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Introduction
Howmuch physical information can be extracted from local symmetries? This question
surely bears relevance to our understanding of theoretical physics, due to the prominent
examples of well-established physical theories taking the form of gauge field theories:
Maxwell’s electrodynamics and general relativity at the classical level, the standard
model of elementary particles at the quantum level.
By their very nature, local gauge transformations leave all observable quantities in-
variant, so that they can be defined only by introducing nonobservable fields, namely
gauge fields acting as force mediators and charged matter fields, that transform non-
trivially under the local gauge group. The Hamiltonian and the equations of motion are
invariant under such transformations. Therefore, due to the intrinsic redundancy intro-
duced in the dynamical problem by the gauge symmetry, the time evolution of gauge
fields is not well defined, already at the classical level, unless one introduces a gauge fix-
ing condition that breaks local gauge invariance to a residual subset, which may or may
not coincide with the set of global transformations depending on the strength of such
a condition. This picture may thus superficially leave the impression that local gauge
transformations are only a convenient artifact that permits to write down interesting
theories, but which does not carry any intrinsic physical relevance.
On the contrary, the physical meaning of the global counterparts of local gauge
symmetries is rather well-understood. They give rise to very important conserved
observable quantities, at the classical level: the electric chargeQ for electrodynamics, the
color chargeQA for Yang-Mills theory, energy-momentum Pµ and angular momentum
Mµν for general relativity in the case of asymptotically flat spacetimes. In quantum
theories, unbroken global symmetries arising from local gauge symmetries induce a
decomposition of the Hilbert space into superselection sectors and allow one to derive
selection rules in scattering processes.
However, motivated by recently-established connections with observable phenom-
ena, in particular with soft factorization theorems for scattering amplitudes and with
memory effects, a larger class of local transformations appears worthy of attention as
far as direct physical information is concerned: asymptotic symmetries.
Such symmetries were originally introduced in the sixties by Bondi Metzner, Van
der Burg and Sachs [1, 2, 3] in the context of general relativity, within the study of
asymptotically flat spacetimes, namely of the solutions of the Einstein equations that
describe weakly radiating mass distributions—for instance, a planet orbiting around
the sun, a black-hole merger or a pair of coalescing neutron stars. As such, these
systems possess a metric tensor that tends to the flat one as one follows the outflowing
gravitationalwaves and goes “very far” from the sources, thus approaching null infinity.
More precisely, after specifying properly-defined coordinates, the components of the
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metric tensor approach those of the Minkowski one as the radial coordinate r tends
to infinity for fixed retarded time u, up to corrections that become negligibly small in
this limit. The delicate point in the definition of asymptotically flat spacetimes, and
the important result of the above authors, is precisely the identification of the proper
assignment of “falloff conditions” on these corrections, specifying how a nontrivial
geometry becomes Minkowski as r → ∞; in four spacetime dimensions, this falloff is
O(1/r) for the normalized corrections to the angular components.
Asymptotic symmetries of asymptotically flat spacetimes arise as those diffeomor-
phisms that map the set of asymptotically flat spacetimes to itself and transform a given
solution of the Einstein equations to a physically inequivalent one. Familiar exam-
ples of these symmetries are given by the ordinary translations, rotations and boosts,
namely the isometries of flat spacetime, which indeed preserve (asymptotic) flatness,
while still altering physically relevant quantities, e.g. the angular momentum and the
energy-momentum. In fact, in the sixties, it was expected that Poincaré symmetries
could be uniquely selected as the asymptotic symmetries of asymptotically flat space-
times. However, this is not the case. In four spacetime dimensions, one cannot adopt
falloff conditions so stringent as to reduce the asymptotic symmetries of gravity to the
Poincaré group without giving up on gravitational waves, and the asymptotic sym-
metries of gravity take the form of an infinite-dimensional enhancement of Poincaré,
termed BMS group.
It was later realized that the concept of asymptotic symmetry can be in principle
extended to any gauge theory, in the following way. One first specifies, after fixing the
gauge (the analog of choosing suitable coordinates), a physically relevant set of solutions
to the equations of motion by assigning falloff conditions on the gauge fields, i.e. by
specifying the manner in which they reduce to a trivial (flat) configuration as one goes
very far from matter sources. Asymptotic symmetries are then defined as those local
symmetries that preserve the set of solutions under consideration and that map a given
solution to a different, inequivalent one. A prominent feature of these symmetries
is that they often comprise an infinite-dimensional enhancement of standard global
symmetries [4, 5, 6, 7], again in analogy with the gravitational setup.
The concept of asymptotic symmetry appears thus to be both quite flexible, as it may
find applicability inmany interesting theories, and very rich, at least from a formal point
of view. Actually, as we anticipated, the interest in asymptotic symmetries is not merely
formal, since these symmetries have been shown to imply observable consequences:
memory effects in classical gauge theories and soft theorems in scattering amplitudes.
Mainly thanks to the works of Strominger and collaborators, the interplay among these
three features of gauge theories, sometimes termed the infrared triangle, triggered a
significant trend of original research, the main aspects of which are reviewed in [8].
More specifically, it has been observed that the passage of a wave packet near a
test charge can leave a permanent observable imprint on the physical properties of the
probe, i.e. a memory effect, that can be understood in terms of the underlying action of
an asymptotic symmetry. The detection of a memory effect is understood as a concrete
manifestation of the fact that the underlying gauge field underwent a vacuum transition:
the passage of radiation induced a sharp transformation from a given radiative vacuum
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to an inequivalent vacuum, connected to the previous one by an asymptotic symmetry.
In this respect, one can clearly see that asymptotic symmetries are akin to spontaneously
broken global symmetries.
The first instance of memory effect again dates back to studies in general relativity,
in particular [9, 10], where memory was identified in the form of a permanent relative
displacement induced by the passage of gravitational radiation on a system of detectors.
The underlying connection with BMS symmetry was realized only much later in [11].
An electromagnetic analog of gravitational wave memory was instead put forward in
[12], where it occurs as a velocity kick, and the corresponding asymptotic-symmetry
interpretation followed in [13]. Another interesting type of memory arising in the
electromagnetic theory is the one encoded in the phases of suitably-placed supercon-
ducting nodes [14], while a Yang-Mills counterpart of this phase memory is given by
color memory [15], which occurs as a color rotation in the Hilbert space of two test
quarks. Many other types of memories have been discussed, see e.g. [16, 17, 18, 19, 20],
and occur both in linearized theories, with massive or massless background sources,
and in nonlinear theories. More precisely, memory effects induced by radiation emitted
bymassive sources are identified as linear or ordinary and can be regarded as a picture of
the movements of bulk sources that is stored in the properties of faraway probes, while
memory effects associated tomassless sources or nonlinearwave-like perturbations give
rise to the so-called nonlinear or nullmemory.
At the level of scattering amplitudes, asymptotic symmetries bear relevance in con-
nection with factorization results that are valid when an external massless particle is
evaluated in the low-energy regime: soft theorems. These identities have been re-
marked to be equivalent to semiclassical Ward identities stemming from asymptotic
symmetries, so that soft theorems can be actually seen as an expression of the in-
variance of the Smatrix under these infinite-dimensional asymptotic symmetries. More
specifically,Weinberg’s soft photon and soft graviton theorems [21, 22] have been shown
to be equivalent to the invariance of the S matrix under asymptotic U(1) symmetries
[6, 23] and under BMS symmetries [24, 25], respectively. This link has been extended to
many different contexts and has been generalized to encompass subleading corrections,
in the soft frequency, to Weinberg’s result [26, 27, 28, 29, 30]. Moreover, the presence of
these symmetries appears to be at the basis of the universality of certain soft theorems,
whose validity does not depend on the specific interactions under consideration but
rather only on the gauge symmetry of the theory. Compatibly with the spontaneous
breaking of asymptotic symmetries, soft photons and gravitons have been interpreted as
the massless bosons whose existence is then ensured by the Goldstone theorem. Since
they unveil a new aspect of the infrared physics associated to gauge mediators, asymp-
totic symmetries also gave rise to a resurgence of interest in the definition of asymptotic
states in QED, gravity and QCD [31, 32, 33, 34] and in the infrared problem, which lies
at the heart of a possible nonperturbative definition of the S matrix that does not rely
on inclusive processes (see also [35] for a detailed review).
Asymptotic symmetries possess another piece of appeal, not unrelated to the previous
aspects which we have touched upon, in relation with the so-called black-hole informa-
tion paradox. It has been observed that a proper description of black-hole solutionsmay
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require taking into account additional symmetries, i.e. asymptotic symmetries acting at
null infinity and near the horizon, and hence additional conserved charges [36] com-
pared to the one at the basis of the proof of the no-hair theorem. However, the presence
of additional soft charges associated to asymptotic symmetries in itself may be insuffi-
cient to the purpose of fully resolving the information paradox [37, 38, 39, 40, 41, 42].
Up to now, we have been considering the case of gauge theories defined in four
spacetime dimensions. Indeed, the attention of the literature focused at first on the
arena of four-dimensional (asymptotically) Minkowski spacetime, where certain issues
concerning the asymptotic behavior of the fields and the calculation of asymptotic
charges simplify, and attempts to carry out the analysis in arbitrary dimensions have
faced a number of difficulties since their inception.
Indeed, considering for the moment the gravitational case, a first aspect is that, in
dimensions D > 4, it is indeed possible to impose falloff conditions, termed radiation
falloffs, that select Poincaré as the asymptotic symmetry group of asymptotically flat
spacetimes, without spoiling the description of gravitationalwaves [43, 44, 45, 46]. Thus,
infinite-dimensional asymptotic symmetries of higher-dimensional gravity appear to
be less fundamental than in D = 4 as they can be safely trivialized without losing
interesting solutions. Actually, from the point of view of general relativity itself, it
may appear rather natural to do so, also because radiation falloffs are instrumental
in ensuring the finiteness of energy fluxes and of other physical quantities as r →∞ , while being compatible with the finiteness of Poincaré charges. Quantitatively,
the radiation falloff for the angular components of the normalized metric fluctuation
is O(1/rD−22 ). These features are shared by electromagnetism, where, for a time, it
appeared impossible to retrieve an infinite-dimensional asymptotic symmetry group in
any spacetime dimension, without derogating from the falloff conditions that ensure
the finiteness of fluxes/charges at infinity.
A different approach was then put forward, for the case of even-dimensional space-
times, in [47, 48], where such falloff conditions were relaxed, from O(1/rD−22 ) to O(1/r),
while at the same time introducing constraints on gauge-invariant quantities that en-
sure the finiteness of physical observables, in order to allow for the presence of infinite-
dimensional asymptotic symmetries. Indeed, the absence of the latter in higher dimen-
sions would be at odds with the validity of soft theorems, which hold independently of
the dimension of spacetime. Therefore, from this point of view, it appears more natural
to adopt (if possible) falloff conditions that do not select standard global symmetries
only, even if this can be in principle achieved without renouncing the description of
radiation. Recent achievements on the connection between soft theorems and asymp-
totic symmetries in spacetimes of arbitrary dimensions, either even or odd, have been
presented in [49, 50, 51] for the case of Maxwell and Yang-Mills theories, by analyzing
the asymptotic behavior of field strengths rather than the gauge fields themselves, while
the canonical realization of the asymptotic symmetries for the Maxwell theory in any
dimension was given in [52].
Another partially unsatisfactory feature of the early investigations of the asymptotic
structure of gauge theories in higher dimensions was the purported absence of memory
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effects [53, 54, 55, 56]. The elusive nature of memory in higher dimensions, which was
later elucidated in [57, 58, 59] in the case of even-dimensional spacetimes, can be traced
back to the fact that, despite being imprints left by the passage of radiation, memory
effects do not scale asymptotically in the same manner as radiation itself, O(1/rD−22 ).
Instead, they possess a much faster falloff, O(1/rD−3), subleading in 1/r for D > 4,
which is associated to stationary solutions and, in general, to static or “DC” effects;
this is also the asymptotic behavior corresponding to fields giving rise to finite and
nontrivial global charges and is therefore termed Coulombic falloff. The interpretation
of the gravitational memory effect experienced by geodesic detectors in terms of an
underlying symmetry acting at large r was in particular clarified in [58]. Contrary to
the four-dimensional case, the corresponding symmetry responsible for the vacuum
transition underwent by the gravitational field in higher, even dimensions is not a true
asymptotic symmetry, since in particular it does not give rise to a nonvanishing soft
charge; nevertheless, it has been noted that a tight link exists between this effect and the
corresponding soft theorem [57].
Difficulties associated to the discussion ofmemory effects in odd dimensions, instead,
can be essentially ascribed to the phenomenon of dispersion that characterizes the
propagation of waves in those spacetimes, i.e. the failure of the Huygens principle,
due to which an idealized point-like perturbation gives rise to disturbances that persist
after the passage of the first wavefront. This peculiarity causes a blurring of ordinary
memory effects in odd dimensions, as also noted in [59], but may be resolved, as we
shall see, by analyzing null memory, where null sources effectively reach the region
near the probe and bypass the problem introduced by dispersion phenomena.
An interesting feature of the higher-dimensional context, as already exhibited by the
example of memory effects, is thus the interplay between radiation and Coulombic
terms, O(1/rD−22 ) andO(1/rD−3) respectively, which indeed become separated into two
different orders of 1/r only for D > 4 and whose identification would be therefore
precluded in a purely four-dimensional approach. Another issue pertaining to this
interplay is related to the possibility of defining nonzero and finite asymptotic charges
in the presence of radiation. Indeed, asymptotic charges are generically finite as r→∞
only when sourced by Coulombic fields, while in the presence of radiation fields, which
are leading in 1/r, they exhibit seemingly divergent contributions. This problem is
particularly interesting in the case of asymptotic symmetries that do not reduce to the
standard global symmetries and in nonlinear theories. In these cases, no general results
prevent the charges from diverging in the limit r → ∞ in the presence of radiation
contributions. Furthermore, waves in nonlinear theories are actually charged under the
global group (for instance they carry energy-momentum in general relativity); therefore,
they will induce a leak of global charges, as they reach null infinity, and a dependence
of the latter on retarded time u.
As we have seen, the analysis of asymptotic symmetries, charges and soft theorems
focused at first on the case of four spacetime dimensions, but a lot of mileage has been
covered since then in the context of higher dimensions. The extension of this program to
the case of spins greater than two is instead amuch less-explored subject. However, this
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research direction is worth pursuing essentially for the very same reason that motivates
the higher-dimensional investigations: soft theorems are valid not only for an arbitrary
dimension but also for an arbitrary spin. Therefore one may wonder whether or not
they can be understood in terms of underlying asymptotic symmetries also in the case
of higher-spin theories.
Another physical motivation for the extension to higher spins is provided by the role
that such symmetries play in the understanding of asymptotic states and of the infrared
problem in lower-spin gauge theories. In view of both the impossibility of long-range
higher-spin forces already implied by Weinberg’s results, and of the established lore
against interacting higher-spin theories in flat space [60], one may envision that unrav-
eling the asymptotic structure of higher-spin theories could lead to some clarifications
on their infrared structure. The relevance of the role played by the infrared limit in
connection with the puzzling issues concerning higher-spin interactions is also clearly
indicated by the two main frameworks where the most direct obstructions are seem-
ingly evaded. On the one hand, as originally proposed by Fradkin and Vasiliev in their
seminal paper [61], a nonvanishing, negative cosmological constant can indeed act as an
infrared regulator for some of the most immediate singularities met by massless higher
spins in interaction with gravity on flat backgrounds. This suggestion paved the way
to a complete on-shell description of gauge-invariant, nonlinear higher-spin dynamics,
encoded in the Vasiliev equations, up to the more recent developments in the context of
AdS/CFT (see e.g. [62, 63, 64]). On the other hand, another context in which higher-spin
interactions can be naturally formulated is string theory, where higher spins are lifted to
being massive, the string tension playing the role in this context of the needed infrared
regulator (see e.g. [65]). A long-standing conjecture concerns the interpretation of mas-
sive higher spins as the manifestation of some underlying higher-spin gauge symmetry
breakingmechanism [66, 67], and onemay speculate that a deeper understanding of the
infrared physics of higher-spin interactions should be ultimately related to this picture.
Let us also mention that an underlying driving force for the study of asymptotic
symmetries on asymptotically flat spacetimes in any dimension and for gauge theories
of any spin is the possibility to find a suitable generalization of the AdS/CFT duality
to the case of Minkowski spacetime, the so-called flat space holography, which could be
exploited to gain insight into the structure of bulk theories, such as quantum gravity or
higher spins, by studying their dual boundary theory at null infinity. At the gravitational
level in four dimensions this program is currently being pursued [68, 69, 70, 71] and
the infinitesimal symmetries of the boundary theory take the form of a semidirect
sum of supertranslations, an infinite-dimensional enhancement of Poincaré translations
occurring within the BMS group, and superrotations, Virasoro symmetries that locally
generalize ordinary rotations and boosts [72, 73, 74, 75, 7].
Results
In this Ph.D. thesis we aim, first, to review the main aspects of the above-described
connection between asymptotic symmetries and observable effects in the context of
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gravity, electromagnetism and Yang-Mills theory in four dimensions and, second, to
present original results concerning the extension of this program to the case of arbitrary-
dimensional spacetimes and to higher-spin gauge theories.
Motivated by the appeal possessed by memory effects in connection with the asymp-
totic structure of gauge theories, we present a collection of results concerning memory
effects in higher-dimensional scalar, electromagnetic and non-Abelian theories and on
their interpretation in terms of residual symmetries acting at large distances in even
dimensions [76]. In this context, we derive explicit formulas for kick memory effects
due to the interaction of test particles with massless scalar fields and electromagnetic
fields emitted by specific background sources in any dimensions, either even or odd; we
observe that null memory can be employed as a tool for obtaining nontrivial memory
kicks in odd spacetime dimensions. We then analyze the significance that these mem-
ory effects bear with respect to the residual symmetries of Maxwell and Yang-Mills
theories in the Lorenz gauge, including a discussion of (Abelian) phase memory and
(non-Abelian) color memory, in arbitrary even dimensions. We obtain an interpretation
of spin-one memories in terms of underlying symmetries acting at large r, which, as in
the case of gravitational memories, act at Coulombic order and do not comprise bona
fide asymptotic symmetries for evenD > 4 because their charge tends to zero as r→∞.
Concerning the discussion of asymptotic observables at null infinity, we provide an
explicit evaluation of the global color charge, energy flux and color flux for Yang-Mills
theory in any spacetime dimension [77]. We also propose a strategy for the definition of
surface charges associated to infinite-dimensional asymptotic symmetries at null infinity
that overcomes the above-mentioned difficulties [76]. The main idea of the proposal
is to evaluate these charges by taking the limit r → ∞ in a region where radiation is
absent, so that no divergence may arise in this step, and then define their evolution with
respect to retarded time u by means of the asymptotic expansion of the equations of
motion in powers of 1/r, even in the presence of radiation.
Another issue which we address is the following seeming paradox arising in the
case of a massless scalar force mediator. Theories containing a massless scalar have
been shown to possess nontrivial asymptotic charges, which are linked with soft scalar
factorization theorems [78, 79]. However, no gauge symmetry is obviously present in
this context, and hence no asymptotic symmetry is available in order to explain the
presence of such charges. As a possible resolution of this purported contradiction, in
the case of four dimensions, we propose a matching with the asymptotic analysis of a
two-form theory, to which a free on-shell scalar is linked by a duality transformation
[80, 81].
Finally, we discuss higher-spin asymptotic symmetries, whose analysis was initiated
in [82]. A first relevant feature is that, in four spacetime dimensions, these symmetries
turn out to comprise an infinite-dimensional family and to underlie Weinberg’s leading
soft theorem for higher-spin soft emissions [83].
As in the case of lower spins, the imposition of radiation falloffs, while instrumental to
the purpose of ensuring the finiteness of fluxes at infinity, actually trivializes the asymp-
totic symmetries in dimensions D > 4 by reducing them to the exact Killing tensors
[77]. The realization of infinite-dimensional asymptotic symmetries is indeed possible,
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but it requires to relax these falloffs to match the corresponding four-dimensional ones
in anyD, while at the same time ensuring the finiteness of relevant physical observables
by means of suitable constraints involving gauge-invariant quantities.
A possible way to carry out this program is offered by the following strategy. One
may first consider the solution space characterized by radiation falloffs, whose physical
consistency is under control, and then act upon this space by means of gauge trans-
formations that leave the form of the equations of motion invariant, and hence map
solutions to solutions, and have finite charges, but that do not preserve the falloff con-
ditions. In this way, one generates a wider solution space, different from the previous
one, that by construction exhibits infinite-dimensional asymptotic symmetries, while
still ensuring the finiteness of observables [84].
A promising aspect of the higher-spin asymptotic symmetries uncovered in our ap-
proach is that they display a structure closely resembling an infinite-dimensional en-
hancement of (a suitable quotient of) the enveloping algebra of Poincaré, which one
may interpret as the possible remnant of an underlying higher-spin algebra [85, 86].
Indeed, focusing on spin three, we find three families of symmetries corresponding
to (traceless projections of symmetrized) products of two Poincaré generators, namely
generalized supertranslations associated to P(µPν) and superrotations,Mµ(νMρ)σ, to-
gether with a third family corresponding to P(µMν)ρ. More concrete steps towards this
identification could be performed by discussing the non-Abelian deformation of our
higher-spin asymptotic symmetries in the presence of cubic vertices, which could lead
to an understanding of their commutation relations.
Structure of this thesis
The material is organized in two parts, the first being devoted to the analysis of asymp-
totic symmetries and of their implications in spin-one theories, Maxwell andYang-Mills,
and spin-two theories, linearized gravity and general relativity, while the second part
deals with extensions to the case of more exotic spins: the scalar and higher spins, s > 3.
We begin by reviewing the setup in which asymptotic symmetries first made their
appearance, i.e. the study of four-dimensional asymptotically flat spacetimes, in Chap-
ter 1, while also providing an overview of the calculation of the associated charges
and furnishing a brief account of the analogous discussions in the case of Maxwell and
Yang-Mills theory. Chapter 2 offers then a review of the connection between the sym-
metries highlighted in the previous chapter and observable effects in four dimensions:
Weinberg’s soft photon and soft graviton theorem, and various types of memory effects.
The remaining three chapters contain instead the original material of this thesis. In
Chapter 3, we present the extension of the calculation of asymptotic charges and of the
discussion ofmemory effects in connectionwith residual symmetries to the case of spin-
one theories in higher spacetime dimensions. Chapter 4 deals with the puzzling case of
scalar asymptotic charges in four dimensions, which are tightly linked with scalar soft
theorems but seemingly lack an underlying gauge symmetry. Finally, Chapter 5 collects
the results on the asymptotic structure of higher-spin theories in four-dimensional
spacetime and a discussion of their generalization to higher dimensions.
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∗ ∗ ∗
The research work I carried out during my Ph.D., which is reviewed in this thesis,
appeared in the following papers [83, 77, 87, 81, 76].
I was additionally involved in different projects, whose content is not detailed in
the present thesis, mainly focusing on foundational aspects of spontaneous symmetry
breaking in quantum systems:
[a] C. Heissenberg and F. Strocchi, “Gauge invariance and symmetry breaking by
topology and energy gap”, Mathematics 3 (2015) 984–1000, arXiv: 1511.01757
[math-ph].
[b] C. Heissenberg and F. Strocchi, “Existence of quantum time crystals”, 2016, arXiv:
1605.04188 [quant-ph].
[c] C. M. Bender and C. Heissenberg, “Convergent and Divergent Series in Physics”,
22th Saalburg Summer School on Foundations and New Methods in Theoretical Physics
(2016), Wolfersdorf, Germany, 2017, arXiv: 1703.05164 [math-ph].
[d] C. Heissenberg and F. Strocchi, “Generalized criteria of symmetry breaking. A
strategy for quantum time crystals”, 2019, arXiv: 1906.12293 [cond-mat.stat-mech].
In particular, in [a], we discuss a mechanism of spontaneous symmetry breaking in
which the topology of the algebra of observables allows for the presence of a gap
in the energy spectrum, thus evading the main consequence of Goldstone’s theorem.
The main aim of [b, d] is instead to propose a generalized criterion of spontaneous
symmetry breaking that does not rely on the properties of the ground state, thereby
allowing for the breaking of time translation symmetry, together with the discussion
of simple models with time-independent Hamiltonian which realize this feature. The
study of such systems was motivated by a pioneering proposal, due to Wilczek [88], of
quantum time crystals, namely putative systems exhibiting the spontaneous breaking
of continuous time translation symmetry down to a discrete subgroup, in analogy with
the situation occurring in ordinary space crystals.
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Part I.
Lower Spins
13
1. Asymptotic Symmetries of Lower Spins in
Four Dimensions
An interesting class of gravitational systems is the one characterized by the presence of
an ideally isolated or weakly radiating mass distribution: for instance a black hole, a
system of planets orbiting around a star or a pair of coalescing neutron stars. Intuitively,
as onegoes very far from the sourcesunder consideration, the gravitational field induced
by their presence becomes very weak, i.e. the underlying spacetime metric reduces to
the flat, Minkowski metric. A precise description for this class of systems is provided by
the definition of asymptotically flat spacetimes, first investigated in the sixties by Bondi,
Metzner, van der Burg and Sachs [1, 2], and later reformulated in a more geometrical
fashion by Penrose and Carter [89, 90, 91].
A natural question that arises in this context concerns the characterization of those
diffeomorphisms that leave the set of asymptotically flat spacetimes invariant, i.e. that
map any isolated or weakly radiating system to another one. These transformations are,
by definition, the asymptotic symmetries of asymptotically flat spacetimes and form
the BMS group, which comprises an infinite-dimensional enhancement of the Poincaré
group.
As is usually the case when dealing with symmetry transformations, one can then
wonder whether asymptotic symmetries give rise to nontrivial conserved quantities, i.e.
asymptotic charges.
In this chapter we begin by reviewing in detail the characterization of asymptotically
flat spacetimes and the structure of the BMS group in Section 1.1. Section 1.2 then offers
an overview of the problem of associating conserved charges to asymptotic symmetries.
Although asymptotic symmetries were first introduced in the gravitational context,
the problem of characterizing residual local gauge transformations that preserve as-
signed asymptotics is actually well-posed in any gauge theory. Indeed, as we will detail
in Sections 1.3 and 1.4, this asymptotic analysis already furnishes nontrivial results in
spin-one gauge theories, namely Maxwell and Yang-Mills.
While the main focus of the discussion in this chapter is on the case of four spacetime
dimensions, we will also include comments and explicit calculations concerning its
higher-dimensional generalization, also in view of Chapters 3 and 5.
1.1. Asymptotically Flat Spacetimes
In any four-dimensional spacetime, it is always possible [2] to define locally a retarded
time u, a radial coordinate r and two angular coordinates xi = (θ,φ), with i = 1, 2, such
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that the spacetime metric can be written in the following form
ds2 = e2β(Vr du
2 − 2dudr) + r2lij(dx
i − Uidu)(dxj − Ujdu) , (1.1.1)
whereβ,V andUi are independent spacetime functions,while lij is subject to
√
det(lij) =
sin θ. In total, the expression (1.1.1), which aswe shall see can be reached independently
of the Einstein equations, is specified by six functions, so that the definition of the co-
ordinates u, r, θ and φ, discussed below, has the effect of eliminating four redundant
functions that are present in a generic metric, i.e. of performing a gauge-fixing.
For instance, in the case of Minkowski space (1.1.1) is achieved globally by letting
t = u + r and x = rn, where n(θ,φ) = (sin θ cosφ, sin θ sinφ, cos θ) is the standard
parametrization of the points on the unit sphere, in terms of which ds2 = −du2 −
2dudr + r2(dθ2 + sin2 θdφ2). Namely, β = 0 = Ui and V = −r, while lij = γij is the
metric on the Euclidean two-sphere.
To see that (1.1.1) can be reached in a generic situation, consider a spacetime with
a given metric gab in some local coordinates xa. There exists locally a function
u(x) such that its gradient ka = ∂au satisfies kaka = 0, i.e. the hypersurfaces of
constant u are null. The integral curves of ka, called rays, are also geodesic, since
∇akb = ∇a∇bu = ∇b∇au = ∇bka and hence kb∇bka = kb∇akb = 12∇a(kbkb) = 0.
Introduce functions θ(x) and φ(x) by the condition that they be constant along rays,
namely ka∂aθ = 0 and ka∂aφ = 0. Choosing u, θ and φ, together with a fourth
function r, yet to be determined, as coordinates, the components of the inverse metric
satisfy guu = kaka = 0, guθ = ka∂aθ = 0 and guφ = ka∂aφ = 0, in such coordinates,
and hence the determinant of the inverse metric reads
−(gur)2[gθθgφφ − (gθφ)2] = −(gur)2det(gij) . (1.1.2)
Since the the Jacobian of the transformation xa = xa(u, r, θ, φ) vanishes if and only if
(1.1.2) is zero, we require det(gij) 6= 0 together with gur 6= 0. We can then define r by
setting
√
det(gij) = (r2 sin θ)−1. Adopting the notation
gab =
 0 gur 0gur grr gri
0 gri gij
 =
 0 −e−2β 0−e−2β −Vr e−2β −Uje−2β
0 −Uie−2β 1
r2
lij
 , (1.1.3)
one can invert gab and solve for the metric components gab obtaining (1.1.1), where lij
denotes the inverse of lij.
To summarize, the above coordinates are characterized by the following properties:
• the hypersurfaces of constant u are tangent to the local light-cone and the integral
curves of ka = gab∂bu are null geodesics (light rays);
• the coordinates θ and φ are constant along each ray and can be interpreted as
optical angles,
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• the radial coordinate r is the luminosity distance, which means that a spherical
wavefront u = constant has a total measure of 4pir2, in view of the condition√
det(lij) = sin θ, and hence its luminosity (or total power) L is related to its mean
flux (or intensity) F by L = 4pir2F.
Such coordinates arewell-suited to describing gravitational radiation emitted by sources
localizedwithin a region of total radius r0. A faraway detector placed at a fixed distance
r > r0 will characterize the properties of outflowing radiation by specifying at what
(retarded) time u it receives a signal and the direction θ, φ from which it arrived.
Although the discussion of the present chapter will mostly focus on the case of four
spacetime dimensions, let us note that the above definition of retarded coordinates
can be straightforwardly extended to arbitrary dimension D. This can be achieved by
specifying D − 2 angular coordinates xi with i = 1, 2, . . . , D − 2, which generalize
the ordinary azimuthal and polar angles, θ and φ. This leads to (1.1.1) provided one
adopts the constraint
√
det(lij) =
√
det(γij), implicitly providing the definition of the
luminosity-distance r, where γij is the metric on the Euclidean (D − 2)-unit sphere.
Again quoting the example of flat space, letting
t = u+ r , xI = r nI , (1.1.4)
for I = 1, 2, . . . , D − 1, where n is a parametrization of the unit sphere in terms of the
angular coordinates xi, obtains
ds2 = −du2 − 2dudr+ r2γij dx
i dxj , (1.1.5)
with γij = ∂in ·∂jn the Euclideanmetric on the sphere. For future reference, we also list
the Christoffel symbols for the flat connection in this coordinate system (more details
are provided in Appendix A)
Γ ijr =
1
r
δij , Γ
u
ij = r γij = − Γ
r
ij , Γ
k
ij =
1
2
γkl
(
∂iγlj + ∂jγil − ∂lγij
)
. (1.1.6)
In a series of pioneering papers [1, 2] (see e.g. [73] for a more recent approach), em-
ploying these coordinates, the authors have studied the space of solutions to Einstein’s
equations that describes physical situations of the type under scrutiny, namely ideally
isolated or weakly radiating gravitational systems, in four dimensions.
The characterization of this type of solutions requires a specification of the manner
in which the gravitational field becomes weak as one follows the outflowing radiation,
i.e. r → ∞ for u fixed, as one approaches so-called future null infinity. In other words
one must clarify how gab given by (1.1.1) reduces to the Minkowski metric ds2 =
−du2−2dudr+r2γij dx
idxj in this limit and the spacetime becomes asymptotically flat.
The most restrictive way of assigning the falloff conditions characterizing asymptotically
flat spacetimes that still allows for the presence of gravitational radiation is given, in
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four dimensions, by
V
r
= −1+
2mB
r
+ O(r−2) ,
β =
β¯
r2
+ O(r−3) ,
lij = γij +
Cij
r
+ O(r−2) ,
Ui =
Ui
r2
+ O(r−3) ,
(1.1.7)
where mB, β¯, Ui, Cij are functions of u, θ and φ, and in addition γijCij = 0 in view
of the requirement that
√
det(lij) = sin θ. The functionmB(u, θ,φ) is called the Bondi
mass aspect and, as we shall see later, is related to the notion of energy at a given
retarded time. The definition of the angular momentum requires the discussion of a
function appearing to subleading order in (1.1.7), the angular momentum aspect, and
is here omitted for simplicity.
In particular, the Einstein equations are satisfied to leading order provided that
Ui = −
1
2
DjC
ij , ∂umB = −
1
8
NijN
ij +
1
4
DiDjN
ij , β¯ = −
1
32
CijC
ij , (1.1.8)
where Nij = ∂uCij is called the Bondi news tensor and the angular indices are raised
using γij. This identifies the two independent components of the traceless tensor Cij as
the free radiative boundary data, namely as the two independent graviton polarizations
that propagate to infinity. This interpretation is further strengthened by the fact that the
time dependence ofCij gives rise to the Bondi news and hence to energy flux carried by
radiation. Indeed, a linearized perturbation onMinkowski spacetime, hab = gab−ηab,
satisfying the above falloffs carries a nontrivial energy flux across a sphere of retarded
time u and radius r, proportional to ∮
NijN
ijdΩ , (1.1.9)
where dΩ is the measure element on the Euclidean unit sphere. This result can be
obtained by considering the hypersurface of constant r and retarded time smaller than
u, integrating Tabnatb on such hypersurface (where Tab is the stress-energy tensor for
such perturbation, na = ∂ar is its unit normal and tb = (∂u)b is the backgroundKilling
vector associated to energy) and taking the derivative with respect to u.
Consider now a hypersurface of fixed radius r. Such a manifold is parametrized by
u and the two angles on the sphere, and can be pictured as a set of static measuring
devices covering the surface of a sphere at a fixed radius r. Intuitively, as r becomes
large, the detectors are able to measure the properties of outgoing radiation very far
away from the sources, thus approaching the future null “boundary” of the spacetime.
This notion of a boundary, which at this level is not precise, can be made rigorous and
covariant by means of a geometric definition of future null infinity, I+, due to Penrose
and Carter (see [92, 93] and [94, Chapter 11] for excellent reviews; a handy account is
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also available in [82]), involving a conformal mapping that brings infinity to a finite
distance.
To illustrate the idea behind this construction, let us consider Minkowski spacetime
in D dimensions, with metric (1.1.5). One defines the coordinate Ω = 1/r, in a region
r > r0, so that
ds2 = −du2 +
1
Ω2
(2dudΩ+ γij dx
idxj) , (1.1.10)
and rescales the metric by letting ds˜2 = Ω2ds2, namely
ds˜2 = −Ω2du2 + 2dudΩ+ γij dx
idxj . (1.1.11)
Futurenull infinityI+ is thendefinedas the surfaceΩ = 0 after the conformal rescaling,
which canbe thereforeparametrizedbyu, xi, has adegeneratemetric 0·du2+γij dxidxj ,
and represents the surface where all null trajectories of Minkowski space have their
future endpoints. Following to this strategy one can in fact define a four-dimensional
spacetimeM to be asymptotically flat at null infinity if, roughly speaking, there exists a
conformal isometry ofM to a spacetime M˜whose boundary “resembles” Minkowskian
I+ (we refer again to [92, 93, 94] for a more precise and complete discussion). It can
be shown that this definition reduces to the one we have given above in terms of falloff
conditions (1.1.7), provided one adopts a suitable set of retarded coordinates.
Let us also mention that, while it has been successfully extended to spacetimes with
arbitrary even dimensions [44], this geometric, covariant definition of null infinity is
actually precluded in the case of odd-dimensional spacetimes [95], in the presence of
gravitational radiation, while the less formal approach adopted for instance in [46],
based on taking the limit r → ∞ in the given coordinate system, appears to be more
flexible in this respect, although not covariant, and better suited to highlighting the
similarities between gravity and other gauge theories of lower or higher spin, when it
comes to discussing asymptotic symmetries.
In the following, we will rely on the latter noncovariant notion of null infinity, still
denoted I+, which suffices for many practical applications. According to the intuitive
picture, future null infinity is therefore a hypersurface parametrized by u, and xi whose
sections at constant u are obtained by considering a sphere Su,r at fixed retarded time
and radius r and sending r → ∞. The induced metric thereon is −du2 + r2γijdxidxj
while the volume element is rD−2dudΩ, where dΩ is the measure on the unit sphere,
with the limit r→∞ to be taken at the very end of the calculations of physical quantities.
1.1.1. The BMS group
Asymptotic symmetries are defined as the large diffeomorphisms that preserve (1.1.1)
and (1.1.7), and hence map the space of asymptotically flat spacetimes to itself. More
precisely, they are those diffeomorphisms that respect the coordinate conditions and
the falloff conditions ensuring asymptotic flatness, while still acting nontrivially on the
leading field components Cij, Ui,mB. Furthermore, two given asymptotic symmetries
should be identified if their action only differs by a small diffeomorphism or, more
formally, if they induce the same transformation on I+.
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Anticipating a bit the discussion of charges, we may state that large diffeomorphisms
are characterized by the fact that they possess a finite and nonzero charge, while small
ones are those that give rise to a vanishing charge.
Such symmetries are determined by solving the asymptotic Killing equation, namely
imposing that the infinitesimal transformations
δξgab = Lξgab , (1.1.12)
respect the falloffs.
In our case, we can start by imposing that grr = gri = 0 and gijgij = 0, which follow
from (1.1.1), namely Lξgrr = Lξgri = Lξ(gijgij) = 0, which explicitly read
gar∂rξ
a = 0
gar∂iξ
a + gai∂rξ
a = 0
gij(ξa∂agij + ga(i∂j)ξ
a) = 0 ,
(1.1.13)
where round brackets denote symmetrization of the indices. From the first equation,
we read off ∂rξu = 0, namely
ξu = f(u, θ,φ) . (1.1.14)
The second equation in (1.1.13) reads ∂rξi = e2βgij∂jf so that
ξi = −∂jf
∫∞
r
e2βgijdr ′ + Yi , (1.1.15)
with Yi = Yi(u, θ,φ). Using now the identities gij∂rgij = 4r−1, gij∂ugij = 0 and
gij∂kgij = γ
ij∂kγij, which follow from the condition det(gij) = r4det(γij), the third
equation in (1.1.13) gives
ξr =
r
2
Ui∂iξ
u −
r
2
Diξ
i , (1.1.16)
where Di is the covariant derivative on the unit sphere associated with the Euclidean
metric γij. Substituting the falloff conditions (1.1.7) into (1.1.14), (1.1.15) and (1.1.16) we
have
ξu = f(u, θ,φ) ,
ξr = −
r
2
DiY
i(u, θ,φ) +
1
2
∆f(u, θ,φ) + O(r−1) ,
ξi = Yi(u, θ,φ) −
1
r
Dif(u, θ,φ) + O(r−2) ,
(1.1.17)
where ∆ = DiDi and Di = γijDj. Imposing that Lξgur = O(r−2) and Lξgui = O(1)
gives
∂uf =
1
2
DiY
i , ∂uY
i = 0 , (1.1.18)
so that Yi(u, θ,φ) = Yi(θ,φ) is actually a vector on the sphere, while
ξu = T(θ,φ) +
u
2
DiY
i(θ,φ) + O(r−1) . (1.1.19)
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Furthermore, Lξgij = O(r) implies that Yi satisfies the conformal Killing equation on
the two-sphere
D(iYj) = γijD · Y , (1.1.20)
where the dot denotes contraction with γij. Finally, the last remaining equation
Lξguu = O(r
−1) yields the constraint
(∆+ 2)D · Y = 0 . (1.1.21)
The latter equation is actually identically true, since the Ricci tensor satisfies Rij = γij
on the Euclidean two-sphere and hence, taking two divergences of (1.1.20), we have
∆D · Y = DiDj(DiYj +DjYi) = 2∆D · Y + 2D · Y.
To summarize, asymptotic symmetries of four-dimensional asymptotically flat space-
times are given by
ξu = T(θ,φ) +
u
2
D · Y(θ,φ) ,
ξr =
1
2
∆T(θ,φ) −
u+ r
2
D · Y(θ,φ) + O(r−1) ,
ξi = Yi(θ,φ) −
1
r
DiT(θ,φ) −
u
2r
DiD · Y(θ,φ) + O(r−2) ,
(1.1.22)
where T(θ,φ) is an arbitrary function of the angles, while Yi satisfies the conformal
Killing equation (1.1.20) on the Euclidean unit sphere.
Since the spacetime becomes asymptotically Minkowski, it is expectable that such a
set of asymptotic symmetries contain the ordinary isometries of flat space: translations,
rotations and boosts. This is indeed the case. For instance, the exact Killing vector
associated to a translation in Minkowski space, aµ = (a0, a) in Cartesian coordinates
xµ = (x0, xI) = (t, x) with I = 1, 2, 3, reads in covariant retarded components au =
a0 = −a
0, ar = a0 + n · a, ai = r∂in · a. Switching to contravariant components
au = a0 − n · a , ar = n · a , ai = 1
r
∂in · a , (1.1.23)
so that, by comparison with (1.1.22),
T = a0 − n · a , Yi = 0 , (1.1.24)
once we recall that, on the Euclidean two-sphere (see Appendix A), ∆n = −2n. For an
infinitesimal rotation/boost given by lµ = ωµνxν in Cartesian coordinates, withωµν =
−ωνµ, we have lu = l0 = ω0Ir nI lr = nIωI0u, li = r∂inIωI0(u + r) + r2∂inIωIJnJ,
so
lu = unIω0I , l
r = −(u+ r)nIω0I , l
i = −∂inIω0I+ ∂
inIωIJn
J−
u
r
∂inIω0I ,
(1.1.25)
where we recognize
T = 0 , Yi = −∂inIω0I + ∂
inIωIJn
J . (1.1.26)
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To check that Yi is indeed a conformal Killing vector for the Euclidean two-sphere, one
need recall that (see Appendix A) DiDjn = −γijn.
We have checked that the set asymptotic symmetries (1.1.22) contains the Poincaré
transformations. However, it is in fact much bigger. First, it contains indeed transforma-
tions parametrized by an arbitrary function T(θ,φ), which give an infinite-dimensional
analog of translations (1.1.24), termed supertranslations. Second, one may note that,
locally, the conformal Killing equation admits two infinite-dimensional families of so-
lutions, generalizing the ordinary rotations and boosts (1.1.26), called superrotations
[73, 72, 74]. These are conveniently described by introducing the stereographic coordi-
nates
z = eiφ cot(θ/2) , z¯ = e−iφ cot(θ/2) , (1.1.27)
in terms of which the Euclidean metric on the sphere takes the form ds2 = 2γzz¯dzdz¯,
with γzz¯ = 2/(1+ zz¯)2, and the conformal Killing equation reads
∂zY
z¯ = 0 , ∂z¯Y
z = 0 , (1.1.28)
so that for any holomorphic (resp. antiholomorphic) function F(z) (resp. F˜(z¯)), local so-
lutions are given by Yz(z, z¯) = F(z) and Yz¯(z, z¯) = F˜(z¯). Globally well-defined solutions
are selected by requiring that the Laurent expansion
F(z) =
∑
n∈Z
cnz
n (1.1.29)
be nonsingular near z = 0 and w = 1z = 0, and similarly for F˜(z¯). This leaves us with
Yz = c0 + c1z+ c2z
2 , Yz¯ = c˜0 + c˜1z¯+ c˜2z¯
2 , (1.1.30)
which can be recast in the form (1.1.26) by noting thatn = (z+z¯,−i(z−z¯), zz¯−1)/(1+zz¯),
with
2c0 = ω01 + iω02 − (ω13 − iω23) ,
c1 = ω03 + iω12 ,
2c2 = −(ω01 + iω02) +ω13 − iω23
(1.1.31)
and c˜0, c˜1, c˜2 given by complex conjugation, and correspond to those infinitesimal
superrotations that can be exponentiated to global rotations and boosts. Indeed, the
algebra of globally well-defined conformal transformations of the Euclidean sphere is
isomorphic to the Lorentz algebra so(3, 1). The analogous statement for the associated
groups is that thegroupof global conformal transformations, isomorphic toSL(2,C)/Z2,
is also isomorphic to the proper, orthochronous Lorentz group SO(3, 1).
The asymptotic symmetries induced onI+ can be obtained by projecting (1.1.22) on
a surface of fixed r1 and taking the limit r→∞, for fixed u, and are given by the vectors
ξu = T +
u
2
D · Y , ξi = Yi . (1.1.32)
1More precisely, by considering its action on r-independent functions.
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Such vectors are closed under Lie bracket and give rise to the following algebra:
[ξ1, ξ2]
u = Y[1 ·DT2] +
1
2
T[1D · Y2] +
u
2
D · [Y1, Y2] , [ξ1, ξ2]i = [Y1, Y2]i , (1.1.33)
so that, schematically,
[(T1, Y1), (T2, Y2)] =
(
Y[1 ·DT2] +
1
2
T[1D · Y2], [Y1, Y2]
)
. (1.1.34)
The vector fields (1.1.32), parametrized by angular functions T and by conformal Killing
vectors Yi on the sphere, together with the commutation relations (1.1.34) define the
Bondi-Metzner-Sachs (BMS) algebra. A key structural feature of this algebra is the
existence of an infinite-dimensional Abelian subalgebra given by supertranslations
ξ = T(θ,φ)∂u, which is in fact a Lie ideal since by (1.1.34) the commutator of a su-
pertranslation with any transformation is again a supertranslation. At the local level,
the subalgebra given by superrotations is also infinite-dimensional and is in fact given
by the direct sum of two Virasoro algebras (one for the holomorphic sector and one for
the antiholomorphic sector (1.1.28)). Globally well-defined superrotations (1.1.26), as
we have seen, instead give rise to the Lorentz algebra.
At the group level, supertranslations give rise to an infinite-dimensional Abelian
normal subgroup ST of the full BMS group. Supertranslations contain ordinary trans-
lations (1.1.24) as a four-dimensional subgroup and enter the full asymptotic symmetry
group as follows:
BMS = ST o SO(3, 1) . (1.1.35)
Denoting by xi = xi(x ′) a global conformal transformation, in stereographic coordinates
x1 = z, x2 = z¯,
z =
αz ′ + β
γz ′ + δ
(1.1.36)
where α, β, γ and δ are complex numbers satisfying αδ− βγ = 1, such that
∂xk
∂x ′i
γkl
∂xl
∂x ′j
= F(x ′)2γij , (1.1.37)
we can express a global BMS transformation as [96]
u = u ′F(x ′) − T(x ′) , xi = xi(x ′) . (1.1.38)
As a final remark, let us mention that, while the translation subgroup can be char-
acterized as the unique four-dimensional normal subgroup of the BMS group, the
homogeneous Lorentz transformations are not similarly unique, since any two Lorentz
subgroups of BMS that differ by a supertranslations are isomorphic [3].
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1.1.2. A linearized approach
From the perspective of linearized gravity (i.e. of a generic spin-2 massless field) the
form (1.1.1) for the metric tensor and the falloffs (1.1.7) are equivalent to the following
choice of boundary conditions: to leading order in 1/r,
habdx
adxb =
2mB
r
du2 − 2Uidudx
i + rCijdx
idxj + · · · , (1.1.39)
with γijCij = 0. In particular hrr = hri = 0, while hur = O(r−2) and
huu =
2mB
r
+ O(r−2) , hui = −Ui + O(r
−1) , hij = rCij + O(1) . (1.1.40)
In stereographic coordinates, the trace condition takes a particularly simple form:
γijhij = 2hzz¯/γzz¯ = 0, so hzz¯ = 0. We would like to recover the BMS algebra from the
linearized gauge transformations δξhab = ∇(aξb), where ∇a denotes the background
(flat) connection (see (1.1.6)), that preserve (1.1.40). Actually, we shall do so while keep-
ing the dimensionD of the spacetime formally arbitrary, as this only requires a minimal
modification of the calculation.
From ∇(rξr) = 0 we obtain ∂rξr = 0, hence
ξr = ξr(u, x
i), (1.1.41)
while from∇(uξr) = O(r−2) we have ∂rξu + ∂uξr = O(r−2) and thus
∂r∂uξu + ∂
2
uξr = O(r
−2) . (1.1.42)
However, ∇(uξu) = O(r−1) also requires ∂uξu = O(r−1) and hence
∂r∂uξu = O(r
−2), (1.1.43)
which, together with (1.1.42), implies
∂2uξr = O(r
−2) . (1.1.44)
Since ξr is actually r-independent (1.1.41), we then have
ξr = −T(x
i) − uF(xi) . (1.1.45)
Integrating the equation ∂rξu + ∂uξr = O(r−2) with respect rwe get
ξu = rF(x
i) − S(xi) + O(r−1), (1.1.46)
where S does depend on u, by ∂uξu = O(r−1). Then the equation ∇(rξi) = 0 takes the
form
∂rξi + ∂iξr −
2
r
ξi = 0 (1.1.47)
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and substituting the above solutions reads
∂rξi −
2
r
ξi −DiT − uDiF = 0. (1.1.48)
Looking for a solution in the form of a power series in r, one readily sees that
ξi = −rDiT − ruDiF+ r
2Yi(u, z, z¯). (1.1.49)
for some vector field Yi(u, xj) (and Yi = γijYj).
From the equation ∇(uξi) = O(1), one immediately obtains
∂uYi = 0 , (1.1.50)
so Yi = Yi(xj). Nowwe are left with the conditions∇(iξj) = O(r) and γij∇iξj = 0. The
traceless projection of the former gives
D(iYj) −
2
D− 2
γijD · Y = 0 , (1.1.51)
which is the conformal Killing equation, while the latter instead implies
γijDiξj − (D− 2)r(ξu − ξr) = 0 . (1.1.52)
Up to now we have
ξr = −T − uF
ξu = rF− S+ O(r
−1)
ξi = −rDiT − urDiF+ r
2Yi ,
(1.1.53)
where T , S and F are arbitrary functions on the sphere, while Yi is a conformal Killing
vector. Upon substituting into (1.1.52), we get
r[−∆T + (D− 2)(S− T)] − ur(∆+D− 2)F+ r2[D · Y − (D− 2)F] = O(1) . (1.1.54)
This equation can be satisfied only if the coefficient of each independent monomial r,
r2 and ur is zero: this requires
S =
1
D− 2
(∆+D− 2)T , F =
1
D− 2
D · Y, (1.1.55)
while the last remaining condition, (∆ + D − 2)D · Y = 0, is identically satisfied as
a consequence of the conformal Killing equation, as can be verified by taking two
divergences of (1.1.51) and recalling [Di, Dj]vk = Rklijvl, with Rijkl = γikγjl − γilγjk
(see also eq. (B.1.49)).
To sum up, the residual gauge freedom is parametrized by
ξr = −T −
u
D− 2
D · Y ,
ξu =
r
D− 2
D · Y − 1
D− 2
(∆+D− 2)T + O(r−1) ,
ξi = −rDiT −
ur
D− 2
DiD · Y + r2Yi .
(1.1.56)
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Equivalently, in contravariant components
ξu = T +
u
D− 2
D · Y ,
ξr =
1
D− 2
∆T −
u+ r
D− 2
D · Y + O(r−1),
ξi = −
1
r
DiT + Yi −
u
(D− 2)r
DiD · Y.
(1.1.57)
In particular, these vector fields induce the same asymptotic symmetries on I+, in the
relevant case D = 4, as in (1.1.32) (compare also with (1.1.22)).
Let us note that, as far as the above calculation of the asymptotic symmetries in the
linearized theory is concerned, it would not have been too restrictive to also impose the
condition hur = 0. With this choice, equation (1.1.57) would simply hold sharply and
not up to O(r−1). One might be tempted to set it to zero or conclude that it can be set to
zero by means of a small gauge transformation, and indeed inspection of the equations
of motion (1.1.8) implies that the leading O(r−2) component β¯ of hur is actually zero in
the linearized theory in four dimensions.
Although the linearized theory suffices for the purpose of establishing the falloff
conditions and deriving the asymptotic symmetries, by its very nature it is insensitive
to self-interaction effects, such as the energy flux to null infinity, which are instead
captured by the nonlinear description as we shall see explicitly in the next section.
1.2. Bondi Energy and Charges
Having introduced the concept of asymptotic symmetry in an asymptotically flat space-
time, it is natural to ask whether it is possible to find conserved quantities associated
to these symmetries. This question, and more generally the subtle issue of defining
conserved charges in general relativity and gauge theories, has received an extensive
attention in the literature [36, 97, 93, 98], also in connection with black hole entropy
[99] and in the context of covariant phase space methods [100]. Here, we will follow
an approach based on the application of Noether’s theorem [101], commenting on the
subtleties that arise in this context along the way.
1.2.1. The Noether two-form
One can in principle associate a conserved charge to any infinitesimal diffeomorphism
according to theNoether theorem [101]. Our starting point is the Einstein-Hilbert action
on a generic D-dimensional spacetimeM,
S =
1
2k2D
∫
M
Rω , (1.2.1)
where k2D = (D − 2)ΩD−2G, with ΩD−2 the area of the Euclidean (D − 2)-sphere (i.e.
the solid angle inD−1 space dimensions), andωdenotes the spacetime volume form, in
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local coordinatesω =
√
−gdx0 ∧ dx1 ∧ · · ·∧ dxD−1. This action is obviously invariant
under the symmetry variation δξgab = ∇(aξb) for any vector ξ, since
δξ(Rω) = Lξ(Rω) = d(R ıξω) = ∇a(Rξa)ω. (1.2.2)
On the other hand, under a generic variation of the (inverse) metric, we have
δ(Rω) =
(
Rab −
1
2
gabR
)
ωδgab +∇aθaω,
θa = ∇bδgab − gcd∇aδgcd ,
(1.2.3)
with θa the Palatini surface term. Comparing (1.2.2) and (1.2.3), we obtain the current
jaξ =
1
2k2D
√
−g(θaξ − ξ
aR) , (1.2.4)
which is conserved on shell, ∂ajaξ = 0. This can be further simplified by rewriting
θaξ = ∇bδξgab − gcd∇aδξgcd
= −∇b∇(aξb) + 2∇a∇ · ξ
= ∇b∇[bξa] + 2Rabξb ,
(1.2.5)
so that
jaξ =
√
−g
[
∇b∇[bξa] + 2
(
Rab −
1
2
gabR
)
ξb
]
(1.2.6)
and, employing again the Einstein equations in the vacuum,
jaξ = ∂bκ
ab
ξ , κ
ab
ξ =
1
2k2D
√
−g∇[bξa] , (1.2.7)
where one explicitly sees that, in accordance with Noether’s second theorem, the con-
served current associated to a local symmetry is equal, on shell, to the divergence of an
antisymmetric rank-two tensor. The continuity equation ∂ajaξ = 0 becomes then trivial.
Equation (1.2.7) also holds if one takes into account the introduction of the Gibbons-
Hawking-York term needed in order to make the Einstein-Hilbert variational problem
well-posed:
S =
1
2k2D
∫
M
Rω+
1
k2D
∫
∂M
K ω¯ , (1.2.8)
where ω¯ is the induced volume form on ∂M and K is the mean extrinsic curvature
thereon (see [94, Appendix E]). Indeed, the introduction of the boundary termmodifies
the Lagrangian only by a total derivative (or an exact D-form) Rω 7→ Rω + dα and
hence does not alter the Noether current:
δξ(Rω+ dα) = dıξ(Rω+ dα) = ∇a(Rξa)ω+ dıξdα ,
δ(Rω+ dα) =
(
Rab −
1
2
gabR
)
δgabω+∇aθaω+ dδα ,
(1.2.9)
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but dδξα = dLξα = dıξdα, by Cartan’s formula, and hence the contribution due to dα
cancels out in the calculation of jaξ .
The expression (1.2.7) is also correct if one adds to the Einstein-Hilbert action a
cosmological constant term. For a scalar field φ coupled to gravity,
S =
∫
M
[( 1
2k2D
−
λ
2
φ2
)
R−
1
2
∇aφ∇aφ− m
2
2
φ2
]
ω, (1.2.10)
a calculation similar to the one presented above yields
κabξ =
√
−g
[( 1
2k2D
−
λ
2
φ2
)
∇[bξa] + λ(ξa∇bφ2 − ξb∇aφ2)
]
, (1.2.11)
which reduces to (1.2.7) for minimal coupling λ = 0 (the case λ = D−24(D−1) ,m = 0 is also
of interest due to its conformal invariance). In the case of Einstein-Maxwell theory, with
Lagrangian density R− 14FabF
ab, instead
κabξ =
√
−g
( 1
2k2D
∇[bξa] + ξcAcFba
)
. (1.2.12)
Formally, one may thus define a conserved quantity associated to any infinitesimal
diffeomorphism ξ by integrating either jaξ on a Cauchy hypersurface Σ or, equivalently,
κabξ on its boundary ∂Σ:
Qξ =
∫
Σ
jaξdΣa =
∮
∂Σ
κabξ dσab . (1.2.13)
The evaluation of the integral over Σ, or equivalently of the limit implicitly involved in
the definition of ∂Σ, is in general a nontrivial issue. For instance, it is clear that Qξ is
zero if ξ is a small diffeomorphism whose action is localized in a compact region, since
in that case the surface charge
Qξ[σ] =
∮
σ
κabξ dσab , (1.2.14)
obtained integrating over a closed (D − 2)-surface σ, vanishes as soon as σ is taken
outside that region. On the other hand, (1.2.13) is obtained as the limit of (1.2.14) where
σ is taken towards the boundary of the spacetime.
1.2.2. Global charges
Suppose ξ is instead an exact Killing vector for a given solution of interest,∇(aξb) = 0,
namely a global symmetry. This implies∇ · ξ = 0 and ξa − Rabξb = 0, therefore
∂bκ
ab
ξ =
1
2k2D
√
−g∇b∇[bξa] = 1
k2D
√
−gRabξb . (1.2.15)
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By the Einstein equations with matter,
Rab = k
2
D
(
Tab +
1
2−D
gabT
)
, (1.2.16)
so that the charge (1.2.13) reads
Qξ =
∫
Σ
√
−g
(
Tab +
1
2−D
gabT
)
ξadΣb , (1.2.17)
with T = gabTab. In the vacuum, the integrand on the right-hand side of the previous
equation vanishes, implying that the charge integral (1.2.13) of jaξ over the Cauchy
hypersurface Σ only receives contributions from the regions of Σwhere stress-energy is
present. Equivalently, the surface charge (1.2.14) is actually independent of the specific
closed surface on which it is performed as long as σ is deformed without crossing any
source.
The simplest example where this situation occurs is provided by the Schwarzschild
solution,
ds2 = −f(r)dt2 +
dr2
f(r)
+ r2γijdx
idxj , f(r) = 1−
C
rD−3
, (1.2.18)
where ta = (∂t)a is an exact time translation isometry. Integrating (1.2.7) on a sphere
St,r at fixed time t and radius r > C, we have
Qt =
∫
St,r
κtrrD−2dΩ =
1
2k2D
∫
St,r
(1f Γ
r
tt + fΓ
t
rt)r
D−2dΩ (1.2.19)
but Γrtt = 12f∂rf and Γ
t
rt =
1
2f∂rf, which gives
Qt =
C(D− 3)
2G(D− 2)
. (1.2.20)
The constant C is determined by matching with the Newtonian potential in a regime of
weak gravitational fields; a faraway test particle, C
rD−3
 1, moving radially in such a
field at nonrelativistic speed will obey, by the geodesic equation, r¨+ Γrtt = 0, hence
r¨ = −∂r
(
−
C
2rD−3
)
. (1.2.21)
The nonrelativistic interaction potential between a source of mass M and a test mass
must match Newton’s formula − GM
rD−3
and hence C = 2GM. Going back to (1.2.20), we
see that the Noether charge equals
Qt =
D− 3
D− 2
M . (1.2.22)
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We may additionally cross-check the rather awkward normalization factor by per-
forming the static Newtonian limit directly in (1.2.13). In this limit, the only nonva-
nishing component of the stress-energy tensor is T00 = ρ in Cartesian coordinates, ρ
denoting the mass density. Then, (1.2.17) evaluated on a slice of constant time reads
Qt =
D− 3
D− 2
∫
ρdx , (1.2.23)
as expected. Equivalently, for a static linearized fluctuation g00 = −1 + h00, the Ein-
stein equations give ∆R3h00 = 2k2D
D−3
D−2ρ, and hence h00 = −
2GM
rD−3
, twice the Newton
potential, in the case of a particle of massM sitting in the origin ρ(x) =Mδ(x).
More generally, for any stationary spacetime, where there exists a time-like killing
vector ξa, one can define the energy content as the integral
M[σ] =
1
2(D− 3)GΩD−2
∫
σ
∇[bξa]dσab = D− 2
D− 3
∫
σ
κabξ dσab , (1.2.24)
evaluated on any (D − 2)-surface σ enclosing all the sources. This quantity, whose
definition takes into account and solves the above normalization issues by introducing
the correct prefactor, is called the Komar mass of the spacetime. In a static spacetime,
it can be understood in terms of the total force that must be exerted on a unit surface
mass density distributed over a sphere enclosing all sources in order to hold it in place.
Taking σ = Su,r to be a sphere of fixed retarded time u and large radius r in retarded
coordinates, the above discussion ensures that the Komar mass evaluated on Su,r is
independent of r and of u. Thus, the energy can actually be calculated on a section of
I+, by taking the limit r→∞, and will be observed to be constant in u by asymptotic
measurements on I+, as should be the case since in a stationary spacetime energy
should be strictly conserved by the absence of radiation.
1.2.3. Asymptotic charges
The situation is potentially more interesting in the case of asymptotic symmetries, i.e. the
solutions of the asymptotic Killing equation. First, being large, these diffeomorphisms
are candidates to yielding nontrivial surface charges (1.2.14) at infinity. Second, the
independence on r and u of the corresponding surface charges is not guaranteed in
general (in contrast with the case of exact isometries). This on the one hand requires to
check the convergence of the limit r → ∞ case by case, and on the other hand leaves
open the possibility of describing charge leak due to radiation, i.e. a dependence of the
charges on retarded time.
In the case of the asymptotic symmetries of four dimensional asymptotically flat
spacetimes associated to global Poincaré transformations (1.1.24), (1.1.26) one is able to
verify that the energy and angular momentum surface charges admit a finite and non-
vanishing limit r→∞ and that they display a nontrivial dependence on retarded time
u due to the presence of radiation, namely due to the energy and angular momentum
fluxes carried by outgoing gravitational waves.
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For a generic vector ξa = ξu(∂u)a+ ξr(∂r)a+ ξi(∂i)a, the surface charge defined by
the integral of κurξ (1.2.7) on a sphere Su,r of fixed u and r reads, recalling (1.1.3),
Qξ[Su,r] =
r2
16piG
∫
Su,r
e−2β
[ (
−∂u −
V
r ∂r − U
iDi
)
ξu +
(
Γrru − Γ
u
uu − U
iΓuui
)
ξu
+ ∂rξ
r + Γrrrξ
r +
(
Γrri − Γ
u
ui − U
jΓuij
)
ξi
]
dΩ ,
(1.2.25)
where we have used that the Christoffel [73] satisfy Γuar = 0.
Restricting to the case of time translation asymptotic symmetry, given by T = 1, Yi = 0
in (1.1.32), namely ξa = (∂u)a, this surface charge gives
Qξ[Su,r] =
r2
16piG
∫
Su,r
e−2β
(
Γrru − Γ
u
uu − U
iΓuiu
)
dΩ . (1.2.26)
Evaluating the Christoffel symbols [73] and taking into account the falloffs (1.1.7), we
see that
Γrru =
mB
r2
+ O(r−3) , Γuuu = −
mB
r2
+ 2∂uβ¯+ O(r
−3) , Γuiu = O(r
−3) (1.2.27)
and obtain the following expression
Qt[Su,r] =
1
8piG
∫
Su,r
(mB − ∂uβ¯)dΩ+ O(r
−1) , (1.2.28)
where we may use (1.1.8) to solve for ∂uβ¯ = − 132∂u(CijC
ij). The limit of this quantity
as r→∞ is finite and nonzero
8piGQt[Su] =
∫
Su
mB dΩ+
1
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∂u
∫
Su
CijC
ijdΩ , (1.2.29)
where Su is the spherical section of I+ at fixed u. The linear piece of (1.2.29) has been
given the interpretation [1] of the total energypresent in the spacetimeat agiven retarded
time, also called Bondi mass. The proper normalization is given by the stationary limit,
as in (1.2.24), which reduces in this case to a factor of two [99], yielding
MB(u) =
1
4piG
∫
Su
mB dΩ . (1.2.30)
The nonlinear and time-dependent term in (1.2.29) can be eliminated by modifying
the two-form κabξ as proposed by Tamburino and Winicour [102]:
κabξ 7→
1
16piG
√
−g (∇[bξa] +∇cξcm[bna]) (1.2.31)
where na, to leading order, na = (∂r)a andma = (∂u)a− 12(∂r)
a. In fact, in the case of
the time translation vector field ξa = (∂u)a, noting that∇aξa = ∂u log√−g and using
(1.1.3), this additional term yields
r2
16piG
∫
Su,r
∂u log
√
−gdΩ =
1
8piG
∫
Su,r
∂uβ¯ dΩ+ O(r
−1) , (1.2.32)
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and hence cancels the second term appearing in (1.2.28).
The same result is obtained by the following procedure advocated by Geroch and
Winicour [103]. In general, the independence of the surface charge on the specific
representative vector that reduces to a given asymptotic symmetry vector on I+ is not
guaranteed. For instance, by inspection of equation (1.2.25), adding f(∂r)a to a vector
ξa will give the same transformation onI+ (since it projects to zero thereon) but gives
rise to a difference in the surface charge given by r2(16piG)−1
∫
e−2β(∂r + Γ
r
rr)fdΩ.
Therefore, an additional condition is needed in order to resolve this ambiguity:
∇aξa = 0 , (1.2.33)
to be imposed on the extension of the infinitesimal symmetry vector field in the interior
of the spacetime. In our case, we may extend the time translation asymptotic symmetry
by introducing a ξr component as in
ξa = (∂u)
a −
2∂uβ¯
r
(∂r)
a + · · · , (1.2.34)
so that the additional condition (1.2.33) is upheld, while the projection of ξa on a surface
of constant r is still (∂u)a, as required by (1.1.24). With this modification, taking into
account Γrrr = 2∂rβ = O(r−3), the surface charge (1.2.7) yields half the Komar mass
(1.2.30) with no additional terms.
Notice that, in the case of exact isometries as for instance for time translations in
stationary spacetimes, the Tamburino-Winicour improvement (1.2.31) is identically zero
and the Geroch-Winicour condition (1.2.33) is identically satisfied, since ∇aξa = 0
follows from the Killing equation.
Employing the second equation of motion (1.1.8), and noting thatDiDjNij integrates
to zero on the sphere, we also have
∂uMB(u) = −
1
32piG
∫
Su
NijN
ijdΩ , (1.2.35)
which is the mass loss formula. Gravitational radiation, responsible for a nontrivial
News tensor Nij = ∂uCij, gives rise to the time-dependence of the Bondi mass, which
in fact always decreases asu increases since the right-hand side of the previous equation
is negative definite. This is interpreted as the fact that gravitational waves always carry
positive amounts of energy, which leak to the null boundary of the spacetime.
Under suitable regularity assumptions, it has been shown that the Bondi mass is
always positive [104] and that its upper bound is given by the Arnowitt-Deser-Misner
[105] massMADM, namely the total energy content of the spacetime:
lim
u→−∞MB(u) =MADM , (1.2.36)
the limit being reached from below [106, 107]. These results consolidate the following
picture: a gravitational system “initially” (i.e. for u → −∞) possesses a total energy
MADM, a portion of which leaks to null infinity due to the emission of gravitational
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waves (1.2.35); this leaves behind an energyMB(u), which thus represents the amount
energy left in the spacetime at a given retarded time u.
Similar calculations to the one performed above are available in the case of spatial
translations, ξa = n · a(∂u)a and, taking in due account subleading terms in the expan-
sion (1.1.7), of rotations and boosts (1.1.26).
Turning our attention to a generic supertranslation ξa = T(θ,φ)(∂u)a, as in (1.1.32)
with Yi = 0 and an arbitrary T(θ,φ), we have,
Qξ[Su,r] =
r2
16piG
∫
Su,r
e−2β
[
− UiDiT +
(
Γrru − Γ
u
uu − U
iΓuiu
) ]
dΩ . (1.2.37)
Substituting (1.2.27) and (1.1.7), and using (1.1.8), the limit r→∞ gives
8piGQξ[Su] =
∫
Su
mBT dΩ+
1
4
∫
DiCijD
jT dΩ+
1
32
∂u
∫
Su
CijC
ijT dΩ . (1.2.38)
As in the case of the global charge, this surface charge is finite and nonvanishing.
Its linear part, which can be selected by resorting to the improvement (1.2.31) or by
enforcing the condition (1.2.33) as was done in the case of asymptotic time translations,
and which must be corrected by a factor of two according to (1.2.24), reads
QT (u) =
1
4piG
∫
Su
mBT dΩ−
1
16piG
∫
Su
DiDjCij TdΩ ,
∂uQT (u) = −
1
32piG
∫
Su
NijN
ij TdΩ .
(1.2.39)
The term linear in Cij vanishes when T satisfies(
DiDj −
1
2γij∆
)
T = 0 , (1.2.40)
sinceCij is traceless. This selects asymptotic translations, because, using that [∆,Di]T =
DiT , the divergence of (1.2.40) yields Di(∆ + 2)T = 0 and hence either T is a constant
or it satisfies (∆ + 2)T = 0, whose solutions are (linear combinations of) the spherical
harmonics cos θ, sin θ cosφ, sin θ sinφ (see Appendix A for more details).
As we shall see in the next chapter, expressions of the type (1.2.39) lie at the heart of
the connection between BMS symmetries and Weinberg’s soft graviton theorem.
Let us conclude this section on asymptotic charges by a word of warning. As antic-
ipated, we have chosen to present the calculation of surface charges without detailing
subtleties that must be actually faced in order to give a general and precise definition
of conserved quantities in gauge theories. Some of these issues have actually surfaced
while discussing the improvement (1.2.31) and are related to the ambiguities inherent
to the definition of the canonical Noether current jaξ starting from a given Lagrangian.
Another issue, which arises when trying to attach to conserved quantities the meaning
of Hamiltonian generators is that of integrability: in this context one only calculates
the formal variation /δQξ of a given charge in field space and needs to establish whether
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or not this can be interpreted as an exact variation δQξ. Nonintegrability of the BMS
charges [97], for instance, is associated with the presence of nonlinear radiation.
We have glossed over such aspects in order to keep the presentation as concise as
possible without renouncing on relevant formulas and physical ideas, and refer the
interested reader to [100, 99] for detailed discussions in the context of covariant phase
space methods (see also [108, 109]) and to the general results presented in [36], where in
particular the issue of ambiguities is resolved by appealing to the falloffs of the equations
of motion. However, we will return to some of the issues raised here in Chapter 3, in the
context of Yang-Mills theory, where they are easier to present in a self-contained and
concise manner.
1.3. Large Gauge Symmetries in Electromagnetism
Up to this point in the discussion, we have been concerned with the symmetries of
weakly radiating gravitational systems in the limit r → ∞. A similar analysis can
be performed in the simpler case of electromagnetism [6], where once again asymp-
totic symmetries are identified as those residual symmetries of the gauge-fixed theory
that preserve the falloff conditions assigned to the field components, while still acting
nontrivially near I+.
The classical action for electromagnetism coupled to a locally conserved current den-
sity Ja,
S = −
1
4
∫
FabF
abω−
∫
AaJ
aω, (1.3.1)
with Fab = ∂aAb − ∂bAa, is invariant under the gauge transformation δAa = ∂a,
since the symmetry variation of the Lagrangian is equal to the total divergence term
−∇a(Ja)ω, while on the other hand for a generic variation one obtains
(∇bFba − Ja)δAa +∇b(FabδAa) . (1.3.2)
This gives, on shell, the canonical current
ja =
√
−g(Fba∂b+ J
a) = ∂bκ
ab
 , κ
ab
 =
√
−g(Fba) . (1.3.3)
In retarded Bondi coordinates, we choose the radial gauge condition
Ar = 0 , (1.3.4)
which is the spin-one analog of the choice (1.1.1) we made in the gravitational setting.
The falloff conditions to be assigned to currents Ja depend on the type of chargedmatter
that on is assuming to include. In particular, accounting for the possible presence of
massless charged particles implies that Ja behaves like
Ju =
Ju
r2
+ O(r−3) , Jr =
Jr
r2
+ O(r−3) , Ji =
Ji
r
+ O(r−2) , (1.3.5)
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as r → ∞ for fixed u. Correspondingly, one finds that the equations of motion are
satisfied to leading order provided one adopts the falloff conditions
Au = Au(u, z, z¯)/r+ O(r
−2) , Ai = Ai(u, z, z¯) + O(r
−1) , (1.3.6)
and the field components satisfy the relation
∂uAu = ∂uD
iAi + Ju (1.3.7)
(compare with (1.1.39) and (1.1.8) respectively).
Residual gauge transformations are therefore given by those gauge parameters that
only depend on angular coordinates
 = T(z, z¯) , (1.3.8)
which thus exhibit a close analogy to supertranslations. The surface charge, i.e. the
analog of (1.2.14), associated to this residual gauge freedom is given by
Q[Su] = lim
r→∞ r2
∫
Su,r
FurTdΩ =
∫
Su
AuTdΩ . (1.3.9)
In analogy with the previous case, the global surface charge, i.e. the electric charge
expressed as the Gauss integral, is in general independent of the specific two-sphere we
choose, provided we do not cross charges flowing toI+. To see this, setting  to unity,
note that ∂bκab1 =
√
−g∇bFba = √−g Ja, so that
∂uQ1[Su] =
∫
Su
JudΩ , (1.3.10)
which vanishes away from the charges. This equation is the analog, for massless
electrodynamics, of the mass leak formula we encountered in the gravitational case.
Note in particular that this effect, which is due to the presence of self-interactions in
the case of gravity, is here caused by charges moving at the speed of light. We will
encounter a similar phenomenon while discussing ordinary and null memory effects in
the next chapter.
For a generic function T(z, z¯), instead, the soft surface charge exhibits a nontrivial
u-dependence. In particular,
∂uQ[Su] =
∫
Su
∂uAuTdΩ =
∫
Su
(∂uD
iAi + Ju)TdΩ . (1.3.11)
This infinite-dimensional family of u-dependent charges plays a crucial role in the
connection between asymptotic symmetries of massless electrodynamics and the soft
photon theorem.
We conclude by remarking that, if we want to compare the retarded radial gauge to
the advanced radial gauge, we need consider that the transformation from retarded to
advanced coordinates v = u+ 2r gives
(A ′v,A
′
r,A
′
i) = (Au, 2Au +Ar,Ai) , (1.3.12)
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so that Ar and A ′r cannot vanish simultaneously unless Au is identically zero. This
indicates that the radial gauge cannot be continued smoothly to the bulk of spacetime
[31]. This issue can be resolved, for instance, by performing the analysis in the Lorenz
gauge; we will return on this point at the end of the next chapter.
1.4. Kac-Moody Symmetry of Yang-Mills Theory
It is possible to perform an analysis akin to that of asymptotically flat gravitational
systems also in classical Yang-Mills theory [4]. Other than being of interest in its own
right, this provides a convenient toy version of the corresponding gravitational case,
while still encompassing genuinely nonlinear effects, in contrast with the Maxwell case.
We may start from the classical action for pure Yang-Mills,
S =
1
4
∫
tr
(
FabF
ab
)
ω, (1.4.1)
where Fab = ∂aAb − ∂bAa + [Aa,Ab]. We conventionally work with anti-Hermitian
fields Aa = AAaXA with [XA, XB] = fABCXC, where XA and fABC are the su(N)
generators and structure constants respectively. We normalize them according to
tr(XAXB) = −δAB.
This action is invariant under the gauge transformation δAa = ∂a + [Aa, ]. On
the other hand for a generic variation one obtains
δL = −tr
(∇bFba δAa)+∇btr(FbaδAa) . (1.4.2)
On shell, this gives the canonical current
ja =
√
−g tr
(
Fab(∂b+ [Ab, ])
)
= ∂bκ
ab
 , κ
ab
 =
√
−g tr
(
Fab
)
. (1.4.3)
Adopting the retarded radial gauge condition
Ar = 0 , (1.4.4)
one then sees that the equations of motion are compatible with the falloffs
Au = Au(u, z, z¯)/r+ O(r
−2) , Ai = Ai(u, z, z¯) + O(r
−1) , (1.4.5)
provided
∂uAu = ∂uD
iAi + γ
ij[Ai, ∂uAj] . (1.4.6)
Comparing with (1.3.7), we see that, asymptotically, the nonlinearities play the same
role that was played by massless charges in the previous section. This is inherent to the
twofold nature of waves in nonlinear theories, where they play the role on the one hand
of propagating perturbations and on the other hand of massless sources.
Residual gauge transformations are therefore
 = T(z, z¯) = TA(z, z¯)XA (1.4.7)
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in close analogy to supertranslations. The surface charge is thus given by
QT [Su] = − lim
r→∞ r2
∫
Su,r
tr
(
FurT
)
dΩ = −
∫
Su
tr
(
AuT
)
dΩ . (1.4.8)
The global surface charge, i.e. the color charge, depends on retarded time due to the
nonlinearities: setting  = XA,
∂uQA[Su] =
∫
Su
γij[Ai, ∂uAj]
AdΩ . (1.4.9)
This equation is the analog, for classical Yang-Mills, of the mass leak formula we en-
countered in the gravitational case. For a generic parameter T(z, z¯), instead, the soft
surface charge exhibits an additional nontrivial u-dependence that is observed to be
linear in the field. In particular,
∂uQT [Su] = −
∫
Su
tr(∂uDiAi + γij[Ai, ∂uAj])TdΩ . (1.4.10)
The charges have a nontrivial algebra:
[QT ,QT ′ ] = δTQT ′ = −
∫
Su
tr
(
[Au, T ]T
′)dΩ = − ∫
Su
tr
(
Au[T, T
′]
)
dΩ = Q[T,T ′] ,
(1.4.11)
namely a zero-level Kac-Moody algebra.
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2. Observable Effects in Four Dimensions
As we have seen, asymptotic symmetries give rise to an infinite number of independent
conserved charges potentially amenable to be connected to observable quantities. In-
deed, at least two broad classes of phenomena have been identified as observable effects
that afford an explanation in terms of an underlying asymptotic symmetry principle:
soft theorems for scattering amplitudes and memory effects [8].
This chapter is devoted to reviewing these effects, together with their connectionwith
the underlying asymptotic symmetries discussed in the previous chapter, in the well-
studied cases of electromagnetic and gravity theories in four spacetime dimensions.
This will also serve as preparation for our exploration of their higher-dimensional
counterparts in Chapter 3, in the case of Maxwell and Yang-Mills theory, and of our
proposal for higher-spin asymptotic symmetries and charges, and their relation to soft
theorems, in Chapter 5.
2.1. Soft Theorems in Particle Physics
Soft theorems are identities relating scattering amplitudes that differ by the emission or
absorption of massless, or very light, particles with low energy [110, 111, 112, 113, 21,
22, 114]. They have received renewed interest in the literature (see e.g. [30, 115, 116] for
some recent advances in this respect, together with the extensive list of references in [8])
in the context of asymptotic symmetries, of which they have been identified as physical
consequences.
Indeed, although soft theorems can be directly seen to hold at the level of S matrix
and Feynman diagrams, they can be often derived as a consequence of the invariance
of the theory under a symmetry, typically a spontaneously broken one. A textbook
example of this situation is that of the spontaneously broken (approximate) symme-
try SU(2)L × SU(2)R → SU(2)V of quantum chromodynamics, which lies at the heart
of soft-pion techniques [117, 118], dating back to the sixties, where the pions are inter-
preted as the (pseudo-)Goldstone bosons of said spontaneous breaking. More generally,
the understanding that the dynamics of Goldstone bosons affords a universal descrip-
tion at low energies, dictated solely by symmetry requirements, paved the way to the
formulation of effective Lagrangians and nonlinearly realized symmetries [119, 120] (for
a more recent approach to soft theorems in the context of effective field theories, see
[121, 122]).
The basic mechanism that links symmetries to scattering amplitudes can be summa-
rized as follows. A continuous symmetry of the dynamics of a given theory is locally
generated, in a canonical setup, by a conserved current jµ(x) according to Noether’s
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theorem. Namely, for any local operator A (which may be thought of, for instance, as
O1(x1)O2(x2) · · ·On(xn)), the infinitesimal symmetry variation δ is given by
δA = i lim
R→∞
∫
fR(x)[j0(x), A]dx , (2.1.1)
with a smooth cutoff function fR(x) that equals 1 if |x| < R and vanishes if |x| > R+ε (for
a small ε > 0). In relativistic local field theories, the right-hand side converges by the
requirement that the commutator vanish when x becomes spacelike with respect to the
region where A is localized. Furthermore, it is also independent of t, as a consequence
of the conservation of jµ: using the Gauss theorem,
lim
R→∞
∫
fR(x)[∂tj0(x), A]dx = lim
R→∞
∫
∇fR(x) · [j(x), A]dx = 0 , (2.1.2)
because∇fR(x) is nonzero only for |x| ' R, a region that becomes spacelike with respect
to any point as R→∞ for fixed x0 = t.
Taking the vacuum expectation of (2.1.1) gives rise to Ward identities of the type
〈0|δA|0〉 = i lim
R→∞
∫
fR(x)〈0|[j0(x), A]|0〉dx = i lim
k→0
〈0|[j˜0(k, t), A]|0〉 , (2.1.3)
where j˜0 denotes the Fourier transform of the charge density. Now, if the symmetry is
unbroken, namely it admits a unitary operator U that implements the symmetry in the
Hilbert space of the theory, then it actually admits a canonical charge
Q = lim
R→∞
∫
fR(x)j0(x)dx , (2.1.4)
such that U = eiQ and, restricting for simplicity to the case of internal symmetries,
Q|0〉 = 0 , U|0〉 = |0〉 , (2.1.5)
since the vacuum |0〉 is the only translation-invariant state, so that (2.1.3) simply reduces
to
〈0|δA|0〉 = 0 . (2.1.6)
If instead the symmetry is spontaneously broken, no generatorQ exists and the vacuum
state is not invariant under the symmetry, namely (2.1.3) imposes
0 6= 〈0|δA|0〉 = i lim
k→0
〈0|[j˜0(k, t), A]|0〉 , (2.1.7)
which relates the vacuum expectation value of the symmetry transformation to the
insertion of a soft operator. In fact, the intermediate states saturating the right-hand side
must clearly have a gap-less dispersion relation, ω(k) → 0 as k → 0, in order for it to
be time-independent, as required by ∂µjµ = 0, and further inspection shows that they
must be (massless) one-particle states: the Goldstone bosons.
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In order to make contact with scattering amplitudes, one takes the operator A to be
of the type T(φ1(x1)φ2(x2) · · ·φn(xn)), where φj(xj) are suitable local operators of the
theory and T denotes time-ordering. The next step is to apply the LSZ reduction formu-
las [123, 124] (see e.g. [125] for a textbook presentation), which amount to performing a
Fourier transform with respect to the xj and taking the on-shell limit after amputating
the propagators that arise from external particles. Restricting for simplicity to the case
of a Hermitian scalar field ϕ of massm, with asymptotic Fock oscillators ain/out(q), the
LSZ formula can be expressed as
〈0|aout(q ′1) · · ·aout(q ′n)a∗in(q1) · · ·a∗in(qm)|0〉 =
∫
dx ′1 · · ·dx ′ndx1 · · ·dxm
ei
∑n
j=1 x
′
j·q ′j−i
∑m
k=1 xk·qk(−x ′1 +m
2) · · · (−x ′n +m2)(−x1 +m2) · · · (−xm +m2)
〈0|T(ϕ(x ′1) · · ·ϕ(x ′n)ϕ(x1) · · ·ϕ(xm))|0〉 .
(2.1.8)
To illustrate the above strategy in one of its simplest applications, we may derive the
consequence of the (unbroken) global U(1) symmetry in QED, namely the additive
conservation of electric charge in all scattering processes. The Ward identities read in
this case
(n−m)〈0|T(ψ(x ′1) · · ·ψ(x ′n)ψ¯(x1) · · · ψ¯(xm)Aµ1(y1) · · ·Aµl(yl))|0〉 = 0 , (2.1.9)
so that 〈0|T(ψ(x ′1) · · ·ψ(x ′n)ψ¯(x1) · · · ψ¯(xm)Aµ1(y1) · · ·Aµl(yl))|0〉 = 0 unless n = m.
On the other hand, by the LSZ reduction formula, we see that, in terms of the numbers
N (resp. N ′) of incoming (outgoing) positrons andM (M ′) of electrons, we must have
n =M+N ′ andm =M ′ +N. By comparison, this impliesM−N =M ′ −N ′, i.e. that
the in state must have the same electric charge as the out state.
In the case of spontaneous breaking, the so-obtained identities instead relate different
amplitudeswith andwithout the insertion of soft Goldstone bosons, according to (2.1.7),
and hence give rise, upon LSZ reduction, to soft theorems.
In fact, this strategy has been applied to a wide range of different models and sym-
metries (e.g. [118, 18]), including also non-internal symmetries such as scaling and
conformal symmetry [126, 127] and residual symmetries of QED, Yang-Mills theory,
gravity [128, 129]. Taking successive variations and commutators also allows one to
analyze double soft limits, schematically
〈0|δ1δ2A|0〉 = − lim
k1→0
lim
k2→0
〈0|[j˜0(1)(k1, t), [j˜0(2)(k2, t), A]]|0〉 , (2.1.10)
discussing, for instance, the dependence on the orders in which such limits are taken
and its relation to the symmetry algebra [130, 131].
Although the above considerations are in principle nonperturbative, since they only
make reference to general properties of symmetries and of the spectrum of the theory,
onemust in practice face the issue of taking into account possible corrections due to loop
effects in order to extend their validity to the full quantum level. A possible way out
is furnished by nonrenormalization theorems that protect the commutators involving
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conserved currents from corrections due to ultraviolet singularities [132]. Indeed, let us
mention that some of these symmetry considerations have been extended to the quan-
tum level [133], and that soft theorems have been investigated at loop level, displaying a
certain degree of stability under renormalization (see e.g. [134, 29]). Another important
point that must be addressed in the discussion of loop-level results is the presence of
infrared divergences. In four–dimensional QED, for instance, such infinities arise due
to the masslessness of the photon and were observed to cancel out when considering
cross sections that sum over emissions/absorptions of photons below a certain energy
threshold, so that soft photons actually play amajor role in the discussion of the infrared
problem [35, 22, 32].
At the level of semiclassical analysis, it has proven useful to investigate the relation
between soft theorems in gauge theories and asymptotic or large gauge symmetries, in
particular those at null infinity. This permitted in particular to interpretWeinberg’s soft
photon and graviton theorems [21, 22], whichwe are going to review in the next section,
in terms of underlying largeU(1) symmetries and BMS supertranslation symmetry. An
analogous program has been carried out also for Yang-Mills theory [15] and has been
extended to encompass subleading corrections to the Weinberg result [28, 27, 135].
The technical steps needed in order to perform this connection are typically a slight
variation of those outlined above in the case of a standard symmetry of the quantum
theory. One first identifies the asymptotic symmetry and calculates the corresponding
(classical) asymptotic charge Q. As a consequence of Noether’s theorems, this charge
takes the form of an integral over a Cauchy surface Σ or, equivalently, over its boundary
∂Σ,
Q =
∫
Σ
jµdΣµ =
∫
∂Σ
κµνdσµν , (2.1.11)
where jµ = ∂νκµν and κµν = −κνµ, and it is actually independent of the specific
Cauchy surface Σ. One then expresses the fact that the symmetry is also a symmetry of
the Smatrix as
0 = [Q, S] = Q+S− SQ− , (2.1.12)
whereQ± denotes the charges evaluated on theCauchy surfacesI±∪i±. Takingmatrix
elements of the above identity between in and out states furnishes Ward identities that
lead to the soft theorems, where the piece of Q that is responsible for the soft insertion
is termed soft charge, QS, to be contrasted with the hard part, QH, involving the matter
fields. An equivalent route, more similar to the steps presented above, is to calculate
〈0|δA|0〉 = i〈0|[Q,A]|0〉 = i〈0|(Q+A−AQ−)|0〉 , (2.1.13)
where A stands for a generic product of fields, and then take the LSZ reduction of this
identity in order to derive consequences at the level of scattering amplitudes. In the
latter approach, which we are going to illustrate in detail in the case of Weinberg’s soft
photon and graviton theorems, the hard part of the charge can usually be neglected
since, in the right-hand side of the above identity,Q acts on the vacuumwhere no stable
matter is present, QH|0〉 = 0.
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Let us stress that the operatorsQ+ andQ− appearing in equations (2.1.12) and (2.1.13)
are not independent; after all, they must be the asymptotic charges corresponding to
the same symmetry. Therefore, Q+ and Q− must be evaluated by taking the limits
of the same bulk symmetry transformation to the far future and far past: we will see
a concrete example of this procedure in the case of the Maxwell theory in the Lorenz
gauge. The general, CPT and Lorentz-invariant way of specifying this correspondence
between quantities evaluated on I− and I+ is the antipodal map on the celestial
sphere, which is obtained by the identification
O+(n)
∣∣
I+−
= O−(−n)
∣∣
I−+
(2.1.14)
across spatial infinity. The antipodal identification is also instrumental in the definition
of a meaningful scattering problem fromI− toI+. The process of trivial scattering is
characterized by the fact that the out states are obtained as the antipodal images of the
in states, as can be seen for instance by following the trajectory of a freemassless particle
in Minkowski space, and therefore the antipodal map provides the natural definition
of “identity” (the trivial intertwining operator) between in and out Fock spaces. In
the following, this identification is assumed throughout in the discussion of scattering
amplitudes at null infinity.
We turn now to the illustration of Weinberg’s soft theorems and to their connection
with asymptotic symmetries of electromagnetism and gravity.
2.1.1. Weinberg’s theorems
In his celebrated 1964 paper [21], Weinberg showed that, using only the Lorentz in-
variance and the pole structure of the S matrix, together with masslessness and spins
of the photon and of the graviton, it is possible to derive the conservation of electric
charge and the equality of gravitational and inertial mass. On the same grounds, he
gave a possible explanation as to why we observe no macroscopic fields corresponding
to massless particles of spin 3 or higher.
In particular, exploiting the (assumed) S-matrix pole structure and Lorentz covari-
ance, he could prove the following two properties:
(1) The S matrix for the emission of a photon or a graviton can be written as the
product of a polarization “vector” εµ or “tensor” εµεν with a covariant vector or
tensor amplitude, and it vanishes if any of the εµ is replaced by the photon or
graviton momentum qµ;
(2) Electric charge, defined dynamically by the strength of soft-photon interactions, is
additively conserved in all reactions. Gravitational mass, defined by the strength
of soft graviton interactions, is equal to inertial mass (in the nonrelativistic limit).
We will now review the derivation of these results. For a few technical statements,
related to the implications of covariance on the S-matrix structure, which are here
assumed to hold, we refer to the appendices of Weinberg’s paper [21].
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Let us consider a process in which a massless particle is emitted with momentum
q and helicity ±s, limiting ourselves to integer spins. The transformation rules for S-
matrix elements under Lorenz transformations can be inferred from the transformation
law for one-particle states; using p as a shorthand for a set of pi, with i = 1, . . . , n, one
has
S±s(q, p) =
(
|Λq|
|q|
)1/2
e±isΘ(q,Λ)S±s(Λq, Λp), (2.1.15)
where Θ is a function of the massless particle momentum q and of the Lorentz trans-
formation Λ. It is always possible to write S±s as a product of a polarization “tensor”
and anM-function in the following way:
S±s(q, p) =
1√
2q
ε
µ1∗± (q) . . . ε
µs∗
± (q)M±µ1...µs(q, p), (2.1.16)
whereM is a symmetric Lorentz tensor. The polarization “vector” εν± obeys the trans-
formation rule (
Λ µν −
qµ
|q|
Λ 0ν
)
εν±(Λq) = e
±iΘ(q,Λ)εµ±(q) , (2.1.17)
so that, at a closer scrutiny, εµ± is not a bona fide Lorenz vector. An auxiliary condition
will be needed, in order to make sure that S±s satisfies Lorentz invariance despite this
inhomogeneous transformation rule for εµ±. The S-matrix transformation law (2.1.15)
then reads
S±s(q, p) =
1√
2q
e±isΘ(q,Λ)
[
ε
µ1± (Λq) −
(Λq)µ1
|q|
Λ 0ν ε
ν
±(Λq)
]
. . .
×
[
ε
µs
± (Λq) −
(Λq)µs
|q|
Λ 0ν ε
ν
±(Λq)
]
M±µ1...µs(Λq, Λp).
(2.1.18)
For an infinitesimal Lorentz transformation Λµν = δµν +ωµν, we can use (2.1.16) and
the symmetry ofM to put the previous equation in the form
S±s(q, p) =
(
|Λq|
|q|
)1/2
e±isΘ(q,Λ)S±s(Λq, Λp)
−
s√
2|q|3
[
ω 0ν ε
ν∗
± (q)
]
qµ1ε
µ2∗± (q) . . . ε
µs∗
± (q)M±µ1...µs(q, p) .
(2.1.19)
Hence thenecessary and sufficient condition for this transformation lawnot to contradict
the first one is that S± vanishes when one of the εµ± is replaced with qµ:
qµ1ε
µ2∗± (q) . . . ε
µs∗
± (q)M±µ1...µs(q, p) = 0. (2.1.20)
This can be recognized, thinking in terms of fields, as a requirement of gauge invariance
of the amplitude.
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2.1.2. Conservation of the electric charge, universality of the gravitational
coupling and higher spins
Considering the vertex amplitude for a very-low-energy massless particle of integer
helicity ±s, emitted by a particle of spin 0 and massm (perhaps zero), and momentum
pµ = (p, E), the only tensor which can be used to form Mµ1...µs± is pµ1 . . . pµs , since
terms involving gµµ ′ do not contribute to the S matrix because of εµ±ε±µ = 01. On
the other hand, terms involving the soft momentum qµ itself would either vanish by
qµε
µ
±(q) = 0 or contribute to subleading orders. Therefore, the vertex amplitude must
be of the form
1
2E(p)
√
2|q|
pµ1 . . . pµsε
µ1∗± (q) . . . ε
µs∗
± (q). (2.1.21)
As we shall argue below, even for emitting particles with spin greater than 0, the S-
matrix elements will still be given by this expression, times δσσ ′ where σ and σ ′ are
respectively the initial and final helicity of the emitting particle.
We define the soft photon coupling constant e by the statement that the s = 1 vertex
amplitude is
2ie(2pi)4δσσ ′pµε
µ∗
± (q)
(2pi)9/22E(q)
√
2|q|
, (2.1.22)
and similarly for the “gravitational charge” fwe state that the s = 2 vertex amplitude is
2if(8pi)1/2(2pi)4δσσ ′
(
pµε
µ∗
± (q)
)2
(2pi)9/22E(q)
√
2|q|
. (2.1.23)
Let Sβα be the S matrix for some process α → β, the states α and β consisting of
various charged and uncharged particles, perhaps including gravitons and photons.
The same process can occur with emission of a very soft extra photon or graviton of
momentum q and helicity ±1, or ±2, and we will denote the corresponding S-matrix
element as S±1βα(q) or S
±2
βα(q).
As illustrated in thefigurebelow,which represents graphically the amplitudeS±βα(q),
... ...
= ... ...
+ · · ·
these emission matrix elements will have poles at q = 0, corresponding to the Feynman
diagrams in which the extra photon or graviton is emitted by one of the incoming or
outgoing external particles in states α or β, since then the n-th outgoing, respectively
1 This follows from the fact that external particles are on-shell and the corresponding tensors live in
traceless representations of the stability group of pµ.
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incoming, particle of massmn and momentum pn gives rise to a term of the form
1
(pn ± q)2 +m2n
= ± 1
2pn · q. (2.1.24)
These poles give the dominant contribution in this limit, while diagrams in which the
soft propagator is attached to an internal line will give rise to subleading corrections.
In the limit q→ 0 we thus get,
S±1βα(q) ≈
1
(2pi)3/2
√
2|q|
[∑
n
ηnen
pn · ε∗±(q)
pn · q
]
Sβα
S±2βα(q) ≈
(8pi)1/2
(2pi)3/2
√
2|q|
[∑
n
ηnfn
(pn · ε∗±(q))2
pn · q
]
Sβα,
(2.1.25)
ηn being +1 or −1 according to whether the particle n is outgoing or incoming.
As we have discussed, Lorentz invariance requires the vanishing of the vertex ampli-
tude when a polarization is substituted with the corresponding four-momentum. This
yields for s = 1 ∑
n
ηnen = 0 (2.1.26)
and for s = 2 ∑
n
ηnfnp
µ
n = 0. (2.1.27)
The first one is precisely the conservation of the electric charge, whereas the second,
when compared with the equation of momentum conservation
∑
ηnpn = 0, yields the
universality of the gravitational coupling constant fn = 1, for all n.
From these calculations, Weinberg also argues that the choice of pµ1 . . . pµs in (2.1.21)
gives in fact the only possible form of theM-function, also for emitting particles with
spin 1 or higher, since any other helicity-dependent vertex amplitude could never give
rise to cancellations between different poles needed to satisfy the Lorentz invariance
condition.
For higher helicities s = 3, 4, . . . one still has a factorization of the form
S±sβα(q) ≈
1
(2pi)3/2
√
2|q|
[∑
n
ηng
(s)
n
(pn · ε∗±(q))s
pn · q
]
Sβα, (2.1.28)
and the requirement ∑
n
ηng
(s)
n
[
pn · ε∗±(q)
]s−1
= 0, (2.1.29)
which contradicts momentum conservation unless g(s)n = 0. This tells us that the low-
energy interaction for higher spins is trivial or, in other words, that massless higher-spin
particles cannot propagate long-range forces. On the Lagrangian side, this implies that
higher-spin interactions should be of multipolar type, i.e. the vertices should contain
enough derivatives so that they vanish in the soft limit.
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2.2. Soft Theorems and Asymptotic Symmetries
We will now make the link between asymptotic symmetries and soft theorems explicit
by providing the details of the derivation of the soft photon and soft graviton theorems
from the underlying large U(1) and BMS supertranslation symmetry.
For this purpose, it is useful to recast Weinberg’s result in terms of retarded coordi-
nates and stereographic coordinates on the sphere (1.1.27). To this end, consider a wave
packet for a massless particle with spatial momentum centered around q. At large r
(and large times t = u+ r for fixed retarded time u), this wave packet becomes localized
on the sphere at null infinity near the point
q = ω x̂ = ω
1+ zz¯
(z+ z¯,−i(z− z¯), 1− zz¯) , (2.2.1)
so that the momentum of massless particles may be equivalently characterized by qµ or
(ω, z, z¯). The polarization vectors can be chosen as follows [136]
ε+(q) = 1√
2
(z¯, 1,−i,−z¯) ,
ε−(q) = 1√
2
(z, 1, i,−z) = ε+(q) ,
(2.2.2)
thus allowing to rewrite Weinberg’s soft theorem, e.g. for a positive-helicity emission,
from the momentum space form (5.3.1) to its position-space counterpart
lim
ω→0+
ωS+sβα = (−1)
s 2
s
2−1(1+ zz¯)
[∑
i
ηi g
(s)
i
(Ei)
s−1(z¯− z¯i)
s−1
(z− zi)(1+ ziz¯i)s−1
]
Sβα , (2.2.3)
where, for simplicity, we have assumed that all the particles taking part in the scattering
process are massless, the energy Ei and the angular coordinates (zi, z¯i) characterizing
their asymptotic states at null infinity.
2.2.1. Large U(1) symmetries and the soft photon theorem
The action for electromagnetism coupled to a locally conserved current Jµ,
S = −
1
4
∫
FµνF
µνdDx−
∫
AµJ
µdDx, (2.2.4)
being invariant under δAµ = ∂µ up to the boundary term, possesses the canonical
current
jµ = Fνµ∂ν+ J
µ. (2.2.5)
In Bondi coordinates, near I+, in the case J = 0,
Q+ =
∫
I+
jrγzz¯r
2dud2z. (2.2.6)
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As we discussed in Section 1.3, choosing retarded radial gauge Ar = 0 together with
the falloff conditions
Au =Au(u, z, z¯)/r+ O(r
−2)
Az =Az(u, z, z¯) + O(r
−1)
Az¯ =Az¯(u, z, z¯) + +O(r
−1) ,
(2.2.7)
and using (2.2.5), the charge associated to the residual gauge freedom given by angular
functions T(z, z¯) computed at I+ reads
Q+ =
∫
I+
T(z, z¯)
[
∂u(D
zAz +D
z¯Az¯) + J
]
γzz¯dud
2z, (2.2.8)
where
J(u, z, z¯) ≡ lim
r→∞ r2Jr(u, r, z, z¯). (2.2.9)
Since this charge acts on matter fields by δΦ(x) = i[Q,Φ(x)] = ie(x)Φ(x), any correla-
tion function will satisfy
〈δ
N∏
n=1
Φn(xn)〉 =i〈0|
(
Q+
N∏
n=1
Φn(xn) −
N∏
n=1
Φn(xn)Q
−
)
|0〉
=i
N∑
n=1
enε(xn)〈
N∏
n=1
Φn(xn)〉.
(2.2.10)
Performing LSZ reduction of the previous formula yields the Ward identity
〈out|(Q+S− SQ−)|in〉 =
N∑
n=1
ηnenT(zn, z¯n)〈out|S|in〉. (2.2.11)
This derivation is given in [101], where it was also observed that the antipodal identi-
fication commonly employed in the literature essentially consists in choosing the same
gauge transformation for I+ and I−. This means that, in order to write down the
correct Ward identity, one should take T(z, z¯) and its counterpart on I− as limits to
I± of the same bulk gauge transformation; an example of this will be given in Section
2.3.2 in the Lorenz gauge. Furthermore, the authors also note that since the charge is
computed on a surface approximatingI±∪i±which necessarily cuts through time-like
trajectories, the results also hold for massive fields.
Using the auxiliary boundary condition ∂zAz¯ = ∂z¯Az at I+± , which amounts to
imposing the absence of long-range magnetic fields on I+, choosing T(z, z¯) = 1w−z ,
where w is a fixed complex parameter, and exploiting ∂z¯ 1z−w = 2piδ
2(z−w) gives
4pi〈out|
[(∫
du∂uAz
)
S− S
(∫
dv∂vAz
)]
|in〉 =
N∑
n=1
ηnen
z− zn
〈out|S|in〉, (2.2.12)
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where we have used that J annihilates the vacuum, since the global U(1) symmetry
is unbroken. Using the free mode expansion for Az near I and the stationary phase
approximation, we obtain∫
dueiωu∂uAz = −
i
8pi2
√
2
1+ zz¯
∫∞
0
dωq
[
aout+ (ωqxˆ)e
−iωqu − aout†− (ωqxˆ)e
iωqu
]
(2.2.13)
so that ∫+∞
−∞ du∂uAz = −
1
8pi
√
2
1+ zz¯
lim
ω→0+
[
ωaout+ (ωxˆ) +ωa
out†
− (ωxˆ)
]
. (2.2.14)
Substituting this result into (2.2.12), together with the analogous one forI−, and using
crossing symmetry yields
lim
ω→0
[
ω〈out|aout+ S|in〉
]
= −
1+ zz¯√
2
∑
n
ηnen
z− zn
〈out|S|in〉, (2.2.15)
which is Weinberg’s theorem (2.2.3).
2.2.2. BMS symmetry and the soft graviton theorem:
a linearized perspective
The action for a massless Fierz-Pauli field hµν, describing a linear perturbation of the
Minkowski metric tensor, is
S =
1
2
∫
Eµνhµνd
Dx−
∫
Jµνhµνd
Dx, (2.2.16)
where Eµν is the linearized Einstein tensor
Eµν = hµν − ∂(µ∂ · hν) − ∂µ∂νh ′ + ηµν(∂ · ∂ · h−h ′), (2.2.17)
and Jµν is a conserved “energy-momentum tensor”, ∂µJµν = 0. The action (2.2.16) is
invariant under δhµν = ∂(µξν) up to the boundary term∫
∂µ [(E
µν − 2Jµν) ξν]d
Dx, (2.2.18)
since Eµν satisfies the linearized Bianchi identity ∂ · Eν = 0 and Jµν is conserved. The
equations of motion are Eµν = Jµν.
The symmetrized derivatives needed for the computation of the current are
δS
δhαβ,µν
=
1
2
[
ηαβhµν + ηµνhαβ
−
1
2
(
ηµβhνα + ηµαhνβ − ηναhµβ − ηνβhαµ
)
−
(
ηαβηµν −
1
2
(ηµβηνα + ηµαηνβ)
)
h ′
]
=
1
2
[
1
2
Hµανβ +
1
2
Hµβνα
]
,
(2.2.19)
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where Hµανβ is defined by
Hµανβ ≡ ηµνhαβ + ηαβhµν − ηµβhνα − ηναhµβ − (ηµνηαβ − ηµβηνα)h ′. (2.2.20)
This tensor has the same symmetries of Rµανβ,
Hµανβ = −Hαµνβ = −Hµαβν = Hνβµα, (2.2.21)
satisfies the cyclic identity,
Hµανβ +Hµνβα +Hµβαν = 0, (2.2.22)
and acts as a superpotential for the linearized Einstein tensor, meaning
Eµν = ∂α∂βH
µανβ. (2.2.23)
Defining the trace-reversed tensor h¯µν = hµν − 12η
µνh ′, satisfying h¯ ′ = −h ′, one gets
the simpler form
Hµανβ = ηµνh¯αβ + ηαβh¯µν − ηµβh¯να − ηναh¯µβ. (2.2.24)
The canonical Noether current is given by
jµ =
δS
δhαβ,µν
δhαβ,ν − ∂ν
δS
δhαβ,µν
δhαβ + J
µνξν, (2.2.25)
where δhαβ = ∂(αξβ). The contribution Jµνξν is given by the boundary term in the
variation of the action. Thus
jµ =
1
2
(
Hµανβ∂ν∂αξβ − ∂νH
µανβ(∂αξβ + ∂βξα)
)
+ Jµνξν, (2.2.26)
where we have used the antisymmetry of Hµανβ in νβ and the symmetry of ∂ν∂β (or
analogous considerations for similar contributions) for the first term and symmetrized
in αβ the second term.
Let us now recover the Noether tensor κµν satisfying jµ = ∂νκµν, whose existence
is ensured by Noether’s second theorem; for this purpose we can set Jµν = 0 without
loss of generality. Integrating by parts each term in (2.2.26), employing the equations of
motion ∂α∂βHµανβ = 0, and renaming the indices appropriately we get
jµ =
1
2
{
∂α
[
Hµανβ∂νξβ − ∂ν
(
Hµανβ +Hµναβ +Hµβνα
)
ξβ
]}
, (2.2.27)
so that thanks to the cyclic identity
jµ = ∂ακ
µα, κµα =
1
2
Hµανβ∂νξβ + ξν∂βH
µανβ. (2.2.28)
Now, we may think to have obtained these expressions in a given locally inertial frame:
to covariantize them we simply replace ordinary derivatives with covariant derivatives
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and note that no ambiguity arises in their ordering, since the connection defining them
is given by the flat background metric and hence such derivatives commute; thus
jc =
1
2
(
Hcadb∇d∇aξb −∇dHcadb(∇aξb +∇bξa)
)
+ Jcdξd, (2.2.29)
and
κca =
1
2
Hcadb∇dξb + ξd∇bHcadb. (2.2.30)
From the perspective of linearized gravity (i.e. of a generic spin-2 massless field) the
Bondi gauge is fixed by the following choice of boundary conditions, which as we saw
stems from considerations in the nonlinear theory:
habdx
adxb =
2mB
r
du2 − 2Uzdudz− 2Uz¯dudz¯+ rCzzdz
2 + rCz¯z¯dz¯
2 , (2.2.31)
where u, r, z, z¯ are the usual retarded coordinates.
Considering now the asymptotic symmetries we have evaluated in Chapter 1 and
restricting to supertranslations, we have the infinitesimal symmetry generators
ξadx
a = −(T +DzDzT)du− T(z, z¯)dr− rDzTdz− rDz¯Tdz¯,
ξa∂a = T(z, z¯)∂u +D
zDzT∂r −
1
r
(DzT∂z +D
z¯T∂z¯)
(2.2.32)
which indeed leave the “Bondi gauge” defined by (2.2.31) invariant.
Wemay now compute the charge associatedwith this residual supertranslation gauge
symmetry, starting either with the Noether tensor kab or from the current ja itself. In
any case, the explicit computation of the nonvanishing components of the tensorHabcd
is quite useful: to leading order,
Hurzr =
Uz¯
γzz¯r2
, Huzrz = −
Cz¯z¯
γ2zz¯r
3
, Hrzrz =
Cz¯z¯
γ2zz¯r
3
,
Hrzzz¯ =
Uz¯
(γzz¯r2)2
, Hrzrz¯ =
2mB
γzz¯r3
,
(2.2.33)
where the components with z¯ and z interchanged are obtained by formal conjugation
of all indices. It is also convenient to compute the “commutators” ξ[a;b] = ξ[a,b]:
ξ[u,r] = 0, ξ[u,z] = Dz(T +D
zDzT), ξ[r,z] = 0, ξ[z,z¯] = 0. (2.2.34)
We start computing κur from (2.2.30), since this component is selected by themeasure
element of I+− . Observe that 12H
urdb∇dξb = 14Hurdbξ[b,d] by the antisymmetry of
Hurdb in db; by (2.2.34) the only potentially surviving term would be 14H
uruzξ[u,z],
which vanishes anyway since Huruz is itself zero. The other contribution to the κµν
form from (2.2.30) is
ξd∇bHurdb = ξd∂bHurdb+ξdΓuebHerdb+ξdΓrebHuedb+ξdΓdebHureb+ξdΓbbeHurde;
(2.2.35)
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the fourth term on the right-hand side vanishes by symmetry/antisymmetry in the
summed indices while Γββρ = ∂ρ log
√
g in the last term. Taking into account the
nonvanishing Christoffel symbols and Habcd components, we get
κur =
[
2∂zT
Uz¯
γzz¯r2
+ T∂z
(
Uz¯
γzz¯r2
)
+ z↔ z¯
]
+
[(
∂zT
Uz¯
γzz¯r2
+ z↔ z¯
)
+ 2T
2mB
r2
]
+
[
−2∂zT
Uz¯
γzz¯r2
+ T
Uz¯
γ2zz¯r
2
∂zγzz¯ + z↔ z¯
]
,
(2.2.36)
were “z ↔ z¯” refers to formal complex conjugation in the z and z¯ indices. Hence, after
expanding the derivative in the second term,
κur = 2T
2mB
r2
+
1
γzz¯r2
[∂z(TUz¯) + z↔ z¯] ; (2.2.37)
integrating this expression as
Q+ =
∫
I+−
κurγzz¯r
2d2z, (2.2.38)
and recalling that the sphere has no boundary, we obtain
Q+ = 4
∫
I+−
T(z, z¯)mB(u, z, z¯)γzz¯d
2z. (2.2.39)
Again, the factor r2 from the measure element gets canceled and the charge is meaning-
fully expressed as an integral over the boundary of null infinity.
The computation of jr from (2.2.29), instead, goes as follows. Note that
Hradb∇d∇aξb = Hradb∂a∂dξb = 1
2
Hradb∂aξ[b,d] (2.2.40)
by the vanishing of the Riemann tensor and by antisymmetry in db. Therefore, due
to (2.2.33), the only relevant component is Hrzuz ∼ 1/r3: this term gives a sub-leading
contribution. Altogether, always taking (2.2.33) and (2.2.34) into account, one finds that
the only leading contribution to ja comes from the following term
∂uH
rzuz∇(zξz) + z↔ z¯ =
2
γ2zz¯r
2
[
∂uCz¯z¯D
2
zT(z, z¯) + z↔ z¯
]
. (2.2.41)
Thus,
jr = −
1
γ2zz¯r
2
[
∂uCzzD
2
z¯T(z, z¯) + ∂uCz¯z¯D
2
zT(z, z¯)
]
− Jrr(u, r, z, z¯)T(z, z¯) (2.2.42)
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and
Q+ =
∫
I+
T(z, z¯)
[
−∂u
(
DzDzCzz +D
z¯Dz¯Cz¯z¯
)
− J(u, z, z¯)
]
γzz¯d
2zdu, (2.2.43)
where
J(u, z, z¯) ≡ lim
r→∞ r2Jrr(u, r, z, z¯). (2.2.44)
Since supertranslations act onmatter fields by iT(z, z¯)∂u atI+, we get by LSZ reduction
〈out|(Q+S− SQ−)|in〉 =
N∑
n=1
ηnfnEnT(zn, z¯n)〈out|S|in〉, (2.2.45)
where fn is the gravitational coupling of each field. Using the auxiliary boundary
condition
DzDzCzz = D
z¯Dz¯Cz¯z¯ at I+± , (2.2.46)
we have
Q+ = −2
∫
I+
T(z, z¯)∂uD
zDzCzzγzz¯d
2zdu. (2.2.47)
Now, in order to make contact with Weinberg’s soft theorem, we choose as T(z, z¯) an
angular function of the following type:
T(z, z¯) =
1
w− z
1+wz¯
1+ zz¯
. (2.2.48)
Then the left-hand side of (2.2.45), after an integration by parts in ∂z¯, involves computing
∂z¯
(
1
w− z
1+wz¯
1+ zz¯
)
=− 2piδ2(z−w)
1+wz¯
1+ zz¯
+
1
w− z
w(1+ zz¯) − (1+wz¯)z
(1+ zz¯)2
=− 2piδ2(z−w) +
1
(1+ zz¯)2
=− 2piδ2(z−w) +
1
2
γzz¯.
(2.2.49)
Therefore
Q+ = −4pi
∫
duDwCww +
∫
DzCzzγzz¯d
2zdu, (2.2.50)
where the second term is a boundary contribution on the sphere and hence gives zero.
To sum up,
− 4piDz〈out|
[(∫
du∂uCzz
)
S− S
(∫
dv∂vCzz
)]
|in〉
=
N∑
n=1
ηn
fnEn
z− zn
1+ zz¯n
1+ znz¯n
〈out|S|in〉.
(2.2.51)
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As in the spin-one case, we perform a stationary phase approximation as r → ∞ to
express Czz in terms of soft graviton creation and annihilation operators, which yields
Czz = −
i
8pi2
2
(1+ zz¯)2
∫+∞
0
dωq
[
aout+ (ωqxˆ)e
−iωqu − aout†− (ωqxˆ)e
iωqu
]
, (2.2.52)
and ∫
du∂uCzz = −
1
8pi
2
(1+ zz¯)2
lim
ω→0+
[
ωaout+ (ωxˆ) +ωa
out†
− (ωxˆ)
]
. (2.2.53)
Using crossing symmetry and the matching condition, we also have
−4pi〈out|
[(∫
du∂uCzz
)
S− S
(∫
dv∂vCzz
)]
|in〉 = 2
(1+ zz¯)2
lim
ω→0
〈out|ωaout+ (ωxˆ)|in〉,
(2.2.54)
and this implies, by comparison with (2.2.51),
lim
ω→0
〈out|ωaout+ (ωxˆ)|in〉 = lim
ω→0
(1+ zz¯)
∑
n
ηnfn
En(z¯− z¯n)
(z− zn)(1+ znz¯n)
, (2.2.55)
since
γzz¯∂z¯
2
1+ zz¯
∑
n
ηnfn
En(z¯− z¯n)
(z− zn)(1+ znz¯n)
=
∑
n
ηnfn
En(1+ zz¯n)
(z− zn)(1+ znz¯n)
; (2.2.56)
note that we omitted the ∂z¯ 1z−zn term, since here the delta multiplies a function which
vanishes when z¯ = z¯n.
This shows the supertranslation Ward identity to be equivalent to Weinberg’s factor-
ization formula (2.2.3), without assuming from the beginning fn = constant. Notice
also that our choice (2.2.47) of T is not restrictive, since we may always write
f(z, z¯) =
∫
d2w
2pi
f(w, w¯)∂w¯
1
w− z
1+wz¯
1+ zz¯
(2.2.57)
and then use the linearity of the Ward identity to recover the full supertranslation
invariance fromWeinberg’s theorem.
2.3. Memory Effects
By memory effects, we mean a class of observable phenomena that characterize the
passage of radiation impinging on a test charge and persist after said radiation has died
out. For instance, a pair of test masses may undergo a nonzero relative displacement
after the passage of gravitational radiation [9, 137, 11, 138] or a small electric charge,
initially at rest, may display a nonzero velocity after it is invested by electromagnetic
radiation [12, 16, 57]. Analogous Yang-Mills memory effects have also been proposed
[139] and a similar phenomenon has been identified in the context of the interaction of a
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two-formwith a test string [19]. Memory effects can be also stored in the quantum states
of superconducting condensates [14] and quarks [15]. In all these cases, such effects
have the property of leaving on the test systems a permanent imprint of the radiation
itself.
Memory effects can be induced on a particle sitting near null infinity both by the
radiation emitted by the movement of charged sources in the interior of the spacetime,
or by the outflow of charged massless matter, which travels along null rays. The former
case is usually referred to as linear or ordinarymemory and can be regarded as a picture of
the movement of the bulk charges that is stored in properties of the test particles, while
the latter has been termed nonlinear or null memory, because it signals the passage of
charged radiation, as occurs both in nonlinear field theories containing self-interacting
massless particles and in linearized theories with charged massless sources.
We will now illustrate some examples of memory effects and then turn to explaining
the connection between these phenomena and asymptotic symmetries, the former being
interpreted as observable consequences of the latter.
2.3.1. Scalar and electromagnetic memory
Although the main interest has been on memory effects in gauge theories, a simple
example thereof is already provided by scalar memory. To illustrate it, in its simplest
realization, it is sufficient to consider a particle, charged under a scalar field ϕ, that is
created at rest in the origin at t = 0. This situation is described by the equation
−ϕ(t, x) = qθ(t)δ(x) , (2.3.1)
(we stick to the mostly-plus convention  = ηµν∂µ∂ν = −∂2t +∇2) which is solved by
convolution of the right-hand side with the retarded propagator
Dret(x) =
δ(t− |x|)
4pi|x|
(2.3.2)
and, switching to retarded coordinates, yields
ϕ(u, r) = q
θ(u)
4pir
. (2.3.3)
This process will induce the following change in the energy of a test particle with charge
Qwhich is held at a distance r from the source
∆Pu(u) = Q
∫u
−∞ ∂uϕdu ′ = qQ
θ(u)
4pir
. (2.3.4)
This is just the expected variation in the Coulombic interaction energy due to the
creation of the new particle in the origin. Naturally, the effect only takes place after
u = 0, namely after the world-line of the test particle crosses the wave of radiation
induced by the particle’s creation in the origin, which is a spherical delta-like impulse
traveling on the light-cone.
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Another example in the scalar case is that of a particle, initially at rest in the origin, that
suddenly starts moving with nonzero velocity v at t = 0. The corresponding solution
to the field equation can be obtained by combining a time-reversal and a Lorentz boost
of the previous solution, namely, by superposing the field generated by a particle that is
destroyed in the origin and that of a particle that is created with velocity v. The needed
boost in this case is
t 7→ γ(v)(t− v · x) , x 7→ x+ v(γ(v) − 1)v · x
v2
− γ(v)vt (2.3.5)
or, in terms of retarded coordinates,
u 7→ u
γ(v)(1− n · v) + O(r
−1) , t 7→ r γ(v)(1− n · v) + O(1) , (2.3.6)
where γ(v) = (1− v2)−1/2 and n = x/r. The solution is then given, to leading order, by
ϕ(u, r,n) = q θ(−u)
4pir
+
qθ(u)
4pir γ(v)(1− n · v) + O(r
−2) . (2.3.7)
Performing the integral of ∂uϕ with respect to retarded time, we arrive at the memory
effect
∆Pu = qQ
θ(u)
4pir
(
−1+
1
γ(v)(1− n · v)
)
+ O(r−2) , (2.3.8)
which is to be interpreted as the fact that, after the particle starts moving, the interac-
tion energy becomes modified as a consequence of the relativistic length contraction.
Solutions to the field equation, and hence memory effects, associated to a generic, ide-
alized scattering process involving a number of incoming and outgoing particles and
taking place near the origin can be constructed by superposition of solutions in a similar
manner [55], but do not introduce qualitatively new elements.
While until now we have been concerned only with ordinary memory, it is also
possible to provide an explicit example of null memory effect, by considering a point-
like source moving at the speed of light in the x0 direction (|x0| = 1)
−ϕ = q δ(x− x0t) . (2.3.9)
Rewriting this equation in retarded coordinates near future null infinity, we have
2
(
∂r +
1
r
)
∂uϕ−
(
∂2r +
2
r
∂r +
∆
r2
)
ϕ =
q
r2
δ(u)δ(n, x0) , (2.3.10)
where we recall that ∆ is the Laplace-Beltrami operator on the Euclidean unit sphere
and δ(n, x0) is the normalized delta function thereon. We see that a solution is furnished
by writing ϕ in terms of the formal expansion
ϕ(u, r,n) =
∞∑
k=0
rkδ(k+1)(u)C(k)(n) (2.3.11)
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provided that2
−∆C(0)(n) = q
(
δ(n, x0) −
1
4pi
)
, (2.3.12)
and the other coefficients satisfy the recursion relation
[∆+ (k+ 1)(k+ 2)]C(k+1)(n) = 2(k+ 1)C(k)(n) . (2.3.13)
Equation (2.3.12) is solved by means of the Green’s function of the Laplace-Beltrami
operator
C(0)(n) = − q
4pi
log(1− n · x0) , (2.3.14)
while equations (2.3.13) can be solved recursively for C(k+1)(n), up to terms propor-
tional to the spherical harmonics, which satisfy −∆Ymk+1(n) = (k + 1)(k + 2)Ymk+1(n)
and annihilate the left-hand side. The field (2.3.11) will then give rise to the following
leading-order memory effect on a test charge Q:
∆Pi(u) = Q
∫u
−∞ ∂iϕdu ′ = qQ
(x0)i
4pi(1− n · x0) , (2.3.15)
provided that u > 0, while ∆Pi = 0 for u < 0, where we have made use of the fact
that the all terms in the expansion of ϕ, except k = 0, are multiplied by higher-order
derivatives of δ(u) and hence give a (singular) contribution with support in u = 0.
Similar effects are present in the case of the electromagnetic field and can be conve-
niently calculated in the Lorenz gauge ∂µAµ = 0, where the equations of motion reduce
to a set of scalar wave equations
Aµ = jµ . (2.3.16)
Indeed, first considering the case of a static particle created in the origin,3
Aµ = uµ qθ(t)δ(x) , (2.3.17)
where uµ = (1, 0, 0, 0), henceAµ = −uµϕ, whereϕ denotes the corresponding solution
for the scalar field. Boosting this solution yields Aµ = (A0,A) = −γ(v)(1, v)ϕ and
going to retarded components yields
Au = γ(v)ϕ , Ar = γ(v)(1− n · v)ϕ , Ai = −r γ(v)viϕ . (2.3.18)
Conjoining as before the solution corresponding to a particle destroyed in the origin
and to a particle created with velocity v, we obtain
Au = q
θ(−u)
4pir
+
qθ(u)
4pir (1− n · v) + O(r
−2) ,
Ar =
q
4pir
+ O(r−2)
Ai = −
q viθ(u)
4pi(1− n · v) + O(r
−1) .
(2.3.19)
2 We added a uniform surface charge density − q
4pi
on the sphere, which has no influence on ∂iϕ.
3Strictly speaking, this equation is not well-posed, since the right-hand side has a nonzero divergence.
However, the final process in which will be interested does not share this problem.
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The change four-momentum of a test charge Qwill be subject to
∆Pi(u) = Q
∫u
−∞ Fiudu ′ =
qQviθ(u)
4pi(1− n · v) + O(r
−1) . (2.3.20)
Let us note that the leading memory effect is proportional to the variation of the field
component Ai between u > 0 and u < 0 (where it vanishes), which can be rewritten in
the following way
Ai
∣∣
u>0
−Ai
∣∣
u<0
= −
q vi
4pi(1− n · v) = q∂i log(1− n · v) . (2.3.21)
Note that this difference takes the form of a derivative on the sphere, i.e. of a gauge
transformation. More details on the interpretation of this equation in connection with
asymptotic symmetries in the Lorenz gauge will be provided in the next section.
Null memory can be instead displayed by considering
Aµ = q vµδ(x− x0t) , (2.3.22)
with v = (1, x0). Taking into account the corresponding solution (2.3.11) for the scalar
field ϕ, we then have Aµ = −vµϕ and, moving to retarded components,
Au = ϕ , Ar = (1− n · x0)ϕ , Ai = −r (x0)iϕ . (2.3.23)
Consequently
Au = −
qδ(u)
4pi
log(1− n · x0) + · · · ,
Ar =
qδ(u)
4pi
(1− n · x0) log(1− n · x0) + · · · ,
Ai = −r
q(x0)iδ(u)
4pi
log(1− n · x0) + · · · ,
(2.3.24)
where we have omitted terms proportional to higher-order derivatives of the delta
function δ(u). The null memory formula then reads, for u > 0,
∆Pi(u) = Q
∫u
−∞ Fiu du ′ =
qQ(x0)i
4pi(1− n · x0) , (2.3.25)
while ∆Pi = 0 for u < 0; indeed, the terms omitted from (2.3.24) have support in u = 0
and hence do not contribute to the memory effect.
Note that this result is formally identical to the analogous formula for ordinary
memory, upon substituting v with x0. A key difference is that, in the former case,
the formula is smooth over the whole celestial sphere, while in the latter it displays a
puncture at the point where the sphere is pierced by the outgoing massless charge.
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2.3.2. Memory and asymptotic symmetries
Aside from being physically interesting in their own right, memory effects possess an
additional piece of interest in that they canbe interpreted as observable effects associated
to asymptotic symmetries. More precisely, one observes that the configurations of the
system before and after the passage of radiation are mapped into one another by the
action of a large gauge symmetry transformation; it is this underlying transition between
inequivalent radiative vacua that can be held responsible for a nontrivial memory effect.
This feature is clearly exhibited by electromagnetism in radial gauge in four dimen-
sions, where one considers solutions to the Maxwell field equations subject to Ar = 0
and
Au = O(r
−1) , Ai = O(1) , (2.3.26)
as r → ∞, where i = 1, 2 denote two angular coordinates. The asymptotic symmetries
of this system are given by gauge parameters  = T(x1, x2) that only depend on the
angular coordinates and hence generate the transformations
δAi = ∂iT , (2.3.27)
while Au is gauge-invariant.
For a generic solution of the field equations, a test particle with unit electric charge,
which is initially at rest at a large distance r from the origin, will feel a leading-order
electric field given by
Fui = ∂uAi + · · · , Fur = O(r−2) . (2.3.28)
Hence, assuming it is subject to a radiation train with support between retarded times
u0 and u1, it develop a momentum kick
∆Pi =
∫u1
u0
Fui du = Ai
∣∣
u1
−Ai
∣∣
u0
+ O(r−1) (2.3.29)
in the direction tangent to the celestial sphere. In this step, it has been assumed that
u1−u0 is sufficiently small and allows us to neglect the contribution due to themagnetic
field, which will be further suppressed by the particle’s velocity.
On the other hand, before and after the passage of radiation, the particle must be in
a radiative vacuum configuration and hence there must exist a function T(x1, x2) such
that
Ai
∣∣
u1
−Ai
∣∣
u0
= ∂iT . (2.3.30)
We thus finally see that themomentum kickmemory effect, signaled by the test particle,
can be interpreted as the action of a large gauge transformation on the underlying gauge
field, which connects two different “vacua” of the theory.
A similar line of reasoning can be applied to the Lorenz gauge. Indeed, the memory
formula (2.3.20) strongly suggests, by (2.3.21), that also in this case a momentum kick is
actually proportional to a gauge transformation relating the leading term of Ai before
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and after the passage of radiation. In order to see that this is indeed the case, one must
find solutions of
 = 0 , (2.3.31)
which identifies the residual gauge freedom after imposing ∂µAµ = 0, that approach
asymptotically a given function T(n) on the celestial sphere. For instance, in the case of
(2.3.20) and (2.3.21),
T(n) = q log(1− n · v) . (2.3.32)
This can be achieved by taking the following the integral on the Euclidean unit sphere
[140]
(x) =
∮
G(x,q)T(q)dΩ(q) , (2.3.33)
where the propagator G is defined by
G(x,q) = − 1
4pi
Re x
2
(x · q+ iε)2 , (2.3.34)
with q = (1,q), the limit ε → 0+ being understood. The introduction of this small
imaginary part in the denominator is needed in order to avoid the poles at n · q = t/r,
which occur when x lies outside of the light-cone, |t| < r. In order to verify that (2.3.33)
indeed furnishes the desired result, first, we can immediately check that G = 0.
Second, aligning the direction n = x/r along the z axis, which is not restrictive due to
the rotational invariance of the measure dΩ, we have, for any u 6= 0,∮
G(x,q)λ(q)dΩ(q) = 1
4pi
Re
∫2pi
0
dφ
∫pi
0
sin θdθ u(u+ 2r)T(q(θ,φ))
[(u+ r(1− cos θ) + iε]2
=
(
1+
u
2r
)
Re
∫2pi
0
dφ
2pi
∫2r/u
0
dτ
T(q(arccos(1− uτr ), φ))
(1+ τ+ iε)2
−−−→
r→∞ Re
∫u·∞
0
dτ
(1+ τ+ iε)2
T(n) = Re T(n)
1+ i
= T(n) .
(2.3.35)
This integral gives instead zero when evaluated on the light-cone u = 0, so that the
pointwise limit r → ∞ yields T(n) except for u = 0, where it vanishes. Since this
is simply a removable discontinuity on I+, we may as well ignore it for all practical
purposes, and simply state
lim
r→∞ (u+ r, rn) = T(n) , (2.3.36)
which is the propertyweneeded, togetherwith = 0, in order to interpret thememory
effect as a large gauge transformation in Lorenz gauge.
Since the explicit expression for (x) is valid everywhere in Minkowski space, it also
allows us to evaluate its limit to past null infinity, and to address a point we raised earlier
while discussing the antipodalmatching condition. Indeed, performing the large r limit
for fixed advanced time v = t+ r = u+ 2r, we find
lim
r→∞ (v− r, rn) = T(−n) , (2.3.37)
which is precisely the antipodal matching.
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2.4. Gravitational Memory
We conclude this chapter on observable effects linked to asymptotic symmetries with a
brief discussion ofmemory effects induced by the passage of a gravitational wave. Orig-
inally introduced by Zel’dovich and Polnarev [9] (see also [137] for a concise treatment
within the Newman-Penrose framework [141]), gravitational memory has been the first
type of memory effect to be revisited in connection with asymptotic symmetries, in this
case BMS supertranslation symmetry [11].
As in the case of electromagneticmemory, one considers a situation inwhich radiation
crosses the sphere at large radius r only between two given retarded times u0 and u1. In
other words, the gravitational field is, asymptotically, in a radiative vacuum before u0
and after u1. Such radiative vacua are characterized, in terms of the BMS data (1.1.7),
by
∂uCij = 0 , D[iD · Cj] = 0 . (2.4.1)
The first condition is the vanishing of the Bondi news Nij = ∂uCij, which ensures
that the energy flux is zero, while the second condition guarantees in addition that no
angular momentum flux be present [73, 93, 142]. Equations (2.4.1) imply that Cij is
u-independent and that there exists an angular function C(xi) such that [11]
Cij = (−2DiDj + γij∆)C . (2.4.2)
Recalling (1.1.8),
∂umB =
1
4
∂uD ·D · C− 1
8
NijN
ij , (2.4.3)
we see also that
∂umB = 0 (2.4.4)
when equations (2.4.1) hold. To summarize, a radiative vacuum is specified by assigning
mB(x
i) and C(xk), where Cij = (−2DiDj + γij∆)C.
However, the specific values attained by C and mB before u0 and after u1 will in
general differ due to the evolution induced by the passage of radiation at intermediate
times and are obtained by integrating equation (2.4.3) for a specific radiation profile:
mB
∣∣
u1
−mB
∣∣
u0
= −
1
4
∆(∆− 2)
(
C
∣∣
u1
− C
∣∣
u0
)
−
1
8
∫u1
u0
NijN
ijdu (2.4.5)
On the other hand, we note that supertranslations map the space of BMS vacua to
itself, since an infinitesimal supertranslation parametrized by a function T(xi) (recalling
(1.1.7) and (1.1.22)) induces the transformation
δTmB = T∂umB , δTCij = T∂uCij + (−2DiDj + γij∆)T , (2.4.6)
which leaves (2.4.1) and (2.4.4) invariant. Moreover, supertranslations generically map
a given vacuum to an inequivalent one, since they shift the function C by T ; naturally,
the corresponding shift of Cij vanishes precisely when T parametrizes an ordinary
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translation (i.e. when T is a spherical harmonic with l = 0 or l = 1). On the other
hand, supertranslations do not alter the value of the Bondi mass aspectmB, consistently
with the fact that they commute with translations and hence cannot alter the Bondi
four-momentum.
The relevance of the above structure of radiative vacua in relation to observable
effects can be seen by considering the proper distance δL that is measured between two
detectors held fixed in the positions (r, xi) and (r, xi+δxi) for large r and δxi = O(r−1).
Assuming for simplicity that Cij vanishes before u0 and attains a nonzero value after
u1, where it takes the form of a “pure supertranslation” (2.4.2), we will have
δL
∣∣
u0
= r
√
γijδxiδxj = O(r
−1) (2.4.7)
and
δL
∣∣
u1
= δL
∣∣
u0
[
1+
1
2r
(
Cklδx
kδxl
γijδxiδxj
)
+ · · ·
]
. (2.4.8)
In stereographic coordinates (1.1.27), recalling that Czz¯ = 0 by the trace constraint, this
result takes the simple explicit form
δL
∣∣
u0
=
2r |δz|
1+ zz¯
, δL
∣∣
u1
= δL
∣∣
u0
[
1+
(1+ zz¯)2
8r
(
Czz
δz
δz¯
+ Cz¯z¯
δz¯
δz
)]
+ · · · . (2.4.9)
The above formulas highlight a first kind of gravitational memory effect: two static test
detectors will experience a change to order O(r−1) in their relative proper distance after
being invested by a gravitational wave burst.
A related type of gravitational memory effect can be revealed by considering the
geodesic deviation of two test detectors, initially placed in the positions (r, xi) and
(r, xi + δxi), which are then left free to move and exposed to a radiation train [58]. In
this case the general equation for geodesic deviation,
D2ξa
dτ2
+ Rabcdu
bucξd = 0 , (2.4.10)
where ξa denotes the coordinate separation between the two particles and ua the
corresponding four-velocity, reduces to
∇2uδxi + Riuujδxj = 0 (2.4.11)
upon restricting to the ith angular component, up to higher-order corrections in 1/r,
since ua = δau+ · · · . Substituting the falloffs (1.1.7) into the expression for the Riemann
tensor on the right-hand side and in the Christoffel symbols arising on the left-hand
side then affords
∂2uδxi =
1
r
∂2uCijδx
j (2.4.12)
to leading order, where δxi = γijδxj. This equation shows that there can be no gravita-
tional memory kick to leading order, contrary to the scalar and spin-one case, and can
be integrated, up to further subleading corrections, to obtain the finite displacement
δxi
∣∣
u1
− δxi
∣∣
u0
=
1
r
(
Cij
∣∣
u1
− Cij
∣∣
u0
)
δxj
∣∣
u0
+ · · · . (2.4.13)
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We note that this displacement effect again appears to order O(r−1).
Similar arguments allow to prove that static or geodesic detectors also undergo a
relative permanent time delay due to the passage of a gravitational radiation train [11],
thus providing yet another example of gravitational memory effect.
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3. Maxwell and Yang-Mills Theory in Higher
Dimensions
In this chapter we will explore the structure of asymptotic symmetries and charges in
connection with memory effects and soft theorems in higher spacetime dimensions.
We shall do so by providing an original analysis of linear and self-interacting spin-
one theories, Maxwell and Yang-Mills, in D > 4 [77, 76]. As already remarked in the
four-dimensional case, the asymptotic structure of such theories shares many interest-
ing features with the gravitational case: an infinite-dimensional asymptotic symmetry
group, associated soft surface charges and soft theorems, ordinary and null memory
effects, and, in the Yang-Mills case, the phenomenon of color leak. Therefore, besides
being interesting in its own right, the analysis of such theories provides a conceptual
laboratory for ideas and phenomena associated with the gravitational case. It also fur-
nishes a convenient working ground in view of the higher-spin extension which we will
discuss in Chapter 5.
In Section 3.1 we shall address the main novel feature of the asymptotic expansion
in dimensions greater than four, namely the separation into two distinct branches of
Coulombic and radiation terms, in the context of a conservative analysis performed in
the radial gauge. This will allow us to explicitly calculate the expressions for the power
radiated by a Yang-Mills field, for the total color charge at a given retarded time, and to
derive a formula expressing the time-dependence of the latter due to nonlinearities [77].
In particular, let us anticipate that Coulombic terms, appearing to order O(r3−D) in the
asymptotic expansion of the gauge fields, will be responsible for finite and nonvanishing
color charges. Conversely, radiation terms, which scale as O(r 2−D2 ) and are therefore
leading compared to Coulombic order, will give no contribution to color charges, while
giving rise to nonzero charge leak and energy flux.
Whileproviding satisfactory answers as far as global charges andfluxes are concerned,
no infinite-dimensional asymptotic symmetry enhancement will stem from the above
analysis, in striking contrast with the situation in four dimensions.
This puzzling featurewould seemingly leave open the question regarding the ultimate
origin of the Weinberg photon theorem. The validity of this theorem is independent of
the dimension of spacetime and, as we have seen in Chapter 2, it can be understood as
a manifestation of the invariance of the S matrix under asymptotic symmetries in four
dimension.
Another class of phenomena related to the invariance of four-dimensional electro-
dynamics under an infinite-dimensional family of asymptotic symmetries is provided
by memory effects, which can be interpreted as signaling the transition between two
inequivalent radiative vacua. Therefore, it appears natural to investigate the relation
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between memory effects, if any, and the classical vacuum structure of the theory in
higher dimensions as well.
For these reasons, Section 3.2 is then devoted to the exploration of memory effects in
higher-dimensional spacetimesbymeansof explicit examples in the context of scalar and
electromagnetic theories. Indeed, both ordinary [57] and null [76] kick memory effects,
which are precluded to radiation order, contrary to what was preliminarily conceived
[55, 56], can be shown to appear to Coulombic order. We shall take the occurrence of
memory effects as an additional piece of evidence indicating that the classical vacuum
structure of gauge theories in higher dimension is far from the trivial picture that the
analysis performed in Section 3.1 would apparently suggest.
This fact, together with the very existence of Weinberg’s theorem, provides the basic
motivation for performing further investigations of the asymptotic structure of elec-
tromagnetic and Yang-Mills theory in Section 3.3, where we will be able to uncover a
link between a suitable subclass of residual symmetries of the Lorenz gauge and mem-
ory effects. More specifically we shall see how ordinary and null kick memories can
be indeed interpreted as vacuum transitions from the gauge theory perspective. This
also holds for a type of memory which we did not discuss in Chapter 2: phase mem-
ory in Maxwell theory and color memory in Yang-Mills, which can be interpreted as
phase/color rotations induced in the Hilbert space of two asymptotic test charges [76].
The key-points of this refined analysis are a different treatment of falloff conditions
and amore flexible gauge-fixing choice, identified in the Lorenz gauge condition, which
will allow us to establish a connection, on the one hand, between a suitable family of
residual symmetries and memory effects, and on the other hand between bona fide
asymptotic symmetries and nontrivial asymptotic charges responsible for the Weinberg
theorem [76]. The analysis presented in this section is partly inspired by [58], for the
treatment of memory, and by [48], for the proposal of alternative falloff conditions.
3.1. Asymptotic Charges for Yang-Mills
In this section we analyze the equations of motion for Yang-Mills theory in Minkowski
spacetime, for any dimension D, by means of an expansion of the fields in powers of
1/r, thereby identifying the data that contribute to color charge and to color or energy
flux at null infinity [77]. In particular, we will complement the related discussions in
[4, 6, 7, 15, 143, 23, 144, 17] by providing a unified treatment of all spacetime dimensions,
and those in [5, 57] by explicitly checking the finiteness of asymptotic charges in any
dimension while also including radiation for D = 3.
We adopt the usual retardedBondi coordinatesu, r, xi, where xi, for i = 1, 2, . . . , D−2,
denotes the D − 2 angular coordinates on the sphere at null infinity. The Yang-Mills
connection is denoted byAa = AAa TA ,where the TA are the anti-Hermitian generators
of the su(N) algebra, and its gauge transformation is δAa = ∇a + [Aa, ]. The
corresponding field strength reads
Fab = ∂aAb − ∂bAa + [Aa,Ab] , (3.1.1)
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while the field equations are Ga = 0 with
Gb = ∇aFab +
[
Aa,F
ab
]
. (3.1.2)
In terms of retarded Bondi coordinates, we have1
Gu =
(
∂r +
D− 2
r
)
Fur +
1
r2
DiFri + [Ar,Fur] +
1
r2
γij[Ai,Frj] ,
Gr = ∂uFru +
1
r2
Di(Fir − Fiu) + [Au,Fru] +
1
r2
γij[Ai,Fjr − Fju] ,
Gi = ∂uFir +
(
∂r +
D− 4
2
)
(Fri − Fui) +
1
r2
DjFji
+ [Au,Fir] + [Ar,Fri − Fui] +
1
r2
γjl[Aj,Fli] .
(3.1.3)
Furthermore, we enforce the radial gauge
Ar = 0 , (3.1.4)
which completely fixes the gauge in the bulk.
3.1.1. Boundary conditions
For D > 3 we consider field configurations Aµ whose asymptotic null behavior is
captured by an asymptotic expansion in powers of 1/r, for r → ∞, while, as we shall
briefly discuss in Section 3.1.1, in the three-dimensional case, we shall also consider a
logarithmic dependence on r.
In order to generalize the falloffs adopted in four dimensions (see Section 1.4) and
provide a suitable guess for the form of the asymptotic expansions, we shall adhere to
the following guiding principle: namely that our field configurations should furnish
finite and nonzero energy flux and color energy at null infinity.
The energy per unit time flowing across a section Su ofI+ at constant retarded timeu
can be calculated as follows. Starting from theYang-Mills LagrangianL = 14 tr(FabF
ab),
the stress-energy tensor takes the form Tab = −tr
(
FacF
c
b
)
+ 14gabtr
(
FcdF
cd
)
. The
energy flux across Su is then given by −
∫
Su
Tru r
D−2dΩ =
∫
Su
(Tuu − Tur)r
D−2dΩ as
r→∞. Therefore,
P(u) = lim
r→∞
∫
Su
γij tr
(
Fui(Frj − Fuj)
)
rD−4dΩ . (3.1.5)
The request that (3.1.5) be finite imposes that the integrand must go to zero at infinity
in order to compensate for the factor of rD−4. Furthermore, to saturate this bound and
furnish a nonzero energy flux, the slowest decaying terms in the asymptotic expansion
of the field strength, which we name radiation terms, should scale as O(r 4−D2 ), so as to
cancel the measure factor rD−4 exactly.
1It can be convenient to employ
√
−g∇aFab = ∂a(√−gFab).
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On the other hand, a quick calculation of the color charge at null infinity, on which
we shall provide further details in sect. 3.1.2, allows us to express it as the following
integral over Su,
QA(u) = lim
r→∞
∫
Su
FAurr
D−2dΩ , (3.1.6)
wherewe have employed the formula κab =
√
−g tr(Fab) derived in 1.4. We conclude,
that, in order for the above expression to be nonvanishing, the asymptotic expansion of
Fur must contain terms scaling O(r2−D) (equivalently, O(r3−D) in the field component
Au once we adopt radial gauge), which we will refer to as Coulombic contributions.
The above discussion of energy flux and color charge immediately highlights an
interesting feature, namely that radiation terms give contributions that diverge at face
value when inserted in the expression for the color charge. As we shall see below, the
solution to this apparent paradox is obtained by first evaluating the charge on-shell on
a sphere of finite r, and only then sending r to infinity. This is in fact trivially the case
as far as the linear theory is concerned, since there the equations of motion reduce to
∇aFab = 0, which ensures the independence of the flux
∫
Su,r
Fab dσab both on r and
on u by the Stokes formula. The situation is more interesting in the case of the nonlinear
theory, since in this case ∇aFab = [Fab,Aa] and the behavior of the surface charge
as we vary r and u crucially depends on the falloffs of the field, precisely due to the
nonlinear nature of the theory.
This cancellation of potentially divergent terms due to the equations of motion will
turn out to be possible on account of the fact that, since in higher dimensions the
field strength components must decay as r grows, the nonlinear terms cannot appear
in the leading-order equations, provided that strictly decaying falloff conditions are
also assigned to the gauge potential. This mechanism can be regarded as an asymptotic
linearization of the equations of motion.
Another interesting result of the above comparison between radiation and Coulombic
terms is that the asymptotic expansion must include both integers and half-odd powers
of r in odd-dimensional spacetimes in order to account for both radiation and the
presenceof charges. This choice is forcedby the fact that, as remarkedabove, the leading-
order radiation components of the field strength scale as O(r−D2 )while Coulombic ones
behave as O(r2−D). A bonus feature that will emerge from the resulting analysis is
the description of the color flux for large r, namely the interplay occurring between
radiation and Coulombic terms.
Before moving to the explicit calculations, let us stress once again that the presence
of such two distinct classes of terms in the solutions, radiation and Coulombic, is a
genuinely new feature of D > 4, while in the four-dimensional case they effectively
coincide.
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Equations of motion
WhenD > 4 is even, in order to saturate the bound set by (3.1.5), it is natural to consider
an expansion of the following type in the radial gauge Ar = 0:
Au =
∞∑
k=D−22
A
(k)
u
rk
, Ai =
∞∑
K=D−42
A
(k)
i
rk
, (3.1.7)
whereA(k)u andA(k)i are functions of retarded time u and of the angles xi and the index
k takes integer values. On the basis of the previous discussion we expect A(
D−2
2 )
u and
A
(D−42 )
i to play the role of leading radiation terms, and indeed
P(u) = − lim
r→∞
∫
Su
γij tr
(
∂uA
(D−42 )
i ∂uA
(D−42 )
j
)
dΩ . (3.1.8)
This is the expression for energy flux, which depends quadratically on the time deriva-
tive of the radiation terms. Furthermore, it is also positive definite, according to our
choice of anti-Hermitian generators.
The seeming discrepancy of a factor of r in the u and i components, which is shared
by the four-dimensional case, is actually due to the fact that we are employing a non-
normalized, coordinate basis for the spherical components. A normalized basis is
obtained by defining the noncoordinate vectors ei = 1r ∂i and similarly e˜
i = r dxi for
their duals. Correspondingly
A = Audu+Aidx
i = Audu+
1
r
Aie˜i , (3.1.9)
which explains the extra factor of r.
We shall now substitute the above asymptotic expansion into the equations of motion
(3.1.3), starting from Gu = 0, which gives the recursion relations
k(D− 3− k)A
(k)
u − (k− 1)D
iA
(k−1)
i −
∑
l
γij[A
(k−l)
i , (l− 1)A
(l−1)
j ] = 0 . (3.1.10)
This equation will be crucial for the discussion of the finiteness of charges. It also
allows us to illustrate explicitly the phenomenon of asymptotic linearization. Indeed,
the nonlinear term in the above equation will appear when both l − 1 > D−42 and
k−l > D−42 , which implies l >
D−2
2 andk > D−3. The latter condition inparticular tells
us that the nonlinear terms do not enter the first few instances of the recursion relations,
namely those with D−22 6 k 6 D − 4. In other words, the nonlinear contributions are
absent at radiation order and start appearing at Coulombic order.
Furthermore, we extract the term proportional to r2−D in Gr = 0, which will be
instrumental to calculating the time-dependence of charges, namely
(D− 3)∂uA
(D−3)
u = γ
ij[A
(D−42 )
i , ∂uA
(D−42 )
j ] + · · · , (3.1.11)
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which, remarkably, links the time dependence of the Coulombic term A(D−3)u precisely
to a commutator of radiation terms. The terms omitted in (3.1.11) are of the form Difi
and will not give contributions to the results in the next section.
In the case of odd dimensions D > 4, as anticipated, we have to include two distinct
expansions in 1/r in order to capture both radiation and Coulombic terms:
Au =
∞∑
k=D−22
A
(k)
u
rk
+
∞∑
k=D−3
A
(k)
u
rk
, Ai =
∞∑
k=D−22
A
(k)
i
rk
+
∞∑
k=D−4
A
(k)
i
rk
. (3.1.12)
Aside from this observation, the discussion proceeds essentially in the same way as in
the even-dimensional case, and in particular (3.1.10) and (3.1.11) still hold.
Three and four spacetime dimensions
InD = 4, whichwe discussed in Section 1.4, the leading radiation term and the Coulom-
bic term coincide and the main information regarding the dynamics is contained in
∂uAu = ∂uD
iAi + γ
ij
[
Ai, ∂uAj
]
. (3.1.13)
The situation for D = 3 is rather different with respect to the previous cases, mainly
because of two features. First, the factor of r−1 in (3.1.5) tells us that, in order to produce
a finite energy flux across Su, the field components need not necessarily decay at infinity;
consequently, one expects no clear distinction between radiation and Coulombic terms
in the solution, because no asymptotic linearization occurs in the equations of motion.
Second, the expression (3.1.6), andmore specifically the factor of rdue to the line element
on the circle, suggests that Au should behave as log 1r in order to give a nonvanishing
color charge.
These considerations motivate the following leading-order ansatz in three dimen-
sions:
Au(u, r,ϕ) ∼ q log
1
r
+ p , Aϕ(u, r,ϕ) ∼
√
r
log r C , (3.1.14)
where q, p and C are r-independent functions. Indeed, with this choice, the color flux
and the energy flux read
QA(u) =
∫
Su
qAdϕ , P(u) = −
∫
Su
tr([q,C][q,C])dϕ . (3.1.15)
Using this ansatz we find
∂uq = − [q, p] , (3.1.16)
as the only relevant constraint arising from the equations of motion. This equation
describes the u-evolution of q at null infinity and hence, together with the first of
(3.1.15), will lead to a formula for the color flux.
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3.1.2. Global symmetries and charges
In this sectionwewould like to discuss the form (3.1.6) of the color charge at null infinity
in the various dimensions. For related analyses see [145, 36, 101, 17].
To begin with, let us discuss which large gauge symmetries are admissible at null
infinity. The residual gauge symmetry within the radial gauge is parameterized by an
r-independent gauge parameter, since
0 = δAr = ∂r + [Ar, ] (3.1.17)
but Ar = 0, hence ∂r = 0. Then, we look for those parameters  which preserve
the leading falloff conditions imposed on the field Aa, again distinguishing the case of
D > 4 from D = 4 and D = 3.
When D > 4, where radiation gives the dominant behavior at infinity, we find, to
leading order
r
2−D
2 δAu = ∂u+ r
2−D
2 [Au, ] , (3.1.18)
which requires ∂u = 0 (because D > 2). Furthermore
r
4−D
2 δAi = ∂i+ r
4−D
2 [Ai, ] , (3.1.19)
but, since D > 4, this also implies ∂i = 0, which reduces  to a constant. Hence, in
D > 4, asymptotic symmetries coincide with the global part of the gauge group and
the asymptotic charge is the ordinary color charge computed via (3.1.6). Now, using
(3.1.10) and recalling by the above discussion that the nonlinear terms do not contribute
for k < D− 3, we have
QA(u) = lim
r→∞
∫
Su
tr(FurTA) rD−2dΩ
= (D− 3)
∫
Su
(
A
(D−3)
u
)A
dΩ ,
(3.1.20)
where we have used the fact that the terms of the typeDiA(k−1)i give no contribution to
the integral since integrate to zero on the sphere. This formula is valid for any spacetime
with dimension D > 4 of either parity.
The time dependence of QA(u) is furnished by taking the derivative with respect to
u and recalling (3.1.11)
d
du
QA(u) =
∫
Su
γij
[
A
(D−42 )
i , ∂uA
(D−42 )
j
]A
dΩ . (3.1.21)
This is again consistent with the interpretation of A(
D−4
2 )
i as the leading radiation term:
this formula describes how Yang-Mills radiation, made of “classical gluons”, flowing to
null infinity induces a change in the total color at successive retarded times u.
In D = 4, the gauge parameter must satisfy:
r−1 δAu = ∂u+ r
−1[Au, ] ,
δAi = ∂i+ [Ai, ] .
(3.1.22)
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The first equation again enforces ∂u = 0, whereas the second allows for an (x1, x2)
with arbitrary dependence on the angles on the celestial sphere. The corresponding
asymptotic charge is therefore
Q(u) = lim
r→∞
∫
Su
tr(Fur) r2dΩ =
∫
Su
tr(Au)dΩ . (3.1.23)
Taking into account (3.1.13),
d
du
Q(u) =
∫
Su
tr
[(
∂uD
iAi + γ
ij[Ai, ∂uAj]
)

]
dΩ . (3.1.24)
To complete the picture, let us now turn to the situation in D = 3. There, neither Au
nor Aϕ fall off at infinity, and hence any (u,ϕ) generates an allowed gauge transfor-
mation (the same result, in a slightly different setting, was already obtained in [143]).
Thus, using the notation of the previous section,
Q(u) =
∫
Su
tr(q)dϕ ,
d
du
Q(u) =
∫
Su
tr(q∂u)dϕ−
∫
Su
tr([q, p])dϕ .
(3.1.25)
Let us observe that these charges indeed form a representation of the underlying
algebra: for D > 4, since δAu = [Au, ],
[Q1 , Q2 ] = δ1Q2 =
∫
Su
tr([Au, 1]2)dΩ =
∫
Su
tr(Au[1, 2])dΩ = Q[1,2] .
(3.1.26)
The same result holds forD = 3, noting that δq = [q, ] and δp = ∂u, but p does not
enter the charge formula. While (3.1.26) holds in any dimension, it should be stressed
that, when D > 4, the corresponding charge algebra coincides with su(N), whereas in
D = 4 and D = 3 it is in fact an infinite-dimensional Kac-Moody algebra, owing to the
arbitrary gauge parameters (x1, x2) and (u,ϕ). In particular, we note the absence
of a central charge, which could however emerge by performing the analysis for the
linearized theory around a nontrivial background, as pointed out in [101].
Let us conclude this section by comparing the calculation of the Noether charge with
the one obtained by means of covariant phase space techniques. In particular, we will
check that, for Yang-Mills theory, the quantity
Q =
∫
∂Σ
dxµν tr (Fµν) , (3.1.27)
where Σ is a Cauchy surface, provides not only the conserved charge as obtained by
the Noether algorithm, but also the Hamiltonian generator of the gauge symmetry
parameterized by  on the space tangent to the surface of solutions, as calculated via
covariant phase space methods.
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Indeed, a generic variation of the Yang-Mills Lagrangian, after integrating by parts,
reads
δL = − tr (GµδAµ) + ∂µtr (FµνδAν) = −tr (GµδAµ) + ∂µθµ(δA) , (3.1.28)
where we defined the symplectic potential θµ(δA) = tr (FµνδAν), while Gµ denotes the
Euler-Lagrange derivatives of L, given in (3.1.2). The presymplectic form is then given
by
ωµ(δ1A, δ2A) = δ[1θ
µ(δ2]A) , (3.1.29)
with square brackets denoting antisymmetrization, and correspondingly the formal
variation of the Hamiltonian generator of the gauge symmetry H is
/δH =
∫
Σ
dxµω
µ(δA, δA) = δ
∫
∂Σ
dxµνtr(Fµν) −
∫
Σ
dxµtr(δGµ). (3.1.30)
Noting that the last term is proportional to the linearized equations of motion, i.e. that
it vanishes on the space tangent to the surface of solutions, we can write
/δH ≈ δQ ,
which explicitly shows that /δH is integrable and that we may choose to set H = Q
by requiring a flat connection to have zero charge. Furthermore, the Noether charge is
simply ∫
Σ
dxµ θ
µ(δA) = Q −
∫
Σ
dxµ tr(Gµ) ≈ Q , (3.1.31)
so that the two approaches agree in this case. The definition ofQ is in principle subject
to ambiguities stemming from θµ 7→ θµ+∂νλµν, where λµν = −λνµ, which anyway do
not alter (3.1.28). In the spirit of [100], we may choose to set to zero the corresponding
additional terms, precisely because this choice defines an integrable Hamiltonian, as
shown above. Further motivation for the absence of these terms is provided by the
agreement with the general analysis of [36] and by the fact that they play no role in
the generation of Ward identities for residual gauge freedom [101]. A possible way to
eliminate this ambiguity could be to study its role in connection with the the addition of
boundary terms to the Yang–Mills action and thewell–definiteness of the corresponding
variational principle [146].
3.2. Classical Solutions and Memory Effects in Higher D
Asalready stressed, the absence of infinite-dimensional asymptotic symmetries inD > 4
would be at odds with the persistence of universality relations in soft amplitudes. Ad-
ditional arguments in this respect actually come from a proper investigation inquiring
on the presence or absence of higher-dimensional memory effects. Indeed, this latter
aspect was analyzed in the literature from various angles, with emphasis on the gravita-
tional case, leading sometimes to opposite conclusions on the status of memory effects
in higher D [55, 56, 57, 59].
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Here, we shall consider the issue from the perspective of scalar and vector fields
and provide explicit calculations of full-fledged memory effects in any even dimension,
while also commenting on the difficulties associatedwith the nature of odd-dimensional
memory effects. Our conclusions furthermotivate reconsidering the problem of asymp-
totic symmetries from a broader perspective.
3.2.1. Scalar fields in even D
Let us first consider a particle with scalar charge q that is created at the origin at t = 0.
The scalar field ϕ generated by this process is obtained by solving the wave equation
−ϕ(t, x) = qθ(t)δ(x) (3.2.1)
(recalling − = −ηµν∂µ∂ν = ∂2t − ∇2). The solution is given by the convolution of
the source on the right-hand side with the (D–dimensional) retarded wave propagator
Dret(x), i.e. in this case
ϕ(t, x) = q
∫t
−∞Dret(τ, x)dτ . (3.2.2)
The field generated by a particle that is destroyed at the origin can then be obtained by
time reversal of the above solution, while the field for amoving particle can be calculated
by applying a Lorentz boost.
Let us recall that, for even D > 2, the retarded propagator is
Dret(x) =
1
2piD/2−1
δ(
D−4
2 )(x2)θ(x0) (3.2.3)
(see e.g. [147]), where θ is the Heaviside distribution. Restricting to even D > 4, and
using the chain rule for the distribution δ(D−42 )(x2), the propagator (3.2.3) can be recast
as
Dret(t, x) =
D/2−2∑
k=0
cD,k
δ(D/2−2−k)(u)
rD/2−1+k
, (3.2.4)
where u = t− r and r = |x|, while with cD,k we denote the coefficients
cD,k =
1
2(2pi)
D
2 −1
(
D
2 − 2+ k
)
!
2k
(
D
2 − 2− k
)
!k!
. (3.2.5)
In particular note that
cD,0 =
1
2(2pi)
D
2 −1
, cD,D2 −3
= cD,D2 −2
=
1
(D− 3)ΩD−2
, (3.2.6)
whereΩD−2 is the area of the (D−2)-dimensional Euclidean unit sphere. The resulting
scalar field is thus
ϕ(u, r) = q
D/2−2∑
k=0
cD,k
θ(D/2−2−k)(u)
rD/2−1+k
. (3.2.7)
71
Notice that only the term associated to k = D/2−2 gives rise to a persistent field for fixed
r, while the other terms have support localized at u = 0, namely on the future-directed
light-cone emanating from the particle’s creation event. This is a general consequence
of the recursion relation (3.3.6), namely
(D− 2k− 2)∂uϕ
(k) = [∆+ (k− 1)(k−D+ 2)]ϕ(k−1) , (3.2.8)
obeyed by ϕ near future null infinity, which requires [∆ + k(k − D + 3)]ϕ(k) = 0 for
0 < k < D− 3, and hence ϕ(k) = 0, in that range, for any stationary solution.
Now, a test particle with chargeQ, held in place at a distance r from the origin, will be
subject to a force fa = Q∂aϕ(u, r) at a given retarded time u due to the presence of the
scalar field. Hence, its D–momentum Pa will in general be subject to the leading-order
variation
Pa
∣∣
u
− Pµ
∣∣
u=−∞ = Q
∫u
−∞ ∂aϕ(u ′, r)du ′ . (3.2.9)
For this very simple example, this quantity can be calculated explicitly for any even D.
The variations of Pu and Pr in particular yield
Pu
∣∣
u>0
− Pu
∣∣
u<0
= Q
∫+∞
−∞ ∂uϕ(u ′, r)du ′ =
Qq
(D− 3)ΩD−2rD−3
, (3.2.10)
and
Pr
∣∣
u>0
− Pr
∣∣
u<0
= Q
∫+∞
−∞ ∂rϕ(u ′, r)du ′ = −
(D− 4)Qq
(D− 3)ΩD−2rD−3
. (3.2.11)
Equation (3.2.10) simply expresses the fact that the test particle will start feeling the
Coulombic interaction energy with the newly created particle at the origin as soon as it
crosses the light-cone subtended by the origin of spacetime. On the other hand, (3.2.11)
tells us that the test particle will feel an instantaneous, radial momentum kick, for even
dimensions greater than four. Consistently with the spherical symmetry of this process,
the variations of the angular components Pi vanish identically.
The field emitted by a particle destroyed in the origin at t = 0 is obtained by sending
u 7→ −u in (3.2.7). The case of a particle moving with velocity v can be instead obtained
by boosting (3.2.7):
t 7→ γ(v)(t− v · x) , x 7→ x+ v(γ(v) − 1)v · x
v2
− γ(v)vt , (3.2.12)
which gives, for large r, denoting n = x/r,
u 7→ uγ(v)−1(1− n · v)−1 + O(r−1) , r 7→ r γ(v)(1− n · v) + O(1) . (3.2.13)
We can then cast the boosted solution in the following form:
ϕ(u, r,n) = qθ(u)
(D− 3)ΩD−2[γ(v)(1− n · v)r]D−3 + ϕ¯(u, r,n) + O(r
2−D) , (3.2.14)
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where ϕ¯ is a sum of terms of the type
fα(r,n)δ(α)(u) , with α > 0 , (3.2.15)
that is to say, whose support is localized on the light-cone. Let us stress that the terms
in ϕ¯ formally dominate the asymptotic expansion of ϕ as r → ∞. However, these
terms will not contribute to the leading u-component of the momentum kick due to the
presence of δ(u) and its derivatives. We can therefore conclude that
Pu
∣∣
u>0
− Pu
∣∣
u<0
= Q
∫+∞
−∞ ∂uϕdu ′ =
qQ
(D− 3)ΩD−2[γ(v)(1− n · v)r]D−3 , (3.2.16)
in any even D. This is, not surprisingly, just the analog of equation (3.2.10) for the
Coulombic energy in which one needs to account for the relativistic length contraction.
For a more general scattering process involving a number of “in” and “out” particles
destroyedor created in theorigin, the result is obtainedby linearly superposing solutions
and therefore reads (ηa = −1 for an incoming particle and ηa = +1 for an outgoing
one)
Pu
∣∣
u>0
− Pu
∣∣
u<0
=
∑
a∈in/out
ηa qaQ
(D− 3)ΩD−2[γ(va)(1− n · va)r]D−3 . (3.2.17)
Calculating radial and angular components of Pµ requires more effort, since they
arise instead from the terms proportional to δ(u) in the expansion of ϕ¯, whose number
increases with the spacetime dimension. They have been given for any even dimension
in [57] in terms of derivatives of a generating function. For our present, illustrative,
purposes, it suffices to consider the first relevant case D = 6, where the exact solution
in the case of the particle created in the origin with velocity v is given by
8pi2ϕ =
δ(u)
γ(v)(1− n · v)r2 +
θ(u)
γ(v)3(1− n · v)3r3 ∆(u, r)
−3/2 (3.2.18)
with
∆(u, r) = 1+
2u(v2 − n · v)
r(1− n · v)2 +
u2v2
r2(1− n · v)2 . (3.2.19)
The corresponding radial and angular memory effects in D = 6 are then, to leading
order,
Pr
∣∣
u>0
− Pr
∣∣
u<0
=
−2Qq
8pi2γ(v)(1− n · v)r3 ,
Pi
∣∣
u>0
− Pi
∣∣
u<0
=
viQq
8pi2γ(v)(1− n · v)r2 ,
(3.2.20)
where vi = ∂in·v is the component of the particle’s velocity in the i-th angular direction.
While the above examples illustrate the phenomenon of ordinarymemory, associated
with the field emitted by massive charges that move in the bulk of the spacetime, we
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can also consider the wave equation with a source term characterizing the presence of
a massless charged particle [76], moving along a given direction x0:
−ϕ = q δ(x− x0t) , (3.2.21)
with |x0| = 1. This equation can be conveniently solved for any even D > 6 by going to
retarded coordinates, where it reads(
2∂r +
D− 2
r
)
∂uϕ =
(
∂2r +
D− 2
r
∂r +
1
r2
∆
)
ϕ+
q
rD−2
δ(u) δ(n, x0) (3.2.22)
and performing the usual asymptotic expansion ϕ(u, r,n) =
∑
ϕ(k)(u,n)r−k, which
gives
(D− 2k− 2)∂uϕ
(k) = [∆+ (k− 1)(k−D+ 2)]ϕ(k−1) + δk,D−3 δ(u) δ(n, x0) . (3.2.23)
The latter equation is solved by settingϕ(k) = 0 for k 6 D2 − 2 and for k > D− 3, while,
for D2 − 1 6 k 6 D− 4,
ϕ(k)(u,n) = δ(D−4−k)(u)Ck(n) , (3.2.24)
where the functions Ck(n) are determined recursively by
(D− 2k− 2)Ck(n) = [∆+ (k− 1)(k−D+ 2)]Ck−1(n) ,
CD−4(n) = −(∆−D+ 4)−1(n, x0) .
(3.2.25)
Here, (∆−D+ 4)−1 is the Green’s function for the operator ∆−D+ 4, which is unique
for D > 4. As a consequence, the field gives rise to the null memory effect
Pi
∣∣
u>0
− Pi
∣∣
u<0
=
∫+∞
−∞ ∂iϕdu = −
1
rD−4
∂i(∆−D+ 4)
−1(n, x0) (3.2.26)
(note that only the termwith k = D−4 contributes), consisting in a kick along a direction
tangent to the celestial sphere.
3.2.2. Electromagnetic fields in even D
Since we shall work in the Lorenz gauge, much of the calculations are essentially the
same as those of the scalar case, which we have discussed in the previous section. In
Cartesian coordinates, where the gauge condition reads ∂µAµ = 0, the equations of
motion reduce to a set of scalar wave equations
Aµ = jµ . (3.2.27)
First, we consider the case of a static point-like source created at the origin,2
Aµ = uµqθ(t)δ(x) , (3.2.28)
2Strictly speaking, equation (3.2.28) is not well-posed, since the right-hand side has a nonzero divergence.
We shall take this aspect in due account when calculating the solution (3.2.31), where in particular the
right-hand side of (3.2.28) occurs just as part of a full source that respects the continuity equation.
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where uµ = (1, 0, . . . , 0), hence the retarded solution is
Aµ = −uµϕ , (3.2.29)
where ϕ denotes the corresponding solution (3.2.7) for the scalar field. Boosting this
solution according to (3.2.12) yieldsAµ = (A0,A) = −γ(v)(1, v)ϕ and going to retarded
coordinates gives
Au = γ(v)ϕ , Ar = γ(v)(1− n · v)ϕ , Ai = −r γ(v)viϕ . (3.2.30)
Focusing for simplicity on the case ofD = 6, let us consider the radiation field generated
by amassive particlewith chargeq sitting at rest in the origin for t < 0 that startsmoving
with velocity v at t = 0. Such field is obtained by matching the solution for a charge
destroyed at the origin to that of a charge there created with velocity v. Proceeding as
before, one obtains, for large values of r,
8pi2Au =
q δ(u)
r2
(
1
1− n · v − 1
)
+ O(r−3) ,
8pi2Ar = O(r
−3)
8pi2Ai = −
q viδ(u)
(1− n · v)r −
q viθ(u)
γ(v)2(1− n · v)3r2 + O(r
−3) ,
(3.2.31)
where we have kept the orders relevant to the calculation of the memory effect.
The change in the angular components of the momentum of a test charge Q, initially
at rest, gives rise to a linear (ordinary) memory effect that, to leading order, reads
Pi
∣∣
u>0
− Pi
∣∣
u<0
= Q
∫+∞
−∞ Fiu du =
qQvi(2− v2 − n · v)
8pi2(1− n · v)3r2 + O(r
−3) , (3.2.32)
where the magnetic force does not contribute to subleading orders, because it will be
further suppressed by the powers of 1/r appearing in the velocity.
With hindsight, having in mind in particular the results of [57], in order to interpret
this leadingmemory effect in terms of a symmetry, it is useful to perform a further gauge
fixing procedure in order to get rid of the residual symmetries affecting the radiation
order. Choosing a gauge parameter of the form
8pi2 = −
qθ(u)
r2
(
1
1− n · v − 1
)
+ O(r−3) (3.2.33)
allows us to cancel the leading term of Au, compatibly with the condition  = 0. The
resulting field after performing this gauge transformation satisfies
Au = O(r
−3) , 8pi2Ai = −
q viδ(u)
(1− n · v)r−
q viθ(u)(2− v2 − n · v)
(1− n · v)3r2 +O(r
−3) . (3.2.34)
In particular, the O(r−2) component of Au is now zero3, so that Ai is fully responsible
for the memory formula (3.2.32). The effect is proportional to the variation of the latter
3More explicitly, Au = q8pi2r3 + O(r
−4).
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field component between u > 0 and u < 0 and takes the form of a total derivative on
the celestial sphere (i.e. a gauge transformation):
Ai
∣∣
u>0
−Ai
∣∣
u<0
= −
q vi(2− v2 − n · v)
(1− n · v)3r2
= −q∂i
(
1− v2
2(1− n · v)2 +
1
1− n · v
)
.
(3.2.35)
This result provides an explicit connection between the memory effect and a residual
symmetry acting, for large values of r, at Coulombic order.
Let us turn our attention to the case of null memory. Let us consider, in any even
dimension D > 6, the field generated by a charge moving in the x0 direction at the
speed of light: in Cartesian coordinates,
Aµ = q vµδ(x− x0t) , (3.2.36)
with vµ = (1, x0) and |x0| = 1. Taking into account the corresponding retarded solution
(3.2.24) for the scalar field ϕ, we then have Aµ = −vµϕ and, moving to retarded
coordinates,
Au = ϕ , Ar = (1− n · x0)ϕ , Ai = −r (x0)iϕ . (3.2.37)
Consequently
Au ∼ −
qδ(u)
rD−4
(∆−D+ 4)−1(n, x0) ,
Ar ∼ −
qδ(u)
rD−4
(1− n · x0)(∆−D+ 4)−1(n, x0) ,
Ai ∼ r
q(x0)iδ(u)
rD−4
(∆−D+ 4)−1(n, x0) ,
(3.2.38)
where (∆ − D + 4)−1 denotes the Green function for the operator ∆ − D + 4 and we
have omitted terms proportional to higher-order derivatives of the delta function δ(u)
(see (3.2.24)), which are leadingwith respect to those displayed in (3.2.38), but which do
not contribute to the memory effect. The null memory formula then reads
Pi
∣∣
u>0
− Pi
∣∣
u<0
= Q
∫+∞
−∞ Fiu du ′ = −
qQ
rD−4
∂i(∆−D+ 4)
−1(n, x0) . (3.2.39)
3.2.3. Overview of the odd-dimensional case
In odd dimensions D > 3 the retarded propagator is given by [147]
Dret(x) = c (−x
2)
1−D2
+ θ(x
0) , (3.2.40)
where c−1 = 2piD2 −1Γ(2− D2 ), while (κ)
α
+ is the distribution defined as
〈(κ)α+, χ(κ)〉 =
∫∞
0
καχ(κ)dκ for α > −1 , (3.2.41)
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χ(κ) denoting a generic test function, and analytically continued to any α 6= −1, −2, −3,
. . . by
〈(κ)α+, χ(κ)〉 =
(−1)n
(α+ 1)(α+ 2) · · · (α+ n) 〈(κ)
α+n
+ , χ
(n)(κ)〉 for n > −1− α .
(3.2.42)
A relevant feature of the wave propagator in odd dimensional spacetimes is that its
support is not localized on the light-cone |t| = r, in contrast with the case of even
dimensions, as it is nonzero also for |t| > r. This is to be interpreted as the fact that even
an ideally sharp perturbation, δ(t, x), will not give rise to an ideally sharp wave-front,
but rather the induced radiation will display a dispersion phenomenon and nontrivial
disturbances will linger on even after the first wave-front has passed.
The solution to equation (3.2.1) is then furnished by
ϕ(t, x) = cq
2
〈
κ
1−D/2
+ , θ(t−
√
κ+ |x|2)/
√
κ+ |x|2
〉
. (3.2.43)
Integrating byparts, and assuming t > r = |x| (otherwise the field vanishes by causality),
one obtains the following expansion
2
cq
ϕ =
(t2 − r2)2−
D
2
(2− D2 )t
+
(t2 − r2)3−
D
2
(2− D2 )(3−
D
2 )t
3
1
2 +
(t2 − r2)4−
D
2
(2− D2 )(3−
D
2 )(4−
D
2 )t
5
1
2 · 32 + · · ·
+
(t2 − r2)−
1
2
(2− D2 )(3−
D
2 ) · · · (−32)(−12)tD−4
1
2 · 32 · · ·
(
D
2 − 3
)
+ (−1)
D−3
2
∫t2−r2
0
dκ√
κ(κ+ r2)
D
2 −1
.
(3.2.44)
Moving to retarded coordinates, this result can be recast as
ϕ(u, r) = ϕ¯(u, r) +
cq
2
(−1)
D−3
2 θ(u)
∫u(u+2r)
0
dκ√
κ(κ+ r2)
D
2 −1
, (3.2.45)
where ϕ¯(u, r) is given by a sum of terms proportional to
θ(u)
(u(u+ 2r))α(u+ r)β
, (3.2.46)
with α, β positive and α+ β half odd. In particular, it is then clear that the limit of this
field as r→∞ for any fixed u does not display any term with the Coulombic behavior
r3−D and hence that there is no memory effect on I+ to that order, since∫u(u+2r)
0
dκ√
κ(κ+ r2)
D
2 −1
∼
1
rD−3
∫ 2u
r
0
dx√
x(1+ x)
D
2 −1
∼
2
√
2u
rD−
5
2
. (3.2.47)
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Considering instead the limit of ϕ as t → +∞ for fixed r, one sees that only the last
term in (3.2.44) survives and yields
cq
2
(−1)
D−3
2
∫∞
0
dκ√
κ(κ+ r2)
D
2 −1
=
cq
2
(−1)
D−3
2
rD−3
B
(
1
2 ,
D−3
2
)
=
q
(D− 3)ΩD−2rD−3
.
(3.2.48)
This means that the Coulombic energy due to the newly created particle is felt by the
test charge only after one has waited (for an infinite time) at a fixed distance r that the
perturbations due to the dispersion occurring in odd spacetime dimensions have died
out. To some extent, this is to be regarded as a smeared-out memory effect, as opposed
to memory effects occurring sharply at I+ near u = 0 in even dimensions [59].
The situation does not improve if one considers a particle that is created with a
nonzero velocity v. Indeed, boosting the exact solution (3.2.44) bymeans of (3.2.12), one
sees thatϕ goes to zero for fixed r as t→ +∞. The reason is that, while onewaits for the
dispersion to die out, the source, moving at a constant velocity, has traveled infinitely
far from the test charge.
Shifting our attention to the case of null memory, we see that it is possible to provide
the following formal solution to the recursion relations (3.2.23), which hold in any
dimension. We consider ϕ =
∑
ϕ(k)r−k, setting ϕ(k) = 0 for k > D − 3, while, for
k 6 D− 4,
ϕ(k)(u,n) = δ(D−4−k)(u)Ck(n) , (3.2.49)
with the functions Ck(n) determined recursively by
(D− 2k− 2)Ck(n) = [∆+ (k− 1)(k−D+ 2)]Ck−1(n) ,
CD−4(n) = −(∆−D+ 4)−1(n, x0) .
(3.2.50)
Thus, although the field is highly singular at u = 0, the resulting null memory effect
will be formally identical to the one occurring in even dimensions.
3.3. Electromagnetic Memory and Residual Symmetries
In the previous section, we saw how to establish a connection between local symme-
tries acting at large r and memory effects for specific matter configurations. Now we
would like to investigate this connection beyond those examples by studying the general
structure of the solution space in Lorenz gauge.
As remarked above, the nontrivial nature of higher-dimensional memory effects sug-
gests the existence of infinite-dimensional asymptotic symmetries, in spite of the analysis
performed in Section (3.1). We will therefore analyze once more the asymptotic behav-
ior of the fields in higher dimensions, adopting now the Lorenz gauge. First, we shall
choose to adopt radiation falloff, which is sufficient to the description of the memory
effect. A more general possibility will be discussed in Section 3.5, in order to explore
the full structure of the asymptotic symmetry group in Lorenz gauge.
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The choice of Lorenz gauge is mainly motivated by the fact that it allows us to make a
direct comparisonwith the above examples. However, as wewill see, another important
feature of this gauge is its greater flexibility with respect to the r-dependence of fields
andgaugeparameters, as opposed to the rigidity of radial gaugewhere no r-dependence
of the gauge transformation is allowed. This will play a key role in the interpretation
of memory effects as transitions between field configurations that differ by a residual
symmetry acting at Coulombic order.
3.3.1. Electromagnetism in the Lorenz gauge
The Lorenz gauge condition reads
∇aAa = −∂uAr +
(
∂r +
D− 2
r
)
(Ar −Au) +
1
r2
D ·A = 0 . (3.3.1)
The residual symmetry parameters then satisfy  = 0, namely(
2∂r +
D− 2
r
)
∂u =
(
∂2r +
D− 2
r
∂r +
1
r2
∆
)
 . (3.3.2)
The equations of motion reduce to Aa = 0, which, component by component, reads[
∂2r − 2∂u∂r −
D− 2
r
(∂u − ∂r) +
1
r2
∆
]
Au = 0 ,[
∂2r − 2∂u∂r −
D− 2
r
(∂u − ∂r) +
1
r2
∆
]
Ar +
D− 2
r2
(Au −Ar) −
2
r3
D ·A = 0 ,[(
∂2r − 2∂u∂r +
1
r2
∆
)
−
D− 4
r
(∂u − ∂r) −
D− 3
r2
]
Ai −
2
r
Di(Au −Ar) = 0 .
(3.3.3)
We assume now the expansions
Aa =
∑
k
A
(k)
a r
−k ,  =
∑
k
(k)r−k , (3.3.4)
where the summation ranges are, for the moment, unspecified. Equations (3.3.1) and
(3.3.2) then give
∂uA
(k+1)
r = (k−D+ 2)(A
(k)
u −A
(k)
r ) +D ·A(k−1) , (3.3.5)
(D− 2k− 2)∂u
(k) = [∆+ (k− 1)(k−D+ 2)](k−1) , (3.3.6)
while from (3.3.3) one obtains
(D− 2k− 2)∂uA
(k)
u = [∆+ (k− 1)(k−D+ 2)]A
(k−1)
u , (3.3.7)
(D− 2k− 2)∂uA
(k)
r = [∆+ k(k−D+ 1)]A
(k−1)
r + (D− 2)A
(k−1)
u − 2D ·A(k−2) ,
(3.3.8)
(D− 2k− 4)∂uA
(k)
i = [∆+ k(k−D+ 3) − 1]A
(k−1)
i − 2Di(A
(k)
u −A
(k)
r ) . (3.3.9)
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Equations (3.3.5)—(3.3.9) appear in particular to order r−k−1 in the asymptotic expan-
sions of the original equations.
To the purposes of analyzing the electromagnetic memory effect, we may keep the
leading falloffs to match the corresponding radiation falloffs,
Au = O(r
−(D−2)/2) , Ar = O(r
−(D−2)/2) , Ai = O(r
−(D−4)/2) . (3.3.10)
More general options are possible and influence the structure of the asymptotic sym-
metry group. We will be concerned with these more general aspects of the discussion
in Section 3.5.
The significance of the choice (3.3.10) lies in the fact that the derivatives with respect
to u of the field components are unconstrained to leading order: these conditions for the
asymptotic expansion are well-suited to identifying the boundary data for a radiation
solution with an arbitrary wave-form. Such components also provide the energy flux
at a given retarded time, as happened in the radial gauge, according to
P(u) =
∫
Su
γij∂uA
(D−42 )
i ∂uA
(D−42 )
j dΩ , (3.3.11)
where Su is the section of I+ at fixed u and dΩ is the measure element on the unit
(D− 2)-sphere.4
The asymptotic behavior of radiation differs in higher dimensions with respect to the
characteristic Coulombic falloff r3−D that, in its turn, can be identified as the leading
falloff for u-independent solutions. (See also the discussion in Section 3.3.2 on this
point.) As we shall see, Coulomb fields give nonvanishing contributions to the surface
integral associated with the electric charge as well as to the memory effects.
Recursive gauge fixing
The gauge variations
δA
(k)
u = ∂u
(k) , δA
(k)
r = −(k− 1)
(k−1) , δA
(k)
i = ∂i
(k) (3.3.12)
imply a number of restrictions on the allowed gauge parameters, in order to keep
the falloffs of such field configurations. From the r-variation, we read off (k) = 0
for k < (D − 4)/2 and k 6= 0. The u-variation additionally requires that (D−42 ) be
independent of u, whereas the angular variation does not give rise to further constraints
at this stage. This leads to a gauge parameter of the following, provisional, form
(u, r, xi) = 1+ (
D−4
2 )(xi)/r
D−4
2 + · · · . (3.3.13)
4 The falloff conditions (3.3.10) can also be heuristically justified as follows. A solution Au(u, r, xi) of eq.
(3.3.7) with nontrivial u dependence, as required for radiation, must behave as r−(D−2)/2 to leading
order. If one then assumes the bounds Ar . Arr−(D−6)/2 and Ai . Air−(D−4)/2, which provide a
sufficient conditions for the finiteness of the energy flux, then equations (3.3.8) and (3.3.9) actually
impose Ar ∼ Arr−(D−2)/2 and Ai ∼ Air−(D−4)/2.
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This is not the actual form of the residual gauge parameter, however, since it does not
satisfy (3.3.6)5:
 = 1
r
D
2
[
∆−
(D− 2)(D− 4)
4
]
(
D−4
2 ) + · · · . (3.3.15)
Thus, we need to search further down in the asymptotic expansion of . We do so
by employing a recursive on-shell gauge-fixing procedure [58]. Setting to zero (3.3.15),
implies (D−42 ) = 0 since the Laplacian on the (D − 2)-sphere is negative semidefinite.
Therefore, the residual symmetry is parametrized as follows
(u, r, xi) = 1+
(
D−2
2 )(u, xi)
r(D−2)/2
+ · · · , (3.3.16)
where we conventionally set the global part of  to 1. Equation (3.3.6) leaves the u-
dependence of (D−22 ) unconstrained, and therefore we may use it to set
A
(D−22 )
u = 0 , (3.3.17)
leaving (D−22 )(xi) arbitrary.
We may now proceed by noting that, setting k = D/2, (3.3.7) and (3.3.6) reduce to
∂uA
(D2 )
u = 0 , ∂u
(D2 ) +
[
∆−
(D− 2)(D− 4)
4
]
(
D−2
2 ) = 0 , (3.3.18)
respectively. Thus, A(
D
2 )
u is a function of the angles xi only, while δA
(D2 )
u = ∂u
(D2 ) can
be expressed in terms of (D−22 ), which can be used to set A(
D
2 )
u = 0, while still leaving
(
D
2 )(xi) arbitrary.
This procedure may now be repeated recursively. Assuming
A
(D−22 )
u = A
(D2 )
u = · · · = A(q−1)u = 0 , (q−1)(xi) arbitrary , (3.3.19)
for some q > D/2. Then, for k = q− 1, (3.3.7) and (3.3.6) give
(D− 2q− 2)∂uA
(q)
u = 0 , (D− 2q− 2)∂u
(q) = [∆− (q− 1) (D− q− 2)] (q−1) .
(3.3.20)
Therefore, we may employ (q−1)(xi) to set A(q)u to zero provided that the differential
operator on the right-hand side is invertible, which is true for any q < D− 2.
5 Interestingly, the corresponding putative charge
Q˜ = lim
r→∞
∫
Su
Furr
D−2dΩ =
∫
D ·A(D−42 )(D−42 )dΩ (3.3.14)
is finite and nonvanishing as r→∞. Unfortunately, (3.3.15) projects (D−42 ) to zero.
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We shall now consider two options. We may first choose to truncate the recursive
gaugefixing right after the step labeled byq = D−4, which leaves uswith the asymptotic
expansions
Au =
∞∑
k=D−3
A
(k)
u r
−k , Ar =
∞∑
k=D2
A
(k)
r r
−k , Ai =
∞∑
k=D−42
A
(k)
i r
−k , (3.3.21)
where A(
D−2
2 )
r = 0 on shell. The residual symmetry is given by
(u, r, xi) = 1+ (D−4)(xi)r4−D + · · · , (3.3.22)
whose corresponding charge, evaluated in the absence of radiation close to the past
boundary I+− of I+, reads6
Q =
1
rD−4
∫
I+−
(
∂uA
(D−2)
r + (D− 3)A
(D−3)
u
)
(D−4)dΩ . (3.3.23)
Alternatively, we may also perform the recursive gauge-fixing until the very last
allowed step, q = D− 3. In which case,
Au =
∞∑
k=D−2
A
(k)
u r
−k , Ar =
∞∑
k=D2
A
(k)
r r
−k , Ai =
∞∑
k=D−42
A
(k)
i r
−k (3.3.24)
and
(u, r, xi) = 1+ (D−3)(xi)r3−D + · · · . (3.3.25)
The latter choice highlights the possibility of making the components
A
(D−42 )
i , · · · , A(D−5)i , A(D−4)i (3.3.26)
gauge-invariant, and hence in principle responsible for any observable effect due to
radiation impinging on a test charge placed at a large distance r from a source. Indeed,
as we shall verify explicitly in Section 3.2.2, electromagnetic memory effects appear at
Coulombic order A(D−4)i .
3.3.2. Memory and residual symmetries
A test particle with charge Q, initially at rest at a large distance r from the origin,
will experience a leading-order momentum kick due to the presence of an electric field
according to
Pi
∣∣
u1
− Pi
∣∣
u0
= Q
∫u1
u0
Fiu du . (3.3.27)
6A similar procedure is adopted in Section 3.5.
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We are neglecting the contribution from the magnetic field by the assumption that they
will always give rise to subleading contributions in 1/r, due to their proportionality to
the velocity of the test particle, as we explicitly checked in Section 3.2.2 in the case of an
ideally sharp wavefront.
Now we shall consider solutions that are stationary before u = u0 and after u =
u1. For such solutions, the Maxwell tensor before u0 and u1 is not zero, in general,
because static forces are present. However, it does not contain radiation, and thus all
the components of the gauge potential associated to radiation are to vanish, or, more
generally, are to be pure gauge. In particular, the radiation field components before u0
and u1 are to be identical or are to differ by a gauge transformation.
Now, let us combine the information of the previous recursive gauge-fixing with the
requirement that the solution be stationary before u0 and after u1. The asymptotic
expansion of the electric field Fui = ∂iAu − ∂uAi satisfies
F
(k)
iu = −∂uA
(k)
i (u, x
k) , (3.3.28)
for k = D−42 , . . . , D − 4 since, then, A
(k)
u is zero, thanks to the gauge-fixing procedure.
Thus,
Pi
∣∣
u1
− Pi
∣∣
u0
= −Q
D−4∑
k=D−42
1
rk
(
A
(k)
i
∣∣
u1
−A
(k)
i
∣∣
u0
)
+ O(r3−D) . (3.3.29)
With respect to our previous observation, let us notice that the components of Ai
that enter the subleading terms O(r3−D) in (3.3.29) are those connected with stationary
properties of the field (we assume the absence of permanent long-rangemagnetic fields,
which would induce O(r4−D) contributions to Fij), while all the leading components
explicitly written enter the radiation behavior and thus their difference after u1 and
before u0 can be at most the angular gradient of given functions. Actually, we shall
immediately see that combining this information with the equations of motion will
allow us to conclude that they all vanish with the exception of the last one A(D−4)i .
Indeed, let us note that for a stationary solution, in our gauge, equations (3.3.5), (3.3.7),
(3.3.8) and (3.3.9) read, for k < D− 2,
(D− k− 1)(A
(k−1)
r −A
(k−1)
u ) +D ·A(k−2) = 0 , (3.3.30)
[∆+ (k− 1)(k−D+ 2)]A
(k−1)
u = 0 , (3.3.31)
[∆+ k(k−D+ 1)]A
(k−1)
r + (D− 2)A
(k−1)
u − 2D ·A(k−2) = 0 , (3.3.32)
[∆+ (k− 1)(k−D+ 2) − 1]A
(k−2)
i − 2Di(A
(k−1)
u −A
(k−1)
r ) = 0 . (3.3.33)
For 1 < k < D − 2, equation (3.3.31) implies A(k−1)u = 0, compatibly with the outcome
of recursive gauge-fixing. Equations (3.3.30) and (3.3.32) then give, for 1 < k < D− 2,
[∆+ (k− 2)(k−D+ 1)]A
(k−1)
r = 0 (3.3.34)
83
so that A(k−1)r = 0 for 2 < k < D − 2. Considering finally equation (3.3.33), for
2 < k < D− 2, we have
[∆+ (k− 1)(k−D+ 2) − 1]A
(k−2)
i = 0 (3.3.35)
and henceA(k−2)i = 0 provided provided that k also satisfies k−(D) < k < k+(D)with
k±(D) =
1
2
[
D− 1±
√
(D− 3)2 + 4
]
; (3.3.36)
actually, k−(D) < 1 and k+(D) > D − 2 for any D > 3, so we conclude that stationary
solutions obey A(k−2)i = 0 for 2 < k < D− 2.
To summarize, A(k)u = 0 for 0 < k < D− 3, while A(k)r = 0 for 1 < k < D− 3 and
A
(k)
i = 0 for 0 < k < D− 4 . (3.3.37)
By equation (3.3.29), the condition on Ai implies that the memory effect appears to
leading order r4−D,
Pi
∣∣
u1
− Pi
∣∣
u0
= −
Q
rD−4
(
A
(D−4)
i
∣∣
u1
−A
(D−4)
i
∣∣
u0
)
+ O(r3−D) . (3.3.38)
In view of the discussion below (3.3.29), we conclude that the momentum shift must
take the form
Pi
∣∣
u1
− Pi
∣∣
u0
=
Q
rD−4
∂ig(x
k) + O(r3−D) , (3.3.39)
with g(xi) a u-independent function, which will depend on the shape of the radiation
train and in particular on u0 and u1 (see for instance (3.2.35)).
Let us note that, as it must be, this difference is not affected by the action of the
residual gauge transformation (3.3.22), as can be understood by the fact that the latter
is u-independent and thus does not alter the difference A(D−4)i
∣∣
u1
− A
(D−4)
i
∣∣
u0
. In
this sense, whether or not one performs the last step of the recursive gauge fixing is
irrelevant to the extent of calculating the electromagnetic memory.
To conclude, we have established a formula that exhibits a momentum kick character-
izing the transition between the initial and final vacuum configurations, parametrized
by the gauge transformationg(xi), induced by the exposure to electromagnetic radiation
crossing null infinity. In particular, the norm of this effect scales as r3−D.
Up to this point we have only been dealing with ordinary/linear memory effect. In
order to encompass a null/nonlinear memory effect, we must modify the equations of
motion (3.3.3) by adding suitable source terms on the right-hand sides, namely a current
density Jµ allowing for the outflow to future null infinity of charged massless particles.
The falloff conditions on such a current can be taken as follows
Ju = O(r
2−D) , Jr = O(r
2−D) , Ji = O(r
3−D) . (3.3.40)
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This is clearly displayed by the example of a single massless charge qmoving in the x0
direction, whose current reads in Minkowski components
J0 = q δ(x− x0t) , J = q x0δ(x− x0t) (3.3.41)
and in retarded components (for t = u+ r > 0)
Ju = −
q
rD−2
δ(u)δ(n, x0) ,
Jr = −
q(1− n · x0)
rD−2
δ(u)δ(n, x0) ,
Ji =
q(x0)i
rD−3
δ(u)δ(n, x0) .
(3.3.42)
As far as the discussion of the previous section is concerned, namely, for the purposes
of the recursive gauge fixing, the only modification is thus the introduction of a source
term J(D−2)u in the right-hand side of (3.3.7) when k = D− 3, which now actually forces
us to stop the gauge fixing after the use of said equation for k = D− 4 (the step labeled
by q = D − 4 in the previous section) and leaves us with the falloff (3.3.21). On the
contrary, reaching (3.3.24) is not allowed, and thus (3.3.21) comprises a complete gauge
fixing. However, also in view of the above considerations, the discussion of thememory
effect and its relation to the symmetry acting at Coulombic order thus remain unaltered.
3.3.3. Phase memory
Let us consider a pair of electric charges q and −q that are pinned in the positions
(r,n1) and (r,n2), for large r. We will now derive the expression for an imprint that the
passage of a radiation train leaves on the properties of these particles that is encoded
in the phase of their states. See [14] for the discussion a very similar phenomenon in
a four-dimensional setup. A quantum treatment of electromagnetic kick memory is
instead given in [19].
To this purpose, let us assume that, as in the previous section, radiation impinges on
the charges only during the interval between two given retarded times u0 and u1. As
we have seen, this means that
Ai
∣∣
u1
−Ai
∣∣
u0
=
1
rD−4
∂ig+ O(r
3−D) (3.3.43)
for a suitable angular function g(n). We will assume for simplicity that the gauge field
before the onset of radiation is the trivial one.
Let |ψ1〉 = |q〉 and |ψ2〉 = | − q〉 be the initial states in which the charged particles
are prepared, which are uniquely labeled by their charges since translational degrees
of freedom have been suppressed. Before u0, the state |ψ2,n1〉 obtained by the parallel
transport of the second state |ψ2〉 to the position n1 of the first the charge is
|ψ2,n1〉 = |ψ2〉 , (3.3.44)
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because Aµ = 0, so that the corresponding tensor state evaluated in n1 is given by
|ψ1,n1〉 ⊗ |ψ2,n1〉 = |ψ1〉 ⊗ |ψ2〉 . (3.3.45)
At u1, instead, the same operation must be performed by calculating
|ψ2,n1〉 = exp
[
iq
∫n1
n2
Ai dx
i
]
|ψ2〉 = exp
[
iq
g(n1) − g(n2)
rD−4
]
|ψ2〉+O(r3−D) , (3.3.46)
where we have employed (3.3.43) to establish the second equality. Therefore, after the
passage of radiation,
|ψ1,n1〉 ⊗ |ψ2,n1〉 = exp
[
iq
g(n1) − g(n2)
rD−4
]
|ψ1〉 ⊗ |ψ2〉+ O(r3−D) , (3.3.47)
which displays how the transition between two different radiative vacua, already ex-
perimentally detectable by the occurrence of a nontrivial velocity kick for a test charge,
is also signaled by the variation of the relative phases in the states obtained by parallel
transport of charged particles. Such a phase can be nontrivial provided that the function
g is not a constant, namely when there is a nontrivial memory kick (3.3.39).
A point that should be underlined is that, in this setup, the states |ψ1〉 and |ψ2〉
do not evolve, since each particle is kept fixed in its position (its translational quantum
numbers are frozen) and electromagnetic radiation cannot change its charge. The relative
phase difference occurs entirely as an effect of the evolution of Aµ, which undergoes a
transition between two underlying radiative vacua. We shall see in the following how
this aspect is qualitatively different in a non-Abelian theory, where radiation can alter
the color charge.
3.4. Yang-Mills Memory
Wenow turn to the extension of the above analysis of memory effects to the non-Abelian
case.
3.4.1. Yang-Mills theory in Lorenz gauge
We consider pure Yang-Mills theory of an anti-Hermitian gauge field, adopting the
same conventions as in Section 3.1 (in particular, we again adopt anti-Hermitian su(N)
generators). We will however impose the Lorenz gauge condition ∇aAa = 0, instead
of radial gauge, which leaves as residual gauge parameters those that satisfy  +
[Aa, ∂
a] = 0. Furthermore, the equations of motion reduce to Aa + [Aa,∇aAb +
Fab] = 0.
Adopting retarded Bondi coordinates, the Lorenz gauge condition reads
∂uAr =
(
∂r +
D− 2
r
)
(Ar −Au) +
1
r2
D ·A , (3.4.1)
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while the constraint on residual transformations is(
∂2u − 2∂u∂r +
1
r2
∆
)
+
D− 2
r
(∂r − ∂u)
= [∂r,Ar −Au] − [∂u,Ar] +
1
r2
γij[Di,Aj] .
(3.4.2)
The equations of motion give instead[
∂2r − 2∂u∂r −
D− 2
r
(∂u − ∂r) +
1
r2
∆
]
Au
= [Au −Ar, ∂rAu + Fru] + [Ar, ∂uAu] −
γij
r2
[Ai, DjAu + Fju] ,[
∂2r − 2∂u∂r −
D− 2
r
(∂u − ∂r) +
1
r2
∆
]
Ar +
D− 2
r2
(Au −Ar) −
2
r3
D ·A
= [Au −Ar, ∂rAr] + [Ar, ∂uAr + Fur] −
γij
r2
[Ai, DjAr + Fjr] ,[(
∂2r − 2∂u∂r +
1
r2
∆
)
−
D− 4
r
(∂u − ∂r) −
D− 3
r2
]
Ai −
2
r
Di(Au −Ar)
=
[
Au −Ar,
(
∂r −
2
r
)
Ai + Fri
]
+ [Ar, ∂uAi + Fui] −
γjk
r2
[Aj, DkAi + Fki] .
(3.4.3)
Performing the usual asymptotic expansion in inverse powers of the radial coordinate
r, one obtains the following set of equations. Equations (3.4.1) and (3.4.2) give
∂uA
(k+1)
r = (D− k− 2)(A
(k)
r −A
(k)
u ) +D ·A(k−1) (3.4.4)
and
(D− 2k− 2)∂u
(k) − [∆− (k− 1)(D− k− 2)](k−1)
=
∑
l+m=k
(
−l[(l), A
(m)
u −A
(m)
r ] + [∂u
(l+1), A
(m)
r ] − γ
ij[Di
(l−1), A
(m)
j ]
)
,
(3.4.5)
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respectively, while from (3.4.3) one obtains
(D− 2k− 2)∂uA
(k)
u − [∆− (D− k− 2)(k− 1)]A
(k−1)
u (3.4.6)
=
∑
l+m=k
(
[A
(m)
r −A
(m)
u ,−lA
(l)
u + F
(l+1)
ru ] − [A
(m)
r , ∂uA
(l+1)
u ]
+ γij[A
(m)
i , DjA
(l−1)
u + F
(l−1)
ju ]
)
,
(D− 2k− 2)∂uA
(k)
r −[∆− k(D− k− 1)]A
(k−1)
r −(D− 2)A
(k−1)
u + 2D ·A(k−2)
(3.4.7)
=
∑
l+m=k
(
[A
(m)
r −A
(m)
u ,−lA
(l)
r ] − [A
(m)
r , ∂uA
(l+1)
r + F
(l+1)
ur ]
+ γij[A
(m)
i , DjA
(l−1)
r + F
(l−1)
jr ]
)
,
(D− 2k− 4)∂uA
(k)
i − [∆− k(D− k− 3) − 1]A
(k−1)
i + 2Di(A
(k)
u −A
(k)
r ) (3.4.8)
=
∑
l+m=k
(
[A
(m)
r −A
(m)
u ,−(l+ 2)A
(l)
i + F
(l+1)
ri ] − [A
(m)
r , ∂uA
(l+1)
i + F
(l+1)
ui ]
+ γjk[A
(m)
j , DkA
(l−1)
i + F
(l−1)
ki ]
)
,
for the corresponding components of the equations of motion. In particular, (3.4.4)—
(3.4.8) appear to order O(r−k−1) in the asymptotic expansions.
We choose to adopt the same radiation falloff conditions (3.3.10) that we imposed in
the linearized theory: the expansions ofAu andAr start at orderO(r−(D−2)/2) and that
of Ai starts at order O(r−(D−4)/2).
For completeness, in order to verify the consistency of this choice, we now calculate
the color charge Q(u) = QA(u)TA at a given retarded time u, as we did in retarded
radial gauge in Section 3.1. This quantity is given by the surface integral
QA(u) =
∫
Su
FAurr
D−2dΩ
=
∑
k
rD−2−k
∫
Su
(
∂uA
(k)
r + (k− 1)A
(k−1)
u +
∑
l+m=k
[A
(m)
u , A
(l)
r ]
)A
dΩ ,
(3.4.9)
in the limit r → ∞. Combining the Lorenz condition (3.4.4) and the r-equation of
motion (3.4.7), one obtains
(D− 2− k)
(
∂uA
(k)
r + (k− 1)A
(k)
u
)
−Di
(
DiA
(k−1)
r + (k− 2)A
(k−2)
i
)
=
∑
l+m=k
(
[A
(m)
r −A
(m)
u ,−lA
(l)
r ] − [A
(m)
r , ∂uA
(l+1)
r + F
(l+1)
ur ]
+ γij[A
(m)
i , DjA
(l−1)
r + F
(l−1)
jr ]
)
.
(3.4.10)
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We see that (3.4.4) implies ∂uA
(D−22 )
r = 0 and that (3.4.10) reduces to
(D− 2− k)
(
∂uA
(k)
r + (k− 1)A
(k−1)
u
)
= Di
(
DiA
(k−1)
r + (k− 2)A
(k−2)
i
)
(3.4.11)
for k < D − 2. This allows us to conclude that the color charge is finite in the limit
r→∞ and that it equals
QA(u) =
∫
Su
(
∂uA
(D−2)
r + (D− 3)A
(D−3)
u + [A
(D−22 )
u , A
(D−22 )
r ]
)A
dΩ , (3.4.12)
since all other terms either integrate to zero on the (D− 2)-sphere or vanish in the limit
r → ∞. The final expression for the color charge may be equivalently rewritten in the
form
QA(u) =
∫
Su
(
A
(D−3)
r + (D− 4)A
(D−3)
u + [A
(D−22 )
u , A
(D−22 )
r ]
)A
dΩ , (3.4.13)
by means of the Lorenz condition (3.4.4). It is amusing to note that (3.4.12) reduces to
the expression we obtained in Section 3.1, namely (3.1.20), for the color charge upon
formally setting Ar = 0.
Let us now investigate the dependence of QA on retarded time. Recalling that
∂uA
(D−22 )
r = 0 by the Lorenz condition,
d
du
QA(u) =
∫
Su
(
∂uA
(D−3)
r + (D− 4)∂uA
(D−3)
u + [∂uA
(D−22 )
u , A
(D−22 )
r ]
)A
dΩ . (3.4.14)
By (3.4.10) evaluated for k = D− 3, we have
∂uA
(D−3)
r + (D− 4)A
(D−4)
u = D
i
(
DiA
(D−4)
r + (D− 5)A
(D−5)
i
)
, (3.4.15)
while equation (3.4.6) with k = D− 3 gives
(D−4)(∂uA
(D−3)
u −A
(D−4)
u )+[∂uA
(D−22 )
u , A
(D−22 )
r ] = ∆A
(D−4)
u +γ
ij[A
(D−42 )
i , ∂uA
(D−42 )
j ] .
(3.4.16)
Hence, substituting into (3.4.14) (and disregarding total divergences), we get
d
du
QA(u) =
∫
Su
γij[A
(D−42 )
i , ∂uA
(D−42 )
j ]
AdΩ . (3.4.17)
This formula provides the flux of the total color charge due to nonlinearities of the
theory, i.e. self-interaction effects. Note that in particular the right-hand side involves
the radiation components, representing the flux of classical gluons across null infinity.
We thus retrieve all the physically consistent global features of the analysis performed
in 3.1.
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3.4.2. Yang-Mills kick memory
Starting from the radiation falloffs, we may employ the residual gauge symmetry of the
theory to perform a further, recursive gauge fixing in the same spirit of Section 3.3.1.
In fact, since the nonlinear corrections to equations (3.3.20) appear to order q = D − 3
or higher, the discussion of this gauge fixing is completely identical to that of Section
3.3.1. This is another manifestation of the mechanism of asymptotic linearization we
highlighted in Section 3.1.
Moreover, in accordance with the fact that Yang-Mills theory must encompass both
ordinary/linear and null/nonlinear memory, the gauge fixing stops at q = D − 4 and
cannot be performed up until q = D−3, as happened in the case of null electromagnetic
memory.
The resulting falloffs after this procedure are thus
Au =
∞∑
k=D−3
A
(k)
u r
−k , Ar =
∞∑
k=D−22
A
(k)
r r
−k , Ai =
∞∑
k=D−42
A
(k)
i r
−k (3.4.18)
with residual symmetry parameter
(u, r, xi) = cATA + (D−4)(xi)r4−D + · · · , (3.4.19)
where cA are constant coefficients.
A colored test particle with charge Q = QATA interacts with the background Yang-
Mills field by the Wong equations [148]
P˙a = tr(QFab)x˙b , Q˙+ x˙a[Aa, Q] = 0 . (3.4.20)
Focusing on the region near null infinity, a test “quark”, initially at rest, subject to
radiation between the retarded times u0 and u1 will therefore experience a leading-
order momentum kick according to
P ′i − Pi =
∫u1
u0
tr(QFiu)du = −
1
rD−4
tr(QA ′i
(D−4)
) = −
1
rD−4
tr[Qe−(D−4)∂ie
(D−4)
] ,
(3.4.21)
where we have chosen the vacuum configuration at u = u0 to be Aµ = 0. On the other
hand, the color of the test quark will change, to leading order, according to
Q ′ −Q = −
∫u1
u0
[Au, Q]du = −
1
rD−3
∫u1
u0
[A
(D−3)
u , Q]du , (3.4.22)
where the u-dependence of Au is governed, according to equation (3.4.16), by
∂uA
(D−3)
u =
1
D− 4
γij[A
(D−42 )
i , ∂uA
(D−42 )
j ] (3.4.23)
after recursive gauge fixing. Equation (3.4.23) characterizes the evolution of the charge
of the quark in terms of the leading outgoing radiation terms.
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In order to better understand the dependence of this momentum kick and color
rotation on the incoming radiation near null infinity, let us further analyze the equations
of motion. Combining equation (3.4.4) and (3.4.7) we see that
∂uA
(k+1)
r = DkA
(k)
r (3.4.24)
for k < D−3, wherewe have introduced the following self-adjoint differential operators
on the (D− 2)-sphere
Dk = [∆− (D− 2− k)(k− 1)]/(D− 2− 2k) , (3.4.25)
and
∂uA
(D−2)
r = DD−3A
(D−3)
r −A
(D−3)
u −
1
D− 4
J , (3.4.26)
for k = D− 3 in dimensions D > 4, where we have defined
J = 2γij[A
(D−42 )
i , DjA
(D−22 )
r ] − 2[A
(D−22 )
r , ∂uA
(D2 )
r ] . (3.4.27)
Equations (3.4.4) and (3.4.7), evaluated for k = D−3 and k = D−2 respectively, actually
imply the following constraint on J,
J = −Di[DiA
(D−3)
r + (D− 4)A
(D−4)
i ] , (3.4.28)
and, taking the derivative of the previous equation with respect to u,
(D−4)∂uD ·A(D−4) = −∆∂uA(D−3)r +2[A(
D−2
2 )
r , ∂
2
uA
(D2 )
r ]−2γ
ij[∂uA
(D−42 )
i , DjA
(D−22 )
r ] .
(3.4.29)
Starting from eq. (3.4.26) and employing (3.4.24) recursively, we find that
∂
(D2 )
u A
(D−2)
r =
D−3∏
l=D−22
Dl∂uA
(D−22 )
r − ∂
D−2
2
u A
(D−3)
u −
1
D− 4
∂
D−2
2
u J , (3.4.30)
and, by equation (3.4.28),
∂
D−2
2
u D ·A(D−4) = ∂
D−2
2
u (∂uA
(D−2)
r +A
(D−3)
u )
−
1
D− 4
∂
D−2
2
u ∆A
(D−3)
r −
(D−3)∏
l=D−22
Dl∂uA
(D−22 )
r .
(3.4.31)
Equations (3.4.29) and (3.4.31) encode the dependence of A(D−4)i , which as we have
seen is responsible for the memory kick both in the linear theory and in the nonlinear
theory, on the outflowing radiation, here encoded in particular in A(
D−4
2 )
i and A
(D−22 )
r .
In dimension D = 4, the above equations can be cast in the form
Di∂u[A
(0)
i , A
(1)
r ] + γ
ij[A
(0)
i , ∂u[A
(0)
j , A
(1)
r ]] = 0 , ∂uD ·A(0) = ∂u(∂uA(2)r +A(1)u ) .
(3.4.32)
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3.4.3. Color memory
Let us now consider a pair of color charges that are pinned in the positions (r,n1)
and (r,n2), for large r. Analyzing the effect of the passage of Yang-Mills radiation
on their states will provide the non-Abelian analog of the memory effect highlighted
Section (3.3.3), namely a relative rotation between their states in color space. This
provides a generalization to even dimensions of [15]. We consider colored particles in
the fundamental representation and, to simplify the presentation, we first focus on the
case of the gauge group SU(2).
Assuming that radiation is nontrivial only between two given retarded times u0 and
u1, as we have seen, the gauge field satisfies
Ai
∣∣
u1
−Ai
∣∣
u0
=
1
rD−4
e−α∂ie
α + O(r3−D) (3.4.33)
for a suitable α(n) = αA(n)TA, where TA are the su(2) generators. We have assumed
for simplicity that the pure gauge configuration before u0 is the trivial one.
Let |ψ1〉 and |ψ2〉 be the initial states in which the colored particles are prepared.
Before u0, the state |ψ2,n1〉 that results from the parallel transport of the second state
|ψ2〉 to the position n1 of the first the charge is
|ψ2,n1〉 = |ψ2〉 , (3.4.34)
because Aµ = 0. In particular, one can consider as initial state |+〉 or |−〉, namely the
standard eigenstates of T3. In order to build a color singlet state in n1 it then suffices to
prepare the superposition
|+,n1〉 ⊗ |−,n1〉− |−,n1〉 ⊗ |+,n1〉√
2
=
|+〉 ⊗ |−〉− |−〉 ⊗ |+〉√
2
. (3.4.35)
We remark that, in order for the concept of singlet to be well-defined when SU(2)
transformations can depend on the position, it is crucial to build a singlet out of states
that have been parallel-transported to the same point.
A given state |ψ〉 evolves according to the covariant conservation equation [149]7
∂u|ψ〉 = −Au|ψ〉 (3.4.36)
which means that, recalling Au = O(r3−D) for large r, the state after the passage of
radiation differs with respect to its initial value by
|ψ〉∣∣
u1
− |ψ〉∣∣
u0
= O(r3−D) . (3.4.37)
In particular, a state prepared in |±〉 before u0 will evolve into |±〉 + O(r3−D) at u1,
namely when radiation has died out.
7The covariant conservation equation for the color states, which in general reads
(
d
dτ
+ x˙aAa
)
|ψ〉 = 0,
implies the Wong equation (3.4.20) for the color charge d
dτ
Q + [x˙aAa, Q] = 0, where Q = QATA and
QA = 〈ψ|TA|ψ〉.
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Now, at u1, one must also take into account that parallel transport from n2 to n1 on
the sphere is defined by
|ψ2,n1〉 = P exp
[
−
∫n1
n2
Ai dx
i
]
|ψ2〉
= |ψ2〉− 1
rD−4
∫n1
n2
e−α∂ie
αdxi |ψ2〉+ O(r3−D) ,
(3.4.38)
where P denotes path ordering and we have employed (3.4.33) to establish the second
equality. We conclude that the state obtained by parallel transport after radiation has
passed is no longer the singlet (3.4.35), but rather:
|+,n1〉 ⊗ |−,n1〉− |−,n1〉 ⊗ |+,n1〉√
2
=
|+〉 ⊗ |−〉− |−〉 ⊗ |+〉√
2
−
1
rD−4
√
2
[
|+〉 ⊗
∫n1
n2
e−α∂ie
αdxi |−〉− |−〉 ⊗
∫n1
n2
e−α∂ie
αdxi |+〉
]
+ O(r3−D) .
(3.4.39)
Comparison between the expressions (3.4.35) and (3.4.39) shows that the interaction
of the color charges with the external Yang-Mills radiation induces a rotation of the
initial state that manifests itself to order O(r4−D) in the final state. In other words, a
pair of particles initially prepared in a singlet will no longer be in a singlet after the
passage of radiation. This color memory can be nontrivial provided that the function α
is not constant, namely whenever there is also a nontrivial memory kick (3.3.39).
From a technical point of view, it should be noted that the effect of radiation on each
color state is to induce a time evolution to order O(r3−D), according to (3.4.37), which
allows one to disentangle it from the leading effect due to the vacuum transition (3.4.33)
undergone by Ai, which enters (3.4.39) to order O(r4−D).
A very similar derivation allows one to extend the result to more general states and
gauge groups. Adopting an orthonormal basis |n〉 for the fundamental representation
of SU(N), we can consider the superposition∑
n,m
cn,m|n〉 ⊗ |m〉 (3.4.40)
with
∑
n,m |cn,m|
2 = 1, prepared before u0. Time evolution will induce modifications
of |n〉 that appear to order O(r3−D) by Au = O(r3−D). On the other hand, the effect
of parallel transport from n2 to n1 performed after u1 gives rise to the leading-order
correction
−
1
rD−4
∑
n,m
cn,m|n〉 ⊗
∫n1
n2
e−α∂ie
αdxi |m〉 (3.4.41)
to (3.4.40), due to the nontrivial configuration (3.4.33) attained by Ai.
3.5. More on Asymptotic Symmetries for the Maxwell Theory
So far, we have focused on those symmetries directly related to the memory effects. As
we saw, they act at Coulombic order and the corresponding charge (3.3.23) displays a
93
falloff 1/rD−4; therefore they do not comprise, strictly speaking, asymptotic symmetries
at I+. In this section we shall perform a more complete analysis of the asymptotic
symmetry group for the Maxwell theory in higher dimensions.
As we shall see, in even dimensions, the standard power-like ansatz is not sufficient
in order to highlight the presence of infinite-dimensional asymptotic symmetries with
nonvanishing charge in the Lorenz gauge, which requires instead the introduction of
logarithmic terms in the asymptotic expansion. Finiteness of the soft surface charges
is also not manifest at face value and requires further specifications of the definition of
the charges themselves.
3.5.1. Polyhomogeneous expansion for D > 4
In order to investigate the possible existence of large gauge symmetries acting at I+,
we try to solve the wave equation (3.3.2) with the boundary condition
lim
r→∞ (u, r,n) = (0)(u,n) , (3.5.1)
for some nonconstant function (0)(u,n). As it turns out, a power-law ansatz
 =
∞∑
k=0
(k)(u,n)
rk
, (3.5.2)
effectively selects the global symmetry, namely the constant parameter, whenever D is
even. Indeed, considering (3.3.6) with k = 0, 1, . . . , D−22 , we have
(D− 2)∂u
(0) = 0 ,
(D− 4)∂u
(1) = ∆(0) ,
...
2∂u
(D−42 ) =
[
∆−
D(D− 6)
4
]
(
D−6
4 ) ,
0 =
[
∆−
(D− 4)(D− 2)
4
]
(
D−4
2 ) .
(3.5.3)
As already observed (see Appendix A), the last equation sets (D−42 ) to zero, by the
invertibility of the differential operator occurring on the right-hand side, for any even
D > 6 and to a constant for D = 4. Then, the above equations recursively set to zero
the other components (k) all the way up to (0) which need be a constant by ∆(0) = 0
and ∂u(0) = 0.
One concludes that, in even dimensions, the power-law ansatz does not allow for an
enhanced asymptotic symmetry sitting at the order 1/r0, as it occurs instead for instance
in the radial gauge [48]. In order to retrieve them, one needs a more general ansatz. We
find that it is sufficient, to this purpose, to consider the following type of asymptotic
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expansion involving also a logarithmic dependence on r:
(u, r,n) =
∞∑
k=0
(k)(u,n)
rk
+
∞∑
k=D−22
λ(k)(u,n) log r
rk
. (3.5.4)
In this fashion, the last equation (3.5.3) becomes modified by the presence of the loga-
rithmic branch and yields
2∂uλ
(D−22 ) =
[
∆−
(D− 4)(D− 2)
4
]
(
D−4
2 ) , (3.5.5)
an equation that determines theu-dependence of λ(D−22 ). Therefore, an arbitrary (0)(n)
is allowed. The need of introducing logarithms in even dimensions was also recognized
in [49, 52].
Indeed, the recursion relations expressing the equation  = 0 read
(D− 2− 2k)∂u
(k) + 2∂uλ
(k) = [∆+ (k− 1)(k−D+ 2)](k−1) + (D− 1− 2k)λ(k−1)
(D− 2− 2k)∂uλ
(k) = [∆+ (k− 1)(k−D+ 2)]λ(k−1) ,
(3.5.6)
and hence can be solved by direct integration with respect to u. Explicitly, for k < D−22 ,
these equations reduce to the familiar expression
(D− 2− 2k)∂u
(k) = [∆+ (k− 1)(k−D+ 2)](k−1), (3.5.7)
so that the solution is given by a polynomial in u with angle-dependent coefficients
Cj,k(n), with 0 6 j 6 k, and is uniquely determined by specifying the integration
functions ˆ(k)(n):
(k)(u,n) =
k∑
l=0
Cj,k(n)uj , (3.5.8)
with
Cj,k(n) =
{
ˆ(k)(n) if j = 0
1
j!
∏k
l=k−j+1Dlˆ
k−l(n) otherwise .
(3.5.9)
If k = D−22 , equation (3.5.6) reduces to (3.5.5), so that
λ(
D−2
2 )(u,n) = 1
2
∫u
0
[
∆−
(D− 4)(D− 2)
4
]
(
D−4
2 )(u ′,n)du ′ + λˆ(
D−2
2 )(n) , (3.5.10)
with a suitable integration function, while (D−22 )(u,n) is unconstrained. For k > D−22 ,
we can recast (3.5.6) in the more suggestive form
(D− 2− 2k)∂uλ
(k) = [∆+ (k− 1)(k−D+ 2)]λ(k−1)
(D− 2− 2k)∂u
(k) = [∆+ (k− 1)(k−D+ 2)](k−1)
+
[
2
2k−D+ 2
(∆+ (k− 1)(k−D+ 2)) + (D− 1− 2k)
]
λ(k−1) .
(3.5.11)
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In this way, it becomes clear that these two equations can always be solved by first
finding an integral of the first equation and then substituting it in the second one where
it acts as “source” term on the right-hand side.
To summarize, a solution of (3.5.6) in evenD is specified by assigning a set of integra-
tion functions ˆ(k)(n), for k > 0, and λˆ(k)(n), for k > D−22 , together with an arbitrary
function (D−22 )(u,n). In particular, this achieves the boundary condition (3.5.1) as
r→∞, where (0)(n) is an arbitrary function on the celestial sphere.
The discussion simplifies in odd dimensions, where the left-hand side of (3.3.6) never
vanishes for integer k, and hence the recursion relations can be integrated compatibly
with (3.5.1) with no need of introducing a logarithmic branch.
By means of “gauge” transformations
Aa 7→ Aa + ∂a (3.5.12)
identified by the gauge parameters thus obtained, we can then act on solutions to
Maxwell’s equations in Lorenz gauge characterized by the radiation falloffs (3.3.10) and
generate a wider solution space. In particular, this type of solutions will generically
exhibit the following asymptotic behavior as r→∞:
Au = O(r
−1) , Ar = O(r
−2) , Ai = O(r
0) , (3.5.13)
independently of the dimensionD of the spacetime, in view of (3.5.4), providedD > 5,
while
Au = O(r
−1 log r) , Ar = O(r−1) , Ai = O(r0) , (3.5.14)
in dimension D = 4.
Nonetheless, such solutions will still retain all the desirable physical properties of
those characterized by (3.3.10) (also recently discussed in [59]), such as the finiteness
of the energy flux at any given retarded time. This is due to the fact that they differ
from this more restrictive solution space only by a transformation of the type (3.5.12),
which does not alter the electromagnetic field, nor, by definition, any other physical
observable quantity. Now, from this point of view only, it would be possible to perform
(3.5.12) with parameters  that obey arbitrary asymptotics near I+; however, as we
shall see explicitly below, the ones satisfying (3.5.1) are precisely those that will give
rise to finite and nonvanishing asymptotic surface charges and are therefore the true
asymptotic symmetries of the theory.
Going back to equation (3.3.2) with the boundary condition (3.5.1), let us note that it
is actually possible to provide a general solution thereof in the following more compact
form in any even dimension D:
(x) =
Γ(D− 2)
pi
D−2
2 Γ(D−22 )
Re
∮
(−x2)
D−2
2
(−2x · q+ iε)D−2 
(0)(q)dΩ(q) , (3.5.15)
where q = (1,q) and the limit ε → 0+ is understood. The introduction of this small
imaginary part is needed in order to avoid the singularities occurring in the angular
96
integration for |t| < |x|, namely outside the light-cone. Indeed, it is straightforward to
verify that
 (−x
2)
D−2
2
(−2x · q)D−2 = 0 , (3.5.16)
while, aligning n along the (D− 1)th direction, we have
Re
∮
(−x2)
D−2
2
(−2x · q+ iε)D−2 
(0)(q)dΩ(q)
= Re
∫pi
0
dθ(sin θ)D−3
∮
dΩ ′(q ′) 2
2−D[u(u+ 2r)]
D−2
2
[u+ r(1− cos θ) + iε]D−2
(0)(q ′ sin θ, cos θ) ,
(3.5.17)
where dΩ ′(q ′) denotes the integral measure on the (D − 3)-sphere, and letting τ =
r(1− cos θ)/u, for u 6= 0, the previous expression becomes
Re
∫2r/u
0
udτ
r
(1+ 2ru )
D−2
2 (2uτr −
u2τ2
r2
)
D−4
2
2D−2(1+ τ+ iε)D−2
∮
dΩ ′(q ′) (0)
(
q ′
√
2uτ
r −
u2τ2
r2
, 1− uτr
)
,
(3.5.18)
which, as r→∞, tends to
1
2
Re
∫u·∞
0
τ
D−4
2 dτ
(1+ τ+ iε)D−2
∮
dΩ ′(q ′)(0)(n) =
pi
D−2
2 Γ(D−22 )
Γ(D− 2)
(0)(n) . (3.5.19)
This solution is indeed compatiblewith the asymptotic expansion (3.5.4) and generalizes
the expression given in [140].
3.5.2. Finite and nonvanishing charges on I
As is usually the case in the presence of radiation, the surface charge associated to the
symmetry (3.5.4), namely
Q(u) = lim
r→∞
∮
Su
Fur(u, r,n)(u, r,n)rD−2 dΩ(n) , (3.5.20)
is formally ill-defined, because the right-hand side contains terms of the type e.g.
r
D−4
2
∮
Su
F
(D2 )
ur 
(0)dΩ , (3.5.21)
which do not vanish, even after imposing the equations of motion, precisely due to the
presence of an arbitrary parameter (0)(n).
Such difficulties are absent in the case of the global charge  = 1, namely the electric
charge, because the equations ofmotion always ensure that the surface charge is actually
independent of the specific surface on which it is calculated, as long as no sources are
crossed. In fact, this feature is shared by all global symmetries associated to linearized
gauge theories [36].
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It should be noted, however, that the above difficulties only arise if one attempts to
calculate the surface charge, in the case of the general transformation (3.5.4), by integrat-
ing over a sphere at a given retarded time and radius r and then lets r tend to infinity.
Instead, the calculation of the charge on a Cauchy surface still gives awell-defined result
[52]. In particular, under the simplifying assumption that the electromagnetic field due
to radiation vanish for u < u0 in a neighborhood of future null infinity so that Su is
the boundary of a Cauchy surface for u < u0, the calculation of the surface charge then
yields
Q(u) =
∮
Su
F
(D−2)
ur 
(0) dΩ =
∮
Su
[
A
(D−3)
r + (D− 4)A
(D−3)
u
]
(0) dΩ , (3.5.22)
for fixed u < u0, since indeed all radiation components F(k)ur , for k < D− 2, vanish for a
stationary solution (see the discussion in Section 3.3.2). Letting then u approach −∞,
one has
Q(−∞) = ∮
I+−
F
(D−2)
ur 
(0) dΩ =
∮
I+−
[
A
(D−3)
r + (D− 4)A
(D−3)
u
]
(0)dΩ . (3.5.23)
For u < u0, the quantity Q(u) must match the analogous surface integral calculated
at spatial infinity because in both cases the Noether two form is integrated over the
boundary of a Cauchy surface, in view of the requirement that no radiation be present
in a neighborhood of I+ for u < u0.
The evolutionofQ(u) alongI+ canbe thendefined, even in thepresence of radiation,
by the equations of motion. Indeed, the Maxwell equation ∇ · Fr = 0 gives(
∂r +
D− 2
r
)
Fur =
1
r2
D · Fr , (3.5.24)
while∇ · Fu = 0 reads
∂uFur =
(
∂r +
D− 2
r
)
Fur +
1
r2
D · Fu =⇒ ∂uFur = 1
r2
D · (Fu + Fr) . (3.5.25)
and hence
d
du
Q(u) =
∮
Su
D · (F(D−4)u − F(D−4)r )(0) dΩ . (3.5.26)
Analogous considerations allowone to introducewell-defined surface charges evaluated
on I−.
From the perspective of the analysis performed in Section 3.2.2, it is possible to explic-
itly perform the calculation of soft charges according to the above strategy. Restricting
to the case of a massive charge in dimension D = 6 that starts moving at t = 0, the
integral of Fur(0) on a sphere at fixed retarded time u and radius r yields
Q(r, u) = r
δ(u)
8pi2
∮
n · v(3n · v− 4) − v2
(1− n · v)2 
(0)(n)dΩ
+
3
8pi2
∮ [
θ(−u) + θ(u)
(1− v2)2
(1− n · v)4
]
(0)(n)dΩ .
(3.5.27)
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Except for the case of the electric charge (0) = 1, where the integral in the first line
vanishes identically, the limit of this surface charge as r → ∞ is ill-defined in the
presence of radiation, namely on the forward light-cone u = 0, due to the appearance
of a linear divergence. However, the charge is well-defined on I+ before and after the
passage of radiation, |u| > ε, and reads
Q(u) =
3
8pi2
∮ [
θ(−u) + θ(u)
(1− v2)2
(1− n · v)4
]
(0)(n)dΩ . (3.5.28)
For (0) = 1, this quantity reduces to the (constant) electric charge Q = 1, while for
more general parameters (0), the soft charge exhibits a jump discontinuity at u = 0,
which measures the fact that the particle is no longer static for u > 0 in a manner akin
to the memory effect itself.
Performing instead the limit r → ∞ at fixed time t, it is also possible to verify
the matching between the surface charge evaluated at null infinity before the onset
of radiation, for u < 0 (or, equivalently, at I+− ), and the Hamiltonian charge H(t),
obtained by integrating on a slice at fixed time t. Indeed, taking (3.2.18) into account
and writing the result in terms of polar coordinates t, r and n, we have, for the scalar
field,
8pi2ϕ =
δ(t− r)
γ(v)(1− n · v)r2 +
θ(t− r)
γ(v)3(1− n · v)3r3 ∆(t− r, r)
−3/2
−
δ(t− r)
r2
+
θ(r− t)
r3
.
(3.5.29)
The corresponding electromagnetic potential is given by Aµ = (A0,A) = −γ(v)(1, v)ϕ,
for t > r, and Aµ = (ϕ, 0), for t < r. The radial component of the electric field then
yields Ftr = 3r−4 as r→∞ for fixed t and hence
H(t) =
3
8pi2
∮
(0)(n)dΩ = Q(u < 0) . (3.5.30)
Similar arguments showing the finiteness of the Hamiltonian charge in higher-
dimensions have been given, in the case of linearized spin-two in retarded Bondi gauge,
in [150], while a renormalization procedure has been recently proposed, for Maxwell
theory in the radial gauge, in [151].
3.5.3. Soft photon theorem
The surface charge associated to (3.5.4), evaluated at the past boundaryI+− ofI+ reads
Q =
∫
I+−
(
∂uA
(D−2)
r + (D− 3)A
(D−3)
u
)
(0)dΩ , (3.5.31)
wherewe have taken into account the absence of radiation terms foru→ −∞. Recasting
this as an integral over the whole I+, and assuming no contribution comes from I++ ,
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which is the case if we assume that there are no stable massive charges in the theory,
Q = −
1
rD−4
∫
I+
∂2uA
(D−2)
r 
(0)dudΩ , (3.5.32)
where we have used the fact that A(D−3)u is independent of u on shell (thanks to the
recursive gauge-fixing). We would like to express (3.5.32) in terms of the leading radi-
ation field, which, as we shall see below, indeed contains the creation and annihilation
operator of asymptotic photons. To this end, we first combine (3.3.8) and (3.3.5) and
obtain
D ·A(k−1) = ∆− (D− 2− k)(D− 3− k)
D− 2− 2k
A
(k)
r + (D− 3− k)A
(k)
u ; (3.5.33)
employing (3.3.7) as well,
∂uA
(k+1)
r = DkA
(k)
r −A
(k)
u , (3.5.34)
where the operator Dk was introduced in (3.4.25).
Employing this relation recursively, we find
∂
D/2
u A
(D−2)
r =
D−3∏
l=D/2
Dl ∂uD ·A(D−42 ) , (3.5.35)
where we have used (3.3.8) to deduce ∂uA
(D2 )
r = D · A(D−42 ). In the above writing, we
adopt the convention that forD = 4 the product
∏
lDl (which in this case has a formally
ill-defined range) reduces to the identity. We can then use (3.5.35) to recast (3.5.32) as
Q = −
1
rD−4
∫+∞
−∞
(∫u
−∞ du
)D/2−2
∂uD ·A(D−42 )
D−3∏
l=D/2
Dl
(0)dudΩ . (3.5.36)
On the other hand, the asymptotic expansion of the free electromagnetic field operator,
expressed in terms of creation and annihilation operators, yields, to leading order,
Ai(u, r, x
k) =
i1−D/2
8pi2r(D−4)/2
∫+∞
0
(ω
2pi
)(D−4)/2
e−iωuσi (xˆ)aσ(ωxˆ)dω+ h.c. , (3.5.37)
where xˆµ = xµ/r, while σ are polarization tensors for theD− 2 propagating helicities.
This formula provides thus an explicit expression for A(
D−4
2 )
i and hence allows us to
make explicit the relation between the charge Q and the soft photon creation and anni-
hilation operators as follows (we employ the prescription
∫+∞
−∞ du ∫+∞0 dωeiωuf(ω) =
f(0)/2)
Q =
1
8(2pi)
D−2
2 rD−4
lim
ω→0+
∫
SD−2
Di[σi (xˆ)ωaσ(ωxˆ) + h.c.]
D−3∏
l=D/2
Dl 
(0)(xˆ)dΩ(xˆ) .
(3.5.38)
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Assuming that the charge Q, together with its counterpart atI−, generates the residual
symmetry δψ(u, r, xˆ) = i(0)(xˆ) + · · · in a canonical way, and using suitable matching
and crossing symmetry conditions, we have the Ward identity
1
2(2pi)(D−2)/2
∫
SD−2
σi (xˆ) lim
ω→0+
Di〈out|ωaσ(ωxˆ)S|in〉
D−3∏
l=D/2
Dl 
(0)(xˆ)dΩ(xˆ)
=
∑
n
en
(0)(xˆn)〈out|S|in〉,
(3.5.39)
where the sum on the right-hand side extends to all charged external particles in the
amplitude and en is the electric charge of the nth particle (taking into account with a
suitable sign the fact that the particle is outgoing, resp. incoming). Notably, the left-
hand side contains exactly the combination P[ · ] = limω→0+ [ω · ] that selects the pole
in the amplitude with the soft insertion.
On the other hand, the Weinberg theorem for an amplitude involving external mass-
less particles with momenta pn = En(1, xˆn) and a soft photon emitted with helicity σ
pointing along the nˆ direction on the celestial sphere (see Chapter 2) reads
lim
ω→0+
〈out|ωaσ(ωnˆ)S|in〉 =
∑
n
en
σ(nˆ)∗ · pn
pn · (1, nˆ) 〈out|S|in〉 . (3.5.40)
Multiplying this relation by σi (nˆ) and summing over σ, we see that this is equivalent
to
σi (nˆ) lim
ω→0+
〈out|ωaσ(ωnˆ)S|in〉 =
∑
n
enDiα(xˆn, nˆ)〈out|S|in〉 , (3.5.41)
where we have used the completeness relation for polarization vectors and defined a
function
α(xˆ, nˆ) = log(1− xˆ · nˆ) . (3.5.42)
This function α satisfies the following identity (see [48])
1
2(2pi)(D−2)/2
D−3∏
l=D/2
Dl ∆α(xˆ, nˆ) = δ(xˆ, nˆ) , (3.5.43)
where xˆ is here a treated as a constant vector on theunit sphere and δ(xˆ, nˆ) is the invariant
delta function on the (D− 2)-sphere. Now, acting with the differential operator
1
2(2pi)(D−2)/2
D−3∏
l=D/2
Dl ·Di (3.5.44)
on equation (3.5.41), multiplying by an arbitrary (D−4)(xˆ) and integrating over the
unit sphere then allows one to retrieve the Ward identity (3.5.39), thanks to the rela-
tion (3.5.43). This proves that the Weinberg factorization implies the existence of the
asymptotic symmetry Ward identities.
101
Remarkably, the charge (3.3.23) associated to the symmetry (3.3.22), which is re-
sponsible for the memory effect, formally differs from (3.5.31) only by a factor of
1/rD−4 (other than by the substitution (0) ↔ (D−4)), which makes it vanish on
I+. However, the corresponding symmetry transformation of the matter fields would
be δψ(u, r, xˆ) = i(D−4)(xˆ)/rD−4 + · · · , and hence would give rise to Ward identities
completely equivalent to (3.5.39), with the factors of 1/rD−4 canceling each other on
the two sides. This indicates that both the large gauge symmetry (3.5.6) and residual
symmetry (3.3.22), acting at Coulombic order, can be seen equally as consequences of
the validity of Weinberg’s soft theorem. This is also reflected in the observation that the
Fourier transform of the soft factor occurring in Weinberg’s theorem is strictly related
to the memory formulas [57].
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Part II.
Higher Spins
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4. Scalar Soft Theorems and Two-Form
Asymptotic Symmetries
We begin the part on higher spins with a chapter devoted to the scalar case. While
this may seem contradictory, one can be justified to do so on account of the structural
differences exhibited by this situation with respect to spin-one and spin-two theories,
which we have dealt with in the previous chapters. Such differences indeed allow one
to include the scalar case in the framework of “exotic” instances of asymptotic behavior.
A puzzling feature of theories containing massless scalar particles, as we will briefly
review in Section 4.1, is that they exhibit a nontrivial asymptotic structure at null infinity,
and in particular allow for the definition of soft charges that account for factorization
theorems, while on the other hand lacking any underlying gauge symmetry of which
such charges could be a manifestation. In Section 4.2 we propose a way in which this
puzzle can be addressed by appealing to the duality that, in four spacetime dimensions,
links the scalar field to a two-form gauge theory [81]. While consistent as far as the
matching between the scalar and two-form solution spaces is concerned, our choice of
working in the radial gauge does not allow for a fully satisfactory matching between the
scalar soft charges and nonvanishing two-form charges on I , as opposed to a similar
approach based on the Lorenz gauge [80] which we discuss in Section 4.3.
The reason for this shortcoming of the radial gauge can be traced back to the fact that,
in order to reach such a gauge, one may need perform a large gauge transformation. As
a consequence, this gauge freezes the asymptotic symmetries and effectively hides their
presence. In this respect, such a failure to highlight the correct asymptotic structure
of the two-form theory appears to be structurally different compared to the difficulties
arising in calculation of asymptotic symmetries in higher dimensions for spin-one the-
ories, which we discussed in the previous chapter. Indeed the latter can actually be
ascribed to the adoption of too-stringent falloff conditions, namely radiation falloffs for
D > 4, while the former seems an intrinsic problem of the gauge-fixing condition, i.e.
the radial gauge.
This phenomenon begs for a deeper understanding of the gauge dependence of the
nature of asymptotic symmetries or at least for a systematic criterion enabling one to
know a priori whether a given gauge-fixing is acceptable from the point of view of the
asymptotic analysis (see [152] for a recent proposal in this direction).
4.1. A Soft Theorem for Scalar Quanta
The derivation of soft theorems carried out in Chapter 2 admits a rather direct extension
to the case of a massless scalar mediator [78, 79, 18]. Indeed, a scattering amplitude
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involving, say, the emission of a very soft scalar will receive its leading contributions
from the diagrams inwhich the soft particle is attached to an external line, schematically:
... ...
= ... ...
+ · · ·
Such contributions take a factorized formanalogous toWeinberg’s leading soft theorem.
Explicitly, adopting the same notation employed in (2.1.25),
S0βα(q) ≈
1
(2pi)3/2
√
2|q|
[∑
n
ηngn
1
pn · q
]
Sβα , (4.1.1)
where gn denotes the coupling of the nth particle with themassless spin-zeromediator.
To leading order and at tree level, it is also possible to recast this identity for the emission
of a scalar particle in the form of a Ward identity for the corresponding Smatrix
Q+S− SQ− = 0 , (4.1.2)
with Q± suitable operators expressed in terms of creation and annihilation operators
of external physical quanta. As usual,Q± can be split into their hard partsQ±h and soft
parts Q±s .
Adopting theusual retardedBondi coordinates in four-dimensionalMinkowski space,
one can perform the standard asymptotic expansion for the free scalar field equation
ϕ = 0,
2
(
∂r +
1
r
)
∂uϕ =
(
∂r +
2
r
)
∂rϕ+
1
r2
∆ϕ , (4.1.3)
and verify that the falloff condition
ϕ(u, r, z, z¯) = b(u, z, z¯)/r+ o(1r ) (4.1.4)
satisfies (4.1.3) to leading order, thereby correctly highlighting the free propagating
mode b(u, z, z¯). The soft “scalar charges” can then be expressed in terms of themassless
scalar radiative mode as follows
Q+s =
∫
S2
b(u, z, z¯)Λ(z, z¯)γzz¯dzdz¯ , (4.1.5)
whereΛ(z, z¯) is an arbitrary function of the two angular coordinates z and z¯ on the unit
sphere while γzz¯ is the corresponding metric.
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4.2. Soft Scalar and Dual Two-Form Charges
The interpretation of the above Ward identity in terms of an underlying symmetry,
however, remained elusive for some time. Indeed, differently from the analogous
results holding for the case of soft particles with spin s > 1, which are the subject of
chapters 1, 2, 3 and 5, for the case of soft scalars it is not clear a priori what symmetry,
if any, could be underlying the conservation of the corresponding charges.
This puzzle was investigated in [80, 81], where it was conjectured that the scalar soft
chargesQ±s , in four spacetime dimensions, could be identifiedwith theNoether charges
associated to the large gauge symmetries of a two-form gauge field, to be interpreted as
propagating the same massless scalar degree of freedom, in a dual picture. According
to this scenario (4.1.2) would be naturally interpreted as the Ward identity arising from
the large gauge symmetry of a two-form field.
While this idea turned out to be essentially correct, the different gauges employed in
[80] and [81] determined relevant differences in the asymptotic behavior of the corre-
sponding charges, onwhichwe shall comment at the end of section 4.3. Before detailing
the procedure followed and the results obtained, let us add a few remarks on the general
perspective and the possible lessons that may be learned from this exploration.
The possibility to analyze the relation between asymptotic symmetries and soft the-
orems from the perspective of dual theories may be worth exploring in a number of
additional contexts. While already approached to some extent for the case of asymptotic
U(1) symmetries [153, 154] and supertranslations [155, 156, 157], in D = 4, it would be
interesting to reconsider from this vantage point the issue of higher-dimensional asymp-
totic symmetries for gravity and for higher spins. Some symmetries may be easier to
identify in a given dual description rather than in other, on-shell equivalent, pictures, a
possibility that is conceivable on account of the typically nonlocal relation that connects
two dual covariant descriptions of the same degrees of freedom. On the other hand,
one ought to keep in mind that dualities typically only hold at the free level, and hence
may only hold between asymptotic fields.
Coming back to soft scalars, let us also observe that, while the main focus here is on
the four-dimensional case, the very existence of analogous duality relations between
free massless scalars and (D − 2)-forms in D dimensions provides natural candidate
explanations for the corresponding soft scalar charges identified in any even D [79],
while also possibly indicating the existence of analogous results in odd dimensions as
well.
Let us also mention that factorization theorems involving soft scalars can actually be
derived, according to the strategy described at the beginning of Chapter 2, in a specific
class ofmodels characterized by spontaneously broken scale invariance [126, 127], where
the soft scalar is interpreted as the corresponding Goldstone boson.
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4.2.1. Asymptotic symmetries for two-form gauge fields
We consider the gauge field described by a two-form
B =
1
2
Babdx
a ∧ dxb , (4.2.1)
i.e. an antisymmetric rank-two tensor Bab = −Bba, subject to the reducible gauge
transformation δB = d, in components  = adxa and
δBab = ∂ab − ∂ba . (4.2.2)
In its turn, the one-formparameter is subject to the gauge-for-gauge symmetry δ = df,
i.e. δa = ∂af, where f is a scalar parameter. The gauge-invariant field strength is
H = dB, equivalently
Habc = ∂aBbc + ∂cBab + ∂bBca , (4.2.3)
while Lagrangian and equations of motion are given by
L = −
1
6
HabcH
abc , ∇aHabc = 0 , (4.2.4)
where the latter, in components of Bab, take the form
Bab +∇a∇cBbc −∇b∇cBac = 0 . (4.2.5)
Our goal in this section is to investigate the asymptotic symmetries of this theory,
much in the spirit of what we have done for the Maxwell theory and for (linearized)
gravity. The asymptotic analysis for p-formfieldswas actually already explored in [158],
but in the “critical dimension” in which radiation order O(r 2−D2 ) and Coulombic order
O(r2−D+p) coincide, namelyD = 2(p+1) , while here we need to investigate a different
situation where D = 4 and p = 2.
Adopting the standard retarded coordinates, we start by exploiting the gauge-for-
gauge symmetry to set r = 0, thus fixing the the scalar parameter f, up to an r-
independent but otherwise arbitrary function f(u, z, z¯). Then, we employ the gauge
transformations
δBru = ∂ru , δBri = ∂ri , (4.2.6)
to reach the “radial gauge”
Bru = 0 = Bri , (4.2.7)
where xi, with i = 1, 2, stand for z, z¯. This leaves a residual gauge freedom with
parameters u(u, z, z¯) and i(u, z, z¯), and the gauge-for-gauge redundancy f(u, z, z¯).
We may then further exploit the u-dependence of (u, z, z¯) to set u(u, z, z¯) = 0. The
result of this gauge-fixing strategy is the following: one is left with the gauge-field
components
Bui(u, r, z, z¯) , Bzz¯(u, r, z, z¯) , (4.2.8)
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while still keeping the residual gauge parameters
i(z, z¯) , (4.2.9)
together with the residual gauge-for-gauge symmetry encoded in
f(z, z¯) . (4.2.10)
Expanding the equations (4.2.5) in the above gauge yields
∂rD
jBju = 0 , (4.2.11)
∂2rBui +
1
r2
∂rD
jBij = 0 , (4.2.12)
∂u∂rBui −
1
r2
∂uD
jBij − ∂
2
rBui −
∆− 1
r2
Bui −
1
r2
DiD
jBju = 0 , (4.2.13)
2
(
∂r −
1
r
)
∂uBij −
∆
r2
Bij +
(
∂r −
2
r
)(
D[iBj]u − ∂rBij
)
−
1
r2
D[iD
lBj]l = 0 ,
(4.2.14)
where we recall that Di denotes the covariant derivative on the unit sphere and ∆ =
DiDi is the Laplacian on the unit sphere.
In order to impose consistent falloff conditions, we adopt two guiding criteria: we
consider field configurations that radiate a finite energy per unit time across any spher-
ical section Su of null infinity and we check compatibility with the free equations of
motion to leading order as r→∞.
Finiteness of the energy flux at infinity imposes that the limit
P (u) = lim
r→∞
∫
Su
γijγjkHuil(Hujk −Hrjk)r
−2dΩ (4.2.15)
be finite, hence indicating1 that both Bij and Buj should scale at most like r, as r→∞.
Equation (4.2.14) further suggests that Bij should scale precisely like r, thus saturating
the energy bound, so that the leading component of ∂uBij be unconstrained on-shell.
Indeed, we find that the free equations of motion are solved to leading order as r→∞
by
Bui = D
jCij log r+ · · · , Bij = rCij + · · · , (4.2.16)
where Cij(u, z, z¯) is an antisymmetric tensor on the sphere. In particular, this class
of asymptotic solutions highlights Czz¯ as the single on-shell propagating degree of
freedom carried by the two-form field being the only independent function of the
leading solution space. Moreover, it carries a finite amount of energy to null infinity,
P (u) =
∫
Su
γijγjk∂uCil∂uCjk dΩ , (4.2.17)
1Following the discussion of the previous chapter, it is worth keeping in mind that one may weaken
these radiation falloffs, if needed, provided one does so while still ensuring the finiteness of the gauge-
invariant quantity (5.5.5).
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as required.
The falloff conditions (4.2.16) are invariant under any gauge transformation (4.2.9),
which we thus identify as providing the set of residual symmetries of the theory. We
can compute the corresponding surface charge [36, 159, 101]
Q˜+ =
∮
Su
κurdzdz¯ , (4.2.18)
where the integration is performed on a sphere Su at fixed retarded time u and for a
large value of the radial coordinate r, while the Noether two-form [101] κab is given by
κab =
√
−gHbacc (4.2.19)
and hence satisfies
κur = r2γzz¯µH
µru = γzz¯ iγ
ijHjur = −γzz¯ iγ
ij∂rBuj . (4.2.20)
Making use of the equations of motion we can further rewrite the charge as follows
Q˜+ =
1
r
∮
Su
γijγlkDilCkj dΩ
=
1
r
∫
γzz¯(∂zz¯ − ∂z¯z)Czz¯ dzdz¯ .
(4.2.21)
4.2.2. Duality and scalar charges
A two-form gauge field Bµν inD = 4 is dual, on shell, to a scalar fieldϕ via the relation
∗dB = dϕ, or equivalently dB = ∗dϕ, where d is the exterior derivative and ∗ theHodge
dual2 in D = 4; in components,
1
2
r2 γzz¯ abcd ∂
aBbc = ∂dϕ (4.2.22)
or, equivalently,
Habc = r
2γzz¯abcd∂
dϕ . (4.2.23)
In fact, this duality corresponds to the identification between the singlet representation
• and the antisymmetric rank-2 form of SO(2), i.e. the little group formassless particles
2We recall that, given the p-form
α =
1
p! αa1···apdx
a1 ∧ · · ·∧ dxap ,
its Hodge dual is defined in terms of the metric tensor gab as
∗α =
√
−g
p!(D− p)! α
a1···apa1···apb1···bD−pdx
b1 ∧ · · ·∧ dxbD−p
with indices raised by gab.
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in D = 4. A remarkable, albeit elementary, feature of the above duality relation is that
it trades the equations of motion of ϕ for the Bianchi identities of B and vice-versa
d ∗ dϕ = dH = 0 , d ∗H = d2ϕ = 0 . (4.2.24)
This means that, if we find a two-form B that satisfies the duality, it must automatically
satisfy the equations of motion d ∗H = 0, which we can use to cross check the solution
obtained above.
In components, the duality relation yields
∂rBzz¯ = r
2γzz¯∂rϕ ,
∂rBuz = −∂zϕ ,
∂rBuz¯ = ∂z¯ϕ ,
∂uBzz¯ +D[zBz¯]u − ∂rBzz¯ = −r
2γzz¯∂uϕ .
(4.2.25)
Comparing with the falloffs for the two-form (4.2.16), we see that these equations are
compatible to leading order with the standard falloff condition for the massless scalar
ϕ(u, r, z, z¯) =
b(u, z, z¯)
r
+ · · · , (4.2.26)
which in particular satisfies the equation of motion ϕ = d ∗ dϕ = 0 identically to
leading order, provided one identifies
bγzz¯ = −Czz¯ . (4.2.27)
This relation furnishes the desired connection between the on-shell degree of freedom
Cij of the two-form field and the propagating component b of the massless scalar.
Equation (4.2.27) can be rewritten covariantly as Cij = ibΩij, whereΩ is the standard
symplectic form on the Euclidean sphere.
Let us now compare “charge” operators arising from scalar soft theorems [78]with the
surface charges given by two-form asymptotic symmetries (4.2.21), in order to connect
the former to the latter by means of the duality transformation. We recall that the soft
part of the scalar charges can be expressed as
Q+s =
∫
S2
b(u, z, z¯)Λ(z, z¯)γzz¯dzdz¯ , (4.2.28)
whereΛ(z, z¯) is an arbitrary function of the two angular coordinates. In view of (4.2.27),
we may identify
Q+s = rQ˜
+ , (4.2.29)
and correspondingly for the residual symmetry parameters
Λγzz¯ = ∂zz¯ − ∂z¯ z . (4.2.30)
To summarize, this picture leads to an identification between the propagating scalar
mode b(u, z, z¯) and the two-form physical degree of freedom Czz¯(u, z, z¯) as Czz¯ =
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−γzz¯b. On the other hand, the asymptotic charge for the two-form residual symmetry
takes the form
Q˜+ =
1
r
∫
S2
Czz¯γ
zz¯(∂zz¯ − ∂z¯z)dzdz¯ , (4.2.31)
and are conjectured to be dual to the scalar soft charges (4.2.28) by means of (4.2.29).
A puzzling, although not completely unfamiliar3 feature of the identification is the
fact that, while Q+s is nontrivial on I+, i.e. even after performing the limit r→∞, our
two-form charge Q˜+ vanishes in the large-r limit. This seems to be a consequence of
the fact that, in radial gauge, symmetry parameters are not allowed to grow with r, and
hence are unable to compensate for the falloff ∂rBui ∼ 1/r.
Indeed, in order to avoid this shortcoming, one could try relaxing some of the restric-
tion that have been imposed on the gauge parameter r by means of gauge-for-gauge
transformations. That is, one could still impose the radial gauge Bar = 0, allowing
however for a generic a satisfying ∂[ra] = 0. In fact, the matching condition (4.2.23)
between the field strength of the two-form theory and the on-shell scalar is gauge
invariant and can be substituted into (4.2.19) to obtain the charge
Q˜+ =
1
r
∫
(∂z¯z − ∂zz¯)bdzdz¯ , (4.2.32)
whose value on I+ is nonzero provided that i scales like O(r). However, upon per-
forming the asymptotic expansion for a, the condition that radial gauge be preserved
imposes
∂[ri] = 0 =⇒ (1)i = ∂i(0)r , (4.2.33)
which spoils the order O(r0) of above charge.
Another possible way out of this inconvenience could be to add terms of the type
∂zf(z) r , ∂z¯g(z¯) r , (4.2.34)
to the two-form components Buz, Buz¯ respectively. These terms are indeed allowed by
the leading equations of motion and give no contribution to the energy flux at infinity.
These new terms would give rise to the modified charge∫ [
z∂z¯g(z¯) + z¯∂zf(z)
]
dzdz¯−
1
r
∫
γzz¯(∂zz¯ − ∂z¯z)Czz¯ dzdz¯ , (4.2.35)
which no longer goes to zero as r→∞. On the other hand, in this limit, it appears to be-
come independent of the physical degree of freedomCzz¯ and, in the dual interpretation,
of the radiativemode b of themassless scalar. Indeed, the f(z) and g(z¯), appearing in the
first termof (4.2.35), are relatedbyduality to a scalar fieldϕ(u, r, z, z¯) = −f(z)+g(z¯)+· · · ,
which is static to leading order as r→∞.
3See e.g. [58, 135, 160], where charges depending on some inverse power of the radial coordinate were
considered and interpreted as connecting asymptotic symmetries to soft theorems. Asymptotically
vanishing surface charges were also encountered in the previous chapter, in connection with residual
symmetries associated with memory effects in even dimensions.
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The terms (4.2.34) admit a natural interpretation if one phrases the problem of study-
ing the two-form falloffs in a spacetime of generic dimension D. In this setup, the
asymptotic analysis of the equations of motion highlights two classes or “branches” of
solutions: denoting by xi coordinates on the celestial (D−2)-sphere, one has a radiation
branch
Bui =
2
4−D
Ui(u, x
k) r(4−D)/2 + · · · , Bij = Cij(u, xk) r(6−D)/2 + · · · , (4.2.36)
subject to Ui = DjCij (unless D = 6, in which case only ∂uUi = ∂uDjCij need be
imposed) and a Coulomb-like branch
Bui = U˜i(x
k)r5−D + · · · , Bij = 1
D− 4
C˜ij(u, x
k)r5−D + · · · , (4.2.37)
where ∂uC˜ij = D[iU˜j] and (D − 5)DjU˜j = 0. Solutions of the first type give rise to
nonzero energy flux across sections of null infinity, P(u) 6= 0, and only give vanishing
contributions to the (global) charges as r → ∞. The second class, on the other hand,
does not contribute to the energy flux, while giving nonzero contributions to charge
integrals. In D = 4, the above expressions exhibit singularities and (4.2.36) reduces to
(4.2.16), while (4.2.37) gives rise to (4.2.34).
The scalar radiative mode b, in four dimensions, appears thus to be dual to the
a radiation solution for its two-form counterpart. From this observation, it appears
natural that its soft chargemay be dual to an asymptotically vanishing two-form charge.
4.3. Lorenz Gauge Approach
A similar logic can be employed, with minor modifications, to discuss the problem at
stake in the Lorenz gauge [80]. The main advantage of this choice, as opposed to radial
gauge employed above, is that it allows for the presence of a finite nonzero asymptotic
charge.
One starts from the duality condition H = ∗dϕ, namely (4.2.23), which affords
Hurz = −
∂zb
r
+ · · · ,
Hurz¯ =
∂z¯b
r
+ · · · ,
Huzz¯ = rγzz¯∂ub+ · · · ,
Hrzz¯ = γzz¯b+ · · · ,
(4.3.1)
upon substituting the asymptotics (4.2.26) for the scalar field. One then looks for a two-
form Bab satisfying ∇aBab = 0 whose field strength respects (4.3.1). This is achieved
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to leading order by
Bij = rB
(−1)
ij (u, z, z¯) + · · · ,
Bui = B
(0)
ui (u, z, z¯) + · · · ,
Bri = B
(0)
ri (z, z¯) +
1
r
B
(1)
ri (u, z, z¯) + · · · ,
Bur =
1
r
D · B(0)r (z, z¯) + · · · ,
(4.3.2)
provided
B
(−1)
zz¯ + ∂[zB
(0)
z¯]r = γzz¯b (4.3.3)
and
∂uB
(1)
rz + ∂zD · B(0)r = γzz¯∂zb , ∂uB(1)rz¯ + ∂z¯D · B(0)r = −γzz¯∂z¯b . (4.3.4)
Residual symmetries can be parametrized by closed two-forms α such that dα = 0 and
∇aαab = 0, which also respect the falloffs (4.3.2). These conditions are solved to leading
order by
αij = r∂[iα
(0)
j]r (z, z¯) + · · · ,
αui = α
(0)
ui (u, z, z¯) + · · · ,
αri = α
(0)
ri (z, z¯) +
1
r
α
(1)
ri (u, z, z¯) + · · · ,
αur =
1
r
D · α(0)r (z, z¯) + · · · ,
(4.3.5)
subject to
∂uα
(1)
ri + ∂iD · α(0)r = 0 . (4.3.6)
Then, the expression for the charge obtained in (4.2.32) immediately yields
Q˜+ =
∫
∂[iα
(0)
j]r (z, z¯)b(u, z, z¯)dzdz¯ . (4.3.7)
While this result indeed provides a more satisfactory answer to our initial question
compared to the one we obtained in the radial gauge, since it allows for a matching
between the soft scalar charges and nonvanishing two-form asymptotic charges, it shows
that the calculation of asymptotic symmetries may be strongly influenced not only by
the choice of falloffs, as already highlighted by the higher-dimensional spin-one and
spin-two theories, but also by the more basic choice of gauge fixing. In this setup, the
radial gauge effectively trivializes the asymptotic symmetries, by forbidding nontrivial
αir ∼ O(1), and hence hides the presence of finite soft charges. One may interpret this
fact by observing that reaching radial gauge from a generic field configuration (before
gauge fixing) may involve a large gauge transformation and, therefore, that such a gauge
choice is not feasible if one wants to have control on the full structure of asymptotic
symmetries.
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5. Asymptotic Symmetries of Higher Spins
The discussion of the preceding chapters allowed us to exhibit a link between asymp-
totic symmetries and soft theorems in the context of electrodynamics, Yang-Mills theory,
gravity and, maybe less directly, in the case of scalar field theories and their duals. In
these cases, the spin of the boson mediator of the interaction was thus respectively 1,
2 and 0. The goal of this chapter is to extend this type of analysis to theories contain-
ing a spin-s gauge boson, namely a massless particle carrying a kind of generalized
electromagnetic/gravitational force, with arbitrary integer s [82, 83, 77].
The interest in this type of theories derives primarily from the analysis of the string
theory spectrum of elementary excitations, which contains particles with arbitrary inte-
ger spin and with mass proportional to the string tension. In order to better understand
the properties of these excitations in themassless limit, which is conjectured to be linked
to a suitably-defined tensionless limit of the string, it is natural and worthwhile to try
to set up a purely field-theoretical description for them, i.e. a higher-spin gauge theory.
Such theories admit a consistent Lagrangian formulation on maximally symmetric
backgrounds up to the level of cubic vertices. The possibility to construct a Lagrangian
to all order in the vertices is subject to notorious obstructions of both technical and
conceptual nature, in particular to a conflict with locality. On the other hand, the
fully nonlinear construction of Vasiliev [61] (see [62, 64] for reviews) does not admit
Minkowski spacetime among its vacuumsolutions. Still, aswe stressed in ourdiscussion
of the lower-spin cases, onemay expect that the linear theory [161, 162] already contains
salient features related to the asymptotic symmetry transformations.
In our analysis, we will thus propose a definition for the notion of asymptotic sym-
metries of a free spin-s field theory on Minkowski background coupled to a suitable
external source, representing unspecified nondynamical matter. As we shall see, in four
spacetime dimensions, these asymptotic symmetries on the one hand give rise to Ward
identities and allow us to make contact with the corresponding Weinberg theorem,
while on the other hand they display a structure which can be regarded as interest-
ing per se and in relation with the conjectured existence of an underlying non-Abelian
higher-spin algebra.
5.1. A Bondi-like Gauge
As repeatedly stressed, the first point we need to address, while attempting to define
asymptotic symmetries in a given gauge theory, is the assignment of a suitable set of
gauge-fixing conditions and falloff conditions on the gauge fields. Before tackling this
issue, we will recall the basic definitions for a free spin-s gauge theory in the Fronsdal
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formulation [161] (see also [163] for a review).
5.1.1. Fronsdal formulation
A spin-three gauge field is described kinematically by a tensor ϕµνρ that is completely
symmetric in its indices and is subject to the gauge transformation (we adopt here
Cartesian coordinates xµ for simplicity)
δϕµνρ = ∂µνρ + ∂νρµ + ∂ρµν , (5.1.1)
where the gauge parameter µν is symmetric in its two indices and has vanishing trace,
ηµνµν = 0 . (5.1.2)
Notice that,while eq. (5.1.1) is just thenatural generalizationof thegauge transformation
hµν 7→ hµν + ∂µξν + ∂νξµ for a linearized metric perturbation, the trace constraint
constitutes a novel feature.
In the following, we will often use a shorthand notation to denote symmetrization
and contraction of indices. A round bracket enclosing a set of indices denotes their (un-
weighted) symmetrization obtained by the least possible number of terms: for instance,
A(µν) = Aµν +Aνµ (5.1.3)
if A is generic rank-two tensor, while
P(µPν) = PµPν , (5.1.4)
if [Pµ, Pν] = 0. A “prime” symbol denotes a trace, e.g. ϕ ′ρ = ηµνϕµνρ. With these
conventions, the spin-three gauge symmetry can be expressed as
δϕµνρ = ∂(µνρ) , 
′ = 0 . (5.1.5)
Finally, a divergence, namely a contraction between a derivative and an index of the
tensor on which the derivative acts, is denoted by a “dot”, for example ∂ · ϕµν =
ησρ∂σϕµνρ.
The dynamics for a spin-three field freely propagating in D spacetime dimensions,
coupled to an external source, can be defined by means of the gauge-invariant action
S =
∫
LdDx,
L =
1
2
Eµνρϕµνρ − J
µνρϕµνρ , (5.1.6)
where the Eµνρ is given by
Eµνρ = Fµνρ −
1
2
η(µνF ′ρ) (5.1.7)
and Fµνρ, also called the Fronsdal tensor, is defined as
Fµνρ = ϕµνρ − ∂(µ∂ ·ϕνρ) + ∂(µ∂νϕ ′ρ) . (5.1.8)
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The symmetric tensor Jµνρ defines the external source and it is subject to the local
conservation condition
∂ · Jµν − 1
D
ηµν∂ · J ′ = 0 , (5.1.9)
where on the left-hand side we recognize the traceless projection of ∂ · Jµν.
In order to handle symmetric tensors with an arbitrary number of indices, it is some-
times useful to introduce a more abstract notation in which all spacetime indices are
implicit [164]. In which case, the last three equations take the compact form
E = F −
1
2
ηF ′ , F = ϕ− ∂∂ ·ϕ+ ∂2ϕ ′ , ∂ · J− 1
D
η∂ · J ′ = 0 . (5.1.10)
We will not, however, employ this notation extensively in the following.
The equations of motion obtained from the variation of the action (5.1.6) are
Eµνρ = Jµνρ . (5.1.11)
Under a gauge transformation, the Fronsdal tensor transforms into
δF
µνρ = 3∂µ∂ν∂ρ
′ , (5.1.12)
and the last term vanishes by the constraint  ′ = 0. This is is sufficient, for spin three,
in order to prove the gauge invariance of the equations of motion.
Since this is needed for the evaluation of the Noether charge, let us explicitly verify,
as an exercise, the gauge invariance of the Fronsdal action. The trace of F is given by
F ′ρ = 2ϕ ′ρ − 2∂ · ∂ ·ϕρ + ∂ρ∂ ·ϕ ′, while the E tensor satisfies the following identities,
∂ρE
µνρ = −
1
2
ηµν∂ · F ′ , (5.1.13)
which may be regarded as an “anomalous” analog of the (linearized) Bianchi identities,
due to the nonzero term on the right-hand side. Therefore, employing the identity
(5.1.13),
1
2
δ(E
µνρϕµνρ) =
3
2
Eµνρ∂µνρ =
3
2
∂µ (E
µνρνρ) +
3
4
∂ · F ′ ′ , (5.1.14)
which is a boundary term plus a contribution that vanishes by the constraint  ′ = 0.
For the source term we have
−δ(J
µνρϕµνρ) = −3∂µ (J
µνρνρ) , (5.1.15)
by the traceless conservation condition (5.1.9). Thus,
δL = −
3
2
∂µ(E
µνρνρ) , (5.1.16)
so that the action is indeed invariant, up to a boundary term. The standard Noether
current is then given by
jµ =
∂L
∂ϕραβ,µν
δϕραβ,ν − ∂ν
∂L
∂ϕραβ,µν
δϕραβ +
3
2
∂µ(E
µνρνρ) , (5.1.17)
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where, in compact notation,1
δL
δϕ,µν
=
1
2
{
ηµνϕ−
1
2
(ηµϕν + ηνϕµ) + ηϕµν − ηµνϕ ′η
+
1
2
(
ηµηνϕ ′ + ηνηµϕ ′
)
−
1
4
(
ϕ ′µηνη+ϕ ′νηµη
)}
.
(5.1.18)
The formulation outlined in this section for a spin-three field can be extended to any
integer spin s. In particular, equations (5.1.10) hold for arbitrary s, the action is given
by S =
∫
LdDx,
L =
1
2
Eµ1···µsϕµ1···µs + J
µ1···µsϕµ1···µs (5.1.19)
and the gauge transformation is given by δϕµ1···µs = ∂(µ1µ2···µs) (or δϕ = ∂ in
compact notation). An important technical point is that the consistency of the theory
requires the field to be doubly traceless for spin four or higher, namelyϕ ′′ = 0, together
with J ′′ = 0. Once this point is taken into account, the equations of the theory take
the form (5.1.10) for any s. As far as the corresponding Noether current is concerned,
(5.1.18) and the obvious generalization of (5.1.17) remain valid for any spin.
Alternatively, one may employ the Maxwell-like formulation of free higher spins
[162, 165]. In this approach, the trace constraint for the gauge parameter  is traded
for the transversality condition ∂ ·  = 0, while trace constraints may or may not be
enforced, depending on the type of spectrum that one wishes to describe. It should be
noted that the conditions we are going to impose on the gauge fields in the next section
effectively make the two frameworks not just equivalent but actually identical as far as
the asymptotic analysis is concerned.
5.1.2. Boundary conditions
In analogy with the lower-spin cases, we propose the following set of gauge-fixing
and falloff conditions for a spin-three field, focusing for the moment on the case of
four spacetime dimensions. Employing the usual retarded Bondi coordinates, with
stereographic coordinates on the sphere (1.1.27), we impose
ϕrab = 0 = ϕazz¯ , (5.1.20)
for any a, b, together with the conditions that the normalized field components, namely
ϕuuu ,
ϕuuz
r
,
ϕuzz
r2
,
ϕzzz
r3
(5.1.21)
(and similarly for z ↔ z¯), scale asymptotically as O(r−1) as r → ∞ for fixed u. These
conditions provide a natural generalization of the radial gauge Ar = 0 of Maxwell’s
theory and the (sharp) Bondi gauge adopted in the discussion of asymptotic symmetries
1I am grateful to Dario Francia for sharing his unpublished notes on higher-spin conserved currents.
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of asymptotically flat spaces, as we have seen in Chapter 1. Notice that, in the chosen
coordinates,
ϕ ′a = −2ϕura +ϕrra +
2
r2γzz¯
ϕzz¯a , (5.1.22)
so the trace of the field is identically zero in view of the conditions (5.1.20).
In the case of a spin-s field, we impose the analogous conditions
ϕra2···as = 0 = ϕzz¯a3···as ,
ϕuu···uzz···z
rd
= O(r−1) , (5.1.23)
where d denotes the number of z indices appearing in the last formula, and analogously
for z ↔ z¯. In the following, we shall refer to this set of conditions as the “Bondi-like
gauge”.
As a first consistency check, it is worthwhile to calculate the flux of energy carried by
a spin-s field as measured on a sphere Su at large radius r and fixed retarded time u.
The expression for this quantity in Bondi-like gauge takes the following form:
P(u) =
∮
Su
(γzz¯)
−s∂uϕzz···z∂uϕz¯z¯···z¯ γzz¯dzdz¯ . (5.1.24)
This is generically nonvanishing and, most importantly, finite, even in the large-r limit,
thus providing support to the choice of the conditions (5.1.23).
Another important consistency check that needs to be performed on the Bondi-like
gauge conditions is their compatibility with the (free) equations of motion as r → ∞.
This ensures that the leading field components indeed specify the free boundary data
associated to radiation and charge measurements performed near null infinity.
Let us elaborate on this point, focusing for the moment on the spin-three case. Im-
posing ϕabr = 0 and ϕzz¯r = 0, the equations of motion take the form
Fabc = ϕabc −∇(a∇ ·ϕbc) = 0 . (5.1.25)
Now, Frrr = 0 is identically solved, and similarly for Fazz¯ = 0. From Fuur = 0we have
2
r2
ϕuuu + 2 ∂r
(ϕuuu
r
)
+ ∂2rϕuuu −
2
r2
(
Dzϕzuu +D
z¯ϕz¯uu
)
− ∂r
[
1
r2
(Dzϕzuu +D
z¯ϕz¯uu)
]
= 0 ,
(5.1.26)
and expanding ϕuuu = B rα, ϕzuu = Uz rβ, with β = α+ 1, to leading order we have
(α+ 1)
[
αB− (DzUz +D
z¯Uz¯)
]
= 0 . (5.1.27)
By comparison with Fuuu = 0, which reads
4
r
∂uϕuuu + ∂u∂rϕuuu −
3
r2
(
Dzϕzuu +D
z¯ϕz¯uu
)
= 0 , (5.1.28)
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and yields, upon expansion,
(α+ 4)∂uB− 3 ∂u(D
zUz +D
z¯Uz¯) = 0 , (5.1.29)
we have two possible behaviors: a “growing mode” α = 2, β = 3 and a “decaying
mode” α = −1, β = 0. We choose the latter, obtaining ϕuuu = B/r and ϕzuu = Uz,
together with the additional condition
∂uB = ∂u
(
DzUz +D
z¯Uz¯
)
. (5.1.30)
From Fzur = 0, we have
−
2
r3
Dzϕzzu +
4
r2
ϕzuu +
(
∂r −
2
r
)(
∂rϕzuu +
2
r
ϕzuu −
1
r2
Dzϕzzu
)
= 0 . (5.1.31)
Which is solved by setting ϕzzu = rCzz, where
Uz =
1
2
DzCzz . (5.1.32)
Finally, from Fzzr = 0, we have
−
2
r3
Dzϕzzz +
6
r2
ϕzzu −
(
∂r −
4
r
)(
1
r2
Dzϕzzz −
2
r
ϕzzu − ∂rϕzzu
)
= 0 , (5.1.33)
which is solved by setting ϕzzz = Bzzz r2, with
Czz =
1
3
DzBzzz . (5.1.34)
This completes the consistency check for the spin-three Bondi-like gauge against the
equations of motion, since the number of independent equations in four spacetime
dimensions is 10, owing to the Bianchi identities. To summarize, in the Bondi-like
gauge, the nonvanishing field components read, to leading order in r,
ϕuuu =
B
r
, ϕuuz = Uz , ϕuzz = rCzz , ϕzzz = r
2Bzzz , (5.1.35)
and are subject to the constraints (5.1.30), (5.1.32) and (5.1.34).
The consistency of the Bondi-like gauge for the generic spin-s case can be checked in
a similar manner, which we now sketch. The equations of the form
Frra1···as−2 = 0 (5.1.36)
are identically solved once we choose ϕra1···as−1 = 0 and ϕzz¯a1···as−2 = 0. The equa-
tions Fru···u = 0, Fuu···u = 0 and Fru···uz = 0 have the same form as the analogous
equations of the spin-three case obtained by removing s − 3 indices u from them,
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the technical reason being that the connection coefficients Γabu vanish identically. The
equation Fru···uz···z = 0 with a given number 1 < d < s of z indices reads explicitly
2
r3
Dzϕzd+1us−d−1 −
2(d+ 1)
r2
ϕzdus−d
−
(
∂r −
d+ 2
r
)(
∂rϕzdus−d −
1
r2
Dzϕzd+1us−d−z +
2
r
ϕzdus−d
)
= 0 ,
(5.1.37)
where for brevity ϕzdus−d denotes ϕu···uz···z with d indices z and s − d indices u.
Altogether these equations impose
ϕzdus−d = Bzd r
d−1 , (5.1.38)
where the tensors Bzd have to satisfy
Bd =
1
d+ 1
DzBzd+1 , (5.1.39)
whereas the other equations are identically satisfied to leading order.
5.2. Higher-Spin Supertranslations and Superrotations
We now turn to the illustration of the asymptotic symmetries of higher spins in four
dimensions. These are determined as the large gauge symmetries that leave the Bondi-
like gauge (5.1.23) invariant, namely, restricting for the moment to spin three, as the
solutions of the asymptotic Killing tensor equations δϕrab = 0 = δϕzz¯a,
δϕuuu = O(r
−1) , δϕuuz = O(r
0) , δϕuzz = O(r
1) , δϕzzz = O(r
2) .
(5.2.1)
5.2.1. A higher-spin analog of supertranslations
To begin with, we shall restrict to the case of gauge parameters that do not depend
on retarded time. Then, the answer is provided by the following family of tensors,
parameterized by the arbitrary function T(z, z¯):
abdx
adxb = −
(
3
4
T +DzDzT +
1
4
(DzDz)
2T
)
du2 − 2
(
3
4
T +
1
4
DzDzT
)
dudr
− 2r
(
3
4
DzT +
1
4
D2zD
zT
)
dudz− 2r
(
3
4
Dz¯T +
1
4
D2z¯D
z¯T
)
dudz¯− Tdr2
− r (DzTdz+Dz¯Tdz¯)dr−
r2
2
(
D2zTdz
2 +D2z¯Tdz¯
2
)
−
r2
2
γzz¯ (T +D
zDzT)dzdz¯ .
(5.2.2)
We refer to Appendix B.1 for the details of this derivation.
Note that the corresponding contravariant tensor on I+ is given by
ab∂a∂b = − T(z, z¯)∂
2
u , (5.2.3)
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so that this residual symmetry indeed furnishes a spin-three generalization of the or-
dinary gravitational supertranslation symmetry ξa∂a = T(z, z¯)∂u. The nonvanishing
gauge variations generated by (5.2.2) are:
δϕuuz = −Dz
(
3
4
T +DzDzT +
1
4
(DzDz)
2T
)
, (5.2.4a)
δϕuzz = −
r
2
D2z (3 T +D
zDzT) , (5.2.4b)
δϕzzz = −
3
2
r2D3zT , (5.2.4c)
together with their conjugates.
Moving on to arbitrary spins, we must look for spin-s gauge transformations that
leave invariant our Bondi-like gauge, as summarized by
ϕras−1 = 0 = ϕzz¯as−2 (5.2.5)
and
ϕus−dzd = r
d−1Bzd(u, z, z¯) , (5.2.6)
where we have adopted the following multi-index notation, which will be understood
from now on for symmetrized indices [166]: a subscript attached to a spacetime index
indicates the number of times that type of index appears. For instance, for a spin-five
field,
ϕu2z3 = ϕuuzzz , ϕua4 = ϕuabcd . (5.2.7)
As already remarked, the Bondi-like gauge conditions actually imply that the field is
traceless.
The solutions to the asymptotic Killing tensor condition may be conveniently labeled
by the following numbers:
• the number p of “u” indices appearing,
• the number d of “z” indices appearing without z¯ counterpart,
• the number c of pairs “zz¯”, counted ignoring their order.
Assuming a power-law dependence on r, the residual gauge symmetries that do not
depend on u admit then the following parametrization:
upzd =−
rdDdz Tp(z, z¯)∏d
k=1(s− p− k)
, (5.2.8)
upzd+c+1z¯c+1 =−
r2
2
γzz¯
(
upzd+cz¯c − 2 up+1zd+cz¯c
)
, (5.2.9)
where Tp(z, z¯) for p = 0, . . . , s− 1 is a set of angular functions satisfying
Tp+1 =
s− p
s[s− (p+ 1)]
Tp +
1
[s− (p+ 1)]2
DzDzTp . (5.2.10)
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The details of this derivation are available in [82].
We thus note that the Tp are actually determined recursively in terms of only one
angular function T0(z, z¯) ≡ T(z, z¯). The corresponding, nonvanishing, gauge variations
are, for s = p+ d,
δϕupzd = dDzupzd−z = −
d rd−1Ddz Tp∏d−1
k=1(s− p− k)
. (5.2.11)
This concludes the presentations of the set of “higher-spin supertranslations”, namely
those asymptotic symmetries whose parameters do not depend on retarded time. To
summarize, we have seen that they can be parametrized by a single angular function
T(z, z¯), in analogy with gravitational supertranslations and spin-one asymptotic sym-
metries. As we shall see in the next section, these symmetries will play a distinguished
role in connection with the leading soft theorem. Furthermore, their identification as
the proper higher-spin analogs of gravitational supertranslationswill receive additional
support in the analysis of the general solution to the asymptotic Killing equation, which
we now turn to describe.
5.2.2. Higher-spin superrotations and more
In the remainder of this section, we shall explore the full set of asymptotic symmetries
in the case of spin three. From now on, wewill adopt the notation xi for generic angular
coordinates on the celestial sphere, in terms of which the Bondi-like gauge conditions
take the form:
ϕrab = 0 , γ
ijϕija = 0 , (5.2.12)
together with the requirement that the normalized field components
ϕuuu ,
ϕuui
r
,
ϕuij
r2
,
ϕijk
r3
(5.2.13)
scale as O(r−1) near future null infinity. As we have already seen in Chapter 3, this
“more covariant” notation is better suited to the generalization of the present discussion
to a higher-dimensional context. In fact, with this notation, it is easy and worthwhile to
solve the asymptotic Killing equation dictated by requirement that (5.2.12) and (5.2.13)
be preserved for a generic spacetime dimension
D = n+ 2 , (5.2.14)
i.e. when the coordinates xi take n values, i = 1, 2,. . ., n. However, one should keep in
mind that (5.2.12) and (5.2.13) providefinite energyflux and specify consistent boundary
data for the dynamical problem only when D = 4, namely n = 2.
Keeping inmind these considerations, let us quote here the solution to the asymptotic
Killing equation and to the trace constraint ηabab = 0, whose derivation is detailed in
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Appendix B.1:
rr =
u2D ·D · K
(n+ 1)(n+ 2)
−
2u
n+ 1
D · ρ+ T ,
ur = −
urD ·D · K
(n+ 1)(n+ 2)
+
r
n+ 1
D · ρ− u[∆+ 2(n+ 1)]
(n+ 1)(n+ 2)
D · ρ+ ∆+ 2(n+ 1)
2(n+ 2)
T ,
uu =
r2D ·D · K
(n+ 1)(n+ 2)
+
2r [∆+ 2(n+ 1)]
(n+ 1)(n+ 2)
D · ρ+ (∆+ n)[∆+ 2(n+ 1)]
2n(n+ 2)
T ,
ri = −
ur2D · Ki
n+ 2
+ r2ρi +
u2rDiD ·D · K
2(n+ 1)(n+ 2)
−
ur
n+ 1
DiD · ρ+ r
2
DiT ,
ui =
r3
n+ 2
D · Ki − ur
2DiD ·D · K
2(n+ 1)(n+ 2)
+
r2
n+ 2
[
n
n+ 1
DiD · ρ+ (∆+ 2n+ 1)ρi
]
−
ur
(n+ 1)(n+ 2)
Di[∆+ 2(n+ 1)]D · ρ+ r
2(n+ 2)
[∆+ 2(n+ 1)]T ,
ij = r
4Kij −
ur3
n+ 2
[
D(iD · Kj) −
2γij
n+ 1
D ·D · K
]
+ r3
[
D(iρj) −
2γij
n+ 1
D · ρ
]
+
u2r2
2(n+ 1)(n+ 2)
(DiDj + 2γij)D ·D · K
−
ur2
n+ 1
[
DiDj −
γij
n+ 2
(∆− 2)
]
D · ρ+ r
2
2
[
DiDj −
γij
n+ 2
(∆− 2)
]
T ,
(5.2.15)
while the corresponding nonvanishing symmetry variations read
δϕuui =
1
2n(n+ 2)
Di(∆+ n)[∆+ 2(n+ 1)]T ,
δϕuij = −
2ur
(n+ 2)(n+ 2)
(DiDj + γij)[∆+ 2(n+ 1)]D · ρ
+
r
n+ 2
(
DiDj −
1
nγij∆
)
[∆+ 2(n+ 1)]T ,
δϕijk =
u2r2
2(n+ 1)(n+ 2)
[
D(iDjDk) + 4γ(ijDk)
]
D ·D · K
−
ur2
d+ 1
[
D(iDjDk) −
1
n+ 2
γ(ijDk)[3∆+ 2(n− 1)]
]
D · ρ
+
r2
2
[
D(iDjDk) −
1
n+ 2
γ(ijDk)[3∆+ 2(n− 1)]
]
T .
(5.2.16)
The key-point is that the full residual symmetry is parameterized by the tensors
T(xk) , ρi(xk) , Kij(xk) , (5.2.17)
defined on the celestial sphere, bound to satisfy a set of constraints that we now turn to
illustrate and interpret.
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The function T(xi) is completely arbitrary and specifies the family of asymptotic
symmetries we have already identified as spin-three supertranslations above. Further-
more, the subset of these transformations that do not change the field, i.e. spin-three
translations, is characterized by the equation (see Appendix B.2)
D(iDjDk)T −
1
n+ 2
γ(ij
[
Dk)∆T + 2∆Dk)T
]
= 0 , (5.2.18)
whose solutions are given by the spherical harmonics (see Appendix A) with l =
0, 1, 2. The solution space thus contains 1 + (n + 1) +
[
(n+2)(n+1)
2 − 1
]
=
(n+1)(n+4)
2
independent solutions.
If we want to provide a tentative interpretation of this kind of symmetry in terms of
generators of an underlying algebra, if any, we may draw the following analogy. In the
case of the BMS algebra, which can be viewed as an infinite-dimensional enhancement
of the Poincaré algebra, supertranslations arise as an enlarged version of translation
symmetry, associated to the Poincaré generator Pµ. In the spin-three case, it is then
natural to interpret these generalized supertranslations as the asymptotic symmetry
analog of the exactKilling symmetry corresponding to the traceless projection ofP(µPν).
Indeed, the number of these generators, (n+2)(n+3)2 − 1 =
(n+1)(n+4)
2 , matches the
number of independent solutions of (5.2.18): in particular, 9 generators in the relevant
case of four dimensions.
Turning our attention to the other tensors identified in (5.2.17), let us observe that the
tensor Kij(xk)must have vanishing trace
γijKij = 0 (5.2.19)
and must satisfy the conformal Killing tensor equation
D(iKjk) −
2
n+ 2
γ(ijD · Kk) = 0 . (5.2.20)
These equations take the followingparticularly simple form in stereographic coordinates
z, z¯ in four spacetime dimensions
Kzz¯ = 0 , ∂z¯K
zz = 0 , ∂zK
z¯z¯ = 0 , (5.2.21)
and hence locally admit two infinite-dimensional family of solutions expressed as holo-
morphic and anti-holomorphic functions
Kzz¯ = 0 , Kzz = K(z) , Kz¯z¯ = K˜(z¯) . (5.2.22)
Thus, these tensors are the natural spin-three analogs of the conformal Killing vectors
parametrizing ordinary gravitational superrotations, which correspond to the enhance-
ment of rotations and boosts generated by Mµν at the level of finite transformations.
This identification as spin-three superrotations can be further supported by counting
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the number of independent global solutions to equation (5.2.20). Consider for instance
the Laurent expansion of K = Kzz∂2z near z = 0
Kzz∂2z = K(z)∂
2
z =
∑
n∈Z
Knz
n∂2z . (5.2.23)
For this tensor to be regular, we need to restrict the sum to nonnegative values of n,
namely Kn = 0 for n 6 −1. Performing now the change of variable z = 1/w, we have
Kzz∂2z =
∑
n∈Z
Knw
4−n∂2w , (5.2.24)
from which Kn = 0 for n > 5 by regularity near w = 0. This leaves us with five
independent coefficients K0, K1, K2, K3, K4, plus the additional five arising from the
anti-holomorphic sector K˜0, K˜1, K˜2, K˜3, K˜4 and hence a total of ten independent global
spin-three superrotations. This is precisely the number of components of the traceless
projectionofMµ(νMρ)σ, the generators of the exact spin-threeKilling symmetries corre-
sponding to the (traceless projections of symmetrized) products of two rotations/boosts.
Finally, the vector ρi must satisfy
D(iDjρk) −
2
n+ 2
[
γ(ij∆ρk) + γ(ij{Dk), Dl}ρl
]
= 0 , (5.2.25)
where the curly brackets denote the anti-commutator. Again, going to stereographic
coordinates z, z¯ in four spacetime dimensions allows us to recast this equation in the
form
∂z¯(γ
zz¯∂z¯ρ
z) = 0 , ∂z(γ
zz¯∂zρ
z¯) = 0 , (5.2.26)
which admits solutions expressed in terms of holomorphic and anti-holomorphic func-
tions
ρz = a(z)∂zK(z, z¯) + b(z) , ρ
z¯ = a˜(z¯)∂z¯K(z, z¯) + b˜(z¯) , (5.2.27)
where K(z, z¯) is a Kähler potential for the metric on the unit sphere, e.g. K(z, z¯) =
2 log(1 + zz¯). We may identify this infinite-dimensional family as the one correspond-
ing to “mixed” supertranslations/superrotations, namely the infinite-dimensional en-
hancement of the symmetries generated by the traceless part of P(µMν)ρ. Indeed, the
number of independent generators of this form is 16, while on the other hand
ρz∂z =
[
a(z)
2z
1+ zz¯
+ b(z)
]
∂z =
∑
n∈Z
[
2anz
n+1
1+ zz¯
+ bnz
n
]
∂z
= −
∑
n∈Z
[
2anw
2−nw¯
1+ww¯
+ bnw
2−n
]
∂w
(5.2.28)
so that the global regularity of ρ allows for a−1, a0, a1, a2, a3, b0, b1 and b2, together
with the corresponding anti-holomorphic coefficients: precisely 16 independent global
transformations.
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To summarize, we have identified three families of spin-three asymptotic symmetries,
and put them in one-to-one correspondence with elements of the universal enveloping
algebra of the Poincaré algebra given by the traceless projections of the combinations
P(µPν), P(µMν)ρ and Mµ(νMρ)σ. These products are expected to be identified with
the spin-three generators of a would-be higher-spin algebra, if any, with Poincaré sub-
algebra (see e.g. [85, 86] for discussions on higher-spin algebras possibly related to four-
dimensional Minkowski space). The asymptotic symmetries generated by T , ρi and Kij
can thus be interpreted as the infinite-dimensional enhancement of the corresponding
global Killing symmetries.
5.3. Weinberg’s Soft Theorem as a Ward Identity for Any Spin
We shall now address the relation between the asymptotic symmetries of higher spins
that we have described so far andWeinberg’s soft theorem, which we now briefly recall.
As we discussed in Chapter 2, Weinberg considered the S-matrix element Sβα(q), for
arbitrary asymptotic particle states α→ β, also involving an extra soft massless particle
with momentum qµ ≡ (ω,q) → 0 and helicity s. The leading contribution to this
process takes a particularly simple factorized form that, in the notation of [21, 22], can
be written as
lim
ω→0+
ωS±sβα(q) = − lim
ω→0+
[
ω
∑
i
ηi g
(s)
i
(pi · ε±(q))s
pi · q
]
Sβα , (5.3.1)
with ηi being+1 or−1 according to whether the particle i is incoming or outgoing (g(s)n
is the spin-s coupling of the nth particle while ε±a is the polarization tensor of the soft
particle).
In the case of higher spins, the constraints imposed by Weinberg’s theorem are in
contradiction with a nontrivial interaction in the soft regime, thereby implying the
absence of a long-range force associated to higher-spin quanta, if any. Nonetheless, it
can be insightful to see whether or not this theorem can be associated to the presence
of an underlying large gauge symmetry, as was the case for the less exotic spin 1 and 2
theories we considered in the previous chapters.
Our aim is now to derive a Ward identity associated to spin-three supertranslation
symmetry and show that it is equivalent to the corresponding Weinberg theorem, con-
fining our attention to the case of four spacetime dimensions. In order to do this, let us
first note that the only nonvanishing contribution to the Noether (surface) charge comes
from δϕzzz, and reads
Q+ =
3
4
∫
I+
γzz¯ ∂u
[
(Dz)3Bzzz + c.c.
]
T(z, z¯)d2zdu−
3
2
∫
I+
γzz¯ J(u, z, z¯)d
2zdu ,
(5.3.2)
where
J(u, z, z¯) ≡ lim
r→∞ r2Jrrr(u, z, z¯) . (5.3.3)
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The surface charge thus computed is in agreement, in particular, with that obtainable
from the results of [159].
Under the assumption that the residual symmetry generators act on scalar matter
fields as follows,
[Q+, Φ] =
3
2
g
(3)
i T(i∂)
2
uΦ, (5.3.4)
where g (3)i is the coupling of the correspondingmatter, in the frequency domain we get
〈out|(Q+S− SQ−)|in〉 = 3
2
∑
i
ηi g
(3)
i E
2
i T(zi, z¯i)〈out|S|in〉 . (5.3.5)
In addition, we shall impose the following auxiliary boundary condition at I±∓
(Dz)3Bzzz = (D
z¯)3Bz¯z¯z¯ . (5.3.6)
This condition can be interpreted as the higher-spin analog of the condition that no
long-rangemagnetic fields be present onI+. We also leave aside the J term, which acts
trivially on the vacuum, thus obtaining
Q+ =
3
2
∫
I+
T(z, z¯)∂u(D
z)3Bzzzγzz¯ d
2zdu . (5.3.7)
An analogous result holds for Q−. For the function T(z, z¯) we choose
T(z, z¯) =
1
w− z
(
1+wz¯
1+ zz¯
)2
, (5.3.8)
so that, after an integration by parts in ∂z¯, the computation of the charge involves
∂z¯
(
1
w− z
(
1+wz¯
1+ zz¯
)2)
= −2piδ2(z−w) +
1
2
γzz¯
1+wz¯
1+ zz¯
. (5.3.9)
Therefore
Q+ = 3pi
∫
duDwDwBwww −
3
4
∫
DzDzBzzzγzz¯
1+wz¯
1+ zz¯
d2zdu , (5.3.10)
where in particular the last term is a vanishing boundary contribution. To sum up:
2pi(Dz)2〈out|
[(∫
du∂uBzzz
)
S− S
(∫
dv∂vBzzz
)]
|in〉
=
∑
i
ηi
g
(3)
i E
2
i
z− zi
(
1+ zz¯i
1+ ziz¯i
)2
〈out|S|in〉 .
(5.3.11)
The large-r limit performed for a free spin-three field in Fourier space gives, to leading
order,
Bzzz = −
i
8pi2
23/2
(1+ zz¯)3
∫+∞
0
dωq
[
aout+ (ωqxˆ)e
−iωqu − aout†− (ωqxˆ)e
iωqu
]
(5.3.12)
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so that ∫
du∂uBzzz = −
1
8pi
23/2
(1+ zz¯)3
lim
ω→0+
[
ωaout+ (ωxˆ) +ωa
out†
− (ωxˆ)
]
. (5.3.13)
Thus, using crossing symmetry, we also have
− 4pi〈out|
[(∫
du∂uBzzz
)
S− S
(∫
dv∂vBzzz
)]
|in〉
=
23/2
(1+ zz¯)3
lim
ω→0+
〈out|ωaout+ (ωxˆ)|in〉 ,
(5.3.14)
and this implies, by comparing with (5.3.11),
lim
ω→0+
〈out|ωaout+ (ωxˆ)|in〉 = − lim
ω→0+
√
2(1+ zz¯)
∑
i
ηigi
E2i (z¯− z¯i)
2
(z− zi)(1+ ziz¯i)2
, (5.3.15)
since
(Dz)2
4
(1+ zz¯)2
∑
i
ηigi
E2i (z¯− z¯i)
2
(z− zi)(1+ ziz¯i)2
= 2
∑
i
ηigi
E2i (1+ zz¯i)
2
(z− zi)(1+ ziz¯i)2
. (5.3.16)
This shows that the Ward identity of the residual spin-three gauge symmetry implies
Weinberg’s formula (2.2.3).
We shall now sketch the generalization of these steps to the case of an arbitrary integer
spin s. The relevant contribution to the Noether current in this case is given by
δϕz...zz = −
s rs−1
(s− 1)! D
s
zT . (5.3.17)
Using the auxiliary boundary condition (Dz)sBz...zz = (Dz¯)sBz¯...z¯z¯ and integrating by
parts, the charge corresponding to our family of large gauge transformation is therefore
Q+ = (−1)s
s
2(s− 1)!
∫
I+
∂z¯T(D
z)s−1∂uBz...zzd
2zdu−
s
2
∫
I+
γzz¯J(u, z, z¯)d
2zdu .
(5.3.18)
Choosing
T(z, z¯) =
1
w− z
(
1+wz¯
1+ zz¯
)s−1
(5.3.19)
yields
− 4pi
(−1)s
(s− 1)!(D
z)s−1〈out|
[(∫
du∂uBz...zz
)
S− S
(∫
dv∂vBz...zz
)]
|in〉
=
∑
i
ηi
g
(s)
i E
s−1
i
z− zi
(
1+ zz¯i
1+ ziz¯i
)s−1
〈out|S|in〉 ,
(5.3.20)
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where we have used the action
[Q+, Φ] =
s
2
g
(s)
i T(i∂u)
s−1Φ (5.3.21)
on matter fields. The r→∞ limit gives to leading order
− 4pi 〈out|
[(∫
du∂uBz...zz
)
S− S
(∫
dv∂vBz...zz
)]
|in〉
=
2s/2
(1+ zz¯)s
lim
ω→0+
[
ω〈out|aout+ S|in〉
] (5.3.22)
and hence
lim
ω→0+
[
ω〈out|aout+ S|in〉
]
= (−1)s2s/2−1(1+ zz¯)
∑
i
ηi
g
(s)
i E
s−1
n
z− zi
(
z¯− z¯i
1+ ziz¯i
)s−1
,
(5.3.23)
where we have employed the following identity
1
(s− 1)! (D
z)s−1
2s−1
(1+ zz¯)s−1
∑
i
ηi
g
(s)
i E
s−1
i
z− zi
(
z¯− z¯i
1+ ziz¯i
)s−1
=
∑
i
ηi
g
(s)
i E
s−1
i
z− zi
(
1+ zz¯i
1+ ziz¯i
)s−1
〈out|S|in〉 .
(5.3.24)
Thus, Weinberg’s factorization can be understood as a manifestation of an underlying
spin-s large gauge symmetry acting on the null boundary of Minkowski spacetime,
namely the set of higher-spin supertranslations we discussed in the previous section.
5.4. Higher Spins in Arbitrary Dimensions
So far, the discussion of higher-spin asymptotic symmetries and of their link to the soft
theorem has essentially focused on the case of four spacetime dimensions. This is due
to the fact that, although the conditions (5.2.12) and (5.2.13) can be in principle adopted
for any D = n + 2, where they indeed give rise to infinite-dimensional asymptotic
symmetries, they only ensure the finiteness of the energy flux and the compatibility
with the equations of motion in D = 4.
In this section, we shall consider the dynamics of a higher-spin field on Minkowski
background of arbitrary dimension and identify a set of gauge and boundary conditions
at null infinity that are compatible with these two requirements. According to the
terminology already discussed in Chapter 3, we will thus adopt the so-called “radiation
falloffs” as the leading falloffs of our solution space, ϕ ∼ r−n/2.
As we shall see, in analogy with the situation discussed in the context of Yang-Mills
theory in Chapter 3, adopting radiation falloffs in higher dimensions effectively triv-
ializes asymptotic symmetries. In other words, this choice selects the global Killing
129
symmetries as solutions of the asymptotic Killing tensor equation. Therefore, the anal-
ysis will only allow us to calculate and discuss the surface charges associated to these
global higher-spin Killing symmetries, and not an infinite-dimensional family of surface
charges, in contrast with the four-dimensional case.
However, the lower-spin examples suggest a possible way out of the seeming lack of
infinite-dimensional asymptotic symmetries in higher dimensions, which would leave
open the question regarding the existence of a symmetry underlying Weinberg’s the-
orem. According to the strategy discussed in Section 3.5, one may first establish the
physical properties of the solution space characterized by radiation falloffs, by ensuring
that they give rise to finite fluxes and global charges, and then act on this space bymeans
of transformations (5.2.15), which preserve the equations of motion. By construction,
the wider solution space thus obtained shares all observables with the former one, but
it also possesses infinite-dimensional symmetries given precisely by (5.2.15) [84].
5.4.1. Bondi-like gauge, reloaded
Restricting for the moment to the spin-three case, we shall impose the conditions
ϕrab = 0 , γ
ijϕija = 0 . (5.4.1)
Following the same logic as in the four-dimensional case, one can substitute a power-law
ansatz in the equations of motion and realize that they are satisfied to leading order
provided that
ϕuuu ,
ϕuui
r
,
ϕuij
r2
,
ϕijk
r3
(5.4.2)
display the asymptotic behavior of radiation, namely O(r−n2 ).
We shall analyze separately even and odd spacetime dimensions, due to the different
nature of radiation and Coulombic terms in the asymptotic expansion in these two
cases: the former are associated to half-integer powers of the radial coordinate, as
already clearly displayed by the previous equation, while the latter occur at the, integer,
order r1−n. Due to their peculiarities, also the cases of D = 3 and D = 4 will be
discussed in a separate section.
Although technically and conceptually very simple, a step-by-step solution of the
equations of motion would be quite lengthy. For this reason, we will only quote here
the main features and outcomes of their discussion, referring to [83, 77] for a more
detailed derivation.
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Even spacetime dimension
Whenn is evenwe consider the following ansatz for the fields in the Bondi gauge (5.4.1):
ϕuuu =
∞∑
l=0
r−
n
2−lB(l)(u, xm) , ϕuui =
∞∑
l=0
r−
n
2−l+1U
(l)
i (u, x
m) , (5.4.3a)
ϕuij =
∞∑
l=0
r−
n
2−l+2V
(l)
ij (u, x
m) , ϕijk =
∞∑
l=0
r−
n
2−l+3C
(l)
ijk(u, x
m) , (5.4.3b)
with γijV(l)ij = γijC
(l)
ijk = 0. This choice is mainly motivated by the observation that, as
already anticipated, a solution of this type gives rise to a finite and generically nonzero
energy flux through null infinity:
P(u) = lim
r→∞
∫
Su
(Tuu − Tur) r
ndΩ =
∫
Su
γi1j1γi2j2γi3j3 ∂uC
(0)
i1i2i3
∂uC
(0)
j1j2j3
dΩ ,
(5.4.4)
where Tab denotes the energy-momentum tensor of the solution, which can be therefore
interpreted as a spin-three wave reaching null infinity.
Substituting the ansatz (5.4.3) in (5.1.25), one obtains
B(k) =
2(n+ 2k− 2)
(n+ 2k)(n− 2k− 2)
D ·U(k) for k 6= n− 2
2
, (5.4.5a)
U
(k)
i =
2(n+ 2k)
(n+ 2k+ 2)(n− 2k)
D · V(k)i for k 6=
n
2
, (5.4.5b)
V
(k)
ij =
2(n+ 2k+ 2)
(n+ 2k+ 4)(n− 2k+ 2)
D · C(k)ij for k 6=
n+ 2
2
. (5.4.5c)
In the cases excluded from the previous formulas the coefficients of, respectively,B(n−22 ),
U(
n
2 ) and V(n+22 ) vanish and the equations of motion imply instead
(n− 2)D ·D ·D · C(
n−2
2 ) = 0 , D ·D · C(
n
2 )
i = 0 , D · C
(n+22 )
ij = 0 . (5.4.6)
Note in particular the factor (n−2) in the first constraint, which shows thatC(0) actually
remains arbitrary evenwhenn = 2, namely in four spacetimedimensions. Cancellations
of this type are ubiquitous in this type of analysis, exhibiting the peculiarity of theD = 4
case.
Substituting the same ansatz in the equation Fijk = 0 one obtains, for l 6= n+22 ,
∂uC
(l+1)
ijk = −
1
2(l+ 1)
{ [
∆−
n(n− 2)
4
+ l(l+ 1) − 3
]
C
(l)
ijk
−
4
(n+ 2l+ 4)(n− 2l+ 2)
[
(n+ 2)D(iD · Cjk)(l) − 2 γ(ijD ·D · Ck)(l)
]}
.
(5.4.7)
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The value of l excluded from (5.4.7) shows that, from there on, the tensors C(l) also
depend on V(n+22 ),
∂uC
(n+42 )
ijk =
1
n+ 4
{
D(iV
(n+22 )
jk) −
2
n+ 2
γ(ijD · V
(n+22 )
k) − (∆+ 2n− 1)C
(n+22 )
ijk
}
. (5.4.8)
Theu-evolution ofB(n−22 ),U(n2 ) andV(n+22 ) is fixed instead by the equationsFuab = 0
(with a, b 6= r) as
B(
n−2
2 ) =M−
n− 3
6(n+ 1)n
∫u
−∞du ′(∆− n+ 2)D ·D ·D · C(
n−4
2 ), (5.4.9a)
U
(n2 )
i = Ni +
u
n+ 2
∂iM−
n− 1
2(n+ 1)(n+ 2)
∫u
−∞du ′(∆− 1)D ·D · C
(n−22 )
i
−
n− 3
6n(n+ 1)(n+ 2)
∫u
−∞du ′
∫u ′
−∞du ′′Di (∆− n+ 2)D ·D ·D · C(
n−4
2 ) , (5.4.9b)
V
(n+22 )
ij = Pij +
u
n+ 3
(
D(iNj) −
2
n
γijD ·N
)
+
u2
2(n+ 2)(n+ 3)
(
D(iDj)M−
2
n
γij∆M
)
−
n+ 1
(n+ 2)(n+ 3)
∫u
−∞du ′(∆+ n− 2)D · C
(n2 )
ij + · · · , (5.4.9c)
whereM, Ni and Pij are arbitrary functions and tensors on the celestial sphere.
The omitted terms in the last equation correspond to the multiple integrals in the
retarded time that one obtains by integrating the differential equation
∂uV
(n+22 )
ij =
1
n+ 3
{
D(iU
(n2 )
j) −
2
n
γijD ·U(
n
2 ) −
n+ 1
n+ 2
(∆+ n− 2)D · C(
n
2 )
ij
}
(5.4.10)
given by the equation Fuij = 0. At any rate, in Section 5.4.2 we shall show that they do
not contribute to the linearized charges.
We anticipate that the calculation of the surface charges will essentially boil down to
determining their precise dependence on the “integration constants” or, more precisely,
“integration functions” M, Ni and Pij, which admit an arbitrary dependence on the
coordinates on the sphere at null infinity and are indeed needed to specify a solution
to the recursion relations dictated by the equations of motion. They all appear at order
rn−1 in the expansions (5.4.3) and enter (5.4.9) in combinations with a fixed polynomial
dependence on the retarded time u.
For all other powers of 1/r, the equations Fuab = 0 (with a, b 6= r) reduce to diver-
gences of (5.4.7) and are therefore identically satisfied. The divergences of (5.4.7) also
imply the constraints (5.4.6). As a result, the latter do not impose any further condition
on the C(l) with lower values of l.
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Let us stress once again that some of the above conclusions are only valid for n > 2
due to a number of cancellations that we have highlighted in the four-dimensional
case. Below we will see how these results need to be emended in the four- and three-
dimensional cases.
Odd spacetime dimension
When n is odd one has to add further terms to the ansatz (5.4.3) in order to obtain
nontrivial asymptotic charges at null infinity. The necessity of this completion is clearly
displayed by the fact that such charges are obtained by integrating a quantity linear
in the fields over a sphere with measure element scaling as rn, while the radiation
ansatz only involves half-odd powers of 1/r. In other words, one must add Coulombic
contributions to the asymptotic series. We therefore consider the ansatz
ϕuuu = ϕuuu[B] +
∞∑
l=0
r1−n−lB˜(l) , ϕuui = ϕuui[U] +
∞∑
l=0
r1−n−lU˜
(l)
i , (5.4.11)
ϕuij = ϕuij[V] +
∞∑
l=0
r1−n−lV˜
(l)
ij , ϕijk = ϕijk[C] +
∞∑
l=0
r1−n−lC˜
(l)
ijk , (5.4.12)
whereϕuuu[B] and so ondenote the terms introduced in (5.4.3), which are still necessary
if one desires to describe radiation, that is if one wishes to have a nonvanishing energy
flux through null infinity (which is still given by (5.4.4)). The new contributions to the
expansion of the field components satisfy γijV˜(l)ij = γijC˜
(l)
ijk = 0.
Since n is odd, all factors entering the expansion of the equations of motion in powers
of
√
r are different from zero. As a result, the tensors B(l),U(l) and V(l) satisfy the same
conditions as in (5.4.5), but without any constraint on the allowed values of l. Similarly,
the tensors C(l) satisfy (5.4.7) for any l. The tensors appearing at the leading order of
the new, Coulombic branches of our ansatz must satisfy
B˜(0) =M , U˜
(0)
i = Ni +
u
n+ 2
∂iM , (5.4.13a)
V˜
(0)
ij = Pij +
u
n+ 3
(
D(iNj) −
2
n
γijD ·N
)
+
u2
2(n+ 2)(n+ 3)
(
D(iDj)M−
2
n
γij∆M
)
, (5.4.13b)
on account of the equations of motion Fuab = 0 (with a, b 6= r). Notice the similarity
with (5.4.9): the only difference is that, when n is odd, there is no contribution from
the data of the solution that encode radiation (here stored in the
√
r branch). As we
shall see below, the latter terms anyway do not contribute to the linearized charges.
The subleading O(r−n) terms in our ansatz do not contribute as well to the linearized
charges.
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Three and four spacetime dimensions
When n = 1 or n = 2, as we have already anticipated, the previous analysis must be
modified. We begin by revisiting the four-dimensional case, where, in the component
ϕuuu the leading order of the radiation and of theCoulomb-like solutions now coincide.
Moreover, the equationFruu = 0does not impose any constraint on the triple divergence
of C(0). As a result, the equations fixing the dependence on u of B(0),U(1) and V(2) are
slightly modified as follows:
B(0) =M+
1
6
D ·D ·D · C(0) , (5.4.14a)
Ui
(1) = Ni +
u
4
∂iM−
1
24
∫u
−∞du ′
[
(∆− 1)D ·D · Ci(0) − 2DiD ·D ·D · C(0)
]
,
(5.4.14b)
Vij
(2) = Pij +
u
5
(
D(iNj) − γijD ·N
)
+
u2
40
(
D(iDj)M− γij∆M
)
+ · · · . (5.4.14c)
M, Ni and Pij are arbitrary functions of xi as in (5.4.9) while in (5.4.14c) we omitted the
integrals that are obtained by the substitution of the previous formulas in the differential
equation (5.4.10), which is notmodified evenwhenn = 2. In particular, these additional
terms in D ·D ·D · C(0) will be instrumental in building the charges associated to the
spin-three supertranslations and superrotations identified in the previous section.
When n = 1, namely in a three-dimensional spacetime, the radiation branch becomes
subleading with respect to the Coulombic one inϕuuu. Moreover, fields of spin greater
than one do not propagate local degrees of freedom. It is therefore natural to ignore the
radiation branch and work with boundary conditions that only encompass Coulomb-
type solutions of the equations of motion. The only nonvanishing components of the
field in the Bondi gauge (5.4.1) are
ϕuuu =M(θ) + O(r
−1) , ϕuuθ = N(θ) +
u
3
∂θM(θ) + O(r
−1) , (5.4.15)
where θdenotes again the angular coordinate on the circle at null infinity andwe already
included the constraints on the leading terms imposed by the equations of motion.
5.4.2. Asymptotic symmetries and charges for spin three
Wenow identify the key features of the gauge transformations preserving the Bondi-like
gauge conditions (5.4.2) and calculate the associated charges. The general expression for
these charges, expressed in terms of the fields and the parameters of gauge symmetries
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is given by
Q(u) = − lim
r→∞ r
n−1
2
∫
Su
√
γ
{
rϕuuu ∂r rr + rr (r∂r + 2n)ϕuuu −
2
r
rrD ·ϕuu
−
2
r2
γij
[
ϕuui (r∂r + n) rj −
1
r
riD ·ϕuj
]
+
1
r3
γikγjl
[
ϕuij ∂r kl − ij ∂rϕukl
]}
,
(5.4.16)
where we recall the expression (5.2.15) for the allowed gauge parameters. However,
while in four-dimensions these quantities are allowed to take an infinite number of
independent values, as we shall see, the further constraints arising in higher dimensions
will reduce them to a finite-dimensional family to be identified with global Killing
symmetries.
The tensorsKij, ρi and T that characterize the asymptotic symmetries are not arbitrary:
for n > 2 they are bound to satisfy the differential equations (see Appendix B.2)
Kijk ≡ D(iKjk) −
2
n+ 2
γ(ijD · Kk) = 0 , γijKij = 0 , (5.4.17)
Rijk ≡ D(iDjρk) −
2
n+ 2
(
γ(ij∆ρk) + γ(ij
{
Dk), Dl
}
ρl
)
= 0 , (5.4.18)
Tijk ≡ D(iDjDk)T −
1
n+ 2
(
γ(ij∆Dk)T + γ(ij
{
Dk), Dl
}
DlT
)
= 0 . (5.4.19)
When the dimension of spacetime is equal to four, i.e. when n = 2, the last condition
simplydoesnot apply and the function T(xm) is arbitrary. In this case, the corresponding
symmetry is the analogue of gravitational supertranslations, from which we derived
Weinberg’s theorem in the previous section. Eq. (5.4.17) is the conformal Killing tensor
equation of rank two on the n-dimensional celestial sphere. For n > 2 this equation
admits a finite number of solutions, while when n = 2 it admits an infinite-dimensional
family of local solutions, whichwe discussed, generalizing gravitational superrotations.
The same is true for the less familiar eq. (5.4.18) satisfied by ρi: when n > 2 it admits
a finite number of solutions, while for n = 2 locally one can build infinitely many
independent solutions. All combinations appearing in the above equations are traceless,
and hence they vanish identically when the dimension of spacetime is equal to three,
i.e. n = 1. This implies that in three dimension T(θ) and ρ(θ) are arbitrary functions,
while the symmetry generated by the traceless Kij is absent.
Substituting (5.2.15) into the expression for the charges (5.4.16) one obtains
Q(u) = lim
r→∞ r
n−1
2
∫
Su
√
γ
{
χ
(
T −
2u
n+ 1
D · ρ+ u
2
(n+ 1)(n+ 2)
D ·D · K
)
+χi
(
ρi −
u
n+ 2
D · Ki
)
+ χijKij
}
,
(5.4.20)
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with
χ = −(r∂r + 2n)ϕuuu −
n− 1
r
D ·ϕuu + 1
2r
∂rD ·D ·ϕu , (5.4.21a)
χi = 2(n+ 2)ϕuui −
2
r
(r∂r − 2)D ·ϕui , (5.4.21b)
χij = (r∂r − 4)ϕuij . (5.4.21c)
The next task is to evaluate (5.4.20) on the solutions of the equations ofmotion discussed
above. For n even and greater than two (5.4.5), (5.4.6) and (5.4.9) lead to
χ = −
n−4
2∑
k=0
r−
n
2−k
n+ 2k− 2
2(n− 2k− 2)
D ·D ·D · C(k) − r1−n(n+ 1)M
+ r1−n
n− 3
6n
∫u
−∞du ′(∆− n+ 2)D ·D ·D · C(
n−4
2 ) + O(r−n) , (5.4.22a)
χi =
n−2
2∑
k=0
r−
n
2−k+1
2(n+ 2k)
n− 2k
D ·D · Ci(k) + 2 r1−n
{
(n+ 2)Ni + u∂iM
}
−
r1−n
n+ 1
∫u
−∞du ′
{
(n− 1) (∆− 1)D ·D · Ci(n−22 )
+
n− 3
3n
∫u ′
−∞du ′′Di(∆− n+ 2) (D·)3C(
n−4
2 )
}
,+O(r−n) (5.4.22b)
χij = −
n
2∑
k=0
r−
n
2−k+2
n+ 2k+ 2
n− 2k+ 2
D · Cij(k)
− r1−n
{
(n+ 3)Pij + u
(
D(iNj) −
2
n
γijD ·N
)
+
u2
2(n+ 2)
(
D(iDj)M−
2
n
γij∆M
)}
+ · · · , (5.4.22c)
where in (5.4.22c), besides the termsO(r−n), we also omitted the integrals in the retarded
time that one obtains by substituting (5.4.9c). For n = 2 the first two expressions are
modified as follows,
χ = −
1
r
{
3M+
1
2
D ·D ·D · C(0)
}
+ O(r−2) , (5.4.23a)
χi = 2D ·D · Ci(0)
+
2
r
{
4Ni + u∂iM+
1
6
∫u
−∞du ′
[
(∆− 1)D ·D · Ci(0) − 2DiD ·D ·D · C(0)
]}
+ O(r−2) , (5.4.23b)
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while χij is instead obtained by setting n = 2 in (5.4.22c) and by correcting the integral
terms according to (5.4.14c). For n odd the extrema of the sums become, respectively,
n−3
2 ,
n−1
2 and
n+1
2 , while the terms in the second and third lines of eqs. (5.4.22) are
absent.
Looking only at the r-dependence, the sums in the previous formulas would naively
give rise to divergent contributions to the charges. This is a standard feature due to the
presence of radiation fields, that roughly speaking always induce terms of the type∫
κ(u, xi)
rα
rndΩ ,
n
2
6 α 6 n (5.4.24)
in the calculation of the surface charges. These terms vanish, however, thanks to the
equations of motion and to the differential constraints on the parameters in (5.4.17),
(5.4.18) and, when n > 2, (5.4.19). Let us begin by exhibiting this mechanism in
the simplest case: the term χijKij in (5.4.20) contains divergent contributions that,
integrating by parts, can be cast in the form
C
(l)
ijkD
(iKjk) = C
(l)
ijk
{
2
n+ 2
γ(ijD · Kk) −Kijk
}
= 0 , (5.4.25)
wherewe recall thatKijk is the shorthand introduced in (5.4.17) to denote thedifferential
equation satisfied by Kij. The next cancellation is slightly more involved: integrating
by parts one obtains∫
Su
√
γ χi
(
ρi −
u
n+ 2
D · Ki
)
∼
[n−12 ]∑
l=0
r−
n
2−l
∫
Su
√
γ C
(l)
ijk
(
D(iDjρk) −
u
n+ 2
D(iDjD · Kk)
)
+ · · · .
(5.4.26)
To cancel the contribution in ρi one can use eq. (5.4.18), which again allows one to
substitute the symmetrized gradient with a term in γij. To cancel the contribution
in Kij one can instead use the following consequence of the conformal Killing tensor
equation (5.4.17):
D(iDjD · Kk) = − 2 γ(ijD · Kk) +
3
n+ 1
γ(ijDk)D ·D · K
−
n+ 2
n
{
∆Kijk −D(iD ·Kjk) +
1
n+ 1
γ(ijD ·D ·Kk) + (n− 3)Kijk
}
.
(5.4.27)
Similar considerations apply to the integral terms in the second line of (5.4.22b). The
remaining contribution in the charge formula (5.4.20) contains three addenda whose
divergent parts can be cast in the following form by integrating by parts:
C
(l)
ijkD
(iDjDk)T , C
(l)
ijkD
(iDjDk)D · ρ , C(l)ijkD(iDjDk)D ·D · K . (5.4.28)
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These terms are actually absent when n = 2. For n > 2 the first contribution vanishes
thanks to (5.4.19). The other two types of terms vanish thanks to consequences of the
equations satisfied by ρi and Kij, obtained by taking symmetrized gradients thereof.
We have therefore proven that, in the Bondi-like gauge (5.4.1), a spin-three field with
the falloffs (5.4.2) at null infinity and satisfying thefield equationsup to the contributions
of order rn−1 to its components admits finite asymptotic linearized charges. For any
n > 2, these depend on the “integration functions” specifying the solution as
Q = −
1
2
∫
Sn
√
γ
{
(n+ 1) TM− 2(n+ 2) ρiNi + (n+ 3)K
ijPij
}
, (5.4.29)
whereM, Ni and Pij are the tensors on the sphere at null infinity introduced in (5.4.9)
(see (5.4.13) for n odd). As anticipated, the charges are constant along null infinity
when the dimension of spacetime is greater than four. The same is true also in three
dimensions: in this case both Kij and Pij are not present and the asymptotic charges
take the form
Q = −
∫
dθ
{
T(θ)M(θ) − 3 ρ(θ)N(θ)
}
, (5.4.30)
in agreement with the result derived in the Chern-Simons formulation [167, 168].
When n = 2, the modifications in the dependence on u of the leading terms in the
Coulomb-type solution recalled in (5.4.14) (and (5.4.23)) lead to the following expression
for the asymptotic charges:
Q(u) = −
1
2
∫
Su
√
γ
{
3 T
(
M+
1
6
D ·D ·D · C(0)
)
− 8 ρiNi + 5K
ijPij + · · ·
}
. (5.4.31)
In this formula we omitted other u–dependent terms in C(0), whose form is not par-
ticularly illuminating and can be readily obtained by substituting (5.4.23) in (5.4.20).
The main information is anyway that in four dimensions a dependence on the retarded
time appears already in the linearized theory, thanks to the contribution to the charges
of the radiation solution. As shown in the previous section, where the terms in T in
(5.4.31) have been already presented, the dependence on radiation data is instrumental
in deriving Weinberg’s theorem for spin-three soft quanta from the Ward identities of
the supertranslation symmetry generated by the arbitrary function T(xi).
5.5. Arbitrary Spin
Without delving too much into the details, and restricting for simplicity to the higher
dimensionsn > 2, we shall now illustrate the generalization of the results of theprevious
section to the case of an arbitrary integer spin s. The Bondi-like gauge in this case reads
ϕras−1 = 0 , γ
ijϕijas−2 = 0 . (5.5.1)
together with the ansatz
ϕus−kik =
∞∑
l=0
r−
n
2+k−lCik
(k,l)(u, xm) , (5.5.2)
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for even-dimensional spacetimes. We recall that we are conventionally employing
a multi-index notation for symmetrized indices: for instance ϕijas−2 is a shorthand
notation for any component of the type ϕija3a4···as , with two angular indices and s− 2
arbitrary indices.
As in the previous examples, the leading behavior of our ansatz is designed to give
a finite flux of energy per unit time across the sphere Su at fixed u, a feature that
we interpret as radiation flowing through null infinity. Indeed, the canonical energy-
momentum tensor of the higher-spin Lagrangian in Bondi-like gauge,
L =
1
2
ϕas
(
ϕas −∇a∇ ·ϕas−1
)
, (5.5.3)
reads
Tab = ∇aϕcs∇bϕcs − s∇ ·ϕcs−1∇bϕacs−1 + ηabL . (5.5.4)
The corresponding power flowing through null infinity is then (γisj2 = γij · · ·γkl with
s factors)
P(u) = lim
r→∞
∫
Su
(Tuu − Tur) r
ndΩ =
∫
Su
γisjs∂uC
(s,0)
is
∂uC
(s,0)
js
dΩ . (5.5.5)
The asymptotic analysis of the field equations shows that, for all even values of n, the
tensors entering the ansatz (5.5.2) are fixed in terms of the C(s,l), with the exception of
Cik
(k,n2+k−1) ≡ Qik(k) for k < s . (5.5.6)
The tensors C(s,l) are then determined (up to integrations functions) in terms of an
arbitrary tensor C(s,0)(u, xm), in particular via the equation Fis = 0. The remaining
components of the equations of motion fix the u-evolution of the tensors Q(k) defined in
(5.5.6). Furthermore, on-shell, the Q(k) are n-divergences as the other C(k,l), up to a set
of integration functionsM(k)(xm). More specifically, Q(k) depends on the integrations
functions of all Q(l) with l < kwith a precise polynomial dependence on u. As we have
seen in the spin-three context, this is instrumental in making the independence on the
retarded time of the asymptotic charges explicit. Concretely, the Q(k) depend on the
M(k) in the following way
Qik
(k) =
k∑
l=0
(n+ s+ k− l− 2)!
l!(n+ s+ k− 2)! u
lDi · · ·Di︸ ︷︷ ︸
l terms
Mik−l
(k−l) + · · · , (5.5.7)
where we omitted terms that will not contribute to the surface charges.
When n is odd, one has to consider an ansatz containing both integer and half-integer
powers of r. Restricting to n > 1, we thus set
ϕus−kik =
∞∑
l=0
r−
n
2−l+kC(k,l)(u, xm) +
∞∑
l=0
r1−n−lC˜(k,l)(u, xm) , (5.5.8)
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so that the leading order has the same form as in (5.5.8). Eq. (5.5.5) thus guarantees
that we have a finite flux of energy per unit time across Su in this case too. The leading
order of the Coulomb branch is in this case not constrained by the equations of motion,
so that we can define
C˜(k,0) ≡ Q(k) for k < s . (5.5.9)
The remaining C˜(k,l) are again fixed in terms of the C˜(s,l), provided that one identifies
C˜(k,l) = C(k,
n
2+k+l−1), that is
C˜(k,l+1) = −
n+ 2k+ l− 1
(l+ 1)(n+ 2k+ l)
D · C˜(k+1,l) . (5.5.10)
The field equations then determine C˜(s,l) in terms of an arbitrary C˜(s,0)(u, xm) up to
integration functions. The Q(k) satisfy a relation analogous to eq. (5.5.7) where the
omitted terms, which anyway do not contribute to the charges, are actually absent.
To summarize, the solution of the equations of motion up to Coulombic order can be
cast into the following form
ϕus−kik =
[n+12 ]+k−2∑
l=0
r−
n
2+k−l
2s−k(n+ 2(k− l− 2))!!(n+ 2(k+ l− 1))
(n+ 2(s− l− 2))!!(n+ 2(s+ l− 1)) (D·)
s−kCik
(s,l)
+ r1−nQik
(k) + O(r−
n
2−[
n
2 ]) .
(5.5.11)
Below, we will show that (5.5.11) indeed leads to the cancellation of some of the po-
tentially divergent contributions to the linearized charges, while also proving that the
Q(k)’s give a finite contribution to them.
5.5.1. Asymptotic symmetries and charges for any spin
In the Bondi-like gauge (5.5.1) the surface charges be expressed in terms of the nonvan-
ishing field components as
Q(u) = − lim
r→∞
∫
Su
rn−1
√
γ
(s− 1)!
s−1∑
p=0
(
s− 1
p
){
ϕus−pip (r∂r + n+ 2p) 
us−p−1ip
+ us−p−1ip
[
(s− p− 2) (r∂r + n)ϕus−pip −
s− p− 1
r
D ·ϕus−p−1ip
]}
.
(5.5.12)
Therefore, they only depend on the components rs−k−1ik = (−1)s−k−1us−k−1ik of
the gauge parameters of asymptotic symmetries. Analyzing the asymptotic Killing
equations obtained by enforcing that these parameters preserve the Bondi-like gauge,
one obtains that these components are parametrized as
rs−k−1ik = r
2k
(
Kik
(k) +
s−k−1∑
m=1
(−1)mum
(n+ s+ k− 2)m
(
s− k− 1
m
)
(D·)mKik(k+m)
)
+ O(r2k−1) ,
(5.5.13)
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where the tensors K(k)(xm) only depend on the coordinates on the n-dimensional
sphere at null infinity, while (a)n ≡ a(a+ 1) · · · (a+n− 1) is the Pochhammer symbol.
Moreover, the K(k)ik are traceless andmust satisfy suitable differential constraints, which
generalize those displayed in (5.4.17) and (5.4.18) for the spin-three case.
While substituting the explicit form of the residual symmetry parameters into the
formula for the surface charge, one first has to keep track of the cancellation of all
potentially divergent terms in the limit r → ∞. As we have seen in the previous
sections, these usually occur after integrations by parts; for instance, the coefficient of
the leading power in r is of the form∫
Su
√
γ K
(s−1)
is−1
D · C(s,0) is−1 =
∫
Su
√
γ DiK
(s−1)
is−1
C(s,0) is , (5.5.14)
and hence vanishes because K(s−1) satisfies the conformal Killing tensor equation of
rank s − 1. Since this type of cancellation must occur in general, as we have verified
in detail in the spin-three case, the finite contribution to the charges is determined by
the Coulomb-like terms Q(k) in the boundary conditions (5.5.11). Substituting them
into (5.5.12), while taking into account their dependence on the integration constants in
(5.5.7), one obtains after integration by parts
Q(u) =
∫
Su
√
γ
(s− 1)!
s−1∑
p=0
s−p−1∑
m=0
p∑
l=0(
s− 1
p
)(
s− p− 1
m
)(
p
l
)
(s+ p+ n− 2)(s+ n+ p− l− 2)!
(s+ n+ p− 2)m(s+ n+ p− 2)!
× (−1)s+m+p+l ul+mM(p−l)ip−l (D·)l+mK(m+p) ip−l (5.5.15)
=
∫
Su
∑
k,q
√
γ (−1)s+k(s+ n+ q− 2)!
(s− 1)!(s+ n+ k+ q− 3)!s−1∑
p=0
(−1)p
(
s− 1
p
)(
s− p− 1
k+ q− p
)(
p
q
)ukM(q)iq (D·)kK(k+q) iq .
The final expression has been obtained by introducing the new labels k = l +m and
q = p − l and by swapping the sums, whose ranges precisely correspond to the values
of the labels for which the integrand does not vanish (with the convention
(
N
n
)
= 0 for
n < 0 and n > N). One can eventually verify that the sumwithin square brackets in the
second line of (5.5.15) vanishes for any k > 0, thus confirming that the charges do not
depend on u for any value of the spin. The u-independent contribution then reads
Q =
∫
Sn
√
γ
(s− 1)!
s−1∑
q=0
(−1)s+q(s+ n+ q− 2)
(
s− 1
q
)
K
(q)
iq
M(q) iq , (5.5.16)
in full analogy with the result that we presented for s = 3 in (5.4.29).
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Conclusions
Let us briefly summarize what we achieved so far and make an attempt to identify
possible directions to be explored in the future.
Concerning the extension of the asymptotic analysis to higher dimensions, we were
able to reproduce several aspects of the discussion of memory effects in the context
of even-dimensional Maxwell and Yang-Mills theories, encompassing ordinary/linear,
null/nonlinear, phase and color memories.
While it is fair to say that the existence of memory in even dimensions is by now
no longer disputed, still, much remains to be done in this respect. Kick, phase and
color memory effects are just a few of the many more types of memory that were put
forward in the four-dimensional setup. Therefore, it would be natural to understand
whether also different aspects of memory formulas admit a generalization to arbitrary
even spacetime dimensions: for instance, the distinction between electric and magnetic
memories [16], spinmemory [169], or refractionmemory [170]. Of course, an evenmore
interesting possibility is that in higher dimensions memory effects may possess a richer
zoology and may allow to define new types of observable phenomena. For instance,
while the Coulombic order O(1/rD−3) is, with hindsight, a natural place where to look
formemory effects, since it is associatedwithDCphenomena, it is conceivable that there
may exist effects that scale asO(1/rk)with D−22 6 k < D−3, provided that the test probe
is chosen appropriately and that suitable observables are identified. Independently of
the dimension of spacetime, it would also be interesting to better understand whether
proper analogs of color andphasememories in the gravitational case, i.e. memory effects
encoded in the gravitational quantum numbers of a test particle, comprise qualitatively
new phenomena or just reduce to a quantum rephrasing of the standard displacement
memory (see e.g. [19] for a discussion of the quantum kick memory effect).
The status of memory effects in odd spacetime dimensions is much less clear, as
a consequence of the dispersion phenomena occurring in this case. These manifest
themselves as the failure of the Huygens principle and, in the asymptotic expansion
near null infinity, as non-analytic terms of the form 1/rk/2 with k odd. While a proof
of concept has been provided here for the existence in odd dimensions of null memory,
whichovercomes theblurring inducedbydispersion since the emitting source effectively
reaches the probe near null infinity, we still feel that the phenomenology of this effect is
much less studied and understood compared to its odd-dimensional counterpart.
The non-analyticities in 1/r, which are also at the basis of the failure of the conformal
approach to null infinity for solutions containing gravitational waves in odd dimen-
sions, are tightly related to difficulties encountered in the discussion of soft theorems
and asymptotic symmetries which were resolved in [49, 50, 51]. The solution proposed
highlights a major drawback of the standard perturbative expansion in powers of 1/r.
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In odd dimensions, the perturbative treatment of the field equations is not sufficient in
order to identify constraints that link radiation O(1/rD−22 ) and Coulombic O(1/rD−3)
components, since the corresponding recursion relations only involve perturbative or-
ders that differ by an integer number. Such constraints only arise nonperturbatively, e.g.
by considering exact solutions to the field equations, and are crucial for soft theorems:
they are needed in order to connect the information on the propagating soft photon
modes, stored in the radiation components, to the soft charges involved in the Ward
identities, which are instead expressed in terms of Coulombic components.
While theseworks focused on the discussion of field strengths and relied on the struc-
ture of soft charges for the identification of the underlying asymptotic symmetries, thus
working “backwards” compared to the logic we employed in our discussion, an explicit
realization of these symmetries is precluded unless one introduces the gauge fields and
defines their dynamics by means of a gauge-fixing. Asymptotic symmetries can be then
evaluated in any dimension according to the following proposed strategy. After gauge
fixing, one first considers the set of solutions characterized by radiation falloffs, whose
behavior at infinity allows one to have control over physical observable properties, but
which are too restrictive and effectively forbid infinite-dimensional asymptotic symme-
tries. Then, one acts on this set of solutions by gauge symmetries that preserve the
gauge fixing and have finite and nonzero asymptotic charge, but which do not necessar-
ily leave radiation falloffs invariant. The wider solution space so-obtained still retains
all the desirable physical properties of radiation solutions, such as finite energy and
charge fluxes, but it admits nontrivial asymptotic symmetries by construction.
Asymptotic surface charges, on the other hand, may first be safely evaluated on I+
(resp. I−) in regions where radiation is absent, i.e. where the solutions are stationary.
In particular one may first consider the limit I+− (resp. I−+ ), where, under standard
assumptions, only Coulombic contributions matter. The evolution of the charges along
I can then be defined, even in the presence of radiation, by means of the equations of
motion.
Combining this observation with the previous one, we may formulate the following
systematic criterion to detect the existence of nontrivial asymptotic symmetries in higher
dimensions: it is sufficient to find the residual subset of transformations preserving the
assigned gauge-fixing and giving rise to a finite asymptotic charge when evaluated on
Coulombic solutions.
However, at this point, one may still wonder to which extent the nature of the asymp-
totic symmetry group is gauge-independent, or, if it does depend on the gauge, whether
there exists a maximal asymptotic symmetry group and a systematic way in which this
group allows for an embedding of the smaller ones. These are, to our knowledge, open
questions.
Moving to the case raised by the soft scalars, we have been able to provide a possible
resolution of the purported paradox related to the existence of soft scalar charges, in
the four dimensional case, by appealing to a two-form gauge symmetry giving rise to
dual soft charges. Nevertheless, the analysis of this point leaves open two interesting
aspects. First, again in connectionwith the possible gauge dependence of the asymptotic
143
analysis, there is the problem of knowing, if possible a priori, when the chosen gauge
fixing results in too stringent a condition and actually hides the presence of asymptotic
symmetries. This seems to be the case, in this context, for the radial gauge, which
trivializes the asymptotic charges, while the Lorenz gauge appears to be more flexible
and allows one to overcome this difficulty. Second, the example of the scalar and the
two-form in four dimensions paves the way to the possibility of discussing asymptotic
structures by exploiting dualities in more general contexts, although one should bear in
mind that such a possibility is essentially restricted to the free/asymptotic level.
On the higher-spin side, we have seen how a strategy similar to the one employed
in the context of linearized gravity allows us, upon introducing a suitable Bondi-like
gauge, to perform a meaningful discussion of asymptotic symmetries for all integer
spins in any dimension, for free fields. The calculation of the associated charges has
also been carried out explicitly in four dimensions and, at the level of global symmetries,
in any dimension. We have verified the connection of such symmetries withWeinberg’s
soft theorem in four dimensions, where the infinite dimensional asymptotic symmetry
enhancement occurs more naturally, but it is reasonable to envision that, once the
strategy proposed above is employed in order to overcome the difficulties induced
by the imposition of radiation falloffs, such a link should hold independently of the
spacetime dimension as in the case of lower spins.
Moving to issues less directly related to the ones we have discussed in detail, it
appears natural, also in connection with cosmological observations, to wonder how
far the discussion of asymptotic symmetries and their observable consequences can be
carried in the presence of a cosmological constant. This issue has already attracted
attention in the literature on the gravitational setting with promising results (see e.g.
[171, 172, 20] for recent developments in this direction), especially for de Sitter spacetime,
but the fact that many of the above results on flat spacetime hold regardless of spin
strongly motivates analogous investigations also for Maxwell, Yang-Mills and higher
spins. Identifying similarities and differences between flat spacetime and (A)dS in this
respect could prove challenging, due to their different causal structures, but it could
also provide fruitful insights into the problem of flat space holography.
Also the analysis of higher-spin asymptotic symmetries on Anti de Sitter spacetime
may be regarded as promising, since AdS offers the only arena in which non-Abelian
higher-spin gauge algebras are explicitly known so far [62]. A tightly related issue
is the possibility of uncovering a non-Abelian algebra that may underly the infinite-
dimensional family of (commuting) asymptotic symmetries that has been put forward
in this thesis for any spin on flat space. A first step in this direction would be the
introduction of cubic vertices in the analysis of higher-spin asymptotic symmetries.
Finally, let usmention again the tempting analogy between our higher-spin symmetry
enhancement and enhanced symmetries exhibited by string amplitudes in the high-
energy regime [66], whose relation, if any, would provide further insight into the role
played by asymptotic symmetries in the structure of string theory. A related issuewould
be the understanding of the role, if any, played by these symmetries of massless higher-
spin states in the tensionless limit of string theory and in the mechanism of symmetry
breaking that gives rise to a mass for such states.
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A. Coordinate Conventions
In D-dimensional Minkowski spacetime, retarded Bondi coordinates are defined as
follows in terms of the standard Cartesian coordinates xµ = (t, x) = (x0, xI), with I = 1,
2,. . .,D−1: retarded time u = t− |x|, a radial coordinate r = |x|, and angular coordinates
xi on the Euclidean unit (D− 2)-sphere, with metric γij.
The Minkowski metric, in such coordinates, reads
ds2 = −dt2 + dx2 = −du2 − 2dudr+ r2γijdxidxj ,
while the nonvanishing Christoffel symbols are
Γ irj =
1
r
δij , Γ
u
ij = −Γ
r
ij = rγij , Γ
i
jk =
1
2
γil(∂jγlk + ∂kγjl − ∂lγjk) .
WithDiwedenote the covariant derivative on the sphere associated toγij and∆ = DiDi
is the corresponding Laplace-Beltrami operator. In particular, the d’Alembert operator
 acting on a scalar ϕ takes the explicit form
ϕ = −
(
2∂r +
D−2
r
)
∂uϕ+
(
∂2r +
D−2
r ∂r +
1
r2
∆
)
ϕ .
In terms of a given parametrization n = n(xi) of unit vectors, |n| = 1, identifying
points on the sphere, one has x = rn and γij = ∂in · ∂jn.
The Cartesian components of the radial vector x satisfy∇a∇bx = 0, since in Cartesian
coordinates this reduces to ∂I∂Jx = 0. In spherical coordinates this identity gives,
DiDjn = −γijn ,
which in its turn implies(
DiDj −
1
D−2γij∆
)
n = 0 and (∆+D− 2)n = 0 .
More generally, for any homogeneous polynomial Pl(x) = rlQl(n) of degree l > 0, we
have that
δIJ∇I∇JPl = r2−D∂r(rD−2∂rPl) + r−2∆Pl
vanishes if and only if [∆ + l(D + l − 3)]Ql = 0. This shows that ∆ has eigenvalues
−l(D + l − 3) for l = 0, 1, 2 . . ., each with multiplicity gl equal to the dimension of the
space of harmonic polynomials of degree l. In particular g0 = 1, associated with the
constant polynomial, and g1 = D − 1, corresponding to the monomials given by the
Cartesian components of x. For l > 2, we have [173]
gl =
(
D+l
l
)
−
(
D−2+l
l
)
.
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B. Spin-Three Symmetries at I +
B.1. Spin-three Asymptotic Symmetries
In this appendix we explicitly calculate the asymptotic symmetries that preserve the
following conditions for a spin-three field in D = n+ 2 dimensions:
ϕrab = 0 , γ
ijϕija = 0 , (B.1.1)
together with the requirement that
ϕuuu ,
ϕuui
r
,
ϕuij
r2
,
ϕijk
r3
(B.1.2)
scale as O(r−1) near future null infinity. The significance of this set of conditions is that,
when D = 4, they coincide with the standard Bondi-like gauge conditions discussed
in Chapter 5, while, for generic dimensions, (B.1.2) provides the strongest falloffs still
allowing for the presence of infinite-dimensional higher-spins supertranslations, in
complete analogy with the gravitational case.
Let us start from
δϕrrr = 3∂rrr = 0 , (B.1.3)
δϕrru = 2∂rur + ∂urr = 0 , (B.1.4)
δϕruu = 2∂uur + ∂ruu = 0 , (B.1.5)
δϕuuu = 3∂uuu = O(r
−1) . (B.1.6)
From (B.1.3) we get
rr = F(u,n) , (B.1.7)
for some r-independent function F. Then, by (B.1.4),
ur = −
r
2
∂uF(u,n) +G(u,n) , (B.1.8)
for an arbitrary r-independent function G. Hence, (B.1.5) implies
uu =
r2
2
∂2uF(u,n) − 2r∂uG(u,n) +H(u,n) , (B.1.9)
with H(u,n) a third arbitrary function of u and the angles. Imposing (B.1.6), we have
r2
2
∂3uF− 2r∂
2
uG+ ∂uH = O(r
−1) , (B.1.10)
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where we see that the left-hand side must actually vanish, so that
F(u,n) = u2F2(n) + uF1(n) + T(n) ,
G(u,n) = uG1(n) + S(n) ,
H(u,n) = H(n) ,
(B.1.11)
where we have introduced a number of arbitrary angular functions.
Now, let us analyze
δϕrri = 2
(
∂r −
2
r
)
ri +Dirr = 0 , (B.1.12)
δϕrui =
(
∂r −
2
r
)
ui + ∂uri +Diur = 0 , (B.1.13)
δϕuui = 2∂uui +Diuu = 0 . (B.1.14)
Eq. (B.1.12) requires
ri = r
2Ii(u,n) +
r
2
DiF(u,n) , (B.1.15)
while, from (B.1.13),
ui = −r
3∂uIi(u,n) + r2Ji(u,n) + rDiG(u,n) . (B.1.16)
In its turn, by (B.1.14),
−2r3∂2uIi +
r2
2
(Di∂
2
uF+ 4∂uJi) +DiH = O(1) , (B.1.17)
which requires that the coefficients of r3 and r vanish:
Ii(u,n) = uri(n) + ρi(n) ,
Ji(u,n) = −
u
2
DiF2(n) + σi(n) .
(B.1.18)
Let us now turn to the variation
δϕrij =
(
∂r −
4
r
)
ij +D(ij)r − 2rγij(ur − rr) = 0 (B.1.19)
which gives
ij = r
4Kij + r
3
[
D(iIj) + γij∂uF
]
+
r2
2
[
DiDjF+ 2γij(F−G)
]
, (B.1.20)
where Kij(u,n) is an arbitrary symmetric tensor, and to the trace constraint that must
be obeyed by the gauge parameter,
ηabab = rr − 2ur +
1
r2
γijij = 0 , (B.1.21)
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from which we obtain three conditions,
γijKij = 0 , (B.1.22)
2D · I+ (n+ 1)∂uF = 0 , (B.1.23)
[∆+ 2(n+ 1)]F− 2(n+ 2)G = 0 . (B.1.24)
We thus learn that Kij is traceless, while (B.1.23) and (B.1.24) using the expansions
(B.1.11), (B.1.18) give the constraint
[∆+ 2(n+ 1)]F2 = 0 (B.1.25)
and allow to solve for the following quantities,
F2 = −
1
n+ 1
D · r , F1 = − 2
n+ 1
D · ρ , (B.1.26)
and
G1 =
1
2(n+ 2)
[∆+ 2(n+ 1)]F1 , S =
1
2(n+ 2)
[∆+ 2(n+ 1)]T . (B.1.27)
The variation
δϕuij = ∂uij +D(ij)u − 2rγij(uu − ur) = O(r) , (B.1.28)
namely
r4∂uKij+r
2
[
1
2DiDj∂uF+ γij∂uG+D(iJj)
]
+2r[DiDjG−γij(G−H)] = O(r) , (B.1.29)
imposes
∂uKij = 0 ,
1
2
DiDj∂uF+ γij∂uG+D(iJj) = 0 , (B.1.30)
because the coefficients of r4 and r2 in (B.1.29) must vanish. Furthermore the coefficient
of r, while allowed to be nonzero, must be traceless, so that
∆G+ n(G−H) . (B.1.31)
More explicitly, we obtain from (B.1.30) that Kij is u-independent and, using (B.1.11),
(B.1.18),
1
2
DiDj∂uF1 + γijG1 +D(iσj) = 0 , (B.1.32)
while (B.1.31) yields
H =
1
n
(∆+ n)S , (B.1.33)
together with the constraint equation
(∆+ n)G1 = 0 . (B.1.34)
148
The last variation to be taken into account is
δϕijk = D(ijk) − 2rγ(ij[k)u − k)r] = O(r
2) , (B.1.35)
namely
r4
[
D(iKjk) + 2∂uI(iγjk)
]
+ r3
{
∆(iDjIk) + γ(ij[Dk)∂uF+ 2Ik) − 2Jk)]
}
+ r2
[
1
2D(iDjDk)F+ γ(ijDk)(2F− 3G)
]
= O(r2) ,
(B.1.36)
which, imposing that the coefficients of r4 and r3 be zero, affords
D(iKjk) + 2∂uI(iγjk) = 0 , (B.1.37)
∆(iDjIk) + γ(ij[Dk)∂uF+ 2Ik) − 2Jk)] = 0 . (B.1.38)
Furthermore, the coefficient of r2 in (B.1.36) must be traceless:
1
2
Di∆F+ ∆DiF+ (n+ 2)Di(2F− 3G) = 0 . (B.1.39)
The trace of (B.1.37), recalling that γijKij = 0 by (B.1.22) and using (B.1.18), gives
ri = −
1
n+ 2
D · Ki , (B.1.40)
and substituting back into (B.1.37) we see that Kij must satisfy the conformal Killing
equation
D(iKjk) −
2
n+ 2
γ(ijD · Kk) = 0 . (B.1.41)
Recalling (B.1.11), (B.1.18) we obtain from (B.1.38)
D(iDjrk) + γ(ij
[
2rk) + 3Dk)F2
]
= 0 (B.1.42)
and
D(iDjρk) + γ(ij
[
Dk)F1 − 2σk) + 2ρk)
]
= 0 . (B.1.43)
Recalling (B.1.26), (B.1.27), (B.1.40) and taking the trace of the last equation also gives
D(iDjD · Kk) + 2γ(ijD · Kk) +
3
n+ 1
γ(ijDk)D ·D · K = 0 , (B.1.44)
ρi +
1
n+ 2
(∆ρi + {Di, Dj}ρ
j) −
1
n+ 1
DiD · ρ = σi , (B.1.45)
D(iDjρk) −
2
n+ 2
γ(ij
[
∆ρk) +D ·Dk)ρ+Dk)D · ρ
]
= 0 . (B.1.46)
Finally, from (B.1.39) we obtain three constraints(
1
2Di∆+ ∆Di
)
F2 + 2(n+ 2)DiF2 = 0 ,(
1
2Di∆+ ∆Di
)
F1 + 2(n+ 2)DiF1 − 3(n+ 2)DiG1 = 0 ,(
1
2Di∆+ ∆Di
)
T + 2(n+ 2)DiT − 3(n+ 2)DiS = 0 .
(B.1.47)
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Before proceeding further, let us recall our conventions for the Riemann tensor on the
Euclidean sphere,
[Di, Dj]ρ
k = Rklijρ
l , Rijkl = γikγjl − γilγjk . (B.1.48)
Repeatedly use of this relation allows one to derive a number of useful identities, which
we will employ extensively in the following, for generic functions T , vectors ρi and
symmetric, traceless tensors Kij on the n-sphere:
[∆,Di]T = (n− 1)DiT ,
[Dl, D(i]K
l
j) = 2nKij ,
[∆,D(i]Kjk) = (n+ 3)D(iKjk) − 4γ(ijD · Kk) ,
[Dl, Di]ρ
l = (n− 1)ρi ,
[Di, ∆]ρ
i = (n− 1)D · ρ ,
Dk[Dk, D(i]ρj) = D(iρj) − 2γijD · ρ ,
[∆,D(i]ρj) = (n+ 1)D(iρj) − 4γijD · ρ ,
[Dl, D(iDj)]ρ
l = (2n− 1)D(iρj) − 2γijD · ρ ,
[Di, ∆
2]ρi = 2(n− 1)∆D · ρ+ (n− 1)2D · ρ ,
[Dj, ∆]D(iρj) = (n+ 1)∆ρi + (n− 3)DiD · ρ+ (n2 − 1)ρi ,
[∆,D(i]Djρk) = (n+ 3)D(iDjρk) − 4γ(ij[Dk)D · ρ+ ∆ρk) + (n− 1)ρk)] .
(B.1.49)
We begin the analysis of the equations we obtained by noting that (B.1.26), (B.1.27),
(B.1.33), (B.1.40) and (B.1.45) allow us to determine all integration functions in terms of
T(n), ρi(n) and Kij(n), namely
F2 =
D ·D · K
(n+ 1)(n+ 2)
, F1 = −
2D · ρ
n+ 1
, G1 = −
∆+ 2(n+ 1)
(n+ 1)(n+ 2)
D · ρ , (B.1.50)
while
S =
∆+ 2(n+ 1)
2(n+ 2)
T , H =
(∆+ n)[∆+ 2(n+ 1)]
2n(n+ 2)
T , (B.1.51)
and
ri = −
1
n+ 2
D · Ki , σi = n
(n+ 1)(n+ 2)
DiD · ρ+ ∆+ 2n+ 1
n+ 2
ρi . (B.1.52)
On the other hand, T , ρi and Kij must satisfy (B.1.22), (B.1.41) and (B.1.46), namely
Kijk = D(iKjk) −
2
n+ 2
γ(ijD · Kk) = 0 , γijKij = 0 , (B.1.53)
Rijk = D(iDjρk) −
2
n+ 2
γ(ij
[
2Dk)D · ρ+ (∆+ n− 1)ρk)
]
= 0 , (B.1.54)
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plus a number of consistency conditions (B.1.25), (B.1.34), (B.1.44), (B.1.47), which take
the following form: the one involving T reads
[∆,Di]T − (n− 1)DiT = 0 , (B.1.55)
which is actually identically satisfied on account of (B.1.49), the constraints on ρi are
[∆,Di]D · ρ− (n− 1)DiD · ρ = 0 ,
(∆+ n)[∆+ 2(n+ 1)]D · ρ = 0 ,
(∆+ n)D(iρj) +
n− 2
n+ 1
DiDjD · ρ− 3γij
n+ 1
∆D · ρ− 2γijD · ρ = 0 ,
(B.1.56)
of which the first is again identically true by (B.1.49), while the consistency conditions
involving Kij are
[∆+ 2(n+ 1)]D ·D · K = 0 ,
Di[∆+ 2(n+ 1)]D ·D · K = 0 ,
D(iDjD · Kk) + 2γ(ijD · Kk) −
3
n+ 1
γ(ijDk)D ·D · K = 0 .
(B.1.57)
We will now prove that all these equations are actually identically satisfied, provided
that ρi and Kij obey (B.1.53) and (B.1.54). To see this, we take divergences of Kijk and
Rijk, which, making extensive use of (B.1.49), read
D · Rij = 2(n+ 1)
n+ 2
[
(∆+ n)D(iρj) +
n− 2
n+ 1
DiDjD · ρ
−
3γij
n+ 1
∆D · ρ− 2γijD · ρ
]
,
D ·D · Ri = 2(n+ 1)
n+ 2
[
∆2ρi + 3n∆ρi +
2(n− 2)
n+ 1
Di∆D · ρ
+
2(2n+ 1)(n− 2)
n+ 1
DiD · ρ+ (2n+ 1)(n− 1)ρi
]
,
D ·D ·D · R = 6(n− 1)
n+ 2
(∆+ n)[∆+ 2(n+ 1)]D · ρ ,
(B.1.58)
and
D ·Kij = n
n+ 2
[
D(iD · Kj) −
2
n
γijD ·D · K
]
+ (∆+ 2n)Kij ,
D ·D ·Ki = 2(n+ 1)
n+ 2
[
n− 2
2(n+ 1)
DiD ·D · K+ ∆D · Ki + (2n+ 1)D · Ki
]
,
D ·D ·D ·K = 3n
n+ 2
[∆+ 2(n+ 1)]D ·D · K .
(B.1.59)
Equations (B.1.58) clearly show that all remaining constraints (B.1.56) involving ρi are
actually proportional to divergences of equation (B.1.54), namelyD ·Rij andD ·D ·D ·R.
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Furthermore, equation (B.1.59) reduces the first two constraints in (B.1.57) toD ·D ·D ·K
and DiD ·D ·D ·K.
To see that also the last equation in (B.1.57) is identically satisfied by (B.1.53), we first
take its trace and note that it is proportional toD ·D ·Ki. The traceless projection instead
reads
D(iDjD · Kk) −
2
n+ 2
γ(ij
[
2Dk)D ·D · K+ (∆+ n− 1)D · Kk)
]
= 0 . (B.1.60)
We then consider
D(iD·Kjk) =
n
n+ 2
D(iDjD·Kk)+(∆+n−3)D(iKjk)+4γ(ijD·Kk)−
2
n+ 2
γ(ijDk)D·D·K ,
(B.1.61)
which, upon substituting Kijk = 0, yields
D(iD·Kjk) =
n
n+ 2
{
D(iDjD · Kk) −
2
n
γ(ij
[
Dk)D ·D · K− (∆+ 3n+ 1)D · Kk)
]}
= 0 .
(B.1.62)
The traceless projection of this equation is precisely (B.1.60), which proves that it is
identically satisfied.
To reiterate, the gauge transformations that preserve the conditions (B.1.1) and the
“weak”, dimension-independent falloffs (B.1.2) are parametrized by a conformal Killing
tensor Kij(xk) on the sphere, by a vector ρi(xk) satisfying (B.1.54) and by an arbitrary
function T(xi).
Making explicit the dependence of the gauge parameters on these function affords
rr =
u2D ·D · K
(n+ 1)(n+ 2)
−
2u
n+ 1
D · ρ+ T ,
ur = −
urD ·D · K
(n+ 1)(n+ 2)
+
r
n+ 1
D · ρ− u[∆+ 2(n+ 1)]
(n+ 1)(n+ 2)
D · ρ+ ∆+ 2(n+ 1)
2(n+ 2)
T ,
uu =
r2D ·D · K
(n+ 1)(n+ 2)
+
2r [∆+ 2(n+ 1)]
(n+ 1)(n+ 2)
D · ρ+ (∆+ n)[∆+ 2(n+ 1)]
2n(n+ 2)
T ,
ri = −
ur2D · Ki
n+ 2
+ r2ρi +
u2rDiD ·D · K
2(n+ 1)(n+ 2)
−
ur
n+ 1
DiD · ρ+ r
2
DiT ,
ui =
r3
n+ 2
D · Ki − ur
2DiD ·D · K
2(n+ 1)(n+ 2)
+
r2
n+ 2
[
n
n+ 1
DiD · ρ+ (∆+ 2n+ 1)ρi
]
−
ur
(n+ 1)(n+ 2)
Di[∆+ 2(n+ 1)]D · ρ+ r
2(n+ 2)
[∆+ 2(n+ 1)]T ,
ij = r
4Kij −
ur3
n+ 2
[
D(iD · Kj) −
2γij
n+ 1
D ·D · K
]
+ r3
[
D(iρj) −
2γij
n+ 1
D · ρ
]
+
u2r2
2(n+ 1)(n+ 2)
(DiDj + 2γij)D ·D · K
−
ur2
n+ 1
[
DiDj −
γij
n+ 2
(∆− 2)
]
D · ρ+ r
2
2
[
DiDj −
γij
n+ 2
(∆− 2)
]
T .
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while the corresponding nonvanishing symmetry variations read
δϕuui =
1
2n(n+ 2)
Di(∆+ n)[∆+ 2(n+ 1)]T ,
δϕuij = −
2ur
(n+ 2)(n+ 2)
(DiDj + γij)[∆+ 2(n+ 1)]D · ρ
+
r
n+ 2
(
DiDj −
1
nγij∆
)
[∆+ 2(n+ 1)]T ,
δϕijk =
u2r2
2(n+ 1)(n+ 2)
[
D(iDjDk) + 4γ(ijDk)
]
D ·D · K
−
ur2
d+ 1
[
D(iDjDk) −
1
n+ 2
γ(ijDk)[3∆+ 2(n− 1)]
]
D · ρ
+
r2
2
[
D(iDjDk) −
1
n+ 2
γ(ijDk)[3∆+ 2(n− 1)]
]
T .
(B.1.64)
B.2. Spin-three Global Symmetries
We now specialize the calculation of spin-three residual symmetries in D = n + 2
performed above to the more conservative radiation falloff conditions. We thus require
that
δϕuui ,
δϕuij
r
,
δϕijk
r2
(B.2.1)
scale as O(r−n2 ). This choice will actually force us to consider, for any dimension
greater than four, exact Killing tensors, namely the solutions of δϕabc = 0, due to the
occurrence of the following additional constraints.
First, DiH = 0 from the O(1) term in (B.1.17), namely
H =
(∆+ n)[∆+ 2(n+ 1)]
2n(n+ 2)
T (B.2.2)
would be a constant for any dimension greater than four. Second, the coefficient of r in
(B.1.29) would not just be traceless, but would be actually set to zero,
DiDjG− γij(G−H) = 0 . (B.2.3)
Third, we would have the vanishing of the coefficient of r2 in (B.1.36),
1
2
D(iDjDk)F+ γ(ijDk)(2F− 3G) = 0 . (B.2.4)
As already remarked, equations (B.2.2), (B.2.3) and (B.2.4) are equivalent to the vanishing
of (B.1.64). We now express the additional constraints (B.2.2), (B.2.3) and (B.2.4), ormore
precisely their traceless projections, since the vanishing of their traces has already been
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imposed above, in terms of Kij, ρi and T , thereby obtaining
D(iDjDl)D ·D · K−
1
n+ 2
γ(ij
[
2∆Dl)D ·D · K+Dl)∆D ·D · K
]
= 0 , (B.2.5)(
DiDj −
1
nγij∆
)
[∆+ 2(n+ 1)]D · ρ = 0 , (B.2.6)
D(iDjDl)D · ρ−
1
n+ 2
γ(ij
[
2∆Dl)D · ρ+Dl)∆D · ρ
]
= 0 , (B.2.7)
Di(∆+ n)[∆+ 2(n+ 1)]T = 0 , (B.2.8)(
DiDj −
1
nγij∆
)
[∆+ 2(n+ 1)]T = 0 , (B.2.9)
and
Tijk = D(iDjDk)T −
1
n+ 2
γ(ij
[
2∆Dk)T +Dk)∆T
]
= 0 . (B.2.10)
We will now prove that equation (B.2.10) is the only genuinely new condition, while all
other constraint actually follow from Kijk = 0, Rijk = 0 and Tijk = 0.
The conditions (B.2.8) and (B.2.9) are proportional to divergences of Tijk = 0: em-
ploying (B.1.49),
D · Tij = 3n
n+ 2
(
DiDj −
1
nγij∆
)
[∆+ 2(n+ 1)]T (B.2.11)
D ·D · Ti = 3n(n− 1)
n+ 2
Di(∆+ n)[∆+ 2(n+ 1)]T . (B.2.12)
Equation (B.2.6) then follows in the same way from (B.2.7). To see that the latter holds,
we can start from equation (B.1.58) and consider D(iD · Rjk), which takes the form
D(iD · Rjk) =
2(n+ 1)
n+ 2
{
(∆− 3)D(iDjρk) +
n− 2
n+ 1
D(iDjDk)D · ρ+ γ(ij[· · · ]k)
}
,
(B.2.13)
where dots in the square bracket denote a number of terms obtained from ρi and its
derivatives, with one free index. Using Rijk = 0, given in (B.1.54), we can eliminate the
first term on the right-hand side to cast this equation in the final form
D(iD · Rjk) =
2(n− 2)
n+ 2
{
D(iDjDk)D · ρ+ γ(ij[· · · ]k)
}
= 0 , (B.2.14)
whose traceless projection is (B.2.7).
Equation (B.2.5) canbe seen tohold adopting a similar strategy. Starting fromequation
(B.1.59), we can consider D(iDjD ·D ·Kk), which has the form
D(iDjD ·D ·Kk) =
2(n+ 1)
n+ 2
{
(∆− 3)D(iDjD · Kk)
+
n− 2
n+ 1
D(iDjDk)D ·D · K+ γ(ij[· · · ]k)
}
,
(B.2.15)
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where the square brackets now contain a suitable combination ofKij and its derivatives.
Employing the expression for D(iD · Kjk) = 0 given in (B.1.62), we can substitute the
first term on the right-hand side and obtain
D(iDjD ·D ·Kk) =
2(n− 2)
n+ 2
{
D(iDjDk)D ·D · K+ γ(ij[· · · ]k)
}
= 0 , (B.2.16)
which, upon taking the traceless part, yields (B.2.5) as desired.
Thus, to summarize, the only new condition that is introduced by enforcing the exact
Killing equation is (B.2.10), whose effect is that of reducing the allowed choices for
the previously arbitrary function T(xi) to (linear combinations of) spherical harmon-
ics with l = 0, 1, 2, namely to a solution space with finite dimension 1 + (n + 1) +[
(n+1)(n+2)
2 − 1
]
=
(n+1)(n+4)
2 .
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