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Abstract
We develop an existence, uniqueness and regularity theory for general multidimensional strongly
coupled FBSDE using so called decoupling fields. We begin with a local result and extend it to
a global theory via concatenation. The cornerstone of the global theory is the so called maximal
interval which is, roughly speaking, the largest interval on which reasonable solutions exist. A
method to verify that the maximal interval is the whole interval, for problems in which this is
conjectured, is proposed. As part of our study of the regularity of solutions constructed we show
variational differentiability under Lipschitz assumptions.
Extra emphasis is put on the more special Markovian case in which assumptions on the Lipschitz
continuity for the FBSDE can be weakened to local ones, and additional regularity properties
emerge.
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Key words and phrases: forward-backward stochastic differential equation; FBSDE; BSDE; strong
coupling; decoupling field; decoupling random field; variational differentiability; quasilinear parabolic
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1 Introduction
In recent decades Backward Stochastic Differential Equations (BSDE) and more generally Forward
Backward Stochastic Differential Equations (FBSDE) have been studied extensively. They have many
applications in various fields of applied mathematics, such as stochastic control theory and mathemat-
ical finance, and are closely tied to a major class of partial differential equations. A general FBSDE
is a system of the form
Xt = x+
∫ t
0
µ(s,Xs, Ys, Zs) ds+
∫ t
0
σ(s,Xs, Ys, Zs) dWs,
Yt = ξ(XT )−
∫ T
t
f(s,Xs, Ys, Zs) ds−
∫ T
t
Zs dWs,
where X and Y can be multidimensional, such that the two equations represent systems of equations
in general. The nature of the underlying problem is encoded in the parameter functions µ, σ, f which
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can be random, but at least progressively measurable, and the terminal condition ξ, which can also
depend on ω, but is required to be measurable w.r.t. FT , the information available at terminal time
T .
The system is called decoupled if either µ, σ do not depend on Y,Z, or if ξ does not depend on X.
In these two cases the problem can be treated by solving one of the equations first, and then simply
plugging the solution processes obtained into the other equation, in order to solve the latter in the
second step. In both steps solutions can be constructed through a Picard iteration applying Banach’s
fixed point theorem. The theory of decoupled problems is much more extensive than the theory of
general strongly coupled FBSDE, in which still many questions remain unanswered.
Several methods have been proposed to study these problems. The so called Four Step Scheme
(see [10]) is based on reducing the problem to a quasi-linear parabolic PDE. This works for parameter
functions which are deterministic and sufficiently smooth.
The Method of Continuation (e.g. [9]) is purely stochastic, but relies on monotonicity assumptions
for the parameter functions that might be hard to verify.
In order to develop a general technique, Zhang et al. have introduced the concept of Decoupling
Fields in [1]. Decoupling fields can be used to extend the Contraction Method proposed by Antonelli
[11] to construct solutions on large intervals by patching together solutions constructed on small
intervals. In [1] the emphasis is on well-posedness: the authors are primarily interested in problems
which have solutions on the whole interval [0, T ] and propose sufficient conditions based on the so called
characteristic BSDE and the dominating ODE. Furthermore they concentrate on one-dimensional
problems. We have found this to be a serious draw-back, since most coupled problems we have
encountered involve multidimensional parameters, either in W or X or Y .
In this paper we will drop the restriction of well-posedness and develop an existence, uniqueness
and regularity theory for the general case. In other words we consider ill-posed problems no less
interesting or worthy of a rigorous study than well-posed problems. We will merely require Lipschitz
continuity of the parameters in the general non-Markovian case and a form of local Lipschitz continuity
in the more special Markovian case. The terminal condition will always be Lipschitz continuous in
the process variables. To accommodate the fact that we do not require well-posedness of the problem
we introduce the so called maximal interval, which, roughly speaking, is the largest interval on which
a given FBSDE system has reasonable solutions. The best case scenario is that the maximal interval
coincides with [0, T ], such that the problem becomes well-posed. Based on our study of the form of the
maximal interval and the behavior of the decoupling field at the left boundary, in the ill-posed case, we
will propose a general method to verify well-posedness via contradiction. We have been able to apply
this technique to construct solutions to various systems of strongly coupled multidimensional FBSDE
appearing in problems like utility maximization in incomplete markets or the Skorohod embedding
problem. This will be layed out in more detail in forthcoming work.
This paper is structured as follows. In Section 2 we will define the notion of a decoupling field
as done in [1] and discuss some basic properties. Furthermore we will summarize some basic results
about weak derivatives. Although some of theses statements might seem to be straightforward, we
have included their proofs in the Appendix, since we have not been able to find a proper source to
cite.
In Section 3 we will prove a local existence and uniqueness result for decoupling fields (Theorem 1)
for globally Lipschitz continuous coefficients. This result will serve as the fundament for the theory
developed thereafter. The proof is constructive and is based on a contractive Picard-Lindelo¨f iteration.
In Section 4 we discuss two simple examples to motivate the hypotheses of Theorem 1.
Section 5 deals with regularity properties of decoupling fields. As a byproduct of the construction in
Section 3 we will obtain variational differentiability of solutions. More precisely, we show that X,Y,Z
depend in a weakly differentiable way on the initial vector x.
In Section 6 we show global uniqueness and global regularity of decoupling fields, and study global
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existence by introducing the maximal interval. We will prove a necessary condition for the problem
to be ill-posed, and propose a general method to verify well-posedness in those cases in which it is
conjectured. Our approach is related to the study of the characteristic BSDE proposed in [1].
Furthermore we will discuss the Markovian case in more detail. Here our theory can be extended
to coefficients that are not globally Lipschitz continuous, a very useful feature for applications. The
decoupling field also assumes very nice properties in the Markovian case, such as being deterministic
and continuous. We discuss the case in which the parameter functions are only locally Lipschitz in
Y,Z. The case in which they are locally Lipschitz in Z (and Lipschitz in the remaining components)
deserves separate consideration. This will be left for future work.
2 Preliminaries
2.1 Decoupling Fields
We will consider families (µ, σ, f) of measurable functions, more precisely
µ : [0, T ]× Ω× Rn × Rm × Rm×d −→ Rn,
σ : [0, T ]× Ω× Rn × Rm × Rm×d −→ Rn×d,
f : [0, T ]× Ω× Rn × Rm × Rm×d −→ Rm,
where
• n,m, d ∈ N and T > 0,
• (Ω,F ,P, (Ft)t∈[0,T ]) is a complete filtered probability space,
• F0 contains all null sets and also Ft = σ(F0, (Ws)s∈[0,t]) holds, where (Wt)t∈[0,T ] is a d-dimensional
Brownian motion, independent of F0,
• F = FT .
We want µ, σ and f to be progressively measurable w.r.t. (Ft)t∈[0,T ], i.e. µ1[0,t], σ1[0,t], f1[0,t] must be
B([0, T ])⊗Ft⊗B(Rn)⊗B(Rm)⊗B(Rm×d) - measurable for all t ∈ [0, T ]. We will assume throughout
the paper that µ, σ and f have this property without mentioning it.
Definition 1. Let ξ : Ω× Rn → Rm be measurable and let t ∈ [0, T ].
We call a function u : [t, T ]×Ω×Rn → Rm with u(T, ·) = ξ a.e. a decoupling field for (ξ, (µ, σ, f)) on
[t, T ] if for all t1, t2 ∈ [t, T ] with t1 ≤ t2 and any Ft1 - measurable Xt1 : Ω→ Rn there exist progressive
processes X,Y,Z on [t1, t2] such that
• Xs = Xt1 +
∫ s
t1
µ(r,Xr, Yr, Zr) dr +
∫ s
t1
σ(r,Xr , Yr, Zr) dWr a.s.,
• Ys = Yt2 −
∫ t2
s
f(r,Xr, Yr, Zr) dr −
∫ t2
s
Zr dWr a.s.,
• Ys = u(s,Xs) a.s.,
for all s ∈ [t1, t2]. In particular we want all integrals to be well defined and X,Y,Z to have values in
R
n, Rm and Rm×d respectively.
In the above definition the first equation is called the forward equation, the second the backward
equation and the third will be referred to as the decoupling condition. When we say that a triplet
(X,Y,Z) solves the FBSDE we mean, that it satisfies the forward and the backward equation, together
with YT = ξ(XT ) (we also require t2 = T ).
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Note that the terminal condition YT = ξ(XT ) is actually a consequence of the decoupling condition
together with u(T, ·) = ξ.
At this point we do not require the triplet (X,Y,Z) to be unique for given t1, t2,Xt1 .
Decoupling fields have the following very important property, which distinguishes them from clas-
sical solutions to FBSDEs.
Lemma 1. If u is a decoupling field for (ξ, (µ, σ, f)) on [t, T ] and a map u˜ is a decoupling field for
(u(t, ·), (µ, σ, f)) on [s, t], where 0 ≤ s < t < T , then the map
uˆ := u˜1[s,t] + u1(t,T ]
is a decoupling field for (ξ, (µ, σ, f)) on [s, T ].
Proof. Assume we have a t1 ∈ [s, t) and a t2 ∈ (t, T ]. For any Ft1 - measurable Xˆt1 : Ω → Rn we
need to show existence of processes Xˆ, Yˆ , Zˆ solving our FBSDE on [t1, t2] s.t. Yˆr = uˆ(r, Xˆr) a.s. for
r ∈ [t1, t2].
We construct theses processes in two steps: Firstly, we choose progressive processes X˜, Y˜ , Z˜ on
[t1, t] solving our FBSDE on [t1, t] with initial value Xˆt1 and satisfying Y˜r = u˜(r, X˜r) = uˆ(r, X˜r),
r ∈ [t1, t], according to the definition of a decoupling field.
Moreover, there exist progressive processes X,Y,Z on [t, t2] satisfying
• Xr = X˜t +
∫ r
t
µ(v,Xv , Yv, Zv) dv +
∫ r
t
σ(v,Xv , Yv, Zv) dWv,
• Yr = Yt2 −
∫ t2
r
f(v,Xv, Yv, Zv) dv −
∫ t2
r
Zv dWv,
• Yr = u(r,Xr) = uˆ(r,Xr),
a.s. for all r ∈ [t, t2]. Now define Xˆ on [t1, t2] via
Xˆ := X˜1[t1,t] +X1(t,t2 ]
and similarly define Yˆ and Zˆ.
Note X˜t = Xt and also Y˜t = u˜(t, X˜t) = u(t,Xt) = Yt. It is easy to check that Xˆ, Yˆ , Zˆ satisfy the
FBSDE on [t1, t2] and the decoupling condition.
Note from the definition that if u is a decoupling field and u˜ is a modification of u, i.e. for each
s ∈ [t, T ] the functions u(s, ω, ·) and u˜(s, ω, ·) coincide for almost all ω ∈ Ω, then u˜ is also a decoupling
field to the same problem. So u could also be referred to as a class of modifications. Some of the
representants of the class might be progressively measurable, others not. We will see below that a
progressively measurable representant does exist if the decoupling field is Lipschitz continuous in x:
Lemma 2. Let u : [t, T ] × Ω × Rn → Rm be a decoupling field to (ξ, (µ, σ, f)) which is Lipschitz
continuous in x ∈ Rn in the sense that there exists a constant L > 0 s.t. for every s ∈ [t, T ]:
|u(s, ω, x)− u(s, ω, x′)| ≤ L|x− x′| ∀x, x′ ∈ Rn, for a.a. ω ∈ Ω.
Then u has a modification u˜ which is
• progressively measurable,
• Lipschitz continuous in x in the strong sense
|u˜(s, ω, x)− u˜(s, ω, x′)| ≤ L|x− x′| ∀s ∈ [t, T ], ω ∈ Ω, x, x′ ∈ Rn
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• and ”weakly right-continuous” in the sense that
lim
n→∞
u˜(sn, ·, xn) = u˜(s′, ·, x′) a.s.,
for all (s′, x′) ∈ [t, T ] × Rn and all sequences (sn) ⊂ [s′, T ], (xn) ⊂ Rn, converging to s′ and x′
respectively.
Proof. We can assume without loss of generality that u is truly Lipschitz continuous in x with Lipschitz
constant L by modifying it for every fixed s ∈ [t, T ] such that u(s, ω, ·) is set to 0, if it is not Lipschitz
continuous with constant L. This will have to be done for a set of ω, which has measure zero (for each
fixed s ∈ [t, T ]).
Choose any t1 from the interval [t, T ] and some x
′ ∈ Rn as initial value of the problem
Xs = x
′ +
∫ s
t1
µ(r,Xr , Yr, Zr) dr +
∫ s
t1
σ(r,Xr, Yr, Zr) dWr,
Ys = YT −
∫ T
s
f(r,Xr, Yr, Zr) dr −
∫ t2
s
Zr dWr,
Ys = u(s,Xs).
Let x be another point in Rn and choose any t2 ∈ [t1, T ]. We can assume that X and Y are continuous
(we can choose such modifications). We use the triangle inequality together with the decoupling
condition Ys = u(s,Xs):
|u(t2, x)− u(t1, x′)| ≤ |u(t2, x)− u(t2, x′)|+ |u(t2, x′)− u(t2,Xt2)|+ |u(t2,Xt2)− u(t1, x′)| ≤
= L|x− x′|+ |u(t2,Xt1)− u(t2,Xt2)|+ |Yt2 − Yt1 | ≤ L|x− x′|+ L|Xt2 −Xt1 |+ |Yt2 − Yt1 |.
Choosing sequences t
(n)
2 ↓ t1 and x(n) → x′, we obtain
lim
n→∞
u(t
(n)
2 , ·, x(n)) = u(t1, ·, x′) a.s.
from the continuity of the processes X and Y . Now define u˜ via
u˜(s, ω, x) := lim sup
n→∞
n∑
m=1
u
(
t+m
T − t
n
, ω, x
)
1(t+(m−1)T−tn ,t+m
T−t
n ]
(s).
Now observe:
• u˜ clearly inherits the (strong) Lipschitz continuity in x from u.
• For any s ∈ [t, T ] and any ε > 0 the function u˜1[t,s] is B([0, T ]) ⊗ Fs+ε ⊗ B(Rn) - measurable,
since u
(
t+mT−t
n
, ω, x
)
1(t+(m−1)T−tn ,t+m
T−t
n ]∩[t,s]
is measurable w.r.t. this σ-algebra if n is large
enough. Thus u˜1[t,s] is B([0, T ]) ⊗ Fs+ ⊗ B(Rn) - measurable for all s and so u˜ is progressively
measurable due to Fs+ = Fs.
• For all s ∈ [t, T ] and all x ∈ Rn the random variables u˜(s, ·, x) and u(s, ·, x) are a.s. equal, since
limn→∞ u
(
t+m(s, n)T−t
n
, ω, x
)
= u(s, ω, x) for a.a. ω, where m(s, n) is the unique element of
{1, . . . , n} s.t. 1(t+(m(s,n)−1)T−tn ,t+m(s,n)T−tn ](s) = 1. Note here that t+m(s, n)
T−t
n
≥ s converges
to s for n→∞.
Due to Lipschitz continuity in x the maps x 7→ u˜(s, ω, x) and x 7→ u(s, ω, x) must also coincide
for a.a. ω and so u˜ is indeed a modification of u.
• As a modification u˜ inherits the ”weak right-continuity” of u.
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2.2 Weak Derivatives
In this paper we will work extensively with weak derivatives. This will allow us to show variational
differentiability (i.e. w.r.t. the initial value x ∈ Rn) of the processes X,Y,Z for Lipschitz continuous
µ, σ, f, ξ.
We start by fixing notation and giving some definitions.
For the following | · | will denote the usual square norm in any finite dimensional Euclidean space.
We can interpret elements of Rn×d and Rm×d as matrices or as linear operators from Rd with values
in Rn or Rm. Similarly we interpret Rm×d×n as the space of linear mappings from Rn to Rm×d.
If x ∈ Rm×d or x ∈ Rn×d the expression |x| denotes the Frobenius norm of the linear operator x, i.e.
the square root of the sum of the squares of its matrix coefficients.
If x ∈ Rn×n or x ∈ Rm×n or x ∈ Rm×d×n or x ∈ Rn×d×n we define |x|v := |x · v| for all v ∈ Sn−1,
where · is the application of the linear operator x to the vector v such that x · v is in Rn or Rm or
R
m×d or Rn×d.
We denote by Lξ,x the Lipschitz constant of a map ξ : Ω× Rn → Rm w.r.t. the Euclidean norms,
i.e.
Lξ,x := inf {L ≥ 0 | |ξ(ω, x1)− ξ(ω, x2)| ≤ L|x1 − x2|∀x1, x2 for a.a. ω} ,
where inf ∅ :=∞. Note that ξ is Lipschitz continuous w.r.t. x ∈ Rn if and only if Lξ,x <∞.
Consider a mapping X : M × Λ → R, where (M,A, ρ) is some complete measure space and
Λ ⊆ RN is open, N ∈ N. We say that X is weakly differentiable w.r.t. the parameter λ ∈ Λ, if for
almost all ω ∈ M the mapping X(ω, ·) : Λ→ R is weakly differentiable. This means that there exists
a mapping ddλX :M× Λ→ R1×N such that∫
Λ
ϕ(λ)
d
dλ
X(ω, λ) dλ = −
∫
Λ
X(ω, λ)
d
dλ
ϕ(λ) dλ,
for any real valued test function ϕ ∈ C∞c (Λ) and almost all ω ∈ M. In particularX(ω, ·) and ddλX(ω, ·)
have to be locally integrable for a.a. ω. This of course includes measurability for almost every fixed
ω.
Similarly we could also define higher order weak differentiability. Weak differentiability for vector
valued mappings is defined componentwise.
We call two maps Y,Z : M× Λ → R1×N modifications of each other if Y (ω, ·) and Z(ω, ·) are a.e.
equal for almost every fixed ω. Obviously a modification of a weak derivative is again a weak derivative
(of the same X).
If X is a measurable a function of (ω, λ), its weak derivative ddλX will have a measurable modification:
For all v ∈ RN and all h > 0 we can write
∫ h
0
d
dλ
X(ω, λ0 + tv)v dt = X(ω, λ0 + hv)−X(ω, λ0), (1)
for a.a. λ0 ∈ Λ, s.t. Bh|v|(λ0) ⊆ Λ, for almost every ω ∈ M (Lemma 19). For instance choose
h = hn = n
−1, n ∈ N. Clearly Y (ω, λ0) := lim supn→∞ 1hn (X(ω, λ0+hnv)−X(ω, λ0)) is a measurable
function of (ω, λ0). However Y is a modification of
d
dλXv due to (1) and Lebesgue’s differentiation
theorem. This allows us to construct a measurable modification of ddλX by taking canonical unit
vectors for v.
The relationship ddλX(ω, λ0)v = lim supn→∞
1
hn
(X(ω, λ0 + hnv) −X(ω, λ0)), which holds for almost
all λ0, for almost all ω, also implies uniqueness of
d
dλX up to modifications.
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If a map ξ : Ω × Rn → Rm is measurable and Lξ,x < ∞ then ξ is weakly differentiable w.r.t x
(according to Rademacher’s theorem) and we can also write
Lξ,x = ess sup
{∣∣∣∣ ddxξ(ω, x)
∣∣∣∣
v
∣∣∣∣∣ω ∈ Ω, x ∈ Rn, v ∈ Sn−1
}
,
where the weak derivative ddxξ has values in R
m×n, so ddxξ(ω, x)v ∈ Rm, if v ∈ Rn.
Note that we have the following ”chain rule” for weak derivatives.
Lemma 3. Let g :M×Rd → Rm be measurable s.t. Lg,x <∞. Furthermore let Xi :M×Rn → Rdi,
i = 1, . . . , k be measurable and weakly differentiable w.r.t. λ ∈ Rn. Let X := (X1, . . . ,Xk) be Rd-
valued, i.e. assume
∑k
i=1 di = d.
Then the measurable mapping g(X) : M× Rn → Rm is also weakly differentiable w.r.t. λ ∈ Rn and
furthermore there exist measurable mappings ∆Xxig :M× Rn ×Rn → Rm×di s.t.
• supv∈Sdi−1 |∆Xxig|v ≤ Lg,xi everywhere for every i = 1, . . . , k,
• for all v ∈ Rn (
d
dλ
g(X)(ω, λ)
)
v =
k∑
i=1
(
∆Xxig(ω, λ, v)
) ( d
dλ
Xi(ω, λ)
)
v
holds for almost all λ ∈ Rd, ω ∈M.
Proof. See Appendix.
For later reference we state Lemmas 4-8. They will be needed to justify interchanging differentiation
(in the weak sense) with integration w.r.t. time, probability measure or Brownian motion.
Lemma 4. Let X : Ω× Rn → R be measurable, s.t.
• X is weakly differentiable w.r.t. λ,
• E [|X(·, λ)|] and E [∣∣ ddλX(·, λ)∣∣] are both locally integrable w.r.t. λ.
Let also G ⊆ F be a σ-algebra. Then the mapping (ω, λ) 7→ E[X(·, λ)|G](ω) is measurable and weakly
differentiable w.r.t. λ and ddλE[X(·, λ)|G] = E
[
d
dλX(·, λ)|G
]
.
Proof. See Appendix.
Lemma 5. Let Z : [0, T ] ×Ω× Rn → R be measurable, s.t.
• Z is weakly differentiable w.r.t. λ ∈ Rn,
• E
[∫ T
0 |Zs(·, λ)| ds
]
and E
[∫ T
0
∣∣ d
dλZs(·, λ)
∣∣ ds] are both locally integrable w.r.t. λ.
Then the mapping X :=
∫ T
0 Zs ds : Ω×Rn → R is measurable, weakly differentiable w.r.t. λ ∈ Rn and
d
dλX(·, λ) =
∫ T
0
d
dλZs(·, λ) ds.
Proof. Define a new probability space
(
[0, T ] × Ω,L([0, T ])⊗F , 1
T
dt|B[0,T ] ⊗ P
)
, define G := {∅, [0, T ]}⊗
F and apply Lemma 4. Here L([0, T ]) is the σ-Algebra of Lebesgue measurable subsets of [0, T ].
Lemma 6. Let Z : [0, T ] ×Ω× Rn → Rd be progressively measurable, s.t.
• Z is weakly differentiable w.r.t. λ ∈ Rn,
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• E
[∫ T
0 |Zs(·, λ)|2 ds
]
and E
[∫ T
0
∣∣ d
dλZs(·, λ)
∣∣2 ds] are both locally integrable w.r.t. λ.
Then the mapping X :=
∫ T
0 Z
⊤
s dWs : Ω × Rn → R is measurable, weakly differentiable w.r.t. λ ∈ Rn
and ddλX(·, λ) =
∫ T
0
d
dλZs(·, λ)⊤ dWs.
Proof. See Appendix.
Conversely, we can also show:
Lemma 7. Let X : Ω× Rn → R be measurable, s.t.
• X is weakly differentiable w.r.t. λ,
• E
[
|X(·, λ)|2
]
and E
[∣∣ d
dλX(·, λ)
∣∣2] are both locally integrable w.r.t. λ.
Then the unique progressively measurable process Z : Ω× [0, T ]×Rn → Rd s.t. X = E[X]+∫ T0 Z⊤s dWs
is weakly differentiable w.r.t. λ and ddλX(·, λ) = E
[
d
dλX(·, λ)
]
+
∫ T
0
d
dλZs(·, λ)⊤ dWs.
Proof. See Appendix.
Lemma 8. Let X : Ω×Rn → R be measurable and V : Ω× [0, T ]×Rn → R be progressively measurable
s.t.
• X and V are weakly differentiable w.r.t. λ ∈ Rn,
• E
[
|X(·, λ)|2
]
and E
[∣∣ d
dλX(·, λ)
∣∣2] are both locally integrable w.r.t. λ,
• E
[(∫ T
0 |Vs(·, λ)| ds
)2]
and E
[(∫ T
0
∣∣ d
dλVs(·, λ)
∣∣ ds)2] are both locally integrable w.r.t. λ.
Then there exist unique progressive processes Y,Z : Ω× [0, T ] ×Rn → R,Rd s.t.
Yt = X −
∫ T
t
Vs ds−
∫ T
t
Z⊤s dWs,
Y and Z are both weakly differentiable w.r.t. λ and
d
dλ
Yt =
d
dλ
X −
∫ T
t
d
dλ
Vs ds−
∫ T
t
d
dλ
Z⊤s dWs.
Proof. See Appendix.
Finally, we will need the following stability result.
Lemma 9. Let (M,A, ρ) be some finite and complete measure space and let Λ ⊆ RN be open. Let
(Xi)i∈N be a sequence of measurable real valued maps on Λ×M s.t. Xi(·, ω) has all weak derivatives
up to order δ ∈ N for almost all ω ∈M and s.t. there exists a constant C <∞ with∑
1≤|α|≤δ
∫
M
|DαλXi(λ, ·)|2 dρ ≤ C,
for almost all λ ∈ Λ and all i ∈ N, where α ∈ NN is a multi-index.
Assume further that there exists a real valued map X on Λ ×M such that limi→∞Xi(λ, ·) = X(λ, ·)
in L2 for almost all λ ∈ Λ.
Then X is measurable and X(·, ω) has all weak derivatives up to order δ for almost all ω ∈ M and
satisfies
∑
1≤|α|≤δ
∫
M |DαλX(λ, ·)|2 dρ ≤ C for almost all λ ∈ Λ.
Proof. See Appendix.
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3 Local Existence and Uniqueness
We denote by Lσ,z the Lipschitz constant of σ w.r.t. the dependence on the last component z (and
w.r.t. the Frobenius norms on Rm×d and Rn×d).
By L−1σ,z =
1
Lσ,z
we mean 1
Lσ,z
if Lσ,z > 0 and ∞ otherwise.
In the following we need further notation. For an integrable real valued random variable X the
expression Et[X] refers to E[X|Ft], while Etˆ,∞[X] refers to ess supE[X|Ft], which might be∞ or even
−∞, but is always well defined as the infimum of all constants c ∈ [−∞,∞] such that E[X|Ft] ≤ c
a.s..
As usual ‖X‖∞ refers to the essential supremum of |X|.
Theorem 1. Let
• µ, σ, f be Lipschitz continuous in (x, y, z) with Lipschitz constant L s.t.
• ‖(|µ|+ |f |+ |σ|) (·, ·, 0, 0, 0)‖∞ <∞.
• ξ : Ω× Rn → Rm be measurable s.t. ‖ξ(·, 0)‖∞ <∞ and Lξ,x < L−1σ,z.
Then there exists a time t ∈ [0, T ) such that (ξ, (µ, σ, f)) has a unique (up to modification) decoupling
field u on [t, T ] with Lu,x < L
−1
σ,z and ‖u(·, ·, 0)‖∞ <∞.
Proof. Let for some t ∈ [0, T ), which will be specified later, Xt : Rn × Ω −→ Rn be a B(Rn) ⊗ Ft -
measurable function s.t. Xt(·, ω) is weakly differentiable for almost all ω ∈ Ω and
ess supλ∈Rn sup
v∈Sn−1
Etˆ,∞
[∣∣∣∣ ddλXt(λ, ·)
∣∣∣∣
2
v
]
<∞,
for some tˆ ∈ [0, t].
Assume furthermore that Etˆ,∞
[|Xt(λ, ·)|2] <∞ for all λ ∈ Rn.
We want to solve the coupled FBSDE
• Xs = Xt +
∫ s
t
µ(r,Xr, Yr, Zr) dr +
∫ s
t
σ(r,Xr, Yr, Zr) dWr,
• Ys = ξ(XT )−
∫ T
s
f(r,Xr, Yr, Zr) dr −
∫ T
s
Zr dWr,
which means that X,Y,Z would be functions of λ, ω and s and the two equations would hold for
almost all (λ, ω, s) ∈ Rn × Ω× [t, T ].
Let Gtˆ be the space of all progressive R
n × Rm × Rn×d - valued processes (X,Y,Z) on [t, T ]× Ω s.t.
‖(X,Y,Z)‖w := max
(
sup
s∈[t,T ]
√
Etˆ,∞[|Xs|2], (1 + Lσ,z) sup
s∈[t,T ]
√
Etˆ,∞[|Ys|2],
(1 + Lσ,z)
√
Etˆ,∞
[∫ T
t
|Zs|2 ds
])
<∞.
This means, that if (X,Y,Z) also depends on a parameter λ, then ‖(X,Y,Z)‖w would depend on λ
as well.
Let H be the space of all progressive mappings
(X,Y,Z) : Rn × [t, T ]× Ω −→ Rn×n × Rm×n × Rn×d×n
such that
‖(X,Y,Z)‖s := ess supλ∈Rn sup
v∈Sn−1
‖(X(λ, ·)v, Y (λ, ·)v, Z(λ, ·)v)‖w <∞.
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Now fix λ ∈ Rn!
For any (X0, Y 0, Z0) ∈ Gtˆ there are unique (X1, Y 1, Z1) = F (X0, Y 0, Z0) ∈ Gtˆ s.t.
X1s := Xt +
∫ s
t
µ(r,X0r , Y
0
r , Z
0
r ) dr +
∫ s
t
σ(r,X0r , Y
0
r , Z
0
r ) dWr.
Y 1s := ξ(X
1
T )−
∫ T
s
f(r,X1r , Y
0
r , Z
0
r ) dr −
∫ T
s
(Z1r ) dWr,
for almost all s, λ, ω. We assume that this is clear. This defines the mapping F : Gtˆ → Gtˆ.
In the sequel we will check that F is a contraction w.r.t. ‖ · ‖w if t is close enough to T , depending on
the Lipschitz constant L for (µ, σ, f, g), Lσ,z and Lξ,x.
Let (X0, Y 0, Z0), (X˜0, Y˜ 0, Z˜0) ∈ Gtˆ and accordingly (X1, Y 1, Z1) = F (X0, Y 0, Z0), (X˜1, Y˜ 1, Z˜1) =
F (X˜0, Y˜ 0, Z˜0) ∈ Gtˆ. We obviously have
X1s − X˜1s =
∫ s
t
µ(r,X0r , Y
0
r , Z
0
r )− µ(r, X˜0r , Y˜ 0r , Z˜0r ) dr +
∫ s
t
σ(r,X0r , Y
0
r , Z
0
r )− σ(r, X˜0r , Y˜ 0r , Z˜0r ) dWr
and therefore
(
Etˆ
[∣∣∣X1s − X˜1s ∣∣∣2
]) 1
2
≤
(
Etˆ
[∣∣∣∣
∫ s
t
µ(r,X0r , Y
0
r , Z
0
r )− µ(r, X˜0r , Y˜ 0r , Z˜0r ) dr
∣∣∣∣
2
]) 1
2
+
+
(
Etˆ
[∣∣∣∣
∫ s
t
σ(r,X0r , Y
0
r , Z
0
r )− σ(r, X˜0r , Y˜ 0r , Z˜0r ) dWr
∣∣∣∣
2
]) 1
2
≤
≤ L
(
Etˆ
[(∫ s
t
|X0r − X˜0r |+ |Y 0r − Y˜ 0r |+ |Z0r − Z˜0r |dr
)2]) 12
+
+
(
Etˆ
[∫ s
t
(
L|X0r − X˜0r |+ L|Y 0r − Y˜ 0r |+ Lσ,z|Z0r − Z˜0r |
)2
dr
]) 1
2
≤
≤ L
(
Etˆ
[(∫ s
t
|X0r − X˜0r |dr
)2]) 12
+ L
(
Etˆ
[(∫ s
t
|Y 0r − Y˜ 0r |dr
)2]) 12
+
+ L
(
Etˆ
[(∫ s
t
|Z0r − Z˜0r |dr
)2]) 12
+
+ L
(
Etˆ
[∫ s
t
|X0r − X˜0r |2 dr
])1
2
+ L
(
Etˆ
[∫ s
t
|Y 0r − Y˜ 0r |2 dr
]) 1
2
+
+ Lσ,z
(
Etˆ
[∫ s
t
|Z0r − Z˜0r |2 dr
]) 1
2
≤
10
≤ L√s− t
(
Etˆ
[∫ s
t
|X0r − X˜0r |2 dr
]) 1
2
+ L
√
s− t
(
Etˆ
[∫ s
t
|Y 0r − Y˜ 0r |2 dr
]) 1
2
+
+ L
√
s− t
(
Etˆ
[∫ s
t
|Z0r − Z˜0r |2 dr
]) 1
2
+
+ L
√
s− t
(
sup
r∈[t,T ]
Etˆ,∞
[
|X0r − X˜0r |2
]) 12
+ L
√
s− t
(
sup
r∈[t,T ]
Etˆ,∞
[
|Y 0r − Y˜ 0r |2
]) 12
+
+ Lσ,z
(
Etˆ,∞
[∫ s
t
|Z0r − Z˜0r |2 dr
]) 1
2
≤
≤ L
(
T − t+√T − t
)(
sup
r∈[t,T ]
√
Etˆ,∞
[
|X0r − X˜0r |2
]
+ sup
r∈[t,T ]
√
Etˆ,∞
[
|Y 0r − Y˜ 0r |2
])
+
+
(
Lσ,z + L
√
T − t
)(
Etˆ,∞
[∫ T
t
|Z0r − Z˜0r |2 dr
]) 1
2
≤
≤ L
(
T − t+√T − t
)
sup
r∈[t,T ]
√
Etˆ,∞
[
|X0r − X˜0r |2
]
+
+ L
(
T − t+√T − t
)
(1 + Lσ,z) sup
r∈[t,T ]
√
Etˆ,∞
[
|Y 0r − Y˜ 0r |2
]
+
+
Lσ,z + L
√
T − t
1 + Lσ,z
(1 + Lσ,z)
(
Etˆ,∞
[∫ T
t
|Z0r − Z˜0r |2 dr
]) 1
2
≤
≤
(
2 · L
(
T − t+√T − t
)
+
Lσ,z
1 + Lσ,z
+ L
√
T − t
)∥∥∥(X0 − X˜0, Y 0 − Y˜ 0, Z0 − Z˜0)∥∥∥
w
.
Note that the constant in front of
∥∥∥(X0 − X˜0, Y 0 − Y˜ 0, Z0 − Z˜0)∥∥∥
w
converges to
Lσ,z
1+Lσ,z
< 1 for
t→ T . Furthermore, we obviously have
Y 1s − Y˜ 1s +
∫ T
s
(Z1r − Z˜1r ) dWr = ξ(X1T )− ξ(X˜1T )−
∫ T
s
(
f(r,X1r , Y
0
r , Z
0
r )− f(r, X˜1r , Y˜ 0r , Z˜0r )
)
dr
and therefore
(
Etˆ
[
|Y 1s − Y˜ 1s |2
]
+ Etˆ
[∫ T
s
|Z1r − Z˜1r |2 dr
]) 1
2
=
=
(
Etˆ
[
|Y 1s − Y˜ 1s |2
]
+ Etˆ
[∣∣∣∣
∫ T
s
(Z1r − Z˜1r ) dWr
∣∣∣∣
2
]) 1
2
=
=
(
Etˆ
[∣∣∣∣Y 1s − Y˜ 1s +
∫ T
s
(Z1r − Z˜1r ) dWr
∣∣∣∣
2
]) 1
2
≤
≤
(
Etˆ
[
|ξ(X1T )− ξ(X˜1T )|2
]) 1
2
+
(
Etˆ
[∣∣∣∣
∫ T
s
f(r,X1r , Y
0
r , Z
0
r )− f(r, X˜1r , Y˜ 0r , Z˜0r ) dr
∣∣∣∣
2
]) 1
2
≤
11
≤ Lξ,x
(
Etˆ
[
|X1T − X˜1T |2
]) 1
2
+ L (T − t) sup
r∈[t,T ]
√
Etˆ,∞
[
|X1r − X˜1r |2
]
+
+ L (T − t) sup
r∈[t,T ]
√
Etˆ,∞
[
|Y 0r − Y˜ 0r |2
]
+ L
√
T − t
(
Etˆ,∞
[∫ T
t
|Z0r − Z˜0r |2 dr
]) 1
2
≤
≤ (Lξ,x + L(T − t)) sup
r∈[t,T ]
√
Etˆ,∞
[
|X1r − X˜1r |2
]
+ L (T − t) sup
r∈[t,T ]
√
Etˆ,∞
[
|Y 0r − Y˜ 0r |2
]
+
+ L
√
T − t
(
Etˆ,∞
[∫ T
t
|Z0r − Z˜0r |2 dr
]) 1
2
≤
≤ (Lξ,x + L(T − t))L
(
T − t+√T − t
)
sup
r∈[t,T ]
√
Etˆ,∞
[
|X0r − X˜0r |2
]
+
+
(
(Lξ,x + L(T − t))L
(
T − t+√T − t
)
+ L (T − t)
)
sup
r∈[t,T ]
√
Etˆ,∞
[
|Y 0r − Y˜ 0r |2
]
+
+
(
(Lξ,x + L(T − t))
(
Lσ,z + L
√
T − t
)
+ L
√
T − t
)(
Etˆ,∞
[∫ T
t
|Z0r − Z˜0r |2 dr
]) 1
2
.
Finally, we obtain
(1 + Lσ,z)
(
sup
s∈[t,T ]
Etˆ,∞
[
|Y 1s − Y˜ 1s |2
]
+ Etˆ,∞
[∫ T
t
|Z1r − Z˜1r |2 dr
]) 12
≤
≤ (1 + Lσ,z)(Lξ,x + L(T − t))L
(
T − t+√T − t
)
sup
r∈[t,T ]
√
Etˆ,∞
[
|X0r − X˜0r |2
]
+
+
(
(Lξ,x + L(T − t))L
(
T − t+√T − t
)
+ L (T − t)
)
(1 + Lσ,z) sup
r∈[t,T ]
√
Etˆ,∞
[
|Y 0r − Y˜ 0r |2
]
+
+
(
(Lξ,x + L(T − t))
(
Lσ,z + L
√
T − t
)
+ L
√
T − t
)
(1 + Lσ,z)
(
Etˆ,∞
[∫ T
t
|Z0r − Z˜0r |2 dr
]) 1
2
≤
≤
(
(1 + Lσ,z)(Lξ,x + L(T − t))L
(
T − t+√T − t
)
+
+
(
(Lξ,x + L(T − t))L
(
T − t+√T − t
)
+ L (T − t)
)
+
+
(
(Lξ,x + L(T − t))
(
Lσ,z + L
√
T − t
)
+ L
√
T − t
))∥∥∥(X0 − X˜0, Y 0 − Y˜ 0, Z0 − Z˜0)∥∥∥
w
.
Note that the constant in front of
∥∥∥(X0 − X˜0, Y 0 − Y˜ 0, Z0 − Z˜0)∥∥∥
w
converges from above to the value
Lσ,z · Lξ,x < 1 for t→ T .
We have finally shown∥∥∥(X1 − X˜1, Y 1 − Y˜ 1, Z1 − Z˜1)∥∥∥
w
≤ γt
∥∥∥(X0 − X˜0, Y 0 − Y˜ 0, Z0 − Z˜0)∥∥∥
w
,
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where
γt :=
(
2 · L
(
T − t+√T − t
)
+
Lσ,z
1 + Lσ,z
+ L
√
T − t
)
∨
∨
(
(1 + Lσ,z)(Lξ,x + L(T − t))L
(
T − t+√T − t
)
+
+
(
(Lξ,x + L(T − t))L
(
T − t+√T − t
)
+ L (T − t)
)
+
+
(
(Lξ,x + L(T − t))
(
Lσ,z + L
√
T − t
)
+ L
√
T − t
))
Note that γt < 1 for t < T large enough. More precisely limt↑T γt =
Lσ,z
1+Lσ,z
∨ (Lσ,z · Lξ,x). Also note
that γt is monotonically decreasing in t.
If γt < 1 holds we set (X
0, Y 0, Z0) := (0, 0, 0) and define recursively
(Xk, Y k, Zk) := F (Xk−1, Y k−1, Zk−1),
for k ∈ N. According to Banach’s fixed point theorem this sequence converges in Gtˆ to a fixed point of
F , which is unique. This already shows existence and uniqueness of a Gtˆ - solution (X,Y,Z) of the con-
sidered coupled FBSDE for a small interval. Additionally, due to a priori estimates of the Banach fixed
point theorem the norm ‖(X,Y,Z)‖w is bounded by 11−γt
∥∥(X1 −X0, Y 1 − Y 0, Z1 − Z0)∥∥
w
which in
turn can be controlled in Z by a bound which depends on γt, ‖Xt(λ, ·)‖∞, ‖(|µ|+ |f |+ |σ|) (·, ·, 0, 0, 0)‖∞,
‖ξ(·, 0)‖∞ and is monotonically increasing in these values.
Furthermore, we can show that (X,Y,Z) is a progressively measurable function of λ, s, ω and that(
d
dλX,
d
dλY,
d
dλZ
)
exists and is in H.
For this purpose define (X0, Y 0, Z0) := (0, 0, 0) and recursively (Xk, Y k, Zk) := F (Xk−1, Y k−1, Zk−1).
We claim that for all k
• Xk, Y k, Zk are progressively measurable and weakly differentiable w.r.t. λ and
• (Xk, Y k, Zk) ∈ H.
Clearly this holds for the index k = 0. In order to run an inductive argument, assume that it holds
up to an index k − 1. We need to show that it also holds for k. In order to do this we consider
(Xk, Y k, Zk) = F (Xk−1, Y k−1, Zk−1), which is really a system of two equations according to the
definition of F and differentiate it w.r.t. the parameter λ.
Using Lemmas 5, 6 and 3 we obtain for all v ∈ Rn:
d
dλ
Xks v =
d
dλ
Xtv +
∫ s
t
∆(...)x µ
d
dλ
Xk−1r v +∆
(...)
y µ
d
dλ
Y k−1r v +∆
(...)
z µ
d
dλ
Zk−1r v dr+
+
∫ s
t
∆(...)x σ
d
dλ
Xk−1r v +∆
(...)
y σ
d
dλ
Y k−1r v +∆
(...)
z σ
d
dλ
Zk−1r v dWr, (2)
where ”. . .” stands for (r,Xk−1r , Y
k−1
r , Z
k−1
r ). Also using Lemmas 5, 8 and 3 we get for all v ∈ Rn:
d
dλ
Y ks v +
∫ T
s
d
dλ
(Zkr v) dWr = ∆
Xk
T
x ξ
d
dλ
XkT v−
−
∫ T
s
∆(...)x f
d
dλ
Xkr v +∆
(...)
y f
d
dλ
Y k−1r v +∆
(...)
z f
d
dλ
Zk−1r v dr. (3)
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Here ”. . .” stands for (r,Xkr , Y
k−1
r , Z
k−1
r ).
From (2) we deduce using Cauchy-Schwarz’ and Minkowski’s inequalities, as well as Itoˆ’s isometry
(
Etˆ
[∣∣∣∣ ddλXks
∣∣∣∣
2
v
]) 1
2
≤
∥∥∥∥ ddλXt
∥∥∥∥+ L(T − t+√T − t) sup
r∈[t,T ]
√√√√Etˆ,∞
[∣∣∣∣ ddλXk−1r
∣∣∣∣
2
v
]
+
+ L
(
T − t+√T − t
)
sup
r∈[t,T ]
√√√√Etˆ,∞
[∣∣∣∣ ddλY k−1r
∣∣∣∣
2
v
]
+
+
(
Lσ,z + L
√
T − t
)(
Etˆ,∞
[∫ T
t
∣∣∣∣ ddλZk−1r
∣∣∣∣
2
v
dr
]) 1
2
≤
≤
∥∥∥∥ ddλXt
∥∥∥∥+ L(T − t+√T − t) sup
r∈[t,T ]
√√√√Etˆ,∞
[∣∣∣∣ ddλXk−1r
∣∣∣∣
2
v
]
+
+ L
(
T − t+√T − t
)
(1 + Lσ,z) sup
r∈[t,T ]
√√√√Etˆ,∞
[∣∣∣∣ ddλY k−1r
∣∣∣∣
2
v
]
+
+
Lσ,z + L
√
T − t
1 + Lσ,z
(1 + Lσ,z)
(
Etˆ,∞
[∫ T
t
∣∣∣∣ ddλZk−1r
∣∣∣∣
2
v
dr
]) 1
2
≤
≤
∥∥∥∥ ddλXt
∥∥∥∥+
(
2L
(
T − t+√T − t
)
+
Lσ,z
1 + Lσ,z
+ L
√
T − t
)∥∥∥∥
(
d
dλ
Xk−1,
d
dλ
Y k−1,
d
dλ
Zk−1
)∥∥∥∥
s
,
where
∥∥ d
dλXt
∥∥ := ess supλ∈Rn supv∈Sn−1 Etˆ,∞ [∣∣ ddλXt(λ, ·)∣∣v].
Similarly equation (3) implies(
Etˆ
[∣∣∣∣ ddλY ks
∣∣∣∣
2
v
]
+ Etˆ
[∫ T
s
∣∣∣∣ ddλZkr
∣∣∣∣
2
v
dr
]) 1
2
≤
≤ (Lξ,x + L(T − t)) sup
r∈[t,T ]
√√√√Etˆ,∞
[∣∣∣∣ ddλXkr
∣∣∣∣
2
v
]
+ L (T − t) sup
r∈[t,T ]
√√√√Etˆ,∞
[∣∣∣∣ ddλY k−1r
∣∣∣∣
2
v
]
+
+L
√
T − t
(
Etˆ,∞
[∫ T
t
∣∣∣∣ ddλZk−1r
∣∣∣∣
2
v
dr
]) 1
2
≤
≤ (Lξ,x + L(T − t)) ·
∥∥∥∥ ddλXt
∥∥∥∥+
(Lξ,x + L(T − t))L
(
T − t+√T − t
)
sup
r∈[t,T ]
√√√√Etˆ,∞
[∣∣∣∣ ddλXk−1r
∣∣∣∣
2
v
]
+
+
(
(Lξ,x + L(T − t))L
(
T − t+√T − t
)
+ L (T − t)
)
sup
r∈[t,T ]
√√√√Etˆ,∞
[∣∣∣∣ ddλY k−1r
∣∣∣∣
2
v
]
+
+
(
(Lξ,x + L(T − t))
(
Lσ,z + L
√
T − t
)
+ L
√
T − t
)(
Etˆ,∞
[∫ T
t
∣∣∣∣ ddλZk−1r
∣∣∣∣
2
v
dr
]) 1
2
≤
14
≤ 1
1 + Lσ,z
(
(Lξ,x + L(T − t)) ·
∥∥∥∥ ddλXt
∥∥∥∥+ (1 + Lσ,z)(Lξ,x + L(T − t))L(T − t+√T − t)+
+
(
(Lξ,x + L(T − t))L
(
T − t+√T − t
)
+ L (T − t)
)
+
+
(
(Lξ,x + L(T − t))
(
Lσ,z + L
√
T − t
)
+ L
√
T − t
))∥∥∥∥
(
d
dλ
Xk−1,
d
dλ
Y k−1,
d
dλ
Zk−1
)∥∥∥∥
s
.
This leads to∥∥∥∥
(
d
dλ
Xk,
d
dλ
Y k,
d
dλ
Zk
)∥∥∥∥
s
≤
≤
∥∥∥∥ ddλXt
∥∥∥∥ ∨
(
(Lξ,x + L(T − t))
∥∥∥∥ ddλXt
∥∥∥∥
)
+ γt
∥∥∥∥
(
d
dλ
Xk−1,
d
dλ
Y k−1,
d
dλ
Zk−1
)∥∥∥∥
s
.
As mentioned γt ≤ γt′ < 1 for all t ∈ [t′, T ), if t′ is large enough. For such t we have
sup
k∈N0
∥∥∥∥
(
d
dλ
Xk,
d
dλ
Y k,
d
dλ
Zk
)∥∥∥∥
s
≤
∥∥ d
dλXt
∥∥ ∨ (Lξ,x + L(T − t))∥∥ ddλXt∥∥
1− γt′ ≤
∥∥∥∥ ddλXt
∥∥∥∥ ·K, (4)
where
K :=
1 ∨ (Lξ,x + L(T − t))
1− Lσ,z1+Lσ,z ∨ (Lσ,z · Lξ,x)
<∞.
Knowing that
(
Xk, Y k, Zk
)
converges to (X,Y,Z) this already implies by Lemma 9 that the weak
derivative
(
d
dλX,
d
dλY,
d
dλZ
)
exists and satisfies∥∥∥∥
(
d
dλ
X,
d
dλ
Y,
d
dλ
Z
)∥∥∥∥
s
≤ CK
∥∥∥∥ ddλXt
∥∥∥∥ , (5)
for all t ∈ [t′, T ], where C <∞ is some constant (not depending on t). Here Lemma 9 is applied to each
component of X,Y and Z separately and in case of X and Y for each fixed time s ∈ [t, T ] separately.
Furthermore, in order to apply Lemma 9, which is formulated for integrals and not for conditional
expecations, we need to decompose Ω into Ω1 × Ω2 such that the first component in ω = (ω1, ω2)
represents all the information until time tˆ and the second the remaining information. Then we can
fix ω1 and write for instance Etˆ[Ys](ω1, ω2) = E[Ys|Ftˆ](ω1, ω2) = E[Ys(ω1, ·)], etc. So Lemma 9 can
be applied for each fixed ω1 separately. Also note that norms of the form supv∈Sn−1
√
E[| · |2v] are
equivalent to norms
√
E[| · |2].
Moreover, we can deduce a more restrictive bound for ddλY . Let us write K˜ :=
∥∥ d
dλXt
∥∥ · K for
short. Using (3) and (4) we have
(
Etˆ
[∣∣∣∣ ddλY ks
∣∣∣∣
2
v
]
+ Etˆ
[∫ T
s
∣∣∣∣ ddλZkr
∣∣∣∣
2
v
dr
]) 1
2
≤ Lξ,x sup
r∈[t,T ]
√√√√Etˆ
[∣∣∣∣ ddλXkr
∣∣∣∣
2
v
]
+ CK˜
√
T − t,
where C is some constant not depending on t or Xt. In other words
Etˆ
[∣∣∣∣ ddλY ks
∣∣∣∣
2
v
]
+ Etˆ
[∫ T
s
∣∣∣∣ ddλZkr
∣∣∣∣
2
v
dr
]
≤ L2ξ,x sup
r∈[t,T ]
Etˆ
[∣∣∣∣ ddλXkr
∣∣∣∣
2
v
]
+ CK˜2(
√
T − t+ (T − t)).
Letting k →∞ we get
Etˆ
[∣∣∣∣ ddλYs
∣∣∣∣
2
v
]
+ Etˆ
[∫ T
s
∣∣∣∣ ddλZr
∣∣∣∣
2
v
dr
]
≤ L2ξ,x sup
r∈[t,T ]
Etˆ
[∣∣∣∣ ddλXr
∣∣∣∣
2
v
]
+ CK˜2(
√
T − t+ (T − t)).
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Furthermore, we observe
Etˆ
[∣∣∣∣ ddλXks
∣∣∣∣
2
v
]
≤
∥∥∥∥ ddλXt
∥∥∥∥
2
+
∥∥∥∥ ddλXt
∥∥∥∥CK˜√T − t+ CK˜2√T − t+ L2σ,zEtˆ
[∫ T
t
∣∣∣∣ ddλZk−1r
∣∣∣∣
2
v
dr
]
,
for all s ∈ [t, T ]. This can be seen by taking to the squares both sides of (2), writing the right hand
side as a sum of products, taking expectations and using Cauchy-Schwarz’ inequality together with
(4) several times.
Letting k →∞ leads to
Etˆ
[∣∣∣∣ ddλXs
∣∣∣∣
2
v
]
≤
∥∥∥∥ ddλXt
∥∥∥∥
2
+
∥∥∥∥ ddλXt
∥∥∥∥CK˜√T − t+ CK˜2√T − t+ L2σ,zEtˆ
[∫ T
t
∣∣∣∣ ddλZr
∣∣∣∣
2
v
dr
]
,
for all tˆ ∈ [t, T ]. By plugging this last inequality into the preceding inequality for Y,Z, we have
Etˆ
[∣∣∣∣ ddλYs
∣∣∣∣
2
v
]
+ Etˆ
[∫ T
s
∣∣∣∣ ddλZr
∣∣∣∣
2
v
dr
]
≤
≤ L2ξ,x
∥∥∥∥ ddλXt
∥∥∥∥
2
+ (Lξ,xLσ,z)
2
Etˆ
[∫ T
t
∣∣∣∣ ddλZr
∣∣∣∣
2
v
dr
]
+ CK˜
(
K˜ +
∥∥∥∥ ddλXt
∥∥∥∥
)
(
√
T − t+ (T − t)).
Because of Lξ,xLσ,z < 1 we have
(
Etˆ
[∣∣∣∣ ddλYs
∣∣∣∣
2
v
]) 1
2
≤ Lξ,x
∥∥∥∥ ddλXt
∥∥∥∥+
√
CK˜
(
K˜ +
∥∥∥∥ ddλXt
∥∥∥∥
)(√
T − t+ (T − t)
)
=
=
∥∥∥∥ ddλXt
∥∥∥∥ ·
(
Lξ,x +
√
CK (K + 1)
(√
T − t+ (T − t)
))
. (6)
Now, for any λ ∈ Rn and any t ∈ [t′, T ) set
u(t, ·, λ) := Yt(λ, ·),
where (X,Y,Z) is the unique Gt - solution to the FBSDE considered above with Xt(λ, ω) := λ. Note
that u(t, ·, λ) is Ft-measurable.
Using inequality (6) and
∥∥ d
dλXt
∥∥ = 1 we obtain that u(t, ·) is Lipschitz continuous in λ with a Lipschitz
constant, which can be bounded away from 1
Lσ,z
(a value strictly larger than Lξ,x) by choosing t
′ < T
large enough.
Also note that ‖u(·, ·, 0)‖∞ <∞ holds due to the aforementioned a priori bound on ‖(X,Y,Z)‖w .
Furthermore observe that for some random Ft-measurable Xt : Ω → Rn with Etˆ,∞
[|Xt|2] < ∞
the corresponding X,Y,Z would have to satisfy Yt = u(t,Xt) a.s.: This can be shown, by assuming
without loss of generality that Ω = Ω1 × Ω2 where the projections pi1, pi2 on the two components are
independent such that Ft = σ(pi1) and σ((Wr −Wt)r∈[T,t]) = σ(pi2) and so Xt can be assumed to be a
function of ω1. Now fix the first component ω1, so Xt(ω1) becomes a constant and X,Y,Z only depend
on the second component ω2 and solve some Lipschitz FBSDE on [t, T ], which is the same FBSDE
that is solved by processes Xλ, Y λ, Zλ obtained from the above problem with initial value λ ∈ Rn if
we fix the first component ω1 and choose λ := Xt(ω1). Remember u(t, ω1, λ) := Y
λ
t (ω1). Note also
that (X,Y,Z) and (Xλ, Y λ, Zλ) are both in Gtˆ. If we fix ω1 they will be both in an analogous space,
which, like Gtˆ, will have the property that two solutions to the same Lipschitz FBSDE with the same
Lipschitz constants as that of µ, σ, f, ξ (or smaller) must coincide if both solutions are in this Gtˆ - like
space. This shows Yt(ω1) = Y
λ
t (ω1) = u(t, ω1, λ) = u(t, ω1,Xt(ω1)).
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If we start at some Ft-measurable Xt s.t. Etˆ,∞
[|Xt|2] < ∞, t ∈ [t′, T ), and consider the corre-
sponding Xs, s ∈ [t, T ], which is Fs-measurable, we will have Ys = u(s,Xs), since the same argument
as above can be applied on the interval [s, T ] starting with Xs and decomposing Ω in an Fs - compo-
nent and an independent σ(Wr −Ws, r ∈ [s, T ]) - component. We again have used that all processes
considered are in a sufficiently strongly regular (Gtˆ - like) space.
Let X˜(t), Y˜ (t), Z˜(t) be processes on Rn × [t, T ] × Ω as constructed above (via Picard iteration)
with initial condition Xt(λ, ω) := λ, (λ, ω) ∈ Rn × Ω. For every λ ∈ Rn and s ∈ [t, T ] we have
Y˜
(t)
s (λ, ·) = u(s, ·, X˜(t)s (λ, ·)) a.s. as mentioned earlier.
Now we can show that u : [t′, T ] × Rn −→ Rm is a decoupling field. Choose any t1 < t2 from
[t′, T ] and any Ft1-measurable initial condition Xt1 . Define Xs(ω) := X˜(t1)s (Xt1(ω), ω), Ys(ω) :=
Y˜
(t1)
s (Xt1(ω), ω), Zs(ω) := Z˜
(t1)
s (Xt1(ω), ω) for all s ∈ [t1, t2] and ω ∈ Ω. It is straightforward to check
that X,Y,Z are progressively measurable, satisfy the FBSDE and the decoupling condition (all these
properties are inherited from X˜(t1), Y˜ (t1), Z˜(t1)). The initial condition is satisfied via definition of X
and X˜(t1).
We can also show a.e.-uniqueness of the processes X,Y,Z on [t, t2] × Ω × Rn solving the FBSDE
together with the decoupling condition via u and intial condition Xt = x ∈ Rn , where [t, t2] ⊆ [t′, T ].
The triplets (X,Y,Z) constructed so far are in Gt. Assume that there is another triplet (Xˆ, Yˆ , Zˆ)
with the above properties. If we can show that this triplet must be in Gt, we are done. Otherwise ob-
serve that for every stopping time τ ∈ [t, t2] the triplets (X·∧τ , Y·∧τ , Z1{·≤τ}) and (Xˆ·∧τ , Yˆ·∧τ , Zˆ1{·≤τ})
both solve the FBSDE given by µˆ = µ1{·≤τ}, σˆ = σ1{·≤τ}, fˆ = f1{·≤τ} and ξˆ = u(τ, ·). Note that
L
ξˆ,x
≤ Lu,x < L−1σ,z ≤ L−1σˆ,z. This new FBSDE on [t, t2] has the same properties as the initial one
and we also have uniqueness of Gt - solutions. If τ is chosen such that (Xˆ·∧τ , Yˆ·∧τ , Zˆ1{·≤τ}) is in Gt,
(Xˆ, Yˆ , Zˆ) and (X,Y,Z) will have to coincide on [t, τ ]. Using localization, we see that (Xˆ, Yˆ , Zˆ) and
(X,Y,Z) must be a.e. equal.
Uniqueness of u on [t′, T ] follows easily from our knowledge, that processes (X,Y,Z) associated
with decoupling fields with the properties Lu,x < L
−1
σ,z and ‖u(·, ·, 0)‖∞ < ∞ are always in Gt, as we
have seen (at least if Xt = x ∈ Rn): Since the FBSDE on an interval [t, T ], t ∈ [t′, T ] is the same for
all decoupling fields, the Gt - solution X,Y,Z is also the same for all decoupling fields. This uniquely
determines u(t, ·, x) = Yt(x, ·).
Remark 1. We observe from the proof that the supremum of all h = T − t, with t satisfying the
properties required in Theorem 1 can be bounded away from 0 by a bound, which only depends on
• the Lipschitz constants of µ, σ and f w.r.t. to the last 3 components,
• Lξ and Lξ · Lσ,z,
and which is monotonically decreasing in these values.
Remark 2. As we have seen (6) implies that our decoupling field u on [t, T ] satisfies
Lu,x ≤ Lξ,x + C(T − t)
1
4 ,
where C is some constant which does not depend on t.
Remark 3. If we do not care about decoupling fields but are only interested in processes X,Y,Z solving
the forward and the backward equations together with YT = ξ(XT ) for given t1 ∈ [t, T ], t2 := T,Xt1 ,
the above construction does provide existence but not uniqueness.
In order to have uniqueness we need an additional restriction, e.g. (X,Y,Z) ∈ G0. Under this
condition we would get not only uniqueness but also the decoupling condition Ys = u(s,Xs).
Conversely the two conditions Xt1 = x ∈ Rn and Ys = u(s,Xs) would also suffice for uniqueness
as we have seen (in fact we saw that this implies (X,Y,Z) ∈ Gt1 ⊆ G0).
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4 Some examples
We first demonstrate that the assumption Lσ,z · Lξ,x < 1 cannot be dropped or weakened to a larger
bound.
Example 1. For instance, consider the forward backward problem
Xt = x0 +
∫ t
0
(σ0 + Zs) dWs,
Yt = XT −
∫ T
t
Zs dWs.
This means that µ = f = 0 and σ(s, x, y, z) = σ0 + z, where σ0 ∈ R\{0}, ξ = IdR. We also assume
that X,Y,Z,W must all be real-valued. Observe Lξ,x = 1, Lσ,z = 1 and therefore Lξ,xLσ,z = 1. We
claim that this problem cannot have an adapted solution, no matter how small T is.
In fact, the forward equation implies
XT −Xt =
∫ T
t
(σ0 + Zs) dWs = σ0(WT −Wt) +
∫ T
t
Zs dWs
or
XT −
∫ T
t
Zs dWs = Xt + σ0(WT −Wt).
Together with the backward equation we obtain
Yt = Xt + σ0(WT −Wt)
which would mean
Y0 − x0 = σ0WT .
This cannot be true since Y0 − x0 is a.s. constant and σ0WT is a non-degenerate Gaussian random
variable.
The requirement to choose T − t small enough cannot be omitted either.
Example 2. For t ∈ [0, T ) consider the following FBSDE on the interval [t, T ]:
Xs = x+
∫ s
t
Yr dr,
Ys = XT −
∫ T
s
Zr dWr, s ∈ [t, T ].
For 1 > T − t the problem has a decoupling field
u(s, x) =
x
1− (T − s) , s ∈ [t, T ],
such that
Xs = x+ (s− t) x
1− (T − t) = x
1− (T − s)
1− (T − t) ,
Ys =
x
1− (T − t) ,
Zs = 0.
We will see later that this u is unique among all decoupling fields on [t, T ] with Lu,x < ∞ and
‖u(·, ·, 0)‖∞ <∞.
Note that u(t, x) tends to infinity for t ↓ (T − 1) and x 6= 0. Thus there is no decoupling field on
[T − 1, T ] with Lu,x <∞ and ‖u(·, ·, 0)‖∞ <∞. Note that here Lσ,z = 0.
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5 Regularity
Definition 2. Let u : [t, T ] × Ω × Rn → Rm be a decoupling field to (ξ, (µ, σ, f)). We call u weakly
regular, if Lu,x < L
−1
σ,z and ‖u(·, ·, 0)‖∞ <∞.
The decoupling field constructed in Theorem 1 is weakly regular as we have seen. In practice
however it is important to have explicit knowledge about the regularity of (X,Y,Z). For instance, it
is important to know in which spaces the processes live, and how they react to changes in the initial
value. Specifically it can be very useful to have differentiability of X,Y,Z w.r.t. the initial value.
Definition 3. Let u : [t, T ]×Ω×Rn → Rm be a weakly regular decoupling field to (ξ, (µ, σ, f)). We
call u strongly regular if for all fixed t1, t2 ∈ [t, T ], t1 ≤ t2, the processes X,Y,Z arising in the defining
property of a decoupling field are a.e. unique for each constant initial value Xt1 = x ∈ Rn and satisfy
sup
s∈[t1,t2]
Et1,∞[|Xs|2] + sup
s∈[t1,t2]
Et1,∞[|Ys|2] + Et1,∞
[∫ t2
t1
|Zs|2 ds
]
<∞ ∀x ∈ Rn.
In addition they must be measurable as functions of (x, s, ω) and even weakly differentiable w.r.t. x
such that
ess supx∈Rn sup
v∈Sn−1
sup
s∈[t1,t2]
Et1,∞
[∣∣∣∣ ddxXs
∣∣∣∣
2
v
]
<∞,
ess supx∈Rn sup
v∈Sn−1
sup
s∈[t1,t2]
Et1,∞
[∣∣∣∣ ddxYs
∣∣∣∣
2
v
]
<∞,
ess supx∈Rn sup
v∈Sn−1
Et1,∞
[∫ t2
t1
∣∣∣∣ ddxZs
∣∣∣∣
2
v
ds
]
<∞.
We say that a decoupling field on [t, T ] is strongly regular on a subinterval [t1, t2] ⊆ [t, T ] if u restricted
to [t1, t2] is a strongly regular decoupling field for (u(t2, ·), (µ, σ, f)).
Remark 4. We have seen in the proof of Theorem 1 that the constructed decoupling field u is strongly
regular (recall the definitions of ‖ · ‖w and ‖ · ‖s in the proof, and replace λ with x).
Lemma 10. Let g, µ, σ, f be as in Theorem 1, let 0 ≤ s < t < T and let u be a weakly regular
decoupling field for (ξ, (µ, σ, f)) on [s, T ].
If u is strongly regular on [s, t] and T − t is small enough as required in Theorem 1 resp. Remark 1,
then u is strongly regular on [s, T ].
Proof. We only need to demonstrate the strong regularity of u for the case s ≤ t1 ≤ t ≤ t2 = T . The
processes X,Y,Z corresponding to the interval [t1, T ] with initial value Xt1 = x ∈ Rn will obviously
be unique at least on [t1, t] and satisfy
sup
s∈[t1,t]
Et1,∞[|Xs|2] + sup
s∈[t1,t]
Et1,∞[|Ys|2] + Et1,∞
[∫ t
t1
|Zs|2 ds
]
<∞ ∀x ∈ Rn,
ess supx∈Rn sup
v∈Sn−1
sup
r∈[t1,t]
Et1,∞
[∣∣∣∣ ddxXr
∣∣∣∣
2
v
]
<∞,
ess supx∈Rn sup
v∈Sn−1
sup
r∈[t1,t]
Et1,∞
[∣∣∣∣ ddxYr
∣∣∣∣
2
v
]
<∞,
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ess supx∈Rn sup
v∈Sn−1
Et1,∞
[∫ t
t1
∣∣∣∣ ddxZr
∣∣∣∣
2
v
dr
]
<∞.
In particular ess supx∈Rn supv∈Sn−1 Et1,∞
[∣∣ d
dxXt
∣∣2
v
]
< ∞ and also Et1,∞[|Xt|2] < ∞ for all x ∈ Rn.
The map (x, ω) 7→ Xt(x, ω) must be measurable since (x, s, ω) 7→ Xs(x, ω) is measurable and X is
continuous in time.
Now according to the proof of Theorem 1 construct for this Xt : R
n×Ω→ Rn progressive Xˇ, Yˇ , Zˇ on
R
n × [t, T ]× Ω such that
sup
s∈[t,T ]
Et1,∞[|Xˇs|2] + sup
s∈[t,T ]
Et1,∞[|Yˇs|2] + Et1,∞
[∫ T
t
|Zˇs|2 ds
]
<∞ ∀x ∈ Rn,
ess supx∈Rn sup
v∈Sn−1
sup
r∈[t,T ]
Et1,∞
[∣∣∣∣ ddxXˇr
∣∣∣∣
2
v
]
<∞,
ess supx∈Rn sup
v∈Sn−1
sup
r∈[t,T ]
Et1,∞
[∣∣∣∣ ddxYˇr
∣∣∣∣
2
v
]
<∞,
ess supx∈Rn sup
v∈Sn−1
Et1,∞
[∫ T
t
∣∣∣∣ ddxZˇr
∣∣∣∣
2
v
dr
]
<∞,
and such that Xˇ, Yˇ , Zˇ solve (ξ, (µ, σ, f)) on [t, T ] with Yˇr = u(r, Xˇr) and Xˇt = Xt a.s.. We have seen
in the proof of Theorem 1 that such Xˇ, Yˇ , Zˇ are unique.
As just mentioned Xˇ, Yˇ , Zˇ are progressive, solve (ξ, (µ, σ, f)) on [t, T ] with Yˇr = u(r, Xˇr) and Xˇt = Xt
a.s.. These properties are also satisfied by X,Y,Z on [t, T ]. In the proof of Theorem 1 we have seen
that this implies (Xˇ, Yˇ , Zˇ) = (X,Y,Z) on [t, T ]. This proves strong regularity of u.
6 Extension to large intervals
In the following we employ local results from the previous sections to obtain global existence and
uniqueness in a sense specified later. We will extensively use a simple basic argument which we will
refer to as small interval induction.
Lemma 11 (Small interval induction, backward). Let T1 < T2 be real numbers and let S ⊆ [T1, T2]
s.t.
• T2 ∈ S,
• there exists an h > 0 s.t. [s− h, s] ∩ [T1, T2] ⊆ S for all s ∈ S.
Then S = [T1, T2]. In particular T1 ∈ S.
Proof. Let smin be the infimum of all s ∈ S such that [s, T2] ⊆ S. Obviously (smin, T2] ⊆ S. We claim
that smin = T1. Assume otherwise. Then (smin + h/2) ∧ T2 ∈ S implies [T1 ∨ (smin − h/2), (smin +
h/2) ∧ T2] ⊆ S, which in turn leads to [T1 ∨ (smin − h/2), T2] ⊆ S contradicting the definition of smin.
Thus smin = T1. In particular (T1 + h) ∧ T2 ∈ S, which implies T1 ∈ S.
Similarly we can show:
Lemma 12 (Small interval induction, forward). Let T1 < T2 be real numbers and let S ⊆ [T1, T2] s.t.
• T1 ∈ S,
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• there exists an h > 0 s.t. [s, s+ h] ∩ [T1, T2] ⊆ S for all s ∈ S.
Then S = [T1, T2]. In particular T2 ∈ S.
Here is a first application of this technique.
Corollary 1 (Global uniqueness). Let µ, σ, f, ξ be as in Theorem 1. Assume that there are two
weakly regular decoupling fields u(1), u(2) to the corresponding problem on some interval [t, T ]. Then
u(1) = u(2) up to modifications.
Proof. Let S ⊆ [t, T ] be the set of all times s, s.t. u(1)(s, ·) = u(2)(s, ·) a.e.
• Obviously T ∈ S.
• Let s ∈ S be arbitrary. According to Theorem 1 there exists an h > 0 such that there is a unique
decoupling field u˜ to (u(1)(s, ·), (µ, σ, f)) = (u(2)(s, ·), (µ, σ, f)) on the interval [(s− h) ∨ t, s] s.t.
Lu˜,x < L
−1
σ,z, ‖u˜(·, ·, 0)‖∞ < ∞, and where h can be chosen independent of s. This means that
u˜, u(1), u(2) coincide on [(s − h) ∨ t, s], hence [(s− h) ∨ t, s] ⊆ S.
This shows S = [t, T ] by small interval induction.
After having shown uniqueness of u we show its strong regularity.
Corollary 2 (Global regularity). Let µ, σ, f, ξ be as in Theorem 1. Assume that there exists a weakly
regular decoupling field u to this problem on some interval [t, T ].Then u is strongly regular.
Proof. Let S ⊆ [t, T ] be the set of all times s ∈ [t, T ] s.t. u is strongly regular on [t, s].
• Obviously t ∈ S, since we can choose Z = 0, X = x, Y = u(t, ·).
• Let s ∈ S be arbitrary. According to Lemma 10 there exists an h > 0 s.t. u is strongly regular
on [t, (s+h)∧T ] since Lu((s+h)∧T,·) <∞ and Lσ,zLu((s+h)∧T,·) < 1. Recalling Remark 1 and the
requirements Lu,x <∞, Lσ,zLu,x < 1, we can choose h independent of s.
This shows S = [t, T ] by small interval induction.
Notice that Corollary 1 only provides uniqueness of weakly regular decoupling fields, not uniqueness
of processes (X,Y,Z) solving the FBSDE in the classical sense. However, we can show:
Corollary 3. Let µ, σ, f, ξ be as in Theorem 1. Assume that there exists a weakly regular decoupling
field u of the corresponding FBSDE on some interval [t, T ].
Then for any initial condition Xt = x ∈ Rn there is a unique G0 - solution X,Y,Z of the FBSDE on
[t, T ].
Proof. The existence of (X,Y,Z) follows directly from strong regularity of u (Corollary 2). In fact
we even have (X,Y,Z) ∈ Gt. Let us show uniqueness. Assume we have some G0 - solution (X,Y,Z).
Due to strong regularity, we only need to show the decoupling condition Ys = u(s,Xs). Choose an
appropriate t′ ∈ [t, T ] according to Remark 1. Then we have Ys = u(s,Xs) for s ∈ [t′, T ] according
to Remark 3. In particular we have Yt′ = u(t
′,Xt′), which serves as a new terminal condition. We
can now repeat the argument going to the left and conclude the proof using small interval induction
(backward).
Now we want to explore how large the interval [t, T ] can be chosen, such that we still have (weakly
regular) decoupling fields on this interval. It is natural to work with the following definition.
Definition 4. We define themaximal interval Imax ⊆ [0, T ] for (ξ, (µ, σ, f)) as the union of all intervals
[t, T ] ⊆ [0, T ], such that there exists a weakly regular decoupling field u on [t, T ].
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Unfortunately the maximal interval might very well be open to the left. Therefore we need to
make our notions more precise in the following definitions.
Definition 5. Let t < T . We call a function u : (t, T ] × Rn → Rm a decoupling field for (ξ, (µ, σ, f))
on (t, T ] if u restricted to [t′, T ] is a decoupling field for all t′ ∈ (t, T ].
Definition 6. Let t < T . We call a decoupling field u on (t, T ] weakly regular if u restricted to [t′, T ]
is weakly regular for all t′ ∈ (t, T ].
Definition 7. Let t < T . We call a decoupling field u on (t, T ] strongly regular if u restricted to [t′, T ]
is strongly regular for all t′ ∈ (t, T ].
Now we can show the main result of this paper.
Theorem 2 (Global existence in weak form). Let µ, σ, f, ξ be as in Theorem 1. Then there exists a
unique weakly regular decoupling field u on Imax. This u is even strongly regular.
Furthermore either Imax = [0, T ] or Imax = (tmin, T ] where 0 ≤ tmin < T .
Proof. Let t ∈ Imax. Obviously there exists a decoupling field uˇ(t) on [t, T ] satisfying Luˇ(t),x < L−1σ,z
and ‖uˇ(·, ·, 0)‖∞ < ∞. There is only one such uˇ(t) by Corollary 1. Furthermore, for t, t′ ∈ Imax the
functions uˇ(t) and uˇ(t
′) coincide on [t ∨ t′, T ] according to Corollary 1.
Define u(t, ·) := uˇ(t)(t, ·) for all t ∈ Imax. This function u is a decoupling field on [t, T ] since it
coincides with uˇ(t) on [t, T ]. Therefore u is a decoupling field on the whole interval Imax and satisfies
Lu|[t,T ],x < L
−1
σ,z for all t ∈ Imax.
Uniqueness of u follows directly from Corollary 1 applied to every interval [t, T ] ⊆ Imax.
Furthermore, u is strongly regular on [t, T ] for all t ∈ Imax because of Corollary 2.
To prove the claim on the form of Imax, note that Imax = [t, T ] with t ∈ (0, T ] is not possible.
Assume otherwise. According to Theorem 2 there is a decoupling field u on [t, T ] s.t. Lu,x < L
−1
σ,z and
‖u(·, ·, 0)‖∞ <∞. However, then we can extend u a little bit to the left using Theorem 1 and Lemma
1.
By global existence in strong form we mean the above weak global existence together with Imax =
[0, T ]. Unfortunately the ”bad” case Imax = (tmin, T ] is possible and is even more common. The
following result basically says that this case can only occur if there is an ”explosion” in the spatial
derivative of u as we approach the lower boundary tmin. By ”explosion” we mean reaching the
”forbidden” value L−1σ,z which is just ∞ in many applications.
Lemma 13. Let µ, σ, f, ξ be as in Theorem 1. If Imax = (tmin, T ], then
lim
t↓tmin
Lu(t,·),x = L
−1
σ,z,
where u is the unique decoupling field on Imax.
Proof. This can be shown by contradiction. Assume in fact that we can select times tn ↓ tmin as
n→∞ such that
sup
n∈N
Lu(tn,·),x < L
−1
σ,z.
Then we can choose h > 0 according to Remark 1, which does not depend on n and then choose n
large enough to have tn − tmin < h. Hence, u can be extended to the left (using Lemma 1) to a larger
interval [(tn − h) ∨ 0, T ] contradicting the definition of Imax.
Lemma 13 serves as a blueprint to show strong global existence in those cases in which it is
suspected to hold. Let us describe the different steps.
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1. Assume indirectly that Imax = [0, T ] does not hold, which implies Imax = (tmin, T ]. Choose
arbitrary t ∈ (tmin, T ], x ∈ Rn and consider the corresponding FBSDE.
2. Differentiate the FBSDE w.r.t. x. This is possible because of strong regularity of u (Theorem
2). We obtain joint dynamics of ddxX,
d
dxY,
d
dxZ.
3. Using Itoˆ’s formula deduce the dynamics of ddxYs(
d
dxXs)
−1. Note that this process is equal to
ux(s,Xs), as a consequence of the decoupling condition Ys = u(s,Xs).
4. Using the dynamics of ux(s,Xs) show that its modulus can be bounded away from L
−1
σ,z inde-
pendently of t, x, s, ω. This contradicts Lemma 13 and therefore Imax = [0, T ] must hold.
This blueprint can be referred to as the method of decoupling fields to show global existence of
solutions to FBSDEs (note Corollary 3 at this point). We have succesfully applied this method to
a number of strongly coupled FBSDEs ranging from problems appearing in utility maximization to
Skorohod embedding. This will be discussed in detail in forthcoming publications.
6.1 The Markovian case
A problem given by µ, σ, f, ξ is said to be Markovian, if these four functions are deterministic, i.e.
depend on t, x, y, z only. We will call these functions deterministic and the case Markovian also if
the dependence on ω is trivial, i.e. the values for (ω, t, x, y, z) and (ω′, t, x, y, z) are the same for all
ω, ω′ ∈ Ω˜ and all t, x, y, z where Ω˜ ⊆ Ω is measurable and has probability 1.
In the Markovian case we can somewhat relax the Lipschitz continuity assumption and still obtain
local existence together with uniqueness. What makes the Markovian case so special is the property
”Zs = ux(s,Xs) · σ(s,Xs, Ys, Zs)”
which comes from the fact that u will also be deterministic. This property allows us to bound Z by a
constant if we assume that σ is bounded. This is a common trick (e.g. [6], [7]).
This relationship can be seen as a consequence of the Itoˆ formula, applied to u(s,Xs), assuming that
u is smooth enough. However, under our assumptions u will not have sufficient smoothness.
In the literature sometimes Malliavin’s calculus is used to deduce such a relationship (e.g. [8]). How-
ever we will follow simpler arguments. Note that under our assumptions u is only weakly differentiable
in x, such that ux(s, ·) is only unique up to null sets. At the same time the distribution of Xs does
not have to be absolutely continuous w.r.t. the Lebesgue measure on Rn. Therefore, ux(s,Xs) is not
properly defined and so we will not actually try to show Zs = ux(s,Xs) · σ(s,Xs, Ys, Zs). We are only
interested in bounding Z.
Finally let us remark that in the Markovian case the FBSDEs we consider are closely connected with
a major class of quasilinear parabolic partial differential equations (via Feynman-Kac). A decoupling
field u can be seen as a type of solution to such a PDE. Notice that we are able to develop an existence
and uniqueness theory under very mild assumptions. Basically we only need Lipschitz or even just
local Lipschitz continuity (as we will see later) of the parameters involved. Under our assumptions
u will only be Lipschitz continuous in space and continuous as a function of time and space, but in
order to write down the classical PDE u has to be differentiable in time (at least weakly) and twice
differentiable in space, which requires much more restrictive assumptions. Thus we have a very weak
form of solvability allowing us to have existence and uniqueness for a very general class of problems.
Also note that with this stochastic interpretation of second order PDEs we are able to implement a
rather explicit construction. So far we have either used Picard iterations and Banach’s fixed point
theorem or a technique of ”gluing together” decoupling fields on adjacent intervals. This gives us more
control over the objects constructed and can potentially serve as basis for numerical methods.
First let us prove the following statement.
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Lemma 14. Let µ, σ, f, ξ be deterministic. Assume we have a unique strongly regular decoupling field
u on an interval [t, T ]. Then u is also deterministic.
Proof. We can decompose Ω = Ω[0,t]×Ω(t,T ], where the first component contains only the information
about F0 and the noise on [0, t], while the second component only contains the information about the
noise on [t, T ], i.e. is generated by (Wt+h −Wt)h∈[0,T−t]. We fix a suitable ω1 ∈ Ω[0,t] and consider
u˜ := u((ω1, ·), ·, ·). It is straightforward to see that this function will also be a strongly regular
decoupling field since µ, σ, f, ξ are deterministic and (Wt+h−Wt)h∈[0,T−t] does not depend on ω1. Due
to uniqueness u˜ must coincide a.e. with u. Since u˜(t, x) = Y xt is Ft-measurable, it is independent of
(Wt+h −Wt)h∈[0,T−t]. Thus u˜(t, x) and therefore u(t, x) can be assumed deterministic.
As an application we show the following very fundamental result.
Lemma 15. Let µ, σ, f, ξ be as in Theorem 1 and assume in addition that they are deterministic. Let
u be a strongly regular decoupling field on an interval [t, T ]. Choose t1 < t2 from [t, T ] and an initial
condition Xt1 . Then the corresponding Z satisfies ‖Z‖∞ ≤ Lu,x · ‖σ‖∞.
Proof. Case 1: Assume Xt1 = x ∈ Rn.
u is unique according to Corollary 1. It is also deterministic according to Lemma 14.
Notice lims↓s′
1
s−s′
∫ s
s′
Zr(ω) dr = Zs′(ω) for almost all (ω, s
′) ∈ Ω× [t, T ] due to the fundamental The-
orem of Lebesgue integral calculus. The same holds for the expressions 1
s−s′
∫ s
s′
Wrf(r,Xr, Yr, Zr) dr
and 1
s−s′
∫ s
s′
f(r,Xr, Yr, Zr) dr.
Also E[|Zs′ |2] < ∞ for almost all s′ ∈ [t, T ] due to E
[∫ T
t
|Zr|2 dr
]
< ∞. The same holds for the
expression E[|f(s′,Xs′ , Ys′ , Zs′)|2].
Choose an s′ ∈ [t, T ] with
• lims↓s′ 1s−s′
∫ s
s′
Zr dr = Zs′ a.s.,
• lims↓s′ 1s−s′
∫ s
s′
Wrf(r,Xr, Yr, Zr) dr a.s.,
• lims↓s′ 1s−s′
∫ s
s′
f(r,Xr, Yr, Zr) dr a.s.,
• E[|Zs′ |2],E[|f(s′,Xs′ , Ys′ , Zs′)|2] <∞.
For every (Fs)s∈[s′,T ] - stopping time τ : Ω→ (s′, T ] we have according to the product rule
Yτ (Wτ −Ws′) =
=
∫ τ
s′
Yr dWr +
∫ τ
s′
(Wr −Ws′)f(r,Xr, Yr, Zr) dr +
∫ τ
s′
Zr dWr(Wr −Ws′) +
∫ τ
s′
Zr dr.
τ can be chosen in such a way that
•
(∫ τ∧s
s′
Yr dWr
)
s∈[s′,T ]
and
(∫ τ∧s
s′
Zr dWr(Wr −Ws′)
)
s∈[s′,T ]
are uniformly integrable martingales,
•
∣∣∣ 1s−s′ ∫ τ∧ss′ Zr dr
∣∣∣ ≤ |Zs′ |+ 1 a.s.,
•
∣∣∣ 1s−s′ ∫ τ∧ss′ f(r,Xr, Yr, Zr) dr∣∣∣ ≤ |f(s′,Xs′ , Ys′ , Zs′)|+ 1 a.s.,
•
∣∣∣ 1s−s′ ∫ τ∧ss′ Wrf(r,Xr, Yr, Zr) dr
∣∣∣ ≤ |Ws′f(s′,Xs′ , Ys′ , Zs′)|+ 1 a.s., for all s ∈ [s′, T ].
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We only discuss the second statement: Define Us :=
1
s−s′
∫ s
s′
Zr dr for s ∈ (s′, T ] and set Us′ := Zs′ . U
is a continuous and adapted process starting at Zs′ . If we choose τ such that the stopping occurs when
|U | reaches |Zs′ |+1, then τ > s′ will hold and also
∣∣∣ 1s−s′ ∫ τ∧ss′ Zr dr∣∣∣ = ∣∣∣ τ∧s−s′s−s′ Uτ∧s∣∣∣ ≤ |Uτ∧s| ≤ |Zs′ |+1,
for s ∈ (s′, T ]. If we stop earlier, i.e. choose a smaller stopping time, the bound still holds as long as
τ > s′.
Now we take conditional expectations and pass to the limit applying dominated convergence along
the way. This leads to
lim
s↓s′
E
[
1
s− s′Yτ∧s(Wτ∧s −Ws′)
∣∣∣∣Fs′
]
=
= lim
s↓s′
E
[
1
s− s′
∫ τ∧s
s′
(Wr −Ws′)f(r,Xr , Yr, Zr) dr
∣∣∣∣Fs′
]
+ lim
s↓s′
E
[
1
s− s′
∫ τ∧s
s′
Zr dr
∣∣∣∣Fs′
]
=
= E
[
lim
s↓s′
1
s− s′
∫ τ∧s
s′
Wrf(r,Xr, Yr, Zr) dr
∣∣∣∣Fs′
]
−
− E
[
lim
s↓s′
1
s− s′
∫ τ∧s
s′
Ws′f(r,Xr, Yr, Zr) dr
∣∣∣∣Fs′
]
+ E
[
lim
s↓s′
1
s− s′
∫ τ∧s
s′
Zr dr
∣∣∣∣Fs′
]
=
=Ws′f(s
′,Xs′ , Ys′ , Zs′)−Ws′f(s′,Xs′ , Ys′ , Zs′) + Zs′ = Zs′ ,
where we used τ(ω) ∧ s = s for s ∈ (s′, T ] small enough.
This of course implies
lim
s↓s′
∣∣∣∣E
[
1
s− s′Yτ∧s(Wτ∧s −Ws′)
∣∣∣∣Fs′
]∣∣∣∣ = |Zs′ |.
At the same time∣∣∣∣E
[
1
s− s′Yτ∧s(Wτ∧s −Ws′)
∣∣∣∣Fs′
]∣∣∣∣ ≤
≤
∣∣∣∣E
[
1
s− s′Ys(Wτ∧s −Ws′)
∣∣∣∣Fs′
]∣∣∣∣+
∣∣∣∣E
[
1
s− s′ (Ys − Yτ∧s) (Wτ∧s −Ws′)
∣∣∣∣Fs′
]∣∣∣∣ =
=
∣∣∣∣E
[
1
s− s′u(s,Xs)(Wτ∧s −Ws′)
∣∣∣∣Fs′
]∣∣∣∣+
∣∣∣∣E
[
1
s− s′E [Ys − Yτ∧s|Fτ∧s] (Wτ∧s −Ws′)
∣∣∣∣Fs′
]∣∣∣∣ =
=
∣∣∣∣E
[
1
s− s′ (u(s,Xs)− u(s,Xs′)) (Wτ∧s −Ws′)
∣∣∣∣Fs′
]∣∣∣∣+
+
∣∣∣∣E
[
1
s− s′E
[∫ s
τ∧s
f(r,Xr, Yr, Zr) dr
∣∣∣∣Fτ∧s
]
(Wτ∧s −Ws′)
∣∣∣∣Fs′
]∣∣∣∣ ≤
≤ 1
s− s′
(
E
[
|u(s,Xs)− u(s,Xs′)|2
∣∣Fs′]) 12 (E [(Wτ∧s −Ws′)2∣∣Fs′]) 12 +
+
1
s− s′
(
E
[∣∣∣∣
∫ s
τ∧s
f(r,Xr, Yr, Zr) dr
∣∣∣∣
2 ∣∣∣∣Fs′
]) 1
2 (
E
[
(Wτ∧s −Ws′)2
∣∣Fs′]) 12 ≤
≤ 1
s− s′Lu,x
(
E
[
|Xs −Xs′ |2
∣∣Fs′]) 12 √s− s′+
+
1
s− s′
(
E
[
(s− s′)
∫ s
s′
|f(r,Xr, Yr, Zr)|2 dr
∣∣∣∣Fs′
]) 1
2 √
s− s′ ≤
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≤ 1√
s− s′Lu,x


(
E
[∣∣∣∣
∫ s
s′
µ(r,Xr, Yr, Zr) dr
∣∣∣∣
2 ∣∣∣∣Fs′
]) 1
2
+
(
E
[∫ s
s′
|σ(r,Xr , Yr, Zr)|2 dr
∣∣∣∣Fs′
])1
2

+
+
(
E
[∫ s
s′
|f(r,Xr, Yr, Zr)|2 dr
∣∣∣∣Fs′
]) 1
2
≤
≤ Lu,x
(
E
[∫ s
s′
|µ(r,Xr , Yr, Zr)|2 dr
∣∣∣∣Fs′
]) 1
2
+ Lu,x‖σ‖∞ +
(
E
[∫ s
s′
|f(r,Xr, Yr, Zr)|2 dr
∣∣∣∣Fs′
]) 1
2
,
which a.s. converges to Lu,x‖σ‖∞ as s→ s′.
We have therefore demonstrated |Zs′ | ≤ Lu,x‖σ‖∞ a.s.
Note that this argument works for almost all s′ ∈ [t, T ], as mentioned in the beginning.
Case 2: We can decompose Ω = Ω[0,t] × Ω(t,T ], where the first component contains only the
information about F0 and the noise on [0, t], while the second component is generated by (Wt+h −
Wt)h∈[0,T−t]. If we fix the first component ω1 ∈ Ω[0,t], Xt1(ω1, ·) becomes a constant from Rn and
X(ω1, ·), Y (ω1, ·), Z(ω1, ·) still solve the FBSDE together with the decoupling condition. This implies
‖Z(ω1, ·)‖∞ ≤ Lu,x · ‖σ‖∞. Since ω1 is arbitrary, we have ‖Z‖∞ ≤ Lu,x · ‖σ‖∞.
Next we investigate the continuity of u as a function of time and space.
Lemma 16. Assume that µ, σ, f satisfy
(|µ|2 + |σ|2 + |f |2)(t, x, y, z) ≤ C1 +C2|x|2
with some fixed constants C1, C2 > 0 (and arbitrary t, x, y, z).
If we have a strongly regular and deterministic decoupling field u to (ξ, (µ, σ, f)) on an interval [t, T ],
then u is continuous.
Proof. Choose any t1 < t2 from the interval [t, T ] and some x ∈ Rn as initial value. Then
Xs = x+
∫ s
t1
µ(r,Xr, Yr, Zr) dr +
∫ s
t1
σ(r,Xr , Yr, Zr) dWr,
Ys = Yt2 −
∫ t2
s
f(r,Xr, Yr, Zr) dr −
∫ t2
s
Z⊤r dWr,
Ys = u(s,Xs).
First of all note that the required inequality allows us to control E[|Xr|2] independently of the interval
[t1, t2] or r ∈ [t1, t2]. This is because
|Xs|2 = x2 + 2
∫ s
t1
X⊤r µ(r,Xr , Yr, Zr) dr + 2
∫ s
t1
X⊤r σ(r,Xr , Yr, Zr) dWr +
∫ s
t1
|σ|2(r,Xr , Yr, Zr) dr,
due to Itoˆ’s formula. So
E[|Xs|2] ≤ x2 +
∫ s
t1
(
C + CE[|Xr|2]
)
dr
with some constant C > 0, depending on C1, C2. Using Gronwall’s lemma we obtain
E[|Xs|2] ≤ (x2 + (T − t)C)eC(T−t). (7)
We already know that u is Lipschitz continuous in x. It remains to show the following Ho¨lder
continuity property:
|u(t1, x)− u(t2, x)| ≤ (C + C|x|)|t1 − t2|
1
2 (8)
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for some constant C > 0 and all t1, t2 ∈ [t, T ], x ∈ Rn.
We use the triangle inequality together with the decoupling condition Ys = u(s,Xs), to get
|u(t2, x)− u(t1, x)| ≤ |u(t2, x)− E[u(t2,Xt2)]|+ |E[u(t2,Xt2)]− u(t1, x)| =
= |E[u(t2, x)− u(t2,Xt2)]|+ |E[Yt2 − Yt1 ]| ≤ LE[|Xt2 − x|] + |E[Yt2 − Yt1 ]|.
The Cauchy-Schwarz and Minkowski inequalities lead to
|u(t2, x)− u(t1, x)| ≤ L
√
E[|Xt2 − x|2] + |E[Yt2 − Yt1 ]| ≤
≤ L
(
E
[∣∣∣∣
∫ t2
t1
µ(r,Xr, Yr, Zr) dr
∣∣∣∣
2
]) 1
2
+ L
(
E
[∣∣∣∣
∫ t2
t1
σ(r,Xr , Yr, Zr) dWr
∣∣∣∣
2
]) 1
2
+
+
∣∣∣∣
∫ t2
t1
E[f(r,Xr, Yr, Zr)] dr
∣∣∣∣ ≤
≤ L√t2 − t1
(
E
[∫ t2
t1
|µ(r,Xr, Yr, Zr)|2 dr
]) 1
2
+ L
(
E
[∫ t2
t1
|σ|2(r,Xr, Yr, Zr) dr
]) 1
2
+
+
∫ t2
t1
E[|f(r,Xr, Yr, Zr)|] dr ≤
≤ L√t2 − t1
(
E
[∫ t2
t1
C1 + C2|Xr|2 dr
]) 1
2
+ L
(
E
[∫ t2
t1
C1 + C2|Xr|2 dr
]) 1
2
+
+
∫ t2
t1
√
E[C1 + C2|Xr|2] dr ≤
≤ L
(
C +C
√
sup
r∈[t1,t2]
E[|Xr|2]
)
√
t2 − t1
√
t2 − t1 + L
(
C + C
√
sup
r∈[t1,t2]
E[|Xr|2]
)
√
t2 − t1+
+
(
C + C
√
sup
r∈[t1,t2]
E[|Xr|2]
)
(t2 − t1),
with some constant C depending on C1, C2. Now using (7) we obtain inequality (8).
Now we come to a local existence result.
Theorem 3. Let
• µ, σ, f be
– deterministic,
– Lipschitz continuous in x, y, z on sets of the form [0, T ] × Rn × B1 × B2, where B1 ⊂ Rm
and B2 ⊂ Rm×d are arbitrary bounded sets
– and such that ‖µ(·, 0, 0, 0)‖∞ , ‖f(·, ·, 0, 0)‖∞ , ‖σ‖∞, ‖σz‖∞ <∞,
• ξ : Rn → Rm be bounded and such that Lξ,x < L−1σ,z.
Then there exists a time t ∈ [0, T ) such that (ξ, (µ, σ, f)) has a unique bounded and weakly regular
decoupling field u on [t, T ]. This u is also
• strongly regular,
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• deterministic,
• continuous and
• satisfies supt1,t2,Xt1 (‖Y ‖∞ + ‖Z‖∞) < ∞, where t1 < t2 are from [t, T ] and Xt1 is an initial
value (see the definition of a decoupling field for the meaning of these variables).
Proof. For any constant H > 0 let χH : R
m ×Rm×d → Rm ×Rm×d be the projection onto the ball of
radius H with center 0 ∈ Rm ×Rm×d. Note that χH is Lipschitz continuous with Liptschitz constant
LχH = 1 and bounded such that ‖χH‖∞ = H.
We implement an ”inner cutoff” by defining µH , σH , fH via µH(t, x, y, z) := µ(t, x, χH(y, z)), etc.
This makes µH , σH , fH Lipschitz continuous with some Lipschitz constant LH . Furthermore
LσH ,z ≤ Lσ,z. According to Theorem 1 we know that the problem given by (ξ, (µH , σH , fH)) has
a unique solution u with Lu,x < L
−1
σ,z and ‖u(·, ·, 0)‖∞ <∞ on some small interval. We also know that
this u is strongly regular. Furthermore, u is deterministic (Lemma 14) and continuous (Lemma 16).
We will show that for sufficiently large t < T it will also be a solution to the problem (ξ, (µ, σ, f)).
Using Remark 2, we can bound the operator norm supv∈Sn−1 |ux|v of ux by Lξ,x + CH(T − t)
1
4 ,
where CH <∞ is some constant, which does not depend on t ∈ [t′, T ], where t′ < T is fixed, but does
depend on H. Now using Lemma 15 we have
‖Z‖∞ ≤ CσLξ,x + CσCH(T − t)
1
4 ,
where Cσ is proportional to ‖σ‖∞.
We can bound u itself as well. In fact, using the boundedness of ξ and
Ys +
∫ T
s
Zr dWr = ξ(XT )−
∫ T
s
fH(r,Xr , Yr, Zr) dr, s ∈ [t, T ],
we conclude that Y must be bounded, due to Lipschitz continuity of f on compact sets and the use
of a cutoff (the boundedness of f(r,Xr, 0, 0) is also used):
(
|Ys|2 + E
[∫ T
s
|Zr|2 dr
∣∣∣∣Fs
]) 1
2
≤ ‖ξ‖∞ +
√
T − s
(
E
[∫ T
s
|f(r,Xr, 0, 0)|2 dr
∣∣∣∣Fs
])1
2
+
+
√
T − s

(E [∫ T
s
|f(r,Xr, χH(Yr, Zr))− f(r,Xr, 0, 0)|2 dr
∣∣∣∣Fs
]) 1
2

 .
This leads to the bound
‖Y ‖∞ ≤ Cˇ + CH
√
T − t,
where only the second constant CH depends on the cutoff. Cˇ is a function of ‖ξ‖∞ and ‖f(·, ·, 0, 0)‖∞.
Now we only need to
• choose H large enough such that Cσ · Lξ,x and Cˇ are both smaller H2 ,
• and then in the second step choose t close enough to T , such that
CσCH(T − t) 14 and CH
√
T − t
become smaller than H2 .
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This means that Ys and Zs, s ∈ [t, T ], a.e. do not leave the region in which the cutoff is ”passive”.
Therefore, u is a decoupling field to (ξ, (µ, σ, f)), not just to (ξ, (µH , σH , fH)).
Note furthermore that u is unique since we only consider decoupling fields u˜ that are bounded and
Lipschitz in x (with Lu˜,x < L
−1
σ,z), which means that we can always choose a cuttoff which is passive
for u˜ and u, allowing us to apply uniqueness from Corollary 1.
Strong regularity also follows from Theorem 1.
Similarly u(s, x) must also be a.s. constant for all fixed s ∈ [t, T ], x ∈ Rn.
Remark 5. We observe from the proof that the supremum of all h = T − t with t satisfying the
hypotheses of Theorem 3 can be bounded away from 0 by a bound, which only depends on
• Lξ,x, Lξ,x · ‖σ‖∞ and Lξ,x · Lσ,z,
• ‖ξ‖∞ and ‖f(·, ·, 0, 0)‖∞ ,
• the values (LH)H∈[0,∞) where LH is the Lipschitz constant of µ, σ and f on [0, T ]×Rn×B1H×B2H
w.r.t. to the last 3 components, where B1H ⊂ Rm and B2H ⊂ Rm×d are balls of radius H with
center 0
and which is monotonically decreasing in these values.
The following natural concept introduces a class of decoupling fields for non-Lipschitz problems
(non-Lipschitz in z), to which nevertheless standard Lipschitz results can be applied.
Definition 8. Let u be a decoupling field for (ξ, (µ, σ, f)). We call u controlled in z if there exists
a constant C > 0 such that for all t1, t2 ∈ [t, T ], t1 ≤ t2, and all initial values Xt1 = x ∈ Rn, the
corresponding processes X,Y,Z from the definition of a decoupling field satisfy |Zs(ω)| ≤ C, for almost
all (s, ω) ∈ [t, T ]× Ω. If for a fixed triplet (t1, t2,Xt1) there are different choices for X,Y,Z, then all
of them are supposed to satisfy the above control.
We say that a decoupling field on [t, T ] is controlled in z on a subinterval [t1, t2] ⊆ [t, T ] if u
restricted to [t1, t2] is a decoupling field for (u(t2, ·), (µ, σ, f)) that is controlled in z.
Furthermore we call a decoupling field on an interval (s, T ] controlled in z if it is controlled in z
on every compact subinterval [t, T ] ⊆ (s, T ] (with C possibly depending on t).
Remark 6. Our decoupling field from Theorem 3 is obviously controlled in z.
Remark 7. Let µ, σ, f, ξ be as in Theorem 3 and assume that we have a decoupling field u on some
interval [t, T ], which is strongly regular, bounded and controlled in z. Then u is also a solution to a
Lipschitz problem obtained through a cutoff as in Theorem 3. Furthermore, Lemma 14 is applicable
since u is a unique strongly regular decoupling field (to a Lipschitz problem) according to Corollary
1. So u is deterministic. But now Lemma 16 is also applicable since due to the use of a cutoff we can
assume Lipschitz continuity and thereby linear growth. So u will also be continuous.
Lemma 17. Let g, µ, σ, f be as in Theorem 3. For 0 ≤ s < t < T let u be a bounded and weakly
regular decoupling field for (ξ, (µ, σ, f)) on [s, T ].
If u is controlled in z on [s, t] and T − t is small enough as required in Theorem 3 resp. Remark 5
then u is controlled in z on [s, T ].
Proof. Clearly u is controlled in z on [s, t] and also on [t, T ] (with some constants). Define C as the
maximum of these constants.
We only need to control Z for the case s ≤ t1 ≤ t ≤ t2 ≤ T , the other two cases being trivial.
The processesX,Y,Z corresponding to the interval [t1, t2] with an initial value Xt1 will satisfy |Zr| ≤ C
for r ∈ [t1, t]. At the same time, if we restrict X,Y,Z to [t, t2], we observe that these restrictions satisfy
the forward equation, backward equation and the decoupling condition for the interval [t, t2] with Xt
as initial value. Therefore |Zr| ≤ C also holds for r ∈ [t, t2].
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As a consequence we can inductively show that sufficiently regular decoupling fields must be
controlled in z.
Corollary 4. Let µ, σ, f, ξ be as in Theorem 3. Assume that there exists a bounded and weakly regular
decoupling field u to this problem on some interval [t, T ]. Then u is controlled in z.
Proof. Let S ⊆ [t, T ] be the set of all times s ∈ [t, T ], s.t. u is controlled in z on [t, s].
• If t ∈ S, then Z = 0, Y = u(t,Xt).
• Let s ∈ S be arbitrary. According to Lemma 17 there exists an h > 0 s.t. u is controlled in z
on [t, (s + h) ∧ T ] since ‖u((s + h) ∧ T, ·)‖∞ < ∞, Lu((s+h)∧T,·) < ∞ and Lσ,zLu((s+h)∧T,·) < 1.
Considering Remark 5 and the requirements ‖u‖∞ < ∞, Lu,x < ∞ and Lσ,zLu,x < 1, we can
choose h independently of s.
This shows S = [t, T ] using small interval induction.
The property of a decoupling field to be bounded and controlled in z allows us to show the following
two results as simple consequences of the theory developed in the Lipschitz case.
Corollary 5. Let µ, σ, f, ξ be as in Theorem 3. Assume that there are two bounded and weakly regular
decoupling fields u(1), u(2) to this problem on some interval [t, T ]. Then u(1) = u(2).
Proof. We know that u(1) and u(2) are controlled in z. Choose a passive cutoff (see proof of Theorem
3) and apply Corollary 1.
Corollary 6. Let µ, σ, f, ξ be as in Theorem 3. Assume that there exists a bounded and weakly regular
decoupling field u to the corresponding FBSDE on some interval [t, T ]. Then u is strongly regular.
Proof. u is controlled in z. Choose a passive cutoff (see proof of Theorem 3) and apply Corollary
2.
Remember the definition of the maximal interval. We aim at working with bounded decoupling
fields. But µ, σ, f may depend in a super-linear way on y, such that singularities may very well occur
because of exploding u rather than exploding ux. We therefore need to define a new type of maximal
interval.
Definition 9. Let Ibmax ⊆ [0, T ] for (ξ, (µ, σ, f)) be the union of all intervals [t, T ] ⊆ [0, T ] such that
there exists a bounded and weakly regular decoupling field u on [t, T ].
Note that this definition only makes sense if ξ is bounded.
According to the following theorem, we have existence and uniqueness on Ibmax.
Theorem 4. Let µ, σ, f, ξ be as in Theorem 3. Then there exists a unique locally bounded and weakly
regular decoupling field u on Ibmax. This u is also controlled in z and strongly regular.
Furthermore either Ibmax = [0, T ] or I
b
max = (t
b
min, T ], where 0 ≤ tbmin < T .
Proof. Let t ∈ Ibmax. Obviously there exists a decoupling field uˇ(t) on [t, T ] satisfying Luˇ(t),x < L−1σ,z
and ‖uˇ(t)‖∞ < ∞. There is only one such uˇ(t) according to Corollary 5. Furthermore, for t, t′ ∈ Ibmax
the functions uˇ(t) and uˇ(t
′) coincide on [t ∨ t′, T ] because of Corollary 5.
Define u(t, ·) := uˇ(t)(t, ·) for all t ∈ Ibmax. This function u is a decoupling field on [t, T ], since it
coincides with uˇ(t) on [t, T ]. Therefore u is a decoupling field on the whole interval Ibmax and satisfies
Lu|[t,T ],x < L
−1
σ,z, ‖u|[t,T ]‖∞ <∞ for all t ∈ Ibmax.
Uniqueness of u follows directly from Corollary 5 applied to every interval [t, T ] ⊆ Ibmax.
Furthermore u is controlled in Z and strongly regular on [t, T ] for all t ∈ Ibmax due to Corollaries 4
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and 6.
Addressing the form of Ibmax, we see that I
b
max = [t, T ] with t ∈ (0, T ] is not possible. Assume otherwise.
According to Theorem 4 there exists a decoupling field u on [t, T ] s.t. Lu,x < L
−1
σ,z and ‖u‖∞ < ∞.
But then u can be extended a little bit to the left using Theorem 3 (and Lemma 1).
The following result basically states that for a singularity to occur either u or ux has to ”explode”
at tmin.
Lemma 18. Let µ, σ, f, ξ be as in Theorem 3. If Ibmax = (t
b
min, T ], then
lim
t↓tmin
((
1 + Lu(t,·),x
)−1 − (1 + L−1σ,z)−1) (‖u(t, ·)‖∞ + 1)−1 = 0,
where u is the decoupling field according to Theorem 4.
Proof. We argue indirectly. Assume otherwise. Then we can select times tn ↓ tbmin, n→∞ such that
sup
n∈N
Lu(tn,·),x < L
−1
σ,z and sup
n∈N
‖u(tn, ·)‖∞ <∞.
But then we may choose an h > 0 according to Remark 5 which does not depend on n and then
choose n large enough to have tn − tbmin < h. So u can be extended to the left to a larger interval
[(tn − h) ∨ 0, T ] contradicting the definition of Ibmax.
7 Appendix
Lemma 19. Let X :M×Λ→ R be a weakly differentiable mapping, where (M,A, ρ) is some complete
measure space and Λ ⊆ RN is open, N ∈ N.
Let h ∈ (0,∞), v ∈ RN and Λh the open set of all λ ∈ Λ such that Bh(λ) ⊆ Λ. Then∫ h
0
d
dλ
X(ω, λ0 + tv)v dt = X(ω, λ0 + hv)−X(ω, λ0)
for almost all λ0 ∈ Λh|v|, for almost all ω ∈ M.
Proof. Choose an ω ∈ Ω s.t. X(ω, ·) is weakly differentiable with a weak derivative ddλX(ω, ·). Define
a map F : Λh|v| → R via
F (λ0) :=
∫ h
0
d
dλ
X(ω, λ0 + tv)v dt− (X(ω, λ0 + hv)−X(ω, λ0)) .
Note here that (t, λ0) 7→ ddλX(ω, λ0 + tv) is locally integrable since∫ h
0
∫
Λh|v|∩K
∣∣∣∣ ddλX(ω, λ0 + tv)
∣∣∣∣ dλ0 dt ≤
∫ h
0
∫
Λ∩Bh(K)
∣∣∣∣ ddλX(ω, λ0)
∣∣∣∣ dλ0 dt =
= h
∫
Λ∩Bh(K)
∣∣∣∣ ddλX(ω, λ0)
∣∣∣∣ dλ0 <∞,
for compacts K ⊆ RN . The closed h - neighborhood Bh(K) of K is also compact obviously.
We want to show that F is a.e. equal 0. For this purpose it is sufficient to show
∫
Λh|v| F (λ0)ϕ(λ0) dλ0 =
0 for every test function ϕ ∈ C∞c (Λh|v|). Now let ϕ be such a function. Then∫
Λh|v|
∫ h
0
ϕ(λ0)
d
dλ
X(ω, λ0 + tv)v dt dλ0 =
∫ h
0
∫
Λh|v|
ϕ(λ0)
d
dλ
X(ω, λ0 + tv) dλ0v dt =
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=∫ h
0
∫
Λh|v|+tv
ϕ(λ0 − tv) d
dλ
X(ω, λ0) dλ0v dt =
∫ h
0
∫
Λ
ϕ(λ0 − tv) d
dλ
X(ω, λ0) dλ0v dt =
= −
∫ h
0
∫
Λ
X(ω, λ0)
d
dλ
ϕ(λ0 − tv) dλ0v dt = −
∫
Λ
∫ h
0
X(ω, λ0)
d
dλ
ϕ(λ0 − tv)v dt dλ0 =
=
∫
Λ
X(ω, λ0)
∫ h
0
d
dλ
ϕ(λ0 − tv)(−v) dt dλ0 =
∫
Λ
X(ω, λ0) (ϕ(λ0 − hv)− ϕ(λ0)) dλ0 =
=
∫
Λ
X(ω, λ0)ϕ(λ0 − hv) dλ0 −
∫
Λ
X(ω, λ0)ϕ(λ0) dλ0 =
=
∫
Λh|v|+hv
X(ω, λ0)ϕ(λ0 − hv) dλ0 −
∫
Λh|v|
X(ω, λ0)ϕ(λ0) dλ0 =
=
∫
Λh|v|
X(ω, λ0 + hv)ϕ(λ0) dλ0 −
∫
Λh|v|
X(ω, λ0)ϕ(λ0) dλ0 =
=
∫
Λh|v|
(X(ω, λ0 + hv) −X(ω, λ0))ϕ(λ0) dλ0.
This already implies
∫
Λh|v| F (λ0)ϕ(λ0) dλ0 = 0.
Proof of Lemma 3. For the weak differentiability of g(X) consult [5], Corollary 3.2 (applied ω-wise).
We use the following notation. For some vector (x1, . . . , xk) ∈ R
∑k
i=1 di , xi,j refers to the vector
(xi, . . . , xj), where i < j, i, j ∈ {1, . . . , k}.
Let v ∈ Sn−1 be fixed. Let λ ∈ Rn and t ∈ R. Then
g(ω,X(ω, λ + tv))− g(ω,X(ω, λ)) =
=
k∑
i=1
(
g
(
ω,X1,i(ω, λ+ tv),Xi+1,k(ω, λ)
)
− g
(
ω,X1,i−1(ω, λ+ tv),Xi,k(ω, λ)
))
=
=
k∑
i=1
g
(
X1,i(λ+ tv),Xi+1,k(λ)
)− g (X1,i−1(λ+ tv),Xi,k(λ))
Xi(λ+ tv)−Xi(λ) (ω) (Xi(ω, λ+ tv)−Xi(ω, λ)) , (9)
where we use the convention 00 := 0. Now define
∆Xxig(·, λ, v) := lim sup
l→∞
g
(
X1,i(λ+ 1
l
v),Xi+1,k(λ)
)− g (X1,i−1(λ+ 1
l
v),Xi,k(λ)
)
Xi(λ+
1
l
v)−Xi(λ)
.
Note that |∆Xxig| can be assumed to be bounded by Lg,xi (everywhere), due to Lipschitz continuity
of g in the i-th component (we can assume without loss of generality, that g is Lipschitz for all ω).
Furthermore ∆Xxig is clearly measurable, as a lim sup of measurable mappings. Also note that for
almost all λ, ω
lim
t→0
g(ω,X(ω, λ + tv))− g(ω,X(ω, λ))
t
=
(
d
dλ
g(X)(ω, λ)
)
v,
lim
t→0
Xi(ω, λ+ tv)−Xi(ω, λ)
t
=
(
d
dλ
Xi(ω, λ)
)
v.
(Recall that v is fixed here.)
Now for all such λ, ω we can choose a sequence (tq)q∈N, which is a subsequence of
(
1
l
)
l∈N
and such
that
∆Xxig(ω, λ, v) = limq→∞
g
(
X1,i(λ+ tqv),X
i+1,k(λ)
) − g (X1,i−1(λ+ tqv),Xi,k(λ))
Xi(λ+ tqv)−Xi(λ) (ω).
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At the same time
lim
q→∞
g(ω,X(ω, λ + tqv))− g(ω,X(ω, λ))
tq
=
(
d
dλ
g(X)(ω, λ)
)
v,
lim
q→∞
Xi(ω, λ+ tqv)−Xi(ω, λ)
tq
=
(
d
dλ
Xi(ω, λ)
)
v.
So we obtain from (9)
(
d
dλ
g(X)(ω, λ)
)
v =
k∑
i=1
(
∆Xxig(ω, λ, v)
) ( d
dλ
Xi(ω, λ)
)
v.
Proof of Lemma 4. Define mappings Y : Ω × Rn → R and Z : Ω × Rn → Rn via Y (ω, λ) :=
E [X(·, λ)|G] (ω) and Z(ω, λ) := E [ ddλX(·, λ)|G] (ω). Note that Y is measurable, since Y 1Ω×BR(λ0)
can be seen as conditional expectation w.r.t. G ⊗ L(BR(λ0)) on the space(
Ω×BR(λ0), F ⊗L(BR(λ0)), P⊗ 1|BR(λ0)|ρBR(λ0)
)
,
where λ0 ∈ Rn and R > 0 are arbitrary.
We now claim that Z is the weak derivative of Y . To see this, take a test function ϕ ∈ C∞c (Rn). We
have ∫
Rn
ϕ(λ)Y (·, λ) dλ =
∫
Rn
ϕ(λ)E
[
d
dλ
X(·, λ)
∣∣∣G] dλ = E [∫
Rn
ϕ(λ)
d
dλ
X(·, λ) dλ
∣∣∣∣G
]
=
= E
[∫
Rn
d
dλ
ϕ(λ)X(·, λ) dλ
∣∣∣∣G
]
=
∫
Rn
d
dλ
ϕ(λ)E
[
X(·, λ)
∣∣∣G] dλ = ∫
Rn
d
dλ
ϕ(λ)Z(·, λ) dλ,
where we used Fubini’s theorem.
Proof of Lemma 6. Measurability of X follows from the fact that the stochastic integral
∫ T
0 Zs dWs
can be defined as an a.e. limit of integrals over simple progressive processes Zn and such integrals are
measurable, since Zns (·, ·) must be measurable for every s ∈ [0, T ].
It remains to verify that
∫ T
0
d
dλZs(·, λ)⊤ dWs is a weak derivative of X. To see this, take a test function
ϕ ∈ C∞c (Rn) and choose any index i ∈ {1, . . . , n}. Then∫
Rn
ϕ(λ)
∫ T
0
d
dλi
Zs(·, λ)⊤ dWs dλ =
∫
Rn
∫ T
0
ϕ(λ)
d
dλi
Zs(·, λ)⊤ dWs dλ =
=
∫ T
0
∫
Rn
ϕ(λ)
d
dλi
Zs(·, λ)⊤ dλdWs =
∫ T
0
∫
Rn
d
dλi
ϕ(λ)Zs(·, λ)⊤ dλdWs =
=
∫
Rn
d
dλi
ϕ(λ)
∫ T
0
Zs(·, λ)⊤ dWs dλ =
∫
Rn
d
dλi
ϕ(λ)X(·, λ) dλ,
where used continuity and linearity of the stochastic integral twice.
Proof of Lemma 7. Existence of Z follows from the Itoˆ representation formula, which is applied to X.
It can also be applied ddλX, yielding a second progressively measurable process Z˜ : Ω× [0, T ]×Rn →
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R
d×n. It remains to show that Z˜ is a weak derivative of Z. To verify this, take a test function
ϕ ∈ C∞c (Rn) and choose any index i ∈ {1, . . . , n}. Then we have∫ T
0
∫
Rn
ϕ(λ)Z˜is(·, λ)⊤ dλdWs =
∫
Rn
ϕ(λ)
∫ T
0
Z˜is(·, λ)⊤ dWs dλ =
=
∫
Rn
ϕ(λ)
(
d
dλi
X(·, λ) − E
[
d
dλi
X(·, λ)
])
dλ =
∫
Rn
d
dλi
ϕ(λ) (X(·, λ) − E [X(·, λ)]) dλ =
=
∫
Rn
d
dλi
ϕ(λ)
∫ T
0
Zs(·, λ)⊤ dWs dλ =
∫ T
0
∫
Rn
d
dλi
ϕ(λ)Zs(·, λ)⊤ dλdWs,
which implies
∫
Rn
ϕ(λ)Z˜is(·, λ)⊤ dλ =
∫
Rn
d
dλi
ϕ(λ)Zs(·, λ)⊤ dλ.
Proof of Lemma 8. For each t ∈ [0, T ] define
Yt := E
[
X −
∫ T
t
Vs ds
∣∣∣∣Ft
]
= E
[
X −
∫ T
0
Vs ds
∣∣∣∣Ft
]
+
∫ t
0
Vs ds.
The mapping Yt : Ω × Rn → R is Ft ⊗ L(Rn) measurable and weakly differentiable w.r.t. λ, such
that ddλYt = E
[
d
dλX −
∫ T
t
d
dλVs ds
∣∣∣∣Ft
]
, according to Lemma 5 and Lemma 4. Thereby we obtain a
process Y , which is continuous in time and therefore progressively measurable. Now define
M := X −
∫ T
0
Vs ds− Y0.
M : Ω×Rn → R is measurable and weakly differentiable w.r.t. λ. It is also straightforward to check,
that E
[
|M(·, λ)|2
]
and E
[∣∣ d
dλM(·, λ)
∣∣2] are both locally integrable w.r.t. λ. Therefore we can apply
Lemma 7 and write M =
∫ T
0 Z
⊤
s dWs with a progressively measurable and weakly differentiable Z.
Also ∫ T
0
Z⊤s dWs = X −
∫ T
0
Vs ds− Y0.
Applying conditional expectations yields∫ t
0
Z⊤s dWs = E
[
X −
∫ T
0
Vs ds
∣∣∣∣Ft
]
− Y0 = Yt −
∫ t
0
Vs ds− Y0.
Subtracting this equation from the preceding one leads to∫ T
t
Z⊤s dWs = X −
∫ T
t
Vs ds− Yt.
We can now differentiate w.r.t. λ according to Lemma 6 with the result∫ T
t
d
dλ
Z⊤s dWs =
d
dλ
X −
∫ T
t
d
dλ
Vs ds− d
dλ
Yt.
Proof of Lemma 9. Let K > 0 be a constant, and let ΛR := Λ ∩ BR(0), R ∈ N, be a bounded subset
of Λ. Then
∫
M |Xi(λ, ·) −X(λ, ·)|2 ∧K dρ→ 0 for i→∞ for almost all λ ∈ Λ. Thus∫
ΛR
∫
M
|Xi(λ, ·) −X(λ, ·)|2 ∧K dρdλ→ 0
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for i → ∞ by dominated convergence. Thus (Xi) is a Cauchy sequence in measure on ΛR × M.
Passing to a subsequence we can assume that (Xi) converges almost everywhere to some measurable
X˜R on ΛR ×M. Since R ∈ N can be chosen arbitrarily, we can, again by passing to a subsequence,
assume that (Xi) converges almost everywhere to some measurable X˜ on Λ×M. It is easy to check
using uniqueness of L2-limits that X and X˜ must coincide a.e.. Since Λ ×M is a complete measure
space, X is measurable.
Next we claim that
∫
M |Xi(λ, ·)|2 dρ is bounded (independent of i and λ) on balls of the form Bε(λ0) ⊆
Λ with 0 < ε ≤ 1. We have for a.a. λ ∈ Bε(λ0)∣∣∣∣∣
√∫
M
|Xi(λ, ·)|2 dρ−
√∫
M
|Xi(λ0, ·)|2 dρ
∣∣∣∣∣ ≤
√∫
M
|Xi(λ, ·) −Xi(λ0, ·)|2 dρ =
=
√∫
M
∣∣∣∣
∫ 1
0
d
dλ
Xi(λ0 + s(λ− λ0), ·)(λ − λ0) ds
∣∣∣∣
2
dρ ≤
≤
√∫
M
∫ 1
0
∣∣∣∣ ddλXi(λ0 + s(λ− λ0), ·)(λ − λ0)
∣∣∣∣
2
ds dρ ≤
≤
√∫ 1
0
∫
M
∣∣∣∣ ddλXi(λ0 + s(λ− λ0), ·)
∣∣∣∣
2
|λ− λ0|2 dρds ≤
√
C |λ− λ0| ≤
√
C.
Therefore (i, λ) 7→ ∫M |Xi(λ, ·)|2 dρ, λ ∈ Bε(λ0), i ∈ N,must be bounded, since supi∈N ∫M |Xi(λ0, ·)|2 dρ <
∞, because of the L2–convergence of Xi(λ0, ·).
Let Hε,λ0,δ be the space of real valued measurable functions Y on Sε,λ0 := Bε(λ0)×M s.t.
∑
0≤|α|≤δ
∫
Bε(λ0)
∫
M
|DαλY (λ, ·)|2 dρdλ <∞.
Obviously (Xi) is a bounded sequence in Hε,λ0,δ. We claim that X must be in Hε,λ0,δ too. Let α ∈ NN
be a multiindex s.t. 1 ≤ |α| ≤ δ. We have∫
Bε(λ0)
∫
M
DαλXi(λ, ·)ϕ(λ, ·) dρdλ = (−1)|α|
∫
Bε(λ0)
∫
M
Xi(λ, ·)Dαλϕ(λ, ·) dρdλ
for all ϕ ∈ Hε,λ0,δ s.t. the support of ϕ(·, ω) is a subset of Bε(λ0) for all ω ∈ M. (DαλXi) is a bounded
sequence in the Hilbert space Hε,λ0 = L2(Sε,λ0). Therefore, by passing to a subsequence, we can
assume that there exists a weak limit Xα in L2(Sε,λ0). Thus
lim
i→∞
∫
Bε(λ0)
∫
M
DαλXi(λ, ·)ϕ(λ, ·) dρdλ =
∫
Bε(λ0)
∫
M
Xα(λ, ·)ϕ(λ, ·) dρdλ.
On the other hand
lim
i→∞
∫
Bε(λ0)
∫
M
Xi(λ, ·)Dαλϕ(λ, ·) dρdλ =
∫
Bε(λ0)
∫
M
X(λ, ·)Dαλϕ(λ, ·) dρdλ
by the L2 convergence of the Xi. This shows the weak differentiability of X w.r.t. λ and Xα = DαλX.
In particular X ∈ Hε,λ0,δ.
It remains to show
g(λ) :=
∑
1≤|α|≤δ
∫
M
|DαλX(λ, ·)|2 dρ ≤ C,
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for almost all λ ∈ Bε(λ0). Let B ⊆ Bε(λ0) be a measurable subset of Bε(λ0). Using weak convergence
we get∫
B
g(λ) dλ =
∑
1≤|α|≤δ
∫
B
∫
M
|DαλX(λ, ·)|2 dρdλ = lim
i→∞
∑
1≤|α|≤δ
∫
B
∫
M
DαλXi(λ, ·)DαλX(λ, ·) dρdλ.
Using Cauchy-Schwarz’ inequality and
∑
1≤|α|≤δ
∫
M |DαλXi(λ, ·)|2 dρ ≤ C, we obtain
∫
B
g(λ) dλ ≤
√
|B| · C ·
(∫
B
g(λ) dλ
) 1
2
.
In other words 1|B|
∫
B
g(λ) dλ ≤ C for all measurable B ⊆ Bε(λ0). This implies g ≤ C a.e. by
Lebesgue’s differentiation theorem.
References
[1] Ma, J., Wu, Z., Zhang, D., Zhang, J. On Wellposedness of Forward-Backward SDEs — A Unified
Approach. Preprint, USC, Los Angeles (2011).
[2] El Karoui, N., Barrieu, P. Pricing, Hedging and Optimally Designing Derivatives via Minimization
of Risk Measures. R. Carmona (ed.) Volume on Indifference Pricing. Princeton University Press:
2006.
[3] Karatzas, I. and Shreve, S. Methods of Mathematical Finance. Applications of Mathematics. 39
Springer, New York: 1998.
[4] Kazamaki, N. Continuous Exponential Martingales and BMO. Lecture Notes in Mathematics.
1579 Springer, New York: 1994.
[5] Ambrosio, L. and Dal Maso, G. A general chain rule for distributional derivatives. Proc. Amer.
Math. Soc 108 (1990), 691-702.
[6] Richou, A. Numerical simulation of BSDEs with drivers of quadratic growth. Ann. Appl. Probab.
21(5) (2011), 1933-1964.
[7] Richou, A.Markovian quadratic and superquadratic BSDEs with an unbounded terminal condition.
Stochastic Processes and their Applications 122(9) (2012), 3173-3208.
[8] Dos Reis, G. (2010) On some properties of solutions of quadratic growth BSDE and applications
in finance and insurance. PhD Thesis, Humboldt University at Berlin.
[9] Hu, Y. and Peng, S. Solution of forward-backward stochastic differential equations. Proba. Theory
Rel. Fields 103 (1995), 273-283.
[10] Ma, J. and Protter, P. and Yong, J. Solving Forward-Backward Stochastic Differential Equations
Explicitly - A Four Step Scheme. Probab. Theory Relat. Fields, 98 (1994), 339-359.
[11] Antonelli, F. Backward-forward Stochastic Differential Equations. Ann. Appl. Probab. 3(3)
(1993), 777-793.
36
