Classical and Bayesian estimators are obtained for the shape parameter of the Generalized-Exponential distribution under grouped data. In Bayesian estimation, three types of loss functions are considered: the Squared Error loss function which is classified as a symmetric function, the LINEX and Precautionary loss functions which are asymmetric. These estimators are compared with the corresponding estimators derived from un-grouped data empirically using Monte-Carlo simulation.
Introduction
In various fields of science such as biology, engineering, and medicine it is not possible to obtain the measurements of a statistical experiment exactly, but is possible to classify them into intervals, rectangles or disjoint subsets (Alodat & Al-Saleh, 2002; Heitjan, 1989; Surles & Padgett, 2001; Wu & Perloff, 2005; Pipper & Ritz, 2006) . For example, in life testing experiments, the failure time of a component may be observed to the nearest hour, day or month. Data for which true values are known only up to subsets of the sample space are called grouped data. In general, grouped data can be formulated as follows: Let called grouped data, and these data are used to draw inferences about the parameter θ . Due to a lack of complete information about the sample, there is a loss in information due to the grouping. Schervish (1995, p. 114) Kuldorff (1961) considered nonBayesian estimation from grouped data when the data were from normal and exponential distributions. Alodat and Al-Saleh (2000) considered the Bayesian estimation from grouped data when the underlying distribution is exponential. Alodat, et al. (2007) obtained Bayesian prediction intervals from grouped data when the underlying distribution is exponential. Aludaat, et al. (2008) obtained the Bayesian and non-Bayesian estimation from grouped data when the underlying distribution is Burr type X.
Recently a new distribution, called the Generalized-Exponential (GE) distribution, has been introduced. This distribution can be used quite effectively in situations where a skewed distribution is needed. It has been studied extensively (Gupta & Kundu, 1999 , 2001a , 2001b , 2002 , 2003a , 2003b Raqab, 2002; Raqab & Ahsanullah, 2001; Zheng, 2002; Kundu, Gupta & Manglick, 2004) . Singh, et al. (2008) estimated the parameters of this distribution under some symmetric and asymmetric loss functions using Lindley's approximation technique. Note that the generalized exponential distribution is a submodel of the exponentiated Weibull distribution introduced by Mudholkar and Srivastava (1993) and later studied by Mudholkar, Srivastava and Freimer (1995) and Mudholkar and Hutson (1996) . Also recently, Nasiri and Pazira (2010) 
where C is a normalizing constant.
Next, find the MLE of θ based on the density (3) by maximizing the log-likelihood function
log f (n ; ) consta nt n log(e e ) n log(1 e ).
The first derivative of the log-likelihood is
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Here, the initial solution 0 θ should be selected from the M.L.E of θ based on the un-grouped data. Kundu (1999 & 2001a) showed that the M.L.E of θ based on the un-grouped
Fisher's Information Number To find the Fisher's information number contained in the grouped sample about θ , find the expectation of the second derivative of the log-likelihood 
, a large sample (1-α )100%
confidence interval for θ can be found as follows: Varian (1975) . These loss functions were widely used by several authors; among of them Basu and Ebrahimi (1991) , Pandey (1997) , Soliman (2000) and Nassar and Eissa (2004) . The LINEX loss function may be expressed as 
provided that the expectation ] | [ n e E cθ − exists and is finite (see Calabria & Pulcini, 1996) , then the precautionary loss function introduced by Norstrom (1996) is used. Norstrom introduced an alternative asymmetric precautionary loss function and also presented a general class of precautionary loss function with the quadratic loss function as a special case. These loss functions approach infinitely near the origin to prevent underestimation, thus giving conservative estimators -especially when low failure rates are being estimated. These estimators are very useful when underestimation may lead to serious consequences. A useful and simple asymmetric precautionary loss function is
The Bayes estimator under the above asymmetric loss function is denoted by BPG θˆ and may be obtained by solving the following equation,
Note that the special case of the precautionary loss function (14) is the same as the entropy loss function (for details see Norstrom, 1996) .
The following prior distribution for θ is used to derive an estimate for θ ,
Using the Binomial theorem, the likelihood function of the grouped data is re-written as follows:
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Kundu and Gupta (2008) 
Note that, for the non-informative prior -when are Bayes estimators under squared-error, precautionary and LINEX loss functions, respectively, based on grouped data. The notation CLG is used to denote the confidence length for θ based on the grouped data. Because the large sample properties of these estimators are unknown, the bootstrap method can be used to assess the precision of estimates, but construction of bootstrap confidence interval is computationally more demanding than asymptotic confidence interval. Therefore, the 95% confidence interval is computed based on the MLE's. The main goal is to compare the estimators in terms of biases and MSE's.
As noted, MG θˆ and hence its MSE cannot be put in a convenient closed form. Therefore, MSE's of the estimators are empirically evaluated based on a Monte-Carlo simulation study of 1,000 samples by MATLAB mainly for small sample sizes. The simulation study was carried out for 1 = θ with sample sizes n = 6, 9, 12, 15, 18 and 20. These samples were placed into five intervals ( Table 2 Figure 3 Results Based on Un-Grouped Data Table 1 shows that all of the estimators are overestimations. Also, it is noted that derived estimators are consistent, because both bias and MSE decrease as the sample size increases. Figures 1 and 4) .
Results Based on Grouped Data
The results (based on the un-grouped data) are true for the grouped data. Table 2 shows that almost all of the estimators are overestimations. Also, it is clear that derived estimators are consistent, because both, bias and MSE decrease as the sample size increases. Figures 2 and 5) . Otherwise, the confidence intervals work quite well.
General Conclusions
In general, when the data are given in groups, the proposed Bayes estimators ( G B.
θ ) are more efficient than the corresponding Bayes estimators based on un-grouped data ( .B θ ) for very small sample sizes, thus these estimators work very well (see Figure 3) . Also, whereas the proposed Bayes estimators are better than the proposed estimators by Gupta and Kundu (1999 , 2001a , 2008 , it is suggested that the Bayes estimators be used for estimating the shape parameter of GE distribution when the data are given in groups, for example, in life testing experiments.
