Abstract. Manifold structure learning is often used to exploit geometric information among data in semi-supervised feature learning algorithms. In this paper, we find that local discriminative information is also of importance for semisupervised feature learning. We propose a method that utilizes both the manifold structure of data and local discriminant information. Specifically, we define a local clique for each data point. The k-Nearest Neighbors (kNN) is used to determine the structural information within each clique. We then employ a variant of Fisher criterion model to each clique for local discriminant evaluation and sum all cliques as global integration into the framework. In this way, local discriminant information is embedded. Labels are also utilized to minimize distances between data from the same class. In addition, we use the kernel method to extend our proposed model and facilitate feature learning in a high-dimensional space after feature mapping. Experimental results show that our method is superior to all other compared methods over a number of datasets.
Introduction
The performance of machine learning tasks, e.g. classification or clustering, is mainly affected by the input features that are extracted from raw data. Learning distinctive features or effective data representations can without doubt benefit the consequent learning tasks. Over the past decade, feature analysis has attracted much research attention in different fields, such as machine learning [32, 43, 33, 40] , multimedia analysis [33] , biomedical applications [45, 42, 44] , etc. In literature, a number of unsupervised and supervised methods have been developed to learn new features. Clustering algorithms have been widely used as an unsupervised feature learning procedure to obtain statistical data representation. A typical example in multimedia analysis is k-means, which learns a dictionary from a number of image or video training samples without class information [34, 21] . Even though increasing the size of the dictionary can squeeze out a bit of extra performance, it is still difficult to identify the best choice of the number of centers.
As one of the representative supervised algorithms, Linear Discriminant Analysis (LDA) [8] finds the best data projection maximizing distances between different class centers while making data samples from the same class closer to each other. This is achieved by maximizing the ratio of the between-class covariance to the within-class covariance. When there are sufficient labeled training data, LDA-based features effectively support machine learning algorithms in a variety of applications. For example, LDA has been used to strengthen the class information of face images in many face recognition systems [11, 31, 2, 38, 29, 5, 24, 23] . Also, LDA has been revisited in [1] and been evaluated in three pipelines over a few face image datasets for the purpose of gender recognition. In [17] , authors evaluate three LDA-based variants to obtain a discriminant movement representation for multi-view action recognition. Unfortunately, when the number of training samples is small, LDA suffers from the small sample size (SSS) problem. This is because the small number of training samples will make the within-class scatter matrix singular, which would result in computational difficulty. Meanwhile, learning new features from a small number of labeled training samples in a fully supervised manner may lead to the over-fitting problem. To solve these problems, much research attention has been paid over the last few years. For example, subspace learning methods, such as Principal Component Analysis (PCA), are applied to reduce feature dimensionality prior to LDA, with the goal of removing null space of the within-class scatter matrix. However, this preprocessing step may lose discriminant information which means the consequent projection in the subspace by LDA may not be the best. A number of methods [7, 39, 15, 19, 18, 35, 41] have been proposed to tackle the SSS problem without losing discriminant information. Though the SSS problem is dealt with, the over-fitting problem persists. Increasing the number of labeled training samples would be an ideal solution. However, data labeling in the real world is usually time-consuming and expensive. Considering the huge amount of data without labels, it is extremely difficult to obtain massive and comparable label information. For this reason, semi-supervised feature analysis methods [14, 3, 20, 6] , which make use of both labeled and unlabeled data, have been extensively studied in the past. Unfortunately, most of the existing semi-supervised feature learning algorithms ignore the utilization of both manifold structure and local discriminant information.
In this paper, we propose a new kernel-based feature learning method that can learn new features when the labeled information is limited. Some researchers [25, 37, 36] have pointed out that exploiting the local structures is more effective and efficient than learning the global structures. Besides, the manifold structure of data is another crucial property to be considered in feature learning. In this work, the contribution can be briefly summarized as the utilization of both the manifold structure and the local discriminant information to deal with the shortage of labeled data points. Compared with those representative semi-supervised feature learning methods, our proposed method not only makes labeled data within the same class closer to each other, but also incorporates the local discriminant information into a joint framework. We find that the local discriminative information of the manifold structure is very important for feature learning, especially when the label information is scarce. This is omitted in most of the previous works on semi-supervised feature learning. In order to exploit the manifold structure and the local discriminant information, we learn a new graph Laplacian. Specifically, for each data point, we define a local clique in which the data point and its k−1 geometric neighbors are included. To achieve this point, kNN is used to exploit the intrinsic manifold structure of data. Moreover, we employ a variant of the Fisher criterion to each clique to evaluate the local discriminant information. The sum of all cliques will be integrated into a joint framework as a global integration. In this way, a new graph Laplacian that holds manifold information with local discriminant information can be learned. This method has two-fold advantages: Firstly, since there are only k data points in each clique (normally quite smaller than the dimensionality of data points), the overall computational burden is greatly relieved. This is because calculating an inverse of a k × k matrix n times is faster than a direct inverse calculation on a n × n matrix when n is big. Secondly, it is easy to extend the local discriminant model to a kernelbased version. In this work, we also extend our proposed model using kernel method to learn both labeled and unlabeled data in a high-dimensional space in which data are linearly separable. Additionally, we have proposed an algorithm to solve the optimization problem.
The rest of paper is organized as follows: Notations and definitions will be presented in Section 2. Our proposed method and the optimization algorithm will be elaborated upon in Section 3. In Section 4, we will report the experimental settings, results, and related analysis. The conclusion will be given in the last section.
Notations and Definitions
To give a better understanding of the proposed algorithm, notations and definitions used in this paper are summarized in this section. Matrices and vectors are written as boldface uppercase letters and boldface lowercase letters, respectively. In this paper, we follow the conventional definition in semi-supervised learning. In the training dataset, there are n data samples including m labeled data and n − m unlabeled data. Thus, the training data matrix is defined as:
X ∈ R d×n . The labeled data are denoted by X l ∈ R d×m , and the unlabeled data are denoted by X u ∈ R d×(n−m) . d is feature dimensionality. Correspondingly, label assignment matrix Y ∈ R n×c is defined as:
Y l ∈ R m×c is for the labeled data while Y u ∈ R (n−m)×c is for the unlabeled data. c is the number of classes. Y u is initialized with all zeros and its entry, y it ∈ [0, 1], denotes how likely the i-th unlabeled data belongs to the t-th class, where m + 1 ≤ i ≤ n and 1 ≤ t ≤ c.
Locally Discriminative Structure Uncovering

Proposed method
Inspired by kernel methods, we assume that, after a non-linear mapping function f = φ(x), the mapped data within the same class are still geometrically close to each other in a high-dimensional space that φ(x) maps to. The problem can be formulated as:
π t contains all the data points from the t-th class. Without loss of generality, we can have:
k is a kernel defined on x 1 , . . . , x m ∈ X . Note that Eq. (3) needs class information, thus only m labeled data points are considered in Eq. (3). After substituting (4) into (3) by a matrix representation, the objective becomes:
where
The weight matrix W l ∈ R m×m for labeled data is defined as:
1 x i and x j are in the same class; 0 otherwise,
D is a diagonal matrix with
is the kernel matrix of labeled samples. Note that the representation of α in (5) is an m-dimensional vector that transforms the original feature into one dimension. Now, we extend the learned feature into r dimensions by using a transformation matrix a = [α 1 , . . . , α r ] ∈ R m×r . Consequently, the objective function in (5) is equivalent to
T r(·) is trace operator. The constraint a T K l a = I is to make the projection orthogonal. The objective in (8) is based on label information. We aim to make use of both labeled and unlabeled data to improve the performance when the class information is in scarcity. We now extend it into a semi-supervised method by extending the weighted matrix W l in (7) into a new one:
W l is the weighted matrix for labeled data. 0 m×(n−m) is a zero matrix with m rows and (n − m) columns. In this way, the adjacency graph L w is enlarged from m × m to n × n.
As mentioned before, we find that local discriminant information among data, labeled and unlabeled, is quite useful for learning new features especially when the label information is limited. In this work, we aim to learn such local structures and to embed the structures into a joint framework. The objective function in (8) can be re-written as:
Ω(·) is the regularization term that exploits the local structures among data samples. λ is the regularization parameter. We assume that all data within the same class are put together and define a scaled class assignment matrix G ∈ R n×c as follows:
To exploit the local structure, we define a clique of x i , denoted as N k (x i ), which has k data samples containing x i itself and its k − 1 neighbors. Given the data matrix X ∈ R d×n , the local data matrix for the i-th data is defined as
d×k . Correspondingly, the local scaled classification matrix for x i can be defined as
T ∈ R k×c . Note that both X i and G i are actually selected from X and G respectively. We define a selection matrix S i ∈ R n×k for x i where S
Thus, the local scaled classification matrix for each data can be re-written as
. In linear discriminant analysis, the objective is to maximize the separability of all data points and to minimize the distances among data that are from the same class. According to the definitions of scatter matrix in linear discriminant analysis, the corresponding total scatter and between class scatter matrices for the local data clique can be defined as S ti and S bi . To simplify the formulation, we centralize each local data matrixX i = X i H, where
with all ones. Thus, we have:
where µ t is the mean of samples in the t-th class and µ is the global mean that is zero after the centralization. n t is the number of data points of the t-th class. Inspired by the Fisher criterion [8] , the optimal local scaled class assignment matrix G * i can be obtained by optimizing the follow objective:
where θI(θ > 0) is added to avoid (S ti +θI) be singular. In Eq. (13), G * i is a score that evaluates the local discriminant information of each data points. A larger value indicates that the samples in the local clique from different classes are better separated. To control the capacity of local discriminant model, we add a regularization term T r(G T
It is proved in the supplemental document, the problem of (14) is equivalent to
Because of G i = S T i G, we take all local manifold structures into account together by summing (15) over all local cliques. Then, the global local discriminant score can be written as:
By using the graph Laplacian in (17), local discriminant manifold structures among data points can be therefore embedded into a joint framework. The objective function in (10) arrives at:
where λ is a parameter that leverages the proportion of utilization of both manifold structure and local discriminant information in the joint framework.
Optimization
To solve the objective function in (18), we assume
andṼ is the null space of V . For any a, we can represent
Thus,
Algorithm 1: Local Discriminant Structure Uncovering.
Input:
The training data matrix
Output:
Feature transformation matrix a ∈ R n×r 1: Compute kernel matrix K; 2: Compute graph Lw and L according to (6) and (17) Substituting (20) and (21) into (18), the objective function is re-formulated as
Note that Λ is invertible, so the solution β is the eigenvectors corresponding to Λ T V T (L w + λL)V Λ. To enable the solution in the real domain, we can make
and the problem becomes
The optimal solution ω is the eigenvectors of
2 with respect to its eigenvalues in an ascending order. We summarize the entire procedure in Algorithm 1 to learn the new features. For any test data x ′ , its l-th new feature is obtained by
Experiments
In this section, we will briefly introduce the datasets and the compared methods which are used in the experiments. Afterwards, experimental results are evaluated and analyzed.
Datasets and Compared Methods
To evaluate our algorithm, we have conducted extensive experiments and compared with a number of approaches on five datasets: We only extract medical notes from the database together with mortality information (if the patient has been expired at ICU for the first admission). A similar feature extraction pipeline used in [10] has been applied. Differently, Bag-of-Words model is used to encode multiple notes at different times for each patient. Empirically, we set the size of the dictionary as 500. Afterwards, we randomly select 1,000 adult patients of which are positive and negative evenly.
For the first four datasets (COIL20, UMIST, USPS and YaleB), we just simply use their pixels as the input features and the typical RBF kernel. For MIMIC II dataset, we use a 500 dimensional Bag-of-Words representation and a χ 2 kernel. There are a number of kernel functions that have been invented so far. In this paper, our focus is to demonstration the effectiveness of our proposed algorithm rather than making comparisons between different kernels regarding classification performance.
To evaluate our proposed algorithm, we choose several methods as the baseline:
-Kernel Discriminant Analysis (KDA) [27] : As one of the representative feature dimensionality reduction methods, KDA aims to project data into a direction on which class centers are far from each other while data samples of the same class are close to each other after feature mapping. We use a speed-up version implemented in [4] . -Kernel Principal Component Analysis (KPCA) [28] : Compared to KDA, KPCA reduces feature dimensionality by transforming data into a new coordinate system where the top n greatest variances of data correspondingly lie on the first n coordinates in the new subspace. We test different dimensionality reduction scenarios by KPCA across all the datasets. The best classification performance results are reported. -Kernel Semi-supervised Discriminant Analysis (KSDA) [3] : SDA aims to solve the problem of scarcity of label information when performing discriminant analysis. To utilize unlabeled samples, a graph Laplacian is built to approximate the local geometry of the data manifold where both the labeled and unlabeled data reside. Kernel SDA (KSDA) is used in the experiments. -Kernel Semi-supervised Local Fisher discriminant analysis (KSELF) [30] : SELF which leverages supervised Local Fisher Discriminant Analysis and unsupervised Principal Component Analysis, is a linear semi-supervised dimensionality reduction method which makes feature analysis effective when only a small number of labeled samples are available. In the experiments, we use its non-linear extension termed as KSELF. -Kernel Locality Preserving Projections (KLPP) [14] : KLPP is an unsupervised manifold learning method which preserves the local structure of samples, i.e. neighborhood relationship, in the original feature space as well as in the new projected space. -Co-regularized Ensemble for Feature Selection (EnFS) [13] : This method employs a co-regularized framework in which a joint ℓ 2,1 -norm of multiple feature selection matrices can alleviate the over-fitting problem when the number of labeled data is small. Furthermore, a subset of feature that is more distinctive can be uncovered by removing irrelevant or noisy features.
For all the methods, corresponding parameters are tuned in the same range of {10 −4 , 10 −3 , 10 −2 , 1, 10 2 , 10 3 , 10 4 }. Support Vector Machine (SVM) with a linear kernel has been applied as a classifier evaluating the classification performance of each method. The SVM parameter that controls the trade-off between the margin and the size of the slack variables is also tuned in the aforementioned range. The detailed dataset partition is followed by the convention of the semi-supervised learning approaches. Specifically, the training set contains both labeled and unlabeled data, and the testing set is not available during the training phrase. c is denoted as the number of classes for each dataset. In the training dataset, we randomly sample a number of labeled data per class (1, 3, 5, and 10) as different class settings. Therefore the numbers of labeled training data are 1 × c, 3 × c, 5 × c, and 10 × c in the different class settings, while the remaining training data are treated as unlabeled. Particularly, we also investigate conditions in which more labeled information is available by using 25×c, 50×c, 75×c, and 100×c on MIMIC II dataset. We repeat the experiments five times using the data partitions mentioned above, and report the average results. Because we focus on classification performance, we use Mean Average Precision (MAP) as the effectiveness measure in the comparisons.
Evaluation
We have made comparisons among all the methods mentioned above over five datasets under different label settings. Generally speaking, our algorithm consistently achieves better classification performance under different settings than all the counterparts. Specifically, from Tab. 1, we can observe that our approach outperforms all supervised and unsupervised methods, including KDA, KPCA and EnFS, when labeled data are quite few, i.e. 1 × c. For instance, a number of relatively large margins can be observed on UMIST and USPS. Compared to the semi-supervised methods (KSDA, KSELF) and the unsupervised manifold learning method (KLPP), our method still has superior performance over all the datasets under different settings. In the conditions where more labels are available, it is observed that our method still performs better than all the compared approaches. However, the difference margins between our method and the other approaches are quite limited. For example, our method, on the MIMIC II dataset, performs quite similarly to EnFS and KSELF. Apart from the overall classification performance comparisons in Tab. 1, we also studied the effects of parameters used in our method. Due to the page limit, we only studied the sensitivity of parameters on four image datasets. Note that some of the parameters are fixed for demonstration in the following experiments. Thus, the performance results are not as good as the ones in Tab. 1 in which all parameters are tuned to achieve the best performance. In the first round, we test parameter sensitivity for θ and k which are both required when constructing the new graph Laplacian. We test θ in the range of {10 −4 , 10 −3 , 10 −2 , 1, 10 2 , 10 3 , 10 4 } and k in the range of [1, 3, 5, 10, 15, 20] . We find that the system is not sensitive to θ and the optimal k should be 3 or 5.
In the second round, we firstly fix the aforementioned two parameters of graph Laplacian, θ = 1 and k = 3, respectively. Moreover, the regularization parameter, λ, in (24) is set to 1. We plot classification performance changes over four datasets when dimensionality reduction parameter, r, varies. Our aim is to understand how the new features with reduced dimensionality impact performance by fixing all the parameters except the dimension of the inferred feature. The results show that we do not have to use full dimensional features. For example, in Fig. 1(a) , the performance scores 86.04% when 100% learned features are preserved on COIL20. It then peaks at 86.67% when 70% are preserved. For each dataset, a further improvement has been observed after reducing dimensionality of the new features. This improvement might be because irrelevant features and noises are removed by our method after feature mapping in the higher dimensional space. In the last experiment, all three parameters are fixed (θ = 1, k = 3 and r = 1). We compare the variations of classification performance when changing the regularization parameter, λ, which leverages local manifold structures in the framework. Note that there is no contribution from local discriminant structure analysis when λ is close to zero. From Fig. 2 , the performance on each dataset is a relatively lower value when little local manifold information has been considered. With the variations of λ, for each dataset, the performance varies and scores the best when the weight of the graph Laplacian is increased to a certain amount which is obviously greater than 0. For example, in Fig. 2(b) , the performance starts around 94% and almost peaks at 96% when λ = 0.01, with a nearly 2% improvement. This result confirms that our algorithm successfully incorporates local manifold information into the feature analysis procedure.
Conclusion
In this paper, we have proposed a semi-supervised feature analysis method. Specifically, our method enforces data from the same class to become closer to each other in a high-dimensional space after feature mapping. In order to take both local discriminant information and manifold structure into account, a local discriminant model has been applied to the local clique of each data point. Our method successfully learns both labeled and unlabeled data via leveraging the new graph Laplacian that holds local discriminant information. It has proven that our method effectively learns features when the number of labeled data points is quite small.
