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Abstract 
Correspondence computation is the general process during which received 
perceptual signals are assigned to the same or different sources. It is a pervasive process 
involved in many visual cognitive tasks. People need to make this computation both for 
simultaneously received signals and for temporally separated signals. Due to the noisy 
nature of visual input signals, it is an error-prone process. Therefore, it serves as the 
cause of many limits in human performance. However, its role in human cognitive 
abilities has often been ignored or underestimated. Besides, how correspondence 
computations are done, and how it is related to other computations in the visual system, 
haven’t been explored a lot. In this dissertation, I combined evidence from human 
behavioral experiment, computational modeling, and testing of brain-damaged patient to 
investigate these questions. 
In Chapter 2, I showed that human participants couldn’t accurately report the 
number of presented objects in a typical visual working memory task. I then showed that 
a clustering algorithm with noise in the correspondence process could simulate human 
performance very well. Therefore, parts of the limits in human memory ability could be 
explained by imperfect correspondence computations. 
 In Chapter 3, I explored how different correspondence computation algorithms 
are combined to solve the problem of motion direction judgment. I found that a lower-
level luminance transient detection system and a higher-level position comparison system 
work complementary to each other. The relative contribution of each system depends on 
the signal strength of that system. 
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 In Chapter 4, I showed that limit in object tracking ability is a result of noisy 
visual inputs, suboptimal eye-movement strategy, and probabilistic correspondence 
computations. No external resource-like limits are needed to understand human’s limited 
capacity in tracking multiple objects at the same time. 
In sum, these results suggest that correspondence computations play important 
roles in visual cognition. It is pervasive, and a failure in this process could lead to further 
failures in related tasks. Human visual cognition should be understood in terms of the 
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Chapter 1: Introduction 
1.1 The prevalence of correspondence computations 
The visual system is often understood as an information processing system. But 
compared to systems engineered by people, visual processing is unusual in that the sender 
of the signals, the visual world, does not have an explicit goal to communicate with the 
receiver. The result is that in addition to making inference about the content of the signal, 
the visual system also needs to determine, on the basis of the received signals, what and 
how many sources are present. Broadly, I will refer to the assignment of signals to 
sources as ‘correspondence’. 
Correspondence computations must take place pervasively in visual processing. 
However, since these computations could often be solved without awareness, one does 
not always think about the involvement of correspondence computations in visual 
cognition. For example, when pictures of two objects are superimposed on each other 
(Figure 1.1), one can easily recognize both of them and selectively pay attention to either 
one (Goldstein & Fink, 1981). In this case, a correspondence computation is needed to 
assign simultaneously received signals to different sources. Take another example, when 
one sees an object moving along a trajectory, he or she will not think there are different 
objects flashing at different locations. In this case, a correspondence computation is 
needed to assign temporally separated signals to the same source. These two examples 
suggest that both signals received simultaneously and signals received across time need 
to be assigned to their sources correctly. Note that these two types of correspondence 
computations are unlikely to rely on totally different mechanisms. However, this 
distinction is helpful for descriptive reasons. 







Figure 1.1 A superimposed image of a face and a house (adopted from Kanwisher & Wojciulik, 
2000). One easily recognizes both objects easily. Though human observers are often unaware of 
it, a kind of correspondence computation is needed to assign overlapped signals to different 
sources. 
Before moving to more specific discussions on the role of correspondence 
computations, it is worth discussing the relationship between correspondence 
computation and a very similar term, the ‘binding problem’. Under Treisman’s definition 
(Treisman, 1995), the general binding problem is very similar to the correspondence 
computation discussed here. Treisman explicitly stated that ‘Some mechanism is needed 
to “bind” the information relation to each object and to distinguish it from others’. 
However, by using the term ‘binding problem’, Treisman and other researchers treated 
the process more like a consequence of some other computations (e.g. attention), rather 
than a computation that is the basis of many visual cognitive processes. Since the goal of 
the current dissertation is to study how correspondence computation is involved and 
completed in different cognitive tasks, I will stick to the term ‘correspondence 
computation’ to emphasize the computational nature of the process. I will use the term 
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‘binding problem’ to refer to some specific cognitive processes that correspondence 
computation is involved. 
In the next section, I will first give a brief summary of the prevalence of the two 
kinds of correspondence computations: assigning simultaneous signals and temporal 
separated signals. I will show that many classic visual phenomena could be understood 
under the framework of correspondence computations. This perspective will provide a 
unified framework to explain many problems. 
1.1.1 Corresponding simultaneously received visual signals to different sources 
If we only look at the signals on the retina, there is no direct information of which 
signals are from the same source. This structure is also mirrored in the primary visual 
cortex, which is spatially organized. Since most objects often occupy the receptive field 
of multiple primary visual cortex neurons, at this level it’s not clear which neurons are 
firing for the same object. These problems are finally revealed at higher-level visual 
cognitive tasks. To detect and recognize objects in a visual scene, a massive amount of 
correspondence computation is needed to calculate the relationship among multiple 
signals. 
Many classic visual phenomena in fact involve this kind of correspondence 
computation, but have not been discussed explicitly in this way. For example, it has been 
well studied that when an object is presented with nearby flankers in the visual periphery, 
visual crowding will happen such that one can hardly recognize the properties of the 
object (Intrilligator & Cavanagh, 2001). Moreover, one sometimes reports the crowded 
object as taking characteristics of the nearby flankers (Whitney & Levi, 2011). This 
crowding effect in fact reveals a failure of the correspondence computation, during which 
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the signals were assigned to wrong sources. Therefore, crowding could be understood as 
the difficulty of correspondence computations in the periphery. 
How people can bind different features together is also a type of correspondence 
computations. It has been shown that when stimuli were presented with many distractors 
in the peripheral visual field, it’s very hard for normal observers to bind color and 
orientation information correctly (Neri & Levi, 2006). Similar difficulties have also been 
observed with brain-damaged patients. Friedman-Hill, Robertson, and Treisman (1995) 
reported a case study of a patient, R.M., who has damage in bilateral parietal-occipital 
areas. R.M. have deficit in binding features of the same object together. For example, 
when presented with a red O and a green X, R.M. might report seeing a red X. In one 
way, this feature-binding problem could be treated as an independent cognitive process. 
In the other way, it could be treated as an example of the general correspondence problem, 
during which different properties of the same source need to be integrated together. The 
second approach provides a more unified answer to different phenomena observed 
together with the feature-binding problem. For example, the patient R.M. also shows 
deficits in searching for targets defined by multiple feature dimensions (conjunction 
search), and in counting the number of objects (Robertson et al., 1997). Under the 
correspondence computation framework, these two deficits are not surprising because 
they all involve assigning multiple simultaneously received signals to different sources. 
In Chapter 2, I will discuss more about the relationship between number estimation and 
the correspondence computation. 
A final example of simultaneous correspondence computation comes from the 
object-based attention literature. It has been shown that things presented on the same 
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object can share some advantages in visual processing (Egly, Driver, & Rafal, 1994; 
Scholl, 2001). One pre-assumption of this advantage is that people can successfully 
construct representations of individuated objects from noisy input signals. However, 
‘objects’ do not automatically arise from the signals at the retina or at the primary visual 
cortex. To selectively attend to the human face in Figure 1.1, one first needs to decide 
which signals come from the face. Therefore, correspondence computation plays a 
fundamental role in object-based attention. 
1.1.2 Corresponding visual signals received across time 
 Signals need to be assigned to sources not only simultaneously, but also across 
time. Again, the correspondence computation of temporally separated signals is pervasive 
in visual cognition, but not often understood in this way. 
 Motion perception is the simplest example that involves correspondence 
computation across time. Signals received at different time points need to be assigned 
correctly to form a coherent representation of directional movement. More importantly, 
motion perception is special because at least two systems can complete the 
correspondence computation: a lower-level motion energy system that can detect simple 
luminance change, and a higher-level system that requires the comparison between object 
positions (Lu & Sperling, 1996, 2001). The representation of the lower-level system 
allows the correspondence computation to be done implicitly. Neurons in the lower-level 
system are sensitive to luminance change within a certain spatial-temporal change. If two 
signals happen within one neuron’s receptive field, the neuron will fire, and thus the two 
signals are assigned to the same source automatically. In other words, the lower-level 
system directly represents correspondence relationships. On the other hand, the higher-
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level system first represents the signals’ variable values (e.g. time and location), and then 
makes explicit comparison of these values to perform the correspondence computation. 
Despite the difference in the representation and algorithms used by the two systems, the 
outputs of both systems are matched motion representations across time. In Chapter 3, I 
will closely explore the relative contribution of the two systems to motion perception. 
 Tracking correspondence across time is not only important for motion perception 
per se, but also important for stable representation for the same object across time. The 
same object can look very different under different illumination, orientation, and 
occlusion conditions (DiCarlo & Cox, 2007). It is very important for the visual system to 
form a stable representation of the same object. Correspondence computation is needed 
here to assign slightly different signals to the same object identity. It has been proposed 
that both feature stability and spatiotemporal continuity are used to make this kind of 
correspondence computation (Yi et al., 2008). Feature stability refers to the relative 
consistent appearance of the same object under different conditions. Spatiotemporal 
continuity refers to the fact that objects either stay at the same spatial location, or move 
along continuous (or approximately continuous) trajectories, but are never able to 
discretely jump between locations that are very far from each other. Therefore, signals 
share similar feature properties and obey spatiotemporal continuity are often integrated 
together to form coherent object representations. No matter which rule is applied, the take 




	   7	  
1.2 Correspondence computation at the algorithmic level 
Correspondence computation is pervasive in visual processing, but why 
sometimes it’s very hard to get the correct correspondence relationship? And how it 
could be done at the algorithmic level? These are two closely related questions, and in 
fact, the difficult of correspondence computation need to be understood at the algorithmic 
level.  
At least two reasons can cause failures in the correspondence computation process. 
The first reason is related to the input signals of correspondence computation. The visual 
system is built in a way that the visual field, especially the peripheral visual field, can 
only be represented noisily (Carrasco & Frieder, 1997). Therefore, for most of the areas 
in the visual field, one can only rely on noisy inputs to make inference on correspondence 
relationships. Therefore, it’s very challenging for any correspondence algorithm to 
recover the accurate source information. 
The second reason is that multiple systems/algorithms could be used to compute 
correspondence relationships for the same inputs. The visual system needs a way to 
integrate multiple outputs to form a single perception. Although in most cases, different 
systems and algorithms are signaling the same correspondence relationship, in some 
special cases, different algorithms can actually lead to conflict outputs. For 
correspondence of simultaneously received signal, it has been proposed that observers 
use spatial proximity to bind features and parts together into an object (Treisman & 
Gelade, 1980). However, there can be different levels of spatial proximity. In a famous 
painting by Salvador Dali (Figure 1.2), it is unclear whether the two areas highlighted by 
the two green boxes came from the same source: the face of a gentle man, or came from 
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4). When the two frames of objects were presented alternatively, two possible types of 
motion could be perceived (Petersik & Rice, 2006). If the nearest neighbor rule is applied, 
then objects at position 2 and 3 in the first frame should be assigned to objects at position 
2 and 3 in the second frame, so that zero displacement has happened to each of them. In 
this case, the leftmost object in the first frame and the rightmost object in the second 
frame have to be assigned to the same source. This algorithm will produce ‘element 
motion perception’, in which the middle objects are stationary and the outside object is 
moving back and forth between the two outer positions. If the relative velocity rule is 
applied, then objects at position 1, 2, 3 in the first frame should be assigned to objects at 
position 2, 3, 4 in the second frame respectively, such that all objects are moving at the 
same velocity. This will produce ‘group motion perception’, in which the objects seem to 
form a group that moves back and forth together.  
In reality, human observers perceive both element motion and group motion, but 
under different interstimulus interval (ISI) conditions. Shorter ISIs between the two 
frames often make people see more element motion, and longer ISIs often make people 
see more group motion. It’s still an open question that how different algorithms are 
interaction with each other to generate the final perception. In Chapter 3, I will try to use 
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miles per hour. If one does not look at the specific designs and mechanisms of the car, 
one may think this is due to the car doesn’t have enough gas. However, the true reason is 
obvious when one knows the principles of how cars work: inherent limits in the design of 
the car and constraints in the environment make it impossible for the car to run that fast. 
Similarly, understanding how computations are done in the human visual system will 
help us fully understand the limits in human behavior. 
Next, I’m going to give a brief summary of some representative cognitive 
processes that clearly involve correspondence computations. For each process, I will first 
give a short review on how human limits in that task are often explained. Then, I will 
show why an explanation at the correspondence computation level is a better way to help 
us understand human visual cognition. 
Multiple Object Tracking 
Tracking moving objects across time is probably the most straightforward task to 
study how correspondence computations are used in visual cognition. One can clearly 
feel the correspondence computations involved in this task. In order to make sure the 
same object is tracked correctly, the observer needs to constantly assign the signals 
received at the current moment to those received before (Scholl, 2009). More 
importantly, it has been widely shown that human tracking ability is extremely limited. 
When participants are asked to track a set of moving targets among a larger set of 
featurally indistinct objects during a multiple object tracking (MOT, Pylyshyn & Storm, 
1988) task, they can only track three to five targets successfully. Longer duration, faster 
moving speed, and a decrease in object proximity also lead to significant impairment in 
tracking performance (Pylyshyn, 2004; Alvarez & Franconeri, 2007). Therefore, object 
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tracking also provides a great opportunity to study how correspondence computation is 
related to limits observed in human behavior. 
Despite the clear involvement of correspondence computation during MOT, its 
role has been largely underestimate in previous literature. The limits in the tracking task 
have often been explained by a form of limited available cognitive resources, with either 
a fixed-slots or flexible nature (e.g. Cavanagh & Alvarez, 2005; Drew & Vogel, 2008; 
Pylyshyn, 2001; Alvarez & Franconeri, 2007; Horowitz & Cohen, 2010; a & Huang, 
2009; Holcombe & Chen, 2011). Computations are not explicitly mentioned in these 
theories.  
This kind of resource-based explanation has many problems. First, it is unclear 
what the resource is, where it comes from, and how it is represented in the human brain. 
In the current articulation of these theories, the word “resource” is more like a 
replacement of tracking limits. And thus, sometimes it feels like circular reasoning: since 
the cognitive resource is discrete/flexible, the observed tracking precision is 
discrete/flexible, and thus the cognitive resource is discrete/flexible. This kind of 
reasoning is similar to the claim that a homunculus is inside our brain and controlling our 
mind, and doesn’t add much to our knowledge of why human cognitive abilities are 
limited. 
Second, the role of correspondence computations in visual tracking is ignored. 
With a special emphasis on resource, many current theories assume the correspondence 
computation among simultaneously received signals could be done perfectly (e.g. Ma & 
Huang, 2009; Vul et al., 2009). They also do not have explanations on how target 
identities are corresponded across different time frames during tracking. Therefore, errors 
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arise during the correspondence computations may have been mistakenly interpreted as 
evidence for resource limits. 
There is some evidence making me believe that correspondence computation can 
explain performance limits in MOT. In one previous study, I have shown that people are 
uncertain about the number of presented object even at the beginning of an MOT trial, 
probably due to a failure in simultaneous correspondence computation (Ma & Flombaum, 
2013). Besides, preventing corresponding errors during MOT could significantly improve 
tracking performance (Bae & Flombaum, 2012). In Chapter 4, I will show how 
probabilistic correspondence computations based on noisy input signals could lead to 
limits in human tracking performance that are often explained by limited resources.  
Visual Working Memory 
Visual working memory (VWM), especially the kind of task that is used to study 
the VWM ability, is another example that correspondence computation is needed. More 
specifically, two paradigms have been developed to study VWM ability. In the change 
detection paradigm, participants are asked to determine whether two sequentially 
presented frames contain the same or different stimuli (Luck & Vogel, 1997). In the 
delayed estimation paradigm, participants are asked to remember a set of stimuli, and 
then report the property of a probe item from many provided choices (Zhang & Luck, 
2008). In both paradigms, participants need to give answers about specific objects/items: 
whether an item has changed or what is the property value of an item. To do the tasks, it’s 
critical for participants to correctly assign noisy signals to their sources, and rely on the 
right representation of the probed location. 
The role of correspondence computation has also been underestimated to explain 
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limits in VWM ability. Although within a really brief memory duration (<250 ms), 
people can remember up to eleven items (Sperling, 1960), for longer durations (e.g. 900 
ms), people can only remember up to four objects with high precision (e.g. Luck & 
Vogel, 1997; Bays & Husain, 2008). To explained this limited memory ability, both 
fixed-slots and flexible resource theories have been proposed to explain the observed 
limits in human performance (e.g. Zhang & Luck, 2008; Luck & Vogel, 2013; Alverez & 
Cavanagh, 2004; Anderson, Vogel, & Awh, 2011; Bays & Husain, 2008; Wilken & Ma, 
2004). Almost none of these theories consider how computations are done to form 
representation of objects during VWM tasks. They also often assume that signals can 
always be assigned to the correct source, and ignore the possibility of correspondence 
errors. However, it has been shown that participants sometimes report the property of a 
nontarget item (Bays, Catalao, & Husain). Taking the advantage of integral features to 
prevent correspondence computation errors could also improve memory performance 
(Bae & Flombaum, 2013). Therefore, at least some of the VWM limits can be explained 
by errors in correspondence computation. In Chapter 2, I will explore how simultaneous 
correspondence computation at the beginning of VWM tasks could lead to errors in 
memory responses. 
Visual Crowding 
As discussed in section 1.1.1, representing integrated object representation 
requires correspondence computation to be done correctly. One can clearly feel the 
failure of simultaneous correspondence computation in the crowding effect, during which 
nearby flanker objects impair human observer’s ability to discriminate and individuate a 
peripheral presented object (Intrilligator & Cavanagh, 2001). In other words, a critical 
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spacing between the target object and its neighbors is needed for an observer to recognize 
the target (Pelli & Tillman, 2008). If the spacing is not large enough, signals from the 
target and flanker objects cannot be assigned correctly to their original sources. 
Unlike the MOT and VWM literature, resource-based theories haven’t played a 
dominant role in the explanations of the crowding effect. In fact, one can easily come up 
with a ‘flexible resource’ theory of crowding. For example, crowding could be explained 
by saying cognitive resources is less available in the peripheral so that when more than 
one object are presented, the recognition ability is low. However, similar to the 
shortcomings of the other resource theories, this kind of explanation does not provide any 
more knowledge than just describe the phenomenon.  
Probably this is why many of the current theories in the crowding literature tried 
to explain the phenomenon in computational terms. For example, Wilkinson et al. (1997) 
proposed that crowding is the result of mutual inhibition among complex cells and simple 
cells. van den Berg et al. (2010) suggested that population coding principle could account 
for many phenomena observed in crowding. Dayan and Solomon (2010) utilized a 
Bayesian inference approach and claimed that crowding is the consequence of making 
inference based on information collected from a relatively larger receptive field in the 
periphery. Similarly, Balas, Nakano, and Rosenholtz (2009) proposed that information in 
the periphery is represented by summary statistics, and thus target and flanker 
information will be mingled together under crowding condition. These theories, no matter 
based on neuronal data or modeling data, do care about the representations and 
computations in the brain. They provided some possibilities that how a failure in signal-
source correspondence could happen, and how it could further limit visual processing. In 
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Chapter 3, I will use crowding as a tool to study how different correspondence algorithms 
are involved in motion perception. 
 
1.4 Outline of the current dissertation 
 In this dissertation, I will propose a framework of understanding human visual 
cognition based on correspondence computations. I will use visual working memory, 
motion perception, and object tracking as three representative examples to show that 
correspondence problems are affecting different visual processing in similar ways. 
 In Chapter 2, I will explore the correspondence computation happens at the 
beginning of a typical VWM task. I will first use behavioral data to suggest people are 
not good at individuating objects. Then, I will propose a computation model that 
considers noisy correspondence computation and can simulate human performance. 
 In Chapter 3, I’m going to use motion direction judgment as a case study to 
explore how different correspondence algorithms are used for perceptual judgments. 
More specifically, I want to know how the higher-level position comparison 
correspondence process would be used together with lower-level luminance detection 
system. 
 In Chapter 4, I’m going to ask how correspondence analysis can support higher-
level activity of object tracking. With the physical constraints of the human visual 
system, how much variance in human performance could be explained by correspondence 
computation? With both behavioral data and model simulation, I’m going to suggest that 
after considering perceptual limits, eye-movements, and correspondence computations, 
no external resource constraint is needed to explain human tracking limits. 
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Chapter 2: Individuating objects in visual working memory as a correspondence 
problem 
Visual working memory (VWM) plays an essential role in human daily life. Many 
studies have talked about the content of human VWM in terms of items or objects. For 
example, Zhang and Luck (2008) claimed that “human observers store a high-resolution 
representation of a subset of the objects”. It’s clear that many studies have discussed 
VWM representations in terms of objects, but did not provide detailed explanations on 
how these representations of objects were formed (e.g. Zhang & Luck, 2008; van den 
Berg et al., 2012). They didn’t talk about what kind of computation can lead to these 
memory contents, and how the errors in these computations can lead to response errors in 
the memory task. 
At the very beginning of the memory process, one does not directly represent the 
objects presented on the display. This is because human eyes don’t have sensors that can 
directly detect objects. Observers only have access to light signals projected to our retina. 
What makes the problem complex is that one often gets multiple signals from a single 
object. What’s more, there is often a lot of noise in these signals. Therefore, at least at 
early stages, memory representations can be thought as noisy signals generated from the 
objects. Then, in order to form representations of objects, a type of correspondence 
computation is needed to assign these signals to different sources. 
Any failure in this signal-source assignment process could result in inaccurate 
object individuation: multiple signals from an object may be misinterpreted as from 
different objects, and signals from different objects may be misinterpreted as from the 
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same objects. Therefore, there may not be a one-to-one accurate correspondence 
relationship between real presented objects and memory-represented objects.  
  Previous research on object individuation 
  In a previous study (Ma & Flombaum, 2013), I studied whether human 
participants have perfect object individuation ability at the beginning of MOT tasks. The 
logic was that if one can accurately individuate objects and represent the presence of each 
of them, one would be able to report the number of objects correctly. However, if the 
observer doesn’t know the number of objects, it could be the consequence of noisy 
correspondence algorithms. Surprisingly, this kind of data hasn’t been collected before 
this study. 
  Figure 2.1 plots the result I obtained from the first experiment of the study. In 
that experiment, participants were asked to remember four to nine target locations out of 
twenty four object locations for 0.5 seconds. Then they were asked to click all target 
locations. I unconstrained the number of responses they could make, such that they were 
allowed to click as many objects as they thought were targets. The number of selected 
objects then could serve as a measure of participants’ knowledge of target number. In 
Figure 2.1, the x-axis indicates the true number of targets, and the y-axis indicates the 
number of responses participant made in one trial. The darkness of each cell reflects the 
proportion of responses. The results showed that at the beginning of an MOT trial, people 
are uncertain about how many objects they were asked to track, especially for trials with 
higher target loads. It’s clear in Figure 2.1 that people’s number responses were very 
noisy, and both under- and over-estimation happened a lot. This suggested that people 
cannot always accurately individuate objects, and this is probably due to errors in 
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24 Johns Hopkins University undergraduates participated in this experiment. All 
had normal or corrected-to-normal visual acuity. The protocols of this and all the reported 
experiments were approved by the Homewood Institutional Review Board of Johns 
Hopkins University. 
Apparatus 
The experiment was done in a dark room with the computer monitor as the only 
light source. All stimuli were presented on a calibrated CRT monitor at a viewing 
distance of 60 cm such that the whole display subtended approximately 31.7° by 24.5° 
degree of visual angle. The area used to present stimuli was about 12.5° × 9.4°. The 
refresh rate was 120 Hz. 
Stimuli and Procedure 
We used the same 180 equally spaced colors that were used in Bae, Olkkonen, 
Allred, & Flombaum (2015). These colors only varied in hue in CIELAB space (L*=70, 
a*=0, b*=0, radius of 38), and are all within the monitor gamut. We used the color of the 
center point of the chosen CIELAB hue ring as the background color. 
In each trial, one to eight color squares could appear on the screen. We randomly 
generated 320 trials, 40 trials for each memory load condition. The colors and locations 
of the squares were randomly selected, with the constraints that 1) Each square subtended 
0.94° × 0.94° and was at least 2° (measured border to border) away from each other; 2) 
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In the Number condition, the following sentence appeared on the screen: “Please 
type in the number of presented squares”. No other information was given, and the 
participants were asked to type in the number of squares they thought were presented, as 
accurately as possible. 
In the Location condition, the following sentence, together with a mouse cursor, 
appeared on the screen: “Please click at all of the object locations”. The participants were 
asked to click all locations where they saw an object. After they thought they had clicked 
all locations, they clicked at an ‘OK’ button to complete the trial. 
All participants completed the same 320 trials with the same object selected as the 
target. However, different trials were assigned to different testing conditions for different 
participants. The assignments of trials and participants were randomly counterbalanced 
with the following constraints: 1) Each participant completed all 320 trials, 40 trials for 
each memory load condition; 2) For each participant, among the 40 trials of each memory 
load condition, 50% (20 trials) were the Color response condition, 25% (10 trials) were 
the Number response condition, and the remaining 25% (10 trials) were the Location 
response condition; 3) For each specific trial, it was tested in the Color condition by half 
of the participants (12 participants),  and was tested in the Number and Location 
condition by 25% of the participants (6 participants) respectively. 
The Color condition was mainly designed to make sure the participants were 
doing the color VWM task, not only counting or remembering the location of the squares. 
Moreover, the Color condition was the major task for all participants, making them to 
treat the memory task as their primary concern. The Number and Location conditions 
supplied two different measurement of participants’ number knowledge of the memory 
	   23	  
display. In the Number condition, we directly knew how many squares the participants 
thought there were. In the Location condition, by counting how many location responses 
they made, we got an indirect, but still informative measurement. 
2.1.2 Result 
I mainly focused on the number responses generated in the Number and Location 
conditions. We first kicked out number responses that were highly probable due to 
response errors (larger than 15 or equaled to 0, about 0.5% of the trials for both 
conditions). We then calculated the average number responses for different memory loads 
in each condition separately. The results are plotted in Figure 2.3 and Figure 2.4. In 
Figure 2.4, the saturation level of a cell is shaded in proportion to the count for a given 
number response. From the two figures, it is clear that although the average number 
responses were roughly accurate, the standard deviations were large, suggesting that 
participants were uncertain about the number of presented objects in the memory 
displays. In accordance with previous studies, here, participants tended to underestimate 
than to overestimate when they generated a wrong number response (Izard & Dehaene, 
2008; Ma & Flombaum, 2013). 
To quantitatively analyze these data, I further calculated the enumeration error 
rate (the proportion of trials the participants made wrong number responses) for each 
condition (Figure 2.5). Repeated measure ANOVA was run for the Number and Location 
conditions respectively, with memory load as the independent variable. There was a main 
effect of memory load in both the Number (F(7, 161) = 45.1, p<0.001) and the Location 
condition (F(7, 161) = 71.6, p<0.001). The linear trend contrasts were significant for both 
conditions (Number: F(1, 23) = 135.6, p<0.001; Location: F(1, 23) = 251.5, p<0.001), 
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higher than in the reporting number condition. This difference could be caused by 
participants’ aversion to guess or memory decay during the clicking process. Despite the 
difference between the two conditions, the critical finding is that the distributions were 
comparable. The results from the two conditions, taken together, could serve as evidence 
of people’s uncertainty about the objects’ presence in the memory display. 
 In sum, in this experiment, I combined a standard delayed estimation working 
memory task with two number report tasks. I showed that under a classic working 
memory task setting, people were uncertain about the number of objects presented in the 
display. The enumeration error rates increased to a very high level at higher memory load 
conditions. This reflected the possibility that object individuation is not always perfectly 
completed in typical memory displays. 
  
2.2 Computational Experiment 2: A clustering model for correspondence 
assignment of samples in VWM 
In this experiment, I continued to explore how the observed enumeration errors 
arose. I hypothesized that noisy correspondence computations might lead to some errors 
in signal-source assignment, and thus lead to inaccurate object individuations. Over- and 
under-estimation will happen when signals are not assigned to their real sources. 
More specifically, I proposed a computational model that took uncertainty in 
stimuli representation and data assignment into account. By using a clustering algorithm, 
the model shared some key properties with human correspondence computation: both of 
them are based on noisy representation and are guided by spatial proximity. To 
foreshadow the result, the proposed computational model was able to approximate 
	   27	  
people’s performance with the same task. This model showed that the difficulty in signal-
object assignment could be partially understood by a density-based clustering problem.  
2.2.1 General model framework 
Working memory representation doesn’t start directly from objects. To simulate 
human correspondence process, the model first needs a way to represent the raw signals 
generated by the objects. In the current model, this process is implemented by generating 
random samples from each object. It is worth noting that we don’t think there are little 
samples for each object in the human mind. This is just a good way to approximate the 
basis of noisy memory representation. Then, the model uses a clustering algorithm to 
assign noisy signals into different objects. 
Step 1: Sample Generation 
The model generated 50 random samples from noisy distributions centered at the 
true location of each item in the memory display (see Figure 2.6 for an illustration of 
samples generated from one memory display). The location of the samples for a certain 
object i were drawn from the following two-dimensional normal distribution N(µi, [σi, 0, 
0, σi ]), where µi was the x and y coordinate of the object, and σi was the standard 
deviation of the distribution. σi was dependent on the distance of the object to the current 
gaze location (we assumed the participant was fixating at the center of the display) and 
could be calculated by σi = 0.2(1+0.42Di-fixation) (Carrasco & Frieder, 1997; Vul et al., 
2009). Here, considering the additional noise induced by the memory interval, we chose 
0.2 instead of 0.08 as the value of the standard deviation at fovea. The color of the 
samples for a certain object i were drawn from a von Mises distribution (circular normal 
distribution) that centered on the true color of the object (VM (Colori, κ)). We used 14.89 
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Two parameters, ε and MinPts need to be determined in a classical DBSCAN 
algorithm. ε-neighborhood of a sample is defined as the combination of all of the 
neighboring samples that are within ε distance of the current sample. A sample is defined 
as a core point if the number of its ε-neighborhood samples is at least MinPts. Sample p 
is called directly density-reachable to sample q when q is a core point and p is within ε 
distance to q. The clustering algorithm could be realized by the following iteration steps 
(See Figure 2.7 for a simplified flow chart of the algorithm): 
Step 2.1: Visit a random unvisited sample (P) generated in Step 1, if it is a non-
core point, mark it as noise and restart Step 2.1. If it is a core point, start a new cluster 
and expand the cluster to all of the sample’s ε-neighborhood samples. In other words, P 
and its ε-neighborhood are marked as members of the current cluster.  
Step 2.2: Continue expanding the current cluster by including all ε-neighborhood 
samples of the current core point members. In other words, non-core points could be 
included in a cluster, but a cluster could not be expanded from a non-core points. Note 
that samples that are previously marked as noise could also be included as a cluster 
member in this step. 
Step 2.3: When all core points of the current cluster have been expanded, 
repeating Step 2.1 to find new clusters. 
The output of this algorithm contains: 1) The number of estimated clusters 
(objects); 2) The centroid of these clusters; 3) which samples belonged to which clusters, 
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neighbors within two-standard-deviation distance isn’t qualified as a core point to expand 
a cluster. Note that the standard deviations were dependent on the objects’ distances to 
the fixation location. In order to use the same ε for all samples to be clustered, we first 
calculated the average distance to fixation location for all possible objects in our 
experiment, which was 3.72 degree. We then used this distance and computed the 
average standard deviation value, which was 1.02 degree. This value was just around the 
border of the suggested constraint of the ε value. Therefore, we used 1.02 as the ε value 
in our model. 
The No-Color model and the Color model 
I ran two versions of the clustering model, a No-Color version and a Color 
version. The No-Color model used the algorithm described above to cluster generated 
noisy samples into meaningful clusters, and treated the samples in one cluster as from the 
same objects. Color information was ignored in this model. In other words, a pink sample 
and a green sample could be clustered as from the same object, as long as they were 
spatially close to each other. 
The Color model was the same as the No-Color model except for one additional 
constraint in the process of finding ε-neighborhood samples. In the Color model, in order 
to be counted as an ε-neighborhood sample of a specific sample P, a sample needed to 
satisfy both of the following criteria: 1) closer than ε to sample P, 2) be in the same color 
category as sample P.  
The color categories of the samples were calculated based on the data reported in 
the category naming experiment of Bae et al. (2015). In that experiment, participants 
were asked to give color category names to all of the 180 colors used in the current 
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experiment, one each time. Participants could choose from six category names: “Pink”, 
“Orange”, “Yellow”, “Green”, “Blue” and “Purple”. The probabilities of different colors 
to be called as different categories were computed for further use. 
For our purposes, we defined a color A to be in category I if on more than 30% of 
the time, A was named as I. We used 30% instead of larger values because for some 
boundary colors (e.g. a greenish blue), they could be given names of two categories with 
similar probability, but neither of them exceeded 50%. With a 30% criterion, one color 
could be counted in as much as three categories. Here, we defined “two samples in the 
same color category” as long as they shared any one of those categories (e.g. a greenish 
blue and a blue would be treated as being in the same color category). 
2.2.2 Model testing method 
 We tested the Color and No-Color models with the same 320 memory displays we 
used for human participants in Section 3.1. For each trial, we first used the algorithm 
described in Step 1 to generate 50 random samples for each object in the original display. 
We did this 10 times for each trial to cover a reasonable range of randomness in the 
sample generation process. Then, we ran both the Color and the No-Color models 
independently with these samples, one time with each set of samples. We then used the 
number of clusters of each trial given by the models for further analysis. 
2.2.3 Result 
Similar to the analysis of human performance, we calculated the average number 
of responses for different memory loads in each condition separately. The results were 
plotted in Figure 2.8 and Figure 2.9. From the two figures, the No-Color model 
significantly underestimated the number of clusters. More importantly, both models 
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could capture the trial-by-trial variance (within each target load condition) we observed 
among human participants. 
First, there was a significant positive correlation between the human number 
responses in the two testing condition, r(317) = 0.186, p=0.001. This result suggested that 
people were not just making random number responses. They were using the information 
in the display. There were inherent properties of each memory display that would lead to 
participants make more or less number responses.  
We then correlated the two human measurements with the output of the two 
models respectively. For the No-Color model, there were significant positive partial 
correlations between the model number responses and the human number responses in 
both the Number condition (r(237) = 0.192, p = 0.001) and the Location condition 
(r(237)=0.266, p<0.001). For the Color model, there was a significant partial positive 
correlation between model and human responses in the Location condition (r(237) = 
0.144, p = 0.01). In the Number condition, the partial correlation did not reach 
significance level (r(237) = 0.088, p = 0.118). 
In sum, the models did show a similar behavior pattern to human observers. 
Especially in the Location condition, both the Color and No-Color model could capture 
the trial-by-trial variance in number responses, probably elicited by the properties of the 
memory display. 
2.2.3 Discussion 
 In this computational experiment, I developed an algorithm that considered the 
uncertainty of both object properties and the presence of objects. Instead of representing 
each object independently, the model represented noisy samples generated from the 
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objects. A modified DBSCAN clustering algorithm was then used to identify the most 
reasonable sources of these noisy signals. Due to noise in spatial locations and color 
representations, samples from different objects could be mixed together, and samples 
from the same objects could be treated as from different objects.  
This model showed similar number responses to human observers. First, the 
model showed increased performance variability with greater memory loads. With more 
objects in the memory display, both human observers and our model became more 
uncertain about the number of objects that could generate the received noisy signals.  
Second, the No-Color model showed more enumeration errors and 
underestimation errors than human observers. This suggested that human observers used 
color information to segment the memory display. 
Finally, the model’s responses were significantly correlated with those of human 
observers. There was a small but significant correlation between the two conditions of 
human observers: human made similar number responses to the same memory display 
under two different reporting conditions. This consistency within human observers 
suggests that certain properties of the memory display led to either over- or under- 
estimation of the object number. This result itself further supports the idea that working 
memory tasks are not only about the uncertainty of the properties of objects, but also 
about how to form theobject representations from noisy signals. The next critical question 
was whether the model could capture this variance among different memory displays. In 
our computational experiment, the answer was yes. Both the No-Color and the Color 
model successfully captured the trial-by-trial variance in the Location condition. For the 
Number condition, the No-Color model did a better job than the Color model. 
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The current results suggested that human signal-source assignment process could 
be understood by a density-based clustering algorithm. However, the details and the 
specific ways to implement these algorithms might be different between human and our 
model. For example, the Color model failed to capture the trial-by-trial variance in the 
Number condition, suggesting that human observers might use the color information 
differently from the model. It is also possible that in addition to the correspondence 
computations, the enumeration task also involves other cognitive abilities such as the 
approximate number system (ANS, for reviews, Brannon, 2006; Feigenson et al., 2004). 
It has been proposed that ANS does not require accurate individuation of objects and is 
representing approximate cardinal values of sets objects (Feigenson et al., 2004). Since 
the Number condition is very similar to many tasks used to study the ANS, it’s 
unsurprising if participants were partly relying on the ANS to generate their number 
responses. Future studies are needed to see how the ANS could be incorporated into the 
current model to better account for human behavior. 
 
2.3 General discussion 
Many previous visual working memory models and theories often assumed that 
all objects are perfectly individuated and represented in a VWM display. Participants are 
certain about the number of to-be-remembered targets (e.g. Zhang & Luck, 2008; van den 
Berg, et al., 2012). I designed the current study to understand how object representations 
are formed in memory, and how inaccurate these representations could be. I first used a 
behavioral experiment to show that people do not often have a perfect knowledge of the 
presence of all objects, which could be understood as the effect of inaccurate signal-
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source assignment process. I then used a computational model to simulate possible 
processes used by human that can generate the observed behaviors. I found that a model 
that considered uncertainty in spatial representation, color representation, and a density-
based clustering algorithm behaves very similar to human observers in terms of 
enumeration errors. These results support that signal-source assignment is a critical 
process in formation memory representations of objects, and could possibly further limit 
human memory ability. 
These results are also consistent with previous findings that people sometimes 
make responses to nontarget object in delayed estimation tasks (Bays, Catalao, & Husain, 
2009). In fact, non-target based response should arise naturally if signals are not correctly 
assigned to their sources. The non-target based responses could also not be only based on 
nontarget, but be based on a mixture of signals from multiple source objects. Further 
studies are needed to study more precisely about the kind of color response errors people 
make in a VWM task. 
Another important finding in the current study was that people made consistent 
number estimations under different reporting conditions. Certain properties of the 
memory display, e.g. the spatial and color properties, therefore must lead human 
observers to consistently over- or under- estimate the number of objects in the display. 
The fact that our model could show similar trial-by-trial responses to human observers 
suggested that human were using similar algorithms when they are clustering the memory 
display. 
There are a lot of similarities between our study and many studies on perceptual 
grouping. Perceptual grouping happens when observers organize visual inputs into 
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distinct objects or clusters (Feldman, Singh, & Froyen, in press). There are two levels that 
our study could be similar to a perceptual grouping study. First, participants could group 
individuated objects into different clusters. Second, for our model, the clustering process 
could also be treated as a perceptual grouping process, where the model groups similar 
samples together. 
Orhan and Jacobs (2013) proposed a model that involved grouping at the object 
level. In their study, they developed a nonparametric Bayesian mixture model to cluster 
distinct objects in a memory displays to different groups. They found that this model 
could produce similar memory bias to human observers. However, one implicit 
assumption of their model was that the clustering and organization was based on 
perfectly segmented objects. In other words, though they considered the possibility of 
clustering objects, the clustering was still based on the raw objects stimuli. The model 
ignored the critical step of image segmentation and data assignment. This step seems to 
be trivial, but is actually very important. For example, since their model was based on 
object, their model would never over-estimate the number of objects in the display, which 
happened a lot in our data. Therefore, simply considering clustering, but ignoring the 
image segmentation step, is not enough for a working memory model. 
At the level of the noisy samples, our model shared some similarities with many 
other perceptual grouping models. For example, Im, Zhong, and Halberda (in press) used 
a modified k-means clustering algorithm and found that people might have a default 4° 
visual angle window to group similar dots together. Moreover, as more dots were 
clustered together, human observers made more underestimation errors on the number of 
presented dots. This study provided robust evidence that perceptual grouping is based on 
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proximity. This model is more suited to explain how people are grouping randomly 
generated similar dots into clusters. In our case, there is inherent relationship among 
different samples, and color added another dimension for the clustering process. 
Therefore, it’s hard simply apply their model to our data. However, they provided 
converging evidence that the properties of different displays could lead participants to 
consistently over- or under- estimate number of objects on the display. These results 
suggest that considering the algorithm of image segmentation process is very important in 
analyzing human behaviors. 
Feldman, Singh, and Froyen (2014) proposed a Bayesian mixture model to 
estimate the number of groups in a display of multiple dots. Instead of a density-based 
nature, they used Bayesian estimation to estimate the sources (hypothesized objects) that 
have the maximum posterior probability to generate the noisy dots. Similar to the 
DBSCAN algorithm, this approach did not set a hard constrain on the number of clusters. 
By selecting appropriate priors, the model will automatically favor outputs with fewer 
sources. We think both our density-based algorithm and their Bayesian algorithm could 
serve as a good approximation to human clustering process. Since their paper did not 
provide a direct comparison between model and human performance, future work is 
needed to compare model performance and see which algorithm(s) could better explain 
human behaviors. More importantly, we are not arguing that people are using a density-
based algorithm to assign signals to their sources. What we want to show is that a model 
that do data assignment in some way could behave very similar to human, and thus data 
assignment and image segmentation should be treated seriously in any formal model of 
VWM.  
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In sum, in this study I showed that visual working memory amounts to more than 
estimating the properties of objects. It also involves inferences about the presence of 
objects and therefore signal assignments. This added level of uncertainty places 
independent constraints on the capabilities of visual working memory. Future work 
should focus on comparing different clustering algorithms, as well as apply the model to 
simulate human memory responses. 
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Chapter 3: The role of transient signal detection and object-based correspondence 
computation in motion perception  
(Some parts of this chapter were previously reported in Ma, McCloskey, & Flombaum (2015), A 
deficit perceiving slow motion after brain damage and a parallel deficit induced by crowding) 
Perceiving motion inherently involves correspondence computation. It’s very 
important for the observer to assign signals received across time to the same source to 
perceive a coherent motion trajectory. Accurate correspondence computation is even 
more important for the participants to correctly detect the direction of a moving stimulus. 
If the representations of the signals are too noisy, or signals are assigned to wrong 
sources, participants can not make accurate judgment of motion direction.  
There are at least two correspondence algorithms can be implemented to make 
motion perception possible. The two systems are often referred to the higher level and 
lower level systems respectively (Battelli et al., 2001; Lu & Sperling, 1996, 2001). There 
are open debates and questions concerning the exact inputs, algorithms, and neural 
structures that support each system. Broadly, a lower level system automatically and 
preattentively take transient signal changes as its only inputs (Adelson & Bergen, 1985; 
Hock, Gilroy, & Harnett, 2002; Reichardt, 1961; van Santen & Sperling, 1984). Some 
neurons in the primary visual cortex show these signatures, as do neurons in the middle 
temporal/medial superior temporal (MT/MST) areas (Britten & Heuer, 1999; Tootell et 
al., 1995). Correspondence relationship is automatically computed as long as two 
temporally separated signals can activate a neuron in this system. A higher level system 
generally relies on focal and object-based attention and implements explicit algorithms to 
make correspondence analysis between object positions (Burr & Thompson, 2011; 
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Cavanagh, 1992; Dawson, 1991; Petersik, 1995; Ramachandran & Anstis, 1986; Seiffert 
& Cavanagh, 1999; Ullman, 1984). The brain system supporting these computations 
probably involves areas that are higher in the hierarchy, including the inferior parietal 
lobe (Battelli, Pascual-Leone, & Cavanagh, 2007). For purposes of clarity and economy, 
I will refer to the preattentive detection of transient luminance signals as lower level and 
the representation of objects with engagement of selective attention as higher level. 
In this chapter, I will use motion perception as a special case to study how these 
different correspondence computation algorithms are used in visual cognition. More 
specifically, since both the lower and higher level systems can generate coherent motion 
perception, it’s important to see how they are interacting with each other during motion 
perception. 
I will study the relative contribution of the two correspondence algorithms in two 
different types of motion stimuli: smooth (modal) motion and apparent (amodal) motion. 
We perceive the motion of modal stimuli: objects that remain continually in view. We 
also complete trajectories despite amodal moments—for instance, when an object 
becomes occluded (Burke, 1952) or when objects rapidly change position 
noncontiguously, even across relatively long distances (Braddick, 1974; Petersik, 1989). 
It remains unclear exactly how the two motion systems are involved in perceiving 
the direction of smooth and apparent motion. It seems likely that higher-level 
correspondence systems are necessary in at least some amodal conditions—for example, 
when noncontiguous position shifts are large and infrequent. It’s also intuitive to think 
that the lower level correspondence system is involved in the perception of smooth 
motion, since “a rigidly moving object is a drifting modulation of luminance” (Lu & 
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Sperling, 1996, p. 44). However, does this mean the higher-level system is not necessary 
for smooth motion perception, and the lower-level system is not needed for apparent 
motion perception? 
Under normal conditions, both the higher- and lower-level systems are often 
generating the same output perception. This makes it very hard to study the relative 
contribution of the two systems. In this chapter, I will show that under some special 
cases, one of the two systems will not have enough signals to generate reliable outputs, or 
they will generate opposite outputs. These cases provide us unique opportunities to study 
the relative contributions of different correspondence computations in motion perception. 
I will first investigate whether a higher-level correspondence computation is 
required for observers to perceive the direction of slow but smooth motion stimuli. This 
research question is motivated by a brain-damaged patient, JKI, who had symptoms 
consistent with an impaired object localization system. I will show that his deficit in 
localizing objects may further cause a failure in the correspondence computation and thus 
lead to difficulty in perceiving motion direction of slowly moving objects. I will then 
report the result with healthy participants to confirm the hypothesis that the perception of 
slow, smooth motion depends on higher level correspondence computation of object 
positions across time. 
The second goal of the research is to study how the lower level transient detection 
system and the higher level correspondence system are involved in the perception of 
amodal motion stimuli. Under certain viewing conditions, the two systems will generate 
contradicting explanations of the same apparent motion display. I will take advantage of 
this property to study the relative contribution of the two systems in perceiving apparent 
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motion. 
3.1 Experiment 3: Patient JKI’s spatial-localization deficit 
3.1.1 Method 
Patient history 
JKI is a 51-year-old right-handed male with a college education who suffered 
multiple strokes in 2003. MRI in 2011 revealed bilateral damage (see Figure 3.1).  The 
damage was more extensive on the right, affecting lateral and inferior surfaces of the 
temporal lobe, much of the parietal lobe, and the lateral occipital lobe. Damage in the left 
hemisphere was largely restricted to the posterior parietal lobe and superior occipital lobe. 
Primary visual cortex was spared in both hemispheres.  The right-hemisphere damage 
includes middle temporal/medial superior temporal (MT/MST) areas, which have been 
associated with motion signal detection (Tootell et al., 1995).  
As a consequence of the right-hemisphere damage, JKI suffers from partial 
paralysis of the left arm and leg.  He also has visual field defects, showing impaired 
detection of stimuli presented in the lower left visual field, and in the medial portion of 
the lower right visual field.  JKI also reports frequent diplopia (double vision) with 
binocular but not monocular viewing.   
Neuropsychological testing revealed intact language and memory, but significant 
visuo-spatial deficits characteristic of patients with bilateral parietal damage (e.g. 
Robertson, Treisman, Friedman-Hill, & Grabowecky, 1997; di Pellegrino & de Renzi, 
1995; Humphreys & Riddoch, 1993).  In particular, JKI is severely impaired in copying 
simple pictures or designs, producing fragmented and inaccurate copies; he is impaired in 
reaching for visual targets in the upper left visual field, despite being able to detect the 
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targets; and he shows extinction/simultanagnosia for upper left visual field targets, often 
failing to report a target if another target is presented further to the right.  Some of these 












Figure 3.1 T1 weighted magnetic resonance (MR) images of JKI’s lesion. Top panel displays a 
series of axial images. Lower panel displays the location of these slices on a sagittal image. 
 
Apparatus and test setting 
All testing with JKI took place in a dim room. Stimuli were generated with 
MATLAB and the Psychophysics toolbox (Brainard, 1997; Pelli, 1997) and were 
presented on a MacBook Pro laptop with a refresh rate of 60 Hz. The viewing distance 
was fixed to 55 cm so that the whole display subtended 29.6×18.5° of visual angle. A 
chin-rest helped JKI maintain a stable posture and fixation. 
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measured center to center, Figure 3.2). Objects always appeared in one of these ten 
locations, and in two-object trials, the objects always appeared in two different positions 
(and with different shapes and colors). JKI was familiarized with the numbering of these 
ten locations from -5 to +5, as pictured in the figure, and his understanding of this 
numbering system was confirmed via testing with free viewing (i.e. without fixation) as 
well as with a tactile apparatus.  Position numbers were not displayed during the 
experiments. 
3.1.2 Results 
 Figure 3.3 graphs the likelihood that JKI correctly reported the color and shape of 
an object as a function of its position on the screen in the single-object trials. JKI was 
able to accurately report the shape and color of an object presented in the upper right 
visual field. In the upper left visual field, his performance was also relatively good (mean 
accuracy = 95%), though he occasionally missed some objects presented at positions -5 
and -3. These results suggested that JKI has little or no deficit detecting a single, briefly 
presented object in either of the upper visual fields. (With two objects presented 
simultaneously, performance in the left visual field showed evidence of extinction or 
simultanagnosia. In particular, JKI frequently failed to report the leftmost stimulus when 
that stimulus appeared in the left visual field.  The implications of the two-object results 
are outside the scope of this report.)  
 I also analyzed JKI’s position reports in single object trials. Figure 3.4 shows the 
average location at which JKI reported an object as a function of its actual location. He 
demonstrated an inability to accurately report object locations in the left visual field, even 
when he could accurately report the colors and shapes of the relevant objects. His deficit 
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3.1.3 Discussion  
 For current purposes, the main implications of these initial evaluations are that 
JKI appears to have a deficit of object-position representation in the upper left visual field. 
In the upper right visual field, however, he appears largely unimpaired. Since the 
correspondence computation in the higher-level system involves comparison among 
object locations across time, JKI should have problem in using the higher-level system in 
the upper left visual field. This led me to investigate JKI’s motion perception abilities, 
reasoning that in the upper left visual field he should show impairment in any motion 
perception task that relies on an intact higher-level system for representing object 
position. In contrast, he might possess preserved abilities with motion perception that 
arises more directly from lower-level signals. 
 
3.2 Experiment 4: JKI’s smooth motion perception 
3.2.1 Method 
To test JKI’s ability to perceive the direction of continuously moving stimuli, I 
conducted an experiment in which, on each trial, a white disc moved a fixed distance of 
1.39°. The disc’s speed varied by trial; I utilized six different speeds (1.95°/s, 0.97°/s, 
0.49°/s, .32 °/s, .24 °/s and 0.19°/s) to cover a wide range, including two relatively fast 
speeds (around 1°/s or greater) and four relatively slow speeds (less than .5°/s). 
 The disc subtended 0.9° in diameter and had a luminance of 198 lx. It could move 
either to the left or right. We used three anchor positions (4.16°, 5.54°, and 6.93° away 
from central fixation cross, around the ±2, ±3, and ±4 grid positions in the localization 
experiment) as the starting and ending positions of motion in each visual field.  On each 
	   51	  
trial motion was restricted entirely to either the left or right visual field; stimulus objects 
never crossed the vertical meridian. For each trial, two adjacent positions (e.g. 4.16° and 
5.54° to the left of fixation) were selected as the starting and ending locations. 
Throughout its horizontal motion the disc’s vertical position was fixed at 6° above 
fixation. The background was black, producing strong contrast with the disc.  
 An experimenter initiated each trial after JKI indicated that he was fixated and 
ready.  JKI’s task was to report verbally whether the disc had moved to the left or to the 
right. Testing was divided into several blocks across several weeks. In total, JKI 
completed 24 trials with each speed in each visual field. 
3.2.2 Results  
JKI’s directional judgment accuracy is shown in Figure 3.5. In the right visual 
field, his performance was nearly perfect (98.6%) and there was no significant effect of 
motion speed (𝜒! (5) = 7.15, p =0.21, Cramér’s V= 0.22). In the left visual field, he 
showed a speed-dependent impairment, with worse performance under the slow speed 
conditions. A chi-square analysis showed a significant main effect of speed (𝜒! (5) = 
18.16, p = 0.003, Cramér’s V= 0.36). We then averaged his performance with the two 
faster speeds and compared with average performance with the four slower speeds. There 
was a significant difference between the two fast and the four slow speeds (𝜒! (1) = 
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signal detection impairment, which differentially interacts with motion speed. We are 
unaware, though, of any reports of hemifield-restricted low-level motion deficits induced 
by middle temporal/medial superior temporal brain damage; recall that JKI’s 
performance in the right visual field appeared spared and did not interact with motion 
speed. Moreover, the intriguing possibility suggested to us by JKI’s pattern of deficits is 
that higher-level mechanisms may usually play a compensatory role in slow, smooth 
motion perception, whenever low-level signals are impotent, whether because of 
extenuating factors such as brain damage, or because they are simply too weak. 
I therefore sought to further explore the hypothesis that perception of slow 
continuous motion relies upon higher-level correspondence mechanisms, and that JKI’s 
associated deficits reveal a dependency that applies in neurologically intact observers as 
well. Normal observers may not distinguish intuitively between faster and slower smooth 
motion because both are usually detectable. Below the surface, however, faster and 
slower motion may rely differently on lower- and higher-level mechanisms. Faster 
motion may rely on luminance changes (and may also benefit from redundancy with 
higher level mechanisms), while slower motion perception may rely more heavily on 
corresponding object positions across time, owing to gradually attenuated lower-level 
transient signals as speed decreases.  I will investigate this hypothesis in the next 
experiment. 
3.3 Experiment 5: A motion-perception deficit induced in healthy participants via 
crowding 
 JKI’s deficits suggested the possibility that in general —that is, in healthy, 
visually normal observers— the perception of slow continuous motion relies heavily on 
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higher-level correspondence systems, perhaps because any transient luminance changes 
are separated by durations much larger than the typical settings of low-level detectors. A 
way to test this possibility is to impair high-level abilities in healthy observers, and then 
to determine whether a smooth, slow motion impairment emerges as a consequence. 
 Towards this end, I employed spatial crowding. For objects presented in the visual 
periphery, nearby flanker objects impair the ability to discriminate and localize individual 
objects, a phenomenon known as crowding  (Intrilligator and Cavanagh, 2001; Pelli & 
Tillman, 2008; Whitney & Levi, 2011). The exact nature and causes of crowding-induced 
impairments remain debated (e.g. Levi et al., 2002; Pelli et al., 2004; Wilkinson et al., 
1997). Some theorists have suggested, for example, that crowding impairs the ability to 
allocate object-based attention to individual objects, in turn impairing any mechanisms 
that rely on object-based attention, including individuation (e.g. Intriligator & Cavanagh, 
2001; He, Cavanagh, & Intriligator, 1996). For current purposes, the important 
consequence of crowding is an impaired ability to localize individual objects accurately. 
And thus, under crowding, it should be harder for participants to accurately individuate 
object locations and thus make judgment of motion direction. 
 Via crowding, I sought to devise a motion judgment experiment as similar as 
possible to the one used with JKI. A white circle was shown to participants in the 
periphery, at one of four possible speeds, and under conditions with and without 
crowding inducers. The task was to report the direction of the moving target. I reasoned 
that if crowding makes it difficult to extract high-level information about object position 
and slow motion produces low-level signals that are too weak, then crowding should 
	   55	  
impair motion direction judgments for slow stimuli (compared to uncrowded stimuli, 




22 undergraduate students at Johns Hopkins University participated in this 
experiment for course credit. All had normal or corrected-to-normal visual acuity.   
Stimuli and procedure 
Stimuli were presented on a Macintosh iMac computer with a refresh rate of 60 
Hz. The viewing distance was approximately 60 cm so that the whole display subtended 
39.4×24.8° of visual angle.  
The moving stimulus was a white disc that always moved a distance of 0.64° in a 
trial, at a speed of 1.53, 0.64, 0.14 or 0.08°/s. It was always presented in the peripheral 
field of one of the four possible quadrants (i.e. upper left, upper right, lower left and 
lower right), starting its motion 9° (diagonally) from the central fixation cross (see 
Figure 3.6; A demonstration of these conditions, and all those reported can be viewed 
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3.3.3 Discussion 
Judging the motion direction of a slowly moving peripheral target proved more 
difficult for healthy, visually normal observers when flankers crowded the slow moving 
target. Crowding is known to impair higher-level object individuation and localization 
abilities. Accordingly, these results are consistent with the hypothesis that the perception 
of slow, smooth motion requires higher-level object-based correspondence mechanisms, 
while faster motion can rely entirely on lower-level transients detection system that is 
available despite crowding, and that assigns correspondence relationships more implicitly. 
This experiment suggested that when perceiving smooth motion stimuli, the two 
motion systems are to some degree complimentary to each other. The lower-level system 
efficiently detects quick luminance transients, while higher-level correspondence 
mechanisms can compensate by relying on representation of token position, and perhaps 
by exploiting object-based attention to improve spatial resolution. In the next experiment, 
I will further explore the interaction between the two systems when they are involved in 
perception of amodal apparent motion stimuli.  
 
3.4 Experiment 6: Differentiating the contributions of lower-level motion system 
and higher-level correspondence system to perceptions of the Ternus display 
The Ternus display (Figure 1.3) typically consists of two sequentially presented 
frames of objects. Both frames contain three equally distributed objects, but the position 
of the leftmost object in the second frame is the same as the middle object in the first 
frame. Under different conditions, the Ternus display is known to elicit two different 
perceptions: element motion (one object moving with two stationary middle objects) or 
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group motion (all three objects moving together, Petersik & Rice, 2006). Shorter 
interstimulus intervals (ISI) between the two frames often induce more element motion 
perception, while longer ISIs often induce more group motion perception. 
Ternus display is useful for investigating correspondence computation because 
multiple correspondence interpretations are available in one display. It has been shown 
that the two perceptions are mutually exclusive such that participants do not report seeing 
both element motion and group motion at the same time. Adaptation effect also exists 
(Petersik & Pantle, 1979), such that after seeing one perception (e.g. element motion) a 
long time, participants will have higher probability to see the other perception (e.g. group 
motion). These results suggest that perhaps the two perceptions also involve the 
participation of different system for correspondence analysis. 
Many theories have been proposed to explain how the two perceptions are 
generated. The most famous theory is the ‘short-range’ versus ‘long-range’ processes 
theory. It has been suggested that element motion is the output of the ‘short-range’ 
process (similar to the lower-level transient signal detectors) signaling zero movement for 
the middle elements, and the ‘long-range’ process signaling the correspondence between 
the outer stimuli across the two systems (Braddick & Adlard, 1978). In other words, to 
perceive an element motion in a typical Ternus display, one needs to first use the lower-
level motion system to infer there is no motion energy for the middle elements, and then 
the higher-level correspondence system can only match the outer elements in the two 
frames together. 
This theory could explain many typical phenomena observed in the Ternus effect. 
For example, with longer ISIs, the zero motion energy of the middle elements are also 
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weakened, and thus group motion is reported more. However, it does not explain why 
more peripheral presented Ternus display could induce more group motion (Breitmeyer 
& Ritter, 1986), and also why shorter presentation time of each Ternus frame could 
induce a third type of perception: simultaneity (a perception that all possible element 
positions are occupied at the same time, Dawson & Wright, 1994). Therefore, another 
theory based on the persistency of elements has been proposed. In this theory, it’s the 
persistence, rather than the zero motion energy, that is determining the stationarity of the 
middle elements. The larger the persistence of the middle elements, the higher probability 
they will be integrated across time, and thus the higher probability element motion will 
be observed. Dawson and Wright (1994) further developed a computational model that 
can simulate human perception under different Ternus conditions. However, this 
persistence theory only focuses on the higher-level correspondence between the 
persisting signals, and completely ignores the possible involvement of the lower-level 
transient detection system. 
Other explanations based on Gestalt grouping theories have proposed that if one 
can successfully group elements in one frame, group motion is favored. If one can group 
elements across frames, element motion is favored (He and Ooi, 1999; Kramer & Yantis, 
1997). The problem with these theories is that they do not specify how grouping is done 
in simple Ternus displays where no specific grouping cues are provided. 
Despite the intuitive nature of many theories of the Ternus effect, they all fail to 
explain some observed human behaviors (Petersik, 2006). The goal of the current study is 
not to provide a comprehensive explanation of the phenomena. On the contrary, I want to 
understand the effect under the framework of correspondence computation. I will explore 
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the contribution of different correspondence computation algorithms to the two 
perceptions of the Ternus display. 
To study the relative contribution of different algorithms, it is very important to 
make sure different algorithms are generating different correspondence relationships of 
the same display. This is because if different mechanisms are predicting the same 
behavior, it will be really hard to know the relative contributions of each system. Taking 
a close look at the stimuli, this condition is satisfied only when the Ternus display is 
presented in the peripheral visual field. 
When the Ternus display is presented around the fovea area, with a 0 ms ISI, the 
output of multiple correspondence analysis is element motion perception. First, the 
higher-level position comparison system can precisely localize the middle elements and 
thus correspond position 2 and position 3 to themselves using the nearest neighbor rule. 
Second, the lower-level transient detection system can easily compute there is zero 
motion energy at position 2 and position 3. Finally, the lower-level transient detection 
system could also detect that there is motion energy from position 1 to position 4. 
Therefore, all three analyses would make a consistent output that the outer element is 
moving back and forth.  
When the ISI is increased for Ternus display presented at central vision, different 
correspondence systems will then start to favor group motion. First, the localization 
precision at position 2 and 3 will decrease due to the requirement of memory, or a lack of 
visual persistence as suggested by some researchers (Breitmeyer & Ritter, 1986). 
Therefore, the higher-level system will have a harder time to apply the nearest neighbor 
rule, and the relative velocity rule will be applied instead. Second, motion energy will no 
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longer be zero at position 2 and 3, while the transient signal change from position 1 to 
position 4 will be much weaker. Therefore, the output of both the higher and lower level 
systems will show a decrease in element motion perception and an increase in group 
motion perception. 
The two systems will have different correspondence outputs when the 0ms ISI 
Ternus display is presented in peripheral vision. Since spatial resolution at higher 
eccentricity locations get noisier, peripheral presentation makes the localization of the 
whole display get noisier. Moreover, it has been overlooked that in the peripheral, 
position 2 in the first frame and position 3 in the second frame are actually crowded by 
the two elements on both sides. This crowding effect makes it very hard to precisely 
locate objects presented at these two locations, and thus it’s very hard to apply the nearest 
neighbor rule to these objects. In the mean time, position 1 and 3 in the first frame, and 
position 2 and 4 in the second frame are not crowded. The relative velocity rule can be 
applied to them easily. Therefore, for 0 ms peripheral presented Ternus display, the 
output of the higher-level correspondence system is group motion perception.  
On the other hand, for the lower-level transient detection correspondence system, 
with 0 ms ISI, motion energy at position 2 and 3 is clearly 0. Motion energy from 
position 1 to 4 is also very high. Therefore, the output from the lower-level motion 
system is biased to the element motion perception. 
Unsurprisingly, it has been shown that at a 2 degree eccentricity, a 20 ms ISI 
display would generate about 60% group motion perception and 40% percent element 
motion perception (Breitmeyer & Ritter, 1986). These results give some initial evidence 
that the lower-level transient detection and higher-level correspondence systems are 
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complementary to each other. When they provide contradicting outputs, they will 
compete against each other and generate a final coherent perception. 
In this experiment, I want to further explore how the two correspondence 
computation systems are involved in the perception of the Ternus display. More 
specifically, if the two systems are really complementary to each other, then adding 
difficulty to the computation of one system should bias the observer rely more on the 
other system. This hypothesis will be easier to test when the two systems are signaling 
opposite outputs, which is true for peripherally presented Ternus displays. I will use 
longer ISI conditions to decrease the amount of motion energy that can be used by the 
lower-level system (Adelson & Bergen, 1985). I will use crowding as an approach to 
decrease the spatial resolution of the higher-level correspondence system. I hypothesized 
that at shorter ISI and strong crowding conditions, transient luminance change in the 
spatio-temporal domain should be used more and thus produce more element motion 
perception. At longer ISI and no crowding conditions, position correspondence system 
should be favored and produce more group motion. It’s unclear how the two systems 




21 undergraduate students at Johns Hopkins University participated in this 
experiment for course credit. All had normal or corrected-to-normal visual acuity.  
Stimuli and procedure 
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the center of the furthest element was presented 8.3° horizontally and 3.1 vertically away 
from the central fixation cross. 
In the no color crowding condition, the two frames were alternatively presented 
for six cycles. Each frame lasted 500 ms, with variable ISIs between the two frames. In 
the current experiment, 5 different ISIs were selected: 0 ms, 50 ms, 100 ms, 200 ms, and 
501 ms. In the same color crowding condition, all procedures were the same except that 
two crowding bars were presented. The two bars had the same color as the Ternus display 
objects (red) and were located 0.5° to the left and right side of the whole display (Figure 
3.8). The crowding bars remained on the screen during the variable ISIs. In the different 
color crowding condition, all procedures were the same to the same color crowding 
condition, except that the crowding colors were white. Different color bars were 
supposed to produce weaker crowding effect than same color bars (Whitney & Levi, 
2011). 
In sum, there were a total of 30 different conditions (2 eccentricity levels × 5 ISI 
levels × 3 crowding levels). Each participant completed 8 trials for each condition, 
leading to a total of 240 trials. All trials were presented in randomized orders. At the 
beginning of the whole experiment, a typical Ternus display was first presented to the 
participants. The experimenter introduced the two types of perception, element motion 
and group motion to the participants. The participants were also induced to see the two 
perceptions. After they said they understand the difference between the two perceptions, 
the main experiment started. During each trial, they were told to fixate at a central white 
cross and press one of two response keys to indicate whether the peripheral presented 
Ternus display induced more element motion or group motion. Since the Ternus display 
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and 20% of the trials as group motion. A two (Eccentricity) by three (Crowding) by five 
(ISI) three-way repeated measure ANOVA showed that there was a significant main 
effect of Eccentricity (F (1, 19) = 6.02, p = 0.024, ηp2= 0.24), a significant main effect of 
Crowding, (F (2, 38) = 13.2, p < 0.001, ηp2= 0.41), and a significant main effect of ISI, (F 
(4, 76) = 67.0, p<0.001, ηp2= 0.78). The three two-way interactions were also significant: 
Eccentricity × Crowding, F (2, 38) = 3.91, p =0.029, ηp2= 0.17; Eccentricity × ISI, F (4, 
76) = 5.31, p = 0.01, ηp2= 0.22; Crowding × ISI, F (8, 152) = 4.2, p=0.004, ηp2= 0.18. 
Critically, there was a significant three-way interaction: F (8, 152) = 2.1, p = 0.039, ηp2= 
0.10 Note that whenever the sphericity assumption was violated, a Greenhouse-Geisser 
correction was applied. 
Post-hoc contrast analysis suggested that the effect of higher eccentricity’s role in 
increasing the proportion of group motion report is mainly observed in the 0 ms ISI 
condition (F (1, 76) = 5.69, p < 0.05 after Scheffé correction). No contrasts of the 
interaction between Eccentricity and crowding reached significant level. However, the 
effect seems to be driven by weaker crowding effect in the low eccentricity conditions. 
To make the data more interpretable, I split the data by the eccentricity 
conditions, and ran two separate three (Crowding) by five (ISI) two-way repeated 
measure ANOVAs on the low eccentricity and high eccentricity data separately. For the 
low eccentricity condition, there was a significant main effect of Crowding (F (2, 38) = 
7.321, p=0.002, ηp2= 0.28), a significant main effect of ISI (F (4, 76) = 78.1, p<0.001, 
ηp2= 0.81), and a significant interaction between the two factors (F (8, 152) = 4.3, 
p=0.005, ηp2= 0.18). For the high eccentricity condition, there was a significant main 
effect of Crowding (F (2, 38) = 13.9, p<0.001, ηp2= 0.42), a significant main effect of ISI 
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(F (4, 76) = 44.8, p<0.001, ηp2=0.70), and a significant interaction between the two 
factors (F (8, 152) = 2.5, p=0.031, ηp2= 0.12). It’s clear for both low and high eccentricity 
conditions, people reported more group motion with longer ISIs, and in general they 
reported more element motion under crowding conditions. 
To more systematically analyze the three-way interaction effects, I ran 10 
independent simple main effect tests on the effect of crowding conditions at each specific 
combination of Eccentricity and ISI. This will help us know all else being equal, whether 
people showed different bias to report element or group motion under different crowding 
conditions. With a Scheffé correction for multiple comparisons, we found that there were 
significant simple main effect of Crowding for the following conditions: 0 ms ISI in the 
low eccentricity condition, and 0 ms, 50 ms, 100 ms ISI in the high eccentricity condition. 
It’s clear in the graph that under these conditions, external crowding stimuli significantly 
increase the probability to report element motion. However, at the longer ISI conditions 
under both low and high Eccentricity, people reported more group motion whenever the 
display was crowded or not. 
3.4.3 Discussion 
The current experiment first replicated some previous findings of the Ternus 
display. Both longer ISIs and peripheral presentation of the stimuli induced more group 
motion perception (Breitmeyer & Ritter, 1986; Petersik, 2006). Moreover, it could also 
solve some controversy in the literature. Unlike Breitmeyer and Ritter (1986), Petersik 
(2009) showed that the percentage of group motion did not change systematically as 
eccentricity change. However, in the data analysis, responses from different ISI 
conditions were combined. The current results suggested that the effect of eccentricity is 
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mainly observed in 0 ms ISI conditions. Therefore, similar effect could have been 
observed in the data of Petersik (2009) if it were analyzed based on different ISI 
conditions. 
The most important result of the current experiment is the significant three-way 
interaction between Crowding, Eccentricity, and ISI. Crowding the whole display 
significantly biased participants to report more element motion, and same color crowding 
has a stronger effect than different color crowding. More importantly, this effect was only 
observed in relatively short ISI conditions. In the low eccentricity condition, the 
crowding effect was significant only in the 0 ms ISI conditions. In the high eccentricity 
condition, the crowding effect could be observed at two slightly longer ISI conditions, 
but did not reach significant levels for ISI longer than 100ms.  
These results are in general consistent with our predictions: when crowding adds a 
lot of noise to the higher-level correspondence computation, the system was more biased 
to the output of the lower-level transient detection computation. When longer ISI 
weakens the transient signal of the lower-level computation, the system was more biased 
to the output of the higher-level position correspondence system. Finally, when both 
crowding and long ISI were present, the final output depends on the relative strength of 
the signals for the two systems. 
The dynamic interactions of the two systems can be easily seen in the non-0ms 
ISI conditions. In the no crowding condition, all of the non-0 ms ISI conditions led to a 
majority of group motion perception. This could be explained by the fact that the 
transient detection system could only provide a weaker signal than the higher-level 
position comparison system. While it’s still not very hard for the higher-level system to 
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compare the two outer positions in each frame, the lower-level system can only detect 
very weak motion signal from position 1 to position 4. When crowding was added, it 
should bias the system to rely more on the output from the lower-level system. However, 
this is highly dependent on the relative strength of the two types of signals. Crowding 
effects are higher in higher eccentricity conditions (Bouma, 1970, Levi, 2008; Pelli & 
Tillman, 2008). Therefore, in the higher eccentricity condition, the correspondence 
system receives noisier signals, which led the system rely more on the lower-level system. 
We thus observed an increase in element motion report under the same color crowding 
conditions. However, when the lower-level transient signal became weaker in the longer 
ISI conditions (200ms and 500ms), the higher-level system started to regain its role even 
when crowding was added. These results suggested that although both signals are weak in 
crowding long ISI conditions, probably the higher-level system can receive a less noisy 
signal than the lower-level system, and thus perception was biased to the output of the 
higher-level system. 
In sum, the current study showed that different perceptions of the Ternus display 
were the result of the interaction between the lower-level transient detection system and 
higher-level position correspondence system. The two systems are complementary to 
each other such that the system with a stronger signal would bias the final perception 
more in accordance with its output. When presented in relatively peripheral locations, the 
element motion perception of the Ternus display relied more on the transient detectors, 
and the group motion perception relied more on the higher-level object-based 
correspondence computation. 
 
	   71	  
3.5 General discussion 
 In this chapter, I first presented a brief case study of a patient, JKI, who suffered 
widespread brain damage, including extensive bilateral parietal lesions.  
The patient was found to have two associated deficits largely restricted to the left visual 
field. First, he could not accurately localize the position of an object, although he could 
almost always report the object’s shape and color. Second, the patient was impaired in 
judging the direction of slowly, but continuously (modally) moving targets, without 
impairment for faster moving targets (or for any motion in the right visual field). Broadly, 
JKI’s motion perception deficit minimally demonstrates that higher-level correspondence 
computation might be necessary for the perception of slow smooth motion stimuli. 
 I am unaware of any reports of similar slow motion difficulty in either a patient 
study, or via experimental manipulation.  There is, however, the well-known case study 
of LM, a patient with ‘motion blindness’, that is the inability to perceive motion (Zihl, 
von Cramon, & Mai, 1983; Zihl et al., 1991). In contrast to JKI, under many 
circumstances, LM is unable to detect or perceive motion as it unfolds (and the speeds 
tested in the relevant studies tended to be faster than any of the speeds we investigated 
here). But she can make directional judgments relatively accurately. She appears to 
achieve this through input from higher-level mechanisms, comparing an object’s current 
and remembered positions. In her words, “First the target is completely at rest. Then it 
suddenly jumps upwards and downwards” (referring to vertical motion; Zihl et al., 1991, 
pp. 2244). Thus LM appears not to possess the phenomenological experience of stimulus 
motion, although she does appear to possess the higher-level, position- and object-based 
correspondence mechanisms that seem unavailable to JKI’s left visual field.  
	   72	  
It could be that the difference between LM and JKI is not a dissociation between 
phenomenal experience and higher-level judgment mechanisms, but between phenomenal 
experience and lower-level signal integration. JKI’s neurological condition may simply 
have made him more susceptible than normal to the inherent difficulty of perceiving slow 
motion with low-level detectors, with the implication that his motion deficit is unrelated 
to his spatial representation deficit. This concern was especially salient given some 
damage in JKI in MT/MST.  
Although distinguishing between these possibilities would be difficult in the case 
of JKI, I sought to investigate the association between explicit position representation and 
slow motion perception in the case of healthy observers. Specifically, I investigated the 
possibility that normal perception of slow, smooth motion might rely heavily on higher-
level correspondence computations that depend on representation of a target’s position 
and compare the positions across time. 
 To test this hypothesis, I induced a slow-motion perception deficit in visually 
normal observers via crowding. The crowding inducers in these experiments were static. 
Their purpose was to make it difficult for an observer to resolve the current position of a 
moving target within the flanked region, as crowding is known to impair the resolution of 
object individuation spatially and to limit the ability to allocate object-based attention 
(Intrilligator & Cavanagh, 2001; Pelli & Tillman, 2008; Whitney & Levi, 2011). The 
result suggested for normal people, the higher-level correspondence system is needed to 
correctly judge the direction of slowly moving stimuli. 
 Finally, I took the advantage of peripheral presented Ternus displays. In such 
displays, the output of the higher-level correspondence system would prefer group 
	   73	  
motion perception, while the output of the lower-level transient signal detection system 
would prefer element motion perception. I thus used crowding and longer ISI to increase 
the noise in the two systems respectively. The results suggested that the two 
correspondence systems are complementary to each other. The relative signal strength 
determines the final output. Motion perception in the Ternus display is often consistent 
with the system that has relative less noise in the input signals.  
In general, one may wonder why the visual system has evolved to employ two 
distinct correspondence computation algorithms for motion perception. Providing a 
comprehensive answer to this question is beyond the scope of the current data. But the 
results across the three experiments together do suggest that the systems are to some 
degree complementary rather than redundant. The lower-level system efficiently detects 
quick luminance transients, but such a system will always depend on the sensitivity 
setting of its constituent detectors. It appears that those detectors may have been set with 
temporal and spatial parameters that produce false negatives with respect to continuous 
but slow motion (perhaps in an effort to otherwise reduce false positives.) Fortunately, 
higher-level mechanisms can compensate by relying on representation of token position. 
This perspective is consistent with additional ways in which the two systems may 
be complementary, even compensatory. The lower-level system, without any explicit 
representation of object positions, suffers from the aperture problem (Adelson & 
Movshon, 1982). Therefore, feature tracking is needed to solve motion correspondence 
between features (Ullman, 1979). It may also be that lower-level mechanisms are best for 
detecting motion direction, with coarse grained direction sensitivity (Hildreth, 1984), 
whereas higher-level mechanisms can disambiguate motion direction when necessary 
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(Shimojo, Silverman, Nakayama, 1989). And more recently, it has been suggested that 
binocular feature tracking is necessary to overcome the inverse problem of local 
binocular three-dimensional motion perception (Lages, 2013; Pierce et al., 2013; Lages & 
Heron, 2010). 
In sum, these experiments suggest that the lower-level and the higher-level 
correspondence systems are both involved in motion perception. Depending on the nature 
of the signal in the stimuli, the two systems work complimentary to each other. The 
higher-level system is needed to perceive slow but smooth motion stimuli, while the 
lower-level system is needed to perceive the element motion of the Ternus display. Under 
the framework of correspondence computations, motion perception is the output of 
different algorithms that are balanced based on the available input signal to each system. 
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Chapter 4: Eye-movements and correspondence computation in multiple object 
tracking (MOT) task 
Multiple object tracking (MOT; Pylyshyn & Storm, 1988) has been one of the 
most productive paradigms for understanding the nature of human visual attention. In a 
typical MOT trial, participants were asked to track a set of moving targets among a larger 
set of objects (See Figure 4.1A for an illustration of the procedure of one trial). The 
difficulty of this task could be easily manipulated by many basic factors, such as target 
load, object speed, and tracking duration. Human observers tend to perform well with 
relatively moderate speeds when asked to track between three and five targets, but not 
more (Alvarez & Franconeri, 2007; Scholl, 2009).  
The MOT paradigm was first invented to study the properties of visual attention. 
Along this line, previous studies often tried to explain the capacity limits observed in 
MOT tasks by the limited amount of available attentional resources, with either a fixed-
slot or flexible nature. However, the computations, especially correspondence 
computations, involved in the MOT task have been largely ignored. In many previous 
theories, it is not clear what kind of representations attention deals with, and how 
attention makes the tracking ability possible. 
I propose that the performance limits could be explained by a different kind of 
explanation that focuses on the inherent processes and computations rather than resources 
that could be used up. The distinction between the two kinds of explanations is clear in 
terms of computer programs. For example, there are multiple ways to sort an array of 
numbers into ascending order. With the same computer settings, one sorting algorithm 
(e.g. Quicksort) could be much faster than another (e.g. Bubble sort). Therefore, the 
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Before we start to understand the algorithms and computations involved in a 
typical MOT task, it’s very important for us to figure out the kind of inputs the system 
can get. This is because any algorithm should be suited for the kind of input and output 
representations of the system (Marr, 1982). Attention gets the input from lower-level 
perception and pass on the information to some higher-level processes. Therefore, we 
need to first figure out the kind of constraints that have been imposed by the perceptual 
system. It’s worth noting that these physical constraints from the perceptual system could 
finally limit human tracking performance, but they are at different levels than the limits 
caused by algorithms and computations used during tracking. 
We hypothesized that at least two physiological aspects that can affect the inputs 
to the attentional tracking system, and thus further affect tracking performance. First, it 
has been widely shown that the human visual system cannot sample the world 
consecutively. Human perception might completely rely on discrete processing epochs 
(VanRullen & Koch, 2003), and the 10 Hz rhythm in the occipital lobe is closely related 
to visual perception (VanRullen & Macdonald, 2012).  Landau and Fries (2012) showed 
that human selective attention is modulated by a rhythm at about 4 Hz. Using a modified 
MOT task with a circular trajectory, Holcombe & Chen (2013) showed that people were 
able to track a single target at a sampling rate of 7 Hz, and this rate would decrease to 4 
Hz when they are tracking two targets. Therefore, during MOT, it is highly possible that 
the observers are dealing with discrete rather than continuous visual inputs. It will be 
meaningful to test this hypothesis, and understand tracking computations based on inputs 
with a discrete nature. 
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Second, in addition to the limit in the temporal domain, there is also perceptual 
limit in the spatial domain. Visual receptors are densely packed in the fovea, with 
increasingly fewer amount in the periphery (Young, 1971). This organization is 
duplicated in the brain, where visual areas represent foveal inputs more precisely than 
peripheral inputs (Carrasco & Frieder, 1997). This means that people are always 
uncertain about the spatial locations that are in their peripheral visual field. Since it’s 
impossible to fixate at all targets at the same time, almost all target locations in an MOT 
task can only be represented noisily. And this uncertainty in spatial representation should 
play an important role in limiting tracking performance.  
Besides the inherent physical limits of the visual system, other cognitive 
processes could also change the quality of visual inputs. Eye-movement pattern, or the 
location the person is fixating at, is a critical factor that determines the uncertainty of 
spatial representations at different locations. Tracking errors can easily happen when a 
distractor is too close to a target (Bae & Flombaum, 2012). A more precise spatial 
representation is needed when a target has a close encounter distractor. On the other 
hand, a noisy spatial representation might be good enough to track a target that is far a 
way from all of the distractors. Therefore, whether a target and a nontarget will be 
confused is a function of where they are relative to the fovea, and eye-movement patterns 
clearly change the eccentricity levels of different objects. Many studies have explored the 
spontaneously generated eye-movement patterns during MOT tasks (Fehd & Seiffert, 
2008, 2010; Zelinsky & Neider, 2008). However, there is still a lack of research 
investigating where people should look, and how much tracking performance will be 
affected by change in eye-movement patterns. The current study also aimed to study 
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these important questions about eye-movements during MOT, and build up 
computational explanations based on the findings of eye-movements. 
 While it is very important to understand the nature of inputs used during tracking, 
our ultimate goal is to know what kind of computations a system can do with these exact 
inputs, and how well the system can perform with these computations. More importantly, 
what kind of computations could well simulate human tracking performance with these 
visual inputs. The correspondence computation of current received signals and those from 
previous moments is the core process of the MOT task. I hypothesized that human visual 
computation is probabilistic. Noisy knowledge of object positions produces confusions 
between targets and nontargets probabilistically (Ma & Huang, 2009; Vul et al., 2009; 
Franconeri, Jonathan, & Scimeca, 2010; Bae & Flombaum, 2012;). People are trying to 
apply nearest neighbor rules to make correspondence analysis for objects across tracking 
frames. We developed a computational model that can make best guesses on current 
object locations based on its noisy spatial representations and probabilistic inference (See 
Figure 4.1B for a schematic illustration of important model properties). I hypothesized 
that the observed capacity limit in MOT will arise naturally after taking this probabilistic 
computation into consideration. 
 In this chapter, I planned to answer four major questions. First, what is the 
temporal rate that observers can sample a visual display during tracking? Second, what is 
the spatial resolution at different eccentricity locations during tracking? Third, how eye-
movement can affect visual inputs and thus affect tracking performance? Will different 
eye-movement pattern bring big difference in tracking performance? Finally, what are the 
computations people might use to track multiple moving targets at the same time? After 
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considering the inherent physiological and computational limits, do we need a form of 
cognitive resources to explain human limits in tracking ability? To study these research 
questions, we combined evidence from behavioral experiments and computational 
simulations. We first used two behavioral experiments to figure out the range of human 
spatial resolution and temporal sampling rate during tracking. We then systematically 
investigated the influence of eye-movements to human tracking performance. We also 
developed an algorithm that is supposed to find the best fixation locations at each frame 
of a tracking trial. Finally, we implemented a modified Kalman Filter model to 
investigate the possible computations used by human observers during tracking. The 
model received discrete, noisy inputs from moving targets and nontargets that were 
corrupted by noise dependent on the distance of the input from current fixation. 
Surprisingly, the model accounted for most of the variance in human performance as a 
function of tracking load and speed, and it also explained differences between individuals 
very well.  
4.1 Experiment 7: People have a limited temporal sampling rate during MOT 
 In this experiment, I wanted to get an estimate of the range of human observers’ 
temporal resolution when performing an MOT task. This is a question that has been 
either ignored, or over simplified in previous literature. For example, one previous study 
on computational models of MOT has simple used the refreshing rate of computer 
monitor as human’s temporal resolution to sample the visual display (60 Hz, Vul et al., 
2009). However, this is actually an empirical question that could be tested by 
experiments. 
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We took the following hypothesis: if during tracking, people could sample the 
visual display at a really high refreshing rate, e.g. 60 Hz, then tracking performance 
should be about the same when the same amount of information is presented at different 
frame durations. This is because people should always be able to catch up with the pace 
of the presentation rate, and process the information contained in successive presented 
frames, no matter each frame was there for 16.7ms or 100ms. However, if people can 
only sample the visual world at a relatively low rate, e.g. 20 Hz, then they would miss to 
process two thirds of the tracking frames if each frame is there only for 16.7ms. This is 
because with a 20 Hz sampling rate, human participants would need 50ms to process one 
frame. Three frames would have been presented during that period and thus the visual 
information could not be fully processed. 
In this circumstance, lowering the presentation rate from 60 Hz to 20 Hz should enable 
participants to fully process each tracking frame and significantly improve performance. 
 To directly test this hypothesis, for each pre-generated tracking trial, we presented 
the same 150 tracking frames with different frame durations. (Figure 4.2). The amount of 
information we provided to the observers was exactly the same across different frame 
duration conditions. However, the required sampling rates to fully process the 
information are different. A 16.7ms frame duration will require a 60Hz sampling rate, 
and a 100ms frame duration will only require a 100Hz sampling rate. If people were able 
to sample the visual world at a very high rate, we should observer equally high 
performance across different frame rate conditions. A decrease of performance at a 
certain frame duration would suggest that human’s sampling cycle is longer than that 
duration, and thus sampling rate is smaller than the corresponding required sampling rate. 
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them were selected as targets. No object could begin a trial closer than 1.25° to any other 
object (measured center to center). Each object began moving at a fixed speed (1 pixel 
per frame) in a randomly determined direction. When objects collided with the boundary 
of the display, with the center point of the display, or came within 1.25° of one another, 
they deflected according to Newtonian principles. Each trial originally contained 2400 
frames and would last 40s if presented regularly on a 60 Hz monitor (16.7 ms per frame). 
The object moved 1 pixel per frame. The display as a whole subtended 27° x 20°.  
 For each trajectory, we selected the 1st, 17th, 33rd, …, and 2385th frames as the 
150 to-be-presented frames (Figure 4.2). I decided not to directly generate these 150 
frames because by originally setting the speed to 1 pixel per frame, the dynamic between 
objects would be smoother. Each trajectory was played in one of the six possible frame 
duration conditions: 16.7, 33.3, 50.0, 66.7, 83.3, and 100 ms. The corresponding required 
human sampling rates are: 60, 30, 20, 15, 12 and 10 Hz. The same amount of information 
was presented to the participants across different conditions. The only difference was the 
amount of time the participants were allowed to process these information. All 
participants did the same 120 tracking trials, 20 in each condition. 
The assignment of which trajectory to which condition was completely randomized for 
each participant, with the only constrain that no participant would see the same tracking 
trial in different conditions. 
 Participants 
17 Johns Hopkins University undergraduates participated in this experiment. All 
had normal or corrected-to-normal visual acuity. The protocol of this and all following 
behavioral experiments was approved by the Homewood Institutional Review Board of 
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Johns Hopkins University. Data from one participant was excluded in the analysis due to 
extremely low overall tracking accuracy (36.3% versus an average of 86.4% of all other 
participants and a chance level at 28.6%). 
Apparatus and Procedure 
Stimuli were presented on a Macintosh iMAC computer with a refresh rate of 60 
Hz. The viewing distance was approximately 60 cm so that the whole monitor subtended 
39.43° × 24.76° of visual angle. Stimuli were presented with MATLAB and the 
Psychophysics toolbox (Brainard, 1997; Pelli, 1997).  
All stimuli were presented in a black square subtending 27° x 20°. Each trial 
started with seven discs (.43° radius) along with a white fixation cross (0.47°× 0.47°) in 
the center. After .5s, two discs turned yellow for 1.5s, indicating that they were the 
targets. Finally, all discs turned blue again. After another .5s, all of the discs moved, 
following pre-selected trajectories (see above) for 2.5s to 15s. At the end of the motion, 
participants were prompted to click on the discs that they thought were the targets.   
The participants were told nothing about the nature of the trajectories, and their 
only task was to click out the two targets at the end of each trial. Each participant 
completed a total of 120 trials. 
4.1.2 Result 
 Participants’ tracking performance at each frame duration condition is plotted in 
Figure 4.3. A repeated measure one way ANOVA showed that there was a significant 
main effect of presentation rate condition (F(5, 75) = 58.7, p<0.001). Post-hoc contrast 
analysis (with Greenhouse-Geisser and Scheffé correction) showed that, there was a 
significant difference between the 33.3 ms and 16.7 ms conditions (F(1, 15)=82.1, 
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4.1.3 Discussion 
 The results of the current experiment mainly suggested two things. First, the 
limits in the human sampling rate of visual information could affect tracking 
performance. Second, under a typical MOT setting, human visual sampling rate is 
between 10 to 20 Hz. In the next experiment, we will move on to explore the relationship 
between human limits in the spatial representation. 
 
4.2 Experiment 8: Measuring people’s noisy spatial resolution 
 The current experiment aimed to estimate people’s spatial resolution across the 
visual field. Its result will be further used in later experiments to discuss the realtionship 
between spatial resolution and MOT.  
People only have noisy representations of spatial locations, especially for 
locations that are in the periphery. This is mainly due to the fact that the central visual 
field is represented by larger brain areas than the peripheral visual field (Daniel & 
Whitteridge, 1961). Moreover, the cortical magnification factor M (mm of cortex per 1 
degree of visual angle at different retinal locations) is positively correlated to the density 
of ganglion cells on the retina (Drasdo, 1977). It has been shown that for the superior 
visual field, the relationship between M and eccentricity in degree of visual angle (E) 
could be summarized by the following function: M(E) = M0(1 + 0.42E + 0.00012E3)-1 
(Rovamo & Virsu, 1979; Virsu & Rovamo, 1979; Carrasco & Frieder, 1997). Rovamo 
and Virsu (1979) have also suggested that the spatial resolution at a certain eccentricity 
location could be predicted accurately by multiplying a constant to the value of M at that 
location. Therefore, the noise of the spatial representation at eccentricity E, which is the 
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inverse value of the spatial resolution, or the standard deviation of a two-dimensional 
Gaussian distribution centered at eccentricity E, can be calculated by the following 
formula: σ z
2 (x) = c(1+0.42E) (Vul et al., 2009, note that the 0.00012E3 term has been left 
out here because its value is much smaller than the other two terms). In this formula, all 
parameters are based on empirically measured results, except for the unknown value c 
(which reflects the spatial noise at fovea location). Vul et al. (2009) has used c=0.08 in 
their computational model of MOT to simulate human uncertainty in spatial 
representation. However, the authors did not give detailed explanation in why they chose 
this value. In fact, the spatial resolution near the fovea area hasn’t been systematically 
studied before. Therefore, we designed this experiment to get an empirical estimate of the 
spatial standard deviation at fovea. Since any computations must be based on a certain 
type of input, knowing the exact noise in visual inputs will further help us understand 
computations involved in MOT.  
 We used the method of constant stimuli to infer people’s spatial resolution at the 
fovea. Critically, we assumed that whenever a participant saw an object and infer its 
spatial location, he was actually getting a random sample from a two dimensional normal 
distribution centered at the object’s true location with a standard deviation σ. When two 
stimuli were presented sequentially, the participant would get two samples from the two 
distributions independently. When the participant was asked to make a judgment on 
whether the two objects were presented at the same or different locations (“No Move” vs. 
“Move”), he would apply an internal criterion such that if the distance between the two 
samples exceeded the criteria, he would make a “Move” response. We further made the 
assumptions that participants would apply the same criterion across different conditions, 
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and that σ would take the same value at different locations that are slightly away from the 
fovea. In the experiment, participants saw two discs presented sequentially at two 
different locations that are separated by a range of distances. We were thus able to infer 
back the participants’ σ and criteria based on their psychophysical function of reporting 
“Move” given different distance,  
4.2.1 Method 
Participants 
Three Johns Hopkins University undergraduate students participated in this 
experiment. All had normal or corrected-to-normal visual acuity.  
Apparatus and Stimuli  
Stimuli were presented on a LCD monitor with a refreshing rate of 60 Hz, 
controlled by a Mac mini (Apple Inc., Cupertino, CA). The viewing distance was 
approximately 55 cm so that the whole display subtended 40.4° x 30.7° of visual angle. 
All stimuli were generated and presented with MATLAB Version 2014a (MathWorks, 
Natick, MA) and the Psychophysics Toolbox (Brainard, 1997; Pelli, 1997). 
Procedure 
Each trial started with the presentation of a blue disc (.6 radius) that is similar to 
the objects we used in the MOT tasks. The disc could appear on any where within a 38° × 
18° area centered on the screen. The participants were told to make a saccade to the target 
disc as soon as possible, such that the target disc would be presented at the fovea of the 
participant. The disc would remain on the screen for 1s, providing enough time for the 
participant to fixate at the disc location. Then, after a 0.5s blank interval, another 
identical disc would be presented, but with its location shifted either to the left or the 
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we ran the model 144 times (the same number of trials with human participants) at each 
shifting distance conditions and calculated the corresponding proportion of “Move” 
responses. We then get the squared difference between human responses and model 
responses and use this value as a goodness-of-fit measure of the current σfovea-i and 
criterion-i pair. We searched through a space where σfovea could take any value between 
0.02° and 0.34°, and criterion could take any value between 0.02° and 0.34°. Each 
simulation would give us the pair of σfovea and criterion values that lead to the least 
squared errors. We then run this simulation 100 times, and the average best fitting σfovea 
and criterion values were 0.082° and 0.176°. 
4.2.3 Discussion 
 In the current experiment, I have combined the method of constant stimuli and 
model simulation to measure human’s spatial resolution at the center of visual field. 
Using a least square estimation, we found the best fitting standard deviation at fovea 
location is 0.082°. This value is very close to the 0.08 used by Vul et al. (2009). The 
result of the current experiment provided a foundation for our future experiments. It 
confirmed the idea that representation of spatial locations is noisy, and it’s an important 
factor that should be considered in any formal theory of tracking mechanisms. In our 
following discussions, we will include this spatial uncertainty as an innegligible 
 constrain on human tracking ability. We will use 0.08 as the standard deviation of spatial 
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4.3 Experiment 9: The influence of eye-movements to MOT performance 
 In natural vision, people often make frequent eye-movements to collect and 
integrate information of the visual world (Hayhoe, 2000). With multiple targets to track, 
one critical problem for human observers is where to put the fovea. Since one component 
of MOT is to represent the locations of each target, the spatial resolution at a target 
location should play a critical role in determining the successful tracking of that target. 
While it has been proposed that qualitatively, the requirement of fixation at the display 
center does not affect tracking performance (Scholl & Pylyshyn, 1999), there is a lack of 
direct experiments to further support this idea. Many studies have used people’s eye-
movement patterns during tracking to make inference on the strategies they used. People 
tended to use a target-centroid looking strategy, at least for trials with three or less targets 
(Fehd & Seiffert, 2008; Zelinsky & Neider, 2008). When people were asked to track as 
many as four targets, they tended to look more at individual targets, or use a strategy that 
shifts between target centroid and individual targets.  
Fehd and Seiffert (2010) showed that tracking performance was higher when 
participants were switching fixation locations between target and target centroid, than 
when they were switching among targets. This result provided some initial evidence that 
eye-movement pattern during tracking is critical in determining tracking performance. 
However, it is still unclear how much individual difference in tracking performance could 
be caused by different eye-movement patterns. Besides, eye-movements have often been 
studied with a limited number of objects (e.g. eight). The field has been underestimating 
the influence of eye gaze locations in determining tracking performance. 
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In this experiment, we systematically investigated the relationship between eye-
movements and tracking performance. We hypothesized that if eye-movement pattern is 
critical to tracking, then people adopted different eye-movement patterns should have 
different tracking performance. We thus collected participants’ spontaneously generated 
eye-movement pattern when they were performing typical tracking tasks. We then 
explored whether there are any systematic relationships between the eye-movement 
patterns and tracking performance. This would help us to evaluate the importance of eye-
movement to tracking limits.  
4.3.1 Method 
 Trajectories 
Each MOT trial began with six to sixteen disks (.6° radius) and half of them were 
targets. No object could begin a trial closer than 1.75° to any other object (measured 
center to center). Each object began moving in a fixed speed in a randomly determined 
direction. When objects collided with the boundary of the display or with the center point 
of the display, they deflected according to Newtonian principles. When objects came 
within 1.75° of one another, they bounced off each other in a Newtonian way. Each trial 
lasted 10s. 
We included four different tracking speeds: 2.8°/s, 5.6°/s, 8.4°/s and 11.2°/s. We 
generated 50 trials for each combination of target load and speed, and this led to a total of 
1200 trials. We then randomly selected five trials from each combination of target load 
and speed. We tested all participants with the same 120 trajectories.  
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Participants 
We recruited 10 Johns Hopkins University undergraduate and graduate students to 
participate in this experiment. All had normal or corrected-to-normal visual acuity.  
Procedure  
Stimuli were presented on a LCD monitor with a refreshing rate of 60 Hz, 
controlled by a Mac mini (Apple Inc., Cupertino, CA). The viewing distance was 
approximately 55 cm so that the tracking area subtended 40.4° x 30.7° of visual angle. 
Participants’ eye positions were collected simultaneously using an EyeLink 1000 
desk-mounted eye-tracker system (SR Research, ON), with a sampling rate of 500 Hz. 
Participants were instructed to freely move their eyes in the way they think can help them 
track better. 
Each trial started with six to 16 discs (.6° radius) along with a white fixation cross 
(0.6°× 0.6°) in the center. After .5s, half of the discs turned yellow for 1.5s, indicating 
that they were the targets. Finally, all discs turned blue again. After another .5s, all of the 
discs moved, following pre-selected trajectories (see above) for 10s. At the end of the 
motion, participants were prompted to click on the discs that they thought were the 
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more participants could get the same rank, including the best or worst rank. If eye-
movement pattern is critical in determining tracking performance, then participants with 
similar tracking performance should have used similar eye-movement strategies, while 
people that differed a lot in tracking performance should have used different eye-
movement patterns. Based on this hypothesis, we first grouped participants into three 
possible pairs. A best-best pair consisted of two participants that both had the highest 
tracking performance in one specific trial. A worst-worst pair consisted of two 
participants that both had the lowest tracking performance in one specific trial. Finally, a 
best-worst pair consisted of one participant that did the best, and one participant did the 
worst in one specific trial. Across all 120 tracking trials, we’ve got 919 best-best pairs, 
214 worst-worst pairs, and 754 best-worst pairs.  
For each pair, we calculated the correlation between the two participants’ eye-
movement coordinates (combining x and y values into one vector) across the 600 frames 
in one trial. We also calculated the average distance between the two participants’ eye-
movement coordinates. We used both the correlations and the distance to serve as the 
measurement of the similarity between two participants’ eye-movement patterns. More 
similar eye-movement patterns will have higher correlation and lower average distance. 
The averaged correlation and distance for the three pair conditions are shown in 
Figure 4.8A and 4.8B. One-way ANOVA suggested that there is a significant main effect 
of pair type for both the correlation (F(2, 1884) = 39.5, p<0.001) and the distance (F(2, 
1884) = 89.3, p<0.001). Pairwise post-hoc contrast analysis showed that the correlation 
within the best-best pair is the highest, followed by the best-worst pair, and then the 
worst-worst pair. Similarly, the distance within the best-best pair is the smallest, followed 
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4.4 Computational Experiment 10: A probabilistic computational model that can 
simulate human performance in MOT 
In the above experiments, I’ve shown that the inherent limits in the human visual 
system are critical to determining the limits of human tracking ability. However, these 
factors could not provide complete answers to the following questions: why people can 
track some targets successfully and why they will fail to track in some other cases. In 
other words, we still don’t understand the computations underlying human tracking 
abilities. In the current experiment, we tried to explore the kind of algorithms and 
computations used in MOT, given the constrains of noise and uncertainty in the inputs to 
the system. We hypothesized that human visual computation, and thus tracking process is 
probabilistic. Noisy knowledge of object positions produces confusions between targets 
and nontargets probabilistically (Bae & Flombaum, 2012).  Based on this hypothesis, we 
implemented a computational model that performed the MOT task. This model used a 
modified Kalman Filter algorithm to keep track of multiple targets simultaneously. It 
applied nearest neighbor rule to make correspondence targets identities across tracking 
frames. Based on the results in the previous experiments, this model adopted eye 
fixations obtained from human observers tested on the same task in the lab. The model 
received inputs from moving targets and nontargets that were corrupted by noise 
dependent on the distance of the input from current fixation. The model also sampled the 
visual world discretely, in the rate range we figured out in Experiment 7. The inclusion of 
these physiological constraints made our model a lot different from previous 
computational models of MOT (Vul et al., 2009; Ma & Huang 2009). We predicted that 
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the model could capture variability in human performance without any form of external 
added resource limit.  
4.4.1 General model framework 
The Kalman Filter is a Bayesian model that tracks stochastic linear dynamical 
systems observed through noisy sensors. It operates on a stream of noisy input data to 
produce a statistically optimal moment-by-moment estimate of the underlying system 
state (here, positions and velocities). The Kalman Filter is a recursive estimator, which 
means that it makes successive predictions and then corrects these predictions in light of 
new observations. This amounts to a form of feedback control: the model predicts the 
system state at some time and then obtains feedback in the form of (noisy) measurements. 
Accordingly, equations for the Kalman Filter can be classified as either prediction 
equations or measurement equations. Prediction equations use probabilistic beliefs about 
the current state and recent past to obtain prior estimates for the immediate future. 
Measurement/observation equations are responsible for the feedback—for using new 
measurements to obtain posterior state estimates that may differ from the priors. Details 
of this process can be found in Zhong et al., 2014 and other widely available sources 
deriving and describing the Kalman Filter more exhaustively (Kalman, 1960; Welch & 
Bishop, 2006; Yilmaz, Javed, & Shah, 2006; Murphy, 2012).  
Observation 
At a given moment in time t, zt
m  denotes the mth observation of position—
including vertical and horizontal coordinates— from an object in the display, m=1,…,NA. 
An observation is derived from the object’s true state, denoted,  lt
m , the position and 
velocity of object m at time t, as follows: 
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                                                 zt
m =Hkl t
m +rt
m                                                                 (1) 
Here, Hk is the mapping matrix, which maps the true state space into the observed 
space, such that Hk =
1 0 0 0







m  is observation noise, assumed to be zero-
mean Gaussian white noise with measurement noise covariance R t
m =σ z
2I2 . With a fixed 
value for  σ z
2
 one obtains a model with uniform spatial resolution throughout the visual 
field. In our models, we utilized eccentricity dependent  σ z
2  values given by σ z
2 (E) = 
c(1+0.42E) (Rovamo & Virsu, 1979; Carrasco & Frieder, 1997), where E is the distance 
between an item’s true position and the observer’s eye fixation location. c was a constant 
set to 0.08 based on our empirically measured value in Experiment 8 and previous studies 
(Vul et al., 2009).  
Based on the result in Experiment 7, the model also had a limited temporal 
resolution of 12 Hz or 20 Hz, which means that the model only got samples from the 
objects 12/20 times per second.  
Inference  
Given an observation that has been assigned to a particular target m at time t, the 
model estimates a posterior for the target’s current state, denoted l̂t
m . This estimate is 
obtained by the weighted combination of a prior position estimate assigned to time t, lt
m , 






m )                                                       (2) 
 Note that the index for the observation, zt
k , need not be the same as that of the 
object (i.e., the observer may have associated the wrong measurement with a target being 
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tracked).  K t
m  is the weight matrix, also called the ‘Kalman gain’, which determines the 
relative weight of the prior and the current observation in determining the posterior 
estimate. The value for  K t
m  is selected to minimize the error covariance in the posterior, 
denoted P̂t
m  (Jacobs, 1993). Similarly,  
Pt
m  denotes the error covariance in the prior at 
time t.  K t
m  and P̂t
m  are thus obtained via the following pair of equations: 






m )−1                                                (3) 
                                                  P̂t
m=(I2 -K t
mHt ) !Pt
m                                                                (4) 
 Prediction.  
To understand how the model obtains prior estimates, consider time t+1. The 
expected position of the object should depend on basic motion kinematics, projecting 
forward from the posterior estimated at time t,  l̂t
m .  
                                                        
!lt+1
m = Mt l̂t
m                                                                      (5) 
Here, the 4x4 matrix Mt  in the difference equation is the state-transition matrix based on 
basic motion. Such that 
 
Mt =
1 0 1 0
0 1 0 1
0 0 1 0














 When the model makes a prediction about an object’s future position, it also 
projects forward an expected error covariance in the prior which is denoted as  
Pt+1
m , to be 
used at time t+1. This estimate is derived from the difference between the prior and the 
posterior position estimates at the previous time point (Bishop, 2006): 








m]T                                              (6) 
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Correspondence 
In typical computer vision applications, the correspondence problem —the 
problem of linking measurements with objects being tracked— is not solved on a purely 
spatiotemporal basis. This is because only one object is tracked, or knowing the identity 
of an object is not important for the task, or because differences among objects in surface 
appearance (such as color or shape) can be utilized. In the MOT paradigm, however, the 
identities of multiple objects are important (at least at the level of the target vs. nontarget 
distinction), and perceptual differences other than position are not available to inform 
correspondence inferences. Our model address correspondences in the following way.  
We denote p(Tt
m = k)  as the probability that the kth observation at time t 
corresponds to target m. The model attempts to solve the correspondence by assuming 
that a new observation for target m will be drawn from a Gaussian distribution centered 
on the adjusted prior expectation about the position of m,  At
m . Thus: 
           p(Tt
m = k) = N (zt
n;At
m ),    1≤ k ≤ NA,1≤ m ≤ NT                                 (7) 
This adjusted prior expectation is a mixture of pure priors and previous posterior 
positions. For time t+1, it denoted as At+1
m , is obtained via the following equation: 
                                  At+1




m                                                           (8) 
where βt
m  is the average of the main diagonal value in the Kalman gain matrix of target 
m,  K t
m .  
Assuming that the new observations are generated independently, and 
incorporating the principles of mutual exclusivity and exhaustive association for all 
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objects, the optimal correspondence can be obtained by maximizing the probability in 
Equation 9.  
 
{km |1≤ m ≤ N A}= argmax
1≤km≤N A
[ p(Tt
m = km )
1≤m≤N A
∏ ]                                    (9) 
This is equivalent to minimizing the sum or product of the Mahalanobis distances 
(equivalently, the Euclidean distances) of new observations and the expected positions of 
the targets they are assigned to. There are other heuristic approaches to the 
correspondence problem, based on nearest-neighbor matching or specific validation 
regions (BarShalom et al., 2009; Murphy, 2012), that could be explored in future models. 
4.4.2 Human and Model Testing Method 
Trajectories 
I used the same trajectories as in Experiment 9 to test both human participants and 
the model. 
Participants 
 20 participants participated in the behavior part of this experiment. Each of them 
was asked to perform 120 trials of standard MOT tasks with varying target load (3-8 out 
of 6-16 total objects) and speed (2.8°/s, 5.6°/s, 8.4°/s and 11.2°/s) conditions. The 20 
participants were further divided into two groups that have 10 participants. 10 
participants in group1 each watched different 120 trajectories so that the groups as a 
whole completed a total of 1200 different trajectories. The other 10 participants in group2 
were the same as in Experiment 9. As explained before, they watched exactly the same 
120 MOT trajectories to allow for direct individual difference comparison.  
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Procedure  
Human testing procedure and eye-movement analysis were exactly the same as in 
Experiment 9. The pre-processed eye-movements from each participant were further sent 
to the model of MOT. The model tracked the same trajectories as the human observers 
with the corresponding eye-movement patterns. The model performed each trial with 
each participant’s eye-movement patterns 100 independent times, performing differently 
each time because of randomly generated measurement noise. In this way, each human 
observer had a corresponding simulated observer generated by the model. Tracking 
accuracy, calculated by the number of correctly selected targets out of the total number of 
targets, was used for further analysis. 
4.4.3 Result 
We observed very similar performance from human participants and the model 
(Figure 4.10A and 4.10B for the 12 Hz model, Figure 4.11A and 4.11B for the 20 Hz 
model). There were significant main effect of target load and speed condition on both 
human and model tracking performance (target load: F(5,45)=114 for human group1, 
F(5,45)=172 for 12 Hz simulated group1, F(5,45)=114, for 20 Hz simulated group1, 
F(5,45)=128 for human group 2, F(5,45)=479 for 12 Hz simulated group2, F(5,45)=407 
for 20 Hz simulated group2; speed : F(3,27)=126 for human group1, F(3,27)=167 for 12 
Hz simulated group1, F(3,27)=126 for 20 Hz simulated group1, F(3,27)=196 for human 
group2, F(3,27)=548 for 12 Hz simulated group2, F(3,27)=27 for 20 Hz simulated 
group2, all ps<0.001, with Greenhouse-Geisser correction if needed). For group1, the 
root-mean-square-deviation (RMSE) was 0.168 and 0.168 for the 12 and 20 Hz model 
respectively, and for group2, the RMSE was 0.170 and 0.165 respectively. These results 
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suggested that on average the model prediction deviated about 0.17 from the real human 
tracking accuracy. Overall, without fitting any parameters, the model was very successful 
in capturing average human tracking performance. 
We then further investigated whether the model was successful in capturing the 
individual differences among different participants. For each specific combination of 
speed and target load, we calculated the average tracking accuracy for each participant 
and his/her corresponding simulated participant. After controlling the effect of target load 
and speed, partial correlation analysis suggested that there were significant positive 
correlations between human performance and corresponding simulated model 
performance (12 Hz group1: r(236)=0.467, p<0.001, 20 Hz group1: r(236)=0.442, 
p<0.001, 12 Hz group2: r(236)=0.386, p<0.001, 20 Hz group2: r(236)= 0.470, Figure 
4.12). These results suggested that after adopting eye-movement patterns collected from 
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We hoped to compare the model’s goodness of fit between the two and infer whether an 
external cognitive resource is necessary in explaining human tracking limit. 
 
4.5 Computational Experiment 10b: A probabilistic computational model of MOT 
with constraint from external cognitive resources 
The results of Experiment 10 have suggested that a model considered 
probabilistic computations, eccentricity-dependent noisy, limited temporal resolution, and 
human eye-movement strategies can explain human performance in MOT tasks well. 
However, it has been a longstanding theory that externally imposed resources constrain 
human tracking ability (e.g. Alvarez and Franconeri, 2007; Vul et al., 2009). Therefore, 
we also explored this possibility in our proposed computational model of MOT. We 
formalized the cognitive resource by changing the value c of the spatial resolution 
function: 𝜎 𝐸 = 𝑐(1+ 0.42𝐸). It has been shown that the precision of spatial 
representation is highly dependent on the amount of available resource. With a fixed 
amount of cognitive resource, as the number of to-be-remembered locations (K) 
increased, the resource could be allocated to each location decreased, and thus the 
precision would also decrease (Alvarez & Franconeri, 2007; Ma & Huang, 2009; Vul et 
al., 2009; Holcombe & Chen, 2011). The relationship between the number of targets and 
the precision of spatial representation (P) could be described by a power low function 
(𝑃 ∝ (!
!
)!.!", Bays & Husain, 2008). Therefore, we re-calculated the value c for each 
target load condition with the following function: 𝑐 𝐾 = 0.0355 𝐾!.!" , with 0.08 as 
the value for target load of three, and 0.1654 as the value for target load of eight. Again, 
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performance variance among different individual observers and among different objects 
within the same tracking trial. 
 
4.6 Computational Experiment 11: Confirming the influence of eye-movement 
pattern to MOT performance with the computational model 
In Experiment 9, I’ve shown that eye-movement pattern seems to play a very 
important role in determining people’s tracking performance. Then in Experiment 10, 
we’ve further shown that a model took real human eye-movement patterns could capture 
individual differences in tracking performance very well. Therefore, it seems clear that 
eye-movement is an important factor that constrains human tracking performance. 
However, many questions still need to be answered. For example, is there an optimal eye-
movement pattern to maximize tracking performance for each trial? If so, how will a 
person, or the model, perform given this set of optimal eye-movement pattern? Will we 
still see target load and speed effect in performance with this set of eye-movement 
pattern? To address these questions, we first ran a maximum likelihood algorithm to 
figure out the optimal eye gaze locations at each frame in each trial. Then, we ran the 
model described in Experiment 10 with these eye-movement patterns, and directly 
compared human and model performance. As a preview, we found that this model served 
as an upper limit to human performance. More importantly, similarly to human observers, 
the model that used the optimal eye gaze locations also performed worse with higher 
target load and speed, further confirming the idea that the limits in tracking performance 
arise naturally from the limited temporal resolution, spatial resolution, and probabilistic 
computation. 
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4.6.1 Finding the optimal eye gaze locations using a maximum likelihood algorithm 
 It has been shown that the uncertainty about object locations, and confusions 
between targets and nontargets, are the primary cause of tracking errors (Bae & 
Flombaum, 2012). If people are representing each target and nontarget with a two 
dimensional Gaussian distribution, then the more overlapping between the distributions 
of a target and a distractor, the more likely the two would be confused and thus a tracking 
error would happen. Therefore, for each tracking frame, the optimal eye gaze location 
should be the one that can minimize the sum of overlapping areas between all target-
nontarget pairs. In this case, the overall probability of confusing targets and distractors 
will be minimized. Given that the standard deviation of each two dimensional Gaussian 
distribution is dependent on its center’s distance to the current eye-gaze location, we need 
to calculate the overlapping areas for each potential eye-gaze locations, and obtain the 
one that can minimize the sum of target-distractor overlaps.  
 At a specific tracking frame, for one potential eye gaze location (a, b) and one 
specific target i, the target distribution is given by 
𝑁  (𝜇! ,𝛴!;!,!)                                       (10) 
where µi denotes the coordinates of the target location (xi, yi), and Σi;a,b is the covariance 
matrix of the two dimensional distribution 
𝜎!;!,!! 0
0 𝜎!;!,!!
. From Experiment 8, we know 
that the value of 𝜎!;!,! is dependent on the target’s distance to the current eye gaze 
location (a, b) and could be calculated by 
                                                   𝜎!;!,! = 0.08(1+ 0.42𝐷!;!,!)                             (11) 
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where Di; a, b is the distance between the target location and the eye gaze location such 
that  
                                                  𝐷!;!,! =    (𝑥! − 𝑎)! + (𝑦! − 𝑏)!                       (12) 
 Similarly, for one specific distractor j, the distribution is given by 
𝑁  (𝜇! ,𝛴!;!,!)                                       (13) 
and its mean and variance could be calculated in the same way as for the target. 
 The overlapping area between a target distribution and a distractor distribution 
could be calculated by getting the smaller value of the two distribution at all points in the 
space and summing these values together, and thus is given by 
              𝑂 𝑖, 𝑗 =    min  (𝑁   𝑚,𝑛;   𝜇! ,𝛴!;!,! ,𝑁   𝑚,𝑛;   𝜇! ,𝛴!;!,! )𝑑𝑚𝑑𝑛
!!
!!            (14) 
where m and n denote the coordinates of all possible spatial locations in the visual 
display, and 𝑁   𝑚,𝑛;   𝜇! ,𝛴!;!,!  denotes the probability density of target i’s distribution 
evaluated at a specific coordinate m and n. In real calculation, we could approximate this 
by using summations over a finite number of discrete m and n values of m and n to 
simplify the calculation. 
 Equation (14) gives us an estimate of the amount of overlap between one target 
and one distractor distributions given a specific eye gaze location (a, b). To get the 
optimal eye gaze location at this frame, we need to find the (a, b) pair that can minimize 
the sum of all target and distractor overlaps. This process could be formalized by the 
following equation: 
                                     (𝑎, 𝑏)!"#$%&' =
𝑎𝑟𝑔𝑚𝑖𝑛
𝑎, 𝑏 𝑂(𝑖, 𝑗)!!                                    (15) 
	   119	  
 We applied equation 15 to each tracking frame in each of the 120 MOT trials 
done by group 2 participants in Experiment 10. Since this will require a huge amount of 
computations, we searched every five pixels instead of every pixel in the display. The 
outputs of this algorithm were 120 sets of eye-movement patterns; each contained 600 
eye gaze locations, one for each frame of that trial. These eye gaze locations are supposed 
to be the optimal locations to look at during each specific trial. 
4.6.2 Model simulation and result 
 To evaluate whether the obtained eye-movement patterns are really optimal, we 
ran our resource-free model (as described in section 4.4.1) with these sets of eye gaze 
locations. All parameters were the same as described in section 4.4.1, except that this 
time the model did not use real human eye-movement patterns. 
 The tracking performance of the optimal eye-movement model was plotted in 
Figure 4.18, together with corresponding human tracking performance. It’s obvious from 
the figure that the model in general performed better than human participants. However, 
model also performed worse as target load or speed got higher. These intuitions were 
confirmed by statistical analysis. Since this time all 100 times simulation were run with 
the same set of eye-movement pattern, we didn’t have 10 simulated participants that were 
comparable to human participants. Therefore, we treated each trial as one “subject” in the 
following analysis, and see whether the model shared any similarity to human 
participants at individual trial level. 
 We first ran paired-wise t-tests between model and human performance. The 
results showed that both the 12 Hz model (t(119)=7.25, p<0.001) and the 20 Hz model 
(t(119)=8.87, p<0.001) had significantly higher tracking accuracy than human 
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model with these sets of optimal eye-movement patterns and found that this model’s 
performance could serve as an upper limit of human tracking performance. More 
importantly, even with the optimal eye-gaze locations, the model still performed worse 
with more targets and higher speed. 
 At the first look of these results, one may feel surprised that a model with a set of 
optimal eye-gaze locations would still make many errors at higher target load and speed 
conditions. However, similar to the model that adopted human eye-movement patterns, 
the current model is still constrained by a number of factors that can affect tracking 
performance, i.e. the imperfect temporal resolution, spatial resolution, and probabilistic 
correspondence computation. Similar to the idea under ideal observer models, the current 
model is only optimal given available information and specific constrains (Geisler, 2011). 
The current results suggested that even eye-movements is optimal, tracking errors are still 
unavoidable given the constraints imposed by the human visual system, especially at 
higher target load and speed conditions. Although eye-movement selection is very 
important in determining tracking performance, it alone cannot completely explain the 
limits of human tracking. The imperfect nature of human spatial and temporal resolution, 
together with the probabilistic computation, are also critical factors that are limiting 
human tracking ability. The presence of the target load effect and speed effect in the 
performance of optimal eye-movement model further supported the idea that external 
resource limits are not necessary to explain the capability and limit of human tracking. 
 Finally, it’s also worth noting that the current optimal eye-movement patterns 
were calculated in a static way. That is, we treated each tracking frame as independent 
from each other, and there is no cost of making too many saccades. Future studies should 
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try to incorporate these factors and find optimal eye-movement strategies that more 
similar to the eye-movements used by real human observers. 
 
4.7 General Discussion 
In this study, I have shown that both constraints on visual inputs and 
computational algorithms are critical factors liming human tracking ability. I first used 
two behavioral experiments to measure the temporal and spatial limits of the visual inputs 
of a typical MOT task. I then used an eye-tracking experiment to show that eye gaze 
locations have a great influence on tracking performance by determining the spatial 
resolution of different objects in the display. Finally, I built a computational model of 
MOT that relies on probabilistic correspondence computations. This model is constrained 
by the temporal and spatial resolutions I measured in Experiment 7 and 8. It is also 
constrained by real human eye-movements I collected from 20 participants. Without 
fitting any parameter, the model performed similarly to human participants. The model 
performed worse with higher target load and faster speed conditions. Furthermore, the 
model could also capture individual differences among participants, as well as difference 
among objects in a same trial. These results suggested that tracking limits could be 
clearly observed as long as constraints imposed by the human visual system were 
considered. Experiment 10b directly test the alternative hypothesis that a model with an 
external resource constraint could explain the tracking limits at higher target load and 
speed conditions better (Alvarez & Franconeri, 2007; Ma & Huang, 2009; Vul et al, 
2009; Holcombe & Chen, 2011). However, the results suggested that adding a form of 
external resource limit could not bring any marginal benefit in terms of fitting human 
	   123	  
data. What’s more, the limited-resource model significantly underestimate human 
performance, and the goodness-of-fit is significantly worse than that of the resource-free 
model. Finally, in Experiment 11, I combined a maximum likelihood algorithm and our 
resource model to show that for each MOT trial, there did exist a set of optimal eye-
movement pattern that can make the model do better than using other eye-movement 
patterns. However, even this model has decreased performance at higher target load and 
speed conditions. This result further supported the idea that external resource constraint is 
not necessary to explain human tracking limits. It is the inherent perceptual limit, eye-
movement selection, and probabilistic computation that limit human tracking ability. 
Visual-cognitive limitations are usually thought to reflect the consumption of 
limited neural commodities in the brain, that is, limitations imposed on the amount of 
memory and/or attention available to expend in a task (Vul et al., 2009; Holcombe & 
Chen, 2013; Luck & Vogel, 2013; Ma, Husain, & Bays, 2014). Contrary to the general 
assumption in the literature, I found that a model that considering eccentricity dependent 
noise, limited temporal resolution human observers’ eye-movement strategies, and most 
importantly the noisy correspondence computations could produce the typical target load 
and speed effects taken as evidence of cognitive resources. These results suggest that at 
least tracking abilities my be limited entirely from the ‘bottom-up,’ through the 
computational demands of the task interacting with the non-uniform quality of visual 
inputs obtained by the human retina.  
The current resource-free model couldn’t explain all of the variability in human 
performance. We suspected that at least two other factors should be considered in future 
research. First, given the probabilistic nature of visual tracking, there is a lot of inherent 
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noise (independent from target load, speed, or any other trajectory factors) in the human 
tracking system. Different observers will show different behaviors to the same trial, and 
even the same observer will show different behaviors when complete the same trial twice. 
In a previous paper, I have shown that the split-half correlation among human tracking 
performance is about 0.56. Therefore, at the first place, there is not much the to-be-
explained variance. Second, it has been shown that human observers differ a lot in terms 
of their spatial and temporal resolutions. Since we didn’t put these values as free 
parameters in the model, we weren’t able to capture the entire individual difference space. 
However, without separately fitting these values, we’ve already seen a good model fit to 
individual difference. I expect that more studies on computational modeling of visual 
tracking, taking the inherent limit of visual perception as well as implementations of the 
correspondence computation process, would finally explain the mystery of the behavioral 
limits of human visual tracking. 
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Chapter 5: General discussion and conclusion 
In three studies, I have shown that how correspondence computation could be 
done during some classic visual tasks. I’ve also shown that how errors in correspondence 
computations could lead to observed limits in human behavior. 
In the first study, I’ve shown that corresponding noisy signals to their source and 
forming individuated object representation is a challenging task for human observers. A 
density-based clustering algorithm considering eccentricity-dependent noise could 
simulate human behavior very well. These results suggested that correspondence 
computation is playing an important role even at the start of a working memory task. At 
least part of the observed limit in memory performance should be due to imperfect 
correspondence computation to individual objects. 
In the second study, I’ve shown how different correspondence analyses are 
combined to generate coherent motion perceptions. Both the lower-level transient 
detection system and higher-level position comparison system are playing important 
roles. The relative contributions of each system depend on the strength of signals they 
can get. 
In the last study, I’ve combined behavioral data and computational models to 
show how correspondence computations, under the constraints from physical limits, 
could support object-tracking ability. Inherent limits in tracking will arise if noisy, 
discrete visual inputs and probabilistic correspondence computations are considered. No 
external commodity-like cognitive resources is needed to simulate human performance. 
Moreover, part of individual differences in tracking performance could be explained by 
different eye-movement strategies. 
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Overall, these results suggest that correspondence computation is a pervasive 
process that serves as the primary constraint on many visual cognitive tasks. So why does 
its role is largely underestimated in previous literature? Presumably because people can 
often complete correspondence computations effortlessly even without awareness. In 
addition to this, too much emphasis on the resource-based limits has made researchers 
ignore the real computations and algorithms happening in the human mind.  
Marr (1982) has proposed that an information system must be understood at three 
levels. The first level is the computation theory level, which specifies the goal of a 
specific computation and describes its appropriateness for the task. The second level is 
the representation and algorithm level, which needs to decide the representation for the 
input and output of the system, as well as the algorithm used to do transformations 
between theses representations. The third level is the implementation level, which needs 
to determine how the computations are implemented physically with some hardware. The 
three levels are relatively independent, but could affect each other given their own 
properties and constraints. 
It’s true that some limits of an information system could be explained by resource 
limits in the implementation level. However, problems that arise at the computational and 
representational levels couldn’t be fully explained by only looking at how they are 
implemented. As discussed in Chapter 4, the fact that Bubble sort is much slower than 
Quicksort couldn’t be explained by limited memory resource of the computer. Rather, the 
difference in speed is easily explained if one directly compared the difference in the two 
algorithms. Focusing on limited resource is misleading in this case, and will let people 
make totally wrong conclusions. 
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Therefore, it’s very important for vision scientists to shift to a more computational 
and algorithm-based approach to study the human mind. Since correspondence 
computation is supporting many human cognitive abilities, studying the mechanisms and 
roles of correspondence computations should provide a more unified explanation to many 
phenomena we observed in human behavior. This approach will also help us get rid of the 
homonculus problem. Since this approach emphasis on making every representation and 
computation explicit, we should naturally observe the cognitive abilities and limits, 
without assuming a limited-resource homonculus in the brain who is controlling how the 
brain would complete the tasks. 
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