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We establish a criterion for a ﬁnite family of matrices to possess
a common invariant cone. The criterion reduces the problem of
existence of an invariant cone to equality of two special numbers
that depend on the family. In spite of theoretical simplicity, the
practical use of the criterion may be difﬁcult. We show that the
problem of existence of a common invariant cone for four matrices
with integral entries is algorithmically undecidable. Corollaries of
the criterion, which give sufﬁcient and necessary conditions, are
derived. Finally, we introduce a “co-directional number” of several
matrices. We prove that this parameter is close to zero iff there is
a small perturbation of matrices, after which they get an invariant
cone. An algorithm for its computation is presented.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
We consider an arbitrary ﬁnite family of linear operatorsA = {A1, . . . , Am}, m 1, acting inRd. A
cone K ⊂ Rd is called invariant forA, if AiK ⊂ K for all i = 1, . . . , m. Any cone is assumed to be closed,
solid (possessing a nonempty interior), pointed (i.e., it does not contain a straight line), and with an
apex at the origin. Special properties of operators with a common invariant cone are well known, they
have been put to good use in many problems. For instance, any product Ad1 · · · Adk of such operators,
where dj ∈ {1, . . . , m}, j = 1, . . . , k, has an eigenvalue equal to the spectral radius of that product,
and the corresponding eigenvector (Perron–Frobenius eigenvector) belongs to the cone K . Moreover
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for any x ∈ int K the norm of the vector Ad1 · · · Adkx is asymptotically equivalent to the norm of the
operator ‖Ad1 · · · Adk‖, uniformly on k ∈ N and on all indices d1, . . . , dk . Roughly speaking, operators
sharing a common invariant cone, act “in the same direction”, and this implies most of their special
properties. In particular, such operators inherit most of results on matrices with nonnegative entries.
Those results found applications in the study of joint spectral radii [1], the Lyapunov exponents ([6,12]
and references therein), combinatorics, graphs and large networks [4,7,15], etc.
How to determinewhether a given familyA possesses an invariant cone? This problemwas studied
in [4,5,17–19,21] and several results were obtained for special families A. The work [21] completely
analyzes the case of one operator (m = 1), the case of dimension d = 2 is considered in [4,17], families
of commuting contractions are studied in [5], families of simultaneously diagonalizable matrices are
analyzed in [17]. In this paper we obtain a complete criterion ensuring the existence of an invariant
cone. It appears that the problem is equivalent to verifying one equality of two parameters of the
family. The criterion works for all families of operators with the only restriction: the family has to
be irreducible, i.e., its operators do not have a common nontrivial invariant subspace. To give precise
statements we need some notation. Let us ﬁrst formulate the following property of a linear operator:
(*) the operator has an eigenvalue equal to its spectral radius.
By the spectral radius of an operator we mean, as usual, the largest modulus of its eigenval-
ues. By the Perron–Frobenius theorem any operator with an invariant cone satisﬁes (*). If a family
A = {A1, . . . , Am} has an invariant cone, then all products of its operators and all their convex combi-
nations satisfy (*). In particular, the “average operator” A = 1
m
∑m
i=1 Ai possesses this property. Thus,
the condition that A satisﬁes (*) is necessary (but, of course, not sufﬁcient) for a family A to possess
an invariant cone. For any operator B satisfying (*) we denote by λmax(B) its largest eigenvalue. Let us
stress that writing λmax(B)we assume that B satisﬁes (*).We need the following parameter of a family
A called its L1-spectral radius, or, in short, 1-radius:
ρ(A) = lim
k→∞
⎛
⎝m−k ∑
d1 ,...,dk∈{1,...,m}
∥∥Ad1 · · · Adk∥∥
⎞
⎠
1/k
. (1)
This notion was introduced in [11,22]; now it is well known due to numerous applications in real
analysis, functional equations, approximation theory, etc. (see bibliography in [16]). Sometimes we
write ρ = ρ1 to emphasize its difference from other Lp-spectral radii. The limit in (1) exists for any
family A and does not depend on the norm in Rd. In case of one operator (m = 1) deﬁnition (1)
becomes Gelfand’s formula for the (usual) spectral radius of the operator A1. So, for any operator B the
value ρ(B) is the spectral radius. This is easily seen that ρ(A) ρ(A) for any family A. In particular,
ρ(A) λmax(A), provided the average operator A satisﬁes (*). For families with an invariant cone
this inequality always becomes equality: ρ(A) = λmax(A). This fact is well known for families of
nonnegativematrices. For general families with an invariant cone this result is also simple, we include
its proof in Section 2 for convenience of the reader. What is more difﬁcult, and rather surprising, that
for irreducible families A the converse is true: if A satisﬁes (*), and ρ(A) = λmax(A), then A has an
invariant cone. We thus obtain the following criterion: an irreducible familyA possesses an invariant
cone if and only ifρ(A) = λmax(A). This is Theorem1 in Section 2.We also show that the irreducibility
assumption is essential and cannot be omitted.
Thus, to ensure the existence of an invariant cone one needs merely to compare two numbers.
The number λmax(A) is easily computable, but the computation of ρ(A) may be difﬁcult for general
families. In Section 3, we derive from Theorem 1 sufﬁcient and necessary conditions for the existence
of an invariant cone. Those conditions are easily checkable in practice. However, they are not com-
prehensive. In Section 4, we analyze the algorithmic complexity of the problem. Theorem 2 shows
that the problem: “to determine, whether a given family of operators possesses an invariant cone” is
algorithmically undecidable. Also this problem is NP-hard, even for families of four matrices, whose
entries take at most four different integral values. This means that, most likely, a comprehensive and
numerically efﬁcient solution does not exist. In Section 5, we formulate an approximative analogue of
this problem and introduce the co-directional number τ(A) for an irreducible family of operators. For
V.Yu. Protasov / Linear Algebra and its Applications 433 (2010) 781–789 783
any family we have 0 τ  1, and τ = 0 precisely when the family has an invariant cone. If τ(A) is
close to zero, then there exists a small perturbation of the operators A1, . . . , Am, after which they get
a common invariant cone. An algorithms for numerical evaluation of τ(A) for any family of operators
is presented. We ﬁnish with stating several open problems in Section 6.
2. The main theorem
Theorem 1. An irreducible family A has a common invariant cone iff ρ(A) = λmax(A).
In the proof, we use the following result from [16]: for any irreducible familyA there is an invariant
norm ‖ · ‖ in Rd such that 1
m
∑m
i=1 ‖Aix‖ = ρ‖x‖ for any x ∈ Rd, where ρ = ρ(A). We also apply
somebasic tools of convex analysis such as Farkas’ lemma [3, p. 24], duality andHahn–Banach theorem.
In the sequel (·, ·) denotes the standard inner product in Rd, K∗ denotes the dual cone: K∗ = {y ∈
Rd|(y, x) 0 ∀x ∈ K}.
Proof. Let A have an invariant cone K . For any b ∈ int K∗ there is a norm ‖ · ‖b in Rd that coincides
with (b, x) for all x ∈ K . Let v ∈ K be a Perron–Frobenius eigenvector of the operator A. Assume that
v ∈ int K . In this case for any norm ‖ · ‖ there is a constant C > 0 such that for any operator B that
leaves K invariant one has ‖Bv‖ C‖B‖ (see, for instance, [15]). Therefore, for every k ∈ N we have
(λmax)
k(b, v) = m−k ∑
d1 ,...,dk
(
b, Ad1 · · · Adkv
)
 Cm−k
∑
d1 ,...,dk
∥∥Ad1 · · · Adk∥∥b .
Taking the power 1/k and the limit as k → ∞, we getλmax  ρ , andhenceλmax = ρ . Nowweomit the
assumption v ∈ int K . Take arbitrary a ∈ int K, b ∈ int K∗ and for any ε > 0 consider the perturbed
family A(ε) =
{
A
(ε)
1 , . . . , A
(ε)
m
}
, where A
(ε)
i x = Aix + ε(b, x)a. Since each operator A(ε)i maps the set
K \ {0} into int K it follows that the Perron–Frobenius eigenvector of the operator A(ε) = 1
m
∑m
i=1 A
(ε)
i
is in int K . Whence, λmax(A
(ε)
) = ρ(A(ε)). Moreover, λmax(A(ε)) → λmax(A) as ε → 0, and con-
sequently limε→0 ρ(A(ε)) = λmax(A). On the other hand, ρ(A(ε)) is non-decreasing in ε, hence
λmax(A) ρ(A) ρ(A(ε)) for any ε > 0. Thus, limε→0 ρ(A(ε)) = ρ(A), and so λmax(A) = ρ(A),
which is required.
Now suppose that λmax(A) = ρ(A). Since the family A is irreducible, there exists an invariant
norm ‖ · ‖ inRd such that 1
m
∑m
i=1 ‖Aix‖ = ρ‖x‖ for any x ∈ Rd. After suitable normalization it may
be assumed that ρ = 1. Let v be an eigenvector of A corresponding to the eigenvalue λmax = 1. Let
also T = {Ad1 · · · Adkv|d1, . . . , dk ∈ {1, . . . , m}, k ∈ N} be the orbit of the point v. By Farkas’ lemma
either there is a nonzero functional y ∈ Rd such that (y, u) 0 for any u ∈ T , or there are nonzero
vectors u1, . . . , ud+1 ∈ T and coefﬁcients ti  0, ∑d+1i=1 ti = 1 such that∑d+1i=1 tiui = 0. In the ﬁrst case
we denote by K the conic hull of T . Clearly, AiK ⊂ K for all i. The cone K does not coincide with Rd,
because it is contained in a half-space; it is solid, otherwise its linear span is a proper subspace of Rd,
which is invariant for all operators Ai. Moreover, K is pointed. Otherwise its dual K
∗ is a non-solid, i.e.,
laying in a proper subspace, common invariant cone for the adjoint operators A∗i . This is impossible,
because the family
{
A∗i
}m
i=1 is irreducible. Thus, K is an invariant cone ofA. In the second case, adding,
if needed, some zero multipliers ti we obtain
∑
d1 ,...,dk td1 ,...,dkAd1 · · · Adkv = 0 for some k ∈ N and
nonnegative td1 ,...,dk , and this sum contains a nonzero term. By the Hahn–Banach theorem there is a
functional z ∈ Rd such that ‖z‖∗ = 1 and (z, v) = ‖v‖, where we write ‖ · ‖∗ for the dual norm in
Rd. We have
‖v‖ = (z, v) = m−k ∑
d1 ,...,dk
(
z, Ad1 · · · Adkv
)
m−k
∑
d1 ,...,dk
∥∥Ad1 · · · Adkv∥∥ . (2)
The latter inequality is because ‖z‖∗ = 1. On the other hand, due to the choice of the norm, we have
‖v‖ = m−k ∑d1 ,...,dk
∥∥Ad1 · · · Adkv∥∥. Whence, (z, Ad1 · · · Adkv) = ∥∥Ad1 · · · Adkv∥∥ for any term in (2), and
therefore
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0 = m−k ∑
d1 ,...,dk
(
z, td1 ,...,dkAd1 · · · Adkv
) = m−k ∑
d1 ,...,dk
td1 ,...,dk
∥∥Ad1 · · · Adkv∥∥ > 0.
The contradiction completes the proof. 
Remark 1. In the proof of the ﬁrst part of the theoremwe have not used the irreducibility assumption.
Therefore, for an arbitrary family of operatorsAwith an invariant cone one has ρ(A) = λmax(A). For
the secondpart the irreducibility ofA is essential and cannot be omitted. This is shown in the following
example.
Example 1. Consider a family of two operators in R3 given by matrices as follows:
A1 =
⎛
⎝1 0 10 1 0
0 0 1
⎞
⎠ ; A2 =
⎛
⎝0 −α 0α 0 0
0 0 1
⎞
⎠ ,
where α ∈ (0, 1) is an arbitrary parameter. This family does not have an invariant cone, although
λmax(A) = ρ(A). To see this we ﬁrst observe that λmax(A) = 1. The matrices A1, A2 are block upper-
triangular, the ﬁrst diagonal block has dimension 2, the second is 1. The 1-radius ρ of a family of
block upper-triangular matrices equals to the largest 1-radius of the diagonal blocks [14]. For the
second block, obviously, ρ = 1. For the ﬁrst block ρ = α+1
2
. Hence, ρ(A) = max
{
α+1
2
, 1
}
= 1. Thus,
λmax(A) = ρ(A). Suppose now that A has an invariant cone K; then either K or −K intersects the
afﬁne hyperplane V = {(x1, x2, x3) ∈ R3|x3 = 1}. Let it be K . The operator A1 on V is a translation by
the vector (1, 0); the operator A2 on V is a π/2-turn with a contraction with factor α. The convex hull
of the orbit of any point x ∈ V ∩ K by these two operators is the entire plane V . Therefore, V ⊂ K ,
which is impossible, because K is pointed. Thus, A1 and A2 do not share an invariant cone.
Observe that the operators A1, A2 and A do possess (separately) invariant cones. Indeed, for A1 this
is R3+; the operators A2 and A have the largest by modulus eigenvalue unique and positive, hence by
Vandergraft’s criterion [21] each of them has an invariant cone.
3. Conditions for the existence of a common invariant cone
Theorem 1 provides a theoretical opportunity to check the existence of a common invariant cone
merely by verifying one equality between two numbers. This criterion, however, is not simple in
practice, because for general families of operators the 1-radius ρ is difﬁcult to compute. This is not a
surprise in view of the complexity results proved in the next section (Theorem 2). In this section, we
observe some corollaries of Theorem 1 that give necessary and sufﬁcient conditions for the existence
of invariant cones.
For given k ∈ N we write Ak for the family of all mk products of length k of matrices from A :
{Ad1 · · · Adk |d1, . . . , dk ∈ {1, . . . , m}}.
Corollary 1. Suppose A is an irreducible family, and its average operator A satisﬁes (*); then A possesses
an invariant cone, if for some k ∈ N the family Ak does.
Proof. IfAk has an invariant cone, then ρ(Ak) equals to the largest positive eigenvalue of the operator
m−k ∑B∈Ak B = Ak (Theorem 1 and Remark 1). Since λmax(Ak) = λkmax(A) and ρ(Ak) = ρk(A), we
have ρ(A) = λmax(A) and by applying Theorem 1 the corollary follows. 
Let us remark that in Corollary 1 the family A may have a different cone than Ak . This is readily
seen from the next corollary.
Corollary 2. Suppose A is an irreducible family, and its average operator A satisﬁes (*); then A has an
invariant cone, if for some k ∈ N all matrices of the family Ak have nonnegative entries.
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This sufﬁcient condition is easily checkable and works well in many practical cases. By examples
similar to Example 1 one can show that none of the assumptions in Corollaries 1 and 2 can be
omitted.
Now let us turn to necessary conditions. In the sequel of this section it will be more convenient
to use the notation ρ1 for the 1-radius ρ . In view of Theorem 1 any lower bound for ρ1(A) gives
a necessary condition for the existence of invariant cones. Such a bound can be obtained using the
2-radius ρ2 deﬁned as
ρ2(A) = lim
k→∞
⎛
⎝m−k ∑
d1 ,...,dk
∥∥Ad1 · · · Adk∥∥2
⎞
⎠
1/2k
.
This value, in contrast to ρ1, can easily be found for an arbitrary family of operators. Comparing
deﬁnitions of ρ1 and ρ2, and using inequalities between arithmetic and quadratic means, we get
ρ1  ρ2 
√
mρ1. This yields, in particular, that ρ2(A) λmax(A). Now Theorem 1, along with Remark
1, implies
Proposition 1. If ρ2(A) >
√
mλmax(A), then the family A has no invariant cone.
Let as recall that if λmax(A) is not well-deﬁned, i.e., A does not satisfy (*), thenA obviously does not
have an invariant cone. In particular, if one can ﬁnd Ai, Aj ∈ A, for which ρ2(Ai, Aj) >√
2λmax
(
1
2
(Ai + Aj)
)
, then A has no invariant cone. The value ρ2 is computed by the operator A˜
acting on the
d(d+1)
2
-dimensional space Md of symmetric d × d-matrices:
A˜X = 1
m
⎛
⎝ m∑
i=1
ATi XAi
⎞
⎠ , X ∈ Md.
This operator leaves the cone of positive semideﬁnite matrices invariant, hence the value λmax(A˜) is
well-deﬁned. It appears that [λmax(A˜)]1/2 = ρ2(A) [14]. Thus, ρ2 is the Perron–Frobenius eigenvalue
of an operator in the dimension
d(d+1)
2
. In practice instead of the operator A˜ one can use the d2 × d2-
matrix 1
m
(∑m
i=1 A⊗2i
)
, which has the same Perron–Frobenius eigenvalue as A˜, where A
⊗2
i denotes the
Kronecker square of thematrix Ai [1]. The dimension of this operator is bigger, but its matrix is readily
available.
4. Complexity of the problem
A natural question arises, whether the criterion of Theorem 1, as well as sufﬁcient (Corollary
2) and necessary (Proposition 1) conditions can be used to construct an efﬁcient algorithm for a
comprehensive solution of the problem:
(a) to determine if a given family of matrices possesses an invariant cone.
The main result of this section (Theorem 2) shows that, most likely, such an algorithm does not exist.
Problem (a) is algorithmically undecidable. This means that there is no algorithm, which for any ﬁnite
family of matrices with rational entries gives the answer “yes” or “no” within ﬁnite time. In particular,
this problem is NP-hard. We prove those results by reducing the problem of computing the joint
spectral radius, which is known to be hard, to problem (a). The joint spectral radius, or L∞-spectral
radius, of a family A is ρ∞(A) = limk→∞ maxd1 ,...,dk
∥∥Ad1 · · · Adk∥∥1/k . There is a very extensive bibli-
ography studying this notion due to its numerous applications (see [1,7,9,16] and references therein).
Algorithmic complexity of computing of the joint spectral radius has been analyzed in [2,8,20]. This
problem is NP-hard even for two 0–1 matrices. Unless P = NP there is no polynomial in both the
dimension d and in the accuracy ε algorithm, which for any pair of matrices computes ρ∞(A) with a
relative precision ε [20]. Moreover, the following problem
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(b) to determine if a given family of matrices satisﬁes ρ∞  1
is algorithmically undecidable, even for families consisting of two matrices [2]. The following propo-
sition shows that problem (a) is, at least, not easier.
Proposition 2. If an algorithm solves problem (a) for any family of matrices, then it solves (b) for any
family of matrices.
In the proof, we use the following geometric interpretation of the joint spectral radius. If there is a
symmetric (i.e., centrally symmetric w.r.t. the origin) convex body G ⊂ Rd (convex compact set with
a nonempty interior), for which AiG ⊂ G, i = 1, . . . , m, then ρ∞  1. For an irreducible family the
converse is also true: if ρ∞  1, then such a body G exists [13].
Proof. This is well-known that in problem (b) it sufﬁces to consider irreducible families. Let A =
{Ai}mi=1 be an arbitrary irreducible family. Denote Bi = Ai for i = 1, . . . , m, and Bi = −Ai−m for i =
m + 1, . . . , 2m. For the family B = {Bi}2mi=1 we have ρ∞(B) = ρ∞(A). Deﬁne a family B˜ = {˜Bi}2mi=1
of operators in Rd+1 as follows. Let e ∈ Rd+1 be a unite vector, and the hyperplane H = e⊥ be its
orthogonal complement; then B˜ie = e, B˜iH ⊂ H, and B˜i|H = Bi, i = 1, . . . , 2m. Let us show that B˜ has
an invariant cone if and only if ρ∞(A) 1, from which the proposition follows. If ρ∞(A) 1, then,
sinceA is irreducible, there is a symmetric convex body G such that AiG ⊂ G for all Ai ∈ A. Therefore,
BiG ⊂ G for all Bi ∈ B, and hence the cone K = {t(e + x)|x ∈ G, t  0} is invariant for B˜. Conversely,
if B˜ has an invariant cone K , then either the set (K − e) ∩ H or (−K − e) ∩ H possesses a nonempty
interior. Let it be P = (K − e) ∩ H. This is a convex set, and BiP ⊂ P for all i = 1, . . . , 2m. Since for each
Bi ∈ B the operator −Bi is also in B, it follows that the set P = co{BiP, i = 1, . . . , 2m} is symmetric.
Moreover, P ⊂ (K − e) and 0 ∈ int P, since the family B is irreducible. If P is bounded, then for the
convex body P one has BiP ⊂ P for all Bi ∈ B, consequently ρ∞(B) 1, and hence ρ∞(A) 1. If P is
unbounded, then it contains a straight line, and therefore K is not pointed. 
Thus, all negative complexity results on the computing of the joint spectral radius are extended to
the problem of existence of invariant cones. The construction in the proof of Proposition 2 doubles the
number of matrices and raises the dimension by 1. Note that the computing of ρ∞ is equivalent to
distinguishing between two cases: ρ∞ < α and ρ∞ > α for any rational α (then the entire computa-
tion can be done by the double division). One takes any pair of matrices {A1, A2}, for which it is needed
to compare ρ∞ with some α ∈ Q, add the matrices−A1, −A2, multiply all the four matrices by 1/α,
and then add the last row (0, . . . , 0, 1) ∈ Rd+1 and the same last column to each matrix. Since the
problem of computing of ρ∞ is NP-hard for pairs of 0–1 matrices, we see that problem (a) is NP-hard
for four matrices, whose entries are either zeros or ± 1
α
or 1, where α is some rational number. The
existence of invariant cones does not depend on a multiplication of all matrices by positive constants.
Hence, it may be assumed that all entries are integers. Thus, we obtain
Theorem 2
(1) Problem (a) is NP-hard, even for families that consist of four matrices, whose entries take at most four
values: either zero or ±a or b, where a and b are some integers.
(2) Problem (a) is algorithmically undecidable for families of four matrices with integral entries.
Remark 2. These discouraging results, nevertheless, leave some opportunity for efﬁcient numerical
algorithms to solveproblem(a). First of all, theproof of Proposition2 constructs “bad” reducible families
of matrices, while the criterion of Theorem 1 deals with irreducible families. However, in our opinion,
the irreducibility assumption should not improve the situation. We conjecture that Theorem 2 holds
for irreducible families as well. Another argument is that the undecidability of the joint spectral radius
computation was established for high dimensions (starting with d = 47) [2]. So, for small dimensions
efﬁcient algorithms for solvingproblem(a)mayexist. In fact, ford = 2a complete solutionwasderived
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in [17]. Also, there may be algorithms that work not for all families of matrices, but for some classes
of families.
5. Approximate solution. Co-directional number
The high complexity of the invariant cones problem can be justiﬁed by the following argument:
the criterion of Theorem 1 requires to compute the exact value of ρ(A), but for most of families this
can be done only approximately. Is it possible to make use of the approximate evaluation of ρ? This
question seems to be naive, because the invariant cones problem admits only two answers: either yes
or no. Nevertheless, one can extend the problem as follows: how close is the familyA to a family with
an invariant cone? We are going to show that the distance between ρ and λmax gives the answer.
Denote by sp(B) the spectrum (the set of all eigenvalues) of an operator B, and by h(z, sp(B)) =
minu∈sp(B) |z − u| the distance from a point z ∈ C to the set sp(B) on the complex plane. For a given
family of operators A we call the value
τ(A) = 1
2
h(ρ(A), sp(A))/ρ(A)
the co-directional number of the familyA. Since ρ(A) ρ(A), it follows that the set sp(A) is contained
in the disc of radius ρ(A) centered at the origin, therefore 0 τ(A) 1 (this is the reason for 1
2
in the
deﬁnition). By Theorem 1 for an irreducible family τ = 0 precisely when it has an invariant cone (in
which case all the operators Ai are “co-directional”). It appears that if τ is close to zero, then there is a
family B close to A that has an invariant cone.
Let us ﬁrst introduce some notation. Let ‖A − B‖ = maxi ‖Ai − Bi‖ be the distance between
families A = {A1, . . . , Am} and B = {B1, . . . , Bm}. Without loss of generality it can be assumed that
m 2 and A does not contain zero operators. Since the existence of an invariant cone does not
depend on multiplications of the operators by positive constants, one can normalize the family A
dividing all the operators Ai by their norms. So, we consider only normalized families A, for which‖Ai‖ = 1, i = 1, . . . , m. Further, since we deal with irreducible families, we need to measure their
irreducibility. There are at least two approaches for that [9,14], we use one proposed in [9]. As a
measure of irreducibility one deﬁnes the following parameter:
χ(A) = min‖x‖=1max{r  0|Sr ⊂ co{Bx,−Bx|B ∈ A
d−1}},
where co(·) denotes the convex hull and Sr is the ball of radius r centered at the origin. Thus, χ
equals to the largest r such that the convex hull of the set {±Bx|B ∈ Ad−1} contains Sr for every
x ∈ Rd, ‖x‖ = 1. The family is irreducible iff χ(A) > 0 [9]. For any m 2 and r > 0 we write Qm,r
for the set of all normalized families ofm operators in Rd, for which χ  r.
Proposition 3. For any m 2, r > 0 there is a continuous increasing function ϕm,r(·) = ϕ(·) deﬁned on[0,+∞) such thatϕ(0) = 0 and for any familyA ∈ Qm,r there existsB ∈ Qm,r that possesses an invariant
cone and ‖B − A‖ϕ(τ), where τ = τ(A).
Proof. Assume the contrary: there is ε > 0 and a sequence of families {A(k)}k∈N ⊂ Qm,rsuch that
τ(A(k)) → 0 as k → ∞ and for every k there is no family B, which has an invariant cone and ‖A(k) −
B‖ ε. Since the set Qm,r is compact, passing to a subsequence we may assume that A(k) converges
to some family A(∞) ∈ Qm,r as k → ∞. Since the function λmax(·) is continuous, and ρ(A) is a
continuous function of the family at any pointA, whereA is irreducible [16], it follows that τ(A(k)) →
τ(A(∞)).Whence,τ(A(∞)) = 0, thereforeA(∞) hasan invariant cone.However,‖A(k) − A(∞)‖ → 0
as k → ∞, which contradicts the assumption. 
Thus, if τ(A) is small, then A is close to a family with an invariant cone. In other words, any
normalized irreducible family with a small parameter τ can be slightly perturbed to get an invariant
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cone. To estimate τ(A) for a given family A it sufﬁces to evaluate ρ(A). There is an algorithm for
approximate computation of the Lp-spectral radius for any p 1 [14]. We brieﬂy describe it for our
case p = 1, the interested reader can ﬁnd the details in [14].
A numerical algorithm for computing ρ(A).
Weare given a normalized (in the Euclidean norm) irreducible family ofmatricesA. For an arbitrary
ε ∈ (0, 1) we take a set of points {aj}Nj=1 that constitute an ε-net on the Euclidean unit sphere. Such
sets can be efﬁciently constructed, and N  Cdε1−d, where Cd is a constant (see, for instance, [10]). For
any i = 1, . . . , m and j = 1, . . . , N we deﬁne the index s = s(i, j) ∈ {1, . . . , N} as follows: if Aiaj /= 0,
then s is such that
∥∥∥ Aiaj‖Aiaj‖ − as
∥∥∥ ε; if Aiaj = 0, then s is arbitrary. Now deﬁne an N × N-matrix
Ri : (Ri)sj = (Aiaj, as), where s = s(i, j), j = 1, . . . , N, all other entries are zeros. Thus,wehave a family
R = {R1, . . . , Rm} of N × N-matrices. All their entries are nonnegative, and each column contains at
most one positive element. Then the value λmax(R) approximates ρ(A) with the relative precision at
most d
χ2(A) ε [14].
The matrix R is nonnegative and sparse (each column contains at most m positive entries). There
are efﬁcient methods for computing λmax for such matrices, even for very large size N (see [23] for a
survey). Since N growth exponentially with d, the algorithm is applicable for small dimensions d.
6. Open problems
Problem 1. Is Theorem 2 true for irreducible families of matrices?
We conjecture that Problem 1 has an afﬁrmative answer, and the problem of existence of invariant
cones is undecidable for irreducible families of matrices with integral entries. In view of Theorem 1
this would imply that the problem: “whether ρ(A) 1?” is undecidable for matrices with rational
entries. The next problems concern Section 5.
Problem 2. What estimations can be derived for the function ϕ? If τ(A) is small, how to ﬁnd a close
family B with an invariant cone?
Problem 3. What are other possible algorithms to estimate ρ(A)?
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