This paper asks whether integrating multimodal EEG and fMRI data offers a better characterisation 25 of functional brain architectures than either modality alone. This evaluation rests upon a dynamic 26 causal model that generates both EEG and fMRI data from the same neuronal dynamics. We 27 introduce the use of Bayesian fusion to provide informative (empirical) neuronal priors -derived 28 from dynamic causal modelling (DCM) of EEG data -for subsequent DCM of fMRI data. To 29 illustrate this procedure, we generated synthetic EEG and fMRI timeseries for a mismatch negativity 30 (or auditory oddball) paradigm, using biologically plausible model parameters (i.e., posterior 31 expectations from a DCM of empirical, open access, EEG data). Using model inversion, we found 32 that Bayesian fusion provided a substantial improvement in marginal likelihood or model evidence, 33 indicating a more efficient estimation of model parameters, in relation to inverting fMRI data alone. 34 We quantified the benefits of multimodal fusion with the information gain pertaining to neuronal and 35 haemodynamic parameters -as measured by the Kullback-Leibler divergence between their prior and 36 posterior densities. Remarkably, this analysis suggested that EEG data can improve estimates of 37 haemodynamic parameters; thereby furnishing proof-of-principle that Bayesian fusion of EEG and 38 fMRI is necessary to resolve conditional dependencies between neuronal and haemodynamic 39 estimators. These results suggest that Bayesian fusion may offer a useful approach that exploits the 40 complementary temporal (EEG) and spatial (fMRI) precision of different data modalities. We 41 envisage the procedure could be applied to any multimodal dataset that can be explained by a DCM 42 with a common neuronal parameterisation. 43 Keywords: Multimodal data, Bayesian belief updating, dynamic causal modelling, canonical microcircuit neural 44 mass model, information gain 45 86 about neuronal and haemodynamic parameters. Therefore, we instead perform multimodal Bayesian 87 fusion, in which the (posterior) estimates of the parameters from one imaging modality are used as 88 the priors for the other. This enables all parameters to be informed by both the M/EEG and fMRI data.
(~16 ms) (Friston et al., 2017). All the above parameters, which we collectively refer to the neuronal 187 parameters (see Table 1 ), are free parameters of the model that can be estimated during model 188 inversions for both EEG and fMRI data. 189 [Insert Table 1 about here] 190 191 The left panel of Fig. 1 shows the modality specific observation models corresponding to EEG 192 and fMRI data. For EEG, the observation model is a spatial linear mapping that transforms the 193 estimated source (neuronal) activities ( ) into the EEG sensor (scalp) data ( ). This mapping or 194 matrix operator is called the lead field (! " ) -and is determined by some spatial parameters 195 including three location and three orientation (or moment) parameters ! " = (! $%& , ! '%' ) ( 
253
In the following sections, we perform systematic numerical analyses to quantify any increase in 254 the efficiency of parameter estimation by using Bayesian fusion of EEG and fMRI relative to 255 unimodal inversion of fMRI data alone. In brief, we first simulate synthetic EEG and fMRI 256 timeseries under the same task and neuronal model. We then implement two inversion schemes for 257 synthetic multimodal data, corresponding to Bayesian fusion (following the pipeline above) and 258 inversion using only fMRI data. Finally, we introduce information gain to quantify the relative utility 259 of each modality and the data assimilation enabled by Bayesian fusion.
261
Simulations: multimodal data for mismatch negativity paradigm 262 We simulated EEG and fMRI timeseries for a mismatch negativity (or auditory oddball) 263 paradigm that has been extensively explored using DCM under the mechanism hypothesis of For the generation of synthetic EEG, in addition to the neuronal parameters, we specified EEG 307 spatial parameters using the lead field employed in the above DCM analysis of empirical data. These 308 included three location and three orientation parameters for each source (the values of these spatial 309 parameters are shown in Fig. 2B ). The experimental (auditory) driving input was modelled as a 310 Gaussian shape function of peristimulus time (see Fig. 2A ). Finally, we used the forward model of 3A.
317
Synthetic fMRI data were generated using the same neuronal parameters by specifying the 318 timing of events in a simulated event-related fMRI of the auditory oddball paradigm, as well as a set 319 of appropriate haemodynamic parameters. To ensure the synthetic multimodal data corresponded to 320 the same experimental paradigm (and the two data modalities were generated by the same neuronal 321 responses), we used the EEG mismatch negativity paradigm to derive an event-related auditory 322 oddball paradigm for fMRI. More precisely, we read the trial definition file of the empirical EEG 323 data to recover the stimulus onset times (SOTs) of all events (80% of standard events and 20% of 324 oddball events in a pseudo-random sequence, with inter-stimulus interval of 1.5 s, see Fig. 2A ). We by all auditory stimuli, the modulating effects were restricted to oddball events. We modelled the 328 driving input as a stick function encoding the SOTs of all events, and encoded the modulatory input as a box-car function (a box-car function allowed the changes in connectivity to persist for the 330 duration of neuronal transients) following the SOTs of oddball events (see Fig. 2A ). The TR was set 331 to 1.7 s to emulate a typical repetition time. The haemodynamic parameters were sampled from their 332 prior densities in Table 2 , which included 12 neurovascular coupling parameters denoted by 3 and 11 333 haemodynamic parameters denoted by 4 for the five regions (the values are shown in Fig. 2B ).
334
After specifying the experimental inputs, the neuronal parameters and the haemodynamic parameters, 335 we generated BOLD responses in the five regions. We then added appropriate level of observation 
Model inversion schemes: Bayesian fusion vs. fMRI only inversion 346
In this section, we focused on the comparison of fMRI inversion with and without Bayesian 347 fusion. We first performed Bayesian fusion using both synthetic EEG and fMRI data. Our procedure 348 comprised the following two steps: 2. Specification of priors for fMRI: we specified the connectivity model (Fig. 2B ), and the 366 uninformative priors over haemodynamic parameters ( Specification of priors for fMRI: we specified the connectivity model (the connectivity 384 architecture shown in Fig. 2B ), and the uninformative priors over neuronal and haemodynamic 385 parameters according to Table 1 and Table 2 , respectively.
387
Model inversion of fMRI: we conducted a DCM analysis for fMRI using the above priors and distributions, we can then quantify the information gain with respect to the neuronal and 423 haemodynamic parameters separately. In more detail, we evaluated the following information gain: KL divergence from original priors to posteriors given both EEG and fMRI data, to quantify the 440 total information gain afforded by fusing both modalities. We denoted this set of KL divergences 441 as 2], 2] Z and 2] 4 .
443
We used these information gain expressions to quantify the amount of information contained in 444 fMRI, EEG and their fusion. One expects 2] to be greater than 2Y, reflecting the fact that the 445 fusion of both modalities should be informative than a single modality. Moreover, based on our 446 previous assumption that EEG would be more informative than fMRI -with respect to neuronal 447 parameters -we would expect 2[ Z to be greater than 2Y Z . If Bayesian fusion accounts for 448 conditional dependencies between neuronal and haemodynamic parameters, a better estimate of 449 haemodynamic parameters would be obtained -as reflected here by an expected greater value of 450 2\ 4 than 2Y 4 . We report the information gain using bar charts, as shown in Fig. 7 .
452

Results
453
The simulated multimodal data 454 The simulated multimodal data are shown in Fig. 3 , which reproduce plausible responses to the In this paper, we evaluated the contribution of multimodal EEG and fMRI data for estimating 554 neuronal architectures using the canonical microcircuit DCM. In summary: 1) we created biologically 555 plausible (based on empirically determined parameters) simulations of multimodal neuroimaging 556 data (i.e., EEG and BOLD responses, see Fig. 3 ) under the same paradigm (i.e., the mismatch 557 negativity paradigm, see Fig. 2 ). Crucially, these multimodal data were generated using a common neuronal architecture (Fig. 1) . 2) We simulated neuronal responses (i.e., pre-synaptic inputs) and 559 ensuing neurovascular signal, which encoded how experimental effects (i.e., driving and modulatory 560 inputs) were probably expressed at the synaptic level (see Fig. 4 ). 3) Comparative analyses showed 561 that Bayesian fusion furnished better model parameter estimation, which was reflected by increases 562 in free energy (i.e., log model evidence), a better match between real and predicted BOLD signals 563 (see Fig. 5 ), and a reduction of posterior variance, indicating a shrinkage of uncertainty about model 564 parameters (see Fig. 6 ). 4) Information gain provided quantitative evidence that Bayesian fusion 565 could leverage conditional dependencies between neuronal and haemodynamic parameters; thereby 566 evincing a synergetic resolution of uncertainty about model parameters (see Fig. 7 ). of free energy to a much lower value compared with that in Bayesian fusion (see Fig. 5 ), suggest that 598 in some cases the parameter estimation of canonical microcircuit DCM is inefficient given merely 599 fMRI data and without the empirical priors afforded by EEG. Interestingly, the complexity part of 600 (log) evidence is exactly the information gain used to assess the contribution from different data 601 modalities above. Heuristically, informative data 'pulls' the posterior density -over unknown 602 parameters -away from the prior density to provide an accurate account of the data (i.e., maximise 603 model fit). In other words, the accuracy 'pays for' a complexity cost, which is the information gain.
604
Model evidence is therefore the difference between the accuracy and complexity or information gain. The information gain afforded by different modalities have a useful quantitative interpretation.
606
They are measured in natural units (nats) that can be converted into bits by multiplying with log (a).
607
One bit of information allows us to say whether a particular parameter is high or low. For example, 608 the information gain about the neuronal parameters, given the EEG data (i.e., D2 N ) is about 487 bits.
609
If we distribute this information over the 74 neuronal parameters, this suggests that we gain about six 610 bits of information about each parameter. In other words, we could place the strength of each 611 connection or synaptic rate constant in one of six 'bins'. The information gain -afforded by Bayesian 612 fusion -about the haemodynamic parameters (i.e., D3 H ) is about 31 nats or 45 bits. Given we used 613 23 haemodynamic parameters; this corresponds to about two bits per parameter (see Fig. 7 ).
614
Some readers may wonder why inverting the canonical microcircuit DCM using just fMRI 
631
The Bayesian fusion approach adopted in this paper rests on the fact that "both EEG and BOLD Having said this, the pipeline described in this paper is sufficiently robust to violations of the Laplace 648 assumption for our purposes; namely, to quantify the information gain afforded by Bayesian fusion. 2015), will be needed.
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