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Abstract—This paper focuses on the problem of Semi-
Supervised Object Detection (SSOD). In the field of Semi-
Supervised Learning (SSL), the Knowledge Distillation (KD)
framework which consists of a teacher model and a student
model is widely used to make good use of the unlabeled
images. Given unlabeled images, the teacher is supposed to
yield meaningful targets (e.g.well-posed logits or soft labels)
to regularize the training of the student. However, directly
applying this type of method in SSOD has the following
obstacles. (1) Teacher and student predictions may be very close
which limits the upper-bound of the student, and (2) the data
imbalance dilemma caused by dense prediction from object
detection hinders an efficient consistency regularization between
the teacher and student. To solve these problems, we propose
the Temporal Self-Ensembling Teacher (TSE-T) model on top
of the KD framework. Differently from the conventional KD
based methods which keep the teacher constant, we devise a
temporally updated teacher model. First, our teacher model
ensembles its temporal predictions for unlabeled images under
varying perturbations. This type of data augmentation is widely
used as an effective manner to improve prediction accuracy.
Second, our teacher model ensembles its temporal model
weights by Exponential Moving Average (EMA) which allows
the teacher gradually learn from student to enhance itself.
This additionally lets the teacher model temporally diverse.
The above self-ensembling strategies collaboratively lead to
better teacher predictions for unblabeled images. Finally, we
use focal loss to formulate the consistency regularization term
to handle the data imbalance problem in SSOD, which is a
more efficient method to make full use of the useful information
from ublabeled images than a simple hard-thresholding strategy
which solely preserves confident predictions. Evaluated on the
widely used VOC and COCO benchmarks, our method has
achieved 80.73% and 40.52% (mAP) on the VOC2007 test set
and the COCO2012 test-dev set respectively, which outperforms
a strong baseline, the fully-supervised detector, by 2.37% and
1.49%. Furthermore, our method sets the new state state of
the art in SSOD on VOC benchmark which outperforms the
baseline SSOD method by 1.44%. The source code of this work
is publicly available at http://github.com/SYangDong/tse-t.
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I. INTRODUCTION
Object detection is the cornerstone of computer vision, as
many high level vision tasks fundamentally rely on the ability
to recognize and localize visual objects. Object detection thus
touches many areas of artificial intelligence and informa-
tion retrieval, such as image search, data mining, question
answering, autonomous driving, medical diagnosis, robotics
and many others [1]–[5]. The recent resurgence of interest
in artificial neural networks, in particular deep learning, has
tremendously advanced the field of generic object detection,
and in the past few years a large number of detectors [1], [6]–
[12] have sprung up to improve the detection performance
from some aspects like accuracy, efficiency or robustness.
Current state of the art detectors [6]–[8], [10], [12] are
learned in a fully supervised fashion, which requires large
scale labeled data with many high quality object bounding box
annotations or even segmentation masks. Gathering bounding
box annotations or segment masks for every object instance is
time consuming and expensive, especially when the training
dataset contains a huge number of images or even videos, as it
requires intensive efforts of experienced human annotators or
experts (e.g., medical image annotation) [1], [13]–[16]. Fur-
thermore, manual bounding box/segmentation mask labeling
may introduce a certain amount of subjective bias. In addition,
the generalizability of fully supervised detectors is limited. By
contrast, there are massive amounts of unlabeled images which
are acknowledged valuable, and the key is how to make good
use of them [17]–[22], [22]–[24]
The time consuming and expensive annotation process of
accurate bounding boxes of object instances is sidestepped
in Weakly Supervised Object Detection (WSOD), which only
utilizes image level annotations that show the presence of in-
stances of an object category [25]–[27]. WSOD methods may
achieve a relatively good performance if provided with a large
number of image level annotations, however the performance
is hardly competitive to their fully supervised counterparts.
Considering a generic situation in object detection, we have
a limited number of labeled images [13], [14], but a huge
number of unlabeld images (e.g., the massive amounts of
unlabeled image available from the Internet). Thus, Semi-
Supervised Learning (SSL), which falls between supervised
and unsupervised learning, has shown promising results to
reduce the gap between. SSL has been extensively studied in
image classification problem [28]–[31], while it has received
significantly less attention in object detection. In this work,
our main focus is SSL for object detection.
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Fig. 1. The Framework of the Proposed TSE-T Model for SSOD. At training time, unlabeled images under various perturbations (transformations
like horizontal flip) are predicted by a consecutive teacher models. The results are then aligned and ensembled to obtain the teacher predictions which are
subsequently used as targets to regularize the training of the student model. We keep the teacher model evolved using EMA which results in temporally
diverse teacher model (represented as EMA model). At inference time, the trained student model is deployed for object detection for unseen images.
Classical deep learning based SSL methods use the max-
imum predictions for unlabeled images as pseudo labels to
improve the classification performance of the neural networks
[31]. The recently developed Knowledge Distillation (KD)
[32], [33] aims at training a light weight student model
regularized by a cumbersome teacher model, which was
originally used for deep model compression but later widely
used to solve SSL problems. Quite a few KD based SSL
methods have been proposed [17], [34]–[36], and the key
to these methods is to construct a well-performed teacher to
obtain stable and reliable predictions when giving unlabeled
images during training. The teacher predictions for unlabeled
images can be used as targets (well-posed logits or soft
labels) to regularize the training of the student in order to
obtain similar predictions on the unlabeled images, yielding
a well-trained student to approach the performance of the
teacher. This can be implemented by using the consistency
regularization between the teacher and student predictions
which routinely takes the form of Mean Squared Error (MSE)
loss.
So far, however, only a limited number of works have
applied similar ideas in a more challenging task, like SSOD
[19], [37]. The main challenges are as follows. (1) The
conventional SSL methods are devised to solely handle a
unique prediction per image. As for the object detection which
is a more complicated task to identify objects category and
localize them simultaneously, a teacher model from SSL thus
may produce very close predictions as the student model. [17],
[36]. The risk behind is that the performance improvement
of the student may be limited using unlabeled images. (2)
The predictions in object detection are rather dense during
training because an object is probable to present at every
location in an image. This issue is easy to handle in supervised
object detection because a unique ground-truth is provided.
However, this is difficult to tackle for SSOD because the
teacher predictions takes the role to provide “annotation” for
student model and these “annotations” may lead to severe
data imbalance problem. Therefore, a direct adaptation of
the commonly used consistency regularization term from SSL
to SSOD is hampered. A recent method named Consistency
based Semi-supervised Learning for Object Detection (CSD)
[19] tackles this problem by simply thresholding out the low
confident predictions. However, there are several limitations
of this work. (1) The teacher and student are identical which
may result in similar predictions for the unlabeled images.
(2) The simple thresholding-out strategy may ignore useful
information from unlabeled images.
In this work, we aim at a simple but generic solution to
alleviate the above issues, further improving the SSOD. To
this end, we propose the Temporal Self-Ensemble Teacher
model, coined TSE-T. We show the framework of our method
in Fig.1. TSE-T model is devised on top of the KD framework
which consists of a teacher and a student model. Both the
teacher and student are initiated from a pre-trained detection
network using fully supervised manner. At training time, given
unlabeled images, the teacher first obtains the predictions for
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both category and localization of all possible objects present-
ing in the images. The student also obtains its detections
for the unlabeled images. In KD framework, the teacher
predictions are used to regularize the training of the student,
which is implemented by using the consistency regularization
between the teacher and student predictions. At inference time,
the trained student model is deployed for the object detection
in unseen images.
Our TSE-T model is an efficient and effective training
approach using unlabeled images in SSOD, which includes
the following novelties.
(1) Differently from the original KD based methods [20],
[32] which keep the teacher constant, our TSE-T first ensem-
bles its temporal predictions for the unlabeled images under
various perturbations (random transformations like horizontal
flip). This type of data augmentation strategy has been used
to effectively improve the prediction accuracy in SSL [36];
Second, our TSE-T model uses Exponential Moving Average
(EMA) to gradually update the teacher model weights which
allows the teacher to learn from the student to enhance itself.
This leads to the temporally diverse teacher model during
training. The self-ensembling of temporal teacher predictions
and the self-ensembling of the temporal teacher model weights
together increase the data and model diversity, thus yielding
stable and reliable teacher predictions for unlabeled images
which consequently are used as better targets to train the
student.
(2) In order to avoid using hard-thresholding and preserve
useful information from unlabeled images as much as possible,
we employ the customized detection loss, i.e.the focal loss [7]
to formulate the consistency regularization between teacher
and student predictions. The focal loss rewards the hard
examples but penalizes easy negatives which dramatically
simplifies and improves the usage of the unlabeled images
in SSOD.
We have evaluated the performance of our TSE-T model on
two standard large scale benchmarks VOC and COCO. Both
evaluation results have shown that TSE-T model can obtain
remarkable improvements compared to its lower-bound, the
fully-supervised detection model only using labeled images.
Specifically, the mAP of our method achieves 80.73% and
40.52% on VOC2007 test set and COCO2012 test-dev set
respectively, outperforming the baseline by 2.37% and 1.49%.
It should noted that our method sets the state of the art
performance in SSOD on VOC2007 benchmark.
We summarize our contributions as follows:
1 We formally employ the KD framework in SSOD task
which constructs a well-trained teacher to regularize the
training of a student using unlabeled images.
2 We propose TSE-T model which simultaneously ensem-
bles the temporal predictions and model weights. Our
method produces better targets to train the student but
does not significantly increase computational complexity.
3 We use focal loss to solve the data imbalance problem,
which simplifies the usage of unlabeled images in SSOD.
The rest of the paper is organized as follows. We review
related works in Section II. We elaborate the proposed method
in Section III. We describe experimental results in Section IV.
Finally, in Section V we conclude our work and present several
potential directions for future work.
II. RELATED WORKS
In this section, we review the related topics to our work,
including object detection (Section II-A), semi-supervised
learning models (Section II-B) and model ensemble (Section
II-D).
A. Object detection
Object detection is one of the most active research topics in
computer vision community [38]. There have been developed
hundreds of well-performed detectors. In this work, we focus
on the generic object detection models using deep learning [1].
The pioneered work R-CNN used the deep learning methods
to extract features in the conventional object detection pipeline
[39]. The fast-rcnn [40] and faster-rcnn [6] initiated the study
on typical two-stage detectors which successfully implemented
the object detection with an end-to-end deep learning ar-
chitecture. The FPN [41] and RetinaNet [7] improved the
feature representation for object detection by using a decoder-
like feature pyramid. To be continued, one-stage detectors,
including DenseBox [42] and SSD [10], were developed,
which generate dense predictions using fully convolutional
neural networks. This type of methods are much faster, one
extraordinary trend of which refers to as the YOLO [9], [43],
[44]. The mask-rcnn [8] proposed the multi-task network inte-
grating the object detection and semantic segmentation which
reformatted the instance segmentation. All the above methods
are using the popular anchor boxes to encode the object
bounding box leading to a translation-invariant detection and
relieve the difficulty of regression. Recent developed anchor-
free detectors [11], [45]–[47] reformulated the object detection
as a key points detection and grouping task. This line of
object detection methods reduces the quantity of output but
still achieves comparable performance.
B. Semi-supervised learning
The semi-supervised learning (SSL) is one important cat-
egory of machine learning techniques [28]–[30], which aims
to train a machine learning model by using a limited number
of labeled data and a large amount of unlabeled data. The
key to the semi-supervised learning models is to obtain a
better prediction on the unlabeled data. Since the emergence
of knowledge distillation network [32], the semi-supervised
learning has been reshaped based on the teacher-student model
architecture. A well-posed prediction for the unlabeled data
becomes possible using a cumbersome teacher model, and the
result is used to guide the training of a light-weighted student
model. The Γ model devised one clean branch and one noisy
branch, which learned an auxiliary mapping between the two
branches for denoising [34]. The Π model tried to stabilize
the predictions obtained from stochastic data transformation
and network perturbations. The subjective was to minimize
the predictions difference of the same data when introducing
various stochastic transformations and passing the data through
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Fig. 2. A Detailed Graphical Illustration for the Proposed TSE-T Model. Our method is made on top of the KD framework which consists of a teacher
and student model. Our TSE-T model is devised to simultaneously ensemble the temporal predictions and ensemble model weights from the student, yielding
better predictions which are then used as the target to guide the training of the student. We use orange bounding boxes to indicate our main contributions.
perturbed networks. The temporal ensembling model improved
the prediction for the unlabeled data by accumulating the
predictions during training [36]. The ensembling of multiple
networks have been proved to be an effective strategy to
produce more accurate predictions [48]. In the field of SSL,
the temporal self-ensembling during training may provide with
better predictions for the unlabeled images which can be
used better targets to train the student. Instead of ensembling
the predictions, the mean teacher model [17] ensembled the
temporal teacher model weights and the student model weights
to yield a dynamic teacher model that can learn from the
student. This resulted in a temporally evolved teacher model,
so the predictions of unlabeled images from the teacher and
student model became diverse which benefited the training of
the student.
C. Semi-supervised object detection
A successful trial on semi-supervised object detection using
deep learning techniques was the CSD model which adapted
the Π model to construct the consistent regularization for
the detection of the unlabeled image and its augmentation.
The CSD was evaluated on VOC dataset and achieved the
state-of-the-art performance. A very recent semi-supervised
method developed a proposal-based learning scheme for two-
stage object detectors [37]. For the original data and its
noisy counterpart, the method used a self-supervised proposal
learning module to learn consistent perceptual semantics in
feature space and consistent predictions. The method was
only evaluated on COCO dataset and has achieved similar
results compared to the omni-supervised object detection [20].
Our work bears a certain resemblance to the omni-supervised
object detection. This work used two-stage detectors as detec-
tion model and proposed a bounding box voting strategy to
generate the a hard-label teacher prediction. Compared to this
work, our method is prioritized in the following aspects. (1)
Our method keeps the teacher model dynamic to learn from
the student by ensembling its temporal model weights and
the student model weights. Such model weights ensembling
method ensures the diversity of the teacher model, together
with the predictions ensembling improving the predictions for
unlabeled images. (2) Instead of using hard-label as target
to train the student, our method uses soft-label to retain the
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information from the unlabeled images as much as possible,
which is more informative and efficient to train the student
[33]. (3) We use focal loss to solve the data imbalance problem
caused by dense predictions in SSOD.
D. Model ensembling
Model ensembling is an efficient method to improve the
performance of a machine learning system because different
model holds distinct generalizbility for the same data and an
ensemble of multiple models jointly enhance the generaliza-
tion ability of the whole system. Such methods are widely used
in various computer vision applications, for example, in large
scale image recognition [48]–[51]. Model ensembling often
employs multiple models that are either trained with different
initialization state or configured with different architectures.
As for the SSL which uses a teacher-student framework, a
drawback of applying the multiple models ensembling is that
the computation complexity increases dramatically for both
training and inference. To address this issue, the temporal self-
ensembling models have been studied [18], [36], [52]. This
type of methods takes advantages of self-ensembling which
aggregates the model weights or a sequential predictions from
the latest training epochs. The involvement of a single model
during training naturally reduces the computation complexity
and model size compared to the previous ensemble methods.
III. METHODOLOGY
In this section, (1) we formalize the definition of SSOD in
Section III-A. (2) We reasoning the choice of the detection
network in Section III-B. (3) We elaborate the proposed TSE-
T model in Section III-C, specifically including the tempo-
ral predictions self-ensembling (Section III-C1, the temporal
model weights self-ensembling (Section III-C2), and the loss
functions (Section III-C3).
A. Problem definition
We first summarize the workflow of our SSOD system as
detailed in Fig. 1. Based on the KD framework, our system
consists of a teacher model and a student model, both of which
are initiated from a typical one-stage detection model like
the RetinaNet [7] and are pretrained using a fully supervised
fashion on a certain amount labeled images. When giving
unlabeled images, the teacher model obtains its predictions of
category and localization for all possible objects in the images.
These predictions are used as targets to guide the training of
the student model. On the other words, the teacher distills the
knowledge from the unlabeled images to the student. It should
be noted that the labeled images are also used to leverage the
training of the student model in a fully supervised manner.
We omit this supervised part from Fig. 1 for an easy read.
At inference time, the trained student model has achieved to
the performance of the well-performed teacher model which
is deployed to detect objects in unseen images.
Next, we formally define the SSOD. For a dataset D =
{(I(i),y(i)}, i ∈ [1, N ], we use I to represent an image and
use a vector y∗ = [l∗, y∗] to denote the location of a labeled
object and its associated category, where l∗ = [c∗x, c
∗
y, w
∗, h∗]
represent the object center, height and width of the object
bounding box; y∗ ∈ [1, C] is the class of the object. For an
unlabeled image, we use the teacher prediction as the target
(“pseudo” label) represented as yT = [lT , pT ], where lT =
[cTx , c
T
y , w
T , hT ] is the estimated location of an object and pT
is the classification probability.
In SSOD, we aim to promote the performance of the
student model regularized by the teacher model using the
unlabeled images from D. Here, we define such regularization
between the teacher and student predictions as the consistency
regularization E[yS ,yT ], where yS = [lS , pS ] is the student
prediction. For the labeled images, we use E[yS ,y∗] to denote
the standard supervised loss. The objective of the SSOD is to
optimize the student model to minimize both the consistency
loss using unlabeled images and the supervised loss using the
labeled images.
B. Baseline Detector
In object detection, there are two main classes of models,
one-stage detector [7], [9], [10] and two-stage detector [6],
[8], [53]. The main distinction is that the two-stage detector
employs the region proposal network (RPN) to extract a
large number of generic object candidates regardless of their
fine-grained categories. Next the non-maximum suppression
(NMS) merges the spatially duplicated prediction candidates
with a certain amount of overlap. However, the operation of
NMS before fine-grained detection is harmful to our settings.
The SSOD attempts to preserve the predictions as many
as possible for each default location. The intuition behind
is that the objective of our TSE-T is to synchronize the
learning of the student model and the teacher model, so
that the student model can approach the performance of a
well-educated teacher model. If the NMS is applied before
the fine-grained object detection both in teacher and student
model, many confident predictions may be suppressed and the
knowledge distillation from the teacher may deteriorate the
generalizability of the student model for those predictions.
Therefore, in this work, we choose to use the one-stage
detector as our detection network, for example, the RetinaNet
[7], considering its superior performance as a challenging
baseline method. It should be noted that our TSE-T model
holds its generalizability in SSOD, because it easy to embed
the TSE-T model in other typical one-stage detectors.
C. TSE-T Model
In this section we elaborate the TSE-T model and we show
a detailed graphical scheme in Fig. 2.
1) Temporal teacher predictions self-ensembling
The key to our TSE-T model is to obtain better teacher
predictions for unlabeled images to provide a sound target,
i.e. a well-posed logits or soft labels to regularize the training
of the student model. In this way, the student model will be
able to generalize the unlabeled images and approximate the
performance of the well-performed teacher model. We achieve
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this firstly by the temporal teacher predictions self-ensembling
which aggregates the consecutive teacher predictions from the
latest training epochs. In order to enhance the data diversity,
we use random image transformation, such as horizontal flip,
for each mini-batch during training. This produces a large
number of data combination for the unlabeled images to
improve the teacher predictions when employing the temporal
teacher predictions self-ensembling.
Specifically, at training time, given an unlabeled image I ∈
D, we retrieve its previous teacher predictions from the last N
epochs yT1 , · · · ,yTN . The TSE-T model obtains the current
teacher prediction of I by averaging of these predictions:
yT =
1
N
N∑
i=1
yTi , (1)
which can be separately denoted as the self-ensembling of
the localization and classification.
lT =
1
N
N∑
i=1
lTi ,
pT =
1
N
N∑
i=1
pTi
(2)
Due to the employment of the data augmentation, we need
to align the predictions before ensembling. We implement this
by tracing the image orientation during augmentation and flip
the predictions back to the original image reference. We have
a hyper-parameter N in our method, which determines how
far we will retrieve the historical predictions. In our method,
we set N = 5 for memory constraints.
2) Temporal model weights self-ensembling
In the original temporal ensembling model [18], the teacher
and student predictions for unlabeled images are from the same
model, which may lead the teacher and student predictions be
very close in SSOD. Therefore, our TSE-T model proposes a
temporally updated teacher model which is devised as the tem-
poral teacher model weights self-ensembling. We implement
this by aggregating the historical teacher model weights and
the current student model weights using a momentum term
formulated as follows:
wTt = αw
T
t−1 + (1− α)wSt (3)
where wTt and w
T
t−1 denote teacher model weights at current
and last training step; wSt denotes the student model weights
updated at current training step. α is a momentum parameter
to leverage the contribution of previous teacher model weights
and current student model weights in updating the current
teacher model. We set α = 0.99 for a smoother evolution
of the teacher model [21]. Such model weights ensembling
method is also referred to as Exponential Moving Average
(EMA). So in Fig. 2, we represent the temporal teacher model
weights self-ensembling as EMA model for simplification. The
TSE-T model is more advantageous than the teacher model in
previous methods because it gradually learns from the student
model to enhance itself.
3) Loss functions
Total loss: As described in Section III-A, we use E[yS ,y∗]
and E[yS ,yT ] to represent the training objectives for labeled
and unlabeled images. We integrate the two terms to formulate
the total loss.
L = E [yS ,y∗]+ µ1E [yS ,yT ] (4)
We use the hyper-parameter µ1 to leverage the contribution
of the supervised and unsupervised loss, which will be detailed
in Section IV.
Detection loss: The training objective of object detection
is to minimize the prediction errors both for classification and
localization. So, we specify the above two objectives as:
E
[
yS ,y∗
]
=
1
M1
∑
(Lsupcls + µ2Lsuploc )
E
[
yS ,yT
]
=
1
M2
∑
(Lconcls + µ2Lconloc )
(5)
where Lsup(·) and Lcon(·) denote the supervised loss for the
labeled images and consistency loss (unsupervised loss) for
the unlabeled images. M1 and M2 are the total predictions
in labeled and unlabeled images. The hyper-parameter µ2
balances the contribution of the classification and localization
loss to the total loss, which will be specified in Section IV.
Classification as focal loss: In our method, we use focal
loss to solve the data imbalance problem during training in
SSOD. The employment of focal loss has another advantage
that aligns the definition of the supervised and unsupervised
loss, separately formulated as:{Lsupcls = −(1− pS)γ log(pS)
Lconcls = −(|pT − pS |)γpT log(pS)
(6)
The loss functions retain the form of the standard cross
entropy loss, where pT and pS are the teacher prediction and
student prediction respectively for the object class.
Localization as Smooth L1 loss: As for the localization,
we introduce the Smooth L1 loss both for the supervised
localization loss and consistency localization loss.{Lsuploc = smoothL1(l̂S − l̂∗)
Lconloc = smoothL1(l̂S − l̂T )
(7)
where l̂∗, l̂S and l̂T are the offsets from the ground-truth,
student prediction and teacher prediction to the anchor boxes
respectively. We provide an example for the computation of
the offsets using the teacher prediction lT = [cTx , c
T
y , w
T , hT ].
ĉTx =
(
cTx − dcx
)
/dw
ĉTy =
(
cTy − dcy
)
/dh
ŵT = log
(
wT /dw
)
ĥT = log
(
hT /dh
)
(8)
where d = [dcx , dcy , dw, dh] is the localization of one
anchor box, and l̂T = [ĉTx , ĉ
T
y , ŵ
T , ĥT ] is the normalized
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Algorithm 1 Pseudocode of TSE-T model
f # Student model
fEMA # EMA model
wS # Student model weights
wT # EMA model weights
D # Training dataset
y∗ # Ground-truth for labeled images
for K in epochs do
D → D˜ # data augmentation
for t in num-mini-batches do
ySt = f(D˜t)
if D˜t is unlabeled then
# Retrieve and align teacher predictions in last N epochs
[yT1t , · · · ,yTNt ] = fA([yT1t , · · · ,yTNt ])
# Temporal teacher predictions self-ensembling in Eq. 1
yTt =
1
N
∑N
i=1 y
Ti
t
end if
# Compute total loss using Eq. 4
L = E [ySt ,y∗t ]+ µ1E [ySt ,yTt ]
# Update student model weights by standard SGD
Update: wSt = wSt−1 − λ∂L/∂wS
# Temporal teacher model weights self-ensmbling in Eq. 3
Update: wTt = αwTt−1 + (1− α)wSt
# For teacher prediction in next epoch
y
TN+1
t = fEMA(D˜t)
end for
# Update teacher predictions for next epoch
[yT1 , · · · ,yTN ]← [yT2 , · · · ,yTN+1 ]
end for
teacher prediction of one object. We here omit the summation
over all possible detections for an easy reading.
In our settings of SSOD, we use one-stage detection network
and avoid employing the NMS before model ensembling.
For the unlabeled images, this encourages the emergence of
a large number pairwise teacher-student predictions which
remain confident consistency. It should be noted that the
accumulation of the well-fitted predictions is probable to
suppress the inconsistent prediction pairs that are minority in
training examples but should be the main contributors in the
loss. Thus we revise the the Smooth L1 function to alleviate
this effect, which is formulated as follows. We set β = 0.4 by
validation.
smoothL1(x) =

|x|3
3
, |x| < β
|x| − β + β
3
3
, |x| ≥ β
(9)
In Algorithm 1, we summarize the whole training procedure
of our method in the form of pseudo code. Here we omit the
fully-supervised pre-training step using labeled images, so we
directly start from a convergent detection model and train the
student model using the proposed TSE-T model.
IV. EXPREIMENTS
In this section, we conduct experiments to evaluate the
performance of the proposed TSE-T model for SSOD. We use
two standard benchmarks for object bounding box localization,
the VOC [13] and COCO [14]. As for the competing methods,
we use the fully-supervised RetinaNet as a strong baseline
method. We also use the state of the art method CSD [19] for a
challenging comparison to show the merit of our method under
the semi-supervised setup. We implement our method based on
the maskrcnn benchmark [54]. For a fair comparison, we train,
validate and test the RetinaNet using the implementations from
the same maskrcnn benchmark as well.
A. Configurations
Datasets For the VOC benchmark, we choose to use the
VOC2007 and VOC2012, both of which consist of 20 anno-
tated semantic object classes. For the COCO challenge which
has 80 semantic classes, we follow the standard experimental
protocol [7], [41], [55] which uses the COCO trainval35k split.
In VOC and COCO datasets, there are separately two subsets
that are not provided with ground-truth annotations, i.e. the
VOC2012 test set and the COCO extra set. So, we use these
two subsets as the unlabeled images. To enable the evaluation,
we use the VOC2007 test set and COCO2012 test-dev set as
our test data. In Table I we show detailed information of the
datasets.
Experimental setup We conduct all the experiments using
4 NVIDIA 1080 Ti GPU cards. We use standard SGD
optimizer and set the batch size as 8. For the backbone
network of RetinaNet, we choose to use ResNet-50 [49] for
the experiments on VOC dataset, and we will validate the
performance of ResNe50 and ResNet-101 for the experiments
on COCO dataset.
When pretraining the detection model using labeled images,
we use 15 epochs and initialize learning rate as 0.005 which is
divided by 10 at epoch 5 and epoch 8 separately. When training
the student model using unlabeled images, we use 13 epochs
and initialize the learning rate as 0.0005 which is divided by 10
at epoch 10. It has been found that for an SSOD system, once
the model converges at a local minimum, it will be difficult
to reach a global solution in the following training steps. So
we carefully design the update strategy for µ1. In this work,
we aim at a stable transition from full-supervised training to
semi-supervised training by slowly increasing the weights of
the unlabeled data. We thus gradually increase µ1 from 0.02
to 1.6 and from 0.01 to 0.08 for ResNet-50 and ResNet-101
backbone networks respectively. As for µ2, we choose the
value of 0.07 and 0.1 separately for ResNet-50 and ResNet-
101 backbone networks, which modulates the classification
and localization loss at a similar scale.
B. Experiments on VOC dataset
In this experiment, we first fix the VOC2007 test set as the
test data, because this subset contains ground-truth annotations
that can be used to quantify the performance of a method.
For the training set, we devise several different strategies and
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TABLE I
DATASETS STATISTICS
Dataset
Fold
Train Val Train/Val Test Extra
VOC2007 2,501 2,510 5011 4,952* –
VOC2012 5,717 5,823 10,540 10,991** –
COCO 80,000 35,000 115,000 5,000* 123,403**
* Test set in our experiments
** Unlabeled images in our experiments
TABLE II
PERFORMANCE EVALUATION ON VOCF DATASET
Model 07train/val 12train/val 12test mAP
RetinaNet X – – 71.56
CSD-SSD-300 X SS SS 72.30↑0.74
CSD-SSD-512 X SS SS 75.80↑4.24
CSD-RFCN X SS SS 74.70↑3.14
CSD-SSD-512 X SS SS 75.80
TSE-T X SS – 76.68↑0.88
TSE-T X SS SS 77.24↑1.44
TSE-T X X SS 80.73↑4.93
the results are shown in Table II. In the table, we use the
symbol of checkmark to indicate that the dataset is used as
labeled images in supervised manner; we use the abbreviation
SS (Semi-Supervised) to indicate that the dataset is used
as unlabeled images in semi-supervised manner. We use the
standard mean average precision (mAP) as the evaluation
metric on the VOC dataset. We show the absolute increase
of the evaluation results for the CSD and TSE-T compared to
the corresponding baselines.
From the experimental results, we can draw the following
conclusions. (1) The employment of unlabeled images in
SSOD indeed improves the performance of a detection model.
And the more unlabeled images are used, the better an SSOD
model performs, resulting a dramatic absolute performance im-
provement compared to the fully-supervised detection model
trained using the same amount of labeled images. (2) Com-
paring the results of TSE-T and CSD model, we can see that
our TSE-T model trained using less unlabeled images already
outperforms the best performed CSD model by 0.88%. When
using the exactly the same training data, the performance
of our TSE-T model achieves 77.24% which exceeds the
best performed CSD model by 1.44%. (3) By employing
more labeled images which means that a better pretrained
model is provided, the mAP of our TSE-T achieves 80.73%
which exceeds CSD model by 4.93%. This is a remarkable
improvement and achieves the state of the art performance on
the VOC benchmark under the semi-supervised setup.
C. Ablation study on VOC dataset
In this experiment, we validate the effectiveness of the basic
modules in our TSE-T model, i.e. (a) the temporal teacher
predictions self-ensembling which we denote as “Ensemble”,
(b) the temporal teacher model weights ensembling which we
denote as “EMA”, and (c) the customized detection loss based
consistency regularization which we denote as “Detection
loss”. For the comparison, (a) we use the teacher predictions
from the latest training epoch as targets to train the student
model when the “EMA” is omitted; (b) we use the temporal
student predictions self-ensembling as the teacher prediction
when the “Ensemble” is omitted. (c) And we use the standard
Euclidean distance as consistency regularization loss when the
“Detection loss” is omitted. We show the object detection
results in Table III.
From the results, (1) we can see that each of the basic mod-
ules in our TES-T independently improves the performance
of SSOD under various training conditions. The concurrency
of these basic modules results in the best performance of
the detection model. This means that the performance of our
TSE-T model is not limited by the upper-bound performance
of each basic module; Instead, the intrinsic integration of
the proposed modules cooperatively leads to an additive
improvement of our method. (2) When using more unlabeled
images, the performance of our TSE-T model is further
improved, the mAP increasing from 76.68% to 77.24%. When
using more labeled images, TSE-T model gains a large-
margin improvement from 77.24% to 80.73%. (3) These
results suggest that solely increasing the quantity of unlabeled
images for an SSOD system may lead the performance
improvement to reach a local maximum. Under this situation,
the employment of a certain amount of labeled images may
guide the detection model to escape from this dilemma. The
key factor behind is that the extra labeled images lifts the
lower-bound of our TSE-T model, namely, the performance
of the pretrained RetinaNet gains an improvement.
D. Experiments on COCO dataset
Considering that the COCO dataset is a more challenging
object detection benchmark, we conduct experiments to find
out an efficient backbone network for the detection network.
Here, we choose to use Resnet50 and Resnet101 for compar-
ison. In Table IV, we show the experimental results of the
fully-supervised detector and our TSE-T model under various
training data setups. We use the standard evaluation metrics
for COCO dataset to illustrate the results.
From the results, we can draw the following conclusions.
(1) By comparing TSE-T with RetinaNet, we can see that our
TSE-T model outperforms its fully-supervised counterpart on
COCO benchmark when using the same backbone network in
detection model. It suggests that our TSE-T model is generic
to SSOD regardless the specific type of backbone network.
(2) When using more labeled images to train the RetinaNet
on COCO dataset, its performance obtains a remarkable
improvement, which accordingly improves the lower-bound
performance of our TSE-T model. (3) A deeper backbone
network in the detection model, like the Resenet101, further
improves the performance of our TSE-T model. To further
improve the performance of our method, we use random image
resizing as augmentation when employing unlabeled images
during training. The results are shown in the last row in
Table IV indicated by a asterisk. In the end, the AP of our
TES-T model has achieved 40.52% which exceeds the fully-
supervised baseline by 1.49%.
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TABLE III
ABLATION STUDY ON VOC DATASET
Model 07train/val 12train/val 12test Ensemble EMA DetectionLoss mAP
RetinaNet X – – – – – 71.56
TSE-T X SS – – X – 72.45↑0.89
TSE-T X SS – X – – 75.11↑3.55
TSE-T X SS – X X – 76.24↑4.68
TSE-T X SS – X X X 76.68↑5.12
RetinaNet X – – – – – 71.56
TSE-T X SS SS – X – 73.14↑1.85
TSE-T X SS SS X – – 76.05↑4.49
TSE-T X SS SS X X – 76.98↑5.42
TSE-T X SS SS X X X 77.24↑5.68
RetinaNet X X – – – – 78.36
TSE-T X X SS – X – 78.87↑0.51
TSE-T X X SS X – – 79.37↑1.01
TSE-T X X SS X X – 80.35↑1.99
TSE-T X X SS X X X 80.73↑2.37
TABLE IV
PERFORMANCE EVALUATION OF VARYING BACKBONE NETWORKS ON COCO DATASET
Model Backbone train val extra AP AP50 AP75 APS APM APL
RetinaNet Resnet50 X – – 34.51 53.26 36.54 17.96 37.29 46.56
TSE-T Resnet50 X SS – 35.42↑0.91 53.88↑0.62 37.40↑0.86 18.87↑0.91 40.16↑2.87 48.70↑2.14
RetinaNet Resnet50 X X – 36.34 55.22 38.90 19.66 39.94 48.95
TSE-T Resnet50 X X SS 36.96↑0.62 55.70↑0.48 39.42↑0.52 19.59↓0.07 40.76↑0.82 50.12↑1.17
RetinaNet Resnet101 X X – 39.03 58.31 41.66 22.01 42.83 51.87
TSE-T Resnet101 X X SS 40.14↑1.11 59.58↑1.27 42.78↑1.12 23.93↑1.92 44.70↑1.92 50.99↓0.88
TSE-T* Resnet101 X X SS 40.52↑1.49 59.93↑1.62 43.48↑1.82 24.13↑2.12 45.47↑2.64 52.97↑1.10
* Use extra training image augmentation, i.e. random image resizing.
In Fig. 3, we visualize and compare the detection results
from both VOC and COCO datasets.
V. CONCLUSIONS
We propose the temporal self-ensembling teacher model
(TSE-T) based on the KD framework, a generic and novel
training strategy, to improve the performance of the SSOD.
We aim to formulate better teacher predictions for unla-
beled images, which regularizes the student model to achieve
the performance of the well-trained teacher model. Specifi-
cally, the TSE-T model includes two types of temporal self-
ensembling strategies, i.e. the temporal teacher predictions
self-ensembling and the temporal teacher model weights self-
ensembling. Both jointly increase the data and model diversity,
yielding better teacher predictions for unlabeled images which
are used as stable targets to train the student model. Moreover,
for the consistent regularization term in SSOD, we used the
focal loss to mitigate the data imbalance problem and proposed
an improved version of Smooth L1 loss as localization loss,
which made the model easier to train using unlabeled images
and aligned the definition of the loss functions for labeled
and unlabeled images. Experimental results have shown that
our method set the state of the art performance on the
VOC2007 test set and has obtained a dramatic improvement on
COCO2012 test-dev set, the mAP of which achieved 80.73%
and 40.52% separately. A possible direction to further improve
our work may refer to a balance between ensembling multiple
heterogeneous models and training efficiency. On the other
hand, we could take the categorical balance in unlabeled
images into account and apply other augmentations to leverage
the detection of objects with large scales.
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(a) Detection results from VOC2001 test set
(b) Detection results from COCO2021 test-dev set
Fig. 3. Detection results comparison of TSE-T model and its fully supervised counterpart, the RetinaNet, on VOC and COCO datasets. The green
bounding boxes indicate the detections from the RetinaNet, and the blue bounding boxes denote the detections of our TSE-T model. We arrange the detection
results of the same image side by side for a convenient read. For each dataset, we show the the examples from following cases: The TSE-T model recalls
difficult objects (Top row); The TSE-T model alleviates false positives (Middle row); The TSE-T may fail to detect the objects in extreme cases (Bottom
row).
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