The growing demands of the worldwide IT infrastructure stress the need for reduced power consumption, which is addressed in so-called transprecision computing by improving energy efficiency at the expense of precision. For example, reducing the number of bits for some floating-point operations leads to higher efficiency, but also to a non-linear decrease of the computation accuracy. Depending on the application, small errors can be tolerated, thus allowing to fine-tune the precision of the computation. Finding the optimal precision for all variables in respect of an error bound is a complex task, which is tackled in the literature via heuristics. In this paper, we report on a first attempt to address the problem by combining a Mathematical Programming (MP) model and a Machine Learning (ML) model, following the Empirical Model Learning methodology. The ML model learns the relation between variables precision and the output error; this information is then embedded in the MP focused on minimizing the number of bits. An additional refinement phase is then added to improve the quality of the solution. The experimental results demonstrate an average speedup of 6.5% and a 3% increase in solution quality compared to the state-of-the-art. In addition, experiments on a hardware platform capable of mixed-precision arithmetic (PULPissimo) show the benefits of the proposed approach, with energy savings of around 40% compared to fixed-precision.
Introduction
The energy consumption of computing systems keeps growing and, consequently, considerable research efforts aim at finding energy-efficient so-lutions. A wide class of techniques belongs to the approximate computing [XMK16] field, which has the goal of decreasing the energy associated with computation in exchange for a reduction in the quality of the computation results. In this area, a wide range of techniques have been designed, from specialized HW solutions to SW-based methods [Mit16] . In recent years, a new paradigm called transprecision computing emerged [MSea18, opr] , where errors are not merely "tolerated" as byproducts, but rather SW and HW solutions are designed to provide the desired computation quality. Floating-point (FP) operations are a common target for transprecision techniques, as their execution and related data transfers represent a large share of the total energy consumption for many applications involving a wide numerical range[KMBC14, CBB + 17]. For instance, Tagliavini et al. developed FlexFloat [TMea18] , an open-source SW library that allows to specify the number of bits used for the mantissa and the exponent of an FP variable: using a smaller number of bits decreases the precision, thus saving energy.
With the possibility to fine-tune the precision of application variables comes the challenge of finding the best setup. This can be framed as an optimization problem, solvable by paradigms such as Mathematical Programming (MP). The idea is to search for the minimal number of bits that can be assigned to each variable without incurring in a computation error larger than a target. This method requires to analytically express the nonlinear relation between precision and the computation error, not a trivial task [MTDM17] . Static analysis of the effect of variables precision is burdensome, and most current approaches have severe limitations[DK17, CBB + 17]. A possible solution is to learn, rather than directly express, this relation via ML models. We could then embed this knowledge in the optimization model and solve it. This notion is the core idea of Empirical Model Learning (EML) [LMB17] , a technique to enable combinatorial optimization over complex real-world systems.
In this paper, we propose a novel optimization method to find optimal variable precision in a transprecision computing setting, based on the EML methodology. The main contributions of this work are: 1. A novel approach, called SmartF P T uner, that combines ML models (predicting the error associated with variable precision) and an MP optimization model (finding the optimal precision under a constraint on the error) -this method provides a 55% reduction in solution time w.r.t. state-of-the-art (SoA) tools;
2. An extended model, called SmartF P T uner + , that trades off quickness for quality and merges the optimization approach with the SoA algorithm, obtaining a 6.5% speedup over the SoA and a 3% increase in solution quality.
SmartF P T uner enables a significant improvement in execution time that allows integrating this approach into compilation toolchains, but in some cases it produces solutions of lower quality and with marginal energy benefits; SmartF P T uner + bridges this gap, always providing good execution time and high-quality solutions at the same time. Further experiments on PULPissimo, an ultra-low-power platform provided with a mixed-precision HW FP unit, show additional energy savings around 40%.
The rest of the paper is organized as follows. Section 2 discusses the related work in FP precision tuning. Section 3 introduces the proposed approach. Sections 5 and 4 show experimental results on precision tuning and energy efficiency, respectively. Finally, Section 6 provides conclusion and future directions.
Related Work
Several works in recent years proposed specific algorithms for FP variable precision tuning [GJea16, RGNea16, GRG18] . The current SoA is the parallel algorithm called fpPrecisionTuning, proposed by Ho et al. [HMWA17] ; it is an automated tool that fine-tunes the number of bits to be assigned to FP variables while respecting the constraint on the desired maximum error (for brevity, we refer to this algorithm as FPTuning in the rest of the paper). The algorithm searches for the best solution by running the application to be tuned with different precision levels; a binary search algorithm explores the precision ranges.
Many works have tried to analyze the error introduced by tuning FP variables[RGNea16, MTea17, CBB + 17]. While promising, these approaches suffer from some limitations: they mostly work at the single-expression level and cannot handle whole benchmarks; those dealing with entire programs (e.g., [RGNea16] ) are orders of magnitudes slower than methods such FPTuning; they consider only very few precision levels (e.g., single or double precision).
Finding optimal parameter values for a given algorithm is a well-known area of research. For example, Hutter et al. propose a Sequential Modelbased optimization for general Algorithm Configuration (SMAC, [HHLB11] ), an automated procedure for algorithm configuration that explores the space of parameter settings. The approach relies on building regression models that describe the relationship between the target algorithm performance and the configuration. Our problem can be cast in the SMAC scheme if we treat the precision of the variables as the algorithm configurations to be explored and the desired target error as a bound on the algorithm performance. We applied SMAC to our problem, but the preliminary attempts were computationally expensive, and the resulting quality lower than problem-specific techniques. Costa et al. developed RBFOpt [CN18] , an open-source library for optimization with black-box functions. The method iteratively refines a kernel-based surrogate model of the target function, which is used to guide the search. Our task can be seen as a black-box optimization problem by considering the precision values as the decision variables and the error as the black-box function.
Empirical Model Learning is a relatively new research area, with many potential applications [BLMB12] .
We are particularly interested in two specific works, namely: I) Lombardi et al. [BLMB11] , which shows how to embed a neuralnetwork-based model in a combinatorial problem, and II) Bonfietti et al. [BLM15] , integrating Decision Trees (DT) and Random Forest (RF) models within an MP problem. In our approach, we use their contributions to embed the ML models for predicting the error associated with the variable precision.
3 Proposed Approach
Problem Description
We consider numerical benchmarks where multiple FP variables take part in the computation of the result for a given input set, which includes a structured set of FP values (typically a vector or a matrix). The number of variables with controllable precision in a benchmark B is n B var ; these variables are the union of the original variables of the program and the additional variables inserted for handling the intermediate results. For example, if in the original program we have an instruction V 1 = V 2 + V 3 involving three FP variables, the set B contains four FP variables, three corresponding to the V i variables plus the temporary one added to match the precision of the sum before the assignment (i.e., the precision at which the operation is performed). Adopting this approach, each variable is free to contribute to multiple expressions with different precision; practically, HW arithmetic units require operands of the same type, and this requirement can be satisfied with the additional variable.
Our problem consists of assigning a precision to each FP variable while respecting a constraint on the computation error. Assigning a precision means deciding the number of bits for the mantissa; the exponent dictates the extension of dynamic range and is set according to the actual types available on the target HW platform. In the rest of the paper, we refer to the reduction in output quality due to the adjusted precision (reduction w.r.t. the output obtained with maximum precision) as error. If O indicates the result computed with the fine-tuned precision and O M the one obtained with maximum precision, we compute the error E as:
This error metric has been adopted by the current SoA algorithm for precision tuning [HMWA17] , and it is one of a broad set of metrics proposed for transprecision computing [MSea18, opr] .
In this approach, we focus on the single input set case: we assume a fixed input set to be fed to the benchmark, and we look for the best solution given that precise input set. Consequently, the optimal solution for an input set may not respect the error constraint for other ones. This requirement is not an issue for the comparison with the SoA as it makes the same assumption; our future work aims at overcoming this limitation.
We selected a subset of the applications studied in the context of transprecision computing [opr] , chosen because they represent distinct problems and capture different patterns of computation. At this stage, we do not consider whole applications (i.e., training a deep neural net) but we focus on micro-benchmarks that are part of larger applications (i.e., convolution operations, matrix multiplications, etc.). In particular, we chose the following benchmarks:
• FWT, Fast Walsh Transform for real vectors, from the domain of advanced linear algebra (n F W T var = 2);
• saxpy, a generalized vector addition with the form y i = a × x i + y i , basic linear algebra (n saxpy var = 3);
• convolution, convolution of a matrix with a 11 × 11 kernel, ML (n conv var = 4); • dwt, Discrete wavelet transform, from signal processing (n dwt var = 7); • correlation, compute correlation matrix of input, data mining (n corr var = 7). • BScholes, estimates the price for a set of options applying Black-Scholes equation, from computational finance (n BScholes var = 15);
• Jacobi, Jacobi method to track the evolution of a 2D heat grid, from scientific computing (n Jacobi var = 25).
We stress out that this is a complex problem, especially the relationship between variable precision and error. First, the error measure is very susceptible to differences between output at maximum precision and output at reduced precision, due to its maximization component. Secondly, the precision-error space is non-smooth, non-linear, non-monotonic, and with many peaks (local optima). In practice, increasing the precision of all variables does not guarantee to reduce the error. This effect is due to multiple factors, such as the impact of rounding operations and the effects of numerical stability on the control flow [DK17] . For instance, suppose to increase only the precision of a variable involved in the condition of an if statement with a constant FP value. Since the modification does not consider this dependence, a rounding of the variable (when its value is near the constant) can trigger different code branches and produce unexpected results on the output.
Approach Description
We propose an optimization model based on three components: 1) an MP model, 2) an ML model to predict the error associated with a precision configuration, and 3) an ML model to classify configurations in two macro-classes based on the associated error (i.e., small or large). The two ML models are embedded in the MP model and represent the knowledge about the relationship between variables precision and output error.
The MP model finds the optimal bit configuration according to the prediction of the two ML models; to assess the quality of the configuration, we execute the benchmark with the corresponding precision. For this purpose, we employed FlexFloat [TMea18] , that allows us to run a benchmark specifying the precision of each FP variable. The task of the ML models is very hard since their goal is to learn a complex function. Hence, the solution found by the MP can be unfeasible; namely, it does not respect the constraint on the target error, due to the gap between estimated and actual error. To fix this problem, we introduce a refinement loop: we test the MP solution by running the benchmark with the specified precision; if the solution is unfeasible, we search for a new one. The wrong one (the configuration plus its actual error) is added to the training set of the ML models, which are then retrained, and cut from the pool of possible solutions of the MP (via a set of constraints). A new MP model is then built based on the refined ML models, and a new search begins; this loop goes on as long as a feasible solution is found. The overall approach is depicted in Figure 1 . 
ML Models
As a first step, we created a collection of data sets containing examples of our benchmarks run at different precision, with the corresponding error values. The configurations used in each data set were obtained via Latin Hypercube Sampling [Ste87] , to explore the design space efficiently.
The majority of configurations lead to small errors, from 10 −1 to 10 −30 , as the output with finetuned variables does not differ drastically from the target one. However, in a minority of cases lowering the precision of critical variables generates errors higher than 100. Formally, the errors roughly follow a long-tailed distribution: this can be observed by plotting the histogram of the logarithmic error log(E), as done in Figure 2 for four of our benchmarks. Benchmarks with fewer variables (such as saxpy and conv ) have a regular trend, with logarithmic errors always smaller than 0. When the number of variables increases, for instance with the corr benchmark (green bars), the majority of errors still have a logarithm smaller than 0; however, we can notice two spikes around 10 and after 20. The situation gets even more complicated with BScholes (blue bars); in this case a vast number of configurations correspond to significant errors. This kind of output distribution makes it very difficult for a single model trained in a classical fashion (e.g., for minimum Mean Squared Error) to provide consistently good predictions. Overly large error values are usually due to numerical issues arising during computation (e.g., overflow, underflow, division by zero, or not-anumber exceptions). This intuitively means that the large-error configurations are likely to follow a distinct pattern w.r.t. the configurations having a lower error value. Accordingly, it makes sense to split the prediction task into two specialized models: a classifier M L C to screen large errors, plus a regressor M L R to evaluate those configurations not ruled-out by the classifier. The M L C needs to make a distinction between normal error and large error configurations. We trained this model by labeling each error in our data set with a class field c, equal to 1 if the error of the example is greater than a threshold (0.9 in our experiments), and equal to 0 otherwise. Configurations classified with class c = 1 can be discarded by the training set of the regression model.
M L R has the task of predicting the output error for an assignment of precision values. We quickly noticed that any ML model we tried struggled with discerning between small and relatively close errors (i.e., 10 −20 and 10 −15 ); therefore, we opted to predict the negative of the logarithm of the error, thus magnifying the relative differences and dramatically improving the ML model accuracy. M L C and M L R will be used in the MP model with the aim to, respectively, avoid large-error configurations and enforce the bound on the precision of the variables. Together, the two models offer a more robust prediction, but still not a perfect one.
MP Model
The MP model assigns a precision value to each variable in the benchmark, and it minimizes the total number of bits while respecting the upper bound on the error. We have an integer decision variable x B i , ∀i ∈ {1 . . . n B var }, namely for each variable of the benchmark. The decision variables represent the number of bits assigned to the variable x i ∈ {nbit min . . . nbit max }. Then we have a continuous variable e that represents the error predicted by M L R ; as specified earlier, the predicted error is the negative log of the actual error. Finally, we have a variable c ∈ {0, 1} which stands for the output of the classifier M L C . The decision variables x i and the e and c variables are connected by a set of constraints that encode the M L C and M L R models, generated via the EML library EMLlib 1 .
We then add the constraint that forces the solver not to choose precision values leading to large errors, namely we require c = 0. We bound the (predicted) error to be below a given target (E target , again expressed as log) and then we minimize the total number of bits assigned to the variables:
It is important to notice that the constraints described by Equations (1-2) depend on EML methodology, as they encapsulate the empirical knowledge obtained through the ML models. The actual formulation of these constraints has been omitted due to space limitations, as embedding an ML model can require up to hundreds of even thousands of constraints. Nevertheless, the full implementation of the MP model is available on a public code repository 2 . Generally speaking, the number of constraints added due to the embedding of ML models inside MP optimization problems strongly depends on the number of variables in a benchmark, ranging from 38 in the case of FWT to 4235 in the case of Jacobi (for an intermediate benchmark such as dwt the number of additional constraints is equal to 513). We refer to several works already published[BLMB12, LG13, LG16, BLM15] and the publicly available code for details on how ML models can be embedded in MP models as a set of additional constraints. An additional set of constraints derives from the dependency graph of the benchmark, which specifies how the program variables are related. For instance, consider again the expression V 1 = V 2 + V 3 ; this corresponds to four precision levels that need to be decided x i , i ∈ [1, 4]. The first three precisionvariables x 1 , x 2 , and x 3 correspond to the precision of the actual variables of the expression, respectively V 1 , V 2 , and V 3 ; the last variable x 4 is a temporary precision-variable introduced with the FlexFloat API to handle the (possibly) mismatching precision of the operands V 2 and V 3 (FlexFloat performs a cast from x 2 and x 3 to the intermediate precision x 4 ). Each variable is a node in the dependency graph, and the relations among variables are directed edges, as depicted in Fig. 3 ; an edge entering a node means that the precision of the source-variable is linked to the precision of the destination-variable.
Figure 3: Example of Dependency Graph
From this graph, we can extract additional constraints for the MP model; these constraints greatly prune the search space, thus massively reducing the time needed to find a solution. We focus on two types of relations: I) assignment (e.g., x 4 → x 1 ), and II) expression-induced cast (e.g., x 2 , x 3 → x 4 ), meaning that the result of an expression involving multiple variables has to converge to the precision associated to the additional variable x 4 .
In assignment expressions, we impose that the precision of the value to be assigned needs to be smaller or equal to the precision of the result, in our example: x 4 ≤ x 1 . Assigning a larger number of bits to the value to be assigned x 4 would be pointless since the final precision of the expression is ultimately dependent on the precision of the result variable (x 1 ). For relations of the second type, we instead bound the additional variable to have a precision equal to the minimum precision of the operands involved in the expression (x 4 = min(x 2 , x 3 )).
Experimental Results: Precision Tuning
In this section we provide the implementation of the approach for the selected benchmarks, providing an evaluation of execution time and solution quality.
ML Models
The current version of the EML library supports two types of ML models, Decision Trees (DT) and Neural Networks (NN): We considered both these techniques in our exploration. The DT and NN models are implemented, respectively, with scikitlearn ML Python module and with Keras and Ten-sorFlow. The NNs are trained with Adam [KB14] optimizer with standard parameters; the number of epochs used in the training phase is 100, and the batch size is 32. We opted to implement M L R with a NN. After an empirical evaluation, we realized that both NN and DT guaranteed similar prediction errors but with different model complexities: with the NN, few simple layers were needed to reach small errors while good DTs had to be very deep (between 40 and 50 levels). Since the size of a DT (and its encoding) grows exponentially with depth, having so many layers caused issues when constructing the M P model; these issues are solved by the more straightforward structure needed by NN models. Our NN is composed of one input layer (number of neurons equal to n B var ), three dense hidden layers (with size 2 × n B var , 2 × n B var , and n B var ), and a final output layer of size 1; all layers employ standard Rectified Linear Units (ReLU), except for the output layer that is linear.
As noted before, we are not interested in having perfect error prediction accuracy in this phase, as SmartF P T uner handles wrong predictions through the refinement phase. Creating a training set needs considerable time, as it requires the execution of multiple configurations. Hence, we use a relatively small training set (1k examples); empirical experiments revealed that more extensive training sets marginally increase the prediction accuracy but not enough to justify the increase in the creation time. The average, normalized error with this training set size and NN is around 8%, though it varies significantly from benchmarks with fewer variables (e.g., 4% for saxpy) to more complex ones (17% for Jacobi ).
For M L C , after a preliminary evaluation, we settled for using DTs since they provide higher accuracy than NNs even with modest depth (15 in our final implementation); averaging on all benchmarks, the M L C accuracy for DT and NN implementations are, respectively, 97% and 82%.
Data set size and prediction error
Since generating the data set used for the ML tasks has non-negligible costs (each benchmark has to be run with many configurations), understanding the impact of the data set size on the prediction error is crucial. Figure 4 shows the effect of the training set size on the prediction error, measured as RMSE (one line for each benchmark). As expected, the error decreases when the training sets contain more examples; however, after a certain size, the gains become marginal (around 4 or 5 thousand examples). 
Error Classification
For our classifier, after an empirical evaluation we settled for using a Decision Tree (DT): this proved to reach better accuracy w.r.t. NNs, even with modest depth (20 in our final implementation). Table 1 compares the prediction accuracy of DT and NN classifiers (same topology as the regressor one) for different data set sizes. The DTs models neatly outperform NNs, strengthening our conjecture that normal errors and large errors indeed follow different patterns. Furthermore, increasing the training set size does not dramatically improve the performance of the classifier; smaller training sets (around 1000 examples) can be used with good results.
MP Results
We now examine the solutions found bySmartF P T uner. All the experiments were performed using a quad-core processor (Intel i7-5500U CPU 2.40 GHz) with 16 GB of RAM. The MP model was solved using IBM ILOG CPLEX 12.8.0, via the Python API.
Comparison with the State-of-the-Art
We compare our approach with the SoA technique for our problem, the FPTuning algorithm. FPTuning proceeds by testing several precision configurations via binary search; the algorithm is highly parallelized and leads to solutions which are very close to the optimal one, but it has a considerable drawback, namely it has to run the benchmark multiple times to find a feasible solution (we can see it as a variant of a generate-and-test method). We can highlight two main advantages of SmartF P T uner. First, it is more flexible compared to a specific algorithm and more expressive, as more sophisticated constraints can be enforced. For instance, we can constrain the precision of the variables to assume values available on real HW implementations (typically, the only allowed values are 16, 32, and 64 bits). Moreover, the MP can be easily extended for architecture-specific optimization (vectorial instruction sets) and for handling more complex objectives (e.g., minimize the number of casting operations). Secondly, once the Table 2 provides an overview of the comparison for all benchmarks. The values reported are computed over all error targets considered, namely 10 −30 , 10 −25 , 10 −20 , 10 −15 , 10 −10 , 10 −7 , 10 −5 , 10 −3 , 10 −1 . Each column from 2-6 corresponds to a benchmark; the last one on the right is the average on all benchmarks. The first row reports the difference (as a percentage) in solution quality between SmartF P T uner and FPTuning, in terms of the number of bits in the solution; a minus sign indicates that our method outperforms FP-Tuning. The time required to find a solution by SmartF P T uner includes two components: I) the time needed to create the data set to train the ML models and II) the actual solution time, that is the time required to train and integrate the ML models, solve the MP model and eventually repeat the process in case the solution found does not respect the bound on the error. The second row in Table 2 reports the time difference between SmartF P T uner and FPTuning, computed excluding the time needed to create the training sets; including it would not be fair, as after the data set is created it can be reused multiple times and different error targets (it can be used to train different ML models to be integrated via EML). Definitely, the cost for data set creation becomes negligible over repeated calls of SmartF P T uner.
The time required to found solutions by FP-Tuning varies considerably depending on the error given as a target (tighter bounds require longer times), hence the relative differences reported in Tab. 2 are more effective for comparing the approaches. However, it could be useful to provide some actual numbers to give the order of magnitude. For each benchmark and computed as average among all error targets, the solution time (in seconds) required by FPTuning are the following: FWT 24.3, saxpy 38.5, convolution 81.9, correlation 180.9, dwt 81.8, BlackScholes 1512.3, Jacobi 3409.6.
Concerning the solution quality, FPTuning outperforms us (except for saxpy), since our solutions have a higher number of bits (15% on average). Conversely, SmartF P T uner is markedly quicker, as attested by the average decrease in solution-time of around 55%.
Extended
Approach: SmartF P T uner + As noted in the previous section, SmartF P T uner is extremely fast but produces low-quality solutions, as, generally speaking, higher numbers of bits lead to greater energy consumption. We decided then to extend our approach by combining our method with FPTun- ing. FPTuning algorithm can be decomposed into two phases: (i) a search for an initial solution satisfying the error target and (ii) a refinement that iteratively improves the solution (by lowering the precision through a heuristic), until two consecutive solutions have the same total number of bits. We propose an extended approach SmartF P T uner + that exploits FPTuning's refinement phase 3 to improve the initial solution found by SmartF P T uner. In practice, SmartF P T uner + starts from the initial solution quickly found by SmartF P T uner and then improves it by attempting to decrease the precision of the variables with the heuristic algorithm introduced by FPTuning (a variant of binary search).
The final two rows of Table 2 show the results. The time needed by SmartF P T uner + to find a solution contains an additional component w.r.t. to SmartF P T uner, namely the time required to improve the initial solution. SmartF P T uner + remains faster than FPTuning (although the gap is reduced, average speedup of around 6.5%) for all but two benchmarks, which are the ones with low number of variables (saxpy and convolution). These "easier" benchmarks can be quickly run multiple times; thus, the FPTuning approach is less penalizing -with applications with more variables SmartF P T uner + is still significantly faster, an encouraging sign for the extension of our approach to more complex programs. More importantly, SmartF P T uner + also outperforms the SoA in terms of solution quality; the improvement is relatively small (3%), but this is remarkable nonetheless, as experiments performing an exhaustive search on small benchmarks reveal that FP-Tuning finds solutions very close to the optimal ones.
3 https://github.com/minhhn2910/fpPrecisionTuning
Transfer Learning
As mentioned before, at the moment we are mainly interested in a preliminary evaluation and the comparison with the SoA, hence we considered a single input set for all previous experiments. But at the same time, we want to hint at an additional benefit that can be obtained with the optimization model w.r.t. FPTuning. Our ML models can learn some of the latent proprieties that characterize the benchmarks (their precision-error function); some of these relationships may hold for different input sets. On the contrary, FPTuning focuses exclusively on the problem at hand. Hence, the solutions found by our approach can be more "robust" for different input sets w.r.t. the FPTuning solutions. In a sense, we want to understand if the solution found for a given input set is transferable to different ones.
We tested this hypothesis in this fashion: I) we generated 30 different input sets for each benchmark; II) we found the best configurations for a fixed input set S i using both SmartF P T uner and FPTuning and for a given error target; III) finally, we run the benchmark with the configuration just found but feeding it with the remaining input sets (hence 29 separate runs), and we checked if the configuration satisfies the error target also for other input sets. For these experiments, we considered SmartF P T uner rather than SmartF P T uner + since the focus is on the solution found by the combination of MP and ML models, without the added "noise" introduced by the heuristic refinement phase of SmartF P T uner + (the FPUtning-inspired improvement over the first solution found by SmartF P T uner). The different input sets are vectors of randomly generated numbers. The solutions for our approach were obtained using data sets of training size equal to one thousand. Table 3 reports the results. Each row corresponds to an er-ror target; the final one is the average among all targets. For each benchmark, we compute the percentage of input sets that presented an error lower than the target with the configuration found with S i (excluded from this computation); lower values are preferable since they imply that the configuration for S i is more robust. Blacksholes and Jacobi are not reported for space limitations. Columns FPT and Opt (two for each benchmark) indicate, respectively, the results with FPTuning and with SmartF P T uner. The last two columns report the average values computed among all benchmarks.
From the table we can see that the "transferability" of the solutions strongly depends on the particular benchmark; for example, convolution solutions are very robust to different input sets, while the contrary happens for dwt. For all benchmarks except FWT, SmartF P T uner is more robust compared to FPTuning; this holds true also if we consider all error targets (bold values in the last two columns highlight the method with the more robust solution for a given target). These observations suggest that our approach is capable of learning part of the underlying patterns that characterize an application and thus can obtain solutions that can be reused on different input sets.
However, we are aware that the case of different input sets should be explored in more detail -this is a preliminary approach that we plan to improve in future works. For example, this issue could be dealt with by training the ML models on multiple samples, representative of the target application; the ML model may optionally output a probability distribution rather than a single prediction.
Experimental Results: Energy Efficiency

Deployment & Setup
Our target platform is PULPissimo 4 , an opensource 32-bit microcontroller based on the RISC-V instruction set architecture (ISA). This platform supports the R32IMFC ISA configuration, featuring extensions for integer multiplication and division ("M"), single-precision FP arithmetic ("F") and compressed encoding ("C"). The core also in-cludes a smallFloat unit (SFU)[MRT + 18], which provides a set of non-standard ISA extensions to enable operations on smaller-than-32-bit FP formats. This unit supports two IEEE standard formats, single-precision (binary32 ) and half-precision (16 bit) ones, and two additional formats, namely bi-nary8 and binary16alt. The first is an 8-bit format with low precision (3-bit mantissa), and the second is an alternative 16-bit format featuring a higher dynamic range (8-bit exponent). The SFU also supports a vectorial ISA extension which makes use of SIMD sub-word parallelism by packing multiple smaller-than-32-bit elements into a single register; this is a key feature to reduce energy consumption since it allows to optimize the circuitry of the HW unit and reduce the memory bandwidth required to transfer data between memory and registers. The software ecosystem 5 of the PULP project includes a virtual platform and a compiler (based on GCC 7.1). The virtual platform is cycle-accurate and provides detailed execution statistics, including instruction and cycle counters, used to evaluate the energy consumption of the benchmarks. The power numbers have been obtained through simulation of the post-layout design set to 350 MHz using worst-case conditions (1.08 V, 125 • C), as detailed in [MRT + 18]. Finally, the compiler provides an extended C/C++ type system to make use of the smallFloat types using additional keywords (float8, float16 and float16alt). The GCC auto-vectorizer has been extended to enable the adoption of the vectorial ISA extension; whenever reduced-precision variables can be used, our benchmarks take great advantage of this feature.
Experimental Evaluation
The energy savings are measured as the energy obtained by running a benchmark with all singleprecision variables (the baseline) over the energy obtained with the mixed-precision configuration found by SmartF P T uner + ; values higher than 1 indicate energy gains, as the mixed-precision approach leads to lower energy consumption than the baseline. Table 4 reports the results. Each line corresponds to an error bound, and the last line summarizes the average on all targets; each column reports the energy gain compared to the baseline. Overall, the results are extremely promising: the average energy gain obtained with SmartF P T uner + is 1.37 (around 40%), and in the benchmarks showing energy savings the compiler was able to apply automatic vectorization to the code thanks to the precision-reduction enabled by our tool. However, the gains are not homogeneous, as for some benchmarks there is no energy saving w.r.t. the baseline (FWT, dwt, correlation); in these cases, the discrete precision levels offered no margin for energy gain -more fine-grained mixedprecision levels could improve this situation and will be investigated in future works. The results clearly show that, as expected, less strict bounds on the computation accuracy can ensure higher gains since in these cases the variable precision can be reduced more markedly.
Conclusion
In this paper we propose a novel approach for solving the problem of tuning the precision of FP variables in numerical applications. Our method combines ML models and an MP optimization model, exploiting the Empirical Model Learning paradigm. The experimental results reveal that the proposed model is very fast but, generally speaking, produces low-quality solutions. Hence we combine our method with a refinement algorithm from the literature, thus obtaining an approach that thoroughly outperforms the SoA.
Moreover, we demonstrate the quality of our approach by measuring the energy gains obtained via static precision tuning on a virtual platform that emulates precision-tunable HW, revealing energy savings around 40% with the static tuning of FP variables.
