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ABSTRACT
The ranking incentives of many authors of Web pages play an im-
portant role in the Web dynamics. That is, authors who opt to have
their pages highly ranked for queries of interest, often respond to
rankings for these queries by manipulating their pages; the goal is
to improve the pages’ future rankings. Various theoretical aspects
of this dynamics have recently been studied using game theory.
However, empirical analysis of the dynamics is highly constrained
due to lack of publicly available datasets. We present an initial such
dataset that is based on TREC’s ClueWeb09 dataset. Specifically,
we used the WayBack Machine of the Internet Archive to build a
document collection that contains past snapshots of ClueWeb doc-
uments which are highly ranked by some initial search performed
for ClueWeb queries. Temporal analysis of document changes in
this dataset reveals that findings recently presented for small-scale
controlled ranking competitions between documents’ authors also
hold for Web data. Specifically, documents’ authors tend to mimic
the content of documents that were highly ranked in the past, and
this practice can result in improved ranking.
CCS CONCEPTS
• Information systems→ Information retrieval;Adversarial
retrieval;
KEYWORDS
adversarial IR
ACM Reference Format:
Ziv Vasilisky,Moshe Tennenholtz, andOrenKurland. 2020. Studying Ranking-
Incentivized Web Dynamics. In Proceedings of the 43rd International ACM
SIGIR Conference on Research and Development in Information Retrieval (SI-
GIR ’20), July 25–30, 2020, Virtual Event, China. ACM, New York, NY, USA,
4 pages. https://doi.org/10.1145/3397271.3401300
1 INTRODUCTION
The Web is a dynamic retrieval setting. An important part of this
dynamics is due to the ranking incentives of Web pages’ authors.
That is, some are interested in having their pages highly ranked
for queries of interest. As a result, they might respond to induced
rankings bymodifying their documents so as to improve their future
ranking — a practice also known as search engine optimization [9].
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Recently, there has been a growing research interest in analyzing
the dynamics just described using game theory [16]. For example,
it was shown that the probability ranking principle [15] is not opti-
mal in competitive retrieval settings as it leads to a reduced topical
diversity in the corpus [2]. In addition, the document manipula-
tion strategies of documents’ authors were analyzed using game
theory [14]. The robustness of induced rankings under adversarial
document modifications has also been explored [8].
However, it seems that to empirically analyze the ranking incen-
tivized dynamics of the Web, access to the query logs of commercial
search engines is called for [16]. Even with such access allowed,
isolating and studying specific aspects of the dynamics can be a
difficult challenge [16]. As a result of this state-of-affairs, there have
been recent small-scaled controlled studies of ranking competitions
between incentivized documents’ authors [14]. Yet, increasing the
scale of such studies and performing analysis of real Web dynamics
driven by induced rankings still remains a challenge [16].
To address the challenge(s) just mentioned, we have developed a
novel dataset available at https://github.com/hscw09dataset/hscw09.
Specifically, we used the WayBack Machine of the Internet Archive
(https://archive.org/web/) to find past versions of a selected set of
documents in TREC’S ClueWeb09 collection; this is a Web crawl
from 2009 which serves as a standard testbed for Web retrieval
evaluation. The selected documents were the most highly ranked
in response to ClueWeb09’s queries.
Analysis of the dataset reveals that some characteristics of the
temporal changes of ClueWeb09’s documents are in accordance
with those which have emerged from analysis of small-scaled con-
trolled ranking competitions between students who authored short
plaintext documents [14]. Thus, while we have no concrete evi-
dence that the authors of these documents were incentivized to
rank-promote them for ClueWeb09 queries, aspects of the actual
modifications do conform to those applied in a competitive ranking
setting by rank-incentivized documents’ authors. A case in point,
documents which were promoted to the highest rank for a given
query became more similar to those highly ranked for the query in
the past. The rationale for this competitive modification strategy in
a setting with undisclosed ranking function whose induced rank-
ings can be observed was recently provided using a game theoretic
analysis [14]. This theoretical finding was supported by the analysis
of controlled ranking competitions between students [14].
We believe that the dataset we have developed, and its future po-
tential developments, will help to better understanding and further
explore Web dynamics with respect to the inherent competitive
retrieval setting which is driven by rank-incentivized authors.
2 RELATEDWORK
Much of the focus of past work on adversarial IR was on spamming
[4]. Search engine optimization needless necessary be black-hat
or spamming [9]. In fact, legitimate (a.k.a. white hat) document
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modifications and rank-promotion strategies play an important role
in driving the dynamics of the Web retrieval setting [9]. One of our
goals in developing the dataset is to study this white hat dynamics.
There is a line of work on predicting and analyzing changes of
Web pages; e.g., [12, 13]. However, these studies are for general
dynamics and not for ranking-oriented dynamics which we address
in this paper.
There has also been work on using the past versions of a Web
page so as to improve its current representation for ranking pur-
poses [1, 7, 11]. Analysis of temporal document changes as that we
present here was not reported. Still, we believe that our dataset will
help to facilitate and further this line of research as well.
3 THE DATASET
Our first goal was to create a dataset that allows to study the tem-
poral dynamics of documents that are highly ranked for queries.
To this end, we used TREC’s ClueWeb09 dataset [5]. The titles of
topics 1-200 served as queries. Krovetz stemming was applied to
queries and documents. We applied standard language-model-based
retrieval for each query. Specifically, we used the KL divergence
between the unsmoothed maximum likelihood estimate induced
from the query and the Dirichlet smoothed document language
models for ranking; the smoothing parameter was set to 1000 [10].
We scanned each retrieved list top down and removed documents
whose Waterloo’s spam score [6] was below 50 until we have ac-
cumulated 50 documents. We use Lq0 to denote the retrieved list
for query q; 0 is the timestamp. The set of all documents in the
lists retrieved for the 200 queries is referred to as the base set; it
contains 9986 different documents. (Some documents are among
the top-retrieved for more than one query.)
The next step was to collect past versions of the documents in Lq0
for each query q. To that end, we used the WayBack Machine of the
Internet Archive (https://archive.org/web/). The Internet Archive is
a large repository of Web pages crawlled in different points in time.
Since ClueWeb09 is a crawl from 2009, we used past versions from
2008. Specifically, we used 12 time intervals, each corresponds to a
calendar month in 2008. We used a document’s earliest snapshot in
an interval as its version for the interval in case a snapshot existed.
Thus, we consider at most 13 versions of a document: the ClueWeb
version (# 0) and the 12 past versions from 2008. The 2008 document
lists for query q are denoted Lq−1, . . . ,L
q
−12 where −1 corresponds to
the December interval and −12 corresponds to the January interval.
The number of documents in each of these lists (≤ 50) depends on
the number of documents from Lq0 with at least one past snapshot
in the corresponding interval. In what follows, we use dqi where
i ∈ {0,−1, . . . ,−12} to denote a document in list Lqi .
Out of the 9986 different documents in the base set, 7425 (74.4%)
have at least one past version in one of the twelve 2008 time inter-
vals. The mean number of past versions of a document is 3.06 and
the median is 2. For documents with at least one past version, the
mean is 4.1 and the median is 3.
4 TEMPORAL DOCUMENT CHANGES
Figure 1 presents the average similarity between documents in the
base set and their past versions. Specifically, for each time interval,
Figure 1: Average cosine similarity between a document at
time interval 0 (i.e., the ClueWeb09 document) and its past
version (if exists) at time interval i.
we compute the average cosine between the tf.idf vectors repre-
senting documents available in the interval and those representing
their 0 versions (i.e., the original ClueWeb09 versions). As could
be expected, we see in Figure 1 a general upward trend: the past
versions of documents gradually become more similar (with a few
exceptions) to their 0 versions.
We next analyze some characteristics of the changes of docu-
ments in our dataset along time. Our analysis is inspired by the
ranking competitions that Raifer et al. [14] organized between stu-
dents. The students wrote plaintext documents of up to 150 terms
and manipulated them along time so as to have them highly ranked
for queries of interest by an unknown ranking function. Raifer et al.
[14] found that the documents had an increasing number of query
term occurrences along time, a reduced number of stopwords, and
a decreased term distribution entropy which attests to some extent
to reduced content breadth [3].
We use a few definitions. The ratio of query terms that appear
in a document is referred to as QueryTermsRatio. The relative
query terms ratio of document dqi with respect to its 0 version, d
q
0 ,
is denoted rqtr(dqi ). The ratio of stopwords to non-stopwords in
a document is denoted StopwordsRatio1. The relative stopwords
ratio with respect to version 0 of document dqi is denoted rswr(d
q
i ).
High stopword occurrence in documents was shown to be an effec-
tive document relevance prior which corresponds to the premise
that stopword presence attests to document quality [3]. The entropy
of a document’s term distribution, henceforth Entropy, potentially
attests to its content breadth [3]. The relative entropy of document
d
q
i , with respect to its 0 version, is denoted rent(d
q
i ).
Figure 2 shows that all the average (per interval) relative query-
term ratios for documents are negative; i.e., past versions of the
ClueWeb09 documents have lower query terms ratio. Furthermore,
we see an overall upward trend which attests to increased use of
terms of queries for which the documents were highly ranked. Thus,
it seems as if there is some “effort” in promoting in rankings these
documents for the ClueWeb09 queries although there is clearly no
1We used the NLTK (https://www.nltk.org/) stopword list.
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Figure 2: The average relative query terms ratio (rqtr ).
Figure 3: The average relative stopword ratio (rswr ).
explicit evidence. We note that this trend was also observed in the
ranking competitions of Raifer et al. [14] where students explicitly
worked on rank-promoting their documents for given queries.
We see in Figure 3 that the average, per-interval, relative stop-
word ratio (rswr ) is positive for all intervals. That is, the stopword
ratio of past versions of the ClueWeb09 documents was higher than
that for the ClueWeb09 versions. We also observe in Figure 3 a
general downward trend from interval -7 (June 2008) to interval -1
(December 2008). This finding echoes those from Raifer et al.’s [14]
controlled ranking competitions with plaintext documents.
Figure 4 shows that for most intervals, the past versions of
ClueWeb09 documents had higher entropy than that for the ClueWeb09
versions. This entropy drop (between the past and the ClueWeb09
version), which attests to decreased content breadth, is in line with
Raifer et al.’s findings [14].
To summarize, although our dataset is composed of real Web
documents, and we have no explicit evidence that their authors
were actually trying to promote them for ClueWeb09 queries, the
temporal changes of the documents are similar in several respects
to those observed for short plaintext documents used in controlled
ranking competitions with explicit rank-promotion incentives of
their authors [14].
Figure 4: The average relative entropy (rent ).
Figure 5: The number of documents in the base set whose
past versions are the highest ranked for x intervals.
5 DOCUMENTS’ TEMPORAL CHANGES
FROM A RANKING PERSPECTIVE
We next analyze some changes of rankings throughout the time
intervals. In addition, we study the documents’ changes from a rank-
ing perspective. Recall that we use standard language-model-based
retrieval. Our goal is to focus on content changes of documents
rather than explore changes to anchor text, hyperlinks, etc.
In Figure 5we present the number of documents in the ClueWeb09
base set whose past versions are ranked at the highest rank for x
intervals. We see that very few documents have past versions that
are positioned at the highest rank for more than very few intervals.
In other words, there is significant dynamics in terms of the highest
rank along time. This dynamics is reminiscent of that observed by
Raifer et al. [14] in their controlled ranking competitions.
Strategic manipulations?. Raifer et al. [14] analyzed — theoret-
ically and empirically — the document manipulation strategies
employed by students in their controlled competitions. As noted
above, we have no explicit evidence that authors of ClueWeb09
pages were actually incentivized to rank-promote their documents
for the ClueWeb09 queries. Nevertheless, the findings we presented
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above with regard to the characteristics of documents’ changes
attested to the fact that the manipulations of the documents along
time did correspond to those observed in Raifer et al.’s competitions
for rank-incentivized authors. Hence, we now further address the
characterization of the manipulations from a ranking perspective
using the analysis proposed by Raifer et al. [14].
We term the document ranked at the highest rank at some time
interval the winner of the interval; all other documents in the inter-
val are referred to as losers [14]. We study two groups of documents:
winners (W) of intervals and those which were losers (L) for at least
three consecutive intervals before a current interval in which they
became winners. We contrast the two groups with respect to four
features. The first three are those used in Section 4 : QueryTermsRa-
tio, StopwordsRatio and Entropy. The fourth feature is the similarity
to the previous winner (SimPW): the cosine similarity between the
tf.idf vector representing the document and the vector represent-
ing the document which was the highest ranked in the previous
interval. Following Raifer et al.’s analysis [14], we further divide the
L group to two with respect to each feature: those whose feature
value three intervals before winning was less or equal (L≤W) or
higher (L>W) than that of the winner of that interval.
We see in Figure 6 that the values of the QueryTermsRatio, Stop-
wordsRatio and Entropy features remain relatively stable for win-
ners. In contrast, these feature values for the two groups of losers
who became winners can quite fluctuate. More importantly, we
observe an upward trend of SimPW for both groups of losers. This
means that losers were making their documents more similar to
those of winners from the previous interval. This strategy was
theoretically motivated for rank-incentivized authors by using a
game theoretic modeling of the competitive retrieval setting [14].
Furthermore, the empirical finding is the same as that of Raifer et
al.’s [14] for their controlled ranking competitions.
6 CONCLUSIONS AND FUTUREWORK
Wedescribed a dataset we have createdwhich contains past versions
of ClueWeb09 documents that are highly ranked for ClueWeb09
queries. Analysis of the dataset revealed that aspects of temporal
changes of documents are in accordance with those reported for
small-scale controlled ranking competitions between students who
authored and manipulated short plaintext documents [14].
We plan to further develop this dataset and use it to extend
our study of the Web dynamics which revolves around rankings
induced for queries.
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