Action-space clustering of tidal streams to infer the Galactic potential by Sanderson, Robyn E. et al.
Draft version January 6, 2015
Preprint typeset using LATEX style emulateapj v. 5/2/11
ACTION-SPACE CLUSTERING OF TIDAL STREAMS TO INFER THE GALACTIC POTENTIAL
Robyn E. Sanderson & Amina Helmi
Kapteyn Astronomical Institute, P.O. Box 800, 9700 AV Groningen, The Netherlands
and
David W. Hogg
Center for Cosmology and Particle Physics, Department of Physics, New York University,
4 Washington Place, New York, NY 10003, USA; and
Max-Planck-Institut fu¨r Astronomie, Ko¨nigstuhl 17, D-69117 Heidelberg, Germany
Draft version January 6, 2015
ABSTRACT
We present a new method for constraining the Milky Way halo gravitational potential by simul-
taneously fitting multiple tidal streams. This method requires full three-dimensional positions and
velocities for all stars in the streams, but does not require identification of any specific stream, nor de-
termination of stream membership for any star. We exploit the principle that the action distribution
of stream stars is most clustered—that is, most informative—when the potential used to calculate
the actions is closest to the true potential. We measure the amount of clustering with the Kullback-
Leibler Divergence (KLD) or relative entropy, a statistical measure of information which also provides
conditional uncertainties for our parameter estimates. We show, for toy Gaia-like data in a spheri-
cal isochrone potential, that maximizing the KLD of the action distribution relative to a smoother
distribution recovers the true values of the potential parameters. The precision depends on the obser-
vational errors and the number and type of streams in the sample; we find that with the phase-space
structure and observational uncertainties expected in the Gaia red-giant-star data set, we measure
the enclosed mass at the average radius of the sample stars accurate to 3% and precise to 20-40%.
Recovery of the scale radius is precise to 25%, and is biased 50% high by the small galactocentric
distance range of stars in our mock sample (1-25 kpc, or about three scale radii, with mean 6.5 kpc).
About 15 streams, with at least 100 stars per stream, are needed to obtain both upper and lower
bounds on the enclosed mass and scale radius when observational errors are taken into account; 20-25
streams are required to stabilize the size of the confidence interval. If radial velocities are provided
for stars out to 100 kpc (10 scale radii), the bias in the scale radius measurement is eliminated and
all parameters can be determined with ∼10% accuracy and 20% precision (1.3% accuracy in the case
of the enclosed mass). This finding underlines the need for ground-based spectroscopic follow-up to
complete the radial velocity catalog for faint halo stars (V > 17) observed by Gaia.
1. INTRODUCTION
Observational evidence in the Milky Way (Helmi et al.
1999; Newberg et al. 2002; Belokurov et al. 2006), other
L∗ spiral galaxies (McConnachie et al. 2009; Mart´ınez-
Delgado et al. 2010) and cosmological simulations (Helmi
et al. 2011) indicate that the process of hierarchical accre-
tion has left its mark on our Galaxy in the form of tidal
streams. Not only are these streams spectacular evidence
of our Galaxy’s tumultuous history, they also provide a
unique opportunity to determine the shape and size of its
gravitational potential. At large galactocentric distances
where tidal streams are most easily detected, the poten-
tial is thought to be dominated by the Galactic dark
matter halo, about which very little is currently known.
Yet the means to determine its shape is available in the
halo itself: observations show that the stellar halo is in-
deed made of many dynamically and chemically distinct
components (Helmi et al. 1999; Starkenburg et al. 2009;
Xue et al. 2011) that are probably accreted streams.
Fitting of the neighboring orbits of the stars in a
stream, which move as test particles in the Galactic po-
tential, can constrain the Galaxy’s mass and shape (Ibata
et al. 2001; Helmi 2004; Johnston et al. 2005; Sales et al.
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2008; Willett et al. 2009; Eyre & Binney 2009; Newberg
et al. 2010; Koposov et al. 2010; Law & Majewski 2010;
Vera-Ciro & Helmi 2013). Currently, attempts to do
this have been restricted to single streams by the dif-
ficulties of obtaining positions and velocities of stream
stars, confirming the membership of stars in streams,
and exploring high-dimensional parameter spaces (how-
ever, see Willett 2010). In the coming decade, however,
the Gaia mission (Perryman et al. 2001) will measure the
six-dimensional phase space positions of 150 million stars
to unprecedented accuracy, including the largest sample
of halo stars in history. Included in this revolutionary
data set will be hundreds of streams, the fossil record of
the Milky Way’s accretion history (Helmi & White 1999;
Helmi & de Zeeuw 2000; Go´mez et al. 2010). All this new
data will enable—and require—a transition from indi-
vidual stream-fitting to simultaneous treatment of many
streams whose membership is not always certain.
One way to analyze many streams simultaneously is
to work in the space of integrals of motion or actions,
where the distribution is much simpler than in the space
of positions and velocities. In particular, for integrable
potentials the actions of stream stars are adiabatic in-
variants, so stream stars will be tightly clustered in ac-
tions because they originate from small satellite galaxies
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that initially occupied small volumes in phase space. The
main qualities of a stream, except for the orbital phase
information, can be described simply as a clump in three-
dimensional action space (Helmi & White 1999). At first
glance this may not seem much of an advantage for orbit
fitting since the actions depend on the gravitational po-
tential, but as we show in this work, we can exploit this
dependence to fit the potential. As one would intuitively
expect, the best choice for the potential is the one where
the streams are most tightly clustered in action space,
for the same reason that one expects a stream integrated
backwards in time to re-form into a galaxy in the cor-
rect potential (e.g, Johnston et al. 1999; Price-Whelan
& Johnston 2013). Tuning the potential to “focus” the
streams into the tightest action-space clumps is equiva-
lent to simultaneously fitting a common set of orbits to
all the stars in each stream and a common potential to
all the streams in a data set (this implicitly prefers po-
tentials in which streams follow single orbits as closely as
possible, which is incorrect and could create a bias; we
will return to this at the end of the paper). Even better—
in our formulation of this approach—as long as many of
the stars belong to one stream or another it is not neces-
sary to determine the membership of each stream. This
sidesteps one major challenge for the analysis of Gaia’s
huge data set.
In this work we demonstrate the utility of action-space
clustering to simultaneously fit multiple tidal streams
with a common potential. To measure the degree of clus-
tering we use the Kullback-Liebler divergence (KLD) or
“relative entropy,” described in Section 2. The KLD is a
measure of the difference between two distribution func-
tions, here we use it to measure the difference between
the distribution in actions and a “shuffled” version of
the distribution that corresponds to the product of the
marginal one-dimensional distributions. There are other
techniques in the literature that exploit phase-space clus-
tering to fit the potential (Sharma & Johnston 2009; Val-
luri et al. 2012; Pen˜arrubia et al. 2012; Sanders & Binney
2013), but the KLD has the great advantage that it has
an interpretation in terms of probabilistic inference; it is
related to a difference in log likelihood between two dis-
tributions. This provides us with a method for using the
KLD to produce justifiable uncertainties on parameter
inferences made with it. The KLD also has the advan-
tage that it is not particularly tuned to any form for the
clustering; it is just looking for differences in information
content or predictive value. That is, our method does not
require compact clusters in phase space, just structure;
and so can be applied not just to streams but also to
shells, catastrophes, and even possibly hotter kinematic
components.
In our tests of the method, we use a mock stellar halo
built entirely through accretion, by creating a population
of progenitor “galaxies” consistent with the luminosity
function of the known Milky Way satellite galaxies, ra-
dially distributed according to the measured stellar halo
density profile, with an orbital-eccentricity distribution
consistent with cosmological simulations (Section 3.2).
We integrate the stars of these progenitors as test parti-
cles for a range of orbital times in an isochrone potential,
which has analytic actions (Section 3.1). The number of
progenitors is chosen to create a mock Milky Way halo
with the expected number of thin streams.
We convolve the present-day positions of the “stars”
in the mock halo using the Gaia error model, assuming
they are all RGB stars with MV = 1 (Section 3.3), se-
lect stars with acceptable parallax and radial-velocity er-
rors, and use a rough energy cutoff to select a subset for
clustering analysis (Section 4). We calculate the KLD
for a grid of values in parameter space for this subset,
with and without Gaia errors, and identify the maximum
KLD—the best-fit potential parameters—and the confi-
dence intervals (Section 5). Maps of the KLD surface on
the parameter-space grid, presented in Sections 6.1 and
6.2, show that our method recovers the input potential
parameters within the confidence interval. In Section 7
we discuss how the number of streams in the sample af-
fects parameter recovery. Implications and future work
are discussed in Section 9.
2. THE KULLBACK-LEIBLER DIVERGENCE
The Kullback-Leibler divergence (Kullback & Leibler
1951) is a statistic that compares two different probabil-
ity distributions. For a continuous random variable x,
the KLD from p(x) to q(x) is defined as
DKL(p : q) ≡
∫
p(x) log
p(x)
q(x)
dx.1 (1)
In the case that one has a set of N∗ points xi drawn
from p(x), the KLD can be estimated by the sampling
approximation
D˜KL(p : q) =
1
N∗
N∗∑
i
log
p(xi)
q(xi)
, (2)
illustrating that the p(x) in the integral form is acting as
the measure, µ(x), for the integration, such that dµ(x) ≡
p(x)dx:
DKL(p : q) ≡
∫
log
p(x)
q(x)
dµ(x). (3)
The KLD is not symmetric in p and q, but is always
positive. The more p differs from q, the higher the value
of DKL; if the two distributions are identical, the KLD
is zero.
We use the KLD to measure the degree of clustering in
a multidimensional probability distribution p by compar-
ing it to the product of its marginal distributions pshuf .
If p is a bivariate Gaussian, for example, then
DKL(p : p
shuf) = −1
2
log(1− ρ2), (4)
where ρ is the correlation coefficient (Kullback 1959,
Equation 6.12). The KLD in this case is independent
of the dispersions in each direction. This interpretation
of the KLD, which measures clustering independent of
range, is also known as the mutual information.
The KLD is a promising tool for using stellar streams
to constrain the Galactic potential because stream stars
should be clustered in action space. The clustering of
streams in action space is tightest when the correct po-
tential (or the closest one to the real potential) is used
to compute the actions from the phase space coordinates
1 The logarithm can be any base; for this work we use the natural
(base e) log, for which the units of the KLD are known as “nats”.
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w ≡ (x,v). We represent the Galactic potential by a set
of characteristic parameters a, and consider the proba-
bility density f of the stars’ actions J(w;a), which we
will denote as
fa(J) (5)
since the shape of the probability density is determined
by the choice of Galactic parameters a. Given this nota-
tion, maximizing the quantity
DIKL =
∫
fa (J) log
fa (J)
f shufa (J)
d3J, (6)
subject to the constraint that the functions fa and f
shuf
a
are properly normalized, will identify the best-fit param-
eters, labeled a0, as the ones that produce the most clus-
tered distribution of the stars’ actions J.
The KLD also allows us to estimate the error on a0
through its interpretation as the expectation value of
the difference in log-likelihood (or posterior probability).
Given some data x, the KLD between two probability
distributions p(x) and q(x) is related to the ratio of pos-
terior probabilities, P(Hp|x)/P(Hq|x), of the two hy-
potheses, Hp and Hq, that x are drawn from p or q by
(Kullback 1959, p.5, eq.2.5):
DKL(p : q) =
∫
log
P(Hp|x)
P(Hq|x)p(x)dx− log
P(Hp)
P(Hq) , (7)
where P(H) are the prior probabilities of the two hy-
potheses. Bayes’s theorem,
L(x|H)P(H) = P(H|x), (8)
relates the KLD to the difference in log-likelihood L(x|H)
between the two hypotheses:
DKL(p : q) =
∫
log
L(Hp|x)
L(Hq|x)p(x)dx. (9)
If we assume a flat prior, so that P(Hp) = P(Hq), then
the second term of (7) vanishes and the KLD is directly
proportional to the expectation value of the difference in
the log of the posterior probability:
DKL(p : q) =
∫
log
P(Hp|x)
P(Hq|x)p(x)dx =
〈
log
P(Hp|x)
P(Hq|x)
〉
p
,
if P(Hp) = P(Hq). (10)
One can also break up the logarithm of the ratio of the
distributions into a difference of logarithms:
DKL(p : q) =
∫
p(x) log p(x)−
∫
p(x) log q(x). (11)
The first term is recognizable as the entropy of the dis-
tribution p; in this form one can think of the KLD as
measuring the amount of information we lose by describ-
ing the data x, really drawn from p, with q instead. In
terms of the likelihoods of the two distributions, we have
DKL(p : q) = 〈logL(Hp|x)〉p − 〈logL(Hq|x)〉p. (12)
If we are comparing many different q to a single p, as
we will do for our case, the first term is a constant that
normalizes the expectation value of the likelihood of Hq
(the likelihood that x are drawn from q). This means
that in Bayesian theory, this first term must be related
to the evidence.
In our case, we want to derive a confidence interval
around the best-fit parameters by testing how much the
clustering of the J changes as we vary the potential pa-
rameters. Therefore, we want to compare the distribu-
tion of J produced using the best-fit parameters a0 with
the J-distribution produced by some other parameters
atrial. Then we can use the interpretation above to relate
the KLD between these distributions to the expectation
of their relative probability. Essentially, this answers the
question “how far away from the best-fit parameters do
I have to go before the J-distribution significantly differs
from the one I got with the best-fit parameters?”
In formal terms, this means we take distribution p in
Equations (7-10) to be the distribution of the actions for
the best-fit parameters (found by maximizing DIKL):
p(x)→ fa0 (J) . (13)
The hypothesis Hp, that the x for which the KLD is
evaluated are drawn from the distribution p(x), is in our
case the hypothesis that the stars’ actions J are drawn
from the distribution corresponding to the best-fit po-
tential parameters a0. Since the potential parameters
indirectly specify the form of the distribution by deter-
mining the actions from the phase-space positions w, we
label Hp → Ha0 .
Equivalently, we take for q the distribution of actions
with some other set of parameters atrial:
q(x)→ fatrial (J) . (14)
The corresponding hypothesis, Hq → Hatrial , is that the
potential parameters atrial produce the distribution that
best describes the J.
Making these substitutions, we find that the KLD
DIIKL =
∫
fa0 (J) log
fa0 (J)
fatrial (J)
d3J (15)
is therefore related to the expectation value of the differ-
ence in log posterior probability of potential parameters
a0 or atrial:
DIIKL =
∫
log
P(Ha0 |J)
P(Hatrial |J)
dµ (J(a0)) =
〈
log
P(Ha0 |J)
P(Hatrial |J)
〉
J
.
(16)
In other words, DIIKL = 1 for a given atrial means that
the expected value of the log probability ratio, for the
distribution of J(a0), is equal to 1. Therefore we expect
that parameters atrial are e times less likely
2 than the
best-fit a0 to produce a J distribution consistent with the
one produced by using a0. Appendix A gives a graphical
illustration of the method using a simple example.
In practice, we first determine the best-fit a0 by maxi-
mizing DIKL. Then we calculate D
II
KL using Equation (15)
for each atrial compared to a0. Finally, we use Equation
(16) to set confidence intervals by choosing appropriate
contours of DIIKL. For example, if we had a Gaussian
probability distribution, then the “1-σ” error bar corre-
sponds to the level where the probability is e−1/2 ≈ 24%
2 assuming we are using natural logarithms in the KLD definition
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of its peak value. The equivalent in terms of the KLD is〈
log
P(Ha0 |J)
P(Hatrial |J)
〉
J
= DIIKL = 1/2. (17)
For the Gaussian, this level corresponds to 68 percent
of the total probability, which is why it is custom-
ary to quote 68 percent confidence contours for non-
Gaussian probability distributions. Likewise, the “2-σ”
level, where parameters are e−2 ≈ 1/20 as likely as the
best fit, is DIIKL = 2, and corresponds to the 95-percent
confidence interval; DIIKL = 4.5 is equivalent to the 99-
percent (“3-σ”) contour.
3. CREATING THE MOCK STELLAR HALO
We construct a mock stellar halo in a potential with
analytic actions to test the method. For these initial
trials, we use a mock halo that is entirely accreted; i.e., all
the stars in the mock halo are tidal remnants of disrupted
satellites. In this section we describe the potential (3.1),
the mock-halo generation process (3.2), and our method
for “observing” the halo with Gaia by convolving the
observables with Gaia-like errors (3.3).
3.1. Potential and input parameters
We choose the isochrone potential
Φ(r) = − M
b+
√
r2 + b2
(18)
because it has analytic expresssions for the actions
(Jr, L, Lz), where L is the absolute value of the total
angular momentum, Lz is its z component, and Jr is the
radial action
Jr =
GM√−2E −
1
2
(
L+
√
L2 + 4GMb
)
. (19)
The specific energy E is given by the standard expression
E =
1
2
v · v + Φ(r). (20)
The isochrone potential is actually not a very good match
to what we know about the shape of the real Milky
Way or about simulated cosmological dark matter ha-
los. In particular, this potential is spherically symmet-
ric, whereas the Milky Way has a disk and its halo may
be flattened as well (Law & Majewski 2010; Vera-Ciro &
Helmi 2013). In principle any potential for which the ac-
tions can be calculated will work; for simplicity we start
with an analytically tractable example. We choose as in-
put parameters atrue the scale length b = 8 kpc and the
total mass M = 2.7× 1012 M to roughly reproduce the
mass (e.g. Sofue 2012; Boylan-Kolchin et al. 2013; Bhat-
tacharjee et al. 2014) and scale (Battaglia et al. 2006;
Deason et al. 2012; Kafle et al. 2012) of the Milky Way.
However, with these parameters the circular velocity of
the halo peaks at 17.6 kpc, where it is 500 km s−1, de-
clining to 315 km s−1 at 100 kpc (the edge of our mock
halo); at the solar circle vc = 420 km s
−1. These ve-
locities are significantly higher than the range measured
for the Milky Way (Deason et al. 2012; Kafle et al. 2012;
Sofue 2012; Bhattacharjee et al. 2014), reflecting the fact
that the isochrone profile is not a very good match; as
a result of the shorter dynamical times, the streams in
Fig. 1.— The luminosities of the progenitors making up the mock
halo (histogram; blue online) are drawn from the Koposov esti-
mated luminosity function for known Milky Way satellite galaxes
(solid line; red online).
our mock halo will be more phase-mixed than streams
of similar age in a more realistic Milky Way potential.
Given that we consider only the streams’ action-space
distributions and discard phase information, we do not
expect this difference to greatly affect our results.
3.2. Making the streams
We construct a distribution of progenitor galaxies to
mimic the basic features of the known Milky Way satel-
lites, and integrate them in the galactic isochrone po-
tential to make the accreted mock halo. For our pur-
poses a progenitor “satellite galaxy” is made up of equal-
magnitude red-giant (RGB) stars following a spherical
Plummer distribution.
We begin by drawing the luminosities of the progeni-
tors from the luminosity function of Milky Way dwarfs
derived by Koposov et al. (2008, see Figure 1). From
these luminosities we use the fundamental plane param-
eterized by Tollerud et al. (2011) to obtain the progen-
itors’ half-light radii r1/2 and total dynamical mass at
this radius M1/2. The half-light radius is related to the
scale radius rs of the Plummer spheres representing the
progenitors by
rs = r1/2
√
22/3 − 1. (21)
To determine the number of stars n∗ in a progenitor we
assume a mass-to-light ratio of 2 for the stellar com-
ponent and count 1 RGB star per 40 solar masses of
stars (Marigo et al. 2008; Helmi et al. 2011). Thus
n∗ = (2L)/40 = L/20. We require a minimum of 20
red giants per galaxy, corresponding to a minimum lu-
minosity of 4 × 102 L. We sample the Plummer DF
with the given rs and total mass n∗ times to get the po-
sitions and velocities of the RGB stars in each progenitor
relative to its center of mass.
Next we select an orbit for each progenitor. We first
determine its orbital energy by choosing an apocenter
distance, ra. We would like the average density profile of
the stars in the mock halo to be consistent with observa-
tions of the stellar halo, which has ρ ∝ r−3.5 (Helmi & de
Zeeuw 2000), so we select the apocenters of the center-
of-mass orbits from a probability distribution in ra that
action-space clustering of tidal streams 5
corresponds to this density distribution. Given that
p(ra)dV = ρ(ra)dV ∝ r−3.5a dV, (22)
and using dV = 4pir2adra, we find that the normalized
probability distribution for ra is
p(ra)dra =
1
2
√
rc
r3a
dra, (23)
where we have calculated the normalization by setting
an inner cutoff radius rc = 0.3 kpc (inside the bulge) to
avoid the divergence of the distribution as ra → 0. We
draw the apocenters from this probability distribution,
throwing out values of the apocenter distance outside the
range 3 < ra < 100 kpc to focus on streams at locations
accessible to observations. To mimic the mass-dependent
effect of dynamical friction, we assign smaller ra values
to progenitors with larger M with some scatter, and ex-
plicitly limit the apocenter distances of the six largest
progenitors to within 10 kpc. The initial angular posi-
tion of each progenitor (θ, φ) is chosen from a uniform
distribution on (−1 < cos θ < 1, 0 < φ < 2pi).
We determine the orbital angular momentum by choos-
ing a circularity η ≡ L/Lc(ra) based on the distribu-
tion found by Wetzel (2011) for infalling progenitors at
the virial radius of Milky-Way-mass halos at z = 0.
The orbit inclination cos i = Lz/L determines the frac-
tion of the angular momentum in the z direction and
the direction of the orbit; we choose | cos i| uniform on
0 < | cos i| < sin θ, and then choose the sign of cos i to be
positive or negative with equal probability. The orbital
properties of the progenitors are shown in Figure 2.
The last step is to choose an infall time for each pro-
genitor. We choose a random number of radial orbital
periods from a continuous uniform distribution between
5 and 350, with the stipulation that the total orbital time
cannot be longer than 13.6 Gyr (350 radial periods equals
a Hubble time for the progenitor with the smallest apoc-
enter). The sampled stars are integrated as test particles
in the galactic potential for the chosen time, and the pro-
cess is repeated for each progenitor to build up the mock
halo.
Estimates based on cosmological simulations and semi-
analytic modeling project that the Milky Way should
contain about 110 thin streams (disrupted progenitors
with stellar mass less than 105 M) with more than
20 RGB stars brighter than 20th magnitude (Chiappini
et al. 2013, p. 14). In this work we assume an absolute
magnitude MV = 1 for all the stars in the stream, so this
magnitude cut translates to a cut in heliocentric distance
of about d . 60 kpc, or a cut in galactocentric distance
of just under 100 kpc (Figure 3, gray curve). Choosing
153 progenitors and integrating their orbits as described
above results in a Milky Way stellar halo with the right
number of thin streams in this distance range. A sum-
mary of the bulk properties of the mock halo is given on
the first line of Table 1, while the distribution of pro-
genitor sizes is shown in gray in Figure 4. Although we
generate progenitors with orbit apocenters as large as 100
kpc, the small average galactocentric distance of the halo
(about 6 kpc) indicates that the stars are very centrally
concentrated. This is both because the radial distribu-
tion we use is quite steep, and because we preferentially
placed the 5 or so largest satellites on fairly small orbits.
TABLE 1
Mock halo statistics
〈d〉, 〈d〉, Npro,
Sample N∗ kpc kpc Npro n∗ > 100
Full mock halo 6 765 774 6.20 10.4 153 106
After error selection 3 669 128 4.84 8.26 152 82
Gaia er 440 431 6.51 7.96 128 47
Note. — This table summarizes the contents of the full mock
halo (Section 3.2), the part selected for data completeness and qual-
ity after error convolution (Section 3.3), and the energy-selected
sample used for the fit (Section 4). Listed are the total number of
stars in each sample N∗, mean galactocentric distance 〈d〉, mean
heliocentric distance〈d〉, number of progenitors Npro, and number
of progenitors with more than 100 stars.
Figure 5 shows that the action-space distribution of the
stars in the mock halo is indeed very clumpy. At larger
values of the actions the clumps are well-separated and
distinct, while at smaller actions, which roughly corre-
spond to orbits deeper in the potential, the clumps begin
to overlap and blend together. These inner structures are
also more likely to be well-mixed in x and v, since the
radial and azimuthal frequencies are, roughly speaking,
inversely proportional to the actions.
3.3. Observables and noise convolution
We add noise to the data based on the projected per-
formance of the Gaia survey (de Bruijne 2012). To simu-
late observational errors we calculate the parallax, proper
motions, line-of-sight velocity (RV), and sky positions
and determine the expected error on each observable
based on the current error models for Gaia3. We set
an upper limit of 20% for the expected relative paral-
lax error, consistent with estimates for the photometric
parallax error for RGB stars. To calculate the errors it
is necessary to assign an absolute magnitude and spec-
tral class to each star in the stream; for this work we
assume all the stars are red KIII giants with MV = 1.
Each observable for each star is then drawn from a one-
dimensional Gaussian distribution centered on the true
value with the width of the expected error, assuming that
the errors on the observables are uncorrelated. The con-
volved observables are then converted back into “noisy”
6D positions (x˜i, v˜i). We then select all the stars with
full six-dimensional phase space coordinates: effectively,
this means those that have radial velocity (RV) measure-
ments. For KIII metal-poor stars, this corresponds to a
maximum V magnitude of 17.29. We also throw out stars
whose predicted transverse velocity error is larger than
the maximum predicted RV error of 18.15 km s−1, so that
errors on all components of the velocity are comparably
sized. These cuts in data quality eliminate 46 percent of
the stars from the sample, as shown in the second line of
Table 1, and remove mostly stars at galactocentric dis-
tances larger than 25 kpc (Figure 3, red curve). The
effect is seen in the average galactocentric and heliocen-
tric distances, which are both significantly smaller than
for the full halo.
4. STREAM SELECTION
One strength of our fitting method is that it does not
require a priori knowledge of which stars belong to which
3 see http://www.rssd.esa.int/index.php?page=Science_
Performance&project=GAIA
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Fig. 2.— Masses, eccentricities, and apocenter radii of the progenitors making up the mock halo.
Fig. 3.— Galactocentric radial density distribution of stars in the
mock halo, constructed from the error-convolved parallaxes. The
background curve (black online) shows the distribution for all stars;
the first overlapping curve (red online) shows the distribution of
the error-selected stars (see Section 3.3); the foremost curve (blue
online) shows the distribution of stars after selection for both error
and “energy” (Gaia er; see Section 4). The green dashed vertical
line at 8 kpc marks the scale radius of the input potential.
stream; the KL divergence simply measures the total
clustering of all the stars in the sample. The only re-
quirement is that the different action-space clumps are
sufficiently separated in action space that the statistic
can distinguish the clumpiness of the distribution. Be-
cause the KL divergence measures the total clustering,
it works best when the clump size is small compared
to inter-clump separation, especially in dimensions that
depend on the potential. Deeper in the potential the
various streams can overlap each other enough that the
distribution is not easily distinguishable from a smooth
one; this region must be removed from the sample. To
Fig. 4.— Distribution of the number of stars n∗ in each progen-
itor, for the entire mock halo (black filled with gray), the error-
selected sample (hashed; red online), and the energy- and error-
selected sample (Gaia er, reverse-hashed; blue online). The error-
selected sample includes stars from all but one of the 153 pro-
genitors in the full mock halo; Gaia er contains stars from 128
progenitors.
remove it, we make an informed guess for the potential
of the Milky Way: an isothermal sphere (logarithmic po-
tential) with constant circular velocity vc and some offset
φ0 chosen so that all the stars in the sample are bound:
φ(r) = v2c ln r − φ0. (24)
For the circular velocity vc, we use the average value of
|~L|/r for all the error-selected stars in the error-convolved
sample, which is 249 km s−1. We set the offset φ0 con-
servatively to
φ0 ≡ max
[
v2c ln r
]
+ max
[
1
2
~v · ~v
]
, (25)
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Fig. 5.— Log density in Jr − Lz space (left) and E − Lz space (right) of all stars in the mock halo (lighter gray = more stars). Jr and
E were calculated using the input potential.
which works out to 0.78 kpc2 Myr−2, to guarantee that
all the stars are bound.
Using this guess for the potential, we calculate an en-
ergy Etrial for all the stars, using their error-convolved
6D positions, and plot it against the calculated z compo-
nent of the angular momentum, Lz, as shown in Figure 6.
Even though this is not the correct energy there is still a
fair amount of clustering visible in this space, especially
at values of Etrial significantly above the minimum for a
given Lz (solid red line). We assess the clustering in this
plot by eye to choose a cutoff value Emintrial, selecting all
the stars with Etrial > E
min
trial. The goal is to include as
many stars as possible while avoiding the region where
the structures completely overlap. In order to include all
of the well-separated clumps as well as some streams on
more circular orbits (ones near the red line), we chose
Emintrial = −0.6 kpc2Myr−2 (blue line) after some experi-
mentation. We refer to this sample as Gaia er.
Applying this approximate energy cutoff selects about
5×105 stars, about 12% of the error-selected sample and
about 6.5% of the stars in our whole mock stellar halo
(see the third line of Table 1). Figure 3 (blue curve)
shows that this selection indeed cuts out mostly stars
at small galactocentric distances, deep within the halo.
This is also apparent from the increase in the average
galactocentric distance, which is now nearly equal to the
average heliocentric distance of the stars in this sample.
Figure 4 shows how the error and energy selections affect
the number of stars per progenitor and the total number
of progenitors represented in the halo.
We also recorded the “true” positions and velocities of
the stars selected with this energy criterion, prior to er-
ror convolution, to isolate the effect of the observational
errors. We call this sample Gaia ne. Viewed in action
space (Figure 7), we see that although the errors do blur
the existing substructure, they do not destroy all the in-
formation: many clumps are still present in Gaia er. A
comparison with the left panel of Figure 5 shows that
the effective distance cut imposed by the error selection
has eliminated a few objects at large Jr and Lz, while
the energy cut has removed a fraction of the clumps near
Jr = Lz = 0 to thin out this region, as intended.
Fig. 6.— Stars from the mock halo are selected for the fit by
defining an energy cut based on visible clustering in the space
(Lz , Etrial). Energy is calculated assuming the trial potential of
Equation (24). We used an energy cutoff Emintrial = −0.6 kpc2Myr−2
(horizontal line; shown in blue online) low enough to include a few
streams with quasi-circular orbits (those near the bounding curve;
shown in red online). Stars above the horizontal (blue) line are
included in the fit. One-tenth of the stars are plotted here.
5. COMPUTATION OF THE KL DIVERGENCE
The KLD we employ can be computed even if the func-
tion p(x) is not known, provided that we have a sampling
of N∗ points xi (observed points) assumed to be drawn
from p(x). In that case an “observed” distribution p˜ can
be constructed (e.g., using a density estimator) from the
observed xi and used in place of the true distribution
p. An observed q˜ can also be constructed from a set of
points yi, again using a density estimator, as long as it is
then evaluated at the points xi drawn from p, which will
not in general be equal to yi, to calculate the KLD. In
practice, xi and yi correspond to the actions computed
using different values of a (in the case of DIIKL) or to the
actions and shuffled actions with a given a (in the case of
DIKL). This leads to explicit expressions for the Monte
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Fig. 7.— Distribution (log density) of stars in action space (as in the left panel of Figure 5) for the samples Gaia ne (without errors;
left) and Gaia er (with errors; right).
Carlo integrations of the two KLDs:
DIKL =
1
N∗
N∗∑
i=1
log
f˜a (Ji(a))
f˜ shufa (Ji(a))
(26)
and
DIIKL =
1
N∗
N∗∑
i=1
log
f˜a0 (Ji(a0))
f˜atrial (Ji(a0))
, (27)
where the f˜ are constructed using a density estimator
from the actions Ji(a) of the stars in the data set, for
various values of the parameters a. The arbitrary J from
the integrals in Equations (6) and (15) have now been
replaced by the specific Ji(a) of the stars in the sample,
so that the integral is sampled at points drawn from the
correct distribution for Monte Carlo integration.
Alternatively, we can calculate the KLD by explicitly
discretizing the integral in each step, summing over some
number of volume elements Ngrid with (possibly varying)
sizes ∆i, and evaluating the probability density at the
centers Jk of these volume elements:
DIKL =
Ngrid∑
k=1
∆i f˜a(Jk) log
f˜a(Jk)
f˜ shufa (Jk)
(28)
and
DIIKL =
Ngrid∑
k=1
∆i f˜a0(Jk) log
f˜a0(Jk)
f˜atrial(Jk)
. (29)
Tests where we compared single bivariate Gaussians of
different sizes found that for resolutions comparable to
the number of particles in the individual clumps of our
mock stellar halo (5000 points or more) this method pro-
duced a more accurate estimate of the KLD than Monte
Carlo.
We used the modified Breiman density estimator de-
veloped and tested by Ferdosi et al. (2011) to con-
struct representations of the various f˜ on identical three-
dimensional regular grids (i.e. constant ∆), and then cal-
culated the KLD by summing over the grid squares. The
modified Breiman method uses an adaptive Epanech-
nikov kernel density estimator in which the optimal ker-
nel size is determined through a pilot, non-adaptive den-
sity estimate with the same kernel shape. We used a
5123 grid in (Lz, L, Jr), based on the results of our con-
vergence testing.
For Step I, we find the best-fit parameters by calcu-
lating DIKL for different trial values of the potential pa-
rameters a on the intervals [0.15, 1.5] in log(b/kpc) and
[11.5, 14.0] in log(M/M). Starting with a 9x9 grid over
this space, we use the HyperQuadTree resampling
code, kindly made available by Maarten Breddels, to
progressively refine regions where the function is rapidly
changing by adding new points at half the current spac-
ing in each dimension. We continue refining until the
7 parameter combinations with the highest KLD values
have mostly converged on the same peak; in practice this
takes 4-5 iterations for a minimum spacing of about 0.01
dex in each parameter.
For Step II, we calculate DIIKL for the full set of points
sampled to maximize DIKL, which are naturally focused
on the region around the maximum. We keep track of the
parameter-space volume associated with each sampling
point. Then we use Equation (16) to draw contours at
DIIKL = (1/2, 2, 9/2): as described in Section 2 these con-
tours are the relative probabilities at (1σ, 2σ, 3σ) from
the mean in a Gaussian distribution. In the next few
sections, when discussing the results of Step II, we show
plots of the normalized likelihood and superimpose these
three confidence intervals.
We made two technical modifications to the calcula-
tion of the Step II KLD to eliminate sources of numerical
noise. The first modification is to restrict the integration
region of the KLD for this step to the range of actions
in the distribution produced with the best-fit parame-
ters, rather than the range including all stars in both the
best-fit and trial distributions. This avoids the problem
of large outliers in Jr, which is susceptible to numeri-
cal roundoff error since the density estimation grid has a
fixed number of points in each dimension, and so for an
extremely large range in Jr will under-resolve the region
containing most of the significant differences between dis-
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Fig. 8.— Contours of DIKL for the samples Gaia ne (left) and Gaia er (right). The white points indicate sampled values of the parameters
a ≡ (M, b). The black lines cross at atrue; the red point is a0, the value at which DIKL is largest; the orange through purple points are the
2nd- through 7th-largest values of DIKL. The contour spacing is 0.05 nats; the range is fixed to [0,2.45] nats in both plots (the color scale
varies from dark purple at 0 to white at maximum). The white dashed lines are lines of constant Menc at the average galactocentric radius
〈d∗〉 (see Tables 2 and 3). The value of DIKL at a0 is 2.41 in the left panel and 2.03 in the right panel.
Fig. 9.— As in Figure 8, but with the M -axis transformed to enclosed mass using Equation (30).
tributions. Using a grid with fixed spacing instead is lim-
ited by memory constraints and for large outliers results
in huge oversampled regions. Tests of this modification
indicate that it does not significantly change the KLD
values around the best fit, but does eliminate a region of
spurious high probability (low KLD values).
The second technical modification is to set a density
“floor” of 10−9 kpc−3 for grid cells that have a formal
kernel estimate of zero density (that is, there are no stars
within a few kernel widths of the cell). The purpose of
this floor is to permit the calculation of the KLD for
trial distributions that barely overlap with the best-fit
distribution at all: cells that have nonzero density in the
best-fit distribution but zero density in the trial distri-
bution would otherwise have an undefined contribution
to the KLD. If these are ignored, barely-overlapping dis-
tributions have vastly inflated probabilities.
We also had to deal with the different Jr ranges of the
two action distributions. As the mass and scale radius
change, the total allowed range of Jr values changes sub-
stantially, with an overall scaling proportional to
√
Mb.
This stretching increases the size of all the action-space
clumps in the distribution by the same factor, so if it
is not compensated then potentials with larger M and
b will be systematically disfavored since they produce
lower-density clumps. Furthermore, we are interested
in comparing the intrinsic clumpiness of the two dis-
tributions regardless of this relative scale, so we con-
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sider distributions in J = (Lz, L, Jr/
√
Mb) rather than
J = (Lz, L, Jr). This recenters the clumps close to one
another in action space even for distributions with very
different M and b so that the KLD calculation is primar-
ily comparing the expansion and contraction of corre-
sponding clumps, as desired. Performing this scaling also
makes the volumes spanned by each distribution more
similar, thus mitigating the effect of the limits we put on
the integration volume for numerical reasons.
6. RESULTS FROM THE FULL MOCK HALO
In this section we discuss the results of the fit using the
full mock halo samples Gaia er and Gaia ne, selected
through the procedure described in Section 4, with and
without convolution with Gaia errors respectively.
6.1. Finding the best-fit value (Step I)
Figure 8 shows contours of the value of DIKL (Equa-
tion 6) as a function of the parameters for the samples
Gaia er (right) and Gaia ne (left). The errors serve
to decrease the contrast in the fit landscape by a bit less
than half a “nat” (factor of e, since we use a natural
logarithm to calculate the KLD) but do not appreciably
change the bias between the best fit and the input value.
The best-fit parameters lie along a ridge of high DKL
that corresponds to a measurement of the enclosed mass
within the average radius of all the stars in the fitted
sample, which for the isochrone case is
Menc(〈d∗〉) ≡ M〈d∗〉
3√
b2 + 〈d∗〉2
(
b2 +
√
b2 + 〈d∗〉2
)2 . (30)
The dashed white lines in Figure 8 are contours of con-
stant Menc for 〈d∗〉 = 6.85 (the average distance of the
stars with no errors, left-hand panel) or 〈d∗〉 = 6.51 (av-
erage distance after error convolution, right-hand panel).
The orbits of the individual streams can be thought of
as each contributing a measurement of the enclosed mass
at a different average radius. These individual estimates
then overlap in some region where the best-fit is found,
so choosing slightly different sets of streams can move
the overlap region along the ridge, with a more hetero-
geneous orbit selection giving a better result.
If we calculate Menc(〈d∗〉) for each sampled point in
parameter space using Equation 30 and redraw the KLD
contours in the space (Menc(〈d∗〉), b), then the ridge of
high KLD becomes a narrow range in enclosed mass, as
shown in Figure 9. This indicates that the enclosed mass
should be recovered very well, but that the scale radius
will be more difficult to estimate. As we will discuss
shortly, this is primarily because of the limited range in
galactocentric distances imposed by the magnitude limit
for Gaia’s radial velocities—as shown in Figure 3, this
range is equivalent to only about three scale radii.
The secondary maximum in the lower right corner of
the parameter space in both panels of Figure 8 repre-
sents a deep point-mass-like potential. This solution is
asymptotic in DKL: if the action-space distribution is
smooth, the overall density can grow by increasing the
mass and decreasing the scale radius, collapsing all the
orbits deeper into the trial potential. As more of action
space is filled with merged or overlapping clumps, this
solution starts to dominate, causing the KLD to increase
without bound in this direction in parameter space, while
the desired solution at nonzero b becomes a secondary
local maximum. The best strategy we found to avoid
this asymptotic region is to gradually lower the energy
threshold used for the selection and compare the best-fit
results as more and more stars are added to the data set
used for the fit.
6.2. Setting error bounds on the best-fit value (Step II)
Figure 10 shows the result of Step II, with (right) and
without (left) Gaia errors. Recall that in Step II we use
the KLD (Equation 15) to compare the distribution of ac-
tions at the best-fit values identified in Step I with values
at the other points in the parameter grid. As discussed
in Section 2, this version of the KLD is interpreted prob-
abilistically, so the contours in these two figures show the
expectation value of the difference in log posterior prob-
ability between the best-fit and other values of the pa-
rameters (Equation 16). The confidence contour shown
in red (yellow, green) is DIIKL = 1/2 (2,9/2). As discussed
in Section 2 these levels correspond approximately to 68,
95, and 99% confidence contours if the probability sur-
face looks roughly Gaussian. Comparing the two plots
in Figure 10 shows that the observational errors serve to
widen the error ellipses somewhat in both directions.
The uncertainties we determine from the Step II KLD
are more than an order of magnitude larger than the
technical precision obtained by bootstrapping the data
set and repeating Step I. This is because the bootstrap
uncertainties represent the joint probability of the poten-
tial parameters and the action distribution produced by
that potential. Since the action distribution depends on
the number and properties of stream progenitors rather
than the number of data points, resampling the data will
always reconstruct the same action distribution, leading
to very little change in the best-fit a. Obtaining uncer-
tainties on a independent of the action distribution via
bootstrap would require resampling sets of streams in-
stead of individual stars, using the stream-membership
information we are trying to do without. Instead we use
the Step II KLD to calculate the conditional probability
of a for the given action distribution, which gives rea-
sonably sized uncertainties of roughly the same order as
the distance between our best fit and the input value, as
seen in Figure 10.
The main weakness of this approach is that since we
assume that the best-fit action distribution from Step I
is the true distribution, the uncertainties only include
values of a that produce distributions similar to the best
fit, rather than any distribution with a similar Step I
KLD. This is why some parameter combinations with
high DIKL can have relatively low Step II probabilities:
a good example is the case without observational errors
in the left panel of Figure 10, where the second-best-
fit (orange point) is less than half as probable as the
best fit (red point) according to Step II. However, if we
calculate DIIKL with respect to the second-best-fit point,
the resulting probability contours overlap with the ones
pictured at better than the “1-σ” level. The consistency
between the size and shape of the DIIKL contours, the
spread and locations of the several highest values of DIKL,
and the difference between the best-fit and input values
gives us confidence that this method of calculating the
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Fig. 10.— Contours of DIIKL, the expected difference in log (base e) posterior probability with the best fit model (see Equations 15 and
16), for Gaia ne (left) and Gaia er (right). The white points are the sampled parameter values. Thin contours are 0.2 nats apart and
thick contours are 1 nat apart, with range 0 ≤ DIIKL < 10; regions with DIIKL > 10 have relative posterior probability less than 10−4 and
are shown in black. Red, yellow, and green contours show DIIKL = 1/2, 2, 9/2 respectively (discussed in Section 2). The M -axis has been
transformed to Menc using Equation (30).
uncertainties gives reasonable values.
In the case with Gaia errors, the best-fit enclosed mass
is Menc,0 = 0.208
+0.085
−0.043 × 1012M (corresponding to to-
tal mass 6.73+2.92−2.03 × 1012M) and the best-fit scale ra-
dius is 11.97+2.57−3.03 kpc. The input value of the enclosed
mass at the average distance of the stars in the sam-
ple (6.51 kpc, calculated using the error-convolved data),
M trueenc = 0.215 × 1012M, is well within the 68% con-
fidence interval—in fact, it is within 3% of the true
value. However the scale radius input value (b = 8 kpc)
is not within this interval, which means that the total
mass (M = 2.7 × 1012M), isn’t either since the two
are linked through the enclosed mass. The error-free
case behaves similarly though the confidence intervals
are slightly smaller: (Menc,0, b0,M0) = (0.223
+0.082
−0.038 ×
1012M, 11.40+1.79−2.88 kpc, 5.62
+1.11
−1.70 × 1012M). The av-
erage distance is slightly larger when calculated with-
out error convolution (6.85 kpc) so the input value for
the enclosed mass in this case is slightly larger too:
M trueenc = 0.240 × 1012M. This value is within 7 per-
cent of the best-fit (effectively, the grid point next to the
one identified as the best fit in the case with errors). In
short, the enclosed mass is recovered quite accurately in
both cases while the recovered b has larger relative er-
ror and is biased high in both cases, leading to errors
in the total mass M . This is not an effect of the errors
but a result of the relatively narrow range of galactocen-
tric distances of the stars in the sample, shown in Figure
3. A span of only about three scale radii, it appears, is
not sufficient to eliminate this bias. We will show in Sec-
tions 7 and 8 that adding stars that increase the distance
range reduces the bias and improves the uncertainty on
the scale radius and by extension the total mass.
7. PERFORMANCE WITH DIFFERENT NUMBERS OF
STREAMS
By selecting subsets of progenitors from the mock halo,
we examined the sensitivity of the fit to the number and
type of streams in a particular sample. We formed a ran-
dom sequence of subsets of progenitors from Gaia er
by first selecting a single progenitor at random, then
adding randomly-selected additional progenitors (with-
out replacement) one by one. About half the progen-
itors in the sample have less than 100 stars present in
Gaia er (see the blue histogram in Figure 4, and Table
1) and thus barely affect the fit at all, since our fit method
weights each star equally. Therefore we only “count”
progenitors with more than 100 stars in Gaia er when
building up the sample, though we do include the smaller
clusters in the buildup sequence for consistency since
they can function as noise. The result of this process,
in terms of the number of stars in the samples as a func-
tion of the number of progenitors, is plotted in Figure
11; the addition of each very large progenitor is appar-
ent as a large jump in N∗. To determine the effect of
the observational error we pulled the same sequence of
subsamples from Gaia ne.
Since the progenitors are added at random to build up
the sample, we can also use these subsamples to study
the relative influence of streams whose progenitors have
orbits at different Galactocentric distances. The distance
distribution of stars in various subsamples is plotted in
Figure 12. In some cases a large progenitor enters at
a particular distance; for example, the main difference
between the Npro = 10 sample and the Npro = 15 sample,
besides an overall increase in the number of stars, is the
addition of a large progenitor with an orbit near the scale
radius. On the other hand, the main difference between
Npro = 20 and Npro = 25 is the addition of stars at larger
radii.
Figure 13 shows the results from a few of the subsam-
ples of Gaia er that illustrate the effect of adding large
streams at various galactocentric distances. The leftmost
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TABLE 2
Fit results for Gaia er
Npro N∗ 〈d∗〉 Menctrue(〈d∗〉) Menc0 M0 (Mtrue = 2.7) b0 (btrue = 8.0) DIKL(a0) DIKL(atrue)
5 9 883 5.70 0.160 0.105+0 .185−0.065 13.8
+20 .2
−7.1 17.7
+14 .0
−7.8 0.67 0.60
10 53 966 5.92 0.175 0.140+0 .143−0.076 16.5
+24 .1
−9.8 17.7
+14 .0
−7.8 0.90 0.68
15 115 339 6.03 0.182 0.146+0 .129−0.065 28.4
+29 .9
−13.3 21.4
+10 .2
−6.9 1.32 1.13
20 124 459 6.32 0.202 0.183+0.119−0.088 13.8
+14.6
−5.0 16.0
+10.0
−4.0 1.49 1.34
25 173 861 7.76 0.309 0.303+0.146−0.082 8.06
+3.49
−2.92 13.2
+3.6
−3.3 1.88 1.82
30 221 570 7.58 0.295 0.269+0.127−0.086 6.73
+2.92
−2.03 12.6
+4.2
−2.7 1.88 1.80
35 228 516 7.56 0.293 0.275+0.131−0.086 6.15
+2.66
−2.23 12.0
+4.0
−3.5 1.85 1.76
40 369 954 6.87 0.242 0.236+0.095−0.051 9.65
+4.18
−3.49 13.8
+3.0
−3.5 2.09 2.02
45 382 381 6.82 0.238 0.220+0.105−0.044 5.62
+2.43
−2.04 11.4
+2.5
−3.3 2.08 2.00
All 440 431 6.51 0.215 0.208+0.085−0.043 6.73
+2.92
−2.03 12.0
+2.6
−3.0 2.03 1.97
Note. — Npro: Number of progenitors (with n∗ > 100) in sample. N∗: Total number of stars in sample. 〈d∗〉: Mean galactocentric
distance of stars in sample. Menctrue(〈d∗〉): Enclosed mass at mean radius in true potential. Menc0 : Enclosed mass at mean radius in best-fit
potential. M0, b0: best-fit total mass and scale radius. DIKL(a0): Maximum value of the KLD found in Step I. D
I
KL(atrue): KLD of Step
I (Equation 6) for the true values of the potential parameters. All masses are in units of 1012M; all distances are in kpc. Error bars
indicate the extrema of the region where (DIIKL ≤ 1/2); values in italics denote an open contour (value at the boundary of the explored
parameter space).
TABLE 3
Fit results for Gaia ne
Npro N∗ 〈d∗〉 Menctrue(〈d∗〉) Menc0 M0 (Mtrue = 2.7) b0 (btrue = 8.0) DIKL(a0) DIKL(atrue)
5 9 883 5.79 0.166 0.138+0.112−0.085 4.70
+6.85
−1.96 10.9
+10.6
−4.2 0.67 0.64
10 53 966 6.23 0.196 0.198+0.112−0.096 5.62
+8.20
−2.63 10.9
+8.6
−3.9 1.07 0.90
15 115 339 6.37 0.205 0.192+0.098−0.109 5.14
+8.68
−1.86 10.9
+10.6
−3.1 1.51 1.39
20 124 459 6.70 0.229 0.229+0.070−0.069 4.29
+1.86
−1.02 9.86
+3.33
−2.13 1.83 1.78
25 173 861 8.33 0.354 0.348+0.069−0.065 3.00
+0.28
−0.49 8.52
+1.34
−1.50 2.37 2.34
30 221 570 8.13 0.338 0.330+0.070−0.048 3.28
+0.47
−0.54 8.94
+0.91
−1.58 2.35 2.31
35 228 516 8.12 0.337 0.330+0.068−0.036 3.13
+0.45
−0.63 8.73
+1.13
−1.71 2.35 2.30
40 369 954 7.26 0.271 0.254+0.061−0.046 4.70
+0.93
−1.11 10.6
+1.37
−2.08 2.53 2.45
45 382 381 7.21 0.266 0.270+0.044−0.040 4.29
+0.85
−1.02 9.86
+1.55
−1.74 2.50 2.43
All 440 431 6.85 0.240 0.223+0.082−0.038 5.62
+1.11
−1.70 11.40
+1.79
−2.88 2.41 2.34
Note. — Column headings, units and error bars are the same as in Table 2.
Fig. 11.— The number of stars in subsequent subsamples of
Gaia er (or Gaia ne), as a function of the number of different
progenitors included in the sample. The x axis here is the total
number of progenitors (regardless of n∗), while the large black dots
mark where an additional progenitor with more than 100 stars is
added. The largest dots (red online), which are spaced by five
n∗ > 100 streams, are the samples we analyzed using our fitting
procedure.
panel shows the result with only five progenitors of more
than 100 stars, including streams from only one mod-
erately large progenitor of several thousand stars. The
stars in this subsample span less than one scale radius
Fig. 12.— Density distribution of galactocentric distances for
stars in selected subsamples of Gaia er, marked as red dots in
Figure 11. The black line is the distribution for the full sample.
Lines in bold indicate the distributions for the subsamples whose
fit results are plotted in Figure 13. As in Figure 3, the red dashed
line marks the scale radius of the input potential.
in galactocentric distance, between about 3 and 10 kpc,
and are mostly inside the scale radius (see the thick dot-
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Fig. 13.— As in Figure 10, but for streams from 5 (left), 10 (center), and 30 (right) progenitors with n∗ > 100 randomly selected from
Gaia er.
ted red line in Figure 12). Despite the small number of
unique progenitors, the enclosed mass measured by this
sample is already within 35 percent of the input value,
though the half-probability contour is not yet closed at
large b. However, because of the small range of distances
explored by the orbits of the progenitors, the scale radius
is not recovered (the error contours are not closed) and
the best-fit value is fairly inaccurate, not even within a
factor of 2.
Adding five more progenitors, including a very large
one, improves the accuracy with which the enclosed mass
can be recovered, as shown in the center panel of Figure
13. This sample has roughly the same distance distribu-
tion of stars (shown as the thick yellow line in Figure 12)
as the 5-progenitor sample, just with more stars at every
distance—about five times as many stars in total—and a
slightly larger distance range, about 1.5 scale radii. Thus
this sample is no better at measuring the scale radius, but
the confidence contours have gotten slightly smaller, and
now the measured value of the enclosed mass is within
20 percent of the input value. We can also see, by com-
paring to the five-progenitor sample, that simply adding
more stars is not the most effective way to improve the
measurement.
Adding progenitors with orbits at still larger radii to
increase the distance range again, however, does start to
improve the scale radius measurement, as shown in the
right panel of Figure 13. This sample contains streams
from a total of 30 progenitors, including 6 of the 9 largest,
and has roughly the same distance range as the entire
sample (about 2.5 scale radii), including all the stars at
the largest distances. This is sufficient to close the half-
probability contour. The best-fit value of b has less bias,
as well: it is now within about 60 percent of the input
value. The best-fit enclosed mass is within 9 percent.
Tables 2 and 3 summarize our results in steps of five
progenitors each, up to the full sample. The tables in-
clude the number of progenitors and stars in a given sam-
ple, the average distance and enclosed mass in each case,
and the recovered parameters with error bars indicating
the extent of the half-probability contour (DIIKL < 1/2).
The last two columns give a sense of the difference in
KLD values for Step I between the true and best-fit po-
tentials.
In Figure 14 we plot how well the algorithm recovers
the input values of the enclosed mass, scale radius, and
total mass as a function of the number of unique progeni-
tors (with n∗ > 100) in the sample. Note that the y-axes
of the plots for each parameter are significantly differ-
ent: the enclosed mass is by far the most accurately
and precisely determined, followed by scale radius and
then total mass. Comparing the left panel, which shows
the results for subsamples of Gaia ne, with the right
panel, which shows Gaia er subsamples, shows that the
observational errors increase the error bars on all three
quantities: by a factor of ∼ 1.5 for the enclosed mass,
∼2 for the scale radius, and ∼2–4 for the total mass,
which is the least accurately determined. Regardless of
observational error, about 20-25 progenitors are enough
to get the error bar sizes to converge, though error does
affect how many streams are necessary to bound all the
fit parameters from above and below: for fewer than 15
progenitors the confidence intervals extend beyond the
bounds of our explored parameter space when errors are
included, yet are closed for error-free data.. The obser-
vational errors seem to be responsible for larger differ-
ences between the best-fit and input parameters mainly
for small numbers of progenitors, though the bias in b
(and hence M) is slightly larger for the error-convolved
sample even for many progenitors. However, the bias
in b is definitely present even in the error-free sample,
which indicates that the streams making up the sample
are themselves responsible for at least part of it.
Examining the tables shows a few more trends. We see
that when including observational errors, streams from
about 15 progenitors with n∗ > 100 (including two or
three large ones) are needed to close the DIIKL = 1/2 rel-
ative probability contour. Comparing the results with
and without errors shows that the effect of the observa-
tional errors is to require more streams to get a bounded
measurement at the DIIKL = 1/2 relative probability level.
We also see that the Step I KLD values are generally
higher for the samples without errors, since the errors
tend to increase the size of the individual action space
clumps. In both samples, with streams from up to about
30 or 40 progenitors the KLD of Step I increases steadily
as more are added, reflecting the increasing amount of
action-space information. The probabilities of the best-
fit point and the input parameters also steadily converge
in this regime. However, one can also see from these
trends that the addition of streams from the largest pro-
genitors is the most influential: for example, between 25
and 35 progenitors only one medium-sized progenitor is
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Fig. 14.— Relative difference, δx/x ≡ (x0 − xtrue)/xtrue, between the best-fit and input value for the enclosed mass Menc (top; blue),
scale radius b (middle, green), and total mass M (bottom, red). The central line shows the best-fit; the shaded regions indicate the error
bars derived from the DIIKL = 1/2 relative probability contour. The left panel shows results for subsamples of Gaia ne, the right panel for
Gaia er.
added and the overall radial distribution stays roughly
the same (Figure 12), so there is not much difference
in the fit results. Interestingly, the 45-progenitor sam-
ple appears to do somewhat better than the full sample;
from Figures 11 and 12 we see that the difference is one
large stream at small radius. This shows how crowding
and overlap of structures deep in the potential can de-
crease the information and degrade the fit, and suggests
that perhaps a slightly different energy selection could
improve the results.
8. THE EFFECT OF INCREASING THE DISTANCE RANGE
The results from fitting different numbers of progeni-
tors suggest that a larger range of distances in the sam-
ple will alleviate the bias in determining the scale radius
with our method. The distances of stars in our mock halo
are limited mainly by the requirement that all six phase-
space coordinates be measured by Gaia. Since proper
motions are measured to V ≈ 20, but radial velocities
only to V ≈ 17, there are many distant stars in the Gaia
data set that will be missing this final coordinate. The
planned spectroscopic surveys WEAVE (Dalton et al.
2012) and 4MOST (de Jong et al. 2012) aim to obtain
the missing radial velocities for at least some of these
faint halo stars.
We can estimate the effect of completing the
six-dimensional catalog by augmenting the sample
Gaia ne4 with stars that would be included in the sam-
4 To keep the comparison direct and simple, we will forgo in-
ple but lack radial velocity measurements from Gaia:
that is, any star in our mock halo with V ≥ 17.3. Adding
these stars (61,893 of them) to the sample extends the
distance range to nearly 100 kpc from the Galactic center
and increases the average distance from 6.85 kpc (inside
the scale radius) to 8.60 kpc (slightly outside the scale
radius). Beyond the scale radius the radial distribution
of this new sample roughly follows that of the full mock
halo (black line in Figure 3).
Figure 15 shows the effect on the confidence con-
tours of increasing the distance range. As predicted,
the bias in the b measurement is nearly eliminated.
Thanks to the addition of a few extra distant progen-
itors (53 with n∗ > 100 as opposed to 47) as well
as the improved location along the enclosed-mass de-
generacy, the error contours are also slightly smaller
than for Gaia ne alone (compare the left panel of Fig-
ure 10). With this new sample, we obtain the best-
fit total mass M0 = 3.00
+0.59
−0.49 × 1012 M, the best-fit
enclosed mass Menc,0 = 0.370
+0.073
−0.067 × 1012 M (true
value: 0.375 × 1012 M), and the best-fit scale radius
b = 8.52+1.34−1.16 kpc. In other words, with this sample
the recovered total mass is within 11 percent of the true
value and has . 20% uncertainties, the recovered en-
closed mass is within 1.3 percent of the true value with
corporating error convolution and just deal with the unconvolved
positions and velocities, since RVs from ground-based follow-up will
have different error properties than the ones provided by Gaia.
action-space clustering of tidal streams 15
Fig. 15.— As in Figure 10, but for a sample without errors
including stars to V = 20 (approx. 100 kpc).
. 20% uncertainties, and the recovered scale radius is
within 6.5 percent of the true value with . 16% uncer-
tainties. The measurement of the scale radius is still
biased slightly high, but the input value, like that of the
total mass, is now within the confidence interval of the
recovered result.
9. DISCUSSION & CONCLUSIONS
The strategy of fitting a potential model using action
clustering, as presented in this work, has several impor-
tant advantages. Most importantly, it correctly recovers
the input parameters in our simple example as long as
the stars in the sample span a sufficient range in distance.
Second, this method does not require assigning stars to
a particular stream, nor that all the stars in the sample
belong to a stream, as long as the action-space distribu-
tion is dominated by well-separated structures. In this
work we verify this by eye, by guessing a potential, which
does not need to be too close to the real one, and look-
ing at the distribution in the energy-angular momentum
space. The streams to be fitted occupy the portion of
this space that looks clumpy to the eye, as described in
Section 4. Third, the fitted enclosed mass tends to be
more accurate than it is precise; that is, the recovered
enclosed mass is generally much closer to the input val-
ues than the limits of the confidence interval. The bias in
the scale radius in our results is due to the small number
of scale radii spanned by the stars in our sample, since
adding stars that increase the distance range reduces this
bias, as discussed in Sections 7 and 8. Finally, use of the
Kullback-Leibler divergence as the figure of merit in the
fit gives a well-defined maximum and an estimate of the
confidence region for the potential parameters, thanks to
its interpretation as a relative probability. The KLD is
positive-definite and fast to compute using the method
we describe in Section 5, which bodes well for exploring
higher-dimensional parameter spaces.
Although we emphasize here that this method does not
require the identification of individual streams, stream
membership information can improve the method by al-
lowing us to change the relative weighting of the stars
in various streams. The version of our method we show
here is completely blind to stream membership, weighing
equally the contribution of each star to the KLD. This
means that the largest clumps have the greatest influence
on the result simply because they contain orders of mag-
nitude more stars than the smallest structures. However,
in reality the self-gravity of the progenitor satellite cou-
ples the number of stars to their extent in action space,
as both increase with the mass of the progenitor. In fact
the thinnest streams, which contain the fewest stars, are
the most sensitive to the potential because they form the
smallest and tightest action-space clumps; i.e., they are
the most informative. The ability to either choose only
the thinnest streams, or to more heavily weight their con-
tribution relative to the larger, less-informative streams,
should greatly improve the fit results.
9.1. Analysis of results
Our results suggest that our method’s ability to mea-
sure the Galactic scale radius depends on the steepness of
the radial density profile of the stellar halo. In our tests
we used a halo that is quite centrally concentrated, both
by adopting a fairly steep radial profile (ρ ∝ r−3.5) and
by placing the few largest satellites on small-apocenter
orbits. If the stellar halo is really this centrally concen-
trated, then it will be quite difficult to obtain a distance
range of more than a few scale radii, given that the dark
halo scale radius is now estimated to be roughly 10–20
kpc (Battaglia et al. 2006, 2005; Navarro et al. 2010;
Deason et al. 2012; Kafle et al. 2012; Sofue 2012; Nesti
& Salucci 2013), or even larger depending on the model
assumed (Irrgang et al. 2013)—at any rate, it may be sig-
nificantly larger than the 8 kpc used in our tests. How-
ever, a log-slope of −3.5 may be too steep to model the
Galactic halo as a single power law; a more likely value
is −2.5 (De Propris et al. 2010) to −2.9 (Deason et al.
2011). Broken power laws provide a better fit, usually
with an inner log-slope of −2.3 to −2.8 out to 30–45 kpc
(Bell et al. 2008; Deason et al. 2011; Sesar et al. 2011;
Akhter et al. 2012) with a steeper fall-off (log-slope −3.8
to −5) at larger radii. All these measurements point
toward more stars at larger radius relative to our toy
model, which should improve our ability to measure the
scale radius relative to what is presented here.
The results of this work have a few important implica-
tions for observations. First, the data obtained by Gaia
will indeed be good enough to simultaneously fit multi-
ple streams using this method: as seen in Figure 10, the
observational errors widen the confidence contours only
a little. Second, adding more stars of similar data qual-
ity, for example by obtaining radial velocities for faint
stars via ground-based spectroscopic follow-up (Dalton
et al. 2012; de Jong et al. 2012), will improve our abil-
ity to constrain the potential parameters by bringing in
stars at larger distances that in the Gaia catalog alone
are missing RVs. Finally, we find that for our mock halo,
this technique requires streams from ∼15 progenitors in
order to provide both upper and lower bounds on the
fit parameters and ∼20-25 to stabilize the uncertainties,
well below the number expected to exist in the Milky
Way; this is a good sign since galactic potentials with
more parameters will likely require a higher number of
streams.
9.2. Comparison with other stream-fitting methods
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Several other methods have been developed for measur-
ing the potential by fitting orbits to streams; however, to
our knowledge the method presented here is the only one
that does not require assigning membership of stars to
streams. Stream-fitting methods tend to fall roughly into
two classes: those that fit an orbit or simulated stream
to the stars’ positions in phase space, such as the recent
work by Gibbons et al. (2014), Price-Whelan & Johnston
(2013), and Vera-Ciro & Helmi (2013), and those that
exploit clustering or correlations in the space of actions
(or other constants of motion like energy), angles, and
frequencies (Pen˜arrubia et al. 2012; Sanders & Binney
2013).
Methods that fit orbits or simulated streams usually
define the goodness of fit (and hence the uncertainties
on the fitted parameters) via distance between the model
and observations in the observed coordinates, a` la Law
& Majewski (2010). The difficulty of obtaining the un-
certainties for these methods is in having satisfactorily
explored a sufficient percentage of a high-dimensional
parameter space (one must usually explore the initial
conditions and properties for the disrupting satellite as
well as the parameters of the potential) with a likelihood
function that is costly to evaluate (for each combination
of parameters tried, a new simulated stream must be
created). The assignment of membership in the stream
to particular stars at key points along the stream can
also affect the results. The most recent measurement of
the total mass from the Sagittarius stream, by Gibbons
et al. (2014), quotes 10% uncertainties on the total mass
at 100 kpc (the distance to the farthest stars) assum-
ing a specific mass profile for the halo. This is better
than the performance of our method (20% uncertainties)
given data to the same distance, but relies on knowledge
of the progenitor of the stream to reduce significantly the
number of fit parameters. Most known streams cannot
be connected with their progenitors.
Methods that use clustering in the space of constants of
motion, on the other hand, avoid having quite as large a
parameter space but also usually lack a straightforward
way of determinining uncertainties. Two examples are
the fitting algorithm by Sanders & Binney (2013), which
uses correlations in angle-frequency space, and the one
by Pen˜arrubia et al. (2012), which uses the clustering in
energy. So far, both of these methods still require identi-
fying stream membership and have been demonstrated
on single streams only. Both methods will also have
a bias for time-dependent potentials, where the angles
are no longer strictly proportional to their correspond-
ing present-day frequencies (as assumed by Sanders &
Binney) and energy is not conserved (leading to less sen-
sitivity in Pen˜arrubia et al.’s method).
The method closest to ours is the one proposed in
Pen˜arrubia et al. (2012). This method obtains a fit by
minimizing the absolute entropy of the energy distribu-
tion instead of the relative entropy (KLD) of the action
distribution. Indeed, the energy-angular momentum dis-
tribution of streams also becomes less clumpy for incor-
rect potentials. Energies also have the significant advan-
tage of being much easier to calculate than the actions
for realistic mass models. However, the absolute entropy
lacks the direct relationship to likelihood ratios that al-
lows us to calculate confidence intervals from the KLD.
One could substitute the KLD for the absolute entropy,
but in this case the energy distribution has other features
that make it more difficult to use than the actions. One
is the sharp edge of the distribution as seen in Figure 5,
which will vary in shape as the parameters change and
complicate the calculation of the KLD between neigh-
boring distributions in parameter space. Also, unlike the
radial action, energy clumps not only scale in size as the
parameters vary (the effect we scaled Jr to eliminate),
but the overall offset of the distribution also changes.
Thus comparing the best-fit distribution to trial distri-
butions in Step II of the procedure would require an ad-
justable offset chosen to realign the two distributions for
each combination of parameters. Although the results
of Step I show better contrast in our tests with energy
replacing Jr, we expect this advantage to disappear for
time-dependent potentials where the action is the adia-
batic invariant, not the energy. Finally, in our spherical
example it is straightforward to replace Jr with E since
they are both conserved quantities and the only one of
the three dimensions to depend on the potential parame-
ters, but for nonspherical potentials the question is which
action(s) one would replace with an energy: axisymmet-
ric potentials, for example, have two potential-dependent
actions that could be reinterpreted in terms of an energy.
For these reasons, we use the action distribution in this
work.
The method presented in this work uses only three of
the six possible phase space coordinates to carry out the
fit; we discard the angles, which for a fully phase-mixed
stream will be evenly distributed on [0, 2pi) but are indeed
correlated with the actions and/or frequencies in poten-
tials close to the correct one, as is exploited by Sanders
& Binney in their fitting method. Since all the streams
in a sample, regardless of their degree of phase mixing,
will have angles that fall in the same range, including
this information in our fitting procedure would only be
possible if stream membership information was also in-
cluded. The price to avoid assigning membership in our
method is that we throw out the angle information that
is retained in the Sanders & Binney method and in the
entire class of orbit-fitting methods. This may be the rea-
son for the extreme sensitivity of the Sanders & Binney
method, for example. It may also be a reason to prefer
six-dimensional methods over our three-dimensional one
if good stream membership information is available: they
are potentially more powerful since they include phase
information.
9.3. Caveats
This method contains two sources of bias that are not
addressed in our toy model. The first is the possibility
that substructure within individual action-space clumps
can cause a bias, by preferring potentials that force these
substructures to overlap into one clump. We do expect
to see at least bimodal substructure in real tidal streams,
which lose stars primarily from their two Lagrange points
during tidal stripping. This selection effect produces a
pair of subclumps for each stream when the self-gravity
of its progenitor galaxy is properly accounted for. We
integrate our progenitors as test particles, so this effect is
not present in our tests, but we anticipate that the choice
of potential that would unify each pair of subclumps will
be different for each stream, and will cancel out when
more than a few streams are present.
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A second possible source of bias is related to the fact
that streams do not exactly follow a single orbit, and that
their stars are sorted by energy along the stream. This
means that the stars’ actions (or frequencies) and angles
are correlated, an effect which is exploited by Sanders &
Binney (2013) in their fitting method. Computing ac-
tions with an incorrect potential in some sense mixes the
true actions and angles of the stream stars, and one could
in principle find a potential that does this in such a way
to exactly cancel the action-angle correlation, produc-
ing a clump in action-space that is actually smaller than
for the true potential. However, as in the case of clump
substructure, we think it likely that the potential that
would do this will be different for every stream, so that
the bias cancels out for samples containing more than a
few streams.
9.4. Future work
An outstanding question from this work is how the
fit performance will be affected when galactic potentials
with fewer symmetries are used. Generally, including
more parameters in a fit to the same data tends to de-
grade fit performance, but this is not obviously the case
for our method. In the spherically-symmetric toy models
used in this work, only one of the three actions, Jr, is sen-
sitive to the gravitational potential. This means that the
change is the KLD is driven entirely by changes in only
the Jr distribution. For axisymmetric potentials, two of
the three actions depend on the potential; in a triaxial
potential all three will change as the potential is adjusted.
This means that for less symmetric cases the change in
the KLD as one moves away from the correct potential
should be larger than for the spherically-symmetric case,
which would imply that the fit will perform better for less
symmetric potentials. On the other hand, there is no for-
mal proof that all the actions will be maximally clustered
for the same choice of trial potential; it could be that a
slightly different potential produces the most clustered
actions in each dimension, which could again degrade fit
performance. Determining which of these two possibili-
ties dominates the fit’s behavior will be the subject of a
subsequent paper.
Although the method we propose does not require
stream membership information, it can be extended to
incorporate this information if it is available, most natu-
rally by including metallicity or chemical abundance in-
formation as extra dimensions. Each additional cluster-
ing dimension improves the contrast between the best fit
and other potentials, even if that dimension itself is not
sensitive to the potential. This is why we include all three
actions in our spherically symmetric toy model fits, even
though only Jr changes with the potential parameters;
likewise, we expect stream stars to have some clustering
in their chemical properties as well (Freeman & Bland-
Hawthorn 2002; Tolstoy et al. 2009). The main technical
issues in incorporating chemical information are extend-
ing the density estimation and KLD calculation machin-
ery to a sufficient number of dimensions, and determin-
ing the appropriate relative weighting of the action and
chemical subspaces (i.e., establishing the metric for com-
puting distances). In future work we plan to explore this
possibility further.
Our method is limited by the requirement that six-
dimensional positions be available for all stars in the
sample, and further by our naive treatment of individual
stars as point measurements instead of error distribu-
tions. Including stars with missing coordinates would
allow us to exploit a far wider range of kinematic data.
Using points to represent the stars also forces us to throw
out stars whose distance errors result in an unbound or-
bit, although these contain information, and does not
correctly propagate the observational errors through into
action space (a transformation that can produce a multi-
peaked error distribution in the actions from Gaussian
errors in observed space). Both these problems can be
solved by working with probability distributions instead
of point measurements, an innovation that we hope to
incorporate in future work.
This method provides a framework for exploring vari-
ous important questions related to potential constraints.
First, the real Milky Way potential is not an exact copy
of a parameterized model. We intend to explore the effect
of imposing a fitted parameterization different from the
input model: what parameters are recovered and what is
their relation to the true potential? Second, some of the
most interesting features of the halo concern its depar-
tures from spherical symmetry; we intend to expand the
method to handle at least axisymmetric halos so that we
can determine how well streams will constrain the flat-
tening. Third, actions are superior to generic constants
of the motion (such as energy) in part because they are
adiabatically invariant; we intend to explore the effect of
a slowly growing Milky Way in future work. Finally, this
work considered only a single stellar luminosity, whereas
in reality tidal streams have populations of stars. Us-
ing a more realistic model for the stream stars’ types
can produce better forecasts for the power of Gaia and
other surveys to discover the gravitational potential of
our Galaxy.
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Fig. 16.— Graphical illustration of steps in computing the KLD
between action distributions for different values of the potential
parameters.
APPENDIX
SETTING CONFIDENCE INTERVALS WITH THE KLD: ONE-DIMENSIONAL EXAMPLE
As discussed in the main text, we set confidence intervals by comparing the distribution of the actions with the
best-fit parameters, fa0(J), with the distribution of the actions for some other trial parameters, fatrial(J). In this
example we will consider a single stream described by a one-dimensional Gaussian in a single action variable J (top
panel of Figure 16). We further assume we have already maximized the KLD of this distribution with respect to some
comparison distribution to find the best-fit parameters. (In more than one dimension we would maximize DIKL as
defined in Equation (6), but in a single dimension one cannot construct a product of marginals.) Therefore in the
best-fit potential the Gaussian is tallest and thinnest (black line in top panel). For other values of the parameters
the Gaussian’s width will increase and its center can also shift slightly. We show distributions for two sets of trial
parameters (red and blue lines in top panel), at1 and at2, with progressively less resemblance to the best-fit distribution.
The red distribution is twice as wide as the best-fit and centered 0.25 to the left of the black one; the blue distribution
is three times as wide and offset by 0.5.
At any single value of J , the ratio of the trial and best-fit distributions is the ratio of their probabilities. This means
that wherever fa0(J) > fatrial(J) (unshaded regions in the top panel), the best-fit parameters are a better fit than the
trial parameters at that J , while when fatrial(J) > fa0(J) (red and blue hatched regions in the top panel), the trial
parameters are a better fit. An alternative view is shown in the center panel of Figure 16, where the ratio of the two
is plotted. The shaded region where the ratio is less than one shows for which J the distribution with trial parameters
is a better fit than the best-fit parameters (outside the vertical red or blue lines, respectively). At the J where the
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best-fit parameters are most preferred over the trial parameters, the best fit is about twice as likely as our example t1
and about three times as likely as t2.
In order to get the expectation value of the probability ratio, i.e., the most likely value of the probability ratio for
any J , we have to weight this ratio by the distribution of J in the best-fit case. This is shown in the bottom panel
of Figure 16. This quantity is the integrand in the KLD. Regions where the integrand is less than zero (red and blue
hatched) denote J where the best-fit is outdone by the trial parameters. However as we can see from the top panel,
most of these values of J are not very probable, so their contribution to the expectation value is small compared to the
contribution from regions where 1) J is probable and 2) the best-fit is better than the trial parameters at describing
the distribution. Integrating up this function gives the values of the KLD for the two trial parameters shown in the
upper left-hand corner of the bottom plot. The red curve is closer to the best-fit distribution than the blue one (shown
in the top panel of the figure), and so the red curve has a lower KLD than the blue one. We conclude that the J are
a bit less than half as likely (since log(2) ≈ 0.69) to be drawn from the blue distribution as from the black one, while
the red curve is slightly more probable than that (about a 1 in 1.4 chance of producing the black curve).
ESTIMATING CONFIDENCE INTERVALS VIA THE HESSIAN OF THE KLD
In cases where computing DIIKL over the entire parameter space is computationally expensive, the KLD also provides
a shortcut to error estimates. A parameterized model distribution fmodel(a) can be fit to an empirical distribution
femp by minimizing the KLD
DIIaKL =
∫
fmodel(x|a) log fmodel(x|a)
femp(x)
dx, (B1)
since the KLD approaches zero for identical distributions as discussed above. Furthermore when using this method to
find the best-fit parameters of the model distribution, then the Hessian of DIIaKL at the best-fit point a0 is equal to the
Fisher information matrix I (Kullback 1959, Section 2.6):
∂2DIIaKL
∂ai∂aj
∣∣∣∣
a0
= Iij , (B2)
whose inverse is the Crame´r-Rao lower bound on the variance of the estimator. Therefore, in cases where one can
ensure a single maximum in parameter space (as opposed to several disconnected regions of high probability), and the
region around the maximum is well-behaved enough to admit approximation by a Taylor series, the variance obtained
by inverting the Fisher information can be used as an approximation of the error.
For our work, we can consider the “empirical” distribution to be the distribution of the J for a0, and the “model”
distribution to be that of J with some other potential parameters atrial. In this case the minimum of the KLD is zero,
and the Hessian of
DIIaKL =
∫
fatrial(J) log
fatrial(J)
fa0(J)
d3J, (B3)
evaluated at the best-fit point, gives us the Fisher information for our best-fit parameters. Note that this is DIIKL with
the arguments reversed; for small ∆a near the best-fit point the KLD is symmetric.
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