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Abstract
In this paper we consider the category of unstable modules over the Steenrod algebra. We
prove the existence of 4nite primary decompositions in this category. Moreover, we prove the
existence of Thom classes in noetherian unstable modules, i.e., elements that generate cyclic un-
stable submodules that are closed under the action of the Steenrod algebra. This in turn leads to
the proof of the prime 4ltration theorem in the category of noetherian unstable modules. As
an application we present a proof of the Landweber–Stong conjecture (now a theorem by
D. Bourguiba and S. Zarati) that does not make use of the classi4cation of injectives.
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Let F be a Galois 4eld of characteristic p with q elements. Consider a faithful
representation of degree n
 :G ,→ GL(n; F)
of a 4nite group G. Then G acts via  on the vector space V = Fn, and hence on the
ring of polynomial functions
F[V ] = F[x1; : : : ; xn]
in n variables via
gf(v) = f((g)−1v) ∀f∈ F[V ]; v∈V; g∈G:
The ring of polynomials invariant under this action is denoted by F[V ]G. Since the
ground 4eld F is 4nite, the full general linear group GL(n; F) is 4nite, and is moreover
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present in every ring of invariants F[V ]G. In 1911 Leonard E. Dickson proved that the
ring of invariants of GL(n; F)
F[V ]GL(n;F) = F[dn;0; : : : ; dn;n−1] =D∗(n);
is a polynomial ring in dn;0; : : : ; dn;n−1, which are called the Dickson classes. The
algebra D∗(n) is called the Dickson algebra, see Section 6.1 in [8].
As described in Chapter 8 of [8] the algebra F[V ]G inherits from F[V ] an unstable
action of the Steenrod algebra P∗. In other words, F[V ]G is an object in the category
Kfg of 4nitely generated unstable (graded connected commutative F-) algebras over P∗.
By the Imbedding Theorem 8.1.5 in [5] every object H∗ in Kfg contains a fractal 1 of
the Dickson algebra such that
D∗(n)q
s
,→ H∗
is an integral extension, where s can be chosen to be zero, if H∗ is P∗-inseparably
closed. Therefore every 4nitely generated unstable F-algebra over the Steenrod algebra
can be considered as a module over D∗(n)q
s
, i.e., as a 4nitely generated module over
a noetherian ring. In classical theory every such module has a primary decomposition.
In the paper [6], the P∗-invariant version of this statement was proved: Let H∗ be an
unstable noetherian algebra over the Steenrod algebra. Then for every 4nitely generated
unstable H∗-module M we 4nd a primary decomposition
0 = Q1 ∩ · · · ∩ Qm;
consisting of unstable primary components Q1; : : : ; Qm ⊂ M . Moreover, the associated
prime ideals
pi =Rad(Qi : M) ⊆ H∗ ∀i = 1; : : : ; m;
are P∗-invariant ideals, i.e., ideals that are closed under the action of the Steenrod
algebra.
In this paper, we extend this result in two ways.
First we prove that whenever the trivial submodule 0 ⊆ M admits a 6nite primary
decomposition, then it admits a P∗-invariant primary decomposition, without any re-
strictions on M or the algebra H∗. This is the content of Sections 1 and 2. In the
following two sections, we come back to noetherian unstable modules M over noethe-
rian unstable algebras H∗. We prove that as in the classical case the prime ideals
pi associated to M can be written as annihilator ideals (0 : ti) such that the natural
inclusion
H∗ti ,→ M
is a monomorphism of unstable modules over the Steenrod algebra. This allows us to
prove the P∗-invariant version of the classical prime 4ltration theorem in Section 5.
In the last section we apply these results and obtain a highly simpli4ed proof of the
Landweber–Stong conjecture.
1 Recall that a fractal of the Dickson algebra is
D∗(n)q
s
= F[dq
s
n;0; : : : ;d
qs
n;n−1] = F[x
qs
1 ; : : : ; x
qs
n ]
GL(n;F):
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1. P∗-invariant primary decompositions of ideals
Let H∗ be an unstable algebra over the Steenrod algebra P∗. Its degree zero part
is by unstability just the ground 4eld F which has characteristic p and order q. If
H∗ is noetherian then every P∗-invariant ideal I ⊂ H∗ has a P∗-invariant primary
decomposition, i.e., we can 4nd P∗-invariant primary components and all associated
prime ideals are also P∗-invariant (see Theorem 3.5 [7] or Theorem 9.1.9 in [8]). In
this section we consider non-noetherian algebras H∗.
Recall (from [6] or Section 9.1 in [8]) the J∞-functor and its 4nite versions Jn. If
I ⊆ H∗ is any ideal in H∗, then J∞(I) ⊆ H∗ is an ideal invariant under the Steenrod
algebra. We need a technical lemma (cf. Lemma 9.1.3 in [8]).
Lemma 1.1. Let H∗ be an unstable algebra over the Steenrod algebra. Let Ik ⊆ H∗
be a (possibly in6nite) family of ideals. Then
J
(⋂
k
Ik
)
=
⋂
k
J(Ik); J∞
(⋂
k
Ik
)
=
⋂
k
J∞(Ik);
where J=J1.
Proof. Let
h∈J
(⋂
k
Ik
)
⊆
⋂
k
Ik ⊆ Ik ∀k:
By de4nition of the J-functor it follows that also
Pi(h)∈
⋂
k
Ik ⊆ Ik ∀k:
Hence h∈J(Ik) for all k, and J(
⋂
k Ik) ⊆
⋂
k J(Ik). To establish the reverse inclusion
take an element h∈⋂k J(Ik) ⊆ J(Ik). Then h∈ Ik as well as Pi(h)∈ Ik for all k.
Therefore
J
(⋂
k
Ik
)
=
⋂
k
J(Ik):
Since J∞(
⋂
k Ik) is by construction the largest P
∗-invariant ideal in
⋂
k Ik , it contains
the P∗-invariant ideal
⋂
k J∞(Ik).
To prove the reverse inclusion we consider an element
h∈J∞
(⋂
k
Ik
)
⊆
⋂
k
Ik ⊆ Ik ∀k:
Then
Pi(h)∈J∞
(⋂
k
Ik
)
⊆ J∞(Ik) ∀i∈N0; ∀k:
268 M.D. Neusel / Journal of Pure and Applied Algebra 191 (2004) 265–283
Hence h∈J∞(Ik) for all k, and
J∞
(⋂
k
Ik
)
=
⋂
k
J∞(Ik):
Lemma 1.2. Let H∗ be an unstable algebra over the Steenrod algebra. Let I ⊆ H∗
be an ideal. Then
Rad(J∞(I)) ⊆ J∞(Rad(I)):
Proof. By Lemma 9.1.3 in [8]
Rad(Jn(I)) =Jn(Rad(I)) ∀n∈N0:
Hence we 4nd that
Rad(J∞(I)) ⊆ Rad(Jn(I)) =Jn(Rad(I))
for all n∈N0, and therefore
Rad(J∞(I)) ⊆
⋂
n∈N0
Jn(Rad(I)) =J∞(Rad(I));
where the last equality is true by de4nition of J∞.
Next we prove that the isolated prime ideals that are associated to a P∗-invariant
ideal are also P∗-invariant.
Lemma 1.3. Let H∗ be an unstable algebra over the Steenrod algebra. Let I ⊆ H∗
be a P∗-invariant ideal. Then all isolated prime ideals of I are P∗-invariant.
Proof. The isolated prime ideals p associated to I are precisely the minimal prime
ideals p of the unstable algebra H∗=I . These are P∗-invariant by Lemma 9.1.5 in
[8].
Lemma 1.4. Let H∗ be an unstable algebra over the Steenrod algebra. Let I ⊆ H∗
be a P∗-invariant ideal. Assume that I has a (6nite) primary decomposition. Then
all primary components corresponding to isolated prime ideals are P∗-invariant.
Proof. Let q be an isolated primary component of I with radical p. Since the primary
decomposition is 4nite we can write
(X) q= (I : x)
for a suitable x∈H∗ \ p. Let h∈ q and assume by induction that
P0(h) = h; P1(h); : : : ;Pk(h)∈ q:
By (X)
xP0(h) = xh; xP1(h); : : : ; xPk(h)∈ I:
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By the Cartan formula, we 4nd that
xPk+1(h) = Pk+1(xh)−
k+1∑
j=1
Pj(x)Pk+1−j(h):
We multiply this equation with x and get by induction
x2Pk+1(h) = xPk+1(xh)−
k+1∑
j=1
xPj(x)Pk+1−j(h)∈ I;
because I is a P∗-invariant ideal. Thus
xPk+1(h)∈ q
by (X). By construction, x 
∈ Rad(q), thus
q= (I : x) ⊆ (I : x2) = ((I : x) : x) = (q : x) = q:
Therefore
Pk+1(h)∈ q
as desired.
Proposition 1.5. Let H∗ be an unstable algebra over the Steenrod algebra. Let I ⊆
H∗ be a P∗-invariant ideal. Assume that I has a (6nite) primary decomposition.
Then all associated prime ideals are P∗-invariant. Moreover there exists a primary
decomposition of I consisting of P∗-invariant primary ideals.
Proof. Let
( ) I =
⋂
i
qi
be a (4nite) minimal irredundant primary decomposition of I . We rewrite this decom-
position as follows.
I =
⋂
√
q∈Isol(I)
q ∩
⋂
√
q∈Emb(I)
q;
where Isol(I) denotes the set of isolated prime ideals of I and Emb(I) the set of
embedded prime ideals. Set
K0 = I;
K1 =
⋂
√
qe∈Emb(I)
qe:
Then Rad(K1) is a P∗-invariant ideal as we show next.
Let h∈Rad(K1). We need to show that Pi(h)∈Rad(K1) for all i∈N0. If h∈
Rad(K0), then there is nothing to show because K0=I and its radical are P∗-invariant.
So assume that h 
∈ K0. We reorder isolated prime ideals of I so that
Rad(I) =
⋂
p′ ∩
⋂
p′′ with h∈
⋂
p′; h 
∈
⋃
p′′:
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Since h∈Rad(K1) there is an integer s such that hqs ∈K1. By construction h∈
⋂
p′=
Rad(
⋂
q′) and there is an integer s′ such that hq
s′ ∈⋂ q′. Let t be the maximum of s
and s′, then
hq
t ∈K1 ∩
⋂
q′; but hq
t 
∈
⋃
p′′;
where the latter holds because the p′′ are prime ideals. Hence we have
(I : hq
t
) =
(⋂
q : hq
t
)
=
⋂
(q : hq
t
) =
⋂
(q′′ : hq
t
) =
⋂
q′′;
so the ideal (I : hq
t
) is P∗-invariant. Hence by Lemma 3.2 in [7]
(I : hq
t
) ⊆ (I : Pi(hqt )) ∀i∈N0:
Hence
(I : hq
t
) ⊆ (I : Pi(hqt )) ⊆ (K1 : Pi(hqt )) ⊆ (qe : Pi(hqt ))
for all primary ideals qe corresponding to embedded prime ideals pe. Assume that
Pi(hq
t
) 
∈ pe for some embedded prime ideal pe with primary component qe. Then⋂
q′′ = (I : hq
t
) ⊆ (qe : Pi(hqt )) = qe:
However, this cannot be, because the primary decomposition ( ) is irredundant. Hence
Pi(hq
t
)∈Rad(K1):
Since
Pi(hq
t
) =

 P
i
qt (h)q
t
if qt |i;
0 otherwise
it follows that Pi(h)∈Rad(K1) and Rad(K1) is P∗-invariant.
Therefore Rad(K1) has primary decomposition consisting of P∗-invariant prime
components.
Indeed, we have
Rad(J∞(K0)) ⊆ Rad(J∞(K1)) ⊆ J∞(Rad(K1)) =Rad(K1):
Let h∈Rad(K1), then hps ∈K1 for some s∈N0. Moreover, since Pi(h)∈Rad(K1) for
all i, we have that Pi(hp
s
)∈K1 for all i and large s∈N0. Therefore, hps ∈J∞(K1),
thus h∈Rad(J∞(K1)). Hence Rad(J∞(K1)) =Rad(K1). Thus
J∞(K1)) I = K0 =
⋂
√
q∈Isol(I)
q ∩J∞(K1):
Next we de4ne inductively Ki
Ki =
i−1⋂
√
q ∈Isol(Kj); j=0
q:
As in the case of K1 we see that Rad(Kj) is P∗-invariant.
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The set {K0;J∞(K1);J∞(K2); · · ·} forms a wellordered (by inclusion) set of P∗-
invariant ideals such that
I =
⋂
i
J∞(Ki):
Moreover the isolated primary and prime ideals associated to the ideals J∞(Ki) are
P∗-invariant, and form a set of primary and prime ideals associated I . So I admits
a P∗-invariant primary decomposition. This decomposition is 4nite, because there are
only 4nitely many associated prime ideals of I independent of the decomposition.
Example 1.6. We note that this result gives the existence of a P∗-invariant primary
decomposition for Laskerian unstable algebras H∗.
2. P∗-invariant primary decompositions of modules
We turn to primary decompositions of modules. Assume that H∗ is an unstable
algebra over the Steenrod algebra. Denote by U(H∗) the category of unstable modules
over the Steenrod algebra. Let H∗ be noetherian, M a noetherian object in the category
U(H∗) and M ′ ⊂ M a submodule. In [6] we have seen that M ′ admits a P∗-invariant
primary decomposition
M ′ = Q1 ∩ · · · ∩ Qm
such that each primary module Qi as well as the associated prime ideals Rad(Qi) =
Rad(Qi : M) lie in U(H∗).
We relax the condition on H∗ of being noetherian and we 4nd the following result.
Proposition 2.1. Let H∗ be an unstable algebra over the Steenrod algebra. Denote by
ModH∗ the category of all H∗-modules. Let M be an object in U(H∗) and M ′ ⊂ M
a submodule in the category such that M ′ admits a (6nite) primary decomposition.
Then M ′ has a P∗-invariant primary decomposition.
Proof. By assumption the module M ′ admits an irredundant minimal primary decom-
position
(∗) M ′ = Q1 ∩ · · · ∩ Ql;
as an H∗-module. Thus we have a minimal irredundant primary decomposition
(M ′ : M) = (Q1 : M) ∩ · · · ∩ (Ql : M):
The ideal (M ′ : M) ⊂ H∗ is P∗-invariant by Proposition 1.5 in [6]. Since it has a 4nite
primary decomposition it has a P∗-invariant primary decomposition by Proposition 1.5
(M ′ : M) = q1 ∩ · · · ∩ qk :
Hence by the uniqueness theorem for primary decompositions we have that k = l and
pi =Rad(qi) =Rad((Qi : M)):
272 M.D. Neusel / Journal of Pure and Applied Algebra 191 (2004) 265–283
By Lemma 1.4 in [6] we have
(J∞(Qi) : M) =J∞(Qi : M) ∀i:
We need to show that
J∞(Qi) ⊆ M
is a pi-primary module. We have
pi =J∞(pi) =Rad(J∞(pi)) =Rad(J∞(Qi : M)) =Rad (J∞(Qi) : M) :
Let h∈H∗, m∈M and hm∈J∞(Qi): We assume that m 
∈ J∞(Qi), and we have to
show that
h∈Rad(J∞(Qi) : M) = pi :
Note that we have a chain of modules
J∞(Qi) ⊆ J1(Qi) ⊆ Qi
with the same (P∗-invariant) prime radical
pi =Rad(Qi) =Rad(J1(Qi)) =J∞(Rad(Qi)):
Case m∈Qi \J∞(Qi): Then there exists an I = (i1; : : : ; il)∈Nl0 such that
PI (m) 
∈ Qi:
Let I be of minimal length |I |= l with this property. Set J = (i2; : : : ; il). Then
PI (hm) = Pi1PJ (hm)
= Pi1

 ∑
1+2=il
∑
1+2=il−1
· · ·
∑
 1+ 2=i2
P 1 · · ·P1P1 (h)P 2 · · ·P2P2 (m)

 :
Since hm∈J∞(Qi) we have that PI (hm)∈Qi. By minimality of I we know that
PJ (m)∈Qi for all |J |¡ |I |. Therefore
(◦) hPI (m) = PI (hm)−
∑
j1+j2=i1 ; j2¡i1
Pj1PA(h)Pj2PB(m);
where A and B are sequences of integers of length at most l − 1. Choose i1 ∈N0
minimal such that Pi1PB(m) is not in Qi. Then by minimality the right-hand side of
Eq. (◦) is in Qi, hence so is hPI (m).
Since PI (m) 
∈ Qi by assumption and Qi is primary we conclude that
h ∈ Rad(Qi : M)
= pi
=J∞(Rad(Qi : M))
=Rad(J∞(Qi) : M):
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Case m 
∈ Qi: By assumption hm∈J∞(Qi) ⊆ Qi. Because Qi is primary it follows
that
h∈Rad(Qi : M) = pi :
This shows that
J∞(Qi) ⊆ M
is a primary H∗-module.
A prime ideal p that occurs in a primary decomposition of the trivial submodule
0 ⊂ M is called a prime ideal associated to the H∗-module M .
Recall that in classical commutative algebra a prime ideal p ⊆ H∗ associated to a
module M is characterized by the property that there exists an element t∈M such that
p= (0 : t). This in turn is equivalent to the existence of a monomorphism
H∗t ,→ M:
(Of course, H∗t ∼= H∗=p, since the annihilator of t is p.) Indeed the existence of this
monomorphism is often used as a de4nition for associated prime ideals.
The problem for us is that there is no a priori reason why the module H∗t should
be closed under the action of the Steenrod algebra. To show that we can choose t such
that H∗t is an unstable module over the Steenrod algebra is the purpose of the next
two sections.
3. The existence of Thom classes, case 1
Let V =Fn be the n-dimensional vector space over F. Denote by F[V ] the symmetric
algebra over the dual space V ∗. In this section we restrict our attention to H∗ = F[V ].
Let W ,→ V be a subgroup, then
pW = ker(F[V ]→ F[W ]) = Im(F[V=W ] ,→ F[V ]);
where (—) denotes the augmentation ideal. The injective hull of an unstable noetherian
module M over F[V ]P∗ is given by
E(M) =
⊕
F[V ]⊗F[V=W ] J (k);
where the sum runs over W 6V and k ∈N. Recall that this is a 4nite sum, see
Theorem 8.5.2 in [8]. Moreover, the modules J (k) are 4nite over F.
We show in analogy to the classical case that we can recover the associated prime
ideals of M as the pW ’s that appear in the injective hull.
Proposition 3.1. Let M be an unstable noetherian F[V ]-module. The set of associated
prime ideals of M is precisely the set of prime ideals pW such that a summand of
the type F[V ]⊗F[V=W ] J (k) appears in E(M).
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Proof. Consider the composition
’W0 : M ,→ E(M) =
⊕
F[V ]⊗F[V=W ] J (k) pr→F[V ]⊗F[V=W0] J (k);
where the second map pr is the canonical projection. The kernel of ’ is an unstable
F[V ]P∗-module since the map is a map in the category. Indeed we have that ker(’)
is a pW0 -primary submodule of M since F[V ]⊗F[V=W0] J (k) is annihilated precisely by
some power of pW0 , Lemma 8.5.3 in [8].
Next we look at the composition
 W0 : M ,→ E(M) =
⊕
F[V ]⊗F[V=W ] J (k) pr→
⊕
W=W0
F[V ]⊗F[V=W ] J (k):
The kernel of  W0 is again a pW0 -primary submodule of M . We have
0 =
⋂
W
ker( W0 ) ⊆ M
is an irredundant minimal primary decomposition of 0 in M . Since the associated prime
ideals are unique we 4nd that
Ass(M) = {pW |F[V ]⊗F[V=W ] J (k) appears in E(M)}
as desired.
This result allows us to characterize the associated prime ideals of M in the same
way as in the classical case, namely they are annihilator ideals of certain elements
t∈M that generate cyclic unstable submodules.
Theorem 3.2. Let M be an unstable noetherian F[V ]-module. Then for every associ-
ated prime ideal p there is an element t∈M such that p= (0 : t) and the canonical
inclusion
F[V ]t ,→ M;
is a monomorphism of unstable modules over the Steenrod algebra.
Proof. If the maximal ideal m ⊂ F[V ] is associated to M , then the injective hull E(M)
contains the totally 4nite direct summand F[V ]⊗F[V ] J (k) ∼= J (k). Since the extension
M ,→ E(M) is essential we 4nd that
J (k) ∩M 
= 0
is a totally 4nite nonzero module in U(F[V ]). Take an element of maximal degree
t∈ J (k) ∩M . By construction this generates a module
(d(F[V ]=m) ∼= F[V ]t ⊆ M;
which is closed under the action of the Steenrod algebra.
Next we consider the associated prime ideals pW which are not maximal. Pick a W0
such that pW0 is associated to M . Set S = F[V ] \ pW0 . This is a multiplicatively closed
set. Then localizing gives
S−1M ,→ S−1E(M) =
⊕
S−1F[V ]⊗F[V ] F[V ]⊗F[V=W ] J (k):
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Then we 4nd a direct summand S−1F[V ]⊗F[V=W0] J (k)=K⊗F J (k) in S−1E(M), where
K = S−1F[W0]. Note that this module inherits naturally an action of the Steenrod
algebra, which however is not unstable on the coeMcients K. This module is totally
4nite over K. We want to show that
(K⊗F J (k)) ∩ S−1M 
= 0:
Since the canonical inclusion M ,→ E(M) is essential, the submodule F[V ] ⊗F[V=W0]
J (k) ⊆ E(M) has a nontrivial intersection with M . By Proposition 3.1
Rad(Ann(F[V ]⊗F[V=W0] J (k))) = pW0 :
Thus inverting the elements of S = F[V ] \ pW0 gives
0 
= (F[V ]⊗F[V=W0] J (k)) ∩M ,→ (K⊗F J (k)) ∩ S−1M
as claimed.
So (K ⊗F J (k)) ∩ S−1M is not trivial, but totally 4nite over K. Let k ⊗ j be an
element in this intersection such that j has maximal degree. Then also t=1⊗ j= 1k k⊗
j∈K⊗F J (k) ∩ S−1M . Since j has maximal degree we have
S−1F[V ]t ,→ S−1M
is a submodule closed under the Steenrod algebra, isomorphic to Kt. Finally we show
that we can choose this t∈M . From this it follows that
F[V ]t ,→ M
is an unstable module isomorphic to some suspension of F[V ]=pW as desired.
To this end, t=(a=s)m for some s∈ S, a∈ F[V ] and m∈M . without loss of generality
we assume that a and s are coprime.
We show that st=am∈M generates a cyclic unstable submodule of M . We need to
show that it is closed under the action of the Steenrod algebra, i.e., Pi(st)=Pi(am)=fam
for some f∈ F[V ]. Note that Pi(t) = 0 whenever i¿ 0 since we chose t of maximal
degree.
We have
Pi(st) = Pi(s)t=
Pi(s)
s
am∈M:
Thus Pi(s) = fs and P(st) = fam as desired.
Remark. Note that this proof goes through unchanged if we replace M by a module
N such that N=F[V ]N is locally 4nite, i.e., for any n∈N=F[V ]N the module P∗n is
totally 4nite.
The proof of the preceding theorem actually shows the following corollary.
Corollary 3.3 (Existence of Thom classes). Let M be an unstable module in U(F[V ])
such that M=F[V ]M is locally 6nite. Then M contains a Thom class t∈M , i.e., an
element that generates an unstable cyclic module F[V ]t.
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4. The existence of Thom classes, general case
We want to extend the results of the previous section to modules over arbitrary
unstable noetherian algebras H∗. We start by showing the results for the case the
Dickson algebra H∗ =D∗(n).
Lemma 4.1. Let M be an unstable noetherian module over the Dickson algebra
D∗(n). Then for every associated prime ideal p there exists an element t∈M such
that p= (0 : t) and the natural inclusion
D∗(n)t ,→ M
is a monomorphism of unstable modules.
Proof. Consider the F[V ]-module F[V ]⊗D∗(n) M . By Theorem 3.2 it contains a Thom
class t such that
F[V ]t ,→ F[V ]⊗D∗(n) M;
and Ann(t) = p for some prime ideal p associated to F[V ]⊗D∗(n) M . Let t= t ⊗m for
t ∈ F[V ] and m∈M .
Case t ∈D∗(n):
Then nothing is to show, because t= t ⊗m= 1⊗ tm, and hence tm∈M is a Thom
class with the desired properties.
Case t 
∈ D∗(n):
The general linear group GL(n; F) acts on this module by acting on the scalars
gt= gt ⊗ m ∀t= t ⊗ m;
where t ∈ F[V ] and m∈M . This action commutes with the action of the Steenrod
algebra. Thus also the element gt∈ F[V ] ⊗D∗(n) M is a Thom class. Set tg = gt ⊗ m:
Then
Ann(tg) = pg;
where pg = {g−1f|f∈ p}, because for f∈ F[V ]
ftg = (f(gt))⊗ m= 0⇔ g((g−1f)t ⊗ m) = 0:
We have
Ann(m) = Ann(tg) ∩D∗(n) ∀g∈GL(n; F);
as the following calculation shows. If d∈Ann(m), then dtg=d(gt⊗m)= gt⊗dm=0:
To show the converse inclusion, take an element d∈Ann(tg)∩D∗(n). Then dtg=gt⊗
dm= 0. Thus the D∗(n)-module generated by this element is zero, but
D∗(n)(gt ⊗ dm) = (D∗(n)gt)⊗ (D∗(n)dm):
Since at least the ground 4eld acts nontrivially we have that D∗(n)gt 
= 0. Therefore
by Nakajama’s lemma, D∗(n)dm = 0. Thus dm = 0 must be the zero element, again
because the ground 4eld acts nontrivially. Hence, d∈Ann(m), and
Ann(m) =
⋂
g∈GL(n;F)
Ann(tg) ∩D∗(n):
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Note that this implies that the annihilator of m is not the entire ring D∗(n), because
it at least does not contain the ground 4eld F. Hence the intersection N of the cyclic
modules generated by the Thom classes tg is also not trivial:
N :=
⋂
g
F[V ]tg ⊇ F 
= 0:
Note that N is as the intersection of unstable modules again an unstable module.
We want to show that it is cyclic.
Take an element n in N , then for elements F(g)∈ F[V ] we have that
n= F(g)tg ∀g∈GL(n; F):
In particular,
0 = F(g)tg − F(g′)tg′ = (F(g)tg − F(g′)tg′)⊗ m ∀g; g′ ∈GL(n; F):
We consider this as the tensor product of two D∗(n)-modules. Since D∗(n)m 
= 0 we
4nd by Nakajama’s lemma that
F(g)tg − F(g′)tg′ = 0 ∀g; g′ ∈GL(n; F):
This is an equality of polynomials in F[V ]. Thus by unique factorization we 4nd
F(g)tg = FtD ∀g∈GL(n; F);
where F ∈ F[V ] and
tD =

 ∏
g∈GL(n;F)
gt

⊗ m:
Hence
F[V ]tD = N
is a cyclic unstable module. Since
∏
g∈GL(n;F) gt ∈D∗(n) we have a cyclic unstable
D∗(n)-module
D∗(n)

 ∏
g∈GL(n;F)
gt

m ⊆ M
with annihilator equal to p ∩D∗(n) as desired.
Next we consider a fractal of the Dickson algebra H∗ =D∗(n)q
s
.
Lemma 4.2. Let M be an unstable noetherian module over the fractal of the Dickson
algebra D∗(n)q
s
. Then for every associated prime ideal p there exists an element t∈M
such that p= (0 : t) and the natural inclusion
D∗(n)q
s
t ,→ M
is a monomorphism of unstable modules.
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Proof. The map
’ :D∗(n)→ D∗(n)qs ; d → dqs
is an isomorphism of unstable algebras of degree qs. Via ’ we consider the D∗(n)q
s
-
module M as a D∗(n)-module, i.e.,
dm= dq
s
m ∀m∈M; d∈D∗(n):
Thus a Thom class t=dm∈M as a D∗(n)-module becomes a Thom class t=dm=dqsm
as a D∗(n)q
s
-module. Hence
D∗(n)q
s
t ,→ M
and the annihilator of t in the fractal D∗(n)q
s
is the qsth fractal of the annihilator in
D∗(n), thus an associated prime ideal of M .
Finally we consider arbitrary unstable noetherian algebras H∗.
Theorem 4.3. Let H∗ be an unstable noetherian algebra over the Steenrod algebra.
Let M be an unstable noetherian H∗-module. Then there are elements ti ∈M such
that
(1) H ti ⊆ M is an unstable submodule.
(2) The annihilator of ti is a prime ideal associated to M .
(3) Every associated prime ideal arises as such annihilator.
Proof. By the Imbedding Theorem, Theorem 8.1.5 in [5], H∗ contains a fractal of the
Dickson algebra D∗(n)q
s
such that the natural inclusion
D∗(n)q
s
,→ H∗
is integral. We restrict scalars to D∗(n)q
s
.
Then by Lemma 4.2 we 4nd a Thom class t∈M such that
D∗(n)q
s
t ,→ M
and the annihilator of t is an associated prime ideal of M as a D∗(n)q
s
-module. Ex-
tending the scalars to H∗ gives an inclusion of unstable modules
H∗t ,→ M:
The annihilator Ann(t) ⊆ H∗ is an ideal lying over Ann(t) ⊆ D∗(n)qs .
First we need to 4nd an element h in H∗ such that Ann(ht) is a prime ideal p such
that its contraction to D∗(n)q
s
is precisely Ann(t) ⊆ D∗(n)qs . Note that all prime ideals
p ⊆ H∗ such that their contraction p ∩D∗(n)qs =Ann(t) ⊆ D∗(n)qs are isolated prime
ideal of the annihilator Ann(t) ⊆ H∗.
By Proposition 8.3.1 in [5] there exists a Thom class Nk ∈H∗=Ann(t). This means Nk
generates a P∗-invariant ideal of height one. Lift this element to k ∈H∗. Then
H∗kt ,→ M
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is an unstable submodule. Note that k is not contained in any of the isolated primes
ideals of Ann(t), but by construction in all of the embedded ones, see Proposition
8.3.2 in [5]. Thus
Ann(t) ⊆ Ann(kt) = (Ann(t) : k) =
⋂
qi ;
where the qi’s are the isolated primary components of Ann(t). Thus p= (Ann(kt) : h)
for some h∈H∗. Since p and the annihilator Ann(kt) are P∗-invariant we have by
Lemma 3.2 in [7] that
p= (Ann(kt) : h) ⊆ (Ann(kt) : PI (h)) ∀I:
Since Ann(kt) has only isolated components, p is maximal among annihilator ideals,
and we have equality. Thus the set
S= {h∈H |(Ann(kt) : h) = p}
is closed under the action of the Steenrod algebra. Moreover, it is closed under addition
and scalar multiplication (again by maximality of p). Thus the ideal K = {S; 0} ⊆ H
is a P∗-invariant ideal. If the height of K is positive then K contains a Thom class d
by Proposition 8.3.1 [5]. Thus h= dk ∈H as the desired properties
p=Ann(dkt)
and
Pi(dkt) =
∑
+=i
P(d)P(kt)
=
∑
+=i
h′dkt
for some h′ ∈H .
Finally assume that K has height zero. Consider the quotient K=p ⊆ H∗=p. Since K
is not contained in p by construction, we have that K=p 
= 0. Since H∗=p is an unstable
integral domain, it contains a Thom class N0 present in every prime ideal. Thus some
power of it lies in K=p. Without loss of generality we denote this also by N0. Lift this
element to 0∈H∗. Then
Pi(0) = h0 + p;
for some h∈H∗ and p∈ p. Thus the module
H∗0kt
is an unstable cyclic module, because p annihilates kt. By construction we have
p= (Ann(kt) : 0) =
⋂
(0 : 0kt)
as desired.
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Let us note the following corollary for ideals.
Corollary 4.4. Let I ⊆ H be an ideal in an unstable noetherian algebra. Then there
exist element ti ∈H such that
(1) (ti) ⊆ H is a P∗-invariant ideal.
(2) The ideal (I : ti) is a prime ideal associated to I .
(3) Every associated prime ideal arises as such colon ideal.
5. Prime (ltration
We proceed by proving the P∗-invariant analog of the Prime 4ltration lemma (cf.
[1, Lemma 2.4.12]). The importance of this lemma is that it hands us a certain 4nite
4ltration of noetherian modules and this way allows proofs by induction over this
4ltration and in particular, induction on the number of module generators.
Proposition 5.1 (Prime 4ltration). Let M be a nonzero 6nitely generated H∗  P∗-
module.
(1) There exists a chain of H∗ P∗-submodules
(0) =M0 ( M1 ( · · · ( Mk =M;
such that
Mj=Mj−1 ∼= (dj (H∗=pj);
j = 1; : : : ; k, where pj ⊂ H∗ is a P∗-invariant prime ideal and, (dj denotes the
dj-fold suspension.
(2) For any such chain we have
AssH∗(M) ⊂ {p1; : : : ; pk}:
Proof. The proof is based on a close revision of the classical proof in [1] combined
with the P∗-invariant version of the Lasker–Noether Theorem, [6], and Theorem 4.3.
Since M 
= (0) we have that the set AssH∗(M) is not empty. Let p1 ∈AssH∗(M),
then
p1 = Ann(t1)
for some Thom class t1 ∈M by Theorem 4.3. Thus
’1 :H∗t1 ,→ M:
Note that H∗t1 ∼= (d1 (H∗=p1); where (d1 denotes the d1-fold suspension and d1 is the
degree of t1.
So we can choose
M1 = H∗t1:
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Applying this procedure to M=M1, and successively to M=Mi leads to the desired chain
of modules. This proves (i). Since
Ass(M) ⊂ Ass(Mi) ∪ Ass(M=Mi)
for all i, by Lemma 2.4.5 in [1], we see that (ii) is true.
6. Application: the Landweber–Stong conjecture
The prime 4ltration established in Proposition 5.1 allows us to give a new greatly
simpli4ed proof of the Landweber–Stong conjecture (now a theorem by Bourguiba and
Zarati [2]).
Recall that by the Imbedding Theorem (Theorem 8.1.5 in [5]) every noetherian
unstable algebra H∗ over the Steenrod algebra contains a copy of a fractal of the
Dickson algebra, such that the inclusion
D∗(n)q
s
,→ H∗
is a 4nite extension in the category of unstable algebras.
Theorem 6.1 (Bourguiba and Zarati [2]). Let H∗ be a connected noetherian unstable
algebra over the Steenrod algebra. Then the following statements are equivalent:
(1) H∗ has depth at least k, dp(H∗)¿ k.
(2) The k Dickson classes dq
s
n;n−1; : : : ; d
qs
n;n−k of lowest degree form a regular se-
quence for H∗.
Proof. Note that the implication (2) ⇒ (1) is trivial. So we turn to the proof of the
reverse implication.
Via the inclusion D∗(n)q
s
,→ H∗ we can consider H∗ as a D∗(n)qs -module, thus we
are in the category U(D∗(n)q
s
). As an object in this category H∗ has a prime 4ltration
0 = H∗0 → H∗1 → · · · → H∗l−1 → H∗l = H∗
of 4nite length, say l, by Proposition 5.1. The successive quotients are
H∗i =H
∗
i−1 ∼= (di(D∗(n)q
s
=p)
for certain P∗-invariant prime ideals p ⊂ D∗(n)qs . We note that those are explicitly
given by a result due to Landweber (see, e.g., Proposition 9.2.6 [8]). We 4nd that the
quotients are
D∗(n)q
s
=p ∼= D∗(m)qt ;
where m = n − ht(p) and t = s + ht(p) due to the fractal property of the Dickson
algebra (see, e.g., Proposition A.3.2 in [5]).
We proceed by induction on the depth k of H∗. If k = 0, then nothing is to show.
We start a second induction on the length l. If l=1 then nothing is to show, because
H∗1 = H
∗ =D∗(n)q
s
=p1 =D∗(m)q
t
as noted above.
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Assume that l¿ 1 and consider the short exact sequence
(◦) 0→ H∗l−1 → H∗l → H∗l =H∗l−1 ∼= (dl(D∗(n)q
s
=pl) ∼= (dl(D∗(m)qt )→ 0:
By induction on l, the result is true for the two outer modules. Denote by k ′ the depth
on H∗l−1, then
dq
s
n;n−1; : : : ; d
qs
n;n−k′
form a regular sequence on H∗l−1. If k
′′ denotes the depth of the module
(dl(D∗(m)q
t
) we see that
k ′′ = n− ht(pl);
and dq
s
n;n−1; : : : ; d
qs
n;n−k′′ form a regular sequence on this module. By induction on the
depth of H∗ we can assume that
dq
s
n;n−1; : : : ; d
qs
n;n−k+1; d
form a regular sequence on H∗, where d∈D∗(n)qs is a suitable element. We have to
show that we can choose for d the next Dickson class d= dq
s
n;n−k .
By [4, p. 451] we know that
( ) k ′′¿min{k; k ′ − 1};
and
(X) k ′¿min{k; k ′′ + 1}:
Case k ¿k ′: Set I = (dq
s
n;n−1; : : : ; d
qs
n;n−k′): By induction hypothesis the generators of
this ideal form a regular sequence on H∗l as well as on H
∗
l−1. Therefore, by Proposition
1.1.4 in [3] we get from (◦) a monomorphism
H∗l−1=IH
∗
l−1 → H∗l =IH∗l :
Hence dp(H∗l−1=IH
∗
l−1)=0¡dp(H
∗
l =IH
∗
l )=k−k ′. This is a contradiction to Eq. (X).
Case k6 k ′: By induction hypothesis the elements
dq
s
n;n−1; : : : ; d
qs
n;n−k+1
form a regular sequence on H∗l . Set
I = (dq
s
n;n−1; : : : ; d
qs
n;n−k+1):
Assume that there exists an element h∈H∗l such that
dn;n−kh∈ IH∗l :
Then
dn;n−k = dn;n−1h1 + · · ·+ dn;n−k+1hk−1
for suitable elements h1; : : : ; hk−1 ∈H∗l . Therefore
dn;n−k−1h= Pq
n−k−1
(dn;n−kh)
= dn;n−1Pq
n−k−1
(h1) + · · ·+ dn;n−k+1Pqn−k−1 (hk−1);
where we made use of the explicit formulae for the Steenrod powers of the Dickson
classes, see Corollary 8.6.2 in [8]. Hence, also dn;n−k−1 is a zero divisor on H∗l =IH
∗
l .
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Inductively we obtain that all higher Dickson classes dn;0; : : : ; dn;n−k are zero divisors
on H∗l =IH
∗
l . This, however, implies that dp(H
∗
l =IH
∗
l )= 0. This is a contradiction.
We want to note that this proof of the Landweber–Stong conjecture does not make
use of the classi4cation theorem of injective modules in U(H∗) (but implicitly: the
result about the existence of Thom classes uses the injectives), nor of the T-functor as
the original proof does nor does it use the Artin-Rees-lemma as the proof in Section
8.5 of [8]. It just needs the Lasker–Noether theorem, the fractal property of the Dickson
algebra and some results on the explicit description of prime ideals in Dickson algebras
due to Landweber.
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