The single-hidden-layer feedforward neural networks (SLFNs) are frequently used in machine learning due to their ability which can form boundaries with arbitrary shapes if the activation function of hidden units is chosen properly. Most learning algorithms for the neural networks based on gradient descent are still slow because of the many learning steps. Recently, a learning algorithm called extreme learning machine (ELM) has been proposed for training SLFNs to overcome this problem. It randomly chooses the input weights and hidden-layer biases, and analytically determines the output weights by the matrix inverse operation. This algorithm can achieve good generalization performance with high learning speed in many applications. However, this algorithm often requires a large number of hidden units and takes long time for classification of new observations. In this paper, a new approach for training SLFNs called least-squares extreme learning machine (LS-ELM) is proposed. Unlike the gradient descent-based algorithms and the ELM, our approach analytically determines the input weights, hidden-layer biases and output weights based on linear models. For training with a large number of input patterns, an online training scheme with sub-blocks of the training set is also introduced. Experimental results for real applications show that our proposed algorithm offers high classification accuracy with a smaller number of hidden units and extremely high speed in both learning and testing. key words: neural networks, single hidden-layer feedforward neural networks, extreme learning machine, least-squares scheme, linear model
Introduction
An approach massively used in machine learning is the neural network. It can provide proper models for the various types of problems which are difficult to be solved by classical parametric techniques and approximate complex nonlinear mappings directly from the input patterns. Traditionally, training networks has based on gradient descent methods. However, they are generally very slow due to improper learning rates or local minima. There are many improvements proposed by researchers to obtain better learning performance [1]- [5] . A choice of the initial values for weights to improve the learning speed of networks was proposed by D. Nguyen and B. Widrow [1] . Jim Y.F. Yam and Tommy W.S. Chow [2] proposed a method based on multidimensional geometry to determine optimal biases and the magnitude of initial weight vectors. A recursive LevenbergMarquardt algorithm uses the second-order information to overcome slow training convergence instead of using the first-order information of the cost function [6] , [7] . In addition, there are many methods proposed by many researchers to overcome overfitting in training [8] , [9] . However, most training algorithms based on the gradient descent are still slow due to the many learning steps which may be required to achieve the goal. In addition, several studies have reported that support vector machines (SVMs) are able to obtain higher classification accuracy than the other existing data classification algorithms [10]- [13] . However, they may take long time to select proper models for some applications. Therefore, the model selection has become a critical issue for the SVM which has been addressed by a number of recent works [14] - [16] .
Nevertheless, Huang et al. [17] showed that a single hidden-layer feedforward neural network (SLFN) with any continuous bounded non-constant activation function or any bounded activation function which has unequal limits at infinities can form decision regions with arbitrary shapes. A learning algorithm called extreme learning machine (ELM) was proposed for training SLFNs [18] , [19] . It randomly chooses the input weights and hidden-layer biases, and then the output weights of the SLFN can be calculated through the inverse operation of the output matrix of hidden layer. This algorithm provides better generalization performance with high learning speed in many applications, even when compared to the SVM approaches [18] . However, the ELM often requires a large number of hidden units and takes long time for classification of input patterns.
In this paper, we investigate a new approach for training SLFNs called least squares extreme learning machine (LS-ELM) which can reduce the number of hidden units while producing better performance and faster classification than other ELMs. Unlike the ELM algorithms, our approach analytically determines the input weights, hidden-layer biases and output weights based on a two-stage linear model. First, the input weights and the hidden-layer biases are determined through the pseudo-inverse operation of the matrix of training data, and then the output weights are determined through the pseudo-inverse operation of the output matrix of hidden layer. For training with a large number of input patterns, an online training scheme with sub-blocks of the training data set is also introduced. Experimental results show that this approach yields good classification performance with significant reduction of the number of hidden units, and therefore both learning and testing speeds are extremely high.
The rest of this paper is organized as follows. Section 2 reviews the single hidden-layer feedforward neural net- 
In gradient descent algorithms, the minimization procedure is performed by iteratively adjusting the set of vectors z consisting of weights (wm,ai) and biases bm as
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where A•õ is the Moore-Penrose generalized inverse of A.
For an invertible function f(•E), we have
where
If we define the matrix B•¸RC•~N by
where T•õ is the pseudo-inverse of T, then Eq. (11) 
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•ctƒ°k+1j=0nj]T. Let Qk+1=L-1k+1, then Qk+1 is expressed by Woodbury iden-
Finally, the updating formula for W(k+1) is given by
where Table 1 Performance comparison for diabetes: Time(s). Table 2 Performance comparison for diabetes: Classification Accuracy(%).
•õ SVM Source Codes: www.csie.ntu.edu.tw/~cjlin/libsvm/ Table 4 Performance comparison for Image segmentation: time(s). proach uses 95 hidden units which is slightly fewer than the BP and twice fewer than the ELM. In this case, our approach is much faster than the BP and the ELM for both training and testing. In literature, results for the same data set using other popular algorithms such as OS-ELM [21], GAP-RBF [29] and MRAN [31] are shown in Table 6 . For this image segment classification problem, our approach is also better than others in various performance criteria. The performance comparison of our approach with the ELM on the testing set for different numbers of hidden units ranging from 2 to 200 at the interval of 1 is shown in Fig. 2 . It can be seen that our approach can obtain better performance than the ELM with the same number of hidden units, 
