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Abstract
We consider the time of broadcasting in ad hoc radio networks modeled as undirected graphs. In
such networks, every node knows only its own label and a linear bound on the number of nodes but
is unaware of the topology of the network, or even of its own neighborhood. Our aim is to study to
what extent the availability of two important characteristics of a broadcasting algorithm inﬂuences
optimal broadcasting time.These characteristics are adaptiveness and randomization.Our contribution
is establishing upper and lower bounds on optimal broadcasting time for three classes of algorithms:
adaptive deterministic, oblivious randomized and oblivious deterministic. In two cases we present
tight bounds, and in one case a small gap remains.We show that for deterministic adaptive algorithms
time (n) is required even for n-node networks of constant diameter. This lower bound is strongest
possible, since linear time algorithms are known, and hence establishes optimal time (n) for this
class. For oblivious randomized algorithms we show an upper boundO(n min{D, log n}) and a lower
bound (n) on optimal expected broadcasting time in n-node networks of diameter D. Finally, for
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oblivious deterministic algorithms we show matching upper and lower bounds (n min{D,√n})
on optimal broadcasting time. Our results imply that enforcing obliviousness has at least as strong
negative impact on broadcasting time as enforcing determinism, and that algorithms having both these
features are strictly less efﬁcient than those having only one of them.
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction
A radio network is modeled as an undirected connected graph whose nodes are sta-
tions equipped with transmitter–receiver devices. Two nodes are adjacent if the trans-
mitter of one of them can reach the other. Similarly as many papers in the domain of
radio communication [3,7–12,14], we assume that nodes send messages in synchronous
steps (time slots) controlled by a global clock. In every step every node acts either as a
transmitter or as a receiver. A node acting as a transmitter sends a message which can
potentially reach all of its neighbors. A node acting as a receiver in a given step gets
a message, if and only if, exactly one of its neighbors transmits in this step. If at least
two neighbors v and v′ of u transmit simultaneously in a given step, none of the mes-
sages is received by u in this step. In this case we say that a collision occurred at u. It
is assumed that the effect at node u of more than one of its neighbors transmitting is the
same as that of no neighbor transmitting, i.e., a node cannot distinguish a collision from
silence.
We consider ad hoc radio networks. In such networks, every node knows only its own
label and a linear bound N on the number of nodes but is unaware of the topology of the
network, or even of its own neighborhood. Nodes have distinct labels which are integers
from the set {1, . . . , N}.
One of the fundamental tasks in network communication is broadcasting. Its goal is to
transmit a message from one node of the network, called the source, to all other nodes.
Remote nodes get the source message via intermediate nodes, along paths in the network.
We concentrate on one of the most important and widely studied performance parameters of
a broadcasting algorithm, which is the time of broadcasting, deﬁned as the number of steps
used by the algorithm to inform all the nodes of the network. In the case of randomized
algorithms, we are interested in expected broadcasting time. We assume that nodes can
make spontaneous transmissions (even before obtaining the source message). This means
that all nodes start the execution of the protocol simultaneously, and if the protocol calls for
a transmission by a node that has not yet got the source message then this node transmits a
control message. This capability can be used, e.g., to send some control messages, in order
to perform preprocessing prior to broadcasting itself.
Among broadcasting algorithms using spontaneous transmissions there is a class of natu-
ral algorithms which we call oblivious schemes. For these algorithms, the decision whether
a node transmits in a given step (or the probability of transmission in the case of ran-
domized algorithms) depends only on the label of the node and on the step number (the
scheme is oblivious of communication history). Oblivious schemes for gossiping (all-to-all
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communication) were considered, e.g., in [8] and fault-tolerant oblivious broadcasting was
considered in [12]. Oblivious schemes are particularly easy to implement, as they require
very little computation power to schedule transmissions, hence nodes of the network can
be much simpler and cheaper devices.
The aim of this paper is to study the impact of two important characteristics of broad-
casting algorithms on the time of optimal broadcasting. These characteristics are adaptive-
ness and randomization. In adaptive algorithms, as opposed to the above-deﬁned oblivious
schemes, the decision whether a node transmits in a given step depends on previously
obtained messages, in addition to the label of the node and the step number. In such
algorithms, a node may need to compute its decision of whether to transmit in a given
step, using as input all previously obtained information. Adaptive algorithms are usually
more efﬁcient but, as mentioned above, not as easy to implement as oblivious schemes.
Also, local computations may contribute to the hidden cost of such algorithms. The sec-
ond characteristic studied in this paper is randomization. While randomized algorithms
are usually faster than deterministic ones, the obvious drawback is that their time guar-
antees concern only the expected value and need not hold in all cases, as opposed to de-
terministic algorithms. Hence both adaptiveness and randomization can be viewed as two
ways of speeding up the broadcasting process, each of these ways coming at some cost
to the user. We want to analyze quantitatively the impact of each of these two features on
broadcasting time.
1.1. Our results
The two characteristics that we intend to study, yield the following four types of broad-
casting algorithms: adaptive randomized, adaptive deterministic, oblivious randomized and
oblivious deterministic. In Section 1.2 we report what is known about broadcasting time
for the ﬁrst class, that of adaptive randomized algorithms. The contribution of the present
paper is to establish upper and lower bounds on optimal broadcasting time for each of the
remaining three classes. In two cases we present tight bounds, and in one case a small gap
remains.
Our ﬁrst result is a lower bound for deterministic adaptive algorithms.We show that time
(n) is required even for some n-node networks of constant diameter. This lower bound is
strongest possible, since a linear time deterministic algorithm was presented in [7]. Hence
we establish optimal time(n) for this class. This lower bound was previously claimed in
[3] (even for a stronger model in which every node knows its immediate neighborhood) but,
as we proved in [18], the argument from [3] is incorrect, and in fact the result itself (claimed
for the above stronger model) is false. Nevertheless, we show here that a different argument
establishes the linear lower bound in our presentmodel: for every deterministic broadcasting
algorithm we construct a network of diameter at most 4 for which this algorithm requires
time (n) to broadcast.
For the case of oblivious randomized algorithms we establish an upper bound O(n min
{D, log n}) and a lower bound (n) on expected broadcasting time in n-node networks
of diameter D. Finally, for oblivious deterministic algorithms we show a lower bound
(n min{D,√n})onbroadcasting time,whichmatches theupper boundO(n min{D,√n})
following from [8]. Table 1 summarizes our results.
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Table 1
Upper and lower bounds for execution time of different classes of algorithms (in the case of randomized algorithms
this is expected time). We denote by ∗ the results from this paper
Randomized Deterministic
Adaptive Upper b. O(D log n
D
+ log2 n) [20,13] O(n) [7]
Lower b. (D + log2 n) [1] (n) ∗
Oblivious Upper b. O(n min{D, log n}) ∗ O(n min{D,√n}) [8]
Lower b. (n) ∗ (n min{D,√n}) ∗
Our results imply that enforcing obliviousness has at least as strong negative impact on
broadcasting time as enforcing determinism, and that algorithms having both these features
are strictly less efﬁcient than those having only one of them. In our complexity analysis of
algorithms we take strong advantage of the fact that networks are undirected (equivalently
symmetric oriented). On the other hand, our lower bound proofs hold for arbitrary oriented
networks as well.
1.2. Related work
Most of the results on broadcasting in radio networks can be divided into two parts:
those which assume complete knowledge of the topology of the network at all nodes, or
equivalently, dealing with centralized broadcasting for a given network, and those assuming
only limited knowledge of the network at all nodes and dealingwith distributed broadcasting
in arbitrary networks.
Deterministic centralized broadcasting assuming complete knowledge of the network
was considered in [6], where aO(D log2 n)-time broadcasting algorithm was given for all
n-node networks of diameter D. In [16], O(D + log5 n)-time broadcasting was proposed.
On the other hand, in [1] the authors proved the existence of a family of n-node networks
of radius 2, for which any broadcast requires time (log2 n).
One of the ﬁrst papers to study deterministic distributed broadcasting in radio net-
works whose nodes have only limited knowledge of the topology, was [3]. The authors
assumed that nodes know only their own label and labels of their neighbors. Under this
scenario, a simple linear-time broadcasting algorithm based on DFS follows from [2]. In
[3], the authors constructed a class of n-node graphs of radius 2, and claimed that ev-
ery broadcasting algorithm requires time (n) on one of these graphs. Unfortunately, due
to a subtle error in the argument in [3] (cf. also [4]), this result is incorrect. Indeed, in
[18] we constructed an algorithm that broadcasts in logarithmic time on all graphs from
[3]. In this paper we show that a different argument establishes the linear lower bound
in our present model, where every node knows only its own label but not labels of its
neighbors. Many authors [5,7,9–11,14] studied deterministic distributed broadcasting in
radio networks under this weaker assumption. In [7] the authors gave a broadcasting
algorithm working in time O(n) for arbitrary n-node networks, assuming—as we do in
the present paper—that nodes can transmit spontaneously, before getting the source mes-
sage. On the other hand, in [5] a lower bound (D log n) on deterministic broadcasting
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time was proved for n-node networks of diameter D, if spontaneous transmissions are not
allowed.
In [7,9,10,14,19,13] the model of directed graphs was used. Increasingly faster broad-
casting algorithms working on arbitrary n-node (directed) radio networks were constructed,
the currently fastest being theO(n log2D)-time algorithm from [13]. (Here D is the radius
of the network, i.e, the longest distance from the source to any other node.) On the other
hand, in [11] a lower bound(n logD) on broadcasting timewas proved for directed n-node
networks of radius D.
Randomized broadcasting algorithms in radio networks were studied, e.g., in
[3,8,13,20,21]. For these algorithms, no topological knowledge of the network was as-
sumed. In [3] the authors showed a randomized broadcasting algorithm running in expected
time O(D log n + log2 n). Unlike our randomized broadcasting algorithm, the algorithm
from [3] is adaptive. In [20] we improved this upper bound by presenting a broadcast-
ing algorithm with expected time O(D log(n/D)+ log2 n). (Shortly later, a similar result
was obtained independently in [13].) The best lower bound known for adaptive random-
ized broadcasting time with the possibility of spontaneous transmissions is (D + log2 n)
from [1]. It should be noted that the lower bound (D log(n/D)) from [21] assumes that
spontaneous transmissions are precluded.
Oblivious algorithms (both deterministic and randomized) for the task of gossiping (all-
to-all broadcasting) were considered in [8]. In particular, the authors showed an oblivious
deterministic gossiping schemeworking in timeO(n3/2). This implies the sameupper bound
for the time of oblivious deterministic broadcasting. Deterministic oblivious fault-tolerant
algorithms for broadcasting in radio networks were considered in [12].
2. Adaptive deterministic broadcasting
The main result of this section is a lower bound on the time of deterministic broadcast-
ing (holding even when spontaneous transmissions are allowed). Given any deterministic
broadcasting algorithm, we show that, for some networks of diameter 4, this algorithm
requires linear time for broadcasting. This result has been previously claimed in [3] (even
for a stronger model) but, as we showed in [18], the argument from [3] is incorrect, and in
fact the result itself is false in this stronger model. We now show that (under our present
model) this lower bound can be derived correctly.
The idea of the proof is the following. We construct the network step-by-step, using
consecutive steps of the ﬁxed broadcasting algorithmA, and assuming that particular nodes
got particular messages in given steps. In order to express this, we use the notion of abstract
history of a node, formally deﬁned below. Intuitively, an abstract history of a node v at a
given step k consists of a sequence of messages received by this node until step k. Since
the network is not yet constructed, it is not yet known which abstract history will become
the real one—the one given by algorithm A running on the ﬁnal network. We can ensure
that, if a given node had some abstract history up to a certain step, then it would behave
in a given way (this is captured by the notion of abstract action function, deﬁned below).
Based on that we do the next step of the construction of the network, and simultaneously
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deﬁne abstract histories of nodes in this step. These abstract histories are deﬁned so as to
prevent some nodes in layer L2 of the network from getting any message for a long time.
When the construction is ﬁnished, we prove that if the algorithm A runs on the resulting
network then the real histories of all nodes are identical to the abstract (assumed) ones, and
consequently, some nodes of layer L2 will indeed fail to receive the source message for
(n) steps.
We adopt the deﬁnitions of histories and action function (and of their abstract counter-
parts) from [18], except the restriction precluding spontaneous transmissions and except
knowledge of neighborhoods, unavailable in our present model.
Histories and message format: Hk denotes the history of computation of algorithm A
until the end of step k. This is the set {Hk(v) : v ∈ V }, where Hk(v) is the history of
computation at node v, until the end of step k. Technically we assume that H0(v) = ∅. For
any v and k, Hk(v) is a sequence of messages (M1(v),M2(v), . . . ,Mk(v)). Messages are
deﬁned inductively, as follows. M1(v) is either the pair (∅,∅), called the empty message
(when no message is received), or the pair (0, source_message) (sent by node 0), or the
pair (w,∅) (sent by node w = 0).Ml(v) (for l = 2, . . . , k) is the empty message if node v
did not get any message in step l. Otherwise, it is a pair consisting of:
• the label of node w from which node v received a message in step l,
• history Hl−1(w).
Notice that we restrict attention to messages conveying the entire history of the transmitter.
If a particular protocol requires transmitting speciﬁc information, the receiver can deduce
this information from the received history, since programs of all nodes are the same. History
Hk(v) containing only empty messages is called the empty history.
Action function and sets of transmitters: Given algorithmA, we denote by (v,Hk−1(v))
the action of node v in step k, if its history until the end of step k−1 isHk−1(v). The values
of the function  can be 1 or 0: if the value is 1, node v is sending the message (v,Hk−1(v))
in step k, otherwise it is receiving in step k. Under a ﬁxed historyHk−1, we deﬁne the set of
neighbors of v transmitting in step k as follows: Tk(v) = {w ∈ Nv : (w,Hk−1(w)) = 1},
where Nv denotes a set of all neighbors of node v.
Abstract objects: Let v ∈ V .An abstract history Hˆk(v) of node v, is deﬁned as a sequence
(Mˆ1(v), Mˆ1(v), . . . , Mˆk(v)) of abstract messages. Mˆ1(v) = M1(v), and Mˆl(v), for l > 0,
is either the empty message or is of the format (w, Hˆl−1(w)), for somew ∈ V . Technically
Hˆ0(v) = H0(v) = ∅. Notice that, in general, abstract histories and abstract messages are
not necessarily linked to any particular protocol.
We also deﬁne the abstract action function ˆ(v, Hˆk−1(v)) as an extension of the action
function  described above: if (v, Hˆk−1(v)) is deﬁned for some v then ˆ(v, Hˆk−1(v)) =
(v, Hˆk−1(v)). Otherwise, ˆ(v, Hˆk−1(v)) = 0.We now deﬁne sets of abstract transmitters
to node v in step k: Tˆk(v) = {w ∈ Nv : ˆ(w, Hˆk−1(w)) = 1}.
Consider the following class C∗n of graphs, deﬁned in [3]. For any nonempty subset S of
{1, . . . , n} and any nonempty subset R of {n+ 1, . . . , 2n}, GS,R ∈ C∗n is the graph (V ,E)
such that V = {0, 1, . . . , n} ∪ R and E = {(0, i) : i = 1, . . . , n} ∪ {(i, j) : i ∈ S, j ∈ R}.
As usual, 0 is the source and L0, L1, L2 denote the layers of this graph (Li is the set of
nodes at distance i from the source).
Let T denote any ﬁnite sequence of subsets of {0, 1, . . . , 2n}. We will use the following
procedure modifying some set S ⊆ {1, . . . , 2n}:
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ProcedureMODIFY(S, T )
set stop := 0
while stop = 0 do
• stop := 1
• if there is a set Tl ∈ T such that |Tl ∩ S| = 1, choose such a set with smallest
index, say Tk , such that Tk ∩ S = {i}; remove node i from S;
set stop := 0
2.1. Construction
Fix any broadcasting algorithm A. We construct a graph GS,R from the class C∗n , such
thatA requires time(n) to broadcast onGS,R . The construction is step-by-step, following
consecutive steps of algorithmA. We start the construction by initializing S0 = {1, . . . , n},
R0 = {n + 1, . . . , 2n}. Each node v ∈ {0} ∪ R0 has empty abstract history Hˆ0(v), and
for each node v in S0, Mˆ0(v) = (0, source message). In step k we will construct sets
Sk ⊆ {1, . . . , n} and Rk ⊆ {n+ 1, . . . , 2n}, and construct abstract histories Hˆk(v). Finally,
S will be Sn−1, and R will be Rn−1.
Our goal is to preserve the property, that after step k, none of the nodes in Sk has received
any message from nodes inRk and vice versa.We will preserve the following invariant after
step k of the construction.
1. For every set Tˆl , lk, |Tˆl ∩ Sk| = 1 and |Tˆl ∩ Rk| = 1.
2. At least n− |Sk| sets Tˆl are disjoint with Sk and at least n− |Rk| sets Tˆl are disjoint with
Rk , for lk.
3. |Sk|n− k and |Rk|n− k.
4. If v ∈ Rk then Hˆk(v) is the empty history.
We describe step k + 1 < n of the construction, assuming the validity of the invariant after
step k.
Construction of sets Sk+1 and Rk+1: Suppose that we constructed sets Sk and Rk , and
each node v in network GSk,Rk has ﬁxed abstract histories Hˆl(v), for all lk and v ∈ V .
Let Tˆl = ⋃v Tˆl(v) denote the set of all abstract transmitters in steps l, for lk + 1, under
ﬁxed abstract histories Hˆl . Let T = {Tˆl : lk}.
1. Set S := Sk and R := Rk .
2. Apply Procedure MODIFY(S, T ) to modify S; Apply Procedure MODIFY(R, T ) to
modify R.
3. Set Sk+1 := S and Rk+1 := R.
Construction of abstract history Hˆk+1(v):We deﬁne abstract history Hˆk+1(v) as abstract
history Hˆk(v) concatenated with the empty abstract message, if v ∈ Tˆk+1, and with the
following abstract message Mˆk+1(v) otherwise:
• if v ∈ Rk+1 then Mˆk+1(v) is empty;
• if v ∈ L1 and Tˆk+1(v) = {0} then Mˆk+1(v) = (0, Hˆk(0));
• if v ∈ L1 and Tˆk+1(v) = {0} then Mˆk+1(v) is the empty message;
• for v = 0, if Tˆk+1(0) = {w} then Mˆk+1(0) = (w, Hˆk(w)), otherwise Mˆk+1(0) is the
empty message.
We continue the construction until step k = n− 1.
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2.2. Analysis
The analysis is conducted as follows. First we prove, by induction on k, that the invariant
holds after step k, and hence that the construction of GA is correct. Then we show that
the abstract history and the actual one on the constructed network GA are identical. This
implies that the algorithm takes linear time to broadcast on GA.
Lemma 1. The invariant after step k of the construction holds, for k = 0, . . . , n− 1.
Proof. Induction on step k of the construction.After step 0, the invariant is obvious. Suppose
it holds after step kn− 2. Consider part 2 of the construction, corresponding to the set S.
Case 1: If |Sk ∩ Tˆk+1| = 1, then Sk+1 = Sk and |Sk|n− k > n− (k+ 1). This follows
from the invariant after step k. There is no set Tˆl having a singleton intersection with Sk+1.
The number of sets Tˆl , for lk + 1, such that Tˆl ∩ Sk+1 = ∅ is at least n− |Sk+1|, by part
2 of the invariant after step k.
The same properties hold for set Rk+1, if |Rk ∩ Tˆk+1| = 1.
Case 2: Suppose that Sk ∩ Tˆk+1 = {v}. Then the set S becomes S \ {v} in the beginning
of Procedure MODIFY. During the remaining part of Procedure MODIFY, a modiﬁed set S
can have a singleton intersection at most |Sk| times, by part 2 of the invariant after step k.
Each singleton intersection causes decreasing set S by one element, and the number of sets
Tˆl having nonempty intersection with the modiﬁed set S decreases also by 1. Hence the
invariant after step k + 1 of the construction holds for set Sk+1, which is the last modiﬁed
set S in this step. The same arguments apply to set Rk+1.
The property that for every v ∈ Rk , Hˆk(v) is the empty history, holds by the deﬁnition
of abstract history in step k + 1 of the construction. 
Lemma 2. If v ∈ GSn−1,Rn−1 then Hˆk(v) = Hk(v) for all k = 0, . . . , n− 1.
Proof. Induction on step k of the construction. For k = 0 the equality holds. Suppose
that, for all lk and for all v ∈ GSn−1,Rn−1 , Hˆl(v) = Hl(v). We prove that Mˆk+1(v) =
Mk+1(v) for all v ∈ GSn−1,Rn−1 . Notice that Tˆl(v) = Tl(v) holds for every lk + 1 and
v ∈ GSn−1,Rn−1 , since these sets depend only on histories Hˆl and Hl , for lk, which are
equal by the inductive assumption. It follows that Tˆl = Tl . Consequently, if v ∈ Tˆk+1 then
v ∈ Tk+1, and Mˆk+1(v) = Mk+1(v) is the empty message. Suppose v /∈ Tˆk+1.
• If v ∈ Rn−1 ⊆ Rk+1 then Mˆk+1(v) is empty. Suppose that there is a node w ∈ Sn−1 ⊆
Sk+1 such that Tk+1(v) = {w}. This means that Tˆk+1∩Sn−1 = Tk+1∩Sn−1 = Tk+1(v) =
{w}, which contradicts the invariant after step n − 1. Hence Mk+1(v) is the empty
message.
• If v ∈ L1 and Tˆk+1(v) = {0} then Mˆk+1(v) = (0, Hˆk(0)). It follows that Tk+1(v) =
Tˆk+1(v) = {0} andMk+1(v) = (0, Hk(0)) = (0, Hˆk(0)).
• If v ∈ L1 and Tˆk+1(v) = {0} then Mˆk+1(v) is the empty message. There are two cases.
1. If |Tˆk+1(v)| = 1, then |Tk+1(v)| = 1 andMk+1(v) is the empty message.
2. If Tˆk+1(v) = {w}, where w ∈ Rn−1, then Tk+1 ∩ Rn−1 = {w}, which contradicts the
invariant after step n− 1 of construction. Hence the second case is not feasible.
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• Suppose that v = 0. If Tˆk+1(0) = {w} then Mˆk+1(0) = (w, Hˆk(w)). In this case
Tk+1(0) = Tˆk+1(0) = {w} andMk+1(0) = (w,Hk(w)) = (w, Hˆk(w)). If |Tˆk+1(0)| = 1
then |Tk+1(0)| = 1 and consequently both Mˆk+1(0) and Mk+1(0) are empty
messages. 
Theorem 1. For every integer n and every broadcasting algorithmA there exists a network
GA of size at most 2n + 1 and diameter 4, such that algorithm A requires time (n) to
broadcast on GA.
Proof. Let GA be the graph GSn−1,Rn−1 . It has at most 2n + 1 nodes from range
{0, 1, . . . , 2n}, and it has diameter 4, since sets Sn−1 and Rn−1 are nonempty, by Lemma 1.
By Lemmas 1 and 2, the history of each node inRn−1 is empty until step n−1 of algorithm
A, which completes the proof. 
3. Oblivious randomized broadcasting
3.1. The lower bound
In this sectionwe prove the lower bound(n) on the expected broadcasting time of obliv-
ious randomized algorithms working in n-node networks. Denote by pi(v) the probability
of transmission by node v in step i. Let pi =∑nv=1 pi(v).
Theorem 2. For every oblivious randomized broadcasting algorithm A and every sufﬁ-
ciently large n, there exists an n-node network GA of diameter 3, such that the algorithm
A requires time (n), with probability at least 1/2, to complete broadcasting on GA.
Proof. We use [m] to denote the set {1, . . . , m}, for any positive integer m. Assume that
n is sufﬁciently large. For simplicity assume also that n is even. Let A be any oblivious
randomized algorithm. Deﬁne the graph GA,v , for any v ∈ [n − 2], as a graph on the
set {0} ∪ [n − 1] of nodes with the following set E of edges. E = {{w, n − 1} : w ∈
[n− 2]} ∪ {{0, v}} (see Fig. 1). By deﬁnition, the graphGA,v has diameter 3.We will show
that there exists a node v such that during the execution of algorithm A on graph GA,v ,
node n− 1 does not receive the source message before time (n− 2)/2, with probability at
least 1/2.
In view of the obliviousness of algorithm A, for every node w and for every step i, there
are ﬁxed probabilities pi(w) that node w transmits in step i. Observe that
∑
w∈[n−2]
pi(w)
∏
z =w,z∈[n−2]
(1− pi(z))1
is the probability that some single node in [n− 2] transmits in step i. It follows that
(n−2)/2∑
i=1
n−2∑
w=1
pi(w)
∏
z =w,z∈[n−2]
(1− pi(z)) n− 22 .
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n–3
n–2
2
1
v n–10
Fig. 1. Network GA,v .
Hence there exists v ∈ [n− 2] such that
(n−2)/2∑
i=1
pi(v)
∏
z =v,z∈[n−2]
(1− pi(z)) 12 . (1)
DeﬁneGA = GA,v . LetXi be the randomvariable equal 1 if v transmits in step i(n−2)/2
and every w ∈ [n − 2] \ {v} does not transmit in step i, and let Xi be equal 0 otherwise.
Notice that, by inequality 1, we get E
[∑(n−2)/2
i=1 Xi
]
 12 . Using Markov inequality we
obtain Pr
[∑(n−2)/2
i=1 Xi1
]
 12 . The event
∑(n−2)/2
i=1 Xi < 1, occurring with probability
at least 1/2, means that node n − 1 does not receive the source message from v by step
(n− 2)/2. 
Corollary 1. For all parameters n and 3D<n, and for any oblivious randomized al-
gorithm A, there exists an n-node network GA of diameter D, such that the expected
broadcasting time of algorithm A on network GA is (n).
3.2. Oblivious randomized algorithm
Before presenting our oblivious randomized broadcasting algorithm, we describe its
general idea and compare it to the adaptive randomized algorithm from [3]. Both algorithms
use the same framework: a “competition” procedure is repeated several times, the aim
of which is to guarantee that exactly one of competing nodes transmits in some round,
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with positive probability. There is, however, an important difference between the adaptive
scenario from [3] andour case of oblivious algorithms. In the adaptive case the “competition”
used the following k-round procedure Decay. In each round, competing nodes transmit. At
the end of each round, each competing node ﬂips a symmetric coin. Those nodes that get
tails do not compete in the following rounds.
In our oblivious scenario, we cannot use procedure Decay, since actions of nodes cannot
be modiﬁed on-line. Hence we arrange competitions differently: in the lth round all nodes
transmit with the same probability but this probability decreases by a factor of 1/2 in the next
round. Another difference is that we need to repeat the competition more times than in [3].
A similar idea has been also used in [8] in the context of oblivious randomized gossiping.
Here is the description of our broadcasting algorithm. Recall that N is an upper bound
on all labels, N = O(n).
Algorithm Randomized-Oblivious
count := 1
repeat N2/ logN times
for l := 1 to logN do
(a) each node transmits independently with probability 1/2l
(b) node with label count transmits, count := count + 1modN
Theorem 3. Algorithm Randomized-Oblivious completes broadcasting on any n-node
network of diameter D, with probability at least 1− 1/n2, in time O(n min{D, log n}).
Proof. First observe that if D < log n then performing only steps (b) in the for-loop
completes broadcasting in time O(N ·D) = O(n ·D).
SupposeD log n and consider both steps (a) and (b) of the algorithm.We deﬁne a stage
as one execution of the entire loop “for l := 1 to logN”. Consider a shortest path from
node 0 to node v consisting of consecutive nodes v0 = 0, . . . , vk = v, where kD.
Let di denote the degree of node vi . Notice that
∑k
i=1 di2n.
Claim 1. Node vi receives a message from vi−1, during any stage j with probability at least
1/8di .
Proof. For di = 1 this is obvious—in the execution of the loop for l = 1 the transmission
is successful with probability 1/4. Assume di > 1. Consider the execution of the loop “for”
in stage j for variable l = log di. The probability that vi receives a message from vi−1 in
l th execution of loop “for” during stage j is at least
1
2l
·
(
1− 1
2l
)di−1 ·
(
1− 1
2l
)
 1
2di
·
(
1− 1
di
)di 1
8di
.
This completes the proof of the claim. 
Let ti denote the ﬁrst stage in the execution of the algorithm when node vi receives the
sourcemessage from node vi−1. It follows fromClaim 1 that ti−ti−1 = O(di)with constant
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probability. We have tk =∑ki=1(ti − ti−1), where t0 = 0. Notice that tk is an upper bound
on the time when node vk gets the source message. For every stage j = 1, . . . , tk let (j)
be the smallest number i = 1, . . . , k such that node vi has not received the source message
from vi−1 by the beginning of stage j. Partition all stages j = 1, . . . , tk into sets A and C
as follows: if d(j)n/ log n then j ∈ A, and if d(j) > n/ log n then j ∈ C.
Counting |A|. Let W contain all nodes vi in the path such that din/ log n. First note
that if W log n then |A| = O(n). Indeed, considering only the round-robin process in
steps (b), we get that the value of (j) changes after at most N steps, that is after at most
N/ logN = O(n/ log n) stages; multiplying it by |W | we get the upper boundO(n) on the
size of A.
Suppose that |W | > log n. For every a = 1, . . . , log(n/ log n), let pa denote the total
number of nodes vi ∈ W such that 2a−1 < di2a , and let Pa denote the set of such
nodes vi .
Note that if di = 1 then i = k, and consequently if the neighbor vk−1 of node vk has the
source message then vk gets the source message in O(log n) next stages, with probability
at least 1/n4. Consider the case when di > 1.
Claim 2. If v(j) ∈ Pa , for some a = 1, . . . , log(n/ log n), then the probability that
v(j+2a+4−1) = v(j) is at most 1/e.
Proof. By Claim 1, node v(j) gets the source message in one stage with probability at least
1/(8d(j)). These events are independent for different stages. Consequently, the probability
that during 2a+4 stages node v(j) does not get the source message is at most
(
1− 1
8d(j)
)2a+4
(1− 2−a−4)2a+41/e. 
Let Aa , for a = 1, . . . , log(n/ log n), denote the set of those stages j for which
v(j) ∈ Pa .
Claim 3. |Aa|2e2a+4(pa + 16 log n), with probability at least 1− 1/n4.
Proof. For each node vi ∈ Pa , index i may be the value of function  for at most 2a+4
stages, with probability at least 1 − 1/e, in view of Claim 2. Consider random variables
Xj (corresponding to stages (j − 1) · 2a+4, . . . , j2a+4 − 1): Xj = 1 if (j2a+4 − 1) >
((j−1)2a+4), andXj = 0 otherwise. Note that random variablesXj are not independent,
but since the conditional probability Pr [Xj = 1|], for any computational history 
before stage (j − 1)2a+4, is at least 1 − 1/e, we can stochastically lower-bound each
variable Xj by a random Bernoulli trial Yj with probability of success 1 − 1/e. Hence
Chernoff bound applied to variables Yj implies that the probability of the event that the
number of successful transmissions during 2e2a+4(pa + 16 log n) stages is less than pa , is
at most e−(pa+16 log n)/41/n4 (note that the expected number of successful transmissions
in 2e2a+4(pa + 16 log n) stages is at least 2(pa + 16 log n)). 
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By deﬁnition, |A| = |A1| + · · · + |Alog(n/ log n)|. Hence, with probability at least 1 −
log n · 1/n4,
|A| 
log(n/ log n)∑
a=1
2e2a+4(pa + 12 log n)
 2e
log(n/ log n)∑
a=1
2a+4pa + 24e
log(n/ log n)∑
a=1
2a+4 log n
 32e · 2
k∑
i=1
di + 192e · 2log(n/ log n) log n128en+ 192en = O(n),
wherewe used the facts that 2apa is at most twice the sum of degrees of nodes inPa , and that∑k
i=1 di2n.Adding the special case when di = 1 we get again that |A| = O(n+ log n) =
O(n) with probability at least 1− log n/n4 − 1/n4.
Counting |C|. Notice that analyzing only steps (b) we get that the value of (j) changes
after atmostN steps (by the round-robin property),which is atmostN/ logN = O(n/ log n)
stages. By the counting argument we have that the number of nodes vi on the path, such
that di > n/ log n is at most 2 log n (by the deﬁnition of C and inequality
∑k
i=1 di2n).
Hence |C|O(n/ log n) · 2 log n = O(n). All this happens with probability 1 (since we
analyze the behavior of deterministic round-robin in steps (b)).
Counting |A ∪ C|. Summarizing, the total number of stages in set A ∪ C is bounded
by O(n), with probability at least 1 − (log n + 1)/n41 − 1/n3, and each stage takes
O(log n) steps. The total time is thus O(n log n), with probability at least 1− 1/n3. Since
we need to consider all n possibilities for node v, we have broadcasting time O(n log n),
with probability at least 1− n/n3 = 1− 1/n2. 
Using steps (b) of the algorithm in the event not covered by the above theorem (a total
of(N2) such steps), guarantees completion of broadcasting with probability 1. The con-
tribution of this event to the expected completion time isO(N2 · 1/n2) = O(1). Hence we
get the following.
Corollary 2. The expected broadcasting time of Algorithm Randomized-Oblivious is O
(n min{D, log n}).
Moreover, our algorithmperforms gossipingwith probability at least 1−1/n. Hence, sim-
ilarly as above (now the contribution of the unlikely event to the expected completion time
is O(n) instead of O(1)), we get that the expected time of gossiping isO(n min{D, log n}),
thus improving the result from [8].
4. Oblivious deterministic broadcasting
We ﬁnally consider deterministic oblivious broadcasting schemes. For these algorithms,
every node decides whether to transmit in a given step, depending only on its label and on
the step number (the scheme is oblivious of communication history). This means that, for
all i = 1, 2, . . ., sets Ti of nodes transmitting in step i are ﬁxed in advance.
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We ﬁrst prove a lower bound on the time of deterministic oblivious broadcasting. In [11]
the authors proved a lower bound on the size of a combinatorial structure called a strongly
selective family. This structure is also known in the literature as a superimposed code [17],
or a cover free family [15].We will use the following deﬁnition.A familyF of subsets of R
is called (|R|, k)-strongly selective, for k |R|, if for every subset Z of R such that |Z|k,
and for every element z ∈ Z, there is a set F ∈ F such that Z ∩ F = {z}.
Lemma 3 (Clementi et al. [11]). Let F be an (|R|, k)-strongly selective family. Then
(a) if 3k < √2|R| then |F |(k2/48 log k) log |R|,
(b) if k√2|R| then |F | |R|.
Our lower bound is proved by constructing, for any deterministic oblivious broadcasting
schemeA, a network on which this scheme broadcasts slowly. Similarly as in [11], the idea
is to choose a layered network. In both cases lower bounds on the size of combinatorial
structures are used. There is, however, an important difference between our scenario of
oblivious protocols and the scenario from [11], where protocols could be adaptive. Since
adaptive protocols have more ﬂexibility, the authors of [11] could only use a lower bound
on the size of selective families (selectivity is a weaker requirement than strong selectivity,
hence the size of selective families can be smaller than strongly selective ones). More-
over, they had to construct a directed graph forcing slow broadcasting, in order to impose
one-way information ﬂow. In our case, the assumption of obliviousness enables us to use
the larger lower bound on the size of strongly selective families, and we can even construct
an undirected layered graph on which the given protocol (oblivious broadcasting scheme)
works slowly. This explains why the lower bound is larger in our case.
Construction. Let A be a ﬁxed oblivious broadcasting scheme. We describe the con-
struction of an n-node network of radius D, for 7D√n/8. The remaining ranges of D
are simple to handle. (For D < 7 we use the construction from Theorem 1 and attach a
simple path to get radius D, and for D >
√
n/8 the construction is as for D = √n/8 with
a simple path attached to get radius D.)
In order to construct network GA, we ﬁrst describe sets of nodes Xk and selected nodes
vk ∈ Xk , for kD/2. Let X0 = {0}, v0 = 0. Let Rk = {1, . . . , n − 1} \⋃i<k Xi . We
will preserve the following invariant after step kD/2 of the construction:
• All sets X0, . . . , Xk and nodes v0, . . . , vk are constructed.
• |Rk+1| > n/2 and none of nodes in Rk+1 has received the source message by step
k · n/2.
We now describe the construction of Xk+1 and vk+1. Sets Ti of nodes transmitting in step
i, for all i = 1, 2, . . ., are ﬁxed before the construction.
Consider the family of sets {Ti ∩ Rk+1 : k · n/2 < i(k + 1) · n/2}. Since this
family has size n/2 and n/(2D)√2n√2|Rk+1|, it cannot be a (|Rk+1|, n/(2D))-
strongly selective family, in view of the lower bound in Lemma 3 point (b). Consequently
there is a nonempty set Xk+1 ⊆ Rk+1 of size at most n/(2D), and a node vk+1 ∈ Xk+1
such that Ti ∩Xk+1 = {vk+1}, for any i satisfying k · n/2 < i(k + 1) · n/2.
Let X = ⋃D/2k+1 Xk . We now describe the set E of edges between nodes in X. Let
L0 = {0}, L1 = {v1}, Lk = {vk} ∪ Xk−2 \ {vk−2}, for k = 2, . . . , D/2, LD/2+1 =
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XD/2−1 \ {vD/2−1}, E = ⋃D/2+1k=1
{
{vk−1, x} : x ∈ Lk
}
. Let G∗A be the graph
(X,E). Clearly, the above deﬁned sets Li are layers of G∗A. Consider a path P of length
D−D/2−3, consisting of elements ofRD/2, with all other elements ofRD/2 attached
to one end of this path. Network GA is deﬁned by attaching the other end of P to some
node in layer LD/2+1 of G∗A. Notice that |RD/2| > (D − D/2 − 3) + 1, hence the
path P with attached nodes is well deﬁned. Consequently, the networkGA has n nodes and
radius D.
This completes the construction of network GA. It remains to prove that algorithm A
requires time (n min{D,√n}) to broadcast on GA.
Theorem 4. For all parameters n,D, and for any deterministic oblivious broadcasting
schemeA, there exists an n-node networkGA of radius(D), such that schemeA requires
time (n min{D,√n}) to broadcast on GA.
Proof. Let A be a ﬁxed oblivious broadcasting scheme. First observe that for 1 < D < 7
the result follows from Theorem 1. If D >
√
n/8, the result is straightforward. Hence we
may assume that 7D√n/8. For this range the previous construction was carried out.
We prove that the invariant holds for every kD/2. The proof is by induction on k.
After step k = 0, it is clear. Suppose that after step k < D/2 the invariant holds. We
prove it for k + 1.
Set Xk+1 and node vk+1 are well deﬁned since sets Ti ∩ Rk+1 are nonempty and
Lemma 3 point (b) applies. By deﬁnition, set Rk+2 is of size at least n −∑lk+1 |Xl | >
n− D/2 · n/(2D) > n/2. Every node v in Rk+2 is at distance at least k + 2 from the
source. The only neighbor inLk+1 of nodes fromLk+2 is vk+1.We show that node vk+1 does
not transmit successfully to layerLk+2 in steps i such that k ·n/2 < i(k+1)·n/2. If it
transmitted in some such step i, then we would have Ti ∩Xk+1 = {vk+1}, which contradicts
Case 1 of the construction.
Weﬁnally prove a lower bound on execution time of algorithmA broadcasting on network
GA, in Case 1. It is sufﬁcient to observe that no node in layer LD/2+1 receives the source
message by step (D/2+1) · n/2. Consequently, broadcasting is not terminated by step
(nD), for D√n/8.
This shows that algorithm A requires time (n min{D,√n}) to broadcast on some n-
node network of radius D. 
Notice that there exists a deterministic oblivious scheme performing broadcasting in any
n-node network of diameter D in time O(n min{D,√n}). In [8], a deterministic oblivious
broadcasting scheme,working in timeO(n3/2) for arbitrary n-node networks,was proposed.
By interleaving this scheme with the simple round robin (oblivious) algorithm, working in
time O(nD), we obtain the upper bound O(n min{D,√n}) on deterministic oblivious
broadcasting time, matching the lower bound from Theorem 4.
5. Conclusion
We considered optimal broadcasting time for three classes of algorithms: adaptive de-
terministic, oblivious randomized and oblivious deterministic, assuming that spontaneous
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transmissions are allowed. For deterministic adaptive algorithms we established the lower
bound(n), thus proving that optimal time is(n) for this class. For oblivious randomized
algorithms we showed an upper boundO(n min{D, log n}) and a lower bound(n) on op-
timal expected broadcasting time in n-node networks of diameter D. Finally, for oblivious
deterministic algorithms we showed matching upper and lower bounds (nmin{D,√n})
on optimal broadcasting time.
The main open problem left by the results of this paper is closing the gap between the
upper and lower bounds on expected broadcasting time for oblivious randomized algorithms
(this gap is a factor of(min{D, log n})). This adds to the previously open problem of clos-
ing an analogous gap for adaptive randomized algorithms with spontaneous transmissions
((log(n/D)) in this case).
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