On the speed of convergence to stationarity of the Erlang loss system by Doorn, Erik A. van & Zeifman, Alexander I.
Queueing Syst (2009) 63: 241–252
DOI 10.1007/s11134-009-9134-9
On the speed of convergence to stationarity
of the Erlang loss system
Erik A.van Doorn · Alexander I. Zeifman
Received: 1 December 2008 / Revised: 15 July 2009 / Published online: 14 August 2009
© The Author(s) 2009. This article is published with open access at Springerlink.com
Abstract We consider the Erlang loss system, characterized by N servers, Poisson
arrivals and exponential service times, and allow the arrival rate to be a function of N .
We discuss representations and bounds for the rate of convergence to stationarity
of the number of customers in the system, and display some bounds for the total
variation distance between the time-dependent and stationary distributions. We also
pay attention to time-dependent rates.
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1 Introduction
We consider the M/M/N/N service system, characterized by Poisson arrivals, ex-
ponential service times, and N ≥ 1 servers but no waiting room. The system is also
known as the Erlang loss system after A.K. Erlang who was the first to analyse the
model in [5]. We allow the arrival rate λ ≡ λ(N) to be a function of N. With μ denot-
ing the service rate per server, the number of customers in this system is a birth-death
process X ≡ {X(t), t ≥ 0} taking values in S := {0,1, . . . ,N}, with birth and death
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rates
λj = λ, 0 ≤ j < N, and μj = jμ, 0 < j ≤ N,
respectively. We write pj (t) ≡ Pr{X(t) = j}, j ∈ S, and let the vector p(t) ≡
(p0(t),p1(t), . . . , pN(t)) represent the state distribution at time t ≥ 0. The station-
ary distribution of X is a truncated Poisson distribution, represented by the vector
π ≡ (π0,π1, . . . , πN), where
πj := c (λ/μ)
j
j ! , j ∈ S,
and c is a normalizing constant. For any initial distribution p(0) the vector p(t)
converges to π as t → ∞.
In what follows we will be interested in the behaviour of
d(t) ≡ dtv
(
p(t),π
) := sup
A⊂S
{∣∣∣∣
∑
j∈A
pj (t) −
∑
j∈A
πj
∣∣∣∣
}
,
the total variation distance between p(t) and π , and more specifically in
β := sup{a > 0 : d(t) = O(e−at) as t → ∞ for all p(0)}, (1)
the rate of convergence of p(t) to π , also known as the rate of convergence (or decay
parameter) of X , and the asymptotic behaviour of β ≡ β(N) as N → ∞. It is well
known (and easy to see) that
d(t) = 1
2
∑
j∈S
∣∣pj (t) − πj
∣∣, t ≥ 0, (2)
so the total variation distance between p(t) and π is essentially equivalent to the
L1-norm of p(t) − π .
The plan of the paper is as follows. We give a survey of representations and bounds
for β in Sect. 2, and discuss asymptotic results for β as N → ∞ in Sect. 3. Some up-
per bounds on d(t) will subsequently be displayed in Sect. 4. Finally, in Sect. 5 we
describe some generalizations of the preceding results to the Erlang loss model with
time-dependent rates. As an aside we note that the total variation distance between
p(t) and π may exhibit very interesting behaviour if t and N tend to infinity simul-
taneously. A discussion of these issues is outside the scope of this paper (but see, for
example, [6, 21] and [20]).
In what follows 0 and 1 denote row vectors of zeros and ones, respectively, in-
equality for vectors indicates elementwise inequality, and superscript T denotes trans-
pose.
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2 Representations and bounds for β
It is well known that the supremum in (1) is in fact a maximum, and that −β can be
identified with the largest nonzero eigenvalue of
Q :=
⎛
⎜⎜⎜⎜
⎜⎜⎜⎜⎜
⎝
−λ λ 0 · · · 0 0
μ −(λ + μ) λ · · · 0 0
...
...
...
. . .
...
...
0 0 0 · · · −(λ + (N − 1)μ) λ
0 0 0 · · · Nμ −Nμ
⎞
⎟⎟⎟⎟
⎟⎟⎟⎟⎟
⎠
, (3)
the q-matrix of X . It has also been observed (see Riordan [16, p. 84] or Kijima [12]),
that the nonzero eigenvalues of −Q can be identified with the zeros of the polynomial
cN
(
x
μ
− 1, λ
μ
)
,
where
cn(x, a) :=
n∑
m=0
(−1)m
(
n
m
)(
x
m
)
m!
am
, n ≥ 0, (4)
are the Charlier polynomials (see, for example, Chihara [4, Sect. VI.1]). Since the
zeros of a Charlier polynomial are real (and positive), we have the following repre-
sentation for β .
Theorem 1 The rate of convergence β of the Erlang loss model with N servers,
arrival rate λ and service rate μ per server, is given by
β = μ + μξN,1
(
λ
μ
)
, (5)
where ξN,1(a) denotes the smallest zero of the Charlier polynomial cN(x, a).
Remark Exploiting Karlin and McGregor’s [11] representation for the transition
probabilities of a birth-death process, it was shown in [2] that β can be identified
with the smallest zero of the polynomial
S(x) := λ
x
{
cN+1
(
x
μ
,
λ
μ
)
− cN
(
x
μ
,
λ
μ
)}
.
But since Charlier polynomials satisfy the recurrence relation
acn+1(x, a) − acn(x, a) + xcn(x − 1, a) = 0, n ≥ 0,
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we can actually write
S(x) = −cN
(
x
μ
− 1, λ
μ
)
,
in accordance with the previous result.
No explicit expression for ξN,1(a) seems to be available for general a, but ef-
ficient algorithms for the numerical evaluation of ξN,1(a)—and hence of β—have
been proposed (see, for example, [12]).
Charlier polynomials being orthogonal with respect to a measure consisting of
point masses at the points 0,1, . . . , it follows from the theory of orthogonal polyno-
mials (see [4, Chap. 2]) that the ith smallest zero of cN(x, a) is larger than i − 1,
for i = 1,2, . . . . This leads to some simple bounds for β. First, we must have
ξN,1(a) > 0, and hence
β > μ. (6)
Then, since cN(x, a) = cx(N,a) for natural x, we have cN(1,N) = c1(N,N) =
0. So, the second smallest zero of cN(x,N) being larger than 1, we must have
ξN,1(N) = 1, and hence, for all N ≥ 1,
λ = μN =⇒ β = 2μ.
Since ξN,1(a) > 0 is strictly increasing in a (see, for example, [12]), it follows that
β  2μ ⇐⇒ λ  μN. (7)
Further upper and lower bounds have been derived in the literature. Specifically,
translating (part of) the Theorems 3 and 5 of Krasikov [14] in terms of β by means
of (5), we get the following results.
Theorem 2 Let N > 2, then the rate of convergence β of the Erlang loss model with
N servers, arrival rate λ and service rate μ per server, satisfies
β < 5μ if λ ≤ μ(√N + 1)2. (8)
Moreover, if λ ≥ μ(√N + 1)2, then
β > μ + (√λ − √μN)2 + √μ
(√
γ + 1
2
(√
γ
(√
λ − √μN)2)1/3
)
, (9)
where γ := λ/(4N).
Our second representation for β is classic, and involves the stationary distribution
π ≡ (π0,π1, . . . , πN) of X . It may be obtained by observing that the matrix DQD−1,
where
D := diag(√π0,√π1, . . . ,√πN
)
,
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is symmetric. Since 0 is the largest and −β the second largest eigenvalue of Q,
and hence of DQD−1, the Courant-Fischer theorem for symmetric matrices (see, for
example, Meyer [15, p. 550]) tells us that
−β = min
dim V=n−1
max
y∈V
y =0
yDQD−1yT
yyT
.
Since πQ = 0, the vector πD−1 is a left eigenvector of DQD−1 corresponding to
the eigenvalue 0. Hence, choosing V to be the space orthogonal to πD−1 we have
−β ≤ max
yD−1πT =0
y =0
yDQD−1yT
yyT
.
But, in fact, equality holds, since we may choose y to be a left eigenvector of DQD−1
corresponding to the eigenvalue −β. Subsequently writing x = yD and Π = D2
we obtain the following representation, which was first established by Beneš [1] by
reference to a result in the setting of symmetric operators. (As indicated by Beneš,
the representation is implied by an observation of Kramer’s [13] in the setting of
reversible Markov chains.)
Theorem 3 The rate of convergence β of the Erlang loss model with N servers,
arrival rate λ and service rate μ per server, satisfies
β = min
x1T =0
x =0
x(−Q)Π−1xT
xΠ−1xT
, (10)
where Π ≡ diag(π0,π1, . . . , πN) and Q is the matrix (3).
It follows in particular that for any vector x satisfying x = 0 and x1T = 0 one has
β ≤ x(−Q)Π
−1xT
xΠ−1xT
. (11)
Beneš [1] observed that choosing xi = (i − m)πi/σ, where
m = λ
μ
(1 − πN) and σ 2 = m − λ
μ
(N − m)πN (12)
are the mean and variance, respectively, of the number of busy servers in steady state,
gives x(−Q)Π−1xT = μm/σ 2 and xΠ−1xT = 1, so that (11) leads to the bound
β ≤ μm
σ 2
= (1 − πN)μ
1 − (N − m + 1)πN . (13)
Beneš observes that the bound can be used to approximate β if λ < μN.
246 Queueing Syst (2009) 63: 241–252
At this point we mention a lower bound, derived by Jagerman [10, Theorem 13]
by algebraic techniques, that may also be usable as an approximation to β, namely
β ≥ μ + μN
ζ1 +
√
(N − 1)(Nζ2 − ζ 21 )
, (14)
where
ζ1 := N !
N∑
i=1
(μ/λ)i
i(N − i)! , ζ2 := ζ
2
1 − 2N !
N∑
i=2
(μ/λ)i
i(N − i)!
i−1∑
j=1
1
j
. (15)
Further representations for β may be obtained by particularizing a result for er-
godic birth-death processes that, in its full generality, was first stated by one of us
in [23], and later by Chen [3]. We refer to [18] and [19] for more information on the
various methods by which the result (or part of it) can be proven, and more references.
Theorem 4 The rate of convergence β of the Erlang loss model with N servers,
arrival rate λ and service rate μ per server, satisfies
β = max
x>0
{
min
1≤i≤N αi(x)
}
= min
x>0
{
max
1≤i≤N
αi(x)
}
, (16)
where x ≡ (x1, x2, . . . , xN), and
αi(x) :=
(
1 − xi+1
xi
)
λ +
(
i − (i − 1)xi−1
xi
)
μ, 1 ≤ i ≤ N, (17)
with x0 = xN+1 = 0.
It follows that for any vector x > 0
min
1≤i≤N αi(x) ≤ β ≤ max1≤i≤N αi(x). (18)
For example, if λ > μN, we can choose xi = (√μN/λ)i, 1 ≤ i ≤ N, and find after
a little algebra that
2
√
λμ/N − μ ≤ β − (√λ − √μN)2 ≤ (N + 1)√λμ/N, (19)
giving some supplementary information to Theorem 2.
One of the methods for proving Theorem 4 exploits the fact that −β is in fact the
largest eigenvalue of the matrix
C :=
⎛
⎜⎜
⎜⎜⎜⎜⎜
⎝
−(λ + μ) μ 0 · · · 0 0
λ −(λ + 2μ) 2μ · · · 0 0
...
...
...
. . .
...
...
0 0 0 · · · −(λ + (N − 1)μ) (N − 1)μ
0 0 0 · · · λ −(λ + Nμ)
⎞
⎟⎟
⎟⎟⎟⎟⎟
⎠
,
(20)
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which can be interpreted as the q-matrix of a transient birth-death process and there-
fore has only negative eigenvalues. The argument is given, for example, in [19,
Sect. 4] in the more general setting of finite birth-death processes. Since C is a sign-
symmetric tridiagonal matrix we can employ the results in [17] on representations
and bounds for the largest eigenvalue of such matrices. It appears that [17, Theorem
1] leads to the min-max representation of Theorem 4, but [17, Theorem 5] (see also
[9, Theorem 2]) leads to a new result.
Theorem 5 The rate of convergence β of the Erlang loss model with N > 1 servers,
arrival rate λ and service rate μ per server, satisfies
β = λ + 1
2
μ + max
x
min
1≤i<N
{
iμ − 1
2
√
μ2 + 4iλμ
(1 − xi)xi+1
}
, (21)
where x ≡ (x1, x2, . . . , xN) is such that x1 = 0, xN = 1, and 0 < xi < 1 for
1 < i < N .
If N = 2 we can write down the exact value of β ≡ β(N) directly from Theorem 5,
namely
β(2) = λ + 3
2
μ − 1
2
√
μ2 + 4λμ. (22)
For N > 2 and any vector x satisfying the requirements of Theorem 5 we obviously
have
β ≥ λ + 1
2
μ + min
1≤i<N
{
iμ − 1
2
√
μ2 + 4iλμ
(1 − xi)xi+1
}
. (23)
For instance, by letting xi = 12 , 1 < i < N, we obtain the lower bound
β ≥ λ + 1
2
μ + min
1≤i<N
{
iμ − 1
2
√
μ2 + 8eiλμi
}
, (24)
where ei = 1 if i = 1,N − 1 and ei = 2 otherwise.
Our final representation for β is similar to (10), but involves the matrix C of (20)
rather than the matrix Q. It is obtained by symmetrizing the matrix C by a suit-
able similarity transform and applying the Courant-Fischer theorem to characterize
the largest eigenvalue of the resulting matrix. This procedure amounts to applying a
variant of [17, Theorem 8] to C, and leads to the following result.
Theorem 6 The rate of convergence β of the Erlang loss model with N servers,
arrival rate λ and service rate μ per server, satisfies
β = min
x =0
x(−C)Π˜xT
xΠ˜xT
, (25)
where Π˜ ≡ diag(π0,π1, . . . , πN−1) and C is the matrix (20).
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It follows that for any vector x = 0 one has
β ≤ x(−C)Π˜x
T
xΠ˜xT
. (26)
In particular, choosing x = e1, the first unit vector, in (26) we find that
β ≤ λ + μ. (27)
(Note that equality holds if N = 1.) A subtler approach is to minimize the upper
bound (26) over all vectors x with two, adjacent, nonzero components. A little alge-
bra then reveals for N > 1 the upper bound
β ≤ λ + 1
2
μ + min
1≤i<N
{
iμ − 1
2
√
μ2 + 4iλμ
}
. (28)
This concludes our survey of representations and bounds for β. In the next section
we will say more about the asymptotic behaviour of β ≡ β(N) as N → ∞.
3 Asymptotic results
The next theorem gives us the asymptotic behaviour of β ≡ β(N) as N → ∞ if
λ ≡ λ(N) is in some sense small. It encompasses in particular the case λ is constant.
Theorem 7 If there is a constant c < μ such that λ ≤ cN for N sufficiently large,
then the rate of convergence β(N) of the Erlang loss model with N servers, arrival
rate λ and service rate μ per server, satisfies
lim
N→∞β(N) = μ. (29)
Proof From [19, Theorem 12] we know that (29) holds true if λ = cN for some
c < μ. Since ξN,1(a) > 0 is strictly increasing in a, the statement is implied by The-
orem 1. 
In view of (7) we cannot improve upon the bound on c in this theorem. The as-
ymptotic analysis of the linear case λ = cN is completed by assuming c > μ. The
lower bound (19) (or, for N sufficiently large, the lower bound (9)) then tells us that
β(N) >
(√
c − √μ)2N. (30)
The following result, which was stated in [6] (without proof) and proven in [19],
establishes that, actually, both sides of (30) are asymptotically equal.
Theorem 8 If c > μ, then the rate of convergence β(N) of the Erlang loss model
with N servers, arrival rate λ = cN and service rate μ per server, satisfies
lim
N→∞
β(N)
N
= (√c − √μ)2.
Queueing Syst (2009) 63: 241–252 249
We finally look into the case
λ = μN + a√N + o(√N) as N → ∞, (31)
for some constant a ∈ R. The scaling (31) is known as the Halfin-Whitt regime, after
Halfin and Whitt [8] who introduced it in the setting of a multiserver queueing system
(with negative a). In the setting at hand we have, for N sufficiently large,
β(N) <
{
2μ if a < 0
5μ if a < 2μ
, (32)
in view of (7) and Theorem 2, respectively. More refined statements may be obtained
by applying the full [14, Theorem 5], but the main conclusion is that β(N) is bounded
whenever a < 2μ. When a > 2μ, Theorem 2 tells us that
β(N) >
3
2
μ + 1
4
(
a2
μ2
+ 3
√
a2
)
, (33)
but it is not known for which values of a ≥ 2μ, if any, β(N) is bounded.
4 Upper bounds on d(t)
Applying [19, Theorem 9] (which is implied by [22, Theorem 1] or [23, Theorem
3.2]) to the Erlang loss model, and recalling (2), gives us the following upper bound
on the total variation distance between the time-dependent and stationary distribu-
tions.
Theorem 9 For any initial distribution p(0) and vector x ≡ (x1, x2, . . . , xN) such
that xmin := mini{xi} > 0, the total variation distance d(t) between the distribution
at time t and the stationary distribution in the Erlang loss model with N servers,
arrival rate λ and service rate μ per server, satisfies
d(t) ≤ C(x) d(0) e−mini {αi(x)}t , t ≥ 0, (34)
where C(x) := 4∑Ni=1(xi/xmin), and αi(x) is given by (17).
A simple corollary of this theorem (mentioned already in [22]) is obtained by choos-
ing xi = 1 for all i.
Corollary 10 The total variation distance d(t) between the distribution at time t and
the stationary distribution in the Erlang loss model with N servers, arrival rate λ and
service rate μ per server, satisfies
d(t) ≤ 4N d(0) e−μt , t ≥ 0. (35)
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Of course, this result is particularly relevant in a setting such as that of Theorem 7,
where μ is the limiting rate of convergence as N → ∞. In the specific case λ = cN
with c < μ, it was shown in [6, Proposition 10] by employing a coupling technique
that, actually,
d(t) ≤ (N + 1) d(0) e−μt , t ≥ 0. (36)
Continuing with the linear case λ(N) = cN, we now assume c > μ. Theorem 9
leads to a bound—already mentioned in less explicit form in [19]—that slightly im-
proves upon [6, Proposition 6].
Corollary 11 If c > μ, then the total variation distance between the distribution at
time t and the stationary distribution in the Erlang loss model with N servers, arrival
rate cN and service rate μ per server, satisfies
d(t) ≤ C d(0) e−Mt , t ≥ 0, (37)
where
C := 4 (
√
c/μ)N − 1√
c/μ − 1 and M :=
(√
c − √μ)2N + 2√cμ − μ.
Proof Choosing xi = (√μ/c)i, 1 ≤ i ≤ N, the quantities αi(x) of (17) satisfy
αi(x) =
{
(c − √cμ)N − (√cμ − μ)i + √cμ, 1 ≤ i < N,
cN − (√cμ − μ)N + √cμ, i = N,
so that mini{αi(x)} = αN−1(x). The result follows readily from Theorem 9 by sub-
stitution. 
Note that, in view of Theorem 8, the exponent in (37) is asymptotically sharp as
N → ∞.
5 Time-dependent rates
In this section we allow the arrival rate λ(t) ≡ λ(N, t) as well as the service rate per
server μ(t) to be functions of time, and assume them to be nonnegative and locally
integrable on [0,∞). Employing the approach of [23] and [7], we then obtain the
following generalization of Theorem 9.
Theorem 12 For any two initial distributions p(1)(0) and p(2)(0), and any vector
x ≡ (x1, x2, . . . , xN) such that xmin := mini{xi} > 0, the total variation distance
between the distributions p(1)(t) and p(2)(t) in the Erlang loss model with N servers,
and arrival rate λ(τ) and service rate μ(τ) per server at time τ, satisfies
dtv
(
p(1)(t),p(2)(t)
) ≤ C(x) dtv
(
p(1)(0),p(2)(0)
)
e−
∫ t
0 mini {αi(x,τ )}dτ , t ≥ 0,
(38)
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where C(x) := 4∑Ni=1(xi/xmin), and
αi(x, τ ) :=
(
1 − xi+1
xi
)
λ(τ) +
(
i − (i − 1)xi−1
xi
)
μ(τ), 1 ≤ i ≤ N, (39)
with x0 = xN+1 = 0.
Choosing xi = 1 for all i gives us the generalization of Corollary 10 that was stated
earlier in [23, Theorem 7.1].
Corollary 13 For any two initial distributions p(1)(0) and p(2)(0), the total varia-
tion distance between the distributions p(1)(t) and p(2)(t) in the Erlang loss model
with N servers, and arrival rate λ(τ) and service rate μ(τ) per server at time τ,
satisfies
dtv
(
p(1)(t),p(2)(t)
) ≤ 4N dtv
(
p(1)(0),p(2)(0)
)
e−
∫ t
0 μ(τ)dτ , t ≥ 0. (40)
It follows in particular that the total variation distance between p(1)(t) and p(2)(t)
tends to 0 as t → ∞ if ∫ ∞0 μ(τ)dτ = ∞.
Let us finally consider the special case λ(t) = Nc(t), t ≥ 0. Choosing xi = δi,
with 0 < δ < 1 and δ so close to 1 that
δNc(t) > μ(t), t ≥ 0, (41)
where  := δ−1 − 1, it follows readily that
min
i
{
αi(x, t)
} = αN−1(x, t) = N
(
δc(t) − μ(t)) + (2 + 1)μ(t), t ≥ 0. (42)
Hence Theorem 12 leads to the following result.
Corollary 14 Suppose that δ, 0 < δ < 1, c(·), and μ(·) are such that (41) holds
true. Then for any two initial distributions p(1)(0) and p(2)(0), the total variation
distance between the distributions p(1)(t) and p(2)(t) in the Erlang loss model with
N servers, and arrival rate λ(τ) = Nc(τ) and service rate μ(τ) per server at time τ,
satisfies
dtv
(
p(1)(t),p(2)(t)
) ≤ C dtv
(
p(1)(0),p(2)(0)
)
e−
∫ t
0 M(τ)dτ , t ≥ 0, (43)
where
C := 4−1(δ−N − 1) and M(τ) := N(δc(τ ) − μ(τ)) + (2 + 1)μ(τ).
This corollary is a generalization of Corollary 11, for in the stationary setting c(t) =
c, μ(t) = μ and c > μ, we regain Corollary 11 by choosing δ = √μ/c. Evidently,
Corollary 14 is particularly relevant when the functions c(t) and μ(t) are such that∫ ∞
0 (δc(τ ) − μ(τ)) dτ = ∞ for δ sufficiently close to 1.
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