Planar hyperbolic diffeomorphisms can be referred to two cases: Poincaré domain (both eigenvalues lie inside the unit circle S 1 ) and Siegel domain (one eigenvalue inside S 1 but the other outside S 1 ). In Poincaré domain it was proved that C 1,α smoothness with α 0 := 1 − log |λ 2 |/ log |λ 1 | < α ≤ 1, where λ 1 and λ 2 are both eigenvalues such that 0 < |λ 1 | < |λ 2 | < 1, admits C 1 linearization and the linearization is actually C 1,β . While a sharp Hölder exponent β > 0 is given, an interesting problem is: Is the exponent α 0 also sharp? On the other hand, in Siegel domain we only know that C 1,α smoothness with α ∈ (0, 1] admits C 1 linearization. In this paper we further study the sharpness for C 1 linearization in both cases.
Introduction
Let (X, · ) be a Banach space and F : X → X be a diffeomorphism such that where O is the origin and DF (O) is the (Fréchet) differentiation of F at O. Thus Λ is a bounded linear operator defined on X. The local C r linearization of F is to find a C r diffeomorphism Φ near O such that the conjugacy equation
holds. The well known Hartman-Grobman Theorem ( [14, 20] ) says that C 1 diffeomorphisms on X can be C 0 linearized near hyperbolic fixed points. Here a fixed point of F is said to be hyperbolic if Λ has no eigenvalues on the unit circle S 1 . In order to preserve more dynamical properties in the procedure of linearization, one expects the solution Φ of equation (1.2) to be as regular as possible. This work goes back to Poincaré ([19] ), who investigated analytic linearization for analytic diffeomorphisms. Results on C r linearization for C k diffeomorphisms with 1 ≤ r ≤ k ≤ ∞, initiated by Sternberg ( [27, 28] ) in 1950's, can be found in [4, 5, 24] .
C
1 linearization is of special interest because it preserves smooth dynamical behaviors and distinguishes characteristic directions of the systems. Its applications can be referred to [3, 8] for homoclinic bifurcations, [11] for stability of topological mixing of hyperbolic flows, [16] for Lorenz attractors, [17] for Homoclinic tangencies, and [33] for C 1 iterative roots of mappings. For these reasons great efforts (see e.g. [10, 22, 23] and referneces therein) have been made to C 1 linearization of hyperbolic diffeomorphisms in Euclidean spaces and Banach spaces since Hartman's [13] and Belitskii's [4] . Noting some examples (see [18, p.139] and [26] ) of 1-dimensional C 1 hyperbolic mappings which cannot be C 1 linearized, one usually considers In spite of some more results on C 1 linearization of 1-dimensional mappings (see Theorems 6.2 and 6.3 in [18] ), an important conclusion is that 1-dimensional C 1,α hyperbolic mappings can be C 1,α linearized for all α ∈ (0, 1], a corollary of Theorem 6.1 in [18] . More attentions are paid to 2-dimensional or higher-dimensional C 1,α mappings. Let F be a planar hyperbolic mapping, X = R 2 and λ := (λ 1 , λ 2 ), where λ 1 and λ 2 are eigenvalues of the linear part Λ. As indicated in [2] , there are two cases in discussion: λ lies in the Poincaré domain (i.e., either λ 1 and λ 2 both lie inside the unit circle S 1 or both outside S 1 ); λ lies in the Siegel domain (i.e., the complement of the Poincaré domain). In Poincaré domain, it suffices to discuss in the case 0 < |λ 1 | ≤ |λ 2 | < 1 because the case of expansion can be reduced to this case by considering the inverse of the mapping. It is known from [6, Corollary 1.3.3 ] that all C 1,α mappings can be C 1,α linearized if α > α 1 := log |λ 1 |/ log |λ 2 | − 1.
(1.4)
Since α 1 = 0 when 0 < |λ 1 | = |λ 2 | < 1, i.e., such a C 1,α linearization holds for all α ∈ (0, 1] in the particular case, further efforts were made only for the generic case that 0 < |λ 1 | < |λ 2 | < 1.
( 1.5) Recently, the authors ( [34] ) straightened up the invariant manifold tangent to the weaker contractive eigen-direction so as to estimate the convergence rate of the sequence defined by differentiating the projection of iterate F n of F onto the stronger contractive eigen-direction more precisely by (|λ 1 | n ) n∈N , which guarantees the convergence of the sequence (Λ −n F n ) n∈N in C 1 norm and gives a C 1 solution of equation (1.2) , and therefore relaxed the bound α 1 to α 0 := 1 − log |λ 2 |/ log |λ 1 | (1.6)
for C 1 linearization. Moreover, it showed in [34] that the linearization is actually C 1,β with a constant β > 0. On the other hand, in Siegel domain we assume that
It is indicated in the book [1] that every C 1,α diffeomorphism with α ∈ (0, 1] can be C 1 linearized.
It is interesting to find sharp bounds for those Hölder exponents α or β in these cases. In 1986 Stowe [29] investigated smooth linearization of planar hyperbolic C k (k ≥ 2) mappings of the form F (x) := Λx + o( x k ). In the particular case k = 2 his results imply C 1,β linearization with a sharp estimate of β. In the case (1.5), for α > α 0 it is proved in [34, Theorem 2] that the C 1 linearization given in [34, Theorem 1] is actaully C 1,β and estimates of β are given as follows:
(i) if α 1 < α ≤ 1, then F can be C 1,α linearized near O;
A counter example shows that the estimates are sharp. A natural question is: Is the exponent α 0 also sharp? In the other case (1.7), although there is not a question of sharp α and the result of C 1 linearization obtained in [1] was extended to Banach spaces in [23] , it is still interesting to see if we can strengthen the C 1 linearization to C 1,β linearization and give a sharp estimate for β.
In this paper we further investigate the sharpness for C 1 linearization of hyperbolic diffeomorphisms in R 2 . In Poincaré domain the remaining case that α ∈ (0, α 0 ] will be considered. We give a counter example in Section 2 to show that C 1 linearization cannot be realized in general, implying the sharpness of α 0 , but rigorously prove in Section 3 a result of C 0 linearization plus differentiability at the fixed point. In Siegel domain we prove in Section 4 that every C 1,α diffeomorphism with α ∈ (0, 1] admits C 1,β linearization and give estimates for β. It is worthy mentioning that two sequences of mappings corresponding to the projections onto both axes will be used to approach the desired conjugacy. However, the convergence of the sequences cannot be proved by using the method of [34] because divergence factor caused by the part of expansion cannot be avoided. In order to overcome the difficulty, we not only straighten up both the stable manifold and the unstable one to make a standard frame, but also flatten the mapping along these manifolds for a decomposition. The proof for the decomposition is postponed to Section 5. Finally, we give counter examples to show that the above-mentioned estimates for β are sharp in Section 6.
For convenience, throughout this paper, we assume that
without loss of generality since λ 1 = λ 2 in both the case (1.5) and the case (1.7). For x := (x 1 , x 2 ) ∈ R 2 we consider the norm · defined by x := max{|x 1 |, |x 2 |}. Let U and V , U V ⊂ R 2 , be sufficiently small closed disks centered at O and let
In this section we consider the case that λ belongs to the Poincaré domain, i.e., (1.5) holds, and prove that the exponent α 0 (defined in (1.6)), given in [34] , is a sharp lower bound for C 1 linearization. This fact will be proved by construction of a diffeomorphism F * depending on α ∈ (0, 1], which is C 1,α but cannot be C For given α ∈ (0, 1], consider the function p α : R → R defined by
and the function
Define the function u :
(U2) Du(0, x 2 ) = 0 for all x 2 ∈ R\{0}, and (U3) D r u(x) x r ≤ K for all r = 0, 1, 2 and all x ∈ R 2 \{O}.
Thus we can define a planar mapping F * :
where ̺ :
diffeomorphism in U with DF * (O) = Λ due to the following lemma:
3)
Proof. Both inequalities given in (2.3) can be verified directly. It implies that
Most of efforts are made to inequality (2.4). We only consider the case that 0 < λ 1 < λ 2 because the other cases can be discussed similarly. Since (2.1) and (U1) imply that the mapping F * defined in (2.2) is linear in the second, third and fourth quadrants, we only need to prove (2.4) in the first quadrant.
First, we claim that (2.4) holds in the region
In fact, choose x = (x 1 , x 2 ), y = (y 1 , y 2 ) arbitrarily in U + and let
Clearly, 0 <x 1 <x 2 and 0 <ỹ 1 <ỹ 2 by (2.5). Consider the projections
It suffices to discuss in the case that
because the casex 2 >ỹ 2 is similar and the casex 2 =ỹ 2 is simple. Note that ̺(x) = 1 for all x ∈ U and that the function x → x α is C 0,α . Moreover,
for r = 1, 2 due to (U1) and (U3). It follows that
where
1 ) (depending on the comparison betweenx 1 andỹ 1 ), and ξ 2 ∈ (x 2 ,ỹ 2 ). Similarly, we can give an analogous estimate for (π 1 F * ) x 2 (x) − (π 1 F * ) x 2 (y), which implies together with the estimate (2.6) that (2.4) holds in the region U + , i.e., the claimed result is proved.
Since the continuity of DF * implies the continuity of the function (x, y) → DF * (x) − DF * (y) − L x − y α , the claimed result implies that (2.4) also holds in the closure of U + , i.e., {x ∈ U : 0 ≤ λ 1 x 1 ≤ λ 2 x 2 }. Moreover, (2.4) is true in {x ∈ U : 0 ≤ λ 2 x 2 ≤ λ 1 x 1 } since u(λ 1 x 1 , λ 2 x 2 ) ≡ 1 when 0 < λ 2 x 2 ≤ λ 1 x 1 as known in (U1). One can also see that (2.4) holds in {x ∈ U : either x 1 or x 2 is ≤ 0} because F * is linear in the second, third and fourth quadrants. On the other hand, we have
and
where z lies on the line between x and y. Then it follows that inequality (2.4) is true in U. The proof is completed.
Before presenting the main result of this section, we need another useful lemma.
Lemma 2 Let F : R 2 → R 2 be C 1,α such that (1.1) holds and
Suppose that (1.5) holds and that F admits C 1 linearization in U. Then the limit
exists uniformly in U and Φ is C 1 .
Proof. Since F admits C 1 linearization in U, there is a C 1 diffeomorphism Φ : U → R 2 such that equation (1.2) holds and therefore Φ(F n (x)) = Λ n Φ(x) for every integer n ≥ 1. Differentiating both sides of the equality, we get
where (DF n (x)) −1 presents the inverse of the matrix DF n (x). Knowing from (2.9) in the case of n = 1 that the invertible matrix DΦ(O) commutes with Λ, we see from (1.5) that
where p 1 , p 2 = 0 are both constants. In virtue of the second equality of (2.7), we can put
for each n ∈ N, where a n , b n and ϕ ij 's (i, j = 1, 2) are C 0,α functions defined on U. Then, by (2.9) and (2.11), we obtain
This implies that the limit lim n→∞ λ −n 1 a n (x) exists uniformly because the sequence (F n (x)) n∈N converges uniformly to O and ϕ 11 (O) = p 1 = 0 by (2.10). Therefore
Note that the first equality of (2.7) implies that π 1 F n (0, x 2 ) = 0 for all n ∈ N by induction. Then
and the limit exists uniformly in U. By (2.12), we know that Φ given in (2.8) is well defined and
On the other hand, by the second equality of (2.11),
where ̟ is a function defined on U ∩ R. Since the statement at the beginning of the proof guarantees that π 1 Φ(x) is C 1 , putting x 1 = 0, we see that ̟ is C 1 and so does the function
Finally, we conclude that Φ is C 1 . This completes the proof.
Recall that the two constants α 0 and α 1 are given in (1.4) and (1.6) respectively. Now we are ready to give the following result:
Theorem 1 In the case of (1.5), the lower bound α 0 of α for C 1 linearization is a sharp one.
Proof. The idea of the proof is to show that the
We only need to consider the case that 0 < λ 1 < λ 2 < 1. Otherwise, if one of eigenvalues of DF * (O) is negative, we consider the quadratic iterate F 2 * instead of F * to obtain the same conclusion. Fix a constant ξ ∈ U ∩ (0, +∞) arbitrarily and choose
for all sufficiently small x 2 ∈ U ∩ (0, +∞). Since the mapping F * is of the same form as the one given in [34, (4. 48)] for all x ∈ U, formula (4.54) of [34] yields (2.13) where M > 0 is constant and independent of x 2 and n. Moreover, we can prove by induction that
For a reduction to absurdity, assume that F * admits C 1 linearization in U. Obviously, F * satisfies both equalities given in (2.7). By Lemma 2, the mapping
is well defined in U and is C 1 . Combining (2.13) with (2.14), we get lim
This implies that the right derivative of π 1 Φ * (ξ, x 2 ) with respect to the variable x 2 at 0 is positive. On the other hand, as mentioned at the beginning of the proof, F * is linear, i.e., F * (x) = (λ 1 x 1 , λ 2 x 2 ), in the forth quadrant. By (2.15),
and consequently lim
This implies that the left derivative of π 1 Φ * (ξ, x 2 ) with respect to x 2 at 0 is 0. Hence, the function π 1 Φ * is not differentiable at the point (ξ, 0) by (2.16) and (2.17), which contradicts to the fact that Φ * is C 1 , indicated just below (2.15). The proof is completed.
Differentiable linearization in Poincaré domain
In this section we continue our discussion in the case of (1.5). Theorem 1 shows that for α ∈ (0, α 0 ] one cannot expect C 1 linearization in general. In this section we persue a weaker result: C 0 linearization plus differentiability at the fixed point.
and satisfies
Proof. Note that our bump function ̺ satisfies that ̺(x) = 1 for all x ∈ U and = 0 for all x ∈ R 2 \V . Multiplying the nonlinear part of F by the bump function ̺, we obtain a modified diffeomorphism, which is still denoted by the same F , such that
where η > 0 is a small constant depending on V . This modification does not affect our results at all because we are only interested in local properties of F .
We first claim that the sequence λ −n 2 D(π 2 F n )(x) n∈N is uniformly convergent in U, which is proved by the equality
Note that
1+α /|λ 2 | < 1 for small η > 0. It implies the uniform convergence of the series
for any m = n ∈ N by the Mean Value Theorem. It means that the limit ψ := lim n→∞ λ −n 2 π 2 F n gives a C 1 mapping with Dψ(O) = (0, 1).
Next, in order to prove that ψ is also C 1,α , we notice that
by (3.3) . On the other hand, since
we have
It implies that
Hence, combining (3.4) with (3.6) we get
On the other hand, we know from [34,
2 , we obtain
Obviously,
by the invariance of Γ. Hence, setting Θ := Θ 2 • Θ 1 and combining (3.7) with (3.8), we complete the proof.
The following are the main result of this section:
Proof. According to Lemma 3, we can consider the C 1,α mapping F : U → R 2 defined in Lemma 3, which satisfies (3.1). If the theorem holds for F , then the theorem also holds for F because the transformation Θ is
. In view of (3.1), it is reasonable to put
where a n := ∂(π 1 F n )/∂x 1 and b n := ∂(π 1 F n )/∂x 2 , which are both C 0,α functions such that a n (O) = λ n 1 and b n (O) = 0 for all n ∈ N. We claim that the sequence λ −n 1 a n (x) n∈N converges uniformly in U. In fact, the equality
gives a n (x) = a 1 ( F n−1 (x)) a n−1 (x) and inductively
It follows that
which implies the uniform convergence of the sequence λ −n 1 a n (x) n∈N because |λ 2 | + η < 1 for small η > 0. Therefore, the claim is proved.
The above claimed result enables us to assume that
uniformly, where ϕ : U → R is continuous such that ϕ(O) = 1. According to the first equality of (3.1), one sees that π 1 F n (0, x 2 ) = 0 for all n ∈ N by induction and therefore
We can verify
In what follows, we prove that Φ is a homeomorphism and that Φ and its inverse Φ −1 are both differentiable at O such that DΦ(O) = DΦ −1 (O) = id. The continuity of Φ is obvious. Since the fact ϕ(O) = 1 implies that ϕ(x) > 0 for all x ∈ U, we know that the function ϕ(t, x 2 ) dt is strictly increasing with respect to the variable x 1 . Choose two different points (x 1 , x 2 ) and (x 1 ,x 2 ) in U. Clearly, Φ(x 1 , x 2 ) = Φ(x 1 ,x 2 ) by the definition if x 2 =x 2 . If x 2 =x 2 but x 1 =x 1 , the strict monotonicity of ϕ(t, x 2 ) dt with respect to x 1 also shows that Φ(x 1 , x 2 ) = Φ(x 1 ,x 2 ). Thus, Φ is invertible and therefore Φ is a homeomorphism in U. In order to prove the differentiability of Φ at O, for an arbitrarily given ε > 0, we notice that there exists an integer N(ε) > 0 such that
because of the uniform convergence of the sequence (λ −n 1 a n ) n∈N , given in (3.10).
α with a constant L N (ε) > 0 since the function a n is C 0,α for every n ∈ N. It follows that, for an arbitrarily given ε > 0, there is a
where θ ∈ (0, 1). This implies that lim x→0 Φ(x) − x / x = 0, i.e., Φ is differentiable at O with DΦ(O) = id. On the other hand, setting y := Φ −1 (x), we have
The proof is completed.
Remark 1 C
0 linearization plus differentiability at the fixed point was first investigated by van Strien ( [30] ) in 1990. By solving a sequence of conjugacy equations, he proved that such a linearization can be realized for all C 2 hyperbolic diffeomorphisms in R
n . Yet a problem of the proof given in [30] were observed by Rayskin ([21] ). Therefore, van Strien's result was restated in [12] for C ∞ hyperbolic diffeomorphisms and proved via a different approach inspired from the normal form theory. Our Theorem 2 extends the previous results because we allow the smoothness of the diffeomorphisms to be rather low, i.e., C 1,α for all α ∈ (0, 1].
C

1,β linearization in Siegel domain
This section is devoted to the case that λ belongs to the Siegel domain, i.e., (1.7) holds. As indicated in the Introduction, we need to decompose F firstly by flattening it along its invariant manifolds. Concretely, we transform F into another mapping, say F , which together with its derivative is linearized on the invariant manifolds (see (4.2)-(4.3) below), so that the two variables of F can be separated in some crucial estimates for the sequences where iterates of F are involved. This decomposition will help us eliminate the divergence caused by the part of expansion and get the convergence of the sequences.
Let I and J, I J ⊂ R, be small compact intervals centered at 0. Since (3.2) holds and (1.7) implies that the fixed point O is hyperbolic, by the Stable Manifold Theorem (cf. [15] ) there exist a C 1,α stable manifold and an unstable one of F . Straightening up these manifolds, we may assume that
Then we get the following decomposition lemma.
Lemma 4 Suppose that F : R 2 → R 2 is C 1,α such that (1.1), (1.7) and (4.1) hold. Then there exists a C 1,α diffeomorphism Ψ :
for all x 1 , x 2 ∈ V ∩ R.
The proof of the lemma will be postponed to next section but we continue to give our main theorem of this section as follows. 
Theorem 3 Suppose that
and σ := log |λ 2 |/log |λ 1 | < 0.
Proof. As mentioned above, one can always modify F such that (4.1) holds. Then, by Lemma 4, there exists a C 1,α diffeomorphism Ψ : 
for all x 1 , x 2 ∈ R and consequently
Next, we claim the uniform convergence of the sequences
Indeed,
Moreover we have D Φ(O) = id, which implies that Φ is a C 1 diffeomorphism near O. Therefore, F can be linearized by the
In order to show the uniform convergence of the two sequences given in (4.7), we claim that
In fact, (4.4) and (4.5) give
for an η < (1 − |λ 1 |)/2. It follows that
by induction. On the other hand, we also have
since D F is C 0,α . Thus, substituting (4.9) in (4.10), we get
which proves the first inequality of (4.8) by induction because
Similarly, we can also prove the second inequality of (4.8). Moreover, one sees that
The first inequality holds because, by (4.8),
The second one holds for the same reason. Then, in view of (4.6), (4.8) and (4.12), we get
This implies the uniform convergence of the sequence (λ n 1 D(π 1 F −n )(x)) n∈N by an analogue of equality (3.3) since |λ 2 | −α < 1. Also we have
implying the uniform convergence of (λ near O for some β ∈ (0, α]. Since Lemma 4 implies that Ψ is C 1,α , it suffices to prove that Φ = (ϕ 1 (x), ϕ 2 (x)) is C 1,β . For this purpose, we first investigate the function ϕ 1 = lim n→∞ λ n 1 π 1 F −n . Similarly to (3.4) and (3.6), one computes that
In order to estimate the term
given in (4.13), we observe that either
by (4.12) or
by (4.8) for all x, y ∈ U. Choose n 1 (x, y) := log x − y / log(|λ 1 |/|λ 2 |). Obviously n 1 (x, y), which is simply denoted by n 1 , is larger than 1 for small x and y and satisfies that |λ 1 | −n 1 x − y = |λ 2 | −n 1 .Therefore,
where σ, defined as in the statement of Theorem 3, satisfies that 17) where [n 1 ] denotes the greatest integer not exceeding n 1 . On the other hand, in order to estimate the term
(the calculation in (4.18) is similar to (3.5)) or
for all x, y ∈ U. Choose n 2 (x, y) := log x − y / log(|λ 1 | 1+α /|λ 2 |). Obviously n 2 (x, y), which is simply denoted by n 2 , is larger than 1 for small x and y and satisfies that |λ 1 | −(1+α)n 2 x − y α = |λ 1 | −n 2 .Therefore,
where ς 1 := min{−σα, α − γ} and γ > 0 is a sufficiently small constant. Note that in the last row of formula (4.21) we need to use the inequality
which is true becuase
when |λ 1 λ 2 | = 1 and
when |λ 1 λ 2 | = 1 since lim x−y →0 x − y γ log x − y −1 = 0 for γ > 0. Combining (4.13), (4.17) with (4.21), we get
For the function ϕ 2 given in (4.7), replacing F , λ 1 , λ 2 , π 1 and σ with
1 , π 2 and σ −1 respectively in the above proof for ϕ 1 , we get
Thus, from (4.22) and (4.23) we have
where ς 3 := min{−σ(1 −σ) −1 α, (1 −σ) −1 α}, and the proof is completed by putting
Remark 2 In the above proof an analogous strategy to [34] is employed when we dealt with planar contractions, but it needs some essential improvements. This fact can be observed by a simple example that the infinite product ∞ i=1 (1+L(|λ 2 |+η) iα ) with a small constant η > 0 converges when |λ 2 | < 1 but diverges when |λ 2 | > 1, where the appearance of (|λ 2 | + η) in the infinite product is due to the inequality
Thus we are forced to flatten F along the invariant manifolds for a decomposition so that the above given constant |λ 2 | (> 1) can be replaced with |λ 1 | (< 1), as seen in (4.11).
Remark 3 It is hard to strengthen the C 1 linearization to C 1,β linearization by using the method of [1] . In fact, in [1] equation (1.2) is decomposed into three functional equations, two of which depend on only the first variable and only the second variable separately and the other of which is equal to 0 on both axes. In order to solve the third equation, a special norm h α := max sup
with α ∈ (0, 1] is employed so as to obtain a contraction constant ι ∈ (0, 1) in application of the well-known Banach's contraction principle. However, such a constant ι cannot be deduced if the norm · α is changed into the norm · C 1,β defined in (1.3) with α := β. This makes their method not applicable.
Remark 4
One can also tackle the linearization problem by means of invariant foliations of mappings (cf. [31] ). However, such a method is not available for C 1 linearization of C 1,α mappings with α ∈ (0, 1). One of the main reasons can be observed from the Lyapunov-Perron equation (cf. [7, Lemma 3.3 
which plays a key role in proving the existence of invariant foliations. Here v n 's are unknown and R := F − Λ. Indeed, an operator T defined by derivatives of the right hand side of (4.24) can be proved to satisfy an inequality
with θ ∈ (0, 1) since DR is C 0,α . Then the Banach's contraction principle fails to solve equations (4.24) because α ∈ (0, 1).
Decomposition of the mapping F
According to the above proof of Theorem 3, one sees that Lemma 4 plays an important role as it is actually a decomposition of F along its invariant manifolds. The decomposition helps us prove the convergence of the sequences defined in (4.7). In this section, we complementarily give the proof of our Lemma 4.
First of all, we take into account the two equations given in (4.2). Observe that if we can find a mapping Ψ fixing O such that the second equation of (4.2) holds then Ψ automatically satisfies the first equation of (4.2) because
Concerning the second equation of (4.2), it suffices to discuss the equation
and find a local C 1,α solution Ψ of (5.1) such that
In fact, (5.2) gives Ψ −1 (O) = O, DΨ −1 (O) = id and π 2 Ψ −1 (x 1 , 0) = 0. This makes it reasonable to replace (x 1 , 0) with Ψ −1 (x 1 , 0) in (5.1) and get
On the other hand, note that
e., Ψ also satisfies the second equation of (4.2) for small x 1 .
In order to solve equation (5.1), in view of (4.1) and (5.2), we put
for all x 1 ∈ R, where a ij 's and p ij 's are functions defined on R. Let f : R → R be defined by
In view of (1.1), (3.2) and (5.3), the above given diffeomorphism f : R → R is C 1,α such that
for a sufficiently small η > 0 depending on J. Then equation (5.1) can be decomposed into the following three functional equations: Proof. For convenience, we rewrite equations (5.6)-(5.8) as 
Obviously, E 1 is a Banach space equipped with the norm · E 1 (cf. [9] ). Define an operator T 1 :
One verifies that T 1 is indeed a self-mapping on E 1 since a 11 is C 0,α such that a 11 (0) = λ 1 . Furthermore, for all φ, ψ ∈ E 1 , we have
where δ, ε > 0 are sufficiently small constants depending on I. This implies that T 1 is a contraction on the Banach space E 1 since |λ 1 | ∈ (0, 1). Hence, by the Banach's contraction principle, T 1 has a unique fixed point in E 1 , which is a solution of equation (5.10) . Equation (5.12) can be solved by the same method.
In order to solve equation (5.11) , let E 2 be a space of all C 0,α functions φ : R → R such that φ(0) = 0, φ(s) = 0 for all s ∈ R\J and
Obviously, E 2 is a Banach space equipped with the norm · E 2 . Define an operator
Here we know from (3.2) and (5.3) that a 12 ∈ E 2 and the solution p 11 of equation (5.10) obtained above can be extended to the whole R with a compact support as we did for F before (3.2). Therefore, T 2 is a self-mapping on E 2 since f −1 is an expansion by (5.5). Furthermore, for all φ, ψ ∈ E 2 ,
This implies that T 2 is a contraction on the Banach space E 2 since |λ 1 | 1−α |λ 2 | −1 ∈ (0, 1) and ε > 0 is small enough. The last inequality of the above given formula holds because |f −1 (t)| α ≤ δ for all t ∈ J, where δ > 0 is sufficiently small provided J is small enough. Then the Banach's contraction principle gives the solution of equation (5.11) belonging to E 2 . This completes the proof of Lemma 5.
By Lemma 5 we obtain the entries p 11 , p 12 , p 21 (which equals 0) and p 22 of the matrix DΨ(x 1 , 0), which satisfies equation (5.1) for small x 1 . The same arguments carry over to the two equations given in (5.15). Namely, for (5.15) it suffices to discuss the equation Then we claim the following:
Lemma 6 Let the C 0,α functions p i,j 's and q i,j 's are given above. Then, there exists a C 1,α mapping Ψ * :
, DΨ
for all x 1 , x 2 ∈ I.
Proof. Our strategy of the proof is to use the Whitney extension theorem (see Lemma 7 in the Appendix). For the existence of π 1 Ψ * , in order to verify conditions (A.1) and (A.2) given just before Lemma 7, we let h ij : ({0} × I) ∪ (I × {0}) → R (i, j ∈ {0, 1}) be functions defined by h 00 (x 1 , x 2 ) = 0, x 1 = 0, 19) and
Obviously, 21) by the continuity of p ij 's and q ij 's. Moreover, one checks that, for all x, y ∈ ({0} × I) ∪ (I × {0}),
where R ij : ({0} × I) ∪ (I × {0}) → R are functions such that 25) for all (i, j) = (0, 0), (0, 1) and (1, 0 (i) For all x, y ∈ {0} × I, i.e., x 1 = y 1 = 0, we have
(ii) For all x ∈ {0} × I and all y ∈ I × {0}, i.e., x 1 = y 2 = 0, we have
where ξ 1 ∈ (0, y 1 ), and
(iii) For all x ∈ I × {0} and all y ∈ {0} × I, i.e., x 2 = y 1 = 0, we have
where ξ 2 ∈ (0, x 1 ), and
(iv) For all x, y ∈ I × {0}, i.e., x 2 = y 2 = 0, we have
where ξ 3 ∈ (x 1 , y 1 ) or (y 1 , x 1 ), and
According to (i)-(iv), we prove inequality (5.25). Hence, due to (5.21)-(5.25), we see that (A.1) and (A.2) given in the appendix are satisfied. It follows from Lemma 7 (see the appendix) that there exists a C 1,α function π 1 Ψ * : R 2 → R such that π 1 Ψ * (0, x 2 ) = h 00 (0, x 2 ) = 0, and
Similarly, we can find π 2 Ψ * : R 2 → R such that π 2 Ψ * (x 1 , 0) = 0, and
This enables us to define Ψ * : Remark 5 If we consider the case of R n (n ≥ 3), the dimension of the functional equations (5.6)-(5.8) will be ≥ 2 and therefore the Banach's contraction principle is not applicable because the operators T 1 and T 2 , defined in (5.13) and (5.14) respectively will be not a contraction any more in general. This is the reason why we do not tackle the problem in R n as Hartman and Belitskii did. where the constant ω > 0 is chosen to be small enough.
Now we are ready to prove the sharpness of the estimates of β given in Theorem 3. Fix a constant β ∈ (0, 1] and suppose that Φ : U → R 2 is a C 1,β diffeomorphism such that equation (1.2) with F := F * holds near O. According to (4.55) in [34] , without loss of generality, we may assume that Φ(0, Therefore (6.14) contradicts to (6.9) since λ 1 ∈ (0, 1), which means that
The proof of the case |λ 1 λ 2 | ≤ 1 is completed.
Next we study the case that |λ 1 λ 2 | > 1. For the purpose, we give another diffeomorphism
whereũ(x 1 , x 2 ) := u(x 2 , x 1 ), and consider its inverse G * := G −1 . Similarly to the case of F * , one can verify that G * : R 2 → R 2 is C 1,α such that DG * (O) = Λ. We conclude that if Φ : U → R 2 is a C 1,β diffeomorphism which linearizes G * then
Indeed, this can be proved by replacing F * , λ 1 , λ 2 , x 1 , x 2 , u and σ with G * , λ −1
1 , x 2 , x 1 ,ũ and σ −1 respectively in the above proof for F * . The proof is completed.
Remark 6
Combining the results given in [34] (as mentioned in the Introduction) with our Theorems 1-4, we can give sharp bounds for the exponents α and β in various cases. To sum up, we draw graphs of the sharp bounds of β as functions of α as follows: 
