Abstract. In recently proposed stabilisation techniques for parabolic equations, a crucial role is played by a suitable sequence of oblique projections in Hilbert spaces, onto the linear span of a suitable set of M actuators, and along the subspace orthogonal to the space spanned by "the" first M eigenfunctions of the Laplacian operator. This new approach uses an explicit feedback law, which is stabilising provided that the sequence of operator norms of such oblique projections remains bounded.
Introduction
In the recent work [13] a new explicit feedback control for nonautonomous parabolic equations such as supplemented with either homogeneous Dirichlet or Neumann boundary conditions, has been proposed. The reaction coefficient a = a(x, t) ∈ R is given and allowed to be time and space dependent. The scalar functions u 1 (t), u 2 (t), . . . , u M (t) are time-dependent controls at our disposal. The indicator functions 1 ωi = 1 ωi (x) associated with domains ω i ⊂ (0, L), are our actuators. Note that in this way, our control on the right hand side of (1.1), is finite dimensional, that is, for all given time t ≥ 0 our control is a linear combination of our (finite number of) actuators. Further, it is supported (localised) in the union M j=1 ω j . In [13, Sect. 3 and 5] it has been proven that for all positive λ > 0, the explicit feedback control of optimal actuator location/placement is addressed, with a different goal: that of minimising a quadratic cost functional. See also the recent works [9, 18] concerning the problem of optimal actuators design (where the goal is again to minimise a suitable cost functional, where the shape of the control's (or each actuator's) support is not fixed a priori).
Remark 1.1. The results in [13] , for the explicit feedback K in (1.2), besides a reaction term ay in (1.1) also allow the inclusion of a convention term of the form ∇ · b(t)z in the dynamics of system (1.1), under Dirichlet boundary conditions. However, the inclusion of a general convention term in system (1.1) under Neumann boundary conditions is not covered by the results in [13] . See in particular [13, Assumption 2.3] . Here the main goal is the investigation of the properties of the oblique projection P E ⊥ M UM , appearing in the feedback control (1.2), rather than investigating the regularity properties of the system, that is why here we consider only the case of a reaction term, for which the results in [13] still hold for Neumann boundary conditions. Notice that in [13, Sect. 2 ] the eigenvalues of the symmetric operator A, are asked to be strictly positive. For homogeneous Neumann boundary conditions we can write −ν∆y + ay = (−ν∆ + Id)y + (a − 1)y, and set A = −ν∆ + Id whose eigenvalues, να i + 1 ≥ 1, are strictly positive.
We are particularly interested in the case of nonautonomous systems. In the particular case of autonomous the spectral properties of the time independent operator −ν∆ + aId may be exploited, see [13, Section 5.6] . We refer to the works [1-4, 6, 8, 19] and references therein. In [2, 3, 8] the feedbacks are constructed explicitly, while in [1, 4, 6, 19] they are based on Riccati equations. We recall that the spectral properties of −ν∆ + a(t)Id seem to be (at least, by themselves) not appropriate for studying the stability of the corresponding nonautonomous system, see [22] .
The paper is organized as follows. In Sect. 2 we give a more precise description of the main results. In Sect. 3 we recall suitable properties of oblique projections. In Sect. 4 we prove the main results for the case of Dirichlet boundary conditions. The results for the case of Neumann boundary conditions are proven in Sect. 5 . In Sect. 6 we give some remarks concerning the location of the actuators. A few additional remarks concerning the oblique projection based feedback are given in Sect. 7. Numerical simulations on the performance of the feedback control are presented in Sect. 8. Finally, the appendix includes the proof of an auxiliary result used in the main text.
Notation. We write R and N for the sets of real and nonnegative integer numbers, respectively. Given a (real and separable) Hilbert space X, with scalar product ( · , · ) X and associated | · | X , the subspace orthogonal to a subset S ⊆ X will be denoted S ⊥ := {h ∈ X | (h, s) H = 0 for all s ∈ S}, as usual. Given another Hilbert space Z the set of bounded linear mapping from X into Z will be denoted L(X, Z). When Z = X we simply write L(X) := L(X, X). The dual of X is denoted X ′ = L(X, R) and equipped with the usual norm dual norm |f | X ′ = sup are satisfied. The operator Id, in (2.7), stands for the identity/inclusion operator. Since Dirichlet and Neumann eigenvalues satisfy α M → +∞, then it follows from the boundedness of P Using (2.7) and Main Theorems 2.1 and 2.2 we have the following.
Corollary 2.2. Let L > 0, λ > 0, and ν > 0 be given positive real numbers, and let a ∈ L ∞ ((0, L) × (0, +∞))) be given. Let us place the actuators either as in ((2.4)-mxe) or as in ((2.5)-uni). Then, the nonautonomous closed loop system
is stable, for M large enough, say for
Using (2.7) and Main Theorems 2.3 we have the following. Corollary 2.3. Let L > 0, λ > 0, and ν > 0 be given positive real numbers, and let a ∈ L ∞ ((0, L) × (0, +∞))) be given. Let us place the actuators as in ((2.4)-mxe). Then, the nonautonomous closed loop system
Remark 2.4. Notice that the limit of the operator norm of the oblique projections is the same in Main Theorems 2.1, 2.2 2.3. In spite of this observation, we do not know the value of lim
for the location as in ((2.5)-uni). Numerical simulations we shall present later on, do not allow us to conclude that the limit exists, that is, they suggest that P n E ⊥ M UM could go to infinity as M increases. What is clear from the simulations is that, even in case the operator norm of the oblique projection would remain bounded, the value of the limit will be considerably larger for the location ((2.5)-uni) than for the location ((2.4)-mxe). This is a remarkable difference between Neumann and Dirichlet boundary conditions.
Basic properties of oblique projections
We are going to use oblique projection operators associated with a suitable direct sum splitting of a given (real) Hilbert space H. In what follows R n×m stands for the linear space of matrices with n rows and m columns, and with real entries. For simplicity, we will also identify a given element z = (z 1 , z 2 , . . . , z m ) ∈ R m with the
. The notation M ⊤ stands for the transpose of the matrix M.
Definition 3.1. Let H = F ⊕ E be a direct sum of two closed subspaces F and E of H. The oblique projection onto F along E will be denoted P E F : H → F, x → x F , where x F is uniquely defined by
Observe that P E F is an orthogonal projection if, and only if, E = F ⊥ . In such case we simply write
Since the spaces E and F are closed, it follows from the closed graph theorem that the projection P E F is continuous. In addition P F E = Id − P E F , where Id : H → H denotes the identity mapping on H, Id(x) := x. Henceforth, let us fix two ordered sets F := (f 1 , f 2 , . . . , f M ) ⊂ H and G := (g 1 , g 2 , . . . , g M ) ⊂ H, each being linearly independent. The associated M -dimensional subspaces are denoted F := span{f 1 , f 2 , . . . , f M } and G := span{g 1 , g 2 , . . . , g M }. With the two given ordered sets F and G, we associate the matrix
whose (i, j)-entry is (g i , f j ) H . For any given y ∈ H we also denote the row and column vector matrices
The following lemma characterizes the direct sum F ⊕ G ⊥ in terms of the matrix [(G, F ) H ]; see [13] .
Lemma 3.3. The following conditions are equivalent:
In either case the projection P G ⊥ F x of a vector x ∈ H, is given by P defined as follows
Proof. (a) ⇐= (b): Suppose first that [(G, F ) H ] is invertible and let x ∈ H be given. Consider the unique
and define f :
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Therefore we have the splitting x = f + g ⊥ for f ∈ F and g ⊥ ∈ G ⊥ . Finally since Py = y for all y ∈ F and Pz = 0 for all z ∈ G ⊥ , we conclude that F G ⊥ = {0}. This shows (a) and P
which shows that [(G, F ) H ] is injective and hence invertible.
is the orthogonal projection onto F , then the equations on the right hand side of (3.2) are equivalent to the optimality conditions of the minimisation problem
and, in particular,
where |α|
If, in addition, each of the sets F and G is orthonormal, then
Proof. We obtain from (3.2),
In view of H = G ⊕ G ⊥ and (G, y) H = 0, for all y ∈ G ⊥ , this yields
which is (3.4). To show (3.5) notice that since F and G are orthonormal, we have [(F ,
M×M denotes the identity matrix. Hence (3.5) follows from formula (3.4) and the Rayleigh quotient formula for the first eigenvalue of a matrix.
• Figure 1 illustrates the used terminology of projection onto F along G ⊥ . The point x ∈ H is mapped to the unique point x F := P G ⊥ F x in the intersection of F with the affine space x + G ⊥ , which contains x and is parallel to G ⊥ . The figure also illustrates the fact that an oblique nonorthogonal projection has an operator norm larger than 1, for example, in the figure we see that |x F | H > |x| H . That is, we have the following result.
Then the oblique projection onto F along G ⊥ has the following properties:
Without loss of generality we may assume that (f, g ⊥ ) H > 0 (otherwise consider −g ⊥ ). Now, we consider the sequence
, which finishes the proof.
Remark 3.7. The hypothesis F = G in Lemma 3.6(b) simply states that H = F ⊕ G ⊤ is not an orthogonal sum, that is, the oblique projection P G ⊥ F is a nonorthogonal projection. Recall that the operator norm of an orthogonal projection on Hilbert spaces is always equal to 1, that is, |P F | L(H) = 1 for any nonzero closed space F ⊆ H.
The next lemma tells us that the adjoint of an oblique projection is still an oblique projection.
Lemma 3.8. Let H be a Hilbert space, and let F and G be closed subspaces of
Next we show that (P
Applying (P G ⊥ F ) * to both sides of (3.7a), and using (3.7c) and (3.7b), we obtain (P
The case of Dirichlet boundary conditions
Here we prove the Main Theorems 2.1 and 2.2, concerning the case of Dirichlet boundary conditions. We will start by giving some remarks on the relation (3.5) in Corollary 3.5.
The matrix
Hereafter we will take L = π and for simplicity we denote shortly L 2 := L 2 (0, π). We note that there is essentially no lack of generality by taking L = π. This follows by a rescaling argument which is given in the Appendix, Sect. A.1.
Consider the ordered set
e M ) of the first M eigenvalues and normalised eigenfunctions of the Laplacian with Dirichlet boundary conditions as in (2.3) , that is,
Consider also the ordered set of the orthonormalised actuators as in (1.4) and (2.2),
We also denote
e M } and U (c) = span{1 ω1 , 1 ω2 , . . . , 1 ωM }. Hereafter, We will use the results in Sect. 3 with the pair (U(c),
in the role of (F, G), and with L 2 in the role of H.
Further, the set of eigenvalues [
, and we set
Recall that, according to (3.5) in Corollary 3.5, we have for every disjoint actuator positions c
In order to prove the Main Theorems 2.1 and 2.2, we will investigate
For that we will start with the explicit expression for [(
. For this purpose we first compute, for given M ,
From now, to simplify the formulas we denote
We have using (4.6),
. . .
Proof. By Lemma 3.3 it is sufficient to prove that the matrix (4.8) is invertible, which in turn is equivalent to the invertibility of Ξ M := [sin(ic j )] i,j=1,...,M . This follows at once by dividing the i-th row of (4.8)
vanishes for x ∈ {c 1 , c 2 , . . . , c M }. By [13, Prop. 4 .1], necessarily f = 0, because such a nonzero f can have at most M − 1 zeros in (0, π). Therefore, we conclude that necessarily v = 0, and thus Ξ M is invertible.
Proof of the Main Theorems 2.1 and 2.2
Observe that the Main Theorems 2.1 and 2.2 are, respectively, corollaries of the following theorems.
Theorem 4.4. Let r ∈ (0, 1), and consider the location c = c M of our actuators given by ((2.4)-mxe).
] is a diagonal matrix and its smallest eigenvalue is given by
and is simple. For M = 1 the only eigenvalue is given by 
and is simple. The corresponding proofs are given below. We start by presenting some auxiliary results. Lemma 4.6. Let r ∈ (0, 1) and M ≥ 1. Then the function t →
is strictly decreasing in the inter-
Proof. Recalling (4.7), observe that with r ∈ (0, 1) and
where in the last inequality we used tan(s) > s, for s ∈ (0, π 2 ), which is true since
Proof. Let us fix M ≥ 1. The result follows from the fact that, for constants a ∈ R and b ∈ R, we have the identity
whose proof can be found in [10] . Indeed, it is enough to observe that
Hence using (4.10) with a := mπ 2M and b := mπ M we obtain
which together with (4.11) completes the proof.
Proof of Theorem 4.4. Let i and j be given in {1, 2, . . . , M },
where we used 2 sin(ic
are given by the elements in its diagonal, which are
Now we observe that
(1 − cos(2ic k )), then using again (4.9) (in case i < M ) we obtain
Hence, from (4.13) we see that the eigenvalues are
Now, from Lemma 4.6, we have that the sequence i →
is strictly decreasing, 1 ≤ i ≤ M − 1, which implies that we have only two possibilities for the smallest eigenvalue
We now distinguish the four cases M = 1, 2, 3, and M ≥ 4. M = 1: In this case the only eigenvalue is
which is trivially simple. M = 2: In this situation, we find that
The last inequality holds true because 0 < r < 1, thus we conclude that
In this case we find that
To see that the last inequality from the previous line holds true for all for r ∈ (0, 1) we compute
, from which we conclude, since 0 <
Next we observe that 
It follows that the smallest eigenvalue satisfies 
and for any given m ≥ 1 such that 1 ≤ m ≤ 2M , we find that 
from which we obtain
if m is even. 
and from (4.17) we see that the eigenvalues are 18) and from Lemma 4.6, we have that
and all the eigenvalues are simple.
The case of Neumann boundary conditions
In this section we present the proof of the Main Theorems 2. 
In this case we find
We have the analogous of Lemma 4.3, for Neumann boundary conditions. Again we denote L 2 = L 2 (0, π),
M and ω j be as in (1.4) , with c i = c j for all i = j. Then we have
Proof. By Lemma 3.3 it is sufficient to prove that the matrix [( 
Now consider the matrix [
. Observe that the Main Theorem 2.3 is a corollary of the following theorem. and using Lemma 4.7 once more we get, (1 + cos(2(i − 1)c k )), then using again (4.9) (in case i > 1),
In view of Lemma 4.6, we conclude that n ϑ(c) = min r, 2 . However, we must underline that for the location ((2.5)-uni) under Neumann boundary conditions, we could not find the expression for the smallest eigenvalue. Numerical simulations that we will present later in Section 6, show that that eigenvalue is considerably smaller in the latter setting. We should mention also that finding the eigenvalues explicitly was possible in Theorems 4.4, 4.5, and 5.2, due to the fact that the corresponding matrices [Θ(c M )] are diagonal. However, for a general location those matrices are not necessarily diagonal, and so finding the smallest eigenvalue becomes a more difficult problem. This is actually the reason we could not find the explicit expression for the smallest eigenvalue for the location ((2.5)-uni) under Neumann boundary conditions. More comments are given in Sect. 6.
Other particular locations for the actuators
We investigate here also the location The following theorem illustrates a difference between Dirichlet and Neumann boundary conditions. Recall that from Theorem 4.5, for the former boundary conditions the matrix is diagonal. (cos(2c k ) + cos(4c k )) . 
By computing the sums

Comparison between the different locations
To simplify the writing, following [13] , we will use the following notation concerning the distribution/location of the actuators: Recall that, for Dirichlet boundary conditions, the locations D = mxe and D = uni lead to a diagonal matrix [Θ(c M )]. Therefore, we know that its eigenvalues are its diagonal entries. This is what allowed us to derive an analytical expression for the smallest eigenvalue, as in Theorems 2.1, 2.2, and 2.3, respectively. Instead for the location D = con we we do not know an analytical expression for the smallest eigenvalue, and we do not know whether such eigenvalue remains bounded away from zero as M increases. See the simulations in [13] , which show that the first eigenvalue associated with D = con is considerably smaller than the ones associated with D = mxe and D = uni.
Observe that from Theorems 2.1, 2.2, we know that the smallest eigenvalue in both cases D = mxe and D = uni converges to the same limit, that is, to Figure 2 shows a comparison between the smallest eigenvalue ϑ M := ϑ(c M ) given in Theorems 2.1, 2.2, and 2.3, respectively. As expected we obtain the behaviour as in [13] , for the Dirichlet case, where those eigenvalues have been computed numerically. In Figure 2 and the following ones the annotation bc = Dir, respectively bc = Neu means that the homogenous Dirichlet, respectively Neumann, boundary conditions have been considered in the computations. In Figure 4 , we plot the smallest eigenvalue ϑ M computed numerically for the Neumann case for D = uni. From Figure 4 it is not totally clear whether the eigenvalue will remain away from zero as M increases. Indeed, for r = 0.2 roughly speaking we can see that: from which we see that dϑM dM is increasing, but it also seems that it increases too slowly. In any case it is clear that, in the Neumann case, the eigenvalue ϑ M presents a remarkably different behaviour, for the locations D = mxe and D = uni. Even if for D = uni the eigenvalue remains bounded away from zero as M increases, it is clear that its minimum is considerably smaller.
Recall that in the Dirichlet case the behaviours for those locations are quite close and with the same limit as M increases.
This also shows that the best location of the actuators, maximising ϑ M for a given M , is not a trivial problem, likely depending strongly on the boundary conditions. Note that, recalling (4.5), maximising ϑ M = ϑ(c M ) is equivalent to minimise the norm of the oblique
, which can lead to a better performance of the stabilising feedback control K(t) in (1.2), and to guarantee that the sufficient stabilisability condition in [13, Section 3.1] is satisfied for a smaller M .
That is, it would be important to know the best location of the actuators for a given M . This is an optimisation problem which will require different tools, and so will be addressed in a separate work [21] .
Additional remarks on the oblique projection based feedback
We first illustrate that oblique projections are substantially different from their orthogonal counterpart. In Figure 5 we see the orthogonal and oblique (along E ⊥ M ) projections of the function f (x) = 1 (0, 1 2 ) (x − 1)(x − 2)(x − 3) onto the span U M of 6 actuators distributed as in ((2.4)-mxe) , and the total actuator volume is rπ with r = 0.1. We recall that in the procedure in [7, 11, 17] , in order to prove the existence of an open-loop stabilising control, the orthogonal projection onto the span U M of actuators has been used in order to approximate a suitable infinite-dimensional control η, driving the system to zero in a finite interval, together with a concatenating argument. That is, by taking M larger we have that P UM η is closer to η, and a continuity argument is used. Then, finally a Riccati based feedback is found by solving a suitable differential Riccati equation.
Instead, in here the feedback is explicit and the idea behind the oblique projection based feedback (1.2)
is not based on an approximation reason. That is, the purpose of taking P
is not to approximate −∆z + a(t)z − λz. Actually, we can see that since the total volume of the actuators is fixed, then taking M larger does not necessarily imply neither that P E ⊥ M UM f is closer to f nor that P UM f is closer to f . As an illustration, let us consider the case where f (x) = f 0 is a constant function, x ∈ (0, π). Then, we can see that
the same as M increases. Finally, recalling Remark 3.4, we also have that
UM f is also not approximating f , as M increases.
Numerical simulations for the closed-loop system
Here we present some simulations for the oblique projection based feedback systems (2.8) and (2.9), under Dirichlet and Neumann boundary conditions, respectively.
Discretization
We follow a finite element discretization of our system based on the standard piecewise linear hat functions. Let N ≥ 2 be a positive integer and let Ω D = (0h, 1h, 2h, . . . , (N − 1)h), h = π/(N − 1), be a discretization of the space interval [0, π]. We briefly recall that the so called hat functions are explicitly given by
for the interior points i ∈ {1, . . . , N − 2}.
Instead for the boundary points,
The mass and stiffness matrices are defined as matrices in R N ×N by
For given functions z and w in H 1 := H 1 ((0, π)) we have the approximations, for both Dirichlet and Neumann homogeneous boundary conditions, z n h n (x).
The reaction term
The approximation of the reaction term (for fixed time t) is taken as follows,
Here [Diag(a(t))] stands for the diagonal matrix whose diagonal elements are given by the entries of
Note that with p = [Diag(a(t))]z, we have that
The feedback operator
For the discretization of the oblique projection we will follow (3.2). We recall that P
UM P EM . Analogously, we also denote the eigenvalues and eigenfunctions (either in (2.3) or in (2.6)) by α i and e i , and we denote the ordered sets E M = (e 1 , e 1 , . . . , e M ), and take U M = (1 ω1 , 1 ω2 , . . . , 1 ωM ). That is, E M = span{e 1 , e 1 , . . . , e M } and U M = span{1 ω1 , 1 ω2 , . . . , 1 ωM }. Notice that (3.2) does not require neither the basis U M nor the basis E M to be orthonormal.
Following (3.2) we have that
Now, let us denote the matrices in R 
was saved. In this way, we compute
That is,
Therefore, by using (8.1),
To complete the discretization of the feedback K(t) in (1.2) it remains to discretize P
We will use Lemma 3.8. Observe that
and using (8.3), with h = P U ⊥ M EM w, and the analogous to (8.4) 
we arrive to
Proceeding similarly for P
Therefore the dicretization of our feedback operator, as in (1.2), is taken as
⊤ vanishes at boundary coordinates (i.e., w
Finally to solve the system above we can discretize the time interval [0, +∞) D := [0k, 1k, 2k, . . . ) and use a Crank-Nicolson scheme as follows. Essentially, we consider the approximations
.
for a given (differentiable) function f . This will lead us to, by denoting y j := y((j − 1)k),
and we want to know y j,• i . Therefore, all terms on the right hand side are known data, with the exception of (h(y j ))
• i . So instead of solving (8.11), we will solve the similar system where (h(y j ))
• i is replaced by a suitable approximation h j ext as follows.
• we know y 1 = y 0 , because y(0) = y 0 is given in (2.8). Then, we can compute h(y 1 ).
• we also set a "ghost" point h(y 0 ) := h(y 1 ).
• for j ≥ 2, we define h j ext as the linear extrapolation h
That is we solve the system (2M
Notice that once we have y j−1 and h(y j−2 ), then we can find y j,• i from (8.12) because the matrix (2M
• ii ) is symmetric and positive definite (thus, invertible). Finally, we can construct
The closed-loop system under Neumann boundary conditions
The dynamics in system (2.9) has to be seen in
, that is, for Neumann boundary conditions, we need to take test functions w taking values in V = H 1 (0, π). That is, now the test vectors do not necessarily satisfy w(1) = 0 = w(N ).
Observe, recalling (8.2) , that the space discretization of the closed loop system reads
where G(t) ∈ R N ×1 is the vector with all entries equal to zero with the exception the first and last corresponding to the boundary coordinates
where g is the vector of boundary data
After the permutation of coordinates Π, collecting the boundary coordinates at the end, and proceeding as in the Dirichlet case, we obtain
with G •,j := G • ((j − 1)k), j ≥ 1.
Feedback performance
Here we present some simulations for both Dirichlet and Neumann boundary conditions. We take L = π, ν = 0.1, and y 0 (x) = 0.1x. (8.14)
In Figure 6 we see the performance in the simple case of the constant reaction a(x, t) = −35ν. We observe that the oblique projection based feedback is able to stabilise the system for both Dirichlet and Neumann boundary conditions, when M ≥ 6.
We also observe that 5 actuators are able to stabilise the system under Dirichlet boundary conditions, but they are not are able to stabilise the system under Neumann boundary conditions. This can be explained from the fact that the 6-th eigenvalue of −ν∆, that is To test the performance of the feedback, we switched the control off for time t / ∈ F eedOn. This means that for t / ∈ F eedOn, the free dynamics is followed. In Figure 6 we see that when we switch the control off (after time t=4.5) the norm of the solution starts to increase, which shows/suggests the instability of the free dynamics. In Figure 7 , the control is switched off in the entire time interval; we confirm the instability of the free dynamics. Now we take the data as in (8.14) , and consider the case of a reaction depending both in space and time a = a(t, x) = −35ν( We observe, in Figure 8 , that the feedback is able to stabilise the system for both Dirichlet and Neumann boundary conditions, when M ≥ 8.
We also observe that 7 actuators are likely able to stabilise the system under Dirichlet boundary conditions, but they are likely not able to stabilise the system under Neumann boundary conditions.
In Figure 9 we observe that the free dynamics in unstable. For further simulations and discussions (under Dirichlet boundary conditions) we refer to [13] . 
