Abstract. In recent years rich theories on polynomial-time interior-point algorithms have been developed. These theories and algorithms can be applied to many nonlinear optimization problems to yield better complexity results for various applications. In this paper, the problem of minimizing a sum of Euclidean norms is studied. This problem is convex but not everywhere differentiable. By transforming the problem into a standard convex programming problem in conic form, we show that an -optimal solution can be computed efficiently using interior-point algorithms. As applications to this problem, polynomial-time algorithms are derived for the Euclidean single facility location problem, the Euclidean multifacility location problem, and the shortest network under a given tree topology. In particular, by solving the Newton equation in linear time using Gaussian elimination on leaves of a tree, we present an algorithm which computes an -optimal solution to the shortest network under a given full Steiner topology interconnecting N regular points, in O(N √ N (log(c/ ) + log N )) arithmetic operations wherec is the largest pairwise distance among the given points. The previous best-known result on this problem is a graphical algorithm which requires O(N 2 ) arithmetic operations under certain conditions. Key words. polynomial time, interior-point algorithm, minimizing a sum of Euclidean norms, Euclidean facilities location, shortest networks, Steiner minimum trees AMS subject classifications. 68Q20, 68Q25, 90C25, 90C35 PII. S1052623495288362 1. Introduction. The motivation to write this paper was to apply new techniques-polynomial time interior-point algorithms for convex programming-to solve two old problems: the Euclidean facilities location problem and the Steiner minimal tree (SMT) problem. The first problem, studied by researchers in location science, has applications in transportation and logistics. The second problem, studied by researchers in combinatorial optimization, has applications in communication networks. Both problems can be described as the minimization of a sum of Euclidean norms and they both trace back to an ancient problem studied by Fermat in the 17th century.
1. Introduction. The motivation to write this paper was to apply new techniques-polynomial time interior-point algorithms for convex programming-to solve two old problems: the Euclidean facilities location problem and the Steiner minimal tree (SMT) problem. The first problem, studied by researchers in location science, has applications in transportation and logistics. The second problem, studied by researchers in combinatorial optimization, has applications in communication networks. Both problems can be described as the minimization of a sum of Euclidean norms and they both trace back to an ancient problem studied by Fermat in the 17th century.
At the end of his celebrated essay on maxima and minima, in which he presented precalculus rules for finding tangents to a variety of curves, Fermat threw out this challenge: "Let he who does not approve of my method attempt the solution of the following problem: Given three points in the plane, find a fourth point such that the sum of its distances to the three given points is at minimum!" The solution to the original Fermat problem is either the Torricelli point-an interior point which opens an angle of 120 o to each of the three sides of the triangle-or one of the given points whose inner angle is no less than 120
o . This problem has been generalized into the Euclidean facilities location problem and the SMT problem.
The facilities location problem is one of locating N new facilities with respect to M existing facilities, the locations of which are known. The problem consists of finding locations of new facilities which will minimize a total cost function. This total cost function consists of a sum of costs directly proportional to the distances between the new facilities and costs directly proportional to the distances between new and existing facilities. If there is only one new facility (N = 1), the problem is called a Euclidean single facility location (ESFL) problem. If there is more than one new facility (N ≥ 2), the problem is called a Euclidean multifacility location (EMFL) problem.
For the general ESFL problem, Weiszfeld [30] gave a simple closed form iterative algorithm in 1937. Later, it was proved by numerous authors [18, 24, 29] that the algorithm converges globally and, under certain conditions, linearly. Chandrasekaran and Tamir [5, 6] exhibited a solution to the strong separation problem associated with the ESFL problem which shows that an -optimal solution (i.e., a feasible solution whose absolute error in the objective function is within to the optimal objective function value) to the ESFL problem can be constructed in polynomial time using the ellipsoid method.
Miehle [21] was the first to propose an extension of the Weiszfeld algorithm for ESFL to solve EMFL problems. Ostresh [24] proved that Miehle's algorithm is a descending one. However, Miehle's algorithm may converge to a nonoptimal point; see [26, 31] . Eyster, White, and Wierwille [9] proposed a hyperboloid approximation procedure (HAP) for solving the perturbed EMFL problem. Rosen and Xue [31, 27] proved that the HAP always converges from any initial point. Calamai and Conn [3, 4] and Overton [25] proposed projected Newton algorithms for minimizing a sum of Euclidean norms and proved that the algorithms have quadratic rate of convergence provided the sequence of points generated by the algorithm converges to a strong minimizer. For more details, see the books by Francis, McGinnis, and White [11] and by Love, Morris, and Wesolowsky [19] .
Recently, Xue, Rosen, and Pardalos [32] showed that the dual of the EMFL problem is the minimization of a linear function subject to linear and convex quadratic constraints and can therefore be solved by the interior-point techniques in polynomial time. den Hertog [8] (and see references therein) also presented a polynomial-time interior-point Newton barrier method for solving (2.1). More recently, Andersen [1] used the HAP idea [9] to smooth the objective function by introducing a perturbation > 0 and applied a Newton barrier method to solving the problem. Andersen and Christiansen [2] and Conn and Overton [7] also proposed a primal-dual method based on the -perturbation and presented impressive computational results, although no complexity result is established for their method at this moment. None of the above formulations is in conic form.
The SMT problem [12, 20] is concerned with interconnecting a set of given points on the Euclidean plane with a shortest network. The shortest network is always a tree network and may contain some additional points called Steiner points. The SMT problem is NP-hard. Recently, there have been increased interests in the computation of a shortest interconnection network after the connections among the points (which is called a topology, to be defined in section 6.3) are specified. Hwang [14] proposed a linear-time algorithm for computing the shortest network under a full Steiner topology when the shortest network is a nondegenerate full Steiner tree. Hwang and Weng [15] proposed an O(N 2 ) arithmetic operation algorithm for computing the shortest network under a Steiner topology when the shortest network is a tree whose vertex degrees are all less than or equal to 3. Smith [28] used an EMFL approach to compute the shortest network under a given topology. His algorithm is essentially a first-order method.
In this paper, we first transform the basic problem of minimizing a sum of Euclidean norms into a standard convex programming problem in conic form and present an interior-point algorithm that can compute an -optimal solution in O( √ m(log(c/ )+ log m)) iterations, where m is the number of norms in the summation andc is a constant that is not less than the Euclidean norm of any of the given vectors c i , i = 1, 2, . . . , m. We then study several applications of the basic problem and show improved computational complexity results wherever possible. In particular, we show that an -optimal solution to the shortest network under a given tree topology for a set of N points can be computed in O(N √ N (log(c/ ) + log N )) arithmetic operations wherec is the largest pairwise distance among the given points.
The rest of this paper is organized as follows. In section 2, we describe the basic problem of minimizing a sum of Euclidean norms. In section 3, the basic problem is transformed into a standard convex programming problem in conic form. In section 4, we present a primal-dual potential reduction algorithm for solving the problem. In section 5, we discuss the computational complexity and simplifications of the potential reduction algorithm. In section 6, we present applications to the ESFL problem, the EMFL problem, and the SMT problem. In section 7, we present some computational examples of SMT problems. We conclude this paper in section 8. 
Minimizing a sum of Euclidean norms.
It is clear that u = 0 is an optimal solution to (2.1) when all of the c i are zero. Therefore, we will assume in the rest of this paper that not all of the c i are zero. Problem (2.1) is a convex programming problem, but its objective function is not everywhere differentiable. Two special cases of this problem are the Euclidean facilities location problem and the SMT problem under a given topology.
We will call problem (2.1) the basic problem in the rest of our paper. This problem can be formulated as the maximization of a linear function subject to affine and convex cone constraints as follows:
where t i ∈ R, i = 1, 2, . . . , m.
Problem (2.1) and problem (2.2) are equivalent in the following sense. If (t 1 ; t 2 ; · · · ; t m ; u) is the optimal solution to (2.2), then u is the optimal solution to (2.1). If u is the optimal solution to (2.1), then (t 1 ; t 2 ; · · · ; t m ; u) is the optimal solution to (2.2), where
. , m and (t 1 ; t 2 ; · · · ; t m ; u) is an (m+n)-dimensional column vector whose first m elements are t i , i = 1, 2, . . . , m and whose last n elements are the elements of u.
In the rest of this paper, when we represent a large matrix with several small matrices, we will use semicolons ";" for column concatenation and commas "," for row concatenation. This notation also applies to vectors. We will use 0 n to represent an n-dimensional column vector whose elements are all zero. We will also use I d to represent the d-by-d identity matrix.
Conic formulation.
In this section, we will transform our basic problem (2.1) into a standard convex programming problem in conic form, where the cone and its associated barrier are self-scaled (or homogeneous and self-dual); see Nesterov and Nemirovskii [22] , Nesterov and Todd [23] , and Güler [13] . Because of the special constraints in problem (2.2), the cone of our choice is the second-order cone or the Lorentz cone. For definitions and theory about the second-order cone, self-scaled barriers, and related theory, see [22, 23, 13] .
Let the cone be
Then its interior is
Then, for any (t; s) ∈ intK we have
which is positive definite. Its inverse is
and
Then, problem (2.1) or (2.2) can be written in the standard (dual) form
Thus, using X :
we can write the two problems (3.5) and (3.4) as
This is the pair of problems (P ) and (D) in Nesterov and Nemirovskii [22] and Nesterov and Todd [23] . Since K is a convex self-dual and self-scaled cone with ν = 2, K is a convex self-dual and self-scaled cone with ν = 2m. Thus, we can use an interior-point algorithm to compute an -optimal solution of the problem in polynomial time.
Kojima [16] recently pointed out to us that problem (2.2) can be formulated as a positive semidefinite program:
However, as we will illustrate later, the complexity bound for solving positive semidefinite program (3.6) will be √ d factor higher than that for solving problem (3.4).
A primal-dual potential reduction algorithm. Let
A primal-dual potential function for the pair (P ) and (D) is
The central trajectory for this pair is {X (µ), Y(µ), S(µ)}, for any given µ > 0, such that X = X (µ) is primal feasible and (Y; S) = (Y(µ); S(µ)) is dual feasible, and
The main iteration of a potential reduction algorithm starts with a strictly feasible primal-dual pair X and (Y; S); i.e.,
X ∈ intK, and S ∈ intK.
It computes a search direction
, a new strictly feasible primal-dual pair X + and (Y + ; S + ) is generated from
for some step-sizes α and β, and
is determined by the following equations.
where Z is chosen to satisfy
(These directions were presented for linear and quadratic programming in Ye [33] .) We will discuss each of these three cases in the next three subsections. The differences among the three algorithms are the computation of the search direction and their theoretical close-form step-sizes. All three generate an -optimal solution (X , Y, S); i.e., as long as φ ρ is reduced.
Dual scaling.
The theoretical potential reduction algorithm using dual scaling can be described as follows.
Algorithm PDD. {γ and ∆ are fixed constants such that γ ≥ 1, 0 < ∆ < 1, and
using (4.6) and (4.7).
Step 
2 At first glance, it seems that the dimension of the system of linear equations defined by (4.6) and (4.7) is very large. However, the system is structured and its solution can be simplified.
Consider the dual-scaling form (4.7). Using d
Multiplying A on both sides and noting that Ad X = 0, we have
which is a least-squares problem where A is scaled to A(F (S)) 1/2 . Therefore, the search direction d X , d Y , d S determined by dual scaling can be computed by solving the following system of linear equations:
(4.13)
Primal scaling.
The theoretical potential reduction algorithm using primalscaling can be described as follows.
Algorithm PDP. {γ and ∆ are fixed constants such that γ ≥ 1, 0 < ∆ < 1, and
using (4.6) and (4.8).
2 As in the dual-scaling case, we can also simplify the system of linear equations defined by (4.6) and (4.8) as follows.
Consider the primal form. Using
Here we have used relation (3.3) implying
Also note that there is a close form for (F (X )) −1 given by (3.2). Multiplying A on both sides and noting Ad X = 0, we have
which again is a least-squares problem where A is scaled to A(
S determined by primal scaling can be computed by solving the following system of linear equations:
(4.14)
4.3. Joint scaling. The theoretical potential-reduction algorithm using primaldual joint scaling generates the search direction from
According to Nesterov and Todd [23] , there is a unique Z := ((κ 1 ; z 1 ); . . . ; (κ m ; z m )) such that
In fact, for any (τ ; x) ∈ intK and (t; s) ∈ intK we have a unique (κ; z) ∈ intK with
where κ = ζτ + ηt and z = ζx − ηs,
s) .
One can verify that
so that from (3.1) and (3.2)
The joint-scaling algorithm can be described as follows. Algorithm PDJ. Step 3 Let σ(Z) be the largest primal feasible step-size form X along direction Z.
Let σ(d X ) be the largest primal feasible step-size form
Choose the joint step-sizeᾱ bȳ α = min{
Step 4 Update the approximate solution by 
2 As in the cases of dual scaling and primal scaling, we can simplify the system of linear equations defined by (4.6) and (4.9) as follows.
Using
Here we have used relations
Multiplying A on both sides and noting Ad X = 0 and AX = B, we have
which again is a least-squares problem where A is scaled to A(F (Z)) −1/2 . Therefore, the search direction d X , d Y , d S determined by joint scaling can be computed by solving the following system of linear equations:
(4.15)
Complexity and implementation.
As we have seen, the number of iterations required (as stated in Theorems 4.1-4.3) to compute an -optimal solution to problem (2.2) depends on the initial point (X 0 , S 0 , Y 0 ). In this section, we discuss initial point selection and other computational issues for solving problem (2.2) using the algorithms presented in section 3.
Initial point.
The algorithms discussed in the previous section all require a pair of strictly primal-dual interior feasible solutions. In the following, we give one such pair. Letc = max Then, one can verify that X is an interior feasible solution to (P ) and S and Y form an interior feasible solution to (D). One can also verify that
and the initial value
With this initial point, we have the following corollary. Note that if positive semidefinite program (3.6) is solved, the iteration complexity bound will be O(γ √ md(log(c/ ) + log md)), which is √ d higher than the bound given by the above corollary.
Search direction.
At each step of the potential-reduction algorithm, we need to compute the search direction d X , d S , and d Y by solving a system of linear equations. In what follows, we will show that this can be further simplified, taking advantage of the special structure of the problem.
Consider the search direction defined by dual scaling (4.7). For i = 1, . . . , m, it can be decomposed as
, and d τi = 0 for i = 1, . . . , m. The system can be written as
From the first equation we have
. 
Substituting this relation into the second equation, we have
d xi + 2 δ 2 (t i ; s i ) 2 2(t i ) 2 − δ 2 (t i ; s i ) s i (s i ) T − I d A T i d u = − ρ X T S x i + 2(1 − ρ X T S t i ) 2(t i ) 2 − δ 2 (t i ; s i ) s i . Moreover, since m i=1 A i x i = 0, m i=1 A i d xi = 0, we have m i=1 2 δ 2 (t i ; s i ) 2 2(t i ) 2 − δ 2 (t i ; s i ) A i s i (s i ) T A T i − A i A T i d u = m i=1 2(1 − ρ X T S t i ) 2(t i ) 2 − δ 2 (t i ; s i ) A i s i . (
then the iteration bound is O(
√ m(log(1/ ) + log m)). We will further discuss this issue in following applications.
Applications.
In this section, we will apply the algorithms presented in the previous sections to solve the ESFL problem, the EMFL problem, and the SMT problem under a given topology. We will also take advantage of the special structures of these special problems and obtain improved computational complexity results wherever possible. a 1 , a 2 
The ESFL problem. Let
This is called the ESFL problem.
In the ESFL problem, a 1 , a 2 , . . . , a M represent the respective locations of M clients in a given region and x represents the location of a prospective service center. w 1 , w 2 , . . . , w M represent the respective amount of service requests of the clients to the service center. The ESFL problem is concerned with finding the location for the service center to minimize the sum of weighted Euclidean distances from the service center to each of the clients. For more information on this problem, see [17, 19] .
The ESFL problem can be easily transformed into a special case of problem (2.1) Let w ji , j = 1, 2, . . . , N, i = 1, 2, . . . , M, and v jk , 1 ≤ j < k ≤ N be given nonnegative numbers. Find a point x = ( x 1 ; x 2 ; . . . ; x N ) ∈ R dN that will minimize
This is the so-called EMFL problem. For ease of notation, we assume that v jj = 0 for j = 1, 2, . . . , N and that v jk = v kj for 1 ≤ k < j ≤ N.
In the EMFL problem, a 1 , a 2 , . . . , a M represent the locations of M existing facilities; x 1 , x 2 , . . . , x N represent the locations of N new facilities; the objective function f (x) is the sum of weighted Euclidean distances from each new facility to each existing facility and those between each pair of new facilities; and our goal is to find optimal locations for the new facilities, i.e., to minimize f (x).
In problem (6.2), some of the weights w ji and v jk may be zero. Let m be the number of nonzero weights in (6.2). Then the EMFL problem (6.2) is the minimization of m Euclidean norms. Without loss of generality, we assume that for each j ∈ {1, 2, . . . , N} there exists a nonzero w ji for some i ∈ {1, 2, . . . , M} or a nonzero v jk for some k ∈ {1, 2, . . . , N}.
To transform the EMFL problem (6.2) into an instance of problem (2.1), we simply do the following. Now it is clear that we have transformed the EMFL problem (6.2) into an instance of (2.1) where n = dN , and m is the number of nonzero weights w ji and v jk . Note that the system (5.2) can be set up with O(md 2 ) operations. Therefore, it follows from Theorem 5.1 that we have the following theorem.
Theorem 6.2. An -optimal solution to the EMFL problem (6.2) can be computed using any of our algorithms in O( √ MN(log(c/ ) + log(MN))) iterations wherec = max 1≤j≤n 1≤i≤m w ji a i , and each iteration requires
6.3. The SMT problem. The Euclidean SMT problem is given by a set of points P = {p 1 , p 2 , . . ., p N } in the Euclidean plane and asks for the shortest planar straight-line graph spanning P . The solution takes the form of a tree, called the SMT, that includes all the given points, called regular points, along with some extra vertices, called Steiner points. It is known that there are at most N − 2 Steiner points and the degree of each Steiner point is at most 3. See [12, 20] for details. Definition 6.3 (see [12, 14, 15] ). A full Steiner topology of point set P is a tree graph whose vertex set contains P and N − 2 Steiner points and that the degree of each vertex in P is exactly 1 and that the degree of each Steiner vertex is exactly 3.
Computing an SMT for a given set of N points in the Euclidean plane is NP-hard. However, the problem of computing the shortest network under a given full Steiner topology can be solved efficiently. Recently, there have been increased interests in this latter problem, and several algorithms have been proposed [14, 15, 28] . We will formulate this problem as a special case of problem (2.1).
Let m = 2N − 3, d = 2, and n = 2N − 4. Let u ∈ R 2N −4 represent the locations of the N − 2 Steiner points. Without loss of generality, we may order the edges in the given full Steiner topology in such a way that each of the first N edges connects a regular point to a Steiner point . For i = 1, 2, . . . , N, c i is p i1 where i 1 is the 
is a row of N − 2 2-by-2 block matrices where the i 1 st block is −I 2 , the i 2 nd block is I 2 , and the rest of the blocks are all zero, where i 1 and i 2 are the indices of the two Steiner points on the ith edge. It is clear that we have transformed the problem of computing a shortest network under a full Steiner topology into an instance of (2.1), where d = 2, n = 2N − 4, and m = 2N − 3. Therefore, it can be solved efficiently using our interior-point algorithm.
Note that we can move the point set P so that its gravitational center is the origin. Therefore, the Euclidean norms of the regular points are bounded by the largest pairwise distance among the points in P which corresponds to the constantc in previous theorems. Furthermore, we will show in the following that the search direction can be computed in O(N ) arithmetic operations using a technique known as Gaussian elimination on leaves of a tree [28] .
Since A T i ∈ R 2×N contains at most two nonzero 2-by-2 blocks, the system (5.2) can be set up in O(N ) operations. The left-hand-side matrix of (5.2) (call it H) consists of (N − 2)-by-(N − 2) blocks of 2-by-2 matrices. The (i, j) block of H is nonzero only if there is an edge in the topology which connects the ith and the jth Steiner points. Now consider the tree spanning the N − 2 Steiner points. We may delete a leaf vertex ea in the tree as follows: let eb be the (unique) vertex in the tree that is connected to ea by an edge in the tree. We delete the vertex ea and the edge (ea, eb) from the tree by choosing H(2 * ea − 1, 2 * ea − 1) as the pivot element and eliminate the entries H(2 * ea − 0, 2 * ea − 1), H(2 * eb − 1, 2 * ea − 1), and H(2 * eb − 0, 2 * ea − 1). Then use H(2 * ea − 0, 2 * ea − 0) as the pivot element and eliminate the entries H(2 * eb − 1, 2 * ea − 0) and H(2 * eb − 0, 2 * ea − 0). All of this can be done in O(1) operations and will not make a zero block nonzero. In other words, deleting a leaf vertex in the tree requires O(1) operations. Therefore, Gaussian elimination on leaves of a tree requires O(N ) operations. In the reverse order, back substitution can be done in O(N ) operations, too. Therefore, we have Theorem 6.4. 2 The problem of computing the shortest network under a full Steiner topology was first studied by Hwang [14] , Hwang and Weng [15] , and Smith [28] . Hwang [14] presented a linear time exact algorithm that can output the shortest network under a given full Steiner topology if there exists a nondegenerate SMT corresponding to that given topology and quits otherwise. Hwang and Weng [15] presented an O(N 2 ) time graphical algorithm that can output the shortest network under a given full Steiner topology if the shortest network under the given topology is a tree with maximum vertex degree 3 and quits otherwise. Our algorithm can always output an -optimal network under the given topology in O(N √ N (log(c/ ) + log N )) operations wherec is the largest pairwise distance among the given points. This resolves an open problem of [15] .
Computational examples.
We have implemented all three versions of our algorithm using Matlab. From our preliminary implementation, it seems that the one using dual scaling is numerically simpler and stabler. Therefore, we implemented that algorithm for computing the shortest network under a tree topology in Fortran 77, using Gaussian elimination on leaves of the topology tree. In the following, we present some preliminary computational results on the shortest network problem. Extensive computational study of the algorithms will be given in a separate paper. The program was run on a Silicon Graphics Indy workstation. In our implementation, we used γ = 2m to take long steps instead of using the conservative theoretical parameter γ = 1. Also, we used 0.9 times the largest feasible step-size as the actual step-size rather than using the theoretical step-size or a line search. For our implementation, we index the Steiner points first, followed by the regular points. Our first example contains 10 regular points. The coordinates of the 10 regular points are given in Table 7 .1. The tree topology is given in Table 7 .2 where for each edge, indices of its two vertices are shown next to the index of the edge. This topology is the best topology obtained by a branch-and-bound algorithm. Therefore, the shortest network under this topology is actually the SMT for the given 10 regular points.
Our algorithm solves this problem to 10 −8 in 0.045 seconds and a total of 23 iterations. Table 7 .3 shows the computer output of this test run. The second column in Table 7 .3 shows the cost of the current network (i.e., the sum of Euclidean norms in the current network). The third column shows the duality gap, which is an upper bound of the error in the cost of the current network to the cost of the optimal (shortest) network. The last two columns show the largest primal and dual feasible step-sizes. The final solution is shown in Figure 7 .1, where regular points are labeled by "+" and Steiner points are labeled by "o." We can see from Figure 7 .1 that the shortest network is degenerate [15] where five edges (each connecting a regular point to a Steiner point) shrink. This problem can be solved using the graphical method of [15] but is very difficult for algorithms like HAP [9] . For comparison, we have used HAP to solve the same problem by setting = 10 −8 and using the locations of Steiner points generated by one step of our algorithm as the starting point for HAP. Because the problem is degenerate, HAP ran poorly compared with our algorithm. To get a solution as good as the one obtained using 10 iterations of our algorithm, HAP used 39.512 seconds and 248500 iterations. No matter how long we let it run, HAP failed to find a solution whose cost function is better than 25.3561402805 which can be obtained by our algorithm in 14 iterations.
Our second example has four regular points. The purpose of this example is to show that our algorithm can compute the shortest network under a tree topology where two Steiner points coincide. The algorithm in [15] will quit on this problem before it finds the shortest network. The coordinates of the four regular points and the tree topology in this example are given in Table 7 .4. This topology is not the best topology. Therefore, the shortest network under this topology is not the SMT for the given four regular points. Our algorithm solves the second problem to 10 −8 in 0.022 seconds and a total of 18 iterations. Table 7 .5 shows the computer output of this test run. The shortest network under this topology has a cost of 40.1995 and is illustrated in Figure 7 .2. Figure 7 .3 shows the SMT, which is the shortest network under a different topology. The corresponding cost is 23.4641. We would like to point out that the algorithms of [14] and [15] can both find the shortest network under this topology.
Conclusions.
In this paper, we have transformed the problem of minimizing a sum of Euclidean norms into a standard convex programming problem in its dual conic form where the cone and its associated barrier are self-scaled [23] . We then presented an efficient primal-dual potential reduction algorithm for solving this problem. In applications, we have shown that computing an -optimal solution of the shortest network under a tree topology interconnecting N regular points requires only O(N √ N (log(c/ ) + log N )) arithmetic operations, wherec is the largest pairwise distance among the given point set.
When applied to compute the shortest network under a tree topology interconnecting N regular points, our algorithm does not suffer from degeneracies and it compares favorably with the O(N 2 ) algorithm of [15] in both theoretical complexity and ease of implementation. When applied to EMFL problems, our algorithm compares favorably with the algorithm of [32] because our algorithm has a better complexity result and stores the locations of the new facilities in the dual variable u while the latter does not provide such information directly. Our implementation is only preliminary. Computational issues of our algorithm are under investigation and will be reported in another paper.
