Abstract. We construct a space of vector fields that are normal to differentiable curves in the plane. Its basis functions are defined via saddle point variational problems in reproducing kernel Hilbert spaces (RKHSs). First, we study the properties of these basis vector fields and show how to approximate them. Then, we employ this basis to discretise shape Newton methods and investigate the impact of this discretisation on convergence rates.
1. Introduction. Shape optimisation is an active field of research that studies how to construct a shape Ω such that a shape functional J is minimised. An important tool to tackle shape optimisation problems are so-called shape derivatives.
Historically, shape derivatives [4, 11, 21] have been defined by flows of vector fields or by perturbations of the identity. More recently, Allaire et al. [1] have introduced an alternative definition of shape derivatives in terms of Hamilton-Jacobi equations, which coincides with previous derivatives when restricted to normal vector fields. The flow and perturbation of identity approach definitions lead to equivalent first derivatives but differing second ones [4] . However, not all second derivates are suited to formulate shape Newton methods [17, 22] .
Several papers propose Newton-type methods to specific PDE constrained problems with specific domain representations, e.g., star shaped domains; [7-9, 19, 20] . In [18] , Schulz proves that, under certain assumptions, a Newton method formulated in shape spaces [15] converges quadratically, whereas superlinear convergence of a (discrete) shape Newton method in Micheletti spaces has been showed in [22] . In both papers, the authors have to tackle the problem of the shape Newton equation being well-posed only with respect to normal perturbations of the boundary.
In this paper, we introduce a new class of basis vector fields. We call these vector fields weakly-normal because they are solutions of saddle point variational problems in reproducing kernel Hilbert spaces (RKHSs). These variational problems ensure that the resulting vector fields are linearly independent and normal to the shape boundary ∂Ω. Moreover, they form a dense subset of normal vector fields and can be used to formulate discrete shape Newton methods.
Similarly to [10] , we work with the RKHS [H(∂Ω)] 2 that is associated with restrictions of positive-definite kernels on R 2 to the boundary ∂Ω of C k , k ≥ 1 domains Ω ⊂ R 2 . For certain kernels, the corresponding RKHSs are classical boundary Sobolev spaces [23, Sec. 10] . Therefore, for these special kernels, our approach yields high order approximations of normal vector fields in boundary Sobolev spaces.
In this work, we restrict ourselves to the two dimensional case. We believe that the approach can be easily adapted to higher dimensions, but the implementation aspects may become more challenging.
Structure of the paper. The paper is organised in two parts. Section 2 deals with the formulation and the analysis of the proposed new class of normal vector fields. We study their properties, explain how to approximate them, and analyse the error of this approximation.
Section 3 deals with a shape Newton method and to its discretization with the basis functions introduced in Section 2. For a particular test case, we prove quasioptimality of the approximate shape Newton update. Moreover, we examine numerically the impact of this approximation on the convergence rate of the optimization algorithm.
The theoretical results of this work are supported by numerical experiments performed in Matlab and partly based on the Chebfun library [5] .
Normal vector fields in RKHS.
2.1. RKHSs, Cartesian products, and trace spaces. We begin with some basic definitions of reproducing kernels.
Definition 2.1. Let X ⊂ R 2 be an arbitrary set. A function k : X × X → R is called reproducing kernel for the Hilbert space H(X ) of functions f : X → R, if (a) k(x, ·) ∈ H(X ) for every x ∈ X , (b) (k(x, ·), f ) H = f (x) for every x ∈ X and every f ∈ H(X ). Definition 2.2. A kernel k : X ×X → R is said to be positive-definite on X if, for every finite subset of pairwise distinct points {x i } n i=1 ⊂ X , the matrix (k(x i , x j ))
is positive-definite. Definition 2.3. A kernel k : X × X → R is said to be symmetric if k(x, y) = k(y, x) for all x, y ∈ X .
The main reason to consider symmetric positive-definite reproducing kernels is that they can be used to define certain Hilbert Spaces.
Theorem 2.4. To a positive-definite and symmetric kernel k : X ×X → R defined on an arbitrary set X ⊂ R 2 corresponds a unique reproducing kernel Hilbert space (H(X ), (·, ·) H ) (RKHS), which is called native space of k. Note that (·, ·) H depends on k.
There is a variety of symmetric positive-definite reproducing kernels [23] (each tailored to specific applications). In this work, we are particularly interested in Wendland kernels with compact support, because compact support is a useful (and sometimes necessary [13] ) feature for applications in shape optimisation. In the next example, we list three Wendland kernels and recall their native spaces.
Example 2.5. Classical examples of positive-definite kernels can be found in [23] . In this work, we are particularly interested in Clearly, reproducing kernels can be used to define Hilbert spaces of vector valued functions, too [23] .
2 := H(X ) × H(X ) of a RKHS H(X ) (with reproducing kernel k) is itself a RKHS. Its (matrix valued) reproducing kernel is k(·, ·)I, where I ∈ R 2 denotes the identity matrix.
Next, we describe how to construct RKHSs on boundaries of bounded subdomains of R 2 . Let k be a positive-definite kernel on R 2 , and let H(R 2 ) be its native space. Let Ω ⊂ R 2 be a nonempty, bounded, open and smooth set (e.g. C 1 ). We denote by ν and τ the unit normal and unit tangential vector fields along ∂Ω.
The restriction of k onto ∂Ω defines a positive-definite kernel k| ∂Ω , which uniquely characterises the RKHS [23, p.169]
Similarly, it is possible to define the space of vector fields restricted onto ∂Ω by
The next example identifies the space H(∂Ω) for the kernel (1).
Example 2.7. The native space of the restriction onto ∂Ω of the Wendland kernel k σ 4 (with σ fixed) is H 2 (∂Ω). This follows from H(R 2 ) = H 2.5 (R 2 ) and the standard Sobolev trace theorem.
We conclude this section by defining the RKHS of normal and tangential vector fields:
2.2. Weakly-normal basis functions. In this section, we introduce a novel class of normal vector fields. We begin with the following assumption on the reproducing kernel k.
Assumption 2.8. Let k ≥ 1 be an integer and let ∂Ω be of class C k+1 . We assume that k : R 2 × R 2 → R is a symmetric positive-definite kernel on R 2 with the property
We assume that for every x ∈ R 2 we have k(x, ·) ∈ C k (R 2 ). Furthermore, we assume that there is a constant c Ω > 0, such that for every φ ∈ C k (∂Ω) and every f ∈ H(∂Ω),
Finally, we assume that the identity map 1 : ∂Ω → ∂Ω belongs to [H(∂Ω)] 2 and, for simplicity, that the support of k is connected. Remark 2.10. Property (9) implies that C k (∂Ω) ⊂ H(∂Ω) (by (9)), and that
2 × H(∂Ω) be the solution of
The function r x is the weakly-normal basis function associated with x. Lemma 2.13 shows that Definition 2.11 is makes sense. The proof of Lemma 2.13 relies on Lemma 2.12. Henceforth, we denote by e i , i = 1, 2, the canonical basis of R 2 and use the norm
Proof. Let f ∈ H(∂Ω) * . By the Riesz representation theorem, there is a function
2 satisfies Bϕ = f , B is surjective. To verify (12) , first note that inequality (9) 
Lemma 2.13. Let x ∈ ∂Ω. The saddle point problem (10) admits a unique solution, which satisfies
, and
Proof. (12) , and the estimate (14) sup
The following remark provides an alternative definition of the function r x .
Remark 2.14. Let x ∈ ∂Ω. The solution r x ∈ [H(∂Ω)] 2 of (10) is the unique minimiser of (15) min
Proof. By differentiating the Lagrangian functional
it is easy to see that equations (10) are the first order optimality conditions of (15) . This is the so-called Lagrange multiplier rule.
is a convex and coercive functional, r x is a minimiser of (15), where (r x , p x ) is a solution of the saddle point equation (10) .
In the next theorem, we analyse in details the properties of r x and show that, in general, r x is neither ν(·)k(x, ·) nor ν(·). To facilitate the interpretation, in Figure 1 we include some plots of the function r x .
Theorem 2.15. Let x ∈ ∂Ω. The solution (r x , p x ) of (10) has the following properties. In particular,
is not a straight segment, then (17) r x = ν(·)k(x, ·) and r x = ν .
(g) The basis functions r x , r y associated with the points x, y ∈ ∂Ω satisfy
Moreover, for each x ∈ ∂Ω there is a neighborhood U x of x such that r x (y)·ν(y) > 0 for all y ∈ U x .
Proof. Item a follows from (10b), because
To show Item b, note that choosing ϕ = r x in (10a) gives
The reproducing kernel property of k and (8) imply
Therefore, by the reproducing kernel property of k and Cauchy-Schwarz inequality,
and thus,
In light of (19) , this yields
which, in turn, implies
To show Item c, suppose that r x = 0. Then, p x = 0, because (10a) implies that for any y ∈ ∂Ω
2 . Finally, r x = 0 implies that there is at least a point y ∈ ∂Ω such that r x (y) = 0. Since r x is continuous on ∂Ω, supp(r x ) contains an nonempty neighborhood U y of y.
To show Item d, let us first assume that r x [H] 2 = 1. Then, equation (22) implies
and since
equation (21) becomes an equality (because |r x (x) · e i | ≤ r x · e i H ). In particular, this implies that
For nonzero vectors, Cauchy-Schwarz inequality becomes an equality if and only if the two vectors are linearly dependent. Since k(x, ·) and r x are both nonzero, there is a nonzero vector α ∈ R 2 such that r
ν (see Item a), implies that ν restricted to ∂Ω ∩ supp(k(x, ·)) is either α or −α, and thus constant.
On the other hand, note that
and Equation (10b) is also satisfied. Finally,
To show Item e, recall that 1
2 , and replacing by ϕ = ν in (10a) shows that (r x , ν) [H] 2 = 1. So, by Cauchy-Schwarz inequality and (13),
is a straight segment. Since this is the case for every x ∈ ∂Ω, it follows that ∂Ω is a straight segment itself.
To show Item f, let y ∈ ∂Ω. Plugging ν(·)k(y, ·) into (10a) shows that
.
Remark 2.16. The vector field r x depends on the metric induced by the kernel k. For instance, varying the parameters of the Wendland-kernel (1) results in different r x s; see Figure 1 . In particular, we observe that the decay of r x away from x is influenced by the support of the kernel k Proof. Let γ 1 , . . . , γ N ∈ R be such that r :=
In particular, this implies that
and thus, γ 1 = · · · = γ N = 0, because k is positive-definite on R 2 . Therefore, the functions r x1 , . . . , r x N are linearly independent. Lemma 2.18.
ν . For x ∈ X N fixed, using r and r N as a test functions in (10a) gives
Therefore, 
We recall that in RKHS strong convergence implies pointwise convergence. Therefore, for every z ∈ ∂Ω,
becauser n is a convex combination of interpolants. Therefore, f = r on ∪ n∈N X N (n) and in turn, since ∪ n∈N X N (n) is dense in ∂Ω and f and r are continuous, we conclude f = r on ∂Ω. It follows thatr n converges strongly to r. 2 . In this section we explain how to approximate them using finitely many collocation points and analyse the numerical error of this approximation.
In this section, X = {x 1 , . . . , x N } and Y = {y 1 , . . . , y M }, M ≤ N , denote two subset of ∂Ω (containing pairwise distinct points) with Y ⊂ X . These sets are used to define the finite dimensional spaces
Finally, we denote by
2 the standard pointwise interpolation operators.
Theorem 2.26 shows that Definition 2.21 is well defined. Its proof relies on Lemma 2.25, which is discrete counterpart of Lemma 2.12. To prove this lemma, we use the following properties of the interpolation operators I V h and
Lemma 2.22. The interpolation operator I V h is an H-orthogonal projection.
Proof. Let x be a point from X , and choose a ψ ∈ H[∂Ω]. Since x is an interpolation point, it holds that
Corollary 2.23. If Assumption 2.8 holds true, then the interpolation operator
for every f ∈ C k (∂Ω) and every ψ ∈ H(∂Ω).
Proof. Choose an f ∈ C k (∂Ω) and a ψ ∈ H(∂Ω). Since I V h is an H-orthogonal projection, V h (X ) ⊂ H(∂Ω), and (9), it holds that
Corollary 2.24. If Assumption 2.8 holds true, then the interpolation operator
Proof. Note that
Therefore, by Corollary 2.23,
Lemma 2.25 (discrete inf-sup condition). The following holds
sup
Therefore, (44) follows by replacing (
Theorem 2.26. The finite dimensional problem (38) has a unique solution, which satisfies
Proof
where α i = (α 
and (with τ = (τ 1 , τ 2 ) and ν = (
The linear system (50) has a unique solution becauseÃ (and thus A) is positivedefinite and B has maximal rank M . The maximal rank of B follows directly from Lemma 2.25. For a more direct proof, recall that Y ⊂ X . Therefore, the matrix B contains the M column vectors {(k(y i , y j )c i ) j=1,...,M : i = 1, . . . , M }, where c i = τ 1 (y i ) if τ 1 (y i ) = 0 and c i = τ 2 (y i ) otherwise (so that c i > 0 for every i). These vectors are linearly independent because the kernel k is positive-definite.
The estimate (46) follows by inserting ϕ = r h x into (38a) and using CauchySchwarz and k(x, ·) H = 1 (see (20) ). To prove the estimate on the multiplier p h x , note that, by (44),
and that by (38a), for every ϕ
Finally, quasi-optimality results similar to (47) and (48) can be derived by applying directly [2, Prop. 5.2.1, pp 274]. Here, we give explicit details on the derivation of (47) and (48).
To show (47), note that the differences r h x − r x and p
This implies that
The latter result combined with (56) implies that, for any ϕ ∈ [V h (X )] 2 and any
Then, Cauchy-Schwarz inequality and (9) imply
from which (47) follows easily.
To show (48), note that for any ψ ∈ V h (Y), (44) implies
2 , (10) and (38) imply
where the last inequality follows from Cauchy Schwarz inequality and (9). Therefore,
and, by the triangle inequality,
The following corollary follows directly from the quasi-optimality estimates (47) and (48) Corollary 2.27. Let {Y N } N ∈N be a nested sequence of finite subsets (that contain pairwise distinct points) of ∂Ω such that the union ∪ N ∈N Y N is dense in ∂Ω. Then, the sequence of functions (r h N x , p h N x ) converges strongly to (r x , p x ). Before studying convergence rates, we mention that in [22] Sturm proved superlinear convergence of a shape Newton method in the Micheletti space based on functions of the form k(x, ·)ν(x). The next lemma shows that such functions arise from a particular discretisation of (10). 
which, together with p
Henceforth, we restrict ourselves to radial kernels, for which a solid interpolation theory on submanifolds is available.
Assume that the Fourier transformΦ of Φ satisfies
with ξ > 1 and two constants c 1 , c 2 > 0, c 1 ≤ c 2 .
Remark 2.30. Assumption 2.29 implies that the native space of k on R 2 is H(R 2 ) = H ξ (R 2 ) with equivalent norms. Thus, by the Sobolev trace theorem, the native space of k on ∂Ω is H(∂Ω) = H ξ−1/2 (∂Ω) [10, Prop. 5] .
For such kernels, we can derive convergence rates of r h x to r x and p h x to p x in certain Sobolev spaces. For shortness, we focus on the more interesting term r x (convergence rates of p h x can be derived in exactly the same way). Before stating the theorem, we recall the concept of fill distance of discrete sets.
Definition 2.31. The fill distance associated with a set X ⊂ ∂Ω is defined by
where d ∂Ω denotes the geodesic distance associated with ∂Ω. Note that d ∂Ω is equivalent to the Euclidean metric restricted on ∂Ω [10, Theorem 6] , that is, there are two constants c 1 , c 2 > 0 (that depend only on ∂Ω) such that
Given a continuous kernel k we define the integral operator T :
We define similarly the integral operator T that acts on L 2 (∂Ω, R 2 ).
Theorem 2.32. Let Y = X and ξ > 1, and s = ξ − 1/2. Let k be satisfying Assumption 2.29, so that H(∂Ω) := H s (∂Ω).
Proof. In Corollary 15 from [10] it is shown that there is a constant c > 0, such that
A similar result holds for the operator T. Hence replacing (47) andd using estimate (67) gives the desired results.
Corollary 2.33. Let the hypotheses of Theorem 2.32 be satisfied. Then, there is a constant c such that
Proof. Applying [10, Lem. 10] yields
2 (and similarly for I V h ). Hence combining this inequality with (66) gives the desired estimate.
Numerical Experiment 2.34. We perform a numerical experiment to verify the convergence rates derived in Theorem 2.32. We choose ∂Ω to be the ellipse depicted in Figure 1 Remark 2.35. It is known from scattered data approximation theory [16] that the condition number of (k(x i , x j )) n i,j=1 can be very large for certain collections of points
. We have computed the condition number of the saddle point matrix from (50) for different σs and h N and have observed that, similarly to the condition number of (k(x i , x j )) n i,j=1 , it behaves roughly as (σ/h N ) p , where p is the polynomial order of the Wendland's kernel. 3. Application to shape Newton methods. In this section, we briefly recall the shape Newton method introduced in [22] , discuss its discretisation with the weakly-normal functions r x s, and perform some numerical simulations for an unconstrained shape optimisation test case. This test case is kept simple on purpose in order to restrict the discretization error to the use of weakly-normal basis functions. In this section, we use X = Y in Definition 2.21.
3.1. Shape derivatives and their structure theorem. We begin by recalling the definition of shape derivatives and their structure theorem from [22] . For a given set D ⊂ R 2 , we denote by ℘(D) the powerset of D. (ii) The second directional derivative of J at Ω in the direction (X, Y) is defined by
(assuming that DJ((id +tY)(Ω))(X • (id +tY) −1 ) exists for all small t).
We denote by ∇ τ f the tangential gradient of function f and by X τ := X| ∂Ω − (X| ∂Ω ·ν)ν the tangential component of a vector field X on ∂Ω. The shape derivatives DJ and D 2 J are characterised by the following structure theorem (see [14, 22] ).
Theorem 3.2. Assume that J is twice differentiable at Ω and assume that Ω is of class C 3 . Then, there are continuous functionals g : C 1 (∂Ω) → R and l :
and
Remark 3.3. Notice that (74) is equivalent to (see [14] )
3.2. Shape Newton descent directions and their approximation. In this section, we define the shape Newton equation and its approximation with weaklynormal basis functions. For a particular test case, we derive quasi-optimality of the approximate Newton update and verify the resulting convergence rates with a numerical experiment. Henceforth, Ω ⊂ R 2 is a set with C k+1 -boundary (with k ≥ 1), and H(R 2 ) is a RKHS that satisfies Assumption 2.8.
and J satisfies the assumptions of Theorem 3.2, then (77) D 2 J(Ω)(r x )(r y ) = l(r x ·ν, r y ·ν) and DJ(Ω)(r y ) = g(r y ·ν) for all x, y ∈ ∂Ω.
This, in light of Theorem 2.20, implies that (76) is equivalent to
Since l and g are (bi)linear and continuous in
. For instance, as mentioned before, the kernel k σ 2 has the native space H(R 2 ) = H 2.5 (R 2 ) and by the Sobolev inequality we have
, (where C 1,1/2 (R 2 ) denotes the usual Hölder space).
In general, it can be difficult to compute an explicit solution of (76) because D 2 J and DJ are typically given by very complicated formulas. For instance, when J is constrained by a PDE, the formula of D 2 J contains the material derivative of the solution of the PDE-constraint [3] . Nevertheless, approximate H(R 2 )-Newton descent directions can be computed by discretising (76) with the weakly-normal basis functions r x s. Definition 3.6. Let X N = {x 1 , . . . , x N } ⊂ ∂Ω be a collection of pairwise distinct points, and let h = h X N ,∂Ω denote its fill distance. The approximate H(R 2 )-Newton descent direction at Ω with respect to H(∂Ω) is the solution X h ν ∈ R N := span{r x : x ∈ X N }, of
We consider the shape function J(Ω) = Ω f dx with f ∈ C 2 (R 2 ). This shape function J can be used as a regularisation in image segmentation; see [12] . Its shape derivatives read [22] 
where κ denotes the curvature of ∂Ω.
Note the when it exists, the solution of (82) is X ν = (−f /(∇f · ν + κf ))ν. Clearly, it is possible to approximate X ν by interpolating it on R N . However, note that such an interpolant would not satisfy (79). Proposition 3.8 shows quasi-optimality of the approximate shape Newton updates when the shape derivatives are as in Example 3.7.
, and further assume that ∇f · ν + κf > 0 on ∂Ω. Then, the solution X h ν ∈ R N of (79) satisfies
Proof. The bilinear form
where z ∈ L 2 (∂Ω) is the solution of (87)
Finally, X h ν = z h ν, because R N satisfies R N = {zν : z ∈ Z N }, and X ν = zν, because the solution of (87) is z = −f /(∇f · ν + κf ).
Numerical Experiment 3.9. We perform a numerical experiment to investigate the approximation error (83) for f (x) = |x| 2 − 1. We choose ∂Ω to be the ellipse depicted in Figure 1 (left) and consider the sequence of subsets
For each N , we construct the finite dimensional space R N := {r h N x : x ∈ X N } (where h N denotes the fill distance of X N ), and compute the solution X h N ν ∈ R N of (89)
Finally, we compute (with sufficiently many quadrature points) the L 2 (∂Ω)-absolute error X ν − X Figure 1 (left), as well as for different values of σ. To intepret these results, let us first point out that R N is only an approximation of R N . It may not be so simple to prove a proposition for R N that is analogous to Proposition 3.8, because R N does not contain the image of the operator X → (X·ν)ν. Note also that it is true that r h N x converges to r x as h N → 0, but Theorem 2.32 does not guarantee that this convergence is uniform in x. However, if we assume that a proposition analogous to Proposition 3.8 exists for R N , we can explain the measured convergence rates with [10, Cor. 15] , because interpolating a vector field f into R N or into H(X N ) × H(X N ) returns exactly the same interpolant if the vector field f is normal to ∂Ω.
Finally, the convergence history saturates for k 0. 7 8 because the condition number of the discretised shape Hessian is very large for N = 2 8 (the Matlab-function cond returns the value 4.826490e+18). In a simple numerical experiment, we observed that the condition number of the discretised shape Hessian behaves as h 3.3. Discrete shape Newton algorithm based on r x . In this section, we use the basis functions r x s to formulate a discrete shape Newton algorithm and test it on Example 3.7. In particular, we investigate the impact of the Newton update approximation on the convergence rates of the shape Newton method. To measure these convergence rates, we use the norm on the tangent spaces, which is simply the norm of the RKHS.
Let J be a twice differentiable shape function, Ω ⊂ R 2 be an initial guess, and X N = {x 1 , . . . , x N } be a finite number points on ∂Ω. We begin by specifying how to transport the basis functions r x when Ω is perturbed by a geometric transformation. Definition 3.10. Let r ∂Ω,x denote the weakly-normal function associated with ∂Ω and x ∈ ∂Ω, and let F t : R 2 → R 2 be family of C 1 -diffeomorphisms such that F 0 = id. We define the transport T s by (90)
T s (r ∂Ω,x ) := r Fs(∂Ω),Fs(x) , and extend it by linearity to T s : span{r ∂Ω,x , x ∈ ∂Ω} → span{T s (r ∂Ω,x ), x ∈ ∂Ω}. By construction, T s :
Using this transport, we formulate the following discrete shape Newton method. Set Ω 0 = Ω, and R 
This procedure is repeated until convergence.
Remark 3.11. The shape Ω 1 that results by updating Ω 0 with g 0 has the same regularity of g 0 . Therefore, from a theoretical point of view, it may be necessary to regularise the update g 0 to guarantee that Assumption 2.8 remains fulfilled during the optimisation process. However, such a regularization is not necessary in practice when one employs the Wendland kernels from Example 2.5. In this case, regularity is lost only at the points {x ± σ : x ∈ X N }, whereas to construct the approximate weaklynormal function r h x s it is necessary to evaluate ν and τ only at X N . Therefore, if {x ± σ : x ∈ X N } ∩ X N = ∅, the discrete algorithm does not perceive the loss of regularity of the domain.
Numerical Experiment 3.12. We test this discrete shape Newton method by performing 5 optimisation steps to solve Example 3.7 with f (x) = |x| 2 − 1 and Following [18, 22] , we neglect the curvature term in (82). In Figure 4 , we plot the evolution of the shape iterates {Ω } (bottom right).
We observe that the sequence of shapes converges quickly to the minimiser (a circle of radius 1 centered in the origin), and that the discretisation error on the retrieved shape is not visible for N ≥ 2 5 . We also observe that the discretised shape Newton method converges quadratically, if sufficiently many weakly-normal vector fields are employed.
Finally, we have repeated the experiments including the curvature term in the Newton equation. Surprisingly, we observed that the convergence rates of the algorithm deteriorates drastically, although the sequence of shape iterates converge to the correct minimiser. Unfortunately, we cannot offer an explanation for this phenomenon.
Conclusion.
In the first part of this work, we have introduced the class of weakly-normal vector fields, which are defined as solutions of saddle point variational problems in RKHSs. Besides investigating their properties, we have discussed their approximation and proved the related convergence rates. These vector fields can be used to discretise shape Newton methods because they have purely normal components.
In the second part of the work, we have formulated a discrete shape Newton method based on these weakly-normal vector fields and, for a specific test case, proved that the discrete shape Newton direction converges to the continuous one in the metric associated with the shape Hessian. Finally, we have showed that the discrete shape Newton method exhibits quadratic convergence if the discretisation error is sufficiently small.
The weakly-normal vector fields have another property that has not been exploited in this work: although defined on the boundary ∂Ω, they can be straightforwardly extended to R 2 . This implies that the discrete shape Newton method remains wellposed even when formulated with volume-based expressions of the shape derivative and the shape Hessian. This is a great advantage for PDE-constrained shape optimisation problems, in which case volume based formulas are easier to derive and impose less regularity requirements on the solution of the PDE-constraint. However, using volume-based formulas requires the integration of the weakly-normal vector fields on Ω, which introduces an additional complexity in the implementation as well as additional sources of discretization error that need to be analysed. For this reason, we postpone to a subsequent work the study of the shape Newton method based on weakly-normal vector fields in the framework of PDE-constrained shape functionals.
