Let G be a -connected graph on n vertices. The partially square graph G * of G is obtained by adding edges uv whenever the vertices u, v have a common neighbor x satisfying the condition
Throughout S i is defined with respect to G and not for G * and obviously, we have |N(S)| = k i=1 s i and S := x∈S d(x) = k i=1 is i . A graph G is traceable if it contains a hamiltonian path, is 1 -hamiltonian if G − a is hamiltonian for any a ∈ V (G), is edge-hamiltonian if any edge lies on a hamiltonian cycle and is hamiltonian-connected if for any pair (a, b) of vertices, G has a hamiltonian path with ends a, b.
Erdös and Chvàtal established well-known sufficient conditions for a graph to be traceable, hamiltonian, 1-hamiltonian, edge-hamiltonian or hamiltonian-connected.
These conditions involve the independence number and the connectivity of G. More precisely they proved, Theorem 1.1 (Chvàtal and Erdös [7] ). A -connected graph G is
(1) Traceable if (G) (G) + 1. (2) Hamiltonian if (G) (G). (3) One-hamiltonian, one edge-hamiltonian and hamiltonian-connected if (G) < (G).
Ainouche and Kouider [3] extended the above results by showing that, except for a particular case, the results remain true if we replace G by G * . They failed to prove that G is hamiltonian-connected if (G) = 3 and naturally they raised the following question.
Setting S := {u, v, w}, we note that the above condition is equivalent to saying S > n + |N(v) ∩ N(w)| or S > n + min where min s 3 
is the minimum over |N (u) ∩ N(v)|, |N(v) ∩ N(w)| and |N (u) ∩ N(w)|.

Corollary 1.9. A 3-connected graph G of order n is hamiltonian-connected if every triple
Relaxing the above conditions we get already known sufficient conditions for hamiltonicity (see [5] ). Moreover the above results are best possible. To see this we may consider the complete bipartite graph K m,m for m 3.
Preliminary lemmas
Paths and cycles in G = (V , E) are considered as subgraphs and for simplicity we use the same notation to mean a subgraph, its vertex set or its edge set.
Throughout u, v are distinct vertices of G. We refer to a uv-path to mean a nonhamiltonian path with at least min(3, ) vertices, starting at u and ending at v.
In the context of this paper, we also use the term uv-maximal path. A uv-path is -maximal if V ( ) ⊆ V ( ) and is maximal with this property. We shall simply say a uv-maximal path if there is no need to specify the parent path .
Let be any uv-path. For x ∈ V ( ), x + (resp., x − ) denotes its successor (resp., predecessor) on . Given the vertices a, b of we let [a, b] denote the subgraph of from a to b in the fixed direction of (from u to v). We shall write ∈ is -insertible if it is adjacent to two consecutive vertices of . We also let x i denote the first noninsertible vertex along P i . We showed in [3, Lemma 4] By the technique described in [1] , the vertices of W i can be inserted into one or more edges of − P i . We say that the two edges xz, yt are crossing at x, y if x, y, t, z are distinct vertices of such that either x ≺ t ≺ z ≺ y and t = z − or x ≺ y ≺ z ≺ t and t = z + .
The concept of insertibility was introduced in the context of cycles. In this paper, we adapt it to paths whose ends u, v are fixed. The following key-lemmas are mainly adaptations of results obtained in [1, 3] .
Proof. (1), (2) . The proof of the statements 1 and 2 can be found in [1, 3] . (3) and (4) can be found in [3, Lemma 5] . (5) To obtain a path satisfying the statement 6, we use the technique described in [1] to insert the vertices of
is chosen to be as close to d i as possible.
Given a uv-path and a vertex s outside , we denote by m(s, ) the maximum number of internally pairwise disjoint paths joining s to . By Menger's theorem, m(s, )
Definition 2.2. A uv-path is suitable if
Obviously any -maximal uv-path is suitable whenever is suitable.
Lemma 2.3. Let be any uv-maximal path. If
Proof. (1) and part of (2) are consequences of Lemma 2.1 and the hypothesis (G * ) < m. To complete the proof of (2), we observe that J (x 0 , x 1 ) = {u} = {d 1 } applies for any vertex x 0 of G − . This implies that N (u) ⊃ G − and G − must be a complete graph. To see this, suppose by contradiction that x 0 and y 0 are nonadjacent vertices in G − . Since J (x 0 , x 1 ) = {u} and uy 0 
containing all vertices of H as internal vertices. Thus H must have at least two vertices. Since H is complete, it contains a vertex, y 0 say, such that
Since N H (u) = ∅, we may assume by symmetry (it suffices to change the orientation of ) between u and v that J (x 0 , v − ) = {v}. Consider now and P 1 1 . In all cases any -maximal path, say, satisfies the condition G − = H 1 ( ), a contradiction to (1). Thus our choice of j is not possible. It follows that m = 3 and x m exists. It is now clear that i = 2 and J (x 2 , x 3 ) = {v}.
To complete the proof of (5) we note that uv ∈ E implies first x 1 v ∈ E since v / ∈ N(x 0 ) and J (x 0 , x 1 ) = {u}, which in turn implies 
Lemma 2.4. Let be a uv-path satisfying the conditions of Lemma 2.3. Then for any vertex (1) a ∈ (u, t), there exists a path 0 1 [a, t] in G[ (u, t]] containing all vertices of {a, t} ∪ (N (u)
∩ P 1 ). (2) a ∈ P 1 , there exists a path 1 1 [u, a] in G[ [u, d 2 )] containing all vertices of {u, a} ∪ (N (u) ∩ P 1 ). Also let 2 1 [u, a] := H [u, d 2 ]. (d 2 , t). 0 1 [t, a] and 3 1 [u, a] := H [u, d 3 ]. (d 3 , t). 0 1 [t, a]. (3) b ∈ P 2 ,
one of the following two paths exists:
If r a ≺ t d 2 then a simple application of Menger's theorem on connectivity implies that there exist two internally disjoint paths Q 1 and Q 2 joining t to C. We may always assume that Q 1 ∩ C = {r}. Also it is always possible to assume a ∈ Q 1 ∪ Q 2 since, if necessary, we choose a vertex t , a t ≺ t such that both conditions are satisfied. By construction, x 1 and r are consecutive on C, so we orient C from x 1 to r. Also let Q 2 ∩ C = {s} and choose p ∈ N(x 1 ) ∩ N (u) as near as possible to s on C(r, s) (if it exists). If a ∈ Q 1 and whether p exists or not we set 
z ≺ c as close to c as possible (possibly z = x 3 ). In this case we set 3 
Proofs
Proof of Theorem 1.4. Let G satisfy the hypothesis of Theorem 1.4 but contains at least one pair (u, v) of vertices which are not connected by a hamiltonian path. By Lemma 2.3, there exists a maximal uv-path which is not a uv-suitable path. We also know that m = 3,
Our main objective is to exhibit a uv-maximal, suitable path and thus giving a contradiction to our assumption. In fact we will exhibit a uv-suitable path from which it is always possible to obtain a -maximal and suitable path, a contradiction to Lemma 2.3 (5) .
From a path satisfying the conditions of Lemma 2.3 we define a nonhamiltonian uv-path as a path containing at least the vertices of:
The vertices of (P 2 ∪ P 3 ) ∩ N (u) and (
are not necessarily included in . This definition of is motivated by our need to have at hand a suitable uv-path.
Claim 1. If exists then it is suitable.
In fact it suffices to prove that G − = H 1 ( ) ∪ H 2 ( ). For simplicity we shall write H 1 , H 2 to mean, respectively, H 1 ( ), H 2 ( ). Discarding all vertices already in by definition, we have to show that any vertex of (
we shall exhibit a set T ( ) of at least four vertices of which are endpoints of internally disjoint paths starting at z. The following cases are needed.
(
then z is insertible and one of its neighbors, w say, is in P 1 ∪ (P 3 \{v}). Now we have T ( ) = {v, w}
then z is insertible. There are two consecutive vertices, w, w + say, such that u ≺ w ≺ w + d 3 
. Thus we have T ( )
The aim of the next three claims is to show that a suitable uv-path does exist in G.
We have again a contradiction and the claim is proved. Since G − {d 3 , v} must be connected we must have
We first prove E(P 1 , P 2 ) = ∅. By contradiction suppose that an edge ab exists with a ∈ P 1 and b ∈ P 2 . By Claim 2, we may assume a ∈ [t, d 2 ). Now we set
Therefore E(P 1 , P 2 ) = ∅ as claimed. Next suppose E(P 1 , P 3 ) = ∅. By Claims 2 and 3, the only one possibility is that
. This contradicts the fact that G is 3-connected and the proof of Theorem 1.4 is now complete.
Proof of Theorem 1.7. Let G satisfy the hypothesis of Theorem 1.7 but contains at least one pair (u, v) of vertices which are not connected by a hamiltonian path. Let be a maximal uv-path. By Theorem 1.4, G is hamiltonianconnected if (G * ) 2. So we concentrate on the case where (G * ) 3. By Lemma 2.1 and the assumption (G * ) 3, either {x 0 , x 1 , x 2 } ∈ I 3 (G * ) or {x 0 , x 2 , x 3 } ∈ I 3 (G * ). Without loss of generality we set S = {x 0 , x 1 , x 2 }. We first prove that |S 0 ∩ | s 2 + s 3 − 1.
By Lemma 2.1(1), we obviously have S 2 ∪ S 3 ⊂ \ 
On the other hand and by hypothesis we have S = s 1 + 2s 2 + 3s 3 n + 1 + s 3 .
Combining (2) and (3) we get S 0 ∩ (G − ) = ∅. This is a contradiction since x 0 ∈ S 0 ∩ (G − ). The proof of Theorem 1.7 is now complete.
