The characterization by weighted Lipschitz continuity is given for the Bloch space on the unit ball of R n . Similar results are obtained for little Bloch and Besov spaces.
Introduction
Let B be the unit ball in R n with n 2, where dν is the normalized volume measure on B and dσ is the normalized surface measure on the unit sphere S = ∂B.
In [9] , Krantz gave the following extension of a result of Hardy and Littlewood for holomorphic functions on the unit disc (see also [13] and [8] ). (ii) |f (x) − f (y)| C|x − y| α for any x ∈ B and y ∈ B.
In light of this result, it is natural to consider the limit case α = 0. The harmonic Bloch space B is the space of all harmonic functions on B for which is the invariant measure on B.
Let f be a continuous function in B. If there exists a constant C such that
for any x, y ∈ B, then we say that f satisfies a weighted Lipschitz condition.
The main purpose of this paper is to give some characterizations of B, B 0 and B p by means of a weighted Lipschitz condition. We refer to [3, 4, 7, 10, 14] 
(ii) f satisfies the weighted Lipschitz condition. 
Remark 1.5. Let us remark on the validity of theorem 1.4 that if p ∈ (1, 2(n − 1)), then the integral condition forces the function to be constant, a fact which is already known in the complex case (p ∈ (1, 2)) (see [16] ).
Preliminaries
We shall be using the following notation: we will write x, y ∈ R n in polar coordinates by x = |x|x and y = |y|y .
For any y, w ∈ R n , the symmetry lemma shows that (see [2] )
The same deduction yields
For any a ∈ B, denote by ϕ a the Möbius transformation in B. It is an involutive automorphism of B such that ϕ a (0) = lim x→0 ϕ a (x) = a and ϕ a (a) = 0, which is of the form (see [1] )
From (2.2) with w = a and y = x − a, we have
For any a ∈ B and δ ∈ (0, 1), we define
Clearly, E(a, δ) = ϕ a (B(0, δ)).
Lemma 2.1. Let x, w ∈ B and y ∈ E(w, δ). Then
Proof . From (2.4) and (2.1) we have |ϕ y (w)| = |ϕ w (y)|, so that y ∈ E(w, δ) is equivalent to w ∈ E(y, δ). By symmetry, we only have to prove the right-hand inequality. Since ||x|y − x | ||x|(y − w)| + ||x|w − x |, it is enough to show that
Therefore, by the simple inequality 1 − |w| ||x|w − x | we get
as desired.
As a direct corollary, we have
In fact, taking w = x in Lemma 2.1 we get ||x|y − x | 1 − |y| 2 . The assertion now follows from (2.1).
Lemma 2.2. Let 0 < δ < λ. Then, for any points x and y in B,
Proof . Note that for any t ∈ [0, 1] and x, y ∈ B,
Indeed, from the triangle inequality we have
so that summing up yields (2.7).
. Combining this with the inequality ||y|x − y | 2, we get
Now assume that ||y|x − y | < 1 and define r = 1 − ||y|x − y |, then 0 < r < 1 and 1 − r = ||y|x − y |. From (2.7) and (2.8) we have
It leads to
This completes the proof.
Let F be the hypergeometric function (see [5, 12] )
for a, b, c ∈ R and c neither zero nor a negative integer, where the Pochhammer symbol (a) 0 = 1 and
We need some known properties of hypergeometric functions:
(i) Bateman's integral formula (see [12] )
with c, µ > 0 and s ∈ (−1, 1); and
The following identity furnishes the hypergeometric function with an integral representation.
Proof . Let C λ m (u) be the Gegenbauer polynomials. They can be defined by the generating function
where
To calculate the integral in (2.11), we apply (2.12) and (2.13). Then we deduce that it is only needed to evaluate the integral
or, rather, an integral over the interval (0, 1) by the simple change of variables t = u 2 . For this integral, we first use Bateman's integral formula (2.9) with s = 1 and apply (2.10), so that it can be represented by Pochhammer symbols. The calculation of the integral in (2.11) then leads to a series which by definition is the desired hypergeometric function. 
The notation a(x) ≈ b(x) means that the ratio a(x)/b(x) has a positive finite limit as |x| → 1.
Proof . Denote the above integral by J α,β (x). From Stirling's formula we need only show that
For any continuous function f of one variable and any η ∈ ∂B, we have the formula (see [2, p. 216 
where ·, · denotes the inner product in R n . Taking
for fixed r ∈ (0, 1) and combining with Lemma 2.3 we have
Consequently, from the polar coordinates formula we get
The assertion now follows from Bateman's integral formula (2.9).
Bloch space
In this section we give the proof of Theorems 1.2 and 1.3. Theorem 1.2 can be rewritten in the following form.
Theorem 3.1. For any harmonic function f on B, f ∈ B if and only if
Proof . Assume that f ∈ B. For any x, y ∈ B, we have
By the Cauchy-Schwarz inequality and the simple inequality
we have
Now, by the triangle inequality |tx + (1 − t)y| t|x| + (1 − t)|y|, we have
This proves the necessity.
Conversely, suppose that f is harmonic and that (3.1) is satisfied. We will show that f ∈ B.
Fix δ ∈ (0, 1). Since f is harmonic, combining the result in [11, p. 504 ] with (2.7) we get
|f (y)| dτ (y).
Fixing x ∈ B and replacing f by f − f (x), we have
Note that for any y ∈ E(x, δ) we have |ϕ x (y)| δ, and thus
It follows from Lemma 2.1 that
Consequently, (3.5) in which the right-hand side can be controlled by the condition in (3.1). This implies f ∈ B and completes the proof of Theorem 3.1.
Theorem 3.2. For any harmonic function f on B, f ∈ B 0 if and only if
Proof . Assume that f ∈ B 0 . Let f t (x) = f (tx), t ∈ (0, 1). By (3.1), we have
By the triangle inequality, we obtain
In the above inequality, t → 0 as |x| → 1 − the first term on the right-hand side converges to 0, and afterwards if t → 1 − , then the second term on the right-hand side also converges to 0, which is similar to the case n = 2 which can be found in [20] . Now suppose that f is harmonic and (3.6) is satisfied. We will show that f ∈ B 0 . We remind the reader that (the invariant gradient) |∇f (x)| is defined as
From (3.3) and (3.4) we have
By the assumption (3.6), for any given > 0 there exists δ ∈ (0, 1) such that
we have |∇f (x)| < C for any |z| > δ, which means that |∇f (x)| → 0 as |z| → 1 − . This completes the proof.
Besov spaces
In this section, we give a higher-dimensional form of the Holland-Walsh characterization for Besov spaces. When p → ∞, it also reveals the weighted Lipschitz characterization of the Bloch space. (
To prove Theorem 4.1, we need the following lemma. For this lemma we remind the reader that for x ∈ B we havẽ
Lemma 4.2.
Let p 1 and let f be harmonic on B. Then
For the proof we remind the reader that the Hardy-Littlewood integral means that
Proof of Lemma 4.2. Fix
If at least one of t and |a| is less than , then |ta| = t|a| < , so
and the left-hand side of (4.2) can be controlled by
Denote the first summand above by I. From the polar coordinates integral formula and Minkowski's inequality we have
Applying Hardy's inequality
which follows from Hölder's inequality and Fubini's theorem, we have
It remains to show that
3)
The starting point to prove this is the following inequality:
which holds for any harmonic function g. Since each partial derivative of a harmonic function remains harmonic, we have
Recall that |∇f (x)| = (1 − |x| 2 )|∇f (x)| and 1 − |w| 1 − |x| for any w ∈ E(x, δ) and a ∈ B, hence we have
Because 1−|w| 1−|x| 1 for any w ∈ E(x, δ) and x ∈ B, applying Hölder's inequality we get In the last step, we used the estimate
for p > 2(n − 1), which follows from (2.5) and Lemma 2.4. Since
we get (4.1). Conversely, suppose that f is harmonic and that it satisfies (4.1), we will show that f ∈ B p . For any fixed δ ∈ (0, 1),
|f (x) − f (y)| dτ (y).
Then, by applying Hölder's inequality and (3.4) we obtain
|x − y| p dτ (y).
Thus, (4.1) implies f ∈ B p . This completes the proof.
