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Abstract
We introduce projective geometric algebra (PGA), a mod-
ern, coordinate-free framework for doing euclidean geom-
etry featuring: uniform representation of points, lines,
and planes; robust, “parallel-safe” join and meet oper-
ations; compact, polymorphic syntax for euclidean for-
mulas and constructions; a single intuitive “sandwich”
form for isometries; native support for automatic differ-
entiation; and tight integration of kinematics and rigid
body mechanics. Inclusion of vector, quaternion, dual
quaternion, and exterior algebras as sub-algebras simpli-
fies the learning curve and transition path for experienced
practitioners. On the practical side, it can be efficiently
implemented, while its rich syntax enhances program-
ming productivity. The basic ideas are introduced in the
2D context; the 3D treatment focus on selected topics.
Advantages to traditional approaches are collected in a
table at the end. The article aims to be a self-contained
introduction for practitioners of euclidean geometry and
includes numerous examples, figures, and tables.
1 Problem statement
What is the best representation for doing euclidean ge-
ometry on computers? This question is a fundamental
one for practitioners in an ever-growing range of ap-
plication areas including computer graphics, computer
vision, 3D games, virtual reality, robotics, CAD, an-
imation, geometric processing, and discrete geometry.
While available programming languages change and de-
velop with reassuring regularity, the underlying geometric
representations tend to be based on vector and linear
algebra and analytic geometry (VLAAG for short), a
framework that has remained virtually unchanged for 100
years. The article introduces projective geometric algebra
as a modern alternative for doing euclidean geometry
( [Gun11a], [Gun11b], [Gun17b], [Gun17a]) and estab-
lishes that it enjoys significant advantages over VLAAG
both conceptually and practically.
2 Feature list for doing euclidean
geometry
The standard approach (VLAAG) has proved itself to
be a robust and resilient toolkit. Countless engineers
and developers use it to do their jobs. Why should
they look elsewhere for their needs? On the other hand,
long-time acquaintance and habit can blind craftsmen to
limitations in their tools, and subtly restrict the solutions
that they look for and find. Many programmers have
had an “aha” moment when learning how to use the
quaternion product to represent rotations without the
use of matrices, a representation in which the axis and
strength of the rotation can be directly read off of the four
quaternion coordinates rather than laboriously extracted
from the 9 entries of the matrix.
In the spirit of such “aha!” moments we propose here a
feature list for doing euclidean geometry on the computer
that represents a significant advance over the features
that VLAAG offers. We believe all developers will benefit
from a framework that:
• is coordinate-free,
• has a uniform representation for points, lines,
and planes,
• can calculate meet and join of these geometric
entities, while handling parallel elements correctly,
• provides compact expressions for all classical eu-
clidean formulas and constructions, including dis-
tances and angles, perpendiculars and parallels, or-
thogonal projections, and other metric operations,
• has a single, geometrically intuitive form for
euclidean motions,
• provides automatics differentiation of functions
of one or several variables,
• provides a compact, efficient model for kinemat-
ics and rigid body mechanics,
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3 WHAT IS GEOMETRIC ALGEBRA? 2
• lends itself to efficient, practical implementa-
tion, and
• is backwards-compatible with existing represen-
tations such as vector, quaternion, dual quaternion,
and exterior algebras.
2.1 Structure of the article
In the rest of the article we will introduce geometric al-
gebra in general and PGA in particular, on the way to
showing that PGA in fact fulfills the above feature list.
Our treatment will be devoted to dimensions n = 2 and
n = 3, the cases of most practical interest, and focuses
on examples; readers interested in theoretical founda-
tions are referred to the bibliography. Sect. 3 introduces
geometric algebra and the associated geometric product
briefly before presenting three worked-out examples of
PGA in action. Sect. 4 presents the historical background
necessary to understand PGA. Sect. 5 then turns to PGA
for the euclidean plane, written P(R∗2,0,1) where it intro-
duces many of the fundamental features of PGA in this
simplified setting: products of pairs of elements, formula
factories from associativity, representation of isometries
using sandwiches, and automatic differentiation. Sect. 6
introduces PGA for euclidean 3-space; space restrictions
limit this to a sketch of the role of bivectors, culminating
in the Euler equations for rigid body motion expressed
in the geometric algebra. The rest of the article dis-
cusses implementation issues and compares the results
with alternative approaches, notably VLAAG.
What euclidean is and isn’t. First, we clarify what
we mean by “euclidean” since experience has shown this
can be a stumbling block to approaching PGA. When
we say doing euclidean geometry we are referring to the
geometry of euclidean space En, not the euclidean vector
space Rn. The elements of En are points, those of Rn
are vectors; the motions of En include translations and
rotations, those of Rn are rotations preserving the origin
O. En is intrinsically more complex than Rn: it is a
differentiable metric space whose tangent space at each
point is Rn. We will see that euclidean PGA includes
both En and Rn in an organic whole.
3 What is geometric algebra?
PGA and VLAAG share common roots in classical 19th
century mathematics which we describe in more detail in
Sec. 4. The main idea behind geometric algebra is that
geometric primitives behave like numbers – they
can be added and multiplied, have inverses and appear
in algebraic equations and functions. The resulting in-
terplay of algebraic and geometric aspects produces a
synergy that has begun to attract the attention of applied
mathematicians, see for example the textbook [DFM07].
PGA is a relative newcomer to the applied geometric
algebra scene: the idea appeared in the modern literature
first in [Sel00] and was given its name in [Gun17b].
Fortunately, many features of PGA are already familiar
to practitioners. It is based on homogeneous coordinates,
widely used in computer graphics, and it contains within
it classical vector algebra, as well as the quaternion and
dual quaternion algebras, increasingly popular tools for
modeling kinematics and mechanics. The exterior al-
gebra, a powerful structure that models the subspaces
of Rn (or projective space RPn), is also contained as a
sub-algebra. PGA in fact can be compared to a whole
organism in which each of these sub-algebras first finds
its true place in the scheme of things. For readers famil-
iar with the use of conformal geometric algebra (CGA),
a detailed comparison of PGA and CGA for doing eu-
clidean geometry may be found in [Gun17b] where the
two algebras are assigned complementary positions in
the GA eco-system. The focus of our comparison here is
with VLAAG restricted to flat primitives (e. g., points,
lines, and planes). Before turning to the formal details
we present three examples of PGA at work, solving tasks
in 3D euclidean geometry, to give a flavor of actual usage.
Readers who prefer a more systematic introduction are
encouraged to skip over to Sect. 4.1.
3.1 Example 1: Working with lines and
points in 3D
Task: Given a point P and a non-incident line
Π in E3, find the unique line Σ passing through
P which meets Π orthogonally.
P
Π
P
Π
Π.P
P
Π
Π.P
(Π.P)ΛΠ
P
Π
Π.P ((Π.P)ΛΠ)VP
(Π.P)ΛΠ
Figure 1: Geometric construction in PGA.
In PGA, geometric primitives such as points, lines, and
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planes, are represented by vectors of different grades, just
as in an exterior algebra. A plane is a 1-vector, a line is a
2-vector, and a point is a 3-vector. (A scalar is a 0-vector;
we’ll meet 4-vectors in Sect. 3.3). Hence the algebra
is called a graded algebra. The geometric relationships
between primitives is expressed via the geometric product,
an associative bilinear product defined on these k-vectors.
The geometric product PΠ, for example, of a point
P (a 3-vector) and a line Π (a 2-vector) consists two
pieces: the plane perpendicular to Π passing through P
(a 1-vector, written as Π ·P), and the normal direction
to the plane spanned by P and Π (a 3-vector, written
P×Π). The sought-for line Σ can then be constructed
as shown in Fig. 1:
1. Π ·P is the plane through P perpendicular to Π,
2. (Π ·P) ∧Π) is the meet (∧) of Π ·P with Π,
3. Σ := ((Π ·P) ∧Π) ∨P is the join (∨) of this point
with P.
The meet (∧) and joint (∨) operators are part of the
geometric algebra and are discussed in more detail below
in Sect. 4.1.
Figure 2: Creating a 3D kaleidoscope in PGA using
sandwich operators.
3.2 Example 2: A 3D Kaleidoscope
Task: A k-kaleidoscope is a pair of mirror
planes a and b in E3 that meet at an angle
pi
k . Given some geometry G generate the view
of G seen in the kaleidoscope.
In PGA, the reflection in a plane a (a 1-vector) is rep-
resented using the geometric product by the “sandwich”
operator aGa (where G may be any k-vector). See Fig. 2.
The left-most image shows the given situation, where G
is a red tube (modeled by any combination of 1-, 2-, and
3-vectors) stretching between the two planes. The middle
image shows the result of applying the sandwich bGb
to the geometry (behind plane a one can also see aGa,
unlabeled). Note that we can and do normalize the plane
a to satisfy a2 = 1 (where a2 is the geometric product
of a with itself), which is consistent with the fact that
repeating a reflection yields the identity. The right im-
age shows the result of applying all possible alternating
products of these two reflections to G (e. g., baGab,
etc.). Since the mirrors meet at the angle pi6 , this process
closes up in a ring consisting of 12 copies of G. (To be
precise, (ab)6 = (ba)6 = 1).
3.3 Example 3: A continuous 3D screw
motion
Task: Represent a continuous screw motion in
3D.
Recall that the general orientation-preserving isometry
of E3 is a screw motion, which rotates around a unique
fixed line (the axis) while translating parallel to it. The
ratio of the translation distance to the angle of rotation
(in radians) is called the pitch of the screw motion. A
rotation has pitch 0, and translation has pitch “∞”.
We first show how to represent a rotation in PGA. A
line in E3, passing through the point P with direction
vector V, is given by the join operation Ω = P ∨ V
(yellow line in Fig. 3). To obtain the rotation around Ω of
angle α define the rotor etΩ. The exponential function is
evaluated using the geometric product in the formal power
series of e(x); it behaves like the imaginary exponential
eti since we can and do normalize Ω to satisfy Ω2 = −1.
Then the continuous rotation around Ω applied to G is
given by the sandwich operator etΩGe−tΩ. At t = 0 it
is the identity; and at t = α2 it represents the rotation
of angle α around Ω. See the left image above, which
shows the result for a sequence of t-values between 0 and
pi. Readers familiar with the quaternion representation
of rotations should recognize these formulas.
To obtain instead a translation, we apply the polarity
operator of PGA to Ω to produce Ω⊥, the orthogonal
complement of Ω. Ω⊥ is an ideal line, or so-called “line
at infinity”, in this case consisting of the directions of all
lines which meet Ω at right angles. It is obtained from Ω
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Figure 3: Continuous rotation, translation, and screw
motion in PGA by exponentiating a bivector.
by multiplying by a special 4-vector, the unit pseudoscalar
I: Ω⊥ := ΩI. A continuous translation parallel to Ω is
then given by a sandwich with the translator etΩ
⊥
. See
the middle image above.
Let the pitch of the screw motion be p ∈ R. Then the
desired screw motion is given by a sandwich operator
with the motor et(Ω+pΩ
⊥). Note that the exponent is
a linear combination of the (commuting) rotational and
translational exponents, weighted by p. See image on the
right above.
We hope these examples have whetted your appetite
to explore further. We now turn to a quick exposition
of the history of PGA, introducing the essential ideas
needed to master the subject.
4 Roots of PGA
Both the standard approach to doing euclidean geome-
try and the geometric algebra approach described here
can be traced back to 16th century France. The analytic
geometry of Rene´ Descartes (1596-1650) leads to the stan-
dard toolkit used today. His contemporary and friend
Girard Desargues (1591-1661), an architect, confronted
with the riddles of the newly-discovered perspective paint-
ing, invented projective geometry, containing additional,
so-called ideal, points where parallel lines meet. Projec-
tive geometry is characterized by a deep symmetry called
duality, that asserts that every statement in projective
geometry has a dual partner statement, in which, for
example, the roles of point and plane, and of join and
intersect, are exchanged. More importantly, the truth
content of a statement is preserved under duality. We
will see below that duality plays an important role in
PGA.
Mathematicians in the 19th century (Cayley and
Klein) showed how, using an algebraic structure called a
quadratic form, the euclidean metric could be built back
into projective space. It is this Cayley-Klein model of
euclidean geometry that forms the backbone of PGA. We
focus to start with on the euclidean plane, where we can
get to know all the interesting behavior before moving on
to n = 3, where the real interest lies, but also much more
complex behavior. We next turn to how to represent the
subspaces of projective space in an algebraic structure.
4.1 Exterior algebra of subspaces of RP n
The backbone of every geometric algebra is an exterior
algebra. Exterior algebras were, like so many other re-
sults in this field, discovered by Hermann Grassmann
( [Gra44]) and are sometimes called Grassmann algebras.
An exterior algebra (as used here) mirrors the subspace
structure of projective space RPn. One can build up
the subspaces of projective n-space by joining points; or
by intersecting hyperplanes. Duality ensures that these
two approaches are completely equivalent and neither a
priori is to be preferred. Each construction produces a
separate exterior algebra.
In a standard exterior algebra G, the elements of grade
k for k = 1, 2, ...n, represent the subspaces of dimension
k − 1. For example, for n = 2, the 1-vectors are points,
and the 2-vectors are lines. The graded algebra also has
elements of grade 0, the scalars (the real numbers R); and
elements of grade (n+1) (the highest non-zero grade), the
pseudoscalars. All elements of the exterior algebra have
projective coordinates; so each has a non-zero weight
Figure 4: Important figures in the development of PGA (l.
to r.): Hermann Grassmann (1809-1877), Arthur Cayley
(1821-1895), Felix Klein (1849-1925), William Clifford
(1845-1879).
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which can be freely chosen and, as we will see, often
expresses important geometric information. The space
of k-vectors is a vector space written
∧k
.
Figure 5: Left: The plane e0 ∧ e1 ∧ e2 (green) created
by joining 3 points in G, the standard exterior algebra
(written with raised indices). Right: The meeting point
e0∧e1∧e2 (green) of three planes in G*, the dual exterior
algebra (written with lowered indices).
There is an anti-symmetric associative bilinear prod-
uct, the outer, or wedge, product, in an exterior algebra.
It represents, in the standard exterior algebra, the sub-
space obtained by joining the two arguments. The outer
product of a linearly independent k- and m-vector is the
(k + m − 1)-dimensional subspace that they span, oth-
erwise it is 0. In the dual exterior algebra G*, on the
other hand, elements of grade k represent the subspaces
of dimension n − k, and the outer product is the meet
operator. Consult Fig. 5, which shows how the wedge
product of three points in G is a plane, while the wedge
product of three planes in G* is a point. Using the fact
that every geometric entity occurs once in each exterior
algebra, it’s possible to “import” the outer product from
one algebra into the the other using a grade-reversing
isomorphism called the Poincare´ duality map, so join and
meet are available within a single algebra, see [Gun11a],
§2.3.1.
In the following we focus on G*, since as we’ll see below
in Sect. 4.3, euclidean PGA is built using G*, not G. We
write the outer product of G*, the meet operator, as ∧,
and the join operator, imported from G, as ∨. That’s easy
to remember due to their similarity to the set operations
∩ and ∪. Important to note: Working in projective space
guarantees that the meet of parallel lines and planes,
as well as the join of euclidean and ideal elements, are
handled seamlessly, without “special casing” – one of the
features on our initial wish-list. Details lie outside the
scope of this treatment.
4.2 Adding an inner product
The exterior algebra with its outer product(s) is a pow-
erful tool for calculating parallel-safe incidence relation-
ships. But to calculate euclidean angles and distances,
one needs additionally to introduce an inner product. An
inner product of dimension n is a symmetric bilinear
product on the space of 1-vectors, characterized by three
non-negative integers (p,m, z), called its signature, with
p + m + z = n, such that there is a basis in which the
squares of the n basis elements consist of p +1’s, m -1’s,
and z 0’s. The familiar positive definite inner product of
the euclidean vector space Rn has the signature (n, 0, 0).
We’ll discover the proper signature for euclidean space
below in Sect. 4.3.
Geometric product. We combine the outer product
(∧) with an inner product (·) to obtain a geometric
product on the 1-vectors of an exterior algebra. For
two one-vectors a and b the geometric product takes the
simple form:
ab := a · b + a ∧ b
where the two terms on the right-hand side are a scalar
and 2-vector, resp. This geometric product on 1-vectors
can be naturally extended to all k-vectors to produce an
associative product defined on the whole exterior algebra
(see [Lan71]). The algebra equipped with this geometric
product is called a geometric algebra. This is the name
Clifford gave it when he introduced it in [Cli78]. We use
this term as a synonym for Clifford algebra. Because we
work in projective space we call it a projective geometric
algebra or PGA for short. It uses (n+1)-dimensional coor-
dinates to model euclidean geometry. This distinguishes
it from VGA (vector geometric algebra), that is build on
n-dimensional vector space coordinates; and CGA (con-
formal geometric algebra) which uses (n+ 2)-dimensional
coordinates to model n-dimensional euclidean space (in-
troduced in [HLR01], see also [DFM07]). There are also
non-euclidean versions of PGA for hyperbolic and elliptic
space; interested readers can consult [Gun11a].
GA Terminology. In general, the product of a k-vector
and an m-vector is, just like the product of two 1-vectors
shown above, a sum of components of different grades,
each expressing a different geometric aspect of the prod-
uct. Such a general element is called a multi-vector. A
multi-vector M can be written then as a sum of different
grades: M =
∑n
i=0〈M〉i. We can also write the above ge-
ometric product as: ab := 〈ab〉0 + 〈ab〉2. We define the
lowest-grade part of the geometric product of a k-vector
and an m-vector to be the inner product and written
a ·b (even when it’s not a scalar); the (k+m)-grade part
coincides with ∧. In what follows, we introduce notation
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for other grade parts of the geometric product as the
situation requires. A k-vector which can be written as
the product of 1-vectors is called a simple k-vector. We
sometimes call 2-vectors bivectors, and 3-vectors, trivec-
tors.
4.3 An inner product for euclidean ge-
ometry
We now turn to determining the correct inner product
for doing euclidean geometry. This inner product, for
example, reveals itself when calculating the angle between
two lines in the plane. Let
a0x+ b0y + c0 = 0, a1x+ b1y + c1 = 0
be two oriented lines which intersect at an angle α. We
can assume without loss of generality that the coefficients
satisfy a2i + b
2
i = 1. Then it is not difficult to show that
a0a1 + b0b1 = cosα.
Figure 6: Angles of euclidean lines.
The third coordinate of the lines makes no difference in
the angle calculation. Indeed, translating a line changes
only its third coordinate, leaving the angle between the
lines unchanged. Refer to Fig. 6 which shows an example
involving a general line and a pair of horizontal lines.
Hence the proper signature for measuring angles in E2
is (2, 0, 1). A similar argument applies in dimension n,
yielding the signature (n, 0, 1) for En. Such a signature,
or metric, is called degenerate since z 6= 0. The resulting
geometric algebra is written P(R∗n,0,1). The ∗ in the
name says that the algebra is built on G*, the dual
exterior algebra, since the inner product is defined on
hyperplanes (lines in the case n = 2) instead of points.
P(Rn,0,1) models a qualitatively different metric space
called dual euclidean space.
PGA’s development reflects the fact that much of
the existing literature on geometric algebras deals only
with non-degenerate metrics, and several misconceptions
regarding degenerate metrics have become widespread.
(See [Gun17b] for a thorough analysis and refutation
of these misconceptions.) After long experience we are
convinced that the degenerate metric, far from being a li-
ability, is the secret of PGA’s success – only a degenerate
metric can model the metric relationships of euclidean
geometry (see [Gun17b], §5.3).
5 The euclidean plane P(R∗2,0,1)
We give now a brief introduction to PGA via euclidean
plane geometry. Readers eager to know more are referred
to [Gun17a]. The approach presented here can be carried
out in a coordinate-free way ( [Gun17a], Appendix). But
for an introduction it’s easier and also helpful to refer
occasionally to coordinates. The coordinates we’ll use are
sometimes called affine coordinates for euclidean space.
We add an extra coordinate to standard n-dimensional
coordinates, either a 1 (for euclidean points) or a 0 (for
ideal points).
e0
e2e1
••
•• ••
E1E2
E0
Figure 7: Fundamental triangle of coordinate system.
A perspective figure of the basis elements is shown in
Fig. 7. The basis 1-vector e0 represents the ideal line
(sometimes called the “line at infinity” and written ω).
e1 and e2 represent the coordinate lines x = 0 and y = 0,
resp. Note that for a 1-vector a, a2 = a ·a since a∧a = 0
by anti-symmetry of ∧. We choose then basis vectors to
satisfy e20 = 0 and e
2
1 = e
2
2 = 1. A basis for the 2-vectors
is given by the intersection points of these orthogonal
basis lines:
E0 := e1e2, E1 := e2e0, E2 := e0e1
whereby E0 is the origin, E1 and E2 are the x- and y−
directions (ideal points), resp. They satisfy E20 = −1
while E21 = E
2
2 = 0. Finally, the unit pseudoscalar
I := e0e1e2 represents the whole plane and satisfies
I2 = 0. The full 8x8 multiplication table of these basis
elements can be found in Table 1.
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5.1 Normalizing k-vectors
Just as with euclidean vectors in Rn, it’s possible and
often preferable to normalize simple k-vectors. For n = 2,
for example, we can normalize a euclidean line a so that
a2 = 1; a euclidean point P = (x, y, 1) is normalized and
satisfies P2 = −1. This gives rise to a standard norm on
euclidean k-vectors X that we write ‖X‖.
The ideal norm. Such a normalization is not possible
for ideal elements, since these satisfy X2 = 0. For ideal
elements we define a second norm ‖‖∞, the ideal norm.
In terms of the coordinates introduced above, for an ideal
point (x, y, 0), ‖(x, y, 0)‖∞ =
√
x2 + y2. This agrees
with the standard Euclidean vector space norm restricted
to the subspace satisfying z = 0. (Note: A coordinate-
free definition of the ideal norm of an ideal point V is
given by ‖V‖∞ := ‖V∨P‖ for any normalized euclidean
point P.) In fact, an ideal point is essentially a free vector,
a fact already recognized by Clifford [Cli73]. We will see
that these two norms harmonize remarkably with each
other, producing polymorphic formulas – formulas that
produce correct results for any combination of euclidean
and ideal arguments. We meet such an example in the
product of two euclidean lines in the following section.
In the discussions below, we assume that all the argu-
ments have been normalized with the appropriate norm
since, just as in Rn, it simplifies some discussions.
5.2 Examples: Products of pairs of ele-
ments in 2D
We get to know the geometric product better by con-
sidering basic products. A full discussion can be found
in [Gun17a]. Consult Fig. 8.
• Multiplication by the pseudoscalar. Multipli-
cation by the pseudoscalar I maps a k-vector onto
its orthogonal complement with respect to the eu-
1 e0 e1 e2 E0 E1 E2 I
1 1 e0 e1 e2 E0 E1 E2 I
e0 e0 0 E2 −E1 I 0 0 0
e1 e1 −E2 1 E0 e2 I −e0 E1
e2 e2 E1 −E0 1 −e1 e0 I E2
E0 E0 I −e2 e1 −1 −E2 E1 −e0
E1 E1 0 I −e0 E2 0 0 0
E2 E2 0 e0 I −E1 0 0 0
I I 0 E1 E2 −e0 0 0 0
Table 1: Multiplication table for the geometric product
in P(R∗2,0,1)
b
bI
Q
P
P v Q 
P x Q
P a.a   P v
||P x Q|| 
a   b v a
( )
cos  (a b) .-1
∞
P a. a
Figure 8: Selected geometric products of pairs of simple
vectors.
clidean metric. For a euclidean line a, a⊥ := aI is an
ideal point perpendicular to the direction of a. For
a euclidean point P, P⊥ := PI is the ideal line e0.
And I2 = 0 is characteristic of degenerate metrics.
• Product of two euclidean lines.
a · b = 〈ab〉0 = cosα, where α is the angle between
the two lines (±1 when they coincide or are parallel),
while a ∧ b = 〈ab〉2 is their intersection point. If
we call the normalized intersection point P (using
the appropriate norm), then 〈ab〉2 = (sinα)P when
the lines intersect and 〈ab〉2 = dabP when the lines
are parallel and are separated by a distance dab.
Here we see the remarkable functional polymorphism
mentioned earlier, due to the coordination of the two
norms.
• Product of two euclidean points.
PQ = 〈PQ〉0 + 〈PQ〉2 = −1 + dPQV
The inner product (grade-0 part) of any two nor-
malized euclidean points is -1, while the grade-2
part is the direction perpendicular to the joining line
P ∨Q. We sometimes write 〈PQ〉2 as P×Q. Call
V the normalized form of P×Q, then the formula
shows that the distance dPQ between the two points
satisfies dPQ = ‖P ×Q‖∞. We see that the inner
product of two points cannot be used to obtain their
distance but the grade-2 part can.
• Product of euclidean point and euclidean
line.
This yields a line and a pseudoscalar, both of which
contain important geometric information:
aP = 〈aP〉1 + 〈aP〉3 = a ·P + a ∧P
= a⊥P + daP I
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Here a⊥P := a · P is the line passing through P
perpendicular to a, while the pseudoscalar part has
weight daP , the euclidean distance between the point
and the line. Note that this inner product is anti-
symmetric: P · a = −a ·P.
Remark. You might be wondering, why is a ·P a line
through P perpendicular to a? This is a good opportunity
to practice thinking in duality. Consider P as the set of
all lines passing through P (called the line pencil in P),
just as we consider (dually) a line to consist of all the
points lying on it. Indeed, in the dual exterior algebra
where we are operating, P – as a 2-vector – is composed
of 1-vectors (lines) just in this way. Taking the inner
product of P with the line a removes a from the pencil
in P. (That’s why the inner product is sometimes called
a contraction since it reduces the dimension.) The effect
is to remove the line through P parallel to a. When
this line is completely removed from P it leaves the line
perpendicular to a.
In the above results, you can also allow one or both
of the arguments to be ideal; one obtains in all cases
meaningful, “polymorphic” results that in the interests of
space we omit. Interested readers can consult [Gun17a].
We collect a sample of these formulas in Table 2. Note
that the formulas assume normalized arguments.
After this brief excursion into the world 2-way prod-
ucts, we turn our attention to 3-way products with a
repeated factor. First, we look at products of the form
XXY (where X and Y are either 1- or 2-vectors). Apply-
ing the associativity of the geometric product produces
“formula factories”, yielding a wide variety of important
geometric identities. Secondly, products of the form aba
for 1-vectors a and b are used to develop an elegant
representation of euclidean motions in PGA based on
so-called sandwich operators.
5.3 Formula factories through associativ-
ity
First recall that for a normalized euclidean point or line,
X2 = ±1. Use this and associativity to write
Y = ±(XX)Y = ±X(XY)
where Y is also a normalized euclidean 1- or 2-vector. The
right-hand side yields an orthogonal decomposition of Y in
terms of X. Associativity of the geometric product shows
itself here to be a powerful tool. These decompositions
are not only useful in their own right, they provide the
basis for a family of other constructions, for example,
“the point on a given line closest to a given point”, or “the
line through a given point parallel to a given line” (see
also Table 2).
m
P••
m
•P
-(m•P)P
d    ωmP
d    mP
••
m
P
P-
P 
P  := 
(P•m
)m
m
P•m
m
••
n
m
P
(cos(α))n
α
(-s
in
(α
))
n P
••
Figure 9: Orthogonal projections (ul. to lr.): line m onto
point P, point P onto line m, and line m onto line n.
Note that the grade of the two vectors can differ. We
work out below three orthogonal projections. As in the
above discussions, we assume the points and lines on the
right-hand side of the results represent normalized points
and lines, so their coefficients carry unambiguous metric
information.
Project line onto line. Multiply
mn = m · n + m ∧ n
with n on the right and use n2 = 1 to obtain
m = (m · n)n + (m ∧ n)n
= (cosα)n + (sinα)Pn
= (cosα)n− (sinα)n⊥P
Thus one obtains a decomposition of m as the linear
combination of n and the perpendicular line n⊥P through
P. See Fig. 9, bottom.
Project line onto point. Multiply
mP = m ·P + m ∧P
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with P on the right and use P2 = −1 to obtain
m = −(m ·P)P− (m ∧P)P
= −m⊥PP− (dmPI)P
= m
||
P − dmPω
In the third equation, m
||
P is the line through P parallel
to m, with the same orientation. Thus one obtains a de-
composition of m as the sum of a line through P parallel
to m and a multiple of the ideal line. Note that just as
adding an ideal point (“vector”) to a point translates the
point, adding an ideal line to a line translates the line.
See Fig. 9, upper left.
Project point onto line. Finally one can project a
point P onto a line m. One obtains thereby a decom-
position of P as Pm, the point on m closest to P, plus
a vector perpendicular to m. See Fig. 9, upper right.
Details are in [Gun17a].
5.4 Representing isometries as sand-
wiches
a
X
aXa
b
baXab
cos  (a b) .-1
a   b v
Figure 10: The reflection in the line a is implemented by
the sandwich aXa; the product of the reflection in line a
followed by reflection in (non-parallel) line b is a rotation
around their common point a ∧ b through 2 cos−1(a · b).
Three-way products of the form aba for euclidean 1-
vectors a and b turn out to represent the reflection of
the line b in the line a, and form the basis for an elegant
realization of euclidean motions as sandwich operators.
We sketch this here.
Let a and b be normalized 1-vectors representing dif-
ferent lines. Then
aba = (ab)a = (b · a− b ∧ a)a
= cos(α)a− sin(α)Pa
= cos(α)a + sin(α)a⊥P
Compare that with the orthogonal decomposition for
b obtained above: b = cos(α)a − sin(α)a⊥P. Using the
fact that a⊥P is a line perpendicular to a leads to the
conclusion that aba must be the reflection of b in a,
since the reflection in a is the unique linear map fixing
a and mapping a⊥P to −a⊥P. We call this the sandwich
operator corresponding to a since a appears on both
sides of the expression. It’s not hard to show that for
a euclidean point P, aPa is the reflection of P in the
line a . Similar results apply in higher dimensions: the
same sandwich form for a reflection works regardless of
the grade of the “meat” of the sandwich.
Rotations and translations. It is well-known that all
isometries of euclidean space are generated by reflections.
The sandwich b(aXa)b represents first reflecting in line
a, then reflecting in line b. When the lines meet at angle
α
2 , this is well-known to be a rotation around the point
P through of angle α. Writing R := ab, the rotation
can be expressed as RXR˜. (Here, R˜ is the reversal of
R, obtained by writing all products in the reverse order).
See Fig. 10. When a and b are parallel, R generates
the translation in the direction perpendicular to the two
lines, of twice the distance between them. When R is
normalized so that RR˜ = 1, it’s called a rotor.
Exponential form for rotors. Rotors can be gener-
ated directly from the normalized center point P and
angle of rotation α using the exponential form R = e
α
2 P.
This is another standard technique in geometric alge-
bra: The exponential behaves like the exponential of
a complex number since a normalized euclidean point
satisfies P2 = −1. When P is ideal (P2 = 0), the same
process yields a translation through distance d perpen-
dicular to the direction of P, by means of the formula
T = e
d
2P = 1 + d2P.
Table 2 contains an overview of formulas available
in P(R∗2,0,1), most of which have been introduced in
the above discussions. We are not aware of any other
frameworks offering comparably concise and polymorphic
formulas for plane geometry.
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Operation PGA
Intersection point of two lines a ∧ b
Angle of two intersecting lines cos−1(a · b)
sin−1(‖a ∧ b‖)
Distance of two || lines ‖a ∧ b‖∞
Joining line of two points P ∨Q
⊥ direction to join of two points P×Q
Distance between two points ‖P ∨Q‖, ‖P×Q‖∞
Oriented distance point to line ‖a ∧P‖
Angle of ideal point to line sin−1 (‖a ∧P‖∞)
Line through point ⊥ to line P · a
Nearest point on line to point (P · a)a
Line through point || to line (P · a)P
Area of triangle ABC 12‖A ∨B ∨C‖
Reflection in line (X = point or line) aXa
Rotation around point of angle 2α RXR˜ (R := eαP)
Translation by 2d in direction V⊥ TXT˜ (T := 1 + dV)
Table 2: A sample of geometric constructions and formu-
las in the euclidean plane using PGA (assuming normal-
ized arguments, all arguments euclidean unless otherwise
stated).
5.5 Automatic differentiation
[HS87] introduces the term “geometric calculus” for the
application of calculus to geometric algebras, and shows
that it offers an attractive unifying framework in which
many diverse results of calculus and differential geometry
can be integrated. While a treatment of geometric cal-
culus lies outside the scope of this article (see [DFM07],
Ch. 8, for a practical introduction), we want to present
a related result to give a flavor of what is possible in this
direction.
Notice that the elements {1, I} generate a 2-
dimensional sub-algebra of P(R∗n,0,1) consisting of scalars
and pseudoscalars. This algebra is known as the dual
numbers and can be abstractly characterized by the fact
that 12 = 1 while I2 = 0. Already Eduard Study, the
inventor of dual numbers, realized that they can be used
to do automatic differentiation ( [Stu03], Part II, §23).
A modern reference describes how [Wik]:
Forward mode automatic differentiation is ac-
complished by augmenting the algebra of real
numbers and obtaining a new arithmetic. An
additional component is added to every number
which will represent the derivative of a function
at the number, and all arithmetic operators are
extended for the augmented algebra. The aug-
mented algebra is the algebra of dual numbers.
This extension can be obtained by beginning with the
monomials. Given pk(x) = x
k, define
pk(x+ yI) := (x+ yI)
k = xk + nxn−1yI
All higher terms disappear since I2 = 0. Setting y = 1
we obtain
pk(x+ I) = pk(x) + p˙k(x)I
That is, the scalar part is the original polynomial and the
pseudoscalar, or dual, part is its derivative. In general if
u is a function u(x) with derivative u˙, then
pk(u+ u˙I) = pk(u) + p˙k(u)I
Thus, the coefficient of I tracks the derivative of pk.
Extend these definitions to polynomials by additivity
in the obvious way. Since the polynomials are dense in
the analytic functions, the same “dualization” can be
extended to them and one obtains in this way robust,
exact automatic differentiation. One can also handle
multivariable functions of n variables, using the (n) ideal
n−vectors Ei for i > 0 (representing the ideal directions
of euclidean n-space) as the nilpotent elements instead
of I. For a live JavaScript demo see [dK17a].
6 PGA for euclidean space:
P(R∗3,0,1)
If you have followed the treatment of plane geometry
using PGA, then you are well-prepared to tackle the
3D version P(R∗3,0,1). Naturally in 3D one has points,
lines, and planes, with the planes taking over the role
of lines in 2D (as dual to points); the lines represent a
new, middle element not present in 2D. A look at the
table of formulas for 3D (Table 3) confirms that many
of the 2D formulas reappear, with planes substituting
for lines. If you re-read Examples 3.2 and 3.3 now you
should understand much better how 3D isometries are
represented in PGA, based on what you’ve learned about
2D sandwiches.
In the interests of space, we leave it to the reader to
confirm the similarities of the 3D case to the 2D case
and instead focus for the remainder of this article on one
important difference: bivectors of P(R∗3,0,1), which, as
we mentioned above, have no direct analogy in P(R∗2,0,1).
6.1 Lines and 2-vectors in 3D
In P(R∗2,0,1), all k-vectors are simple, that is, they can
be written as the product of k 1-vectors. This is no
longer the case in P(R∗3,0,1). If Σ1 and Σ2 are bivectors
representing skew lines then the sum Π := Σ1 + Σ2
is non-simple. (For a proof, see [Gun11b] or [Gun11a],
Ch. 8.) Non-simple bivectors make the 3D case much
complex and interesting than the 2D case. Due to space
limitations we can only give a flavor of this behavior in
what follows.
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Operation formula
Intersection line of two planes a ∧ b
Angle of two intersecting planes cos−1(a · b)
sin−1(‖a ∧ b‖)
Distance of two || planes ‖a ∧ b‖∞
Joining line of two points P ∨Q
Intersection point of three planes a ∧ b ∧ c
Joining plane of three points P ∨Q ∨R
Distance from point to plane ‖a ∧P‖
Angle of ideal point to plane sin−1 (‖a ∧P‖∞)
⊥ line to join of two points P×Q
Distance of two points ‖P ∨Q‖, ‖P×Q‖∞
Line through point ⊥ to plane P · a
Closest point on plane to point (P · a)a
Plane through point || to plane (P · a)P
Plane through line ⊥ to plane Ω · a
Intersection of line and plane Ω ∧ a
Joining plane of point and line P ∨Ω
Plane through point ⊥ to line P ·Ω
Closest point on line to point (P ·Ω)Ω
Line through point || to line (P ·Ω)P
Line through point ⊥ to line ((P ·Ω)Ω) ∨P
Volume of tetrahedron ABCD 16‖A ∨B ∨C ∨D‖
Refl. in plane (X = pt, ln, or pl) aXa
Rotation with axis Ω by angle 2α RXR˜ (R := eαΩ)
Translation by 2d in direction V TXT˜ (T := (E0 ∨V)I)
Screw with axis Ω and pitch p SXS˜ (S := et(1+pI)Ω)
Table 3: A sample of geometric constructions and formu-
las in 3D using PGA (assuming normalized arguments).
The space of bivectors is spanned by the 6 basis ele-
ments eij := eiej . The eij can be thought of as the lines
of intersection of the 4 basis planes. The three elements
e0i are ideal lines while (e23, e31, e12) are lines through
the origin in the (x, y, z)-directions, resp. The bivectors
form a 5-dimensional projective space B := RP 5. The
condition that a bivector is simple (represents a line) can
be translated into a quadratic constraint on the coordi-
nates of the bivector a result due to Plu¨cker (1801-1868).
This defines the Plu¨cker quadric L, a 4D surface sitting
inside B, associated to the well-known Plu¨cker coordi-
nates for lines. Points not on the quadric are non-simple
bivectors, also known as linear line complexes. Consult
Figure 11.
6.2 Product of two euclidean lines
Due to space limitations we can only give a small taste of
3D line geometry, by calculating the geometric product
of two lines. Let the two lines be Ω and Σ. Assume
they are euclidean, skew, and normalized, i.e., Ω∧Σ 6= 0
and Ω2 = Σ2 = −1. Two euclidean lines determine in
general a unique third euclidean line that is perpendicular
to both, call it Π. Consult Fig. 11, right. ΩΣ consists
Σ1
Σ2
Σ = Σ1 Σ2+
= RP5 d
α
Π
Ω
Σ
Π
Figure 11: Left:The space of lines sits inside the space
of 2-vectors as a quadric surface L. Right : Product of
two skew lines Ω and Σ involving the common normals
Π (euclidean) and Π⊥ (ideal).
of 3 parts, of grades 0, 2, and 4:
ΩΣ = 〈ΩΣ〉0 + 〈ΩΣ〉2 + 〈ΩΣ〉4
= Ω ·Σ + Ω×Σ + Ω ∧Σ
= cosα+ (sinαΠ + d cosαΠ⊥) + d sinαI
Here α is the angle between Ω and Σ, viewed along
the common normal Π; d is the distance between the
two lines measured along Π. d sinα is the volume of a
tetrahedron determined by unit length segments on Ω
and Σ. Finally, Ω×Σ is a weighted sum of Π and Π⊥.
The appearance of Π⊥ is not so surprising, as it is also
a “common normal” to Ω and Σ, but as an ideal line, is
easily overlooked.
Does ΩΣ have a geometric meaning? Consider sand-
wich operators with bivectors, that is, products of the
form ΩXΩ˜ for simple Ω. Such a product is called a turn
since it implements a half-turn around the axis Ω. And,
in turn, the turns generate the full group E+(3) of direct
euclidean isometries ( [Stu91]. A little reflection shows
that the composition of the two turns ΩΣ will be a screw
motion that rotates around the common normal Π by 2α
while translating by 2d in the same direction (the latter
is a “rotation” around Π⊥). This is analogous to the
product of two reflections meeting at angle α discussed
above in Sect. 5.4.
6.3 Remarks on Kinematics and Me-
chanics
Hopefully the preceding remarks make clear the central
role that bivectors play in 3D PGA. Essentially they
form the Lie algebra of E+(3), the oriented Lie group of
euclidean space E3. Exponentiating them produces the
Spin group in the even subalgebra P(R∗+3,0,1) consisting
of the normalized elements (GG˜ = 1). These elements
are sometimes called rotors, and form a 2:1 covering of
E+(3). This even sub-algebra in turn is isomorphic to
the dual quaternions.
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When one applies this framework to calculating the
motion of the free top one obtains the following Euler
equations of motion:
g˙ = gΩc (1)
Ω˙c = 2A
−1(A(Ωc)×Ωc) (2)
Here g(t) is a path in the Lie group representing the
motion of the body. A is the inertia tensor of the body.
Ωc (resp., A(Ωc)) is the velocity of the body (resp.,
momentum of the body) in body coordinates; both are
represented by bivectors in P(R∗3,0,1). See [Gun11b] or
[Gun11a], Ch. 9, for details. For a very compact PGA
implementation see [dK17a].
These equations behave particularly well numerically:
the solution space has 12 dimensions (the isometry group
is 6D and the momentum space (bivectors) also) while
the integration space has 14 dimensions (P(R∗+3,0,1) has
dimension 8 and the space of bivectors has 6). Normaliz-
ing the computed rotor g brings one directly back to the
solution space. In traditional matrix approaches as well
as the CGA approach ( [LLD11]), the co-dimension of
the solution space within the integration space is much
higher and leads typically to the use Lagrange multipliers
or similar methods to maintain accuracy. This advantage
over VLAAG and CGA is typical of the PGA approach
for many related computing challenges.
7 Implementation
Our description would be incomplete without discussion
of the practical issues of implementation. This has been
the focus of much work and there exists a well-developed
theory and practice for general geometric algebra imple-
mentations to maintain performance parity with tradi-
tional approaches. See [Hil13]. PGA presents no special
challenges in this regard; in fact, it demonstrates clear
advantages over other geometric algebra approaches to
euclidean geometry in this regard ( [Gun17b]). For a full
implementation of PGA in JavaScript ES6 see Steven De
Keninck’s ganja.js project on GitHub [dK17b] and the
interactive example set at [dK17a].
8 Comparison
Table 4 encapsulates the foregoing results in a feature-
by-feature comparison with the standard (VLAAG) ap-
proach. It establishes that PGA fulfills all the features
on our wish-list in Sec. 2, while the standard approach
offers almost none of them. (For a proof that PGA is
coordinate-free, see the Appendix in [Gun17a].)
PGA VLAAG
Unified representation for
points, lines, and planes based
on a graded exterior algebra;
all are “equal citizens” in the
algebra.
The basic primitives are points
and vectors and all other prim-
itives are built up from these.
For example, lines in 3D some-
times parametric, sometimes w/
Plu¨cker coordinates.
Projective exterior algebra pro-
vides robust meet and join op-
erators that deal correctly with
parallel entities.
Meet and join operators only
possible when homogeneous
coordinates are used, even
then tend to be ad hoc since
points have distinguished
role and ideal elements rarely
integrated.
Unified, high-level treatment of
euclidean (“finite”) and ideal
(“infinite”) elements of all di-
mensions. Unifies e.g. rotations
and translations, simple forces
and force couples.
Points (euclidean) and vectors
(ideal) have their own rules,
user must keep track of which
is which; no higher-dimensional
analogues for lines and planes.
Unified repn. of isometries
based on sandwich operators
which act uniformly on points,
lines, and planes.
Matrix representation for isome-
tries has different forms for
points, lines, and planes.
Same representation for opera-
tor and operand: m is the plane
as well as the reflection in the
plane.
Matrix representation for reflec-
tion in m is different from the
vector representing the plane.
Compact, universal expressive
formulas and constructions
based on geometric product
(see Tables 2 and 3) valid for
wide range of argument types
and dimensions.
Formulas and constructions are
ad hoc, complicated, many spe-
cial cases, separate formulas for
points/lines/planes, for exam-
ple, compare [Gla90].
Well-developed theory of im-
plementation optimizations to
maintain performance parity.
Highly-optimized libraries, di-
rect mapping to current GPU
design.
Automatic differentiation of
real-valued functions using dual
numbers.
Numerical differentiation
Table 4: A comparison of PGA with the standard
VLAAG approach.
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8.1 Conceptual differences
How can we characterize conceptually the difference of
the two approaches leading to such divergent results?
First and foremost: VLAAG is point-centric: other ge-
ometric primitives of VLAAG such as lines and planes
are built up out of points and vectors. PGA on the other
hand is primitive-neutral : the exterior algebra(s) at its
base provide native support for the subspace lattice of
points, lines and planes (with respect to both join and
meet operators). Secondly, the projective basis of PGA
allows it to deal with points and vectors in a unified
way: vectors are just ideal points, and in general, the
ideal elements play a crucial role in PGA to integrate
parallelism, which typically has to be treated separately
in VLAAG. The existence of the ideal norm in PGA
goes beyond the purely projective treatment of incidence,
producing polymorphic metric formulas that, for exam-
ple, correctly handle two intersecting lines whether they
intersect or are parallel (see above Sect. 5.2). We believe
that the resulting tables of formulas (Table 2 and Ta-
ble 3), based on this “dynamic duo” of standard and ideal
norms, are “world champions” with respect to compact-
ness and polymorphicity among all existing frameworks
for euclidean geometry, and that there are many more
formulas waiting to be discovered (after all, we’ve only
considered the 2-way products and a small subset of the
3-way products). Compare [Gla90] for selected VLAAG
analogs. The representation of isometries using sandwich
operators generated by reflections in planes (or lines in
2D) can be understood as a special case of this “compact
polymorphicity”: the sandwich operator gXg˜ works no
matter what X is, the same representation works whether
it appears as operator or as operand, and rotations and
translations are handled in the same way.
8.2 The universality of PGA
The previous section has looked for and found the basis
for the superiority of PGA over VLAAG in its structural
basis. Here we go further and show that a large extent,
alternate approaches to euclidean geometry are present
already in PGA as parts of the whole.
Vector algebra. The previous section has already sug-
gested that VLAAG can be seen less as a direct competi-
tor to PGA than as a restricted subset. Indeed, restrict-
ing attention to the vector space of n-vectors (sometimes
written
∧n
) in PGA essentially yields standard vector
algebra. Define the “points” to be euclidean n-vectors
(P2 6= 0) and “vectors” to be ideal n-vectors (P2 = 0).
All the rules of vector algebra can be then derived using
the vector space structure of
∧n
along with the standard
and ideal PGA norms (assuming normalized arguments
as usual). This embedding of vector algebra in PGA also
comes with a nice geometric intuition absent in tradi-
tional vector algebra: the vectors make up the ideal plane
bounding the euclidean space of points, i. e., points and
vectors make up a connected, unified space. Furthermore,
intuitions developed in vector algebra such as “Adding
a vector to a point translates the point.” have natural
extensions in PGA, since adding an ideal line (plane)
to a euclidean line (plane) translates the line (plane)
(whereby the two lines must be co-planar). Such patterns
are legion.
Linear algebra and analytic geometry. Note that
PGA is fully compatible with the use of linear algebra –
the difference is that it no longer is needed to implement
euclidean motions, a role for which it is not particularly
well-suited. In a similar way, we envision the development
of an analytic geometry based on the full extent of PGA,
not just on the small subset present in VLAAG, and
would have at its disposal the geometric calculus sketched
in Sect. 5.5. Traditional analytic geometry would make
up a small subset of this extended analytic geometry, like
vector algebra within PGA proper.
Quaternions and dual quaternions. Many aspects
of PGA are present in embryonic form in quaternions
and dual quaternions, but they only find their full ex-
pression and utility when embedded in the full algebra
PGA. Indeed, the quaternion and dual quaternion alge-
bras are isomorphically embedded in the even sub-algebra
P(R∗+n,0,1) for n ≥ 3. The advantage of the embedding
in PGA are considerable. The full algebraic structure
of PGA provides a much richer environment than these
quaternion algebras alone. Few of the formulas in Tables
2 and 3 are available in the quaternion algebras alone
since the quaternion algebras only have natural repre-
sentations for primitives of even grade. For example, in
PGA, you can apply the sandwiches to geometric prim-
itives of any grade. In contrast, one of the “mysteries”
of contemporary dual quaternion usage is that there are
separate ad hoc representations for points and planes and
slightly different forms of the sandwich operator for each
in order to be able to apply euclidean isometries. These
eccentricities disappear when, as in PGA, there are na-
tive representations for points and planes, see [Gun17b],
§3.8.1. The PGA embedding clears up other otherwise
mysterious aspects of current dual quaternion practice.
Consider the dual unit  satisfying 2 = 0. In the embed-
ding map, it maps to the pseudoscalar I of the algebra
(for details see [Gun11a], §7.6), perhaps tarnishing the
mystique but replacing it with a deeper understanding
of the dual quaternions.
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9 Migrating to PGA
The foregoing exposition establishes that PGA is by any
metric a strong candidate for doing euclidean geometry on
the computer. The natural next question for developers
is, what is involved in migrating to PGA from one of the
alternatives discussed above? In fact, the use of homoge-
neous coordinates and the inclusion of quaternions, dual
quaternions, and exterior algebra in PGA means that
many practitioners already familiar with these tools can
expect a gentle learning curve. Furthermore, the availabil-
ity of a JavaScript implementation on GitHub ( [dK17b])
and the existence of platforms such as Observable note-
books [Bos18] means that interested users can quickly
begin to work and prototype their applications. Readers
who would like first to deepen their understanding of the
underlying mathematics are referred to the bibliography,
particularly [Gun11b] and, for the full metric-neutral
treatment, [Gun11a].
10 Conclusion
We close with some reflections on the intimate relation-
ship between mathematics and its applications. Naturally
there are good reasons to focus on the primacy of the ap-
plication, and the use of mathematics as a tool to achieve
that end. And, indeed, users who persevere in mastering
PGA can expect to reap the benefits established in the
foregoing discussion. Hence, existing applications in all
the practical fields mentioned at the beginning of this
article will, we believe, benefit in this way from exposure
to PGA. Equally exciting in our view is the prospect
that PGA, as a new way of thinking about euclidean
geometry, may lead to innovative applications that were,
so to speak, hidden from view using previous approaches.
So from whatever direction you are coming to the subject
– whether you are interested in improving an existing
application or in learning a new approach to euclidean
geometry – PGA has plenty to offer to all.
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