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Abstract
We suggest a method to compute the correlation functions in con-
formal quantum mechanics (CFT1) for the fields that transform under
a non-local representation of sl(2) basing on the invariance proper-
ties. Explicit calculations of 2- and 3-point correlation functions are
presented.
1 Introduction
Conformal quantum mechanical models are being studied for more than four
decades starting with the paper by de Alfaro, Fubini and Furlan (dAFF)
[1], see also [2]. There is very large literature on this subject, from which
we like to mention the analysis of correlation functions in [3, 4] and the
supersymmetric extensions [5, 6].
The modern interest to conformal quantum mechanics is related to the
AdS2/CFT1 correspondence. The general arguments in favor of conformal
quantum mechanics as a dual of the AdS2 gravity were presented in [3].
The work [7] pinpointed the quantum mechanical models that are boundary
duals to generalized 2D gravities on a cylinder. A very interesting example
of a quantum mechanical dual to a nearly AdS2 gravity was studied in [8]. A
useful test to check a conjectured holographic correspondence is to compare
the correlation functions.
Fields in CFT1 or in conformal quantum mechanics are functions of a
real variable t. Primary fields transform under the conformal algebra sl(2)
according the standard local representation (when all generators are given
by differential operators). Two- and three-point correlation functions of such
fields are defined up to a constant factor by their invariance properties.
One may hope that the same property holds true also for the fields that
transform under different (though equivalent) representations of sl(2). How-
ever, technical implementation of this expectation may be quite involved.
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In this short note we study the fields which transform under a represen-
tation that has two generators unchanged, while the third one contains a
non-local term. We show, that two-point functions may be computed by
solving the invariance conditions. For three-point functions, these equations
are too complicated. To find the correlation functions we use fractional in-
tegrals and fractional derivatives. Although the generators are only slightly
modified, the form of the correlation functions changes considerably.
2 Non-local representations of sl(2)
The algebra of sl(2) has three generators Ei, i ∈ {−, 0,+}, satisfying the
following commutation relations:[
E+, E−
]
= 2i E0,[
E+, E0
]
= i E+,[
E−, E0
]
= −i E−. (1)
The Casimir operator is given by J2 = 12(E
+E− + E−E+) − (E0)2. This
algebra admits a representation in terms of the differential operators acting
on functions on the real line
E+ = H = −i∂t (2)
E0 = D = i(t∂t + λ)
E− = K = −i(t2∂t + 2λ t).
For this representation,
J2 = C(λ) ≡ λ(λ− 1). (3)
As usual, we define the conformal primaries as the fields which transform
in the following way
Φ(t) → Φ′(t) =
(
∂t′
∂t
)λ
Φ(t′), (4)
under the sl(2) transformations
t→ t′ = t+ ω+ + ω0t+ ω+t
2 , (5)
where ω+, ω0 and ω+ are the parameters corresponding to infinitesimal
translations, dilatations, and conformal transformations, respectively. The
parameter λ is called the conformal weight. Further, by expanding the right
hand side of (4), we have
δω+Φ(t) = ∂tΦ(t) (6)
δω0Φ(t) = [t∂t + λ] Φ(t) (7)
δω
−
Φ(t) =
[
t2∂t + 2λt
]
Φ(t), (8)
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where we immediately recognize the generators (2).
The time-derivative of a primary field is not necessarily a primary field.
Indeed,
δω+(∂tΦ)(t) = [∂t ] (∂tΦ)(t) (9)
δω0(∂tΦ)(t) = [t∂t + (λ+ 1) ] (∂tΦ)(t) (10)
δω
−
(∂tΦ)(t) =
[
t2∂t + 2(λ+ 1)t + 2λ ∂
−1
t
]
(∂tΦ)(t). (11)
This example motivates us to consider a different representation of sl(2),
namely
E˜+ = −i∂t
E˜0 = i(t∂t + λ) (12)
E˜− = −i(t2 ∂t + 2λt+ ρ∂
−1
t ) ,
where ρ is an additional numerical parameter. We assume that the functions
on that the operators E˜ act vanish sufficiently fast as t → −∞ and define
the inverse derivative as an integral
∂−1t f(t) :=
∫ t
−∞
f(τ) dτ. (13)
To give a name, we shall call the fields transforming under the non-local
representation (12) the hyper-primary fields, or hypermary, for short.
A peculiar feature of the hypermary fields is that they cannot be dis-
tinguished from the primary one just looking at the action of ω+ and ω0
transformations. However, as we shall see below, the correlation functions
differ significantly.
For the hypermary representations, the Casimir operator reads
J2 = C(λ, ρ) ≡ λ(λ− 1)− ρ . (14)
To continue our discussion, we shall need the Riemann-Liouville frac-
tional integrals and fractional derivatives [9, 10]. The fractional integral of
order u reads
Iuxf(x) :=
1
Γ(u)
∫ x
a
f(t)(x− t)u−1dt , (15)
while the fractional derivative of order s is defined as
Dsxf(x) =
d⌈s⌉
dx⌈s⌉
I⌈s⌉−sx f(x) . (16)
To ensure consistency with the definition (13) of the inverse derivative we
have to take a = −∞.
Of course, the definitions (15) and (16) make sense only with certain
restrictions on the function f(t) and on the parameters u and s. We shall
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not discuss these restrictions here. Exact conditions will be formulated in
Sec. 3.2 where fractional integrals and derivatives will be used to compute
the 3-point functions. Also, without any proof or even precise conditions we
assume that the following (natural) commutation relations hold1
[Dst , t] Φ(t) = sD
s−1
t Φ(t),
[Dst , ∂t] Φ(t) = 0,
[Dst , t∂t] Φ(t) = sD
s
tΦ(t),[
Dst , t
2∂t
]
Φ(t) = 2stDstΦ(t) + s(s− 1)D
s−1
t Φ(t)
With the help of these relations one can easily show that if Φ is a hypermary
field with the weights (λ, ρ) then
δω+D
s
tΦ(t) = [∂t]D
s
tΦ(t)
δω0D
s
tΦ(t) = [t∂t + (λ+ s)]D
s
tΦ(t)
δω
−
DstΦ(t) =
[
t2∂t + 2(λ+ s)t+ (2sλ+ s(s− 1) + ρ)∂
−1
t
]
DstΦ(t),
i.e., DstΦ is hypermary with the weights (λ + s, ρ + 2sλ + s(s − 1)). The
Casimir (14) is equal for Φ and DstΦ.
3 Correlation functions
The correlation functions of dAFF model have an sl(2) invariant form [1],
exactly as required by the AdS2/CFT1 correspondence. As was argued
in [3], this fact is a result of interplay of many non-trivial effects. This may
look puzzling since, in particular, the dAFF model has no states that are
invariant under all sl(2) transformations. However, the desired invariance
of correlation functions may be achieved by a suitable modification of the
operator-state correspondence rules [3]. Since the construction of [3] exploits
mostly the SL(2) group structure and bears just implicit reference to a
particular conformal quantum mechanics, we assume that invariant two-
and three-point correlation functions
G2(t1, t2) = 〈φλ1,ρ1(t1)φλ2,ρ2(t2)〉,
G3(t, t1, t2) = 〈φλ1,ρ1(t1)φλ,ρ(t)φλ2,ρ2(t2)〉 (17)
may be constructed in some way from the operators φλ,ρ and a suitable av-
eraging 〈. . . 〉 and study the restrictions imposed on their structure by the
invariance under all sl(2) generators. For primary fields, such an assumption
is usually taken for granted as a part of the definition of CFT1, see e.g. the
1Obviously, these relation require that Φ(t) vanishes sufficiently fast at t → −∞ so
that all integral exist and the lower limit of integration does not contribute to the right
hand sides of the relations;
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recent paper [11]. Since fractional integrals/derivatives map primaries to hy-
permaries, out assumption is satisfied if these integrals/derivatives are well
defined. This, in turn, means some restrictions of the allowed hypermary
weights, see below.
3.1 Two-point functions
For a two-point correlation function G2(t1, t2) the invariance conditions with
respect to the sl(2) transformations corresponding to the weights (λ1, ρ1)
and (λ2, ρ2) read
(∂t1 + ∂t2) G2(t1, t2) = 0, (18)
(t1∂t1 + t2∂t2 + λ1 + λ2) G2(t1, t2) = 0, (19)
(t21∂t1 + t
2
2∂t2 + 2λ1t1 + 2λ2t2 + ρ1 ∂
−1
t1
+ ρ2 ∂
−1
t2
) G2(t1, t2) = 0. (20)
The first of the equations above tells us that G2(t1, t2) is a function of the
difference t1 − t2, while the second equation fixes this function to
G2(t1, t2) ∝
1
(t1 − t2)λ1+λ2
. (21)
The last invariance condition yields the following relation between the weights
λ1 − λ2 −
ρ1 − ρ2
λ1 + λ2 − 1
= 0 . (22)
To be able to apply the inverse derivatives, we also need the condition λ1+
λ2 > 1.
The condition (22) can be rewritten as
C(λ1, ρ1) = C(λ2, ρ2) . (23)
We see that in contrast to the case of primary fields, the two-point correlation
functions may be non-zero even for different conformal weights.
Two important remarks are in order.
1. The operators ∂−1t1 and ∂
−1
t2
if understood as integrals over the real
axis are not well defined on the function (21) due to divergences either
at infinity or at t1 = t2. To exclude divergences at the infinity, we
restrict the weights by the condition
λ1 + λ2 > 1 . (24)
To avoid the singularity at t1 = t2, we shift it to an arbitrary small
value up or down in the complex plane and put the branch cut (if
needed) so that it does not intersect the real axis. This procedure
corresponds to defining the phases in the correlation function which
are ambigous in the formula (21).
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2. The same expression (21) could have been obtained by taking frac-
tional derivatives or fractional integrals of the standard correlation
function with ρ1 = ρ2 = 0. All comments regarding the singularities
and brunch cuts apply also here.
3.2 Three-point functions
Here we restrict our attention to the correlation functions of two primary
fields with the weights (λ1, 0) and (λ2, 0) and one hypermary field with the
weight (λ, ρ). The method presented below may be extended to a more
general situation at the expense of some technical complications.
The sl(2) invariance conditions read
(∂t1 + ∂t2 + ∂t) G3(t; t1, t2) = 0, (25)
(t1∂t1 + t2∂t2 + t∂t + λ1 + λ2 + λ) G3(t; t1, t2) = 0, (26)
(t21∂t1 + t
2
2∂t2 + t
2∂t + 2λ1t1 + 2λ2t2 + 2λt+ ρ ∂
−1
t ) G3(t; t1, t2) = 0. (27)
Solving these equations directly is too complicated. We proceed in a different
way. First, we prove that certain fractional integral of the usual 3-point
function with ρ = 0 satisfies the invariance conditions. Next, we compute
this fractional integral.
Let us assume that there exist numbers λ˜ and s such that
λ = λ˜+ s, ρ = 2λ˜s+ s(s− 1), (28)
i.e., that the hypermary field with the weights (λ, ρ) may be obtained (for-
mally) by acting with the fractional derivative of order s on a primary field
with the conformal weight λ˜. For s, we have
s = 12
(
2λ− 1±
√
4C(λ, ρ) + 1
)
(29)
so that a real solution exists iff C(λ, ρ) ≥ −14 .
The form of conformally invariant 3-point functions of primary fields
with the weights λ˜, λ1 and λ2 is very well known. Up to a possible constant
factor, it reads
G˜3(t; t1, t2) = (t− t1)
α(t1 − t2)
γ(t2 − t)
β , (30)
where
α = λ2 − λ1 − λ˜ ,
β = λ1 − λ2 − λ˜ , (31)
γ = λ˜− λ1 − λ2 .
Let us define the function
Gv3(t, t1, t2) =
∫ t
−∞
dτ f(τ, t, t1, t2) , (32)
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where
f(τ, t, t1, t2) = (τ − t1)
α(t1 − t2)
γ(τ − t2)
β(t− τ)v−1 . (33)
Up to an inessential constant factor this just a fractional integral of (30),
Gv3(t, t1, t2) = Γ(v)(−1)
β Ivt G˜3(t; t1, t2) . (34)
To remove the singularities at τ = t1 and τ = t2 we give t1 and t2 small
imaginary parts and place the brunch cuts in such a way that they do not
intersect the real axis. The singularities at the end points of integration
τ = −∞ and τ = t cannot be removed in this way. We need to impose the
following restriction on the parameter to ensure the convergence of (32)
α+ β + v + 1 < 0, v > 0 . (35)
The first of the conditions above is stronger that it is strictly necessary for
the convergence of (32). It also guarantees the existence of ∂−1t G
v
3. At the
end of the calculations, t1 and t2 will be returned to the real axis.
Basing on the arguments presented in Sec. 2, we expect that Gv3 solves
the sl(2) invariance conditions (25) - (27). A careful analysis is performed
in Appendix A. By using the identities derived there we can make the fol-
lowing conclusions. Eq. (38) yields the first of the invariance conditions, Eq.
(25). The second condition, Eq. (26), follows from (39), (28), (31) with the
identification
v = −s . (36)
The condition (27) follows from (40) and (40).
We conclude that the sl(2) invariance conditions (25) - (27) are indeed
satisfied. Next, we have to compute the function Gv3(t, t1, t2). The easiest
way to perform this computation is to do the integral when t is smaller
than t1 and t2 and then continue the result to the whole range of coordi-
nates. Without any loss of generality we may assume that t1 < t2. The
computation of Gv3 for t < t1 < t2 is done in the Appendix B. The result
reads:
Gv3(t, t1, t2) = (−1)
α+β+1 Γ(1− α− β − v)Γ(v)
(α+ β + v)Γ(−α− β)
(t2 − t1)
γ(t2 − t)
α+β+v
× 2F1
(
−α,−α− β − v;−α− β;
t2 − t1
t2 − t
)
= (−1)α+β+1
Γ(1− α− β − v)Γ(v)
(α+ β + v)Γ(−α− β)
(t2 − t1)
γ(t2 − t)
β(t1 − t)
α+v
× 2F1
(
−β, v;−α− β;
t2 − t1
t2 − t
)
. (37)
In the last equation we used the identity 2F1(a, b; c; z) = (1−z)
c−a−b
2F1(c−
a, c− b; c; z) to rewrite the result in a more symmetric and suggestive way.
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The power series (41) define the hypergeometric function 2F1(a, b; c; z)
for |z| < 1. This function can be analytically continued to |z| ≥ 1 along
any path which does not contain z = 1. We take this line to be the real
axis for t. The values z = 1 is avoided since we gave complex values to
t1 and t2. When the regularizations is removed, i.e., when both t1 and t2
return to the real axis, the correlation function receives a singularity, which
is the branching point of the hypergeometric function that we have already
mentioned above.
We have computed the 3-point correlation function of two primary fields
and one hypermary field. However, some restrictions (35) on the range of
parameters were necessary. In particular, the order v of fractional integral
was (quite naturally) positive. The function (37) can now be differentiated
arbitrary number of times, thus passing from fractional integrals to fractional
derivatives, see (16), and shifting the parameter s in (28) to positive values.
However, the initial conformal weights λ1, λ2 and λ˜ are restricted by the
inequalities (35).
4 Conclusions
In this note, we suggested a method and computed the 2- and 3-point cor-
relation functions for a conformal quantum mechanics for the fields that
transform under a non-local representation of sl(2). Our method is based
on the invariance argument and used the Riemann-Liouville fractional inte-
grals and fractional derivatives. Interestingly, just one of the generators is
modified by the presence of a non-local operator, so that our ”hypermary”
field may be easily mistaken for primaries. We expect our results to be
useful in various models of the AdS2/CFT1 correspondence.
Our results may in principal be extended to other minimal realizations of
sl(2) discussed in [12] (that means in this case the realizations of generators
of sl(2) as rational functions of the canonical pair t and ∂t).
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A Identities involving Gv3
In this Appendix we derive some identities involving the function Gv3 defined
by Eq. (32). For the derivatives of Gv3, we have
∂tG
v
3 =
∫ t
−∞
dτ ∂tf(τ, t, t1, t2) + f(τ, t, t1, t2)|τ=t
∂t1G
v
3 =
∫ t
−∞
dτ∂t1f(τ, t, t1, t2)
and similarly for ∂t2G
v
3. The derivatives of f read
∂tf(τ, t, t1, t2) =
v − 1
t− τ
f(τ, t, t1, t2),
∂t1f(τ, t, t1, t2) =
(
γ
t1 − t2
−
α
τ − t1
)
f(τ, t, t1, t2),
∂t2f(τ, t, t1, t2) =
(
−
γ
t1 − t2
−
β
τ − t2
)
f(τ, t, t1, t2).
Therefore,
(∂t + ∂t1 + ∂t2) f(τ, t, t1, t2) = −∂τf(τ, t, t1, t2)
(t∂t + t1∂t1 + t2∂t2) f(τ, t, t1, t2)
=
(
−τ∂τ + (α+ β + γ + v − 1)
)
f(τ, t, t1, t2),(
t2∂t + t
2
1∂t1 + t
2
2∂t2
)
f(τ, t, t1, t2)
=
(
(v − 1)t+ (α+ γ)t1 + (β + γ)t2
+(α+ β + v − 1)τ − τ2∂τ
)
f(τ, t, t1, t2)
Consequently,
(∂t + ∂t1 + ∂t2) G
v
3
=
∫ t
−∞
dτ
(
∂t + ∂t1 + ∂t2}f(τ, t, t1, t2) + f(τ, t, t1, t2)|τ=t
= −
∫ t
−∞
dτ ∂τf(τ, t, t1, t2) + f(τ, t, t1, t2)|τ=t
= f(τ, t, t1, t2)|τ=−∞ = 0. (38)
One the last line we used the condition (35). Further we have
(t ∂t + t1 ∂t1 + t2 ∂t2) G
v
3
=
∫ t
−∞
dτ
(
−τ∂τ + (α+ β + γ + v − 1)
)
f(τ, t, t1, t2)
+t f(τ, t, t1, t2)|τ=t
= −τ f(τ, t, t1, t2)|
t
τ=−∞ + (α+ β + γ + v)
∫ t
−∞
dτ f(τ, t, t1, t2)
+ t f(τ, t, t1, t2)|τ=t .
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This equation yields
(t∂t + t1∂t1 + t2∂t2 − (α+ β + γ + v))G
v
3
= −τf(τ, t, t1, t2)|τ=−∞ = 0 . (39)
Here we used the conditions (35). Next,
(t2∂t + t
2
1∂t1 + t
2
2∂t2)G
v
3
=
∫ t
−∞
dτ
(
(v − 1)t+ (α+ γ)t1 + (β + γ)t2
+(α+ β + v − 1)τ − τ2∂τ
)
f(τ, t, t1, t2) + t
2f(τ, t, t1, t2)|τ=t
=
(
(α+ β + 2v)t+ (α+ γ)t1 + (β + γ)t2
) ∫ t
−∞
dτf(τ, t, t1, t2)
−(α+ β + v + 1)
∫ t
−∞
dτ (t− τ)f(τ, t, t1, t2), .
The last integral is immediately recognized with the help of (34) as
∫ t
−∞
dτ (t− τ)f(τ, t, t1, t2) = G
v+1
3 = (−1)
βΓ(v + 1)Iv+1t G˜3
= (−1)βvΓ(v)∂−1t I
v
t G˜3 = v∂
−1
t G
v
3. (40)
Here we used the semigroup property of Riemann-Liouville fractional inte-
grals. Again, the conditions (35) are sufficient to guarantee the convergence.
B Computation of Gv3
Let us compute Gv3 in the region t < t1 < t2. We have
Gv3 = (−1)
α+β(t2 − t1)
γ
∫ t
−∞
(t1 − τ)
α(t2 − τ)
β(t− τ)v−1dτ .
In this region, we may use the expansions
(t1 − τ)
α = (t2 − τ)
α
(
1−
t2 − t1
t2 − τ
)α
= (t2 − τ)
α
∞∑
n=0
(−1)nCnα
(
t2 − t1
t2 − τ
)n
= (t2 − τ)
α
∞∑
n=0
(−α)n
n!
(
t2 − t1
t2 − τ
)n
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and
(t− τ)v−1 = (t2 − τ)
v−1
(
1−
t2 − t
t2 − τ
)v−1
= (t2 − τ)
v−1
∞∑
m=0
(−1)mCmv−1
(
t2 − t
t2 − τ
)m
= (t2 − τ)
v−1
∞∑
m=0
(1− v)m
m!
(
t2 − t
t2 − τ
)m
Here
Cqp =
Γ(p+ 1)
Γ(q + 1)Γ(p − q + 1)
are binomial coefficients. In particular, for n ∈ N,
Cnα = (−1)
n (−α)n
n!
=
α(α− 1) · · · (α− n+ 1)
n!
,
where (p)n = p(p+1) · · · (p+n− 1) =
Γ(p+n)
Γ(p) is the increasing Pochhammer
symbol. Then,
Gv3 = (−1)
α+β(t2 − t1)
γ
∑
m,n
(−α)n
n!
(1− v)m
m!
(t2 − t1)
n(t2 − t)
m
×
∫ t
−∞
(t2 − τ)
α+β+v−1−m−ndτ
= (−1)α+β+1(t2 − t1)
γ
∑
m,n
(−α)n
n!
(1− v)m
m!
(t2 − t1)
n(t2 − t)
α+β+v−n
α+ β + v −m− n
= (−1)α+β+1(t2 − t1)
γ(t2 − t)
α+β+v
∑
n
(−α)n
n!
(
t2 − t1
t2 − t
)n
×
∑
m
(1− v)m
m!
1
α+ β + v −m− n
.
The sum on the last line equals to
∑
m
(1− v)m
m!(α+ β + v −m− n)
=
Γ(1− α− β − v + n)Γ(v)
(α+ β + v − n)Γ(n− α− β)
The sum over n is performed by using the hypergeometric series,
∞∑
n=0
(a)n(b)n
(c)n n!
zn = 2F1(a, b; c; z) , (41)
where 2F1 is the hypergeometric function, |z| < 1. By collecting everything
together we arrive at the expression (37) in the main text of this article.
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