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Abstract
This note presents a Markov-type inequality for polynomials in two variables where the Chebyshev
polynomials of the second kind in either one of the variables are extremal. We assume a bound on a
polynomial at the set of even or odd Chebyshev nodes with the boundary nodes omitted and obtain bounds
on its even or odd order directional derivatives in a critical direction. Previously, the author has given a
corresponding inequality for Chebyshev polynomials of the first kind and has obtained the extension of
V.A. Markov’s theorem to real normed linear spaces as an easy corollary.
To prove our inequality we construct Lagrange polynomials for the new class of nodes we consider and
give a corresponding Christoffel–Darboux formula. It is enough to determine the sign of the directional
derivatives of the Lagrange polynomials.
c⃝ 2011 Elsevier Inc. All rights reserved.
1. Introduction
Let Pm(R2) denote the space of all real-valued polynomials of degree at most m in two
variables. Given p ∈ Pm(R2) and x ∈ R2, let
Dˆk p(x)y = d
k
dtk
p(x + t y)

t=0
for all y ∈ R2 and k ≥ 0. Then Dˆk p(x) is the homogeneous polynomial associated with the
Fre´chet derivative Dk p(x) when k ≥ 1. In a previous paper [3] the author proved the following
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inequality for polynomials in two variables and deduced an extension of V.A. Markov’s theorem
to real normed linear spaces. Forms of this inequality have also been given in [9,10].
Theorem 1. If p ∈ Pm(R2) where m ≥ 1 and ifp cos nπ
m
, cos
qπ
m
 ≤ 1 (1)
whenever 0 ≤ n, q ≤ m and n − q = k mod 2, thenDˆk p(r, r)(1,−1) ≤ T (k)m (r) for r ≥ 1. (2)
Equality holds in (2) when p(s, t) = Tm(s).
For example, to deduce V.A. Markov’s classical theorem, let p(x) be a polynomial of degree
at most m satisfying |p(x)| ≤ 1 whenever −1 ≤ x ≤ 1. For a fixed x , put α = (x + 1)/2 and
note that 0 ≤ α ≤ 1. Then the polynomial
p˜(s, t) = p(αs + (1− α)(−t))
satisfies the hypotheses of Theorem 1 for any k ≥ 0. Since p˜((1, 1)+ t (1,−1)) = p(x + t) for
all t ∈ R, we have
Dˆk p˜(1, 1)(1,−1) = p(k)(x).
Thus |p(k)(x)| ≤ T (k)m (1), as required. We show later in Section 5 that (2) holds more generally
for r ≥ cos π2m when k is odd.
Our main result is an analogous theorem for the case where the “boundary” nodes (i.e., nodes
where one of the coordinates is ±1) are omitted in (1) and where Chebyshev polynomials of the
first kind are replaced by Chebyshev polynomials of the second kind.
Theorem 2. If p ∈ Pm−2(R2) where m ≥ 2 and if (1) holds whenever 0 < n, q < m and
n − q = k mod 2, thenDˆk p(r, r)(1,−1) ≤ U (k)m−2(r) for r ≥ cos aπ2m , (3)
where a = 2 when k is even and a = 1 when k is odd. Equality holds in (3) when p(s, t) =
Um−2(s).
As usual, Tm and Um denote the Chebyshev polynomials of the first and second kind,
respectively. Thus if x = cos θ , then
Tm(x) = cosmθ and Um(x) = sin(m + 1)θsin θ
if sin θ ≠ 0. Note that unlike the case of Tm , when m > 2 the function Um−2 does not have a
local extremum at any value of cos(nπ/m), 0 ≤ n ≤ m, except when this value is zero. For the
reasons given in [2], inequalities (2) and (3) do not hold with any bound in directions other than
(1, 1) and (1,−1) nor do they hold if p is allowed to be of larger degree.
When p is a polynomial of a single variable, Theorems 1 and 2 with a = 2 are consequences
of a result of Rogosinski [8, Theorem I]. See also [1] for a related result in this case.
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2. Main results
We define nodes in R2 for Um analogous to the Chebyshev nodes for Tm given in [2]. First put
hn = cos (n + 1)πm + 2 , 0 ≤ n ≤ m, (4)
and note that Um(hn) = (−1)n when 0 ≤ n ≤ m. Define N0 to be the set of ordered pairs
(hn, hq), 0 ≤ n, q ≤ m, where n and q are both even or both odd and define N1 to be the set
of ordered pairs (hn, hq), 0 ≤ n, q ≤ m, where n is even and q is odd or n is odd and q is even.
Thus, if k = 0 or k = 1, then
Nk = {(hn, hq) : (n, q) ∈ Qk}, where (5)
Qk = {(n, q) : 0 ≤ n, q ≤ m, n − q = k mod 2}.
Note that Nk = N0 when k is even and Nk = N1 when k is odd. With this notation, our main
result becomes the following:
Theorem 3. Let 0 ≤ k ≤ m. If p ∈ Pm(R2) and if |p(x)| ≤ 1 whenever x ∈ Nk , then
|Dˆk p(r, r)(1,−1)| ≤ U (k)m (r) for r ≥ rk, (6)
where rk = cos πm+2 when k is even and rk = cos π2(m+2) when k is odd. Equality holds
in (6) when p(s, t) = Um(s).
Let Pm be a Chebyshev polynomial of the second, third or fourth kind with degree m
(see [5, Chapter 1]) and suppose there is a decreasing sequence h0, . . . , hm satisfying Pm(hn) =
±1 when 0 ≤ n ≤ m and such that
|Dˆk p(1, 1)(1,−1)| ≤ P(k)m (1), 0 ≤ k ≤ m,
for all p ∈ Pm(R2) satisfying |p(x)| ≤ 1 whenever x ∈ Nk , where Nk is defined by (5). If
2 ≤ m ≤ 8, then it can be verified by computer computation that Pm = Um and that if m ≠ 3
then the terms of the sequence are given by (4). When m = 3, the only other such sequence is
(
√
5+ 1)/4, 1/2,−1/2,−(√5+ 1)/4.
As in the case of Theorem 1, we prove Theorem 3 by extending Rogosinski’s Lagrange
interpolation argument [8] to two dimensions. Lagrange polynomials for each of the sets N0
and N1 are given by
Pn,q(s, t) = cncqGm(s, t, hn, hq), 0 ≤ n, q ≤ m,
where
cn = 2(1− h
2
n)
m + 2 , Gm = Km−1 + Km,
and
Km(s, t, u, v) =
m−
i=0
i−
j=0
Ui− j (s)U j (t)Ui− j (u)U j (v).
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Note that Km is the reproducing kernel for the space Pm(R2) with the weight function w(s)w(t)
on the square [−1, 1] × [−1, 1], where
w(t) = 2
π

1− t2. (7)
(Compare [12, Section 2.3].)
Theorem 4. Given k = 0 or k = 1, let (n, q) ∈ Qk . Then Pn,q(hn, hq) = 1 and Pn,q(x) = 0
whenever x ∈ Nk and x ≠ (hn, hq).
Corollary 5. (−1)n Dˆk Pn,q(r, r)(1,−1) ≥ 0 whenever r ≥ rk, (n, q) ∈ Qk and k ≥ 0.
To deduce Corollary 5, let (n, q) ∈ Qk and take p(s, t) = Um(s) − (−1)nPn,q(s, t). By
Theorem 4, |p(x)| ≤ 1 whenever x ∈ Nk so
Dˆk p(r, r)(1,−1) = U (k)m (r)− (−1)n Dˆk Pn,q(r, r)(1,−1) ≤ U (k)m (r)
for r ≥ rk by Theorem 3. We shall see in Section 4 that Theorem 3 is a consequence of this
special case.
Given k ≥ 0, define
Vi (s, t) = Um−i (s)Ui (t)− (−1)kUi (s)Um−i (t), i = 0, . . . ,m, (8)
Wi (s, t) = Um−i+1(s)Ui (t)− (−1)kUi−1(s)Um−i (t), i = 0, . . . ,m + 1, (9)
where U−1 ≡ 0. Each Vi is a polynomial of degree m (except when Vi ≡ 0) and each Wi is a
polynomial of degree m + 1. It is easy to verify that these polynomials vanish on the nodes Nk
since
Um−i (hn) = (−1)nUi (hn), i, n = 0, . . . ,m. (10)
A Lagrange interpolation formula can be deduced from Theorem 4 as in [2, Theorem 5].
Theorem 6. Let k = 0 or k = 1. If p ∈ Pm(R2) then
p =
−
(n,q)∈Qk
p(hn, hq)Pn,q + pk,
where pk is a linear combination of the polynomials (8).
The following Christoffel–Darboux formula is a key ingredient of the proofs of Theorems 3
and 4:
2(s − u)Gm(s, t, u, v) =
m−
i=0
[Wi (s, t)Um−i (u)Ui (v)−Wi (u, v)Um−i (s)Ui (t)]
+
m−1−
i=0
[Vi (s, t)Um−i−1(u)Ui (v)−Vi (u, v)Um−i−1(s)Ui (t)]. (11)
It can be derived from the classical Christoffel–Darboux formula as in [3, p. 380]. A highly
general formula of this type is given in [11, Section 4.2]. The following related result can be
deduced as in [3, Corollary 9]:
Gm(s, t, u, v) = 1s − u
m−
i=0
[Ti+1(s)Ui (u)− Ti+1(u)Ui (s)]Um−i (t)Um−i (v).
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3. Proof of Theorem 4
Let x0 ∈ Nk and put p(s, t) = Gm(s, t, hn0 , hq0), where x0 = (hn0 , hq0) and (n0, q0) ∈ Qk .
It follows from (11) that p(x) = 0 whenever x ∈ Nk and x ≠ x0. Thus the same is true for
Pn0,q0 .
One can obtain a direct proof that Pn0,q0(x0) = 1 by summing the expression defining
Gm(x0, x0). However, for simplicity, we choose to prove this instead by appealing to a cubature
formula for the Chebyshev weight. Define p˜(s, t) = (1 − s2)(1 − t2)p(s, t). Clearly p˜ ∈
Pm+4(R2) and p˜(s, t) = 0 when s = 1 or t = 1. Applying [4, Corollary 2.3] with p replaced by
p˜ and m replaced by m + 2, we obtain∫ 1
−1
∫ 1
−1
p(s, t)
w(s)w(t)
4
ds dt = 2
(m + 2)2
−
(n,q)∈Qk
p˜(hn, hq),
where w is as in (7). By the orthonormality of the polynomials {Ui } with respect to w and the
first part of our argument, this equality becomes
1
2
= 2
(m + 2)2 (1− h
2
n0)(1− h2q0)Gm(x0, x0),
which proves that Pn0,q0(x0) = 1. (Compare [6, p. 964].)
4. Proof of Theorem 3
Given m, k and r , define a linear functional ℓk on Pm(R2) by
ℓk(p) = Dˆk p(r, r)(1,−1) = d
k
dtk
p(r + t, r − t)

t=0
.
If 0 ≤ i ≤ m, it follows from the identity Vi (t, s) = −(−1)kVi (s, t) that ℓk(Vi ) = 0. Hence by
Theorem 6,
ℓk(p) =
−
(n,q)∈Qk
ℓk(Pn,q)p(hn, hq) (12)
for all p ∈ Pm(R2). If (−1)nℓk(Pn,q) ≥ 0 for all (n, q) ∈ Qk and if p satisfies the hypotheses
of Theorem 3, it follows from (12) and the triangle inequality that
|ℓk(p)| ≤
−
(n,q)∈Qk
(−1)nℓk(Pn,q) = ℓk(Um) = U (k)m (r).
Thus to prove Theorem 3 it suffices to give a direct proof of Corollary 5. Given (n, q) ∈ Qk ,
define
Fn,q(s, t) =
m−
i=0
Wi (s, t)Ui (hn)Ui (hq). (13)
It follows from (11) as in [3, p. 377] that
(2r − hn − hq)(−1)nℓk(Gn,q) = ℓk(Fn,q),
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where Gn,q(s, t) = Gm(s, t, hn, hq). Hence it suffices to prove that ℓk(Fn,q) ≥ 0 for r ≥ rk .
Unfortunately, there is no apparent simple reduction formula as in the case of Chebyshev
polynomials of the first kind. (See (20) below.)
To obtain an explicit formula for Fn,q , we begin by expanding the sum on the right hand side
of (13) as the difference of two sums, reversing the order of summation in the first sum and
applying the identities (10) and 2Tn = Un −Un−2, to obtain
Fn,q(s, t) = 2(−1)k
m+1−
i=1
Ti (s)Um−i+1(t)Ui−1(hn)Ui−1(hq), (14)
where we have changed the index i of summation to i − 1. Next we reduce the number of factors
in the terms of the right hand side of (14) so that it can be summed. It follows from the identity
2 sin θ sinφ = cos(θ − φ)− cos(θ + φ)
that
2

(1− h2n)(1− h2q)Ui−1(hn)Ui−1(hq) = Ti (hn−q−1)− Ti (hn+q+1),
and it follows from the identity
2 cos θ cosφ = cos(θ + φ)+ cos(θ − φ)
that
2Ti (s)Ti (hn) = Ti (x(n))+ Ti (y(n)),
where
x(n) = shn −

(1− s2)(1− h2n), y(n) = shn +

(1− s2)(1− h2n).
In these equations, hn is still given by (4) when n is out of range. Put
φ(s, t) =
m+1−
i=1
Um−i+1(t)Ti (s)
and let
n1 = n − q − 1, n2 = n + q + 1.
Then
Fn,q(s, t) = (−1)k φ(x(n1), t)+ φ(y(n1), t)− φ(x(n2), t)− φ(y(n2), t)
2

(1− h2n)(1− h2q)
. (15)
By the Darboux–Christoffel method (see [3, p. 379]),
2φ(s, t) = Tm+2(s)− Tm+2(t)
s − t −Um+1(t).
Since
Tm+2(x(n)) = Tm+2(y(n)) = (−1)n+1Tm+2(s),
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we have
2[φ(x(n), t)+ φ(y(n), t)] = X [(−1)n+1Tm+2(s)− Tm+2(t)] − 2Um+2(t), (16)
where
X = 1
x(n)− t +
1
y(n)− t .
Since x(n)+ y(n) = 2shn and x(n)y(n) = s2 + h2n − 1, it follows that
X = 2 shn − t
D(s, t, hn)
, (17)
where
D(s, t, u) = s2 + t2 + u2 − 2stu − 1.
Thus by (15)–(17),
Fn,q(s, t) =
[
shn1 − t
D(s, t, hn1)
− shn2 − t
D(s, t, hn2)
]
Tm+2(s)− (−1)kTm+2(t)
2

(1− h2n)(1− h2q)
. (18)
To obtain a function that is easier to factor, define
Hn,q(s, t) = Fn,q(s, t)+ (−1)kFn,q(t, s)
and note that ℓk(Hn,q) = 2ℓk(Fn,q). Then applying (18) and the identities
hn1 − hn2 = 2

(1− h2n)(1− h2q), (1+ hn1)(1+ hn2) = (hn + hq)2,
we obtain
Hn,q(s, t) = (s − t)
[
1+ hn1
D(s, t, hn1)
− 1+ hn2
D(s, t, hn2)
]
Tm+2(s)− (−1)kTm+2(t)
2

(1− h2n)(1− h2q)
= (s − t)[(s + t)
2 − (hn + hq)2]
D(s, t, hn1)D(s, t, hn2)
[Tm+2(s)− (−1)kTm+2(t)].
It follows as in [3, Lemma 5] that Hn,q(s, t) is 2m+1 times a product of factors f (s, t) from
the following list:
(a) f (s, t) = D(s, t, h j ), 0 ≤ j ≤ m, j + 1 = k mod 2,
(b) f (s, t) = s − t ,
(c) f (s, t) = s + t ,
(d) f (s, t) = s + t + hn + hq ,
(e) f (s, t) = s + t − hn − hq .
Now by the Leibnitz rule for differentiation of products, it suffices to show that ℓi ( f ) ≥ 0 for
each factor f in (a)–(e) when r ≥ rk and i ≥ 0. If f and j are as in (a), then f (r, r) =
(2r2 − 1− h j )(1− h j ) and
1+ h j = 2 cos2 ( j + 1)π2(m + 2) . (19)
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Hence ℓ0( f ) ≥ 0 when r ≥ rk . The remaining inequalities are easily verified under the less
restrictive condition r ≥ h0. This completes the proof.
5. Case r < 1 in Theorem 1
The purpose of this section is to show that when k is odd the inequality (2) in Theorem 1 holds
more generally for
r ≥ R := cos π
2m
.
We also show that if k is even and k < m then (2) does not hold for any r with zk < r < 1,
where zk is the largest zero of T
(k+1)
m when k < m − 1 and zm−1 = 0.
Let k be odd and let (n, q) ∈ Qk . Put
α(k)n,q(r) = (−1)nℓk(Gn,q),
where Gn,q is as defined in [3, p. 376] with hn = cos(nπ/m). We may suppose that q ≤ n since
α
(k)
n,q(r) = α(k)q,n(r) by [2, p. 354]. Then 1 ≤ n − q ≤ m and 1 ≤ n + q < 2m. Hence all of the
coefficients in the identity,
2(2r − hn − hq)α(k)n,q(r) = (2r − hn+q − 1)α(k)n+q,0(r)+ (2r − hn−q − 1)α(k)n−q,0(r), (20)
are positive when r > R. The arguments given in [3, Lemma 5] and at the end of the proof of
Theorem 3 show that α(k)j,0(r) ≥ 0 when r ≥ R and j is odd. Thus α(k)n,q(r) ≥ 0 when r ≥ R and
this implies the asserted extension of Theorem 1 by the argument in [3].
To see that (2) does not hold when k is even and zk < r < 1, let P be the polynomial given by
P(s, t) = 1
4m2
(s + t − 2)Tm(s)− Tm(t)
s − t , s ≠ t.
If n = q mod 2, then
P

cos
nπ
m
, cos
qπ
m

=

0 when (n, q) ≠ (m,m)
(−1)m when (n, q) = (m,m).
Hence p(s, t) = Tm(s)− 2P(s, t) satisfies the hypotheses of Theorem 1 but
Dˆk p(r, r)(1,−1) = T (k)m (r)+
1− r
(k + 1)m2 T
(k+1)
m (r) > T
(k)
m (r)
by [2, p. 356].
A stronger result for the case of polynomials of a single variable is given in [7, 1.5.10].
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