In this paper, we formulate and develop a log-linear model using a new distribution called the log-gammalogistic. We show that the new regression model can be applied to censored data since it represents a parametric family of models that includes as sub-models several widely-known regression models and therefore can be used more effectively in the analysis of survival data. We obtain maximum likelihood estimates of the model parameters by considering censored data and evaluate local influence on the estimates of the parameters by taking different perturbation schemes. Some global-influence measurements are also investigated. Further, for different parameter settings, sample sizes and censoring percentages, various simulations are performed. In addition, the empirical distributions of some modified residuals are displayed and compared with the standard normal distribution. These studies suggest that the residual analysis usually performed in normal linear regression models can be extended to modified deviance residuals in the proposed regression model applied to censored data. We demonstrate that our extended regression model is very useful to the analysis of real data and may give more realistic fits than other special regression models.
Introduction
The log-logistic distribution is widely used in survival analysis and it is an alternative to the Weibull and lognormal distributions since it presents a hazard rate function (hrf) that increases, reaches a peak after some finite period and then declines gradually. The properties of the log-logistic distribution make it an attractive alternative to the log-normal and Weibull distributions in the analysis of survival data (Collet, 2003) . Recently, for any continuous baseline G distribution, Zografos and Balakrishnan (2009) proposed a generalized gamma-generated distribution with an extra positive parameter. A three-parameter continuous model called the gamma-log-logistic (GLL) distribution, which extends the log-logistic model, investigated by Ramos et al. (2013) .
One way to study the effects of the explanatory variables on the lifetime or survival time is through a regression location-scale model, also known as the accelerated lifetime model. These models consider that the response variable belongs to a family of distributions characterized by a parameter location and scale parameter. However, for the case of parametric models, it is considered that the lifetime follows a continuous distribution. Regression models can be proposed in different forms in survival analysis. Among them, the location-scale regression model (Lawless, 2003) is distinguished and it is frequently used in clinical trials. So, in the context of survival analysis, some distributions have been used as an alternative to analyze censored data.
In this paper, we define a location-scale regression model using the GLL distribuition called the log-gamma-logistic (LGL) regression model. We consider a classic analysis for the LGL regression model. The inferential part was carried out using the asymptotic distribution of the maximum likelihood estimators (MLEs), which in situations when the sample size is small, may present difficult results to be justified. As an alternative to classic analysis, we explore the use of bootstrap method for survival time analysis as a feasible alternative. After modeling, it is important to check some model assumptions as well as to conduct a robustness study in order to detect influential or extreme observations that can cause distortions in the results of the analysis. We develops a similar methodology to detect influential subjects in LGL regression models with censored data.
We compare two residuals to assess departures from the error assumptions and to detect outlying observations in LGL regression models with censored observations. For different parameter settings, sample sizes and censoring percentages, various simulation studies are performed and the empirical distribution of each residual is displayed and compared with the standard normal distribution.
The rest of the paper is outlined as follows. In Section 2, we consider a brief study on the GLL distribution and present certain the characterizations of LGL distribution. In Section 3, we define a LGL regression model of location-scale form, in addition to the MLEs, bootstrap method and the results from various simulation studies are explored. In Section 4, we use several diagnostic measures considering three perturbation schemes, case-deletion and the generalized leverage in LGL regression models with censored observations. Section 5 deals with the definition and discussion of the residuals and presents and comments the results from various simulation studies. In Section 6, a real data set is analyzed and some conclusion are addressed in Section 7.
The log-gamma-logistic distribution
Many papers have been published on the log-logistic (LL) distribution, such as: Shoukri et al. (1988) , who studied this distribution to describe phenomena involving precipitation in Canada; Shayan et al. (2011) , who proposed LL regression with four parameters that allows description of failure rate data with bathtub distribution; Santana et al. (2012) , who presented a generalization of the LL distribution and its properties; and Zare et al. (2012) , who used the LL distribution to analyze data on breast cancer patients in the southern region of Iran. The probability density function (pdf) and cumulative distribution function (cdf) of the LL distribution are given by
respectively, where λ > 0 is the scale parameter and α > 0 is the shape parameter. From the works cited above, it can be noted that the LL distribution has been widely used in data analysis to describe natural phenomena and to predict future events, as is the case of water movement in the oceans. However, in some situations, the observed data have uncommon behavior, so the LL distribution is not suitable to describe and predict the phenomenon of interest. Recent developments have been made to define new generated families to control skewness and kurtosis through the tail weights and provide great flexibility in modeling skewed data in practice, the generators pioneered by Ristic and Balakrishnan (2012) proposed a family of univariate distributions generated by gamma random variables. For any baseline cdf G(t), they defined the gamma-G distribution with pdf f (t) and cdf F(t) by
and
is the gamma function, and γ(a, z) = ∫ z 0 u a−1 e −u du is the incomplete gamma function. The gamma-G distribution has the same parameters of the G distribution plus an additional shape parameter ϕ > 0. Each new gamma-G distribution can be obtained from a specified G distribution. For ϕ = 1, the G distribution is a basic exemplar of the gamma-G distribution with a continuous crossover towards cases with different shapes (for example, a particular combination of skewness and kurtosis).
Thus, the GLL distribution, proposed by Ramos et al. (2013) is obtained by inserting (2.1) in equation (2.2) . So, we have
where ϕ > 0 and α > 0 are shape parameters and λ > 0 is a scale parameter. For ϕ = 1, we obtain the LL distribution. Like the LL and GLL distributions can be employed in engineering and can be used to model reliability in survival problems. Plots of the GLL density function for selected parameter values are displayed in Figure 1a . Plots of the GLL hrf for some parameter values are displayed in Figure 1b . The new hrf can have four types of shapes: increasing, decreasing, bathtub and unimodal.
To obtain a distribution that belongs to the location-scale class of models, we consider the transformation of the random variable Y = log(T ). Thus, setting α = 1/σ and λ = exp(µ), the pdf of Y is given by
where ϕ > 0, σ > 0 and −∞ < µ < ∞. Therefore, Y is a random variable having the log-gamma logistic (LGL) distribution. Plots of the pdf (2.3) for selected parameter values are given in Figure  2 . These plots show great flexibility for different values of the shape parameter ϕ with µ = 0 and σ = 1. Thus,
Moreover, the survival function corresponding to (2.3) is
On the other hand, we define the standardized random variable Z = (Y − µ)/σ with density function 
The case ϕ = 1 refers to the logistic distribution.
The rth moment of the LGL distribution is given by
From equation (2.5) it is possible to determine the mean and variance of the LGL distribution.
Characterizations of LGL Distribution
We emphasize the importance of characterizing the new model LGL. Characterizations of the distributions provide conditions under which the underlying distribution is indeed that particular distribution of interest.
Characterizations based on truncated moments
In this subsection we present characterizations of LGL distribution in terms of a simple relationship between two truncated moments. 
Then, pdf of Y is (3) if and only if the function η defined in Theorem A.1 (see Appendix) has the form
Proof. Let Y have pdf (2.6), then
and finally,
Conversely, if η (y) is given by (2.6), then
from which we obtain
Now, in view of Theorem A.1 , Y has pdf (3).
Corollary 2.1. Let Y : Ω → R be a continuous random variable and let h be as in Proposition 1.1. Then, pdf of Y is (3) if and only if there exist functions g and η defined in Theorem A.1 satisfying the following differential equation
Remarks. (a) The general solution of the differential equation (2.7) is 
Characterization based on hazard function
The hazard function, ζ F , of a twice differentiable distribution function, F, satisfies the first order differential equation
where q (y) is an appropriate integrable function. Although this differential equation has an obvious form since 
where
Proof. If Y has pdf (3), then clearly (2.9) holds. Now, if (2.9) holds, then after multiplying both sides of (2.9) by exp
Integrating both sides of (2.10) from −∞ to y, we have
The LGL regression models with censored data
In practice there are many situations where the response variable y i is influenced by one or more explanatory variables or covariates, and can be related to treatments, intrinsic traits of sample units, exogenous variables, interactions or time-dependent variables, among others. Let x i = (x i1 , . . . , x ip ) ⊤ be the explanatory variable vector associated with the ith response variable y i for i = 1, . . . , n.
For the first time, we construct a linear regression model for the response variable y i based on the LGL distribution given by
where the random error z i has the density function (2.4), β = (β 1 , . . . , β p ) ⊤ , σ > 0 and ϕ > 0 are unknown scale parameters and x i is the vector of explanatory variables modeling the location parameter µ i = x ⊤ i β . Hence, the location parameter vector µ = (µ 1 , . . . , µ n ) ⊤ of the LGL model has a linear structure µ = xβ , where x = (x 1 , . . . , x n ) ⊤ is a known model matrix. The logistic regression model is defined by (3.1) with ϕ = 1.
Consider a sample (y 1 , x 1 ), . . . , (y n , x n ) of n independent observations, where each random response is defined by y i = min{log(t i ), log(c i )}. We consider non-informative censoring such that the observed lifetimes and censoring times are independent. The log-likelihood function for θ reduces to
where θ = (ϕ , σ , β ⊤ ) ⊤ is the vector of unknown parameters, r is the number of non-censored observations. The MLE θ of θ can be obtained by maximizing the log-likelihood function (3.2). We use the matrix programming language Ox (MaxBFGS function) (see Doornik, 2007) to calculate θ . Initial values for β and σ are taken from the fit of the logistic regression model with ϕ = 1.
From the fitted model (3.1), the survival function for y i can be estimated bŷ
Under general regularity conditions, the asymptotic distribution of
, where K(θ ) is the expected information matrix. The asymptotic covariance matrix K(θ ) −1 of θ can be approximated by the inverse of the (p + 2) × (p + 2) observed information matrix J(θ ) and then the inference on the parameter vector θ can be based on the normal approximation N p+2 (0, J(θ ) −1 ) for θ . The multivariate normal N p+2 (0, J(θ ) −1 ) distribution can be used to construct approximate confidence regions for some parameters in θ and for the hazard and survival functions. In fact, a 100(1 − α * )% asymptotic confidence interval for each parameter θ q is given by
where − J q,q represents the qth diagonal element of the inverse of the estimated observed information matrix J( θ ) −1 and z α * /2 is the quantile 1 − α * /2 of the standard normal distribution. The likelihood ratio (LR) statistic can be used to discriminate between the LGL and logistic regression models since they are nested models. In this case, the hypotheses to be tested are H 0 : ϕ = 1 versus H 1 : H 0 is not true, and the LR statistic reduces to w = 2{l( θ ) − l( θ )}, where θ is the MLE of θ under H 0 . The null hypothesis is rejected if w > χ 2 1−α * (1), where χ 2 1−α * (1) is the quantile of the chi-square distribution with two degrees of freedom.
Bootstrap re-sampling method
The bootstrap re-sampling method was proposed by Efron (1979) . The method considers the observed sample as if it represents the population. From the information obtained from the sample, B bootstrap samples of similar size to that of the observed sample are generated, from which it is possible to estimate various characteristics of the population, such as mean, variance, percentiles and so on.
According to the literature, the re-sampling method may be non-parametric or parametric. In this study, the non-parametric bootstrap method is addressed, according to which the distribution function F can be estimated by the empirical distributionF (Hashimoto et al., 2013) .
Let T=(T 1 , . . . , T n ) be an observed random sample andF be the empirical distribution of T. Thus, a bootstrap sample T * is constructed by re-sampling with replacement of n elements of the sample T. For the B bootstrap samples generated, T * 1 , . . . , T * B , the bootstrap replication of the parameter of interest for the bth sample isθ *
i.e., the value ofθ for sample T * b , b = 1, . . . , B. The bootstrap estimator of the standard error (Efron and Tibshirani, 1993 ) is the standard deviation of these bootstrap samples given by
Note that B is the number of bootstrap generated samples. According to Efron and Tibshirani (1993) , assuming B ≥ 200, it is generally sufficient to present good results to determine the bootstrap estimates. However, to achieve greater accuracy, a reasonably high B value must be considered. We describe the bias corrected and accelerated (BCa) method for constructing approximated confidence intervals based on the bootstrap re-sampling method.
Sensitivity analysis

Global influence
A first tool to perform sensitivity analysis, as stated before, is by means of global influence starting from case-deletion. Case-deletion is a common approach to study the effect of dropping the ith case from the data set. A global influence measure considered by Xie and Wei (2007) is a generalization of Cook distance, which is defined as a standardized norm ofθ (i) −θ , and it is given by
whereL(θ ) is the observed information matrix.
Another measure to evaluate the influence of a case is presented by Cook and Weisberg (1982) . This measure is called the likelihood distance and considers the difference betweenθ (i) andθ . Thus, the likelihood distance is given by
where l(θ ) is the value of the logarithm of the likelihood function for the full sample and l(θ (i) ) is the value of the logarithm of the likelihood function for the sample excluding the ith observation.
Local influence
This approach is suggested by Cook (1986) , where instead of removing observations, weights are given to them. Local influence calculation can be carried out for model (3.1). If likelihood displacement LD(ω) = 2{l(θ ) − l(θ ω )} is used, whereθ ω denotes the MLE under the perturbed model, the normal curvature for θ at the direction d,
where ∆ is a (p + 2)n matrix that depends on the perturbation scheme, whose elements are given by 
where ∆ ⊤ i denotes the ith row of ∆. It is customary to point out those cases such that C i ≥ 2C, wherē
Next, we calculate, for three perturbation schemes (case-weight perturbation, response perturbation, explanatory variable perturbation), the matrix
where v = 1, 2, . . . , p + 2 and i = 1, 2, . . . , n, considering the model defined in (3.1) and its loglikelihood function given by (3.2).
Residual analysis
In this section, we compare two residuals to assess departures from the error assumptions and to detect outliers in the LGL regression model with censored observations. In the literature, various residuals, were investigated, for example, Collett (2003) , Weisberg (2005) and Colosimo and Giolo (2006) . In the context of survival analysis, the deviance residuals have been more widely used because they take into account the information of censored times (Silva et al., 2011) . These residuals can also be used for the log-logistic regression model, which is a special case of the LGL regression model. Thus, the plot of the deviance residuals versus the observed times provides a way to verify the adequacy of the fitted model and to detect atypical observations.
The deviance residual can be expressed as 
Simulation study
A simulation study was carried out to investigate the behavior of the empirical distribution of the martingale residuals and the deviance components, and also to assess the MLEs in the LGL regression model with censored data. For the simulation study, the variables z 1 , . . . , z n of the LGL distribution are generated by the acceptance-rejection method. More details can be found in Ross (2006) . Therefore, for the sample sizes n = 100, n = 300 and n = 500, the values of the parameters of the distributions are set at ϕ = 0.8 and 1.5, σ = 1.0, β 0 = 2.0 and β 1 = 4.0.
The survival times are generated from the following algorithm adapted for censored data: Therefore, 1, 000 samples are generated for each combination of n, ϕ , σ and censoring percentage by using Monte Carlo simulations, and the MLEs of the model parameters are obtained for each of the samples. Then, for each fitted model, the residuals r D i in equation (5.1) are calculated. On the other hand, Figure 3 display the plots of the residuals versus the expected values of the order statistics of the standard normal distribution. This type of plot is known as the normal probability plot and serves to assess the departure from the assumption of normality of the residuals (Weisberg, 2005) . Therefore, the following interpretations are obtained from these plots:
• The empirical distribution of the deviance residual agrees with the standard normal distribution.
• The empirical distribution of the martingale residual in general has accentuated asymmetry.
• When the censoring percentage decreases, the empirical distribution of the deviance residual appears to approach the standard normal distribution more rapidly than does the martingale residual.
• As the sample size increases, the empirical distribution of the deviance residual becomes closer to the normal distribution. 
Application
To illustrate the application of the LGL regression model, we use a data set of Lee and Wang (2003) . The data set refers to a study of patients diagnosed with acute myeloid leukemia (AML), where the objective was to determine factors associated with the lifetime of these patients. Thus, it was observed that 30 patient lifetimes and possible prognostic factors:
• x 1 : Age (0= age of the patient < 50 years, 1= age of the patient ≥ 50 years); • x 2 : Cellularity (0= cellularity of marrow clot section is 100%, 1=otherwise).
First, to verify the behavior of the AML data, we construct the Kaplan-Meier and the TTT curve (Aarset, 1987 ) displayed in Figure 4 . From these plots, we note that the TTT-plot indicates that the lifetime of patients has a unimodal failure rate (Figure 4a) , which justifies the LL distribution. Moreover, the time does not present a level above zero, as shown in Figure 4b . On the other hand, we have evidence that only the age of the patients have an influence on lifetime (Figure 4c ). Thus, accordance whit is observed in Figure 4 , we consider the following model
where y i = log(t i ) denotes the logarithm of lifetime.
To maximize the log-likelihood function (3.2) and thus obtain the MLEs of the parameters of the proposed model, we use the subroutine MaxBGFS of the matrix programming language Ox version (7.00) with initial values ϕ = 1.0, σ = 0.760, β 0 = 4.880, β 1 = -0.153 and β 2 = 0.026. These values are obtained from the fit of the logistic regression model with censored data using the R software version (2.15.1).
Thus, in Table 1 we provide the parameter estimates, standard errors and significance of the MLEs and non-parametric bootstrap estimates. The figures in this table indicate that the estimates by the two methods are very similar, and then there is evidence that the presence of the only covariate x 1 (age) is significant at 5% level of significance.
Further, we calculate the maximum unrestricted and restricted log-likelihoods and the likelihood ratio (LR) statistics for testing a special model. For example, the LR statistic for testing the hypotheses H 0 : ϕ = 1 versus H 1 : H 0 is not true, i.e., to compare the LGL and logistic regression models, is w = 2(−35.548 + 37.540) = 3.924 (p-value=0.048), which yields favorable indications toward to the LGL regression model. The next step is to detect possible influential points in the LGL regression model. The measurements of global and local influence are calculated using the matrix programming language Ox version 7.00.
The generalized Cook's distance (4.1) and likelihood distance (4.2) are given in Figure 5 . These plots indicate that the points ♯8, ♯17, ♯18 and ♯30 are possible influential observations.
As for the plots of local influence, considering perturbations of cases (C d max = 1.1291) and the logarithm of lifetime perturbation (C d max = 0.7453), it is noted that the cases ♯5, ♯7, ♯8, ♯17, ♯18 and ♯30 can be considered as possible influential observations, as illustrated in Figure 6 . Also, Figure 7a indicates the deviance residuals. It can be noted that these residuals are randomized around zero, indicating the suitability of the model for analyzing the lifespan data of patients with AML.
Therefore, the sensitivity analysis (global influence and local influence) and the residual analysis detected that the influential observations are ♯17, ♯18 and ♯30, which appeared more frequently. These observations are identified as potential influential points, and correspond to patients who have the following descriptions:
• The observation ♯17 corresponds to the patient in the group of individuals with more than 50 years with the lowest lifetime.
• The observation ♯18 corresponds to the patient in the group of individuals with more than 50 years remained alive until the time 26.
• The observation ♯30 corresponds to the patient in the group of individuals with more than 50 who remained alive until the time 35. Thus, to analyze the impact of these observations on the parameter estimates, we fit the model by eliminating individually each observation, and then removing two observations. Thus, in Table  2 , we present the relative changes (in percentages) of each estimated parameter defined by
× 100, where θ j(i) is the MLE without the ith observation. In view of the results of Table 2 , it is noted that the MLEs of the parameters of the LGL regression model are not robust to the deletion of influential observations. Moreover, the significance of estimated parameters change (at the 5% significance level) after removal of the cases, that is, no changes inferential after removal of observations considered influential in diagnostics plots.
Finally, we verify the quality of the adjustment range of the LGL regression model by constructing the normal probability plot for the component of the waste diversion with simulated envelope (Atkinson, 1985) . From this plot, we note that there is evidence of a good fit of the LGL regression model, as illustrated in Figure 7b . Finally, the model fitted to the data is given bŷ
Based on the final model (6.1), one can note that the variability in the lifetime of patients with AML can be explained by means of their age. In other words, patients aged 50 and older have a 38% lower chance of surviving than patients younger than 50 years. However, for sensitivity analysis, it is necessary to have two patients older than 50 who remained alive until the end of the study. In this case, it would be interesting to carry out another study to verify the causes for the different behavior of these patients in relation to other patients with AML.
Goodness of fit. In order to assess if the model is appropriate, the plot comparing the empirical survival function and estimated survival function for the GLL distribution is displayed in Figure 8a . A graphical comparison for the LGL regression model is given in Figure 8b . The curves displayed in this figure are the empirical survival and estimated survival functions determined from (8) . Based on this figure, we note that both models show satisfactory fits. However, the LGL model presents a better fit to the current data. Moreover, according to these plots, it can be noted that the LGL regression model can be used to predict the chances of survival of a patient diagnosed as suffering from AML. In other words, the chance that a patient younger than 50 will survive until the 15th period is approximately 63% [Ŝ(15|x 1 = 0) = 0.634], while the chance for a patient 50 or older is only 26% [Ŝ(15|x 1 = 1) = 0.263]. It can also be verified that the chance that a patient aged 50 or older will survive to the 40h period is very small [Ŝ(40|x 1 = 1) = 0.077]. Therefore, according to the patient age group, it is possible to determine the best form for treating patients with AML.
Concluding Remarks
A three parameter lifetime model called the gamma-log-logistic (GLL) distribution is proposed. It is a simple generalization of the log-logistic distribution. The new model extends several distributions widely used in the lifetime literature and it is more flexible than the Weibull, log-logistic and log-normal distributions. Based on this new distribution, we propose a log-gamma logistic (LGL) regression model, which is more suitable for modeling censored and uncensored lifetime data. The proposed model serves as an important extension to several existing regression models and could be a valuable addition to the literature. Hence, the proposed regression model is a good alternative for lifetime data analysis and can be more flexible than the log-logistic, log-normal and Weibull models. Several simulation studies are performed for different parameter settings, sample sizes and censoring percentages. Maximum likelihood and parametric bootstrapping are described for estimating the model parameters. Diagnostic analysis is presented to assess local and global influences. We also discuss the sensitivity of the maximum likelihood estimates (MLEs) from the fitted model using deviance component residuals and sensitivity analysis. The usefulness of the proposed regression model is also demonstrated by means of a real data set. 
