We put forward new general criteria to design successor rules that generate binary de Bruijn sequences. Prior fast algorithms based on successor rules in the literature are then shown to be special instances. We implement the criteria to join the cycles generated by a number of simple feedback shift registers (FSRs). These include the pure cycling register (PCR) and the pure summing register (PSR). For PCR, we define a preorder on its cycles, based on their weights. For PSR, we define two orders, namely a necklace order on its cycles and a mixed order on the cycles based on both the weight and the necklace orders. Using the new orders, we propose numerous classes of successor rules that can efficiently generate binary de Bruijn sequences. Producing the next bit takes no more than O(n) memory and between O(n) and O(n log n) time. We implemented computational routines to confirm the claims.
I. INTRODUCTION
A 2 n -periodic binary sequence is a binary de Bruijn sequence of order n if every binary n-tuple occurs exactly once within each period. There are 2 2 n−1 −n such sequences [1] . They appear in many guises, drawing the attention of researchers with varied backgrounds and interests. Attractive qualities that include being balanced and having maximum period [2] , [3] make these sequences applicable in communication systems and coding theory. A subclass with properly callibrated nonlinearity property, while satisfying other measures of complexity, can also be useful for cryptographic purposes.
Experts have been using tools from diverse branches of mathematics to study their generation and properties, see, e.g., the surveys in [4] and [5] for further details. Of enduring special interest are of course methods that excell in three measures: fast, with low memory requirement, and capable of generating a large number of sequences. Known constructions come with some trade-offs with respect to these measures. Notable examples include Lempel's D-Morphism [6] , an approach via preference functions described in [7] and in [3] , a greedy algorithm with specific preference in [8] , and various fast generation proposals, e.g., those in [9] and in [10] .
The most popular construction approach is the cycle joining method (CJM) [3] , which serves as the foundation of many techniques. The main drawback of the CJM is it requires a lot of precomputation prior to actually generating the sequences. Given a feedback shift register, one must first determine its cycle structure before finding the conjugate pairs to build the so-called adjacency graph. Enumerating the spanning trees comes next. Once these general and involved steps have been properly accomplished, then generating a sequence, either randomly or based on a predetermined rule, is very efficient in both time and memory. The main advantage, if carried out in its full generality, is the large number of sequences that can be explicitly built, as illustrated in [11, Table 3 ].
There are some fast algorithms based on the CJM. They often produce a very limited number of de Bruijn sequences. As was shown in [9] , one can generate a de Bruijn sequence, named the granddady, in O(n)-time and O(n)-space per bit. A related de Bruijn sequence, named the grandmama, was built in [10] . Etzion and Lempel proposed some algorithms to generate de Bruijn sequences based on the pure cycling register (PCR) and the pure summing register (PSR) in [12] . Their algorithms generate a number, exponential in n, of sequences at the expense of higher memory requirement. Jansen et al. established a requirement to determine some conjugate pairs in [13] , leading to another fast algorithm. In [14] , Sawada et al. proposed a simple de Bruijn sequence construction, which is in fact a special case of the method in [13] . Gabric et al. generalized the last two works to form simple successor rule frameworks that yield more de Bruijn sequences in [15] . Further generalization to the constructions of k-ary de Bruijn sequences in [16] and [17] followed naturally.
Our Contributions
First, paying close attention to the approach in [13] and the series of works that lead to the recently presented framework in [17] , we come up with more general criteria to design feasible successor rules. The criteria cover all of the known fast algorithms, built upon the successor rules found in the literature, as special cases.
A high level explanation of our criteria is as follows. We begin with the set of cycles produced by any nonsingular feedback shift register. To join all of these cycles into a single cycle of a binary de Bruijn sequence, one needs to come up with a valid successor rule that assigns a uniquely identified state in one cycle to a uniquely identified state in another cycle. If the cycles are represented as the vertices of an adjacency graph, then producing a de Bruijn sequence in the CJM method corresponds to finding a spanning tree in the graph. The (directed) edges induced by the successor rule guide the actual process of generating the final sequence. To certify that a successor rule can indeed yield a de Bruijn sequence we propose several new orders on both the cycles and on the states in each cycle. Good orders on the cycles ensure the existence of spanning trees in the corresponding adjacency graphs. The orders on the states are then carefully chosen to guarantee that the next bit can be produced as fast as possible.
Second, we concretely implement the criteria on some simple FSRs, especially on the PCR and the PSR of any given order n. Based on their respective cycles' special properties, we define several distinct orders. For the PCR we order the cycles according to their weights. For the PSR we define a necklace order and a mixed order, that combines the weight order and the necklace order, on the cycles. Using the respective new orders, we propose numerous successor rules to efficiently generate de Bruijn sequences. The exact number of sequences can be determined for each class of rules. Given a current state, in most occasions, the next bit takes only O(n) space and O(n) or O(n log n) time to generate. In a few other instances, the process can be made even faster. We also demonstrate the explicit derivation of the feedback functions of some of the resulting sequences.
Third, our criteria in designing successor rules extend to other classes of special FSRs, beyond the PCR and PSR of any order n. This implies that numerous other de Bruijn sequences can in fact be generated efficiently. Hence, this work opens up avenues for further investigations.
In terms of organization, we collect preliminary notions and several useful known results in Section II. We present the general criteria in Section III. Section IV shows how to apply the criteria on the cycles of the PCR, leading to scores of new successor rules to generate de Bruijn sequences. Section V gives a similar treatment on the PSR. The last section brings this work to its conclusion by summarizing the contribution and listing some future directions.
II. PRELIMINARIES

A. Basic Definitions
An n-stage shift register is a circuit of n consecutive storage units, each containing a bit. The circuit is clock-regulated, shifting the bit in each unit to the next stage as the clock pulses. A shift register generates a binary code if one adds a feedback loop that outputs a new bit s n based on the n bits s 0 = s 0 , . . . , s n−1 , called an initial state of the register. The corresponding Boolean feedback function f (x 0 , . . . , x n−1 ) outputs s n on input s 0 . The output of a feedback shift register (FSR) is therefore a binary sequence s = {s i } = s 0 , s 1 , . . . , s n , . . . that satisfies the recursive relation s n+ℓ = f (s ℓ , s ℓ+1 , . . . , s ℓ+n−1 ) for ℓ = 0, 1, 2, . . . .
For N ∈ N, if s i+N = s i for all i ≥ 0, then s is N-periodic or with period N and one writes s = (s 0 , s 1 , s 2 , . . . , s N−1 ). The least among all periods of s is called the least period of s.
We name s i = s i , s i+1 , . . . , s i+n−1 the i-th state of s. Its predecessor is s i−1 while its successor is s i+1 . For s ∈ F 2 , let s := s + 1 ∈ F 2 . Extending the definition to any binary vector or sequence s = s 0 , s 1 , . . . , s n−1 , . . ., let s := s 0 , s 1 , . . . , s n−1 , . . ..
as its conjugate state and companion state, respectively. Hence,
For any FSR, distinct initial states generate distinct sequences that form a set Ω( f ) of cardinality 2 n . All sequences in Ω( f ) are periodic if and only if the feedback function f is nonsingular, i.e., f can be written as
All feedback functions in this paper are nonsingular. An FSR is linear or an LFSR if its feedback function is linear. Otherwise, it is nonlinear or an NLFSR. Further properties of LFSRs are treated in, e.g., [18] and [19] .
For an N-periodic sequence s, the left shift operator L maps If Ω( f ) consists of exactly r cycles C 1 ,C 2 , . . . ,C r , then its cycle structure is
When r = 1, the corresponding FSR is of maximal length and its output is a de Bruijn sequence of order n.
The lexicographically least N-stage state in any N-periodic cycle C is called its necklace. As discussed in, e.g., [20] and [15] , there is a fast algorithm that, on input C, outputs its necklace in O(N) time. In fact, one can efficiently sort all distinct states in C. The standard python implementation is timsort [21] . It was developed by Tim Peters based on McIlroy's techniques in [22] . In the worst case, its space and time complexities are O(N) and O(N log N) respectively. A closely related proposal can be found in [23] .
The weight of an N-periodic cycle C, denoted by wt(C), is
If any distinct cycles C i and C j in Ω( f ) have the property that the state v in C i has its conjugate state v in C j , then interchanging the successors of v and v joins C i and C j into a single cycle whose feedback function is
Similarly, if the companion states v and v are in two distinct cycles, then interchanging their predecessors joins the two cycles. If this process can be continued until there is just one cycle left, then we obtain a de Bruijn sequence. The CJM is, therefore, predicated upon knowing the cycle structure of Ω( f ) and is closely related with a graph associated to the FSR. Given an FSR with feedback function f , its adjacency graph G f , or simply G if f is clear, is an undirected multigraph whose vertices correspond to the cycles in Ω( f ). The number of edges between two vertices is the number of shared conjugate (or companion) pairs, with each edge labelled by a specific pair. It is well-known that there is a bijection between the set of spanning trees of G and the set of all inequivalent de Bruijn sequences constructible by the CJM on input f .
B. Properties of Some Feedback Shift Registers
We now introduce some simple FSRs to be used later. A pure cycling register (PCR) of order n is an LFSR with feedback function and characteristic polynomial f PCR (x 0 , x 1 , . . . , x n−1 ) = x 0 and f PCR (x) = x n + 1.
(
Let φ (·) be the Euler totient function. The number of distinct cycles in Ω( f PCR ) is known, e.g., from [3] , to be
By definition, all states in any given n-periodic cycle C PCR := (c 0 , c 1 , . . . , c n−1 ) ∈ Ω( f PCR ) have the same number of ones.
A pure summing register (PSR) of order n is an LFSR with feedback function and characteristic polynomial
The cycles of a PSR share some interesting properties. Let C PSR be any cycle generated by a PSR of order n. Then the least period of C PSR divides n + 1. Hence, it can be written as (n + 1)-periodic C PSR := (d 0 , d 1 , . . . , d n ). Notice that C PSR has an even weight. For n ≥ 2, if we write n = 2 t n ′ − 1, with n ′ being odd, then the number of distinct cycles in Ω( f PSR ) is given by
where Z n+1 is computed based on Equation (3). When n is even, Equation (5) simplifies to 1 2 Z n+1 . A complemented PSR (CSR) of order n is an LFSR with feedback function
It assigns the next bit to be the complement of the bit produced by the feedback function f PSR in Equation (4) when given the same input. Hence, the least period of any cycle C CSR divides n + 1 and the weight of any C CSR := (e 0 , e 1 , . . . , e n ) is odd. For a fixed n, PSR and CSR have analogous properties that can be easily inferred from each others. In what follows, when we treat them, the focus will be on PSR since the corresponding results on CSR will become apparent with the proper adjustment.
C. Jansen-Franx-Boekee (JFB) Algorithm
In [13] , Jansen et al. proposed an algorithm to generate de Bruijn sequences by the CJM. Suppose that the FSR with a feedback function f (x 0 , x 1 , . . . , x n−1 ) is given. They defined the cycle representative of any cycle of the FSR to be its lexicographically smallest n-stage state. If the FSR is the PCR of order n, then it is clear that the cycle representative is a necklace. Based on the cycle representative, we can impose an order on the cycles. For cycles C 1 and C 2 , we say that C 1 ≺ lex C 2 if and only if the cycle representative of C 1 is lexicographically less than that of C 2 . This lexicographic order defines a total order on the cycles.
On current state s i = s i , s i+1 , . . . , s i+n−1 , the next state s i+1 = s i+1 , s i+2 , . . . , s i+n is produced based on the assignment rule in Algorithm 1. The correctness of the JFB Algorithm rests on the fact that the cycle representative in any cycle C 1 which does not contain the all zero state (0) is unique. Its companion state is guaranteed to be in another cycle C 2 with C 2 ≺ lex C 1 . This ensures that we have a spanning tree and, hence, the resulting sequence must be de Bruijn. The detailed treatment can be found in [13] . if s i+1 , . . . , s i+n−1 , 0 or s i+1 , . . . , s i+n−1 , 1 is a cycle representative then 5:
The main task in Algorithm 1, which is to keep track of the cycle representatives, may require a lot of time if the least periods of the cycles happen to be large. For cases where all cycles produced by a given FSR have small least periods, the algorithm works fast. For PCR and PSR, for examples, Algorithm 1 generates de Bruijn sequences very efficiently, with space complexity O(n) and time complexity between O(n) and O(n log n) to output the next bit.
Remark 1: We can borrow the JFB Algorithm, redefine the cycle representative, and still generate de Bruijn sequences as efficiently. Suppose that we redefine the cycle representative of any cycle C to be the state with the maximal lexicographic order. We notice the fact that a state v is the lexicographically maximal state in C if and only if v is the lexicographically least state in C. Furthermore, in some cases, the de Bruijn sequences generated based on the maximal states in the lexicographic order are the complements of the de Bruijn sequences generated according to the least states in the order.
For PCR and for the FSR with feedback function x 0 + ∏ n−1 j=1 x j , for examples, a quick computational check confirms that this complementarity holds for all 3 ≤ n ≤ 20. For PSR and CSR of order n > 3, it fails to hold. We refrain from a general treatment of the matter for brevity.
In [14] , Sawada et al. consider the PCR and propose a fast yet simple algorithm to generate a de Buijn sequence. Upon a closer look, it turns out that their algorithm is a special case of the predating JFB Algorithm. Later, in [15] , Gabric and the authors of [14] consider the PCR and complemented PCR (CCR) and propose several fast algorithms of generating de Bruijn sequences by ordering the cycles lexicographically according to the necklace and co-necklace in each cycle, respectively. They replace the generating algorithm by some successor rule ρ(x 0 , x 1 , . . . , x n−1 ). The general thinking behind the approach is as follows. Let A be some condition which guarantees that the resulting sequence is de Bruijn, given an FSR with a feedback function f (x 0 , x 1 , . . . , x n−1 ). For any state c 0 , c 1 , . . . , c n−1 , the successor rule assigns
To be more precise, the successor of a state v = c 0 , c 1 , . . . , c n−1 , as per normal, is c 1 , . . . , c n−1 , f (c 0 , . . . , c n−1 ). In each special case where v satisfies Condition A, then its successor is c 1 , . . . , c n−1 , f (c 0 , . . . , c n−1 ) + 1, i.e., the last bit of the successor is the complement of the last bit of the successor when Condition A does not hold for v. This reassignment of the successor is to ensure that the cycles can be joined into de Bruijn sequence.
The task we set out to do is to find more general successor rules that include the known ones as special instances.
III. NEW GENERAL CRITERIA FOR SUCCESSOR RULES TO GENERATE DE BRUIJN SEQUENCES
We will now show that by defining suitable orders on the cycles of carefully chosen FSRs with special properties, we can construct numerous new successor rules for de Bruijn sequences. This section proves a general criteria that such rules must meet. The criteria will be applied successfully, in later sections, to certain families of FSRs, including PCRs and PSRs of any order n. The generality of the criteria allows for future studies to be conducted on the feasibility of using broader families of FSRs for fast generation of de Bruijn sequences.
For the cycles in Ω( f ) of an FSR with feedback function f , we define an order, denoted by ≺, based on some specific properties of Ω( f ). We require that the order satisfies transitivity, i.e., if C 1 ≺ C 2 and C 2 ≺ C 3 , then C 1 ≺ C 3 . Recall that ≺ lex defined in Subsection II-C is a total order on the cycles. In general it is not necessary for the order to be either total or partial. In many instances it suffices to have a preorder, i.e., to have the reflexive and transitive properties only. Once a suitable order has been imposed on Ω( f ), we can establish the following general criteria.
Theorem 1: Suppose that there is an order ≺ satisfying transitivity on the cycles in Ω( f ) of an FSR with a given feedback function f .
1) Let C be the unique cycle with the property that C ≺ C ′ for any cycle C ′ = C, i.e., C is the unique smallest cycle in Ω( f ). Let ρ be a successor rule that can be well-defined in the following way. Suppose that any C 1 ∈ Ω( f ) \ {C} contains a unique state whose successor can be assigned by ρ to be a state in a cycle C 2 with C 2 ≺ C 1 , then ρ can be used to generate a de Bruijn sequence. 2) Let C be the unique cycle with the property that C ′ ≺ C for any cycle C ′ = C, i.e., C is the unique largest cycle in Ω( f ). Let ρ be a successor rule that can be well-defined in the following way. Suppose that any C 1 ∈ Ω( f ) \ {C} contains a unique state whose successor can be assigned by ρ to be a state in a cycle C 2 with C 1 ≺ C 2 , then ρ can be used to generate a de Bruijn sequence.
Proof: We prove the first case only since the proof for the second one is similar. We construct a rooted tree whose vertices are all of the cycles in Ω( f ) to exhibit a spanning tree in the adjacency graph of the FSR.
Based on the condition set out in the first case, each C 1 = C contains a unique state whose assigned successor under ρ is in another cycle, say C 2 . The two cycles C 1 and C 2 are therefore adjacent. Since C 2 ≺ C 1 , we direct the edge from C 1 to C 2 . It is easy to check that, except for C whose outdegree is 0, each vertex has outdegree 1. Since the order ≺ is transitive, there is a unique path from the vertex to C. Thus, we obtain a spanning tree rooted at C.
Armed with Theorem 1, one concludes that the JFB Algorithm and the successor rules proposed in [15] are valid when the lexicographic order ≺ lex is imposed.
Example 1: For the cycles of PCR of order n, we use the lexicographic order ≺ lex . The all zeroes cycle (0) and the all ones cycle (1) are, respectively, the least and the largest. The two successor rules in [13] and [14] are
Theorem 1 confirms that ρ 1 and ρ 2 can generate de Bruijn sequences. For ρ 1 , the necklace in each cycle C = (0) is unique and has at least one 1. Let c 1 , . . . , c n−1 , 1 be the necklace of C 1 , then its unique predecessor, under f , is v := 1, c 1 , . . . , c n−1 . By ρ 1 , the successor of v is assigned to be w := c 1 , . . . , c n−1 , 0 ∈ C 2 = C 1 , with w being lexicographically less than v ∈ C 1 . The necklace of C 2 is lexicographically less than the necklace of C 1 . Hence, C 2 ≺ lex C 1 , satisfying the requirement in Theorem 1. A similar verification works for ρ 2 . The time complexity for both rules to generate the next bit is O(n). We continue, in the next two sections, to consider some FSRs whose cycles have small respective least periods. Based on specific properties of the cycles, we define several orders on them to come up with new successor rules that meet the criteria in Theorem 1.
IV. SUCCESSOR RULES FROM PURE CYCLING REGISTERS
In this section we apply the criteria in Theorem 1 to the PCR of any order n and begin by defining a new order.
A. The Weight Order on the Pure Cycling Register
The cycles of the PCR share a nice property. All of the states in any cycle C are shift-equivalent and share the same weight wt(C). Hence, we can define a weight order on the cycles based simply on their respective weights. For cycles C 1 = C 2 , we say that C 1 ≺ wt C 2 if and only if wt(C 1 ) < wt(C 2 ).
This weight order is a preorder. It is neither partial nor total. Notice that it differs from the lexicographic order as the next example shows.
Example 2: The PCR of order 6 generates C 1 = (001001) and C 2 = (000111). Lexicographically C 1 ≻ lex C 2 because the necklace 001001 in C 1 is lexicographically larger than the necklace 000111 in C 2 . In the weight order, however,
Based on the weight order, we can construct successor rules to generate de Bruijn sequences.
Theorem 2: For the PCR of order n, if a successor rule ρ PCR (x 0 , x 1 , . . . , x n−1 ) satisfies one of the following conditions, then it can generate de Bruijn sequences.
1) For any
Proof: To prove the first case, note that (0) ≺ wt C 1 for any
in Ω( f PCR ). By the stated condition, C 1 contains a unique state v such that its conjugate v is in C 2 whose weight wt(C 2 ) < wt(C 1 ). The successor rule ρ PCR satisfies the criteria in Theorem 1. The proof for the second case is similar. Theorem 2 reduces the task to generate de Bruijn by using ρ PCR to either one of the following options. The first option is to find the unique state v in each C 1 = (0) whose conjugate state v is guaranteed to be in C 2 , where wt(C 2 ) < wt(C 1 ). The second option is to find the unique state v in each C 1 = (1) whose conjugate state v is guaranteed to be in C 2 , where wt(C 2 ) > wt(C 1 ). If, for every C 1 , its v can be determined quickly, then the resulting de Bruijn sequence is fast to generate. Following the two cases in Theorem 2, ρ PCR comes in two forms.
First, let A be the statement: In C 1 := (0, c 1 , . . . , c n−1 ) = (1), the unique state v is 0, c 1 , . . . , c n−1 . Its conjugate state v has wt( v) > wt(v), which implies v ∈ C 2 , where C 2 ≻ wt C 1 . It is then straightforward to confirm that the condition in Theorem 2 is met by
Second, let B be the statement: In (c 1 , . . . , c n−1 , 1) = (0), the unique state v is c 1 , . . . , c n−1 , 1. Its companion state v has wt( v) < wt(v), which means that v ∈ C 2 , where C 2 ≺ wt C 1 . Hence, the successor rule
satisfies the condition in Theorem 2.
What remains is to find ways to determine a unique state whose first bit is 0 (respectively, whose last bit is 1) in each cycle C 1 = (1) (respectively, C 1 = (0)). There are potentially a lot of ways to do so. Our approach in this paper is to consider the positions of the states in C 1 relative to its necklace by ordering the states in several distinct manners.
B. Under the Lexicographic Order
In this subsection we determine the unique state v ∈ C based on the lexicographic order on the states. Given a cycle C := (c 0 , c 1 , . . . , c n−1 ), we list all distinct states whose first bit is 0 and queue them in lexicographically increasing order. Without loss of generality, suppose that the states are, in order, v 1 , v 2 , . . . , v ℓ , where ℓ is the number of zeroes in the corresponding Lyndon word. Then, for 1 ≤ j ≤ ℓ, we call v j the j-th lexicographically least state in {v 1 , . . . , v ℓ }. Notice that the necklace here is v 1 . We can similarly define the j-th lexicographically least state among all states whose last bit is 1 in C. Proposition 3: Let 2 ≤ t ≤ n be chosen arbitrarily. Suppose that the cycle (0, c 1 , . . . , c n−1 ) has ℓ distinct states whose first bit is 0. Then each of the following conditions can be used as Condition A to define ρ in Equation (8).
Proof: The state v = 0, c 1 , . . . , c n−1 is indeed uniquely determined in its cycle, under each of the conditions.
A similar reasoning establishes the next proposition. Proposition 4: Let 2 ≤ t ≤ n be chosen arbitrarily. Suppose that the cycle (c 1 , . . . , c n−1 , 1) has ℓ distinct states whose last bit is 1. Then each of the following conditions can be used as Condition B to define ρ in Equation (9).
. . , c n−1 , 1 is the (ℓ mod k)-th lexicographically least state. We are now in position to state a few important facts, which can be verified by observation. First, under any one of the four conditions in Propositions 3 and 4, producing the next bit takes O(n) space and O(n log n) time. Second, Condition A 1 with t = 2, i.e., k 1 = 1 and k 2 = n produces the same de Bruijn sequence as the output of Condition A 2 with k = 1. Similar output collision occurs when t = n, i.e., k i = i for all 1 ≤ i ≤ n in Condition A 1 and k = n − 1 in Condition A 2 . The same patterns holds for Conditions B 1 and B 2 . Thus, the total number of inequivalent de Bruijn sequences produced in each of Propositions 3 and 4 is 2 n−2 + n − 3. Third, the successor rules given in Example 1 are special cases of Condition B 1 with t = 2 and Condition A 1 with t = 2, respectively.
There are surely other ways to define other new valid conditions. Exploring them is left to the interested readers. Example 3: Let us consider the PCR of order n = 6. Table I lists its 14 cycles and their relevant states, ordered lexicographically. In total, Conditions A 1 and A 2 produce 2 4 + 3 = 19 inequivalent de Bruijn sequences. For ease of comparison, the initial state can be fixed to be 0, 0, . . . , 0. Representative samples of the output sequences are given in Table II .
C. Under the Shift Order
Using the shift order on the states in a given cycle also yields a lot of feasible successor rules. Given (c 0 , c 1 , . . . , c n−1 ), we start by finding its necklace v 1 . All distinct states whose first bit is 0 can be obtained by applying the left shift operator L repeatedly. Let their order of appearance be v 1 , v 2 , . . . , v ℓ . Then we say that after j − 1 right shifts, for 1 ≤ j ≤ ℓ, among these ℓ states whose first bit is 0, the state v t transforms into the necklace. We define the shift order of all the states whose last bit is 1 analogously.
Example 4: For the cycle (01011), the necklace is 01011. By left shifts, we get, in order, the two states 01011 and 01101 whose first bit is 0. Then by 1 right shift among these 2 states, 01101 is transformed into the necklace. Similarly, we can get in order the states 01011, 01101, 10101 whose last bit is 1. Then by 1 right shift among them, 10101 is transformed into 01101. By 2 right shifts among them, 10101 becomes the necklace. Now we can construct successor rules by using the shift indices of the states in a given cycle, relative to its necklace.
Proposition 5: Let 2 ≤ t ≤ n be chosen arbitrarily. Suppose that there are ℓ distinct states whose first bit is 0 in (0, c 1 , . . . , c n−1 ). Then each of the following conditions can be used in the successor rules in Equation (8) to generate de Bruijn sequences. D 1 Let 1 = k 1 < k 2 < · · · < k t = n. The state v = 0, c 1 , . . . , c n−1 can be transformed into necklace by k i − 1 times right shift among the states with the first bit 0 if k i ≤ ℓ < k i+1 , i = 1, 2, . . . ,t − 1. D 2 Let 1 ≤ k < n and ℓ mod k ∈ {1, 2, . . . , k}. The state v = 0, c 1 , . . . , c n−1 can be transformed into necklace by (ℓ mod k) − 1 times right shift among the states with the first bit 0. As was before, a similar reasoning gives us the corresponding result for the states whose last entry is 1.
Proposition 6: Let 2 ≤ t ≤ n be chosen arbitrarily. Suppose that there are ℓ distinct states whose last bit is 1 in (c 1 , . . . , c n−1 , 1). Then each of the following conditions can be used in the successor rules in Equation (9) to generate de Bruijn sequences.
can be transformed into necklace by k i − 1 times right shift among the states with the last bit 1 if k i ≤ ℓ < k i+1 , i = 1, 2, . . . ,t − 1. E 2 Let 1 ≤ k < n and ℓ mod k ∈ {1, 2, . . . , k}. The state v = c 1 , . . . , c n−1 , 1 can be transformed into necklace by (ℓ mod k) − 1 times right shift among the states with the last bit 1. Notice that in Propositions 5 and 6, reversing the shift direction, and adjusting the rule accordingly, also work well. Examples of generated de Bruijn sequences based on Conditions D 1 to E 2 can be found in Table II . The total number of inequivalent de Bruijn sequences produced by each of Propositions 5 and 6 is again 2 n−2 + n − 3, for a fixed n.
Here are new conditions to formulate two more general successor rules.
Proposition 7: Let k be a positive integer. Then the following conditions can be used in defining ρ to generate de Bruijn sequences.
1) In Equation (8) we use as Condition A: 0, c 1 , . . . , c n−1 can be transformed into necklace after k − 1 times right (or left) shift among all states with the first bit 0. 2) In Equation (9) we use as Condition B: c 1 , . . . , c n−1 , 1 can be transformed into necklace after k − 1 times right (or left) shift among all states with the last bit 1. Proposition 7 yields the granddaddy sequence [9] and the grandmama sequence [10] , when k = 2, and the sequences in Example 1, when k = 1. The time complexity to generate the next bit by the above shift order is O(n). It is easy to check that in Proposition 7, by choosing distinct k ≥ 1, we can generate lcm(1, 2, . . . , n − 1) inequivalent de Bruijn sequences. Letting n = 6 we produce 60 inequivalent de Bruijn sequences for each of the two cases in Proposition 7. For brevity, Table III lists only six sequences for each. We leave the search for more feasible successor rules to the interested readers.
Remark 2: The time complexity for the shift order on the states in each cycle is generally better than for the lexicographic order since shifting is simpler and practically memoryless.
D. The Feedback Functions of the Resulting Sequences
We briefly discuss the feedback functions of the de Bruijn sequences produced earlier in this section. Their form is
x 0 , if x 0 , x 1 , . . . , x n−1 satisfies the specified condition, x 0 otherwise.
Let E be the set of states v = v 0 , v 1 , . . . , v n−1 such that each conjugate pair (v, v) is used in generating the corresponding de Bruijn sequence. The feedback function of the resulting sequence will then be f (x 0 , x 1 , . . . ,
From the above analysis, determining the function f requires computing h such that h(x 1 , . . . , x n−1 ) = 1 if x 1 , . . . , x n−1 satisfies the condition, 0 otherwise.
Since the resulting de Bruijn sequences come from joining all of the cycles in Ω( f PCR ), the weight of h is Z n − 1. We will need the following useful proposition. Proposition 8: The feedback function of the successor rule ρ(y 0 , y 1 , . . . , y n−1 ) = 1 if y 0 , y 1 , . . . , y n−1 is a necklace, 0 otherwise, is
where g i = y 0 · y i + (y 0 + y i ) · y 1 · y i+1 + . . . + (y 0 + y i ) · · · (y n−2 + y i+n−2 ) · y n−1 · y n−1+i + (y 0 + y i ) · · · (y n−1 + y n−1+i ).
Proof: The state y = y 0 , y 1 , . . . , y n−1 is a necklace if and only if it is lexicographically less than or equal to all other states which are shifts of themselves. For a shift state y i = y i , y i+1 , . . . , y i+n−1 , where 1 ≤ i ≤ n − 1 and the subscripts are computed modulo n, we have y lex y i if and only if one and only one of the following conditions holds.
• y 0 < y i , i.e., y 0 = 0, y i = 1, or y 0 · y i = 1, • y 0 = y i and y 1 < y i+1 , i.e., (y 0 + y i ) · y 1 · y i+1 = 1,
• . . .
• y 0 = y i , . . . , y n−2 = y i+n−2 , and y n−1 < y i+n−1 , i.e., (y 0 + y i ) · · · (y n−2 + y i+n−2 ) · y n−1 y n−1+i = 1,
• y 0 = y i , . . . , y n−1 = y i+n−1 , i.e., (y 0 + y i ) · · · (y n−1 + y n−1+i ) = 1.
Hence, y lex y i if and only if g i = 1 for all 1 ≤ i ≤ n − 1. The next two corollaries to Proposition 8 give the respective corresponding feedback functions of the stated successor rules.
Corollary 9: The feedback function of the de Bruijn sequence built from the successor rule ρ(c 0 , c 1 , . . . , c n−1 ) = c 0 if 0, c 1 , . . . , c n−1 is a necklace, c 0 otherwise, is g ρ (x 0 , x 1 , . . . , x n−1 ) = x 0 + g(0, x 1 , . . . , x n−1 ).
Corollary 10:
The feedback function of the successor rule
The feedback function of the resulting de Bruijn sequence built from any of the other successor rules that we have discussed above can be deduced by using the same analysis on the corresponding Boolean logical operations. The details are not supplied here.
V. SUCCESSOR RULES FROM PURE SUMMING REGISTERS
This section studies how to generate de Bruijn sequences by applying the CJM on the PSR of order n. The strategy is to define several distinct orders on the cycles in Ω( f PSR ) before deploying them in constructing new successor rules.
A. The Necklace Order on the Pure Summing Register
We begin by defining a new order on the said cycles based on their necklaces. Each cycle, when written in its (n + 1)periodic form, is c 0 , c 1 , . . . , c n−1 , n−1 ∑ i=0 c i . Given cycles C 1 = C 2 , we say that C 2 ≺ nk C 2 based on their necklace order if and only if the necklace of C 2 is lexicographically less than the necklace of C 1 . This necklace order is total.
Example 5: There are 10 cycles generated by the PSR of order 6. Except for the cycle (0), the other cycle has least period 7. Given in increasing necklace order, they are
The corresponding necklaces are 000000, 000001, 000010, 000100, 000111, 001011, 001101, 001110, 010101, 011111.
Remark 3:
The state c 0 , c 1 , . . . , c n is the necklace of the cycle (c 0 , c 1 , . . . , c n ) ∈ Ω( f PSR ) if and only if the n-stage state c 0 , c 1 , . . . , c n−1 is the cycle representative. Hence, defined on the cycles, the necklace order is the same as the lexicographic order on the representatives of the cycles. We use the necklace order since finding the necklace takes O(n) time.
Based on the necklace order, we construct feasible successor rules. Now, let A be some condition which guarantees that the resulting sequence is de Bruijn given that the FSR is the PSR of order n. Hence, for any state c 0 , c 1 , . . . , c n−1 , the successor ρ rule must satisfy Proof: Relying on Theorem 1, it suffices to show that for each cycle C 1 = (0), there exist a uniquely determined state whose conjugate state is in cycle
Since the necklace
is unique, the uniquely determined state c 0 , c 1 , . . . , c n−1 , with c 0 = 1, has its conjugate state in C 2 = (c 1 , . . . , c n−1 , ∑ n−1 i=1 c i , 0). It is clear that 0, c 1 , . . . , c n−1 ,
Theorem 11 is, in fact, the JFB Algorithm for the PSR. Proposition 8 allows us to derive the corresponding feedback function of this successor rule.
Corollary 12: The corresponding feedback function of ρ PSR in Equation (11) is
and g i is as defined in Proposition 8.
Using the necklace order, we discover scores of new successor rules that can efficiently generate de Bruijn sequences.
Here is an example of such successor rules. Let ρ be defined, in general, to assign ρ(c 0 , c 1 , . . . , c n−1 ) = ∑ c i , with the exception ρ(c 0 , c 1 , . . . , c n−1 ) = 1 + ∑ c i if the state c 0 , c 1 , . . . , c n−1 satisfies one of the following conditions. Let C be the cycle (c 0 = 1, c 1 , . . . , c n−1 , ∑ c i ).
1) In C, the unique run of zeroes with maximal length occurs right after c 0 = 1. 2) Suppose that the run of zeroes with maximal length in C is not unique. After c 0 = 1, there is a run of zeroes with maximal length that is unique based on a specified rule.
We note that the conjugate state of c 0 = 1, c 1 , . . . , c n−1 is in a cycle C ′ in which the maximal length of its runs of zeroes is strictly larger than the maximal length of the runs of zeroes in C and C ′ ≺ nk C.
To precisely refer to the position of a run of zeroes, we define the following shift order on the cycles in Ω( f PSR ). Let (c 0 , c 1 , . . . , c n−1 , ∑ c i ) = (0) be given and c 0 , c 1 , . . . , c n−1 , ∑ c i is a necklace. By repeated applications of the right shift operator R we can obtain all distinct (n + 1)-stage states whose first bit is 1 having the property that a run of zeroes with maximal length occurs after the first bit. As a convention, the cycle (1) has a run of zeroes of length 0. Suppose that there are ℓ ≥ 1 such states. Written in their order of appearance, let
Starting from the state v t , by repeated application of L, the first state that we arrive at, whose first bit is 1 followed by a run of zeroes with maximal length must be v t−1 . We call such operation 1 time left shift of run of zeroes with maximal length. It is therefore clear that v t transforms into the necklace v 1 after t − 1 left shifts of run of zeroes with maximal length, followed by one L operator.
Example 6: For (0101011), the maximal length of run of zeroes is 1. By repeating right shift, we can get the desired states v 1 = 1010101, v 2 = 1011010 and v 3 = 101010110. For v 3 , by 2 times of left shift of run of zeroes with maximal length, we get v 1 , then, applying L once, we get the necklace 0101011.
Proposition 13: Let 2 ≤ t ≤ n be chosen arbitrarily. Suppose that there are ℓ ≥ 1 distinct (n + 1)-stage states in the cycle (1, c 1 , . . . , c n−1 , 1 + ∑ n−1 i=1 c i ) whose first bit is 1 such that a run of zeroes with maximal length takes place immediately after. Then any of the following conditions can be used as a successor rule in Equation (10) to generate de Bruijn sequences. F 1 Let 1 = k 1 < k 2 < . . . < k t = n. The state 1, c 1 , . . . , c n−1 , 1 + ∑ n−1 i=1 c i becomes the necklace by k i − 1 left shifts of run of zeroes with maximal length followed by one L operator if k i ≤ ℓ < k i+1 . F 2 Let 1 ≤ k < n and ℓ mod k ∈ {1, 2, . . . , k}. The state 1, c 1 , . . . , c n−1 , 1 + ∑ n−1 i=1 c i can be transformed into the necklace by ((ℓ mod k) − 1) left shifts of run of zeroes with maximal length followed by one L operator. Remark 4: The method we use in this subsection is applicable to any arbitrary FSR and can be interpreted as a generalization of the JFB method.
Example 7: For n = 6, Proposition 13 yields three inequivalent de Bruijn sequences, since Condition F 1 with {k 1 = 1, k 2 = 4, k 3 = 6} and Condition F 2 when k = 2 produces equivalent de Bruijn sequences, which is also equivalent to the output of the JFB Algorithm. Similarly, Condition F 1 with {k 1 = 1, k 2 = 3, k 3 = 6} and Condition F 2 when k = 3 yield equivalent de Bruijn sequences. The inequivalent sequences are presented in Table IV .
B. The Mixed Order on the Pure Summing Register
We define a new total order, which we name the mixed order on the cycles of Ω( f PSR ) by combining the necklace order and the weight order. For two distinct cycles, we say that C 2 is less than C 2 in the mixed order, denoted by C 2 ≺ mix C 1 , if and only if they satisfy one of the following conditions. 1) wt(C 2 ) < wt(C 1 ).
2) wt(C 2 ) = wt(C 1 ) and, in the necklace order, C 2 ≺ nk C 1 . Example 8: In terms of their weights, the 10 cycles generated by the PSR of order 6 have the following distribution. The (0) cycle has weight 0. There are three cycles of weight 2, five cycles of weight 4 and one cycle of weight 6. Given in increasing mixed order, the cycles are (0) ≺ mix (0000011) ≺ mix (0000101) ≺ mix (0001001) ≺ mix (0001111) ≺ mix (0010111) ≺ mix (0011011) ≺ mix (0011101) ≺ mix (0101011) ≺ mix (0111111).
Hence, for n = 6, the mixed order coincides with the necklace order.
Our next result gives a sufficient condition for a successor rule based on the PSR of order n to generate a de Bruijn sequence.
Theorem 14: For the PSR of order n, if the successor rule ρ(x 0 , x 1 , . . . , x n−1 ) satisfies the following conditions, then it can generate a de Bruijn sequence. Let c 0 , c 1 , . . . , c n−1 be any given state.
1) If in the cycle 1, c 1 , . . . , c n−1 , 1 + ∑ n−1 i=1 c i , the sum ∑ n−1 i=1 c i = 0, and the state 1, c 1 , . . . , c n−1 is uniquely determined based on some rule, then ρ(c 0 , c 1 , . . . , c n−1 ) = 1 + ∑ n−1 j=0 c j . 2) Suppose that the cycle 1, c 1 , . . . , c n−1 , 1 + ∑ n−1 i=1 c i does not contain any state whose first bit is 1 and whose sum of the other n − 1 bits is 0. If c 1 , . . . , c n−1 , 1 + ∑ n−1 i=1 c i , 1 is a necklace, then ρ(c 0 , c 1 , . . . , c n−1 ) = 1 + ∑ n−1 j=0 c j . 3) For all other cases, ρ(c 0 , c 1 , . . . , c n−1 ) = ∑ n−1 j=0 c j . Proof: Knowing Theorem 1, we simply need to show that for each C 1 = 1, c 1 , . . . , c n−1 , 1 + ∑ n−1 i=1 c i , the successor rule can determine a unique state whose conjugate is in a cycle C 2 such that C 2 ≺ mix C 1 . It is evident that C 1 contains the state 1, c 1 , . . . , c n−1 . We now look into the mixed order of C 2 , which contains the conjugate state 0, c 1 , . . . , c n−1 .
Let us suppose that we have already found a unique state v = 1, c 1 , . . . , c n−1 in C 1 such that ∑ n−1 i=1 = 0. Then C 1 has the form (1, c 1 , . . . , c n−1 , 1) and v must be in another cycle C 2 = (0, c 1 , . . . , c n−1 , 0) with w(C 1 ) > w(C 2 ). If this is the case, then we have managed to determine a unique v state in each C 1 = (0) whose conjugate v belongs to a cycle C 2 with C 2 ≺ mix C 1 , as desired.
If such a state does not exist in C 1 , then this cycle must have the form (1, c 1 , . . . , c n−1 , 0) and the conjugate state of 1, c 1 , . . . , c n−1 must be in a cycle C 2 = (0, c 1 , . . . , c n−1 , 1) with wt(C 1 ) = wt(C 2 ). In this case, by Theorem 11, we can take the state v = 1, c 1 , . . . , c n−1 such that c 1 , . . . , c n−1 , 1 + ∑ n−1 i=1 c i , 1 is the necklace of C 1 . Then v must be in a cycle C 2 with C 2 ≺ nk C 1 , which implies C 2 ≺ mix C 1 , as required.
Determining whether, in a nonzero cycle, there is at least one state such that the first bit is 1 and the other n − 1 bits sum to 0 can be easily done by checking whether there are two consecutive ones in the cycle. Theorem 14 implies that, if a cycle contains more than one states such that the first bit is 1 and the sum of the other n − 1 bits is 0, then varying the choices of such a state leads to different successor rules. We are now ready to supply diverse ways to determine such a state to come up with distinct successor rules in manners similar to what we had done to obtain the results in Section IV.
We can use either the lexicographic order or the shift order on the states in each cycle C 1 to determine the desired unique state. For simplicity, we consider only the shift order.
For a given cycle, we proceed first to choose a special state which can be well-defined to be the cycle representative. An obvious choice is the necklace but, as we have shown earlier, there are various other options. We choose to use the necklace because it can be determined in O(n) time. Let c 0 , c 1 , . . . , c n be the necklace. Then all states in the given cycle can be ordered based on their appearance under the applications of the left shift operator L on the state c 0 , c 1 , . . . , c n−1 . One can of course use the right shift operator R instead and the mechanism is similar. If there exist ℓ ≥ 1 states whose first bit is 1 and whose (binary) sum of the other n − 1 bits is 0, we order them based on their apperance as left shifts of the necklace as v 1 ≺ v 2 ≺ . . . ≺ v ℓ . We call v j , for 1 ≤ j ≤ ℓ, the j-th left shift of the necklace among all of these ℓ states.
Proposition 15: Let 2 ≤ t ≤ n be chosen arbitrarily. Suppose that there are ℓ ≥ 0 distinct states whose first bit is 1 and the other n − 1 bits sums to 0 in (1, c 1 , . . . , c n−1 , 1 + ∑ n−1 i=1 ). Then each of the following conditions can be used in the successor rules in Equation (10) to generate de Bruijn sequences. G 1 If ℓ > 0, then let 1 = k 1 < k 2 < . . . < k t = n. The state 1, c 1 , . . . , c n−1 is the k i -th left shift of the necklace among all states whose first bit is 1 and the sum of the other n − 1 bits is 0, if k i ≤ ℓ < k i+1 . If ℓ = 0, then the state c 1 , . . . , c n−1 , 1 + ∑ n−1 i=1 c i , 1 is the necklace. G 2 If ℓ > 0, then let 1 ≤ k < n and ℓ mod k ∈ {1, 2, . . ., k}.
The state 1, c 1 , . . . , c n−1 is the (ℓ mod k)-th left shift of the necklace among all states whose first bit is one and the sum of the other n − 1 bits is 0. If ℓ = 0, then the state c 1 , . . . , c n−1 , 1 + ∑ n−1 i=1 c i , 1 is the necklace. For Conditions G 1 and G 2 , the time complexity to output the next bit is O(n) since it takes O(n) time to find the necklace.
Example 9: Table IV contains the inequivalent de Bruijn sequences generated according to Proposition 15 with n = 6. Condition G 1 with {k 1 = 1, k 2 = 5, k 3 = 6} yields an equivalent de Bruijn sequence to the output of the JFB Algorithm.
VI. CONCLUSIONS
Allow us to recap what we have done in this paper. Foremost among the contributions are general design criteria for feasible successor rules. Concrete examples and thorough discussion on suitable orders, their corresponding successor rules, and the resulting de Bruijn sequences have been provided. Complexity analysis confirms that, given our successor rules for the PCR and PSR of any order n, the resulting sequences are efficient to generate.
We assert that the criteria we propose here can be applied to all nonsingular FSRs. If a chosen FSR has cycles with small least periods, then the complexity to produce the next bit can be kept low. Interested readers are invited to come up with feasible successor rules for their favourite FSRs. We intend to do the same and to further look into, among others, the cryptographic properties of the binary de Bruijn sequences produced by more carefully designed successor rules.
