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Abstract
Computing Wasserstein barycenters is a fundamental geometric problem with widespread
applications in machine learning, statistics, and computer graphics. However, it is unknown
whether Wasserstein barycenters can be computed in polynomial time, either exactly or to high
precision (i.e., with polylog(1/ε) runtime dependence). This paper answers these questions in
the affirmative for any fixed dimension. Our approach is to solve an exponential-size linear
programming formulation by efficiently implementing the corresponding separation oracle using
techniques from computational geometry.
1 Introduction
Given discrete probability distributions µ1, . . . , µk supported on Rd and a vector λ ∈ Rk of non-
negative weights summing to 1, the corresponding Wasserstein barycenters are the probability
distributions ν minimizing
argmin
ν
k∑
i=1λiW(µi, ν), (1.1)
where above W(⋅, ⋅) denotes the squared 2-Wasserstein distance [1]. Wasserstein barycenters pro-
vide a natural extension of the notion of averaging points to the notion of averaging point clouds.
Importantly, they naturally inherit the ability of optimal transportation to capture geometric prop-
erties of the data. This desirable property has led to the widespread use of Wasserstein barycenters
in many applications in statistics and machine learning [13, 17, 20, 23, 25], and in image processing
and computer graphics [22, 24]; see also chapter 9.2 of the survey [21] and the references within.
However, despite considerable algorithmic work, it is an open problem (e.g., [8]) whether Wasser-
stein barycenters between discrete distributions can be exactly computed in polynomial time in the
input size. A highly related open problem is whether Wasserstein barycenters can be computed
to high accuracy, i.e., whether an ε-additively approximate solution for (1.1) can be computed in
time that is polynomial in the input size and log(1/ε). This paper answers these questions in the
affirmative for any fixed dimension d.
1.1 Prior work
The literature on computing Wasserstein barycenters is extensive and rapidly growing. While the
Wasserstein barycenter problem can be formulated as a linear program (LP), a major obstacle is
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that this LP has exponentially many variables, namely nk where n denotes (an upper bound on)
the support size of each µi [3].
1 Existing algorithms with provable approximation guarantees work
around this issue of exponential complexity by essentially assuming that some of the variables will
be 0. Specifically, they restrict the support of the barycenter to a given set of points which is
smaller than nk, typically in one of the following two ways.
The most common “fixed support” approach restricts to an ε-grid in Rd, which enables one to
write the barycenter problem as an LP with roughly O(kn(R/ε)d) variables, where R is a diameter
bound on the supports of the input distributions. This new LP is tractable for standard LP solvers,
or alternatively for specialized methods such as entropic regularization; see, e.g., [6, 10, 13, 19, 24,
26] among many others. However, this approach does not produce an exact barycenter, and in
fact takes at least poly(n, k, (R/ε)d) time to get an ε-additive approximation. In contrast, our
proposed algorithm has polynomial dependence on log(R/ε).2 In practice, this means that our
algorithm can often solve up to machine precision, whereas previous methods can only provide
limited accuracy—see §5 for experiments.
Another “fixed support” approach restricts to the union of the supports of the input distribu-
tions. While the resulting LP has O(nk) variables and thus can be solved in polynomial time, this
method only gives a 2-multiplicative factor approximation [8].
1.2 Contribution
We give the first algorithm that, in any fixed dimension d, solves the Wasserstein barycenter problem
exactly or to high precision in polynomial time. An overview of the algorithm is provided in §3.
For simplicity of notation, throughout d is a constant; the running time for fixed d is (nk)d times
a polynomial in the input size.
Theorem 1.1 (Computing high-precision barycenters). There is an algorithm that, given k distri-
butions each supported on n atoms in the ball of radius R in Rd, a weight vector λ, and an accuracy
ε > 0, computes an ε-additively approximate Wasserstein barycenter in poly(n, k, log(R/ε)) time.
Moreover, the outputted barycenter has support size at most nk − k + 1.
Theorem 1.2 (Computing exact barycenters). If the weight vector and distributions are repre-
sented with logU bits of precision, then an exact barycenter can be found in poly(n, k, logU) time.
Moreover, the outputted barycenter has support size at most nk − k + 1.
In addition to its polynomial runtime, our algorithm has two additional properties that may be
useful in downstream applications. First, the outputted barycenter ν has small support of O(nk)
size, which is much smaller than the a priori nk bound on the support size [3]. In particular, the
support size of ν is at most the maximal sparsity of any vertex of the transportation polytope
between µ1, . . . , µk—which is at most nk − k + 1. Note that Theorem 1.2 is not at odds with the
NP-hardness of finding the sparsest barycenter [9]: indeed, our algorithm outputs a solution that
albeit sparse is not necessarily the sparsest. Second, as a by-product, the algorithm also produces
sparse solutions to the optimal transport problems W(µi, ν) that are non-mass-splitting maps from
ν to µi. Among other benefits, this enables easy visualization and interpretability of the results—
in comparison to entropic-regularization based approaches which produce “blurry” dense maps.
Details on both these points are in §3.
1We mention in passing that an orthogonal line of work aims to compute barycenters of continuous distributions
(typically restricted to Gaussian distributions so that both µi and ν have compact representations for computational
purposes); see, e.g., [2, 12] and the references within.
2Said equivalently, our algorithm is strongly polynomial, while previous algorithms are weakly polynomial.
2
Although the focus of this work is theoretical, we also provide preliminary numerical experi-
ments in §5 demonstrating that when high-accuracy solutions are required, a slight variant of this
algorithm can offer practical speed-ups over existing algorithms.
2 Notation
The set {1, . . . , n} is denoted by [n]. The k-fold product space Rn⊗ ⋅ ⋅ ⋅ ⊗Rn is denoted by (Rn)⊗k,
and similarly for (Rn⩾0)⊗k. The j-th marginal, j ∈ [k], of a tensor P ∈ (Rn)⊗k is denoted by the vector
mj(P ) ∈ Rn, and has entries [mj(P )]i ∶= ∑i1,...,ij−1,ij+1,...,ik Pi1,...,ij−1,i,ij+1,...,ik . The transportation
polytope between µ1, . . . , µk is the set of joint distributions with one-dimensional marginal distri-
butions µ1, . . . , µk, and is identified with the set M(µ1, . . . , µk) ∶= {P ∈ (Rn⩾0)⊗k ∶ mj(P ) = µj , ∀j ∈[k]}, where we abuse notation slightly by identifying µi with its vector of probabilities (in any
order). The closure of a set E ⊂ Rd (with respect to the standard topology) is denoted by E.
Throughout, we assume without loss of generality that each λi is strictly positive, since otherwise
µi does not affect the barycenter (see (1.1)).
3 Algorithm overview
We describe the exact solver, as the approximate solver is implemented by exactly solving a rounded
problem (see §4.3 for details). Our starting point is the known fact [3] that the barycenter ν can
be found by solving the multimarginal optimal transport problem
min
P ∈M(µ1,...,µk)⟨P,C⟩, (MOT)
for the cost tensor C ∈ (Rn)⊗k with entries
Cj1,...,jk = min
y∈Rd
k∑
i=1λi∥xi,ji − y∥2, (3.1)
or equivalently, ∑ki=1 λi∥xi,ji −∑k`=1 λ`x`,j`∥2 by optimality of y = ∑k`=1 λ`x`,j` .
Specifically, if P is an optimal solution for (MOT) and the random variableX = (X1, . . . ,Xk) has
law P , then the induced law of Y = ∑ki=1 λiXi is an optimal barycenter ν. Furthermore, the support
size of ν is at most the support size of P , and also the coupling (Y,Xi) is a non-mass-splitting map
that solves the optimal transport problem from ν to µi.
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However, solving this LP (MOT) presents a computational obstacle since it has nk decision
variables. Moreover, we desire a sparse solution P—rather than a generic solution which has expo-
nentially many non-zero entries—since a polynomial sparsity for P ensures a polynomial support
size for the final barycenter ν. We describe below how to solve these issues in polynomial time.
Step 1: reduction to separation oracle It is a classical fact that regardless of the number of
constraints, an LP with polynomially many variables can be solved in polynomial time so long as
the corresponding separation oracle can be implemented in polynomial time (see, e.g., [7, §8.5]).
While (MOT) is not such an LP since it has exponentially many variables, this result applies to its
3This is shown for the case of uniform weights λi = 1/k in [3]; it is a straightforward extension to show that this
also holds for general weights.
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dual
max
p1,...,pk∈Rn
k∑
i=1⟨pi, µi⟩ subject to Cj1,...,jk −
k∑
i=1[pi]ji ⩾ 0, ∀(j1, . . . , jk) ∈ [n]k (MOT-D)
That is, we can efficiently solve (MOT-D) so long as we can efficiently implement the corresponding
separation oracle, defined as follows.
Definition 3.1 (Separation oracle for (MOT-D)). Given p = (p1, . . . , pk) ∈ Rn×k, the oracle SEP
returns a tuple SEP(p) ∈ argmin(j1,...,jk)∈[n]k Cj1,...,jk −∑ki=1[pi]ji .
To recover a primal solution requires additional work: while in general a dual solution does not
necessarily “help” to find a primal solution [7, Exercise 4.17], we leverage the specific structure of
the LP (MOT) to recover a primal solution from a dual solution in polynomial time. Formally, in
§4.1 we show the following proposition. Note that it applies to general costs beyond just (3.1).
Proposition 3.2. Let C ∈ (Rn)⊗k be an arbitrary cost and let logU be the maximum number of bits
of precision in an entry of C. A vertex solution P ∗ for (MOT) can be found in poly(n, k, logU)
time and poly(n, k, logU) calls to the oracle SEP.
Proofs and further details for this step are provided in §4.1.
Step 2: efficient algorithm for the separation oracle In §4.2, we present a polynomial-time
algorithm that implements the SEP oracle for the cost C in (3.1). To describe this algorithm, recall
that this SEP oracle requires computing an optimal tuple for
argmin(j1,...,jk)∈[n]k miny∈Rd
k∑
i=1λi(∥xi,ji − y∥2 − [wi]ji), (3.2)
where above wi denotes pi/λi. At a high-level, our approach is to swap the order of minimization,
optimize over y ∈ Rd, and then (easily) recover an optimal tuple from this optimal y. The difficulty
is in the optimization over y ∈ Rd. The key to performing this efficiently is partitioning the space
Rd into a “cell complex” such that (i) the optimization over y in each cell is easy, and (ii) there
are only polynomially many cells. Operationally, this allows us to reduce the separation oracle
optimization (3.2) to optimizing over only a polynomially sized set of candidate tuples in [n]k—
one for each cell—which we moreover show can be efficiently identified and enumerated.
To formalize this, we make the following key definitions. Define for each i ∈ [k] and j ∈ [n] the
set
Ei,j = {y ∈ Rd ∶ ∥xi,j − y∥2 − [wi]j < ∥xi,j′ − y∥2 − [wi]j′ , ∀j′ ≠ j}, (3.3)
and define for each tuple (j1, . . . , jk) ∈ [n]k the set
Fj1,...,jk = k⋂
i=1Ei,ji . (3.4)
Geometrically, for each i ∈ [k], the cells {Ei,j}j∈[n] form a power diagram (defined in §4.2.2) that
“essentially” partitions Rd in the sense that these cells are disjoint and their closures cover Rd; see
Figure 1 for an illustration. The cell complex {Fj1,...,jk}(j1,...,jk)∈[n]k is the intersection of these k
power diagrams and “essentially” partitions Rd in the analogous way; see Figure 2 for an illustration.
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Figure 1: Two power diagrams on the same n = 9 points with varying weights w. In the left diagram, all
weights are zero, so it is a Voronoi diagram. In the right diagram, the weight of a point is indicated by the
size of the ball around it. Increasing the weight of a point increases the size of its cell.
intersectÐÐÐÐÐ→
Figure 2: Illustrates k = 3 power diagrams, {{Ei,j}j∈[n]}i∈[k] each with n = 3 cells, and their intersection{Fj1,...,jk}(j1,...,jk)∈[n]k . For instance, the red cell in the intersected diagram is F1,2,1 = E1,1 ∩E2,2 ∩E3,1, and
the purple cell is F2,3,2 = E1,2 ∩E2,3 ∩E3,2. Note that the intersected diagram has only 13 non-empty cells,
which is less than nk = 27 (c.f., Lemma 3.4).
The heart of our algorithm lies in the following two lemmas. The first lemma shows that the
optimization (3.2) over the exponentially many tuples in [n]k may be restricted to just those whose
corresponding cell Fj1,...,jk is non-empty, i.e., we may restrict to the tuples in
T ∶= {(j1, . . . , jk) ∈ [n]k ∶ Fj1,...,jk ≠ ∅}. (3.5)
(This lemma also uses the closed-form expression for the optimal y for those tuples.) The second
lemma shows that this candidate set T contains only polynomially many tuples and moreover can
be efficiently enumerated.
Lemma 3.3. The solution(s) to the separation oracle problem (3.2) are given by
argmin(j1,...,jk)∈T
k∑
i=1λi∥xi,ji∥2 − ∥
k∑
i=1λixi,ji∥2 −
k∑
i=1λi[wi]ji . (3.6)
Lemma 3.4. The set T can be enumerated in poly(n, k, logU) time in any fixed dimension d.
The proofs of these two lemmas are presented respectively in §4.2.1 and §4.2.2. Briefly, the
former exploits the fact that the optimization over y ∈ Rd is equivalent to optimizing over the cells
in Fj1,...,jk , and the latter exploits complexity bounds for the intersections of power diagrams.
Together, these two lemmas yield the desired efficient algorithm for the separation oracle.
Proposition 3.5. If the cost C is given by (3.1), the oracle SEP(p) can be implemented in time
poly(n, k, logU), where logU is the number of bits of precision needed to represent the points
xi,j ∈ Rd, weights λi ∈ Rk>0 and potentials p ∈ Rn×k.
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Proof. Enumerate the set T using the algorithm in Lemma 3.4, and output a tuple in T minimiz-
ing (3.6). Correctness follows by Lemma 3.3.
Combining Propositions 3.2 and 3.5 proves Theorem 1.1 aside from checking bit-complexity
details, which is done formally in §4.3.
4 Algorithm details and proofs
4.1 Reduction to separation oracle (proof of Proposition 3.2)
We make use of the following runtime guarantee of the Ellipsoid algorithm, first proved by [18].
Theorem 4.1 (Theorem 8.5 in [7]). Let logU be an upper bound on the number of bits needed
to represent any entry in A ∈ RM×N , b ∈ RM , or c ∈ RN . Then the Ellipsoid algorithm solves
argmin{cTx ∶ Ax ⩽ b, x ∈ RN} in poly(N, logU) time and poly(N, logU) calls to a separation oracle
for the polytope {x ∶ Ax ⩽ b}.
Since SEP(p) is a separation oracle for (MOT-D), Theorem 4.1 implies that an optimal solution
for (MOT-D) can be found in poly(N, logU) = poly(n, k, logU) time. We now show how to use
this to find an optimal solution P ∗ for (MOT).
Let L denote the number of SEP queries made by the Ellipsoid algorithm. For l ∈ [L], let
p(l) ∈ Rn×k be the argument of the l-th query to SEP, and let j(l) ∈ [n]k be the returned tuple. Let
S ∶= {j(`)}L`=1 denote the set of all returned tuples, and let C ′ be the tensor that agrees with C on
S, and equals 2U elsewhere. For shorthand, let (MOT′) denote the problem (MOT) where the cost
C is replaced by C ′. We make several observations.
Lemma 4.2. The optimal values of (MOT) and (MOT′) are equal.
Proof. Since the Ellipsoid algorithm is deterministic and accesses the cost only through the SEP
oracle, an inductive argument shows that all for all l ∈ [L],
min(j1,...,jk)∈[n]kC ′j1,...,jk − k∑i=1[p(l)i ]ji = min(j1,...,jk)∈[n]kCj1,...,jk −
k∑
i=1[p(l)i ]ji .
That is, C ′ is consistent with C on the SEP queries made by the Ellipsoid algorithm. There-
fore (MOT-D) has the same value with cost C ′ or C. We conclude by strong duality.
Lemma 4.3. Every optimal solution P ∗ for (MOT′) is also an optimal solution for (MOT).
Proof. By the entrywise inequality C ⩽ C ′, we have ⟨P ∗,C⟩ ⩽ ⟨P ∗,C ′⟩. By Lemma 4.2, the latter
equals the optimal value of (MOT). Thus P ∗ is optimal for (MOT).
Lemma 4.4. Every optimal solution for (MOT′) is supported on S.
Proof. If not, then there exists an optimal solution for (MOT′) which has a different cost for (MOT)
since C ′ is strictly larger than C on [n]k ∖ S. But this solution is also optimal for (MOT) by
Lemma 4.3, contradicting Lemma 4.2.
We now conclude the proof of Proposition 3.2. By Lemmas 4.3 and 4.4, it suffices to solve
(MOT′) where we restrict the sparsity of P to the tuples in S. Since ∣S∣ is of size poly(n, k, logU)
by Theorem 4.1, this is a polynomial size LP which can be solved in polynomial time with standard
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LP solvers. Moreover, to ensure we obtain a vertex solution4 while amplifying the final runtime by
at most a polynomial factor, we can repeatedly remove tuples from S one at a time if the cost is
unchanged with it removed.
4.2 Efficient algorithm for the separation oracle
4.2.1 Correctness (proof of Lemma 3.3)
For shorthand, denote a tuple (j1, . . . , jk) ∈ [n]k by j⃗, and denote the objective function∑ki=1 λi(∥xi,ji−
y∥2 − [wi]ji) in the separation oracle optimization (3.2) by g(j⃗, y).
We make use of the two following helper lemmas, which given either a tuple j⃗ or a point y,
explicitly solve for the other in the separation oracle’s joint minimization minj⃗∈[n]k,y∈Rd g(j⃗, y).
Lemma 4.5. If y ∈ Fj⃗, then j⃗ ∈ argmin⃗`∈[n]k g(⃗`, y).
Proof. By separability of g in the coordinates of ⃗` and non-negativity of λi, for each i ∈ [n] the
optimal `i is a solution of argmin`i∈[n] ∥xi,`i − y∥2 − [wi]`i . But Ei,ji contains y by construction of
Fj1,...,jk (see (3.4)), and thus ji is a solution for this by definition of Ei,ji (see (3.3)).
Lemma 4.6. If j⃗ ∈ [n]k, then ∑ki=1 λixi,ji ∈ argminy∈Rd g(j⃗, y).
Proof. Immediate from first-order optimality conditions.
Proof of Lemma 3.3. We show the separation oracle optimization equals minj⃗∈T miny∈Rd g(j⃗, y):
min
j⃗∈T miny∈Rd g(j⃗, y) ⩾ miny∈Rd min⃗`∈[n]k g(⃗`, y) = minj⃗∈T miny∈Fj⃗ min⃗`∈[n]k g(⃗`, y) = minj⃗∈T miny∈Fj⃗ g(j⃗, y) ⩾ minj⃗∈T miny∈Rd g(j⃗, y).
Above, the first step is by restricting the optimization and swapping the order of minimizations,
the second step is by the fact that {Fj1,...,jk}(j1,...,jk)∈T covers Rd, the third step is by Lemma 4.5,
and the last by restricting the optimization. Now by Lemma 4.5,
min
j⃗∈T miny∈Rd g(j⃗, y) = minj⃗∈T g(j⃗, k∑i=1λixi,ji).
Simplifying the objective concludes the proof.
4.2.2 Runtime (proof of Lemma 3.4)
A key ingredient in the proof is power diagrams. As such, we first introduce these objects and some
basic facts about their complexity. Although d is a fixed constant in our final results, we state the
explicit dependence on the dimension d in these power diagram complexity bounds to highlight
how and where our algorithm incurs exponential runtime dependence in d.
Definition 4.7. The power diagram on the spheres S(z1, r1), . . . , S(zn, rn) with centers zj ∈ Rd
and radii rj ⩾ 0 is the cell complex whose cells E1, . . . ,En are given by
Ej = {y ∈ Rd ∶ ∥zj − y∥2 − r2j < ∥zj′ − y∥2 − r2j′ , ∀j′ ≠ j}.
Note that for each i ∈ [k], the sets {Ei,j}j∈[k] defined in (3.3) form a power diagram on the
spheres S(xi,1, ri,1), . . . , S(xi,n, ri,n), where the j-th sphere is centered at point xi,j and has radius
ri,j ∶= √[wi]j −minj′[wi]j′ ⩾ 0.
4In practice, this could be acccomplished more simply by using the Simplex algorithm.
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Lemma 4.8 (Theorems 1 and 7 of [4], using convex hull algorithm of [11]). A power diagram on
n spheres in Rd has O(n) affine facets of dimension d − 1. Moreover these facets can be computed
in O((n logn + n⌈d/2⌉) ⋅ polylog U) time, where logU is the number of bits of precision.
Lemma 4.9 (Theorem 3.3 of [15]). The cell complex formed by an arrangement of N hyperplanes
in Rd, represented up to logU bits of precision, can be computed in Nd ⋅ polylog(NU) time.
Proof of Lemma 3.4. In all running times here, d is a fixed constant. By Lemma 4.8, the O(nk)
total facets for the k power diagrams {{Ei,j}i∈[n]}j∈[k] can be computed in poly(n, k, logU) time.
For each facet, compute the (d−1)-dimensional hyperplane it lies in. The cell complex H formed by
these hyperplanes is a subcomplex of the cell complex formed by intersecting the power diagrams.
By Lemma 4.9, we can enumerate the cells in H in poly(n, k, logU) time. For each cell in H, the
corresponding tuple (j1, . . . , jk) ∈ [n]k is computable in O(nk ⋅polylog U) time by computing the k
coordinates of the tuple separately. Since each non-empty cell Fj1,...,jk contains at least one cell inH, this process enumerates all tuples in T .
4.3 Putting the pieces together
Proof of Theorem 1.2. Assume each xi,ji and λi is written to logU bits of precision. Since each
entry of the cost tensor (3.1) requires only O(log k+logU) bits of precision, and since the parameter
w ∈ Rn×k in each SEP query made by the algorithm in Proposition 3.2 requires only poly(n, k, logU)
bits of precision, it follows that the algorithm in Proposition 3.2 combined with the SEP oracle
implementation in Proposition 3.5 computes a vertex solution P ∗ for (MOT) in poly(n, k, logU)
time. Since (MOT) is a standard-form LP whose constraints have rank at most nk − k + 1, each
vertex solution P ∗ has at most nk−k+1 non-zero entries. Thus we can recover from P ∗ an optimal
barycenter ν with support size at most nk−k+1 in time poly(n, k, logU) by the reduction in §3.
Proof of Theorem 1.1. By rounding both the weights λi and the coordinates of the atoms xi,j ∈ Rd
to poly(ε/(Rkd)) additive accuracy, it can be ensured that each of these numbers requires only
O(log(Rkd/ε)) bits of precision and also that the objective function ν ↦ ∑ki=1 λiW(µi, ν) for the
barycenter optimization (1.1) is preserved pointwise to ε additive accuracy. This follows from
a straightforward calculation and the fact (immediate from the definition of optimal transporta-
tion [27, §1] and an application of Ho¨lder’s inequality) that if the squared Euclidean distance
between each atom of µi and each atom of ν is preserved up to ε
′ additive accuracy, then the
squared 2-Wasserstein distance W(µi, ν) is preserved up to ε′ additive accuracy. Now solve the
barycenter problem for the rounded weights and atoms exactly using Theorem 1.2.
5 Numerical implementation
While the focus of this paper is theoretical, here we briefly mention that when high-precision
solutions are desired, a slight variant of our algorithm can provide practical speedups over state-
of-the-art algorithms. To demonstrate this, we implement our algorithm for dimension d = 2 in
Python. The only difference between our numerical implementation and the theoretical algorithm
described above is that we use a standard cutting-plane method (see, e.g., [7, §6.3]) for the “outer
loop” rather than the Ellipsoid algorithm due to its good practical performance. Code and further
implementation details are provided on Github.5
Figure 3 demonstrates that our algorithm solves the barycenter problem (1.1) to machine pre-
cision on an instance with k = 10 uniform distributions each on n = 20 points randomly drawn
5https://github.com/eboix/high_precision_barycenters
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(a) Comparison against the Iterated Bregman
Projection (IBP) algorithm of [24] using their
implementation https://github.com/gpeyre/
2015-SIGGRAPH-convolutional-ot.
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Figure 3: Comparison with state-of-the-art algorithms. The y-axis is the suboptimality for the barycenter
optimization (1.1); note that while standard LP solvers cannot be run at this scale, our algorithm yields an
exact solution (certified by our separation oracle) which enables plotting this suboptimality. Both compared
algorithms require a fixed-support assumption and are run on uniform grids of increasing sizes. IBP has
an additional parameter: the entropic regularization γ, which significantly impacts the algorithm’s accuracy
and numerical stability. We provide a generous comparison here for IBP by (i) fine-tuning γ for it (we binary
search for the most accurate γ; note that their code does not always converge for γ small due to numerical
instability); and (ii) exactly computing the Wasserstein distances W(µi, ν) to IBP’s current barycenter ν in
the barycenter objective (1.1) using [14], which is more accurate than IBP’s approximation (this is slow for
large grids but is not counted in IBP’s timing). Our algorithm finds an exact barycenter after ∼ 50 seconds.
All experiments are run on a standard 2014 Lenovo Yoga 720-13IKB laptop.
from [−1,1]2 ⊂ R2. In contrast, existing popular barycenter algorithms which use the fixed-support
assumption can converge faster but only to lower-precision approximations. This is because the
Θ(1/εd) gridsize that they require for ε-additive approximation results in a large-scale LP which
is prohibitive even for relatively low precision ε; see §1.1 for details. Note also that a standard LP
solver requires optimizing over nk = 2010 ≈ 1013 variables for the LP formulation (MOT) and thus
is clearly infeasible at this scale.
6 Discussion
Wasserstein barycenters are used in many applications despite the fact that fundamental questions
about their computational complexity are open—in particular, it was previously unknown whether
barycenters can be computed in polynomial time. This paper addresses this issue by giving the
first algorithm that, in any fixed dimension d, solves the barycenter problem exactly or to high
precision in polynomial time.
Now, while our result answers the polynomial-time computability of barycenters from a theoret-
ical perspective, from a practical perspective it is still a hard and interesting problem to compute
high-precision barycenters for large-scale inputs. Indeed, our current implementation is not efficient
beyond moderate-scale inputs; and while existing algorithms such as IBP scale to larger inputs,
they have limited accuracy. Moreover, all existing algorithms pay for the curse of dimensionality in
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one way or another. We emphasize that our implementation does not contain further optimizations
or heuristics; it is an interesting direction for future work to investigate potential such options
including pruning cutting planes, warm starts, and specially tailored algorithms for the Voronoi
intersections in §4.2.2 (e.g., in R2 or R3, settings which commonly arise in image processing and
computer graphics applications). Empirical studies on real-world datasets may also suggest further
helpful heuristics.
We mention in passing that the techniques we develop in this paper readily extend to solv-
ing related problems such as polynomial-time algorithms for computing the geometric median of
probability measures over Rd with respect to the 1-Wasserstein metric ρ (a.k.a., Earth Mover’s
Distance) over either the base metric `1 or `∞. This geometric median problem is defined as
infν∑ki=1 λiρ(µi, ν) (see, e.g., [5]), and can be solved using our algorithm developed for Wasserstein
barycenters so long as the corresponding separation oracle SEP still has a polynomial-time imple-
mentation. In the aforementioned cases where the base metric is `1 or `∞, the analogues of the
power diagrams in our SEP oracle can still be expressed as cell complexes with polynomially many
affine facets (in fixed dimension), and thus similar techniques yield polynomial-time algorithms.
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