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1. Introduction
In [8], Jones has constructed a knot invariant by using a trace function on the Iwahori–
Hecke algebra of type A, which is called the Markov trace. In [4], Geck and Lambropoulou
have extended this theory to the case of type B . They have given the Markov trace on the
Iwahori–Hecke algebra of type B and by using this, they have constructed an invariant of
mixed links. They have also given the Markov trace of type D by using the fact that the
Iwahori–Hecke algebra of type D can be embedded in some specialized Iwahori–Hecke
algebra of type B . In this paper, we would like to consider the Markov trace on the Iwahori–
Hecke algebra of any finite type.
Let H be an Iwahori–Hecke algebra and W the corresponding Coxeter group. It is
known that the generic degrees of H are obtained from the fake degrees of W by applying
the so-called Fourier transform which was constructed by Lusztig. The generic degrees
appear in the weight of the canonical symmetrizing trace of H. The Markov trace of H of
type A has a parameter z and if we specialize z → 0, then the Markov trace specializes to
the canonical symmetrizing trace of H. So the weight of the Markov trace can be consid-
ered as an analogue of the generic degree. On the other hand, the fake degrees of W appear
in the Molien series of S(V ), the symmetric algebra of V where V is the vector space
which affords the reflection representation of W . As an analogue of the fake degree, we
consider the Molien series of S(V )⊗L(V ) where L(V ) is the exterior algebra of V . Then
we determine a trace function τ on H whose weights are given by applying the Fourier
transform to the Molien series above. When H is of type A, τ coincides with the Markov
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For any finite type, τ satisfies certain properties which allow us to call it the Markov trace
on H (see Theorem 4.1). That is to say, the Fourier transform sends the Molien series of
S(V )⊗L(V ) to the weights of the Markov trace.
This paper is organized as follows. In Section 2, we calculate the Molien series of
S(V )⊗L(V ) in each case. In Section 3, we give the Markov trace of type A and of type B ,
following [8] and [4]. Based on the common property of both Markov traces, we define the
Markov property (see Definition 3.7) of a trace function on any type of an Iwahori–Hecke
algebra. Then we give the Markov trace of type D which is some specialized Markov
trace given in [4] such that it satisfies the Markov property. In Section 4, we define the
Markov trace on H whose weights are determined by applying the Fourier transform to
the Molien series given in Section 2. Then we prove that this trace function satisfies the
Markov property.
2. The Molien series on symmetric algebra tensor exterior algebra
2.1. Let V be an n-dimensional vector space over C and W a finite reflection group
acting on V . We denote by S = S(V ) the symmetric algebra of V and by L = L(V ) the
exterior algebra of V . Let Si (respectively Li ) be the subspace of S (respectively L) of
homogeneous degree i. The actions of W on Si and Li are induced from the action of W
on V . Let q and r be indeterminates. We define a trace function TrS⊗L :W → C[r]q by
TrS⊗L(w) =
∑
i0
n∑
j=0
TrSi⊗Lj (w)rj qi .
Definition 2.1. Let IrrW be the set of irreducible characters of W over C. Then we can
write
TrS⊗L =
∑
χ∈Irr W
Pχ(q, r)χ with Pχ(q, r) ∈ C[r]q.
We call Pχ(q, r) the Molien series of S ⊗L for χ .
Remark 2.2. Let SW be the W -invariant subspace of S. There exists {f1, f2, . . . , fn}, a set
of homogeneous algebraically independent generators of SW . Put di = degfi (1 i  n).
Then the set {d1, d2, . . . , dn} is independent of the choice of {f1, f2, . . . , fn} and is called
the degrees of W . Let PW =∑w∈W ql(w) be the Poincaré polynomial of W . Then we have
a factorization
PW =
n∏
i=1
1 − qdi
1 − q .
Let I be the ideal of S generated by {f1, f2, . . . , fn} and SW = S/I , the coinvariant algebra
of W . Then SW is also a graded W -module and its Molien series for χ ∈ IrrW is given
by (1 − q)nPWPχ(q,0) which is called the fake degree of χ . We denote them by Fdegχ
(χ ∈ IrrW ). For details, see [2, Chapter 11].
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Proposition 2.3.
(1) For w ∈ W ,
TrS⊗L(w) = detV (1 + rw)detV (1 − qw) .
(2) For χ ∈ IrrW ,
Pχ(q, r) = |W |−1
∑
w∈W
χ(w−1)detV (1 + rw)
detV (1 − qw) .
In [16], Solomon has given a formula of the Molien series for the trivial character.
Theorem 2.4. Let χ1 be the trivial character of W . Then the Molien series of S ⊗L for χ1
is given by
Pχ1(q, r) =
n∏
i=1
1 + rqdi−1
1 − qdi ,
where di (1 i  n) are the degrees of W .
In [6], Gyoja, Nishiyama and Shimura have given the Molien series explicitly for each
case. Here we review them.
2.2. Type A
Let Sn be the nth symmetric group and V an n-dimensional vector space over C
with basis {e1, e2, . . . , en}. The action of Sn on V is induced from the permutation on
{e1, e2, . . . , en}. The irreducible characters of Sn are parameterized by the partitions α
of n. We denote them by χα (α  n). For m with 0m n, we set V1 = 〈e1, e2, . . . , em〉
and V2 = 〈em+1, em+2, . . . , en〉. We embed Sm ×Sn−m into Sn such that Sm acts on V1
and Sn−m acts on V2.
Lemma 2.5.
(1) For (w1,w2) ∈Sm ×Sn−m ⊂Sn, we have
TrS⊗L
(
(w1,w2)
)= TrS(V1)⊗L(V1)(w1)× TrS(V2)⊗L(V2)(w2). (2.2.1)
(2) For α  m and β  n−m, we have
Pχα (q, r)Pχβ (q, r) =
∑
c
γ
αβPχγ (q, r),γn
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c
γ
αβ =
(
χγ
∣∣
Sm×Sn−m,χ
α × χβ)
Sm×Sn−m,
for γ  n.
Proof. (1) It is obvious from the definition of TrS⊗L.
(2) As we compare the two sides of (2.2.1), we have
L.H.S. of (2.2.1) =
∑
γn
Pχγ (q, r)χ
γ
(
(w1,w2)
)
=
∑
αm
∑
βn−m
∑
γn
c
γ
α,βPχγ (q, r)χ
α(w1)χ
β(w2),
and
R.H.S. of (2.2.1) =
∑
αm
∑
βn−m
Pχα (q, r)Pχβ (q, r)χ
α(w1)χ
β(w2).
By the linear independence of the irreducible characters, we obtain the result. 
Here we prepare some notation. For a partition α = (α1  α2  · · ·  αl)  n, we
put n(α) =∑li=1(i − 1)αi . We identify α with its Young diagram {(i, j) ∈ N × N | 1 
i  l, 1 j  αi}. For x = (i, j) ∈ α, we define the hook length by h(x) = αi + α′j − i −
j + 1 (where α′ is the dual partition of α) and the content by c(x) = j − i.
Theorem 2.6. For α  n, the Molien series Pχα (q, r) is given by
Pχα (q, r) = qn(α)
∏
x∈α
1 + rqc(x)
1 − qh(x) .
Proof. It is an easy consequence of Lemma 2.5(2) and [14, I.3.Ex.3]. 
Remark 2.7. For some large m such that α = (0  α1  α2  · · ·  αm), we set λ =
(λ1, λ2, . . . , λm) by λi = αi + i − 1 (1 i m). Then we have
Pχα (q, r) =
(−1)n∏1i′<im(qλi − qλi′ )∏x∈α(1 + rqc(x))
q(
m−1
2 )+(m−22 )+···+1∏m
i=1
∏λi
k=1(qk − 1)
(cf. [14, I.1.Ex.1]).
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Let Wn be the Weyl group of type Bn which is isomorphic to the semidirect product
(Z/2Z)n Sn. Wn acts on the n-dimensional vector space V such that (Z/2Z)n acts on
V by sign changes on the basis {e1, e2, . . . , en}. We recall the irreducible characters of Wn.
For α  n, we define the character χ(α,∅) by the composition of the projection Wn →Sn
and the character χα ofSn. There exists a unique non-trivial character γ of (Z/2Z)n which
is invariant under the action of Sn. The linear character χ(∅,(n)) is obtained by extending γ
to Wn such that χ(∅,(n))(w) = 1 for w ∈Sn. The character χ(∅,α) is defined by the product
χ(∅,(n)) · χ(α,∅). For the pair of partitions (α,β) with |α| + |β| = n, the character χ(α,β) is
defined by inducing the character χ(α,∅) × χ(∅,β) of W|α| × W|β| to Wn. Now we have the
set of irreducible characters
IrrWn =
{
χ(α,β)
∣∣ (α,β) ∈ Λn},
where Λn = {(α,β) | α  m, β  n− m for some m = 0,1, . . . , n}.
Theorem 2.8. For χ(α,β) ∈ IrrWn, the Molien series Pχ(α,β) (q, r) is given by
Pχ(α,β) (q, r) = q2n(α)+2n(β)+|β|
∏
x∈α
1 + rq2c(x)+1
1 − q2h(x)
∏
x∈β
1 + rq2c(x)−1
1 − q2h(x) .
Proof. By Frobenius reciprocity,
Pχ(α,β) (q, r) =
(
TrS⊗L,χ(α,β)
)
Wn
= (TrS⊗L|W|α|×W|β| , χ(α,∅) × χ(∅,β))W|α|×W|β|
= (TrS(V1)⊗L(V1), χ(α,∅))W|α| × (TrS(V2)⊗L(V2), χ(∅,β))W|β| ,
where V1 = 〈e1, e2, . . . , e|α|〉 and V2 = 〈e|α|+1, e|α|+2, . . . , en〉. So the proof can be reduced
to the case when either β = ∅ or α = ∅. If β = ∅, then we have
(
TrS⊗L,χ(α,∅)
)
Wn
= |Wn|−1
∑
σ∈(Z/2Z)n
∑
w∈Sn
χα(w)
det(1 + rwσ)
det(1 − qwσ)
= |Sn|−1
∑
w∈Sn
χα(w)2−n
∑
σ∈(Z/2Z)n
det(1 + rwσ)
det(1 − qwσ)
= |Sn|−1
∑
w∈Sn
χα(w)
det(1 + qrw)
det(1 − q2w)
= q2n(α)
∏ 1 + rq2c(x)+1
1 − q2h(x) .
x∈α
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(
TrS⊗L,χ(∅,β)
)
Wn
= |Wn|−1
∑
σ∈(Z/2Z)n
∑
w∈Sn
χβ(w)γ (σ )
det(1 + rwσ)
det(1 − qwσ)
= |Sn|−1
∑
w∈Sn
χβ(w)2−n
∑
σ∈(Z/2Z)n
γ (σ )det(1 + rwσ)
det(1 − qwσ)
= |Sn|−1qn
∑
w∈Sn
χβ(w)
det(1 + q−1rw)
det(1 − q2w)
= q2n(β)+n
∏
x∈β
1 + rq2c(x)−1
1 − q2h(x) .
The third equalities of both of the above are reduced to the case where w is a cyclic per-
mutation of e1, e2, . . . , en. In that case, a direct computation shows that
det(1 + rwσ)
det(1 − qwσ) =
1 − γ (σ )(−r)n
1 − γ (σ )qn
(cf. [10, (2.4.2)]). Hence we obtain the result. 
Remark 2.9. Let Fdegχ(α,β) be the fake degree of χ(α,β) and PWn the Poincaré polynomial
of Wn. Then it is obvious from Remark 2.2 that
Pχ(α,β) (q, r) =
Fdegχ(α,β)
(1 − q)nPWn
∏
x∈α
(
1 + rq2c(x)+1)∏
x∈β
(
1 + rq2c(x)−1).
2.4. Type D
Let W˜n be the Coxeter group of type Dn which is obtained as the kernel of χ(∅,(n)),
the linear character of the Coxeter group of type Bn. For (α,β) ∈ Λn with α = β , the
restriction of χ(α,β) to W˜n is irreducible and it is known that
χ(α,β)
∣∣
W˜n
= χ(β,α)∣∣
W˜n
.
We denote it by χ {α,β}. For (α,α) ∈ Λn, the restriction of χ(α,α) to W˜n splits into two dis-
tinct irreducible characters which are denoted by χ {α,+} and χ {α,−}. In this paper we do not
need to distinguish them. Each irreducible character of W˜n is obtained without repetition
in this way. Now we give the Molien series of S ⊗L for each irreducible character of W˜n.
Theorem 2.10.
(1) For χ {α,β} ∈ Irr W˜n, we have
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q2n(α)+2n(β)∏
x∈α(1 − q2h(x))
∏
x∈β(1 − q2h(x))
×
(
q |β|
∏
x∈α
(
1 + rq2c(x)+1)∏
x∈β
(
1 + rq2c(x)−1)
+ q |α|
∏
x∈α
(
1 + rq2c(x)−1)∏
x∈β
(
1 + rq2c(x)+1)).
(2) For χ {α,±} ∈ Irr W˜n, we have
Pχ {α,±}(q, r) = q4n(α)+|α|
∏
x∈α
(1 + rq2c(x)+1)(1 + rq2c(x)−1)
(1 − q2h(x))2 .
Proof. Let Pχ(α,β) (q, r) be the Molien series of type Bn. By Frobenius reciprocity, we have
Pχ {α,β}(q, r) = Pχ(α,β) (q, r) + Pχ(β,α) (q, r),
Pχ {α,±}(q, r) = Pχ(α,α) (q, r).
We complete the proof immediately from Theorem 2.8. 
Remark 2.11. Let Fdegχ {α,β} (respectively Fdegχ {α,±} ) be the fake degree of χ {α,β} (respec-
tively χ {α,±}) and PW˜n the Poincaré polynomial of W˜n. It is easily seen that
PW˜n =
(
1 + qn)−1PWn,
Fdegχ {α,β} =
(
1 + qn)−1q−|β|(q |α| + q |β|)Fdegχ(α,β)
= (1 + qn)−1q−|α|(q |α| + q |β|)Fdegχ(β,α) ,
Fdegχ {α,±} =
(
1 + qn)−1 Fdegχ(α,α) .
By Remark 2.9, we have
Pχ {α,β}(q, r) =
Fdegχ {α,β}
(1 − q)nPW˜n
1
q |α| + q |β|
(
q |β|
∏
x∈α
(
1 + rq2c(x)+1)∏
x∈β
(
1 + rq2c(x)−1)
+ q |α|
∏
x∈α
(
1 + rq2c(x)−1)∏
x∈β
(
1 + rq2c(x)+1)),
Pχ {α,±}(q, r) =
Fdegχ {α,±}
(1 − q)nPW˜n
∏
x∈α
(
1 + rq2c(x)+1)(1 + rq2c(x)−1).
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Let (W,S) be a finite Coxeter system of exceptional type. From the data of the character
table of W and the eigenvalues of each element of W for the reflection representation
(for example, they are available in the CHEVIE system [3]), we can obtain the Molien
series in each case except the case of type I2(m). Here we just mention the case of type
I2(m) without proof. Let W be the Coxeter group of type I2(m). Using the notation in the
CHEVIE system, the irreducible characters of W are as follows:
IrrW =
{ {φ1,0, φ1,m,φ2,1, φ2,2, . . . , φ2, m−12 }, if m is odd,{φ1,0, φ1,m,φ′1, m2 , φ′′1, m2 , φ2,1, φ2,2, . . . , φ2, m2 −1}, if m is even.
Theorem 2.12. Molien series of the irreducible characters of W are
Pφ1,0(q, r) =
(1 + rq)(1 + rqm−1)
(1 − q2)(1 − qm) ,
Pφ1,m(q, r) =
qm(1 + rq−1)(1 + rq1−m)
(1 − q2)(1 − qm) ,
Pφ2,k (q, r) =
(qk + qm−k)(1 + rq)(1 + rq−1)
(1 − q2)(1 − qm) , for k = 1,2, . . . ,
[
m−1
2
]
,
Pφ′1, m2
(q, r) = Pφ′′1, m2 (q, r) =
q
m
2 (1 + rq)(1 + rq−1)
(1 − q2)(1 − qm) (if m is even).
Remark 2.13.
(1) In the case of type I2(3) = A2, irreducible characters are
φ1,0 = χ(3), φ1,3 = χ(13) and φ2,1 = χ(2,1).
In Section 2.2, we determine the Molien series of type A2 as W acts on V =
〈e1, e2, e3〉. Since we have a decomposition V = V1 ⊕ V2, where V1 = 〈e1 + e2 + e3〉
affords the trivial representation and V2 = 〈e1 − e2, e2 − e3〉 affords the reflec-
tion representation. Hence if you multiply the Molien series in Theorem 2.12 by
(1 + r)/(1 − q), then you obtain the Molien series in Theorem 2.6.
(2) In the case of type I2(4) = B2, irreducible characters are
φ1,0 = χ((2),·), φ1,4 = χ(·,(12)), φ′1,2 = χ((1
2),·),
φ′′1,2 = χ(·,(2)) and φ2,1 = χ((1),(1)).
You can see that Theorem 2.12 gives the same formula as in Theorem 2.8.
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3.1. Type A
Let H(An−1) be the Iwahori–Hecke algebra of type An−1 over the field of rational
functions Q(q). The algebraH(An−1) has a presentation with generators T1, T2, . . . , Tn−1
and the defining relations:
T 2i = q + (q − 1)Ti, for 1 i  n− 1,
TiTi+1Ti = Ti+1TiTi+1, for 1 i  n− 2,
TiTj = TjTi, if |i − j | 2, for 1 i, j  n − 1.
We have natural embeddingsH(A1) ⊂H(A2) ⊂ · · · . Let z be another indeterminate. Then
we have a trace function on H(An−1) called the Markov trace which is constructed in [8].
Theorem 3.1. There exists a unique Q(q)-linear function τAn−1
q;z :H(An−1) → Q(q, z),
which satisfies:
(1) τAn−1
q;z (1) = 1,
(2) τAn−1
q;z |H(An−2) = τAn−2q;z ,
(3) τAn−1
q;z (ab) = τAn−1q;z (ba), for any a, b ∈H(An−1),
(4) τAn−1
q;z (aTn−1) = zτAn−1q;z (a), for any a ∈H(An−2).
The algebra H(An−1) is split semisimple and its irreducible characters are in canonical
bijection with those of Sn via specialization. We denote by χαq the irreducible character of
H(An−1) corresponding to the character χα of Sn. Then we can write
τ
An−1
q;z =
∑
αn
wαq;zχ
α
q with wαq;z ∈ Q(q, z).
The wα
q;z are called weights of τ
An−1
q;z . Ocneanu has given the formula of the weight w
α
q;z
which is described in [8].
Theorem 3.2.
wαq;z = qn(α)
∏
x∈α
1 − q + (1 − qc(x))z
1 − qh(x) .
3.2. Type B
LetH(Bn) be the Iwahori–Hecke algebra of type Bn over the field Q(Q,q). The algebra
H(Bn) has a presentation with generators T0, T1, T2, . . . , Tn−1 and the defining relations:
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T 2i = q + (q − 1)Ti, for 1 i  n − 1,
T0T1T0T1 = T1T0T1T0,
TiTi+1Ti = Ti+1TiTi+1, for 1 i  n− 2,
TiTj = TjTi, if |i − j | 2, for 0 i, j  n− 1.
We have natural embeddingsH(B1) ⊂H(B2) ⊂ · · · . For two indeterminates y and z, Geck
and Lambropoulou have constructed a trace function onH(Bn) called the Markov trace of
type Bn in [4].
Theorem 3.3. There exists a unique Q(Q,q)-linear function τBn
Q,q;y,z :H(Bn) →
Q(Q,q, y, z), which satisfies:
(1) τBn
Q,q;y,z(1) = 1,
(2) τBn
Q,q;y,z|H(Bn−1) = τBn−1Q,q;y,z,
(3) τBn
Q,q;y,z(ab) = τBnQ,q;y,z(ba), for any a, b ∈H(Bn),
(4) τBn
Q,q;y,z(aTn−1) = zτBnQ,q;y,z(a), for any a ∈H(Bn−1) if n 2,
(5) τBn
Q,q;y,z(T
′
0T
′
1 · · ·T ′n−1) = yn,
where T ′i = TiTi−1 · · ·T1T0T −11 · · ·T −1i−1T −1i (0 i  n− 1).
Remark 3.4. When we consider H(An−1) as a subalgebra of H(Bn), the restriction of
τ
Bn
Q,q;y,z to H(An−1) coincides with τ
An−1
q;z .
The algebraH(Bn) is split semisimple and its irreducible characters are in canonical bi-
jection with those of Wn, the Coxeter group of type Bn. We denote by χ(α,β)Q,q the irreducible
character of H(Bn) corresponding to χ(α,β). Then we can write
τ
Bn
Q,q;y,z =
∑
(α,β)∈Λn
w
(α,β)
Q,q;y,zχ
(α,β)
Q,q with w
(α,β)
Q,q;y,z ∈ Q(Q,q, y, z).
For (α,β) ∈ Λn, we choose some large m such that α = (0 α1  α2  · · · αm+1) and
β = (0 β1  β2  · · · βm) by adding some zeros as parts of α or β , if necessary. Then
we define a symbol of χ(α,β) by
(
λ1 λ2 · · · λm+1
μ μ · · · μ
)
,1 2 m
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D
(α,β)
Q,q =
∏
1i′<im+1(qλi −qλi′ )
∏
1j ′<jm(q
μj −qμj ′ )∏m+1i=1 ∏mj=1(qλi−1Q+qμj )
qf (m)(Qq−1)(
m
2)(1+Qq−1)m∏m+1i=1 ∏λih=1(qh−1)(qh−1Q+1)∏mj=1∏μjh=1(qh−1)(qh+1Q−1+1) ,
where
f (m) =
(
2m− 1
2
)
+
(
2m− 3
2
)
+ · · · +
(
3
2
)
= m(m− 1)(4m+ 1)
6
.
We note that D(α,β)Q,q is well defined, that is, the right-hand side of the equation does not
depend on the choice of m (cf. [10]). Iancu has given the formula of the weight w(α,β)
Q,q;y,z
in [7].
Theorem 3.5. For (α,β) ∈ Λn, we define
R
(α,β)
Q,q;y,z =
∏
x∈α
(
(q − 1)(1 + qc(x)y)+ (qc(x) − 1)(1 + Qqc(x))z)
×
∏
x∈β
(
(q − 1)(1 − Q−1qc(x)y)+ (qc(x) − 1)(1 +Q−1qc(x))z).
Then we have
w
(α,β)
Q,q;y,z = D(α,β)Q,q R(α,β)Q,q;y,z.
Remark 3.6.
(1) If we specialize Q → q and y → z, then we have
D(α,β)q,q =
∏
1i′<im+1(qλi − qλi′ )
∏
1j ′<jm(q
μj − qμj ′ )∏m+1i=1 ∏mj=1(qλi + qμj )
2mqf (m)
∏m+1
i=1
∏λi
h=1(q2h − 1)
∏m
j=1
∏μj
h=1(q2h − 1)
and
R
(α,β)
q,q;z,z =
∏
x∈α
(
(q − 1)+ (q2c(x)+1 − 1)z)∏
x∈β
(
(q − 1)+ (q2c(x)−1 − 1)z).
Let PW =
∏n
i=1(q2i−1)
(q−1)n be the Poincaré polynomial with respect to the Coxeter group
of type Bn. Then (q − 1)nPW ×D(α,β)q,q is called the generic degree of χ(α,β)q,q which we
denote by Gdeg (α,β) (see Remark 3.8(3)).χq,q
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D
(α,β)
1,q =
∏
1i′<im(q
λi−1 − qλi′−1)∏1j ′<jm(qμj − qμj ′ )∏mi=1∏mj=1(qλi−1 + qμj )
2mq(
2m−2
2 )+(2m−42 )+···∏m
i=1
∏λi−1
h=1 (q2h − 1)
∏m
j=1
∏μj
h=1(q2h − 1)
and
R
(α,β)
1,q;y,z =
∏
x∈α
(
(q − 1)(1 + qc(x)y)+ (q2c(x) − 1)z)
×
∏
x∈β
(
(q − 1)(1 − qc(x)y)+ (q2c(x) − 1)z)
= R(β,α)1,q;−y,z.
3.3. Markov property
Now we have the Markov traces of type An and of type Bn. It is a natural question
whether there exist trace functions of other types which should be called Markov traces.
First we give a definition of a Markov trace for a general Iwahori–Hecke algebra based
on common properties of both Markov traces of type An and of type Bn. Let (W,S) be
a finite Coxeter system and HS the corresponding Iwahori–Hecke algebra over a field K
with generators {Ts}s∈S and parameters {qs}s∈S ⊂ K . For I ⊂ S, we have a canonical
embedding of the Iwahori–Hecke algebras HI ⊂HS [5, 4.4.7].
Definition 3.7. Let τ :HS → K be a K-linear function and zs ∈ K for s ∈ S. Then τ is
called a Markov trace (with parameters {zs}s∈S ) if the following conditions are satisfied.
(M1) τ(1) = 1.
(M2) τ(ab) = τ(ba), for a, b ∈HS .
(M3) τ(aTs) = zsτ (a), for s ∈ S and for a ∈HS\{s}.
We call the conditions above the Markov property.
Remark 3.8.
(1) If there exists a trace function which satisfies the Markov property, then zs = zs′ if s
and s′ are conjugate in W .
(2) A K-linear function τ :HS → K is uniquely determined by the Markov property only
when the Coxeter system satisfies
W =
⋃
s∈S
(WS\{s} ∪WS\{s}sWS\{s}).
It is easily seen that the type An (n 1) are the only cases which satisfy this condition.
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for w ∈ W . Then τ0 satisfies the Markov property with zs = 0 for all s ∈ S. Take a
base field over which HS is split semisimple and let IrrHS be the set of irreducible
characters of HS . Then we can write
τ0 =
∑
χ∈IrrHS
w
χ
0 χ.
Let PW be the Poincaré polynomial of W . Then PWwχ0 coincides with Gdegχ , the
generic degree of χ (cf. [5, 8.1.8]).
Theorem 3.9. Let (W,S) be the Coxeter system of type An−1 or Bn. Then the Markov trace
defined above satisfies the Markov property with zs1 = zs2 = · · · = zsn−1 = z and zs0 = y.
In case of type An−1, it can be proved directly. In case of type Bn, Geck and Lam-
bropoulou have given a proof in [4, §4].
3.4. Type D
In [4], Geck and Lambropoulou have constructed the Markov trace of type Dn. But it
does not satisfy the Markov property in the sense of Definition 3.7. In order to satisfy the
Markov property, it should be specialized appropriately. We constructH(Dn), the Iwahori–
Hecke algebra of type Dn as a subalgebra ofH(Bn)Q=1, the Iwahori–Hecke algebra of type
Bn specialized by Q → 1. Let {T0, T1, . . . , Tn−1} be the generators of H(Bn)Q=1 given as
above and put T1′ = T0T1T0. Then {T1′ , T1, T2, . . . , Tn−1} generate a subalgebra which is
isomorphic to H(Dn). The corresponding diagram is as follows.
1
1′
2 3 n− 1
Let τBn1,q;y,z be the Markov trace of H(Bn)Q=1. Here we consider the restriction of
τ
Bn
1,q;y,z to H(Dn). It is obvious that τBn1,q;y,z|H(Dn) satisfies the conditions (M1) and (M2).
If s = s2, s3, . . . , sn−1, then the equations of (M3) are satisfied from the Markov prop-
erty of τBn
Q,q;y,z. When s = s1 or s1′ , the equations of (M3) are reduced to the equation
τ
Bn
1,q;y,z(T1′T1) = z2. Since we have
τ
Bn
1,q;y,z(T1′T1) = τBn1,q;y,z(T0T1T0T1) = qτBn1,q;y,z
(
T0T1T0T
−1
1
)+ (q − 1)τBn1,q;y,z(T1)
= qy2 + (q − 1)z,
it is required that y2 = q−1z2 + (q−1 − 1)z. It is easily seen that τBn1,q;y,z(Tw) ∈ Q[q, z, y2]
for any element w ∈ W(Dn). So we define τDnq;z , the Markov trace of H(Dn) by the spe-
cialization of τBn |H(D ) through y2 → q−1z2 + (q−1 − 1)z. Let χ {α,β}q (respectively1,q;y,z n
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{α,±}
q ) be the irreducible character of H(Dn) corresponding to the irreducible character
χ {α,β} (respectively χ {α,±}) of W˜n. Then we can write
τ
Dn
q;z =
∑
w
{α,β}
q;z χ
{α,β}
q +
∑
w
{α,+}
q;z χ
{α,+}
q +
∑
w
{α,−}
q;z χ
{α,−}
q ,
with w{α,β}
q;z ,w
{α,±}
q;z ∈ Q(q, z).
For a pair of partitions (α,β), we choose some large m such that α = (0 α1  α2 
· · · αm) and β = (0 β1  β2  · · · βm) and define a symbol of χ {α,β} (or χ {α,±} if
α = β) by (
λ1 λ2 · · · λm
μ1 μ2 · · · μm
)
,
where λi = αi + i − 1 (1  i  m) and μj = βj + j − 1 (1  j  m). Then we define
D
{α,β}
q (or D{α,±}q = D{α,α}q if α = β) by
D{α,β}q =
∏
1i′<im(q
λi − qλi′ )∏1j ′<jm(qμj − qμj ′ )∏mi=1∏mj=1(qλi + qμj )
2cq(
2m−2
2 )+(2m−42 )+···∏m
i=1
∏λi
h=1(q2h−1)
∏m
j=1
∏μj
h=1(q2h−1)
,
where
c =
{
m− 1, if α = β,
m, if α = β.
We note that D{α,β}q is well defined, that is, the right-hand side of the equation does not
depend on the choice of m (cf. [10]). Let PW˜n =
(qn−1)∏n−1i=1 (q2i−1)
(q−1)n be the Poincaré polyno-
mial with respect to the Coxeter group of type Dn. Then (q − 1)nPW˜nD{α,β}q (respectively
(q − 1)nPW˜nD{α,±}q ) is equal to the generic degree Gdegχ {α,β}q (respectively Gdegχ {α,±}q ) of
χ
{α,β}
q (respectively χ {α,±}q ) (see Remark 3.8(3)). It is easily seen by Remark 3.6 that
D{α,β}q = 2D(α,β)1,q = 2D(β,α)1,q ,
D{α,±}q = D(α,α)1,q .
Now we give a formula of the weight of τDn
q;z .
Theorem 3.10. For χ {α,β}q (respectively χ {α,±}q ), we define R{α,β}q;z (respectively R{α,±}q;z )
by the specialization of R(α,β)1,q;y,z + R(β,α)1,q;y,z (respectively R(α,α)1,q;y,z) through y2 → q−1z2 +
(q−1 − 1)z. Then we have:
(1) w{α,β} = D{α,β}q R{α,β}.q;z q;z
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q;z = D{α,±}q R{α,±}q;z
=
Gdeg
χ
{α,±}
q
(q − 1)nPW˜n
∏
x∈α
(
(q − 1)+ (q2c(x)+1 − 1)z)((q − 1)+ (q2c(x)−1 − 1)z).
Proof. By the definition of τDn
q;z and the induction law of the irreducible characters ofH(Dn) and those of H(Bn), we have
w
{α,β}
q;z =
(
w
(α,β)
1,q;y,z +w(β,α)1,q;y,z
)∣∣
y2=q−1z2+(q−1−1)z,
w
{α,±}
q;z = w(α,α)1,q;y,z
∣∣
y2=q−1z2+(q−1−1)z.
The second equality of (2) is an easy consequence of Remark 3.6. 
4. Fourier transforms
4.1. We sketch the Fourier transform defined by Lusztig. For details, we refer to [2]
or [12]. Let G be a connected reductive algebraic group defined over the finite field with q
elements and F :G → G a Frobenius map. We assume that GF is split. Let W be the Weyl
group of G with respect to some F -stable maximally split torus. The set of unipotent char-
acters of GF is decomposed into the so-called families. For each family F , letM(F) be an
index set ofF and we denote by ρx the unipotent character labeled by x ∈M(F). LetH be
the Hecke algebra with respect to the Borel subgroup of GF , and IrrW → IrrH (χ → χq)
the canonical bijection between the sets of irreducible characters. Then we have a natural
inclusion map ι : IrrW →⊔FM(F) such that
ρι(χ)|H = χq, χ ∈ IrrW.
For χ ∈ IrrW , let Rχ be the so-called almost character (cf. [2, 12.3]) of GF which is a
linear combination of the Deligne–Lusztig characters. Then Lusztig has constructed the
Fourier transform matrix ({x, x′})(x,x′)∈M(F)×M(F) which satisfies
Rχ =
∑
x′∈M(F)
{
ι(χ), x′
}
ρx′ , for χ ∈ IrrW with ι(χ) ∈M(F).
For x ∈M(F), we define a generalized character Rx of GF by
Rx =
∑
x′∈M(F)
{x, x′}ρx′ .
It is known that
degRx =
{
Fdegχ , if ι(χ) = x,
0, if x /∈ ι(IrrW),
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obtain the following formula:
Gdegχq =
∑
χ ′∈IrrW
{
ι(χ), ι(χ ′)
}
Fdegχ ′ , χ ∈ IrrW, (4.1.1)
where {ι(χ), ι(χ ′)} = 0 if χ and χ ′ are not contained in a common family. The Fourier
transforms have been also constructed for the non-crystallographic cases and they satisfy
the equalities (4.1.1) (cf. [1,13,15]).
4.2. In the rest of this section, we show that the Fourier transform above sends the
Molien series determined in Section 2 to the weights of the Markov trace.
Let (W,S) be a finite Coxeter system and H the corresponding Iwahori–Hecke algebra
with parameter q . Let Pχ(q, r) (χ ∈ IrrW ) be the Molien series determined in Section 2
and define wχ ∈ C(q, z) by
wχ =
(
1 − q
1 + r
)n ∑
χ ′∈IrrW
{
ι(χ), ι(χ ′)
}
Pχ ′(q, r), (4.2.1)
where {ι(χ), ι(χ ′)} is the number determined from the Fourier transform.
Theorem 4.1. Determine a trace function τ on H by
τ =
∑
χ∈IrrW
wχχq.
Then we have:
(1) τ satisfies the Markov property with zs = (q − 1)r/(1 + r) for all s ∈ S.
(2) Let I be a subset of S and HI the corresponding parabolic subalgebra of H. Deter-
mine a trace function τI on HI as τ above. Then we have
τ |HI = τI . (4.2.2)
Remark 4.2. Put z = (q − 1)r/(1 + r). By (4.1.1) and Remark 2.2, the weight wχ of τ
specializes to Gdegχ /PW by z → 0 where PW is the Poincaré polynomial of W . Hence
the specialization of τ by z → 0 coincides with τ0, the canonical symmetrizing trace of H
(cf. [5, Chapter 8]).
The theorem is reduced to the case when (W,S) is irreducible. We prove the theorem
by a case-by-case argument. For exceptional cases except the cases of type I2(m), we can
check the theorem by using the CHEVIE system. In fact, to prove the second statement
of the theorem, you just compare the values of both sides of (4.2.2) for the elements of
minimal length (cf. [5, 8.2.6]). To prove that τ satisfies the condition (M3) in Definition 3.7,
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following simple tools, then you can reduce the number of cases which you should check.
(I) Let s ∈ S, w ∈ WS\{s} and t1, t2, . . . , tk ∈ S\{s} which all commute with s. Put wi =
ti . . . t1wt1 . . . ti for i = 1,2, . . . , k. If l(w) = l(w1) = · · · = l(wk−1) > l(wk), then
we have τ(TwTs) = τ(Tw1Ts) = · · · = τ(Twk−1Ts) = (q −1)τ (TwktkTs)+qτ(TwkTs).
Hence τ(TwTs) = zτ(Tw) is reduced to τ(TwkTs) = zτ(Twk ) and τ(TwktkTs) =
zτ(Twktk ), which are shorter cases than w.
(II) Let s, t ∈ S and w = w1tw2 with w1,w2 ∈ WS\{s,t} and l(w) = l(w1) + l(w2) +
1. If we have τ(Tw2TsTw1Tt ) = zτ(Tw2TsTw1), then τ(TwTs) = τ(Tw1TtTw2Ts) =
zτ(Tw1Tw2Ts). Hence τ(TwTs) = zτ(Tw) is reduced to τ(Tw2Tw1Tt ) = zτ(Tw2Tw1)
and τ(Tw1Tw2Ts) = zτ(Tw1Tw2).
(III) Let s, t ∈ S with sts = tst and w′ ∈ WS\{s,t}. Put w = tw′t and assume that
l(w) = l(w′) + 2 and sw′ = w′s. Then we have τ(TwTs) = τ(TtTw′TtTs) =
(q − 1)τ (Tw′t Ts) + qτ(Tw′Tt ). Hence τ(TwTs) = zτ(Tw) is reduced to τ(Tw′t Ts) =
zτ(Tw′t ) and τ(Tw′Tt ) = zτ(Tw′).
Then you can see that the equations of (M3) are satisfied for all reduced cases of excep-
tional type. If you need the weights of τ or the values of τ in the cases of exceptional type,
then you can obtain them from me on demand.
Now we prove the theorem in the cases of type An−1, Bn, Dn and I2(m).
4.3. Type A
In this case, every family consists of a single element and the Fourier transform matrix
is trivial. So what we have to do is to check that the weight wα
q;z with z = (q − 1)r/(1 + r)
given in Theorem 3.2 is equal to ((1 − q)/(1 + r))nPχα (q, r) for any α  n. Although
direct calculation gives a proof, here we prove the theorem without a result of Ocneanu but
using Starkey’s rule.
Theorem 4.3 (Starkey’s rule). For two partitions α and β of n, we have
χαq (Twβ ) = |Sβ |−1(q − 1)−β
′
1
∑
w∈Sβ
χα(w)det(q −w),
where β ′ is the dual partition of β , Sβ =Sβ1 ×Sβ2 × · · · ×Sββ′1 and wβ is the Coxeter
element of Sβ .
By this theorem, we can compute character values of H(Sn) purely using the data
of Sn. For a proof, see [5, 9.2.11].
Now we prove Theorem 4.1 in the case of type An−1. It is sufficient to check the fol-
lowing equality:
∑(1 − q
1 + r
)n
Pχα (q, r)χ
α
q (Twβ ) =
(
(q − 1)r
1 + r
)n−β ′1
. (4.3.1)
αn
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(
1 − q
1 + r
)n∑
αn
|Sn|−1
∑
v∈Sn
χα(v)det(1 + rv)
det(1 − qv)
× |Sβ |−1(q − 1)−β ′1
∑
w∈Sβ
χα(w)det(q −w)
=
(
1 − q
1 + r
)n
(q − 1)−β ′1 |Sβ |−1
∑
w∈Sβ
∑
v∈Sn
det(1 + rv)det(q − w)
det(1 − qv)
× |Sn|−1
∑
αn
χα(v)χα(w)
(by the second orthogonality relations)
=
(
1 − q
1 + r
)n
(q − 1)−β ′1 |Sβ |−1
∑
w∈Sβ
det(1 + rw)det(q −w)
det(1 − qw)
=
(
q − 1
1 + r
)n
(q − 1)−β ′1 |Sβ |−1
∑
w∈Sβ
det(r +w).
Since Sβ -module V decomposes as
V = V1 ⊕ V2,1 ⊕ V2,2 ⊕ · · · ⊕ V2,β ′1 ,
where V1 is a β ′1-dimensional trivial module and V2,i is a (βi − 1)-dimensional vector
space which affords the reflection representation of Sβi ⊂Sβ for 1 i  β ′1, we have
L.H.S. of (4.3.1) =
(
q − 1
1 + r
)n
(q − 1)−β ′1(1 + r)β ′1
β ′1∏
i=1
|Sβi |−1
∑
w∈Sβi
det
V2,i
(r + w)
=
(
(q − 1)r
1 + r
)n−β ′1
.
The last equality comes from the fact that for 1 i  β ′1 and for 0 j  βi − 1, the j th
exterior power of V2,i are irreducible and pairwise non-isomorphic as Sβi -module (cf. [5,
5.1.4]).
4.4. Type B
We shall check that the weight wχ(α,β) given by formula (4.2.1) is equal to the w(α,β)
q,q;z,z
with z = (q − 1)r/(1 + r) determined in Section 3. By Remark 2.9, we have(
1 − q
1 + r
)n
Pχ(α,β) (q, r) =
Fdegχ(α,β)
(1 + r)nPWn
∏
x∈α
(
1 + q2c(x)+1r)∏(1 + q2c(x)−1r).x∈β
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w
(α,β)
q,q;z,z
∣∣
z= (q−1)r1+r =
Gdegχ(α,β)
(q − 1)nPWn
∏
x∈α
(
q − 1 + (q2c(x)+1 − 1) (q − 1)r
1 + r
)
×
∏
x∈β
(
q − 1 + (q2c(x)−1 − 1) (q − 1)r
1 + r
)
= Gdegχ(α,β)
(1 + r)nPWn
∏
x∈α
(
1 + q2c(x)+1r)∏
x∈β
(
1 + q2c(x)−1r).
By (4.1.1), it is sufficient to show that∏
x∈α
(
1 + q2c(x)+1r)∏
x∈β
(
1 + q2c(x)−1r) (4.4.1)
has constant value on each family, which has been proved in [6]. In fact, let(
λ1 λ2 · · · λm+1
μ1 μ2 · · · μm
) (
respectively
(
λ′1 λ′2 · · · λ′m+1
μ′1 μ′2 · · · μ′m
))
be a symbol of χ(α,β) (respectively χ(α′,β ′)). Two characters χ(α,β) and χ(α′,β ′) of Wn lie
in the same family if and only if the unordered sets of entries of their symbols are the same
including multiplicities. By [14, I.1.Ex.3], it is easily seen that (4.4.1) has constant value
on each family. This completes the proof.
4.5. Type D
In this case, the situation is different from the case of type Bn. In the case of type Bn, the
value of (4.4.1) is constant on each family. But in this case, this property is not satisfied. For
example, in the case of type D4, irreducible characters χ {(2·1),(1)}, χ {(2
2),·} and χ {(12),(2)}
are in the same family, and by Remark 2.11 we have a following.
Character Symbol (Fdegχ {α,β} )
−1(1 − q)nPW˜4Pχ {α,β} (q, r)
χ {(2·1),(1)}
(1 3
0 2
)
(1 + q−1r)(1 + qr)(1 + 2q−1(1 + q2)−1(1 + q4)r + r2)
χ {(22),·}
(2 3
0 1
)
(1 + q−1r)(1 + qr)(1 + 2q(1 + q2)(1 + q4)−1r + r2)
χ {(12),(2)}
(1 2
0 3
)
(1 + q−1r)(1 + qr)(1 + 2−1q−3(1 + q2)(1 + q4)r + r2)
So we should calculate wχ given by (4.2.1) explicitly. Before we start to prove the
theorem, we prepare a proposition. We use the same argument as in [10, §1].
Let Y be a set with 2s elements and P (respectively Pi ) the set of all subsets of Y
(respectively the set of all subsets I ⊂ Y with |I | ≡ i (mod 2) for a given integer i). Let K
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fˆ :P→ K by
fˆ (I ) = 2−s
∑
J∈P
(−1)|I∩J |f (J ).
It is easily checked that ˆˆf = f . We fix a function ζ :P → K . Let y¯ be an element not
contained in Y and put I¯ = I ∪ {y¯} for I ⊂ Y . Assume that Y¯ has a given total order such
that y¯ is the minimal element. We define f± :P→ K and ϕ :P→ K by
f±(I ) = 2−s
∏
y∈I
(
ζ(y) ∓ ζ(y¯)) ∏
y∈I ′
(
ζ(y) ± ζ(y¯))
×
∏
(y,y′)∈I×I
y>y′
(
ζ(y) − ζ(y′)) ∏
(y,y′)∈I ′×I ′
y>y′
(
ζ(y) − ζ(y′))
×
∏
(y,y′)∈I×I ′
(
ζ(y) + ζ(y′)), if I ∈Ps ,
and f±(I ) = 0 if I /∈Ps , and
ϕ(I) =
(∏
y∈I ′
ζ(y)
∏
y∈I
(
ζ(y)2 − ζ(y¯)2)+∏
y∈I
ζ(y)
∏
y∈I ′
(
ζ(y)2 − ζ(y¯)2))
×
∏
(y,y′)∈I×I
y>y′
(
ζ(y)2 − ζ(y′)2) ∏
(y,y′)∈I ′×I ′
y>y′
(
ζ(y)2 − ζ(y′)2), if |I | = s,
and ϕ(I) = 0 if |I | = s where I ′ = Y − I . Then we have:
Proposition 4.4. The functions on P
I → (−1)c(I )+(|I |+12 )(f+(I ) + f−(I )) and
I → (−1)c(I )+(|I |2 )ϕ(I )
correspond to each other under the Fourier transform. Here c(I ) = {(y, y′) ∈ I × I ′ |
y < y′}.
Proof. For J ⊂ Y¯ , let νJ be the characteristic function of J and δJ (y) = (−1)νJ (y) for
y ∈ Y¯ . For I ∈Ps , f ′±(I ) = (−1)c(I )+(
|I |+1
2 )f±(I ) is given by
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∏
(y,y′)∈Y¯×Y¯
y>y′
(
δI¯ (y)ζ(y) − δI¯ (y′)ζ(y′)
)
= (−1)|I |2−s
∑
σ
(σ )
∏
y∈Y¯
(
δI¯ (y)ζ(y)
)σ(y)
and
f ′−(I ) = (−1)|I |2−s
∏
(y,y′)∈Y¯×Y¯
y>y′
(
δI (y)ζ(y) − δI (y′)ζ(y′)
)
= (−1)|I |2−s
∑
σ
(σ )
∏
y∈Y¯
(
δI (y)ζ(y)
)σ(y)
,
where σ runs over all bijections Y¯ → {0,1, . . . ,2s} and (σ ) = 1 or −1 according as
{(y, y′) ∈ Y¯ × Y¯ | y > y′, σ (y) < σ(y′)} is even or odd. On the other hand, for I ⊂ Y
with |I | = s, ϕ′(I ) = (−1)c(I )+(|I |2 )ϕ(I ) is given by
ϕ′(I ) =
(∑
σ1
(σ1)
∏
y∈I¯
ζ (y)σ1(y)
)(∑
σ ′2
(σ ′2)
∏
y∈I ′
ζ(y)σ
′
2(y)
)
+
(∑
σ ′1
(σ ′1)
∏
y∈I¯ ′
ζ(y)σ
′
1(y)
)(∑
σ2
(σ2)
∏
y∈I
ζ(y)σ2(y)
)
,
where σ1 (respectively σ ′1) runs over all bijections from I¯ (respectively I¯ ′) to {0,2, . . . ,2s},
σ2 (respectively σ ′2) runs over all bijections from I (respectively I ′) to {1,3, . . . ,2s − 1}
and  is defined as above. Applying the Fourier transform to f ′±, we have
fˆ ′+(I ) = (−1)s2−2s
∑
σ
(σ )(−1)σ(y¯)
∏
y∈Y¯
ζ(y)σ(y)
∑
J∈Ps
∏
y∈Y
δJ (y)
νI (y)+σ(y)
and
fˆ ′−(I ) = (−1)s2−2s
∑
σ
(σ )
∏
y∈Y¯
ζ(y)σ(y)
∑
J∈Ps
∏
y∈Y
δJ (y)
νI (y)+σ(y).
Note that ∑
J∈Ps
∏
y∈Y
δJ (y)
νI (y)+σ(y)
=
⎧⎪⎪⎪⎨⎪⎪⎪⎩
22s−1, if σ(I) = {1,3, . . . ,2s − 1}, (∗1)
(−1)s22s−1, if σ(I¯ ) = {0,2, . . . ,2s}, (∗2)
22s−1, if σ(I¯ ) = {1,3, . . . ,2s − 1}, (∗3)
(−1)s22s−1, if σ(I) = {0,2, . . . ,2s}, (∗4)
(4.5.1)0, o.w.
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fˆ ′+(I )+ fˆ ′−(I ) = (−1)s
∑
σ :(∗1)
(σ )
∏
y∈Y¯
ζ(y)σ(y) +
∑
σ :(∗2)
(σ )
∏
y∈Y¯
ζ(y)σ(y) = ϕ′(I ),
as required. If |I | = s±1, then it is enough to consider the cases (∗3) and (∗4) in (4.5.1). In
both cases, σ(y¯) is odd and we can easily see that fˆ ′+(I )+ fˆ ′−(I ) = 0. If |I | = s nor s ± 1,
then it is obvious from (4.5.1) that fˆ ′+(I ) = fˆ ′−(I ) = 0. This completes the proof. 
Now we shall show that the trace function τ given in Theorem 4.1 coincides with
τ
Dn
q;z determined in Section 3 where z = (q − 1)r/(1 + r). That is, we shall show that the
wχ
{α,β} (respectively wχ {α,±} ) given by (4.2.1) satisfy
wχ
{α,β} = w{α,β}
q;z
∣∣
z= (q−1)r1+r
(
respectively wχ
{α,±} = w{α,±}
q;z
∣∣
z= (q−1)r1+r
)
, (4.5.2)
where the w{α,β}
q;z and the w
{α,±}
q;z are the weights of τ
Dn
q;z . First we prove (4.5.2) for χ {α,±}.
The character χ {α,±} forms a one-element family and its fake degree and generic degree
are equal. By Remark 2.11, we have
wχ
{α,±} =
(
1 − q
1 + r
)n
Pχ {α,±}(q, r)
= Fdegχ {α,±}
(1 + r)nPW˜n
∏
x∈α
(
1 + rq2c(x)+1)(1 + rq2c(x)−1).
On the other hand, by Theorem 3.10, we have
w
{α,±}
q;z
∣∣
z= (q−1)r1+r =
Gdegχ {α,±}
(q − 1)nPW˜n
∏
x∈α
(
(q − 1)+ (q2c(x)+1 − 1) (q − 1)r
1 + r
)
×
(
(q − 1)+ (q2c(x)−1 − 1) (q − 1)r
1 + r
)
= Gdegχ {α,±}
(1 + r)nPW˜n
∏
x∈α
(
1 + rq2c(x)+1)(1 + rq2c(x)−1).
By (4.1.1), we have
wχ
{α,±} = w{α,±}
q;z
∣∣
z= (q−1)r1+r ,
as required.
Next we prove (4.5.2) for wχ {α,β} . If we multiply both sides of (4.5.2) by (1 + r)n, then
they are contained in Qq[r], that is, they are polynomials with respect to “r”. Thus it is
588 Y. Gomi / Journal of Algebra 303 (2006) 566–591sufficient to show that the equation is satisfied for infinitely many specialized r . Now we
specialize r → −q2m+1 for some large m ( n). Let
(
λ1 λ2 · · · λm
μ1 μ2 · · · μm
)
be a symbol of χ {α,β}, that is, λi = αi + i−1 (1 i m) and μj = βj +j −1 (1 j m).
By Theorem 2.10, we have
Pχ {α,β}
(
q,−q2m+1)= q2n(α)+2n(β)∏
x∈α(1 − q2h(x))
∏
x∈β(1 − q2h(x))
×
(
q |β|
∏
x∈α
(
1 − q2(c(x)+m+1))∏
x∈β
(
1 − q2(c(x)+m))
+ q |α|
∏
x∈α
(
1 − q2(c(x)+m))∏
x∈β
(
1 − q2(c(x)+m+1))).
By [14, I.1.Ex.1 and I.1.Ex.3], we have
Pχ {α,β}
(
q,−q2m+1)
=
(
q |μ|
∏m
i=1(q2(λi+1)−1)+q |λ|
∏m
i=1(q2(μi+1)−1)
)∏
1i′<im(q2λi −q2λi′ )
∏
1i′<im(q2μi −q2μi′ )
q(
2m−2
2 )+(2m−42 )+···∏m
i=1
∏m−i
k=1 (q2k−1)
∏m
i=1
∏m−i+1
k=1 (q2k−1)
.
Since z = (q − 1)r/(1 + r), z specializes to q2m+1(q − 1)/(q2m+1 − 1) through r →
−q2m+1. By Theorem 3.10 and [loc. cit.], we have
w
{α,β}
q;z
∣∣
z= q2m+1(q−1)
q2m+1−1
= D{α,β}q ×
(
R
(α,β)
1,q
(
qm(q − 1)
q2m+1 − 1 ,
q2m+1(q − 1)
q2m+1 − 1
)
+ R(β,α)1,q
(
qm(q − 1)
q2m+1 − 1 ,
q2m+1(q − 1)
q2m+1 − 1
))
=
(
q − 1
q2m+1 − 1
)n
×
(
m∏
i=1
(
qλi+1 − 1)(qμi+1 + 1)+ m∏
i=1
(
qλi+1 + 1)(qμi+1 − 1))
×
∏
1i′<im(q
λi − qλi′ )∏1i′<im(qμi − qμi′ )∏1i,i′m(qλi + qμi′ )
m (2m−22 )+(2m−42 )+···∏m ∏m−i 2k ∏m ∏m−i+1 2k .2 q i=1 k=1 (q − 1) i=1 k=1 (q − 1)
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of their symbols (
λ1 λ2 · · · λm
μ1 μ2 · · · μm
)
and
(
λ′1 λ′2 · · · λ′m
μ′1 μ′2 · · · μ′m
)
are the same including multiplicities. Let Y be the set of numbers which appear just
once in {λ1, λ2, . . . , λm,μ1,μ2, . . . ,μm}, and put I = Y ∩ {λ1, λ2, . . . , λm} and J =
Y ∩ {λ′1, λ′2, . . . , λ′m}. Then the entry of the Fourier transform matrix corresponding to
(χ {α,β}, χ {α′,β ′}) is given by
2−
|Y |
2 +1(−1)|I∩J |+c(I )+c(J )+(|I |+12 )+(|J |2 ) = 2− |Y |2 +1(−1)|I #∩J #|,
where c(I ) = {(y, y′) ∈ I × (Y − I ) | y < y′} and I # = (I ∪ Z) − (I ∩ Z) with
Z = {y1, y3, . . . , y2s−1} ⊂ Y = {y1 < y2 < y3 < · · · < y2s} (cf. [10,11]). Applying
Proposition 4.4 with ζ(y) = qy and y¯ = −1, we can complete the proof.
4.6. Type I2(m)
Let W be the Coxeter group of type I2(m) and H the corresponding Hecke algebra
with generators {T1, T2} and a parameter q . We use the notation in Section 2.5. The set of
irreducible characters IrrW is decomposed into two singletons {φ1,0}, {φ1,m} and a family
F which consists of the remaining ones. By [13], the entries of the Fourier transform matrix
of F are given as follows:
{φ2,j , φ2,k} = {φ2,k, φ2,j } = 2 − ξ
jk − ξ−jk
m
, for 1 j, k 
[
m−1
2
]
,
{φ2,j , φ′1, m2 } = {φ
′
1, m2
, φ2,j } = {φ2,j , φ′′1, m2 } = {φ
′′
1, m2
, φ2,j }
= 1 − (−1)
j
m
, for 1 j 
[
m−1
2
]
,
{φ′1, m2 , φ
′
1, m2
} = {φ′′1, m2 , φ
′′
1, m2
} = 1 − (−1)
m
2 +m
m
,
{φ′1, m2 , φ
′′
1, m2
} = {φ′′1, m2 , φ
′
1, m2
} = 1 − (−1)
m
2 − m
m
,
where ξ = e2π
√−1/m
. Let wi,j (respectively w′1,m/2,w′′1,m/2) be the weight corresponding
to φi,j (respectively φ′1,m/2, φ′′1,m/2) determined by Eq. (4.2.1). Direct calculation shows
that
w1,0 = (z + 1)((q
m−1 − 1)z + q − 1)
m
,(q + 1)(q − 1)
590 Y. Gomi / Journal of Algebra 303 (2006) 566–591w1,m = (z − q)((q
m−1 − 1)z − qm−1(q − 1))
(q + 1)(qm − 1) ,
w2,j = (2 − ξ
j − ξ−j )(z + 1)(q − z)
m(q − ξj )(q − ξ−j ) , for 1 j 
[
m−1
2
]
,
w′1, m2 = w
′′
1, m2
= 2(z + 1)(q − z)
m(q + 1)2 .
Let τ be the trace function on H determined by these weights. In [9], Kihara showed the
next theorem.
Theorem 4.5. τ satisfies the following equations.
(1) τ(1) = 1.
(2) τ(T1) = τ(T2) = z.
(3) τ(T1T2 · · ·︸ ︷︷ ︸
i+1
· · ·T −11 T −12︸ ︷︷ ︸
i−1
) = z2, for 1 i  [m−12 ].
In particular τ satisfies the Markov property.
Remark 4.6. The equations in the theorem determine the trace function on H uniquely.
For even m, let HQ,q be the Iwahori–Hecke algebra of type I2(m) with two parameters Q
and q . For two indeterminates y and z, we can also construct a trace function τ on HQ,q
which satisfies
(1) τ(1) = 1.
(2) τ(T1) = y.
(3) τ(T2) = z.
(4) τ(T1T2 · · ·︸ ︷︷ ︸
i+1
· · ·T −11 T −12︸ ︷︷ ︸
i−1
) =
{
yz, if i is odd,
y2, if i is even, for 1 i  [
m−1
2 ].
Kihara has determined the weights of τ in [9]:
w1,0 = (y + 1)
(
(1 − q m2 Qm2 )z + (1 − q m2 −1Qm2 −1)qy − qQ+ 1)
(Q + 1)(q + 1)(1 − q m2 Qm2 ) ,
w1,m = (y −Q)
(
(1 − q m2 Qm2 )z + (1 − q m2 −1Qm2 −1)qy + q m2 +1Qm2 − q m2 Qm2 −1)
(Q+ 1)(q + 1)(1 − q m2 Qm2 ) ,
w′1, m2 =
(y + 1)(−(q m2 − Qm2 )z + (q m2 −1 −Qm2 −1)qy + q m2 +1 − q m2 Q)
(Q+ 1)(q + 1)(q m2 −Qm2 ) ,
w′′1, m2 =
(y −Q)(−(q m2 − Qm2 )z + (q m2 −1 −Qm2 −1)qy + Qm2 − qQm2 −1)
m m ,
(Q + 1)(q + 1)(q 2 −Q 2 )
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(
4 − (ζ j + ζ−j )2)(1 + y)(Q − y)
m
(
q + (ζ j + ζ−j )√qQ+Q)(qQ− (ζ j + ζ−j )√qQ+ 1) ,
for j = 1,2, . . . , m2 − 1.
4.7. Remark. Thus we proved the main Theorem 4.1 by direct calculation. I believe
that there should exist a hidden geometrical meaning for the theorem and that it gives us a
proof which does not depend on a case-by-case argument.
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