Abstract
In addition, almost all policies with a GMWB have a cap on the maximum allowed withdrawal 91 rate without penalty. Let G be such a contractual withdrawal rate, and κ < 1 be the proportional E t e −r(T −t) max((1 − κ)A(T ), W (T )) + T t e −r(u−t) f (γ(u))du , (2.5)
where T is the policy maturity time and the expectation E t is taken under the risk neutral measure.
97
The withdrawal rate γ is the control variable chosen to maximize the value of V (W, A, t). Equation
98
(2.5) represents the expected, discounted risk neutral cash flows from the guarantee.
99
With an abuse of notation, we now (and in the rest of this article) let V = V (W, A, τ = T − t). 
Informal Derivation of the HJB VI

104
We repeat here the informal derivation of equation (2.6) given in Dai et al. (2008) . We will use this 105 to give some intuition for our numerical scheme. Suppose that we restrict the maximum withdrawal The function h(γ) is piecewise linear, so its maximum value is achieved when γ is 0, G, or λ.
111
Assuming λ > G, we then have greater. Therefore at τ = 0, the terminal condition is 
As W → ∞, according to Dai et al. (2008) , the withdrawal guarantee becomes insignificant for W 137 sufficiently large. Therefore
We impose this asymptotic condition by setting
and taking the limit as W max → ∞.
140
As A → 0, no withdrawal is possible, so the PDE becomes the following linear PDE (Chen and 141
Forsyth, 2008)
142
Note that as discussed in (Dai et al., 2008) , no boundary condition is required at A = ω 0 due 143 to hyperbolic nature of the variable A. Since equations (3.6), (3.9) can be solved without any 144 knowledge of the solution in the interior of Ω L , they are essentially Dirichlet conditions. 
Compact Representation
146
We now write the GMWB problem in a compact form, which includes the terminal and boundary 
with operators
12)
14)
15)
Definition 3.1 (Singular Control GMWB Pricing Problem). The pricing problem for the GMWB 152 guarantee using a singular control formulation is defined as
In the following, let u * (u * ) denote the upper (lower) semi-continuous envelope of the function
In general, the solution to singular stochastic control problems are non-smooth, and we seek the 156 viscosity solution.
157
Definition 3.2 (Viscosity Solution). A locally bounded function V : Ω ∞ → R is a viscosity subso-158 lution (respectively supersolution) of (3.17) if and only if for all smooth test functions φ(x) ∈ C 2 ,
159
and for all maximum (respectively minimum) points x of V * − φ (respectively V * − φ), one has
A locally bounded function V is a viscosity solution if it is both a viscosity subsolution and a viscosity 161 supersolution.
162
In 
where
2)
At W = 0, we approximate equation (3.6) by
Discretization of the Penalized Equations
179
We will discretize equation (4.1) and equation A jmax = ω 0 . We denote the n th time-step by τ n = n∆τ , with N = T /∆τ . We will always assume 
Using fully implicit time-stepping, equation (4.1) has the following discretized form 
where 
,j , i = 1, 2, . . . , i max − 1, j = 1, 2, . . . , j max , n = 1, 2, . . . , N .
(4.14)
The α n i,j and β n i,j in (4.14) are determined by the differencing method used in W direction, α n i,j ∈ 203 {α n i,j,cent , α n i,j,f or/back }, β n i,j ∈ {β n i,j,cent , β n i,j,f or/back }, which are defined in Appendix B. We use 
In Wang and Forsyth (2008), the authors discussed maximal use of central differencing for HJB
218
PDEs. Note that the differencing method to be used at a given node depends on the value of 219 control parameters. At a given node, for a given control parameter value, we first try to discretize 220 the D W V ε term by using central differencing. If this gives positive coefficients as described in (4.15), 221 central differencing will be used for the node for this given control parameter value. Otherwise,
222
either forward or backward differencing will be used for the node given this control parameter value.
223
In our case, since we have three possible control parameter values, at each node, we determine the 224 differencing method for each one of the three control parameter values. The local optimization 225 criterion in (4.12) subsequently determines which control parameter value is the optimal value.
226
The differencing method corresponding to this optimal control parameter value is then chosen to 227 discretize the equation for the given node. Note that it is shown in Appendix B that at least one 228 of central, forward or backward differencing must result in a positive coefficient scheme.
229 Equation (4.13) holds for (W i , A j , τ n+1 ) ∈ Ω in . The discrete forms of equations (3.5), (3.8),
230
(3.9) and (4.4) are as follows.
is imposed by using equation (4.13) with
which is a second order approximation to equation (4.21). Consequently, at all points
It will also prove useful to write equation (4.13) in the form
where, for future reference, we note from equation (4.11) that
The matrix form of the discrete equations
241
It is convenient to use a matrix form to represent the discretized equations. In this section we 242 define a number of matrices and vectors to represent the discretized PDE in (4.13). Define vectors
Define the (i max + 1) × (i max + 1) tridiagonal matrix A n j so that the element on the i th row and k th 244 column is defined as
Define a diagonal (i max + 1) × (i max + 1) matrix P n j so that elements on the diagonal are defined as
Let vectors q n j and q n be defined by
We can write equation (4.13) as
where {ϕ
For notational completeness, we adopt the convention that v on the boundary j = 0 (i.e. A = 0).
255
For the purposes of stability analysis, we rewrite equation (4.30) as
Using an obvious notation, we can further write equation (4.33) more compactly as
If a positive coefficient discretization is used, then from the properties of A n+1 j and P 
Solve (v n+1 j
break from the iteration 
then we can write the basic iteration in Algorithm 1 as
Manipulation of equation (4.37) gives
The proof proceeds by noting that the right hand side of equation (4. sections, we will verify each of these properties in turn for the penalty scheme.
290
It will be convenient at this point to introduce the following definitions
Stability
292
The stability of scheme (4.13), (4.18)-(4.23), is a direct result of the following Lemma: 
Proof. Define a discrete bounding function B n i,j such that
Consider the matrix
Then, some straightforward (but lengthy) algebra shows that 
Consistency
309
This section shows that the discretization scheme (4.13), (4.18)-(4.21) is consistent with the singular 310 control GMWB pricing problem as defined in Definition 3.1.
311
Consider the discretized equation (4.13), and the associated discretized boundary conditions
312
(4.18)-(4.23). We make the following assumption regarding the mesh/time-step size.
313
Assumption 5.1. There exists a mesh/time-step size parameter h such that
where C i (i = 1, 2, 3, 4) are positive constants independent of h.
315 Equation (4.13) is equivalent to equation (4.7), which can be re-written as
(5.10) Equation (5.10) implies that one of the following holds with equality:
As a result, equations (5.12) and (5.13) can be combined to give
where V We can re-formulate the discretization scheme (4.13), (4.18)-(4.23) at node (W i , A j , τ n+1 ) into one
(5.15)
Definition 5.1 (Consistency). For any smooth test function φ(W, A, τ ) with φ
having bounded derivatives of all orders with respect to W , A, and τ , assuming the mesh/time-step 325 size parameter h satisfies Assumption 5.1, the numerical scheme 
lim inf 
where ξ is a constant independent of x n+1 i,j .
334
Proof. Before proving the Lemma, we first define the following notations for the continuous oper-
335
ators evaluated at node (W i , A j , τ n+1 ).
336
By definitions of discrete operators L h and F h in (4.6), it can be easily verified that
From Taylor series expansions and the last two equations above, we have that
By using equation (5.14) together with the discretization error estimation in the last three 339 equations above, and the inequality | min(x, y) − min(a, b)| ≤ max(|x − a|, |y − b|), we can see for
By Assumption 5.1 and the inequality (5.24), we obtain it is straightforward to show that scheme (5.15) is consistent in the sense of Definition 5.1. We will 348 include these steps here for the convenience of the reader, although this is mainly an exercise in no-349 tational manipulation. In general, however, we may not be able to get local consistency everywhere. of k such that
From equations (5.27) and (5.28), we obtain 360 lim sup
Similarly,
361
lim inf
(5.30)
Monotonicity
Definition 5.2 (Monotonicity). The numerical scheme Proof. This is easily done using the same steps as in (Forsyth and Labahn, 2008 Since no fee is paid up-front, the insurance company needs to charge a proportional fee η (see equa-384 tion (2.2)), such that the value of the contract is equal to the initial premium ω 0 . Let V (η; W, A, τ ) 385 be the value of the contract as a function of η. The no-arbitrage fee is the solution to the equation
We solve equation (6.1) using Newton iteration with convergence tolerance
with η k being the k th iterate. In the localized computational domain Ω = [0,
390
Tests with W max = 1000ω 0 showed no effect on the computed solution to twelve digits. The policy 391 iteration error control parameter tolerance in Algorithm 1 is set to 10 −8 .
392
From the analysis in the previous sections, we will obtain convergence if Table 6 .1. possible, is also compared with forward or backward differencing only for the V W term.
413
The Itns/step column in Table 6 .3 shows the average number of iterations in each timestep 
418
The number of iterations per timestep appears to be fairly insensitive to the grid size in Table   419 6.3. In Santos and Rust (2004) Table 6 .3.
425
It can be seen that using central differencing as much as possible for the V W term leads to more 
431
Although the first column in Table 6 .3 uses central differencing as much as possible, there are 432 large regions in the solution domain where the optimal strategy is to withdraw a finite amount (an 433 infinite rate), as shown in Figure 6 .2. In these regions, forward or backward differencing is used 434 in both the W and A directions, which should result in first order errors. However, in the finite 435 withdrawal amount (infinite withdrawal rate) regions, we essentially solve the PDE
Noting that V is linear in A at W = 0, and linear in W as W → ∞, then the solution of this PDE 437 in the finite withdrawal region (assuming that this region is connected to W = 0 or W → ∞) will 438 be a linear function of (W, A), hence the use of forward or backward differencing is exact.
439
It is also interesting to see a region labeled Withdrawal at rate G or no withdrawal. Table 6 .3: Convergence experiments for the GMWB guarantee value at t = 0 and W = A = ω 0 = 100 using a fully implicit and Crank Nicolson method . Contract parameters are given in Table 6 .1. The column "Central Differencing First" uses central differencing as much as possible for the V W term in the equation. The column "For/Backward Differencing Only" uses forward or backward differencing for the V W term in the equation. Itns/step refers to the average number of iterations per timestep for the lines 4 − 11 in Algorithm 1. Ratio is the ratio of successive changes in the solution as the mesh/timesteps are refined. Since the no-arbitrage fee is imposed, the numerical solution should converge to V alue = ω 0 = 100. in the finite withdrawal region, the solution satisfies
The solution in this region appears to converge to a value having (1 − V W − V A ) 0. This suggests 442 that the optimal control is a finite rate, but not unique, since either a rate of zero or G is optimal.
443
The value function is, however, unique. This is consistent with the results in Chen and Forsyth
(2008).
445
Since it appears (at least for this example) that fully implicit timestepping converges at a 446 similar rate compared to Crank Nicolson, and that convergence can only be proven for fully implicit 447 timestepping, it would appear that fully implicit timestepping is preferable to Crank Nicolson.
448
Recall that the no-arbitrage fee is determined by solving equation (6.1). Table 6 .4: Convergence study for the fair insurance fee η value. Contract parameters are given in term.
453
It is also interesting to study the convergence of the penalty method for nodes near (or at) the smoother if the V W term is discretized using a forward or backward differencing only.
464
In Section 6.2 we noted that the penalty method is convergent for any C > 0 such that ε = C∆τ .
465
We argued, based on financial reasoning that a good choice for ε is
with C * being a dimensionless constant. All the tests reported thus far use C * = 10 −2 . Table   467 6.6 shows the results at W = A = ω 0 , t = 0, with no insurance fee being imposed, for values of 468 C * ∈ [1, 10 −9 ]. The choice of C * affects the solution only in the seventh digit for C * ∈ [10 −2 , 10 −7 ].
469
In our initial tests varying C * , we noticed convergence problems for C * < 10 −7 . Recall that in 470 infinite precision arithmetic, the right hand side of equation (4.38) must always be non-negative.
471
Analysis of the numerical experiments showed that at points near the withdrawal boundaries, for 472 C * < 10 −7 , the right hand side of equation (4.38) was negative (at some iterations) at the level of Table 6 .5: Convergence experiments for the GMWB guarantee value at t = 0 and W = A = ω 0 = 100 by using the fully implicit method. σ = 0.3. No insurance fee (η = 0) is imposed. Contract parameters are given in Table 6 .1. The column "Central Differencing First" use central differencing as much as possible for the V W term. The column "For/Backward Differencing Only" uses forward or backward differencing for the V W term. Itns/step refers to the average number of iterations per timestep for the lines 4 − 11 in Algorithm 1. Ratio is the ratio of successive changes in the solution as the refinement is increased. Table 6 .6: The effect of the penalty parameter at refinement level 5. W = A = 100 and t = 0. No insurance fee (i.e. η = 0) is imposed. Contract parameters are given in where C is the average number of iterations per step. Since it appears that C is independent of 488 h, then the complexity of the penalty method is O(h −3 ).
489
In the impulse control formulation, the numerical method described by Chen is somewhat erratic.
515
However the penalty method is very easy to implement, and convergence is fast to a level 
519
The penalty method can be easily applied to a wide variety of singular stochastic control prob-520 lems.
521
Appendix
522
A Finite Difference Approximation
523
In this appendix, we use standard finite difference method to approximate the first and second 
B Discrete Equation Coefficients
528
Let {ϕ n i,j , ψ n i,j } denote the optimal local control parameter value for node (W i , A j , τ n ). pricing variable annuities with a guaranteed minimum withdrawal benefit (GMWB 
