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Résumé
Cet article porte sur la localisation temps réel d’une ca-
méra mobile dans un environnement partiellement connu.
Ces travaux reposent sur une solution de type SLAM mono-
culaire et traitent la problématique de dérive inhérente à ce
type de méthode en proposant un nouvel ajustement de fais-
ceaux, dit ajustement de faisceaux contraint. Ce dernier
permet d’intégrer des contraintes géométriques apportées
par le modèle partiellement connu de la scène. Nous mon-
trons l’apport de cette nouvelle méthode sur des applica-
tions de Réalité Augmentée sur de petits et grands environ-
nements.
Mots Clef
SLAM , Ajustement de faisceaux contraint, réalité aug-
mentée, SIG, grands environnements.
Abstract
This article addresses the challenging issue of real-time ca-
mera localization in a partially known environment. This
work is based on a monocular SLAM algorithm and deals
with inherent drifts characterizing such method, by pro-
posing a new bundle adjustment, said constrained bundle
adjustment. This allows to integrate geometric constraints
provided by the partially known model of the scene. We de-
monstrate the advantages of this new methode on augmen-
ted reality applications.
Keywords
SLAM , constrained bundle adjustment, augmented reality,
GIS, large scale environments.
1 Introduction
Ce papier porte sur la localisation temps réel d’une caméra
mobile pour les applications de Réalité Augmentée (RA).
Le concept de réalité augmentée vise à enrichir notre per-
ception du monde réel, en y ajoutant des éléments virtuels
ou en modifiant l’apparence de la scène réelle. Afin de don-
ner l’illusion que ces objets fictifs appartiennent au même
monde, il est nécessaire de les recaler précisément par rap-
port aux objets réellement perçus. Ceci repose générale-
ment sur un calcul précis et temps réel de la pose de la
caméra fixée sur le système mobile. Les travaux présen-
tés ici, portent sur deux cadres applicatifs : la RA sur des
objets 3D et la RA pour le guidage en environnement ur-
bain. Outre l’aspect temps réel et la nécessité de fournir une
localisation géo-référencée, ceci implique d’adresser deux
défis majeurs :
– La stabilité de la localisation 6DOF indispensable pour
la qualité du rendu visuel (éviter les effets de jittering 1).
– La précision au cours du temps.
L’ensemble de ces travaux reposent sur un algorithme de
localisation et cartographie simultanées, SLAM visuel mo-
noculaire introduit par [15]. Celui-ci s’appuie sur la notion
d’images clés et d’ajustement de faisceaux local (AF local)
dans lequel seules les poses des N dernières images clés et
les M points 3D observés sont raffinés. Ce procédé présente
l’avantage de fournir une pose stable grâce à l’exploitation
des équations de projections multi-vues dans l’AF, cepen-
dant il ne permet qu’une localisation relative et il est sujet
aux effets de dérive au cours du temps liés à l’accumulation
d’erreur. L’objectif de ces travaux a alors été de trouver des
alternatives pour pallier le problème de dérive et obtenir
une localisation absolue. Nous verrons que pour les deux
cadres applicatifs traités, ce défi a été adressé avec le même
fil conducteur : l’intégration de données absolues au cœur
de l’ajustement de faisceaux du SLAM. Ces données sont
issues d’un modèle 3D partiel de la scène.
2 SLAM contraint pour le suivi
d’objets 3D
Les techniques de localisation d’une caméra mobile
peuvent être classées en deux grandes familles :
– les techniques de localisation et cartographie simultanée
SLAM[9][15]
– les techniques s’appuyant sur un modèle 3D géomé-
trique ou photométrique (Model Based tracking)[12].
Les techniques SLAM estiment simultanément le mouve-
ment de la caméra et l’environnement, en exploitant les
relations de projection multi-vues. De ce fait, ces tech-
1. tremblement dans l’image
niques fournissent une localisation relativement stable. Ce-
pendant, elles sont sujettes à trois limitations majeures :
la localisation est relative, le facteur d’échelle est arbitrai-
rement fixé et elles souffrent de dérive au cours du temps
et d’accumulation d’erreurs. Les techniques s’appuyant sur
un modèle 3D exploitent une connaissance a priori de la
géométrie et/ou de l’apparence de l’objet pour estimer la
pose à partir des correspondances des primitives 3D du mo-
dèle avec celles de l’image courante. Ces solutions four-
nissent donc une localisation absolue et relativement pré-
cise mais sont sujettes aux effets de tremblements et sont
sensibles aux occultations, essentiellement parce qu’elles
n’exploitent que les informations visuelles de l’objet d’in-
térêt et de l’image courante (La pose est déterminée in-
dépendamment à chaque image). Pour un suivi stable, ce
processus implique que l’objet d’intérêt soit visible de ma-
nière continue et tienne une place prépondérante dans les
images durant l’ensemble de la séquence. Des travaux pro-
posent de combiner ces deux familles d’approches. Bleser
et al [2] utilisent une méthode basée modèle pour initiali-
ser un SLAM mais ne corrigent pas la dérive. Kempter et
al [8] proposent d’alterner ces deux familles d’approches
pour exploiter les contraintes géométriques liées au modèle
lorsque l’objet est proche et les contraintes multi-vue liées
à la reconstruction lorsque celui ci est loin. Cependant cette
solution se limite à utiliser ces informations de manière al-
ternées. Castle et al [3] proposent d’intégrer les coins d’ob-
jets plans connus dans un FKE-SLAM. Bien que cette mé-
thode ne s’applique qu’à des points connus, elle montre
l’apport en précision et stabilité de l’utilisation conjointe
de la géométrie du modèle et des amers entourant l’objet.
Pour répondre aux critères de robustesse, précision et sta-
bilité, recherchés pour la RA, nous avons proposé une
nouvelle approche [17][16] reposant sur l’exploitation
conjointe de la connaissance a priori sur la géométrie de
l’objet observé et la richesse en terme d’amers visuels
de l’environnement autours de cet objet. Cette méthode
propose une unification, au sein d’un même formalisme,
de méthodes de localisation et cartographie simultanée
(SLAM) et de méthodes de calcul de pose à partir d’un
modèle 3D (Model Based tracking). L’objectif étant de cu-
muler les avantages de ces deux familles de méthodes tout
en limitant leurs inconvénients respectifs. Cette nouvelle
approche, que nous avons appelée SLAM contraint, est un
algorithme SLAM basé images clef dans lequel l’ajuste-
ment de faisceaux intègre d’une part des contraintes de
projection multi-vue issues du SLAM et d’autre part des
contraintes géométriques inhérentes au modèle 3D de l’ob-
jet. Cette intégration est faite via la minimisation d’une
fonction d’erreur intégrant le résidu de projections de pri-
mitives de l’environnement EE et le résidu des primitives
liées au modèle EM .
E = EE + EM (1)
avec EE la fonction de coût d’un ajustement de faisceaux
classique.
EE
(
{Pj}
m
j=1
, {Qi}
N
i=1
)
=
N∑
i=1
∑
j∈Ai
d2(qi,j ,PjQi) (2)
où d2(q,q′) = ‖q− q′‖2 , qi,j l’observation du point 3D
Qi dans la caméra Cj , Pj la matrice de projection asso-
ciée définie par Pj = KRTj (I3| − tj). Ai l’ensemble des
indices de caméra observantQi.
Afin de pouvoir gérer un large panel d’objets 3D, deux ca-
tégories de contraintes EM ont été proposées. La première
contraint le déplacement de la caméra via la projection de
primitives du modèle 3D dans les images (section 2.1), tan-
dis que la seconde contraint les primitives reconstruites à
appartenir à la surface du modèle (section 2.2).
2.1 AF contraint aux primitives du modèle
Dans ce cas, le terme EM minimise la distance entre les pri-
mitives du modèle projetées et les primitives dans l’image.
Ainsi, disposant d’un modèle géométrique de l’objet (ex
modèle CAO), EM minimise la somme des distances or-
thogonales entre chaque segment projeté Li et le point de
contoursmi,j le plus proche dans l’image.
EM
(
{Pj}
m
j=1
)
=
s∑
i=1
∑
j∈Si
|ni,j . (mi,j − PjMi)| (3)
où ni,j est la normale au segment projeté et Mi le point
milieu de Li et Si l’ensemble des indices de caméra obser-
vant les segments Li.
Comparativement aux méthodes de type Model Based Tra-
cking [4, 19], cette fonction de coût utilise sensiblement
le même critère mais étendu au cas multi-vues sur Si. De
manière identique, dans le cas de points 3D connus du mo-
dèle,notés Q¯i, la contrainte EM s’écrit :
EM
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m
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)
=
s∑
i=1
∑
j∈Si
d2(qi,j ,PjQ¯i) (4)
2.2 AF contraint aux plans du modèle
Dans ce cas, le terme EM , contraint les points reconstruits
à appartenir au modèle, ce dernier étant modélisé par un
ensemble de plan pii. Ainsi un point 3D Qi associé à un
plan pii du modèle, notéQ
pii
i , a uniquement deux degrés de
liberté :
EM
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m
j=1
,
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Q
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i=1
)
=
N∑
i=1
∑
j∈Ai
d2(qi,j ,PjM
piiQ
pii
i ) (5)
avec Mpii supposée connue, la matrice de passage entre le
repère du plan pii et le repère du monde attaché à l’objet.
2.3 Intégration dans le SLAM et résultats
L’équ. 1 est minimisée dans l’AF du SLAM visuel au
moyen de l’algorithme du Levenberg Marquardt dans le-
quel un M-estimeur de Geman-McClure permet de régler
dynamiquement le poids des deux résidus EE et EM via
le seuil de rejet. L’association des primitives au modèle est
également une phase cruciale. Dans le cas de l’équ. 5, celle-
ci repose sur un vote majoritaire des re-projections des ob-
servations qi,j sur les plans pii du modèle. Celle-ci est re-
mise en cause après chaque minimisation de la fonction de
coût : à savoir à chaque image clés dans le cas d’un AF
local du SLAM ou dans un processus itératif, alternant la
phase d’association primitives-modèle et la minimisation
de la fonction de coût dans le cas d’un AF global (sec-
tion 3.2). Pour plus de détail, le lecteur peut se référer à
[17]. Ce système se comporte alors comme un SLAM clas-
sique lorsque l’objet n’est pas visible et comme un SLAM
contraint dès que l’objet apparaît.
Les résultats comparatifs entre le SLAM contraint, le
SLAM classique et une méthode de type model-based [4]
sont présentés dans [18] et montrent l’apport de la mé-
thode en terme de précision, de robustesse et stabilité. Des
expérimentations sur différents types d’objets complexes
et peu texturés (pièce industrielle, automobile, mobiliers
etc.) nous ont permis de démontrer l’intérêt de l’approche
et de mettre en évidence sa robustesse aux occultations,
aux mouvements brusques et aux fortes variations de dis-
tance par rapport à l’objet. Cette dernière peut s’appliquer
à des objets texturés ou non texturés. La figure 1 pré-
sente quelques résultats. D’autres sont également présen-
tées dans [1][5][18].
FIGURE 1 – RA sur un véhicule et sur des équipements
industriels.
Cette technologie est actuellement utilisée par la société
DiotaSoft qui commercialise des systèmes de RA mobiles.
La principale limitation de cette solution est qu’elle ne
fonctionne aujourd’hui que sur des objets statiques. Nos
travaux futurs visent à proposer des solutions sur objets
mobiles. Le défi est alors de trouver un critère permettant
de détecter lorsque la contrainte de rigidité de la scène n’est
plus respectée et de dissocier dans l’AF les déplacements
de la camera et ceux des d’objets mobiles.
3 Localisation dans de grands envi-
ronnements
L’idée conductrice de ces travaux, a été comme précé-
demment d’intégrer l’information géométrique, ici issue
des modèles 3D des Systèmes d’Information Géographique
SIG. Cependant comparativement au cadre applicatif pré-
cédent, nous sommes confrontés aux problèmes majeurs
suivants :
– de longues trajectoires sur lesquelles l’effet de dérive est
plus important,
– des modèles géométriques plus pauvres et imprécis,
– des occultations plus importantes (véhicules mo-
biles,végétation ...)
Les modèles 3D SIG utilisés sont des modèles de bâti-
ments, reconstruits par photogrammétrie aérienne et ca-
lés sur les bords de gouttière, avec une précision est de
l’ordre de 1m. D’autre part, en ligne droite la géométrie
apportée par les façades est relativement pauvre (un plan
vertical de part et d’autre de la chaussée) et ne contraint
que 3 DOF de la caméra (tx, ty et l’angle de lacet) 2.
Seuls les carrefours et les virages apportent potentiellement
des contraintes géométriques. Cependant, très souvent à
chaque virage, le SLAM visuel a trop dérivé pour intégrer
dans l’AF la contrainte au modèle 3D SIG (équ. 1 avec 2 et
5) : la dérive est si importante que les associations points-
modèle sont pour la plupart erronées et compromettent la
convergence de l’AF contraint (voir fig 3).
Une de nos premières approches [14] a consisté à corri-
ger la dérive du SLAM par un facteur d’échelle déduit des
homographies calculées sur les points du sol, connaissant
la position et l’orientation de la caméra par rapport au sol,
puis à recaler après chaque virage, le nuage de points re-
construit sur les modèles 3D par une technique d’ICP ri-
gide. L’ICP est moins sensible aux erreurs d’association
point-plan, comparativement à un AF, car elle ne calcule
qu’une transformation rigide entre le nuage de points re-
construit et les bâtiments. Cependant ce calcul étant réalisé
avec un retard temporel (a posteriori après chaque virage),
il ne répond pas au critère temps réel exigé par la RA.
D’autre part, les modèles 3D SIG n’apportent aucune
contrainte sur le plan horizontal. Sans prise en compte
d’une telle contrainte, l’altitude de la caméra dérive et al-
tère les associations point-modèle, rendant la méthode de
plus en plus fragile au cours du temps.
Ceci nous a conduits à proposer des solutions de fusion
avec d’autres données pour réduire la dérive et d’autres ap-
proches d’association point-modèle pour atteindre le bas-
sin de convergence de l’ajustement de faisceau contraint.
Ce problème a alors été abordé à travers deux pistes :
– la localisation en ligne par un SLAM contraint au mo-
dèle 3D SIG et au modèle numérique d’élévation de ter-
rain MET,
– la localisation en ligne combinant SLAM visuel et re-
2. Le facteur d’échelle et l’angle de roulis sont quant à eux très peu
contraints.
connaissance de points de vue, en nous focalisant par-
ticulièrement sur le problème de construction préalable
d’une base de données grande échelle géo-référencées.
Ces deux contributions sont présentées ci-après.
3.1 SLAM contraint pour la localisation en
ligne
Cette solution présentée dans [10] s’appuie sur la notion
d’ajustement de faisceaux local contraint (équ. 1 avec 2 et
5) et étend celle ci au contexte urbain en s’attachant à ré-
soudre le problème difficile de dérive en altitude du SLAM
et d’association points-modèle. Comme vu précédemment,
les modèles 3D SIG n’apportent aucune contrainte sur
l’altitude la caméra. Nous avons donc proposé dans [10]
un SLAM visuel reposant sur un ajustement de faisceaux
contraint au MET et aux modèles 3D des bâtiments (SIG).
Une solution immédiate pour intégrer la contrainte au plan
horizontal, apportée par le MET, dans l’AF aurait pu être
l’équ. 5, consistant à contraindre les points 3D recons-
truits sur le sol à appartenir au MET. Cependant, dans un
contexte urbain en condition de trafic normal, nous consta-
tons que la majorité des points extraits ne sont pas sur le
sol et que les quelques points détectés sur le plan horizontal
sont plutôt des points sur les véhicules ou autres objets de
la scène. Nous avons donc proposé une autre fonction de
coût pour l’AF contraint. Celle-ci intègre d’une part, une
contrainte au modèle des bâtiments pour les points recons-
truits associés aux façades et d’autre part une contrainte sur
les poses des caméras limitant ces dernières à rester à une
altitude constante et connue par rapport au MET.
E
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M
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= EE + EM (6)
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où Pψj est la matrice de projection de la caméra j dont la
pose, exprimée dans le plan de la route, est définie par 5
degrés de liberté. Lj est la matrice de passage entre le plan
du MET associé à la caméra j et le repère monde.
La segmentation du nuage de points, entre ceux associés
au modèle et ceux associés à l’environnent, se basant uni-
quement sur un lancer de rayon comme dans le cas de
suivi d’objets 3D n’est pas suffisant dans le contexte vé-
hicule, en raison d’un trop grand nombre d’occultations.
Nous avons donc proposé dans [10] une amélioration de la
segmentation reposant sur une analyse statistique et tem-
porelle des distances séparant chaque point Qi à son plan
le plus proche dans le modèle 3D SIG.
La figure 2 présente deux trajectoires de 1500m et 1000m
dans un quartier urbain, parcourues par un véhicule équipé
du système et la figure 3 présente les résultats obtenus
(d’autres expérimentations sont également présentées dans
[10]).L’intégration directe des contraintes dans le proces-
sus d’optimisation du SLAM permet d’améliorer considé-
rablement la précision de la localisation. Notons que cette
solution fournit la pose de la caméra, en ligne et en temps
réel (à 30 Hz sur un PC standard). Cependant, cette ap-
proche manque de robustesse lorsque peu de contraintes
géométriques sont disponibles (i.e. quand peu de bâtiments
sont observés). Elles ne s’applique donc qu’en contexte ur-
bain dense. En vue de lever cette limite, nos travaux actuels
portent sur l’intégration de données GPS.
FIGURE 2 – Les deux trajectoires parcourues par le véhi-
cule en environnement urbain et images acquises.
3.2 SLAM contraint pour la création d’une
base d’amers géo-référencés
Une autre approche pour résoudre le problème de localisa-
tion d’une caméra dans un grand environnement consiste
à exploiter une base d’amers géo-référencés. Dans [6][7],
nous avons proposé une solution combinant un SLAM vi-
suel avec un système de reconnaissance de points de vue.
Cette méthode fait cohabiter un SLAM visuel avec un al-
gorithme de relocalisation calculant une pose absolue par
la mise en correspondance de l’image courante avec une
base d’amers géo-référencés. L’intérêt principal de cette
approche repose sur son fonctionnement en mode SLAM
lorsque aucune correspondance avec la base de données
n’est possible (changement d’illumination, base incom-
plète ou non conforme avec la scène) et dans sa possi-
bilité de corriger ponctuellement la dérive du SLAM dès
qu’une image de la base est reconnue. Une des problé-
matiques majeures de cette solution repose sur la créa-
tion préalable d’une base précise d’amers géo-référencés
à grande échelle.
Tandis que les solutions existantes exigent des matériels
coûteux et/ou un temps d’exécution très important, notre
contribution porte sur un processus qui crée cette base, au-
tomatiquement et en quelques minutes, en utilisant unique-
ment une caméra standard, un GPS bas coût et des modèles
SIG [11]. Le but ultime visé est de proposer un système
collaboratif dans lequel l’utilisateur lui-même participera à
l’enrichissement et la mise à jour de cette base.
Cette solution [11] repose un processus fusionnant les
(a) (b)
(c)
FIGURE 3 – Localisation en milieu urbain avec un SLAM
contraint : (a) SLAM classique, (b) SLAM contraint au mo-
dèle des bâtiments SIG, (c) SLAM contraint au modèle SIG
et MET.
contraintes multi-vues du SLAM, les mesures GPS et les
contraintes géométriques apportées par les modèles 3D des
bâtiments et le MET. Étant donné qu’il n’est pas trivial de
fusionner simultanément toutes ces contraintes sans pertur-
ber la convergence du processus d’optimisation, nous pro-
posons une solution qui se focalise dans un premier temps
sur une correction grossière de la dérive du SLAM avant
d’optimiser plus finement la base d’amers résultante dans
un ajustement de faisceaux global.
La première étape repose sur un SLAM visuel intégrant
en ligne les mesures de GPS et les données MET dans un
même processus d’optimisation. Afin de garantir une cer-
taine robustesse face aux données aberrantes du GPS et aux
incertitudes du MET, le processus d’optimisation s’appuie
sur un ajustement de faisceaux avec contrainte d’inégalité
inspirée de la méthode introduite dans [13]. Cette approche
permet de créer en ligne et automatiquement une recons-
truction initiale géo-référencée et cohérente. Cependant, sa
précision reste limitée à l’incertitude du GPS. Pour cette
raison, la base obtenue est raffinée, a posteriori, à travers
deux ajustements de faisceaux globaux contraints au mo-
dèle SIG complet de la scène (i.e les modèles 3D des bâti-
ments et le MET). Le premier AF global minimise la fonc-
tion de cout définie par : l’équ. 1 avec 2 et 5, prenant ainsi
en compte la contrainte aux bâtiments sur l’ensemble de
la structure reconstruite. Pour le deuxième AF global, la
fonction de coût est composée d’un terme de régularisa-
tion calculé à partir de l’erreur de re-projection intégrant la
contrainte aux bâtiments (equ. 1 avec 2 et 5) et d’un terme
de pénalité reposant sur la contrainte MET. Cette pénalité
représente la distance entre l’altitude de chaque pose de la
caméra et l’altitude souhaitée, supposée connue.
Des évaluations sur différents sites urbains sont présentées
dans [11]. La figure 4 montre la base d’amers obtenues
sur une des trajectoires de la figure 2 et illustre le gain en
précision pour chacune des étapes. Cette base d’amers est
ensuite exploitée pour une localisation en ligne combinant
SLAM et relocalisation. La figure 5 présente un exemple
de reprojection des modèles SIG dans la séquence et un
résultat de guidage par RA.
FIGURE 4 – Création d’un nuage de points géo-référencés :
résultat avec le SLAM contraint aux données GPS et MET
(rouge) puis avec ajustement de faisceaux global contraint
au modèle SIG complet (bleu).
FIGURE 5 – Projection des modèles SIG dans l’image (er-
reur moyenne de 6 pixels) et guidage par réalité augmentée
3.3 Conclusion
Nous avons présenté une nouvelle approche, appelée
SLAM contraint, pour résoudre le problème de localisa-
tion d’une caméra mobile pour la Réalité Augmentée : RA
sur des objets 3D et RA pour le guidage dans des envi-
ronnement urbains. Ces deux applications requièrent une
estimation temps réel, précise et stable de la pose de la
caméra. Le SLAM contraint, repose sur un ajustement de
faisceaux local intégrant des informations absolues inhé-
rentes à la scène (modèle 3D, GPS). Nous avons montré
que le SLAM contraint répond aux critères recherchés pour
la RA sur des objets 3D statiques. Pour les applications
de RA en milieu urbain, les effets de dérives et d’associa-
tion primitives-modèles sont plus difficiles à gérer. De ce
fait, deux solutions ont été investiguées. La première re-
pose sur un SLAM contraint au modèle SIG et MET de la
scène. Cette méthode permet de localiser en ligne (à 30Hz)
la caméra en milieu urbain dense. Elle reste cependant sen-
sible lorsque la géométrie de la scène est pauvre. Pour pal-
lier cette limite, nous étudions une approche combinant un
SLAM visuel avec des données GPS, le MET et les mo-
dèles de bâtiments du SIG.
La deuxième solution, consiste à combiner un SLAM avec
un algorithme de relocalisation s’appuyant sur une base
d’amers géo-référencés grande échelle. L’ajustement de
faisceaux contraint est alors mis à profit pour construire
cette base d’amers de manière automatique et en quelques
minutes. L’approche visée est de proposer à terme un sys-
tème mettant à jour la base le plus fréquemment possible
grâce aux usagers et aux véhicules connectés. Un des prin-
cipaux verrous à lever dans ce dernier cas, concerne le cri-
tère de qualité de la base reconstruite et la manière de la fu-
sionner avec la base existante. Enfin, ces travaux en milieu
urbain, se sont focalisés jusqu’à présent au contexte auto-
mobile. Nos travaux actuels s’intéressent également au gui-
dage de piéton pour lequel le mouvement est plus irrégulier
et où l’hypothèse de connaissance a priori de l’altitude de
la caméra devra être levée.
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