We strongly believe that the current Utility Itemset Mining (UIM) problem model can be extended with a key modeling capability of predicting future itemsets based on prior knowledge of clusters in the dataset. Information in transactions fairly representative of a cluster type is more a characteristic of the cluster type than the the entire data. Subjecting such transactions to the common threshold in the UIM problem leads to information loss. We identify that an implicit use of the cluster structure of data in the UIM problem model will address this limitation. We achieve this by introducing a new clustering based utility in the definition of the UIM problem model and modifying the definitions of absolute utilities based on it. This enhances the UIM model by including a predictive aspect to it, thereby enabling the cluster specific patterns to emerge while still mining the inter-cluster patterns. By performing experiments on two real data sets we are able to verify that our proposed predictive UIM problem model extracts more useful information than the current UIM model with high accuracy.
INTRODUCTION AND MOTIVATION
Itemset mining is an important problem in data mining. The key objective in itemset mining is to identify the frequently occurring patterns of interest in a collection of data objects. Itemset mining is among the areas of data mining which have received high interest in the last decade (Liao et al., 2012) . There are two primary reasons for these developments. First, there is a primary need to extract highly repetitive patterns from data in many data mining applications. Second, data mining problems from various domains can be easily modelled as an itemset mining problem. As a result, various application areas like market basket analysis (Ngai et al., 2009) , bioinformatics (Alves et al., 2009; Naulaerts et al., 2015) , website click stream analysis (Ahmed et al., 2009; Li et al., 2008) etc. have witnessed significant use of itemset mining techniques. The first model (Agrawal et al., 1994) of itemset mining problem was based on identifying patterns solely on their occurrence frequency. However, a subsequent model emerged (Chan et al., 2003; Liu et al., 2005; Tseng et al., 2010; Tseng et al., 2015) in which utility values were assigned to the data elements based on their relative importance in the analysis. The pattern identification criterion in this new model is a combination of occurrence frequency and utility value. In this work, we enhance the effectiveness of the Utility Itemset Mining model by adding a prediction aspect to it. Having reasonably accurate knowledge of possible future itemsets is of immense value in all applications of Utility Itemset Mining where data is scarce or dynamic in nature and where discovery of knowledge sooner and with lesser amount of data adds much more value to them.The key intuition for this work arises from the existence and knowledge of clusters present in the data. In this work, we show that prior knowledge of the clusters present in the data has high potential to guide the future itemsets discovery.
Building on this idea we propose a prediction scheme for high utility itemsets which captures frequency, utility and cluster structure information to predict the possible future itemsets with high accuracy. Experiments shows that we are able predict a good number of future itemsets with high accuracy over the baseline scheme. While Utility Itemset Mining is not a machine learning problem, but if it were then our contribution would be analogous to the Bayesian version of this problem with the cluster structure acting as the Prior.
Before going into mathematical details of the scheme, we first illustrate the key idea of our work with a small example along with how our contribution adds to the existing itemset mining framework. Itemset mining originated as a formal problem called as Frequent Itemset Mining (FIM) from the market basket analysis domain (Agrawal et al., 1994) . In FIM, data objects are called transactions. Each transaction contains a set of items along with a transaction ID. Set of items in a transaction are a subset of global set of item types. An itemset is defined as a set of one or more item types. The goal of FIM is to find all itemsets which are present in more than a fixed number (say Φ) of transactions.
For illustration, consider a small example of FIM is presented in Figure 1 . Dataset D represents a set of transactions from a retail store. Set I represents various item types. The set of Frequent Itemsets contains all itemsets which are present in two or more (as Φ = 2) transactions in the dataset D. In real world scenarios when the threshold values (Φ) are large, a frequent itemset of type (A, B) leads to an example association rule of type A → B. The practical implication of such an association rule depends on the application domain. In market basket analysis it can imply a customer buying item A is likely to buy item B as well, so A and B should be advertised together. FIM problem lacks the ability model the relative importance of various item types. For example in Figure 1 , above a HDTV and a pack of soap have the same unit of importance. While in reality the profit yield of a unit sale of a HDTV is expected to be much more than that of soap. For a frequency threshold of two, the HDTV and Speakers could not make it to the list of frequent itemsets. Another limitation of FIM is the inability to model the occurrence frequency of items in a particular transaction. For example, it is possible that in transaction T2 from Figure  1 the customer bought one pack of bread, while in transaction T3 customer bought two packs of bread. The FIM problem model is unable to differentiate between these. To overcome these limitations Utility Itemset Mining (UIM) emerged as an evolved version of FIM.
The UIM version of the problem from Figure 1 is presented in Figure 2 . In Figure 2 , next to items in the transactions, the parenthesis contain occurrence frequency for the item in that particular transaction. The right side of Figure 2 lists various item types. e(i) represents the relative importance of each item type i. In this case they can be interpreted as the profit associated with the unit sale of that item. The profit associated with an itemset (referred to as absolute utility of the itemset) is the calculated as the sum of profit made by that itemset in all transactions it occurs in. For example, the itemset (milk, Bread) occurs in T2 (profit made = 1 x Milk + 1 x Bread = 4), T3 (profit made = 2 x Milk + 1 x Bread = 6) and T5 (profit made = 1 x Milk + 2 x Bread = 6). Therefore the absolute utility of itemset (Milk, Bread) will be 4 + 6 + 6 = 16. The threshold (Φ) for UIM is a combination criterion of frequency and utility/importance. For the problem in Figure 2 , the set of High Utility Itemsets contain all itemsets with absolute utility more than 12 (Φ).
We strongly believe that the UIM problem model can be further extended to add a prediction aspect to it. Let us consider the example in Figure 2 . Suppose we have reasonable confidence that the customer for transaction T4 is a college student. Then the information present in T4 is more representative of a customer class of college students than the entire customer population. Leveraging this knowledge can help us predict a latent behavior of college students if present in the data. While ignoring this knowledge leads to information loss due to generalization. This motivated us to investigate ways for leveraging the knowledge of clusters present in data in current UIM model.
Motivation for a Prediction Enabled UIM Model
Datasets which can be modeled as transactional data have frequently occurring (repeating) patterns of interest in them. This is the key information which itemset mining techniques strive to extract from these datasets. For example, in retail transactions datasets this information means items which are frequently bought together by customers. However, on the same transactional datasets clustering analysis is performed to study the cluster structure of these datasets. For retail transactions data sets this is the basis of the customer segmentation analysis (Ngai et al., 2009) , where similar sets of transactions are clustered together to identify and study various customer types present in the data. Clustering of transactional type datasets is performed in various biomedical applications as well. Gene expression data is one such example data type which is analyzed using both itemset mining (Alves et al., 2009; Naulaerts et al., 2015) and clustering techniques (Andreopoulos et al., 2009 ). This implies that itemset mining and clustering study different aspects of the same data set. While itemset mining abstracts the dataset in form of itemsets, clustering abstracts it in form of clusters of transactions. Figure 3 presents an illustration of the above idea. If we imagine the dataset to be a solid cylinder, then a top/plan view (corresponding to itemset mining) will show a circle (correspondingly itemsets). While a side/elevation view (corresponding to clustering) will show a rectangle (correspondingly clusters). Performing clustering or itemset mining analysis while ignoring the other creates a handicap as we do not use all available information fully. Recent transactional data clustering techniques are starting to adapt to this fact. For example, a recent transactional clustering algorithm proposed in (Yan et al., 2010) introduces the idea of weighted coverage density. Coverage density is a metric of cluster quality which is used to guide clustering algorithms. Recognizing the fact that frequently occurring patterns are a key characteristic of transactional data, the authors in (Yan et al., 2010 ) assign weights to items in the coverage density function based on their occurrence frequency. This leads to clusters which are more practically useful. There are two issues if we consider the current UIM problem model and the clustering problem:
1. If we divide the entire set of transactions into clusters and perform itemset mining in each cluster separately, we might miss an inter-cluster pattern.
2. If we perform itemset mining in the whole dataset disregarding clustering, a pattern highly specific to a cluster might be missed due to no support from any other cluster.
This directs to us that we need to somehow implicitly use knowledge the cluster structure while performing itemset mining.
Need to implicitly use the Cluster Structure
An implicit use of cluster structure of data in itemset mining can potentially address these issues. The knowledge of cluster structure can help identify transactions which are highly representative of a cluster type. The cluster types usually represent some real world entity (for example type of customer). The information in these special transactions is more characteristic of their cluster type than the entire data. Therefore subjecting these transactions to the common threshold in the UIM problem is not appropriate.
To overcome this problem, we conclude that some extra importance must be provided to these special transactions. We do this by introducing a new clustering based utility in the definition of the UIM problem model. The modified UIM problem model enables the cluster specific patterns to emerge while still mining the inter-cluster patterns. In essence, we develop a mechanism to enhance the importance (utility) of certain transactions which translates into inflation in utility of certain itemsets. Those itemsets which are enough inflated to cross the threshold will constitute the predictions. This modification in the model can integrate into all UIM techniques as it does not affect the itemset mining part of the techniques. Revisiting the example in Figure 2 , the new predictive UIM model gives extra importance/utility to the items in transaction T4 by identifying it as a special transaction (representative of a college student). Let us assume that the Music CD bought by this college student is of a current hit album. Then the pattern of this Music CD bought along with typical college student items is likely to repeat. This will lead to eventual discovery of this Music CD as high utility item. The predictive UIM model will facilitate a sooner (using less data) discovery of such items.
In rest of the paper, we first discuss the key works done on the itemset mining problem. Then we formally describe the itemset mining problem followed by the definition of our new clustering based utility to extend the UIM model. We then have a discussion on the use clustering algorithm followed by the experiments on to real data sets before we conclude.
RELATED WORK
The problem of itemset mining was first introduced by Agrawal et al in (Agrawal et al., 1994) as frequent itemset mining in context of market basket analysis. They introduced the idea of a downward closure property for generating the potential (candidate) frequent itemsets of size k using the already discovered frequent itemsets of size k-1. This is also popularly known as the apriori technique. This helped to substantially reduce the search space for the frequent itemsets. Building up on this idea many subsequent works extended it by introducing sampling techniques (Toivonen et al., 1996) , dynamic itemset counting (Brin et al., 1997) , parallel implementations (Agrawal and Shafer, 1996) etc.
A limitation of "apriori" logic based techniques is that sometimes they can generate a large number of candidate itemsets. Since each candidate itemset requires a scan over the entire dataset it also slows the mining process significantly. A popular technique to overcome this issue has been proposed in (Han et al., 2000) called FP-Growth. It performs itemset mining by generating a tree structure rather than candidate generation. There are also techniques proposed which mine the dataset in vertical format (that is list items with sets of transactions) rather than the traditional horizontal format (list of transactions with items). One such work is propose by Zaki in (Zaki, 2000) .
Frequent itemset mining lacked important modeling capabilities like relative importance of various items (called utility) and the frequency of an item in a particular transaction, leading to the emergence of utility itemset mining in (Chan et al., 2003; Liu et al., 2005; Tseng et al., 2010; Tseng et al., 2015) among others, where itemsets are mined on the basis of utility support in the dataset rather than frequency support. This makes the problem model more realistic and of higher practical value.
The downward closure property for candidate generation does not apply directly for utility mining. This led to the idea of a transaction weighted utility, which enabled the apriori type candidate generation again. This was the basis of the initial work done in utility mining with subsequent techniques proposed on various strategies for pruning the search space.
The problem of candidate set explosion is also present in these works due to the use of "apriori" logic. To counter this (Tseng et al., 2010) proposes a tree based model called UP-Growth for Utility mining which traverses the dataset only twice.
Recently in (Tseng et al., 2015) authors proposed Utility mining algorithms which use a closed set representation for itemsets which is very concise and yet shows competing performance.
ITEMSET MINING PROBLEM MODEL
In this section we formally define the itemset mining problem. We first define the problem of Frequent itemset mining (FIM) followed by Utility itemset mining (UIM).
where each
As mentioned earlier, FIM lacks two key modelling capabilities. It cannot model difference in relative importance of various item types and the frequency of an item type in a transaction. UIM overcomes these limitations. UIM problem builds up on the FIM problem with additional information of external and internal utilities for items. External utility is a measure of unit importance of an item type. This is a transaction independent utility. Internal utility is a transaction specific utility. This is typically the frequency or some measure of quantity of an item in the transaction.
The absolute utility of an item in a transaction is defined as the product of its internal and external utility.
Absolute utility of an itemset in a transaction is the sum of absolute utilities of its constituent items.
Absolute utility of a transaction (also called transaction utility) is the sum of absolute utilities of all its constituent items.
Absolute utility of an itemset in the dataset D is the sum of absolute of that itemset in all transactions that it occurs in.
The set of HUI is the collection of all itemsets which have absolute utility more than or equal to in the dataset D.
The following three concepts are used in the solution techniques of UIM to achieve a downward closure property for efficient candidate generation similar to the FIM problem: Transaction weighted utility (TWU) of itemset X in dataset D is the sum of transaction utilities of transactions in which the itemset X occurs.
Set of high transaction weighted utility itemsets (HTWUI) is a collection of all itemsets which have transaction weighted utility more than or equal to Φ in the dataset D.
Set of HTWUI
TWDC property ( (Tseng et al., 2015; Liu et al., 2005) ):"The transaction-weighted downward closure property states that for any itemset X that is not a HTWUI, all its supersets are low utility itemsets." The goal of UIM is to find the set of all high utility itemsets for a given Φ. Here threshold Φ is a combination criterion of utility and frequency rather than a solely frequency based one in FIM. Figure 2 shows a small example illustrating UIM. The iu (internal utility) values for all items are written in parenthesis next to it in the example.
A NOVEL CLUSTER BASED UTILITY TO ENHANCE THE UIM MODEL
We discussed in the first section that the goal is to extend the current UIM problem model to add prediction capability to it by implicitly using the cluster structure of data in itemset mining. Certain transactions are more representative of a cluster type over others. The information in these special transactions is more characteristic of their cluster type than the entire data. Therefore we do not wish to subject these transactions to the common threshold in the UIM problem. To overcome this problem, we develop a mechanism to attach extra utility to these transactions. We do this by introducing a new clustering based utility in the definition of the UIM problem model. This addition translates into predicting capability of the UIM model. We define this new utility by calling it cluster utility of a transaction (and the items in it). This is a transaction specific utility for items and is same for all items in a transaction. We introduce following two new concepts in the UIM model before we define the cluster utility.
C as the set of all given clusters. Each cluster is defined as:
We also introduce an affinity metric which represents the degree of similarity between a cluster C j and a transaction T i . a f f inity(T i ,C j ) = similarity b/wT i and C j
These additions to the UIM problem model assume that a fairly accurate cluster structure is given and an appropriate affinity metric is provided. The accuracy here defines an attribute that a cluster structure which portrays the characteristics (repetitive patterns) of interest in the dataset. By appropriateness of the affinity metric we mean a metric which captures the type of similarity (based on constituent items) between a cluster and a transaction that is of interest in the analysis. These assumptions are fairly reasonable as there is a large body of work directed towards of categorical (transactional) clustering. These clustering techniques define subsets of transactions as clusters in the same way as we define them in our predictive UIM problem model. Use of some version of a similarity metric is common for these techniques (Huang, 1998; Guha et al., 1999; Chen and Liu, 2005) . The affinity metrics used in them can be used in our extended UIM problem model by interpreting a transaction as single element cluster.
In equation 16, k is a tunable parameter and decides how aggressively the cluster information is used in the predictive UIM. Note that the cluster utility is same for all items in a transaction. The rationale behind this definition is to decide the cluster utility of a transaction based on the cluster which is most similar to it.
We integrate this new internal utility in the calculation of the absolute utilities. The new definition of absolute utility of an item a in a transaction T i is given by the following:
This implicitly changes the definitions of au(X, T i ), TU(T i ), TWU(X, D), Set of HTWUI, au(X, D) and the set of HUI. All techniques for UIM use the absolute utilities as the building blocks to search for high utility itemsets (Chan et al., 2003; Liu et al., 2005; Tseng et al., 2010; Tseng et al., 2015) , so this enhanced predictive UIM problem model will integrate into all of them.
Impacts of the Enhanced Predictive UIM Problem Model
The following are the impacts of making the above updates to the current UIM model.
Assuming that the affinity function to have range
The cluster utility of any item will fall in range [1, 1+k] . Cluster utility closer to 1 will imply their respective transaction to be almost nonrepresentative of any given cluster type. Higher values will imply more similarity of their respective transaction with some given cluster.
2. Since the new definition of absolute utility of an item in a transaction is the product of cluster utility, internal utility and external utility, all absolute utilities will either increase or remain same in the new predictive model.
3. For the same threshold Φ, the predictve model will always find equal or more number of HUI than the current model. Also the set of HUI found by the current model will always a subset of the HUI found by the predictive model.
4.
Higher values of parameter k will aggressively use the cluster information and therefore produce more number of HUI. This is recommended when additional emphasis on cluster specific patterns is required.
5. The additional (predicted) itemsets found should be interpreted in the following two ways.
• When more data arrives later, the additional itemsets found by the model at a previous time are likely to be found in the list of HUI of the current model at that time. The interpretation of this is that a certain pattern(s) are present in particular cluster(s), but with the given amount of data they do not have enough utility support to appear in the list of HUI of the current UIM model. However, with the numbers accumulating with time they will soon show up in the list of HUI in the future. The predictive UIM model recognizes them and helps them getting discovered sooner (with fewer data).
• If the data is static (or no new data will be available at a later point in time), the additional HUI found in the predictive model are the ones which missed out in the list of HUI of current model due to being specific to only one (or very few) cluster(s) present among many and hence could not gather enough numbers to cross the threshold. However such additional HUI can have application specific importance. For example, a purchase pattern for a specific customer type can be used to create targeted advertisements for those customers.
6. Making this addition modifies the definition of various absolute utilities. However, the use of absolute utilities to find the set of HUI remains the same. Therefore this new model has to ability to be able to be integrated into all UIM techniques.
7. Each cluster in the cluster structure of the data usually represents some real world entity. This has the following implications.
• Once a satisfactory cluster structure is obtained it can be reused for same type of data. This is because the purpose of cluster structure is only to identify if a particular transaction is fairly representative of a cluster type. This means that the computational expense of clustering need not be repeated every time.
• The entire dataset might not be needed to obtain an accurate cluster structure. If the size of the dataset is much bigger compared to the cluster structure present in it, then a randomly sampled fraction of dataset is sufficient to capture the cluster structure.
8. The predictive model always finds equal or more HUI than the current model, it can potentially extract the complete set of HUI based on the current model while using fewer data. It can also find additional useful HUIs which the current model missed. This translates into earlier access to actionable information and access to additional useful information.
Since the proposed predictive UIM problem model assumes the knowledge of an accurate cluster structure and an appropriate similarity metric as discussed in the previous section, it is important to choose a suitable clustering technique. There is a large body of work directed towards clustering of categorical (transactional) data. The clustering techniques return the clusters in form of sets of transactions with similar transactions in each set. A majority of these techniques (Huang, 1998; Guha et al., 1999; Chen and Liu, 2005) employ some similarity metric between the clusters to guide the clustering process using divisive, agglomerative or repartitioning algorithms. The same affinity metrics can be used in the enhanced UIM model by interpreting a transaction as single element cluster. The choice of clustering technique used can be subjective based on the preferences and requirements of the application domain. Review suggests that certain categorical (transactional) clustering algorithms perform clustering on the basis of frequently occurring patterns in the transactions. Such schemes may be applicable when the external utility information is not very important. However in most real world applications, various item types have different relative importance in the analysis. This is the reason for emergence of UIM as an evolved version of FIM. A better suited clustering technique for use in this enhanced UIM problem model should be based on high utility patterns in the data rather than high frequency ones. We have developed a clustering technique which successfully captures the high utility patterns in the data (Lakhawat et al., 2016) . This clustering technique, though not a contribution of the current work, is chosen here due to its strong applicability. An overview of it is provided in the Appendix at the end of the paper. In the next section we perform experiments on two real datasets to evaluate results of the predictive UIM problem model.
EXPERIMENTS ON REAL DATASETS
We perform an analysis of the results from the predictive UIM problem model proposed here. We use two real datasets called BMSWebView1 (obtained from (BMSWebView1, 2016)) and Retail dataset (provided by (Brijs et al., 1999) and obtained from (RetailDataset, 2016) ). BMSWebView1 is a real life dataset of website clickstream data with 59,601 transactions in it. Retail dataset contains 88,163 anonymized transactions from a Belgian retail store. We randomly generated the external utilities (between 1-50) for various item types in both the datasets by using a uniform random number generator. It is common to generate utility values when evaluating algorithms for UIM (Tseng et al., 2015) . To obtain the cluster structure to be used for the predictive UIM problem model, we use the utility based categorical clustering algorithm discussed earlier and in the Appendix. For finding the high utility itemsets (HUIs) we implemented a popular UIM technique called the two-phase method . It essentially finds all the potential HUI using the transaction weighted downward closure property we discussed in an earlier section and then scans the dataset to determine the actual HUIs.
Experimental Design
We created the following experimental design to compare the effectiveness of our predictive UIM problem model with the current UIM problem model:
1. We create the following 4 versions of both the data sets:
• Containing first 25% of the data.
• Containing first 50% of the data.
• Containing first 75% of the data.
• Containing the complete data. We interpret the complete dataset as all the information which future holds. The purpose of this step is to create scenario where as more data arrives with time it leads to more itemsets being discovered.
2. For each of these datasets we find the set of HUI using the current UIM model. For the retail dataset we use Φ = 50,000 and for the BMSWebView1 data set we use Φ = 20,000. The choice of these threshold values is based on discovering a manageable number of HUI. Higher values of Φ lead to fewer HUI and vice versa. This step establishes the checkpoints for the itemsets discovered by the current UIM model for each version of both the datasets.
3. We generate two cluster structures for both the Retail dataset and the BMSWEbView1 dataset by using 1% and 5% of uniformly randomly sampled data using our clustering algorithm as described before. This step results in a total of 4 cluster structures which will be used to model the predictive UIM problem for each version of the two datasets. The purpose of selecting two different fractions of datasets in clustering is to observe their effect in the discovery of itemsets. 4. Next we assign the cluster utility to each transaction and their constituent items based on the chosen cluster structure. We do this assignment in a conservative, plain or aggressive manner based on the following criterion:
5. After assigning the cluster utility we calculate the new values for all absolute utilities. We then find out the set of HUI for each of the above cases based on our predictive UIM problem model (for their respective values) and compare them with the ones found when using the current UIM problem model on the same version of dataset. The key information pieces of interest are:
• HUI Found: This is the number of HUI found by the predictive UIM model for each version of both datasets for the two cluster structures. This will always be equal to or more than the number HUI found using the current UIM problem model. • Additional HUI Found: This is the additional number of HUIs found by the predictive UIM problem model over the current UIM problem model. This is the most important information of interest. This represents additional itemsets the new model was able to extract using the knowledge of cluster structure of the dataset.
• HUI not in Future Data: This is the number of HUI found by the predictive UIM problem model which are not present in the list of HUI for the current UIM model when using the complete dataset. The HUI in this category represent patterns which are very cluster specific and could not find enough support from the complete data set to cross the threshold . While these itemsets cannot be called high utility itemsets (HUI) in the conventional definition, they do have high utility with respect to their cluster type and they might be very close to crossing the threshold for the current UIM problem model as well. This attribute of these itemset makes a useful set of information.
These results from the above experiment are presented in Table 1 and Table 2 . 
Key Inferences from the Experimental Results
The following inferences are drawn from the obtained results.
1. Increasing the fraction of transactions used in clustering results in increase of number of HUI found and additional HUI found. This is expected, as with more transactions being used in clustering the cluster structure found is expected to be closer to the true cluster structure of the dataset. This results in more transactions finding higher affinity values with their respective clusters. Higher affinities imply higher cluster based utilities, which further implies higher absolute utilities for itemsets. Higher absolute utilities mean more itemsets are likely to cross the threshold Φ.
Figures 4 to 7 show the graphical illustrations. The Y-axis shows the HUI found in Figure 4 and Figure 5 . Additional HUI found are shown on the Y-axis in Figure 6 and 7. Four different predictive UIM problem models are shown in these figures based on two cluster structures and two cluster utility assignment criterion. The X-axis for these figures shows the dataset version used. Figure 4 and Figure 5 also shows the HUI found when using the current UIM problem model.
2. Varying the cluster utility criterion from conservative to moderate to aggressive results in increase in the number of HUI found and additional HUI found. This is expected, as this stepped variation results in increase of cluster utility for the transactions. Increase in cluster utility results in increase of absolute utility for itemsets at each step. Increase in absolute utility for itemsets means more itemsets are likely to cross the threshold . A graphical illustration is shown in Figure 4 . There are few HUI found (for the predictive model) which are not present in the list of HUI for the complete data (when using the current model) for cases of aggressive cluster utility assignment and especially when using 75% of data. This should interpreted in the correct perspective. Aggressive cluster utility assignment should be used when the analysis is especially focused on discovering all possible cluster specific patterns along with the global patterns. As the current UIM problem model completely disregards the cluster structure, comparison with it in this case becomes less relevant. Furthermore, when we use the 75% version of the data with the predictive UIM problem model, the complete data set is inadequate to verify the validity of the additional HUI discovered and more data might be needed to do so.
3. The predictive UIM problem model extracts significantly more (30% to 50% more for most cases in our experiments when being conservative or moderate in cluster utility assignment) actionable information (HUI) from the data compared to the current UIM problem model. While most of additional HUI found by the new model are found by the current model when additional data is available, few which are not found, are also useful itemsets. These itemsets represent patterns which are specific to cluster types and were not discovered by the current model due to the information loss problem discussed in Section 1. Overall the predictive UIM model leverages the knowledge of the cluster structure while mining for itemsets based on utility and frequency for improved information extraction. 
A Note on Prediction Accuracy
Since we propose this new UIM model as a predictive one, we need to address the accuracy of this prediction with respect to a baseline. Since the current UIM model does not do any prediction, it cannot be considered a baseline. As in our model we are inflating the utility of certain transactions (and hence itemsets), we need to establish that the decision to do it to chosen transactions is better than doing sp uniformly to all transactions. In other words, how much the accuracy suffers if we were to inflate the utility of every transaction in the data. We performed an Itemset search by doing this (inflation by a factor of 3) and discovered that the accuracy suffers heavily. Specifically accuracy here means how many of the predicted itemsets (Addition HUI found) are indeed found to be present in the future data. The inflation by factor of 3 is a baseline for our aggressive cluster utility assignment. For the Retail dataset accuracy dropped to 50.2% (from 96.2%) and 24.9% (from 84.9%) when working on 50% and 75% data respectively. While the for the BMSWebView1 dataset it dropped to a 44.7% (from 89.5%) and 19.6% (from 66.4%) when working on 50% and 75% data respectively. The performance of our predictive model is significantly better (refer Table 1 and Table 2 ) than these. 
EXAMPLE PRACTICAL IMPACT OF THE ENHANCED PREDICTIVE UIM PROBLEM MODEL
Data is used to guide forecasting, planning and decision making in almost all science and business applications. Availability of actionable information is time critical for various reasons ranging from generating more profit for businesses or early release of a drug. Faster processing of the data is one of the ways to achieve actionable information sooner. However when availability of data is the bottleneck (which is the case for many applications in present times), it is most important to extract as much actionable information from the data as possible. With all the data available as well it is always preferred to extract as much useful information from it as possible. We perform an illustrative experiment to demonstrate that the benefit of the predictive UIM problem model. For illustration, let us assume that for a retail store with no advertising 1000 of items in each HUI are sold every month. With correct advertising assume a X % increase in the sales. By correct advertising we mean advertising based on discovered HUI from the data. Therefore the sales achieved by the store in a month will be based on their choice UIM problem model used in the analysis. For this analysis we use 50% of the Retail dataset with Φ = 50000 and 10% of the transactions for clustering. The results are shown in Figure 8 .
CONCLUSION AND FUTURE WORK
We establish that the current Utility Itemset Mining (UIM) problem model can be extended by adding a key modeling capability of prediction by capturing cluster specific patterns in the dataset. All transactions possess information in them regarding the degree to which they belong to a cluster of similar objects from the entire data. If a transaction is fairly representation of cluster type then the information in it is more characteristic of their cluster type than the entire data. Therefore ignoring this knowledge and subjecting these transactions to the common threshold in the UIM problem leads to information loss. We identify that an implicit use of cluster structure of data in the UIM problem model will address the above limitation. We do this by introducing a new clustering based utility in the definition of the UIM problem model and modifying the definitions of absolute utilities based on it. This modified predictive UIM problem model enables the cluster specific patterns to emerge while still mining the intercluster patterns and can integrate into all UIM techniques. Through performing experiments on two real data sets we are able to verify that our proposed predictive UIM problem model extracts more useful information than the current UIM model. This enhancement in the UIM problem model leads to improved information extractions by facilitating a sooner (using less data) discovery of HUI and also discovery of cluster specific useful patterns.
For the future work, we plan to study the impact of our new model specific to various applications types in further detail. We also are developing a thorough information theoretic analysis of our model in conjunction with various clustering and UIM techniques.
APPENDIX
C is the set of all given clusters. A cluster C k ∈ C is essentially a subset of transactions from D.
I C k = {a i |a i ∈ T j ∧ T j ∈ C k } = item types in C k (22)
Cluster utility (CU), relative utility (ru) of a category type in a cluster and the a f f inity between clusters have the following definitions:
CU(C k ) = ∑ T j ∈C k TU(T j ) = Cluster utility of C k (23)
Input: C ; while max a f f ≥ min a f f do for C i ,C j ∈ C do if affinity(C i ,C j ) > max a f f then max a f f = affinity(C i ,C j ); C m1 = C i ; C m2 = C j ; merge(C m1 ,C m2 ); update relevant affinities; for C t ∈ C do if CU(C t ) max(CU(C k )∀C k ∈C) ≤ min uty then delete C t ; return C; Algorithm 1: Clustering algorithm for categorical data with utility information.
CU is an overall measure of importance of a cluster, since it is the sum of utilities of all transactions in it.
ru is the relative importance (since utility is a unit of importance) given to a i among all I C k in C k .
For clusters C i and C j : a f f inity(C i ,C j ) = ∑ a∈I C k ∧a∈I C j min(ru(a,C i ), ru(a,C j ))
It is the sum of shared utility of common category types among two clusters. min a f f and min uty are tunable parameters of the algorithm. min a f f decides the termination criterion of the clustering and min uty decides the final selection criterion for the clusters.
