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ABSTRACT 
We give a weakly stable algorithm to solve a block Toeplitz system of linear 
equations. If the lookahead steps taken to compute the parameters of the inversion 
formula for the block Toeplitz matrix are small compared to the order n of the matrix, 
the algorithm requires O(n’) floating-point operations. The parameters of the inver- 
sion formula are interpreted and computed in a recursive way as solutions of certain 
interpolation problems given the formal Laurent series based on the data of the block 
Toeplitz matrix. 0 1997 Elsevier Science Inc. 
1. INTRODUCTION 
In this paper, we look for the solution of a system of linear equations 
T V = Y,,,, m,n m,n 
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where T,,, ,, is a block Toeplitz coefficient matrix, i.e., the elements are equal 
along each block diagonal: 
t 
,,I 2 
. . . 
t -II+2 
t -,,+3 
t ,n ~ rt + I 
t -n+l 
t-n+2 :I . > tlf-” 
where the entries ti are p X c/ real or complex matrices. Moreover, T,,,,, is 
square, i.e., pm = qn. 
The classical algorithms to solve (1) exploit the Toeplitz structure and 
require only O(( pmj2> p ’ t’ o era ions, compared to O(( ~rn>~> for general linear 
systems. The flow of these methods is determined by the exact singularity of 
the square leading principal block submatrices of T,,,,,. They compute the 
solutions for successive nonsingular leading principal submatrices. However, 
in finite-precision arithmetic it turns out that also the leading principal 
submatrices which are nonsingular but ill-conditioned should be avoided. For 
scalar Toeplitz matrices, several of the these lookahkad algorithms have been 
designed [S, 7, 10, 9, 19, 21, 20, 26, 12, IS]. Some of these are even superfast, 
i.e. requiring O(n log2 ml operations [19, 21, 201. Also for Hankel matrices, 
i.e. matrices having the same entries on each antidiagonal, such lookahead 
schemes have been constructed [6, 11, 11. Note that the Hankel case is 
simpler than the Toeplitz case because Hankel matrices are symmetric, and 
when translating these problems into series, the Hankel problem can be 
translated using formal power series, while for the Toeplitz case we need 
formal Laurent series. For the Hankel case, [6] gives the error analysis. As far 
as we know, such a detailed error analysis has not been done for the 
lookahead procedures to solve the (scalar) Toeplitz problem. In this paper, 
we want to design a lookahead algorithm solving the block Toeplitz system (1) 
and motivate the lookahead strategy by the results of a detailed error analysis. 
In [14], a lookahead Schur algorithm is desibmed for Hermitian block Toeplitz 
matrices. Several high-performance algorithms for Toeplitz and block Toeplitz 
matrices are described in [IS], including two lookahead Schur algorithms for 
symmetric indefinite block Toeplitz matrices. 
A totally different recent approach to solve Toeplitz systems is based on 
several possible transformations into a generalized Cauchy matrix. Such a 
generalized Cauchy matrix can be factorized using pivoting without destroy- 
ing the structure. Hence, without using lookahead, the Cauchy system can be 
solved and the solution can be transformed back to the solution of the 
Toeplitz system. We refer the interested reader to [15, 27, 23-25, 131 and the 
references therein. 
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In [4, 2, 31, Cabay et al. give the error analysis for a lookahead algorithm 
computing multidimensional Pad& systems and inverting generalized Sylvester 
matrices. In a similar way, we want to give the error analysis for the inversion 
of block Toeplitz matrices and the solution of the related interpolation 
problems. That is, we follow the same path of reasoning as in [4, 2, 31, but the 
content will be adapted to block Toeplitz instead of generalized Sylvester 
matrices. This change of content turns out to be nontrivial, especially for 
finding the corresponding interpolation problems and the updating formulas 
for the parameters of the inversion formula of the block Toeplitz matrix. The 
nontrivial part of the adaptation of the results of [4, 2, 31 is described in this 
paper, while we only mention the main results for the trivial part and refer 
for the details to our report [28]. To get a flow of the error analysis like that 
in [4, 2, 31, we derive the lookahead algorithm in a specific way. Other 
implementations of the updating formulas are possible, leading to other error 
analyses. In [S] a Fortran implementation of the algorithm designed in [4, 31 
is described and the results of numerical experiments are given. 
Section 2 shows the inversion formula which we will use for a block 
Toeplitz matrix. Section 3 shows how the parameters of this inversion formula 
can be interpreted as solutions of a right and a left or dual homogeneous 
interpolation problem. A so-called basis matrix (some authors also use the 
term generating system) allows us to represent all solutions of each interpola- 
tion problem in a compact way. In Section 4, we develop an updating 
procedure for this basis matrix. In the error analysis, we need a connection 
between the basis matrices of the original and the dual interpolation problem. 
This duality is given for so-called extended basis matrices in Section 5. 
Hence, instead of working with the original basis matrices, we derive in 
Section 7 an updating algorithm for these extended basis matrices. This 
updating algorithm uses norms which are defined in Section 6. Based on the 
computed inversion parameters, Section 9 gives formulas for the inverse of 
the block Toeplitz matrix. Section 10 shows that the “lookahead” algorithm 
computes the basis matrix in a weakly stable way. In Section 11, we indicate 
that using the inversion formula to compute the solution of a block Toeplitz 
system of linear equations is weakly stable. Section I2 gives some experimen- 
tal results. 
The lookahead strategy requires the user to input a threshold value. 111 
Section 13, we design another lookahead strategy where the user has only to 
give the maximum size of the lookahead step taken. The experimental results, 
however, are less accurate than the results given by Freund and Zha in [lo] 
for scalar Toeplitz matrices. It turns out that it is using the inversion formula 
that leads to this loss of accuracy. Therefore, we constructed the updating 
formula of Section 14 for the solution of the block Toeplitz system of linear 
equations. 
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In Section 15, we refine the lookahead strategy to get experimental results 
which are now comparable to those of Freund and Zha for scalar matrices. 
We derive even better results when applying one step of iterative refinement 
using the inversion formula as was done in [21]. We also apply the procedure 
to 100 block Toeplitz matrices, generating acceptable results and indicating 
that this last lookahead procedure together with the recursive updating of the 
solution or using iterative refinement is weakly stable. However, in some rare 
cases there is some greater loss of accuracy. For the moment, the mechanism 
behind this is not clear. 
In Section 16, we give the main results of the error analysis for the 
recursive updating formula. We tried to incorporate this result into another 
lookahead criterion, taking into account not only the error in computing the 
basis matrices but also the error in using the recursive updating. In some 
cases this gives a better result, but generally the result is a little bit worse 
than the lookahead criterion of Section 15. 
2. INVERSION FORMULA 
In this section, we give an inversion formula for a block Toeplitz matrix. 
The parameters of this inversion formula will be interpreted as solutions of 
certain interpolation problems in Section 3. We repeat the result of Gohberg 
and Shalom [16, Theorem 6.11. 
THEOREM 1. Let T be a square block Toeplih matrix of the form 
T = T = [ti_j];‘:;;;::::;;,:: with entries t, E R P xq and mp = nq.’ 
m’ “The matrix T is invertible if (and only if) there exist solutions to the 
following systems of matrix equations: 
t0 t-, ... ten+, 
1: ! 
t PII 
t1 to *** tL"+B ten+, 
t,-1 tnrp2 .*. t,,,-,I t,npn-l 1 
(2) 
1 The results developed in this paper for real numbers can be easily adapted to complex 
numbers. 
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and 
0 
1, 
x 
u “z-l *** Ul UO 
-q-l ... 
-1 -200 
1 
t-1 t-2 --* t-“+l t-” 
t0 
t-1 
*** t-“+B t-n+1 d = ‘: [ 0 0 *** 0 z9 0 0 **- 0 0 1 
t,_, t,-, *** tm-“+l t7n-72 
with xj E [w9’P, zj E [wqx9, u. E R9xP, and wj E RPxP. Note that zouo = 
xowo. Moreover, T- ’ admits t A e following representations: 
T-l = L(“&zO, Xl,..., X”-l)qrl,m)(~p’ -7n-l~ -m-2,..*~ -1) 
and 
T-l = UC,,.,,, (z 1 -z,L_l> -z,-2, . . . > -q)~(,.,,(~o~~l>. . . > G-1) 4 
+ q_)(o, X,-l, x,-g>...> ~l)~~ll,~,(wo~w~~...~w~-l) 
for v = midm, n). Here, fork 2 1, 
&.I)k0~ g,>.,*, g,-1) = 
go 0 . . . 0 
g1 go *. 0 
gk-1 gk-2 ... gk-1 
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and for k < 1, 
&k -.. 
L 
go 0 . . . 0 
L(,,,,( go, g1,. . . , gl-,) = gl-.k+l --* 9’ g.” 
. . . 0 
. . 
gl-1 ... .I gk’l gk--l *** io 
Similarly, for k 2 1, q&g,,, g,, . . . , g& ,> = Lo,k,(gT, gr,. . . , gl_,lT and 
h-k G 1, ~k,,,(& g,>...> gl-,) = Lo,k&$-> g:‘,..., g;_l)T. 
Proof. This theorem can be obtained as a special results of Theorem 18 
when the computations are considered to be done with infinite precision, i.e. 
0 \‘I11 = 0. w 
Note that for the scalar case, i.e., when p = q = 1, it follows that m = n, 
xj = ui, and zj =Wjforj=O,l ,..., n-l. 
The pair Y = (m, n> with m and n. natural numbers is called a normaE 
point if mp = nq and if the corresponding (square) block Toeplitz matrix 
T n,, n is nonsingular. In the next section, we show that the parameters xi, zi 
of the inversion formula are connected to a right interpolation problem in 
such a normal point v = (m, n), while the parameters ui, wi are connected 
to a left interpolation problem. 
3. CONNECTION TO A HOMOGENEOUS 
INTERPOLATION PROBLEM 
Let L(z) = cl:_, lkzk be a f ormal Laurent series. The notation 
L(a) = O+( $> is used when I, = 0, k < j. Similarly, the notation L(Z) = 
O_( 23) means that I, = 0, k > j. Consider the formal Laurent series 
T(z) = c;:_, t& with coefficients t, E [w 1’ x ‘I. In this section, we assume 
the values of m and R to be fixed. 
DEFINITION 2 (Right homogeneous interpolation problem). For each 
natural number CX, the set pa, ~ is defined as the set of all vector polynomials 
4(Z) E [w[Zl~x’ satisfying the interpolation condition 
T( z)q( z) = O_( z-“+~-~) + 0+( zm) (3) 
and the degree condition deg 9 < (Y. 
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Note that if m + n - (Y < 0 the interpolation condition is trivially satis- 
fied. In this section, we shall prove that for a given (Y each element of PR, u 
can be written in a unique way as a linear polynomial combination of the 
columns of two matrix polynomials. Therefore, we need the following lemma. 
LEMMA 3. The block Toeplitz matrix T,,,, n is nonsingular @all nontrivial 
solutions of 5$, n have a nonzero highest-degree coefficient. 
Proof. The vector 9 of coefficients of a nontrivial solution 9(z) of PR, n 
having degree <n should satisfy the set of linear homogeneous equations 
T,,,. ,,9 = 0. Hence, such a nontrivial 9( z> exists iff TV,, n is singular. ??
THEOREM 4. If the block Toeplitz matrix T,,,. is nonsingular, each 
element 9(z) of PE, LI can be written in a unique way as 
9(z) = [X(z) Z(z)] ;:;;; 
[ I _ u 
with deg 91- < min(cx - n - I, m - I), deg 9_ < (Y - n, Z( z> = -q, - 
z1;5 - a** -z,_,z rr-’ + I& and X(z) = x0 + x1= + ... +x,_,znP1, 
where xk, zk are the same as in Theorem 1. 
Proof. The proof is b y induction on (Y. It is clear that the only element 
ofJ%,, for (Y < n is the zero vector polynomial. For cy = n., the columns of 
Z(z) are elements of YE. a. Because its highest-degree coefficients are the 
columns of I,, hence linearly independent, any element 9(z) of YR, a can 
be written in a unique way as 9(z) = Z(=)q, + 9’(z) with deg 9_ < 0 
(hence, 9_ is constant) and deg 9 ’ < n. However, because 9 ’ E PR, ,1 having 
degree deg 9 ’ < n, it follows from Lemma 3 that 9 ’ = 0. This proves the 
theorem for (Y = n. Suppose the theorem is true for (Y < m + n. Because 
T(z)X(z) = O_(C’) + ZP + O+(z”‘), we can write every element 9(z) of 
9 R,m+n in aunique wayas 9(z) = I~‘Z(=)~_,,,, + ~“‘-1X(~)9x,,71_, + 9’(z) 
by making the highest-degree coefficient of 9 and the coefficient of z “‘- ’ in 
T(z)q(z) zero. In other words, 9’(z) EY~,~-~. Hence, we can write 
9(z) in a unique way as 9(;3) = Z(=)[q,(-) + 2’119;,,,,] + X(-)[9x(s) + 
z 
nt- 1 
9x 7l-1 1. This proves the theorem for ti = m + n. 
For’ (Y > m + n, the elements 9 of YR. a only have to satisfy the degree 
condition deg 9 < (Y. Hence, any element 9(z) of Ya, (I with (Y > m + n 
can be written in a unique way as 9(z) = =a-nZ(=)9;.a_t1 +9’(z) with 
9’(z) E.5&_ 1. Applying the same reasoning as above this proves the 
theorem for (Y > m + n. ??
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The polynomial matrix BR( z) = [X(z) Z(z)] is called the normalized 
(right) basis matrix in the normal point v = (m, n). It is also possible to 
construct a basis matrix in points (m, n) which are not normal, but we do not 
need that result in the sequel. It is clear that the polynomial matrix 
with r, = diag(rx:, r=> and I, and rz nonsingular diagonal (constant) 
matrices, is also a basis matrix. In Section 7, the diagonal matrix Ia will be 
used to scale each column of Ba( -) in a specific way. In the sequel, we shall 
work with this scaled basis matrix and denote it with B, = [X Z]. This 
means that the l?, and I, are incorporated in X and Z. If we need the 
normalized basis matrix, we shall mention it explicitly. Similarly to Definition 
2, we define the left homogeneous interpolation problem as follows. 
DEFINITION 5 (Left homogeneous interpolation problem). For each 
natural number (Y, the set 9” o( is defined as the set of all vector polynomials 
4(“) E [w[z]iX” satisfying the interpolation condition 
q(z)T(z) = O_(c+-‘) + O+(z’“) (4) 
and the degree condition deg y < LY. 
The next theorem says that all solutions of the left homogeneous interpo- 
lation problem can be represented as a linear polynomial combination of the 
rows of a left basis matrix 
with u(z) = ~a + U,Z + ;.. +u,,~,z~‘~~ and W(z) = wO + wIz + 
... +zL),,,_,~“‘~~ - I~=.‘~, IA~,ZL’~ as inTheorem 1. 
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THEOREM 6. If the block Toeplitz matrix T,,,, n is nonsingular, each 
element q(z) of PL, a can be written in a unique way as 
4(“) = [9&) q.(=.)] 7;;; 
[ 1 
Note that when p = 9 = 1, X(z) = U(z) and Z(z) = W(z). 
4. UPDATING PROCEDURE 
In the previous section, we kept the indices m and n fixed. In this 
section, we consider all possible normal points Y(“) = (rnCu), nCu)), u = 
0, 1,2, . . . , i.e., such that the (nested) block Toeplitz matrices T,,,c,~,, l(Cr, based 
on the data ti E R! Px ‘I are square and nonsingular. Recall that T,,,, n is square 
iff pm = qn. 
If v = Cm, n) is a normal point and v’ = (m’, n’) is one of the subse- 
quent normal points, we shall describe first how we can update the right basis 
matrix L?s for v to a right basis matrix for v ’ by constructing a polynomial 
matrix B,(z) such that 
B;(z) = B&)&(Z). 
From (2) we get for the (scaled) basis matrix 
T(z)[X(z) Z(z)] = [R;(z) + R:(z) R;(z) +Rf(z)], 
where 
R,(z) = zl,,+ zl,,z-’ + R,2z-2 + *.., R,,, = I,“> 
RZ( z) = ZQ”’ + Rx+,2Z”‘+1 + R:,3zr’L+2 + -*- 
are called the ( -)-residual series and the ( +)-residual series for X(z). The 
series R;( =) and R’(z) are defined by similar relations but with Rio = 0. 
For R;(z) = O_(.z’) and R:(z) = O+(zm), we define the block Toeplitz 
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matrix S, r r as , 
SK,.,. = 
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where the number of block rows is r + c if c < m and m + r 
matrix S, y, with v = Cm, n) and V’ = (m’, n’) is defined as 
R,,,, R,, 1 
0 R,,,, 
0 
0 : 
R;., 0 
fc.2 R,fJ 
RL R:.r-, 
. . . Kc-, 
. . . R,c-2 
. . . 
S , = [ 
S 
Y. Y x. s,,,, 6 S 1. s,,,. 87, 1 
if c 2 m. The 
(5) 
with 6,, = m’ - m, 6,, = n’ - II, and 6 = min(6,, m). Note that S,, y, is 
square iff pm’ = qn’. 
We consider the following system of linear equations: 
with ai E [WrJXF ‘. E ,i E [w’fXF’, ci E (wYX’f, and rl, E (wq’q. In the right-hand 
side, I?; = dia$r:: IL> is the scaling diagonal for V’ = (m’, n’), and r, = 
diagt I,, rz > is th e scaling diagonal for v = (ILL, n). R, is the block column 
that would extend S,, 6 ,,,, 6,, one block cohlmn to the right, i.e., it has entries 
[R,,,? . . . . R,,,, 0, . . . . 0, Rz,,, . . . . iii, &,,,_ 6,,]. It is proved in the following 
theorem that the updating matrix B, can be described with the help of the 
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following polynomial matrices: 
AR(z) = a,, + ulz + ... +a,_&-‘, 
C,(z) = CO + c1z + **. +c,_,z*-1, 
BR(Z) = b,, + b,z + ... +b, n &-1, 
With the notation just introduced, we have 
THEOREM 7. Zf B,(z) is a tight basis matrix in the normal point 
v = (m, n), then v’ = Cm’, n’) is also a normal point iff the matrix S, ,,, is 
nonsingular. Moreover, 
B;(z) = B&)& 
I 
(7) 
is a right basis matrix for v’. 
Proof. Let T” a and 9;; a denote the set YE LI in the point v = (m, n) 
and V’ = Cm’, n’) respectively, and let B,(z) = [‘X(z) Z(z)]. All elements 
y(z) of 9;,., C_4”R,“C having degree < n’ can be written in a unique way as 
q(z) = Zig + X(z)q,(z) with deg 9; < 8, (equality here would im- 
ply that deg 4 = n’ because the highest-degree coefficients of the columns of 
Z are linearly independent) and deg 9x < 6 - 1, where the coefficients of 
q;(z) = qz,() + *** +qz,s,,-I~s~-r and q*(z) = qx,a + a** +~x,s_rzs-l are 
solutions of the following system of linear equations: 
9 X,0 
4 x.1 
S 4x,6-1 Y, v’ 
qz.0 
4z,l 
42, . 8” - 1 
= 
0 II . . 0 (8) 
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If the matrix S, yl is nonsingular, only the zero vector is a solution of 
S,, .,o = 0. Hence, from Lemma 3 it follows that V’ is a normal point. On the 
other hand, if Y’ is a normal point, the only solution of (8) should be the zero 
vector. Hence, S, yl should be nonsingular. 
If SV,“, is nonsingular, the reader can easily check that Bk satisfies the 
degree and interpolation conditions to be the right basis matrix for the 
normal point v’. W 
The previous theorem leads to the updating procedure of Algorithm 8 
below for computing the right basis matrices BP), (+ = 0, 1, . . . . To get a 
square block Toeplitz matrix T,,, “, m and n should satisfy pm = 9n. The 
next points (m’, n’) for which T,,,,,, is square should satisfy pm’ = 9n’. 
Thus, p(m’ - m) = 9(n’ - n) = A. Hence, the smallest possible increase in 
v = (m, n) is obtained by making h as small as possible, i.e. by taking A 
equal to the least common multiple of p and 9. Thus Y can only increase 
with minimal steps A = (h/p, A/9). 
ALGORITHMS 8 (Updating procedure). 
u(O) + (0,O) 
BF’ + [O r;“‘] (rp) is arbitra y nonsingular diagonal) 
A is the least comnwn multiple of p and 9 
A + (A/p, h/q); (T + 0 
repeat 
v' + vc") + A {v’ = (m’, n’)] 
while SJ~), yg is singular do 
u' + v' + A 
endwhile 
v(u+u +- v' 
compute I?‘“‘, i.e., the polynomial matrices A,(Z), B,(Z), C,(Z), DR(z), 
by solying (6) with v = vCu) and u ’ = vCu+l) 
BP+‘) + fqP)BC$ 
a+u+l 
until m’ = M 
This algorithm allows one to update X(z), Z(z), part of the inversion 
parameters, for a sequence of nested block Toeplitz matrices T,,I(u), n~V) until 
the desired matrix T,, N is reached. The remaining inversion parameters can 
be interpreted as building blocks of a basis matrix for the left homogeneous 
interpolation problem. Similar to the updating procedure for the right basis 
matrix, we can give an updating procedure for the left basis matrix. Note that 
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the normal points of the left and the right problem are just the same, because 
they are defined by looking at the singularity of the block Toephtz matrices 
T> * Let v = (m, n) and V’ = (m’, n’) be normal points as above, with 
(sZed) left basis matrices B, and BL respectively. The scaling diagonals are 
r, = diag(rW, r,> and r; = diag(f’: , l?:) respectively. 
We introduce the following notation: 
where R;(Z) = _z~-“(R;~+ R,,z-’ + R,,z-~ + --*> with R&= r,, 
and R,+(Z) = Rl,,z” + R;,,z”+’ + Ru+,s,~“‘+~ + ... . Similarly for R,(z) 
and R;(z) with R,., = 0. 
For given v = (m, n) and Y’ = (VI’, n’) and series R,(Z) = 
z “-“(R;,+ R;,z-l + R,,zC2 + **a) and 
R,+(z) = R:!/’ + R;,2~‘n+1 + Rt+,3~m+2 + ***, 
we define the block Hankel matrix H,, s 6 as m. 
H = u,S”,.6 
R;, s, R:, s,,_, ... .** 
R:,,_, *** m 
. . . 
with a,,, = m’ - m and 8, = n’ - n. The number of block rows is 6, while 
the number of block columns is n’ if 6 > n and S,, + 6 if 6 < R. The 
elements with a negative index, corresponding to ( -)-series, are replaced by 
zeros. Similarly for the elements with a nonpositive index, corresponding to 
( +)-series. The matrix H,, vl is defined as 
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with S = min(S,,, n). Note that H,, ,,, is square iff pm’ = qn’. We consider 
the following system of linear equations: 
i a,, C” **. ... %,, c&, - 1 b,, d ... cl,-, b, , 1 H Y. v’ 
(9) 
with aj E [wPxp, b 
block row that wou d extend H,, s i 
E IJ~~‘~~~, c, E wx~‘, and tli E R1’xi’, where R, is the 
6 with one block row at the bottom, i.e., I//, 1,1 
R, = [O ,..., 0, R,,,, . ..> R,,,,,]. 
We define the polynomial matrices A,,, B,,, C,,, D, as 
BL(z) = b, + b,=. + ... b,-,zS-‘, 
THEOREM 9. If B,.(z) is u lefi basis matrix in the normal point u = 
(m, n), then v’ = (m’, n’) is nlso u normul point iff the mutrix H,, vI is 
nonsingular. Mweocer, 
B;(z) = ‘dz)Bd=), &(=,) = 4,(z) B,,(=) C (_) ( 10) 
1. * 
D (_) 
L A 1 
is a lef basis matrix B;,(z) for the normal point u’. 
Prouf. The proof is similar to the proof of Theorem 7. ??
Th e previous theorem leads to an updating procedure for left basis 
matrices similar to the one for right basis matrices. 
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5. DUALITY 
To compute the parameters X, 2, U, W of the inversion formula for a 
block Toeplitz matrix, we will design Algorithm 16. Because the error analysis 
of this algorithm is similar to the analysis for generalized Sylvester matrices in 
[4, 2, 31, we shall only mention the main results in Sections 8-10. For more 
details and proofs, we refer the reader to our report [28]. If possible, also the 
link is given to the corresponding result in [4, 2, 31, where we use the same 
indexing of the B-entries as in [4]. In the detailed error analysis of [4] and [ZS] 
some duality results are needed, but these are interesting enough in their 
own right to be mentioned separately in this section. 
We fix the values m and n. If the interpolation condition (3) is not 
satisfied exactly, but 
W)[XW zwl 
= [m,(z) + R:(z) + R,(z) m,(z) + EC(z) +R;(z)], 
(11) 
with 6R,(z) = O+(z’) and 6R,(z) = O+(z’), then we call 6R,(z) and 
6RZ(z) the residual errors and B, = [X Z] a right numerical basis matrix 
(NBM). The result of the error analysis as given by Theorem 17 shows that 
under certain conditions the residual errors can be kept small when measured 
by certain norms to be defined in Section 6. We can write (11) more 
compactly as 
T(Z)BR(Z) = m,(z) + R;(z) + R,(z) 
with E] = [z :=I. (12) 
In the error analysis, a duality result is needed, which can be written in 
terms of exten&d basis matrices. The extended basis matrices have the 
advantage that they are square. Thus their determinant is defined and they 
are potentially invertible. 
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DEFINITION 10 (Extended basis matrix). A right extended basis matrix 
(EBM) is defined as 
Similarly an extended left basis matrix is defined as 
-RL+]. 
If B, or B, are numerical basis matrices then B, and B, are called 
extended numerical basis matrices (ENBMs). 
Similar definitions could be given for the (-)-series, but we do not need 
them in the sequel. Note that in [4], the basis matrices are already extended, 
i.e. are square in a natural way. Here, we have to introduce the (+)-series in 
a rather artificial way to make the resulting basis matrix square. Before we 
give the next lemma, we need the definition of the projection operator. 
DEFINITION 11 (Projection operator). For a formal Laurent series 
T(z) = Ck+_m_, t, zk, we define the projection operator II,:, as 
LEMMA 12. Zf B,(z) is a right ENBM, then 
(-1)” det Es(z) = yzp”’ + 0,(z) 
with 
y = det F,. 
(13) 
Proof. The proof can be found in [28, Lemma 6.11. See also Lemma 1 
in [4]. W 
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The previous lemma states that for a right EBM the determinant is a 
monomial yz pm. The next duality result is used in the proofs of the error 
analysis in [28]. 
THEOREM 13 (Duality). If B,< ) z and B,(z) are left and right ENBMs 
respectively, then 
where 
4,(z) = K,:+m[%bPd4 - B,W%d41. (14) 
Proof. The proof can be found in [28, Theorem 6.21 and is very similar 
to the proof of Theorem 4 in [4]. See also Theorem 1 in [2]. ??
The next two corollaries define the quantities 8,,, and Brv, which are 
used in the formulation of Theorem 18. 
COROLLARY 14. of B,( Z) is a right normulized and i?,(z) a left normul- 
ized ENBMfor the normal point Cm, n> of T(z), then 
B,~4B,W = ZrnZp+q + 41,(z) 
with 
e,,,(z) = ER( Z)r,-le,,( z)r,-13~1( z). 
Proof. See the proof of Corollary 6.1 of [28] and the similar Corollaries 5 
of [4] and 2 of [2]. ??
When, in the previous corollary, em = 0, i.e., EL and Es are normalized 
EBMs, then they are inverses of each other except for the factor zm. 
COROLLARY 15. 
B,( 2) satisfies 
The residual series R,(z) for a normalized ENBM 
R&p&(z) = T(Z)Z” + B,,(z) 
with T(z) = [-I, T(z)] and OIv(~) = T(z>e,,,(z) - aR,(z)B~(z)- 
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Proof See the proof of Corollary 6.2 of [28] and the similar Corollaries 6 
of [4] and 3 of [2]. ??
6. NORMS 
Before we give the updating procedure for the extended basis matrix, we 
give the definitions of the norms that will be used in the error analysis of 
Section 8. We will assume that all the series considered have only a finite 
number of nonzero coefficients. This is no limitation for practical applica- 
tions, where we can assume that all coefficients of T(z) not appearing in the 
block Toeplitz matrix TLt,, N are zero. So we can define a norm for polynomi- 
als, polynomial vectors, and matrices as well as for series. The set of 
polynomials [w[ Z] is considered as a subset of [W(Z), i.e. the set of all formal 
Laurent series (with only a finite number of nonzero coefficients). The norm 
of a(z) = c,T=?,aizi E [W(Z) is defined as 
Ilu(’ = C Iail, 
where the sum is taken over all nonzero coefficients. The norm of A(z) E 
LW(Z)“~’ is defined as 
IIA(=)II= Ina 2 Ilai,j(“)(l* j=l . . . . . y i=l 
It is easy to prove that for two elements A, and A, of IW(Z)‘~‘~ one has 
llAiA,lI f IlAill llA2ll, llA,ll < 11 IlA:‘Il, and 1lAj‘ll < 9 IIA,lJ. Note that in [4] 
different norms are used for polynomials and series. This makes the proofs 
harder to read, but the advantage is that no assumption has to be made 
concerning the number of nonzero coefficients of a series. 
7. UPDATING PROCEDURE FOR THE 
EXTENDED BASIS MATRIX 
We shall now give an updating procedure for the ENBMs Eg’ and Ep’ 
for the successive normal points v(~) = (v&‘~), n(V)), u = 0, 1,2,. . . . The 
updating for the right ENBM will be typically of the form (see Theorem 7) 
BLOCK TOEPLITZ SYSTEMS 309 
This update however is only valid if 6,‘“’ = nc”+‘) - nc”) < nr(“). If 6,‘“’ > 
mCV), the R?‘-(z) series is also needed to update the RF’+(z) series. In 
this case the dimension of the matrix SC”’ = S,(o), y,u+I) is equal to the 
dimension of the matrix T,,,co+~,, ,c~+u. Hence, we can just use T,l,(p+~),.Co+~) to 
compute an extended basis matrix. Similar reasoning is true for updating the 
left ENBM. Thus if nCu+r) - nCu) > ~6~) or rnCu+i) - mCu) > n(O), we 
forget the previous computations and start all over just like in the first step 
where the basis matrices for cr = 1 are computed. This leads to the updating 
procedure in Algorithm 16. The formal Laurent series T(Z) is scaled such 
that max{llT(z)ll, lIT(z)rII) < 1. Th’ 1s can be done by first scaling the columns 
of T(z) such that they get a norm equal to one and then scaling the rows of 
T(z) having a norm greater than one in the same way. The downscaling of 
the rows will not increase the norms of the columns. The diagonal matrices 
I’i”’ and I’,$“’ are chosen such that 11 Eg’(z)ll = Il~~‘(z)rIl = 1. The error 
analysis will show that the quantity 
gives a measure for the stability of the point v(~) = Cm(“), 11~“)) (see 
Theorem 19). This quantity is compared with a user-supplied tolerance value 
7. If K(O) < T, we say that the point v(~) is stable. The final value for m’ in 
the algorithm is M. The variable choice indicates at each step whether the 
solution was accepted or not, based on the comparison between K(~) and r. 
It also indicates whether the extended basis matrices are computed using 
(part of) the given (square) block Toeplitz matrix T,,{, s (sepnruted = false) or 
using the updating formulas (se~urutetl = true). Thus choice has the follow- 
ing meaning: 
- 1: not separated and T,,,,, not stable, 
choice = 
: 
0: separated and SC”’ not stable, 
1: separated and SC”) stable, 
2: not separated and T,,,?, ,stable. 
Thus if choice < 0, the solution is rejected for the updating scheme 
(lookahead step), and if choice > 0, the solution is accepted for updating. 
The value of choice will be plotted in Section 12 when showing some 
experimental results. To construct the matrix S’“’ (and similarly for H’“’ = 
H,cC,, V(O+l,> the entries needed from the (+>- series can be directly taken from 
the ENBM Eg’. As part of this ENBM, the (+)-series are updated 
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completely in each step. Hence, this part of the algorithm could be called 
Schur-type. On the other hand, during each step only the entries of the 
(-)-series needed in the matrix SC”) are computed by inner products using 
(11). This is of Levinson type. It is clear that several combinations are 
possible. However, to be able to follow an error analysis like that in [4, 2, 31, 
we have chosen a Schur-type update of the (+)-series and a Levinson-type 
computation to derive part of the (-)-series in each step. 
ALGORITHM 16 [Updating procedure (extended basis matrix)]. 
UPDATING@(z), M, T) 
A + least common multiple ( p, q) 
A +- (h/p, A/q) 
v ’ +- (0, 0); v(O) + (0,o); u + 0 
repeat 
v’ t v’ + A {v’ = Cm’, n’)} 
separated +- (n’ - nc”) < rnCu)) and Cm’ - mCu) < nCu)) 
if not separated then 
if T,,,? ,,’ is numerically nonsingular then 
cohpute gf)( z> and i?f)( z) (using Definition 10, (ll), and Theorem 
.&a$3 + K(l) < 7 
if stable then 
v1 6 v’ 
c++-1 
choice + 2 
else 
choice + -1 
endif 
endif 
else if S,C~), yr is numerically nonsingular then 
v(u+l) + v’ 
compute A,(z), B,(z), C,(Z), D,(Z) 
(Gaussian elimination on SCujT of (6)) 
zg+ “(Z) t jjg@q z) 
compute A,(z), B,(Z), C,(Z), D,(z) 
(Gaussian elimination on H’“’ of (9)) 
E?+‘)(z) t &+(z)jq 
stable + Kcu+l) d T 
if stable then 
(T+o+l 
choice + 1 
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else 
choice * 0 
endif 
endif 
until m’ = M 
if stable then 
return (Eg’(z), i3p’(Z), Kcu’) 
else 
return (gp+ ‘j(z), BP+ l’(Z), Kcu+ “) 
endif 
If the orders of the block Toeplitz matrices T,,, n, and of the matrices 
S’“’ and H’“’ are small during the algorithm, this algorithm requires 
O(( pM )‘) floating-point operations. Hence, this algorithm is an order of 
magnitude faster than using the classical algorithms to compute the final basis 
matrix from the block Toeplitz system of equations of order pM without 
taking into account the special structure. Hence, Algorithm 16 can be called 
fast. 
In the literature, there have appeared also so-called superfast algorithms. 
However, the stability of these algorithms is still an open question. 
8. ERROR ANALYSIS 
Because the error analysis is similar to the one presented in [4, 2, 31, we 
only give the final result here and refer the interested reader to [28] for the 
details. Algorithm 16 computes the ENBMs Ep’ and Eg’ for (+ = 
0, 1,. . . ) C such that the points (m (u), 
last point Cm(‘), n(‘)) = (M, IV)], . 
nCu)) are stable [except possibly for the 
i.e., such that the corresponding quantity 
K(~) is smaller than a threshold value T. The error analysis gives us an upper 
bound for ]16R g+i)(~>]l, the norm of the residual error. 
THEOREM 17. Let p denote the unit row&for machine precision. Let 
g(g) = nc”) - n(o-1) and 82) = mc”) - m(u-1) for g = 1,2,. . . , C. The 
rkidual errors 6Rkj)( z> and GRg)( z) are defined by (12) and (11) for the 
point (m(j), n(j)). The quantity K(O) 
116RF’(z)ll are so small that 
is defined by (15). Zf /_L, IIGRkj)(z>ll, and 
(N + p + 9)p < 0.01 
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and 
K(j) 0 ( p + q> I( GR$)( Z) 11 + 11 $j’( 2) 111 
+ (p + q) l.Ol(6,I~' + p + q)/_L [ 
with pj thq! growth factor of the Guussian elimination andfi( p) the O( /.L’) 
term appearing in the error analysis of the Gaussian elimination on (S(J))T 
(see Lemma 9.4 of [28]), then 
a-1 
II 6R g+‘)(z) 11 <q, + 2( p + 1) c K(j+‘)q 
j=O 
with 
5 = dK(j)( p + 4)E.L 
x (n(j) + (i) + 4p3( a,(j) + S,r,j,)“pj + (a,(j) + p + ‘I)]. 
[ 
(16) 
Proof. The proof of this theorem is given in [28, Theorem 9.131. See also 
Theorem 22 of [4] and Theorem 12 of [3]. ??
This theorem shows that if I/cSR’,j)(z)ll and IlSRc,j)( z)ll are small for 
j < u, then IIcSR~+‘)(z)II will also be small if K(~) is not too large. An 
analogous theorem holds for 6R’,“+“( z). 
9. THE INVERSE OF A BLOCK TOEPLITZ MATRIX 
In this section, we give formulas for the inverse of a block Toeplitz matrix 
based on numerical basis matrices. These results will be used in the next 
section to get an upper bound for the norm of the error between the exact 
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and the computed right basis matrix. Let L(z) = X:k+_m_ m 1, zk be a formal 
Laurent series. Then [ LfCi,j)] d enotes a matrix whose element at position 
(i, j> is ‘f(,, j). 
THEOREM 18. lf BR( n> is a right and BL( z) a lef normalized NBM for 
the normal point (m, n) of T(z), the inverse of the block Toeplitz matrix T,,, n 
satisfies 
with 
+&&Q> Xl>...> X.-&,&J~ --%-l~~*~~ -1) 
(17) 
= Mm,, (18) 
8 VIII = [ ’ 
fj(m+i-j) _ 
+;a: 
1 [ T(-nfi-j)] [ &);;;;;ti-j)] 
(ic') 
x J ][w( 
m+i-j)] + [aH(;'-j)][U(tn+i-J)]. 
Here, 8,, ,(.z> denotes the lef block of 8,,(z) (defined in Corollary 15>, i.e. 
the first p columns. Similarly, O,,, L ,<z> denotes the lower left block of 
8,,,(z) (defined in Corollary 14, i.e: t’he last 9 rows of thejrst p columns of 
8,,,(z). 
Proof. See Theorem 10.1 of [28], Theorem 34 of [4], and Theorem 4 
of [2]. a 
Note that this theorem shows that M,, ,~ is the inverse of T,,, ,, if all errors 
are zero, i.e. if B,(z) and B,(z) are exact basis matrices. 
10. STABILITY 
In this section, we investigate how accurately the scaled right basis matrix 
is computed. In the sequel, we will drop the index (cr ), i.e., BR( z> = Bg)( z), 
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K = I, etc. In Section 8, we have given an upper bound for lI6R,(z)ll. A 
similar one holds for IlSR,(z>ll. W e will use this result to give an upper 
bound for IlSB,(z>ll with SB,(z) = B,(z) - B,, s(z), where B,, s(z) is the 
scaled exact BM with the same scaling as B,(z). Because 
T(z) 2%,(z) = II,:,,,_,(6R,(z)) + 0_(z-‘) + O+(z”), 
we get that 
THEOREM 19. Z’ p is SO small and IISR,(z)iI and IlSR,(z)ll are not so 
large that the conditions of Theorem 17 are satisfied and 
(P + 9)! IIw7wll” G Y/2 (1% 
with y defined by (13) and 
2K(P + 9)lPM~)ll 
+ 4.b: 9)! [(p 
then 
+ 
ll&(z)lj < 2K( p + 9) F, + 2( ~7 + 9) c K(j+‘)q 
j=O 
where F, is defined by (16). 
Proof. See Theorem 11.1 of [28], Theorem 40 of [4], and Theorem 15 
of [3]. ??
Hence, if we allow in Algorithm 16 only those points v(0) = (mcm), nCW)) 
where the K(~)-value is smaller than a tolerance due 7 (stable points), the 
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conditions of Theorem I9 will be satisfied. Hence, the right basis matrices 
will be accurately computed. It turns out that under the conditions of the 
previous theorem, the I-norm condition number of T,co,..cs, is bounded by 
2~(~)( p + 4). So Algorithm 16 is a weakly stable algorithm to compute the 
right basis matrices in the stable points. 
11. THE SOLUTION OF A BLOCK TOEPLITZ SYSTEM 
In this section, we investigate the final error by using the approximation 
ii4 = Wn,” gi ‘ven by (18) of the inverse of the block Toeplitz matrix T = T,,,, 11 
to solve a block Toeplitz system of linear equations 
TV = Y, T E [WPmxq", V E [WVxl, y E [wP,“xl 
where T and Y are given and V is the unknown vector. 
THEOREM 20. lf the conditions of Theorem 19 are satisfied, then the 
computed solution V of the equation 
satisfies 
Tv=Y 
v = v, + fl,, 
with 
II %l Ill G ( P + 4) [K + 1.01/42 m + 2n + 3p + q + 2) + O( 1_L2)]lIYlI~ 
and 
llyll, G 2K( P + q)llv,ll,> 
with 
V, = T-‘Y. 
Proof. See Theorem 12.2 of [28]. 
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This shows that executing Algorithm 16 and multiplying the approximat- 
ing inverse M by the right-hand side Y gives a weakly stable algorithm to 
solve the block Toeplitz system of linear equations. 
12. EXPERIMENTAL RESULTS 
In this section, we show how accurately Algorithm 16 together with the 
inversion formula computes the solution of each block-Toeplitz set of linear 
equations 
for each T,, n appearing explicitly or implicitly in Algorithm 16. The elements 
of the block Toeplitz matrix T,,,\I, > were taken as random numbers uniformly 
distributed in the interval (0,l) except for one element in the first row 
making at least one leading principal submatrix ill conditioned. The corre- 
sponding formal Laurent series T(z) was scaled as indicated in Section 7 so 
that max{llT(z>ll, llT(z)“Il} < 1, leading to the final elements of T,,,,. The 
right-hand side Y,,, ,I of the system of linear equations T,,, ,,V,,, n = Y,,, n is 
computed by setting V,,,, )1 = [l, 1, . . . , 
. , 
I]‘. All the computations were done in 
Matlab Version 4.2a and 4.2~ on a DEC 5000/240 workstation. The machine 
precision p is of order 10p16. 
EXAMPLE 21. In Figure 1, we show the influence of the threshold 
parameter r. We take M = 60, N = 90, p = 3, and q = 2. If we set 
V E, m, n = [I, I, . . . , l]?‘, the plot emor gives for each step -log,,(llV,,,, - 
V E, m, nll~/llVn,,.II~), where V,,, ,, is computed by using the inversion formula. 
Also log,, K and choice appearing in Algorithm 16 are plotted, as well as the 
log 10 of the (e-norm) condition number of T,,,, “. Note the big loss of 
accuracy corresponding to the 15th block leading principal submatrix, which 
is ill conditioned. When the threshold parameter r is lowered, we avoid these 
bad intermediate results. In this case, the plots of K and the condition 
number have similar shape, showing that K gives a good estimate of the 
relative increase or decrease of the condition number of T,,,, ,,. 
EXAMPLE 22. Figure 2 shows the influence of the threshold parameter T 
for an example with M = N = 50, p = q = 1, where the 25th leading 
principal submatrix is ill conditioned. Note that in this scalar case, X(z) = 
V(Z) and Z(Z) = W(Z). 
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1. emor, K, choice, and cond(T,, “) for 7 102' and 7 = = . 107. 
13. NUMERICAL RESULTS USING ANOTHER 
LOOKAHEAD CRITERION 
The problem with the lookahead scheme used in Algorithm 16 is that the 
user has to choose the threshold value T. The choice of this 7 determines 
318 MARC VAN BAREL AND ADHEMAR BULTHEEL 
10 - 
6- 
9 0~~00000000000000000 00 0000 000 0 0 000 
0’2’ 0 6 
FIG. 2. error, K, choice, and cond(T,,,, .) for r = 10” and T = 105. 
where and how big the lookahead steps are taken. There is no limit on the 
size of these steps. In this section, we want to develop a more sophisticated 
lookahead criterion inspired by the one given by Chan and Hansen in [7, 81. 
The user gives h,,, , which is the maximal length of a lookahead step. During 
the algorithm K is compared with a reference value i?. This reference value 
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is initialized as the minimal K-value of the first h,,, steps. The point where 
this minimum occurs is the first lookahead step. From then on, we look for 
the first step with K < 2K within the next h,,, steps. The algorithm runs 
more efficiently as long as the steps taken are smaller. Normally, one expects 
steps of length 1 except if the K-values are not comparable to Z within the 
ne* hnl,X steps. If K > 2i? for all these steps, we take the step with the 
smallest K as the next lookahead step and set Z equal to this smallest 
K-due. 
EXAMPLE 23. Figure 3 shows the effect of taking another value for h,,,. 
We have taken 100 scalar Toeplitz matrices of size 64 X 64 to compare with 
the results of Example 1 of [lo]. The Toeplitz matrices have at least one 
principal submatrix which is very ill conditioned. Figure 3 shows a histogram 
for the relative error of the solution for h,,, = 2 and h,,, = 5. We see that 
our results are spread over a large range: for h,,, = 2 between -13 and -1, 
for h,,, = 5 between -13 and -6, compared to the results of 1101, which 
are between -14 and -10. The range will become much smaller on refining 
our lookahead criterion in Section 15. Also, compared to [lo], the smallest 
relative errors obtained are still a factor 100 bigger. We investigated where 
this loss of accuracy came from. Figure 4 shows the relative error for the 
computed solution using the inversion formula (full line), while the dashed 
line indicates the relative error between B,(z) computed by the lookahead 
procedure and B,, E( 1 z computed using (2) (h,,, = 2). On the top in the 
figure, the elements of the Toeplitz matrix were taken as random numbers 
uniformly distributed in (0,l) ( as we always did up till now); on the bottom, 
in (-1, 1). Note that the difference between the relative errors for B,(z) and 
V(z) is smaller for the (-1,l) case than for the (0, 1) case. Hence, we 
concentrated on the (0,l) case. It turned out that applying the inversion 
formula led to the loss of two decimal digits. If we use the notation 
VI = L~,,,,(X)~,.,,,,(W)Y, 
we get for one of the 100 test cases (with similar results for the others) 
IIV,llZ = 497.6939 and IIV,lln = 498.3299, while V is computed as the sum 
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FIG. 3. Histogram of log ,,,(relative error). 
v, +V,=v=[l,l,..., l]“‘, so IIV112 = 8. This explains the loss of about 
two decimal places. 
In the next section, another method is given to compute the solution of a 
block Toeplitz system without using the inversion formula; in Section 15 the 
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FIG. 4. -log 10 (relative error) for BR( .z) (dashed line) and V(z) (full line). 
lookahead criterion is refined. These two enhancements will lead to results 
comparable to those of Example 1 in [lo]. We get even better results applying 
one step of iterative refinement using the inversion formula. Iteriative im- 
provement or iterative refinement is explained in [17, pp. 126-1271. The 
stability of inversion formulas for scalar Toeplitz matrices is studied in 1221. 
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14. UPDATING OF THE SOLUTION OF 
A BLOCK TOEPLITZ SYSTEM 
The block Toeplitz system of linear equations 
zV=Y 
at point (m, n) can be written as a nonhomogeneous (right) interpolation 
problem. 
DEFINITION 24 (Nonhomogeneous interpolation problem). Let Y(z) E 
[w[z]pxr and T(Z) E R[ z]P’Y be given. For each normal point v = (m, n) 
of T(z), we call V(Z) E R[ z] Yxl the solution of the nonhomogeneous 
interpolation problem iff 
T(z)V(z) = Y(Z) + O_(Z_‘) + O+(Z”) 
and degV(z) < R. 
Note that for a normal point, the solution always exists and is unique. 
We construct now the updating formulas to go from the solution V(Z) at 
the normal point v = (m, n> to the solution V’(Z) at the normal point 
Y’ = (m’, n’). Let us try to find the polynomial vectors E(z) E R[z]Pxl and 
F(z) E R[z]~~’ such that 
V’(z) =V(z) - [X(z) Z(z)] ;y; . 
[ I (21) 
Because the degree of V’(Z) should be smaller than n’, we limit the degrees 
of E(z) and F(z), i.e. deg E(z) < 6, and deg F(z) < 8, with 8, = n’ - n. 
The nonhomogeneous interpolation conditions should be satisfied, i.e. 
Y(z) = I”( z)V’(z) + 0_(z-‘) + O+(z”‘) 
= T(z)V(z) - I +)I ;I:; I 
+ O_( z-l) + O+( z”‘). 
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Because T(z)V(z) = Y(z) + O_(z-‘) + O+(Z*> and T(z)[X(z) Z(z)] = 
[R,(z) + R:(z) R,(z) + R:(z)], we find the coefficients ei of E(z) and 
fi of F(z) from the following system of linear equations with the coefficient 
matrix S,, yl as in (5): 
S Y, v’ 
e0 
e1 
es-1 
fo 
fl 
f,.'- 1 
= 
0 
0 
0 
R+ -Y,,, u,m 
R+ -%I+, o,m+l 
R;,,,_, - Y,,,_, 
(22) 
with T(z)V(z) = R:(z) + O_(z-‘) = R:.,+ R:,,z’ + 0-e +O_(z-‘) and 
Y(z) = Y. + Y,z’ + *** . In section 16, we give the results of the error 
analysis for the updating formula (21). In the next section, we refine the 
lookahead criterion and show the accuracy of the solution computed using 
the updating formula compared to iterative refinement based on the inver- 
sion formula. 
15. REFINEMENT OF THE LOOKAHEAD CRITERION 
Instead of comparing K with a fixed threshold T, as we did in Algorithm 
16, we compared K with a value i? which was adapted during the execution 
of the algorithm. However, the value Z could only increase. This led in some 
cases to bad results. Therefore, if we find within the next h,,, steps a K 
which satisfies K < 2K, we set the new value of K equal to this K if K < Z. 
EXAMPLE 25. If we take hundred 64 X 64 scalar Toeplitz matrices with 
elements randomly distributed within (-1, +l) and at least one of the 
principal submatrices is ill conditioned, Figure 5 shows the effect of using the 
new lookahead criterion and the updating formula (21) on the histogram of 
the relative errors for two different values of h,,,: 2 and 5. Figure 6 
compares the old lookahead criterion (dashed line) with the new one (full 
line), plotting the -log,, of the relative errors for the two values of h,,,, 2 
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and 5. Figure 7 plots the -log,,, of the relative errors using the updating 
formula (21) (full line) compared with using the inversion formula (dashed 
line) and one step of iterative refinement (dash-dotted line) for h,,, = 2. 
EXAMPLE 26. If we take one hundred 210 X 210 block Toeplitz matrices 
T M.N with p = 2, q = 3, A4 = 105, and N = 70 with elements randomly 
25 
20 
16 
10 
6 
I 
-016 -14 -12 -10 -6 -6 -4 -2 
FIG. 5. Histogram of log l,,(relative error). 
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FIG. 6. -log&elative error) for the old (dashed) and the new lookahead 
criterion (full line). 
distributed within (-1, +l) and at least one of the principal block submatri- 
ces is ill conditioned, Figure 8 shows the effect on the histogram of the 
relative errors when using the new lookahead criterion and the updating 
formula (21). Figu re 9 compares the old and the new lookahead criterion. 
Figure 10 plots the -log,, of the relative errors using the updating formula 
(21) (dash-dotted line) compared with using the inversion formula (dashed 
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0 lo 30 40 50 60 70 80 so loo 
FIG. 7. -log,,(relative error) using the updating formula (full line) compared 
with the inversion formula (dashed line) and one step of iterative refinement (dash- 
dotted line). 
line) and two steps of iterative refinement (full line) for h,,, = 5. Note that 
if a lookahead step of size h,,, = 5 is taken, the matrix S, yl is 30 X 30. For 
one of the matrices logl,(relative error) using the u$dating formula is 
between -6 and -4. Figure 11 shows -log,,,(relative error) of B,(z) and 
V(z) and the log,, of the condition number of the corresponding principal 
submatrix in each of the normal points taken as lookahead steps. This 
example shows that the lookahead criterion does not always give satisfactory 
results. Moreover, in the right part of Figure 12, we show that the relative 
error for the basis matrix (dash-dotted line) and the relative error for the 
computed solution (full line) of the block Toeplitz system of equations can 
have different behavior. These cases are rare. In the left part of Figure 12 we 
show the typical behavior. For both examples p = q = 1, A4 = N = 64, 
h,,, = 5, and the elements are uniformly random in (0, 1). Note that till now 
we have not taken into account the error analysis for the updating of the 
solution V(Z) in the lookahead strategy. This will be done in the next section. 
EXAMPLE 27. To measure the computational complexity, Figure 13 
shows the number of multiplications of Gaussian elimination with back 
substitution relative to the number of multiplications of the lookahead 
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FIG. 8. Histogram of log ,,(relative error). 
method with one (or two steps) of iterative refinement. We get the same 
qualitative results when also taking into account the number of additions. In 
the upper part of the figure, p = q = 1, h,,, = 2, and M = N varies from 
10 to 240 with one step of iterative refinement. We have also taken into 
account that X(z) = U(z) and Z(z) = W(z). In the lower part, p = 2, 
4 = 3, hln,, = 3 (+> and h,,, = 5 (O), and N varies from 10 to 150 while 
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FIG. 9. -log,&elative error) for the old (dashed) and the new lookahead 
criterion (full line). 
two steps of iterative refinement are applied. Also the least-squares polyno- 
mial fit of degree 1 is shown. For the scalar case, this straight line is given by 
0.0135N + 0.01, while for the block case and h,,,, = 3 the function values 
are O.O032(qN) - 0.0149, and for h,,, = 5 they are O.O023(qN) - 0.0341. 
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FIG. 10. -log ,,(relative error) using the updating formula (dash-dotted line) 
compared with the inversion formula (dashed line) and one step of iterative refine- 
ment (full line). 
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FE. 11. -log &elative error) and log ,,(condition number). 
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FIG. 12. --log,,(relative error) of B,,(z) and of V(Z). 
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FIG. 13. The number of multiplications of Gaussian elimination relative to the 
lookahead method. 
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From this fit, we obtain that Gaussian elimination needs more multiplications 
for the left part of the figure when N > 73, and for the right part when 
qN > 319 for h,,, = 3 and qN > 456 for h,,, = 5. 
16. ERROR ANALYSIS 
The computed solution V(z) at point v = ( mcu), nca)) does not satisfy the 
nonhomogeneous interpolation conditions exactly, i.e. 
T(z)V’“‘(z) = Y@'(z) + 6Y'"'(z) + O_(P) + O+(ZnLCU)). 
We show how 6 Y’“’ (z) changes in each step u. If it is clear from the 
context, we drop the index C(T). 
THEOREM 28. The en-or 6 Y (rr+‘)( z) satisfies 
6Y’“+“(z) = 6Y'"'(z) + n,,,,,,Y+I)_I(-~XIII(?) 
-oxlv(z) + TV,, + [“R’“‘(=) - b(z)]EF(z)) 
with 
II~,,(=.>II G l.Ol(n + q)p, 
l1~x1&)11 =G P(lI~:wII +IIy(4ll)~ 
EF(z) = [E(Z)?’ F(z)?‘]~. 
Proof. See Theorem 17.5 of [28]. W 
Looking at the upper bound for the error 6 Y (u+ l’(z), we see that this 
error is additive over the different steps. The norm IIEF( z)\[ appears in 
several of the terms of the upper bound. We tried to design a lookahead 
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strategy in which the magnitude of (1 EF(“)(z)lJ is compared with the magni- 
tude of IlY (u+ ‘)(z)ll For some single cases this gives an improvement. In . 
general the results are a little bit worse than when using just the lookahead 
criterion based on the K’S. 
EXAMPLE 29. We take the 100 matrices of Example 25 and h,,, = 5 
together with the new lookahead criterion. Figure I4 should be compared 
with the right part of Figure 5. 
17. CONCLUSION 
In this paper, we have designed an algorithm for computing basis matri- 
ces for certain left and right interpolation problems where the data come 
from a block Toeplitz matrix. This algorithm is weakly stable and efficient. 
We have shown that the use of the inversion formula gives results which in 
almost all cases are not as good as using an updating formula for the solution 
of the block Toeplitz system of linear equations. However, one (or two) steps 
of iterative refinement using the inversion formula gives better accuracy than 
the updating formula. Hence, the best choice is to use the updating formula 
xl 
hmax-5 
FIG. 14. Histogram of log,,(relative error). 
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to compute an initial guess of the solution, which is usually better than using 
the inversion formula, and then execute one (or more) steps of iterative 
refinement using the inversion formula. This leads to an efficient and weakly 
stable method for solving a block-Toeplitz system of linear equations. How- 
ever, we have given examples for which the method does not work well. It is 
not clear for the moment where the lookahead strategy fails in these rare 
cases. 
We could have given another implementation by updating in each step, 
besides the whole (+)-residual series, also the whole (-)-residual series. In 
the implementation we developed in this paper, we only computed that part 
of the ( -)-series needed to construct the matrix S, “,. 
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