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Resumo—O aprendizado de máquina requer a indução de mo-
delos preditivos. Frequentemente, há dois problemas relacionados
com essa tarefa: o custo de rotulação e o tempo de treinamento.
Isso é especialmente verdade na presença massiva de dados e
em sistemas interativos ou que requeiram resposta imediata.
Parte da solução é o uso de aprendizado ativo, que seleciona
exemplos a rotular de acordo com um critério de relevância.
O complemento da solução é a adoção de um rápido e robusto
algoritmo de aprendizado, como as “máquinas extremas”. Neste
artigo, várias estratégias de aprendizado ativo são comparadas
experimentalmente em diferentes bases de dados com o intuito
de preencher uma notável lacuna nas literaturas de aprendizado
ativo e máquinas extremas. Os resultados demonstram a viabili-
dade da união entre as duas áreas.
I. INTRODUÇÃO
Técnicas de classificação são usadas para a solução de um
grande número de problemas, como reconhecimento facial,
recomendação de conteúdo e detecção de spam. Entretanto,
dependendo da aplicação, um baixo tempo de processamento
e um baixo custo de rotulação são requisitos importantes. Isso
é especialmente válido para sistemas interativos.
Um exemplo de sistema interativo é o ambiente de aprendi-
zado ativo (AA), onde o aprendizado é incremental e visa um
uso parcimonioso da supervisão humana. Essas características
aliadas a um algoritmo de aprendizado veloz pode levar
o usuário do sistema a uma experiência mais agradável e
produtiva.
A literatura essencial é apresentada nas Seções I-A, I-B,
I-C. Na Seção II, estratégias de AA são revisadas; na Seção
III, os experimentos e resultados são apresentados.
A. Aprendizado Ativo
Uma forma promissora de se fazer um uso seletivo de
dados massivos para a indução de modelos classificadores é
o emprego de aprendizado ativo (AA) [1]. Seu intuito é obter
rótulos apenas para a parte mais importante dos dados, pois
cada aquisição de rótulo envolve custos. O foco deste trabalho
é o cenário com exemplos reservados1 (pool-based query),
quando o aprendiz tem a liberdade de escolher o exemplo
que considera mais informativo dentre os demais presentes
na reserva [2]. Dependendo do algoritmo de aprendizado,
1Tradução adotada no sentido de que há um reservatório de exemplos que
é chamado reserva no decorrer do texto.
existem várias estratégias bem sucedidas para o cenário com
exemplos reservados [3]. Entretanto, até onde o conhecimento
dos autores deste trabalho permite dizer, ainda não há relatos
de tentativas de se aplicar uma estratégia do ponto de vista
das máquina extremas (Extreme Learning Machines - ELMs).
Uma possível explicação para essa lacuna é que a tarefa de
se aplicar AA em ELMs não é trivial. Até mesmo a aplicação
de estratégias invólucro (wrappers), ou seja, aquelas que não
se restrigem a um único tipo de algoritmo de aprendizado,
como SG-net [4] e variantes [5], requer alguma adaptação.
B. Máquinas Extremas
Recentemente, as máquinas extremas (Extreme Learning
Machines - ELMs) são redes - não necessariamente neurais
- com treinamento diferenciado que têm recebido crescente
atenção devido à sua simplicidade e performance, comparável
com o estado da arte [6]. Trata-se de um algoritmo adequado
para AA porque, ainda que pertença a um grupo de algoritmos
complexos, com a capacidade de aproximação universal [6] -
por exemplo, ela tem um ajuste de parâmetros que pode ser
simplificado de uma forma que não ocorre com outros algorit-
mos similares em complexidade e nichos de aplicação como
a máquina de vetores de suporte e o Perceptron multicamadas
[7]. Esse último requer, por exemplo, algum critério de parada
no treinamento e um processo de seleção de modelo que
envolve o ajuste de topologia e parâmetros. Essa característica
da ELM permite um rápido treinamento, algo necessário num
ambiente interativo. O motivo para a baixa necessidade ou
ausência de iterações é explicado a seguir.
Fixado o tipo de nó como o neurônio artificial convencional,
seus parâmetros a ajustar são os valores e quantidade de neurô-
nios/conexões sinápticas da camada oculta. Dada uma função
geradora de pesos aleatórios ou pseudo-aleatórios incluída sua
semente geradora e adotada a restrição de sempre se manter os
pesos na ordem em que são gerados, a quantidade de neurônios
L na camada oculta pode ser vista como o único parâmetro
a se ajustar. Embora possa ser otimizado, esse parâmetro
frequentemente não é crítico [8]. Essa possível não-criticidade
torna a ELM, dentro das restrições apresentadas, capaz de
aprender num passo único e rápido quando comparada a outros
algoritmos similares [6].
Uma ELM é uma rede com uma única camada oculta que
transmite os sinais apenas na direção entrada-saída (Single
Hidden Layer Feedforward Network - SLFN), cujos nós po-
dem ser neurais (aditivo logístico sigmoidal) - como neste
trabalho - ou de diversos outros tipos, como as também
frequentemente usadas funções de base radial [6].
Dados Y o conjunto de vetores que representam os to-
dos rótulos possíveis; x(t), um vetor de atributos descritivos
pertencentes a um exemplo cuja classe se deseja descobrir
no instante t ∈ N; e y(t) ∈ Y , seu vetor associado de
atributos preditivos que é uma representação binária em que os
valores respeitam a restrição de que para um rótulo com índice
correspondente o, yo = 1 e yp = 0∀o 6= p, 1 ≤ p ≤ |Y |; a
função preditiva de uma SLFN com L neurônios ocultos pode
ser representada como segue:
f(x(t)) = argmax
y∈Y
L∑
l=1
βl,c(y)g(alx(t) + bl) = y(t) (1)
onde βl,o é o peso da sinapse que conecta o neurônio
oculto l ao neurônio de saída o; c(z) é uma função auxiliar
que retorna o índice correspondente ao rótulo representado
pelo vetor z ∈ Y ; g é, neste trabalho, a função sigmoide
logística; al é o vetor de pesos do neurônio l com cada valor ai
representando o peso entre a entrada i e o neurônio l e, sendo o
produto interno deste neurônio uma equação de reta no espaço
de parâmetros, bl é o valor de seu viés de deslocamento em
relação à origem. Mais detalhes da formulação da primeira
camada oculta podem ser consultados na literatura sobre o
Perceptron multicamadas convencional [7]. Se β for adotada
como uma matriz, a equação 1 pode ser escrita compactamente
da forma:
Hβ = T (2)
onde H é a matriz de saídas da camada oculta (hidden layer
output matrix) da SLFN, ou seja, cada coluna corresponde à
saída de um neurônio oculto e cada linha corresponde a um
exemplo do conjunto de treinamento; β é a matriz contendo
os pesos que conectam a camada oculta à camada de saída,
ou seja, cada coluna corresponde a um neurônio de saída e
cada linha corresponde a um neurônio oculto; e T é a matriz
objetivo, que contém em cada linha a representação binária y
do rótulo de cada exemplo.
Calcular β, que é análogo a treinar a rede, pode ser feito
por meio do cálculo da pseudo-inversa H† de H [9]:
β = H†T (3)
Uma formulação mais detalhada da ELM pode ser encon-
trada na literatura [6].
C. Máquinas Extremas Incrementais
Em sistemas interativos, frequentemente é adotado o es-
quema incremental de aprendizado. O tempo de treinamento é
reduzido quando é possível aproveitar o resultado de cálculos
prévios durante todo o processo. No caso da ELM, isso é
possível por meio da “máquina extrema incremental”2 (On-
2A nomenclatura usada na literatura de ELMs é inconsistente com a
nomenclatura usual em aprendizado de máquina. Aqui optou-se pela segunda.
line Sequential Extreme Learning Machine - OS-ELM) [10].
A técnica é baseada no algoritmo dos mínimos quadrados
recursivo [11]. H passa a ser considerada em função do
tempo - com subscrito para melhor legibilidade: H(t). Para
ser possível encontrar a solução dos mínimos quadrados de
H(0)β(0) = T(0), que se refere ao conjunto inicial de dados
rotulados (instante t = 0), a pseudo-inversa esquerda H†(0)
deve ser calculada por:
P(0) = (H
>
(0)H(0))
−1 (4)
H†(0) = P(0)H
>
(0) (5)
Assim, é possível realizar um treinamento inicial da rede.
Para os lotes de dados subsequentes, ou seja, quando t > 0,
apenas β(t) e P(t) precisam ser mantidos, onde:
P (t) = P(t−1)−P(t−1)H>(t)(I+H(t)P(t−1)H>(t))−1H(t)P(t−1)
(6)
β(t) = β(t−1) + P(t)H>(t)(T(t) −H(t)β(t−1)) (7)
O cálculo incremental de β(t) e P(t) evita os custos de se
recalcular a pseudo-inversa para cada novo lote de dados.
Além da OS-ELM, outras variantes da ELM têm sido
propostas: ROS-ELM, que evita matrizes mal-condicionadas
por meio do ajuste dos vieses bi [12]; EI-ELM ou EM-ELM,
não-incrementais, que fazem a rede crescer congelando [13]
ou atualizando [14] nós antigos; e, CEOS-ELM, que faz a
rede crescer durante aprendizado on-line [15].
Para o presente trabalho, a OS-ELM “canônica” foi adotada,
pois cada variante tem seus próprias vicissitudes e o propósito
deste trabalho é apenas dar uma primeira impressão a respeito
da performance da ELM com diferentes estratégias. Também
é importante lembrar que, na presença de uma matriz H(0)
mal-condicionada, OS-ELM converge para ELM.
II. TRABALHOS RELACIONADOS
Até onde o conhecimento dos autores permite alcançar, não
existe pesquisa em aprendizado ativo que enfoque ELMs. As
poucas abordagens encontradas usam AA apenas como uma
ferramenta sem maiores desenvolvimentos em torno do AA em
si. Um exemplo é o standard deviation query-by-bagging [16],
que é conceitualmente próximo à amostragem por incerteza e
próximo à Query-by-Committee. É uma abordagem genérica
no sentido de que ela pode ser aplicada em um ensemble
de modelos gerados por qualquer algoritmo de aprendizado.
Outro exemplo é o fixation-based active learning, que treina
uma ELM para ser usada como uma tabela de mapeamento de
cores (color look-up table) para segmentação. Na parte de AA,
é calculada a entropia de um histograma feito das intensidades
em uma região circular [17]. Novamente, AA é usado apenas
como uma ferramenta independente do classificador adotado.
Outro, menos relacionado, exemplo é a incerteza de um
framework bayesiano não-paramétrico baseado em ELMs [18].
À parte desses trabalhos isolados, nenhum estudo comparativo
abrangente foi encontrado na literatura de aprendizado de
máquina.
Nas seções seguintes, as seguintes estratégias de AA são
revisadas: amostragem por incerteza, busca no espaço de
hipóteses, redução do erro esperado, amostragem ponderada
pela densidade e amostragem baseada em agrupamento. Query
by Committee foi excluída da comparação para evitar que
houvesse um ganho de acurácia devido ao fato do aprendiz
ser um ensemble e devido a restrições de espaço textual.
Todas as estratégias são apresentadas juntamente com suas
ordens de complexidade características. O número de classes
permanece indicado por |Y | e a quantidade inicial de exemplos
é |U| - mantendo a notação usual de os símbolos U e L
representarem a reserva de exemplos [1] e o conjunto de
exemplos já rotulados, respectivamente.
A. Amostragem por Incerteza
Provavelmente a mais simples medida de informatividade
para se decidir quando selecionar um exemplo (ou grupo de
exemplos, na proposta original) é a máxima probabilidade a
posteriori dada por um modelo probabilístico [2]:
Pmax(x) = max
y∈Y
P (y|x) (8)
Para ELMs e outras redes neurais, o achatamento da saída
é uma forma comum e simples de se simular uma distribuição
de probabilidades. Trata-se do primeiro exemplo de adaptação
necessária para se adequar a ELM a uma estratégia de AA.
Neste trabalho, a mesma função logística g aplicada no cálculo
das saídas da camada oculta é adotada na fase preditiva da
camada de saída:
P (yo = 1|x) = g(f(x)o)∑
1≤p≤|Y | g(f(x)p)
(9)
A estratégia de amostragem por incerteza consiste em
consultar o exemplo mais informativo, ou seja, aquele com
a menor Pmax(x), com o intuito de se explorar a fronteira
de decisão no espaço de exemplos. A complexidade dessa
estratégia é O(1). Isso significa que ela requer apenas um
treinamento por consulta.
B. Busca no Espaço de Hipóteses
Duas estratégias que exploram o espaço de hipóteses são
SGmulti e SGmultiJS [5]. Elas induzem modelos específicos
para cada rótulo. Cada modelo, assim, tem uma aproximação
das hipótese mais geral (θG) e a conjunção de todos os mode-
los contém uma aproximação das hipóteses mais específicas de
cada rótulo (θS). Isso feito por meio da rotulação artificial de
todos os exemplos presentes na reserva de acordo com a meta
de cada modelo, que é a representar a hipótese mais geral
para um dado rótulo. Uma vez gerados os modelos com os
exemplos artificiais, os exemplos para consulta passam a ser
amostrados da região de desacordo entre todos os modelos. A
ordem de complexidade do SG-multi é O(|Y |).
C. Redução do Erro Esperado
A estratégia de redução de erro adotada neste trabalho é
baseada na Entropy Reduction Example. É um método que
busca pelo exemplo que mais reduz a entropia, e considera
implicitamente a informação sobre o agrupamento subjacente,
ao invés de depender apenas dos escassos exemplos rotulados
[19]. Essa variante de estratégias de redução de erro foi
adotada dado que uma performance superior à original foi
reportada pelos autores.
Para cada exemplo candidato com vetor descritivo x obtido
da reserva U , seu rótulo mais provável, representado pelo vetor
preditivo y′, é calculado de forma otimista:
y′ = argmin
y
∑
u∈U
O(x, θL∪{〈u,y〉}) (10)
onde O é a função objetivo.
Seguindo a escolha do artigo original, neste trabalho, optou-
se pela entropia como função objetivo. Adicionalmente, a
acurácia também foi adotada.
Apenas cem exemplos foram amostrados de U em cada
iteração devido à alta complexidade computacional do método
(O(|U|2)).
D. Amostragem Ponderada por Densidade
A proposta geral das amostragens ponderadas por densidade
é o uso da medida de densidade de informação [20]:
ID(x) = O(x)
1
|U|
∑
u∈U
sim(x,u) (11)
ou a utilidade de treinamento [21], sua sucessora natural e
adotada neste trabalho:
TU(x) = ID(x)(
∑
l∈L
sim(x, l))−1 (12)
Qualquer medida de similaridade sim(x,u) e informa-
tividade H(x) podem ser adotadas. Neste trabalho, duas
distâncias d(x,u) foram comparadas (euclidiana e Manhattan)
e transformadas numa medida de similaridade pela seguinte
fórmula:
sim(x,u) =
1
1 + d(x,u)
(13)
A ordem de complexidade é O(1), se os |U|2 cálculos de
distância forem devidamente armazenados em memória para
futuro acesso rápido.
E. Amostragem por Agrupamento
O processo de aprendizado pode explorar agrupamentos
naturais na reserva, pois são independentes da existência de
rótulos. Essa abordagem é uma alternativa à realização de
consultas que enfocam a fronteira de decisão ou o manejo
de hipóteses citados anteriormente. Uma tal abordagem é a
amostragem hierárquica [22]. Os exemplos têm maior pro-
babilidade de serem consultados se pertencerem aos grupos
mais impuros e representativos. A implementação original do
autor foi adotada neste trabalho com o mesmo algoritmo de
agrupamento: Ward’s average linkage method3.
3 Implementação disponível no Weka [23].
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Figura 1. Largo intervalo funcional para L na base Abalone em [10; 300].
Acurácia é dada por uma execução de validação cruzada em 10 partes.
III. EXPERIMENTOS
Nesta seção são apresentadas algumas considerações sobre
a escolha da topologia da rede e a metodologia experimental.
São também apresentadas as bases de dados utilizadas e os
resultados obtidos.
A. Topologia
Ambas OS-ELM e ELM requerem uma camada oculta de
tamanho L pré-definido. Usualmente, L é muito menor que o
número N de exemplos de treinamento. L próximo a 1 resulta
em subajustamento e rápido treinamento, enquanto que L pró-
ximo a N resulta em sobre-ajustamento e lento treinamento.
Apesar da existência desses dois limites extremos, um largo
intervalo operacional para L não é raro, como é ilustrado pela
curva na Figura 1 para a base Abalone [24] com exemplos
das primeiras onze classes mais frequentes. Qualquer valor de
L no intervalo [10; 300] geraria um modelo capaz de atingir
uma acurácia superior a 28% e inferior a 30%.
Como o viés deste trabalho é exploratório com relação à
viabilidade de AA com ELMs, foi adotado L = Lsqrt =
round(
√
N), por simplicidade, como um compromisso entre
baixa complexidade do modelo e baixa perda de acurácia.
Dessa forma L cresce junto com o crescimento de N durante
o processo de aprendizado ativo. Isso ajuda a acomodar as
novas informações, possivelmente reveladoras de um problema
cada vez mais complexo, por meio da adição de neurônios.
Esse crescimento de topologia é complementar ao aprendizado
incremental proporcionado pela OS-ELM. Isso implica numa
reconstrução da rede a cada Lsqrt exemplos, num total de
round(
√
Q) vezes; onde Q é o número total de consultas
que terão sido realizadas no final do processo. Dessa forma, a
presente escolha de topologia não incorre na adição de tempo
de processamento significativo.
Adicionalmente, durante o processo de AA, o modelo em
evolução não é completo nos primeiros instantes e possivel-
mente não o será nos momentos seguintes. Consequentemente,
um sub ou sobre-ajustamento não é necessariamente indesejá-
vel, pois a prioridade nessa fase de evolução é a qualidade das
consultas geradas e não a acurácia diretamente. Assim, a heu-
rística escolhida para a topologia pode se mostrar apropriada
para outras aplicações além da simples comprovação empírica
da validade de se aplicar AA em ELMs.
B. Metodologia
Nos experimentos, o processo de aprendizado ativo é di-
vidido em duas fases: amostragem e treinamento Para cada
nova consulta, um novo modelo é construído/atualizado e
testado contra exemplos desconhecidos deixados à parte. Dez
execuções de validação cruzada em dez partes foram aplicadas
[25]. Os exemplos duplicados foram removidos. Cada parte
dos exemplos foi usada como a reserva de exemplos não-
rotulados - como adotado por [26].
Ainda nos experimentos, foi assumido que o rótulo de
um exemplo de cada classe era conhecido de antemão antes
do processo de amostragem 4. Um ou mais exemplos pré-
rotulados por classe têm sido usados na literatura [27].
C. Critério de parada
O aprendizado é interrompido após Q consultas, onde Q é
dependente da base de dados e do aprendiz. Q foi cuidadosa-
mente definido como o número de consultas necessárias para
que a melhor estratégia atinja a acurácia passiva média [5].
A qualidade do modelo aprendido é medida pela acurácia
média de todos pontos no tempo, desde a primeira consulta
até Q consultas. O valor resultante é usualmente chamado de
Area under the Learning Curve [28].
D. Bases de dados
Vinte e oito bases de dados foram obtidas do repositório
UCI [24]. Elas são detalhadas na Tabela I.
E. Resultados
Na Tabela II, todos os pares de estratégias são comparações
que consistem na sumarização por posição de ranqueamento
em cada base de dados baseada nos valores da ALC das
tabelas III e IV. Cada símbolo sr,c de uma célula na linha r
e coluna c indica que a estratégia r é melhor que a estratégia
c dentro do intervalo de confiança 0.05 de acordo com o teste
de Friedman com o teste post hoc de Nemenyi [29]. Esses
resultados sugerem que a ELM tem maior afinidade com a
estratégia DWTU e, em menor grau, com SGmulti. Entre-
tanto, essas duas estratégias foram bem sucedidas com outros
classificadores também em outro estudo [5]. Isso levanta a
questão de não ser realmente um caso de afinidade com o
classificador, mas de superioridade das duas estratégias em
termos gerais. Considerando ambos estudos, este e o anterior,
essas estratégias são, em geral, melhores do que as outras,
independentemente do algoritmo de aprendizado adotado. Isso
pode ser confirmado pela alta concentração de valores em
negrito na Figura 3. Adicionalmente, pode-se notar que o
desempenho da ELM foi similar ao desempenho da VFDT.
Quando SGmulti é melhor que as outras estratégias, DWTU
é igualmente melhor. Consequentemente, por simplicidade, é
possível considerar-se apenas as estratégias Aleatória e DWTU
4Exceto para a estratégia por agrupamento.
Tabela I
DETALHAMENTO DAS BASES DE DADOS. A ÚLTIMA COLUNA INDICA A
PROPORÇÃO DE EXEMPLOS DA CLASSE MAJORITÁRIA.
Dataset N #Num/#Nom #Classes %Majoritary class
1-colon32 62 32/0 2 0.65
2-bodies 62 3721/0 2 0.55
3-subject 63 229/0 2 0.56
4-hayes-roth 84 4/0 3 0.37
5-accute-i 99 1/6 2 0.56
6-leukemia-h 100 50/0 2 0.51
7-breast-t 105 9/0 6 0.21
8-tae 106 3/2 3 0.36
9-molecular-p 106 0/57 2 0.50
10-iris 147 4/0 3 0.34
11-wine 178 13/0 3 0.40
12-connection 208 60/0 2 0.53
13-newthyroid 215 5/0 3 0.70
14-statlog-h 270 13/0 2 0.56
15-flare 287 0/11 6 0.30
16-ionosphere 350 34/0 2 0.64
17-monk1 432 0/6 2 0.50
18-breast-c 569 30/0 2 0.63
19-balance 625 4/0 3 0.46
20-australian 690 8/6 2 0.56
21-pima 768 8/0 2 0.65
22-vehicle 846 18/0 4 0.26
23-tic-tac-toe 958 0/9 2 0.65
24-vowel 990 10/0 11 0.09
25-yeast 1269 8/0 4 0.35
26-cmc 1358 2/7 3 0.44
27-wineq-r 1359 11/0 6 0.42
28-car 1728 0/6 4 0.70
#nominal
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#instances
Random
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Random
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Figura 2. Árvore de decisão demonstrando o uso de meta-atributos na escolha
de uma estratégia de AA adequada. A pureza de cada folha é exibida entre
parênteses
numa tentativa de análise do efeito dos meta-atributos das
bases de dados sobre a decisão de se aplicar AA ou não.
Para tanto, poder-se-ia construir uma árvore de decisão como
a mostrada na Figura 2. Uma interpretação possível para a
árvore é que pequenas bases de dados com muitos (mais de
seis) atributos nominais, a DWTU provavelmente não será
melhor do que a amostragem aleatória e por conseguinte
poderá ser trocada por essa, caso o tempo de processamento
seja relevante. Entretanto, devido ao relativamente pequeno
número de bases utilizadas e alto desvio padrão nas tabelas
III e IV, qualquer conclusão para além daquelas suportadas
pelo teste de Friedman devem ser tiradas criteriosamente.
Tabela II
UM CONTRA UM: CADA ASTERISCO INDICA QUANDO A ESTRATÉGIA NA
LINHA É MELHOR QUE A ESTRATÉGIA NA COLUNA.
1 2 3 4 5 6 7 8 9 10
1 - Random -
2 - Uncertainty -
3 - Cluster-based -
4 - Margin - *
5 - SGmulti * - * *
6 - SGmultiJS -
7 - EER entr. -
8 - EER acc. * -
9 - DWTU euc. * * * * * -
10 - DWTU man. * * * * * * * -
Tabela III
ALC/DESVIO PADRÃO PARA OS Q EXEMPLOS CONSULTADOS. O MAIOR
VALOR DE CADA BASE ESTÁ EM NEGRITO.
Dat. Random Uncert. Cluster Margin SGmulti
1 0.57/0.08 0.55/0.06 0.58/0.08 0.55/0.06 0.57/0.08
2 0.68/0.08 0.66/0.08 0.67/0.08 0.66/0.08 0.68/0.09
3 0.56/0.04 0.57/0.04 0.56/0.03 0.57/0.03 0.57/0.05
4 0.43/0.03 0.40/0.03 0.42/0.04 0.40/0.04 0.42/0.04
5 0.76/0.08 0.77/0.09 0.78/0.07 0.77/0.09 0.78/0.07
6 0.66/0.05 0.65/0.06 0.67/0.05 0.65/0.06 0.67/0.04
7 0.50/0.04 0.46/0.04 0.50/0.03 0.50/0.04 0.50/0.03
8 0.53/0.04 0.52/0.04 0.53/0.04 0.52/0.04 0.51/0.05
9 0.40/0.04 0.41/0.04 0.39/0.03 0.40/0.04 0.40/0.04
10 0.81/0.04 0.80/0.05 0.82/0.04 0.83/0.04 0.83/0.04
11 0.77/0.07 0.77/0.08 0.76/0.08 0.78/0.08 0.78/0.07
12 0.57/0.02 0.57/0.04 0.58/0.02 0.57/0.04 0.58/0.03
13 0.76/0.03 0.76/0.05 0.76/0.03 0.77/0.05 0.78/0.02
14 0.72/0.03 0.72/0.05 0.72/0.04 0.72/0.05 0.72/0.04
15 0.38/0.03 0.39/0.04 0.37/0.04 0.39/0.03 0.38/0.03
16 0.74/0.03 0.73/0.04 0.74/0.03 0.73/0.04 0.75/0.03
17 0.62/0.03 0.60/0.03 0.63/0.03 0.60/0.03 0.63/0.04
18 0.86/0.05 0.87/0.04 0.86/0.05 0.87/0.04 0.87/0.04
19 0.81/0.02 0.79/0.03 0.81/0.02 0.82/0.02 0.82/0.02
20 0.78/0.02 0.79/0.03 0.78/0.02 0.79/0.03 0.79/0.02
21 0.72/0.02 0.71/0.01 0.71/0.01 0.71/0.01 0.72/0.01
22 0.60/0.02 0.58/0.02 0.60/0.02 0.61/0.02 0.60/0.02
23 0.67/0.02 0.67/0.01 0.66/0.02 0.67/0.01 0.67/0.02
24 0.38/0.02 0.33/0.01 0.39/0.01 0.42/0.01 0.41/0.01
25 0.57/0.01 0.56/0.01 0.58/0.01 0.58/0.01 0.58/0.01
26 0.44/0.01 0.44/0.01 0.44/0.01 0.44/0.01 0.44/0.01
27 0.54/0.01 0.53/0.01 0.54/0.01 0.54/0.01 0.54/0.01
28 0.73/0.03 0.72/0.03 0.73/0.03 0.74/0.03 0.74/0.03
IV. CONCLUSÕES
Este trabalho é provavelmente o primeiro focado no uso
de AA com ELMs. Os resultados são promissores. Eles
demonstram consistentemente que pelo menos duas estra-
tégias aumentam a acurácia da ELM quando comparadas
ao aprendizado convencional/passivo (amostragem aleatória).
Consequentemente, muitas aplicações com ELM podem se be-
neficiar de uma potencial queda exponencial na complexidade
de rotulação [30] e suas associadas economias de recursos
financeiros. Um ajuste mais adequado da topologia da ELM
pode realçar esses resultados. Uma estratégia especialmente
voltada para ELMs é planejada para trabalhos futuros.
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Tabela IV
ALC/DESVIO PAD. PARA OS Q EXEMPLOS CONSULTADOS.
(CONTINUAÇÃO)
Dat. SGmu.JS EER ent. EER acc DWTUe. DWTUm.
1 0.58/0.09 0.56/0.08 0.56/0.08 0.57/0.09 0.57/0.09
2 0.66/0.09 0.66/0.10 0.68/0.07 0.68/0.09 0.68/0.09
3 0.57/0.05 0.55/0.04 0.56/0.03 0.56/0.04 0.57/0.05
4 0.40/0.03 0.42/0.04 0.42/0.03 0.43/0.03 0.44/0.03
5 0.77/0.06 0.78/0.07 0.78/0.08 0.80/0.07 0.81/0.06
6 0.65/0.05 0.67/0.05 0.67/0.04 0.67/0.05 0.67/0.04
7 0.51/0.04 0.48/0.04 0.49/0.04 0.51/0.03 0.51/0.03
8 0.51/0.03 0.52/0.04 0.52/0.03 0.53/0.04 0.51/0.04
9 0.41/0.03 0.40/0.03 0.41/0.03 0.41/0.05 0.40/0.04
10 0.82/0.04 0.77/0.06 0.83/0.03 0.84/0.04 0.84/0.04
11 0.76/0.08 0.75/0.08 0.77/0.08 0.78/0.08 0.79/0.08
12 0.56/0.03 0.57/0.03 0.57/0.03 0.57/0.02 0.58/0.03
13 0.70/0.04 0.74/0.04 0.73/0.06 0.79/0.03 0.79/0.02
14 0.70/0.05 0.72/0.05 0.73/0.04 0.72/0.05 0.73/0.04
15 0.39/0.03 0.39/0.03 0.38/0.03 0.39/0.04 0.39/0.04
16 0.70/0.05 0.74/0.05 0.73/0.04 0.75/0.04 0.75/0.04
17 0.61/0.04 0.63/0.04 0.63/0.03 0.61/0.03 0.62/0.04
18 0.86/0.04 0.86/0.05 0.86/0.05 0.87/0.05 0.88/0.04
19 0.79/0.02 0.81/0.02 0.80/0.02 0.83/0.03 0.83/0.02
20 0.78/0.03 0.79/0.02 0.79/0.02 0.79/0.02 0.79/0.02
21 0.70/0.02 0.71/0.01 0.71/0.01 0.71/0.02 0.71/0.01
22 0.58/0.03 0.59/0.02 0.60/0.02 0.62/0.02 0.62/0.02
23 0.66/0.02 0.67/0.02 0.67/0.02 0.67/0.02 0.67/0.02
24 0.33/0.03 0.35/0.01 0.39/0.01 0.45/0.01 0.45/0.02
25 0.57/0.01 0.57/0.01 0.57/0.01 0.58/0.01 0.58/0.01
26 0.44/0.01 0.44/0.01 0.44/0.01 0.44/0.01 0.44/0.01
27 0.54/0.01 0.54/0.01 0.54/0.01 0.55/0.01 0.55/0.01
28 0.72/0.03 0.73/0.03 0.73/0.03 0.74/0.03 0.74/0.03
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Figura 3. Amostragem aleatória e melhores estratégias comparadas para cinco classificadores: 5-NN, C4.5, ELM, VFDT/HT e Naive Bayes (NB) configurados
conforme artigo prévio [5]. Como mencionado no texto, a topologia da ELM não foi otimamente ajustada.
