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Abst rac t - -We establish some notions of convexity of set-valued maps. This notions are general- 
ization of the notions of convexity of notions of convexity of vector-valued maps. Also we investigate 
some relations among the generalized concepts of convexity. 
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1. INTRODUCTION AND PREL IMINARIES  
It is well known that the notions of convexity of sets and functions play an important role 
in various fields of mathematics. For example, separation theorem, fixed point theorem, and 
minimax theorem are closely connected with convexity. The notion of convex functions has been 
extended in several ways in order to generalize results above; see [1-3]. 
Also, set-valued analysis has been very widely developed and produced many applications in 
recent years. For example, fixed point theorem for set-valued maps has been generalized by many 
authors and has been applied to various problems, game theory, economic theory, and so on. 
The aim of this paper is to generalize of convexity from vector-valued maps to set-valued maps 
and to investigate some relations among the generalized notions of convexity of set-valued maps. 
First, we give the preliminary terminology used throughout this paper. Let X be a real vector 
space, let C be a convex set of X, let Y be a real topological vector space, let P be a convex 
cone in Y, and let Y* be the continuous dual space of Y. For any vector space V, let 0v be the 
null vector in V. 
For a nonempty subset A of Y, we set A + = {y* c Y*i(y*,a) > O, for a l la  E A}, and 
A -  - {y* • Y*i(y*, a) < 0, for all a • A}. Obviously, A + and A-  are nonempty w*-closed 
convex cone in Y*. Hence, the set A + is called the positive polar cone of A, and A -  is called the 
negative polar cone of A. 
We define a relation _<p in Y by the convex cone P: for Yl, y2 • Y, Yl --~P Y2 ¢=:=~ Y2 --Yl • P. 
If P is pointed, that is P M ( -P )  = {0y}, this relation <p is an order relation in Y. In this 
paper, however, we need not consider that P is pointed. 
Next, we mention about set-valued map. F is called a set-valued map from C to Y if F is a map 
from C to 2 Y, which is the power set of Y, and then, we write F : C ~ Y. For a set-valued map 
F :  C ~ Y, we define Graph(F) - {(x,y) ] x • C, y • F(z)}, Dom(F) -- {x • C I F(x) ¢ 0}, 
and Im(F) - F(C) -- Uxec F(x). The set Graph(F) is called the graph of F, Dom(F) is called 
the domain of F, and Im(F) is called the image of F. In this paper, we consider the case 
C = Dom(F). 
A set-valued map F : C ~-* Y, there are two ways to define inverse image. For a subset M 
of Y, F-X(M) -- {x • C IF(x)MM ~ 0}; F+l(M) =- {x • C IF(z  ) C M}. The subset F- l (M)  
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is called the inverse image of M by F and F+I (M)  is called the core of M by F. The reason 
why there are two inverse image of a set-valued map is based on the following: let A, B be two 
subsets; then the conditions A n B # 0 and A C B are equivalent when A is singleton; that is 
A = {a}. Hence, F- I (M)  and F+I (M)  coincide when F is a single-valued map. 
A set-valued map F is said to be convex-valued (respectively closed-valued, compact-valued, 
and so on) if for any x • C, the set F(x) is a convex set (respectively a closed set, a compact set, 
and so on). 
2. DEF IN IT IONS OF  CONVEXITY  
FOR SET-VALUED MAPS AND THEIR  RELAT IONS 
Next, we mention various types of convexity for set-valued maps. We will generaliz~concepts 
of convexity for vector-valued maps to set-valued maps. About concepts of convexity5f vector- 
valued maps, see [3]. 
We note that there are many ways of the generalization. The great part of this reason is that 
there are two inverse images of a set-valued map F, F -1 and F +1. 
For example, we produce some conditions for set-valued maps by generalizing the concept of 
convex for vector-valued maps. A vector valued map f : C --* Y is said to be convex if for every 
Xl, x2 • C, and A • (0,1), 
f (Ax l+(1  - A)x2) ~p A f (x l )+(1  - A)f(x2). 
This condition is equivalent the following condition: 
~X 1 -~- (1 -- ~)X 2 • f - - l (Af(Xl)  + (1 -- A)f(x2) -- P). 
Hence, generalizations of the concept of convex for vector-valued maps as follows: 
(I) Axl + (I - A)x2 C F-I(AF(xl) + (I - A)F(x2) - P). 
(II) For any Yl • F (X l )  and Y2 • F(x2), )~Xl + (1 - fl)x2 • F - I (Ay l  + (1 - fl)y2 - P). 
(IIl) AXl + (I - A)x2 • F+I(AF(xl)  + (1 - A)F(x2) - P). 
(IV) For any Yl • F(x l )  and Y2 • F(x2), AXl + (1 - A)x2 • F+I(Ayl  + (1 - A)y2 - P). 
Clearly, (II)=~(I), (III)=~(I), (IV)=~(II), and ( IV)~( I I I ) .  
Hence, in a similar fashion, we can define four notions of convexity of set-valued maps for most 
of notions of convexity of vector-valued maps. In this paper, however, we construct definitions 
of convexity of set-vaiued maps by using type of (II). 
DEFINITION 2.1. A set-valued map F : C ~-~ Y is said to be 
(i) convex if for every xl, x2 • C, yl • F(Xl), Y2 • F(x2), and A • (0,1), there exists 
y • F(Axl + (i - A)x2) such that 
y <p Ayl + (1 - A)y2; 
(ii) convex like if for every Xl, x2 e C, Yl 6 F(Xl), Y2 e F(x2), and A 6 (0, 1), there exists 
(x, y) 6 Graph(F)  such that 
y <p Ayl + (1 - A)y2; 
(iii) properly quasiconvex if for every xl, x2 6 C, Yl e F(Xl), Y2 E F(x2), and A E (0, 1), there 
exists y E F(AXl + (1 - A)x2) such that 
e i thery_<py l  or Y_<PY2; 
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(iv) quasiconvex if for everyx l ,  x2 • C, Yl • F(Xl),  Y2 • F(x2),  and A • (0,1), i f y  • Y 
satis/~es Yl _<P Y and Y2 <P Y, then there exists y' • F(Axl  + (1 - A)x2) such that 
y' ~p Y; 
(v) naturally quasiconvex (cf. [3]) if for every xl, x2 • C, Yl • F(Zl ) ,  Y2 • F(x2),  and 
A • (0, 1), there exists y • F(AXl + (1 - ,~)x2) and r] • [0, 1] such that 
Y --~P ?]Yl ÷ (1 -- 7])y2; 
(vi) *-quasiconvex (c£ [2]) if for each y* • P+, function 
x,  ~ inf (y*,y) 
yEF(x) 
is quasiconvex on C. 
In Definition 2.1, if F is single-valued, (i) is equivalent o the concept of ordinary convex of 
vector-valued maps. Moreover if Y = R, (iii), (iv), (v), and (vi) are equivalent o the concept 
of ordinary quasiconvex of real-valued functions. If F is a set-valued map, however, some of 
the conditions are not always equivalent. Then we have some relations among the notions of 
convexity of set-valued maps in the following proposition. 
PROPOSITION 2.1. The following statements hold: 
(1) Every convex set-valued map is also convex like. 
(2) Every convex set-valued map is also naturally quasiconvex. 
(3) Properly quasiconvex set-valued map is also naturally quasiconvex. 
(4) Naturdly quasiconvex set-valued map is also quasiconvex. 
(5) Naturally quasieonvex set-valued map is also .-quasiconvex. 
Now we mention graphical images of notions of convexity of set-valued maps in the following 
proposition. 
PROPOSITION 2.2. The following statements hold: 
(1) F is convex if and only i f  Graph(F)  + {Ox} x P is a convex set. 
(2) F is convex like if and only if F(C) + P is a convex set. 
(3) F is quasiconvex if and only if for ali y E Y, the set F- l (y  - P) is a convex set. 
Next, we investigate two relations among notions of convexity of set-valued maps. To consider 
this, it is necessary some topological assumptions, closed, continuous, and so on. First, we 
mention some relation between .-quasiconvex and natural ly quasiconvex in the following theorem. 
THEOREM 2.1. Assume that Y is a locMly convex space and F(x) + P is dosed convex for ali 
z c C. I f F  is *-quasiconvex, then F is a/so naturally quasiconvex. 
PROOF. The proof is by contradiction. Assume that F is not naturally quasiconvex. Then, there 
exist xl, x2 c C, Yl • F(xl) ,  Y2 • F(x2),  ,~ • (0, 1) such that 
F(Axt + (1 - A)x2) ~ {[Yl,y2] - P} = 9, 
where [Yl,Y2] --- {Ayl + (1 - A)y2 I A E [0, 1]}. This condition is equivalent o the following: 
F(i~xl + (1 - ,k)x2) - [Yl, Y2] + P ~ 0y. 
Since F(AXl + (1 -  A)x2)÷-P is closed convex and [Yl, Y2] is compact convex, we have F(Axl  + (1 -  
A)x2) - [Yl, Y2] + P is closed convex. Hence, by separation theorem, there exist y--; E Y* \ {0w. } 
and a c R such that 
<7,y)  - nyl  + (1 - ny2)> + <F,p)  > > 0 
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for all ~7 e [0, 11, p E P, and y e F(Axl + (1 - A)xg.). Since (y-V,p} is bounded below with respect 
to p E P, we deduce that  y--; E P+.  Then, we have 
inf (y -~- ,y}>max~ inf (~-,y}, inf (~-,y}}. 
yEF( Axl +(1- A )x2) ( yEF(xl ) yEF(x2 ) 
This contradicts that  the function x ~-+ infyeF(.) (~-, y) is quasiconvex. I 
Finally, we mention some relation between natural ly quasiconvex and convex like. For this, 
we recall two concepts of continuity for set-valued function, lower semicontinuous and upper 
semicontinuous. A set-valued map F : C ~ Y is said to be 
(i) lower semicontinuous (1.s.c.) at x E C if for any open set U with F(x) n U ~ O, there 
exists a neighborhood V of x such that V C F-I(U). 
(ii) upper semicontinuous (u.s.c.) at x E C if for any open set U with F(x) C U, there exists 
a neighborhood V of x such that V C F+I(U). 
F is said to be lower semicontinuous (respectively u.s.c.) if and only if it is lower semicontinuous 
at every point of C (respectively u.s.c.). When F is a single-valued map, (i) and (ii) are equivalent 
to the continuity of vector-valued maps. Then we have the following theorem. 
THEOREM 2.2. We assume that P is closed and F is upper semicontinuous and convex valued. 
If F is naturally quasiconvex then it is convex like. 
PROOF. This theorem proves by contradiction. We assume that F is not convex like. Then, 
there exist xl ,  x2 E C, Yl E F (x l ) ,  Y2 E F(x2),  A E (0, 1) such that 
F(C) n {Ayl + (1 - A)y2 - P} = 0, 
and hence, 
F([zl, x2]) N {AYl + (1 - A)Y2 -- P} = O, (2.1) 
where [xl,x2] --- {Axl + (1 - A)x2 I A E [0, 1]}. Also, we define the following vectors and sets: for 
all A E [0, 11, 
BI-= U 
Ae[~,l] 
x(A) - AXl + (1 - A)x2 
(y(A) - P )  \ (y(A) - P )  
and y(A) -- Ayl + (1 - A)y2; 
and B2-  U (y (A) -P ) \ (y (A) -P ) .  
~e[o,~l 
From natural ly quasiconvexity of F ,  for each A E [0, 1], 
F(x(A))N U (y (A) -P )¢O.  
'qE[0,1] 
Here, we define the number a - sup{A E [0, 1] [ F(x(~l)) n B2 ¢ 0, V77 E [0, A]}. Clearly a E [0, 11 
because F(x(O))NB2 = F(x2)NB2 ¢ 0. From (2.1) and convexity of F(x(a)), one of the following 
conditions, (2.2) and (2.3), holds: 
F(x(a)) NB1 ~ 0 and F(x(a)) n B2 = 0; (2.2) 
F(x(a)) NB1 = O and F(x(a)) N B2 ~ 0. (2.3) 
First, we consider the case when (2.2) is true. Clearly, a ¢ 0. From (2.1) and (2.2), F(x(a)) n 
{B2 U (y(~) - P)} = 0. Then 
D 
F(x(a)) C {B2 U (y(A) - p)}c. 
Now, we show that B2 U (y(~) - P)  is a closed set in Y. In fact, let a net {z~} C B2 U (y(A) - P)  
converges to z E Y. Since B2 U (y(~) - P)  = U~e[0,$l(y(A) - P) ,  there exists {As} C [0,A] 
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and {p~} C P such that  z~ = y(A~) -p~.  Since the set [y(0),y(~)] is compact, there exist a 
subnet {~} c {c~} and ~ • [0,~] such that  l imzy(A~) = y(A) and - l im~p~ = l imz(zz - y(A~)) 
= z - y(~). Since P is closed, z - y(~) • -P .  Hence z • y(~) - P C U~E[0,$I(y(A) - P).  Thus, 
B2 u (y(A) - P)  is a closed set in Y. 
Since {B2 U (y(~) - p)}c is an open set and F is upper semicontinuous, there exists a neigh- 
borhood V of x(a) such that  
f (v )  n {B2 u - P )}  = 0. 
From this, there exists c e (0,a) such that  [x(c),x(a)] c V. Hence, for each A • [c,a], F(x(A)) 
B2 = 0. This contradicts the definition of a. 
In the similar way, it is shown that (2.3) is not true. This is a contradiction. 
Consequently, we have completed the proof. | 
REMARK 2.1. Theorem 2.2 is a generalization of Lemma 2.1(iv) in [3]. 
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