Abstract. Kolmogorov introduced a combinatorial measure of the information I(x : y) about the unknown value of a variable y conveyed by an input variable x taking a given value x. The paper extends this definition of information to a more general setting where 'x = x' may provide a vaguer description of the possible value of y. As an application, the space P({0, 1} n ) of classes of binary functions f : [n] → {0, 1}, [n] = {1, . . . , n}, is considered where y represents an unknown function t ∈ {0, 1}
Introduction
Kolmogorov [5] sought for a measure of information of 'finite objects'. He considered three approaches, the so-called combinatorial, probabilistic and algorithmic. The probabilistic approach corresponds to the well-established definition of the Shannon entropy which applies to stochastic settings where an 'object' is represented by a random variable. In this setting, the entropy of an object and the information conveyed by one object about another are well defined. Kolmogorov's algorithmicnotion of the information contained in a finite binary string s is the length of the minimal-size program that can compute it and is denoted by K(s). This notion of the information contained in s, which is fundamentally different from the Shannon information since s is non-stochastic, has been developed into the so-called Kolmogorov Complexity field [6] .
In the combinatorial approach, Kolmogorov investigated another non stochastic measure of information for an object x. Here x is taken to be a variable with a range of possible values in some finite set E = {x 1 , . . . , x n } ⊂ X where X is any set of objects. To distinguish between a variable and its possible values we use sans serif fonts such as x to denote variables and normal fonts x to denote fixed elements of sets. We write x ⊂ E to denote that the unknown value of the variable x is contained in E while x ∈ E refers to a specific x as being an element of E. Kolmogorov [5] defined the 'entropy' of x as H(x) = log |E| where |E| denotes the cardinality of E and all logarithms henceforth are taken with respect to 2. If the value of x is known to be x then this much entropy is 'eliminated' by providing log |E| bits of 'information'.
The conditional entropy between two variables x and y is defined based on a set A ⊆ X × Y that consists of all 'allowed' values of pairs (x, y) ∈ X × Y . The entropy of y is defined as H(y) = log |Π Y (A)| where Π Y (A) ≡ {y ∈ Y : (x, y) ∈ A} denotes the projection of A on Y . Let A x = {y ∈ Y : (x, y) ∈ A}
then the conditional combinatorial entropy of y given 'x = x' is defined as
Kolmogorov defines the information conveyed by 'x = x' about y by the quantity
where in both definitions one of the variables, in this case x, takes a known fixed value x while the second variable y is left unknown. In many applications, knowing 'x = x' conveys only vague information about y. For instance, in problems which involve the analysis of discrete classes of structures, e.g., sets of Boolean functions on a finite domain, an algorithmic search is made for some optimal element in this set based only on partial information. Formally, let n be a positive integer and consider the domain [n] = {1, . . . , n}. Let F = {0, 1}
[n] be the set of all binary functions f : [n] → {0, 1}. The power set P(F ) represents the family of all sets G ⊆ F . Let us denote by M a property of a set G and write G |= M. Suppose that we seek to know some unknown target function t ∈ F . Any partial information about t which may be expressed by t ∈ G |= M can effectively reduce the search space. Typically, one is interested in some estimate of the value of such partial information. Kolmogorov's framework may be applied here by letting the variable x take as values x the possible descriptions of properties M of subsets G ⊆ F . The variable y represents the unknown 'object', i.e., the target t, which may be any element in F . The input 'x = x' conveys that t is in some subset G that has some particular property M x . Therefore as a measure of information, one option is to compute the value I(x : y) of the information in x about y.
Kolmogorov's combinatorial representation of information (3) is not sufficient in this setting since it requires that the target y be restricted to a fixed set A x on knowledge of 'x = x'. To see this, suppose it is given that x = x, i.e., that t is in a set that satisfies property M x . Consider the collection {G z } z∈Zx of all subsets G z ⊆ F that have this property. Clearly, t ∈ z∈Zx G z hence we may at first consider A x = z∈Zx G z . However, this ignores some useful information implicit in this collection as we now show: consider two properties M 0 and M 1 with corresponding index sets Z x0 and Z x1 such that z∈Zx 0
Suppose that most of the sets G z , z ∈ Z x0 are small while the sets G z , z ∈ Z x1 are large. Clearly, property M 0 is more informative than M 1 since starting with knowledge that t is in a set that satisfies property M 0 should take less additional information (once it becomes available) to completely specify t. If, as above, we let A x0 = z∈Zx 0 G z and A x1 = z∈Zx 1 G z then we have I(x 0 : y) = I(x 1 : y) which wrongly implies that both properties are equally informative. A more general definition of information which applies also to such setting is needed and is proposed in this paper.
The remaining sections are organized as follows: in Section 3 we state a new definition of combinatorial information. In Section 4 we apply this to the setting of binary function classes and state two results. Section 5 contains the technical work.
Relationship to algorithmic complexity
The combinatorial definition of entropy is related to the algorithmic one. As [5] shows, if a finite set A with a large cardinality N can be defined by a program of negligible length (compared to log N ) then almost all elements of A have an algorithmic Kolmogorov complexity close to log N which is the combinatorial entropy of the set A. In [7] it is shown that linear inequalities relating Kolmogorov complexities can be transformed into equivalent statements concerning combinatorial entropies. Suppose s and t are two finite binary strings. Then a result of [7, 8] states that
where K(s, t) denotes the Kolmogorov complexity of the concatenated string [s, t]. The combinatorial counterpart of this inequality relates the combinatorial entropy of two variables x and y with domains X and Y , respectively: as above, let A ⊆ X × Y be the set of permissible pairs (x, y) ∈ X × Y then log |A| ≤ log |Π X (A)| + log |Π Y (A)|.
In this duality between algorithmic and combinatorial notions of complexities a set A induces a nonprobabilistic dependence between the two variables x and y. Their combinatorial entropies replace the Kolmogorov complexity of the corresponding strings s and t. While the Kolmogorov complexity is applied to given and known finite strings s and t the dual combinatorial setting transforms the Kolmogorov complexity K(s) of a string s to the combinatorial entropy H(x) of a variable x with unknown value (only its range is known).
Since the notion of entropy (and conditional entropy) is defined for unknown variables, this transformation necessitates that the conditional combinatorial entropy H(y|x) involve two unknown variables y and x, i.e., not 'x = x'. This is done in the approach taken by [7] which yields a 'worst' case representation of the combinatorial conditional entropy. For instance, the following inequality
is transformed into a corresponding combinatorial entropy inequality log |A| ≤ log |Π X (A)| + H(y|x) where
where A x is defined in (1). Note that the quantity H(y|x) corresponding to the conditional complexity K(t|s) is the conditional combinatorial entropy log |A x | of y given x in the 'worst' case, i.e., the maximal entropy log |A x | is selected from all possible values of the conditioning variable x.
As we show in the next section, this worst-case approach is not suitable when defining a combinatorial representation of information conveyed by x about y.
Combinatorial formulation of information
Our aim is to extend Kolmogorov's information measure (3) to a more general setting (as discussed in Section 1) where the knowledge of 'x = x' may leave some vagueness about the possible set of values of y. As in [5] , we seek a non-probabilistic representation of the information conveyed by x about y and the set A ⊆ X × Y represents the 'degree of freedom' of x and y. As a first attempt we try to extend (3) by substituting (4) for H(y|x) in (3) which gives
There are two immediate difficulties with this definition: first, here x is unknown and therefore the definition departs from Kolmogorov's definitions of (2) and (3) where the value of x is known to be x. The second problem can perhaps be best seen from the following example:
where N denotes the natural numbers. Let z 0 ∈ Z and let E ⊂ N be a set with z 0 ∈ E. Let A ⊂ Z × Y satisfy the following:
where A z is defined as in (1) . Suppose 'x = x' means that the unknown value of y is an element of at least one set A z , z ∈ Z x and Z x = {z 0 } E. How much information is conveyed about the unknown value of the variable y by the statement 'x = x' ? This is an example of partial-information where knowing 'x = x' still leaves some uncertainty about the set of possible values of y. If (5) is used then the information in x conveyed about y is zero since log |Π Y (A)| = log |E| = max z∈Zx log |A z |. A zero value is clearly not representative of the amount of information since knowing 'x = x' means that for half the number of possible pairs {(z, y) ∈ A : z ∈ Z x } the value of y can be exactly determined. Hence the information value should be greater than zero. Consider extending Kolmogorov's representation of uncertainty by letting A and B be two sets which consist of all permissible pairs (z, y) ∈ Z × Y and (x, z) ∈ X × Z, respectively. We view the set B as defining the allowed pairs (x, z) of property descriptions x and class-index values z ∈ Z x . The sets A z ⊆ Y , by definition, satisfy the property described by x.
We propose the following combinatorial measure for the information conveyed by 'x = x' about y: Definition 1. Let X, Y, Z be general sets of objects. Let B ⊂ X×Z and A ⊂ Π Z (B)×Y denote finite sets that capture all prior knowledge about possible pair values (x, z) and (z, y). For any x ∈ Π X (B) denote by
and for any z ∈ Z x let
If for a z ∈ Z x no pair (z, y) ∈ A exists then we take A z = ∅. For y ⊂ Π Y (A) let 'x = x' denote that the unknown value of y is contained in at least one nonempty set A z where z ∈ Z x . Then the information conveyed by 'x = x' about y is defined as
where
In words, (7) is a sequence of values {I(x : y)} {x: x∈ΠX (B)} that correspond to inputs x each describing some property common to all sets
whose union covers all the possibilities for the unknown value of y. Henceforth, the sets A, B are assumed fixed and known. In order to understand the motivation behind Definition 1, first note that it is consistent with Kolmogorov's definition (3) in that x appears as taking a known value x and the representation of uncertainty is done as in [5] via a set-theoretic approach since all expressions in (7) involve set-quantities, e.g., cardinality, projections. Note that (3) is a special case of Definition 1 with Z x being a singleton set. The factor of log k comes from log |A z | which from (2) is the combinatorial conditional-entropy H(y|z).
The knowledge conveyed by 'x = x' still results in some uncertainty which is represented by a set Z x of possible values for z. This induces an uncertainty in the value of y which is now manifested through several sets {A z } z∈Zx each satisfying the property described by x and whose union covers the range of possible values of y. A detailed application of Definition 1 is considered in Section 4.
There is a straightforward analogy between this combinatorial measure of information and Shannon's information formula. Let Z x and Y be two random variables with Y having a uniform probability distribution given Z x . Then
The factor in front of the log k in the sum of (7) is analogous to the probability P Zx (H(Y|z) = log k).
Let us now evaluate this information measure for Example 1. We have |Z x | = |E| + 1 and the sum in (7) has only two terms, k = 1 which applies for all z ∈ E and k = |E| for z = z 0 . Hence
Since Π Y (A) = E then I(x : y) = (1 − α) log |E| where α = 1/(|E| + 1). As H(y) = log |Π Y (A)| = log |E|, then I(x : y) equals (1 − α) times the combinatorial entropy of y. It thus reflects the fact that for a fraction (1 − α) of the set Z x the knowledge of 'x = x' identifies the value of y exactly (zero uncertainty) and for the remaining α|Z x | elements, this knowledge leaves the uncertainty about y unchanged at log |E| bits.
In the next section, we apply this information measure to binary function classes.
As in Section 1, let n be a positive integer, denote by [n] = {1, . . . , n}, F = {0, 1} n and write P(F ) for the power set which consists of all subsets G ⊆ F . An element f of F is referred to as a binary function f : [n] → {0, 1}. Let G |= M represent the statement "G satisfies property M". In order to apply Kolmogorov's combinatorial representation of information we let the variable y represent the unknown target t in F and the input variable x describe the possible properties M of sets G ⊆ F which may contain t. The aim is to compute the value of information I(x M : t) for various inputs
Before we proceed, let us recall a few basic definitions from set theory. For any fixed subset E ⊆ [n] of cardinality d and any f ∈ F denote by f |E ∈ {0, 1} d the restriction of f on E. For a set G ⊆ F of functions, the set tr E (G) = {f |E : f ∈ G} is called the trace of G on E. The properties considered next are based on the trace of a class and are defined in terms of an integer variable d in the following general form:
The first definition taking such form is the so-called Vapnik-Chervonenkis dimension.
Definition 2. The Vapnik-Chervonenkis dimension of a set G ⊆ F , denoted VC(G), is defined as
The next definition considers the other possible extreme for the size of the trace.
For any class G ⊆ F define the following two properties:
As an application of the information-measure of Definition 1 we state the following results (for clarity, we defer the proof to the next section). Henceforth, for two sequences a n , b n , we write a n ≈ b n to denote that lim n→∞ an bn = 1. Denote the standard normal probability distribution and cumulative distribution by φ(x) = (1 √ 2π) exp(−x 2 /2) and Φ(x) = x −∞ φ(z)dz, respectively. Theorem 1. Let 1 ≤ d ≤ n and t be an unknown element of F . Then the information value in knowing that t ∈ G, where G |= M d , is
with n increasing and where a = 2
Remark 1. For large n, the above is approximately
A rough explanation to this result is as follows: given that it has a cardinality k, the chance that a random class satisfies property M d decreases exponentially with respect to k. As shown in the proof, this implies that the majority of classes that satisfy
The next result is for the property M ′ d . Theorem 2. Let d be any fixed integer satisfying 1 ≤ d ≤ n − 1 and t be an unknown element of F . Then the information value in knowing that t ∈ G, where
as n increases, where a =
2 n/2 . Remark 2. For large n, the information value is approximately I(x M ′ d : t) ≃ 1. A rough explanation is as follows: for all k ≥ 2 d , the chance that a random class of cardinality k has property M ′ d tends to 1 (Lemma 3 below). When d is insignificant compared to n this implies that the property holds for almost every class. The majority of classes in P(F ) have cardinality k = 2 n−1 which is one half the total number of functions on [n]. Thus there is approximately 1 bit of information in knowing that t is an element of a class that has this property.
Technical results
In this section we provide the proofs of Theorems 1 and 2. Our approach is to estimate the number of sets G ⊆ F that satisfy a property M. We employ a probabilistic method by which a random class is generated and the probability that it satisfies M is computed. As we use the uniform probability distribution on elements of the power set P(F ) then probabilities yield cardinalities of the corresponding sets. The computation of η x (k) and hence of (7) follows directly. It is worth noting that, as in [4] , the notion of probability is only used here for simplifying some of the counting arguments and thus, unlike Shannon's information, it plays no role in the actual definition of information. Before proceeding with the proofs, in the next section we describe the probability model for generating a random class.
Random class generation
In this subsection we describe the underlying probabilistic processes with which a random class is generated. We use the so-called binomial model to generate a random class of binary functions (this has been extensively used in the area of random graphs [3] ). In this model, the random class F is constructed through 2 n independent coin tossings, one for each function in F , with a probability of success (i.e., selecting a function into F ) equal to p. The probability distribution P n,p is formally defined on P(F ) as follows: given parameters n and 0 ≤ p ≤ 1, for any G ∈ P(F ),
In our application, we choose p = 1/2 and denote the probability distribution as P n ≡ P n, 1 2 . It is clear that for any element G ∈ P(F ), the probability that the random class F equals G is
and the probability of F having a cardinality k is
The following fact easily follows from the definition of the conditional probability: for any set B ⊆ P(F ),
Denote by F (k) = {G ∈ P(F ) : |G| = k} the collection of binary-function classes of cardinality k, 1 ≤ k ≤ 2 n . Consider the uniform probability distribution on F (k) which is defined as follows: given parameters n and 1 ≤ k ≤ 2 n then for any G ∈ P(F ),
and P * n,k (G) = 0 otherwise. Hence from (11) and (12) it follows that for any B ⊆ P(F ),
It will be convenient to use another probability distribution which estimates P * n,k and is defined by the following process of random-class construction. First, construct a random n × k binary matrix by fair-coin tossings with the nk elements taking values 0 or 1 independently with probability 1/2. Denoting by Q * n,k the probability measure corresponding to this process, then for any matrix U ∈ U n×k ({0, 1}),
Denote by S a simple binary matrix as one all of whose columns are distinct ( [1] ). It is easy to verify that the conditional distribution of the set of columns of a random binary matrix, knowing that the matrix is simple, is the uniform distribution P * n,k . As it turns out, the distribution Q * n,k leads to simpler computations of the asymptotic probability of several types of events that are associated with the properties of Theorems 1 and 2. The following result will enable us to replace P * n,k by Q * n,k
(due to space limitation we omit the proof which can be found in [9] ). Lemma 1. Assume k n ≪ 2 n/2 and let B ⊆ P(F ). If P * n,kn (B) and Q * n,kn (B) converge with increasing n then they converge to the same limit.
We now proceed to the proofs of the Theorems in Section 4.
Proofs
Note that for any property M, the quantity η x (k) in (7) is the ratio of the number of classes G ∈ F (k) that satisfy M to the total number of classes that satisfy M. It is therefore equal to P n (|F | = k | F |= M). Our approach starts by computing the probability P n (F |= M | |F | = k) from which P n (|F | = k | F |= M) and then η x (k) are obtained.
Proof of Theorem 1
We start with an auxiliary lemma which states that the probability P n (F |= M d | |F | = k) possesses a zero-one behavior.
Lemma 2. Let F be a class of cardinality k n and randomly drawn according to the uniform distribution P * n,kn on F (kn) . Then as n increases, the probability P *
Proof. For brevity, we sometimes write k for k n . Using Lemma 1 it suffices to show that Q * n,k (F |= M d ) tends to 1 or 0 under the stated conditions. For any set S ⊂ [n], |S| = d and any fixed v ∈ {0, 1} d , under the probability distribution Q * n,k , the event E v that every function f ∈ F satisfies f |S = v has a probability (1/2) kd . Denote by E S the event that all functions in the random class F have the same restriction on S. There are 2 d possible restrictions on S and the events
For k = k n ≫ log(2n/d) the right hand side tends to zero which proves the first statement. Let the mutually disjoint sets
Since the sets are disjoint and of the same size d then the right hand side equals 1 − mQ * n,k (E [d] ). This equals 1 − n d 2
which tends to zero when k = k n ≪ (log(n))/d. The second statement is proved.
Remark 3. While from this result it is clear that the critical value of k for the conditional probability P n (M d |k) to tend to 1 is O(log(n)), as will be shown below, when considering the conditional probability P n (k|M d ), the most probable value of k is much higher at O(2 n−d ).
We continue now with the proof of Theorem 1. For any probability measure P on P(F ) denote by P(k|M d ) = P(|F | = k | F |= M d ). By the premise of Theorem 1, the input 'x = x' describes the target t as an element of a class that satisfies property M d . In this case the quantity η x (k) is the ratio of the number of classes of cardinality k that satisfy M d to the total number of classes that satisfy M d . Since by (10) the probability distribution P n is uniform over the space P(F ) whose size is 2
We have
By (13), it follows therefore that the sum in (7) equals
Let N = 2 n , then by Lemma 1 and from the proof of Lemma 2, as n (hence N ) increases, it follows that
where A(N, d) satisfies 
Substituting for N and p, the denominator equals
Using the DeMoivre-Laplace limit theorem [2] , the binomial distribution P N,p (k) with parameters N and p satisfies P N,p (k) ≈ 
