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Abstract
In a network of subassembly lines, balance becomes more difficult to achieve as it
requires that all subassembly lines be synchronized to produce at the same rate. We
show how to adapt the “bucket brigade” protocol of work-sharing so that balance
emerges spontaneously.
Key words: bucket brigade, assembly line, assembly network, work-sharing, dynam-
ical systems, self-organizing systems
1 In-tree assembly networks
Consider a network of subassembly lines such as shown in Figure 1, where each arc
represents a subassembly line that produces a subcomponent (or, equivalently, a part).
The subassembly lines merge until a last line produces the final product, each instance of
which we call an item. We restrict consideration to assembly networks that are in-trees:
Each node has exactly one leaving arc, except for the root node (node K in Figure 1),
which has none. The flow of assembly is in toward a final assembly line from which
finished product emerges.
Arc j is that one emanating from node j and it represents the work content on
subassembly line j, on which subcomponent j is assembled. Each subassembly line j has
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Figure 1: An assembly network is represented by a connected directed graph, which
represents the constraints on the sequence in which subcomponents are assembled.
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Figure 2: Subcomponent j is assembled on line j and deposited in buffer j.
a buffer j located at the end of the line to store completed instances of subcomponent j.
Figure 2 shows the relationship between node j, line j, and buffer j.
A leaf node is a node with no entering arcs on the in-tree, such as A,B,C. Assem-
bly of different subcomponents is initiated at leaf nodes, and these subcomponents are
assembled in moving along the subassembly lines devoted to them. At an interior node
such as F , subcomponents are joined to the assembly of a larger subcomponent F . Each
instance of the finished product is completed and leaves the network at the root node,
in this example K.
We assume that the work-content on each subassembly line has already been deter-
mined and is described by the following.
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Assumption 1. The work to process each subcomponent is deterministic and is spread
continuously and uniformly over the corresponding subassembly line. Furthermore the
work-content at any station is pree¨mptible without significant loss of work.
An example of such a line is one with relatively many work stations, each of which has
a small piece of the total work-content. As discussed in previous work, these assumptions
are not strictly necessary but they greatly simplify analysis [4, 6, 7].
Let there be n workers on the assembly in-tree. Our model of them is intended to
capture simple, unskilled assembly in which workers are fully cross-trained:
Assumption 2. Each worker i = 1, . . . , n is characterized by a work velocity vi that is
fixed and constant over all subassembly lines.
Assume distinct workers labeled so that v1 < v2 < . . . < vn.
2 Balance
An in-tree assembly network is balanced if the following three conditions are satisfied:
Repetition: Each worker repeats the same portion of work-content on each successive
instance of the product.
Efficiency: Workers are utilized to their fullest, without creating undue work-in-process.
Synchronization: All subassembly lines produce at a common rate.
Balance is desirable because then the skills of each worker are reinforced by repetition,
the effort of each worker is directly realized as output of finished product, and production
is regular, which simplifies downstream processes.
Traditional assembly-line balancing forces repetition by assigning workers to zones.
It tries to achieve efficiency by computing perfect shares of work-content, accounting
for differences in the velocities of the workers. (For example, see [8, 13], though these
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ignore, as does almost the entire modern literature, the significant differences among
worker velocities.) Synchronization may be sought by trying to make work-shares similar
across all subassembly lines.
Unfortunately, this approach requires the construction of a detailed model of work-
content and knowledge of the exact velocities of the workers. But, even if balance is
achieved on average — but even this is hard, as witness this journal — it would be
difficult to maintain balance under the vicissitudes of the factory floor. Consequently,
as a practical matter, synchronization is achieved, if at all, by sacrificing efficiency and
accepting waste in the form of either some idleness among workers or else in growing
work-in-process, especially between sub-assembly lines.
Bartholdi and Eisenstein [4] proposed the “bucket brigade” protocol to balance linear
assembly lines (that is, assembly lines that may be represented as single arcs). A linear
assembly line running the bucket brigade protocol seeks balance by allowing workers
to move freely on the line. This allows the system to dynamically share work among
workers by moving them to where the work is.
The goal of this paper is to explore how the bucket brigade protocol can be extended
to make an in-tree of assembly lines self-balancing.
In traditional linear assembly under a bucket-brigade protocol, there are more sta-
tions than workers and workers carry their work from station to station. Each worker
carries a single item and each item is progressively assembled as it passes from worker
to worker. Workers are not allowed to pass one another and so their sequence along the
assembly line remains unchanged. When the last worker finishes his item at the end of
the line, he walks back upstream and takes over the work of his predecessor, who in turn
walks back and takes over the work of his predecessor, and so on, until the first worker
begins a new item at the start of the line.
In contrast to traditional assembly line balancing, workers in bucket brigade assembly
are not restricted to any particular zone of the assembly line or assignment of work
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content. This allows the system to dynamically reallocate work by moving workers.
If workers are sequenced from slowest to fastest (according to their work velocities)
along the direction of material flow, the system spontaneously converges to a stationary
state in which every worker repeatedly executes the same portion of work on every item
produced [4]. We say the line balances itself. The system is also efficient — the number
of units of work-in-process never exceeds the number of workers and the throughput
(number of products finished per unit time) is the maximum possible [4].
The idea of bucket brigades seems to be robustly applicable. Even though we have
made some simplifying assumptions about the nature of work and the workers, these
need not strictly hold for bucket brigades to be effective. For example, Bartholdi et al. [7]
showed that bucket brigades remain effective in the presence of variability of processing
times. More generally, a selection of case studies on the use of bucket brigades in industry
can be found in [5]. See [2] and [6] for more theoretical treatments of bucket brigades.
Up to now, bucket brigades have been defined and studied only on linear assembly
lines. To use the same idea on an in-tree we must specify exactly how the workers should
move among the subassembly lines.
3 What should a worker do next?
We implicitly determine what workers do next (that is, where to move) by conceptually
transforming the in-tree of subassembly lines into a single linear assembly line that
represents a common sequence of work-content to be completed by the workers in the
course of production. Later we will identify some new complications this introduces into
the familiar form of bucket brigades and show how to adapt bucket brigades to handle
these complications.
Consider an in-tree of subassembly lines, such as the one illustrated in Figure 1.
We assume that the physical layout of the assembly network is fixed (we are not laying
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Figure 3: A total ordering of the subassembly lines: Each node has been assigned
an ordinal number representing the order of the subassembly line emanating from that
node. Each worker follows this sequence of work when he proceeds forward in the
assembly process. Note that this total order of nodes is consistent with the partial order
of subassembly lines defined by the in-tree.
iG
1
- iC
2
- iB
3
- iA
4
- iF
5
- iI
6
- iE
7
- iD
8
- iH
9
- iJ
10
- iK
11
Figure 4: The serialized assembly line is a conceptual representation of a total order of
work on the in-tree of Figure 3.
6
Forward: Assemble your item moving from one subassembly line to the next
according to the serialized ordering. If you are the last worker and com-
plete an item or if your item is taken over by your successor then go Back.
If you are starved — that is, if a required subcomponent is unavailable
— then drop your work in the buffer at the end of the subassembly line
you just completed and go Back.
Back: If you are the first worker then return to the first subassembly line
according to the serialized ordering and start a new item and go For-
ward; otherwise walk back to your predecessor, take over his item, and
go Forward.
Table 1: The Bucket Brigade Rules determine what each individual team member
should do. This version of the rules accounts for a new phenomenon, the possibility of
“starvation”.
out the assembly line). To adapt the bucket brigade protocol to an in-tree structure,
we impose a linear sequence on the work-content of the in-tree. This linear sequence
is chosen to be consistent with the partial ordering imposed by the in-tree itself; but
because the sequence is a total ordering, we can treat it as a linear assembly line to
which (some form of) bucket brigades might be applied.
Figure 3 shows one total order of the subassembly lines from among the many that are
consistent with the partial order of lines of the in-tree. For example, line D precedes line
H in any total order because processing a subcomponent H requires a subcomponent D.
The total order of work is illustrated in Figure 4, which is a conceptual representation of
the sequence in which the work will be completed. We refer to the total ordering shown
in Figure 4 as the serialized assembly line.
Having totally-ordered all the work-content of the in-tree, the main points of the
bucket brigade protocol are now well-defined. In particular, both the initialization (se-
quence workers from slowest to fastest) and the basic rule of movement (work “forward”
and walk “back” to get more work) are understood in relation to this total order.
Thus under bucket brigades for in-trees, the partial order conveyed by the in-tree is
serialized, and each worker follows the rules given in Table 1:
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Thus, in Figure 4 the slowest worker in a team is always the first worker we encounter
when proceeding from node G. As in the standard bucket-brigade protocol, when the
last worker (the fastest worker) finishes his work at node K, he walks back upstream and
takes over the work of his predecessor (the next slower worker), who will be located at
some point on a subassembly line. This slower worker in turn walks back and takes over
the work of his predecessor, and so on, until the first worker begins a new subcomponent
at node G.
4 Two new issues
This adaptation of the bucket brigade protocol introduces two new issues that do not
arise in simple linear assembly lines. First is the issue of travel. When following the
bucket brigade protocol on the serialized assembly line, workers must travel from one
subassembly line to another and these subassembly lines may be physically far apart. It
is clear that the larger the distances between subassembly lines, the greater the potential
for wasted productive capacity as workers travel between lines. For now we shall assume
that this travel is not “too large”; later we shall show how to reduce such travel.
The total time to complete an instance of the product produced by the in-tree as-
sembly network under the extended bucket brigade protocol is the sum of productive
time and unproductive time. The productive time is the time spent exclusively in the
assembly of the product, while the unproductive time is that spent traveling but not
assembling (either forward to the next subassembly line or backward to get more work).
For now we adopt the following assumption.
Assumption 3. The unproductive time is negligible compared to the productive time.
The second new issue is that the forward progress of a worker on the serialized
assembly line can be halted if, on starting work on a subassembly line, he finds that
a required subcomponent is not available (the corresponding buffer is empty). For
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example, when a worker finishes a subcomponent D, according to the sequence of work
shown in Figure 4, he should proceed to line H. However, he might not be able to
continue his work if buffer E is empty. We say the worker is starved and we extended
the original bucket brigade protocol to handle this situation. The possibility of starvation
raises the concern that worker capacity could be systematically diverted to the assembly
of subcomponents without proportional completions of the final product. Is the bucket
brigade system stable? Can buffers grow without bound?
5 Starvation is transient
With respect to any total ordering, the item currently being assembled by worker i
partitions the subassembly lines of the in-tree into two sets: the set L<i of subassembly
lines whose completion points (and buffers) occur prior to the current position of the
worker; and the set L≥i , the current and remaining lines on the in-tree.
Definition 1. The item being assembled by worker i is fully provisioned if the following
condition holds: each of the buffers of the subassembly lines in L<i that are required
for assembly in L≥i holds a subcomponent uniquely reserved for the assembly of that
item. A bucket brigade is fully provisioned if each of the items being assembled is fully
provisioned.
This definition can be checked worker-by-worker, examining the buffers in each case
and labeling the contents. This requires O(mn) steps, where m is the number of sub-
assembly lines.
The importance of this idea lies in the following, which is a direct result of the
definition.
Observation 1. If the bucket brigade is fully provisioned then the item represented by
each worker will be completed without starvation among the workers.
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The bucket brigade protocol works to establish a natural association between sub-
components in the buffers and instances of the product as follows: Imagine that, when a
new item is begun, it is assigned a unique, fixed identification number and this number
is revealed to each worker when they take over production of the item. Imagine further
that each worker labels any subcomponent he assembles with the identification number
of the item for which he is currently responsible and thus any necessary subcomponents
retrieved for the item also share the unique identifier.
Lemma 1. Each new item that enters the bucket brigade system is fully provisioned and
remains so as it progresses to completion.
Proof. Because the serialized line observes the precedence constraints, each required
subcomponent is assembled before it is needed and left in its buffer.
Corollary 1. If a bucket brigade is fully provisioned then it will remain fully provisioned.
Proof. This follows because the natural association persists between items in the hands
of workers and the subcomponents that were assembled for them.
Lemma 2. There can be no more than n instances of starving.
Proof. By the extended bucket brigade protocol, each instance of starving triggers a
walk-back, which starts a new instance of the product. After n walk-backs all n items in
the system (in the hands of bucket brigade workers) are fully provisioned and so there
can be no more starving.
Theorem 1. If workers are sequenced from slowest to fastest in the direction of the
serialized assembly line then a bucket brigade on an in-tree will balance itself.
Proof. Lemmata 1 and 2 ensure that a bucket brigade on an in-tree will quickly achieve a
fully provisioned state regardless of the initial state of the system, hence any starvation
is transient. Corollary 1 guarantees that the bucket brigade, upon reaching a fully
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provisioned state, will remain in a fully provisioned state. Thus due to Assumption 3,
a bucket brigade operating in a fully provisioned state on an in-tree eventually behaves
as a traditional bucket brigade on a linear assembly line independent of its initial state
(see Theorem 3 of [4]).
The following tells us that, under bucket brigades, the buffers cannot grow without
bound. This will be important to establish the throughput of the system. Let m be the
number of subassembly lines.
Lemma 3. From any initial conditions (positions of the workers, state of buffers) the
total number of subcomponents in buffers can never grow by more than mn before the
bucket brigade is fully provisioned. After it is fully provisioned, the total population of
subcomponents cannot grow beyond an additional mn.
Proof. By the extended bucket brigade protocol, each instance of starvation triggers a
walkback, in which the starved worker in effect abandons the item on which he was
working and goes back to take over the item of his predecessor. This leaves leaves in the
buffers no more than m subcomponents intended for the abandoned item. By Lemma 2
there can be at most n instances of starvatin, during which the population of the buffers
cannot grow more than mn.
After starving has ceased each new subcomponent in a buffer corresponds to a unique
instance of the product; and at any time that instance of the product is carried by a
unique worker who is downstream of the buffer. But there are only n workers and m
buffers, so the total population of the buffers cannot grow by more than mn.
Theorem 2. If unproductive time is negligible in comparison to work-content, the bucket
brigade line on an in-tree spontaneously balances itself, so that eventually each worker
repeats the same interval of work-content and all subassembly lines produce at a common
rate
∑
i vi, which is the largest possible.
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Proof. From Assumptions 1 and 3 workers are always productive, and since by Lemma 3
the amount in the buffers in finite, eventually all productive capacity will be realized
as output. By Theorem 3 of [], each worker repeats an interval of work-content at a
common cycle time and so each subassembly line produces the common rate
∑
i vi.
By Theorem 2 the long-run dynamics of bucket brigades on assembly in-trees are
similar to those for linear assembly lines. Nevertheless, it is worth remarking that
the short-term dynamics can differ in that bucket brigades on assembly in-trees are
susceptible to a new form of disruption: If, in the midst of production, a subcomponent
is found to be flawed and unsuitable for use), bucket brigades can proceed through
a sequence of n instances of starvation before ree¨stablishing a fully provisioned state
(Lemma 1), and, in the process, can generate spurious subcomponents. For example,
consider M subassembly lines meeting at a common node at which final assembly begins.
Assume the M lines are sequenced 1, 2, . . . ,M and imagine a single worker assembling
each of these subcomponents in turn and depositing it in the appropriate buffer. If the
subcomponent in buffer 1 is later found to be defective, the worker will not be able to
proceed to final assembly, but will instead, under the bucket brigade protocol, retrace his
path and then assemble another of each of the subcomponents 1, 2, . . . ,M . The bucket
brigade will have abandoned the item for which the flawed subcomponent was intended,
along with all other subcomponents intended for it, and gone blindly back to begin
construction of another item. In short, rather than try to recover in the fastest possible
way, bucket brigades maintain simplicity and consistency of movement. Nevertheless,
Lemma 2 guarantees that bucket brigades will recover quickly and Lemma 3 guarantees
that not “too many” spurious subcomponents will be produced during recovery.
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6 What is the best total order?
There are many ways to realize a total order of subassembly lines that is consistent with
the partial order of these lines on the in-tree. Here, we discuss two criteria by which one
total order may be preferred to another. The first criteria is Unproductive Time, which
is a concern if travel between sub-assembly lines are significant (that is, Assumption 3
fails to hold). Total orders that minimize travel distance are preferred. The second
criteria, which we call Progress Toward Subgoals, favors total orders in which partially
completed subcomponents are moved along as far as possible before new subcomponents
are introduced.
6.1 Minimizing travel by workers
Following the extended bucket brigade protocol, workers on the in-tree assembly network
can either travel forward (moving in the direction consistent with the total order of lines
to assemble products) or travel backward (moving in the reverse direction to get more
work). Forward travel can be productive or unproductive. Backward travel is always
unproductive.
We assume that the best (minimum distance) path from the end of a subassembly
line to the start of any other subassembly line is known. In addition, we assume that
these shortest paths are used in both forward and backward travel:
Assumption 4. When traveling backward, a worker retraces the forward path.
This assumption is conservative, in that it ignores opportunities to take short-cuts
when walking back to get work from a predecessor. However, in practice such opportu-
nities are often not available — potential short-cuts may be hampered by conveyors or
shelving that limit movement between lines. Furthermore, a worker must find his pre-
decessor to get more work, so that retracing the forward path may be necessary simply
to preserve the bucket brigade protocol.
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Due to Assumption 4, the total forward and backward travel required to complete
each item is independent of the number of workers on the line. Consequently it is
sufficient to study a 1-worker system.
Observation 2. The problem of finding a total order of subassembly lines for which
the travel is minimized for an n-worker system is equivalent to the same problem for a
1-worker system.
The problem of finding a total ordering of minimum length can now be modeled as the
stacker crane problem with precedence constraints. In the original, unconstrained stacker
crane problem [10], we are given a set N of nodes (together with the corresponding
distance matrix) and a set A of arcs, where each arc is an ordered pair of nodes. The
objective is to search for a tour (j1, j2, . . . , jm), where j1 = jm, with minimum length
subject to the constraint that for each arc (u, v) ∈ A, there is some q such that jq = u
and jq+1 = v. Note that a tour may visit a node (other than node j1) in N more than
one time. The stacker crane problem with precedence constraints is the stacker crane
problem with additional constraints requiring that certain arcs must be visited before
others. In our problem these precedence constraints represent the precedence relations
between the subassembly lines on the in-tree.
The stacker crane problem is NP-complete [10]. Frederickson et al. [10] suggested
two polynomial time approximation algorithms to solve the stacker crane problem. In
particular, the first algorithm (called the large arcs algorithm) is suitable for the case
when the total length of arcs in A is large compared to the optimal tour length. It
returns a solution with cost no greater than 3C∗−2CA, where C∗ and CA represent the
length of the optimal tour and the total length of arcs in A respectively. Furthermore,
the algorithm terminates in O(|A|3) time. Interested readers can refer to [10] for the
details.
The large arcs algorithm can be adapted to solve the stacker crane problem with
14
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(b)
Figure 5: (a) A total order of nodes that is in the preferred set: The work sequence
constructed in this order maintains progress towards subgoals in the assembly process.
(b) A total order of nodes that is not in the preferred set: This order does not maintain
progress towards subgoals because a worker finishing his work on line E will proceed to
line A instead of line H. This violates the condition of continuity of work flow.
precedence constraints described above. The adaptation is straightforward and we omit
the details here other than to observe that the adapted algorithm has the same worst-
case performance guarantee and time complexity as the original. Interested readers can
refer to [12] for more details.
Although it is NP-complete to find a total order on a subtree that requires minimal
travel, all real in-tree assembly networks with which we are familiar are fairly simple
and would not require actual application of the algorithmic procedure described above
to generate practical solutions.
6.2 Progress toward subgoals
Another criteria that may be considered (instead of, or in addition to, travel distance)
is selecting a total order that maintains Progress Toward Subgoals. Here we favor
total orders in which each subcomponent is completed as much as possible before new
subcomponents are begun. To illustrate this criterion, suppose there is a worker working
on line D in Figure 1 and assume that all the buffers on the in-tree are empty. When the
worker finishes his work on line D, he may begin a new subcomponent at any of nodes E,
A, B, C, or G. Taking the continuity of work flow into account, it is preferable for him
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to begin to work on line E and then line H before proceeding to another subtree. The
intuition is to complete the current subcomponent before processing other less-directly-
related subcomponents. This may be formalized in the following way: Before assembling
subcomponent j, recursively assemble all subcomponents that immediately precede j. The
reader will recognize this as a postorder traversal of the arcs of the in-tree [9].
We define the preferred set as the set of total orders that maintain progress towards
subgoals in the assembly process. According to this definition, the total orders of nodes
shown in Figures 3 and 5(a) are in the preferred set. Figure 5(b) gives an example that
is not in the preferred set because a worker finishing a subcomponent E will begin a
subcomponent A instead of completing the work on the left subtree rooted at node J .
7 Related work
In 1994 Gershwin observed that “there has been relatively little written on Assem-
bly/Disassembly networks compared with the vast queuing theory literature” [11]. We
find the situation unchanged today. The literature of which we are aware models the
assembly network as a queuing network, typically with iid exponential processing times
(for example, [11]). Typically the emphasis is on describing steady state behavior of the
system, if any, and measuring work-in-process and throughput.
Some previous work seeks balance and synchronization by the assignment of work
content. Most relevant to our work is that of Baker et al., who considered an assembly
system in which two subcomponents are produced at different stations and then joined
at third station [3]. The processing times at all stations are stochastic and follow the
same distribution. No buffers are used in the system, but the assembly station can
accept completed subcomponents while awaiting other subcomponents.
Baker et al. focused on the cases in which the total work-content is constant and
is equal to the number of stations in the system and the coefficient of variation at
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each station is fixed. For this model Baker et al. investigated how to allocate the total
work-content (sum of mean processing times at all stations) to the stations so that the
throughput of the system is maximized. They found that the assembly system should be
“unbalanced” in the direction of assigning less work to the assembly station and more to
component stations. They also considered a generalized system in which two feeder lines
merge at an assembly station. Each feeder line consists of an initial work station and
a final work station, where the latter feeds the assembly station. Their results indicate
that throughput is maximized by allocating decreasing amounts of work-content closer
to assembly.
In contradistinction, we have assumed that the work content has already been allo-
cated among the work stations, but that — as to be expected in the real world — the
resulting balance and synchronization will be imperfect, both moment-to-moment due
to stochastic variance and in the long-run, due to impossibility of dividing the work per-
fectly. Bucket brigades can smooth over those imperfections to achieve, and dynamically
maintain, near perfect balance.
8 Conclusions
The main contribution of this paper is to show how the idea of bucket brigades [4] can be
applied to in-tree assembly networks, so that even relatively complex assembly systems
can enjoy the benefits of self-balancing. We achieve this by conceptually converting the
work-content on an assembly network to a one-dimensional sequence of work upon which
the adapted bucket brigade protocol can be executed. The system converges to a sta-
tionary state in which every worker repeats the same portion of work-content (possibly
across several subassembly lines) on each successive instance of the product. Further-
more, to a good approximation, the throughput of the system attains the maximum
possible.
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It is worth remarking that some managerial issues that are trivial on simple, linear
bucket brigades may present practical problems on complicated in-trees. For example,
workers must follow a common sequence of work, which means that the sequence of
subassembly lines must be either memorized or else marked clearly for both forward and
backward movement. Similarly, on walking back to get more work, workers must be able
to find and recognize their predecessors.
If travel time is significant then of course the throughput of the assembly system
would be diminished because workers would spend more time in unproductive travel
and less in actual assembly. In addition, significant travel times could disrupt the self-
balancing, and in particular the tendency of workers to repeat the same interval of work
content. This could happen if, for example, the in-tree is such that when a worker walks
back from position x the time to travel back is very different from the time required
from position x+ .
In practice it may be quite easy to implement bucket brigades on in-tree assembly
systems because real assembly trees are fairly simple, at least in our experience. For
example, a motivating application for this paper was an assembly in-tree to produce large
screen televisions for Mitsubishi [5]. It was a simple “Y” shape and so the appropriate
total ordering was obvious.
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