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Abstract As we knew, study the perturbation theory of spectra of operator is
a very important project in mathematics physics, in particular, in quantum me-
chanics. In this paper, we characterize the Fredholm perturbation for the Weyl
spectrum, essential spectrum, spectrum, left spectrum, right spectrum, lower semi-
Fredholm spectrum, upper semi-Weyl spectrum and lower semi-Weyl spectrum of
upper triangular operator matrix MC =
(
A C
0 B
)
.
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1 Introduction
Let H and K be the complex infinite dimensional separable Hilbert spaces, B(H,K) be the set
of all bounded linear operators from H into K. For simplicity, we write B(H,H) as B(H). If
T ∈ B(H,K), we use R(T ) and N(T ) to denote the range and kernel of T , respectively, and define
α(T ) = dimN(T ) and β(T ) = dim(K/R(T )). For T ∈ B(H,K), if R(T ) is closed and α(T ) <∞,
we call T an upper semi-Fredholm operator; if β(T ) <∞, then T is called a lower semi-Fredholm
operator. If T is either an upper or lower semi-Fredholm operator, then T is called a semi-Fredholm
operator. In this case, the index of T is defined as ind(T ) = α(T )− β(T ). If T is a semi-Fredholm
operator with α(T ) <∞ and β(T ) <∞, then T is called a Fredholm operator. For T ∈ B(H), the
ascent asc(T ) and the descent des(T ) are given by asc(T ) = inf{k > 0 : N(T k) = N(T k+1)} and
des(T ) = inf{k > 0 : R(T k) = R(T k+1)}, respectively; the infimum over the empty set is taken to
be ∞.
Let G(H,K), Gl(H,K), Gr(H,K),Φ(H,K),Φ+(H,K) and Φ−(H,K), respectively, denote the
sets of all invertible operators, left invertible operators, right invertible operators, Fredholm opera-
tors, upper semi-Fredholm operators and lower semi-Fredholm operators from H into K. The sets
of all Weyl operators, upper semi-Weyl operators and lower semi-Weyl operators from H into K
are defined, respectively, by
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Φ0(H,K) := {T ∈ Φ(H,K) : ind(T ) = 0},
Φ−+(H,K) := {T ∈ Φ+(H,K) : ind(T ) ≤ 0},
Φ+−(H,K) := {T ∈ Φ−(H,K) : ind(T ) ≥ 0}.
WhenH = K, the above 9 kind operator classes are also abbreviated asG(H), Gl(H), Gr(H),Φ(H),
Φ+(H), Φ−(H), Φ0(H),Φ
−
+(H) and Φ
+
−(H), respectively.
For T ∈ B(H), its corresponding spectra are, respectively, defined by
the spectrum: σ(T ) = {λ ∈ C : T − λI is not invertible},
the left spectrum: σl(T ) = {λ ∈ C : T − λI is not left invertible},
the right spectrum: σr(T ) = {λ ∈ C : T − λI is not right invertible},
the essential spectrum: σe(T ) = {λ ∈ C : T − λI 6∈ Φ(H)},
the upper semi-Fredholm spectrum: σSF+(T ) = {λ ∈ C : T − λI 6∈ Φ+(H)},
the lower semi-Fredholm spectrum: σSF−(T ) = {λ ∈ C : T − λI 6∈ Φ−(H)},
the Weyl spectrum: σw(T ) = {λ ∈ C : T − λI 6∈ Φ0(H)},
the upper semi-Weyl spectrum: σaw(T ) = {λ ∈ C : T − λI 6∈ Φ
−
+(H)},
the lower semi-Weyl spectrum: σsw(T ) = {λ ∈ C : T − λI 6∈ Φ
+
−(H)},
the Browder spectrum: σb(T ) = {λ ∈ C : T − λI 6∈ Φb(H)}, where Φb(H) := {T ∈ Φ(H) :
asc(T ) <∞ and des(T ) <∞}.
It is well known that all the above spectra are compact nonempty subsets of complex plane C.
Let H be a Hilbert space and T be a bounded linear operator defined on H and H1 be an
invariant closed subspace of T . Then T can be represented by the form of
T =
(
∗ ∗
0 ∗
)
: H1 ⊕H
⊥
1 → H1 ⊕H
⊥
1 ,
which motivated the interest in 2× 2 upper-triangular operator matrices (see [1-19]).
Henceforth, for A ∈ B(H), B ∈ B(K) and C ∈ B(K,H), we put MC =
(
A C
0 B
)
. It is clear
that MC ∈ B(H ⊕K). Recent, people studied the perturbation theory of some spectra of MC , for
example, in [8], for the spectrum σ(MC), the perturbation result is
⋂
C∈B(K,H)
σ(MC) = σl(A) ∪ σr(B) ∪ {λ ∈ C : α(B − λ) 6= β(A− λ)}. (1)
In [5], for the Weyl spectrum σw(MC) and the essential spectrum σe(MC), the perturbation results
are
⋂
C∈B(K,H)
σw(MC) = σSF+(A)∪σSF−(B)∪{λ ∈ C : α(A−λ)+α(B−λ) 6= β(A−λ)+β(B−λ)} (2)
and ⋂
C∈B(K,H)
σe(MC) = σSF+(A) ∪ σSF−(B)∪
{λ ∈ C : min(β(A − λ), α(B − λ)) < max(β(A− λ), α(B − λ)) =∞}. (3)
In [1-3, 10], the authors also characterize completely sets
⋂
C∈B(K,H) σ∗(MC), where σ∗(MC) may be
the Browder spectrum, left spectrum, right spectrum, lower semi-Fredholm spectrum, upper semi-
Fredholm spectrum, lower semi-Weyl spectrum or upper semi-Weyl spectrum of MC , respectively.
Moreover, in [13-15], for the spectra σ∗(MC), where σ∗ = σr, σSF− or σsw, its perturbation
result is ⋂
C∈G(K,H)
σ∗(MC) = (
⋂
C∈B(K,H)
σ∗(MC)) ∪ {λ ∈ C : A− λ is compact}; (4)
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for the spectra σ∗(MC), where σ∗ = σl, σSF+ or σaw, its perturbation result is
⋂
C∈G(K,H)
σ∗(MC) = (
⋂
C∈B(K,H)
σ∗(MC)) ∪ {λ ∈ C : B − λ is compact}; (5)
for the spectra σ∗(MC), where σ∗ = σ, σe or σw, its perturbation result is
⋂
C∈G(K,H)
σ∗(MC) = (
⋂
C∈B(K,H)
σ∗(MC)) ∪ {λ ∈ C : A− λ orB − λ is compact}. (6)
Note that equations (1) to (3) showed the perturbation of all bounded linear operator C in
B(K,H), and equations (4) to (6) showed the perturbation of all bounded invertible linear operator
C in G(K,H).
In this paper, we characterize the Fredholm perturbation for the Weyl spectrum, essential
spectrum, spectrum, left spectrum, right spectrum, lower semi-Fredholm spectrum, upper semi-
Weyl spectrum and lower semi-Weyl spectrum of MC .
2 Main results and proofs
At first, in order to characterize the perturbation of Weyl spectrum of MC , we need the following:
Lemma 1. For a given pair (A,B) ∈ B(H)×B(K), the following statements are equivalent:
(i). there exists some C ∈ B(K,H) such that MC ∈ Φ0(H ⊕K),
(ii). A ∈ Φ+(H), B ∈ Φ−(K) and α(A) + α(B) = β(A) + β(B),
(iii). there exists some Q ∈ G(K,H) such that MQ ∈ Φ0(H ⊕K),
(iv). there exists some Q ∈ Φ(K,H) such that MQ ∈ Φ0(H ⊕K).
Proof. (i)⇔(ii) was proved in [5, Theorem 3.6].
(ii)⇒(iii). It is sufficient to prove that if A ∈ Φ+(H), B ∈ Φ−(K) and β(A) = α(B) = ∞,
then there exists Q ∈ G(K,H) such that MQ ∈ Φ0(H ⊕K). To show this, there are three cases to
consider:
Case 1. Suppose α(A) = β(B) < ∞. Define an operator Q : K → H byQ =
(
T1 0
0 T2
)
:
N(B)⊕N(B)⊥ → R(A)⊥⊕R(A), where T1 and T2 are invertible operators. Obviously, Q ∈ G(K,H)
and MQ ∈ Φ(H ⊕K). Also, it is evident that N(MQ) = N(A)⊕{0} and R(MQ)
⊥ = {0}⊕R(B)⊥.
Thus α(MQ) = β(MQ) = α(A) = β(B) <∞, and hence MQ ∈ Φ0(H ⊕K) is clear.
Case 2. Suppose β(B) < α(A) <∞ and put l = α(A)− β(B). Note that β(A) = dimN(B)⊥ =
∞, let R(A)⊥ = H1 ⊕H2 and dimH2 = l, N(B)
⊥ = K1 ⊕K2 and dim(K1) = l.
Define an operator Q : K → H byQ =

 T1 0 00 T2 0
0 0 T3

 : N(B)⊕K1⊕K2 → H1⊕H2⊕R(A),
where T1, T2 and T3 are invertible operators. Obviously, Q ∈ B(K,H) is invertible. Now we claim
that MQ ∈ Φ0(H ⊕ K). In fact, MQ has the following form: MQ =


0 0 T1 0 0
0 0 0 T2 0
0 A1 0 0 T3
0 0 0 B1 B2
0 0 0 0 0

 :
N(A)⊕N(A)⊥⊕N(B)⊕K1⊕K2 −→ H1⊕H2⊕R(A)⊕R(B)⊕R(B)
⊥, where A1 ∈ B(N(B)
⊥, R(A))
and (B1 B2) ∈ B((K1 ⊕K2), R(B)) are invertible operators. Moreover, observe that dimK1 <∞,
we have B1 ∈ G(K1, R(B1)), B2 ∈ G(K2, R(B2)) and dimK1 = dimR(B1) = dim(R(B)⊖R(B2)).
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Now let W1 =


I 0 0 0 0
0 I 0 0 0
0 0 I 0 0
0 −B1T
−1
2 0 I 0
0 0 0 0 I

 : N(A) ⊕ N(A)
⊥ ⊕ N(B) ⊕ K1 ⊕ K2 −→ N(A) ⊕
N(A)⊥ ⊕N(B)⊕K1 ⊕K2,
andW2 =


I 0 0 0 0
0 I 0 0 −A−11 T3
0 0 I 0 0
0 0 0 I 0
0 0 0 0 I

 : H1⊕H2⊕R(A)⊕R(B)⊕R(B)
⊥ −→ H1⊕H2⊕R(A)⊕
R(B)⊕R(B)⊥.
Then W1MQW2 =


0 0 T1 0 0
0 0 0 T2 0
0 A1 0 0 0
0 0 0 0 B2
0 0 0 0 0

 : N(A)⊕N(A)
⊥ ⊕N(B)⊕K1 ⊕K2 −→ H1 ⊕H2 ⊕
R(A)⊕R(B)⊕R(B)⊥. Since A1, T1 and T2 are invertible, we get that R(W1MQW2) = H1⊕H2⊕
R(A) ⊕ R(B2) ⊕ {0} and N(W1MQW2) = N(A) ⊕ {0} ⊕ {0} ⊕ {0} ⊕ {0}, and R(W1MQW2)
⊥ =
{0} ⊕ {0} ⊕ {0} ⊕ (R(B)⊖R(B2))⊕R(B)
⊥. Thus W1MQW2 ∈ Φ(H ⊕K) and
α(W1MQW2) = α(A) = l + β(B)
= dimK1 + β(B)
= dim(R(B)⊖R(B2)) + β(B)
= β(W1MQW2) <∞.
SoW1MQW2 ∈ Φ0(H⊕K).Also sinceW1 andW2 are invertible, it follows thatMQ ∈ Φ0(H⊕K).
Case 3. Suppose α(A) < β(B) <∞, put l = β(B)−α(A). Since dimR(A) = dimN(B) =∞, let
R(A)= H1⊕H2 and dimH1 = l, N(B) = K1⊕K2 and dim(K2) = l. That dimH2 = dim(K1) =∞
is clear. Define an operator Q : K → H byQ =

 T1 0 00 T2 0
0 0 T3

 : K1 ⊕ K2 ⊕ N(B)⊥ →
R(A)⊥ ⊕H1 ⊕H2, where T1, T2 and T3 are invertible operators. Obviously, Q ∈ G(K,H). Similar
to the proof of Case 2, we can also show that MQ ∈ Φ0(H ⊕K).
It follows from Case 1 to Case 3 that (ii)⇒(iii).
Finally, (iii)⇒(iv) and (iv)⇒(i) are clear. The lemma is proved.
From Lemma 1 and Equation (2), we have the following:
Theorem 1. For a given pair (A,B) ∈ B(H)×B(K), we have
⋂
C∈Φ(K,H)
σw(MC) =
⋂
C∈G(K,H)
σw(MC) =
⋂
C∈B(K,H)
σw(MC)
= σSF+(A) ∪ σSF−(B) ∪ {λ ∈ C : α(A− λ) + α(B − λ) 6= β(A− λ) + β(B − λ)}.
In order to characterize the perturbation of essential spectrum of MC , we need the following:
Lemma 2. For a given pair (A,B) ∈ B(H)×B(K), the following statements are equivalent:
(i). there exists some C ∈ B(K,H) such that MC ∈ Φ(H ⊕K),
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(ii).
{
A ∈ Φ(H) and B ∈ Φ(K)
or A ∈ Φ+(H), B ∈ Φ−(K) and β(A) = α(B) =∞,
(iii). there exists some Q ∈ G(K,H) such that MQ ∈ Φ(H ⊕K),
(iv). there exists some Q ∈ Φ(K,H) such that MQ ∈ Φ(H ⊕K).
Proof. (i)⇒(ii). Suppose thatMC ∈ Φ(H⊕K) for some C ∈ B(K,H). It follows from [5, Theorem
3.2] that A ∈ Φ+(H), B ∈ Φ−(K). Moreover, by [19, Lemma 2.2] we have that either both A and
B are Fredholm operators or neither A nor B is a Fredholm operator. Thus β(A) = α(B) = ∞
when neither A nor B is a Fredholm operator.
(ii)⇒(iii). To do this, if A ∈ Φ(H) and B ∈ Φ(K), thenMC ∈ Φ(H⊕K) for every C ∈ B(K,H).
On the other hand, if A ∈ Φ+(H), B ∈ Φ−(K) and β(A) = α(B) = ∞. Define an operator
Q : K → H byQ =
(
T1 0
0 T2
)
: N(B) ⊕ N(B)⊥ → R(A)⊥ ⊕ R(A), where T1 and T2 are
invertible operators. Obviously, Q ∈ G(K,H), and it is easy to show that MQ ∈ Φ(H ⊕K).
(iii) ⇒ (iv) and (iv) ⇒ (i) are obvious. The lemma is proved.
From Lemma 2 and Equation (3) we have the following immediately:
Theorem 2. For a given pair (A,B) ∈ B(H)×B(K), we have
⋂
C∈Φ(K,H)
σe(MC) =
⋂
C∈G(K,H)
σe(MC) =
⋂
C∈B(K,H)
σe(MC)
= σSF+(A) ∪ σSF−(B) ∪ {λ ∈ C : min(β(A− λ), α(B − λ)) < max(β(A − λ), α(B − λ)) =∞}.
In order to characterize the perturbation of spectrum of MC , we need the following lemma
which is a generalization in [9, Theorem 2] in the case of Hilbert spaces:
Lemma 3. For a given pair (A,B) ∈ B(H)×B(K), the following statements are equivalent:
(i). there exists some C ∈ B(K,H) such that MC is invertible,
(ii). A is left invertible, B is right invertible and β(A) = α(B),
(iii). there exists some Q ∈ G(K,H) such that MQ is invertible,
(iv). there exists some Q ∈ Φ(K,H) such that MQ is invertible.
Proof. (i)⇒(ii) is prove in [9, Theorem 2]. In fact, if MC is invertible, it is easy to show that A is
left invertible and B is right invertible, which implies that α(A) = β(B) = 0. Moreover, it follows
from Lemma 1 that α(A) + α(B) = β(A) + β(B), thus β(A) = α(B).
(ii)⇒(iii). Suppose A is left invertible, B is right invertible and β(A) = α(B). Define an
operator Q : K → H byQ =
(
T1 0
0 T2
)
: N(B) ⊕ N(B)⊥ → R(A)⊥ ⊕ R(A), where T1 and T2
are invertible operators. it is evident that Q ∈ G(K,H) and MQ ∈ G(H ⊕K).
(iii) ⇒ (iv) and (iv) ⇒ (i) are obvious. The lemma is proved.
From Lemma 3 and Equation (1), the following theorem is immediate:
Theorem 3. For a given pair (A,B) ∈ B(H)×B(K), We have
⋂
C∈Φ(K,H)
σ(MC) =
⋂
C∈G(K,H)
σ(MC) =
⋂
C∈B(K,H)
σ(MC)
= σl(A) ∪ σr(B) ∪ {λ ∈ C : α(B − λ) 6= β(A− λ)}.
In order to characterize the perturbation for left spectrum, right spectrum, lower semi-Weyl
spectrum, upper semi-Weyl spectrum and lower semi-Fredholm spectrum of MC , we need the
following three lemmas:
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Lemma 4. For a given pair (A,B) ∈ B(H)×B(K), if either A or B is a compact operator, then
for each C ∈ Φ(K,H), MC is not a semi-Fredholm operator.
Proof. If B is a compact operator, then we can claim thatMC is not a semi-Fredholm operator for
each C ∈ Φ(K,H). If not, assume that C0 ∈ Φ(K,H) such that MC0 is a semi-Fredholm operator.
Since C0 ∈ Φ(K,H), there exists C1 ∈ Φ(H,K) such that C0C1 = I + K, where K ∈ B(H) is a
compact operator. Note that
(
A C0
0 B
)(
I 0
−C1A I
)
=
(
A−C0C1A C0
−BC1A B
)
=
(
−KA C0
−BC1A B
)
,
we have that
(
−KA C0
−BC1A B
)
is a semi-Fredholm operator. Also since K and B are compact
operators, both
(
0 0
−BC1A 0
)
and
(
−KA 0
0 B
)
are also compact. Thus
(
0 C0
0 0
)
is a
semi-Fredholm operator, which is impossible. So MC is not a semi-Fredholm operator for each
C ∈ Φ(K,H).
Similarly, we can prove when A is a compact operator, MC is not a semi-Fredholm operator for
each C ∈ Φ(K,H). The lemma is proved.
Lemma 5. The following statements are equivalent:
(i). B is not compact,
(ii). for each given A ∈ Φ+(H), if β(A) = ∞, then there exists an operator C ∈ G(K,H) such
that MC is an upper semi-Weyl operator and α(MC ) = α(A),
(iii). for each given A ∈ Φ+(H), if β(A) =∞, then there exists an operator C ∈ Φ(K,H) such
that MC is an upper semi-Weyl operator and α(MC ) = α(A),
(iv). for each given A ∈ Φ+(H), if β(A) =∞, then there exists an operator C ∈ G(K,H) such
that MC is an upper semi-Weyl operator,
(v). for each given A ∈ Φ+(H), if β(A) = ∞, then there exists an operator C ∈ Φ(K,H) such
that MC is an upper semi-Weyl operator,
(vi). for each given A ∈ Φ+(H), if h β(A) = ∞, then there exists an operator C ∈ G(K,H)
such that MC is an upper semi-Fredholm operator,
(vii). for each given A ∈ Φ+(H), if β(A) =∞, then there exists an operator C ∈ Φ(K,H) such
that MC is an upper semi-Fredholm operator.
Proof. Obviously, we only need to prove the implications (i) ⇒ (ii) and (vii) ⇒ (i).
(vii) ⇒ (i). If B is compact, then it follows from Lemma 4 that MC is not a semi-Fredholm
operator for each C ∈ Φ(K,H), which contradicts with (vii). Thus B is not compact.
(i) ⇒ (ii). Suppose that B is not compact. Then we consider the following two cases:
Case 1. Assume that R(B) is closed. Since the assumption that B is not compact, we have
that dimN(B)⊥ =∞. Also since β(A) =∞, let R(A)⊥ = H1 ⊕H2 with dimH1 = dimN(B) and
dimH2 =∞. Define an operator C : K → H by
C =
(
C1 0
0 C2
)
: N(B)⊕N(B)⊥ −→ H1 ⊕ (H2 ⊕R(A)),
where C1 ∈ B(N(B),H1) and C2 ∈ B(N(B)
⊥,H2 ⊕ R(A)) are invertible operators. Obviously,
operator C is invertible. By [12, Lemma 2], MC is an upper semi-Fredholm operator. Moreover,
it is easy to prove that N(MC) = N(A) ⊕ {0} and dimR(MC)
⊥ ≥ dimH2 = ∞. Thus, MC is an
upper semi-Weyl operator and α(MC) = α(A).
Case 2. Assume that R(B) is not closed. By [13, Lemma 3.6] and its proof, we can obtain an
operator C ∈ G(K,H) such that MC is an upper semi-Weyl operator and α(MC) = α(A). The
lemma is proved.
Duality, we have:
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Lemma 6. The following statements are equivalent:
(i). A is not compact,
(ii). for each given B ∈ Φ−(K), if α(B) =∞, then there exists an operator C ∈ G(K,H) such
that MC is a lower semi-Weyl operator and β(MC) = β(B),
(iii). for each given B ∈ Φ−(K), if α(B) =∞, then there exists an operator C ∈ Φ(K,H) such
that MC is a lower semi-Weyl operator and β(MC) = β(B),
(iv). for each given B ∈ Φ−(K), if α(B) =∞, then there exists an operator C ∈ G(K,H) such
that MC is a lower semi-Weyl operator,
(v). for each given B ∈ Φ−(K), if α(B) =∞, then there exists an operator C ∈ Φ(K,H) such
that MC is a lower semi-Weyl operator,
(vi). for each given B ∈ Φ−(K), if α(B) =∞, then there exists an operator C ∈ G(K,H) such
that MC is a lower semi-Fredholm operator,
(vii). for each given B ∈ Φ−(K), if α(B) =∞, then there exists an operator C ∈ Φ(K,H) such
that MC is a lower semi-Fredholm operator.
Our Theorem 4 and Theorem 5 following show the similar conclusions as Equation (4)-(5).
Theorem 4. For a given pair (A,B) ∈ B(H)×B(K), we have
⋂
C∈Φ(K,H)
σ∗(MC) = (
⋂
C∈B(K,H)
σ∗(MC)) ∪ {λ ∈ C : A− λ is compact},
where σ∗ ∈ {σr, σSF−, σsw}.
Proof. According to Lemma 4, it is clear that
⋂
C∈Φ(K,H)
σ∗(MC) ⊇ (
⋂
C∈B(K,H)
σ∗(MC)) ∪ {λ ∈ C : A− λ is compact}.
In order to show the theorem, we only need to prove that
⋂
C∈Φ(K,H)
σ∗(MC) ⊆ (
⋂
C∈B(K,H)
σ∗(MC)) ∪ {λ ∈ C : A− λ is compact}.
(i). Suppose that σ∗(·) = σSF−(·) and λ 6∈ (
⋂
C∈B(K,H) σSF−(MC))∪{λ ∈ C : A−λ is compact}.
Then A − λ is not compact and there exists C ∈ B(K, H) such that MC − λ ∈ Φ−(H ⊕K), and
hence B − λ ∈ Φ−(K).
Case 1. α(B − λ) = ∞. It follows from Lemma 6 that there exists C ∈ Φ(K,H) such that
MC−λ is a lower semi-Fredholm operator. This implies that λ 6∈
⋂
C∈Φ(K,H) σSF−(MC). It is clear
that ⋂
C∈Φ(K,H)
σSF−(MC) ⊆ (
⋂
C∈B(K,H)
σSF−(MC)) ∪ {λ ∈ C : A− λ is compact}.
Case 2. α(B − λ) < ∞. This implies that B − λ ∈ Φ(K), and so A − λ ∈ Φ−(H) since
MC − λ ∈ Φ−(H ⊕ K). Thus, we have that MC − λ is a lower semi-Fredholm operator for each
C ∈ B(K, H), which means λ 6∈
⋂
C∈Φ(K,H) σSF−(MC). Thus
⋂
C∈Φ(K,H)
σSF−(MC) ⊆
⋂
C∈B(K,H)
σSF−(MC) ∪ {λ ∈ C : A− λ is compact}.
Together Case 1 with Case 2, we have
⋂
C∈Φ(K,H)
σSF−(MC) = (
⋂
C∈B(K,H)
σSF−(MC)) ∪ {λ ∈ C : A− λ is compact}.
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(ii). Suppose that σ∗(·) = σr(·) and λ 6∈ (
⋂
C∈B(K,H) σr(MC)) ∪ {λ ∈ C : A − λ is compact}.
Then A − λ is not compact and there exists C ∈ B(K, H) such that MC − λ ∈ Gr(H ⊕K), and
hence B − λ ∈ Gr(K).
Case 1. α(B − λ) = ∞. It follows from Lemma 6 that there exists C ∈ Φ(K,H) such that
MC − λ is a lower semi-Weyl operator and β(MC − λ) = β(B − λ). Note that B − λ is surjective,
then MC − λ is also surjective. This implies that λ 6∈
⋂
C∈Φ(K,H) σr(MC). It is clear that
⋂
C∈Φ(K,H)
σr(MC) ⊆
⋂
C∈B(K,H)
σr(MC) ∪ {λ ∈ C : A− λ is compact}.
Case 2. α(B−λ) <∞. This means that B−λ ∈ Φ(K), so it is easy to prove that A−λ ∈ Φ−(H).
Moreover, it follows from [10, Corollary 2] that α(B − λ) ≥ β(A − λ). Next we claim that there
exists some C ∈ Φ(K, H) such that λ 6∈
⋂
C∈Φ(K,H) σr(MC). For this, let N(B − λ)
⊥ = K1 ⊕K2
with dimK2 = dimβ(A− λ). Define an operator Q : K → H by
Q =
(
C1 0
0 C2
)
: (N(B − λ)⊕K1)⊕K2 −→ R(A− λ)⊕R(A− λ)
⊥,
where C1 ∈ B(N(B − λ) ⊕ K1, R(A − λ)) and C2 ∈ B(K2, R(A − λ)
⊥) are invertible operators.
Obviously, operator Q ∈ G(K, H) and MC − λ is surjective. Thus⋂
C∈G(K,H)
σr(MC) ⊆
⋂
C∈B(K,H)
σr(MC) ∪ {λ ∈ C : A− λ is compact}.
Together Case 1 with Case 2, we have
⋂
C∈Φ(K,H)
σr(MC) =
⋂
C∈B(K,H)
σr(MC) ∪ {λ ∈ C : A− λ is compact}.
Similarly, when σ∗ = σsw, we can prove the conclusion is also true.
By the proof methods of Theorem 4, we can prove the following result:
Theorem 5. For a given pair (A,B) ∈ B(H)×B(K), we have
⋂
C∈Φ(K,H)
σ∗(MC) = (
⋂
C∈B(K,H)
σ∗(MC)) ∪ {λ ∈ C : B − λ is compact},
where σ∗ ∈ {σl, σaw}.
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