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Abstract
Real-world applications of Machine Learning (ML) require modeling and reasoning about complex, heterogeneous
and high-dimensional data. Probabilistic Inference and Structured-Output Prediction (SOP) are frameworks within
ML, which enable systems to learn and reason about complex output spaces by exploiting conditional independence
assumptions. SOP systems are capable of coping with exponentially large numbers of possibilities, e.g., all segmen-
tations of an image (i.e., labelings of every pixel with a semantic category); all English translations of a Chinese
sentence; or all 3D configurations of a fixed-length sequence of (a priori unknown) amino acids. Indeed, SOP has led
to state-of-the-art results in applications from various fields [Bakir et al., 2007].
Despite their success and generality, the application of SOP systems to real-world tasks is most severely limited
by intractability issues. In brief, intractability is a consequence of high-order interactions in real-world phenomena.
For this reason, researchers adopt performance-limiting simplifying assumptions (e.g., of conditional independence)
within their models and forgo optimality guarantees in their inference algorithms. Learning SOP models from data is
also intractable in general and thus, further approximations are introduced in the learning task. Additionally, labeled
training data, is expensive and most often limited and biased. As a consequence of all of these difficulties, the SOP
systems used in practice are plagued with limitations and inaccuracies.
Further complicating the above is the fact that uncertainty is inherent to real-world applications for SOP, e.g., the
data input to SOP systems is noisy, incomplete or otherwise ambiguous – in some cases, the input-output mapping is
in effect one-to-many. As a result, the distributions over outputs we are interested to model are in general multi-modal.
In this work, we propose to increase the expressivity and performance of SOP models by specifying and training
models to produce fixed-size tuples of structured-outputs. We achieve this by constructing “portfolios” of structured
prediction models that make independent predictions at test-time but that are trained jointly to produce sets of relevant
and diverse hypotheses.
In some sense, the motivation for decomposition in this thesis is akin to the spirit of mixture models or ensemble
approaches. However, in this work we dispense with component weights and delay commitment to single predictions.
In doing so, we advocate for pipelined approaches where multiple hypotheses are fed forward for refinement, aggre-
ii
gation, simulation, etc. or as inputs to increasingly complex predictive tasks. In these settings, it is often practical
and advantageous for certain stages to be informed by higher order features (e.g., inter-hypothesis features), additional
information available at test-time (e.g., generative procedure, temporal or textual context) or a user/expert in the loop.
We show that our methods lead to predictions of higher accuracy compared to current methods and that we are
able to leverage multiple predictions to outperform the state-of-the-art in end-to-end applications.
iii
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Chapter 1
Introduction
This thesis is motivated by the desire to build intelligent systems that will impact human lives positively. Such systems
are deemed intelligent because of their ability to understand, learn and make decisions about real-world data.
Current intelligent systems already assist humans in daily tasks, e.g., speech recognition enabled Web search on
smartphones or vehicles capable of parking themselves, as well as high impact tasks, e.g., recovering and organizing
unprecedented volumes of data for decision making in managing (natural) disasters or personalized cancer treatment
based on DNA sequencing.
Unfortunately, application areas such as Computer Vision or Natural Language Processing (NLP) make it obvious
that current systems have much progress to make. Beyond current methods are tasks that humans solve effortlessly,
e.g., understanding of intent, emotion or sarcasm in short written or verbal statements, or the understanding of the
relationships between the objects in an image or video.
Further, (automated) intelligent systems are necessary to analyze and extract information from the massive amounts
of heterogeneous and dynamic data which are generated on a constant basis, e.g., the millions of images and videos
people upload on the Internet every day, environmental data, urban data, surveillance data, etc.
Probabilistic Inference and Structured-Output Prediction (SOP) are frameworks within Machine Learning (ML),
which enable systems to reason about many inter-dependent aspects of data. In the predictive scenarios studied in this
thesis, the system observes a subset of the variables in some model and is required to determine the most probable
state of the unobserved variables.
SOP systems are able to reason about exponentially large numbers of possibilities, e.g., all segmentations of an
image (i.e., labelings of every pixel with a semantic category); all English translations of a Chinese sentence; or all 3D
configurations of a fixed-length sequence of (a priori unknown) amino acids. Indeed, SOP has led to state-of-the-art
results in applications from various fields [Bakir et al., 2007].
Despite their success and generality, the application of SOP systems to real-world tasks is most severely limited
by intractability issues. In brief, intractability is a consequence of high-order interactions in real-world phenomena.
For this reason, researchers adopt performance-limiting simplifying assumptions (e.g., of conditional independence)
1
within their models and forgo optimality guarantees in their inference algorithms. Learning SOP models from data is
also intractable in general and thus, further approximations are introduced in the learning task. Additionally, labeled
training data, is expensive and most often limited and biased. As a consequence of all of these difficulties, the SOP
systems used in practice are plagued with limitations and inaccuracies.
Further complicating the above is the fact that uncertainty is inherent to real-world applications for SOP, e.g., the
data input to SOP systems is noisy, incomplete or otherwise ambiguous – in some cases, the input-output mapping is
in effect one-to-many. As a result, the distributions over outputs we are interested to model are in general multi-modal.
In summary, we sustain that it is both foolish and arrogant to insist on making single Maximum A Posteriori predic-
tions (as referred to in the literature) using sub-optimal inference procedures on simplified and incorrectly estimated
models, in the presence of input ambiguity and multi-modality.
In this thesis, we propose to increase the expressivity and performance of SOP models by specifying and training
models to produce fixed-size tuples of structured-outputs. We achieve this by constructing “portfolios” of structured
prediction models that make independent predictions at test-time but that are trained jointly to produce sets of relevant
and diverse hypotheses. Later chapters will show that our methods lead to predictions of higher accuracy compared
to current SOP systems and that it is possible to leverage multiple predictions to outperform the state-of-the-art in
end-to-end applications.
In some sense, the motivation for decomposition in this thesis is akin to the spirit of mixture models or ensemble
approaches. However, in this work we dispense with component weights and delay commitment to single predictions.
In doing so, we advocate for pipelined approaches where multiple hypotheses are fed forward for refinement, aggre-
gation, simulation, etc. or as inputs to increasingly complex predictive tasks. In these settings, it is often practical
and advantageous for certain stages to be informed by higher order features (e.g., inter-hypothesis features), additional
information available at test-time (e.g., generative procedure, temporal or textual context) or a user/expert in the loop.
In the next section, we provide background on standard SOP and Empirical Risk Minimization (ERM) which are
frameworks we use throughout this thesis. We given an overview of Multi-Output Structured Learning in Sec. 1.2 and
discuss related work in Sec. 1.3. We end this introductory chapter with a summary of contributions in Sec. 1.4.
1.1 Structured Learning
Structured Learning or Structured-Output Prediction (SOP) is a framework for handling complex multivariate output
prediction problems. For example, in Computer Vision a typical task is to label every pixel in an image with a semantic
category (e.g., boat, dog, tree) [Szeliski et al., 2008, Kappes et al., 2013] or in Natural Language Processing a typical
2
(a) Foreground-background segmentation: given an image, label every pixel as either foreground or
background.
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(b) Sentence parsing: given a sentence, create a parse tree representation of the grammatical structure of
the sentence.
Figure 1.1: Example Structured Prediction tasks.
task would be to output a parse tree given a sentence [Taskar et al., 2004].
In such problems, exploiting the interdependences between output variables (e.g., the labels of neighboring pixels)
leads to superior prediction quality. Thus, SOP seeks to predict all variables jointly. Formally, SOP casts the problem
as learning a mapping from inputs to (structured) outputs
f : X → Yk , (1.1)
where X is the space of inputs (e.g., images or Chinese sentences) and Yk is the space of (k-variate and structured)
outputs (e.g., image segmentations or English translations of Chinese sentences). Fig. 1.1 provides two examples of
SOP tasks.
For Structural Support Vector Machines (Structural SVMs) [Tsochantaridis et al., 2005, Joachims et al., 2009], the
mapping is linear and is defined as
f(x; w) = argmax
y∈Yk
wTψ(x,y) , (1.2)
3
where ψ(x,y) is a joint feature map, ψ : X × Yk → Rd.1
Finding the maximizing y in (1.2) is known as the MAP (Maximum A Posteriori) inference problem [Koller and
Friedman, 2009, Wainwright and Jordan, 2008]. It is always assumed that the score function wTψ(x,y) decomposes.
Otherwise, it would be infeasible to even represent such a function for any interesting problem. For certain decom-
positions, there exist exact and efficient methods for MAP inference, however this problem is NP-hard in general
[Shimony, 1994].
In Supervised Learning, the mapping f is inferred from labeled data using formulations such as Max-Margin
Markov Networks [Taskar et al., 2003], Structural SVMs [Tsochantaridis et al., 2005, Joachims et al., 2009] and
Conditional Random Fields (CRFs) [Lafferty et al., 2001]. In these settings one is given training data in the form of
input-output pairs
S = {(xi,yi)}ni=1 (1.3)
and the goal is to find the weight vector w in (1.2) that correctly classifies the training pairs, i.e., find w such that
yi = argmaxy∈Yk w
Tψ(xi,y).
In the case of Structural SVMS the quality of prediction yˆi = f(xi) is measure by a task-specific loss function
` : Yk × Yk → R+ , (1.4)
where `(yi, yˆi) denotes the cost of predicting yˆi when the correct label is yi. Some examples of loss functions are the
intersection/union criterion used by the PASCAL Visual Object Category Segmentation Challenge [Everingham et al.,
2011], and the BLEU score used to evaluate machine translations [Papineni et al., 2002].
Following the Empirical Risk Minimization (ERM) principle [Vapnik, 1998] the learning formulation for Structural
SVMs strives to approximate
w∗ = argmin
w
1
n
n∑
i=1
`(yi, f(xi; w)) . (1.5)
This objective is discontinuous and non-convex in w, so surrogate losses are used in practice. Additionally, this
learning problem is further complicated for several reasons: First, inference is already computationally intractable.
Second, labeled data is expensive and often limited and biased [Torralba and Efros, 2011]. Third, the learning task for
SOP is NP-hard in general [David Sontag and Globerson, 2010]. Hence, approximations and other compromises are
1In Conditional Random Fields [Lafferty et al., 2001] the score is normalized to define a probability distribution over outputs P (y|x) ∝
exp(wTψ(x,y)).
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Figure 1.2: Multi-Output Structured Prediction for the foreground-background segmentation task in Fig. 1.1a.
necessary, which translates into limitations and inaccuracies in the models we are able to learn.
More details on SOP will be given in Chapter 2.
1.2 Multi-Output Structured Learning
In this thesis we build on the framework of Structural SVMs and propose models that predict fixed-size tuples of
structured-outputs
g : X → YkM , (1.6)
where the input space X is as before but where the output space YkM is on M -tuples2 of structured-outputs.
For example,
Yˆi =
〈
yˆ
(1)
i , . . . , yˆ
(M)
i
〉
(1.7)
is an M -tuple of predictions for the i-th input where each yˆ(m)i ∈ Yk, m= 1, . . . ,M is a structured label, e.g., a
segmentation of an image or an English translations of a Chinese sentence. See Fig. 1.2 for an illustration of the idea.
Importantly, we develop novel methods to train models such that the multiple predictions in the tuple are comple-
mentary or diverse in a sense we formalize shortly.
1.2.1 Insisting on Multiple Predictions
There are, in fact, several reasons behind the benefits of making multiple (diverse) predictions. In this section we
provide intuitions from different perspectives for the superiority of Multi-Output Structured Learning:
1. Uncertainty As noted above, there are numerous reasons for the inadequacy of single MAP solutions. On one
end, there is inherent uncertainty in applications due to limited, noisy or, simply, ambiguous observations. On
2Our formulation is described with a nominal ordering of the predictions. However, both the proposed objective function and optimization
algorithm are invariant to permutations of this ordering.
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Figure 1.3: Increased expressivity from learning a “portolio” of predictors (blue) compared to a single predictor (red).
another end, the models we are able to learn are necessarily li ited and inaccurate, while the inference methods
used in practice lack optimality guarantees.
In this work we see multiple-outputs as an effective (or perhaps, necessary) means to manage uncertainty. It
is worthy to note that in (unstructured) pattern classification there is a long tradition on building ensembles of
classifiers to increase accuracy. See related work in Sec. 1.3.
2. Representational The methods we develop work by decomposing the input-output mapping. That is, in a spirit
akin to mixture models, we propose to decompose a complex input-output mapping into a tuple (or portfo-
lio) of simpler input-output mappings that are locally accurate. As a consequence, our models are indeed a
generalization of standard SOP models with superior representational power.
Fig. 1.3 is a caricature of learning a “portfolio” for approximating a multi-modal mapping. If, for the sake of
illustration, we picture current methods as uni-modal mappings, then a standard SOP approach would learn a
mapping as shown by the red curve while our approach would have as an option the learning a mapping as
represented by the blue curves.
3. Statistical [Kuncheva, 2004] offers the following intuition in favor of learni g an ensemble of models. Suppose
we have a training set S and a set of classifiers C(S) all of which display good performance on S. In such
scenario, there is uncertainty as to what the correct single classifier to pick would be. Although the classifiers
may be indistinguishable w.r.t. their training performance, they may have different generalization performance.
Instead of picking a single classifier, a safer option would be to use all of C(S) and “average” their outputs.
This ensemble classifier may not be better than the single best classifier in C(S) but can eliminate the risk of
picking an inadequate single classifier (based on training error).
A different intuition on the benefit of averaging predictors from [Hastie et al., 2009] is as follows. In a regression
setting we are given a set of input-output pairs {(Xi, Yi)}ni=1 where Xi ∈ Rp and Yi ∈ R, and seek to find a
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mapping fˆ : Rp → R so as to minimize the squared error 1n
n∑
i=1
(
Yi − fˆ(Xi)
)2
.
If we assume that Y = f(X) +  where E[] = 0 and Var[] =σ2 , we can derive the following expression for the
expected prediction error of regression fit fˆ(X) at input point X =x0
Err(x0) = E[Y − fˆ(x0)|X =x0]
= σ2 + (E[fˆ(x0)]− f(x0))2 + E[fˆ(x0)− E[fˆ(x0]]2
= σ2 + Bias
2[fˆ(x0)] + Var[fˆ(x0)]
= Irreducible error + Bias2 + Variance . (1.8)
Thus, prediction error may be reduced by, e.g., decreasing Bias while keeping Variance constant or vice versa.
Typically, the more complex we make a model fˆ the lower the Bias but the higher the Variance.
An average of M i.i.d. random variables each with variance σ2 has variance 1M σ
2. Hence, some ensemble
methods (e.g., bagging, random forests) seek to reduce the expected prediction error by reducing variance while
keeping bias approximately constant.
When learning multiple models from the same training data the i.i.d. assumption will not hold in general. If
the variables are simply i.d. (identically distributed but not necessarily independent) with positive pairwise
correlation ρ, the variance of the average is
ρ σ2 +
1− ρ
M
σ2 . (1.9)
Thus, the expected prediction error can be reduced by averaging multiple models while reducing the correla-
tion between the models in the ensemble. Bootstrapping seeks to achieve decreased correlation via randomly
sampling train data while, e.g., random forests seek a decrease in correlation through random selection of input
variables during the tree-growing process.
4. Computational When using descent methods to optimize a non-convex objective there is a risk of getting stuck
in poor local optima. This is often the case in learning and inference methods for SOP [Globerson and Jaakkola,
2007, Meshi et al., 2010]. Learning multiple uncorrelated models is a means to mitigate against such difficulties.
At train-time this objective will increase our chances of finding good models or good (locally accurate) model
portfolios. As a result, during test-time, we should have increased chances of finding good predictions.
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1.2.2 Cascaded Architectures
A popular approach to dealing with increasingly complex models is that of decomposition. In general, decomposition
approaches (e.g., [Komodakis et al., 2011, Sapp et al., 2011, Koo et al., 2010]) split the model into an ensemble of
tractable sub-models and enforce various degrees of agreement constraints on the decisions derived from the sub-
models. An important form of decomposition, that deviates from the probabilistic framework, is that of feed-forward
pipelines which propagate (sub-optimal) decisions (e.g., in Structured Prediction [Weiss and Taskar, 2010, Sapp et al.,
2010, 2011]).
This thesis is part of a body of work that suggests an approach that leverages aspects of both compromises noted
above. Namely, this work suggests cascaded architectures with two types of stages:
Type 1 Efficient Multi-Output Structured Models are probabilistic models that, while tractable, are capable of
taking a doubly-exponential search-space and pruning it drastically. The output of these models should be a
(relatively) small set of high-quality hypotheses with high coverage or recall, e.g., a set of Diverse M -Best
Hypotheses.
Type 2 Consumers of Multiple Hypotheses come in different forms. Re-rankers are models able to rank a small
set of hypotheses perhaps by taking advantage of interactions that are too complex (e.g., high-order features) to
be used for inference in the original search-space or by using other forms of information available at test-time.
For instance, in Computer Vision, this is the case for state-of-the-art methods for human-pose estimation in
video which produce multiple predictions at every frame and then compute a track by smoothing the transitions
over the entire sequence using dynamic programming [Park and Ramanan, 2011, Batra et al., 2012]. In Natural
Language Processing, this is the case for sentence parsing [Collins, 2000], Semantic Role Labeling [Charniak
and Johnson, 2005, Toutanova et al., 2005] and Machine Translation [Shen et al., 2004], where an initial system
produces a list of M -Best hypotheses [Huang and Chiang, 2005, Pauls et al., 2010] (also called k-best lists in
the NLP literature), which are subsequently re-ranked.
Additionally, as suggested earlier, multiple hypotheses may serve as initializations for subsequent optimization
or validation. This is particularly interesting when subsequent optimization or validation is costly, e.g., visual
inspection, simulation or experimentation in the real-world. An example of subsequent optimization is the
system developed in Chapter 5 for camera relocalization, and an example of costly simulation can be found in
protein design applications [Fromer and Yanover, 2009].
Aggregators are models capable of combining multiple hypotheses. For example, in human-pose estimation
temporal smoothing could be used not only to re-rank complete poses but to combine poses at the level of parts.
In the end-to-end system of Chapter 5 a different form of hypothesis aggregation is shown to introduce accuracy
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improvements.
In this category, we also include the user portion of Interactive Systems where the goal is to produce hypothe-
ses for an expert or user in the loop. Popular examples include tools for interactive image segmentation (where
the system produces a cutout of an object from a picture [Boykov and Jolly, 2001, Rother et al., 2004]); systems
for image processing/manipulation tasks such as image denoising and deblurring (e.g., Photoshop); or machine
translation services (e.g., Google Translate). These problems are typically modeled using structured probabilis-
tic models and involve computing the MAP solution. In order to minimize user interactions, these systems could
present the user not only a single prediction but a small set of diverse predictions, and simply let the user pick
the best one.
In this thesis, Chapters 3 and 4 develop Type 1 models while Chapter 5 develops a full (end-to-end) system with Type
1 and Type 2 components.
Finally, another form of cascaded architecture lies in the investigation of energy functions, learning methods and
application-specific matters. It has been argued [Fromer and Yanover, 2009, Chen et al., 2013] that the statistical
analysis of multiple solutions is beneficial in acquiring insight as to the appropriateness of energy functions used in
practice; the effects of training data (e.g., w.r.t. train data size and noise); and in understanding and characterizing
salient aspects of good quality solutions.
1.2.3 Diversity
In this work we speak of diversity in sets of multiple predictions. Formally, we assume the availability of a distance or
dissimilarity function between pairs of predictions, e.g., ∆(y,y′). Equipped with such function, we may compare the
relative diversity of different pairs of hypotheses, i.e., where higher values of dissimilarity are deemed more diverse.
To extend the notion of diversity to tuples (as in (1.7)) of more than two outputs we aggregate measures of pairwise
dissimilarity over all pairs in the tuple,
∆(Yˆi) =
⊕
m<m′:
yˆ
(m)
i ,yˆ
(m′)
i ∈Yˆi
∆(yˆ
(m)
i , yˆ
(m′)
i ) , (1.10)
where
⊕
is an aggregation operator such as mean or min.
Insisting on diversity is a mechanism for decreasing correlation in the predictions (and predictors), which is nec-
essary for learning classifiers that make complementary mistakes. Striving for diversity when generating multiple
solutions is important to the following objectives:
1. Decrease correlation and redundancy, e.g., detecting all persons in an image [Blaschko, 2011, Barinova et al.,
9
2010].
2. Maximize information gain, e.g., sensor placement [Krause et al., 2006].
3. Covering the most interesting or important cases, e.g., summarizing a news story by selecting a subset of sen-
tences that include all relevant facts [Gillenwater et al., 2012, Ross et al., 2013].
4. Summarize a configuration space through representative cases, e.g., in interactive systems or when tracking
people in video [Batra et al., 2012, Park and Ramanan, 2011].
5. Increase efficiency by avoiding wasted computation on redundant solutions, e.g., this thesis, [Batra et al., 2012,
Kulesza and Taskar, 2012, Slivkins et al., 2013].
1.2.4 Set min-loss
In this thesis we take an ERM approach as in standard SOP. However, we argue that in Multi-Output Structured
Learning, the right loss to minimize during training is the “set min-loss”
Li(Yˆi) = min
yˆ∈Yˆi
`(yi, yˆ) , (1.11)
where `(·, ·) is the traditional task-loss from standard SOP and yi is the ground-truth solution. That is, a tuple Yˆi is
penalized only for the error in the most accurate prediction it contains.
The set min-loss is so central to our developments that we train all of our multi-output SOP systems to minimize
this loss. It has the following properties:
1. It allows predictions to be diverse. While the loss itself does not enforce diversity, it does not place any restric-
tions on it. We will see that within the ERM framework the set min-loss is able to produce decreased correlation
in a similar (but superior) way as bootstraping samples decreases correlation in, e.g., bagging.
2. Applies to standard SOP datasets containing single labels. This enables our methods to learn from exactly the
same datasets as regular SOP methods do.
Note that replacing the set min-loss with other aggregate losses would have drastically different effects. For
instance, the set max-loss would prevent diversity (thus, increasing correlation) and lead to decreased performance.
Even the set mean-loss would limit diversity, which is crucial to the success of our approach.
The use of the set min-loss sets our work apart from all previous work in SOP. In certain contexts aggregate losses
with similar signature have appeared. However, we do not know of any previous SOP work on learning to minimize
the set min-loss.
We note that in the online learning literature the notion of regret is defined w.r.t. the best predictor in hindsight,
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e.g., [Cesa-Bianchi and Lugosi, 2006]. In this literature the problem setting (e.g., sequence prediction) and output
spaces are different. Yet, there is a connection between our objective to minimize the set min-loss and their objective
to minimize regret, which deserves attention.
1.3 Related work
1.3.1 Producing Multiple Structured-Outputs
A standard way of producing multiple structured predictions in probabilistic models is to find the topM most probable
(or high-scoring) configurations for a scoring function like in (1.2) (normalization is of no concern in these settings).
This problem is known in the literature as the M-Best MAP problem and M-Best versions of most standard MAP
inference methods have been developed: max-flow [Nilsson, 1998], Loopy Belief Propagation [Yanover and Weiss,
2003], Linear Programming relaxations [Fromer and Globerson, 2009, Batra, 2012], Sampling [Porway and Zhu,
2011] and Search [Andres et al., 2012].
There are at least three problems with M-Best MAP approaches:
1. The multiple solutions found tend to be redundant, offering little benefit (e.g., additional or complementary
information) w.r.t. each other. As a consequence many solutions need to be generated before achieving any
significant gain.
2. The approaches exhibit a train-test inconsistency. Models are trained to produce single-outputs, i.e., to match
the single-label data distribution (Maximum Likelihood) or to score single-label ground-truth the highest by a
margin (Maximum Margin). However, models are used at test-time to produce multiple outputs.
3. All approaches are computationally expensive. In general, solutions are computed sequentially by constrain-
ing the original scoring function so that previously found solutions are eliminated. This, compounded with
redundancy, severely limits the applicability of M-Best MAP approaches.
Compared to M-Best MAP approaches the methods in this thesis are advantageous because:
1. The solutions produced by our methods are complementary (or diverse) by design.
2. Train and test procedures are consistent, i.e., the models we propose are designed and trained for making multi-
ple predictions.
3. MAP inference with our models is not sequential and is as efficient as standard MAP inference (up to a constant
factor).
4. Since our models are effectively ensembles of structured models, their representational power is increased w.r.t.
traditional models as was argued above. As a consequence the predicted tuples contain hypotheses of higher
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accuracy than those produced by single output models.
There are also approaches that compound M-Best MAP inference so as to attain diversity in the multiple solutions.
Non-Maximum Suppression (NMS) [Felzenszwalb et al., 2010, Blaschko, 2011, Park and Ramanan, 2011] works by
generating a large set of M-Best solutions and then discarding redundant solutions. Thus, while diversity may be
attained through NMS, there is still a need to generate and evaluate many redundant solutions using M-Best MAP
approaches. Hence, the methods in this thesis are superior in senses 2 to 4 above w.r.t. to NMS.
Another method that was recently proposed is Diverse M-Best MAP [Batra et al., 2012]. This is a sequential ap-
proach to obtaining multiple diverse solutions that works by first computing the MAP solution and next, compounding
the original scoring function with a linear term penalizing configurations for their closeness to solutions previously
found. This method is more computationally efficient compared to NMS but, similarly to NMS, falls short w.r.t. the
methods in this thesis in senses 2 to 4 above. Indeed, our experimental evaluation will show that the solutions found
with the methods in these thesis are of superior quality than those found using Diverse M-Best MAP.
The M-Modes problem for graphical models was recently introduced by [Chen et al., 2013]. In this setting the
problem is to predict the M configurations of highest probability that, at the same time, are local maxima of the
probability landscape (the authors define the notion of local maximum for discrete output spaces with the aid of a
distance function on configurations). Modes are intrinsically diverse but the methods proposed are sequential and
work only for low treewidth models.
Variational Methods [Wainwright and Jordan, 2008] could also be used to decompose a SOP model and make
multiple predictions more efficiently. The main issue with this direction is that the method would work to approximate
an incorrectly estimated model and will introduce additional assumptions to factor the distribution. The methods in
this thesis work in the opposite order: a complex distribution is decomposed first and then each (local) component is
estimated from data.
Structured Determinantal Point Processes (SDPPs) [Kulesza and Taskar, 2010, 2012] combine SOP models with
Determinantal Point Processes (DPPs) [Macchi, 1975] to enforce diversity in structured-output predictions. Currently,
the main limitations of SDPPs are that they have only been specified for low treewidth SOP models and that inference
is done sequentially via sampling. Further, to our knowledge no work has shown how to learn SDPPs from labeled
data.
The work of [Lampert, 2011] on Multi-Label Structured Prediction (MLSP) is also on predicting sets of structured
labels. However, the motivation and setting of that work is fundamentally different from ours. MLSP addresses the
problem of predicting all true labels for an instance (such as all object classes present in an image). In contrast, our
models propose a set of structured labels at least one of which is close to the single ground-truth label for the instance.
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Further, MLSP requires ground-truth set outputs to train from, which we do not. In fact, our developments and MLSP
are orthogonal approaches, e.g., we could introduce MLSP within our framework to learn to predict multiple and
diverse sets of structured-outputs (e.g., multiple guesses by the algorithm where each guess is a set of bounding boxes
for the objects in an image).
1.3.2 Ensemble Learning (Combining Classifiers)
At a high-level, the motivation for our developments is similar to that of a long tradition of work on ensemble learning
for unstructured spaces. In this context, Hastie et al. [2009] state:
“In terms of basis functions, we want a collection that covers the space well in places where they are needed, and
are sufficiently different from each other for the post-processor to be effective.”
Besides the structural aspect, our methods are different from traditional ensemble methods in the following senses:
1. We choose to remain agnostic about the relative importance of each predictor.
2. We do not immediately “average” predictors or combine outputs. In particular, we do not seek to learn a
combination strategy from training data but insist to use additional information available at test-time to carry
out further processing and eventually combination or re-ranking of multiple hypotheses.
3. Armed with the set min-loss we are able to discover domains (or regions of competence) and achieve diversity.
We provide further elaboration on this in the Multi-Task Learning discussion below.
Here is a brief overview of some of the approaches developed in this tradition:
1. Mixture models combine multiple distributions probabilistically for increased representation power. For in-
stance, a mixture of Gaussians may approximate a multi-modal distribution much better than a single (uni-
modal) Gaussian,
P (x|pi,µ,Σ) =
M∑
i=1
piiN (x;µi,Σi) . (1.12)
2. Mixture of experts increase the capability of mixture models by allowing the mixing coefficients to be functions
of the input variable,
P (x|pi,µ,Σ) =
M∑
i=1
pii(x)N (x;µi,Σi) . (1.13)
3. Classifier Selection is motivated by the idea of regions of competence and assumes it is possible to determine
the competence of each classifier in the ensemble for a given input. This is similar to the pii(x) coefficients in
mixtures of experts. Once the competences are determined, the common strategy is to use the most competent
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classifier to make the classification of the input.
The idea of using different classifiers for different inputs goes, at least, back to [Dasarathy and Sheela, 1979].
4. Bayesian model averaging considers a set of candidate modelsMm, m=1, . . . ,M (which may be of the same
or of different types, e.g., neural networks and regression trees) for a training set S= {(xi, yi)}ni=1. Suppose ζ
is a quantity of interest, e.g., a prediction f(x) at fixed input x. Then the posterior distribution of ζ is
P (ζ|S) =
M∑
i=1
P (ζ|Mm, S)P (Mm|S) , (1.14)
with posterior mean
E(ζ|S) =
M∑
i=1
E[ζ|Mm, S]P (Mm|S) . (1.15)
This Bayesian prediction is thus a weighted average of the individual predictions, with weights proportional to
the posterior probability of each model.
This formulation leads to different model averaging strategies:
(a) Committee methods use unweighted averages. In, e.g., Bagging (or Bootstrap aggregation) the models are
fit on different bootstrap samples of the training data to reduce correlation (and variance).
(b) The Bayesian Information Criterion (BIC) is often used to approximate posterior model probabilities.
(c) In Stacking, a leave-one-out strategy is used to determine weights. Let fˆ−im (x) be the prediction at x using
model m applied to the dataset with the i-th observation removed. For, e.g., least squares linear regression
the stacking weights are given by
wˆ = argmin
w
n∑
i=1
[
yi −
M∑
m=1
wm fˆ
−i
m (xi)
]
. (1.16)
The final predictor is then
M∑
m=1
wˆm fˆm(x).
5. Boosting applies a classification algorithm sequentially to weighted versions of training data. It thus produces a
sequence of classifiersGm(x),m=1, . . . ,M whose predictions are to be combined through a weighted majority
vote to produce the final prediction
G(x) = sign
(
M∑
m=1
αmGm(x)
)
. (1.17)
At the first iteration training samples get uniform weights but for m≥ 2, samples which were misclassified by
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classifier Gm−1 have their weights increased, while those which were correctly classified have their weights
decreased. As iterations proceed, samples that are found difficult to classify achieve ever-increasing influence.
Thus, classifiers are forced to concentrate on those training samples that aren’t properly handled by previous
classifiers.
6. Random Forests is a modification of bagging for building a large collection of de-correlated trees. The key
idea in random forests is to improve on the variance reduction of bagging by reducing correlation between
trees, without increasing the variance too much. This is achieved in the tree-growing process through a random
selection of a subset of the input variables as candidates for splitting.
7. Neural Networks may be also be regarded as an ensemble method that simultaneously learn the parameters of
the hidden units, along with how to combine them.
8. Support Vector Machines can also be regarded as an ensemble method performingL2 regularized model fitting in
high-dimensional feature spaces. A step further is taken in the Multiple Kernel Learning framework [Lanckriet
et al., 2004, Bach et al., 2004] where the kernel is expressed as a convex combination of elements of a finite set,
which is learned from data.
1.3.3 Domain Adaptation and Multi-Task Learning
According to [Caruana, 1997], Multitask Learning (MTL) is an inductive transfer mechanism whose principle goal is
to improve generalization performance. MTL improves generalization by leveraging the domain-specific information
contained in the training signals of related tasks. This is accomplished by training tasks in parallel while using a shared
representation.
A distinction between Domain Adaptation (DA) and MTL has been made in the literature [Daume´ III, 2009] though
this is not always maintained. In DA the problem is to learn multiple classifiers for solving the same task on data from
different distributions; while in MTL, the problem is to learn multiple classifiers for solving different tasks over data
from the same distribution. Both, Domain Adaptation (DA) [Blitzer et al., 2006, Ben-David et al., 2006, Daume´ III,
2007] and Multi-Task Learning (MTL) [Caruana, 1997, Bickel et al., 2007], involve learning related hypotheses on
multiple datasets.
Importantly, the MTL literature has noted the importance of avoiding negative transfer: Sharing information
between two unrelated tasks can worsen performance on both tasks [Daume´ III, 2009, Kumar and Daume´ III, 2012].
Two insights from Multi-Task learning are relevant and supportive of the work in this thesis:
1. In general, to different domains correspond different best-performing classifiers.
2. Knowledge transfer, i.e., the use of information from one domain to improve performance on another domain,
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can be exploited but one must prevent negative transfer.
In MTL the existence of multiple domains is assumed. Additionally, it is also assumed that the domains for all
train and test examples are known a priori. The methods in this thesis may also be regarded as making a multiple
domain assumption. However, in this work the domains are not known a priori. Hence, the use of the set min-loss
in this thesis can be seen as a means to discover domains within the training data, which provides justification for
learning different classifiers for the different domains.
To recapitulate, the methods we propose are motivated similarly to traditional ensemble methods but, similarly
to multi-task learning, are domain-aware. Thus, unlike standard ensemble methods which use, e.g., randomization to
decrease correlation, our methods discover domains and attain decreased correlation through domain specialization.
1.3.4 Multi-label Prediction
In unstructured output spaces, multi-label prediction is a generalization of multi-class prediction where an input object
may be associated with any (finite) number of outputs. For instance, the multiple labels could effectively represent
different classification tasks or, e.g., in computer vision applications the multiple labels could correspond to multiple
instances of a classification or detection task (consider detecting multiple objects of the same class in an image).
Different techniques for multi-label prediction are available which formulate the problem, e.g., as multi-class
classification by treating every possible label subset as a class of its own [Boutell et al., 2004]; as a collection of
classifiers each making an independent prediction for one of the labels [Joachims, 1998]; as a ranking problem by
learning a function for ranking all potential labels [Schapire and Singer, 2000]; or as a structured-prediction task for
jointly predicting a set of labels [Yue et al., 2007, Yue and Joachims, 2008].
Besides the lack of structure in the individual labels, multi-label prediction differs from the work in this thesis in
the rationale and meaning of the multiple labels. Namely, in this work the multiple labels are different hypotheses for
a single instance of a single predictive task. As mentioned in Sec. 1.3.1, there is one previous work on Multi-Label
Structured Prediction.
1.3.5 Diversity
The Information Retrieval community has been exploring diversification of results for, e.g., Web search or document
summarization applications. [Carbonell and Goldstein, 1998] proposed Maximal Marginal Relevance, a non-learning
algorithm for obtaining a diverse ranking from a non-diverse ranking. Critically, their approach assumes access to a
relevance function and a pairwise (document) similarity function.
Some works [Yue and Joachims, 2008, Raman et al., 2012] have addressed the problem as a SOP task. In [Yue and
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Joachims, 2008] the output is a ranking of search results where the output structure serves to enforce diversity. This
is in contrast to our methods where each label is structured but where we are able to forgo having any structure on
the tuple of structured labels. [Raman et al., 2012] develop an algorithm for learning both relevance and the desired
amount of diversity from set-valued preference data that can be derived from implicit feedback.
Often, the task has been cast as an online learning problem, e.g., [Radlinski et al., 2008] propose two online learning
algorithms that directly learn a diverse ranking of documents based on user clicking behaviors. Their Multi-Armed
Bandit (MAB) [Cesa-Bianchi and Lugosi, 2006] algorithms simulate greedy strategies for maximizing a submodular
set function.
[Slivkins et al., 2013] initiate the study of bandit learning-to-rank with side information on similarity between
documents. They consider a MAB setting where the arms form a metric space providing information on the similarity
between arms and where the goal is to minimize query abandonment. In this setting an algorithm may make inferences
about similar arms without exploring them.
The work of [Eban et al., 2012] on multi-class sequence prediction proposes to minimize the “hindsight loss” which
is equivalent to the set min-loss for sequences of multi-class labels. Besides the multi-class aspect, their work learns
to make predictions from sequences and not single ground-truth as we do. Yet, they arrive at a learning formulation
similar to that in Chapter 3.
1.3.6 Submodularity
A reward set-function f : S → R is said to be submodular if it obeys the following property:
For any sets S1, S2 ⊆ S, and element s ∈ S, f(S1 ∪ {s})− f(S1) ≤ f(S1 ∪ S2 ∪ {s})− f(S1 ∪ S2).
Intuitively, submodularity captures the notion of diminishing returns: adding an element to a large set increases the
reward less than adding the same element to a smaller set. Turns out that submodularity is sufficient for polynomial-
time minimization of reward f [Gro¨tschel et al., 1981]. However, maximization is NP-hard in general but there are
constant-factor approximation algorithms for the case of non-negative f , [Feige et al., 2011].
A set-function f is said to be monotone if for any sets S1, S2, f(S1) ≤ f(S1 ∪ S2) and f(S2) ≤ f(S1 ∪ S2).
Intuitively, adding more elements to a set will never hurt. If a reward function f satisfies monotonicity in addition to
submodularity, then maximization via a greedy strategy gives a constant factor approximation of (1− 1e ), [Nemhauser
et al., 1978].
The general problem of learning to optimize submodular reward functions from data has become increasingly
important in Machine Learning due to its various application areas, e.g., result diversification, summarization, set
cover (sensor placement), cut functions (attractive MRFs), and inferring diffusion networks [Krauze and Guestrin].
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There are two broad approaches to address this problem:
1. Learn a model that matches the submodular rewards displayed in training instances. Then use this model to
make new predictions, e.g., [Yue and Joachims, 2008, Raman et al., 2012] and work on DPPs [Kulesza and
Taskar, 2012] fall in this category.
2. Imitation learning approaches where list prediction is decomposed into a sequence of simpler tasks. The en-
semble of tasks seeks to mimic the greedy strategy to submodular function optimization. [Streeter and Golovin,
2008, Streeter et al., 2009, Radlinski et al., 2008, Dey et al., 2012, Slivkins et al., 2013, Ross et al., 2013] fall in
this category.
The (negated) set min-loss used in this work is both monotone and submodular. Hence, imitation learning ap-
proaches for approximating greedy strategies to submodular function maximization would likely be successful within
our framework. While we do not pursue this direction explicitly in this thesis, future work should elucidate the rela-
tionship between the methods in this thesis and the theories of online learning and submodular fuction optimization.
1.4 Summary of Contributions
1. We introduce Multi-Output Structured Learning and Empirical Risk Minimization with the set min-loss
(Chapter 3).
In this chapter we address the problem of generating multiple hypotheses for structured prediction tasks in
the context of cascaded architectures or interactive systems. In such settings it is beneficial to generate multiple
hypotheses and pass those along for further optimization; as input to increasingly complex tasks; or for selection
or aggregation when additional information is available at test-time.
The standard approach for handling these scenarios is to first learn a single-output model and then produce
M -Best Maximum a Posteriori (MAP) hypotheses from this model. In contrast, we learn to produce multiple
outputs by formulating this task as a multiple-output structured-output prediction problem. We propose the set
min-loss as an effective characterization of the requirements in these scenarios. Next, we develop a max-margin
formulation and optimization scheme for minimizing an upper-bound on the set min-loss.
We carry experimentation on image segmentation and protein side-chain prediction, and show that our method
outperforms current approaches. Namely, our method leads to substantial improvements in prediction accuracy.
This chapter is based on [Guzman-Rivera et al., 2012].
2. We introduce a learning formulation using the Diversified Risk for explicitly enforcing diversity in Multi-
Output Structured Learning (Chapter 4).
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This chapter proposes a method for efficiently generating multiple diverse predictions for structured prediction
problems.
Existing methods like SDPPs or DivMBest work by making a series of predictions where each prediction is
made after considering the predictions that came before it, so as to guarantee diversity. Such approaches are
inherently sequential and computationally expensive. In contrast, the method proposed here, Diverse Multiple
Choice Learning, learns a set of models to make multiple independent, yet diverse, predictions at test-time.
The novelty of our formulation lies in the inclusion of a diversity encouraging term in the loss function used for
training the models. The approach constructs a “portfolio” of structured prediction models that make indepen-
dent predictions at test-time but that are trained jointly to produce sets of relevant and diverse hypotheses.
Experimental results on a number of challenging problems show that our method learns models that not only
predict more diverse results than competing methods, but are also able to generalize better and produce results
with higher test accuracy.
This chapter is based on [Guzman-Rivera et al., 2014a].
3. We propose a hybrid discriminative-generative system combining Multi-Output Learning and Aggrega-
tion, which achieves state-of-the-art performance on Camera Relocalization (Chapter 5).
This chapter addresses the problem of estimating the pose of a camera relative to a known 3D scene given a
single RGB-D frame. We formulate this problem as inversion of a generative “rendering” procedure, i.e., we
want to find the camera pose corresponding to a rendering of the 3D scene model that is most similar (under an
appropriate distance function) to the observed input. This is a non-convex optimization problem with many local
optima. We propose a hybrid discriminative-generative learning architecture that consists of: (i) a multi-output
predictor that generates M camera pose hypotheses; and (ii) a selector or aggregator that infers the best pose
from the multiple pose hypotheses based on a reconstruction error.
As before, we are interested in predictors that not only produce good hypotheses but also hypotheses that are
complementary. We develop a novel training algorithm for learning marginally relevant predictors. Importantly,
we show that the predictors may be tuned to the performance of the selection or aggregation procedure to be
used at test-time.
We evaluate our method on a recently released 3D reconstruction dataset with challenging camera poses, and
scene variability. Experiments show that our method learns to make multiple predictions that are marginally
relevant and can effectively select an accurate prediction. Furthermore, our method outperforms the state-of-
the-art discriminative approach for camera relocalization.
This chapter is based on [Guzman-Rivera et al., 2014b].
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4. We speed up Cutting-Plane training of Structural SVMs via the efficient generation of multiple and di-
verse cutting-planes during training (Chapter 6).
Training of Structural SVMs involves solving a large Quadratic Program (QP). One popular method for solving
this QP is a cutting-plane approach, where the most-violated constraint is iteratively added to a working-set
of constraints. Unfortunately, training models with a large number of parameters remains a time consuming
process. This chapter shows that significant computational savings can be achieved by adding multiple diverse
and highly violated constraints at every iteration of the cutting-plane algorithm.
We show that generation of such diverse cutting-planes involves extracting diverse M-Best solutions from the
loss-augmented score of the training instances. For finding these diverse M-Best solutions we employ algorithm
DivMBest [Batra et al., 2012].
Our experiments on image segmentation and protein side-chain prediction show that the proposed approach can
lead to significant computational savings, e.g., ∼28% reduction in training time (and > 60% reduction in the
number of training iterations). Our results also suggest that greater savings are to be expected for increasingly
complex models with larger numbers of parameters.
This chapter is based on [Guzman-Rivera et al., 2013].
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Chapter 2
Background
This chapter establishes notation and briefly reviews background topics of Markov Random Fields (MRFs), Structural
Support Vector Machines (SSVMs) and large-margin training of SSVMs.
2.1 Notation
We use [k] as shorthand for the set {1, 2, . . . , k}.
With y ∈ Yk we denote an assignment to k random variables where each variable takes one of p discrete states,
i.e., Y = [p]. We use xi to denote the i-th input data pattern and yi the “ground-truth” output structure (also an
assignment to a set of variables) corresponding to input xi.
Since our models produce multiple-outputs, we will use Y to denote a tuple of output structures, i.e., Y =〈
y(1),y(2), . . . ,y(M)
〉
. Note that we use super-scripts in parentheses to index the elements of tuples. We allow the
indexes to be sets so as to index multiple variables at once, e.g., y({1,2,3}).
2.2 Markov Random Fields
A Markov Random Field (MRF) is a joint distribution on (assignments to) k random variables that is specified by a
vector of d real-valued sufficient statistics ψ(y) and a parameter vector w ∈ Rd:
Pr(y; w) =
1
Z(w)
exp {〈w,ψ(y)〉} , Z(w) =
∑
y∈Yk
exp {〈w,ψ(y)〉} , (2.1)
where 〈w,ψ(y)〉 denotes the dot product of the parameters and the sufficient statistics. Z(w) is the normalization
constant, also known as the partition function.
An important class of MRFs is that of Conditional Random Fields (CRFs) which allow the sufficient statistic
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joint-maps to be functions of the input pattern as well. This gives rise to a distribution conditional on the input pattern:
Pr(y | x; w) = 1
Z(x; w)
exp {〈w,ψ(x,y)〉} , Z(x,w) =
∑
y∈Yn
exp {〈w,ψ(x,y)〉} . (2.2)
We will be concerned with MRFs that are given by a hyper-graph G = (V, E) with V = [k] and E ⊆ 2V . For such
MRFs the sufficient statistics are restricted to be only over hyper-edges (which include singletons) of the graph, which
we also refer to as cliques. We can combine the parameter vectors and sufficient statistics to obtain potential functions
for every clique, θH(y(H)), H ∈ E which are functions ×j∈Hy(j) → R. Using this notation, the joint distribution for
an MRF can be written simply as:
Pr(y; w) =
1
Z(w)
exp
{∑
H∈E
θH(y
(H))
}
. (2.3)
For more details on probabilistic models such as MRFs and CRFs see, e.g., [Wainwright and Jordan, 2008, Koller
and Friedman, 2009].
2.3 Maximum A Posteriori Estimation
A fundamental task in Structure Prediction is the problem of finding the most likely assignment to the variables of an
MRF. That is, solving the following problem:
yMAP = argmax
y
Pr(y; w) = argmax
y
〈w,ψ(y)〉 (2.4a)
= argmax
y
∑
H∈E
θH(y
(H)) . (2.4b)
We refer to this discrete optimization problem as the MAP inference problem. In general, it is NP-complete [Shimony,
1994].
2.4 Structural Support Vector Machines
Given a training dataset of n input-output pairs S =
{
(x1,y1), . . . , (xn,yn) |xi ∈X ,yi ∈Yk
}
, drawn i.i.d. from a
distribution P (X ,Yk), we are interested in learning a mapping f : X → Yk from input space X to structured-output
space Yk, where |Yk| is finite but typically exponentially large (e.g., the set of all segmentations of an image).
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In the Structural Support Vector Machine (SSVM) [Bakir et al., 2007] setting the mapping is defined as
f(x) = argmax
y∈Y
wTψ(x,y) , (2.5)
where ψ(x,y) is a joint feature map: ψ : X × Yk → Rd. (Note that this is analogous to the sufficient statistics we
have seen in MRFs which is the reason we will treat both models under a similar framework.)
The quality of a prediction yˆi (i.e., any assignment to all variables) is measured by a task-specific loss function
` : Yk × Yk → R+, where `(yi, yˆi) denotes the cost of predicting yˆi when the correct (structured) label is yi. Then,
we seek to learn a mapping such that the expected risk is minimized:
argmin
f
R`P (f) = argmin
f
∫
X×Yk
`(f(x),y)dP (x,y) . (2.6)
Following the Empirical Risk Minimization Principle [Vapnik, 1998] to learn a function f from the training sample
S our learner will evaluate the function f using the empirical risk on the training sample:
R`S(f) =
1
n
∑
i∈[n]
`(f(xi),yi) . (2.7)
Finally, since the task-loss ` is non-continuous and non-convex in w, SSVMs use a convex surrogate loss that
upper bounds `. For instance, the structured hinge-loss with margin-rescaling [Tsochantaridis et al., 2005] is defined
as,
}i(w) = max
y
{
`(yi,y) + w
T ψ(xi,y)
}−wT ψ(xi,yi) . (2.8)
Other commonly used structured surrogate losses are hinge-loss with slack-rescaling, ramp-loss and probit loss [Mcallester
and Keshet, 2011].
Learning mapping f then amounts to solving an optimization problem as follows.
The regularized hinge-loss (with margin-rescaling) Structural SVM learning problem can be formulated as a QP
with exponentially many constraints [Tsochantaridis et al., 2005, Joachims et al., 2009]:
min
w,ξ≥0
1
2
wTw +
C
n
n∑
i=1
ξi (2.9a)
s.t. wT
[
ψ(xi,yi)−ψ(xi, y¯i)
]
≥ `(yi, y¯i)− ξi ∀i, y¯i ∈ Yk (2.9b)
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Note that there are |Yk| constraints for each example in the dataset.
In practice, OP1 is solved using Cutting-Plane [Joachims et al., 2009] or Stochastic Subgradient [Ratliff et al.,
2007] methods. Importantly, both approaches require MAP inference as an inner-loop procedure.
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Chapter 3
Multiple Choice Learning: Learning to
Produce Multiple Structured-Outputs
In this chapter we address the problem of generating multiple hypotheses for structured prediction tasks in the context
of cascaded architectures or interactive systems. In such settings it is beneficial to generate multiple hypotheses and
pass those along for further optimization; as input to increasingly complex tasks; or for selection or aggregation when
additional information is available at test-time.
The standard approach for handling these scenarios is to first learn a single-output model and then produce M -
Best Maximum a Posteriori (MAP) hypotheses from this model. In contrast, we learn to produce multiple outputs
by formulating this task as a multiple-output structured-output prediction problem. We propose the set min-loss as
an effective characterization of the requirements in these scenarios. Next, we develop a max-margin formulation and
optimization scheme for minimizing an upper-bound on the set min-loss.
We carry experimentation on image segmentation and protein side-chain prediction, and show that our method
outperforms current approaches. Namely, our method leads to substantial improvements in prediction accuracy.
This chapter is based on [Guzman-Rivera et al., 2012].
3.1 Introduction
A number of problems in Computer Vision, Natural Language Processing and Computational Biology involve predic-
tions over complex but structured interdependent outputs, also known as structured-output prediction. Formulations
such as Conditional Random Fields (CRFs) [Lafferty et al., 2001], Max-Margin Markov Networks (M3N) [Taskar
et al., 2003], and Structural Support Vector Machines (SSVMs) [Tsochantaridis et al., 2005] have provided principled
techniques for learning such models.
The above are all supervised settings like reviewed in Chapter 2 where the algorithm always makes a single
prediction yˆi and pays a “penalty” `(yi, yˆi) for that prediction. However, as we have argued, in a number of settings
making multiple (complementary) predictions is advantageous in coping with uncertainty.
In a number of scenarios we would like to generate a set of plausible hypotheses for an algorithm/expert down-
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stream to process. Traditionally, this is accomplished by learning a single-output model and then producing M -Best
hypotheses from it (also called the M -Best MAP problem [Lawler, 1972, Fromer and Globerson, 2009, Yanover and
Weiss, 2003] or the Diverse M -Best problem [Batra et al., 2012] in the context of graphical models).
Notice that the single-output model is typically trained in the standard way, i.e., either to match the data distribution
(max-likelihood) or to score ground-truth the highest by a margin (max-margin). Thus, there is an inconsistency
between the way this model is trained and the way it is actually used. The key motivating question for this work is –
can we learn to produce a set of plausible hypotheses? We refer to such a setting as Multiple Choice Learning (MCL)
because the learner must learn to produce multiple choices for an expert or some other (consumer) algorithm.
Overview. In this chapter we present an algorithm for MCL formulated as multiple-output structured-output learning,
where given an input sample xi the algorithm produces a tuple of M hypotheses Yˆi =
〈
yˆ
(1)
i , yˆ
(2)
i , . . . , yˆ
(M)
i
〉
. We
argue that the set min-loss is an effective loss for these scenarios. Next, we present a max-margin formulation for
training this M -tuple predictor so as to minimize an upper-bound on the set min-loss. Despite the popularity of
M -Best approaches, to the best our knowledge, this is the first work to model the M -Best prediction problem directly.
3.2 Learning Formulation and Algorithm
Model. Our model is a generalization of the single-output SSVM. A multiple-output SSVM is a mapping g : X →
YkM from the input space X to an M -tuple1 of structured-outputs Yˆi =
〈
yˆ
(1)
i , . . . , yˆ
(M)
i
〉
, where each yˆ(·)i ∈ Yk,
given by,
g(x) = argmax
Y∈YkM
WTΨ(x,Y) . (3.1)
Notice that the joint feature map is now a function of the input and the entire set of predicted structured-outputs, i.e.,
Ψ : X × YkM → Rd. Without further assumptions, optimizing over the output space YkM would be intractable.
We propose a decomposition approach where the set score factors into independent predictor scores, i.e., the
multiple-output SSVM g is a “portfolio” composed of M independent single-output predictors:
g(x) =
〈
f1(x), . . . , fM (x)
〉
, (3.2)
where fm(x) = argmaxy∈Yk w
T
mψ
m(x,y). Hence, Ψ(xi,Y) = [ψ1(xi,y(1))T , . . . ,ψM (xi,y(M))T ]T and g is
parameterized by an M -tuple of weight vectors, W = [wT1 , . . . ,w
T
M ]
T .
1Our formulation is described with a nominal ordering of the predictions. However, both the proposed objective function and optimization
algorithm are invariant to permutations of this ordering.
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For ease of notation, we assume that all predictors use the same feature map (ψ) but our formulation does not
depend on this assumption.
3.2.1 Multiple-Output Loss
Let Yˆi =
〈
yˆ
(1)
i , . . . , yˆ
(M)
i
〉
be the tuple prediction for input xi, i.e., yˆ
(m)
i = f
m(xi). In the single-output SSVM,
there typically exists a ground-truth output yi for each datapoint, and the quality of yˆi w.r.t. yi is given by `(yi, yˆi).
How good is a set of outputs? For our multiple-output predictor, we need to define a task-specific loss function
that can measure the quality of any set of predictions Yˆi ∈ YkM . Ideally, the quality of these predictions should be
evaluated by the secondary mechanism that uses these predictions. For instance, in an interactive setting where they
are shown to a user, the quality of Yˆi could be measured by how much it reduces the user-interaction time. In the
M-best hypotheses re-ranking scenario, the accuracy of the top single output after re-ranking could be used as the
quality measure for Yˆi. While multiple loss options exist, we propose the set min-loss or “Oracle” loss
Li(Yˆ) = L(yi, Yˆ, ) = min
yˆ∈Yˆ
`(yi, yˆ) , (3.3)
i.e., the tuple of predictions Yˆi is penalized only for the most accurate prediction contained in the tuple (e.g., the best
segmentation of an image, or the best translation of a sentence).
The set min-loss has a number of interesting properties:
1. Under this loss, a tuple containing even a single accurate prediction is better than a tuple containing none.
2. It allows the portfolio to be diverse. While the loss itself does not enforce diversity, it does not place any
restrictions on it. We will see that within the ERM framework the set min-loss leads to decreased correlation in
a similar (but superior) way as bootstraping samples decreases correlation in, e.g., bagging.
3. It applies to standard SOP datasets of singly labeled input-output pairs. This enables our method to learn from
exactly the same datasets used by standard SOP methods.
Note that replacing the set min-loss with other aggregate losses would have drastically different effects. For
instance, the set max-loss would prevent diversity (thus, increasing correlation) and lead to decreased performance.
Even the set mean-loss would limit diversity, which is crucial to the success of our approach.
However, the set min-loss is rather poorly conditioned – if even a single prediction in the ensemble is the ground-
truth, the set min-loss is 0, no matter what else is predicted.
Hinge-like Upper-Bound. The set min-loss Li(Yˆi(W)) is a non-continuous non-convex function of W and
is thus difficult to optimize. If unique ground-truth sets Yi were available, we could set up a standard hinge-loss
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approximation
Hi(W) = max
Y∈YkM
(
Li(Y) + WTΨ(xi,Y)
)
−WTΨ(xi,Yi) , (3.4)
where Ψ(xi,Y) = [ψ1(xi,y(1))T , . . . ,ψM (xi,y(M))T ]T are stacked joint feature maps.
However, no such natural choice for Yi exists. We propose a hinge-like upper-bound on the set min-loss, that we
refer to as min-hinge
H˜i(W) = min
m∈[M ]
}i(wm) , (3.5)
i.e., we take the min over the hinge-losses (2.8) corresponding to each of the M predictors. Since each hinge-loss
is an upper-bound on the corresponding task-loss, i.e., }i(wm) ≥ `(yi, fm(xi)), it is straightforward to see that the
min-hinge is an upper-bound on the set min-loss, i.e., H˜i(W) ≥ Li(Yˆi(W)). Notice that min-hinge is a min of
convex functions, and thus not convex in general.
3.2.2 Learning Algorithm
We now present our algorithm for learning a multiple-output SSVM by minimizing the regularized min-hinge loss
min
W
1
2
||W||22 + C
∑
i∈[n]
H˜i(W) . (3.6)
We introduce indicator “flag” variables to rewrite the min-hinge loss and obtain the following learning formulation:
min
W,{ρi,m}
1
2
||W||22 + C
∑
i∈[n]
∑
m∈[M ]
ρi,m }i(wm) (3.7a)
s.t.
∑
m∈[M ]
ρi,m = 1 ∀i ∈ [n] (3.7b)
ρi,m ∈ {0, 1} ∀i ∈ [n], m ∈ [M ] (3.7c)
Here, ρi,m is a flag variable that indicates which element in the tuple of predictors produces the smallest hinge-loss.
Optimization problem 3.7 is a mixed-integer quadratic programming problem (MIQP), which is NP-hard in gen-
eral. However, we can exploit the structure of the problem via a block-coordinate descent algorithm where W and
{ρi,m} are optimized iteratively. Intuitively, the {ρi,m} variables specify an assignment of examples to predictors
where each example is assigned to the predictor that explains it better according to the task-loss.
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1. Fix W; Optimize all {ρi,m}.
Given W, the optimization over {ρi,m} reduces to the minimization of
∑
i∈[n]
∑
m∈[M ] ρi,m }i(wm) subject to
the “pick-one-predictor” constraints (3.7b, 3.7c). This decomposes into n independent problems, which simply
identify the best predictor for each datapoint according to the current hinge-losses, i.e.:
ρi,m =

1 if m = argmin
m∈[M ]
}i(wm)
0 else.
(3.8)
2. Fix {ρi,m}; Optimize W.
Given {ρi,m}, optimization over W decomposes into M independent problems, one for each predictor, which
are equivalent to single-output SSVM learning problems:
min
W
1
2
||W||22 + C
∑
i∈[n]
∑
m∈[M ]
ρi,m }i(wm) (3.9a)
= min
W
∑
m∈[M ]
12 ||wm||22 + C ∑
i∈[n]
ρi,m }i(wm)
 (3.9b)
=
∑
m∈[M ]
min
wm
12 ||wm||22 + C ∑
i,m:ρi,m 6=0
}i(wm)
 (3.9c)
Thus, each subproblem in 3.9c can be optimized using using any standard technique for training SSVMs. We
use the 1-slack algorithm of [Joachims et al., 2009].
Convergence. Overall, the block-coordinate descent algorithm above iteratively assigns each data-point to a particular
predictor (Step 1) and then independently trains each predictor with just the points that were assigned to it (Step 2).
This is fairly reminiscent of k-means, where step 1 can be thought of as the member re-assignment step (or the M-step
in EM) and step 2 can be thought of as the cluster-fitting step (or the E-step in EM). Since the flag variables take on
discrete values and the objective function is non-increasing with iterations, the algorithm is guaranteed to converge in
a finite number of steps.
Generalization. Formulation (3.7) can be generalized by replacing the “pick-one-predictor” constraints with “pick-
K-predictors”, i.e.,
∑
m∈[M ] ρi,m = K, where K is a robustness parameter that allows training data overlap between
predictors. The M-step (cluster reassignment) is still simple, and involves assigning a data-point to the top K-best
predictors. The E-step remains unchanged. Notice that at K=M , all predictors learn the same mapping. We analyze
the effect of K in our experiments.
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(a) 3.44% (b) 40.79% (c) 14.78% (d) 26.98% (e) 53.78% (f) 19.54%
(a) Image (b) GT (c) 16.59% (d) 2.12% (e) 11.54% (f) 11.34% (g) 77.91% (h) 65.34%
Figure 3.1: Each row shows: (a) input image (b) ground-truth segmentation and (c-h) the set of predictions produced by MCL
(M=6). Red border indicates the most accurate segmentation (i.e., lowest error). We can see that the predictors produce different
plausible foreground hypotheses, e.g., predictor (g) thinks foliage-like things are foreground.
3.3 Experiments
Setup. We tested the MCL approach on two problems: i) foreground-background segmentation in image collections
and ii) protein side-chain prediction. In both problems making a single perfect prediction is difficult due to inherent
ambiguity in the tasks. Moreover, inference-time computing limitations force us to learn restricted models (e.g.,
pairwise attractive CRFs) that may never be able to capture the true solution with a single prediction. The goal of our
experiments is to study how much predicting a set of plausible hypotheses helps. Our experiments will show that MCL
is able to produce sets of hypotheses which contain more accurate predictions than current single-output methods and
also current methods for producing multiple hypotheses.
3.3.1 Foreground-Background Segmentation
Dataset. We used the co-segmentation dataset, iCoseg, of [Batra et al., 2010]. iCoseg consists of 37 groups of
related images mimicking typical consumer photograph collections. Each group may be thought of as an “event” (e.g.,
images from a baseball game, a safari, etc.). The dataset provides pixel-level ground-truth foreground-background
segmentations for each image. We used 9 difficult groups from iCoseg containing 166 images in total. These images
were then split into train, validation and test sets of roughly equal size. See Fig. 3.1, 3.2 for some example images and
segmentations.
Model and Features. The segmentation task is modeled as a binary pairwise MRF where each node corresponds to
a superpixel [Achanta et al., 2012] in the image. We extracted 12-dim color features at each superpixel (mean RGB;
mean HSV; 5 bin Hue histogram; Hue histogram entropy). The edge features, computed for each pair of adjacent
superpixels, correspond to a standard Potts model and a contrast sensitive Potts model. The weights at each edge were
constrained to be positive so that the resulting supermodular potentials could be maximized via graph-cuts [Boykov
et al., 2001, Kolmogorov and Zabih, 2004].
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(a) 45.91% (b) 76.84% (c) 8.30% (d) 40.55% (e) 30.01% (f) 29.16% (g) 19.54%
(a) 37.00% (b) 36.06% (c) 9.14% (d) 28.54% (e) 17.43% (f) 26.91% (g) 11.09%
(a) 14.70% (b) 1.17% (c) 5.69% (d) 5.86% (e) 1.18% (f) 13.32% (g) 3.44%
Figure 3.2: In each column: first row shows input images; second shows ground-truth; third shows segmentation produced by
the single SSVM baseline; and the last two rows show the best MCL predictions (M=6) at the end of the first and last coordinate
descent iteration.
Baselines and Evaluation. We compare our algorithm against three alternatives for producing multiple predictions:
i) Single SSVM + M -Best MAP [Yanover and Weiss, 2003], ii) Single SSVM + Diverse M -Best MAP [Batra et al.,
2012] and iii) Clustering + Multiple SSVMs.
For the first two baselines, we used all training images to learn a single SSVM and then produced multiple seg-
mentations viaM -Best MAP and DiverseM -Best MAP. TheM -Best MAP baseline was implemented via the BMMF
algorithm [Yanover and Weiss, 2003] using dynamic graph-cuts [Kohli and Torr, 2008] for computing max-marginals
efficiently. For the Diverse M -Best MAP baseline we implemented the DivMBest algorithm of [Batra et al., 2012]
using dynamic graph-cuts. The third baseline, Clustering + Multiple SSVM (C-SSVM), involves first clustering the
training images into M clusters and then training M SSVMs independently on each cluster. For clustering, we used
k-means with `2 distance on color features (same as above) computed on foreground pixels.
For each algorithm we varied the number of predictorsM ∈ [6] and tuned the regularization parameterC on valida-
tion. Since MCL involves non-convex optimization, we suspected a good initialization would be important. We used
the output of k-means clustering as the initial assignment of images to predictors, so MCL’s first coordinate descent
iteration is equivalent to the C-SSVM baseline. The task-loss ` in this experiment is the percentage of incorrectly
labeled pixels, and the evaluation metric is the set min-loss, Li(Yˆi) = minyˆi∈Yˆi `(yi, yˆi), i.e., the pixel error of the
31
1 2 3 4 5 6
10
15
20
25
M
Pi
xe
l E
rro
r %
Task−Loss vs M
 
 
MCL
MCL (train)
C−SSVM
M−Best
DivM−Best
(a) Error vs. M .
1 2 3 4 5
2.5
3
3.5
4
4.5
x 104
Coordinate−Descent Iteration
O
bje
cti
ve
M = 6; C = 0.8
 
 
7
8
9
10
11
12
13
14
Pi
xe
l E
rro
r %
Objective
Test error
Train error
(b) Error vs. Iterations.
0.1 0.4 1.6 6.4 25.6
10
15
20
25
C
Pi
xe
l E
rro
r %
Task−Loss vs C; M = 6
 
 
MCL
MCL (train)
C−SSVM
M−Best
DivM−Best
(c) Error vs. C.
1 2 3 4 5 6
10
15
20
25
K
Pi
xe
l E
rro
r %
Task−Loss vs K; M = 6
 
 
MCL
MCL (train)
(d) Error vs. K.
Figure 3.3: Experiments on foreground-background segmentation.
best segmentation among all predictions.
Comparison against Baselines. Fig. 3.3a show the performance of various algorithms as a function of the number of
predictionsM . We observe thatM -Best MAP produces nearly identical predictions and thus the error drops negligibly
as M is increased. On the other hand, the diverse M -Best predictions output by DivMBest [Batra et al., 2012] lead to
a substantial drop in the set min-loss. MCL outperforms both DivMBest and C-SSVM, confirming our hypothesis that
it is beneficial to learn a collection of predictors, rather than learning a single predictor and making diverse predictions
from it.
Behaviour of Coordinate Descent. Fig. 3.3b shows the MCL objective and train/test errors as a function of the coor-
dinate descent steps. We verify that the objective function is improved at every iteration and notice a nice correlation
between the objective and the train/test errors.
Effect of C. Fig. 3.3c compares performance for different values of regularization parameter C. We observe a fairly
stable trend with MCL consistently outperforming baselines.
Effect of K. Fig. 3.3d shows the performance of MCL as robustness parameter K is increased from 1 to M . We
observe a monotonic reduction in error as K decreases, which suggests there is a natural clustering of the data and
thus learning a single SSVM is detrimental.
Qualitative Results. Fig. 3.1 shows example images, ground-truth segmentations, and the predictions made by M=6
predictors. We observe that theM hypotheses are both diverse and plausible. The evolution of the best prediction with
coordinate descent iterations can be seen in Fig. 3.2.
3.3.2 Protein Side-Chain Prediction
Model and Dataset. Given a protein backbone structure, the task here is to predict the amino acid side-chain con-
figurations. This problem has been traditionally formulated as a pairwise MRF with node labels corresponding to
(discretized) side-chain configurations (rotamers). These models include pairwise interactions between nearby side-
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Figure 3.4: Experiments on protein side-chain prediction.
chains, and between side-chains and backbone. We use the dataset of [Yanover et al., 2008] which consists of 276
proteins (up to 700 residues long) split into train and test sets of sizes 55 and 221 respectively.2 The energy function
is defined as a weighted sum of eight known energy terms where the weights are to be learned. We used TRW-S [Kol-
mogorov, 2006] (early iterations) and ILP (CPLEX [IBM Corporation, 2012]) for inference.
Baselines and Evaluation. For this application there is no natural analogue to the C-SSVM baseline and thus we used
a boosting-like baseline where we first train an SSVM on the entire training data; use the training instances with high
error to train a second SSVM, and so on. For comparison, we also report results from the CRF and HCRF models
proposed in [Yanover et al., 2008]. Following [Yanover et al., 2008], we report average error rates for the first two
angles (χ1 and χ2) on all test proteins.
Results. Fig. 3.4 shows the results. Overall, we observe behavior similar to the previous set of experiments. Fig. 3.4a
confirms that multiple predictors are beneficial, and that MCL is able to outperform the boosting-like baseline.
Fig. 3.4b shows the progress of the MCL objective and test loss with coordinate descent iterations; we again ob-
serve a positive correlation between the objective and the loss. Fig. 3.4c shows that MCL outperforms baselines across
a range of values of C.
3.4 Discussion
We presented an algorithm for producing a set of structured-outputs and argued that in a number of problems it is
beneficial to generate a set of plausible and diverse hypotheses. Typically, this is accomplished by learning a single-
output model and then producingM -best hypotheses from it. This causes an inconsistency between the way the model
is trained (to produce a single output) and the way it is used (to produce multiple outputs). Our proposed algorithm
2Dataset available from: http://cyanover.fhcrc.org/recomb-2007/
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MCL provides a principled way to directly optimize the multiple prediction set min-loss.
Our experimental results on image segmentation and protein side-chain prediction show that our method outper-
forms current approaches for producing multiple solutions. In particular, our method leads to substantial improvements
in prediction accuracy.
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Chapter 4
Efficiently Enforcing Diversity in
Multi-Output Structured Learning
This chapter proposes a method for efficiently generating multiple diverse predictions for structured prediction prob-
lems.
Existing methods like SDPPs or DivMBest work by making a series of predictions where each prediction is made
after considering the predictions that came before it, so as to guarantee diversity. Such approaches are inherently
sequential and computationally expensive. In contrast, the method proposed here, Diverse Multiple Choice Learning,
learns a set of models to make multiple independent, yet diverse, predictions at test-time.
The novelty of our formulation lies in the inclusion of a diversity encouraging term in the loss function used for
training the models. The approach constructs a “portfolio” of structured prediction models that make independent
predictions at test-time but that are trained jointly to produce sets of relevant and diverse hypotheses.
Experimental results on a number of challenging problems show that our method learns models that not only
predict more diverse results than competing methods, but are also able to generalize better and produce results with
higher test accuracy.
This chapter is based on [Guzman-Rivera et al., 2014a].
4.1 Introduction
Classical discriminative approaches in Machine Learning are designed to produce a single prediction for the variables
of interest. In the structured prediction setting, formulations such as Conditional Random Fields (CRFs) [Lafferty
et al., 2001], Max-Margin Markov Networks (M3N) [Taskar et al., 2003], and Structural Support Vector Machines
(SSVMs) [Tsochantaridis et al., 2005] have provided principled models that reason about all output variables and
make a joint global prediction, called maximum a posteriori (MAP) inference in the context of probabilistic models.
However, as we have argued, in a number of settings making multiple (complementary) predictions is a superior means
to address uncertainty arising due to model limitations, multi-modality, global ambiguities or multiple interpretations
that explain the input data.
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Two recent works have attempted to address the problem of generating diverse structured predictions. [Kulesza and
Taskar, 2010] proposed Structured Determinantal Point Process (SDPPs), an elegant probabilistic model defined over
sets of structured-outputs that naturally favors diversity. Unfortunately, inference in SDPPs is tractable only for low-
treewidth models, which limits their applicability. [Guzman-Rivera et al., 2012] proposed a “portfolio” model called
Multiple Choice Learning (MCL), which learns an M -tuple of predictors, each of which makes a single structured
prediction. The portfolio of predictors is trained to minimize the loss of the most accurate prediction in the output
tuple. At test-time, each predictor makes a prediction independently, i.e., without considering the predictions of other
predictors. This makes their model quite efficient, and trivially parallelizable. Although MCL produces good results,
the model does not have any explicit preference for diverse predictions – as long as the regularized risk is minimized,
the predictors can make any predictions, including repeated identical ones.
Overview. The central thesis of this chapter is that diversity can serve as an effective regularizer – leading to
possibly worse performance on training data but better generalization on unseen test data. We build on the previous
chapter improving upon MCL in several ways. We propose a new method for diverse multi-output structured predic-
tion, Diverse Multiple Choice Learning, DivMCL. The method is efficient, explicitly models diversity, and provides a
consistent train-test procedure. Unlike SDPPs, DivMCL is applicable in any structured-output space that allows effi-
cient MAP inference (e.g., binary pairwise supermodular MRFs). Unlike (Diverse) M-Best methods, DivMCL learns
to produce multiple diverse solutions. DivMCL is similar to MCL in the sense that it learns a set of models to make
multiple independent predictions at test-time. However, unlike MCL, the models are explicitly trained to produce re-
sults that are diverse. We achieve this by including a diversity encouraging term in the loss function used for training
the models. Our approach then, enforces diversity in the predictions while preserving computational efficiency at
test-time.
Our experimental results on a number of challenging problems confirm that DivMCL learns models that not only
lead to diverse predictions, but more importantly, as a direct consequence of this achieved diversity, DivMCL produces
results with high test accuracy and is able to generalize better than other multi-output prediction methods.
Learning to Enforce Explicit Diversity. This chapter’s thesis is similar in spirit to recent work on structured
prediction, which shows how low-order models can be trained using high-order loss functions [Tarlow et al., 2012,
Pletscher and Kohli, 2012].
4.2 Preliminaries
We briefly review standard (single-output) structured prediction and establish notation.
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Structural Support Vector Machines (SSVMs). Standard structured prediction seeks to learn a mapping f :
X → Yk given a training set of input-output pairs {(xi,yi) |xi ∈X ,yi ∈Yk, i∈ [n]}. Here X is the space of inputs
(e.g., images or Chinese sentences) and Yk is the space of (k-variate and structured) outputs (e.g., image segmentations
or English translations of Chinese sentences).
For Structural SVMs, the mapping is linear and is defined as
f(x; w) = argmax
y∈Yk
wTψ(x,y) , (4.1)
where ψ(x,y) is a joint feature map, ψ : X × Yk → Rd.
The quality of the prediction yˆi = f(xi) is measured by a task-specific loss function
` : Yk × Yk → R+ , (4.2)
where `(yi, yˆi) denotes the cost of predicting yˆi when the correct label is yi. Some examples of loss functions are the
intersection/union criterion used by the PASCAL Visual Object Category Segmentation Challenge [Everingham et al.,
2011], and the BLEU score used to evaluate machine translations [Papineni et al., 2002].
For ease of notation, let `i(·) be shorthand for `(yi, ·); ψi(·) be shorthand for ψ(xi, ·); and δψi(y) be shorthand
for ψi(y)−ψi(yi).
The task-loss ` is typically non-convex and non-continuous in w, and thus Tsochantaridis et al. [Tsochantaridis
et al., 2005] proposed to optimize a regularized surrogate loss function
min
w
λ
2
||w||22 +
∑
i∈[n]
}i(w) , (4.3)
where λ is the regularization parameter and }i(·) is the structured hinge-loss
}i(w) = max
y
{
`i(y) + w
T δψi(y)
}
. (4.4)
Objective (4.3) is a convex optimization problem which may be solved using (Stochastic) Subgradient [Ratliff
et al., 2007], or Cutting-Plane [Joachims et al., 2009] approaches, whenever an efficient separation-oracle for solving
the maximization in (4.4) is available.
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4.3 Multi-Output Structured Prediction
In this chapter, we study multiple-output structured prediction and the problem of learning a function
g : X → YkM , (4.5)
where the input space X is as before but where the output space YkM is an M -tuple1 of structured-outputs (e.g.,
multiple segmentations of an image or multiple English translations of a Chinese sentence).
In a manner similar to single-output SSVMs, we are interested in a linear mapping
g(x; W) = argmax
Y∈YkM
WTΨ(x,Y) , (4.6)
where Y =
〈
y(1), . . . ,y(M)
〉
is an M -tuple of structured-outputs, i.e., each y(i) ∈ Yk; and the joint feature map
Ψ : X × YkM → Rd is a function of the input and an M -tuple of structured-outputs.
We will assume the model factors such that the score for a tuple is the sum of scores of each item in the tuple:
g(x; W) = argmax
Y∈YkM
M∑
m=1
wTmψ(x,y
(m)) . (4.7)
That is, while each element of the tuple is structured, the model’s predictions are independent of each other at test-time.
MAP inference is thus very efficient compared to (4.6) and can be trivially parallelized.
4.3.1 Multi-Output Loss
Let Yˆi be the model prediction for input xi, i.e.,
Yˆi = g(xi; W) =
〈
yˆ
(1)
i , . . . , yˆ
(M)
i
〉
. (4.8)
In the single-output SSVM we assumed the availability of a “ground-truth” output yi for each datapoint and a pairwise
task-loss (4.2) measuring the quality of the single-output prediction yˆi w.r.t. yi. Here, we do not assume the availability
of ground-truth output tuples. Further, we address scenarios where there is no natural choice of ground-truth (e.g.,
interactive segmentation), and would also like to be able to apply our method to standard datasets which usually have
single ground-truth labels. For these reasons and following previous work [Guzman-Rivera et al., 2012] we make use
1Our formulation is described with a nominal ordering of the predictions. However, both the proposed objective function and optimization
algorithm are invariant to permutations of this ordering.
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of the set min-loss or “Oracle” loss
Li(Yˆi) = min
m∈[|Yˆi|]
`i(yˆ
(m)
i ) , (4.9)
i.e., the tuple of predictions Yˆi incurs loss only for the most accurate prediction it contains. This implicitly promotes
diversity because individual predictors can specialize to different “domains” of input-output mappings while the port-
folio is not penalized for being too diverse – as long as the output tuple contains at least one accurate prediction.
However, the loss does not explicitly reward or enforce diversity in the predictions. As long as the loss is minimized,
the predictors can make any predictions, including repeated identical ones. This is potentially wasteful and, as we
show in our experiments, can be outperformed by our approach which explicitly enforces diversity in the predictions.
4.3.2 Diverse Multi-Output Loss
To explicitly encourage diversity in the output-tuple, we augment the loss function to penalize tuples of results that
lack diversity w.r.t. each other. Formally, our diversity-augmented loss has the form
L+divi (Yˆi) = min
m∈[|Yˆi|]
`i(yˆ
(m)
i ) + α `
div(Yˆi) , (4.10)
where `div(·) is the diversity encouraging augment and α ≥ 0 is a constant that controls the trade-off between task-loss
and diversity.
The loss (4.10) allows for arbitrary diversity encouraging functions. However, we will be able to learn a predictor
of the form (4.7) to minimize the diversity-augmented risk only for cases allowing efficient loss-augmented inference
as we will see in Sec. 4.4.
As an example of a diversity encouraging function consider the following definition,
`div(Y) =
⊕
m<m′:
m,m′∈[|Y|]
(
1−∆div(y(m),y(m′))
)
, (4.11)
where
⊕
is an operator like mean or max and ∆div ∈ [0, 1] is a function that measures dissimilarity between two
predictions (e.g., normalized Hamming distance). Thus, `div(·) measures the (negative) dissimilarity of all pairs in the
output-tuple and aggregates the measures using
⊕
.
Note that while the above considers dissimilarity between all pairs of predictors, we could also consider a sparse
graph on the predictors, e.g., a tree on M vertices.
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4.4 Minimizing the Diversified Risk
Given a set of training instances
{
(xi,yi) |xi ∈X ,yi ∈Yk, i∈ [n]
}
, we will show how we can learn the parameters
for mapping g in (4.7). Following the Empirical Risk Minimization Principle [Vapnik, 1998], we would like the
parameters to minimize the diversified-risk over the training set
min
W
1
n
∑
i∈[n]
L+divi (g(xi; W)) . (4.12)
Note that regularization will only be included later as directly regularizing the risk for a linear classifier is meaningless
[Mcallester and Keshet, 2011].
4.4.1 Block-Coordinate Descent for Learning Joint Diverse Predictor
We propose to optimize (5.2) via a block-coordinate descent approach where each block-coordinate corresponds to
the weights wm associated with one element of the output-tuple. First, we will rewrite (5.2) for the case where
yˆ(m
′) :m′ 6=m are fixed (and yˆ(m) is allowed to change). Next, we will develop a surrogate objective for the rewritten
risk and define the coordinate update.
Recall that Yˆi is the model prediction for example i, (4.8). Two additional definitions will be useful in the
subsequent discussion. Let,
Yˆi−m =
〈
yˆ
(1)
i , . . . , yˆ
(m−1)
i , yˆ
(m+1)
i , . . . , yˆ
(M)
i
〉
(4.13)
be the output-tuple with the m-th element removed; and let,
Yˆi|ym =
〈
yˆ
(1)
i , . . . , yˆ
(m−1)
i ,y, yˆ
(m+1)
i , . . . , yˆ
(M)
i
〉
(4.14)
be the output-tuple with the m-th element replaced by y.
Then,
L+div (m)i (yˆ(m)i ; Yˆi) =
 `i(yˆ
(m)
i ) + α `
div(Yˆi|yˆ
(m)
i
m ) if `i(yˆ
(m)
i )<Li(Yˆi−m)
Li(Yˆi−m) + α `div(Yˆi|yˆ
(m)
i
m ) otherwise
(4.15)
is equivalent to the diversity-augmented loss (4.10) whenever Yˆi−m remains constant (and thus, Li(Yˆi−m) also
remains constant). This truncated form says that when yˆ(m) is the minimizer of `i(·) the loss behaves linearly w.r.t.
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ground-truth. Otherwise, the loss is constant w.r.t. to ground-truth.
In the case of fixed yˆ(m
′) :m′ 6=m we can rewrite (5.2) as
min
wm
∑
i∈[n]
L+div (m)i (yˆ(m)i ; Yˆi) , (4.16)
where yˆ(m)i = argmaxy w
T
mψ(xi,y); and where we have restricted minimization to wm and dropped constant
1
n .
This is the coordinate-update we focus on for the remaining of this section.
We will first develop a surrogate for coordinate-update (4.16) and then show how it can be minimized. It is
important to highlight that we do not have a single surrogate for (5.2) but rather a surrogate for the minimization w.r.t.
each wm coordinate.
There are two natural surrogates for the truncated loss (4.15):
L+div (m)i linear (yˆ(m)i ; Yˆi) = `i(yˆ(m)i ) + α `div(Yˆi|yˆ
(m)
i
m ) , (4.17)
L+div (m)i const (yˆ(m)i ; Yˆi) = Li(Yˆi−m) + α `div(Yˆi|yˆ
(m)
i
m ) . (4.18)
These correspond to the linear and constant regimes (the two cases) in (4.15).
Next, we define hinge-type upper-bounds for both surrogates. For the linear case an upper-bound is
L˜+div (m)i linear (wm; Yˆi) = maxy¯
[
wTmδψi(y¯) + L+div (m)i linear (y¯; Yˆi−m)
]
= max
y¯
[
wTmδψi(y¯) + `i(y¯) + α `
div(Yˆi|y¯m)
]
; (4.19)
and an upper-bound for the constant surrogate is
L˜+div (m)i const (wm; Yˆi) = maxy¯
[
αwTmδψi(y¯) + L+div (m)i const (y¯; Yˆi−m)
]
= max
y¯
[
αwTmδψi(y¯) + Li(Yˆi−m) + α `div(Yˆi|y¯m)
]
, (4.20)
where Li(Yˆi−m) is constant. Note that we purposely scale the hinge for the constant case differently. This ensures
that as α→ 0, the optimization tends to the case of no diversity-augment (i.e., to the MCL model).
Putting both surrogates together and adding regularization we define the Update for wm as the minimizer of
min
wm
λ
2
||wm||22 +
∑
i∈Im
L˜+div (m)i linear (wm; Yˆi) +
∑
m′ 6=m
∑
i∈Im′
L˜+div (m′)i const (wm; Yˆi) , (4.21)
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Algorithm 1 Learn Joint Diverse Predictor.
1: Input: S = {(xi,yi) : i ∈ n}, M , λ, α
2: Initialize Im : m ∈ [M ] at random.
3: for m = 1, . . . ,M do
4: wm ← Update(Im : m ∈ [M ], λ, α′=0) see (4.21)
5: end for
6: repeat
7: for m = 1, . . . ,M do
8: Recompute Im : m ∈ [M ] using (4.22)
9: wm ← Update(Im : m ∈ [M ], λ, α) see (4.21)
10: end for
11: until No Im changed in last M updates.
12: return W
where Im, Im′ are example-index sets which correspond to a choice of surrogate (linear or constant) for each example.
In our implementation, before every coordinate step we split the dataset into two disjoint groups:
One set Im =
{
i : `i(yˆ
(m)
i ) =Li(Yˆi)
}
, and (4.22a)
M−1 sets Im′ =
{
i : `i(yˆ
(m′)
i ) =Li(Yˆi)
}
(4.22b)
where m′ 6= m. That is, we determine which predictor best explains each example and use the linear surrogate only
for those examples better explained by the m-th predictor.
Update (4.21) is a convex optimization problem which can be solved using standard methods such as Stochastic
Subgradient or Cutting-Plane algorithms.
Algorithm 1 summarizes our learning algorithm and provides an initialization strategy for weights wm using a
random split of the data and no diversity augment (α′=0).
Loss-Augmented Inference. Equations (4.19) and (4.20) are similar to standard SSVM hinge-loss formulations.
The main difference is the diversity-augment in the loss. For instance, if in the definition of `div (4.11), we use mean
for aggregation then (4.19) becomes
max
y¯
[
wTmψ(xi, y¯) + `i(y¯)−
α
pi
∑
m′′ 6=m
∆div(y¯, yˆ
(m′′)
i )
]
+ terms notdependent on y¯, (4.23)
where pi is the constant used for computing the mean. If ∆div is a decomposable function (e.g., Hamming distance),
then loss-augmented inference maintains the same efficiency of MAP inference.
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Figure 4.1: First row: input images. Second row: corresponding ground-truth segmentations.
4.5 Experiments
Setup. We tested DivMCL on two problems: i) foreground-background segmentation in image collections and ii)
protein side-chain prediction. In both problems making a single perfect prediction is difficult due to inherent am-
biguity in the tasks. Moreover, inference-time computing limitations force us to learn restricted models (pairwise
attractive MRFs, in the case of foreground-background segmentation); or resort to approximate inference (TRW-S
[Kolmogorov, 2006], in the case of protein side-chain prediction). We will compare the ability of DivMCL to pro-
duce sets of hypotheses which contain more accurate predictions than other methods for producing multiple (diverse)
hypotheses.
4.5.1 Foreground-Background Segmentation
Dataset. We used the co-segmentation dataset, iCoseg, of Batra et al. [Batra et al., 2010]. iCoseg consists of 37
groups of related images mimicking typical consumer photograph collections. Each group may be thought of as an
“event” (e.g., images from a baseball game, a safari etc.). The dataset provides pixel-level ground-truth foreground-
background segmentations for each image. We used 9 difficult groups from iCoseg containing 166 images in total.
These images were split at random into 5-folds of roughly equal size. See Fig. 4.1 for some example images and
segmentations.
Model and Features. The segmentation task is modeled as a binary pairwise MRF where each node corresponds to
a superpixel [Achanta et al., 2012] in the image. We extracted 12-dim color features at each superpixel (mean RGB;
mean HSV; 5 bin Hue histogram; Hue histogram entropy). The edge features, computed for each pair of adjacent
superpixels, correspond to a standard Potts model and a contrast sensitive Potts model. The weights at each edge were
constrained to be positive so that the resulting supermodular potentials could be maximized via graph-cuts [Boykov
et al., 2001, Kolmogorov and Zabih, 2004].
Choice of Loss. The task-loss in this experiment (`) is the fraction of incorrectly labeled nodes; ∆ in the diversity-
augment is hamming-distance; and
⊕
is the mean operator. For evaluation we use the set-loss, L (4.9), i.e., the error
of the best segmentation in the output-tuple.
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(b) M=8.
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(c) M=12.
Figure 4.2: For M ∈ {4, 8, 12}, experiments on coarsened segmentation showing trends as regularization parameter
λ; and diversity-parameter α are varied. We show averages over 5 random folds (1 fold used for training and the
remaining for testing). Circles correspond to train-error (left axis) and stars to test-error (right axis). We note that for
all λ and all M the proposed approach leads to improved test-performance. At high regularization the approach leads
to improved train and test performance. As expected, at low regularization α modulates fit to train and often leads to
improved test performance.
Baselines and Evaluation. We compare our algorithm against two alternatives for producing diverse predictions: i)
Single SSVM + Diverse M-Best MAP [Batra et al., 2012], and ii) Multiple Choice Learning (MCL) [Guzman-Rivera
et al., 2012]. Diverse M-Best MAP is a sequential algorithm for generating diverse high scoring solutions from MRFs.
The first solution corresponds to the MAP solution and subsequent solutions are computed from a modified energy:
The original MRF compounded with a linear penalty on the similarity of the next solution w.r.t. previous solutions.
The algorithm takes a parameter δ which is a trade-off between the original energy and the similarity penalty. For the
MCL baseline we use our implementation of DivMCL with α=0.
All experiments in this section were repeated 5 times and averages are reported. Each time models were trained
on 1 fold and the remaining 4 folds were used for testing and validation. In general 2 folds are used for validation and
2 for testing; but in a few occasions we used the 4 remaining folds for validation.
MCL requires an initial “assignment” of examples to predictors. We provide a random assignment. For DivMCL
we use the initialization strategy in Algorithm 1.
For Diverse M-Best MAP, we trained a single SSVM on 1 fold, used another 2 folds to select the best diversity
parameter δ, and test on the remaining 2 folds. We implemented algorithm DivM-Best [Batra et al., 2012] using
dynamic graph-cuts [Kohli and Torr, 2008].
Optimization. On this task we performed coordinate update (4.21) using our implementation of Cutting-Plane.
Experiments with coarsened superpixels.
We ran a series of experiments with coarsened superpixels (i.e., full-images but large superpixels, roughly ∼100 per
image) so as to observe trends as we vary multiple parameters. We varied the number of predictions M ; the strength
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Figure 4.3: Experiments on coarsened segmentation (averages over 5 random folds). (a) Behavior of coordinate
descent (M=8, λ=0.1). The diversified-risk is plotted on the left-axis (squares); and train, test errors are plotted on
the right-axis (circles, stars). Note how α modulates fit to train nicely and that certain values of α lead to test-time
improvements. (b) Comparison against MCL baseline as M increases, α tuned on test. (c) Comparison against MCL
baseline as M increases, α tuned on held-out data. We observe that the proposed approach leads to performance
improvements over a range of M .
of regularization λ; and the strength of the diversity-augment α.
Effect of α. In Fig. 4.2 we show trends as α increases. These experiments were repeated 5 times training on 1 of
5 random folds and testing on the remaining 4. When regularization is high (i.e., large λ) our approach leads to
increased performance for both train and test. This is partly explained due to coordinate-descent getting stuck in poor
local-optima for α=0, and α>0 often leading the optimization to better optima.
With low regularization trends are different and we mainly see α modulating fit to train. This is to be expected as
we conjectured earlier. Further, for all λ and all M our approach (on average) leads to test-time improvements.
Behaviour of Coordinate Descent. Fig. 4.3a shows average trends as the optimization progresses during learning.
As above, the plots are averages over 5 random folds. Here we set M and λ to intermediate values for illustration.
In squares (left axis) we show the (normalized) diversified-risk (5.2). Every iteration is a descent-step and learning is
halted whenever a step does not reduce the risk. In this example we see that α>0 always leads to reduced fit to train,
yet may also lead to test-time improvements.
Behaviour as M increases. In Fig. 4.3b we investigate the benefits achievable by the approach as M increases. As
an upper-bound on performance we pick the best performing α for each fold before averaging (i.e., we tune α on
test data). We had conjectured higher benefits would correspond to higher M but the experiments show more of a
constant improvement. Next, in Fig. 4.3c we repeat the experiment validating on held-out data. That is, for each of the
5 experiments we train on 1 fold, validate on 2 folds and test on the remaining 2. In this set of experiments validation
gives good results with our approach improving on the MCL baseline.
Note that at M≥16 we observed that α=0 leads to few iterations of coordinate descent. This means the optimiza-
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(a) Average performance vs. α (M=12).
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(b) Comparison against baselines, λ=0.1.
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λ=0.01.
Figure 4.4: Experiments on segmentation (averages over 5 random folds). Circles correspond to train-error (left axis);
stars to test-error (right axis) and, where applicable, triangles to validation-error (right axis). (a) Behavior of coordinate
descent. Note how α modulates fit to train nicely and that multiple values of α lead to test-time improvements. (b,c)
Comparison against MCL baseline as M increases, α tuned on held-out data.
tion quickly finds a local optimum and is unable to progress further. This also explains why, for large M , α>0 leads
again to better performance on train data.
Comparison against Baselines.
For these set of experiments we perform segmentation on regular superpixels (roughly ∼3, 000 of them per image),
and compare against baselines MCL and Diverse M-Best MAP.
First, in Fig. 4.4a we observe trends as α increases for two settings of the regularization parameter, λ∈ {0.01, 0.1},
and M=12. Note that the MCL baseline corresponds to the left-most points (i.e., α=0). We observe the same trend
as before where increasing α reduces fit to train, but at the same time leads to superior performance on test data for a
range of values of α.
Fig. 4.4b and 4.4c show the comparison against both baselines for λ=0.1, 0.01, respectively. For Diverse M-Best
MAP and DivMCL we tune their respective parameters on held-out data.
Both MCL and DivMCL always outperform Diverse M-Best MAP. This is to be expected as MCL and DivMCL
are trained to predict multiple hypotheses. DivMCL is on average better than MCL.
Here, we see further confirmation that DivMCL is able to maintain performance for larger ranges of regularization
strengths. That is, MCL overfits sooner than DivMCL when regularization strength is lowered and M is increased.
4.5.2 Protein Side-Chain Prediction
Model and Dataset. Given a protein backbone structure, the task here is to predict the amino acid side-chain config-
urations. This side-chain prediction problem has been traditionally formulated as a pairwise MRF with node labels
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Figure 4.5: Experiments on protein side-chain prediction (λ=1). (a,b) Show the behavior of coordinate descent. The
diversified-risk is plotted on the left-axis (squares); and train, test errors are plotted on the right-axis (circles, stars).
For this dataset, α>0 often leads to train and test-time improvements. (c) The proposed approach (blue) outperforms
the Diverse M-Best MAP (green) and MCL (black) baselines.
corresponding to (discretized) side-chain configurations (rotamers). The MRFs include pairwise interactions between
nearby side-chains, and between side-chains and backbone. We use the dataset of [Yanover et al., 2008] and inherit
their test/train split and evaluation metric.2 The dataset consists of 276 proteins split into train and test sets of sizes 55
and 221 respectively. The energy function is defined as a weighted sum of eight known energy terms. The weights for
the energy terms are the parameters to be learned. We used TRW-S [Kolmogorov, 2006] for inference.
Baselines and Evaluation. We compare to the same baselines as in the previous application: i) Single SSVM +
Diverse M-Best MAP [Batra et al., 2012], and ii) Multiple Choice Learning (MCL) [Guzman-Rivera et al., 2012]. We
use the initialization strategies outlined in the previous section. For both DivMCL and Diverse M-Best MAP we report
results with each algorithm’s parameter tuned on test data. Following [Yanover et al., 2008], we report average error
rates for the first two angles (χ1 and χ2) on all test proteins.
Optimization. For this dataset we experimented with both Cutting-Plane and Stochastic Subgradient (SSG) methods
when performing update (4.21). We obtained better results with SSG and conjecture this may be partly due to the use
of approximate loss-augmented inference.
Results. In Fig. 4.5a and 4.5b we investigate the behavior of coordinate-descent together with train and test errors. The
squares (left axis) plot the (normalized) diversified-risk (5.2). Every iteration is a descent-step and learning is halted
whenever a step does not reduce the risk. For this dataset, similar to coarsened segmentation with high regularization,
we often see that the diversity-augment leads to improved train (circles) and test (stars) performances.
In Fig. 4.5c we compare against the baselines. Again, MCL and DivMCL outperform Diverse M-Best MAP.
DivMCL is able to outperform MCL.
2Dataset available from: http://cyanover.fhcrc.org/recomb-2007/
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4.6 Discussion and Conclusions
We presented a new method for learning a predictor that outputs a tuple of diverse (structured) hypotheses. The
proposed model is a set of predictors (i.e., a portfolio) which are explicitly trained to prefer diverse output-tuples, yet
make independent predictions at test-time.
We proposed and investigated the idea of augmenting the risk at train-time with a penalty for lack of diversity. The
diversity-augment couples the parameters of the predictors but we show how an efficient iterative learning procedure
is able to minimize the proposed diversified-risk.
There are a number of directions to extend this work. While we evaluated performance of all algorithms in terms
of “Oracle” set-loss, it would be interesting to measure the impact of DivMCL and other baselines on user experience
or final-stage performance in cascaded algorithms.
Another direction for future work is the study of efficient models of structure in the output-tuple. In this work we
designed the predictors to be independent, mainly for efficiency reasons. However, further gains in accuracy would be
possible if we could afford to couple the predictions at test-time. We leave to future work the investigation of efficient
methods to couple the prediction tuples at test-time.
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Chapter 5
Multi-Output Learning for Camera
Relocalization
This chapter addresses the problem of estimating the pose of a camera relative to a known 3D scene given a single
RGB-D frame. We formulate this problem as inversion of a generative “rendering” procedure, i.e., we want to find the
camera pose corresponding to a rendering of the 3D scene model that is most similar (under an appropriate distance
function) to the observed input. This is a non-convex optimization problem with many local optima. We propose a
hybrid discriminative-generative learning architecture that consists of: (i) a multi-output predictor that generates M
camera pose hypotheses; and (ii) a selector or aggregator that infers the best pose from the multiple pose hypotheses
based on a reconstruction error.
As before, we are interested in predictors that not only produce good hypotheses but also hypotheses that are
complementary. We develop a novel training algorithm for learning marginally relevant predictors. Importantly, we
show that the predictors may be tuned to the performance of the selection or aggregation procedure to be used at
test-time.
We evaluate our method on a recently released 3D reconstruction dataset with challenging camera poses, and scene
variability. Experiments show that our method learns to make multiple predictions that are marginally relevant and
can effectively select an accurate prediction. Furthermore, our method outperforms the state-of-the-art discriminative
approach for camera relocalization.
This chapter is based on [Guzman-Rivera et al., 2014b].
5.1 Introduction
The problem of estimating the pose of a camera relative to a known 3D scene from a single RGB-D (RGB and
depth) frame is one of the fundamental problems in computer vision and robotics, which enables applications such
as vehicle or robot localization [Atiya and Hager, 1993, Se et al., 2005], navigation [Brubaker et al., 2013, DeSouza
and Kak, 2002], augmented reality [Salas-Moreno et al., 2013], and reconstruction of 3D scenes [Newcombe et al.,
2011, Agarwal et al., 2009]. While it is relatively easy to compute what a scene looks like from a particular camera
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viewpoint (using a renderer), it is generally very hard to estimate the viewpoint, i.e., the camera pose, given an image
of some scene only.
Camera relocalization can be formulated as an inverse problem where we search for the camera pose under which
the rendered 3D scene is most similar to the observed input. This is a non-convex optimization that is hard to solve.
Previous approaches in the literature have proposed the use of different optimization schemes and similarity measures.
While some have used similarity measures based on descriptors computed over sparse interest points [Lepetit and Fua,
2006, Se et al., 2005, Davison et al., 2007, Williams et al., 2011], others have resorted to a dense approach [Klein
and Murray, 2008]. All such methods suffer from the problem that the optimization is prone to getting stuck in local
optima.
Recently, Shotton et al. [Shotton et al., 2013] addressed the camera pose estimation problem by training a random-
forest based predictor discriminatively, as opposed to solving an optimization problem directly. Although this approach
substantially outperforms conventional methods on a challenging set of scenes, it has a fundamental limitation: the
many-to-one nature of the learned mapping fails to model uncertainty properly, especially in situations where different
camera viewpoints are associated with a similar rendering of the model. This is the case, e.g., in the stairs view
in Fig. 5.3a. In this chapter, we propose a hybrid discriminative-generative learning method which overcomes this
problem. Instead of learning a single predictor, we learn a set of M predictors each of which produces an independent
estimate for the camera pose. Next, a selection procedure based on a similarity function takes charge of inferring the
best pose given the outputs of the predictors.
The main contribution of this work is in learning to generate predictions that are marginally relevant, i.e., both
relevant and diverse. In other words, we show how to train a set of predictors that make complementary predictions.
This multi-output prediction is effective in dealing with uncertainty stemming from ambiguities and multi-modality
in the data, and from certain approximation errors (e.g., in the model or the inference algorithm). Further, it enables
the specialization of predictors to difficult or new cases. As a second contribution, we investigate the effectiveness
of selection procedures based on evaluating a distance between the input RGB-D frame and a (partial) reconstruction
or rendering of the 3D scene. We also develop a mechanism that aggregates predictions and often yields increased
accuracy.
We evaluate our method on a recently released dataset of challenging camera pose estimation problems. Ex-
periments show that our method can indeed learn to make multiple predictions that are marginally relevant and can
effectively select an accurate prediction. Furthermore, our method outperforms state-of-the-art discriminative learning
based methods for camera relocalization.
Related Work on Multi-Output Prediction. A number of methods have been proposed for the problem of multiple
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output prediction. [Yang and Ramanan, 2011] trained a single prediction model and estimated the N -best configura-
tions under the model. This and related approaches have the problem that the N -best solutions tend to be very similar
to each other. [Batra et al., 2012] proposed a method enforcing a penalty such that the multiple predictions are dif-
ferent from each other. Although this method generates better results, it comes at the cost of increased computational
complexity.
The aforementioned approaches rely on a single-output model to generate multiple predictions. The model itself
is trained either to match the data distribution (max-likelihood) or to give the ground-truth solution the highest score
by a margin (max-margin) – both learning objectives do not encourage multiple predictions to be marginally relevant.
[Guzman-Rivera et al., 2012] overcome this issue by posing the problem as a “Multiple Choice Learning” problem.
Instead of generating multiple solutions from one model, multiple models are trained so that each model would ex-
plain different parts of the data. Our work is related to [Guzman-Rivera et al., 2012] but has two key advantageous
differences. Our method trains a set of predictors iteratively by computing a single marginally relevant predictor at
every iteration. Thus, adding predictors to our model is straightforward since predictors already in the set need not be
modified. In contrast, the approach in [Guzman-Rivera et al., 2012] requires re-training of all M predictors. Further,
learning in general is more efficient in our approach due to its greedy nature, while the method in [Guzman-Rivera
et al., 2012] is computationally expensive due to iterative re-training of all predictors.
5.2 Problem Formulation and Preliminaries
Notation. We use [n] to denote the set of integers {1, 2, . . . , n}; I to denote an input RGB-D frame; H to denote a
6 d.o.f. camera pose matrix mapping camera coordinates to world coordinates1; and M to denote a 3D model of the
scene.
5.2.1 Camera Pose Estimation as an Inverse Problem
A generative procedure (e.g., depth raycaster) can be used to reconstruct a “view” of a scene from a given viewpoint.
LetR(H;M) be the view of 3D modelM from the viewpoint given by camera pose H . Then, camera pose estimation
may be cast as an inverse problem for the camera pose H∗ associated with the view most similar to the input frame I.
Formally, we would like to solve for the pose minimizing
H∗ = argmin
H
∆ξ (I,R(H;M)) , (5.1)
1For convenience, we slightly abuse homogeneous matrix multiplication to allow H to map a 3-vector to a 3-vector.
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where ξ is a choice of metric (e.g., L1) for measuring the reconstruction error. As mentioned earlier, this is a non-
convex optimization problem that is hard to solve.
5.2.2 The Direct Regression Approach
Instead of solving the inverse problem defined above, we could treat camera pose estimation as a regression problem.
Given a set of RGB-D frames with known camera poses S= {(Ij , Hj) : j ∈ [n]}, we want to learn a mapping g, taking
an RGB-D frame as argument and predicting a 6 d.o.f. camera pose, such that the the empirical risk is minimized
L(Θ;S) =
1
n
n∑
j=1
`(Hj , f(Ij ; Θ)) . (5.2)
Here, the task-loss ` measures the error between the ground-truth pose Hj and the predictor’s output f(Ij ; Θ), and Θ
is the set of parameters to be learned.
Shotton et al. [Shotton et al., 2013] propose the ‘scene coordinate regression’ method that is based on this principle.
In their method, a set of regression trees (a forest) F , parameterized by θ is trained to infer correspondences between
RGB(-D) image pixels and 3D coordinates in scene space. The forest is trained to produce 3D correspondences at any
image pixel, which allows the approach to avoid the traditional pipeline of feature detection, description and matching.
Given just three perfect image to scene correspondences, the camera pose could be uniquely recovered. However, to
make the method robust to incorrect correspondences and noise, an energy function, which essentially measures the
number of pixels for which the forest predictions agree with the camera pose hypothesis H , is minimized. More
formally, the prediction function for the camera pose given frame I and regression forest θ is defined as
f(I;θ) = argmin
H
∑
i∈I
ρ
(
min
m∈Fθ(pi)
||m−Hxi||2
)
, (5.3)
where: i ∈ I is a pixel index; ρ is a robust error function; Fθ(pi) are the regression forest predictions for pixel pi (one
or more per tree); and xi are 3D coordinates in camera space corresponding to pixel pi (obtained by re-projecting
depth image pixels). A modified preemptive RANSAC algorithm is used to minimize (5.3). For speed, the energy can
be evaluated on a sparse set of randomly sampled pixels rather than densely over the image.
5.2.3 Pose Refinement using the 3D Model
The output of a predictor such as (5.3) can be refined using the 3D model. We represent the 3D model M : R3 →
[−1, 1] of a scene as a truncated signed distance function [Curless and Levoy, 1996] evaluated at continuous-valued
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positions by tri-linearly interpolating the samples stored at voxel centers. The surface of the model is then given by
the level setM(y)=0 where y is a 3D position in scene space.
Let xi ∈ R3, i ∈ [k] be a set of observed 3D coordinates in camera space. Then, a pose estimate H may be
refined by searching for a nearby pose that best aligns the camera space observations with the surface represented by
M. Since M is a (signed) distance to the surface, the value of [M(H¯xi)]2 will be small when H¯ aligns the camera
space observations closely to the current model of the surface. Thus, we can refine a camera pose by minimizing the
following nonlinear least-squares problem after initializing H¯ with the estimate
Href = argmin
H¯
∑
i
[M(H¯xi)]
2 . (5.4)
This minimization problem can be solved by optimizing over the rotational and translational components of H¯ using
the Levenberg-Marquardt algorithm (this is similar to the method of [Bylow et al., 2013]). In our experiments we will
evaluate the effect of refinement on the poses estimated with the models we compare.
5.3 Proposed Approach
The direct regression approach is not rich enough to model the one-to-many nature of the mapping between images
and camera viewpoints. Our method for camera relocalization works by generating multiple hypotheses for the cam-
era pose using a set (or “portfolio”) of regression-based predictors and then selecting the best hypothesis using the
reconstruction error. In some sense, this can be seen as a regression-based approach for solving the inverse problem
defined in (5.1). More formally, given multiple predictors {f(·;θm) :θm ∈Θ} and a choice ξ of reconstruction error,
we approximate (5.1) by
g(I; Θ, ξ) = argmin
f(I;θm)
∆ξ (I,R(f(I;θm);M)) . (5.5)
Thus, the inversion amounts to computing the errors corresponding to each predictor output and taking the minimum.
Fig. 5.1 presents an overview of the architecture we propose.
For this approach to succeed, we need to develop a learning algorithm for a set of predictors whose predictions are
marginally relevant, i.e., the predictions must cover the space of allHs well. In Sec. 5.3.1 we develop an algorithm for
training such a set of predictors, where each of them is of discriminative form as in (5.3). We then discuss in Sec. 5.3.2
how different choices for the reconstruction error affect the accuracy of our method.
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Figure 5.1: Overview of the proposed method. We propose a two-stage approach where the first stage generates M
marginally relevant camera pose estimates; and the second stage infers an accurate pose by comparing the input data
with (perhaps implicit) renderings or “reconstructions” of the scene from the poses hypothesized by the first stage.
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Algorithm 2 Learn Multi-Output Predictor
1: Inputs: S = {(Ij , Hj) : j ∈ [n]}, M , ξ, `, σ
2: Initialize with uniform weights: w0 ← 1n · 1
3: Θ0 ← {}
4: for t = 1, . . . ,M do
5: Θt ← Θt−1 ∪ TrainForest[Shotton et al., 2013](S,wt−1)
6: wt ← UpdateWeights(Θt,wt−1, `, ξ, σ) (see (5.7))
7: end for
8: return ΘM
5.3.1 Learning Marginally-Relevant Predictors
An approach to learning a diverse set of predictors is to train each of the predictors on different data, e.g., [Dekel
and Shamir, 2012, Guzman-Rivera et al., 2012]. The key question here is to decide which data to use for training
each predictor. Equivalently, the problem can be posed as the creation of multiple groups of training instances, such
that training a predictor on each group yields an accurate set of predictors. Note that groups may overlap or, more
generally, assignments of instances to groups may be probabilistic. Further, the number of groups could be determined
during the optimization.
Grouping (or clustering) of data instances can be random (e.g., [Shotton et al., 2013]); performed in input space
via algorithms such as k-means (e.g., [Gu and Han, 2013]); or, better, driven by a task-loss [Guzman-Rivera et al.,
2012]. Here, we pursue a new iterative loss-driven approach that resembles boosting.
Algorithm 2 summarizes our procedure for training a multi-output predictor. At every iteration, a predictor of
the form (5.3) is trained using the learning algorithm in [Shotton et al., 2013], with the important difference that
examples from each image j contribute to the forest training objective in proportion to some weight w(j). The first
iteration uses uniform weights, but weights on later iterations are a function of the loss achieved by the predictors
already trained. Importantly, this mechanism allows multiple modes in the empirical distribution of the training data
to become re-weighted (as driven by the task-loss).
The standard task-loss ` for camera pose estimation (defined in (5.2)) compares a single prediction with ground-
truth. To quantify the performance of a multi-output predictor parametrized by Θt, we define the multi-output loss
`j(Θt; ξ) = `(Hj , g(I; Θt, ξ)) , (5.6)
where g(I; Θt, ξ) is simply the camera pose hypothesis corresponding to the lowest reconstruction error among the
outputs of predictors trained in iterations [t] – as defined in (5.5). Equipped with a multi-output loss we define the
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Figure 5.2: Difficult case for the L1 reconstruction error due to model distortion. Input depth (red channel) and depth
raycast from ground-truth (green channel) are shown superimposed. Observe how it would be impossible to align the
legs of both desks simultaneously.
following weight update rule
wt(j)← wt−1(j)
Zt
(
1− exp
{−`j(Θt; ξ)
σ2
})
, (5.7)
where Zt is a normalization factor and parameter σ roughly controls the diversity of the predictors – higher σ allowing
larger weight ranges. This update rule adjusts the weight of individual training instances based on the loss incurred by
the multi-output model.
It is important that during training we use the same definition of multi-output loss as will be used at test-time. This
means we should use the same task-loss ` in (5.6) and the same reconstruction error ξ in (5.5), (5.6) for both training
and testing.
5.3.2 Selecting a Good Hypothesis
Here we study the problem of selecting a good camera pose estimate from a set of candidates {Hm : m ∈ [M ]}. More
specifically, we investigate the effectiveness of several reconstruction errors that may take the place of ξ in (5.5).
Let Din denote the input depth image and DH denote a depth image raycast using pose estimate H and 3D model
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M. As a first choice for ξ consider the L1 distance
∆L1 (I,R(H;M)) =
∑
i
|Din(i)−DH(i) | , (5.8)
where the summation is over pixels.
We found the L1 distance to be sensitive to noise in the input depth images, and to distortions in the model (e.g.,
due to camera-tracking drift during model reconstruction). For instance, see Fig. 5.2 where model distortion has led
to a large distance between the input and the depth rendered from the ground-truth camera pose.
One way to make the distance robust to model-mismatch is to concentrate on shape. For instance, this can be done
through the use of a symmetric chamfer distance on edges detected on the depth frames (2DDT). This approach,
however, is problematic in that edge detection is also very sensitive to input noise and in that it completely ignores
valuable depth information.
A robust error that we found superior to L1 is close to the error used in the objective (5.4) of our model-based
refinement algorithm
∆3DDT (I,R(H;M)) =
∑
i
|M(Hxi) | . (5.9)
We refer to this reconstruction error as 3D-Distance Transform (3DDT). An additional benefit of 3DDT compared to
L1 or 2DDT is that it does not require raycasting.
5.4 Hypothesis Aggregation
The performance of the reconstruction errors above is impaired by noise in the input data and problems in the 3D
models such as missing data or distortion. This led us to pursue the aggregation of poses in a way reminiscent of
other ensemble methods. Algorithm 3 summarizes our pose aggregation procedure. It takes as arguments a set of pose
hypotheses {Hm : m ∈ [M ]}; parameters δ and  for the clustering of hypotheses; and parameters ξ and ζ for cluster
scoring and selection.
Procedure ‘Cluster’ performs agglomerative clustering on the poses using distance measure δ(H,H ′). Clustering
stops when the distance between clusters exceeds . We explored several options for distance δ(H,H ′) between poses
including: Euclidean distance between the translation components, angular distance between the rotation components,
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(a) Predictions. (b) Cluster means. (c) Best cluster.
Figure 5.3: Ambiguities on scene Stairs and results from our two-stage approach. (a) M predictions shown as camera
frusta; ground-truth (white); and selector’s pick (black). (b) Clusters (means) created during aggregation. (c) Poses in
best-scoring cluster (pink); cluster mean (magenta); and ground-truth (white).
Algorithm 3 Aggregation of Pose Hypotheses
1: Input: H = {Hm : m ∈ [M ]}, δ, , ξ, ζ
2: C← Cluster(H, δ, ) see Sec. 5.4
3: C ← argminC∈C Score(C, ξ, ζ) see (5.11)
4: return Mean(C)
and absolute difference on reconstruction errors, i.e.,
|∆ξ¯ (I,R(H;M))−∆ξ¯ (I,R(H ′;M)) |. (5.10)
Once the poses are clustered we use the following rule to score clusters
Score(C)← ζ
|C|−1
|C|
∑
H∈C
∆ξ (I,R(H;M)) . (5.11)
This is a voting mechanism with a preference for larger clusters whenever ζ < 1. Finally, we take the “mean” of
the poses in the best-scoring cluster as our aggregate prediction. More precisely, we combine the poses in the cluster
linearly with uniform weighting as suggested in [Alexa, 2002].
Parameters for clustering and scoring, as summarized in Algorithm 3, were tuned on held out validation data.
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5.5 Evaluation
5.5.1 Experimental setup
Dataset. We use the 7 Scenes dataset of [Shotton et al., 2013] to evaluate our approach. The dataset consists of 7
scenes (‘Chess’, ‘Fire’, ‘Heads’, ‘Office’, ‘Pumpkin’, ‘RedKitchen’, and ‘Stairs’) which were recorded with a Kinect
RGB-D camera at 640×480 resolution. Each scene is composed of several camera tracks that contain RGB-D frames
together with ground-truth camera poses. The authors of the dataset used the KinectFusion system [Newcombe et al.,
2011] to obtain ground-truth poses and to reconstruct 3D models like those described in Sec. 5.2.3. Both the RGB and
depth components of the input frames exhibit ambiguities (e.g., repeated steps in Stairs), specularities (e.g., reflective
cupboards in RedKitchen), motion-blur, differing lighting conditions, flat surfaces, and sensor noise.
Metrics. Following previous work, we report accuracy as the percentage of test frames for which the inferred camera
pose passes a correctness criterion. A correct pose must be within a 5cm translational error and 5◦ angular error of
ground-truth (for comparison, the scenes have sizes up to 6m on a side). This metric corresponds to the 0/1 loss,
PCj(H; t, r) =
 0 if δt(Hj , H) < t and δr(Hj , H) < r1 otherwise , (5.12)
where δt and δr are translational and rotational pairwise distances respectively; t = 5cm; and r = 5◦.
We report model performance at every iteration of training, i.e., accuracy of the pose minimizing (5.5) (the selec-
tor’s pick) for sets of predictors [t] for t∈ [M ]. For intermediate models, i.e., t < M , no aggregation is used since the
aggregation procedure was tuned on validation data for full-models only (i.e., using all M predictors). Thus, we only
report accuracy for aggregate poses given M predictions.
We report an ‘Oracle’ metric which is an upper-bound on the performance of the selector. The Oracle metric is the
obtainable accuracy if we could always chose the best prediction within the set of candidates. As before, we report
Oracle performance for models at every iteration.
Baselines. We compare our approach against the model of [Shotton et al., 2013] that was shown to achieve state-
of-the-art camera relocalization on RGB-D data. To obtain an even stronger baseline, we extended the RANSAC
optimization of [Shotton et al., 2013] to output the M best hypotheses (‘M -Best’). We refer to the first baseline as
CVPR13 and to the latter as CVPR13 + M -Best. Note that the CVPR13 baseline is equivalent to the predictor trained
(with uniform weights) at the first iteration of Algorithm 2 (t=1 in the plots).
For the CVPR13 + M -Best baseline we report performance on the first t-Best hypotheses for t∈ [M ]. Also, we
tune the aggregation procedure and report aggregate pose accuracies using all M hypotheses.
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(a) Office. (b) Pumpkin. (c) RedKitchen.
Figure 5.4: Qualitative results. Top row: input RGB-D frames. Bottom row: Pair-left: M predictions (colors); ground-
truth (white); and selector’s pick (black). Pair-right: Poses in best-scoring cluster (pink); cluster mean (magenta); and
ground-truth (white).
Train and test samples. For each scene we took 1000 uniformly spaced frames from the (concatenated) training
camera tracks. This was done to reduce training time and because contiguous frames are largely redundant.
We also randomly sampled 1000 frames from the test camera tracks of each scene. Half of these were used for
tuning the parameters of the aggregation procedure (Algorithm 3) and the other half were used for testing. Note
that for some scenes, e.g., Heads, this sampling yields all the available training and test data, while for others, e.g.,
RedKitchen, only a small fraction of the available data is used.
5.5.2 Results
Qualitative. Fig. 5.3 and 5.4 show illustrative prediction examples. We observe that the predictions of the multi-output
model are indeed complementary and often cover multiple possibilities for ambiguous inputs. For example, multiple
steps in the Stairs scene (Fig. 5.3a), multiple desks/chairs in the Office scene (Fig. A.4b), and multiple sections of the
long flat cabinet in the Pumpkin scene (Fig. A.4c). More qualitative results are shown in Sec. A.3 in Appendix A.
Selector evaluation. We performed a set of experiments to compare the effectiveness of our different pose-selection
mechanisms. These experiments were carried on all scenes and average results over the 7 scenes are reported.
We trained models using Algorithm 2 with parameters: M=8; ξ ∈ {L1, 3DDT,Oracle}; `∈ {PC,PCS}; and
σ ∈ {0.01, 0.1, 0.2, 1.0}. Here, PCS is a convex upper-bound on the 0/1 loss
PCSj(H; t, r) = max
(
δt(Hj , H)
t
,
δr(Hj , H)
r
)
. (5.13)
We found re-weighting with PCS to be superior to PC because the latter leads to trivial weightings of zero-weight for
examples with no loss and uniform weights for the rest of the examples.
Fig. 5.5a (top) compares L1 and 3DDT selector performance (averaged over all scenes). On average, 3DDT
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Figure 5.5: Average PC(5cm, 5◦) (y-axis) over all scenes (5 runs per scene for b,c) vs. training iteration t (x-axis). Top
row: no refinement. Bottom row: refinement at test-time. (a) Performance of reconstruction errors when the predictors
are fixed. (b,c) Comparison of multi-output models and baselines. Legends indicate loss, selector and σ used during
training. In (c) squares at t=10 correspond to aggregate poses. Note that the CVPR13 baseline of [Shotton et al.,
2013] corresponds to the performance at t=1.
is superior to L1 (which in preliminary experiments we found to be superior to 2DDT). We report only results
for models trained using ξ=Oracle as these are most meaningful for comparing the efficacy of different selectors
(otherwise predictors are trained to compensate for the specific reconstruction error used during training).
We also compared selectors when hypotheses are refined using the model-based refinement from Sec. 5.2.3 at
test-time. Fig. 5.5a (bottom) shows average performance for this experiment. Again, 3DDT is superior.
Given the superior performance and efficiency of 3DDT, our subsequent and more extensive end-to-end evaluation
is limited to 3DDT.
End-to-end (no refinement). These experiments compare our two-stage approach with the baselines. We report
average results over 5 runs for each scene (with different random seeds) and over the 7 scenes. We trained models
using Algorithm 2 with parameters: M=10; ξ=3DDT; `∈ {PC,PCS}; and σ ∈ {0.01, 0.1, 0.2, 1.0}.
Fig. 5.5b (top) shows average Oracle performance of the baselines and several multi-output models. Fig. 5.5c
(top) shows, for the same set of models, the average performance when using 3DDT for selection and when using
the aggregation Algorithm 3 (squares at t=10). While scene-averaging does hide somewhat contrasting behaviors
on the different scenes, a few observations are warranted. First, the CVPR13 + M -Best baseline does produce good
hypotheses as shown by the high Oracle performance. However, these are not tuned to the selector and thus, it becomes
more difficult to select good hypotheses at test-time.
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The multi-output models trained with the PCS upper-bound give the best results, achieving a ∼5% average accu-
racy improvement w.r.t. the CVPR13 + M -Best baseline. Aggregation (carried only on full-models and shown by the
square markers at t=10) achieved ∼1.5% average accuracy improvement w.r.t. the 3DDT selector.
Scene-averaging also hides effects of parameter σ of the re-weighting rule (5.7) but results on individual scenes
(shown in Fig. A.2) reveal that different scenes have different diversity requirements.
End-to-end with refinement. Fig. 5.5b (bottom) and 5.5c (bottom) show results for the same models when model-
based refinement is applied at test-time (Sec. 5.2.3). Trends are roughly similar. Again, the CVPR13 + M -Best
baseline has a very high average Oracle performance (in fact the highest of all models). Still, the multi-output models
are best on the actual end-to-end evaluation and achieve a ∼1% average accuracy improvement.
Note that refinement was not used during training and thus the multi-output models are tuned for a different test
scenario (i.e., that without refinement). For refined poses aggregation has a limited effect but still achieves a ∼0.5%
average accuracy improvement w.r.t. the 3DDT selector.
5.5.3 Computational Implications
We now contrast the gains achieved with our multi-output prediction method with those obtained through model
refinement. In Fig. 5.6 we include average results for individual scenes (5 runs per scene). Each plot compares the
CVPR13 + M -Best baseline combined with refinement at test-time, with one multi-output model using no refinement.
For each scene, we selected one of the multi-output models from previous plots (i.e., we tuned σ) using the validation
data.
On these plots we see that our two-stage approach is superior to the CVPR13 baseline (i.e., the model of [Shotton
et al., 2013]) on every scene. The accuracy improvements range from ∼5% on Pumpkin to ∼20% on Stairs. Further,
on scenes Chess, Office and RedKitchen our approach without refinement outperforms the CVPR13 +M -Best baseline
with refinement. However, on scenes Heads, Pumpkin and Fire, refinement has a major effect with ∼44%, ∼14% and
∼12% accuracy improvements, respectively.
While both approaches, multi-output prediction and model-based refinement, lead to significant improvements they
differ in their computational cost. The computational complexity of our multiple-output prediction system at test-time
scales linearly with the number of predictors. This complexity could be significantly reduced by reusing tree structures
and only updating the leaf distributions when generating multiple predictors. In contrast, the improvements obtained
through model-based refinement come at a high computational cost because of the iterative nature. Furthermore, our
multi-output method can be trivially parallelized by running individual predictors on different cores.
As an aside, we note that greater performance gains could be attained by combining multi-output prediction and
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Figure 5.6: Average PC(5cm, 5◦) (y-axis) (5 runs per scene) vs. training iteration t (x-axis). Comparison of the
proposed approach without refinement (orange) against the CVPR13 + M -Best baseline with model-based refinement
(blue). For (a), (d) and (f) the accuracy improvement from our approach is higher than that of model-based refinement.
Further, on all scenes our approach is better than the CVPR13 baseline of [Shotton et al., 2013] (performance at t=1).
Squares at t=10 correspond to aggregate poses.
model-based refinement (i.e., refinement would need to be used during training and testing of multi-output models).
5.6 Conclusion
We have proposed a hybrid, discriminative-predictor generative-selector, approach to inversion problems in computer
vision that consists of: (i) a multi-output predictor; and (ii) a selector or aggregator that is able to select or infer a
good prediction given a set of hypotheses. We proposed a procedure to train a set of predictors that make marginally
relevant predictions and showed that the training procedure is able to tune the models for the selection stage to be used
at test-time. We demonstrated that the proposed approach leads to significant accuracy improvements when applied to
the problem of camera relocalization from RGB-D frames.
There are a number of interesting directions for future work. With regards to camera relocalization, while our
approach can cope with certain sources of failure (e.g., ambiguity, multi-modality or test-train distribution mismatch),
it would be beneficial to address other sources of failure for the model of [Shotton et al., 2013]. Also, our approach
is amenable to distributed learning, e.g., for camera relocalization in very large scenes. For such cases, predictors
could be learned on disjoints subsets of training data (e.g., corresponding to different rooms) and, like we do here, the
selection mechanism would be responsible for determining the right prediction at test-time.
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Chapter 6
DivMCuts: Faster Training of Structural
SVMs with Diverse M-Best Cutting-Planes
Training of Structural SVMs involves solving a large Quadratic Program (QP). One popular method for solving this QP
is a cutting-plane approach, where the most-violated constraint is iteratively added to a working-set of constraints. Un-
fortunately, training models with a large number of parameters remains a time consuming process. This chapter shows
that significant computational savings can be achieved by adding multiple diverse and highly violated constraints at
every iteration of the cutting-plane algorithm.
We show that generation of such diverse cutting-planes involves extracting diverse M-Best solutions from the loss-
augmented score of the training instances. For finding these diverse M-Best solutions we employ algorithm DivMBest
[Batra et al., 2012].
Our experiments on image segmentation and protein side-chain prediction show that the proposed approach can
lead to significant computational savings, e.g., ∼28% reduction in training time (and > 60% reduction in the number
of training iterations). Our results also suggest that greater savings are to be expected for increasingly complex models
with larger numbers of parameters.
This chapter is based on [Guzman-Rivera et al., 2013].
6.1 Introduction
A number of problems in Computer Vision, Natural Language Processing and Computational Biology involve making
predictions over complex but structured interdependent outputs – e.g., the space of all possible segmentations of an
image or all possible English translations of a Chinese sentence. Formulations like Max-Margin Markov Networks
(M3N) [Taskar et al., 2003] and Structural Support Vector Machines (SSVMs) [Tsochantaridis et al., 2005] have
provided principled techniques for learning such structured-output models.
In all these settings, the learning algorithm has access to n training (input-output) pairs: {(xi,yi) | xi ∈X ,yi ∈Yk}
and the goal is to learn a mapping f : X → Yk from the input space X to the k-variate output space Yk, such that
it minimizes a (regularized) task-dependent loss function ` : Yk × Yk → R+, where `(yi, y¯i) denotes the cost of
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Figure 6.1: Illustration of the proposed approach with the feasibility region approximation at the current iteration
in pink. (a) When adding a single cutting-plane at every iteration, 6 iterations are necessary to approximate the
feasibility region to the desired precision. (b) In contrast, by adding 5 cutting-planes at every iteration only 4 iterations
are necessary. (c) Depiction of the learning QP and approximated feasibility region.
predicting output y¯i when the correct prediction is yi.
Cutting-Plane Training. This learning problem is generally formulated as a constrained Quadratic Program
(QP) [Tsochantaridis et al., 2005, Joachims et al., 2009] with exponentially many constraints. For instance, 1-slack
SSVMs [Joachims et al., 2009] involve |Yk|n constraints, one for each possible n-tuple of labels 〈y¯1, . . . , y¯n〉 ∈Ykn.
If the most-violated constraint can be identified efficiently, a cutting-plane (CP) approach [Jr., 1960] may be used to
solve this QP. A CP algorithm maintains a small working-set of constraints and alternates between: 1) solving for
the optimum solution under the current working-set, and 2) adding the most-violated constraint to the working-set
by calling the max-violation-oracle. It can be shown [Tsochantaridis et al., 2005, Joachims et al., 2009] that such a
procedure converges in O( 1 ) steps, where  is the desired precision. Finding the most-violated constraint involves
maximizing the loss-augmented score [Joachims et al., 2009] for each training instance.
Unfortunately, models for many real world problems have a large number of parameters and require many iterations
of the above procedure. At every iteration, inference must be performed on the entire dataset and a large QP must be
solved. Thus, training such models becomes a time consuming process.
Contribution. This chapter shows that significant computational savings can be achieved in training SSVMs by
generating and adding a diverse set of highly violated constraints (cutting-planes) at every training iteration. Fig. 6.1
illustrates the idea. One key observation of our work is that for multiple constraints to be useful and speed up conver-
gence, they should satisfy the following desiderata:
1. Marginal Relevance. Each constraint should be informative w.r.t. the current approximation (i.e., be highly
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violated) and also offer complementary information w.r.t. the other constraints added at the current iteration
(i.e., we need a diverse set of constraints).
2. Efficiently Computable. Finding a set of violated constraints should be fast enough so as to not offset the
savings resulting from the reduction in the number of training iterations.
We show that generating sets of constraints satisfying the above desiderata involves extracting diverse M-Best
solutions from the loss-augmented score – for this, we leverage algorithm DivMBest of Batra et al. [Batra et al., 2012]
for producing diverse maximum a posteriori (MAP) solutions in structured-output models. We name our method
DivMCuts and evaluate its performance on two applications of SSVMs: image segmentation, and protein side-chain
prediction. Our results show that DivMCuts can lead to significant computational savings, e.g., ∼28% reduction in
training time. Finally, our results suggest that even greater savings are possible for more expressive models involving
a larger number of parameters.
6.2 Preliminaries: Training SSVMs
This section reviews notation and 1-slack training of Structural SVMs using a Cutting-Plane methodology.
Notation. We use y to denote a structured-output, and Y =
〈
y(1), . . . ,y(M)
〉
for an M -tuple of structured-outputs.
In this chapter subscripts are used within tuples for labels corresponding to different examples while superscripts are
used when multiple labels correspond to the same example.
Given a training dataset of input-output pairs (examples) S =
{
(x1,y1), . . . , (xn,yn) |xi ∈X ,yi ∈Yk
}
, we are
interested in learning a mapping f : X → Yk from an input space X to a k-variate structured-output space Yk, where
|Yk| is finite but typically exponentially large (e.g., the set of all segmentations of an image, or all English translations
of a Chinese sentence).
Structural Support Vector Machines (SSVMs). As previously mentioned, in the Structural SVM setting the map-
ping is linear
f(x) = argmax
y∈Yk
wTψ(x,y) , (6.1)
where ψ(x,y) is a joint feature map: ψ : X × Yk → Rd. The quality of the prediction yˆi = f(xi) is measured by
a task-specific loss function ` : Yk × Yk → R+, where `(yi, yˆi) denotes the cost of predicting yˆi when the correct
label is yi. Since the task-loss ` is non-continuous and non-convex in w, typically a convex surrogate loss that upper
bounds ` is optimized instead (e.g., the hinge upper-bound [Tsochantaridis et al., 2005]).
Optimization Problem 1 (OP1). The regularized hinge-loss SSVM learning problem can be formulated as a
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Algorithm 4 Cutting-Plane Training of Structural SVMs (margin-rescaling) via the
1-Slack Formulation OP1.
1: Input: S = {(x1,y1), . . . , (xn,yn)}, C, 
2: W ← ∅
3: repeat
4: (w, ξ)← argminw,ξ≥0 12wTw + Cξ
s.t. 1nw
T
n∑
i=1
[
ψ(xi,yi)−ψ(xi, y¯i)
]
≥ 1n
n∑
i=1
`(yi, y¯i)− ξ ∀Y¯ ∈ W
5: for i = 1, . . . , n do
6: yˆi ← argmaxy
{
`(yi,y) + w
Tψ(xi,y)
}
7: end for
8: W ←W ∪ {〈yˆ1, . . . , yˆn〉}
9: until 1n
n∑
i=1
`(yi, yˆi)− 1nwT
n∑
i=1
[
ψ(xi,yi)−ψ(xi, yˆi)
]
≤ ξ + 
10: return (w, ξ)
QP with exponentially many constraints. In this chapter, we work with the margin-rescaling variant of the 1-slack
formulation of Joachims et al. [Joachims et al., 2009]:
min
w,ξ≥0
1
2
wTw + Cξ (6.2a)
s.t.
1
n
wT
n∑
i=1
[
ψ(xi,yi)−ψ(xi, y¯i)
]
≥ 1
n
n∑
i=1
`(yi, y¯i)− ξ ∀Y¯ ∈ Ykn (6.2b)
Note that 1-slack SSVMs involve |Yk|n constraints, one for each possible n-tuple of labels Y¯ = 〈y¯1, . . . , y¯n〉 ∈ Ykn,
but there is a single slack variable ξ, shared across all constraints. The number of constraints is thus exponentially
larger than in n-slack SSVMs (which involve n|Yk| constraints). However, Joachims et al. [Joachims et al., 2009]
showed that: 1) the two formulations are equivalent, and, more importantly, 2) 1-slack leads to faster convergence, in
theory and practice.
Cutting-Plane Training of SSVMs. Algorithm 4 provides a CP approach to solving OP1. At every iteration, the
algorithm computes the solution over the current working-setW (Line 4) and then finds the most-violated constraint
(Lines 5-7) to add toW (Line 8). The algorithm stops when the most-violated constraint is violated less than a desired
precision  (Line 9). Unlike the n-slack setting, Algorithm 4 adds a single constraint at every iteration – a combination
of constraints coming from all examples.
Joachims et al. [Joachims et al., 2009] showed that the number of iterations to convergence for Algorithm 4 does
not depend on the number of training instances and grows as O( 1 ). Specifically:
Theorem 1. Iteration Complexity of Algorithm 4. For any 0 < C, 0 <  < 4R2C and any training sample S =
{(x1,y1), . . . , (xn,yn)}, Algorithm 4 terminates after at most
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⌈
log2(
`
4R2C
)
⌉
+ 2
⌈
8R2C

⌉
iterations, where R2 = maxi,y¯ ||ψ(xi,yi)−ψ(xi, y¯)||2, ` = maxi,y¯ `(yi, y¯) and d.e is the integer ceiling function.
Proof. See proof of Theorem 5 in [Joachims et al., 2009].
6.3 Proposed Approach
Algorithm 4 incrementally builds an approximation to the constraint-set by adding a single linear inequality in each
iteration. An intuitive approach to speed up this process is to instead add multiple constraints in each iteration. We will
show that significant computational savings are possible if the additional constraints are highly violated and diverse.
Finding the most-violated constraint is equivalent to performing MAP inference on a loss-augmented score for each
training instance. Similarly, finding multiple violated constraints involves generating multiple diverse solutions to the
loss-augmented score of the training instances.
Techniques for producing multiple solutions in probabilistic models can be broadly characterized into two groups:
M-Best MAP algorithms [Nilsson, 1998, Flerova et al., 2011, Yanover and Weiss, 2003, Fromer and Globerson, 2009]
that find the top M most probable solutions and sampling-based algorithms [Tu and Zhu, 2002, Barbu and Zhu, 2005,
Porway and Zhu, 2011]. Both of these groups fall short for our task. M-Best MAP algorithms do not place any
emphasis on diversity and tend to produce solutions that are minor perturbations of each other. Thus, the resulting
cutting-planes are unlikely to be of much value in tightening the constraint-set approximation and speeding up conver-
gence. Sampling-based approaches typically exhibit long wait-times to transition from one mode to another, which is
required for obtaining diversity.
6.3.1 Generating Diverse M-Best Solutions on Loss-Augmented Score
To explicitly enforce diversity, we leverage algorithm DivMBest of Batra et al. [Batra et al., 2012], which computes a
set of diverse M-Best solutions in discrete probabilistic models. We briefly describe their approach here.
The approach is applicable to general structured-output models but for the sake of illustration let us consider a
discrete Markov Random Field (MRF). Specifically, let y = {y1, . . . , yk} ∈ Yk be a set of discrete random variables,
each taking value in a finite label set, e.g., yu ∈ Y . Let G = (V, E) be a graph defined over the output variables,
i.e., V = [k], E ⊆ (V2), and let yuv be shorthand for the tuple (yu, yv). It is known that for decomposable loss
functions, the loss-augmented score for any configuration y can be expressed as a sum of terms that decompose along
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the graph-structure. Thus, loss-augmented inference corresponds to a MAP inference problem:
y˜(1) = argmax
y∈Yk
S(y) = argmax
y∈Yk
∑
u∈V
θu(yu) +
∑
(u,v)∈E
θuv(yuv) . (6.3)
We assume availability of a function ∆(y˜, y˜′) quantifying dissimilarity between solutions y˜ and y˜′. Let y˜(m) denote
the mth-best solution. Thus, y˜(1) is the MAP, y˜(2) is the second DivMBest solution and so on. [Batra et al., 2012]
proposed the following formulation for finding the mth solution:
y˜(m) = argmax
y∈Yk
∑
u∈V
θu(yu) +
∑
(u,v)∈E
θuv(yuv) (6.4a)
s.t. ∆(y, y˜(m
′)) ≥ δm′ ∀m′ ∈ [m−1] (6.4b)
In order to solve this problem, [Batra et al., 2012] use the Lagrangian relaxation of (6.4), formed by dualizing the
dissimilarity constraints ∆(y, y˜(m
′)) ≥ δm′ :
f(λ) = max
y∈Yk
S∆(y) = max
y∈Yk
∑
A∈V∪E
θA(yA) +
m−1∑
m′=1
λm′
(
∆(y, y˜(m
′))−δm′
)
. (6.5)
Here λ = {λm′ | m′ ∈ [m−1]} is the set of Lagrange multipliers, which determine the weight of the penalty imposed
for violating the constraints. Intuitively, we see that the Lagrangian relaxation maximizes a ∆-augmented score, i.e., a
linear combination of the MRF score and the dissimilarity w.r.t. the previous solutions, with the weighting given by the
Lagrange multipliers. For some classes of ∆-functions, we can solve the ∆-augmented score maximization problem
using the same algorithms used for finding the MAP. An illustrative example follows.
Hamming Dissimilarity. ∆(y, y˜′) =
∑
u∈V [[yu 6=y˜′u]]. This function counts the number of nodes labeled differently
between two solutions. For this dissimilarity function, the ∆-augmented scoring function can be written as:
S∆(y) =
∑
u∈V
(
θu(yu) +
m−1∑
m′=1
λm′ [[yu 6=y˜(m′)u ]]
)
︸ ︷︷ ︸
Perturbed Unary Score
+
∑
(u,v)∈E
θuv(yuv) . (6.6)
Thus (6.6) can be maximized by feeding a perturbed unary term to the MAP inference algorithm.
Practical Remarks. The computation of additional solutions can and should be warm-started by using dynamic
inference techniques such as [Kohli and Torr, 2005, Tarlow et al., 2011]. The benefit of such warm-start typically
decreases as magnitude of the perturbations λm′ increases. For certain models/tasks the perturbations could be limited
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Algorithm 5 DivMCuts: Generalization of Algorithm 4 adding M constraints at every
iteration.
1: Input: S = {(x1,y1), . . . , (xy,yn)}, C, , M , K, λ0
2: W ← ∅; λ← λ0
3: repeat
4: (w, ξ)← argminw,ξ≥0 12wTw + Cξ
s.t. 1nw
T
n∑
i=1
[
Ψ(xi,yi)−Ψ(xi, y¯i)
]
≥ 1n
n∑
i=1
`(yi, y¯i)− ξ ∀Y¯ ∈ W
5: for i = 1, . . . , n do
6: Y˜i =
〈
y˜
(1)
i , . . . , y˜
(M)
i
〉
← DivMBest(`(yi, ·) + wTΨ(xi, ·),M,λ)
7: end for
8: λ← Updateλ(M,K,λ, Y˜1, . . . , Y˜n)
9: (Yˆ(1), . . . , Yˆ(M))← Combine(M, Y˜1, . . . , Y˜n)
10: W ←W ∪
{
Yˆ(1), . . . , Yˆ(M)
}
11: until 1n
n∑
i=1
`(yi, yˆ
(1)
i )− 1nwT
n∑
i=1
[
Ψ(xi,yi)−Ψ(xi, yˆ(1)i )
]
≤ ξ + 
12: return (w, ξ)
to certain regions of the model so that dynamic inference is particularly effective.
6.3.2 Generating Diverse M-Best Cutting-Planes
Our proposed approach, DivMCuts, is summarized in Algorithm 5. It is parametrized byM , the number of constraints
to add to the working-set at every iteration – note that Algorithm 4 is a special case of Algorithm 5 with M=1.
Algorithm 5 finds M diverse loss-augmented solutions for each example (Line 6) and uses these solutions to generate
M diverse cutting-planes to be added to the working-set (Lines 9-10). In order to fully specify the algorithm, we
need to describe two procedures: 1) Updateλ (Line 8) which controls the amount of diversity in the loss-augmented
solutions; and 2) Combine (Line 9) which produces a set of M cutting-planes given the M loss-augmented solutions
from all n examples.
Diversity Requirements (Updateλ). The amount of diversity in the loss-augmented solutions is controlled by
parameters δm in (6.4b) and the corresponding Lagrangian multipliers λm in (6.5). However, the amount of diver-
sity appropriate for faster convergence will typically be problem dependent and not known a priori. This is further
complicated by the fact that in practice the Lagrangian relaxation may not be tight [Batra et al., 2012].
To address both issues, Algorithm 5 uses a feedback loop to control the amount of diversity in the solutions. Let
K¯j be the observed dataset-wide diversity,
K¯j =
n∑
i=1
∆
(
y˜
(j)
i , y˜
(j+1)
i
)
n∑
i=1
maxy ∆
(
y˜
(j)
i ,y
) (6.7)
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where ∆ is the dissimilarity function used by DivMBest. For instance, in the case of Hamming distance, K¯j
corresponds to the fraction of nodes labeled differently in all (j+1)th solutions w.r.t. all jth solutions. Let also
K = (Kj | j ∈ [M−1]) be a vector of diversity setpoints. These parameters specify the desired amount of dataset-
wide diversity – this is preferred to specifying per-example diversity as it leads to a better compromise between
perturbation minimization and resulting 1-slack diversity.
Then, at each iteration Updateλ compares the observed dataset-wide diversity K¯j with setpoint Kj , and updates
λj to increase or decrease diversity at the next iteration. We obtained good results with the following update rule:
λj ← λj
(
1 +
1
2
Kj − K¯j
max(Kj , K¯j)
)
. (6.8)
In Sec. 6.4 we will see that dataset-wide diversity of solutions has a direct impact on the convergence rate of the
algorithm and will describe how to set parameter K.
Combining Solutions into Constraints (Combine). Given (Y˜1, . . . , Y˜n), the tuples of predictions computed in
Line 6 of Algorithm 5, we must construct M 1-slack constraints – each of them a linear combination of features
corresponding to solutions from all n training examples (thus, there are Mn possibilities). Here, it is important to
consider the diversity of the resulting cutting-planes w.r.t. each other – features appearing together in a constraint must
be such that their “diversities” do not cancel out.
DivMCuts ensures that Yˆ(1) corresponds to the standard most-violated constraint, i.e., the combination of MAP
solutions. This is sufficient to preserve the correctness and convergence properties of the original algorithm. For the
the remaining M−1 additional cutting-planes, we explore the following choices:
1. DivMBest−Ordering: Yˆ(j) ←
〈
y˜
(j)
1 , . . . , y˜
(j)
n
〉
for j ∈ [M ]. That is, we combine all mth solutions together
to obtain the mth constraint.
2. DOP1−Heuristic: Informed by insight offered in the proof of Theorem 1, this strategy involves an optimization
procedure that seeks to maximize the attainable increase (given the new constraints) in the objective of the Dual
of OP1. The optimization procedure is a binary Integer Quadratic Program (IQP) on “flag” variables which
select one solution from each example for each constraint. This IQP is, however, too slow for our purposes
so we resort to, i) an approach based on relaxing the IQP, and ii) an approach based on a simplification of the
IQP (by dropping quadratic terms) which is efficiently solvable via binary Integer Linear Programming (ILP).
Further details are included in Appendix B.
We compare the effectiveness of the above strategies in the experiments section.
71
0 500 1000 1500
100
101
102
103
104
γ
Iteration
γ : MAP
γ : DivMCuts(M=2, K=0.0128)
γ : DivMCuts(M=3, K=0.0128)
γ : DivMCuts(M=4, K=0.0128)
γ : DivMCuts(M=5, K=0.0128)
γ : DivMCuts(M=6, K=0.0096)
γ : DivMCuts(M=7, K=0.0096)
γ : DivMCuts(M=8, K=0.0064)
γ : DivMCuts(M=9, K=0.0096)
γ : DivMCuts(M=10, K=0.0080)
γ : DivMCuts(M=11, K=0.0080)
γ : DivMCuts(M=12, K=0.0080)
Incre
asing
	  M 
(a) γ vs iters. @ multiple M .
0 500 1000 1500
100
101
102
103
104
γ
Iteration
γ : DivMCuts(M=4, K=0.0004)
γ : DivMCuts(M=4, K=0.0016)
γ : DivMCuts(M=4, K=0.0064)
γ : DivMCuts(M=4, K=0.0256)
γ : DivMCuts(M=4, K=0.1024)
γ : DivMCuts∗(M=4, K=0.0004)
γ : DivMCuts∗(M=4, K=0.0016)
γ : DivMCuts∗(M=4, K=0.0064)
γ : DivMCuts∗(M=4, K=0.0256)
γ : DivMCuts∗(M=4, K=0.1024)
DivMBest 
Ordering	  
DOP1 
(ILP)	  
Combine	  strategy:	  
(b) γ vs iters. @ multiple K.
297− 238sec
297sec
=19.87%
0 500 1000 15000
50
100
150
200
250
300
T
im
e
(s
ec
s)
Iteration
Train: MAP
Inf.
Feat.
QP
Train: DivMCuts(M=2, K=0.0128)
Train: DivMCuts(M=4, K=0.0128)
Train: DivMCuts(M=8, K=0.0064)
Train: DivMCuts∗(M=4, K=0.0128)
(c) Time vs iters. @ multiple M .
Figure 6.2: Violation of most-violated constraint, γ, and execution times vs iterations to convergence for Alg. 5 on f-b
segmentation.
6.4 Experiments
Setup. We tested DivMCuts (Algorithm 5) on two problems: 1) foreground-background segmentation in image
collections and 2) protein side-chain prediction.
For both problems we tuned parameter C on validation data. For the K and λ0 vectors we use the same value
(scalars K and λ0) for each of the M−1 elements. We performed grid-search on K and found the algorithm to be
fairly robust to the choice of λ0.
Our experiments show that the number of cutting-plane iterations can be reduced substantially, i.e., up to ∼ 62%
in the case of foreground-background segmentation. However, a reduction in the number of iterations will not neces-
sarily translate into a comparable reduction in training time since the time taken for computing additional constraints
increases with M and K. It is crucial to employ warm-starting (e.g., dynamic) techniques for inference and to com-
pute feature vectors incrementally (i.e.,ψ(xi,y
(2)
i ) = ψ(xi,y
(1)
i )+δψ(xi,y
(1)
i ,y
(2)
i )). The greatest (time) speedup,
∼ 28%, was obtained under a more modest reduction in the number of iterations, ∼ 34%.
Practical Consideration. All QP solvers we used were slowed down by the additional constraints. As observed by
[Joachims et al., 2009], constraints that become inactive as optimization proceeds may be removed without affecting
the theoretical guarantees. Thus, we discard constraints that have not been active in the last 50 QP solutions. For some
problem instances, this strategy made a significant difference. We report results obtained with solver QPC.1
Baselines. We compare against three baselines obtained by replacing the oracle call (line 6) in Algorithm 5 as follows:
1. MAP inference. Since we obtain single solutions this becomes the special case of Algorithm 4.
2. MBest MAP inference. In the case of foreground-background segmentation we implemented BMMF [Yanover
and Weiss, 2003] using Dynamic Graph-Cuts [Kohli and Torr, 2005].
1http://sigpromu.org/quadprog/
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Figure 6.3: (a) Effect ofM on number of iterations to termination for different problem dimensionalities; (b) Marginal
relevance of additional constraints; and (c) objective improvement when additional constraints (M=8) are added
sequentially.
3. Rand: Nodes for relabeling are chosen at random so that the resulting diversity is as specified by parameter K.
To relabel a node the procedure computes a multinomial distribution from the unary potential (excluding the
current label) and samples a new label from this distribution.
Caching Constraints. While techniques like caching (and warm-starting) are useful for speeding up CP training, they
are orthogonal to the contributions of this chapter. Both Algorithms 4 and 5 may benefit from such techniques. We
performed experiments with caching and confirmed that the results in this chapter apply directly to all iterations not
constructing constraints from the cache. The effect of caching has large variance across applications: major savings
on segmentation but negligible on side-chain prediction (also, e.g., in [Joachims et al., 2009], Fig. 3 and 6, somewhat
different trends on the effect of caching are reported on three applications).
Finally, DivMCuts can be combined with caching to provide additional benefits: 1) If one were to cache the state
of the separation-oracle, one could apply our method on iterations constructing constraints from the cache. 2) Caching
the additional constraints produced with our method should enable constructing constraints from the cache more often.
We leave such extensions for future work.
6.4.1 Foreground-Background Segmentation
Dataset. We used the co-segmentation dataset, iCoseg, of [Batra et al., 2010]. iCoseg consists of 37 groups of
related images mimicking typical consumer photograph collections. Each group may be thought of as an “event” (e.g.,
images from a baseball game, a safari, etc.). The dataset provides pixel-level ground-truth foreground-background
(f-b) segmentation for each image.
Model and Features. The segmentation task is modeled as a binary pairwise MRF where each node corresponds to a
73
0 500 1000 1500
100
101
102
103
104
γ
Iteration
γ : MAP
γ : DivMCuts∗(M=4, K=0.0128)
γ : MBest(M=4)
γ : Rand(M=4, K=0.0128)
γ : DivMCuts(M=8, K=0.0064)
γ : MBest(M=8)
γ : Rand(M=8, K=0.0064)
(a) γ vs iters. @ baselines.
0 500 1000 1500
100
101
102
103
104
105
T
im
e
(s
ec
s)
Iteration
Train: MAP
Train: DivMCuts∗(M=4, K=0.0128)
Train: MBest(M=4)
Train: Rand(M=4, K=0.0128)
Train: DivMCuts(M=8, K=0.0064)
Train: MBest(M=8)
Train: Rand(M=8, K=0.0064)
(b) Time vs iters. @ baselines.
0 100 200 300 400 500
100
101
102
103
104
γ
Time (secs)
γ : MAP
γ : DivMCuts∗(M=4, K=0.0128)
γ : MBest(M=4)
γ : Rand(M=4, K=0.0128)
γ : DivMCuts(M=8, K=0.0064)
γ : MBest(M=8)
γ : Rand(M=8, K=0.0064)
(c) γ vs time @ baselines.
Figure 6.4: (a,b) Convergence and execution time vs iterations; and (c) Convergence vs time against baselines on f-b
segmentation.
superpixel [Achanta et al., 2012] in the image. We extracted up to 51 features at each superpixel. Edge features were
computed for each pair of adjacent superpixels. These correspond to a standard Potts model and a contrast-sensitive
Potts model. The weights at each edge were constrained to be positive so that the resulting supermodular potentials
could be maximized via Graph-Cuts [Boykov et al., 2001, Kolmogorov and Zabih, 2004].
Effect of M on convergence. Let γ be the amount by which the most-violated-constraint is violated at the current
iteration. The algorithm stops when γ ≤ . Fig. 6.2a plots γ vs iterations for a range of values of M . We observe
that the greatest reduction in the number of iterations, 1836−7051836 ≈ 61.60%, was achieved for M=10 and that a further
increase in M resulted in a slight reversal of gains.
Effect of K on convergence. Fig. 6.2b shows the effect of the desired diversity parameter K on convergence. We
observe that a mid-range value leads to fastest convergence.
This plot also compares two of the feature combination strategies suggested before. We note that the simple
DivMBest−Ordering strategy is not significantly outperformed by the more complex DOP1−ILP strategy (detailed
in Appendix B).
A close look at Fig. 6.2b also reveals that higher levels of diversity are beneficial in earlier iterations of the learning
algorithm but actually hurt convergence in later iterations. This suggests it would be beneficial to “anneal” the desired
diversity as the algorithm progresses.
Convergence time. Fig. 6.2c compares execution times for different values ofM . We plot total train time as well as the
time contributions of inference (e.g., DivMBest), feature computation, and QP optimization. An annealed execution,
which lowers K and M during execution, is also included in the plot (starred curve). This curve obtained the greatest
speedup with an iteration reduction of 1836−10231836 ≈ 44.28% and a running time reduction of 297−238 secs297 secs ≈ 19.87%.
Effect of Problem Dimensionality |w|. We investigate the behavior of the proposed approach as the number of
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Total iterations 1836 1015 4048 3687
Iterations from cache 0 0 3974 3622
Time (secs) 297 245 104 97
Table 6.1: DivMCuts with caching on f-b segmentation.
features in the learning problem is varied. The unary features we used are: mean RGB; mean HSV; 5 bin Hue
histogram and histogram entropy; 3 bin Saturation histogram and histogram entropy; 10 bin HOG histogram and
25 bin SIFT histogram. The edge features are as detailed earlier. The model has a parameter for each feature-label
combination, i.e., 2 parameters for each unary feature and 4 parameters for each edge feature.
We dropped different subsets of the features and re-tested the effect of M on convergence. The plots in Fig. 6.3a
show that as the dimensionality |w| of the problem increases, higher values of M lead to greater (percental) iteration
reductions. This suggest we may expect greater computational savings on problems of higher dimensionality.
Value of additional constraints. In Fig. 6.3b, 6.3c we confirm that the cutting-planes generated by DivMCuts do
posses marginal relevance throughout the training process. Specifically, we add each of theM constraints sequentially
to the working-set. For every addition, we solve the intermediate QP and show: 1) Fig. 6.3b, the violation of each
constraint just before it is added to the working-set; and 2) Fig. 6.3c, the improvement in the objective after the QP is
solved. We see that the M constraints are in fact, i) violated, and ii) continue to improve the QP objective even in the
presence of the previous constraints. This behavior precisely explains the observed reductions in training iterations.
Comparison against Baselines. In Fig. 6.4a we observe that the Rand baseline produced an increase in the number of
iterations to convergence (w.r.t. MAP). MBest obtained about half the decrease in the number of iterations obtained
by DivMCuts, but as shown in Fig. 6.4b, MBest is close to three orders of magnitude slower than the other algorithms.
Fig. 6.4c compares the algorithms’ convergence vs time performance.
Caching Constraints. We experimented with the caching methodology implemented in SVM-Struct [Joachims et al.,
2009] using default parameters (e.g., cache size). When combining caching with DivMCuts, multiple constraints
are added only when constructing a constraint from the cache fails. We cache only most violated constraints to be
consistent with SVM-Struct. Table 6.1 shows results for a few combinations of caching and M . For this application,
caching works very well and reduces the speedup due to our method. However, caching has negligible effect on the
experiments in the next section.
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Figure 6.5: (a,b) Convergence and execution time vs iterations; and (c) Convergence vs time on protein side-chain
prediction (Rand baseline also plotted).
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Table 6.2: DivMCuts with caching on protein side-chain prediction.
6.4.2 Protein Side-Chain Prediction
Model and Dataset. Given a protein backbone structure, the task here is to predict the amino acid side-chain con-
figurations. This problem has been traditionally formulated as a pairwise MRF with node labels corresponding to
(discretized) side-chain configurations (rotamers). These models include pairwise interactions between nearby side-
chains, and between side-chains and backbone. We use the dataset of [Yanover et al., 2008] which consists of 276
proteins (up to 700 residues long).2 The energy function is defined as a weighted sum of eight known energy terms
where the weights are to be learned.
To speedup inference and feature computation we carried both tasks in parallel (4 workers). We continue to report
total train time below – times reported are wall-clock times and not CPU times. Note that parallelization has no effect
in the number of cutting-plane iterations and minimal effect on training time ratios (due to non-zero overhead). For
inference we used TRW-S [Kolmogorov, 2006].
Effect of M on convergence. In Fig. 6.5a, 6.5b and 6.5c we observe that the greatest speedup was obtained for M=4
with an iteration reduction of 102−67102 ≈ 34.31% and a running time reduction of 14749−10585 secs14749 secs ≈ 28.23%.
2Dataset available from: http://cyanover.fhcrc.org/recomb-2007/
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Interestingly, DivMCuts achieved greater time savings for this application than for the previous one – especially
considering a smaller reduction in the number of iterations. The reason for this is that inference and feature com-
putation are much more expensive here. This translates into greater savings arising from dynamic inference and
incremental feature computation.
Comparison against Baselines. Here, we do not report performance of the MBest baseline as it is prohibitively
expensive. The Rand baseline is at best useless and often detrimental while DivMCuts always leads to iteration and
time reductions, Fig. 6.5a, 6.5b and 6.5c.
Caching Constraints. We ran caching experiments analogous to those in the previous section. In this case, as shown
in Table 6.2, caching has negligible effect on training iterations (i.e., very few constraints are constructed from the
cache). Hence, DivMCuts is able to provide essentially the same benefit as when caching is not used. 3
6.5 Discussion and Conclusions
We investigated the effect of adding multiple highly violated constraints in the context of cutting-plane training of
Structural SVMs. We noted that significant improvements in the convergence of the training algorithm are possible if
the added constraints are: 1) highly violated, 2) diverse, and 3) efficiently computable. We presented an an efficient
algorithm, DivMCuts, for generating such constraints and showed experimentally that our method leads to significant
savings: > 60% reduction in the number of iterations and ∼28% reduction in training time. Moreover, our results
suggest that greater speedups are possible in applications with higher feature dimensionality.
The idea of adding multiple violated inequalities in CP optimization of SSVMs was mentioned in passing in [Szum-
mer et al., 2008]. In the operations research and mathematical programming literature, there is a line of work [Ye, 1997,
Goffin and Vial, 2000, 2002] analyzing the iteration complexity when the oracle returns multiple violated inequalities.
However, this line of work assumes a general multiple-violation oracle which may return the same constraintM times.
Thus, the resulting bounds on run-time are pessimistic and often increasing with M . Our setting is different in that
we are able to guarantee the constraints returned are both highly violated and diverse. To our knowledge, no bounds
specific to this setting exist and providing such bounds remains an interesting future direction.
Stochastic Subgradient (SSG) methods [Ratliff et al., 2007, Shalev-Shwartz et al., 2011] are popular because they
achieve the same convergence rate of CP training while requiring a single call to the separation-oracle at every iteration.
However, as noted in [Joachims et al., 2009], CP methods have some benefits over SSG: 1) SSG is very sensitive to the
choice of step-size rule. 2) While for CP the theory provides a practically effective stopping criterion based on duality
3The time results for “No cache” in Table 6.2 differ from those in Fig. 6.5b, 6.5c due to machine loading variations at the times the experiments
were conducted.
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gap, it is less clear when to stop primal SSG methods. Moreover, there are regimes (e.g., low regularization) where
CP outperforms SSG (e.g., Fig. 1 in [Lacoste-Julien et al., 2013]). Recently, [Lacoste-Julien et al., 2013] proposed a
method that combines the strengths of SSG and CP methods (i.e., same convergence rate; single separation-oracle call
per iteration; no step-size selection; and duality gap guarantee). We believe the ideas in this chapter can be applied to
this new online algorithm and leave this as a direction for future work.
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Chapter 7
Discussion and Conclusions
Learning to make Multiple Diverse Structured-Output predictions. In this thesis we have developed models
and learning algorithms for producing fixed-size tuples of structured-outputs. The Multi-Output Structured Learning
framework proposed in this thesis was shown to be an effective way to tackle certain limitations in current Structured-
Output Prediction methods. In particular, multi-output prediction is able to better cope with uncertainty and inaccuracy
arising from multi-modality, misspecified models, approximate inference and ambiguity in input data.
In the series of work developed in this thesis the idea of “diversity” is of key significance: We strive for predictions
of good quality (e.g., high probability) while ensuring the predictions in the output tuple are different from each
other. Intuitively, the emphasis on diversity leads to output tuples covering different interpretations of a predictive
test instance, or output tuples which effectively summarize the configuration space via representative hypotheses,
e.g., multiple senses of a Web search for “jaguar” or handling ambiguous cues in interactive image segmentation or
ambiguous inputs in camera relocalization.
We argued that current methods for generating multiple structured-outputs expose a train-test inconsistency: The
models are trained to produce single outputs (e.g., via Maximum Likelihood or Risk Minimization) but are used to
produce multiple outputs. Thus, we proposed a number of methods to train models specifically for producing multiple
predictions. We showed experimentally that the resulting models are able to make predictions of higher quality than
current methods and that, more efficiently. The increased performance and efficiency is partly due to the decomposition
of the structured learning task into simpler “local” tasks (or domains) as discovered through the set min-loss within
Empirical Risk Minimization formulations.
Consuming Multiple Outputs. An assumption of the work in this thesis is that a mechanism able to exploit the
multiple outputs is available, e.g., via re-ranking, aggregation, etc. This is not far-fetched as Machine Learning systems
are often built as feed forward pipelines that propagate multiple intermediate results over several stages. For instance,
the methods developed in this thesis could be used to replace k-best lists (as known in Natural Language Processing)
with diverse M-best lists in existing systems.
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In fact, there are a number of works already exploiting this form of pipelines: In this thesis we developed a method
to aggregate multiple outputs, which is informed by comparing a renderer’s output with the input data. This method
achieved state-of-the-art performance on camera relocalization. In [Batra et al., 2012] we addressed the task of tracking
human poses in video by generating diverse k-best lists of human poses at every frame independently and then using a
Conditional Random Field to “smooth” the track of poses across the whole sequence. In parallel, [Gimpel et al., 2013]
showed that diverse k-best lists lead to improved quality in Machine Translation systems, and [Yadollahpour et al.,
2013] developed a discriminative re-ranker for k-best lists which achieved state-of-the-art performance on PASCAL
VOC Segmentation 2012.
Yet another alternative that is generally available is the use of Minimum Bayes Risk decoding on diverse k-best
lists [Kumar and Byrne, 2004, Premachandran et al., 2014].
Future Work
End-to-end Systems. We believe there is sufficient evidence to indicate that Multi-Output Structured Learning as
proposed in this thesis will lead to improved performance in many applications of Structured-Prediction in fields like
Computer Vision, Natural Language Processing, Computational Biology, Statistical Physics, Communication Theory,
and Information Retrieval. Hence, the investigation of means to incorporate these methods in an increasing number of
tasks is a promising direction for future work. For instance, how can we use multi-output prediction to improve object
detection performance on ImageNet [Deng et al., 2009]?
Additionally, in the context of full Machine Learning systems/pipelines, it will be interesting to develop methods
for selecting good predictions or for aggregating predictions to improve performance. On one hand, ways of com-
bining a generative procedure (e.g., a renderer) with some form of stochastic reconstruction error (e.g., [Mansinghka
et al., 2013, Guzman-Rivera et al., 2014b]) have been successful but explored scantily. On the other hand, discrimi-
native approaches to re-ranking have had limited success w.r.t. oracle performance. The investigation of new feature
representations for selecting the best prediction in an output tuple (e.g., using a Convolutional Neural Network, e.g.,
[Krizhevsky et al., 2012, Jia, 2013]) is thus another interesting direction for future work.
Formalization of Diversity. This thesis proposed learning formulations and algorithms for Multi-Output Structured
Learning and together with related work has shown experimentally that different accounts of diversity are useful in
applications (e.g., dissimilarity in output space, negative similarity in feature space or parameter space, or clustering
of input-output mappings). The investigation of theories for the formalization of these findings, e.g., under Bayesian
decision theory or in the style of Computational Learning Theory is another worthwhile direction for future efforts.
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Exploiting Submodularity. A related direction is the elucidation of the relation between the approaches in this the-
sis and online learning algorithms for submodular function maximization. We anticipate that the theory of submodular
function optimization will provide additional insight into the success of the Multi-Output Structured Learning algo-
rithms presented in this thesis, and lead to the development of related algorithms that will more explicitly exploit the
benefits of submodularity, e.g., as in so-called “imitation learning” approaches to sumodular function optimization
[Ross et al., 2013, 2011].
Domain Discovery and Knowledge Transfer. As argued before, the methods proposed in this thesis bear some
relation to Multi-Task Learning (MTL) or Domain Adaptation (in the case of structured spaces).
Typically in MTL, there are “source” domains (possibly a single one) where supervision is available and a “target”
domain where supervision is either limited or unavailable. MTL algorithms are to learn from the source domains, and
any available supervision on the target domain, to produce results on the target domain. An assumption in the MTL
framework is that someone must have (arbitrarily) delimited the different example domains a priori.
In this thesis domains are not predetermined but are discovered during learning. However, the models here devel-
oped are only capable of limited forms of knowledge transfer from one domain to the other. This points to one direction
for future work in building Multi-Output Structured Learning models and algorithms capable of more powerful forms
of knowledge transfer while still finding domains automatically.
Semi-supervised or Unsupervised Learning. The methods in this thesis learn from the same labeled datasets used
by standard supervised structured learning methods. That is, datasets {(xi,yi)}ni=1 where (xi,yi) are input-output
(i.e., single-output) pairs. However, given the much greater availability of unlabeled data (i.e., xi’s with no associated
labels yi), it would be highly rewarding if we could learn our models from a combination of labeled and unlabeled
data. Such methods have been developed for single-output Structured Learning, e.g., [Brefeld and Scheer, 2006, Zien
et al., 2007] and analogous developments should be possible for Multi-Output Structured Learning.
Additionally, weaker forms of supervision, e.g., indirect supervision [Chang et al., 2010], have been successfully
utilized within single-output structured learning. Incorporating weaker forms of supervision in Multi-Output Struc-
tured Learning would also be interesting.
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Appendix A
Camera Relocalization: Supplementary
A.1 Model Distortion
Figure A.1: View from above for the scene shown in Fig. 5.2. Difficult case for the L1 reconstruction error due to
model distortion. The distortion is evident in the obliqueness of the two side-walls.
Fig. A.1 is an instance of 3D model distortion resulting from camera drift at the time of model reconstruction. We
see that the side walls of the room are not parallel as they should be. The deformation is also evident in the view shown
in Fig. 5.2. There, the rendered view and the input frame are superimposed revealing that it would be impossible to
correctly align both desks (simultaneously). For the L1 reconstruction error this translates into an unrealistically high
error.
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A.2 Results on Individual Scenes
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Figure A.2: Average PC(5cm, 5◦) (y-axis) (5 runs per scene) vs. training iteration t (x-axis). Comparison of multi-
output models and baselines. The legends indicate the loss, selector and σ used during training. Squares correspond
to poses resulting from aggregation.
In Fig. A.2 we show results for individual scenes which reveal different trends on a per scene basis. For instance, we
see different trends for the effect of parameter σ of the weight update rule. In general, this parameter controls the
diversity of the learned predictors. Higher values of σ enable more variability in the example weights – of course,
training data also has a direct influence on the obtainable diversity. Note, e.g., how on Fig. A.2f (Stairs) the lowest
value of σ clearly outperforms other settings. This is to contrast with, e.g., Fig. A.2d (Office) where the highest value
of σ is the best performing.
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A.3 More Qualitative Results
(a) Chess.
(b) Chess.
(c) Fire.
(d) Heads.
(e) Heads.
Figure A.3: Qualitative camera relocalization results. Left-pair is the input RGB-D frame. Right-pair left: M predic-
tions (colors); ground-truth (white); and selector’s pick (black). Right-pair right: Poses in best-scoring cluster (pink);
cluster mean (magenta); and ground-truth (white).
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(a) Office.
(b) Office.
(c) Pumpkin.
(d) RedKitchen.
(e) RedKitchen.
Figure A.4: Qualitative camera relocalization results. Left-pair is the input RGB-D frame. Right-pair left: M predic-
tions (colors); ground-truth (white); and selector’s pick (black). Right-pair right: Poses in best-scoring cluster (pink);
cluster mean (magenta); and ground-truth (white).
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(a) Stairs.
Figure A.5: Qualitative camera relocalization results. Left-pair is the input RGB-D frame. Right-pair left: M predic-
tions (colors); ground-truth (white); and selector’s pick (black). Right-pair right: Poses in best-scoring cluster (pink);
cluster mean (magenta); and ground-truth (white).
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Appendix B
DivMCuts: Supplementary
B.1 Structural SVMs: Learning Formulation
The regularized hinge-loss SSVM learning problem considered in Chapter 6 can be formulated as a QP with exponen-
tially many constraints. In Chapter 6, we work with the 1-slack formulation of Joachims et al. [Joachims et al., 2009]
in the Margin-Rescaling variant (B.1).
Optimization Problem 1 (OP1). 1-slack Structural SVM (Margin-Rescaling) Training (Primal) formulation,
min
w,ξ≥0
1
2
wTw + Cξ (B.1a)
s.t.
1
n
wT
n∑
i=1
[
ψ(xi,yi)−ψ(xi, y¯i)
]
≥ 1
n
n∑
i=1
`(yi, y¯i)− ξ ∀Y¯ ∈ Ykn (B.1b)
Note that 1-slack SSVMs involve |Yk|n constraints, one for each possible combination of labels, Y¯ = 〈y¯1, . . . , y¯n〉 ∈
Ykn, but there is a single slack variable, ξ, shared across all constraints. Hence, the name 1-slack. The number
of constraints is thus exponentially larger than in n-slack SSVMs (which involve only n|Yk| constraints). However,
Joachims et al. [Joachims et al., 2009] showed that: 1) the two formulations are equivalent and, most importantly, 2)
1-slack leads to faster convergence, both in theory and practice.
The cutting-plane algorithm (Algorithm 4 in Chapter 6) for solving OP1 relies on the fact that the number of non-
zero elements of the solution α of the dual problem of OP1 is independent of the size of the training set. This key
property is used for proving convergence of the cutting-plane algorithm. The Dual of OP1 is [Joachims et al., 2009],
Optimization Problem 2 (DOP1).
max
α≥0
D(α) =
∑
Y¯∈Ykn
αY¯`(Y¯)−
1
2
∑
Y¯∈Ykn
∑
Y¯′∈Ykn
αY¯αY¯′H(Y¯, Y¯
′) (B.2a)
s.t.
∑
Y¯∈Ykn
αY¯ = C (B.2b)
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where `(Y¯) = 1n
n∑
i=1
`(yi, y¯i), and
H(Y¯, Y¯′) =
1
n2
[ n∑
i=1
n∑
j=1
ψ(xi,yi)
Tψ(xj ,yj)−
n∑
i=1
n∑
j=1
ψ(xi,yi)
Tψ(xj , y¯j)
−
n∑
i=1
n∑
j=1
ψ(xi,yi)
Tψ(xj , y¯
′
j) +
n∑
i=1
n∑
j=1
ψ(xi, y¯i)
Tψ(xj , y¯
′
j)
]
. (B.3)
The primal and dual solutions, w∗ and α∗ respectively, are related by
w∗ =
1
n
∑
Y¯∈Ykn
α∗¯Y
n∑
j=1
[
ψ(xj ,yj)−ψ(xj , y¯j)
]
.
B.2 On Alternative 1-Slack Constraint Generation Strategies
A 1-slack constraint is uniquely determined by a tuple of solutions for all examples, e.g., Yˆ = 〈yˆ1, . . . , yˆn〉,
1
n
n∑
i=1
`(yi, yˆi)− 1
n
wT
n∑
i=1
[
ψ(xi,yi)−ψ(xi, yˆi)
]
≤ ξ . (B.4)
Given tuples Y˜i =
〈
y˜
(1)
i , . . . , y˜
(M)
i
〉
of diverse solutions, one for every example, we need to decide which solu-
tions to combine with each other in order to generate multiple 1-slack constraints. Obviously, there are an exponential
number of possibilities.
The proof of Theorem 1 in Chapter 6 suggests a number of ideas one could try. We describe in detail one of the
heuristics we experimented with, which worked well in practice. We seek to maximize the attainable increase of the
dual objective (B.2a) after adding a set of M new constraints.
We keep only the terms in the dual objective (B.2a) that are dependent on the new constraints, i.e., we would like
to maximize the following expression (w.r.t. the new constraints),
∑
m
αYˆ(m)`(Yˆ
(m))−
∑
Y¯∈W
∑
m
αY¯αYˆ(m)H(Y¯, Yˆ
(m))− 1
2
∑
m,m′
αYˆ(m)αYˆ(m′)H(Yˆ
(m), Yˆ(m
′)) , (B.5)
where m,m′ ∈ [M ],W is the working-set at the current iteration and Yˆ(m) is the tuple of new constraints.
Of course, we do not know the value α will take after the addition of the new constraints but we must somehow
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fix it in order to proceed. We set α as follows,
αY =
C
Z

αY if Y ∈ W
α˜W if Y is a new constraint
0 otherwise
(B.6)
where α˜W is the median of {αY | Y ∈ W} and CZ is a normalization constant so that B.2b is satisfied (normalization,
however, does not affect the optimization procedure that follows). Further, we would like for Yˆ(1) to be the most-
violated constraint (in order to preserve the theoretical properties of the original algorithm, e.g., Theorem 1). That is,
Yˆ(1) =
〈
yˆ
(1)
1 , . . . , yˆ
(1)
n
〉
. After fixing α and Yˆ(1), and discarding some constant terms, eq. (B.5) becomes,
∑
m∈[M ]−
α˜W`(Yˆ(m))−
∑
Y¯∈W
∑
m∈[M ]−
αY¯α˜WH(Y¯, Yˆ
(m))−
∑
m∈[M ]−
α˜2WH(Yˆ
(1), Yˆ(m))
− 1
2
∑
m,m′∈[M ]−
α˜2WH(Yˆ
(m), Yˆ(m
′)) (B.7)
where [M ]− = {2, 3, . . . ,M}.
Referring to eq. (B.3) we will now expand the H(·, ·)’s and drop additional terms not dependent on the new
constraints. We define two symbols in the process:
ψ(X,Y)
∆
=
n∑
i=1
ψ(xi,yi) (B.8)
δψ(X,Y′) ∆=
n∑
i=1
[ψ(xi,y
′
i)−ψ(xi,yi)] (B.9)
Hence,
H(Y¯, Yˆ) =
n∑
i=1
δψ(X, Y¯)Tψ(xi, yˆi) +
terms not
dependent on Yˆ (B.10)
H(Yˆ, Yˆ′) =
n∑
i=1
n∑
j=1
ψ(xi, yˆi)
Tψ(xj , yˆ
′
j)−
n∑
i=1
ψ(X,Y)Tψ(xi, yˆi)
−
n∑
i=1
ψ(X,Y)Tψ(xi, yˆ
′
i) +
terms not
dependent on Yˆ, Yˆ′ (B.11)
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Substituting the new symbols into eq. B.7, dropping irrelevant terms and expanding `(Yˆ) we arrive at
∑
m∈[M ]−
α˜W
n
n∑
i=1
`(yi, yˆ
(m)
i )−
∑
Y¯∈W
∑
m∈[M ]−
αY¯α˜W
n∑
i=1
δψ(X, Y¯)Tψ(xi, yˆ
(m)
i )
−
∑
m∈[M ]−
α˜2W
n∑
i=1
δψ(X, Yˆ(1))Tψ(xi, yˆ
(m)
i )
− 1
2
∑
m,m′∈[M ]−
α˜2W
[ n∑
i=1
n∑
j=1
ψ(xi, yˆ
(m)
i )
Tψ(xj , yˆ
(m′)
j )
−
n∑
i=1
ψ(X,Y)Tψ(xi, yˆ
(m)
i )−
n∑
i=1
ψ(X,Y)Tψ(xi, yˆ
(m′)
i )
]
, (B.12)
reordering summations and grouping terms we get
∑
m∈[M ]−
α˜W
n∑
i=1
[ 1
n
`(yi, yˆ
(m)
i )−
∑
Y¯∈W
αY¯δψ(X, Y¯)
Tψ(xi, yˆ
(m)
i )
− α˜Wδψ(X, Yˆ(1))Tψ(xi, yˆ(m)i ) + (M−1)α˜Wψ(X,Y)Tψ(xi, yˆ(m)i )
]
− 1
2
∑
m,m′∈[M ]−
α˜2W
n∑
i=1
n∑
j=1
ψ(xi, yˆ
(m)
i )
Tψ(xj , yˆ
(m′)
j ) . (B.13)
Finally, we introduce binary variables ρmi,k which will take value 1 iff yˆ
(k)
i ∈ Yˆ(m), i.e., the k-th solution for
example i is included in constraint m. We are ready to write a binary Integer Quadratic Program (IQP) to set the ρmi,k
variables for us,
max
ρ
O(ρ) =
∑
m∈[M ]−
n∑
i=1
∑
k∈[M ]−
α˜W
[ 1
n
`(yi, yˆ
(k)
i )−
∑
Y¯∈W
αY¯δψ(X, Y¯)
Tψ(xi, yˆ
(k)
i )
− α˜Wδψ(X, Yˆ(1))Tψ(xi, yˆ(k)i ) + (M−1)α˜Wψ(X,Y)Tψ(xi, yˆ(k)i )
]
ρmi,k
− α˜
2
W
2
∑
m,m′∈[M ]−
n∑
i=1
∑
k∈[M ]−
n∑
j=1
∑
l∈[M ]−
[
ψ(xi, yˆ
(k)
i )
Tψ(xj , yˆ
(l)
j )
]
ρmi,kρ
m′
j,l (B.14a)
s.t.
∑
k∈[M ]−
ρmi,k = 1 m ∈ [M ]−, i ∈ [n] (B.14b)
∑
m∈[M ]−
ρmi,k ≤ 1 k ∈ [M ]−, i ∈ [n] (B.14c)
ρmi,k ∈ {0, 1} m, k ∈ [M ]−, i ∈ [n] (B.14d)
Constraints (B.14b) indicate that a constraint must include exactly one solution for each example. Constraints (B.14c)
indicate that solutions must appear in at most one constraint. The latter constraints are optional but we obtained better
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results when including them. A slight modification to the above program which we found useful is to let k ∈ [M ].
That is, we allow the MAP solution to be reused once and we allow one of the solutions for each example to not be
used.
Solving IQP (B.14) is unfortunately a time consuming process and thus not practical. For this reason, we pursued
the following two strategies:
1. Relaxation: We relax the problem by replacing (B.14d) with ρmi,k ∈ [0, 1]. Since the resulting quadratic program
(QP) is not convex we are forced to solve to first-order optimality only. We then rounded the solutions we
obtained from the relaxed problem.
2. Drop Quadratic Terms: The quadratic terms are exclusively dependent on the new constraints. Hoping that
the linear terms would contain sufficient information to achieve a good setting of ρ we remove all quadratic
terms obtaining an Integer Linear Program (ILP). It turns out we were able to solve the resulting ILPs (without
recurring to relaxation) in reasonable time.
The latter combination strategy is referred to as DOP1-ILP in Chapter 6. This is the strategy we found experimen-
tally to produce the greatest reduction in the number of iterations. However, as reported in our experiments, the much
simpler and computationally cheap DivMBest-Ordering strategy achieved similar savings in the number of iterations.
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