I. Introduction
The short-term spectral information of the speech signal is often modeled by the frequency response of an all-pole filter in speech coding applications. The filter coefficients, also known as the Linear Predictive Coding (LPC) coefficients, are derived from the input signal through linear prediction analysis of each frame of speech, which is typically 10-30 ms long 1 . The LPC coefficients play a major role in the overall bandwidth and preserving the quality of the encoded speech. Therefore, the challenge in the quantization of the LPC parameters is to achieve the transparent quantization quality [1] , with the minimum bit-rate while maintaining the memory and computational complexity at a low level.
Direct quantization of LPC coefficients are not often used and a number of more suitable equivalent representations have been proposed [2] - [5] . Among them, the Line Spectral Frequency (LSF) has been proven to be the most attractive representation of LPC coefficients [1] [5] . In most cases, a tenth-order LPC filter is considered which is represented by ten LSF parameters.
Various schemes based on scalar quantization have been suggested for quantization of LSF parameters e.g. [6] . These schemes are interesting due to their low level of complexity; however, they achieve the transparent quality at high rates. Direct scalar quantization of the LSF parameters at 34 bpf is used for the US federal standard FS-1016 [7] . To improve the coding efficiency, Grass and Kabal proposed a hybrid vector-scalar quantization scheme [8] .
Vector quantizers achieve the transparent quantization quality at lower bit-rates. However, they are more complex and have higher memory requirements. A full search VQ is estimated to achieve the transparent quality at about 18 bpf [1] , but it requires 10 Megabytes of memory for codebook storage and a huge number of operations to find the optimum codevector. To reduce the complexity, various forms of suboptimal vector quantizers have been proposed [9] - [14] . LeBlanc et al. [11] suggested the multi-stage vector quantization of the LSF parameters. They reported to have achieved the transparent quantization quality at 22-30 bpf with high to moderate levels of complexity. Paliwal and Atal [12] reported transparent coding of the LSF parameters at 24 bpf by splitting the LSF vector into two parts and employing separate vector quantizers for each part (Split-VQ). Xie and Adoul [13] presented an algebraic vector quantization algorithm for the transparent quantization of the LSF parameters at 28 bpf with a small complexity. In [14] , Pan and Fisher proposed encoding the LSF parameters using a Trellis Coded Quantization scheme 1 In this work, the frame size is considered to be 20ms.
(TCQ [15] ).
All the schemes mentioned above are categorized as Intraframe LSF Quantizers. This is due to the fact that they attempt to efficiently quantize the LSF parameters of one frame using only the dependencies among the same parameters (intraframe dependencies). However, since the speech spectrum varies slowly with time, there is a substantial dependency between the parameters of the nearby frames as well. The Interframe LSF Quantizers exploit these dependencies to reduce the bit-rate further. But, this comes at different prices of increased delay, increased complexity and more seriously for interframe coders, increased vulnerability to channel errors.
The interframe predictive quantizers are designed based on the fact that the LSF parameters of a given frame can be predicted from the parameters of the previous frames [16] - [21] . Ohmuro et al. considered a Moving Average (MA) prediction scheme for differential quantization of LSF parameters [16] . Also, the ITU-T 8 kb/s speech coding standard includes a fourth-order MA prediction for the LSF quantization [17] . Marca [18] suggested an Auto Regressive predictive scheme in which intraframe and interframe coded frames are interlaced. This limits error propagation to, at most, one adjacent frame. Along the same direction, Zarrinkoub et al. employed a switched-predictive scheme [19] . In this approach, the LSF parameters are quantized in both intraframe and interframe mode at the encoder. Subsequently, the one with the lower quantization distortion is transmitted to the receiver. Eriksson et al. suggested a similar scheme (Safety-Net VQ) [20] . To further enhance the performance of the system in the presence of channel noise, they suggested using the noisy channel predictor coefficients discussed in [22] . Nonlinear prediction has also been considered for predictive interframe quantization of the LSF parameters [21] .
Another important class of interframe quantizers is the Finite State Quantizers (FSVQ).
Among the most successful FSVQ interframe schemes is the omniscient labeled-transition FSVQ [23] [24] . For a comprehensive review of the interframe schemes refer to [20] .
In this work, we propose the Block-based Trellis Quantization (BTQ) of LSF parameters with a low bit-rate and low complexity 2 . The intraframe dependencies of the LSF parameters are modeled by using a trellis structure. In this modeling, we explicitly utilize the ordering property of the LSF parameters and the fact that they are bounded within a range. Each stage of the trellis corresponds to one dimension of the LSF vector. The branches correspond to the codewords and the states to the reconstructed LSF parameters. To quantize an LSF vector, a path through the trellis which results in a small distortion is searched. Next, the index of this path is determined and transmitted to the receiver.
Based on the proposed Block-based Trellis Quantizer, two intraframe schemes are presented.
In the first scheme, denoted by BTQ-LSFD, the branches of the trellis (codewords) correspond to the LSF parameter differences (LSFD). The second intraframe scheme considers employing the proposed Sequential Vector Decorrelation Technique [26] in the structure of the Block-based Trellis Quantizer. In this approach, the information provided by the surviving path that reaches each state is used to estimate the LSF to be quantized next. The proposed BTQ intraframe schemes offer low-complexity solutions for the transparent quantization of the LSF parameters at low bit-rates. Specifically at 24 bpf, performance similar to the 2-part split-VQ by Paliwal and Atal [12] is achieved, while reducing the computational complexity and memory requirement by factors of 20 and 30 times, respectively.
A BTQ-based interframe coding scheme to exploit adjacent frame dependency is also presented. In this scheme, a low level of error propagation is achieved by interlacing the intraframe coded frames and the first order predictive coded frames. The proposed BTQ interframe scheme outperforms the interframe scheme used in IS-641 Enhanced Full Rate Codec (EFRC) [27] , with a lower bit-rate and considerable reduction in complexity.
An outline of this article is as follows. In section II, we briefly review the properties of the LSF parameters and discuss the proposed Block-based Trellis Quantization scheme. The trellis structure, the distance measure as well as the BTQ search and design algorithms are discussed.
Next, the index generation problem or the problem of finding the index of a path in the trellis is investigated and a solution is provided. In sections III and IV, we present two intraframe and one interframe coding schemes based on the proposed BTQ. The complexity analysis of the BTQ, the numerical results and comparisons are presented in section V.
II. Block-based Trellis Quantization
In this section, we present a brief review of the properties of LSF parameters and proceed with the description of the structure of the trellis, the distance measure, the BTQ search and design algorithms, as well as the BTQ index generation algorithm.
A. Line Spectral Frequencies
A 10th-order LPC analysis results in an all-pole filter with 10 poles whose transfer function is denoted by H(z) = 1 A(z) in which A(z) = 1 + a 1 z −1 + . . . + a 10 z −10 , and [a 1 , a 2 , . . . , a 10 ] are the LPC coefficients. These coefficients are equivalently represented by the LSF parameters which are related to the zeros of the polynomial A(z) [1] . The LSF parameters, denoted by
are in fact, a scaled version of the angular frequencies known as Line Spectral Pairs which are located between 0 and π. The ordering property of the LSF parameters states that these parameters are ordered and bounded within a range, i.e., 0 < l 1 < l 2 < . . . < l 10 < 0.5. Provided that this property is preserved for the quantized LSFs, it is known that the reconstructed LPC filter will be stable [1] . The ordering property of LSF parameters encapsulates a large portion of their intraframe dependencies. Clearly, if this property is effectively employed in the quantizer structure, it can boost the quantizer performance significantly.
B. Trellis Structure
The trellis structure of the Block-based Trellis Quantizer proposed here is based on the ordering property of the LSF parameters. In Figure 1 , the maximum number of branches going out of the states in stage i − 1 is equal to NB i ≤ NS. The structure of the trellis is determined by the value of the parameters NS and NB = [NB 1 , NB 2 , . . . , NB 10 ] and the following expressions. Each state of the trellis is identified 3 In Figure 1 , a dummy stage 11 with one state is also shown for better description of the structure. This state corresponds to the upper limit of the range of LSF parameters (here 0.5). by (stage, state) = (i, s), where is composed of ten such sets as follows,
A sequence of k branches (and their associated codewords), connecting a state in the stage (0) to another state in the kth stage, provide candidate quantized values for the first k LSF parameters.
The collection of the paths of the trellis starting at stage 0 and ending at the states of the last stage determine the set of BTQ codevectors. The total number of these paths will determine the bit-rate of the quantizer.
The proposed Block-based Trellis Quantization scheme capitalizes on achieving the gain due to the ordering property, by appropriate design of the VQ support region using a trellis structure.
The overall gain available to a VQ as compared to a uniform scalar quantizer is comprised of the weighting gain and the granular gain. The former captures the properties of the source distribution, while the latter depends on the shape of the Voronoi regions [36] [40] [41] . The gain due to the ordering property denotes in fact, the boundary gain [40] of the BTQ. Beside the boundary gain, the weighting gain also includes the gain due to training. As analyzed in the appendix, for LSF parameters, the achievable gain due to the ordering property is the dominant factor as compared to the maximum possible granular gain. This illuminates the proposed design strategy which is further supported by the numerical results presented in section V.
C. Trellis Search Algorithm
The ultimate goal of the BTQ search algorithm is to find the path which results in the minimum distortion to quantize a particular sample LSF vector. This path is identified by a 10 dimensional 
where G i (s) provides a prediction of the valuel i and C i (s, b) compensates for the prediction error and we have,
In Equation (7), the terml(p i−1 (s)) is the set of quantized LSF parameters for the surviving
, and
is the set of reconstructed LSF vectors of the previous frames (n is the time index).
We will present three different algorithms which are all based on the same basic trellis model as described in section II-B. The definition of the reconstruction function given in Equation (6) or equivalently the definition of G i (s) in Equation (7) reflects the key difference between the proposed algorithms. In the first and simplest algorithm called BTQ-LSFD, the branches (codewords) correspond to the LSF differences. We will first explain this structure in section III-A and then extend it to more complex constructions in sections III-B and IV.
It is important to note that the search algorithm just presented does not necessarily result in the path with the minimum quantization error among the set of all paths of the trellis. This is due to the fact that the BTQ search algorithm does not follow a dynamic programming approach, and optimizing the distance function in one dimension depends not only on the previous state, but also on the surviving path reaching that state. In section V, it is shown that the performance of the Block-based Trellis Quantizer with this suboptimum search algorithm is acceptable.
D. Distance Measure
The simplest metric, usually used in quantization, is the Euclidean distance. In order to incorporate the characteristics of the human auditory system, different weighted Euclidean distance measures have been proposed in the literature. These distance functions are generally of the form,
The vector c = [c 1 , c 2 , . . . , c 10 ] is a constant weight vector which prioritizes the LSF parameters.
These weights are meant to emphasize the lower frequency components which are more important to the perceptual quality of speech. The vector w = [w 1 , w 2 , . . . , w 10 ] is a variable weight, which is derived from the LSF vector in each frame, and is meant to provide a better quantization of LSF parameters in the formant regions. Paliwal and Atal in [12] suggested assigning a variable weight w i to the ith LSF, which is proportional to the value of the LPC power spectrum at this frequency. In [9] , a simpler weight function was proposed which takes advantage of the fact that formant frequencies are located at the position of two or three closely located LSF parameters. Gardner and Rao in [28] analyzed high-rate (full-search) vector quantization of the LPC parameters and presented a weighted distance function which at high rates approximates the spectral distortion measure.
Equation (9) is the definition of the metric used in this work. We employ a nonlinear weight function to determine the variable weights. This weight for a sample LSF vector l is given by
otherwise.
which has been designed based on the same idea of emphasizing the closely positioned LSF parameters. The constant weights c i in (9) are all set to one, except c 4 and c 5 which are set to 1.2. This weight function is the same as that used in the ITU-T G.729 standard [29] . The values 0.02 and 0.471 used in (11) are, respectively, the minimum value of LSF 1 and the maximum value of LSF 10 for the codec for which our BTQ LSF quantizer has been designed.
E. Block-based Trellis Quantizer Design
The LBG algorithm [30] for vector quantizer design is widely used in various VQ applications.
Also, a number of modified versions of this algorithm have been employed to design structured vector quantizers. Immediate application of the LBG algorithm to the proposed BTQ scheme faces several problems including lack of a proper initialization method and divergence in the optimization process. In order to overcome these problems and to address some other issues, such as incorporating the weighted Euclidean distance and handling the empty partition problem, a more sophisticated algorithm is required to design the BTQ codebook.
The main reasons for most of the expected difficulties in the codebook design are the facts that: (i) the statistics of the signal to be quantized, and hence the set of codewords of each dimension, differ from those of the other dimensions; (ii) the signals to be quantized in each dimension depend on the codewords chosen in the previous dimensions; and (iii) there is a dif-ferent number of branches leaving the different states of the trellis. The algorithm that we found to perform satisfactorily in the BTQ design takes the above features into account and is as follows,
•
Step 1: Initialization -Use the LBG algorithm to design a scalar quantizer for the first dimension of the LSF vector, with the number of levels equal to the number of branches in the first stage of the trellis.
-Use these values to initialize the reconstruction levels of the first stage C 1 .
-Set stage i = 1.
• Step 2: Partitioning -Partition the training database of the LSF vectors T into sets
corresponding to the state to which their ith components are quantized.
• Step 3: Initialization -To initialize the codewords of the outgoing branches of each state (i, s), apply the LBG algorithm to the vectors of each set T i (s) to design scalar quantizers for the signal to be quantized in the i + 1th dimension. This will depend on the definition of the reconstruction function (6).
The number of levels of each quantizer is equal to the number of outgoing branches from the state (i, s).
-Use the resulting reconstruction levels to initialize the codewords of the i + 1th dimension C i+1 .
• 
< , go to step 5. Otherwise, update codebooks C 1 , . . . , C i+1 with the following centroid Equation and go to step 4.b.
In Equation (14), S k (s, b) is the set of all l k which are encoded to C k (s, b).
Step 5: End -Increment i, if i < 10 go to step 2. Otherwise, if i = 10 the design of the BTQ codebook is complete.
F. Index Generation
Consider the Block-based Trellis Quantization of the LSF sample vector l. In this process, a path through the trellis, representing a codevectorl, is identified. 
The number of chooseable paths from state (0, 0) is equal to the total number of the paths which determines the bit rate R BT Q ,
For the case where NB i = NS, 1 ≤ i ≤ 10, it is easy to see that,
and subsequently, 
G. BTQ Setup Summary
The procedures to setup a Block-based Trellis Quantizer are summarized as follows.
1. Select the BTQ type by appropriate definition of the reconstruction function (6). This is done through defining the function g i in Equation (7) to determine the trellis structure. To do this, we consider the following guidelines:
• The bit-rate of the quantizer is related to NS and NB by Equations (15)- (18).
• In determining the number of branches NB, more branches can be assigned to the lower indexed stages and less branches to the higher indexed stages. This is motivated by the following facts, (i) from the BTQ reconstruction function (Equation (6)) it is seen that the quantization distortion of the lower LSFs contribute to those of the higher LSFs as well, (ii) in the higher indexed stages, the mid-to-higher indexed states are selected with a higher frequency (since there are more paths reaching them), and (iii) the higher LSFs are less perceptually important.
4. Calculate and store the parameters CP i (s) from Equation (15).
Design the BTQ codebook according to section II-E.
To better illustrate the BTQ trellis design, we consider the case of a 22 bpf BTQ as an example.
From Equation (18), it is easy to see that NS = NB i = 16, 1 ≤ i ≤ 10 sets up a 22 bpf trellis. A second choice for a 22 bpf BTQ is found as follows. The parameters NS = NB i = 17, 1 ≤ i ≤ 10 sets up a 23 bpf trellis. Based on the guidelines given in step 3 above and Equation (16), by pruning the number of branches in the higher indexed stages, we can also make a 22 bpf trellis with the parameters NS = 17, and NB = [17, 17, 17, 8, 6, 6, 6, 6, 6, 6] . Therefore, practically we are left with only two choices for a 22 bpf BTQ. We construct the BTQ with these alternative structures and the one resulting a better performance is selected and, hence the design is finalized.
For the case of the 22 bpf BTQ, the second alternative structure is selected.
III. Intraframe Coding of LSF Parameters
Using the Block-based Trellis Quantization scheme described above, two intraframe coding schemes are presented in this section. In the intraframe mode, we attempt to efficiently quantize the LSF parameters of one frame using only the dependencies among the same parameters. Figure 4 shows that there is a substantial correlation between the LSF parameters of one frame and specifically among the neighboring ones. This can be used to enhance the quantization performance. 
A. Design 1: LSF Difference
In this scheme, we consider the Block-based Trellis Quantization of the LSF differences. Our motivation is the fact that the neighboring LSF parameters are highly correlated (Figure 4 ) and the differences of the consecutive LSF parameters are expected to be of a small variance. Figure   5 shows that by encoding the LSF differences, as opposed to the LSF parameters, gains 4 as high as 5dB can be achieved. The branches in the trellis structure, now correspond to the difference of two consecutive LSF parameters (LSFD). The reconstruction function (6) for the candidate quantized valuel i , provided by branch (i − 1, s, b) is now given bŷ
which indicates a closed-loop differential quantization scheme to avoid magnification of the quantization error. The performance of this scheme, labeled by BTQ-LSFD, is studied in section V.
B. Design 2: Sequential Vector Decorrelation Technique
In the last section, we described the BTQ-LSFD scheme where only the information of the previous LSF is used in reconstructing the current LSF. Here, we are interested in exploiting all the intraframe information available at each stage. Equation (6) shows that this information is provided by the surviving path p i−1 (s) and concerns all the LSF parameters prior to stage 4 The gain is defined as G = 10 log 10
dB or the ratio of the variance of a parameter to that of its transformed version (here difference). i. Figure 4 shows that beside the high correlation between the adjacent parameters, there is a considerable correlation between the non-adjacent neighboring parameters as well. In this approach, we are interested in a causal linear transform that exploits the intraframe information and produces decorrelated transform coefficients. We refer to this technique as the Sequential Vector Decorrelation Technique (SVDT) [26] and describe it briefly below. 
and we have,
in which b i = [b i1 , . . . , b ii , 0, . . . , 0] is a row vector and the matrix B is a 10 × 10 lower triangular matrix. Equivalently, y i is given by
We derive the transform matrix B such that the transform coefficients y = [y 1 , y 2 , . . . , y 10 ] are decorrelated, i.e.,
or equivalently, the autocorrelation matrix of y, R y , is diagonal. It is straight-forward to see that (24) holds if,
transform coefficients power in Equation (25) , or the maximization of the corresponding gains. Figure 5 compares the gains achieved by employing SVDT for the LSF parameters with those achieved by using differential encoding.
Equations (23) and (26) also provide the necessary means to calculate the matrix B. Since the number of unknowns are larger than the number of constraints, we assume
To calculate the remaining unknowns, we multiply Equation (23) by l i , 1 ≤ i < k, and compute the expectation. This results in k − 1 equations for each corresponding k. We have,
Considering Equations (26) and (27) , this will result in,
and consequently, 
where
The transform coefficients y i are, in fact, the linear prediction errors when all the components of vector l prior to l i are employed to predict the current component l i . We note, however, that these derivations are fundamentally different from the case where we intend to design a predictive coder for a causal sequence [35] , since those derivations rely on the stationarity of the source and attempt to exploit the temporal correlations, however, in our case we are interested in exploiting the spatial correlations where the assumption of stationarity no longer exists (i − j = k − l r ij = r kl ). Recently, Mary and Slock [34] independently presented the same technique, labeled it as "Vectorial DPCM" and employed it for a different application.
One immediate advantage of the causal structure of SVDT for the quantization of LSF parameters is that, to reconstruct the ith LSF parameterl i , only the transform coefficients 1, s, b) is now given by, In the open-loop scenario, the matrix is calculated using the training database. In the closed-loop scenario, an iterative scheme, which includes quantization of the LSF parameters of the training database and calculating the matrix based on the quantized database, is employed.
In this work, we consider the open-loop scheme for simplicity.
IV. Interframe Coding of LSF Parameters
There is a considerable dependency in the sequence of speech spectra due to the slow variation of the short-time spectrum of speech. To exploit these dependencies, we propose an interframe predictive coding scheme (see Figure 6 ) in which intraframe and interframe coded frames are interlaced for enhanced performance in the presence of channel errors. A Block-based Trelliŝ Quantizer of bit-rate R BT Q1 is employed to encode the LSF parameters of frames 2n − 1, n = 1, 2, . . ., denoted by l (2n−1) . Next, an auto regressive vector linear predictor of the first order is employed to predict the LSF parameters of frames 2n, n = 1, 2, . . .. Finally, a second Block-based Trellis Quantizer (BTQ2) with a bit-rate of R BT Q2 is employed to encode the LSF residues or the prediction errors of the even frames denoted by lr (2n) . This can be formulated as
in whichl andl are the quantized and the predicted values of l respectively and the matrix A is the matrix of the prediction coefficients. We can employ a BTQ-LSFD or a BTQ-SVDT, as described in sections III-A and III-B, for BTQ1 or quantization of LSF parameters of the odd frames. In BTQ2 for quantization of LSF residues, the reconstruction function (6) at time 2n is given by,l
where a i is the ith row of the prediction matrix A. This can be viewed as an adaptive quantizer whose codebook at time 2n is formed by biasing the (fixed) LSF residue codebook by the predicted LSF vector from the previous frame. This allows us to define the same weighted distance measure as was given in (9) and to easily check for the ordering property of the quantized LSF vectors.
Interlacing intraframe coded frames with interframe coded frames reduces both the propagation of channel errors and the quantizer slope overload to the maximum of one frame. It is noteworthy that error is propagated to the next frame only if it occurs in the interframe encoded (even) frames and hence, this effect does not happen in approximately 50% of the error cases. The overall bit rate of the interframe quantization system will then be equal to R = 1 2 (R BT Q1 + R BT Q2 ) bits per frame. Since the interframe prediction errors are of smaller variance, fewer bits are allocated to the BTQ2 (R BT Q1 > R BT Q2 ). A similar interlacing approach was taken in [18] along with a scalar quantization scheme.
V. Performance Evaluation
The proposed Block-based Trellis Quantization schemes for intraframe and interframe coding of LSF parameters are examined for two important attributes of every LPC quantization scheme, i.e., the quality of the encoded parameters and the encoding/decoding complexity. The complexity considerations consist of computational complexity and memory requirements (RAM and ROM). Also, various performance comparisons with several other methods presented in the literature are provided.
TABLE I
Trellis parameters at different bit-rates.
A. BTQ Complexity
In this section, we will analyze the complexity of the Block-based Trellis Quantizer. This complexity comprises almost all of that of the BTQ encoder, and the complexity of the BTQ index generation is negligible (see next subsection).
The dynamic memory requirement of the BTQ is the memory needed for the BTQ search algorithm to operate. Although the exact amount of the RAM required depends on the actual software implementation, however, it can be seen that such complexity is proportional to the number of states in the trellis. The static memory (ROM) required is mainly due to the codebook storage; the number of BTQ codewords is equal to the total number of branches in the trellis.
The BTQ computational complexity is also proportional to the number of branches in the trellis, for the fact that the BTQ search algorithm mainly consists of a set of operations for each branch of the trellis. Table I presents the parameters describing the BTQ structure at different bit-rates.
In BTQ, at the bit-rates of our interest, the total number of states and branches in the trellis is very limited and hence the complexity remains low. For example, consider a 23 bpf BTQ with 18 states in each stage. The total number of states is 180 and the total number of branches is 1368.
Detailed comparisons of complexity with other methods reported in the literature are provided in the following sections.
B. BTQ Index Generation/Decoding Complexity
Examining the algorithm given in Figure 3 suggest different preprocessing techniques such as high-pass filtering and down-scaling. There are also different windowing operations that are used prior to the LP analysis. As for LPC analysis, autocorrelation and covariance methods are the two popular approaches used [36] . To avoid artificially sharp spectral peaks due to the LP analysis, a certain level of bandwidth expansion for the LPC coefficients is also considered [1] . As well, different levels of high frequency compensation of LPC coefficients can be used to reduce the quantization noise in the high frequency regions and to stabilize the covariance method [37] . In the literature, various objective measures of speech quality have been proposed [38] . The most popular approach for the evaluation of quantization quality of the LSF parameters is the spectral distortion [1] . However, the definition of the desired quality based on this measure still varies and depends on the frequency range over which this measure is calculated. All of these issues make the comparison of different techniques proposed in the literature a challenging task. In order to evaluate and compare the performance of different LSF quantizers, we need to simulate and test the system using a common experimental setup. In the next section, we outline the systems considered here for comparison using identical experimental setups.
We use a training database of 175, 726 LSF vectors derived from a 58.57 minute long recorded speech (20ms frame). This database contains a combination of clean speech and speech with background noise. Another outside test database of 102, 400 LSF vectors derived from a 34.13 minute long recorded clean speech is used to test the performance of the quantizers 5 . The spectral distortion measure (measured in the frequency range of 60 Hz to 3500 Hz) is employed to measure the objective quality of the quantized LPC coefficients. The transparent quality is considered to be the average spectral distortion of about 1 dB, and 2 dB outliers of less than 2%. In our 5 The speech databases used in this work are provided by Nortel Networks. experiments, when this condition was valid the 4dB outliers percentage was zero or negligible.
Since our objective is to compare the performance of different quantization schemes, we used the same weights as described in Equation (11) for all the systems considered. Nevertheless, our experiments showed that the proposed weight function outperforms those of IS-641 [27] and Paliwal et al. [12] . As well, we did not use any outlier weighting for VQ training [11] .
D. Systems for Comparison: Scalar, Split-VQ, TCQ, MSVQ, IS-641 EFRC
We consider four schemes for comparison with our proposed Block-based Trellis Quantization schemes. Scalar quantization of LSF parameters is used as a baseline for comparison. The intraframe Split-VQ by Paliwal and Atal [12] , the Trellis-Coded Quantization (TCQ) based scheme proposed by Pan and Fischer [14] , and the Tree-searched Multi-Stage VQ proposed by LeBlanc et. al. are compared to our proposed intraframe BTQ schemes. Also, the 3-part interframe Split-VQ as employed in the IS-641 EFRC [27] is simulated and compared to our proposed interframe BTQ scheme.
• Table II depicts the results of our simulation for the non-uniform Scalar Quantization of LSF parameters at different bit-rates. This simple approach is used in the federal standard FS-1016 [7] at the high rate of 34 bpf.
• Table III presents the results of our simulation for the intraframe 2-part Split Vector Quantization of LSF parameters [12] . In this scheme, each LSF vector is split into two parts of (4, 6) dimensions. Next, each part is quantized by using a full search vector quantizer. The bits are divided equally between the two parts, and for odd rates, the first part is given an extra bit.
Although the transparent coding quality is achieved at a low rate of 24 bpf, the complexity of Split-VQ is very high. At 24 bpf, it requires 164, 000 floating point operations per frame 6 to bit-rate SD outliers ROM comp.
(dB) >2dB (%) (floats) (kflops/f) • Several LSF quantization schemes based on Trellis Coded Quantization [15] were proposed in [14] . The best performance was achieved by a scheme denoted by TCQ-NLP which utilizes a 5 stage trellis with 2 dimensional codebooks and nonlinear intraframe prediction. This scheme was reported to have a performance comparable with the 2-part Split-VQ. At 24 bpf, a 16 state trellis is used and 4 bits are allocated to each stage [39] . Table IV presents the complexity of the TCQ-NLP method at this rate. We observe that, this scheme is much less complex than the Split-VQ both in terms of the codebook size and the number of computations. As we will see in the next part, the proposed BTQ schemes offer a similar performance with a further substantial reduction of complexity.
• Table V presents the performance results of the Tree-searched MSVQ proposed in [11] for quantization of LSF parameters. The MSVQ is constructed with a number of full-search VQ 7 The memory unit considered here is float. The number of codewords is equivalent to the number of floating point numbers needed to be stored in ROM.
MSVQ
M SD outliers ROM comp. • Table VI presents the performance of the 3-part interframe Split Vector Quantization of LSF parameters as employed in IS-641. In this scheme, the LSF vector is split into three parts with the dimensions 3, 3 and 4. Also, a first order Moving Average scalar linear predictor is employed.
The selected bit-rate in IS-641 is 26 bpf distributed as (8, 9, 9) bits among the three parts [27] .
E. BTQ Numerical Results
Table VII shows the numerical results of Block-based Trellis Quantization of the LSFD parameters at different bit-rates using the weighted Euclidean distance measure given in Equations (9)- (11) . Figure 7 further demonstrates the effect of using different weighted distance functions on the performance of the BTQ-LSFD. It is observed that the weights employed in this work results in an enhanced performance of 0.7 bpf on the average. The Gardner-Rao weights [28] although reduces the number of outliers but leads to an increased average Spectral Distortion. This is due to the fact that this weight function is not matched to the proposed BTQ noting that:
(i) It is derived through highrate analysis of (full-search) vector quantization of LPC parameters bit-rate SD outliers ROM comp.
(dB) >2dB (%) (floats) (kflops/f) without assuming any structure for the quantizer, and (ii) the method exploits the granular gain by forming (near) spherical Voronoi regions which is not the case for the BTQ. 
TABLE IX
Average spectral distortion and 2 dB outliers for BTQ interframe coding of LSF parameters recognized in [11] as "one of the best [MSVQ] configurations in terms of the trade-off between complexity and performance".
Our simulation results show that (Table IX) by employing the BTQ interframe coding scheme presented in section IV (with a BTQ-LSFD for BTQ1), an average reduction of 1 bpf is achieved over the BTQ-LSFD intraframe coder. Comparing to the interframe 3-part Split-VQ described in the previous section, the proposed interframe BTQ reduces the bit-rate by 1 bpf. Specifically, a comparable performance to the 26 bpf quantizer selected in IS-641 is achieved at 25 bpf with a reduction in computational complexity of 30% and a smaller codebook size. We also note that by using the proposed BTQ-SVDT instead of BTQ-LSFD for the BTQ1 (Figure 6 ), the performance of the interframe scheme is expected to improve even further.
VI. Conclusions
A new low bit-rate low-complexity Block-based Trellis Quantization (BTQ) scheme is presented for the quantization of Line Spectral Frequencies. An efficient recursive algorithm to index the paths of the trellis is proposed and solutions to efficiently exploit the intraframe correlations are presented. Numerical results show that the proposed BTQ offers efficient high-quality solutions for the quantization of LSF parameters in both the intraframe mode and the interframe mode.
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Appendix
The maximum granular gain achievable (in terms of the reduction in the bit-rate), due to using spherical Voronoi regions can be quantified as follows. At high rates, the distortion per dimension E, for an m-dimensional quantizer with Voronoi regions of form Π is given by [41] ,
where V OL() denotes the volume and we assume a squared distance measure. The normalized second moment of the Voronoi region Π is then given by [41] γ m (Π) = E V OL(Π)
From the Zador bound [41] , γ m is lower-bounded by the normalized second moment of a sphere,
To achieve the same level of distortion as a quantizer with sphere shaped Voronoi regions, a quantizer with a Π-shaped Voronoi region must spend ∆R additional bits, ∆R = log 2 V OL(sphere) V OL(Π) subject to: E(Π) = E(sphere) (39) this indicates the granular gain given by,
For a quantizer with cube shaped Voronoi regions, we have γ m (cube) = 
In our case where m = 10, this gain is given by ∆R 10 = 1.3506 bits per frame.
We now consider the trellis structure used in BTQ. We assume that the states correspond to the points of a uniform scalar quantizer encoding the LSF parameter of the corresponding stage within 0 to 0.5. Due to the ordering property, the selected sequence of scalar quantizer points are always located on one of the paths of trellis. Using Equation (18) , this indicates a saving of ∆R BT Q bits per frame where, ∆R BT Q (NS) = log 2 9 + NS NS − 1 − 10 log 2 NS
For large values of NS it is easy to see that ∆R BT Q → log 2 10! = 21.79 bpf. Alternatively, this can be observed considering that the desired ordering of LSF parameters is only one out of 10! possible orderings of a 10 dimensional vector. This is an indication of a strong potential for reducing the bit-rate by exploiting the ordering property through definition of the quantizer support region with the proposed trellis structure. Compared to the maximum granular gain achievable, this gain is clearly dominant.
In practise, we use moderate rates (or values of NS) and achieve a part of the boundary gain with respect to the uniform scalar quantization. Other factors that affect the performance are the gains due to training and appropriate definition of the reconstruction function in Equation (6), as well as the loss due to the suboptimal search algorithm.
