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1. Introduction
Nonlinear Schrödinger equations have been used to analyze several physical situations, and have attracted the attention
of researchers, especially in optics and hydrodynamics. In optics, systems of coupled nonlinear equations can be used to
describe the propagation of light along birefringent optical fibers. A pair of light waves may move along the fiber, and the
existence of each wave in the pair may depend on the cross phase modulation from the other. The phenomenon arises
purely due to coupling, and is absent for a single mode [1]. In order to solve the nonlinear phenomenon about the optical
solitons that store and transfer information in polyfibrous optical media, integrable or nearly integrable systems of two
coupled nonlinear Schrödinger equations were considered [2]. For modeling real physical situations on the effect of linear
and nonlinear damping (growth), a large number of experiments have demonstrated, in strongly dispersive media, that the
nonlinear Schrödinger equation has an exact soliton solution that is valid under equilibrium conditions. We found that the
system of coupled nonlinear Schrödinger equations can describe wave–wave interaction under the existence of another
wave [3]. In hydrodynamics, nonlinear Schrödinger equations can be used to demonstrate the modulation instability of
gravitywaves in fluids at finite or great depths. However, the case of nonlinear Schrödinger equations is vague and intriguing
[4]. In [5], intensive efforts have beenmade to search for special coupled nonlinear Schrödinger equations that pass standard
tests for integrability, for dealing with higher order nonlinear effects.
However, more and more researchers found that integral order partial differential equations cannot be used to describe
some real physical phenomenon exactly and that the appearance of fractional partial differential equations plays an
important role in physics. Laskin [6,7] showed that the path integral over Lévy-like quantum mechanical paths allows a
generalization of quantum mechanics. Namely, if the path integral over Brownian trajectories leads to the well-known
Schrödinger equation, then the path integral over Lévy trajectories leads to the fractional Schrödinger equation. The
fractional Schrödinger equation includes the space derivative of orderα instead of the second (α = 1) order space derivative
in the standard Schrödinger equation. Afterward, the authors [8,9] studied some physical applications of the fractional
Schrödinger equation and the generalized fractional Schrödinger equation with space time fractional derivatives. However,
few theoretical analyses have been carried out for fractional nonlinear Schrödinger equations.
In this paper, we consider the following class of systems of fractional nonlinear Schrödinger equations:
iu1t + (−△)αu1 + β(|u1|ρ + |u2|ρ)u1 + k1(x, t)u1 = f1(x, t), (1.1)
iu2t + (−△)αu2 + β(|u1|ρ + |u2|ρ)u2 + k2(x, t)u2 = f2(x, t) (1.2)
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with the initial condition:
u1(x, 0) = u10(x), u2(x, 0) = u20(x) (1.3)
and the periodic boundary condition:
uj(x+ 2πei, t) = uj(x, t), (j = 1, 2), (1.4)
where x ∈ Rn and t > 0, kj(x, t) is a real-valued function, fj(x, t) is a complex-valued function, and
ei = (0, . . . , 0, 1, 0, . . . , 0) (i = 1, . . . , n)
is an orthonormal basis of Rn. In (1.1) and (1.2), i is the imaginary unit, α is a positive fraction, β ∈ R, β ≠ 0, ρ > 0.
In [10–14], Boling Guo studied the initial value problem and the periodic boundary value problem for a class of systems
of standard (nonfractional) nonlinear Schrödinger equations. In this paper, we prove the existence and uniqueness of the
global solution to the periodic boundary value problem for a class of systemsof fractional nonlinear Schrödinger equations by
using the Faedo–Galërkin method. Theorems 2.1 and 4.1 are the new fundamental results for a class of systems of fractional
nonlinear Schrödinger equations. We obtain the global existence of solution and weak solution to the periodic boundary
value problem in Theorems 2.1 and 4.1, respectively.
2. Preliminaries and main result
Since uj is a periodic function, we can express uj by a Fourier series
uj =
−
k∈Zn
aj,kei⟨k,x⟩, (j = 1, 2). (2.1)
Then
∂xhuj =
−
k∈Zn
ikhaj,kei⟨k,x⟩,
so (−△)αuj is defined by
(−△)αuj =
−
k∈Zn
|k|2αaj,kei⟨k,x⟩. (2.2)
Let
A =

ϕ | ϕ =
−
k∈Zn
bkei⟨k,x⟩,
−
k∈Zn
|k|4αb2k <∞,
−
k∈Zn
b2k <∞

. (2.3)
Let H2αper be a complete space of the set A under the norm
‖ϕ‖H2αper =
−
k∈Zn
|k|4αb2k
 1
2
+
−
k∈Zn
b2k
 1
2
.
Then H2αper is a Banach space. If ϕ and ψ belong to H
2α
per , the combining (2.1)–(2.3) and Parseval’s identity we conclude the
following equation∫
Ω
(−△)αϕ · ψdx =
∫
Ω
(−△)α1ϕ · (−△)α2ψdx, (2.4)
where α1 and α2 are nonnegative and α1 + α2 = α.
LetΩ = (0, 2π)× (0, 2π)×· · ·× (0, 2π) ⊂ Rn. Throughout this paper, we denote by ‖ · ‖ the norm of H = L2(Ω)with
usual inner product (·, ·), denote by ‖ ·‖Lp(Ω) the norm of Lp(Ω) for all 1 ≤ p ≤ ∞ (‖ ·‖L2(Ω) = ‖·‖). We denote byH−αper (Ω)
the dual space toHαper(Ω). In order to study the problem (1.1)–(1.4), we introduce the Banach space V = Hαper(Ω)∩ Lρ+2(Ω)
with norm
‖v‖Hαper (Ω)∩Lρ+2(Ω) = ‖v‖Hαper (Ω) + ‖v‖Lρ+2(Ω).
Let X denote a Banach space, with norm ‖ · ‖X . We need the following definitions.
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Definition 2.1. The space Lp(0, T ; X) consists of all measurable functions f : [0, T ] → X with
‖f ‖Lp(0,T ;X) =
∫ T
0
‖f ‖pXdt
 1
p
<∞,
for 1 ≤ p <∞, and
‖f ‖L∞(0,T ;X) = lim sup
0≤t≤T
‖f (t)‖X <∞.
Definition 2.2. The space C([0, T ]; X) comprises all continuous functions f : [0, T ] → X with
‖f ‖C([0,T ];X) = max
0≤t≤T
‖f (t)‖ <∞.
We have the following main result.
Theorem 2.1. Let α > n2 . If ρ is an even, suppose that 0 < ρ <
4α
n . If ρ is not an even, suppose that 2[α] + 1 < ρ < 4αn .
Assume that kj(x, t) ∈ C2 ∩H2αper(Ω), kjt and kjtt are bounded, fj(x, t) ∈ L2 ∩H2αper(Ω) and fjt , fjtt ∈ L2(Ω)(j = 1, 2). Then for all
u10 ∈ H4αper(Ω), u20 ∈ H4αper(Ω), there exists a unique global solution u = (u1, u2) of the problem (1.1)–(1.4), such that
uj ∈ L∞(0, T ;H4αper(Ω)), ujt ∈ L∞(0, T ;H2αper(Ω)), (j = 1, 2).
Theorem 2.1 generalizes the result for a class of systems of nonlinear Schrödinger equations in [10].
3. A priori estimates
We can construct the global approximate solution by the Galërkin method. In order to prove the convergence of these
approximate solutions, we need to obtain a priori estimates of these approximate solutions. Therefore we first prove a priori
estimates of the problem (1.1)–(1.4), these estimates are same as a priori estimates of Galërkin approximate solutions.
Lemma 3.1. Suppose that α > 0 and ρ > 0, u = (u1, u2) solves the problem (1.1)–(1.4), and ‖fj‖2 ⩽ M1 (j = 1, 2). Then
sup
0≤t<T
2−
j=1
‖uj‖ ⩽ E0, (3.1)
where the constant E0 depends only on M1, ‖uj(x, 0)‖ and T .
Proof. Taking the inner product of (1.1)with u¯1 and the inner product of (1.2)with u¯2 respectively, then taking the imaginary
part to get
d
dt
‖uj‖2 = Im
∫
Ω
2fju¯jdx, j = 1, 2.
Applying the Hölder inequality to get
d
dt
‖uj‖2 ⩽ 2
∫
Ω
|fjuj|dx ⩽ ‖fj‖2 + ‖uj‖2 ≤ M1 + ‖uj‖2, j = 1, 2. (3.2)
Then by using Gronwall inequality, we obtain (3.1). 
Here, and throughout, we use T to denote an arbitrary positive constant.
Lemma 3.2. Let α > n2 . Suppose that 0 < ρ <
4α
n , u = (u1, u2) solves the problem (1.1)–(1.4), and assume ‖fj‖2 ⩽ M1,
|kj| ⩽ M2, |kjt | ⩽ M3, ‖fjt‖2 ⩽ M4(j = 1, 2). Then,
sup
0≤t<T
2−
j=1
‖(−△) α2 uj‖ ≤ E1, (3.3)
where the constant E1 depends on ‖uj(x, 0)‖Hαper (Ω), ‖uj(x, 0)‖Lρ+2(Ω), M1, M2, M3, M4 and T .
Proof. Taking the inner product of (1.1) with u¯1t and taking the inner product of (1.2) with u¯2t respectively, we obtain
(iujt , ujt)+ ((−△)αuj, ujt)+ (β(|u1|ρ + |u2|ρ)uj, ujt)+ (kjuj, ujt) = (fj, ujt).
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Taking the real part of the above equality to get
d
dt
∫
Ω
|(−△) α2 uj|2dx+
∫
Ω

β(|u1|ρ + |u2|ρ) ddt |uj|
2

dx+
∫
Ω

kj
d
dt
|uj|2

dx =
∫
Ω
(fju¯jt + f¯jujt)dx.
So
d
dt
∫
Ω

2−
j=1
|(−△) α2 uj|2 + β(|u1|ρ + |u2|ρ)(|u1|2 + |u2|2)

dx
=
2−
j=1
∫
Ω
(fju¯jt + f¯jujt)dx− ddt
∫
Ω
(kj|uj|2)dx+
∫
Ω
(kjt |uj|2)dx

+
∫
Ω
β(|u1|2 + |u2|2) ddt (|u1|
ρ + |u2|ρ)dx
≤ C + d
dt
2−
j=1
∫
Ω
((fju¯j + f¯juj)− kj|uj|2)dx

+
∫
Ω
βρ
2

|u1|ρ ddt |u1|
2 + |u2|ρ ddt |u2|
2 + |u1|ρ−2|u2|2 ddt |u1|
2 + |u2|ρ−2|u1|2 ddt |u2|
2

dx
≤ c + d
dt
2−
j=1
∫
Ω
((fju¯j + f¯juj)− kj|uj|2)dx

+ c‖u1‖ρL∞(Ω)
+ c‖u2‖ρL∞(Ω) + c‖u1‖ρ−2L∞(Ω)‖u2‖2L∞(Ω) + c‖u2‖ρ−2L∞(Ω)‖u1‖2L∞(Ω). (3.4)
Integrating the above inequality with respect to t , we have∫
Ω
2−
j=1
|(−△) α2 uj|2 + β(|u1|ρ + |u2|ρ)(|u1|2 + |u2|2)dx
≤ c +
2−
j=1
‖(−△) α2 uj(x, 0)‖2 +
∫
Ω
β(|u1(x, 0)|ρ + |u2(x, 0)|ρ)(|u1(x, 0)|2 + |u2(x, 0)|2)dx
+ c
∫ t
0
(‖u2‖ρ−2L∞(Ω)‖u1‖2L∞(Ω) + ‖u1‖ρ−2L∞(Ω)‖u2‖2L∞(Ω))dt + c
∫ t
0
(‖u1‖ρL∞(Ω) + ‖u2‖ρL∞(Ω))dt. (3.5)
Let a = n2α < 1, Then
0 = a

1
2
− α
n

+ 1− a
2
.
So by Gagliardo–Nirenberg inequality, we have
‖uj‖ρL∞(Ω) ≤ c‖(−△)
α
2 uj‖ nρ2α (3.6)
‖ui‖ρ−2L∞(Ω)‖uj‖2L∞(Ω) ≤ c‖(−△)
α
2 ui‖ n(ρ−2)2α ‖(−△) α2 uj‖ nα , (3.7)
since ρ < 4αn ,
nρ
2α < 2. Then from the above inequality, we get
‖uj‖ρL∞(Ω) ≤ ε‖(−△)
α
2 uj‖2 + c,
c‖ui‖ρ−2L∞(Ω)‖uj‖2L∞(Ω) ≤ c +
‖(−△) α2 ui‖2
4α
n(ρ−2)
+ ‖(−△)
α
2 uj‖2
2α
n
.
Then (3.5) becomes
2−
j=1
‖(−△) α2 uj‖2 +
∫
Ω
β(|u1|ρ + |u2|ρ)(|u1|2 + |u2|2)dx ≤ c + c
∫ t
0
2−
j=1
‖(−△) α2 uj‖2dt, (3.8)
where the constant c depends on ‖uj(x, 0)‖Hαper (Ω),‖uj(x, 0)‖Lρ+2(Ω),M1,M2,M3,M4, E0 and T . Let δ = ρn2(ρ+2)α < 1. Then
1
ρ + 2 = δ

1
2
− α
n

+ 1− δ
2
.
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So by Gagliardo–Nirenberg inequality, we have
‖uj‖ρ+2Lρ+2(Ω) ≤ c‖(−△)
α
2 uj‖ ρn2α ≤ ε‖(−△) α2 uj‖2 + c. (3.9)
By using the above inequalities, we get
2−
j=1
‖(−△) α2 uj‖2 ≤ c
∫ t
0
2−
j=1
‖(−△) α2 uj‖2dt + c. (3.10)
By Gronwall inequality, we obtain (3.3). 
Lemma 3.3. Let α > n2 . Suppose that ρ satisfies the conditions of Lemma 3.2, u = (u1, u2) solves the problem (1.1)–(1.4). Then
sup
0≤t<T
2−
j=1
(‖ujt‖ + ‖(−△)αuj‖) ≤ E2, (3.11)
where the constant E2 depends only on ‖uj(x, 0)‖H2αper (Ω), M1, M2, M3, M4 and T .
Proof. Differentiating (1.1) with respect to t , taking the inner product with u¯1t , and differentiating (1.2) with respect to t ,
taking the inner product with u¯2t , respectively, we obtain
(iujtt , ujt)+ ((−△)αujt , ujt)+

d
dt
(β(|u1|ρ + |u2|ρ)uj), ujt

+ (kjujt , ujt)+ (kjtuj, ujt) = (fjt , ujt).
By taking the imaginary part of the above equality, we get
1
2
d
dt
‖ujt‖2 + Im

d
dt
(β(|u1|ρ + |u2|ρ)uj), ujt

+ 1
2i
∫
Ω
(kjtuju¯jt − kjt u¯jujt)dx
= 1
2i
∫
Ω
(fjt u¯jt − f¯jtujt)dx. (3.12)
But
Im

d
dt
(β(|u1|ρ + |u2|ρ)uj), ujt

= Im
∫
Ω
ρβ
2
|u1|ρ−2uju¯jt(u1u¯1t + u1t u¯1)dx
+ Im
∫
Ω
ρβ
2
|u2|ρ−2uju¯jt(u2u¯2t + u2t u¯2)dx. (3.13)
Then by using (3.12) and (3.13), we obtain
1
2
d
dt
‖ujt‖2 + Im
∫
Ω
ρβ
2
|u1|ρ−2uju¯jt(u1u¯1t + u¯1u1t)dx+ Im
∫
Ω
ρβ
2
|u2|ρ−2uju¯jt(u2u¯2t + u¯2u2t)dx ⩽ C‖ujt‖2. (3.14)
Since α > n2 , ‖uj‖L∞(Ω) ≤ C‖uj‖Hαper (Ω) ≤ C . Also we have
Im
∫
Ω

ρβ
2
|ui|ρ−2uju¯jtuiu¯it

dx ≤ C‖ui‖ρ−1L∞(Ω)
∫
Ω
(|ujuitujt |)dx ≤ C‖uj‖L∞(Ω)
∫
Ω
|uitujt |dx
≤ C(‖uit‖2 + ‖ujt‖2), (i = 1, 2).
From (3.14) and the above inequality, we get
1
2
2−
j=1
d
dt
‖ujt‖2 ≤
2−
j=1
C‖ujt‖2.
Integrating the above inequality from 0 to t , we have
2−
j=1
‖ujt‖2 ⩽
2−
j=1
‖ujt(x, 0)‖2 + C
2−
j=1
∫ t
0
‖ujt‖2ds. (3.15)
By applying (1.1) and (1.2), we have
‖ujt(x, 0)‖ ≤ C‖(−△)αuj(x, 0)‖ + C‖β(|u1(x, 0)|ρ + |u2(x, 0)|ρ)uj(x, 0)‖ + C‖uj(x, 0)‖ + C
≤ C(‖uj(x, 0)‖H2αper (Ω)).
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Then from (3.15), we get
2−
j=1
‖ujt‖2 ≤ C
2−
j=1
∫ t
0
‖ujt‖2ds+ ‖uj(x, 0)‖H2αper (Ω)

.
In term of Gronwall inequality, we deduce that
2−
j=1
‖ujt‖2 ≤ C
2−
j=1
(‖uj(x, 0)‖H2αper (Ω)).
By (1.1) and the above inequality, we obtain (3.11). 
Lemma 3.4. Let α > n2 . Suppose that ρ satisfies the conditions of Lemma 3.2 if ρ is an even. If ρ is not an even, suppose that
2[α] + 1 < ρ < 4αn . Assume that u = (u1, u2) solves the problem (1.1)–(1.4), and assume that ‖fjtt‖ ≤ M5, |kjtt | ≤ M6,‖fj(x, t)‖H2αper (Ω) ≤ M7 and ‖kj(x, t)‖H2αper (Ω) ≤ M8. Then
sup
0≤t<T
2−
j=1
(‖(−△) α2 ujt‖ + ‖ujtt‖ + ‖(−△)αujt‖) ≤ E3, (3.16)
where the constant E3 depends on ‖uj(x, 0)‖H4αper (Ω), M1, M2, M3, M4, M7, M8 and T .
Proof. Differentiating (1.1) with respect to t two times, taking the inner product with u¯1tt , and differentiating (1.2) with
respect to t two times, taking the inner product with u¯2tt , respectively, we obtain
(iujttt , ujtt)+ ((−△)αujtt , ujtt)+

d2
dt2
(β(|u1|ρ + |u2|ρ)uj), ujtt

+

d2
dt2
(kjuj), ujtt

= (fjtt , ujtt).
By taking the imaginary part of the above equality, we get
1
2
d
dt
‖ujtt‖2 + Im

d2
dt2
(β(|u1|ρ + |u2|ρ)uj), ujtt

+ Im

d2
dt2
(kjuj), ujtt

= Im(fjtt , ujtt). (3.17)
But
Im

d2
dt2
(β(|u1|ρ + |u2|ρ)uj), ujtt

= Im(ρβ|u1|ρ−2(u1u¯1t + u¯1u1t)ujt , ujtt)+ Im(ρβ|u2|ρ−2(u2u¯2t + u¯2u2t)ujt , ujtt)
+ Imρβ
2
(|u1|ρ−2(u1u¯1tt + u1tt u¯1)uj, ujtt)+ Imρβ2 (|u2|
ρ−2(u2u¯2tt + u2tt u¯2)uj, ujtt)
+ Imρβ(ρ − 2)
4
(uj(|u1|ρ−4(u1u¯1t + u1t u¯1)2 + |u2|ρ−4(u2u¯2t + u2t u¯2)2), ujtt)
+ Im(ρβ|u1|ρ−2uj|u1t |2, ujtt)+ Im(ρβ|u2|ρ−2uj|u2t |2, ujtt). (3.18)
For the first term and the second term to the right hand side of (3.18), we get
Im(ρβ|ui|ρ−2(uiu¯it + u¯iuit)ujt , ujtt) ≤ C
∫
Ω
|ui|ρ−1|uitujtujtt |dx
≤ C‖uit‖L4(Ω)‖ujt‖L4(Ω)‖ujtt‖
≤ C‖ujtt‖2 + ε‖uit‖4L4(Ω) + ε‖ujt‖4L4(Ω), (i = 1, 2), (3.19)
where ε is a arbitrary small constant.
As the same reason, for the third term and the fourth term to the right hand side of (3.18), we have
Im
ρβ
2
(|ui|ρ−2(uiu¯itt + uitt u¯i)uj, ujtt) ≤ C
∫
Ω
|ui|ρ−1|uittujujtt |dx
≤ C(‖uitt‖2 + ‖ujtt‖2), (i = 1, 2). (3.20)
For the fifth term and the sixth term to the right hand side of (3.18), we have
Im
ρβ(ρ − 2)
4
(uj(|u1|ρ−4(u1u¯1t + u1t u¯1)2 + |u2|ρ−4(u2u¯2t + u2t u¯2)2), ujtt)dx
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≤ C
∫
Ω
(|uj‖u1|ρ−4|u1|2|u1t |2|ujtt | + |uj‖u2|ρ−4|u2|2|u2t |2|ujtt |)
≤ C‖ujtt‖2 + ε‖u1t‖4L4(Ω) + ε‖u2t‖4L4(Ω). (3.21)
For the seventh term and the last term to the right hand side of (3.18), we get
Im(ρβ|u1|ρ−2uj|u1t |2 + ρβ|u2|ρ−2uj|u2t |2, ujtt) ⩽ C‖ujtt‖2 + ε‖u1t‖4L4(Ω) + ε‖u2t‖4L4(Ω). (3.22)
For the third term to the left hand side of (3.17), we have
Im

d2
dt2
(kjuj), ujtt

⩽ C
∫
Ω
(|ujujtt | + |ujtujtt |)dx+ C‖ujtt‖2 ⩽ C‖ujtt‖2. (3.23)
For the term to the right hand side of (3.17), we have
Im(fjtt , ujtt) ⩽
∫
Ω
|fjttujtt |dx ⩽ C + C‖ujtt‖2. (3.24)
Then by (3.17)–(3.24), we conclude that
2−
j=1
‖ujtt‖2 ≤ ε
2−
j=1
∫ t
0
‖ujt‖4L4ds+ C
2−
j=1
∫ t
0
‖ujtt‖2ds+
2−
j=1
‖ujtt(x, 0)‖2 + C . (3.25)
Let θ = n8α < 14 . Then
1
4
= θ

1
2
− α
n

+ (1− θ)1
2
.
By (3.11) and Gagliardo–Nirenberg inequality, we have
‖ujt‖L4(Ω) ≤ C‖ujt‖1−θ‖(−△)
α
2 ujt‖θ ≤ C‖(−△) α2 ujt‖θ . (3.26)
By (1.1), (1.2) and (3.11), we get
‖ujtt(x, 0)‖ ≤ ‖(−△)α((−△)αuj(x, 0))+ (β(|u1(x, 0)|ρ + |u2(x, 0)|ρ)uj(x, 0)+ kj(x, 0)uj(x, 0)− fj(x, 0))‖
+
 ddt (β(|u1(x, 0)|ρ + |u2(x, 0)|ρ)uj(x, 0))
+  ddt (kj(x, 0)uj(x.0))
+ ‖fjt(x, 0)‖
≤ C‖uj(x, 0)‖H4αper (Ω) + C‖(−△)α(|u1(x, 0)|ρuj(x, 0)+ |u2(x, 0)|ρuj(x, 0))‖ + C . (3.27)
If α ≥ max{ n2 , 1},
‖(−△)α(|u1(x, 0)|ρuj(x, 0))‖ ≤ C‖(−△)[α]+1(|u1(x, 0)|ρuj(x, 0))‖
≤ C(‖u1(x, 0)‖H4αper (Ω) + ‖u2(x, 0)‖H4αper (Ω)), (3.28)
where we use the condition ρ > 2[α] + 1 if ρ is not an even.
If n = 1 and 12 < α < 1,
‖(−△)α(|u1(x, 0)|ρuj(x, 0))‖ ≤ C(‖u1(x, 0)‖H4αper (Ω) + ‖u2(x, 0)‖H4αper (Ω)). (3.29)
Hence, from (3.27)–(3.29), we derive that
‖ujtt(x, 0)‖ ≤ C(‖u1(x, 0)‖H4αper (Ω) + ‖u2(x, 0)‖H4αper (Ω)). (3.30)
From (3.25) and (3.30), we deduce that
2−
j=1
‖ujtt‖2 ≤ C
2−
j=1
∫ t
0
‖ujtt‖2ds+ C
2−
j=1
‖uj(x, 0)‖H4αper (Ω) + ε
2−
j=1
∫ t
0
‖(−△) α2 ujt‖2ds. (3.31)
Differentiating (1.1) with respect to t , taking the inner product with u¯1t , and differentiating (1.2) with respect to t , taking
the inner product with, respectively, we obtain
(iujtt , ujt)+ ((−△)αujt , ujt)+

d
dt
(β(|u1|ρ + |u2|ρ)uj), ujt

+

d
dt
(kjuj), ujt

= (fjt , ujt). (3.32)
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By taking the real part of the above inequality, we get
‖(−△) α2 ujt‖2 = −Re(iujtt , ujt)− Re

d
dt
(β(|u1|ρ + |u2|ρ)uj), ujt

− Re

d
dt
(kjuj), ujt

+ Re(fjt , ujt). (3.33)
But
− Re

d
dt
(β(|u1|ρ + |u2|ρ)uj), ujt

− Re

d
dt
(kjuj), ujt

+ Re(fjt , ujt) ≤ C . (3.34)
From (3.33), we get
‖(−△) α2 ujt‖2 ≤ ‖ujtt‖2 + C . (3.35)
Using (3.31) and the above inequality, we obtain
2−
j=1
‖ujtt‖2 ≤ C
2−
j=1
∫ t
0
‖ujtt‖2ds+ C . (3.36)
Using Gronwall inequality, we have
2−
j=1
‖ujtt‖2 ≤ C .
Then coming back to (3.35), the below inequality is true
2−
j=1
‖(−△) α2 ujt‖2 ≤ C . (3.37)
By (1.1), (1.2) and (3.36), we have
‖(−△)αujt‖ ≤ C‖ujtt‖ + C
 ddt (β(|u1|ρ + |u2|ρ)uj)
+ C  ddt (kjuj)
+ ‖fjt‖
≤ C
2−
j=1
‖uj(x, 0)‖H4αper (Ω) + C
 ddt (ρ(|u1|ρ + |u2|ρ)uj)
+ C  ddt (kjuj)
+ ‖fjt‖. (3.38)
But  ddt (β(|u1|ρ + |u2|ρ)uj)
 = ρβ2 |u1|ρ−2(u1u¯1t + u¯1u1t)uj + ρβ2 |u2|ρ−2(u2u¯2t + u¯2u2t)uj

≤ C(‖u1(x, 0)‖H2αper (Ω) + ‖u2(x, 0)‖H2αper (Ω)).
Then from (3.38) and the above inequality, we get (3.16). 
Lemma 3.5. Suppose that α and ρ satisfy the conditions of Lemma 3.4, u = (u1, u2) solves the problem (1.1)–(1.4). Then
sup
0≤t<T
2−
j=1
‖(−△)2αuj‖ ⩽ E4, (3.39)
where the constant E4 depends on ‖uj(x, 0)‖H4αper (Ω), M1, M2, M3, M4, M5, M7, M8 and T .
Proof. When α > max{ n2 , 1}, by (1.1), (1.2), (3.11) and (3.16), we obtain
‖(−△)2αuj‖ ≤ C‖(−△)αujt‖ + C‖(−△)α((|u1|ρ + |u2|ρ)uj)‖ + C‖(−△)α(kjuj)‖ + C‖(−△)α fj‖
≤ C‖(−△)αujt‖ + C‖(−△)[α]+1((|u1|ρ + |u2|ρ)uj)‖ + C‖(−△)α(kjuj)‖ + C‖(−△)α fj‖
≤ C + C
2−
j=1
‖(−△)[α]+1uj‖ + C
2−
j=1
‖∇uj‖2[α]+2L4[α]+4(Ω). (3.40)
Let θ = [α]+12α < 1, then
1
2
− 2[α] + 2
n
= θ

1
2
− 4α
n

+ 1− θ
2
.
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By Gagliardo–Nirenberg inequality and (3.1), we get
C‖(−△)[α]+1uj‖ ≤ C‖(−△)2αuj‖θ‖uj‖1−θ ≤ 14‖(−△)
2αuj‖ + C . (3.41)
Let δ = n+24α < 1, then
−1
n
= δ

1
2
− 2α
n

+ 1− δ
2
.
By Gagliardo–Nirenberg inequality and (3.11), we obtain
‖∇uj‖L∞(Ω) ≤ C‖uj‖δH2αper (Ω) ≤ C . (3.42)
Then
‖∇uj‖L4[α]+4(Ω) ≤ C .
Using Gronwall inequality and (3.40), we have
‖(−△)2αuj‖ ≤ C .
When n = 1 and 12 < α ≤ 1, by (1.1), (1.2) and (3.16), we have
‖(−△)2αuj‖ ≤ C‖(−△)αujt‖ + C‖(−△)α((|u1|ρ + |u2|ρ)uj)‖ + C‖(−△)α(kjuj)‖ + C‖(−△)α fj‖
≤ C
2−
j=1
‖uj(x, 0)‖H4αper (Ω) + C‖△uj‖ + C
2−
j=1
‖∇|uj|2‖
≤ C
2−
j=1
‖uj(x, 0)‖H4αper (Ω) + C‖△uj‖ + C
2−
j=1
‖∇uj‖2L4(Ω). (3.43)
Let θ = 24α < 1. Then
1
2
= 2+ θ

1
2
− 4α

+ (1− θ)1
2
.
By Gagliardo–Nirenberg inequality and (3.1), we have
C‖△uj‖ ≤ C‖(−△)2αuj‖θ‖uj‖1−θ ≤ 14‖(−△)
2αuj‖ + C . (3.44)
Let δ = 116α−4 < 14 . Then
1
4
= δ

1
2
− (4α − 1)

+ (1− δ)1
2
.
By Gagliardo–Nirenberg inequality and (3.11), we have
C‖∇uj‖2L4(Ω) ≤ C‖(−△)2αuj‖2δ‖∇uj‖2(1−δ)
≤ C‖(−△)2αuj‖2δ‖(−△)αuj‖2(1−δ) ≤ 14‖(−△)
2αuj‖ + C . (3.45)
Then, when n = 1 and 12 < α < 1, by (3.43)–(3.45), we conclude that
2−
j=1
‖(−△)2αuj‖ ≤ C(‖u1(x, 0)‖H4αper (Ω) + ‖u2(x, 0)‖H4αper (Ω)).
Therefore, from (3.40) and the above inequality, we complete the proof of (3.39). 
4. Proof of the main result
Before proving Theorem 2.1, we first prove the existence of the weak solution to the problem (1.1)–(1.4) by using the
Faedo–Galërkin method. We need the following lemmas.
Lemma 4.1. Let B0, B and B1 be three Banach spaces. Assume that B0 ⊂ B ⊂ B1 and Bi, i = 0, 1 are reflexive. Suppose also that
B0 is compactly embedded in B. Let
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W =

v|v ∈ Lp0(0, T ; B0), v′ = dvdt ∈ L
p1(0, T ; B1)

,
where T is finite and 1 < pi <∞, i = 0, 1. W is equipped with the norm
‖v‖Lp0 (0,T ;B0) + ‖v′‖Lp1 (0,T ;B1).
Then W is compactly embedded in Lp0(0, T ; B).
Lemma 4.2. Suppose that Q is a bounded domain in Rnx × Rt . gµ, g ∈ Lq(Q )(1 < q < ∞) and ‖gµ‖Lq(Q ) ≤ C. Furthermore,
suppose that:
gµ → g a.e. in Q .
Then
gµ ⇀ g weakly in Lq(Q ).
Lemma 4.3. X is a Banach space. Suppose that g ∈ Lp(0, T ; X), ∂g
∂t ∈ Lp(0, T ; X)(1 ≤ p ≤ ∞). Then g ∈ C([0, T ], X) (after
possibly being redefined on a set of measure zero).
In the following, we prove the existence of weak solution to the problem (1.1)–(1.4).
Theorem 4.1. Let α > n2 , suppose that 0 < ρ <
4α
n . u1(x, 0) ∈ Hαper(Ω), u2(x, 0) ∈ Hαper(Ω). And assume that
kj(x, t) ∈ C2 ∩ H2αper(Ω)(j = 1, 2) and kjt , kjtt ∈ L2(Ω) (j = 1, 2), fj(x, t) ∈ L2(Ω) ∩ H2αper(Ω) and fjt , fjtt ∈ L2(Ω). Then
there exists a function u = (u1, u2) satisfying (1.1)–(1.4), such that
uj ∈ L∞(0, T ;Hαper(Ω) ∩ Lρ+2(Ω)), ujt ∈ L∞(0, T ;H−αper (Ω)), (j = 1, 2). (4.1)
Proof. We prove Theorem 4.1 by three steps.
Step 1. Construction of approximate solutions by the Faedo–Galërkin method.
Fixing now a positive integerm, we will look for a function ujm = ujm(t) of the form
u1m(t) =
m−
|k|=0
gkm(t)wk, u2m(t) =
m−
|k|=0
hkm(t)wk, wk = ei⟨k,x⟩, k ∈ Zn, (4.2)
where gkm(t) and hkm(t)(|k| = 0, 1, . . . ,m) are selected by the following conditions
(iujm,t , wk)+ ((−△)αujm, wk)+ (β(|u1m|ρ + |u2m|ρ)ujm, wk)+ (kj(x, t)ujm, wk) = (fj(x, t), wk),
0 ≤ |k| ≤ m, j = 1, 2 (4.3)
and
ujm(x, 0) = uj0m ∈ [wk, 0 ≤ |k| ≤ m], uj0m → uj0(m →∞) in Hαper(Ω), j = 1, 2. (4.4)
Then (4.3) becomes the system of nonlinear ordinary differential equations subject to the initial conditions (4.4). According
to standard existence theory for nonlinear ordinary differential equations, there exists a unique solution of (4.3) and (4.4)
for a.e. 0 ≤ t ≤ tm. By a priori estimates we obtain that tm = T .
Step 2. A priori estimates.
As the proof of Lemmas 3.1 and 3.2, we have
ujm ∈ L∞(0, T ;Hαper(Ω) ∩ Lρ+2(Ω)), j = 1, 2. (4.5)
For ∀ϕj (j = 1, 2) ∈ Hαper(Ω), we have
(iujm,t , ϕj)+ ((−△)αujm, ϕj)+ (β(|u1m|ρ + |u2m|ρ)ujm, ϕj)+ (kj(x, t)ujm, ϕj) = (fj(x, t), ϕj). (4.6)
Then
|(ujm,t , ϕj)| ≤ |((−△)αujm, ϕj)| + |(β(|u1m |ρ +|u2m |ρ)ujm, ϕj)| + |(kj(x, t)ujm, ϕj)| + |(fj(x, t), ϕj)|
≤ C‖(−△) α2 ujm‖‖(−△) α2 ϕj‖ + C‖u1m‖ρLρ+2(Ω)‖ϕj‖Lρ+2(Ω)‖ujm‖Lρ+2(Ω)
+ C‖u2m‖ρLρ+2(Ω)‖ϕj‖Lρ+2(Ω)‖ujm‖Lρ+2(Ω) + C‖ϕj‖
≤ C‖(−△) α2 ϕj‖ + C‖ϕj‖Lρ+2(Ω). (4.7)
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By Sobolev embedding theorem, we have
‖ϕj‖Lρ+2(Ω) ≤ C‖(−△)
α
2 ϕj‖.
So by (4.6) and (4.7), we have
|(ujm,t , ϕj)| ≤ C‖(−△) α2 ϕj‖, ∀ϕj ∈ Hαper(Ω).
Therefore,
ujm,t ∈ L∞(0, T ;H−αper (Ω)), j = 1, 2. (4.8)
Step 3. Passaging to the limit.
By applying (4.5) and (4.8), we deduce that there exists a subsequence ujµ from ujm, such that
ujµ ⇀ uj *-weakly in L∞(0, T ;Hαper(Ω)), (4.9)
ujµ,t ⇀ ujt *-weakly in L∞(0, T ;H−αper (Ω)). (4.10)
By (4.5), we have
ujm is bounded in L2(0, T ;Hαper(Ω)). (4.11)
By (4.8), we have
ujm,t is bounded in L2(0, T ;H−αper (Ω)). (4.12)
Let
W = {v|v ∈ L2(0, T ;Hαper(Ω)), vt ∈ L2(0, T ;H−αper (Ω))}.
Since Hαper(Ω) is compactly embedded in L
2(Ω),W is compactly embedded in L2(0, T ; L2(Ω)) by Lemma 4.1. By (4.11) and
(4.12), ujm ∈ W . Then, there exists subsequence ujµ which satisfies
ujµ → uj strongly in L2(0, T ; L2(Ω)) and a.e. (4.13)
By using (4.5) and (4.13) and Lemma 4.2. we have
|ujµ|ρujµ ⇀ |uj|ρuj *-weakly in L∞(0, T ; L
ρ+2
ρ+1 (Ω)). (4.14)
Since ∀ρ > 0, ∃ k(k > 1, k ∈ N), such that ρ > 1k−1 , then
|uiµ|ρujµ ⇀ |ui|ρuj *-weakly in L∞(0, T ; L
ρ+ 1k
ρ (Ω)), (i ≠ j). (4.15)
Fixing j, k, by (4.3), we get
(iujµ,t , wk)+ ((−△)αujµ, wk)+ (β(|u1µ|ρ + |u2µ|ρ)ujµ, wk)+ (kj(x, t)ujµ, wk) = (fj(x, t), wk),
j = 1, 2. (4.16)
By applying (4.5), (4.14) and (4.15), we deduce that there exists a subsequence ujµ from ujm, such that
((−△)αujµ, wj) ⇀ ((−△)αuj, wj) *-weakly in L∞(0, T ),
(ujµ,t , wj) ⇀ (ujt , wj) *-weakly in L∞(0, T ),
(β|ujµ|ρujµ, wj) ⇀ (β|uj|ρuj, wj) *-weakly in L∞(0, T ),
(β|uiµ|ρujµ, wj) ⇀ (β|ui|ρuj, wj) (i ≠ j) *-weakly in L∞(0, T ).
Then from (4.16), we have
(iujt , wk)+ ((−△)αuj, wk)+ (β(|u1|ρ + |u2|ρ)uj, wk)+ (kjuj, wk) = (fj, wk), j = 1, 2.
The above equality holds for any fixed k. By the density of the basiswk(k ∈ Zn), we have
(iujt , v)+ ((−△)αuj, v)+ (β(|u1|ρ + |u2|ρ)uj, v)+ (kjuj, v) = (fj, v), ∀v ∈ Hαper(Ω).
Hence u satisfies (1.1), (1.2), (4.1) and (4.2). By (4.5) and (4.8) and Lemma 4.3, we obtain that ujµ ∈ C([0, T ],H−αper (Ω)). Then
ujµ(x, 0) ⇀ uj(x, 0) weakly in H−αper (Ω).
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But from (4.4), we have
ujµ(x, 0)→ uj0 in Hαper(Ω).
Therefore uj(x, 0) = uj0. 
Theorem 4.1 generalizes the result of the global existence of weak solution to the nonlinear Schrödinger equations in
[10]. Now we prove our main results.
By a priori estimates in Lemmas 3.1–3.5 and Theorem 4.1, we derive a global smooth solution u = (u1, u2) of the problem
(1.1)–(1.4), such that
uj ∈ L∞(0, T ;H4αper(Ω)), ujt ∈ L∞(0, T ;H2αper(Ω)).
We prove the uniqueness of the solution to the problem (1.1)–(1.4) in the following. Suppose that u = (u1, u2) and
v = (v1, v2) are two solutions which satisfy the problem (1.1)–(1.4). Then r = (r1, r2) = u− v satisfies
irjt + (−△)αrj + β((|u1|ρ + |u2|ρ)uj − (|v1|ρ + |v2|ρ)vj)+ kjrj = 0, (4.17)
with rj(x, 0) = 0.
Take the inner product of (4.17) with rj to get
i(rjt , rj)+ ((−△)αrj, rj)+ β((|u1|ρ + |u2|ρ)uj − (|v1|ρ + |v2|ρ)vj, rj)+ (kjrj, rj) = 0. (4.18)
Consider the imaginary part of (4.18) to obtain
1
2
d
dt
‖rj‖2 + Imβ((|u1|ρ + |u2|ρ)uj − (|v1|ρ + |v2|ρ)vj, rj) = 0. (4.19)
But
Imβ((|u1|ρ + |u2|ρ)uj − (|v1|ρ + |v2|ρ)vj, rj)| ≤ C |((|u1|ρ + |u2|ρ)(uj − vj)+ (|u1|ρ + |u2|ρ − |v1|ρ − |v2|ρ)vj, rj)
≤ C
2−
j=1
|uj|ρ‖uj − vj‖2 + C |((|u1|ρ + |u2|ρ − |v1 |ρ −|v2 |ρ)vj, rj)|
≤ C‖rj‖2.
By the above inequality and Gronwall’s inequality, we have ‖rj‖ = 0. So r = 0.
Therefore, we complete the proof of Theorem 2.1.
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