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DISPERSIVE BLOW-UP AND PERSISTENCE PROPERTIES FOR
THE SCHRO¨DINGER-KORTEWEG-DE VRIES SYSTEM
FELIPE LINARES∗ AND JOSE´ M. PALACIOS∗∗
Abstract. We study the dispersive blow-up phenomena for the Schro¨dinger-
Korteweg-de Vries (S-KdV) system. Roughly, dispersive blow-up has being
called to the development of point singularities due to the focussing of short
or long waves. In mathematical terms, we show that the existence of this kind
of singularities is provided by the linear dispersive solution by proving that
the Duhamel term is smoother. It seems that this result is the first regarding
systems of nonlinear dispersive equations. To obtain our results we use, in
addition to smoothing properties, persistence properties for solutions of the
IVP in fractional weighted Sobolev spaces which we establish here.
1. Introduction and main results
1.1. The model. This paper is concerned with properties of solutions of the ini-
tial value problem (IVP) associated to the Schro¨dinger-Korteweg-de Vries (S-KdV)
system, 
i∂tu+ ∂
2
xu+ |u|2u = αuv, t, x ∈ R,
∂tv + ∂
3
xv +
1
2∂x(v
2) = γ∂x(|u|2),
u(x, 0) = u0(x), v(x, 0) = v0(x),
(1.1)
where u = u(t, x) is a complex-valued function and v(t, x) is a real-valued function.
This system governs the interactions between shortwaves u = u(t, x) and longwaves
v = v(t, x) and has been studied in several fields of physics and fluid dynamics (see
[11, 13, 14, 25]).
The Schro¨dinger-Korteweg-de Vries system (1.1) has been shown not to be a
completely integrable system (see [3]). Therefore the solvability of (1.1) is depen-
dent upon the method of evolution equations.
The IVP (1.1) has been extensively studied from the view point of local and
global well-posedness. Inspired in the results obtained for the famous Korteweg-de
Vries (KdV) ([17]) and the cubic Schro¨dinger equation ([26]) several authors have
studied the IVP (1.1). In general, a coupled system like (1.1) is more difficult to
handle in the same spaces as in the space the single equation is solved. In the case
of the system (1.1) this is due to the antisymmetric nature of the characteristics
of each linear part. In [2] Bekiranov, Ogawa and Ponce showed that the coupled
system (1.1) is locally well-posed in Hs(R) ×Hs− 12 (R) with s ≥ 0. In [9] Corcho
and Linares extended this result for weak initial data (u0, v0) ∈ Hk(R) × Hs(R)
for various values of k and s, where the lowest admissible values are k = 0 and
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2s = − 34 + δ with 0 < δ ≤ 14 . The end-point (k, s) = (0,− 34 ) was treated in [12] by
Z. Guo and Y. Wang . We observe that no local/global well-posedness results in
weighted Sobolev spaces have been registered in the literature as far as we know.
The aim of this work is to study the dispersive blow-up for solutions of the S-KdV
system. In [5] Bona and Saut started the mathematical analysis of the dispersive
blow-up for solutions of the generalized KdV equation. More precisely, they proved
the following
Theorem A ([5]). Let T > 0 be given and let {(xn, tn)}∞n=1 be a sequence of points
in R × (0, T ) without finite limit points and such that {tn}∞n=1 is bounded below
by a positive constant. Let either s = 0 and k = 1 or s ≥ 2 and k ≥ 1 an arbitrary
integer. Then there exists ψ ∈ Hs(R) ∩ C∞(R) such that the solution of the IVP{
ut + u
kux + uxxx = 0,
u(x, 0) = ψ(x)
satisfies
(1) u lies in L∞([0, T ] : Hs(R))∩L2([0, T ] : Hs+1loc (R)), or in C([0, T ] : Hs(R))∩
L2([0, T ] : Hs+1loc (R)), if s ≥ 2.
(2) ∂sxu is continuous on R× (0, T )\U∞n=1{(xn, tn)}, and
(3) lim(x,t)→(xn,tn) ∂
s
xu(x, t) = +∞ for n = 1, 2, . . . .
The main idea behind the proof is to show that the Duhamel term associated
to the solution of the IVP is smoother than the linear term of the solution. In
[21] Linares and Scialom proved for k ≥ 2 by means of the smoothing effects
established for the linear KdV equation without using weighted Sobolev spaces.
Recently, Linares, Ponce and Smith [20] using fractional weighted spaces improved
the previous result in the case k = 1, i.e., for the KdV equation.
The analogous phenomena also appears in other linear dispersive equations, such
as the linear Schro¨dinger equation and the free surface water waves system linearized
around the rest state [7]. In [7] Bona and Saut constructed initial data with point
singularities for solutions of the linear Schro¨dinger equation. Bona, Ponce, Saut
and Sparber [6] established the dispersive blow-up for the semilinear Schro¨dinger
equation in dimension n and other Schro¨dinger type equations. The main tools em-
ployed to show these results were the intrinsic smoothing effects of these dispersive
equations. We shall remark that the only n-dimensional result regarding dispersive
blow-up is this one just above refereed for the nonlinear Schro¨dinger equation.
1.2. Main results. Inspired in the dispersive blow-up results for the KdV and
Schro¨dinger equations it was natural to ask what was the situation for solutions for
the Schro¨dinger-Korteweg-de Vries system concerning this property. In our study
we got the following answer.
Theorem 1.1. There exist initial data
u0 ∈ C∞(R) ∩H2
−
(R), v0 ∈ C∞(R) ∩H3/2
−
(R),
for which the corresponding solution (u, v)(·, ·) of the IVP (1.1) provided by Theo-
rem 1.2 (below):
u ∈ C([0, T ] : H2−(R)), v ∈ C([0, T ] : H3/2−(R)),
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satisfies that there exists t∗ ∈ [0, T ] such that
u(·, t∗) /∈ C1, 12 +(R), v(·, t∗) /∈ C1(R).
To prove this result, we construct first initial data lending some ideas in [7] and
[20]. To treat the nonlinear problem is not straight forward, as we shall see, in
our case the NLS-KdV system presents several new difficulties because its coupling
terms. In addition to the smoothing effects, the new key ingredient in our arguments
is the persistence property of solutions of the IVP (1.1) on weighted spaces, which
allow us to close some nonlinear estimates for the solution.
1.2.1. Persistence properties. Due to the presence of the KdV structure in the sys-
tem we need to use weighted spaces in order to show that the Duhamel term is
smoother than the linear part of the equation.
As we commented above even in the usual Sobolev spaces the coupling of the
Schro¨dinger equation and KdV equation introduces some difficulties because of the
structure of the “symbols” of the linear equations. To complete our analysis in
the dispersive blow-up result we need the following result which includes local well-
posedness of the IVP (1.1) in fractional Sobolev spaces and a persistence property
of these solutions in weighted spaces. More precisely,
Theorem 1.2. Let s, r1, r2 be positive numbers such that s > 3/4, s + 1/2 ≥ r1
and s ≥ 2r2 and consider initial data
(u0, v0) ∈ Hs+ 12 (R) ∩ L2(|x|2r1dx)×Hs(R) ∩ L2(|x|2r2dx).
Then there exist T = T (‖u0‖s+ 12 + ‖v0‖s) > 0 and a unique solution (u(t), v(t)) of
the IVP (1.1) satisfying
u ∈ C([0, T ];Hs+ 12 (R)∩L2(|x|2r1dx)), v ∈ C([0, T ];Hs(R)∩L2(|x|2r2dx)), (1.2)
‖Dsx∂xu‖L∞x L2T + ‖D
s− 12
x ∂xv‖L∞x L2T + ‖D
s
x∂xv‖L∞x L2T <∞, (1.3)
‖u‖L2xL∞T + ‖v‖L2xL∞T <∞, (1.4)
‖∂xu‖L4TL∞x + ‖∂xv‖L4TL∞x <∞, (1.5)
with the local existence time satisfying:
T = T (‖u0‖s+ 12 + ‖v0‖s)→ +∞ as ‖u0‖s+ 12 + ‖v0‖s → 0.
Moreover, given T ′ ∈ (0, T ), the map data solution (u0, v0) 7→ (u, v)(t) from
Hs+
1
2 (R) ∩ L2(|x|2r1dx) × Hs(R) ∩ L2(|x|2r2 ) to the class defined by (1.2)-(1.3)
is Lipschitz continuous.
The proof of Theorem 1.2 uses the contraction mapping principle which is com-
bined with smoothing properties of solutions of the associated linear problems for
the Schro¨dinger and KdV equations. The key ingredient in our analysis to prove
the persistence property is a new pointwise formula that allows to commute the
fractional weights |x|s with the Schro¨dinger group eit∆ and the Airy group e−t∂3x .
This pointwise formula was deduced by Fonseca, Linares and Ponce in [10].
Remark 1.1. The result in Theorem 1.2 is not available in the literature and as the
case for the dispersive blow-up it seems the first one for systems.
Next we introduce some notation we will utilize along this work.
41.3. Notation. Let 1 ≤ p, q ≤ ∞ and f : R× [0, T ]→ R. We define the norm
‖f‖LpxLqT :=
(∫
R
(∫ T
0
|f |qdt
)p/q
dx
)1/p
,
with the usual modifications when p =∞ or q =∞. Similarly for ‖f‖LpTLqx .
We will denote the homogeneous derivatives of order s > 0 by
Dsxf(x) := F−1
(|ξ|sfˆ(ξ))(x).
where f̂ denotes the Fourier transform of f and F−1 the inverse Fourier transform.
As usual for s ∈ R we shall denote by Hs(R) the standard L2-based Sobolev space:
Hs(R) := {f ∈ S ′(R) : ‖f‖s,2 = ‖Jsf‖2 <∞},
where
‖Jsf‖2 :=
(∫ ∞
−∞
(1 + ξ2)s|f̂(ξ)|2dξ
)1/2
.
Finally, in the reminder of this work we will adopt the following notation, for
s ≥ 0
Hs
+
(R) =
⋃
s′>s
Hs
′
(R), Hs
−
(R) =
⋃
0≤s′<s
Hs
′
(R).
1.4. Organization of this paper. This paper is organized as follows. In Section
2 we state a series of results needed in our analysis. In Section 3 we construct the
initial data which develop dispersive blow-up. In Section 4 we establish Theorem
1.2. Finally, in Section 5 we show our main result Theorem 1.1.
2. Preliminaries
2.1. Smoothing properties. In this subsection some technical results on the
smoothing properties of the free Schro¨dinger group S(t) := eit∆ and the KdV
group V (t) := e−t∂
3
x are reviewed. They will find use in Section 3, 4 and 5.
Next lemma provides the smoothing effects of Kato type for solutions of the
linear KdV equation.
Lemma 2.1 ([16]).
sup
x
‖∂xV (t)v0‖L2t ≤ c‖v0‖L2 (2.1)
and
‖∂x
∫ t
0
V (t− t′)F (·, t′) dt′‖L2x ≤ c‖F‖L1xL2T . (2.2)
Next lemma gives us the smoothing effects of Kato type for solutions of the linear
Schro¨dinger equation in dimension n = 1.
Lemma 2.2 ([16]).
sup
x
‖D1/2x eit∆u0‖L2t ≤ c‖u0‖L2 , (2.3)
‖D1/2x
∫ t
0
ei(t−t
′)∆F (·, t′) dt′‖L2x ≤ c‖F‖L1xL2T , (2.4)
and
sup
x
‖∂x
∫ t
0
ei(t−t
′)∆F (·, t′) dt′‖L2T ≤ c‖F‖L1xL2T . (2.5)
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Next we present Strichartz estimates for both groups {eit∆} and V (t).
Lemma 2.3. Let 2 ≤ p, q ≤ ∞ such that 2q = 12 − 1p . Then the following holds
‖eit∆f‖LqtLpx ≤ c‖f‖L2x. (2.6)
Lemma 2.4. For (α, θ) = [0, 1/2]× [0, 1] it holds that
‖Dαθ/2x V (t)f‖LqtLpx ≤ c‖f‖L2x (2.7)
where (q, p) = (6/θ(α+ 1), 2/(1− θ))).
For a proof of these estimates see for instance [19]. Finally, we complete the set of
estimates introducing the next maximal function estimate for the linear solutions.
Lemma 2.5. For s > 1/2 and ρ1 > 1/4, it holds that
‖eit∆f‖L2xL∞T ≤ c(1 + T )ρ1‖f‖s,2. (2.8)
For s ≥ 1/4, it holds
‖eit∆f‖L4xL∞T ≤ c ‖f‖s,2. (2.9)
For s > 3/4 and ρ2 > 3/4 it holds that
‖V (t)f‖L2xL∞T ≤ c(1 + T )ρ2‖f‖s,2. (2.10)
It holds
‖V (t)f‖L4xL∞T ≤ c‖D1/4x f‖L2x . (2.11)
Proof. See [24, 28] for a proof of (2.8) and (2.9). For a proof of (2.10) see [27]. For
a proof of (2.11) see [16]. 
To end this subsection we have the following interpolated estimates
Lemma 2.6.
‖V (t)f‖L5xL10t ≤ c‖f‖L2x (2.12)
and
‖D1/2x V (t)f‖L20/3x L5T ≤ c‖D
1/4
x f‖L2x . (2.13)
Proof. The estimates (2.12) and (2.13) follow by interpolating (2.1) and (2.11). See
[16]. 
2.2. Weighted Estimates. Since we are going to deal with weighted spaces, the
next interpolation estimate will be very useful.
Lemma 2.7 ([23]). Let a, b > 0. Assume that Jaf = (1 −∆)a/2f ∈ L2(Rn) and
〈x〉bf = (1 + |x|2)b/2f ∈ L2(Rn). Then, for any θ ∈ (0, 1)
‖〈x〉θbJ (1−θ)af‖2 ≤ c‖〈x〉bf‖θ2‖Jaf‖1−θ2 . (2.14)
and
‖〈x〉(1−θ)bDθax f‖L2x ≤ c ‖〈x〉bf‖1−θL2x ‖D
af‖θL2x . (2.15)
6Now, we recall a very useful formula derived in [10] for the Airy group: for
β ∈ (0, 1) and t ∈ R, the following formula holds:
|x|βV (t)f = V (t)(|x|βf)+ V (t){Φt,β(fˆ)}, (2.16)
with
‖Φt,β(fˆ)‖2 ≤ c(1 + |t|)‖f‖2β,2. (2.17)
Using the same arguments as in [10], we can also deduce a formula for solutions of
the linear Schro¨dinger equation.
Lemma 2.8.
(1) Let β ∈ (0, 1) and t ∈ R. Then the following pointwise formula holds
|x|βeit∆u0(x) = eit∆(|x|βu0) + eit∆
{
Λt,β(û0)(ξ)
}∨
, (2.18)
where
‖{Λt,β(û0)(ξ)}∨‖L2x ≤ c(1 + |t|) (‖u0‖L2x + ‖Dβxu0‖L2x). (2.19)
(2) Let β ∈ (0, 1), t ∈ R and (p, q) such that 2q = 12 − 1p . Then,
‖|x|βeit∆u0‖LqtLpx ≤ c‖|x|βu0‖L2x + c(1 + |t|)
(‖u0‖L2x + ‖Dβxu0‖L2x). (2.20)
Proof. The first part of the lemma follows the same arguments used to prove (2.16)
in [10]. For the second part we use Strichartz estimate (2.6) and the pointwise
formula (2.18) to obtain
‖|x|βeit∆u0‖LqtLpx ≤ ‖eit∆(|x|βu0)‖LqtLpx + ‖eit∆{Λt,β(uˆ0)(ξ)}∨‖LqtLpx
≤ c‖|x|βu0‖L2x + c(1 + |t|)
(‖u0‖L2x + ‖Dβxu0‖L2x),
which concludes the proof. 
These estimates (2.17)-(2.19) will be crucial in the proof of Theorem 1.2.
2.3. Leibnitz rule. To end this section we present the fractional Leibnitz rule
which will be employed to deal with nonlinear terms.
Theorem 2.9 ([16]).
(1) For s > 0 and 1 < p <∞, it holds
‖Dsx(fg)− fDsxg − gDsxf‖p ≤ c‖f‖∞‖Dsxg‖p. (2.21)
(2) Let α ∈ (0, 1), α1, α2 ∈ [0, α] with α = α1 + α2. Let p1, p2, q1, q2 ∈ (1,∞)
with 1 = 1p1 +
1
p2
and 12 =
1
q1
+ 1q2 . Then,
‖Dαx (fg)− fDαxg − gDαxf‖L1xL2T ≤ c‖D
α1
x f‖Lp1x Lq1T ‖D
α2
x g‖Lp2x Lq2T . (2.22)
3. Construction of the initial data
In this section, attention is turned to understand dispersive blow-up for each
linear equation.
Let us divide the analysis in two cases, the linear case of the Schro¨dinger equation
and the linear case of the KdV equation:
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3.1. Linear case: Schro¨dinger equation. We will follow the argument employed
in [6] and [7] with some modifications.
Consider the IVP associated to the linear Schro¨dinger equation:{
i∂tu+ ∂
2
xu = 0,
u(x, 0) = u0(x).
(3.1)
Now, recall that for any u0 ∈ L2(R), the unique solution u of (3.1) has the repre-
sentation:
u(x, t) =
1
(4ipit)1/2
∫
R
e
i|x−y|2
4t u0(y) dy,
where the integral is taken in the improper Riemann sense.
Let u0 be defined as
u0(x) :=
e−iα(x−x0)
2
(1 + x2)5/4
, α > 0. (3.2)
It is not difficult to show that u0 ∈ Hs(R) for any s ∈ [0, 2) but u0 /∈ H2(R).
Moreover, u0 satisfies
〈x〉2−u0(x) ∈ L2(R).
(See [6, 7] for the details).
In the next lemma we present a precise statement of the dispersive blow-up for
the linear Schro¨dinger equation.
Lemma 3.1. Let α ∈ R and x0 ∈ R fixed and let ε ∈ (0, 12 ). Consider the point
(x∗, t∗) = (x0,
1
4α ) and the initial data
u0(x) :=
e−iα(x−x0)
2
(1 + x2)
5
4
.
Then, the initial data satisfies:
u0 ∈ C∞(R) ∩H2
−
(R) ∩ L∞(R),
and the associated global in-time solution u ∈ C(R;H2−(R)) of (3.1) has the fol-
lowing properties:
(1) For any time t ∈ R with t 6= t∗, the solution u(·, t) ∈ C1, 12+ε(R).
(2) At time t∗, the solution u(·, t∗) ∈ C1, 12+ε(R \ {x∗}).
(3) At time t∗, the solution u(·, t∗) /∈ C1, 12+ε(R).
Proof. See [6] or [7] for a detailed proof. 
This concludes the case of the free Schro¨dinger equation. Now the attention is
turned to construct the initial data for the linear Korteweg-de Vries equation.
83.2. Linear case: Korteweg-de Vries equation. For this case we recall the
data constructed in the proof of dispersive blow-up for the KdV equation given in
[20] (see Section 3).
Consider the linear IVP associated to the linear Korteweg-de Vries equation:{
∂tv + ∂
3
xv = 0, x ∈ R, t > 0,
v(x, 0) = v0(x),
(3.3)
whose solution is given by
v(x, t) = V (t)v0(x) = e
−t∂3xv0 = St ∗ v0(x),
where,
St(x) :=
1
3
√
3t
Ai
(
x
3
√
3t
)
,
and Ai(·) denotes the Airy function. The following lemma give us the detailed
statement for the dispersive blow-up for the initial-value problem associated to the
linear KdV equation (3.3).
Lemma 3.2 ([20]). Let α ∈ R fixed and consider the initial data
v0(x) :=
∞∑
j=1
λjV (−αj)φ(x), λj > 0,
where λj = ce
−α2j2 with c > 0 small enough and φ(x) := e−2|x|. Then,
v0 ∈ C∞(R) ∩H3/2
−
(R) ∩ L2(〈x〉3/2−dx) ∩ L∞(R),
and the associated global in-time solution v ∈ C(R;H3/2−(R)) of (3.3) has the
following properties:
(1) For any t > 0 with t /∈ αZ, we have v(·, t) ∈ C1(R).
(2) For any t ∈ αN we have v(·, t) /∈ C1(R).
Proof. For a detailed proof of this statement see [20], section 3. 
4. Proof of Theorem 1.2
In this section we show the persistence property in weighted spaces of solutions
of the IVP (1.1).
Proof of Theorem 1.2. The idea of the proof is to apply the contraction principle
to the system of integral equations equivalent to (1.1), that is,
Φ(u) = S(t)u0 +
∫ t
0
S(t− t′)(uv)(t′) dt′ +
∫ t
0
S(t− t′)|u|2u(t′) dt′,
Ψ(v) = V (t)v0 −
∫ t
0
V (t− t′)v∂xv(t′) dt′ +
∫ t
0
V (t− t′)∂x(|u|2)(t′) dt′,
(4.1)
where {S(t)} and {V (t)} are the unitary groups associated to the linear Schro¨dinger
and the Airy equation respectively. We will give a sketch of the proof.
For u : R× [0, T ]→ C and v : R× [0, T ]→ R with T fixed and s > 3/4, define
µT1 (u) := ‖u‖L∞Hs+1/2 + ‖DsxD1/2x u‖L∞x L2T + ‖u‖L2xL∞T + ‖∂xu‖L4TL∞x , (4.2)
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µT2 (v) :=‖v‖L∞Hs + ‖Dsx∂xv‖L∞x L2T + ‖D
s−1/2
x ∂xv‖L∞x L2T
+ ‖v‖L2xL∞T + ‖∂xv‖L4TL∞x .
(4.3)
By using the definition, group properties, Minkowski’s inequality, and Sobolev
spaces properties we have
‖Ds+
1
2
x Φ(u)‖L2
≤ c‖Ds+ 12x u0‖L2 +
∫ T
0
‖Ds+ 12x (uv)‖L2 dt′ +
∫ T
0
‖Ds+ 12x (|u|2u)‖L2 dt′
≤ c ‖u0‖s+1/2 +
∫ T
0
‖Ds− 12x ∂x(uv)‖L2 dt′ + c T sup
[0,T ]
‖u(t)‖3s+1/2.
(4.4)
To complete the estimate we use the commutator estimate (2.21), Sobolev spaces
properties, the Cauchy-Schwarz inequality, and Ho¨lder’s inequality in time to led
to∫ T
0
‖Ds−
1
2
x ∂x(uv)‖L2 dt
≤ c
∫ T
0
‖Ds−1/2x (u∂xv)‖L2 dt+ c
∫ T
0
‖Ds−1/2x (∂xuv)‖L2 dt
≤ c
∫ T
0
‖∂xv‖L∞x ‖Ds−1/2x u‖L2 dt+ c
∫ T
0
‖uDs−1/2x ∂xv‖L2
+ c
∫ T
0
‖∂xu‖L∞x ‖Ds−1/2x v‖L2 dt+ c
∫ T
0
‖vDs−1/2x ∂xu‖L2
≤ cT 3/4 ‖∂xv‖L4TL∞x sup
[0,T ]
‖u(t)‖s+1/2 + cT 1/2‖u‖L2xL∞T ‖Ds−1/2x ∂xv‖L∞x L2T
+ cT 3/4 ‖∂xu‖L4TL∞x sup
[0,T ]
‖v(t)‖s+1/2 + cT 1/2‖v‖L2xL∞T ‖Ds−1/2x ∂xu‖L∞x L2T .
(4.5)
Combining (4.4) and (4.5) it follows that
‖Ds+
1
2
x Φ(u)‖L2 ≤ c‖u0‖s+1/2+cT 1/2
(
(1+T 1/4)µT1 (u)µ
T
2 (v)+T
1/2(µT1 (u))
3
)
. (4.6)
Next we estimate the Hs-norm of Ψ(v). It is enough to estimate ‖DsxΨ(v)‖L2 .
To do so, we use group properties and Minkowskii’s inequality to obtain
‖DsxΨ(v)‖L2 ≤ c‖Dsxv0‖L2 +
∫ T
0
‖Dsx(v∂xv)‖L2 dt′ +
∫ T
0
‖Dsx∂x(uu¯)‖L2 dt′
≤ c ‖v0‖s +
∫ T
0
‖Dsx(v∂xv)‖L2 dt′ +
∫ T
0
‖Dsx(u¯∂xu)‖L2 dt′
+
∫ T
0
‖Dsx(u∂xu¯)‖L2 dt′.
(4.7)
The commutator estimates (2.21) and Holder’s inequality yield∫ T
0
‖Dsx(v∂xv)‖L2 dt ≤ cT 3/4 ‖∂xv‖L4TL∞x sup
[0,T ]
‖v(t)‖s
+ cT 1/2‖v‖L2xL∞T ‖Dsx∂xv‖L∞x L2T .
(4.8)
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Similarly, we get∫ T
0
‖Dsx(u¯∂xu)‖L2 dt′ +
∫ T
0
‖Dsx(u∂xu¯)‖L2 dt′
≤ cT 3/4 ‖∂xu‖L4TL∞x sup
[0,T ]
‖u(t)‖s + cT 1/2‖u‖L2xL∞T ‖Dsx∂xu‖L∞x L2T .
(4.9)
Using the definition (4.3) and the inequalities (4.7), (4.8) and (4.9) we deduce
that
‖DsxΨ(v)‖L2 ≤ c‖v0‖s + cT 1/2(1 + T 1/4)
(
(µT2 (v))
2 + (µT1 (u))
2
)
. (4.10)
On the other hand, use of Kato’s smoothing effect (2.3) and the analysis in (4.4)
and (4.5) yield
‖Dsx∂xΦ(u)‖L∞x L2T
≤ c‖u0‖s+1/2 + cT 1/2
(
(1 + T 1/4)µT1 (u)µ
T
2 (v) + T
1/2(µT1 (u))
3
)
.
(4.11)
Same argument as above, now applying Kato’s smoothing effect (2.1) and the
arguments in (4.7), (4.8) and (4.9) lead to
‖Dsx∂xΨ(v)‖L∞x L2T ≤ c‖v0‖s + cT
1/2(1 + T 1/4)
(
(µT2 (v))
2 + (µT1 (u))
2
)
. (4.12)
From the maximal norm estimates (2.8) and (2.10) combined with the arguments
in (4.4), (4.5) and (4.7), (4.8), (4.9) it follows that
‖Φ(u)‖L2xL∞T + ‖Ψ(v)‖L2xL∞T
≤ c (1 + T )ρ1‖u0‖s+1/2 + c (1 + T )ρ2‖v0‖s
+ cT 1/2 (1 + T )ρ1
(
(1 + T 1/4)µT1 (u)µ
T
2 (v) + T
1/2(µT1 (u))
3
)
+ cT 1/2(1 + T )ρ2(1 + T 1/4)
(
(µT2 (v))
2 + (µT1 (u))
2
)
.
(4.13)
The Strichartz estimates (2.6) and (2.7) together with the analysis in (4.4), (4.5)
and (4.7), (4.8), (4.9) lead to
‖∂xΦ(u)‖L4TL∞x + ‖∂xΨ(v)‖L4TL∞x ≤ c (‖u0‖s+1/2 + ‖v0‖s)
+ cT 1/2
(
(1 + T 1/4)µT1 (u)µ
T
2 (v) + T
1/2(µT1 (u))
3
)
+ cT 1/2(1 + T 1/4)
(
(µT2 (v))
2 + (µT1 (u))
2
)
.
(4.14)
Combining (4.5), (4.10), (4.11), (4.12), (4.13), (4.14), and the definitions (4.2)
and (4.3), we have
|||(Φ(u),Ψ(v))||| = µT1 (Φ(u)) + µT2 (Ψ(v))
≤ c (‖u0‖s+1/2 + ‖v0‖s)
+ cT 1/2
(
µT1 (u)µ
T
2 (v) + (µ
T
1 (u))
3
)
+ cT 1/2
(
(µT2 (v))
2 + (µT1 (u))
2
)
+ cT 1/2
(|||(u, v)|||2 + |||(u, v)|||3).
(4.15)
for 0 < T < 1. Choosing a ≤ 2c (‖u0‖s+1/2 + ‖v0‖s) and T such that
cT 1/2
(|||(u, v)||| + |||(u, v)|||2) < 1
2
(4.16)
we can show that the map (Φ(u),Ψ(v)) applies the ball
XTa = {(u, v) ∈ C([0, T0];Hs+1/2)× C([0, T ];Hs) : |||(Φ(u),Ψ(v))||| ≤ a}
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into itself.
The same argument described above show that (Φ(u),Ψ(v)) is a contraction in
XTa and so there is a unique solution of the IVP (1.1)
(u, v) ∈ C([0, T ];Hs+1/2(R)) × C([0, T ];Hs(R)). (4.17)
By uniqueness the previous argument gives us a solution (u(t), v(t)) defined by
the class (4.2)-(4.3) of the integral equations.
u(t) = S(t)u0 +
∫ t
0
S(t− t′)(uv)(t′) dt′ +
∫ t
0
S(t− t′)|u|2u(t′) dt′,
v(t) = V (t)v0 −
∫ t
0
V (t− t′)v∂xv(t′) dt′ +
∫ t
0
V (t− t′)∂x(|u|2)(t′) dt′.
(4.18)
Next we prove the persistence property in weighted spaces. For simplicity we
will take s = 34+ in the following.
We consider
u0 ∈ H 54+(R) ∪ L2(|x| 52
+
dx) and v0 ∈ H 34+(R) ∪ L2(|x| 34
+
dx) (4.19)
and introduce the notation
µT03 (u) = µ
T0
1 (u) + sup
[0,T0]
‖|x| 54+u(t)‖L2
µT04 (v) = µ
T0
2 (v) + sup
[0,T0]
‖|x| 38+v(t)‖L2
(4.20)
for some T0 ∈ (0, T ) to be determined below.
Thus, applying formula (2.18) to u in (4.18), we have
‖|x| 54+(u)(t)‖L2
≤ c‖|x| 54+S(t)u0‖L2 + ‖|x|
5
4
+
S(t)
∫ t
0
S(t′)(uv + |u|2u)(t′) dt′‖L2
≤ ‖|x| 54+u0‖L2 + c(1 + |t|) (‖u0‖L2 + ‖D
5
4
+
x u0‖L2)
+ c
∫ T0
0
‖|x| 54+(uv + |u|2u)(t)‖L2 dt
+ c (1 + T0)
∫ T0
0
‖(uv + |u|2u)(t)‖L2 dt
+ c (1 + T0)
∫ T0
0
‖D
5
4
+
x (uv + |u|2u)(t)‖L2 dt
≤ ‖|x| 54+u0‖L2 + c(1 + T0)‖u0‖ 5
4
+ +A1 +A2 +A3.
(4.21)
Next we estimate Ai, i = 1, 2, 3. Holder’s inequality and Sobolev lemma lead to
A1 ≤
∫ T0
0
(‖|x| 54+uv(t)‖L2 + ‖|x|
5
4
+
u|u|2(t)‖L2) dt
≤ c T0
(‖|x| 54+u‖L∞T0L2x sup[0,T0]‖v(t)‖ 34 + + ‖|x| 54+u(t)‖L∞T0L2x sup[0,T0]‖u(t)‖254 +)
≤ cT0
(
µT03 (u)µ
T0
2 (v) + µ
T0
3 (u)(µ
T0
1 (u))
2
)
.
(4.22)
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Holder’s inequality and Sobolev lemma yield
A2 ≤ c (1 + T0)T0
(
sup
[0,T0]
‖u(t)‖ 5
4
+ sup
[0,T0]
‖v(t)‖ 3
4
+ + sup
[0,T0]
‖u(t)‖35
4
+
)
≤ c (1 + T0)T0
(
µT01 (u)µ
T0
2 (v) + (µ
T0
1 (u))
3
)
.
(4.23)
Applying Sobolev spaces properties we obtain
A3 ≤ c (1 + T0)
∫ T0
0
(‖D 58+x (uv)(t)‖L2 + ‖D 58+x (u|u|2)(t)‖L2) dt
≤ c (1 + T0)T0
(
sup
[0,T0]
‖u(t)‖ 5
4
+ sup
[0,T0]
‖v(t)‖ 3
4
+ + sup
[0,T0]
‖u(t)‖35
4
+
)
≤ c (1 + T0)T0
(
µT01 (u)µ
T0
2 (v) + (µ
T0
1 (u))
3
)
.
(4.24)
Now we estimate ‖|x| 38+v(t)‖L2 . Applying formula (2.16) to v in (4.18) we get
‖|x| 38 +v(t)‖L2 ≤ ‖|x|
3
8
+
v0‖L2 + c(1 + T0)
(‖v0‖L2 + ‖D 34+x v0‖L2)
+ ‖
∫ t
0
V (t− t′)|x| 38+v∂xv dt′‖L2
+ ‖
∫ t
0
V (t− t′)|x| 38+∂x|u|2 dt′‖L2
+ c (1 + T0)
∫ T0
0
(‖v∂xv‖L2 + ‖∂x|u|2‖L2) dt
+ c (1 + T0)
∫ T0
0
‖D
3
4
+
x (v∂xv)‖L2 dt
+ c (1 + T0)
∫ T0
0
‖D
3
4
+
x ∂x(|u|2)‖L2 dt.
(4.25)
The last three terms above were previously estimated. We only need to bound
the third and fourth term on the right hand side of (4.25).
Minkowski’s inequality, group properties and Ho¨lder’s inequality yield
‖
∫ t
0
V (t− t′)|x| 38+ v∂xv(t′)dt′‖L2 ≤
∫ T0
0
‖|x| 38+v‖L2‖∂xv‖L∞x dt
≤ cT 3/40 sup
[0,T0]
‖|x| 38+v(t)‖L2‖∂xv‖L4T0L∞x
≤ cT 3/40 µT04 (v)µT02 (v).
(4.26)
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Similarly, we obtain
‖
∫ t
0
V (t− t′)|x| 38 +∂x(|u|2)(t′)dt′‖L2x
≤
∫ T0
0
(‖|x| 38+ u¯‖L2x‖∂xu‖L∞ + ‖|x|
3
8
+
u‖L2x‖∂xu¯‖L∞x ) dt
≤
∫ T0
0
(‖〈x〉 54+ u¯‖‖∂xu‖L∞ + ‖〈x〉 54
+
u‖L2x‖∂xu¯‖L∞x ) dt
≤ cT 3/40 sup
[0,T0]
‖〈x〉 54+u(t)‖L2‖∂xu‖L4TL∞x
≤ cT 3/40 µT03 (u)µT01 (u).
(4.27)
Gathering the information in (4.21)-(4.24) we get that
‖|x| 54+u(t)‖L2 ≤ c‖|x|
5
4
+
u0‖L2 + c(1 + T0) ‖u0‖ 5
4
+
+ cT0
(
µT03 (u)µ
T0
2 (v) + µ
T0
3 (u)(µ
T0
1 (u))
2
)
+ c (1 + T0)T0
(
µT01 (u)µ
T0
2 (v) + (µ
T0
1 (u))
3
)
.
(4.28)
On the other hand, from (4.25)-(4.27) we deduce that
‖|x| 38+v(t)‖L2 ≤ c‖|x|
3
8
+
v0‖L2 + c(1 + T0) ‖v0‖3/4+
+ cT
3/4
0
(
µT04 (v)µ
T0
2 (v) + µ
T0
3 (u)µ
T0
1 (u)
)
+ cT
1/2
0
(
(µT2 (v))
2 + (µT1 (u))
2
)
.
(4.29)
Taking T0 ∈ (0, T ) such that (4.16) holds we obtain
‖|x| 54 +u(t)‖L2 + ‖|x|
3
8
+
v(t)‖L2 ≤ c‖|x|
5
4
+
u0‖L2 + c(1 + T0) ‖u0‖ 5
4
+
+ c‖|x| 38+v0‖L2 + c(1 + T0) ‖v0‖ 3
4
+
+ 2c(1 + T0)T
1/2
0 (‖u0‖s+1/2 + ‖v0‖s)
+ 2c T
1/2
0 (‖u0‖ 5
4
+ + ‖v0‖ 3
4
+).
(4.30)
This basically completes the proof. 
5. Proof of the Main Theorem 1.1
The following proof is built upon the linear analysis appearing in Section 3.
Consider the IVP (1.1) associated to the Schro¨dinger-Korteweg-de Vries system,
with initial data
u0 ∈ C∞(R) ∩H2
−
(R) ∩ L2(〈x〉4−dx) ∩ L∞(R),
and
v0 ∈ C∞(R) ∩H3/2
−
(R) ∩ L2(〈x〉3/2−dx) ∩ L∞(R),
constructed in Lemmas 3.1 and Lemma 3.2 respectively, choosing both parameters
such that they develop dispersive blow-up for the linear equations at the same time
t∗ small enough.
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As we proved in the previous section we have a solution of the IVP (1.1) given
by
u(x, t) = S(t)u0 +
∫ t
0
S(t− t′)(uv)(t′)dt′ +
∫ t
0
S(t− t′)(|u|2u)(t′)dt′, (5.1)
and
v(x, t) = V (t)v0 +
∫ t
0
V (t− t′)∂x(v2)(t′)dt′ +
∫ t
0
V (t− t′)(∂x|u|2)(t′)dt′. (5.2)
If the integral terms in (5.1) and (5.2) are C
1, 12+ε
x (R) and C1x(R) functions for all
t ∈ [0, T ] respectively, then the desired result will follow from what we already
known about S(t)u0 and V (t)v0 in Section 3. To do this we divide the analysis in
two cases, the inhomogeneous terms at Schro¨dinger equation level and the other
ones at KdV equation level.
The following two lemmas are sufficient to complete the proof of Theorem 1.1.
Lemma 5.1. Let s > 3/4 and consider an initial data
(u0, v0) ∈ Hs+ 12 (R) ∩ L2(|x|2s+1dx)×Hs(R) ∩ L2(|x|sdx).
Let (u(t), v(t)) be the corresponding solution for the IVP (1.1) given by Theorem
1.2,
u(x, t) = S(t)u0 +
∫ t
0
S(t− t′)(uv)(t′)dt′ +
∫ t
0
S(t− t′)(|u|2u)(t′)dt′
=: S(t)u0 + I(x, t),
then I ∈ C([0, T ];Hs+ 34 (R)).
In other words, the integral term I is smoother than the free propagator eit∆u0
by a quarter of derivative. In particular, this implies that for initial data as at the
beginning of this section, the integral term I ∈ C([0, T ] : C1, 34−(R)).
Lemma 5.2. Let s > 7/6 and consider an initial data
(u0, v0) ∈ Hs+ 12 (R) ∩ L2(|x|2s+1dx)×Hs(R) ∩ L2(|x|sdx).
Let (u(t), v(t)) be the corresponding solution for the IVP (1.1) given by Theorem
1.2,
v(x, t) = V (t)v0 +
∫ t
0
V (t− t′)∂x(v2)(t′)dt′ +
∫ t
0
V (t− t′)(∂x|u|2)(t′)dt′
=: V (t)v0 + II(x, t),
then II ∈ C([0, T ];Hs+ 16 (R)).
The lemma affirms that the integral term II is smoother than the free propagator
V (t)v0 by a sixth derivative. In particular, this implies that for initial data v0 as
above, the integral term II ∈ C([0, T ] : C1(R)).
Proof of Lemma 5.1. First of all, recall that the local well-posedness Theorem 1.2
guarantees the existence of the solution
u ∈ C([0, T ] : Hs+ 12 (R) ∩ L2(|x|2s+1dx)), v ∈ C([0, T ] : Hs(R) ∩ L2(|x|sdx)).
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Now, let us divide the analysis in two steps. First, define
u1(t) :=
∫ t
0
S(t− t′)(uv)(t′)dt′.
We shall show that u1(t) ∈ Hs+ 34 (R) for all t ∈ [0, T ]. In fact, by (2.4) we have
‖Ds+
3
4
x u1‖L2x ≤
∥∥D1/2x ∫ t
0
S(t− t′)Ds+
1
4
x (uv)(t
′)dt′
∥∥
L2
≤ ‖Ds+
1
4
x (uv)‖L1xL2T
≤ ‖vDs+ 14x u‖L1xL2T + ‖uD
s+ 14
x v‖L1xL2T + E1,
(5.3)
Let us estimate each of these terms. Using Ho¨lder’s inequality we can bound the
first term of (5.3) by
‖vDs+
1
4
x u‖L1xL2T ≤ c‖v‖L2xL∞T ‖D
s+ 14
x u‖L2xL2T
≤ cT 1/2‖v‖L2xL∞T ‖D
s+ 14
x u‖L∞T L2x
<∞.
On the other hand, the second term of (5.3) can be bound by
‖uDs+
1
4
x v‖L1xL2T ≤ c‖〈x〉
1/2uD
s+ 14
x v‖L2TL2x
≤ cT 3/4‖〈x〉s+ 12−εu‖L∞T L2x‖D
s+ 14
x v‖L4TL∞x
<∞.
Now to estimate E1 we shall employ commutator estimates and interpolated norms
of the previous terms. For the sake of completeness we sketch the proof.
E1 = ‖Dax(u∂xv)− uDax∂xv − ∂xvDaxu‖L1xL2T
+ ‖Dax(v∂xu)− vDax∂xu− ∂xuDaxv‖L1xL2T
+ ‖∂xuDaxv‖L1xL2T + ‖∂xvD
a
xu‖L1xL2T
where a ∈ (0, 1) is such that s+ 14 = 1 + a.
Applying the Leibnitz rule (2.22) and Ho¨lder’s inequality it follows that
E1 ≤ c ‖〈x〉1/4
+
∂xu‖L4TL4x‖〈x〉
1/4Daxv‖L4TL4x + c ‖∂xv‖L20/3x L5T ‖D
a
xu‖L20/17x L10/3T
= E1,1 + E2,2.
Let us first estimate the term E1,1. To estimate ‖〈x〉1/4+∂xu‖L4TL4x we will use
Strichartz estimate (2.20) combined with the weighted estimate (4.21). Indeed,
Ho¨lder inequality and interpolation inequalities in lemma 2.7 give us
‖〈x〉1/4+∂xu‖L4TL4x ≤ cT
1/8‖〈x〉1/4+∂xu‖L8TL4x
≤ cT 1/8‖〈x〉1/4+∂xu‖L∞T L2x + cT 1/8(1 + T )‖u‖L∞T Hs+1/2x
≤ cT 1/8‖u‖2/(2s+1)
L∞T H
s+1/2
x
‖〈x〉 2s+14(2s−1)
+
u‖(2s−1)/(2s+1)L∞T L2x +
+ cT 1/8(1 + T )‖u‖
L∞T H
s+1/2
x
,
which is finite thanks to the fact 2s+14(2s−1) < s+
1
2 .
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Let us now estimate ‖〈x〉1/4Daxv‖L4TL4x . Using Sobolev’s embedding and the
interpolation inequalities in Lemma 2.7 we obtain
‖〈x〉1/4Daxv‖L4TL4x ≤ cT
1/4‖J1/4〈x〉1/4Daxv‖L∞T L2x
≤ cT 1/4‖v‖1/3L∞T Hsx‖〈x〉
3/8Daxv‖2/3L∞T L2x
≤ cT 1/4‖v‖(2s−1)/2sL∞T Hsx ‖〈x〉
s/2v‖1/2sL∞T L2x
which is finite.
To estimate ‖∂xv‖L20/3x L5T we employ the linear estimate (2.13) and a similar
argument to show that the solution v is in Hs, s > 3/4. To bound ‖Daxu‖L20/17x L10/3T ,
using the same ideas as in the previous estimation we obtain
‖Daxu‖L20/17x L10/3T ≤ c‖〈x〉
11/20+Daxu‖L10/3T L10/3x
≤ cT 1/5‖〈x〉11/20+Daxu‖L10T L10/3x
≤ cT 1/5‖〈x〉11/20+Daxu‖L∞T L2x + cT 1/5(1 + T )‖u‖L∞T Hs+1/2x
≤ cT 1/5‖u‖(4s−3)/(4s+2)
L∞T H
s+1/2
x
‖〈x〉11(2s+1)/50+u‖5/(4s+2)L∞T L2x +
+ cT 1/5(1 + T )‖u‖
L∞T H
s+1/2
x
which is finite thanks to the fact 11(2s+1)50 < s+
1
2 and therefore we have
u1(t) ∈ Hs+ 34 (R) for all t ∈ [0, T ].
Now, let us consider the second integral term of the solution u(x, t):
u2(t) :=
∫ t
0
S(t− t′)(|u|2u)(t′)dt′.
We shall show that u2(t) ∈ Hs+ 34 (R) for all t ∈ [0, T ]. In fact, by the dual version
of Kato’s smoothing effect (2.2) we have
‖Ds+
3
4
x u2‖L2x ≤ c‖D
s+ 14
x (|u|2u)‖L1xL2T
≤ c‖u‖2L4xL∞T ‖D
s+ 14
x u‖L∞x L2T + E2,
<∞.
(5.4)
where, again, the terms in E2 are easy to control by considering the commutator
estimates (see [16]) and the interpolated norms of the previous terms, so we omit
the details. Above we have used the estimate (2.9) applied to (5.1) and then
the arguments in (4.4) and (4.5) to bound ‖u‖L4xL∞T . Thus we conclude that I ∈
C([0, T ];Hs+
3
4 (R)).

Proof of Lemma 5.2. First of all, recall that the local well-posedness Theorem 1.2
guarantees the existence of the solution
u ∈ C([0, T ] : Hs+ 12 (R) ∩ L2(|x|2s+1dx)), v ∈ C([0, T ] : Hs(R) ∩ L2(|x|sdx)).
Now, let us divide the analysis in two steps. First, define
v1(t) :=
∫ t
0
V (t− t′) ∂x(v2)(t′)dt′ ∈ C1(R).
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We shall show that v1(t) ∈ Hs+ 16 (R) for all t ∈ [0, T ]. In fact, using the smoothing
Kato effect (2.2), we obtain
sup
0≤t≤T
‖Ds+1/6x
∫ t
0
V (t− t′)(v∂xv)(t′)dt′‖2 ≤ ‖Ds−5/6x (v∂xv)‖L1xL2T
≤ ‖v‖
L
6/5
x L3T
‖Ds+1/6x v‖L6xL6T + E1,
where E1 are easy to control by considering the commutator estimates (see [16])
and interpolated norms of the previous terms to be considered below, so we omit
this proof. Now, from Strichartz estimates (2.7) with p = q = 6, θ = 23 and α =
1
2
we obtain:
‖Ds+1/6x v‖L6xL6T <∞.
On the other hand, using (2.14) in Lemma 2.7 we deduce:
‖v‖
L
6/5
x L3T
≤ c‖〈x〉1/2+v‖L3TL3x
≤ cT 1/3‖〈x〉1/2+v‖L∞T L3x
≤ cT 1/3‖J1/6(〈x〉1/2+v)‖L∞T L2x
≤ cT 1/3‖Jsv‖1−γL∞T L2x‖〈x〉
s
2
−
v‖γL∞T L2x ,
with γ such that sγ2
−
= 12
+
, i.e. γ > 1s , and such that (1 − γ)s > 1/6. Note that
the last inequality imposes the restriction s > 76 . Thus we have v1(t) ∈ Hs+
1
6 (R)
for all t ∈ [0, T ], which concludes the demonstration of the first step.
Now, let us consider the second integral term of the solution v(t, x):
v2(t) :=
∫ t
0
V (t− t′)(∂x|u|2)(t′)dt′ ∈ C1(R)
We shall show that v2(t) ∈ Hs+ 16 (R) for all t ∈ [0, T ]. For this, we use the inhomo-
geneous smoothing Kato effect (2.2), thus we obtain:
sup
0≤t≤T
∥∥Ds+ 16x ∫ t
0
V (t− t′)(∂x|u|2)dt′∥∥2 ≤ c∥∥Ds+ 16x (|u|2)∥∥L1xL2T
≤ c‖u‖L2xL∞T ‖D
s+ 16
x u‖L2TL2x + E2
≤ cT 1/2‖u‖L2xL∞T ‖D
s+ 16
x u‖L∞T L2x + E2,
where ‖u‖L2xL∞T <∞ due to Theorem 1.2 and the terms in E2 are easy to control by
considering the commutator estimates and the interpolated norms of the previous
terms.
This concludes the estimates for the solution v.
Therefore we have shown that the Duhamel terms associated to our solutions
are smoother that the corresponding linear associated solutions. In consequence, if
there is a point singularity it has to be provided by the linear solution.

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