The concept of data depth leads to a center-outward ordering of multivariate data, and it has been effectively used for developing various data analytic tools. While different notions of depth were originally developed for finite dimensional data, there have been some recent attempts to develop depth functions for data in infinite dimensional spaces. In this paper, we consider some notions of depth in infinite dimensional spaces and study their properties under various stochastic models. Our analysis shows that some of the depth functions available in the literature have degenerate behaviour for some commonly used probability distributions in infinite dimensional spaces of sequences and functions. As a consequence, they are not very useful for the analysis of data satisfying such infinite dimensional probability models. However, some modified versions of those depth functions as well as an infinite dimensional extension of the spatial depth do not suffer from such degeneracy, and can be conveniently used for analyzing infinite dimensional data.
Introduction
In finite dimensional spaces, depth functions provide a center-outward ordering of the points in the sample space relative to a given probability distribution, and various depth functions for probability distributions in R d have been proposed in the literature (see, e.g., Liu et al. (1999) and Zuo and Serfling (2000) for some extensive review). Several desirable properties of depth functions have been listed in Zuo and Serfling (2000) , and these properties have been utilized in developing several statistical procedures. Depth-weighted L-type location estimators like trimmed means have been considered in Donoho and Gasko (1992) , Fraiman and Muniz (2001) , Mosler (2002) and Zuo (2006) . Depth functions have also been used to construct statistical classifiers (see, e.g., Jörnsten (2004) , Ghosh and Chaudhuri (2005) , Mosler and Hoberg (2006) , Dutta and Ghosh (2012) and Li, Cuesta-Albertos and Liu (2012) ). Another useful application of depths is in constructing depth contours (see, e.g., Donoho and Gasko (1992) and Mosler (2002) ), which determine central and outlying regions of a probability distribution. These contours and regions are useful in outlier detection.
With the recent advancement of scientific techniques and measurement devices, we increasingly come across data that have dimensions much larger than the sample sizes. Such data cannot be handled using standard multivariate techniques due to their high dimensionalities and low sample sizes. A common approach for handling such data is to embed them into suitable infinite dimensional spaces (e.g., data lying in function spaces). Halfspace depth (HD) (see, e.g., Donoho and Gasko (1992) ), projection depth (PD) (see, e.g., Zuo and Serfling (2000) ) and spatial depth (SD) (see, e.g., Vardi and Zhang (2000) and Serfling (2002) ), which were originally defined for data in finite dimensional spaces, can have natural extensions into infinite dimensional spaces as we shall see in subsequent sections. Fraiman and Muniz (2001) defined a notion of depth, which is called integrated data depth (ID), in function spaces. Fraiman and Muniz (2001) used this depth function to construct trimmed means, and they showed that the empirical ID is a strongly and uniformly consistent estimator of its population counterpart. These authors used ID to categorize extremal and central curves in the data consisting of 100 curves used to build the NAS-DAQ 100 index. Recently, Romo (2009, 2011) introduced two different notions of data depth for functional data, and they called them band depth (BD) and half-region depth (HRD). These authors have used these depth functions for detecting the central and the peripheral sample curves of some real datasets including daily temperature curves for Canadian weather stations and gene expression data for lymphoblastic leukemia. Trimmed means based on BD have been discussed in López- Pintado and Romo (2006) , and they used it to construct classifiers based on certain distance measures. The distance of an observation from a class was defined either as the distance from the trimmed mean of the class or as a trimmed weighted average of the distances from observations in the class. The procedure was implemented to classify the well-known Berkeley growth data (see Ramsay and Silverman (2005) ). López-Pintado and Romo (2009) also proposed a rank based test for two-population problems using BD, and they used the procedure to test the equality of curves obtained by plotting relative diameters along the y-axis against relative heights along the x-axis for two groups of trees as well as the Berkeley growth data. These authors proved that the empirical versions of both of BD and HRD converge uniformly almost surely to their population counterparts. However, it was observed by them that both the depth functions tend to take small values if the sample consists of irregular (non-smooth) curves that cross one another often. To overcome this problem, López-Pintado and Romo (2009, 2011) proposed modified versions of these depth functions, called modified band depth (MBD) and modified half-region depth (MHRD), using the "proportion of time" a sample curve spends inside a band or a half-region, respectively.
It was observed in Liu (1990) that the maximum value of simplicial depth of a point in R d with respect to any angularly symmetric absolutely continuous probability distribution is 2 −d . Consequently, the simplicial depth of any point in R d under such a distribution converges to zero as d grows to infinity. This observation motivated us to critically investigate the behaviour of the above-mentioned depth functions for some standard probability models that are widely used for data in infinite dimensional spaces. It will be shown that infinite dimensional extensions of HD and PD have degenerate behaviour in infinite dimensional spaces. Moreover, both BD and HRD suffer from degeneracy for some standard probability models in function spaces. However, their modified versions as well as ID do not suffer from any such degenerate behaviour for similar probability distributions in function spaces. We also extend the notion of SD into infinite dimensional spaces, and it is shown that such an extension leads to a well-behaved and statistically useful depth function for many infinite dimensional probability distributions.
Depths using linear projections
In this section, we shall consider depth functions that are defined using linear projections of a random element X. We begin by recalling that in finite dimensional spaces, the definitions of both of HD and PD involve distributions of linear projections of X. An extension of HD into Banach spaces has been considered in Dutta et al. (2011) . Consider a Banach space X , the associated Borel σ-field, a random element X ∈ X and a fixed point x ∈ X . The HD of x with respect to the distribution of X is defined as HD(x) = inf{P (u(X−x) ≥ 0) : u ∈ X * }, where X * denotes the dual space of X . The PD of x with respect to the distribution of X is defined as ., . denotes the usual inner product in l 2 . We shall first consider the space l 2 equipped with its usual norm and the associated Borel σ-field. Consider a random sequence X = (X 1 , X 2 , . . .) ∈ l 2 such that
, and denote by Y k the residual of linear regression of X k on (X 1 , X 2 , . . . , X k−1 ) for k ≥ 2. In other words, for k ≥ 2,
is a sequence of uncorrelated random variables with zero means. Further, since
and hence, Y ∈ l 2 with probability one. We now state a theorem that establishes a degeneracy result for both of HD and PD under appropriate conditions on the distribution of Y.
Theorem 2.1. Let µ denote the probability distribution of X in l 2 . Assume that the residual sequence Y obtained from X is α-mixing with the mixing coefficients {α k } satisfying
subset of l 2 with µ-measure one. Here HD(x) and P D(x) denote the half-space and the projection depths of x with respect to µ, respectively, and in the definition of P D(x), we choose θ(.) and σ(.) to be the mean and the standard deviation, respectively.
It is obvious that for any Gaussian probability measure µ, the assumptions in the preceding theorem hold. Recently, it has been shown in Dutta et al. (2011) that HD has degenerate behaviour when the probability distribution of X = (X 1 , X 2 , . . .) is such that X 1 , X 2 , . . . are independent random variables satisfying suitable moment conditions. Note that if X = (X 1 , X 2 , . . .) is a sequence of independent random variables with zero means, we have Y = X. In that case, if we choose p = 1 and r = 2, the moment assumption in the above theorem implies that ∞ k=1 E{(X k /σ k ) 4 }/k 2 < ∞, which is the condition assumed in Theorem 3 in Dutta et al. (2011) . It is worth mentioning here that the above result is actually true whenever ∞ k=1 (Y k /τ k ) 2 = ∞ with probability one (see the proof in Section 6). This, for instance, holds whenever Y is a sequence of independent non-degenerate random variables. The moment and the mixing assumptions on Y stated in the theorem are only sufficient to ensure ∞ k=1 (Y k /τ k ) 2 = ∞ with probability one, but by no means they are necessary.
The degeneracy of HD and PD stated in the previous theorem is not restricted to sepa- The degeneracy of HD stated in Theorems 2.1 and 2.2 can be interpreted as follows. Let X be either l 2 or C[0, 1]. Then, for any x ∈ X , we can choose a hyperplane in X through x in such a way that the probability content of one of the half-spaces is as small as we want.
On the other hand, the degeneracy result about PD in the above theorems implies that one can find an element u ∈ X * so that the distance of u(x) from the mean of u(X) relative to the standard deviation of u(X) will be as large as desired. Such degenerate behaviour of HD and PD clearly implies that they are not suitable for center-outward ordering of the points in X , and these depth functions cannot be used to determine the central and the outlying regions for many probability measures including Gaussian distributions in X . One reason for such degeneracy is that the dual space X * is too large, and its unit ball is not compact (see also Mosler and Polyakova (2012) ). It will be appropriate to note here that unlike what we have mentioned about simplicial depth in the Introduction, it is easy to verify that the maximum values of HD and PD for any symmetric probability distribution in X such that any linear function has a continuous distribution are 1/2 (see, e.g., Dutta et al. (2011) ) and 1, respectively, and these maximum values are achieved at the centre of symmetry of the probability distribution. In other words, although HD and PD have degenerate behaviour in X , the half-space median and the projection median remain well-defined for symmetric distributions in X .
Let us now consider a simple classification problem, which involves class distributions in X (X = l 2 or C[0, 1] as in the preceding paragraph), where the two classes differ only by a shift in the location. Let X and Z denote random elements from the two class distributions, where Z has the same distribution as X + c for some fixed c ∈ X . Let us denote by HD X and HD Z the half-space depth functions computed using the distributions of X and Z, respectively. Similarly, let P D X and P D Z be the projection depth functions based on the distributions of X and Z, respectively. Then, under the assumptions of Theorem 2.1 or 2.2, it is easy to verify using the arguments in the proofs of those theorems (see Section 6) that HD X (w) = HD Z (w) = P D X (w) = P D Z (w) = 0 for almost every realization w of X and Z. This implies that neither HD nor PD is suitable for classification purpose in the space X for such class distributions.
A modified version of Tukey depth, called the random Tukey depth (RTD), was proposed in Cuesta-Albertos and Nieto-Reyes (2008) for probability distributions in l 2 . It is defined as
observations from some probability distribution in l 2 independent of X, and the probability in the definition of RTD is conditional on them. It is easy to see that the support of the distribution of RT D( X) is the whole of [0, 1/2] for Gaussian and many other distributions in l 2 , where X denotes an independent copy of X. However, Cuesta-Albertos and Nieto-Reyes (2008) mentioned some theoretical and practical difficulties with RTD including the problem of choosing N and the distribution of U j 's. A depth function for probability distributions in Banach spaces was introduced in Cuevas and Fraiman (2009) , which is called Integrated dual depth (IDD). It is defined as IDD(x) = X * D u (u(x))Q(du), where x ∈ X , Q is a probability measure in X * , and D u is a depth function defined on R. Cuevas and Fraiman (2009) recommended that one can choose a finite number of i.i.d. random elements U 1 , U 2 , . . . , U N from a probability distribution in X * , which will be independent of X and compute IDD
). It can be easily shown that if D u is any standard depth function (e.g., HD, SD or simplicial depth) that maps R onto a non-degenerate interval, then for Gaussian and many other distributions of X in X , IDD(X) will have a non-degenerate distribution with an appropriate interval as its support. However, like RTD, there are no natural guidelines available in practice for choosing the probability distribution Q in the dual space X * and the number N of the random directions U j 's.
Depths based on coordinate random variables
In this section, we shall discuss depths that use the underlying coordinate system of the sample space. We begin by considering BD and HRD that were discussed in the Introduction. BD and HRD of any x = {x t } t∈[0,1] ∈ C[0, 1] with respect to the probability distribution of a random element X = {X t } t∈ [0, 1] 
respectively.
López-Pintado and Romo (2009, 2011) defined finite dimensional versions of these two depth functions as follows. For J independent copies
and
respectively. The above definitions of BD and HRD in function spaces and finite dimensional
Euclidean spaces lead to a natural definition of these depth functions in a sequence space.
and a fixed sequence x = (x 1 , x 2 , . . .), we can define
respectively. However, as the following theorem shows, such versions of BD and HRD in sequence spaces will have degenerate behaviour for certain α-mixing sequences.
Theorem 3.1. Let X = (X 1 , X 2 , . . .) be an α-mixing sequence of random variables and denote the distribution of X by µ. Also, assume that the mixing coefficients {α k } satisfy
BD(x) = HRD(x) = 0 for all x with µ-measure one, where BD(x) and HRD(x) denote the band and the half-region depths of x with respect to µ, respectively.
The preceding theorem implies that for i.i.d. copies of a random sequence satisfying appropriate α-mixing conditions, any given sample sequence will not lie in a band or a half-region formed by the other sample sequences with probability one. A question that now arises is whether a similar phenomenon holds for probability distributions in function spaces like C[0, 1]. Unfortunately, as the next theorem shows, BD and HRD continue to exhibit degenerate behaviour for a well-known class of probability measures in C[0, 1].
Theorem 3.2. Let {X t } t∈[0,1] be a Feller process having continuous sample paths. Assume that for some x 0 ∈ R, P (X 0 = x 0 ) = 1, and the distribution of X t is non-atomic and symmetric about x 0 for each t ∈ (0, 1]. Then, BD(x) = HRD(x) = 0 for all x in a set of µ-measure one, where µ denotes the probability distribution of X, and the depth functions BD and HRD are obtained using µ.
We refer to Revuz and Yor (1991) 
where λ(.) is the Lebesgue measure on [0, 1]. Fraiman and Muniz (2001) defined ID for 
)dt, which is ID(x) defined using the simplicial depth for each coordinate variable. Here F t denotes the distribution of X t for each t ∈ [0, 1]. Indeed, we have the following equivalent representations of MBD and MHRD by Fubini's theorem.
It is easy to see from (3) that if
.e., X − a and a − X have the same distribution, then MBD has a unique maximum at a. The same is true for ID provided that for all t ∈ [0, 1], the univariate depth D t in the definition of ID has a unique maximum at a t (cf. the property "FD4center" in Mosler and Polyakova (2012, p. 10) , Theorems 3 and 4 in Liu (1990) and property "P2" in Zuo and Serfling (2000, p. 463) ). Consider next
, y is farther away from a than x. Then, M HRD(y) ≤ M HRD(x) and
we have ID(y) ≤ ID(x) (cf. the "FD4pw Monotone" property in Mosler and Polyakova (2012, p. 9) ). Consider next any x = {x t } t∈[0,1] ∈ C[0, 1] satisfying x t = 0 for all t in a subset of [0, 1] with Lebesgue measure one. It follows from representations (3) and (4) for MBD and MHRD that both M BD(a + nx) and M HRD(a + nx) converge to zero as
as n → ∞. So, all these depth functions tend to zero as one moves away from the center of symmetry along suitable lines. This can be viewed as a weaker version of the "FD3"
property in Mosler and Polyakova (2012) (see also Theorem 1 in Liu (1990) and property "P4" in Zuo and Serfling (2000, p. 464) ).
The following theorem shows that MBD, MHRD and ID have non-degenerate distributions with adequate spread for a class of probability distributions in C[0, 1] that includes many popular stochastic models. The properties of these depth functions discussed above and the theorem stated below show that these depth functions are suitable choices for a center-outward ordering of elements of C[0, 1] with respect to the distributions of a large class of stochastic processes, and can be used for constructing central and outlying regions, trimmed estimators, and also for outlier detection. Moreover, due to the continuity of ID and MBD, and the fact that they attain their unique maximum at the centre of symmetry of any probability distribution, both of these depth functions will be able to discriminate between two distributions with distinct centres of symmetry.
For the next theorem, in the definition of ID, we shall assume D t (.) = ψ(F t (.)) for all t ∈ [0, 1], where ψ is a bounded continuous positive function satisfying ψ(0+) = ψ(1−) = 0, and F t denotes the distribution of Y t .
Theorem 3.3. Consider the process Note that since ψ is a continuous non-constant function, the support of the distribution of ID( X) is actually a closed non-degenerate interval. Here, by the support of a probability distribution in any metric space, we mean the smallest closed set with probability one. Let us also observe that in the above theorem, the depths are computed based on the entire process X = {X t } t∈[0,1] starting from time t = 0. But in practice, it might very often be the case that we observe the process from some time point t 0 > 0, and then the depths are to be computed based on the observed path {X t } t∈[t 0 ,1] . Even in that case, the conclusions of the above theorem hold (see Remark 6.4 in Section 6).
Spatial depth in infinite dimensional spaces
In this section, we shall consider an extension of the notion of spatial depth from R d into infinite dimensional spaces. Spatial depth of x ∈ R d with respect to the probability distribution of a random vector X ∈ R d is defined as SD(x) = 1 − ||E{(x − X)/||x − X||}|| (see, e.g., Vardi and Zhang (2000) and Serfling (2002) ). It has been widely used for various statistical procedures including clustering and classification (see, e.g., Jörnsten (2004) and Ghosh and Chaudhuri (2005) ), construction of depth-based central and outlying regions and depth-based trimming (see Serfling (2006) ). This depth function extends naturally to any Hilbert space X . For an x ∈ X and a random element X ∈ X , we can define SD(x) using the same expression as above, where ||.|| is to be taken as the usual norm in X , and the expectation is in the Bochner sense (see, e.g., Araujo and Giné (1980, p. 100) ).
Spatial depth function inherits many of its interesting properties from finite dimensions.
For instance, SD(x) is a continuous function in x if the distribution of X is non-atomic, which is a direct consequence of dominated convergence theorem. Further, it follows from Kemperman (1987) that if X is strictly convex, and the distribution of X is non-atomic and is not supported on a line in X , then the function SD has a unique maximum at the spatial median m (say) of X, and its maximum value is 1 (cf. the property "FD4center" in Mosler and Polyakova (2012, p. 10) , Theorems 3 and 4 in Liu (1990) and property "P2" in Zuo and Serfling (2000, p. 463) ). Further, if we consider the sequence {m + nx} n≥1 for any fixed non-zero x ∈ X , it follows by a simple application of dominated convergence theorem that SD(m + nx) → 0 as n → ∞ (cf. the "FD3" property in Mosler and Polyakova (2012) , Theorem 1 in Liu (1990) and property "P4" in Zuo and Serfling (2000, p. 464) ).
A natural question that arises now is whether SD suffers from degeneracy similar to what was observed in the case of some of the depth functions discussed earlier or its distribution is well spread out. As the next theorem shows, the distribution of SD is actually supported on the entire unit interval for a large class of probability measures in a separable Hilbert space X including Gaussian probabilities.
Theorem 4.1. Let X be a separable Hilbert space and consider a random element X = ∞ k=1 X k φ k , where {φ k } k≥1 is an orthonormal basis of X . Assume that X has a nonatomic probability distribution µ with ∞ k=1 E(X 2 k ) < ∞, and the support of the conditional distribution of (X 1 , X 2 , . . . , X d ) given (X d+1 , X d+2 , . . .) is the whole of R d for each d ≥ 1. Then, the function SD(x) defined using the distribution µ takes all the values in (0, 1] as x varies in X . Further, if X denotes an independent copy of X, the support of the distribution of SD( X) will be the whole of [0, 1]. where X is an independent copy of X.
It follows from arguments that are very similar to those in Remark 6.4 in Section 6 that the above result holds even if SD is computed based on the process {X t } t∈[t 0 ,1] , where t 0 > 0. The properties of SD stated at the beginning of this section along with the results in Theorems 4.1 and 4.2 imply that like ID, MBD and MHRD, SD can also be used for various depth-based statistical procedures. The spatial depth function can also be used to discriminate between two probability measures in a separable Hilbert space or C[0, 1]. For instance, for any two non-atomic probability measures having distinct and unique spatial medians, the associated spatial depth functions will be continuous, each having a unique maximum at the corresponding spatial median. In that case, spatial depth will be able to distinguish between the two distributions.
We conclude this section with the discussion of another notion of depth, which has a somewhat similar nature as that of SD. For a random element X and a fixed element x in L 2 [0, 1], the h-depth introduced in Cuevas et al. (2007) is defined as E{K h (||x−X||)}, where K h (t) = h −1 K(t/h) for some fixed kernel K and h > 0 is a tuning parameter. Suppose that K is a bounded continuous probability density function supported on the whole of [0, ∞) with K(s) → 0 as s → ∞, and (X 1 , X 2 , . . .) satisfies the conditions in Theorem 4.1, which ensures that the support of the distribution of X is the whole of L 2 [0, 1]. Then, in view of the continuity of E{K h (||x − X||)} as a function of x, which is a consequence of the dominated convergence theorem, it is not difficult to see that the support of the distribution of the h-depth evaluated at an independent copy X of X will be the whole of [0, A]. Here A = sup x∈L 2 [0,1] E{K h (||x−X||)}. However, no specific guidelines are available for choosing K and h in practice.
Demonstration using real and simulated data
In the three preceding sections, we have investigated the behaviour of several depth func- In all our samples, since the dimension is much larger than the sample size, the empirical versions of both of HD and PD turn out to be zero (see Figure 1 ). This is a consequence of the fact that when the dimension is larger than the sample size, and no sample point lies in the subspace spanned by the remaining sample points, the HD and the PD of any data point with respect to the empirical distribution of the remaining data points is zero (see, e.g., remarks at the beginning of Section 4 in Dutta et al. (2011) ). It is also observed from the dotplots in Figure 1 that empirical BD and HRD are both degenerate at zero for the two datasets. However, the distribution of empirical SD is well spread out in the corresponding dotplots in Figure 1 .
For the colon data, we have prepared another dotplot (see Fig. 2 ), which shows the difference between the two empirical SD values for each data point, where one depth value is obtained with respect to the empirical distribution of the tumor tissue sample, and the other one is obtained using that of the normal sample. The value of this difference for a data point corresponding to the tumor tissue is plotted in the panel with heading "Tumor tissue", where all the values are positive. This implies that each data point in the sample of tumor tissue has higher depth value with respect to the empirical distribution of the tumor sample than its depth value with respect to the empirical distribution of the normal tissue sample.
On the other hand, a data point corresponding to the normal tissue is plotted in the panel with heading "Normal tissue", where all the values, except only two, are negative. In other words, except for those two cases, each data point in the sample of normal tissue has higher depth value with respect to the normal tissue sample. Thus, SD adequately discriminates between the two samples, and maximum depth or other depth-based classifiers (see, e.g., Ghosh and Chaudhuri (2005) and Li, Cuesta-Albertos and Liu (2012)) constructed using SD will yield good results for this dataset. As shown in the dotplots in Figures 3 and 4 , for all of the above simulated and real data, the distributions of empirical ID, MBD, MHRD and SD are well spread out. Empirical BD and HRD are both degenerate at zero for the Brownian motion and the geometric Brownian motion (see Figure 3) . For the fractional Brownian motion, the maximum value of empirical BD was 0.024, with its median = 0 and the third quartile = 0.004, whereas the maximum value of empirical HRD was 0.020 with its third quartile = 0 (see Figure 3) .
For the lip movement data, the empirical HRD is degenerate at zero, while the maximum value of empirical BD is 0.006 with its third quartile = 0 (see Figure 4) . For the growth acceleration data, the HRD again turns out to be degenerate at zero, while BD takes a maximum value of 0.004 for boys and 0.008 for girls, and the third quartile for BD = 0 for boys as well as girls (see Figure 4) .
For the growth acceleration data, Fig. 5 shows the dotplots for the differences between the two depth values with respect to the empirical distributions of the boys and the girls based on SD, MHRD, MBD and ID. The value of this difference for a data point corresponding to a boy (respectively, a girl) is plotted in the panel with heading "Boys" (respectively, "Girls"). For SD, MBD and ID, most of the data points corresponding to the boys have higher depth values with respect to the empirical distribution of the boys than with respect to the empirical distribution of the girls. On the other hand, most of the data points corresponding to the girls have higher depth values with respect to the empirical distribution of the girls. This implies that each of ID, MBD and SD adequately discriminates between the two samples, and depth-based classifiers (see, e.g., Ghosh and Chaudhuri (2005) and Li, Cuesta-Albertos and Liu (2012)) constructed using ID, MBD or SD will perform well for this dataset. However, the plot corresponding to MHRD shows that a large number of data points in the sample of boys have higher depth values with respect to the empirical distribution of the girls, and almost half of the data points in the sample of girls have
higher depth values with respect to the empirical distribution of the boys. This indicates that MHRD does not discriminate well between the two samples.
Technical details
Proof. of Theorem 2.1 Let
dimensional column vectors that consist of the first d coordinates of the sequences X and
definition, the half-space depth of a point x ∈ l 2 relative to the distribution of X will satisfy
where
Throughout this section, any finite dimensional vector will be a column vector, and ′ will denote its transpose. Since Y 1 , Y 2 , . . . , Y d are uncorrelated, it follows from (5) and Chebyshev inequality that (6) implies, by an application of Cauchy-Schwarz inequality, that
In view of the moment and the mixing conditions assumed on the Y k 's in the theorem, it follows from Corollary 4 in Hansen (1991) that
( 7) and (8) imply that HD(x) = 0 for all x in a subset of l 2 with µ-measure one.
Next, using the definition of PD and arguments similar to those used above, we get that
As in the case of HD, in view of the moment and the mixing conditions on the Y k 's assumed in the theorem, (8) and (9) 
variate Gaussian distribution with independent components in view of the Gaussian distribution of X. The proof now follows by straightforward modification of the arguments used in the proof of Theorem 2.1 and using
Proof. of Theorem 3.1 Let X = ( X 1 , X 2 , . . .) and X i = (X i,1 , X i,2 , . . .), i = 1, 2, . . . , J, be independent copies of X. We first note that BD(x) = HRD(x) = 0 with probability one iff E{BD( X)} = E{HRD( X)} = 0. Let us first consider the case of BD.
Consequently, it is enough to show that for any 2 ≤ j ≤ J, the event {min 1≤i≤j X i,k > X k } ∪ {max 1≤i≤j X i,k < X k } occurs for some k ≥ 1 with probability one. Now, the sequence (min 1≤i≤j X i,1 − X 1 , min 1≤i≤j X i,2 − X 2 , . . .) is α-mixing for any 1 ≤ j ≤ J, and its mixing coefficients satisfy the conditions assumed in the theorem. On the other hand, P (min 1≤i≤j X i,k > X k ) = 2 −j for all k ≥ 1, by the continuity of the distributions of the X k 's.
So, using Corollary 4 in Hansen (1991) , we have d −1 d k=1 I(min 1≤i≤j X i,k > X k ) → 2 −j as d → ∞ with probability one for all 1 ≤ j ≤ J. So, the event {min 1≤i≤j X i,k > X k } actually occurs for infinitely many k ≥ 1 with probability one. Thus, BD(x) = 0 for all x in a subset of l 2 with µ-measure one.
The proof for HRD follows by taking j = 1, and we skip further details. , i = 1, 2, . . . , J, denote independent copies of X, and define T j = inf{t > 0 : min 1≤i≤j X i,t > x 0 } and S j = inf{t > 0 : max 1≤i≤j X i,t < x 0 } for 1 ≤ j ≤ J. Then, P (T j = 0) = P (S j = 0) = 1 for all 1 ≤ j ≤ J.
Proof. Consider the multivariate Feller process {(X 1,t , X 2,t , . . . , X j,t )} t∈ [0, 1] , where 1 ≤ j ≤ J. Since, P (T j ≤ t) ≥ P (min 1≤i≤j X i,t > x 0 ) = 2 −j and P (S j ≤ t) ≥ P (max 1≤i≤j X i,t < x 0 ) = 2 −j for every t > 0, we have
From the continuity of the sample paths of the processes, and using Propositions 2.16 and 2.17 in Revuz and Yor (1991) , it follows that P (T j = 0) = 0 or 1 and P (S j = 0) = 0 or 1 for all 1 ≤ j ≤ J. The proof is now complete using (10). 
Proof. For any t > 0, let 0 < r < t be such that f r < x 0 . Then, P (T ≤ t) ≥ P (T ≤ r) ≥ P (X r > f r ) ≥ P (X r > x 0 ) = 1/2. Now, arguing as in the proof of Lemma 6.1, we get that
Feller proces staring at 0. Next, let 0 < s < t be such that f s > x 0 . By similar arguments, we get that P (S = 0) = 1.
Proof. of Theorem 3.2 We first prove the result for BD using similar ideas as in the proof of Theorem 3.1. From the definition of BD in (1), we have
For any fixed j, let z = {z t } t∈[0,1] be a realization of the process {min 1≤i≤j X i,t } t∈ [0, 1] . Then, from Lemma 6.1, it follows that z satisfies, with probability one, the assumptions made on the function f in Lemma 6.2. So, using Lemma 6.2, we have
for all z in a set of probability one. Hence, the expectation in (11) is zero, which implies that E{BD( X)} = 0. Thus, BD(x) = 0 on a set of µ-measure one.
The proof for HRD follows by taking z to be a realization of the process X, and using Lemma 6.1 and similar arguments as above.
Lemma 6.3. Let G be the map on
Proof. Let t n → t in [0, 1] as n → ∞. By the continuity of g, and the fact that f = t (p)} t∈ [0, 1] . Note that the distribution F t of Y t is Gaussian for all t ∈ (0, 1] with zero mean and variance σ 2 t (say), which is a continuous function in t. So, F −1
, where Φ and ζ p denote the distribution function and the pth quantile of the standard normal variable, respectively. Hence, y p ∈ C[0, 1], and in view of Lemma 6.3, we have
Note that by strict monotonicity of g(t, .) for all t ∈ [0, 1], we have M BD( 1) ), respectively.
Proof. of Theorem 4.1 First, we shall prove that the support of X is the whole of l 2 , where X = ( X 1 , X 2 , . . .) is an independent copy of X = (X 1 , X 2 , . . .). For this, let us fix
Further, in view of the assumption on the second moments of the
Using Markov inequality, we get
(12) and (13) now imply that
From the conditional full support assumption on the X k 's, it follows that the expression on the right hand side of the inequality (14) is positive for each η > 0. This implies that x lies in the support of X.
Since the distribution of X is non-atomic, SD is a continuous function on l 2 as mentioned in Section 4. Thus, the set {SD(x) : x ∈ l 2 } is an interval in Since g(t, .) is continuous and strictly increasing, there is a unique q t ∈ [−L, L] such that g(t, q t ) = λg(t, f t ) + (1 − λ)g(t, h t ). Now let t n → t ∈ [0, 1] as n → ∞. Since g(t n , q tn ) = λg(t n , f tn ) + (1 − λ)g(t n , h tn ), by continuity of g, we have g(t n , q tn ) → λg(t, f t ) + (1 − λ)g(t, h t ) = g(t, q t )
as n → ∞. Suppose now, if possible, q tn q t as n → ∞. Then, there exists ǫ 0 > 0 and a subsequence {t n j } j≥1 such that |q tn j − q t | > ǫ 0 for all j ≥ 1. A further subsequence of {t n j } j≥1 will converge to some b t ∈ [−L, L], and hence, |b t − q t | ≥ ǫ 0 . Along that latter subsequence, we have g(t n j , q tn j ) converging to g(t, b t ). This and (15) together imply that g(t, b t ) = g(t, q t ). So, by strict monotonicity of g(t, .), we get that b t = q t , which yields a contradiction. Hence, q tn → q t as n → ∞, which implies that q = {q t } t∈ such that ||m n − m|| 2 → 0 as n → ∞, where ||.|| 2 is the usual norm in L 2 [0, 1] as before.
Hence, by continuity of the spatial depth function,, we have SD(m n ) → 1 as n → ∞. We next consider the sequence of linear functions {r n } n≥1 , where r n = {g(0, y 0 ) + d n t} t∈ [0, 1] and d n → ∞ as n → ∞. Since g(t., ) is a strictly increasing continuous function for each t ∈ [0, 1], there exists f n,t such that g(t, f n,t ) = g(0, y 0 ) + d n t. Using the assumptions about g, it can be shown that for each n ≥ 1, the function f n = {f n,t } t∈[0,1] ∈ C y 0 [0, 1], which implies that r n = G(f n ) ∈ H 0 . Now, using dominated convergence theorem, we have 
