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Abstract 
We consider the problem of computing a census function among n processors in a message- 
passing system. In this problem, each of the n processors holds one piece of data initially. The 
goal is to compute an associative and commutative census function h on the n distributed pieces 
of data and to make the result known to all the processors. To perform the computation, 
processors end messages to and receive messages from one another in specified communication 
rounds. To model the communication latencies inherent in many modem message-passing 
systems, we use the postal model which was recently introduced by Bar-Noy and Kipnis. In this 
model, a message sent by one processor in a given round is received by another processor only 
several rounds later. This paper describes an optimal algorithm for the census problem in the 
postal model. The algorithm requires the least number of communication rounds and min- 
imizes the time spent by each processor in sending and receiving messages. 
Keywords: Census computation; Combining algorithms; Distributed systems; Gossiping; 
Message-passing systems; Parallel computers; Postal model 
1. Introduction 
A census function on n inputs is a function h, the outcome of which may depend on 
each of its n inputs. Examples of census functions include summation, multiplication, 
logical-or, logical-and, and logical-xor. Census functions are frequently used in many 
applications for parallel and distributed systems. In these applications, there are 
n processors, each of which initially holds one input to the census function h. The 
objective is to compute the outcome of the census function h on the n inputs 
distributed among the n processors and to make the result known to all the n 
processors. 
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The census problem resembles the concatenation problem in the parallel processing 
literature [l3] and the gossiping problem in the distributed processing literature [15]. 
In these latter two problems, each of the n processors holds one piece of data initially, 
and the goal is to have each processor obtain all the n pieces of data. In fact, any 
algorithm for the concatenation or gossiping problems can be easily modified into an 
algorithm for the census problem, by having each processor apply the function 
h locally after it has obtained all the n pieces of data. However, in the census problem, 
unlike the concatenation and gossiping problems, each processor needs only one final 
value, namely, the outcome of h on the n inputs. This fact gives rise to algorithms for 
the census problem that communicate substantially less data than algorithms for the 
gossiping and concatenation problems. 
In this paper, we investigate the census problem in the postal model for message- 
passing systems. This model was recently introduced by Bar-Noy and Kipnis [2] to 
address several emerging trends in modern distributed-memory parallel computers 
and high-speed communication etworks. These trends include (i) viewing the system 
as a fully connected collection of processors, (ii) packetizing data into sequences of 
atomic messages, and (iii) tolerating communication latencies. (A related model, the 
LogP model [ 111, was also recently developed to address imilar goals.) Systems that 
explore these trends include parallel computers like the MIT J-Machine [12], the 
TMC CM-5 [18], the IBM Vulcan system [20], and communication etworks such as 
PARIS [8, 91 and plaNET [lo]. 
More formally, we study the census problem in a fully connected message-passing 
system with n processors and communication latency A, which we denote by 
&p’Y(n, 2). In this system, processors communicate by sending atomic messages to 
and receiving atomic messages from one another. The latency parameter ;1 $ 1 is 
defined as the ratio of (a) the time that passes since the originator of an atomic 
message starts sending it until the recipient of the atomic message finishes receiving it, 
to (b) the time required to send or receive an atomic message. For 1= 1, the postal 
model reduces to a model that has become known as the simultaneous send/receive 
model (see Cl, 4, 5-7)). We assume that communication between processors occurs in 
rounds, where in each round a processor can send a message to another processor and 
receive a message from another processor. If processor p sends a message M to 
processor q in round t, then processor q receives message M in round t + A - 1. That 
is, the latency 2 measures the total number of rounds required to communicate 
a message, including the sending and the receiving rounds. Processor p, after it sends 
message M in round t, is free to perform other functions including sending other 
messages to other processors. In particular, after having sent message M to processor 
q, processor p need not wait until processor q receives message M. We assume that the 
communication latency is an integral number ;1 3 1. 
We use the following notations in describing the census problem. The system 
consists of n processors pO, p 1, . . . , p,,_ 1. Initially, processor pi has a piece of data di, for 
0 G id n - 1. The goal is to compute h(do,dI,...,d,_l) and to make the result 
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known to all the n processors. The function h is associative, commutative, and can be 
applied on any subset of the inputs. 
We use two common complexity measures to evaluate algorithms. The first, R, is 
the number of communication rounds required by an algorithm. The second, T, is the 
maximal amount of time spent by any processor sending and receiving messages in an 
algorithm, assuming that sending or receiving one piece of data consumes one unit of 
time. 
Our census algorithm uses a generalized Fibonacci sequence F,( .), and an index 
sequence fi( e), which are similar to the ones introduced in [2]. In Section 2, we 
provide the definitions of F,( .) and fn( .), and we also show that for any n, any 
algorithm for the census problem in ~?9Y(n, A) requires at least R =fn(n) rounds 
and T =fA(n) units of time. 
Optimal solutions to the census problem in .,#ZBY(n, A) are known only for specific 
values of the parameters. For example, for the case of I = 1, a solution in [l, 171 first 
reduces the number of pieces of data to be a power of 2, then applies a butterfly 
combining algorithm on the reduced data, and finally sends the census result to the 
remaining processors. This solution is optimal in both R and T only when n is a power 
of 2. As another example, an optimal solution for the case of A = 1 and for any value of 
n was recently developed in [S]. This solution is based on the binary representation of 
n. Lately, an optimal solution for any integral value of I 2 1 but only for values of n of 
the form n = F,(k) was presented in [16]. It should be noted that the solution of [16] 
can be extended to any value of n by using the techniques of [l, 171. This extension 
results in an algorithm that is within an additive term of 21 - 1 of optimal. In this 
paper, we provide an optimal algorithm to the census problem in ABY(n, A) for all 
integral values of A 2 1 and n > 1. This algorithm requires R =fA(n) rounds and 
T =fA(n) units of time, for any n. 
2. Preliminaries 
In this section, we provide some definitions and facts that are used by the census 
algorithm in Section 3. We also provide lower bounds for the census problem in 
_49’Y(n, A). Some of the definitions here are similar to those in [2, 3-J. 
2.1. Generalized Fibonacci representation 
We first define a sequence of generalized Fibonacci numbers that is indexed by A. 
Given an integral value of 3, 2 1, the function FA( .) is defined from the nonnegative 
integers into the positive integers as follows: 
F&l = 
1 if 0 < k < 2, 
F,(k - 1) + F,(k - A) if k B 1. 
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This function F,(k) is in fact a sequence of generalized Fibonacci numbers. For 
example, for A= 1 we have F,(k) = 2k, and for A= 2 the value of F,(k) is the 
Fibonacci number whose index is k. 
We next define a sequence of generalized Fibonacci indices. For an integral value of 
1 > 1, the function fA( .) is defined from the positive integers into the nonnegative 
integers as follows: fA(n) = min{k: F,(k) > n}. For example, for 1 = 1 we have 
fi(n) = rlognl, and for A= 2 the value off,(n) is the index of the smallest Fibonacci 
number that is larger than or equal to n. 
We now explain how to represent positive integers as a unique sum of generalized 
Fibonacci numbers. By generalizing Zeckendorf’s Theorem [19,14], it can be shown 
that every positive integer n has a unique representation of the form 
n = FA(kI) + FJk,) + ... + FA(k,), 
where ki 2 ki+l + 1, for 1 < i < I, and k, 2 A - 1. We call this the generalized 
Fibonacci representation of n. This representation can be found using a “greedy” 
approach: choosing kI =fA(n + 1) - 1, choosing kz =fA(n - FA(kl) + 1) - 1, and, in 
general, choosing ki =fA(n - $: FA(kj) + 1) - 1. For example, for A= 1 we can 
represent n = 7 uniquely as 7 = 4 + 2 + 1 = F,(2) + F1 (1) + F,(O), for A= 2 we can 
represent n = 7 uniquely as 7 = 5 + 2 = F2(4) + F,(2), and for A = 3 we can represent 
n = 7 uniquely as 7 = 6 + 1 = F3(6) + F3(2). 
Based on the unique generalized Fibonacci representation, we now define the 
generalized Fibonacci vector of every positive integer. Given n 3 1, we define VA(n) to 
be a O-l vector withfJn + 1) entries, as follows: V,(n) = (S,, 8z, . . . . 6,,(,+1,). In this 
vector, for every n, we always have 6, = 0, for i < 1, and ~5~ = 1. The values of the 
remaining entries, dl+ 1 through Sfi(,,+ i), are chosen such that 
JAl(n+ 1)
n = C si*FA(fA(n + 1) + A - 1 - i), 
i=d 
according to the generalized Fibonacci representation of n. (In this notation, the bits 
6r through SA_r are padding O-bits, the most significant l-bit is dA, and the least 
significant bit is a,,,, + r).) Notice that any two l-entries in the generalized Fibonacci 
vector of n must be separated by at least A- 1 entries of 0. For example, one may 
verify that Vi(7) = (1, 1, l), that I5(7) = (0, LO, LO), and V,(7) = (O,O, LO, O,O, 1). In 
the following discussion, we also use an inverse function of VA(n), which we denote by 
ZA( .); that is, I,( VA(n)) = n. 
The following lemma states the main property of the generalized Fibonacci vector. 
Lemma 1. Let VA(n) = (6,) 8*, . . . . dfL,, + 1 J be the generalized Fibonacci vector of n. 
DejnextobeZ,((6,,6,,...,6 1,(.+1,-1)),deJineytobeZ1((6,,82,...,~jl(n+l)-l)),and 
dejne E to be C[::::.‘_r 1, _1+ 1 6i. Then, we have n = x + y + E. 
Proof. Let n = F,(k,) + F,(k,) + ... + FA(k,) be the unique generalized Fibonacci 
representation of n. Notice that since at most one of the .A summands in E is one, this 
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sum is either one or zero. Suppose first that E = 0. This implies that k, > 21 - 1. In 
this case we have 
x = F,(k, - 1) + FA(kz - 1) + .a. + Fl(k, - l), 
y = F,(k, - A) + FJkz - 1) + a.0 + Fi(k, - A), 
x + y = F,(k,) + FJk2) + ... + F,(k,) = n. 
Now, suppose that E = 1. This implies that A- 1 < k, < 21- 2. Notice that in this 
case k,_ 1 2 2;1- 1 (if k,_ 1 exists). Also notice that if 1 < k, < 212 - 1, we have 
FA(k, - 1) = F,(k,) - 1. Now, similar to the previous case, if I < k, G 21- 1, we have 
x = F,(k, - 1) + Fn(kz - 1) + ... + F&-l - 1) + Fl(k, - l), 
y = F,(k, - A) + Fl(kz - A) + *.a + F&-l - A), 
x + Y = F,(k,) + FAW + --. + F,(k,_,) + F,(k,) - 1 = n - 1. 
The remaining case is when E = 1 and k, = A - 1. Here, F,(k,) = 1, and therefore 
x = F,(k, - 1) + Fn(kz - 1) + ... + F&-l - l), 
y = F,(k, - A) + FJkz - A) + ... + FA(k,- 1 - A), 
x+y=FA(kl)+F,(k2)+~~~+F~(k,-,)=n- 1. 0 
Finally, we define two sequences of numbers that are used in the census algorithm. 
Let us fix n and Iz, and let V,(n) = (6,) Liz, . . . ,dJAc,+ I)). The first sequence is a 
O-l vector (e~,s~+r, . . ..~r~(.+iJ. and the second is an integer sequence 
(60,(rl,...,ufl(“+l)). 
Theo-1 vector(sA,eI+i,..., E/,(,+ i)) is defined as follows. For 1~ i < fn(n + l), we 
define si = C:=i_l+l ,. 6. The value of si indicates whether there exists a l-bit in the 
sequence of I bits bi-A+r,8i-A+2, .. . . 6i. The generalization of Zeckendorf’s Theorem 
implies that at most one bit in this sequence of length Iz can be a l-bit. Thus it follows 
that si must be either a 0 or a 1. Note that since a1 = 1, we must have 
El = El+1 = **. = cZAel = 1. Also, for the special case of A = 1, notice that ei = 6i. 
The integer sequence (rr,-,, CT 1, . . . , ofAt,+ 1j) is defined as follows. First, we define 
(~0 = 0. NOW, for 1 < i <fn(n + l), we let ei = 11(6r, 82, . . . . Si). The value of ci is the 
integer value of the prefix of length i of the generalized Fibonacci vector of n. It is 
always the case that ci = 0, for i < I, that e1 = 1, and that elltn+rj = n. 
The next corollary follows directly from Lemma 1. 
Corollary 2. FOY all A < i <f*(n + l), we hare pi = ~i-l + ci_l+ Ei. 
This corollary implies that one can start with the value of crl- 1 = 0 and get to the 
value of uflCn+ 1j = n throughf,(n + 1) - I + 1 stages as follows. In stagej, the value 
of Cj is set to be the sum of ej_ 1, ej-l, and Ej. This is the generalized-Fibonacci- 
representation equivalent of Horner’s rule for the binary representation of integers, 
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and is the heart of our algorithm in Section 3. For example, we exercise this rule for 
n = 10 and 1 = 3. From our definitions, we have f,(ll) = 8 and V,(lO) = 
(6 1 ,..., 6,)=(0,0,1,0,0,0,0,1). Inaddition,wehave,(sg ,..., ss)=(l,l,l,O,O,l)and 
(0 0 ,..., os)=(0,0,0,1,2,3,4,6,10).And,indeed,wecangetfromo~=Otoas=10in 
6 stages as follows: g3 = o2 + co + s3 = 0 + 0 + 1 = 1; G., = g3 + c1 + .sq = 1 + 
0+1=2;~~=c~+6~+~~=2+0+1=3;~~=~~+~~+~~=3+1+0=4; 
67 = 06 + CL, + &7 = 4 + 2 + 0 = 6; and By = c7 + o5 + ss = 6 + 3 + 1 = 10. 
2.2. Lower bounds 
We show that for any n > 1 any algorithm for the census problem in JlPY(n, A) 
requires at least R = fA(n) rounds and T = fA(n) units of time. 
These bounds can be easily derived by reducing the broadcasting problem, studied 
in [2], to the problem of computing a census function. Indeed, in the process of 
computing a census function, among other things, the initial data item of any given 
processor is in effect broadcast o all the other processors. In this process, the data 
itself may change through the application of the census function, but all the processors 
must belong to the broadcast ree rooted at the given processor. The lower bound for 
the broadcasting problem in [2] implies the above stated lower bounds for the census 
problem. 
3. The census algorithm 
The algorithm treats the n processors po, pl, . . . , pn- I as being logically arranged on 
a circle in increasing order of their indices. The index arithmetic is, thus, performed in 
modulo n. We first describe a simple scheme for the case when n is of the form Fn(k), 
for some k 2 A., (This scheme was first described in L-163.) Then, we give the general 
algorithm for any value of n. For convenience, we use the notation a@b to stand for 
h(a, b), and we assume that a@0 = a. 
Suppose that n = F,(k), for some k 2 A.. The following scheme computes any 
associative and commutative census function h on n inputs in k =fA(n) rounds. Each 
processor pi initializes a local variable Si to the value of its piece of data di. In round r, 
for 1 < r < k - ;1+ 1, each processor pi sends the value of Si to processor 
Pi+F,(r+l- 2j. Consequently, in round r, for J G r < k, processor pi receives the value 
Si- F,(r- 1) that was sent at round r - 1+ 1 by processor Pi_Fl(r_ i). Then, processor 
pi computes Si-F,(r- i,@ Si and places the result in its variable St. One may verify that 
when round r 2 2 begins, the number of inputs involved in the sub-census value held 
by each processor is F,(r - l), and that the number of inputs involved in the 
sub-census value received by each processor is FA(r - A). Thus, the number of inputs 
involved in the sub-census value held by each processor at the end of round r is 
F,(r). Specifically, after round r, each processor pi holds the sub-census value of 
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di-F,(r)+l~di-F,(r)+2Q ... Qdi. Clearly this scheme requires R = k =fA(n) 
communication rounds. Furthermore, in each round, every processor sends or re- 
ceives at most one data item, which implies that this scheme takes T = k =fA(n) units 
of time. 
This simple scheme works only because n = F,(k), for some k 2 il. Suppose that we 
apply this scheme when n # F,(k). Then, afterfA(n) - 1 rounds each processor holds 
the value of a sub-census of h on Fl(fA(n) - 1) inputs, but no other processor holds the 
value of a sub-census of h on the remaining n - Fn(fA(n) - 1) inputs. If h is a function 
that is insensitive to repetition, that is, if @a = a (like in the case of logical-or, 
logical-and, etc.), then the scheme can be completed by continuing it for one more 
round. After the additional round, each processor holds the value of a super-census of
h on more than the n inputs. However, since h is insensitive to repetition, this value is 
identical to the value of h on exactly n inputs. But in general, the census function may 
be sensitive to repetition (like the addition, multiplication and logical-xor functions), 
and such a scheme would not work. 
We now describe the algorithm for any census function h and for any value of n > 1. 
Let V,(n - 1) = (8r,d2, . . . . 6,) where k =fL(n). The flow of the algorithm is governed 
by the corresponding O-l vector (sI,sIC1, . . ..Q) and the integer sequence 
(0*-1,~z, *me, g&_ i), which were defined in Section 2. 
In the census algorithm each processor pi maintains two variables. One variable, 
S! , holds the value of the sub-census of h on all the inputs that processor pi knows at 
that point. The other variable, SF, holds the value of the sub-census of h on all the 
inputs that processor pi knows at that point, except for its own input. The objective is 
for each processor pi to have in the variable S! the value of h on all of the n inputs after 
fA(n) rounds. In addition, the variable So of processor pi starts with the value of 
h computed on zero inputs and finishes with the value of h computed on the n - 1 
inputs not including di. The key idea of the algorithm is to update the two variables 
for each processor pi based on the recurrences in Corollary 2. Consider a round I 2 13. 
When round r begins, the number of inputs involved in the computation of So of 
processor pi is G,_ i. By receiving the value of ST that was sent at round r - 2 + 1 
from a particular processor pj, processor pi can add 6,-A to the number of inputs 
involved in the computation of So. Alternatively, by receiving the value of SJ? that was 
sent at round r - A+ 1 from a particular processor pj, processor pi can add or_i. + 1 
to the number of inputs involved in the computation of So. Sending either So or S? is 
determined by the O-l vector (Ed, Ed+ 1, . . . , &&), such that after the last round, So will 
contain the value of the census function computed on the n - 1 distinct inputs of the 
other processors. This computation of So will be done based on the recursions of 
Corollary 2. 
More formally, in the algorithm each processor pi maintains two variables: S! , So. 
Initially, St = di and SF = 0. The algorithm consists of k = fn(n) rounds. Each proces- 
sor uses the values of the integer sequence (on- 1, (rl, . . . , b&- 1) and the vector 
(E&El+17 --St &&). The code for processor pi in round r, for 1 d r < k, is as follows. 
(Recall that the index arithmetic is done in modulo n.) 
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Sending rule: If r < k - A+ 1, then send SFr+l-l to processor pi, where 
. . 
J = I + (T,+~_~ + E,+~-~. In particular, in round 1, send Sfl to processor Pi+al_l+el, 
and in the last sending round, round k - A+ 1, send SF” to processor Pi+cr_ 1 +ek. 
Receiving rule: If A < I < k, then let D = Sjv be the value processor pi receives 
from processor pi, where j = i - or_ 1 - E,, that was sent in round r - 2 + 1. Do 
the following: 
1. S? t D@S/, and 
2. So c Des,?. 
We claim that the result of applying the census function h to all the n inputs is 
obtained for processor pi in the variable Si after fA(n) rounds. It is clear that this 
algorithm requires R =jA(n) rounds and takes T =fA(n) units of time, thus matching 
the lower bounds. 
To prove our claim, we show by induction that at the end of round r, for 
1 < r < fA(n), the two variables maintained by processor pi hold the following values: 
l S! holds the value of di_,r@di_,r+l $ ***@di. 
l So holds the value of di_,r@di_,v+l @..*@di_l if 0, > 1, and 0 otherwise. 
Since no message is received before round 1, the induction base for r < 1 is given by 
the initial values of these variables. Notice that by the induction hypothesis, just 
before round r 3 1 begins, we have 
l St holds the value of di-~p_l@di_,~_,+l @ ***@dip and 
l Sf holds the value of di-or_, @dimor_,+ @ ***@di-l. 
Also by the induction hypothesis, the value D sent by processor pj where 
j=i-o,_i-a,inroundr-L+lis 
The last argument is di_,~_,- I since if a, = 0 then Pj sent S;, and if E, = 1 then 
pisent Si. Thus, after round r, thevalueofS! isdi-,,_,-,~_,-,~Oddi-,~_,-,~_,-e,+l 
@**.@di, and the value SF is di-,~_,-,~_,-,~Odi-,r_l-,~_,-,~+l @***$di-l. 
The claim now follows since by Corollary 2, we have o, = u,_ 1 + o,_~ + E,. In 
particular, since cJlt,,) = ok = n - 1, it follows that after the last round S/ contains the 
desired value. 
An example of a run of this algorithm is given in Table 1. In this example, there 
are 11 processors: po,pl,...,plo and 1 = 3. For this case, we have 
n - 1 = 10 = 9 + 1 = F,(7) + F3(2). The input of processor pi is 2’, and the goal is to 
compute the sum of these 11 values. In this case, the algorithm takes f,(ll) = 8 
rounds, each represented by a column in the table. The entry in the table for row i and 
column r indicates the value of St for processor pi at the end of round r. The entries in 
column 0 are the inputs of the 11 processors. Since for this example 
~3 = ~4 = ~5 = es = 1, it follows that in rounds 1, 2, 3, and 6, processor pi sends S/, 
and in rounds 4 and 5, processor pi sends Sp. Specifically, processor pi does the 
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Table 1 
A run of the census algorithm on 11 processors po,pl, . . ..plo 
221 
0 1 2 3 4 5 6 7 8 
PO 1 1 1 1025 1537 1793 1921 2017 
Pl 2 2 2 3 1027 1539 1795 1987 
p2 4 4 4 6 7 1031 1543 1927 
P3 8 8 8 12 14 15 1039 1807 
P4 16 16 16 24 28 30 31 1567 
PS 32 32 32 48 56 60 62 1087 
PS 64 64 64 96 112 120 124 127 
p7 128 128 128 192 224 240 248 254 
PS 256 256 256 384 448 480 496 508 
P9 512 512 512 768 896 960 992 1016 
PlO 1024 1024 1024 1536 1792 1920 1984 2032 
2047 
2047 
2047 
2047 
2047 
2047 
2047 
2047 
2047 
2047 
following: in the first round, it sends S! to pi+l; in the second round, it sends Sf to 
pi+ 2; in the third round, it sends St to p. I + g in the fourth round, it sends S,? to pi + 3; in 
the fifth round, it sends So to pi+4; and in the sixth round, it sends S/ to pi+ 7. 
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