







Integrated framework for development and execution of 




Harrow School of Computer Science 
 
 
Copyright © [2008] IEEE. Reprinted from IEEE International Symposium on 
Parallel and Distributed Processing, 2008. IPDPS 2008. IEEE, pp. 1-3. ISBN 
9781424416936. 
 
This material is posted here with permission of the IEEE. Such permission of 
the IEEE does not in any way imply IEEE endorsement of any of the 
University of Westminster's products or services.  Personal use of this 
material is permitted. However, permission to reprint/republish this material for 
advertising or promotional purposes or for creating new collective works for 
resale or redistribution to servers or lists, or to reuse any copyrighted 
component of this work in other works must be obtained from the IEEE. By 
choosing to view this document, you agree to all provisions of the copyright 
laws protecting it. 
 
 
The WestminsterResearch online digital archive at the University of Westminster 
aims to make the research output of the University available to a wider audience.  
Copyright and Moral Rights remain with the authors and/or copyright owners. 
Users are permitted to download and/or print one copy for non-commercial private 
study or research.  Further distribution and any use of material from within this 




Whilst further distribution of specific materials from within this archive is forbidden, 



















































978-1-4244-1694-3/08/$25.00 ©2008 IEEE 





Harrow School of Computer Science, University of Westminster,  






Component-based software technologies have 
emerged as a modern approach to software 
development for distributed and Grid applications. 
However, the lack of longer-term experience and the 
complexity of the target systems demand more research 
results in the field. This paper provides an overview of 
three different approaches to developing component-
based Grid applications. In order to re-use legacy 
codes, the wrapper software approach can be adopted 
in its two flavours – hand-written or automatically 
generated wrapper code. Another approach applicable 
to existing object-oriented software is to componentise 
the code by introducing appropriate modifications. The 
third approach is component-oriented development 
from scratch. We compare and contrast the three 






It is generally accepted that component-based 
software development is becoming the most cost-
effective approach to application construction for 
complex distributed and Grid systems. This, however, 
makes the search for the most appropriate 
programming model and corresponding programming 
environments even more important than before. 
Arguably the most serious obstacle to the acceptance 
of modern component technologies is the so-called 
software crisis. Software, in general, is considered the 
most complex artefact in distributed computing; since 
the lifespan of Grid infrastructures has been so brief, 
their software environments rarely reach maturity 
making the software crisis especially acute. Hence, 
portability and support for dynamic properties, in 
particular, are critical issues in enabling large Grid 
computing systems. 
The wide adoption of component-based software 
development and in particular the use of suitable 
programming models for compatibility and 
interoperability are key issues towards building 
effective future Grids. Examples of component models 
applicable to this field include the Common 
Component Architecture (CCA) [1], the CORBA 
Component Model (CCM) [6], and the emerging Grid 
Component Model (GCM) [4]. The main aim of this 
work is to present our experience in applying 
component-based development using different 
approaches depending on the status and the properties 
of different application codes. 
The rest of this paper is structured as follows. 
Section 2 provides background about the major 
component models in the field. Section 3 presents the 
wrapper generation approach for re-using legacy codes. 
Section 4 describes the second approach to 
reengineering existing object-oriented applications, 
which comprises a general componentisation process. 
Section 5 presents the third approach for developing 
component-oriented application codes from scratch. 




The Fractal specification [3] proposes a generic, 
typed component model in which components are 
runtime entities that communicate exclusively through 
interfaces. One of the crucial features of this model is 
its support for hierarchical composition. Another key 
feature is its support for extensible reflective facilities: 
each component is associated with an extensible set of 
controllers that enable inspecting and modifying 
internal features of the component. Controllers provide 
a means for capturing extra-functional behaviours such 
as varying the sub-components of a composite 
component dynamically or intercepting incoming and 
outgoing operation invocations. The GCM proposal [4] 
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is an extension of the Fractal component model that 
specifically targets Grid environments. 
The Common Component Architecture (CCA) [1] 
specifies the means for interaction among components. 
In CCA, components interact using ports, which are 
interfaces pointing to method invocations. Components 
in this model define provides-ports to provide 
interfaces and uses-ports to make use of non-local 
interfaces. The enclosing framework provides support 
services such as connection pooling, reference 
allocation and other relevant services. Dynamic 
construction and destruction of component instances is 
also supported along with local and non-local binding. 
Though CCA enables seamless runtime 
interoperability between components, one of the main 
weaknesses of the CCA is the lack of support for 
hierarchical component composition and for control 
mechanisms thereof. 
The CCM [6] is a language-independent, server-
side component model which defines features and 
services to enable application developers to build, 
deploy and manage components to integrate with other 
CORBA services. The CCM is an extension of the 
CORBA object model defined to overcome its 
complexities. The CCM specification introduces the 
concept of components and the definition of a 
comprehensive set of interfaces and techniques for 
specifying implementation, packaging, and deployment 
of components. The CCM provides the capabilities for 
composing components (through receptacles) and 
permits configuration through attributes. However, in 
contrast to the Fractal component model, the CCM 
does not permit hierarchical composition; that is, 
recursively composing components to form more 
complex, composite components. 
 
3. Wrapping legacy software 
 
Giving high level of attention and support to legacy 
applications by providing enabling approaches and 
tools for their seamless integration into state-of-the-art 
component-oriented systems is a high priority issue. 
Depending on the properties and the development 
status of different legacy codes two approaches can be 
considered – automatically generated wrapping [5], 
and hand-coded wrapping [8]. In both cases the 
wrapper development process can significantly be 
simplified by adopting the most efficient strategy and 
using various tools for reducing the time for 
development. An important aspect of this strategy is to 
guarantee relatively small overhead introduced by the 
wrapper software layer. 
 
4. Componentizing existing applications 
 
This approach consists of a general 
componentisation process in order to transform an 
object-based system into a component-based system. 
The process assumes that the target component 
platform allows connecting components via provided 
and required interfaces, and that it minimally supports 
the same communication styles as the object platform 
(e.g., remote method invocation, streams, and events) 
[7]. 
 
5. Developing component-based codes 
 
The development process for new application codes 
can be simplified by following the component-oriented 
development paradigm [2]. This approach normally 
involves the use of a component-based Grid integrated 
development environment (GIDE), which supports 
component-oriented development and post-
development functionalities such as deployment, 
monitoring and steering. These functionalities target 
different user groups of the Grid – developers, 
application users and data-centre operators. 
Furthermore, the philosophy of the GIDE is to provide 
enhanced support with user-friendly graphical interface 
while enabling direct code editing. This means that a 
developer can freely switch between graphical 





This paper provides an overview of three different 
approaches to developing component-based Grid 
applications. In order to re-use legacy codes, the 
wrapper software approach can be adopted in its two 
flavours – hand-written or automatically generated 
wrapper code. Another approach applicable to existing 
object-oriented software is to componentise the code 
by introducing appropriate modifications. The third 
approach is component-oriented development from 
scratch. We compare and contrast the three approaches 
and highlight their advantages and weaknesses. We 
present our experience in selecting and applying the 
most appropriate approach depending on the status and 
the properties of different application codes. The three 
main approaches can be integrated into a single 
development framework. The paper can also serve as a 
starting point for future developments in the area of 
component-based methodologies for constructing Grid 
applications.  
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