Abstract. We consider an arbitrary selfadjoint operator in a separable Hilbert space. To this operator we construct an expansion in generalized eigenfunctions, in which the original Hilbert space is decomposed as a direct integral of Hilbert spaces consisting of general eigenfunctions. This automatically gives a Plancherel type formula. For suitable operators on metric measure spaces we discuss some growth restrictions on the generalized eigenfunctions. For Laplacians on locally finite graphs the generalized eigenfunctions are exactly the solutions of the corresponding difference equation.
Introduction
Expansions in generalized eigenfunctions play an important role in the study of selfadjoint operators. In fact, they are a basic tool in applications such as quantum mechanics. Accordingly, they have received a lot of attention (see e.g. the classical monograph [5] of Berezanskii, appendix in [4] , the corresponding section in [31] , or the article [29] ).
The topic may roughly be described as follows: Let L be a selfadjoint operator with spectrum Σ on the Hilbert space H. Then, an expansion in generalized eigenfunctions consists of a measure µ on Σ and 'projections' W λ such that in an appropriate sense W λ f is a generalized eigenfunction of L to λ, for any f ∈ H and any Φ : Σ −→ C bounded and measurable. The way this is usually implemented gives W λ f belonging to some larger Hilbert space than H [5, 31] . This larger Hilbert space arises by considering a Gelfand triple or another suitable smoothing and is independent of λ. This leads to the issue that the geometry of this larger Hilbert space is in general not compatible with the geometry of H. In particular, these expansions do not provide a Hilbert space structure on the set of generalized eigenfunctions.
Thus, one may wonder whether actually a stronger type of expansion is available. This expansion should consist of Hilbert space structures on suitable vector spaces H λ which consist of generalized eigenfunctions to the eigenvalue λ and projections W λ from H to H λ such that a decomposition of the form (D) f = Σ W λ f dµ(λ) holds in a weak sense and a Plancherel type formula of the form (PF)
is valid for all relevant f ∈ H and all sufficiently smooth functions Φ on Σ. Indeed, it is exactly this type of decomposition that has been needed and obtained in a recent study by Strichartz / Teplyaev in a rather specific situation [40] . The investigations of [40] provide an eigenfunction expansion for a Laplacian on a specific graph. They make heavy use of the situation at hand. In particular, they do not give a clear indication how general selfadjoint operators general case could be treated. In fact, treatment of such general operators is stated as a problem in [40] . The aim of this paper is to provide a solution to this problem.
Our basic idea is to use direct integral theory to exhibit H as
with H λ consisting of generalized eigenfunctions of L to the eigenvalue λ. Let us stress that a direct integral decomposition of H giving a Plancherel type formula is a more or less direct consequence of the spectral theorem (see e.g. the appendix in [4] ). Our main achievement in this paper is to exhibit the fibres as spaces of generalized eigenfunction. Put differently, our main achievement is to equip certain spaces of generalized eigenfunctions with a Hilbert space structure.
To do so, we first introduce a suitable concept of generalized eigenfunction and then combine this with the considerations concerning generalized eigenfunction expansions developed by Poerschke / Stolz / Weidmann [29] . These considerations in themselves do not give vector spaces of generalized eigenfunctions (let alone Hilbert spaces of generalized eigenfunctions). However, they can be read to provide a basis for such spaces. With our concept of generalized eigenfunction, we can then make these bases into orthonormal basis and this is how the Hilbert space structure is introduced.
Our class of generalized eigenfunctions is apriori a bit weaker than notions used so far. On the other hand, for Laplacians on graphs, we recover the canonical notion of solution. So, we obtain a convincing theory for these operators (which are the starting point of our investigations as discussed above).
As a byproduct of our discussion we even obtain uniqueness of the fibers in an appropriate sense.
The paper is structured as follows: In Section 1 we introduce our main class of examples viz locally finite operators on discrete spaces and state the expansion theorem for these operators. In Section 2 we then provide an abstract result on expansion in generalized eigenfunctions valid for arbitrary selfadjoint operators on a separable Hilbert space. A short discussion of apriori 'growth restrictions' on generalized eigenfunctions is given in Section 3. In Section 4 we discuss certain finer growth properties of the generalized eigenfunctions in the case of (metric) measure spaces. In Section 5 we then return to discrete spaces and discuss how the abstract theory developed earlier gives a proof of the expansion theorem in this case. Finally, the appendix contains a short discussion of the direct integral theory needed to understand the paper.
Throughout the paper, all inner product and dual pairings are assumed to be linear in the second argument and antilinear in the first argument.
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Locally finite operators on discrete measure spaces
In this section we introduce the main example of our interest viz locally finite operators on discrete measure spaces. Let us emphasize that this includes the usual Laplacians on locally finite graphs.
Let V be a discrete finite or countably infinite set and m a measure on V with full support (i.e. m is a map on V taking values in (0, ∞)). We then call (V, m) a discrete measure space. The set of functions on V with finite support is denoted by C c (V ). The set of all functions on V is denoted by C(V ). The corresponding Hilbert space
is equipped with the inner product
To each a : V × V −→ C we can associate the formal operator A mapping the vector space
An operator A on ℓ 2 (V, m) is then said to have the kernel a if A is a restriction of A. If the domain of A contains C c (V ), the kernel of A is uniquely determined. A function a : V × V −→ C is called locally finite if the set {y ∈ V : a(x, y) = 0} is finite for any x ∈ V . In this case D(a) = C(V ) holds. An operator A on ℓ 2 (V, m) is called locally finite, if C c (V ) is contained in the domain of definition of A and A has a locally finite kernel a. For such operators, we say that a function ϕ ∈ C(V ) is a generalized eigenfunction of A to the eigenvalue λ ∈ C if ϕ satisfies
Note that we have a dual pairing between C(V ) and C c (V ) given by the sesquilinear map
Moreover, for ω :
Our main result in this context reads as follows (see the appendix for some short review of direct integral theory). 
and a family of linear operators W λ : C c (V ) −→ H λ , λ ∈ Σ, such that the following holds:
• For each λ ∈ Σ, the space H λ is a subspace of the vectorspace of generalized eigenfunctions of L to the eigenvalues λ.
• For all u ∈ ℓ 2 (V, m), g ∈ C c (V ) and measurable bounded Φ : Σ −→ C the equality
holds.
• For all g ∈ C c (V ) the functions λ → (W g)(λ) and λ → W λ g agree µ-almost everywhere.
• 
holds for µ-almost every λ ∈ Σ.
The result will be derived from the abstract expansion result of the next section and some auxiliary considerations. Here, we note the following immediate corollary. 
for all f, g ∈ C c (V ) and Φ : Σ −→ C bounded and measurable.
Remarks (a) A particularly important class of operators covered by these results are the 'usual' Laplacians encountered on locally finite graphs. Note that spectral theory of these Laplacians has attracted a lot of attention in recent years. In fact, starting with [45, 20] the case of Laplacians, which are unbounded, has become a focus of intensive research, see e.g. [21, 22, 16, 8, 18, 19, 15, 12, 23] and references therein. The above theorem should be helpful for further studies.
(b) Note that the uniqueness statement of the theorem gives that the eigenfunction expansion provided in the special situation of [40] must actually agree with the eigenfunction expansion given above.
A general expansion result
In this section we present and prove an abstract result on expansion in generalized eigenfunctions. The proof of our result relies on direct integral theory and the eigenfunction expansion presented in [29] . The main novelty is to introduce a notion of generalized eigenfunction weak enough so that the corresponding terms of [29] can be interpreted as belonging to some Hilbert space of generalized eigenfunctions. Unlike the direct integral decompositions based on spectral theorem alone our expansions in eigenfunctions turn out to be unique.
Let L be a self-adjoint operator on a separable Hilbert space H. In order to simplify the statement of our theorem we will introduce various pieces of notation next.
A measure µ on R is called a spectral measure for L if for a Borel set A ⊂ R the equality µ(A) = 0 holds if and only if 1 A (L) = 0 (where 1 A is the characteristic function of A). It is a standard fact on self-adjoint operators on a separable Hilbert space that spectral measures exist.
A pair (W, (H λ ) λ∈Σ ) consisting of a measurable family of Hilbert spaces ((H λ ) λ∈Σ ) and a unitary map W :
with respect to the spectral measure µ if
holds, where
As is well known (and in fact a direct consequence of existence of ordered spectral representations as given in Lemma 2 (c) of [29] ), there exist direct integral decompositions of a selfadjoint operator L with respect to any spectral measure µ.
holds for all f ∈ H. Moreover, one then obtains from basic direct integral theory (see
is valid for all f ∈ H and all bounded measurable functions Φ on Σ.
The preceeding discussion shows that in a certain sense any direct integral decomposition has the features (D) and (PF) discussed in the introduction. Our main task is to find a direct integral decomposition with fibres consisting of Hilbert spaces of generalized eigenfunctions. This will be achieved with the concept of generalized eigenfunction introduced next.
Let D be any linear subspace of H. By the algebraic dual of D we understand the space of linear functions on D, which are not necessarily continuous.
for all u ∈ D ∩D(L) with Lu ∈ D. Here, (·, ·) denotes the canonical dual pairing between the algebraic dual of D and D itself. For later application, it will be convenient to have (·, ·) as sesquilinear form. We achieve this by defining the scalar multiplication on the
for α ∈ C, v ∈ D and ϕ in the algebraic dual of D.
After these preparations we can now state our main abstract theorem. • For all f ∈ H and v ∈ D and any measurable bounded Φ :
is valid. Such a direct integral decomposition is unique up to changing the H λ and W on a set of λ's with zero µ-measure.
Remarks. (a) A short interpretation of the two points appearing in the theorem may be given as follows: The first point underlines that H λ consists of generalized eigenfunctions of L. Given the first point, the main content of the second point is an expansion of the form f = Σ W f (λ)dµ(λ) in the weak sense.
(b) We require the existence of a countable algebraic basis of D. While this is a somewhat strong requirement it does not preclude the (arguably) most natural choices of D viz as a core of L. In fact, whenever C is a core for L (i.e. the graph of L is the closure of the graph of the restriction of L to C) then one can find a countable dense set in C determining L. The linear span of this set will then have a countable basis and be a core for L (contained in C).
(c) For Laplacians on graphs there is a most natural choice of D as the set of functions with finite support. This yields the canonical notion of generalized solution (see below for further discussion).
As D has a countable algebraic basis we immediately obtain the following corollary of this theorem.
Corollary 2.1. Assume the situation of Theorem 2. Then, there exists a family of linear operators
holds for all f, g ∈ D and Φ : Σ −→ C bounded and measurable.
Remark. Let us note that the theorem and its corollary indeed provide an expansion with the properties aimed at in the introduction.
The remaining part of this section is devoted to the Proof of Theorem 2:
We will first show the uniqueness statement: suppose (W (1) , H
λ ) are decompositions with the desired properties, and v 1 , v 2 , . . . be a countable basis of D.
As D is dense in H with a countable basis and W (1) and W (2) are unitary maps, we have for µ-almost every λ ∈ Σ
where Lin means the set of linear combinations of the given set of vectors. Now, fix f ∈ H and v ∈ D. As
holds for all bounded measurable Φ on Σ for j = 1, 2, we infer that
for µ-almost every λ. As D has a countable basis, this implies that for any fixed f
for µ-almost every λ. This gives for µ-almost every λ
for all k ∈ N. Moreover, as the W (j) are decompositions we find for fixed f, g ∈ H
for all bounded measurable Φ : Σ −→ C. This in turn shows
for µ-almost every λ. Thus, we obtain for µ-almost every λ
for all k, j ∈ N. Now, the uniqueness statement follows from (2), (3) and (4). We now turn to proving the existence statement. This will be done in two steps. In the first step we will recall the setting of [29] and its main abstract result on expansion in generalized eigenfunctions. In the second step we will then revise this result to derive the theorem.
We start with the first step. To any self-adjoint operator T ≥ 1 on H we can associate the following two auxiliary Hilbert spaces:
and
Then, the inner product on H can be naturally extended to a dual pairing
Let now µ be a spectral measure for L. Then, there exists an ordered spectral representation to µ i.e. a sequence of subsets
with the intertwining property
for every measurable function Φ on R. The index j takes values in a countable set which we assume to be given by 1, . . . , N with N = ∞ allowed. If γ : R −→ C is continuous and bounded with |γ| > 0 on Σ and T ≥ 1 is such that γ(L)T −1 is a HilbertSchmidt operator, then the following holds by the main abstract result of [29] : There exist measurable functions
for j = 1, . . . , N such that the following properties hold:
and, for every f ∈ H,
(Here, the integrals exist as elements of H and limits are meant in the sense of convergence in H.)
Note that (a) and (b) deal with properties of U while (c) gives a weak version of ϕ j (λ) being an eigenfunction.
We will now turn to the second step and reformulate the above expansion. Choose γ : R −→ C continuous and bounded with |γ| > 0 on Σ and T ≥ 1 such that • γ(L)T −1 is a Hilbert-Schmidt operator and • D is contained in the domain of definition of T . Such a choice is always possible: In fact, it suffices to choose 1 ≥ ω n > 0, n ∈ N with n |ω n | 2 < ∞ and an orthonormal basis e n , n ∈ N, contained in D and to let S be the unique linear operator with Se n = ω n e n , n ∈ N. Then, S is Hilbert-Schmidt and invertible. Hence, T := S −1 exists and γ(L)T −1 = γ(L)S is Hilbert-Schmidt for any bounded function γ (see Section 3 for further exploration of this situation).
This means that we are indeed in a position to apply the main result of [29] , which was just discussed.
In order to avoid some tedious but non-essential technicalities, we will assume without loss of generality that the arising index set J equals to N and that
for all j ∈ J. (This will save us from having to deals with families of Hilbert spaces with varying dimension.)
It will be convenient to introduce to each f ∈ H + and λ ∈ Σ the function
We will proceed by a series of claims.
Claim 1. For any f ∈ H + we have
In particular, for each f ∈ H + j∈J |e f (λ)(j)| 2 < ∞ holds for µ-almost every λ ∈ Σ.
Proof of the claim. By (a), we have for f ∈ H + that (Uf ) j (·) = ϕ j (·), f d = e f (·)(j). Thus, we can calculate
and we obtain the claim.
From the claim we can conclude that for each f ∈ H + the function e f (λ) : J −→ C belongs to ℓ 2 (J) for µ-almost every λ. In fact, more is true. To discuss this, let D be any dense subspace of H + with a countable basis. By the countability of the basis, we can find a subset of Σ of full µ -measure such that for any λ in this subset and any v ∈ D, the element e v (λ) belongs to ℓ 2 (J). For such λ, we define K λ to be the subspace of ℓ 2 (J) generated by {e v (λ) : v ∈ D}. For all other λ we define K λ to be {0}.
Claim 2.
For µ-almost every λ the space K λ equals ℓ 2 (J). Proof of the claim. By construction the set e v (λ), v ∈ D, has the following two properties:
• Its span is dense in K λ for µ-almost-every λ.
• The map λ → e v (λ), e w (λ) = j (U j v)(λ)(U j w)(λ) is measurable for any v, w ∈ V. Thus, the family (K λ ) is a measurable family of Hilbert spaces. Accordingly, the orthog- 
for every λ ∈ Σ and 0 < Σ j∈J |c(λ)(j)| 2 dµ(λ) < ∞.
Then, we have U −1 g ≡ 0 as D is dense in H and for each v ∈ D we can calculate by (b)
= 0.
As U is unitary, we infer that g ≡ 0.
On the other hand, we have
This contradiction shows that K ⊥ λ = {0} for µ-almost every λ. This finishes the proof of the claim.
Let now Σ 1 be the set of λ ∈ Σ for which both the conclusions of Claim 1 apply for all v ∈ D and the conclusion of Claim 2 holds. Then, Σ 1 has full µ-measure (as D has a countable basis).
As D has a countable basis, so has its subspace D consisting of all v ∈ D such that Lv exists and belongs to D. Thus, by (c), we can find a set Σ 2 of full µ-measure such that for all λ ∈ Σ 2 we have
for all j ∈ J and v ∈ D . Let Σ 0 := Σ 1 ∩ Σ 2 . This set has then again full µ-measure.
For λ ∈ Σ 0 we define H λ to be the vector space of all ϕ in the algebraic dual space of D which can be written in the form
with (a j ) ∈ ℓ 2 (J). Here, the sum belongs indeed to the algebraic dual space as for each v ∈ D we have absolute convergence (and hence existence) of
by Claim 1. Then, by this pointwise existence and (8), we obtain that each v ∈ H λ is indeed a generalized eigenfunction of L. Moreover, Claim 2 easily gives that the map
is injective. By construction, the map j λ is also surjective. Thus, we can identify ℓ 2 (J) with H λ . In this way, H λ becomes a Hilbert space consisting of generalized eigenfunctions of L.
For the remaining λ ∈ Σ \ Σ 0 we define H λ := {0}. Moreover, we redefine each ϕ j on Σ \ Σ 0 by setting it zero there.
By construction the map
is then unitary. Moreover, it is not hard to see that
for any measurable function Φ on R.Thus,
is a unitary map as well and by the preceding equality and (6) we obtain
for any measurable Φ on R. Now, a direct calculation shows that
As D has a countable basis, this allows us to define linear maps
for µ-almost every λ ∈ Σ and any bounded measurable Φ : Σ −→ C. Moreover, for each f ∈ H and v ∈ D and Φ :
This finishes the proof.
Remarks. Two comments on the relationship of our proof to [29] are in order: (a) On the technical level the starting ingredients to make the considerations of [29] work is the choice of a function γ and an operator T such that γ(L)T −1 is a HilbertSchmidt operator. In our theorem we have shifted attention to D. This yields the additional requirement that D must be contained in the domain of T . The upshot of this is that we can apply our theorem whenever γ, T , D are chosen such that D belongs to the domain of T and γ(L)T −1 is Hilbert-Schmidt (and |γ| is strictly positive on the spectrum of L and T ≥ 1 holds). Depending on the situation one may then vary these parameters.
(b) The considerations of [29] yield functions ϕ j (λ) in a (larger) Hilbert space than H. The arguments above can be understood as providing a Hilbert space structure by declaring these ϕ j (λ), j ∈ J, to be an orthonormal basis and then showing that this indeed works for almost all λ.
The next corollary follows from the above arguments and [29] .
Corollary 2.2. In the situation of Theorem 2, if f ∈ D(L) ∩ D and Lf
for µ -almost every λ.
Some apriori growth restrictions on generalized eigenfunctions
In this section we discuss a specific way of choosing T by essentially requiring that T is a Hilbert-Schmidt operator with an orthonormal basis of eigenfunctions belonging to D. Then, the elements of H λ appearing in the main theorem of the previous section can be seen to satisfy some growth type restrictions. For graphs this will have some direct applications.
Throughout this section we assume that H be a separable Hilbert space and L a selfadjoint operator on H with spectrum Σ. Let µ be a spectral measure of L. Let D be a subspace of the domain of L, which is dense in H and admits a countable algebraic base. We now choose T ≥ 1 such that S = T −1 is Hilbert-Schmidt with all eigenfunctions belonging to D. More specifically, we proceed as follows (compare above): As D is dense in H it will contain (by Gram-Schmidt procedure) an orthonormal basis (v n ) n∈N of H. Fix now a map ω : N −→ (0, ∞) with ω(n) 2 ≤ 1.
Define S : H −→ H to be the unique bounded operator with
Sv n = ω(n)v n and T = S −1 . Let H − = H − (T ) be the associated space. Then, S is obviously a Hilbert Schmidt operator and hence so is γ(L)S for any bounded γ. Choose γ : R −→ C, γ(s) = 1 s+i . Proposition 3.1. Assume the situation just described. Then, for µ-almost every λ ∈ Σ, the inclusion
Proof. Via the orthonormal basis v n , n ∈ N, it is possible to identify H with ℓ 2 = ℓ 2 (N). Then, H + becomes {f ∈ ℓ 2 : n |f (n)| 2 |ω(n)| 2 < ∞} and H − becomes {f : N −→ :
In this sense H − consists of all those vectors with an expansion of the form f (n)v n with n |f (n)||ω(n)| 2 < ∞. For each of the elements v n of the orthonormal basis we have
This gives
and we conclude that
for µ-almost every λ. For each such λ we then infer from Cauchy-Schwartz inequality
for any square summable sequence (c j ). This directly gives the desired statement by the discussion of the beginning of the proof.
Metric measure spaces and finer growth properties
The proof of the main abstract result has provided us with Hilbert spaces of generalized eigenfunctions together with orthonormal bases ϕ j (λ), j ∈ J for each λ in the spectrum. In this section we study specific regularity features, viz growth properties and local regularity, of these functions ϕ j (λ). Note that these functions directly arise from the the main result of [29] (see discussion at the end of Section 2). Therefore, all studies of regularity properties of generalized eigenfunctions based on [29] can be directly applied in our setting. In this section, we discuss how some of the abstract ingredients of [6] can be applied and generalized. For the convenience of the reader and as regularity is a crucial feature we present rather complete arguments.
Throughout this section we assume that our separable Hilbert space is given as H = L 2 (X, m) with a suitable measure space (X, m). 
for all j ∈ J.
Moreover, for any f ∈ H + = {f :
we have an analogue of the Fourier transform
which is an ordinary Lebesgue integral (and not an abstract duality), and inverse Fourier transform
In addition, we have a direct analogue of the Plancherel formula
Proof. Let T be the operator of multiplication by w, and S = T −1 the operator of multiplication by w −1 . Then γ(L)S is a Hilbert-Schmidt operator because of the Grothendieck
The remaining statements are now a direct consequence of Theorem 2 and its proof. In particular, equation (11) follows from our Claim 1 in the proof of Theorem 2.
Remarks. (a) Often the main interest lies in situations where the semigroup e
This is studied under the heading of ultracontractivity, see [9, 31, 41] for further discussion and references, mostly dealing with Schrödinger operators or, more generally, suitable perturbations of Dirichlet forms. Of course, in such a situation we may take γ : [0, ∞) −→ R to be γ(s) = e −ts for any t > 0. (b) The first two parts of the previous theorem are essentially a slight reformulation of main abstract ingredients of [6] (which we place in a somewhat more general context of operators on L 2 (X, m), rather than Dirichlet forms). The proof via Grothendieck factorization is taken from [6] (which in turn is inspired by [32] ).
The main emphasis of [6] is on local regular Dirichlet forms that satisfy certain subexponential volume growth conditions. However it is noted in [6] that these conditions can be separated. In particular, Theorem 4 shows that subexponential (or other) volume growth conditions can be proved for generalized eigenfunctions without assuming that we have a Dirichlet form.
For Theorem 4 we will make the further assumption that X is a metric space with a metric ̺ (and the σ-algebra generated by the topology). We then refer to (X, m, ̺) as a metric measure space. The closed ball around a point x ∈ X with radius R will be denoted by B(x, R). In this context, we can study subexponentially bounded eigenfunctions defined as follows. The abstract core of the corresponding argument of [6] then gives the following. •
• For all x ∈ X, R > 0 we have m(B(x, R)) < ∞ and e −α·R m(B(x, R)) → 0 as R → ∞. Then, there exists an expansion in generalized eigenfunctions such that for µ-almost every λ the basis elements (ϕ j (λ)) j consist of subexponentially bounded functions on X.
Proof. Fix x 0 ∈ X and define ω(y) := ̺(x 0 , y). By the second assumption the functions w
−αω belong to L 2 (X, m) for any α > 0. Then, the first assumption and the first result of this section, Theorem 3, give that for µ-almost every λ the function w
Appealing to a countable dense subset of α's in (0, ∞) we now obtain the statement.
Remarks. (a) Under suitable assumptions it is possible to show a converse to the previous theorem i.e. every λ admitting an subexponentially bounded generalized eigenfunction must then belong to the spectrum of L. This type of result is known as Shnol theorem (see [7, 13, 26, 27] for recent results of this type for operators arising from Dirichlet forms and further references).
(b) Note that the first theorem of this section can be slightly generalized: If there is a measurable bounded non-vanishing function b on X and bγ(L) maps into L ∞ , then with the operator T of multiplication by wb −1 we have S = w −1 b and Sγ(L) is HilbertSchmidt. Hence, the statement of Theorem 3 (and its proof) carry over with w replaced by wb −1 . This then yields a corresponding version of the preceding theorem as well. (c) The above considerations do not give growth restrictions on all generalized eigenfunctions in the H λ but only on a basis of this space. This may be considered a weakness. However, there is no reason in general why all elements in these spaces should satisfy strong growth restrictions (note that this spaces can be infinite-dimensional, such as in [42] ).
(d) One can apply the same methods to other (e.g. polynomial) growth conditions on the measure m(B(x, R)) of the balls (this remark is due to Peter Kuchment).
Theorem 4 can be compared and contrasted with Corollary 2.2, which describes 'local' properties of generalized eigenfunctions (e.g. for local Dirichlet forms) without explicitely assuming volume growth conditions. We are interested in these questions because the framework of Theorem 3 fits well in the general ideas of [33, 39] (see also [40, (1.1)-(1.2) and (3.1)-(3.5)] and [10, 30] ), which apply to an wide array spaces of exponential growth such as hyperbolic groups, symmetric spaces and fractafolds.
In particular, a natural question to ask is whether in some sense
but, since ϕ j (λ)(x) are only locally square integrable, this question is not well posed in terms of the usual spectral theory of self-adjoint operators. However, it is natural to discuss this question if (X, m, ̺) is a locally compact complete metric measure space, and m is a Radon measure, which implies in particular that m(B(x, R)) < ∞, without specific volume growth conditions. Furthermore, it is natural to assume that L is the generator of a regular strongly local Dirichlet form (E, D(E)) on L 2 (X, m), and that the set D contains a dense set, in L 2 (X, m) and in C 0 (X, ̺), of compactly supported continuous functions in the domain D(E) of E. Note that such a set D always exist by the standard theory of regular Dirchlet forms. Also we can choose w in Theorem 3 to be continuous and thus locally bounded.
In this situation f ∈ L 2 loc (X, m) is of locally finite energy, i.e. belongs to D loc (E), if for any ball B(x, R) there is u ∈ D(E) which coincides with f on B(x, R). Note that if f ∈ L 2 loc (X, m) and v ∈ D then E(f, v) is well defined as E(f, v) = E(u, v) for any u ∈ D(E) which coincides with f on B(x, R) provided that supp(v) ⊂ B(x, R). Furthermore, we can use the following definitions. (1) we say that f ∈ D loc (E) belongs to the weak local domain of
for any v ∈ D. In this case we will say that f ∈ D loc (L) and
loc (X, m). . The strong domain of the Laplacian is studied in detail in a more restricted context of analysis on finitely ramified fractals, see [3, 10, 30, 36, 43] and references therein.
The following theorem holds for infinite Sierpinski fractafolds, which can be described as an at most countable union of isometric copies of the standard Sierpinski gasket such that (1) these copies do not intersect except for corner points; (2) each corner point is contained in at most two of these copies. One can see that every point of a Sierpinski fractafold has a neighborhood homeomorphic to a neighborhood in the standard Sierpinski gasket, which explains the term 'fractafold' introduced by Strichartz in [34, 37] , similarly to the notion of a manifold where every point has a neighborhood homeomorphic to a neighborhood in the standard Euclidean space.
The standard Laplacian is uniquely defined on a Sierpinski fractafold and is a local operator. Moreover, according to [30] , there exits a set D (with countable algebraic basis) which is dense set in L 2 (X, m) and in C 0 (X, ̺) and consists of compactly supported functions in the domain of any positive power L n of L. [40] , then the generalized eigenfunctions ϕ j (λ) belongs to the strong local domain of L for µ-almost every λ. In particular, they have a continuous version for which the point-wise approximating formula holds
Theorem 5. If L is the standard Laplacian on a Sierpinski fractafold X, as defined in
where ∆ n is the standard graph Laplacian on the graphs (V n , E n ) approximating the Sierpinski gasket and x is any vertex in these graphs, see Figure 1 .
Proof. The proof of this theorem, which we outline briefly, is based on the detailed technical local analysis of the functions in the domain of L available in the cited literature, in particular in [38] .
(1) X is a countable union of compact fractafolds F k , each having a finite boundary ∂F k . In what follows we fix k. (2) restriction of all functions to F k defines a Dirichlet form on L 2 (F k , m) which we will denote by the same notation E. (3) there is a continuous Green's function g k (x, y) on F k which is the integral kernel of the Green's operator G k . This operator is the inverse of the L k , which is defined as the restriction of L to the functions with support in F k or, alternatively, L k is the unique Dirichlet Laplacian on F k . (4) fix λ > 0 for which (1) holds for all u ∈ D and define
and observe that (h k , Lu) = 0 for any u ∈ D with support in the interior of F k . This implies the key observation, which follows from [35, Theorem 4.5] , that h k has a continuous version on F k which is a harmonic function in the interior of
, which implies that ϕ j (λ) has a continuous version. (7) it follows from [30] that this version is in the strong local domain of L and the point-wise approximating formula.
Remark. It is straightforward to generalize this theorem to the case of infinite finitely ramified cell structures, as defined in [44] , and it would be interesting to understand under which assumptions it is true for general local regular Dirichlet forms, which will be subject of future work. The steps of the proof outlined above may be applicable for resistance forms of Kigami [24, 25] using the methods developed in [6, 17] .
Getting back to discrete measure spaces -Proof of Theorem 1
In this section we consider a discrete measure space (V, m) and provide a proof of Theorem 1. To do so, we first discuss two basic results on selfadjoint operators on ℓ 2 (V, m). While the results are rather simple they may be of independent interest. In our context they will be needed to apply the abstract theorem to the concrete situation. Throughout this section we assume that we are given a discrete measure space (V, m) as defined in the first section.
We first show that for locally finite selfadjoint operators on ℓ 2 (V, m) the two notions of C c (V )-eigenfunction and of generalized eigenfunctions introduced previously agree. Here, we identify the algebraic dual of C c (V ) with C(V ) via the pairing (·, ·) m introduced in Section 1. More specifically any g ∈ C(V ) produces a functional
Lemma 5.1. Let L be a locally finite selfadjoint operator with kernel l. Then, the following assertions are equivalent for ϕ ∈ C(V ) and λ ∈ R: for all w ∈ C(V ) and v ∈ C c (V ). Here, all sums are absolutely convergent. This easily gives the statement of the lemma.
After this preparation we can now provide a Proof of Theorem 1. We can choose D := C c (V ). This space has indeed a countable algebraic basis as V is is countable. Then, Lemma 5.1 shows that any D-eigenfunction of L is indeed a generalized eigenfunction of L. Then, Theorem 2 gives all statements of Theorem 1 up to the last one. The last statement follows from the considerations of Section 3. This finishes the proof of the theorem.
Remark. In order to be specific in the proof of Theorem 1 one may make the following choices: Let ω : V −→ (0, ∞), with x∈V ω(x) 2 ≤ 1 be given and S = M ω be the operator of multiplication by ω. Then S is a HilbertSchmidt operator (compare discussion in Section 3). Let
Then, T is selfadjoint with T ≥ 1 (as ω is real valued with 0 < ω ≤ 1) and
The associated Hilbert spaces can be described explicitly as In this section we briefly recall some direct integral theory. For further details we refer to e.g. [11, 28] .
Let (Σ, µ) be a measure space. A family of Hilbert spaces (H λ , ·, · λ ), λ ∈ Σ, together with a countable collection (w n ) n∈N of functions on Σ with w n (λ) ∈ H λ for each λ ∈ Σ, is called measurable family over (Σ, µ) if the following two properties hold:
• For each λ ∈ Σ the linear hull of {w n (λ) : n ∈ N} is dense in H λ .
• For all n, m ∈ N, the function Σ −→ C, λ → w n (λ), w m (λ) λ , is measurable. Given such a measurable family of Hilbert spaces we call a function w on Σ with w(λ) ∈ H λ for each λ ∈ Σ measurable if Σ −→ C, λ → w(λ), w n (λ) λ , is measurable for any n ∈ N.
Then, the vectorspace L 2 (Σ, (H λ )) consisting of all measurable functions w on Σ with w(λ) ∈ H λ for each λ ∈ Σ such that If for such an A there exists an measurable function F : Σ −→ C with A λ f = F (λ)f for all λ ∈ Σ and f ∈ H λ one also writes A = M F (by a slight abuse of language).
If A is a (not necessarily bounded) selfadjoint operator on K and (A λ ) is a family of (not necessarily bounded) selfadjoint operators on the respective H λ we write 
