Consider a sequence of i.i.d. random variables, where each variable is refreshed (i.e., replaced by an independent variable with the same law) independently, according to a Poisson clock. At any xed time t, the resulting sequence has the same law as at time 0, but there can be exceptional random times at which certain almost sure properties of the time 0 sequence are violated. We prove that there are no such exceptional times for the law of large numbers and the law of the iterated logarithm, so these laws are dynamically stable. However, there are times at which run lengths are exceptionally long, i.e., run tests are dynamically sensitive. We obtain a multifractal analysis of exceptional times for run lengths and for prediction. In particular, starting from an i.i.d. sequence of unbiased random bits, the random set of times t where log 2 (n) bits among the rst n bits can be predicted from their predecessors, has Hausdor dimension 1 ? a.s. Finally, we consider simple random walk in the lattice Z d , and prove that transience is dynamically stable for d 5, and dynamically sensitive for d = 3; 4. Moreover, for d = 3; 4, the nonempty random set of exceptional times t where the walk is recurrent, has Hausdor dimension (4 ? d)=2 a.s.
Introduction
Let fX n g n 1 be a sequence of i.i.d. random variables with common law . The strong law of large numbers (SLLN), the law of the iterated logarithm (LIL), Polya's theorem on recurrence of random walks, and other classical results in probability theory concern almost-sure (a.s.) properties of such sequences fX n g. Our aim in this paper is to look at these properties from a dynamical perspective, and understand which of them are stable (respectively, sensitive) when the underlying sequence undergoes equilibrium dynamics.
For each n 2 N, let fX n (t)g t 0 be an independent process which at rate 1, replaces its current value by an independent sample from . More formally, given an array of i.i.d. variables fX (j) n : j; n 2 Ng with law , and an independent Poisson process f (j) n g j 0 of rate 1 for each n, de ne X n (t) := X (j) n for (j?1) n t < (j) n ; where (0) n = 0 for every n. Thus for di erent values of n, the processes fX n (t)g t 0 are independent. The distribution of X(t) := fX n (t)g n2N is := N for every t 0. Hence, any Borel event A f0; 1g N with (A) = 1, satis es, for all t 0, P(X(t) 2 A) = 1
(here P is the probability measure on the underlying probability space on which the dynamical process is de ned). By Fubini's Theorem, we immediately obtain P(X(t) 2 A for Lebesgue-a.e. t) = 1 :
Given an event A for which (1) holds, a natural question is whether (2) can be strengthened to P(X(t) 2 A for all t) = 1 :
(3) In other words, which almost sure properties of an i.i.d. sequence hold at all times under the above equilibrium dynamics?
We classify almost sure properties of fX n g (events A with (A) = 1) as (dynamically) stable or sensitive according to whether or not (3) holds. We shall see below that the strong law of large numbers and the law of the iterated logarithm are dynamically stable, while other properties, involving run tests, prediction, and transience of random walks, are dynamically sensitive.
This type of problem was considered in 11] in the percolation context, where each X n represents the status (open or closed, having probabilities p and 1 ? p) of an edge in an in nite locally nite graph G = (V; E), and A G is the event that all open clusters are nite. Examples are given in 11] of graphs where A G is stable for all p p c , and others where it is sensitive at the critical value p = p c .
Here we shall consider the analogous problems for events A that are more central to classical probability theory. We denote the mean and variance of the law by m and 2 , and begin with the strong law of large numbers (SLLN). Taking A to be the event that lim n!1 n ?1 P n k=1 X k = m, then (A) = 1 by the SLLN. De ne S n (t) := P n k=1 X k (t). Theorem 1.1 (dynamical SLLN) Assume that m is nite. Then P lim n!1 S n (t) n = m for all t = 1 :
If the X i 's are bounded, this is easy; it is more interesting that it extends to the same generality as the SLLN itself, namely for random variables with nite mean. See Section 2 for the proof. We will prove there that a.s., the convergence in (4) is uniform in t 2 0; 1]. This uniformity will be used in the proof of the dynamical LIL. Recall that the classical law of the iterated logarithm (LIL) asserts that P lim sup n!1 S n (0) ? nm p 2n log log n = 1 = 1 This is analogous to the fact that quasi-every Brownian path satis es the LIL (see 9]). Theorem 1.2 is proved in Section 2.
Other natural properties turn out to be sensitive. In Section 3, we consider run tests. Let = p 1 + (1 ? p) 0 . De ne R n := supfj : X k = 1 for n k n + j ? 1g ;
i.e., R n is the length of the run of 1's in X starting at bit n. Theorem 1.3 (Erd} os and R ev esz 8]) Let fa n g 1 n=0 be a sequence with a n 1 for all n. Then P(R n a n i.o.) = 8 > > > < > > > : Next, we state the dynamical counterpart of 1.3, where R n (t) is de ned analogously to R n . Theorem 1.4 Let fa n g 1 n=0 be a sequence with a n 1 for all n. Then P(9t 0 such that fR n (t) a n i.o.g) = 8 > > > < > > > :
0 if P 1 n=1 a n p an < 1 1 if P 1 n=1 a n p an = 1 :
In particular, if the sequence fa n g satis es P 1 n=0 p an < 1 and P 1 n=0 a n p an = 1, then the event fR n (t) < a n for all but nitely many ng holds for Lebesgue-a.e. t, but fails for an exceptional set of times. An example of such a sequence may be obtained by taking a n = maxf1; log 1=p (n) + r log 1=p (log 1=p (n))g (6) for any r 2 (1; 2] .
When an almost sure property is dynamically sensitive, the set of exceptional times where it fails is a.s. a nonempty set of Lebesgue measure 0, so it is natural to ask what is its Hausdor dimension, and which deterministic sets it intersects with positive probability. For run tests with fa n g of the form (6), we answer these questions in Theorem 1.5 below. In that theorem, we calculate the Hausdor dimension of the set of times t for which R n (t) a n i.o., and determine which xed sets intersect this random exceptional set a.s. This yields a multifractal decomposition of 0; 1]. Analogous results of for dynamical percolation on certain trees appear in 11], 20]. We write dim H for Hausdor dimension and dim P for packing dimension; see e.g. Mattila 18 ] for de nitions. Theorem 1.5 Denote`p(x) = log(x)= log(1=p). For r 2 (1; 2] , consider the random set of times W(r) = ft 2 0; 1] : R n (t) `p(n) + r`p(`p(n)) i.o.g : Then dim H (W (r)) = 2 ? r and dim P (W (r)) = 1 for all 1 < r 2, with probability 1. Furthermore, for any (deterministic) closed set E 0; 1] and any r 2 ( In Section 4 we address prediction of random bits and algorithmic randomness. For these questions, we assume that = 1 =2 + 0 =2. A function g : f0; 1g N ! f0; 1; g N is called a predictor if (g( )) n depends on only via ( 1 ; : : : ; n?1 ) for each n. The idea is that a predictor is used to predict bits. Speci cally, (g( )) n = i 2 f0; 1g if based on ( 1 ; : : : ; n?1 ), g predicts that the nth bit has the value i, while (g( )) n = if based on ( 1 ; : : : ; n?1 ), the function g does not predict the nth bit at all.
De nition 1.6 Given an increasing mapping r : N ! N, we say that the predictor g has inverse rate r if for all 2 f0; 1g N and all n 1, r(n) X k=1 1 fg( )) k 6 = g n :
In words, we require that, regardless of the input sequence, at least n bits are predicted by time r(n).
De nition 1.7 We say that a predictor is correct on the input if (g( )) n 2 f ; n g, for all n, i.e., if all predictions made are correct.
The next two theorems determine almost exactly the maximal prediction rate attainable at an exceptional random time t. Theorem 1.8 For any " > 0, there exists a predictor g with inverse rate b2 (n+1)(1+") c such that P(9t 0 such that g is correct on the input X(t)) > 0. Theorem 1.9 Let g be a predictor with inverse rate r(n) that satis es r(n) = O(2 n ). Then P(9t 0 such that g is correct on the input X(t)) = 0.
In Section 4 we prove these theorems and establish a multifractal version, which, loosely speaking, states that the set of times t, where an inverse rate of 2 n= is attainable by a correct predictor, has Hausdor dimension 1 ? (provided that 0 < < 1).
In Section 5 we study sensitivity of recurrence and transience of random walks. Note that if = 1 =2 + ?1 =2, the random variables fS n (t)g n2N , for xed t, form a simple symmetric random walk on Z. Stability of the LIL immediately yields the same for recurrence. Indeed, S n (t) only makes steps of size 1 (as n grows) and stability of the LIL implies that for all t, the process fS n (t)g 1 n=1 takes both positive and negative values i.o. Hence, Corollary 1.10 If = 1 =2 + ?1 =2, then P (8t : S n (t) = 0 i.o.) = 1 :
We will prove in Section 5 the following generalization of Corollary 1.10. Theorem 1.11 Let be concentrated on Z, having nite support and mean 0. Then P(8t : S n (t) = 0 i.o.) = 1 :
Next, if fX n g n 1 is a sequence of i.i.d. random vectors in Z d with common law , the dynamic process fX n (t)g n 1 is de ned completely analogously as in the d = 1 case.
We will see in Section 5 that the property of being transient for simple random walk on Z d is stable for d 5 but sensitive for d = 3; 4. This is analogous to the fact that quasi-every Brownian motion path in R d is transient for d 5 This result is trivial for d = 1; 2. In Section 5, we will prove Theorem 1.12, and, more generally, characterize exactly those symmetric random walks on abelian groups for which transience is stable.
The next result describes the Hausdor dimension of the set of times at which simple random walk is recurrent. This result will also be generalized to certain symmetric random walks on abelian groups. Theorem 1.13 The Hausdor dimension of the set of times at which simple random walk is recurrent is 0 in 4 dimensions and 1/2 in 3 dimensions. Remark 1.14 Focusing on the rst n bits, our dynamics produces a random number N(n) of distinct nite sequences fX j (t)g n j=1 as t ranges over 0; 1]. It is easy to see that (with probability 1) C 1 n < N(n) < C 2 n for all large n, where C 1 and C 2 are positive constants. For some purposes (e.g., Theorem 1.4 on runs, Theorem 1.8 on prediction and Theorem 1.12 on transience), these sequences behave like n independently chosen random strings of n bits. However, the high correlations between these N(n) strings are manifested in Theorems 1.2 and 1.11. These theorems should be contrasted with the fact that among n 1=2+ random strings of 1's of length n, there is (with high probability) a string with all partial sums positive. Moreover, the stable recurrence exhibited in Theorem 1.11 indicates that the N(n) strings obtained in our dynamical model by time 1 are more clustered than trajectories of a tree-indexed random walk: In 4, Theorem 1.1] it is shown that for a spherically symmetric tree with approximately n 1=2+ vertices at level n for large n, the corresponding tree-indexed simple random walk on Z has, with positive probability, a ray with a trajectory that remains positive forever.
Notation: We will write fa k g fb k g if sup k fmax(a k =b k ; b k =a k ; )g C for some constant C.
Two classical limit theorems
We begin this section with a strengthened version of Theorem 1.1. Theorem 2.1 (uniform dynamical SLLN) Assume that m is nite. Then a.s., for every " > 0 there exists an N = N(") < 1 such that S n (t) n ? m < " for all t 2 0; 1] and all n N: Proof: It clearly su ces to show that for every " > 0, there is a.s. an N with the desired property. Fix " > 0. Let N k be the number of updates of the variable X k during 0; "] and denote by fX (`) k g` 1 the successive values at these updates. Let Y k = X k (0)I fN k =0g and M k = max 1 
Since jX k (t) ? Y k j M k for all t 2 0; "], we get We rst claim that these three events have probabilities which go to 0 as N goes to =10. The fact that lim N!1 P(C N )=0 now follows from the usual LIL applied to the sequence fX k ( " Together with (9), we obtain the fact that In this section, we prove Theorems 1.4 and 1.5. For the proof of Theorem 1.4, it is convenient to de ne an auxiliary random variable , which is exponentially distributed with mean 1, and independent of fX n (t)g n2N;t 0 . The idea is that considering the process up until the random time allows the exact calculation in Lemma 3.1 below.
For a xed sequence a = fa n g 1 n=1 and n 2 N, de ne the random variable U a n = Z 0 1 fRn(t) ang dt :
In words, U a n is the amount of time, up to time , that R n (t) a n .
Lemma 3.1 For any a = fa n g 1 n=1 , and any n 2 N, we have E U a n ] = p an and E U a n j U a
(an +1)(1?p)
. Hence P(U a
E U a n j U a n > 0] = p an (a n + 
< 1 if P 1 n=1 a n p an < 1 = 1 if P 1 n=1 a n p an = 1 :
Hence, if P 1 n=1 a n p an < 1, we get P(9t 2 0; ] : fR n (t) a n i.o.g) P(U a n > 0 i.o.) = 0
by Borel{Cantelli, and it follows easily that P(9t 0 : fR n (t) a n i.o.g) = 0. Now assume that P 1 n=1 a n p an = 1. De ne the event C n = f9t 2 0; 1] : R n (t) a n g ;
and note that P(U a n > 0) = P(9t 2 0; ] : R n (t) a n ) P(U a n > 0) = 1 : (13) Now consider the event A n = fX n?1 (t) = 0 for all t 2 0; 1]g:
Note that P(A n ) = (1 ? p)e ?p and that A n and C n are independent for each n. Hence X n P(A n \ C n ) = 1:
Next, it is clear that the events fA n \ C n g n are negatively correlated since for m 6 = n, A n \ C n and A m \ C m are either disjoint or independent. It follows from the Kochen{ Stone Theorem (see 7, p. 55]) that P(A n \ C n i.o.) = 1 and so P(9 in nitely many n 2 N such that f9t 2 0; 1] with R n (t) a n g) = 1 : (14) Clearly, (14) implies that for any rationals q; q 0 with q < q 0 , P(9 in nitely many n 2 N such that f9t 2 (q; q 0 ) with R n (t) a n g) = 1 : (15) A time t 2 0; 1] for which fR n (t) a n i.o.g can now be found (with probability 1) by an easy application of the Baire Category Theorem: Let V k = n k ft 2 (0; 1) : R n (t) a Proof: Again, C = C(r; p) will denote an arbitrary constant whose value might change from appearance to appearance. tantly, that by the lacunary assumption, the inequality can be reversed up to a uniform multiplicative constant. Since P(Z n > 0) = E Z n ]=E Z n j Z n > 0], it follows that lim inf n!1 P(Z n > 0) = 8 < :
Note that the events fZ n > 0g are decreasing, so that if P 1 =1 2m`= 1, then P(9t 2 0; ] : fB (a n?1 +1;an) (t) = 0 for all n 2 Ng) P(\ n fZ n > 0g) = 0:
Conversely, if P 1 =1 2m`< 1, then P(\ n fZ n > 0g) > 0, and a simple compactness argument implies that \ n fZ n > 0g f9t 2 0; ] : fB (a n?1 +1;an) (t) = 0 for all n 2 Ngg, completing the proof. A simple computation shows that this g has inverse rate 2 (n+1)(1+")
. By Lemma 4.1, P(9t 2 0; 1] : fB (a n?1 +1;an) (t) = 0 for all n 2 Ng) > 0. However, one may simply observe that if B (a n?1 +1;an) (t) = 0 for all n 2 N, then it follows immediately from the de nition of g that g is correct on the input X(t). This completes the proof. 2
Before giving the proof of Theorem 1.9, we prove a slightly weaker version, which has a more elementary proof in the sense that it does not appeal to a general result from Markov process theory.
Theorem 4.2 Let g be a predictor with inverse rate r(n) such that r(n) = o(2 n ). Then P(9t 0 such that g is correct on the input X(t)) = 0.
Proof: Let g be a xed predictor with the given rate assumption. Let C be such that r(n) 2 n C for all n. Let A n be the event that for some t 2 0; 1], the rst n bits of X(t) which are predicted by g are predicted correctly. Let V n be the number of di erent sequences of the rst r(n) bits that arise during the time interval 0; 1]. Clearly, V n 1 + Y n where Y n has a Poisson distribution with mean r(n). Note that given a single sequence of r(n) random unbiased bits, the rst n bits which are predicted by g are predicted correctly with probability 2 ?n . It follows that P(A n ) 1 X k=1 P(V n = k) k2 ?n = 1 + r(n) 2 n which goes to 0 as n ! 1. We now assume that H (A) = 0 and g is any predictor which has inverse rate 2 n= . Let > 0 be arbitrary. Choose intervals fI i g i2J such that A i2J I i and P i2J jI i j < . We claim that P(9t 2 I i such that g is correct on the input X(t)) 4jI i j :
Once this claim is established, it follows that P(9t 2 A such that g is correct on the input X(t)) 4 X i2J jI i j < 4 :
As > 0 is arbitrary, we may then conclude that P(9t 2 A such that g is correct on the input X(t)) = 0 :
It only remains to prove (24). Consider the rst 1=jI i j bits. (1=jI i j need of course not be an integer but we leave this easy correction to the reader.) The number of di erent sequences within the rst 1=jI i j bits that we see during the time interval I i has distribution which is 1 Poisson (1), where denotes convolution. The number of bits predicted with the rst 1=jI i j bits is at least ? log 2 jI i j ? 1 and the probability that g predicts this many of the rst bits correctly in a random sequence is at most 2jI i j .
Hence, as in the proof of We shall show that even the less restrictive (and older) notion of von Mises{Church randomness is sensitive. This notion of randomness is de ned as follows. First, a function g : f0; 1g N ! fs; dg N is a selector if (g( )) n depends on only via ( 1 ; : : : ; n?1 ) for each n. The idea is that a selector is used to choose which bits we will use in forming a subsequence. Speci cally, (g( )) n = s if based on ( 1 ; : : : ; n?1 ), the selector g selects to use the n:th bit, while (g( )) n = d if based on ( 1 ; : : : ; n?1 ), the selector g does not use the n:th bit (\s" and note that P(A) = 1 by the second Borel{Cantelli lemma. Also de ne the event B = f9t 2 0; 1] : fB a n?1 ;an (t) = 0 for all n 2 Ngg :
By Lemma 4.1, we have that P(B) > 0, so that P(A \ B) > 0 :
On the event B, we have, for the times t such that fB a n?1 +1;an (t) = 0 for all n 2 Ng, that X n (t) = 1 for all n such that (g(X(t))) n = s. On the event A \ B, for such t, we furthermore have that (g(X(t))) n = s for in nitely many n. However, then Lemma 5.1 Let fS n g be an irreducible 1-dimensional integer-valued random walk with steps which have mean 0 and have support in f?S; : : : ; Sg. Then there exists a constant C such that P x (S k 6 = 0 for k = 1; 2; : : : ; n) Cn ?1=2 for all x 2 f?S; : : : ; Sg and n 1.
We continue with three more lemmas needed to prove Theorem 1.11. As in Section 3, we run our process up until a random time which has an exponential distribution with mean 1. Theorem 1.11 will follow if we can show that for all u 2 N, P(8t 2 0; ] : S n (t) = 0 for some n u) = 1:
We now x such a u. Proof: For i = 1; 2; 3; 4 and 5, let f n i be the smallest element in I n i and let c n i := inff`2 I n i nff n i g : S`? 1 S`< 0g; where we take c n i to be 1 if S`? 1 S` 0 for all`2 I n i nff n i g. For i = 1; 2; 3; 4 and 5, let A n i := fc n i < 1; S k 6 = 0 for k 2 fc n i + 1; : : : ; c n i + n=10gg. 
If we can show that
we will obtain, as desired,
To show equation (28), let := infft 0 : X(t) 2 E n \ F n occurs g. Note that on the event Z n > 0, necessarily 2 0; ], By the strong Markov property and the memoryless property of , the probability that for all k = 1; 2; : : : ; n, the variable X k (t) is not refreshed during ; + 1=n] and > + 1=n is exactly e ? n+1 n and on this event, Z n 1=n. Hence P Z n 1=nj Z n > 0] e ?2 ; which immediately gives equation (28). Proof of Theorem 1.11: Lemma 5.3 and the Borel{Cantelli lemma imply that if B n := f9t 2 0; ] : X(t) 2 E n \ F n g, then P(B n i.o.) = 0:
This together with Lemma 5.4 and the fact that F n+1 (t) F n (t) yields P(8t 2 0; ] : X(t) 2 F n for only nitely many n) = 1; which implies (27), and the theorem follows.
2 We now turn to our generalization of Theorem 1.12. Let G be a discrete abelian group with identity element 0 and let be a probability measure on G which is symmetric in the sense that (g) = (?g) for all g 2 G. De ne the process fX n (t)g t 0 as at the end of the introduction and again let S n (t) := P n k=1 X k (t), noting that for xed t, this is simply a usual random walk on G with step size distribution given by which we will denote by fS n g. We will let P x denote the probabilities when the (nondynamical) random walk fS n g begins at location x 2 G while P again denotes the probability measure on the underlying probability space on which the dynamical process is de ned. Our general result (which clearly includes Theorem 1.12) is the following. Let p n := P(S n = 0). Again, the proof will use a series of lemmas. Since both sides of (29) trivially hold if fS n g is itself a recurrent random walk, we can assume that the random walk fS n g is transient. While not necessary, the arguments simplify slightly if, as usual, we run our process up until a random time which has an exponential distribution with mean 1.
Therefore, we now let Z n := The integral can be easily checked by induction to be 1=(k + 1) for any j 2 f0; : : : ; kg.
Alternatively, this can be seen by noting that this integral is the probability that U k+1 is the (j+1)st smallest of U 1 ; U 2 ; : : : ; U k+1 where U 1 ; U 2 ; : : : ; U k+1 are k independent mean 1 exponential random variables. Next, by applying Lemma 5.6 to the term P x (S j+m = 0), one bounds In particular, if fS n g is transient, then there exists a constant C such that np n =C P(Z n > 0) Cnp n for all n 1. Proof: Clearly for n 1,
Next, trivially, E Z n ] = p n by Fubini's Theorem. We next show that for n 1, E Z n j Z n > 0] 1 e 2 n ;
from which (a) will follow. To show this, let := infft 0 : S n (t) = 0g. Note that conditioned on the event fZ n > 0g, 2 0; ). By the strong Markov property and the memoryless property of , the probability that for all k = 1; : : : ; n, X k (t) does not By stopping the rst time t at which the process is such that S n (t) = 0, we get (again using the strong Markov property and the memoryless property of ) that
and hence, by Lemma 5.7, is at most 2 P n j=0 p j =(n + 1), as desired.
2
Proof of Theorem 5.5 in the case where the sum in (29) converges: Assume that P 1 n=0 np n < 1. This assumption together with Lemma 5.8 (a) then implies that P 1 n=0 P(Z n > 0) < 1 and hence by Borel-Cantelli, there are no times t 2 0; ] such that S n (t) = 0 for in nitely many values of n. It easily follows that P(9t : S n (t) = 0 for in nitely many values of n ) = 0; as desired.
The other case P 1 n=0 np n = 1 is more di cult. Let Z n be as above and let W n := P n k=0 kZ k . Note that P 1 n=0 np n = 1 is equivalent to lim n!1 E W n ] = 1. A key step is to establish the following lemma. 
Before proving this we isolate the following easy lemma. 6 Concluding remarks and open problems 1 . The dynamical sensitivity and stability discussed here parallel, to some extent, the notions of noise sensitivity and stability studied in 3]. For instance, dynamical stability of the law of large numbers corresponds to noise stability of the majority function in 3], while dynamical sensitivity of run tests in Section 3, corresponds to the noise sensitivity of the Boolean function determining whether the length of the longest run in a nite binary sequence exceeds its median. It remains a challenge to establish more formal connections between dynamical sensitivity and noise sensitivity.
2. In this paper, we considered equilibrium dynamics with 1{dimensional time. It is possible to extend the dynamics to multi-dimensional time, for instance along the lines suggested in 5] and in 10].
3. We conjecture that recurrence of simple random walk in Z 2 is sensitive. One motivation for this conjecture is the result of Adelman, Burdzy and Pemantle 1] who showed that projecting spatial Brownian motion to certain (random) planes can yield a transient process.
4.
Is there a precise relationship between almost sure properties of sequences which are dynamically stable for simple random walk, and properties of paths which hold quasi-everywhere in Wiener space? (cf. 16] and Theorem 1.12 here).
