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K-THEORY AND 0-CYCLES ON SCHEMES
RAHUL GUPTA, AMALENDU KRISHNA
Abstract. We prove Bloch’s formula for 0-cycles on affine schemes over al-
gebraically closed fields. We prove this formula also for projective schemes
over algebraically closed fields which are regular in codimension one. Several
applications, including Bloch’s formula for 0-cycles with modulus, are derived.
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1. Introduction
The principal aim of this paper is to study the Chow group of 0-cycles on singular schemes
and the Chow group of 0-cycles with modulus on smooth schemes. We prove Bloch’s formula
for these groups and show that the canonical cycle class map from them to the appropriate K-
theory and relative K-theory groups have torsion kernels of bounded exponents. These results
directly extend the analogous classical results about the 0-cycle groups on smooth schemes to
the setting of 0-cycles on singular schemes and 0-cycles with modulus on smooth schemes. We
derive several outstanding consequences of these results. This section provides the background
of these problems, a summary of main results and applications, their statements and outline
of proofs.
1.1. Bloch’s formula. The Bloch-Quillen formula in the theory of algebraic cycles provides
a description for the Chow group of 0-cycles on a smooth quasi-projective scheme over a
field in terms of the Zariski cohomology of the Quillen K-theory sheaves. This yields a
direct connection between the Chow groups and algebraicK-theory of smooth quasi-projective
schemes. This formula for curves is classical and the case of surfaces was derived by Bloch
[9]. The general case of the formula for all smooth quasi-projective schemes was established
by Quillen [39]. Kato [18] showed that this formula also holds if one replaces the Quillen K-
theory sheaves by the Milnor K-theory sheaves and the Zariski cohomology by the Nisnevich
cohomology. In conclusion, for a smooth quasi-projective scheme X of dimension d ≥ 0 over a
field, one knows that
(1.1) CHd(X) ≃Hdzar(X,KMd,X) ≃Hdnis(X,KMd,X) ≃Hdzar(X,Kd,X).
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However, no complete generalization of this formula has been found for singular schemes
despite the fact that there is a well established theory of 0-cycles on such schemes after the
work of Levine and Weibel [33] in 1980’s. This formula was shown for singular curves by
Levine and Weibel [33]. Collino [10] proved the Bloch-Quillen formula for a scheme which
is almost non-singular (meaning that it has only one singular point). For a quasi-projective
surface whose singular locus is affine, a Bloch-Quillen formula of the type (1.1) was proven
by Pedrini and Weibel [38]. Levine [31] proved this formula for all singular surfaces over
algebraically closed fields (see [8] for details). These are the only cases of singular schemes
for which any of the isomorphisms in (1.1) is presently known.
On the contrary, Levine and Srinivas showed [44, § 3.2] that the formula of Quillen for the
Chow group of 0-cycles can not be generalized to singular schemes, even with the rational
coefficients. They showed that if X is the boundary of the 4-simplex in A4C, given by the
equation f(x, y, z,w) = xyzw(1 − x − y − z − w) = 0, then CH3(X)Q ≅ KM3 (C)Q, whereas
H3zar(X,K3,X)Q ≅K3(C)Q.
This example shows that Quillen’s generalization of Bloch’s formula can not be extended
to higher dimensional affine schemes. However, it is an open question at present if Kato’s
generalization of Bloch’s formula extends to singular schemes. Our first main result answers
this question as follows. For any Noetherian scheme X, let us denote its Nisnevich (resp.
Zariski) site by Xnis (resp. Xzar). For a separated and reduced scheme X of finite type over
field, we let CHLW0 (X) denote the Levine-Weibel Chow group of 0-cycles. Let KMi,X denote
the Nisnevich (or Zariski) sheaves of Milnor K-groups on X (see § 2).
Theorem 1.1. Let k be an infinite perfect field and let X be a reduced quasi-projective scheme
of pure dimension d ≥ 0 over k. Then there is a canonical surjective map
(1.2) ρX ∶ CHLW0 (X) ↠ Hdnis(X,KMd,X).
This is an isomorphism if k is algebraically closed and either of the following holds.
(1) X is affine.
(2) X is projective and regular in codimension one.
In our proof of the isomorphism, the assumption that k is algebraically closed plays a
crucial role. Without this assumption, we can prove Theorem 1.1 for affine surfaces and for
a modified version of the Chow group (see § 2.1).
Theorem 1.2. Let X be a reduced affine surface over a perfect field k. Then there is a
canonical isomorphism
ρX ∶ CH0(X) ≅Ð→H2nis(X,KM2,X).
1.2. Bloch’s formula for Chow group with modulus. Just as Bloch’s higher Chow
groups are the motivic cohomology which describe algebraic K-theory of smooth schemes,
the higher Chow groups with modulus [7] are supposed to describe the relative algebraic K-
theory of the pair (X,D), where X is a smooth scheme and D ⊂ X is an effective Cartier
divisor. One of the primary goals of the program of connecting cycles with modulus and
relative K-theory is the proof of Bloch-Quillen-Kato type formula for the Chow groups with
modulus. As an application of Theorems 1.1 and 1.2, we solve this problem for 0-cycles with
modulus as follows.
Theorem 1.3. Let k be an algebraically closed field and let X be a smooth quasi-projective
scheme of dimension d ≥ 1 over k. Let D ⊂X be an effective Cartier divisor. Then there is a
canonical isomorphism
(1.3) ρX ∣D ∶ CH0(X ∣D) ≅Ð→Hdnis(X,KMd,(X,D))
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in the following cases.
(1) X is affine.
(2) X is projective and D is integral.
If d ≤ 2, then part (2) of the above theorem holds without any condition on D and this was
shown in [6]. If k is not necessarily algebraically closed, we can prove the following.
Theorem 1.4. Let X be a smooth affine surface over a perfect field k and let D ⊂ X be an
effective Cartier divisor. Then there is a canonical isomorphism
ρX ∣D ∶ CH0(X ∣D) ≅Ð→H2nis(X,KM2,(X,D)).
1.3. The cycle class map. For a Noetherian scheme X, there is a cycle class map λX ∶
CHLW0 (X) →K0(X) (see [33, Proposition 2.1]). Let F dK0(X) be its image. If X is a smooth
scheme andD ⊂X is an effective Cartier divisor, there is a cycle class map λX ∣D ∶ CH0(X ∣D) →
K0(X,D) (see [6] and § 8.1). As an application of the Chern class maps, Grothendieck [16,
§ 4.3] proved that for a smooth quasi-projective scheme X of dimension d ≥ 1 over a field, the
kernel of the cycle class map λX is a torsion group of exponent (d − 1)!.
The second principal aim of this text is to generalize this result to 0-cycles on singular
schemes and 0-cycles with modulus on smooth schemes as follows. When k = k, part (1)
of the following theorem gives an independent proof of an old unpublished result of Levine
(see [30, Corollary 5.4]) for affine schemes. When k is not algebraically closed,this result is
completely new. Recall that an affine algebra over k means a finite type k-algebra.
Theorem 1.5. Let A be a geometrically reduced affine algebra of dimension d ≥ 1 over a field
k. Assume that either k is algebraically closed or (d − 1)! ∈ k×. Let X = Spec (A) and let
D ⊂X be an effective Cartier divisor. Then the following hold.
(1) If k is an infinite field, then the kernel of the cycle class map λA ∶ CHLW0 (A) →K0(A)
is a torsion group of exponent (d − 1)!.
(2) For arbitrary fields, the kernel of the cycle class map λA ∶ CH0(A) → K0(A) is a
torsion group of exponent (d − 1)!, where as before CH0(A) is a modified version of
the Chow group.
(3) If k is perfect and X is smooth, then the kernel of the cycle class map λX ∣D ∶ CH0(X ∣D) →
K0(X,D) is a torsion group of exponent (d − 1)!.
We now give several applications of the above results.
1.4. Motivic cohomology with modulus. Let X be a smooth quasi-projective scheme
of pure dimension d over a field k and let D ⊂ X be an effective Cartier divisor. Let
H iM(X ∣D,Z(r)) denote the motivic cohomology of the pair (X,D). This is defined as the
Nisnevich hypercohomology of the presheaf of cycle complexes with modulus. There exists a
canonical map CHr(X ∣D,2r − i)→ H iM(X ∣D,Z(r)) (see § 2.5). It is known that this natural
map is an isomorphism if D = ∅. For an arbitrary effective divisor D, one does not know
much about the nature of this map. As an application of Bloch’s formula for 0-cycles with
modulus, we show the following.
Theorem 1.6. Let k be an algebraically closed field. Let X be a smooth quasi-projective
scheme of pure dimension d ≥ 1 over k and let D ⊂X be an effective Cartier divisor such that
Dred is a simple normal crossing divisor. Then the map canM ∶ CHd(X ∣D) →H2dM(X ∣D,Z(d))
of (2.8) is surjective in the following cases.
(1) d ≤ 2.
(2) X is affine.
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(3) char(k) = 0 and X is projective.
(4) char(k) > 0, X is projective and D is reduced.
Moreover, it is an isomorphism if in addition, D is connected and smooth.
If k is a finite field and Dred is a simple normal crossing divisor, then Ru¨lling and Saito
[41] proved that the map canM induces an isomorphism of the pro-abelian groups canM ∶
“ lim
←Ð
n
” CHd(X ∣nD)→ “ lim
←Ð
n
” H2dM(X ∣nD,Z(d)). Using the results of Ru¨lling and Saito, and
Theorem 1.3 as new ingredient, we can prove this isomorphism for affine schemes and for
quasi-projective surfaces over algebraically closed fields. More precisely, we have
Theorem 1.7. Let k be an algebraically closed field. Let X be a smooth quasi-projective
scheme of pure dimension d ≥ 1 over k and let D ⊂ X be a simple normal crossing divisor.
Then the map of pro-abelian groups canM ∶ “ lim
←Ð
n
” CHd(X ∣nD) → “ lim
←Ð
n
” H2dM(X ∣nD,Z(d))
is an isomorphism in the following cases.
(1) X is affine.
(2) X is a quasi-projective scheme and d = 2.
1.5. The strong Bloch-Srinivas conjecture. Let X be a reduced affine or projective
scheme of dimension d ≥ 1 over an algebraically closed field k. Assume that X is regular
in codimension one and there exists a resolution of singularities π ∶ X̃ → X. Let E0 ⊂ X̃
be the reduced exceptional divisor. It is known that there exists a surjective pull-back
map π∗ ∶ CHLW0 (X) → CH0(X̃). It is not hard to see that this map has a factorization
CHLW0 (X) π∗nÐ→ CH0(X̃ ∣nE0) ↠ CH0(X̃) for every n ≥ 1. As an application of our proof of
Theorem 1.1, we can prove the following result about the maps π∗n.
Theorem 1.8. The map π∗n ∶ CHLW0 (X)→ CH0(X̃ ∣nE0) is an isomorphism for all n≫ 0. If
char(k) > 0, then π∗n is an isomorphism for every n ≥ 1.
The first part of Theorem 1.8 was conjectured (in a different but equivalent form) by Bloch
and Srinivas [43] for normal surfaces. Its proof was given in [28]. This conjecture allows us
to estimate the kernel of the map CHLW0 (X)↠ CH0(X̃).
1.6. Question of Kerz and Saito. Let X be a smooth projective scheme of dimension
d ≥ 1 over a perfect field k of positive characteristic and let U ⊂ X be an open subset
whose complement is supported on a divisor. Then a question posed by Kerz and Saito [22,
Question V] asks if there is an isomorphism
lim
←Ð
D
CH0(X ∣D) ≅Ð→ lim
←Ð
D
Hdnis(X,KMd,(X,D)),
where the limits are taken over effective divisors on X with support outside U .
This question was answered positively by Kerz and Saito if k is a finite field, using an
earlier result of Kato and Saito [19]. As an application of Theorem 1.8, we prove the following
stronger version of this question whenever k is algebraically closed andX∖U can be contracted
to a smaller dimensional scheme without changing U .
Theorem 1.9. Let Y be a reduced projective scheme of pure dimension d ≥ 1 over an alge-
braically closed field k of positive characteristic. Assume that Y is regular in codimension one
and there exists a resolution of singularities π ∶X → Y . Let E0 ⊂X be the reduced exceptional
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divisor. Then for any effective divisor D ⊂X with support E0, there is a commutative diagram
(1.4) CH0(X ∣D)ρX ∣D//

Hdnis(X,KMd,(X,D))

CH0(X ∣E0)ρX ∣E0// Hdnis(X,KMd,(X,E0))
in which all arrows are isomorphisms.
We warn the reader that this result does not follow from Theorem 1.3. Rather, it gives
new cases of Bloch’s formula for Chow groups with modulus.
1.7. Schlichting’s theorem. In [42], Schlichting gave a necessary and sufficient condition for
vector bundles of top rank on affine schemes to admit nowhere vanishing sections. By combin-
ing Theorem 1.1 with [26, Theorem 1.2], we recover Schlichting’s theorem over algebraically
closed fields.
Corollary 1.10. Let A be a reduced affine algebra of pure dimension d ≥ 1 over an alge-
braically closed field and let X = Spec (A). Let P be a projective A-module of rank d. Then
P admits an Euler class e(P ) ∈ Hdzar(X,KMd,X). Furthermore, P splits off a free summand of
positive rank if and only if e(P ) dies in Hdnis(X,KMd,X).
Indeed, [26, Theorem 1.2] says that P splits off a free summand of positive rank if and
only if cd(P ) = 0 in K0(X). On the other hand, cd(P ) lies in F dK0(X) by [37, Remark 3.6]
and CHLW0 (X) ≅Ð→ F dK0(X) by [26, Theorem 1.3]. Corollary 1.10 therefore follows from
Theorem 1.1.
1.8. Euler class group and Chow group. The Euler and weak Euler class groups of a
commutative Noetherian ring A were introduced by Bhatwadekar and R. Sridharan [5] in order
to study the question of existence of nowhere vanishing sections of projective modules of rank= dim(A). If A is a smooth affine algebra over an infinite perfect field, it was conjectured
by Bhatwadekar and R. Sridharan (see [4, Remark 3.13]) that the weak Euler class group
E0(A) coincides with the Chow group of 0-cycles CH0(A). This was proven by Bhatwadekar
(unpublished) if dim(A) ≤ 2 and by Asok and Fasel [2] in general. As part of the proof of
Theorem 1.2, we establish the following partial generalization of these results to non-smooth
algebras.
Theorem 1.11. Let A be a 2-dimensional geometrically reduced affine algebra over an infinite
field. Then there is an isomorphism
E0(A) ≅Ð→ CHLW0 (A).
1.9. Outline of proofs. We now briefly outline the strategy of our proofs. Bloch’s formula
for 0-cycles on singular schemes has three main steps: the construction of the Bloch-Quillen
map, showing its surjectivity and, its injectivity.
The construction of the Bloch-Quillen map from the Chow group to the cohomology of the
Milnor K-theory sheaves is a major obstacle. In the smooth case, this directly follows from
the Gersten complex. But this method breaks down in the singular case. Another possibility
is to construct this map for surfaces and then reduce the general case to the surface case. But
this too breaks down due to the lack of a push-forward map on the top cohomology of the
Milnor K-theory sheaf.
Instead, what we observe here is that in any dimension, the Cousin complex still gives a
presentation of the desired cohomology group. The heart of the proof then is to compare
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some part of the Gersten complex with Cousin complex of Milnor K-theory sheaves to kill
the rational equivalence on the group of 0-cycles. The key role here is played by our Propo-
sition 3.4.
We complete the proof of Theorem 1.1 in § 4. The main ingredients for the surjectivity
are some results of Kato and Saito [19]. The injectivity is shown using the Roitman torsion
theorems of [26] and [28]. Apart from these, we also need to use a technique of Levine [32]
to study the relation between the K-theory of a normal projective scheme and its albanese
variety.
In § 5, we prove Bloch’s formula for the Chow group with modulus. In order to do so,
we generalize Theorem 1.1 to certain kind of projective schemes which are not regular in
codimension one. The crucial ingredient here is the Roitman torsion theorem of [25]. We
derive Bloch’s formula in the modulus setting using this and a decomposition theorem for
the Chow group of 0-cycles from [6]. In this section, we also prove Theorems 1.6 and 1.7.
The main idea here is to use a theorem of Ru¨lling and Saito [41] which compares motivic
cohomology with modulus with the cohomology of a relative Milnor K-group. The theorems
then follow from our Bloch’s formula with modulus (Theorem 1.3) by comparing the relative
Milnor K-groups of Ru¨lling-Saito and Kato-Saito.
The strong Bloch-Srinivas conjecture is proven in § 6 using Theorem 1.1, the recent pro-
descent theorem of Kerz, Strunk and Tamme [23] and some results on theK-theory in positive
characteristic from [26]. A question of Kerz-Saito is answered in a special case as an application
of our proof of the strong version of the Bloch-Srinivas conjecture.
In § 7, we prove Theorem 1.5. The proof is delicate and goes into several steps. We use
the theory of Euler class groups of commutative Noetherian rings. For singular rings, these
groups are difficult to study directly. To circumvent this, we introduce a modified version of
the Euler class group. We then show that this modified version coincides with the classical
one for singular affine schemes. It uses a hard result of Van der Kallen [48], a theorem of
Das-Zinna [12] and the Bertini theorem of Murthy and Swan.
Once this isomorphism is achieved, we use the Bertini theorems of Murthy and Swan (once
again), the cancellation theorem of Suslin and some results of Bhatwadekar-R. Sridharan on
the Euler classes of projective modules to complete the proof of Theorem 1.5. Using these
Euler class groups, we derive Bloch’s formula for affine surfaces over arbitrary perfect fields
in § 8.
1.10. Notations. The following notations will be followed in this text. The word scheme will
mean a separated Noetherian scheme of finite Krull dimension and the word ring will mean
a commutative Noetherian ring. For a scheme X, the normalization of Xred will be denoted
by XN . We shall denote the Nisnevich (resp. Zariski) site of X by Xnis (resp. Xzar). For
a point x ∈ X, we shall denote the scheme Spec(OX,x) by Xx. We let Xox = Xx ∖ {x} and
ηx = Spec (k(x)). For a closed subscheme Z ⊂X, we shall let ∣Z ∣ denote the support of Z.
Throughout this text, we shall fix a perfect field k and let Schk denote the category of
separated schemes of finite type over k. We shall let Smk denote the category of those
schemes in Schk which are smooth over k. For X,Y ∈ Schk, we shall denote X ×Spec (k) Y
simply by X × Y .
For abelian groups A and B, we shall write A⊗Z B in short as A ⊗B. For a prime p, we
shall let A{p} denote the p-primary torsion subgroup of A.
2. Review of 0-cycles and Milnor K-sheaves
In this section, we recall the definitions of various 0-cycle groups and relations between
them. We also recall the definition of the Milnor K-theory sheaves which is one of our main
objects of study in order to prove the Bloch-Quillen type formula for Chow groups on singular
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varieties and Chow groups with modulus. We also prove some other preliminary results that
will be used in the proofs of the main results.
2.1. Levine-Weibel Chow group of singular schemes. We recall the definition of the
cohomological Chow group of 0-cycles for singular schemes from [6] and [33]. Let X be a
reduced quasi-projective scheme of dimension d ≥ 1 over k. Let Xsing and Xreg respectively
denote the loci of the singular and the regular points of X. Given a nowhere dense closed
subset Y ⊂ X such that Xsing ⊆ Y , we let Z0(X,Y ) denote the free abelian group on the
closed points of X ∖ Y . We write Z0(X,Xsing) in short as Z0(X).
Definition 2.1. Let C be a pure dimension one reduced scheme in Schk. We shall say that
a pair (C,Z) is a good curve relative to X if there exists a finite morphism ν ∶C → X and a
closed proper subset Z ⊊ C such that the following hold.
(1) No component of C is contained in Z.
(2) ν−1(Xsing) ∪Csing ⊆ Z.
(3) ν is local complete intersection at every point x ∈ C such that ν(x) ∈Xsing.
Let (C,Z) be a good curve relative to X and let {η1,⋯, ηr} be the set of generic points of
C. Let OC,Z denote the semilocal ring of C at S = Z∪{η1,⋯, ηr}. Let k(C) denote the ring of
total quotients of C and write O×C,Z for the group of units in OC,Z . Notice that OC,Z coincides
with k(C) if ∣Z ∣ = ∅. As C is Cohen-Macaulay, O×C,Z is the subgroup of k(C)× consisting of
those f which are regular and invertible in the local rings OC,x for every x ∈ Z.
Given any f ∈ O×C,Z ↪ k(C)×, we denote by divC(f) (or div(f) in short) the divisor of zeros
and poles of f on C, which is defined as follows. If C1, . . . ,Cr are the irreducible components
of C, and fi is the factor of f in k(Ci), we set div(f) to be the 0-cycle ∑ri=1 div(fi), where
div(fi) is the usual divisor of a rational function on an integral curve in the sense of [14]. As
f is an invertible regular function on C along Z, div(f) ∈ Z0(C,Z).
By definition, given any good curve (C,Z) relative to X, we have a push-forward map
Z0(C,Z) ν∗Ð→ Z0(X). We shall write R0(C,Z,X) for the subgroup of Z0(X) generated by
the set {ν∗(div(f))∣f ∈ O×C,Z}. Let R0(X) denote the subgroup of Z0(X) generated by the
image of the map R0(C,Z,X) → Z0(X), where (C,Z) runs through all good curves relative
to X. We let CH0(X) = Z0(X)R0(X) .
If we let RLW0 (X) denote the subgroup of Z0(X) generated by the divisors of rational
functions on good curves as above, where we further assume that the map ν ∶ C →X is a closed
immersion, then the resulting quotient group Z0(X)/RLW0 (X) is denoted by CHLW0 (X).
Such curves on X are called the Cartier curves. There is a canonical surjection CHLW0 (X)↠
CH0(X). The Chow group CHLW0 (X) was discovered by Levine and Weibel [33] in an attempt
to describe the Grothendieck group of a singular scheme in terms of algebraic cycles. The
modified version CH0(X) was introduced in [6].
We shall use the following moving lemma type result from [13, Lemma 1.3, Corollary 1.4]
in the proof of Theorems 1.1 and 1.8.
Lemma 2.2. Let X be a reduced quasi-projective scheme over an infinite perfect field k. Let
Y be a nowhere dense closed subscheme of X containing Xsing such that the codimension of
Y in X is at least two. Let RLW0 (X,Y ) ⊂ RLW0 (X) denote the subgroup generated by divC(f)
where C is an integral curve such that C ∩ Y = ∅ and f ∈ k(C)×. Then the map
Z0(X,Y )
RLW0 (X,Y ) →
Z0(X)RLW0 (X)
is an isomorphism.
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2.2. Milnor K-theory sheaves. Let A be a ring. Let T (A×) denote the Z-tensor algebra
over the group of units in A. Recall that the Milnor K-group KMi (A) of A is the i-th graded
piece of the quotient of T (A×) by the homogeneous ideal generated by a⊗ (1 − a) ∈ A× ⊗A×
with a,1 − a ∈ A×. Given an ideal I ⊂ A, we let KMi (A,I) = Ker(KMi (A) → KMi (A/I)).
For a1, . . . , ai ∈ A×, we let {a1, . . . , ai} denote the image of a1 ⊗⋯⊗ ai in KMi (A). We shall
frequently use the following description of KMi (A,I) for local rings from [19, Lemma 1.3.1].
Lemma 2.3. ([19, Lemma 1.3.1]) Let A be a finite product of local rings and let I ⊂ A be an
ideal. Then KMi (A,I) coincides with the subgroup of KMi (A) generated by elements of the
form {a1, . . . , ai} such that aj ∈ Ker(A× → (A/I)×) for some j.
We shall need the following local result later in the proof of Theorem 1.3. Let
(2.1) R
ψ1
//
ψ2

A1
φ1

A2
φ2
// // B
be a Cartesian square of rings.
Lemma 2.4. Associated to the Milnor square (2.1), the restriction map Ker(KMq (R) →
KMq (A2)) → Ker(KMq (A1)→KMq (B)) is surjective if A1 and A2 are local rings.
Proof. We let Ji = Ker(φi) and Ii = Ker(ψi) for i = 1,2. We need to show that the map of
relative Milnor K-groups KMq (R,I2)→KMq (A1, J1) is surjective. If q ≤ 1, then it follows from
[36, Theorem 6.2, Lemma 4.1] that this map is actually an isomorphism. So we assume q ≥ 2.
It is easy to check that R is a local ring. It follows from Lemma 2.3 that KMq (A1, J1) is
generated by the Milnor symbols {b1, . . . , bq} such that bj ∈ (1 + J1)× for some 1 ≤ j ≤ q. A
similar presentation holds forKMq (R,I2). We choose such a symbol {b1, . . . , bq} ∈KMq (A1, J1).
Suppose that bj ∈ (1 + J1)× for some 1 ≤ j ≤ q. Since the map R× → A×1 is surjective, we can
find b′i ∈ R× such that ψ1(b′i) = bi for 1 ≤ i ≠ j ≤ q. Furthermore, we have isomorphism(1 + I2)× = KM1 (R,I2) ≅Ð→ KM1 (A1, J1) = (1 + J1)× by q = 1 case. So we can choose b′j ∈(1 + I2)× such that ψ∗1(b′j) = bj . It is now immediate that {b′1, . . . , b′q} ∈ KMq (R,I2) and
ψ∗1({b′1, . . . , b′q}) = {b1, . . . , bq}. This finishes the proof. 
Definition 2.5. For a scheme X and closed immersion ι ∶ Y ↪ X, we let KM
i,(X,Y ) denote
the Zariski (resp. Nisnevich) sheaf on Xzar (resp. Xnis) associated to the presheaf U ↦
Ker(KMi (Γ(OU )) →KMi (Γ(OY ×XU))).
Since the Zariski or the Nisnevich cohomology of the push-forward sheaf ι∗(KMi,Y ) coincides
with that of KMi,Y , we shall not distinguish between these two sheaves in the sequel. It follows
immediately from the above definition that there is a short exact sequence of Zariski (or
Nisnevich) sheaves
(2.2) 0→ KMi,(X,Y ) → KMi,X → KMi,Y → 0.
2.3. Gersten and Cousin complexes. Let k be a perfect field. LetX be an equi-dimensional
scheme of dimension d which is a localization of a reduced quasi-projective scheme over k.
For any point x ∈X, let KMi (x) =KMi (k(x)). Let X(q) be the set of codimension q points on
X. For any x ∈ X(q) and y ∈ X(q+1), let Z = {x}. We let ∂Mx,y ∶KMi (x) →KMi−1(y) be the map
(2.3) ∂Mx,y = { 0 if y ∉ Z∑z∣yNk(z)/k(y) ○ ∂z otherwise,
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where z runs through the closed points in ZN over y and ∂z ∶ KMi (k(x)) = KMi (k(ZN)) →
KMi−1(k(z)) is the classical boundary map on the quotient field of a dvr defined in [3].
Recall from [18, Proposition 1] (see also [40, Lemma 3.3] for a generalization) that there is
a Gersten complex of Zariski sheaves
(2.4) 0→ KMi,X ǫÐ→ ∐
x∈X(0)
(ix)∗(KMi (x)) → ∐
x∈X(1)
(ix)∗(KMi−1(x)) → ⋯
⋯→ ∐
x∈X(d−1)
(ix)∗(KMi−d+1(x)) ∂MÐÐ→ ∐
x∈X(d)
(ix)∗(KMi−d(x)),
where ǫ is the usual restriction map to the generic points. The other boundary maps consist
of the sums of homomorphisms ∂Mx,y for x ∈ Xq, y ∈Xq+1.
For a Zariski sheaf F on X and a point x ∈ X (not necessarily closed), recall that
H
q
x(Xzar,F) is defined as the colimit lim
Ð→
U
H
q
{x}∩U
(U,F∣U ), where the limit is over all open
neighborhoods of x in X. The Nisnevich cohomology Hqx(Xnis,F) is defined in an analogous
way.
Recall also that for any Zariski sheaf of abelian groups F onX, the filtration by codimension
of support (coniveau filtration) of the Zariski cohomology with support gives rise to the Cousin
complex of Zariski cohomology sheaves
C●F ∶ ∐
x∈X(0)
(ix)∗Hqx(X,F) → ∐
x∈X(1)
(ix)∗Hq+1x (X,F) → ⋯
⋯→ ∐
x∈X(d−1)
(ix)∗Hq+d−1x (X,F) ∂SÐ→ ∐
x∈X(d)
(ix)∗Hq+dx (X,F)(2.5)
with a map ǫ ∶ Hq(F) → C●F , where Hq(F) is the Zariski sheaf on X associated to the presheaf
U ↦H
q
zar(U,F). Let fS ∶ ∐
x∈X(d)
Hdx(X,F) →Hdzar(X,F) denote the sum of the ‘forget support’
maps fS,x ∶Hdx(X,F) →Hdzar(X,F).
For x ∈X(q) and y ∈ X(q+1), let ∂Sx,y ∶Hnx (X,F) →Hn+1y (X,F) be the composite map
(2.6) Hnx (X,F) ↪ ∐
z∈X(q)
Hnz (X,F) ∂SÐ→ ∐
w∈X(q+1)
Hn+1w (X,F)↠ Hn+1y (X,F).
Lemma 2.6. The Cousin complex induces an exact sequence of Zariski cohomology
(2.7) ∐
x∈X(d−1)
Hd−1x (X,F) ∂SÐ→ ∐
x∈X(d)
Hdx(X,F) fSÐ→Hdzar(X,F) → 0.
Proof. The complex (2.5) gives rise to a spectral sequenceEp,q1 = ∐
x∈X(p)
H
p+q
x (X,F)⇒Hp+qzar (X,F).
The lemma is now an easy consequence of the fact that H ix(X,F) ≅ H ix(Xx,F) for every
x ∈ X(q) and i ≥ 0 by excision, and dim(Xx ∖ {x}) = q − 1. 
The remaining part of this section is not essential for the proof of Theorem 1.1. The reader
who is only interested in the proof of this theorem can therefore directly move to § 3.
2.4. Higher Chow groups with modulus. For n ≥ 1, let ◻n denote the scheme Ank ≅(P1k ∖ {∞})n. Let (y1,⋯, yn) denote the coordinate of a point on ◻n. We shall denote the
scheme (P1k)n by ◻n. For 1 ≤ i ≤ n, let F∞n,i denote the closed subscheme of ◻n given by the
equation {yi = ∞}. We shall denote the divisor n∑
i=1
F∞n,i by F
∞
n .
Let X be a smooth quasi-projective scheme of dimension d ≥ 0 over k and let D ⊂ X be
an effective Cartier divisor. For r ∈ Z and n ≥ 0, let zr(X ∣D,n) be the free abelian group on
integral closed subschemes V of X ×◻n of dimension r +n satisfying the following conditions.
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(1) (Face condition) For each face F of ◻n, V intersects X × F properly:
dimk(V ∩ (X × F )) ≤ r + dimk(F ),and
(2) (Modulus condition) V is a cycle with modulus D relative to F∞n :
ν∗(D × ◻n) ≤ ν∗(X ×F∞n ),
where V is the closure of V in X × ◻n and ν ∶ V N → V → X × ◻n is the composite map from
the normalization of V . We let zr(X ∣D,n)degn denote the subgroup of zr(X ∣D,n) generated
by cycles which are pull-back of some cycles under various projections X ×◻n →X ×◻m with
m < n.
Definition 2.7. The cycle complex with modulus (zr(X ∣D,●), d) of X in dimension r and
with modulus D is the non-degenerate complex associated to the cubical abelian group n ↦
zr(X ∣D,n), i.e.,
zr(X ∣D,n) ∶= zr(X ∣D,n)
zr(X ∣D,n)degn .
The homology CHr(X ∣D,n) ∶= Hn(zr(X ∣D,●)) is called a higher Chow group of X with
modulus D. Sometimes, we also write it as the Chow group of the modulus pair (X,D).
If X has pure dimension d, we write CHr(X ∣D,n) = CHd−r(X ∣D,n). We shall often write
CHr(X ∣D,0) as CHr(X ∣D). We refer to [27] for further details on this definition. The reader
should note that CHr(X ∣D,n) coincides with the usual higher Chow group of Bloch CHr(X,n)
if D = ∅.
2.5. Motivic cohomology with modulus. Let X be a smooth quasi-projective scheme of
pure dimension d ≥ 0 over k and let D ⊂ X be an effective Cartier divisor. For an e´tale map
V → X, we let DV denote the pull-back of D to V . Then the presheaves z
r(−∣D,n) on the
site Xe´t defined by (V → X) ↦ zr(V ∣DV , n) are sheaves for the e´tale topology and therefore
for the Nisnevich topology.
If X is smooth and D is an effective Cartier divisor on X, then the r-th motivic complex
of the pair (X,D) is defined to be the complex of the Nisnevich sheaves on X:
Z(r)X ∣D = zr(−∣D,2r − ●).
and the motivic cohomology of the pair (X,D) is defined to be:
H iM(X ∣D,Z(r)) ∶= Hinis(X,Z(r)X ∣D).
Note that, for 0 ≤ r and 0 ≤ i ≤ 2r, there exists a natural map
(2.8) CHr(X ∣D,2r − i) →H iM(X ∣D,Z(r)).
Indeed, considering zr(X ∣D,2r−●) as a complex of constant Nisnevich sheaves on X, we have
a natural map zr(X ∣D,2r−●) → Z(r)X ∣D,nis. Taking the hypercohomology of these complexes,
we get CHr(X ∣D,2r − i) = Hinis(zr(X ∣D,2r − ●)) →H iM(X ∣D,Z(r)).
2.6. The double and its Chow group. Let X be a smooth quasi-projective scheme of
dimension d over k and let D ⊂ X be an effective Cartier divisor. Recall from [6, § 2.1] that
the double of X along D is a quasi-projective scheme S(X,D) =X ∐D X so that
(2.9)
D
ι //
ι

X
ι+
X
ι−
// S(X,D)
is a co-Cartesian square in Schk. In particular, the identity map of X induces a finite map∇ ∶ S(X,D) →X such that ∇○ι± = IdX and π = ι+∐ι− ∶ X∐X → S(X,D) is the normalization
map. We let X± = ι±(X) ⊂ S(X,D) denote the two irreducible components of S(X,D). We
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shall often write S(X,D) as SX when the divisor D is understood. SX is a reduced quasi-
projective scheme whose singular locus is Dred ⊂ SX . It is projective whenever X is so. It
follows from [25, Lemma 2.2] that (2.9) is also a Cartesian square.
It is clear that the map Z0(SX ,D) (ι∗+,ι∗−)ÐÐÐ→ Z0(X+,D) ⊕ Z0(X−,D) is an isomorphism.
Notice also that there are push-forward inclusion maps p±∗∶ Z0(X,D) → Z0(SX ,D) such that
ι∗+ ○p+∗ = Id and ι∗+ ○p−∗ = 0. The fundamental result that connects the 0-cycles with modulus
on X and 0-cycles on SX is the following.
Theorem 2.8. ([6, Theorem 1.9]) Let X be a smooth quasi-projective scheme over k and let
D ⊂X be an effective Cartier divisor. Then there is a split short exact sequence
0→ CH0(X ∣D) p+∗ÐÐ→ CH0(SX) ι∗−Ð→ CH0(X) → 0.
2.7. Ru¨lling-Saito relative Milnor K-theory. Let k be a field. Let X be a smooth scheme
over k and let D be an effective Cartier divisor on X. Then Ru¨lling and Saito [41] defined a
variant of relative Milnor K-groups of the pair (X,D) as follows.
For a smooth scheme X, we let KˆMr,X denote the kernel of the map of Zariski sheaves∐
x∈X(0)
(ix)∗(KMi (x)) → ∐
x∈X(1)
(ix)∗(KMi−1(x)). Note that, Kerz [21] gave a description of these
sheaves. Moreover, there exists a natural surjective mapKMr,X ↠ KˆMr,X which is an isomorphism
at the generic points of X. By [20], it also follows that this map is an isomorphism if k is an
infinite field.
Let j ∶ V ↪ X denote the complement X ∖D. Then the Zariski sheaf KM
r,X ∣D is defined to
be the image of the natural map
(2.10) Ker(O×X → O×D) ⊗Z j∗KˆMr−1,V → j∗KˆMr,V , a⊗ {b1, . . . , br−1}↦ {a, b1, . . . , br−1}.
In particular, KM
r,X ∣D = 0 for r ≤ 0 and KM1,X ∣D = Ker(O×X → O×D). Observe that by definitionKM
r,X ∣D is the subsheaf of the Zariski sheaf ∐
x∈X(0)
(ix)∗(KMi (x)). We let KMr,X ∣D,nis denote the
Nisnevich sheaf associated to the presheaf on the small Nisnevich site of X
(2.11) Xnis → (abelian groups), (u ∶ U →X) ↦H0(U,KMr,U ∣u∗D).
Lemma 2.9. Let k be an infinite filed and let (X,D) be as above. Then there exists an
injective map of sheaves KM
r,(X,D),nis ↪ KMr,X ∣D,nis and it is an isomorphism if D is smooth.
Moreover, if the support of D has a simple normal crossing, then the map induces an isomor-
phism of pro-sheaves “ lim
←Ð
n
” KM
r,(X,nD),nis → “ lim←Ð
n
” KM
r,X ∣nD,nis.
Proof. By the definition of the Nisnevich sheaves KM
r,(X,D),nis and KMr,X ∣D,nis (Definition 2.5 and
(2.11)), it suffices to show that the claims of Lemma 2.9 hold for the Zariski sheaves KM
r,(X,D)
and KM
r,X ∣D.
Since k is infinite, we have KM∗,V = KˆM∗,V . For the existence of the injective map, consider
the following diagram:
(2.12) Ker(O×X → O×D) ⊗Z KMr−1,X //
id⊗j∗

KMr,X
j∗

 s
&&▼
▼▼
▼▼
▼▼
▼▼
▼▼
▼
Ker(O×X → O×D) ⊗Z j∗KMr−1,V // j∗KMr,V   // ∐
x∈X(0)
(ix)∗(KMi (x)).
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It follows easily that the square and the triangle in (2.12) commute. By Lemma 2.4 and
[20, Lemma 2.2], the image of the top horizontal arrow in (2.12) is the sheaf KM
r,(X,D) while
by definition, the image of the bottom left horizontal arrow is the sheaf KM
r,X ∣D. Therefore,
there exists an inclusion of the Zariski sheaves KM
r,(X,D) ↪ KMr,X ∣D.
Now, assume that the support of D has simple normal crossings. Then [41, Proposition 2.8]
gives a description of KM
r,X ∣D,x for x ∈ D. It follows from this description that KMr,X ∣D is a
subsheaf of Zariski sheaf KMr,X , and for m ≥ 2, we have
KMr,(X,mD) ↪ KMr,X ∣mD ↪ KMr,(X,(m−1)D) ↪ KMr,X .
Therefore, we have an isomorphism of pro-sheaves “ lim
←Ð
n
” KM
r,(X,nD),nis → “ lim←Ð
n
” KM
r,X ∣nD,nis.
Now, let D be smooth. Let x ∈ D and let η ∈ X be the generic point of the component of
X which contains x. Since D is smooth, it is defined at x by an irreducible element t ∈ OX,x.
Then by [41, Proposition 2.8], KM
r,X ∣D,x is the subgroup ofK
M
r (k(η)) generated by the elements
of the form {1+at, u2, . . . , ur} and {1+b,1+u1t, u3, . . . , ur} = −{1+u1t,1+b, u3, . . . , ur}, where
a ∈ OX,x and 1+b, ui ∈ O×X,x. Therefore, by Lemma 2.3, the natural inclusion KMr,(X,D) ↪ KMr,X ∣D
is an isomorphism. This completes the proof of the lemma. 
2.8. Relative algebraic K-theory. Given a scheme X, we let K(X) denote the Bass-
Thomason-Trobaugh non-connective K-theory spectrum of the biWaldhausen category of
perfect complexes on X. This coincides with the K-theory spectrum of the exact category
of locally free sheaves if X is regular. We let Ki(X) denote the stable homotopy groups of
the spectrum K(X) for i ∈ Z. Given a map f ∶ Y → X of schemes, we let K(X,Y ) denote
the homotopy fiber of the map of spectra f∗ ∶ K(X) → K(Y ). If f is an open immersion,
we write K(X,Y ) as KX∖Y (X). We let Ki(X,Y ) denote the stable homotopy groups of
the spectrum K(X,Y ) for i ∈ Z and we denote by Ki(X,Y ) the image of the natural map
Ki(X,Y )→Ki(X). Let Ki,X denote the Zariski (or Nisnevich) sheaf on X associated to the
presheaf U ↦Ki(U). The sheaves Ki,(X,Y ) and Ki,(X,Y ) are defined similarly.
For X = Spec (A) and an ideal I ⊂ A with Y = Spec (A/I), we shall use the identifications
K(X) ≅ K(A) and K(X,Y ) ≅ K(A,I). The ring structure on K∗(A) and the natural
map KM1 (A) = A× → K1(A) define the maps of presheaves KMi,X → Ki,X and KMi,(X,Y ) →Ki,(X,Y ). Let f ∶ Y ↪ X be a closed immersion such that dim(Y ) < dim(X) = d. Since
the kernel of the surjective map Ki,(X,Y ) → Ki,(X,Y ) is supported on Y , the induced map
Hdnis(X,Ki,(X,Y )) → Hdnis(X,Ki,(X,Y )) is an isomorphism. Therefore, there is a natural map
Hdnis(X,KMi,(X,Y ))→Hdnis(X,Ki,(X,Y )).
3. The Bloch-Quillen map for 0-cycles
The Bloch-Quillen-Kato formula for smooth schemes is immediately proven using the Ger-
sten resolution for the Milnor and Quillen K-theory sheaves. But it is not hard to see that
the Gersten complex in its current form can not give an acyclic resolution for the Milnor
or Quillen K-theory sheaves on singular schemes. This poses a great difficulty in proving
analogues of the Bloch-Quillen-Kato formula for singular schemes.
Due to the lack of the Gersten resolution, the construction of a Bloch-Quillen-Kato type
map from the Chow group to the cohomology of the Milnor K-theory sheaf becomes the first
major obstacle in proving the Bloch-Quillen-Kato formula for singular schemes. The goal of
this section is to construct this map. The idea we use is to look at the Cousin complex instead
of the Gersten complex. It is not hard to see that this complex does give an expression of
the top cohomology of the Milnor K-theory sheaf in terms of the cohomology with supports.
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The problem then boils down to unraveling the appropriate boundary maps in the Cousin
complex. In the rest of this section, we show how it is achieved.
3.1. The map ρX on the group of 0-cycles. Let k be a perfect field and let X be a
reduced quasi-projective scheme of pure dimension d ≥ 0 over k. Let x ∈ Xreg be a closed
point. We have the ‘forget support’ map fS,x ∶ Hdx(X,KMd,X) → Hdzar(X,KMd,X) between the
Zariski cohomology groups. By [18, Theorem 2], there is, for every pair of integers n, q ≥ 0
and x ∈X(q), a canonical isomorphism
(3.1) ρx ∶KMn−q(k(x)) ≅Ð→Hqx(Xzar,KMn,X).
In particular, for x ∈ X(d), we have Z ≅ KM0 (k(x)) ρxÐ→≅ Hdx(X,KMd,X). We let ρzarX ([x])
denote the image of 1 ∈KM0 (k(x)) in Hdzar(X,KMd,X) under the forget support map. Extending
this linearly, we obtain a map ρzarX ∶ Z0(X) → Hdzar(X,KMd,X), which we shall call ‘the Zariski
Bloch-Quillen map’. Composing this with the canonical map Hdzar(X,KMd,X)→Hdnis(X,KMd,X),
we obtain our main object of study: the (Nisnevich) Bloch-Quillen map
(3.2) ρX ∶ Z0(X) →Hdnis(X,KMd,X).
Since x is a regular point ofX, the excision property of the cohomology with support tells us
that the map Hdx(X,Kd,X)→Hdx(Xreg,Kd,Xreg) is an isomorphism. By Gersten resolution for
the Quillen K-theory sheaf Kd,Xreg , we have an isomorphism Z ≅K0(k(x)) ρ′xÐ→≅ Hdx(X,Kd,X).
As before, this gives a Bloch-Quillen map
ρ′X ∶ Z0(X) →Hdnis(X,Kd,X).
Lemma 3.1. With the notations as above, the diagram
(3.3) Z0(X) ρX //
ρ′X $$■
■■
■■
■■
■■
■
Hdnis(X,KMd,X)
xx♣♣
♣♣
♣♣
♣♣
♣♣
Hdnis(X,Kd,X)
is commutative, where the arrow going down on the right is induced by the canonical map
from the Milnor to Quillen K-theory sheaves.
Proof. By definitions of ρX and ρ
′
X , it suffices to show more generally that for x ∈ Xreg ∩X(q)
and n ≥ 0, there is a commutative diagram
(3.4) KMn−q(k(x))
ρx
//

H
q
x(X,KMn,X)

Kn−q(k(x))
ρ′x // H
q
x(X,Kn,X),
where first row is the isomorphism of (3.1) and the bottom row is an isomorphism by Gersten
resolution for the Zariski sheaf Kn,Xreg by Quillen [39].
We prove that (3.4) commutes by induction on q. If q = 0 and we let ηx = Spec(k(x)),
then the terms on the right are H0(ηx,KMn,ηx) and H0(ηx,Kn,ηx). Moreover, ρx and ρ′x are
defined (in [18] and [39]) to be the canonical isomorphisms KMn (k(x))
≅
Ð→ H0(ηx,KMn,ηx) and
Kn(k(x)) ≅Ð→H0(ηx,Kn,ηx). The diagram then clearly commutes.
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We now assume q ≥ 1. We let T = (Xx)(q−1) and consider the following diagram
(3.5) ∐
y∈T
H
q−1
y (X,KMn,X) ∐y ∂
S
y,x=∂
S
x
//
''❖❖
❖❖❖
❖❖❖
❖❖❖
H
q
x(X,KMn,X)
$$❏
❏❏
❏❏
❏❏
❏❏
❏❏
❏
∐
y∈T
H
q−1
y (X,Kn,X) ∂Sx // Hqx(X,Kn,X)
∐
y∈T
KMn−q+1(k(y))
(ρy)y
OO
''❖❖
❖❖❖
❖❖❖
❖❖❖
❖
∂Mx // KMn−q(k(x))
%%❏
❏❏
❏❏
❏❏
❏❏
❏❏
❏
ρx
OO
∐
y∈T
Kn−q+1(k(y))
(ρ′y)y
OO
∂
Q
x // Kn−q(k(x)).
ρ′x
OO
We want to show that the right face of the above cube commutes. Since the map
∂Mx ∶ ∐
y∈T
KMn−q+1(k(y)) →KMn−q(k(x))
is surjective by [18, Theorem 1], it suffices to show that all other faces of (3.5) commute.
The left face commutes by induction hypothesis. The top face commutes by the naturality of
the theory of supports. The commutativity of the back face is part of Kato’s definition of ρx
(see [18, § 4]). The bottom face commutes because of the well known fact that the canonical
map from the Milnor K-theory to the Quillen K-theory commutes with the boundary maps
in the Gersten complexes on the regular scheme Xx. Finally, the exactness of the Gersten
complex for Kn,Xx allows us to use this resolution to compute the boundary map in the long
exact sequence for support cohomology. It follows that under the isomorphism ρ′x, given by
the resolution, the front face commutes. 
3.2. Compatibility with the Bloch-Quillen map to K-theory. Before we prove that ρX
kills the 0-cycles which are rationally equivalent to zero, we explain how it is compatible with
the cycle class map λX ∶ Z0(X)→K0(X). Recall that any regular closed point x ∈ X has the
property that the inclusion map Spec(k(x)) ↪X is a regular embedding. In particular, there
is a push-forward map ix,∗ ∶ K0(k(x)) → K0(X) and λX([x]) is the image of 1 ∈ K0(k(x))
under this map. It is shown in [33, Proposition 2.1] that λX factors through the rational
equivalence to give a cycle class map λX ∶ CHLW0 (X) → K0(X). It is further shown in [6,
Lemma 3.13] that it factors through the modified Chow group. Hence we have the maps
(3.6) λX ∶ CHLW0 (X)↠ CH0(X) →K0(X).
The Nisnevich descent spectral sequence of Thomason and Trobaugh [47] gives rise to a
natural map κX ∶ Hdnis(X,KMd,X)→Hdnis(X,Kd,X)→K0(X).
Lemma 3.2. There is a commutative diagram
(3.7) Z0(X) ρX //
λX ""❊
❊❊
❊❊
❊❊
❊❊
Hdnis(X,KMd,X)
κX
yyss
ss
ss
ss
ss
K0(X).
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Proof. By Lemma 3.1, it suffices to show that (3.7) commutes if we replace Hdnis(X,KMd,X) by
Hdnis(X,Kd,X). Furthermore, we have a diagram
(3.8) Z0(X) ρ′X //
λX %%❏
❏❏
❏❏
❏❏
❏❏
❏
Hdzar(X,Kd,X) //

Hdnis(X,Kd,X)
ww♦♦♦
♦♦♦
♦♦♦
♦♦
K0(X),
in which the triangle on the right commutes. We can therefore work with the Zariski coho-
mology. Note here that the map Hd{x}(Xzar,KMd,X) → Hd{x}(Xnis,KMd,X) is an isomorphism for
x ∈ Xreg.
We fix a closed point x ∈ Xreg and let S = Spec (k(x)). We consider the diagram
(3.9) Z⟨x⟩
≅
""❊
❊❊
❊❊
❊❊
❊❊
≅ // H0(S,K0,S)
≅

ρ′x // Hdx(Xreg,Kd,Xreg)
≅

Hdx(Xzar,Kd,X)

≅oo // Hdzar(X,Kd,X)

K0(S) i∗ // K{x}0 (Xreg) K{x}0 (X)
≅oo // K0(X).
By the definition of ρ′X , the image of x in Z⟨x⟩ maps under the composition of the top
row of the diagram to ρ′X(x) ∈ Hdzar(X,Kd,X). The composition of the bottom row sends
x to the element λX([x]) ∈ K0(X). It suffices therefore to show that all squares in (3.9)
commute. The middle square commutes by the naturality of the Zariski descent spectral
sequence of Thomason-Trobaugh for pull back along open immersion while the right square
in (3.9) commutes by [47, Corollaries 10.5, 10.10]. We are left to show that the left square
in the diagram commutes. But this is a direct consequence of the comparison between the
Thomason-Trobaugh and Quillen spectral sequences for the K-theory of the regular scheme
Xreg with support.
Indeed, the vertical arrows in the left square in (3.9) are the edge maps of the Thomason-
Trobaugh spectral sequences for K0(S) and KS0 (Xreg). Equivalently, these are the edge maps
of the Brown-Gersten hypercohomology spectral sequences for K0(S) and KS0 (Xreg) (see, for
example, [47, Proof of Theorem 10.3]). On the other hand, it follows from [15, Corollary
74] that the Brown-Gersten hypercohomology spectral sequences for K0(S) and KS0 (Xreg)
coincide with the corresponding Quillen spectral sequences from E2-page onward. So we can
identify the two vertical arrows of the left square in (3.9) with the edge maps of the Quillen
spectral sequences for K-theory with support. We are now done because the top horizontal
arrow in this square is induced by the push-forward map on the Quillen spectral sequences
(see [15, § 2.5.4, Theorem 65]) and the bottom horizontal arrow is the push-forward map on
the limits of these spectral sequences. 
3.3. The boundary maps in Gersten and Cousin complexes. We shall now prove a
general result which will be the key step in the proof of the factorization of the Bloch-Quillen
map through the rational equivalence. We begin with the following elementary but useful
observation from commutative algebra.
Lemma 3.3. If A is a reduced ring, then all its associated primes are minimal.
Proof. Suppose that there is a strict inclusion of associated primes p ⊊ q. Let A = A/p and
let q be the image of q in A. We can write q = ann(a) for some a ∈ A. Since A is reduced, it
follows that a ∉ q and in particular, a ≠ 0. On the other hand, p ⊊ q implies that there exists
0 ≠ b ∈ q. Since ab = 0, we reach a contradiction as A is an integral domain. 
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Let k be any field. Let X be a reduced quasi-projective scheme of pure dimension d ≥ 2
over k. Let n ≥ 0 be an integer. For a Zariski sheaf F on X, let
(3.10) ∂S ∶ ∐
x∈X(q)
(ix)∗Hnx (X,F) → ∐
y∈X(q+1)
(iy)∗Hn+1y (X,F)
be the boundary map of the Cousin complex (2.5).
Since ∂Sx,y = 0 if y ∉ {x}, as follows from the construction of (2.5), we have a commutative
diagram (where y ∈ z means y ∈ {z} and ∂Sy = ∑
y∈z∈X(q)
∂Sz,y)
(3.11) ∐
z∈X(q)
Hnz (X,F) ∂S //

∐
w∈X(q+1)
Hn+1w (X,F)
∐
y∈z∈X(q)
Hnz (X,F) ∂
S
y
// Hn+1y (X,F).
We now restrict to the case where F is a Milnor K-theory sheaf. Let Y ⊂ X be a reduced
closed subscheme and let y ∈ Y (1). For a generic point x of Y , let φx,y ∶ KMn (OY,y) →
KMn (k(x)) be zero if y ∉ {x} and otherwise, we let it be the composition KMn (OY,y) →∐
y∈z∈Y (0)
KMn (k(z)))↠KMn (k(x))) along the composition OY,y ↪ ∏
y∈z∈Y (0)
k(z)↠ k(x).
We set
(3.12) ΦY,y = ∐
x∈Y (0)
φx,y ∶KMn (OY,y)→ ∐
x∈Y (0)
KMn (k(x)).
Let k be an infinite field. In this case, Kerz [20] has shown that the Milnor K-theory sheaf
on Xreg has a Gersten resolution. In fact, it is easy to verify that the Gersten complex of
Kerz coincides with the one defined earlier by Kato [18]. This implies in particular that for a
point x ∈ Xreg, there is a canonical isomorphism
(3.13) ψx ∶KMn−m(k(x)) ≅Ð→Hmx (X,KMn,X).
Moreover, the isomorphism ψx is same as the map ρx in (3.1). We shall use this identification
throughout this text. The key step in the proof of the factorization of the Bloch-Quillen map
through the rational equivalence is provided by the following.
Proposition 3.4. Let X be a reduced quasi-projective scheme of pure dimension d ≥ 2 over
an infinite field and let n ≥ 0 be an integer. Let Yd−1 ⊂ Yd−2 ⊂ ⋯ ⊂ Y1 ⊂ Y0 = X be a sequence
of reduced closed subschemes such that the following hold.
(1) Yi has pure codimension one in Yi−1.
(2) For each 1 ≤ i ≤ d−1, there exists a line bundle Li on Yi−1 with a section si ∈ Γ(Yi−1,Li)
such that Yi is the zero-locus of si.
(3) For each 1 ≤ i ≤ d − 1, the subset Yi ∩Xsing is nowhere dense in Yi.
Then for each 0 ≤ i ≤ d − 1 and y ∈ Y (1)i , the composition map
(3.14) KMn−i(OYi,y)
ΦYi,y
ÐÐÐ→ ∐
x∈Y
(0)
i
KMn−i(k(x))
≅
Ð→ ∐
x∈Y
(0)
i
H ix(X,KMn,X)
∂Sy
Ð→H i+1y (X,KMn,X)
is zero.
Proof. We shall prove the proposition by induction on i. Before we do this, let us note that
the isomorphism in the middle of (3.14) is by (3.13) and our assumption (3). We let Φ̃Yi,y
denote the composition of the middle isomorphism in (3.14) with ΦYi,y.
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STEP 1. We let i = 0 and fix a point y ∈ X(1). The long exact sequence for the cohomology
with support gives us an exact sequence (where jy ∶ Xoy ↪Xy)
H0(Xy,KMn,Xy)
j∗y
Ð→H0(Xoy ,KMn,Xoy )
∂Sy
Ð→H1y(Xy,KMn,Xy).
We consider the diagram
(3.15) H0(Xy ,KMn,Xy)
j∗y
// H0(Xoy ,KMn,Xoy )
∂Sy
// H1y(Xy ,KMn,Xy)
KMn (OX,y)
(φx,y)y∈x
// ∐
y∈x∈X(0)
H0(ηx,KMn,ηx)
∂Sy
// H1y(Xy ,KMn,Xy)
KMn (OX,y)
Φ̃X,y
//
ΦX,y
''❖❖
❖❖❖
❖❖❖
❖❖❖
❖❖❖
∐
x∈X(0)
H0(ηx,KMn,ηx)
∂Sy
//
OOOO
H1y(X,KMn,X)
≅
OO
∐
x∈X(0)
KMn (k(x)).
≅
OO
We need to show that the composite arrow on the bottom row is zero. But this follows
because the top composite arrow is zero and all the squares evidently commute. We just have
to observe that φx,y is simply the restriction of j
∗
y to ηx, by definition. This proves the base
case i = 0.
Step 2. Before we prove the proposition for i > 0, we claim that for every i > 0, the
following hold.
(1) The closed subscheme Yi ⊂ Yi−1 is a Cartier divisor.
(2) OYi−1,x is a discrete valuation ring for every x ∈ Y (0)i ⊂ Y (1)i−1 .
(3) Every irreducible component of Yi is contained in exactly one irreducible component
of Yi−1.
We let w ∈ Yi be a closed point and let ai be the image of si ∈ Γ(Yi−1,Li) under the
restriction map Γ(Yi−1,Li)→ OYi−1,w ≅ Γ(OYi−1,w,Li∣OYi−1,w). Since Yi−1 is reduced, it follows
from the assumption (1) of the proposition and Lemma 3.3 that ai is a non-zero divisor in
OYi−1,w and OYi,w = OYi−1,w/(ai). This proves (1). If we let w ∈ {x} for any x ∈ Y (0)i ⊂ Y (1)i−1 and
let p be the minimal prime of (ai) defining x, then the assumption that Yi is reduced implies
that OYi−1,p is an 1-dimensional local ring whose maximal ideal pOYi−1,p is generated by the
image of ai under the localization OYi−1,w → OYi−1,p. We conclude from [35, Theorem 11.2]
that OYi−1,p is a discrete valuation ring. This proves (2) and (3) is immediate from (2) as any
intersection of two or more components of Yi−1 is part of its singular locus. This proves the
claim.
STEP 3. We now assume i > 0. We fix a point y ∈ Y (1)i and an element α ∈ KMn−i(OYi,y).
Since the map KMn−i(OYi−1,y) → KMn−i(OYi,y) is surjective, we can choose a lift α̃ of α in
KMn−i(OYi−1,y). Let ai be the image of si ∈ Γ(Yi−1,Li) in OYi−1,y under the restriction map so
that OYi,y = OYi−1,y/(ai).
For any x ∈ Yi−1 such that y ∈ {x}, we let α̃x be the image of α̃ under the restriction
map KMn−i(OYi−1,y) → KMn−i(OYi−1,x). We let αx be the image of α̃ under the composition
KMn−i(OYi−1,y)→KMn−i(OYi−1,x)↠KMn−i(k(x)).
Let {p1,⋯,pm} be the set of minimal primes of (ai) in OYi−1,y. These are the generic points
of Yi containing y. If q ⊂ OYi−1,y is a height one prime ideal such that q ∉ {p1,⋯,pm}, then we
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must have ai ∉ q. It follows that any x ∈ Y (1)i−1 ∖ Y (0)i such that y ∈ {x}, we have ai ∈ O×Yi−1,x.
In particular, there is an element β̃x = ai ⋅ α̃x ∈KMn−i+1(OYi−1,x).
For y ∈ {z} with z ∈ Y (0)i−1 , let ai,z be the non-zero (as ai is a non-zero divisor by STEP 2)
image of ai in k(z). Let βz = ai,z ⋅ α̃z if y ∈ {z} and zero otherwise (note that α̃z = αz). Set
(3.16) β = (βz)z∈Y (0)
i−1
∈ ∐
z∈Y
(0)
i−1
KMn−i+1(k(z)).
STEP 4. We claim that for any x ∈ Y (1)i−1 ∖Y (0)i such that y ∈ {x}, one has ∂Sx (β) = 0 under
the map ∐
z∈Y
(0)
i−1
KMn−i+1(k(z))
≅
Ð→ ∐
z∈Y
(0)
i−1
H i−1z (X,KMn,X)
∂Sx
Ð→H ix(X,KMn,X).
We know by the induction hypothesis that the composition
(3.17) KMn−i+1(OYi−1,x)
ΦYi−1,x
ÐÐÐÐ→ ∐
z∈Y
(0)
i−1
KMn−i+1(k(z))
≅
Ð→ ∐
z∈Y
(0)
i−1
H i−1z (X,KMn,X)
∂Sx
Ð→H ix(X,KMn,X)
is zero.
In particular, we get ∂Sx (ΦYi−1,x(β̃x)) = 0. It suffices therefore to show that ∂Sx (β′) = 0 if
we write β′ = β − ΦYi−1,x(β̃x). Using (3.11), we only need to show that β′z = 0 if x ∈ {z}.
To prove this, we note that if z ∈ Y (0)i−1 is such that x ∈ {z}, then there is a factorization
OYi−1,y → OYi−1,x → OYi−1,z = k(z). It follows from the above construction in this case that
βz = φz,x(β̃x). Equivalently, β′z = 0. This proves the claim.
STEP 5. In this step, we shall study what happens to ∂Sx (β) when x ∈ Y (0)i ⊂ Y (1)i−1 and
y ∈ {x}. We now recall from STEP 2 that if x ∈ Y (0)i ⊂ Y (1)i−1 is such that y ∈ {x}, then OYi−1,x is
a discrete valuation ring. It follows (see [3]) that for any z ∈ Y (0)i−1 with x ∈ {z} and y ∈ {x}, one
has ∂Mx,y(βz) = ∂Mx,y(ai,z ⋅ α̃) = αx under the boundary map ∂Mx,y ∶ KMn−i+1(k(z)) → KMn−i(k(x)).
Using the commutative diagram
(3.18) KMn−i(OYi−1,y) // //

KMn−i(OYi,y)
φx,y

KMn−i(OYi−1,x) // // KMn−i(k(x)),
we get ∂Mx,y(βz) = φx,y(α).
Let z ∈ Y (0)i−1 be the unique point such that x ∈ {z} by STEP 2. Since k is infinite and x ∈ Xreg
by assumption (3) of the proposition, it follows from the Gersten resolution of KMn,Xreg by Kerz
[20] that there is a commutative diagram
(3.19) KMn−i+1(k(z))
∂Mz,x
//
≅

KMn−i(k(x))
≅

H i−1z (X,KMn,X)
∂Sz,x
// H ix(X,KMn,X).
If we identify the top and the bottom rows of (3.19) (see (3.13)), and combine this
with (3.18), we see that for any x ∈ Y (0)i such that y ∈ {x}, one has
(3.20) ∂Sx (β) = ∂Sz,x(βz) = φx,y(α) ∈H ix(X,KMn,X).
We note here that the first equality uses the uniqueness of z ∈ Y (0)i−1 such that x ∈ {z}.
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STEP 6. In the final step, we consider the commutative diagram
(3.21) β ∈ ∐
z∈Y
(0)
i−1
H i−1z (X,KMn,X) ∂
S
// ∐
x∈Y
(1)
i−1
H ix(X,KMn,X)
∂Sy
// H i+1y (X,KMn,X)
Φ̃Yi,y(α) ∈ ∐
x∈Y
(0)
i
H ix(X,KMn,X)
∂Sy
//
?
ι
OO
H i+1y (X,KMn,X).
The top row of (3.21) is a complex, as one can immediately see from the Cousin com-
plex (2.5). We need to show that ∂Sy (Φ̃Yi,y(α)) = 0. Equivalently, we need to show that
∂Sy ○ ι(Φ̃Yi,y(α)) = 0.
To show this last statement, let us write α′ = ι(Φ̃Yi,y(α)). It suffices to show that α′x =
∂S(β)x for every x ∈ Y (1)i−1 such that y ∈ {x}. Suppose first that x ∈ Y (1)i−1 ∖ Y (0)i . In this case,
α′x is anyway zero and ∂
S(β)x = ∂Sx (β) = 0 by STEP 4. If x ∈ Y (0)i , then α′x = ∂Sx (β) by (3.20)
in STEP 5. This completes the proof. 
Remark 3.5. If we take n = dim(X), then Proposition 3.4 and its proof remain valid over
finite fields as well in view of [18, Theorem 2] and [19, 2.7.1].
4. Proof of Theorem 1.1
We shall prove Theorem 1.1 in this section. We begin by showing that ρzar factors through
the rational equivalence classes.
4.1. Factorization of ρzarX through rational equivalence. Let k be an infinite perfect
field and let X be a reduced quasi-projective scheme of pure dimension d ≥ 0 over k. Recall
from § 3.1 that the Bloch-Quillen map ρzarX ∶ Z0(X) → Hdzar(X,KMd,X) takes a regular closed
point x ∈ Xreg to the image of [x] ∈ K0(k(x)) under the forget support map K0(k(x)) ≅
Hdx(Xzar,KMd,X)→Hdzar(X,KMd,X).
Theorem 4.1. The Zariski Bloch-Quillen map induces a homomorphism
(4.1) ρzarX ∶ CH
LW
0 (X) →Hdzar(X,KMd,X).
Moreover, the composite map ρX ∶ CH
LW
0 (X) → Hdzar(X,KMd,X) → Hdnis(X,KMd,X) is surjec-
tive.
Proof. For d = 1, the theorem follows from [33, Proposition 1.4]. We can therefore assume
that d ≥ 2. We need to show that the map ρzarX ∶ Z0(X) → Hdzar(X,KMd,X) kills RLW0 (X). It
follows from [32, Lemmas 1.3, 1.4] that RLW0 (X) is generated by div(f), where C ⊂ X is a
Cartier curve and f ∈ O×C,C∩Xsing such that the following hold.
(1) There is a sequence of reduced closed subschemes C = Yd−1 ⊂ Yd−2 ⊂ ⋯ ⊂ Y1 ⊂ Y0 =X.
(2) For each 1 ≤ i ≤ d − 1, there is a line bundle Li on Yi−1 with a section si ∈ Γ(Yi−1,Li)
such that Yi is the zero-locus of si.
(3) Yi has pure codimension one in Yi−1.
(4) For each 1 ≤ i ≤ d − 1, the subset Yi ∩Xsing is nowhere dense in Yi.
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By Lemma 2.6, it suffices to show the commutativity of the diagram
(4.2) ∐
x∈X(d−1)
Hd−1x (X,KMd,X)
∂S // ∐
x∈X(d)
Hdx(X,KMd,X)
fS
// Hd(X,KMd,X)
∐
x∈C(0)
Hd−1x (X,KMd,X)
?
OO
∐
x∈C(0)
KM1 (k(x))
≅
OO
∐
x∈X
(d)
reg
KM0 (k(x)) ≅ // ∐
x∈X
(d)
reg
Hdx(X,KMd,X)
?
OO
O×C,C∩Xsing
?
OO
div // Z0(X).
≅
OO
We let θC denote the composite of all vertical arrows on the left in (4.2). We fix a point
y ∈ X(d). It is clear that (∂S ○ θc)y = 0 = (div)y whenever y ∉ C. So we can assume that
y ∈ C(1).
Let us first assume that y ∈ C ∩Xsing. We then have a commutative diagram
(4.3) O×C,C∩Xsing
  //
 _

∐
x∈C(0)
KM1 (k(x)) ≅ //

∐
x∈C(0)
Hd−1x (X,KMd,X)
∂S //

∐
x∈X(d)
Hdx(X,KMd,X)

KM1 (OC,y)
ΦC,y
// ∐
y∈x∈C(0)
KM1 (k(x)) ≅ // ∐
y∈x∈C(0)
Hd−1x (X,KMd,X)
∂Sy
// Hdy(X,KMd,X).
On the other hand, Proposition 3.4 says that the composite of all bottom horizontal arrows
in (4.3) is zero (note that O×C,y ≅KM1 (OC,y)). It follows that ∂Sy ○θC = (∂S ○θC)y = 0. Since the
map div has support only on Xreg, we also have (div)y = 0 so that we get (∂S ○ θC)y = (div)y.
Suppose now that y ∈ C(1) ∩Xreg. In this case, we have a diagram
(4.4) O×C,C∩Xsing
  //
div

∐
x∈C(0)
KM1 (k(x))
∂M

≅ // ∐
x∈C(0)
Hd−1x (X,KMd,X) 

// ∐
x∈X(d−1)
Hd−1x (X,KMd,X)
∂Sy

Z0(X) ≅ // ∐
x∈X
(d)
reg
KM0 (k(x)) ≅ // ∐
x∈X
(d)
reg
Hdx(X,KMd,X) // // Hdy (X,KMd,X).
Since Xreg is regular, it is well known that ∂
M coincides with the divisor map. In particular,
the left square commutes. The right square commutes by the Gersten resolution of KMd,X on
Xreg. But this implies that (∂S ○ θC)y = (div)y. We have thus shown that (4.2) commutes.
This shows that ρzarX kills RLW0 (X).
To show that ρX ∶ CH
LW
0 (X) → Hdnis(X,KMd,X) is surjective, it suffices to show that the
map ρX ∶ Z0(X) = ∐
x∈X
(d)
reg
KM0 (k(x)) → Hdnis(X,KMd,X) is surjective. But this follows from [19,
Theorem 2.5] since k is perfect and hence U ∶=Xreg is nice in the sense of [19, Definition 2.2].
Moreover, U is dense in X. The proof of the theorem is now complete. 
4.2. Theorem 1.1 for affine schemes. As a consequence of Theorem 4.1, we can now prove
Theorem 1.1 for affine schemes as follows.
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Theorem 4.2. Let k be an algebraically closed field and let X be a reduced affine scheme of
pure dimension d ≥ 0 over k. Then the map
ρX ∶ CH
LW
0 (X) →Hdnis(X,KMd,X)
is an isomorphism.
Proof. In view of Theorem 4.1, we only need to show that ρX is injective. Using Lemma 3.2,
it suffices to show that the Bloch-Quillen map λX ∶ CH
LW
0 (X) → K0(X) is injective. For
d ≤ 1, this follows from [33, Theorem 2.3]. For d ≥ 2, this is [26, Corollary 7.6]. 
4.3. Theorem 1.1 for projective schemes. We shall now prove Theorem 1.1 for projective
schemes over an algebraically closed field which are regular in codimension one. We fix an
algebraically closed field k and a reduced projective scheme X of dimension d ≥ 1 over k which
is regular in codimension one. Note that if d = 1, this means that X is regular. Let π ∶ XN →X
denote the normalization morphism and let Y = π−1(Xsing). This clearly induces the pull-back
map π∗ ∶ Z0(X) → Z0(XN , Y ) ⊂ Z0(XN). We begin with the following reduction.
Lemma 4.3. The map π∗ ∶ Z0(X) → Z0(XN) induces an isomorphism π∗ ∶ CHLW0 (X)
≅
Ð→
CHLW0 (XN).
Proof. There is nothing to prove when d = 1 so we assume d ≥ 2. By Lemma 2.2, it suffices
to show that the map π∗ ∶ Z0(X) → Z0(XN , Y ) ⊂ Z0(XN) induces an isomorphism π∗ ∶
CHLW0 (X) → CHLW0 (XN , Y ) ∶= Z0(XN , Y )/RLW0 (XN , Y ).
The map π∗ ∶ Z0(X) → Z0(XN , Y ) is just the identity map. Furthermore, any element
of RLW0 (X) is of the form div(f), where C ⊂ Xreg is an integral curve and f ∈ k(C)×. But
this uniquely defines an element of RLW0 (XN , Y ). Conversely, any element of RLW0 (XN , Y )
is of the form div(f), where C ⊂ XN ∖ Y is an integral curve and f ∈ k(C)×. But π(C)
and π∗(f) then uniquely define an element of RLW0 (X). This proves the desired bijection
π∗ ∶ CHLW0 (X)
≅
Ð→ CHLW0 (XN , Y ). 
The key step for proving Theorem 1.1 for projective schemes is the following result of
independent interest. This result was proven by Levine (see [32, Theorem 3.2]) modulo p-
torsion if char(k) = p > 0. We shall follow Levine’s outline in making his result unconditional.
The key new ingredient which makes this improvement possible and which was not available
when Levine wrote [32] is the Roitman torsion theorem for normal projective schemes in
positive characteristic [28].
Theorem 4.4. Let X be as above. Then the cycle class map λX ∶ CH
LW
0 (X) → K0(X) is
injective.
Proof. We consider the commutative diagram
(4.5) CHLW0 (X)
λX //
π∗

K0(X)
π∗

CHLW0 (XN)
λ
XN// K0(XN).
It follows from Lemma 4.3 that the left vertical arrow is an isomorphism. This shows that
we can assume that X is normal. In particular, we can assume that X is integral. Levine
has shown that the map CHLW0 (X)Q → K0(X)Q is injective (see [30, Corollary 5.4] and [32,
Corollary 2.7]). So the heart of the proof is to show that the map λX ∶ CH
LW
0 (X)tor →K0(X)
is injective. Let CHLW0 (X)0 denote the kernel of the degree map deg ∶ CHLW0 (X)↠ Z. It is
clear that CHLW0 (X)tor ⊂ CHLW0 (X)0.
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Recall from [28] that the normal projective variety X admits an albanese variety A ∶=
Alb(X) in the sense of [29, Chap. II, § 3] and an albanese rational map u ∶ X ⇢ A which
is regular on Xreg. If we fix a closed point P ∈ Xreg, then u defines a surjective group
homomorphism τX ∶ CH
LW
0 (X)0 ↠ A(k) such that u(x) = τX([x] − [P ]). We shall make no
distinction between A and A(k) in the rest of the proof as long as the context makes it clear
whether we are talking about the variety A or the group A(k).
Let X∗ ⊂X×A be the closure of the graph of u with projections p ∶ X∗ →X and q ∶X∗ → A.
Since A is regular and q is projective (because X is projective), there is a push-forward map
q∗ ∶ K0(X∗) → K0(A) (see [47, 3.16.5]). We let u! ∶ K0(X) → K0(A) denote the composite
map q∗ ○ p
∗. Note that u! is defined on higher K-groups as well, but we do not need this
general version.
The morphism p is an isomorphism over Xreg and q agrees with u under this isomorphism.
If x ∈ Xreg is a closed point and y = p−1(x), then we have in K0(A):
(4.6)
u! ○ λX([x]) = q∗ ○ p∗ ○ λX([x])= q∗ ○ λX∗([y])= ∑i[Riq∗(k(y))]= [q∗(k(y))]= [k(u(x))]= λA([u(x)]).
If we identify Z0(X) with Z0(X∗, p−1(Xsing)) ⊂ Z0(X∗), then it follows from (4.6) that for
a 0-cycle α ∈ Z0(X), one has
(4.7) u! ○ λX(α) = λA ○ u∗(α) ∈K0(A).
Let P be the Poincare´ line bundle on A × Aˆ, where Aˆ = Pic0(A) is the dual abelian variety
to A. Then P defines a map ⌣ P ∶ K0(A) → K0(Aˆ) such that ⌣ P (β) = (pAˆ)∗(p∗A(β) ⊗ [P])
for β ∈ K0(A). If x ∈ A is a closed point, then ⌣ P(λA([x])) = (pAˆ)∗(O{x}×Aˆ ⊗ [P]). Since
the map {x} × Aˆ → Aˆ is an isomorphism under p
Aˆ
, we see that under the determinant map
det ∶ Ker(K0(Aˆ) rkÐ→ Z) → Pic(Aˆ), ⌣ P restricts to ⌣ P ∶ F0K0(A) → Pic0(Aˆ). Recall
here that F0K0(A) is the subgroup of K0(A) generated by the classes of closed points. As
(p
Aˆ
)∗(O{x}×Aˆ⊗[P]) is identified with the pull-back of P under the embedding Aˆ→ A×Aˆ, given
by y ↦ (x, y), we see furthermore that ⌣ P(λA([x])) = x under the isomorphism Pic0(Aˆ) ≅ A
via P. We thus get a homomorphism
(4.8) ⌣ P ∶ F0K0(A) → A
such that ⌣ P ○ λA(α) = α.
Combining the construction of (4.7) with (4.8), one gets a commutative diagram
(4.9) Xreg //
u
$$
CHLW0 (X)0
τX //
λX

A
F0K0(X) u! // F0K0(A).
⌣P
OO
Since the map τX ∶ CH
LW
0 (X)tor → Ator is injective by [28, Theorem 1.6] as X is normal
and projective over k, it follows from (4.9) that the map λX ∶ CH
LW
0 (X)tor → F0K0(X)tor ↪
K0(X)tor is also injective. 
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A combination of Theorems 4.1, 4.4 and Lemma 3.2 yields the following result and brings
us to the end of the proof of Theorem 1.1.
Corollary 4.5. Let X be a reduced projective scheme of pure dimension d ≥ 1 over an alge-
braically closed field. Assume that X is regular in codimension one. Then the Bloch-Quillen
map
ρX ∶ CH
LW
0 (X) →Hdnis(X,KMd,X)
is an isomorphism.
5. Bloch’s formula for 0-cycles with modulus
Our goal in this section is to prove Theorem 1.3 which provides Bloch’s formula for the
Chow group of 0-cycles with modulus. We shall do this using the double construction of § 2.6
and Theorem 2.8. We fix an algebraically closed field k and a smooth quasi-projective scheme
X of dimension d ≥ 1 over k. We fix an effective Cartier divisor D ⊂X. Recall that the double
of X along D is the scheme SX =X ∐DX. There is a fold map ∇ ∶ SX → X and inclusions as
irreducible components ι± ∶ X ↪ SX such that ∇ ○ ι± is identity.
5.1. Bloch’s formula for SX . Our aim is to derive Theorem 1.3 from Bloch’s formula for
the singular scheme SX . If X is affine, this already follows from Theorem 1.1. However, this
is not the case when X is projective. The reason is that SX is not regular in codimension
one. We shall now extend Theorem 1.1 to the case of projective schemes of the type SX under
some condition on D.
Theorem 5.1. Let D ⊂X be an inclusion of a divisor as above. Assume that X is projective
and D is integral. Then the Bloch-Quillen map
ρSX ∶ CH
LW
0 (SX)→Hdnis(X,KMd,SX )
is an isomorphism.
Proof. By Theorem 4.1 and Lemma 3.2, we only have to show that the cycle class map
λSX ∶ CH
LW
0 (SX) → K0(SX) is injective. Since λSX is injective with Q-coefficients (see
[30, Corollary 5.4] and [32, Corollary 2.7]), the theorem is reduced to showing that the map
CHLW0 (SX)tor → K0(SX) is injective. We can assume d ≥ 2 by [33, Proposition 1.4]. We can
also assume that X is connected.
We have a commutative diagram
(5.1) CHLW0 (SX)
λSX//
π∗

K0(SX)
π∗

CHLW0 (SNX )
λ
SN
X// K0(SNX ).
Since SNX =X+∐X− is smooth and projective, the map λSN
X
is injective by [32, Theorem 3.2].
It suffices therefore to show that the map π∗ ∶ CHLW0 (SX)tor → CHLW0 (SNX ) is injective.
Let Ad(SX) denote the albanese variety of SX and let τSX ∶ CHLW0 (SX)0 → Ad(SX) denote
the universal regular homomorphism (see [13, Theorem 1]). In general, Ad(SX) is a connected
commutative algebraic group whose abelian variety quotient is the albanese variety of SNX as
in [29]. However, under our assumption that D is reduced, it is shown in [25, Theorem 6.5]
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that Ad(SX) is a semi-abelian variety and there exists a commutative diagram
(5.2) CHLW0 (SX)0 π
∗
//
τSX

CHLW0 (SNX )0
τSX

1 // T // Ad(SX) π
∗
// Ad(SNX ) // 1,
where the bottom sequence is exact and T ≅ Grm is a torus over k. Furthermore, the vertical
arrows in (5.2) are isomorphisms on the torsion subgroups by [25, Theorem 6.5] and the
classical Roitman torsion theorem for smooth schemes. We have therefore reduced the theorem
to showing that the map π∗ ∶ Ad(SX)tor → Ad(SNX )tor is injective. We shall in fact show that
T = {1} so that the map Ad(SX)→ Ad(SNX ) is an isomorphism under the assumption that D
is integral.
In order to show that T = {1}, we go back to the construction of the semi-abelian variety
Ad(SX) given in [25, § 2.4]. Let Div(SX) (resp. Div(SNX )) denote the free abelian group
on the set of integral closed subschemes of SX (resp. S
N
X ) of codimension one. Let Λ1(SX)
denote the subgroup of Div(SNX ) generated by the Weil divisors which are supported on
D ∐ D = π−1((SX)sing) = π−1(D). Since π ∶ D ∐ D → D is the fold map of D, it follows
that Λ1(SX) ≅ Z[D] ⊕ Z[D] and the push-forward map π∗ ∶ Λ1(SX) → Div(SX) is the map
Z[D]⊕Z[D]→ Z[D] given by (a, b) = a + b.
Let NS(SNX ) = Pic(SNX )/Pic0(SNX ) denote the Neron-Severi group of SNX . We have the
canonical maps Λ1(SX) ↪ Div(SNX ) ↠ Pic(SNX ) ↠ NS(SNX ). We let φSN
X
denote the com-
posite map and let Λ(SX) = Ker(Λ1(SX)
(φ
SN
X
,π∗)
ÐÐÐÐÐ→ NS(SNX ) ⊕Div(SX)). Then Λ(SX) is a
lattice and T = (Λ(SX))∗ ≅ Grm. It suffices therefore to show that Λ(SX) = 0.
We have the commutative diagram
(5.3) Λ1(SX) //
≅

Pic(SNX )
≅

// NS(SNX )
≅

Z[D]⊕ Z[D] // Pic(X+)⊕Pic(X−) // NS(X+)⊕NS(X−),
where all arrows on the bottom row are the direct sums of the component-wise maps. We
shall therefore be done if we show that the composite map δD ∶ Z[D]→ Pic(X)↠NS(X) is
injective.
LetNS(X)/NSτ(X) denote the group of Weil divisors onX modulo numerical equivalence.
Then one knows that there are surjections Pic(X) ↠ NS(X) ↠ NS(X)/NSτ(X) and the
latter group is free of finite rank. We have thus finally reduced the proof of the theorem to
showing that the divisor D in not numerically equivalent to zero on X.
We now choose a closed point x ∈ D and another closed point y ∈ X ∖D and let S = {x, y}.
Since X is connected and smooth of dimension d ≥ 2, the Bertini theorem of Altman and
Kleiman [1, Theorem 7] implies that we can find a smooth connected curve C ⊂ X which
contains S. It is then clear that C /⊂ D and the intersection number (D ⋅ C) is positive. In
particular, D is not numerically equivalent to zero on X. This completes the proof of the
theorem. 
5.2. Bloch-Quillen map with modulus. Let (X,D) be as before. Then for x ∈ X(d) ∖D,
we have Z ≅ KM0 (k(x)) ≅ Hdx(Vnis,KMd,V ) ≅ Hdx(Xnis,KMd,(X,D)), where V = X ∖D. Therefore,
we have a group homomorphism
(5.4) ρX ∣D ∶ z0(X ∣D) →Hdnis(X,KMd,(X,D))
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such that for x ∈ X(d) ∖D, the element ρX ∣D(x) is the image of 1 in Hdnis(X,KMd,(X,D)) under
the forget support map. The aim of this section is to list the pairs (X,D) for which this
homomorphism factors through the Chow group with modulus CH0(X ∣D). The essential
idea is to use Theorem 2.8 and to use it we need to know that when is the natural map
canX ∶ CH
LW
0 (SX) ↠ CH0(SX) an isomorphism. The following lemma provides all known
cases in which the map canX is indeed an isomorphism.
Lemma 5.2. Let (k,X,D) be as before. Then the canonical map canX ∶ CHLW0 (SX) ↠
CH0(SX) is an isomorphism in the following cases.
(1) d ≤ 2.
(2) X is affine.
(3) char(k) = 0 and X is projective.
(4) char(k) > 0, X is projective and D is reduced.
Proof. The assertions (1)-(3) follow from [6, Theorem 3.17] while [25, Theorem 6.6] yields
(4). 
Proposition 5.3. Let (k,X,D) be as in Lemma 5.2. Then the map in (5.4) induces a
surjective group homomorphism ρX ∣D ∶ CH0(X ∣D)↠ Hdnis(X,KMd,(X,D)).
Proof. By Lemma 5.2, the canonical map CHLW0 (SX)→ CH0(SX) is an isomorphism. Com-
bining this with Theorem 2.8 and noting that the composite map X
ι−
Ð→ SX
∇
Ð→ X is identity,
we get a commutative diagram of split exact sequences
(5.5) 0 // CH0(X ∣D) p+∗ //

✤
✤
✤
CHLW0 (SX)
ι∗− //
ρSX

CH0(X)
ρX

// 0
0 // Hdnis(SX ,KMd,(SX ,X−))
p+∗
// Hdnis(SX ,KMd,SX )
ι∗− // Hdnis(X,KMd,X) // 0.
This yields a canonical homomorphism ρ˜X ∣D ∶ CH0(X ∣D) → Hdnis(SX ,KMd,(SX ,X−)). More-
over, it follows from Lemma 2.4 that the map of Nisnevich sheaves ι∗+ ∶ KMd,(SX ,X−) → ι+∗(K
M
d,(X,D))
is surjective. Furthermore, its kernel is clearly supported on D. It then follows from the
bound on the Nisnevich cohomological dimension that the map ι∗+ ∶ H
d
nis(SX ,KMd,(SX ,X−)) →
Hdnis(SX , ι+∗(KMd,(X,D))) is an isomorphism. The factorization of the map ρX ∣D now follows
because Hdnis(SX , ι+∗(KMd,(X,D)))
≅
Ð→ Hdnis(X,KMd,(X,D)) and the composite map z0(X ∣D) →
CH0(X ∣D)
ρ˜X ∣D
ÐÐÐ→Hdnis(SX ,KMd,(SX ,X−))
ι∗+
Ð→Hdnis(X,KMd,(X,D)) agrees with the map in (5.4).
To show that ρX ∣D ∶ CH0(X ∣D) → Hdnis(X,KMd,(X,D)) is surjective, it suffices to show that
the map ρX ∣D ∶ z0(X ∣D) = ∐
x∈V (d)
KM0 (k(x)) →Hdnis(X,KMd,(X,D)) is surjective. But this follows
from [19, Theorem 2.5] since k is perfect and hence V = X ∖D is nice in the sense of [19,
Definition 2.2]. The proof of the proposition is now complete. 
5.3. Proof of Theorem 1.3. Now Theorem 1.3 follows from Proposition 5.3, Theorem 1.1
and Theorem 5.1. Indeed, the two solid arrows in (5.5) are isomorphisms by Theorem 1.1 (if X
is affine) or by Theorem 5.1 (if X is projective and D is integral). Therefore, if (X,D) is as in
Theorem 1.3, then the natural map ρX ∣D ∶ CH0(X ∣D) →Hdnis(X,KMd,(X,D)) is an isomorphism.
This completes the proof. ◻
26 RAHUL GUPTA, AMALENDU KRISHNA
5.4. Proofs of Theorems 1.6 and 1.7. Let k be a field and let X be a smooth quasi-
projective scheme of pure dimension d over k. Let D be an effective Cartier divisor on X. In
this section, we shall assume that Dred is a simple normal crossing divisor, i.e., if D1, . . . ,Ds
are the irreducible components of D, then the intersections ∩i∈IDi are smooth over k and
have codimension r, where I ⊂ {1, . . . , s} and r is the cardinality of I.
As an application of Theorem 1.1, Theorem 1.3, Proposition 5.3 and [41, Theorem 3.8], we
shall now prove Theorems 1.6 and 1.7.
Let (X,D) be as in Theorem 1.6. Then by Proposition 5.3, the Bloch-Quillen map in (5.4)
induces a surjective homomorphism ρX ∣D ∶ CH
d(X ∣nD)↠ Hd(Xnis,KMd,(X,D)). Consider the
diagram:
(5.6) CHd(X ∣D)
ρX ∣D
// //
canM

Hdnis(X,KMd,(X,D))

H2dM(X ∣D,Z(d))
ρM,X ∣D
≅
// Hdnis(X,KMd,X ∣D),
where the right vertical arrow is induced by the inclusion KM
d,(X,D) ↪ KMd,X ∣D (see Lemma 2.9).
We first assume that the diagram (5.6) commutes and complete the proofs of Theorems 1.6
and 1.7.
Since the cokernel of the inclusion KM
d,(X,D) ↪ KMd,X ∣D is supported on D, the right vertical
arrow in (5.6) is surjective. By [41, Theorem 3.8], the bottom horizontal arrow in (5.6) is an
isomorphism. The surjectivity of the map canM then follows from the commutative diagram
(5.6). Now assume that D is connected and smooth. It then follows from Theorem 1.3 that
the top horizontal arrow in (5.6) is an isomorphism. Therefore, it suffices to show that the
right vertical arrow in (5.6) is an isomorphism. But this follows from Lemma 2.9, where we
proved that the inclusion KM
d,(X,D) ↪ KMd,X ∣D is an isomorphism. This completes the proof of
Theorem 1.6 (assuming the diagram (5.6) commutes).
Now, assume that X is either affine or a quasi-projective surface. Let D be an effective
Cartier divisor on X such that Dred is a simple normal crossing divisor. Then by Theorem 1.1
(if X is affine) or by [6, Theorem 1.8] (if X is a quasi-projective surface), the top horizontal
arrow in (5.6) is an isomorphism. As before, by [41, Theorem 3.8], the bottom horizontal
arrow in (5.6) is an isomorphism. Therefore, it suffices to show that the right vertical arrow
in (5.6) induces an isomorphism of pro-abelian groups. But this follows from Lemma 2.9.
This completes the proof of Theorem 1.7 (assuming (5.6) commutes).
Now, we prove that the diagram (5.6) commutes. To see this, let zr(X ∣D,2r − ●)c denote
the complex of constant Nisnevich sheaves on X defined by the complex zr(X ∣D,2r − ●).
Recall that the map canM is induced by the morphism of complexes of Nisnevich sheaves
zr(X ∣D,2r − ●)c → zr(−∣D,2r − ●). Given x ∈X ∖D, consider the following diagram.
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(5.7) CHd(X ∣D) // //

Hdnis(X,KMd,(X,D))

Z⟨x⟩ //

hh◗◗◗◗◗◗◗◗◗◗◗◗◗◗◗◗
Hdx(Xnis,KMd,(X,D))

66♠♠♠♠♠♠♠♠♠♠♠♠
H2dx (Xnis,Z(d)X ∣D) //
vv♠♠♠
♠♠♠
♠♠♠
♠♠♠
♠
Hdx(Xnis,KMd,X ∣D)
((◗◗
◗◗◗
◗◗◗
◗◗◗
◗
H2dnis(X,Z(d)X ∣D) ≅ // Hdnis(X,KMd,X ∣D).
We have to show that the front face in the diagram (5.7) commutes. Since CHd(X ∣D) is
generated by the classes of the closed points x ∈ X(d) ∖D, it suffices to show that all the
other faces in (5.7) commute. The top face commutes by the definition of the Bloch-Quillen
map λX ∣D (see (5.4)). Note here that H
2d
x (Xnis, zd(X ∣D,2d − ●)nis) = Z⟨x⟩. The right face,
the left face and the bottom face of (5.7) commute by the naturality of the ‘forget support’
map on the cohomology groups. Therefore, it suffices to show that the back face of (5.7)
commutes. Since x ∉ D, we can now assume by excision that X is smooth and D = ∅. In
this case, the right vertical arrow is actually the identity map (see (2.10) and the proof of
Lemma 2.9). Moreover, the commutativity of the back face is well known and follows at once
from the construction of the bottom horizontal arrow for smooth schemes (see, for instance,
[41, § 3.1]). This completes the proof of the Theorems 1.6 and 1.7. ◻
6. The question of Kerz-Saito
We now prove Theorem 1.8 as an application of Theorem 1.1. We shall then use Theorem 1.8
and its proof to give a proof of Theorem 1.9. Let X be a reduced affine or projective scheme
of pure dimension d ≥ 1 over an algebraically closed field k and let π ∶ X̃ →X be a resolution
of singularities. Let E0 ⊂ X̃ be the reduced exceptional divisor. Assume that X is regular in
codimension one and let U =Xreg = X̃ ∖E0. We let S =Xsing with the reduced induced closed
subscheme structure and we let E denote the scheme theoretic inverse image π−1(S). Note
that E is supported on E0 and there exists m ≥ 1 such that we have
(6.1) E0 ≤ E ≤mE0.
Let D be a divisor on X supported on E0. Given a closed point x ∈ U , the composite
map of K-theory spectra K(k(x)) → K(X̃) → K(D) is null-homotopic. This yields a map
ux ∶ K(k(x)) → K(X̃,D). Letting λX̃ ∣D([x]) = ux(1) ∈ K0(X̃,D), we get a cycle class map
λX̃ ∣D ∶ Z0(X̃,D) → K0(X̃,D). By the same reason, we also have a map λX ∣nS ∶ Z0(X) →
K0(X,nS).
It follows from [6, Theorem 12.4] that λX̃ ∣D factors through λX̃ ∣D ∶ CH0(X̃ ∣D)→K0(X̃,D).
We let F0K0(X̃,D) be the image of this cycle class map. Using Lemma 2.2 and Defini-
tion 2.7, it also follows easily that the map π∗ ∶ Z0(X) → Z0(X̃,D) factors through the
rational equivalence classes. We also need the following refinement of the cycle class map
λX ∶ CH
LW
0 (X) →K0(X).
Lemma 6.1. The map λX ∣nS ∶ Z0(X) → K0(X,nS) factors through the rational equivalence
classes.
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Proof. We let C ⊂X be an integral curve such that C∩S = ∅ and let f ∈ k(C)×. By Lemma 2.2,
it suffices to show that λX ∣nS(div(f)) = 0. Let CN → C be the normalization map and let
ν ∶ CN → C ↪ X denote the composite map. It is then clear that div(f) = ν∗(div(f)), where
f ∈ k(C)× = k(CN)×.
Since C ∩ S = ∅, the finite map ν ∶ CN → X has finite tor-dimension and the resulting
push-forward map ν∗ ∶ K(CN) → K(X) factors through K(CN) → K(X,nS) → K(X) just
as above. We thus have a commutative diagram
(6.2) Z0(CN)
λ
CN //
ν∗

K0(CN)
ν∗

Z0(X)
λX ∣nS
// K0(X,nS).
We are now done since λCN (div(f)) = 0. 
6.1. Proof of Theorem 1.8. We shall now prove Theorem 1.8. Using Lemma 6.1 and the
construction of various other maps before it, we obtain a commutative diagram for every
n ≥ 1:
(6.3) CHLW0 (X) π
∗
// //
λX ∣nS

λX
≅
yyyyss
ss
ss
ss
ss
CH0(X̃ ∣nE)
λ
X̃ ∣nE

// // CH0(X̃ ∣nE0) // //
λ
X̃ ∣nE0

CH0(X̃)
λ
X̃

F0K0(X) F0K0(X,nS) π
∗
// //oooo F0K0(X̃,nE) // // F0K0(X̃,nE0) // // F0K0(X̃).
The map λX on the left is an isomorphism by [26, Corollary 7.6] (if X is affine) and
Theorem 4.4 (if X is projective). It follows that all arrows in the triangle on the left are
isomorphisms. By [23, Theorem A], the canonical homomorphism of pro-abelian groups
“ lim
←Ð
n
” K0(X,nS) → “ lim
←Ð
n
” K0(X̃,nE) is an isomorphism. In particular, its restriction
“ lim
←Ð
n
” F0K0(X,nS) → “ lim
←Ð
n
” F0K0(X̃,nE) is an isomorphism too. By (6.1), it follows that
the map of pro-abelian groups “ lim
←Ð
n
” F0K0(X̃,nE) → “ lim
←Ð
n
” F0K0(X̃,nE0) is an isomor-
phism. As λX ∣nS is an isomorphism for all n ≥ 1, we get an isomorphism of pro-abelian groups
CHLW0 (X)
≅
Ð→ “ lim
←Ð
n
” F0K0(X̃,nE0). Since CHLW0 (X) is a constant pro-abelian group, an
elementary calculation shows that we must have CHLW0 (X)
≅
Ð→ F0K0(X̃,nE0) for all n ≫ 1.
It follows that all arrows in the left square and in the middle square of (6.3) are isomorphisms
for all n ≫ 1. This proves the standard version of the Bloch-Srinivas conjecture (part (1) of
Theorem 1.8).
We assume now that char(k) = p > 0 and prove the strong version, namely, that CHLW0 (X) ≅Ð→
CH0(X̃ ∣E0) ≅Ð→ F0K0(X̃,E0).
Using the homotopy fiber sequence of spectra
K(X̃,nE0)→K(X̃,E0)→K(nE0,E0)
and [50, Corollary 5.4], it follows that the kernel of the map F0K0(X̃,nE0)↠ F0K0(X̃,E0)
is a p-primary torsion group. We remark here that the cited reference is enough only for affine
schemes. But one can then use a Mayer-Vietoris argument to prove it in our case too. The
reader can also see [26, Lemma 3.4], which shows a stronger result that this kernel is in fact
a p-primary torsion group of bounded exponent.
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We choose n ≫ 1 such that CHLW0 (X) ≅Ð→ CH0(X̃ ∣nE0) ≅ F0K0(X̃,nE0). It follows then
that the kernel of the composite map CHLW0 (X) ↠ CH0(X̃ ∣E0) ↠ F0K0(X̃,E0) is a p-
primary torsion group of bounded exponent.
If X is affine, this kernel must be zero by [26, Theorem 1.1]. If X is projective, we have a
commutative diagram
(6.4) CHLW0 (X)tor //
≅

≅
  
  
  
  
  
  
  
  
  
 
CH0(X̃ ∣E0)tor //

CH0(X̃)tor
≅

F0K0(X)tor //
≅

F0K0(X̃,E0)tor // F0K0(X̃)tor
τ
X̃ ≅

CHLW0 (XN)tor ≅ // F0K0(XN)tor τ
XN
≅ // Ad(XN)tor ≅ // Ad(X̃)tor.
All arrows in the left triangle are isomorphisms by Lemma 4.3 and Theorem 4.4. By the
same reason, the vertical arrow on the top right is an isomorphism. It follows from this
diagram and [28, Theorem 1.6] that the composite map CHLW0 (X)tor → F0K0(X̃,E0)tor →
F0K0(X̃)tor → Ad(X̃)tor is an isomorphism. In particular, the map CHLW0 (X)tor ↠ F0K0(X̃,E0)tor
is injective. It follows that Ker(CHLW0 (X)↠ F0K0(X̃,E0)) must be zero. The proof of The-
orem 1.8 is now complete. ◻
6.2. Proof of Theorem 1.9. We now prove Theorem 1.9. We shall follow the notations of the
statement of Theorem 1.9 in its proof. Recall from Theorem 1.9 that Y is a reduced projective
scheme of pure dimension d over an algebraically closed field k of positive characteristic.
Our assumption is that Y is regular in codimension one and π ∶ X → Y is a resolution of
singularities with the reduced exceptional divisor E0 ⊂ X. Let S ⊂ Y be the singular locus
with the reduced subscheme structure. Moreover, let E denote the scheme theoretic inverse
image π−1(S). Note that these notations are a little different from the ones in Theorem 1.8.
We fix an integer n ≥ 1 and consider the commutative diagram
(6.5) CHLW0 (Y )
ρY
%%
&&
λY ∣nS
++ ++❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲❲
Hdnis(Y,KMd,(Y,nS))
≅

// // F0K0(Y,nS)
≅

Hdnis(Y,KMd,Y )
≅ // F0K0(Y ).
The left vertical arrow on the bottom square is an isomorphism as dim(S) ≤ d−2. We have
shown in the proof of Theorem 1.8 that all solid arrows in (6.5) are isomorphisms. It follows
that the map ρY ∣nS ∶ Z0(Y ) → Hdnis(Y,KMd,(Y,nS)) factors through the Chow group CHLW0 (Y )
so that (6.5) is commutative and all maps are isomorphisms.
We next consider the commutative diagram
(6.6) Z0(Y ) // //
≅

CHLW0 (Y )
ρY ∣nS
≅
//
≅π∗

Hdnis(Y,KMd,(Y,nS)) ≅
θY ∣nS
//
π∗

F0K0(Y,nS)
π∗≅

≅ // F0K0(Y,S)
π∗≅

Z0(X ∣nE) // // CH0(X ∣nE)
ρX ∣nE
// Hdnis(X,KMd,(X,nE))
θX ∣nE
// // F0K0(X,nE) ≅ // F0(X,E),
30 RAHUL GUPTA, AMALENDU KRISHNA
where θX ∣nE is the composition of the edge map in the Thomason-Trobaugh spectral sequence
with natural map Hdnis(X,KMd,(X,nE))→Hdnis(X,Kd,(X,nE)) of § 2.8.
We have shown in the proof of Theorem 1.8 that all solid arrows in (6.6) (except possibly
the middle vertical arrow) are isomorphisms. A simple diagram chase shows that the dotted
arrow ρX ∣nE is in fact a solid arrow. We now consider the commutative diagram
(6.7) CHLW0 (Y ) π
∗
// //
π∗
&& &&◆
◆◆◆
◆◆◆
◆◆◆
◆◆◆
CH0(X ∣nE)
ρX ∣nE
//

Hdnis(X,KMd,(X,nE))
θX ∣nE
// //

F0K0(X,nE)

CH0(X ∣nE0)
ρX ∣nE0// Hdnis(X,KMd,(X,nE0))
θX ∣nE0// // F0K0(X,nE0),
where vertical arrows exist as E0 ⊂ E. By Theorem 1.8, it follows that the left vertical
arrow in (6.7) is an isomorphism. A simple diagram chase shows that the dotted arrow
ρX ∣nE0 is in fact a solid arrow. Since we proved in Theorem 1.8 that the composite map
CHLW0 (Y ) → F0K0(X,E0) is an isomorphism, it follows the map ρX ∣nE0 is injective. On
the other hand, the composite map Z0(X ∣nE0)→ CH0(X ∣nE0)
ρX ∣nE0
ÐÐÐÐ→Hdnis(X,KMd,(X,nE0)) is
surjective by [19, Theorem 2.5]. We conclude that all arrows in (6.7) are isomorphisms. In
particular, ρX ∣nE0 is an isomorphism for every n ≥ 1.
To finish the proof of Theorem 1.9, we let D ⊂ X be any effective Cartier divisor with
support E0. We can then find two inclusions E0 ⊂D ⊂ nE0 for some n≫ 0. This gives rise to
a commutative diagram
(6.8) CHLW0 (Y ) ≅ //
≅

CH0(X ∣nE0) ≅ //
≅

CH0(X ∣D) ≅ //

CH0(X ∣E0)
≅

Hdnis(Y,KMd,Y ) // Hdnis(X,KMd,(X,nE0)) // // Hdnis(X,KMd,(X,D)) // // Hdnis(X,KMd,(X,E0)).
A diagram chase shows that all solid arrows in (6.8) are isomorphisms. This implies that
the vertical dotted arrow is in fact a solid arrow and is an isomorphism. In other words, the
Bloch-Quillen map Z0(X ∣D) → Hdnis(Y,KMd,Y ) induces an isomorphism ρX ∣D ∶ CH0(X ∣D)
≅
Ð→
Hdnis(X,KMd,(X,D)). We have thus proven Theorem 1.9. ◻
7. Euler class groups of affine algebras
In order to prove Theorems 1.2, 1.4 and 1.5, we shall use the theory of Euler class groups
of affine algebras. The Euler class group of a k-algebra A has an advantage that any class in
this group is the class of a nice enough ideal J ⊂ A which has a class [A/J] in K0(A) as well.
If this class dies in K0(A), then there are some commutative algebra results which allow us
to conclude that the class of J is zero in the Euler class group as well. So the key to proving
a result like Theorem 1.5 is to connect the Levine-Weibel Chow group with these Euler class
groups.
Unfortunately, the Euler class group has cycles which are supported on the singular locus
of Spec (A), and hence, it is very hard to directly connect this group with the Chow group.
To circumvent this problem, we introduce a new version of the Euler class group. This new
version is closely related to the Chow group. The key result of this section is that this new
version is canonically isomorphic to the original one. This will be used in the next section to
finish the proofs of Theorems 1.2, 1.4 and 1.5.
Throughout this section, we fix a field k and all rings we consider will be geometrically
reduced equi-dimensional affine algebras over k.
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7.1. The Euler class groups. We recall the definitions of the Euler class groups from [5].
Let A be an affine k-algebra of dimension d ≥ 2. Let G(A) be the free abelian group on the
pairs (n, ωn), where n ⊂ A is an m-primary ideal for a maximal ideal m ⊂ A of height d and
ωn ∶ (A/n)d ↠ n/n2 is an A-linear surjection.
Given an ideal J ⊂ A of height d with the irredundant primary decomposition J = n1∩⋯∩nr
and a surjection ωJ ∶ (A/J)d ↠ J/J2, the Chinese remainder theorem yields surjections
ωni ∶ (A/ni)d ↠ ni/n2i . In particular, the ideal J and the map ωJ together define a unique
class (J,ωJ) = r∑
i=1
(ni, ωni) ∈ G(A). Let H(A) ⊂ G(A) be the subgroup generated by the classes
(J,ωJ) as above such that there exists an A-linear surjective homomorphism ω̃J ∶ Ad↠ J and
a commutative diagram of A-modules:
(7.1) Ad
ω̃J
// //

J

(A/J)d
ωJ
// // J/J2.
The Euler class group of A is defined to be the group E(A) = G(A)/H(A).
The weak version of the Euler class group is defined as follows. Let G0(A) denote the free
abelian group on the set of ideals n ⊂ A such that n is an m-primary ideal for some maximal
ideal of height d in A and there is a surjective A-linear map ωn ∶ (A/n)d↠ n/n2.
Given an ideal J ⊂ A of height d with the irredundant primary decomposition J = n1∩⋯∩nr
and a surjection ωJ ∶ (A/J)d ↠ J/J2, the Chinese remainder theorem yields surjections
ωni ∶ (A/ni)d ↠ ni/n2i . In particular, the ideal J defines a unique class (J) = r∑
i=1
ni ∈ G0(A).
Let H0(A) ⊂ G0(A) be the subgroup generated by the classes (J) such that J is generated
by d elements. The weak Euler class group is defined as E0(A) = G0(A)/H0(A).
It is clear that there is a canonical forget orientation map ψA ∶ E(A)↠ E0(A).
7.2. The Segre exact sequence. Given a positive integer n, let Umn(A) denote the set of
unimodular rows of length n over A. Recall here that a row a ∶= [a1, . . . , an] ∈ M1,n(A) is
called unimodular, if the ideal (a1, . . . , an) is A. If B ∈Mn,1 is such that aB = 1, then we have
1 = aB = aMM−1B for any M ∈ GLn(A). Setting B′ = M−1B, we get (aM)B′ = 1. Using
this, one can easily show that GLn(A) acts on Umn(A). We let WSn(A) = Umn(A)/En(A)
be the quotient for the action of the elementary matrices En(A) on Umn(A). It was shown by
van der Kallen [48] that WSn(A) is an abelian group. For any a ∈ Umn(A), let [a] denote its
equivalence class in WSn(A). We now quote the following independent results of Das-Zinna
[12] and van der Kallen [49]. When d ≥ 2 is even and Q ⊂ A, this was earlier proven by
Bhatwadekar-R. Sridharan [5, Theorem 7.6].
Theorem 7.1. There is an exact sequence
(7.2) WSd+1(A) φAÐ→ E(A) ψAÐ→ E0(A) → 0.
7.3. The modified Euler class groups. We now introduce the modified Euler class groups.
We shall say that an ideal J ⊂ A is regular, if it is reduced (i.e., J =√J) and the localization
Ap is a regular local ring for every minimal prime p of J . For any finitely generated A-module
M , let µ(M) denote the smallest positive integer m such that M is generated by m elements.
(1) Let Gs(A) denote the free abelian group on the set of pairs (m, ωm), where m ⊂ A is a
regular maximal ideal of height d and ωm ∶ (A/m)d → m/m2 is an isomorphism.
Given a regular ideal J ⊂ A of height d with the primary decomposition J = m1∩⋯∩mr and
an isomorphism ωJ ∶ (A/J)d ≃Ð→ J/J2, the Chinese remainder theorem yields isomorphisms
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ωmi ∶ (A/mi)d
≃
Ð→ mi/m2i . In particular, the ideal J and the map ωJ together define a unique
class (J,ωJ) = r∑
i=1
(mi, ωmi) ∈ Gs(A). Let Hs(A) ⊂ Gs(A) be the subgroup generated by the
classes (J,ωJ) as above such that there is a commutative diagram of A-modules:
(7.3) Ad
ω̃J
// //

J

(A/J)d ≃
ωJ
// J/J2.
We let Es(A) = Gs(A)/Hs(A).
(2) Let Gs0(A) denote the free abelian group on the set of regular maximal ideals m ⊂ A
of height d. Given a regular ideal J ⊂ A of height d with the primary decomposition J =
m1 ∩ ⋯ ∩mr, we let (J) = r∑
i=1
mi ∈ Gs0(A). Let Hs0(A) ⊂ Gs0(A) be the subgroup generated by
the classes (J) as above such that µ(J) = d. We let Es0(A) = Gs0(A)/Hs0(A).
We now consider the following commutative diagram of short exact sequences.
(7.4) 0

0

0

0 // F s(A) //

Hs(A) //

Hs0(A) //

0
0 // T s(A) //

Gs(A)

// Gs0(A) //

0
0 // Ls(A) //

Es(A)
ψs
A
//

Es0(A)

// 0
0 0 0
The only thing one needs to observe to get this diagram is that the map Hs(A) → Hs0(A)
is surjective (by above definitions). It is easy to see that T s(A) is generated by classes
(m, ωm)−(m, ω′m), where ωm ∶ (A/m)d
≃
Ð→ m/m2 and ω′m ∶ (A/m)d
≃
Ð→ m/m2 are two isomorphisms.
It follows from (7.4) that the same holds for Ls(A) as well. A similar commutative diagram
exists if we remove the superscript ‘s’ everywhere.
Lemma 7.2. Let k be an infinite field and let A be a geometrically reduced affine k-algebra.
Then Ls(A) ⊂ Es(A) is generated by elements of the type (J,ωJ), where J is a regular ideal
of height d with µ(J) = d.
Proof. Let L̃s(A) denote the subgroup of Es(A) generated by elements (J,ωJ), where J is a
regular ideal of height d with µ(J) = d. It is clear that L̃s(A) ⊆ Ls(A). To prove the reverse
inclusion, it suffices to show using the above description of Ls(A) that an element of the type
(m, ωm) − (m, ω′m) lies in L̃s(A). The proof of this is a direct translation of [4, Lemma 3.3]
and goes as follows.
If (m, ω′m) = 0 in Es(A), then it follows from [5, Theorem 4.2] that (m, ωm) ∈ L̃s(A). So we
can assume that (m, ω′m) ≠ 0 in Es(A). In this case, we can apply the Murthy-Swan Bertini
theorem (see the proof of Lemma 7.3 below) to find a regular ideal I of height d which is
co-maximal with m such that there is a surjection τ ∶ Ad ↠ J = m ∩ I and ω′m = τ ∣A/m. If we
let ωI = τ ∣A/I , then we get (m, ω′m) + (I,ωI) = (J, τ ∣A/J ) = 0 in Es(A).
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On the other hand, since J = mI and m + I = A, it follows that ωm and ωI induce a
surjection ωJ ∶ (A/J)d ↠ J/J2 and hence (m, ωm) + (I,ωI) = (J,ωJ) in Es(A). We conclude
that (m, ωm) − (m, ω′m) = (J,ωJ) − (J, τ ∣A/J ) = (J,ωJ) ∈ L̃s(A). This proves the lemma. 
7.4. Connection between the classical and modified Euler class groups. We shall
assume in this subsection that k is an infinite field. There is an obvious commutative diagram
of the Euler class groups
(7.5) Es(A) ψ
s
A// //
γA

Es0(A)
γ0A

E(A)
ψA
// // E0(A).
The goal of this section is to prove that the vertical arrows are isomorphisms. We begin
with the easy part of this goal.
Lemma 7.3. Let A be a geometrically reduced affine algebra of dimension d ≥ 2 over k. Then
there is a canonical isomorphism
γA ∶ E
s(A) ≃Ð→ E(A).
Proof. We prove the surjectivity of γA using the Bertini theorems of Murthy [37, Theorem 2.3]
and Swan [46, Theorem 1.3]. Let J be an ideal of A of height d with a surjection ωJ ∶ (A/J)d↠
J/J2. Let {m1, . . . ,mr} be a set of smooth maximal ideals of A. A special case of the Murthy-
Swan Bertini theorem says that there exists an ideal I ⊂ A (called a residual of J) such that
the following hold (see [37, Corollary 2.6 and Remarks 2.8, 3.2]).
(1) There exists a surjection α ∶ Ad↠ IJ .
(2) I + J = I +mi = A for 1 ≤ i ≤ r.
(3) I is a regular ideal of A of height d.
(4) α∣A/J = ωJ .
It follows from (1), (2) and (4) that (I,α∣A/I) + (J,ωJ) = (IJ,α∣A/IJ) = 0 in E(A) and (3)
says that (I,α∣A/I) ∈ Es(A). This shows that γA is surjective.
To show that γA is injective, let α ∈ Es(A) be such that γA(α) = 0. By repeatedly applying
the above Bertini theorem again, we can write α = (J,ωJ), where J is a regular ideal of height
d in A. Indeed, for a general element α ∈ Es(A), we choose a lift α̃ = ∑a(m,ωm)(m, ωm) in
Gs(A). We let mα̃ denote the number of (m, ωm) in the expression of α̃ such that a(m,ωm) is
not equal to ±1. Using the above Bertini theorem and an induction on mα̃, we can assume
that each a(m,ωm) = ±1. We can now apply the Bertini theorem to those (m, ωm) such that
a(m,ωm) = −1 and make all these coefficients 1. We can thus write α̃ = ∑(m, ωm). We now take
J to be the product of maximal ideals in this expression of α̃ and ωJ to be the homomorphism
induced from ωm’s.
We now apply [5, Theorem 4.2] to conclude that ωJ lifts to a surjection ω̃J ∶ A
d
↠ J . In
particular, α = (J,ωJ) = 0 in Es(A). This shows that γA is injective. 
Using Theorem 7.1 and Lemma 7.3, we can now prove our main comparison result.
Proposition 7.4. Let A be a geometrically reduced affine algebra of dimension d ≥ 2 over k.
Then there is a canonical isomorphism
γ0A ∶ E
s
0(A)
≃
Ð→ E0(A).
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Proof. We have a commutative diagram of short exact sequences
(7.6) 0 // Ls(A) //

Es(A) //
≃

Es0(A)

// 0
0 // L(A) // E(A) // E0(A) // 0.
Using Lemma 7.3, it suffices to show that the left vertical arrow in this diagram is surjective.
Using Theorem 7.1, it suffices to show that if a = [a1, . . . , ad+1] is a unimodular row, then
φA([a]) ∈ Ls(A). Note that we can identify Ls(A) with its image in L(A).
Let {e1, . . . , ed} be the standard basis of the free A-module Ad. Let α ∶ Ad → A be given
by α(ei) = ai for 1 ≤ i ≤ d. For a projective A-module P and an A-linear map f ∶ P ∗ → A,
let Z(f) denote the closed subscheme of Spec (A) where the induced map f∗ ∶ Spec (A) →
Spec(Sym(P ∗)) vanishes.
We fix a surjective k-algebra homomorphism u ∶ k[X1, . . . ,Xn]↠ A and let xi = u(Xi) for
1 ≤ i ≤ n. Let X = Spec (A) and let I ⊂ A be the reduced ideal such that Spec (A/I) = Xsing.
Let u ∶ k[X1, . . . ,Xn] ↠ A ↠ A/I be the composite map. For any A-module M and an
element m ∈ M , let m denote its image under the map M ↠ M/IM . For 1 ≤ i ≤ n and
1 ≤ j ≤ d, we let tij = xiej ∈ Ad.
In this case, Swan’s Bertini theorem (see the proof of [46, Theorem 1.4]) says that there
exists a dense open subset U1 ⊂ An(1+d)k such that for every ({λi},{γij}) ∈ U1(k), the following
hold.
(1) Z(α+ad+1(∑i λiei+∑i,j γijtij)) is a reduced closed subscheme ofX of pure codimension≥ d.
(2) Z(α + ad+1(∑i λiei +∑i,j γijtij)) ∩Xreg is regular.
Similarly, by applying the Bertini theorem to the composite embedding Xsing ↪ X ↪ A
n
k ,
we get a dense open subset U2 ⊂ An(1+d)k such that for every ({λi},{γij}) ∈ U2(k), the following
holds.
(3) Z(α + ad+1(∑i λiei +∑i,j γijtij)) is a closed subscheme of Xsing of pure codimension
d (or is empty).
Since A is geometrically reduced and hence dim(Xsing) ≤ d − 1, it follows from (1), (2) and
(3) that for a general set of elements {b1, . . . , bd} in A, the ideal J = (a1+b1ad+1, . . . , ad+bdad+1)
has the property that either J = A or it is a regular ideal of height d in A.
If J = A, we have φA([a]) = 0. If J is a regular ideal of height d, then it is easy to check
that the equivalence class of the unimodular row a′ ∶= [a′1, . . . , a′d, ad+1] in WSd+1(A) is same
as that of a, where a′i = ai + biad+1. Moreover, it follows from [5, § 7, p. 214] when d = 2 and
from [12, Remark 3.7] when d ≥ 3 that φA([a]) = (J,ad+1ωJ), where ωJ ∶ (A/J)d → J/J2 is
given by ωJ(ei mod J) = a′i mod J2. Since (J,ad+1ωJ) ∈ Gs(A) and since µ(J) = d, it follows
from Lemma 7.2 that (J,ad+1ωJ) ∈ Ls(A). This finishes the proof of the proposition. 
7.5. Euler class group and K-theory. Let k be a field and let A be an equi-dimensional
geometrically reduced affine algebra of dimension d ≥ 2 over k. One can check from the
definition that a generator of E0(A) may not be a local complete intersection ideal in A in
general. So there is no evident cycle class map E0(A) → K0(A). One immediate advantage
of Es0(A) is that each of its generator is a local complete intersection ideal. Using this idea
and Proposition 7.4, one can construct a cycle class map cycA ∶ E0(A)→K0(A) as follows.
If m ⊂ A is a regular maximal ideal, then A/m admits a class [A/m] ∈ K0(A). Extending
it linearly, one gets a map Gs0(A) → K0(A). If J ⊂ A is a regular ideal of height d such that
µ(J) = d, then one knows that it must be a complete intersection ideal (see [17, Theorems 135,
125]). Using the Koszul resolution of A/J , it easily follows that cycA((J)) = [A/J] = 0 in
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K0(A). We therefore get a map
(7.7) cycA ∶ E
s
0(A)→K0(A).
Using Proposition 7.4, we can now prove our main result of this section:
Theorem 7.5. Let k be an infinite field and let A be a geometrically reduced affine algebra
of dimension d ≥ 2 over k. Assume that one of the following holds.
(1) k is algebraically closed.
(2) (d − 1)! ∈ k×.
Then Ker(cycA) is a torsion group of exponent (d − 1)!.
Proof. Let α ∈ Es0(A) be such that cycA(α) = 0. By repeatedly applying the Murthy-Swan
Bertini theorem, as in the proof of Lemma 7.3, we can assume that α = (I), where I ⊂ A is
a regular ideal of height d. Our assumption then says that [A/I] = 0 in K0(A). Since I is
supported on the Cohen-Macaulay locus of A, the proof of [34, Lemma 1.2] shows that there
exists an A-regular sequence (f1, . . . , fd) such that I = (f1, . . . , fd)+I2. Let J = (f1, . . . , fd−1)+
I(d−1)!.
It follows from [11, Lemma 4.1] that (J) = (d − 1)!(I) in E0(A). If we can show that
(J) = 0 in E0(A), then it will follow that (d − 1)!(I) = 0 in E0(A). We can then conclude
from Proposition 7.4 that (d − 1)!(I) = 0 in Es0(A). We have therefore reduced the problem
to showing that (J) = 0 ∈ E0(A).
Now, it follows from [37, Theorem 2.2] that there exists a projective A-module P of rank
d and a surjection P ↠ J such that [P ] − [Ad] = −[A/I] in K0(A). It follows from our
hypothesis on I that [P ] = [Ad] ∈K0(A) so that P is stably free. If k is algebraically closed,
it follows from [45, Theorem 6] that P is free. But this implies that µ(J) = d so that (J) = 0
in E0(A).
Suppose now that (d − 1)! ∈ k×. At any rate, it follows from the cancellation theorem of
Bass (see [45, Theorem 1]) that P ⊕A ≅ Ad+1 so that P is the kernel of a surjection Ad+1 ↠ A.
In this case, it is shown on [5, Page 214] that there exists an ideal J ′ of height d with µ(J ′) = d
and a surjection P ↠ J ′. Furthermore, under the assumption that (d−1)! ∈ k×, it is shown in
[5, § 4] that the weak Euler class e0(P ) of P is well defined in E0(A) and (J) = e0(P ) = (J ′).
We are now done because (J ′) = 0 in E0(A). This finishes the proof. 
Combining Proposition 7.4 and Theorem 7.5, we obtain the following. When char(k) = 0
and A is Cohen-Macaulay, this was earlier proven independently by Bhatwadekar (unpub-
lished) and Das-Mandal [11, Corollary 4.2].
Corollary 7.6. Let A be a geometrically reduced affine algebra of dimension d ≥ 2 over an
infinite field k. Then there is a cycle class map E0(A) → K0(A) whose kernel is torsion of
exponent (d − 1)! if either k = k or (d − 1)! ∈ k×.
8. The kernel of the cycle class map
We shall now prove Theorems 1.2, 1.4, 1.5 and 1.11 with the help of the results of § 7.
In order to do so, we need to recall the cycle class map for 0-cycles in (3.6) in the modulus
setting.
8.1. The cycle class map with modulus. Let X be a smooth quasi-projective scheme of
dimension d ≥ 1 over a perfect field k and let D ⊂ X be an effective Cartier divisor. Recall
from [6, Theorem 12.4] that there is a cycle class map with modulus
(8.1) λX ∣D ∶ CH0(X ∣D) →K0(X,D).
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This was constructed as the composition of the left arrows in the following commutative
diagram of short exact sequences.
(8.2) 0 // CH0(X ∣D)
p+∗
//
λ˜X ∣D

CH0(SX)
λSX

ι∗−
// CH0(X) //
λX

0
0 // K0(SX ,X−)
p+∗
//
φ0

K0(SX)
ι∗−
//
ι∗+

K0(X)
ι∗

// 0
K0(X,D) // K0(X) ι
∗
// K0(D),
where λSX and λX are as in (3.6).
Observe that, given x ∈ z0(X ∣D), the composition of the maps of spectra K(k(x)) →
K(X)→K(D) is null homotopic and hence it defines a map K0(k(x)) →K0(X,D). Extend-
ing linearly, we have a homomorphism z0(X ∣D) →K0(X,D). Moreover, this homomorphism
factors through φ0 ∶ K0(SX ,X+) → K0(X,D) and, on cycles, it is the same as λX ∣D. To see
this, let p+,x ∶ Spec (k(x)) ↪ SX be the composition of the inclusions ιx ∶ Spec (k(x)) ↪ X
and ι+ ∶ X ↪ SX . We then have the commutative diagram
(8.3) K(k(x)) //
p+,x∗
**
K{x}(X+ ∖D)
ι∗+≅

K{x}(SX) //≅oo
ι∗+

K(SX ,X−)
φ0

K(k(x)) //
ιx∗
55
K{x}(X ∖D) K{x}(X) //≅oo K(X,D)
such that the composition of the arrows in the top and bottom rows give the maps λ˜X ∣D and
λX ∣D, respectively.
8.2. Proof of Theorem 1.5. We fix a field k. We also fix a (equi-dimensional) geomet-
rically reduced affine algebra A of dimension d ≥ 2 over k and let X = Spec (A). We shall
interchangeably use the notations CHLW0 (X) and CHLW0 (A). We begin with the following
connection between the Euler class group and the Chow group of A.
It is clear from the definition of Es0(A) in § 7.3 that there are canonical maps Gs0(A)
≅
Ð→
Z0(A) ↠ CHLW0 (A) which sends a regular maximal ideal m to the cycle class [x] ∈ Z0(A),
where x = Spec (A/m) ∈ Xreg. In order to show that the composite map factors through
Es0(A), we need to show that if J ⊂ A is a regular ideal of height d such that µ(J) = d, then
the image of (J) in Z0(A) lies in RLW0 (A). By [33, Lemma 2.2], it suffices to show that
J is a complete intersection ideal. But this follows directly from [17, Theorems 125, 135]
because a regular ideal is always a local complete intersection. We have therefore constructed
a canonical surjective map
(8.4) c̃ycA ∶ Es0(A)↠ CHLW0 (A)
and it is immediate from (7.7) that there is a commutative diagram
(8.5) E0(A) Es0(A)
c̃ycA// //
cycA
66
γ0
Aoo CHLW0 (A) // //
λA
$$
CH0(A) // K0(A).
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As a combination of Theorem 7.5 and (8.5), we immediately get the following result about
the cycle class map for the 0-cycles. When k = k, this gives an independent proof of an old
unpublished result of Levine (see [30, Corollary 5.4]). When k is not algebraically closed, this
result is completely new.
Theorem 8.1. Let A be geometrically reduced affine algebra of dimension d ≥ 2 over an field
k. Assume that either k is algebraically closed or (d − 1)! ∈ k×. Let X = Spec (A) and let
D ⊂X be an effective Cartier divisor. Then the following hold.
(1) If k is an infinite field, then the kernel of the cycle class map λA ∶ CHLW0 (A) →K0(A)
is a torsion group of exponent (d − 1)!.
(2) For arbitrary fields, the kernel of the cycle class map λA ∶ CH0(A) → K0(A) is a
torsion group of exponent (d − 1)!.
(3) If k is perfect and X is smooth, then the kernel of the cycle class map λX ∣D ∶ CH0(X ∣D) →
K0(X,D) as in (8.1) is a torsion group of exponent (d − 1)!.
Proof. When k is infinite, Theorem 7.5 and (8.5) together prove (1) and (2). We now assume
k is finite and prove (2). We denote the map CH0(A) → K0(A) by λ̃A. Let α ∈ CH0(A) be
such that λ̃A(α) = 0. Let β = (d − 1)!α ∈ CH0(A). We choose two distinct primes ℓ1 and ℓ2
different from char(k) and let ki denote the pro-ℓi extension of k for i = 1,2.
It follows from the case of infinite fields, the compatibility of the cycle class map with
respect to field extensions and [6, Proposition 6.1] that βki = 0 for i = 1,2. Note that each ki
is a limit of finite separable extensions of the perfect field k and hence the hypotheses of [6,
Proposition 6.1] are satisfied. Another application of [6, Proposition 6.1] shows that we can
find two finite extensions k′1 and k
′
2 of k of relatively prime degrees such that βk′iD5 = 0 for
i = 1,2. We conclude by applying [6, Proposition 6.1] once again that (d − 1)!α = β = 0.
Now assume that k is perfect and X = Spec (A) is smooth. Then by (2) it follows that the
kernel of the cycle class map λSX ∶ CH0(SX) → K0(SX) is of exponent (d − 1)!. It follows
from (3.6) and (8.2) that the same is true of the kernel of the map λ˜X ∣D ∶ CH0(X ∣D) →
K0(SX ,X+). The assertion (3) then follows from [36, Lemma 4.1] which yields that the
natural map φ0 ∶K0(SX ,X−)→K0(X,D) is an isomorphism. 
8.3. Bloch’s formula for affine surfaces over arbitrary field. As a corollary, we can
prove Theorems 1.2, 1.4 and 1.11 as follows. The part (2) of the theorem below was conjectured
by Bhatwadekar and R. Sridharan (see [4, Remark 3.13]). Assuming that A is regular, this
conjecture was proven by Bhatwadekar (unpublished) in dimension two and, by Asok and
Fasel [2] in general.
Theorem 8.2. Let k be a field and let A be a geometrically reduced affine algebra of dimension
two over k. Let X = Spec (A) and let D ⊂X be an effective Cartier divisor. Then the following
hold.
(1) The map CH0(X) →K0(X) is injective.
(2) If k is infinite, then there are isomorphisms E0(A) ≅Ð→ CHLW0 (A)
≅
Ð→ CH0(A).
(3) If k is a perfect field, then the map ρX ∶ Z0(X) → H2nis(X,KM2,X) induces an isomor-
phism ρX ∶ CH0(X) ≅Ð→H2nis(X,KM2,X).
(4) If k is a perfect field and X is smooth, there is an isomorphism ρX ∣D ∶ CH0(X ∣D) ≅Ð→
H2nis(X,KM2,(X,D)).
Proof. When k is infinite, it follows from Proposition 7.4, Theorem 7.5 and (8.5) that the
maps
E0(A)
γ0A
←Ð Es0(A)
c̃ycA
ÐÐ→ CHLW0 (A)↠ CH0(A)
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are all isomorphisms and the map CH0(A) → K0(A) is injective. This proves (2) while the
assertion (1) follows from Theorem 8.1.
We now prove (3). By [21, Proposition 14], the natural map of sheaves KM2,X → K2,X is
surjective. Since they are generically same, it follows that H2nis(X,KM2,X) → H2nis(X,K2,X)
is an isomorphism. The existence of ρX ∶ CH0(X) → H2nis(X,KM2,X) follows immediately
from Lemma 3.2 and [24, Lemma 2.1], which shows that the map κX ∶ H2zar(X,K2,X)
≅
Ð→
H2nis(X,K2,X) → K0(X) is injective. It follows from (1) and Lemma 3.2 that ρX is injective
and its surjectivity follows from [19, Theorem 2.5] (see the proof of Theorem 4.1). This proves
(3). The assertion (4) follows from (3) and Theorem 2.8 exactly as we proved Theorem 1.3 in
§ 5.3. 
Remark 8.3. We warn the reader that the affineness of X is an essential condition in Theo-
rem 8.2 (3)-(4). One should not expect Bloch’s formula CH0(X ∣D) ≅Ð→H2nis(X,KM2,(X,D)) when
X is a smooth projective surface over a finite field. The reason for this is that a result of Kerz
and Saito [22] says that there is an isomorphism CH0(X ∣D)0 ≅Ð→ π1(X,D)0, where π1(X,D)
is a quotient of the e´tale fundamental group of π1(X ∖D) which characterizes abelian e´tale
covers of X ∖D which have ramification along ∣D∣ bounded by the divisor D.
On the other hand, a result of Kato and Saito [19] implies that there is a surjection
π1(X,D) ↠ H2nis(X,KM2,(X,D)) which is not expected to be an isomorphism in general. This
suggests that the relative Milnor K-theory needs to be suitably re-defined in order to solve
this anomaly.
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