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Nous présentons le système utilisé par l’équipe Synapse/IRIT dans la compétition DEFT2019 portant
sur deux tâches liées à des cas cliniques rédigés en français : l’une d’appariement entre des cas
cliniques et des discussions, l’autre d’extraction de mots-clefs. Une des particularité est l’emploi
d’apprentissage non-supervisé sur les deux tâches, sur un corpus construit spécifiquement pour le
domaine médical en français
ABSTRACT
Unsupervised learning for matching and labelling of french clincal cases - DEFT2019
We present the system used by the Synapse / IRIT team in the DEFT2019 competition covering two
tasks on clinical cases written in French : the matching between clinical cases and discussions, and
the extraction of key words. A particularity of our submissions is the use of unsupervised learning on
both tasks, thanks to a french corpus of medical texts we gathered.
MOTS-CLÉS : TALN bio-médical, DEFT2019, apprentissage non-supervisé.
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1 Introduction
Les textes du domaine médical sont une source d’information précieuse dont l’analyse automatique
peut aider la recherche et le traitement des patients. Cependant, leur nature non structurée fait de leur
analyse automatique est un défi, amplifié par la technicité et la spécificité du langage employé. Cette
difficulté est exacerbée dans le cas du français, pour lequel les travaux et ressources sont plus rares.
La campagne d’évaluation DEFT2019 (Grabar et al., 2019) est la première à porter sur des textes
cliniques français. Les données sont constituées de cas cliniques, accompagnée de discussions
correspondantes. Sur ces données, la campagne d’évaluation propose en outre les tâches suivantes :
— L’étiquetage de couples cas cliniques/discussions, par plusieurs expressions clefs choisies
dans un ensemble pré-défini de 1311 expressions. (tâche 1)
— L’appariement de cas cliniques avec des discussions originellement correspondantes (tâche 2)
Une autre tâche portant sur l’extraction d’informations (e.g. âge, sexe des patients) n’est pas traitée
ici. Dans cet article, on utilise des techniques d’apprentissage non-supervisé pour participer aux deux
taches (particulièrement pour la tâche 2).
Pour ce faire, on construit un ensemble de corpus basé sur des ressources en français qui servira à








TABLE 1 – Nombre de documents dans les jeux de données utilisés
pré-entrainer un réseau de neurones basé sur une concaténation d’embeddings différents, et d’un
encodage des textes à base de ces représentations vectorielles de mots par des réseaux convolutifs.
2 Constitution d’un corpus de textes médicaux
Pour servir à l’apprentissage non-supervisé, on constitue un corpus médical à partir des sources
suivantes :
— L’ensemble des textes de DEFT2019, y compris les données de test
— Les articles de Wikipédia appartenant au portail de la médecine, que nous nommerons Wiki-
Med
— EMEA (Tiedemann, 2012) qui contient des textes de l’european medical agency
— Quaero (Névéol et al., 2014), qui contient des titres Medline et des documents EMEA annotés,
pour la reconnaissance d’entités nommées et la normalisation (ici, on ignore ces annotations)
— Des résumés d’articles Cochrane (Grabar & Cardon, 2018)
De plus, on augmente ce corpus en utilisant une technique simple d’adaptation de domaine. On
entraine un classifieur FastText (Joulin et al., 2016) (paramètres par défauts, 2 itérations) afin d’ap-
prendre à prédire si des textes viennent du corpus Wiki-Med, ou de sources web (Aranea(Panchenko
et al., 2017), FrWac(Ferraresi et al., 2008)) échantillonnées de sorte à contenir deux fois plus de
textes que Wiki-Med.
À partir de ce classifieur, on extrait des corpus web les textes qui sont prédits comme appartenant à
Wiki-Med. Ces textes sont présents en plus grand nombre que ceux de Wiki-Med. Si le classifieur
s’est mépris sur leur origine, c’est, on l’espère, qu’ils sont lexicalement proches de ceux de Wiki-
Med, autrement dit qu’ils concernent la médecine, et qu’ils seront utiles pour l’apprentissage de
représentations de mots ou d’encodeurs de textes. L’aggrégation de ces corpus, ayant subie une
déduplication des textes strictement identiques sera nommé Fr-Med dans la suite de l’article. Les
nombres de documents selon ces différentes sources sont donnés dans la table 2.
3 Prétraitement du texte
Les textes passent par la fonction fix_text de la librairie ftfy (Speer, 2019) afin de remédier à certains
problèmes d’encodage. Ils sont ensuite passés en minuscules. Les nombres entre crochets (citations)























FIGURE 1 – Représentation vectorielle d’un mot. Les chiffres entre crochets désignent la dimension
stopwords-iso 1 sont éliminés.
4 Embeddings
Les embeddings utilisés sont les suivants, aussi représentés dans la figure 1 :
— FastText (Bojanowski et al., 2017) pré-entraînés sur CommonCrawl distribuées sur
fasttext.cc 2
— Des embeddings FastText appris sur le corpus Fr-Med décrit précédemment, avec une taille
de 50, 12 epochs et les paramètres par défaut sinon
— Des embeddings SkipGram appris sur le corpus Fr-Med et accédés par PyMagnitude (Patel
et al., 2018)
— BioWord2Vec (Chen et al., 2018) 3 utilisés à la suite d’une traduction en anglais utilisant
google API 4
— CUI2Vec (Beam et al., 2018) qui sont des embeddings de Concept Unique Identifier (CUI)
UMLS. Le lien entre les mots et les CUI est obtenu en utilisant la fonction de recherche l’API
publique UMLS. Leur dimension a été réduite à 50 en utilisant (Raunak, 2017).
— Des méta-données : l’appartenance aux dictionnaires de chaque embeddings (5 booléens), la
fréquence d’occurence dans les documents de DEFT (répartie en 12 quantifications binaires)
— Une partie initalisée aléatoirement et apprise lors de l’optimisation des taches finales, de
dimension 40
5 Tâche 2 - Appariement des cas cliniques et des discussions
5.1 Modélisation du problème
On traite le problème comme de la classification à partir des paires de phrases, la classe prédite étant



















FIGURE 2 – Architecture de la prédiction de liaison entre cas et discussion
des cas et discussions liés. Pour générer des exemples non-liés, on applique un produit cartésien
entre les cas et les discussions (en éliminant les cas et dicussions liées). Ensuite, les paires liées sont
suréchantillonées par un facteur 10 afin de diminuer le déséquilibre des classes, sans pour autant
perdre des données en sous-échantillonnant les exemples non-liés. 15% des données (brutes, c’est à
dire avant le produit cartésien) sont réservées à la validation.
La figure 2 montre l’architecture du système utilisé pour la tache 2. Un réseau convolutif compose les
représentations de mots décrites précedemment afin de représenter les cas et discussions par un vecteur
de taille fixe. Ces vecteurs sont eux mêmes composés en une représentation jointe qui sert à classifier
la présence de lien entre cas et discussion. La représentation jointe est ReLu(W [u, v, u⊙v, |u−v+t|)]
(Sileo et al., 2019) où u et v sont les sorties des réseaux convolutifs t est un paramètre de la même
dimension que u et v. Les paramètres de ce réseau sont optimisés de sorte à minimiser l’entropie
croisée. Les probabilités de laison obtenues permettent de classer pour chaque cas l’ensemble des
discussions selon leur pobabilité, et la plus probable est prédite dans les soumissions. La métrique
d’évaluation est la proportion de cas pour lequels la bonne discussion a été trouvée, qu’on nomme
précision.
5.2 Représentation des séquences de mots
Le réseau convolutif est constitué de N = 768 filtres de taille 1, et N = 768 filtres de taille 3,
concaténés et suivis par une activation ReLu et d’un max-pooling. La taille des séquences de mots
d’entrée est limitée à 600.
5.3 Hyperparamètres
On utilise l’optimiseur Adam (Kingma & Ba, 2014) avec le learning rate 0.002, déterminé par
validation croisée.
5.4 Pré-entrainement pour l’appariement
On pré-entraine le réseau convolutif et la représentation de mots en utilisant une tâche d’apprentissage
non-supervisée inspirée de (Devlin et al., 2018) et (Logeswaran & Lee, 2018) qui consiste découper
chaque document du corpus Fr-Med, en deux parties, puis à prédire si deux parties appartiennent
au même document. On ne garde que les documents d’au moins 40 mots. On pourrait simplement
FIGURE 3 – Courbe d’apprentissage pour la tache 2
découper en deux parties égales les documents, mais dès lors le réseau pourrait apprendre à apparier
les séquences de même taille, ce qui n’est pas intéressant pour l’apprentissage de représentations. On
choisit donc cette division : l’endroit qui divise les deux parties des documents est choisi selon une
distrbution de probabilité uniforme telle que la taille de chacun des segments soit supérieure à 20.
Les exemples négatifs sont générés en appariant aléatoirement des segments n’appartenant pas au
même document. Les segments appartenant au même document étant a priori thématiquement proches,
du moins plus proches en moyenne que des segments issus d’autres documents pris au hasard, cette
tâche permet de tirer parti de Fr-Med pour entrainer les encodeurs de textes.
Le jeu de données résultat contient 1.4M exemples dont 10% de segments appartenant au même
document.
5.5 Influence du pré-entrainement
La figure 3 montre l’influence de cette étape pré-entrainement. Sans l’itération de pré-apprentissage,
la précision reste limitée même après plusieurs itérations sur les données de la tâche 2. La tache de
pré-entrainement semble donc assez liée à la tache 2 pour être utile.
5.6 Sélection et aggrégation de modèles
On entraine plusieurs modèles, sur des ensemble d’entrainement et de validation distincts, et on
selectionne ceux qui ont les meilleures performances sur les données de validation. Les probabilités
de liaisons des différents modèles sont aggrégées par une moyenne.
5.7 Résultats
Les résultats des différents runs figurent dans la table 5.7. Le run 2 est issu d’un seul modèle, et les
runs 1 et 3 utilisent 4 et 6 modèles.
6 Tâche 1 - Étiquetage des cas cliniques
6.1 Apprentissage non-supervisé pour la détection de mots-clefs
On génère un corpus d’apprentissage non-supervisé pour l’étiquetage de textes avec les données
web Aranea(Panchenko et al., 2017). Pour ce faire, on parcourt les pages, et lorsqu’un mot-clef
de la liste prédéfinie par la tâche apparait, on le considère comme un label à prédire. Les labels à
précision (test entier) précision (test dédupliqué)
run 1 57.94% 61.68%
run 2 54.21% 56.07%
run 3 57.00% 63.08%
TABLE 2 – Résultats sur les données de test de la tache 2 (précision), avec les exemples de tests dans
leur totalité, et sur un ensemble exempt de doublons
prédire sont masqués dans 90% des cas pour que le modèle n’apprenne pas une simple détection de la
présence stricte des mots clefs. Le corpus résultant contient 16.8k exemples contenant au moins des
mots-clefs. Le réseau de convolution défini dans la section 5.2, mais avec une seule convolution de
taille 1 avec 256 filtres, suivi d’un classifieur log-linéaire, est entrainé de sorte à prédire les mots clefs,
Le modèle est pré-entrainé à la prédiction de ces mots-clefs sur ce corpus sur 8 itérations. Le modèle
est ensuite optimisé pour la même tâche sur les données de DEFT2019 (1874 exemples) (train/test,
cas/discussions) dédupliquées, avec 3 itérations. Notons bien qu’il s’agit de prédiction de mots clefs
présents dans le textes et non pas de mots clefs étant ceux qui sont des labels à prédire, fixés par
l’annotation mise en oeuvre pour la tâche.
6.2 Modèle de classification
Soit n le nombre de labels (ici 1311) Pour chaque label, on calculeK traits par exemple. Les traits
utilisés sont les suivants :
— présence du mot-clef dans un texte xi = 1 si le label i est dans le texte présent, xi = 0 sinon.
— présence du mot-clef sans qu’un autre mot-clef plus petit soit présent dans le texte
— présence prédite par le classifieur de mots clefs décrit dans la sous-section précédente, élevée
aux puissances 1,2 et 4.
— score du mot clef selon la librairie fuzzywuzzy 5 qui détecte des mots clefs ou des éditions de
leur chaine de caractères en se basant sur des distances de levenstein. La fonction partial_score
est utilisée. Les scores sont seulement comptabilisés s’ils dépassent le seuil de 0.85.
Un paramètre θ pondère cesK traits, pour fournir un score pour chaque mot clef dans le cas ou dans
la discussion. Les paramètres θ et α sont intialisés de sorte à ce que chaque composante vaille 1.
Les scores du cas et de la discussion sont agrégés avec une moyenne pondérée : score(exemple) =
score(discussion) + a.score(cas) Les paramètres de ce réseau sont optimisés de sorte à minimiser
l’entropie croisée.
6.3 Hyperparamètres
La valeur déterminée a = 0.3, ce qui signifie que la discussion semble plus utile que le cas pour
déterminer les mots clefs. On utilise l’optimiseur Adam (Kingma & Ba, 2014) avec le learning
rate 0.01. Une régularisation d’activité L1 est appliquée à la sortie du réseau, avec un coefficient
λ = 10−5 (ce qui revient à ajouter λ|y|L1 à la fonction de coût). Ces hyperparamètres ont été choisis
par validation croisée.
6.4 Résultats
Les résultats des différents runs figurent dans la table 6.4 On entraine une multitude de modèles












FIGURE 4 – Architecture tache 1. θ et α sont des paramètres libres. σ dénote la fonction sigmoïde.
Les vecteurs en gris sont des paramètres appris
MAP P@n
run 1 36.47% 43.87%
run 2 44.64% 43.90%
run 3 36.53% 43.87%
TABLE 3 – Résultats sur les données de test de la tache 1
.
partition étant aléatoire, avec 85% de données pour l’entrainement) Le run 1 est un ensemble de 13
modèles ayant une précision supérieure à 29% en validation. Le run 2 est un ensemble de 8 modèles
ayant une précision supérieure à 26% sur les données de validation. Le run 3 est un ensemble de 12
modèles ayant une précision supérieure à 30% en validation. Visiblement, la selection de modèles par
la précision en validation n’est pas optimale.
7 Conclusion
On a décrit deux systèmes, faisant appel à de l’apprentissage non-supervisé, pour l’étiquetage de
cas cliniques et l’appariement avec des discussions. Il serait intéressant d’utiliser des techniques des
traduction de manière plus poussée afin de pouvoir bénéficier des techniques récentes d’apprentissage
non-supervisé (Devlin et al., 2018) et leurs déclinaisons pour le domaine biomédical(Lee et al., 2019).
Pour la tâche 2, il serait intéressant d’évaluer un modèle non pas simplement pré-entrainé mais
multi-tâches entrainé à la fois à la tache 2 et à la tache de pré-entrainement, pour atténuer l’oubli de
cette dernière (Kirkpatrick et al., 2016).
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