In real applications, label noise and feature noise are two main noise sources. Similar to feature noise, label noise imposes great detriment on training classification models. Motivated by successful application of deep learning method in normal classification problems, this paper proposes a new framework called LNC-SDAE to handle those datasets corrupted with label noise, or socalled inaccurate supervision problems. The LNC-SDAE framework contains a preliminary label noise cleansing part and a stacked denoising auto-encoder. In preliminary label noise cleansing part, the K-fold cross-validation thought is applied for detecting and relabeling those mislabeled samples. After being preprocessed by label noise cleansing part, the cleansed training dataset is then input into the stacked denoising auto-encoder to learn robust representation for classification. A corrupted UCI standard dataset and a corrupted real industrial dataset are used for test, both of which contain a certain proportion of label noise (the ratio changes from 0% to 30%). The experiment results prove the effectiveness of LNC-SDAE, the representation learnt by which is shown robust.
Introduction
In real applications, almost all supervised learning suffers from two types of noise, noise among feature variables (process variables) and noise in label variables. Taking industrial processes for example, the noise among feature variables mainly resulted from systemic error in sensor measurement or external disturbances, while noise among label variables is generated due to manual mislabeling. The manual labeling heavily depends on human subjectivity and empirical knowledge. Compared to samples with feature noise, those mislabeled samples impose even more negative effects on trained classifiers [1] .
As a research hotspot, many denoising deep learning methods [2] are designed to handle feature noise. For example, denoising auto-encoder (DAE) [3] applies the so-called dropout into the training process, which could randomly map the input variables into zero. By applying dropout module, the feature representations extracted by DAE are proved to be more robust and help raise classification accuracy in recognition, speech recognition, and other fields. Different from DAE, contractive auto-encoder (CAE) [4] obtains robust hidden representations by adding the Jacobean term of hidden representations into the loss function. Both DAE and CAE perform well in dealing with datasets with feature noise.
It is noted that all these above methods are carried out based on the premise that the labels of the training datasets are totally correct. However, in real applications, part of the samples in dataset are often mislabeled because of manual mistake, especially those samples collected during mode transition procedures. According to reference [5] , the label noise is more detrimental than feature noises to the generalization performance of learned classifiers. Most actual datasets include a small part of mislabeled samples. Those severely corrupted dataset is not discussed here. This paper places the emphasis on these datasets containing a minority of mislabeled samples (less than 30%).
In confronting of the dataset containing mislabeled samples, neither DAE nor CAE could provide satisfying results, especially when the noisy sample ratio cannot be neglected. Some traditional classification algorithms, such as SVM [6] and logistic regression, as well as some common used ensemble learning algorithms such as bagging [7] and adaBoost [8] method also partially rely on the correctness of labels. Taking adaBoost algorithm, for example, label 2 Mathematical Problems in Engineering noisy samples are easily to be assigned with improperly large weights [9] . Compared with adaBoost, bagging is relatively insensitive to mislabeled noisy samples; its performance is more robust against noisy samples [10] .
Researchers have put forward several effective frameworks to solve label noise problems.
The first type is to add a label noise filter module beforehand to detect those most probable noisy samples, for example, the nearest neighbor criterion [11, 12] and cumulative information criterion [13] . Those data points identified as mislabeled samples or so-called outliers will be removed before feeding to train the latter classifier model. This kind of framework may bring about two problems, one is that data points with clean labels may be removed or falsely corrected; the removal will decrease the size of training datasets and may lead to overfitting problem if the number of residual samples in training dataset is insufficient for model training.
The second type is to add a module to estimate each sample's probability of belonging to specific class, and then samples will be assigned with different weights to distinguish their influence upon model training. The key point is how to determine the confidence of each point and find out suspicious mislabeled ones to assign smaller weights. For example, ensemble learning methods like boosting [14] and adaboost [15] are combined with decision tree classifier to detect the incorrect labels and assign smaller weights upon them. References [16, 17] adopt a probabilistic model of kernel Fisher Discriminate, where the probability of the incorrectly labeled data point will be updated. Other methods [18] [19] [20] also adopt a probabilistic framework, treating each sample's label as a latent variable. The current label is taken as the prior to estimate the posterior label possibility, based on which weights of samples are updated.
The third type is to directly improve the classifier itself, making it more robust against label noise. The common strategies include adding penalty term into loss functions or introducing some training tips. Paper [21] combines truncated hinge loss into SVM objective function for better tolerating the label noise. Paper [22] proposes a strategy to make use of a kernel matrix correction to improve the robustness of SVMs.
Currently, deep learning is a new research spot in machine learning area, which proves powerful in fault classification area [23] [24] [25] . If given training dataset with accurate labels, deep learning methods are proved to achieve better classification performance than other supervised learning methods, such as SVM, decision tree, and random forest (RF) [26] algorithm. Stacked AE also shows better performance than single AE. It is its deep architecture that captures more autocorrelation features among samples in more complex dynamic, large-scale, multiscale industrial processes.
In ideal supervised classification cases (without label noise), deep learning [27] has achieved promising performance. However, to the best of our knowledge, quite few deep learning related works are proposed in inaccurate supervision area. Besides, paper [28] proves that an effective preprocessing of samples with corrupted labels will effectively improve the performance of traditional supervised algorithms in inaccurate supervision problems. Inspired by these two aspects, this paper puts forward a framework combining a label noise cleansing part and a deep learning algorithm to solve inaccurate supervision problems. With help of the label noise cleansing part, the ratio of mislabeled samples is reduced as much as possible, then the cleansed training dataset will be provided to a stacked denoising autoencoder (SDAE) [29] for extracting robust representations for classification or fault classification.
The proposed LNC-SDAE in this paper applies the second and third type of thought to solve label noise problems. The main contributions of this paper are listed as follows:
(1) first introduce K-fold cross-validation thought into the label noise cleansing (LNC) algorithm, (2) propose a practical strategy to determine the threshold parameter for deciding label revision, (3) put forward an improved Stacked DAE named LNC-SDAE and prove the Stacked DAE algorithm's robustness against label noise to some extent. LNC-SDAE is expected to achieve a satisfying performance in handling training dataset with a small portion of mislabeled samples.
This paper is organized as follows. In Section 2, brief introductions of autoencoder (AE), DAE, CAE, and their stacked forms are given. In Section 3, a new LNC algorithm named KCV LNC is proposed, a label noise robust deep learning method named LNC-SDAE is also proposed for handling inaccurate supervision problems. In Section 4, experiments on a label noisy UCI dataset and a label noisy real industrial process dataset are used for verifying the effectiveness of the proposed LNC-SDAE method in classification and fault classification. In Section 5, some conclusions are drawn.
Background

Autoencoder.
The basic autoencoder is a typical unsupervised learning model including an encoder and a decoder part. As shown in Figure 1 , the encoder transforms the input into a feature representation ℎ through a nonlinear function ( ). The decoder transforms the feature representation ℎ back into a reconstructed input̂through a nonlinear function ( ). The optimal representation is achieved by minimizing the reconstruction loss ( ), which is shown in (1) .
where is the sample number of training dataset and ( ) and̂( ) are the ℎ input and reconstructed input.
Denoising Autoencoder and Contractive Autoencoder.
Most extensions of AE are proposed to enhance traditional AE's robustness upon feature noise. Among which, DAE and CAE are two representative methods, both of which outperform traditional AEs when trained with datasets with feature noise. The main thought of DAE is void repeating extraction of the same feature. DAE increases the redundancy of inputs, making the extracted intermediate representation more robust to feature noise of the input. There are two common ways of increasing the feature redundancy [30] . One is to add a Gaussian white noise into the input data, the other is to carry out a stochastic mapping called dropout, both of which are carried out during the training process. When the size of training dataset is small, the trained model may be overfitting and show poor performance on the test data. Both dropout and directly adding noise could partially overcome the overfitting problem; the only difference between them is that the dropout will be turned off during testing phase. It has to be noted that there are two main kinds of dropout strategies. One is directly setting the value of some neurons into zero; the other is randomly cutting the connection between the inputs and activation function or so-called dropout connection. The paper adopts the former one, a keep probability parameter which controls the proportion of neurons setting into zero. Different from DAE, CAE strengthens the robustness of hidden representations by adding the Jacobian term of hidden representations ‖ ( )‖ 2 into the loss function, which is shown in (2) .
where is the penalty parameter of Jacobian penalty term. Similar to DAE, CAE's main improvement is increasing robustness upon perturbations in process variables. The regulation term is the Jacobian norm of hidden representations. It will force the first derivatives of hidden representations to approximate zero or one, making hidden representations more contractive.
Both DAE and CAE's robustness upon feature noise is on the basis of the premise that the samples from training dataset must be correctly labeled. If the training dataset contains many label noisy samples, neither DAE nor CAE will show satisfying result. The degree of negative influence is related to the proportion of mislabeled samples in the training dataset. In the following case study section, the experiment results will show the defect of DAE in handling training dataset containing more than 10% mislabeled samples.
Stacked Autoencoder and Stacked Denoising Autoencoder.
The basic framework of SAE and SDAE are quite similar, they are the stacking form of AE or DAE with only one hidden layer. The SAE and SDAE are proved to show more promising performance than single AE and DAE with multiple hidden layers in terms of extracting feature representation and approximating multivariable nonlinear and complex functions [31] . The major difference between SAE and SDAE is that DAE containing a dropout module. A typical SAE consisting of three AEs is shown in Figure 2 . In the training process of SAE and SDAE [32] , the hidden representation of the ℎ AE is used as the input for the ( +1) ℎ AE. The representation of the last AE is the output of the SAE, which is input into softmax part for predicting the final label variable. For multiclassification and fault classification problems, the final output is the predicted label, which is usually transformed into an one-hot form. Thus, the number of last softmax layer's output is the total number of classes. Softmax regression is an extension of logistic regression algorithm when dealing with multiclassification problem. The detail description of softmax algorithm for the class classification problem is as follows.
Here, each input for softmax classifier is the last hidden layer generated by SAE or SDAE, the predicted label of ℎ input sample is represented in a dummy coding style = [ ,1 , ,2 , . . . , , ]. When predicted̂= , then , = 1; others are all equal to 0. The probability that the ℎ sample belongs to the ℎ class is shown in the following. , are weight and bias parameters.
The prediction label̂= arg max ( , , ). The model parameter is optimized by maximizing the log likelihood in (4) . 
Disjoint and Joint-Train.
In this paper, our target is to solve inaccurate supervision problems. All training samples are all labeled ones, but some of which may be mislabeled. Therefore, the paper only discusses the supervised form of SAE and SDAE, semisupervised forms are not our focus. There exists two different ways to train supervised SAE or SDAE. One is the disjoint optimization strategy [27] , the other is the joint optimization strategy [33] . The disjoint strategy is a typical optimization method in semisupervised learning. It can be separated into two parts, the unsupervised and the supervised part. In these two parts, the structure of SAE and SDAE are kept unchanged. The unsupervised training process is regarded as a pretraining procedure, where the loss function only contains the average reconstruction error of AEs in each layer. Stochastic gradient descent and Adam algorithm could be used to iteratively minimize the loss function so as to get the optimal immediate parameters, such as weight parameters in each AE. The optimal weights obtained in the unsupervised part are taken as the initial value of the corresponding parameters in the supervised part. In the supervised part, the loss function includes the average reconstruction error of each AE and the cross entropy loss to estimate the predicted label and the actual label. The supervised part is more like a fine-tuning process; the weights continue to be updated. The major advantage of disjoint strategy is able to make full use of those unlabeled samples in training dataset. The loss functions of unsupervised and semisupervised part are shown in (5), (6) respectively.
where and are moderating coefficient and the node number of ℎ layer, ℎ 0 ( ) is the ℎ input, and the ℎ ( ) is the ℎ representation corresponding to the ℎ input. denotes the number of layers.
where ( ) and̂( ) are actual label and predicted label corresponding to the input.
Since all samples of the training dataset are labeled ones, two strengths of the disjoint optimization could not be fully realized. Rather than disjoint optimization, the joint optimization seems more suitable for the supervised learning task. Using joint optimization means the SAE and SDAE will directly combine the average reconstruction error of each AE and the cross entropy loss of softmax layer as their loss function, like (6).
The Proposed Algorithm
Preprocessing of Label
Noise. According to paper [34] , a qualified noise cleansing technique should meet three requirements: (1) keep a high noise detection rate at any noise level, (2) can be used without detailed knowledge about model parameters, data distribution, and (3) yield good results with a certain generalization ability, being effective and robust for a variety of datasets. Here, a K-fold crossvalidation based LNC part (KCV LNC) proposed in this paper shall also meet the above three requirements.
Different from other applications of cross-validation for deciding optimal parameters, the proposed KCV LNC applies the K-fold cross-validation thought into the label cleansing area, which is motivated by the successful application of CSupport Vector Classification Filter (C-SVCF) algorithm [35] in identifying outliers in breast cancer data sets. Besides, KCV LNC part is compatible with any stable classification algorithm.
The framework of the C-SVCF is renamed as CV LNC here. CV LNC and KCV LNC method mainly differ in terms of this K-fold validation step and the threshold for deciding label revision of training samples. CV LNC directly uses the whole training dataset to train the SVC model, and the trained SVC model is trusted unconditionally. Once the predicted label of a sample in validation dataset is inconsistent with the former label, the label of this sample will be revised. As for the proposed KCV LNC method, first, it adds a K-fold cross-validation step beforehand, dividing the whole training dataset into K equal-sized folds. In each iteration, one fold is isolated as the validation dataset; the rest K-1 folds are gathered as training dataset for modeling. Second, in each iteration, samples in validation dataset will be checked; those samples whose max posterior probability are over the threshold will be revised. The framework of the proposed KCV LNC method is supposed to display a higher revision accuracy rather than CV LNC. It is fulfilled at the price of training more models. Both the CV LNC and KCV LNC are tested and compared in the case study section.
The detailed procedures of the proposed KCV LNC method are listed in Algorithm 1. It has to be noted that is the class number of all samples, is the sample number, K is the fold number in K-fold algorithm, and is the threshold parameter.
As shown in Algorithm 1, we partition the original dataset into K equal-sized subsets. In ℎ iteration (i = 1, 2, . . . , K), the ℎ subset is the validation dataset, while the rest subsets are gathered into the training dataset. The trained classification model C will be applied on the validation dataset. For each sample in the validation dataset, Model C's output is its probability of belonging to each class; the total sum of probabilities is 1. If the largest posterior probability arg max ( = | ) is less than the threshold , ( = 1, 2, . . . , / , = 1, 2, . . . , ), the corresponding sample's label is not allowed to be revised. When a sample's largest posterior probability is over , and its predicted label k is inconsistent with the original label, its original label will be seen as a label noise and revised into k. If not, the original label will be retained. After completing folds, all labels of the original training dataset will be updated, some of the mislabeled samples will be cleansed. In the case study section, the KCV LNC method is tested with some most common used supervised classifiers such as Gradient Boosting Decision Tree (GBDT), random forest (RF), SVM, and softmax classifier.
Except for parameters of selected classifier, the performance of LNC part is also firmly related to two key parameters, K and . K is the number of folds in CV algorithm. Researchers proposed many strategies to determine K in CV algorithm, for example, leave-one-out cross-validation (LOOCV) by [36] . In each iteration of LOOCV, only one sample is isolated for validation, and K is equal to the number of samples in the dataset. According to [37] , except for K, the final classification or regression performance of CV algorithm also depends on the selected model. If applied with stable models, such as logistic regression, 5-fold CV or 10-fold CV will be an ideal choice. It is because that they show comparable performance with that of LOOCV while costing much less computational resource than LOOCV. If applied with instable models for regression [38] , LOOCV must be the first choice, since it presents the smallest variability and significantly smaller MSE, while 5-fold CV or 10-fold CV generates larger MSE. Paper [39] proposes and verifies an empirical method to determine the number of K folds. The value of K meeting the following two requirements will suffice, (1) K = c log(N) with 1≤ c ≤ 2, (2) K ≤ N / (3d). N is the sample number of the whole training dataset, d is the dimension of each sample in the dataset. In the case study section of this paper, the selected K value is strictly conforming to the Yoonsuh's empirical rule.
As for another parameter , to predetermine as a fixed value is not a rational choice. An ideal label noise cleansing algorithm shall either automatically obtain the optimal value or be robust to the change of . If adopting Algorithm 1, we have to employ a grid search strategy to search a relatively optimal through the range (1/ , 1). For example, when handling triple classification problems, the threshold is expected to be over 1/3. In actual applications, the only input of LNC part is a corrupted training dataset. Detailed information about which samples are correctly labeled or mislabeled is unreachable. Thus, grid search cannot be carried out by directly comparing the mislabeled sample ratio before and after LNC step. We have to compare the final classification accuracy of LNC-SDAEs with different settings. The final classification accuracy is tested upon test datasets. Larger allows less samples to be revised except for searching optimal . The paper recommends LNC part to be carried out twice or three times, which could help offset the defects of some classifiers with inferior performance. Some of easily distinguished mislabeled samples are corrected after the first LNC iteration; then, the cleansed training dataset is input back into LNC part.
It is still not practical enough to carry out grid search process. Therefore, the paper provides a recommended value of . The calculation steps are shown in Algorithm 2. Different from Algorithm 1, is not an external input parameter in the revised LNC algorithm, but a calculated number. In each iteration, is set as L% percentile of the resorted max posterior probability of each sample in K-1 folds. In case study section, the recommended value of is tested and compared to the optimal obtained by grid search method in terms of the cleansing effect.
Framework of LNC-SDAE.
During the training of deep learning model, mislabeled samples in the training dataset are likely leading to the wrong activation of neurons, harming the final classification accuracy. The proposed LNC-SDAE method adopts the KCV LNC as a preprocessing procedure to detect and revise mislabeled samples, preventing the latter SDAE model from misleading by these mislabeled samples. The idea of setting a LNC part in front of the SDAE model is inspired by some successful applications of different LNC algorithms in raising the robustness of traditional supervised classifiers upon label noise.
The procedures of LNC-SDAE are summarized in Algorithm 3. In LNC-SDAE model, the proposed KCV LNC method is expected to detect and revise the hidden mislabeled samples, ensuring the correctly labeled samples to be the absolute majority. LNC part is often carried out for several times for better cleansing performance. Then the cleansed training dataset is input into the SDAE model to carry out the fault classification, where the dropout strategy is adopted.
The dropout strategy applied in SDAE model has been proved to be effective for raising SDAE's robustness upon feature noise by other researchers. Whether it is useful in improving SDAE's robustness upon label noise will be checked out in the case study part. SDAE's key parameters include the node number of hidden layer in each DAE and the penalty coefficient to moderate the reconstruction error of each layer. The node number is roughly determined based on the dimension and scale of training samples, while the penalty coefficient of each layer is set to ensure that all layers enjoy comparable influence weights.
The paper adopts a SDAE model containing three single hidden layer DAEs. All encoder and decoder activation functions in SDAE model are sigmoid function. The cleansing effects of the proposed KCV LNC and CV LN [35] are compared in case study section to verify the effectiveness of KCV LNC in revising mislabeled samples. Then the classification performance of LNC-SDAE trained with corrupted training dataset is compared with that of SDAE trained with standard training dataset, to verify LNC-SDAE's robustness upon label noise. For the sake of contrast, common parameters of LNC-SDAE and SDAE model are kept the same. It is noted that some of these common parameters may not be assigned with optimal values, but able to ensure SDAE's performance in learning useful representations.
Case Study
In case study section, a corrupted breast cancer (Wisconsin) dataset and a corrupted TE process are used for verifying different methods' cleansing and classification performance. Both of two corrupted datasets are generated by randomly adding label noise into original breast cancer dataset and TE dataset. Take the corrupted breast cancer dataset for example. 80% of the samples are randomly selected from the standard breast cancer dataset and gathered as the training dataset, where labels of some samples are revised into wrong labels. The rest samples are kept unchanged and gathered as the test dataset. The corrupted TE dataset is obtained in the same way.
Since the label information of original datasets is known in the backstage, different LNC methods' cleansing performance could be estimated by comparing the number of residual mislabeled samples before and after carrying out them. But it has to be emphasized that the only input of LNC algorithm is the corrupted training dataset.
When the computational resource is sufficient, the grid search method is preferred for getting the threshold of KCV LNC algorithm. When the computational resource is limited, a practical alternative is to carry out KCV LNC with a recommended (explained in KCV LNC (Algorithm 2)). Compared with the optimal got by grid search, a recommended enables KCV LNC to show a slightly inferior performance. This gap will also be partially offset by reusing KCV LNC part, in other words, by inputting the cleansed training dataset back into KCV LNC part again. After several repetitions, regardless of recommended or optimal , KCV LNC will gradually reach a bottleneck that the residual mislabeled samples stop decreasing. Within first several repetitions, every repetition of KCV LNC could help further revise some of the residual mislabeled samples.
Case Study of the Breast Cancer Wisconsin (Diagnostic)
Dataset. Breast cancer (Wisconsin) dataset is a public dataset from UCI machine learning repository https://www.ics.uci .edu. It is widely accepted as a standard dataset for estimating the performance of classification algorithm. The original breast cancer dataset contains a total of 569 samples, including 212 Malignant-class samples and 357 Benign-class samples. Each sample has 30 feature variables, the detailed list of which is given in Table 1 . In this paper, we manually add a proportion (10%, 20%, 30%) of label noise into the original breast cancer (Wisconsin) dataset to generate three corrupted breast cancer datasets.
Except for the KCV LNC framework proposed in this paper, CV LNC framework is also applied with four kinds of basic classifiers to handle label noise. Four coordinated classifiers are SVM, Gradient Boost Decision Tree (GBDT), Random Forest (RF), and Softmax.
Here, the cleansing performance is estimated according to the number of residual mislabeled samples. After conducting CV LNC or KCV LNC twice or three times, the number of residual mislabeled samples stops decreasing. The best cleansing performance achieved by CV LNC and KCV LNC with four classifiers is presented in Table 2 . The ' / ' column stands for the initial ratio/number of the mislabeled samples. The 'change rate' column stands for difference between cleansing results of CV LNC and KCV LNC. The ' ' row presents the average ratio of the residual mislabeled samples after carrying out LNC.
For breast cancer dataset, the dimension d = 30, the whole number of the dataset N = 455; thus, log(455) ≤ K ≤ 2 log(455), 2.65 ≤ K ≤ 5.3, and K ≤ N/(3d) = 455/90 ≈ 5.06, and thus we select K = 5 in KCV LNC part.
After comparing the CV LNC column and the KCV LNC column in Table 2 , it is found that the proposed KCV LNC structure presents a better performance on revising mislabeled samples than CV LNC structure. All four classifiers' cleansing performance gets promotion if CV LNC is replaced with the proposed KCV LNC. When the coordinated classifiers are GBDT and RF classifiers, the difference is quite big, with the average change rate approaching 80%.
Compared with CV LNC, KCV LNC shows more stable cleansing performance. When applied with GBDT and RF classifier, CV LNC structure could only achieve rather disappointing cleansing performance, with 18.53% and 17.87% of mislabeled samples unrevised. When the coordinated classifiers are softmax and SVM classifiers, CV LNC structure could achieve much better cleansing performance, with only 4.32% and 3.30% of the mislabeled samples remaining. Differently, when applied with KCV LNC structure, all four classifiers could achieve good cleansing performance. Their average ratios of residual mislabeled samples are all around 4%. Thus, we recommend that when the coordinated classifier is decision tree related classifier, it is better to apply them with KCV LNC structure rather than CV LNC structure. KCV LNC could offset a major defect of extensions of decision tree method, the sensitivity to feature noise and label noise.
From Table 2 , we can find that applying KCV LNC with SVM achieves the best cleansing performance. Regardless of the initial ratio of mislabeled samples, the average ratio of residual mislabeled samples is only 3.30%. Thus, we apply KCV LNC with SVM as the optimal LNC combination upon corrupted breast cancer dataset.
After fixing the SVM as the classifier, a comparison is made between KCV LNC with obtained by grid search and KCV LNC with a recommended , which is shown in Table 3 . The recommended could be obtained according to KCV LNC (Algorithm 2). The threshold could be set as the L% percentile of the resorted max posterior probability of each sample in K-1 folds, shown in 'threshold L% percentile' column. L is an estimated percent of correctly labeled samples in training dataset, shown in L% column. In normal conditions, mislabeled samples are supposed to be in the minority, less than 30%. L is recommended to be set as 70,80 or 90 here. Larger L means smaller ratios of samples are suspected as mislabeled ones. After comparison, we find that when L = 80, softmax classifier with KCV LNC shows the best cleansing performance.
Cleansing performance is also estimated based on the number of residual mislabeled samples after conducting KCV LNC (A1, A2), shown in the KCV LNC (A1) column and KCV LNC (A2) column. The recommended is inferior to the obtained by grid search methods. However, considering the gap is not that big; this recommended threshold will suffice especially when computational resources is limited.
After being processed by the LNC part, the cleansed training dataset is used for training the SDAE which also contains three single-layer DAEs. corrupted dataset, and SDAE trained with original dataset, respectively. Original dataset denotes the original training dataset without adding any label noise. Corrupted dataset denotes the training dataset corrupted with fixed ratio label noise. The 'keep prob' column denotes the keep probability in the dropout module of SDAE. For example, if the keep prob is 0.8, meaning 20% of the elements are set as zero, while the other 80% of the elements of this layer is scaled up by (1/0.8); the scaling is set for keeping the expected sum of this layer unchanged. The above classification results are also displayed in the form of graph, shown in Figure 3 . From 'SDAE trained with corrupted dataset' column in Table 4 , we can find when the initial noise ratio increasing from 10% to 20% and 30%, and the average classification drops from 0.942 to 0.901 and 0.807. In comparison, SDAE trained with original dataset provides a 0.947 classification accuracy. When the residual mislabeled samples are in the absolute minority (≤ 10%), the final classification of LNC-SDAE are quite close to that of SDAE trained with original dataset (gap is only 0.5%). We infer from the above result that the negative effect of mislabeled samples could be partially offset by other correctly labeled samples in dataset and the epoch training mechanism of SDAE.
However, when mislabeled samples accumulate to a specific amount, for example, 30%, SDAE's own robustness is no longer reliable. Thus, it is better to keep the ratio of mislabeled samples in the training dataset at a low level (≤ 10%), ensuring SDAE to generate a reliable classification accuracy.
From Table 2 , it is found that SVM classifier with KCV LNC is the best LNC combination for corrupted breast cancer dataset. The final ratio of residual mislabeled samples is 3.30%.
The final classification results shown in Table 4 prove the effectiveness of KCV LNC structure, since the final classifications of LNC-SDAE trained with corrupted dataset is quite similar to that of SDAE trained with original dataset. In Table 4 , the average classification accuracy gap between the LNC-SDAE trained with corrupted dataset and the SDAE trained with original dataset is only 1.3%. It is also illustrated in Figure 3 ; the orange line and green line keep close. Based on results in Table 4 and Figure 3 , a conclusion could be drawn that LNC-SDAE is robust upon label noise in breast cancer dataset.
Case Study of the Tennessee Eastman Process.
The wellknown Tennessee Eastman chemical process [40] is also applied for real case study in this paper. The main flow diagram of the TE process is shown in Figure 4 . The simulator for TE process is downloaded from the website http://depts .washington.edu/control/LARRY/TE/download.html. TE process contains 41 measured variables and 11 manipulated variables, among which 22 manipulated variables and 11 process variables are collected at the frequency of 3 min. Other variables are collected every 6 or 15 min. In this section, 22 manipulated variables and 11 process variables are selected as feature variables.
TE process introduces 21 programmed process faults called IDVs [41] , whose detailed list is presented in Table 5 . IDV 0 is a normal case, while IDV 1-21 are all faulty cases. Each IDV case includes a training dataset (480 samples) and a test dataset (800 samples). Here, some reoccurring IDVs are gathered into one dataset to verify one method's fault classification ability as paper [42] does. Three pairs of training dataset and test datasets are listed in Table 6 . Datasets 1, 2, and 3 all have 2400 samples for training and 4000 samples for test. In Table 6 , denotes the number of samples in training dataset, denotes the number of samples in test dataset, and V is the number of feature variables in training and test dataset.
In case study of TE process, the proposed KCV LNC method and the CV LNC method are also applied with four classifiers (SVM, GBDT, RF, and Softmax) to handle label noise problems. The detailed results of their cleansing performance are listed in Tables 7-10 , respectively. The dimension d = 33, = 2400; thus, log(2400) ≤ K ≤ 2log(2400), 3.38 ≤ K ≤ 6.76 and K ≤ /(3d) = 2400/99 ≈ 24. Thus, the number of folds K in KCV LNC method is set as K =5. And the thresholds of KCV LNC structure upon TE 1,2,3 dataset are listed in Table 11 .
Similar to corrupted breast cancer dataset, label noise is manually added to the TE dataset 1,2,3. The cleansing effects of different methods are also estimated by the number of residual mislabeled ones.
The cleansing performance of CV LNC and KCV LNC with four different classifiers upon TE 1,2,3 dataset is listed in Tables 7-10 , respectively. In Tables 7-10 , the 'CV LNC' column also contains the number of residual mislabeled samples after applying classifiers with CV LNC structure, while the 'KCV LNC' column contains the number of residual mislabeled samples after applying classifiers with KCV LNC. The 'change rate' column shows the difference between the residual mislabeled samples after carrying out CV LNC and KCV LNC (A1). The ' ' row shows the average ratio of residual mislabeled samples after conducting these LNC algorithms.
By analyzing the cleansing results shown in Tables 7-10 , we also find KCV LNC shows a better performance than CV LNC. In Tables 7 and 8 , when applied with softmax or SVM classifier, the KCV LNC (A1) method is found to achieve nearly the same performance as CV LNC method. From the Tables 9 and 10 , we can also find that when applied with decision tree related classifiers, like GBDT and RF classifier, KCV LNC (A1) method achieves much better performance than CV LNC method. When applying CV LNC with RF, the average ratio of residual mislabeled samples in processed dataset is 18.12%, while that of KCV LNC (A1) with RF is only 4.81%. We also find the KCV LNC shows a better generalization capability than CV LNC. Applied with different coordinated classifiers, CV LNC shows fluctuant cleansing performance while KCV LNC shows more stable cleansing performance. When applied with CV LNC method, SVM and RF classifiers show inferior cleansing performance than softmax and GBDT classifier. For example, when applying CV LNC, the gap between the worst RF and the best softmax is 18.12% -5.65% = 12.47%. When adopting KCV LNC structure with these four classifiers, the gap is less than 6.47% -2.92% = 3.55%.
Based on above results, we select softmax classifier, GBDT, and GBDT classifier as the optimal classifier for handling TE 1, 2, 3 dataset; all of them are applied with KCV LNC structure.
Similar to case study of breast cancer dataset, a performance comparison is made between KCV LNC with obtained by grid search and KCV LNC with a recommended , shown in Table 11 . Cleansing performance is also estimated based on the ratio of residual mislabeled samples after adopting different in KCV LNC, shown in the KCV LNC (A1) column and KCV LNC (A2) column. The recommended setting of Percentile L is 70, 80, or 90.
After comparison, we get the optimal L value when applying different coordinated classifiers with KCV LNC structure. After fixing L, the recommended value of is obtained. Based on the number of residual mislabeled samples, the recommended is inferior to the obtained from grid search methods. When handling TE 1 dataset, their performance gap is the least. In normal condition, KCV LNC (A1) is still the first choice for handling label noise cleansing task by default.
After processed by LNC part, the cleansed training datasets are input into SDAE to extract representations and carry out the final fault classification. The final fault classification results of different methods upon TE 1, 2, 3 dataset are shown in Tables 12-14 . The results are also displayed in the form of graph, as shown in Figures 5-7 . The SDAE adopted here also contains three single-layer DAEs. Important parameters are determined as follows, 1 = 1000.0, 2 = 10.0, 3 = 0.1, 1 = 300, 1 = 150, and 1 = 50. Different settings of dropout probability are also tested here, which are shown in 'keep prob' columns in Tables 12-14 .
By analyzing Tables 12-14 and Figures 5-7 , our findings are as follows. First, label noise in training dataset impacts a negative influence upon classification accuracy. With the initial label noise ratio increases from 10% to 30%, the average classification accuracy gap between SDAE trained with corrupted dataset and SDAE trained with original dataset becomes larger. Taking TE 1 for example (Table 12) , when the initial label noise ratios are 10%, 20%, and 30%, their gaps are 0.038, 0.079, and 0.082, respectively.
Second, KCV LNC is effective in cleansing label noise, so as to help improve the final classification accuracy of LNC-SDAE. By analyzing the 'average' rows of Tables 12-14 , we could find the mean gaps between SDAE trained with corrupted dataset and LNC-SDAE trained with corrupted dataset are 6.9% (TE 1), 5.2%(TE 2), and 10.8%(TE 3), respectively. Third, we can find that the classification accuracies of LNC-SDAE trained with corrupted dataset and SDAE trained with original dataset are very close. The mean gaps between them are 0.4% (TE 1), 1.4%(TE 2), and 0.4%(TE 3), respectively. It supports the effectiveness of LNC-SDAE in handling inaccurate classification problems, and the robustness of LNC-SDAE structure against label noise.
To sum up, we can draw several conclusions. Firstly, when applied with different stable classifiers, the proposed KCV LNC method shows a stable performance in revising the mislabeled training samples. Regardless of the initial noise ratio (≤ 30%) in training dataset, KCV LNC method is able to revise most of mislabeled samples, ensuring the ratio of residual mislabeled samples lower than 10%. Secondly, KCV LNC keeps functioning properly even when there is lack of the prior knowledge about the target dataset. Thirdly, with the help of KCV LNC structure and dropout training strategy, the LNC-SDAE framework shows convincing robustness upon label noise and capability in handle inaccurate supervised classification problems.
Conclusion
In this paper we first propose a new label noise cleansing algorithm based on K-fold cross-validation thought named as KCV-LNC. It is compatible with different stable classifiers to fulfill the label noise cleansing task. On the basis of KCV LNC part, a new label noise robust deep learning framework named as LNC-SDAE is put forward. The KCV LNC part is prepositioned to revise mislabeled training samples into correct ones, preventing the latter SDAE model to be misled by mislabeled samples during the training procedure.
Most of the parameters of KCV LNC could be decided according to the scale of the dataset itself. Except for threshold , a parameter is used for permitting the label revision. The optimal value of is obtained through grid search method by default. The paper also gives another practical approach to determine , which also suffices in most cases. The experiment result shows that when the initial noise ratio of the corrupted dataset is less than 30%, the KCV LNC part is able to revise most of mislabeled samples and ensure the ratio of residual mislabeled samples is lower than 10%.
In LNC-SDAE, the training dataset is first processed by KCV LNC part. Then the cleansed training dataset is provided to SDAE model to learn representation for the final classification. A conventional dropout module is applied to enhance the robustness of LNC-SDAE. The experiment result shows that the classification accuracy of LNC-SDAE trained with the corrupted training dataset is nearly the same with that of SDAE trained with the training dataset without any noise label. LNC-SDAE is proved effective in handling inaccurate supervised classification problems.
Data Availability
(1) The Breast Cancer Dataset. The Breast Cancer Dataset supporting this study is downloaded from UCI machine learning repository, http://archive.ics.uci.edu/ml/datasets/ Breast+Cancer+Wisconsin+(Diagnostic). The Breast Cancer Dataset is also from previously published paper [35] , which has been cited in this study. (2) The TE 1, TE 2, TE 3 Dataset. The Tennessee Eastman (TE) process data are from previously reported studies and datasets, which have been cited. The processed data are described in the following paper [40] published in 1995. The original TE dataset could be downloaded from the website below. https://github.com/camaramm/tennessee-eastman-profBraatz. The original TE dataset contains 1 normal condition dataset, (480 normal samples in training dataset and 960 normal samples in test dataset) and 21 faulty datasets (480 faulty samples in training dataset and 160 normal samples and 800 faulty samples in test dataset). In this study, the focus is upon multifault classification problems. Thus, we select several typical faulty datasets and combine them to construct TE1, TE2, TE3 datasets for experiment. TE1, TE2, TE3 dataset are depicted in Tab 2 of the paper [42] published in 2017.
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