Fine-grained affordance segmentation for object parts can greatly benefit robotics and scene understanding applications. In this work, we propose an instance-segmentation framework that can accurately localize functionality and affordance of individual object parts. We build on the standard Mask-RCNN framework and propose two novelties to the localization objective that can lead to improved part detection and affordance segmentation results. Specifically, we notice two problems with the conventional IOU based regression loss, (a) the small boxes, that are specially relevant for fine-grained detection, have a higher risk of being ignored during the optimization process and (b) a constant value of IOU for non-overlapping candidates means no supervision is available to encourage the reduction in loss function. To address these limitations, we propose a novel Angular Intersection Over Larger (AIOL) measure. Our experiments show consistent improvement over other baselines and state of the art localization loss functions for the finegrained affordance segmentation task.
I. INTRODUCTION
The theory of affordance has been introduced by Gibson [1] to represent the possible interactions of an environment. The main objective of affordance is to explore the available usages of the object in a given environment. For instance, How to grasp a knife? How to pour water in the jar? Recently, affordance has gained more importance to help autonomous agents and robots to make intelligent decisions based on objects interactions. Learning affordances as a visual cue to model contextual information can greatly benefit scene understanding [2] - [4] . However, the affordance learning task poses its unique challenges. Unlike the classical visual tasks, affordance bears different meanings such as functionality and interactions. Affordance also has various interpretations. For example, it can be as simple as grasping a knife or as complex as using the handle of the knife as a hammer. It follows a hierarchical learning levels such as first-order for scene
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affordance labels and higher orders for reasoning the functionalities [5] .
Modeling affordance problems has taken various forms. Myer et al. [6] used geometric features to detect the VOLUME 8, 2020 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ affordance of the objects' parts. They used the pixel values to detect the affordances. It has been used as a context to improve the recognition results [7] . It can be modelled to anticipate the activity recognition in a scene [8] . In addition, it has been used for describing the correct human poses through objects interactions [9] . However, modeling affordance is more difficult than normal vision tasks because one object may relate to different tasks and the object refer to various usages. Segmenting objects into parts, inferring the related affordances and their type (i.e., simple or complex) has become an integral part to the robot vision applications. Practically, affordance segmentation has been studied using various methods such as Convolution Neural Network (CNN) followed by Conditional Random Fields (CRF) [10] and inferring affordance mask after object detection using deep CNNs [11] . Specifically, in [10] , the authors built a two-stage network to segment the objects' affordances. Firstly, they used Faster-RCNN [12] to recognize the objects in the scene. Secondly, they used a multi-scale strategy to get better results [13] . Finally, they applied CRF to smooth the boundaries between the parts. Do et al. [11] built similar architecture to Mask-RCNN [14] to detect objects and segment affordances jointly. In addition, they used deconvolution layers to increase the resolution of the feature maps. Though these two methods [10] , [11] segmented affordances in different ways, their accuracy depends on the object-detection stage which has failure cases. In addition, the localization performance of these methods suffer due to occlusions, clutter and complex affordances. Therefore, its pertinent to develop novel affordance segmentation methods that can offer high segmentation accuracy.
The main challenge for fine-grained affordance segmentation is the variety of scales, especially the detection of smaller objects using CNN networks. For improved affordance detection, in this paper, our goal is to build an end-to-end network focused on fine-grained segmentation of affordances without prior and disjoint detection of the objects. Generally, CNN networks lack the ability to detect small objects because the convolution layers focus on selecting discriminating and abstract features along the network depth and miss finedetails and scene-wide context. Several approaches have been proposed to address this issue [15] , [16] through deconvolving the features to increase the resolution, replacing pooling layers in the deep networks and augmenting the initial features to the later layer features.
We explore a tangential idea to address the small object detection using deep networks. We hypothesize that the small objects detection problem can be addressed from the perspective of localization. More specifically, Intersection Over Union (IOU) is the main metric to check the localization accuracy of a proposed object location with the groundtruth. IOU metric tries to find the closest rectangle to the ground-truth representation but it does not measure the exact scale difference between the candidates. We propose a new metric, namely Intersection Over Larger (IOL), to incorporate the right scale between the candidates. IOL represents the intersection of the candidates as well as the scale difference amongst them. On the other hand, using IOU as a loss has proved its ability to increase the accuracy and improve the localization [17] , [18] . However, IOU loss faces a major problem when the intersection between the proposals is zero, hence the accuracy will decline. Inspired by the idea of smoothing l1 loss, we smooth the IOL using the cosine similarity measure. In this way, we measure the angle, intersection and scale between two vectors to get a smooth version of the IOU loss.
Our main contributions can be summarized as: (a) A new metric is proposed to incorporate the intersection and scale information between the candidates. (b) We propose an angular IOL loss to increase the accuracy and improve the localization between the candidates. (c) We evaluate the proposed method for the major affordance datasets and prove its significance. Using AP as an evaluation metric, our method outperforms the state of the art by around 2.5% for the IIT-AFF [10] dataset.
II. RELATED WORKS A. OBJECT AFFORDANCE AND FUNCTIONALITY
Visual affordances of object have been detected in the scenes using hand-craft methods [6] and feature learning techniques [10] , [11] . Myers et al. [6] introduced the idea of treating the affordance detection problem as a normal visual recognition task i.e. pixel-wise segmentation. They extracted features geometrically and fed them into an SVM classifier to detect the parts of objects that afford some usage. The challenge was to classify the pixels that share more than one affordance at the same time. Grabner et al. [19] used 3D models for a human to check the availability of an object (e.g. chair) to afford 'sitting'. They proposed a method to recognize the functionality of an object. Zhu et al. [20] proposed a technique to detect the affordance and functionality of an object. They detected functionality from the target object location (e.g. the right location of a nail to strike) and affordance from the object (e.g. the grasping location of a hammer). On the other hand, many researchers used geometric features (shape or material) to learn the functional descriptor [21] , [22] . In [23] , [24] , authors aimed to recognize the functionality from identifying the human-object interactions in a scene.
B. HUMAN POSE AFFORDANCE
Due to the close relationship between human pose and affordance, many researchers utilised the affordance cues to label the human poses such as sitting, walking, etc. In [9] , the authors compiled a large dataset from TV shows and they built a Variational Autoencoder (VAE) to generate the human poses. Lun et al. [25] proposed a model that uses human-object affordances (holding, sitting, or treating) to learn the scene poses. Li et al. [26] build an automatic 3D pose synthesizer to generate natural and physically feasible 3D human poses. For example, the 3D model should follow natural behavior and avoid obstacles. They used these generated poses to validate the affordances of the scene. In [27] , the authors collected 3D dataset of various human poses and associated geometrical information. In addition, they proposed deep network to learn the 3D pose estimates for a scene.
C. AFFORDANCE REASONING
Reasoning refers to deep understanding of the environment. It deals with learning second order relationships in a scene.
For example, what can a hidden/occluded object afford? Zhu et al. [28] built a knowledge base to encode the objects and its related attributes in a visual representation to infer the affordances. Mottaghi et al. [29] built a deep model with a Convolutional Neural Network (CNN) and a Recurrent Neural Network (RNN) to learn the containability of a container. They collected a new dataset and provided 3D CAD models. Similarly, Phillips et al. built a model to detect and reason affordances of transparent objects. Chuang et al. [30] proposed a Gated Graph Neural Network (GGNN) to represent affordances along with social norms such as forbidden places to sit on. They based their model on learning social affordances from a scene.
D. OBJECT-PARTS SEGMENTATION
Affordance segmentation has been studied many times from various perspectives [10] , [11] , [31] . In [10] , the authors proposed a two-stage deep network followed by a CRF to post-process the results. Since the network was not end-toend, the disjoint components of the framework can introduce errors that cannot be consolidated in a unified framework. In addition, it is based on a detector which takes long time to train due to the two main stages (Region-Proposal generation and subsequent detection stage). In this way, the network outputs were not consistent so a refinement step (CRF) was applied as a post-processing stage. Inspired by [14] , Do et al. [11] built an end-to-end network to fix the above issues. They built a network with two branches; one for object detection and the second for segmenting the parts of that object. Though the training time became shorter, the final outputs are still based on the detection stage. Further, using object detection as a precursory step yields inconsistent results for parts segmentation, so [10] used CRF as a postprocessing module and [11] used deconvolution layers to increase the resolution of the feature maps. To the best of our knowledge, recognizing the affordances of the segmented parts in a fine-grained approach has not been studied before. Moreover, fine-grained segmentation has been studied extensively for traditional visual problems, but not for the functionality detection task [32] - [34] .
E. REGRESSION LOSS
For bounding boxes loss, MSE or l2 norm was the main choice for 2D tasks to optimize towards the objective. In [35] , Girshick proposed using smooth l1 instead of l2 to alleviate the problem outliers. Since proposing smooth l1, it became the preferred choice for 2D detection and segmentation.
Recently, Lin et al. [36] introduced a modified version of cross entropy to mitigate with class imbalance between positive and negative samples. However, these losses do not localize the objects in the best manner as well as they suffer with small parts. In this paper, we propose a new loss to combine the power of cosine similarity and the advantage of IOL in localizing small objects. Closest to our work, Hamid et al. [17] developed a new metric, Generalized IOU (GIOU), to address the problem of IOU loss in case of zero intersection. Despite its good results, our method outperforms it for fine-grained objects.
III. METHODOLOGY
Highly accurate fine-grained affordance segmentation models can help robots make intelligent decisions. The most important factor for such models is their localization ability which enables robots to define the point of dealing, grasping or contact. Considering the importance of precise localization for accurate affordance segmentation, we develop a set of new loss functions to promote improved part localization.
The whole network architecture, consisting of classification, localization and segmentation branches, is trained in an end-to-end manner. The multi-task loss used to ensure joint training for all of these modules is given as follows:
where L cls is the classification loss [12] and L seg denotes the segmentation loss [14] . In this work, our main focus is on the localization (or regression) loss L loc . We observe that the conventional localization losses demonstrate certain limitations e.g., zero-gradients for non-overlapping objects, poor localization for small objects and can be unstable at times. To address these limitations, we first introduce our Intersection-over-larger (IOL) measure and then describe the proposed Angular Intersection-over-larger (AIOL) approach in the following sections.
IOU is the conventional metric used for measuring the similarity between two bounding boxes in object detection. IOU divides the intersection between the two candidates with their union that results in values ranging from 0 to 1. Since the bounding boxes are generally mismatched, the IOU measure is often closer to zero. Furthermore, IOU measures the similarity between the predicted proposal with the ground truth. Then, there is a threshold to filter out the low score proposals and keep the promising ones. Since small objects have small values of IOU, most of them may be removed in the filtration step. On the other hand, IOU measures the geometric similarity based on the area of the region regardless of the spatial location of the vectors. The IOU has the advantage of being scale invariant, however the general loss function used to achieve better IOU for improved localization are not scale invariant (e.g., l1 and l2 losses).
IOU is also known as the Jaccard index and it satisfies all the requirements of a metric, i.e., triangle inequality, symmetry and non-negativity. IOU is defined as,
IOU =
A ∩ B A ∪ B where A and B denote the areas of the two bounding boxes. The inverted IOU gives the Jaccard distance that measures the dissimilarity between two bounding boxes. Jaccard distance is given by,
Another feature in IOU made it the main metric for localization tasks is that it measures the similarity between two bounding boxes regardless of their spatial location. However, the way of using IOU in vision tasks made it less effective for small parts that are common in fine-grained tasks in general.
2) PROPOSED OVERLAP METRIC
To address the inadequacy of the IOU measure for small object parts, we propose Intersection-Over Larger (IOL) as a metric instead of IOU to better represent the scale difference and overlap between the bounding boxes (see Figure 2 ). The following equation shows the mathematical form of IOL:
where L (A, B) is defined by,
Similarly, IOL maintains all the properties of the IOU: -As a distance,
Three examples show the results of measuring the localization error between two boxes using IOU and IOL. It is clear that IOL maintains higher values for the same boxes that help the small-sized candidates to be considered during the refinement process.
-While being scale-invariant, IOL measures the scale better than IOU. To sum up, IOL is a special case of IOU that maintains all the properties as well as scaling it up appropriately to fit well for fine-grained tasks. Table 1 shows the detailed steps to calculate the IOL.
B. BOUNDING-BOX REGRESSION LOSS
Since the introduction of smooth l1 [12] , it has become the default choice for regression tasks particularly object detection.
Smooth l1 loss is defined as follows:
The idea behind smooth l1 is to provide robustness against outliers (in contrast to MSE loss that is sensitive to outliers).
However, we observe that the smooth l1 loss does not give appropriate attention to the small objects. As Figure 1 shows, smooth l1 compares two candidates according to their spatial locations so that it does not penalize the variety of different scales appropriately. In this way, the small objects will be omitted due to large differences with the ground truth ones. Moreover, comparing the bounding boxes spatially only does not consider the best localization. On the other hand, IOU loss has proved its ability to improve the accuracy [17] , [18] , [37] . However, IOU suffers from vanishing gradient in case of zero intersection, which causes instability in the whole model. In addition, dividing by the union lets the loss (Jaccard distance) minimizing the value through selecting relatively larger boxes compared to smaller ones (whose little mismatch could give rise to a larger loss) which reduces the total accuracy. For these reasons, previous works either used natural logarithm ln [18] as follows:
or used the Jaccard distance J d [17] ,
To summarize, the following Table 2 compares between the most recent losses of regression, the advantages and disadvantages.
As Table 2 shows, both IOU and smooth l1 have advantages and disadvantages, whereas IOU losses give better results. The comparison shows also the significance of IOU losses in terms of localization and accuracy, except in the TABLE 2. Regression losses. pros and cons for the losses: l 1 norm, l 2 norm, smooth l 1, IOU and GIOU respectively. zero-intersection problem. The objective of this paper is to fix this issue. On the contrary, the similarity between two finite boxes can be measured in various forms such as 2D space or angular space. One of these similarities is cosine similarity that measures the similarity based on the angle between them as Figure 3 shows.
C. COSINE SIMILARITY
Cosine similarity measures how two vectors are close in the angular space as it is a metric for orientation measurement. Recently, it is used as a loss to centralize the features according to the classes, especially for face recognition tasks [38] , [39] . Cosine similarity (CS) between two vectors a and b is defined as,
The value increases as the similarity increases. The result of this measure expresses how similar two vectors are, i.e. if the value is close to −1, it means they have totally opposite directions and if it is close to 1, it means they are almost parallel (well-aligned). Usually, cosine similarity is computed in another form during the training process to ensure stability as follows,
Cosine similarity is unlike the Eudlidean distance, which suffers from outliers and poor in object localization, it gives more attention to orientation or direction. In addition, the results of the cosine similarity always range from −1 to 1, which is suitable for training without expecting outliers. Hence, it does not vanish over time in case of no intersection like IOU. As a result, it is the best choice for localization along with IOL. However, cosine similarity suffers serious problem since it does not measure any other difference except angle. Because of that, we propose combining cosine with IOL to improve the localization, smooth IOL, address the problem of zero intersection and penalize the unmatched boxes.
D. ANGULAR INTERSECTION OVER LARGER (AIOL) LOSS
Combining the two losses of IOL and CS together will signify the localization and improve the performance. Subtracting the cosine value from one 1 to give the complement in a positive space is referring to similarity distance and expressed in mathematical form as,
Hence, multiplying the distance of the similarity 1 − CS with the complement of IOL, 1 − IOL, will give the new loss.
As discussed earlier, the complement of IOL ensures that the whole term is not zero in case of no intersection and VOLUME 8, 2020 enforces the optimizer to not minimize the value through selecting bigger unions (dividend). Similarly, the complement of cosine similarity brings it in a positive space. Table 3 discusses in detail the steps of calculating the angular loss (AIOL).
The angular form can be applied for GIOU [17] in the same manner as IOL as follows,
E. LOSS STABILITY
As mentioned earlier, IOU as a loss suffers in case of non-overlapping boxes because the gradient will not move steadily. Apart from that, IOU is stable as it is bounded by 0 to 1. Similarly, IOL is stable except the case of nonoverlapping boxes. To overcome this issue, we use cosine similarity between the boxes to measure their similarity in an angular form. Figure 4 shows the various states of the loss: 1) if there is high overlapping, cosine and IOU will have big values; that is, the loss value is very low, 2) if the overlap is small, the loss will have bigger value to penalize, 3) if no overlapping exists between the two bounding boxes, the angular similarity gives minus value close to −1. This value will be subtracted from 1 to give bigger value to penalize.
IV. EXPERIMENTS
Our affordance segmentation framework is built on the state of the art object detection and instance segmentation models, GIOU [17] and Mask-RCNN [14] . In particular, our design is more close to Mask RCNN that was originally developed for multi-instance segmentation but we use it for fine-grained segmentation. We compare the results with Mask-RCNN and Faster-RCNN models. In addition, we compare with different objective functions such as GIOU [17] and IOU [18] to verify the power of our method. 
A. DATASET
We evaluate our approach on a large-scale dataset of visual affordances: IIT-AFF [11] . The dataset follows the format of PASCAL VOC [40] in an object-based mode (i.e. the instance is the object). We interpreted the dataset in a part-based manner to increase the number of images for deep learning training. For example, a knife object has two annotations: bounding box for the whole item and a segmentation maps for its parts such as grasp for the handle and cutting for the blade. We neglected the objects' bounding boxes and reinterpreted the segmentation annotations of the parts to be the main instances. On average, every object has three parts so that we increased the dataset three times after this process.
IIT-AFF dataset has been introduced in [10] and it has real-world images. The images have been gathered from Ima-geNet [41] and the remaining part was collected in cluttered environments. It has around 8, 835 real-world images. The dataset has 10 different object categories and 9 affordance classes. It is annotated to support detection and segmentation tasks. After reinterpreting the images to be part-based, the number of images became about 25, 200 parts images with 9 parts classes only (affordance classes and bounding boxes). We split the dataset into training (90%) and validation (10%). 
B. EVALUATION PROTOCOL
In this paper, we follow the performance measure mean Average Precision (mAP) in MS-COCO 2018 [42] style to compare our model to the others. The mAP measure depends on calculating the average precision over various classes at specific IOU thresholds to get the exact value. Usually, several IOU values are selected for testing such as IOU = 0.5, IOU = 0.75, IOU = 0.95 and full range IOU = 0.5 : 0.95. We report the results based on the IOU metric to measure according to an objective criterion. mAP is used for all our comparisons. All results have been evaluated for UMD and IIT-AFF dataset validation splits.
C. IOL: INTERSECTION OVER LARGER 1) TRAINING PROTOCOL
We used the benchmark published by the authors. 1 All of the default configurations have been used without any changes. The Feature Pyramid Network (FPN) backbone has been used for the network and Faster-RCNN for the detection head. Mask-RCNN and GIOU are used as the baseline with the default values of hyper-parameters such as the training iterations and configuration values. For regression, Angular IOL is the main loss while MSE is the default for classification loss used in our framework. We embedded our proposed IOL metric and angular IOL within the benchmark models and compare with other approaches. the small objects improvement is high as shown by the AP s . The relative improvement of our approach over Faster-RCNN is higher than the improvement over GIOU. Generally, IOL reports the best performance on the affordance detection task.
2) DETECTION

From
3) SEGMENTATION
From Table 5 , the proposed method shows better performance for instance segmentation as well. The relative improvement ranges from 0.2% to 1.9% while the highest difference reported for AP 75 .
To summarize, Tables 4 and 5 signify the value of using IOL as an overlap measure instead of conventional IOU. Further, the average improvement in comparison to GIOU is 1.5% whereas its higher than Mask-RCNN at around 1.9%.
D. LOSS FUNCTION
Here, we evaluate the two loss function variants proposed in this work. The first one is an angular extension of IOL VOLUME 8, 2020 measure while the second combines cosine similarity with GIOU to obtain AGIOU.
1) AIOL: ANGULAR-INTERSECTION-OVER LARGER LOSS
The comparison in this section will focus on measuring the validity of the proposed loss, Angular IOL, to replace smooth l1 for the tasks of object detection and instance segmentation.
a: DETECTION
The implementation of loss and IOL has been added to the published benchmark. Table 6 shows the numerical comparison between our proposed method(IOL and loss) and GIOU as a baseline. As shown, the relative improvement ranges from 1.5% to 3.2% with average 2.25%. Moreover, comparing this improvement to faster-rcnn reports higher improvement with average 2.5%.
b: SEGMENTATION Table 7 shows the comparison between Mask-RCNN, GIOU and our proposed method. The improvement ranges from 2.2% to 3.7% with average 2.71%. In one hand, IOL improves the results because it measures the similarity between two boxes better than IOU. As a result, the localization of the boxes are improved and the AP in general. On the other hand, combining the cosine measure to IOL as a loss represents the similarity in a better form than IOL itself and it overcomes the problem of zero intersection.
2) AGIOU: ANGULAR-GENERALIZED INTERSECTION OVER UNION a: DETECTION
GIOU has proven its ability to improve the results of detection and segmentation. In addition, it reports better results for localization. The following Table 8 compares the results of merging cosine similarity loss with GIOU. From the given data, Angular GIOU outperforms normal GIOU.
b: SEGMENTATION
For segmentation, cosine similarity always gives better results because it mainly improves the localization of the objects.
From Tables 8, 9 , merging cosine similarity with Jaccard similarity showed its significance over individual usage of any of them. This is proved in many experiments as shown in the results' tables. However, the results for segmentation are more remarkable than for detection and this is because segmentation accuracy depends mainly on the localization performance.
E. QUALITATIVE COMPARISON
Since learning affordance will be considered as an input for other tasks such as grasping or for higher-level tasks such as making a cup of tea, it should be detected, localized very well. The marginal tolerance should not be a factor of the results. Although the proposed method trained a weakannotated dataset, the results show significant improvement above the benchmark. Figure 5 shows the qualitative results for the proposed method.
V. CONCLUSION
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