Editor's notes

Getting the big picture and writing the thousand words
Welcome to the first issue of volume 38 of the IASSIST Quarterly (IQ (38) :1, 2014) . After the extended special issue of volume 37 we are offering you a regular issue with information on some of the areas presented and discussed at the latest IASSIST conference.
At the 2014 IASSIST conference in Toronto many papers and interesting ideas were presented. The number of participants in such gatherings will always be limited for a plenitude of practical reasons. I think I know what you are thinking now -yes, often lack of funding is high on the list of obstacles to participation. But is participation necessary in our current era of blogging, tweeting, snapchatting, etcetera? Well, the bandwidth when actually attending a conference is still tremendous compared with what we experience through our gadgets. IASSIST and thus also the IQ have 'technology' in their names and we don't perceive ourselves as being low-tech. An IQ issue is produced through massive amounts of email correspondence, intense use of publishing software, and finally dissemination on the Internet. However, old media like this journal continue to have great advantages. Reading cannot be overrated and the use of text and the search for text on the Internet should be sufficient proof of that. If you were absent from the great bandwidth of the IASSIST conference, this IQ issue can at least partly bring you some of the information you missed.
The chairs of the sessions at this year's conference were given the opportunity to write short summaries of their sessions. San Cannon -working at Federal Reserve Board and currently the regional secretary of the USA -mailed the session chairs and asked for their contributions. As this was done 'post festum' , as expected we received only two session summaries, and I hope that these are sufficient for our true purpose -namely to receive your judgments about the usefulness of such summaries. If this is considered to be useful we will pursue this with an earlier notice to conference chairs at forthcoming conferences. From the 2014 conference, we present a summary of the session on 'Tools and Services for Supporting Research Data Management' produced by the chair Carly Strasser. A panel of four individuals from or affiliated with the UC Curation Center (UC3) at the California Digital Library presented tools for data management in libraries and for researchers sharing their datasets, including uploading and providing metadata.
The second summary is from the session on 'Big Picture Metadata' , in which there were three presentations from different settings and parts of the world. The British Library is involved in a collaborative project with participants around the world for better connection between researchers, authors and contributors of research data. From the University of Michigan staff at ISR presented a system for extracting DDI standard metadata from Blaise databases; this software is freely available for all Blaise users. From GESIS in Germany there was a presentation of the DDI Handbook Project; as the use of the DDI standards is steadily increasing, the idea is to produce a collection of best practices in a form between a book and a FAQ. They have also received suggestions on 'what not to do' . Although negative examples are normally not considered to be among the best pedagogic methods, there are TV shows that have become very popular even though signs warn the public: 'Don't try this at home!' .
In the Pecha Kucha session there was a huge number of great presentations in the dogmatic format of 20 slides for 20 seconds each. One of the presentations I especially enjoyed was 'Data Visualization and Information Literacy' by Ryan Womack from Rutgers University Libraries; it had many pictures and some words but little text. Ryan has been so kind as to produce a paper based on his talk. They say a picture is worth a thousand words. Here you can experience an author who gave the time to write the thousand words, although not for each of his 20 slides. Remember that presentations at the conference are available from the IASSIST website. If you are waiting in vain for a presentation to turn up as a paper in the IQ you should take a look at the website.
Jungwon Yang from the Library at the University of Michigan has experienced a growing interest among social science researchers in using geographic information systems (GIS), and for more easily interpretable interdisciplinary dissemination of results. In the United States local government data as well as fine grained census data have become available, and are being supported by organizations. In the paper 'Discovering and Accessing Sub-national Statistics and Geospatial Data of East Asian Countries: Trends and Obstacles' she brings insights to these types of data in China, Korea, and Japan. As promised in the title, she describes barriers found in the use of the data. It is advisable to team up with librarians and specialists to overcome the issues.
At the session on 'Research Environments -Research Data Management' San Cannon from the Federal Reserve Board gave the presentation 'Moving beyond research: building an enterprise data service from a research foundation' . San describes how the FRB is now midway through a plan of centralized data management and governance, and is moving from the business-based silos designed to manage data sets that were only sparsely shared to an enterprise-focus with enhanced data governance, management and integration. The multitude of functions and departments of the FRB has led to the focus of the project being on obtaining a precise inventory and metadata, where data are systemically and strategically catalogued within system-wide standards. The conclusion on data management is that there is no one-size-fits-all IASSIST Quarterly technological solution. When we find smart solutions, it is good to consider if they are too smart, and to recall the saying attributed to H.L. Mencken: 'For every complex problem there is an answer that is clear, simple and wrong' .
Articles for the IASSIST Quarterly are always very welcome. They can be papers from IASSIST conferences or other conferences and workshops, from local presentations or papers especially written for the IQ. When you are preparing a presentation, give a thought to turning your one-time presentation into a lasting contribution to continuing development. As an author you are permitted "deep links" where you link directly to your paper published in the IQ. Chairing a conference session with the purpose of aggregating and integrating papers for a special issue IQ is also much appreciated as the information reaches many more people than the session participants, and will be readily available on the IASSIST website at http://www.iassistdata.org. Authors are very welcome to take a look at the instructions and layout:
UC3: Developing Tools and Services for the
The first presentation, given by Carly Strasser was originally scheduled to be given by Patricia Cruse. It covered the basics of the current data management landscape, and how the UC3 group at the CDL is working to meet the data management needs of UC libraries and researchers. The presentation also described the suite of UC3 tools and how each fits into the research data life cycle. This presentation laid the groundwork for all following presentations since the three tools described (DMPTool, Dash, and DataUp) are all part of the UC3 suite of offerings.
DMPTool
The second presentation was given by Marisa Strong who provided an overview of the DMPTool, which was recently updated thanks to funds from the Alfred P. Sloan Foundation and the Institute of Museum and Library Services. Strong described the new features of the tool, including an administrator interface, and walked attendees through how to create custom templates for researchers at their institution. She also showcased new offerings on the DMPTool website, including a library of public plans, general guidance for data management, and a suite of resources for promoting the DMPTool. An audience member asked if the DMPTool connected to or suggested repositories to those submitting plans, and Strong and Strasser answered that although this would be useful, the difficulty of enabling this functionality has not been explored. The DMPTool does, however, provide references to re3data.org and databib.org, both searchable registries of data repositories.
DASH
The third presentation was also given by Strasser, and described the UC-wide Dash project. Dash is an application that provides an easy, self-service way for researchers to publicly share their datasets. The major functions that researchers can perform using Dash include uploading datasets, providing DataCite metadata for those datasets, obtaining an identifier, and publishing the data so that it is accessible to the public. Dash began as DataShare, which was a collaborative project with UC San Francisco. The UC3 group has since explored the expansion of Dash so that each individual campus in the UC system may have their own locally branded version of Dash. 
DataUp
Using identifiers to connect researchers, authors and contributors with their research data
IThe first speaker in the session was Elizabeth Newbold from the British Library who was filling in for a colleague who had proposed the paper but then took another position elsewhere. She gave an update on the ORCiD and DataCite Interoperability Network (ODIN) project which was the subject of a session at IASSIST 2013. The project is collaboration between The British Library, CERN, ORCiD, DataCite, Dryad, arXiv and the Australian National Data Service with the aim of using persistent, open and interoperable identifiers for people and for datasets to connect researchers, authors and contributors with their research data. The presentation outlined some key results from the first year of the project including the proofs of concept (POCs) in the Humanities and Social Sciences (HSS) and High Energy Physics (HEP). They faced challenges in a few areas: access, discoverability, interoperability and sustainability. The project allows for the identification of contributors as well as authors. For the POCs, there was an extreme dichotomy between the HSS and HEP communities: there can be as many as 100 names associated with a paper in HEP and in some cases an entity and not an individual is associated with a paper. These practices are quite foreign to the HSS world. The project is, however, looking to outline commonalities between the extremely different disciplines.. The first year of the project centered on building the conceptual model for connection creators, curators, contributors, and data sets. This approach was more straightforward for new data being cataloged but much harder for data already being held. People are even harder to retrofit: assigning identifiers to inactive researchers may be problematic, especially if they are dead. And when researchers change institutions, assigning a new ID to a researcher that affiliates them with their current institutions causes problems if the institution they were at when the research was done still wants credit. The second year focus was on identifying generic workflow and how to use it as a framework for implementing workflows for assigning DOIs The CPES joins together three nationally representative surveys of adults living in the United States: the National Comorbidity Survey Replication, the National Survey of American Life, and the National Latino and Asian American Study. These data were collected face-to-face using the Blaise software, a product from Statistics Netherlands often used by statistical agencies and others.
The Michigan Questionnaire Documentation System (MQDS) was used to extract metadata from Blaise using DDI standards. This system is free to Blaise users and allows for data transformation from the Blaise format to other such as SAS, SPSS, and SQL. In this case, the Blaise data were transformed into XML capturing the rich metadata available in Blaise data models. The combined CPES dataset contains approximately 20,000 interviews. The initial combined dataset had 9.400 raw variables distributed over 92 sections of the three surveys which needed to be harmonized across the datasets. A survey instrument crosswalk was needed because the same instrument wasn't used in each survey. The sections appeared in different orders and even within a section, question order may vary. Initial cleanup of the data was required before documentation could be created.
The final dataset contains approximately 5,600 harmonized variables, 400 constructed variables and 14 separate weights. The website contains rich metadata including an interactive cross-walk of all harmonized variables with question text in 5 languages, response options, missing data codes, descriptive statistics (frequencies, etc.), universes, detailed documentation of all constructed variables, and descriptive statistics of all variables, among a wide variety of other products. Future work includes a move to DDI3.2 to cover the full survey lifecycle and dealing with the release of Blaise 5.
DDI Handbook -Overview and Examples of Recommended Best Practices
The final speaker in the session was Joachim Wackerow from GESIS -Leibniz Institute for the Social Sciences. This discussion introduced the DDI Handbook Project. The use of DDI is increasing both the number of users and producers of DDI materials as well as the number of new projects at GESIS that use DDI. The use of DDI is heterogeneous and many users find DDI to be complex because the subjects are complex. There is some documentation already available but coverage is incomplete, some documents are outdated, and for others the understanding has changed.
Building upon previous efforts at various DDI workshops, the project plans to produce a collection of best practices on using DDI using a community approach. The goal is compile a set of best practices aimed at a broad audience so that the output is useful and accessible information providing a balance between a book and a list of frequently asked questions. These best practice descriptions will be modular with a homogeneous format, allowing reorganization in multiple ways. The primary structure for the collection will be organized in alignment with the DDI Lifecycle. A goal will be to involve the DDI community in producing a shared body of resources for all organizations and individuals using the DDI specification.
The format is to create an independent open access journal that is published twice a year in coordination with, but not published by, the DDI Alliance. The platform will use the Open Journal System which provides online presentation and editorial management workflow. The system will provide a structured paper template and publish under the Creative Commons ShareAlike license. Multiple formats will be available for reuse (DocBook or DITA) and additional materials can be provided as XML files.
The submitted best practice documents will be reviewed by a team of editors and reviewers and published on a dedicated website. The editorial board is now being formed with 4-5 members who will set policies and make final decisions on papers. There will be an open peer review process, partly because the DDI community is small and partly because open peer commentary could result in a new article or new version of the original article. In addition, the content could be used as the basis for tutorials or other teaching materials.
Some initial topics may include guidelines for archives introducing DDI into their workflow and other institutions already using DDI Codebook and shifting some of their workflow to DDI Lifecycle. Another area of interest will be utilizing DDI for data discovery. The project is looking for outside involvement from the community in the form of comments, papers, and reviewers.
One audience member asked why the user community had to write their own documentation instead of having experts write it for them. The discussion centered on how the broader community can provide a larger selection of use cases from which others can learn. A suggestion to include "what not to do" or "lessons learned" articles as well as best practices was well received. Cleveland (1985 Cleveland ( , 1993 and John Tukey (1977) . But the contemporary imagination has been captured by the ever more rapidly developing forms of visualization generated by sophisticated and powerful computing techniques applied to large volumes of data. Today's data visualization, as expressed in interactive web graphics such as the enormous variety presented at Visual Complexity (2014), represents one of the most beautiful and intriguing flowers of "Big Data".
NOTES
This new attention to data visualization raises the question of whether it has a place in general education, and most particularly in information literacy. Information literacy addresses the elements required for interpreting and understanding the informational content of the contemporary, technologically rich environment for communication, whether scholarly and otherwise. Information literacy standards and guidelines have been incorporated into the academic aims of institutions, to be promulgated and assessed by librarians and accrediting bodies. By its relative longstanding and well-developed framework, information literacy offers an appealing model to emulate for data visualization. The Association for College and Research Libraries' Information Literacy Competency Standards for Higher Education are a leading example of such a framework (ACRL, 2014) . While information literacy began with a textual focus, the approach has been extended to encompass media literacy, numerical literacy, data literacy, and other literacies as they have emerged. Since data visualization is now emergent, and represents a major tool for the communication of complex results from large and often heterogeneous data sources, it is natural to consider data visualization as another type of literacy.
The more advanced reaches of data visualization encompass high-performance computing, advanced graphic design, sophisticated studies of the cognitive perception of visual imagery, and other expert research. For examples of the frontiers of research in this area, consider Linsen (2012) for medical imaging, Marchese and Banissi (2013) for humanities applications, and Huang (2014) for an overview of human-centered design in visualization. In fact, the field's rapid development has been recognized as a challenge by educators (Owen, 2013) . This paper does not attempt to address or survey this vast range of material. Rather, it focuses on the data visualization skills and literacies that should form the foundational elements of the knowledge of a generally educated person today. These core elements should retain utility and validity even as the field changes.
Just as someone trained in information literacy can evaluate and use textual information with greater sophistication than the untrained, going beyond a simple and unreflective understanding of data visualization will improve the communication and analytical skills of students. After all, data visualization is just another way of presenting, interpreting, and Gray (2004, p. 24) emphasizes statistical literacy as an important value, and hints at the importance of critical analysis of data graphics, saying 'We live in the Information Age with rapid distribution of news and content, where content is often overlooked in favor of images, and at a time when more and more statistics and data products are being made available to a larger and less data-literate audience' . She goes on to argue for an expanded role of libraries in training others in statistical literacy concepts. Schield (2004) addresses the differences and overlaps between the concepts of data literacy, statistical literacy, and information literacy. He argues that both statistical literacy and data literacy need to be taught more widely. Stephenson and Caravello (2007) describe the challenges of implementing a classroom instruction program on data literacy.
Data Visualization and Information Literacy
Data information literacy [DIL]
is a shift of emphasis that has emerged out of the increased attention to research data, whether the data is big or not. While many of the concepts of data information literacy are not new, and are certainly well-known to the social science data community, what is new is the emphasis on the educational mission of academic institutions to train new scholars in this set of skills. Wright et. al. (2012) identify 12 categories of training needs for data information literacy, one of which is data visualization. Certainly one place for literacy associated with data visualization is under this organizing rubric. Carlson et. al. (2013a) suggests that faculty do not necessarily feel they have all of the knowledge necessary to train their students in DIL, and welcome assistance from others in the education effort.
Data information literacy is closely tied to the educational and outreach efforts surrounding research data management, and thus parallels the content of data management training. Data management training courses have sprung up at universities around the world, such as the University of Minnesota (Jeffryes and Johnston, 2013) or the University of Edinburgh (Rice and Haywood, 2011) . These courses are typically focused on graduate students in the disciplines, teaching them how to handle and present their research findings and data. They are targeted to students who are past their general phase of learning, and who will therefore have many specific ways of handling data visualization that are appropriate and customary to their disciplines. Designing general data visualization content at this stage is therefore difficult. Besides, the data training agenda is crowded, and there is little time to add training to meet new goals. Qin and D'Ignazio (2010) mention data visualization as only one of 20 topics in a science data training context. Despite these difficulties, a brief reminder of the need for thoughtful and effective data visualization may be appropriate in the graduate context, as well as pointers to places to learn more information. Particular disciplines may use data visualization extensively, but the specialized techniques of the discipline are best addressed by specialists, not by generalists like librarians from outside the discipline.
In other contexts, terms such as quantitative literacy or numeric literacy are used to describe the skills needed, placing the focus on the mathematical aspects of understanding data. Certainly quantitative reasoning is an important part of educational goals and may include making numerical sense out of graphs and charts. Other literacies could be adduced, but the purpose of this article is not to provide precise definitions of the boundaries between these interrelated forms of literacy, or to introduce new terminology for data visualization information literacy. Instead, data visualization should be thought of as a component that relates to many aspects of literacy as described. Skills in data visualization support a range of literacies and should be viewed as complementary to them.
Data Visualization as a Basic Component of Information Literacy
If data visualization is not to be taught as separate or specialized content, how can it best be integrated into general education goals? While the LIS literature has recognized that data visualization has potential significance (Thomas, 2012) and is a topic whose time has come (Bell, 2010) , specific goals for data visualization have not been articulated. A few skills relevant to data visualization are mentioned by interviewees in the Data Information Literacy Project, but not in a general education context (Carlson, 2013b) . This article represents a further step towards defining data visualization's place in general education on information literacy.
Although the ACRL Information Literacy Competency Standards for
Higher Education (ACRL, 2014) are undergoing revision, the basic competencies are currently as follows:
1 The information literate student determines the nature and extent of the information needed. 2 The information literate student accesses needed information effectively and efficiently. 3 The information literate student evaluates information and its sources critically and incorporates selected information into his or her knowledge base and value system. 4 The information literate student, individually or as a member of a group, uses information effectively to accomplish a specific purpose. 5 The information literate student understands many of the economic, legal, and social issues surrounding the use of information and accesses and uses information ethically and legally.
The first competency can be considered a preliminary stage that defines the research project. This is not to minimize its importance. Phetteplace (2012, p. 97) states, 'It bears repeating: the first step to good data visualization is good data. Most of the thought and effort should go into to [sic] collecting and analyzing data; playing with visuals until you find a compelling option is the reward for your due diligence. ' However, most of the initial research definition, data preparation, and other steps do not directly relate to data visualization itself.
The second competency dealing with access does have a visualization component, but one that is arguably not an analytical one. Because most visualizations will be encountered in the course of general research into a topic, via websites and publications, the information seeker may not need to learn new skills just to tap into data visualizations. While there are many applications of data visualization, such as the mapping of census data, where graphical elements are prominent, and there are some sites that specialize The last of the five competencies, relating to ethical and legal considerations, is a general proviso that applies to all information use. Data visualization may engender some unique ethical and legal considerations, such as the safeguarding of individually identifiable information in a graph of social network relationships, or whether derived data distilled into images for distribution abides by terms of use for the data. However, these are more likely to arise in specialized contexts, and are not appropriate for introductory educational efforts.
The competencies relating to evaluation and use (3 and 4) are the most relevant to data visualization in practice, and the most appropriate for incorporation of data visualization goals into introductory outreach. The ACRL Standards focus on the intellectual framework required to achieve the competencies, not the use of specific technologies or tools. For data visualization, the focus on the intellectual framework should remain the same, because the tools will change rapidly.
The ACRL has also developed Visual Literacy Competency Standards for Higher Education (ACRL, 2011), but Visual Literacy as defined in these standards focuses more on the interpretation and use of visual imagery and media outside of the data context. These standards tangentially refer to the context of data visualization in Standard Four, part 1.f, as follows: "Determines the accuracy and reliability of graphical representations of data (e.g., charts, graphs, data models)". Elsewhere, the standards remain focused on images in general. Still, there are parallels with the broader ACRL Information Literacy standards and the data visualization concepts discussed in this paper. Standard Three specifies the ability to "interpret and analyze" visual imagery, which is related to the concept of critique discussed below. Standard Four of the Visual Literacy Standards deals with evaluation, and Standard Five deals with use. See Hattwig et. al. (2013) for further discussion of the Visual Literacy standards.
Evaluation, Critique, and Use
The third ACRL Information Literacy Standard requires students to evaluate sources critically, and to incorporate them into their knowledge base. There is enough work in both the evaluation and critique of data visualization resources that considering these elements separately is justified. Evaluation, as used here, refers to the basic questions that must be asked of a particular data visualization to establish its quality, accuracy, and reliability. The danger inherent in a visual medium is that the power of the image will overwhelm the substantive content that it represents. When presented with a data visualization, the user should 'interrogate the image' and establish the source of the data, the reliability of the source, and the appropriateness of the visualization for the kind of data. If the underlying data is of poor quality, no amount of elegant graphics can compensate for this. Understanding the methodology that produced the data is also essential (Gray, 2004) .
Concepts such as Edward R. Tufte's Lie Factor (Tufte, 2001) can be introduced to provide a framework for systematically checking the level of distortion inherent in an image. The Lie Factor is computed by dividing the size of the effect shown in the graphic by the actual size of the effect in the data. For example, an increase in magnitude from 11 to 12 can be made to appear as a doubling, if we set the baseline at 10 (+1 vs. +2 over the baseline).
Students should be introduced to a basic range of visualization types (bar, line, scatterplots, box and whiskers plots, etc.) and learn appropriate uses for each. For example, connecting points into lines to show a time series trend is a good idea, while connecting points in a scatterplot usually has no meaning and can be misleading. A box-and-whisker plot can summarize the variation of a dense dataset. The R package ggplot2 includes a sample dataset of 50,000 diamond prices with related characteristics. For example, in Figure 2 , the box-and-whisker plot of diamond prices classified by the cut of the diamond shows a considerable number of highpriced outliers beyond the "whiskers", but a relatively compact central range of prices covering the 25th to 75th percentile of the data within the boxes.
IASSIST Quarterly Students should learn to evaluate data visualizations that they plan to incorporate into their research, just as they weigh and evaluate textual sources to cite. Evaluation answers the fundamental question of whether or not a particular data visualization is sound and reliable to use as a basis for scholarship.
Critique, in the sense proposed here, is evaluation raised to the next level, and attempts to answer the question of whether or not a particular data visualization is among the best possible in its domain for a particular application.
Fox and Hendler (2011) argue, among other things, that as web technologies have improved the ease of implementing more complex and interactive data visualizations, science should make greater use of these techniques for the masses to explore and interpret data. As research uses more sophisticated visualization techniques, students will need to understand and appreciate these nuances.
Critique involves comparison among different data visualizations in order to develop understanding of which visualizations exemplify best practices. General principles such as striving for clarity, avoiding clutter, and emphasizing the most relevant data apply to most visualizations. In addition, the best visualizations enable rich understanding of complex datasets with relative ease. The techniques developed to produce these visualizations are both an art and a science, and should be appreciated and emulated by students, who should also learn to be cautious of oversimplification and approaches that sacrifice features of the data in favor of graphical elegance. For example, Fisher, Dempsey and Marousky (1997) show that despite more complex 3D forms being appealing to the eye, simpler 2D graphics were preferred when the task required actual extraction of information from the graphs. New methods, such as tableplots, are also being developed to simplify the visualization of large datasets (Tenneke, de Jonge and Daas, 2013) . Figure 3 is a tableplot based on the ggplot2 diamond price dataset which provides a snapshot of the relationship among variables in this large dataset. Otherwise, the techniques that are generated may be viewed as meaningless 'pretty pictures' . ' Lessons distilled from the work of researchers in the field should be used to transmit some of these concepts to students at the undergraduate level and higher, using relevant examples.
Use is the third proposed area of focus. Use puts the emphasis on putting data visualization into practice. With the menu of visualization types and rules for their use previously introduced, students should have the opportunity to practice doing their own data visualizations. Guiding students through introductory examples, working in sandbox environments, and using various demos and examples will lead students through the process of actually developing their own visualizations based on the choices before them. More experience with actual creation of data visualizations will develop skill and wisdom in making good selections, and will reinforce the concepts learned about evaluation and critique. The actual form that the 'Use' component takes will be determined by current technology and research needs in a particular setting. Owen et. al. (2013) classify data visualizations into three areas: 1) scientific or data visualization, in which the data dimensions correspond to physical reality (e.g., remote sensing); 2) information visualization, for multi-dimensional data from a defined field of interest; and 3) visual analytics, which is massive and heterogeneous. These boundaries are fluid and may overlap, but this is one potentially useful schema for types of have not yet been distilled into concise and widely accepted principles. As education and literacy efforts for data visualization grow, the body of knowledge describing these best practices will grow in parallel.
Conclusion
As argued here, evaluating, critiquing, and using data visualizations have become an essential literacy, one that is now required to understand and make use of the information products of our datadriven age. By focusing on a limited set of the most fundamental principles of evaluation, critique, and use, data visualization can be incorporated into introductory information literacy efforts targeted at undergraduates and general learners. Librarians and other educators should be equipped to instruct in these areas. Data librarians and other data professionals are clearly positioned to lead these efforts.
While 'the devil is [still] in the details' (Womack, 2014) , and the implementation of actual instruction programs will depend greatly on the preferred technologies and topics appropriate to each institutional environment, helping students make better use of information as presented via data visualization supports the core goals of information literacy. Other quantitative, data, and numerical literacies will also benefit from a dose of data visualization. Most importantly, students exposed to more sophisticated data visualization training will be better able to understand, not only data visualizations, but the world around them, and to develop the skills to influence their world.
Introduction
The increasing use of geographic information systems (GIS), combined with the wider availability of sub-national statistics, has recently opened up new possibilities for more interdisciplinary academic research in the social sciences. Even though interdisciplinary studies using this GIS technology and geospatial data are prevalent in the western countries, such as the United States, Canada, and some European countries, the discovery, accession, and use of international geospatial data and statistics is still a challenge for researchers. Part of the reason is noted in the OECD Global Science Forum report (2013): "information about the existence of micro-data and availability for re-use is often difficult to find". Moreover, the language barrier, legal, cultural, and technological obstacles often exacerbate reusing the data.
In this paper, I will review the kinds of geospatial and sub-national statistics on China, Korea, and Japan that have been recently developed by the central and local governments, and academic institutions. I will also address what obstacles researchers have encountered in using the data in their research. IASSIST Quarterly GNS place names, the 1997 CITAS provinces data, topographic images and raster data derived from GTOPO-30 Digital Elevation Model data, and other supplemental datasets.
Geospatial Data and Sub-national Statistics in East Asian Countries
As Thompson (2010) notes, non-governmental organizations tend to collect sub-national data targeted toward a particular context or issue. For example, the Harvard Yenching Institute focuses on collecting geospatial data for the pre-modern period of China. The CITAS is more likely to focus on collecting and providing relatively current geospatial data. Another interesting finding is that academic institutes which provide open geospatial data are more likely to archive their data into other bigger and stabilized academic institutions. For example, the CITAS data, aggregated by the University of Washington, is currently deposited in the SEDAC and the CHGIS datasets. As a result, even if an academic organization is no longer able to provide their data to users, the original data, metadata, and citation information are available from other sources.
Korea
Korean central and local governments produce many sub-national statistics, including population, household, employment, prices, health, environment, agriculture, mining, energy, transportation, business, and education data, which are freely accessible from the Korean Statistical Information Service (KOSIS) web site . In addition to domestic statistics, the KOSIS website also provides international statistics compiled by the IMF, OECD and UN.
The English version of the KOSIS website offers statistics at the provincial level, including special self-governing provinces (teukbyeoljachi-do), special cities (teukbyeol-si), and metropolitan cities (gwangyeok-si). However, municipal level data , such as cities (si) , counties (gun), districts (gu), towns (eup), townships (myeon), neighborhoods (dong), and villages (ri), are only available from the Korean version KOSIS website.
In the case of geospatial data of Korea, the National Geographic Information Institute (NGII) of Korea provides aerial photos , satellite images (1973 -2004), orthophotos (2005-2011) , and DEM files (2005) (2006) (2007) (2008) (2009) ) to users for a small fee . Aerial photos from the 1940s and 1950s are freely available to the public. The standard image format is National Image Exchange (NIX), which contains the image files compressed by JPEG 2000 as well as associated metadata. Based on the information disclosure act of Korea , all Korean citizens, state agencies, local governments, governmentfunded institutions, and public authorities, as prescribed by presidential decree (for example schools, construction companies, non-profit corporations related to social welfare), can request to access official government documents (including electronic documents), drawings, photographs, films, tapes, slides and other similar recorded mediums. Access to NGII's data from a foreign IP address is strictly prohibited , so researchers cannot acquire the NGII data from overseas.
The majority of provincial governments (gun) and metropolitan cities in Korea provide GIS information for their regions. For example, the Seoul Metropolitan Government provides a city information map service in Korean and English languages. The English version of the map service is an interactive online map which contains basic information for tourists, such as government office building locations, hospitals, schools, transportation information, and historic sites. The Korean version of the interactive mapping service for the city of Seoul additionally provides administrative boundaries, buildings, transportation, facilities related to welfare services, environment, land use and road information. Users can overlay multiple kinds of geospatial data onto a map and freely download the customized map to as an image file. The city of Seoul also offers open API service to Korean citizens but based on Article 21 of the Public Survey and Overseas Export Ban Act, international map mashup services are strictly prohibited .
The map service web sites of Incheon city , Gyeonggi , South Gyeongsang , and Gangwon provinces also offer customized map services for overlay of aerial photos, a base map, transportation and other types of statistical information. The customized map can be downloaded to as an image file without fee. Other provincial governments, such as Jeju and South Chungcheong provinces and metropolitan cities, such as Busan, Daegu, Gwangju, and Daejeon cities, also provide a GIS map service, but it requires the up-todated Internet Explorer browser to work. It is quite cumbersome for other internet browser users, such as Chrome and FireFox to access their data. Moreover, even if users use the Internet Explorer browser, they cannot access the data if they use out-of-dated Internet Explorer program.
In sum, the Korean central and local governments have a strong interest in developing and distributing geospatial data as well as sub-national statistics to the public. However, the GIS services are mainly provided to serve Korean citizens. Overseas researchers often encounter difficulty to acquire and use the geospatial data.
Japan
The Statistics Bureau and Ministry of Internal Affairs and Communication of Japan collect both sub-national statistics and geocoded census data, and distribute via the Statistics Bureau website . Current national level statistics can be found in the Japan Statistical Yearbook series section of the website, in both PDF and Excel formats. Historical statistics from 1868 to 2011 are available from the Historical Statistics of Japan section of the website. All the data from the website is available in Excel format. The current sub-national statistics report called Social Indicators by prefecture 2014 can be accessed via the Social Indicators by Prefecture section of the web site. It contains 608 social indicators and 571 items of basic data for the sub-national areas . Time series data of sub-national statistics is available from e-Stat , the official statistics site of Japan. The time series data for prefectures, however, are not accessible on the English version of the site. Geocoded census and socio-economic data also can be downloaded from the e-Stat web site . Currently, geocoded census data (2000, 2005, and 2010) , the establishment and enterprise census (2001 and 2006) , the economic census data (2009), and the census of agriculture and forestry data (2005 and 2010) can be downloaded in shapefile format. The Japanese version the e-Stat website also offers an interactive map service, where a user can download customized images.
The Statistics Bureau of Japan states that their data can be used for "compiling social indicators, by research institutes, universities and colleges for regional characteristic analysis, modeling to analyze regional development plans, and modeling to measure administrative performance, as base data for compiling welfare indicators by region, and for investigating and improving social statistics" . In other words, there is no restriction for accessing the data from overseas. Another resource of geospatial data is the Global Map Japan database of the Geospatial Information
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Authority of Japan (GSI) which is part of the Ministry of Land, Infrastructure, and Transport of Tourism of Japan. This database provides the land cover, vegetation, administrative boundary, population, and transportation data for the year 2000, 2006 and 2011 without fee. They also do not prohibit the access from overseas. Based on the copyright laws of Japan, as well as an international treaty, people can download data without consent from the GSI if they use the data in small quantities for noncommercial purposes.
Historic geospatial data for Japan is available from Harvard University's Japan Data Archive . Currently, administrative boundaries for the Tokugawa and Meiji periods are available in shapefile format. These data are also available from the GeoData@Tufts database . In addition, elevation data for 1996 and administrative boundaries for the 1990s can be found on the website. All of Japan Data Archive's data is open to public; however, citation and copyright information is not available on the website.
In sum, the collection and distribution procedures of government data in Japan is highly centralized. They are more willing to share their geospatial data with overseas users, as compared to the Korean and Chinese governments.
Trends and Obstacles
Data Collection and Distribution
The central governments in all three East Asian countries tend to collect sub-national statistics. Most of the Chinese sub-national statistics are not available from the government website, but all sub-national statistics for Korea and Japan are freely available from their Statistics Bureau websites. The Chinese government does not collect geospatial data. Most of the available geospatial data for China is therefore produced by overseas academics or institutions. Korea's geospatial data is collected and distributed by the NGII. The local governments of Korea are eager to provide the geospatial data of their reasons as well. Based on the law, the Korean citizens and academic institutions located in Korea can access this data without difficulty, but the data from NGII, the main provider of geospatial data, cannot be accessed from overseas. In the case of Japan, all the sub-national and geospatial data is collected and distributed by the Statistics Bureau of Japan. In addition, the Geospatial Information Authority of Japan (GSI) provides the geographic data. Restriction of access to Japanese geospatial data is quite minimal.
Copyright and Open Access
Willingness to support open data access differs across these countries. The Japanese government puts little restriction on either domestic or overseas use of their geospatial data. Most of the Korean statistical and geospatial data created by the central and local governments are open to domestic users. But, the acquisition of geospatial data from overseas is restricted. Both Korean and Japanese governments provide citation information, the data collection method, and copyright information from their websites. Chinese statistics and geospatial data, however, are not open to public. Rather, researchers must subscribe to a fee-based database to access the data. The historic geospatial data, created by academic institutions in the United States, is free to use. Most of the academic institutions provide citation, copyright and disclaimer information for the data.
Reliability of Data
All three countries' governments provide sufficient enough information about data collection procedures. The Korean and Japanese governments also state that they follow the IMF's data classification standard in the process of data collection. Therefore, we assume that the reliability of data created by these governments is quite high. Most of the academic institutions in the United States also provide information about their data collection procedures. Yet, the China Data Center does not provide the sources of data or information regarding data collection procedures. Given these conditions, the question of the reliability and the accuracy of data (economic data in particular) of the China Data Online have long been raised (Chua, 2012) .
Language Barrier
As currently available sub-statistics and geospatial data of China are developed in academic institutions in the United States, the accompanying information, including metadata, is usually written in English. Thus the language barrier to use the Chinese data is relatively low for users, compared to Korean and Japanese data. The majority of sub-national statistics and geospatial data for Korea and Japan are only available in their respective languages. Specifically, menu and the mapping options for the interactive map service website, where users extract customized maps, often cannot be translated into English (see Figure 1 and 2). People who cannot understand Korean and Japanese languages will obviously be unable or have difficulties using these mapping services. IASSIST Quarterly
Technical Concern
Some Korean central and local government websites only can be accessed via the Internet Explorer browser. Moreover, even if a user uses the Internet Explorer browser to access the website, the user cannot access the data without installing a current version of Internet Explorer. This technical requirement may add a small burden to overseas researchers' attempts to acquire the data, especially as many United States libraries and computer labs at academic institutions do not allow to users to install new software without administrative access due to security issues. This may be a minor obstacle as many computers come with Internet Explorer installed, or researchers could most likely locate a computer with it installed simply to download the data.
In the case of the China geo-explorer database, its thematic map service does not have an overlay option, so a user can only create a thematic map with a single set of data. Also, census data from 2010 is now available in the China Geo-Explorer database, but the statistical data is not available from the China Data Online database. As a result, researchers have to find an additional database to get the numeric data.
Conclusion
After investigating these data resources, I conclude that we can find quite a large amount of sub-national statistics and geospatial data from government, as well as academic institutions in the United States. However, the unreliability of data (China), the language barrier (Korea and Japan), copyright and legal restrictions (China and Korea), and technical issue (China and Korea), make it difficult for researchers to find and use data for East Asian countries. In the academic library setting, collaboration among specialists and librarians in area studies, copyright, data, GIS, government documents, and maps, will be critical to overcome these legal, cultural, and technical issues and to support social scientists' interdisciplinary studies.
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Abstract
Data play a critical role in fulfilling the Federal Reserve Board's mission across a broad range of functions, including monetary policy, financial stability, supervision, consumer protection, and economic research. The current data environment was designed to allow the various business functions to manage relatively small and predictable data sets that required limited sharing across departments or functions, effectively creating business-based silos. The Office of the Chief Data Officer was created in May 2013 to address the data needs of the Board, postfinancial crisis, with an enterprise focus and a clear set of mandates to enhance data governance, data management, and data integration. The OCDO started operations with a small staff of data management professionals who traditionally supported the research function and now must shift gears to provide data services to a broader base of users and a wider range of analytical work. New infrastructures, programs, processes and staffing are being developed and deployed to ensure that data needs across the lifecycle are met and that a variety of analytical approaches can be supported.
Keywords: Research, data management, governance, dissemination
Introduction
Data are the lifeblood of the Board of Governors, and the Federal Reserve System has always been a data-driven organization. Data play a critical role in fulfilling the Board's mission across a broad range of functions, including financial stability, monetary policy, supervision, consumer protection, and economic research. As the Board's mandate has expanded in the wake of the financial crisis and the passage of the Dodd-Frank Act, so has the need for an optimized data environment to meet the breadth and depth of analytical and supervisory challenges the Board is addressing. The Office of the Chief Data Officer (OCDO) was created in May 2013 through the 2012-2015 Strategic Framework to address major data challenges at the Board, to implement a data governance framework, to improve data management operations cross all divisions and Board-delegated functions, and to strengthen the Board's information sharing environment to optimize the investment in data assets. There are a variety of projects in three strategic areas that must be undertaken to shore up the foundation of our data management operations and position the OCDO to provide the strategic thought leadership around data management and governance for which it was created.
Inventory and metadata
Critical to the Board's vision for improved data optimization is knowledge of the body of data and content within the Board and across the System. More importantly, we need knowledge not just that data exist, but we need an understanding of their relationship to the organizational mission as well as the internal functions, services, and processes. This includes more complete and better-documented knowledge of information flows, system interconnections, and data security classifications. The overarching vision of the OCDO enterprise data inventory program is to provide the visibility and knowledge of data and their relationship to the people, processes and technology environment in order to support critical data needs and improve data management in a dynamic and 
Data management
Data management is the business function that develops and executes plans, policies, practices, and projects that acquire, control, protect, deliver, and enhance the value of data. The Board's data reside in a number of operational and analytical systems distributed across the Board and System, in varying states of modernization. There are industrial-strength systems that collect and manage data for some departments using time-proven methods and relational database technologies. In other areas, there are quick queries to collect data from financial institutions or other government agencies via spreadsheets that are stored on file shares. Other departments are developing data warehouses and using new "big data" storage technologies. All these repositories meet local and departmental needs but none was developed with the goal of broader access as a key requirement. There has been a pressing increase in the post-crisis needs of the Board to manage a much wider variety of data types across a multitude of data management platforms and to do a better job of sharing those data regardless of their storage location or technology.
There have been suggestions in the past that a single enterprise data warehouse would solve all our storage and sharing problems. However, we have determined that there is no one-size-fits-all technology solution to the wide variety and volumes of data that the Board is now responsible for managing. We are engaging in fundamental work will that look at appropriately matching data management technologies with data assets.
The OCDO thinks strategically how to best manage the challenges facing data operations across the Board. As an enterprise service provider, it also needs to build a strong foundation for its own data management operations. The goal is to provide scalable data management services to the Board, and the System where appropriate, that can meet the increasing data capacity demands of the organization. The current staff have historically provided service primarily to the research community at the Board only, but now need to manage data for and disseminate data to other departments with very different business models. The legacy systems for doing the basic intake and output will not scale to support the entire enterprise and a the OCDO has engaged consultants to best determine the technologies and work flow needed for this new level of service is well underway.
Data governance
Data governance is a core part of the OCDO's mission. Data governance is the exercise of authority, control, and shared decision-making (planning, monitoring, and enforcement) over the management of data assets. Data governance supplies the discipline to deal with both the predictable and unpredictable nature of new data acquisition and data distribution across the organization. Today, data governance activities occur in business lines with little or no formal coordination across the Board and across Board-delegated functions. Little of this work is automated, and even then generally not beyond the use of SharePoint sites as document repositories.
The OCDO will facilitate a variety of data governance activities through its Data Governance Program (DGP). The DGP serves as a conduit for coordination, communication, and decision-making across and within business lines and departments within the Board. The DGP has responsibility for developing the body of policies, processes, standards, and metrics; communicating progress and informing the organization about ongoing and completed activities; and, completing specific DGP actions, deliverables and activities.
Once foundational projects in these functional areas are underway, the Board will be better positioned to undertake more strategic work to provide discovery services. To improve the Board's ability to find, layer, and explore a wide variety of data in unique ways is an important goal to better serve the Board's mission critical work which is more multi-disciplinary and cross-functional than it has ever been. We are planning work that supports the notion of discovery through the development of an enterprise-wide information architecture that shows the conceptual and logical relationships between different types of data regardless of the technology or application that supports the data. This includes the development of subject area models and taxonomies as well as the development of analytics, visualizations and knowledge management services. Some of this has been done at the departmental level in the past but the OCDO focus is to provide such services for data users across the Board.
Additional services
Other services will be needed to support the growing scope of work for an enterprise data service. The creation of a formal information architecture practice will lay the foundation for more complete data modeling and documentation of the logical and conceptual relationships between data assets. Business analysts will help map business processes and evaluate workflow efficiencies. Formal change management and communication will help staff to better understand what the OCDO can do for them, rather than worrying about what the Office is trying to do to them. Project management and training complete the service portfolio and will help keep work moving forward and users better informed about what data we have and how it can or should be used.
Conclusion
While the Federal Reserve Board is midway through the strategic plan that brought centralized data management and governance into being, the work will extend far beyond this strategic plan and will likely be an important theme in the next plan. When fully staffed at just under 50 staff members, the Office of the Chief Data Officer will have to be efficient, effective, collaborative and communicative to be able to serve as an enterprise service and work effectively in an institution with long standing business line traditions and work flows. 
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