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In this thesis, we study the asymptotic properties of three machine learn-
ing algorithms including two supervised learning algorithms with deep
neural networks and a Bayesian learning method for high-dimensional fac-
tor models.
The first research problem involves learning deep neural network (DNN)
classifiers. We derive the fast convergence rates of a DNN classifier learned
using the hinge loss. We consider various cases for a true probability model
and show that the DNN classifier achieves fast convergence rates for all
cases, provided its architecture is carefully selected.
The second research topic is learning sparse DNNs. We propose a sparse
learning algorithm, which minimizes penalized empirical risk using a novel
sparsity-inducing penalty. We establish an oracle inequality for the excess
risk of the proposed sparse DNN estimator and derive convergence rates
for several learning tasks. In particular, the proposed sparse DNN estimator
can adaptively attain minimax optimal convergence rates for nonparametric
regression problems.
The third part of the thesis is devoted to Bayesian non-parametric learn-
ing for high-dimensional factor models. We propose a prior distribution
based on the two-parameter Indian buffet process, which is computationally
ii
tractable. We proved that the resulting posterior distribution concentrates
on the true factor dimensionality as well as contracts to the true covariance
matrix at a near-optimal rate.
Keywords: Bayesian nonparametrics, Deep neural networks, Fast conver-
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The fundamental goal of statistics is to find an optimal machine learning
algorithm for a given statistical problem. Unfortunately, there are very few
statistical problems for which an indisputable optimal learning algorithms
exists. This is partly because the finite sample behavior of a machine learn-
ing algorithm is very complex and almost impossible to obtain in general.
Thus, comparing machine learning algorithms is usually based on asymp-
totic theory, which deals with the large-sample behavior of machine learn-
ing algorithms. Asymptotic theory provides simplified optimality criteria
which are relatively easy to derive. For example, although the risk of a ma-
chine learning algorithm is intractable for a finite sample, one can compute
the convergence rate of the risk to the minimum risk as the sample size n
goes to infinity, and compare that convergence rate with those of other ma-
chine learning algorithms.
Classical asymptotic theory focuses on a statistical model in which the
sample size n goes to infinity while the number of parameters of the model
is fixed as finite. The standard laws of large numbers and the central limit
theorem are examples of classical asymptotic theory. These two theoreti-
cal statements ensure consistency and asymptotic efficiency, respectively,
of classical statistical estimators. However, classical asymptotic theory fails
to deal with infinite or high-dimensional statistical models which are very
often used to analyze data sets arising in the modern "big data" era. For in-
stance, classical estimators are inconsistent in the high-dimensional regime,
where the number of variables is substantially larger than the sample size.
This phenomenon requires us to develop new asymptotic theories as well
as new machine learning algorithms.
2 Chapter 0. Introduction
This thesis is devoted to studying asymptotic properties of machine learn-
ing algorithms for infinite-dimensional statistical models. The next section
describes the research questions and contributions of this thesis.
0.2 Outline and contributions
In this thesis, we study the asymptotic properties of three machine learn-
ing algorithms, two of which are supervised learning algorithms with deep
neural networks (DNNs), and the other is a Bayesian learning method for
high-dimensional factor models.
In Chapter 1, we study the convergence rate of excess 0-1 risk for a deep
neural network classifier. In classification problems, it is well known that,
when the Tsybakov noise condition is assumed, there exist classifiers attain-
ing fast convergence rates of the excess 0-1 risk, i.e., rates faster than the
parametric rate n−1/2. We have considered three cases for a true model:
(1) the class probability function is smooth; (2) the decision boundary is
smooth; and (3) the concentration of the input distribution near the smooth
decision boundary is low. We demonstrate that the DNN classifier obtained
by minimizing the empirical hinge risk attains fast convergence rates in all
three cases. An important implication of this study is that even if we use
the hinge loss which is continuous and thus easy to optimize instead of
the 0-1 loss, deep learning produces a rate-optimal classifier in each of the
two cases. In the third case, we conduct a novel approximation error anal-
ysis, which showed that the Bayes classifier is exactly recovered by a DNN
function except for the area near the decision boundary. Combined with the
assumption of the concentration of the input distribution near the decision
boundary, this approximation leads to a convergence rate, which is rather
insensitive to the input dimension.
In Chapter 2, we propose a new penalized estimation method for sparse
DNNs. A number of empirical observations show that sparse DNNs can
dramatically reduce computation time and memory without appreciably
harming prediction power. Furthermore, recent theoretical studies proved
that DNN estimators obtained by minimizing empirical risk with a certain
sparsity constraint can attain optimal convergence rates for regression and
classification problems. However, the empirical risk minimizer is nonadap-
tive and hard to implement due to the discrete nature of its optimization.
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In this study, we propose a novel penalized estimation method for sparse
DNNs which overcomes these problems. We establish an oracle inequal-
ity for the excess risk of the proposed sparse DNN estimator and derive
convergence rates for several learning tasks. In particular, the estimator can
adaptively attain minimax convergence rates for various nonparametric re-
gression problems. We develop an efficient and scalable gradient-based op-
timization algorithm.
In Chapter 3, we have studied a consistent Bayesian estimation of the
factor dimensionality. A major difficulty in deriving the posterior consis-
tency of the factor dimensionality lies in the presence of “nonsignificant”
factors. Without further restrictions on the factor model (e.g., the orthogonal
constraint), additional nonsignificant factors, which make a minor change in
the spectrum of the covariance matrix, easily appear. Therefore, it is difficult
to distinguish the models with different factor dimensionalities by compar-
ing their likelihoods. We propose a novel prior distribution to resolve this
issue. The proposed prior is based on the two-parameter Indian buffet pro-
cess which is computationally tractable. We prove that the resulting poste-
rior distribution concentrates on the true factor dimensionality as well as
contracts to the true covariance matrix at the near-optimal rate.
This thesis has two appendices. In Appendix A, we investigate the ap-
proximation ability of DNNs with a broad class of activation functions which
includes most of the frequently used activation functions. We derive the
required depth, width and sparsity of a DNN to approximate any Hölder
smooth function up to a given approximation error for the general activa-
tion functions. Based on our approximation error analysis, we derive the
minimax optimality of the deep neural network estimators with the general
activation functions for both regression and classification problems.
In Appendix B, we consider a distribution of a random binary matrix
with an infinite number of columns, called a Poisson mixture of finite fea-
ture models (PFM). Although the PFM is the most natural prior distribu-
tion with which to treat a latent feature model, its posterior computation
relies on the reversible jump Markov chain Monte Carlo, which often suf-
fers from slow mixing. We provide different probabilistic representations of
the PFM,enabling us to construct a straightforward Gibbs sampling algo-
rithm. As an application, we use the PFM as the prior distribution on the
factor loading matrix for Bayesian estimation of a sparse factor model. We
prove the posterior consistency of the factor dimensionality and derive the
4 Chapter 0. Introduction
near-optimal posterior contraction rate of the covariance matrix.
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Chapter 1
Fast convergence rates of deep
neural networks for classification
1.1 Introduction
Deep learning has received much attention for dimension reduction and
classification of objects, such as images, speech, and language. Various su-
pervised and unsupervised deep learning architectures have been devel-
oped and applied to large scale real data with great success. Theoretical ex-
planations regarding the success of deep learning have been recently stud-
ied. Many researchers have demonstrated that deep neural networks (DNNs)
are much more efficient in representing certain complex functions than their
shallow counterparts [69, 77, 25], which has been reconfirmed by [100] and
[76], who showed that DNNs can approximate a large class of functions,
including even discontinuous functions with a parsimonious number of pa-
rameters. In turn, using this efficient approximation property of a DNN,
Schmidt-Hieber [80], Bauer and Kohler [7] and Imaizumi and Fukumizu
[46] proved that, for regression problems, we can estimate a complex func-
tion including a discontinuous function using a DNN with the (in the min-
imax sense) optimal convergence rate. A surprising result is that any linear
estimators, which include the kernel ridge estimator, are sub-optimal in es-
timating a discontinuous function while the DNN is optimal.
In this chapter, we consider classification problems. It is known that
there is a classification algorithm that can achieve fast convergence rates
of the misclassificaation risk under the Tsybakov low noise condition [63,
6 Chapter 1. Fast classification with deep neural networks
93, 94, 3]. Mammen and Tsybakov [63], Tsybakov [93] and Tsybakov and
van de Geer [94] considered estimating the classifier by minimizing the em-
pirical misclassification risk, which is computationally infeasible due to the
discreteness of the 0-1 loss. Under the smoothness assumption on the condi-
tional class probability, Audibert and Tsybakov [3] estimated the conditional
class probability using a local polynomial estimator and obtained a plug-in
classifier. Finding the best plug-in classifier, however, requires searching in
a given sieve, which is computationally demanding. In contrast, learning a
DNN is relatively straightforward owing to the gradient descent algorithm,
despite a risk of arriving at bad local minima. We prove that the estima-
tion of a classifier based on the DNN with the hinge loss can achieve fast
convergence rates under various situations.
We consider three cases regarding a true classifier: (1) a smooth bound-
ary, (2) smooth conditional class probability, and (3) the margin condition
(i.e., the probability of the inputs near the decision boundary is small). We
prove that the DNN classifier can achieve fast convergence rates for all of
these three cases if the architecture (i.e., the number of layers, number of
nodes, and sparsity of the weights) of the DNN is carefully selected. In par-
ticular, the DNN classifier is minimax optimal for a smooth decision bound-
ary or a smooth conditional class probability, and achieves faster conver-
gence rates under the margin condition. To the best of the authors’ knowl-
edge, no other estimator achieves fast convergence rates for these three cases
simultaneously.
The cross-entropy is the standard objective function used in learning a
DNN, and is an empirical risk with respect to the logistic loss (i.e., the nega-
tive log-likelihood of the logistic model). Learning a DNN with the logistic
loss performs quite well in practice. We justify the use of the logistic loss in
learning a DNN by showing that the corresponding classifier also achieves
a fast convergence rate under certain conditions on the underlying distribu-
tion. By small experiments, we illustrate that these assumptions are reason-
able for image recognition.
The remainder of this chapter is organized as follows. Section 1.2 de-
scribes the hinge loss and DNN classifier. Section 1.3 derives the conver-
gence rates of the excess risk of the DNN classifier for the aforementioned
three cases regarding a true model. The fast convergence rate of the DNN
classifier with the cross-entropy is derived in Section 1.5, and concluding
remarks follow in Section 1.6. All the proofs are gathered in Section 1.7
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1.1.1 Notation
We denote by 1(·) the indicator function. Let R be the set of real numbers
and N be the set of natural numbers. For m ∈ N, we let [m] := {1, . . . , m}.
For two given sequences {an}n∈N and {bn}n∈N of real numbers, we write
an . bn if there exists a constant C > 0 such that an ≤ Cbn for all sufficiently
large n. In addition, we write ab  bn if an . bn and an & bn.
For a function f : X → R, where X denotes the domain of the function,
let ‖ f ‖∞ := supx∈X | f (x)|. For a given subset B of X , we let ‖ f ‖∞,B :=
supx∈B | f (x)|.
Let m = (m1, . . . , md) ∈ Nd0 be a multiple index, where N0 := N ∪ {0}.
We define |m| := m1 + · · ·+ md and xm := xm11 · · · x
md
d for a multiple index










and for s ∈ (0, 1], let
[ f ]s,X := sup
x,y∈X ,x 6=y
| f (x)− f (y)|
|x− y|s .
We denote by Cm(X ) and m ∈ N, the space of m times differentiable func-
tions on X whose partial derivatives of order m with |m| ≤ m are continu-
ous. The Hölder space of order α is defined as
Hα(X ) =
{
f ∈ Cbαc(X ) : ‖ f ‖Hα(X ) < ∞
}
,
where ‖ f ‖Hα(X ) denotes the Hölder norm defined by
‖ f ‖Hα(X ) := max|m|≤bαc
‖∂m f ‖∞,X + max
|m|=bαc




f ∈ Cbαc(X ) : ‖ f ‖Hα(X ) ≤ r
}
,
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which is a closed ball in the Hölder space of radius r with respect to the
Hölder norm.
1.2 Estimation of the classifier with DNNs
We consider a binary classification problem. The (training) data are given
as (X1, Y1), . . . , (Xn, Yn), where Xi ∈ X ⊂ Rd are input vectors, and Yi ∈
{−1, 1} are class labels. Here, for simplicity, we setX = [0, 1]d; however, this
can be extended to any compact subset of Rd. We assume that (Xi, Yi) are
independent copies of a random vector (X, Y) ∼ P for a certain probability
measure P. We let PX be the marginal distribution of X induced by the joint
distribution P and call input distribution. We denote the conditional class
probability by η(·), that is, we let
η(x) := P(Y = 1|X = x). (1.2.1)
1.2.1 About the hinge loss
Before going further, we will first explain technical advantages of the hinge
loss to derive fast convergence rates.
For a given real valued function f defined on X , we consider the classi-
fier C f as C f (x) = sign f (x) for x ∈ X . Then, the 0-1 risk or simply risk of f
is defined as
E( f ) := E
[




1(Y f (x) < 0)
]
,
where 1(·) is 1 if (·) is true, and is 0 otherwise. Let C∗ be the Bayes classifier




where F denotes the set of all measurable real-valued functions on X .
One of the well-studied approaches to estimate C∗ is the empirical risk
minimization which estimates C∗ by C f̂ , where f̂ is the minimizer of the
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empirical 0-1 risk defined by






1(Yi f (Xi) < 0),
over Fn. Here Fn denotes a given class of real-valued functions (i.e., a sieve)
depending on the sample size n.
The empirical risk minimization procedure is theoretical optimal in many
cases [e.g., 63, 93, 3], in practice, however, such a procedure is not compu-
tationally feasible because minimizing the empirical risk with the 0-1 loss
is NP hard [6]. An alternative approach is to replace the 0-1 loss with other
computationally easier losses so-called surrogate losses. For a given sur-
rogate loss φ, we estimate C∗ by C f̂φ,n , where f̂φ,n is the minimizer of the
empirical φ-risk (or empirical surrogate risk) defined as







over Fn. Note that the empirical φ-risk converges to the population φ-risk
defined as
Eφ( f ) := E(φ(Y f (X)))
and so we expect that the excess φ-risk (or excess surrogate risk)
Eφ( f̂φ,n, f ∗φ ) := Eφ( f̂φ,n)− Eφ( f ∗φ )
is small, where f ∗φ = argmin f∈F Eφ( f ). However, the classification perfor-
mance of f̂φ,n is measured by the excess risk defined as
E( f̂φ,n, C∗) := E( f̂φ,n)− E(C∗).
In general, the fast convergence rate of the excess φ-risk does not always
imply the fast convergence rate of the excess risk.
Zhang [103] and Bartlett et al. [6] proved that if the surrogate loss φ is
Fisher consistent (i.e., sign( f ∗φ (x)) = C
∗(x) for any x ∈ X ), the following
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inequality between the excess risk and excess φ-risk holds: there exist con-
stants C > 0 and ρ ∈ (0, 1], which depend on the surrogate loss φ, such
that
E( f , C∗) ≤ CEφ( f , f ∗φ )ρ (1.2.2)
for any measurable real-valued function f . Moreover, Bartlett et al. [6] showed
that ρ = 1 for the hinge loss and so the convergence rate of the excess risk
can be derived directly from the convergence rate of the excess φ-risk. This
tool kit could not be applied to the logistic loss since ρ < 1.
Another advantage of the hinge loss is that the minimizer of the hinge
risk is the Bayes classifier itself, that is, f ∗φ = C
∗. This property of the hinge
loss makes it possible to analyze the behaviour of the excess risk only with
some conditions on the Bayes classifier such as the smooth decision bound-
ary condition assumed by [63, 93, 94]. In contrast, for the logistic loss we
have f ∗φ (x) = log(η(x)/(1− η(x))) which is the monotone transformation
of the conditional class probability function η(x) := P(Y = 1|x = x) [35],
and hence we need some conditions on the conditional class probability
function η which is a larger object than the decision boundary.
1.2.2 Learning DNN with the hinge loss
We consider DNNs that take d-dimensional inputs and produce one-dimensional
outputs. A DNN with L many layers, and {N(l), l ∈ [L]}many nodes at each
layer, is defined as










h(l)j (x) = σ(z
(l)
j (x))
for l = 1, . . . , L and
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with N(0) = d and h(0)k (x) = xk. We consider the ReLU activation function
σ(z) = (z)+. We denote f (x) as f (x|θ), where θ = ((W(l), b(l)))l∈[L+1] is the
parameter set including all weights and biases.
For the given θ, let L(θ) be the number of layers in θ. Let Nmax(θ) be
the maximum number of nodes, that is, f (·|θ) has at most Nmax(θ) nodes at








where vec(W(l)) transforms the matrix W(l) into the corresponding vec-
tor by concatenating the column vectors. Similarly, we define ‖θ‖∞ as the










For a given n, we consider the class of DNNs such that
FDNN(Ln, Nn, Sn, Bn, Fn)
:=
{
f (·|θ) : L(θ) ≤ Ln, Nmax(θ) ≤ Nn, ‖θ‖0 ≤ Sn, ‖θ‖∞ ≤ Bn, ‖ f (·|θ)‖∞ ≤ Fn
}
where the positive constants Ln, Nn, Sn, Bn, and Fn are specified later.
We let f̂ DNNφ,n be the minimizer of Eφ,n( f ) over FDNN(Ln, Nn, Sn, Bn, Fn) for
a given surrogate loss φ, i.e.,







φ(Yi f (Xi)). (1.2.3)
In the following section, we prove the fast convergence rates of f̂ DNNφ,n for
various cases of the true model when φ is the hinge loss and Ln, Nn, Sn, Bn,
and Fn are carefully selected. For detailed formulas of Ln, Nn, Sn, Bn, and Fn
in terms of the sample size n, see the proofs of the corresponding theorems
in Section 1.7.
12 Chapter 1. Fast classification with deep neural networks
1.3 Fast convergence rates of DNN classifiers with
the hinge loss
In this section, we consider the hinge loss and derive the convergence rates
of the excess risk of f̂ DNNφ,n .
Throughout this chapter, we always assume the Tsybakov noise condi-
tion [63, 93].
Assumption N. There exist cN > 0 and q ∈ [0, ∞] such that for any t > 0
P
(
{X : |2η(X)− 1| ≤ t}
)
≤ cNtq. (1.3.1)
We call the constant q in (1.3.1) the noise exponent.
We consider three cases regarding a true model: (1) smooth class condi-
tional probability, (2) a smooth decision boundary, and (3) the margin condi-
tion. We derive fast convergence rates of the DNN classifier using the hinge
loss for all three cases.
1.3.1 Case 1: Smooth conditional class probability
We first assume that η(x) is smooth. That is, η(·) ∈ Hβ,r([0, 1]d) for some
β > 0 and r > 0. The following theorem provides the convergence rate of
the excess risk of the DNN classifier.
Theorem 1.3.1. Let PNq be a set of distributions on [0, 1]d × {−1, 1} satisfying
Assumption N with the noise exponent q ∈ [0, ∞]. If the surrogate loss φ is the
hinge loss, the classifier f̂ DNNφ,n defined by (1.2.3) with Fn = 1 and carefully selected














where the expectation is taken over the training data.
Proof. See Section 1.7.4.
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Audibert and Tsybakov [3] showed that when η(·) ∈ Hβ([0, 1]d), the












Hence, the convergence rate (1.3.2) is minimax optimal up to a logarithmic
factor.
1.3.2 Case 2: Smooth boundary
In this case, we impose the smoothness on the decision boundary not on the
conditional class probability function. To this, we introduce the notion of
piecewise constant functions with smooth boundaries. We adopt the nota-
tions and definitions from [76] and [46]. For g ∈ Hα,r([0, 1]d−1) and j ∈ [d],
we define a horizon function Ψg,j : [0, 1]d → {0, 1} as
Ψg,j(x) := 1(xj ≥ g(x−j)),
where x−j := (x1, . . . , xj−1, xj+1, . . . , xd). For each horizon function, we de-
fine the corresponding basis piece Ig,j as
Ig,j :=
{
x ∈ [0, 1]d : Ψg,j(x) = 1
}
.
We define a piece by the intersection of K basis pieces. The set of pieces is
denoted by
Aα,r,K :=
A ⊂ [0, 1]d : A = K⋂
k=1
Igk,jk , gk ∈ H
α,r([0, 1]d−1), jk ∈ [d]
 .





1(x ∈ At)− 1,
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for T ∈ N and disjoint subsets A1, . . . , AT of X in Aα,r,K. In this subsection,
we assume that the Bayes classifier belongs to Cα,r,K,T.
If most of the data are very close to the decision boundary, any estimator
fails to learn the decision boundary rightly. To prevent this situation, we
additionally assume that the input distribution has a uniformly bounded
density.
Assumption D. The input distribution PX admits a density pX with respect
to Lebesgue measure and pX is uniformly bounded.
The following theorem proves the convergence rate of the excess risk of
the DNN classifier with the hinge loss.
Theorem 1.3.2. Let PN,Dq be a set of distributions on [0, 1]d × {−1, 1} satisfying
Assumption N with the noise exponent q ∈ [0, ∞] and Assumption D. If the surro-
gate loss φ is the hinge loss, the classifier f̂ DNNφ,n defined by (1.2.3) with Fn = 1 and














where the expectation is taken over the training data.
Proof. See Section 1.7.5.












where the infimum is taken over all classifiers f̂n : ([0, 1]d × {−1, 1})n 7→ F
and F is a set of all measurable functions. Unfortunately, the convergence
rate of (1.3.3) is not minimax optimal. However, we can improve the conver-
gence rate further by assuming an additional condition on the conditional
class probability η(x) as is done by [94].
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there exist ε0 > 0 and cR > 0 such that for any ε ∈ (0, ε0],
sup
C∈C(ε,C∗)
E(C, C∗) ≤ cRε(q+1)/q, (1.3.5)










x ∈ ∩Kk=1 Igt,k,j∗t,k
)




‖gt,k − g∗t,k‖∞ ≤ ε
}
.
Remark 1.3.1. By the property of the symmetric difference operator 4, we
have that for C(x) = 2 ∑Tt=1 1
(
x ∈ ∩Kk=1 Igt,k,j∗t,k
)
− 1,


















By Assumption D, which allows us to interchange PX and Lebesgue mea-





≤ c1‖gt,k − g∗t,k‖1.
That is, Assumption D provides the looser upper bound of the excess risk
given below than the one given in (1.3.5):
sup
C∈C(ε,C∗)
E(C, C∗) ≤ cRε.
Remark 1.3.2. Tarigan and Van De Geer [88] provided the following suffi-
cient condition for Assumption R when T = 1 and K = 1: there is a constant
16 Chapter 1. Fast classification with deep neural networks
c0 > 1 such that
|2η(x)− 1| ≤ c0|xj − g∗(x−j)|1/q (1.3.6)
for any x ∈ [0, 1]d. This condition imposes a certain smoothness on η(x) near
the decision boundary. We generalizes (1.3.6) for T ≥ 1 and K ≥ 1 as




∣∣∣xj∗t,k − g∗t,k(x−j∗t,k)∣∣∣1/q (1.3.7)
for any x ∈ [0, 1]d. It can be shown that Assumption R holds under (1.3.7)
similarly to the proof of Lemma 4.1. of [88].
The following theorem proves the minimax convergence rate of the DNN
classifier under Assumption R.
Theorem 1.3.3. Let PN,Rq be a set of distributions on [0, 1]d × {−1, 1} satisfying
Assumption N with the noise exponent q ∈ [0, ∞] and Assumption R. If the surro-
gate loss φ is the hinge loss, the classifier f̂ DNNφ,n defined by (1.2.3) with Fn = 1 and














where the expectation is taken over the training data.
Proof. See Section 1.7.6.
Now, the convergence rate (1.3.8) is minimax optimal up to a logarith-
mic factor. The estimators of [93] and [94] also achieved the minimax lower
bound, but they considered the empirical 0-1 risk minimizer, which is not
computationally feasible.
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1.3.3 Case 3: Margin condition
The convergence rate (1.3.8) can be improved if we assume that the density
of an input variable is small around the decision boundary. Let
D∗ := {x : η(x) = 1/2}
and
dist(x, D∗) := inf
x∗∈D∗
‖x− x∗‖2
where ‖ · ‖2 denotes the Euclidian norm. We introduce the following condi-
tion on the probability measure PX.
Assumption M. There exist cM > 0, ε0 > 0, and γ ∈ [1, ∞] such that for any
ε ∈ (0, ε0],
P
(
{X : dist(X, D∗) ≤ ε}
)
≤ cMεγ. (1.3.9)
We call the constant γ the margin exponent.
Assumption M is considered by [84] who proves that the support vector
machine with the Gaussian kernel achieves a fast convergence rate under
Assumption M. The following theorem proves that a similar convergence
rate can be achieved using the DNN classifier.
Theorem 1.3.4. Let PN,Mq,γ be a set of distributions on [0, 1]d × {−1, 1} satisfying
Assumption N with the noise exponent q ∈ [0, ∞] and Assumption M with the
margin exponent γ ∈ [1, ∞]. If the surrogate loss φ is the hinge loss, the classifier















where the expectation is taken over the training data.
Proof. See Section 1.7.7.
Remark 1.3.3. Theorem 1.3.4 does not assume Assumption D. Assuming
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Assumption M alone is sufficient to prevent situations where most of the
data are very close to the decision boundary.
An interesting feature of the convergence rate (1.3.10) is that the depen-
dency of the input dimension d diminishes as γ increases. In the extreme
case where γ → ∞, the convergence rate becomes n−(q+1)/(q+2) up to the
logarithm factor, which depends on neither the smoothness of the boundary
nor the dimension of the input. This partly explains why the DNN classifier
works well with high-dimensional inputs such as images.
To investigate the validity of the margin condition, we explore the area
near the decision boundary obtained by “5” and “7” characters of the MNIST
dataset. We first estimate the density of the dataset by use of the PixelCNN
[96]. Then we sample 200 images from the two classes “5” and “7” and gen-
erate artificial samples near the decision boundary based on the adversarial
training method proposed by [48]. Finally, we compare the log-density val-
ues of the sampled real images and artificial images. Figure 1.1 draw some
representative real and artificial images and the boxplots of the log-density
values. It is obvious that the log-density values of the artificial images are
much lower than those of the real images, which suggests that the assump-
tion of a large margin exponent is not too absurd.
Another interesting observation is that some artificial images look real
images even though most images are blurred versions of real images. This
fact indicates that there are images which do not exist in reality but similar
to real images. That is, classification and generation would be quite different
subjects.
1.4 Adaptive estimation
In practice, we do not know the smoothnees parameter α (or β) of the true
decision boundary (or the true conditional class probability) that affects the
choice of the DNN architecture parameters Ln, Nn, Sn and Bn. We may se-
lect them data-adaptively. For example, a model selection approach can be
applied.
For simplicity, we focus on the smooth boundary case with q = ∞.
For given ω > 0, let ξn,ω = (log n3/n)ω/(ω+d−1), which is the conver-
gence rate of the excess risk of the DNN classifier with the hinge loss when
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(A) Real images
(B) Artificial images
(C) Boxplots of the log densities
FIGURE 1.1: Input density estimation for real and artificial im-
ages generated near the decision boundary. (a) and (b) are rep-
resentative samples of real and artificial images, respectively
and (c) is the boxplots of the log-densities of the real and arti-
ficial images
C∗ ∈ Cω,r,K,T given in Theorem 1.3.2. Let Ln,ω, Nn,ω, Sn,ω and Bn,ω be the
DNN architecture parameters corresponding to the convergence rate ξn,ω,
which are given by
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where
FDNNn,ω := FDNN(Ln,ω, Nn,ω, Sn,ω, Bn,ω, 1)





Eφ,n( f̂n,ω) + penn(ω)
]
, (1.4.1)
where penn(ω) is a penalty function. The next theorem states that f̂n,ω̂ with
a suitable choice of An and the penalty function can attain the fast conver-
gence rate.
Theorem 1.4.1. Let PN,D∞ be a set of distributions on [0, 1]d × {−1, 1} satisfying
Assumption N with the noise exponent q = ∞ and Assumption D. Let φ be the










< ω < τ
}
.
Let (zω)ω∈An be a sequence of positive real numbers such that ∑ω∈An e
−zω ≤ 1.
If we let the penalty function be
penn(ω) =(Sn,ω + 1)
20(250)2Ln,ω log
{



























for any α ∈ (1/τ, τ), where the expectation is taken over the training data.
Proof. See Section 1.7.8.
Remark 1.4.1. We introduce τ in Theorem 1.4.1 to make the proof simpler.
We can extend it to τ = ∞ but it requires messy calculations of the con-
stant terms L0, N0, S0, B0 in Proposition 1.7.7 because those constant terms
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depend on ω. By letting ω ∈ (1/τ, τ), we can let the constant terms uni-
formly bounded and hence ignore them.
1.5 Use of the logistic loss
In this section, we prove that the convergence rate of the excess risk of the
DNN estimator with the logistic loss can be fast when the noise exponent
q and margin exponent γ are large. To be more specific, we assume the fol-
lowing two conditions instead of Assumption N and Assumption M:
Assumption N′. There exists a constant η0 ∈ (0, 1) such that
P({X :
∣∣2η(X)− 1∣∣ ≤ η0}) = 0.
Assumption M′. There exists a constant m0 > 0 such that
P
(
{X : dist(X, D∗) ≤ m0}
)
= 0
These two conditions are the essentially the same as that q = ∞ and
γ = ∞ in Assumption N and Assumption M.
These two conditions are expected to hold in many image recognition
problems. The validity of Assumption M′ has been already explained in
Section 1.3.3. For Assumption N′, in Figure 1.2 we draw the histogram of
the conditional class probabilities of the test data of CIFAR10 data estimated
by a convolutional neural network (CNN) with the logistic loss. Most of
conditional class probabilities are close to either 0 or 1 and very few are
around 0.5, which illustrates that the Assumption N′ is not too strange.
In the following theorem, we derive a fast convergence rate for the DNN
classifier with the logistic loss.
Theorem 1.5.1. Let PN,M∞,∞ be a set of distributions on [0, 1]d × {−1, 1} satisfying
Assumption N′ and Assumption M′. Let φ(z) = log(1 + exp(−z)). Then there
exist positive constants L0, N0, S0, B0 and F0 such that the estimator f̂ DNNφ,n given
by
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FIGURE 1.2: Histogram of the conditional class probabilities
estimated using a DNN with the logistic loss for CIFAR10
data. The blue bins are for the ‘dog’ samples, and the red bins
indicate the ‘cat’ samples.











for any κ > 0, where the expectation is taken over the training data,
Proof. See Section 1.7.9.
We compare the performance of the two classifiers learned using the
two surrogate losses - the logistic loss and the hinge loss. We analyze three
benchmark datasets for image recognition, that is, MNIST, SVHN, and CI-
FAR10, where for each dataset we select two classes that are most difficult
to recognize. The data descriptions and selected classes are summarized in
Table 1.1.
For the MNIST dataset, we used a DNN with five hidden layers, whose
numbers of nodes were 1200, 600, 300, 150, and 150, respectively. All hidden
layers are followed by batch normalization [47]. In addition, for the SVHN
and CIFAR10 datasets, we used the CNN models whose architectures are
provided in Table 1.2. The Adam is used for optimization with the learning
rate 10−3.
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TABLE 1.1: Data summary
Data # of training data # of test data Input dim. Selected classes
MNIST 60,000 10,000 28× 28 ‘5’ vs. ‘7’
SVHN 73,257 26,032 3× 32× 32 ‘4’ vs. ‘9’
CIFAR10 60,000 50,000 3× 32× 32 ‘cat’ vs. ‘dog’
TABLE 1.2: CNN models used in our experiments over SVHN
and CIFAR-10. All convolutional (conv.) and fully connected
(FC) layers are followed by the batch normalization.
SVHN CIFAR10
32× 32 RGB images
3× 3 conv. 64 ReLU 3× 3 conv. 96 ReLU
3× 3 conv. 64 ReLU 3× 3 conv. 96 ReLU
3× 3 conv. 64 ReLU 3× 3 conv. 96 ReLU
2× 2 max-pool, stride 2
dropout, p = 0.5
3× 3 conv. 128 ReLU 3× 3 conv. 192 ReLU
3× 3 conv. 128 ReLU 3× 3 conv. 192 ReLU
3× 3 conv. 128 ReLU 3× 3 conv. 192 ReLU
2× 2 max-pool, stride 2
dropout, p = 0.5
3× 3 conv. 128 ReLU 3× 3 conv. 192 ReLU
1× 1 conv. 128 ReLU 1× 1 conv. 192 ReLU
1× 1 conv. 128 ReLU 1× 1 conv. 192 ReLU
global average pool, 6× 6→ 1× 1
FC 128→ 1 FC 192→ 1
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TABLE 1.3: Test errors of the classifiers learned using the hinge
and logistic losses with various training data sizes.
Data # of training Hinge loss Logistic losssamples per each class Mean SE Mean SE
MNIST
50 0.9318 0.0078 0.9359 0.0100
500 0.9806 0.0031 0.9799 0.0024
5000 0.9929 0.0006 0.9925 0.0005
SVHN
50 0.7877 0.0698 0.7851 0.0798
500 0.9500 0.0061 0.9545 0.0063
5000 0.9796 0.0011 0.9801 0.0014
CIFAR10
50 0.6628 0.0123 0.6698 0.0096
500 0.7758 0.0090 0.7804 0.0081
5000 0.8760 0.0064 0.8788 0.0047
Table 1.3 summarizes the test data error rates for various sizes of training
data. The results are the averages (and standard errors) of 100 randomly
selected training data, which amply show that the two estimators compete
well with each other.
1.6 Concluding remarks
We showed that a DNN is very flexible in the sense that it achieves fast con-
vergence rates for various cases regarding a true model. It is interesting to
note that a DNN is not only good at the case of a smooth decision bound-
ary but also the case of a smooth conditional class probability. In addition, a
DNN can fully utilize the margin condition.
We showed that using the logistic loss is promising under the two rather
strong conditions. This limitation is mainly due to technical difficulties, and
we believe that the logistic loss works well for other cases. We will pursue
this issue in near future.
We did not consider a computational issue in this chapter. Learning a
DNN with a sparsity constraint has not been fully studied, although various
methods have been proposed (e.g., [61], [43], [97], [34] and [62]). A learning
algorithm that supports our theoretical results will be worth pursuing.
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1.7 Proofs
1.7.1 Complexity of a class of DNNs
In this section, we introduce the complexity measures of a given class of
functions which are needed for the proofs. Let ‖ · ‖p for 1 ≤ p < ∞ be de-
fined as ‖ f ‖p :=
(∫
X | f (x)|
pdµ(x)
)1/p
, where µ denotes Lebesgue measure
and ‖ f ‖∞ := supx∈X | f (x)|.
Let F be a given class of real-valued functions defined on X . Let δ > 0
and p ∈ [1, ∞]. A collection { fi ∈ F : i ∈ [N]} is called a δ-covering set of F
with respect to the Lp norm if, for all f ∈ F , there exists fi in the collection
such that ‖ f − fi‖p ≤ δ. The cardinality of the minimal δ-covering set is
called the δ-covering number ofF with respect to the Lp norm, and is denoted
by N (δ,F , ‖ · ‖p), that is,
N (δ,F , ‖ · ‖p) := inf




where Bp( fi, δ) := { f ∈ F : ‖ f − fi‖p ≤ δ}.
A collection of pairs {( f Li , f Ui ) ∈ F ×F : i ∈ [N]} is called a δ-bracketing
set of F with respect to the Lp norm if ‖ f Ui − f Li ‖ ≤ δ for all i ∈ [N], and
for any f ∈ F , there is a pair ( f Li , f Ui ) in the collection such that f Li ≤ f ≤
f Ui . The cardinality of the minimal δ-bracketing set is called the δ-bracketing
number of F with respect to the Lp norm, and is denoted byNB(δ,F , ‖ · ‖p).
The δ-bracketing entropy denoted by HB(δ,F , ‖ · ‖p) is the logarithm of the
δ-bracketing number, i.e., HB(δ,F , ‖ · ‖p) := logNB(δ,F , ‖ · ‖p).
For any δ > 0, it is known (see, for example, Lemma 2.1 of [95]) that
logN (δ,F , ‖ · ‖p) ≤ HB(δ,F , ‖ · ‖p)
for any p ∈ [1, ∞), and
HB(δ,F , ‖ · ‖p) ≤ logN (δ/2,F , ‖ · ‖∞) (1.7.1)
provided that µ(X ) = 1.
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The following proposition states the upper bound of the δ-entropy of a
neural network function space.
Proposition 1.7.1 (Lemma 3 of [87], Lemma 5 of [80]). For any δ > 0,
logN
(
δ,FDNN(L, N, S, B, ∞), ‖ · ‖∞
)
≤ 2L(S + 1) log
(




where B ∨ 1 = max{B, 1}.
1.7.2 Convergence rate of the excess surrogate risk for gen-
eral surrogate losses
In this subsection, we derive the convergence rate of the excess φ-risk un-
der regularity conditions, which is used repeatedly in the following sub-
sections. The regularity conditions and techniques of the proof are minor
modifications of those in [74]; however, we present the complete conditions
and proof for the sake of readers’ convenience.
We assume the following conditions.
(A1) φ is Lipschitz, i.e., there exists a constant c1 > 0 such that |φ(z1) −
φ(z2)| ≤ c1|z1 − z2| for any z1, z2 ∈ R.
(A2) For a positive sequence {an}n∈N, there exists a sequence of function
classes {Fn}n∈N such that
Eφ( fn, f ∗φ ) ≤ an
for some fn ∈ Fn.
(A3) There exists a sequence {Fn}n∈N with Fn & 1 such that sup f∈Fn ‖ f ‖∞ ≤
Fn.
1.7. Proofs 27




φ(Y f (X))− φ(Y f ∗φ (X))
}2]
≤ c2F2−νn {Eφ( f , f ∗φ )}ν
for a constant c2 > 0 depending only on φ and η(·).
(A5) There exists a sequence {δn}n∈N such that






for some constant c3 > 0, with {Fn}n∈N in (A2), {Fn}n∈N in (A3), and
ν in (A4).
For a proof of the general convergence result, we apply the large devia-
tion inequality of [81] presented in Lemma 1.7.2.
Lemma 1.7.2 (Theorem 3 of [81]). Let F be the class of functions bounded above
by F. Assume that E f (Z) = 0 for any f ∈ F and v ≥ sup f∈F Var( f (Z)) for
some v > 0. Suppose that there exists ζ > 0 such that
(C1) HB(v1/2,F , ‖ · ‖2) ≤ ζnM2/(8(4v + MF/3)),
(C2) M ≤ ζv/(4F), v1/2 ≤ F,

















( f (Zi)− E f (Zi)) ≥ M




where P∗ denotes the outer probability measure.
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The following theorem is the main result of this section, which gives the
convergence rate of the excess φ-risk.
Theorem 1.7.3. Suppose that the conditions (A1)-(A5) are met. Let {an}n∈N be a
sequence in (A2) and {δn}n∈N be a sequence in (A5) with c3 = 2−11−6νcν−21 / max{c2(1+
4ν), 64(2c1)2−ν}, where c1 and c2 are constants appearing in (A1) and (A4), re-




Eφ( f̂φ,n, f ∗φ ) ≥ ε2n
)
. exp(−cn(ε2n/Fn)2−ν),
for some universal constant c > 0.
Proof. We define the following empirical process







φ(Yi fn(Xi))− φ(Yi f (Xi))− E
{




where fn ∈ Fn is a function such that Eφ( fn, f ∗φ ) ≤ an.
Since f̂φ,n minimizes Eφ,n( f ) = 1n ∑
n
i=1 φ(Yi f (Xi)),
P
{










{φ(Yi fn(Xi))− φ(Yi f (Xi))} ≥ 0
 .
Let us define
Fn,i := { f ∈ Fn : 2i−1ε2n ≤ Eφ( f , f ∗φ ) < 2iε2n}.
Note that for i ∈ N such that 2i−1ε2n > 2c1Fn, Fn,i is an empty set. This is
because for any f ∈ Fn, ‖ f ‖∞ ≤ Fn, and thus Eφ( f , f ∗φ ) ≤ E|φ(Y f (X)) −





n = inf{i ∈ N : 2i−1ε2n > 2c1Fn}. Thus, we only
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deal with Fn,i for i ≤ i∗n. Because Eφ( fn, f ∗φ ) ≤ an ≤ ε2n/2, we have
inf
f∈Fn,i
E{φ(Y f (X))− φ(Y fn(X))} = inf
f∈Fn,i
{Eφ( f , f ∗φ )− Eφ( fn, f ∗φ )} ≥ 2i−2ε2n.
We introduce the notation Mn,i = 2i−2ε2n for a concise expression. By the
triangle inequality and (A4), we obtain the following variance bound
sup
f∈Fn,i




Eφ( f , f ∗φ )ν + Eφ( fn, f ∗φ )ν

≤ c2(1 + 4ν)F2−νn (2i−2ε2n)ν
















Zn( f ) ≥ Mn,i
 . (1.7.5)
To bound the right-hand side of (1.7.5), we apply Lemma 1.7.2 to the class
of functions
Hn,i := {(x, y) 7→ φ(y fn(x))− φ(y f (x)) : f ∈ Fn,i},





D2, D2 := max{c2(1 + 4ν), 64(2c1)2−ν}.
Note that for any h ∈ Hn,i, ‖h‖∞ ≤ c1‖ fn− f ‖∞ ≤ 2c1Fn and suph∈Hn,i Var(h(X, Y)) ≤
c2(1 + 4ν)F2−νn Mνn,i by (1.7.4). Since D1 ≥ 2c1 and D2 ≥ c2(1 + 4ν), we
have suph∈Hn,i ‖h‖∞ ≤ D1Fn and suph∈Hn,i Var(h(X, Y)) ≤ vn,i. Now we
will check (C1), (C2) and (C3) of Lemma 1.7.2. Because Mn,i ≤ 2c1Fn for any
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Therefore, (C2) in Lemma 1.7.2 holds.
For (C3), we first note that
HB(δ,Hn,i, ‖ · ‖2) ≤ HB(δ/c1,Fn,i, ‖ · ‖2) ≤ HB(δ/c1,Fn, ‖ · ‖2),
where the first inequality follows from (A1) and the second inequality fol-
lows from Fn,i ⊂ Fn. Because
∫ v1/2n,i
ζMn,i/32














B (Mn,1/(64c1),Fn, ‖ · ‖2)

































c1/27. Hence (C3) of Lemma 1.7.2 is satisfied. Furthermore, (1.7.6) implies
that




















where the last inequality is due to that v1/2n,i ≥ Mn,i/8. On the other hand,







which is larger than 172×217
M2n,i
vn,i
n. Hence (C1) of Lemma 1.7.2 is met.
Applying Lemma 1.7.2 to eachHn,i, (1.7.5) is further bounded as
P
{























for some positive constants c4, c5, and c6, which leads to the desired result.
1.7.3 Generic convergence rate for the hinge loss
We derive the convergence rate of the excess risk of the hinge loss under the
conditions (A2), (A3), and (A5). Note that (A1) holds with c1 = 1 for the
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hinge loss. We adopt the following lemma for the variance bound (A4).
Lemma 1.7.4 (Lemma 6.1 of [85]). Assume Assumption N with the noise expo-
nent q ∈ [0, ∞]. Assume ‖ f ‖∞ ≤ F for any f ∈ F . For the hinge loss φ, we have
that, for any f ∈ F ,
E
[(
φ(Y f (X))− φ(Y f ∗φ (X))
)2]









‖(2η − 1)−1‖qq,∞ + 1
)
1(q > 0) + 1 and ‖(2η − 1)−1‖qq,∞ is de-
fined by





{X : |(2η(X)− 1)−1| > t}
))
.
Theorem 1.7.5. Let φ be the hinge loss. Assume Assumption N with the noise
exponent q ∈ [0, ∞], and that (A2),(A3), and (A5) are met. Let ε2n  max{an, δn}.
Assume that n(ε2n/Fn)(q+2)/(q+1) & log
1+κ n for an arbitrarily small constant






where the expectation is taken over the training data.
Proof. By Zhang’s inequality (Theorem 2.31 of [84]), we have
E( f̂φ,n, C∗) ≤ Eφ( f̂φ,n, f ∗φ ).




E( f̂φ,n, C∗) ≥ ε2n
)
. exp(−cn(ε2n/Fn)(q+2)/(q+1))
for some universal constant c > 0. Since E( f̂φ,n, C∗) is bounded above by 1,
the preceding display and the assumption n(ε2n/Fn)(q+2)/(q+1) & log
1+κ n
imply the desired result.
1.7. Proofs 33
1.7.4 Proof of Theorem 1.3.1
We first introduce the smooth function approximation result of DNNs.
Proposition 1.7.6. For any function f ∈ Hβ,r([0, 1]d) and any sufficiently small
ξ > 0, there exists a neural network
f ◦ ∈ FDNN
(
L0 log (1/ξ) , N0ξ−d/β, S0ξ−d/β log (1/ξ) , 1, F0
)
such that
‖ f ◦ − f ‖∞ ≤ ξ, (1.7.8)
where the constants L0, N0, S0, and F0 depend only on d, β and r.
Proof. Theorem 5 of [80] proves that for any f ∈ Hβ,r([0, 1]d) and any in-
tegers m ≥ 1 and M ≥ (β + 1)d ∨ (r + 1)ed, there exists a neural network
f ◦ ∈ FDNN(L, N, S, 1, ∞) such that∥∥ f ◦ − f∥∥∞ ≤ (2r + 1)(1 + d2 + β2)6dM2−m + r3βM−β/d,
where L = 8 + (m + 5)(1 + dlog2(d ∨ β)e), N = 6(d + dβe)M, and S =
141(d + β + 1)3+dM(m + 6). By letting M = (3−β(2r)−1ξ)−d/β and
m = log2
(
(2r + 1)(1 + d2 + β2)6d(3−β(2r)−1ξ)−d/β(2/ξ)
)
,
we have L . log (1/ξ), N . ξ−d/β, S . ξ−d/β log (1/ξ), and ‖ f ◦− f ‖∞ ≤ ξ.
Finally, because ‖ f ‖∞ ≤ r, we have ‖ f ◦‖∞ ≤ r + ε, and hence we complete
the proof with F0 ≥ r + ξ.
Proof of Theorem 1.3.1. For a given ξn, by Proposition 1.7.6, there exists η◦n
such that ‖η◦n(x)− η(x)‖∞ ≤ ξn with the number of layers . log(1/ξn), the
maximum number of hidden nodes . ξ−d/βn , sparsity . ξ
−d/β
n log(1/ξn),
and the largest absolute value . 1. We construct the neural network fn by
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1 if η◦n(x) ≥ 1/2 + ξn
2(η◦n(x)− 1/2)/ξn − 1 if 1/2 ≤ η◦n(x) < 1/2 + ξn
−1 if η◦n(x) < 1/2.
We let
Xη,ξ := {x : |2η(x)− 1| > ξ}
for ξ > 0. Then, for x ∈ Xη,4ξn , | fn(x)− C∗(x)| = 0 because η◦n(x)− 1/2 =
(η(x) − 1/2) − (η◦n(x) − η(x)) ≥ ξn when 2η(x) − 1 > 4ξn and η◦n(x) −
1/2 < −ξn when 2η(x)− 1 < 4ξn. Therefore, Assumption N implies
E[φ(Y fn(X))− φ(YC∗(X))] =
∫




| fn(x)− C∗(x)||2η(x)− 1|dPX(x)
≤ 8ξnP({X : |2η(X)− 1| ≤ 4ξn})  ξq+1n ,
where the first equality follows from Theorem 2.31 of [84] and the inequality
in the last line holds since ‖ fn(x)‖∞ ≤ 1.
Note that fn ∈ FDNN(Ln, Nn, Sn, Bn, 1) with Ln . log(1/ξn), Nn . ξ−d/βn ,
Sn . ξ
−d/β
n log(1/ξn), and Bn . ξ−1n . If we take ε2n = ξ
q+1
n , by Proposi-
tion 1.7.1, we obtain
logN (ε2n,FDNN(Ln, Nn, Sn, Bn, 1), ‖ · ‖∞)
≤ 2Ln(Sn + 1) log
(
(ε2n)














β(q+1) & n−1 log3(ε−1n ),
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and completes the proof based on Theorem 1.7.5.
1.7.5 Proof of Theorem 1.3.2
The following proposition given by [76] proves that DNNs are good at ap-
proximating piecewise constant functions with smooth boundaries.
Proposition 1.7.7 (Corollary 3.7 of [76]). Let d ≥ 2, α, r > 0, K ∈ N, and
T ∈ N. For any C ∈ Cα,r,K,T and any sufficiently small ξ > 0, there exists a
neural network
f ◦ ∈ FDNN
(
L0 log (1/ξ) , N0ξ−(d−1)/α, S0ξ−(d−1)/α log (1/ξ) , B0ξ−1, 1
)
,
where the positive constants L0, N0, S0 and B0 depend only on d, α, r, K, and T,
such that ∥∥ f ◦ − C∥∥1 ≤ ξ.
Lemma 1.7.8. Assume that P satisfies Assumption D. Let φ is the hinge loss.
Let {ξn}n∈N be a positive sequence such that ξn ↓ 0, and let Ln . log(1/ξn),
Nn . ξ
−(d−1)/α
n , Sn . ξ
−(d−1)/α
n log(1/ξn) and Bn . ξ−1n . Then, there exists
fn ∈ FDNN(Ln, Nn, Sn, Bn, 1) such that
Eφ( fn, f ∗φ ) . ξn.
Proof. By Proposition 1.7.7, there exists fn ∈ FDNN(Ln, Nn, Sn, Bn, 1) such
that ‖ fn − C∗‖ ≤ ξn. Since φ is Lipschitz with constant 1, Assumption D
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implies
Eφ( fn, f ∗φ ) = E[φ(Y fn(X))− φ(YC∗(X))]
≤ E|Y fn(X)−YC∗(X)|
. E| fn(X)− C∗(X)|
. ‖ fn − C∗‖1 . ξn,
which is the desired result.
Proof of Theorem 1.3.2. We will check the conditions (A2), (A3), and (A5) in
Section 1.7.2, and apply Theorem 1.7.5 to complete the proof.
For given ξn, let Ln . log(1/ξn), Nn . ξ
−(d−1)/α
n , Sn . ξ
−(d−1)/α
n log(1/ξn)
and Bn . ξ−1n . Then, (A2) and (A3) hold withFn = FDNN(Ln, Nn, Sn, Bn, 1), an =
ξn and Fn = 1 due to Lemma 1.7.8.
Let ε2n = ξn. Then, by Proposition 1.7.1,
logN (ε2n,FDNN(Ln, Nn, Sn, Bn, 1), ‖ · ‖∞)
≤ 2Ln(Sn + 1) log
(
(ε2n)













α & n−1 log3(ε−1n ),







and completes the proof by Theorem 1.7.5.
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1.7.6 Proof of Theorem 1.3.3
Proof of Theorem 1.3.3. The main idea of the proof is to find fn whose ap-
proximation error is smaller than that in Theorem 1.3.2. For a given ξn > 0,
by Proposition 1.7.6, we have that for any t ∈ [T] and k ∈ [K], there is a
neural network g̃◦n,t,k ∈ FDNN(L′n, N′n, S′n, 1, F0) for some F0 > 0 such that
‖g̃◦n,t,k − g∗t,k‖∞ ≤ ξn/2 with Ln . log(1/ξn), Nn . ξ
−(d−1)/α
n and Sn .
ξ
−(d−1)/α
n log(1/ξn). Let g◦n,t,k = g̃
◦
n,t,k + ξn/2. Then g
◦
n,t,k is a neural network
such that ‖g◦n,t,k − g∗t,k‖∞ ≤ ξn and g◦n,t,k(x) ≥ g∗t,k(x) for any x ∈ [0, 1]d−1.




































− 1 if g◦n,t,k(x−j∗t,k) ≤ xj∗t,k < g
◦
n,t,k(x−j∗t,k) + ξn
−1 if xj∗t,k < g
◦
n,t,k(x−j∗t,k).
Note that ‖ fn,t,k‖∞ ≤ 1.























, ∀k ∈ [K]
}
. (1.7.9)


















1 (x ∈ A◦t )− 1,
where the second inequality is due to that for x ∈ (A◦t )c there exists k ∈ [K]
such that fn,t,k(x) = −1, and thus ∑Kk=1 fn,t,k(x) ≤ K− 2. Let
A∗t :=
{






, ∀k ∈ [K]
}
. (1.7.10)
Since g◦n,t,k(x−j∗t,k) ≥ g
∗
t,k(x−j∗t,k) for any t ∈ [T] and any k ∈ [K], it follows
that A◦t ⊂ A∗t for any t ∈ [T]. Since (A∗t )t∈[T] are disjoint, so are (A◦t )t∈[T].




− 1 ≤ 1 for any x ∈ [0, 1]d and we conclude that
fn(x) ≤ 1 for any x ∈ [0, 1]d.



























































− 1 := C◦n(x).
(1.7.11)
where A◦t,ξn is defined as
A◦t,ξn :=
{










Since A◦t,ξn ⊂ A
◦
t ⊂ A∗t for any t ∈ [T], (A◦t,ξn)t∈[T] are disjoint and hence
C◦n(x) ∈ {−1, 1} for any x ∈ [0, 1]d.
Recall that g◦n,t,k(x−j∗t,k) ≥ g
∗
t,k(x−j∗t,k) for any t ∈ [T] and any k ∈ [K].
Thus for an input x ∈ [0, 1]d such that C∗(x) = −1, there is kt ∈ [K] such
that fn,t,kt(x) = −1 for all t ∈ [T], and hence ∑
K
k=1 fn,t,k(x) ≤ K − 2. Thus,
we conclude that fn(x) = −1 whenever C∗(x) = −1, which implies
| fn(x)− C∗(x)| = | fn(x)− C∗(x)|1{C∗(x) = 1}
≤
∣∣C◦n(x)− C∗(x)∣∣ 1{C∗(x) = 1}
= 21{C◦n(x) 6= C∗(x)}1{C∗(x) = 1}
≤ 21{C◦n(x) 6= C∗(x)},
where the first inequality follows from (1.7.11) and the fact that fn(x) ≤
1. Since
∥∥∥g◦n,t,k + ξn − g∗t,k∥∥∥∞ ≤ 2ξn for any t ∈ [T] and any k ∈ [K], the
condition (R) implies
Eφ( fn, C∗) =
∫
| fn(x)− C∗(x)||2η(x)− 1|dPX(x)
≤ 2
∫





On the other hand, fn ∈ FDNN(Ln, Nn, Sn, Bn, 1) such that with Ln .
log(1/ξn), Nn . ξ
−(d−1)/α
n , Sn . ξ
−(d−1)/α
n log(1/ξn) and Bn . ξ−1n . By
taking ε2n = ξ
(q+1)/q
n , we have
logN (ε2n,FDNN(Ln, Nn, Sn, Bn, 1), ‖ · ‖∞) . (ε2n)−q(d−1)/α(q+1) log3(ε−1n ).





α(q+1) & n−1 log3(ε−1n ),
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and completes the proof by Theorem 1.7.5.
1.7.7 Proof of Theorem 1.3.4
The main technique of the proof is to approximate a piecewise constant
function using a DNN with respect to the supremum norm on a specific
subset of the domain, where this subset depends on the function to be ap-
proximated.






x ∈ [0, 1]d : xjt,k − gt,k(x−jt,k) ≥ 0
}
. (1.7.12)





1(x ∈ At)− 1. (1.7.13)
Let
Act := [0, 1]










x ∈ [0, 1]d : xjt,k − gt,k(x−jt,k) > ξ, ∀k ∈ [K]
}
. (1.7.15)









The following theorem proves that a DNN recovers C(x) exactly onXA1:T ,ξ .
Proposition 1.7.9. Let d ≥ 2, α, r > 0, K ∈N, and T ∈N. For any C ∈ Cα,r,K,T
and a sufficiently small ξ > 0, there exists a neural network
f ◦ ∈ FDNN
(
L0 log (1/ξ) , N0ξ−(d−1)/α, S0ξ−(d−1)/α log (1/ξ) , B0ξ−1, 1
)
,




∣∣ f ◦(x)− C(x)∣∣ = 0.
Proof. The proof is deferred to Section 1.7.10.
Proof of Theorem 1.3.4. Let {ξn}n∈N be a positive sequence such that ξn ↓ 0.




∣∣ fn(x)− C(x)∣∣ = 0
with Ln . log(1/ξn), Nn . ξ
−(d−1)/α
n , Sn . ξ
−(d−1)/α
n log(1/ξn), and Bn .
ξ−1n .
We will show that
X ∗ξ := {x : dist(x, D∗) > ξ} ⊂ XA1:T ,ξ , (1.7.17)
for any ξ > 0. Suppose that x ∈ [0, 1]d \ XA1:T ,ξ . Then there are t ∈ [T] and
k ∈ [K] such that |xjt,k − gt,k(x−jt,k)| ≤ ξ. Let x
∗ be the d-dimensional vector
where the jt,k-th component is equal to gt,k(x−jt,k) and the other components
are the same as the corresponding components of x, i.e., x∗jt,k = gt,k(x−jt,k)
and x∗−jt,k = x−jt,k . Clearly, x
∗ is on the decision boundary D∗. Since ‖x−
x∗‖2 = |xjt,k − gt,k(x−jt,k)| ≤ ξ, it follows that dist(x, D
∗) ≤ ξ, and hence,
x ∈ [0, 1]d \ X ∗ξ , which proves (1.7.17).
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| fn(x)− C∗(x)||2η(x)− 1|dPX(x)
≤ 2P
({




X : X ∈ [0, 1]d \ X ∗ξn
})
≤ 2cMξγn .
By taking ε2n = ξ
γ
n , it follows that
logN (ε2n,FDNN(Ln, Nn, Sn, Bn, 1), ‖ · ‖∞) . (ε2n)−(d−1)/αγ log3(ε−1n ).





αγ & n−1 log3(ε−1n ),








and completes the proof by Theorem 1.7.5.
1.7.8 Proof of Theorem 1.4.1
In this section, we write φ( f ) = φ(Y f (X)) for any f ∈ F for simplicity. We
need the following three lemmas. The first two lemmas are the restatements
of Theorem 4.3 and Lemma 6.1 of [11].
Lemma 1.7.10 (Theorem 4.3 of [11]). Let φ be a loss function and assume that
there exists f ∗ ∈ argmin f∈F Eφ( f ). Let (Fm)m∈M, Fm ⊂ F be a countable
collection of classes of functions and assume there exist the followings:
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• a pseudo-distance ρ on F ;
• a sequence of sub-root functions (ψm)m∈M
• two positive sequences (bm)m∈M and (cm)m∈M;
such that
(H1) ‖φ( f )‖∞ ≤ bm, for any m ∈ M and any f ∈ Fm;
(H2) Var(φ( f )− φ( f ′)) ≤ ρ2( f , f ′) for any f , f ′ ∈ F ;
(H3) ρ2( f , f ∗) ≤ cmEφ( f , f ∗) for any m ∈ M and any f ∈ Fm;
(H4) if u∗m denotes the solution of ψm(u) = u/cm, for any m ∈ M, any f0 ∈ Fm,
and any u ≥ u∗m,
E
 sup
f∈Fm,ρ2( f , f0)≤u
{
(Eφ( f )− Eφ( f0))− (Eφ,n( f )− Eφ,n( f0))
} ≤ ψm(u).
Let (zm)m∈M be a sequence of real numbers such that ∑m∈M e−zm ≤ 1. We assume
that families (bm)m∈M, (cm)m∈M (zm)m∈M are ordered the same way by which
we mean that zm < zm′ implies bm ≤ bm′ and cm ≤ cm′ for any m, m′ ∈ M.
Let K > 1 be some real number to be fixed in advance. Let penn(m) be a penalty















Eφ,n( f̂m) + penn(m)
]
.
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Lemma 1.7.11 (Lemma 6.10 of [11]). Let G be a class of real-valued functions
which is separable in the supremum norm, containing the null function, and such












logN (u′,G, ‖ · ‖∞)du′ +
G logN (
√
u,G, ‖ · ‖∞)
n
.





dε ≤ 2x log1/2 em
x
,
for every x ∈ (0, m).
Proof. Both the left-hand and the right-hand terms are equal at x = 0. But
the derivates of the function on the left-hand side is smaller that of the func-
tion on right-hand side.
Proof of Theorem 1.4.1. The result is a direct consequence of Lemma 1.7.10
with m = ω and M = An. We will check the conditions (H1)-(H4) in
Lemma 1.7.10. Since the hinge loss is Lipschitz with constant 1, (H1) is met
with bω = 1. We set ρ2( f , f ′) = E(φ( f )− φ( f ′))2. Then (H2) is trivially sat-
isfied and (H3) is satisfied with cω = 1 by Lemma 1.7.4. For (H4) we apply
Lemma 1.7.11 to the class Gω := {φ( f )− φ( f0) : f ∈ FDNNn,ω } for f0 ∈ FDNNn,ω .
Then due to Proposition 1.7.1, Lemma 1.7.11 and Lemma 1.7.12, and the fact
that φ is Lipschitz with constant 1, we have that
E
 sup
f∈FDNNn,ω ,ρ2( f , f0)≤u
[






























n(Nn,ω + 1)(Bn,ω ∨ 1)
)
.
Note that Ln,ω . log(1/ξn,ω), Nn,ω . ξ
−(d−1)/ω
n,ω , Sn,ω . ξ
−(d−1)/ω
n,ω log(1/ξn,ω)
and Bn . ξ−1n,ω, and so we have u#n,ω ≥ e2(Ln,ω + 1)2/n2 for sufficiently large

























































n(Nn,ω + 1)(Bn,ω ∨ 1)
)
= u#n,ω.
Since ψn,ω(u) is a sub-root function, we have that u∗n,ω ≤ u#n,ω, where u∗n,ω is
the solution of the equation ψn,ω(u) = u. If we replace u∗m in (1.7.18) by u#n,ω,
we can see that the penaltiy function (1.4.2) satisfies (1.7.18) with K = 2 and
hence (1.7.19) holds with K = 2.
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By Lemma 1.7.8, we have that for any C∗ ∈ Cα,r,K,T there exists a neural
network fn,ω ∈ FDNNn,ω such that Eφ( fn,ω, C∗) . A
−α/(d−1)
n,ω . Also, it is true
that penn(ω) . An,ω log
3 n/n.
Let kn,α ∈ {1, . . . , blog nc} be the integer such that kn,α/ log n ≤ α/(α +
d − 1) < (kn,α + 1)/ log n. By the assumption that α ∈ (1/τ, τ), we have











































By the definition of kn,α, 1− (kn,α/ log n) ≥ (d− 1)/(α+ d− 1) and kn,α/ log n ≥






















where the last inequality is due to that (log3 n/n)−
1
log n . 1. Since E( f , C∗) ≤
Eφ( f , f ∗φ ) for any f ∈ F , we complete the proof.
1.7. Proofs 47
1.7.9 Proof of Theorem 1.5.1
Lemma 1.7.13. Let f ∗φ,0 = argmin f∈F0Eφ( f ). There exist positive constants L0,
N0, S0, B0, F0 and c such that




φ( f )− φ( f ∗φ,0)
)2]
≤ cEφ( f , f ∗φ,0) (1.7.21)
for all f ∈ F0 = FDNN(L0, N0, S0, B0, F0).
Proof. Let
X ∗m0 := {x : dist(x, D
∗) > m0}.
Using the similar argument used in the proof of Theorem 1.3.4, we can
show that there exists a neural network f̃ ◦ ∈ FDNN (L0, N0, S0, B0, 1) such
that f̃ ◦(x) = C∗(x) for any x ∈ X ∗m0 , for some universal positive constants
L0, N0, S0, and B0. Let F0 be a positive constant such that F0 < log((1 +
η0)/(1− η0)). Define f ◦ = F0 f̃ ◦. Then f ◦(x) = F0 whenever C∗(x) = 1 and
f ◦(x) = −F0 whenever C∗(x) = −1. Since f ◦ has the same sign of the Bayes
classifier C∗ on X ∗m0 , by Assumption M which implies P(X
∗
m0) = 1, we have
E( f ◦, C∗) = 0.
To complete the proof of (1.7.20), we have to show that f ◦ minimizes
Eφ( f ) on F0. For ξ ∈ [0, 1], let
Aξ(z) := φ(z)ξ − φ(−z)(1− ξ).
It is easy to see that Aξ(z) is strictly decreasing on (−∞, log(ξ/(1− ξ)] and
strictly increasing on [log(ξ/(1− ξ), ∞). Hence F0 = argminz∈[−F0,F0] Aξ(z)
if 2ξ − 1 > η0 and −F0 = argminz∈[−F0,F0] Aξ(z) if 2ξ − 1 < −η0. Note that
f ◦(x) = F0 if 2η(x) − 1 > η0 and f ◦(x) = −F0 if 2η(x) − 1 < −η0. By
Assumption N, f ◦ minimizes Eφ( f ) on F0, and the proof of (1.7.20) is done.
To prove (1.7.21), we fix x ∈ [0, 1]d with dist(x, D∗) > m0 and |2η(x)−
1| > η0 and fix f ∈ FDNN0 . Let z0 := f ∗φ,0(x) and z := f (x). By the Taylor
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expansion, we have































Let τ := log((1 + η0)/(1− η0)) − F0 > 0. If η̄ > (1 + η0)/2, z0 = F0 and
hence z ≤ z0 and







≤ (e−τ − 1)1 + η0
2
< 0.
On the other hand, if η̄ < (1− η0)/2, z0 = −F0 and so z ≥ z0 and











−η̄ + (1− η̄)ez0
1 + ez0
]
(z− z0) ≥ min{c1, c2}|z− z0|,
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where c1 := (1 − e−τ)1+η02 /(1 + eF0) > 0 and c2 := (eτ − 1)
1−η0
2 /(1 +





























where c3 := e−F0/(1 + e−F0)2. Taking expectation of the both sides with
respect to PX, we obtain the desired result.
Lemma 1.7.14. Suppose that η ∈ Hβ,r([0, 1]d). Let φ be the logistic loss. Let
FDNN0 = FDNN (L0, N0, S0, B0, F0), where all the constants do not depend on the
sample size n. Consider the empirical logistic risk minimizer








Let f ∗φ,0 = argmin f∈FDNN0 Eφ( f ). Let A > 0 and κ > 0. Then
P
(




. exp(−C log1+κ n),
for some universal constant C > 0.
Proof. We will check the conditions provided in Section 1.7.2. (A1) and (A3)
hold trivially. Since f ∗φ,0 ∈ FDNN0 , (A2) holds with an = 0. (A4) is met with
ν = 1 by Lemma 1.7.13. Moreover, letting δn = A log1+κ n/n, we have that





. log n . nδn, (1.7.23)
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. exp(−c log1+κ n),
for some constant c > 0.
Proof of Theorem 1.5.1. Since F−10 f
∗
φ,0 = C
∗, PX-a.s. by Lemma 1.7.13,









≤ F−10 E(| f (X)− f
∗
φ,0(X)|).
In addition, by (1.7.22), we have proved that there exists a constant c1 > 0
such that E(| f (X)− f ∗φ,0(X)|) ≤ c1Eφ( f , f ∗φ,0) for any f ∈ FDNN0 . Hence we
have
E( f , C∗) = E( f , f ∗φ,0) ≤ c1F−10 Eφ( f , f
∗
φ,0).
Since 0 ≤ E( f , C∗) ≤ 1,
E
[























+ exp(−c2 log1+κ n) .
log1+κ n
n
where the third inequality follows from Lemma 1.7.14.
1.7.10 Proof of Proposition 1.7.9
We divide the proof into two steps. First we give the proof of approxima-
tion of the horizon functions, and then using the result, we prove Proposi-
tion 1.7.9.
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Lemma 1.7.15 (Approximation of horizon functions). Let d ≥ 2, α > 0 and
r > 0. For a horizon function Ψg,j = 1(xj ≥ g(x−j)) and ξ > 0, where g ∈
Hα,r([0, 1]d−1), j ∈ [d], define
Xg,j,ξ = {x ∈ [0, 1]d : xj − g(x−j) > ξ} ∪ {x ∈ [0, 1]d : xj − g(x−j) < 0}.
Then there exists a neural network
f ◦ ∈ FDNN
(




where the positive constants L0, N0, S0 and B0 depend only on d, α, and r, such that
sup
x∈Xg,j,ξ
∣∣∣ f ◦(x)−Ψg,j(x)∣∣∣ = 0.
Proof. Let ξ > 0 be given. By Proposition 1.7.6, there is a neural network
g◦ on [0, 1]d−1 such that ‖g◦ − g‖∞ < ξ/4 with the number of layers .
log(1/ξ), the maximum number of hidden nodes . ξ−(d−1)/α, sparsity .
ξ−(d−1)/α log(1/ξ), the largest absolute value ≤ 1, and ‖g◦‖∞ ≤ r + 1. We
construct the neural network f ◦, which approximates Ψg,j, as





















1 if xj ≥ g◦(x−j) + 3ξ/4
4(x1 − g◦(x−j)− ξ/4)/ξ − 1 if g◦(x−j) + ξ/4 ≤ xj < g◦(x−j) + 3ξ/4
−1 if xj < g◦(x−j) + ξ/4.
Given x ∈ Xg,j,ξ , we have:
• when xj − g(x−j) > ξ,
xj > g◦(x−j) + (g(x−j)− g◦(x−j)) + ξ ≥ g◦(x−j) + 3ξ/4,
• when xj − g(x−j) < 0,
xj < g◦(x−j) + (g(x−j)− g◦(x−j)) ≤ g◦(x−j) + ξ/4.
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Hence, Ψg,j = f ◦ on Xg,j,ξ .
Proof of Proposition 1.7.9. Let ft,k be a neural network in (1.7.24) such that
sup
x∈Xgt,k ,jt,k ,ξ
| ft,k(x)−Ψgt,k,jt,k | = 0,
where
Xgt,k,jt,k,ξ :={x ∈ [0, 1]
d : xjt,k − gt,k(x−jt,k) > ξ}
∪ {x ∈ [0, 1]d : xjt,k − gt,k(x−jt,k) < 0}.




























where (At,ξ)t∈[T] are defined in (1.7.15). Given x ∈ XA1:T ,ξ , we have the fol-
lowings.
• Suppose that x ∈ ⋂Tt=1 Act . Then there is kt ∈ [K] such that ft,kt(x) = −1
for each t ∈ [T]. Hence, ∑Kk=1 ft,k(x) ≤ K− 2 for every t ∈ [T] and thus
f ◦(x) = −1. Also it is obvious that C(x) = −1.
• Suppose that x ∈ At,ξ . Then ft,k(x) = 1 for any k ∈ [K], which im-
plies σ
(
∑Kk=1 ft,k(x)− (K− 2)
)
= 2. On the other hand, since At,ξ ⊂
At ⊂ Act′ for every t
′ 6= t, it follows that ∑Kk=1 ft′,k(x) ≤ K − 2 and so
σ
(
∑Kk=1 ft,k(x)− (K− 2)
)
= 0 for every t′ 6= t. Thus f ◦(x) = 1. Also
we have that C(x) = 1 since At,ξ ⊂ At.
Thus, f ◦ = C on XA1:T ,ξ .
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Rate-optimal sparse learning for
deep neural networks
2.1 Introduction
Sparse learning of deep neural networks (DNN) has received much atten-
tion in artificial intelligence and statistics. In artificial intelligence, there are
a lot of evidence [43, 34, 62] to support that sparse DNN can reduce the com-
plexity of a leaned DNN significantly (in terms of the number of parameters
as well as the numbers of hidden layers and hidden nodes) without ham-
pering prediction accuracy much. By doing so, we can reduce memory and
energy consumption at the prediction phase.
In statistics, recent studies about DNNs for nonparametric regression
and classification [80, 46, 87, 7, 51] have proved that a DNN estimator min-
imizing an empirical risk with a certain sparsity constraint achieves the
minimax optimality for a wide class of functions including smooth func-
tions, piecewise smooth functions and smooth decision boundaries. How-
ever, there are still two unanswered problems. The first problem is to choose
a suitable level of sparsity, which depends on the unknown smoothness
and/or the unknown intrinsic dimensionality of the true function. The sec-
ond one is computation. Learning a deep architecture with a given sparsity
constraint is computationally intractable since we need to explore a large
number of possible configurations of sparsity pattern in the network pa-
rameter.
In this chapter, we propose a novel learning method of sparse DNNs for
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nonparametric regression and classification, which answers the two prob-
lems mentioned above in the sparsity-constrained empirical risk minimiza-
tion (ERM) algorithm. The proposed learning algorithm is to learn a DNN
by minimizing the penalized empirical risk, which is the sum of the empir-
ical risk and the clipped L1 penalty [104]. By choosing the position of the
clipping carefully, we establish an oracle inequality for the excess risk of
the proposed sparse DNN estimator and derive convergence rates for sev-
eral learning tasks. In particular, the proposed sparse DNN estimator can
adaptively attain minimax convergence rates for various nonparametric re-
gression problems.
Although nonconvex penalties such as the clipped L1 penalty are popu-
lar for high-dimensional linear regressions [29, 102], they are seldom used
for DNN. Instead, L1 norm-based penalties such as Lasso and Group Lasso
are popular [61, 97]. This would be partly because of the convexity of the L1
penalty. For computation with the clipped L1 penalty, we develop an opti-
mization algorithm adopting the concave-convex procedure (CCCP) [101],
which has been popularly used for nonconvex penalized linear regression
problems [e.g., 50].
2.1.1 Notation
We denote by 1(·) the indicator function. Let R be the set of real num-
bers and N be the set of natural numbers. Let N0 := N ∪ {0}. Let [m] :=
{1, 2, . . . , m} for m ∈ N. For two real numbers a and b, we write a ∨ b :=
max{a, b} and a∧ b := min{a, b}. For a real valued vector x ≡ (x1, . . . , xd) ∈
Rd, we let ‖x‖0 := ∑
d




for p ∈ [1, ∞)
and ‖x‖∞ := max1≤j≤d |xj|. For a real-valued function f : X 7→ R, we let∥∥ f∥∥∞,X := supx∈X | f (x)|. If the domain of the function is clear in the con-
text, we omit the subscript X to write
∥∥ f∥∥∞ :=∥∥ f∥∥∞,X . For p ∈ [1, ∞) and a





2.1.2 Deep neural networks
A DNN with L ∈N layers, Nl ∈N many nodes at the l-th hidden layer for
l = 1, . . . , L, input of dimension N0, output of dimension NL+1 and nonlin-
ear activation function ρ : R 7→ R is expressed as
f (x) = AL+1 ◦ ρL ◦ AL ◦ · · · ◦ ρ1 ◦ A1(x), (2.1.1)
where Al : RNl−1 7→ RNl is an affine linear map defined by Al(x) = Wlx+bl
for given Nl × Nl−1 dimensional weight matrix Wl and Nl dimensional bias
vector bl, and ρl : RNl 7→ RNl+1 is an element-wise nonlinear activation map
defined as ρl(z) := (ρ(z1), . . . , ρ(zNl))
>. We let θ( f ) denote a parameter,
which is a concatenation of all the weight matrices and the bias vectors, of
the DNN f , that is,




where vec(W) transforms the matrix W into the corresponding vector by
concatenating the column vectors. We call θ( f ) the parameter of the DNN
f .
We let FDNNρ,d,o be the class of DNNs which take d-dimensional input (i.e.
N0 = d) to produce o-dimensional output (i.e. NL+1 = o) and use the activa-
tion function ρ : R 7→ R. In this chapter, we focus on the real-valued DNNs,
i.e., o = 1, but the results in this chapter can be extended easily for the case
of o ≥ 2.
For a given DNN f , we let depth( f ) denote the depth (i.e., the number
of hidden layers) and width( f ) denote the width (i.e., the maximum of the
numbers of hidden nodes at each layer) of the DNN f . Throughout this
chapter, we consider a class of DNNs with some constraints on the architec-
ture, parameter and output value of a DNN such that
FDNNρ (L, N, B, F) :=
{
f ∈ FDNNρ,d,1 :depth( f ) ≤ L, width( f ) ≤ N − 1,
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for positive constants L, N, B and F. Here we omit the input dimension
to simplify the notation. The Lipschitzness assumption on the activation
function ρ is needed to bound the covering number of the class of DNNs.
The ReLU activation function x 7→ max{0, x} and the sigmoid activation
function x 7→ 1/(1 + e−x), which are the two most widely used activation
functions, are both Lipschitz.
2.1.3 Empirical risk minimization algorithm with a sparsity
constraint and its nonadaptiveness
Most studies about DNNs for nonparametric regression [80, 46, 87, 7] con-
sidered the ERM algorithm with a certain sparsity constraint, which is sum-
marized as follows. Let (X1, Y1), . . . , (Xn, Yn) be n many input-output pairs
which are assumed to be independent and identical random vectors dis-
tributed according to P on X ×Y , where X is a compact subset of Rd. First,
a class of sparsity constrained DNNs with the sparsity level S ∈ N is defined
as
FDNNρ (L, N, B, F, S) :=
{
f ∈ FDNNρ (L, N, B, F) : ‖θ( f )‖0 ≤ S
}
. (2.1.3)
Then for a given loss l : Y ×R → R+, the sparsity-constrained ERM esti-
mator is given by







`(Yi, f (Xi)). (2.1.4)
with suitably chosen architecture parameters Ln, Nn, Bn, Fn and sparsity Sn.
Many studies [80, 46, 87, 7] have been proved that the estimator f̂ ERMn can
attain minimax optimality in various supervised learning tasks, but most re-
sults are nonadaptive. To be more specific, let f ?` := argmin f∈F E`(Y, f (X)),
where F is a set of all real-valued measurable function on X . Define the
excess risk of a function f as
EP( f ) := E`(Y, f (X))− E`(Y, f ?` (X)).
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If ` is the square loss, the activation function is the ReLU and f ?` belongs to
the class of Hölder functions of smootheness α > 0 with radius R (see (2.3.8)
in 2.3 for the definition of Hölder functions), Schmidt-Hieber [80] proves
that the convergence rate of the excess risk EP( f̂ ERMn ) is O(n−
2α
2α+d log3 n),
which is is minimax optimal upto a logarithm factor, provided that Ln .
log n, Nn . nc1 , Bn . nc2 and Sn  n
d
2α+d log n for some positive constants
c1 and c2. That is, the sparsity level Sn for attaining the minimax optimality
depends on the smoothness of the true function f ?` which is unknown. This
nonadaptiveness is also unavoidable for classification. For details, see [51].
2.1.4 Outline
This chapter is organized as follows. In Section 2.2, we propose a sparse
learning method for DNNs. In Section 2.3, we provide the oracle inequalities
for the proposed sparse DNN estimator. Based on these oracle inequalities,
we derive convergence rates of our estimator for several supervised learn-
ing problems. In Section 2.4, we present an optimization algorithm for our
estimator. In Section 2.5, we conduct numerical study to assess the finite-
sample performance of our estimator. Concluding remarks follow in Sec-
tion 2.6, and the proofs are gathered in Section 2.7.
2.2 Learning sparse deep neural networks with the
clipped L1 penalty
In this chapter, we consider the penalized empirical risk minimizer over













+ Jn( f )
]
, (2.2.1)
where FDNNn is a certain class of DNNs and Jn( f ) is a sparsity-inducing
penalty function. We call f̂n the sparse-penalized DNN estimator. For the
sparsity-inducing penalty Jn( f ), we propose to use the clipped L1 penalty
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FIGURE 2.1: The clipped L1 and L0 penalties
given by




for tuning parameters λn > 0 and τn > 0, where ‖ · ‖Clip,τ denotes the clipped











for a p-dimensional vector θ ≡ (θj)j∈[p].
The clipped L1 norm can be viewed as a continuous relaxation of the L0
norm ‖θ‖0. Figure 2.1 shows the L0 and the clipped L1 norms. The continu-
ity of the clipped L1 norm makes the optimization (2.2.1) much easier than
the optimization of the L0 norm, which will be discussed in Section 2.4.
The main result of this chapter is that with suitable choices for λn and
τn, which do depend on neither training data nor the true distribution, the
sparse-penalized DNN estimator (2.2.1) with the clipped L1 penalty can
adaptively attain minimax optimality without knowing (nonadaptive) spar-
sity constraint.
2.3. Main results 59
2.3 Main results
In this section, we provide theoretical justification of our sparse-penalized
DNN estimator (2.2.1) in both regression and binary classification tasks. We
prove that minimax optimal converge rates of the excess risk can be ob-
tained adaptively for various nonparametric regression and classification
tasks.
2.3.1 Nonparametric regression
We first consider a nonparametric regression task, where the response Y ∈
R and input X ∈ [0, 1]d is generated from the model
Y = f ?(X) + ε, X ∼ PX (2.3.1)
where f ? : [0, 1]d 7→ R is the unknown true regression function, PX is a
distribution on [0, 1]d and ε is an error variable independent to the input




) < ∞ (2.3.2)
for some a > 0. We denote by Pa,F? the set of distributions of (X, Y) satisfy-
ing the model (2.3.1):
Pa,F? :=
{
Model (2.3.1) : E(eaε
2
) < ∞, ‖ f ?‖∞ ≤ F?
}
.
The problem is to estimate the unknown true regression function f ? from
given training data ((X1, Yi))i∈[n] ∼ Pn. We evaluate the performance of an
estimator f̂ by the expected L2(PX) error
E
[
‖ f̂ − f ?‖22,PX
]
,
where the expectation is taken over the training data and
‖ f̂ − f ?‖22,PX :=
∫
| f̂ (x)− f ?(x)|2dPX(x).
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The following theorem provides an oracle inequality for the expected
L2(PX) error of the sparse-penalized DNN estimator.
Theorem 2.3.1. Assume that the true generative model P is in Pa,F? . LetFDNNn :=
FDNNρ (Ln, Nn, Bn, F) and assume that 1 ≤ Ln . log n, 2 ≤ Nn . n, 1 ≤ Bn .

















with λn & log5 n/n and τn . n−1L−1n (NnBn)−Ln , satisfies
E
[






{∥∥ f − f ?∥∥22,PX + Jλn,τn( f )}+ c log2 nn (2.3.5)
for some c > 0, where the expectation is taken over the training data.
Proof. The proof is deferred to Section 2.7.2.
The following theorem, which is a direct consequence of Theorem 2.3.1,
provides a useful tool to derive convergence rates of the sparse-penalized
DNN estimator for various classes of functions to which the true regression
function f ? belongs.
Theorem 2.3.2. Let the class of DNNs FDNNn := FDNNρ (Ln, Nn, Bn, F) and the
penalty function Jλn,τn(·) be as in Theorem 2.3.1. Let F ? be a set of some real-
valued functions on [0, 1]d. Define
FDNN0,n (S) :=
{
f ∈ FDNNn : ‖θ( f )‖0 ≤ S
}
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for any S > 0 and n ∈ N. Then the sparse-penalized DNN estimator defined by
(2.3.3) satisfies
sup
P∈Pa,F? : f ?∈F ?
E
[






2κ+1 log5+r n. (2.3.7)
Proof. The proof is deferred to Section 2.7.3.
The choice of hyperparemters λn and τn depend only on sample size n.
That is, the proposed sparse DNN estimator can automatically choose the
suitable sparsity without the knowledge of the true regression function and
thus can attain the optimal convergence adaptively. Below, we list up the
examples where the sparse penalized DNN can attain the minimax optimal
convergence rate (upto a logarithm factor) adaptively.
Hölder functions The Hölder space of smoothness α > 0 with radius R >
0 is defined as
Hα,R(X ) :=
{
f : X 7→ R : ‖ f ‖Hα(X ) ≤ R
}
, (2.3.8)
where ‖ f ‖Hα(X ) denotes the Hölder norm defined by







|∂m f (x1)− ∂m f (x2)|
|x1 − x2|α−bαc
where ∂m f denotes the partial derivative of f of order m.
Yarotsky [100] and Schmidt-Hieber [80] proved that forHα,R([0, 1]d), the
class of DNNs FDNNρ (Ln, Nn, 1, F) with Ln  log n, Nn  n
d
2α+d , F > F?
and ρ being the ReLU satisfies the condition (2.3.6) with κ = α/d and r =
1. Hence, Theorem 2.3.2 implies that the convergence rate of the sparse-
penalized DNN estimator defined by (2.3.3) is
n−
2α
2α+d log6 n, (2.3.9)
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which is the minimax optimal up to a logarithm factor.
Also, Ohn and Kim [71] (see Theorem A.4.1 in Appendix A) proved
that the same result holds for the quite general family of activation func-
tions, which includes most of the widely used activation functions such as
ReLU, LeakyReLU, sigmoid and tanh. Hence if the true regression function
is in Hα,R([0, 1]d), the sparse-penalized DNN estimator defined by (2.3.3)
with the general activation function considered in [71] (for details, see Sec-
tion A.3) attains the same rate n−
2α
2α+d log6 n. The curse of dimensionality in
the above rate can be relaxed by some structural assumption on the regres-
sion function, which is considered in the next example.
Composition structured functions Schmidt-Hieber [80] considered so-called
composition structured regression functions which include generalized ad-
ditive models and sparse tensor decomposition models. This class is defined
as {
f = gq ◦ · · · ◦ g1 : gj = (gj,k)k∈[dj+1] : [aj, bj]
dj 7→ [aj+1, bj+1]dj+1 ,
gj,k ∈ Hαj,R([aj, bj]tj)
} (2.3.10)
where dj ∈ N, tj ∈ [dj] and αj > 0 for j ∈ [q] with d1 = d, dq+1 = 1, and
maxj∈[q+1] |aj| ∨ |bj| ≤ K for some K > 0.
Schmidt-Hieber [80] provided a DNN approximation result of a compo-







Schmidt-Hieber [80] showed that for the class of composition structured
functions (2.3.10), the class of DNNs FDNNρ (Ln, Nn, 1, F) with




2α∗j +tj , F > F?
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and r = 1. Thus Theorem 2.3.2 implies that the sparse-penalized DNN esti-






2α∗j +tj log6 n, (2.3.11)
which is minimax optimal up to a logarithmic factor.
Piecewise smooth functions Petersen and Voigtlaender [76] and Imaizumi
and Fukumizu [46] introduced a notion of piecewise smooth functions, which
has support divided into several pieces with smooth boundaries and smooth
only within each of the pieces. Formally, the class of the piecewise smooth








1(xjm,k ≥ hm,k(x−jm,k)) :
gm ∈ Hα,R([0, 1]d), hm,k ∈ Hβ,R([0, 1]d−1)
} (2.3.12)
for some M ∈ N, K ∈ N, α > 0, β > 0, R > 0 and jm,k ∈ [d] for m ∈ [M]
and k ∈ [K].
Petersen and Voigtlaender [76] and Imaizumi and Fukumizu [46] showed
that for the class of piecewise smooth functions (2.3.12), the class of DNNs
FDNNρ (Ln, Nn, Bn, F) with




β+d−1 , Bn  n, F > F?
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and r = 1, provided that the marginal distribution PX of the input vari-
able admits a density dPXdµ with respect to the Lebesgue measure µ such that
supx∈[0,1]d
dPX
dµ (x) ≤ p0 for some p0 > 0. Hence Theorem 2.3.2 implies that
the sparse-penalized DNN estimator defined by (2.3.3) with the ReLU acti-








which is minimax optimal up to a logarithmic factor.
Besov and mixed smooth Besov functions Suzuki [87] proved that the
DNN estimator minimizing an empirical risk with a certain sparsity con-
straint is minimax optimal for the estimation of regression function in a
Besov space, which is a certain generalization of the Hölder space. The min-





and it can be shown that the sparse-penalized DNN estimator defined by
(2.3.3) with the ReLU activation function attains the above rate as done in
the previous examples.
The dependency on the dimension d of the above rate can be avoided
by introducing the mixed smoothness. The mixed smooth Besov space is
a function space defined via the notion of mixed smoothness which mea-
sures how the function is smooth in a coordinate-wise manner. For the de-
tailed definition, we refer to [87]. Theorem 1 of [87] showed that for the
mixed smooth Besov space with mixed smoothness α, the class of DNNs
FDNNρ (Ln, Nn, Bn, F) with
Ln  log n, Nn  n
1
2α+1 , Bn  n, F > F?
and ρ being the ReLU satisfies the condition (2.3.6) with κ = α and r =
d. Hence, Theorem 2.3.2 implies that the sparse-penalized DNN estimator
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defined by (2.3.3) with the ReLU activation function attains the rate
n−
2α
2α+1 log5+d n (2.3.14)
which is minimax optimal up to a logarithmic factor.
2.3.2 Classification with strictly convex losses
In this section, we consider a binary classification problem. The goal of clas-
sification is to find a real-valued function f (called a classification function)
such that f (X) is a good prediction of the label Y ∈ {−1, 1} for a new sample
(X, Y). In practice, the margin-based loss function, which evaluates the qual-
ity of the prediction by f for a sample (X, Y) based on its margin Y f (X), is
popularly used. Examples of the margin based loss functions are the 0-1 loss
1(Y f (X) < 0), hinge loss (1− (Y f (X)) ∨ 0, exponential loss exp(−(Y f (X))
and logistic loss log(1 + exp(−(Y f (X))). Here we focus on strictly convex
losses including the exponential and the logistic losses. In particular, the
logistic loss is most widely used for learning a DNN classifier in practice.
We assume that the label Y ∈ {−1, 1} and input X ∈ [0, 1]d is generated
from the model
Y|X = x ∼ 2Bernoulli(η(x))− 1, X ∼ PX (2.3.15)
where η(x) is called a conditional class function and PX is a distribution on
[0, 1]d. Our aim is to find a real-valued function f so that the excess risk of f
given below as close to zero as possible:
EP( f ) := E(`(Y f (X)))− E(`(Y f ?` (X))),
where ` is a margin-based loss function, f ?` = argmin f∈F E(`(Y f (X))) is
the optimal classification function and F is a set of all real-valued measur-
able functions on [0, 1]d. We assume that ‖ f ?` ‖∞ ≤ F? for some F? > 0.
This assumption is satisfied if the conditional class probability η(x) satisfies
infx∈[0,1]d η(x) ∧ (1− η(x)) ≥ η0 for some η0 > 0, i.e., η is bounded away
from 0 and 1, for the exponential or logistic loss. We denote by QF? the set
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of distributions satisfying the above assumption, that is,
QF? =
{
Model (2.3.15) : ‖ f ?` ‖∞ ≤ F?
}
.
The following theorem states the oracle inequality for the excess risk of
a DNN estimated with the clipped L1 penalty.
Theorem 2.3.3. Let ` be a strictly convex margin-based loss function with contin-
uous first and second derivatives. Assume the true generative model P is inQF? . Let
FDNNn := FDNNρ (Ln, Nn, Bn, F) and assume that 1 ≤ Ln . log n, 2 ≤ Nn . n,
































for some c3 > 0, where the expectation is taken over the training data.
Proof. The proof is deferred to Section 2.7.2.
We provide the theoretical guarantee for the performance of the sparse-
penalized DNN estimator (2.3.16) with strictly convex margin-based losses
in the binary classification task.
Theorem 2.3.4. Let the loss function `, the class of DNNsFDNNn := FDNNρ (Ln, Nn, Bn, F)
and the penalty function Jλn,τn(·) be as in Theorem 2.3.3. Let F ? be a set of some
real-valued functions on [0, 1]d. For S > 0, defineFDNN0,n (S) be as in Theorem 2.3.2.












for any S > 0 and n ∈ N. Then the sparse-penalized DNN estimator defined by
(2.3.16) satisfies
sup







2κ+1 log3+r n. (2.3.20)
Proof. The proof is deferred to Section 2.7.3.
We may impose certain smoothness and/or structure to the optimal clas-
sification function as we did it for the regression function. Then we obtain
the convergence rate of the excess risk by the above corollary. For example
if the optimal classification function f ?l is in a mixed smooth Besov space,
the the excess risk of the sparse-penalized DNN estimator (2.3.16) with the




In this section, we propose a scalable optimization algorithm to solve the
nonconvex problem (2.2.1), which is a combination of the concave-convex
procedure (CCCP) [101] and the proximal gradient descent algorithm. For
notational convenience, we let f (·|θ) be a DNN having the parameter θ.
Then we rewrite our objective function as
Q(θ) := Ln(θ) + λ‖θ‖Clip,τ (2.4.1)






which denotes the empirical risk.
The CCCP algorithm is an optimization algorithm that is popularly used
to minimize an objective function expressed as the sum of convex and con-
cave functions. The CCCP updates the solution by iteratively minimizing
the tight convex upper bound of the objective function at the current so-
lution. The clipped L1 penalty can be decomposed to convex and concave























(|θj| − τ)1(|θj| ≥ τ).
where p is the dimension of θ and the first term of the right-hand side is
convex while the second term is concave in θ. For given current solution θ̂(t),
the tight convex upper bound of the second term − 1τ ∑
p
j=1(|θj| − τ)I(|θj| ≥
















|θ̂(t)j | > τ
)
.





















The minimization of the upper bound Q∗(·|θ(t)) is justified by the following
proposition.
Proposition 2.4.1. If the parameter θ̃ satisfies Q∗(θ̃|θ(t)) ≤ Q∗(θ|θ(t)), then
Q(θ̃) ≤ Q(θ(t)).
Proof. By definition of Q∗(·|θ(t)), Q∗(θ(t)|θ(t)) = Q(θ(t)) and Q(θ̃) ≤ Q∗(θ̃|θ(t)),
which lead to the desired result.
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We apply the proximal gradient descent algorithm to do decrease the
CCCP upper bound Q∗(θ|θ(t)) in (2.4.2). That is, we update the solution as























where ηt is a pre-specified learning rate and the proximal mapping is de-
fined as Proxηg(θ) := argminθ̃
[
g(θ̃) + 12η‖θ̃− θ‖22
]
.
The advantage of our optimization algorithm is that (2.4.3) has the ex-

























for j ∈ [p]. The solution (2.4.4) is a soft-thresholded version of u(t)τ,λ,j, which
can be sparse. Thus we can obtain a sparse estimates of the DNN parameter
during the training procedure, without any post-training pruning algorithm
such as [43].
2.5 Numerical studies
2.5.1 Regression with simulated data
In this section, we carry out simulation studies to illustrate the finite-sample
performance of the proposed sparse-penalized DNN estimator (SDNN). We
compare the proposed method with other popularly used regression esti-
mators: kernel ridge regression (KRR), k-nearest neighbors (kNN), random
forest (RF), and non-sparse DNN (NSDNN).
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For kernel ridge regression, we used a radial basis function (RBF) ker-
nel. For both the non-sparse and sparse DNN estimators, we used a net-
work architecture of 5 hidden layers with the numbers of hidden nodes
(100, 100, 100, 100, 100). The non-sparse DNN is learned with popularly used
optimizing algorithm Adam with learning rate 10−3.
We select tuning parameters associated with each estimator by optimiz-
ing the performance on a held-out validation set whose size is one-fifth of
the size of whole training data. The scale parameter of the RBF kernel and
a degree of regularization for kernel ridge regression, the number of neigh-
bors for k-nearest neighbors, and the depth of the trees for the random forest
are chosen in this way. For the sparse-penalized DNN estimator, two tun-
ing parameters λ and τ are selected among different combinations of tuning
parameter values.
We first generate 10-dimensional input data points from the uniform dis-
tribution on [0, 1]10. For each input x, the corresponding response Y is gen-
erated as Y = f ?(x) + ε for some function f ?, where ε is a standard normal
error. The functions used as f ? for the generation of the simulation data are
as listed below:





f ?2 (x) = c2 sin(‖x‖1)
f ?3 (x) = c3
[
x1x22 − x3 + log
(
x4 + 4x5 + exp(x6x7 − 5x5)
)
+ tan(x8 + 0.1)
]











0.01 + |x4 − 2x5 + x6|
)]










f ?6 (x) = c6
[





The functions f ?1 and f
?
2 are globally smooth functions, f3 and f4 are com-
position structured functions and f5 and f6 are piecewise smooth functions.
The constants c1, . . . , c6 are chosen so that the error variance becomes 5% of
the variance of the response. The variance due to the regression function is
approximated by its empirical version based on 105 generated input values.
2.5. Numerical studies 71
TABLE 2.1: Simulation results for f ?1 and f
?
2 . We show the aver-
age empirical L2 error with standard deviation in parenthesis
from 50 simulation replicates.
f ? f ?1 f
?
2
n 100 200 100 200
KRR 1.8746 (0.1105) 1.3127 (0.0959) 3.3593 (0.2094) 2.6436 (0.1004)
kNN 2.6146 (0.1533) 2.3013 (0.104) 3.5901 (0.2204) 3.2493 (0.1434)
RF 2.3027 (0.1451) 1.9293 (0.0847) 4.1124 (0.1464) 3.8575 (0.0676)
NSDNN 1.1261 (0.1275) 1.1345 (0.1149) 4.1484 (0.8753) 2.3146 (0.6926)
SDNN 0.8267 (0.2202) 0.7439 (0.2176) 3.0595 (0.7483) 2.2139 (0.4261)
TABLE 2.2: Simulation results for f ?3 and f
?
4 . We show the aver-
age empirical L2 error with standard deviation in parenthesis
from 50 simulation replicates.
f ? f ?3 f
?
4
n 100 200 100 200
KRR 2.2382 (0.1678) 1.6025 (0.084) 1.9906 (0.1167) 1.7481 (0.0731)
kNN 2.6611 (0.2103) 2.3431 (0.1274) 2.1893 (0.1217) 2.0328 (0.1131)
RF 2.4664 (0.1827) 2.0914 (0.1059) 1.7605 (0.134) 1.5364 (0.2021)
NSDNN 1.4774 (0.1522) 1.3078 (0.0908) 1.5445 (0.2487) 1.6622 (0.9068)
SDNN 1.1675 (0.0692) 1.0353 (0.0651) 1.3392 (0.3541) 1.28 (0.8453)
The performance of each estimator is measured by the empirical L2 er-
ror computed based on newly generated 105 input values. The results are
presented in Table 2.1, Table 2.2 and Table 2.3. We report the mean value of
the empirical L2 errors over 50 simulation replicates. We see that the pro-
posed sparse-penalized DNN estimator outperforms the other competing
estimators for both globally smooth, composition structured and piecewise
smooth functions.
2.5.2 Classification with real data
We compare the proposed method with other competing methods in the
following four data sets from the UCI repository:
• Haberman: Haberman’s survival data set contains 306 patients who
had undergone surgery for breast cancer at the University of Chicago’s
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TABLE 2.3: Simulation results for f ?5 and f
?
6 . We show the aver-
age empirical L2 error with standard deviation in parenthesis
from 50 simulation replicates.
f ? f ?5 f
?
6
n 100 200 100 200
KRR 3.2533 (0.0902) 2.9729 (0.0575) 3.1292 (0.1485) 2.8269 (0.0979)
kNN 3.4834 (0.1694) 3.2757 (0.13) 3.4473 (0.1442) 3.2318 (0.1071)
RF 3.0214 (0.1207) 2.6889 (0.092) 3.3471 (0.0889) 3.0714 (0.0721)
NSDNN 3.1779 (0.2885) 2.7072 (0.225) 3.2556 (0.251) 2.989 (0.1904)
SDNN 2.5524 (0.1981) 2.1513 (0.1826) 2.8798 (0.1998) 2.6544 (0.1206)
Billings Hospital. The task is to predict whether each patient survives
after 5 years after the surgery or not.
• Retinopathy: This data set contains features extracted from 1,151 eye’s
images. The task is to predict whether an eye’s image contains sings
of diabetic retinopathy or not based on the other features.
• Tic-tac-toe: This data set contains all the 957 possible board configu-
rations at the end of tic-tac-toe games, which are encoded to 27 input
variables. The task is to predict the winner of the game.
• Promoter: This data set consists of A, C, G, T nucleotides at 57 posi-
tions for 106 gene sequnces. Each nucleotide is encoded to a 3-dimensional
one-hot vector. The task is to predict whether a gene is promoters or
non-promoter.
For competing methods, we considered a support vector machine (SVN),
k-nearest neighbors (kNN), random forest (RF), and non-sparse DNN (NS-
DNN). For the support vector machine, we used the RBF kernel. The scale
parameter of the kernel and a degree of regularization are selected by eval-
uation on a validation set. Setup for the other estimator is the same as the
setup in Section 2.5.1.
We split the whole data into training and test data sets with the ra-
tio 7:3, then evaluate the classification accuracy of each learned estimator
on the test data set. We repeat this splits 50 times. Table 2.4 presents the
averaged classification accuracy over 50 training-test splits. The proposed
sparse-penalized DNN estimator performs best for Tic-tac-toe and Promoter
data sets and performs second best for the other two data sets.
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TABLE 2.4: Simulation results with UCI data sets. We show
the average classification accuracy with standard deviation in
parenthesis from 50 training-test splits.
Data Haberman Retinopathy Tic-tac-toe Promoter
(n, d) (214, 3) (805, 19) (669, 27) (74, 171)
SVM 0.7298 (0.0367) 0.5737 (0.0282) 0.8467 (0.0243) 0.7887 (0.1041)
kNN 0.7587 (0.0366) 0.6436 (0.0263) 0.9714 (0.0102) 0.8012 (0.0649)
RF 0.7365 (0.0377) 0.665 (0.0263) 0.9777 (0.0103) 0.8725 (0.0582)
NSDNN 0.7328 (0.0464) 0.7158 (0.0293) 0.9735 (0.0107) 0.8594 (0.062)
SDNN 0.752 (0.0382) 0.6987 (0.0375) 0.98 (0.0085) 0.8769 (0.0474)
2.6 Conclusion
In this chapter, we proposed a novel sparse-penalized DNN estimator leaned
with the clipped L1 penalty. The continuity of the clipped L1 penalty makes
the optimization tractable, but it is challenging due to the nonconvexity
of the penalty. We proposed the efficient and scalable optimization algo-
rithm for this nonconvex optimization. The proposed optimization algo-
rithm monotonically decrease the objective function at every iteration. The-
oretically, we showed that the proposed sparse-penalized DNN estimator
attains minimax optimality adaptively for several regression problems con-
sidered in related literature. Also, we derived convergence rates of the sparse-
penalized DNN estimator learned with strictly convex loss functions for bi-
nary classification.
For the binary classification, we only consider the strictly convex losses
which are popular for learning DNNs. Using the hinge loss is promising
since it can lead to the optimal DNN classifier in several true probability
models (in which learning with the logistic loss may yield suboptimal clas-
sifiers) [51]. We expect that the sparse-penalized DNN estimator learned
with the hinge loss and the clipped L1 penalty can attain the minimax opti-
mal convergence rates for such true probability models. We will investigate
this issue shortly.
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2.7 Proofs
2.7.1 Covering numbers of classes of DNNs
We provide covering number bounds for classes of DNNs.
The covering number of the function class is defined as follows. Let F be
a given class of real-valued functions defined on X . Let δ > 0. A collection
{ fi : i ∈ [N]} is called a δ-covering set of F with respect to the norm ‖ · ‖
if, for all f ∈ F , there exists fi in the collection such that ‖ f − fi‖ ≤ δ. The
cardinality of the minimal δ-covering set is called the δ-covering number of
F with respect to the norm ‖ · ‖ , and is denoted by N (δ,F , ‖ · ‖).
Proposition 2.7.1 (Lemma 3 of [87], Proposition 1 of [71]). Let L ∈ N, N ∈
N \ {1}, B ≥ 1, F > 0 and ρ the 1-Lipschitz activation function. Let
FDNNρ,0 (S) :=
{
f ∈ FDNNρ (L, N, B, F) : ‖θ( f )‖0 ≤ S
}
.
Then we have that for any δ > 0,
logN
(
δ,FDNNρ,0 (S), ‖ · ‖∞
)






We can compute δ−covering number of the class of DNNs with a restric-
tion on the clipped L1 norm, for δ not too small, by the following proposi-
tion.
Proposition 2.7.2. Let L ∈ N, N ∈ N \ {1}, B ≥ 1, F > 0, τ and ρ the
1-Lipschitz activation function. Let
FDNNρ,τ (S) :=
{
f ∈ FDNNρ (L, N, B, F) : ‖θ( f )‖clip,τ ≤ S
}
.
Then we have that for any δ > τL(BN)L,
N
(




δ− τL(BN)L,FDNNρ,0 (S), ‖ · ‖∞
)







Proof. For a DNN f with parameter θ( f ), we let f (τ) be the DNN con-
structed by the parameter which is the hard thresholding of θ( f ) with the
threshold τ, that is, θ( f (τ)) = θ( f )1(|θ( f )| > τ). Then by Lemma 2.7.3,
‖ f − f (τ)‖∞ ≤ L(BN)
L ‖θ( f )− θ( f (τ))‖∞ ≤ τL(BN)
L.
Given δ > 2τL(BN)L, let δ∗ := δ− τL(BN)L > 0 and let { f 0j : j ∈ [Nδ∗ ]}
be the minimal δ∗-covering set of FDNNρ,0 (S) with respect to the norm ‖ · ‖∞,
where Nδ∗ := N (δ∗,FDNNρ,0 (S), ‖ · ‖∞). Since ‖θ( f (τ))‖0 = ‖θ( f (τ))‖clip,τ ≤
‖θ( f )‖clip,τ ≤ S, it follows that f (τ) ∈ FDNNρ,0 (S) for any f ∈ FDNNρ,τ (S). Hence
for any f ∈ FDNNρ,τ (S), there is j ∈ [Nδ∗ ] such that ‖ f (τ) − f 0j ‖∞ ≤ δ
∗ and so
‖ f − f 0j ‖∞ ≤ ‖ f − f
(τ)‖∞ + ‖ f
(τ) − f 0j ‖∞
≤ τL(BN)L + δ∗ = δ,
which implies that { f 0j : j ∈ [Nδ∗ ]} is the δ-covering set of FDNNρ,τ (S).
Lemma 2.7.3. Let L ∈N, N ∈N \ {1}, B ≥ 1, and ρ the 1-Lipschitz activation
function. For any two DNNs f1, f2 ∈ Fρ(L, N, B, ∞), we have
‖ f1 − f2‖∞,[0,1]d ≤ L(BN)L
∥∥θ( f1)− θ( f2)∥∥∞
Proof. For f ∈ Fρ(L, N, B, ∞) expressed as
f (x) = AL+1 ◦ ρL ◦ AL ◦ · · · ◦ ρ1 ◦ A1(x),
we define [ f ]−l : [0, 1]
d 7→ RN−1 and [ f ]+l : R
N−1 7→ R for l ∈ {2, . . . , L} by
[ f ]−l (·) := ρl−1 ◦ Al−1 ◦ · · · ◦ ρ1 ◦ A1(·),
[ f ]+l (·) := AL+1 ◦ ρL ◦ AL ◦ · · · ρl ◦ Al ◦ ρl−1(·).
Corresponding to the last and first layer, we define f−1 (x) = x and f
+
L+1(x) =
x. Note that f = [ f ]+l+1 ◦ Al ◦ [ f ]
−
l .
Let Wl and bl be the weight matrix and bias vector at the l-th hidden
layer of f . Note that both the numbers of rows and columns of Wl are less
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than N − 1. Then for any x ∈ [0, 1]d∥∥∥[ f ]−l (x)∥∥∥∞ =∥∥∥Wl[ f ]−l−1(x) + bl∥∥∥∞ ≤ (N − 1)B ‖[ f ]−l−1(x)‖∞ + B
≤ NB
(















where the fourth inequality follows from the assumption that NB ≥ 1. Sim-
ilarly, for any z1, z2 ∈ RN−1,∣∣∣[ f ]+l+1(z1)− [ f ]+l+1(z2)∣∣∣ ≤ (NB)L−l‖z1 − z2‖∞
For f1, f2 ∈ Fρ(L, N, B, ∞), letting Aj,l be the affine transform at the l-th
hidden layer of f j for j = 1, 2, we have for any x ∈ [0, 1]d,
| f1(x)− f2(x)| ≤
∣∣∣∣∣ L∑l=1
[
[ f1]+l+1 ◦ A1,l ◦ [ f2]
−
l (x)− [ f1]
+














(BN)L−l‖θ( f1)− θ( f2)‖∞
{
(N − 1)






(BN)L−l‖θ( f1)− θ( f2)‖∞
{
(N − 1)(NB)l−1 + 1
}
≤ L(BN)L‖θ( f1)− θ( f2)‖∞,
which completes the proof.
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2.7.2 Proofs of Theorem 2.3.1 and Theorem 2.3.3
Let Pn be the empirical distribution based on the data (X1, Y1), . . . , (Xn, Yn).
We use the abbreviation Q f :=
∫
f dQ for a measurable function f and mea-
sure Q.
For the proofs of Theorem 2.3.1 and Theorem 2.3.3, we need the follow-
ing large deviation bound for empirical processes. This is a slight modi-
fication of Theorem 19.3 of [40] which states the result with the covering
numbers with respect to the empirical L2 norm. But since the empirical L2
norm is always less than the L∞ norm, the following lemma is a direct con-
sequence of Theorem 19.3 of [40].
Lemma 2.7.4 (Theorem 19.3 of [40]). Let K1 ≥ 1 and K2 ≥ 1. Let Z1, . . . , Zn be
independent and identically distributed random variables with values in Z and G
be a class of functions g : Z 7→ R with the properties ‖g‖∞ ≤ K1 and Eg(Z)2 ≤






t∗ ≥ 288 max{2K1,
√
2K2} (2.7.3)























 ≤ 60 exp(− nt∗ω2(1−ω)
128 · 2304 max{K21, K2}
)
.
Proof of Theorem 2.3.1. Let Kn := (
√
4/a log1/2 n) ∨ F. Let
Y† := sign(Y)(|Y| ∧ Kn),
which is the truncated version of Y and f † be the regression function of Y†,
that is,
f †(x) := E(Y†|X = x).
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We suppress the dependency on n in the notation Y† and f † for simple pre-
sentation. We start with the decomposition
‖ f̂n − f ∗‖
2
2,P = P(Y− f̂n(X))

































Pn(Y− f̂ (X))2 − Pn(Y− f ?(X))2
]
+ 2Jλn,τn( f̂n)







Y† − f †(X))−Y + f ?(X)
) (
Y† − f †(X) + Y− f ?(X)
)}












We will bound each term of the preceding display. For the first term, by the
the assumption that EeaY
2/2 ≤ ea(F?)2Eeaε2 ≤ c11 < ∞ for some c11 > 0, we
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≤ 2P(Y2) + 2P(2 f̂n(X)−Y†)2
≤ 2a−1P(eaY2) + 18K2n ≤ c12 log n




2P(Y† −Y)2 + 2P( f †(X)− f ?(X))2
×
√
2P(Y2) + 2P(Y† − f †(X)− f ?(X))2.
Using the similar arguments as before, we can bound the terms P(Y† − Y)2
and P(Y2). Then since ‖ f ?‖∞ ≤ F?, we have |A1,2,n| . log n/n.
The term E(A3,n) is bounded above by log n/n up to a constant by the
similar way of bounding A1,n.
For A2,n, we let ∆( f )(Z) := (Y† − f (X))2 − (Y† − f †(X))2 with Z :=
(X, Y) for f ∈ F for simplicity. For t > 0, we can write
P(A2,n > t) ≤ P
 sup
f∈FDNNn
(P− Pn)∆( f )











(P− Pn)∆( f )
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We now apply Lemma 2.7.4 to the class of functions
Gn,j,t :=
{
∆( f ) : [0, 1]d ×R 7→ R : f ∈ Fn,j,t
}
.
We will check the conditions of Lemma 2.7.4. First for sufficiently large n,
we have that for every g ∈ Gn,j,t,
∥∥g∥∥∞ ≤ 8K2n and
P(g(Z))2 = P(Y† − f (X)− (Y† − f †(X)))2(Y† − f (X) + (Y† − f †(X)))2
≤ 4(Kn + F)2P( f (X)− f †(X))2 ≤ 16K2nPg(Z)
The condition (2.7.3) holds for any sufficiently large n if t & log2 n/n. For
the condition (2.7.4), we observe that∣∣∣(y† − f1(x))2 − (y† − f †(x))2 − {(y† − f2(x))2 − (y† − f †(x))2}∣∣∣
≤ | f1(x)− f2(x)|| f1(x) + f2(x)− 2y†|
≤ 4Kn| f1(x)− f2(x)|
for any f1, f2 ∈ Fn,j,t and (x, y) ∈ [0, 1]d ×R and so
N
(




u/(4Kn),Fn,j,t, ‖ · ‖∞
)
.
With ω = 1/2, by Proposition 2.7.2 and the assumption τnLn(BnNn)Ln .








































for some c22 > 0 and c23 > 0. Thus the condition (2.7.4) is met if
√




t/ log3/2 n for any δ ≥ 2jt/8 ≥ c21 log2 n/n where c24 is an universal
constant, and this holds for sufficiently large n and t ≥ tn := c25 log2 n/n
for some constant c25 > 0. Then we have




























e−c27 log n .
log2 n
n
for some c26, c27 > 0.
For A4,n, we choose a neural network function f ◦n ∈ FDNNn such that∥∥ f ◦n − f ?∥∥22,PX + Jλn,τn( f ◦n ) ≤ inff∈FDNNn
[∥∥ f − f ?∥∥22,PX + Jλn,τn( f )]+ n−1
Then by the basic inequality Pn(Y− f̂n)2 + Jλn,τn( f̂n) ≤ Pn(Y− f )2 + Jλn,τn( f )
for any f ∈ FDNNn , we have
A4,n ≤ 2
[









n ) + 2
[
Pn(Y− f ◦n (X))2 − Pn(Y− f ?(X))2
]
and so
E(A4,n) ≤ 2Jλn,τn( f
◦
n ) + 2
∥∥ f ◦n − f ?∥∥22,PX
≤ 2 inf
f∈FDNNn
[∥∥ f − f ?∥∥22,PX + Jλn,τn( f )]+ 1n .
Combining all the bounds we have derived, we get the desired result.
Proof of Theorem 2.3.3. Since FDNNn is uniformly bounded and ` is continu-
ously differentiable, ` is locally Lipschitz. That is, there is a constant c1 > 0
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such that
|`(z1)− `(z2)| ≤ c1|z1 − z2| (2.7.7)
for any z1, z2 ∈ [−F, F]. On the other hand, since F ≥ F?, there is a constant
c2 > 0 such that
E(`(Y f (X))− `(Y f ?` (X))2 ≤ c2E(`(Y f (X))− `(Y f ?` (X)) (2.7.8)
for any f ∈ { f ∈ F : ‖ f ‖∞ ≤ F}. This is a well known fact about the strictly
convex losses and the proof can be found in [74] (see Lemma 6.1 there).
We decompose EP( f̂n) as













Pn`(Y f̂n(X))− Pn`(Y f ?(X))
]
+ 2Jλn,τn( f̂n).
We bound B1,n by using the similar argument as in the proof of Theo-
rem 2.3.1. Let ∆( f )(Z) := `(Y f (X))− `(Y f ?(X)) with Z := (X, Y) and let
Fn,j,t :=
{




Then for t > 0, we can write
P(B1,n > t) ≤ P
 sup
f∈FDNNn
(P− Pn)∆( f )











(P− Pn)∆( f )




We now apply Lemma 2.7.4 to the class of functions
Gn,j,t :=
{




By the conditions (2.7.7) and (2.7.8), we can set K1 = 2c1F and K2 = c2
in Lemma 2.7.4. The condition (2.7.3) holds for any sufficiently large n if
t & log n/n. For the condition (2.7.4), we let K′ := K1 ∨ 2K2 = (2c1F) ∨ 2c2
for simplicity. Then since ` is Lipschitz, using a similar argument of (2.7.6)
in the proof of Theorem 2.3.1, we have that any δ ≥ c11 log n/n for some




































for some c12, c13 > 0, provided the assumption τnLn(BnNn)Ln . n−1. There-




t/ log1/2 n for any δ ≥ 2jt/8 ≥
c14 log n/n where c14 is an universal constant, and this holds for sufficiently
large n and t ≥ tn := c15 log n/n for some constant c15 > 0. Then we have














e−c17 log n .
log n
n
for some c16, c17 > 0.
For B2,n, we choose a neural network function f ◦n ∈ FDNNn such that
EP( f ◦n ) + Jλn,τn( f
◦
n ) ≤ inf
f∈FDNNn
[
EP( f ) + Jλn,τn( f )
]
+ n−1.
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Then by the basic inequality Pn`(Y f̂n(X))+ Jλn,τn( f̂n) ≤ Pn`(Y f (X))+ Jλn,τn( f )
for any f ∈ FDNNn , we have
B2,n ≤ 2
[









n ) + 2
[
Pn`(Y f ◦n (X))− Pn`(Y, f ?(X))
]
and so
E(B2,n) ≤ 2Jλn,τn( f
◦
n ) + 2EP( f ◦n ) ≤ 2 inf
f∈FDNNn
[






Combining all the bounds we have derived, we get the desired result.
2.7.3 Proofs of Theorem 2.3.2 and Theorem 2.3.4
Proof of Theorem 2.3.2. Let Sn = n
1
2κ+1 logr n. By Theorem 2.3.1, the assump-
tion (2.3.6), and the fact that ‖θ( f )‖Clip,τ ≤ ‖θ( f )‖0 for any τ > 0, we have
that for any f ? ∈ F ?,
E
[






{∥∥ f − f ?∥∥22,PX + Jλn,τn( f )}+ log2 nn
. inf
f∈FDNN0,n (Sn)
∥∥ f − f ?∥∥22,PX + λnSn + log2 nn









which concludes the desired result.
Proof of Theorem 2.3.4. For x ∈ [0, 1]d, define the function ψx : R 7→ R+ by
ψx(z) := η(x)`(z)− (1− η(x))`(−z).
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Note that z?x := f ?` (x) is the minimizer of ψx(z) and satisfies ψ
′
x(z?x) = 0





PX-a.s., where z̃ lies between z and z?x . Since ` has a continuous second
derivative, we have ‖ψ′′‖∞,[−F,F] ≤ c11 for some c11 > 0, which implies
that
EP( f ) ≤ c11‖ f − f ?` ‖22,PX .
Let Sn = n
1
2κ+1 logr n. By Theorem 2.3.3, the assumption (2.3.19), and the




























Factor models describe a dependence structure among correlated random
variables in terms of a small number of unobserved variables called latent
factors or just factors. To be specific, the (linear) factor model considered in
this chapter assumes that a p-dimensional random vector Y is distributed as
Y|Z = z ∼ N(Bz, σ2I), Z ∼ N(0, I) (3.1.1)
where B is a p× K factor loading matrix, Z is a K-dimensional factor with
K < p, and σ2 > 0 is a noise variance. Under this model, the marginal
distribution of Y is given by
Y ∼ N(0, Σ), Σ := BB> + σ2I.
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That is, the distribution of Y is determined by the structured covariance ma-
trix BB> + σ2I. This decomposition of the covariance matrix leads to the
substantial reduction of the model complexity, and thus the factor model
has been applied to a broad range of areas including high-dimensional co-
variance estimation [26, 30, 31], high-dimensional supervised learning [32,
53, 82, 86] and multiple testing under arbitrary dependence [27, 28, 57], and
pupulary used in various application fields such as economy, psychology
and gene expression studies [e.g., 9, 15, 33, 44, 65].
A major practical issue of using the factor model is to determine the fac-
tor dimensionality K. Frequentist approaches typically choose the factor di-
mensionality before estimating the loading matrix. One of the widely used
methods is to fit the factor models for different values of K and to select
the best K based on a model selection criterion [4, 5]. Alternatively, the fac-
tor dimensionality can be chosen based on the eigenvalues of the empirical
covariance matrix [1, 55, 72].
Various priors have been developed for Bayesian analysis of the factor
model with unknown factor dimensionality. Examples are spike and slab
priors with the Indian buffet process (IBP) [17, 54, 79] and shrinkage type
priors with the degree of shrinkage increasing across the column index [10,
83].
Large sample properties of the posterior distribution of the factor model
also have received much attention. Pati et al. [75] investigated the posterior
contraction rate of the covariance matrix with respect to the spectral norm
for a sparse factor model where most of the entries in the factor loading
matrix are zero. They showed that the derived posterior contraction rate is
near-optimal in the minimax sense, up to a logarithm factor even when p
is much larger than n. Xie et al. [99] obtained an improved contraction rate.
However, they assumed that the true factor dimensionality is known to us.
Gao and Zhou [37] studied a Bayesian sparse principal component anal-
ysis (PCA) model, which is equivalent to the factor model with the con-
straint that the columns of the loading matrix are orthogonal to each other.
They derived posterior contraction rates of the covariance matrix and the
principal subspace estimation with respect to the spectral norm and proved
the posterior consistency of the rank of the covariance matrix. Due to the or-
thogonality of the loading matrix, the rank of the covariance matrix is equal
to the factor dimensionality. But there is no easy computational method to
approximate the posterior distribution mainly because of the orthogonality
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constraint on the loading matrix.
Rockova and George [79] considered the Bayesian factor model with a
spike and slab prior with the IBP and proved that the posterior probability
that the factor dimensionality is bounded by a certain quantity converges
to one. But, the posterior consistency of the factor dimensionality is still
unsolved.
In this chapter, we consider a Bayesian factor model with a spike and
slab prior with the two-parameter IBP. We provide sufficient conditions on
the prior for the posterior consistency of the factor dimensionality when the
dimension p is very large, but the true factor loading matrix is sparse. Also,
we derive the posterior contraction rate of the covariance matrix. Note that
there is a straightforward but efficient Markov chain Monte carlo (MCMC)
algorithm available for our Bayesian model. That is, our Bayesian model is
the first one which not only is computationally tractable but also achieves
the posterior consistency of the factor dimensionality.
This chapter is organized as follows. In Section 3.2, we introduce the
assumptions on the true model. Also, we explain the proposed prior and
its properties. In Section 3.3, we provide posterior asymptotic results. In
Section 3.4, we conduct a simulation study to supplement our asymptotic
results. In Section 3.5, we provide some discussions about an adaptiveness.
Concluding remarks follow in Section 3.6. Finally, all the proofs are given in
Section 3.7.
3.1.1 Notation
Let R be the set of real numbers and N be the set of natural numbers. For
the positive integer p, we let [p] := {1, 2, . . . , p}. For a real number x, bxc
denote the largest integer less than or equal to x and dxe denote the smallest
integer larger than or equal to x. For two positive sequences {an}n∈N and
{bn}n∈N we write an . bn if there exists a positive constant C > 0 such that
an ≤ Cbn for any n ∈ N. Moreover, we write an & bn if bn . an and write
an  bn if an . bn and an & bn.
For a set S, |S| denotes its cardinality. For a p-dimensional vector β ≡
(β j)j∈[p], define βS := (β j : j ∈ S) for a subset S ⊂ {1, . . . , p}. We let λ1(Σ) ≥
λ2(Σ) · · · ≥ λp(Σ) be the ordered eigenvalues of the p× p matrix Σ. For a
p × k matrix (k can be infinite) A = (ajh)j∈[p],h∈[k], we denote the spectral
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norm of the matrix A by‖A‖ and the Frobenius norm by ‖A‖F. Recall that
‖A‖ := supx∈Rk :‖x‖2=1 ‖Ax‖2 = λ
1/2
1 (A
>A) and ‖A‖F :=
√
trace(A>A).





We let A>k = (ajh)j∈[p],h∈{k,k+1,...,} and A≤k = (ajh)j∈[p],h∈[k], which are the
submatrices constructed by taking the colmuns with indices > k and ≤ k,
respectively. Also we let AS := (ajh)j∈S,h∈N for a subset S ⊂ [p].
We denote by 1(·) the indicator function. Let Γ(a) denote the gamma
function and B(b, c) denote the beta function, where a, b and c are positive
constants. Let 0 and 1 denote vectors of 0’s and the one of 1’s, respectively.
3.2 Assumptions and prior distribution
Throughout this chapter, we assume that for each n ∈ N, we observe n in-
dependent and identically distributed pn dimensional observations Y1:n ≡
(Y1, . . . , Yn) and we model the data using the model (3.1.1).
3.2.1 Assumptions
In this section, we give the assumptions on the data generating process for
asymptotic results of the posterior distribution.
Assumption 3.1. For each n ∈ N, let Σ0n be a true covariance matrix. We
observe
Y1, . . . , Yn
iid∼ Npn(0, Σ0n)
where Σ0n is of the form
Σ0n := B0nB>0n + σ
2
0nI
where B0n ∈ Rpn×k0n . Here, k0n is the true factor dimensionality.
We introduce some regularity conditions on the sequence of the true co-
variance matrices {Σ0n}n∈N.
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Assumption 3.2. Assume that there exist sequences of positive real num-





∑k0nk=1 |β0n,jk| > 0
)
≤ sn, where β0n,jk denotes the (j, k)-th entry
of B0n.
(A2) ‖Σ0n‖ = cn . sn.
(A3) c0 ≤ σ20n ≤ cn for an universal constant c0 > 0.





> d0 for an universal constant d0 > 0.
The assumption (A1) means that the number of nonzero rows of the true
loading matrix is at most sn. Since we consider a high dimensional case
where pn is much larger than n, we assume that the true loading matrix
is sufficiently sparse to make the factor loading estimable.
The assumption (A2) implies that we allow the largest eigenvalue of Σ0n
to grow with the sample size. The bound cn . sn is mild in view of random
matrix theory. Suppose that B̃ be a sn × k0n random matrix whose entries
are independent centered random variables with finite fourth moments.
Then by Theorem 2 of [56], E ‖B̃‖ . √sn +
√
k0n. If k0n . sn, we have
that E ‖B̃B̃>‖ . sn. Pati et al. [75] and Rockova and George [79] assumed
the same condition, while the other works on the Bayesian covariance es-
timation assumed that the largest eigenvalue of Σ0n is bounded [37, 99]. If
we assume the bounded largest eigenvalue, cn disappears in the posterior
convergence rate.
The assumption (A3) provides the lower and upper bound of the true
noise variance σ20n. The lower bound prevents that Σ0n becomes ill-conditioned.
Together with the assumption (A2) , the upper bound makes that the load-
ing matrix B0n dominates σ0n in Σ0n.
The assumption (A4) gives a restriction on the quantities related to the
true covariance matrices. We consider the high dimensional setups in which
pn  n throughout. In particular, we can consider an ultra high dimen-
sional case in which pn  exp (na) for some a ∈ (0, 1). We assume the quan-
tity c2ns2nk0n log pn/n goes to zero as n → ∞, which is equal to the square of
the posterior contraction rate of the covariance matrix under our proposed
92 Chapter 3. Posterior consistency of the factor dimensionality
prior with respect to the spectral norm. In addition, we assume that the true
model has at least one factor and the number of factors does not exceed half
of the number of observed variables for technical reasons. (A1) and (A4)
imply that the number of estimable parameters should grow slower than n.
The assumption (A5) creates and eigengap between the spikes and the
noise, which prevents the underestimation of the factor dimensionality k0n.
The assumption (A5) plays a similar role as the beta-min condition which has
been popularly used to prove variable section consistency in high-dimensional
regression [16, 64].
3.2.2 Prior distribution and its properties
Let β jk be the (j, k) entry of the p × ∞-dimensional loading matrix B. We
consider a following prior distribution
β jk|ξ jk
ind∼ (1− ξ jk)δ0 + ξ jkLaplace(1), j ∈ [p], k ∈N (3.2.1)
ξ jk|θk





νh, k ∈N where νh
iid∼ Beta(α, κ + 1), h ∈N. (3.2.3)
where α > 0 and κ ≥ 0 are hyperparameters. Note that we use the stick-
breaking representation of the two-parameter IBP [90] here. We refer to the
above distribution on B as SSIBPp(α, κ), which is an abbreviation of spike
and slab Indian buffet process. We denote by Π(·) the prior distribution of
SSIBPp(α, κ).
The (one-parameter) IBP introduced by [38], which is the prior on ξ jk
with κ = 0 has been popularly used as a prior on the nonzero entries of
the loading matrix. The prior distribution of [54] for B is almost the same
as SSIBP except that κ is set to be 0 and the Laplace distribution in (3.2.1) is
replaced by the normal distribution. Rockova and George [79] used the IBP
for the prior of ξ jk, but they replace δ0 in (3.2.1) with the Laplace distribution
with a very small dispersion. This replacement enables us to use the fast
and scalable expectation-maximization algorithm that estimates a posterior
mode.
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Note that both Knowles and Ghahramani [54] and Rockova and George
[79] considered the one-parameter IBP which is equivalent to the two-parameter
IBP with κ = 0. We introduce the additional hyperparameter κ in order to
get the posterior consistency of the factor dimensionality by choosing κ ap-
propriately. Although some works [17, 73] used the two-parameter IBP, no
theoretical study has been done.
In the following three subsections, we present lemmas which provide
some theoretical properties of our considered prior.
3.2.2.1 Induced distribution of the factor dimensionality
In this section, we derive an upper bound of the tail probability of the factor
dimensionality induced by the SSIBP prior. We first define the factor dimen-
sionality of the p×∞ dimensional loading matrix B.
Definition 3.2.1. For a given p × ∞ loading matrix B ≡ (β1, β2, . . . ), we








where βk denotes the k-th column of B.
The following lemma shows that the tail probability of the factor dimen-
sionality is exponentially decaying as the factor dimensionality increases.
Lemma 3.2.1. If B ∼ SSIBPp(α, κ) for α > and κ ≥ 0, then for any k ∈N
Π(K+(B) > k) ≤ Cα,κ p
(
α
α + κ + 1
)k+1
, (3.2.4)
where Cα,κ := 2
(
(α + κ + 1)/(κ + 1) + 4/3
)
. In particular, if α ≤ κ + 1, then
Π(K+(B) > k) ≤ 6p
(
α
α + κ + 1
)k+1
. (3.2.5)
Proof. The proof is deferred to Section 3.7.1.
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3.2.2.2 Induced distribution of the sparsity
We use a notion of row-wise sparsity of the loading matrix. This notion of
sparsity is also used to define the sparsity of the true loading matrix in the
assumption (A1).
Definition 3.2.2. For a p×∞ loading matrix B ≡ (β jh)j∈[p],h∈N and a posi-
tive integer k ∈N, we define the row-support up to k-th column of B as
suppk(B) :=
{




|β jh| > 0
}
.
B is said to be s-sparse up to k if |suppk(B)| ≤ s.
The row-wise sparsity is considered by [37] and [99], While the loading
matrices in [37] and [99] have finite columns, we work with loading matrices
with infinite columns and thus need a truncated version of the row-wise
sparsity.
Throughout this chapter, we set κ = p1+δ for a fixed constant δ > 0.
This choice of the prior parameter is intended to put most of the prior mass
concentrating on sufficiently (row-wise) sparse loading matrices, which is
shown in the following lemma.
Lemma 3.2.2. If B ∼ SSIBPp(α, p1+δ) with α ∈ (0, 1) and δ > 0, then for any
k ∈N, and t ≥ 1
Π(|suppk(B)| > t) ≤ (k + 1)e−(δ/12)t log p. (3.2.6)
Proof. The proof is deferred to Section 3.7.1.
3.2.2.3 Prior concentration near the true loading matrix
In this subsection, we show that the proposed prior puts sufficiently large
mass near the truth. Since the true loading matrix depends on n, we let also
prior parameters α and κ also depends on the sample size n. We let Πn(·)
be the prior distribution of SSIBPpn(αn, κn). Unless there is a confusion, we
understand the loading matrix B0n ∈ Rpn×k0n as the pn × ∞ dimensional
3.2. Assumptions and prior distribution 95
matrix (B0n, 0pn×∞), where 0pn×∞ denotes pn×∞ dimensional matrix of ze-
ros.
Lemma 3.2.3. Suppose that B0n ∈ Rpn×k0n be a sn-sparse up to k0n loading ma-
trix. Let B ∼ SSIBPpn(αn, p1+δn ) for δ > 0. Then for any n ∈N and ηn > 0,
Πn
(










for some universal constant C1 > 0 depending only on δ. Moreover, if the assump-
tions (A2) and (A3) hold and ηn . 1, we have
Πn
(









for some universal constant C2 > 0 depending only on δ.
Proof. The proof is deferred to Section 3.7.1.






for some universal constant C3 > 0 to the prior concentration [37, 75, 79, 99].
The lower bound in (3.2.7) is similar to them, but key difference of (3.2.7) is
that the lower bound depends explicitly on the prior parameter αn. For the
posterior consistency of factor dimensionality, controlling αn is indispens-
able.
Using Lemma 3.2.3, we can obtain the following prior concentration re-
sult for the sequence of true covariance matrices with respect to the Frobe-
nius norm.
Corollary 3.2.4. Suppose that Σ0n satisfies (A1)-(A4). Let B ∼ SSIBPpn(αn, p1+δn )








≥ αk0nn e−C1snk0n log pn , (3.2.9)
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for some universal constant C1 > 0 depending only on δ, a and b.
Proof. The proof is deferred to Section 3.7.1.
3.3 Asymptotic properties of the posterior distri-
bution
In this section we study asymptotic properties of the posterior distributions
of the covariance matrix and the factor dimensionality in the sparse factor
model, respectively.
Given data Y1:n ≡ (Y1, . . . , Yn), we denote by Πn(·|Y1:n) the posterior
distribution induced by the prior Πn and the data Y1:n. Let σ(Y1:n) be the
σ-field generated by Y1:n. For a given sample size n and covariance matrix
Σ, we let PΣ and EΣ denote the probability measure and the expectation
operator under the law (N(0, Σ))n, where we suppress the dependence on n
for simplicity.
3.3.1 Posterior contraction rate for covariance matrix
We let C0n be a sequence of the classes of covariance matrices such that
C0n :=
{
Σ0n ≡ B0nB>0n + σ20nI : (A1)- (A4) are satisfied
}
.
Note that we do not require the assumption (A5) in the definition of C0n. The
next theorem derives the posterior contraction rate of the covariance matrix
with respect to the spectral norm.
Theorem 3.3.1. A prior, let B ∼ SSIBPpn(αn, p1+δn ) with αn < 1 for any suffi-
ciently large n and that σ2 ∼ IG(a, b) for δ > 0, a > 0 and b > 0. Then for any




Πn(‖Σ− Σ0n‖ > Mεn∣∣∣∣Y1:n
) = o(1), (3.3.1)













Proof. The proof is deferred to Section 3.7.2.





. sn log pn, the pos-






which is minimax optimal [75]. For example, when αn = α0 for some α0 ∈
(0, 1) or αn = p−1n as in [79], the posterior contraction rates becomes mini-
max optimal.
Pati et al. [75] derived a similar posterior contraction rate with their own
prior and assumptions. In our terminology, the posterior contraction rate of




snk20n log pn/n. We remove
√
k0n log n factor
by using the improved test construction used in [37, 99].
Gao and Zhou [37] obtained the posterior contraction rate
√
snk0n log pn/n
under the assumption that the largest eigenvalue of the true covariance ma-
trix is bounded and Xie et al. [99] obtained the posterior contraction rate
of
√
sn log pn/n under the assumptions that both the true largest eigen-
value and the true factor dimensionality are bounded. Our posterior con-
traction rate (3.3.3) recovers those rates under the additional assumptions
they made.
3.3.2 Posterior consistency of the factor dimensionality
We let C?0n be a sequence of the classes of covariance matrices such that
C?0n :=
{
Σ0n ≡ B0nB>0n + σ20nI : (A1)- (A5) are satisfied
}
,
which is a subset of C0n. We need an additional condition (A5) for the pos-
terior consistency of the factor dimensionality.
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The following theorem proves that the posterior consistency of the factor
dimensionality.
Theorem 3.3.2. A priori, let B ∼ SSIBPpn(p
−As2n
n , p1+δn ) for sufficiently large





) = o(1). (3.3.4)
Proof. The proof is deferred to Section 3.7.2.







for our prior distribution with κn = 0 (i.e., the one-parameter IBP). This re-
sult is weaker than ours when sn diverges. Also Rockova and George [79]
did not consider the posterior probabilities of the underestimation of the
factor dimensionality. We introduce the assumption (A5) and use a diverg-
ing value of κn to get the posterior consistency of the factor dimensionality.







which is sn times slower than the optimal rate.
3.4 Numerical results
To illustrate our theoretical foundings, we compare the concentrations of
the posterior distributions for the factor dimensionality and the covariance
matrix with various choices of the hyperparameters αn and κn by simula-
tion.
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3.4.1 MCMC algorithm
Let K∗ := K+(B) be the number of nonzero columns of the loading matrix.
For j ∈ [p] and k ∈ [K∗], the factor loading β jk is sampled from the
conditional posterior
β jk|− ∼


















For j ∈ [p] and k ∈ [K∗], the auxiliary parameter τjk is sampled from
τjk|− ∼
GIG(1, β2jk, 12) if ξ jk = 1Exp(12) if ξ jk = 0
where GIG(a, b, p) denotes the generalized inverse Gaussian (GIG) distribu-
tion with the density f (z) proportional to f (z) ∝ zp−1e−(az+b/z)/2.
For j ∈ [p], the indicator parameters are sampled as follows. For k ∈ [K∗],
ξ jk is sampled with probability
Π(ξ jk = 1|−)
Π(ξ jk = 1|−)
=
α + pjk
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where pjk := ∑l∈[p]:l 6=j ξlk. For k > K∗, we first propose K∗j ∈ N ∪ {0} and
β∗j ∈ R
K∗j from the proposal distribution
J(K∗j )J(β
∗
j |K∗j ) = Poisson(1)Lap(1)
K∗j .
Then accept the proposal with probability
max
























If the proposal is accepted, we update
B← (B, (β∗jk1(l = j))l∈[p],k∈[K∗j ])
K∗ ← K∗ + K∗j






Σ̂Z := (σ−2B>B + I)−1.
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3.4.2 Simulation study
We let the sample size n vary among {50, 150, 250}. For each sample size n,
we let the dimension of the data be equal to pn = 2n and the number of




. We consider the fixed factor dimen-
sionality cases where the true factor dimensionality k0n varies among {1, 5}.
For given sn and k0n, the loading matrix B0n is generated by first selecting s
nonzero rows randomly and sampling loadings in the first k0 columns and
nonzero rows from {−2, 0, 2} randomly. A noise variance is set to be 1. The
simulated data are generated by the Gaussian distribution with the gener-
ated covariance matrix Σ0n := B0nB>0n + I.
We consider two different choices of αn. The first one is αn = p−1n , which
is used by [79]. The other one is αn = p
−s2n
n whose use is advocated by our
theory. In addition, we consider two different choices of κn. The first one
is κn = 0, which corresponds to the one-parameter IBP. The other one is
κn = p1+δn with δ = 0, which we recommend to use.
We compare the posterior probability of correct estimation of the factor
dimensionality, i.e., Π(K+(B) = k0n|Y1:n), and the scaled spectral norm loss
‖Σ̂− Σ0n‖ /‖Σ0n‖, where Σ̂ is the posterior mean of the covariance matrix.
We repeat the simulation 50 times, and report averages of those quantities
across simulation replicates.
Figure 3.1 presents the averaged fraction of correct estimation of the
factor dimensionality for the tour choices of the hyperparameters. We can
recover the factor dimensionality more precisely with the extreme choice
αn = p
−s2n
n . The mild choice αn = p−1n leads to the posterior distribution that
puts most of its mass to the larger values than the true factor dimensional-
ity. For the hyperparameter κn, the value κn = p1+δn yields higher posterior
concentration than the value κn = 0.
Figure 3.2 presents the averaged scaled spectral norm loss for covari-
ance matrix estimation. The results are almost similar for all the choices of
the hyperparameters. It supports the fact that when we use αn = p
−s2n
n , the
posterior contraction rate worsens by only
√
sn factor, which is not critical
compared to the overall contraction rate.
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FIGURE 3.1: Fraction of correct estimation of the factor dimen-
sionality by the value of the hyperparemters αn and κn. The
average value across simulation replications are plotted ver-
sus the sample size for k0 = 1 (left), and k0 = 5 (right).
FIGURE 3.2: The scaled spectral norm loss for the covariance
matrix estimation by the value of the hyperparemters αn and
κn. The average value across simulation replications are plot-
ted versus the sample size for k0 = 1 (left), and k0 = 5 (right).
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3.5 Discussions about adaptive priors
For the posterior consistency of the factor dimensionality with the SSIBP
prior, we need to know the true sparsity level sn when we set the hyperpa-
rameters. However in general sn is not known in practice. It would be useful
to have the posterior consistency without knowing the true sparsity level sn,
In this section, we briefly discuss how to construct such adaptive priors to
attain the posterior consistency of the factor dimensionality.
The sparse PCA prior considered by Gao and Zhou [37] is an adaptvie
prior. Gao and Zhou [37] proves that their spar PCA prior is adaptive. How-
ever, their prior imposes the orthogonality of the column vectors of the load-




{∥∥βk∥∥2 ≥ d∗ and β>h βk = 0, ∀h 6= k}
 = 1 (3.5.1)
for some d∗ > 0, where k∗ is the upper bound to the number of columns
of the loading matrices. This orthogonality of the column vectors makes the
posterior contration of the covariance matrix automaticaly imply the pos-
terior consistiency of the factor dimensionality, and for the posterior con-
traction rate of the covariance matrix, we do not need to know sn. But the
complicated nature of condition (3.5.1) makes it difficult to construct an ef-
ficient MCMC sampler.
As an alternative we consider a two-step prior, denoted by Π̌n, on the
loading matrix B ≡ (β jk)j∈[pn],k∈N. The two-step prior first selects the num-
ber of nonzero columns K from N and a size s of the row-support up to
column K from [p] according to a certain distribution Π̌n,1. and selects a
random subset S ⊂ [p] of cardinality |S| = s with equal probability. Then
{β jh : j ∈ S, h ∈ [k]} ∼ π̌n,2 for a certain distribution π̌n,2 on Rs×k and sets
β jh = 0 if j /∈ S or h ≥ k + 1. This two-step prior can be written as













δ0 (B>K) , (3.5.2)
where δ0 denotes the point mass at 0, BS≤K := (β jk)j∈S,k∈[K] and B
Sc
≤K and
B>K are defined similarly.
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The suitable condition on Π̌n,1 for the adaptiveness of the posterior con-
sistency of the factor dimensionality, analog to the condition (P1) in [42],
is
Π̌n,1(|S| = s∗, K = k∗) ∝ exp(−A(s∗)2k∗ log p) (3.5.3)
for some A > 0. Under this condition, we can prove the posterior consis-
tency for the factor dimensionality in Theorem 3.5.1.









Assume that the loading matrix B ≡ (β jk)j∈[pn],k∈N follows the prior Π̌n of (3.5.2)
and σ2 ∼ IG(a, b) for a > 0 and b > 0. Suppose that Π̌n,1 is the distribution
satisfying that for any (s∗, k∗) ∈ [p]×N,
Π̌n,1(|S| = s∗, K = k∗) ∝ e−A(s
∗)2k∗ log pn (3.5.4)

















Π̌n(‖Σ− Σ0n‖ > Mcn√ s2nk0n log pnn
∣∣∣∣Y1:n
) = o(1),
for sufficiently large M > 0, where Π̌n(·|Y1:n) denotes the posterior distribution
induced by the prior Π̌.
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Proof. The proof is deferred to Section 3.7.3.
Remark 3.5.1. For the SSIBP prior, it can be shown that
Πn(
∣∣suppk∗(B)∣∣ = s∗,K+(B) = k∗) ∝ αk∗ exp(−Cs∗ log pn)
= exp(−Cs∗ log pn − k∗ log(1/α))
and hence the condition (3.5.3) is not satisfied.
Remark 3.5.2. There is the additional assumption minβ0n,jk :β0n,jk 6=0 |β0n,jk| >
b0 in C??0n of Theorem 3.5.1. The constant b0 can be replaced by a positive se-
quence (b0n)n∈N going to 0 with a slower rate than the posterior contraction
rate of the covariance matrix.
Even though the two-step prior considered in Theorem 3.5.1 has good
theoretical properties, it would not be straightforward to construct a compu-
tationally tractable posterior inference algorithm. Reversible jump MCMC
could be used for this purpose. We leave this problem as a future work.
3.6 Concluding remarks
In this chapter, we proposed a computationally tractable prior which has
desirable large sample properties. The proposed prior enables consistent
estimation of both the factor dimensionality and induced covariance matrix.
We also derived that the posterior contraction rate for covariance matrices,
which is slightly slower than the minimax convergence rate by a multiple
of the true sparsity level.
The proposed prior distribution is nonadaptive supposing that the true
sparsity level is known to us. Gao and Zhou [37] proved that their sparse
PCA prior adaptively attains the posterior consistency of the factor dimen-
sionality. But it is not evident that there is a computationally tractable pos-
terior inference algorithm. We are plan to develop a both computationally
tractable and adaptive prior in a near future.
In an ultra high dimensional setup in which the dimension pn grows
exponentially in n, the number of nonzero rows sn of the loading matrix
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should be of order O(log pn). This order is quite small compared to the di-
mension pn, which means that the sparse factor model is not suitable for
high dimensional correlated data. A G-block covariance model considered
by [12] can be an alternative, but there is no Bayesian estimation methods
with theoretical guarantees. We investigate this problem as a future work.
3.7 Proofs
3.7.1 Proofs of lemmas and corollary in Section 3.2
Proof of Lemma 3.2.1. If every β jh for j ∈ [p] and h ≥ k + 1 is equal to 0, it
holds that K+(B) ≤ k. Hence, by Lemma 3.7.1,












































α + κ + 1
)k+1
,
which completes the proof.
Proof of Lemma 3.2.2. Since the inequality follows trivially when t > p,
we assume t ≤ p. Let (θh)h∈[k] be given. Then the random variable Sk :=
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Recall that θh = ∏hl=1 νl with νl
iid∼ Beta(α, κ + 1). Define the set
Ek :=
{
(vl)l∈N : vl ≤
tδ log p
7p1+δ
, ∀l ∈ [k]
}
.
We bound Π(Sk ≥ t) as








+ Π(E ck ).





















≤ tδ log p
7p1+δ − tδ log p
≤ tδ log p
6p1+δ
where the last inequality follows from tδ log p ≤ p1+δ. We use a version of
Chernoff’s inequality for binomial distributions [41], which states that
P(X > ap) ≤
{(
q/a
)a ea}p if X ∼ Binom(p, q) and q ≤ a < 1. (3.7.1)
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et ≤ e−t(δ/2) log p.
(3.7.2)
Now we will bound P(E ck ). Since 0 < α < 1, Gautschi’s inequality im-
plies

















Then using the union bound, we have
Π(E ck ) ≤ kΠ (ν1 > t0) =
k






























Moreover, by the fact that log x ≤ (1/e)x for any x > 0, we have that
P(E c) ≤ k exp
(































Combining (3.7.2) and (3.7.3) we obtain the desired bound.
Proof of Lemma 3.2.3. Let βk and β0n,k be the k-th columns of B and B0n,




n/k2), it follows from Lemma 3.7.3
that











































−snk0n log(snk0n) ≥ e−2snk0n log pn and that ∑k0nk=1 1/k ≤ log(k0n +
1) ≤ k0n, we further have
P(‖B− B0n‖F ≤ ηn|θ)
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Note that (1− θk) ≥ (1− θk/θk0n) and θk/θk0n = ∏
k
h=k0n+1 vh is indepen-
dent to {θ1, . . . , θk0n}. Since (νh)h∈N are iid, we can see that {θk/θk0n : k =
k0n + 1, k0n + 2, . . . } as a lagged stick-breaking process which has the same










































































≥ αne−C1snk0n log pn ,
for some C1 > 0 depending only on δ, where the third inequality is due to











≥ αne−C2snk0n log pn




















α + κ + 1
)}
& 1.
To combine all the results, we obtain
P(‖B− B0n‖F ≤ ηn|θ) = E
[
P(‖B− B0n‖F ≤ ηn|θ)
]
≥ e−‖B0n‖1−ηk0n αk0nn e−C3snk0n log(pn∨η
−1
n )
for some C3 > 0 depending only on δ, which is the desired result.
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which completes the proof.
Proof of Corollary 3.2.4. Let ηn :=
√
snk0n/n. Since B and σ2 are independent,
Πn(‖Σ− Σ0n‖F ≤ ηn)
≥ Πn










Since σ20n ≥ c0 > 0 by (A3) and snk0n/n < pn by (A4), it follows that
Πn
(
















≥ C1p−1n c−a−1n e−2b/c0 ≥ e−C2 log pn ,
where the positive constants C1 and C2 depend only on a, b and c0.
We slightly abuse the notation to let B0n be a p × ∞ matrix where all





and ∥∥∥BB> − B0nB>0n∥∥∥F ≤ ‖B0n − B‖2F + 2 ∥∥∥B0n(B0n − B)>∥∥∥F
≤ ‖B0n − B‖2F + 2‖B0n‖ ‖B0n − B‖F ,
we have that ‖B0n − B‖F ≤ C3
√
k0n/n implies
∥∥∥BB> − B0nB>0n∥∥∥F ≤ ηn/2
for some C3 > 0. Then Lemma 3.2.3, which shows
Πn
(





≥ αk0nn e−C4snk0n log pn
for some universal constant C4 > 0, and the fact that n/k0n . pn by (A4)
complete the proof.
3.7.2 Proofs of theorems in Section 3.3
To simplify notation, we write P0 := PΣ0n and E0 := EΣ0n .
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Proof of Theorem 3.3.1. Fix Σ0n ∈ C0n. For a Borel measurable subset B of the




















where fΣ denotes the density of N(0, Σ) and Nn(B) and Dn denote the nu-
merator and denominator of the fraction in the preceding display. By Corol-
lary 3.2.4 and Lemma 3.7.4, we have that there is a Borel measurable set
An ∈ σ(Y1:n) with
P0(An) ≤ C1/ log n (3.7.4)
for some universal constant C1 > 0, on which
Dn ≥ αk0nn e−C2snk0n log pn ≡ αk0nn e−rn , (3.7.5)
where
rn := C2snk0n log pn.
We define the following two sets
Fn,1 :=
{




Σ ≡ BB> + σ2I : |suppbunc(B)| ≤ tn
}
,
where tn and un are sequences that will be specified later. Let
Un :=
{
Σ ≡ BB> + σ2I :‖Σ− Σ0n‖ ≥ Mεn
}
.
We decompose the posterior probability as
Πn(Un|Y1:n) ≤ Πn(U ?n |Y) + Πn(F cn,2|Y1:n) + Πn(F cn,1|Y1:n),
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where U ?n := Un ∩ Fn,2 ∩ Fn,1. By Lemma 3.2.1, we have that





































≤ α−k0nn ern Πn(F cn,1) +
C1
log n
≤ e−rn + C1
log n
.





≤ α−k0nn ern Πn(F cn,2) +
C1
log n
≤ (un + 1)α−k0nn erne−C4tn log pn +
C1
log n
≤ α−2k0nn e3rne−C4tn log pn +
C1
log n
for some universal constant C4 > 0. Hence if we let
τn := k0n max
{





tn := C5τn/ log pn
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for sufficiently large C5 > 0, then we have that E0[Π(F cn,2|Y1:n)] . e−C6τn +
1/ log n . 1/ log n for some universal constant C6 > 0.


















Suppose An satisfies (3.7.4) and (3.7.5), then we have
E0
[
































































By Lemma 3.7.5, there is a test function φn such that
E0φn ≤ 3 exp
(













+ rn + C9(tn + sn)− C10Mnε2n
)
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for some universal positive constants C7, . . . , C10. Since k0n log(1/αn) . τn,

















(C13 − C14M1/2)k0n max
{





for some universal positive constants C10, . . . , C14. Hence for sufficiently
large M such that M > C213/C
2
14, we obtain the desired result.
Proof of Theorem 3.3.2. Fix Σ0n ∈ C?0n. Let αn = p
−As2n
n . By Corollary 3.2.4 and
Lemma 3.7.4, we have that there is a Borel measurable set An with P0(An) ≤







dΠn(Σ) ≥ αk0nn e−rn ,
where
rn := C2snk0n log pn





































≤ 4ern αn +
C4
log n




Since sn ≥ k0n by the assumption (A5), if A is larger than C2, the poste-










, by Theorem 3.3.1, we have
E0
Πn(‖Σ− Σ0n‖ > Mεn∣∣∣∣Y1:n
) = o(1) (3.7.7)






In addition, by (A4), the contraction rate εn goes to zero. Suppose that K+(B) <
k0n. Since B0n is of full rank, there is v1 ∈ span(B)⊥ ∩ span(B0n) with‖v1‖2 =
1. Then by (A5),∥∥∥BB> − B0nB>0n∥∥∥ ≥∥∥∥(BB> − B0nB>0n) v1∥∥∥2 =∥∥∥B0nB>0nv1∥∥∥2 > d0.
Let B := span(B) ∪ span(B0n). Since rank(B) < 2k0n < pn, there is v2 ∈ B⊥
with‖v2‖2 = 1. Then‖Σ− Σ0n‖ ≥
∥∥(Σ− Σ0n) v2∥∥2 = ∣∣∣σ2 − σ20n∣∣∣. Hence by
the triangular inequality,∥∥∥BB> − B0nB>0n∥∥∥ ≤‖Σ− Σ0n‖+ ‖(σ2 − σ20n) I‖ ≤ 2‖Σ− Σ0n‖ . (3.7.9)
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Πn(‖Σ− Σ0n‖ > d0/2∣∣∣∣Y1:n
)
≤ E0
Πn(‖Σ− Σ0n‖ > Mεn∣∣∣∣Y1:n
)
as n goes to infinity, which completes the proof.
3.7.3 Proof of Theorem 3.5.1
Proof of Theorem 3.5.1. To simplify notation, we write E0 := EΣ0n . Fix Σ0n ∈
C??0n . By Lemma 3.7.4, there is a Borel measurable set An ∈ σ(Y1:n) with


























(∥∥∥BS0≤k0n − BS00n,≤k0n∥∥∥F ≥ √k0n/n
)
.
By Lemma 3.7.2 and the assumption (A2) which implies ‖BS00n,≤k0n‖1 . snk0n,
we have that
Π̌n
(∥∥∥BS0≤k0n − BS00n,≤k0n∥∥∥F ≥ √k0n/n
)
≥ e−C1snk0n log n
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≥ exp(−As2nk0n log pn − sn log pn − C1snk0n log n)
≥ exp(−As2nk0n log pn − C2snk0n log pn)
for some universal constant C2 > 0. By using similar arguments used in the
proof of Corollary 3.2.4,
Dn ≥ exp
(
−C3snk0n log pn − As2nk0n log pn
)
for some universal constant C3 > 0 on An
For the posterior contraction of the covariance matrix, we let
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. E0φn + e(A+C3)s
2






















for some universal positive constants C4, . . . , C9. Hence for sufficiently large





‖Σ− Σ0n‖ > Mεn|Y1:n
)]
= o(1). (3.7.10)
For the posterior consistency of the factor dimensionality, by similar ar-





















































Hence we have that (3.7.11) converges to zero as n → ∞ when A > C3.
For (3.7.12), suppose that |suppk0n(B)| < sn. Then S
− := suppk0n(B0n) \
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suppk0n(B) is not empty. Let v ≡ (vj)j∈[p] be the vector such that vj∗ = 1
for j∗ ∈ S− and 0 otherwise. Then




where b0 is the lower bound of the nonzero entries of B0n. Since∥∥∥BB> − B0nB>0n∥∥∥ ≤ 2‖Σ− Σ0n‖
by (3.7.9) in the proof of Theorem 3.3.2, we have



















‖Σ− Σ0n‖ > Mεn|Y1:n
)]
for all sufficiently large n. Since the last term of the above inequality con-
verges to zero as n→ ∞ by (3.7.10), we complete the proof.
3.7.4 Auxiliary lemmas
Lemma 3.7.1. Let θh := ∏hl=1 νl for h ∈N, where νl
iid∼ Beta(α, κ + 1) for l ∈N.




















α + κ + 1
)k}
.
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Proof. Define Ek :=
{
(θh)h∈N : θh ≤ 3/4, ∀h >≥ k
}




















































α + κ + 1
)h
=




α + κ + 1
)k


























α + κ + 1
)k)
,
where we use the inequality 1− x > e−2x for any x ∈ (0, 1.5). This com-
pletes the proof.
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Lemma 3.7.2. Assume that β = (β1, . . . , βs)> is distributed as β j
iid∼ Laplace(1)
for j ∈ [s]. Then for any β0 ∈ Rs and any ε > 0,
P(
∥∥β− β0∥∥2 ≤ ε) ≥ e−‖β0‖1−ε−s log(s/ε).
Proof. Using a change of variables βS0 − βS00 → β∗, we get
P















where E1, . . . , Es are iid exponential random variables with scale 1. Recall
that the sum of n iid exponential random variables with scale θ follows























The fact that s! ≤ ss completes the proof.
Lemma 3.7.3. Assume that β = (β1, . . . , βp)> is distributed as
β j|zj
ind∼ (1− ξ j)δ0 + ξ jLaplace(1)
ξ j
iid∼ Bernoulli(θ)
for θ ∈ (0, 1). Assume that β0 ∈ Rp has a nonzero support S0 := supp(β0). Let
s = |S0|. Then for any ε > 0,
P(
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Proof. We start with the inequality
P
(





















β j = 0
)
= 1− θ and that
P
(∥∥∥βS0 − βS00 ∥∥∥22 ≤ ε22
)
≥ θsPLap
(∥∥∥βS0 − βS00 ∥∥∥22 ≤ ε22
)
≥ θsPLap
(∥∥∥βS0 − βS00 ∥∥∥1 ≤ ε√2
)
where PLap denotes the probability measure under the product of Laplace(1)
densities. Lemma 3.7.2 completes the proof.
Lemma 3.7.4 (Lemma 9.1 of [75]). Let Σ0n be a pn × pn symmetric positive defi-
nite matrix. Let ηn be a sequence satisfying η2n/λpn(Σ0n)→ 0 and nη2n/s2min(Σ0n)→
∞, and let ρn = 2λ1(Σ0n)/λpn(Σ0n). Then for any sequence of prior distributions
(Πn(·))n∈N, there exists a Borel measurable set An ∈ σ(Y1:n) with PΣ0n(An) ≤
















‖Σ− Σ0n‖F < ηn
)
,
where C2 > 0 is an universal constant. If Σ0n ∈ C0n and ηn =
√
snk0n/n, the
above inequality can be written as







where C3 > 0 is an universal constant.
Proof. For the first part, see the proof of Lemma 9.1 of [75]. For the second as-
sertion, we note that by (A2) and (A3), λpn(Σ0n) ≥ c0 and λ1(Σ0n)/λpn(Σ0n) .
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cn . sn. This completes the proof.
Lemma 3.7.5. Let (εn)n∈N, (tn)n∈N and (un)n∈N be the positive sequences. As-
sume that εn ↓ 0, tn ≥ 1 and un > k0n for any n ∈N. Assume that Y1, . . . , Yn
iid∼
Np(0, Σ). Let Σ0n := B0nB>0n + σ
2
0nI ∈ C0n and M > 24/3. Consider the null set
H0 := {Σ = Σ0n} and the alternative set
H1 :=
{
Σ ≡ BB> + σ2I :‖Σ− Σ0n‖ ≥ Mεn, |suppbunc(B)| ≤ tn, B>un = 0
}
.
Then there is a test function φ such that
EΣ0n φn ≤ 3 exp
(
2tn log pn + (C1 + 1)(tn + sn)−
C1M1/2













for some universal constant C1 > 0, where c0 is in (A3).
Proof. Lemma 5.7 of [37] states that if Y1, . . . , Yn
iid∼ Nd(0, Σ) for some d× d
positive definite matrix Σ, then for any M > 0, there is a test function φ̃n
such that for any M > 0,
























Σ :‖Σ− Σ0n‖ ≥ Mεn, suppbunc(B) = S, B>un = 0
}
.
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where we define BS̄≤un := (β jk)j∈S̄;k∈[bunc] and B
S̄
0n,≤un := (β0n,jk)j∈S̄;k∈[bunc].




ΣS̄ : ‖ΣS̄ − ΣS̄0n‖ ≥ Mεn
}
,
because H1 ⊂ ∪S:|S|≤tn H1,S. By Lemma 5.7 of [37] with the fact that ‖Σ
S̄
0n‖ =
































We combine the test by φn := maxS:|S|≤tn φ
S
n . Since the test function φSn de-




φSn . Since |S̄| ≤ tn + sn for any S with |S| ≤ tn and
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(tn + 1) log pn + tn + C1(tn + sn)−
C1M1/2





2tn log pn + (C1 + 1)(tn + sn)−
C1M1/2



























by deep neural networks with
general activation functions
A.1 Introduction
Inspired by the success of deep neural networks, many researchers have
tried to give theoretical supports for the success of deep neural networks.
Much of the work upto date has focused on the expressivity of deep neu-
ral networks, i.e., ability to approximate a rich class of functions efficiently.
The well-known classical result on this topic is the universal approximation
theorem, which states that every continuous function can be approximated
arbitrarily well by a neural network [24, 45, 36, 18, 58]. However, these re-
sults do not specify the required numbers of layers and nodes of a neural
network to achieve a given approximation accuracy.
Recently, several results about the effects of the numbers of layers and
nodes of a deep neural network to its expressivity have been reported. They
provide upper bounds of the numbers of layers and nodes required for neu-
ral networks to uniformly approximate all functions of interest. Examples
of a class of functions include the space of rational functions of polynomials
[91], the Hölder space [100, 80, 7, 59], Besov and mixed Besov spaces [87]
and even a class of discontinuous functions [76, 46].
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The nonlinear activation function is a central part that makes neural net-
works differ from the linear models, that is, a neural network becomes a lin-
ear function if the linear activation function is used. Therefore, the choice of
an activation function substantially influences on the performance and com-
putational efficiency. Numerous activation functions have been suggested
to improve neural network learning [8, 19, 13, 78, 52, 98]. We refer to the
papers [39, 78] for an overview of this topic.
As mentioned earlier, there are also many recent theoretical studies about
the approximation ability of deep neural networks. However, most of the
studies focus on a specific type of the activation function such as ReLU
[100, 80, 76, 46, 87], or small classes of activation functions such as sig-
moidal functions with additional monotonicity, continuity, and/or bound-
edness conditions [67, 22, 21, 23, 20] and m-admissible functions which are
sufficiently smooth and bounded [7]. For definitions of sigmoidal and m-
admissible functions, see [22] and [7], respectively. Thus a unified theoreti-
cal framework still lacks.
In this chapter, we investigate the approximation ability of deep neural
networks with a quite general class of activation functions. We derive the
required numbers of layers and nodes of a deep neural network to approx-
imate any Hölder smooth function upto a given approximation error for
the large class of activation functions. Our specified class of activation func-
tions and the corresponding approximation ability of deep neural networks
include most of previous results [100, 80, 67, 7] as special cases.
Our general theoretical results of the approximation ability of deep neu-
ral networks enables us to study statistical properties of deep neural net-
works. Schmidt-Hieber [80] and Chapter 1 of this thesis proved the mini-
max optimality of a deep neural network estimator with the ReLU activa-
tion function in regression and classification problems, respectively. In this
chapter, we derive similar results for general activation functions. In addi-
tion, we apply this new result to two supervised learning problems: regres-
sion and classification.
A.1.1 Notation
We denote by 1(·) the indicator function. Let R be the set of real numbers
and N be the set of natural numbers. For m ∈ N, we let [m] := {1, . . . , m}.
For a real valued vector x ≡ (x1, . . . , xd), we let |x|0 := ∑
d
j=1 1(xj 6= 0),





for p ∈ [1, ∞) and |x|∞ := max1≤j≤d |xj|. For sim-
plicity, we let |x| := |x|1. For a real valued function f (x) : R → R, we let
f ′(a), f ′′(a) and f ′′′(a) are the first, second and third order derivatives of f
at a, respectively. We let f ′(a+) := limε↓0( f (a + ε)− f (a))/ε and f ′(a−) :=
limε↓0( f (a− ε)− f (a))/ε. For x ∈ R, we write (x)+ := max{x, 0}.
A.2 Deep neural networks
In this section we provide a mathematical representation of neural networks.
A neural network with L ∈N layers, nl ∈N many nodes at the l-th hidden
layer for l = 1, . . . , L, input of dimension n0, output of dimension nL+1 and
nonlinear activation function σ : R→ R is expressed as
fσ(x|θ) := AL+1 ◦ σL ◦ AL ◦ · · · ◦ σ1 ◦ A1(x), (A.2.1)
where Al : Rnl−1 → Rnl is an affine linear map defined by Al(x) = Wlx + bl
for given nl × nl−1 dimensional weight matrix Wl and nl dimensional bias
vector bl and σl : Rnl → Rnl is an element-wise nonlinear activation map
defined by σl(z) := (σ(z1), . . . , σ(znl))
>. Here, θ denotes the set of all weight
matrices and bias vectors θ := ((W1, b1), (W2, b2), . . . , (WL+1, bL+1)) , which
we call θ the parameter of the neural network, or simply, a network param-
eter.
We introduce some notations related to the network parameter. For a
network parameter θ, we write L(θ) for the number of hidden layers of the
corresponding neural network, and write Nmax(θ) for the maximum of the
numbers of hidden nodes at each layer. Following a standard convention,
we say that L(θ) is the depth of the neural network and Nmax(θ) is the width







where vec(Wl) transforms the matrix Wl into the corresponding vector by
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concatenating the column vectors. We call |θ|0 sparsity of the neural net-








We call|θ|∞ magnitude of the neural network. We let in(θ) and out(θ) be the
input and output dimensions of the neural network, respectively. We denote
by Θd,o(L, N) the set of network parameters with depth L, width N, input
dimension d and output dimension o, that is,
Θd,o(L, N) :=
{
θ : L(θ) ≤ L, Nmax(θ) ≤ N, in(θ) = d, out(θ) = o
}
.
We further define a subset of Θd,o(L, N) with restrictions on sparsity and
magnitude as
Θd,o(L, N, S, B) :=
{
θ ∈ Θd,o(L, N) : |θ|0 ≤ S,|θ|∞ ≤ B
}
.
A.3 Classes of activation functions
In this section, we consider two classes of activation functions. These two
classes include most of commonly used activation functions. Definitions
and examples of each class of activation functions are provided in the con-
secutive two subsections.
A.3.1 Piecewise linear activation functions
We first consider piecewise linear activation functions.
Definition A.3.1. A function σ : R → R is continuous piecewise linear if it
is continuous and there exist a finite number of break points a1 ≤ a2 ≤ · · · ≤
aK ∈ R with K ∈ N such that σ′(ak−) 6= σ′(ak+) for every k = 1, . . . , K and
σ(x) is linear on (−∞, a1], [a1, a2], . . . , [aK−1, aK], [aK, ∞).
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Throughout this paper, we write “picewise linear” instead of “contin-
uous picewise linear” for notational simplicity unless there is a confusion.
The representative examples of piecewise linear activation functions are as
follows:
• ReLU: σ(x) = max{x, 0}.
• Leaky ReLU: : σ(x) = max{x, ax} for a ∈ (0, 1).
The ReLU activation function is the most popular choice in practical
applications due to better gradient propagation and efficient computation
[39]. In this reason, most of the recent results on the function approxima-
tion by deep neural networks are based on the ReLU activation function
[100, 80, 76, 46, 87]. In Section A.4, as Yarotsky [100] did, we extend these re-
sults to any continuous piecewise linear activation function by showing that
the ReLU activation function can be exactly represented by a linear combi-
nation of piecewise linear activation functions. A formal proof for this argu-
ment is presented in Section A.6.1.
A.3.2 Locally quadratic activation functions
One of the basic building blocks in approximation by neural networks is the
square function, which should be approximated precisely. Piecewise linear
activation functions have zero curvature (i.e., constant first-order deriva-
tive) inside each interval divided by its break points, which makes it rel-
atively difficult to approximate the square function efficiently. But if there
is an interval on which the activation function has nonzero curvature, the
square function can be approximated more efficiently, which is a main mo-
tivation of considering a new class of activation functions that we call locally
quadratic.
Definition A.3.2. A function σ : R → R is locally quadratic if there exits
an open interval (a, b) ⊂ R on which σ is three times continuously dif-
ferentiable with bounded derivatives and there exists t ∈ (a, b) such that
σ′(t) 6= 0 and σ′′(t) 6= 0.
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We now give examples of locally quadratic activation functions. First of
all, any nonlinear smooth activation function with nonzero second deriva-
tive, is locally quadratic. Examples are:
• Sigmoid: σ(x) = 1
1 + e−x
.




• Inverse square root unit (ISRU) [13]: σ(x) = x√
1 + ax2
for a > 0.







for a > 0.
• SoftPlus [39]: σ(x) = log(1 + ex).
• Swish [78]: σ(x) = x
1 + e−x
.
In addition, piecewise smooth function having nonzero second deriva-
tive on at least one piece, is also locally quadratic. Examples are:
• Rectified power unit (RePU) [59]: σ(x) = max{xk, 0} for k ∈N \ {1}.
• Exponential linear unit (ELU) [19]: σ(x) = a(ex− 1)1 (x ≤ 0)+ x1 (x > 0)
for a > 0. : σ(x) =
x√
1 + ax2
1 (x ≤ 0) + x1 (x > 0) for a > 0.
• Softsign [8]: σ(x) = x
1 + |x| .
• Square nonlinearity [98]:
σ(x) = 1 (x > 2)+ (x− x2/4)1 (0 ≤ x ≤ 2)+ (x+ x2/4)1 (−2 ≤ x < 0)−
1 (x < −2).
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A.4 Approximation of Hölder smooth functions
by deep neural networks
In this section we introduce the function class we consider and show the ap-
proximation ability of the deep neural networks with an activation function
considered in Section A.3.
We recall the definition of Hölder smooth functions. For a d-dimensional
multiple index m ≡ (m1, . . . , md) ∈Nd0 where N0 := N∪ {0}, we let xm :=
xm11 · · · x
md
d for x ∈ R
d. For a function f : X → R, where X denotes the










for m ∈Nd0 to denote a derivative of f of order m. We denote by Cm(X ), the
space of m times differentiable functions on X whose partial derivatives of
order m with |m| ≤ m are continuous. We define the Hölder coefficient of
order s ∈ (0, 1] as
[ f ]s := sup
x1,x2∈X ,x1 6=x2
| f (x1)− f (x2)|
|x1 − x2|s
.
For a positive real value α, the Hölder space of order α is defined as
Hα(X ) :=
{
f ∈ Cbαc(X ) : ‖ f ‖Hα(X ) < ∞
}
,
where ‖ f ‖Hα(X ) denotes the Hölder norm defined by
‖ f ‖Hα(X ) := ∑
m∈Nd0 :|m|≤bαc
‖∂m f ‖∞ + ∑
m∈Nd0 :|m|=bαc
[∂m f ]α−bαc.
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We denote by Hα,R(X ) the closed ball in the Hölder space of radius R
with respect to the Hölder norm, i.e.,
Hα,R(X ) :=
{
f ∈ Hα(X ) : ‖ f ‖Hα(X ) ≤ R
}
.
We now ready to present our main theorem.
Theorem A.4.1. Let d ∈ N, α > 0 and R > 0. Let the activation function σ be
either continuous piecewise linear or locally quadratic. Let f ∈ Hα,R([0, 1]d). Then
there exist positive constants L0, N0, S0 and B0 depending only on d, α, R and σ
such that, for any ε > 0, there is a neural network
θε ∈ Θd,1
(






∣∣ f (x)− fσ(x|θε)∣∣ ≤ ε. (A.4.2)
Proof. The proof is different by the two classes of activation functions. For
piecewise linear activation functions see Section A.6.1 and for locally quadratic
activation functions, see Section A.6.2.
The result of Theorem A.4.1 is equivalent to the results on the approxi-
mation by ReLU neural networks [100, 80] in a sense that the upper bounds
of the depth, width and sparsity are the same orders of those for ReLU,
namely, depth = O(log(ε−1)), width = O(ε−d/α) and sparsity = O(ε−d/α log(ε−1)).
We remark that each upper bound is equivalent to the corresponding lower
bound established by [100] up to logarithmic factor.
For piecewise linear activation functions, Yarotsky [100] derived simi-
lar results to ours. For locally quadratic activation functions, only special
classes of activation functions were considered in the previous work. Li
et al. [59] considered the RePU activation function and Bauer and Kohler
[7] considered sufficiently smooth and bounded activation functions which
include the sigmoid, tangent hyperbolic, ISRU and soft clipping activation
functions. However, soft plus, swish, ELU, ISRLU, softsign and square non-
linearity activation functions are new ones only considered in our results.
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Even if the orders of the depth, width and sparsity are the same for both
both piecewise linear and locally quadratic activation functions, the ways
of approximating a smooth function by use of these two activation function
classes are quite different. To describe this point, let us provide an outline
of the proof. We first consider equally spaced grid points with length 1/M






(m1, . . . , md) : mj ∈ {0, 1, . . . , M}, j = 1, . . . , d
}
.
For a given Hölder smooth function f of order α, we first find a “local”
function for each grid that approximates the target function near the grid
point but vanishes at apart from the grid point. To be more specific, we
construct the local functions gz, z ∈ Gd,M which satisfies:
sup
x∈[0,1]d
∣∣∣∣∣∣ f (x)− ∑z∈Gd,M gz,M(x)
∣∣∣∣∣∣ ≤ C|Gd,M|−α/d, (A.4.3)
for some universal constant C > 0. The inequality (A.4.3) implies that the
more grid points we used, the more accurate approximation we get. More-
over, the quality of approximation is improved when the target function
is more smooth (i.e., large α) and low dimensional (i.e., small d ). In fact,














(1/M− |xj − zj|)+,
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The second stage is to approximate each monomial xm and each local
basis function φz,M(x) by a neural network. Each monomial can be approx-
imated more efficiently by a neural network with a locally quadratic activa-
tion function than a piecewise linear activation function since each mono-
mial has nonzero curvature. On the other hand, the local basis function can
be approximated more efficiently by a neural network with a piecewise lin-
ear activation than a locally quadratic activation function since the local ba-
sis function is piecewise linear itself. That is, there is a trade-off in using
either a piecewise linear or a locally quadratic activation function.
We close this section by giving a comparison of our result to the approx-
imation error analysis of [7]. Bauer and Kohler [7] studies approximation of
the Hölder smooth function of order α by a two layer neural network with
m-admissible activation functions with m ≥ α, where a function σ is called
m-admissible if (1) σ is at least m + 1 times continuously differentiable with
bounded derivatives; (2) a point t ∈ R exists, where all derivatives up to
the order m of σ are different from zero; and (3) |σ(x)− 1| ≤ 1/x for x > 0
and |σ(x)| ≤ 1/|x| for x < 0. Our notion of locally quadratic activation
functions is a generalized version of the m-admissibility.
In the proof of [7], the condition m ≥ α is necessary because they ap-
proximate any monomial of order m with |m| ≤ α with a two layer neural
network, which is impossible when m < α. We drop the condition m ≥ α by
showing that any monomial of order m with |m| ≤ α can be approximated
by a neural network with a finite number of layers, which depends on α.
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A.5 Application to statistical learning theory
In this section, we apply our results about the approximation error of neural
networks to the supervised learning problems of regression and classifica-
tion. Let X be the input space and Y the output space. Let F be a given
class of measurable functions from X to Y . Let P be the true but unknown
data generating distribution on X × Y . The aim of supervised learning is
to find a predictive function that minimizes the population risk R( f ) :=
E`(Y, f (X)) with respect to a given loss function `. Since P0 is unknown, we
cannot directly minimize the population risk, and thus any estimator f̂ in-
evitably has the excess risk which is defined as R( f̂ )− inf f∈F R( f ). For a
given sample of size n, let Fn be a given subset of F called a sieve and let
(X1, Y1), . . . , (Xn, Yn) be observed (training) data of input–output pairs as-
sumed to be independent realizations of (X, Y) following P. Let f̂n be an es-
timated function among Fn based on the training data (X1, Y1), . . . , (Xn, Yn).
























There is a trade-off between approximation and estimation errors. If the
function class Fn is sufficiently complex to approximate the optimal estima-
tor given by
f ∗ = argmin
f∈F
R( f )
well, then the estimation error becomes large due to high variance. In con-
trast, if Fn is small, it leads to low estimation error but it suffers from large
approximation error.
One of the advantages of neural networks is that we can construct a sieve
which has good approximation ability as well as low complexity. Schmidt-
Hieber [80] and Chapter 1 of this thesis proved that a neural network es-
timator can achieve the optimal balance between the approximation and
estimation errors to obtain the minimax optimal convergence rates in re-
gression and classification problems, respectively. But they only considered
the ReLU activation function. Based on the results of Theorem A.4.1, we can
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easily extend their results to general activation functions.
The main tool to derive the minimax optimal convergence rate is that
the complexity of a class of functions generated by a neural network is not
affected much by a choice of an activation function, provided that the acti-
vation function is Lipschitz continuous. The function σ : R→ R is Lipschitz
continuous if there is a constant Cσ > 0 such that
|σ(x1)− σ(x2)| ≤ Cσ|x1 − x2|, (A.5.2)
for any x1, x2 ∈ R. Here, Cσ is called the Lipschitz constant. We use the
covering number with respect to the L∞ norm ‖ · ‖∞ as a measure of com-
plexity of function classes. We recall the definition of the covering number.
For the definition of the covering number, see Section 1.7.1. The following
proposition provides the covering number of a class of functions generated
by neural networks.
Proposition A.5.1. Assume that the activation function σ is Lipschitz continuous
with the Lipschitz constant Cσ. Consider a class of functions generated by a neural
network
Fd,1(L, N, S, B) :=
{
fσ(·|θ) : θ ∈ Θd,1(L, N, S, B)
}
.
Then for any δ > 0,
logN
(
δ,Fd,1(L, N, S, B), ‖ · ‖∞
)
≤ 2L(S + 1) log
(
δ−1CσL(N + 1)(B ∨ 1)
)
,
where B ∨ 1 := max{B, 1}.
Proof. See Section A.6.3.
The result in Proposition A.5.1 is very similar to the existing results in
literature, e.g., Theorem 14.5 of [2], Lemma 5 of [80] and Lemma 3 of [87]. We
employ similar techniques used in [2, 80, 87] to obtain the version presented
here. We give the proof of this proposition in Section A.6.3.
All of the activation functions considered in Section A.3 except RePU
satisfy the Lipschitz (A.5.2) and hence Proposition A.5.1 can be applied.
An interesting implication of Proposition A.5.1 is that the complexity of the
function class generated by neural networks is not affected by the choice of
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an activation function. Hence, the remaining step to derive the convergence
rate of a neural network estimator is that approximation accuracies by vari-
ous activation functions are the same as that of the ReLU neural network.
A.5.1 Application to regression
First we consider the regression problem. For simplicity, we let X = [0, 1]d.
Suppose that the generated model is Y|X = x ∼ N( f0(x), 1) for some f0 :
[0, 1]d → R, and X ∼ PX. The performance of an estimates f is measured by
the L2(PX) distance to the true function f0, i.e.,
‖ f − f0‖2,PX :=
(∫
( f (x)− f0(x))dPX(x)
)1/2
.
The following theorem proves that the optimal convergence rate is obtained
by the deep neural network estimator of the regression function f0 for a
general activation function.
Theorem A.5.2. Suppose that the activation function σ is either piecewise lin-
ear or locally quadratic satisfying the Lipschitz condition (A.5.2). Then there are














∥∥ fσ(·|θ)∥∥∞ ≤ 2R,
θ ∈ Θd,1
(




2α+d log n, B0nκ
)}
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where the expectation is taken over the training data.
Proof. See Section A.6.4.
A.5.2 Application to binary classification
The aim of the binary classification is to find a classifier that predicts the
label y ∈ {−1, 1} for any input x ∈ [0, 1]d. An usual assumption on the
data generating process is that Y|X = x ∼ 2Bernoulli(η(x)) − 1 for some
η : [0, 1]d → [0, 1], where Bernoulli(p) denotes the Bernoulli distribution
with parameter p. Note that η(x) is the conditional probability function
P0(Y = 1|X = x). A common approach is, instead of finding a classifier
directly, to construct a real valued function f , a so-called classification func-
tion, and predict the label y based on the sign of f (x). The performance of
a classification function f is measured by the misclassification risk R01( f ),
which is defined by
R01( f ) := E1(Y f (X) < 0).
Let f ∗ be the Bayes classifier defined by
f ∗ = argmin
f∈F
R01( f )
where F is the class of all real-valued measurable functions on [0, 1]d.
It is well known that the convergence rate of the excess risk for classi-
fication is faster than that of regression when the conditional probability
function η(x) satisfies the following condition: there is a constant q ∈ [0, ∞]
such that for any sufficiently small u > 0, we have
PX
(
|η(X)− 1/2| < u
)
≤ uq. (A.5.3)
This condition is called the Tsybakov noise condition and q is called the
noise exponent [63, 93]. When q is larger, the classification task is easier since
the probability of generating vague samples become smaller. The following
theorem proves that the optimal convergence rate can be obtained by the
deep neural network estimator with an activation function considered in
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Section A.3. As is done by Chapter 1, we consider the hinge loss `hinge(z) :=
max{1− z, 0}.
Theorem A.5.3. Let Pq be a distribution on [0, 1]d × {−1, 1} satisfying the Tsy-
bakov noise condition (A.5.3) with the noise exponent q ∈ [0, ∞]. Suppose that the
activation function σ, which is either piecewise linear or locally quadratic satisfy-
ing the Lipschitz condition (A.5.2), is used for all hidden layers except the last one
and the ReLU activation function is used for the last hidden layer. Then there are












∥∥ fσ(·|θ)∥∥∞ ≤ 1,
θ ∈ Θd,1
(
L0 log n, N0nν log−3ν n, S0nν log−3ν+1 n, B0nκ
)}
,
for ν := d/
{
α(q + 2) + d
}














where the expectation is taken over the training data.
Proof. See Section A.6.5.
Note that the Bayes classifier f ∗ = argmin f∈F R01( f ) is given by
f ∗(x) = 21
(
2η(x)− 1 ≥ 0
)
− 1,
which is an indicator function. Since a neural network with the ReLU activa-
tion function can approximate indicator functions well [76, 46, 51], we use
the ReLU activation function in the last layer in order to approximate the
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Bayes classifier more precisely and thus to achieve the optimal convergence
rate.
A.6 Proofs
A.6.1 Proof of Theorem A.4.1 for piecewise linear activation
functions
The main idea of the proof is that any deep neural network with the ReLU
activation function can be exactly reconstructed by a neural network with
a piecewise activation function whose proof is in the next lemma that is a
slight modification of Proposition 1 (b) of [100].
Lemma A.6.1. Let σ be an any continuous peicewise linear activation function,
and ρ be the ReLU activation function. Let θ ∈ Θd,1(L, N, S, B). Then there exists




∣∣∣ fσ(x|θ∗)− fρ(x|θ)∣∣∣ = 0,
where C1 > 0 is a constant depending on the activation function σ.
Proof. Let a be any break point of σ. Note that σ(a−) 6= σ(a+). Let r0 be
the distance between a and the closest other break point. Then σ is linear on
[a− r0, a] and [a, a + r0]. Then for any r > 0, the ReLU activation function






































for any x ∈ [−r, r], where we define












Let θ ≡ ((W1, b1), . . . , (WL+1, bL+1)) ∈ Θd,1(L, N, S, B) be given. Since both
input x ∈ [0, 1]d and the network parameter θ are bounded, we can take a
sufficiently large r so that Equation (A.6.1) holds for any hidden nodes of
the network θ.
We consider the neural network θ∗ ≡ ((W∗1 , b∗1), . . . , (W∗L+1, b∗L+1)) ∈


















2r (vWl1nl−1 + bl)
)
∈ R2nl ,





, b∗L+1 := v.
Here, 1n denotes the n-dimensional vector of 1′s. Then by Equation (A.6.1)
and some algebra, we have that fσ(x|θ∗) = fρ(x|θ) for any x ∈ [0, 1]d. For
the sparsity of θ∗, we note that∣∣vec(W∗l )∣∣0 +∣∣b∗l ∣∣0 ≤ 4∣∣vec(Wl)∣∣0 + 2Nmax(θ)
which implies that |θ∗|0 ≤ 4|θ|0 + 2L(θ)Nmax(θ) + 1.
Thanks to Lemma A.6.1, to prove Theorem A.4.1 for piecewise linear ac-
tivation functions, it suffices to show the approximation ability of the ReLU
networks, which is already done by [80] as in the next lemma.
Lemma A.6.2 (Theorem 5 of [80]). Let ρ be the ReLU activation function. For
any f ∈ Hα,R([0, 1]d) and any integers m ≥ 1 and M ≥ max
{
(α + 1)d, (R + 1)ed
}
,
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there exists a network parameter θ ∈ Θd,1(L, N, S, 1) such that
sup
x∈[0,1]d
∣∣∣ fρ(x|θ)− f (x)∣∣∣ ≤ (2R + 1)(1 + d2 + α2)6dM2−m + R3αM−α/d,
(A.6.2)
where L = 8 + (m + 5)(1 + dlog2(d ∨ α)e), N = 6(d + dαe)M, and S =
141(d + α + 1)3+dM(m + 6).
Theorem A.4.1 for piecewise linear activation functions is a direct conse-
quence of Lemma A.6.1 and Lemma A.6.2, which is summarized as follows.
Proof of Theorem A.4.1 for piecewise linear activation functions. Let ρ be the
ReLU activation function. By letting M = 3d(2R)d/αε−d/α and
m = log2
(
2(2R + 1)(1 + d2 + α2)18d(2R)d/αε−d/α−1
)
,
Lemma A.6.2 implies that there exists a network parameter θ′ such that
sup
x∈[0,1]d
| fρ(x|θ′)− f (x)| ≤ ε
with L(θ′) ≤ L′0 log (1/ε), Nmax(θ′) ≤ N′0ε−d/α and |θ′|0 ≤ S′0ε−d/α log (1/ε)




0 depending only on α, d and R.
Hence by Lemma A.6.1, there is a network parameter θ producing the same
output of the ReLU neural network fρ(·|θ) with L(θ) = L(θ′), Nmax(θ) =
2Nmax(θ′), |θ|0 ≤ 4|θ′|0 + 2L(θ′)Nmax(θ′)+ 1 ≤ S0ε−d/α log (1/ε) and |θ|∞ ≤
B0|θ′|∞ for some S0 > 0 depending only on α, d, R and σ, and some B0 > 0
depending only on σ, which completes the proof.
A.6.2 Proof of Theorem A.4.1 for locally quadratic activa-
tion functions
Lemma A.6.3. Assume that an activation function σ is locally quadratic. There is
a constant K0 depending only on the activation function such that for any K > K0
the following results hold.
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(a) There is a neural network θ2 ∈ Θ1,1(1, 3) with |θ2|∞ ≤ K2 such that
sup
x∈[−1,1]
∣∣∣ fσ(x|θ2)− x2∣∣∣ ≤ C1K ,
where C1 > 0 is a constant depending only on σ.
(b) Let A > 0. There is a neural network parameter θ×,A ∈ Θ2,1(1, 9) with∣∣θ×,A∣∣∞ ≤ max{K2, 2A2} such that
sup
x∈[−A,A]2
∣∣ fσ(x|θ×,A)− x1x2∣∣ ≤ 6A2C1K .
(c) Let α be a positive integer. For any multi-index m ∈ Nd0 with |m| ≤




, 9α) with |θm|∞ ≤
max{K2, C2} such that
sup
x∈[0,1]d
∣∣ fσ(x|θm)− xm∣∣ ≤ C3K ,
for some positive constants C2 and C3 depending only on σ and α.






max{K2, C4} such that
sup
x∈[0,2]
∣∣∣ fσ(x|θ1/2)−√x∣∣∣ ≤ C5 log KK
for some positive constants C4 and C5 depending only on σ.




, 15) with |θabs|∞ ≤
max{K2, C6} such that
sup
x∈[−1,1]
∣∣ fσ(x|θabs)− |x|∣∣ ≤ C7√
K
,
for some positive constants C6 and C7 depending only on σ.
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Proof. Recall that there is an interval (a, b) on which σ(x) is three times con-
tinuously differentiable with bounded derivatives and there is t ∈ (a, b)
such that σ′(t) 6= 0 and σ′′(t) 6= 0




















Since σ is three times continuously differentiable on (a, b) and (k− 1)x/K+
t ∈ (a, b) if x ∈ [0, 1], it can be expanded in the Taylor series with Lagrange





























































where ξk ∈ [t − k|x|/K, t + k|x|/K] ⊂ (a, b). Since the third order deriva-
tive is bounded on (a, b), we get the desired assertion by retaking K ←√
2/σ′′(t)K.




































where θ2 is defined in (A.6.3). Since (x1 + x2)/2A, x1/2A, x2/2A ∈ [−1, 1]
for x ∈ [−A, A]2, the triangle inequality implies that | fσ(x|θ×,A)− x1x2| ≤
6A2C1/K.




. We construct θm as follows. Fix x ≡
(x1, . . . , xd) ∈ [0, 1]d. We first consider the affine map that transforms (x1, . . . , xd)
to z ∈ [0, 1]2q which is given by
z := (x1, . . . , x1︸ ︷︷ ︸
m1 times
, x2, . . . , x2︸ ︷︷ ︸
m2 times
, . . . , xd, . . . , xd︸ ︷︷ ︸
md times
, 1, . . . , 1︸ ︷︷ ︸
2q−|m| times
) .
The first hidden layer of θm pairs neighboring entries in z and applies
the network θ×,A1 defined in (b) with A1 = 1 to each pair. That is, the first
hidden layer of θm produces{
g1,j := fσ((z2j−1, z2j)|θ×,1) : j = 1, . . . , 2q−1
}
.
Note that sup1≤j≤2q−1 |g1,j− z2j−1z2j| ≤ 6C1/K and sup1≤j≤2q−1 |g1,j| ≤ 6C1/K+
1, where 6C1/K + 1 can be bounded by some constant A2 > 1 depending
only on C1 and K0. Then the second hidden layer of θm pairs neighboring
entries of
{
g1,j : j = 1, . . . , 2q−1
}
and applies θ×,A2 to each pair to have{




Note that sup1≤j≤2q−2 |g2,j− g1,2j−1g1,2j| ≤ 6C1A22/K and sup1≤j≤2q−2 |g2,j| ≤
6C1A22/K + 1 ≤ A3 for some A3 > 1 depending only on C1 and K0. We
repeat this procedure to produce
{
gk,j : j = 1, . . . , 2q−k
}
for k = 3, . . . , q with
sup
1≤j≤2q−k
∣∣∣gk,j − gk−1,2j−1gk−1,2j∣∣∣ ≤ 6C1A2kK , sup1≤j≤2q−k
∣∣∣gk,j∣∣∣ ≤ Ak+1,
for some Ak+1 > 1, and we set fσ(x|θm) equal to gq,1.
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By applying the triangle inequality repeatedly, we have









































































A2q−k q∏h=q−k+1(Ah + 1)
 6C1K ≤ C′1 1K ,
for some C′1 > 0 depending only on C1, K0 and q. Since we set x arbitrary,
the proof is done.
Proof of (d). By (b), it is easy to verify that there is a network θ1 ∈
Θ1,1(1, 6) with |θ1|∞ ≤ max{K2, 2} such that |σ(x) − x| ≤ C′1/K for any
x ∈ [−1, 1] and some constant C′1 > 0. The Taylor series with Lagrange
remainder around 1 of
√


































for some C′1 > 0, where the last inequality is because n! ≥ (n/e)ne.
Now, we will construct a neural network θp,J that approximates the poly-
nomial ∑Jk=0
(x−1)k
k! as follows. The first hidden layer computes ( fσ(x− 1|θ2)/2, fσ(x−






for any x ∈ [0, 1] and some constant C′2 > 0. The next hidden layer com-
putes ( fσ((u, v)|θ×,1+C′2/K)/3, fσ(u + v|θ1)) from the input (u, v) from the
first hidden layer. Using the triangle inequality, we have that the second
hidden layer approximates the vector ((x − 1)3/3!, (x − 1)2/2 + (x − 1))
by error ≤ 2C′3/K for some C′3 > 0. Repeating this procedure, we con-
struct the network θp,J ∈ Θ1,1(J, 15) which approximates ∑Jk=0
(x−1)k
k! by




, we observe that
(e/J + 1)J+1 ≤ (e/ log K)log K+1 ≤ eK/(log K)log K ≤ 1/K for all sufficiently
large K, which implies the desired result.
Proof of (e). Let ζ ∈ (0, 1). Since for any x ∈ R,√
x2 + ζ2 − |x| ≤ ζ
2√
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the function
√
x2 + ζ2 approximates the absolute value function |x| by error
ζ. For θ2 in (a) and θ1/2 in (d), we have that∣∣∣∣ fσ ( fσ(x|θ2) + ξ2∣∣∣θ1/2)− |x|∣∣∣∣
≤
∣∣∣∣ fσ ( fσ(x|θ2) + ζ2∣∣∣θ1/2)−√x2 + ζ2∣∣∣∣+ ζ
≤
∣∣∣∣ fσ ( fσ(x|θ2) + ζ2∣∣∣θ1/2)−√ fσ(x|θ2) + ξ2∣∣∣∣
+










for some constant C′1 > 0. We now set ζ = 1/
√
K and fσ(x|θabs) := fσ( fσ(x|θ2)+
K−1|θ1/2). Since (log K)/K = o(1/
√
K), the proof is done.






Then by Lemma B.1 of [80],
sup
x∈[0,1]d
∣∣PM(x)− f (x)∣∣ ≤ RM−α.
From the equivalent representation of the ReLU function (x)+ = (x +










, 21) approximates the ReLU function by error
≤ C′1/
√
K for some C′1 > 0, where θ1 ∈ Θ1,1(1, 6) is defined in the proof




, 15) is defined in (e) of






Then it approximates the function (1/M− |x− z|)+ by error ≤ C′2/
√
K
for some C′2 > 0. In turn, for z ∈ Gd,M, by invoking the similar construction
used in (c) of Lemma A.6.3 to approximates the product of d components,




















− |xj − zj|
)
+
∣∣∣∣∣∣ ≤ C′4 1√K ,
for some C′4 > 0. For each m ∈ Nd0 with |m| ≤ α, we have the neural net-
work θm in (c) of Lemma A.6.3 that approximates xm. The number of these
networks is (d+αα ), which is denoted by Aα. Also there are |Gd,M| = (M +
1)d networks θφ,z,M for z ∈ Gd,M. We need approximation of each prod-
uct xmφz,M, which requires additional Aα(M + 1)d many networks θ×,A ∈
Θ2,1(1, 9), where θ×,A is defined as in (A.6.4) for some A > 1 not depending
on M and K. Finally we construct the network θ f ,K,M as
























for some positive constants C′5 and C
′













and Nmax(θ f ,K,M) ≤ C′8Aα(M + 1)d
for some positive constants C′7 and C
′
8. For sparsity of the network, we have∣∣∣θ f ,K,M∣∣∣
0
≤ Aα(M + 1)d
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for some C′9 > 0. Taking M + 1 = ε
−1/α and K = ε−2d/α−2, we have
θ f ,K,M ∈ Θ
(




∥∥∥PM − fσ(·|θ f ,K,M)∥∥∥
∞
≤ C′10ε for some C′10 > 0. Since
∥∥ f − PM∥∥∞ ≤
RM−α ≤ C′11ε for some C′11 > 0, the proof is done.
A.6.3 Proof of Proposition A.5.1
Proof. Given a neural network θ = ((W1, b1), . . . , (WL+1, bL+1)) ∈ Θd,1(L, N, S, B),
we define f̌l,σ,θ : Rd → Rnl−1 and f̂l,σ,θ : Rnl → R as
f̌l,σ,θ(x) := σl−1 ◦ Al−1 ◦ · · · ◦ σ1 ◦ A1(x),
f̂l,σ,θ(x) := AL+1 ◦ σL ◦ AL ◦ · · · σl ◦ Al ◦ σl−1(x),
for l ∈ 2, . . . , L, where Alx = Wlx + bl. Corresponding to the last and first
layer, we define f̌1,σ,θ(x) = x and f̂L+1,σ,θ(x) = x. Note that fσ(x|θ) =
f̂l+1,σ,θ ◦Al ◦ f̌l,σ,θ(x). For given δ > 0, let θ = ((W1, b1), . . . , (WL+1, bL+1)) ∈
Θd,1(L, N, S, B) and θ∗ = ((W∗1 , b
∗




L+1)) ∈ Θd,1(L, N, S, B) be
two neural network parameter such that
∣∣∣vec(Wl −W∗l )∣∣∣∞ ≤ δ and∣∣∣bl − b∗l ∣∣∣∞ ≤
















Cσ(B ∨ 1)(N + 1)
}l−1 (‖x‖∞ ∨ 1)
≤
{
Cσ(B ∨ 1)(N + 1)
}l−1 ,
and similarly, for any z1 ∈ RN and z2 ∈ RN,∣∣∣ f̂l+1,σ,θ(z1)− f̂l+1,σ,θ(z2)∣∣∣ ≤ {Cσ(B ∨ 1)(N + 1)}L−l ‖z1 − z2‖∞.
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Letting A∗l x = W
∗
l x + b
∗



























Cσ(B ∨ 1)(N + 1)
}L .
Thus, for a fixed sparsity pattern (i.e., the location of nonzero elements in




Cσ(B ∨ 1)(N + 1)
}L]−S. Since
the number of the sparsity patterns is bounded by ((N+1)
L
S ) ≤ (N + 1)
LS, the
log of covering number is bounded above by
log
(N + 1)LS




≤ 2L(S + 1) log
(




which completes the proof.
A.6.4 Proof of Theorem A.5.2
The proof Theorem A.5.2 is based on the following oracle inequality.
Lemma A.6.4 (Lemma 4 of [80]). Assume that Y|X = x ∼ N( f0(x), 1) for some
f0 with
∥∥ f0∥∥∞ ≤ R. Let F † be a given function class from [0, 1]d to [−2R, 2R],
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Yi − f (Xi)
)2] ,
where the expectations are taken over the training data.
Proof of Theorem A.5.2. We apply Lemma A.6.4 to F † = Fσ,n and






Yi − f (Xi)
)2 .










for some C′1 > 0. If a function fn is approximates f0 by error ε which is
sufficiently small, then
∥∥ fn∥∥∞ ≤ 2R since∥∥ f0∥∥∞ ≤ R. Now, Theorem A.4.1















which completes the proof.
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A.6.5 Proof of Theorem A.5.3
For a given real-valued function f , let Rhinge( f ) := E`hinge(Y f (X)), which
we call the hinge risk. The proof of Theorem A.5.3 is based on Theorem 1.7.5.
Proof of Theorem A.5.3. It is well known that




− 1 = argmin
f∈F
Rhinge,η( f ),
i.e., the hinge risk minimizer is equal to the Bayes classifier [60]. The first
step is to find a function fn ∈ Fσ,n which approximates the Bayes clas-
sifier f ∗ well. Let (ξn)n∈N be a given sequence of positive integers. Since
η ∈ Hα,R([0, 1]d), by Theorem 1.7.5, for each ξn there exists θn such that
‖ fσ(·|θn)− η(·)‖∞ ≤ ξn with at most O(log(1/ξn)) layers, O(ξ−d/αn ) nodes
at each layer and O(ξ−d/αn log(1/ξn)) nonzero parameters. Then as we did
in the proof of Theorem 1.3.1, we can construct fn by adding one ReLU layer
to fσ(·|θn), which satisfies
Rhinge,η( fn)−Rhinge,η( f ∗) ≤ C′1ξ
q+1
n ,
for some C′1 > 0,
We take δn = C′1ξ
q+1
n . Then there are positive constants L0, N0, S0 and B0




∥∥ fσ(·|θ)∥∥∞ ≤ 1,
θ ∈ Θd,1
(











for some κ′ > 0. Proposition A.5.1 implies that the log covering number of
Fσ,n is bounded above by
logN
(
δn,Fσ,n, ‖ · ‖∞
)
≤ δ−d/α(q+1)n log3(δ−1n ).





q+1 ≥ C′2n−1 log3(δ−1n ) (A.6.6)
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for some C′2 > 0. If we let δn = (log
3 n/n)α(q+1)/(α(q+2)+d), the condition
(A.6.6) holds and so the proof is done.
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Appendix B
Poisson mixture of finite feature
models
B.1 Overview
A latent feature model generates a random binary matrix with a finite num-
ber of rows, say p and an infinite number of columns. Each row of the p×∞
dimensional binary matrix Ξ represents an object and each column repre-
sents an unobserved property called a feature. The ξ jk = 1 means that the
j-th object possesses the k-th feature and ξ jk = 0 means that it does not,
where ξ jk denotes the (j, k)-th entry of Ξ.
The Indian buffet process (IBP) [38] is a distribution that is popularly
used for modeling the latent feature model. The IBP and its two- and three-
parameter generalizations [92, 89] has been widely applied to machine learn-
ing problems [e.g., 66, 70, 68, 14].
In this chapter we focus on the two-parameter IBP. Construction of the
two-parameter IBP starts with the finite feature model which is the distri-






, κ + 1
)
, k ∈ [K]
ξ jk|θk
ind∼ Bernoulli(θk), j ∈ [p], k ∈ [K]
(B.1.1)
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for α > 0 and κ ≥ 0. The IBP with parameters α and κ, denoted by IBP(α, κ),
is the limit in distribution of the finite feature model (B.1.1) as K → ∞.
In this section, we consider another distribution on a binary matrix with
an infinite number of columns, called PFM, which is an abbreviation for
Poisson mixture of finite feature models. The PFM also starts with the finite
feature model, but instead of taking a limit as K → ∞, it imposes the Poisson
distribution on the number of features. We say that a p × ∞ dimensional
binary matrix Ξ follows PFM(γ, α, κ) for γ > 0, α > 0 and κ ≥ 0, if
K ∼ Poisson(γ),
θk
iid∼ Beta (α, κ + 1) , k ∈ [K]
ξ jk|θk
ind∼ Bernoulli(θk) j ∈ [p], k ∈ [K].
(B.1.2)
In this chapter, we provide two different probabilistic representations of
PFM(γ, α, κ), which are useful to construct an posterior computation algo-
rithm. Next, as an application, we use the PFM as the prior distribution on
the factor loading matrix for Bayesian estimation of a sparse factor model.
We derive the posterior consistency of the factor dimensionality and the
near-optimal posterior contraction rate for the covariance matrix.
B.1.1 Equivalence classes
The latent feature model considers the ordering of the features irrelevant.
Hence we say that two p×∞ dimensional binary matrices are equivalent if
they are identical up to a permutation of columns. It is convenient to choose
a representative of every equivalence class by the left-ordering procedure. The
left-ordering procedure maps each p×∞ dimensional binary matrix to its







i.e., ordered so that s1 ≥ s2 ≥ · · · . We call the equivalence class defined
by the left-ordering procedure lof-equivalence class and we denote the lof-
equivalence class of a binary matrix Ξ by [Ξ].
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B.1.2 Notation
We denote by 1(·) the indicator function. Let R be the set of real numbers
and R+ be the set of positive numbers. Let N be the set of natural numbers.
For m ∈N, we let [m] := {1, . . . , m}.
Let B(a, b) denotes the beta function with parameters a and b. Let B̄a2,b2a1,b1
be the ratio of two beta functions defined as
B̄a2,b2a1,b1
:=




In this section, we provide two equivalent probabilistic representations of
the PFM.
B.2.1 Urn schemes
Urn schemes generate each row of Ξ conditionally on the previous ones.






for j ∈ [p]. Let ∆ := {0, 1}p which is a set of p-dimensional binary vectors





1(ξ ·k = u) (B.2.2)
where ξ ·k denotes the k-th column of Ξ. In words, Ku is the number of
columns equal to the binary vector u. We let K+ be the number of nonzero
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1(‖ξ ·k‖0 > 0) = ∑
u∈∆1
Ku.
We first provide the probability of a particular lof-equivalence class.
Proposition B.2.1. If a p×∞-dimensional random binary matrix Ξ ≡ (ξ jk)j∈[p],k∈N
















where K+ := ∑u∈∆1 Ku.
From Proposition B.2.1, we can derive an urn scheme of the PFM.
Proposition B.2.2. The probability distribution defined in Equation (B.2.3) can be
derived from the following procedure:
1. The first customer tries Poisson(γB(α + 1, κ + 1)/B(α, κ + 1)) dishes.
2. For every j ≥ 2, the (j + 1)-th customer




j + 1 + κ + α
)
(B.2.4)
where mj,k is the number of people (before (j + 1)-th customer) who





B(α + 1, κ + j + 1)




Proof. See Section B.4.1.
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FIGURE B.1: Draws from PFM(ωκ/α, α, κ) and IBP(ω, κ) with
γ = 5, κ = 4 but with α = 5, α = 1 and α = 0.5.
The urn scheme of the two-parameter Indian buffet process IBP(ω, κ)
is as follows: The first customer tries Poisson(ω) dishes. Then the (j + 1)-
th customer tries each previously tasted dish independently according to
Bernoulli(mj,k/(j + κ + 1)) and tries Poisson(ωκ/(j + κ + 1)) new dishes.
By comparing this urn scheme with the one of PFM(γ, α, κ), it is easy to
see that IBP(ω, κ) is the limit in distribution of PFM(γ, α, κ) as α → 0 and
γα/κ → ω. Figure B.1 shows four binary matrices generated by PFM(ωκ/α, α, κ)
and IBP(ω, κ) with ω = 5, κ = 4 but with α = 5, α = 1 and α = 0.5. We can
see that the IBP generates more features than the PFM.
B.2.2 Hierarchical representation
We briefly review completely random measures. Let (Ω,A) a Polish space
with its Borel σ-field and let (M,M) be a set of all measures on (Ω,A) with
164 Appendix B. Poisson mixture of finite feature models
its Borel σ-field.
A completely random measure (CRM) µ on (Ω,A) is a random measure
such that µ(A1), . . . , µ(Ak) for all disjoint measurable sets A1, . . . , Ak ∈ A
are mutually independent. Every CRM can be decomposed into three inde-
pendent parts:







where µ0 is a non-random measure, (ωk)k∈[K] are fixed atoms in Ω, (qk)k∈[K]
are independent random variables on R+ and Φ is a Poisson process on
R+ ×Ω.





if µ is the purely-atomic CRM represented by µ = ∑Kk=1 qkδωk +∑(q,ω)∈Φ qδω
with qk
ind∼ Pk for k ∈ [K] and EΦ = Λ for some probability measures
(Pk)k∈[K] on R+ and Λ on R+ × Ω. In particular, we write µ ∼ CRM (Λ)
if µ = ∑(q,ω)∈Φ qδω with EΦ = Λ.
It is well known that the two-parameter Indian buffet process IBP(α, κ +
1) with α > 0 and κ ≥ 0 have the following hierarchical representations:
ξ j·|µ
iid∼ BeP(µ), j ∈ [p]
µ ∼ BP(κ + 1, αΛ0)
for some smooth probability measure Λ0, i.e., Λ0(Ω) = 1. Here, BeP(µ) de-
notes the Bernoulli process with mean µ, which is equivalent to CRM(ΛBeP(µ))
on (Ω,A) with
ΛBeP(µ)(dq, dω) = δ1(dq)µ(dω),
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where δ1 denotes a point mass at 1, and BP(κ + 1, αΛ0) denotes the Beta
process which is equivalent to CRM(ΛBP(θ,γΛ0)) on (Ω,A) with
ΛBP(κ+1,αΛ0)(dq, dω) = α(κ + 1)q
−1(1− q)κdqΛ0(dω).
The next theorem provides random measure representation for PFM(γ, α, κ).
Proposition B.2.3. Suppose that
ξ j·|µ






B(α, κ + 1)
qα−1(1− q)κdqΛ0(dω) (B.2.7)
for some smooth probability measure Λ0. Then Ξ ≡ (ξ1·, . . . , ξ p·)> ∼ PFM(γ, α, κ).
Proof. See Section B.4.1.
The function q 7→ qα−1(1 − q)κ is integrable, which means that there
would be a finite number of features.
B.3 Application to sparse Bayesian factor models
In this section, we consider an application of the PFM distribution to Bayesian
estimation of the factor model.
B.3.1 Model and prior
We consider the factor model given by
Y|Z = z ∼ Np(Bz, σ2I), Z ∼ NK(0, I) (B.3.1)
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where B is a p× K factor loading matrix, Z is a K-dimensional factor with
K < p, and σ2 > 0 is a noise variance.
We consider the following prior on the loading matrix B. Let β jk be the
(j, k)-th entry of the p ×∞-dimensional loading matrix B. We impose the
prior distribution based on the PFM distribution such that
β jk|ξ jk
ind∼ (1− ξ jk)δ0 + ξ jkLaplace(1), j ∈ [pn], k ∈ [K]
ξ jk|θk
ind∼ Bernoulli (θk) , j ∈ [pn], k ∈ [K]
θk
iid∼ Beta(1, κ + 1), k ∈ [K]
K ∼ Poisson(γ)
where α > 0, κ ≥ 0 and γ > 0 are hyperparameters. We refer to the above
distribution on B as SSPFMp(γ, κ), which is an abbreviation of spike and slab
Poisson mixture of finite feature models. We denote by Π(·) the prior distribu-
tion of SSPFMp(γ, κ).
B.3.2 Assumptions on the true distribution
We assume that we observe the data from the model
Y1, . . . , Yn
iid∼ Npn(0, Σ0n)
where Σ0n is of the form
Σ0n := B0nB>0n + σ
2
0nI
and B0n ∈ Rpn×k0n . Here, k0n is equivalent to the true factor dimensionality.
We introduce some regularity conditions on the sequence of the true co-
variance matrices {Σ0n}n∈N. Assume that there exist sequences of positive





∑k0nk=1 |β0n,jk| > 0
)
≤ sn, where β0n,jk denotes the (j, k)-th entry
of B0n.
(A2) ‖Σ0n‖ = cn . sn.
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(A3) c0 ≤ σ20n ≤ cn for an universal constant c0 > 0.





> d0 for an universal constant d0 > 0.
The above assumptions are the same as Chapter 3.
Given data Y1:n ≡ (Y1, . . . , Yn), let σ(Y1:n) be the σ-field generated by
Y1:n. For a given sample size n and covariance matrix Σ, we let PΣ and EΣ
denote the probability measure and the expectation operator under the law
(N(0, Σ))n, where we suppress the dependence on n for simplicity.
B.3.3 Preliminary results
In this section, we provide useful properties of the SSPFM prior distribution
for asymptotic analysis.
The next result gives a upper bound of the tail probability of the factor
dimensionality.
Lemma B.3.1. If B ∼ SSPFMp(γ, κ) with γ > 0 and κ ≥ 0, then for any k ∈N,
Π(K+(B) > k) ≤ γk+1. (B.3.2)
Proof. Since K ∼ Poisson(γ), we have that











which completes the proof.








|β jh| > 0
}
.
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The following lemma shows that SSPFM prior with large κ has an exponen-
tial tail bound for |suppk(B)|.
Lemma B.3.2. If B ∼ SSPFMp(γ, p2) for γ > 0. Then for any k ∈ N satisfying









for some universal constant C1 > 0.
Proof. See Section B.4.2.
We now show that the proposed prior puts sufficiently large mass near
the truth. We let Πn(·) be the prior distribution of SSPFMpn(γn, κn) with
data-dependent hyperparameters γn and κn.
Lemma B.3.3. Suppose that B0n ∈ Rpn×k0n be a sn-sparse up to k0n loading ma-
trix. Assume (A2). Let B ∼ SSPFMpn(γn, p2n) with γn . 1. Then for any n ∈ N
and ηn > 0 such that ηn . 1,
Πn
(









for some universal constant C1 > 0.
Proof. See Section B.4.2.
The prior concentration near the truth leads to the following useful bound.
Lemma B.3.4. Suppose that Σ0n satisfies (A1)-(A4). Let B ∼ SSPFMpn(γn, p2n)
for and σ2 ∼ IG(a, b) with γn . 1 for δ > 0, a > 0 and b > 0. Then there is a
Borel measurable set An ∈ σ(Y1:n) with PΣ0n(An) ≤ C1/ log n for some universal







dΠn(Σ) ≥ γk0nn e−C2snk0n log pn . (B.3.4)
for some universal constant C2 > 0 depending only on a and b.
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≥ γk0nn e−C1snk0n log pn .
Then Lemma 3.7.4 in Chapter 3 leads to the desired result.
B.3.4 Asymptotic properties
In this section, we show that the PFM prior leads to the posterior consistency
of the factor dimensionality and the near-optimal posterior contraction of
the covariance matrix, as the SSIBP prior considered in Chapter 3 did.
We impose the same assumptions as Chapter 3 on the true data generat-
ing distributions. We let
C0n :=
{




Σ0n ≡ B0nB>0n + σ20nI : (A1)- (A5) are satisfied
}
Theorem B.3.5. A priori, let B ∼ SSPFMpn(p
−As2n
n , p1+δn ) for sufficiently large









Πn(‖Σ− Σ0n‖ > Mcn√ s2nk0n log pnn
∣∣∣∣Y1:n
) = o(1),
for sufficiently large M > 0, where Πn(·|Y1:n) denotes the posterior distribution
induced by the prior Πn and the data Y1:n.
Proof. See Section B.4.3.
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B.4 Proofs
B.4.1 Proofs of results in Section B.2
Proof of Proposition B.2.1. Recall that mp,k := ∑
p
j=1 ξ jk. Given K such that





B(mp,k + α, p−mp,k + κ + 1)
B(α, κ + 1)
=
(
B(α, p + κ + 1)




B(mp,k + α, p−mp,k + κ + 1)












where the second equality follows from reordering the columns such that
mp,k < 0 if k ≤ K+ and mp,k = 0 otherwise. Recall that B̄a2,b2a1,b1 = B(a1 +
a2, b1 + b2)/B(a1, b1). If K < K+, P(Ξ|K) = 0. The probability of a lof equiv-













Let pK(k) := e−γγk/k! which is the probability mass function of Poisson(γ).



















































From the identity B(x, y)− B(x, y + 1) = B(x + 1, y), it follows that
1− B(α, p + κ + 1)
B(α, κ + 1)
=
1
B(α, κ + 1)
{

























Combining Equation (B.4.1) and Equation (B.4.2) we get the desired result.
Proof of Proposition B.2.2. The proof is by induction. Let ξ j· be the j-th row of







where K+1 is a number of nonzero elements of ξ1·. It is same as Equation (B.2.3)
with p = 1 and K+ = K+1 .
For p ≥ 2, consider the conditional distribution of ξ p· given ξ1·, . . . , ξ p−1·,
which is given by











p + κ + α ∏k/∈Jp
p−mp−1,k + κ
p + κ + α
,
where Knewp is the number of new features sampled by the p-th customer and
Jp is the set of dishes taken by the p-th customer, i.e., Jp :=
{
k ∈ [K+p−1] : ξpk = 1
}
.
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p and Knew1 = K
+
1 . By the inductive hy-
pothesis, we have








































p + κ + α
B(mp−1,k + α, p−mp−1,k + κ)
B(α, κ + 1)
=
B(mp−1,k + 1 + α, p−mp−1,k + κ)












we have further that
















































































j !/ ∏u∈∆1 Ku matrices generated by the above pro-
cess have the same left-ordered form, hence P([Ξ]) is obtained by multiply-
ing P(ξ1·, . . . , ξ p·) in Equation (B.4.3) by this quantity.
Proof of Proposition B.2.3. By the well-known conjugacy result (Theorem 3.3
of Kim [49]),




B(α, κ + 1)
qα−1(1− q)p+κdqΛ0(dω),







B(mp,k + α, p + 1−mp,k + κ)
qmp,k+α−1(1− q)p−mp,k+κdq




















B(mp,k + α, p + 1−mp,k + κ)
B(mp,k + 1 + α, p + 1−mp,k + κ)
=
mp,k + α
p + 1 + κ + α
.
(B.4.4)
This is equal to the mean of the Bernoulli distribution in (B.2.4).
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B(α + 1, p + κ + 1)






This implies that on Ω \ {ω∗1 , . . . , ω∗K}, ξ p+1· is a Poisson process with inten-
sity measure γB̄1,pα,κ+1Λ0, since ξ p+1· is completely random and Λ0 is smooth.
Thus, the number of new atoms in ξ p+1· follows Poisson distribution with
rate γB̄1,pα,κ+1, which is equal to the rate parameter of the Poisson distribution
in (B.2.5).
B.4.2 Proofs of results in Section B.3.3
Proof of Lemma B.3.2. Let (θh)h∈[k] be given. Then the random variable Sk :=
|suppk(B)| is distributed as Binom(p, πθ) where the parameter πθ satisfying










, ∀h ∈ [k]
}
.
We bound Π(Sk ≥ t) as










On the event E , since πθ ≤ ktp3/2 ≤ t/p, and hence the tail bound of the
binomail distribution in (3.7.1) in Chapter 3 implies that






























on the event Ek.
Using the union bound, we have
Π(E ck ) = Π
 k⋃
h=1






















which completes the proof
Proof of Lemma B.3.3. We start with observing
Π(‖B− B0n‖F ≤ ηn) ≥ Π(‖B− B0n‖F ≤ ηn|K = k0n)Π(K = k0n)
& γk0nn e−k0n log k0n Π(‖B− B0n‖F ≤ ηn|K = k0n).
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By Lemma 3.7.3, we have
Π
(








‖βk − β0n,k‖2 ≤
ηn√
k0n








































for some universal constant C1 > 0. Since B(1, p2n + 1) < B(1, 1) = 1 and































≥ e−C2sn log pn ,
for some C2 > 0, where the third inequality is due to the inequality (1−
x)1/x ≥ e−2 for 0 < x < 1/2. Since θ1, . . . , θK are independent given K, we
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have that
Π(‖B− B0n‖F ≤ ηn|K = k0n)






& e−‖B0n‖1−C1snk0n log pne−C2snk0n log pn .
By (A2), we have ‖B0n‖1 ≤
√
snk0n‖B0n‖ . snk0n, which completes the
proof.
B.4.3 Proof of Theorem B.3.5
Proof of Theorem B.3.5. To simplify notation, we write P0 := PΣ0n and E0 :=
EΣ0n .
Let γn := p
−As2n
n . Fix Σ0n ∈ C0n. By Lemma B.3.4, we have that there is a







dΠn(Σ) ≥ γk0nn e−C1snk0n log pn . (B.4.6)




Σ ≡ BB> + σ2I : K+(B) > k0n
}
.














Thus for sufficiently large A > 0 such that A > C1, it follows that E0[Πn(K+(B) >
k0n|Y1:n)] converges to zero as n→ ∞.
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for C2 > 0 which is to be specified later. Then by the assumption (A4)
that implies k0n . p1/3n , we have Π(F cn) ≤ exp(−C2s2nk0n log pn). Thus
E0[Πn(F cn|Y1:n)] converges to zero if C2 > A + C1. Let
U ?n :=
{






























. E0φn + e(A+C1)s
2







nk0n log pn−C4 M1/2nε2n/c2n
+ e(A+C1)s
2










for some universal positive constants C3, . . . , C8. Hence for sufficiently large





‖Σ− Σ0n‖ > Mεn|Y1:n
)]
= o(1).
For the posterior consistency of the factor dimensionality, we further as-
sume that Σ0n satisfies the condition (A5), i.e., Σ0n ∈ C?0n. We have proven
that E0[Πn(K+(B) > k0n|Y1:n)] = o(1). For the event {K+(B) < k0n}, we













‖Σ− Σ0n‖ > Mεn|Y1:n
)]
= o(1).
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첫 번째 장에서는 깊은 신경망 분류기에 대하여 연구한다. 우리는 힌지 손실
함수로학습한깊은신경망분류기가몇가지확률모형에대해빠른수렴속도를
달성함을보였다.
두 번째 장에서는 깊은 신경망의 희소 학습에 대하여 연구한다. 우리는 경험
위험과희소성을부여하는벌점함수를더한목적함수를최소화하는학습방법
을제안하였다.우리는제안하는깊은희소신경망추정량에대한신의부등식을
얻었으며, 이를 통해 몇 가지 통계 문제에서의 수렴 속도를 구하였다. 특히 제
안하는 깊은 희소 신경망 추정량은 비모수 회귀 문제에서 적응적으로 최소최대
최적성을달성함을보였다.
마지막 장은 고차원 요인 모형에서 베이지안 학습의 점근 성질을 연구한다.
우리는 모수가 두개인 인도부페과정을 기반으로 한 사전분포를 제안하였다. 제
안한사전분포로부터유도된사후분포가공분산행렬을거의최적의수렴속도로
추정함과동시에요인차원을일관되게추정할수있음을증명하였다.
주요어:비모수베이지안,깊은신경망,빠른수렴속도,요인모형,최소최대최적
성,사후수렴속도,희소성
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