Let f : A → B be a ring homomorphism and let J be an ideal of B. In this paper, we study the amalgamation of A with B along J with respect to f (denoted by A ⋊ ⋉ f J), a construction that provides a general frame for studying the amalgamated duplication of a ring along an ideal, introduced and studied by D'Anna and Fontana in 2007, and other classical constructions (such as the A + XB[X], the A + XB [[X]] and the D + M constructions). In particular, we completely describe the prime spectrum of the amalgamated duplication and we give bounds for its Krull dimension.
Introduction
Let A and B be commutative rings with unity, let J be an ideal of B and let f : A −→ B be a ring homomorphism. In this setting, we can consider the following subring of A × B:
A ⋊ ⋉ f J := {(a, f (a) + j) | a ∈ A, j ∈ J} called the amalgamation of A with B along J with respect to f . This construction is a generalization of the amalgamated duplication of a ring along an ideal (introduced and studied in [9] , [6] , [10] and in [20] 
Now, recall that a ring homomorphism r : B → A is called a ring retraction if there exists an (injective) ring homomorphism i : A → B such that r • i = id A . In this case, we say also that A is a retract of B.
2.4 Example. [7, Remark 4.6] Let f : A → B be a ring homomorphism and J an ideal of B. Then A is a retract of A ⋊ ⋉ f J and the map p A : A ⋊ ⋉ f J → A, defined in Proposition 2.1 (3) , is a ring retraction. In fact, we have p A • ι = id A , where ι is the ring embedding of A into A ⋊ ⋉ f J (Proposition 2.1(1)).
The pullbacks of the form A ⋊ ⋉ f J form a distinguished subclass of the class of pullbacks of ring homomorphisms, as described in the following proposition. (i) p A : α× C β → A is a ring retraction.
(ii) There exist an ideal J of B and a ring homomorphism f : A → B such that α× C β = A ⋊ ⋉ f J.
Let f : A → B be a ring homomorphism, and set X := Spec(A), Y := Spec(B). Recall that f * : Y → X denotes the continuous map (with respect to the Zariski topologies) naturally associated to f (i.e., f * (Q) := f −1 (Q) for all Q ∈ Y ). Let S be a subset of A. Then, as usual, V X (S), or simply V (S), if no confusion can arise, denotes the closed subspace of X, consisting of all prime ideals of A containing S. We will denote by Jac(A) the Jacobson radical of a ring A and we will call local ring a (not necessarily Noetherian) ring with a unique maximal ideal. Now, we collect some results about the structure of the prime ideals of the ring A ⋊ ⋉ f J. The proof of the following proposition is based on well known properties of rings arising from pullbacks [13, Theorem 1.4] (for details, see [8] ).
2.6 Proposition. With the notation of Proposition 2.1, set X := Spec(A), Y := Spec(B), and W := Spec(A ⋊ ⋉ f J), and
For all P ∈ X and Q ∈ Y , set:
Then, the following statements hold.
(1) The map P → P ′ f establishes a closed embedding of X into W , so its image, which coincides with V (J 0 ), is homeomorphic to X. In particular:
The last result of this section concerns the chains of prime ideals in rings arising from pullbacks of rather general type. 
Proof. Note that the existence (and uniqueness) of a prime ideal
On the other hand, note that p
is nonempty (it contains Q ′ + Ker(β)) and inductive. Thus, by Zorn's lemma, S(Q ′ ) contains a maximal element Q ′′ , which is easy to see that is a prime ideal of B. Since
3 Integral closure of the ring A ⋊ ⋉ f J Given a ring extension R ⊆ S, the integral closure of R in S will be denoted by R S ; the integral closure of R in its total ring of fractions Tot(R) will be simply denoted by R. Now, we want to determine the integral closure of the ring A ⋊ ⋉ f J in its total ring of fractions. It is easy to compute Tot(A ⋊ ⋉ f J) in some cases. 3.2 Remark. Note that, in Proposition 3.1, the assumption that J and f −1 (J) are regular ideals is essential. For example, let A be an integral domain with quotient field K, B an overring of A, and let J = {0}. Then, in this situation,
3), and thus Tot(
In the previous example, J and f −1 (J) are both the zero ideal. Another example, for which J is a nonzero regular ideal, is given next. Let A be an integral domain with quotient field K, set B := A[X] and J := (X), and let f : A ֒→ A[X] be the natural inclusion. In this case, from Proposition 2.3 we deduce that
Another example, for which both J and f −1 (J) are nonzero and not regular ideals, is the following. Let K be a field and set A := K (3) , B := K (2) , and
We have already observed in [7, Section 5] that the ring B ⋄ := f (A) + J (subring of B) plays a relevant role in the construction A ⋊ ⋉ f J. The next result provides further evidence to this fact. 
Proof. Recall that, under the present hypothesis on J and
, which is canonically isomorphic to Tot(A) × Tot(B) (Proposition 3.1). Therefore, it is easy to see that
The conclusion is now straightforward.
3.5 Remark. If we do not assume that J and f −1 (J) are regular ideals of B and A, respectively, then the argument used in the proof of Proposition 3.4 shows that the integral closure of
Now, we want to investigate when the ring
3.6 Lemma. Let f : A −→ B, J ⊆ B, and A ⋊ ⋉ f J be as in Proposition 2.1. Then, the following conditions are equivalent.
In particular, if f is an integral homomorphism, then
Proof. (i) implies (ii). Let (a, f (a) + j) be a nonzero element of A ⋊ ⋉ f J. Thus, by condition (i), there exist a positive integer n and a 0 , a 1 , . . ., a n−1 ∈ A such that (f (a) + j) 
Proof. By Lemma 3.3 and [18, Theorem 48], it follows immediately that
. Thus, the conclusion is an easy consequence of the fact that Spec(A×(f (A)+J)) is canonically homeomorphic to the disjoint union of Spec(A) and Spec(f (A) + J). The last statement is straightforward.
We already observed in [7, Section 5] that the kind of results as in the previous proposition has a moderate interest, because the Krull dimension of A ⋊ ⋉ f J is compared to the Krull dimension of f (A) + J, which is not easy to evaluate (moreover, if
An easy case for evaluating dim(A ⋊ ⋉ f J) is the following.
4.2 Proposition. Let f : A → B, J, and
Proof. By Lemma 3.6 and [18, Theorem 48], it follows immediately that dim(
We proceed our investigation looking for upper and lower bounds of the Krull dimension of A ⋊ ⋉ f J. By Proposition 2.6, we know that Spec(A ⋊ ⋉ f J) = X ∪ U , where X := Spec(A) and U := Spec(B) \ V (J) (for the sake of simplicity, we identify X and U with their homeomorphic images in Spec(A ⋊ ⋉ f J)). Furthermore, again from Proposition 2.6, we deduce that ideals of the form Q f can be contained in ideals of the form P ′ f , but not vice versa. Therefore, chains in Spec(A ⋊ ⋉ f J) are obtained by juxtaposition of two types of chains, one from U "on the bottom" and the other one from X "on the top" (where either one or the other may be empty or a single element). It follows immediately that both dim(X) = dim(A) and dim(U ) are lower bounds for dim(A ⋊ ⋉ f J) and dim(A) + dim(U ) + 1 is an upper bound for dim(A ⋊ ⋉ f J) (where, conventionally, we set dim(∅) = −1).
4.3
Remark. Assume that J ⊆ Jac(B). By Proposition 2.6(5), we get that U does not contain maximal elements of Spec(A ⋊ ⋉ f J). Hence, in this case,
Let us define the following subset of U : 
, with a ∈ A and j ∈ J, then f (a) + j ∈ Q, and so a ∈ f −1 (Q + J) = {0}, i.e., a = 0. Therefore, (a, f (a) + j) = (0, j) ∈ J 0 . Conversely, if a ∈ f −1 (Q + J),
i.e., f (a) = q + j for some q ∈ Q and j ∈ J, then f (a) − j ∈ Q, and so (a, f (a) − j) ∈ Q f ⊆ J 0 , thus a = 0. (2) By Proposition 2.6(1), we have that every ideal of the form P ′ f contains J 0 . The conclusion follows immediately.
(3) By the observation preceding Remark 4.3, it is enough to show that dim(A) , defined in the previous proposition, is nonempty, since (0) ∈ Y (f,J) , and so δ (f,J) ≥ 0. The following Example 4.10 will show that δ (f,J) may be arbitrarily large. Note that δ (f,J) may be equal to −1 even if J = {0}, f −1 (J) = {0}, but B is not an integral domain. It is sufficient to take B equal to a local zero-dimensional ring not a field, J equal to its maximal ideal, A any subring of B such that J ∩ A = (0), and f be the natural embedding of A in B (e.g., B := K[X]/(X 2 ), where K is a field and X an indeterminate over K, and A any domain contained in K). In this case, Spec(B) = V (J) and so δ (f,J) = −1. 
4.6 Example. Let K be a field and X and Y two indeterminates over K. Set 
The following observations will be useful for Remark 4. 
(ii) If A ⋊ ⋉ f J and B are integral domains and J = {0} then, in this situation,
The next goal is to determine upper bounds to dim(A ⋊ ⋉ f J), possibly sharper than dim(A) + dim(U ) + 1. 
. With the notation of Proposition 4.4, assume that
Proof. We can assume that Spec(B) = V (J), because otherwise we already know that dim(A ⋊ ⋉ f J) = dim(A) (Remark 4.5(a)) and so the inequalities hold.
Two extreme cases are possible. (1) If H 0 ⊇ {0} × J then, by Proposition 2.6(1), the chain H 0 ⊂ H 1 ⊂ . . . ⊂ H n induces a chain of prime ideals of A of length n. From Proposition 4.4(2), we conclude that dim(A ⋊ ⋉ f J) = dim(A). (2) If H n {0} × J. From Proposition 2.6(2), the chain H 0 ⊂ H 1 ⊂ . . . ⊂ H n induces a chain of prime ideals of U of length n. From Proposition 4.4(2), we conclude that dim(A ⋊ ⋉ f J) = sup{ht(Q) | Q ∈ U } = dim(U ). We now consider the general case.
(3) Let t be the maximum index such that H t {0} × J, with 0 ≤ t n. According to the notations of Proposition 2.6, rewrite the given chain as follows:
where Q 0 ⊂ Q 1 ⊂ . . . ⊂ Q t is an increasing chain of prime ideals of B, with Q t ⊇ J (Proposition 2.6(2)), and P t+1 ⊂ P t+2 ⊂ . . . ⊂ P n is an increasing chain of prime ideals of A (Proposition 2.6(1)). Furthermore, by Proposition 2.7, we can find a prime ideal Q in V (J) (⊆ Spec(B)) such that the prime ideal H t+1 = P ′ f t+1 coincides also with the restriction to A ⋊ ⋉ f J of the prime 
is the chain of prime ideals of V realizing the height of Q, then Q 0 := (0) ⊂
Set A := D and let f : A = D ֒→ D + M = B be the canonical embedding. Clearly, f −1 (J) = {0} and so it is easy to verify that, in the present situation, 4.12 Corollary. Let A ⊆ B be a ring extension and X an indeterminate over B. Set . From the definitions, it is easy to see that 4.14 Corollary. Let A ⊂ B be a ring extension and X an indeterminate over B. Set 
