Abstract-This paper discusses the potential application of ANN techniques for detection of single line to ground faults and fault type classification on double circuit transmission lines with remote end infeed. Distance protection of double circuit transmission lines has been a very challenging task. The problems arise principally as a result of the mutual coupling between the two circuits under different fault conditions. An accurate algorithm for fault detection and classification of single line-to-ground faults (A1N, A2N, B1N, B2N, C1N & C2N 
I. INTRODUCTION
Double circuit transmission lines have been extensively utilized in modern power systems to enhance power transfer, reliability and security for the transmission of electrical energy. The different possible configurations of double circuit lines combined with the effect of mutual coupling make their protection a challenging problem. The zero sequence mutual impedance can be as high as 50-70% of the self-impedance. Thus mutual coupling particularly under earth faults pose difficulties for conventional distance protection schemes. The main source of errors in fault location results from remote-end infeed effect under resistive faults. As a result, the measured impedance is no longer a geometrical measure of a fault distance. Fault resistance is seen as certain apparent impedance and in consequence the measured reactance consists of the reactance of a line up to the fault point and the reactance component contained in the measured fault resistance. It should be noted that the aforementioned problems are particularly endemic when there is an earth fault. The vast majority of faults (over 90%) are of the single line to ground type.
Artificial Neural Network (ANN) is useful for power system applications because they can be trained with off-line data [1] . The specialty of ANN based distance protection is that it does not explicitly use the impedance information as the basis of information rather it learns from the examples presented to it during training. ANNs possess excellent features such as generalization capability, noise immunity, robustness and fault tolerance. Artificial neural network (ANN) has emerged as a powerful tool for different power system application in recent years because of its pattern recognition, generalization and learning ability. Various ANN-based techniques have been proposed for transmission line protection in past [2] - [14] . Bouthiba [2] proposed and tested ANN based algorithm to detect and locate the fault of the double end fed single circuit transmission line for only phase to ground fault. Zadeh and Aghaebrahimi [3] proposed and tested ANN based approach to classify and locate the fault of a single end fed medium voltage cables. Pasand and Zadeh [4] proposed and tested ANN based double end fed single circuit transmission line fault detector and phase selector for all types of faults. D. V. Coury et al. developed a complete protection scheme for a single circuit transmission line [5] . A.G. Jongepier et al. [6] present an adaptive distance protection of double circuit line using zero sequence thevenin equivalent impedance and compensation factor for mutual coupling to increase the reach & selectivity of relay [6] , however it requires communication link to retrieve remote-end data. L. S. Martins et al. [7] used the Clarke-Concordia transformation, Eigen value approach and NN to locate the fault distance of double circuit line [7] , but it does not classify the faults. Kohonen network is used to improve the accuracy of distance relay for single line to ground fault on a single circuit line in [8] , faults on circuit-2 line are not considered and it does not classify the faults. Cascade correlation algorithm based ANN is presented for fault location and fault resistance determination in [9] , but it does not classify the faults. Back propagation method based on Levenberg-Marquardt optimization technique is used to locate the faults in [10] , but it does not classify the faults. The work presented in [11] 
II. FAULT DETECTION & CLASSIFICATION ALGORITHM
The basic points of the procedure used to implement a neural network in the fault detection and classification algorithm in double circuit transmission line is described below.
A. Selecting the Right Architecture
One factor in determining the right size and structure for the network is the number of inputs and outputs that it must have. The lower the number of inputs, the smaller the network can be. However, sufficient input data to characterize the problem must be ensured. To enable the method to be implemented in both fault detection and classification devices and centralised systems, only the magnitudes recorded at one end of the line are used. The inputs to distance relay are mainly the voltages and currents. Hence the network inputs chosen here are the magnitudes of the fundamental components (50 Hz) of three phase voltages and six currents measured at the relay location recorded at one end of the line. As the basic task of fault classification is to determine the type of fault alongwith the phase, seven outputs corresponding to six phases and neutral were considered as outputs provided by the network. Thus the network input X and the output Y is:
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Once it was decided how many inputs and outputs the network should have, the number of layers and the number of neurons per layer were considered. After several trials, it was decided to use a neural network with three layers, with nine neurons in the input layer, thirty neurons in the hidden layer and seven in the output layer, as shown in Fig. 1 . The final determination of the neural network requires the relevant transfer functions to be established. After analyzing various possible combinations of transfer functions used, such as logsig, tansig and linear functions, the tansig function was chosen as transfer function for the hidden layer, and the purelin function in the output layer.
B. Learning Rule Selection
The back-propagation learning rule is used in perhaps 80-90% of practical applications. Improvement techniques can be used to make back-propagation more reliable and faster. The back-propagation learning rule can be used to adjust the weights and biases of networks to minimize the sum-squared error of the network. This is done by continually changing the values of the network weights and biases in the direction of steepest descent with respect to error. As the simple back-propagation method is slow because it requires small learning rates for stable learning, improvement techniques such as momentum and adaptive learning rate or an alternative method to gradient descent, Levenberg-Marquardt optimisation, can be used. Various techniques were applied to the different network architectures tested, and it was concluded that the most suitable training method for the architecture selected was based on the Levenberg-Marquardt optimization technique.
C. Training Process
In order to train the network, a suitable number of representative examples of the relevant phenomenon must be selected so that the network can learn the fundamental characteristics of the problem and once the training is completed, provide correct results in new situations not envisaged during training. The system studied is composed of 220KV double circuit transmission line 100 km in length, connected to sources at each end, as shown in Fig. 2 [15] . Short circuit capacity of the equivalent thevenin sources on two sides of the line is considered to be 1.25 GVA. Source to line impedance ratio is 0.5 and X/R is 10. The transmission line is simulated using distributed parameter line model as shown in Fig.3 . Double circuit transmission line parameters are shown in Table I . Fig. 4 shows the voltage and current waveforms when an 'A1'-phase to ground fault occurs at 30 KM from end SS-1 on circuit 1 of the configuration shown in Fig. 3 at 60 ms with zero fault resistance and zero degree fault inception angle. As expected, a current is also induced in the 'A2'-phase of healthy circuit 2 due to the mutual coupling between the two circuits. Matlab® simulates each type of fault (A1G, A2G, B1G, B2G, C1G and C2G) at different fault locations between 0-100% with high path fault resistances between 0-100 Ω and fault inception angles 0 & 90° as shown below in Table II . Further, preprocessing is useful method that significantly reduces the size of the neural network and improves the performance and speed of training process [17] . Three phase voltages and six current input signals were sampled at a sampling frequency of 1 kHz and further processed by simple 2nd-order low-pass Butterworth filter with cut-off frequency of 400 Hz. Subsequently, one full cycle Discrete Fourier transform is used to calculate the fundamental components of voltage and current. The input signals were normalized in order to reach the ANN input level (±1) [16] . The total number of fault simulated are 6x10x2x3 = 360 and from each fault cases ten numbers of post fault samples has been extracted to form the data set for neural network. Total 40 samples during no fault are also collected. Thus the total number of patterns generated for training, testing and validation are 3640. The next step is to divide the data up into training, validation and test subsets. One fourth of the data for the validation set, one fourth for the test set and one half for the training set has been used. The data sets were picked as equally spaced points throughout the original data. The root mean square error of the ANN based Fault Detector and Classifier with the preprocessed data sets is shown in Fig.  5 . It has been found that a single hidden layer network with 30 neurons in hidden layer and 7 neuron in output layer (9-30-7) is capable of minimizing the Mean Square Error (MSE) to a final value of 0.000507653. This learning strategy converges quickly.
III. TEST RESULTS OF ANN BASED FAULT DETECTOR AND CLASSIFIER
ANN based Fault detector and Classifier is extensively tested using independent data sets consisting of fault samples never used previously in training. With different faults of the validation/test data set, fault type, fault location and fault inception angle were changed to investigate the effects of these factors on the performance of the proposed ANN based Fault detector and Classifier. Extreme cases like faults near the protection zone boundary including fault resistance were also included in the validation data set. The network was tested and validated by presenting 180 different single line to ground faults cases with varying fault locations (Lf), fault inception angles (Φi) and fault resistance (Rf). All 180 faults cases are correctly classified in less than one cycle time.
The proposed ANN based Fault detector and Classifier results for few faults with different system conditions are presented in Table III . The performance of a trained network can be measured to some extent by the errors on the training, validation and test sets, but it is often useful to investigate the network response in more detail. One option is to perform a regression analysis between the network response and the corresponding targets. The routine "postreg" of neural network toolbox of Matlab® 7.01 is used to perform this analysis. Here we pass the network output and the corresponding targets to postreg. It returns three parameters. The first two, m and b, correspond to the slope and the y-intercept of the best linear regression relating targets to network outputs. If we had a perfect fit (outputs exactly equal to targets), the slope would be 1, and the y-intercept would be 0. The third variable returned by "postreg" is the correlation coefficient (R-value) between the outputs and targets. It is a measure of how well the variation in the output is explained by the targets. If this number is equal to 1, then there is perfect correlation between targets and outputs.
A linear regression analysis between the network outputs and the corresponding targets has been done for the entire data set obtained through the network training, validation and test and shown in the following Figs. 6-12. The network outputs are plotted versus the targets as open circles. The best linear fit is indicated by a dashed line. The perfect fit (output equal to targets) is indicated by the solid line. In the following figures, it is difficult to distinguish the best linear fit line from the perfect fit line, because the fit is so good.
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IV. CONCLUSIONS
A feed-forward neural network structure using Marquardt Levenberg algorithm is presented for fault detection, classification technique for double-circuit line protection under single line to ground fault considering the effects of mutual coupling, high fault resistance, varying fault location, fault inception angle and remote source infeed. The algorithm employs the fundamental components of three line voltages and the six line currents of the two parallel lines at one end only. Remote end data are not required. The performance of the proposed scheme has been investigated by a number of off-line tests. The complexity of the possible types of faults (A1G, A2G, B1G, B2G, C1G and C2G), fault locations (0-100%), high path fault resistances (0-100 Ω), fault inception angles (0 & 90°), mutual coupling effects and remote end in-feed are solved. The Simulation results show that single phase-to-ground faults can be correctly detected and classified after one cycle after the inception of fault. The algorithm is immune to the effects of remote end infeed, fault locations, mutual coupling, fault inception angle and fault resistances. The proposed scheme allows the protection engineers to increase the reach setting i.e. a greater portion of line length can be protected as compared to earlier techniques. The technique does not require communication link to retrieve the remote-end data and the zero sequence current compensation for healthy phases are also not required. 
