Abstract. A trace formula is proved for pairs of selfadjoint operators that are close to each other in a certain sense. An important role is played by a function analytic in the open upper half-plane and with positive imaginary part there. This function, called the characteristic function of the pair, coincides with Kreȋn's Q-function in the case where the selfadjoint operators are canonical extensions of a common simple and closed Hermitian operator. Special emphasis is given to the finite-dimensional case. Relationships with Kreȋn's spectral shift function are also considered. Finally, the case of canonical differential expressions is discussed briefly. In this case, the function N may be chosen to be the Weyl function of the canonical differential expression. §1. Introduction This paper is the second in a series where we study models and trace formulas for pairs of selfadjoint operators. In [8] we considered the case of the so-called canonical differential expressions (see §6 and equation (6.1) for the definitions). Here our starting point is a pair (H + , H − ) of selfadjoint operators defined on a separable Hilbert space H and possessing the following properties: 1) for all ω ∈ C \ R,
§1. Introduction
This paper is the second in a series where we study models and trace formulas for pairs of selfadjoint operators. In [8] we considered the case of the so-called canonical differential expressions (see §6 and equation (6.1) for the definitions). Here our starting point is a pair (H + , H − ) of selfadjoint operators defined on a separable Hilbert space H and possessing the following properties:
1) for all ω ∈ C \ R,
2) we have
The first condition expresses the fact that the operators H + and H − are close to each other. The second condition means that {0} is the only closed subspace of H invariant under H + and H − on which H + and H − coincide.
A model for such a pair was given by L. de Branges and J. Rovnyak in [21] . In fact, these authors considered the more general case where the operators
are of trace class for ω ∈ C \ R. If these operators are of finite rank (say n), the result of de Branges and Rovnyak can be formulated in terms of a C n×n -valued function analytic in the open upper half-plane C + and with a positive real part there, and we rephrase it in terms of a function with a positive imaginary part in the open upper half-plane C + (i.e., a Herglotz-Nevanlinna function). Before stating the result, we need a definition.
We also study relationships between the trace formulas and the spectral shift function introduced by I. M. Lifshifts in [40, 41] and by M. G. Kreȋn (see [33, 17] ). This function is such that Tr (r(H + ) − r(H − )) = R r (t)ξ(t) dt for all rational functions analytic at infinity and with poles in σ(H + ) ∩ σ(H − ). See [32, (3) , p. 138]. The choice r(t) = 1 t−ω with ω off the real line leads to the formula
It is of interest to find explicit examples where the hypotheses of Theorem 1.1 are fulfilled and, consequently, the above trace formula is true. As has already been mentioned, one such example is given by the case of canonical differential expressions; see §6 and [8] . Another example is when H + and H − are extensions of a common Hermitian operator with deficiency indices (n, n) (see [23, p. 420] ). In this case we use the notion of the Q-function of a closed Hermitian operator (due to Kreȋn; see [30, 31, 36, 42] ).
The paper consists of six sections besides the Introduction. In §2 we focus on the finitedimensional case, and give a self-contained exposition based on the realization theory of matrix-valued rational functions and on the theory of finite-dimensional reproducingkernel Hilbert spaces. In §3 we study infinite-dimensional L(N )-spaces. §4 is devoted to the case of pairs of bounded selfadjoint operators. In §5 we consider the case of possibly unbounded operators. In the last two sections we consider two special cases: canonical differential expressions ( §6) and selfadjoint extensions of a Hermitian operator ( §7).
In conclusion, we note that this paper has a number of links with the work of de Branges and Rovnyak and with the work of Kreȋn and Langer. These relationships are demonstrated in the text. §2. The finite-dimensional case
In this section we focus on the finite-dimensional case, that is, we consider the case of pairs of selfadjoint matrices. We define an invariant for such a pair, which we call the characteristic function of the pair. Because of the finite-dimensionality hypothesis, the arguments do not involve difficult analytic tools. Realization of rational matrix-valued functions plays an important role in the theory; see [14] . We also use the canonical form of a matrix that is Hermitian with respect to an indefinite inner product; see [28, 29, 44] .
If H is finite-dimensional, then the point evaluation functionals f → e * f (w) (with e ∈ C n and w ∈ Ω) are bounded automatically, and H is a reproducing-kernel Hilbert space. The linear span of the functions z → K(z, w)e for w ∈ Ω and e ∈ C n is not merely dense in H but is equal to H. Now we recall a formula for the reproducing kernel in the finite-dimensional case. Let m = dim H, and let F be a C n×m -valued function whose columns form a basis of H. The inner product ·, · H determines a strictly positive matrix P ∈ C m×m (called the Gram matrix) via the relation
The operators R α satisfy the resolvent equation
Let α ∈ C, and let H be an R α -invariant finite-dimensional space of C n -valued functions analytic in a neighborhood of α. Then the elements of H are rational functions without a pole at the point α. Indeed, suppose F (z) is as in Lemma 2.2, that is, a C n×m -valued function whose columns form a basis of H. Let f j be the jth column of F . By R α -invariance, there exists a vector a j ∈ C m such that R α f j = F a j . Let A = a 1 a 2 · · · a m ∈ C m×m . We have R α F = F A. Thus,
whence
which is a rational matrix-valued function analytic at the point α.
We note that the material presented in this section is well known and the proofs have been provided for completeness. For instance, Lemma 2.2 can be found in [25] and [43] . We also refer to [25, 43] for more information on reproducing-kernel Hilbert spaces.
Finite-dimensional L(N )-spaces.
In this paper we shall be particularly interested in reproducing-kernel Hilbert spaces whose reproducing kernel is of the form (2.5)
where N is a C n×n -valued function analytic in C\ R. These spaces were introduced by de Branges; see [18, 19] . We shall denote by L(N ) the associated reproducing-kernel Hilbert space. Now we review the main features of these spaces in the finite-dimensional case. We make use of the realization theory of matrix-valued functions. The infinite-dimensional case will be considered in §3.
Lemma 2.1 and the finite-dimensionality hypothesis imply that the functions of the form z → N (z)−N (w) * z−w e span L(N ) when w varies in C\R and e varies in C n . Furthermore, (2.6 )
for all v, w ∈ C \ R and all d, e ∈ C n . Equation (2.6) does not take the special form of the kernel into account. In the sequel we give more precise descriptions of the inner product in L(N ); see Proposition 2.6 for the finite-dimensional case and Theorem 3.2 for the general case. Proof. Since N (w) * = N (w), we have
Therefore, using the resolvent identity (2.4), we obtain (2.7)
Since L(N ) is finite-dimensional, the functions z → K(z, w)e span the entire space L(N ) when w runs through C \ R and e runs through C n , so that L(N ) is R α -invariant. Therefore, this space consists of rational functions. Next, Lemma 2.2 shows that z → K N (z, w) is rational. In particular, w is a removable singularity of z → K N (z, w) and, thus, N (w) = N (w) * . To see that Im N (z) ≥ 0 for z ∈ C + , it suffices to observe that K N (z, z) is a positive matrix for z ∈ C \ R. Finally, N is rational because of the formula
where w 0 is any preassigned point in C + .
Now we describe the minimal realizations of the matrix-valued functions analytic at infinity and such that N (z) = N (z) * . We studied such realizations in [3] . We refer to [14] for the background on the various notions and results from the theory of realization of rational matrix-valued functions used in the sequel. 
Furthermore, we have
and the following statements are equivalent :
1) the imaginary part of N is positive in the open upper half-plane;
2) the matrix H is strictly positive;
Proof. A minimal realization of the rational function N (z) * is given by
Thus, there is a unique matrix H such that
Taking the adjoint of (2.11), we see that H * is also a solution of (2.11) and thus H = H * . Furthermore, (2.11) is equivalent to D = D * and (2.8)-(2.9). We prove (2.10). Observe that
Thus,
By (2.8), we have
and we arrive at (2.10). Now we turn to the proof of the equivalence of claims 1)-3) in the theorem. Formula (2.10) shows that 2) implies 3). The fact that 3) implies 1) is trivial (simply take z = w). It remains to show that 1) implies 2). First, we note that the function N is analytic in the open upper half-plane C + . Indeed, the function S(z)
is contractive at all points where it is defined in C + ; consequently, it admits analytic and contractive extension to C + , so that N is analytic in C + . Thus, this function is analytic in C \ R because N (z) = N (z) * . It follows that the matrix A has spectrum only on the real line. Therefore, the pair (A, H) has a canonical representation of the form the (m k × m k )-Jordan block with eigenvalue λ k , E n k is the matrix with the entries on the main antidiagonal equal to 1 and all other entries equal to 0:
The remaining part of the proof that 1) implies 2) is split in several steps.
Step 1. Let λ ∈ R, and let ≥ 2. The function Im We set z = λ + ρe iθ , where ρ > 0 and θ ∈ (0, π). Then
For ≥ 2 the argument θ belongs to (0, 2π); thus, sin( θ) takes both positive and negative values.
Step 2. Assume that (A, H) consists only of an elementary block, that is, M = 1 in the above canonical form. Then m 1 = 1, and 1) implies 2). We set m 1 = m and assume that m ≥ 2 and A = J(λ) ∈ C m×m . We write
where T m+1 = 0. Then
Since AH = HA * , we have T H = HT * and T H = HT * for all ≥ 1. Therefore, (2.12) Im N (z) = −CHC
We set z = λ + ρe iθ as at the preceding step and multiply both sides of (2.12) by ρ m+1 . Letting ρ → 0, we see that
Consequently, CT m C * = 0. Now, multiplying (2.12) by ρ m and letting ρ → 0, we show that CT m−1 HC * = 0. Reiterating, we obtain (2.13)
and we have CHC * ≥ 0. This inequality and (2.13) imply the relation (2.14)
and (2.14) implies that H ≥ 0.
Step 3. Now we turn to the case where in the canonical representation of the pair (A, H) there is a unique eigenvalue λ corresponding to possibly different blocks:
where both J i (λ) and
. . be the corresponding matrix representation of C. Arguing as at Step 2, we obtain
Set M = sup i m i . The counterpart of (2.14) looks like this:
Finally, it remains to consider the case where different λ appear in the canonical decomposition. For this, it suffices to use the canonical representation of the pair (A, H) and write N as a sum of rational matrix-valued functions N i satisfying N i (z) * = N i (z) and each having a single pole.
The matrix H is called the Hermitian matrix associated with a given realization. From (2.10) it follows that H −1 is the Gram matrix of L(N ) with respect to the basis under consideration; for c, d ∈ C m we have
If H > 0, without loss of generality we may assume that H = I m . This amounts to the replacement of ( A B C D ) by
Proposition 2.6. In the notation of the preceding proposition, the space L(N ) consists of functions F of the form
with the inner product
Proof. Since the realization of N is minimal, the pair (C, A) is observable, that is,
so that F and the associated inner product (2.16) are well defined. We take
where the e j and d j belong to C n . Then
This finishes the proof of (2.16) because such x, y span C m . Now we show that L(N ) contains no nonzero constant functions. Assume that x ∈ C m is such that C(zI m −A) −1 x is a constant function, say t. Multiplying the identity C(zI m − A) −1 x ≡ t by z on both sides and letting z → ∞, we see that t = 0. Now, we consider the case where N is not necessarily analytic at infinity. 
where
Proof. First, assume that N is analytic at infinity; we take a minimal realization of N with the associated Hermitian matrix H equal to I m . Then
where A = A * . Let U be a unitary matrix such that
where the t j are real and are assumed to be pairwise different. Then
Let CU = c 1 · · · c . We arrive at (2.17) with E = 0 and M j = c j c * j . Now, assume that N is not analytic at infinity. There exists a real number t 0 such that the function
* , and the function M (z) still has positive imaginary part in C + , we can write
The map 1 z−t0 sends t 0 to ∞; therefore, one of the t j (say t 1 ) is equal to t 0 , and we have
Thus, N is of the required form. Now we describe the space L(N ) with N as in (2.17) . We have Proof. This follows from (2.17) and (2.18).
It should be noted that the uniqueness of a reproducing kernel implies that N 1 and N 2 correspond to the same space if and only if 
On the other hand, if we take
The space L(N 2 ) consists of the multiples of the function Another proof of Proposition 2.5 involves the Riesz-Herglotz representation formula for analytic functions with a positive imaginary part in the open upper half-plane. This proof is much shorter. We chose to present direct arguments based on the theory of realization of rational functions and on the theory of finite-dimensional reproducing-kernel Hilbert spaces. The case of finite-dimensional Pontryagin spaces with such reproducing kernels was considered in [3] . As in [3] , we make use of the realization theory, but our approach and point of view are slightly different.
Model for one matrix.
In this section we use L(N )-spaces to give models for selfadjoint matrices. Theorem 2.10. Let G + ∈ C m×m be a selfadjoint matrix, let C ∈ C n×m be such that
and let H denote the Hilbert space of C n -valued functions of the form
H is endowed with the inner product
Then H is a reproducing-kernel Hilbert space, and its reproducing kernel is of the form
Proof. From (2.19) we see that
Then for every w ∈ C \ R and every y ∈ C m the function z → K(z, w)y belongs to H.
Thus, the reproducing kernel of H is
Finally, let N be as in (2.21) . Then
which completes the proof in view of (2.22). 
Proof. This follows from the power series expansion at infinity:
Theorem 2.12. Let G + ∈ C m×m be a selfadjoint matrix, and let C ∈ C n×m be a matrix satisfying (2.19) . Let N be defined by (2.21) , and let L(N ) be the reproducing-kernel Hilbert space with reproducing kernel
. Then the map U + defined by
is a unitary map from C m (endowed with the canonical inner product) onto L(N ). Its adjoint is given by U *
Finally, we have
Proof. First, we compute U * + . Let e ∈ C n , and let w ∈ C \ R. We have
where we have used (2.30) and the reproducing-kernel property. It follows that
because the span of the vectors (wI m − G + ) −1 C * e with w ∈ C \ R and e ∈ C n is equal to C m . To prove the next claim, we write
The last claim is proved as follows. Let
The model of de Branges and Rovnyak for pairs of matrices.
In this subsection we discuss the model of de Branges and Rovnyak for pairs of selfadjoint matrices. More generally, the model for pairs of bounded selfadjoint operators will be considered in Subsection 4.2, and the model in the setting of possibly unbounded operators will be given in §5.
Our starting point is a pair of selfadjoint matrices G + and G − in C m×m . We assume that G + and G − do not coincide on any nontrivial subspace of C r invariant under both
where J ∈ C n×n is both selfadjoint and unitary and C ∈ C n×r . The function 
Then E is the largest linear subspace invariant under both G + and G − and on which
Proof. The matrices G + and
Furthermore, E is invariant under the operators G + and G − . Indeed, let u ∈ E. We want to show that
By assumption, both G + u and G − u also belong to M, whence
Thus, the condition
is necessary and sufficient for the matrices G + and G − to have no nontrivial invariant subspace on which they coincide. Another characterization of the fact that E = {0} is as follows.
Lemma 2.14. Two selfadjoint matrices G + and G − in C m×m satisfy condition (2.26) if and only if they have no common eigenvalue corresponding to the same eigenvector.
Proof. Since E is G + -invariant, there exists a nonzero vector u ∈ C m and a real number λ such that G + u = λu. In particular, since u ∈ E, we have 
where J ∈ C n×n is both selfadjoint and unitary, and C ∈ C n×m . Let N be defined by the formula
Then N has a positive imaginary part in the open upper half-plane and satisfies
and ( Proof. The claim about N follows from the identity
First, we prove that the pair (C, G + ) is observable, i.e.,
Similarly, from the condition CG + u = 0 we obtain C * JCG + u = 0, and thus
, and we see that u = 0. Therefore, the pair (C, G + ) is observable; consequently, the pair (G + , C * ) is controllable, which implies that the realization (2.28) is minimal.
As a consequence we obtain a description of the spaces L(N ) and L(−N −1 ). The infinite-dimensional counterpart of this result is presented in Theorem 3.2.
Corollary 2.16. We have
with the inner products
Proof. The claim about L(N ) follows from Proposition 2.6. The claim about L(−N −1 ) follows from (2.29) and the relation
and has the same norm as F :
The role of the characteristic function of the pair (G + , G − ) of matrices is clarified in the next theorem, which is the main result of the section. 
where F ∈ L(N ) and
In particular,
Similarly, the map
which completes the proof of (2.31) since, as was already noticed, Cx = − lim z→∞ zF (z). We turn to (2.32). Now we have
where we have used (2.31) and (2.27), and we obtain
To prove (2.33), we proceed as follows:
For the proof of (2.34), we write
Using (2.33) and (2.30), we obtain
To conclude the proof of (2.34), we observe that
This computation also shows that
The claims about U − are proved in a similar way.
It should be noted that, if S is a unitary matrix and
and the characteristic function of the pair (K + , K − ) is equal to
so that it is the same as the characteristic function of the pair (G + , G − ). Similarly, the matrix C in (2.27) is defined up to a left-multiplicative J-unitary constant. If we replace C by U C, where U JU * = J, then the characteristic function of the pair becomes
2.5. Trace formula for pairs of selfadjoint matrices. In this section we prove a trace formula and establish the relationship with Kreȋn's trace formula.
Proposition 2.18. Let G + and G − constitute a pair of selfadjoint matrices such that
, and let N be the corresponding characteristic function. Put
Then for all w ∈ C \ R we have
The last claim can be proved in two ways. First, we write
Alternatively, we can use the formula (see [32, p. 129 
with a(w) = N (w) and a(w) = G ± − wI m , and integrate (2.36).
In the scalar case we have the following uniqueness result. Proof. Indeed, two such functions, say N 1 and N 2 , will satisfy
It follows that

N1(w)
N2(w) is constant, whence the result.
The next proposition remains true in the case of bounded operators, as we shall see in the sequel; to the best of our knowledge, it is new. Proposition 2.20. Let γ be a simple closed contour that contains the spectra of G + and G − , and let f be a scalar-valued function analytic inside and on the boundary of γ. Then
Proof. From (2.37) we deduce that
Integrating over the contour γ and using the functional calculus, we obtain
We note that
Substituting in (2.41), we obtain
Since f is analytic on the boundary of γ, we have γ f (w) = 0, and this leads to (2.39). 
Proof. Formula (2.36) shows that Tr N (w)N −1 (w) can be written as a finite sum of terms of the form ni ti−w , where n i ∈ Z and the t i are real numbers. As in [32, p. 109], we arrange the t i in increasing order. We have
which has the required form with 
Any other pair is obtained from this pair by a unitary similarity.
Proof. Formula (2.28) shows that the above conditions are necessary. Conversely, if they are satisfied, then, by Proposition 2.5, N admits a minimal realization of the form announced above with H = I. The pair (G + , G − ) of operators is then built by using Theorem 2.17. We turn to the uniqueness claim. The realization of N is unique up to a similarity operator S: if
is another minimal realization, then
If, moreover, A 1 = A * 1 , we see that S − * also satisfies these equations; hence, by the uniqueness of the similarity matrix S = S − * , the operator S is unitary, and the pairs (A, A − C * DC) and (
We note that if N (∞) is invertible but is not a signature matrix, then, writing
In this section we study infinite-dimensional L(N )-spaces. Now we cannot use the realization theory; instead, we employ the Riesz-Herglotz representation of a matrixvalued function N analytic in the open upper half-plane and having a positive imaginary part there:
for a C n×n -valued function N analytic and with positive imaginary part in C + . In (3.1), the matrix A is Hermitian, the matrix B is positive, and dµ is a C n×n -valued positive measure such that R dµ(t) 
Proof. Trivially, the second assertion implies the first. Starting from the Riesz-Herglotz representation formula for N , we obtain
, which shows that the kernel K N (z, w) is positive in C + . 
, and the inner product in L(N ) has the form
For the proof of this result, we refer the reader to [19, 2] . It should be noted that an integral of the form R 
Proof. Let w j ∈ C \ R, and let e j ∈ C n for j = 1, . . . , M. We have
Thus, for 
Applying the operator R α to both sides of this equation (for some α ∈ C \ R), we obtain
Consequently, f (t) = c almost everywhere with respect to µ, so that f belongs to L 2 (dµ). Therefore, the integral R dµ(t)c t t 2 +1 exists by the Cauchy-Schwarz inequality, and (3.6) becomes
It follows that Ac = R dµ(t)c t t 2 +1 . Similar arguments were used in [1] . The class of Herglotz-Nevanlinna functions appearing in Proposition 3.4 with equality rather than inequality in (3.5) was introduced (via the third characterization) by Belyȋ and Tsekanovskiȋ in [15, p. 65] . They denoted that class by N (R). This is the largest class of Herglotz-Nevanlinna functions that admit a realization in terms of a Brodskiȋ-Livshitz colligation. The main operator of this colligation is defined between rigged Hilbert spaces; see [1] and [16, p. 98 ].
Thus, our class and that of Belyȋ and Tsekanovskiȋ are complementary in a sense. Their characterization of N (R) is as follows.
Theorem 3.5. A matrix-valued Herglotz-Nevanlinna function N is in the class N (R) if and only if it can be written as
In this expression, A is a correct ( * )-extension of an operator T in Ω A and
We refer the reader to [1] and [16, p. 98] for the definitions of the classes Ω A and of a correct ( * )-extension of an operator T .
Another criterion for L(N ) to contain no nonzero constant functions is as follows.
Proposition 3.6. Let N be a Herglotz-Nevanlinna function. Then L(N ) contains no nonzero constant functions if and only if
Proof. Let (3.1) be the Riesz-Herglotz representation of N . Then
iyt + 1 (iy)(t − iy)
.
by the dominated convergence theorem, whence the result.
We note that condition (3.7) is necessary and sufficient for a function to be the Qfunction of a Hermitian operator. See [36, Hauptsatz on p. 203] and §7.
The map f → N f induces a related map in the Lebesgue spaces.
Theorem 3.7. Let N be a C n×n -valued Herglotz-Nevanlinna function. Assume that det N (z) ≡ 0 and that the spaces L(N ) and L(−N −1 ) do not contain nonzero constant functions. Let
be the Riesz-Herglotz representations of N and −N −1 , respectively.
See [18] for the proof. The map f − → f + is called the Hilbert transformation. We refer the reader to our earlier paper [8] and to Subsections 3.3 and 6.1 for the case where N is in the Wiener algebra.
L(N )-spaces and operator models.
First, we recall the following result (see [18] ), the proof of which is provided for completeness.
Theorem 3.8. Let H be a reproducing-kernel Hilbert space of functions analytic in C\R.
Then its reproducing kernel is of the form K N (z, w) if and only if the following conditions are fulfilled:
2) for all α, β ∈ C \ R and all f, g ∈ H we have
Proof. To simplify notation, we consider the case of scalar-valued functions. One direction follows from formula (2.7), which allows us to compute various inner products in (3.8) at linear combinations of kernels. More precisely, let f (z) = K N (z, w), and let
, we obtain the relations
Using these expressions, we see that the proof of (3.8) amounts to the proof of the identity
In its turn, this is a direct consequence of the form of K N (z, w).
The converse is proved as follows (we still consider the scalar case for simplicity of notation). We choose β = α, f (z) = K(z, w) and g(z) = K(z, v) in (3.8) to obtain
Thus, we get (v − w)K(v, w) = (v − α)K(v, α) − (w − α)K(α, w).
Using (3.9), we obtain
and the result follows.
If the operators R α have no kernel, then there is a (possibly unbounded) operator G + such that R α = (G + − αI) −1 . Identity (3.8) forces G + to be selfadjoint.
Theorem 3.9. Let G + be a densely defined selfadjoint operator in a Hilbert space H.
We assume that there is an operator C : H → C n such that (4.1) is true,
and we put Proof. This follows from the relation
be the Riesz-Herglotz representation of N . The map that takes h ∈ H to the function
We note that − lim
Finally, it is of interest to consider Theorem 3.8 in the finite-dimensional case. Since the space H is R α -invariant, it is formed by rational functions (see Subsection 2.1). Provided these functions are analytic at infinity, a basis of H consists of the columns of a matrix-valued function of the form C(zI m − A) −1 , where m = dim H. Let P be the Gram matrix of H with respect to this basis. Then the structural equation (3.8) becomes A * P = P A. We recognize equation (2.8) with H = P −1 , and it is easy to check that P −1 is indeed the matrix associated with a minimal realization of N .
The case where N belongs to the Wiener algebra. The Wiener algebra W n×n
consists of the functions of the form ) consists of all functions of the form (3.11) for which the support of u is in R + (respectively, in R − ).
In the case where N belongs to W n×n + , we proved in [8] that f − is given by the formula In this section we turn to the case of bounded selfadjoint operators in possibly infinitedimensional spaces. The analysis is very close to the case of matrices. The main difference is that in the study of reproducing-kernel Hilbert spaces with reproducing kernel of the form
we cannot use the realization theory; instead, we apply the RieszHerglotz representation formula (3.1).
Models for a bounded selfadjoint operator.
First, we explain how spaces of the form L(N ) give models for selfadjoint operators. For more details, see [18] . In this section we focus on the case where G + is bounded. The case of possibly unbounded operators is considered in §5.
Theorem 4.1. Let G + be a bounded selfadjoint operator on a Hilbert space H. Assume that there is an operator C : H → C
n such that
For h ∈ H, we define , where
D being any selfadjoint matrix in C n×n . Furthermore, the map h → h takes the operator
Proof. Let H denote the set of functions of the form (4.2); relation (4.1) shows that formula (4.3) determines a norm. For every c ∈ C n , the function
so that H is the reproducing-kernel Hilbert space with the reproducing kernel
Now, let N be defined by (4.4) . Then N is analytic in C \ R, and we have 
The model of de Branges and Rovnyak. We write (4.6)
where J is a signature matrix of size n × n (that is, J is both selfadjoint and unitary), and define N by (2.28). Then the computations of §2 go through without changes up to Proposition 2.20. Using the spectral theorem for bounded selfadjoint operators, we set
Now, we present a counterpart of Theorem 2.17. We present it in terms of Lebesgue spaces; the passage to the L(N )-spaces is left to the reader. We set
and similarly for −N −1 . We begin with a preliminary lemma. Proof. Assume that the support of dµ is unbounded, say toward +∞. Then for every n > 0 there exists a function f ∈ L n 2 (dµ) with support on [n, +∞). Thus,
and we see that the norm of the operator of multiplication by t is at least n for all n. Therefore, this operator is unbounded. The converse is clear because
where M is such that the support of dµ is inside
This lemma shows that all the operators in the next theorem are bounded.
Theorem 4.3. For the map V + , we have
where f ∈ L 2 (dµ + ). In particular,
Similarly, for the map V − we have
This theorem is a counterpart of Theorem 2.17; the proof is similar and is omitted.
The trace formula for pairs of bounded selfadjoint operators.
Only the second proof of the determinant formula (2.38) remains valid. Proposition 2.21 cannot be proved in the same way as in §2. We discuss it, distinguishing two cases: the scalar case and the matrix-valued case. Now, in the scalar case, relationship with Kreȋn's formula is established by using the following result of N. Aronszajn and W. Donoghue.
Proposition 4.4. A function N is a Herglotz-Nevanlinna function if and only if it can be written as
where C > 0 and f is a measurable function such that 0 ≤ f (t) ≤ 1 almost everywhere on R and R f (t) dt t 2 +1 < ∞. See [13, 12] , [24, p. 27] , and [37, Theorem A.3, p. 391] . As a consequence, we have
The result of Aronszajn and Donoghue was extended to the matrix-valued (and even operator-valued) case by Carey [22] and by Gesztesy, Makarov, and Naboko [27] . 
B(t) dt t − z .
We briefly discuss this result. Proof. We have
Therefore,
and (4.12) follows by taking the trace of both sides.
This lemma shows that (4.11) implies the formula 
Proof. The function S(z) = (I n +iN (z))(I n −iN (z))
−1 is analytic and strictly contractive in C + . Thus,
Similarly,
It follows that
since L 1 and L 2 commute. This completes the proof because L 1 and L 2 are analytic in C + and
To indicate links with the results by Carey and by Gesztesy, Makarov, and Naboko mentioned above, it remains to show that L(z) can be written in the form L(z) = 
Using Cauchy's formula for functions in the Hardy space, we obtain
In particular, this lemma will be applicable if Im N (z) ≥ xI n for z ∈ C + , where x > 0 is independent of z.
Inverse problems.
In this subsection we give two characterizations of the characteristic functions of bounded selfadjoint operators. and N (∞) = J. Under these conditions, a pair (G + , G − ) of operators for which N is the characteristic function is obtained as follows:
Proof. The Herglotz-Nevanlinna function N is the characteristic function of a pair of bounded selfadjoint operators if and only if the spaces L(N ) and L(−N −1 ) both contain no nonzero constant functions. By Proposition 3.6, this is equivalent to (4.13) and (4.14).
The first requirement in the theorem is equivalent to the statement that the measure dµ + in the Riesz-Herglotz representation of N has finite support, and thus the operator G + is bounded in L(N ). By the Cauchy-Schwarz inequality, the quantity
From (4.14) it follows that
Hence, G − is also bounded.
We present an alternative characterization.
Theorem 4.10. A Herglotz-Nevanlinna function N is the characteristic function of a pair of bounded selfadjoint operators if and only if it can be written as
where dµ + is a positive measure with finite support and satisfying the condition
A pair (G + , G − ) can then be chosen as follows:
where f ∈ L 2 (dµ + ).
Equation (4.15) is the specialization of (3.5) to a finite measure. §5. The case of possibly unbounded operators
In this section we consider operators that may be unbounded. Of particular interest is the case where G + and G − are common selfadjoint extensions of a given Hermitian operator. This latter case is considered in §7.
An operator model for pairs.
Lemma 5.1. Let G + and G − be two selfadjoint operators. Then the space
is the largest subspace with the following two properties: for all w 0 ∈ C \ R, we have
and for all f ∈ E and some w 0 ∈ C \ R we have
Proof. Let M be a closed subspace of H for which (5.1) and (5.2) are fulfilled. Then the resolvent identity implies that (5.2) is true for all w ∈ C \ R; indeed, (5.2) implies that
Using the resolvent identity, we obtain
Thus, f ∈ E, that is, we have M ⊂ E. The space E is easily seen to satisfy conditions (5.1) and (5.2), and this ends the proof.
We note that E may be reduced to {0}, while G + and G − coincide on a dense set. This will happen, for instance, if G + and G − are canonical extensions of a common simple closed Hermitian operator.
We begin with the proof of Theorem 1.1. To ease the reading, we repeat the theorem (with the notation G ± rather than H ± ). Theorem 1.1. Let (G + , G − ) be a pair of selfadjoint operators defined on a separable Hilbert space and having the following two properties:
Then there exists a C n×n -valued Herglotz-Nevanlinna function with det N = 0 and with the following properties:
1) there are unitary transformations
such that
where M −N −1 denotes the operator of multiplication by −N −1 from the left.
As has already been mentioned, this result is due to de Branges and Rovnyak. It is of interest to find explicit examples where the hypothesis of Theorem 1.1 is in force, and hence the above trace formula is true. One such example is given by the case of canonical differential expressions; see §6 and [8] . Another example is obtained when G + and G − are extensions of a common Hermitian operator with deficiency indices (n, n) (see [23, p. 420] ). Then we use the notion of the Q-function of a closed Hermitian operator (due to Kreȋn; see [30, 31, 36, 42] ). See §7.
Proof of Theorem 1.1. We follow [20, pp. 330-333] and proceed in a number of steps.
Step 1. Let α ∈ C \ R. The operator
is unitary. If δ = I − U , then ker δ = ker δ * . This follows from the fact that for any selfadjoint operator A and any point α off the real line, the operator
is unitary, as is easily seen by using, e.g., the spectral theorem.
For the proof of the second claim, let u ∈ ker δ. Then W u = u, and since W is unitary, we have u = W * u, that is, u ∈ ker δ * , whence ker δ ⊂ ker δ * . The converse inclusion is proved by reading the preceding argument backwards.
Step 2. Set x(α) = (G + − αI)
We write
and the result follows, because the operator
Step 3. There exists an invertible matrix N 0 ∈ C n×n and a bounded operator C :
Step 1, H = ran δ ⊕ ker δ. Let P denote the orthogonal projection from H onto ran δ, and let X be a unitary operator from ran δ onto C n . Then
Step 4. Let
and so
Multiplying both sides from the left by the unitary operator (
Relation (5.7) implies that
Consequently,
and (5.3) shows that h = 0. Now we prove (5.10):
Step 5. Let
First, we observe that
which in turn is equal to
where we have set
Next we compute
, where N (z) is given by (5.11). We have
Thus, N (z) − N 1 (z) is a constant. Consequently, N (w) * = N (w) * , and we obtain (5.12). Formula (5.12) expresses the fact that the set of functions of the form z → C + (z)h with the norm C + (z)h = h H is a reproducing-kernel Hilbert space with the reproducing kernel given by the right-hand side of (5.12). The next steps of the proof consist in showing that this space L(N ) has the required properties.
Step 6. Let C − = N 0 C. We have
Indeed, the left-hand side of (5.13) is equal to I − U * , where U is as in Step 1. From the identity I − U = C * N 0 C, we obtain
Step 7. Let C − (z) = 
The proof is similar to that in Step 6 and is omitted.
Step 8. We have
, and replacing C * N 0 C by its value, we see that for the proof of (5.14) it suffices to check the identity
Here the right-hand side is equal to
whence the result.
More generally, with the preceding result at hand, one can rewrite all the remaining formulas in Theorem 4.3. We leave this to the reader.
Using the model and arguing as in our earlier paper [8] , we arrive at the following corollary, which will be used in the proof of the trace formula. 
for w ∈ C \ R.
We note that, in the finite-dimensional case, (5.15) was proved in §2; see (2.35).
Proof of Corollary 5.2. We have the formulas
The commutativity condition (5.6) leads to
5.2.
A trace formula. Now we prove Theorem 1.2. As in the preceding section, first we repeat the theorem (with G ± in place of H ± ). 
and
where z 0 ∈ C \ R and det z0 is the generalized perturbation determinant associated with the pair (G + , G − ).
We begin with the trace formula (5.16). Recall that we have put
We proceed in a number of steps.
Step 1. Let f ∈ H, and let
Using Corollary 5.2, we obtain
Step 2. Let F 1 , F 2 , . . . be an orthonormal basis of L(N ). Then, in the norm of L(N ) and pointwise, we have
This is a general result on reproducing kernels; see, e.g., [11, 43] .
Step 3. Let w ∈ C \ R. Then
Plugging w in place of w in (5.20) and taking the relation N (w) = N (w) * into account, we obtain
Letting z → w yields
Step 4. We have
By the definition of the trace,
where we have used the preceding step to get the second identity. Finally, (5.17) is deduced from (5.16) as this was done in [8] .
with the domain formed by the elements f ∈ L 2n 2 (0, ∞) such that f ∈ L 2n 2 (0, ∞), and (I n − I n )f (0) = 0, and G − is defined by
with the same domain. 
is equal to n. Let N be the associated Herglotz-Nevanlinna function. Then the operator
− I has rank n, and
In the above formula, det z0 denotes the generalized perturbation determinant associated with the pair (G + , G − ). For the proof, see [8] . The proof is based on the theory of reproducing-kernel Hilbert spaces of entire functions.
Inverse problems.
If a given Herglotz-Nevanlinna function is the characteristic function of a pair of selfadjoint operators, then, in general, it seems difficult to give a concrete model for the pair, besides the one described in Subsections 2.6, 4.4, and 5.3. In the setting of the Wiener algebra, a specific model is available in terms of canonical differential expressions. and is equal to the identity at infinity. Consequently, conditions (4.13) and (4.14) are fulfilled, as it should be. Two equivalent strategies can be used to prove this theorem: Kreȋn's approach and Marchenko's approach. Under Kreȋn's approach, one starts with the spectral function W (t) = Im N (t), while under Marchenko's approach one starts with the scattering function. Relationships between these approaches were studied in [26] and, in the rational case, in [5] . Following Kreȋn's approach, we let N be the Weyl coefficient and set
For every T > 0, the operator that takes f ∈ L n 2 [0, T ] to the function
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use is invertible, and its inverse is of the form
Then the potential is given by the formula
We refer the reader to our papers mentioned before for a discussion of Marchenko's approach and for the study of the relationship between the two approaches. §7. Extensions of a common Hermitian operator
In [30] and [31] 7.1. The Q-function and Kreȋn's formula for generalized resolvents. In this section we recall the definition and main properties of the Q-function. Let S be a symmetric (we shall also use the term Hermitian) simple closed operator in a Hilbert space H. Simple means that S has no invariant subspace on which it is selfadjoint. We recall that for any nonreal number z the range ran(zI − S) is a closed subspace of H. The dimensions of the spaces H ran(zI − S)
are the same for all z in the upper half-plane and all z in the lower half-plane, and are called the deficiency indices of the operator. We assume that the deficiency indices are equal and finite. Let A denote a selfadjoint extension of S in a Hilbert space H ⊃ H, and let P denote the orthogonal projection from
The set of all generalized resolvents is described by Kreȋn's formula. To present this formula, we need to recall the definition of a Q-function; see [35, 36] . In order to define a Q-function, we fix a point z 0 ∈ C \ R and let A 0 be a selfadjoint extension of S in H (such an extension is called canonical ). For every z ∈ C \ R, the operator
is a bijection from ker(S * − z 0 I) onto ker(S * − zI). Let Γ z0 denote a bijection from C n onto ker(S * − z 0 I), and let
Any C n×n -valued function Q analytic in C \ R and such that
is called a Q-function of the Hermitian operator S; see [36, §2, p. 199] . The relationship with L(N )-spaces is established with the help of the following proposition.
* , and the kernel
Proof. Relation (7.2) implies that Q(z) = Q(z) * , and the result follows from the definition of a Q-function.
Not every Nevanlinna-Herglotz function is a Q-function. Necessary and sufficient conditions can be found in [36] ; see Subsection 7.3. Let B ∈ C n×n be any selfadjoint matrix; we set y 0 = Im z 0 . The function
is a Q-function of the closed symmetric operator S; see [36, (2. 2), p. 199] and [39] . The set of all Q-functions of a given symmetric operator was described in [36, Satz 2.1, p. 201].
To present the result, we recall a definition: T is called a generalized selfadjoint matrix if there is a projection P such that
where T is a selfadjoint matrix. The symbol ∞ in the above formula is interpreted as follows: (T + Q 0 (z)) −1 = P ( T + P Q 0 (z) P ) −1 P .
Theorem 7.2. As above, let Q 0 be a Q-function of a closed simple Hermitian operator S with equal deficiency indices. Then the set of all Q-functions of S is given by the formula
where T is a generalized selfadjoint matrix and B is a selfadjoint matrix.
Kreȋn's formula gives a description of all generalized resolvents of a given symmetric operator with equal deficiency indices. When specialized to canonical extensions (that is, within the original Hilbert space H), it takes the following form. describes the set of all resolvents of the canonical selfadjoint extensions of S, where P is an orthogonal projection from C n into itself, and T ∈ C n× n (with n = dim ran P ) is a selfadjoint matrix. Formula (7.3) shows that for any two canonical extensions G + and G − of S we have dim ran (G + − wI)
This dimension is exactly equal to n if P = I n . The main result of this section is as follows. If G + = G − and n > 1, strict inequality may occur; it suffices to take P = I in (7.3). We note that in [23, p. 420] inequality (7.5) was claimed to be an identity.
Proof of Theorem 7.4. We fix a point z 0 ∈ C \ R and set α = z 0 in the arguments in the proof of Theorem 1.1. The inclusion (7.4) and the hypotheses of the theorem imply that Thus, in (7.1) we can take Γ z0 = C * | ran(S−z0I) , where C is as in Step 3 of the proof of Theorem 1.1. Therefore, C + (z) = Γ z0 (z) * ,
where C + (z) is defined by (5.9). Now, the result follows if we compare (7.2) and (5.12).
Trace formula: the case of common extensions of Hermitian operators.
In the present setting the trace formula is easy to obtain. More precisely, taking the trace of Kreȋn's formula, we arrive at the following result. 
Proof. We take G 0 = G − in (7.3) and take a Q-function coming from G − . The extension G + corresponds to P = I and a constant T . From (7.2) we see that Tr Γ z0 (z * ) * Γ z0 (z) = Q (z).
Hence, taking the trace of both sides in (7.3), we obtain
which leads to the required result by replacing Q by Q+T since Q+T is still a Q-function of S. The first condition expresses the fact that the space L(Q) contains no nonzero constant functions; see Proposition 3.6. The second expresses the fact that the measure dµ in the Riesz-Herglotz representation of Q is not summable. In particular, the operator of multiplication by the independent variable is unbounded in L n 2 (dµ), so that the selfadjoint operator G + defined by (G + − zI)
unbounded in L(Q). Proposition 3.4 shows that −Q(z)
−1 is also a Q-function. As was remarked in [36] , the second condition also implies that Im Q(z) > 0 for at least one point in C + .
It is of interest to compare these conditions with conditions (4.13) and (4.14). The first is precisely (4.13). The second implies (4.14) but is not equivalent to it.
The Hermitian operator associated with a Q-function is given in the next theorem; see [ In conclusion, we mention the following statement. 
where c F = − lim z→∞ zF (z).
As before, here one can express G + and G − in the Lebesgue space L n 2 (dµ), as in (4.16). We also note that in the special case where N ∈ W n×n + the operators G + and G − can be chosen to be canonical differential expressions, as was explained in the preceding section and in [8] .
