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Victor Ginzburg
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Abstract. These Lectures are based on a course on noncommutative geom-
etry given by the author in 2003. The lectures contain some standard material,
such as Poisson and Gerstenhaber algebras, deformations, Hochschild cohomology,
Serre functors, etc. We also discuss many less known as well as some new results
such as noncommutative Chern-Weil theory, noncommutative symplectic geometry,
noncommutative differential forms and double-tangent bundles.
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1. Introduction
This is an expanded version of a course given by the author at the University
of Chicago in Winter 2003. A preliminary draft of lecture notes was prepared by
Daniel Hoyt at the time of the course. The present version is about twice as large as
the original notes and it contains a lot of additional material. However, the reader
should be warned at the outset that the version at hand is still a very rough draft
which is by no means complete. I decided to make the text public ‘as is’ since there
is a real danger that a more perfect and more complete version will not appear in
a foreseeable future.
In these lectures we will not attempt to present a systematic treatment of
noncommutative geometry since we don’t think such a theory presently exists.
1
2Instead, we will try to convey an (almost random) list of beautiful concrete examples
and general guiding principles which seem certain to be part of any future theory,
even though we don’t know what that theory is going to be. Along the way, we will
try to formulate many open questions and problems.
To avoid misunderstanding, we should caution the reader that the name ‘non-
commutative geometry’ is quite ambiguous; different people attach to it different
meanings. Typically, by noncommutative (affine) algebraic geometry one under-
stands studying noncommutative algebras from the point of view of their similarity
to coordinate rings of affine algebraic varieties. More generally, (a not necessarily
affine) noncommutative geometry studies (some interesting) abelian, resp. trian-
gulated, categories which share some properties of the abelian category of coherent
sheaves on a (not necessarily affine) scheme, resp. the corresponding derived cate-
gory.
It is important to make a distinction between what may be called noncommu-
tative geometry ‘in the small’, and noncommutative geometry ‘in the large’. The
former is a generalization of the conventional ‘commutative’ algebraic geometry to
the noncommutative world. The objects that one studies here should be thought of
as noncommutative deformations, sometimes referred to as quantizations, of their
commutative counterparts. A typical example of this approach is the way of think-
ing about the universal enveloping algebra of a finite dimensional Lie algebra g as a
deformation of the symmetric algebra S(g), which is isomorphic to the polynomial
algebra.
As opposed to the noncommutative geometry ‘in the small’, noncommutative
geometry ‘in the large’ is not a generalization of commutative theory. The world
of noncommutative geometry ‘in the large’ does not contain commutative world
as a special case, but is only similar, parallel, to it. The concepts and results
that one develops here, do not specialize to their commutative analogues. Consider
for instance the notion of smoothness that exists both in commutative algebraic
geometry and in noncommutative algebraic geometry ‘in the large’. A commutative
algebra A may be smooth in the sense of commutative algebraic geometry, and at
the same time be non-smooth from the point of view of noncommutative geometry
‘in the large’. An explantation of this phenomenon comes from operad theory, see
e.g. [MSS], [GiK], [Ka1]. Each of the mathematical worlds that we study is governed
by an appropriate operad. Commutative geometry is governed by the operad of
commutative (associative) algebras, while noncommutative geometry ‘in the large’
is governed by the operad of associative not necessarily commutative algebras. In
this sense, it would be more appropriate to speak of ‘associative geometry’ instead
of what we call noncommutative geometry ‘in the large’. There are other geometries
arising from operads of Lie algebras, Poisson algebras, etc.
Many interesting and important topics of noncommutative geometry are com-
pletely left out in these notes. For example, I have not discussed noncommutative
projective geometry at all. The interested reader is referred to [St] and [SvB] for an
excellent reviews. Some additional references are given in the bibliography at the
end of the lectures.
Basic notation. Throughout this text we fix k, an algebraically closed field of
characteristic zero, which may be assumed without loss of generality to be the field
of complex numbers. By an algebra we always mean an associative, not necessarily
3commutative, unital k-algebra. If A is an algebra, we denote by A-mod, mod-A
and A-bimod the categories of left A-modules, right A-modules and A-bimodules,
respectively. We write ⊗ = ⊗k.
Acknowledgments. I would like to thank D. Boyarchenko for providing proofs of several
results claimed in the course without proof and to D. Hoyt for making preliminary notes
of the course.
I am very much indebted to Maxim Kontsevich for generously sharing with me his
unpublished ideas. I have benefited from many useful discussions with Bill Crawley-
Boevey, Pavel Etingof, Mikhail Kapranov, Toby Stafford, Boris Tsygan, and Michel Van
den Bergh.
This work was partially supported by the NSF.
2. Morita Equivalence
2.1. Categories and functors. We remind the reader some basic concepts in-
volving categories and functors.
Recall that a category where Hom-spaces are abelian groups and such that the
notion of direct sum (also called coproduct) of a family of objects is defined is called
an additive category.
A functor F : C1 → C2 is fully faithful if F is an isomorphism on every set of
morphisms, and that F is essentially surjective if for every object X ∈ C2, there is
some Y ∈ C1 such that X and F (Y ) are isomorphic.
The most commonly used way to establish an equivalence of categories is pro-
vided by the following
Lemma 2.1.1. Let C1 and C2 be two abelian categories, and let F : C1 → C2 be
an exact, fully faithful, essentially surjective functor. Then F is an equivalence of
categories. 
Let Sets be the category of sets. For any category C , functors from C to
Sets form a category Fun(C , Sets). Now, any object X ∈ C , gives rise to the
functor HomC (X,−) : C → Sets. It is straightforward to check that the assignment
X 7−→ HomC (X,−) extends to a natural contravariant functor C −→ Fun(C , Sets).
Lemma 2.1.2 (Yoneda lemma). The functor C −→ Fun(C , Sets) induces isomor-
phisms on Hom’s, in other words, it is a fully faithful functor.
Write Ab for the category of abelian groups.
Definition 2.1.3. An object P of an abelian category C is said to be projective if
the functor HomC (P,−) : C → Ab is exact.
In other words, P is projective if given a short exact sequence
0→M ′ →M →M ′′ → 0
in C , we have that
0→ HomC (M ′, P )→ HomC (M,P )→ HomC (M ′′, P )→ 0
is exact in Ab. An object G of C is called a generator if HomC (G,A) is nonzero
for every nonzero object A of C .
4Definition 2.1.4. Let C be an additive category with arbitrary direct sums (also
referred to as coproduct). An object X of C is called compact if, for an arbitrary
set of objects of C and a morphism f : X →⊕α∈I Mα, there exists some finite set
F ⊂ I such that Imf is a subobject of⊕α∈F Mα.
An easy consequence of the definition of compactness is the following
Lemma 2.1.5. An object X in an abelian category C (with arbitrary direct sums)
is compact if and only if the functor HomC (X,−) commutes with arbitrary direct
sums, that is
HomC (X , ⊕α∈Λ Yα) = ⊕α∈Λ HomC (X,Yα). 2
Lemma 2.1.6. Let A be a ring and M an A-module.
(i) If M is a finitely generated A-module, then M is a compact object of A-mod.
(ii) If M is projective and is a compact object of A-mod, then M is finitely
generated.
Proof. (i) is obvious. To prove (ii), assume M is projective, and choose any sur-
jection p : A⊕I ։ M , where I is a possibly infinite set. There exists a section
s :M →֒ A⊕I . IfM is compact, the image of s must lie in a submodule A⊕J ⊆ A⊕I
for some finite subset J ⊆ I. Then p∣∣
A⊕J
is still surjective, which shows that M is
finitely generated. 
The following result provides a very useful criterion for an abelian category to
be equivalent to the category of left modules over a ring.
Proposition 2.1.7. Let C be an abelian category with arbitrary direct sums. Let
P ∈ C be a compact projective generator and set B = (EndC P )op. Then the
functor HomC (P,−) yields an equivalence of categories between C and B-mod.
Proof of Proposition 2.1.7. We will show that F (X) = HomC (P,X) is fully faithful
and then apply Lemma 2.1.1.
We wish to show that there is an identification between HomC (X,M) and
HomB-mod(F (X), F (M)) for all M ∈ C . Since P is a generator, we deduce that
HomC (P,M) 6= 0. Define
ϕ :
⊕
f∈HomC (P,M)
P →M
by ϕ(pf ) :=
∑
f∈HomC (P,M)
f(pf ) (this sum is finite). Let L = Imϕ. Then L is a
submodule of M , and if it is not all ofM then M/L is nonzero, hence there is some
nonzero map P →M/L. But this map lifts to a map to M , and the image of this
lift must include points not in L, which is a contradiction. So, every M ∈ A-mod
can be written as a quotient of P⊕T for some cardinal T . Let K denote the kernel,
and take P⊕S surjecting onto K. Then composing this with the inclusion of K into
P⊕T yields the exact sequence
P⊕S → P⊕T →M → 0.
Since P is projective, HomC (P,−) is exact. Hence,
HomC (P, P
⊕S)→ HomC (P, P⊕T )→ HomC (P,M)→ 0
5is exact. Since P is finitely generated (i.e., compact), it commutes with arbitrary
direct sums (see Lemma 2.1.5. So, using exactness of the above sequence it suffices
to check that HomC (X,P ) = Hom(F (X), F (P )). Since F (P ) = EndA P = B
op,
this is automatic. 
We need two more definitions.
Definition 2.1.8. Let C1 and C2 be two categories, and let F,G : C1 → C2 be two
functors. A morphism φ : F → G is a natural transformation, i.e., a collection of
morphisms
φX : F (X)→ G(X)
for each X ∈ C1 such that for any morphism f : X → Y (Y ∈ C1), the following
diagram commutes:
F (X)
φX //
F (f)

G(X)
G(f)

F (Y )
φY // G(Y )
.
In particular, if C is an abelian category, we have the identity morphism idC : C →
C . We define the center Z(C ) = End(idC ).
Example 2.1.9. It is a worthwhile exercise to check that Z(CohX) ≃ O(X) for any
algebraic variety (where O(X) is the ring of global regular functions on X). ♦
Lemma 2.1.10. Let A be a associative algebra. Then Z(A-mod) = ZA.
Proof. Choose an element z ∈ ZA. Define an endomorphism of idC by setting
φX to be the action of z on the module X . Since z is central, this is a module
homomorphism and it commutes with all module maps, that is, the diagram
X
φX //
f

X
f

Y
φY // Y
.
Conversely, suppose an endomorphism φ : idC → idC is given. Set z = φA(1A). We
need to check that this is indeed central. Choose any a ∈ A, and define the left
A-module map f : A → A by f(x) = xa. Then since φ is a morphism, we know
that f ◦ φA = φA ◦ f . So,
za = φA(1A)a = (f ◦ φA)(1A)
= (φA ◦ f)(1A) = φA(a) = aφA(1A) = az.
So, z ∈ ZA. It is clear that this association is an algebra homomorphism. 
2.2. Algebras and spaces. One of the cornerstones of geometry is the equivalence
of categories of spaces and categories of algebras. For example, the Gelfand theo-
rem asserts an (anti)-equivalence between the category of locally compact Hausdorff
spaces with proper maps and the category of commutativeC∗-algebras. Similarly, in
algebra, one has an (anti)-equivalence between the category of affine algebraic vari-
eties and the category of finitely generated commutative algebras without nilpotent
elements. A first step to such an equivalence in algebraic geometry is by associating
6to each scheme X its structure sheaf OX . However, this is unsatisfactory since OX
explicitly refers to the space X , since it is a sheaf on X.
One way to resolve this difficulty is to forget about scheme X altogether, and
to consider instead the abelian category Coh(X) of coherent sheaves over X . The
space X can be reconstructed in a natural way from this category.
A first step in considering such abelian categories is to look at the category
A-mod of left modules over an associative algebra A. One would hope that the
category A-mod should uniquely determine A up to isomorphism. It turns out
that this is the case for commutative associative algebras, but not for arbitrary
associative algebras.
Definition 2.2.1. Let A and B be associative, not necessarily commutative, alge-
bras. Then we say that A and B are Morita equivalent, if there is an equivalence
of categories between A-mod and B-mod.
Morita equivalence of two commutative algebras is particularly simple.
Proposition 2.2.2. Commutative algebras A and B are Morita equivalent if and
only if they are isomorphic.
Proof of Proposition 2.2.2. Clearly isomorphic algebras are Morita equivalent. Now
suppose that A and B are Morita equivalent associative algebras. Then A-mod ∼
B-mod, so certainly we have that Z(A-mod) ≃ Z(B-mod). If A and B are both
commutative, then by Lemma 2.1.10 we have A = ZA and B = ZB. 
Example 2.2.3. Given an algebra A and an integer n ≥ 1, let Matn(A), be the
algebra of n×n-matrices with entries in A. A typical example of Morita equivalence
involving noncommutative algebras is provided by the following easy result.
Lemma 2.2.4. For any algebra A and any integer n ≥ 1, the algebras A and
Matn(A) are Morita equivalent.
Note that even if A is a commutative algebra, the algebra Matn(A) is not
commutative for any n > 1.
Proof. Let e11 ∈ Matn(A) be the matrix with entry 1 at the 1× 1 spot, and zeros
elsewhere. It is clear that the algebra e11 ·Matn(A) · e11 is isomorphic to A. On the
other hand, it is clear that multiplying the matrices with arbitrary entry a ∈ A at
the 1×1 spot, and zeros elsewhere by other matrices from Matn(k) ⊂ Matn(A), one
can obtain, taking linear combinations, every A-valued n×n-matrix. Thus, we have
shown that Matn(A) = Matn(A) ·e11 ·Matn(A) and that A ≃ e11 ·Matn(A) ·e11. At
this point, the result follows from the general criterion of Corollary 2.3.4 below. 
Thus, in general, the algebra A can not be recovered from the corresponding
abelian category A-mod. Therefore, in order for a concept in noncommutative
geometry to have an intrinsic meaning, that concept must be Morita invariant.
In particular, the question of which properties of an algebra are Morita invariant
becomes very important.
72.3. Morita theorem. The main result about Morita equivalent algebras is pro-
vided by the following1
Theorem 2.3.1. Let A and B be two rings, and F : A-mod → B-mod an ad-
ditive right exact functor. Then there exists a (B,A)-bimodule Q, unique up to
isomorphism, such that F is isomorphic to the functor
A-mod −→ B-mod, M 7−→ Q⊗A M.
Proof. The uniqueness of Q (if it exists) is clear, since we have Q = Q⊗AA = F (A).
To prove existence, let Q = F (A); by assumption, this is a left B-module. Moreover,
for every a ∈ A, the operator ρa of right multiplication by a is an endomorphism
of A as a left A-module, whence we obtain a ring homomorphism Aop → EndB(Q),
a 7→ F (ρa). This homomorphism makes Q into a (B,A)-bimodule.
Now, for everyM ∈ A-mod, we define, functorially, a B-module homomorphism
Q⊗A M → F (M). Let us first define a Z-bilinear map φM : Q×M → F (M). An
element m ∈M gives rise to an A-module homomorphism ρm : A→M , a 7→ a ·m.
We define φM (q,m) = F (ρm)(q). Now since F (ρm) is a B-module homomorphism,
the map φM commutes with left multiplication by elements of B. Also, if a ∈ A,
then
φM (qa,m) = F (ρm)
(
F (ρa)(q)
)
= F (ρm ◦ ρa)(q) = F (ρam)(q) = φM (a, qm),
whence φM descends to a left B-module homomorphism ψM : Q⊗A M → F (M).
It is obvious that ψM is functorial with respect to M . Moreover, by construc-
tion, ψM is an isomorphism whenever M is free. In general, we use the fact that
both F and the functor Q ⊗A − are exact. Given any left A-module M , choose
an exact sequence F1 → F0 → M → 0, where F0 and F1 are free A-modules, and
apply both functors to this sequence. Using the morphism of functors, we get a
commutative diagram, and the Five Lemma finishes the proof. 
Corollary 2.3.2. Two rings, A and B, are Morita equivalent if and only if there
exist an (A,B)-bimodule P and a (B,A)-bimodule Q such that P ⊗B Q ∼= A as
A-bimodules and Q⊗A P ∼= B as B-bimodules. Under this assumption, we have
EndA-mod(P ) = B
op, opand EndB-mod(Q) = A
op.
Moreover, P is projective as an A-module and Q is projective as a B-module.
Proof. Equivalences of categories are exact functors and preserve projective objects.

Corollary 2.3.3. If A and B are Morita equivalent rings, then the categories
mod-A and mod-B are also equivalent. Moreover, there is a natural equivalence of
categories A-bimod → B-bimod which takes A to B (with their natural bimodule
structures).
Proof. Let P and Q be as in the previous corollary. For the first statement, use the
functors −⊗A P and −⊗B Q. For the second statement, use the functor
Q⊗A −⊗A P : A-bimod −→ B-bimod. 2
1The exposition below follows the notes prepared by M. Boyarchenko.
8Let A be a ring and e = e2 ∈ A an idempotent. Clearly, eAe is a subring in A
and Ae is naturally an (A, eAe)-bimodule and eA is an (eAe,A)-bimodule. Note
that e is the unit of the ring A. We see that the inclusion map eAe →֒ A is usually
not a ring homomorphism, and A is not an eAe-module in a natural way.
For any left A-moduleM , the space eM has a natural left eAe-module structure.
Corollary 2.3.4. Let A be a ring and e ∈ A an idempotent. The functor A-mod −→
B-mod, M 7−→ eM is a Morita equivalence if and only if AeA = A. In this case,
an inverse equivalence is given by the functor N 7−→ Ae⊗eAe N.
Remark 2.3.5. Observe also that there exist rings R such that R × R ∼= R (for
example, take R to be the product of an infinite number of copies of some fixed
ring). Now for such a ring, let A = R×R and e = (1, 0) ∈ A. Then eAe = R ∼= A,
and in particular, eAe is Morita equivalent to A, but we have AeA = R×{0} 6= A.
Proof. Assume that AeA = A. We claim that eA⊗A Ae ∼= eAe as eAe-bimodules
(in fact, this holds regardless of the assumption on e). Note that eA is a direct
summand ofA as a rightA-module: A = eA⊕(1−e)A. Similarly, A = Ae⊕A(1−e).
Now the multiplication map A⊗AA→ A is obviously an A-bimodule isomorphism,
and it clearly restricts to an isomorphism eA⊗A Ae ∼−→ eAe of eAe-bimodules.
Now we also claim that Ae⊗eAe eA ∼= A as A-bimodules. We have the natural
A-bimodule map Ae⊗eAe eA m−→ A given by multiplication. We can write down an
explicit inverse for this map. Namely, since AeA = A, there exist elements aj, bj ∈
A such that 1 =
∑
j ajebj . We define a map of abelian groups f : A→ Ae⊗eAe eA
by f(a) =
∑
j aaje⊗ ebj. It is obvious that m◦ f = idA. We must check that f ◦m
is also the identity. We have
(f ◦m)
(∑
k
cke⊗ edk
)
= f
(∑
k
ckedk
)
=
∑
j,k
(ckedkaje)⊗ ebj
=
∑
j,k
cke⊗ (edkajeebj) =
∑
k
cke⊗
edk ·∑
j
ajebj
 =∑
k
cke⊗ edk.
We leave the rest of the proof to the reader. 
Remark 2.3.6. Let us writeA-modf for the category of finitely generatedA-modules.
In the situation of Theorem 2.3.1, it is clear that the functor F takes A-modf into
B-modf if and only if Q is finitely generated as a B-module. We claim that this is
always the case whenever F is an equivalence; in particular, if A and B are Morita
equivalent rings, then the categories A-modf and B-modf are equivalent. The proof
is based on the notion of a compact object. In particular, if F : A-mod → B-mod
is an equivalence of abelian categories, then F (A) must be a compact object of
B-mod, but it is also projective, whence finitely generated.
3. Derivations and Atiyah algebras
3.1. We recall the definitions of derivations and super-derivations.
Let A be an algebra, and let M be an A-bimodule. A k-linear map δ : A→M
is called a derivation if it satisfies the Leibniz rule, that is, if
δ(a1a2) = a1δ(a2) + δ(a1)a2 for all a1, a2 ∈ A.
9We let Der(A,M) denote the k-vector space of all derivations from A to M .
For any m ∈ m, the map adm : M →M , a 7→ ma− am gives a derivation of M .
The derivations of the form adm, m ∈ M, are called inner derivations. We write
Inn(A,M) ⊂ Der(A,M) for the space of inner derivations, and Z(M) = {m ∈M |
am = ma, ∀a ∈ A}, for the ‘center’ of A-bimodule M . Thus, we have the following
exact sequence
0 −→ Z(M) −→M ad−→ Der(A,M) −→ Der(A,M)/ Inn(A,M) −→ 0. (3.1.1)
Remark 3.1.2. If the algebra A is commutative, then any left A-module M may
be viewed as an A-bimodule, with right action being given by m · a := a ·m, ∀a ∈
A,m ∈M (this formula only gives a right A-module structure if A is commutative).
Bimodules of that type are called symmetric. Thus, given a left A-module viewed
as a symmetric A-bimodule, one may consider derivations A→M .
In the special case that M = A, we abbreviate Der(A,A) to Der(A), resp.
Inn(A,A) to Inn(A). It is an easy calculation that Der(A) is a Lie algebra under
the commutator, and that inner derivations form a Lie ideal Inn(A) in Der(A). It
is also straightforward to check that the assignment a 7−→ ada is a Lie algebra map
(with respect to the commutator bracket on A), whose kernel is the center, ZA, of
the algebra A.
The inter-relationships between A,ZA, and Der(A) are summirized in the fol-
lowing result which says that Der(A) is a Lie algebroid on SpecZA, see Sect. 6.5.
Proposition 3.1.3. (i) The Lie algebra Der(A) acts on A, and this action preserves
the center ZA ⊂ A.
(ii) For any z ∈ ZA and θ ∈ Der(A), the map zθ : a 7→ z · θ(a) is again a
derivation of A. The assignment θ 7→ zθ makes Der(A) a ZA-module.
(iii) For any θ, δ ∈ Der(A) and z ∈ ZA, one has
[zθ, δ] = z[θ, δ]− δ(z)θ. 2
Example 3.1.4. Let A = k[X ], be the coordinate ring of a smooth affine variety X .
For each x ∈ X , let mx = {f ∈ A | f(x) = 0} be the corresponding maximal ideal
in A. Then kx = A/mx is a 1-dimensional A-module (which we will also view as
an A-bimodule).
Given x ∈ X , let TxX be the tangent space at x. For any tangent vector
ξ ∈ TxX , differentiating the function f with respect to ξ gives a map A ∋ f 7−→
(ξf)(x) = df(ξ)|x ∈ k. This map is a derivation ∂ξ : A → kx. It is an elementary
result of commutative algebra that this way one gets an isomorphism
TxX
∼−→ Der(A, k), ξ 7−→ ∂ξ.
On X , we have the tangent bundle TX → X . We write TX for the tangent
sheaf, the sheaf of algebraic sections of the tangent bundle. This sheaf is locally
free since X is smooth, the sections of TX are nothing but algebraic vector fields
on X . Write T (X) := Γ(X,TX) for the vector space of (globally defined) algebraic
vector fields on X . Commutator of vector fields makes T (X) a Lie algebra.
For any algebraic vector field ξ on X , the map k[X ] ∋ f 7→ ξf gives a derivation
of A = k[X ]. This way one obtains a canonical Lie algebra isomorphism
T (X) ∼−→ Der(A), where A = k[X ].
10
Note that the product of a function and a vector field is again a well-defined
vector field, in accordance with part (ii) of Proposition 3.1.3. ♦
Remark 3.1.5. Let A be an associative algebra. A derivation δ : A → A may be
thought of, heuristically, as a generator of an ‘infinitesimal’ one-parameter group
ε 7→ exp(ε · δ) = idA + ε · δ + 12ε2 · δ◦ δ + . . . , of automorphisms of A. To formalize
this, introduce the ring k[ε]/〈〈ε2〉〉, called the ring of ‘dual numbers’, and form the
tensor product algebra k[ε]/〈〈ε2〉〉 ⊗ A. To any linear map f : A → A we associate
the map
F : A→ k[ε]/〈〈ε2〉〉 ⊗A, a 7−→ F (a) := a+ ε · f(a).
Here, we think of ε as an ‘infinitesimally small’ parameter, so, up to higher powers
of ε, one has F = Id + ε · f ∼ exp(ε · f). Thus, the map F may be thought of as
a family of maps A → A ‘infinitesimally close’ to the identity. Now the equation
F (a · a′) = F (a) · F (a′), ∀a, a′ ∈ A, saying that our family is a family of algebra
homomorphisms, when expressed in terms of f , reads (recall that ε2 = 0):
a · a′ + ε · f(a · a′) = a · a′ + ε · (a · f(a′) + f(a) · a′)), ∀a, a′ ∈ A. (3.1.6)
Equating the coefficients in front of ε, we see that (3.1.6) reduces to the condition
for f to be a derivation, as promised.
Let Aut(A) denote the group of all (unit preserving) automorphisms of the
algebra A. Thus, if we think of Aut(A) as some sort of Lie group, then the ‘Lie
algebra’ of that group is given by
LieAut(A) = Der(A).
Moreover, one can argue that the Lie bracket on the left-hand side of this formula
corresponds to the commutator bracket on the space of derivations on the right. ♦
3.2. Square-zero construction. We would like to extend the intuitive point of
view explained in Remark 3.1.5 to a more general case where θ ∈ Der(A,M) for an
arbitrary A-bimodule M . This can be achieved by the following general construc-
tion.
Suppose we are considering some class of algebraic structure, be it associative
algebras, Lie algebras, Poisson algebras, etc. We also wish to discuss modules
over these algebras. There is a natural way of defining what the “correct” module
structure is for a given type of algebra called the square zero construction. Suppose
that A is some sort of algebra over k and that M is a k-vector space. We wish to
give M the type of module structure appropriate to the structure of A. Consider
the vector space A ⊕ M . Then giving a correct “bimodule” structure on M is
equivalent to giving an algebra structure on A⊕M such that
(i) the projection A⊕M → A is an algebra map, and
(ii) M2 = 0 and M is an ideal.
It is easy to see this principle at work. If A is an associative algebra and M is
an A-bimodule, then A ⊕ M is an associative algebra under the multiplication
(a ⊕m)(a′ ⊕m′) := aa′ ⊕ (am′ +ma′). Indeed, M2 = 0, M is an ideal, and the
projection A⊕M → A is an algebra map. This is a rather trivial case, however.
Lemma 3.2.1. A linear map θ : A → M is a derivation if and only if the map
A♯M → A♯M given by (a,m) 7→ (a,m+ θ(a)) is an algebra automorphism.
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Thus, for an arbitrary bimodule M we may think of derivations θ ∈ Der(A,M)
as ‘infinitesimal automorphisms’ of the algebra A♯M .
3.3. Super-derivations. Now suppose that A is Z-graded, that is, there is a direct
sum decomposition (as k-vector spaces) A =
⊕
i∈Z Ai such that AiAj ⊂ Ai+j for
all i, j ∈ Z. We put
Aev =
⊕
i∈Z
A2i and Aodd =
⊕
i∈Z
A2i+1.
A linear map f : A → A is said to be even, resp., odd, if f(A±) ⊂ A±, resp.,
f(A±) ⊂ A∓, where the plus sign stands for ‘even’ and the minus sign stands for
‘odd’.
Definition 3.3.1. An odd k-linear map f : A→ A is called either a super-derivation
or an odd derivation, if it satisfies the graded Leibniz rule, that is,
f(a1a2) = f(a1)a2 + (−1)deg a1a1f(a2),
where a1 is a homogeneous element of degree k = deg a1, that is, a1 ∈ Ak.
It is an easy calculation to check that the Z/(2)-graded vector space of all
even/odd derivations forms a Lie super-algebra under the super-commutator:
[f, g] := f ◦ g ∓ g◦f,
where the plus sign is taken if both f and g are odd, and the minus sign in all other
cases. In particular, for an odd derivation f : A→ A, we see that
f ◦ f = 12 [f, f ]
is an even derivation.
Below, we will frequently use the following result, which follows from the Leibniz
formula by an obvious induction.
Lemma 3.3.2. Let f, g : A → A be to derivations (both even, or odd) of an
associative algebra A. Let S ⊂ A be a set of algebra generators for A. Then, we
have
f(s) = g(s), ∀s ∈ S =⇒ f = g. 2
The most commonly used application of the Lemma is the following
Corollary 3.3.3. Let d : A → A be an odd derivation of a graded algebra A. If
S ⊂ A is a set of algebra generators for A, and d2(s) = 0, for any s ∈ S, then
d2 = 0. 
3.4. The tensor algebra of a bimodule. Let A be an associative algebra. Given
two A-bimodules M and N one has a well-defined A-bimodule M ⊗A N . In par-
ticular, for an A-bimodule M we put T nAM :=M ⊗AM ⊗A . . .⊗AM (n times), in
particular, T 1AM =M , and we put formally T
0
AM := A. The direct sum
T
q
AM := ⊕i≥0 T iAM
acquires an obvious graded associative (unital) algebra structure, called the tensor
algebra of an A-bimodule M .
Given a k-vector space V , we will often write V ⊗n instead of T nk V .
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The tensor algebra construction may be usefully interpreted as an adjoint func-
tor. Specifically, fix an associative unital algebra A, and consider the category
A-algebras, whose objects are pairs (B, f), where B is an associative unital alge-
bra and f : A → B is an algebra morphism such that f(1) = 1. Morphisms in
A-algebras are defined as algebra maps ϕ : B → B′ making the following natural
diagram commute
A
f
~~
~~
~~
~
f ′
  A
AA
AA
AA
B
ϕ // B′
Note that an algebra morphism A → B makes B an A-bimodule. Thus, we get a
functor A-algebras −→ A-bimodules. It is straighforward to check that the assign-
ment M 7−→ T qAM gives a right adjoint to that functor, i.e., there is a canonical
adjunction isomorphism
Hom
A-bimodules
(M,B) ∼−→ Hom
A-algebras
(T
q
AM,B),
for any A-bimodule M and an A-algebra B.
Now, fix an algebra morphism A→ B, and view B as an A-bimodule. Let M
be another A-bimodule. Any morphism δ : M → B, of A-bimodules induces, by
the adjunction isomorphism above, an algebra homomorphism T
q
AM → B. This
way, the algebra B may be regarded as a T
q
AM -bimodule.
We leave to the reader to prove the following
Lemma 3.4.1. The A-bimodule map δ : M → B can be uniquely extended to a
derivation, resp., super-derivation,
T (δ) : T
q
AM → B such that T (δ)
∣∣
T 0
A
M
= f, and T (δ)
∣∣
T 1
A
M
= δ. 2
3.5. Picard group of a category. Given a category C we let Pic(C ) be the group
of all autoequivalences of C , the group structure being given by composition.
For example, let A be an associative algebra. We need the following
Definition 3.5.1. A finitely-generated A-bimodule Q is said to be invertible if
there exists a finitely-generated A-bimodule P such that Q ⊗A P ∼= A ∼= P ⊗A Q.
Then, P is called an inverse of Q.
It is clear that (the isomorphism classes of) invertible A-bimodules form a group
under the tensor product operation P, P ′ 7→ P⊗AP ′. The unit element of this group
is the isomorphism class of A, viewed as an A-bimodule.
Now, let C := A-mod be the category of left A-modules. We know by Morita
theory, see Theorem 2.3.1, that any equivalence A-mod → A-mod has the form
M  Q⊗A M , for an invertible A-bimodule Q. Thus, we obtain
Corollary 3.5.2. The group Pic(A-mod) is canonically isomorphic to the group of
(isomorphism classes of) invertible A-bimodules. 
Remark 3.5.3. In the traditional commutative algebraic geometry, given an alge-
braic variety X , one writes Pic(X) for the abelian group formed by the (isomor-
phism classes of) line bundles on X . Now assume X is irreducible and affine, and
put A = k[X ]. Then any line bundle L onX gives a rank 1 projective left A-module
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L := Γ(X,L ). This way, the group Pic(X) gets identified with the group formed
by rank 1 projective left A-modules equipped with the tensor product structure.
That gives, in view of Corollary 3.5.2, a certain justification for the name ‘Picard
group’ of a category. ♦
Recall the group Aut(A) of automorphisms of the algebra A. Given an algebra
automorphism g ∈ Aut(A) and an A-bimodule P , we define a new A-bimodule P g
by ”twisting” the natural left action on P via g, i.e., by letting a⊗ a′ ∈ Ae act on
p ∈ P by the formula p 7−→ g(a) · p · a′. It is clear that, given two automorphisms
f, g : A→ A, there is a canonical isomorphism P fg ∼= (P g)f .
Let Autin(A) ⊂ Aut(A) denote the (normal) subgroup formed by inner auto-
morphisms of A, i.e., automorphisms of the form a 7→ u · a · u−1, where u ∈ A× is
an invertible element. We have the following result.
Proposition 3.5.4. The assignment g 7→ Ag yields a group homomorphism Aut(A)
→ Pic(A-mod). This homomorphism descends to a well-defined and injective ho-
momorphism Aut(A)/Autin(A) →֒ Pic(A-mod).
Proof. Let u ∈ A× be an invertible element and g = gu : a 7→ u · a · u−1, the
corresponding inner automorphism of A. It is straightforward to verify that the map
ϕ : x 7→ u · x yields an isomorphism of A-bimodules ϕ : A ∼−→ Agu . Conversely,
given g ∈ Aut(A) and an A-bimodule isomorphism ϕ : A ∼−→ Ag, put u := ϕ(1).
Then we have ϕ(a) = ϕ(1 · a) = ϕ(1) · a = u · a. It follows that g = gu, moreover,
u is invertible since u−1 = g−1(1). This completes the proof. 
It is instructive to think of the group Pic(A-mod) as some sort of Lie group.
The ‘Lie algebra’ of that group should therefore be formed by A-bimodules that are
‘infinitesimally close’ to A, the unit of Pic(A-mod). It may be argued that any right
A-module that is ‘infinitesimally close’ to a rank one free rightA-module is itself iso-
morphic to a rank one free rightA-module. Thus, any object in LiePic(A-mod) may
be viewed as being the right A-module A on which the standard left multiplication-
action is ‘infinitesimally deformed’. Denote this ‘deformed’ left action of an element
a ∈ A by b 7→ a∗b. The deformed left action must commute with the standard right
action, hence, for any a, b, c ∈ A, we must have (a∗ b) · c = a∗ (b · c). This forces the
deformed action to be of the form a∗b = F (a)·b, where F : A→ A is a certain linear
map that should be ‘infinitesimally close’ to the identity Id : A → A. We express
the latter condition by introducing the ring k[ε]/〈〈ε2〉〉 of dual numbers and writing
the map F in the form F (a) = a+ ε · ψ(a), as we have already done earlier. Now
the condition that the assignment A×A→ k[ε]/〈〈ε2〉〉 ⊗A , a, b 7−→ a ∗ b = F (a) · b
gives a (left) action becomes the equation F (a · a′) = F (a) · F (a′), ∀a, a′ ∈ A. The
last equation is equivalent to the condition that ψ is a derivation, see (3.1.6).
Furthermore, arguing similarly, one finds that any inner derivation ada ∈
Inn(A) gives rise to a bimodule of the form Ag where g : b 7→ (1+ε ·a)·b ·(1+ε ·a)−1
is an ‘infinitesimal inner automorphism’. Thus, we conclude that the ‘Lie algebra’
of the group Pic(A-mod) is given by the formula
Lie Pic(A-mod) = Der(A)/ Inn(A).
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3.6. Atiyah algebra of a vector bundle. Let X be an affine variety, and E an
algebraic vector bundle on X , locally trivial in the Zariski topology. Giving E is
equivalent to giving E := Γ(X, E), the vector space of global sections of E , which
is a finitely generated projective k[X ]-module.
Write End(E) for the (noncommutative) associative algebra of k[X ]-linear en-
domorphisms of the vector bundle E . The algebra End(E) acts naturally on E :=
Γ(X, E). The center of the algebra End(E) is the subalgebra k[X ] = k[X ] · IdE →֒
End(E), formed by scalar endomorphisms.
The following result provides a basic example of Morita equivalence
Theorem 3.6.1. The algebras k[X ] and End(E) are Morita equivalent. Specifically,
the following functors
k[X ]-mod
S ..
(End(E))-mod
T
mm
S :M 7−→ E ⊗k[X] M, and T : F 7−→ HomEnd(E)(E,F )
provide mutually inverse equivalences.
Definition 3.6.2. The Lie algebra A(E) := Der(End(E)), the derivations of the
associative algebra End(E), is called the Atiyah algebra of E .
To obtain a more explicit description of the Atiyah algebra, assume that the
affine variety X is smooth. Let D(E) be the (associative) algebra of algebraic
differential operators acting on sections of E . This algebra has a natural increasing
filtration 0 = D−1(E) ⊂ D0(E) ⊂ D1(E) ⊂ . . . , by the order of differential operator.
In particular, we have D0(E) = End(E).
Write gr
q
D(E) =⊕i≥0 Di(E)/Di−1(E) for the associated graded algebra. As-
signing the principal symbol to a differential operator gives rise to a canonical graded
algebra isomorphism
σ : grD(E) ∼−→ End(E)⊗
k[X]
Sym
q
T (X).
Remark 3.6.3. Note that the algebra grD(E) is not commutative unless E has rank
one, i.e., unless E is a line bundle. ♦
The top row of the diagram below is a natural short exact sequence involving
the principal symbol map on the space of first order differential operators.
0 // End(E) // D1(E) σ // End(E)⊗k[X] T (X) // 0
0 // End(E) //
id
D
♥
1 (E)
 ?
OO
//
(
Scalar
endomorphisms
)⊗
k[X] T (X)
 ?
ı⊗id
OO
// 0
The space D♥1 (E) in the bottom row is formed by first order differential operators
with scalar principal symbol.
The Theorem below shows that the space D♥1 (E) is closely related to the Atiyah
algebra A(E).
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Theorem 3.6.4. (i) The space D♥1 (E) is a Lie subalgebra in the associative algebra
D(E) (with respect to the commutator bracket).
(ii) The bottom row in the diagram above is an extension of Lie algebras; in
particular, D0(E) = End(E) ⊂ D♥1 (E) is a Lie ideal.
(iii) The adjoint action of an element u ∈ D♥1 (E) in the ideal End(E) gives a
derivation, adu, of End(E) viewed as an associative algebra.
(iv) The assignment u 7→ adu is a Lie algebra homomorphism whose kernel is
the space k[X ] ⊂ End(E) = D0(E), of scalar endomorphisms. In particular, this
space k[X ] is a Lie ideal in D♥1 (E).
(v) The adjoint action described in (iii) gives rise to the following Lie algebra
exact sequence
0 −→ k[X ] −→ D♥1 (E) u7→ad u−→ DerEnd(E) −→ 0.
Thus, the map u 7→ adu induces an isomorphism D♥1 (E)/k[X ] ∼−→ A(E).
Proof. Observe first that the Theorem may be seen as a unification of two special
cases:
• For E = OX , the trivial rank one bundle, we have End(E) = k[X ], and the
derivations of the latter algebra are given by vector fields on X , by definition.
• If X = {pt} is a single point, then we have End(E) = End(E) ≃ Matnk, is a
matrix algebra, and any derivation of the matrix algebra is well-known to be
inner.
Thus, our Theorem says, essentially, that in the general case of an arbitrary
vector bundle on a varietyX , the Lie algebra of derivations of End(E) is an extention
of the Lie algebra of vector fields by inner derivations.
To prove the Theorem, we use Morita invariance of Hochschild cohomology
of an algebra, cf. §5 below. In particular, applying this for the 1-st Hochschild
cohomology of two Morita equivalent algebras, A and B, we get Der(A)/ Inn(A) ≃
Der(B)/ Inn(B).
Now, take A = k[X ] and B = EndE . Since A is commutative, we have
Inn(A) = 0, hence Der(A)/ Inn(A) = Der(A) = T (X). On the other hand, in-
ner derivations of the algebra B form the Lie algebra B/ZB ≃ End(E)/k[X ]. Thus,
the isomorphism of the previous paragraph yields a short exact sequence
End(E)
k[X ]
= Inn(B) →֒ Der(B) ։ Der(B)
Inn(B)
=
Der(A)
Inn(A)
= T (X).
We leave to the reader to verify that this short exact sequence coincides with the
bottom row of the diagram preceeding Theorem 3.6.4. 
4. The Bar Complex
4.1. Free product of algebras. Given two associative algebras, A andB, let A∗B
be the k-vector space whose basis is formed by words in elements of A and B, with
additional relations that adjacent elements from the same algebra are multiplied
together. If, in addition, the algebras have units 1A ∈ A and 1B ∈ B, then we
impose the relation that multiplication by either unit acts as identity.
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More generally, given two algebras A,B, and algebra imbeddings ı : C →֒ A,
and  : C →֒ B, such that ı(1C) = 1A, and (1C) = 1B, one defines A ∗CB, the
free product of A and B over C, as the following unital associative algebra
A ∗
C
B :=
Tk(A⊕ B)〈〈
a⊗ a′ = a · a′ , b⊗ b′ = b · b′
ı(c) = (c) , 1A = 1 = 1B
〉〉
a,a′∈A, b,b′∈B, c∈C
where 〈〈. . .〉〉 denotes the two-sided ideal generated by the indicated relations.
The operation of free product of associative algebras plays a role somewhat
analogous to the role of tensor product for commutative associative algebras.
4.2. Throughout, we let A be an associative k-algebra (with 1 as usual). We wish
to associate to A a sequence of homology groups which will play the noncommuta-
tive role of (co-)homology of a space. In order to do this, we wish to construct a
particular resolution of A by free A-bimodules. Before beginning, we remark that
an A-bimodule is the same thing as a left A⊗kAop-module; if M is an A-bimodule,
then we define the action of A⊗Aop on M by (a1 ⊗ aop2 )m := a1ma2.
We consider the following complex of A-bimodules
· · · b // A⊗4 b // A⊗3 b // A⊗2 = A⊗A m // A // 0 ,
where m : A⊗A→ A is the multiplication on A and b : A⊗(n+1) → A⊗n is given by
b(a0 ⊗ a1 ⊗ · · · ⊗ an) := a0a1 ⊗ a2 ⊗ · · · ⊗ an+
+
n−1∑
j=1
(−1)ja0 ⊗ · · · ⊗ (ajaj+1)⊗ · · · ⊗ an.
It is a tedious (but simple) calculation that b2 = 0.
Definition 4.2.1. We set Ae := A ⊗ Aop, and for any i = 0, 1, 2, . . . , put BiA :=
A⊗A⊗i⊗A, a free Ae-module generated by the k-vector space A⊗i. This way, the
complex above can be writen as the following bar complex
B qA :
[ · · · b // B2A b // B1A b // B0A = A⊗A ] ։ A.
We claim that this sequence is exact, i.e., that the bar complex provides a
free A-bimodule resolution of A, viewed as an A-bimodule. To show this, we will
construct a chain homotopy h : A⊗i → A⊗(i+1) such that b ◦ h+ h ◦ b = id. Usual
homological algebra then implies exactness. We will first construct h “by hand,”
then give alternate descriptions of the bar complex which will make this definition
more natural (and the proof of the homotopy easier). In particular, we define
h(a1 ⊗ · · · ⊗ ai) = 1A ⊗ a1 ⊗ · · · ⊗ ai.
We check that h indeed satisfies b ◦ h + h ◦ b = id on the degree 2 piece.
That is, we will show that h(b(a1 ⊗ a2)) + b(h(a1 ⊗ a2)) = a1 ⊗ a2. Now, by
definition b(a1 ⊗ a2) = a1a2, and h(a1a2) = 1A ⊗ a1a2. For the second term,
h(a1 ⊗ a2) = 1A ⊗ a1 ⊗ a2, and by the definition of b we have
b(1A ⊗ a1 ⊗ a2) = 1Aa1 ⊗ a2 − 1A ⊗ a1a2 = a1 ⊗ a2 − 1A ⊗ a1a2.
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So,
(h ◦ b+ b ◦ h)(a1 ⊗ a2) = 1A ⊗ a1a2 + a1 ⊗ a2 − 1A ⊗ a1a2 = a1 ⊗ a2,
as desired.
4.3. Second construction of the bar complex (after Drinfeld). Let A ∗ k[ε]
be the free product of the algebra A and the polynomial algebra k[ε] in one variable
ε. An element of this free product can be written in the form a1ε
n1a2ε
n2 · · · ak for
elements a1, . . . , ak ∈ A and non-negative integers n1, . . . , nk−1 (if the last factor is
from k[ε], simply “pad” with 1A, and similarly for the first factor). However, we can
rewrite εnj = 1Aε1A · · · 1Aε1A, where we have nj factors of ε. So, we can always
write any element of A∗k[ε] in the form a1εa2ε · · · εak for some a1, . . . , ak ∈ A. So,
the ε plays no role other than a separator, and we shall replace it by a bar, that is,
we define a1 | a2 | · · · | ak := a1εa2 · · · εak. This notation is the genesis of the name
“bar complex.”
Now, we put a grading on A ∗ k[ε] by declaring deg a = 0 for all a ∈ A and
deg ε = −1. We will now make A ∗ k[ε] a differential graded algebra (DGA from
now on) by defining a super-differential d : A ∗ k[ε] → A ∗ k[ε]. Recall that a
super-differential is simply a super-derivation d satisfying d2 = 0. We define d on
generators, namely, we set da = 0 for all a ∈ A and dε = 1A, and we extend it
to A ∗ k[ε] uniquely by requiring that it obey the graded Leibniz rule. If we now
identify AεAε · · · εA (n factors of A) with A⊗n in the obvious fashion, we obtain an
identification of B qA with A ∗ k[ε], and the super-differential d on A ∗ k[ε] becomes
the bar differential.
Observe next that d2(ε) = d(1) = 0, and also d2(a) = 0, for any a ∈ A, by
definition. Hence, Corollary 3.3.3 yields d2 = 0. We conclude that d is a differential
on A ∗ k[ε].
In this context, the proof of exactness becomes trivial. Since A∗k[ε] is a DGA,
we can calculate its cohomology in the usual fashion. The claim that A ∗ k[ε] is
exact (i.e., that B qA is exact) is equivalent to claiming that H
q
(A∗k[ε]) = 0. Now,
by definition we have that dε = 1A, hence 1A is a coboundary and therefore zero
in cohomology. But since A ∗ k[ε] is a DGA, H q(A ∗ k[ε]) is an algebra (it’s even
graded, but that is not important for our purposes). In particular, the cohomology
class of 1A acts as a multiplicative unit for H
q
(A ∗ k[ε]), and since [1A] = 0, we see
that H
q
(A ∗ k[ε]) = 0. We can of course mimic the previous proof and construct
a (co-)chain homotopy. In the notation of A ∗ k[ε], the homotopy h is defined
by h(u) = εu for all u ∈ A ∗ k[ε]. Then d(εu) = dεu − ε du = 1Au − ε du. So,
(d ◦ h+ h ◦ d)(u) = u− ε du+ ε du = u, as required.
4.4. Third construction of the bar complex. The following construction only
applies (as presented) in the case whereA is finite dimensional. LetA∗ = Homk(A, k)
be the dual vector space of A. Then we form its non-unital tensor algebra
T+(A∗) := A∗ ⊕ (A∗ ⊗A∗)⊕ · · · ⊕ (A∗)⊗k ⊕ · · · .
This is the free associative algebra on A∗ with no unit.
Proposition 4.4.1. Giving an associative algebra structure on A is equivalent to
giving a map d : T+(A∗)→ T+(A∗) such that
(i) d is a super-derivation of degree 1, i.e., d((A∗)⊗k) ⊂ (A∗)⊗(k+1); and
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(ii) d2 = 0.
Proof. First, suppose we have any linear map d : A∗ → A∗ ⊗ A∗. Then we can
always extend this map to a super-derivation on T+(A∗) by applying the super-
Leibniz rule. Now, if we are given a multiplication map m : A ⊗ A → A, then
by taking transposes we obtain a map m⊤ : A∗ → (A ⊗ A)∗. Since A is finite
dimensional, (A⊗A)∗ and A∗ ⊗A∗ are canonically isomorphic. So, we can regard
the transpose of multiplication as a map m⊤ : A∗ → A∗ ⊗ A∗. We let d = m⊤ and
extend this to a super-derivation as described above. Of course, if we are already
given a super-derivation of T+(A∗), then we can transpose its restriction to A∗⊗A∗
to obtain a multiplication on A (since we can identify A∗∗ with A and (A∗ ⊗ A∗)∗
with A⊗A).
We will now show that the associative law for m is equivalent to d2 = 0 where
m and d are related as in the previous paragraph. Since T+(A∗) is generated by
elements of A∗, we need only show that d2 : A∗ → A∗⊗A∗⊗A∗ is the zero map–the
super-Leibniz rule will take care of the rest. So, suppose we are given some linear
functional λ ∈ A∗. Then dλ ∈ A∗ ⊗ A∗, which we have canonically identified with
(A ⊗ A)∗. In particular, dλ(a ⊗ b) = m⊤λ(a ⊗ b) = λ(m(a, b)) = λ(ab) (where we
will write m(a, b) = ab for simplicity’s sake). Further, since dλ ∈ A∗ ⊗A∗, we can
find µ1, . . . , µn, ν1, . . . , νn ∈ A∗ so that dλ =
∑n
i=1(µi ⊗ νi). Then we have that
dλ(a⊗ b) =
n∑
i=1
(µi ⊗ νi)(a⊗ b) =
n∑
i=1
µi(a)νi(b).
Now, we wish to consider d(dλ). Since this lies in A∗ ⊗ A∗ ⊗ A∗, we can view
this is a linear functional on A⊗3. Then, using the fact that d is a super-derivation,
we obtain
d(dλ)(a ⊗ b ⊗ c) = d
[
n∑
i=1
(µi ⊗ νi)
]
(a⊗ b⊗ c)
=
n∑
i=1
(dµi ⊗ νi − µi ⊗ dνi)(a⊗ b⊗ c)
=
n∑
i=1
dµi(a⊗ b)νi(c)−
n∑
i=1
µi(a)dνi(b⊗ c)
=
n∑
i=1
µi(ab)νi(c)−
n∑
i=1
µi(a)νi(bc)
= λ((ab)c) − λ(a(bc)) = λ((ab)c− a(bc)).
So, if d2 = 0, we see that λ((ab)c − a(bc)) = 0 for every functional λ, hence
(ab)c = a(bc) (i.e., m is associative). Conversely, if m is associative, we see that
d2 = 0. 
This is not quite the bar complex, since for one instance the differential goes in
the wrong direction. But since d : T i(A∗) → T i+1(A∗), we can consider the trans-
pose of d, d⊤ : (T i+1(A∗))∗ → (T i(A∗))∗. Since A was assumed finite dimensional,
we can identify T i(A∗)∗ and T i(A), so finally d⊤ : T i+1(A)→ T i(A) is the desired
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complex. One advantage of this approach is that similar constructions can be made
for different algebraic structures.
The reader is invited to consider how such a construction can be performed for,
say Lie algebras.
4.5. Reduced Bar complex. It turns out that the Bar complex B q(A) contains
a large acyclic subcomplex. Specifically, for each n > 1, in BnA = A ⊗ A⊗n ⊗ A
consider the following A-subbimodule
TrivnA :=
n∑
i=1
A⊗ (A⊗(i−1) ⊗ k⊗A⊗(n−i))⊗A ⊂ A⊗A⊗n ⊗A.
It is easy to see from the formula for the bar-differential that b(TrivnA) ⊂ Trivn−1A.
Thus, Triv qA is a subcomplex in B qA.
Define the reduced bar complex to be the quotient B qA := B qA/Triv qA. By
definition, the nth term of the reduced bar complex is
BnA = BnA/TrivnA = A⊗ A¯⊗n ⊗A,
where A¯ = A/k as a vector space. The differential is the one induced by d on the
bar complex.
The reduced bar complex has the following interpretation in terms of the free
product construction B qA = A ∗ k[ε], see §4.3. Observe that since deg ε = −1, the
Leibniz formula for an odd derivation yields
d(ε2) = (dε) · ε− ε · (dε) = 1 · ε− ε · 1 = 0.
It follows readily that the two-sided ideal 〈〈ε2〉〉 ⊂ A∗k[ε], generated by the element
ε2 is d-stable, i.e., we have d
(〈〈ε2〉〉) ⊂ 〈〈ε2〉〉. Hence, the differential d on A ∗ k[ε]
descends to a well-defined differential on the graded algebra (A ∗ k[ε])/〈〈ε2〉〉. We
claim that, under the identification of §4.3, we have Triv qA = 〈〈ε2〉〉, and therefore
B qA = (A ∗ k[ε])
/〈〈ε2〉〉 = A ∗ (k[ε]/ε2). (4.5.1)
To see this, notice that an element of A ⊗A⊗n ⊗ A = BnA belongs to TrivnA
if and only if it is a k-linear combination of terms, each involving a subexpression
like (. . . |1A| . . .). But such an expresion, when translated into the free product
construction, reads: (. . . ε1Aε . . .) = (. . . ε
2 . . .), and our claim follows.
Observe next that the argument proving acyclicity of the complex (A ∗ k[ε] , d)
applies verbatim to yield acyclicity of (A ∗ k[ε]/〈〈ε2〉〉 , d). We conclude
Corollary 4.5.2. The reduced bar complex provides a free A-bimodule resolution
of A. 
5. Hochschild homology and cohomology
5.1. Given an associative k-algebra A, let Aop denote the opposite algebra, and
write Ae = A ⊗ Aop. There is a canonical isomorphism (Ae)op ∼= Ae. Thus, an
A-bimodule is the same thing as a left Ae-module, and also the same thing as
a right Ae-module. Recall the notation A-bimod for the abelian category of all
A-bimodules.
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Given an A-bimodule M , we write [M,A] for the commutator space, the k-
vector subspace of M spanned by all commutators ma − am, a ∈ A,m ∈ M . Let
M/[M,A] denote the corresponding commutator quotient of M .
Equivalently, any A-bimodule M may be viewed as either right or left Ae-
module. In particular, we view M as a right Ae-module and view A as a left
Ae-module, and form the tensor product M ⊗Ae A. One has a canonical vector
space identification M ⊗Ae A = M/[M,A]. The assignment M 7−→ M ⊗Ae A
clearly gives a right exact functor from A-bimod to the category of k-vector spaces.
So, M ⊗Ae − has left derived functors, the Tor functors TorA
e
i (M,A). For ease of
notation, we denote TorA
e
i (M,A) by HHi(M), the i
th Hochschild homology group
(which is really a k-vector space) of M over A.
By definition, for any A-bimodule M , we have
HH0(M) = Tor
Ae
0 (M,A) =M/[M,A].
In the particular case that M = A, we obtain HH0(A) = A/[A,A]. Notice that
[A,A] is not an ideal in A, simply a k-linear subspace of A.
Computing higher degree Hochschild homology groups requires a choice of some
projective resolution of A as A-bimodules (i.e., left Ae-modules). The bar complex
provides a canonical choice of such resolution. So, to compute the groups HHi(M)
we need only apply the functor M ⊗Ae − to the bar complex
B qA : · · · // A⊗4 // A⊗3 // A⊗2 // 0 .
We then tensor this on the left with M over Ae to yield
M ⊗Ae B q : · · ·M ⊗Ae A⊗4 //M ⊗Ae A⊗3 // M ⊗Ae A⊗2 // 0 .
To simplify this, pick some m⊗ (a0 ⊗ · · · ⊗ an) ∈ M ⊗Ae A⊗n and write a0 ⊗
a1 ⊗ · · · an−1 ⊗ an = (a0 ⊗ aopn )(1A ⊗ a1 ⊗ · · · ⊗ an−1 ⊗ 1A). Then
m⊗ (a0 ⊗ a1 ⊗ · · · ⊗ an−1 ⊗ an) = m(a0 ⊗ aopn )(1A ⊗ a1 ⊗ · · · an−1 ⊗ 1A)
= anma0 ⊗ (1A ⊗ a1 ⊗ · · · ⊗ an−1 ⊗ 1A).
By dropping the two 1A’s and observing that only scalars on the intermediate aj ’s
“commute” past ⊗, we can identifyM⊗AeA⊗n withM⊗A⊗(n−2). So, the complex
M ⊗Ae B qA becomes
· · · // M ⊗A⊗2 // M ⊗A // M // 0 .
Examining the identification of M ⊗Ae A⊗n with M ⊗ A⊗(n−2), we find that the
differential for this complex is given by (again, using the bar notation)
d(m | a1 | · · · | an) = ma1 | a2 | · · · | an+
n−1∑
i=1
(−1)im | a1 | · · · | (aiai+1) | · · · | an + (−1)nanm | a1 | · · · | an−1.
We remark that the bar complex, resp., the reduced bar complex, for A can
be recovered from the Hochschild chain complex, resp., reduced Hochschild chain
complex, of the free rank one Ae-module Ae = A⊗Aop (viewed as an A-bimodule)
as follows
B qA = C q(A, A⊗Aop), resp., B qA = C q(A, A⊗Aop). (5.1.1)
21
5.2. Hochschild cohomology. As before, we takeA to be an associative k-algebra
and M is an A-bimodule. For Hochschild homology, we considered Tor
q
Ae(A,M).
Now we wish to consider Ext
q
Ae(A,M).
Recall that Ae = A ⊗ Aop. We define the Hochschild cohomology of A with
coefficients in M by HH
q
(M) := Ext
q
Ae(A,M).
Proposition 5.2.1. The functors HH q and HH
q
are both Morita invariant. In
particular,
HH q(A) = HH q(Matr(A)), and HH
q
(A) = HH
q
(Matr(A))
where Matr(A) denotes r × r-matrices over A.
Proof. This is immediate from the definition:
HHi(A,A) = ExtiAe-mod(A,A) and HHi(A,A) = Tor
i
Ae-mod(A,A),
since, for Morita equivalent algebras, the corresponding categories of bimodules are
equivalent as abelian categories, hence give rise to isomorphic Ext and Tor groups.
It is instructive, however, to give a direct computational proof for the zeroth
order homology, that is, to show that HH0(A) = HH0(Matr(A)). We wish to
construct a canonical isomorphism
A/[A,A] ≃ Matr(A)/[Matr(A),Matr(A)].
We will define an isomorphism Tr: Matr(A)/[Matr(A),Matr(A)] → A/[A,A] by
using, as the notation suggests, the standard trace on Matr(A). In particular, Tr
sends a matrix (aij) to the element
tr(aij) mod [A,A] =
n∑
i=1
aii mod [A,A].
First, observe that Tr(XY ) = Tr(Y X) for X,Y ∈ Matr(A), so Tr factors through
a map (also called Tr) Matr(A)/[Matr(A),Matr(A)] → A/[A,A]. We wish to
show that the kernel of Tr is precisely [Matr(A),Matr(A)]. So, choose any ma-
trix X = (aij) ∈ KerTr. We will let Eij(a) denote the elementary matrix with
a in the ij-entry and zeroes elsewhere. Then for i 6= j, we easily find that
Eij(a) = [Eij(a), Ejj(1A)]. So, all matrices with only off diagonal entries lie in
[Matr(A),Matr(A)]. Hence we can write
X = (aij) = diag(a1, a2, . . . , ar) mod [Matr(A),Matr(A)].
Also for i 6= j, we can directly compute that [Eij(a), Eji(1A)] = Eii(a) − Ejj(a).
So, for each j = 2, . . . , r, the matrix E11(aj)−Ejj(aj) ∈ [Matr(A),Matr(A)], hence
diag
(∑r
j=1
aj , 0, . . . , 0
)
− diag(a1, . . . , ar) ∈ [Matr(A),Matr(A)].
So, we can write any matrix in Matr(A) as E11(a) mod [Matr(A),Matr(A)] for
some a ∈ A. Since,
0 = Tr(X) = Tr(E11(a)) = a mod [A,A],
we find that a ∈ [A,A] and X ∈ [Matr(A),Matr(A)] to begin with. So, KerTr =
[Matr(A),Matr(A)], and since Tr is clearly surjective we obtain that
Tr: Matr(A)/[Matr(A),Matr(A)]→ A/[A,A]
is an isomorphism. 
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To calculate this cohomology, we will again use the bar complex B qA:
· · · b // A⊗4 b // A⊗3 b // A⊗2 // 0 .
Applying the functor HomAe(−,M) to this complex (and accounting for contravari-
ance), we obtain the sequence
HomAe(A
⊗4,M) HomAe(A
⊗3,M)
boo HomAe(A⊗2,M)
boo 0oo ,
Recall that A⊗2 is free of rank one as an A-bimodule (which is just a left A⊗ Ae-
module). So, HomAe(A
⊗2,M) ≃ M . Similarly, if ϕ : A⊗3 → M is an A-bimodule
map, then
ϕ(a1 ⊗ a2 ⊗ a3) = a1ϕ(1A ⊗ a2 ⊗ 1A)a3.
The association of ϕ to the k-linear map A → M , a 7→ ϕ(1A ⊗ a ⊗ 1A) gives
an isomorphism between HomAe(A
⊗3,M) and Homk(A,M). Indeed, we find that
HomAe(A
⊗n,M) ≃ Homk(A⊗(n−2),M) for all n ≥ 3. So, the complex whose
cohomology we wish to compute reduces to
· · · Homk(A⊗2,M)boo Homk(A,M)boo Mboo 0oo .
An explicit formula for b in this interpretation is as follows. Recall that for the
calculation of Hochschild homology, we used the differential
b(a0 ⊗ a1 ⊗ · · · ⊗ an) = a0a1 ⊗ · · · ⊗ an
+
n−1∑
j=1
a0 ⊗ a1 ⊗ · · · ⊗ (ajaj+1)⊗ · · · ⊗ an + (−1)nana0 ⊗ a1 ⊗ · · · ⊗ an−1,
where we have a0 ∈ M and aj ∈ A for j ≥ 1. For the first differential, b : M →
Homk(A,M), we find that we must have bm(a) = am−ma. For n = 1, we obtain
for f ∈ Homk(A,M) that bf(a1, a2) = a1f(a2) − f(a1a2) + f(a1)a2. Similarly, for
all f ∈ Homk(A⊗n,M), we find that
bf(a1, a2, . . . , an+1) = a1f(a2, . . . , an+1) +
n∑
i=1
(−1)if(a1, . . . , aiai+1, . . . , an+1)
+ (−1)n+1f(a1, . . . , an)an+1.
We will often write Cn(A,M) := Homk(A
⊗n,M).
With these formulae for b in hand, we can now explicitly calculate the first few
cohomology groups.
5.3. Interpretation of HH0. For degree zero, we see that HH0(M) = Ker b. But
m ∈ Ker b if and only if bm(a) = am −ma = 0 for all a ∈ A. It is natural to call
{m ∈M | am = ma} the center of the module A. In particular, ifM = A, then we
in fact have that HH0(A) = ZA. Notice that there is a fair bit of “duality” in the
degree zero setting between Hochschild homology and cohomology. For HH0(M),
we obtain the center ofM , and for HH0(M) we obtain the “cocenter” ofM , namely
M/[A,M ].
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5.4. Interpretation of HH1. Moving on to HH1(A,M), we claim that the kernel
of d on C1(A,M) consists precisely of all derivations A → M . Indeed, if f ∈
C1(A,M), then df(a1, a2) = 0 is equivalent to requiring that
a1f(a2)− f(a1a2) + f(a1)a2 = 0,
that is, that f(a1a2) = a1f(a2) + f(a1)a2. So, f is a derivation. The image of
d : M → Homk(A,M) is precisely the set of all inner derivations, Inn(A,M), that
is, derivations of the form a 7→ am−ma for some m ∈M . So,
HH1(M) ≃ Der(A,M)/ Inn(A,M),
the outer derivations from A to M . In particular, we can rewrite (3.1.1) in the
following way
0→ HH0(A,M) −→M ad−→ Der(A,M) −→ HH1(A,M)→ 0. (5.4.1)
Observe that if M = A, then Der(A) is a Lie algebra and Inn(A) is a Lie ideal.
So, HH1(M) inherits the structure of a Lie algebra.
5.5. Interpretation of HH2. This is given by considering algebra extensions.
Suppose now that A is an associative algebra and consider an extension of algebras
0 // M // A˜ // A // 0 ,
where M is an ideal of A˜ satisfying M2 = 0. Then M is an A-bimodule. Define
a ·m by choosing a lift a˜ of a in A˜ and setting a ·m = a˜m. If a˜′ is another such
lift, then since a˜ − a˜′ maps to zero in A, it must be an element of M . Hence
(a˜− a˜′)m ∈M2 = 0, so a˜m = a˜′m.
Choose some k-linear splitting (as a vector space) c : A →֒ A˜. Then we get a
vector space direct sum decomposition A˜ ≃ c(A)⊕M . Further, for any a1, a2 ∈ A,
we have c(a1) · c(a2)− c(a1 · a2) ∈M . Therefore we can write the product on A˜ as
(a1 ⊕m1)(a2 ⊕m2) = a1a2 ⊕ (a1m2 +m1a2 + β(a1, a2)),
where β is an arbitrary bilinear map A⊗2 →M , i.e., an element of C2(A,M). This
formula gives an associative product on A˜ if and only if dβ = 0. Indeed,
dβ(a1, a2, a3) = a1β(a2, a3)− β(a1a2, a3) + β(a1, a2a3)− β(a1, a2)a3.
Then by writing out [(a1⊕m1)(a2⊕m2)](a3⊕m3) and (a1⊕m1)[(a2⊕m2)(a3⊕m3)]
and equating them, we see that dβ must equal zero. We can also check that if β1
and β2 define associative structures on A˜, then they define isomorphic extensions if
and only if β1 − β2 is a Hochschild coboundary. So, HH2(M) classifies extensions
of A by M .
Remark 5.5.1. If we consider the case where A is a unital algebra and we only
consider the square-zero extensions where A˜ is also a unital algebra, and the ho-
momorphism A˜ → A takes the unit to the unit, then it is easy to check that such
extensions are also classified by HH2(M), but where HH2(M) is computed using
the reduced bar complex. ♦
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5.6. Interpretation of HH3. The group HH3(M) classifies so-called crossed-
bimodules. A crossed-bimodule is a map ϕ : C → B of associative algebras where
B is unital, C is nonunital and maps to a 2-sided ideal of B, the cokernel of ϕ is
A, the kernel is M , and we require
ϕ(bcb′) = bϕ(c)b′ and ϕ(c)c′ = cc′ = cϕ(c′),
for all b, b′ ∈ B and c, c′ ∈ C.
5.7. Reduced cochain complex. One can use the reduced bar complex to com-
pute Hochschild homology and cohomology. Specifically, for any A-bimodule M ,
define the reduced Hochschild cochain complex C
q
(A,M) by
C
n
(A,M) := HomA-bimod(BnA,M) = HomA-bimod(A⊗ A¯⊗n ⊗A,M)
≃ Homk(A¯⊗n,M), n = 0, 1, . . . .
6. Poisson brackets and Gerstenhaber algebras
6.1. Polyvector fields. Let X be an affine variety with coordinate ring A = k[X ],
and let E ,F , be locally free coherent sheaves on X . We write E = Γ(X, E), resp.,
F = Γ(X,F ), for the corresponding (projective) A-modules of global sections.
Then, one has canonical isomorphisms
E ⊗A F ∼= Γ(X, E ⊗OX F ), Λ
p
AE
∼= Γ(X, ΛpE), SympAE ∼= Γ(X, Symp E).
In particular, for the tangent sheaf TX we have Γ(X, SymTX) = k[T
∗X ], is
the algebra of regular functions on the total space of the cotangent bundle on X .
We introduce the notation Θp(X) := Γ(X,Λ
pTX) for the vector space of p-
polyvector fields on X . The graded-commutative algebra Θ q(X) :=
⊕
p Θp(X) =
Γ(X,Λ
q
TX) may be thought of as a odd analogue of the commutative algebra
Γ(X, SymTX) = k[T
∗X ].
For any polyvector π ∈ Θp, one defines a natural contraction operator iπ :
Ωk(X) −→ Ωk−p(X) , α 7→ iπα, where, for π = ξ1∧ . . .∧ξp, the (k−p)-form iπα, is
given by η1, . . . , ηk−p 7−→ α(ξ1, . . . , ξp, η1, . . . , ηk−p). For p = 1 this reduces to the
standard contraction of a differential form with respect to a vector field.
Further, there is a natural Schouten bracket on Θ q(X):
{−,−} : Θp(X)×Θq(X)→ Θp+q−1(X).
given by the following formula
{ξ1 ∧ · · · ξp , η1 ∧ · · · ηq} = (6.1.1)
=
i=p,j=q∑
i,j=1
(−1)i+j · [ξi, ηj ] ∧ ξ1 ∧ · · · ξ̂i ∧ · · · ∧ ξp ∧ η1 ∧ · · · ∧ η̂j ∧ · · · ∧ ηq.
If p = q = 1, this formula reduces to the usual bracket of vector fields.
To make the bracket {−,−} compatible with the gradings, we note that (p+1)
+(q + 1)− 1 = (p+ q) − 1. Thus, shifting the natural grading on Θ q(X) by 1, we
obtain a new graded strucre, to be denoted Θ•−1(X), such that the bracket (6.1.1)
is compatible with this new graded structure.
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Below, we summarize the various natural structures on Θ q(X) and Ω
q
(X).
• Wedge-product of polyvector fields makes Θ q(X) a super-commu-
tative algebra.
• The bracket (6.1.1) makes Θ•−1(X) a graded Lie super-algebra.
• The contraction operators iπ, π ∈ Θ q(X), make Ω q(X) a graded
module over Θ q(X), viewed as a super-commutative algebra.
• The De Rham differential d : Ω q(X)→ Ω•+1(X) is an odd derivation
of the super-commutative algebra Ω
q
(X).
(6.1.2)
Further, one extends the definition of Lie derivative from vector fields to polyvec-
tor fields. Specifically, given a polyvector field π ∈ Θp(X), we define the Lie deriv-
ative operator
Lπ := [d, iπ] : Ω
q
(X)→ Ω•−p+1(X).
This formula reduces, in the special case p = 1, to the classical Cartan homotopy
formula for the Lie derivative.
Using Lemma 3.3.2, one verifies the following standard identities
iπ∧ϕ = iπ · iϕ, Lπ∧ϕ = Lπ · iϕ + (−1)degπiπ ·Lϕ, (6.1.3)
[Lπ,Lϕ] = L{π,ϕ}, [iπ,Lϕ] = i{π,ϕ}, [iπ, iϕ] = 0.
6.2. Poisson brackets. Let A be an associative (not necessarily commutative)
algebra. A (skew-symmetric) Lie bracket {−,−} : A ⊗ A → A is said to be a
Poisson bracket if, for any a ∈ A, the map {a,−} : A→ A is a derivation, i.e., the
following Leibniz identity holds
{a, b · c} = b · {a, c}+ {a, b} · c, ∀a, b, c ∈ A. (6.2.1)
In view of skew-symmetry, the Leibniz identity says that the bracket {−,−} :
A⊗A→ A is a bi-derivation on A.
In case the associative product on A is commutative we will sometimes call A
a commutative Poisson algebra. In the non-commutative case, we will say that A
has a NC-Poisson structure.
Let A = k[X ] be the coordinate ring of a smooth affine variety. Then, it
is easy to show that any bi-derivation on k[X ] is given by a bi-vector, that is,
there is a regular section π ∈ Γ(X,∧2TX) such that the bi-derivation has the form
(f, g) 7−→ 〈df ∧ dg, π〉. Thus, giving a Poisson structure on k[X ] amounts to giving
a bracket
{f, g} = 〈df ∧ dg, π〉, where π ∈ Γ(X,∧2TX) is such that [π, π] = 0 (6.2.2)
(the condition [π, π] = 0 on the Schouten bracket is equivalent to the Jacobi identity
for the Poisson bracket (6.2.2)). In this case we refer to π as a Poisson bivector.
Fix a smooth variety X with a A Poisson bivector π on a smooth variety X
gives rise to a canonical Lie algebra structure on Ω1(X), the space of 1-forms on
X . The corresponding Lie bracket on Ω1(X) is given by the formula
[α, β] := Lıpiαβ − Lıpiβα− d〈α ∧ β, π〉. (6.2.3)
This Lie bracket has the following properties (which uniquely determine the bracket):
• The De Rham differential d : A = k[X ]→ Ω1(X) is a Lie algebra map, i.e.:
[da, db] = d({a, b}), ∀a, b ∈ A;
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• The following Leibniz identity holds:
[α, f · β] = f · [α, β] + (ıπβ)f · α, ∀f ∈ A,α, β ∈ Ω1(X).
6.3. Gerstenhaber algebras. The notation of Gerstenhaber algebra is an odd
analogue of the notion of Poisson algebra. More explicitly,
Definition 6.3.1. A Gerstenhaber algebra is a graded super-commutative algebra
G
q
=
⊕
i G
i with a bracket
{−,−} : Gp ×Gq → Gp+q−1
which makes G
q
a Lie super-algebra so that for every a ∈ G q, the map {a,−} is a
super-derivation with respect to the product, i.e., we have
{a, b · c} = {a, b} · c+ (−1)(deg a−1) deg b b · {a, c}. (6.3.2)
This definition is motivated by the following basic
Example 6.3.3. The Schouten bracket makes Θ q(X), the graded space of polyvector
fields on a smooth manifold X , a Gerstenhaber algebra.
As another example, let X be a Poisson manifold with Poisson bivector π, see
(6.2.2). Then, one proves the following
Lemma 6.3.4. The bracket on 1-forms given by formula (6.2.3) extends uniquely
to a bracket [−,−] : Ωi(X)× Ωj(X)→ Ωi+j(X), such that the wedge product and
the bracket give ⊕i≥1 Ωi(X) the structure of Gerstenhaber algebra. 
Remark 6.3.5. Suppose (X,ω) is a symplectic manifold. The isomorphismTX
∼−→
T ∗X , ξ 7→ ıξω induces a graded algebra isomorphism ∧
q
TX
∼−→ ∧ q T ∗X . There-
fore, one can transport the Gerstenhaber algebra structure on ∧ qTX given by the
Schouten bracket to a Gerstenhaber algebra structure on Ω
q
(X). The latter one
turns out to be the same as the Gerstenhaber algebra structure of Lemma 6.3.4. ♦
Remark 6.3.6. Given a manifold X and a bivector π ∈ Γ(X,∧2TX), such that
[π, π] = 0 one can also introduce a different Lie bracket B : Ωp(X) × Ωq(X) →
Ωp+q−2(X), which has degree −2. For α = α1 ∧ · · · ∧ αp ∈ Ωp(X) and β =
β1 ∧ · · · ∧ βq ∈ Ωq(X), this new bracket is defined by
B(α, β) :=
∑
(−1)i+j〈αi ∧ βj , π〉α1 ∧ · · · ∧ α̂i ∧ · · · ∧ αp ∧ η1 ∧ · · · ∧ η̂j ∧ · · · ∧ ηq.
♦
Let G
q
be a Gerstenhaber algebra, and M
q
a graded vector space. We say that
M
q
is a Gerstenhaber module over G
q
if the square-zero construction, G
q
♯M
q
, is
equipped with a Gerstenhaber algebra structure such that G
q
is a Gerstenhaber
subalgebra in G
q
♯M
q
and, moreover, we have M
q ·M q = 0 = {M q,M q}.
27
6.4. ε-extension of a Gerstenhaber algebra. Let k[ε]/〈〈ε2〉〉 be the ring of dual
numbers. Given a Gerstenhaber algebra G
q
=
⊕
i G
i, with operations (−) · (−)
and {−,−}, one defines, c.f., [TT], a new Gerstenhaber algebra G qε =
⊕
i G
i
ε, over
the ground ring k[ε]/〈〈ε2〉〉. Specifically, put
Giε := G
i ⊕ εGi−1,
and introduce k[ε]/〈〈ε2〉〉-bilinear operations (−) ·ε (−) and {−,−}ε, defined for any
homogeneous elements a, b ∈ G by
a ·ε b := a · b+ (−1)deg a · ε · {a, b}, and {a, b}ε := {a, b}. (6.4.1)
Remark 6.4.2. Note that in order to have the new product (−) ·ε (−) be graded
commutative, one has the additional term (−1)deg a · ε · {a, b} to be “symmetric” in
the graded sense. Such a construction would have been impossible for an ordinary
Poisson algebra, where the dot-product is always symmetric and the Poisson bracket
is always skew-symmetric, so that the linear combination of the two does not have
a defininite symmetry. ♦
Applying the ‘ε-construction’ above to Θ q(X), the Gerstenhaber algebra of
polyvector fields on a manifold X , one obtains a Gerstenhaber algebra Θ q(X)ε.
The identities in (6.1.3) are conveniently encoded in the following result.
Proposition 6.4.3 ([TT]). The following formulas
(π + εϕ) ·ε α := (−1)degπ iπα, and {π + εϕ, α}ε := Lπα+ ε · iϕα
make Ω
q
(X)ε a Gerstenhaber module over Θ q(X)ε.
6.5. Lie algebroids. Let X be an algebraic variety with structure sheaf OX and
tangent sheaf TX . Let A be a coherent sheaf of OX -modules equipped with a (not
necessarily OX -bilinear) Lie bracket [−,−] : A ×A −→ A .
Definition 6.5.1. The data of a sheaf A as above and an OX -linear map τ :
A → TX , v 7→ τv, (called anchor map) is said to give a Lie algebroid on X if the
following holds:
• The map τ is a Lie algebra map;
• We have [f · v, u] = f · [v, u] + τu(f) · v for any v, u ∈ A , f ∈ OX .
Examples 6.5.2. (1) The tangent sheaf TX equipped with the standard Lie bracket
on vector fields and with the identity anchor map τ = id : TX → TX is a Lie
algebroid.
(2) Any coherent sheaf of OX -modules equipped with an OX -bilinear Lie
bracket is a Lie algebroid with zero anchor map. In particular, a vector bundle
on X whose fibers form an algebraic family of Lie algebras is a (locally-free) Lie
algebroid on X .
(3) For any Lie algebroid A , the kernel of the anchor map K := Ker[τ : A →
TX ] is a sub Lie algebroid in A . This Lie algebroid K is of the type decribed in
example (2) above.
(4) Proposition 3.1.3 may be conveniently expressed by saying that, for any
algebra A with center ZA, the space Der(A) is (the space of global sections of) a
Lie algebroid on SpecZA.
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(5) As a special case of (4) we get: the Atiyah algebra of a vector bundle E on
X has a natural structure of Lie algebroid onX , since Z
End(E)
≃ k[X ]. In particular,
the sheaf D1 of (ordinary) first order differential operators on X is a Lie algebroid
on X .
(6) A Poisson bivector π on a smooth variety X gives the cotangent sheaf T ∗X a
Lie algebroid structure. The corresponding Lie bracket of sections of T ∗X is defined
by formula (6.2.3), and the anchor map T ∗X → TX is given by contraction α 7→ ıπα.
Fix a locally free sheaf (a vector bundle) A on X and an OX -linear map
τ : A → TX . Performing the Symmetric, resp. Exterior, algebra construction to
the sheaf A and to the map τ we obtain the following graded algebras and graded
algebra morphisms:
Sym
q
A → Sym q TX , Λ
q
A → Λ qTX , Λ
q
A
∗ → Λ qT ∗X .
A Lie algebroid structure on A (with the anchor map τ) gives rise to the
following additional structures on the graded algebras above:
• A Poisson algebra structure on Sym q A with Poisson bracket given by
{a1 · . . . ·ap, b1 · . . . ·bq} :=
i=p,j=q∑
i,j=1
[ai, bj] ·a1 · . . . · âi · . . . ·ap ·b1 · . . . · b̂j · . . . ·bq. (6.5.3)
• A Gerstenhaber algebra structure on Λ qA given by formula (6.1.1).
• A differential graded algebra structure on Λ qA ∗ with differential d : ΛpA ∗ →
Λp+1A ∗ defined as follows.
For p = 0: the differential OX = Λ0A ∗ → Λ1A ∗ = A ∗ is the composite
OX → Ω1X → A ∗, where the first map is the de Rham differential and the second
map is obtained by dualizing the morphism τ : A → TX ;
For p = 1: the differential d : A ∗ → Λ2A ∗ is given by
〈dα, a ∧ b〉 := τa〈α, b〉 − τb〈α, a〉 − 〈α, [a, b]〉, ∀α ∈ A ∗, a, b ∈ A .
For p > 1: the differential is given by
d(α1 ∧ . . . ∧ αp) :=
p∑
i=1
(−1)i−1 · α1 ∧ . . . ∧ dαi ∧ . . . ∧ αp
Given a Lie algebroid A , we define a right OX -action on A by the formula
u · f := f · u + τu(f). Lie algebroid axioms insure that the right action so defined
commutes with the natural left OX -action on A and provides A with the structure
of a (not necessarily symmetric) OX -bimodule. This OX -bimodule may be thought
of as a coherent sheaf on X × X set-theoretically concentrated on the diagonal
X∆ ⊂ X ×X .
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6.6. Gerstenhaber structure on Hochchild cochains. Let G
q
be a graded
associative, not necessarily commutative, algebra equipped with a bracket
{−,−} : Gp ×Gq → Gp+q−1.
We say that this bracket makes G
q
a noncommutative Gerstenhaber algebra pro-
vided it gives G
q
the structure of Lie super-algebra (in particular, the bracket
is skew-symmetric/symmetric depending on the parity of its arguments) and the
super-Leibniz identity (6.3.2) holds (with the order of factors in the various dot-
products being as indicated in (6.3.2)).
Now, let A be an associative not necessarily commutative algebra and write
C
q
(A,A) =⊕
iHomk(A
⊗i, A) for the Hochschild cochain complex of A.
There is a natural associative (non-commutative) graded algebra structure on
C
q
(A,A) given by the so-called cup-product. It is defined, for any f ∈ Cp(A,A), g ∈
Cq(A,A), by the formula
f ∪ g : a1, . . . , ap+q 7−→ f(a1, . . . , ap) · g(ap+1 . . . , ap+q).
The Hochschild differential is a super-derivation with respect to the cup-product,
that is, we have
d(f ∪ g) = (df) ∪ g + (−1)deg f · f ∪ (dg).
This formula shows that the cup-product of Hochschild cocycles is again a cocy-
cle, and the cup-product of a cocycle and a coboundary is a coboundary. Thus
the cup-product descends to a well-defined associative product on HH
q
(A,A), the
Hochschild cohomology. It is not difficult to verify that the resulting graded alge-
bra structure on HH
q
(A,A) gets identified, under the isomorphism HH
q
(A,A) ≃
Ext
q
A-bimod(A,A), with the standard Yoneda product on the Ext-groups.
In addition to the cup-product, there is a much deeper structure on Hochschild
cochains, revealed by the following result
Theorem 6.6.1 (Gerstenhaber). (i) There exists a canonical Lie superalgebra
structure {−,−} : Cp(A,A) × Cq(A,A)→ Cp+q−1(A,A), called the Gerstenhaber
bracket.
(ii) The cup-product and the Gerstenhaber bracket make C
q
(A,A) a noncom-
mutative Gerstenhaber algebra.
Proof/Construction. For f ∈ Cp(A,A) and g ∈ Cq(A,A), define
(f ◦ g)(a1, . . . , ap+q−1) (6.6.2)
=
p∑
i=1
(−1)(i−1)(q−1)f(a1, . . . , ai−1, g(ai, . . . , ai+q), . . . , ap+q−1).
Notice that if we regrade the cochains by (C′)p := Cp−1, then the degrees are
additive in this product. This product is not the cup-product that we have discussed
earlier, it is not associative. However, one has the following key identity in C
q
(A,A)
due to Gerstenhaber
f ∪ g − (−1)(deg f)(deg g) · g ∪ f = d(f ◦ g)− df ◦ g − (−1)deg f · f ◦ dg. (6.6.3)
30
Now, following Gerstenhaber, introduce a bracket on Hochschild cohains by the
formula
{f, g} := f ◦ g − (−1)(p−1)(q−1)g ◦ f,
It is straightforward to verify that this gives us a Lie super-algebra structure claimed
in part (i) of the Theorem. 
The remarkable fact discovered by Gerstenhaber is that noncommutative Ger-
stenhaber algebra structure on Hochschild cochains gives rise to a commutative
Gerstenhaber algebra structure on Hochschild cohomology. That is, one has
Proposition 6.6.4. The cup-product and the Gerstenhaber bracket make
HH
q
(A,A) a (super-commutative) Gersenhaber algebra. 
Proof. We need to show that both the cup-product and Gerstenhaber bracket de-
scend to Hochschild cohomology. The case of cup-product follows from an easy
identity
d(f ∪ g) = df ∪ g + (−1)deg f · f ∪ dg.
Observe that formula (6.6.3) insures that the resulting cup-product on Hochschild
cohomology is graded commutative.
Observe further that the super-commutator on the LHS of (6.6.3) is clearly
skew super-symmetric with respect to f ↔ g. Hence, super-symmetrization of the
LHS, hence of the RHS of (6.6.3), must vanish. This yields
0 = d{f, g} − {df, g} − (−1)deg f · {f, dg} (6.6.5)
The identity insures that the Gerstenhaber bracket descends to a well-defined
bracket on Hochschild cohomology. 
More conceptual approach to the Gerstenhaber bracket. We will take
A to be finite-dimensional so we can take duals, otherwise we would need to use
coalgebras. Consider T (A∗). The comultiplication δ : A∗ → A∗ ⊗ A∗ extends
uniquely to a superderivation on T (A∗). Now, he space Der(T ∗A) of all super-
derivations on T (A∗) is a Lie super-algebra. Now, the Leibniz rule implies that every
superderivation θ ∈ Der(T (A∗)) is determined by where it sends each generator.
Hence it determines a k-linear map A∗ → T (A∗) (simply see where each basis
element of A∗ is sent). Clearly the correspondence is reversible, so
Der(T (A∗)) = Homk(A
∗, T (A∗)) = (A∗)∗ ⊗ T (A∗)
= A⊗ T (A∗) = Homk(TA,A),
where we consider the graded dual of T (A∗). Notice that the nth degree component
of Homk(TA,A) is given by Homk(A
⊗n, A) = Cn(A,A). Since Der(T (A∗)) is a Lie
super-algebra, we obtain a super-bracket on Cn(A,A), which is the Gerstenhaber
bracket.
Remark 6.6.6. Recall that HH0(A,A) = ZA, is the center of the algebra A. For this
reason, one may think of the algebra HH
q
(A,A) as a kind of “derived center” of A.
The corollary above confirms that this “derived center” is indeed a commutative
algebra.
Recall that the center ofAmay be identified further with Hom(IdA-mod, IdA-mod),
the endomorphism algebra of the identity functor on the category of left A-modules.
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In this spirit, one may think of HH
q
(A,A) to be Ext
q
(IdA-mod, IdA-mod), the appro-
priately defined Ext-algebra of the identity functor. ♦
6.7. Noncommutative Poisson algebras. In this subsection, given an associa-
tive algebra A, we always write [a, b] := a · b− b ·a, for the commutator with respect
to the associative product. To avoid confusion, we will use the notation {−,−} for
the Lie bracket on a Lie algebra.
Example 6.7.1. Let A be any associative algebra, and t ∈ k a fixed number. For any
a ∈ A, the map [a,−] : A → A is a derivation, the inner derivation corresponding
to a. Hence, the map t · [a,−] is also a derivation. Therefore, setting {a, b}t :=
t · [a, b], one obtains a Poisson algebra structure on A. Note that, for t = 0, the
corresponding Poisson bracket vanishes identically. ♦
Write Assoc, Comm and Lie for the operads of associative, commutative, and
Lie algebras, respectively, cf. e.g. [GiK] for more information about operads. Also,
let Poiss, and NC-Poiss denote respectively the operads of commutative and not
necessarily commutative Poisson algebras.
Taking the zero-bracket on a commutative associative algebra, one obtains a
functor commutative algebras −→ commutative Poisson algebras. Further, forget-
ting the associative product on a commutative Poisson algebra, gives a functor
Forget : Poisson algebras −→ Lie algebras. These functors give rise to the follow-
ing canonical sequence of morphisms of operads
Lie −→ Poiss −→ Comm.
The forgetful functor Forget : Poisson algebras −→ Lie algebras has a left adjoint
functor ⊤Forget : Lie algebras −→ Poisson algebras. It is given by associating to a
Lie algebra g the symmetric algebra Sym g, equipped with Kirillov-Kostant bracket,
cf. section 15. Thus, the commutative Poisson algebga Sym g may be thought of
as the (commutative) Poisson envelope of the Lie algebra g.
Similarly to the above, taking the zero-bracket on an associative algebra, gives a
functor associative algebras −→ NC-Poisson algebras. Also, forgetting the associa-
tive product on an NC-Poisson algebra, gives a functor Forget : NC-Poisson algebras
−→ Lie algebras. These functors give rise to the following canonical sequence of
morphisms of operads
Lie −→ NC-Poiss −→ Assoc.
Question 6.7.2. Is it true that the operad maps above induce an isomorphism
NC-Poiss/(Lie) ∼−→ Assoc, where (Lie) denotes the operad ideal in NC-Poiss gener-
ated by (the image of) Lie.
It is easy to see that the operad NC-Poiss is quadratic. Therefore, since Assoc! =
Assoc and Lie! = Comm, the sequence above induces the dual sequence
Assoc −→ NC-Poiss! −→ Comm.
We recall that the operad Poiss is known to be Koszul, see [GiK] and also [MSS].
Theorem 6.7.3. The operad NC-Poiss is Koszul.
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Proof. 2 The theorem would immediately follow from Theorem 4.5 of [Ml] once we
check that the following distributivity rule
[ab, c] = a[b, c] + [a, b]c. (6.7.4)
that ties up the associative product with the Lie bracket is a distributive law. This
can be done in either of the following two ways.
(1) It is easy to verify directly that (6.7.4) satisfies the condition of Definition
2.2 of the above mentioned paper, that is, it is indeed a distributive law.
(2) A less direct way is the following. It follows from general theory (see, for
example, Theorem 3.2 of [FM]) that (6.7.4) is a distributive law if, for any vector
space V, the free noncommutative Poisson algebra NCP (V ) on V is isomorphic to
T (L(V )), the free associative algebra generated by the free Lie algebra on V.
It is obvious that NCP (V ) = Pnc(L(V )), the NC-Poisson envelope of the free
Lie algebra L(V ) which you defined in your paper. It is immediate to see that
the ideal I defined on page 26 of your paper is trivial if g = L(V ), therefore
Pnc(L(V )) = T (L(V )) and the result follows.
Therefore the Koszulity of NC-Poiss follows from the same arguments as the
Koszulity of the usual commutative Poiss. 
The forgetful functor Forget : NC-Poisson algebras −→ Lie algebras has a left
adjoint functor ⊤Forget : Lie algebras −→ NC-Poisson algebras. In other words,
given a Lie algebra g, there is a uniquely defined NC-Poisson algebra Pnc(g), called
the NC-Poisson envelope of g, that comes equipped with a Lie algebra map ι : g →
Pnc(g) (with respect to the Poisson bracket on Pnc(g)) and such that the following
universal property holds:
• For any NC-Poisson algebra P and a Lie algebra map φ : g → P there exists
a unique morphism Pnc(φ) : Pnc(g) → P, of NC-Poisson algebras, that makes
the following diagram commute
g ι //
φ
""E
EE
EE
EE
EE
Pnc(g)
Pnc(φ)

P
(6.7.5)
The construction of universal universal NC-Poisson envelope Pnc(g) is due to
Th. Voronov in [Vo]. It is based on the following
Lemma 6.7.6 ([Vo]). Let P be a not necessarily commutative Poisson algebra with
Poisson bracket {−,−}. Then, for any a, b, c, d, u ∈ P , one has
{a, b} · u · [c, d] = [a, b] · u · {c, d},
where [x, y] = x · y − y · x stands for the commutator for the associative product.
Proof. Consider the expression {ac, bud}. Compute this in two different ways, first
by applying the Leibniz rule for {ac,−}, and second, by applying the Leibniz rule
for {−, bud}. 
2This proof was kindly communicated to me by Martin Markl.
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Now, given a Lie algebra g with Lie bracket {−,−}, Voronov considers a two-
sided ideal I ⊂ T (g), in the tensor algebra of the vector space g, generated by the
elements indicated below
I := 〈〈{a, b} · u · [c, d]− [a, b] · u · {c, d}〉〉a,b,c,d∈g, u∈T (g),
where [−,−] stands for the commutator in the associative algebra T (g) and {−,−}
stands for the Lie bracket in g.
Theorem 6.7.7 ([Vo]). The assignment
(a1 ⊗ . . .⊗ ak) × (b1 ⊗ . . .⊗ bl) 7−→ {a1 ⊗ . . .⊗ ak , b1 ⊗ . . .⊗ bl} :=
k∑
r=1
l∑
s=1
b1 ⊗ . . .⊗ bs−1 ⊗ a1 ⊗ . . .⊗ as−1 ⊗ {ar, bs} ⊗ ar+1⊗
⊗ . . .⊗ ak ⊗ bs+1 ⊗ . . . bl
gives rise to a well-defined noncommutative Poisson structure on the associative
algebra T (g)/I. The universal property (6.7.5) holds for the NC-Poisson algebra
Pnc(g) := T (g)/I thus defined. 
Example 6.7.8. Let g be a Lie algebra and Ug its enveloping algebra. We may
consider the associative algebra Ug as a NC-Poisson algebra with Poisson bracket
{−,−} = [−,−]. Therefore, the canonical Lie algebra map g →֒ Ug gives rise,
via the universality property of Pnc(g), to a natural morphism Pnc(g) → Ug of
NC-Poisson algebras. The latter morphism is easily seen to be surjective. Thus,
Ug is a quotient of Pnc(g).
A similar argument shows that the commutative Poisson algebra, Sym g, is also
a quotient of Pnc(g). ♦
7. Deformation quantization
7.1. Star products. LetA be an associative k-algebra. We wish to define a twisted
“product” on A. For a, b ∈ A, define
a ◦t b = ab+ tβ1(a, b) + t2β2(a, b) + · · · ∈ A[[t]]
for maps βj : A×A→ A. We wish for this map to be “associative,” and ask what
conditions this places on the βj ’s. Define
a ◦t (b ◦t c) = (a ◦t (bc)) + [a ◦t β1(b, c)]t+ [a ◦t β2(b, c)]t2 + · · · ,
and similarly for (a◦tb)◦tc. Clearly there is no issue for the constant term. Consider
the coefficients of the t term. From (a ◦t b) ◦t c we obtain β1(ab, c) + β1(a, b)c, and
from a ◦t (b ◦t c) we obtain aβ1(b, c) + β1(a, bc). Equating these two we see that
β1 : A⊗A→ A must be a Hochschild cocycle in C2(A,A). In particular, we begin
with a commutative algebra A (which we can think of as the affine coordinate ring
of a variety X), and we will require the deformed products ◦t to be associative only.
It is interesting to examine how noncommutative ◦t is, so we define
[atb] = a ◦t b− b ◦t a = t[β1(a, b)− β1(b, a)] +O(t2).
Define {a, b} = β1(a, b)−β1(b, a), which is clearly a skew-symmetric product on A.
So, we can write
[atb] = t{a, b}+O(t2).
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Now, recall that commutator in any associative algebra satisfies the Jacobi
identity. So, for (A[[t]], ◦t), we have the identities
[atb ◦t c] = [atb] ◦t c+ b ◦t [atc]
[[atb]tc] = [[btc]ta] + [[cta]tb].
Now, we insert the formula [atb] = t{a, b}+ O(t2) into Leibniz’s rule and take
only the first order terms. Since every term of the bracket on A[[t]] introduces a
factor of t, we need only take the first order terms of each term. For example, we
find that
[atb ◦t c] = [atbc] +O(t2) = t{a, bc}+O(t2).
The other brackets simplify similarly, so we obtain
{a, bc} = {a, b}c+ b{a, c}.
Similarly, we examine Jacobi’s rule and take the coefficient of the lowest power of
t, namely t2. Arguing similarly, we find that
{{a, b}, c} = {{b, c}, a}+ {{c, a}, b}.
So, {−,−} is a Lie bracket on A, and combined with the associative product on A
it satisfies the Leibniz rule. This defines the structure of a Poisson algebra on A.
So, we can reformulate the problem of classifying deformation quantizations as a
problem regarding Poisson algebra structures that can be placed on A.
7.2. The calculations above have one large deficiency: if β1 is identically zero then
the bracket {·, ·} will be as well. So, we repeat the above reasoning for the general
case of formal deformations.
Thus, let A be a commutative associative algebra, and A˜ be a formal flat de-
formation of A, i.e., a topologically free (not necessarily commutative) associative
k[[t]]-algebra equiped with an algebra isomorphism A˜/tA˜ ∼= A.
Since A is commutative, this implies that for each a˜, b˜ ∈ A˜, a˜b˜ − b˜a˜ ∈ tA˜. For
each pair a˜, b˜ ∈ A˜, define a natural number m(a˜, b˜) to be the maximum integer such
that
[a˜, b˜] ∈ tm(a˜,b˜)A˜.
If [a˜, b˜] is contained in every tiA˜, we set m(a˜, b˜) = ∞. Let N = min{m(a˜, b˜) |
a˜, b˜ ∈ A}, which is necessarily greater than or equal to 1. Now, by Krull’s theorem,
we know that
⋂∞
i=1 t
iA˜ = 0, so if N =∞ this means that every [a˜, b˜] ∈ tiA for each
i ≥ 1, hence [a˜, b˜] = 0. This would force A˜ to be commutative.
Since we are interested in noncommutative deformations, we will only consider
the case N <∞. For any a, b ∈ A, choose a˜, b˜ ∈ A˜ such that
a˜ mod tA˜ = a , b˜ mod tA˜ = b. (7.2.1)
Then by the definition of N , we know that [a˜, b˜] ∈ tN A˜, so t−N (a˜b˜ − b˜a˜) is a
well-defined element of A˜. We define
{a, b} = t−N [a˜, b˜] mod tA˜. (7.2.2)
It is then easy to check that {a, b} is independent of the choice of a˜ and b˜, and that
{·, ·} gives A the structure of a Poisson algebra.
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7.3. A Lie algebra associated to a deformation. Let now A be an associative,
not necessarily commutative, algebra and write ZA for the center of A.
Hayashi observed, see [Hay], that given A˜, a formal flat deformation of A,
the construction of the previous subsection can be adapted to produce a Poisson
structure on ZA, a commutative algebra. In more detail, let a, b ∈ ZA, and choose
a˜, b˜ ∈ A˜ as in (7.2.1). Then, put
{a, b} := 1t [a˜, b˜] mod tA˜
It is straightforward to verify that
• {a, b} ∈ ZA;
• {a, b} is independent of the choices of a˜, b˜ ∈ A˜;
• The assignment a, b 7−→ {a, b}, makes ZA a Poisson algebra.
Remark 7.3.1. The reader should be alerted that, in contrast with the case of
§7.2, the Poisson bracket on ZA thus defined may turn out to be identically zero.
The reason is that unlike formula (7.2.2), we now divide by the first power of t
rather than the N th power (one can check that dividing by the N th power does not
give rise to a well-defined bracket on ZA). Now, given a, b ∈ ZA, put N(a, b) :=
mina˜,b˜∈Am(a˜, b˜), where the minimum is taken over all possible lifts of a and b.
Then, it is clear from the construction that if N(a, b) > 1 then the elements a, b
Poisson commute. Therefore, the Poisson bracket on ZA vanishes whenever one has
N(a, b) > 1 , ∀a, b ∈ ZA. ♦
The Hayashi construction has been further refined in [BD] as follows. We
introduce the following vector subspace
A˜′ := {a˜
∣∣ a˜ ∈ A˜ such that a˜ mod tA˜ ∈ ZA}.
We put A := A˜′/t · A˜′. Observe next that, for any a˜, b˜ ∈ A˜′, we have [a˜, b˜] ∈ tA˜,
We claim that the element 1t [a˜, b˜] belongs to A˜
′. Indeed, for any c˜ ∈ A˜, using Jacobi
identity in A˜, we find[
1
t [a˜, b˜], c˜
]
= 1t
[
[a˜, c˜] , b˜
]
+ 1t
[
a˜, [b˜, c˜]
] ∈ 1t [tA˜, b˜] + 1t [a˜, tA˜]
= [A˜, b˜] + [a˜, A˜] ⊂ tA˜+ tA˜ = tA˜.
Hence, the expression in the LHS of the top line vanishes modulo t. Thus, we have
proved that 1t [a˜, b˜] ∈ A˜′. Further, it is easy to see that the class 1t [a˜, b˜] mod tA˜′
depends only on the classes a˜ mod tA˜′ and b˜ mod tA˜′.
This way, one proves the following
Proposition 7.3.2. (i) The assignment a˜, b˜ 7−→ 1t [a˜, b˜] mod tA˜′ induces a Lie
algebra structure on A.
(ii) The projection A → ZA , a˜ 7−→ a˜ mod tA˜, is a Lie algebra map (with respect
to the Hayashi bracket on ZA), that gives rise to a Lie algebra extension:
0 −→ A/ZA −→ A −→ ZA −→ 0.
(iii) The adjoint action of A˜′ on A˜ descends to a well-defined Lie algebra action
of A on A, i.e., gives a Lie algebra map A → Der(A) , x 7→ ∂x; moreover, for any
x ∈ A/ZA ⊂ A and a ∈ A, we have ∂x(a) = [x˜, a˜] mod tA˜, where x˜, a˜ ∈ A˜ are any
lifts of x and a, respectively. 
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7.4. Example: deformations of the algebra End(E). Let E be an algebraic
vector bundle on a affine variety X , and A = End(E) the endomorphism algebra
of this vector bundle. The center of this algebra is ZA = k[X ] ⊂ End(E), the
subalgebra of ‘scalar’ endomorphisms.
Now let A˜ be a formal deformation of the algebra A. By Hayashi construction,
this deformation gives rise to a Poisson bracket on ZA = k[X ], thus makes X a
Poisson variety. In particular, assigning to each z ∈ k[X ] the derivation {z,−}
yields a Lie algebra map ξ : k[X ]→ Der(k[X ]) = T (X).
Recall the Atiyah algebraA(E) = Der End(E) of first order differential operators
on E with scalar principal symbol, introduced in §3.6. The following result gives an
explicit description of the Lie algebra A of Proposition 7.3.2 in the special case at
hand.
Proposition 7.4.1. There is a natural Lie algebra map ξ
A
: A → A(E) making the
second row of the diagram below the pull-back (via ξ) of the standard Lie algebra
extension in the first row of the diagram
0 // End(E) // A(E) // T (X) // 0
0 // End(E) //
id
A
ξ
A
OO
// k[X ] //
ξ
OO
0
Proof. By definition, the Lie algebra A(E)Theorem 3.6.4, is the Lie algebra of
derivations of the endomorphism algebra, which is our algebra A. Therefore,
producing a map ξ
A
: A → A(E) amounts to constructing a Lie algebra map
A → DerA. But the latter map has been already constructed in part (iii) of
Proposition 7.3.2. It is straightforward to verify, using part (ii) of that Proposition
that the map ξ
A
arising in this way indices the map ξ, the vertical arrow on the
right of the diagram above. 
7.5.
Definition 7.5.1. Let B be a k[[t]]-algebra with t-linear associative, not necessarily
commutative product ◦t and a t-linear Lie bracket [−,−]t such that
• [b, ·]t is a derivation with respect to ◦t; and
• a ◦t b− b ◦t a = t[a, b]t.
Then we say that B is a t-algebra.
Example 7.5.2. (i) If B is a flat deformation Â = A[[t]] of an algebra A such that
A is commutative, then [a, b]t =
a◦tb−b◦ta
t makes Â into a t-algebra.
(ii) Let A be a Poisson algebra with Poisson bracket {−,−}. Take ◦t to be the
given multiplication and [−,−]t = {−,−}, and let t act by zero on A. Then B is a
t-algebra. ♦
We let MPA denote the moduli space of flat deformations as t-algebra of
a given Poisson algebra A (recall that we assume that all Poisson algebras are
commutative). The quantization problem can be summarized as an attempt to
understand this space. Recall the moduli space MA of deformations of A as an
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associative algebra. Giving a Poisson structure on A is equivalent to giving an
element of the second Hochschild cohomology of A, which we identify with the
tangent space of MA at A. That is, an element of MPA corresponds to an element
of TAMA. So, we can view MPA is the germ of the blow-up of MA at the point
given by A and tangent direction specified by the given Poisson structure on A.
7.6. Moyal-Weyl quantization. Let (V, ω) be a symplectic manifold (recall that
this means that ω ∈ Ω2V is nondegenerate and closed, dω = 0). Let A = k[V ].
The symplectic form ω gives rise to a Poisson bracket in the following way. Since
ω is nondegenerate, it induces an isomorphism of bundles TV ≃ T ∗V . Given some
section α ∈ Γ(V, T ∗V ), this isomorphism provides a vector field ξα ∈ Γ(V, TV ). So,
if f ∈ k[V ] is a regular function, df is a one-form, that is, df ∈ Γ(V, T ∗V ). This
gives rise to a vector field ξdf ∈ Γ(V, TV ). So, if we have two functions f, g ∈ k[V ],
we define
{f, g} = ξdfg.
This is clearly skew-symmetric.
We consider a special case where V is a symplectic vector space of dimen-
sion dim V = 2n, so ω ∈ ∧2V ∗ is a nondegenerate skew-symmetric bilinear form
ω : V ∧V → k. Recall that given such a symplectic form ω on V , we can find coor-
dinates p1, . . . , pn, q1, . . . , qn on V such that in these coordinates ω is the standard
symplectic form, i.e.,
ω =
n∑
i=1
dpi ∧ dqi.
Then if f is a regular function on V , we find that the vector field associated to df
is given by
ξdf =
n∑
i=1
[
∂f
∂pi
∂
∂qi
− ∂f
∂qi
∂
∂pi
]
,
so that
{f, g} =
n∑
i=1
[
∂f
∂pi
∂g
∂qi
− ∂f
∂qi
∂g
∂pi
]
.
Let π ∈ ∧2V be the bivector obtained by transporting the 2-form ω via the
isomorphism ∧2V ∗ ∼−→ ∧2 V induced by the symplectic form ω. Using π we can
rewrite the above Poisson bracket on k[V ] as f, g 7→ {f, g} := 〈df ∧ dg, π〉 on k[V ],
the polynomial algebra on V . The usual commutative product m : k[V ]⊗ k[V ] →
k[V ] and the Poisson bracket {−,−} make k[V ] a Poisson algebra.
This Poisson algebra has a distinguished Moyal-Weyl quantization ([Mo], see
also [CP]). This is an associative star-product depending on a formal quantization
parameter t, defined by the formula
f ∗t g := m◦ e 12 tπ(f ⊗ g) ∈ k[V ][t], ∀f, g ∈ k[V ][t]. (7.6.1)
To explain the meaning of this formula, view elements of SymV as constant-
coefficient differential operators on V . Hence, an element of SymV ⊗SymV acts as
a constant-coefficient differential operator on the algebra k[V ]⊗ k[V ] = k[V × V ].
Now, identify ∧2V with the subspace of skew-symmetric tensors in V ⊗ V . This
way, the bivector π ∈ ∧2V ⊂ V ⊗ V becomes a second order constant-coefficient
differential operator π : k[V ]⊗ k[V ]→ k[V ]⊗ k[V ]. Further, it is clear that for any
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element f⊗g ∈ k[V ]⊗k[V ] of total degree ≤ N , all terms with d > N in the infinite
sum et·π(f ⊗ g) = ∑∞d=0 tdd!πd(f ⊗ g) vanish, so the sum makes sense. Thus, the
symbol m◦ et·π in the right-hand side of formula (7.6.1) stands for the composition
k[V ]⊗ k[V ] e
t·pi
−−−−−→ k[V ]⊗ k[V ]⊗ k[t]
m⊗Idk[t]−−−−−→ k[V ]⊗ k[t],
where et·π is an infinite-order formal differential operator.
In down-to-earth terms, choose coordinates x1, . . . , xn, y1, . . . , yn on V such
that the bivector π, resp., the Poisson bracket {−,−}, takes the canonical form
π =
∑
i
∂
∂xi
⊗ ∂
∂yi
− ∂
∂yi
⊗ ∂
∂xi
, resp., {f, g} =
∑
i
∂f
∂xi
∂g
∂yi
− ∂f
∂yi
∂g
∂xi
. (7.6.2)
Thus, in canonical coordinates x = (x1, . . . , xn), y = (y1, . . . , yn), formula (7.6.1)
for the Moyal product reads
(f ∗t g)(x, y) =
∞∑
d=0
td
d!
(∑
i
∂
∂x′i
∂
∂y′′i
− ∂
∂y′i
∂
∂x′′i
)d
f(x′, y′)g(x′′, y′′)
∣∣∣
x′=x′′=x
y′=y′′=y
=
∑
j,l∈Zn
≥0
(−1)l| t
|j|+|l|
j! l!
· ∂
j+lf(x, y)
∂xj∂yl
· ∂
j+lg(x, y)
∂yj∂xl
, (7.6.3)
where for j = (j1, . . . , jn) ∈ Zn≥0 we put |j| =
∑
i ji and given j, l ∈ Zn≥0, write
1
j! l!
∂j+l
∂xj∂yl
:=
1
j1! . . . jn!l1! . . . ln!
· ∂
|j|+|l|
∂xj11 . . . ∂x
jn
n ∂y
l1
1 . . . ∂y
ln
n
.
7.7. Weyl Algebra. A more conceptual approach to formulas (7.6.1)–(7.6.3) is
obtained by introducing the Weyl algebra At(V ). This is a k[t]-algebra defined by
the quotient
At(V ) := (TV
∗)[t]/I(u⊗ u′ − u′ ⊗ u− t · 〈π, u⊗ u′〉)u,u′∈V ∗ ,
where TV ∗ denotes the tensor algebra of the vector space V ∗, and I(. . .) denotes
the two-sided ideal generated by the indicated set.
For instance, if dimV = 2 and p, q are canonical coordinates on V , then we
have
At = At(V ) = k 〈p, q〉 /(pq − qp = t).
By scaling, there are essentially only two different cases for t, namely t = 0
or t 6= 0. However, it will be convenient to have a continuous parameter. Also,
the algebra A1 will be called simply the Weyl algebra. Notice that even though
a monomial does not have a well-defined degree (for example, pq = qp − t, the
left-hand side has degree two and the right is not even homogeneous if t 6= 0), we
can see that any homogeneous monomial has a highest degree in which it may be
expressed. We filter At(V ) by this highest degree for each monomial.
Now, a version of the Poincare´-Birkhoff-Witt theorem says that the natural
symmetrization map yields a k[t]-linear bijection σW : k[V ][t]
∼−→ At(V ). In the
special case of a 2-dimensional space V , the linear bijection σt : k[p, q]→ At is given
by sending pmqn ∈ k[p, q] to the average of all possible permutations of the m p’s
and n q’s. This becomes the identity when we pass to the graded case. That is,
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if ϕ is a homogeneous polynomial, then the principal symbol of σt(ϕ) in grAt is
precisely ϕ.
Thus, transporting the multiplication map in the Weyl algebra At(V ) via the
bijection σW , one obtains an associative product
k[V ][t]⊗k[t] k[V ][t]→ k[V ][t], f ⊗ g 7→ σ−1W (σW (f) · σW (g)).
It is known that this associative product is equal to the one given by formulas
(7.6.1)–(7.6.3).
The easiest way to see the last assertion is to argue heuristically as follows. We
assume dim V = 2, for simplicity.
First of all, one verifies that f ⊗ g = σ−1W (σW (f) · σW (g)) admits an expansion
with the initial term fg plus terms of higher order in t whose coefficients are all
composed of differential operators with polynomial coefficients applied to f and g.
Given this claim, we can then extend the product formula to all smooth functions,
not just polynomials. In particular, we choose to take
ϕ(p, q) = eαp+βq and g(p, q) = eγp+δq,
where none of α, β, γ, δ equal one another and none of them equal zero or one. Then
a differential operator on ϕ and g is determined completely by its action on the
above ϕ and g.
So, we have essentially moved from the problem of computing the product in
At to computing its logarithm. In the case of Lie algebras, we can invoke the
Campbell-Hausdorff theorem to obtain some partial information. In this case, we
know that both ex and ey are elements of an associated Lie group, hence so is
ex ◦t ey. So, we should be able to express ex ◦t ey = ezt(x,y) for some function
zt(x, y). In particular, we always know the first two terms:
zt(x, y) = (x + y) +
t
2
[x, y] +O(t2).
Notice that the first term is x+y. Here is a little exercise: Check that the βj ’s (the
coefficient tj) can be expressed as a differential operator as we claim if and only if
the above expansion starts with x+ y.
We now specialize the general Campbell-Hausdorff theorem in the case of the 3-
dimensional Heisenberg Lie algebra h with basis {x, y, c} and commutation relations
[x, y] = c, [x, c] = [y, c] = 0,
in particular, c is central.
It is clear that the Weyl algebra At is a quotient of the enveloping algebra
of h, specifically, we have At = U (h)/(c = t). So, we can apply the discussion
regarding the Campbell-Hausdorff theorem to h. Notice that since every bracket is
central, there can be no nontrivial interated brackets. So, we can check that the
Campbell-Hausdorff theorem yields the simple relation
zt(x, y) = (x+ y) +
t
2
[x, y].
We find that
ex ◦t ey = ex+y+ t2 [x,y].
We can generalize the above to the case dimV > 2. This will allow us to better
understand some of the symmetries of the situation. The Heisenberg Lie algebra h
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for dimension V is given by a central extension of k by V treated as an abelian Lie
group (i.e., [v, w] = 0 for all v, w ∈ V ). That is,
0 // k // h // V // 0 .
The above exact sequence splits as a vector space, so we may write h = kc + V ,
where c is a non-zero element of k. To determine the Lie bracket on h, we need
only compute [x, y] for x, y ∈ V (since c is central). We set [x, y] = ω(x, y)c for
all x, y ∈ V . Notice that this is invariant under the action of the symplectic group
Sp(V, ω) on V . In our situation, we obtain the formula
ex ◦t ey = ex+y+ t2ω(x,y) = e t2ω(x,y)ex+y,
which is a simple scalar correction term. If we now apply this calculation for
ϕ(p, q) = eαp+βq and ψ(p, q) = eγp+δq, we find
ϕ ◦t ψ(p, q) = exp
[
t
2
ω(αp+ βq, γp+ δq)
]
ϕψ
= exp
{
t
2
[αγω(p, p) + αδω(p, q) + βγω(q, p) + βδω(q, q)]
}
ϕψ
= exp
[
t
2
(αδ − βγ)
]
ϕψ
=
∞∑
n=0
tn
2nn!
(αδ − βγ)nϕ(p, q)ψ(p, q).
Of course, α corresponds to differentiating ϕ with respect to its first argument, β
is differentiation of ϕ with respect to the second, etc. So, for any f, g ∈ k[p, q], we
obtain
f ◦t g =
∞∑
n=0
tn
2nn!
(
∂
∂p′
∂
∂q′′
− ∂
∂p′′
∂
∂q′
)
ϕ(p′, q′)ψ(p′′, q′′)
∣∣∣∣∣p′=p′′=p
q′=q′′=q
.
The right hand side here is exactly the same expression as given by formula (7.6.3).
8. Ka¨hler differentials
8.1. In order to make some connections to geometry, we are going to discuss a
construction for commutative algebras. So, until further notice, A is a commutative
algebra. Ka¨hler differentials for A are A-linear combinations of the symbols db,
where b ∈ A and d(ab) = a db+ b da. More formally:
Definition 8.1.1. Set Ω1com(A) := A⊗A/(ab⊗ c− a⊗ bc+ ac⊗ b). The elements
of Ω1com(A) are called the (commutative) Ka¨hler differentials of A (intuitively, a⊗ b
should be thought of as a differential form a db).
Let us examine the connection of Ω1com(A) to Hochschild homology. Recall that
Hochschild homology is the homology of the complex A⊗3 → A⊗2 → A → 0. An
element a⊗ b of A ⊗ A is automatically a 1-cycle, since d(a ⊗ b) = ab− ba = 0 as
A is commutative. Since
d(a⊗ b⊗ c) = ab⊗ c− a⊗ bc+ ca⊗ b = ab⊗ c− a⊗ bc+ ac⊗ b,
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we see that the relation for Ω1com(A) is derived precisely from the consideration of
1-boundaries. So,
Ω1com(A) ≃ HH1(A).
If we think of Ω1com(A) as the free A-module generated by symbols db where d
acts as a derivation from A to A, we find that d1A = 0 through the usual argument
that a derivation is zero on constants. Indeed, we find that d(λ1A) = 0 for all λ ∈ k.
The space of Ka¨hler differentials for A plays an important universal role relative
to derivations. Define ∂ : A→ Ω1com(A) by ∂a = a⊗ 1A− 1A⊗ a. Then ∂ is indeed
a derivation, and we will often denote it symbolically by a 7→ da.
Theorem 8.1.2. Let M be an A-module and let θ : A→M be a derivation. Then
the assignment Ω1com(θ) : (a db) 7→ aθ(b) gives an A-module map Ω1com(θ) : Ω1com(A)
→ M , which is uniquely defined by the requirement that the following diagram
commutes:
A
∂ //
θ ?
??
??
??
? Ω
1
com(A)
Ω(θ)zzvv
vv
vv
vv
v
M
.
The proof is a routine calculation.
Example 8.1.3. Consider the case A = SymV , the symmetric algebra for the k-
vector space A. Since a derivation on an algebra is uniquely defined by specifying its
values on generators and applying the Leibniz rule, we find that Der(SymV,M) ≃
Homk(V,M). Then the theorem asserts that there is an isomorphism between
Der(Sym V,M) and HomA(Ω
1
com(A),M), so Ω
1
com(A) is the unique SymV -module
such that
Homk(V,M) ≃ HomA(Ω1com(A),M).
Clearly, Ω1com(A) is the free SymV -module with V being the space of generators
that is, Ω1com(A) ≃ (SymV ) ⊗ V . With this definition, we can explicitly calculate
that ∂ : SymV = A→ Ω1com(A) = (SymV )⊗ V is given by
∂(v1 · · · vn) =
n∑
i=1
v1 · · · v̂i · · · vn ⊗ vi.
♦
Suppose now A = k[X ], the algebra of regular functions on some affine variety
X . We would like to identify Ω1com(A) with T
∗(X), the space of global sections of
the cotangent bundle on X . This can be done in the following way.
Consider the diagonal embedding X ⊂ X ×X . Then we can view TX as the
normal bundle to X in X × X , that is, TX = TX(X × X). Similarly, we view
T ∗(X) as the conormal bundle T ∗X(X ×X). We would like to be able to identify
Ω1com(A) with Γ(X, T
∗
X(X×X)), the space of regular sections of the corresponding
conormal sheaf.
In general, if we have an embedding X →֒ Y of affine varieties, then we obtain
an embedding I(X) ⊂ k[Y ], where I(X) denotes the ideal of regular functions
vanishing on X . We can view I(X)/I(X)2 as a linear form on TXY which is zero
in the X-direction. Intuitively, if f ∈ I(X), then the Taylor expansion of f around
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a point x ∈ X begins with the first derivative. By quotienting out I(X)2, we are
killing the higher derivative terms, and only considering the derivative of f applied
to a tangent vector to Y . So, the definition Γ(X, T ∗XY ) := I(X)/I(X)
2 seems to
be a legitimate one.
In our case, Y = X × X and X →֒ X × X is the diagonal map, so I(X) =
Ker(A⊗A→ A), where the map is multiplication. Notice that multiplication is an
algebra map if and only if A is commutative. We can now formulate the following
proposition.
Proposition 8.1.4. There is a canonical isomorphism of A-modules,
Ω1com(A) ≃ I(X)/I(X)2.
Proof. First, we will set I = I(X) = Ker(A⊗A→ A) to simplify the notation.
Given A a commutative algebra, the multiplication map m : A ⊗ A → A is an
algebra homomorphism, and we let I denote its kernel, which is therefore an ideal of
A⊗A. Let M be a left A-module. We will view M as an A-bimodule by equipping
it with the symmetric A-bimodule structure, that is, m · a = am for all m ∈ M ,
a ∈ A. Then the short exact sequence of A-bimodules
0 // I // A⊗A m // A // 0
induces a long exact sequence of Ext-groups, the first few terms of which we produce
below
HomA-bimod(A,M)→ HomA-bimod(A⊗A,M)→ HomA-bimod(I,M)
→ Ext1A-bimod(A,M)→ Ext1A-bimod(A⊗A,M)→ · · · .
Now, since an A-bimodule is a left A⊗Aop-module, and A is commutative, we see
that A⊗A is the free A-bimodule of rank one. Hence Ext1A-bimod(A⊗A,M) = 0 and
HomA-bimod(A⊗A,M) ≃M . Also, we have by definition that Ext1A-bimod(A,M) ≃
HH1(M), the first Hochschild cohomology of A with coefficients in M , which is
precisely the set of all outer derivations from A toM . However,M has a symmetric
A-bimodule structure, so there are no inner derivations. Hence, Ext1A-bimod(A,M) ≃
Der(A,M).
Finally, we observe that HomA-bimod(A,M) = {m ∈ M | am = ma}, since
this is just the zeroth-degree Hochschild cohomology. But M is symmetric, so this
is all of M . Therefore, the map HomA-bimod(A,M) → HomA-bimod(A ⊗ A,M) is
an isomorphism, and HomA-bimod(I,M) → Der(A,M) is a surjection. A calcula-
tion then shows that in fact HomA-bimod(I,M) ≃ HomA(I/I2,M), so we see that
Ω1com(A) ≃ I/I2, which is essentially the definition we gave before.
Then given an A-bimodule (i.e., an A ⊗ A-module), the A-bimodule M/IM
has a symmetric bimodule structure, that is, am = ma for all a ∈ A and m ∈ M .
Second, we recall that the bar complex is exact, and that it was (initially) given by
A⊗3
b // A⊗A m // A // 0 .
So, I = Imb. So, the following sequence is exact
0 // I // A⊗A // A // 0 .
Now, both Tor and Ext are homological functors, so they associate long exact
sequences to short exact sequences such as the one above. Since A ⊗ A is a free
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A-bimodule, ExtA-bimod(A⊗A,−) = 0. By standard results in homological algebra,
we obtain that for any A-bimodule M ,
Ext1A-bimod(A,M) ≃ Ext0A-bimod(I,M).
But we know that Ext1A-bimod(A,M) ≃ HH1(M) ≃ Der(A,M), and also that
Ext0A-bimod(I,M) ≃ HH0(I,M) = HomA-bimod(I,M). Now recall that A is com-
mutative and M is a symmetric bimodule. Then
HomA-bimod(I,M) = HomA-mod(I/I
2,M).
Following the line of isomorphisms, we find that indeed I/I2 ≃ Ω1com(A). 
This proof relied heavily on the symmetry of the module actions. Indeed, this
is the first point where we will see noncommutative and commutative geometry
diverging.
Remark 8.1.5. Identify Ωcom(A) with I/I
2 where I = Ker[m : A ⊗ A → A]. It
is easy to check that the map Ωcom(θ) : I/I
2 → M corresponding to a derivation
θ : A→M is induced by a map A⊗A ⊃ I →M given by a similar formula
Ωcom(θ) :
∑n
i=1
ai ⊗ bi 7−→
∑n
i=1
aiθ(bi).
The Leibniz formula for θ insures that this map indeed vanishes on I2.
9. The Hochschild-Kostant-Rosenberg Theorem
9.1. Smoothness. Let X ⊂ kn be an algebraic set defined by a system of polyno-
mial equations
X = {x = (x1, . . . , xn) ∈ kn
∣∣ f1(x) = 0, . . . , fr(x) = 0}. (9.1.1)
Thus, X is the zero variety of the ideal I := 〈〈f1, . . . , fr〉〉 ⊂ k[x1, . . . , xn]. We
call k[X ] := k[x1, . . . , xn]/I the (scheme-theoretic) coordinate ring of X . Hilbert’s
Nullstellensatz says that the ideal I is radical, i.e., the algebra k[X ] has no nilpo-
tents, if and only if I is equal to the ideal of all polynomials f ∈ k[x1, . . . , xn] that
vanish on the set X pointwise. In this case, the coordinate ring k[X ] is said to be
reduced, and the algebraic set X is called an affine algebraic variety.
We would like to discuss the notion of smoothness of algebraic varieties. To this
end, fix an algebraic set X as in (9.1.1). For any point a ∈ X , we introduce the
following Jacobian n× r-matrix:
Ja(f1, . . . , fr) :=

∂f1(x)
∂x1
. . . ∂f1(x)∂xn
∂f2(x)
∂x1
. . . ∂f2(x)∂xn
. . . . . . . . .
∂fr(x)
∂x1
. . . ∂fr(x)∂xn

∣∣∣∣∣∣∣∣∣
x=a
Further, let Oa denote the local ring at a (the localization of k[X ] with respect to
the multiplicative set of all polynomials f such that f(a) 6= 0), and write ma ⊂ Oa
for the maximal ideal of the local ring Oa. Thus Oa/ma = k, and ma/m 2a is a
finite dimensional vector space over Oa/ma = k. We consider the graded algebra
Sym
q
(mx/m
2
x ) :=
⊕
i≥0 Sym
i(mx/m
2
x ), and also the graded algebra
⊕
i≥0 m
i/m i+1x .
The imbedding mx/m
2
x →֒
⊕
i≥0 m
i/m i+1x extends by multiplicativity to a graded
algebra homomorphism Sym
q
(mx/m
2
x) −→
⊕
i≥0 m
i/m i+1x .
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One has the following basic result.
Theorem 9.1.2. For an irreducible algebraic set X the following properties (i) –
(iv) are equivalent:
(i) For any x ∈ X, the map Sym q(mx/m 2x) −→
⊕
i≥0 m
i/m i+1x is an isomor-
phism;
(ii) The module Ω1com(k[X ]) of Ka¨hler differentials is a projective k[X ]-module;
(iii) The coordinate ring k[X ], viewed as a module over k[X ]e = k[X ] ⊗ k[X ],
has a finite projective resolution;
(iv) For any point a ∈ X one has rkJa(f1, . . . , fr) = n− dimX.
The algebraic set X satisfying the equivalent conditions (i)–(iv) of the Theorem
is called smooth. It is easy to see that condition (i) above implies that k[X ] is
reduced, i.e., a smooth algebraic set is necessarily an affine algebraic variety.
Theorem 9.1.3 (HKR). Let A = k[X ], where X is a smooth affine variety. Then
HHk(A) = Γ(X,Λ
k
T
∗(X)) = ΛkAΩ
1
com(A)
HHk(A) = Γ(X,ΛkT (X)) = ΛkADer(A),
where T (X) is the tangent bundle of X, T ∗(X) is the cotangent bundle, and
Γ(X, ·) denotes global sections.
Remark 9.1.4. First, observe that the HKR theorem shows that both Hochschild
homology and cohomology are commutative algebras (i.e., the total homology
HH q(A) = ⊕∞n=0HHn(A) is an algebra, as is the cohomology). In the case of
cohomology, this is not too terribly surprising. Recall that we defined
HH
q
(A) = Ext
q
A-bimod(A,A),
which has a commutative algebra structure induced by the diagonal mapA 7→ A⊗A.
We can see in a more elementary way that HH q(A) = TorA-bimodq (A,A) has a
commutative algebra structure by observing that the multiplication map A⊗A→ A
is an algebra map if and only if A is commutative. In particular, we would not
expect HH q(A) to be an algebra if A is not commutative. ♦
9.2. From Hochschild complex to Chevalley-Eilenberg complex. For any
commutative algebra A and a left A-moduleM , viewed as a symmetric A-bimodule,
we are going to construct the following natural maps:
C q(A,M)
κM
q //
M ⊗A Λ qADer(A),
altMq
oo (9.2.1)
C
q
(A,M)
κ
q
M //
M ⊗A Λ qAΩ1com(A).
alt
q
M
oo
The proof involves Lie algebra homology, which we recall here. If g is a Lie algebra
and M is a g-module, then the Lie algebra homology HLiep (g,M) is computed in
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terms of the following complex: the pth term CLiep (g,M) is given by M ⊗ Λpg, and
the differential d : CLiep (g,M)→ CLiep−1(,M) is given by
dLie(m⊗(x1 ∧ · · · ∧ xp)) =
p∑
i=1
(−1)ixim⊗ (x1 ∧ · · · ∧ x̂i ∧ · · · ∧ xp)
+
∑
j<k
(−1)j+km⊗ ([xj , xk] ∧ x1 ∧ · · · ∧ x̂j ∧ · · · ∧ x̂k ∧ · · · ∧ xp).
Now suppose that A is an associative algebra and M is an A-bimodule. Consider
A as a Lie algebra under the commutator bracket, and makeM a Lie A-module via
the action (a,m) 7→ am−ma. Notice that if A is commutative andM is symmetric,
then both the Lie algebra structure on A and the Lie A-module structure of M are
trivial.
Consider the following diagram
M ⊗ ΛpkA
idM⊗alt //
dLie

M ⊗A⊗p
d

M ⊗ Λp−1k A idM⊗alt
//M ⊗A⊗(p−1)
,
where alt : ΛpkA→ A⊗p is the completely alternating map given by
alt(a1 ∧ · · · ∧ ap) =
∑
σ∈Sp
(−1)signσaσ(1) ⊗ · · · ⊗ aσ(p).
In the case that A is commutative and M symmetric, then the image of the alter-
nating map on CLiep (A,M) is zero. In any case, it is tedious but easy to check that
alt(CLiep (A,M)) ⊂ Zp(A,M). By passing to the quotient by Bp(A,M), we obtain
a map alt : M ⊗ ΛpkA→ HHp(A,M).
We will now construct the inverse map and leave it to the reader to check
the remainder of the proof. Choose any m ⊗ (a1 ⊗ · · · ⊗ ap) ∈ Cp(A,M). Define
π : Cp(A,M)→M ⊗A ΛpAΩ1com(A) by
π(m⊗ (a1 ⊗ · · · ⊗ ap)) = m⊗ da1 ∧ · · · ∧ dap.
It is then easy to see that π ◦ alt is given by
m⊗ (a1 ∧ · · · ∧ ap) 7→ p!m⊗ (da1 ∧ · · · ∧ dap).
We claim that in the case that M = A, where A is the coordinate ring of a smooth
affine variety, π is an isomorphism from HHp(A) to Λ
p
AΩ
1
com(A) as desired. For
simplicity’s sake, we will let Ωpcom(A) = Λ
p
AΩ
1
com(A).
Indeed, we will show that π is an isomorphism of A-modules. It is clear that
Ωpcom(A) is an A-module by its definition. Observe that for any associative algebra,
HHp(M) has the structure of a ZA-module for all p (recall that ZA is the center of
A). Indeed, if z ∈ ZA, the action is given by
z · [m⊗ (a1 ⊗ · · · ⊗ ap)] = zm⊗ (a1 ⊗ · · · ⊗ ap).
It is easy to see that the z-action commutes with d since z commutes with all
elements of A. Since A is commutative, ZA = A, hence HHp(M) is an A-module.
The proof that π is an isomorphism then follows a standard argument. If ϕ : M →
N is a map of R-modules for some commutative ring R, then ϕ is an isomorphism
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if and only if ϕm : Mm → Nm is an isomorphism for every maximal ideal m ⊂ R,
where Mm is M localized at m.
9.3. Proof of Theorem 9.1.3. We will only prove the result for the homology,
since the result for cohomology is analogous.
Now, recall that HHp(A) = Tor
A⊗A
p (A,A). We now localize at some maximal
ideal m ⊂ A. We then obtain the localized map
TorA⊗Ap (A,A)m
πm // (Ωpcom(A))m .
Ideally, we would hope that TorA⊗Ap (A,A)m = Tor
Am⊗Am
p (Am, Am). Indeed, this is
the case. If M is any A-bimodule, then TorA⊗A0 (A,M) = A⊗A⊗AM . Then we see
that
TorA⊗Ap (A,A)m = (A⊗A⊗A M)m = Am ⊗Am⊗Am Mm = TorAm⊗mp (Am,Mm).
Recall that localization is an exact functor. So, it commutes with derived functors,
in particular, it commutes with the derived functors of ⊗, which are precisely the
Tor-groups. So, we are reduced to the case of a map
TorAm⊗Amp (Am, Am)
πm // Ωpcom(Am/k) .
So, it suffices to consider a local ring.
Lemma 9.3.1. Let R be a commutative k-algebra, J ⊂ R an ideal finitely generated
by x1, . . . , xn ∈ R, where x1, . . . , xn is a regular sequence (that is, xi+1 is not a zero
divisor in R/(x1, . . . , xi) for all i). Then
TorR1 (R/J,R/J) ≃ J/J2.
Indeed we have an isomorphism for all p,
TorRp (R/J,R/J) ≃ ΛpR/J (J/J2).
We will omit the proof of this lemma. With this result in hand, we set R =
A⊗ A, which we view as k[X ×X ], and we let J be the ideal of regular functions
on X ×X vanishing on the diagonal. If X is smooth, then J is indeed generated
by elements forming a regular sequence. An application of the lemma finishes the
proof.
9.4. Digression: Applications to formality. In this section we are going to use
the relation between Hochschild and Chevalley-Eilenberg complexes to obtain some
(non-obvious) formality results in the algebraic geometry.
We fix X , a smooth projective variety with the structure sheaf OX . We write
Dbcoh(X) for the bounded derived category of complexes of OX -modules with co-
herent cohomology sheaves, cf. e.g. [???].
Let ı : X →֒ X ×X be the diagonal imbedding. Associated to this imbedding,
one has a direct image functor ı∗ : D
b
coh(X) −→ Dbcoh(X×X), and an inverse image
functor ı∗ : Dbcoh(X × X) −→ Dbcoh(X). We will be interested in the composite
functor
ı∗ı∗ : D
b
coh(X) −→ Dbcoh(X ×X) −→ Dbcoh(X).
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It is known, for instance, that for any coherent sheaf F on X , the cohomology
sheaves of the object ı∗ı∗F are given by
H
i(ı∗ı∗F ) = Ω
i
X ⊗OX F .
The Proposition below implies that the object ı∗ı∗F ∈ Dbcoh(X) is actually quasi-
isomorphic to a direct sum of its cohomology sheaves.
Proposition 9.4.1. There is a quasi-isomorphism
ı∗ı∗OX ≃
⊕dimX
i=0 Ω
i
X [i] in D
b
coh(X).
Proof. Assume first that X = SpecA, is affine. We have A ⊗ A = k[X ×X ]. The
kernel I := Ker(A ⊗A→ A) of the multiplication map may be identified with the
defining ideal of the diagonal X ⊂ X ×X .
We know that the bar complex B qA provides a resolution of the k[X × X ]-
module A = k[X ×X ]/I by free k[X ×X ]-modules. For each i = 0, 1, . . . , let B̂iA
be the I-adic completion of BiA. The standard homotopy on the bar complex, that
shows that the complex B qA is acyclic, extends to the completions. Hence, the
completed bar complex provides a resolution of Âe/I = k[X ×X ]/I of the form
. . .→ B̂iA→ B̂i−1A→ . . .→ B̂1A→ B̂0A ։ k[X ×X ]/I = k[X ],
where each term B̂iA is a flat k[X ×X ]-module.
The resolution above globalizes naturally to an arbitrary, not necessarily affine,
varietyX . Specifically, letX be any smooth variety. For each i ≥ 0, we let B̂i(X) :=
ÔXi+2 be the completion of the structure sheaf of the Cartesian power X i+2 along
the principal diagonal X →֒ X i+2. The projection pr1,i+2 : X i+2 → X × X , on
the first and last factors, makes ÔXi+2 a sheaf of OX×X -modules. Thus, we have
constructed a complex B̂ q(X) such that, for each i ≥ 0, we have
• B̂i(X) is a (not quasi-coherent) sheaf of flat OX×X -modules;
• B̂i(X) is set-theoretically supported on the diagonal X∆ ⊂ X ×X , so may be
regarded as a sheaf on X∆;
• For any Zariski-open affine subset U = SpecA ⊂ X∆, we have Γ(U, B̂ q(X)) =
B̂ qA.
We deduce that the object ı∗ı∗OX ∈ Dbcoh(X) is represented by the following
complex of OX×X -modules
B̂ q(X)
⊗
OX×X
OX∆ =
[
. . .→ ÔX3 → ÔX2 → OX∆ → 0
]
.
Now, the assignment sending, for each Zariski-open affine subset U ⊂ X∆, a0 ⊗
a1⊗ . . .⊗ ai ∈ Γ(U, ÔXi+1) to a0 ∧ da1 ∧ . . .∧ dai yields a quasi-isomorphism of the
above complex with
⊕
i≥0 Ω
i
X [i]. 
Remark 9.4.2 (Kapranov). Let X be a smooth algebraic variety. Consider the
complex RHom (over X × X) from O∆ to itself, where ∆ is the diagonal. Its
cohomology sheaves, i.e., the Ext’s are just the exterior powers of TX , the tangent
bundle. One may ask if this complex is quasiisomorphic to the direct sum of its
cohomology sheaves.
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Further, given a coherent sheaf F on X, let Quoth(F ), be the quot-scheme
that parametrizes quotient sheaves of F with Hilbert polynomial h or, equivalently,
subsheavesK in F with Hilbert polynomial hF −h. The tangent space to Quoth(F )
at the point represented by a sheaf K is the space HomX(K,F/K). In [CK1], the
authors have constructed a derived quot-scheme, a smooth dg-manifold RQuot
whose tangent dg-space (i.e. complex) at a point K as above is RHom(K,F/K).
In the special case where h = 1 and F = OX , we have Quoth = X , the
quotient sheaves being skyscrapers at points of X. Yet, the corresponding derived
quot-scheme is different, its tangent space at x ∈ X is a complex concentrated
in nonnegative degrees whose degree i ≥ 0 cohomology is equal to ∧i+1Tx(X).
According to Proposition 9.4.1, this dg-manifold is split, i.e., is quasiisomorphic to
X with the structure sheaf being the symmetric algebra of the graded algebra sheaf
formed by the direct sum of ΩiX in degree (−i+ 1), i > 0. ♦
Remark 9.4.3. For any dg-manifold Y we have the scheme π0(Y ), the spectrum
of the 0th cohomology of OY , and on π0(Y ) we have the sheaf of Lie∞ algebras
obtained by restricting the tangent dg-bundle TY onto π0(Y ) in the sense of dg-
schemes (note that π0(Y ) is a dg-subscheme in Y ). Denote this sheaf by tY (small t
to avoid confusion). This sheaf of Lie∞ algebras defines Y up to quasiisomorphisms
(duality between commutative and Lie algebras, sheafified along π0(Y )). To be
more precise, it determined the formal completion of Y along π0(Y ) (which is all
that is needed in practice). Taking Y = RQuot as before, we get π0(Y ) = X and
tY = the quotient of RHom(O∆,O∆) by the actual Hom in degree 0, then shifted
by 1. ♦
10. Noncommutative differential forms
10.1. For an associative commutative k-algebra A and a left A-moduleM , we may
consider the space Der(A,M) of all derivations θ : A→M . We have seen that the
functor M 7−→ Der(A,M) is representable by the A-module Ωcom(A) of Ka¨hler
differentials.
IfA is an associative not necessarily commutative k-algebra, the space Der(A,M)
is defined provided M is an A-bimodule. We are going to show that the functor
M 7−→ Der(A,M), defined on the category of A-bimodules, is also representable.
To this end, we let m : A⊗ A→ A denote the multiplication map viewed as a
map of A-bimodules. The kernel of m is a sub-bimodule in A⊗A.
Definition 10.1.1. We denote Ω1nc(A) := Ker[m : A⊗ A→ A], and call it the A-
bimodule of noncommutative 1-forms on A. Thus, one has the fundamental exact
sequence of A-bimodules
0 −→ Ω1nc(A) −→ A⊗A mult−→ A −→ 0.
Proposition 10.1.2. For every M ∈ A-bimod, there is a canonical isomorphism
Der(A,M) ≃ HomA-bimod(Ω1nc(A),M).
Thus, the functor M 7→ Der(A,M) is representable by the A-bimodule Ω1nc(A).
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Proof. Recall the bar resolution of A:
B qA : · · · b // B1 b // B0 m // A // 0 ,
where Bj = BjA = A ⊗ A⊗j ⊗ A, and the final map B0 = A ⊗ A → A is the
multiplication map. Recall also that this complex is acyclic. Now let δ : A → M
be a derivation. We will define an A-bimodule map δ˜ : A⊗3 →M . We set
δ˜(a′ ⊗ a⊗ a′′) = a′δ(a)a′′.
We claim that δ is a derivation if and only if δ˜ is a Hochschild 2-cocycle. Indeed,
(bδ˜)(a0⊗a1 ⊗ a3 ⊗ a4)
= δ˜(a0a1 ⊗ a2 ⊗ a3)− δ˜(a0 ⊗ (a1a2)⊗ a3) + δ˜(a0 ⊗ a1 ⊗ (a2a3))
= a0a1δ(a2)a3 − a0δ(a1a2)a3 + a0δ(a1)a2a3.
Clearly, the latter expression vanishes for all a1, a2, a3 if and only δ is a derivation.
Since δ˜ is a 2-cocycle, it is zero on all 3-boundaries, that is, δ˜|dB2 = 0. So,
δ˜ descends to a well defined A-bimodule homomorphism δ˜ : B1/dB2 → M . Since
the bar complex is exact, B1/dB2 ≃ dB1, and exactness again implies that dB1
is precisely the set of all 2-cocycles, that is, dB1 is the kernel of the differential
B0 → A, which is precisely the multiplication map. So,
B1/dB2 ≃ dB1 = Ker[B0 → A] = Ker[m : A⊗A→ A] = Ω1nc(A).
Hence δ˜ ∈ HomA-bimod(Ω1nc(A),M). Clearly we can reverse this argument and pro-
duce from everyA-bimodule map Ω1nc(A)→M a derivationA→M in an analogous
manner. 
Here is another picture of the 1-forms on A. Set I = Ker[m : A⊗A→ A]. Let
A¯ denote the (vector space) quotient A/k = A/k · 1A, and write x 7→ x¯ for the
projection A→ A¯ = A/k.
Proposition 10.1.3. (i) The map d : A → I, x 7−→ dy = y ⊗ 1A − 1A ⊗ y is a
derivation.
(ii) The map A⊗ A¯→ I, x⊗ y¯ 7−→ x⊗ y − xy ⊗ 1A = xdy is well-defined, and
it is an isomorphisms of left A-bimodules.
Proof. Endow A⊗A¯ with an A-bimodule structure by equipping it with the obvious
left action and by setting
(x⊗ y¯)z = x⊗ y¯z − xy ⊗ z¯.
We let ψ : x⊗ y¯ 7−→ x⊗ y−xy⊗ 1A denote the map considered in the Proposition.
Observe that ψ is well-defined. Indeed, if y and y + λ1A are two representatives of
y¯ ∈ A¯, then
x⊗ (y + λ1A)− x(λ1A + y)⊗ 1 = x⊗ y + x⊗ λ1A − λ1Ax⊗ 1A − xy ⊗ 1A
= x⊗ y − xy ⊗ 1A + x⊗ λ1A − x⊗ λ1A
= x⊗ y − xy ⊗ 1A.
To show that ψ is surjective, observe that I is generated by terms of the form
x⊗y−xy⊗1A. Indeed, this follows since I = dB1 (where again B1 = A⊗3 from the
bar complex). But then ψ(x ⊗ y¯) is nothing more than −d(x⊗ y ⊗ 1A). Since d is
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an A-bimodule map, d(x⊗ y⊗ z) = d(x⊗ y⊗ 1A)z = −ψ(x⊗ y¯)z, so I is generated
by the image of ψ as an A-bimodule.
To see that ψ is an injection, consider the multiplication map m : A⊗A→ A.
Since Imψ ⊂ I = Kerm, we can descend to an A-bimodule map m¯ : A⊗A/Imψ →
A. Define ϕ : A→ A⊗A/Imψ by ϕ(a) = a⊗ 1A + Imψ. Then
m¯(ϕ(a)) = m¯(a⊗ 1A + Imψ) = m(a⊗ 1A) = a
ϕ(m¯(x⊗ y + Imψ)) = ϕ(xy) = xy ⊗ 1A + Imψ.
Since x ⊗ y − xy ⊗ 1A ∈ Imψ, we see that xy ⊗ 1A + Imψ = x ⊗ y + Imψ. So, ϕ
is an inverse to m¯, hence m¯ is an isomorphism. But then Imψ = Kerm = I, as
claimed. 
Further, combining Propositions 10.1.2 and 10.1.3, we obtain the following re-
sult, which is completely analogous to a similar result for Ka¨hler differentials proved
in §8.
Corollary 10.1.4. Let A be an associative not necessarily commutative algebra
with unit and M an A-bimodule. For any derivation θ : A → M , the assignment
xdy 7−→ x·θ(y) gives a well-defined A-bimodule map Ω1nc(θ) that makes the following
diagram commute
A
d
wwooo
oo
oo
oo
oo
oo
θ
((QQ
QQ
QQ
QQ
QQ
QQ
QQ
Q
Ω1nc(A)
Ω1nc(θ) //M 
Next we observe that
H0(A,A
e) = Ae/[A,Ae] = Ae ⊗Ae A = A, (10.1.5)
where the isomorphism Ae/[A,Ae] ∼−→ A is induced, explicitly, by the assignment
Ae ∋ u ⊗ v 7→ vu. One verifies unrevelling the definitions, that the canonical map
H0(A,A
e)→ H0(A,A) induced by the multiplication morphism Ae → A is nothing
but the natural projection A ։ A/[A,A].
We have the following maps
A⊗ A¯ Prop. 10.1.3∼ // Ω1nc(A) = I 
 // Ae // Ae/[A,Ae] = A. (10.1.6)
One verifies that the composite map is given by the formula x⊗ y¯ 7−→ yx− xy.
10.2. The differential envelope. Our goal is to construct an analogue of de
Rham differential on noncommutative differential forms. To this end, we recall
Definition 10.2.1. A differential graded algebra (DGA) is a graded algebra D =⊕
nD
n equipped with a super-derivation d : Dn → Dn+1 such that d2 = 0.
Given an associative algebra A, its differential envelope D(A) is the solution
to the following lifting problem. Consider the category whose objects consist of all
algebra maps from A into the zeroth degree of some DGA D0. If ϕ : A→ D0 and
ψ : A → E0 are two such objects, a morphism from ϕ to ψ is a map θ : D → E
such that θ(Dn) ⊂ En and dE ◦ θ = dD. The differential envelope D(A) is then
defined to be the initial object in this category, that is, there is a map of algebras
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i : A → D(A)0 such that for any algebra map ϕ : A → D0 (D a DGA), there is a
unique map of DGA’s ψ : D(A)→ D such that ψ ◦ i = ϕ.
Explicitly, D(A) is generated by the algebra A and all symbols of the form
a¯ = da, where a ∈ A and d(ab) = (da) b+ a (db).
Remark 10.2.2. It is clear that if A is generated, as an algebra, by a1, . . . , an, then
the elements a1, . . . , an, da1, . . . , dan, generate D(A) as an algebra. Thus, if A is a
finitely generated algebra then so is the algebraD(A) = ⊕i≥0Di(A). Moreover, one
verifies similarly that in that case each homogeneous component Di(A) is finitely
generated as an A-bimodule. ♦
Definition 10.2.3. Define the algebra Ω
q
nc(A) of noncommutative differential forms
on A to be the tensor algebra (over A) of the A-bimodule Ω1nc(A), that is
Ω
q
nc(A) := TAΩ
1
nc(A) = A⊕ Ω1nc(A)⊕ T 2AΩ1nc(A)⊕ T 3AΩ1nc(A)⊕ · · · .
It turns out that there is a canonical graded algebra isomorphism
Ω
q
nc(A)→ D(A). (10.2.4)
To construct this isomorphism, we first consider the canonical algebra map
i : A→ D(A) (this turns out to be an injection). We also have a derivation d : A→
D(A) given by a 7→ da = a¯. By our definition of Ω1nc(A), there is then a unique
A-bimodule map Ω1nc(A)→ D(A). This A-bimodule morphism extends canonically
to an algebra map (10.2.4).
Proposition 10.2.5. With the notation as above, the map Ω
q
nc(A) → D(A) in
(10.2.4) is a graded algebra isomorphism.
Thus, using the isomorphism of the Proposition, we transport the differential
on D(A) to obtain a degree one super-differential d : Ωnnc(A) → Ωn+1nc (A) making
Ω
q
nc(A) a DGA.
Corollary 10.2.6. The graded algebra Ω
q
nc(A) can be given the structure of DGA
with differential transported from the one on D(A).
Proposition 10.2.5 will be proved later as a special case of Theorem 10.7.1 below.
One also has the following important result proved in [CQ1].
Theorem 10.2.7. There is a canonical isomorphism of left A-modules
Ω
q
nc(A)
∼=
∞⊕
n=0
A⊗ A¯⊗n
With this isomorphism, the differential d : Ωnnc(A) → Ωn+1nc (A) is given by the for-
mula
d(a0 ⊗ a¯1 ⊗ · · · ⊗ a¯n) = 1⊗ a¯0 ⊗ a¯1 ⊗ · · · ⊗ a¯n.
We denote the summand A⊗ A¯⊗n by Ωnnc(A). We denote the element a0⊗ a¯1⊗
· · · ⊗ a¯n ∈ Ωnnc(A) by a0 da1 · · ·dan. so that the differential reads
d(a0 da1 · · · dan) = da0 da1 · · · dan.
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10.3. The universal square-zero extension. The algebra imbedding A →֒
Ω
q
nc(A) makes, for each k, the graded component Ω
k
nc(A) an A-bimodule. We
define an algebra structure on the vector space A⊕ Ω2nc(A) by the formula
(a, ω)(a′, ω′) = (aa′, aω′ + ωa′ + c(a, a′)), where c(a, a′) = da da′.
It is straightforward to check that this way we get an associative algebra, to be
denoted A♯cΩ
2
nc(A). Clearly, Ω
2
nc(A) is a two-sided ideal in A♯cΩ
2
nc(A). Moreover,
the natural imbedding i : ω 7→ (0, ω), and the projection (a,m) 7→ a, give rise to a
square-zero extension
0→ Ω2nc(A) i−→ A♯cΩ2nc(A)
p−→ A→ 0. (10.3.1)
Lemma 10.3.2. The square-zero extension (10.3.1) is universal, i.e., for any
square-zero extension I →֒ A˜ ։ A, there exists a unique A-bimodule map ϕ
making the following diagram commute
0 // Ω2nc(A)
//
ϕ

A♯cΩ
2
nc(A)
//
ϕ

A //
id
0
0 // I // A˜ // A // 0.
Proof. Choose a k-linear splitting c : A →֒ A˜, and note that, for any a1, a2 ∈ A,
we have c(a1) · c(a2)− c(a1a2) ∈ I. Define the map
ϕ˜ : A⊗ A¯⊗2 −→ I, a⊗ a1 ⊗ a2 7−→ a · [c(a1) · c(a2)− c(a1a2)].
We use the isomorphism : Ω2nc(A)
∼= A ⊗ A¯⊗2 to view the map above as a map
ϕ˜ : : Ω2nc(A) −→ I, a da1 da2 7→ ϕ˜(a da1 da2). We leave to the reader to verify that
this is an A-bimodule map.
Further, write A˜ ∼= A⊕ I for the vector space decomposition corresponding to
the splitting c. One shows that the following assignment
A♯cΩ
2
nc(A) −→ A⊕ I = A˜, a′ ⊕ a da1 da2 7−→ a′ ⊕ ϕ˜(a da1 da2)
gives a map with all the required properties. 
10.4. Hochschild differential on non-commutative forms. Computing Hochschild
homology of the A-bimodule M = A using the bar resolution, we get C q(A,A) =
B q(A)⊗Ae A, where B q(A) is the reduced bar complex and Ae = A⊗Aop. Thus
Cn(A,A) = Ω
n
nc(A) ⊗A⊗Ae A ≃ Ωnnc(A).
The Hochschild differential Cn+1(A,A)→ Cn(A,A) is then given by the differential
b : Ωn+1nc (A)→ Ωnnc(A) mentioned before. So, HH q(A) = H q(Ω
q
nc(A), b).
Proposition 10.4.1. The Hochschild differential b : Cn+1(A,A) −→ Cn(A,A),
viewed as a map : Ωn+1nc (A)→ Ωnnc(A), is given by the following explicit formula
δ(a0 da1 · · · dan ⊗ a′) = δ(αdan ⊗ a′) = (−1)degα(αan ⊗ a′ − α⊗ ana′).
Proof. Direct calculation, see [CQ1]. 
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As an application, we are going to construct the following exact sequence
HH1(A) −→ Ω1nc(A)/[A,Ω1nc(A)] b−→ [A,A] −→ 0. (10.4.2)
where the map b is given by the assignment
b : Ω1nc(A)/[A,Ω
1
nc(A)] −→ A, u dv 7−→ [u, v] (10.4.3)
We first verify that the map b in (10.4.3) is well-defined, i.e., we have b([xdy, a]) =
0 for any [xdy, a] ∈ [Ω1nc(A), A]. Indeed, we compute
b([xdy, a]) = b(xdya)− b(ax dy)
= b(xd(ya))− b(xy da)− [ax, y]
= [x, ya]− [xy, a]− [ax, y] = −([ya, x] + [xy, a] + [ax, y])
= x(ya)− (ya)x− (xy)a+ a(xy)− (ax)y + y(ax) = 0.
Now, to construct (10.4.2) is to use a long exact sequence for Hochschild homol-
ogy arising from the fundamental short exact sequence 0→ Ω1nc(A)→ Ae → A→ 0:
. . .→ H1(A,Ae)→ H1(A,A)→ H0(A, Ω1nc(A))→ H0(A,Ae)→ H0(A,A)→ 0.
We have H0(A,A) = A/[A,A], and H0(A, Ω
1
nc(A)) = Ω
1
nc(A)/[A,Ω
1
nc(A)]. Observe
further that H1(A,A
e) = 0, since Ae is a free A-bimodule. Thus, since H0(A,A
e) =
A by (10.1.5), the long exact sequence above reduces to a short exact sequence as
in (10.4.2).
10.5. Relative differential forms. Let A be an associative algebra, B ⊂ A a
subalgebra, and M an A-bimodule.
Definition 10.5.1. A derivation f : A→M such that f(b) = 0 for all b ∈ B is said
to be a derivation from A to M relative to B. We write DerB(A,M) ⊂ Der(A,M)
for the subspace of all such derivations, which form a Lie subalgebra.
Notice that a derivation is a relative one, namely it is relative to the subalgebra
k1A ⊂ A. For ease of notation, we will denote this subalgebra simply by k.
10.6. The Commutative Case. Let A be a commutative algebra, and led let
M be a left A-module. We make M into an A-bimodule by equipping it with
the symmetric bimodule structure. Then M 7→ DerB(A,M) defines a functor
DerB(A,−) : A-mod → Vect, where Vect denotes the category of k-vector spaces.
As in the case where B = k, DerB(A,−) can be represented by an A-module
Ω1com(A/B), which we call the relative Ka¨hler differentials.
If we regard A and B as the coordinate rings of affine varieties and set X =
SpecA and Y = SpecB, then the embedding B →֒ A induces a surjection π : X →
Y . Recall that we view Der(A) as the global sections of TX , the tangent bundle
of X , that is, as the space Γ(X,TX) of algebraic vector fields on X . In this
geometric picture, DerB(A) = DerB(A,A) corresponds to the subspace in Γ(X,TX)
formed by the vector fields on X which are parallel to fibers of the projection
π : X → Y . More precisely, the differential of the map π may be viewed as a
sheaf map π∗ : TX → π∗TY . Let TX/Y := Ker[TX → π∗TY ], be the sheaf whose
sections are the vector fields tangent to the fibers. If π has surjective differential,
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then π∗ is a surjective map of locally free sheaves, hence, its kernel is again locally
free, and we have a short exact sequence
0 −→ TX/Y −→ TX −→ π∗TY −→ 0.
Similarly, we view Ω1com(A/B) as the space of differential 1-forms along the
fibers, that is of sections of the relative cotangent bundle T ∗X/Y . Explicitly, dualizing
the short exact sequence above, one gets the dual exact sequence
0 −→ π∗T ∗Y −→ T ∗X −→ T ∗X/Y −→ 0. (10.6.1)
This presents the space Ω1com(A/B) = Γ(X,T
∗
X/Y ) as a quotient of Ω
1
com(A).
We can also realize Ω1com(A/B) by relative Hochschild homology. In particular,
it is easy to see (by the same arguments for absolute differential forms) that we can
write
Ω1com(A/B) = Tor
A⊗BA
1 (A,A).
This can be expressed in terms of the kernel Iof the multiplication mapA⊗BA→ A.
Indeed, we find that Ω1com(A/B) ≃ I/I2, as before. This is defined to be the first
relative Hochschild group, HH1(A;B). It is also easy to see (as in the absolute
case) that Ω1com(A/B) = HH1(A;B) ≃ A⊗ A¯, where now A¯ = A/B.
As in the absolute case, we define Ω
q
com(A/B) = TBΩ
1
com(A/B). We then
obtain the following result, analogous to the absolute case.
Theorem 10.6.2. Ω
q
com(A/B) is a graded commutative differential envelope of A,
specifically, it is the universal object in the category whose objects are algebra maps
f : A→ D0 ⊂ D such that dD ◦ f |B = 0, where D is a graded commutative DGA.
10.7. The Noncommutative Case. We now assume only that A is associative.
Consider the functor
DerB(A,−) : A-bimod→ Vect.
Again, this functor is representable, and we call its representing object Ω1nc(A/B).
Once again, Ω1nc(A/B) is the kernel of the multiplication map, but this time viewed
as a map A⊗BA→ A. That is, Ω1nc(A/B) fits in the exact sequence of A-bimodules:
0 // Ω1nc(A/B)
// A⊗B A // A // 0 .
It is easy to see that Ω1nc(A/B) ≃ A ⊗B A/B as a B-bimodule. Indeed, the
isomorphism is given by sending an element x⊗ y¯ of A⊗B A/B to x⊗ y− xy⊗ 1A
(of course, one needs to check that this is even well-defined).
Recall that in the commutative case, we thought of Ω1com(A/B) as a relative
cotangent bundle Γ(X,T∗X/Y ), where X = SpecA and Y = SpecB, and π : X → Y
is the surjection induced by the inclusion B →֒ A. Similarly to the exact sequence
(10.6.1), we have the following exact sequence in the noncommutative case
0→ TorB1 (A,A)→ A⊗B Ω1nc(B) ⊗B A→ Ω1nc(A)→ Ω1nc(A/B)→ 0
There is a connection between Ω1nc(A/B) and differential envelopes of A. In-
deed, we have the important following result.
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Theorem 10.7.1. Let D
q
(A/B) denote the relative differential envelope of A. That
is, D
q
(A/B) is universal in the category whose objects are algebra maps f : A →
D0 ⊂ D where f |B = 0 and D is a DGA. Then
D
q
(A/B) ≃ T qAΩ1nc(A/B) ≃ A⊗B T
q
B(A/B).
As usual, we set Ω
q
nc(A/B) = TAΩ
1
nc(A/B).
Proof. We will prove that D
q
(A/B) ≃ Ω qnc(A/B). Of course, this proof will also
be valid in the case B = k. We will complete the proof in two steps. First, we
will observe that D1(A/B) and Ω1nc(A/B) are isomorphic. We will then show that
D
q
(A/B) ≃ TAD1.
For the first step, notice that D1 is an A-bimodule, since we have a map i : A→
D0. If we compose i with the differential d on D (and denote this map by d), we
obtain an A-bimodule derivation d : A→ D1. Since i vanishes on B, so does d. We
wish to show that d : A→ D1 represents DerB(A,−), which will show that D1 and
Ω1nc(A/B) are isomorphic by the latter’s universal property. Let δ ∈ DerB(A,M),
where M is any A-bimodule. We wish to complete the following diagram
A
δ //
d

M
D1
==|
|
|
|
.
We shall perform this by using the square zero construction. Recall that we set
A♯M to be, as a k-vector space, the direct sum A ⊕M . The product on A♯M is
defined in such a way as to make A a subalgebra and M2 = 0. We make A♯M into
a DGA by declaring that degA = 0, degM = 1, and by setting d(a,m) = (0, δm).
Define f : A → A♯M by f(a) = (a, 0). Observe that d ◦ f(b) = 0 for all b ∈ B,
hence we obtain a DGA map f ′ : D(A/B) → A♯M from the universal property of
D(A/B). Consider the restriction of f ′ to D1(A/B). This must map D1(A/B) into
M = {0}♯M , since only M has degree one. Then using the fact that f ′ is a DGA
map, we find for all a ∈ A, f ′(d(a)) = δ(a). So, D1(A/B) satisfies the universal
property for Ω1nc(A/B), hence these two A-bimodules are isomorphic.
Now we wish to show that D is generated as the free algebra over D1. The
inclusion ofD1 →֒ D as the degree one elements induces an algebra map ϕ : TAD1 →
D. We need only check that ϕ is an isomorphism. Here are two proofs of this fact.
First, we adopt the notation
T nAD
1 = (D1)⊗n.
Then
T nAD
1 = T n−1A D
1 ⊗A D1 ≃ T n−1A D1 ⊗A (A⊗B A/B),
since we know that D1 ≃ Ω1nc(A/B). But then
T n−1A D
1 ⊗A (A⊗B A/B) = T n−1A D1 ⊗B A/B ≃ Dn.
The second proof is in some way more elementary, as we simply construct an
inverse ψ : D → TAD1 to ϕ. We recall that D contains A (since D comes with an
embedding A →֒ D0), and D also contains A¯ = dA = A/B. So, we consider the
algebra
D′ = Tk(A+ A¯)/〈{a⊗ a′ − aa′ ⊗ 1A, a¯a′ = a¯⊗ a′ + a⊗ a¯′}〉.
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So D′ is simply the free algebra over A and A¯, modulo the relations which give
the desired product (as in Ω
q
nc(A/B)) and make a 7→ a¯ a derivation. Clearly, D′ is
precisely D. It is also easy to see that there is a map D′ → TAD1, and all relations
are mapped to zero. So, D and TAD
1 are isomorphic. 
11. Noncommutative Calculus
11.1. Let A be an associative unital k-algebra, thought of as the coordinate ring
of a ‘noncommutative space’. Then, any automorphism F : A→ A may be thought
of as an automorphism of that ‘noncommutative space’. Similarly, a derivation
θ : A→ A may be viewed as an ‘infinitesimal automorphism’ of A, in the sense that
if the linear map θ : A→ A could have been exponentiated, i.e., if the infinite series
exp(θ) = idA+ θ+
1
2θ◦ θ+
1
3θ◦ θ◦ θ+ . . . made sense as a map A→ A, then a formal
computation shows that the map exp(θ) would have been an automorphism of A.
Geometrically, one thinks of θ as a ‘vector field’ on a noncommutative space; then
t 7−→ exp(t ·θ) is the one-parameter flow of automorphisms of that noncommutative
space generated by our vector field.
Accordingly, an algebra automorphism F : A → A, resp., a derivation θ : A →
A, induces an automorphism, resp., a Lie derivative endomorphism Lθ, of any of
the objects Der(A), Ω1nc(A) and Ω
q
nc(A).
We provide more details. Fix a derivation θ : A → A. Since the functor
Der(A,−) is represented by the bimodule Ω1nc(A), we deduce that there is a unique
A-bimodule homomorphism iθ : Ω
1
nc(A) → A corresponding to θ. Observe further
that since Ω
q
nc(A) = TAΩ
1
nc(A), is a free algebra of the bimodule Ω
1
nc(A), there is a
unique way to extend the map iθ : Ω
1
nc(A) → A to a degree (−1) super-derivation
iθ : Ω
q
nc(A)→ Ω•−1nc (A) of the algebra Ω
q
nc(A). Explicitly, we have
iθ(a0 da1 · · · dan) =
n∑
j=1
(−1)j−1a0 da1 · · · θ(aj) · · · dan.
Recall next that, for any two super-derivations ∂1, ∂2 of odd degree, their super-
commutator [∂1, ∂2] := ∂1◦∂2 + ∂2◦∂1 is an even degree derivation. In particular,
for ∂1 = d and ∂2 = iθ, we obtain a degree zero derivation d◦ iθ + iθ◦d. Similarly,
for ∂1 = ∂2 = d, resp., for ∂1 = ∂2 = iθ, we obtain a degree (+2)-derivation d
2,
resp., a degree (−2)-derivation (iθ)2.
Next we apply Lemma 3.3.2 to S = Ω1nc(A) ⊂ Ω
q
nc(A) = R. It is straightforward
to get from definitions that, for any s ∈ Ω1nc(A) one has d2(s) = 0 = (iθ)2(s). It
follows that d2 = 0 and (iθ)
2 = 0 identically on Ω
q
nc(A).
Similarly, we define the Lie derivative with respect to θ ∈ Der(A) as a map
Lθ : Ω
q
nc(A)→ Ω
q
nc(A) given by the formula
Lθ(a0 da1 · · · dan) = θ(a0) da1 · · · dan +
n∑
j=1
a0 da1 · · ·dθ(aj) · · · dan.
A direct calculation shows that for any s ∈ Ω1nc(A) one has Lθ(s) = [d, iθ](s). It
follows by Lemma 3.3.2 that the following Cartan formula holds on Ω
q
nc(A)
Lθ = d ◦ iθ + iθ ◦ d.
57
Similarly, one verifies the following identities
[Lθ,Lγ ] = L[θ,γ], [Lθ, iγ ] = i[θ,γ], i
2
θ = 0. (11.1.1)
To prove these identities, observe that in each case, the identity in question is
obvious on the elements of Ω1nc(A). Hence, using the same argument as above, we
deduce that it holds on the whole of Ω
q
nc(A).
11.2. Operations on Hochschild complexes. Let C q(A,A) , Ck(A,A) = A
⊗k,
be the Hochschild chain complex for A. For any Hochschild p-cochain c ∈ Cp(A,A)
and k ≥ p, define a contraction operator ic : Ck(A,A)→ Ck−p(A,A) by the formula
ic : a0 ⊗ . . .⊗ ak 7−→ c(a1, . . . , ap) · ap+1 ⊗ . . .⊗ ak.
Now suppose we have a derivation δ : A → A. Then we can extend δ to a
derivation on each Bn in the bar complex, namely
δ(a1 ⊗ · · · an) =
n∑
j=1
a1 ⊗ · · · ⊗ δ(aj)⊗ · · · an.
Then δ : HomA-bimod(A
⊗n, A) → HomA-bimod(A⊗n, A). It is not hard to see that δ
commutes with the bar differential, hence it induces a derivation on the Hochschild
cohomology of A.
We can generalize the above to all p ≥ 1, and define the Lie derivative with
respect to a cochain c ∈ Cp(A,A) as an operator Lc : Ck(A,A) → Ck−p+1(A,A)
by the formula
Lc : a0 ⊗ . . .⊗ ak 7−→
k−p∑
i=0
(−1)(p−1)(i+1)a0 ⊗ . . .⊗ ai ⊗ c(ai+1, . . . , ai+p)⊗ . . .⊗ ak
+
k∑
i=k−p
(−1)k(j+1)c(aj+1, . . . , a0, . . .)⊗ ap+j−k ⊗ . . .⊗ aj .
Remark 11.2.1. For the 2-cochain m : a, b 7→ a · b, given by the product in the
algebra A, the operator Lm is nothing but the Hochschild differential on C q(A,A).
♦
Recall the canonical noncommutative Gerstenhaber algebra structure on the
Hochschild cochain complex C
q
(A,A). Recall further that to any (not necessarily
commutative) Gerstenhaber algebra G
q
one can associate another Gerstenhaber
algebra G
q
ε, called the ε-construction. We apply the ε-construction to the Gersten-
haber algebra C
q
(A,A).
We have the following noncommutative analogue of Proposition 6.4.3.
Theorem 11.2.2. For any b, c ∈ Cp(A,A), the following formulas
(b + εc) ·ε α := (−1)deg b · ibα, and {b+ εc , α}ε := Lbα+ ε · icα
make C q(A,A)ε a Gerstenhaber module over C
q
(A,A)ε.
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11.3. The functor of ‘functions’. Let A be a not necessarily commutative asso-
ciative algebra thought of as the coordinate ring of a ‘noncommutative scheme’. We
would like to introduce a vector space R(A) playing the role of ‘the space of regular
functions’ on that scheme. Of course, if A = k[X ] is the coordinate ring of an
ordinary commutative scheme X , then regular functions on X are by definition the
elements of A. So, one might guess that, in the noncommutative case, the equality
R(A) = A still holds. This cannot be quite right, however. Indeed, one expects the
space R(A) to be a Morita invariant of A since only Morita invariant notions are
‘geometrically meaningful’. Thus, starting from an ordinary commutative scheme
X , for any n = 1, 2, . . . , we may form the algebra A = Matnk ⊗ k[X ], which is
Morita equivalent to k[X ]. Thus, we would like our definition of the space R(A) be
such that the following holds
R(Matnk⊗ k[X ]) = R(k[X ]) = k[X ].
By Morita invariance of Hochschild homology, see Proposition 5.2.1, this require-
ment is satisfied if we introduce the following
Definition 11.3.1. We define the space of functions associated to an associative
algebra A to be the vector space
R(A) := A/[A,A].
11.4. Karoubi-de Rham complex. We are going to show that for any associative
algebra A with unit, the complex (Ω
q
nc(A), d) of noncommutative differential forms
has trivial cohomology:
Hi(Ω
q
nc(A), d) =
{
k if i = 0
0 if i > 0.
(11.4.1)
To see this, recall the isomorphism Ωpnc(A) = A ⊗ A
⊗p
, where A = A/k. The
differential d corresponds to the natural projection
A⊗A⊗p → A⊗A⊗p ∼= k⊗A⊗(p+1) ⊂ A⊗A⊗(p+1).
The kernel of the latter projection clearly equals k ⊗ A⊗p, which is exactly the
image of the differential d : A⊗A⊗p−1 → k⊗A⊗p. This proves (11.4.1).
Therefore, the differential d on Ω
q
nc(A) does not give rise interesting cohomology
theory. Things become better with the following definition.
Definition 11.4.2. The noncommutative de Rham complex of A is a graded vector
space defined by
DR
q
(A) := R
(
Ω
q
nc(A)
)
= Ω
q
nc(A)/[Ω
q
nc(A),Ω
q
nc(A)],
where [−,−] denotes the super-commutator.
The differential d : Ω
q
nc(A) → Ω•+1nc (A) descends to a well-defined differential
d : DR
q
(A) → DR•+1(A), making the de Rham complex a differential graded
k-vector space.
For example, DR0(A) = A/[A,A], since only the degree zero terms of Ω
q
nc(A)
contribute. Similarly, we have
DR1(A) = Ω1nc(A)/[A,Ω
1
nc(A)] = HH0(A, Ω
1
nc(A)). (11.4.3)
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Hence, from (10.4.2), we obtain a canonical short exact sequence
0 −→ HH1(A) −→ DR1(A) b−→ [A,A] −→ 0. (11.4.4)
For k > 1, the relation between de Rham complex and Hochschild homology is
more complicated.
One can check that the operations d,Lθ, and iθ on noncommutative differential
forms all descend to the de Rham complex.
Let A be a smooth associative and commutative algebra. Then, by Hochschild-
Kostant-Rosenberg theorem we have a vector space (but not necessarily algebra)
isomorphism Ω
q
com(A) = HH q(A). Obviously, the Hochschild differential is not
the de Rham differential, since the de Rham differential increases degree while
the Hochschild homology differential decreases degree. Indeed, there is another
differential (the Connes differential) which yields the de Rham differential (and
cyclic homology).
Suppose now that B ⊂ A is a subalgebra. The relative de Rham complex of A
is
DR(A/B) = R(Ω
q
nc(A/B)) = Ω
q
nc(A/B)/[Ω
q
nc(A/B),Ω
q
nc(A/B)],
where now [−,−] is the graded commutator.
Strictly speaking, to be consistent with this notation, one has to write DR(A/k)
rather than DR(A) in the ‘absolute’ case.
The de Rham complex is Morita invariant in the following sense.
Proposition 11.4.5. Let A be an associative algebra. Then for any n ∈ N, there
is a canonical isomorphism
DR(MatnA/Matnk) ≃ DR(A).
Proof. Let A and B be arbitrary associative algebras. Then it is clear that there
is a canonical isomorphism Ω
q
nc
(
(B ⊗ A)/(1 ⊗ B)) ≃ B ⊗ Ω qnc(A). Also, it is clear
that MatnA ≃ Matnk⊗A. So, we find that
Ω
q
nc(MatnA/Matnk) ≃ Matnk⊗ Ω
q
nc(A) ≃Matn(Ω
q
nc(A)).
But our comments regarding R(Matnk) show that
R(Matn(Ω
q
nc(A))) ≃ R(Ω
q
nc(A)) = DR(A).
Thus, R
(
Ω
q
nc(MatnA/Matnk)
)
= DR(A), and we are done. 
Remark 11.4.6. One can see by looking through the proof above that the map
DR(A) −→ DR(MatnA/Matnk) that yields the isomorphism of the Proposition
is induced by the algebra imbedding A →֒ MatnA, a 7−→
(
a 0
0 1n−1
)
. The in-
verse isomorphism DR(MatnA/Matnk)
∼−→ DR(A) is induced by the ‘trace-map’
sending x = ‖xij‖ ∈MatnA to Tr(x) =
∑
xii.
Next, let A =
⊕
i≥0 Ai be a graded k-algebra. Write Gm for the multiplicative
group, viewed as an algebraic group over k.
Giving a Z-grading on an associative k-algebra A is the same thing as giving an
algebraic Gm-action on A by algebra automorphisms. Specifically, given a grading
A =
⊕
i∈Z Ai one defines a Gm-action by the formula Gm × Ai ∋ t, a 7→ ti · a,
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for any i ∈ Z. Conversely, it is easy to see that any Gm-action on A by algebra
automorphisms arises in this way from a certain Z-grading on A.
Assume now that A =
⊕
i≥0 Ai is graded by nonnegative integers. Geometri-
cally, this means that the corresponding Gm-action is a ‘contraction’ of A to the
subalgebra A0.
The result below says that de Rham cohomology is ‘invariant under contrac-
tion’.
Theorem 11.4.7 (Poincare´ lemma). For a graded algebra A =
⊕
i≥0 Ai, the al-
gebra imbedding A0 →֒ A induces isomorphisms
Hj(DR(A0))
∼−→ Hj(DR(A)), ∀j ≥ 0.
Proof. The assignment Ai ∋ a 7→ i·a, i = 0, 1, . . . , gives a derivation of A, called the
Euler derivation. This derivation may be thought of as an infinitesimal generator
of the Gm-action on A corresponding to the grading.
Associated with the Euler derivation, one has Leu, the Lie derivative with
respect to eu, acting on DR(A). The action of Leu on DR(A) is diagonalizable
with nonnegative integral eigenvalues, and we write DR(A) =
⊕
m≥0 DR(A)〈m〉
for the corresponding eigenspace direct sum decomposition. It is clear that we have
DR(A)〈0〉 = DR(A0).
The de Rham differential d commutes with Leu, hence preserves the direct sum
decomposition above. Further, the homotopy formula Leu = d ◦ ieu + ieu ◦ d, shows
that ieu is a chain homotopy between the map Leu and the zero map. Hence,
the complex (DR(A)〈m〉, d) is acyclic for all m except m = 0. This proves the
Theorem. 
11.5. The Quillen sequence. Recall that DR1(A) = Ω1nc(A)/[Ω
1
nc(A), A], see
(11.4.3), and define a map b : DR1(A) → A by b : xdy 7→ [x, y]. We have shown
that this map is well-defined, see (10.4.3).
It is easy to check that b◦d = d◦b = 0. Thus d and b yield a 2-periodic complex
A
d // DR1(A)
b // A
d // DR1(A) // · · · . (11.5.1)
This complex gives an approximation to the cyclic homology of the algebra A, see
[CQ2]
Put DR
0
(A) = A/([A,A]+k), let pr : A −→ A/[A,A] ≃ DR0(A) be the natural
projection.
Consider the following sequence of maps, called the Quillen sequence:
0 // DR
0
(A)
d // DR1(A)
b // A
pr // DR
0
(A) // 0 , (11.5.2)
where the maps d and b have been introduced above. Since b ◦ d = 0 and the image
of b is contained in [A,A], it is clear that the composite of any two consequtive
maps in the sequence is equal to zero, i.e., the sequence is a complex.
Consider the case A = T (V ∗), where V is a finite-dimensional k-vector space.
Lemma 11.5.3. If A = T (V ∗), then Quillen’s complex (11.5.2) is an exact se-
quence.
61
Proof. We already know that, for A = T (V ∗), the de Rham complex DR
q
(A) is
acyclic in positive degrees, and DR0(A) = k. It follows that the map DR
0
(A) →
DR1(A) in (11.5.2) is injective. Further, we have Im(b) = [A,A], hence the complex
is exact at A and at DR
0
(A). Thus, it remains only to check that the complex is
exact at DR1(A).
To this end, it suffices to show that the class[
DR
0
(A)
]− [DR1(A)] + [A]− [DR0(A)]
vanishes in the Grothendieck group of graded spaces. The two terms of
[
DR
0
(A)
]
cancel to leave
−[DR1(A)]+ [A].
But DR1(A) ≃ A⊗ V ∗ = T (V ∗)⊗ V ∗, while A ≃ T (V ∗)⊗ V ∗, as well. Hence, the
remaining two terms cancel as well and the sequence is exact. 
Let xi and x
i be dual bases in V and V ∗.
Proposition 11.5.4. Let A = T (V ∗).
(i) For any f ∈ DR0(A), one has the identity ∑ni=1 [ ∂f∂xi , xi] = 0, in [A,A].
(ii) The space of closed forms in DR2closed ⊂ DR2(A) is canonically isomorphic
to [A,A].
Proof. The proof uses the Quillen sequence,
0→ DR0(A)→ DR1(A)→ [A,A]→ 0,
which is exact for A = T (V ∗). We also have the following sequence, which is exact
by the Poincare´ lemma,
0→ DR0(A)→ DR1(A)→ DR2closed(A)→ 0.
Combining these two exact sequences, we have
0 // DR
0
(A) // DR
1(A) // [A,A] // 0
0 // DR
0
(A) // DR
1(A) // DR2exact
// 0
.
But then we can use standard diagram chase arguments to construct a map [A,A]→
DR2(A), and this must be an isomorphism. This shows claim (2). As for (1),
observe that ∑n
i=1
[
∂f
∂xi
, xi
]
= bd(f) = 0. 2
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11.6. The Karoubi Operator. Define the Karoubi operator κ : Ω
q
nc(A)→ Ω
q
nc(A)
by
κ(αda) = (−1)degαda · α, and κ(α) = α if α = a ∈ Ω0nc(A) = A.
The Karoubi operator provides the following the relation between b and d:
db + bd = id− κ.
If we compare this to differential geometry and think of b as d∗, the adjoint of the de
Rham differential with respect to a euclidean structure on the space of differential
forms, then κ is playing the role of the Laplace operator.
From a different viewpoint, observe that there is an obvious n+ 1-cycle action
on the bar complex, namely given by the obvious cyclic action on A⊗(n+1). Since
the reduced bar complex is A⊗A⊗n ≃ Ωnnc(A), there is no clear (n+1)-cycle action,
and the operation κ “approximates” an n-cycle action.
Proposition 11.6.1. (i) κn+1d = d.
(ii) κn = id + bκnd.
(iii) κn+1 = 1− db.
Proof. (i) This is trivial. To prove (ii) we calculate
κn(a0da1 . . . dan) = (da1 . . . dan)a0
= a0da1 . . . dan + [da1 . . . dan , a0]
= a0da1 . . . dan + (−1)nb(da1 . . . danda0)
= (id + bκnd)(a0da1 . . . dan).
(iii) Multiply (ii) on the right by κ and observe that κ commutes with b and d.
κn+1 = κ+ bκndκ = κ+ bκn+1d
= κ+ bd by (1)
= κ+ (id− κ− db) = id− db. 2
Proposition 11.6.2. On Ωnnc(A), we have (κ
n − 1)(κn+1 − 1) = 0.
Proof. First, we have that κn − 1 = bκnd by (ii). By (iii), κn+1 − 1 = −db. So,
(κn − 1)(κn+1 − 1) = −bκnd2b = 0,
since d2 = 0. 
11.7. Harmonic decomposition. Notice that (n, n+1) = 1. So, the polynomial
(tn − 1)· (tn+1 − 1) has only simple roots except for a double root at one. The
identity (κn − 1)(κn+1 − 1) = 0 implies that the action of κ is locally-finite, and
all of its eigenvalues have multiplicity one except for the eigenvalue 1, which has
multiplicity 2. So,
Ωnnc(A) =
[
Ker(κ− 1)2] ⊕ [⊕λ∈Spec(κ)−{1} Ker(κ− λ)] .
The space Ker(κ − 1)2 is called the space of harmonic forms, denoted by Harm.
The remaining summand is denoted by Harm⊥ ⊂ Ω qnc(A).
Proposition 11.7.1.
Harm⊥ = d(Harm⊥)⊕ b(Harm⊥).
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Proof. Observe that db + bd = 1 − κ is invertible on Harm⊥. Let G be its in-
verse. Then G commutes with b and d. So, Gdb : Harm⊥ → d(Harm⊥) and
Gbd : Harm⊥ → b(Harm⊥) are both projectors. This yields the direct sum de-
composition. 
11.8. Noncommutative polyvector fields. Recall the notation A¯ = A/k; we
have the reduced bar complex
· · ·A⊗ A¯⊗(n+1) ⊗A→ A⊗ A¯⊗n ⊗A→ A⊗ A¯⊗(n−1) ⊗A · · · .
We now consider the reduced cochain complex, that is, for each n ∈ N and each
A-bimodule M we set
C
n
(A,M) = HomA-bimod(A⊗ A¯⊗n ⊗A,M),
where C denotes the reduced cochains. We let Z
n
(A,M) denote the space of
reduced n-cocycles.
Proposition 11.8.1. Suppose f ∈ Cn(A,M). Then f is a cocycle if and only if the
map da1 · · · dan 7→ f(1⊗a1 · · · an⊗1) extends to an A-bimodule map Ωnnc(A)→M .
Proof. Suppose we are given some f ∈ Cn(A,M). Write f¯ ∈ Homk(A⊗n,M) for
the map f¯(ω) = f(1⊗ω⊗ 1) for all ω ∈ A⊗n. If f is a cocycle (i.e., if df = 0), then
f∗(da1 · · ·dan) = f¯(a1 · · · an)
extends f¯ uniquely to an A-bimodule map f∗ : Ω
q
nc(A) → M . The left A-linearity
of f∗ is trivial, so the cocyclicity condition is then becomes equivalent to right
A-linearity. 
Write Z
p
(A,M) for the k-vector space of cocycles in the reduced cochain com-
plex C
p
(A,M).
Corollary 11.8.2. There is a canonical vector space isomorphism
Z
p
(A,M) = HomA-bimod(Ω
p
nc(A),M),
i.e., the A-bimodule Ωnnc(A) represents the functor M 7−→ Z
n
(A,M).
In particular, if θ ∈ DerA ⊂ Der(T (A∗)), then it extends uniquely to yield
a 1-cocycle θ ∈ Z1(A,A). So, every derivation yields a cocycle. Thus, the above
Corollary is a generalization to p ≥ 1 of the interpretation of the space Z1(A,M) as
the space Der(A,M) = HomA-bimod(Ω
1
nc(A),M), of derivations from A toM (where
the latter equality follows from the universal property of Ω1nc(A)).
Definition 11.8.3. For any p ≥ 1, we set Θpnc(A) := HomA-bimod(Ωnnc(A), A),
and call elements of the graded space Θ
q
nc(A) :=
⊕
p≥1 Θ
p
nc(A) noncommutative
polyvector fields on A.
By definition, there is a natural pairing Θpnc(A)⊗ Ωpnc(A) −→ A.
Proposition 11.8.4. For any associative algebra A, there is a natural graded Lie
super-algebra structure on Θ•−1nc (A), i.e., a super-bracket such that
[Θpnc(A) , Θ
q
nc(A)] ⊂ Θp+q−1nc (A).
64
Remark 11.8.5. The degrees given above are precisely those for the usual Schouten
bracket. ♦
Proof of Proposition 11.8.4. Inside the Hochschild cochain complex Cp(A,A) =
Homk(A
⊗p, A) we have a subcomplex of reduced cochains C
p
(A,A) = Homk(A
⊗p
, A).
Thus, a cochain is a reduced cochain provided it vanishes whenever at least one
entry is a scalar. It follows easily the reduced cochain complex is preserved by the
Gerstenhaber bracket. It is also true, although not quite so transparent, that the
Gerstenhaber bracket is compatible with the Hochschild differential. In particular,
it preserves cocycles. So, if we let Z
p
denote the reduced p-cocycles, we obtain a
bracket
Z
p × Zq → Zp+q−1.
But by Proposition 11.8.1 we can extend a reduced p-cocycle ω to a bimodule map
from Ωpnc(A) to A. An element of HomA-bimod(Ω
p
nc(A), A) is called a p-vector field.
The Gerstenhaber bracket then yields a Lie super-algebra structure on p-vector
fields. 
Question 11.8.6. (i) Does the natural Θ q(A)-action on Ω
q
nc(A) descend to DR
q
(A) ?
(ii) Given c ∈ Θp(A), when does the map ic : Ωnnc(A)→ Ωn−pnc (A) descend to a
well-defined map DRn(A)→ DRn−p(A) ?
12. The Representation Functor
12.1. It is believed that the noncommutative geometry of an associative algebra A
is ‘approximated’ (in certain cases) by the (commutative) geometry of the scheme
RepAn of n-dimensional representations of A. Moreover, it is expected that this
approximation becomes ‘better’ once the integer n gets larger.
Remark 12.1.1. There exist noncommutative associative algebras A that do not
have any finite dimensional representations at all. Thus the idea of looking at finite
dimensional representations has obvious limitations. ♦
Suppose A is a finitely generated associative algebra and E is a finite dimen-
sional k-vector space. Let RepAE denote the affine (not necessarily reduced) scheme
of all k-linear algebra maps A→ Endk E, see below for a rigorous definition of the
scheme structure.
Given a ∈ A, for each representation ρ ∈ RepAE , the element ρ(a) is a k-
linear endomorphism of E. The assignment ρ 7→ ρ(a) is an Endk E-valued regular
algebraic function on RepAE , to be denoted â. Equivalently, the function â may be
viewed as an element of Endk E⊗k[RepAE ], a tensor product of the finite dimensional
simple algebra Endk E with k[Rep
A
E ], the coordinate ring of the scheme Rep
A
E .
Let GL(E) be the group of invertible linear transformations of E. Then we
have an action of GL(E) on RepAE by conjugation. That is, if ϕ : A→ Endk E is a
representation and g ∈ GL(E), we define (g · ϕ)(a) := gϕ(a)g−1 for all a ∈ A.
The trivial bundle E × RepAE → RepAE has a natural structure of GL(E)-
equivariant vector bundle on RepAE (with respect to the diagonal GL(E)-action
on E × RepAE). We call this vector bundle the tautological vector bundle, to be
65
denoted ERep. The algebra EndERep, of vector bundle endomorphisms of ERep is
clearly identified with Endk E ⊗ k[RepAE ].
Observe that, for any a ∈ A, the element â ∈ Endk E ⊗ k[RepAE ] is GL(E)-
invariant with respect to the simultaneous GL(E)-action on Endk E (by conjuga-
tion) and on k[RepAE ]. This way, the assignment a 7→ â gives a canonical algebra
map
rep : A −→ (Endk E ⊗ k[RepAE ])GL(E) = (EndERep)GL(E). (12.1.2)
To make the scheme structure on RepAE explicit, we first consider the special
case A = k〈x1, . . . , xr〉, a free algebra on r generators.
An algebra homomorphism ρ : k〈x1, . . . , xr〉 −→ Endk(E) is specified by an
arbitrary choice of an r-tuple of endomorphisms X1 := ρ(x1), . . . , Xn := ρ(xr) ∈
Endk(E). Thus, we have an isomorphism of algebraic varieties
Rep
k〈x1,...,xr〉
E
∼−→ Endk(E)× . . .Endk(E)︸ ︷︷ ︸
r factors
, ρ 7→ (ρ(x1), . . . , ρ(xr)). (12.1.3)
Now, given any finitely generated associative algebra A, choose a finite set
{x1, . . . , xr} of algebra generators for A. Then, we have
A = k〈x1, . . . , xn〉/I
for some two-sided ideal I ⊂ k〈x1, . . . , xn〉. It is clear that, giving an algebra map
A → Endk E is the same thing as giving an algebra map k〈x1, . . . , xn〉 → Endk E
that vanishes on the ideal I. Put another way, the projection k〈x1, . . . , xn〉 ։ A
induces a closed imbedding RepAE →֒ Repk〈x1,...,xr〉E , and we have
RepAE = {f ∈ Repk〈x1,...,xr〉E ∼= Endk(E)× . . .Endk(E)
∣∣ f(I) = 0}. (12.1.4)
The RHS of this formula is clearly an algebraic subset of a finite dimensional vector
space defined by algebraic equations, that is, an affine subscheme. This puts an
affine scheme structure on the LHS of the equation, that will be shown below to be
independent of the choice of the generators x1, . . . , xr of the algebra A.
In order to make the construction of the scheme structure on RepAE manifestly
independent of the choice of generators, it is coventient to use the functor of points.
Recall that for any category C , an object S ∈ C gives rise to a functor
S(−) : C −→ Sets , X 7−→ S(X) := HomC (S,X).
Further, the Yoneda lemma says that, for any S, S′ ∈ C , every isomorphism of
functors S(−) ∼−→ S′(−) is necessarily induced by an isomorphism of objects
S′ ∼−→ S. In particular, the functor S(−) determines the object S uniquely, up to
a unique isomorphism.
Recall next that the category of affine schemes of finite type over k is equivalent,
via the ‘coordinate ring’ functor, to the category of finitely generated commutative
k-algebras. Thus, any affine scheme S is completely determined by the correspond-
ing functor
S(−) : fin. gen. Commutative Alg. −→ Sets,
B 7−→ S(B) := Homalg(k[S], B) ≃ HomSchemes(SpecB,S).
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The set S(B) is usually referred to as the set of B-points of S; for B = k[X ], it is
just the set of algebraic maps X → S.
Now, fix a finitely generated associative (not necessarily commutative) algebra
A, and an integer n ≥ 1. Given a finitely generated commutative algebra B, write
MatnB for the associative algebra of n × n-matrices with entries in B. We define
a functor on the category of finitely generated commutative algebras as follows:
RepAn (−) : fin. gen. Commutative Alg. −→ Sets,
B 7−→ RepAn (B) := Homalg(A,MatnB). (12.1.5)
For B = k[X ], one may think of the set Homalg(A,Matn(k[X ]) as the set of fam-
ilies {ρx : A → Matnk}x∈X of n-dimensional representations of the algebra A
parametrized by points of the scheme X . Thus, if E = kn and X is a point, we get
back to the original definition of RepAn := Rep
A
E . Observe also that if E = k
n, then
we have
Endk E ⊗ k[RepAn ] = Matnk⊗ k[RepAn ] = Matn
(
k[RepAn ]
)
.
The above discussion can be summed up in the following result that shows at the
same time that the description of the scheme RepAE given in (12.1.4) is independent
of the presentation A = k〈x1, . . . , xr〉/I. We restrict ourselves to the case E = kn,
in wich case we have
Proposition 12.1.6. (i) For any finitely generated associative algebra A, the cor-
responding functor (12.1.5) is representable by an affine scheme, which is called
RepAn .
(ii) The coordinate ring R := k[RepAn ] is a finitely generated commutative alge-
bra equipped with a canonical algebra map rep : A → MatnR, a 7→ â, see (12.1.2),
such that the following universal property holds:
• Given a finitely generated commutative algebra B and an algebra map ρ : A→
MatnB, there exists a unique algebra homomorphism ρ̂ : R → B making the
following diagram commute
A
rep //
ρ
''PP
PP
PP
PP
PP
PP
PP MatnR
Matn(ρ̂)

MatnB.
Here and below, given a linear map f : V → U of vector spaces, we write
Matn(f) : Matn(V ) → Matn(U) for the map between the spaces of V -valued and
U -valued matrices whose entries are all equal to f (observe also that Matn(V ) ≃
Matnk⊗ V ).
Proof of Proposition. To prove the representability of the functor one has to choose
a set of algebra generators for A, and write A = k〈x1, . . . , xr〉/I. Then, the set
Homalg(A,MatnB) may be identified, as in (12.1.4), with B-points of a subscheme
in Matnk× . . .×Matnk. 
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Remark 12.1.7. Note that we have defined the scheme RepAn through its functor
of points, without describing the coordinate ring k[RepAn ]. The latter ring does
not have a simple description: below, we will produce a finite set of generators
of the ring k[RepAn ], but determining all the relations among these generators is a
formidable task. ♦
Corollary 12.1.8 (Functoriality). Any algebra map f : A → A′, f(1A) = 1A′
induces an algebra map f̂ : k[RepAn ] → k[RepA
′
n ], hence, a morphism of algebraic
varieties f̂∗ : RepA
′
n → RepAn .
Proof. Set B := k[RepA
′
n ], and apply Proposition 12.1.6 to to the map
ρ : A
f−→ A′ rep−→ Matn
(
k[RepA
′
n ]
)
.
The universal property from the Proposition implies the existence of an algebra
map ρ̂ : k[RepAn ]→ k[RepA
′
n ] that makes the following diagram commute:
A
repA //
f

ρ
((QQ
QQ
QQ
QQ
QQ
QQ
QQ
QQ Matn
(
k[RepAn ]
)
Matn(ρ̂)

A′
repA′ // Matn
(
k[RepA
′
n ]
)
Thus, we may put f̂ := ρ̂. 
12.2. Traces. Let A be a k-algebra andM an A-module which is finite dimensional
over k. Then, the action inM of an element a ∈ A gives a k-linear map a :M →M .
We write trM (a) for the trace of this map.
It is clear that if N is an A-submodule in M , then we have
trM (a) = trM/N (a) + trN (a) (additivity of the trace).
Any finite-dimensional A-module clearly has finite length, hence has a finite
Jordan-Ho¨lder series M = M0 ⊃ M1 ⊃ . . . ⊃ Mk ⊃ Mk+1 = 0. The isomorphism
classes of simple composition factors M i/M i+1 in this series are defined uniquely,
up to permutation. Hence, the A-module ssM := ⊕M i/M i+1 is independent of
the choice of Jordan-Ho¨lder series. By construction, ssM is a semisimple A-module
(i.e., a direct sum of simple A-modules), called the semi-simplification of M .
The additivity property of the trace implies that trM (a) = trN (a) , ∀a ∈ A,
whenever M and N have the same semi-simplification. Conversely, one has
Theorem 12.2.1. Let A be a finitely generated k-algebra and M and N be finite-
dimensional A-modules such that trM (a) = trN (a) for any a ∈ A. Then, ssM ≃
ssN .
Proof. Both the assumptions and the conclusion of the Theorem are unaffected by
replacing M by ssM , and N by ssN . Therefore, we may reformulate the Theorem
as follows: if M and N are semisimple A-modules such that trM (a) = trN (a) for
any a ∈ A, then M ≃ N .
Thus, from now on we assume that M and N are finite-dimensional semisimple
A-modules.
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Let Ann(M⊕N) ⊂ A be the annihilator ofM⊕N , that is the set of all elements
a ∈ A that act by zero on M ⊕ N . This is a two-sided ideal in A, and the action
of A gives an algebra imbedding A′ := A/Ann(M ⊕N) →֒ Endk(M ⊕N). We see
that A′ is a finite dimensional algebra and that M ⊕N is an A′-module, which is
moreover semisimple, since it is semisimple as an A-module.
Let RadA′ be the radical of A′, the intersection of the annihilators of all simple
A′-modules. Thus, RadA′ annihilates any semisimple A′-module, in particular,
annihilatesM⊕N . Furthermore, the structure theory of finite dimensional algebras
over k says that
A′ := A′/RadA′ ∼= ⊕i Endk(Ei) where Ei = kri .
Thus, each Endk(Ei) ∼= Matri(k), is a simple matrix algebra, and any simple A′-
module is isomorphic to some Ei, viewed as an A′-module via the projection A′ ։
Endk(Ei).
We conclude that our semisimple A′-modulesM andN have the formM = ⊕Ei
and N = ⊕Ej , respectively. With this understood, the assumption of the Theorem
reads:
trM (a) = trN (a) for any a ∈
⊕
i Endk(Ei).
This clearly implies that the direct sums M = ⊕Ei and N = ⊕Ej involve the same
summands with the same multiplicities. Hence M ≃ N , and we are done. 
We now fix a finite dimensional vector space E and consider the scheme RepAE .
For any ρ ∈ RepAE , let O(ρ) denote the GL(E)-orbit of the point ρ. The orbit O(ρ)
corresponds to the isomorphism class of the A-module Eρ, and we write O(ss(ρ))
for the orbit corresponding to the semi-simplification of Eρ.
The following result is a standard application of Geometric Invariant Theory,
see [GIT].
Theorem 12.2.2. (i) The orbit O(ρ) is closed in RepAE if and only if Eρ is a
semisimple A-module.
(ii) For each ρ ∈ RepAE, the orbit O(ss(ρ)) is the unique closed GL(E)-orbit
contained in O(ρ), the closure of O(ρ).
Taking the trace of the Endk E-valued function â, one obtains an element tr(â) ∈
k[RepAE ]
GL(E), the GL(E)-invariant regular functions on RepAE . Equivalently, tr(â)
is the image of â under the linear map tr⊗ id : Endk E⊗k[RepAE ] −→ k⊗k[RepAE ] =
k[RepAE ].
Theorem 12.2.3. (i) The functions {tr(â) , a ∈ A} generate k[RepAE ]GL(E) as an
algebra.
(ii) The natural map RepAE → Spec k[RepAE ]GL(E) induces a bijection between
the isomorphism classes of semisimple A-modules of the form Eρ, ρ ∈ RepAE, and
maximal ideals of the algebra k[RepAE ]
GL(E).
Proof. Part (i) can be deduced from a theorem of LeBruyn-Procesi [LP]. Part (ii)
follows from the general result, cf. [GIT] saying that the elements of the algebra
k[RepAE ]
GL(E) separate closed GL(E)-orbits in RepAE . 
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12.3. Noncommutative Rep-scheme (following [LBW]). We have seen that
the functor B 7−→ Homalg(A,MatnB) is representable, as a functor on the category
of finitely generated commutative algebras. L. Le Bruyn and G. Van de Weyer have
observed, see [LBW], that this functor is in effect representable on the much larger
category of all finitely generated non-commutative associative algebras. The non-
commutative algebra, n
√
A, that represents the functor Homalg(A,Matn(−)) maps
surjectively onto k[RepAn ], the coordinate ring of the scheme Rep
A
n constructed in
Proposition 12.1.6. Thus, n
√
A may be thought of as the coordinate ring of a non-
commutative space, the canonical ‘non-commutative thickening’ of the commutative
scheme RepAn .
The algebra n
√
A is constructed as follows, see [LBW] for more details.
First, one forms the free-product algebra A∗Matnk, which contains the matrix
algebra Matnk as a subalgebra. Let
n
√
A :=
[
A ∗Matnk
]Matnk
(12.3.1)
= {r ∈ A ∗Matnk | x · r = r · x, ∀x ∈Matnk}.
be the centraliser of the subalgebra Matnk ⊂ A ∗Matnk.
Example 12.3.2 ([LBW]). One can show that n
√
k〈x1, . . . , xr〉 ≃ k〈x11,1 , . . . , xrr,n〉,
is a free algebra on n · r2 generators.  ♦
Following [LBW], we are going to construct, for any (not necessarily commu-
tative), associative algebra B, a canonical bijection
Homalg(A,MatnB)
∼←→ Homalg( n
√
A,B) (12.3.3)
The bijection would clearly yield the representability claim mentioned above.
The construction of this bijection is based on the elementary Lemma below.
To formulate the Lemma, fix an associative algebra R, and an algebra map ı :
Matnk → R, such that ı(1) = 1. Let RMatn denote the centralizer of ı
(
Matnk
)
in
R.
Lemma 12.3.4. In the above setting, the map Matnk⊗RMatn −→ R , m⊗ r 7−→
ı(m) · r, is an algebra isomorphism. Moreover, if R is a finitely generated algebra,
then so is the algebra RMatn . 
Proof (by D. Boyarchenko). The map is clearly an algebra homomorphism. To
prove that this map is bijective, we form the algebra S := Matnk ⊗k Matnkop.
This is clearly a simple algebra of dimension n4, which is moreover isomorphic to
Matn2(k). Thus, by the well-known results about modules over finite dimensional
simple k-algebras, the algebra S has a unique, up to isomorphism, simple S-module
L which has dimension n2. Furthermore, any faithful S-module M (i.e., such that
1S ·m = 0 =⇒ m = 0, for any m ∈M) is isomorphic to a (possibly infinite) direct
sum of copies of L, that is, has the form L⊗ V , for some vector space V .
The algebra Matnk has an obvious Matnk⊗k Matnkop-module structure via left
and right multiplication. Also, dimMatnk = n
2. We conclude that L = Matnk, as
a module over S = Matnk⊗k Matnkop.
Now, the map ι : Matnk→ R makes R a faithful (since ι(1Matn) = 1R) Matnk-
bimodule, hence, a left S-module. Thus, there is an S-module isomorphism R ≃
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S ⊗ V , where V is some k-vector space. Under this isomorphism, RMatn clearly
corresponds to (k · 1S) ⊗ V because the center of S is k · 1S . So the statement of
the lemma becomes obvious. 
Applying the Lemma to the tautological imbedding ı : Matnk →֒ R = A ∗Matnk,
and using the notation (12.3.1), we obtain a canonical algebra isomorphism
ϕ : Matnk⊗ n
√
A = Matnk⊗RMatn ∼−→ A ∗Matnk.
Now, for any algebra B, an algebra morphism f : n
√
A→ B, induces an algebra
morphism f˜ : A→ MatnB given by the composition:
A →֒ A ∗Matnk
ϕ−1
∼−→ Matnk⊗ n
√
A
id⊗f−→ Matnk⊗B = MatnB.
Conversely, given an algebra map g : A → MatnB, the universal property of free
products yields an algebra map g ∗  : A ∗Matnk→ MatnB, where  : Matnk →֒
MatnB is the natural imbedding. Observe that the centralizer of the image of
 is formed by “scalar matrices”, i.e., we have
(
MatnB
)Matnk
= B. Therefore,
the subalgebra g ∗ ( n√A), the image of the restriction of g ∗  : A ∗ Matnk →
MatnB to the centralizer of Matnk in A ∗Matnk, is contained in the subalgebra(
MatnB
)Matnk = B. This way, one obtains a map n√g : n√A→ B.
It is straightforward to check that the assignments f 7→ f˜ and g 7→ n√g, are
mutually inverse bijections. This completes the construction of the bijection in
(12.3.3).
12.4. The Rep-functor on vector fields. Below, we are going to relate various
‘non-commutative’ constructions on A with their commutative counterparts for
RepAE .
First, we claim that any derivation of A gives rise to a GL(E)-invariant vector
field on the scheme RepAE .
Example 12.4.1. For instance, let θ = ada ∈ Inn(A) ⊂ Der(A) be an inner deriva-
tion. The corresponding vector field θ̂ on RepAE is then going to be tangent to
the orbits of the GL(E)-action on RepAE , and it is constructed as follows. Write
g = LieGL(E) = Endk E for the Lie algebra of the group GL(E). To a ∈ A, we
have associated the element â ∈ Endk E⊗k[RepAE ], which we now view as a g-valued
regular function on RepAE . For point ρ ∈ RepAE , let â(ρ) ∈ g be the value of the
function â at ρ. Further, the infinitesimal g-action on RepAE (that is, the differential
of the action map GL(E)×RepAE → RepAE at the unit element of GL(E)) associates
to any x ∈ g and ρ ∈ RepAE a vector xρ in Tρ(RepAE), the tangent space to RepAE at
ρ. In particular, we have the vector â(ρ)ρ ∈ Tρ(RepAE). The assignment ρ 7−→ â(ρ)ρ
gives the required vector field, θ̂, on RepAE . ♦
To study the general case, we first need to understand the tangent space of
RepAE at some point ρ ∈ RepAE . So, ρ : A → Endk E is an algebra map, hence it
induces an A-module structure on E. We denote this A-module by Eρ. Then the
tangent space TρRep
A
E is given by all k-linear maps ϕ : A → Endk(E) such that
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(ρ+ εϕ) : A→ Endk[ε]
(
k[ε]/(ε2)⊗ E) is an algebra map. Expanding both sides of
(ρ+ εϕ)(aa′) = (ρ+ εϕ)(a) · (ρ+ εϕ)(a′), we have
ρ(aa′) + εϕ(aa′) = ρ(a)ρ(a′) + εϕ(a)ϕ(a′) + ρ(a)εϕ(a′).
Since ρ is an algebra map, ρ(aa′) = ρ(a)ρ(a′). Cancelling them and dividing by the
common ε factor, we find that
ϕ(aa′) = ϕ(a)ρ(a′) + ρ(a)ϕ(a′).
If we regard Endk(Eρ) as an A-bimodule in the obvious fashion, this equation
implies that ϕ ∈ Der(A,Endk(Eρ)), i.e., TρRepAE ≃ Der(A,Endk(Eρ)).
Now, suppose we have a derivation θ ∈ Der(A). We wish to generate a vector
field θ̂ on RepAE . Indeed, for each ρ ∈ RepAE , we set
θ̂ρ(a) = ρ(θ(a)) = θ̂(a)(ρ).
It is not hard to check that this is a derivation, hence θ̂ρ ∈ Der(A,Endk(Eρ))
= TρRep
A
E .
Example 12.4.2. By Lemma 3.4.1, a derivation θ of the free algebraA = k〈x1, . . . , xr〉
is determined by sending each generator xi , i = 1, . . . , r, to an arbitrarily cho-
sen element θ(xi) = fi(x1, . . . , xr) ∈ A, which we regard as a non-commutative
polynomial in the variables x1, . . . , xr. Given such a derivation θ we describe the
corresponding vector field θ̂ on RepAE as follows.
Fix ρ ∈ RepAE and let X1 := ρ(x1), . . . , Xn := ρ(xr) ∈ Endk(E) be as above.
We have TρRep
A
E = Der(A,EndEρ), where Eρ denotes the A-module E endowed
with the A-module structure given by ρ. Then composing θ with ρ, we obtain
a derivation ρ ◦ θ : A → EndEρ. Thus, writing θ̂|ρ for the value of the vector
field θ̂ at the point ρ, we have θ̂|ρ = ρ ◦ θ. Hence, for each i = 1, . . . , r, we find
θ̂|ρ : xi 7→ fi(X1, . . . , Xr). Thus, using the identification (12.1.3) we get
θ̂|
(X1,...,Xr)
=
(
f1(X1, . . . , Xr), . . . , fr(X1, . . . , Xr)
)
,
where the r-tuple on the RHS is viewed as a vector in Endk(E)× . . .Endk(E). Now,
a vector field ξ on any vector space R is nothing but a map R→ R that sends each
vector r ∈ R to the vector ξr, the value of ξ at r. With this understood, we see that
the vector field θ̂ is nothing but the following self-map of Endk(E)× . . .Endk(E)
f̂ :
(
X1, . . . , Xr
) 7−→ (f1(X1, . . . , Xr), . . . , fr(X1, . . . , Xr)). (12.4.3)
♦
Proposition 12.4.4. For any finitely generated associative algebra A, the assign-
ment θ 7→ θ̂ gives a Lie algebra homomorphism Der(A)→ T (RepAE).
Proof (by D. Boyarchenko). Let θ ∈ Der(A), be a derivation. Set R := k[RepAn ],
and recall the notation of Proposition 12.1.6. We have the following characterization
of the vector field θ̂:
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Claim 12.4.5. (i) There exists a unique derivation θ˜ ∈ Der(R) that makes the
following square commute
A
θ //
rep

A
rep

MatnR
Matn(θ˜) // MatnR.
(ii) For any point ρ ∈ RepAn , the value at ρ of the vector field on RepAn induced
by the derivation θ˜ from (i) , is equal to the vector θ̂|ρ constructed above. Thus,
θ̂ = θ˜ is indeed a regular algebraic vector field.
Assuming the Claim, we complete the proof of the Proposition as follows. Let
θ, δ ∈ Der(A), and θ˜, δ˜ ∈ Der(R), be the corresponding derivations of R arising
via Claim 12.4.5. Then, clearly [θ˜, δ˜] is again a derivation of R and, moreover, the
diagrams of part (i) of the Claim for θ and δ, respectively, yield commutativity of
the diagram
A
[θ,δ] //
rep

A
rep

MatnR
Matn([θ˜,δ˜]) // MatnR.
Now, the uniqueness statement in Claim 12.4.5(i) combined with (ii) implies that̂[θ, δ] = [θ̂, δ̂], and the Proposition is proved.
Proof of Claim. Observe that for A viewed as an A-bimodule, the square-zero con-
struction produces an algebra A♯A which is nothing but Aε := A⊗k[ε]/〈〈ε2〉〉. Fur-
ther, let A →֒ Aε be the tautological algebra imbedding. A linear map θ : A→ A
is a derivation of A if and only if the assignment θε : a 7−→ a + ε · θ(a), gives an
algebra homomorphism A→ Aε.
Recall the canonical algebra map rep : A→ MatnR. Tensoring with k[ε]/〈〈ε2〉〉,
one gets a homomorphism repε : Aε →
(
MatnR
)
ε
. But we have(
MatnR
)
ε
= MatnR⊗ k[ε]/〈〈ε2〉〉 = Matn
(
R⊗ k[ε]/〈〈ε2〉〉) = Matn(Rε).
Now, fix θ ∈ Der(A) and let θε : A→ Aε be the corresponding homomorphism.
Composing θε with the morphism repε, we obtain the top row of the following
diagram
A
  //
rep
""D
DD
DD
DD
DD
Aε
repε //
(
MatnR
)
ε
MatnR
Matn(φ) // Matn(Rε).
The universal property ofR explained in Proposition 12.1.6 guarantees the existence
and uniqueness of an algebra map φ : R → Rε that makes the above diagram
commute. By the discussion at the beginning of the proof, the map φ thus defined
gives a derivation θ˜ : R→ R such that φ = (θ˜)ε. This proves the Claim. 
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Let D♥1 (ERep) denote the space of first order differential operators on ERep
with scalar principal symbol, cf. §3.6. This is a Lie algebra, and the group GL(E)
acts naturally on D♥1 (ERep) by Lie algebra automorphisms. We consider the Lie
subalgebra D♥1 (ERep)
GL(E) ⊂ D♥1 (ERep), of GL(E)-invariant elements.
Remark 12.4.6. Since the vector bundle ERep is canonically andGL(E)-equivariantly
trivialized, the symbol map σ : D♥1 (ERep) −→ T (RepAE) has a natural GL(E)-
equivariant splitting T (RepAE) −→ D♥1 (ERep). This splitting allows to lift the the
Lie algebra map θ 7→ θ̂ of Proposition 12.4.4 to a Lie algebra map indicated by the
dotted arrow in the following diagram
Der(A)
Ξ

Prop. 12.4.4
((RR
RR
RR
RR
RR
RR
R
0 // End(ERep)GL(E) // D
♥
1 (ERep)
GL(E) // T (RepAE)
GL(E) // 0.
12.5. Rep-functor and the de Rham complex. Given a noncommutative dif-
ferential n-form, ω = a0 da1 · · ·dan ∈ Ωnnc(A), we define
ρ(ω) = tr(â0 dâ1 · · · dân) ∈ Ωn(RepAE)GL(E),
where the Ωn on the right-hand side denotes the usual differential n-forms. Since
the trace is symmetric (that is, tr(ab) = tr(ba)), it vanishes on [Ω
q
nc(A),Ω
q
nc(A)].
Hence the ρ descends to a map ρ : DR
q
(A)→ Ω q(RepAE)GL(E).
We would like to deal with equivariant cohomology rather than this invariant
part of the (usual) de Rham complex.
12.6. Equivariant Cohomology. Let X be an algebraic variety, and let g be a
Lie algebra. Suppose we have a Lie algebra map g → T (X). The g-equivariant
algebraic de Rham complext of X is the complex
((Ω
q
(X)⊗ k[g])g, dg), (12.6.1)
where g acts on Ω
q
(X), by the Lie derivative L , the g-action on k[g] is induced
by the adjoint action of g on, and the differential (called the Koszul differential) dg
is defined in the following way. Choose a basis er for g and let e
∗
r denote the dual
basis. Then we set
dg = d+
n∑
r=1
e∗rier ,
where d is the usual de Rham differential on Ω
q
(X) and ier denotes contraction by
er.
Remark 12.6.2. The cohomology of the complex (12.6.1) are called the equivariant
cohomology of X . Assume G is a Lie group with Lie algebra g such that the map
g → T (X) can be exponentiated to a free G-action on X and, moreover, the orbit
space X/G is a well-defined algebraic variety. Then, the complex (12.6.1) computes
the ordinary de Rham cohomology of X/G. In the general case, the leaves of the
vector fields coming from the image of g → T (X) allow to consider the stack
quotient X/g, and the cohomology of the complex (12.6.1) should be thought of as
the de Rham cohomology of that stack quotient. ♦
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Choose any element ω ⊗ f ∈ (Ω q(X)⊗ k[g])g. Then ω ⊗ f(0) ∈ Ω q(X)g, which
yields a surjection
(Ω
q
(X)⊗ k[g])g → Ω q(X)g
that intertwines the differentials dg and d. However, this map is usually neither
surjective nor injective on the level of cohomology.
Now, we let A be an associative algebra and E a finite-dimensional vector space.
Let X = RepAE be the representation variety of A with the natural GL(E)-action.
Then we obtain a map
repDR : DR(A)→ Ω
q
(RepAE)
g, α 7→ tr(α̂),
where g = gl(E), given by a0 da1 · · ·dan 7→ tr(â0 dâ1 · · · dân), where for each a ∈ A,
â : RepAE → Endk E is given by â(ϕ) = ϕ(a).
Problem 12.6.3. Is there a natural map making the following diagram commute ?((
Ω
q
(RepAE)⊗ k[g]
)g
, dg
)

(DR
q
(A), d)
?
55l
l
l
l
l
l
l
// (Ω
q
(RepAE)
g, d)
Here is a simple example of a possible lift (dotted arrow above) in a very
special case. Let α = da1da2 ∈ DR2(A), so tr(α̂) = tr(dâ1dâ2). Finding the
image of α under the dotted map amounts to finding a degree two element α˜ ∈(
Ω
q
(RepAE)⊗ k[g]
)g
of the form α˜ = α⊗ 1 + Φ, where Φ ∈ (k[RepAE ]⊗ g∗)g. Since
α is closed, the compatibility of the dotted map with the differentials reads
ixtr(α̂) = d(〈Φ, x〉) , ∀x ∈ g.
Using the trace pairing x, y 7→ tr(x · y) on g = EndC E, we may identify g with
g∗, and view Φ as an element of k[RepAE ] ⊗ g. With these identifications, we have
〈Φ, x〉 = tr(Φ ·x). It is easy to check that the equation above is satisfied if one puts
Φ := â1 · â2 (product in the associative algebra k[RepAE ]⊗ Endk E).
13. Double-derivations and the double-tangent bundle.
13.1. Given an associative algebraA, we define the A-bimodule of double-derivations
of A by
Der(A) := Der(A,Ae) = HomAe(Ω
1
nc(A), A
e), (13.1.1)
where the A-bimodule structure comes from the Ae-action on the entry Ae by right
multiplication.
The fundamental exact sequence (10.1.1) gives rise to an exact sequence
0→ EndAe
(
Ω1nc(A)
)→ Der(A)→ Der(A)→ Ext1Ae(Ω1nc(A), Ω1nc(A)). (13.1.2)
Remark 13.1.3. Note that the space EndAe
(
Ω1nc(A)
)
on the left is an associative
algebra, in particular, a Lie algebra with respect to the commutator bracket. The
space Der(A) is also a Lie algebra. Furthermore, the sequence above resembles the
exact sequence for the Atiyah algebra, cf. §3.6, of the ‘vector bundle’ Ω1nc(A). ♦
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We observe that if Ω1nc(A) is a projective A
e-module (in which case the algebra
A is said to be formally smooth, see §22), the Ext1-term on the right of (13.1.2)
vanishes, hence the map Der(A)→ Der(A) becomes surjective.
It is immediate to check that the map
∆ : A −→ Ae = A⊗A, a 7−→ a⊗ 1− 1⊗ a (13.1.4)
gives a derivation, i.e., we have ∆ ∈ Der(A). The derivation ∆ maps to zero under
the projection Der(A)→ Der(A), cf. (13.1.2), hence, ∆ may be identified with an
element of EndAe
(
Ω1nc(A)
)
. It is easy to verify that the latter element is nothing
but the identity map IdΩ1nc(A).
Example 13.1.5. Let A = k[X ] be the coordinate ring of an affine algebraic variety.
Then, Ae = k[X ×X ], and the bimodule Ω1nc(A) is the ideal of the diagonal X∆ ⊂
X×X.We see that if dimX > 1, then X∆ has codimension ≥ 2 in X×X , It is easy
to deduce, by Hartogs type theorem, that in this case the map ad : Ae → Der(A)
is an isomorphism.
Assume now that dimX = 1, i.e., X is a curve. Then, we have Der(A) =
Γ(X × X, OX×X(X∆)), is the space of rational functions on X × X with simple
pole along X∆. On the other hand, if X is a curve (dimX = 1), then the exact
sequence in (13.1.2) reduces to
0→ k[X ×X ]→ Der(A)→ T (X)→ 0. ♦ (13.1.6)
The “meaning” of the double-derivation bimodule may be seen in terms of the
Rep-functor, via the following construction due to Kontsevich-Rosenberg [KR].
Fix a finite dimensional vector space E, and let ρ : A→ Endk E be a representa-
tion of A in E (to be denoted Eρ). The action map A⊗Eρ → Eρ is surjective since
A contains the unit. This gives a surjective map of A-modules act : A⊗E ։ Eρ,
where A ⊗ E is regarded as a free left A-module generated by the vector space E.
We set Kρ := Ker(A⊗ E ։ Eρ), a left A-module.
For any left A-module M , we have HomA(A ⊗ E, M) = Homk(Eρ,M) and
Ext1A(A ⊗ E, M) = 0. Hence, the long exact sequence of Ext-groups arising from
the short exact sequence Kρ →֒ A⊗ E ։ Eρ reads:
0→ HomA(Eρ,M) ev−→ Homk(Eρ,M) −→HomA(Kρ,M) (13.1.7)
−→ Ext1A(Eρ,M)→ 0.
It is easy to see that if M is finite dimensional over k, then the space Ext1A(Eρ,M)
is also finite dimensional over k. It follows that
dimk M <∞ =⇒ dimk HomA(Kρ,M) <∞. (13.1.8)
13.2. We consider the scheme RepAE . To simplify notation, write End := Endk E,
a simple associative algebra isomorphic to Matnk where n = dimE. We set R :=
k[RepAE ], the coordinate ring of the scheme Rep
A
E , and write kρ for the 1-dimensional
R-module such that f ∈ k[RepAE ] acts in kρ via multiplication by the number
f(ρ) ∈ k. We identify the algebra Re = R⊗R with k[RepAE ×RepAE ]. We have the
tautological algebra map rep : A→ R⊗ End, a 7→ â.
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Further, we consider the algebra R ⊗ End⊗R. There are two algebra maps
repl, repr : A → R ⊗ End⊗R, given by the formulas a 7→ â ⊗ 1, and a 7→ 1 ⊗ â,
respectively. These two maps make R⊗ End⊗R an A-bimodule.
We define the double-tangent R-bimodule by
T
e
E(A) := Der(A,R ⊗k Endk E ⊗k R). (13.2.1)
This is clearly a (not necessarily free) k[RepAE × RepAE ]-module whose geometric
fiber at a point (ρ, ϕ) ∈ RepAE × RepAE is defined as
T
e
E(A)|(ρ,ϕ) := (kρ ⊗ kϕ)
⊗
R⊗R
T
e
E(A).
The corresponding coherent sheaf on RepAE×RepAE will be referred to as the double-
tangent bundle on RepAE .
Lemma 13.2.2. For any (ρ, ϕ) ∈ RepAE×RepAE, one has a canonical isomorphism
T
e
E(A)|(ρ,ϕ) ≃ HomA(Kρ, Eϕ).
Proof. We observe that this A-bimodule structure on R⊗End⊗R commutes with
the obvious R-bimodule structure. It follows that the latter induces an R-bimodule
structure on each Hochschild cohomology group HHp(A,R ⊗ End⊗R) , p ≥ 0. In
particular, the sequence (5.4.1) becomes, in our present situation, the following
exact sequence of R-bimodules (to be compared with (13.1.7)):
0→ HH0(A,R⊗End⊗R)→ R⊗ End⊗R (13.2.3)
→ Der(A,R ⊗ End⊗R)→ HH1(A,R⊗ End⊗R)→ 0.
We leave to the reader to verify that, for any two representations ρ, ϕ ∈ RepAE ,
the geometric fibers at (ρ, ϕ) of the R-bimodules occurring in (13.2.3) are given by
HH0(A,R ⊗ End⊗R)
∣∣
(ρ,ϕ)
= HomA(Eρ, Eϕ),
(R ⊗ End⊗R)∣∣
(ρ,ϕ)
= Homk(Eρ, Eϕ),
Der(A,R ⊗ End⊗R)
∣∣
(ρ,ϕ)
= HomA(Kρ, Eϕ),
HH1(A,R ⊗ End⊗R)∣∣
(ρ,ϕ)
= Ext1A(Eρ, Eϕ).
The statement of the Lemma is now clear. 
Next, we consider the following maps
A⊗A repl⊗repr // (R⊗ End)⊗ (End⊗R) idR⊗m⊗idR // R⊗ End⊗R,
where m : End⊗End → End denotes the multiplication in the algebra End. We
observe that the two maps above are morphisms ofA-bimodules, i.e., ofAe-modules.
Let τ denote the composite map Ae = A ⊗ A −→ R ⊗ End⊗R, which is an Ae-
module map again.
Thus, from formula (13.2.1) we deduce that the Ae-module map τ gives rise to
a canonical map
repe : Der(A) := Der(A,Ae)
τ−→ Der(A,R⊗ End⊗R) =: T eE(A).
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13.3. Double-derivations for a free algebra. Throughout this subsection we
let A = k〈x1, . . . , xr〉 be a free associative algebra on r generators. For each i =
1, . . . , r, we introduce an element Di ∈ Der(A) uniquely defined by the following
conditions
Di(xi) = 1⊗ 1 and Di(xj) = 0 ∀j 6= i.
Now, let F : A→ A be an algebra homomorphism, such that x1 7→ F1, . . . , xr 7→
Fr, where F1, . . . , Fr ∈ k〈x1, . . . , xr〉. The r-tuple F1, . . . , Fr determines F uniquely,
and we will think of the elements Fi ∈ k〈x1, . . . , xr〉 as functions Fi = Fi(x1, . . . , xr)
in r non-commutative variables x1, . . . , xr.
We define the Jacobi matrix for the map F to be the following A ⊗ A-valued
r × r-matrix
DF = ‖Di(Fj)‖i,j=1,...,r ∈ Matr(A⊗A), (13.3.1)
where Di(Fj) denotes the image of Fj ∈ A under the derivation Di : A → A ⊗ A
introduced above.
The following result is proved by a straightforward computation, see [HT,
Lemma 6.2.1].
Proposition 13.3.2 (Chain rule). For any two algebra homomorphisms F,G :
A→ A, in Matr(A⊗A) one has
D(G◦F ) = DG◦DF, where |DG◦DF |kl :=
∑
i
Dk(G(F (xi))) ·Di(xl). 2
Next, we fix a finite dimensional vector space E and consider the scheme RepAE ,
which is canonically isomorphic to Endk(E)× . . .Endk(E) via the identification, cf.
(12.1.3)
RepAE ∋ ρ 7−→
(
X1 := ρ(x1), . . . , Xn := ρ(xr)
)
.
Analogously to the case of derivations considered in Example 12.4.2, any auto-
morphism F : A→ A induces an automorphism F̂ of the vector space RepAE . The
map F̂ is given, in terms of the r-tuple F1, . . . , Fr ∈ k〈x1, . . . , xr〉, by the formula
F̂ :
(
X1, . . . , Xn
) 7−→ (F1(X1, . . . , Xn), . . . , Fr(X1, . . . , Xn)). (13.3.3)
For each i = 1, . . . , r, and any a ∈ A, we have an element Di(a) =
∑
D′i(a) ⊗
D′′i (a) ∈ A ⊗ A. Thus, given a point ρ ∈ RepAE , we have a well-defined element
ρ(Di(a)) =
∑
ρ(D′i(a)) ⊗ ρ(D′′i (a)) ∈ Endk(E) ⊗ Endk(E). In particular, for each
i, j = 1, . . . , r, there is an element ρ(Di(Fj)) ∈ Endk(E)⊗Endk(E). These elements
give rise to a linear map
(DF )ρ : Rep
A
E −→ RepAE ,
given by the formula
(Z1, . . . ,Zr) 7−→ (13.3.4)(∑
ρ(D′1(Fj)) · Zj · ρ(D′′1 (Fj)) , . . . ,
∑
ρ(D′r(Fj)) · Zj · ρ(D′′r (Fj))
)
.
The differential of the map (13.3.3) can be read off from the Jacobi matrix
(13.3.1) by means of the following result, proved in [HT, Lemma 6.2.2].
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Proposition 13.3.5. The differential of the map F̂ at a point ρ = (X1, . . . , Xn) ∈
RepAE is a linear map dρF̂ : TρRep
A
E → TρRepAE given by formula (13.3.4), that is,
we have dρF̂ = (DF )ρ , ∀ρ ∈ RepAE . 
13.4. The Crawley-Boevey construction. Recall next that we have an isomor-
phism (Ae)op ∼= Ae. Therefore, right multiplication in the algebra Ae makes Ae,
hence Der(A) a left Ae-module, that is, an A-bimodule.
We consider TADer(A), the tensor algebra of the A-bimodule Der(A), and
view the derivation ∆, see (13.1.4), as an element of T 1ADer(A) = Der(A). Given
an element c ∈ A, viewed as an element of T 0ADer(A) = A, we introduce, following
[CrB], an associative algebra Πc(A) := TADer(A)/〈〈∆− c〉〉, where 〈〈∆− c〉〉 stands
for the two-sided ideal generated by ∆− c.
We first consider the case: c = 0. To this end, we use formula (5.4.1) in the
special case M = Ae and get a canonical exact sequence of A-bimodules:
0 −→ HH0(A,Ae) −→ Ae ad−→ Der(A) −→ HH1(A,Ae) −→ 0. (13.4.1)
This way, one proves
Proposition 13.4.2. (i) The above map Ae −→ Der(A) sends the element 1 ∈ Ae
to the derivation ∆, see (13.1.4). Thus, HH1(A,Ae) is isomorphic to a quotient of
Der(A) by the sub A-bimodule generated by ∆.
(ii) The isomorphism in (i) induces a graded algebra isomorphism
Π0(A) = TADer(A)/〈〈∆〉〉 ∼= TAHH1(A,Ae). 
In the general case of an arbitrary c ∈ A, the grading on the tensor algebra
induces a natural increasing filtration on the algebra TADer(A)/〈〈∆− c〉〉. Further-
more, part (ii) of Proposition 13.4.2 yields a canonical surjective graded algebra
map
TAHH
1(A,Ae) ։ grTADer(A)/〈〈∆− c〉〉.
It would be interesting to find some sufficient conditions for the map above to be
an isomorphism (a Poincare´-Birkhoff-Witt type isomorphism).
The case c = 1 is especially important. To explain the geometric meaning of
the algebra Π1(A), we return to the setup of Example 13.1.5 and let A = k[X ] be
the coordinate ring of a smooth affine algebraic curve.
Theorem 13.4.3. The algebra Π1(k[X ]) is canonically isomorphic, as a filtered
algebra, to D(X,Ω
1/2
X ), the filtered algebra of twisted differential operators acting on
half-forms on X.
Remark 13.4.4. It has been shown in [CrB], that there is a natural graded algebra
isomorphism Π0(k[X ]) ∼= k[T ∗X ], where T ∗X stands for the total space of the
cotangent bundle on the curve X .
We refer to [BB] for the basics of the theory of twisted differential operators
on an algebraic variety. According to this theory, sheaves of twisted differen-
tial operators on a smooth affine algebraic variety X are classified by the group
H1DR(X,−). This group vanishes if X is a curve. Thus, in the case at hand, one
can replace the algebra D(X,Ω
1/2
X ) in Theorem 13.4.3 by the algebra D(X,OX) of
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usual (not twisted) differential operators on X . In this form, an algebra isomor-
phism Π1(A) ∼= D(X,OX) has been already established in [CrB].
The advantage of our present version of Theorem 13.4.3, involving twisted dif-
ferential operators, is that the isomorphism of the Theorem becomes canonical. In
particular, both the statement and proof of the Theorem generalize easily to the
case of sheaves of algebras of twisted differential operators on a not necessarily
affine smooth curve X . To explain this, observe that in the case of an affine curve
we have Ae = k[X × X ], hence the bimodule Ω1ncA ⊂ A ⊗ A is the ideal of the
diagonal divisor X∆ ⊂ X ×X. Therefore, we have
DerA = HomAe(Ω
1
ncA,A⊗A) = Γ(X ×X, OX×X(X∆)), (13.4.5)
is the space of regular functions on (X ×X)rX∆ with at most simple pole along
the diagonal divisor X∆.
Now, in the case of an arbitrary smooth, not necessarily affine, curve X it is
natural to define the sheaf Ω1nc(OX) to be the ideal sheaf of the diagonal divisor
X∆ ⊂ X ×X, and to put
Der(OX) = HomOX×X (Ω1nc(OX), OX×X) ∼= OX×X(X∆),
see (13.4.5). Repeating the definitions above, on constructs a sheaf ΠX of filtered
algebras on X that corresponds, locally in the Zariski topology, to the algebra
Π(A). The sheaf-theoretic version of Theorem 13.4.3 says that there is a canonical
isomorphism between ΠX , viewed as a sheaf of filtered algebras on X in the Zariski
topology, and the sheaf of twisted differential operators on X acting on half-forms.
We note that, for any complete curve of genus 6= 1, the sheaf of twisted differential
operators acting on half-forms is not isomorphic to the sheaf of usual, not twisted,
differential operators.
13.5. Sketch of proof of Theorem 13.4.3. First of all, for any associative not
necessarily commutative algebra A we have the tautological A-bimodule imbedding
Ω1ncA →֒ A ⊗ A and an A-bimodule map ad : A ⊗ ADerA. Composing these two
maps, yields a canonical A-bimodule morphism
φ : Ω1ncA −→ DerA = HomAe(Ω1ncA,Ae). (13.5.1)
We observe that the morphism above is self-dual, i.e., applying the functor HomAe(−, Ae)
to φ one gets the same morphism φ again.
Lemma 13.5.2. Assume that the bimodule A ⊗ A has trivial center, that is for
x ∈ A ⊗ A we have ax = xa, ∀a ∈ A =⇒ x = 0. Then, the map φ in (13.5.2) is
injective and one has a canonical A-bimodule isomorphism
Π≤1(A) ∼= Coker(φ) = DerA/Ω1ncA.
Proof. For any three objects U ⊂ V ⊂ W of an abelian category, one has a short
exact sequence
0 −→ V f−→W ⊕ (V/U) g−→W/U −→ 0, (13.5.3)
where the map f is the direct sum of the imbedding V →֒ W with the projection
V ։ V/U and the map g is given by g(w ⊕ (vmodU)) = −wmodU.
Now, let A be an associative algebra satisfying the assumptions of the lemma.
We let the triple U ⊂ V ⊂W to be the following triple of A-bimodules U = Ω1ncA ⊂
V = A⊗A ⊂ DerA, where the rightmost imbedding induced by the map ad, which
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is injective by our assumptions. From the fundamental short exact sequence we
get A = A ⊗ A/Ω1ncA = V/U . Further, the bimodule Π1≤1(A) is by definition the
quotient DerA⊕A =W ⊕V/U by the image of A⊗A = U . Hence, the short exact
sequence (13.5.3) yields the desired isomorphism
Π1≤1(A)
∼= (DerA⊕A)/A ⊗A ∼= (W ⊕ V/U)/V ∼=W/U = DerA/Ω1ncA.

We can now proof Theorem 13.4.3. By standard arguments, see e.g., [BB],
to prove the theorem it suffices to construct a canonical isomorphism of Atiyah
algebras:
0 // A = Π≤0(A) //
Id
Π≤1(A) //
Φ
DerA //
Id
0
0 // k[X ] // D≤1(X,Ω
1/2
X )
// T (X) // 0
(13.5.4)
The extension in the bottom row of this diagram can be computed explicitly.
Specifically, one shows that this extension is canonically isomorphic, to (the spaces
of global sections of) the following extension of sheaves
0→ OX×X/OX×X(−X∆)→ OX×X(X∆)/OX×X(−X∆)→ OX×X(X∆)/OX×X → 0.
The quotient sheaves on both sides are nothing but the cotangent and tangent sheaf
on X∆ = X , respectively. So the above extension reads
0→ OX → OX×X(X∆)/OX×X(−X∆)→ TX → 0. (13.5.5)
Further, we have the following diagram of short exact sequences, cf. (13.1.6).
0 // A⊗A j // Der(A,A⊗A) //
Ψ
DerA //
Φ
0
0 // Γ(OX×X) // Γ(OX×X(X∆)) // Γ(OX×X(X∆)/OX×X) // 0
(13.5.6)
In the bottom row of the diagram above we have used shorthand notation Γ(−)
for Γ(X × X,−); this row is obtained by applying the global sections functor to
the natural extension of sheaves on X × X . The vertical isomorphism Φ, in the
diagram, follows from the identification DerA = T (X), with the space of regular
vector fields on X . The vertical isomorphism Ψ comes from (13.4.5).
Observe that the function 1 ∈ A⊗A corresponds under the above identifications
to the element IdΩ ∈ HomAe(Ω1ncA,Ω1ncA). Therefore, in the diagram we have
j(1) = ∆, and the map j is nothing but the imbedding ad : A⊗A →֒ Der(A,A⊗A),
of inner derivations.
Thus, we use the isomorphism T (X) = DerA = DerA/Ae, see (13.5.6), to
identify the short exact sequence in (13.5.5) with the canonical short exact sequence
0→ A→ Der(A)/Ω1ncA→ DerA→ 0.
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This short exact sequence can be identified with the extension in the top row of
diagram (13.5.4) using Lemma 13.5.2. 
14. Noncommutative Symplectic Geometry
14.1. Let A be an associative algebra and ω ∈ DR2(A) a noncommutative 2-form.
Contraction with ω gives a linear map iω : Der(A)→ DR1(A) , θ 7→ iθω.
Definition 14.1.1. The pair (A,ω) is called a noncommutative symplectic manifold
if dω = 0 in DR3(A), i.e., the 2-form ω ∈ DR2(A) is closed, and furthermore, ω is
nondegenerate, i.e., the map iω : Der(A)→ DR1(A) is a bijection.
Fix a noncommutative symplectic manifold (A,ω).
Definition 14.1.2. A derivation θ ∈ Der(A) is called symplectic if Lθω = 0. We
denote by Derω(A) the Lie algebra of all symplectic derivations, i.e., Derω(A) =
{θ ∈ Der(A) | Lθω = 0}.
The space Derω(A) inherits the Lie algebra structure from Der(A) given by
commutators.
Lemma 14.1.3. A derivation θ is symplectic if and only if iθω is closed in DR
1(A).
Proof. This is simply an application of Cartan’s formula, namely
Lθω = iθ ◦ dω + d ◦ iθω = d(iθω),
since dω = 0 by assumption. 
Recall that, viewing R(A) as DR0(A), we have a map d : R(A)→ DR1(A). For
every f ∈ R(A), df is exact in DR1(A), hence closed. The previous lemma shows
that the closed forms in DR1(A) are identified with the symplectic vector fields. We
let θf denote the symplectic vector field associated to df under this identification.
As in the classical theory, θf is called the Hamiltonian vector field associated to f .
We then define a Poisson bracket on R(A) by
{f, g} = iθf (dg).
Notice that since dg ∈ DR1(A), {f, g} is indeed contained in DR0(A) = R(A). It is
clear that we have the following several equalities
{f, g} := iθf (dg) = iθf iθgω = −iθgiθfω = −iθg(df) = −Lθf g = −Lθgf.
Theorem 14.1.4. (i) {−,−} makes R(A) a Lie algebra.
(ii) The map f 7→ θf is a Lie algebra homomorphism from R(A) to Derω(A).
Proof. The skew symmetry of {−,−} is immediate. We will first establish (ii),
which will then prove (i). Let θ, γ be arbitrary derivations from A to A. Then by
our standard identities we have
i[θ,γ] = Lθiγ − iγLθ = diθiγ + iθdiγ − iγdiθ − iγiθd.
Now we specialize to the case θ = θf and γ = θg and consider i[θf ,θg]ω. By the
definition of the Hamiltonian vector field, we know that iθfω = df and iθgω = dg.
Also, dω = 0 by definition, so we are left with
i[θf ,θg]ω = diθf (dg) + iθfd(dg)− iθgd(df).
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The latter two terms are zero, since d2 = 0. Therefore,
i[θf ,θg]ω = diθf (dg) = d{f, g}.
But by definition, θ{f,g} is the unique symplectic derivation such that iθ{f,g}ω
= d{f, g}. Hence θ{f,g} = [θf , θg], which establishes (ii). Since f 7→ θf is an
isomorphism (a priori only of vector spaces), this shows that {f, g} must satisfy
the Jacobi identity (finishing (i)). Indeed, if we choose h ∈ R(A), then the equality
θfθgh − θgθfh = θ{f,g}h becomes {f, {g, h}} − {g, {f, h}} = {{f, g}, h}, which is
precisely Jacobi’s identity after some rearranging. 
Example 14.1.5. Let (V, ωV ) be a finite dimensional symplectic vector space. We
claim that the symplectic structure on V induces a noncommutative symplectic
structure on A = T
q
(V ∗), the tensor algebra. Explicitly, let x1, . . . , xn, y1, . . . , yn ∈
V ∗ be canonical coordinates in V , so that ωV =
∑n
i=1 dxi ∧ dyi. We will see in the
next section that one has
Der(A) = A⊗ V, DR1(A) = A⊗ V ∗, Ωinc(A) = A⊗ T i(V ∗)⊗A, ∀i ≥ 0.
We put ωA :=
∑n
i=1 1 ⊗ (xi ⊗ yi) ⊗ 1 ∈ A ⊗ T 2(V ∗) ⊗ A = Ω2nc(A). Further, the
nondegeneracy of ωV implies that the assignment v 7→ ωV (v,−) yields a vector
space isomorphism V ∼−→ V ∗. The latter induces an isomorphism
idA ⊗ ωV : Der(A) = A⊗ V ∼−→ A⊗ V ∗ = DR1(A).
It is easy to verify that the last isomorphism is nothing but the map θ 7→ iθωA
arising from the noncommutative 2-form ωA ∈ DR2(A). Thus, (A = T (V ∗), ωA) is
a noncommutative symplectic structure. ♦
Question 14.1.6. (i) Given a noncommutative symplectic structure on an associa-
tive algebra A, can one define a Lie super-algebra structure on ⊕i≥1Ωinc(A) which
is a noncommutative analogue of the Lie super-algebra structure of Lemma 6.3.4 ?
(ii) In case of a positive answer to part (i) , does the Lie super-algebra structure
on ⊕i≥1Ωinc(A) combined with the associative product on Ω
q
nc(A) give rise to the
structure of noncommutative Gerstenhaber algebra ?
14.2. Noncommutative ‘flat’ space. In Noncommutative Geometry, the free as-
sociative algebra k〈x1, . . . , xn〉 plays the role of coordinate ring of an n-dimensional
affine space. It will be convenient to introduce an n-dimensional k-vector space V
with coordinates x1, . . . , xn (thus, the elements x1, . . . , xn form a base in V
∗, the
dual space). This allows to adopt a ‘coordinate free’ point of view and to identify
the algebra k〈x1, . . . , xn〉 with A = T q(V ∗), the tensor algebra of V ∗.
The derivations from A to an A-bimodule M are specified precisely by a linear
map from V ∗ to M–it is then extended to a derivation uniquely by the Leibniz rule.
So, Der(A,M) ≃ V ⊗M . Therefore, the functor Der(A,−) is represented by the
free A-bimodule generated by the space V ∗. Thus, we find
Ω1nc(A) ≃ A⊗ V ∗ ⊗A ≃ A
⊗
(⊕i>0 T i(V ∗)) ≃ A⊗A,
Hence, for any p ≥ 1, we obtain
Ωpnc(A) = T
p
AΩ
1
nc(A) = A⊗ V ∗ ⊗A⊗ . . .⊗ V ∗ ⊗A (p factors V ).
Observe that the assignment a1⊗v1⊗ . . .⊗vp⊗ap+1 7−→ a1∗v1 ∗ . . .∗vp ∗ap+1 gives
an imbedding T pAΩ
1
nc(A) →֒ A ∗ A (= free product of two copies of A). Further,
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an element of the form . . . v1 ⊗ 1A ⊗ v2 ⊗ 1A ⊗ . . . 1A ⊗ vm ⊗ . . . goes under this
imbedding to the element . . . ∗ (v1 ⊗ v2 ⊗ . . .⊗ vm) ∗ . . .. Thus we deduce that the
imbedding above yields a graded algebra isomorphism
Ω
q
nc(A)
∼−→ A ∗A = T (V ∗) ∗ T (V ∗),
where the grading on the left-hand side corresponds to the total grading with respect
to the second factor A = T (V ∗) on the right-hand side.
To describe DR0(A), it is instructive to identify A = T (V ∗) with k〈x1, . . . , xn〉.
Then, Amay be viewed as k-vector space whose basis is formed by all possible words
in the alphabet formed by the xi’s. The algebra structure is given by concatenation
of words. Further, let Acyclic ⊂ A be the k-linear span of all cyclic words. It is clear
that the composite map Acyclic →֒ A ։ A/[A,A] is a bijection. Thus, we may
identify
DR0(A) = R(A) = A/[A,A] = Acyclic
via this bijection.
It is more difficult to analyze the kth degree of DR(A) where k > 0. In general
we can only identify it as some quotient of A⊗TV . However, in the particular case
k = 1, we find that
DR1(A) = Ω1nc(A)/[Ω
1
nc(A), A] ≃ A⊗ V ∗,
as a complex vector space, since no other combinations of Ωknc(A)’s in the “denom-
inator” will yield degree one.
So, for all x ∈ V ∗, we have an element dx = 1 ⊗ x ∈ DR1(A). Similarly, for
every v ∈ V , we have ∂v : DR0(A)→ A given by
∂v(f) = df(v)
for all f ∈ DR0(A) = R(A) = A/[A,A]. If xi is a basis of V ∗ and xi is the
corresponding dual basis of V , consider the map d which sends every f ∈ DR0(A)
to
n∑
j=1
∂f
∂xj
⊗ dxj ,
where we write ∂∂xj = ∂xj .
Example 14.2.1. Let dimk V = 2, and equip V with symplectic basis x and y and the
standard symplectic 2-form dx ∧ dy. Let us calculate the Poisson bracket {f, g} of
two elements of R(A), where A = TV . View an element f ∈ R(A) = TV/[TV, TV ]
as a cyclic word in x and y. We have already seen that DR1(A) = A ⊗ V , so
we can write df = fx ⊗ x + fy ⊗ y, where fx, fy ∈ A. This defines two maps
∂
∂x ,
∂
∂y : R(A)→ R(A), the partial derivative maps, given by
∂
∂x
: f 7→ fx mod [A,A] and ∂
∂y
: f 7→ fy mod [A,A].
Now, the correspondence A ⊗ V = DR1(A) → Der(A) = A ⊗ V ∗ given by
the symplectic structure ω ∈ DR2(A) is nothing more than the canonical map
A⊗ V → A⊗ V ∗ that is the identity on A and given by the identification V ≃ V ∗
given by the symplectic structure ωV on V . Hence,
θf =
∂f
∂x
x∗ +
∂f
∂y
y∗,
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where x∗, y∗ is the basis dual to x, y under the correspondence induced by ωV (that
is, x∗(v) = ω(x, v) for all v ∈ V , and similarly for y∗). Then
{f, g} = θf (dg)
=
[
∂f
∂x
x∗ +
∂f
∂y
y∗
] [
∂g
∂x
x+
∂g
∂y
y
]
=
∂f
∂x
∂g
∂y
ωV (x, y) +
∂g
∂x
∂f
∂y
ωV (y, x).
Since ωV = dx ∧ dy, ωV (x, y) = 1 and ωV (y, x) = −1. So we get the familiar
formula
{f, g} = ∂f
∂x
∂g
∂y
− ∂f
∂y
∂g
∂x
.
♦
The next Proposition gives a non-commutative analogue of the classical Lie
algebra exact sequence:
0 −→
[
constant
functions
]
−→
[
regular
functions
]
−→
[
symplectic
vector fields
]
−→ 0 ,
associated with a connected and simply-connected symplectic manifold.
Let ω =
∑
i dxi ⊗ dyi. This is a symplectic structure on A = T (E∗).
Proposition 14.2.2. There is a natural Lie algebra central extension:
0 −→ k −→ A/[A,A] −→ Derω(A) −→ 0 .
Proof. It is immediate from Lemma 14.1.3 and Theorem 11.4.7 that for the map:
f 7→ θf we have: Ker{A/[A,A] −→ Derω(A)} = Ker d. Further, by Theorem
11.4.7 we get: Ker d = k, and every closed element in DR1A is exact. This yields
surjectivity of the map: A/[A,A]→ Derω(A). 
15. Kirillov-Kostant Bracket
In this section, we fix a finite-dimensional Lie algebra g over k. We are going
to define a Poisson bracket on the polynomial algebra k[g∗] ∼= Sym(g).
15.1. Coordinate formula. Fix a basis e1, . . . , en of g, and let c
k
ij denote the
structure constants for this basis. That is, for all i, j = 1, . . . , n, we have that
[ei, ej ] =
∑n
k=1 c
k
ijek.
Since g is finite-dimensional, it is isomorphic to its second dual. So, each ei
gives rise to a linear functional on g∗, which we denote by xi (that is, for all ϕ ∈ g∗,
xi(ϕ) = ϕ(ei)). Now, we can identify Sym(g) with the polynomial algebra k[g
∗].
Then if ϕ, ψ ∈ k[g∗], we have that
{ϕ, ψ} =
n∑
i,j,k=1
ckij
∂ϕ
∂xi
∂ψ
∂xj
xk.
Notice that in this case the Poisson bracket reduces the degree by 1 (that is,
deg{ϕ, ψ} = degϕ + degψ − 1) since two derivatives are taken and a factor of
xk is multiplied in. In the Poisson bracket associated to the Weyl quantization, the
degree is reduced by two because no factor of xk is introduced.
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There is also an explicit coordinate free way of writing the Poisson bracket. To
this end, it is convenient to use the Sym(g)-realization of our algebra. Specifically,
given two monomials a = a1 · · · an ∈ Symn g and b = b1 · · · bm ∈ Symm g, we have
{a, b} =
∑
i,j
[ai, bj] · a1 · . . . · âi · . . . · an · b1 · . . . · b̂j · . . . · bm. (15.1.1)
15.2. Geometric approach. Choose two functions ϕ, ψ ∈ k[g∗] (or even two
smooth function on g∗). Fix some λ ∈ g∗. Then dλϕ and dλψ are linear func-
tionals from Tλg
∗ ≃ g∗ to k. Since g is finite-dimensional, we identify g and g∗∗.
By abuse of notation, we let dλϕ denote the element of g corresponding to the
linear function dλϕ on g
∗ under this identification. Then we set
{ϕ, ψ}(λ) = 〈λ, [dλϕ, dλψ]〉. (15.2.1)
That is, we take the elements dλϕ and dλψ of g and compute their Lie bracket. We
then evaluate the linear functional on g∗ associated to this element of g on λ.
15.3. Symplectic structure on coadjoint orbits. Let G denote any connected
Lie group such that g = Lie(G) (in the future, we will call this a Lie group associated
to g). Consider the adjoint action of G on g. By transposing, this gives rise to the
coadjoint action on g∗. We can then decompose g∗ into the disjoint union g∗ = ⊔O
of G-orbits.
According to a theorem of Kirillov and Kostant, every coadjoint orbit O admits
a canonical symplectic structure. Explicitly, for any λ ∈ Ok we have a natural
isomorphism TλO = g/g(λ), where g(λ) denotes the Lie algebra of the isotropy
group of the point λ. Define the pairing
g/g(λ)× g/g(λ)→ k by (x, y) 7→ 〈λ, [x, y]〉, ∀x, y ∈ g. (15.3.1)
Proposition 15.3.2 (Kirillov-Kostant). The pairing above descends to a well-
defined skew-symmetric 2-form ωO on the coadjoint orbit O. 
The symplectic form ωO gives rise to a Poisson bracket {−,−}O on the space
of functions on the orbit O. Since g∗ is the disjoint union of the O’s, the formula
{ϕ, ψ}|O = {ϕ|O, ψ|O} for any coadjoint orbit O ⊂ g∗
defines a Poisson structure on the whole of g∗. It is clear from (15.3.1) that this
Poisson structure is nothing but the one given by formula (15.3.1).
Example 15.3.3. Let E be a finite dimensional vector space and g = EndE the Lie
algebra of endomorphisms of E with the commutator bracket. The trace provides
an invariant bilinear form on g, and this allows us to identify g with its dual g∗.
Each conjugacy class O ⊂ g becomes a coadjoint orbit in g∗. For p ∈ O ⊂ g, the Lie
algebra g(p) is nothing but the centralizer of p in g = EndE. Thus, Kirillov-Kostant
2-form on the tangent space at p is given by
ωp : g/g(p)× g/g(p)→ k, (x, y) 7→ Tr(p · [x, y]), ∀x, y ∈ g.
♦
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We now give an interesting example of a noncommutative Kirillov-Kostant
structure. Let A = k[e]/(e2 − e) = k1 ⊕ ke. It is then possible to calculate Ω qnc(A)
and DR(A) concretely. In particular, we find that
Hj(DR(A)) =
{
k, if j is even;
0, if j is odd.
Let ω = e de de ∈ Ω2nc(A). be a noncommutative 2-form on A.
Lemma 15.3.4. The pair (A,ω) is a noncommutative symplectic structure. 
This symplectic structure may be thought of as a ‘universal’ noncommutative
Kirillov-Kostant structure. Indeed, fix a vector space E of dimension dimE = n,
and let RepAE denote the variety of all algebra homomorphisms A→ Endk E. of A.
Each representation is uniquely determined by the image of e, which maps to some
idempotent, whose image has some rank. So, we can write
RepAE =
⊔
k≤n
{p = p2 ∈ EndE | dim(Imp) = k} =
⊔
k≤n
Ok ⊂ EndE,
where each Ok denotes the conjugacy class (under GL(E)) of idempotents with
rank k. It is not difficult to see that the canonical map DR2(A) −→ Ω2com(RepAn )
sends e de de to the ordinary Kirillov-Kostant form (Proposition 15.3.2) on Ok , k =
0, 1, 2, . . ..
15.4. The algebra OA. Let A be an associative algebra, and as usual let R(A) =
A/[A,A], which is a vector space. It is sometimes useful to form the commutative
algebra OA = SymR(A). Consider RepAE , the variety of all representations of A
on the vector space V . Then we have defined a map R(A) → k[RepAE ], which we
denote by a 7→ Trâ. Extend this to a map OA → k[RepAE ].
Suppose now that A has a noncommutative symplectic structure ω. This makes
R(A) into a Lie algebra, as we have seen before. Then OA = SymR(A) becomes a
Poisson algebra with respect to the Kirillov-Kostant bracket (15.1.1).
15.5. Drinfeld’s bracket. This section is taken from Drinfeld’s paper [Dr].
Let a be a Lie algebra. Define
R(a) = a⊗ a/k-span of〈{x⊗ y − y ⊗ x, [x, y]⊗ z − x⊗ [y, z] | x, y, z ∈ a}〉.
As the notation suggests, R(a) is meant to be a Lie analogue of R(A) for an
associate algebra A. The set we are quotienting out by is meant to reproduce
the key properties of the span of the commutators [A,A] in the definition of R(A)
for A associative. Indeed, there is a striking similarity embodied in the following
observation. Suppose ϕ is a linear functional R(a) → k. Then this induces a
symmetric invariant bilinear form. Simply define τϕ : a × a → k by τϕ(x, y) =
ϕ(x ⊗ y). Then τϕ(x, y) = τϕ(y, x) and τϕ([x, y], z) = τϕ(x, [y, z]) both follow
directly from the definition of R(a).
This is analogous to the associative case. Suppose we are given a linear func-
tional Tr : R(A) → k (here A is associative). Then this induces a symmetric bi-
linear form (a, a′) = Tr(aa′). Indeed, since R(A) consists of all cyclic words in
A, (a, b) = Tr(ab) = Tr(ba) = (b, a). It is also clear that (ab, c) = Tr((ab)c) =
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Tr(a(bc)) = (a, bc). So, we see that the second condition in the definition of R(a)
replaces associativity.
Let us apply these considerations to the case where a is the free Lie algebra
on m generators x1, . . . , xm. Then R(a) can be realized as pairs of words (w1, w2),
where each wj is composed of “Lie expressions” in the xi’s. That is, each wj is a
nested collection of Lie brackets of various generators xi.
Claim. R(a) has a natural Lie algebra structure.
Indeed, the Lie algebra structure is a noncommutative version of the Kirillov-
Kostant Poisson bracket on Sym(g), where g is a Lie algebra with a nondegenerate,
invariant inner product (−,−). In this context, Sym(g) plays the role of R(a).
As mentioned, we let g be a Lie algebra with nondegenerate, invariant inner
product (−,−). This inner product induces an isomorphism g× g ≃ g∗× g∗, which
is the Lie algebra associated to (g × g)∗. A pair of Lie words in g then yield a
formula for a Lie word in the Lie algebra Lie((g× g)∗) via this isomorphism. This
rule determines a formula for a Poisson bracket {−,−} on R(a).
We now define maps ∂∂xi : R(a) → R(a) in the following way. Let f = (w1, w2)
be a pair of Lie words in the basis xn of a–this is the form of an element of R(a).
Consider the substitution xj 7→ xj + z. This yields some expression in z and the
xj ’s, and take the z-linear part of it. Using the properties of R(a), we can rewrite
this linear part as
(z, w3),
where w3 is a word in the xj ’s. This word w3 is defined to be
∂f
∂xj
.
Lemma 15.5.1 (Poincare´ Lemma). Let f ∈ R(a), and P1, . . . , Pn ∈ R(a).
(i) One has
∑n
j=1
{
xj ,
∂f
∂xj
}
= 0.
(ii) If
∑n
j=1 {xj , Pj} = 0, then there exists f ∈ R(a) such that Pj = ∂f∂xj .
16. Review of (commutative) Chern-Weil Theory
16.1. Let g be a finite-dimensional Lie algebra. Then the exterior algebra Λg∗ is
equipped with a differential d of degree +1. This differential is called the Koszul-
Chevalley-Eilenberg differential, but we will usually shorten the name to the Koszul
differential. The Koszul differential is defined on Λ1(g∗) by d(λ)(x, y) = λ([x, y]).
It is then extended to all of Λ(g∗) by the Leibniz rule. Consider the Weyl algebra
of g, namely
W (g) = Sym(g)∗ ⊗ Λg∗.
Thus W (g) is a super-commutative algebra, a tensor product of a commutative
algebra (Sym(g)∗) with a super-commutative algebra (Λg∗). We wish to equip
W (g) with a differential. To accomplish this, consider the graded Lie super-algebra
g˜ = g0 ⊕ g−1, where g0 = g−1 = g as vector spaces, and the subscript indicates the
degree of each component. The Lie super-algebra structure is given in the following
way. We set [x, y]g˜ = [x, y]g0 for all x, y ∈ g0. We declare g−1 to be an abelian
subalgebra, that is, [z, w]g˜ = 0 for all z, w ∈ g−1. So, we need only define [x,w]g˜,
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where x ∈ g0 and w ∈ g−1. Define a map ∂ : g˜ → g˜ to be zero on g0 and the identity
isomorphism g−1 → g0. Then define [x,w]g˜ = [x, ∂w]g0 .
With g˜ defined as above, we find that
Λ(g˜∗) = Sym(g)∗ ⊗ Λg∗ =W (g).
Indeed, this is an isomorphism of graded algebras, if we give W (g) the grading
Wn(g) =
⊕
n=2p+q
Symp(g∗)⊗ Λq(g∗).
So, if λ : g → k is a linear functional, its image in Sym(g)∗ has degree two, while its
image in Λg∗ has degree one. We can use the identification W (g) = Λg˜∗ to define
a differential on W (g). Let ∂ : Λg˜∗ → Λg˜∗ denote the extension of the transpose
of the map ∂ : g˜ → g˜ defined above, and let d : Λg˜∗ → Λg˜∗ denote the Koszul
differential on Λg˜∗. Then we define dW = d+ ∂.
A useful alternative picture of g˜ is provided by the following. Define gε =
g⊗ (k[ε]/(ε2)) = g⊕ εg. Clearly, g corresponds to g0 and εg corresponds to g−1 in
g˜. Define ∂ε : gε → gε by ∂ε(ε) = 1 and ∂ε(x) = 0 for all x ∈ g⊕ {0}.
Remark 16.1.1. Notice that formally, ∂ε =
∂
∂ε . ♦
Clearly, (gε, ∂ε) is isomorphic to (g˜, ∂), and we will from here on identify these
two constructions.
Proposition 16.1.2. For the cohomology of the complex (W (g), dW ), we have
Hj(W (g)) =
{
k, if j = 0;
0, if j > 0.
Proof. Since dW = d + ∂ is a sum of two anti-commuting differentials, we may
view (W (g) , d+ ∂) as a bicomplex. Therefore, we can compute the cohomology of
the total differential via the standard spectral sequence for a bicomplex. Now, the
differential ∂ is induced, by definition, by the differential on g˜, which is the identity
map id : g → g, by definition. The two term complex g → g, given by this latter
map is clearly acyclic. It follows that the induced differential ∂ : W (g) → W (g)
is acyclic as well. Hence, the spectral sequence implies that the total differential
dW = d+ ∂ has trivial cohomology in all positive degrees. 
We now introduce a useful piece of notation. Let λ ∈ g∗ be a linear functional.
Then we can view λ as both an element of Sym(g∗) and an element of Λg∗. We
denote the image of λ in Sym(g∗) by λ+, and its image in Λg
∗ is denoted by λ−.
Clearly, the elements λ+ and λ− generate Sym(g
∗) and Λg∗, respectively, so if
we can calculate the action of dW on them we have a complete description of dW
on W (g∗). Indeed, we find that
dWλ− = λ+ + λ−([−,−]) ∈ Sym1 g∗ ⊕ Λ2g∗ =W2(g),
and
dWλ+ =
n∑
j=1
ad∗ xj(λ)⊗ x∗j ,
where {x1, . . . , xn} is a basis of g, and x∗j is the dual basis of g∗.
Using this characterization ofW (g) and dW , we are able to deduce the following.
89
Proposition 16.1.3 (Universal property). If D is a super-commutative DGA, and
ϕ : g∗ → D is a k-linear map, then there exists a unique map of super-commutative
DGA’s ϕW : W (g)→ D such that ϕ = ϕW |Λ1g∗ .
Proof. Extend ϕ to ϕ˜ : Λg∗ → D as an algebra map. Notice that ϕ˜ will not, in
general, commute with the differential. But it is then possible to extend ϕ˜ to
Sym(g∗) so that it kills this difference. This extension ϕW then commutes with
differentials, and is the desired extension. Uniqueness is clear. 
For all x ∈ g, we define the Lie derivative with respect to x, Lx : W (g) →
W (g) by Lx = ad
∗ x. This is a super-derivation of degree zero. We also define
contraction ix : W (g) → W (g) by ix(f) = 0 for all f ∈ Sym(g∗) and ixα is simply
the contraction of α by x for all α ∈ Λ(g∗). Notice that this is a degree −1 map
(hence it should be zero on Sym(g∗) since these have only even degrees in W (g)).
Indeed, ix is a super-derivation.
Proposition 16.1.4. The Cartan formula holds on W (g), that is,
Lx = dW ◦ ix + ix ◦ dW , for all x ∈ g.
Proof. This is immediate to verify on the generators of W (g). The result then
follows from Lemma 3.3.2. 
Definition 16.1.5. An element u ∈ W (g) is basic if Lxu = ixu = 0 for all x ∈ g.
We let W (g)basic denote the set of all basic elements of W (g)
Lemma 16.1.6. W (g)basic = (Sym(g
∗))g, where g acts on Sym(g∗) by Lx.
Proof. Both Lx and ix vanish on (Sym(g
∗))g by definition for all x ∈ g. Conversely,
ixα = 0 for all x ∈ g and some α ∈ Λg∗ forces α = 0, hence
⋂
x∈g Ker ix ⊂
Sym(g∗). 
16.2. Connections on G-bundles. We will now place the Weyl algebra in a geo-
metric context. Suppose we have a principal G-bundle
P
G // M ,
where G, P , and M are all connected, G is a Lie group, and the Lie algebra of
G is g. A connection on P is a g-valued 1-form ∇ on P , i.e., it is an element of
Ω1(P )⊗ g, satisfying
• ∇ is g-equivariant with respect to the diagonal action on Ω1(P ) and g, i.e.,
Lx∇ = 0;
• For each x ∈ g, let ξx be the vector field on P associated to x by the
G-action. Then ∇(ξx) = x.
We call an element of Ω
q
(P ) basic if Lxω = ixω = 0. We then have the
following lemma.
Lemma 16.2.1. Assume the group G is connected. Then, the pullback along the
bundle map yields a canonical isomorphism Ω
q
(P )basic ≃ Ω q(M).
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Proof. It is clear that a differential form on the total space P descends to a well-
defined differential form on M if and only if it is G-invariant, and annihilates all
vectors tangent to the fibers of the bundle projection. But if G is connected, the
G-invariance of α is equivalent to Lxα = 0, for any x ∈ g. 
We observe further that a connection gives rise to a linear map Φ∇ : g∗ →
Ω1(P ). Namely, Φ∇(λ) = λ ◦ ∇.
By the universal property of W (g), Φ∇ extends to a DGA map Φ∇W : W (g)→
Ω
q
(P ). By the connection conditions placed on ∇, we see that Φ∇W commutes with
Lx and ix. So,
Φ∇W (W (g)basic) ⊂ Ω
q
(P )basic ≃ Ω
q
(M).
But Φ∇W (W (g)basic) = Φ
∇
W ((Sym(g
∗))g), and (Sym(g∗))g ≃ k[g]g. The map Φ∇W is
called the Chern character map. We will also denote this map Φ∇W by ch.
Definition 16.2.2. Let ∇ be a connection. Then the curvature of ∇, K(∇) is
defined by
K(∇) = d∇+ 1
2
[∇,∇] ∈ Ω2(P )⊗ g.
If ∇ =∑nj=1 νj ⊗ xj , then
[∇,∇] =
n∑
j=1
n∑
k=1
νj ∧ νk ⊗ [xj , xk] and 1
2
[∇,∇] =
∑
1≤j<k≤n
νj ∧ νk ⊗ [xj , xk].
It follows from the definition of curvature and the Chern character that for all
λ ∈ g∗, ch(λ+) = λ ◦K(∇).
Next, we consider the ideal (Sym1(g∗) ⊗ 1)W (g) of W (g). For simplicity, we
let g∗+ = Sym
1 g∗ ⊗ 1 ⊂ W (g). Since dW (g∗+) ⊂ g∗+W (g), we see that g∗+W (g) is a
differential ideal of W (g).
Definition 16.2.3. The Hodge filtration of W (g) is a decreasing filtrationW (g) ⊃
g∗+W (g) ⊃ . . . ⊃ F p−1W (g) ⊃ F pW (g) given by
F pW (g) = (g∗+)
pW (g).
Notice that W (g)/F 1W (g) = Λg∗ ⊂W (g).
Lemma 16.2.4. For each p,
H2p(F pW (g)) = (Symp g∗)g.
16.3. Transgression map. The short exact sequence
0 // F 1W (g) // W (g) // W (g)/F 1W (g) // 0
gives rise to a long exact sequence in cohomology. Recall that the cohomology
of W (g) is the cohomology of a point (i.e., k in degree zero, and zero elsewhere).
The inclusion of F pW (g) ⊂ F 1W (g) yields a homomorphism H2p(F pW (g)) →
H2p(F 1W (g)). Recalling that H2p(F pW (g)) = (Symp g∗)g, we obtain the exact
sequence
(Symp g∗)g → H2p(F 1W (g))→ H2p−1(W (g)/F 1W (g)) = H2p−1(Λg∗, d) ,
where d denotes the Koszul differential.
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But then H2p−1(Λg∗, d) is isomorphic to the 2p − 1-Lie cohomology of g,
H2p−1Lie (g), which is isomorphic to H
2p−1(G). It is well know that the cohomol-
ogy of G can be calculated using only invariant differential forms on G.
A geometric meaning behind this can be found by considering the universal G-
bundle EG→ BG. Then EG is contractible, andW (g) ≃ Ω q(EG) andWbasic(g) ≃
Ω
q
(BG). Then the 2p-cohomology of F 1W (g) is calculating H2p(BG), so we obtain
a homomorphism H2p(BG)→ H2p−1(G).
16.4. Chern-Simons formalism. Let D be a DGA, with differential d : Dn →
Dn+1. We set R(D) = D/[D,D], where [−,−] here denotes the super-commutator,
i.e.,
[x, y] = xy − (−1)(degx)(deg y)yx.
Then d descends to a super-differential d on R(D). Fix any a ∈ D1. We define its
curvature F := da+ a2.
Proposition 16.4.1 (Bianchi Identity). With D, a, and F as above, the following
identity holds in D:
(d+ ada)F = 0.
Proof. Observe that dF = d(da+ a2) = d2 − a da+ da · a = a da+ da · a. Also,
(ad a)F = [a, F ] = aF − (−1)(deg a)(degF )Fa
= aF − Fa = a(da+ a2)− (da+ a2)a
= a da− da · a. 2
Using the Bianchi identity, we see that in R(D) we have
d(Fn) = −[a, Fn] = 0,
since all super-commutators are zero in R(D). Hence the elements F
n
n! are cocycles
in R(D).
Consider the algebra D[t] = D ⊗ k[t]. Take an element at ∈ D1[t] = D1 ⊗ k[t].
Define Ft = dat + a
2
t , the curvature of at. Then a simple computation shows that
∂
∂t
(
Fnt
n!
)
= d
[
1
(n− 1)!
∂at
∂t
Fn−1t
]
.
In particular, take at = ta. Then Ft = t da+ t
2a2. Then we can integrate the
above equation in t. Indeed, this yields that
Fn
n!
= dcs2n−1(a),
where
cs2n−1(a) =
∫ 1
0
a
Fn−1t
(n− 1)! dt.
The element cs2n−1(a) is called the 2n − 1-Chern-Simons class of a. The map
Fn
n! 7→ cs2n−1(a) is a trangression map.
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16.5. Special case: g = gln. Let G = GLn. Then, giving a principal G-bundle
P → M is the same thing as giving an ordinary vector bundle on M . Let ∇ be a
connection on P . Then we define chk =
1
k!Tr(K(∇)k), which is
chk =
1
k!
Tr((d∇ + 1
2
[∇,∇])k).
Now, suppose that ∇0, . . . ,∇N are N + 1 connections on the same bundle P .
We wish to show that chk is independent of the connection used. This will follow
essentially from the fact that the space of connections is convex. Let ∆ be the
standard N -simplex in RN+1, that is,
∆ = {(t0, . . . , tN ) ∈ RN+1 | tj ≥ 0,
n∑
j=0
tj = 1}.
For each t ∈ ∆, define ∇(t) = ∑Nj=0 tj∇j . Now, it is a well-known fact that a
connection ∇j may be written in a local trivialization of P as a sum of the usual
differential and a matrix of 1-forms, ∇j = d+Aj . Define
chNm(∇0, . . . ,∇N ) =
∫
∆
Tr(K(∇(t))k) dt.
This is a complicated expression in A0, . . . , AN and dA0, . . . , dAn.
16.6. Quantized Weil algebra. Let (g, B) be a Lie algebra equipped with an
invariant, nondegenerate bilinear form B : g × g → k. Then this form induces a
canonical isomorphism g ≃ g∗. In the standard Chern-Weil theory, we set
W (g) = Sym g⊗ Λg.
(The above formula is correct, since g ≃ g∗.)
Following Alekseev-Meinrenken [AM], we would like to ‘quantize’ the algebra
W (g) by replacing Sym g by the universal enveloping algebra and Λg by the Clifford
algebra Cliffg. Recall that
Cliffg = Tg/(xy + yx− 2B(x, y)).
We set
W (g) = Ug⊗ Cliffg.
It turns out that W (g) has a differential. It is this algebra that acts as the quantized
version of W (g).
This quantized Weyl algebra is connected to the work of Alekseev-Meinrenken
in the following fashion. Consider the family of Lie algebras gt, where gt = g as a
vector space and [x, y]t = t[x, y] for all x, y ∈ gt. Define
Wt(g) = W (gt) = Ugt ⊗ Cliff(gt).
Then Wt(g) is a flat family of DGA’s, and W0(g) ≃ W (g). Based on our previous
work with deformations of associative algebras, we conclude that the family Wt(g)
induces a Poisson bracket on W (g) making it a Poisson DGA.
Let ∆ ∈ Sym2(g) ⊂W (g) be the canonical element corresponding to the inverse
of the nondegenerate bilinear form B on g.
Using the deformation argument above, one proves
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Theorem 16.6.1. An invariant, nondegenerate bilinear form on g gives rise to a
Poisson (super) algebra structure {−,−} on W (g) such that
dW (u) =
1
2
{∆, u}, ∀u ∈ W (g).
17. Noncommutative Chern-Weil theory
17.1. In the previous section, we discussed quantized Chern-Weil theory, which
could be considered a part of noncommutative geometry “in the small.” That is,
it is simply a deformation of the usual Chern-Weil theory. We now want to begin
with a noncommutative algebra which will replace the Lie algebra g.
Let A be a (possibly noncommutative) associative algebra. Let A∗ denote the
dual of A. This is a coalgebra, with comultiplication map ∆: A∗ → A∗ ⊗ A∗. For
the sake of simplicity, we will use the Sweedler notation, that is, we write
∆(λ) =
∑
λ′ ⊗ λ′′
for all λ ∈ A∗.
Following the paper [C], we define Wnc(A) = T (A
∗
+ ⊕A∗−), where A∗+ = A∗− =
A∗. We makeWnc(A) graded algebra (under the usual multiplication for the tensor
algebra) by taking
Wnc(A)p :=
⊕
2n+m=p
(A∗+)
⊗n ⊗ (A∗−)⊗m.
Define a differential dW on Wnc(A) by
dWλ− = λ+ +
∑
λ′− ⊗ λ′′− and dWλ+ =
∑
(λ′+ ⊗ λ′′− − λ′− ⊗ λ′′+).
As usual, λ is a linear functional in A∗, and λ+ (respectively, λ−) represents its
image in A∗+ (respectively A
∗
−). This differential makes Wnc(A) a DGA.
Similarly to the construction of Bar-complex as a free product, it is sometimes
useful to have the following alternative definition
Wnc(A) = T
(
(Aε)
∗
)
, where Aε := A⊗ k[ε]/(ε2). (17.1.1)
Let ∂ : Wnc(A)→Wnc(A) be the k-linear map sending ε 7→ 1 and 1A 7→ 0. Define
dW = ∂ + δ,
where δ is essentially the differential dual to the multiplication map, as before. The
two differentials ∂ and δ anti-commute, hence dW ◦dW = 0. Observe that, in the
presentation (17.1.1), the differential ∂ can be suggestively written as ∂ = ∂/∂ε.
As in the commutative and quantized cases, there is a Poincare´ lemma for
Wnc(A).
Lemma 17.1.2. The cohomology of the complex (Wnc(A), dW ) are given by
Hj(Wnc(A)) =
{
k, if j = 0;
0, if j > 0.
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Proof. Suppose that the multiplication on A is trivial. Then it is easy to see that
Hj(Wnc(A)) is zero for j > 1, and k for j = 0. This follows, since the differential
dW involved the transpose δ of the multiplication map, which would also be zero.
We construct an isomorphism of DGA’s from (Wnc(A), dW ) to (Wnc(A), d˜),
where d˜ is the differential given when the multiplication is trivial. Indeed, observe
that Wnc(A) is independent of the multiplication on A. The map is given by
(Wnc(A) , dW ) −→ (Wnc(A) , d˜) , λ− 7→ λ− , λ+ 7→ λ+ +
∑
λ′− ⊗ λ′′−.
It is easy to check this is a DGA isomorphism.
An alternative proof of the Lemma can be obtained as follows. It is clear that
the two term complex ∂/∂ε : εA
∗ → A∗ has trivial homology. Thus, the spectral
sequence associated to the bicomplex given by the differentials ∂ and δ implies the
result. 
Lemma 17.1.3 (Universal Property). Given a DGA D and a k-linear map ϕ : A∗ →
D, there is a unique extension ϕW : Wnc(A)→ D such that ϕW |A∗ = ϕ.
As usual, we set RWnc(A) = Wnc(A)/[Wnc(A),Wnc(A)], where the commuta-
tors are graded. This still has trivial cohomology (i.e., the cohomology of a point).
The same calculation as before suffices–we simply take A to have the trivial product.
Theorem 17.1.4 ([C]). There exists a canonical transgression map
Hj(R(F pWnc(A)))
∼ // Hj−1(R(Wnc(A)/F pWnc(A))) .
Definition 17.1.5. Define I+ = Wnc(A)A
∗
+Wnc(A) ⊂ Wnc(A). Then this is a
differential ideal of Wnc(A), i.e., dI+ ⊂ I+. The Hodge filtration of Wnc(A) is given
by F pWnc(A) = I
p
+.
17.2. Example: case A = k. In this case, Wnc(A) is the free algebra with gener-
ators α in degree one and ∂α in degree two. Extend ∂ by the Leibniz rule to be a
super-derivation of T (α, ∂α) such that ∂2 = 0. Let F = ∂α + α2. Then one finds
that ∂F = −[α, F ]. On Wnc(A), we have the Hodge filtration F pWnc(A), the two-
sided ideal generated by terms involving ∂α at least p times. As before, one sees that
∂(F pWnc(A)) ⊂Wnc(A). Finally, we consider the algebra R(Wnc(A)/F pWnc(A)).
Theorem 17.2.1. Let H
q
(R(Wnc(A)/F
pWnc(A))) denote the cohomology of the
complex
R(Wnc(A)/F
pWnc(A)) with differential dW = ∂ + δ (where δ is the differential
dual to the multiplication). Then H
q
(R(Wnc(A)/F
pWnc(A))) has a k-basis formed
by the Chern-Simons classes cs2n−1 for n ≥ p.
Proof. A k-basis of R(Wnc(A)/F
pWnc(A)) is given by α
2k−1, k ≥ 1, and (∂α)ℓ,
1 ≤ ℓ < p. Calculating the δ-cohomology, we see that a2k−1 transgresses to (∂α)k
for 1 ≤ k ≤ p − 1. The remaining α2k−1’s are sent to the Chern-Simons classes,
cs2k−1 (k ≥ p). 
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17.3. Gelfand-Smirnov bracket. We fix a finite-dimensional associative algebra
A equipped with an invariant trace Tr: A→ k, that is, Tr(a1a2) = Tr(a2a1) for all
a1, a2 ∈ A. Write ∆ ∈ Sym2(A∗) for the canonical element corresponding to the
bilinear form, i.e., such that B(x, y) = 〈∆, x ⊗ y〉, for any x, y ∈ A.
The following result is a noncommutative analogue of Theorem 16.6.1
Theorem 17.3.1. If the trace pairing a1×a2 7−→ Tr(a1a2) is non-degenerate, then
the graded vector space R(Wnc(A)) has a canonical Lie super-algebra structure such
that
dW (u) =
1
2
{∆, u}, ∀u ∈ R(Wnc(A)).
Hint of Proof: The trace pairing on A induces an isomorphism of vector spaces
A ∼−→ A∗, a 7→ Tr(a ·(−)). Hence, we get an isomorphism κ : A⊕A ∼−→ A∗⊕A∗.
Further, the trace pairing also gives rise to a non-degenerate skew-symmetric k-
bilinear 2-form ω on the vector space A⊕A defined by the formula
(a⊕ a′) × (b⊕ b′) 7−→ Tr(ab′)− Tr(a′b).
Transporting this 2-form from A ⊕ A to A∗ ⊕ A∗ via the isomorphism κ makes
A∗ ⊕ A∗ a symplectic vector space. Therefore, the tensor algebra T (A∗ ⊕ A∗)
acquires a natural structure of noncommutative symplectic manifold, see Example
14.1.5. Thus, we get a Lie bracket on R
(
T (A∗ ⊕A∗)).
Now, the algebraWnc(A)) is just T (A
∗⊕A∗), as an associative algebra. So, the
above construction can be adapted, by inserting suitable signs (due to the fact that
the first copy A∗ ⊂ Wnc(A) is placed in degree 1 and the second copy is placed in
degree 2), to produce the required Lie super-algebra structure on R
(
Wnc(A)
)
. 
Gelfand and Smirnov considered in [GeSm] a very special case of this situation
where A = k⊕ · · · ⊕ k (n copies) is a semisimple algebra equiped with the natural
trace Tr : (x1 ⊕ · · · ⊕ xn) 7−→
∑
i xi.
It is clear that for A = k⊕ · · · ⊕ k, one has
Wnc(A) = k〈a1, . . . , an, b1, . . . , bn〉,
is the free graded algebra on 2n generators, a1, . . . , an and b1, . . . , bn where deg aj =
1 and deg bj = 2.
The differential dW is a super-derivation such that on generators we have
dW (aj) = bj , and dW (b) = 0.
Set R
q
(Wnc(A)) = Wnc(A)/[Wnc(A),Wnc(A)], where [Wnc(A),Wnc(A)] is the
linear span of all super-commutators of elements of Wnc(A), and the grading on
the RHS is induced from that on Wnc(A). We can view R(Wnc(A)) as all cyclic
words in aj ’s and bj ’s (where deg aj = 1 and deg bj = 2).
Define maps ∂∂aj : R(Wnc(A)) → R(Wnc(A)) in the following way. Choose any
word x1 · · ·xk in Wnc(A). Set δaj (x1 · · ·xk) to be x2 · · ·xk if x1 = aj and zero oth-
erwise. Then ∂∂aj (x1 · · ·xk mod [Wnc(A),Wnc(A)]) is defined to be the sum of δaj
applied to all cyclic permutations of x1 · · ·xn. Maps ∂∂bj : R(Wnc(A))→ R(Wnc(A))
are defined analogously. Then set
{P,Q} =
n∑
j=1
∂P
∂aj
∂Q
∂bj
+ (−1)(degP )(degQ) ∂Q
∂aj
∂P
∂bj
.
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Proposition 17.3.2. (i) The above map
{−,−} : Rp(Wnc(A)) × Rq(Wnc(A)) −→ Rp+q−3(Wnc(A))
is well-defined, and gives a Lie super-algebra structure on R(Wnc(A)).
(ii) The above bracket is equal to the one arising from Theorem 17.3.1 in the
special case A = k⊕ · · · ⊕ k. in particular,
(iii) The differential d on Wnc(A) descends to a well-defined Lie (super)algebra
super-derivation of R(Wnc(A)) such that, for all P ∈ R(Wnc(A)), one has
dP = {b21 + · · ·+ b2n, P}.
Assume, for simplicity, that n = 1, soWnc(A) = k〈a, b〉, where b = da. If a were
giving a connection on a bundle, then we would consider the quantity da + a2 =
b + a2, which is the curvature of the connection. This motivates the following
definition
Definition 17.3.3. For Wnc(A) = k〈a, b〉 as above, define for each k = 0, 1 . . .
chk = (a
2 + b)k ∈ R(Wnc(A)).
Then we have the following lemma.
Lemma 17.3.4. The following identities hold in R(Wnc(A)).
(a) d(chk) = 0.
(b) {chk, chl} = 0 for all k, l ∈ N ∪ {0}.
By the Poincare´ lemma for R(Wnc(A)), every closed element of R(Wnc(A)) of
degree > 0 is exact. Hence, there is some element ch1k ∈ R(Wnc(A)) such that
d(ch1k) = chk. Indeed, an explicit formula for ch
1
k can be found. To simplify
its expression, we introduce the following notation. For any x, y ∈ Wnc(A) and
k, l ∈ N ∪ {0}, we set σk,l(x, y) to be (the image under the quotient of) the sum of
all noncommutative words in elements of Wnc(A) that contains exactly k symbols
x and l symbols y. Then we have the following result.
Following [GeSm], for each k, set
ch1k :=
a
(k − 1)! ·
[
bk−1
k
+
σ1,k−2(a
2, b)
k − 1 +
σ2,k−3(a
2, b)
k + 2
+ . . .+
a2(k−1)
2k − 1
]
.
Proposition 17.3.5. For any k, in R(Wnc(A)) one has d(ch
1
k) = chk.
18. Chern Character on K-theory
18.1. Infinite matrices. Fix an associative algebra A. For each integer n ≥ 1 we
have the algebra MatnA of n× n-matrices with entries in A. The assignment
MatnA −→ Matn+1A, x 7−→
(
x 0
0 0
)
gives an algebra imbedding (note that the unit 1n ∈MatnA does not go to 1n+1 ∈
Matn+1A). We let Mat∞(A) := lim
n→∞
MatnA denote the corresponding direct limit
under the “upper left hand corner” inclusions. Thus Mat∞(A) is an associative
algebra without unit that can be identified with the algebra of infinite matrices
with finitely many nonzero entries.
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Further, let GLn(A) ⊂ MatnA be the group of invertible n × n-matrices with
entries in A. The map
g 7−→
(
g 0
0 1
)
gives a group imbedding GLn(A) →֒ GLn+1(A) (note that this time the map does
take the unit into unit). We let GL∞(A) := lim
n→∞
GLn(A) denote the corresponding
direct limit. Thus GL∞(A) is a group that can be identified with the group of
infinite matrices g = ‖gij‖ such that the matrix g − Id = ‖gij − δij‖ has only
finitely many nonzero entries (here δij denotes the Kronecker delta).
For i, j ∈ {1, . . . , n} and a ∈ A, we let Eij(a) denote the elementary n × n
matrix with a in the ij-position and zero elsewhere.
Also, for any group G, let [G,G] ⊂ G denote the (normal) subgroup generated
by the elements ghg−1h−1 , g, h ∈ G. We will denote ghg−1h−1 by [[g, h]].
Lemma 18.1.1. The group [GL∞(A), GL∞(A)] is generated by matrices of the
form Eij(a) where i 6= j.
Proof. First, observe that
[[Eij(a), Ekℓ(b)]] =

1, if j 6= k, i 6= ℓ;
Eiℓ(ab), if j = k, i 6= ℓ;
Ekj(−ba), if j 6= k, i = ℓ.
It is an easy computation to see that(
X 0
0 X−1
)
=
(
1 X
0 1
)(
1 0
−X 1
)(
0 −1
1 0
)
.
Hence
(
X 0
0 X−1
)
is a product of elementary matrices(
[[Y, Z]] 0
0 1
)
=
(
Y 0
0 Y −1
)(
Z 0
0 Z−1
)(
(ZY )−1 0
0 ZY
)
.
Thus, [[Y, Z]] is a product of elementary matrices, hence any element in [GL∞(A),
GL∞(A)] may be written as a product of elementary matrices. 
18.2. The group K0(A). Fix an associative algebra A. Recall that K0(A) is
defined to be an abelian group which is a quotient of the free abelian group Z-
generated by the isomorphism classes [P ] of all finite rank projective (left) A-
modules P modulo the subgroup generated by the following relations:
[P ] + [Q]− [P ⊕Q].
In other words, K0(A) is the Grothendieck group of (the exact category of) finite
rank projective A-modules, equipped with a semigroup structure by direct sum.
Each finite rank projective A-module P is a direct summand of a free A-module
An, that is, one has an A-module direct sum decomposition An = P ⊕ Q. The
projection to P along Q gives a map An = P ⊕Q −→ P →֒ An, which is given by
an n×n-matrix, i.e., by an element e ∈MatnA. It is clear that e is an idempotent,
i.e., e2 = e. Direct sum of modules corresponds to direct sum of idempotents, where
e⊕ e′ :=
(
e 0
0 e′
)
.
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Let P(A) denote the set of idempotents in Mat∞(A). We view any n × n-
matrix as being imbedded into Mat∞(A), thus any idempotent e ∈ MatnA becomes
an idempotent in Mat∞(A).
Lemma 18.2.1. Two idempotents e, e′ ∈ Mat∞(A) give rise to isomorphic projec-
tive A-modules if and only if e′ = geg−1 for some g ∈ GL∞(A).
Proof. Let e ∈ MatnA and e′ ∈ MatmA be two idempotents such that one has
an A-module isomorphism Ane ≃ Ame′. Put P1 = Ane, Q1 = An(1 − e), and
P2 = A
me′, Q2 = A
m(1−e′). Thus, An = P1⊕Q1, Am = P2⊕Q2, and we are given
an isomorphism ϕ : P1
∼−→ P2. We consider the following chain of isomorphisms
An+m =An ⊕Am ∼−→ P1 ⊕Q1 ⊕ P2 ⊕Q2 ∼
ϕ⊕IdQ1⊕ϕ
−1⊕IdQ2 //
P2 ⊕Q1 ⊕ P1 ⊕Q2 ∼
P1↔P2// P1 ⊕Q1 ⊕ P2 ⊕Q2 ∼−→ An ⊕Am = An+m.
The composite map An+m ∼−→ An+m is an isomorphism, hence, it is given by an
invertible matrix g ∈ Matn+mA. It is clear that g−1(e ⊕ 0m)g = 0n ⊕ e′, and we
are done. 
We introduce an equivalence relation e ∼ e′ on P(A) by e′ = geg−1 for some
g ∈ GL∞(A), and denote by [e] the equivalence class of e. We define a semigroup
structure on the equivalence classes of idempotents by [e]+[e′] = [e⊕e′] and [0] = 0.
This way, one can rephrase the definition of K0(A) in terms of idempotents as
follows:
K0(A) ∼=
(
P(A)/∼ , ⊕
)
.
18.3. Chern class on K0 and K1. Recall that for any associative algebra A there
is a trace map tr : MatnA→ A/[A,A] given by
tr(aij) =
n∑
i=1
aii mod [A,A].
Since tr(xy) = tr(yx), we see that if e and e′ are equivalent idempotents (suppose
e′ = geg−1), then
tr(e′) = tr(geg−1) = tr(e).
So, tr descends to a well defined map tr : P(A)/∼ → A/[A,A]. Notice that
A/[A,A] = DR0(A). This map is additive.
Proposition 18.3.1. The assignment [e] 7−→ tr(e) extends to a group homomor-
phism:
c0 : K
0(A) −→ Ker [DR0(A)→ DR1(A)] ,
called the Chern character.
Proof. Additivity of the map is clear. So, we must show that for all [e] ∈ K0(A),
c0[e] is a closed form. Indeed, choose some representative e ∈MatnA. Then e2 = e.
Applying d to both sides yields e de+ (de)e = de. This way, one proves
e de = de(1− e) and (de)e = (1− e) de.
Therefore, we calculate
tr(e de) = tr(e2 de) = tr(e(de)(1 − e)) = tr((1− e)e(de)) = 0,
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since (1− e)e = e− e2 = e− e = 0. Similarly, we see that tr((1− e) de) = 0. So,
tr(de) = tr(e de) + tr((1 − e) de) = 0.
Clearly, tr and d commute, so c0([e]) is closed. 
Next, we define
K1(A) := GL∞(A)/[GL∞(A), GL∞(A)].
We are going to construct a Chern character for K1(A).
Proposition 18.3.2. There is a natural group homomorphism
c1 : K
1(A)→ Ker
[
DR1(A)
b−→ A
]
.
Proof. Choose any [g] ∈ K1(A). Choose some representative g of [g], and define
c1[g] = tr(g
−1 dg).
First, let us check that this is a group homomorphism. Indeed
tr((g1g2)
−1d(g1g2)) = tr[(g1g2)
−1dg1 · g2] + tr[g−12 g−11 g1 dg2]
= tr(g−12 g
−1
1 dg1 · g2) + tr[g−12 dg2]
= tr[g−11 dg1 · g2g−12 ] + tr(g−12 dg2) mod [GL∞(A), GL∞(A)]
= tr[g−11 dg1] + tr[g
−1
2 dg2],
as desired. Again, c1[g] is a b-cycle, since
b
[
tr(g−1 dg)
]
= tr(g−1g)− tr(gg−1) = 0.

18.4. Chern classes via connections. Given a finite rank projective (left) mod-
ule M over an associative algebra A, one can associate to M its de Rham charac-
teristic classes chk(M) ∈ DR2k(A), k = 1, 2, . . . , as follows.
Choose a direct sum decomposition M ⊕ N = Ar and let e ∈ MatrA be the
corresponding projector Ar → M . Then, one has a well-defined non-commutative
1-form de ∈ Ω1nc(MatrA). For each k = 1, 2, . . . , we consider the differential form
e(de)2k := e de de . . . de︸ ︷︷ ︸
2k factors
∈ Ω2knc(MatrA), (18.4.1)
and the corresponding class in DR2k(MatrA/Matrk). Let Tr
(
e(de)2k
)
be the image
of that class under the canonical ‘trace’-isomorphism DR2k(MatrA/Matrk)
∼−→
DR2k(A), cf. Remark 11.4.6.
Proposition 18.4.2. (i) The class Tr
(
e(de)2k
)
is independent of the choice of
presentation of M as a direct summand in a free A-module, hence is intrisically
attached to M . The assignment
[M ] 7−→ chk([M) := 1k!Tr
(
e(de)2k
) ∈ DR2k(A)
gives a group homomorphism K0(A) −→ DR2k(A).
(ii) The class Tr
(
e(de)2k
) ∈ DR2k(A) is closed, i.e., d[Tr(e(de)2k)] = 0.
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Proof. It is clear that if e′ = geg−1, g ∈ GL∞(A), is another projector then
Tr
(
e(de)2k
)
= Tr
(
e′(de′)2k
)
, due to the invariance of the trace. Therefore, Lemma
18.2.1 implies independence of presentation of M as a direct summand in a free
A-module.
Further, given two idempotents e1, e2 ∈Mat∞(A), we clearly have d(e1⊕ e2) =
(de1) ⊕ (de2), hence, (e1 ⊕ e2) · (d(e1 ⊕ e2))2k = e1(de1)2k ⊕ e2(de2)2k. Therefore,
additivity of the trace implies that, for any finite rank projective A-modules P and
Q, one has chk([P ]⊕ [Q]) = chk([P ]) + chk([Q]). This completes the proof of (i).
Part (ii) may be verified by a direct computation. Instead of doing so, below we
will give an alternative, more conceptual, construction of the characteristic classes
in terms of connections, and then prove an analogue of Proposition 18.4.2(ii) in
that more general framework. 
Following A. Connes [Co], one introduces
Definition 18.4.3. A connection on a left A-module M is a linear map ∇ :M →
Ω1nc(A)⊗A M such that
∇(am) = a · ∇(m) + da⊗m, ∀a ∈ A,m ∈M.
Lemma 18.4.4. A left A-module M admits a connection if and only if it is pro-
jective.
Proof. Assume M is projective and write it as a direct summand of a free A-
module A ⊗ E, for some k-vector space E. Thus there is an A-module imbedding
i :M →֒ A⊗E and a projection A⊗E ։ M such that p◦ i = IdM . We define ∇
to be the following composite map
M
i→֒ A⊗ E d⊗IdE−→ Ω1nc(A)⊗ E ∼−→ Ω1nc(A)⊗A (A⊗ E)
IdΩ⊗p−→ Ω1nc(A)⊗A M.
(18.4.5)
It is easy to see that this map gives a connection, sometimes called the Grassman-
nian connection induced from A⊗ E.
Conversely, let M be any left A-module. Observe that since Ω1nc(A)
∼= A¯⊗A is
a free right A-module, the functor (−)⊗AM takes the fundamental exact sequence
0→ Ω1nc(A)→ Ae → A→ 0 to an exact sequence that looks as follows:
0 −→ Ω1nc(A) ⊗A M
j−→ A⊗M act−→M −→ 0. (18.4.6)
Here the map j takes da⊗m to a⊗m− 1⊗ (am), and the map act : A⊗M →M
is the action map.
Now, given a connection ∇ :M → Ω1nc(A)⊗A M , we define a map
s :M → A⊗M, m 7−→ 1⊗m− j◦∇(m).
For any a ∈ A, using the definition of j and Definition 18.4.3, we compute
s(am)− a · s(m) = 1⊗ (am)− j◦∇(am)− a · [1⊗m− j◦∇(m)]
= 1⊗ (am)− a⊗m− j[a · ∇(m) + da⊗m] + j[a · ∇(m)]
= j[da⊗m]− j[a · ∇(m) + da⊗m] + j[a · ∇(m)] = 0.
Hence, s is an A-module map, moreover, one finds
act◦ s(m) = act[1⊗m− j◦∇(m)] = m− (act◦ j)◦∇(m) = m− 0 = m.
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We see that the map s provides a splitting of the projection act in (18.4.6), therefore
M is a direct summand in A⊗M , hence it is projective. 
It is easy to see that any connection ∇ : M → Ω1nc(A) ⊗A M has a unique
extension to a map ∇ : Ω qnc(A)⊗A M → Ω
q+1
nc (A)⊗A M such that
∇(α · µ) = dα · µ+ (−1)degα · α · ∇(µ), ∀α ∈ Ω qnc(A), µ ∈ Ω
q
nc(A)⊗A M. (18.4.7)
In particular, one defines the curvature of the connection ∇ as the composite map
R∇ : Ω
q
nc(A)⊗A M ∇−→ Ω
q+1
nc (A) ⊗A M ∇−→ Ω
q+2
nc (A)⊗A M. (18.4.8)
From formula (18.4.7), we compute
R∇(α · µ) = ∇◦∇(α · µ) = ∇[dα · µ+ (−1)degα · α · ∇(µ)]
= d2(α) · µ+ (−1)deg dα · dα · ∇(µ) + (−1)degα · dα · ∇(µ)
+ (−1)degα+deg dα · α · ∇◦∇(µ) = α ·R∇(µ).
Thus, the curvature is an Ω
q
nc(A)-linear map.
We can now proceed to the construction of characteristic classes. Fix a finite
rank projective left A-module M and choose an imbedding ofM into a free module
Ar as a direct summand. Let e ∈ MatrA be the idempotent that projects Ar to
M , and let ∇e := e◦d◦ e be the corresponding Grassmannian connection on M .
We may view the curvature R∇e = e◦d◦ e◦d◦ e as an element of MatrA ⊗ Ω2nc(A).
For each k = 1, 2, . . . , we consider the class of the element (R∇e )
k ∈ MatrA ⊗
Ω2knc(A) in DR
2k(MatnA/Matnk). Thus, applying the canonical isomorphism Tr :
DR
q
(MatnA/Matnk)
∼−→ DR q(A) of Proposition 11.4.5 to 1n! (R∇e)k we obtain an
element
chk(M,∇e) := 1n!Tr(R∇e)k ∈ DR2k(A), (18.4.9)
called the k-th de Rham Chern character class.
19. Formally Smooth Algebras
19.1. We are going to study the concept of ‘smoothness’ in noncommutative ge-
ometry. Throughout this section A denotes a finitely generated associative algebra.
Recall that a two-sided ideal I of an associative algebra B is said to be nilpotent
if there exists n > 0 such that b1 · . . . · bn = 0, for any b1, . . . , bn ∈ I.
Definition 19.1.1. A finitely generated associative algebra A is called formally
smooth if the following lifting property holds. For every algebra B and a nilpotent
two-sided ideal I ⊂ B, given a map A → B/I there is a lift A → B such that the
following diagram commutes:
B

A
==
// B/I,
(19.1.2)
where B ։ B/I is the quotient map.
To build some intuition for formally smooth algebras we consider commutative
case first.
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Theorem 19.1.3. For a finitely-generated commutative k-algebra the following
conditions are equivalent.
(a) Let m : A ⊗ A→ A be the multiplication map. Then Kerm has the locally
complete intersection property (this is basically used in the proof of the
Hochschild-Kostant-Rosenberg theorem).
(b) Ω1com(A) is a projective A-module.
(c) A satisfies the lifting property (19.1.2) for any commutative algebra B. 
Recall that RepAE denotes the algebraic variety of all representations of A on E.
Proposition 19.1.4. If A is formally smooth and finitely generated, then for every
finite-dimensional k-vector space E, the scheme RepAE is smooth.
Proof. Take E = kn, and let RepAn := Rep
A
kn = Rep
A
E . For any scheme X and any
finitely generated commutative algebra B, we set
X(B) = Homalg(k[X ], B).
Giving an element of X(B) is equivalent to giving an algebraic map SpecB → X .
The elements of X(B) are called the B-points of X . In the case of RepAn , we see
that for any such B,
RepAn (B) = Homalg(A,MatnB).
Observe that if I ⊂ B is a nilpotent ideal, then so is Matn(I) ⊂ MatnB. Let
R = k[RepAn ]. We will check that R is formally smooth. In other words, we wish
to see if the obvious map
Homalg(R,B)→ Homalg(R,B/I)
is a surjection. By definition, Homalg(R,B) ≃ Homalg(A,MatnB). By the formal
smoothness of A,
Homalg(A,MatnB)→ Homalg(A,MatnB/Matn(I))
is surjective since Matn(I) ⊂ MatnB. The proof then follows. 
Proposition 19.1.5. The algebra A is formally smooth if and only if Ω1nc(A) is a
projective A-bimodule. Equivalently, A is formally smooth if and only if the functor
Der(A,−), on the category of A-bimodules, is exact.
Lemma 19.1.6. If Ω1nc(A) is a projective A
e-module, then the categories A-mod
and Ae-mod both have homological dimension less than or equal to 1, i.e., we have
ExtjA-mod(M,N) = 0 resp. Ext
j
A-bimod(M,N) = 0, for all j > 1.
Proof. We prove the statement for left A-modules; the proof for A-bimodules is
similar.
Recall the fundumental exact sequence
0 −→ Ω1nc(A) −→ Ae −→ A −→ 0.
Now, if Ω1nc(A) is a projective A
e-module, then Ω1nc(A) is projective as a left and
right module. So tensoring the fundamental sequence by any left A-module M
preserves exactness, hence yields an exact sequence of left A-modules
0→ Ω1nc(A)⊗A M → A⊗M →M → 0.
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Here, the left A-module A⊗M is projective since it is free. Further, the projectivity
of Ω1nc(A) implies that Ω
1
nc(A) is projective as a left module. Indeed, if Ω
1
nc(A) is
a direct summand of the free bimodule A⊗ E ⊗ A, then Ω1nc(A) ⊗A M is a direct
summand of the free left module A⊗ E ⊗M . Thus, we have constructed a length
two resolution of M by projective A-modules. Computing the Ext-groups via this
resolution we conclude that ExtjA-mod(M,N) = 0 for any j > 1. 
We observe that if I2 = 0, then B = A♯I, the square zero construction, in the
lifting problem if A is formally smooth.
Lemma 19.1.7. The following are equivalent.
(1) Ω1nc(A) is projective.
(2) Lifting property holds for any square zero extension.
(3) HH2(A,M) = 0 for any A-bimodule M .
Proof of Lemma 19.1.7. We will prove that each of the claims (1) and (2) is equiv-
alent to (3).
Recall that the square zero extensions the algebra A = B/I by I are classified
by HH2(B/I, I).
Suppose that HH2(A,M) = 0 for allM . Suppose we wish to lift a map α : A→
B/I. The pull-back of extension I → B → B/I via α gives a commutative diagram:
0 // I
id
// E

// A //
α

0
0 // I // B
β // B/I // 0,
where the left-hand vertical map is the identity. The algebra E is given by the
fiber product of A and B, that is, E = {(b, a) ∈ B ⊕ A | α(a) = β(b)}. Since
HH2(A,M), the top row is split by some σ : A → E. Then, letting E → B be
denoted by τ , the composition τ ◦ σ is the desired lift.
Now, suppose that the lifting property for square zero extensions holds. We
wish to show that HH2(A,M) = 0. Now, an element of HH2(A,M) gives a square
zero extension 0 → M → E → A → 0. Now, since lifting holds for the square
zero case, we can lift the identity map A → A to a map A → E, which splits the
extension. So, (2) and HH2(A,M) = 0 are equivalent.
Finally, an A-bimodule P is projecive if and only if Ext1A-bimod(P,M) = 0 for all
A-bimodulesM . Hence, Ω1nc(A) is projecive if and only if Ext
1
A-bimod(Ω
1
nc(A),M) =
0 for all A-bimodules M . But the long exact sequence for Ext arising from the
fundamental short exact sequence Ω1nc(A)→ Ae → A yields
Ext1A-bimod(Ω
1
nc(A),M) = Ext
2
A-bimod(A,M) ≃ HH2(A,M).
Thus, Ω1nc(A) is projecive if and only if HH
2(A,M) = 0. This completes the
proof. 
Proof of Proposition 19.1.5. Let I ⊂ B be any nilpotent ideal, In = 0, of an algebra
B. We will proceed by induction on n. Consider the exact sequence
0→ In−1/In → B/In → B/In−1 → 0.
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This is then a square zero extension of B/In−1 if n ≥ 2. Take a map A→ B/In−1.
Then let E be the fiber product of A and B/In to obtain the commutative diagram
(with exact rows)
0 // In−1/In
id
// E

// A

// 0
0 // In−1/In // B/In // B/In−1 // 0
.
Then by assumption (and the lemma), there is a splitting A → E → B. So, by
inducting on n until In = 0, we obtain lifting.
The implication that there exists a lifting implies Ω1nc(A) is projective follows
from Lemma 19.1.7. 
19.2. Examples of formally smooth algebras. Here are a few examples:
(1) The free associative algebra k〈x1, . . . , xn〉.
(2) Matnk.
(3) k[X ] where X is a smooth affine curve.
(4) The path algebra of a quiver.
(5) The upper triangular matrices. This is a special case of (4), since the
algebra of upper triangular matrices is nothing but the path algebra of the
quiver • → • → · · · → •.
(6) If A and B are formally smooth, then so are A⊕B and A ∗B.
The reader should be warned that the (commutative) polynomial algebra k[x1,
. . . , xn] is not formally smooth, for any n > 1.
19.3. Coherent modules and algebras. It is perhaps clear from discussion in
the previous sections that a formally smooth finitely generated associative (not nec-
essarily commutative) algebra A should be viewed as a ‘noncommutative analogue’
of the coordinate ring of a smooth affine algebraic variety X . Accordingly, the
category of finitely generated A-bimodules should be viewed as a ‘noncommutative
analogue’ of the abelian category Coh(X).
An immediate problem that one encounters with such an analogy is that a
finitely generated formally smooth algebra A is typically not Noetherian, hence,
neither the category of finitely generated left A-modules nor the category of finitely
generatedA-bimodules, are abelian categories, in general. This is so, for instance, in
the ‘flat’ case where A = k〈x1, . . . , xn〉, is a free associative algebra on n generators.
This difficulty can be dealt with by replacing the notion of a finitely generated
module by a more restrictive notion of coherent module.
In general, let A be an associative algebra. We introduce, see [Po].
Definition 19.3.1. A (left) A-module M is called coherent if M is finitely gen-
erated and, moreover, the kernel of any A-module map Ar → M is also a finitely
generated A-module.
It is straightforward to verify that if f : M → N is a morphism between
two coherent modules, then both the kernel and cokernel of f are again coherent
modules. Thus, coherent A-modules form an abelian category.
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In order for the concept of coherent module to be useful one has to know that,
for a given algebra A, there are “sufficiently many” coherent modules. We will see
below that this is indeed the case for formally smooth algebras.
First, we recall that an algebra A is called hereditary if ExtjA-mod(M,N) = 0 for
all A-modules M and N and j ≥ 2, in other words, A is hereditary if the category
A-mod has homological dimension less than or equal to 1, c.f. Lemma 19.1.6.
Lemma 19.3.2. An algebra A is hereditary if and only if every submodule of a
projective A-module is again projective.
Proof. Let P be a projective A-module, and let P ′ ⊂ P be a submodule. Then we
have the short exact sequence
0→ P ′ → P → P/P ′ → 0,
where the middle term is projective. If M is any A-module, we obtain a long exact
sequence in Ext groups:
. . .→ Ext1(P,M)→ Ext1(P ′,M)→ Ext2(P/P ′,M)→ Ext2(P,M)→ . . . .
Since P is projective, Ext1(P,M) = Ext2(P,M) = 0, hence we find that
Ext1(P ′,M) ≃ Ext2(P/P ′,M)
for all A-modules M . But A is hereditary, hence Ext2(P/P ′,M) = 0. Therefore,
Ext1(P ′,M) = 0 for all M ∈ A-mod, hence P ′ is projective.
Conversely, let M be any A-module. Then we have the resolution
0→ P → A⊕s →M → 0,
where P = Ker(A⊕s → M). Since A⊕s is free, it is projective. Therefore P is
also projective by assumption. This shows that every A-moduleM has a projective
resolution of length at most two, hence Extj(M,N) = 0 for all j ≥ 2. 
It is known that A is hereditary if and only if all left ideals of A are projective.
We observe next that if A is formally smooth, then by Lemma 19.1.6 the cate-
gory A-mod has homological dimension less than or equal to 1, so A is a hereditary
algebra. Furthermore, the proposition below insures that the category of coherent
A-modules, reps., coherent A-bimodules, is sufficiently “large”.
Lemma 19.3.3. Let A be a finitely generated hereditary algebra. Then, any finite
rank free A-module is coherent.
Proof (by D. Boyarchenko). Let M = An be a free left A-module of finite rank n.
Clearly, M is finitely generated, so we only have to prove that if f : Ar → M
is a homomorphism, then Ker(f) is also finitely generated. Let K = Ker(f),
and Q = Im(f). We have a short exact sequence 0 → K → Ar → Q → 0. By
construction, Q is a submodule of the free module M. Hence Q is projective, since
A is hereditary. Hence the above exact sequence splits. In particular, this yields a
surjection Ar ։ K, which implies that K is finitely generated. It follows that any
finite rank free left A-module is coherent. 
Corollary 19.3.4. If A is a formally smooth algebra, then the cokernel of any
A-module map Am → An is a coherent A-module. Also, any finite rank free Ae-
module, is coherent.
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Proof. The first claim follows from the previous Lemma, since a formally smooth
algebra is hereditary.
Further, one proves easily that if M is a coherent left A-module and N is a
coherent left B-module, then M ⊗N is a coherent left A ⊗ B-module. The claim
on Ae-modules follows. 
19.4. Smoothness via torsion-free connection. For any associative algebra A,
we define
D(A) = T (A+A)/(ab = ab¯+ a¯b, a⊗ a′ = aa′ ⊗ 1),
where as usual A = A as a vector space. Then a 7→ a¯ is a differential. Earlier, we
showed that D(A) ≃ Ω qnc(A) ≃ TAΩ1nc(A).
Let us consider the commutative situation. Let X be a smooth affine algebraic
variety. Then we have the two following relations:
Ω
q
(X) = Λ
q
Ω1(X) and k[TX ] = SymΩ1(X),
where we use the convention Ω1(X) = Ω1com(k[X ]). In the noncommutative case,
there is no difference between the exterior and symmetric powers. Hence we see that
the single differential graded algebraD(A) = Ω
q
nc(A) can be simultaneously thought
of as noncommutative differential forms and as functions on the “noncommutative
tangent bundle.” When we wish to stress the latter interpretation, we will write
Dˇ(A) instead of D(A).
Fix a finite dimensional vector space E and consider the variety Rep
Dˇ(A)
E of
algebra maps Dˇ(A)→ Endk E.
Proposition 19.4.1. The varieties Rep
Dˇ(A)
E and TRep
A
E are isomorphic.
Proof. An element of Rep
Dˇ(A)
E is a homomorphism Dˇ(A) → EndE. But a homo-
morphism from Dˇ(A) can be specified by giving the image of a and a¯ for each a ∈ A.
So, let ρ(a) be the image of a, and ϕ(a) the image of a¯. Then we can easily check
that ρ : A→ EndE must be a homomorphism, while ϕ : A→ EndE is a derivation.
This is precisely a point of TRepAE . Given a point TRep
A
E , we can clearly reverse
the arguments made above to construct a homomorphism Dˇ(A)→ EndE. 
Theorem 19.4.2. An associative algebra A is formally smooth if and only if the
natural map A→ A can be extended to a derivation of Dˇ(A) of degree +1.
Suppose we are in the commutative case, that is, A = k[X ] for some affine
variety X . Then we view Dˇ(A) as the coordinate ring of the total space of the
tangent bundle TX of X . A derivation ∇ of k[TX ] is a vector field on TX . This
gives a connection on TX . Indeed, since ∇ is a derivation, this connection has no
torsion (that is, ∇[ξ,η] = ∇ξη −∇ηξ).
Proof of Theorem. We already know that A is formally smooth if and only if every
square zero extension
0→M → E → A→ 0
splits. To check that every square zero extension splits, it suffices to check this for
the universal square zero extension, A♯cΩ
2
nc(A), see 10.3.1. A splitting of the latter
extension is provided by an algebra map ψ : A → E such that ψ ◦ j = id, where
j : A → E is the inclusion map. So, write ψ(a) = (a,−φ(a)) for some function
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φ : A → Ω2nc(A) (we are not asserting any properties for φ except linearity, which
is obvious). Then we see that
ψ(a1)ψ(a2) = (a1a2,−a1φ(a2)− φ(a1)a2 − da1 da2) = (a1a2,−φ(a1a2))
= ψ(a1a2).
So, we find that φ(a1a2)− a1φ(a1)− φ(a1)a2 = da1 da2. 
Now we can define a derivation of Dˇ(A) by a 7→ a¯ and a¯ 7→ φ(a¯). The proof of
the opposite implications follows from the universality of equation (10.3.1).
But the left hand side of the above equation is precisely δφ, where δ is the
Hochschild differential. We write the right hand side as d⊗d to obtain the equation
δφ = d⊗ d.
Now, we claim that extending the map a 7→ a¯ to a derivation +1 on Dˇ(A) is
equivalent to giving a map A→ Ω2nc(A).
Lemma 19.4.3. Giving a map φ satisfying δφ = d ⊗ d is equivalent to giving an
A-bimodule splitting of the sequence
0 −→ Ω1nc(A)
j−→ Ω1nc(A)⊗A m−→ Ω1nc(A) −→ 0
where m is right multiplication, m(ω ⊗ a) = ω · a, and
j(αda) = αa⊗ 1− α⊗ a, for all α ∈ Ω1nc(A) , a ∈ A.
(By splitting, we mean a map p : Ω1nc(A) ⊗A→ Ω2nc(A)).
Proof. Giving such a φ is equivalent to giving a map A→ Ω2nc(A), and we use this
along with bilinearity to see that this is equivalent to giving a map
p : Ω1nc(A)⊗A = A⊗A⊗A→ Ω2nc(A).
Since φ satisfies δφ = d ⊗ d, we can check that p is a splitting, i.e., pj = id.
Conversely, if pj = id, we see that
pj(da1 da2) = p(da1 · a2 ⊗ 1− da1 ⊗ a2)
= p(d(a1a2)⊗ 1− a2 da2 ⊗ 1− da1 ⊗ a2) = da1 da2,
forces δp = d⊗ d. 
20. Serre functors and Duality
20.1. We write Vect for the category of finite dimensional vector spaces, and V 7→
V ∗ = Homk(V, k), for the obvious duality functor on Vect.
In this section, we will freely use the language of derived categories. We write
[n] for the shift by n in a triangulated category. A functor F : D1 → D2 between
triangulated categories is said to be a triangulated functor if it takes distinguished
triangles into distinguished triangles, and commutes with the shift functors.
A k-linear categoryD is said to be Hom-finite if, for any two objectsM,N ∈ D,
the space HomD(M,N) has finite dimension over k.
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Definition 20.1.1 (Bondal-Kapranov). Let D be a Hom-finite triangulated cate-
gory. An exact functor S : D → D is called a Serre functor if there are functorial
vector space isomorphisms
HomD(M,N)
∗ ≃ HomD(N, S(M)), for any M,N ∈ D.
Let D be a Hom-finite category. For any object M ∈ D, we consider the
composite functor HomD(M,−)∗ : D → Vect , N 7→ Homk
(
HomD(M,N), k
)
=
HomD(M,N)
∗. Observe that, if the category D has a Serre functor S, then the
functor HomD(M,−)∗ is, by definition, represented by the object S(M). Yoneda
Lemma 2.1.2 insures that the object representing this functor is unique, if exists,
up to (essentially unique) isomorphism. Using this, it is not difficult to deduce that
any two Serre functors on a Hom-finite category must be isomorphic to each other.
The definition of Serre functor is motivated by the following geometric example.
20.2. Serre duality. Let X be a smooth projective algebraic variety of dimension
d. Write Dbcoh(X) for the bounded derived category of sheaves of OX -modules on
X with coherent cohomology sheaves. As a consequence of completeness of X , the
category Dbcoh(X) is Hom-finite. This follows from the well-known result, saying
that dim
(⊕
i H
i(X,F)) <∞, for any coherent sheaf F on X .
Let KX := Ω
d
X be the canonical line bundle on X , the line bundle of top-degree
differential forms on X , viewed as an invertible sheaf on X .
Proposition 20.2.1. The functorM 7−→M⊗KX [d] is a Serre functor on Dbcoh(X).
Remark 20.2.2. (i) The condition that X is smooth is not very essential here. In
the non-smooth case, one has replace KX [d] by the dualising complex κX , and
to restrict oneself to the category Dperf(X) ⊂ Dbcoh(X) of perfect complexes, that
is, the full triangulated subcategory in Dbcoh(X) formed by complexes which are
quasi-isomorphic to bounded complexes of locally free sheaves. For example, if X
is a Cohen-Macaulay projective scheme, then the functor M 7−→ M ⊗ κ
X
gives a
Serre functor on Dperf(X). In general, the Serre functor is an equivalence between
the category Dperf(X) and the category of bounded coherent complexes with finite
injective dimension.
(ii) According to Kontsevich, any Hom-finite triangulated category with a Serre
functor should be thought of as the category Dbcoh(X) for some complete ‘noncom-
mutative space’ X , possibly singular. ♦
Below, we will interchangeably use the words “locally free sheaf” and “vector
bundle” and, given such a vector bundle E, write E∗ for the dual vector bundle.
The Proof of Proposition 20.2.1 uses the following important result
Theorem 20.2.3 (Grothendieck). An algebraic variety X is smooth if and only if
every coherent sheaf on X has a finite resolution by locally free sheaves, equivalently,
if the (shifts of) vector bundles on X generate the category Dbcoh(X). 
Proof of Proposition 20.2.1. The result is essentially a reformulation of the stan-
dard Serre duality. The latter says that, for any vector bundle E on X , one has
Hi(X,E)∗ ∼= Hd−i(X,KX ⊗ E∗), ∀i ∈ Z (Serre duality).
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Now, for any two vector bundles F1, F2, on X , we have Ext
q
(F1, F2) = H
q
(
X,
Hom(F1, F2)
)
= H
q
(
X,F ∗1 ⊗ F2), where Ext
q
(−,−) stands for the Ext-group in
the abelian category Coh(X), and Hom(F1, F2) ∈ Coh(X) stands for the internal
Hom-sheaf which, for vector bundles, is isomorphic to F ∗1 ⊗ F2. Using this, we
compute
HomDbcoh(X)(F1, F2[i])
∗ = Exti(F1, F2)
∗ = Hi(X, F ∗1 ⊗ F2)∗
(by Serre duality) = Hd−i
(
X , KX ⊗ (F ∗1 ⊗ F2)∗
)
= Hd−i(X, KX ⊗ F1 ⊗ F ∗2 )
= Extd−i(F2 , KX ⊗ F1)
= HomDbcoh(X)(F2[i] , F1 ⊗KX [d])
= HomDbcoh(X)
(
F2[i] , S(F1)
)
.
Thus, we have checked the defining property of Serre functor in the special case of
vector bundles (more precisely, the chain of isomorphisms above may be refined to
yield a morphism of functors Hom(−, N)∗ → Hom(N, S(−)), which we have shown
to be an isomorphism for locally free sheaves). The general case now follows from
Proposition 20.2.3. 
We keep the above setup, and for any integer n ≥ 1, set Sn = S◦S◦ . . . ◦S
(n times). Clearly, we have Sn : M 7→ M ⊗ K⊗nX [dn]. We see that any global
section s ∈ Γ(X,K⊗nX ) gives, for each M ∈ Dbcoh(X), a morphism Φs : M →
M ⊗ K⊗nX = Sn(M)[−dn] , m 7→ m ⊗ s. Thus, we have a morphism of functors
Φs : IdDbcoh(X) → S
n[−dn]. This way, we get a linear map of vector spaces
Γ(X,K⊗nX ) −→ Hom(IdDbcoh(X) , S
n[−dn]), s 7→ Φs, (20.2.4)
which is easily seen to be an isomorphism.
We apply this to prove the following interesting result, first due to Bondal-
Orlov.
Theorem 20.2.5. Let X and Y be smooth projective varieties such that the canon-
ical bundles KX and KY are both ample line bundles on X and Y , respectively.
Then, any trianulated equivalence Dbcoh(X)
∼−→ Dbcoh(Y ) implies an isomorphism
X ≃ Y , of algebraic varieties.
Remark 20.2.6. The Theorem says that a smooth projective variety with ample
canonical class is completely determined by the corresponding triangulated cate-
gory Dbcoh(X). In particular, with the assumptions above, one has D
b
coh(X)
∼=
Dbcoh(Y ) =⇒ X ∼= Y. Such an implication is definitely false for varieties with
non-ample, e.g. with trivial, canonical bundles.
On the other hand, it is not difficult to show that, for any algebraic varieties
X and Y , an equivalence Coh(X) ∼= Coh(Y ), of abelian categories, does imply
an isomorphism X ≃ Y (Hint: the assignment sending a point x ∈ X to the sky-
scrapper sheaf at x sets up a bijection between the setX and the set of (isomorphism
classes of) simple objects of the category Coh(X). This way, one recovers X from
Coh(X), as a set. A bit more efforts allow to recover X as an algebraic variety, as
well.) ♦
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Proof of the Theorem (after Kontsevich). Put D := Dbcoh(X). We are going to
give a canonical procedure of reconstructing the variety X from the triangualted
category D.
To this end, observe that, for each n,m ≥ 0, the obvious sheaf morphism
K⊗nX ⊗K⊗mX → K⊗(n+m)X induces a linear map
Γ(X,K⊗nX )⊗ Γ(X,K⊗mX ) −→ Γ(X,K⊗(n+m)X ).
Similarly, for each n,m ≥ 0, there is a composition of morphisms of functors
defined as follows
Hom(IdD , S
n[−dn]) ⊗ Hom(IdD , Sm[−dm])
Id⊗Sn[−dn] // Hom(IdD , Sn[−dn]) ⊗ Hom(Sn[−dn] , Sn+m[−d(n+m)])
−→ Hom(IdD , Sn+m[−d(n+m)]).
(here, we put S0 := IdD, by definition). This way, from (20.2.4) we deduce a graded
algebra isomorphism⊕
n≥0
Γ(X,K⊗nX ) ≃
⊕
n≥0
Hom(IdD , S
n[−dn]).
Now, if KX is very ample, then the variety X may be obtained from the graded
algebra on the LHS above via the standard Proj-construction, that is, we have
X = Proj
(⊕
n≥0
Γ(X,K⊗nX )
)
≃ Proj
(⊕
n≥0
Hom(IdD , S
n[−dn])
)
. (20.2.7)
If KX is ample but not very ample, we replace KX in this formula by a sufficiently
large power of KX . Thus, formula (20.2.7) gives way to reconstruct the variety out
of the corresponding derived category Dbcoh(X).
We observe next that the integer d = dimX can be characterized as follows:
• d is the unique integer with the property that there exists an object M ∈
Dbcoh(X) such that S(M) ≃M [d].
Now, letX,Y be two smooth projective varieties such thatDbcoh(X)
∼= Dbcoh(Y ).
Then, by the characterization above, one must have dimX = dimY . Hence, the
integer d in the RHS of (20.2.7) is equal to the one in a similar formula for Y . Fur-
ther, the uniqueness of the Serre functor mentioned after Definition 20.1.1 implies
that the Serre functor on Dbcoh(X) goes under the equivalence D
b
coh(X)
∼= Dbcoh(Y )
to the Serre functor on Dbcoh(Y ). Hence, the equivalence yields a graded algebra
isomorphism⊕
n≥0
Hom
(
IdDbcoh(X) , S
n+m[−d(n+m)])
≃
⊕
n≥0
Hom
(
IdDbcoh(Y ) , S
n+m[−d(n+m)]).
Therefore, the corresponding Proj-schemes are isomorphic, and we are done. 
Remark 20.2.8. A similar result (with similar proof) holds in the case where the
varieties have ample anti-canonical classes (KX)
−1 and (KY )
−1. ♦
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20.3. Calabi-Yau categories. Recall that a smooth variaty X is called a Calabi-
Yau manifold if it has trivial canonical bundle, KX ∼= OX . Assuming in addition
that X is projective and has dimension d, the Calabi-Yau property can be refor-
mulated as an isomorphism of functors S(−) ≃ (−)[d]. Motivated by this, one
introduces the following
Definition 20.3.1. A Hom-finite triangulated category D, with Serre functor S,
is said to be a Calabi-Yau category of dimension d, if there is an isomorphism of
functors S(−) ≃ (−)[d]. In such a case, we write d = dimD.
We observe further that it makes sense to consider Calabi-Yau categories of
fractional dimension. Specifically, we say that dimD = m/n, provided there is an
isomorphism of functors Sn(−) ≃ (−)[m].
Example 20.3.2 (Kontsevich). Let A be the associative algebra of upper-triangular
n× n-matrices (with zero diagonal entries). Then, one can show that the category
Db(A-mod) has dimension n−1n+1 . This category is, in effect, related to the category
of coherent sheaves on the orbifold with An-type isolated singularity, i.e., with
singularity of the form k2/(Z/nZ). ♦
The following important result is due to [BK, Lemma 2.7], cf. also [BKR].
Theorem 20.3.3. Let D and D′ be two triangulated categories with Serre functors,
and let F : D → D′ be an exact functor that intertwines the Serre functors on D
and D′. Assume in addition that
• F has a left adjoint F⊤ : D′ → D and the adjunction morphism IdD → F ◦F⊤
is an isomorphism.
• The category D is indecomposable, i.e., there is no nontrivial decomposition
D = C1 ⊕ C2, into triangulated subcategories.
• D is a Calabi-Yau category.
Then, the functor F is an equivalence of triangulated categories. 
20.4. Homological duality. Given an associative algebra A, let D(A-mod) be the
derived category of all (unbounded) complexes of left A-modules.
Definition 20.4.1. Let Dperf(A) be the full subcategory in D(A-mod) formed by
the complexes C, such that C is quasi-isomorphic to a bounded complex of finite
rank projective A-modules.
The following Lemma provides an interesting, purely category-theoretic inter-
pretation of the category Dperf(A).
Lemma 20.4.2. An object M ∈ D(A-mod) belongs to Dperf(A) if and only if M
is compact, i.e., if the functor HomD(A-mod)(M,−) commutes with arbitrary direct
sums, cf. Definition 2.1.4. 
Observe that, for any left A-module M , the space HomA(M,A) has a natu-
ral right A-module structure induced by right multiplication of A on itself. This
gives a functor HomA(−, A) : A-mod → mod-A = Aop-mod. Similarly, one has a
functor HomAop(−, A) : Aop-mod → A-mod. Observe further that if M is a pro-
jective left A-module, then HomA(M,A) is a projective right A-module, and vice
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versa. Therefore, the functor HomA(−, A) gives rise to well-defined derived functors
RHomA(−, A) : Dperf(A)⇄ Dperf(Aop).
Below, we will frequently use the following canonical isomorphisms
• M ∼−→ RHomAop
(
RHomA(M,A) , A
)
, ∀M ∈ Dperf(A),
• RHomA(M,A)
L⊗AN ∼−→ RHomA(M,N), ∀M,N ∈ Dperf(A). (20.4.3)
• A L⊗Ae(L⊗R) ≃ R
L⊗AL , for any L ∈ Dperf(A) , R ∈ Dperf(Aop).
Here, each of the isomorphisms is clear for finite rank free modules, hence, holds
for finite rank projective modules. This yields the result for arbitrary objects of
Dperf(A).
Recall next that an abelian category C is said to have homological dimension
≤ d if, for any objects M,N ∈ C , we have ExtiC (M,N) = 0, for all i > d. For a
smooth variety of dimension d, the category Coh(X) is known to have dimension
≤ d (and the inequality is in effect an equality).
Remark 20.4.4. We recall that if A and B are both formally smooth algebras then
A ⊗ B is not necessarily formally smooth. Similarly, if A-mod and B-mod both
have finite homological dimension then this is not necessarily so for (A ⊗ B)-mod,
e.g., take A = B = K, a field of infinite transcendence degree over k (this example
is due to Van den Bergh). ♦
Further, assume that the algebra A is left Noetherian, and let Db(A-mod) be
the full subcategory in D(A-mod) formed by the complexes C ∈ D(A-mod) such
that
• Each cohomology group Hi(C) is a finitely generated A-module;
• Hi(C) = 0 for all but finitely many i ∈ Z.
It is easy to show that Db(A-mod) is a triangulated subcategory that contains
Dperf(A). Furthermore, one proves
Lemma 20.4.5. For a left Noetherian algebra A, the following conditions are equiv-
alent:
(i) The category A-mod has finite homological dimension;
(ii) The inclusion Dperf(A) →֒ Db(A-mod) is an equivalence;
(iii) Any finitely-generated left A-module has a finite resolution by finitely-
generated projective A-modules. 
20.5. Auslander-Reiten functor. Below, it will be helpful for us to observe that
a left Ae-module is the same thing as an A-bimodule, and also is the same thing
as a right Ae-module. This may be alternatively explained by the existence of the
canonical algebra isomorphism (Ae)op ≃ Ae, given by the flip.
Now, the object Ae = A ⊗ A is clearly both a left and right Ae-module. The
left Ae-action on Ae corresponds to the ‘outer’ A-bimodule structure on A ⊗ A,
explicitly given by (a′, a′′) : x ⊗ y 7−→ (a′x) ⊗ (ya′′). We will indicate this ‘outer
action’ by writing Ae =
A
A⊗A
A
. More generally, given an A-bimodule M , we will
use the notation
A
M , resp., M
A
, whenever we want to emphasize that M is viewed
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as a left, resp. right, A-module. With these notations, the right Ae-action on Ae
corresponds to the ‘inner’ A-bimodule structure: Ae = A
A
⊗
A
A, explicitly given
by (a′, a′′) : x⊗ y 7−→ (xa′)⊗ (a′′y).
View A and Ae as a left Ae-modules, and put
U := RHomD(Ae-mod)(A,A
e).
The right Ae-module structure on Ae induces one on RHomD(Ae-mod)(A,A
e). This
makes U a complex of rightAe-modules. As we have explained, any right Ae-module
may be as well viewed as a left Ae-module. Thus, we may (and will) regard U as
an object of D(Ae-mod).
Example 20.5.1. Let V be a finite dimensional vector space. The tensor algebra
A = TV is homologically smooth, and has a standard A-bimodule resolution:
0 −→ TV ⊗ V ⊗ TV κ−→ TV ⊗ TV mult−→ TV −→ 0,
where the map κ is given by κ : a ⊗ v ⊗ b 7→ (a · v) ⊗ b − a ⊗ (v · b) (this is a
special case of Koszul bimodule-resolution for a general Koszul algebra, cf. e.g.
[BG],[VdB1]). Therefore, we find that, for A = TV, the object U is represented by
the following two-term complex
TV ⊗ TV −→ TV ⊗ V ∗ ⊗ TV, a⊗ b 7−→
r∑
i=1
[
(a · vi)⊗ vˇi ⊗ b− a⊗ vˇi ⊗ (vi · b)
]
,
where {vi} and {vˇi} are dual bases of V and V ∗, respectively. ♦
Definition 20.5.2. The functor
Dperf(A)→ D(A-mod), resp., Dperf(Ae)→ D(Ae-mod),
given by M 7→ U L⊗AM, will be called the Auslander-Reiten functor.
Auslander and Reiten considered a similar functor (on certain abelian cate-
gories) in their study of representation theory of finite dimensional algebras.
Next, we extend the notion of Hochschild homology and cohomology to objects
of D(Ae-mod) by the formulas
HHi(A,M) := HomDperf (Ae)(A,M [i]) and HHi(A,M) := H
−i(A
L⊗Ae M)
where the negative sign is chosen in order to make the present definition compatible
with the standard definition of Hochschild homology of a bimodule, as given in §5.
With these definitions we have the following result, see [VdB2].
Proposition 20.5.3 (Duality). For any M ∈ Dperf(Ae), and i ∈ Z, there is a
natural isomorphism HHi(A,M) ≃ HH−i(A,U
L⊗AM).
Proof. For any M ∈ Dperf(Ae), we have HHi(A,M) = HomDperf (Ae)(A,M [i]).
Therefore, by the second formula in (20.4.3), we find
HHi(A,M) = Hi
(
HomDperf (Ae)(A,A
e)
L⊗Ae M
)
= Hi(U
L⊗Ae M).
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Observe that, for any right Ae-modules R and left Ae-module L, the object R
L⊗AL
carries an A-bimodule structure, equivalently, a left Ae-module structure; further-
more, an analogue of the third isomorphism in (20.4.3) saysR
L⊗AeL ≃ A
L⊗Ae
(
R
L⊗AL
)
.
Using this formula, and the previous calculation, we find
HHi(A,M) = Hi(U
L⊗Ae M) = Hi
(
A
L⊗Ae(U
L⊗AM)
)
= HH−i(A, U
L⊗AM).

We say that an associative (not necessarily commutative) algebra A is Goren-
stein of dimension d if one has
ExtiA-bimod(A,A
e) ∼=
{
A if i = d
0 otherwise.
Clearly, for a Gorenstein algebra A, in Dperf(A
e) one has U ∼= A[d]. Hence, from
Proposition 20.5.3 we deduce
Corollary 20.5.4. Given a Gorenstein algebra A of dimension d, for any M ∈
Dperf(A
e) there are canonical isomorphisms HH
q
(A,M) ≃ HHd− q(A,M). 
Assume next that A is a finite-dimensional algebra of finite homological dimen-
sion. Then any finite rank projective A-module is finite dimensional, hence any
object ofDperf(A), resp., Dperf(A
op), is quasi-isomorphic to a complex of k-finite di-
mensional A-modules. Thus, taking the k-linear dual of (a complex of) finite dimen-
sional vector spaces induces a functor Dperf(A
op)→ Db(A-mod) ∼−→ Dperf(A) , M
7→M∗ := Homk(M, k).
Proposition 20.5.5. Let A be a finite-dimensional algebra of finite homological
dimension. Then
(i) The composite functor
Dperf(A)
RHomA(−,A) // Dperf(Aop)
Homk(−,k) // Dperf(A),
M 7→ RHomA(M,A)∗, is a Serre functor on Dperf(A).
(ii) The functor M 7−→ U L⊗AM is an inverse to the Serre functor S; further-
more, one has a functorial isomorphism U
L⊗AM ≃ RHomA(A∗,M).
Our proof of the Proposition given below exploits the following useful isomor-
phism that holds for any finite dimensional algebra A:
RHomAe(A,E
∗) ≃ (A L⊗AeE)∗ , for any E ∈ Dperf(Ae). 2 (20.5.6)
Proof of Proposition 20.5.5. Recall that, for any left A-modules M,N , the vector
space Homk(M,N) has a natural A-bimodule structure, and we have a natural
isomorphism
HomA(M,N) = HomA-bimod
(
A, Homk(M,N)
)
. (20.5.7)
Using this formula, for k-finite dimensional left A-modules M,N , we compute
HomA
(
N, HomA(M,A)
∗
)
= HomA-bimod
(
A, N∗ ⊗HomA(M,A)∗
)
= HomA-bimod
(
A, (HomA(M,A)⊗N)∗
)
.
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Therefore, for any finite rank projective A-modules M,N , using the previous
calculation, we find
HomA
(
N, HomA(M,A)
∗
)
= HomA-bimod
(
A, (N ⊗HomA(M,A))∗
)
=
(
A
L⊗Ae
(
N ⊗HomA(M,A)
))∗
by (20.5.6) =
(
HomA(M,A)⊗A N
)∗
by (20.4.3) =
(
HomA(M,N)
)∗
.
Thus, we have established a natural isomorphism
HomA(M,N)
∗ ≃ HomA
(
N, HomA(M,A)
∗
)
,
for any finite rank projectiveA-modules. It follows that a similar isomorphism holds
for any objects M,N ∈ Dperf(A). Thus, we have verified the defining property of
Serre functor, and part (i) is proved.
We claim next that the functor M 7−→ U L⊗AM is a left adjoint of the Serre
functor, that is, one has a functorial isomorphism
HomDperf (A)(N, S(M))
∼= HomDperf (A)(U
L⊗AN, M). (20.5.8)
To establish the isomorphism above, we first use the canonical adjunction iso-
morphism for tensor products. This says
RHomA(U
L⊗AN, M) ≃ RHomAe(U, M ⊗k N∗) = RHomAe
(
U, Homk(N,M)
)
.
Now, using the second formula in (20.4.3) we compute
RHomAe
(
U,Homk(N,M)
)
= RHomAe(U, A
e)
L⊗Ae Homk(N,M)
= RHomAe(RHomAe(A,A
e) , Ae)
L⊗Ae Homk(N,M)
by (20.4.3) = A
L⊗Ae Homk(N,M)
by (20.5.6) =
(
RHomAe
(
A,Homk(N,M)
))∗
=
(
RHomA(M,N)
)∗
= RHomA(N, S(M)),
where the last equality holds by the definition of Serre functor.
Thus we have proved our claim that, for the left adjoint functor ⊤S, we have
⊤S(−) = U L⊗A(−). But the explicit form of the Serre functor provided by part (i)
clearly shows that this functor is an equivalence. Hence, its left adjoint functor
must be an inverse of S, and the first statement of part (ii) follows.
To prove the last statement we compute, cf. [CrB, §2]:
RHomA(A
∗,M) ∼= RHomA(A∗, A)
L⊗AM ∼= RHomAe(A,A⊗A)
L⊗AM,
where the first isomorphism is due to the second formula in (20.4.3) and the second
isomorphism is due to (20.5.7). 
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20.6. Homologically smooth algebras. Recall that the category of A-bimodules
has a natural monoidal structure M,N 7−→ M ⊗A N , where M ⊗A N is again
an A-bimodule. This gives, at the level of derived categories, a monoidal struc-
ture Dperf(A
e)
⊗
Dperf(A
e) −→ Dperf(Ae) , M,N 7−→ M
L⊗AN , where we identify
objects of Dperf(A
e) with complexes of A-bimodules. In a similar way, the cate-
gory Dperf(A) is a module category over the monoidal category Dperf(A
e), with the
module structure Dperf(A
e)
⊗
Dperf(A) −→ Dperf(A) given by the derived tensor
product over A.
Fix an algebra A. We consider A as an A-bimodule, that is, as an object of
D(Ae-mod).
Following Kontsevich, we introduce
Definition 20.6.1. The algebra A is called homologically smooth if A is a compact
object of D(Ae-mod), equivalently, if A ∈ Dperf(Ae) ⊂ D(Ae-mod), that is, if A has
a finite resolution by finitely-generated projective (left) Ae-modules.
This definition is motivated by the following result
Lemma 20.6.2. An affine algebraic variety X is smooth if and only if its coordinate
ring, k[X ], is a homologically smooth algebra (more generally, a scheme X is smooth
if and only if OX∆ , the structure sheaf of the diagonal X∆ ⊂ X ×X, is a compact
object in D(OX×X-mod)).
Proof. If X is smooth, then so is X×X . Hence, by Grothendieck’s theorem 20.2.3,
the structure sheaf OX∆ has a finite locally-free resolution. Conversely, let Fd →
. . .→ F1 → F0 ։ OX∆ be a resolution of OX∆ by locally free sheaves on X ×X .
Each term of the resolution, as well as the sheaf OX∆ itself, is flat relative to the
first projection X ×X → X . Hence, for any point x ∈ X , the resolution restricts
to an exact sequence
Fd|{x}×X → . . .→ F1|{x}×X → F0|{x}×X ։ kx,
where kx denotes the sky-scrapper sheaf at the point x. This exact sequence pro-
vides a bounded resolution of kx by locally free sheaves on X . Hence, by the
standard regularity criterion, cf. e.g. [Eis], X is smooth at the point x. Thus, X is
smooth at every point, and we are done. 
Thus, homologically smooth algebras should be thought of as coordinate rings
of smooth ‘noncommutative spaces’. We remark that the property of being ”homo-
logically smooth” is weaker than that of being ”formally smooth”: many algebras,
such as polynomial algebras, universal enveloping algebras, etc., are homologically
smooth, but not formally smooth. On the other hand, we have
Lemma 20.6.3. (i) Any formally smooth algebra is homologically smooth.
(ii) If A and B are homologically smooth, then so is A⊗B, and Aop.
Proof. If A is formally smooth, then we have a length two projective resolution
Ωnc(A) → Ae ։ A. Hence, A ∈ Dperf(Ae), and A is homologically smooth. Part
(ii) is straightforward, and is left to the reader. 
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Lemma 20.6.4. Let A be an associative algebra such that Ae is Noetherian.
(i) The following conditions on A are equivalent
• The algebra A is homologically smooth;
• The category Ae-mod has finite homological dimension;
• There exists d ≫ 0 such that, for any A-bimodule M , one has
HHi(A,M) = 0, for all i > d.
(ii) If A is homologically smooth, then the equivalent conditions (i)-(iii) of Lemma
20.4.5 hold for A.
Proof. See [VdB2]. 
Assume now that A is a homologically smooth algebra, so A ∈ Dperf(Ae).
Then A clearly plays the role of unit for the monoidal structure (−) L⊗A(−), on
Dperf(A
e). An object R ∈ Dperf(Ae) is said to be invertible if there exists another
object R′ ∈ Dperf(Ae), such that in Dperf(Ae) one has
R
L⊗AR′ ≃ A ≃ R′
L⊗AR.
In this case, one calls R′ an inverse of R, which is uniquely defined up to isomor-
phism.
It is straightforward to see from the definitions that the object U ∈ D(Ae-mod)
belongs to Dperf(A
e) and, moreover, the derived tensor product with U preserves
the category Dperf(A), that is, gives a functor
U
L⊗A(−) : Dperf(A) −→ Dperf(A), M 7−→ U
L⊗AM. (20.6.5)
Question 20.6.6 (Kontsevich). Is it true that U ∈ Dperf(Ae) is an invertible
object, for any homologically smooth algebra A ?
It is not known (to the author) whether the two-term complex representing the
object U for the free algebraA = TV, dimV > 1, see Example 20.5.1, is an invertible
object in Dperf
(
(TV )e
)
, i.e., whether Question 20.6.6 has a positive answer for free
associative algebras with more than one generator.
Assume that A is a homologically smooth algebra such that U is invertible, and
write D ∈ Dperf(Ae) for the inverse of U (which is well-defined up to isomorphism).
It is clear that the functors
Dperf(A)→ Dperf(A), M 7→ U
L⊗AM, resp., M 7→ D
L⊗AM,
are mutually inverse auto-equivalences of Dperf(A). Furthermore, one can prove
the following
• There are algebra quasi-isomorphisms:
Aop ∼→ RHomDperf (A)(AD, AD), and A ∼→ RHomDperf (Aop)(DA , DA).
• In Dperf(Ae), there is an isomorphism:
D ≃ RHomDperf (Ae)(A, AD⊗ DA).
118
Remark 20.6.7. The above properties show that, if U is an invertible object, then
its inverse, D ∈ Dperf(Ae), is the rigid dualizing complex for A, as defined by Van
den Bergh [VdB1]. This is known to be the case, for instance, if A = k[X ] is
the coordinate ring of a smooth variety X . Then, Dperf(k[X ]) = D
b
coh(X), and
the functor D
L⊗A (−) reduces to M 7→ M
L⊗A Ωcom(A) (this is not a Serre functor
because the category Dperf(k[X ]) is not Hom-finite, since X is not compact.) ♦
21. Geometry over an Operad
21.1. We recall that, for any Z/(2)-graded vector space M = Mev ⊕Modd, one
defines the parity reversal operator, Π, such that ΠM =Modd⊕Mev. Thus ΠM is
a Z/(2)-graded vector space again.
Let P = {P(n), n = 1, 2, . . .} be a k-linear quadratic operad with P(1) = k,
see [GiK]. Let Sn denote the Symmetric group on n letters. Given µ ∈ P(n) and a
P-algebra A, we will write: µA(a1, . . . , an) for the image of µ⊗ a1⊗ . . .⊗ an under
the structure map: P(n) ⊗
Sn
A⊗n −→ A . Following [GiK, §1.6.4], we introduce
an enveloping algebra UPA, the associative unital k-algebra such that the abelian
category of (left) A-modules is equivalent to the category of left modules over UPA,
see [GiK, Thm. 1.6.6]. The algebra UPA is generated by the symbols: u(µ, a) , µ ∈
P(2), a ∈ A, subject to certain relations, see [Ba, §1.7].
A P-algebra in the monoidal category of Z/(2)-graded, (resp. Z-graded) super-
vector spaces, see [GiK, §1.3.17-1.3.18], will be referred to as a P-super-algebra,
(resp. graded super-algebra). Any P-algebra may be regarded as a P-superalgebra
concentrated in degree zero. Following [Gi, §5], we define a free graded P-algebra
(resp. super-algebra) generated by V by
T
q
P
V :=
⊕
i≥1
P(i)⊗
Si
V ⊗i and Tˇ
q
P
V :=
⊕
i≥1
P(i)⊗
Si
(ΠV )⊗i.
Fix a P-algebra A. Following §3.4, we consider the category A-algebras, whose
objects are pairs (B, f), where B is a P-algebra and f : A → B is a P-algebra
morphism. Arguing as in §3.4, we get a functor A-algebras −→ A-modules. By [Gi,
Lemma 5.2], this functor has a right adjoint, i.e., we have
Lemma 21.1.1. Given a P-algebra A, there is a functor: M 7→ T qAM , (resp. M 7→
Tˇ
q
AM) assigning to a left A-module M a graded P-algebra T
q
AM =
⊕
i≥0 T
i
AM
(resp. graded P-superalgebra Tˇ qAM =
⊕
i≥0 T
i
A(ΠM) ) equipped with a canonical
P-algebra isomorphism ı : A ∼−→ T 0AM . Moreover, for any P-algebra map: A →
B, one has a natural adjunction isomorphism:
Hom
A-modules
(M,B) ∼−→ Hom
P-algebras
(T
q
AM,B). 2
An ideal I in a P-algebra A will be called N -nilpotent if, for any n ≥ N , µ ∈
P(n), and a1, . . . , an ∈ A , one has: µA(a1, . . . , an) = 0, whenever at least N among
the elements a1, . . . , an belong to I.
Given a left A-module M , one defines the square zero extension A♯M , cf. [Ba,
Definition 3.2.6], or [Gi, Lemma 5.1]. The following useful reformulation of the
notion of a left A-module is due to [Ba, 1.2], [Qu]:
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Lemma 21.1.2. Giving a left A-module structure on a vector spaceM is equivalent
to giving a P-algebra structure on A♯M := A⊕M such that the following conditions
hold:
(i) The imbedding: a 7→ a⊕ 0 makes A a P-subalgebra in A♯M .
(ii) M is a 2-nilpotent ideal in A♯M . 
Definition 21.1.3. A k-linear map θ : A → M is called a derivation if the map:
a
⊕
m 7→ a ⊕ θ(a)+m, is an automorphism of the P-algebra A♯M .
Let Der
P
(A,M) denote the k-vector space of all derivations from A to M . It
is straightforward to see that the ordinary commutator makes Der
P
(A,A) a Lie
algebra.
Next we define, following [Ba, Definition 4.5.2], an A-module of Ka¨hler differen-
tials as the left UPA-module, Ω1
P
A, generated by the symbols da, for a ∈ A, subject
to the relations:
• d(λ1a1 + λ2a2) = λ1da1 + λ2da2, ∀λ1, λ2 ∈ k;
• d(µ(a1, a2)) = u(µ, a1)⊗ da2 + u(µ(12), a2)⊗ da1, ∀µ ∈ P(2), a1, a2 ∈ A,
where u(µ, a) denote the standard generators of UPA, see [Ba].
By construction, Ω1
P
A is a left A-module, and the assignment a 7→ da gives a
derivation d ∈ Der
P
(A , Ω1
P
A). Moreover, this derivation is universal in the following
sense. Given any left A-module M and a derivation θ : A → M , there exists an
A-module morphism Ω1θ : Ω1
P
A → M , uniquely determined by the condition that
(Ω1θ)(da) = θ(a) . It follows that the A-module of Ka¨hler differentials represents
the functor Der
P
(A,−), i.e., we have (see [Ba, Remark 4.5.4]):
Lemma 21.1.4. For any left A-module M there is a natural isomorphism:
Der
P
(A,M) ≃ Hom
A-mod
(Ω1
P
A,M) . 
Lemma 21.1.5. There is a natural A-module morphism δ : Ω1(A♯Ω1
P
A) −→
Ω1
P
A
⊗
UPA
Ω1
P
A.
Lemma 21.1.6. Let A be a P-algebra, andM a left A-module. Giving the structure
of a left A♯M -module on N is equivalent to giving a P-algebra structure on A ⊕
M ⊕N such that the following conditions hold:
(i) The imbedding: a 7→ a⊕ 0⊕ 0 makes A a P-subalgebra in A⊕M ⊕N .
(ii) M is a 2-nilpotent ideal in A♯M . 
Next, we define Ω
q
P
A, the differential envelope of a P-algebra A, as the graded
P-super-algebra: Ω q
P
A = Tˇ
q
A(Ω
1
P
A) . The canonical derivation d : A→ Ω1
P
A extends,
via the Leibniz rule, to a P-superalgebra derivation d : Ω q
P
A → Ω•+1
P
A, such that
d2 = 0. Thus, Ω
q
P
A is a differential graded P-super-algebra. Further, there is a
natural P-superalgebra imbedding j : A = Ω0
P
A →֒ Ω q
P
A. Lemmas 21.1.1 and
21.1.4 imply that this imbedding has the following universal property, cf. [Ko2]
and [KR]: given a differential graded P-superalgebra B and a graded P-algebra
morphism f : A → B, there exists a unique morphism Ω(f) : Ω q
P
A −→ B of
differential graded P-superalgebras, such that: f = Ω(f)◦ j .
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Proposition 21.1.7 ([Gi], Proposition 5.6). (i) There is a natural super-differential
d : Ω
q
P
A −→ Ω•+1
P
A, d2 = 0, such that its restriction A = Ω0
P
A → Ω1
P
A coincides
with the canonical A-module derivation d : A→ Ω1
P
A.
(ii) The differential graded P-superalgebra (Ω q
P
A , d) is the differential envelope
of A. 
We set Θ
q
P
A = Hom
A-mod
(Ω
q
P
A ,A), and call the k-vector space ΘpA :=
Hom
A-mod
(Ωp
P
A ,A) the space of p-polyvectors on A.
Definition 21.1.8. [Ba] A k-vector space is called a right A-module if it is a right
UPA-module.
Assume from now on that P is a Koszul operad, and write P ! for the qua-
dratic dual operad, see [GiK]. Following [GiK, §4.2], [KV] and [Ba, §4], one defines
Hochschild homology, HP
q
(A,N), of A with coefficients3 in a right A-module N . To
this end, write sign for the 1-dimensional sign-representation, of Sn, and given an
Sn-module E, set E
∨ := Homk(E, k)⊗sign. We define HPq (A,N) as the homology
groups of the differential graded vector space:
CP
q
(A,N) =
⊕
n≥1
CPn (A,N) , C
P
n (A,N) = N ⊗k P !(n)∨ ⊗Sn A⊗n , (21.1.9)
As was pointed out in [Ba, Prop. 4.5.3], for any right A-module N , there is a
natural isomorphism: HP1 (A,N) ≃ N ⊗UPA Ω1PA . In particular, for N = UPA, the
enveloping algebra of A regarded as a right A-module, one obtains an isomorphism
of left A-modules:
Ω1
P
A ≃ HP1 (A, UPA) , (21.1.10)
where the left A-module structure on the RHS is induced by the left A-module
structure on UPA.
The right A-module structure on the enveloping algebra UPA enables us to form
the chain complex, see (21.1.9) and [Ba, §5]:
BP•A = C
P
q
(A , UPA) =
⊕
n≥1
(UPA ⊗
k
P !(n)∨ ⊗
Sn
A⊗n
)
. (21.1.11)
Further, the left A-module structure on UPA makes BP•A into the following aug-
mented complex of left A-modules:
. . .BPi A −→ BPi−1A −→ . . . −→ BP2 A −→ BP1 A ։ Ω1PA , (21.1.12)
Here the augmentation: BP1 A ։ Ω
1
P
A is induced by the tautological map: BP1 A =
UPA ⊗
k
P !(1)∨ ⊗
k
A ∼−→ UPA⊗ A , using the observation that the image of the
morphism: BP2 A −→ BP1 A is the submodule of BP1 A = UPA⊗A generated by all
the elements of the form: d(µ(a1, a2))−u(µ, a1)⊗da2−u(µ(12), a2)⊗da1 , which is
exactly the kernel of the projection: UPA ⊗ A ։ Ω1
P
A , see relations of condition
(ii) in the definition of Ω1
P
A.
In the associative case the complex BP•A is essentially the standard Bar-resolution
of the algebra A viewed as an A-bimodule. In particular, for an associative algebra
A, the bimodule Coker(BP2 A −→ BP1 A) coincides with: Coker(A⊗4 −→ A⊗3) ,
3in [GiK, §4.2] only the case of trivial coefficients has been considered
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which is equal, due to the exactness of the bar-resolution, to Ker(A ⊗ A −→ A) .
For this reason, given an algebra A over a general operad P , we will refer to BP•A,
or to the complex (21.1.12), as the Bar-complex of A.
Similarly, there is a notion of co-homology, H
q
P(A,M), with coefficients in a left
A-module M , see [KV], and one has: Der
P
(A,A) ≃ H1P(A,A).
Proposition 21.1.13. For any P-algebra A and an A-module M there is a canon-
ical isomorphism:
Hi
P
(A,M) ≃ Hi(Hom
A-mod
(BP•A,M)
)
, ∀i ≥ 1 .
Proof. See [Ba, Proposition 5.2].  
Conjecture 21.1.14. If P is a Koszul operad, then BP•A is a resolution of the left
A-module Ω1
P
A; equivalently, and one has: Hi(B
P
•A) = 0 , ∀i > 1 .
The Conjecture would imply the following result.
Corollary 21.1.15. We have: Tor
UPA
i (UPA, A) = 0 , for all i > 0, and also:
HP•+1(A,N) ≃ Tor
UPA
• (N,Ω
1
P
A) , H•+1
P
(A,M) ≃ Ext q
A-mod
(Ω1
P
A,M) ,
for any right A-module N and left A-module M . 
Conjecture 21.1.16. There is a natural differential graded space morphism: Ω
q
P
A→
CP
q
(A,A).
Following Grothendieck and Quillen, see [CQ], we introduce
Definition 21.1.17. A P-algebra A is said to be f ormally-smooth if it satisfies the
lifting property with respect to all nilpotent ideals, that is any P-algebra homomor-
phism: A→ R/I can be lifted to a P-algebra homomorphism: A→ R, provided I
is a nilpotent ideal in B.
Proposition 21.1.18. An algebra A over a Koszul operad P is formally-smooth if
and only if the following two conditions hold, cf. [Gr]:
(i) Ω1
P
A is a projective left A-module;
(ii) For any presentation A = R/I, where R is a free P-algebra, the morphism
 below, induced by the canonical map: I →֒ R d−→ Ω1
P
R, is injective, i.e., the
following canonical sequence is exact:
0 −→ I/I2 −→ UPA⊗
UPR
Ω1
P
R −→ Ω1
P
A −→ 0 .
Proof. See [Gr]. 
Note that it has been shown in [CQ] that condition (ii) above automatically
holds in the associative case (of course, it is not automatic in the associative com-
mutative case, see [Gr]).
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Proposition 21.1.19. The following 3 properties of a P-algebra A are equivalent:
(i) The left A-module Ω1
P
A is projective.
(ii) Any P-algebra extension: I →֒ R ։ A , where I is a 2-nilpotent ideal in
R has a P-algebra splitting A →֒ R, that is: R ≃ A♯I.
(iii) For any left A-module M we have: H2
P
(A,M) = 0.
Proof. It has been shown in [Ba, Theorem 3.4.2] that 2-nilpotent P-algebra exten-
sions: I →֒ R ։ A are classified by the 2-d cohomology group: H2
P
(A, I). This
proves that: (ii) ⇐⇒ (iii). Further, by Corollary 21.1.15 we have: H2
P
(A, I) =
Ext1
A-mod
(Ω1
P
A,M) . Thus, (i)⇐⇒ (iii). 
Proposition 21.1.20. If A is a formally-smooth P-algebra, and M a projective
A-module, then the P-algebra TAM is formally-smooth.
Proof. Copy the proof in [CQ, Proposition 5.3(3)]. 
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