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comments from the reviewers.   
 
Below you can see our answers (in blue) to the reviewers’ comments (in black). In the revised version of 
the manuscript, we highlight modifications in red to facilitate the revision. 
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Abstract Multi-view plus-depth-map (MVD) video streaming with autostereo-
scopic displays provides multi-user immersive media experiences. In this con-
text, delivery of MVD representation to multiple clients remains a challenging
problem because of the high-volume of data involved and the inherent limita-
tions imposed by the delivery networks. To this end, this paper investigates the
side information (SI) assisted adaptation algorithm using peer-to-peer (P2P)
systems. P2P delivery systems for MVD video can maximize link utilization,
preventing the transport of multiple video copies of the same packet for many
users. However, the quality of experience (QoE) can be significantly degraded
by dynamic variations caused by network congestions. To this end, our solu-
tion comprises the extraction of low-overhead metadata at the encoding server
that is distributed through the P2P network as SI and used by P2P clients per-
forming network adaptation. In the proposed adaptation strategy, pre-selected
views are discarded at times of network congestion and reconstructed with an
optimal reconstruction performance using the delivered SI and the delivered
neighboring camera views. The experimental results show that the robustness
of P2P multi-view streaming using the proposed adaptation scheme is signifi-
cantly increased in the P2P network.
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2 Cagri Ozcinar et al.
1 Introduction
Multi-view plus depth map (MVD) video representation contains a set of cap-
tured color textures and their associated depth maps, enables an immersive
user experience from wider viewing angles on multi-view displays. Multi-view
displays, for instance, auto-stereoscopic displays, require continuous delivery
of a large number of camera views to maintain immersive 3D video experi-
ences [1].
As the number of captured camera views increases, the transmitting of
a potentially large number of camera views require considerable bandwidth,
which is beyond of the most current Internet connections. MVD streaming
with the traditional streaming may cause massive congestion in the network,
leading to network collapse [2]. On the other hand, adaptive streaming tech-
niques adjust the required bitrate of the video stream to dynamically changing
bandwidth capacity on networks [3–5].
To transmit all captured MVD video sequences to multiple users while
assuring consistently high quality requires effective delivery strategy in the
context of adaptive MVD streaming. To this end, Peer-to-Peer (P2P) delivery
methods play a significant role to distribute a large number of camera views to
the end users. In the P2P network, each client in P2P, namely peer, downloads
data as well as uploads them for the use of other peers. Hence, the bandwidth
load of the server is reduced and distributed to peers. The universal data
protocol (UDP), which is utilized as the transport layer for most current P2P
streaming systems, does not provide a guarantee packet delivery services due to
network congestion. Therefore, P2P networks pose severe challenges to service
providers that must deliver the desired Quality of Experience (QoE).
To tackle the issues mentioned earlier, our previous works apply a novel
view discarding and reconstructing algorithm in [6] to P2P networks [7], where
the peer requests an additional bitstream, called side information (SI), during
network congestion. The SI can reconstruct the complete set of camera views
in a rate-distortion optimal way. In the work, we developed a new adaptive
MVD streaming system using the P2P network, where each peer can discard
some views based on their buffer occupancy level. The missing camera views
are then reconstructed using only a small overhead of the SI, requested by
the peers at times of congestion. We further investigated the performance of
the proposed view discarding and reconstructing algorithm using the MPEG-
DASH standard [8].
The main contribution of this work is conducting comprehensive study
on MVD streaming and exploiting results on state-of-the-art techniques. In
addition, this work contributes by extending the work in [7] and presenting
a more comprehensive performance analysis including additional MVD video
sequences, P2P simulations and indicating its advantages and disadvantages. t
is shown that the proposed scheme leads to significance benefits in the context
of MVD streaming on P2P networks.
The remainder of this paper is organized as follows. Related work is detailed
in Section 2. Then, the proposed system overview and its main components
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Adaptive Multi-View Video Streaming 3
are respectively presented in Section 3. Experiments to demonstrate the per-
formance of the proposed method are presented in Section 4. Finally, Section 5
concludes this paper with a summary and remarks.
2 Related Work
The first multi-view video streaming system using the P2P network was based
on the delivery of 3D mesh objects to peers according to user interest [9]. The
method allows the peers to obtain video from other peers while minimizing the
server resource consumption. Similarly, Chen et al. proposed a P2P streaming
framework for the multi-view video sequences that categorizes users in terms
of a camera view interest [10]. The primary purpose of the work was to achieve
short switching delay with an enhanced visual quality for interactive multi-
view video streaming. The proposed algorithm separated users with the same
interest to improve streaming performance.
Kurutepe et al. introduced the delivery of multi-view video over a multi-
tree P2P network [11]. In their study, each camera view was streamed over an
independent P2P tree. However, ungraceful peer disconnection and transmis-
sion losses significantly affect the performance of the tree-based P2P streaming
system. Also, to address the packet loss problem in P2P networks, Zhou et al.
proposed a real-time multi-view video streaming system [12] that can deliver
multi-view video over two separate channels. In their work, a packet processing
method was employed to hold correlation between views. As a result, lost pack-
ets can be replaced by the neighboring camera view in the delivered stream.
Layer-based video coding is a practical approach to adapting multi-view
video content to the available bandwidth [13–16]. For instance, it is possible
to discard a portion of the encoded bit-stream and accommodate peers with
different bandwidth limitations. Accordingly, Liu et al. proposed layer-based
video streaming over P2P networks [17]. In that work, various subscriptions
were assigned to each user. For example, ordinary peers can download only a
base-layer stream to obtain the necessary video playback quality. On the other
hand, peers with the premium subscription can download the multiple-layer
video to enjoy enhanced video quality. Furthermore, a peer that contributes
more upload capacity on P2P networks can receive more layers. However, many
digital internet network connections offer less bandwidth for upload than for
download. Hence, even if a peer has sufficient download bandwidth to watch
the video sequences, it becomes a free rider1 in the system, which might lead
to performance degradation [19]. More recently, the work in [20] integrated
broadcast and broadband networks as a hybrid solution for P2P networks. This
work contains user-preference-aware multi-view video adaptation, which is a
well-defined problem for interactive video streaming concept. With a similar
application, Yun et al. implemented a DASH-based multi-view video streaming
system in [21] to minimize the view-switching delay while providing seamless
1 A free rider is a peer that uses P2P network services but does not contribute to the
network or other peers at an acceptable level [18].
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4 Cagri Ozcinar et al.
video playback. Differently, in this paper, we focus on the transmission of all
available captured camera views with a highest possible quality problem where
interactive camera view transmission is not required by servers.
Another adaptation method to maximize the average multi-view video
streaming quality is to discard some camera views, i.e., view scaling, for trans-
mission based on the available bandwidth rate. For this purpose, Gurler et
al. [22] presented an adaptive delivery mechanism of scalable multi-view video.
They proposed an adaptation engine determine whether to omit some cam-
era views to be transmitted or decrease their quality based on the available
network rate. Similarly, research works in [23] and [24] proposed QoE-aware
adaptation strategies for multi-view video over P2P networks. In these stud-
ies, symmetric and asymmetric rate scaling methods were evaluated to achieve
high 3D perceptual quality. In particular, research in [22] compared different
bitrate scaling methods against the view scaling approach. Experiment results
found that using the asymmetric rate scaling (i.e., some camera views are
scaled to a lower rate than other) provides the best QoE for moderate bi-
trate reduction. Also, view scaling adaptation provides the best QoE for more
aggressive cuts in the multi-view video bitrate. However, this view scaling ap-
proach might reduce multi-view video streaming quality because of 3D view
synthesis artifacts. For this reason, in this paper, we utilize our previous view
scalable multi-view video coding approach in [6] that can reduce view synthesis
artifacts.
A recent work in [25] defined the selective multi-view video streaming as
an optimization problem by allocating bits of the transmission of MVD for
the selected camera views. The algorithm selects the optimum inter-view pre-
diction structures along with the quantization parameters (QPs) under given
storage and network bandwidth constraints. In [26], an optimization was for-
mulated to select the optimal set of camera views that client requests for video
downloading. The system optimizes the navigation quality experienced by the
client using the bandwidth constraint. Also, the transmission of auxiliary infor-
mation was studied in [27] to reduce the complexity of interactive multi-view
video decoders. In the work, a residual frame was encoded at the server side
by considering rate-distortion efficiency based on user behavior models. As a
difference with these recent studies, in this paper, we focus where all camera
views are required to be available with high visual quality at the receiver.
3 System Overview
Figure 1 illustrates the high-level architecture of the proposed MVD delivery
scenario. Firstly, multiple cameras capture MVD video sequences with different
camera locations. Each captured sequence is then encoded into a collection
of transmission chunks that are placed on the data server. The transmission
chunk is self-decodable streaming packet which are sent over the mesh-based
P2P networks. A peer that experiences network congestion can dispense with
receiving some camera views and requesting the SI stream.
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Adaptive Multi-View Video Streaming 5
Fig. 1 High-level architecture of the proposed MVD delivery scenario using P2P net-
works [7].
In order to construct mesh-based P2P overlay, each peer first subscribes
to the tracker, where information of all peers is recorded in P2P. The tracker
periodically delivers the list of online nodes to each peer. The streaming part-
ners (i.e., neighbors) are then chosen randomly using the online peer list to
maintain a content-sharing partnership. Hence, a peer can connect to another
peer as soon as it detects a link problem.
To achieve reliable MVD streaming performance during network conges-
tions, bitrate of MVD content adapts to dynamic network conditions by in-
corporating the SI. For this purpose, the SI is requested directly by the peers
applying adaptation. Pseudocode for the proposed algorithm is shown in Al-
gorithm 1.
Algorithm 1 Proposed adaptation algorithm
1: procedure Adaptation
top:
2: Bandwidth← estimated bandwidth
3: Strat← adaptation strategy
4: if bandwidth > bitrate for transmission of all camera views then
5: return Transmit all available camera views
6: else
7: return Transmit a subset of camera views with SI
8: goto top.
3.1 Estimation of SI
In order to minimize the quality distortion at times of network congestion, the
proposed approach selectively discards some camera views in a pre-determined
order and then reconstructs them using the SI stream, which is the comprise
of the index values of the codebook and the variable block size structure.
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6 Cagri Ozcinar et al.
The codebook is designed in the data server for each camera view and then
downloaded by all peers at the beginning of streaming (i.e., one-off download),
during the start-up buffering period. The SI stream signals the index values of
the downloaded codebook which are the corresponding weighting factors for
view reconstruction in the downloaded codebook.
Each pixel block for each available camera view’s frame is utilized in the
estimation procedure of weighting factors. Each camera view is selectively
discarded and reconstructed at the data server, considering that it is discarded
by a peer, while others continue to be received by that peer. Each b block
of the discarded view(s) is reconstructed by the weighted summation of all
corresponding blocks from the delivered views using:
btN =
M∑
k=1,k 6=N
[˜btk · wbk ] + btrefN · wbN , (1)
where N and M represent the discarded camera view and the total number of
available camera views, respectively. Each block denotes as b and its projected
camera view to N (using DIBR) represents as b˜. Frame number and temporal
reference frame are t and tref , respectively. tref is the delivered camera view’s
last frame in the corresponding previous temporal chunk. Weighting factor for
each b pixel block represents as wb.
To minimize the bitrate overhead of coefficients, a codebook is designed for
each camera view which contains a set of coefficients. Coefficient index values,
which represent the lookup value of the designed codebook, is then embedded
into the bitstream as metadata. Also, the proposed approach optimizes the
trade-off between the reconstruction quality of missing view(s) and overhead of
metadata. Thus, variable block size based quad-tree algorithm [28–31] is used
for each frame of a target view, which is the discarded view. The smallest (8×8)
and the largest (32×32) possible block sizes are determined in the quadtree.
Each block can be split into four equal sizes of blocks starting from the largest
block size in a top-down approach. When the overhead for the transmission
of the quad-tree structure is included, the overall Lagrangian cost function
becomes:
L(x) = D(x) + λ1 · l + λ2 ·QT (x), (2)
where D is the distortion metric, x contains possible sized blocks, {8×8,
16×16, 32×32} for btN , λ1 and λ2 correspond to the Lagrangian multiplier
values for additional metadata and quadtree overhead, respectively. λ1 and λ2
are also obtained following subjective training with three different multi-view
sequence. QT (x) denotes the quad-tree codeword length (in bits) required for
the signaling of the quad-tree structure for x. l is the size of the resulting
metadata. In this work, Mean Squared Error (MSE) metric has been utilized
as the distortion metric D. It worth to mention that other perceptual quality
metrics are equally employable.
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Adaptive Multi-View Video Streaming 7
To estimate w, the cross-correlation method in [32] and depth image based
rendering (DIBR) [33] techniques are utilized. This model recovers the dis-
carded views by estimating weights with the smallest possible pixel error in
relation to its uncompressed original representation, as mathematically de-
scribed in Eq.3:

wb1
...
wbM
wbN
 ·

E
[
b˜t1 · b˜t1
]
· · · E
[
b˜t1 · b˜tM
]
E
[
b˜t1 · btrefN
]
...
...
...
E
[
b˜tM · b˜t1
]
· · · E
[
b˜tM · b˜tM
]
E
[
b˜tM · btrefN
]
E
[
b
tref
N · b˜t1
]
· · · E
[
b
tref
N · b˜tM
]
E
[
b
tref
N · btrefN
]

=

E
[
b˜t1 · btN
]
...
E
[
b˜tM · btN
]
E
[
b
tref
N · btN
]

(3)
where E [·] represents the normalized expected value.
The K-means clustering algorithm is then applied to design codebook,
which contains weighting factors. Each weights (w) forms M + 1 dimension
vectors in the codebook, which is encoded using an l-bit codeword. To obtain
the optimum coefficient vectors, each vector’s reconstruction quality is com-
pared with all candidate vectors in the codebook. Then, the candidate that
results in the highest-quality index value (i) is selected. The index value of
each computed coefficient vector that corresponds to each computed block is
embedded as side information.
3.2 Adaptive Streaming Strategy
To distribute MVD, the pull-based mechanism is adopted, and a disjoint buffer
is designed for each camera view at each peer. After a given period, called the
playback delay, peers start decoding the MVD streams from the buffer to play
them on the multi-view display. At periodic request intervals, peers exchange
chunk availability information with the help of buffer maps. The packet used
for signaling contains a buffer map message, request chunks, overlay construc-
tion, and adaptation data. A buffer map indicates the chunks that a peer
has currently buffered and can share. Each node explicitly requests the miss-
ing chunks for each camera view in the request window, which slides forward
simultaneously in time.
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8 Cagri Ozcinar et al.
The primary challenge is how to use the adaptation approach efficiently
within the congested network. There are two possible strategies to the outlined
system architecture. First, it is possible symmetrically to adapt the bitrate of
all streamed camera views to meet the network bandwidth [22]. In this case, all
views need to be encoded at several quality levels in the data server. However,
this approach leads to a reduction in the reconstruction quality of all received
views, thus resulting in a decrease in the view synthesis quality as well [34].
Second, it is possible to transmit the selected camera views through content-
aware bandwidth adaptation and allow the missing, i.e., discarded, camera
view(s) to be reconstructed at the receiver side. Unlike the first strategy, this
approach does not compromise the delivery quality of several views. However,
its main limitation is the distortion of the discarded views. It is difficult to
achieve an exceptionally high quality of reconstructed pictures caused by errors
at object edges and typical occlusion holes.
The proposed system in this work is based on the second strategy, which
aims at allowing the receiver to reconstruct all required views at the high-
est possible quality at all time. This approach uses low-overhead metadata
when necessary, allows the discarded views to be estimated using the pro-
posed algorithm. In contrast to the described first strategy, this method does
not compromise the perceptual quality of all encoded views. However, it leads
to maintains the highest possible quality at the receiver side, giving the extrac-
tion and usage of optimized SI along with the delivered high-quality views and
depth maps. Also, this approach achieves high chunk distribution performance
in the P2P network because the same stream versions are stored on multiple
user devices.
An adaptation strategy, i.e., view discarding pattern, is first estimated ac-
cording to the network bandwidth at the server. The number of views to be
discarded is assessed through an evaluation that can be formulated as an op-
timization problem. The total bitrate requirement of encoded MVD sequences
is RS , and the overall MVD distortion is Dis(S). Consequently to minimize
Dis(S) and discard optimal view(s) to meet network bandwidth (rmax), the
optimization function, f(·), is described as in Equation (4):
f(Dis1, . . . , DisM ) = min‖Dis1 + . . .+DisM‖ ∀(RS +RSI) < rmax, (4)
where, Dis1 + . . . + DisM is the overall distortion of all views, expressed as
Dis(S). Furthermore, RSI is denoted as the additional metadata overhead for
the proposed adaptation.
To determine the subset of views to delivered during congestion periods,
priority information is derived from priority classification. This process aims
to minimize the overall reconstruction distortion of discarded chunks subject
to a limited bitrate budget. The priority estimation is described in Equation
(5):
pk =
$k∑M
k=1$k
, (5)
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Adaptive Multi-View Video Streaming 9
where pk is the view prioritization, k belongs to a discrete set of views between
(and including) views one and M. Furthermore,$k is expressed as the weighted
priority of each camera view. Each weighted priority is computed as follows.
$k =
Disk
max({Dis}Mk=1)
, (6)
Depending on the measured bandwidth capacity, lower priority views are
intelligently discarded to be recovered at the receiver side. In the most severe
condition, in order to estimate all views within the total baseline of the MVD
set, the edge views (i.e., see base views in Figure 2) and their associated depth
maps are delivered.
Fig. 2 Camera arrangement. Potentially discardable intermediate views are marked in grey,
whereas the base views (not discardable) are marked in black.
Following this process, the view discarding pattern is transmitted to each
peer. Accordingly, peers can ultimately select the most suitable view(s) to be
discarded according to their network conditions. For this purpose, it is neces-
sary to monitor the peer buffer regularly to manage the proposed adaptation
method. To this end, occupancy of the playback buffer is the key indicator
for accomplishing the described adaptation strategy. For instance, high buffer
occupancy indicates that the download rate is greater than the MVD stream-
ing rate, considering that a small size of buffer occupancy means that the link
capacity is not sufficient to support MVD streams.
Fig. 3 Relationship between buffer occupancy and buffer size for a sequence.
Figure 3 shows the relationship between buffer occupancy and buffer size,
which is measured in each view. According to the size of buffer occupancy,
the adaptation engine can decide when to perform the proposed adaptation
approach (i.e., view discarding). For instance, if the size of buffer occupancy is
lower than a chosen threshold, Υb, this indicates that the peer has inadequate
bandwidth resources to stream MVD at the current adaptation set. Hence, the
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adaptation set is changed, and a subset of views is requested along with the
low-overhead metadata, i.e., SI) stream.
In order to change the adaptation set, the P2P engine might discard (or not
request) some of the predefined views. The discarded views are estimated at
the receiver side using the delivered pictures and the SI. Similarly, if the size of
buffer occupancy increases beyond a certain threshold (Υb in see Figure 3), all
encoded MVD sequences can be provided without employing view discarding
strategy.
4 Experimental results
4.1 Setup
The performance of the proposed adaptive streaming method is evaluated
over the the explained P2P overlay. Five neighbouring camera views (M =5)
from MVD test sequences were encoded and delivered to multiple peers. Six
MVD video sequences were chosen from the MPEG test sequences [35]. These
squences are BookArrival, Newspaper,Pantomime, ChampagneTower, Cafe´, and
PoznanStreet. To encode each MVD video sequences, the HEVC standard was
adopted by selecting QPs to be 20, 26, 32, 38, and 44. In addition, the bitrate
for each depth map was fixed at a percentage of 20% of its colour texture
bitrate. The size of group of picture (GOP) was set to 16; a single GOP was
inserted into each chunk.
In order to evaluate the performance of the proposed adaptation approach
further, MPEG VSRS software was incorporated as a reference adaptation
scheme. This method utilizes the two nearest left and right adjacent camera
views of the target camera view to synthesizing the target camera view’s color
texture view. In our simulations, the performance of the proposed adaptation
approach was evaluated experimentally, considering the use of 8-bit codebooks
for view estimation purposes. The overhead of additional metadata, i.e., SI,
was included for all presented results.
4.2 Adaptive MVV Streaming Performance
Multiple experiments using the parameter settings in Table 1 were performed
to investigate the performance of the proposed adaptation method. The test
results over different time segments are very similar. To avoid verbosity, only
one peer was selected, and its adaptation performance was plotted per content
throughout this study.
Figures 4 - 9 demonstrate the overall adaptive P2P streaming quality over
time with standard deviation σ for six different MVD video sequences. Devia-
tion of PSNR is represented by σ. The simulation experiments clearly present
that the proposed adaptation system consistently outperforms the reference
methods, which are MPEG VSRS adaptation and HEVC without adaptation,
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Adaptive Multi-View Video Streaming 11
Method σ
HEVC without adaptation 5.09
MPEG VSRS adaptation 0.51
Proposed adaptation 0.11
Fig. 4 BookArrival : average adaptive P2P streaming quality over time. Video streaming
rate is 5.64 Mbps and the peer download/upload capacity is 6 Mbps.
Method σ
HEVC without adaptation 1.12
MPEG VSRS adaptation 0.27
Proposed adaptation 0.10
Fig. 5 Newspaper : average adaptive P2P streaming quality over time. MVD streaming rate
is 3.74 mbps and the peer download/upload capacity is 4.8 mbps.
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Method σ
HEVC without adaptation 4.16
MPEG VSRS adaptation 0.59
Proposed adaptation 0.36
Fig. 6 Pantomime: average adaptive P2P streaming quality over time. MVD streaming
rate is 11.52 mbps and the peer download/upload capacity is 12 mbps.
Method σ
HEVC without adaptation 1.96
MPEG VSRS adaptation 0.58
Proposed adaptation 0.18
Fig. 7 ChampagneTower : average adaptive P2P streaming quality over time. MVD stream-
ing rate is 6.23 mbps and the peer download/upload capacity is 7 mbps.
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Adaptive Multi-View Video Streaming 13
Method σ
HEVC without adaptation 4.84
MPEG VSRS adaptation 1.09
Proposed adaptation 0.39
Fig. 8 Cafe´: average adaptive P2P streaming quality over time. MVD streaming rate is
6.79 mbps and the peer download/upload capacity is 7 mbps.
Method σ
HEVC without adaptation 4.76
MPEG VSRS adaptation 0.38
Proposed adaptation 0.07
Fig. 9 PoznanStreet : average adaptive P2P streaming quality over time. Video streaming
rate is 5.84 mbps and the peer download/upload capacity is 6 mbps.
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Table 1 Configuration of the proposed adaptive P2P streaming simulator.
MVV Content Download/Upload
content bitrate capacity
/mbps /mbps
BookArrival 5.64 6
Newspaper 3.74 4.8
Pantomime 11.52 12
ChampagneTower 6.23 7
Cafe´ 6.79 7
PoznanStreet 5.84 6
at times of network congestion. Moreover, the average PSNR gain with respect
to both references (with and without adaptation) is depicted in Table 2 along
with the additional overhead that is increased proportionally to the video res-
olution size as well as the size of the congestion rate. As indicated in Table
2, the proposed adaptation method requests high amount of metadata size
in the BookArrival, Cafe´, and PoznanStreet sequences because of their higher
resolution video sizes and amount of congestion experiences on the network.
Table 2 Average PSNR gain compared to the reference methods and incurred overhead
because of the additional metadata.
Compare Proposed to Proposed
MVV HEVC MPEG VSRS Total overhead
sequence (in dB) (in dB) kbps
BookArrival 1.89 0.16 163.04
Newspaper 0.15 0.03 12.33
Pantomime 2.30 0.18 32.1
ChampagneTower 0.73 0.18 22.52
Cafe´ 1.82 0.27 274.47
PoznanStreet 1.09 0.08 223.87
Tables 3-8 present P2P streaming simulation results for each MVD con-
tent. In this experiment, the adaptation ratio is expressed as the total number
of adapted chunks to the total number of successfully delivered chunks. Test
results present that as the number of peers rises in P2P streaming, the adap-
tation ratio increases because of network congestion. The reason is that a large
number of users in P2P networks lead resource reduction to distribute data
on time. This problem can be solved by increasing the link capacity of servers
and peers. Eventually, chunk delay accumulates hop by hop and exceeds the
waiting timeout that drops the chunks, and subsequently, the throughput.
As seen in Table 4, the Newspaper sequence demonstrates low adaptation
ratio and slight chunk delay. The reason is that it has a reasonable stream-
ing rate (3.74 Mbps) to distribute streaming chunks successfully to each peer.
There are simply sufficient resources available (50 Mbps data server plus 4.8
Mbps upload rate for each peer) to receive streaming content on time. On
the other hand, the Pantomime sequence, which has 11.52 Mbps streaming
rate, shows the highest adaptation ratio among all tested sequences. Without
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Adaptive Multi-View Video Streaming 15
employing adaptation methods, this congestion problem can be solved using
a higher link capacity of nodes. However, as illustrated in Figure 6, the pro-
posed adaptation method achieves higher transmission in terms of total usage
link capacity. In addition, smoother playback is observed in terms of PSNR
variation over time.
Table 3 P2P simulation results for the transmission of the 5.64 mbps BookArrival se-
quences.
# of Avg. downloading Avg. uploading Avg. chunk Hop Adaptation
peers rate /mbps rate /mbps delay /sec. count ratio /%
250 5.05 5.84 10.6 3.6 14.7
150 4.92 5.62 8.77 3.26 13.8
50 5.2 5.6 7 2.58 9
σ 0.14 0.13 1.8 0.52 3.06
Table 4 P2P simulation results for the transmission of the 3.74 Mbps Newspaper sequences.
# of Avg. downloading Avg. uploading Avg. chunk Hop Adaptation
peers rate /mbps rate /mbps delay /sec. count ratio /%
250 4.02 4.47 6.01 3.23 0.7
150 3.99 4.26 3.93 2.79 0.02
50 3.84 3.36 3.09 2.02 0
σ 0.09 5.59 1.50 0.61 0.39
Table 5 P2P simulation results for the transmission of the 11.52 Mbps Pantomime se-
quences.
# of Avg. downloading Avg. uploading Avg. chunk Hop Adaptation
peers rate /mbps rate /mbps delay /sec. count ratio /%
250 7.64 8.07 9.23 3.29 34.15
150 8.38 9.19 8.37 3.14 29.2
50 9.99 10.92 7.12 2.78 17.4
σ 1.20 1.44 1.06 0.26 8.60
Table 6 P2P simulation results for the transmission of the 6.23 Mbps ChampagneTower
sequences.
# of Avg. downloading Avg. uploading Avg. chunk Hop Adaptation
peers rate /mbps rate /mbps delay /sec. count ratio /%
250 6.52 6.73 8.64 3.58 12.5
150 5.65 6.27 6.42 3.01 6.28
50 6.1 6.48 5.28 2.53 8.66
σ 0.43 0.23 1.71 0.53 3.14
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Table 7 P2P simulation results for the transmission of the 6.79 Mbps Cafe´ sequences.
# of Avg. downloading Avg. uploading Avg. chunk Hop Adaptation
peers rate /mbps rate /mbps delay /sec. count ratio /%
250 5.53 6.46 10.5 3.69 22.05
150 5.64 6.55 10.65 3.41 17.99
50 5.85 6.44 9.68 2.72 15.23
σ 0.16 0.06 0.52 0.49 3.43
Table 8 P2P simulation results for the transmission of the 5.84 mbps PoznanStreet se-
quences.
# of Avg. downloading Avg. uploading Avg. chunk Hop Adaptation
peers rate /mbps rate /mbps delay /sec. count ratio /%
250 4.98 5.68 10.25 3.54 15.2
150 4.94 5.67 9.65 3.27 13.3
50 5.29 5.62 6.68 2.53 7.87
σ 0.19 0.03 1.91 0.52 3.80
5 Conclusion
This paper introduced a novel adaptive multi-view-plus-depth map (MVD)
video streaming over peer-to-peer (P2P) networks for delivery of next-generation
3D multi-view video services. The proposed approach demonstrated better per-
formance under network congestion, and provides consistent quality at a broad
range of network conditions. The new approach relies on an adaptive MVD
streaming technique, where some views are discarded by affected peers in a
pre-determined order. The missing views are then reconstructed using only a
small amount of additional metadata requested by the affected peers at times
of congestion. The proposed system outperformed the reference methods in
terms of overall RD and the performance in adaptation against ungraceful
network conditions experienced in P2P systems.
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