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Задачи построения расписаний (JSSP) в 
различных сферах человеческой деятель-
ности имеют важнейшее теоретическое и 
прикладное значение. Во многих из них 
присутствуют специфические временные 
ограничения, описывающие допустимые 
для планирования отрезки времени и 
периоды простоев на интервале пла-
нирования. Статья описывает алгоритм 
распределения работ в условиях времен-
ных ограничений для задач построения 
производственных и учебных расписаний, 
а также сервисной деятельности.
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ALGORITHMIC CONSTRUCTION 
SCHEDULES IN CONDITIONS OF 
TIMING CONSTRAINTS
Tasks of time-schedule construction (JSSP) 
in various fi elds of human activities have 
an important theoretical and practical sig-
nifi cance. The main feature of these tasks 
is a timing requirement, describing allowed 
planning time periods and periods of down-
time. This article describes implementation 
variations of the work scheduling algorithm 
under timing requirements for the tasks of 
industrial time-schedules construction, and 
service activities. 
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1. Введение
В статье излагаются алгоритм построения расписаний планирования 
работ, операций в условиях временных ограничений. Данная задача акту-
альна для промышленных предприятий, организаций различных сфер де-
ятельности, в которых присутствует временное планирование.
Рассматриваемая задача базируется на классической задаче назначения 
работ (сетевое планирование – JSSP) для непрерывного времени. Поста-
новка рассматриваемой в статье задачи опирается на решение, полученное 
для непрерывного времени и набора временных ограничений.
Поскольку большинство организаций осуществляет деятельность, опи-
раясь на рабочие графики, алгоритм, рассматриваемый в данной публика-
ции, позволяет получить более точные решения для реальных производс-
твенных систем, в которых присутствуют ограничения.
2. Элементы математической модели
Базовая задача построения производственных расписаний [1], для не-
прерывного времени, формализуется как задача на графах, в которой узлы 
представляют собой события, дуги – отдельные процессы или работы. С 
каждой дугой ассоциирован двухкомпонентный вес, представленный ве-
щественным числом и временной разницей c возможностью их взаимного 
отождествления. Этапы решения базовой задачи [1], реализованы в рамках 
модельно – алгоритмического комплекса (МАК) [2] и дают неплохие ре-
зультаты на практике.
Особый интерес представляет задача, в которой необходимо учитывать 
ограничения, связанные с невозможностью распределить работы в опреде-
ленный интервал времени. Сложность заключается в вариативном харак-
тере таких ограничений, которые могут изменяться в различных постанов-
ках. Рассмотрим элементы математической модели для достаточно обще-
го случая, предполагая, что на периодических интервалах времени t + Δt
структура ограничений одинакова.
Одним из элементов математической модели, используемой для пост-
роения расписаний в ограничениях, является вектор кортежей работ W
, полученный в ходе решения задачи [1], где каждая отдельная запись пред-
ставляет собой параметры отдельной работы, такие как: идентификатор ра-
боты (ID), дата начала (beginDate), дата раннего окончания (earlyEndDate), 
дата позднего окончания (lastEndDate), компонент временного смещения 
(offsetDate).
wi = {Di, beginDatei, earlyEndDatei, lastEndDatei, offsetDatei, } (1)
С точки зрения процедуры составления расписаний, отдельный кортеж 
(запись) представляет набор связанных данных, по отношению к некото-
рому идентификатору работы, часть из которых используется алгоритмом 
построения расписаний.
Также важнейшим элементом математической модели является логи-
ческая матрица работ и простоев timeMap[d  Days, h  Hours], которая 
описывает временную сетку интервалов проведения работ, такую что:
timeMap[d, h] = 

1, допустимо размещение элемента работы
(2)0, простой, размещение не допускается
Для случаев описания детальных временных компонент, матрица работ 
и простоев может быть трансформирована в кортеж работ и простоев 
(использование более двух временных компонент). В общем случае, струк-
тура и вид матрицы или кортежа зависит от размерности времени, требуе-





вать «сжатую» интерпретацию, ког-
да известно, что производственные 
процессы четко привязаны к конк-





1, допустимо размещение элемента работы (3)
0, простой, размещение не допускается
Введем понятие левого и право-
го временного сдвига, которое будет 
означать единичное приращение 
минимальной компоненты корте-
жа в сторону уменьшения или уве-
личения времени. Таким образом, 
для кортежа K[d  Day, h  Hour, 
m  Minute,]  сдвигом будет кортеж 
K[d, h, m ± 1]. Рассматриваемый в 
статье алгоритм назначения работ 
(time – labeling) использует модель 
ограничений, представленных вы-
ражением 2.
3. Ключевые идеи алгоритма
Для упрощения понимания сути 





Итератор workIterator сдвигает 
временной кортеж в прямом на-
правлении, итератор durationIterator 
сдвигает временной кортеж в обрат-
ном направлении, см. рисунок 1.
Механизм сдвига, с учетом сме-
щения, непосредственно влияющий 
на окрестность работ WWN ∉ ,
расположенных справа относи-
тельно текущей работы wi.
Возможность поиска работ, рас-
положенных в окрестности текущей 
wi справа или слева, достигается за 
счет реализации в информационной 
модели дуги графа ссылок на старто-
вый и конечный узел, см. Листинг 1.
Информационная модель дуги 
графа содержит ссылки на старто-
вый и конечный узел графа, реали-
зующие поведенческий механизм 
INode <T>, также имеется возмож-
ность работы по уникальным стро-
ковым идентификаторам узлов. 
Таким образом, итерационный про-
Рис. 1. Двунаправленная итерация по времени
Листинг 1. Информационная модель дуги графа
цесс по отдельной дуге графа воз-
действует на окрестность дуг, рас-
положенных после текущей дуги, 
см. рисунок 2.
2) Оригинальный механизм вре-
менной разметки (time-labeling) c 
использованием списка запретов.
Суть итерационного механизма 
заключается в следующем: если на 
очередном i-шаге итерации элемент 
кортежа ki[d, h] для работы wi не мо-
жет быть распределен, происходит 
сдвиг всех временных характерис-
тик работ окрестности справа wi с 
Рис. 2. Подмножества сдвига при итерационном движении
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учетом смещения для следующей 
работы, на интервал времени ki[d, h 
+ 1], если он отсутствует в списке 
запретов. В противном случае дли-
тельность текущей работы умень-
шается на интервал времени ki[d, 
h – 1], при этом сдвига временных 
характеристик работ окрестности 
справа wi не происходит. Так как 
имеется n-работ окрестности слева, 
для текущей работы wi итерирова-
ние каждой из которых приводит к 
сдвигам wi, целесообразно исполь-
зовать список запретов tabooList, 
каждый элемент которого представ-
ляет собой кортеж ktaboo[id, ki[d, h]].
Список запретов создается отде-
льно для каждой работы wi и содер-
жит даты, которые уже использова-
лись ранее для сдвига работы wi.
4. Содержательное описание 
алгоритма
Опираясь на описанные выше 
идеи, сформулируем алгоритм 
построения расписаний, пригод-
ный для построения расписаний 
для сколь угодно сложных прак-
тических случаев временных ог-
раничений, при условии их одно-
родности.
Рис. 3. Блок-схема алгоритма разметки (labeling) работ
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1) Сортировка вектора wi по 
возрастанию даты начала работы 
beginDate.
2) Определение даты нача-
ла проекта prjDate как w0{..., 
beginDate,...}.
3) Двунаправленная итераци-
онная процедура по каждой работе 
)1...(0, −=∉ NiWwi , выполняем 
действия по формированию кор-
тежей ее размещения во времени. 
Формирование вектора кортежей 
LBL, каждый элемент которого со-
держит идентификатор работы и 
дату начала разметки для временно-
го сдвига.
Визуализация вектора кортежей 
LBL с использованием механизма 
рендеринга WPF.
5. Блок схема алгоритма
Представленная в данном разделе 
блок – схема алгоритма построена с 
опорой на процесс отладки работа-
ющей реализации на языке програм-
мирования C# в рамках модельно-
алгоритмического комплекса (МАК) 
построения расписаний [2]. Алго-
ритм был опробован на 10 тестовых 
структурах графов, при произволь-
ной генерации значений для матрицы 
временных ограничений. Блок схема 
представлена на рисунке 3.
6. Заключение
Рассмотренный в работе алго-
ритм реализован в составе модель-
но – алгоритмического комплекса 
МАК[2], опробован на множестве 
модельных структур графов работ 
(более 10), при произвольных спо-
собах задания кортежей временных 
ограничений.
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