Introduction
In recent years, the Mittag-Leffler functions and Mittag-Leffler type functions have caused more and more interests among scientists, engineers and applications. This interest comes from the close connection of these functions to fractional differential equations. The Mittag-Leffler function
, α > 0, z ∈ C.
was firstly studied by Mittag-Leffler. An important generalization,
was introduced in [6, 7] . These two functions can be viewed as the result of generalization of the exponential function,
z n Γ(n + 1)
.
More investigations of properties of the Mittag-Leffler function and its applications to fractional differential equations and related questions have been carried out by [1 − 4, 8, 9] .
Integral representations play a prominent role in the analysis of the Mittag-Leffler function. In [10] , the authors study integral represents of E α,β (z) in the open right half-plane when α ∈ (0, 2), β ∈ (0, 1 + α) by using the well known Hankel formula about gamma function.The authors study the distribution of zeros of E α,β (z) relying on the integral represent. In [11] ,the authors also use Hankel s integral contour acquire the integral representation of E α,β (z), α > 0, β ∈ R, z ∈ C. They use the results to study the algorithms for numerical evalution of the Mittag-Leffler function.
Another method to study integral represent of Mittag-Leffler function is Lapalce inversion.In [12] , Gorenflo and Mainardi use the Laplace inversion integral to give the integral represent of E α (−t α ), α ∈ (0, 3) and use these results to search fractional oscillations. For more results about Mittag-Leffler's integral represent and its applications,one can see [5, 13] .By using Hankel contour or Laplace inversion method, the original will be the branch point. We want to know that whether the integral represent can be applied at original.The previous articles have not explained this problem. In this paper, we will give the proof.
In this paper,we use the Laplace inversion method to acquire the integral represent of E α,β (λt α ), α ∈ (0, 1), β ∈ (0, 1 + α), λ ∈ C, t > 0, and study its asymptotic properties. When β = 1 or β = α,we can obtain the integral represent of E α (λt α ) and E α,α (λt α ). In fact,E α (λt α ) and E α,α (λt α ) are often used in fractional differential equations and application problems.
Preliminaries
In this section,we give some useful definitions and related results. One can see [5, 8, 9, 16] for more details. 
where z ∈ C, α > 0, β > 0.Γ(·) is gamma function.
Definition 2.2 Let f (t) be an arbitrary function defined on the interval 0 < t < ∞; then
is the Laplace transform, provided that the integral exists. And if f (t) is of exponential order e at , then the Laplace transform of f (t) exists for all provided s > a.
Lemma 2.4 (Waston's Lemma)Suppose that the f (t) has the asymptotic expansion:
then F (p) has the corresponding asymptotic expansion
Theorem 2.5 (The Bromwich Inversion Theorem) Let f (t) have a continuous derivative and let |f (t)| < Ke γt where K and γ are positive constants.Define
Then
Definition 2.6 The Mellin transform of a function f :
Here a, b provided that integral exists. 
Main results
In this part,we use the Laplace inversion method to study the integral represent of E α,β (λt α ), α ∈ (0, 1), β ∈ (0, 1 + α).In [12] ,the author discuss the integral represent of E α (−t α ). In that paper,the author didn't give the specific calculation process.In order to explain the problem in detail, we believe it is necessary to give the specific calculation process.Our results will be more general and useful for studying fractional differential equations. 
And let ρ → 0, R → ∞,we have
(1) By using Residue theorem,one can have
(2)We take the following steps to prove the other result.
(II) : When z ∈ EF ,by the similar method in (I),we can prove
(III) : When z ∈ CD,we choose small ρ,so that |z α − λ| > |λ| 2 > 0, 
When z ∈ F A,and let R tends to ∞,using the Laplace inversion formula
Summarizing the above results,the proof have been completed.
Remark 3.2 In theorem 3.1,we have
Res
Remark 3.3 From the theorem 3.1, when α ∈ (0, 1), λ 0, arg(λ) ∈ (−πα, πα), t > 0,then
In theorem 3.1,the original point ia a branch point.By the following theorem,we will prove that the integral represent (14) , (15) can also be true when t = 0.Our conclusion complement the theorem 1 in [10] .
and
then we have
Proof. (I)If β ∈ (1, α + 1),we have In order to obtain the result of the above integral,we need to calculate the following integral: By using residue theorem and let R → ∞,then we have
in which e z1 = λe iπα , e z2 = λe iπ(2−α) . Using the same method,we have
, and we note the fact that
So we can have And
Applications
We use (14) , (15) to generalize the lemma 2 in [14] and give a new proof.
Lemma 4.1 Let α ∈ (0, 1), arg(λ) ∈ (−πα, πα),
then J λ (t) is continuous on [0, ∞) and Proof. In fact,when arg(λ) ∈ (−πα, πα),for ∀u ∈ (0, ∞),u 2α −2λu α cos(πα)+ λ 2 = (u α − λe −πα )(u α − λe πα ) = 0. Choosing small ε > 0,when u ∈ (0, ε), we can have |u 2α − 2λu α cosπα + λ 2 | > |λ| 2 2 > 0.When u → ∞, when v ∈ (0, |λ| 1 α ),there will exist N 0 ≥ 1,C N0 > 0, so that |f N0 (v)| < C N0 v N0α . We choose proper p ∈ C, (p) > 0 and denote ϕ N0 (v) = v |λ| 1 α e −pu f N0 (u)du.From lemma 4.1, we can see that there will exist A N0 > 0, so that |ϕ N0 (v)| ≤ A N0 .
When t > (p), we have
So there has T 0 > 0, when t > T 0 ,
and given that J λ (t) is continuous in [0, ∞),so we can have L 0 > 0, |E α (λt α ) − 1 α e λ 1 α t | ≤ L0 t α , t ∈ (0, T 0 ]. We choose K α,λ ≥ max{|a 1 Γ(α)|, L 0 },so we can prove (24).We can use the same way to prove (25).
