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Re´sume´
Dans cette pre´sentation, nous nous inte´ressons a` e´valuer la stabilite´ des dimensions en
Analyse en Composantes Principales (ACP). La pre´sentation de l’ACP via un mode`le a`
effets fixes permet de proposer une technique de bootstrap des re´sidus et d’associer des
zones de confiance autour de la position des individus et des variables. Cet algorithme
est e´tendu au cas incomplet et permet de prendre en compte l’incertitude supple´mentaire
due aux donne´es manquantes. Une me´thode d’imputation multiple adapte´e au cadre de
l’ACP est ensuite propose´e pour e´valuer la variabilite´ des dimensions due aux donne´es
manquantes.
Mots-cle´s : ACP, stabilite´ des dimensions, bootstrap, donne´es manquantes, imputation
multiple
Abstract
This paper focus on assessing the stability of the dimensions in Principal Component
Analysis (PCA). PCA is presented via a fixed effect model and a technique of residuals
bootstrap is detailed to assess the stability of the individuals and variables coordinates.
Then, we describe two ways to take into account the supplement uncertainty due to miss-
ing values. The technique of residuals bootstrap is extended to the incomplete case. And
a multiple imputation method adapted to the framework of PCA is proposed.
Keywords: PCA, Stability of the dimensions, Bootstrap, Missing Values, Multiple Impu-
tation
1 Analyse en Composantes Principales (ACP)
1.1 Estimation ponctuelle des axes et composantes
L’ACP est souvent utilise´e comme une me´thode exploratoire d’analyse des donne´es c’est a`
dire comme un outil descriptif multidimensionnel, pour explorer, re´sumer et visualiser un
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jeu de donne´es. Les repre´sentations graphiques des individus et des variables sont au coeur
de l’analyse. L’ACP, comme la classification et de nombreuses me´thodes exploratoires,
est ainsi souvent pre´sente´e algorithmiquement ou ge´ome´triquement et sans re´fe´rence a` des
hypothe`ses de nature probabiliste. L’ACP est alors de´finie comme la recherche d’un sous
espace qui minimise la distance entre les points et leur projection. Soit X une matrice de
taille I ×K (suppose´e centre´e sans perte de ge´ne´ralite´) et ‖A‖ =
√
tr(AA′) la norme de
Frobenius. Plus formellement, l’ACP peut eˆtre de´finie comme la recherche d’une matrice
de rang infe´rieur S (S < K) qui approche au mieux la matrice X au sens des moindres
carre´s. Ceci e´quivaut a` chercher deux matrices FI×S et uK×S qui minimisent l’erreur de
reconstitution :
C = ‖X − Fu′‖2 =
I∑
i=1
K∑
k=1
(xik −
S∑
s=1
Fisuks)
2. (1)
Avec la contrainte d’axes orthogonaux et de norme unite´, la solution unique est fournie par
les composantes principales note´es Fˆ (norme´es a` la valeur propre) et les axes principaux
note´s uˆ de l’ACP, vecteurs propres respectivement de la matrice de produit-scalaire et de
variance-covariance.
Depuis quelques anne´es, les me´thodes exploratoires sont fre´quemment repositionne´es
dans un cadre probabiliste. Ce cadre permet, entre autres, d’enrichir ces me´thodes avec
des notions de variance et de tests d’hypothe`ses (Droesbeke et. al., 1992). L’ACP est
alors pre´sente´e comme un mode`le ou` les observations sont de´compose´es en une partie
signal zik plus un bruit εik :
xik = zik + εik. (2)
En ACP Probabiliste (ACPP) pre´sente´e par Tipping & Bishop (1999), cas particulier
de l’Analyse en Facteur, les effets zik sont conside´re´s comme ale´atoires. Ce mode`le dit
structurel est plus adapte´ a` une situation ou` les individus e´tudie´s sont un e´chantillon
issu d’une population. Dans le mode`le pre´sente´ par Caussinus (1986), les effets sont
conside´re´s comme fixes. Ce mode`le dit fonctionnel est plus adapte´ au cas ou` les individus
repre´sentent une population entie`re, c’est a` dire qu’ils sont inte´ressants en tant que tel et
ne sont pas conside´re´s comme interchangeables.
Le but de ce travail est d’e´tudier la stabilite´ des dimensions en ACP dans le cas d’un
tableau de donne´es repre´sentant une population. Nous conside´rons donc le mode`le a` effets
fixes que nous re´e´crivons comme un mode`le biline´aire :
xik =
S∑
s=1
Fisuks + εik, avec εik ∼ N (0, σ
2). (3)
Les estimateurs du maximum de vraisemblance de u et de F correspondent, comme
en re´gression, aux estimateurs des moindres carre´s.
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1.2 Etude de la stabilite´ des dimensions
Timmerman et al. (2007) ont compare´ diffe´rentes approches pour e´valuer la stabilite´ des
dimensions en ACP. Ils ont montre´ que les me´thodes bootstrap sont plus flexibles et four-
nissent des re´sultats plus satisfaisants que les me´thodes asymptotiques. Ils ont utilise´ un
bootstrap non-parame´trique, c’est-a`-dire le bootstrap usuel qui consiste a` re´e´chantillonner
les individus avec remise. Ce bootstrap est adapte´ au cas ou` les individus sont conside´re´s
comme iid et permet de re´pondre a` la question : quelle est la variabilite´ des dimensions
due aux fluctuations d’e´chantillonnage? Cette approche est de´taille´e dans Chateau et al.
(1996) et permet d’associer des zones de confiance autour de la position des variables.
Dans le cadre du mode`le a` effets fixes, ou` les individus ont des espe´rances diffe´rentes et
l’ale´as ne provient que du terme re´siduel, le bootstrap des re´sidus, dit semi-parame´trique,
est plus approprie´. Il permet d’obtenir des zones de confiance autour de la position des
individus et des variables et de re´pondre a` la question : quel est l’impact du bruit sur
les parame`tres? Meˆme si seules les dernie`res dimensions sont bootstrappe´es, tous les
parame`tres changent car “le bruit va partout”. Le bootstrap des re´sidus repose sur la
validite´ du mode`le et de´pend fortement du choix de la dimension S. L’algorithme est le
suivant :
• re´aliser l’ACP de X pour estimer Fˆ et uˆ;
• reconstituer les donne´es Xˆ = Fˆ uˆ′ et calculer la matrice des re´sidus εˆ = X − Xˆ;
• re´pe´ter B fois les e´tapes :
1. bootstrapper (par cellule) les re´sidus estime´s pour obtenir ε⋆
2. construire un nouveau jeu de donne´es X⋆ = Fˆ uˆ′ + ε⋆
3. re´aliser l’ACP de X⋆ pour estimer F ⋆ et u⋆
• repre´senter les zones de confiance autour des individus (resp. des variables).
Remarque 1 : cette proce´dure est tre`s similaire a` celle utilise´e en re´gression pour obtenir
des intervalles de confiance bootstrappe´s de βˆ quand la matrice du plan d’expe´rience est
suppose´e fixe.
Remarque 2 : l’algorithme pre´ce´dent peut eˆtre ame´liore´ en corrigeant la non-homoge´ne´ite´
des variances des re´sidus estime´s. En effet, les re´sidus estime´s peuvent sous-estimer forte-
ment les vraies erreurs. Il faut alors de´finir des re´sidus modifie´s a` la fac¸on des re´sidus
standardise´s en re´gression.
Remarque 3 : comme les erreurs sont suppose´es distribue´es selon une loi normale, l’e´tape
1 peut eˆtre remplace´e par un tirage dans une loi normale d’espe´rance nulle et de variance
σˆ2. L’estimateur du maximum de vraisemblance de σ2 est biaise´ et peut eˆtre corrige´ en
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utilisant le nombre de degre´s de liberte´ propose´ par Denis (1991) :
σˆ2 =
||X − Fˆ uˆ′||2
IK − (IS +KS +K − S − S2)
.
2 ACP sur donne´es incomple`tes
2.1 Estimation ponctuelle des axes et composantes
Pour ge´rer les donne´es manquantes en ACP, une approche fre´quemment utilise´e consiste a`
“sauter” les donne´es manquantes en minimisant l’erreur de reconstitution sur les donne´es
pre´sentes. Soit W une matrice de poids avec (wik = 0 si xik est manquant et wik = 1
sinon), le crite`re devient :
C = ‖W ∗ (X −m− Fu′)‖2 =
I∑
i=1
K∑
k=1
wik(xik −mk −
S∑
s=1
Fisuks)
2, (4)
avec ∗ le produit de Hadamard . Contrairement au cas complet, il n’existe pas de solution
explicite et il est ne´cessaire de recourir a` des algorithmes ite´ratifs. L’algorithme d’ACP
ite´rative (Kiers, 1997) minimise le crite`re (4) et consiste a` :
1. imputer les valeurs manquantes par des valeurs initiales;
2. re´aliser l’ACP pour estimer les axes et les composantes;
3. imputer les valeurs manquantes en utilisant la formule de reconstitution a` l’ordre S;
4. re´pe´ter les e´tapes 2 et 3 jusqu’a` convergence.
Cet algorithme correspond aussi a` un algorithme EM du mode`le (3), d’ou le nom EM-
PCA. Les proprie´te´s de cet algorithme sont e´tudie´es dans Josse et al. (2009).
2.2 Incertitude due aux donne´es manquantes
Les techniques disponibles pour re´aliser une ACP avec donne´es manquantes fournissent
une estimation ponctuelle des parame`tres (axes et composantes) mais aussi une estimation
des donne´es manquantes. Ces approches s’apparentent donc a` des techniques d’imputation
simple et ne restituent pas l’incertitude associe´e a` la pre´diction des valeurs manquantes.
La variance des dimensions obtenues a` partir d’une ACP re´alise´e sur le tableau de donne´es
comple´te´ est sous-estime´e.
Nous pre´sentons deux me´thodes pour prendre en compte la variance supple´mentaire
due aux donne´es manquantes : le bootstrap et l’imputation multiple.
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2.2.1 Bootstrap des re´sidus
Le but est d’e´tudier la variabilite´ des dimensions due au bruit et aux donne´es manquantes.
L’algorithme propose´ dans le cas complet est ainsi e´tendu au cas incomplet; le bootstrap
est utilise´ directement (Efron, 1994) :
• re´aliser l’algorithme EM-PCA sur la matrice incomple`te X pour obtenir Fˆ et uˆ;
• reconstituer les donne´es Xˆ = Fˆ uˆ′ et calculer les re´sidus εˆ = X − Xˆ. La matrice εˆ
est incomple`te;
1. bootstrapper les re´sidus (par cellule) pour obtenir une nouvelle matrice des
re´sidus ε∗. Les donne´es manquantes sont aussi bootstrappe´es;
2. X∗ = Fˆ uˆ′ + ε∗;
3. re´aliser l’algorithme EM-PCA sur X∗ pour obtenir des nouveaux (Fˆ ∗, uˆ∗);
• repre´senter les zones de confiance autour des individus et des variables.
2.2.2 Imputation multiple
L’imputation multiple (Little et Rubin, 2002) est une technique qui a e´te´ propose´e pour
obtenir des estimations ponctuelles et des e´carts-types des parame`tres en prenant en
compte le caracte`re incomplet des donne´es. Il y a trois e´tapes pour faire de l’imputation
multiple. La premie`re consiste a` ge´ne´rerD tableaux de donne´es comple´te´s. Chaque valeur
manquante est remplace´e par D valeurs simule´es qui tendent a` reproduire l’incertitude
associe´e a` la pre´vision d’une valeur manquante. La deuxie`me e´tape consiste a` re´aliser
l’analyse statistique sur chaque tableau de donne´es et estimer le parame`tre d’inte´reˆt θ.
Enfin, les re´sultats sont combine´s : le parame`tre θ est estime´ comme la moyenne des θˆ
sur chaque tableau et sa variance totale se de´compose en une variance inter-imputation et
une variance intra-imputation. La ge´ne´ration de tableaux de donne´es comple´te´s ne´cessite
un mode`le d’imputation qui doit eˆtre “proper” (Little et Rubin, 2002), c’est-a`-dire que
l’incertitude sur les parame`tres du mode`le doit eˆtre propage´e. L’imputation multiple est
souvent re´alise´e en se positionnant dans un cadre Baye´sien mais il est e´galement possible
d’utiliser une approche non-parame´trique a` l’aide de re´e´chantillonnages bootstrap.
Nous proposons ici une version de l’imputation multiple adapte´e au cadre de l’ACP
qui n’e´tudie que la variance inter-imputation. La premie`re e´tape consiste a` ge´ne´rer des
tableaux de donne´es impute´s a` partir du mode`le d’ACP. L’algorithme est le suivant :
(a) calculer D valeurs pour les parame`tres, (Fˆ uˆ′)1, ..., (Fˆ uˆ′)D
(b) pour d = 1, ..., D, imputer les valeurs manquantes xd
ik
en tirant dans la distribution
pre´dictive des donne´es manquantes sachant les donne´es observe´es et les parame`tres
:
∑
S
s=1
(Fˆisuˆ
′
ks
)d + ε˜, avec ε˜ un re´sidu choisi ale´atoirement dans la distribution
empirique des re´sidus (ou dans une loi normale).
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Cet algorithme refle`te la variance de pre´vision d’une donne´e a` partir d’un mode`le qui se
de´compose en une variance d’estimation des parame`tres (e´tape a) et une variance due au
bruit (e´tape b). L’e´tape (a) utilise les F ⋆ et u⋆ obtenus par l’algorithme bootstrap pre´sente´
pre´ce´demment. La deuxie`me e´tape de l’imputation multiple consiste a` re´aliser une ACP
sur chacun des D tableaux de donne´es impute´s. La troisie`me e´tape est ici modifie´e par
rapport a` l’imputation multiple classique car seule la variance inter-imputation est ex-
amine´e. Elle correspond a` la variabilite´ des dimensions obtenue entre chaque ACP. Seul
l’impact des donne´es manquantes est e´value´ sur les dimensions. Cette me´thode permet
de re´pondre a` la question : qu’elles auraient e´te´ les dimensions avec d’autres pre´visions
pour les donne´es manquantes?
La me´thode bootstrap permet de s’inte´resser a` la variance totale (due au bruit et aux
donne´es manquantes) tandis que la me´thode d’imputation multiple adapte´e au cadre de
l’ACP permet ici de se focaliser sur la variance due uniquement aux donne´es manquantes.
Nous pre´senterons des re´sultats de simulation pour e´valuer les me´thodologies propose´es
et nous pre´senterons comment visualiser ces diffe´rentes sources de variabilite´.
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