Abstract. In this paper, we study the asymptotic behavior of solutions of a nonautonomous delay di¤erential system. It is shown that every solutions tends to zero provided a certain matrix derived from the coe‰cients and the delays of the system is a M-matrix.
Introduction
Consider a system of delayed linear di¤erential equations with variable coe‰cients of the form _ x x i ðtÞ ¼ À X n j¼1 a ij ðtÞx j ðt À t ij ðtÞÞ; i ¼ 1; 2; . . . ; n; ð1:1Þ where a ij ðtÞ; t ij ðtÞ, i; j ¼ 1; 2; . . . ; n are continuous on ½t 0 ; yÞ, and the delays t ij ðtÞ ði; j ¼ 1; . . . ; nÞ satisfy t ij ðtÞ b 0 and t À t ij ðtÞ " y as t ! y: ð1:2Þ
When a ij ðtÞ and t ij ðtÞ are constants, that is, a ij ðtÞ 1 a ij , t ij ðtÞ 1 t ij ði; j ¼ 1; 2; . . . ; nÞ, (1.1) reduces to an autonomous system _ x x i ðtÞ ¼ À X n j¼1 a ij x j ðt À t ij Þ; i ¼ 1; 2; . . . ; n: ð1:3Þ have negative real parts (c.f. [5] ). However, in general, it is quite di‰cult and often an analytically almost impossible task to decide if all the roots of (1.4) have negative real parts. When t ij ¼ 0, for all i; j ¼ 1; 2; . . . ; n, (1.3) becomes an ordinary di¤erential system. In that case, xðtÞ 1 0 is asymptotically stable if and only if the coe‰cients matrix A ¼ ða ij Þ is a positively stable matrix (i.e. all its eigenvalues have positive real parts) and the Routh-Hurwitz criterion is applicable.
When t ii ¼ 0 for i ¼ 1; 2; . . . ; n, by studying the roots of (1.4) using Rouché's theorem and the implicit function theorem, Hofbauer and So [6] established the following result. Theorem 1.1. Assume that t ii ¼ 0 for i ¼ 1; 2; . . . ; n. Then xðtÞ 1 0 is asymptotically stable for (1.3) for all choice of t ij b 0 ði 0 jÞ if and only if a ii > 0 for i ¼ 1; 2; . . . ; n, det A 0 0 and A is weakly diagonally dominant. (A is said to be weakly diagonally dominant if all the principal minors ofÂ A ¼ ðâ a ij Þ are non-negative, whereâ a ii ¼ a ii ,â a ij ¼ Àja ij j, i 0 j ).
In the case of a quasi-monotone matrix A (i.e. a ij b 0 for i 0 j), Gyö ri [4] obtained a similar result.
When t ii 0 0, i ¼ 1; . . . ; n, i.e. when instantaneous feedback is absent, (1.3) becomes a system of ''pure-delay-type''. As was pointed out by Gopalsamy and He [3] , He [6] and Kuang [8] , the stability problem for such a system becomes much harder, even for the autonomous case. Recently, So, Tang and Zou [9] obtained a criterion for the stability of (1.3) by using M-matrix and some inequality techniques. The criterion is related to a form of 3=2 estimate for the diagonal delays t ii ði ¼ 1; . . . ; nÞ. In order to state this result, first we introduce the matrixÃ A ¼ ðã a ij Þ defined bỹ IfÃ A is a non-singular M-matrix, then every solution ðx 1 ðtÞ; x 2 ðtÞ; . . . ; x n ðtÞÞ of (1.3) tends to 0, as t ! y.
Now, back to the non-autonomous system (1.1). Recall that in the scalar case, there are also 3=2 type criteria in the form of an integral (c.f. [10] , [11] ). One naturally wonders if a result similar to Theorem 1.2 can be established for (1.1). This paper will answer this question in the a‰rmative (see Section 2). As will be seen in what follows, due to the non-autonomous nature of (1.1), one also needs some additional tricks on integration, besides M-matrix and inequalities.
Main results
Theorem 2.1. Assume that a ii ðtÞ b 0; i ¼ 1; 2; . . . ; n; ja ij ðtÞj a b ij a ii ðtÞ; 1 a i 0 j a n ð2:1Þ 
. . . ; n: ð2:7Þ First, choose a sequence ft 1m g y m¼1 such that t 1m b T 0 , t 1m " y, jx 1 ðt 1m Þj " y as m ! y and jx 1 ðt 1m Þj ¼ maxfjx 1 ðsÞj :t t 0 a s a t 1m g. For each i ¼ 2; . . . ; k, let t im be the leftmost maximum point of the function jx i ðtÞj on the interval ½t t 0 ; t 1m . Hence, we have obtained k sequences ft im g y m¼1 , i ¼ 1; 2; . . . ; k such that
We may assume jx i ðt im Þj ¼ x i ðt im Þ (if necessary, we can apply the following argument to Àx i ðtÞ instead of x i ðtÞ and Àa ij ðtÞ instead of a ij ðtÞ for j 0 i). Then
It follows from (1.1) that ð2:9Þ
We claim that
If (2.11) is not true for some i ði ¼ 1; . . . ; kÞ, then there exists a h > 0 such
which, together with (2.9) and (2.10), implies that
This contradicts to the choice of t im as the leftmost maximum point. Hence (2.11) holds. Next, we show that
If x i ðt im Þ a a i , then (2.12) obviously holds. On the other hand, if x i ðt im Þ > a i , then it follows from (2.11) that there exists x im A ½t im À t ii ðt im Þ; t im such that
t 0 a t a t 1m : ð2:13Þ For t A ½x im ; t im Þ, we have, t À t ii ðtÞ a x im . Integrating (2.13) from t À t ii ðtÞ to x im , we have
x im a t a t im :
Substituting this into the first inequality in (2.13), we obtain We consider the following three cases: Case 1. d i þ e 0 a 1. In this case, by (2.5) and (2.14) we have
a ii ðsÞds). We have used the fact that
a ii ðsÞds a 1. In this case, by (2.5) and (2.14) we have
a ii ðsÞds). 
Combining Cases 1, 2 and 3, we have for i ¼ 1; 2; . . . ; k
This implies (2.12) is true. which contradicts the fact that lim m!y jx i ðt im Þj ¼ y for i ¼ 1; 2; . . . ; k, and the proof is complete.
Remark. The hypotheses in Theorem 2.1 are di¤erent from that of Theorem 1.2 even for the special case of (1.3). Note that e is chosen small enough so that for each i with d i < 1, we have, 
it follows from (2.15) that
. . . ; n;
and hence, X n j¼1b b ij jc j j a 0; i ¼ 1; 2; . . . ; n; ð2:18Þ sinceb b ij a Àb ij a 0, for i 0 j. Now, by the positivity ofB B À1 , we conclude that
Case 2. At least one of the functions P n j¼1 a ij ðtÞx j ðt À t ij ðtÞÞ ði ¼ 1; 2; . . . ; nÞ is oscillatory. Set
By Theorem 2.1, 0 a U i < y, i ¼ 1; 2; . . . ; n. It su‰ces to prove that 
Let e > 0 be su‰ciently small. Then, there exist k sequences ft im g y m¼1 , i ¼ 1; 2; . . . ; k with t im À t ij ðt im Þ > T 0 such that t im is the local left maximum point of x i ðtÞ and ð2:20Þ t im " y;
. . . ; kg. We can assume that jx i ðt im Þj ¼ x i ðt im Þ (if necessary, we use Àx i ðtÞ instead of x i ðtÞ and Àa ij ðtÞ instead of a ij ðtÞ for j 0 i). Then as in (2.11), we can prove
The proof will be omitted. Now set
In what follows, we show that 
Substituting this into the first inequality in (2.24), we obtain
tÀt ii ðtÞ a ii ðsÞds; x im a t a t im :
Combining this with (2.24), we have _ x x i ðtÞ a ½ðU i þ eÞ þ b i a ii ðtÞ min 1;
x im a t a t im : ð2:25Þ
We consider the following three cases: Case 2.1. d i þ e < 1. In this case, by (2.17) and (2.25) we have 
Combining Cases 2.1, 2.2 and 2.3, we have for i ¼ 1; 2; . . . ; k
This shows that (2.23) is true. Let m ! y and e ! 0 in (2.23), we obtain
On the other hand, from (1.1) and (2.19), as in the proof of (2.18), we have
. . . ; n; and lim inf
It follows from the above and (2.15) that
and so
. . . ; n: ð2:27Þ By (2.26) and (2.27), and using the fact thatB B is a non-singular M-matrix, we have Then every solution xðtÞ of (1.1) tends to 0 as t ! y.
For the coupled system of two non-autonomous delay di¤erential equations where a ij ðtÞ; t ij ðtÞ, i; j ¼ 1; 2, are the same as in (1.1), we can derive the following simple criterion. 
Two examples
In the last section, we give two examples to illustrate the applications of our theorems. 
