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Abstract
I have carried out three-dimensional numerical simulations of self-gravitating discs to determine
under what circumstances they fragment to form bound clumps that may grow into giant planets.
Through radiation hydrodynamical simulations using a Smoothed Particle Hydrodynamics code,
I find that the disc opacity plays a vital role in determining whether a disc fragments. Specifically,
opacities that are smaller than interstellar Rosseland mean values promote fragmentation (even at
small radii, R < 25AU) since low opacities allow a disc to cool quickly. This may occur if a disc
has a low metallicity or if grain growth has occurred. Given that the standard core accretion model
is less likely to form planets in a low metallicity environment, I predict that gravitational instability
is the dominant planet formation mechanism in a low metallicity environment. In addition, I find
that the presence of stellar irradiation generally acts to inhibit fragmentation (since the discs can
only cool to the temperature defined by stellar irradiation). However, fragmentation may occur if
the irradiation is sufficiently weak that it allows the disc to attain a low Toomre stability parameter.
With specific reference to the HR 8799 planetary system, I find that it is only possible for
fragments to form in the radial range where the HR 8799 planets are located (R ≈ 24 − 68 AU)
if the disc is massive. In such a high mass regime, mass transport occurs in the disc causing the
surface mass density to alter. Therefore, fragmentation is not only affected by the disc temperature
and cooling, but also by any restructuring due to the gravitational torques. The high mass discs
also pose a problem for the formation of this system because the protoplanets accrete from the
disc and end up with masses greater than those inferred from observation and thus, the growth of
planets would need to be inhibited. In addition, I find that further subsequent fragmentation at
small radii also takes place.
By way of analytical arguments in combination with hydrodynamical simulations using a
parameterised cooling method, I explore the fragmentation criteria which in the past, has placed
emphasis on the cooling timescale in units of the orbital timescale, β. I find that at a given radius
the surface mass density (i.e. disc mass and profile) and star mass also play a crucial role in
determining whether a disc fragments or not as well as where in the disc fragments form. I find
that for shallow surface mass density profiles (p < 2, where Σ ∝ R−p), fragments form in the outer
regions of the disc. However for steep surface mass density profiles (p & 2), fragments form in the
inner regions of a disc. In addition, I find that the critical value of the cooling timescale in units of
the orbital timescale, βcrit, found in previous simulations is only applicable to certain disc surface
mass density profiles and for particular disc radii and is not a general rule for all discs. I obtain an
empirical fragmentation criteria between the cooling timescale in units of the orbital timescale, β,
the surface mass density, the star mass and the radius. Finally, I carry out crucial resolution testing
by performing the highest resolution disc simulations to date. My results cast some serious doubts
on previous conclusions concerning fragmentation of self-gravitating discs.
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1.1 Planet formation background
Planet formation has been an area which has been studied in great detail, long before the discovery
of the first extra-solar planets in the early 1990s. In 1992, three planets were discovered around
the pulsar PSR 1257+12 (Wolszczan & Frail 1992) followed by a discovery around another pulsar
the following year, PSR B1620-26 (Backer et al. 1993). The first extra-solar planet was discovered
in 1995 around a main sequence star, 51 Peg (Mayor & Queloz 1995). Since these discoveries,
this area of research has soared and has been widely explored in both observations as well as
theory. From the observational point of view, new instruments have been designed that continue
to push the detection limits further out to detect a vast diversity of planets as well as the planet
formation environments. New techniques are being developed to put constraints on the various
parameters of the planets (such as the mass, radii and atmospheric properties) and the parent
stars (such as spectral type, age, metallicity and luminosity). In addition, these techniques also
constrain the dynamics of the planets and the disc environments in which they form. On the other
hand, theoretical advances have escalated as theories are being developed and compared to current
observations with the help of increased computing capabilities that are widely used to test these
theories.
Planets have been known to orbit the Sun in a circular motion and approximately in the
same plane. It is this fact that drove astronomers to explore the concept of discs and the formation
of planets in these discs that surround the central star. This propelled the immense amount of
research into disc theory and is how observational astronomers began to look at discs.
Giant planets are particularly interesting for two main reasons: firstly, the majority of extra-
solar planets discovered are giant and therefore we know more about their properties and can thus
use this to match theory and observations with fewer assumptions. Secondly, giant planets in
our solar system dominate its mass and angular momentum and so understanding the formation
and evolution of these planets may well provide much more information as to how the terrestrial
planets evolved under the influence of the giant planets.
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Figure 1.1: Schematic diagram showing the different stages of star formation. The early phase
is the Class 0 phase (top left) where the molecular cloud is contracting and a stellar core forms.
During the Class I phase (top right) a disc forms and is embedded in an envelope of gas. The
penultimate stage involves an isolated star-disc system in which planets may form (Class II; bot-
tom left) and in the Class III stage (bottom right) a disc is no longer present. Reproduced with
permission from Mark McCaughrean.
1.2 Planet formation within the context of star formation
It is well known that planets form out of a disc of gas and dust surrounding the parent star. How-
ever, it is important to contextualise this and understand the evolutionary process that occurs well
before the process of planet formation takes place as the earlier stages may influence the later
planet formation stages. For example, the early evolution may affect the size and mass of the star
and the disc out of which the planets form, which may ultimately affect the formation mechanism
and properties of the planets that are formed.
The period of time over which giant planet formation around a star is believed to occur is
only a small phase in the star’s evolution. The early stages of star formation can be divided into 4
classes (Andre et al. 1993 for Class 0; Adams et al. 1987 for Class I - III, see Shu et al. 1987 for
a review; see Figure 1.1). These stages were definitions that came from the mid-infrared spectra
of observed Classical T Tauri systems at various stages in the evolutionary process. The Class 0
stage involves a molecular cloud of gas (mostly hydrogen and helium) and dust (metals) which is
rotating and collapsing. This cloud is ∼ 104AU in size and begins to collect at the centre to make
up a stellar core which accretes gas onto it at a rate of ∼ 10−5M⊙/yr and takes ∼ 104 years. While
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the gas is rotating, it forms a disc around the stellar core (though the simulations of Bate (1998)
show that the outer disc forms before the stellar core) with accretion continuing to take place onto
the star and disc at a rate of ∼ 10−6M⊙/yr.
In the molecular cloud, the gas loses energy faster than momentum. The centripetal forces
are more dominant around one axis. Therefore, as the gas rotates and the fluid elements collide,
the motions around this dominant rotation axis are retained while the motions parallel to it are
damped. The collisions of gas elements enable them to remove as much kinetic and internal
energy as possible while keeping the same angular momentum. Given that a circular orbit is one
where the elements can maintain the same amount of angular momentum with a minimum amount
of energy (Pringle 1981), the particles move towards a circular orbit and form a disc around the
central star.
Due to the gravitational attraction of the centrally accreting protostar, the envelope radius
decreases to ∼ 103AU during this stage. Since the accretion rate is lower, the timescale for this
period increases to ∼ 105 years. This is called the Class I stage and during this period, the disc
mass is fairly high (O (10−1) M⊙) as the envelope is constantly accreting onto the disc.
The penultimate stage is the Class II stage where the envelope has completely disappeared,
mostly because it has been accreted onto the central protostar and accretion disc but also because
it may have been dispersed from the system by outflows. The central star is now called a Classical
T Tauri star and continues to accrete gas onto it from the surrounding accretion disc. The disc
radius can be as much as ∼ 102−103 AU and this phase lasts ∼ 106 years after which the accretion
disc is completely depleted and a discless Class III weak-line T Tauri star remains.
The processes that take place to remove the disc that surrounds the star in the Class II
phase to become the discless star in the Class III phase is a very active area of research (see
Hollenbach et al. 2000 for a review on disc dispersal mechanisms). The disc matter may have
accumulated together to form one or more planets. Hollenbach et al. (2000) argue that since
the mass that goes into the planets is much smaller than the mass in the disc, planet formation
only accounts for a small percentage of the disc dispersal. They argue that other more dominant
mechanisms are involved and therefore observationally constraining the timescale for these disc
dispersal mechanisms may indicate what other processes go on in the evolution of the disc in
addition to planet formation. In addition, the timescale for these processes provide a limit as to how
quickly planets form and therefore may constrain the planet formation and evolution mechanisms.
The matter that makes up the disc may have been accreted onto the central star: the viscosity
in the disc causes it to spread such that most of the gas loses energy and angular momentum,
while a small amount of gas moves out to large radii to conserve angular momentum in the system
(Jeffreys 1924; see review by Pringle 1981). The timescale relevant for this is the viscous timescale
which is small enough to match the observed data for R < 10 AU.
Alternatively, the gas and dust may have been driven out of the system by far ultraviolet- or
X-ray-induced photoevaporation, which is most significant at ∼ 1 − 10 AU and in the outer disc
at & 30 AU (Gorti et al. 2009). In addition, photophoresis, stellar or disc winds may drive matter
out of the system (though Hollenbach et al. 2000 do not find winds to be a particularly effective
mechanism). Finally, jets and tidal stripping of a disc due to close encounters may also play a part
1.3. OBSERVATIONS 25
Figure 1.2: Plot showing the mass against semi-major axis of all the extra-solar planets discovered,
separated out by their detection technique. The earlier planets discovered were more massive and
close to the parent star while recently, detection limits have been pushed so that smaller and more
distant planets are being detected. Data obtained from http://exoplanet.eu/
but the latter point may only be important for R & 100 AU in dense clusters. Hollenbach et al.
(2000) find that photoevaporation in conjunction with viscous disc spreading can cause an entire
disc to be dispersed within ∼ 107 years. Within the backdrop of other processes involved in the
evolution of the disc from the Class II to Class III phases, planet formation and evolution is also
expected to take place. The evolution process described above shows that since disc formation is
part of the stellar evolution process, and since one disc dispersal mechanism is planet formation,
a natural expectation is that planets are not rare, as I will illustrate in Section 1.3.1.
1.3 Observations
1.3.1 Extra solar planet observations
At the time of writing this thesis, 461 planets have been discovered. Figure 1.2 shows the mass
against semi-major axis of all the planets that have been discovered. Due to the faint nature of
the planets, it is very difficult to detect planets directly as the light from the parent star is so
strong in comparison to the planet and so most planets have been discovered indirectly. A number
of techniques have been developed to find extra-solar planets which in themselves differ so that
they are able to probe different stars and reach different regions of the parameter space. These
techniques are also complimentary since they confirm the observations using different techniques
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and can also be combined to deduce the properties of the planets.
The first technique used to discover planets was the pulsar timing method. Pulsars emit
radio waves and as their name suggests, they do this in a regular way. The presence of a planet
causes the regularity of the radio waves that are observed to be disrupted since a planet causes the
pulsar to move from its own orbit.
By far the main method by which extra-solar planets have been found has been through the
radial velocity technique and is based on the idea that the motion of a planet has an effect on the
motion of its parent star (as with the pulsar timing method). This technique is used when the plane
consisting of the planet and the star has a component along the line of sight (with the signal being
the strongest when the plane is parallel to the line of sight). The influence of the planet causes
the velocity of the star along the line of sight to change which can be measured using Doppler
spectroscopy. This measures the change in the spectral lines from the light emitted from the star
due to the Doppler effect. This technique is frequently used to detect planets near to their parent
star because the planets need to be observed for at least one orbit to confirm the planet detection.
Also, the velocity perturbations are larger if the planet is closer to the parent star, making close-in
planets easier to detect.
The second most successful way of discovering planets has been the transiting planet
method. This technique only works when the planetary system is seen edge-on or as close to
edge-on as possible and appeals to the brightness change as a result of the planet passing in front
of or behind the central star. Since the planet is not as bright as the star, as it passes in front of
it (the primary eclipse), it blocks out part of the light that the star emits. Consequently, the flux
observed is reduced. Similarly, as the star passes around the back of the star (secondary eclipse),
the total flux of the planet and the star is also reduced again and a smaller brightness dip is seen.
This allows observers to put constraints on the star and planet properties using orbital dynamics.
However, its disadvantage is that it is far more likely to detect short-period planets because this
technique requires the system to be viewed as close to edge on as possible and as the orbit gets
wider, the chances of being able to view such a scenario from Earth becomes increasingly smaller.
Therefore, as with the radial velocity method, this technique results in a bias where more planets
closer to the central star are discovered. The transit method is used to determine the radius of
the planet, while the radial velocity method can determine the minimum planet mass, but not the
absolute mass. However, the combination of the two techniques is powerful in that it allows both
the planet mass and radius to be deduced. More recently, the transit timing technique has been
developed further (termed transit timing variation) whereby additional planets may be detected
due to a variation in the main transiting lightcurve of the first planet. This may also give clues as
to the formation history. At the time of writing this thesis, no detections of additional planets have
been made using this method.
Microlensing has been a way in which planets have also been detected. This involves two
stars being almost exactly aligned, with the star closest to the observer (the lensing star) harbouring
a planet. The measurement is unfortunately not reproducible but has been powerful in the past at
detecting Earth-mass planets. It is a particularly useful technique to observe planets in between
the Earth and the Galactic centre since there are a large number of background stars available.
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Astrometry is an old technique based on the principle that the presence of a planet affects the
motion of the central star (as with the radial velocity and pulsar timing techniques). The motion
of a star due to the presence of the planet is measured directly which then allows the presence of
a planet to be inferred. In contrast to other methods that are biased towards low period planets,
this technique is more powerful for long period planets. However, long period planets also require
long observation times. While discoveries of planets have been claimed using this technique, they
have not been confirmed and so it has yet to prove its success.
The above methods use indirect techniques to infer the presence of a planet as well as its
properties and those of the parent star. The final method, direct imaging, has found it difficult to
detect planets in the past as the brightness of the star overwhelms the brightness of any planets that
it may harbour. However, if the star’s luminosity is sufficiently low and if the planet is sufficiently
far away such that its brightness may be discerned from that of the parent star, the planet may
be found. With recent improvements in telescope power in conjunction with the adaptive optics
technique, planets have begun to be imaged directly. The first of these planets was Fomalhaut
b (Kalas et al. 2008) which shows the presence of a planet at ≈ 119 AU. The second system,
also discovered around the same time, was a multiple planet system around the A star, HR8799
(Marois et al. 2008). I discuss this system in more detail in Section 1.5. More recently, a low mass
companion (≈ 8MJ) has been detected around the young solar analogue 1RXS J160929.1-210524
at ≈ 330 AU from the parent star (Lafrenie`re et al. 2008, 2010) while the young, ≈ 10Myr old, star
β Pictoris has also recently been found to host a giant planet with mass ≈ 9MJ close to the parent
star at ≈ 8 − 15 AU (Lagrange et al. 2009, 2010). The former case is the lowest mass companion
detected to date at such a large distance, while the latter is the closest planet to the central star to
have been detected by the direct imaging technique. This therefore emphasises how the detection
limits are continually being revised.
Since the discovery of the first extra-solar planets, planet observations have increased with
time. Each method has developed significantly and each method has been able to detect multiple
planet systems (49 multiple planet systems in total at the time of writing this thesis), the first of
which was υ Andromedae found using the radial velocity technique (Butler et al. 1999). A vast
number of stars have planets surrounding them: given the number of extra-solar planet detections
is continually rising, it is almost expected that a star will harbour a planet. The question is no
longer does it harbour a planet? but is instead what are the properties of its planet and how did it
form?
1.3.2 Disc observations
Disc observation began when astronomers questioned how the planets in our solar system formed
in a single plane around a central star. The observations of discs, which measure the excess
emission above that due to the stellar photosphere (as a result of the dust in the discs which
absorb and thermally re-emit), is used to provide us with numerous properties about the structure
of discs and hence the environment in which planets may form. Such properties may include
the disc mass, size, structure and metallicity. Figure 1.3 shows the regions in which different
wavebands probe different areas of a disc: the optical waveband can only give information about
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Figure 1.3: Schematic diagram showing the regions of a disc that different wavebands probe when
observing discs. Scattered optical light only allows the surface to be seen. The various infrared
wavebands probe slightly further. The longer wavelengths allow the inner regions of a disc to be
observed. Image used with permission from Carsten Dominik, Kees Dullemond and Michiel Min.
the surface of the disc since we see the light that is scattered from the disc surface. The mid-
infrared waveband probes the region a little below the surface, but still restricts us to the area
close to the surface. Infrared spectroscopy can help us to probe further into the disc, vertically,
while the far-infrared probes further out in the disc radially. The sub-millimetre waveband, on
the other hand, can probe most of the disc since it is sensitive to cold dust and is currently the
best tracer of mass. However, the next generation of instruments, for example the Atacama Large
Millimeter Array (ALMA), will be much more powerful. This instrument will use the millimetre
waveband to probe even further into the disc interior with much higher resolution and sensitivity
than previous millimetre telescopes. This will provide more details on the structure of the discs,
such as the presence of spiral structures and the structure of a disc which harbours a planet during
its formation phase. Combining the different wavebands together provides a powerful technique
for inferring the various properties of the disc.
Specifically for planet formation, determining the disc mass is critical since it is important
that there is enough matter in the discs to make a planet (as well as potentially lose some of
the disc mass to other disc dispersal processes as described in Section 1.2). The disc radius is
also important since this indicates to us how large the planet formation environment can be. The
metallicity is also important since this determines the composition of the planets that may form.
We know from observations of our own solar system that giant planets can consist of materials
other than hydrogen and helium (see review by Guillot & Gautier 2009) and as will be discussed
in Chapter 3, metallicity may determine the method by which planets may form.
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Figure 1.4: Near infrared image of the spiral structure in the disc surrounding the Herbig Ae star,
AB Aurigae, observed by Fukagawa et al. (2004). The spiral structures extend to > 500 AU.
Credit: National Astronomical Observatory of Japan (NAOJ)
In Section 1.4.2, I discuss the gravitational instability method. One characteristic of the
discs that form planets by this method is that they have strong spiral structures. Figure 1.4 shows
a double spiral structure observed in a disc extending to > 500 AU around the star AB Aurigae,
a 2.4M⊙, 4 Myr old pre-main sequence Herbig Ae star (Fukagawa et al. 2004). The image was
obtained in the near infrared waveband, using the Subaru Telescope and was the first near infrared
image of a spiral structure in a disc. Prior to this, similar spiral structure was observed (at R >
100 AU) in the optical waveband in a disc surrounding the Herbig Be star, HD 100546 (Grady
et al. 2001). However, such structures are typically difficult to see. With the next generation of
instruments (e.g. ALMA) these features will be more easily identifiable.
For planet formation, a critical inference from disc observation is the disc dispersal timescale
which indicates the maximum timescale on which planet formation can occur. The timescale
within which the disc is present around the star is a key driver in determining how planet for-
mation occurs and it is this parameter that has driven much of the research into planet formation
theory in the recent past. The disc is present around the central star for a very short period of the
overall lifetime of the star (≈ 0.1% for a solar mass star) which provides only a narrow window
of opportunity during which a planet can form. The timescale on which a disc lasts has been
determined by observations: early work by Strom et al. (1993) showed that solar-type pre-main
sequence stars contained discs that survive for up to 10 Myr and suggested that the disc survival
times were much shorter (< 1 Myr) for more massive stars. More recently, Bricen˜o et al. (2001)
carried out a large scale survey of Orion OB1, consisting of pre-main sequence stars with masses
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Figure 1.5: Fraction of sources with infrared excess (indicative of the presence of a disc) deter-
mined by Haisch et al. (2001b). The lack of excess around older objects suggests that discs are
depleted within ≈ 6 Myr.
M ≈ 0.6−0.9M⊙, and showed that the amount of near-infrared and Hα emission (characteristic of
the presence of a disc and disc accretion, respectively) considerably decreased for stars that have
ages between ≈ 3 − 10 Myr compared to those between ≈ 1 − 3 Myr. Haisch et al. (2001b) com-
bine a number of infrared observational data of circumstellar discs around stars with ages ranging
from 0.3 − 30 Myr and with star masses ranging from 0.13 − 1.3M⊙. They show (Figure 1.5)
that at young ages, the disc frequency is high (& 80%). However, by ≈ 3 Myr, only 50% of stars
harbour a disc and by ≈ 6 Myr, all the discs have been dissipated. Haisch, Lada, & Lada (2001a)
show that discs around more massive stars (earlier spectral types than G) dissipate more quickly
(in . 2 − 3 Myr) than those around less massive stars (spectral types G and later) which is also
consistent with the view that mass accretion rates onto the central star is faster for discs with high
mass stars. Mamajek et al. (2004) carry out mid-infrared (N-band) observations of ≈ 30 Myr old
stars in the Tucana-Horologium association and find that no excess emission is seen and suggest
that the inner disc dissipates on timescales that coincide with the timescale on which it takes for
accretion to finish. Comparing their results to other N-band surveys, they show a similar trend of
decreasing infrared excess as Haisch et al. (2001b).
Carpenter et al. (2006) carry out observations of stars with masses varying between ≈ 0.1
and 20 M⊙ in the 5 Myr old Upper Scorpius OB association and find that a considerable fraction
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(19%) of lower mass (K and M) stars show infrared excesses similar to Class II sources in Taurus,
while more massive (B, A, F and G) stars show little or no infrared excess. Hernandez et al (2007)
carry out a study of the stars in σ Orionis, a 3 Myr old cluster with a range of stellar masses (. 0.1
to ≈ 7M⊙) and confirm that disc evolution is more rapid for higher mass stars (> 1M⊙) since disc
fractions are much lower around A-type and intermediate mass T Tauri stars. The results suggest
that the discs around more massive stars will disperse faster than those around K and M stars,
thus decreasing the window of opportunity for planet formation. In Chapter 3, I discuss the effects
of metallicity on planet formation by gravitational instability. Yasui et al. (2009) carry out near-
infrared observations of two young star-forming clusters (≈ 0.5 Myr) in the extreme outer galaxy
which is known to be metal-poor (approximately 10% of solar metallicity) and suggest that disc
dispersal in a low metallicity environment is very rapid (< 1 Myr). This clearly has implications
for giant planet formation because if planets are found in a low metallicity environment, they will
need to have formed very rapidly, which can then put constraints on the formation mechanism.
It is important to note that in deriving the lifetime of discs around stars, the dust components
of these discs have been observed. To determine the total mass of a disc one has to assume a value
for the dust to gas ratio. The canonical value assumed is ≈ 0.01. This is a value which is an
estimate since the real value is unknown. The solar metallicity content is Z = 0.02, where Z
is the mass fraction of metals. Given that the metallicity is made up of dust as well as volatile
materials, then roughly half of this will make up the dust component i.e. 1%. If we assume that
the composition of the Sun is representative of the material that the disc that once surrounded
it was also composed of, we can infer that the dust to gas ratio in the disc is ≈ 0.01. Such an
assumption is reasonable given that much of the material that makes up the Sun would have been
accreted onto it from the accretion disc and also because the Sun and disc were born from the
same molecular cloud. Critically, if the gas component in the discs remain longer than the dust
components, this may impact the formation process by which planets form. To study the gas in
discs, high resolution spectroscopy is required to measure the accretion rate onto the central star
(primarily via a measurement of the Hα emission line), which is an indicator of the presence of
gas in the disc. Mohanty et al. (2005) find that the disc accretion rate, ˙M, increases with star mass
(where ˙M ∝ M2⋆). This is consistent with the view that the lifetime of discs around more massive
stars is smaller than those around low mass stars. Lada et al. (2006) carry out near- and mid-
infrared photometry of the IC 348 cluster and find a correlation between the equivalent width of
the Hα emission line and the slope of the infrared excess spectral energy distribution and deduce
that the gas and dust in discs evolve on similar timescales (with the dust more likely to persist for
longer than the gas). Other authors (e.g. Pascucci et al. 2006; Sicilia-Aguilar et al. 2006) have
also carried out studies that suggest that gas and dust evolution occurs at approximately the same
rate. On the other hand, since terrestrial planets are thought to form on much longer timescales
(≈ 50 Myr), the gas and dust evolution may occur on different timescales, though this may be
observationally difficult to detect as the grain sizes in the discs become larger.
In addition to the disc dispersal mechanisms discussed above, a further evolution between
the Class II and Class III phases involves the formation of debris discs, which are gasless discs
made up of the remnants of planetesimals. These discs indicate that a planet forming process
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(whether successfully or unsuccessfully) has occurred. While primordial discs consist of grains
which grow over time, debris discs consist of grains that decrease in size over time since the
collisions of planetesimals that have not been able to grow cause them to break up.
1.4 Planet formation theory
There are two ways in which giant planets have been hypothesised to form in situ: core accre-
tion (Safronov 1969; Goldreich & Ward 1973; Pollack et al. 1996) and gravitational instability
(Cameron 1978; Boss 1997; review by Durisen et al. 2007). The site of planet formation is com-
mon for both methods i.e. the gas and dust disc that forms around the central star.
1.4.1 Core accretion
The core accretion method was first introduced by Safronov (1969) and later studied in more detail
by Goldreich & Ward (1973), Perri & Cameron (1974), Harris (1978) and Mizuno (1980) (see
Pollack (1984) and Lissauer & Stevenson (2007) for reviews). It involves the sub-micron sized
dust particles in the disc colliding, coalescing and growing larger by gravitationally attracting the
dust material in its surrounding region to form a solid core of ≈ 100 km in size. This method
is how terrestrial planets are hypothesised to form. As the core becomes larger, the gravitational
force becomes more important than the gas drag (Pollack et al. 1996). The escape velocity of the
gas surrounding the solid core (typically Mcore ≈ 10−15M⊕) becomes so large that the gas cannot
escape and instead, a phase of runaway gas accretion onto the core takes place, ultimately forming
a gas giant planet. This happens when the gas and solid accretion rates onto the core become
comparable. This method has typically been favoured for two reasons: firstly, observations of
giant planets in our own solar system suggest that a solid core is likely (though it is currently
uncertain whether Jupiter does in fact have such a core or not; Guillot 1999; Saumon & Guillot
2004). Secondly, the majority of extra solar planets that had initially been discovered were found
very close to the central star. Gas giant planets are typically thought to form beyond the snow line
so that there is enough mass available to make up a large core and also because their formation
must take place beyond the dust sublimation radius. While the hot Jupiters that have been observed
inside the snow line would not have formed there in situ by core accretion, this is still a favoured
mechanism since they may have formed reasonably close and possibly then migrated inwards.
However, the earlier planets were discovered by radial velocity and transiting methods which are
typically biased towards close-in planets.
On the other hand, core accretion has historically presented two key problems. The first
problem is a temporal issue: Pollack et al. (1996) showed that the timescale on which the gas
giant planets in our solar system could have formed by core accretion may be too large (106 −
108 Myr) such that the gas in the disc is depleted before the gas giant planet is fully formed. Also,
since the formation timescale increases with radius, planets at larger radii may struggle to form
in time. This is known as the timescale problem. Secondly, simulations of this method model the
growth of planets typically starting with kilometre-sized planetesimals, but while the growth of
particles from small grains to metre-sized objects appears to be straight-forward, how to get from
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metre-sized objects to kilometre-sized planetesimals is unknown. This is the so-called metre-sized
barrier.
1.4.2 Gravitational instability
Gravitational instability (Kuiper 1951; Cameron 1978; Boss 1997; review by Durisen et al. 2007)
typically occurs in early-stage discs that are massive enough such that the disc’s self-gravity plays
a part in driving its evolution. In contrast to the core accretion method, the key component that is
important in forming the core is the gas, and hence gaseous cores form. This may well be the case
for Jupiter (Saumon & Guillot 2004), though the capture of solid material to form a core after the
fragmenting stage in a gravitationally unstable disc has also been proposed (Helled, Podolak, &
Kovetz 2006)
Since gravitational instability is not thought to operate close to the central star, it has not
been thought to be the dominant mechanism by which giant planets form as it was unable to de-
scribe the observations of close-in giant planets. Recent observations of planets at large distances
(Kalas et al. 2008; Marois et al. 2008) encourage us to revisit this theory. Nero & Bjorkman
(2009) have argued analytically that Fomalhaut b and at least the outer planet of the HR 8799 sys-
tem could have formed by gravitational instability as the cooling timescales are likely to be small
enough such that fragmentation is possible. Moreover, discs in their early stages are thought to be
massive (Eisner & Carpenter 2006) suggesting that gravitational instability must play a role in the
evolution of a disc in the late Class I and early Class II stages.
In this method, gravitationally unstable discs are subject to destabilising gravitational forces
and stabilising pressure and rotational forces. For a differentially rotating disc, if there are pertur-
bations in the density, velocity and gravitational potential which can be written in the form of an
exponential function such that either the amplitude or the phase is slowly varying (known as the
WKB approximation or the tight-winding limit, discussed below), then substituting into the mass
continuity, momentum and Poisson equations yields a dispersion relation for a gaseous disc of the
following form (see Binney & Tremaine (2008) for a detailed derivation):
(mΩ − ω)2 = κ2ep − 2πGΣ|k| + k2c2s (1.1)
where m is the azimuthal wavenumber (or the disturbance mode), Ω is the angular velocity, κep is
the epicyclic frequency, cs is the sound speed in the disc, Σ is the surface mass density, G is the
gravitational constant and k is the radial wavenumber, related to the wavelength by k = 2π/λ. For
axisymmetric disturbances, m = 0 and the dispersion relation is given by:
ω2 = κ2ep − 2πGΣ|k| + k2c2s . (1.2)
If ω2 > 0, the disc is stable and if ω2 < 0, a perturbation exists whose amplitude grows expo-
nentially such that the disc is unstable. We may now consider the effects of pressure and rotation
separately. If the disc is not rotating such that κep = 0 but pressure effects are involved so that
cs > 0, then the disc is stable if




i.e. if the wavelength is small. Therefore, pressure can only stabilise a disc on short wavelengths.
Now consider the scenario where the disc is not pressure supported (cs = 0) but is rotationally




i.e. if the wavelength is large. Consequently, rotation can only stabilise the disc on large wave-
lengths. This shows that neither pressure nor rotation can stabilise the disc against gravitational
collapse by themselves. However, it may be possible for a combination of both to maintain stabil-
ity in a disc. Since equation 1.2 is a quadratic in k, for stability at all wavelengths, we require that
the minimum value of the right hand side of equation 1.2 is positive. By a trivial differentiation of





Substituting this into equation 1.2 and requiring that ω2
min > 0 for stability, we can show that
Q > 1 (1.6)




and Q is known as the Toomre stability parameter (Toomre 1964). Toomre (1964) showed that
for an infinitesimally thin disc to fragment, the stability parameter must be less than a critical
value, Qcrit ≈ 1. Since Σ, cs and κep are all functions of the disc radius, Q is also a function
of radius. Therefore, Q < 1 is an indication of local axisymmetric instability near the radius R.
Consequently, if a perturbation passes through a region where Q < 1, it will grow while it is in
that region.
The WKB, or equivalently, tight-winding approximation makes the assumption that the
radial wavelength is much smaller than the radius, i.e. |kR| >> 1 or λ/R << 1. In the disc scenario,
the phase of the perturbation wave varies with time. The dispersion relation (equation 1.2) assumes
that the WKB approximation is valid. The largest wavelength possible in a disc is λ = ζH, where
H is the disc scaleheight and ζ is a constant with value ζ = O(1). We therefore, require that
the disc aspect ratio H/R << 1, i.e. that the disc is thin, for this stability criterion to be valid.
Protoplanetary discs are indeed thin with typical values of H/R ≈ 0.05 so the Toomre stability
criterion is valid for these discs.
In reality, since discs do have a finite thickness, the vertical component of gravity is es-
sentially diluted causing the disc to stabilise. Goldreich & Lynden-Bell (1965) show analytically
that a uniformly rotating isothermal disc considering the third dimension is ≈ 30% more stable
1.4. PLANET FORMATION THEORY 35
than the equivalent razor-thin disc. It is important to note that this analytical work was carried
out considering a uniformly rotating disc rather than a differentially rotating disc but nevertheless,
illustrates the effect of disc thickness. However, the thin disc approximation is still valid in these
analyses. In addition, the equation of state also affects the critical value of the Toomre stability
parameter, with lower values of the ratio of specific heats, γ, (i.e. a softer equation of state) requir-
ing a higher value of the critical Toomre stability parameter, and hence making it easier to form
fragments: Johnson & Gammie (2003) carry out local numerical simulations of isothermal discs
and show that fragmentation can occur for Q . 1.4.
The above stability criterion can be explained physically (Toomre 1964; Binney & Tremaine
2008) by considering the stability of a circular region (located anywhere in a disc) of radius ∆R
with mass, Mp = πΣo(∆R)2. The pressure acting on the region is given by po and the spin angular
momentum, S ≈ Ω(∆R)2. If the area of the patch is reduced to a fraction (1 − f ) of the original
area, where f << 1, the pressure, rotational and gravitational forces on the patch will change.
The pressure and gravitational potential of the region will change by p1 ≈ f po ≈ f c2sΣo and
fGMp/(∆R)2, respectively. Since the magnitude of the pressure and gravitational forces per unit
mass are given by Fp = | − ∇p/Σ| and Fg = | − ∇φ| = GMp/R2, then the additional pressure force





while the additional gravitational force acting on the region (in an inwards direction) is
Fg,1 ≈
fGMp
(∆R)2 ≈ fGπΣo. (1.9)
If only these two forces existed (i.e. neglecting the rotational force), then the region is stable if





This shows that stability can be achieved on small scales via pressure forces. Since the region will
also consist of motions due to the rotation of the disc, the rotational forces cannot be neglected.
The magnitude of the centrifugal force per unit mass (in the outwards direction), |Fc| ≈ Ω2∆R ≈
S 2/(∆R)3, changes since the spin angular momentum per unit mass of the region is conserved









which shows that stability can be achieved on large scales via centrifugal forces. Figure 1.6 shows
a schematic diagram of the regions over which the pressure and rotational forces stabilise the disc
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Figure 1.6: Schematic diagram showing the lengthscales over which pressure and rotational forces
act to stabilise a disc. Pressure forces stabilise a disc on small scales while rotational forces
stabilise a disc on large scales. If the largest scale over which pressure forces stabilise a disc, Rp,
is larger than the smallest scale over which rotational forces stabilise the disc, Rc, then the disc is
stable against collapse. On the other hand, if Rc > Rp, the disc may fragment into clumps.
against gravitational collapse. If Rp < Rc then a region of wavelength space exists where the disc
is not stabilised and gravitational collapse occurs. However, if on the other hand Rp & Rc, then the




which once again is the Toomre stability criterion derived above using the dispersion relation,
though this time with more physical arguments. Note that the epicyclic frequency in equation 1.7
is replaced by the angular frequency here. Pringle (1977) showed that in an accretion disc around
a star where the aspect ratio of the disc is small, the circular velocity is almost Keplerian right
down to a narrow boundary layer on the surface of a star. Since in Keplerian discs, the epicyclic
frequency is approximately equal to the angular frequency, this replacement is adequate.
Linear stability theory requires that the Toomre condition is satisfied for fragmentation to
occur. Gravitational forces are key to whether the disc perturbation structure appears in the first
place. However, it does not indicate what the intensity of the structures are, nor how long they
will last. For non-linear evolution of gravitational instability, the amount of thermal energy is
important and therefore the cooling in a disc must also be considered. Gammie (2001) showed
that in addition to the stability criterion above, the disc must cool at a fast enough rate. Using
shearing sheet simulations, he showed that if the cooling timescale can be parameterised as
β = tcoolΩ, (1.14)
where







u is the internal energy and ducool/dt is the total cooling rate, then for fragmentation we require
β . 3, for a ratio of specific heats γ = 2 (in two dimensions). Rice, Lodato, & Armitage (2005)
carried out three-dimensional simulations using a Smoothed Particle Hydrodynamics (SPH) code
and showed that this cooling parameter is dependent on the equation of state. They showed that
fragmentation can occur if β < βcrit where βcrit ∼ 6 − 7 for discs with γ = 5/3 and βcrit ∼ 12 − 13
for discs with γ = 7/5.
Viscosity may drive the evolution of a disc by causing the mass to spread and accrete
onto the central star on the viscous timescale. Observations of Classical T Tauri stars (com-
bining measurements of the accretion luminosity from the UV excess with the mass, radius and
temperature of the star) suggest that the accretion rates from the discs onto the central stars are
≈ 10−9 − 10−7M⊙ /yr (Hartigan et al. 1995; Gullbring et al. 1998). Studies of emission lines from
infalling gas onto the star suggest that the accretion rates may be as low as a few ×10−12M⊙ /yr,
though these are the accretion rates for smaller stars (Muzerolle et al. 2003; Mohanty et al. 2005).
The question that requires answering is what drives this evolution? Kinematic viscosity due to
collisions between molecules of gas would cause the matter from the disc to accrete onto the cen-
tral star very slowly and is too low to describe the observed accretion rates. Therefore, the source
of the viscosity is not known. Given the unknown nature of the viscosity, a parametrisation, α, is
introduced so that the stress tensor of the unknown viscosity is written in terms of the vertically




where TRφ is the only non-vanishing component of the stress tensor in the accretion disc. Since




the kinematic viscosity, ν, can also be written in the form
ν = αcsH, (1.18)
where H = cs/Ω is the isothermal scaleheight in the disc. The viscosity may come from turbulent
motions which are likely to be subsonic. Since the largest size of the turbulent eddies are given
by the disc scaleheight, the constant of proportionality, α, that describes the magnitude of the
viscosity will be smaller than unity.
Assuming the mass accretion rates onto the central star quoted above are indicative of the
mass accretion rate through a disc whose temperature is ≈ 10 K, an order of magnitude estimate
can relate the mass accretion rate, ˙M, to the viscosity parameter via the Toomre equation (assuming
Q ≈ 1 for a gravitationally unstable disc) and
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˙M = 3πνΣ, (1.19)
which suggests that the α parameter in real discs is ≈ 10−4 − 10−2. Alternatively, the α parameter





and comparing this to the disc dispersal timescales. For a disc with aspect ratio, H/R ≈ 0.05, and
assuming the temperature of the disc is ≈ 10 K, considering disc lifetimes of ≈ 1 − 10 Myr, the
value of the α parameter at 50 AU is ≈ 3 × 10−2 − 3 × 10−3. A number of possibilities for the
source of the viscosity have been suggested such as turbulent viscosity and magneto-rotational-
instability. Gravitational instability may provide one such source of turbulent viscosity since this
causes torques and hence gravitational stresses in a disc. Both of the above approximations assume
that the disc disperses viscously, but the former method also assumes that the source of viscosity
is gravitational torques. The only relevant non-zero component of the gravitational stress in a disc
is given by (Lynden-Bell & Kalnajs 1972; Lodato & Rice 2004)
T gRφ =
∣∣∣∣∣dlnΩdlnR
∣∣∣∣∣νGIΩΣ = Σ grgφ4πGρ. (1.21)
where gr and gφ are the radial and azimuthal components of the gravitational acceleration due
to the disc self-gravity, νGI = αGIcsH is the viscosity associated with the turbulence caused by
gravitational instability and αGI is the gravitational stress. The resulting dissipation rate per unit
area as a result of this is given by
Q+ = T gRφ|RΩ′|. (1.22)





γ(γ − 1)tcool , (1.23)
Gammie (2001) and Rice et al. (2005) showed that in a steady state disc where the dominant form
of heating is that due to gravitational instabilities such that Q+ = Q−, the gravitational stress in a









Therefore, the rapid cooling required for fragmentation can also be interpreted as a maximum
gravitational stress that a disc can support without fragmenting, which Gammie (2001) and Rice
et al. (2005) show to be αGI,max ≈ 0.06.
The concept of a fast cooling needed for fragmentation is very clear from previous work.
However, the value of the critical cooling timescale, βcrit (and therefore, by equation 1.24, αGI,max),
does not appear to be too clear cut: Rice et al. (2003a) found that for a 0.1M⊙ disc with surface
mass density profile, Σ ∝ R−7/4, extending to a radius, Rout = 25 AU around a 1M⊙ star, the disc
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fragments using β = 3 but not for β = 5, whereas for a disc with mass Mdisc = 0.25M⊙, the
disc fragments for β = 5. On the other hand, Rice et al. (2005) suggest that the fragmentation
boundary is independent of the disc to star mass ratio. Clarke, Harper-Clark, & Lodato (2007)
showed that the critical value of β (below which fragmentation will occur if the stability criterion
is met) may depend on the disc’s thermal history: if the timescale on which the disc’s cooling
timescale is decreased is slower than the cooling timescale itself (i.e. a gradual decrease in β) then
the critical value may decrease by up to a factor of 2. More recently, Cossins, Lodato, & Clarke
(2010) showed that the critical value varies with the temperature dependence of the cooling law.
In addition, they carry out a simulation of a self-gravitating disc with surface mass density profile,
Σ ∝ R−3/2 (c.f. Rice et al. (2005) who used Σ ∝ R−1), with ratio of specific heats, γ = 5/3, and
show that the critical value βcrit ≈ 4. Using equation 1.24, this is equivalent to αGI,max ≈ 0.1 which
brings the result of αGI,max ≈ 0.06 described above into question. Yet a number of papers have been
produced which base their work on the concept of a single critical value of β (or equivalently, a
maximum gravitational stress value) (e.g. Clarke 2009; Rafikov 2009; Cossins et al. 2010; Kratter
et al. 2010).
The above fragmentation criteria are based on the assumption that the dominant form of
dissipation in the disc is due to internal heating processes. Previous simulations without external
irradiation have considered isolated discs with simple cooling prescriptions (e.g. Lodato & Rice
2004) and with radiative transfer (e.g. Boss 2001; Cai et al. 2006; Mayer et al. 2007). Johnson &
Gammie (2003) suggested that discs with external irradiation are likely to be effectively isothermal
and can therefore be treated as such. Matzner & Levin (2005) analytically considered externally
irradiated discs and concluded that stellar irradiation quenches fragmentation. Cai et al. (2008)
carried out simulations with external irradiation and found that their discs are more resistant to
fragmentation and proposed that these results may be extended to discs with stellar irradiation.
Stamatellos & Whitworth (2008) also carried out simulations taking into account the effects of
stellar irradiation and found this to be a stabilising factor. Rafikov (2009) analytically explored
fragmentation in gravitationally unstable discs including the effects of stellar irradiation and sug-
gested that fragmentation can only occur beyond ≈ 120AU. Dodson-Robinson et al. (2009) carried
out a linear stability analysis on irradiated discs to show that gravitational instability takes place
for systems with a large disc to star mass ratio. However, while fragmentation in gravitationally
unstable discs may be less likely than previously thought, we still do not know in what situations
discs may fragment when modelling them realistically with radiative transfer and by considering
the effects of stellar irradiation. It is therefore important to deduce when fragmentation may occur
when simulating discs with more detailed energetic conditions, and just how realistic or unrealistic
fragmentation is in real discs.
Boss (2002) carried out simulations of gravitationally unstable discs and varied the opacity
from 0.1× to 10× the Rosseland mean opacities and found that the fragmentation results were
insensitive to the dust grain opacity. However, given that a reduced opacity is more likely to allow
energy to stream out of a disc more easily causing it to cool and promote fragmentation, while in a
high opacity disc the converse is true, it is interesting to consider what opacity values allow and do
not allow fragmentation. Given that a disc’s opacity gives somewhat an indication of how metal-
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rich it is or how large or small the grain sizes are, we may then make preliminary conclusions on
the disc conditions that are likely to promote fragmentation, which is one focus of this thesis.
1.4.3 Other secondary effects
For completeness, I also briefly describe the secondary mechanisms by which planets may end
up in the location at which they are observed. These include scattering and migration. Scattering
involves a highly dynamical process through which planets interact by close encounters causing
smaller planets to be ejected from a system or even destroyed through collision. Rasio & Ford
(1996) carried out numerical simulations of two planet systems and found that in ≈ 50% of cases,
direct collisions occurred. In the remaining simulations that did not involve collisions, one planet
was typically ejected, leaving the other planet in an eccentric orbit at a smaller radius. If the two
planets were of similar mass, the outer planet was typically ejected while if the planets were of
unequal mass, the lower mass planet was ejected.
Independently, Weidenschilling & Marzari (1996) carried out simulations of three Jupiter-
mass planets on circular orbits in a single system and found the most common result was that one
planet was ejected on a hyperbolic trajectory. The ejected planet was not necessarily the outermost
planet. In addition, some of their simulations showed that collisions and ejections of two planets
did also occur. Following the scattering process, the remaining planets were on eccentric orbits
and moved to both smaller and larger radii compared to their original radii.
Following a highly dynamical phase where multiple planets are present, ejections and col-
lisions will still occur and the remaining more massive planets will stabilise by orbiting in mean
motion resonances. Scattering may be a process by which higher order mean motion resonances
are achieved (Raymond et al. 2008), or a process which may form dynamically stable planetary
systems at large radii (≈ 102 − 105 AU; Veras et al. 2009).
Migration, on the other hand, involves the interaction between a planet (or multiple planets)
and the disc and has primarily been used to explain the large number of hot Jupiters that have been
observed. The earlier migration study was in fact carried out with reference to the interactions
between the satellite, Mimas, and the Cassini Division in the rings around Saturn: Goldreich
& Tremaine (1978) studied the properties of the gap and found that the inner edge of the gap
coincided with the inner Lindblad radius.
The planet in the disc exerts a torque on the gas and the gas also exerts a torque onto
the planet. This gives rise to Lindblad torques interior and exterior to the planet’s orbit which
have different magnitudes, thus causing a net torque. In addition, the motion of the gas in the
horseshoe region of the planet’s orbit also exerts a corotation torque onto the planet. Goldreich
& Tremaine (1980) investigated the angular momentum and energy transfer between a disc and a
satellite and considered the effects on the eccentricity due to the Lindblad and corotation torques.
With specific application to Jupiter, they suggested that the angular momentum transfer would
have been very rapid causing significant changes to Jupiter’s orbit and to the disc structure in
≈ O(103) yrs. Migration regimes have been studied extensively, the two main areas being the
Type I and Type II regimes, originally determined through an analytical model by Ward (1997).
As well as the interaction between the planet and the gaseous disc, the interaction between
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Figure 1.7: The HR 8799 planetary system observed in the near-infrared waveband (Marois et al.
2008). This planetary system was the first multiple planet system detected using the direct imaging
technique.
the planet and the planetesimal disc has also been studied. Murray et al. (1998) showed that if the
solid surface mass density is larger than a critical value (so that the mass interior to the planet is
approximately the same mass as the planet itself), long-range inward migration can take place. In
addition, Trilling et al. (1998) consider the mass loss from a migrating planet as it approaches the
central star (due to the planet filling its Roche lobe). They suggest that planets may lose only a
little or no mass as they approach the central star and therefore, migration may explain the large
number of detections of hot Jupiters. They also suggest that a large number of planets may end up
close to the central star. The details of the interactions between the planet and the disc are highly
dependent on the mass of the planet (see review by Lubow & Ida 2010). Typically, migration acts
to move the planet inwards to smaller radii (Ward 1997), though outward migration of a pair of
planets in mean motion resonance has also been suggested (e.g. Crida et al. 2009).
1.5 Formation of the HR 8799 planetary system
The HR 8799 planetary system (Marois et al. 2008) is a recently discovered system and was the
first multiple-planet system detected by the direct imaging technique (Figure 1.7). It consists of
planets at projected separations of ≈ 24, 38 and 68 AU around a ≈ 1.5M⊙ (Gray & Kaye 1999) A
star with current luminosity of L ≈ 4.9L⊙ (Gray & Kaye 1999) and is located ≈ 39 parsecs away
(van Leeuwen 2007). Estimates of the star’s age range between 30 and 160 Myr (Marois et al.
2008).
Currently, its formation mechanism is unknown. Dodson-Robinson et al. (2009) show that
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even in the most favourable scenarios (where the mass of the nebula is high), the maximum radius
at which core accretion may form a planet in this system is 35AU (assuming a disc lifetime of
5 Myr), and therefore this method may only explain the formation of the innermost planet. In
addition, it is important to note that the core accretion scenario is less likely in systems with low
metallicities (Kornet et al. 2005). The HR 8799 star is known to be a metal-poor, λ Bootis star
with metallicity [M/H] = −0.47 (Gray & Kaye 1999) so it is reasonable to assume that its disc
was similarly metal-poor. Therefore, core accretion is even less likely to have formed the HR 8799
planetary system.
Dodson-Robinson et al. (2009) also rule out the possibility of the planets being formed in
the inner regions by core accretion and then moving outwards by planetesimal-driven migration.
This is because for this to have a significant effect, the planet must interact with planetesimals
whose combined mass is of the order of the planet mass and since their estimates of the com-
bined mass was much smaller than the HR 8799 planet masses (even in the most favourable of
scenarios), this possibility was ruled out. In addition, they also rule out the possibility of Type
III migration based on previous work that suggests that outward Type III migration reverses and
becomes inwards migration, as well as the requirement that the planet is near the inner edge of
the disc. Crida et al. (2009) suggest that outward migration of a pair of planets in mean motion
resonance may be possible, but currently, outward migration of three planets in a gas disc has not
been considered.
Dodson-Robinson et al. (2009) also consider the possibility of the planets being formed
close in by core accretion and then being scattered outwards. While they do not rule this method
out, they suggest that obtaining a stable system would not be easy (also suggested by Veras et al.
2009) and that if this was the mechanism by which HR 8799 formed, then the system has been
observed at a particular phase in its evolution where it appears to be dynamically stable. Further
observations of other multiple-planet systems at large radii would be required to advocate or rule
out this mechanism.
The other in-situ mechanism that may describe the formation of the HR 8799 planets is
gravitational instability. Analytical estimates suggest that gravitational instability is unable to
describe the formation of planets inside R ∼ 70 − 120 AU (for a 1M⊙ star and using interstellar
Rosseland mean opacities (Rafikov 2009; Clarke 2009)). However, for lower opacities, the radius
outside of which fragments form moves inwards to smaller radii. This may occur if grain growth
has occurred or if the metallicity is reduced, which as identified, is certainly likely to be the case
for this system.
Nero & Bjorkman (2009) have argued analytically that at least the outer planet of the
HR 8799 system could have formed by gravitational instability and this may occur for disc masses
of between ≈ 0.1 and 0.6M⊙, but that HR 8799 c and d (the inner two planets) are too far in to
form by gravitational instability. The HR 8799 system is therefore an interesting case because at
first, no one formation mechanism appears to fully describe its formation.
In addition, the subsequent evolution of the planets may also give some clues as to the
formation mechanism of this system. Fabrycky & Murray-Clay (2010) suggest that the timescale
for dynamical stability of this system (assuming it is circular and viewed face-on) is two orders
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of magnitude smaller than the estimated age of the star though they do suggest that the system
may be stable if the inner two planets are locked in a mean motion resonance of 2:1 and either the
outermost planet is small (. 10MJ) and not in resonance with the middle planet, or if a double
resonance exists such that the outer two planets are also in a 2:1 resonance. Furthermore, the
evolution and growth of the planets has been discussed by Kratter et al. (2010) who suggest that
the formation of the HR 8799 system may not have occurred by gravitational instability as the
growth of the fragments would cause the planets to be more massive than the observations suggest.
Such studies on the subsequent evolution of the planets following the formation stage is important
to understand what formation mechanisms may be possible. In Chapter 4, I revisit this system by
considering both the formation and evolution of the fragments to deduce whether the HR 8799
system could have formed by gravitational instability.
1.6 Core accretion, gravitational instability, or both?
The current literature suggests no single method can describe the formation of all the extra-solar
planets discovered. In addition, the scenarios in which each mechanism is more likely to be
dominant, are somewhat mutually exclusive. Firstly, core accretion typically acts closer to the
central star, while gravitational instability is thought to form planets at larger radii. Secondly, core
accretion is less likely in a low metallicity environment whereas the current literature does not
suggest any preference for where gravitational instability might act (though the opacity arguments
presented in Section 1.4.2 suggest that gravitational instability may be more likely to take place
in low metallicity environments). Thirdly, since less massive discs typically deplete slower than
those that are more massive, and since it is expected that less massive stars would only be able to
support less massive discs, it may be expected that planets around late-type stars are formed by
core accretion since the discs last longer (and are also less likely to be gravitationally unstable).
Conversely, early-type stars are more likely to harbour more massive discs which may open up the
door for gravitational instability to act in such an environment. On the other hand, the planetesi-
mal accretion rate onto a core is proportional to the solid surface mass density (Safronov 1969).
Therefore, while more massive discs have shorter lifetimes core accretion may still be a possible
formation mechanism in such discs.
Boley (2009) proposed that core accretion may be a method by which planets may form at
small radii (∼ O(10)AU) while gravitational instability may be the mechanism by which planets
may form at larger radii (& O(100)AU) though a hybrid scenario of forming gas giants in the same
system by both core accretion and gravitational instability has yet to be modelled.
I have suggested here that the two in situ planet formation mechanisms may not be com-
peting mechanisms, as has been proposed in the past, but in fact, may be complementary (and
may even be further complemented by the prospect of other secondary effects such as migration
or scattering).
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1.7 Thesis focus
The focus of this thesis is on the historically less dominant planet formation mechanism, gravita-
tional instability, with a focus on the fragmentation conditions in protoplanetary discs. The recent
observations of extra-solar planets at large radii from the central star make this method more
appealing and in light of recent observations of planets at large radii, a re-investigation of the
gravitational instability method is warranted. In this thesis, I do this largely by way of numerical
simulations, though some analytical work is also carried out.
Chapter 3 explores the effects of opacity on the fragmentation of a gravitational unstable
disc. I carry out three-dimensional radiation hydrodynamical simulations of self-gravitating discs
to determine whether discs that are modelled realistically using radiative transfer can be subject to
fragmentation. I investigate the effects that the opacity has on the cooling and hence fragmentation
conditions. In Chapter 4 I consider what disc conditions may have been required for a disc to
fragment and form the HR 8799 system.
Concurrently, in Chapter 5, I also explore the fragmentation conditions in discs simulated
without radiative transfer, but using a simpler parameterised cooling technique, as has been done
so in the past (e.g. Rice et al. 2005). I consider in more detail, by way of analytical work as well as
a wide parameter space of simulations, what disc and star conditions as well as cooling conditions
are required for fragmentation. While past work has considered the fragmentation boundary, a
wide parameter study has not been carried out. To determine the fragmentation conditions in more
detail it is first important to understand the conditions in simplified disc models and use these as
a basis for building in more complex physics. Consequently, I choose to carry out the simulations
without including radiative transfer. Given that Chapter 4 and 5 were done in parallel, I use some
findings from the results of Chapter 5 in Chapter 4.
Finally, previous work on the fragmentation criteria have not carried out significant res-
olution tests so it is unclear whether the results have indeed converged. I therefore carry out a
resolution test in Chapter 6 to test the reliability of past results.
In Chapter 7 I make conclusions on the work presented in this thesis and discuss how the
thesis could be extended further.
Chapter 2
Numerical Method
In this chapter, I describe the numerical and physical details concerning the methods employed to
carry out the simulations presented in this thesis.
2.1 Numerical details
For hydrodynamical simulations, there are two fundamental types of method that are usually em-
ployed to carry out the simulations: grid-based hydrodynamical codes and particle based hydrody-
namical codes. Grid-based codes generally use an Eulerian description which essentially considers
the properties (and change in properties) of the fluid at a fixed spatial position on a grid. In each
grid cell, the fluid equations are solved at the grid boundaries. Particle-based codes, on the other
hand, use a Lagrangian method to solve the fluid equations at points, and generally do not have a
specific structure. This method involves using dynamic fluid components where the fluid proper-
ties are determined in the comoving frame of a fluid element rather than considering the properties
at a fixed spatial position. Both methods offer advantages and disadvantages. In the work car-
ried out for this thesis, I have used a Smoothed Particle Hydrodynamics (SPH) method primarily
because it offers an advantage over grid-based codes for problems with high density contrasts. It
is able to provide accurate results for problems involving strong shocks and complex geometries
(Steinmetz & Mueller 1993). Given the nature of this research involves gravitationally unstable
discs with strong spiral density contrasts as well as shocked regions and more importantly, frag-
menting regions, SPH is well suited to this problem as computational time is significantly reduced
in low density regions allowing more computational time to be focused on high density regions.
Furthermore, SPH deals with free boundaries much more easily than grid-based codes. In all the
simulations carried out for this thesis, the outer radial boundaries of the discs are free boundaries,
as are the vertical boundaries for the simulations presented in Chapters 5 and 6.
2.1.1 Smoothed Particle Hydrodynamics
SPH was originally developed by Gingold & Monaghan (1977) and Lucy (1977) to simulate as-
trophysical hydrodynamical scenarios. The simulations carried out in this thesis use a version that
was originally developed by Benz (1990) and further developed by Bate, Bonnell, & Price (1995),
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Whitehouse, Bate, & Monaghan (2005), Whitehouse & Bate (2006) and Price & Bate (2007).
SPH is closely related to N-body codes in that both are particle codes. While both consider long-
range gravity forces, SPH also considers pressure and viscosity. Particle based codes compute
variables at a particular spatial point. However, each particle in an SPH code represents a volume
of fluid with variables that are representative of the surrounding region (as opposed to the values
at a particular point), such as density and pressure. SPH calculates the properties of the volume of
fluid by considering the smoothing length of each particle, which I discuss in more detail below.
P. Bodenheimer, G. P. Laughlin, M. Ro´zyczka, & H. W. Yorke (2007) state that a simple SPH
method requires the following:
1. Initial conditions of the particles (co-ordinates, velocities and mass) such that the particle
density can be calculated.
2. Calculation of the gravitational force
3. A physical law relating the pressure and density
4. A time advancing scheme to advance the co-ordinates and velocities of the particles
5. A scheme for determining the ratio of the change in pressure to the density, ∇P/ρ
6. A method for determining the smoothing length.
In this chapter, I will cover these aspects in more detail.
The concept of smoothing essentially calculates an average of a particular quantity. If the





A(r′)δ(r − r′)d3r′. (2.1)
where r′ is a location within a smoothing length, h, around position r. If the smoothing kernel,
W(r − r′, h), which describes the mass distribution around a particle, is defined as
lim
h→0
W(r − r′, h) = δ(r − r′), (2.2)
with the kernel normalised so that
∫ ∞
0
W(r − r′, h)d3r′ = 1, (2.3)
then
< A(r) > =
∫
V
A(r′)W(r − r′, h)d3r′. (2.4)
If the kernel is even, equation 2.4 is approximately
< A(r) >≈ A(r) + O(h2) (2.5)
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and therefore it is accurate to second order in space.
The SPH equations also require the use of W ′ and perhaps W ′′ in addition to W and so the
kernel must be of a form where these are continuous. In the SPH code used for this thesis, the
kernel is based on a cubic spline (Monaghan & Lattanzio 1985) and has the following form:
W(q, h) = σ
hd

1 − 32 q2 + 34q3 for 0 ≤ q < 1,
1
4 (2 − q)3 for 1 ≤ q < 2,
0 otherwise,
(2.6)
where d is the number of dimensions, σ is the normalisation constant equal to 2/3, 10/(7π) and 1/π
in one, two and three dimensions respectively, and q = r/h. All the simulations presented here are
carried out in three dimensions. The smoothing length is essentially the width of the smoothing
kernel.
Expression 2.4 shows the approximate value of the quantity A expressed in the form of an
integral. However, for computational purposes, this needs to be in discrete form. This is carried






A(r j)W(ri j, h) (2.7)
where ri j = ri − r j and N is the number of particles within a smoothing length of particle i.
Therefore, the first quantity that is calculated in the SPH code is the density of a particle from
which other quantities (such as the pressure) are calculated. To calculate the average density, the




m jW(ri j, h). (2.8)
It can also be shown (using Stokes’ theorem and vector identities) that for the scalar quantity, A,
and the vector quantity, A, that
< ∇A(r) > =
∫
V
A(r′)∇W(r − r′, h)d3r′ (2.9)
and
< ∇ · A(r) > =
∫
V
A(r′) · ∇W(r − r′, h)d3r′ (2.10)
which in discrete form, become
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· ∇iWi j, (2.12)
respectively, where ∇iWi j is the gradient of the kernel. Other forms such as ∇2A and ∇ ∧ A can
also be derived. Using equations 2.7- 2.8 and 2.11- 2.12, many of the physical quantities required
to model the fluid can be calculated.
2.1.2 Smoothing length
The smoothing length is a very important variable to consider in SPH simulations. It defines the
lengthscale of the region surrounding the particle being considered, over which the properties of
the particle are calculated. Clarke & Carswell (2003) discuss the concept of a region over which
local variables (i.e. most variables other than gravity such as pressure, temperature and density)
are defined. They state that the size of the region must be
(i) much smaller than the lengthscale over which a variable changes its property,
(ii) large enough that it contains enough particles to represent a fluid rather than a small,
discrete number of particles, and
(iii) for a collisionless system, the lengthscale must be larger than the mean free path of the
system.
In SPH, these criteria determine the smoothing length. The smoothing length is the length-
scale over which there are enough particles to allow an averaging of a particle’s variable to take
place, or equivalently, it can be described as the resolution since for a fixed number of particles in
a smoothing length, a smaller smoothing length indicates a larger overall number of particles in
any one simulation, and hence a higher resolution in the system being modelled.
There are many implementations for the smoothing length, both time dependent and in-
dependent. The smoothing length used in these simulations is a time independent smoothing
length that is spatially adaptive to the density but also maintains energy and entropy conservation
(Springel & Hernquist 2002; Monaghan 2002; Price & Monaghan 2004, 2007). It is important to
note, however, that though the smoothing length is not explicitly time-dependent, since it varies
with the density which is time-dependent, the smoothing length is implicitly also time-dependent.
The implementation used for the three-dimensional simulations presented in this thesis, described







where mi and ρi are the mass and density of particle i respectively, and the dimensionless param-
eter, η = 1.2, such that the average number of neighbours that each particle has is ≈ 60. The
simulations carried out in Chapters 5 and 6 extend the work of Rice et al. (2005) and I compare
my simulations to theirs. It is important to note that Rice et al. (2005) set their smoothing length
using a different time-dependent method which approximately fixes the number of neighbours that
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each particle has to ≈ 50 but their implementation does not conserve entropy. I carry out some
initial benchmarking simulations in an attempt to reproduce their results and discuss the impact of
this in Chapters 5 and 6.
The resolution is important to consider in numerical simulations involving gravitational
collapse. If an adequate resolution is not used, simulations which should show fragmentation
may not show this and incorrect conclusions may form. Bate & Burkert (1997) carried out SPH
resolution tests and provided two key conclusions
(i) They showed that since the smoothing and gravitational softening lengths are spatially
varying, it is not possible to have a fixed spatial resolution limit but it is possible to have a fixed































This is equivalent to saying that the smoothing length must be much smaller than the Jeans length.
Since the smoothing length is spatially varying, this condition is satisfied provided the total number
of particles is adequate.
(ii) For codes that allow different values of the gravitational softening length, ǫ, and the
smoothing length, h, the relative values of these lengths are important. They showed that for
a marginally stable Jeans mass clump, if the lengthscale over which gravity is softened, ǫ, is
greater than the hydrodynamical smoothing length, h, the pressure forces, Fp may be higher than
the gravitational forces, Fg, and fragmentation may be inhibited. Conversely, if ǫ < h, then
Fg > Fp and fragmentation may be artificially enhanced. To avoid such problems, it is required
that ǫ ≈ h. Since the implementation used here involves the same width for both the smoothing
and gravitational softening kernels, this condition is always met.
To illustrate the effects of a different gravitational softening length (as well as the use of
different viscosity prescriptions), I carry out the “Wengen 4: Protoplanetary disk test” (available at
http://www.astrosim.net/code/doku.php?id=home:codetest:hydrotest:wengen:wengen4). This is a
code comparison test for a gravitationally unstable disc with set initial conditions. However, it
is important to note that the creators of the Wengen test do in fact state that the results may
be dependent on the softening used. Mayer & Gawryszczak (2008) carry out this test using a
fixed number of neighbours and a fixed gravitational softening length. Using the Balsara (1995)
switch implementation of the artificial viscosity (see Section 2.1.5) the authors find that the disc
fragments. Using the SPH code with spatially adaptive smoothing lengths used for this thesis
with a fixed viscosity, I carry out the same Wengen test and find that fragmentation does not
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Figure 2.1: Final image of the Wengen test disc. Previous authors who have simulated this disc
with a fixed gravitational softening and using a Balsara switch implementation for the artificial
viscosity, find that a fragment forms. However, the same simulation carried out here with a spa-
tially adaptive softening and a fixed viscosity shows no fragmentation. Thus, fragmentation results
may be numerically dependent.
occur (Figure 2.1). This illustrates that the fragmentation results may be affected by numerical
effects such as the softening lengths as well as the artificial viscosity prescription and therefore it
is important to consider such numerical aspects carefully. Since the code used for the simulations
in this thesis is spatially varying so that condition 2.16 is adhered to and since the gravitational
softening and smoothing lengths are equivalent, provided the correct number of particles is used,
the method employed here tackles the resolution issues well. The Wengen test shows that my
calculations are more resistant to fragmentation than some other codes employed within the planet
formation community and so any fragmentation that is seen in my calculations is more certain.
In a particular spatial range, if the number of particles is increased by a factor, f , the
resolution, and hence the smoothing length, is increased by a factor f 1d , where d is the number of
dimensions. In Chapter 6, I carry out a resolution test on some earlier work carried out by Rice
et al. (2005). Their simulations used 250,000 particles. In the resolution test, I decrease the linear
resolution by a factor of 2 (i.e. using 31,250 particles) and also increase the linear resolution by a
factor of 2 and 4 (using 2 million and 16 million particles, respectively).
2.1.3 Hydrodynamical equations
There are three main equations that need to be solved in hydrodynamical simulations. These are
the mass continuity, momentum and thermal energy equations given in Lagrangian form by
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Dρ
Dt











∇ · v, (2.19)
where v is the velocity vector, p is the thermal pressure, Φ is the gravitational potential and u is
the internal energy. The internal energy equation is derived from the first law of thermodynamics
in the absence of external heating or cooling.
To put these fluid equations into a discrete SPH format, the code uses a Lagrangian for the








v2i − Φi − ui
)
, (2.20)
(where i denotes any one particle), the first law of thermodynamics and a method by which the
total density can be estimated. Firstly, a particle’s density is calculated using equation 2.8 using
its current smoothing length. However at the same time, as seen in equation 2.13, the smoothing
length is calculated using the particle’s current density. This is therefore carried out iteratively us-
ing a Newton-Raphson iterative method and if necessary, combining this with a bisection scheme.
Once the density and smoothing length have been obtained, the properties of the fluid particles are
then evolved over time using the discrete forms of the fluid equations. Using the method described



















Wi j(ri j, h j)
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, (2.22)













∇iWi j(ri j, hi) +
P j
Ω jρ2j













m jvi j · ∇iWi j(ri j, hi), (2.24)
respectively.
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Since the Lagrangian has been used, these forms of the momentum, continuity and energy
equations are conserved. In order to model shocks well, artificial viscosity is required to convert
bulk motion into heat. This requires the momentum and energy equation to be modified, the
description of which is in Section 2.1.5. Furthermore, an addition of the gravitational force term
requires equation 2.23 to be modified further (see Section 2.1.4).
The calculations carried out for this thesis simulate the energetics in two different ways. In
all of the simulations, the heating effects due to work done on the gas and due to viscous heating
(through the inclusion of artificial viscosity to capture shocks) is included. In Chapters 5 and 6,
the cooling in the disc is taken into account using the cooling parameter, β (equation 1.14), which
cools the gas on a timescale given by equation 1.15 while in Chapters 3 and 4, radiative transfer is
used. I discuss the effect that these two techniques have on the energy equation in Sections 2.2.1
and 2.2.2, respectively.
2.1.4 Gravitational force calculations
The gravitational force calculation carried out in the SPH code adopted here is in principle similar
to a force calculation carried out in an N-body code. In discrete form, the gravitational force (per









where Φi is the gravitational potential for particle i. The force calculations may prove to be
problematic if they are carried out between two very close particles as it will cause the acceleration,
given by equation 2.25, to become very large. The problem is simply that the particle is not a point
masses, but is a volume of fluid of finite size and therefore when two particles come close together,
they should not act as point masses. However equation 2.25 alone would treat the particles as
point masses. The gravitational forces are calculated using the Binary Tree Method which not
only determines which particles are the nearest neighbours to particle i, but also calculates the
gravitational force due to these particles individually. For more distant particles (further away than
2h), the gravitational force contributions from individual particles is not necessary and instead the
combined contribution is sufficient. This is carried out using the node opening criterion. The
smallest node possible is a group of two particles, each of which is the nearest neighbour to the
other i.e. they are mutual nearest neighbours. A node consisting of three particles is one where
this pair of particles and another single particle are mutual nearest neighbours. The mutual nearest
neighbour can be found for this triple to make a node consisting of four particles. This process can
be repeated until a node of n particles is produced. In addition, a node of n particles can also be
made using two smaller nodes rather than a node and a single particle. The node of n particles has
size hnode which is equal to the sum of the maximum separation between the smaller nodes that
make up the node of n particles and/or the individual particles themselves, and the greatest value
of 2hi of the particles that make up the node of n particles.
To calculate the gravitational force on a particle j, the separation, r j,node between particle j
and a node is considered. If the separation is less than 2hnode i.e. if hnode/r j,node > 0.5, then the
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node will either be split into a single particle and a node of n − 1 particles, or into two smaller
nodes. The gravitational force between particle j and the single particle is calculated directly. For
the node that now consists of n−1 particles, or for the two smaller nodes, the node opening criterion
is repeated. If at any stage the node opening criterion is not satisfied, then the gravitational force
between particle j and the node is calculated.




m jφ(|ri j |, hi) (2.26)
where φ is the gravitational softening kernel which avoids the problems outlined above and is
related to the smoothing kernel by







φ(|ri j |, hi)
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. (2.27)




































The first term in equation 2.28 is due to the gravitational force term that has been softened while
the second is required to ensure energy conservation and takes into account the gradient in the
smoothing length. In the past, the second term has not been taken into account thus resulting in
only one of entropy or energy being conserved (usually energy is conserved). The contributions to
the gravitational force on particle i from its neighbours (within a distance of 2h) is considered from
each individual particle. For the more distant particles, the gravitational force between individual
particles is simply that of two point masses.
2.1.5 Artificial viscosity
In a fluid, as particles approach a shock front, bulk kinetic energy is converted to heat which
causes a discontinuity in the density, pressure and energy at the shock front. However, such dis-
continuities cannot be treated exactly in numerical schemes and consequently, some smearing of
the discontinuous density, pressure and energy profiles takes place at the shock front. The dis-
continuities are on the smallest lengthscales (the smoothing length) and since this is not resolved,
particle oscillation may result which is a numerical artefact. To convert bulk motions into heat
and dampen these oscillations, SPH requires the use of artificial viscosity which spreads the shock
front so that it can be resolved. A number of forms of artificial viscosities have been proposed
(Lucy 1977; Wood 1981; Monaghan & Gingold 1983; Loewenstein & Mathews 1986; Evrard
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1988; Hernquist & Katz 1989). We use a common form of artificial viscosity by Monaghan &
Gingold (1983) which is a time-independent fixed artificial viscosity. This adds an additional term










−αSPH cs,i j µi j + βSPH µ2i j
ρi j vi j · ri j < 0
0 vi j · ri j > 0,
(2.31)
µi j =
hvi j · ri j
r2i j + η
2
, (2.32)
cs,i j = (ci+c j)/2, ρi j = (ρi+ρ j)/2, η = 0.01h2 and ensures equation 2.32 does not diverge and αSPH
and βSPH are the SPH viscosity parameters. This form includes artificial viscosity when particles
are approaching each other (i.e. at a shock front) but not when the particles are moving away from
each other. Viscosity comes in the form of bulk and shear viscosity. αSPH provides a bulk term
which dissipates kinetic energy as particles approach each other at the shock front to avoid particle
oscillations once they have passed through the shock front. This term dominates when velocity
differences between particles are small. The role of βSPH is to stop particle interpenetration which
may occur if the velocity differences between particles are highly supersonic and is thus important








m jΠi jvi j · ∇iWi j(ri j, hi). (2.33)
In the discs modelled in this thesis, artificial viscosity is applied everywhere, not only at the shock
front, and therefore a corollary of including it is that it adds shear viscosity and causes dissipation
in the form of a Shakura & Syunyaev (1973) α-viscosity given by (equation 1.18)
νav = ανcsH (2.34)
where νav is the shear viscosity in the disc due to artificial viscosity, cs is the sound speed, H = csΩ
is the scaleheight in the disc set by the condition of vertical isothermality and αν is the turbulent
viscosity parameter which describes the stress tensor in terms of the gas pressure given by





Equation 2.35 is the form of the artificial viscosity in the continuum limit using the SPH kernel
adopted in this code (Meglicki et al. 1993, M. R. Bate, private communication). The dissipation
as a result of this is given by (using equations 1.17 and 2.34)
D(R) = T νRφ|RΩ′| =
∣∣∣∣∣dlnΩdlnR
∣∣∣∣∣ανc2sΣ|RΩ′| (2.36)
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Figure 2.2: Plot showing the dissipation rate per unit mass against radius for a disc simulated with
various different artificial viscosity parameters. The black solid line uses (αSPH, βSPH) = (0.1, 0.2)
as done so by Lodato & Rice (2004) and Rice et al. (2005). Blue lines refer to values of αSPH < 0.1
((αSPH, βSPH) = (0.01, 0.02) and (αSPH, βSPH) = (0.07, 0.14) are the blue solid and dotted lines,
respectively). Green lines represent a viscosity higher than the (0.1, 0.2) by up to a factor of
10 ((αSPH, βSPH) = (0.13, 0.26), (αSPH, βSPH) = (0.3, 0.6) and (αSPH, βSPH) = (1.0, 2.0) are the
green dotted, dashed and solid lines, respectively). Magenta lines represent even higher viscosities
(αSPH, βSPH) = (3.0, 6.0) and (αSPH, βSPH) = (10.0, 20.0) are the magenta solid and dotted lines,
respectively). The red lines represent no change in αSPH but βSPH = 0.01 and 0.0 for the solid and
dotted lines, respectively. A simulations with (αSPH, βSPH) = (0.0, 0.0) was also carried which, as
expected, produced no dissipation at all.
where T νRφ is the resulting stress tensor due to the artificial viscosity. The additional term in the








m jΠi jvi j · ∇iWi j(ri j, hi) (2.37)
If the artificial viscosity is too large, the hydrodynamical evolution of the disc may be driven
by it, while if it is too small, it will lead to inaccurate modelling of shocks (Bate 1995). Numeri-
cal modelling of hydrodynamical astrophysical situations therefore requires careful thought as to
what the artificial viscosity parameters should be so that shocks are modelled correctly without
significant contributions to the energetics due to their inclusion.
The values of αSPH and βSPH are typically ≈ 1 and 2, respectively, as these values reduce the
root mean square velocity dispersion of the particles as they pass through the shock (Bate 1995).
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A number of studies have used lower values to ensure that the angular momentum transport in
discs modelled using SPH is due to the gravitational instability and not due to artificial viscosity
(Lodato & Rice 2004, 2005). I have tested various values of the SPH artificial viscosity param-
eters. Figure 2.2 shows the viscous dissipation rate (in discs simulated with radiative transfer
without self-gravity) resulting from different values of αSPH and βSPH. It can be seen that a change
in βSPH does not significantly affect the dissipation rate while a change in αSPH does: using very
high or very low values of αSPH causes the viscous dissipation rate to increase. While the increase
in dissipation rate is expected for high values of αSPH, the increase with very low values is some-
what counterintuitive. Since the artificial viscosity also dampens random particle motions, using
a low value of αSPH will mean that the particles will have too much kinetic energy (provided by
the bulk motions) which will then be dissipated by the artificial viscosity (the resulting dissipation
being more than the dissipation if the artificial viscosity value was slightly higher). This is purely
a numerical effect. Therefore, another careful balance is required here. Figure 2.2 shows that the
minimum viscous dissipation due to artificial viscosity occurs when αSPH ≈ 0.1. Since my thesis
is concerned with the energetics in discs, reducing the dissipation rate is important and hence I
choose this value. Bate (1995) shows that low values of αSPH and βSPH are reasonable for low
Mach number shocks (M . 2). In these simulations, I expect the shocks to have low Mach num-
bers and so the value of αSPH chosen here provides a good compromise between requiring shocks
to be modelled correctly as well as low dissipation rates. Since typically, βSPH ∼ 2αSPH, I choose
αSPH and βSPH to be 0.1 and 0.2, respectively. These are the same values as those implemented
by Lodato & Rice (2004) and Rice et al. (2005) which is important since the work in this thesis
involves some comparison with these authors.
A number of methods have been devised to decrease the amount of artificial viscosity in
regions where they are not required. One such method is the Balsara (1995) switch which reduces
the artificial viscosity in places where the ratio of the divergence to the curl of the velocity field is
small i.e. in regions of strong vorticity. This uses a modified form of the µi j term in equation 2.32:
µi j =
hvi j · ri j
r2i j + η
2





fi = |∇ · v|i|∇ · v|i + |∇ ∧ v|i + 0.0001cs,i/hi . (2.39)
This is a form of the viscosity used by Lodato & Rice (2004). Another method is a time depen-
dent method by Morris & Monaghan (1996) which assigns a viscosity parameter, αSPH, to each
individual particle. This viscosity parameter decays for each particle over time, but increases as
the particle approaches a shock front.
I have chosen not to include the Balsara (1995) switch since it reduces the viscosity in
shearing flows but given that my simulations involve both shocks and shearing flows, the reduction
may not handle the shocks well. In addition, a reason against using both the Balsara (1995) and
Morris & Monaghan (1996) methods is that I want to ensure a controlled test which is not possible
if the numerical viscosity is constantly changing. I have therefore chosen the fixed viscosity
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method of Monaghan & Gingold (1983).
2.1.6 Timestepping
To integrate the second order ordinary differential force equation given by the sum of equa-




















A first order ordinary differential equation can be solved either explicitly or implicitly. An
explicit method uses the values of a variable, A, and its differential with respect to time, at a



















Explicit schemes are typically easier and less computationally demanding but they can suffer from
numerical instability. Most of the equations in the SPH code used here are solved explicitly. At
each timestep, the velocities and positions of the particles are updated using a form of the second
order Runge-Kutta-Fehlberg (Fehlberg 1968) integration scheme developed by Benz (1984). This
scheme carries out two force calculations per timestep. It is important to ensure that the code is not
only accurate but also numerically stable i.e. such that the errors introduced due to the numerical
scheme used to solve the differential equations explicitly do not grow exponentially. This may
occur if the timestep, ∆t, is limited to a value smaller than a certain critical value associated
with the typical timescale of the problem being considered. In hydrodynamical simulations, one
such typical timescale is the timescale on which sound propagates. The Courant-Friedrichs-Lewy
(CFL) condition (Courant et al. 1928) is the most common timescale condition in hydrodynamical










The constant CCFL is typically taken to be CCFL = 0.3. In addition, since viscosity is included, the
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timestepping is also limited by the viscous timescale. In the SPH code employed here, these two
timestepping conditions are combined to give (Hernquist & Katz 1989):
∆tcν,i =
Cohi
hi|∇ · vi| + ci + 1.2(αci + βmax j|µi j|) . (2.46)
where Co = 0.3 and µi j = 0 for diverging particles (i.e. vi j · ri j > 0). The term hi|∇ · vi| is an
additional term used to improve the accuracy when hi|∇ · vi| > ci i.e. when supersonic motions are
involved.
In addition, the SPH code also limits the timestep due to a force condition to ensure that
smaller timesteps are used if particles suffer large accelerations (Monaghan 1992):







Finally, in the non-radiative transfer calculations carried out in Chapters 5 and 6, since I
apply an explicit cooling rate given by equations 1.14 and 1.15, it is important to ensure that the





where Cβ is a constant less than unity, β is the cooling timescale in units of the orbital timescale
and Ω is the angular velocity. In Chapter 5, I investigate the effects of varying the constant Cβ in
equation 2.48 on the critical cooling timescale βcrit by testing values of Cβ = 0.3, 0.03 and 0.003.
Combining the timestep criteria from equations 2.46 to 2.48, the timestep for each individ-
ual particle is determined by
∆ti = min (∆tcν,i, ∆t f ,i, ∆tc,i). (2.49)
and therefore, the SPH code does not advance all the particles on the same timestep. The radiation
hydrodynamic equations are solved using an implicit scheme since the electromagnetic radiation
propagates much faster than the speed of sound (and therefore an explicit scheme would require
very small timesteps). Though implicit schemes are not subject to numerical instability it is still
important to limit the timestep to ensure numerical accuracy. The timestepping that is used above
is more than adequate to ensure the numerical accuracy of the results and has been tested by
Whitehouse et al. (2005).
2.1.7 Particle types
The simulations presented in this thesis are of discs that are modelled using SPH particles to
represent the gas in the discs. These are particles that have properties associated with them such
as mass, spatial and velocity co-ordinates, density and temperature. However, they do not have a
specified radius (hence the need for smoothing and gravitational softening lengths). The central
stars are modelled using a sink particle (Bate et al. 1995) which only have the property of mass
and spatial and velocity co-ordinates associated with them. Sink particles are able to accrete gas
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particles subject to particular boundary conditions: particles are accreted onto the sink particle
if they move within a radius Rin of the sink particle or if they move within Rin and Racc (where
Racc > Rin) and are gravitationally bound to the sink particle.
In regions of high density, the calculations are carried out on very small timesteps. This
means that for discs which have fragmented into high density clumps, the simulations will progress
very slowly due to the high computational requirements. Therefore, it would not be possible to
follow the simulations past the fragmentation stage. However, in very high density regions where
the fragments are not likely to shear apart during the evolution of the disc, the fragments can be
turned into sink particles, thus allowing the discs to evolve further on reasonable computational
timescales. In Chapter 4, I follow the evolution of protoplanetary discs following the fragmenta-
tion stage by turning a clump of particles that are denser than a critical value (see Table 4.2) into
sink particles. As with the sink particles used for the central stars, the newly formed sink particles
also carry the same accreting conditions as described above.
2.1.8 Speeding up the SPH code
As described in Section 2.1.4, since gravity is a long-range force, the calculation of the gravita-
tional force on any one particle needs to consider not just the gravitational effects of the particles
within its locality, but also the gravitational effects of the particles that are further away. To cal-
culate the force on particle i, the summation, given by equation 2.25 has to take place over all
particles. To do this the computational time taken would scale as O(N2), where N is the number
of particles used in the simulation. The method adopted to reduce this computational expense is
termed a Binary Tree Method, described in Section 2.1.4. The binary tree is determined at the
start of the simulation. It is then updated at each timestep to take into account the changes due to
particle movement and is rebuilt at every longest timestep. Since it does not have to be reproduced
from the start at each and every timestep, it is a very efficient method. The tree method reduces
the computational time from O(N2) to O(NlogN) as it identifies regions to be discarded (such as
if a large sink particle exists in between particle i and j, the gravitational effect of particle j on
i will be negligible). This reduction in computational expense thus allows much higher resolu-
tion simulations to be possible. For simulations that use radiative transfer, it is unclear what the
computational time scaling is with the number of particles, though it is more computationally ex-
pensive since there are additional equations that need to be solved iteratively (see Section 2.2.2).
Nevertheless, even in these simulations, the tree format helps to reduce the computational time.
In addition, since increasing the number of particles causes the smoothing length to de-
crease, the timesteps on which the particles can be advanced must also decrease since the particles
cannot be advanced by more than a smoothing length in a timestep. Since the smoothing length
scales as N−1/d, where d is the number of dimensions, the timesteps taken decrease by this factor.
Therefore, not only does the computational time increase due to an increase in number of particles,
it also increases further due to the smaller timesteps. Therefore, the SPH code can be speeded up
by decreasing the number of particles, but one must ensure that the resolution requirements are
adequate enough as discussed in Section 2.1.2.
Another computationally demanding component is the regular need to evaluate the kernel
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and its derivatives. To save time, this is evaluated for a range of values at the start of a simulation
and stored in a table. When it is required, the value of the kernel is obtained by interpolating
within the table, thus avoiding the need for heavy computational effort too frequently.
The SPH code also carries out the timestepping of the particles in set blocks such that
the timesteps are integer powers of 2 times the smallest timestep (Bate 1995). As mentioned in
Section 2.1.6, the SPH code does not advance all the particles on the same timestep. Particles
in lower density regions are advanced on longer timesteps which saves computational time. In
addition, particles are not advanced individually, but together with all the particles that are being
moved on that same timestep.
The SPH code used here is fully parallelised using OpenMP and MPI. All the simulations
use OpenMP which is a form of the code that allows it to be advanced in a parallel way on all the
processes on any one computer node (cores that share the same global memory). Each computer
node on the University of Exeter supercomputer consists of 8 compute cores. For the higher
resolution simulations, I used MPI as well as OpenMP which offers the advantage that many
computer nodes (and the processes that exist on those nodes) can be combined and used together
to increase the parallel power. However, as the number of nodes used increases, the overheads
associated with combining these nodes also increase, thus making a large number of nodes only
adequate if the number of particles being used in any one simulation is high. For some simulations
where 2 million particles were used, I carried out the simulations using MPI on a maximum of 2
nodes. For simulations involving 16 million particles, I carried out a number of timing tests which
showed that generally, if 8 computer nodes were used (which is an adequate number of nodes
given the computational demands by all the users of the University’s supercomputer), the most
optimum number of processes is 16 i.e. so that 4 OpenMP threads are used per MPI process.
In addition, I found that as the discs evolved, some particles may have moved far away from
the bulk of the disc such that the gravitational effects are minimal. For simulations consisting of
16 million particles, this proved to slow the code down since the smoothing lengths become large
and many neighbours may be found. However, since their contributions from such a large distance
was not significant, in order to speed up the computing time, I chose to remove any particles that
moved out to further than twice the original disc radius. This meant that not only did the code
speed up due to not needing to incorporate these far-away particles into the calculations, but it also
speeded up as the reduced number of particles meant that smaller array sizes and hence smaller
executables could be used, reducing the memory requirements, thus saving overall computational
time through better cache use.
2.2 Thermodynamics
The simulations presented in this thesis employ one of two types of thermodynamics. Chapters 3
and 4 employ radiative transfer, which considers the transfer of energy between individual parti-
cles. I also carry out simulations with a parameterised cooling method in Chapters 5 and 6, which
simplifies the disc thermodynamics and can be used to understand some of the concepts behind




Parts of this thesis (Chapters 5 and 6) involve simulations which are very closely related to those
of Rice et al. (2005). As mentioned in Section 2.1.3, the heating effects due to work done on the
gas as well as the viscous heating is included in these simulations. The cooling in the disc is taken
into account using the cooling parameter, β (equation 1.14), which cools the gas on a timescale









In Chapters 3 and 4 I carry out simulations which incorporate radiative transfer. The version of
SPH used to carry out the simulations presented in these chapters includes time-dependent radia-
tive transfer using the flux-limited diffusion approximation (Whitehouse et al. 2005; Whitehouse
& Bate 2006) with two temperatures: that of the gas and that of the radiation field. The radia-
tive transfer code has undergone significant testing by Whitehouse et al. (2005). As mentioned in










= −4πκPB + csκEE. (2.52)
where χ is the total frequency-independent opacity (including absorption and scattering), F is the
is the total frequency-integrated radiation flux, B is the Planck function, κE and κP are the energy
mean and Planck mean absorption opacities. Equation 2.51 describes the increase in momentum of
the gas due to the radiation flux. The first and second terms on the right hand side of equation 2.52
are due to the emission and absorption of energy by the gas, respectively, i.e. correspond to the
energy transfer between the radiation field and the gas. In addition, there is a further radiation








= −∇ · F − ∇v : P + 4πκPρB − cκEρE, (2.53)
where P and E are the total frequency-integrated radiation pressure tensor and radiation energy
density. The change in the radiation momentum density and pressure are described by the first two
terms whereas the final two terms correspond to the emission and absorption of the energy by the
gas (i.e. these are directly correlated with the two terms on the right hand side of equation 2.52 ).
The method employed to simulate the radiative transfer is a flux-limited diffusion method
which uses Fick’s law of diffusion:
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F = −D∇E (2.54)





where λF is the flux limiter given by
λF(RF) = 2 + RF6 + 3RF + R2F
(2.56)
and RF is a dimensionless quantity given by RF = |∇E|/(χρE). The flux limiter ensures that in
the optically thin regions where χρ → 0, the radiation flux does not become unphysical (i.e. it
does not move faster than the speed of light). The method employed here uses the flux limiter
of Levermore & Pomraning (1981). It ensures that in the optically thick limit, λF → 1/3, which
assumes that the radiation field is isotropic and that this holds everywhere in the optically thick
region (the Eddington approximation). In the optically thin limit λF → 1/RF so that the radiation
moves at the speed of light. In these two limits, flux limited diffusion works very well as it
describes the transfer of energy by diffusion in the optically thick region and the streaming out of
energy at the speed of light in the optically thin region. However, while it maintains the correct
rate of energy transportation in the optically thin region, it does not maintain directionality since
the energy transport process is diffusion rather than free-streaming. The boundary between the two
regions is not as well described as it is in the extremes but it is important to note that to describe
these regions well enough, the full time-dependent radiation transport equations need to be solved
which is very computationally expensive. It is therefore necessary to make this trade-off between
computational expense and physical accuracy.
2.2.3 Opacity
The discs simulated are assumed to be in local thermal equilibrium and the opacities are assumed
to be grey Rosseland mean values. The opacities are based on the opacity tables of interstellar
molecular dust grains produced by Pollack, McKay, & Christofferson (1985), and on Alexander
(1975) for the higher temperature gaseous contributions. Strictly speaking, the Rosseland mean
opacity should be used in optically thick regions since the Rosseland mean is an average of 1/κν
over all frequencies, while the Planck mean opacity averages κν directly over all frequencies and
should be used in the optically thin regions. However, since Semenov et al. (2003) shows that both
the Rosseland and Planck mean opacities give very similar values in the temperature range being
considered for the simulations in this thesis (. 400 K), I use the Rosseland mean opacities for all
regions of the disc.
Figure 2.3 shows the change in Rosseland mean opacity with temperature for a density
ρ = 1 × 10−8g/cm3. Though the exact values at which the features of this graph exist may change
with density, the overall shape of the opacity curve is the same for all density values. Table 2.1
summarises how the opacity scales with temperature in the regimes dominated by different types
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Figure 2.3: Plot showing the change in opacity with temperature for a density ρ = 1× 10−8g/cm3.
The Rosseland mean interstellar opacity tables used in these simulations include the dust opacities
produced by Pollack, McKay, & Christofferson (1985), as well as the gas opacities produced by
Alexander (1975).
Opacity κ0 a b Minimum Maximum
regime [cm2/g] temperature [K] temperature [K]
Ice 2 × 10−4 0 2 0 1.6681 × 102
Ice sublimes 2 × 1016 0 -7 1.6681 × 102 2.02677 × 102
Dust grains 1 × 10−1 0 1/2 2.02677 × 102 2.28677 × 103ρ2/49
Dust grains sublime 2 × 1081 1 -24 2.28677 × 103ρ2/49 2.02976 × 103ρ1/81
Molecules 1 × 10−8 2/3 3 2.02976 × 103ρ1/81 1 × 104ρ1/21
Hydrogen scattering 1 × 10−36 1/3 10 1 × 104ρ1/21 3.11952 × 104ρ4/75
Bound-free & free-free scattering 1.5 × 1020 1 -5/2 3.11952 × 104ρ4/75 1.79393 × 108ρ2/5
Electron scattering 3.48 × 10−1 0 0 1.79393 × 108ρ2/5 -
Table 2.1: Opacity scaling with density and temperature in each of the dominant regimes. The
opacity is given by κ = κ0ρaT b. The temperature range in which each regime applies is also given.
The scaling with temperature is illustrated in Figure 2.3.
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of particles (reproduced from Cossins et al. (2010); original data from Bell & Lin (1994)). The
initial increase in opacity with temperature (T . 100 K ) is a regime dominated by ice grains.
The sharp decrease in opacity at ≈ 100 K is due to the sublimation of ice grains. Following this,
the opacity becomes dust dominated and increases again with temperature until the temperature
becomes so large (≈ 1000 K) that the dust grains sublime at what is termed the opacity gap.
Following the dust sublimation, the dominant contribution to the opacity is due to the gas and
once again the opacity begins to increase. When simulating discs, the opacity plays an important
role in whether the discs cool or not as it essentially determines how quickly energy can leave the
disc and as explained in Chapter 1, the cooling in a disc is important for fragmentation. Therefore,
sudden drops in the opacity play an important role, and in particular, the opacity gap is where
major changes to fragmentation results may take place. Johnson & Gammie (2003) and Cossins
et al. (2010) discuss the importance of the energetics when the temperature reaches that associated
with the opacity gap. However, in the simulations presented here, the temperature of the discs are
too low for this to be considered.
For the temperature range being considered in the discs simulated in this thesis (. 400 K),
the key contribution to the opacity is from the dust. Semenov et al. (2003) compared the opacity
tables produced by a number of authors and showed that for the temperature range being inves-
tigated here, the Rosseland mean opacity tables of Pollack et al. (1985), Bell & Lin (1994) and
Semenov et al. (2003) agree very well.
The opacity values correspond to density and temperatures of up to 1g/cm3 and 10000K,
respectively. The exact values used in the simulations are obtained by interpolating between values
in logarithmic space. A summary of how the opacity tables were used is available in Whitehouse
& Bate (2006). For non-interstellar opacity simulations, I scale these values by the required factor
(see Chapters 3 and 4 for simulation details). Reducing the opacity may be equivalent to decreas-
ing the metallicity or increasing the grain sizes which would only have an effect on the dust opacity
and not on the gas opacity. Therefore, the scaling is only carried out on the dust opacity values
(the details of how the opacity is reduced can be found in Section 2.4 of Ayliffe & Bate (2009)).
The models assume that the presence of dust only affects the value of the opacity in the disc and
do not include the effects of dust on the disc dynamics. In reality, dust dynamics are important:
since dust does not feel a pressure force, it moves with a Keplerian velocity, while gas moves at a
sub-Keplerian velocity since it feels the pressure force. A reduction in opacity may also represent
increased grain sizes. As grains grow to large sizes, they start to decouple from the gas. Rice et al.
(2004) show that ≈ 100 cm sized particles in self-gravitating discs that are only loosely coupled
to the gas may concentrate into the regions of pressure maxima i.e. in the spiral structures, thus
potentially promoting the growth of planetesimals by core accretion. They discuss that for objects
with sizes between 1-100cm, the maximum radial drift velocity may be sufficiently large (Weiden-
schilling 1977) so that the dust dynamics may be important. However, in the simulations presented
in this thesis, the grain sizes in the discs may only be as large as millimetre or centimetre-sized and
so the dynamical effects of the dust may not be too critical. Such smaller particles are likely to be
coupled to the gas and therefore the presence of the particles is not likely to affect the dynamics.
Therefore this assumption is valid.
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2.2.4 Equation of state
I carry out investigations using a parameterised cooling method as well as using more detailed






where Rg is the gas constant, µ is the mean molecular weight and ρ and T are the density and










where γ = 5/3 and µ, the mean molecular weight, ≈ 2.38. For the simulations using radiative
transfer, the equation of state assumes that the gas is composed of hydrogen (70%) and helium
(28%) and includes the rotational and vibrational modes of molecular hydrogen, dissociation of
molecular hydrogen and ionisation of both hydrogen and helium, as done so by Whitehouse &
Bate (2006), though the equation of state has been corrected following Boley et al. (2007). It
omits the contribution due to metals and assumes an ortho-/para-hydrogen ratio of 3:1. The discs
are cold enough (. 400 K) such that the rotational and vibrational degrees of freedom are not
excited so that effectively, γ = 5/3 (which is required only to convert between the specific internal
energy, u, and the sound speed, cs). The models assume that the presence of dust does not affect
the equation of state. For simulations which change the opacity due to increased grain sizes, the
equation of state is unaffected.
For those simulations which use interstellar opacity values, only 2% of the gas is composed
of metals and so the effect due to the metal content on the equation of state is small. For those
simulations that use a reduced opacity (and therefore a reduction in metallicity) the metal content
would be even lower and would not have a significant effect on the equation of state and therefore
this assumption is justified. However, for those simulations which increase the metallicity by way
of increasing the opacity (by a factor of 10), the metallicity content will increase such that it has a
significant effect on the relative amounts of non-metal to metal content in the disc. This increase
in metallicity would affect the specific heat capacity, which in turn would affect the pressure forces
and hence the disc stability. However, the details of this are dependent on the specific metal content
and a detailed investigation into this is beyond the scope of this thesis.
2.2.5 Boundaries
Previous work involving simulations of self-gravitating discs have discussed the concept of bound-
aries at great length. It is thought that, particularly in radiative transfer simulations, the boundaries
may play a key role in the fragmentation results. Cai et al. (2010) carry out a radiative transfer
code comparative study by simulating the same disc that Boss (2007) simulated with the same
initial conditions. Despite attempting to remove all possible differences between the two codes,
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Cai et al. (2010) find that fragmentation inside tens of AU is not possible while Boss (2007) does
find that fragmentation occurs. The suggestion for the lack of convergence between the two codes
was attributed to different treatments of the optically thin boundaries.
Radial boundaries
The radial boundaries are modelled in exactly the same way in all the simulations carried out in
this thesis. As mentioned in Section 2.1.7, particles are accreted onto the star if they move within
a radius Racc of the star or if they move within Racc ≤ R < Rin and are gravitationally bound to the
star. The detailed values of Racc and Rin are described in each chapter. For simulations involving
the formation of sink particles part way through the simulation, the boundaries between the disc
and the new sink particles are treated in exactly the same way as the boundary between the disc
and the central star. At the outer edge, the disc is free to expand.
Vertical boundaries and stellar irradiation
In all the simulations, the particles are free to move vertically away from the disc (though the
gravitational effects of the star and disc will keep most of it close to the disc). In the simulations
carried out without radiative transfer, there is no need for a vertical boundary to deal with the
energetics as the heating and cooling in the discs is purely due to internal processes and does not
rely on an external source or sink of energy into or out of the disc.
For the radiative transfer calculations, a flux-limited diffusion approximation is used to
simulate the transfer of energy between particles. I use a two-layer approach to simulate the
midplane and surface regions. To model the energy loss from the disc surface, a boundary layer of
particles maintains a fixed temperature profile such that any energy that is passed to these boundary
particles is effectively radiated away. Physically, I assume that the atmosphere temperature is not
set by the disc itself but by some other process such as stellar or external irradiation. The particles
forming the disc boundary are variable since some particles may move across the boundary from
the optically thin to the optically thick region and vice versa.
In Chapter 3, the vertical location of the boundary between the optically thick part of the
disc and the optically thin atmosphere is located at the maximum of: the height above the midplane
























The reason for imposing the restriction that the boundary height is the maximum out of
the height at which τ = 1 or 1.75H is because in the outer radial regions of the discs, the entire
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Figure 2.4: Plot showing the vertical height against radius of a simulated disc. The red particles
are the boundary particles while the black particles are those that make up the bulk of the disc.
The boundary particles have been determined by comparing their vertical height to equation 2.59.
vertical extent of the disc may be optically thin. Since I am investigating the evolution of the disc
as a result of the radiative transfer processes in the disc, it is not reasonable to set the temperature
of the entire vertical extent of the disc, even if it is optically thin. Nevertheless, in these regions I
expect that the disc will be nearly vertically isothermal and therefore, the temperature that is set
at the boundary would be the temperature that the disc adopts. The choice of 1.75H is made to
ensure that a reasonable number of particles exist in the boundary region at all times during the
simulation (between ≈ 7 − 15%) so that there are an adequate number of particles to simulate the
effects of energy transfer from the disc to the external medium but ensuring that too many particles
are not present so that the entire evolution of the disc is determined by the temperature profile of
the boundary particles.
The calculation of the boundary height using equation 2.59 ensures that the boundary is at
the vertical position where the optical depth, τ . 1, and the choice ensures that the “bulk” of the
disc (i.e. consisting of particles that lie closer to the disc midplane) is simulated using radiative
transfer, rather than simplified energetic calculations. The remaining “boundary” particles have
their temperature held at a constant temperature profile. Figure 2.4 gives an example of a disc
simulated in this way and shows the vertical height against radius of all the particles used in this
particular disc setup. The boundary particles are highlighted in red and the particles making up
the bulk of the disc are highlighted in black.
I have carried out tests to see what the effects of the exact location of the vertical boundary
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Figure 2.5: Toomre stability profiles of a 0.1M⊙, 25 AU disc (around a 1M⊙ star) evolved with
the boundary height scaled to 0.5× (solid line), 0.75× (dotted line), 1.0× (short-dashed line), 1.1×
(long-dashed line), 1.25× (dot-short dashed line and 1.5× (dot-long dashed line) the location of the
boundary height calculated using equation 2.59. Moving the boundary height higher up into the
optically thin region does not affect the results significantly, but moving it down into the optically
thick region causes the disc temperature to become artificially low.
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has on the disc energetics. I scaled the calculated boundary height by factors of 0.5, 0.75, 1.0, 1.1,
1.25 and 1.5. Figure 2.5 shows the resulting Toomre stability profiles of each of these simulations
and shows that decreasing the boundary height into the optically thick region causes the Toomre
stability profile to decrease as it causes the overall disc temperature to decrease. However, increas-
ing the boundary height does not affect the stability profiles significantly. Therefore, I have found
that provided the boundary is located in the optically thin surface region of the disc and provided
that a layer of boundary particles exists over the entire disc surface (such that the energy can be
radiated away from the surface), the disc energetics remain unchanged.
The boundary calculation in Chapter 3 calculates the boundary at the start of the simulation
and does not re-evaluate the boundary as the simulation progresses. This is a reasonable assump-
tion to make since the boundary is high up in the disc and does not play a part in the fragmentation
of the disc since in these regions the density is low and fragmentation typically occurs in the mid-
plane. Nevertheless, the boundary calculation in Chapter 4 uses an improved method so that the
τ = 1 boundary is periodically re-evaluated during the simulation. This is carried out after each
largest particle timestep which typically takes place at least 40 times each outer rotation period.
In Appendix A, I show that to calculate the boundary height, the opacity and surface mass density
need to be evaluated. In cases where the boundary height is calculated after the start of the simu-
lation, these values will change and so initial values cannot be used. Appendix B shows how the
τ = 1 boundary is calculated part way through a simulation.
Chapter 3
Opacity effects on fragmentation
3.1 Introduction
In this chapter, I model the evolution of massive self-gravitating discs using a global three-dimensional
SPH code including radiative transfer and the effects of stellar irradiation. In particular, I explore
the parameter space in terms of dust opacity, disc temperature and size in order to scope out if, and
under what conditions, a self-gravitating disc may fragment. In Section 3.2, I describe the code
used. In Section 3.3, I outline my simulations, including the disc setup and discuss the parameter
space. I present my results and compare with previous studies in Sections 3.4 and 3.5, respectively.
3.2 Numerical setup
My simulations are carried out using an SPH code originally developed by Benz (1990) and further
developed by Bate, Bonnell, & Price (1995), Whitehouse, Bate, & Monaghan (2005), Whitehouse
& Bate (2006) and Price & Bate (2007). It is a Lagrangian hydrodynamics code, ideal for sim-
ulations that require a large range of densities to be followed, such as fragmentation scenarios.
The version used to carry out the simulations presented here includes radiative transfer using the
flux-limited diffusion approximation (Whitehouse et al. 2005; Whitehouse & Bate 2006) with two
temperatures: that of the gas and that of the radiation field.
In order to model shocks, SPH requires artificial viscosity. I use a common form of artificial
viscosity by Monaghan & Gingold (1983), which uses the parameters αSPH and βSPH. A corollary
of including artificial viscosity is that it adds shear viscosity and causes dissipation. If this vis-
cosity is too large, the evolution of the disc may be driven artificially, while if it is too small, it
will lead to inaccurate modelling of shocks (Bate 1995). I have tested various values of the SPH
parameters and find that a value of αSPH ∼ 0.1 provides a good compromise between these factors.
Since typically, βSPH ∼ 2αSPH, I choose αSPH and βSPH to be 0.1 and 0.2, respectively. These are
the same values as those implemented by Lodato & Rice (2004). However, I have chosen to fix
the artificial viscosity parameters whereas Lodato & Rice (2004) used the Balsara (1995) switch
which reduces the artificial viscosity in places where the ratio of the divergence to the curl of
the velocity field is small i.e. in regions of strong vorticity. The reasoning behind my choice is
two-fold: (i) the Balsara switch reduces the viscosity in shearing flows but given that I have both
70
3.2. NUMERICAL SETUP 71
shocks and shearing flows, the reduction does not handle the shocks well; (ii) I want to ensure a
controlled test which is not possible if the numerical viscosity is constantly changing.
3.2.1 Opacity & equation of state
The discs simulated are assumed to be in local thermal equilibrium and the opacities are assumed
to be grey Rosseland mean values. The opacities are based on the opacity tables of interstellar
molecular dust grains produced by Pollack, McKay, & Christofferson (1985), and on Alexander
(1975) for the higher temperature gaseous contributions. A summary of how the opacity tables
were used is available in Whitehouse & Bate (2006). For non-interstellar opacity simulations, I
scale these values by the required factor (see Table 3.1 for simulation details). The details of how
this was done can be found in Section 2.4 of Ayliffe & Bate (2009).
The equation of state used in these simulations assumes that the gas is composed of hy-
drogen (70%) and helium (28%) and includes dissociation of molecular hydrogen, ionisation of
both hydrogen and helium, and the rotational and vibrational modes of molecular hydrogen, as
done so by Whitehouse & Bate (2006), though the equation of state has been corrected following
Boley et al. (2007). It omits the contribution due to metals. My discs are cold enough such that
the rotational and vibrational degrees of freedom are not excited so that effectively, γ = 5/3. My
models assume that the presence of dust only affects the value of the opacity in the disc. I do not
include the effects of dust on the disc dynamics, nor do I consider its effects on the equation of
state.
3.2.2 Stellar irradiation
As mentioned earlier, radiative transfer is simulated using the flux-limited diffusion approxima-
tion. I use a two-layer approach to simulate the midplane and surface regions. In order to model
the energy loss from the disc surface, a boundary layer of particles maintains a fixed temperature
profile such that any energy that is passed to these boundary particles is effectively radiated away.
The vertical location of the boundary between the optically thick part of the disc and the optically
thin atmosphere is located at the maximum of: the height above the midplane where the optical
depth, τ = 1, or the height above the midplane where zb = 1.75H, where H is the isothermal scale
height given by H = cs/Ω. Therefore, the boundary is at the vertical position where the optical
depth, τ . 1, and my choice ensures that the “bulk” of the disc (i.e. consisting of particles that
lie closer to the disc midplane) is simulated using radiative transfer, rather than simplified ener-
getic calculations. The remaining “boundary” particles have their temperature held at a constant
temperature profile. Physically, I assume that the atmosphere temperature is not set by the disc
itself but by some other process such as stellar or external irradiation. The particles forming the
disc boundary are variable since some particles may move across the boundary from the optically
thin to the optically thick region and vice versa. I have carried out tests to see what the effects of
the exact location of the vertical boundary has on the disc energetics and have found that provided
the boundary is located in the optically thin surface region of the disc and provided that a layer of
boundary particles exists over the entire disc surface, the disc energetics remain unchanged.
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Simulation Disc radius Opacity Qmin Fragment? Fragmentation
name [AU] scaling factor time
Reference 25 1 2 n -
Kappa10 25 10 2 n -
Kappa0.1 25 0.1 2 n -
Kappa0.01 25 0.01 2 n -
Qmin1 25 1 1 n -
Qmin0.75 25 1 0.75 n -
Qmin0.75-Kappa0.1 25 0.1 0.75 n -
Qmin0.75-Kappa0.01 25 0.01 0.75 y 9.7 ORPs
Qmin0.5 25 1 0.5 y 1.8 ORPs
L-Qmin1 300 1 1 n -
L-Qmin1-Kappa10 300 10 1 n -
L-Qmin1-Kappa0.1 300 0.1 1 y 1.5 ORPs
L-Qmin0.75 300 1 0.75 y < 1 ORPs
Table 3.1: Summary of the simulations carried out. The opacity scalings refer to multiples of
interstellar Rosseland mean opacity values as described in Section 3.2. Qmin refers to the minimum
value of the Toomre parameter (at the outer edge of the disc) at the start of the simulation.
3.3 Simulations
Table 3.1 summarises the parameters and fragmentation results of the simulations presented here.
Each simulation was run either beyond the point at which the disc attained a steady state (for > 6
outer rotation periods, ORPs), or until it fragmented (defined as regions which are at least three
orders of magnitude denser than their surroundings). The magnitude and profile of the boundary
temperatures are the same as those of the initial discs so that the discs start in thermal equilibrium
with their vertical boundaries (atmospheres). I expect the discs to heat up initially due to work
done and viscous heating. Following an initial transient phase, the bulk of the disc may or may not
cool to re-establish thermal equilibrium with the boundary. I discuss a Reference case first before
turning my attention to exploring the parameter space.
3.3.1 Reference case
The reference disc is set up in exactly the same way as a disc simulated by Lodato & Rice (2004):
a 1 M⊙ star with a 0.1 M⊙ disc made of 250,000 SPH particles, spanning 0.25 ≤ R ≤ 25AU. The
initial surface mass density and temperature profiles of the disc are Σ ∝ R−1 and T ∝ R− 12 , respec-
tively. The magnitudes of these are set such that the Toomre stability parameter (equation 1.7) at
the outer edge of the disc, Qmin = 2. This gives an aspect ratio, H/R ∼ 0.05. I model the 1 M⊙
star in the centre of the disc using a sink particle (Bate et al. 1995). At the inner disc boundary,
particles are accreted onto the star if they move within a radius of 0.025 AU of the star or if they
move into 0.025 ≤ R < 0.25AU and are gravitationally bound to the star. At the outer edge, the
disc is free to expand.
The initial Reference disc is a Toomre stable disc. Given that the boundary temperature
profile is the same as that of the initial disc and that Qmin = 2, I do not expect this disc to
fragment. However, I use the Reference disc as a fiducial case. In particular, I am concerned with
the cooling rates that are present in the disc once it is in an equilibrium state. I emphasize my use
of terminology here: when referring to the disc being in thermal equilibrium with the boundary,
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I am describing the bulk of the disc being a similar temperature to the disc boundary (which is
assumed to be determined by stellar irradiation), whereas an equilibrium state disc refers to the
dissipative and cooling rates being balanced such that the Toomre stability profiles do not change
with time.
3.3.2 Exploring the parameter space
Given that a motivation of this work is to determine if, and under what circumstances, fragmenta-
tion in realistically modelled self-gravitating discs may occur, I explore the parameter space in a
number of ways. One parameter is the opacity: I re-run the Reference simulation with opacity val-
ues scaled to 10×, 0.1× and 0.01× the interstellar opacity values (simulations Kappa10, Kappa0.1
and Kappa0.01, respectively). This may be equivalent to a disc with differing metallicities or grain
sizes. I make two assumptions here: i) the change in metallicity does not affect the equation of
state (as described in Section 3.2.1) and ii) there are no spatial or temporal variations in the grain
size distributions. As with the Reference case, these discs are simulated purely to analyse the
energetics since I do not expect these discs to fragment.
I then choose to explore the initial and boundary temperature conditions by decreasing
the magnitude of the disc temperature whilst maintaining the same surface mass density as the
Reference case. I do this by changing the initial Toomre stability parameter profiles such that
Qmin = 1, 0.75 and 0.5 (simulations Qmin1, Qmin0.75 and Qmin0.5, respectively). This is equiv-
alent to reducing the disc aspect ratios to H/R ∼ 2.2×10−2, 1.7×10−2 and 1.1×10−2, respectively.
I reiterate that the boundary temperature is the same as the temperature of the initial disc and hence
this setup not only changes the disc temperature profile, but it also changes the boundary temper-
ature profile.
Furthermore, I consider a combination of the above factors by simulating discs with Qmin =
0.75 and opacities that are 0.1× and 0.01× the interstellar opacity values.
The unfavourable conditions for fragmentation at small radii have been discussed at great
length in the past (e.g. Rafikov 2005; Stamatellos & Whitworth 2008; Boley 2009; Rafikov 2009;
Clarke 2009). I therefore expand my parameter space to include discs that are a factor of 12
larger with a radii range of 3 ≤ R ≤ 300AU. These discs have the same mass as the 25AU discs
and are set up so that Qmin = 1. I simulate three different opacity values (1×, 10× and 0.1× the
interstellar Rosseland mean opacities). In addition, I also simulate a large disc with Qmin = 0.75
with interstellar opacity values.
In order to keep these disc masses and initial Toomre stability profiles the same as the
smaller 25AU discs, I require both the surface mass density and absolute temperature to be re-
duced. These discs are therefore not only larger, but also colder than their equivalent (in terms of
initial Toomre stability profiles) small discs.
3.4 Results
The simulations have been analysed in three main ways:
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Figure 3.1: Azimuthally averaged values of the Toomre parameter at the start (solid line) and at a
time t = 6.4 ORPs (dotted line) for the Reference simulation. The disc is unable to cool rapidly
due to the internal heating and hence its end state is more stable than the initial disc. Also shown
is the equivalent disc simulated by Lodato & Rice (2004, short dashed line) which cools using
simplified cooling (with β = 7.5) rather than by radiative cooling, and also does not consider the
effects of stellar irradiation. The critical value of Qcrit = 1 is also marked.
(i) I compare the azimuthally averaged Toomre stability profiles of the initial and final
(or in the case of fragmenting discs, shortly before fragmentation) discs which indicates whether
the bulk of the discs were able to reach a state of thermal equilibrium with their boundary. The
surface mass density does not change significantly throughout the simulations and hence changes
in the Toomre stability parameter are due to changes in the disc temperature. This enables us to
determine which discs are more likely to fragment. Note that I assume κep = Ω in equation 1.7.
(ii) I examine the timescale on which the discs cool (by considering the energy passed from
the gas to the radiation within the disc as well as that which is assumed to be instantly radiated
away from the disc surface by the boundary particles). In past simulations that have neglected
the heating effects of stellar irradiation (e.g. Gammie 2001; Rice et al. 2005), the cooling, C, in
a steady-state disc balances the heating due to gravitational stresses, HGI, and the heating due to
artificial viscosity, Hν, such that
C = HGI + Hν. (3.1)
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Figure 3.2: Logarithm of the gas temperature (in K) rendered in cross-sectional views of the
Reference (top panel) and Kappa0.01 (bottom panel) discs at a time t = 6.4 ORPs. The surface of
the Reference disc is clearly colder than the midplane whilst the midplane of the Kappa0.01 disc
is closer to a state of thermal equilibrium with the boundary. Axis units are in AU.
If the artificial viscosity is low, C ≈ HGI. In this case, the cooling timescale in units of the










Gammie (2001) and Rice et al. (2005) have shown that the maximum gravitational stress
that a disc can support is αGI = 0.06, beyond which fragmentation will occur. In discs that do
not take into account heating due to external irradiation, this condition is equivalent to requiring
the cooling timescale in terms of the orbital timescale, β, to be smaller than the critical values,
described in Section 1.4.2, for fragmentation.
In my steady-state discs, not only does the cooling have to balance the heating due to the
gravitational instabilities and the numerical viscosity, but it also has to balance the heating due to
stellar irradiation, HSI, such that:
C = HGI + Hν + HSI. (3.3)
In what follows, I calculate the parameter, ψ, which I define to be the timescale on which the disc
cools in units of the orbital timescale. Without irradiation, ψ = β. When including heating due
to stellar irradiation, the ψ parameter does not specifically tell us about the fraction of the cooling
that balances the gravitational instabilities and therefore cannot be used directly to decide whether
a disc should fragment or not. However, it does still give an indication as to what the cooling rate
is in the discs which has been shown to be important when determining whether a disc is likely to
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Figure 3.3: Azimuthally averaged values of the Toomre stability parameter at the start (solid line)
and at a time t = 6.4 ORPs, for the Reference (dotted line), Kappa10 (short dashed line), Kappa0.1
(long dashed line) and Kappa0.01 (dot-dashed line) simulations. The critical value of Qcrit = 1 is
also marked. Decreasing the opacity causes the disc to cool more efficiently.
fragment or not (Gammie 2001; Rice et al. 2005).
(iii) I examine images of the discs for signs of fragmentation which I define as clumps in
the disc which are at least three orders of magnitude denser than their surroundings.
3.4.1 Reference case
Figure 3.1 shows the Toomre stability profile of the initial and final Reference disc. The disc
is not able to cool rapidly enough in response to the internal heating and consequently the disc
midplane becomes hotter than the boundary (top panel of Figure 3.2). Figure 3.1 also shows the
final Toomre stability profile for the equivalent disc simulated by Lodato & Rice (2004) which used
simplified cooling rather than radiative cooling. I have included this comparison to emphasize how
significant the differences can be between discs simulated using simplified cooling parameters and
discs modelled not only with more detailed radiative cooling but also incorporating the effects of
stellar irradiation.
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Figure 3.4: Cooling timescale, ψ, profiles for the Reference (dotted line), Kappa10 (short dashed
line), Kappa0.1 (long dashed line) and Kappa0.01 (dot-dashed line) simulations at a time t = 6.4
ORPs. Decreasing the opacity causes the cooling rate in the disc to increase (and ψ to decrease),
but only until the disc can reach thermal equilibrium with its boundary.
3.4.2 Opacity effects
Figure 3.3 shows the effect on the Toomre stability parameter of changing the opacity in the discs
to 10×, 0.1× and 0.01× the interstellar Rosseland mean values (simulations Kappa10, Kappa0.1
and Kappa0.01, respectively). I see that decreasing the disc’s opacity enhances its ability to reach
a state of thermal equilibrium with the boundary since the radiation leaves the disc far more ef-
fectively and hence the disc cools faster. This is particularly evident in the cross-sectional plots
showing the temperature structure in the vertical direction (Figure 3.2). Figure 3.4 shows the ψ
profile of these simulations. This figure shows that a low opacity disc has a greater ability to radi-
ate away the disc’s energy. The decrease in the cooling timescale, ψ, does not continue at very low
opacities because the stellar irradiation sets the boundary temperature and therefore, the minimum
disc temperature.
Figures 3.3 and 3.4 particularly show that the low opacity discs are able to cool fast enough
to reach a state of thermal equilibrium with their boundaries. Thus, if the conditions were right
(i.e. the boundary temperature was lower so that the Toomre stability parameter was able to reach
Q . 1), the low opacity disc may fragment. I therefore turn my attention to the disc absolute
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Figure 3.5: Initial (thin lines) and final (at t = 6.4 ORPs; heavy lines) Toomre stability profiles
for the Reference (solid line), Qmin1 (dotted line) and Qmin0.75 (dashed line) simulations. The
critical value of Qcrit = 1 is also marked. None of the three discs which have interstellar opacity
values can cool rapidly enough to maintain thermal equilibrium with their boundaries.
temperature.
3.4.3 Colder discs
Figure 3.5 shows the initial and final Toomre stability profiles for the Reference, Qmin1 and
Qmin0.75 simulations. The interesting aspect about the Qmin0.75 and Qmin1 cases are that
though the initial and boundary conditions are either unstable or marginally stable, the discs still
do not fragment because they are unable to cool rapidly and heat up so that they end up being
at or above the marginal state (e.g. Figure 3.6). The cooling timescales, ψ, for the discs are as
low as ≈ 20 (Figure 3.7) suggesting that for the discs to fragment, an efficient energy removing
mechanism is needed such that the cooling timescale is lower than the Qmin0.75 (dashed line)
curve in Figure 3.7.
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Figure 3.6: Surface density rendered image of the Qmin0.75 disc at a time t = 6.4 ORPs. At the
end of the simulation, the disc has not fragmented despite initially being in a critical state because
with interstellar opacities, it heats up.
Figure 3.7: Cooling timescale, ψ, profiles for the Reference (solid line), Qmin1 (dotted line) and
Qmin0.75 (dashed line) simulations at time t = 6.4 ORPs. With interstellar opacities, these discs
are simply not able to cool rapidly enough to obtain a ψ value that is low enough for fragmentation.
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Figure 3.8: Toomre stability profiles at t = 6.4 ORPs for the Qmin0.75 (short dashed line) and
Qmin0.75-Kappa0.1 (long dashed line) simulations and at t = 8 ORPs (just before it begins to
fragment) for the Qmin0.75-Kappa0.01 (dotted line) simulation in comparison to the initial (solid
line) Toomre stability profile for these discs. The critical value of Qcrit = 1 is also marked. The
lower opacity disc cools rapidly enough to attain a state of thermal equilibrium with its boundary.
It eventually fragments at t = 9.7 ORPs
3.4.4 Low temperature, low opacity discs
For completeness, I also simulate a disc with Qmin = 0.5 and find that though this disc also
heats up, it cannot heat fast enough to become Toomre stable before it fragments (due to its initial
conditions).
Until now, I have identified under what conditions discs are more likely to fragment (i.e.
sub-interstellar opacities and cooler temperatures). Combining these conditions, I simulate two
further discs with outer Toomre stability parameters of 0.75 with 0.1× and 0.01× interstellar opac-
ity values (simulations Qmin0.75-Kappa0.1 and Qmin0.75-Kappa0.01, respectively). With such
low opacity values, the Qmin0.75-Kappa0.01 disc would be equivalent to a low metallicity disc
or a disc with grain sizes ranging between millimetre and centimetre sizes which is realistic given
current observations (Calvet et al. 2002; Testi et al. 2003; Rodmann et al. 2006; Lommen et al.
2007).
Figure 3.8 shows that the disc with 0.1× interstellar opacity values is slightly cooler than
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Figure 3.9: Surface density rendered image of the fragmented Qmin0.75-Kappa0.01 disc at a time
of t = 10.5 ORPs. The disc not only requires reduced irradiation, but also low opacities are
essential for it to cool rapidly enough to fragment.
Figure 3.10: Cooling timescale, ψ, profiles for the Qmin0.75-Kappa0.01 simulation (dotted line) at
t = 8 ORPs, just before it begins to fragment, in comparison to the Qmin0.75 (short dashed line),
Kappa0.01 (long dashed line) and Qmin0.75-Kappa0.1 (dot-dashed line) simulations at t = 6.4
ORPs. The fragmenting disc has a low ψ value (≈ 15) in the outer part of the disc where it
fragments.
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Figure 3.11: Toomre stability profiles for simulations L-Qmin1 (dotted line), L-Qmin1-Kappa10
(short dashed line) and L-Qmin1-Kappa0.1 (long dashed line) at a time of t = 6.4 ORPs as well
as the boundary profile for these discs (solid line). The critical value of Qcrit = 1 is also marked.
Larger discs do not require as low opacities as smaller discs to attain a state of thermal equilibrium
with their boundaries.
the case with interstellar opacities, but is still unable to cool rapidly enough to maintain a state of
thermal equilibrium with its boundary. However, the disc with 0.01× interstellar opacity values is
able to since its Toomre stability profile at the end of the simulation is close to its initial value. I
find that the disc in the latter simulation does indeed fragment (Figure 3.9), though it takes ∼ 9.7
ORPs to do so. This is because:
(i) the disc goes through a transient phase where it heats up since the initial disc is not quite
in hydrostatic equilibrium.
(ii) although the radiation is able to leave quickly, the disc is enveloped in a thermal blanket
due to the effects of stellar irradiation, thus causing the disc to cool more slowly.
(iii) as the disc midplane cools, its cooling rate also decreases since the temperature gradient
between the disc midplane and surface becomes smaller.
Figure 3.10 shows the cooling timescale, ψ, of simulation Qmin0.75-Kappa0.01 (1.7 ORPs
prior to fragmentation) in comparison to simulations Kappa0.01 (which has Qmin = 2), Qmin0.75
(which uses interstellar opacities) and Qmin0.75-Kappa0.1. With a reduced opacity, the Qmin0.75-
Kappa0.01 disc cools on a timescale fast enough such that it fragments i.e. it cools fast enough
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Figure 3.12: Surface density rendered image of the large, low opacity disc, L-Qmin1-Kappa0.1,
at a time of t = 2.9 ORPs. A low opacity is also required for a large disc to fragment, though the
opacity does not have to be as low as the 25AU discs.
so that the heating due to gravitational instabilities, numerical viscosity and stellar irradiation do
not heat the disc significantly above the boundary temperature. This figure shows that the cooling
timescale ψ ≈ 15 in the outer parts of the disc, where fragmentation occurs. I emphasise the need
to express caution when considering the absolute value of ψ in a non-steady state fragmenting
disc, since it is dependent on the disc temperature which is constantly changing. I discuss this in
detail in Section 3.5. A key interesting aspect about this simulation is that the fragments form even
though the disc is small (R < 25 AU), a result contrary to what has been suggested in the past (see
Section 3.5 for further discussion).
3.4.5 300 AU discs
I now turn my attention to larger discs that are usually considered more likely to promote frag-
mentation.
Simulations L-Qmin1-Kappa10, L-Qmin1 and L-Qmin1-Kappa0.1 show that though it is
easier for larger discs to maintain a state of thermal equilibrium with their boundaries (Fig-
ure 3.11), higher opacity discs still struggle to do so, thus implying that low opacities are still
important for discs to fragment.
However, despite simulating a large disc with a marginal Toomre stability profile (Qmin = 1;
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simulation L-Qmin1), fragmentation still does not occur for discs with interstellar opacities except
for discs whose fragmentation is determined by the initial conditions (e.g. Simulation L-Qmin0.75
which fragments in t < 1 ORP). I find that though the opacities do not have to be as small as
those in the 25AU discs (0.01× interstellar values), nevertheless, I still require discs with sub-
interstellar opacities (0.1× interstellar values). Figure 3.12 shows the disc of simulation L-Qmin1-
Kappa0.1 which fragmented after more than an outer rotation period of evolving. Though for
fragmentation to occur, the opacity in this disc does not have to be decreased as much as for the
smaller disc simulated in Qmin0.75-Kappa0.01, since it is colder, the grain sizes still correspond to
sizes ranging between millimetre and centimetre which, as mentioned earlier, is entirely realistic.
3.5 Comparison with previous work
My simulations show that contrary to past studies, it is possible for discs to fragment at small radii
(< 25AU) if the disc temperature and the opacity are low enough. The latter point may be the
case if the disc is metal-poor or if grain growth has occurred to produce grains that are larger than
interstellar sizes. The larger grain size is certainly a reasonable assumption since there is evidence
for grains of up to centimetre sizes in discs (Calvet et al. 2002; Testi et al. 2003; Rodmann et al.
2006; Lommen et al. 2007), which could provide the low opacities necessary for my fragmenting
discs. With respect to disc metallicity, it is well known that core accretion is not as efficient
in metal-poor environments (Kornet et al. 2005). However, I find that gravitational instability
is enhanced in such conditions. Boss (2002) carried out simulations of gravitationally unstable
discs with varying opacities (from 0.1× to 10× the interstellar Rosseland mean values) in order to
explore fragmentation in different metallicity discs and found that the fragmentation results were
insensitive to the dust grain opacity. He also found that the disc midplanes could radiate energy to
the disc surfaces very rapidly as the timescale for temperature equilibration by radiative diffusion
between the disc midplane and the surface was smaller than the orbital timescale regardless of
the opacity scaling. However, for my discs the converse is true and I find that the opacity, and
hence metallicity, does play a part in the likelihood of fragmentation. My results suggest that
gravitational instability may be the dominant giant planet formation mechanism in low metallicity
discs.
The results of the small fragmenting discs are also in contrast to previous work which has
suggested via simulations (e.g. Stamatellos & Whitworth 2008; Boley 2009) and analytical work
(e.g. Rafikov 2005, 2009; Clarke 2009) that fragmentation at such small radii is not possible.
However, this is due to the lower opacities in my discs. Rafikov (2009) analytically explored self-
gravitating discs including the effects of stellar irradiation and suggested that fragmentation inside
of ≈ 120AU is not possible. However, firstly he uses interstellar Rosseland mean opacities (which
is not an unreasonable assumption to initially make) and secondly he assumes that the fragmenta-
tion boundary occurs when the “effective α parameter” (of the form of Shakura & Syunyaev 1973)
due to the gravitational torques αGI ∼ 1. Other authors (e.g. Clarke 2009) assume the fragmenta-
tion boundary occurs when αGI ∼ 0.06 (Gammie 2001; Rice et al. 2005) which occurs at a radius
R ∼ 70 AU. This is still at a larger radii than my small fragmenting disc, though Clarke (2009)
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also assumes interstellar Rosseland mean opacities. Equations A1-A5 of Clarke (2009) show that
if the opacity is decreased by two orders of magnitude, as is the case for my small fragmenting
disc, and using αGI ∼ 0.06 as the value at which fragmentation can occur, the radius outside of
which fragmentation occurs is at R ≈ 24 AU (a similarly small radius was also found by Kratter
et al. 2010). This is much smaller than the canonical value of ∼ 70 AU, although still not quite
as small as R ≈ 15 AU at which I find fragmentation. Given that the works of Clarke (2009) and
Kratter et al. (2010) were analytical and while we have performed direct global three-dimensional
radiation hydrodynamical simulations, this level of agreement is reasonable
I can also compare my results to the analytical work of Rafikov (2005). Based on a com-
bination of the stability and cooling criteria of Toomre (1964) and Gammie (2001), respectively,
Rafikov (2005) analytically derived a constraint on the disc temperature that is required for planet
formation via gravitational instability. Using this constraint (equation 5 of Rafikov 2005) and tak-
ing into account the reduced opacity in my discs, the Rafikov fragmentation conditions for the
























respectively, where k is the Boltzmann constant, µ is the mean particle mass, σ is the Stefan-
Boltzmann constant, κo is the constant of proportionality for the Rosseland mean opacity expres-
sion for this temperature and low opacity regime given by κ = κoT 2 and has a value κo = 2 ×
10−6g cm−2 K−2, and ζ = 2β(γ−1) and also absorbs any O(1) factors that have not been accurately
considered in a proper calculation of the cooling time. Rafikov (2005) assumes that ζ ∼ 1. I find
that my fragmenting disc is in agreement with these conditions to within a factor of ∼ 2. As with
the Clarke (2009) comparison, this level of agreement is reasonable given that my simulations are
global, three-dimensional and use a realistic radiative transfer method. Consequently, my simu-
lation results are consistent with previous analytical work, but they emphasise the importance of
opacity in determining the radius outside of which fragmentation may occur.
Another difference between my simulations and those in the past that have used simpli-
fied cooling is that the heating in previous simulations has been dominated by internal heating
processes i.e. heating due to gravitational instability and viscous processes, whereas my simula-
tions involve additional external heating due to stellar irradiation. This additional thermal blanket
causes the Toomre stability parameter to remain high, thus inhibiting fragmentation (consistent
with the results of Cai et al. 2008 and Stamatellos & Whitworth 2008). However, in scenarios
where the stellar irradiation is not so strong such that the Toomre stability parameter is small,
fragmentation is possible, but only if the opacity is also decreased such that the disc can cool
easily.
The cooling timescale, ψ, parameter cannot give any indication as to what the gravitational
stress in a disc is since it incorporates the cooling in response to the heating due to stellar irradiation
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as well as the gravitational stresses. However, it is still interesting to compare the values in my
discs to the critical values of β for fragmentation obtained from simulations using more simplified
energetics. Previous simulations using simplified cooling have suggested that for discs with γ =
5/3, fragmentation requires that the total cooling timescale in units of the orbital timescale, β . 7
(Rice et al. 2005). My non-fragmenting discs which have reached a steady state are consistent
with this result since for these discs ψ > 7. For my fragmenting disc, I find that the cooling
timescale in units of the orbital timescale can be as much as ψ ≈ 15. However, I express caution
when interpreting this result. It is important to note that the Gammie (2001) and Rice et al.
(2005) conditions indicate the minimum cooling time (and hence a maximum gravitational stress)
that a disc can support without fragmenting. In my fragmenting disc, the temperature continues
to change as the disc cools, and hence the cooling rate is not constant since it is temperature
dependent.
Chapter 4
Formation of the HR 8799 planetary
system by gravitational instability
4.1 Introduction
In Chapter 3, I showed that the opacity in a disc can have a significant effect on whether it can
fragment. In particular, I showed that a lower opacity (which may be due to a low metallicity
environment or due to the presence of larger grains) allows a disc to cool more rapidly since
energy can stream out of the disc easily. This allows a disc to fragment at smaller radii than that
expected if higher opacities are used. I showed that while for interstellar opacities a 0.1M⊙ disc
is unable to fragment at small radii, the same disc can fragment at a radius of R ≈ 15 AU for
opacities that are two orders of magnitude smaller than interstellar Rosseland mean values. I also
suggested that since HR 8799 is a metal poor, λ Bootis star with metallicity [M/H] = −0.47 (Gray
& Kaye 1999), it is reasonable to assume that the disc that once surrounded the star, out of which
the planets formed, was also metal-poor and therefore the formation of this planetary system may
well have been by gravitational instability.
In this chapter, I explore the possibility of the formation of the HR 8799 system by grav-
itational instability in detail. I carry out numerical simulations to determine firstly if fragments
can form in situ, by gravitational instability, at the radii at which the planets in this system are ob-
served and secondly, what disc conditions are required to form these fragments. In addition, I also
consider the subsequent growth and radial movement of the fragments in the disc. In Section 4.2,
I outline the changes to the numerical method used in the simulations presented in this chapter
compared to those presented in Chapter 3. In Section 4.3, I outline the simulations performed and
present the results in Section 4.4. Finally, I discuss the results in Section 4.5.
4.2 Numerical details
The numerical method adopted in the simulations presented in this chapter is almost exactly the
same as that used in Chapter 3. The vertical location of the boundary between the optically thick
part of the disc and the optically thin atmosphere is determined slightly differently to Chapter 3:
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previously, the boundary location was determined at the start of the simulation and then kept fixed
throughout while the new method re-evaluates the boundary location at least 40 times per outer
rotation period (ORP). The boundary height is the maximum out of: the height above the midplane
where the optical depth, τ = 1, or the height above the midplane where 10% of the particles at
any radius are in the boundary. Therefore, the boundary is at the vertical position where the
optical depth, τ . 1, and the choice ensures that the “bulk” of the disc (i.e. consisting of particles
that lie closer to the disc midplane) is simulated using radiative transfer, rather than simplified
energetic calculations. The detailed calculations of the boundary height location are presented in
Section 2.2.5 and Appendix B.
For some of the simulations presented in this chapter, I follow the mass and radial evolution
of the fragments after they have formed. As discussed in Section 2.1.7, the computational expense
increases in high density regions. For these simulations, I therefore follow the evolution by turning
a clump of particles that are denser than a critical value (see Table 4.2) into sink particles. The
newly formed sink particles also carry the same accreting conditions as those used for the central
stars (see Section 2.1.7 for details). In these calculations, the central star and other sink particles
formed are modelled using an accretion radius of 1 AU i.e. I assume that any gas within 1 AU
of the sink particle can potentially be accreted onto it. Once formed, a planetary core typically
accretes from a radius on the order of the Hill radius,





where mp and a are the mass and semi-major axis of the protoplanet, respectively, and M⋆ is the
mass of the central star. As will be shown in Section 4.4.2, the masses of the fragmenting clumps
are initially ≈ O(1)MJ. The first fragments that form in a disc (that I eventually simulate using sink
particles) form between 20 and 70 AU. For a 1.5M⊙ star and a 1MJ fragment forming between 20
and 70 AU, RH ≈ 1 − 4 AU. Therefore using an accretion radius of 1 AU is reasonable but also
conservative enough so that the final mass of the fragments are not overestimated. Note that I also
carry out simulations with lower star masses such that M⋆ ≈ 0.7 − 0.9M⊙. However, the Hill
radius is still similar to the above estimate since the star mass is cube-rooted in equation 4.1.
4.3 Simulations
4.3.1 Disc setup
The HR 8799 system has been observed to have a debris disc with an inner warm component
between ≈ 6 − 15 AU, a planetesimal disc between ≈ 90 − 300 AU and an outer halo between
≈ 300 − 1000 AU (Su et al. 2009). Since the planets are observed at projected separations of 24,
38 and 68 AU (Marois et al. 2008), I carry out simulations of discs whose radial extent is 1 < R <
100 AU using 250,000 SPH particles. Since the metallicity of HR 8799 is a factor of three smaller
than that of the Sun, I simulate discs with opacities that are a maximum of 0.3 times the interstellar
Rosseland mean values. I also carry out simulations where the opacities are 0.1 and 0.2 times the
interstellar Rosseland mean values which may be the case if grain growth has also occurred in the
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Simulation Qmin M⋆ Mdisc Mdisc L p Opacity Fragment Sink? Fragment
name [M⊙] [M⊙] /M⋆ [L⊙] scaling radius time
factor [AU] [yrs]
Mstar1.5-Q1.1-p1.75-0.3IS 1.1 1.5 1.2 0.8 4.3 1.75 0.3 - -
Mstar1.5-Q1.1-p1.75-0.1IS 1.1 1.5 1.2 0.8 4.3 1.75 0.1 < 15 AU 390
Mstar1.5-Q1-p1.75-0.3IS 1 1.5 1.3 0.9 4.3 1.75 0.3 - -
Mstar1.5-Q1-p1.75-0.1IS 1 1.5 1.3 0.9 4.3 1.75 0.1 < 15 AU 388
Mstar1.5-Q0.9-p1.75-0.3IS 0.9 1.5 1.4 0.9 4.3 1.75 0.3 < 20 AU 723
Mstar1.5-Q0.9-p1.75-0.2IS 0.9 1.5 1.4 0.9 4.3 1.75 0.2 < 15 AU 325
Mstar1.5-Q0.9-p1.75-0.1IS 0.9 1.5 1.4 0.9 4.3 1.75 0.1 < 15 AU 297
Mstar1.5-Q1.1-p1.5-0.1IS 1.1 1.5 0.8 0.5 4.3 1.5 0.1 - -
Mstar1.5-Q1-p1.5-0.1IS 1 1.5 0.9 0.6 4.3 1.5 0.1 - -
Mstar1.5-Q0.9-p1.5-0.3IS 0.9 1.5 0.9 0.6 4.3 1.5 0.3 - -
Mstar1.5-Q0.9-p1.5-0.1IS 0.9 1.5 0.9 0.6 4.3 1.5 0.1 - -
Mstar1.5-Q0.8-p1.5-0.3IS 0.8 1.5 1.1 0.7 4.3 1.5 0.3 8-30 AU 2274
Mstar1.5-Q0.7-p1.5-0.3IS 0.7 1.5 1.2 0.8 4.3 1.5 0.3 25-60 AU Y 700
Mstar1.5-Q0.7-p1.5-0.1IS 0.7 1.5 1.2 0.8 4.3 1.5 0.1 55-65 AU Y 700
Mstar1.5-Q0.9-p1.25-0.1IS 0.9 1.5 0.7 0.5 4.3 1.25 0.1 - -
Mstar1.5-Q0.7-p1.25-0.1IS 0.7 1.5 0.9 0.6 4.3 1.25 0.1 - -
Mstar0.8-Q1-p1.75-0.3IS 1 0.8 0.8 1.0 1.45 1.75 0.3 - -
Mstar0.8-Q1-p1.75-0.1IS 1 0.8 0.8 1.0 1.45 1.75 0.1 < 15 AU 348
Mstar0.7-Q0.9-p1.75-0.3IS 0.9 0.7 0.9 1.3 1.45 1.75 0.3 - -
Mstar0.7-Q0.9-p1.75-0.1IS 0.9 0.7 0.9 1.3 1.45 1.75 0.1 < 10 AU 243
Mstar0.9-Q0.9-p1.5-0.1IS 0.9 0.9 0.7 0.8 2 1.5 0.1 - -
Mstar0.8-Q0.8-p1.5-0.1IS 0.8 0.8 0.7 0.9 1.7 1.5 0.1 - -
Mstar0.8-Q0.7-p1.5-0.3IS 0.7 0.8 0.8 1.0 1.7 1.5 0.3 - -
Mstar0.8-Q0.7-p1.5-0.1IS 0.7 0.8 0.8 1.0 1.7 1.5 0.1 50-65 AU Y 1275
Mstar0.9-Q0.7-p1.25-0.1IS 0.7 0.9 0.7 0.8 2 1.25 0.1 - -
Mstar0.9-Q0.6-p1.25-0.1IS 0.6 0.9 0.6 0.7 2 1.25 0.1 - -
Table 4.1: Summary of the simulations carried out. The opacity scalings refer to multiples of
interstellar Rosseland mean opacity values as described in Section 3.2.1. Qmin refers to the mini-
mum value of the Toomre parameter (at the outer edge of the disc) at the start of the simulation.
The luminosity has been determined using the stellar evolution models of Siess et al. (2000, Ap-
pendix C). p refers to the initial surface mass density, Σ, profile in the disc where Σ ∝ R−p.
The penultimate column indicates if the simulation has been run with sink particles to follow the
evolution of the fragments further (more details of these simulations can be found in Table 4.2).
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Figure 4.1: Initial Toomre stability profiles for the simulations carried out with a constant star
mass, M⋆ = 1.5M⊙, and a surface mass density profile, Σ ∝ R−3/2 set up so that the minimum
value of the Toomre parameter at the outer edge, Qmin = 1.1 (solid line), 1.0 (dotted line), 0.9
(short dashed line), 0.8 (long dashed line) and 0.7 (dot-short dashed line). The critical value of
Qcrit ≈ 1 is also marked. Many of these discs are so massive that they are initially Toomre unstable.
However, the internal heating processes cause the discs to heat up so that rapid fragmentation due
to the unstable initial conditions does not occur.
disc. I assume the initial and boundary temperature profile to be T ∝ R−1/2, and set the absolute
value of the temperature from the luminosity, L, of the central star (using L = 4πR2σT 4, where σ is
the Stefan-Boltzmann constant). I carry out two separate sets of simulations: the first simulations
assume that the mass of the central star remained constant over time (i.e. the mass of the star when
the planets formed was similar to its observed mass today), while the second approach assumes
that the star mass will have grown over time. Table 4.1 summarises the simulations presented in
this chapter and the key results in terms of fragmentation. If the HR 8799 system was to have
formed by gravitational instability, the disc would have had to have been Toomre unstable. I have
therefore chosen initial disc setups with low Toomre stability values to allow the discs to have
some chance of fragmenting. However, this does not guarantee fragmentation since the cooling
rate also needs to be high (Gammie 2001; Rice et al. 2005; Chapter 3).
4.3.2 Constant star mass
The simulations with a constant star mass assume that the mass of the star when the planets formed
was similar to its current mass (and therefore aside from planet formation, I assume that the re-
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mainder of the disc is dispersed and not accreted onto the central star). Using the stellar evolution
models of Siess et al. (2000, Appendix C) for metallicity, Z = 0.01, I find that the star’s luminosity
at an age of 1 Myr would have been L = 4.3L⊙. Note that I choose not to use the outcome of
the stellar evolution model at a time earlier than 1 Myr because the result from the model may
be very dependent on initial model conditions. I initially set up discs with a uniform Toomre sta-
bility profile over the entire radial range of the disc (so that Σ ∝ R−7/4) with Q = 1.1 and 1.0.
The luminosity and the Toomre stability value sets these disc masses to Mdisc = 1.2 and 1.3M⊙,
respectively, and I run these simulations with opacity values that are 0.3 and 0.1 times the interstel-
lar Rosseland mean values (simulations Mstar1.5-Q1.1-p1.75-0.3IS, Mstar1.5-Q1.1-p1.75-0.1IS,
Mstar1.5-Q1-p1.75-0.3IS and Mstar1.5-Q1-p1.75-0.1IS). I also set up another disc with the same
surface mass density profile but with Q = 0.9 over the entire radial extent of the disc such that
Mdisc = 1.4M⊙, and evolve this disc with opacity values of 0.1, 0.2 and 0.3 times the interstellar
Rosseland mean values (simulations Mstar1.5-Q0.9-p1.75-0.1IS, Mstar1.5-Q0.9-p1.75-0.2IS and
Mstar1.5-Q0.9-p1.75-0.3IS, respectively).
Concurrently to the simulations carried out for this chapter, I also carried out the simula-
tions in Chapter 5. These show that the surface mass density profile plays a key role in where
fragmentation occurs in a disc, with steeper surface mass density profiles promoting fragmenta-
tion in the inner regions. I therefore also simulate discs with two different shallower surface mass
density profiles, Σ ∝ R−3/2 and Σ ∝ R−5/4, (keeping the initial and boundary absolute temperature
and profile the same, using L = 4.3L⊙). This results in an initial Toomre stability profile that de-
creases with radius such that Q ∝ R−1/4 and Q ∝ R−1/2, respectively. For the intermediate surface
mass density profile, Σ ∝ R−3/2, I set up two discs with minimum values of Q at the outer edge of
the discs, Qmin = 1.1 and 1.0 (with disc masses Mdisc = 0.8 and 0.9M⊙, respectively) which I run
using opacity values that are 0.1 times the interstellar Rosseland mean values. I also set up two
discs with Qmin = 0.9 and 0.7 such that the disc masses are 0.9 and 1.2M⊙, respectively, and I run
these for opacity values of 0.1 and 0.3 times the interstellar Rosseland mean values. In addition,
I simulate a disc with Qmin = 0.8 (Mdisc = 1.1M⊙) using a value of 0.3× the interstellar opacity
values. Figure 4.1 shows the initial Toomre stability profiles for the discs with Σ ∝ R−3/2 and
various values of Qmin. It can be seen that many of the discs start off in a state such that they are
Toomre unstable in the outer regions of many of the discs but as seen in Chapter 3, the discs heat
up due to the internal heating processes. It is therefore important to note that the fragmentation
that is seen does not take place immediately as a result of the initial conditions.
Finally, I decrease the surface mass density profile further and set up discs with Σ ∝ R−5/4
such that the disc mass is more spread out. I set up two discs where Qmin = 0.9 and 0.7, which have
disc masses of 0.7 and 0.9M⊙, respectively (simulations Mstar1.5-Q0.9-p1.25-0.1IS and Mstar1.5-
Q0.7-p1.25-0.1IS, respectively) which are run using opacities that are 0.1 times the interstellar
Rosseland mean values.
4.3.3 Evolving star mass
The second approach assumes that 90% of the disc material was eventually accreted onto the star
while ≈ 10% was driven away from the system by jets and outflows (and a negligible amount went
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into forming planets) and hence:
M⋆,today = M⋆,1Myr + Mdisc − Mjets
= M⋆,1Myr + 0.9Mdisc.
(4.2)
I set M⋆,today = 1.5M⊙ according to observations of HR 8799 (Gray & Kaye 1999). The luminosity
at an age of 1 Myr, L, determines the mass of the star at that age. For a given surface mass density
profile and initial Toomre stability value at the outer edge of the disc, Qmin, the luminosity at an
age of 1 Myr also sets the disc mass. I use the stellar evolution models of Siess et al. (2000,
Appendix C) for metallicity, Z = 0.01, to determine the values of L, M⋆,1Myr and Mdisc, and do
this by finding the value of the luminosity at an age of 1 Myr, from the stellar evolution models,
that allows equation 4.2 to be satisfied.
As with the simulations with constant star mass, I carry out simulations firstly with surface
mass density profiles, Σ ∝ R−7/4, such that the initial Toomre stability profile is uniform throughout
the disc. These are set up so that Qmin = 1.0 and 0.9, i.e. with Mdisc = 0.8 and 0.9M⊙ around
stars with masses 0.8 and 0.7M⊙, respectively, so that the disc to star mass ratios are ≥ 1.0. The
stars have luminosities, L = 1.45L⊙. The discs are run for both 0.3 and 0.1 times the interstellar
Rosseland mean opacity values.
I also simulate discs with surface mass density profiles, Σ ∝ R−3/2. The discs with Qmin =
0.9 and 0.8 (Mdisc = 0.7 simulated around star masses of 0.9 and 0.8M⊙ with luminosities L = 2
and 1.7L⊙, respectively) are run with opacity values of 0.1 times the interstellar values. I also set
up a further disc with Mdisc = 0.8M⊙ around a 0.8M⊙ (with Qmin = 0.7 and L = 1.7L⊙) and run
this for both values of 0.3 and 0.1 times the interstellar opacity values.
Finally, I simulate discs with even shallower surface mass density profiles with Σ ∝ R−5/4:
I model a central star with M⋆ = 0.9M⊙ (so that L = 2L⊙) surrounded by discs with Mdisc = 0.7
and 0.6M⊙ (such that Qmin = 0.7 and 0.6, respectively). These discs are simulated with opacity
values of 0.1 times the interstellar Rosseland mean values.
4.4 Results
4.4.1 Fragment locations and required disc masses
Surface mass density profile, Σ ∝ R−7/4
The initial simulations are carried out with a disc set up such that the initial Toomre stability
parameter, Q, is constant over the entire radial extent of the disc. I find that for the discs with
initial Q values of 1.1 and 1.0, the discs around 1.5M⊙ stars do not fragment for opacity values of
0.3 times the interstellar values and instead settle into a state where Q > 1 (Figure 4.2). Figure 4.3
shows the temperature rendered cross-sectional view of the disc in simulation Mstar1.5-Q1-p1.75-
0.3IS which clearly shows that the temperature of the disc midplane is hotter than the boundary
temperature. As observed in Chapter 3, for higher opacities, the energy is unable to stream out
of the disc very fast and consequently, the disc is unable to cool rapidly enough. However, when
both of these discs are simulated using a lower value of the opacity (0.1× the interstellar values),
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Figure 4.2: Final Toomre stability profiles of the discs with initially constant values of Q = 1.1
(solid line, Mdisc = 1.2M⊙, simulation Mstar1.5-Q1.1-p1.75-0.3IS) and 1.0 (dotted line, Mdisc =
1.3M⊙, simulation Mstar1.5-Q1-p1.75-0.3IS) for the simulations carried out with a constant star
mass, M⋆ = 1.5M⊙, and a surface mass density profile, Σ ∝ R−7/4 and with opacity values that are
0.3× the interstellar values. The internal heating is too high for the disc to maintain low Toomre
stability values.
Figure 4.3: Temperature rendered cross-sectional plot of the final disc in simulation Mstar1.5-Q1-
p1.75-0.3IS. The internal heating is too high for the disc to maintain a state of thermal equilibrium
with the boundary temperature (set by irradiation from the star) as the surface over most of the disc
is colder. The simulation uses opacity values that are 0.3× the interstellar values and simulates a
1.3M⊙ disc with a surface mass density profile, Σ ∝ R−7/4, around a 1.5M⊙ star. Temperature units
are in Kelvin.
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Figure 4.4: Surface mass density (left panel) and temperature (right panel) profiles at the start
(solid line) and a short while before fragmentation (t = 373 yrs; dotted line) of simulation
Mstar1.5-Q1.1-p1.75-0.1IS (a 1.2M⊙ disc with Σ ∝ R−7/4 surrounding a star with M⋆ = 1.5M⊙).
The solid line in the temperature graph also represents the boundary temperature. While the tem-
perature in the disc increases, the restructuring of the disc (due to mass transport as a result of
gravitational torques) allows it to attain a low Toomre stability parameter at . 15 AU, thus allow-
ing it to eventually fragment. The fragmenting disc is shown in Figure 4.5.
the discs are able to cool rapidly enough to fragment (within 400 yrs). This is also the case
for the equivalent simulation with initial Q = 1.1 (simulation Mstar1.5-Q1.1-p1.75-0.1IS) but is
somewhat unexpected for this disc since as discussed in Chapter 3, it is expected that the lowest
temperature that the disc can adopt would be the boundary temperature and hence the lowest value
of Q after it has evolved would be 1.1. It is therefore expected that this disc would not be able to
fragment (though this value is also not too far from the critical value, Qcrit ≈ 1). However, I find
that the high disc mass causes gravitational torques that cause mass transport in the disc and hence
results in the disc restructuring itself (Figure 4.4) and so even though the temperature increases in
the disc, the surface mass density increase as matter moves inwards, causes the value of Q to be
reduced enough so that fragmentation occurs. In this particular case, the fragments form out of a
single, dense spiral arm (Figure 4.5).
Simulations Mstar1.5-Q0.9-p1.75-0.3IS, Mstar1.5-Q0.9-p1.75-0.2IS and Mstar1.5-Q0.9-
p1.75-0.1IS, employ the same disc setup as the above described discs but are slightly more massive
(1.4M⊙) and are run with values of 0.3, 0.2 and 0.1 times the interstellar opacity values. All three
discs fragment but the disc with 0.1× the interstellar opacity values fragments quicker (within
≈ 300 yrs, compared to ≈ 325 yrs and ≈ 725 yrs for 0.2× and 0.3×, respectively). This is as
expected since lower opacity values allow the energy to stream out of the disc much more rapidly
and therefore, it is able to maintain a state of thermal equilibrium with its boundary much more
quickly. Figure 4.6 illustrates the final state of these discs which shows that as the opacity is
increased, the number of fragments appears to decrease (though it is important to note that the
simulations have been run for different lengths of time).
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Figure 4.5: Surface mass density rendered image of an initially 1.2M⊙ disc with surface mass
density profile, Σ ∝ R−7/4 (such that Q = 1.1), surrounding a 1.5M⊙ star (simulation Mstar1.5-
Q1.1-p1.75-0.1IS), at time t = 398 yrs. The fragments form out of a single dense spiral arm. The
surface mass density and temperature profiles for this disc a short while before fragmentation are
shown in Figure 4.4.
Figure 4.6: Surface mass density rendered images of the discs in simulations Mstar1.5-Q0.9-
p1.75-0.1IS (left panel), Mstar1.5-Q0.9-p1.75-0.2IS (middle panel) and Mstar1.5-Q0.9-p1.75-
0.3IS (right panel). The simulations are identical except that they have been run with opacity
scalings of 0.1 (left panel), 0.2 (middle panel) and 0.3 (right panel). The simulation with the lower
opacity fragments quicker and qualitatively appears to produces more fragments than those with a
higher opacity, though the simulations have also been run for different lengths of time.
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Figure 4.7: Final Toomre stability profiles of the discs with initially constant values of Q = 1 (solid
line, Mdisc = 0.8M⊙, simulation Mstar0.8-Q1-p1.75-0.3IS) and 0.9 (dotted line, Mdisc = 0.9M⊙,
simulation Mstar0.7-Q0.9-p1.75-0.3IS) for the simulations carried out with an evolved star mass,
M⋆ = 0.8 and 0.7M⊙, respectively. The discs have a surface mass density profile, Σ ∝ R−7/4, and
are modelled using opacity values that are 0.3× the interstellar values. The discs do not fragment
but settle into a state where the Toomre stability parameter, Q ≈ 1, over a large portion of the disc.
The simulations carried out assuming an evolved star mass show that using opacities with
values 0.3× the interstellar values, the discs do not fragment at all. However, the Toomre stability
profiles do begin to approach a state where Q ≈ 1 (Figure 4.7). On the other hand, the simulations
with opacity scalings of 0.1 do fragment. Figure 4.8 shows that while the temperature increases
in both the discs with Qmin = 0.9 (more so in the case where the opacity scaling is 0.3), the disc
modelled using a scaling of 0.1 does not restructure itself as it fragments rapidly whereas the
disc modelled using a scaling of 0.3 does not fragment and has time to restructure itself. In the
fragmenting case (simulation Mstar0.7-Q1-p1.75-0.1IS), the fragments form out of a single spiral
arm (Figure 4.9).
In all the simulations carried out with a surface mass density profile of Σ ∝ R−7/4, the
fragments form at small radii, R < 20 AU, regardless of whether the discs were setup assuming
a constant star mass or assuming the star mass evolved. This radius is too small for the observed
HR 8799 planetary system.
Surface mass density profile, Σ ∝ R−3/2
In Chapter 5 (which was carried out concurrently to this chapter), I show that a shallower surface
mass density profile promotes fragmentation further out in a disc. Given that the fragments that
form in the discs with surface mass density profile, Σ ∝ R−7/4, form at smaller radii than required
for the observed HR 8799 system, I carry out simulations of discs with a shallower profile, Σ ∝
R−3/2. I find that while for a steeper surface mass density profile, discs with Qmin = 1.1, 1.0 or 0.9
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Figure 4.8: Surface mass density (left panel) and temperature (right panel) profiles at the start
(solid line) and at a later time for a 0.9M⊙ disc around a 0.7M⊙ star (with Qmin = 0.9 and L =
1.45L⊙) modelled using opacity scalings of 0.3 (dotted line, simulation Mstar0.7-Q0.9-p1.75-
0.3IS) and 0.1 (dashed line, simulation Mstar0.7-Q0.9-p1.75-0.1IS) for the inner 40 AU of the
disc. The graphs for a scaling of 0.1 have been produced at a time shortly before fragmentation.
The temperature in both discs increases significantly compared to the initial and boundary value
(solid line). In the non-fragmenting case, the disc restructures itself significantly but does not
fragment, while in the fragmenting case, the fragments form too rapidly before much restructuring
can take place.
Figure 4.9: Surface mass density rendered image of an initially 0.9M⊙ disc with surface mass
density profile, Σ ∝ R−7/4 (such that Q = 1), surrounding a 0.7M⊙ star (simulation Mstar0.7-Q1-
p1.75-0.1IS), at time t = 350 yrs. The fragments form out of a single dense spiral arm.
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are able to fragment using opacities that are 0.1× the interstellar values (assuming a constant star
mass, M⋆ = 1.5M⊙), for a shallower surface mass density profile with the same values of Qmin,
the discs are unable to fragment since the combination of the decreased disc mass as well as the
initial setup of the disc mass being less concentrated in any one area (due to the shallower surface
mass density profile) causes fragmentation to be suppressed.
Figure 4.10 (top left panel) shows the Toomre stability profile for simulation Mstar1.5-
Q0.9-p1.5-0.1IS which shows that Q is marginally less than unity between R = 55 − 70AU. This
is partly because the disc temperature has decreased below the boundary value at radii larger
than ≈ 60 AU (Figure 4.10, bottom panel), but primarily because the disc has restructured itself.
Figure 4.10 (top right panel) shows a plot of the surface mass density profile at the start and at
a time, t = 3172 yrs. It can be seen that over time, the mass flows to smaller radii causing the
surface mass density to increase in most of the disc. However, while it causes the Toomre stability
parameter to decrease over most of the disc compared to the initial profile, this is not sufficient
enough to cause it to fragment.
On the other hand, increasing the disc mass such that Qmin = 0.8 (i.e. Mdisc = 1.1M⊙, sim-
ulation Mstar1.5-Q0.8-p1.5-0.3IS) allows fragmentation to occur (with opacities that are 0.3× the
interstellar values). However, while the fragments form in regions further out than for a disc with
a steeper surface mass density profile (simulation Mstar1.5-Q0.9-p1.75-0.3IS), the fragments still
form too close to the central star (R ≈ 8−30 AU). Upon increasing the disc mass to Mdisc = 1.2M⊙
such that Qmin = 0.7 (simulation Mstar1.5-Q0.7-p1.5-0.3IS), I find that the disc does fragment,
close to the region where the HR 8799 planets are observed at. Figure 4.11 shows an image of
this disc once the first three fragments have formed. They initially form at ≈ 25, 49 and 60 AU
in sequence starting from the outermost fragment first. This figure shows the evolved state of
the disc once the fragments have been replaced by sink particles, represented by black stars (see
Section 4.4.2).
For the simulations that assume an evolving star mass, while a disc with Qmin = 0.9 frag-
ments if Σ ∝ R−7/4 (with 0.1× the interstellar opacity values), the disc with the same value of
Qmin does not fragment with a shallower surface mass density profile of Σ ∝ R−3/2 (simulation
Mstar0.9-Q0.9-p1.5-0.1IS). For this simulation as well as simulations Mstar0.8-Q0.8-p1.5-0.1IS
and Mstar0.8-Q0.7-p1.5-0.3IS, the Toomre stability values over most of the disc are close to Q ≈ 1
(Figure 4.12). For the simulation where Qmin = 0.9, the Toomre parameter for most of the disc is
smaller than the initial value (Figure 4.13, top left panel). Figure 4.13 (bottom panel) shows that
the temperature has increased from the initial value for most of the disc and therefore, the reduced
Toomre stability values are due to the change in surface mass density due to the movement of the
mass in the disc (Figure 4.13, top right panel).
Comparing simulations Mstar0.8-Q0.7-p1.5-0.3IS and Mstar0.8-Q0.7-p1.5-0.1IS, the discs
used are identical with Qmin = 0.7 (Mdisc = 0.8M⊙ around a 0.8M⊙ star with L = 1.7L⊙). This
disc is simulated using opacities that are 0.3 and 0.1 times the interstellar Rosseland mean values.
I find that the former case does not fragment, but the latter case does. The three fragments that
form do so out of a single dense spiral arm. They form close together at ≈ 50, 57 and 65 AU
(Figure 4.14, top panel). It is interesting to note that for the evolving mass cases, the fragmenting
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Figure 4.10: Toomre stability (top left panel), surface mass density (top right panel) and tem-
perature (bottom panel) profiles of the initial (solid line) and final (dotted line) state of the disc
in simulation Mstar1.5-Q0.9-p1.5-0.1IS which is a 0.9M⊙ disc surrounding a 1.5M⊙ star (with
Qmin = 0.9). This simulation was carried out using opacity values that are 0.1× the interstellar
Rosseland mean values. The initial temperature profile is also the same as the boundary profile
set by the irradiation from the central star. Q is marginally less than the critical value between
R ≈ 55 − 70 AU. Though the final temperature (dotted line) is mostly higher than the boundary
temperature (solid line), the final Toomre stability profile is below the initial value since the disc
has restructured itself such that the surface mass density in the final state (dotted line) is higher
than the initial surface mass density (solid line) for most of the disc. The high gravitational torques
in the disc causes mass transport which results in the restructuring. The critical value of Qcrit ≈ 1
is also marked on the Toomre stability plot.
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Figure 4.11: Surface mass density rendered image of the fragmenting disc in simulation Mstar1.5-
Q0.7-p1.5-0.3IS at t = 1125 yrs. The central star and the fragments are represented by black stars.
The fragments form at ≈ 25, 49 and 60 AU and evolve to ≈ 19, 48 and 77 AU, respectively, i.e. a
little more spread out than the locations of the observed HR 8799 planets.
simulations have all involved large disc to star mass ratios (& 1).
Surface mass density profile, Σ ∝ R−5/4
A small number of simulations were performed with a surface mass density profile, Σ ∝ R−5/4.
I found that none of these simulations showed any signs of fragmentation (regardless of the as-
sumption of the evolution of the mass of the central star). For a particular value of the minimum
Toomre parameter at the outer edge of the disc, Qmin, the total disc mass for a shallower surface
mass density profile will be smaller than for a steeper surface mass density profile. In Chapter 5, I
show that the disc mass does play a part in whether fragmentation occurs, with a higher disc mass
promoting fragmentation. In addition, a steeper surface mass density profile allows more mass
to be concentrated in the inner regions thus promoting fragmentation in those areas. I find that
indeed, the discs modelled with a shallow surface mass density profile, Σ ∝ R−5/4, are unable to
fragment, even though the minimum values of the Toomre parameter at the outer edge are as low
as Qmin = 0.6 − 0.9. This therefore means that if the disc that surrounded HR 8799 had a shallow
surface mass density profile, then this disc would have been very Toomre unstable (with a mass
larger than Mdisc ≈ 0.6 − 0.9M⊙).
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Figure 4.12: Toomre stability profiles of the final state of the discs with surface mass density
profiles, Σ ∝ R−3/2, in simulations Mstar0.9-Q0.9-p1.5-0.1IS (Mdisc = 0.7M⊙, M⋆ = 0.9M⊙,
Qmin = 0.9, solid line), Mstar0.8-Q0.8-p1.5-0.1IS (Mdisc = 0.7M⊙, M⋆ = 0.7M⊙, Qmin = 0.8,
dotted line) and Mstar0.8-Q0.7-p1.5-0.3IS (Mdisc = 0.8M⊙, M⋆ = 0.8M⊙, Qmin = 0.7, dashed
line). The former two simulations are run with opacity scalings of 0.1 while the latter simulation
is run with a scaling of 0.3. The discs have settled into a marginally stable state with Q ≈ 1. The
critical value of Qcrit ≈ 1 is also marked.
Simulation Qmin M⋆ Mdisc Mdisc L p Opacity Max. Final Final ρcrit
name [M⊙] [M⊙] /M⋆ [L⊙] scaling sink no of sim. [g/cm2]
factor mass frag. time
[MJ] [yrs]
Mstar1.5-Q0.7-p1.5-0.3IS 0.7 1.5 1.2 0.8 4.3 1.5 0.3 48 35 1328 1 × 10−5
Mstar1.5-Q0.7-p1.5-0.1IS 0.7 1.5 1.2 0.8 4.3 1.5 0.1 22 23 907 1.9 × 10−5
Mstar0.8-Q0.7-p1.5-0.1IS 0.7 0.8 0.8 1.0 1.7 1.5 0.1 58 12 1663 1 × 10−5
Table 4.2: Summary of the simulations carried out with sink particles. The opacity scalings refer
to multiples of interstellar Rosseland mean opacity values as described in Section 3.2.1. Qmin
refers to the minimum value of the Toomre parameter (at the outer edge of the disc) at the start of
the simulation. The maximum sink mass is the largest mass sink particle that is present at the final
simulation time.
4.4. RESULTS 102
Figure 4.13: Toomre stability (top left panel), surface mass density (top right panel) and temper-
ature (bottom panel) profiles of the initial (solid line) and final (dotted line) state of the discs in
simulation Mstar0.9-Q0.9-p1.5-0.1IS. This simulation involves a 0.7M⊙ disc with surface mass
density profile, Σ ∝ R−3/2 (such that Qmin = 0.9), around a 0.9M⊙ star. The initial temperature
profile is also the same as the boundary profile set by the irradiation from the central star. The
temperature has increased over most of the disc and therefore it is the increase in surface mass
density that causes the final Toomre stability profile to be smaller than the initial for the majority
of the disc. The critical value of Qcrit ≈ 1 is also marked on the Toomre stability plot.
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Figure 4.14: Surface mass density rendered images of the fragmenting disc in simulation Mstar0.8-
Q0.7-p1.5-0.1IS at t = 1300 yrs (top panel) and t = 1550 yrs (bottom panel). The three fragments
form close together at 50, 57 and 65 AU in a single dense spiral arm (top panel), but then evolve
to radii of 29, 50 and 61 AU, i.e. within the radii range that the HR 8799 planets are observed
(bottom panel). In the bottom panel, the fragments have been replaced by sink particles which,
along with the central star, are represented by black stars.
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Figure 4.15: Surface mass density rendered image of the fragmenting disc in simulation Mstar1.5-
Q0.7-p1.5-0.3IS (a 1.2M⊙ disc surrounding a 1.5M⊙ star with initial Qmin = 0.7) at t = 1178 yrs.
The simulation was run using an opacity scaling of 0.3. After the first few fragments form (Fig-
ure 4.11), further fragmentation occurs in a single dense spiral arm. The fragments have been
replaced by sink particles which, along with the central star, are represented by black stars.
4.4.2 Growth and radial evolution of fragments
Table 4.2 summarises the results of those simulations that have been run beyond the fragmenting
stage using sink particles to follow the evolution of the fragments. In all the simulations carried
out, I find that the fragments form in the outer regions followed by subsequent fragmentation
occurring at a later time in the interior regions of the discs. In addition, I find that multiple
fragments form out of the same dense spiral arm.
Figure 4.11 shows the fragmenting disc in simulation Mstar1.5-Qmin0.7-p1.5-0.3IS (with
the fragments that have been turned into sink particles represented by black stars). The first three
fragments form at ≈ 25, 49 and 60 AU in sequence starting from the outermost fragment first. I
find that they evolve to ≈ 19, 48 and 77 AU, i.e. spanning a radial range greater than that of the
planets currently observed in the HR 8799 planetary system. I note the presence of fairly strong
spiral structures inside of ≈ 60 AU, particularly at small radii, suggesting that possible subsequent
fragmentation may take place. Indeed, further fragmentation does take place. Figure 4.15 shows
an image of further fragments forming out of one dense spiral arm, with the fragments that form
having been turned into sink particles). When the first three sink particles form, they have masses
of approx 1.2, 2 and 0.75MJ. However, by the time the fourth fragment forms (39 years after the
first fragment), the fragments grow in mass to ≈ 21, 9.7 and 8.3MJ respectively. With the exception
of the first fragment, these are close to the masses of observed HR 8799 planets. However, they
all grow to masses larger than 20MJ. At the end of the simulation, the maximum fragment mass is
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Figure 4.16: Surface mass density rendered image of the fragmenting disc in simulation Mstar1.5-
Q0.7-p1.5-0.3IS (a 1.2M⊙ disc surrounding a 1.5M⊙ star with initial Qmin = 0.7) at t = 1328 yrs.
The simulation was run using an opacity scaling of 0.3. Following the initial formation of the
fragments (Figure 4.11) and subsequent fragmentation (Figure 4.15), the formation of many more
fragments causes the disc to be completely disrupted. The fragments have been replaced by sink
particles which, along with the central star, are represented by black stars.
≈ 48MJ (at a time of 1328 years) and there is virtually no evidence of a disc having been present
since it has been completely disrupted by the formation of the planets (Figure 4.16).
Figure 4.17 shows the fragmenting disc in simulation Mstar1.5-Qmin0.7-p1.5-0.1IS (with
the fragments that have been turned into sink particles represented by black stars). The first four
fragments form at similar radii out of two spiral arms at 57, 62, 62 and 55 AU at t = 692, 708,
710 and 721 yrs, respectively. These fragments have initial masses of 0.6, 1, 1.4 and 0.9MJ,
respectively. By the time the fifth fragment forms at ≈ 44 AU (at t = 777 yrs), the first four
fragments have evolved to ≈ 50, 63, 68 and 51 AU respectively, i.e. the fragments closer to
the central star have moved to smaller radii whereas those at larger distances from the star have
moved further away from the star. This effect is likely to be due to a combination of dynamical
interactions between the planets as well as between the planets and the disc, in addition to gas drag.
Their masses have also grown significantly to ≈ 8.4, 7.5, 5.4 and 7.9MJ, respectively. Following
this, the spiral arms interior to this region become more dense and begin to fragment. By the end
of the simulation (907 yrs), the maximum mass that the sink particles reach is 20MJ and a total of
28 fragments are seen.
The simulations described above are identical to each other but were run using different
opacities. In Section 4.4.1, I suggested that an increased opacity causes the number of fragments
to be reduced. However, this does not appear to be the case when the simulations are run for longer
using sink particles.
In simulation Mstar0.8-Q0.7-p1.5-0.1IS (Qmin = 0.7 with a disc mass, Mdisc = 0.8M⊙
around a 0.8M⊙ star), the first three fragments that form do so out of a single dense spiral arm.
They form close together at ≈ 50, 57 and 65 AU (Figure 4.14, top panel). I find that they evolve
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Figure 4.17: Surface mass density rendered image of the fragmenting disc in simulation Mstar1.5-
Q0.7-p1.5-0.1IS (a 1.2M⊙ disc surrounding a 1.5M⊙ star with initial Qmin = 0.7) at t = 721 yrs.
The simulation was run using an opacity scaling of 0.1. The first fragments form at similar radii
(R ≈ 55 − 62 AU) out of two spiral arms. The fragments have been replaced by sink particles
which, along with the central star, are represented by black stars.
to ≈ 29, 50 and 61 AU within 250 yrs (Figure 4.14, bottom panel). The masses are initially ≈ 3, 2
and 1.8MJ, respectively, and by the time the fourth fragment forms, the masses are ≈ 17, 37 and
36MJ, respectively. Further fragments form at smaller radii as the simulation progresses and by
the end of the simulation (t = 1663 yrs), the maximum fragment mass is very large, ≈ 58MJ.
4.5 Discussion
The results presented here show that it is possible for fragments to form in the radial range of in-
terest of the HR 8799 planetary system (R ≈ 24−68 AU) but only if the disc masses are as high as
≈ 0.8− 1.2M⊙ (with disc to star mass ratios of between 0.8 and 1.1). In the case of the lower mass
disc, for fragmentation to occur, a reduction in the opacity is required, which is feasible if grain
growth has occurred such that a combination of a low metallicity and larger grain sizes cause the
overall reduced opacity. For the higher mass discs, fragmentation does occur in the radial range
required for the HR 8799 planetary system for both opacity values of 0.1× and 0.3× the interstellar
Rosseland mean values, though the first fragments that form in the former case are typically con-
centrated between R ≈ 50 and 68 AU. While I expect that more massive stars would harbour more
massive discs, these disc masses are much larger than expected. However, quite massive discs
have been observed early in the star formation process with masses ≈ 0.1M⊙ (Eisner & Carpenter
2006; Andrews & Williams 2007) and even larger disc masses up to ≈ 0.3M⊙ (Eisner & Carpenter
2006) (though the stellar masses for these discs are mostly in the range M⋆ ≈ 0.1−1.0M⊙), so such
large disc masses may be plausible early on. In Chapter 5 I show that fragmentation is promoted
if the disc to star mass ratio is effectively increased. The results presented here are consistent with
this conclusion since high disc to star mass ratios are required, but it is also important to note
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that this is dependent on the cooling rate (which, for example, may be determined by the opacity
scaling; Chapter 3) and the surface mass density profile. It is also important to note that I have
only considered the effects of the stellar luminosity in these simulations. However, given that the
discs are massive, the accretion luminosity is likely to be important and may therefore affect the
boundary temperature.
In addition, I find that a moderate surface mass density profile (Σ ∝ R−3/2 is needed for
fragments to form in the required range. If the surface mass density profile is too steep, the frag-
ments form too far in to describe the formation of the HR 8799 planets, whereas too shallow values
require the discs to be so gravitationally unstable to begin with that it is questionable whether the
discs would be able to reach such a state (without fragmenting) in the first place. However, even
when simulating the discs that show fragmentation in the radial range of interest, using sink parti-
cles, subsequent fragmentation does occur at small radii, so it may be the case that fragmentation
at small radii is unavoidable. This is somewhat counterintuitive given that previous work has
suggested that gravitational instability is only able to form planets at large distances. However,
previous simulations of gravitationally unstable discs typically do not consider the evolution be-
yond the fragmentation stage. In addition, this may be an artefact of the fact that massive discs
are being used in these simulations whereas previous simulations of gravitationally unstable discs
typically consider low mass discs (O(0.1)M⊙). Lodato & Rice (2005), however, consider the evo-
lution of massive discs (up to Mdisc = 1M⊙ around a 1M⊙ star so that the disc to star mass ratio
is 1) and find that the surface mass density changes during the evolution (whereas in low mass
discs, this is not the case, e.g. Lodato & Rice (2004) and Chapter 3). This is evident here (also
discussed later in Chapter 5) and as shown in many of the simulations presented in this chapter,
can even cause a disc to restructure itself such that it gets to the marginally stable state with Q ≈ 1
and may even fragment (simulation Mstar1.5-Q1.1-p1.75-0.1IS). Therefore, while in the previous
chapter, fragmentation was heavily dependent on the disc temperature and whether the disc is able
to cool enough to allow it to fragment, here, while the cooling is clearly important (since some
discs modelled with opacities that are 0.1× the interstellar values fragment while the equivalent
discs modelled with 0.3× do not), an additional factor to be considered is the restructuring of the
discs due to the mass transport resulting from the gravitational torques caused by the high disc
masses.
In addition, a number of simulations presented here show that multiple fragments form out
of a single spiral arm that is dense enough. This may be characteristic of fragmentation in massive
self-gravitating discs. Lodato & Rice (2005) show that massive discs (M ≥ 0.5M⊙) are dominated
by low order spiral modes. The images of discs presented in this chapter qualitatively agree with
this since the spirals are typically dominated by a smaller number of spiral arms than many tightly
wound spirals (as is the case with the simulations presented in Chapter 3, see Figure 3.6). Since the
densest part of the discs are indeed the spiral arms and it is in the dense regions that fragmentation
is likely to occur, it is somewhat unsurprising that multiple fragments form out of the same spiral
arm.
Aside from whether such massive discs exist in reality, the issue of growth of fragments into
planets needs to be investigated further. Kratter et al. (2010) showed analytically that if fragments
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formed, their subsequent evolution would cause them to grow to much larger masses than the
observed masses of the HR 8799 planets (for a disc with values of the effective viscosity that are
expected for a gravitationally unstable disc). With such high disc masses, it is certainly feasible
that the fragments may accrete a significant amount of matter since the Hill radius at such distances
is large. In my simulations, the fragment masses are initially approximately a few Jupiter masses
but the fragments continue to increase in mass as they accrete from the massive disc. In fact, they
grow very rapidly to sizes that are much larger than typical large mass planets and many exceed
the deuterium-burning limit of ≈ 13MJ (Spiegel et al. 2010) such that they would be classed as
brown dwarfs. This is in agreement with the simulations of Stamatellos & Whitworth (2009) who
modelled a system with a high disc to star mass ratio (Mdisc = M⋆ = 0.7M⊙) and found that many
more brown dwarfs formed than planetary mass objects and that if planetary mass objects do form,
then they accrete mass to end up with a final mass above the deuterium-burning limit. In addition,
the formation and growth of fragments occurs very rapidly (< 1700 yrs), and it is possible that the
discs do not last for very long if many fragments form.
The radial movement of the fragments is a further important evolutionary aspect to con-
sider. Given the dynamic activity of the disc once fragments form due to the movement of spiral
structures and the resulting mass transport, additional torques may be exerted onto the fragments
causing them to move to different radii, particularly when the fragments have just formed and are
not too massive. There is evidence of this behaviour here. In addition, such mass transport may
also cause the density in other regions to become enhanced and may result in further fragmenta-
tion. This is seen in the simulations carried out using sink particles since the spirals in the inner
regions become dense, after the formation of fragments in the outer regions, and later fragment.
For the initial simulations that did not use sink particles, the number of fragments that form
from the higher opacity simulations are fewer than the number in the low opacity simulations,
and these also take more time to form. This is somewhat intuitive (and also expected from the
results of Chapter 3) since a lower opacity allows energy to stream out of a disc much more
rapidly, thus allowing a disc to cool enough to fragment. However, when sink particles are being
considered, this does not necessarily appear to be the case. The sink particles may collectively
accrete so much of the disc mass that the cooling due to a lower opacity may not be the dominant
process that determines the evolution of the fragments: instead the evolution may be governed by
how much disc mass there is left to form fragments and the dynamical interactions between the
fragments, i.e. for subsequent fragmentation, the cooling in the disc may not be as critical as in
the earlier stages, but this needs to be investigated further.
Additionally, one might expect the maximum mass of a fragment to be inversely propor-
tional to the number of fragments (or equivalently, it is expected that the mass growth rate would
decrease with increasing number of fragments), since a larger number of fragments means that
more of the gas in the disc is subject to being accreted and hence any one fragment is unlikely to
grow too large compared to the other fragments. This is not necessarily the case here (compare
simulations Mstar1.5-Q0.7-p1.5-0.3IS and Mstar1.5-Q0.7-p1.5-0.1IS though this may also be an
artefact of the different values of the critical density used, see Table 4.2). Also, my simulations
show that more massive discs do not necessarily produce the most massive fragments (though they
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do seem to produce more fragments). However, a more thorough investigation is required since
the simulations have been run for different amounts of time following the fragmentation stage and
using different values of the critical density.
Finally, it is important to note that the trends identified here are generally independent of
the evolutionary assumptions of the central star mass.
Chapter 5
Fragmentation criteria extended:
physical factors affecting the
fragmentation boundary
5.1 Introduction
In Chapters 3 and 4, I carried out radiation hydrodynamical simulations to investigate the condi-
tions under which fragmentation may occur in self-gravitating discs, considering different opacity
values and taking into account the effects of stellar irradiation. In this chapter, I revisit previous
results on the fragmentation criteria of Toomre (1964), Gammie (2001) and Rice et al. (2005). In
Section 1.4.2, I review the two quantities that have historically been used to determine whether
a disc is likely to fragment. If the stability parameter (Toomre 1964), Q . 1, and if the cooling
timescale in units of the orbital timescale, β < βcrit, then the disc will fragment. In Section 1.4.2,
I also raise the question of whether a single value of βcrit (and therefore by equation 1.24, a single
value of αGI,max) indeed exists since the literature suggests that this may not necessarily be the
case for all discs.
However, there is a more fundamental question that arises from previous numerical studies
using a parameterised cooling method. In many simulations (e.g. Rice et al. 2003a, 2005; Clarke
et al. 2007), the fragments all form in the outer parts of the discs. If the fragmentation criterion for
a self-gravitating disc only depends on β, then if fragments form, one would expect them to form
at all radii since all radii have the same value of β. This implies that the cooling timescale is not
the only parameter on which fragmentation depends.
In this chapter, I investigate the criteria for fragmentation in greater detail. In Section 5.2 I
analytically investigate how fragmentation may be expected to depend on various disc parameters.
I test this analytical theory by carrying out global three-dimensional simulations, the numerical
setup of which I describe in Section 5.3. In Section 5.4 I make initial comparisons between my
simulations and previous simulations by Rice et al. (2005) as well as discussing the implications
of the disc setup. In Section 5.5, I present my simulations, the results of which I describe in
Section 5.6. I finally discuss my results in Section 5.7.
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5.2 Analytical view
As discussed in Section 1.4.2, for a disc to fragment one criteria is that the Toomre stability pa-
rameter, Q . 1. Making the approximation that κep ≈ Ω =
√
GM⋆/R3 and using H = cs/Ω, where
H is the isothermal scale height of the disc, the Toomre stability criterion becomes a condition on















The surface mass density of a disc can also be written in the form of a power-law, Σ = Σo(Ro/R)p,
where Σo is the surface mass density at radius Ro, and p is a constant for any one disc. Substituting












Equations 5.2 and 5.3 show the following:
(i) Increasing the disc mass or decreasing the star mass is likely to promote fragmentation
since a greater portion of the disc is likely to fulfill the above criteria.
(ii) The surface mass density profile may play a part in the fragmentation of a disc. If p = 2,
the disc is scale-free and each radius is equivalent to any other radius: the right hand side (RHS) of
equation 5.3 is constant with radius and the ratio of the cooling timescale to the orbital timescale, β,
is also a constant. Therefore, if the disc settles into a quasi-steady state where the internal heating
due to the gravitational instabilities balances the cooling, I expect Q also to be constant with radius
(i.e. the left hand side, LHS, of equation 5.3, H/R, is also a constant). Consequently, if p = 2,
either the entire disc should settle into a quasi-steady state or the entire disc should fragment. I
note that in a fragmenting disc, because the heating, cooling and fragmentation timescales are
all proportional to the dynamical timescale in the disc, the fragmentation should occur first (in
absolute terms) at small radii.
For p < 2, the RHS of equation 5.3 increases with radius. Although, H/R is likely to
increase with radius as well, since H/R will typically increase more slowly than the RHS of equa-
tion 5.3, this condition is more likely to be satisfied in the outer regions of a disc. Conversely, for
p > 2, the RHS of equation 5.3 decreases with radius and hence the condition is more likely to be
satisfied at small disc radii.
(iii) For a p < 2 disc with a low enough β such that it can fragment, the exact value of β
may determine how much of the disc satisfies condition 5.3. If the cooling in a disc is fast such
that β is small, the temperature and hence sound speed, cs will decrease more rapidly than in a
disc where β is higher. Consequently, since H ∝ cs, the aspect ratio will be lower at any particular
radius and hence the disc is more likely to satisfy condition 5.3 for smaller β. Since gravitational
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instability typically develops on a dynamical timescale, tdyn ∝ 1/Ω ∝ R3/2, the instability will
develop in the inner regions first and therefore fragmentation will first occur as close to the inner
regions as possible where the fragmentation criteria are satisfied. Since more of the disc satisfies
the above criteria for decreasing β, the radius at which the first fragment forms will also decrease.
I therefore expect the fragmentation radius to move inwards with more efficient cooling.
(iv) Crucially, equation 5.3 shows that the radius is important and that for a shallow surface
mass density profile (p < 2), there does not appear to be a limit for fragmentation (if the disc cools
fast enough): provided the disc is large enough, condition 5.3 will be satisfied (since typically, an
increase in H/R with radius will be much smaller than the increase in the RHS of equation 5.3).
5.3 Numerical setup
My simulations are carried out using an  code originally developed by Benz (1990) and further
developed by Bate, Bonnell, & Price (1995) and Price & Bate (2007). It is a Lagrangian hydrody-
namics code, ideal for simulations that require a large range of densities to be followed, such as
fragmentation scenarios.
I include the heating effects in the disc due to work done on the gas and artificial viscosity
to capture shocks. The cooling in the disc is taken into account using the cooling parameter, β
(equation 1.14), which cools the gas on a timescale given by equation 1.15.
In order to model shocks,  requires artificial viscosity. I use a common form of artificial
viscosity by Monaghan & Gingold (1983), which uses the parameters αSPH and βSPH. A corol-
lary of including artificial viscosity is that it adds shear viscosity and causes dissipation. If this
viscosity is too large, the evolution of the disc may be driven artificially, while if it is too small,
it will lead to inaccurate modelling of shocks (Bate 1995). As discussed in Section 2.1.5, various
values of the  parameters have been tested and I find that a value of αSPH ∼ 0.1 provides a good
compromise between these factors. Since typically, βSPH ≈ 2αSPH, I choose αSPH and βSPH to be
0.1 and 0.2, respectively, which are fixed throughout the simulations. Furthermore, my work will
begin with a comparison with Rice et al. (2005) and so I use the same values used by them. I use
an adiabatic equation of state with ratio of specific heats, γ = 5/3.
5.3.1 Numerical effects on fragmentation results
Rice et al. (2005) showed that for a disc with ratio of specific heats, γ = 5/3, the critical value of
the cooling timescale in units of the orbital timescale required for fragmentation is βcrit ∼ 6 − 7.
The  code used for the simulations presented in this thesis differs in the way the smoothing
length of the particles is set from that of Rice et al. (2005): whilst their code sets the smoothing
length by approximately fixing the number of neighbours that each particle has to ≈ 50, the current
version uses a variable smoothing length which does not fix the number of neighbours but allows
the smoothing length to be spatially adaptive whilst maintaining energy and entropy conservation
(Springel & Hernquist 2002; Monaghan 2002), with my particular implementation described by
Price & Bate (2007).
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Simulation β p q Qmin Initial Q profile Fragments?
name
Benchmark1 7 1 0.5 2 Decreasing Q n
Benchmark2 6.5 1 0.5 2 Decreasing Q n
Benchmark3 6 1 0.5 2 Decreasing Q n
Benchmark4 5.8 1 0.5 2 Decreasing Q n
Benchmark5 5.7 1 0.5 2 Decreasing Q n
Benchmark6 5.6 1 0.5 2 Decreasing Q n
Benchmark7 5.5 1 0.5 2 Decreasing Q y
Benchmark8 5 1 0.5 2 Decreasing Q y
Benchmark9 5 1 -1 2 Flat Q y
Benchmark10 6 1 -1 2 Flat Q n
Benchmark11 5 1 -1 1 Flat Q y
Table 5.1: Summary of the benchmarking simulations described in Section 5.4. p and q are the
initial surface mass density and temperature profiles, Σ ∝ R−p and T ∝ R−q, respectively. Simula-
tions Benchmark1-8 have been set up in the same way as Rice et al. (2005) whereas simulations
Benchmark9-11 have been set up with a uniform Toomre stability profile over the entire disc.
All explicit hydrodynamical simulations must limit the timestep based on the Courant con-
dition. My  code also applies a force condition and a viscous timestep condition (see Monaghan
1992 for a review). In the simulations presented here, since I apply an explicit cooling rate, it is





where Cβ is a constant less than unity. I investigate the effects of varying the constant Cβ on the
critical cooling timescale βcrit by testing values of Cβ = 0.3, 0.03 and 0.003. I find that this does
not have a significant effect on the fragmentation results and so I use Cβ = 0.3 for the simulations
presented here. However, the timestep criterion may become more important for small β or for
particles at small radii. Therefore, for those simulations carried out with small values of β (≤ 3)
or where fragmentation occurs at small radii (. 5 AU), the simulations have been repeated with
Cβ = 0.03 to confirm that this does not play a part in the results.
5.4 Benchmarking simulations
Table 5.1 summarises the parameters and fragmentation results of the simulations presented here.
Each simulation was run either beyond the point at which the disc attained a steady state (for > 6
outer rotation periods, ORPs), or until it fragmented.
The simulations presented by Rice et al. (2005) also used an  code. However, since the
way the smoothing length is set in my code differs to the code used by Rice et al. (2005), and since
it is uncertain as to whether their timestepping considered the cooling timescale, I simulate the
same disc that Rice et al. (2005) simulated in order to initially find the critical cooling timescale
in units of the orbital timescale, βcrit. This is done by setting up a 1 M⊙ star with a 0.1 M⊙ disc
made of 250,000  particles, spanning 0.25 ≤ R ≤ 25AU. The initial surface mass density
and temperature profiles of the disc are Σ ∝ R−1 and T ∝ R− 12 , respectively. The magnitudes of
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Figure 5.1: Azimuthally averaged values of the Toomre parameter for the initial discs with de-
creasing Toomre stability profile (simulations Benchmark1-8), set up in the same way as Rice
et al. (2005, solid line), and with a flat Q profile with Q = 2 (simulations Benchmark9-11; dotted
line). The critical value of Qcrit = 1 is also marked.
these are set such that the Toomre stability parameter (equation 1.7) at the outer edge of the disc,
Qmin = 2. This gives an aspect ratio, H/R ≈ 0.05. I model the 1 M⊙ star in the centre of the disc
using a sink particle (Bate et al. 1995). At the inner disc boundary, particles are accreted onto the
star if they move within a radius of 0.025 AU of the star or if they move into 0.025 ≤ R < 0.25AU
and are gravitationally bound to the star. At the outer edge, the disc is free to expand.
The simulation was run using a ratio of specific heats, γ = 5/3 and hence according to Rice
et al. (2005), βcrit ≈ 6 − 7. I find that the critical value is ≈ 5.6 since this is the lowest value of
β that the discs can have without fragmenting (compare simulations Benchmark1-8). According
to equation 1.24, this is equivalent to a critical value of the gravitational stress, αGI,max ∼ 0.07
which is similar to the value of ∼ 0.06 obtained by Rice et al. (2005). Given the differences be-
tween the codes, I consider this level of agreement acceptable. I therefore compare my remaining
simulations to this value of βcrit.
Figure 5.1 shows the initial Toomre stability profile of the Rice et al. (2005) disc (solid
line) that is replicated here. As a simulation is started, the disc heats up due to the heating from
gravitational instability, the resulting compression and viscous heating, and cools on the cooling
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Figure 5.2: Surface mass density rendered image of the first fragments forming in the simulations
using a decreasing Toomre stability profile (simulation Benchmark8, left image) and a disc set up
with a flat Q profile with Q = 2 (simulation Benchmark9, right image). The discs were run with
β = 5. In both cases the discs first fragment at Rf ≈ 20 AU confirming that the initial temperature
profile does not play a part in the evolution of the discs. The colour scale is a logarithmic scale
ranging from log Σ = −7 (dark) to −3 (light) M⊙/AU2.
timescale defined by the cooling parameter, β. Consequently, it is expected that the initial disc
temperature profile would not play a part in the resulting evolution of the disc. I therefore test this
by setting up a disc with the same surface mass density profile, Σ ∝ R−1, but with a temperature
profile, T ∝ R, so that its initial Toomre stability profile is flat (i.e. constant over the entire disc)
with Q = 2 (Figure 5.1; dotted line). These discs were run for β = 5 and 6. Figure 5.2 shows
the images of the evolved disc with decreasing Toomre stability profile and the flat Q disc, run
with a cooling time, β = 5 (simulations Benchmark8 and Benchmark9, respectively). The first
fragments form at ≈ 20 AU in both discs irrespective of the initial temperature profile. Figure 5.3
shows the final Toomre stability profiles of both discs run with β = 6 (simulations Benchmark3
and Benchmark10). Neither of these discs fragment and both discs evolve into a steady-state with
very similar Toomre stability profiles. It can be seen that the change in initial temperature profile
does not make a difference to the final results since with β = 5 both discs fragment at the same
radius and in the non-fragmenting cases, the final Toomre stability profiles are very similar. Since
the temperature in a disc evolves, it is reassuring that the initial temperature profile of the disc
does not play a part in the outcome.
As mentioned in Section 1.4.2, current wisdom is that according to fragmentation theory, if
the Toomre stability parameter is below unity and the timescale on which the disc cools is faster
than a critical value, then the disc should fragment. Therefore, if a disc was set up so that its
initial Toomre stability profile was flat with Q = 1, it would be expected that fragments would
form everywhere in the disc soon after the simulation is started. Figure 5.4 shows the results of
this simulation (Benchmark11). It can be seen that despite starting the simulation in a marginally
stable state where any part of the disc may fragment soon after the simulation is started, the disc
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Figure 5.3: Azimuthally averaged values of the Toomre parameter for the discs with initially
decreasing (solid line) and flat (dotted line) Toomre stability profiles (simulations Benchmark3
and 10, respectively). The discs were run with β = 6. Despite having different initial temperature
profiles, both discs reach a steady-state with very similar Toomre stability profiles, confirming
that the initial temperature does not play a part in the evolution of the discs. The critical value of
Qcrit = 1 is also marked.
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Figure 5.4: Surface density rendered image of the fragmenting disc in simulation Benchmark11
with an initial flat Q profile with Q = 1. The simulation was run with β = 5. Despite the initial
disc being in a state of marginal stability such that, in theory, any part of the disc may fragment,
the disc only fragments in the outer regions. The colour scale is a logarithmic scale ranging from
log Σ = −8 (dark) to −3 (light) M⊙/AU2.
only fragments in the outer regions. This illustrates that the disc fragmenting in the outer regions
cannot be related to the initial value of the Toomre stability profile, Q, and more importantly,
fragmentation cannot be a function of β alone.
5.5 Main simulations
In this section, I describe the initial conditions for all the individual numerical simulations I have
performed to test my analytical predictions from Section 5.2. Table 5.2 provides a summary of
the initial conditions as well as the radius at which the first fragment forms in the discs that do
fragment.
I set up a series of Reference discs with Mdisc = 0.1M⊙ consisting of 250,000  particles,
spanning 0.25 ≤ R ≤ 25AU, surrounding a 1M⊙ star, modelled using a sink particle. The inner
and outer radial disc boundaries have been set up in the same way as the benchmarking discs in
Section 5.4. All the discs in this section have been set up with a flat Q profile. Therefore, as the
surface mass density profile is varied, the initial temperature profile, q, is also varied accordingly,
where T ∝ R−q. The Reference discs have been set up so that Σ ∝ R−1 and T ∝ R, normalised
so that Q = 2. I highlight where I have differed from these initial conditions in the remaining
simulations.
The analytical work presented in Section 5.2 suggests that for shallow surface mass den-
sity profiles, p < 2, fragments would form in the outer regions of the discs, while for discs with
5.5. MAIN SIMULATIONS 118




name [M⊙/(AU)2] [M⊙] [M⊙] /M⋆ radius [AU]
[AU]
Reference-beta6 6 1 6.4 × 10−4 0.1 1 0.1 2 25 - -
Reference-beta5.5 5.5 1 6.4 × 10−4 0.1 1 0.1 2 25 22 1.4 × 10−2
Reference-beta5 5 1 6.4 × 10−4 0.1 1 0.1 2 25 20 1.3 × 10−2
Reference-beta4 4 1 6.4 × 10−4 0.1 1 0.1 2 25 20 1.3 × 10−2
Reference-beta3 3 1 6.4 × 10−4 0.1 1 0.1 2 25 8 5.1 × 10−3
Reference-beta2 2 1 6.4 × 10−4 0.1 1 0.1 2 25 3 1.9 × 10−3
Reference-beta1 1 1 6.4 × 10−4 0.1 1 0.1 2 25 2.5 1.6 × 10−3
p1.5-beta4 4 1.5 1.8 × 10−3 0.1 1 0.1 2 25 - -
p1.5-beta3.5 3.5 1.5 1.8 × 10−3 0.1 1 0.1 2 25 18 7.5 × 10−3
p1.5-beta3 3 1.5 1.8 × 10−3 0.1 1 0.1 2 25 1.7 2.3 × 10−3
p2-beta3.5 3.5 2 3.5 × 10−3 0.1 1 0.1 2 25 - -
p2-beta3 3 2 3.5 × 10−3 0.1 1 0.1 2 25 0.45 3.5 × 10−3
p2-beta2 2 2 3.5 × 10−3 0.1 1 0.1 2 25 0.3 3.5 × 10−3
p2.5-beta4 4 2.5 4.4 × 10−3 0.1 1 0.1 2 25 - -
p2.5-beta3.5 3.5 2.5 4.4 × 10−3 0.1 1 0.1 2 25 0.4 7.0 × 10−3
p2.5-beta3.5-Q5 3.5 2.5 4.4 × 10−3 0.1 1 0.1 5 25 0.3 8.1 × 10−3
p2.5-beta3 3 2.5 4.4 × 10−3 0.1 1 0.1 2 25 0.3 8.1 × 10−3
p2.5-beta2 2 2.5 4.4 × 10−3 0.1 1 0.1 2 25 0.35 7.5 × 10−3
p1-Mstar2 5 1 6.4 × 10−4 0.1 2 0.05 2 25 - -
p1-Mstar0.5 5 1 6.4 × 10−4 0.1 0.5 0.2 2 25 13 1.7 × 10−2
p1-Mdisc0.2 5 1 1.3 × 10−3 0.2 1 0.2 2 25 14 1.8 × 10−2
p1-Mdisc0.05 5 1 3.2 × 10−4 0.05 1 0.05 2 25 - -
p1-beta1-Mdisc0.01 1 1 6.4 × 10−5 0.01 1 0.01 2 25 6.5 4.2 × 10−4
p1-beta2-Mdisc0.01 2 1 6.4 × 10−5 0.01 1 0.01 2 25 15 9.6 × 10−4
p1-beta2.5-Mdisc0.01 2.5 1 6.4 × 10−5 0.01 1 0.01 2 25 17 1.1 × 10−3
p1-beta3-Mdisc0.01 3 1 6.4 × 10−5 0.01 1 0.01 2 25 - -
p1-beta8-Mdisc0.3 8 1 1.9 × 10−3 0.3 1 0.3 2 25 - -
p1-beta10-Mdisc0.5 10 1 3.2 × 10−3 0.5 1 0.5 2 25 - -
p1-beta5-Mdisc1 5 1 6.4 × 10−3 1 1 1 2 25 5.5 3.5 × 10−2
p1-beta7-Mdisc1 7 1 6.4 × 10−3 1 1 1 2 25 - -
p1-beta10-Mdisc1 10 1 6.4 × 10−3 1 1 1 2 25 - -
p1-beta15-Mdisc1 15 1 6.4 × 10−3 1 1 1 2 25 - -
p1-beta6-extended 6 1 6.4 × 10−4 0.2 1 0.2 2 50 24.5 1.6 × 10−2
p1-beta7-extended 7 1 6.4 × 10−4 0.2 1 0.2 2 50 29 1.9 × 10−2
p1-beta8-extended 8 1 6.4 × 10−4 0.2 1 0.2 2 50 30 1.9 × 10−2
p1.5-beta4-extended 4 1.5 1.8 × 10−3 0.15 1 0.15 2 50 33 1.0 × 10−2
p1-beta6-Mdisc0.1-extended 6 1 3.2 × 10−4 0.1 1 0.1 2 50 40 1.3 × 10−2
p1-beta6-Mdisc0.2-Mstar2-extended 6 1 6.4 × 10−4 0.2 2 0.1 2 50 34 1.1 × 10−2
Table 5.2: Summary of the main simulations. p describes the initial surface mass density profile,
Σ ∝ R−p, and Σo is the normalisation constant required to produce a disc with mass Mdisc. The
final column represents the RHS of equation 5.3 for the location at which the first fragment forms,
Rf . The simulations were run with an initial flat Toomre stability profile, Q.
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Figure 5.5: Initial surface mass density profiles of the discs used in simulations p1-beta6 (dashed
line) and p1-beta6-extended (dotted line). The extended disc has the same surface mass density
profile as the smaller disc.
steeper surface mass density profiles, p & 2, the disc would fragment in the inner regions. I
therefore test different values of the slope of the surface mass density profiles using p = 1 (sim-
ulations Reference-beta5.5 and Reference-beta6), 1.5 (simulations p1.5-beta3.5 and p1.5-beta4),
2.0 (simulations p2-beta2, p2-beta3 and p2-beta3.5) and 2.5 (simulations p2.5-beta2, p2.5-beta3.5
and p2.5-beta4). In addition, I also carry out a further simulation which is the same as simulation
p2.5-beta3.5 but with an initial flat Q profile, Q = 5 (i.e. so that the initial temperature is 25/4
times hotter than the disc in simulation p2.5-beta3.5), to test the effects of an initially hotter disc
on the location of fragmentation (simulation p2.5-beta3.5-Q5).
The analysis also suggests that for a disc with a fast enough cooling timescale such that
it would fragment, the location at which the first fragment would form would move inwards
to smaller radii as the cooling timescale is decreased. I therefore test the effect of decreasing
β on the fragment location by simulating the Reference disc (i.e. with a surface mass density
profile, p = 1) with different values of the cooling timescale, β = 5.5, 5, 4, 3, 2 and 1 (simu-
lations Reference-beta5.5, Reference-beta5, Reference-beta4, Reference-beta3, Reference-beta2
and Reference-beta1, respectively).
I also argued that varying the disc or star mass would affect fragmentation. I test the ef-
fects of doubling and halving the star mass in simulations p1-Mstar2 and p1-Mstar0.5, respec-
tively, and compare these to the Reference-beta5 simulation. I also carry out extensive tests of
the effects of varying the disc mass firstly by doubling and halving the disc mass (simulations
p1-Mdisc0.2 and p1-Mdisc0.05, respectively) and secondly by considering more extreme disc
masses of 0.01M⊙ (simulations p1-beta0.3-Mdisc0.01, p1-beta1-Mdisc0.01, p1-beta2-Mdisc0.01,
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p1-beta2.5-Mdisc0.01 and p1-beta3-Mdisc0.01), 0.3M⊙ (simulation p1-beta8-Mdisc0.3), 0.5M⊙
(simulation p1-beta10-Mdisc0.5) and 1M⊙ (simulations p1-beta5-Mdisc1, p1-beta10-Mdisc1 and
p1-beta15-Mdisc1) whilst maintaining a central star mass of 1M⊙.
The analytical work presented in Section 5.2 also showed that for a shallow surface mass
density profile (p < 2), the radius of the disc may be the limiting aspect that causes a disc not
to fragment. I therefore test a series of extended discs which have outer radii, Rout = 50AU.
Simulations p1-beta6-extended, p1-beta7-extended and p1-beta8-extended are set up so that Σo
and p are the same as in the Reference discs (Figure 5.5). However, to extend the disc to Rout =
50AU, the disc masses are increased to Mdisc = 0.2M⊙. I run this simulation for β = 6, 7 and 8 (i.e.
values that are larger than the critical values identified in Section 5.4). (Note that in order to keep
the mass of the individual  particles the same as in the Reference simulations, I use 500,000
particles to make up this disc). In addition I also set up an extended disc with a surface mass
density profile, p = 1.5, which has a disc mass of 1.5M⊙ (so that Σo is the same as in simulation
p1.5-beta4). I run this simulation using β = 4 (simulation p1.5-beta4-extended). (As before, since
I wish to keep the mass of the  particles the same as in simulation p1.5-beta4, I use 375,000
particles in this disc.)
Furthermore, I progress the analysis of extended discs by simulating two further discs (us-
ing 500,000 particles): the first is the same as that in p1-beta6-extended but using a total disc
mass of Mdisc = 0.1M⊙ (simulation p1-beta6-Mdisc0.1-extended) so that the total disc mass is the
same as in p1-beta6 but Σo is smaller. The second is also the same as in p1-beta6-extended but the
central star mass is also M⋆ = 2M⊙ so that the disc to star mass ratio is kept constant (simulation
p1-beta6-Mdisc0.2-Mstar2-extended). Both of these discs are run with β = 6.
5.6 Results
For the analysis that follows, the key aspect about the fragments that will be considered will be
the first fragment that forms. This is because subsequent evolution of the disc following an initial
fragmentation stage may involve additional complexities that are beyond the scope of this chapter.
Table 5.2 summarises the key fragmenting results. The radius at which the first fragments form,
Rf , has been determined by eye from the disc images. It is important to note that as seen in past
simulations (e.g. Lodato & Rice 2004, Chapter 3), the surface mass density profile does not change
significantly during the simulations, particularly for low mass discs (Mdisc . 0.2M⊙). I highlight
where the surface mass density profiles do change significantly and discuss the effects of this.
5.6.1 Fragmentation dependency on the surface mass density profile
Figures 5.6-5.9 show that as the surface mass density profile steepens, the location at which the
first fragment forms moves to smaller radii in the disc. The analytical theory presented in Sec-
tion 5.2 shows that for a shallow surface mass density fall off where p < 2, the fragments form
in the outer regions of the disc (provided the cooling criterion is also satisfied). This is indeed
the case for simulations with p = 1 and p = 1.5 (simulations Reference-beta5.5 and p1.5-beta3.5,
respectively) as Figures 5.6 and 5.7 show that the fragments form at Rf ≈ 20 AU and ≈ 19 AU,
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Figure 5.6: Surface mass density rendered image of the fragmenting disc with initial surface mass
density profile Σ ∝ R−1. The simulation (Reference-beta5.5) uses β = 5.5. The fragment forms in
the outer regions of the disc, confirming the analytical predictions in Section 5.2. The colour scale
is a logarithmic scale ranging from log Σ = −6 (dark) to −3 (light) M⊙/AU2.
Figure 5.7: Surface mass density rendered image of the fragmenting disc with initial surface mass
density profile Σ ∝ R−3/2. The simulation (p1.5-beta3.5) uses β = 3.5. The fragment forms in the
outer regions of the disc, confirming the analytical predictions in Section 5.2. The colour scale is
a logarithmic scale ranging from log Σ = −7 (dark) to −2 (light) M⊙/AU2.
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Figure 5.8: Surface mass density rendered image of the fragmenting disc with initial surface mass
density profile Σ ∝ R−2 (simulation p2-beta3). The simulation used β = 3. The fragment forms in
the inner regions of the disc as shown by the zoomed in image of the disc, confirming the analytical
predictions in Section 5.2. The colour scale is a logarithmic scale ranging from log Σ = −11 (dark)
to 2 (light) M⊙/AU2 in the zoomed out image and from log Σ = −3.5 (dark) to 1 (light) M⊙/AU2
in the zoomed in image.
Figure 5.9: Surface mass density rendered image of the fragmenting disc with initial surface mass
density profile Σ ∝ R−5/2 (simulation p2.5-beta3.5). The simulation used β = 3.5. The fragment
forms in the inner regions of the disc, confirming the analytical predictions in Section 5.2. The
colour scale is a logarithmic scale ranging from log Σ = −12 (dark) to 3 (light) M⊙/AU2 in the
zoomed out image and from log Σ = −4 (dark) to 0.4 (light) M⊙/AU2 in the zoomed in image.
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Figure 5.10: Plot of disc aspect ratio, H/R (solid line), against the RHS of equation 5.3 (dotted
line) for simulation Reference-beta5.5. Condition 5.3 is satisfied at ≈ 20AU where the disc first
fragments, confirming the analytical predictions in Section 5.2.
respectively. Figures 5.10 and 5.11 show the radial profile of the aspect ratios (calculated by az-
imuthally averaging the sound speed at each radii and dividing by ΩR at that radii) in the discs
compared to the RHS of equation 5.3 at a time shortly before the discs fragment. It can be seen
that condition 5.3 is satisfied at the region in which the first fragment forms shortly after. The
oscillations in H/R are due to temperature fluctuations since although the cooling rate in the disc
changes smoothly with radius, the heating of the disc occurs primarily in the spiral shocks. This
therefore confirms the analytical predictions for shallow surface mass density profiles (p < 2)
presented in Section 5.2. It is important to note that for a flat Q profile, the temperature profiles in
the discs are an increasing function of radius (T ∝ R) for p = 1 and a constant temperature profile
for p = 1.5, yet the discs still fragment in the outer regions (again, re-emphasising that the initial
temperature profile does not play a part in the disc evolution).
The analytical theory for p & 2 suggested that if the disc was to fragment, it would do so
in the inner regions of the disc. Figures 5.8 and 5.9 show that this is indeed the case. Figure 5.12
shows that the analytical condition is just satisfied for simulation p2-beta3 at the location at which
the fragment forms. Figure 5.13 shows that for simulation p2.5-beta3.5, the analytical condition
is also satisfied at the location at which fragmentation occurs soon after.
I therefore show that as the surface mass density profile is steepened so that more of the
mass is concentrated in the inner regions of the disc, fragmentation moves towards smaller radii.
It is important to note that the trend that fragmentation moves to smaller radii for steeper surface
mass density profiles is valid even when considering a uniform value of β (compare simulations
Reference-beta3, p1.5-beta3, p2-beta3 and p2.5-beta3 which are run using β = 3 and fragment at
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Figure 5.11: Plot of disc aspect ratio, H/R (solid line), against the RHS of equation 5.3 (dotted line)
for simulation p1.5-beta3.5. Condition 5.3 is satisfied at ≈ 19AU where the disc first fragments,
confirming the analytical predictions in Section 5.2.
≈ 8, 1.7, 0.45 and 0.3 AU, respectively).
In addition, the results summarised in Table 5.2 show that a single value of βcrit is not
applicable over all surface mass density profiles since the minimum value of β that a disc can have
without fragmenting varies with the surface mass density profile.
Simulation p2.5-beta3.5-Q5 was the same as simulation p2.5-beta3.5 but had an initial disc
that was hotter by a factor of 25/4. The results of this simulation show that the disc still fragmented
in the inner regions.
5.6.2 Effect of the cooling timescale, β, on the fragment location
In Section 5.2 the analytical work presented suggested that for a fragmenting disc with a shallow
surface mass density profile (p < 2), a decrease in the value of β would cause the location at which
the first fragment forms to move inwards to smaller radii.
Figure 5.14 shows the radius at which the first fragment forms for different values of β
(simulations Reference-beta5.5, Reference-beta5, Reference-beta4, Reference-beta3, Reference-
beta2 and Reference-beta1). This shows a clear trend that the radius of fragmentation moves
inwards for more efficient cooling.
5.6.3 The influence of star mass on fragmentation
In Section 5.2, I showed that decreasing the star mass is more likely to cause conditions 5.2 and 5.3
to be satisfied over a larger part of the disc and hence the disc is more likely to fragment. I test three
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Figure 5.12: Plot of disc aspect ratio, H/R (solid line), against the RHS of equation 5.3 (dotted
line) for simulation p2-beta3 for the radial range of the entire disc (upper panel) as well as zoomed
into the inner regions (lower panel). Condition 5.3 is marginally satisfied at ≈ 0.4AU where the
disc first fragments, confirming the analytical predictions in Section 5.2.
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Figure 5.13: Plot of disc aspect ratio, H/R (solid line), against the RHS of equation 5.3 (dotted
line) for simulation p2.5-beta3.5 for the radial range of the entire disc (upper panel) as well as
zoomed into the inner regions (lower panel). Condition 5.3 is satisfied at ≈ 0.4AU where the disc
first fragments, confirming the analytical predictions in Section 5.2.
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Figure 5.14: The radius at which the first fragment forms in the Reference simulations. The discs
in these simulations are identical with a surface mass density profile, p = 1, but were run with
different values of the cooling timescale in units of the orbital timescale, β. The radius at which
the first fragment forms moves inwards with more efficient cooling.
identical discs with star masses of 0.5, 1 and 2 M⊙ (simulations p1-Mstar0.5, Reference-beta5 and
p1-Mstar2, respectively) which are run with the same cooling timescale, β = 5. It can be seen
from Table 5.2 that the Reference-beta5 disc first fragments at Rf ≈ 20 AU. However, when the
star mass is halved, the first fragment forms at Rf ≈ 13 AU. Since the RHS of condition 5.3
∝ R2/M⋆, if the star mass is halved for the same value of β (and hence the same value of the LHS
of condition 5.3), the radius at which the first fragment forms, Rf , decreases by a factor of
√
2.
Conversely, doubling the star mass makes it harder for the condition to be satisfied and indeed the
disc in simulation p1-Mstar2 does not fragment. Instead it settles into a state of marginal stability
with Q ≈ 1.
5.6.4 The influence of disc mass on fragmentation
The analytics presented in Section 5.2 showed that increasing the disc mass (and hence increas-
ing Σo) allows conditions 5.2 and 5.3 to be satisfied over a larger part of the disc and hence
the disc is more likely to fragment. I initially test this by comparing the results of simulations
p1-Mdisc0.05, Reference-beta5 and p1-Mdisc0.2 which are identical discs except that the disc
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Figure 5.15: Surface mass density profiles for simulation p1-beta7-Mdisc1 at the start (solid line)
and at a time more than 4 ORPs later (dotted line). Unlike the low mass simulations whose surface
mass density profiles do not change throughout the simulations, the profile for this disc steepens
causing a change in the effective values of Σo and p.
masses are 0.05M⊙, 0.1M⊙ and 0.2M⊙, respectively. Table 5.2 shows that doubling the disc mass
from 0.1M⊙ to 0.2M⊙ does indeed cause the fragmentation conditions derived in Section 5.2 to
be satisfied over a larger portion of the disc since the first fragments form at Rf ≈ 20 AU and
≈ 14 AU, respectively. Since the RHS of condition 5.3 ∝ ΣR2, if the disc mass (and hence Σ) is
doubled for the same value of β (and hence the same value of the LHS of condition 5.3), the radius
at which the first fragment forms, Rf , decreases by a factor of
√
2. However, halving the disc mass
makes it harder for the conditions to be satisfied and consequently, the disc does not fragment.
In addition, I also simulate a very low mass disc (Mdisc = 0.01M⊙) and found that it frag-
ments if β = 1, 2 and 2.5 but not for β = 3 (simulations p1-beta1-Mdisc0.01, p1-beta2-Mdisc0.01,
p1-beta2.5-Mdisc0.01 and p1-beta3-Mdisc0.01, respectively). As β increases, the fragment loca-
tion moves out in the disc, as found in Section 5.6.2. It is clear that, as with varying the star mass,
the disc mass plays a crucial role in the fragmentation and the condition for fragmentation cannot
simply be described using a single critical value of the cooling timescale.
In addition, I simulate higher mass discs, Mdisc = 0.3 and 0.5M⊙, which are run using β = 8
and 10 respectively (simulations p1-beta8-Mdisc0.3 and p1-beta10-Mdisc0.5) as well as discs
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Figure 5.16: Plot of disc aspect ratio, H/R (solid line), for simulation p1-beta7-Mdisc1, against
the RHS of equation 5.3 using the initial values of Σo and p (dashed line) and the new values of Σo
and p (dotted line) determined after the disc has evolved for > 4ORPs by which time its surface
mass density profile has changed. The condition is satisfied using the initial values of Σo and p but
not using the new values and hence the disc does not fragment.
with Mdisc = 1M⊙ which I simulate using β = 5, 10 and 15 (simulations p1-beta5-Mdisc1, p1-
beta10-Mdisc1 and p1-beta15-Mdisc1, respectively). I find that with the exception of simulation
p1-beta5-Mdisc1, the discs do not fragment. Figure 5.15 shows the surface mass density profile
of simulation p1-beta7-Mdisc1 at the start and more than 4 ORPs after the start of the simulation.
It can be seen that unlike the lower mass discs, the profile steepens and the value of Σo increases.
This is the case for all the non-fragmenting high mass disc simulations. Figure 5.16 shows the
plot of the aspect ratio profile of this simulation against the RHS of condition 5.3 and shows
that condition 5.3 is just satisfied in the inner regions. However, since during the simulation the
disc mass redistributes itself, the surface mass density profile changes and consequently, using the
newly obtained values of Σo and p, condition 5.3 is not satisfied. The only high mass disc that
does fragment (simulation p1-beta5-Mdisc1), does so because the cooling time is so rapid that
fragmentation occurs before the disc has had the chance to restructure itself.
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Figure 5.17: Surface mass density rendered image of the fragmenting disc in simulation p1-beta8-
extended with initial surface mass density profile Σ ∝ R−1, but extending to 50 AU rather than
25 AU. This simulation was run with β = 8. According to Rice et al. (2005), this disc should not
fragment since the cooling timescale, β, is larger than the critical value previously obtained with
a radius of 25 AU. This simulation shows that the fragmentation criterion is more complex than a
single critical cooling parameter. The colour scale is a logarithmic scale ranging from log Σ = −8
(dark) to −2 (light) M⊙/AU2.
5.6.5 The role of the disc radius on fragmentation
In Section 5.2, I showed that for shallow surface mass density profiles (p < 2), fragmentation
might occur for any value of the cooling timescale, if the disc is large enough.
Simulation Reference-beta6 (a disc with Rout = 25 AU) did not fragment and though I
did not run the same simulation with β = 7 or 8, I would expect that they would also not frag-
ment. However, extended discs with the same values of Σo and p as Reference-beta6 do indeed
fragment for β = 6 (simulation p1-beta6-extended), β = 7 (p1-beta7-extended) and β = 8 (p1-
beta8-extended; Figure 5.17) with the first fragments forming at Rf ≈ 25, 29 and 30 AU, respec-
tively. Similarly, I also simulate an extended disc with p = 1.5 and β = 4 (simulation p1.5-beta4-
extended) and show that while the same disc truncated at Rout = 25AU does not fragment, the
extended disc does indeed fragment (at Rf ≈ 33AU).
In addition, given that in Section 5.6.4 I showed that the disc mass plays a part in whether
fragmentation occurs or not, I simulate a 0.1M⊙ disc which extends to Rout = 50AU (simulation
p1-beta6-Mdisc0.1-extended). The surface mass density profile is the same as in simulation p1-
beta6-extended (p = 1) but Σo is decreased. The results show that the disc fragments at R ≈ 40AU
(c.f. ≈ 25 AU for simulation p1-beta6-extended). Therefore, while the disc mass affects where in
the disc the first fragment forms, the conclusion that a small disc which does not fragment for a
particular value of β may fragment at larger radii for the same value of β is still valid. Furthermore,
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I can see that if the disc to star mass ratio is kept constant at Mdisc/M⋆ = 0.1 for an extended disc,
the disc fragments (at Rf ≈ 34 AU; simulation p1-beta6-Mdisc0.2-Mstar2-extended) while the
small disc with the same disc to star mass ratio does not fragment, further corroborates the fact
that the radius of the disc is important.
5.7 Discussion
It has previously been accepted that for a self-gravitating disc whose only source of heating is in-
ternally generated from the gravitational instability, the disc will fragment if the cooling timescale
is short enough (Gammie 2001). However, I find that fragmentation at a given radius is not only
dependent on the cooling timescale, β, but also on the disc surface density (i.e. disc mass and
profile) and the star mass.
This is in contrast to Rice et al. (2005) who suggested that the fragmentation criterion is
independent of the disc mass though in agreement with Rice et al. (2003a) who found that for a
higher disc mass, fragmentation was easier: using β = 5, they found that a 0.25M⊙ disc fragmented
while a 0.1M⊙ disc did not, but instead required a lower value of β. In particular, I highlight that in
the past, it has been thought that a massive disc is required for fragmentation to occur. However, I
show that it is indeed possible for low mass discs (Mdisc ∼ O(0.01)M⊙) to fragment if the cooling
in the discs is rapid enough. On the other hand, for high mass discs (Mdisc ≥ 0.3M⊙ within
Rout = 25 AU), the discs do not fragment, unless the cooling time is fast, due to a steepening of the
surface mass density profile and an increase in Σo making condition 5.3 harder to satisfy. Lodato
& Rice (2005) also find that with larger disc masses, matter is redistributed causing the surface
mass density profile to steepen.
In addition, I find that the critical value of β found for one particular surface mass density
profile is not applicable to another disc mass distribution. My simulations show that for a steeper
surface mass density profile, the cooling timescale required for a disc to fragment is smaller.
Cossins et al. (2010) found that for a disc with Σ ∝ R−3/2, βcrit ∼ 4−4.5 whereas Rice et al. (2005)
found that βcrit ∼ 6 − 7 for a disc with Σ ∝ R−1. In addition, Rice et al. (2003a) found that for a
surface mass density profile of Σ ∝ R−7/4, the fragmentation boundary for a 0.1M⊙ disc around a
1M⊙ star is between β = 3 and 5 which Rice et al. (2005) note is inconsistent with their results.
However, my results explain these previous inconsistencies present in the literature.
I also find that for p < 2, if a disc does not fragment for a particular cooling timescale in
units of the orbital timescale, β, a larger disc with the same surface mass density profile may well
fragment (compare simulations Reference-beta6 and p1-beta6-extended or p1.5-beta4 and p1.5-
beta4-extended, and also p1-beta7-extended or p1-beta8-extended). Therefore, a critical cooling
timescale can only be specified for a particular surface mass density at a particular disc radius
and can therefore not be a general rule. The previous fragmentation criterion found by Rice et al.
(2005) was for a disc to star mass ratio of 0.1 with M⋆ = 1M⊙, a surface mass density profile of
Σ ∝ R−1 and Rout = 25 AU.
Finally, I also show that the mass of the star plays a part in whether a disc fragments or not.
Therefore, as shown by the RHS of condition 5.3, whether a disc fragments or not is essentially a
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Figure 5.18: Logarithmic graph showing the trend between β and ΣR2f /M⋆ determined by con-
sidering the location at which the first fragment forms in the discs, Rf . The results include those
simulations with a surface mass density profile, p = 1 (filled triangles), p = 1.5 (open triangles),
p = 2 (open squares) and p = 2.5 (crosses). It is clear that a single critical value of β is not the case
for all discs and that there is a relation between β, Mdisc, M⋆ and the surface mass density profile,
p, that determines whether fragmentation occurs or not. The trendline has been determined by
considering discs with shallow surface mass density profiles, p < 2 only as those discs with p & 2
will always fragment in the innermost regions first. The grey shaded region is where I expect
subsequent fragmentation may take place in discs with p < 2.
“trade-off” between the local surface mass density and the star mass.
5.7.1 The link between β, Mdisc, M⋆, the surface mass density profile, p, and frag-
mentation
Section 5.6 shows that the fragmentation criterion is clearly a complex problem which cannot
simply depend on a single critical cooling timescale as has previously been thought to be the case.
Equation 5.3 and the results presented here clearly show that there is a link between the cooling
timescale (in terms of β), the disc mass (or more accurately, the local surface mass density) and
the star mass.
Such a link can be explained physically. As a disc cools, gravitational instability devel-
ops resulting in density fluctuations above and below the unperturbed density, δρ/ρ. The spiral
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name [M⊙/(AU)2] [M⊙] [M⊙] radius [AU] [AU]
2m-beta5.5 5.5 1 6.4 × 10−4 0.1 1 0.1 2 25 13 8.4 × 10−3
2m-beta6 6 1 6.4 × 10−4 0.1 1 0.1 2 25 15 9.6 × 10−3
2m-beta5.5-Mdisc0.2 5.5 1 1.3 × 10−3 0.2 1 0.2 2 25 7 9.0 × 10−3
2m-beta6-Mdisc0.2 6 1 1.3 × 10−3 0.2 1 0.2 2 25 7 9.0 × 10−3
2m-beta6-Mstar2 6 1 6.4 × 10−4 0.1 2 0.05 2 25 - -
Table 5.3: Summary of the higher resolution simulations with 2 × 106 SPH particles. p describes
the initial surface mass density profile, Σ ∝ R−p, and Σo is the normalisation constant required
to produce a disc with mass Mdisc. The final column represents the RHS of equation 5.3 for
the location at which the first fragment forms, Rf . The simulations were run with an initially
decreasing Toomre stability profile, Q, with Q ∝ R−3/4 and minimum value at the outer edge,
Qmin.




name [M⊙/(AU)2] [M⊙] [M⊙] radius [AU] [AU]
F-beta8 8 1 6.4 × 10−4 0.1 1 0.1 2 25 - -
F-beta5 5 1 6.4 × 10−4 0.1 1 0.1 2 25 - -
F-beta5-Mdisc0.2 5 1 1.3 × 10−3 0.2 1 0.2 2 25 9.7 1.2 × 10−2
F-beta4 4 1 6.4 × 10−4 0.1 1 0.1 2 25 17 1.1 × 10−2
F-beta4-Mdisc0.05 4 1 3.2 × 10−4 0.05 1 0.05 2 25 - -
F-beta4-Mdisc0.2 4 1 1.3 × 10−3 0.2 1 0.2 2 25 7.2 9.0 × 10−3
Table 5.4: Summary of the preliminary simulations carried out using the 2-dimensional grid-based
polar hydrodynamics code FARGO. p describes the initial surface mass density profile, Σ ∝ R−p,
and Σo is the normalisation constant required to produce a disc with mass Mdisc. The final column
represents the RHS of equation 5.3 for the location at which the first fragment forms, Rf . (Note
that since the outputs for these particular runs were very infrequent, the values of Rf are indicative
and may not be accurate.) The simulations were run with an initially flat Toomre stability profile,
Q.
structures involve shocks which produce heat that may balance the disc’s cooling, thus reaching
an equilibrium state. If the disc mass was irrelevant, for any particular star mass, and β, one would
expect the fluctuations, δρ/ρ, to be the same in all discs with the same surface density profile.
However, comparing a low mass disc with a high mass disc with the same relative density fluctua-
tions (δρ/ρ), the density enhancement, δρ, in the higher-mass disc will clearly be greater. At some
disc mass, this enhancement will be self-gravitating (i.e. it will become a fragment), while in a
lower-mass disc the density fluctuation will not form a fragment (unless the value of β is lowered).
Similarly, if the disc is kept the same and the star’s mass is increased, a given density enhance-
ment may be sheared apart by the differential rotation so that a low value of β will be required for
fragmentation.
Figure 5.18 shows a graph of β against ΣR2f /M⋆, where Rf is the radius at which the first
fragment forms, and includes all the fragmenting simulations presented in this chapter (including
the Benchmarking simulations). When interpreting these results, one should also note that an
increase in ΣR2/M⋆ does not necessarily imply an increased disc to star mass ratio: it is possible
to have a low disc to star mass ratio but using a steeper surface mass density profile. I can see that
there is a clear trend that as the RHS of equation 5.3 increases, so too does the value of β that will








where δ ≈ 1/2 and the constant of proportionality, η ≈ 47, which I find using a least squares
fit. I have also performed a few calculations with higher resolution (2 × 106 SPH particles).
Table 5.3 shows a summary of these simulations. I find that as the disc mass is increased, the
radius at which the first fragment forms moves to smaller radii (compare simulations 2m-beta5.5
and 2m-beta5.5-Mdisc0.2 or 2m-beta6 and 2m-beta6-Mdisc0.2) while increasing the star mass
causes fragmentation to be suppressed (compare simulations 2m-beta6 and 2m-beta6-Mstar2).
Note that in the high star mass case, the simulation is run for ≈ 2 ORPs longer than the equivalent
low star mass case and yet no fragmentation occurs. In addition, I have performed preliminary
calculations using the two-dimensional hydrodynamics code, FARGO. This is a polar grid-based
code and I use a fixed grid of 512 and 1536 cells in the radial and azimuthal directions, respectively.
Table 5.4 shows a summary of the simulations carried out. I find a similar trend in that increasing
the disc mass promotes fragmentation at smaller radii (compare simulations F-beta4 and F-beta4-
Mdisc0.2) or even causes a non-fragmenting disc to fragment (compare simulations F-beta5 and F-
beta5-Mdisc0.2) while decreasing it causes fragmentation to be suppressed (compare simulations
F-beta4 and F-beta4-Mdisc0.05). I find that this trend of β increasing with ΣR2/M⋆ is maintained,
although the exact values of η and δ may change slightly if I was able to perform all the calculations
with high resolution using SPH or with FARGO.
It is also important to note that the trendline in Figure 5.18 has only been produced using
the results of simulations with p < 2. This is because for p & 2, the disc will always fragment in
the innermost regions first. Consequently, if the results for p & 2 were included, this would cause
the trendline to be somewhat skewed.
The trendline can give some very useful information for those simulations with p < 2. The
grey region is where I predict subsequent fragmentation is feasible. Traversing the plot in a vertical
direction downwards from the trendline into the grey region, at any particular value of ΣR2/M⋆
the disc will fragment at all values of β less than the limit given by the trendline (though the
radius being considered will not necessarily be the first location at which fragmentation occurs).
Similarly, traversing the plot in a horizontal direction from the trendline to the right side of the plot
into the grey region, for a particular value of β, fragmentation is possible at a particular radius if
the disc mass is increased or star mass is decreased. Similarly, for a particular value of β and any
one combination of the disc to star mass ratio, fragmentation is also possible at larger radii than
the location specified by the trendline i.e. to the right hand side of the trendline. Therefore, the
trendline predicts the minimum possible radius at which fragments could in theory form in discs
with shallow surface mass density profiles, p < 2.
For discs with p & 2 which fragment in the inner regions, I expect that subsequent fragmen-
tation may take place further out in the disc as far out as given by the trendline in Figure 5.18. In
other words, for these discs, I expect there to be a maximum radius outside of which fragmentation
will not occur (since the surface mass density fall-off is steep, the outer regions of these discs may
struggle to have enough mass for gravitational instability to be significant). However, since I stop
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the simulations soon after the first fragment forms due to the increased computational resources
required to follow the simulations further, I am unable to test this prediction. Further work needs
to be done in this area and is beyond the scope of this chapter. I also note that in real discs, for
fragmentation to occur in the inner regions, the cooling time would have to be very small since
the dynamical time at small radii would also be very small. Such short cooling times may not be
possible in real discs.
It is also important to note that these simulations have been carried out using a ratio of
specific heats, γ = 5/3. As shown by Rice et al. (2005), the ratio of specific heats plays a key role
in the fragmentation boundary. I therefore also anticipate a further dependency on the equation
of state. Furthermore, for high mass discs (Mdisc & 0.3M⊙), I find that the initial surface mass
density conditions (i.e. Σo and p) cannot be used to determine whether the disc will fragment or
not. This is because as the disc evolves, the surface mass density profile steepens causing Σo and
p to change. Consequently, though parts of the disc may start off in the grey shaded region of
Figure 5.18 and hence may be expected to fragment, the disc may restructure itself on a timescale
faster than the cooling timescale such that it moves out of this region and hence does not fragment.
Following the work of Gammie (2001) and Rice et al. (2005), a number of authors have
used the critical cooling timescale, βcrit (or gravitational stress, αGI,max) to predict fragmentation
in realistic discs (e.g. Clarke 2009; Rafikov 2009; Cossins et al. 2010; Kratter et al. 2010). In light
of the new results presented here, I would encourage previous conclusions based on these critical
values to be revisited.
5.7.2 Implications of the new fragmentation criteria on the results of Clarke (2009)
Clarke (2009) produced an analytical model for the structure of a gravitationally unstable disc
which is subject to realistic cooling, and determined a boundary between fragmentation and no
fragmentation for different values of the steady state mass accretion rate through the disc (Fig-
ure 5.19). However, the fragmentation boundary was produced by assuming that αGI,max = 0.06,
which as shown in this chapter, is only applicable for certain star and disc conditions. I now
briefly investigate the impact of the new results on the fragmentation boundary as deduced by
Clarke (2009).
Figure 5.18 shows that the trend appears to be present at least between β ≈ 1 − 8, or
equivalently, for ΣR2/M⋆ ≈ 4.5 × 10−4 − 2.9 × 10−2 (calculated using equation 5.5). Appendix
A of Clarke (2009) shows the steady state analytical solutions for a self-gravitating disc and I
reproduce (without derivation) the key formulae here. The opacity regimes being considered in
this section are the regimes where ice grains are dominant, ice grains sublime, dust grains dominate
and dust grains sublime. The gravitational stress in each of these four regions are given by




































Figure 5.19: Logarithmic plot from Clarke (2009) showing the steady state mass accretion rate
against radius for a disc around a 1M⊙ star. The boundary between fragmentation and no frag-



























Clarke (2009) fragmentation boundary
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Clarke (2009) fragmentation boundary
Figure 5.20: Variation of the critical radius at which a disc around a 1M⊙ star will fragment for
mass accretion rates ranging between ˙M = 10−8−10−3M⊙yr−1 and for critical values of the cooling
timescale in units of the orbital timescale ranging between βcrit = 1−8. The upper panel shows the
three-dimensional plot whereas the lower panel shows the projection of this onto the ˙M −R plane.
For low accretion rates, the critical radius can vary by as much as ≈ 37 AU . The fragmentation
boundary as identified by Clarke (2009) for αGI,max = 0.06 is highlighted in blue.
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The boundaries between ice grains and ice grains subliming, ice grains subliming and dust grains,
and dust grains and dust grains subliming are located at





















respectively. I recalculate the location of the fragmentation boundary using the above equations
and vary the critical value of β (or equivalently, ΣR2/M⋆), and hence αGI,max. Figure 5.20 (upper
panel) shows a surface that defines at what radius a disc around a 1M⊙ star will fragment for
values of the steady state mass accretion rate between ˙M = 10−8 − 10−3 and for βcrit = 1 − 8
(i.e. for ΣR2/M⋆ ≈ 4.5 × 10−4 − 2.9 × 10−2 or αGI,max = 0.05 − 0.4). Figure 5.20 (lower panel)
plots the projection of this graph onto the ˙M − R plane and shows that the critical radius for
fragmentation can vary by as much as ≈ 37 AU between the values of βcrit considered here. This
may have significant consequences for conclusions on whether or not certain planets observed
may have formed by the gravitational instability method. I discuss the implications of inaccurately
determining the fragmentation boundary on the interpretation of observational results, in light of
further results, in Chapter 6. In addition, it is important to note that the fragmentation boundaries
presented in this section have used interstellar opacity values (as done so by Clarke 2009). The
critical radii presented in this section will also vary with opacities other than interstellar values (as
discussed in Chapter 3).
Following Clarke (2009), Cossins et al. (2010) show that the cooling timescale in units
of the orbital timescale, β, is strongly dependent on the local temperature and since the different
opacity regimes have different temperature dependencies, this may affect the local cooling time.
This in turn affects the local gravitational stress, and hence may adjust where the fragmentation
boundary is located. In light of these results by Cossins et al. (2010), the fragmentation boundaries
described in this section would also need to be adjusted to reflect this.
Finally, Clarke (2009) discusses that the critical radius for fragmentation is also dependent
on the central star mass such that Rcrit ∝ M1/3⋆ . Therefore, not only will the star’s mass affect the
value of Rcrit due to this relation discussed by Clarke (2009), but it will also affect Rcrit through the
part that it plays in determining the value of βcrit for any one system (through equation 5.5).
Chapter 6
Resolution effects on the fragmentation
boundary
6.1 Introduction
In Chapter 5, I explored the physical factors that may affect the critical cooling timescale below
which a disc will fragment into bound objects if the disc is also Toomre unstable. When carrying
out numerical simulations, it is important to ensure that results converge with higher resolution.
This can be computationally demanding if the resolution is increased significantly. For example,
since the computational time required for the SPH code to carry out the non-radiative transfer
simulations presented in this thesis scales as N log(N), where N is the number of particles used
(see Section 2.1.8), an increase in the number of particles by a factor of 8 would increase the run
time by more than a factor of 9. However, this is assuming the timesteps that are used remain the
same. In reality, as shown in Section 2.1.8, the timesteps also decrease by a factor N−1/d, where d
is the number of dimensions, since the smoothing length is reduced resulting in a run time increase
by more than a factor of 18. Nevertheless, convergence testing is very critical to ensure accuracy
of results. With recent advances in computational power combined with fully MPI-parallelised
codes, higher resolution testing is possible. In this chapter I explore the effects of resolution on the
critical cooling timescale for fragmentation (in discs using simplified cooling rather than radiative
transfer) and explore the effects this may have on the radius at which fragmentation may occur.
In Section 2.1.2 I showed that the linear resolution scales as f 1d , where f is the factor by
which the number of particles are increased by and d is the number of dimensions. While in the
previous chapter I extended the work of Rice et al. (2005) considering the physical effects on
fragmentation, in this chapter I extend their work to consider the effects of resolution. Rice et al.
(2005) carried out a resolution test on one of their discs by decreasing the number of particles
from 250,000 to 125,000. They found that the fragmentation results appeared to be unaffected
by this. However, given that the simulations were carried out in three-dimensions, it is important
to note that this resolution test was equivalent to decreasing the linear resolution (and hence the
smoothing length) by only ≈ 21%, so it is unsurprising that significant differences were not seen.
In addition, the earlier work by Gammie (2001) carried out a resolution test for simulations that
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αGI βcrit Rcrit Rcrit Rcrit
(M⋆ = 1M⊙) (M⋆ = 1.5M⊙) (M⋆ = 2.1M⊙)
0.018 22.2 50 AU 57 AU 64 AU
0.035 11.4 58 AU 66 AU 75 AU
0.07 5.6 68 AU 78 AU 87 AU
0.14 2.3 79 AU 90 AU 101 AU
0.28 1.4 92 AU 105 AU 115 AU
Table 6.1: Table showing how the critical radius of fragmentation according to Clarke (2009) may
be affected for a disc surrounding a 1, 1.5 and 2.1M⊙ star if the value of αGI,max is not correctly
determined. The value of ΣR2/M⋆ is kept constant.
did not fragment but he did not carry out a resolution test on the fragmentation boundary which,
as discussed in Chapter 1, involves different thermodynamics. Most authors who simulate self-
gravitating discs consider the resolution criterion set by Bate & Burkert (1997) (see Section 2.1.2;
Mayer et al. 2002; Lodato & Rice 2004; Stamatellos & Whitworth 2008; Forgan et al. 2009). Some
authors carry out a resolution test (in addition to ensuring the resolution criterion is satisfied) by
increasing or decreasing the number of particles by a factor of 2 (e.g. Lodato et al. 2007; Clarke
et al. 2007; Cossins et al. 2009). However large changes in resolution have not been tested.
6.2 The impact of inaccurate values of αGI,max on physical and obser-
vational conclusions
In Section 1.4.2 I showed that in a disc which is dominated by internal heating processes due to
gravitational instability, the cooling timescale in units of the orbital timescale, β, can be related to









The simulations presented in Chapter 5 (Benchmark1-8) showed that for a 0.1M⊙ disc
simulated using 250,000 particles with surface mass density profile, Σ ∝ R−1, spanning a radial
range of 0.25 ≤ R ≤ 25AU and surrounding a 1M⊙ star, the critical value of the cooling timescale
in units of the orbit timescale, βcrit ≈ 5.6 (for a disc modelled using a ratio of specific heats,
γ = 5/3). This critical value is equivalent to αGI,max ≈ 0.07. Clarke (2009) produced an analytical
model for the structure of a gravitationally unstable disc which is subject to realistic cooling. She








for a disc with interstellar opacities and surrounding a 1M⊙ star, where R is the radius being
considered. This relationship shows that for a maximum value of the gravitational stress, a critical
radius, Rcrit, can be found outside of which fragmentation can occur (for a disc with a shallow





Radial range 0.25 ≤ R ≤ 25AU
Initial surface mass density profile Σ ∝ R−1
Initial temperature profile T ∝ R−1/2
Ratio of specific heats γ = 5/3
Table 6.2: Table showing the properties of the discs simulated in this chapter.
68 AU. The critical radius also scales as M1/3⋆ (as described by Clarke 2009). One might then use
this to compare to observational data and conclude whether a system may or may not have formed
via gravitational instability. With reference to our own solar system, these values would suggest
that the planets could not have formed via gravitational instability.
Table 6.1 shows the effect of varying αGI by a factor of 2 and 4 for central star masses of 1.0,
1.5 and 2.1 M⊙ (assuming no change in the value of ΣR2/M⋆ for simplicity of illustration). For
HR 8799 (M⋆ ≈ 1.5M⊙), using a value of αGI,max ≈ 0.07 which is close to the currently accepted
value of αGI,max, the fragmentation boundary might be expected to be at ≈ 78 AU. However, if
the value of αGI,max is incorrectly determined, one might incorrectly conclude whether the outer
planet, HR 8799 b, could indeed have formed by gravitational instability. Similarly, an incorrect
value of αGI,max may affect the conclusions on the formation mechanism of the planet around the
≈ 2.1M⊙ A, Fomalhaut (exo http://exoplanet.eu). Fomalhaut harbours a planet at a distance of
≈ 119 AU. Using a large value of αGI, one might conclude that the formation of it by gravitational
instability is uncertain, while a lower value makes such a formation mechanism more likely.
6.3 Simulations
The disc and star properties used to carry out the simulations in this chapter are exactly the same
as those used in simulations Benchmark1-8 in Chapter 5 and are summarised in Table 6.2. In
Chapter 5, I carried out simulations using 250,000 particles, the same resolution used by Rice
et al. (2005). In this chapter, I simulate the same disc at higher resolutions by using 2 million and
16 million particles (i.e. the smoothing length is decreased by a factor of 2 and 4, respectively).
In addition, it is important to note that lower resolution testing can also provide interesting con-
vergence results. Therefore, I carry out additional simulations using 31,250 particles (so that the
smoothing length is a factor of 2 higher). I simulate the discs using various values of the cooling
timescale in units of the orbital timescale, β, to determine the critical value, βcrit, at different res-
olutions. Table 6.3 summarises the main simulation parameters and the key fragmenting results.
The simulations were run either for at least 6 ORPs or until the discs fragmented. These are de-
fined as regions which are at least two orders of magnitude denser than their surroundings. At the
time of writing this thesis however, one of the 2 million particle simulations (β = 11) and two of
the 16 million particle simulations (β = 15 and 20) are not complete and I highlight these in the
results.
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Simulation name No of particles β Fragmented?
31k-beta2 31,250 2.0 Yes
31k-beta2.5 31,250 2.5 Yes
31k-beta3 31,250 3.0 Yes
31k-beta3.5 31,250 3.5 No
31k-beta4 31,250 4.0 No
250k-beta5 250,000 5.0 Yes
250k-beta5.5 250,000 5.5 Yes
250k-beta5.6 250,000 5.6 borderline
250k-beta6 250,000 6.0 No
250k-beta6.5 250,000 6.5 No
250k-beta7 250,000 7.0 No
250k-beta7.5 250,000 7.5 No
2m-beta5.5 2 million 5.5 Yes
2m-beta6 2 million 6 Yes
2m-beta6.5 2 million 6.5 Yes
2m-beta7 2 million 7 Yes
2m-beta8 2 million 8 Yes
2m-beta10 2 million 10 borderline
2m-beta10.5 2 million 10.5 borderline
2m-beta11 2 million 11 incomplete
2m-beta15 2 million 15 No
16m-beta10 16 million 10 Yes
16m-beta15 16 million 15 incomplete
16m-beta18 16 million 18 borderline
16m-beta20 16 million 20 incomplete
Table 6.3: Table showing the simulations carried out and the key fragmenting results. Note that
the simulations with 250,000 particles were carried out in Chapter 5. The simulations labelled as
borderline are those that show fragments forming which then shear apart in less than 1 ORP. The
simulations that have not finished at the time of writing this thesis are labelled as incomplete.
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Figure 6.1: Surface mass density rendered images of the fragmenting discs with 31,250 (upper
left), 250,000 (upper right), 2 million (bottom left) and 16 million (bottom right) particles using
values of the cooling timescale in units of the orbital timescale of β = 3, 5.5, 8 and 10, respectively
(simulations 31k-beta3, 250k-beta5.5, 2m-beta8 and 16m-beta10, respectively). The images are
produced at time t = 5.3, 6.4, 5.3 and 2.5 ORPs, respectively.
6.4 Results
It is important to note that two of the 16 million particle simulations did not complete at the
time of writing this thesis. As discussed in Section 2.1.8, increasing the number of particles
significantly increases the time taken to run these simulations despite a number of methods having
been adopted to speed up the simulations. The 16 million particle simulations run with β = 10
and 18 have taken ≈ 120 and 140 days, respectively. The former simulation was run using 8
compute nodes while the latter was run using 16 nodes. As will be shown, the fragmenting results
of the incomplete simulations (those run with β = 15 and 20) can be inferred from the other high
resolution simulations.
6.4.1 Fragmentation boundary
Table 6.3 highlights the key fragmenting results for the simulations carried out in this chapter.
The simulations that show no fragments at all are classed as non-fragmenting discs. Those discs
that fragment and where the fragments remain without being sheared apart (satisfying the criteria
defined above) are classed as fragmented discs. There are four simulations that are classed as
6.4. RESULTS 144
Figure 6.2: Surface mass density rendered images of the borderline cases (simulations 250k-
beta5.6, 2m-beta10, 16m-beta18) for discs set up with 250,000 (β = 5.6), 2 million (β = 10)
and 16 million (β = 18) particles (top, middle and bottom panels, respectively). The left panels
show a hint of fragmentation at times, t = 3.8, 4.8 and 6.0 ORPs (top, middle and bottom panels,
respectively). The right panels show the equivalent simulations a short time later at times, t = 4.2,
5.8 and 6.2 ORPs (top, middle and bottom panels, respectively). Within 1 ORP, the fragments
have been sheared apart, classing these simulations as borderline.
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borderline (simulations 250k-beta5.6, 2m-beta10, 2m-beta10.5 and 16m-beta18). These are discs
which show signs of fragmentation but the fragments shear apart rapidly (within 1 ORP) and no
further signs of fragmentation are seen.
Figure 6.1 shows images of the fragmenting discs in simulations 31k-beta3, 250k-beta5.5,
2m-beta8 and 16m-beta10 for β values of 3, 5.5, 8 and 10 simulated using 31,250, 250,000, 2 mil-
lion and 16 million particles, respectively. Figure 6.2 shows images of the borderline discs in
simulations 250k-beta5.6, 2m-beta10, 16m-beta18. The left panels show the discs appearing to
form fragments. However, within 1 ORP, the fragments shear apart and do not appear to form
again. The disc with 250,000 particles has been run for long enough that it has now regained a
marginally stable state with Q ≈ 1 (Figure 6.3). The higher resolution simulations have higher val-
ues of the Toomre stability parameter as they have been heated due to the gravitational instability
but have not been run long enough for them to cool back down to a marginally stable state.
Figure 6.4 summarises the results in Table 6.3. The solid black line divides the fragmenting
and non-fragmenting simulations and has been included by eye as a fit to where the boundary may
be. Table 6.3 shows that for 250,000, 2 million and 16 million particles, the critical value of the
cooling timescale in units of the orbital timescale, βcrit ≈ 5.6, 10 and 18, respectively, since these
have been identified as borderline cases. For the discs simulated with 31,250 particles, I assume
that the critical value is between the fragmenting case of β = 3.0 and the non-fragmenting case
of β = 3.5 and thus take βcrit ≈ 3.25. It can clearly be seen that with the data that is available,
the dividing line between the fragmenting and non fragmenting cases must be linear and therefore
a convergence has not been reached. Figure 6.4 also shows how the trend may continue if a
convergence does not take place at even higher resolution as well as how the trend may be if
convergence is achieved.
6.4.2 Dissipation and cooling rates
The lack of convergence shows that at higher resolution, the discs are able to fragment much
more easily since the critical value of the cooling timescale, βcrit, in units of the orbital timescale
is larger. A larger value of βcrit means that the cooling rate does not need to be as high for the
cooling to overcome the heating due to gravitational instability, and hence for it to fragment. It
is therefore useful to compare the total cooling and dissipation rates (per unit mass) in the discs
(Figure 6.5) for simulations that are just on the non-fragmenting side of the boundary shown in
Figure 6.4, i.e. the discs are strongly self-gravitating but do not fragment. To be able to analyse
the discs more easily, I consider simulations that are not borderline cases. The total dissipation
rates have been measured in the simulations and have been averaged over 1 ORP. The total cooling








γ(γ − 1)β . (6.3)
Figure 6.5 shows the dissipation and cooling rates for simulations 31k-beta3.5 and 250k-beta6
which are discs modelled with β = 3.5 and 6 using 31,250 and 250,000 particles, respectively.
These discs have achieved a steady state since the total dissipation rate balances the total cooling
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Figure 6.3: Toomre stability profiles for the borderline simulations for discs set up with 250,000
(solid line), 2 million (dotted line) and 16 million (dashed line) particles (simulations 250k-b5.6,
2m-b10 and 16m-b18, respectively) at time t = 6.4, 6.4 and 6.3 ORPs. These plots are produced
at times ∆t = 2.3, 0.7 and 0.1 ORPs after the fragments are identified to have sheared apart. The
simulation with 250,000 particles has evolved for a longer time after the fragments have sheared
apart and hence its Toomre stability profile is closer to the marginal state of Q ≈ 1. The simulations
with 2 million and 16 million particles have not evolved as far and so their Toomre stability profiles
are higher due to the heating from the gravitational instability. The critical value of Qcrit = 1 is
also marked.
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Figure 6.4: Graph of β against resolution of the non-fragmenting (open squares), fragmenting
(solid triangles) and borderline (open circles) simulations. Also included are the simulations that
have not finished (asterix). The borderline simulations are those that fragment but whose frag-
ments are sheared apart and no further evidence of fragmentation is seen. The solid black line
shows a dividing line between the fragmenting and non-fragmenting cases and the grey region is
where fragmentation can take place. The graph shows no evidence of convergence of results with
increased resolution. The thin dotted line shows how the trend will continue if convergence is not
reached with higher resolution than 16 million particles whereas the heavy dotted line shows how
the trend might continue with higher resolution if convergence begins to take place.
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Figure 6.5: Graphs of total dissipation rate per unit mass (solid line) against radius for discs
with 31,250 (left panel) and 250,000 (right panel) particles using β = 3.5 and 6, respectively
(simulations 31k-beta3.5 and 250k-beta6, respectively). Overlaid is the cooling rate per unit mass
(dotted line). The discs are in a steady state as the dissipation and cooling rates balance each
other throughout the disc. The data for the simulations with 2 million and 16 million particles is
unavailable at the time of writing this thesis.
rate. At the time of writing this thesis, the data for the simulations with 2 million and 16 million
particles is unavailable.
In the simulations carried out, there are several contributions to the dissipation in the discs.
The primary contribution is expected to be from the gravitational stress. The relevant component
of the gravitational stress tensor is given by (Lynden-Bell & Kalnajs 1972; Lodato & Rice 2004,
equation 1.21)




where gr and gφ are the radial and azimuthal components of the gravitational acceleration due to
the disc self-gravity. Using equation 1.22, the dissipation rate (per unit mass) due to the gravita-














The flow of the fluid will also cause a Reynolds stress given by
T ReRφ = ΣδvRδvφ = Σ(vR − v¯R)(vφ − v¯φ) (6.6)
where vR and vφ are the components of the fluid velocity in the radial and azimuthal directions,
respectively and the overbar represents the average of these quantities in the surrounding region of
fluid. The dissipation rate per unit mass associated with this flow is given by:
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Figure 6.6: Graphs of dissipation rate per unit mass against radius averaged over 1 ORP for a disc
with 31,250 (left panel) and 250,000 (right panel) particles (simulations 31k-beta3.5 and 250k-
beta6, respectively). The thin black line shows the total dissipation rate per unit mass as measured
and recorded during the simulations. Also plotted are the dissipation rates per unit mass due to
artificial viscosity (green line), Reynolds stress (blue line) and gravitational stress (red line). The
heavy black line shows the sum of these three stresses and would be expected to lie on top of the
thin black line. It is clear that there is an additional source of heating present in the simulations
that is not expected and is likely to be caused by additional numerical dissipation. The data for
the simulations with 2 million and and 16 million particles is unavailable at the time of writing
this thesis.
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Figure 6.7: Graph of fractional difference between the dissipation rate calculated in the simula-
tions and the total dissipation rate due to the gravitational stress, Reynolds stress and artificial
viscosity for a disc with 31,250 (solid line) and 250,000 (dotted line) particles using β = 3.5 and
6, respectively (simulations 31k-beta3.5 and 250k-beta6 respectively). The fractional difference
decreases as the resolution increases. The data for the simulations with 2 million and 16 million







In addition, since there is also artificial viscosity present, the analytical estimate of the dissipation
associated with the shear component (i.e. no contributions from the bulk viscosity or random











Figure 6.6 shows the dissipation rate due to the gravitational stress, the Reynolds stress and the
artificial viscosity for the simulations 31k-beta3.5 and 250k-beta6. This figure also shows the total
dissipation rate calculated directly from the code as well as the sum of the above three dissipation
rates averaged over 1 ORP. It can clearly be seen that the total dissipation rate is generally higher
than the sum of the dissipation rates due to gravitational stress, Reynolds stress and artificial vis-
cosity. Therefore it can be seen that there are other form(s) of dissipation that are unexpected
and is likely due to numerical dissipation. I will refer to the unknown numerical dissipation as
additional numerical dissipation. Figure 6.7 shows the fractional difference between the total dis-
sipation rate measured in the simulations and the sum of the three calculated components of the
dissipation, averaged over 1 ORP. It can be seen that as the resolution increases, the fractional
difference between the total dissipation rate measured in the simulations and the sum of the dissi-
pation due to gravitational stress, Reynolds stress and artificial viscosity decreases. This suggests
that as the resolution increases further, convergence may be reached but testing this will require
a significant amount of computing time which is beyond the scope of this thesis and may not be
possible for a number of years.
6.5 Discussion
In Section 2.1.2, I describe the Wengen test which shows that variations in a numerical technique
may have significant effects on fragmentation results (using a spatially adaptive softening and a
fixed viscosity, I do not find fragmentation whereas Mayer & Gawryszczak (2008) found that
fragmentation took place when using a fixed gravitational softening and a Balsara switch imple-
mentation for the artificial viscosity; Figure 2.1). Indeed, in Chapter 5 I show that a variation in
the way the smoothing length is set and a variation in how the timestepping is carried out can play
a part in the outcome (for a disc made up of 250,000 particles, I find that the critical value of the
cooling timescale in units of the orbital timescale, βcrit ≈ 5.6, whereas Rice et al. (2005) found
βcrit ≈ 6 − 7. This shows that numerical effects do play a part in the outcome of simulations and
that these need to be thoroughly tested and convergence reached to ensure accurate conclusions.
Resolution is one such aspect that needs to be considered. Previous work has typically
considered the resolution criterion of Bate & Burkert (1997) (see Section 2.1.2). Some resolution
testing of SPH simulations of self-gravitating discs has taken place but this has typically involved
varying the particle number by a factor of 2. Lodato et al. (2007) and Cossins et al. (2009) found
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that a factor of 2 variation in the particle number did not affect their results. However, these were
for non-fragmenting discs. Similarly, Gammie (2001) carried out resolution testing of gravita-
tionally unstable regions, but this was also for regions that do not fragment. Clarke et al. (2007)
carried out a simulation of a fragmenting self-gravitating disc and increase the number of particles
from 250,000 to 500,000 and suggest that fragmentation may be affected by resolution. However,
on the other hand, Rice et al. (2005) suggest that their fragmentation results are unaffected by
resolution (though they decrease their particle number from 250,000 to 125,000). However, large
changes in resolution on the fragmentation have not been tested.
Lodato & Rice (2004, 2005) show that 250,000 particles is adequate enough to simulate a
self-gravitating disc (with αSPH, βSPH = 0.1, 0.2) to ensure that the artificial dissipation is smaller
than the dissipation due to self-gravity by more than an order of magnitude. However, the to-
tal dissipation compared to the sum of the various contributions to the dissipation has not been
considered.
The variations in fragmenting results with different resolutions show that convergence has
clearly not taken place. The dissipation rate graphs suggest another form of dissipation is present
in the disc and that it also varies with resolution. The question that is yet to be answered is what
is the source of the additional numerical dissipation since the SPH code used here conserves en-
ergy? A possible reason for the additional numerical dissipation may be extra particle oscillations
(originally provided by the bulk motions in the disc) that are not fully damped by the artificial vis-
cosity but are later dissipated as heat. This needs to be investigated further. In addition I have only
used a fixed viscosity method in these simulations. While it would be worrying if the viscosity
prescription used had such a profound effect on the results, this needs to be explored.
Once the cause has been identified, a further question to answer is whether the effects are
primarily important in simulating disc configurations or whether it plays a significant part in other
geometries. For example, if the additional dissipation was mainly being caused in situations with
shocked scenarios, the problems identified here are unlikely to cause inaccurate results of other
scenarios modelled using SPH, where shocks are not so common.
The simulations carried out with 16 million particles have taken between 4-7 months to run
on the University of Exeter’s supercomputer, mostly using 64 compute cores on 8 computer nodes
(though one simulation was run using 128 compute cores on 16 computer nodes). Depending on
the nature of what is causing convergence not to occur, even higher resolution simulations will be
required for accurate modelling. However, these would take much longer. In addition, these discs
are modelled with a simple parameterisation for the cooling. Such high resolution simulations
carried out with radiative transfer would take much longer and thus is not likely to be feasible in
the near future. However, this does not mean that it is not possible to achieve scientific results.
It may simply be that only results relative to another scenario can be carried out (though this is
largely dependent on the nature of the additional numerical dissipation and whether it is fixed for
a particular resolution).
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Figure 6.8: Logarithmic graph showing the trend between β and ΣR2f /M⋆ determined by consid-
ering the location at which the first fragment forms in the discs, Rf . This graph is identical to
that in Figure 5.18 but overlaid with the fragmenting results from this chapter using 31,250 (red
triangles) and 16 million (magenta triangle) particles, as well as the fragmenting 2 million (cyan
triangles) particle simulation results presented in this chapter and in Table 5.3 in Chapter 5. This
graph suggests that the trend identified in Chapter 5 is evident. The exact value of the constant of
proportionality certainly seems like it would be different for different resolutions. It is not clear
from the few simulations run here whether the slope will also change with resolution.
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No of particles βcrit αGI,max Rcrit Rcrit Rcrit
(M⋆ = 1M⊙) (M⋆ = 1.5M⊙) (M⋆ = 2.1M⊙)
31,250 3.25 0.12 77 AU 88 AU 99 AU
250,000 5.6 0.07 68 AU 78 AU 87 AU
2 million 10.0 0.04 60 AU 69 AU 77 AU
16 million 18.0 0.02 53 AU 60 AU 67 AU
Table 6.4: Table showing how the critical radius of fragmentation according to Clarke (2009) may
be affected for a disc surrounding a 1, 1.5 and 2M⊙ star for the different values of βcrit identified
for discs with 31,250, 250,000, 2 million and 16 million particles. The value of ΣR2/M⋆ is kept
constant.
6.5.1 Implications on results of previous chapters
Figure 6.8 shows a logarithmic graph of β against ΣR2f /M⋆, where Rf is the radius at which the
first fragment forms. This figure is the same as Figure 5.18 but has the results from this chapter
overlaid. The red, cyan and magenta triangles are the results for the simulations with 31,250, 2
million (including the results from Chapter 5) and 16 million particles, respectively. Though a full
parameter study has not been carried out at different resolutions, the existence of a trend identified
in Chapter 5 still appears to be present. However, as discussed in Chapter 5, a change of resolution
is likely to affect the values of η and δ, deduced to be ≈ 47 and 0.5 for a disc with 250,000 particles.
Figure 6.8 shows that the constant of proportionality (i.e. η) is likely to be different for different
resolutions. A more fuller study is required to determine whether the slope (i.e. δ) would also
change with resolution.
In Chapter 4, I showed that to form the HR 8799 planets by gravitational instability, a
large disc mass is required. Such disc masses are unlikely to be the case in reality and current
observational efforts have not identified discs larger than ≈ 0.1 − 0.4M⊙ (Andrews & Williams
2007; Eisner & Carpenter 2006). I therefore suggested that the HR8799 system may not have
formed by this mechanism. However, a higher resolution study may produce quite significant
differences. Since it appears that fragmentation is somewhat easier at higher resolution i.e. that
the cooling that is needed to balance the heating is not as high as for low resolution simulations,
the lower disc masses that did not fragment in Chapter 4 may well do so at higher resolution (due
to the results found in this chapter as well as because the discs will be better resolved and hence
the fragments will be more easily discernible as discussed by Bate & Burkert 1997). However,
given that convergence has not been reached, it is uncertain as to whether an accurate conclusion
can be made even if high resolution simulations are carried out. On one hand, if at low resolution it
is possible for a reasonable mass disc (i.e. in line with current observations) to fragment, one may
conclude that gravitational instability may be a formation mechanism since even higher resolutions
would also be expected to show this. However, if the cause of a lack of convergence is an inherent
property of the SPH code such that an increased resolution is not likely to allow convergence to
be reached, then absolute conclusions will be very difficult to obtain.
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6.5.2 Implications of a lack of convergence on observational interpretation
Table 6.4 shows the equivalent value of αGI,max that is associated with the value of βcrit identified
for each resolution considered in this chapter, as well as the critical radius outside of which frag-
mentation may take place according to Clarke (2009) for central star masses of 1M⊙, 1.5M⊙ and
2.1M⊙. It can be seen that the critical radius of fragmentation identified for a disc with 16 million
particles is smaller than the value identified for a disc with 250,000 by > 20%. This can have
profound consequences on the interpretation of observational results. Table 6.4 shows that while
the value of αGI,max used from simulations using 250,000 particles may cause one to conclude that
the outer planet around HR 8799 may possibly have formed via gravitational instability (since its
projected separation is ≈ 68 AU), the results using 16 million particles suggest that there is a larger
possibility that this planet could have formed by gravitational instability. For a less marginal case
of Fomalhaut b which has a separation of ≈ 119 AU, the results do not appear to be so critical when
determining whether it is a potential candidate for a planet formed by gravitational instability.
Chapter 7
Conclusions
I have carried out three-dimensional numerical simulations of self-gravitating discs to determine
under what circumstances they fragment to form bound clumps that may grow into giant plan-
ets. The nature of the simulations are hydrodynamical and are carried out both with and without
radiative transfer. I have initially carried out radiation hydrodynamical simulations to investigate
the evolution of massive self-gravitating discs (Mdisc/M⋆ = 0.1). I consider discs with opacities
ranging from 0.01× to 10× the interstellar Rosseland mean values. I also consider the effects of
changing the initial and boundary temperatures of the discs as well as simulating different disc
sizes (with outer disc radii, Rout = 25 and 300 AU).
I find that the disc opacity is very important in determining whether a disc is likely to
fragment. In particular, I find that fragmentation is promoted in discs with opacity values lower
than interstellar Rosseland mean values since this allows radiation to leave the disc quickly. On the
other hand, I find that the presence of a thermal blanket as a result of the stellar irradiation inhibits
fragmentation since the discs are only able to cool to the boundary temperature. However, I also
show that under certain circumstances, fragmentation may occur. My results demonstrate that for
fragmentation, weak irradiation is required such that the boundary temperature and hence Toomre
stability parameter is low, in addition to low enough opacities (even in large, cool discs) since this
allows more efficient cooling so that the disc’s temperature does not increase significantly (due to
internal dissipation) above the boundary temperature.
Low opacities may exist in low metallicity discs or discs with larger grain sizes. This is a
particularly important and timely result given the recent discoveries of wide orbit planets (Kalas
et al. 2008; Marois et al. 2008) and the future emphasis for surveys of planets on such wide orbits.
I show that it is possible for fragmentation to occur in gravitationally unstable discs even at radii
where the innermost planet of the HR 8799 system is located (R & 24 AU). Furthermore, HR 8799
is known to be a metal-poor, λ Bootis star with metallicity [M/H] = −0.47 (Gray & Kaye 1999) so
it is reasonable to assume that its disc was similarly metal-poor. I have shown that such a scenario
favours fragmentation and therefore, my results in Chapter 3 indicate that all three planets of
the HR 8799 system may well have formed via gravitational instability. Though a hybrid core
accretion and gravitational instability scenario for planet formation may also be a possibility for
this system, my calculations in Chapter 3 show that such a hybrid scenario may not be necessary.
I have also carried out three-dimensional radiation hydrodynamical simulations to investi-
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gate specifically whether the HR 8799 planetary system could have formed in situ by gravitational
instability. I have shown that the formation of fragments at a specified location in a disc involves
a convoluted interplay between the disc mass, star mass (and hence luminosity) and the surface
mass density profile. I find that the disc masses required for fragmentation in the radial range of
interest (R ≈ 24 − 68 AU) are ≈ 0.8 − 1.2M⊙. While in lower mass gravitationally unstable discs
the surface mass density does not change significantly such that the disc temperature and cooling
are the key aspects to consider with respect to the evolution of a disc (Chapter 3), in high mass
discs, I find that the surface mass density profile does change which also affects the stability of a
disc. The disc adjusts both the surface mass density and the temperature to try and reach a state
where Q ≈ 1. These adjustments may help to promote fragmentation.
If such massive discs, required for fragmentation to occur in the radial range of interest, are
found early in the star formation process, the evolution of the fragments needs to be considered in
more detail to see (i) whether the fragments grow to the required sizes, (ii) whether they evolve
to different radii and (iii) whether subsequent fragments form in the disc. My simulations show
that while fragments do form and evolve within the radial range of interest, further subsequent
fragmentation occurs at smaller radii out of the massive disc. In addition, the fragments grow to
sizes much larger than those expected for the HR8799 planetary system. Therefore, while it is
possible (given a high disc mass) for fragments to form at the required radii, the growth of planets
would need to be inhibited for this system to have formed by gravitational instability.
Concurrently to carrying out radiation hydrodynamical simulations, I also investigate the
fragmentation criteria in self-gravitating discs modelled using a parameterised cooling technique
rather than radiative transfer. Considering simplified methods such as this can provide insight that
may be useful to understand more complex scenarios. I present an analytical approach to examine
the fragmentation of self-gravitating protoplanetary discs, and confirm the results using global
three-dimensional numerical simulations. My key result is that fragmentation does not simply
depend on the disc cooling timescale, β, but also on the ratio of the surface mass density at radius,







where δ ≈ 1/2 and η ≈ 47. For a power-law surface mass density, Σ ∝ R−p, this relation predicts
the innermost radii at which subsequent fragments can form in a disc with shallow surface mass
density profiles (p < 2) as well as the radius outside of which fragments cannot form in discs with
steep surface mass density profiles, (p & 2). Generally, I find that an increase in the steepness
of the disc surface mass density profile promotes fragmentation at smaller radii. In addition, the
results show that the fragmentation boundary as discussed by Clarke (2009) could vary by as much
as ≈ 37 AU for low mass accretion rates. However, while the existence of a trend may remain, the
exact values of η and δ are likely to be affected by the resolution. In addition, I show that the critical
cooling timescale in units of the orbital timescale, βcrit, determined from previous simulations is
not a converged quantity. The simulations carried out using 16 million particles are currently
the highest resolution simulations of gravitationally unstable discs currently known to have been
7.1. FUTURE STUDIES 158
performed and despite such high resolution, a converged quantity currently does not exist and
it remains questionable as to whether such a value would even exist. Depending on the nature
of what is causing the lack of convergence, it may be possible to cautiously determine trends,
upper and lower limits, relative differences between different disc scenarios, modelled at a lower
resolution. However, given that I have shown that such an uncertainty exists in the fragmentation
results of massive discs, earlier conclusions that are based on this theory may not necessarily hold
as the values previously determined are now redundant.
7.1 Future studies
The results from Chapter 3 show crucially that a low metallicity environment is more likely to
form planets via gravitational instability. Given that observed discs have inferred surface mass
density profiles that are shallow (p < 2), it is expected that fragments are likely to have formed
in the outer regions of discs. We have entered a generation where detection of planets further
away from the parent star is now beginning to be possible and observational limits are constantly
being pushed. The next generation of instruments and techniques are likely to populate more of
the unpopulated region of the extrasolar planet mass-radius plot that I showed in Chapter 1. As
this begins to occur, the theory that low metallicity and gravitational instability go hand-in-hand
can then be observationally tested.
Though not discussed in this thesis, I have also carried out extensive work on shadowed
discs. Such a scenario may occur if a warp or a puffed up inner region is present in a disc.
Shadowed discs have been considered in the past to explain the spectral energy distributions of
many discs around Herbig Ae stars. However, the concept of shadowing in the early stages of disc
evolution when the disc is massive enough to be self-gravitating has not been considered. The
results of Chapter 3 show that stellar irradiation acts to inhibit fragmentation. If shadowing was
present, this would remove the effects of stellar irradiation from a part of, or even the whole of, the
disc surface. This may potentially cause a self-gravitating disc to fragment (which may otherwise
not do so in the presence of stellar irradiation). This problem is in fact numerically challenging
because the boundary conditions require careful attention to ensure the conditions imposed do not
play a part in the outcome of the simulations. My work to date involving this topic suggests that
the optically thin discs may not be as affected by the boundary conditions as the optically thick
discs. However, a careful study is required.
The simulations presented here are those of isolated discs in the early Class II stage of star
formation. However, there is no reason to believe that if fragmentation was to occur then it can
only take place during this stage. In fact, the earlier Class I stage is likely to involve more massive
discs whose high mass is sustained and even growing due to the mass continually settling onto the
disc during the embedded stage. This may then cause the discs to be more gravitationally unstable
and more susceptible to fragmentation. As shown in this thesis, high mass discs (& 0.3M⊙) clearly
behave very differently to lower mass discs (< 0.3M⊙) given that significant restructuring occurs
in high mass discs. The evolution of such higher mass discs are greatly understudied, even moreso
in the embedded phase of disc evolution, and deserve more attention.
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The results presented in Chapter 4 show that the disc masses need to be high for frag-
mentation to occur in the radial range of interest of the HR 8799 system. However, this can be
problematic since more fragments form at a later stage in the disc’s evolution and in addition, the
fragment masses become too large. The latter point is almost certainly a consequence of the high
disc mass and the former point may also be affected by it. The simulations in Chapter 4 used disc
masses such that the discs were initially Toomre unstable over a large radial range and yet some of
these simulations did not show fragments. This was partly because the discs were not able to cool
rapidly enough. Therefore. while they may have satisfied the Toomre criterion, they may not have
satisfied the cooling criterion. However, a key assumption in these simulations is that the opacity
is not more than ten times smaller than the interstellar Rosseland mean value. If the opacity was
reduced further (i.e. due to grain growth), the lower mass discs may then fragment. It would be
interesting to take an approach similar to that used in Chapter 3 and determine what values of the
opacity are required to allow a smaller mass disc (with a mass more in line with current observa-
tions) to fragment (which can then be used to determine what grain sizes might be expected which
can also be compared to current observations).
The simulations carried out in Chapter 4 have considered massive discs. However, it is un-
certain whether the subsequent fragmentation in the inner regions of the discs is purely an artefact
of high mass discs or whether this is also characteristic of subsequent fragmentation in low mass
discs. Should this be the case, this would bring into question the concept of whether gravitational
instability is indeed only able to act in the outer regions of a disc, or whether the trigger needs to be
in the outer regions so that further fragmentation at smaller radii can then take place. Given that
many simulations of self-gravitating discs are stopped shortly after the fragmentation stage, the
conclusion that fragmentation only occurs in the outer regions of a disc may be somewhat biased.
While the subsequent fragmentation and evolution of fragments has been considered (Mayer et al.
2002; Rice et al. 2003b), it still remains a largely unexplored area and requires further investiga-
tion. In particular, understanding how earlier fragmentation affects the later fragmentation needs
to be considered. In addition to exploring the subsequent fragmentation and mass growth rate of
a fragment in a disc, it is also important to understand the torques on the planet and the effects
on the radial migration under the influence of strong self-gravity. This is work that I have already
started to carry out.
In Chapter 1, I suggest that no single planet formation mechanism can describe all the
observations and therefore both methods may act but in different regimes. However, to date, no
simulations have been carried out which attempt to simulate both mechanisms in the same disc,
i.e. what I termed a hybrid scenario. This would provide useful insight into whether the two
mechanisms are indeed able to operate in the same environment or whether they can only take
place in mutually exclusive environments. The obvious suggestion that has been proposed in the
past is that core accretion acts closer to the parent star while gravitational instability acts further
away. This is an example of where the two mechanisms may operate in the same environment.
However, core accretion is more likely to take place in a high metallicity environment while I have
shown that gravitational instability is likely to be the dominant mechanism in the low metallicity
environment. This suggests that the two mechanisms would not be able to operate in the same
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disc (unless there was, for example, a radial metallicity distribution, which may occur if there was
a radial dust distribution). It is also important to note that the radiative transfer simulations that
have been performed here do not consider spatially varying opacities whereas in reality this might
be the case. The effect of this on the fragmentation would be interesting to consider.
In Chapter 5, I showed that in a disc with a steep surface mass density profile (p & 2),
the fragments form in the inner regions of the disc first. Due to high computational power, these
simulations were not run further beyond the stage when the first fragments formed. However, I
predicted that for a p = 2 disc, the fragments should be able to form everywhere and in a disc
where p > 2, subsequent fragments can form further out in a disc until the radius that determines
the trendline for a particular surface mass density, star mass and cooling timescale. This predic-
tion needs to be tested. In addition, I showed that I have begun to confirm the trend presented in
Chapter 5 with a grid-based hydrodynamics code, FARGO. I intend on continuing this study with
this code to confirm the trends being seen. Furthermore, in Chapter 5 I showed preliminary results
on how the radius outside of which fragmentation could take place is affected by the different val-
ues of the critical cooling timescale (or equivalently, different values of the ratio ΣR2/M⋆) when
considering more realistic cooling. A more thorough investigation into this would be interesting.
However, given that a particular value of the critical timescale has not been established for any
particular system given the resolution issues outlined in Chapter 6, it will not be possible to deter-
mine a single radius outside of which a particular system will allow fragmentation to occur, but
instead a range of values may then need to be considered.
The resolution issues identified in Chapter 6 are very worrying since many previous results
and conclusions have been based on earlier results of low resolution simulations (both published
and also the results presented in this thesis). It is vital to understand first and foremost, why the
simulations in Chapter 6 do not converge, as this potentially affects and could somewhat nullify
previous results of gravitationally unstable discs.
Appendix A
Boundary height calculation
The vertical boundary height, zb,τ=1 between the optically thick and optically thin region of the






















































































x = 1 − 1
κΣ
. (A.11)
The opacity was calculated using the boundary temperature profile and assuming a low density in
the optically thin upper layers of the disc, ρ = 1 × 10−15g/cm2, and the surface mass density is
the initial surface mass density of the disc. The inverse error function is an odd function and is







Improved boundary height calculation
The vertical boundary height, zb,τ=1 between the optically thick and optically thin region of the
disc is located at the point where the optical depth, τ = 1. While in Appendix A, the calculation of
the boundary height is only carried out at the start of a simulation, the calculation described here
gives the flexibility of being able to re-evaluate the boundary height part way through a simulation.





and calculating the opacity using the boundary temperature profile and assuming a low density,




ρdz = κΣb, (B.2)
where κ is taken out of the integral since I assume that in the optically thin region of the boundary,
the disc is vertically isothermal and so is a constant at each radius. Σb is the surface mass density
calculated using only the boundary particles. Since
Σ =
Nmp
area of annulus (B.3)
where N is the number of particles in the boundary and mp is the mass of one particle (note that
all the gas particles have the same mass). If all the particles in the annulus are ordered from the
furthest away from the midplane to the closest, the particle that represents the boundary between





The boundary height is therefore the height at which the Nthb particle is located. To deal with the
case where the τ = 1 boundary does not exist (i.e. further out in the disc where the entire vertical
extent of the disc is optically thin, I define the boundary height as being the maximum out of:
the height at which the Nthb particle is located or the height at which 10% of the particles in the
annulus being considered are in the boundary. The reasoning behind this is the same as discussed
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in Section 2.2.5: that an adequate number of particles is required in the boundary region to ensure
the loss of energy from the disc by radiation is modelled correctly, but also ensuring that too many
particles do not make up the boundary such that the evolution of the disc is determined by the
temperature profile of the boundary particles.
Appendix C
Seiss stellar evolution models
Luminosity Mass
[L⊙] [M⊙]
1.029 × 10−1 0.100
3.776 × 10−1 0.200
7.229 × 10−1 0.300
7.835 × 10−1 0.400

















1.090 × 101 2.500
1.349 × 101 2.700
2.120 × 101 3.000
8.126 × 101 3.500
3.488 × 102 4.000
5.733 × 102 5.000
1.035 × 103 6.000
1.737 × 103 7.000
Table C.1: Luminosity and corresponding star mass at an age of 1 Myr, determined using the
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