Abstract-A thorough description of trellis-coded quantization as a nearly-optimal source coding system is presented. Trelliscoded quantizers couple traditional quantization techniques with finite state machines to build effective high dimensional vector quantizers. In a trellis-coded quantizer, each transition of the related finite state machine is labeled, by means of a convolutional code, with one of the sub-codebooks obtained by partitioning a single extended codebook. Traditional design approaches take advantage of the duality of trellis-coded quantization with trelliscoded modulation, and are then based on the same empiricallyfound convolutional codes. This paper presents a novel approach to construct effective trellis-coded quantizers, which takes advantage of maximum-Hamming-distance convolutional codes. The objective is to describe a new design technique rather than introduce coding systems with highly improved performance. Nevertheless, examples are presented to illustrate the performance of the proposed trellis-coded quantizers, and they are shown to slightly outperform the trellis-coded quantizers found in the literature.
I. INTRODUCTION
T RELLIS-CODED QUANTIZATION [1] has first appeared as a natural counterpart, in the source coding framework, of trellis-coded modulation [2] , [3] , [4] . As in channel coding trellis-coded modulation almost allows to close the gap between the performance of uncoded systems and the capacity of the channel, in source coding trelliscoded quantization almost allows to close the gap between the performance of scalar quantization and the rate-distortion function. Most importantly, these results are obtained with very affordable computational complexity demands.
Trellis-coded quantizers have been extensively investigated and optimized [5] , [6] , [7] , [8] , [9] , [10] and have been successfully used, amongst other applications, in image coding [11] . In particular, trellis-coded quantization has been included in Part 2 of the newest still image coding standard JPEG2000 [12] .
Despite the fact that both trellis-coded modulation and trellis-coded quantization heavily rely on convolutional codes [13] , [14] , the current know-how about the algebraic properties of the convolutional codes has hardly been considered for the design of effective coding systems. In this paper, a new trellis-coded quantization design technique that exploits these properties is presented, in which the empirical search for adhoc solutions typical of previous design procedures is avoided.
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The proposed technique represents a more intuitive way to operate during the search for good coding systems. In some cases, the resulting trellis-coded quantizers slightly outperform well-known systems found in the literature; in the others, the proposed technique leads to systems with exactly the same performance. This fact not only shows the power of this intuitive approach but also proves the sub-optimality of the ad-hoc systems previously investigated.
This paper is organized as follows. Section II presents a short tutorial on trellis-coded quantization, strictly given from the point of view of source coding, hence without taking into account any dualism with its twin counterpart in channel coding. The proposed approach to code construction is described in Section III. Section IV presents coding examples and comparisons with the codes found in the literature. Conclusions are drawn in Section V.
II. A DESCRIPTION OF TRELLIS-CODED QUANTIZATION
From basic rate-distortion theory results, a digital representation of the outcomes of a stationary and ergodic random source requires on average at least R(D) bit/sample to guarantee a distortion 1 D, R(D) being the rate-distortion function of the source [15] . In particular, vector quantization [16] , [17] asymptotically allows to achieve this limit, since for anyR > R(D) there exists at least one block source code C ⊂ R N of cardinality 2 NR guaranteeing, as N → ∞, a distortion arbitrarily close to D. However, high-dimensional vector quantization is unfeasible, not only due to implementation issues (excessive coding delay, huge memory and computational complexity), but also because of the absence of rules for codebook design. In fact, the theory only establishes that the 2 NR codewords of the optimum code are drawn as Ndimensional sequences of i.i.d. samples distributed according to
where A andÂ are the discrete alphabets of the source and of its approximation respectively, p x is the a priori probability mass distribution of the source, and px |x is the conditional probability mass distribution which solves
where I denotes the mutual information. Trellis-coded quantization may be seen as a coding technique as effective as high-dimensional vector quantization, but with relaxed design and implementation complexity. Common descriptions of trellis-coded quantization [1] , [12] are given from an operational point of view and are completely satisfactory only for implementation issues. Rather, the rest of this Section presents a description of trellis-coded quantization as a particular case of vector quantization. Namely, trellis-coded quantization is seen as the result of a series of simplifications to vector quantization whose goal is to add structure to the codebook and, consequently, to the coding system.
A. Unstructured Trellis-Coded Quantization
Consider a (K − 1)-dimensional shift-register with q-ary inputs of the type shown in Fig. 1(a) , and the corresponding trellis diagram in which each stage represents all the possible state transitions of the shift-register. If the input u belongs to U = {0, 1, . . . , q − 1}, then the state of the shift-register,
values, can be equivalently specified by the integer value S = K−2 j=0 a j q j . Specify now a labeling function
that assigns to each transition of the trellis diagram an Ndimensional real vector. Then, the set of LN -dimensional codewords corresponding to all the L-dimensional paths on the trellis diagram forms a trellis source code with constraint length K and rate (1/N ) log 2 q bit/sample. Despite the structure of trellis source codes w.r.t. block source codes, given a target distortion D, for anyR > R(D) there exists a trellis source code of rateR (obtained with any feasible arity q and per-stage dimension N ) and constraint length K whose distortionD satisfies
where d b is a positive constant, E(R) is a function strictly positive for anyR > R(D) (but limR →R(D) + E(R) = 0), and ε > 0 [18] . Hence, similarly to block source codes, trellis source codes are asymptotically optimal with respect to their constraint length 2 . However, as in optimal vector quantization, the proof does not explicitly give the labeling function. It only shows in fact that the N -dimensional labels should be drawn as sequences of i.i.d. samples distributed, again, according to (1) .
Even without design rules, considering that the best codeword can be found using the Viterbi algorithm [20] , trellis encoding systems have the nice property that they operate 2 Actually, the proof in [18] , that deals with memoryless sources and bounded distortion measures (with d b as bound), assumes that the trellis code is a time-varying trellis code, i.e., that at time n the K − 1 elements of the underlying shift-register and the new input symbol u (n) are taken in a specific order, according to a predetermined pattern, as argument of the labeling function. Nevertheless, in [19] this hypothesis is relaxed and the asymptotic optimality of trellis encoding systems is proved for ergodic sources as well.
with linear complexity in the number of samples to be coded in place of the exponential complexity needed for vector quantization. In practice, to converge to the rate-distortion function, trellis encoding systems require very high values of K. Despite optimal, trellis encoding systems are hence still unfeasible because of the need to compute several Ndimensional distortions and branch metrics at the encoder and to store huge codebooks at both encoder and decoder.
But, assume that the arity of the shift-register is q = mq ′ , with q ′ , m ∈ N, 1 < m < q. Any of its components a j , j = 0, 1, . . . , K − 2 can then be expressed univocally by a tuple (a
, while the input can be analogously expressed by a tuple (u ′ , v). In particular, a j = ma ′ j + b j and u = mu ′ + v, and the shiftregister appears as in Fig. 1(b) . Then, assume that the labeling function C depends only on the most significant portion of the components of the shift-register, i.e., that
(5) Obviously, such a coding system has m K−1 degrees of freedom less than allowed by the original structure, but its complexity is greatly reduced. As example, the per-stage number of N -dimensional distortions to be computed drops from
But this is not the sole reason for the complexity reduction. In fact, in this setup, it is reasonable to merge all the m K−1 states which share the same a
From a given super-state, all the m inputs that share the same u ′ then cause a transition to the same super-state. The uncoded portion v of u, instead, discriminates which transition, out of the m parallel transitions, is actually taken.
A trellis diagram relative to a (K − 1)-dimensional shiftregister with q ′ -ary inputs, u ′ ∈ U ′ = {0, 1, . . . , q ′ − 1}, hence having M ′ = q ′ K−1 states, with the corresponding labeling function
that assigns to each transition of the trellis diagram a codebook of m N -dimensional real vectors, define the coding system that, without any other requirement, we call unstructured trellis-coded quantizer of constraint length K and rate (1/N ) log 2 (mq ′ ). An example of derivation of this simplified system from a trellis encoding system is shown in Fig. 2 . Obviously, both the optimality considerations and the upper bound (4), with q ′ = q/m < q in place of q, still hold (but, actually, tighter distortion bounds may take into account the fact that there are m elements on each branch), and it seems reasonable for the optimum M ′ q ′ m N -dimensional real vectors defined by Q to be randomly drawn from the same distribution given by (1) . Not only, but at the same rate (i.e., the same q and N ), as m increases the number of states M ′ reduces, reducing both the memory requirements and the computational complexity of the system. Of course, this is likely to reduce the performance, but the system will eventually become realizable. 
(b) Trellis-coded quantizer Fig. 2 . Derivation of a trellis-coded quantizer from a trellis encoding system satisfying (5). For notational simplicity, the labels associated with the branches emanating from each node are written on the left side of each node. The first label on the left is associated with the uppermost transition from the node, the second label is associated with the transition immediately below it, and so on. In this example, K = 3, q = 4, and m = 2. 
In unstructured trellis-coded quantization, given an LNdimensional realization of the source to be coded, the optimum sequence u (n) , n = 0, 1, . . . , L−1, can be found observing that among all the u (n) sharing the same u ′ (n) , n = 0, 1, . . . , L − 1 (i.e., the same path on the simplified trellis) the best sequence and the related distortion can be simply found through L successive N -dimensional vector quantizations, whose codebooks are assigned by the labeling function Q. Then, as operatively explained in [1] , the Viterbi algorithm can be used to disambiguate the optimum coded portion u ′ (n) , i.e., to find the optimum path on the simplified trellis. Summarizing, at each step a branch metric is found for all the q ′ K branches by means of m-fold N -dimensional vector quantization, while the Viterbi algorithm eventually finds the optimum sequence of codebooks to be used among the feasible ones, with a perstage complexity proportional to the number of states M ′ . The per-stage (i.e., per-N samples) number of operations needed by the original trellis encoding system and by the trelliscoded quantizer for the same encoding rate are compared in Table I . The factor of reduction of the number of computed distortions, (2-fold) sums, and (2-fold) comparisons turns out to be respectively m K−1 , m K , and m K−1 , similarly to the factor of reduction of the degrees of freedom.
The possibility to tune the parameters K and m eventually permits to physically and effectively realize unstructured trellis-coded quantization. The remaining part of this Section then addresses the design issues, i.e., deals with the question "Which ones are the good labeling functions Q?".
B. Alphabet-Constrained Trellis-Coded Quantization
The labeling function Q defined by (6) can take on up to M ′ q ′ different m-fold outputs. Assume that Q takes on a finite set of disjoint m-fold sets of N -dimensional real vectors, in one-to-one correspondence with the elements of a label set A, with 1 < |A| < M ′ q ′ . In this way, independently from the constraint length K, the coding system approximates any realization of the source with a sequence of elements belonging to a unique extended codebook S ∈ R N , obtained as the union of (and exactly partitioned by) these |A| m-fold sets. We call this coding system alphabet-constrained trelliscoded quantizer.
Trellis-coded quantizers described in literature fall in this class. The reasonable number of operations that this coding system needs during encoding, shown in the rightmost column of Table I , allows for practical implementation. The set S, the distribution of the elements of S into sets labelled by A, and the assignment of a value a ∈ A to each branch of the trellis diagram are mostly taken from trellis-coded modulation, in which the optimal choice for these elements is empirically found starting from reasonable symmetry and maximum-distance considerations [2] .
The study of the rate-distortion performance attainable by a coding system with a finite output alphabet goes under the name of alphabet-constrained rate-distortion theory. In particular, for any source, it is possible to define and evaluate a rate-distortion function R |S| (D) once assigned only the cardinality |S| of the reconstruction set [21] as well as a rate-distortion function R |S| (D|S) once assigned both the cardinality and the actual reconstruction set 3 [22] . Obviously, by using a given finite set of |S| = m|A| vectors, it is in general impossible to reach the rate-distortion function, unless the source to be coded assumes values in a discrete alphabet
, it is actually possible that D |S| (R|S) ≈ D(R) even for continuous sources simply choosing as S, as example, the set of output points for the |S| level Lloyd-Max quantizer (for N = 1, or its extension to N > 1 [23] ). Then, even if it seems very difficult to prove, alphabetconstrained trellis-coded quantizers may asymptotically allow, as K → ∞, to achieve the distortion D |S| (R|S). In particular, in [1] (where N = 1 is assumed, and the set partitioning and branch labeling function are exactly taken from trelliscoded modulation), it is shown that for both the uniform and the Laplacian memoryless source such set of |S| levels permits to approximate, as K increases, D(R), already for R ≤ log 2 |S| − 1.
C. Geometrically Uniform Trellis-Coded Quantization
With the objective in mind to investigate on design techniques that avoid any empirical search, in particular for the branch labeling function, consider that in [24] it was first conjectured that the Voronoi cells of the best vector quantizer, i.e., the one corresponding to the optimum block source code in the rate-distortion sense, are all asymptotically congruent to the same polytope. Hence, consider an alphabet-constrained trellis-coded quantization system in which:
n , where p ≥ 2 is a prime number, and r, k, and n are integers satisfying r ≥ 1 and n > k ≥ 1. By adding the opportune algebraic operations, in such a system we can respectively identify U ′ and A as the k-dimensional vector space F k and the n-dimensional vector space F n over the finite field F = GF (p r ) [25] ;
• the labeling function is the linear map
which requires the storage of only K(kn) coefficients to be completely specified. This map, together with a q ′ -ary shift-register, embodies an (n, k) convolutional encoder of memory K − 1 [14] . In particular, this encoder is a physical realization for a polynomial generator matrix of an (n, k) convolutional code over F , that will be denoted by C. Consequently, the set of all L-tuples over A associated to the feasible paths of length L on the trellis diagram starting and ending in the zero-state (i.e., the codewords of maximum degree L − 1 of C) form a subspace, C L−1 , of A L over F ;
• the extended codebook S ⊂ R N is a geometrically uniform signal set [26] with generating group U (S), and there exist a subset
is group isomorphic to the label set A (that has the group structure induced by the vector space structure discussed before). Then, L-fold cartesian products corresponding to L-tuples of labels (a 0 , a 1 , . . . , a L−1 ), like the m L -fold sets corresponding to a path of length L on the trellis diagram, are all geometrically uniform, share the same generating group U (S ′ ) L , and are all geometrically congruent to S ′ L . We call such a coding system a geometrically uniform trelliscoded quantizer, because the feasible LN -dimensional reconstructions form a geometrically uniform signal set of R LN , namely the generalized coset code
. Then, this coding system satisfies to the optimality constraint discussed above.
At a first glance, this complex structure does not seem to be really useful since the constraint for the finite set S to be geometrically uniform appears quite restrictive and performance-limiting. But, assume for a while that S can be infinite. In this case there exist many geometrically uniform sets, such as many lattices, which instead appear quite good as candidates for alphabet-constrained coding, and for which there may still exist geometrically uniform partitions assuming a finite label set A as label group. But since in this case m = |S ′ | = ∞, a trellis-coded quantizer based on the partition S/S ′ seems unrealizable because of both the infinite number of distortion computations needed at each encoding stage and the resulting infinite coding rate.
Instead, the system is still feasible because of the following. First, the geometrical uniformity of S ′ (and of the remaining sets of the partition S/S ′ ) usually permits to solve the search for the closest point problem with finite complexity. As example, if S ′ = Z ⊂ R, a simple rounding operation is sufficient to find the best approximation of a given scalar realization over S ′ and the relative distortion, even if |S ′ | = ∞. Second, the resulting rate can be still finite. Approximating S ′ (as well as the remaining sets of the partition S/S ′ ) with the finite setS ′ = S ′ ∩ R b of the only points of S ′ lying on a bounded region R b is one way to obtain this objective. The resulting trellis-coded quantizer will simply consider the points of
, that are obviously asymptotically sufficient for obtaining the same performance relative to the use of
includes the typical set of the ergodic source to be coded [15] . In the memoryless case, the coding gain of the resulting coding system 4 would be expressed as the product of two terms [27] : the granular gain, which depends only on the shape of the (geometrically congruent) Voronoi cells of C(S/S ′ , C L−1 ), and the boundary gain, which depends only on the shape of the set R L b , under the condition that the probability of the realizations being in R LN \ R L b (called the overflow probability) is negligible. Entropy coding of the stream of symbols outputted by the trellis-coded quantizer represents instead a smarter way to limit the rate, that is effective independently from the source to be coded. In fact, in this other case, entropy coding would immediately allow for the highest boundary gain without taking care of assigning a good boundary region R b , and the only requirement for the resulting entropy-coded geometrically uniform trellis-coded quantizer would hence be to have good Voronoi cells, with respect to the granular gain.
In particular, to achieve the ultimate granular gain [27] and consequently exactly reach the rate-distortion function of the source R(D), the Voronoi cells should approximate hyperspheres. For this purpose, consider that:
′ is a geometrically uniform partition, then in any Voronoi cell of S ′ (taken as fundamental cell, i.e., with some care in treating the points on its frontier) there lie exactly |A| points of S. Moreover, the isometry that brings any of these Voronoi cells over a different one brings each of these points, that belong to a certain coset of S ′ , to a point belonging to the same coset of S ′ . In other words, the reciprocal position of the |A| points of S in any coarse Voronoi cell of S ′ is the same, and hence the further tessellation of each Voronoi cell of S ′ with |A| fine Voronoi cells is the same;
is formed by the disjoint union 5 of geometrically uniform sets all congruent to S ′ L , and hence
Consequently, given a certain Voronoi cell of S ′ L , for example the one relative to the zero point 0 S ′L ≡ 0 L S ′ , it is sufficient to look for the best reciprocal position of the only points of C(S/S ′ , C L−1 ) lying in there, that can be taken as coset representatives of the partition C(S/S ′ , C L−1 )/S ′ L . In addition, note that each one of them corresponds to a different element of C L−1 that in turn corresponds to a single path on the trellis diagram. This property is exactly the one exploited by the proposed trellis-coded quantization design technique discussed in Section III.
III. MAXIMUM-HAMMING-DISTANCE-BASED TRELLIS-CODED QUANTIZER DESIGN
As discussed above, traditional trellis-coded quantization systems are initially obtained by duality from trellis-coded modulation systems, that are mostly heuristically designed with the objective of maximizing the free distance. Then, an eventual post-optimization of the used codebook, which 4 As coding gain it is intended the ratio between the distortion relative to a reference coding system (usually scalar quantization) and the distortion of trellis-coded quantization under the same rate constraint. 5 It is assumed that different paths on the trellis diagram correspond to different codewords of C L−1 (or, equivalently, to different L-tuples of labels), i.e., that a full rank convolutional code over F is used.
involves modification of neither the partition nor the convolutional code, slightly improves the performance of the system at low bit-rates.
While it is clear that the performance of trellis-coded systems heavily relies on the underlying convolutional code, to the knowledge of the authors the algebraic know-how about convolutional codes [13] , [14] , in particular regarding maximumHamming-distance (or distance-optimal) binary convolutional codes, has not been yet taken into consideration in any design procedure.
We are instead focused on the design of good generalized coset codes, mainly intended for source coding, i.e., of source codes with large free distance that take directly advantage of distance-optimal binary convolutional codes. It is worth to point out that the novelty of this approach resides mainly in the design procedure rather than in the performance of the resulting trellis-coded quantizers. Nevertheless, as shown in Section IV, the proposed design technique leads to systems which equal and in some case even slightly overcome the performance of the trellis-coded quantizers previously proposed and investigated in the literature.
A. Goal of the Design Technique
Remind that the performance of the generalized coset code Since the representatives of different cosets are related to different paths on the trellis, and then to different codewords of the underlying convolutional code, it is worth to investigate if there exist systems that associate more distant coset representatives (in Euclidean signal space) to more distant codewords (e.g. in the binary case with large Hamming-distance). In such a case, distance-optimal binary convolutional codes would lead to generalized coset codes with good distance properties.
B. Distance Preserving Labelings
Any coset representative of the partition
where µ is the isometric labeling [26] of the partition S/S ′ and (a 0 , a 1 , . . . , a L−1 ) is the codeword (of the underlying convolutional code) which specifies the considered coset. Since the (squared) Euclidean-distance is additive on the different axes, among the possible coset representatives of a coset, the closest to the point 0 L S ′ is the one for which s n ∈ µ(a n ) is the closest to 0 S ′ , for each n = 0, 1, . . . , L − 1. Let us denote withS the subset of S which exactly contains all the coset representatives of the partition S/S ′ which are the closest to 0 S ′ .
Consider now the binary case (i.e., p = 2 and r = 1), where the coded alphabet and the label set satisfy respectively U ′ ∼ GF (2) k and A ∼ GF (2) n , and C is an (n, k) binary convolutional code, for which the codeword distance is measured by the Hamming-distance. Similarly to the (squared) Euclidean-distance, the Hamming-distance is additive on the different axes. To assign more distant coset representatives to more distant codewords it is then sufficient for the binary isometric labeling µ to label the elements ofS (and hence of S) with binary n-tuples such that the closer two points are in N -dimensional Euclidean space, the smaller is the Hammingdistance between the corresponding labels.
A binary isometric labeling satisfying this property has been called a distance preserving labeling. In the following, two cases are presented where such a labeling exists, and hence it is possible to maximize the free distance by simply using distance-optimal binary convolutional codes. These cases are the ones analyzed in Section IV.
1) One-Dimensional Partition Z/4Z: Consider, for N = 1, the partition S/S ′ = Z/4Z (for which |A| = 4, i.e., n = 2), that corresponds to the (scaled and) infinitely extended alphabet case obtained from the scalar example in [1] . While usually the partition is labeled as in Fig. 3(a) and ad-hoc (1, 2) binary convolutional codes must be used, a possible distance preserving labeling, that can be directly coupled to distance-optimal (1, 2) binary convolutional codes, results as in Fig. 3(b) . Labels differing by one or two bits are respectively given to cosets whose minimum (squared) Euclidean-distance equals one or four.
2) Two-Dimensional Partition Z 2 /2Z 2 : For N = 2, consider the partition S/S ′ = Z 2 /2Z 2 (again, |A| = 4 and n = 2), that corresponds to the (scaled and) infinitely extended alphabet case obtained from the two-dimensional example in [1] . While the partition must be labeled as in Fig. 4(a) in order to utilize the same ad-hoc (1, 2) binary convolutional codes of the one-dimensional case [1] , a possible distance preserving labeling to be directly coupled to distance-optimal (1, 2) binary convolutional codes results as in Fig. 4(b) . Labels differing by one or two bits are respectively given to cosets whose minimum (squared) Euclidean-distance equals one or two.
IV. SIMULATION RESULTS
In a low-distortion (high bit-rate) framework, and assuming that the symbols output by the trellis-coded quantizer are entropy-coded down to their entropy, the asymptotic performance of geometrically uniform trellis-coded quantization is measured by the asymptotic normalized second moment (per dimension) of the Voronoi cell of the related generalized coset code, independently from both the rate and the probability distribution of the source to be coded [27] . Equivalently, the performance can be expressed in terms of coding gain w.r.t. entropy-coded uniform quantization by the asymptotic value of the granular gain, γ g , which simply represents the factor of reduction of the normalized second moment obtained by shaping an hypercube into the shape of the Voronoi cell of the trellis-coded quantizer.
In the following, we hence compare the granular gain of the traditional trellis-coded quantization systems found in the literature with the granular gain of maximum-Hammingdistance-based systems having the same number of states (i.e., the same computational complexity).
A. Experimental Setup
The approximated second moment of a Voronoi cell can be evaluated only by simulation. In particular, the Voronoi cell under examination should be uniformly populated with several randomly generated vectors and the average of their energy (assuming the center of the cell is the origin of the coordinate system) would approximate its second moment.
Since the actual shape of the Voronoi cell is not known, this procedure would involve the generation of uniformly distributed random vectors in a region which is known to contain the cell itself, followed by a test to check if they are or not in the cell itself. Unfortunately, this procedure is unfeasible because of the very huge number of points that must be generated.
However, if an LN -dimensional region containing several cells (along each coordinate) is uniformly populated by N v random vectors (sequences) and the average per dimension energy of the corresponding quantization errors is taken, a simple thought shows that this quantity approximates the second moment (per dimension) P (C) itself. 6 Hence, we evaluate the quantitỹ
where x i,j is the j-th realization of the i-th random sequence (andx i,j is its reconstruction). The fidelity of this approximation can be measured as follows. Note that for high values of LN , we can appeal to the central limit theorem [28] and hence assume that the expression in square brackets in (8) is a Gaussian r.v. 7 belonging to N (P (C), σ 2 ). Consequently, P (C) ∈ N (P (C), σ 2 /N v ) and in the 95% of the cases
where the best unbiased estimate of the standard deviation given the N v measured distortion samples can be used asσ.
In particular, in our experiments, the granular gain is evaluated through N v = 5000 sequences of length LN = 1000, randomly distributed in the hypercube with sides equal to 2 R ·2 and to 2 R · √ 2 respectively for the case Z/4Z and the case Z 2 /2Z 2 , with R = 8.
B. Results
The asymptotic granular gain (for N L = 1000) of the onedimensional geometrically uniform trellis-coded quantization systems derived from [1] , that use the labeling of Fig. 3(a) , is reported in Table II . In particular, for various numbers of states, the Table shows the ad-hoc codes (in octal form) used in [1] and, correspondingly, the measured granular gains. The values in this Table confirm the results (at high bit rates) of [1] and [27] .
When the same ad-hoc codes are used for the two-dimensional system relative to the partition Z 2 /2Z 2 , and hence the labeling shown in Fig. 4(a) is used, we obtain the results of Table III . In this coding system each successive couple of samples is constrained on a squared lattice (a lattice translate of 2Z
2 ), and the convolutional code can only randomize the relative position of the successive couples of samples. Consequently, compared to the Z/4Z case, where the convolutional code offers the possibility to control the relative position of each successive sample, giving more freedom to the system, the performance is slightly reduced.
To show the ability of the maximum-Hamming-distancebased design to at least reach the performance reported in Table II and in Table III , some distance-optimal (2,1) convolutional codes (with different numbers of states) taken from [14] have been applied to the previously described distance preserving labelings. When the partition Z/4Z with the labeling of Fig. 3 (b) is under examination, varying the number of coded samples we obtain the curves of Fig. 5 . It is clear that the granular gain increases and reaches an asymptotic value increasing the dimensionality (i.e., the number of coded samples), with the exception of the simple 2-states code [1 3] . In addition, it is evident that more complex convolutional codes allow for improved performance. In particular the 1024-states code [2335 3661] is asymptotically only about 0.1 dB farther from the ultimate granular gain of 1.53 dB (shown in figure as the dot-dashed straight line) that separates entropy constrained scalar quantization from the Shannon lower bound. This means that this trellis-coded quantizer, at high bit-rates, almost fills the gap between the performance of scalar quantization and the theoretic rate-distortion curve, with a computational complexity highly reduced with respect to classical vector quantization. Table IV reports the corresponding asymptotic granular gains. Comparing Table II and Table IV , we may notice that while for some number of states the systems have practically the same granular gain, for others there is a small, but measurable, improvement. Actually, it can be shown that the codes having 4 and 8 states exactly lead to systems equivalent to the corresponding ones based on Ungerboeck codes. Instead, for 16, 64, and 256 states we eventually obtained new systems with improved performance. In particular, close examination of the granular gain of these codes for different numbers of coded samples, compared with the granular gain of the traditional systems using the corresponding codes (see Fig. 6 ), shows that our systems lead to a slight improvement even for LN < 1000.
To draw this conclusion, the points on these curves should actually be completed by the respective confidence interval. However, we verified that the confidence intervals relative to the two cases are always disjoint, as one can note from Table  II and Table IV for the case LN = 1000. When analyzing the partition Z 2 /2Z 2 with its distance preserving labeling (Fig. 4(b) ), we obtain even higher improvements over the systems usually found in literature. The asymptotic coding gain, reported in Table V , is in fact sensibly higher for all the codes with 16, 32, 64, and 256 states. This is confirmed by the curves of Fig. 7 , for which we can draw conclusions very similar to what reported for the Z/4Z case.
V. CONCLUSION
In this paper, a novel non-empirical approach to trelliscoded quantization design has been presented. Our strategy is very simple, since it basically consists in finding a distance preserving labeling for the desired partition of the starting extended codebook. In this way, there is a more close relation between the minimum distance of the feasible reconstructed sequences and the algebraic properties of the underlying convolutional code. Consequently, an improved performance w.r.t. the traditional systems found in the literature is obtained by using distance-optimal binary convolutional codes. In particular, in the Z/4Z case we found better codes for the 16, 64, and 256 states case, while in the Z 2 /2Z 2 case we found better codes for the 16, 32, 64, and 256 states cases. Furthermore, we found a 1024 states code (used for both the one-dimensional and the two-dimensional trellis-coded quantization system), which, according to our knowledge, was never published before in the context of trellis-coded quantization.
