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Abstract
We describe a hyperbolic version of the Ambartzumian-Pleijel identity. We use this identity to prove
the hyperbolic Crofton formula and the hyperbolic isoperimetric inequality. This identity also provides a
way to compute the chord length distribution for an ideal polygon in the hyperbolic plane. The analogous
results for a maximally symmetric, simply connected, 2−dimensional Riemannian manifold with constant
sectional curvature are given in the end.
1 Introduction
In [8], Pleijel discovered a family of identities associated with isoperimetric inequalities for planar convex
domains with C1 boundary. In [1], by generalizing these identities, Ambartzumian gave the Pleijel identity
for the Euclidean plane. In [2], Ambartzumian gave a combinatorial proof of the Pleijel identity. Moreover,
he proved a general version of Pleijel identity for convex compact polygonal planar domains which we call
the Ambartzumian-Pleijel identity. Later in [6], Cabo gave another approach to this identity via Stokes’
theorem. In [2], Ambartzumian also pointed out that these two identities can be used to find chord length
distributions for planar convex domains using δ−formalism.
More precisely, let E denote the Euclidean plane. Let GE denote the set of geodesics in E and let µE
denote the measure on GE invariant under the Euclidean motions. Let D be a compact convex domain in E
and consider the subset GD of GE consisting of all geodesics intersecting D. For each γ ∈ GD, the intersection
γ ∩D is called a chord of γ with respect to D. Let ρD(γ) denote the chord length of γ with respect to D.
Assume the boundary ∂D of D is C1. Let α1(γ) and α2(γ) be the two angles between the boundary ∂D
and the chord of γ lying on the same side of γ.
γ
α2
α1
D
With this notation, the Pleijel identity is as follows:∫
GD
(f ◦ ρD) dµE =
∫
GD
(f ′ ◦ ρD)ρD cotα1 cotα2 dµE,
1
where f ∈ C1(R,R) with f(0) = 0.
This identity implies the isoperimetric inequality L(∂D)2 − 4piA(D) ≥ 0, where L(∂D) is the boundary
length of D and A(D) is the area of D.
Instead of being C1, now assume that ∂D is a polygon consisting of n geodesic edges a1, . . . , an. The
Ambartzumian-Pleijel identity for D and any C1−function f is as follows:
∫
GD
(f ◦ ρD) dµE =
∫
GD
(f ′ ◦ ρD)ρD cotα1 cotα2 dµE +
n∑
i=1
∫ |ai|
0
f(x) dx,
where |aj | is the length of aj , and dx is the Euclidean length element on R.
In this paper, we prove the hyperbolic counterpart of the Ambartzumian-Pleijel identity. Let D be a
compact convex domain in the hyperbolic plane H with geodesic polygon boundary whose edges are denoted
by a1, . . . , an. Let GH denote the set of geodesics in H and µ denote the Liouville measure on GH. Let GD
be the subset of GH consisting of geodesics intersecting D. Our main result is:
Theorem 1. Let f be in C1(R;R). Then we have the following hyperbolic version of the Ambartzumian-
Pleijel identity:
∫
GD
(f ◦ ρD) dµ =
∫
GD
(f ′ ◦ ρD) sinh ρD cotα1 cotα2 dµ+ 1
2
n∑
i=1
∫ |ai|
0
f(x) dx,
where dx is the length element on R, and |ai| is the hyperbolic length of the i-th boundary segment ai of D.
By using polygonal domains to approximate hyperbolic convex compact domains with C1−boundary, we
can prove the hyperbolic version of the Pleijel identity:
Theorem 2. Let f be in C1(R;R). Suppose that ∂D is C1. With the same notation as in Theorem 1, we
have the following identity:∫
GD
(f ◦ ρD) dµ =
∫
GD
(f ′ ◦ ρD) sinh ρD cotα1 cotα2 dµ+ 1
2
f(0)L(∂D).
In particular if f(0) = 0, then we have the hyperbolic version of the Pleijel identity.
By choosing f carefuller, we prove the following two applications of Theorems 1 and 2:
Corollary 1. Let D be a convex compact domain in H with polygonal boundary or C1 boundary, the Liouville
measure of GD is one half of the length of the boundary of D.
Corollary 2. Let ∂D be C1. Then we have the hyperbolic isoperimetric inequality:
L(∂D)2 ≥ 4piA(D) +A(D)2,
where the equality holds if and only if D is a disk in H.
A priori, Theorems 1 and 2 only hold for a compact domain D. But the strategy of the proof can be
extended to the non compact case so that we are able to compute the chord length distributions for an ideal
triangle and an ideal quadrilateral in H as follows:
Corollary 3. Let T be an ideal triangle in H and µ be the Liouville measure on GH. The chord length
distribution dMT = (ρT )∗dµ is given by:
dMT =
3ρ dρ
sinh2 ρ
.
Corollary 4. Let Q be an ideal quadrilateral in H and µ be the Liouville measure on GH. Let γ1, . . . , γ4 be
the 4 edges of Q ordered counter-clockwise. The chord length distribution dMQ = (ρQ)∗dµ is given by:
dMQ =
12ρ dρ
sinh2 ρ
+ dM13 + dM24,
2
where dM13 is the chord length distribution with respect to γ1 and γ3 and satisfies:∫ ρ
0
dM13 =
1
2
∫
[η]
cotα1(ρ, η) cotα3(ρ, η) sinh ρ coshw(ρ, η)
sinh ρ1(ρ, η) cotα1(ρ, η) + sinh ρ3(ρ, η) cotα3(ρ, η)
dη,
and dM24 is the chord length distribution with respect to γ2 and γ4 and satisfies:∫ ρ
0
dM24 =
1
2
∫
[η]
cotα2(ρ, η) cotα4(ρ, η) sinh ρ coshw(ρ, η)
sinh ρ2(ρ, η) cotα2(ρ, η) + sinh ρ4(ρ, η) cotα4(ρ, η)
dη,
where η is the angle parameter in the polar parametrization of the set of geodesics in H introduced later.
Remark 1. Corollary 1 is called the Crofton’s formula.
Corollary 3 and Corollary 4 are the principle motivations of this paper. Corollary 3 was first proved by
Bridgeman and Dumas in [5]. In that paper they considered the oriented geodesics which yields a difference by
a factor 2. In [4], instead of the Liouville measure, Bridgeman considered the volume form of the unit tangent
bundle of hyperbolic space and described the length distribution using the Rogers dilogarithm functions.
Another observation about the proof of the Ambartzumian-Pleijel identity is that as passing from the
Euclidean case to the hyperbolic case, the only thing changed is the trigonometric functions. As a result of
this observation, by using the general trigonometric functions, we show that our two theorem and their first
two corollaries can be generalized for a maximally symmetric, simply connected, 2−dimensional Riemannian
manifold with constant sectional curvature K ∈ R, denoted by XK .
The organization of this paper is the following: in the section 2 and 3, we give several formulas of the
hyperbolic metric, its volume form and the Liouville measure; in section 4, we prove the main theorems; in
section 5, all corollaries are proved; in the last section, we give our result for the XK case.
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2 The hyperbolic plane and its coordinate systems
In this section we describe several coordinate systems on the upper half plane:
H = {z = x+ iy ∈ C : y ≥ 0}.
Moreover we give the associated volume form for each coordinate system.
2.1 Cartesian coordinate system
This is the most familiar coordinate system of the upper half plane model. The coordinates of C induce
coordinates on H.
x
y
z=(x,y)
3
By using these coordinates, the hyperbolic metric ds has the following expression:
ds =
√
(dx)2 + (dy)2
y
. (1)
and the associated hyperbolic volume form dVol is given by:
dVol =
dxdy
y2
. (2)
2.2 Polar coordinate system
Generally speaking, this coordinate system is the pull back of the polar coordinate system of the Poincare´
disk model D by the Cayley transformation:
ω(z) =
iz + 1
z + i
, (3)
Let z = (R, θ) denote the polar coordinate system of C where R is the radius and θ is the angle. Under
this coordinates, the hyperbolic metric on D is given by:
ds =
2
√
R2(dθ)2 + (dR)2
1−R2 , (4)
and the associated volume form is:
dVol =
4R dRdθ
(1−R2)2 .
By replacing the Euclidean radius R by the hyperbolic radius r, we obtain a new coordinate system (r, θ)
for D. The relation between r and R can be computed by integrating Formula (4) along the geodesic from
the origin of D to (R, θ):
r = ln
1 +R
1−R,
or equivalently:
tanh
r
2
= R.
By changing variables, the hyperbolic metric under the new polar coordinates is:
ds =
√
sinh2 r(dθ)2 + (dr)2,
and its volume form is the following:
dVol = sinh r drdθ.
The pullback of this coordinate system of D by (3) induces a coordinate system on H which we call the
polar coordinate system of H.
−1 1
x
y
θ
r
i
(r,θ)z=
4
Remark 2. By pulling back by the composition of the Cayley transformation (3) with an element A ∈
PSL(2,R), we can define a new polar coordinate system (r′, θ′) for an arbitrary fixed pair (z0, γ0) where z0
is a point in H and γ0 is a half-geodesic starting at z0 such that z0 has coordinates (0, 0) as the origin and
the points on γ0 have coordinates (r, 0). Let z ∈ H. It has the coordinates (r, θ) and (r′, θ′) under the two
different coordinate systems. By changing variables, we can verify that:
ds(z) =
√
sinh2 r(dθ)2 + (dr)2 =
√
sinh2 r′(dθ′)2 + (dr′)2,
and
dVol(z) = sinh r drdθ = sinh r′ dr′dθ′.
2.3 Rectangular coordinate system
This coordinate is similar to the Cartesian coordinates for C. Generally speaking we fix two geodesics as the
horizontal axis and the vertical axis in H which are orthogonal to each other. Each point in H is described
by a vertical coordinate and a horizontal coordinate.
More precisely, let γv be the geodesic ending at 0 and ∞ with ∞ to be the positive end and let γh be the
geodesic ending at 1 and −1 with 1 to be the positive end. Set the intersection point z = i to be the origin
for both γv and γh. Then we can parametrize both γv and γh by considering the directed hyperbolic distance
from their origin. Denote by p the parameter for γv and by q the parameter for γh. We use parameter p and
parameter q to construct the rectangular coordinate system in the following way: the points on γv have the
rectangular coordinates (p, 0) and the points on γh have the rectangular coordinates (0, q); the horizontal
line p = p0 in this coordinate system is the geodesic orthogonal to γv at the point (p0, 0) and the vertical
line q = q0 consists of the points in H have hyperbolic distance |q0| to γh and on the same side as (0, q0)
with respect to γv.
x
y
i
p
q
z=(p,q)
By considering the usual polar coordinate of C, we obtain the following relation between the Cartesian
coordinates (x, y) and the rectangular coordinates (p, q) of H:
x = ep tanh q,
y =
ep
cosh q
.
By changing variables, we get the expression of the hyperbolic metric and its volume form using the param-
eters p and q as following:
ds =
√
cosh2 q(dp)2 + (dq)2, (5)
dVol = cosh q dpdq. (6)
Remark 3. Choose another pair of oriented geodesics (γ′v, γ
′
h) orthogonal to each other. By the same
construction as above, we obtain another rectangular coordinate system (p′, q′). Let z ∈ H. Under two
distinct rectangular coordinate system, it has two pairs of coordinates (p, q) and (p′, q′). We can verify that:
ds(z) =
√
cosh2 q(dp)2 + (dq)2 =
√
cosh2 q′(dp′)2 + (dq′)2,
5
and
dVol(z) = cosh q′dp′dq′ = cosh q dpdq.
3 Liouville Measure
The group of orientation preserving isometries of H is isomorphic to PSL(2,R) and the action is given by
Mo¨bius transformation. There is an unique measure µ, up to scalar multiplication, on GH invariant under
the action of PSL(2,R), namely the Liouville measure. In this section, we give several parametrizations of
GH and the associated expressions of µ.
3.1 Parametrization by using the boundary of H
A geodesic in H is uniquely determined by its end points in ∂H. By this correspondence GH can be identified
with the set ((∂H× ∂H) \∆)/Z2 where ∆ is the diagonal of ∂H× ∂H and the Z2 action exchanges the two
end points of a geodesic. In the upper half plane model the boundary ∂H can be identified with R ∪ {∞}.
y
u
x
v
(u,v)γ=
With this parametrization, the Liouville measure dµ at a geodesic γ = (u, v) is given by:
dµ(u, v) =
dudv
|u− v|2 .
Suppose that [a, b] and [c, d] are two disjoint intervals in R ∪ {∞}. By integrating dµ, the Liouville
measure of [a, b]× [c, d] is given in term of a cross-ratio:
µ([a, b]× [c, d]) =
∣∣∣∣log
∣∣∣∣ (a− c)(b− d)(a− d)(b − c)
∣∣∣∣
∣∣∣∣ .
3.2 Local parametrization by using oriented geodesics
Let γ1 be an oriented geodesic in H. Let Gγ1 denote the set of geodesics intersecting γ1. We fix a point of
γ1 to be the origin and fix an orientation on γ1. We parametrize γ1 by considering the directed hyperbolic
distance from the origin. Let l1 denote the parameter on γ1. A geodesic γ ∈ Gγ1 is determined uniquely by
the position of its intersection point l1 and its angle of intersection α1 with γ1. The intersection angle α1 is
measured from γ1 to γ counter-clockwise.
6
l1
1γ
α1
γ
0
On the set Gγ1 we have that:
dµ(l1, α1) = F (l1, α1) dl1dα1.
Proposition 1. The density F (l1, α1) is independent of the parameter l1.
Proof. Fixing an angle α1, we need to prove that for any two distinct real numbers l1 and l
′
1, we have
F (l1, α1) = F (l
′
1, α1).
For any pair of distinct real numbers l1 and l
′
1, there exists a hyperbolic element g of PSL(2,R) fixing
the end points of γ1 such that g sends the geodesic γ = (l1, α1) to γ
′ = (l′1, α1). Let L(g) be the translation
length of g. Then l′1 = l1 + L(g). The invariance of Liouville measure implies the following equality:
F (l1, α1) dl1dα1 = F (l
′
1, α1) dl
′
1dα1.
By changing variables, we obtain:
F (l1, α1) dl1dα1 = F (l1 + L(g), α) dl1dα1,
which implies that
F (l1, α) = F (l1 + L(γ), α).
As a consequence of the above, we write F (α1) short for F (l1, α1). To compute F (α1), we choose another
oriented geodesic γ2 different from γ1. By an analogous construction, we can define the parameters (l2, α2)
for the set Gg2 of geodesics intersecting γ2.
Remark 4. The geodesic γ2 can be any geodesic in GH other than γ1, not necessarily disjoint with γ1.
To simplify the computation, the definition of α2 is slightly different from α1. It is the angle measured
from γ2 to γ clockwise instead of counter-clockwise.
Notice that to have both the parameters (l1, α1) and the parameters (l2, α2), the geodesic γ need to intersect
both γ1 and γ2.
l1
1γ
α1
γ2
α2
01
02
γ
l2
ρ
7
By the same argument as above, we have:
dµ(l2, α2) = F (pi − α2) dl2dα2.
The parameters (l1, α1) are evidently functions of (l2, α2) and vice-versa. By hyperbolic trigonometry,
we have the following expressions for partial derivatives:
∂α1
∂l2
= σ1(γ)
sinα2
sinh ρ(γ)
,
and
∂α2
∂l1
= σ2(γ)
sinα1
sinh ρ(γ)
,
where ρ(γ) is the chord length of γ with respect to γ1 and γ2, and the values of σ1(γ) and σ2(γ) depend on
the relative position of the chord of h with respect to γ1 and γ2:
(i) if the chord is on the left of γ1 and left of γ2, then σ1(γ) = −1 and σ2(γ) = 1 ;
(ii) if the chord is on the left of γ1 and right of γ2, then σ1(γ) = 1 and σ2(γ) = 1 ;
(iii) if the chord is on the right of γ1 and left of γ2, then σ1(γ) = −1 and σ2(γ) = −1 ;
(iv) if the chord is on the right of γ1 and right of γ2, then σ1(γ) = 1 and σ2(γ) = −1.
Now changing variables yields:
dµ = F (α1) dl1dα1 =
F (α1) sinα2
sinh ρ
dl1dl2,
and
dµ = F (pi − α2) dl2dα2 = F (pi − α2) sinα1
sinh ρ
dl1dl2.
By inspection, the function F has the form:
F (α) = c sinα. (7)
where c is a constant positive real number.
Taking c = 1/2 we obtain exactly the Liouville measure that we gave in the former section:
dµ =
1
2
sinα dldα. (8)
The above computation also yields another local expression for µ:
dµ =
sinα1 sinα2
2 sinh ρ
dl1dl2. (9)
Remark 5. The Formula (8) was previously obtained by Bonahon in the appendix of [3] using the Poincare´
disc model D.
3.3 Polar parametrization
The polar parameters for a geodesic γ ∈ G are a pair (w, η). The parameter w is the hyperbolic distance
from the point i ∈ C to γ. The parameter η is the angle between two geodesics: one is the geodesic passing
i and orthogonal to γ; the other one is the geodesic whose end points are 1 and −1. It is measured from the
latter to the former counter-clockwise.
8
−1
y
1
i
w
γ
x
η =(w,η)
The expression of µ in these parameters can be computed from the above local expression by using
hyperbolic trigonometry.
Let (l, α) be the parameters with respect to the imaginary axis where the origin is the point i. For a
geodesic having both parameters (l, α) and (w, η), the relation between its two parametrizations is given by
the following formulas:
tanh l =
tanhw
cos η
,
cosα = coshw sin η.
By changing variables, we obtain the formula for µ in terms of the parameters (u, η):
dµ =
1
2
coshw dwdη. (10)
By considering the rotations of H with the center i, Formula (10) is well defined for all geodesics in H.
4 The hyperbolic Ambartzumian-Pleijel identity
In this section, we give proofs of Theorem 1 and Theorem 2.
4.1 Proof of Theorem 1
Proof. The idea of proof is from [6]. Recall that D is a convex compact domain in H whose boundary is a
geodesic polygon and a1, . . . , an are the edges of ∂D. Assume that the edges are labeled counter-clockwise.
Recall that GD is the subset of GH consisting of the geodesics intersecting D. We parametrize the geodesic
in GD by a pair of distinct boundary points. Then there is a bijection between GD and (
⋃
j>k
aj × ak) \ Z
where Z comes from the multiplicities of the diagonals of ∂D in
⋃
j>k
aj × ak. As the Liouville measure has
no atom, we have µ(Z) = 0.
Let f be a C1 function from R to R. Recall that ρD is the chord length with respect to D. We have the
following equality: ∫
GD
f(ρ) dµ =
∑
j>k
(∫
aj×ak
f(ρ) dµ
)
. (11)
Consider the orientation on the boundary ∂D such that D is on its left. Then the chord of γ ∈ GD with
respect to D is on the left for each aj . Consider a pair of edges (aj , ak) with j > k. Choose and fix
parametrizations of the geodesics associated to aj and ak. Let lj and lk denote the parameters associated
to aj and ak respectively.
9
γak
aj
0
0 α j
k
j
kα
lj
lk
The local expression of µ with respect to them is given by:
dµ =
sinαj sinαk
2 sinh ρ
dlj ∧ dlk. (12)
By hyperbolic trigonometry, we have:
∂ρ
∂lj
= cosαj , (13)
and
∂ρ
∂lk
= − cosαk. (14)
Now, consider the following 1-form:
ωjk = −cosαj
4
dlj − cosαk
4
dlk.
which is well-defined on a rectangular domain in R2 where each point (lj , lk) represents the geodesic inter-
secting aj (respectively ak) at lj (respectively lk).
By changing variables, we have that:
dωjk =
sinαj
4
dαj ∧ dlj + sinαk
4
dαk ∧ dlk
= − sinαj sinαk
4 sinh ρ
dlk ∧ dlj + sinαj sinαk
4 sinh ρ
dlj ∧ dlk
=
sinαj sinαk
2 sinh ρ
dlj ∧ dlk
= dµ.
We will compute the right hand side of (11) term by term. For a pair of sides (aj , ak) with j > k, by
Stokes’ formula one has:∫
∂(aj×ak)
f(ρ)ωjk =
∫
aj×ak
f ′(ρ) dρ ∧ ωjk +
∫
aj×ak
f(ρ) dωjk. (15)
In the first term on the right hand side:
dρ ∧ ωjk = (cosαj dlj − cosαk dlk) ∧ (−cosαj
4
dlj − cosαk
4
dlk)
= −cosαj cosαk
2
dlj ∧ dlk.
Comparing it with the Formula (12), we find the following relation:
dρ ∧ ωjk = −cosαj cosαk
2
dlj ∧ dlk
10
= −cosαj cosαk
2
2 sinh ρ
sinαj sinαk
dµ
= − cotαj cotαk sinh ρ dµ.
So this first term on the right hand side of (15) becomes:∫
aj×ak
f ′(ρ) dρ ∧ ωjk = −
∫
aj×ak
f ′(ρ) cotαj cotαk sinh ρ dµ. (16)
Now we turn to the left hand side of (15). We need to discuss two cases depending on the relative
positions between aj and ak:
(I) The edges aj and ak are not adjacent (or equivalently |j − k| 6= 1 mod n).
We denote by Aj and Bj (respectively Ak and Bk) the starting and end points of aj (respectively ak).
Then the left hand side of (15) can be computed as following:
∫
∂(aj×ak)
f(ρ)ωjk = −
∫ (Aj ,Bk)
(Aj ,Ak)
f(ρ)ωjk +
∫ (Bj ,Bk)
(Bj ,Ak)
f(ρ)ωjk
+
∫ (Bj ,Ak)
(Aj ,Ak)
f(ρ)ωjk −
∫ (Bj ,Bk)
(Aj ,Bk)
f(ρ)ωjk
=
∫ (Aj ,Bk)
(Aj ,Ak)
f(ρ)
cosαk
4
dlk −
∫ (Bj ,Bk)
(Bj ,Ak)
f(ρ)
cosαk
4
dlk
−
∫ (Bj ,Ak)
(Aj ,Ak)
f(ρ)
cosαj
4
dlj +
∫ (Aj ,Bk)
(Aj ,Ak)
f(ρ)
cosαj
4
dlj
=
1
4
(−
∫ ρ1
ρ3
+
∫ ρ2
ρ4
−
∫ ρ4
ρ3
+
∫ ρ2
ρ1
)f(ρ) dρ. (17)
where ρ1 is the length of the diagonal (Aj , Bk), ρ2 is the length of the diagonal (Bj , Bk), ρ3 is the length of
the diagonal (Aj , Ak) and ρ4 is the length of the diagonal (Bj , Ak). The last equality comes from the change
of variable using (13) and (14).
(II) The edges aj and ak are adjacent (or equivalently |j − k| = 1 mod n).
Without loss of generality, we can assume that Bj = Ak. In the same way as in (I), we get the following
equality:
∫
∂(aj×ak)
f(ρ)ω =
1
4
(−
∫ ρ1
ρ3
+
∫ ρ2
ρ4
−
∫ ρ4
ρ3
+
∫ ρ2
ρ1
)f(ρ) dρ.
Moreover we have the following relations:
ρ2 = |ak|,
ρ3 = |aj |,
ρ4 = 0.
So in this case we obtain the following formula:
∫
∂(aj×ak)
f(ρ)ωjk =
1
4
(−
∫ ρ1
|aj |
+
∫ |ak|
0
+
∫ |aj |
0
+
∫ |ak|
ρ1
)f(ρ) dρ. (18)
The last step is to sum up the formulas (15) for each (j, k). Let us first compute the left hand side:
∑
j>k
∫
∂(aj×ak)
f(ρ)ω =
∑
j>k
1
4
(−
∫ ρ1
ρ3
+
∫ ρ2
ρ4
−
∫ ρ4
ρ3
+
∫ ρ2
ρ1
)f(ρ) dρ
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For any (j, k) in Case (I), the first term
−
∫ ρ1
ρ3
f(ρ) dρ,
on the right hand side of the associated Formula (17) will also appear on the right hand side of Formula (17)
associated to (j− 1, k), but with a different sign. The same happens for the other three terms for (j, k). For
any (j, k) in Case (II), this happens for the first and the last term in Formula (18).
After summing up Formula (17) and Formula (18) for all pairs (j, k), the terms different by a sign will
cancel each other and the rest is the following:
∑
j>k
∫
∂(aj×ak)
f(ρ)ωjk =
1
2
n∑
i=1
∫ |ai|
0
f(x) dx. (19)
For the first term on the right hand side in the sum, by Formula (16), we have:
∑
j>k
∫
aj×ak
f ′(ρ) dρ ∧ ωjk =
∑
j>k
−
∫
aj×ak
f ′(ρ) cotαj cotαk sinh ρ dµ
= −
∫
GD
f ′(ρ) cotαj cotαk sinh ρ dµ.
By moving it to the left hand side, we finally get the formula in Theorem 1.
4.2 Proof of Theorem 2
Proof. Given a convex compact domain D with C1 boundary in H, we can choose 3 points b1, b2 and b3 in
∂D and get a triangle D3 inscribed into D. Then by Theorem 1, we have the Ambartzumian-Pleijel identity
for D3: ∫
GD3
(f ◦ ρ3) dµ =
∫
GD3
(f ′ ◦ ρ3) sinh ρ3 cotα1 cotα2 dµ+ 1
2
3∑
i=1
∫ |ai|
0
f(x) dx.
Each pair of the adjacent vertices (bj , bj+1) of D3 separates ∂D into two parts and exactly one of which
containing no vertices of D3. Denote this arc by γj. Then we consider a new set of points in ∂D consisting
all bj and the mid-point of γj for all j. The corresponding inscribed polygon denoted by D6 will gives us
another Ambartzumian-Pleijel identity:
∫
GD6
(f ◦ ρ6) dµ =
∫
GD6
(f ′ ◦ ρ6) sinh ρ6 cotα1 cotα2 dµ+ 1
2
6∑
i=1
∫ |ai|
0
f(x) dx.
Repeating the above construction for D6 and so on, we can get a sequence of polygons D3n. As D
is compact convex with C1 boundary and f is C1, the function (f ◦ ρ3n)χGD3n defined on GH uniformly
converges to (f ◦ ρ)χGD when n does to ∞, where ρ is the chord length function for D. Also the maximum
of lengths of boundary segments for each D3n will go to 0 when n goes to ∞. By passing to the limit, we
obtain the required formula.
5 Applications
5.1 The Liouville measure of GD
The proof of Corollary 1 is direct.
Proof. We choose f to be the constant map: f(x) = 1. Since the derivative of f is identically zero, the first
term of the right hand side is 0. The corollary follows.
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5.2 Isoperimetric inequality
The idea of the proof comes from that for the Euclidean case using the Pleijel identity given by Ambartzumian
in [2].
Proof. In the proof of Theorem 1, we obtained the following two formulas for a polygon domain D:
∫
GD
(f ◦ ρ) dµ = 1
2
∫
GD
(f ′ ◦ ρ) cosα1 cosα2 dl1dl2 + 1
2
n∑
i=1
∫ |ai|
0
f(x) dx,
∫
GD
(f ◦ ρ) dµ = 1
2
∫
GD
(f ◦ ρ) sinα1 sinα2
sinh ρ
dl1dl2.
By the same argument as in the proof of Theorem 2, we have the following two equalities for those D
with C1 boundary: ∫
GD
(f ◦ ρ) dµ = 1
2
∫
GD
(f ′ ◦ ρ) cosα1 cosα2 dl1dl2 + 1
2
f(0)L(∂D), (20)
∫
GD
(f ◦ ρ) dµ = 1
2
∫
GD
(f ◦ ρ) sinα1 sinα2
sinh ρ
dl1dl2. (21)
In (20) we take f to be f(x) = x and in (21) we take f to be f(x) = sinhx, which yield the following
two equalities: ∫
GD
ρ dµ =
1
2
∫
GD
cosα1 cosα2 dl1dl2, (22)
∫
GD
(sinh ◦ρ) dµ = 1
2
∫
GD
sinα1 sinα2 dl1dl2. (23)
Adding the two equalities above, on the right hand side we get the following:
1
2
∫
GD
(cosα1 cosα2 + sinα1 sinα2) dl1dl2
=
1
2
∫
GD
cos(α1 − α2) dl1dl2
=
1
4
∫
∂D
∫
∂D
(1− 2 sin2(α1 − α2
2
)) dl1dl2
=
1
4
(L(∂D))2 − 1
2
∫
∂D
∫
∂D
sin2(
α1 − α2
2
) dl1dl2,
whilst on the left hand side, we have the following:∫
GD
(ρ+ sinh(ρ)) dµ =
∫
GD
2ρ dµ+
∫
GD
(sinh(ρ)− ρ) dµ. (24)
The first term on the right hand side of Formula (24) is the volume of the unit tangent bundle over D.
So the integral equals piA(D). To compute the second term on the right hand side of (24), we need to use
the hyperbolic volume form that we found in the former sections: denote by P1 and P2 the points in D, then
we have:
(A(D))2 =
∫
D
∫
D
dVol(P2) dVol(P1) (25)
=
∫
D
(
∫
D
sinh r1(P2) dr1(P2)dθ1(P2))dVol(P1), (26)
where (r1, θ1) are the polar coordinates of P2 with respect to P1.
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γ2
γ1
P2P1
θ1
ϕ
r1
O
q
p
Consider the geodesic γ1 passing through the origin i ∈ H and orthogonal to the geodesic γ2 passing
through P1 and P2. It has an angle φ to a fixed geodesic ray based on O. We can change the parameter
from (r1, θ1) to (r1, φ) and the resulting formula is:
(A(D))2 =
∫
D
∫
D
sinh r1
cosh p
cosh q
dr1dφdVol(P1). (27)
where p is the distance from he origin to γ1 and q is the distance from the foot of orthogonal projection of
the origin on γ2 to P1. Consider the rectangular coordinates of P1 with respect to γ1. Then we have the
sinh r1
cosh p
cosh q
dr1dφdVol(P1) = sinh r1
cosh p
cosh q
dr1dφ cosh q dpdq
= sinh r1 cosh p dr1dφdpdq
= 2 sinh r1 dr1dqdµ.
where the last equality comes from the formula (10).
Consider a parametrization on geodesic γ2. Let p and p
′ denote the positions of P1 and P2 respectively.
Then we have r = |p− p′|. The above formula can be rewritten as following:
(A(D))2 =
∫
GD
∫ ρ
0
∫ ρ
0
2 sinh r1 dq
′dqdµ (28)
=
∫
GD
4(sinh ρ− ρ) dµ. (29)
By all the computations above, the sum of (22) and (23) can be rewritten as following:
1
4
(L(∂D))2 − 1
2
∫
∂D
∫
∂D
sin2(
α1 − α2
2
) dl1dl2 = piA(D) +
1
4
(A(D))2. (30)
which implies the isoperimetric inequality. Also the formula (30) shows that the equality holds if and only
if α1 = α2 for all γ ∈ GD which implies ∂D is a circle.
Remark 6. The computation for (A(D))2 is due to Santalo´ in [9].
5.3 Chord length distribution in an ideal triangle
In this section we give a computation of the distribution of the chord length in an ideal triangle with respect
to the Liouville measure. We remark that this result has been previously obtained by Bridgeman and Dumas
in [5]. Here we give a different approach.
Proof. It is well known that all ideal triangles in H2 are isometric. We can assume that the vertices of the
ideal triangle are 0,1 and ∞. These points separate the boundary of hyperbolic plane into three intervals:
I1 =]∞, 0[, I2 =]0, 1[ and I3 =]1,∞[. The set of the geodesics crossing the ideal triangle is
⋃
j<k
Ij × Ik.
Because of the symmetry of the ideal triangle, we only need to consider I1 × I3 and we denote it by G0.
We parametrize iR such that the point z1 with the coordinate l1 is the point ie
l1 . In the same way,
we parametrize 1 + iR such that the point z3 with the coordinate l3 is 1 + ie
l3 . Then a geodesic γ ∈ G0
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can be parametrized by (l1, l3). by the formula that we obtained in section 2, the Liouville measure can be
expressed locally as following:
dµ =
sinα1 sinα3
2 sinh ρ
dl1dl3,
where α1 (resp. α2) is the angle between γ ∈ G0 and iR (reps. 1 + iR).
The chord length ρ of γ can be computed as following:
ρ = log
|z1 − z¯3|+ |z1 − z3|
|z1 − z¯3| − |z1 − z3| .
Equivalently we have:
sinh ρ =
|z1 − z¯3||z1 − z3|
2el1el3
,
cosh ρ =
1 + e2l1 + e2l3
2el1el3
.
The center and the radius of γ are the following:
c =
1 + e2l3 − e2l1
2
,
r = sinh ρel1el3 .
Then we can write the sinα1 and sinα3 as functions of ρ, l1, l3:
sinα1 =
el1
r
=
1
sinh ρel3
,
sinα3 =
el3
r
=
1
sinh ρel1
.
Then dµ is rewritten as following:
dµ =
1
sinh3 ρel1el3
dl1dl3.
By considering the equation:
e2l3 − 2el1el3 cosh ρ+ 1 + e2l1 = 0,
the parameter k can be expressed by a function of ρ and l1:
el3 = el1 cosh ρ±
√
e2l1 sinh2 ρ− 1.
These two solutions correspond to two different cases. Fix the point z1 and move the point z3 from 1 to
∞ along the geodesic 1 + iR. The chord length ρ decreases from ∞ to a minimal value then increases back
to ∞ where the minimal value is the distance between z1 and the geodesic 1 + iR. We denote this distance
by d(z1). This means that in generic case for a fixed z1 and a fixed ρ, there are two points z3 and z
′
3 in
1 + iR satisfying that their distances to z1 are both ρ. These two points correspond to the two solutions
above respectively.
For a fixed l1, to compute l3 realizing d(z1), we consider the geodesic passing through z1 and perpendicular
to 1+ iR. The center of this geodesic is 1, and the foot of the perpendicular geodesic is 1+ i
√
1 + e2l1 which
implies that e2l3 = 1 + e2l1 . Then we can separate R2 into two parts:
U1 = {(l1, l3) ∈ R2 | e2l3 ≥ 1 + e2l1},
and
U2 = {(l1, l3) ∈ R2 | e2l3 ≤ 1 + e2l1},
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such that in each part, there is at most one l3 for each pair (l1, ρ).
Now we begin to find which solution corresponds to which subset.
When ρ = d(z1), we have the equality e
l3 = el1 coshd(z1) =
√
1 + e2l1 . Then as l3 increasing, we have
the inequality:
el3 > el1 coshd(z1),
and ρ increases at the same time. This tells us that the solution for the set U1 is:
el3 = el1 cosh ρ+
√
e2l1 sinh2 ρ− 1,
Then the solution for U2 is:
el3 = el1 cosh ρ−
√
e2l1 sinh2 ρ− 1.
The integral splits into two parts:
∫
G0
f(ρ) dµ =
∫ +∞
−∞
∫ +∞
√
1+e2l1
f(ρ)
2el1el3 sinh3 ρ
dl3dl1 +
∫ +∞
−∞
∫ √1+e2l1
−∞
f(ρ)
2el1el3 sinh3 ρ
dl3dl1
where f : R→ R is C1 and with compact support. We use I and II to denote the first term and the second
term of the right hand side.
Recall that in I we have
el3 = el1 cosh ρ+
√
e2l1 sinh2 ρ− 1.
from which we compute the determinant of Jacobi as following:
|∂l3
∂ρ
| = 1
el3
[el1 sinh ρ+
e2l1 sinh ρ cosh ρ√
e2l1 sinh2 ρ− 1
]
=
el1 sinh ρ
el3
√
e2l1 sinh2 ρ− 1
(
√
e2l1 sinh2 ρ− 1 + el1 cosh ρ)
=
el1 sinh ρ
el3
√
e2l1 sinh2 ρ− 1
el3
=
el1 sinh ρ√
e2l1 sinh2 ρ− 1
.
Then we have:
I =
∫ +∞
−∞
∫ +∞
√
1+e2l1
f(ρ)
2el1el3 sinh3 ρ
dl3dl1
=
∫ +∞
−∞
∫ +∞
sinh−1( 1
el1
)
f(ρ)
2el1el3 sinh3 ρ
el1 sinh ρ√
e2l1 sinh2 ρ− 1
dρdl1
=
∫ +∞
−∞
∫ +∞
sinh−1( 1
el1
)
f(ρ)
2(
√
e2l1 sinh2 ρ− 1 + el1 cosh ρ) sinh2 ρ
√
e2l1 sinh2 ρ− 1
dρdl1
=
∫ +∞
0
∫ +∞
− ln sinh ρ
f(ρ)
2(
√
e2l1 sinh2 ρ− 1 + el1 cosh ρ) sinh2 ρ
√
e2l1 sinh2 ρ− 1
dl1dρ.
Let
v = (sinh ρ+ cosh ρ)el1(sinh ρel1 +
√
sinh2 ρe2l1 − 1).
We change variables from (l1, ρ) to (v, ρ) and the Jacobi is:
|J | = |∂l1
∂v
| = [(sinh ρ+ cosh ρ)e2l1(sinh ρel1 +
√
sinh2 ρe2l1 − 1)2 sinh ρ√
sinh2 ρe2l1 − 1
]−1.
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So the integral I can be written as following:
I =
∫ +∞
0
∫ +∞
cosh ρ+sinh ρ
sinh ρ
f(ρ)
2(
√
e2l1 sinh2 ρ− 1 + el1 cosh ρ) sinh2 ρ
√
e2l1 sinh2 ρ− 1
×
×
√
e2l1 sinh2 ρ− 1
(cosh ρ+ sinh ρ)el1(sinh ρel1 +
√
sinh2 ρe2l1 − 1)2
dvdρ
=
∫ +∞
0
∫ +∞
cosh ρ+sinh ρ
sinh ρ
f(ρ)
2 sinh2 ρ
1
(cosh ρ+ sinh ρ)el1(sinh ρel1 +
√
sinh2 ρe2l1 − 1)
×
× 1
(
√
e2l1 sinh2 ρ− 1 + el1 cosh ρ)(sinh ρel1 +
√
sinh2 ρe2l1 − 1)
dvdρ
=
∫ +∞
0
∫ +∞
cosh ρ+sinh ρ
sinh ρ
f(ρ)
2 sinh2 ρv(v − 1) dvdρ.
We treat II in a similar way. In this computation, we use:
v = (sinh ρ+ cosh ρ)el1(sinh ρel1 −
√
sinh2 ρe2l1 − 1),
to change variables.
Fix ρ and compute the partial differential of v with respect to l1, we may find that it is always negative.
We compute the limit of v when l goes to infinite as following:
v = (sinh ρ+ cosh ρ)el1(sinh ρel1 −
√
sinh2 ρe2l1 − 1)
= (sinh ρ+ cosh ρ)el1(sinh ρel1 − sinh ρel1(1− 1
2 sinh2 ρe2l1
+ o(
1
sinh2 ρe2l1
))), l1 → +∞.
This implies that:
lim
l→+∞
v(ρ, l1) =
sinh ρ+ cosh ρ
2 sinh ρ
,
for ρ > 0 fixed.
Then the second part of the integral is:
II =
∫ +∞
0
∫ cosh ρ+sinhρ
sinh ρ
cosh ρ+sinhρ
2 sinh ρ
f(ρ)
2 sinh2 ρv(v − 1) dvdρ.
Putting I and II together:∫
G0
f(ρ)dµ =
∫ +∞
0
∫ ∞
cosh ρ+sinh ρ
2 sinh ρ
f(ρ)
2 sinh2 ρv(v − 1) dvdρ
=
∫ +∞
0
f(ρ)
2 sinh2 ρ
(
∫ ∞
cosh ρ+sinhρ
2 sinh ρ
1
v(v − 1) dv) dρ
=
∫ +∞
0
f(ρ)
2 sinh2 ρ
2ρ dρ
=
∫ +∞
0
f(ρ)ρ
sinh2 ρ
dρ.
This implies that:
dMT =
3ρ dρ
sinh2 ρ
.
which is same as described in [5].
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5.4 Chord length distribution in an ideal quadrilateral
In this proof, the δ−formalism is the main tool and this idea comes from [7] for the Euclidean version of the
Pleijel identity.
Proof. Let Q be an ideal quadrilateral. Let γ1, γ2, γ3 and γ4 denote its 4 edges ordered counter-clockwise.
The set of geodesics having at least one end at the vertices of Q has the Liouville measure 0. So we need
only consider the following two types of geodesics intersecting Q: those intersecting two edges adjacent and
those intersecting two opposite edges. The chord length distribution for the first type has been computed
in the previous section and the main task in this section is to compute the chord length distribution for the
second type.
Consider the geodesics γ1 and γ3. Let G13 denote the geodesic intersecting them. By using the
δ−formalism to the Pleijel identity, we can compute the Liouville measure of the following set:
{γ ∈ G13 : ρ(γ) ≤ ρ0}.
By considering the distance to γ3, the geodesic γ1 can be separated into three segments. The middle one
consists of those points having distance to γ3 smaller than ρ0. The other two consists of all points having the
distance to γ3 strictly bigger than ρ0. We choose one point in each of the latter two segments. Let A1 and
B1 denote these two points then the geodesic segment [A1, B1] contains the points in γ1 having the distance
to γ3 smaller that ρ0 and the distance of A1 and B1 to γ3 are both bigger than ρ0. By considering the
distance to γ1 and the same argument as for γ1, we have two points A3 and B3 in γ3 such that the geodesic
segment [A3, B3] contains the points in γ3 having the distance to γ1 smaller that ρ0 and the distance of A3
and B3 to γ1 are both bigger than ρ0.
We assume that the A1, B1, A3 and B3 are in the cyclic order in ∂Q. Let G0 be the set of geodesics
intersecting γ1 between A1 and B1 and intersecting γ3 between A3 and B3. Then we have that:
µ({γ ∈ G13 : ρ(γ) ≤ ρ0}) = µ({γ ∈ G0 : ρ(γ) ≤ ρ0}).
Then by using the Stokes’ theorem and repeating the proof of Theorem 1, we have:∫
G0
f(ρ) dµ =
∫
G0
f ′(ρ) cotα1 cotα3 sinh ρ dµ+
1
4
(−
∫ ρ1
ρ3
+
∫ ρ2
ρ4
−
∫ ρ4
ρ3
+
∫ ρ2
ρ1
)f(ρ) dρ, (31)
where ρ1 is the length of the diagonal (A3, B1), ρ2 is the length of the diagonal (B3, B1), ρ3 is the length of
the diagonal (A3, A1) and ρ4 is the length of the diagonal (B3, A1). By the assumptions for A1, B1, A3 and
B3, we have that ρ1, . . . , ρ4 all bigger that ρ0.
Instead of choosing f to be C1, we can formally choose f to be the step function:
f(x) =
{
1 if x ≤ ρ0
0 if x > ρ0
.
Then its derivative f ′ becomes a δ−function:
f ′(x) = δ(ρ0 − x),
and the identity (31) becomes:
µ({γ ∈ G13 : ρ(γ) ≤ ρ0}) =
∫
GD
δ(ρ0 − ρ) cotα1 cotα3 sinh ρ dµ. (32)
As γ1 and γ3 are disjoint, there is an unique geodesic γ
′ orthogonal to both of them. By considering
the mid point of the chord of γ′ as the origin and choose one oriented geodesic passing it, we can define the
polar coordinates (w, η) of GH. Recall that under the polar coordinates, we have:
dµ =
coshw
2
dwdη.
Let γ = (w, η) ∈ G0. Let γ0 be the geodesic passing the origin orthogonal to γ at the point z0. Let z1 be the
intersection point of γ with γ1 and z3 be the intersection point of γ with γ3. Let ρ1 denote the hyperbolic
distance between z0 and z1 and ρ3 denote the hyperbolic distance between z0 and z3.
18
γ= (w,η)
γ
γ
ρ3
ρ1
3
1
γ0
Fix η. Then by hyperbolic trigonometry, we have:
dw = − dρ
sinh ρ1 cotα1 + sinh ρ3 cotα3
.
By changing variables, we have:
µ({γ ∈ G13 : ρ(γ) ≤ ρ0}) = −1
2
∫
GD
δ(ρ0 − ρ) cotα1 cotα3 sinh ρ coshw
sinh ρ1 cotα1 + sinh ρ3 cotα3
dρdη.
which implies:
µ({γ ∈ G13 : ρ(γ) ≤ ρ0}) = 1
2
∫
[η]
cotα1(ρ0, η) cotα3(ρ0, η) sinh ρ0 coshw(ρ0, η)
sinh ρ1(ρ0, η) cotα1(ρ0, η) + sinh ρ3(ρ0, η) cotα3(ρ0, η)
dη. (33)
where [η] is the set of η such that there exists γ ∈ G0 with angle parameter η and chord length ρ0.
Let Mij be the chord length distribution with respect to γi and γj . The above formula yields that:∫ ρ0
0
dM13 =
1
2
∫
[η]
cotα1(ρ0, η) cotα3(ρ0, η) sinh ρ0 coshw(ρ0, η)
sinh ρ1(ρ0, η) cotα1(ρ0, η) + sinh ρ3(ρ0, η) cotα3(ρ0, η)
dη.
By the same argument, we have that:∫ ρ0
0
dM24 =
1
2
∫
[η]
cotα2(ρ0, η) cotα4(ρ0, η) sinh ρ0 coshw(ρ0, η)
sinh ρ2(ρ0, η) cotα2(ρ0, η) + sinh ρ4(ρ0, η) cotα4(ρ0, η)
dη,
The chord length distributions dM12, dM23, dM34 and dM14 have been computed in the former section.
Then the chord length distribution MQ = (ρQ)∗µ for Q is the following:
dMQ(ρ0) = dM12(ρ0) + dM23(ρ0) + dM34(ρ0) + dM14(ρ0) + dM13(ρ0) + dM24(ρ0)
=
12ρ0dρ0
sinh2 ρ0
+ dM13(ρ0) + dM24(ρ0).
where dM13 and dM24 are described as above.
6 The Pleijel identity in general case
From the proofs of the theorems and corollaries in this paper, we can see that the most important tool is
the hyperbolic trigonometry. This inspires us that this method can be used to prove similar results for XK ,
the maximally symmetric, simply connected, 2−dimensional Riemannian manifold with constant sectional
curvature K.
We recall the general sine function for XK :
sinK(x) = x− Kx
3
3!
+
K2x5
5!
− · · · , (34)
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or equivalently by the following formula:
sinK(x) =


1√
K
sin
√
Kx , if K > 0,
x , if K = 0,
1√−K sinh
√−Kx , if K < 0.
We first give the general sines rules and the general cosine rules. Let ∆ be a geodesic triangle in XK . Let
A, B and C be its three angles, and let a, b and c be the three edges opposite to A, B and C respectively.
Then we have:
sinA
sinK(a)
=
sinB
sinK(b)
=
sinC
sinK(c)
,
cosA = − cosB cosC + sinB sinC(sinK)′(a).
Let µK to be the isometry invariant measure on the geodesics set GK of XK . We use 1 to normalize µK
instead of 1/2 for the Liouville measure in (7). Repeat the proof of Theorem 1 by replacing the hyperbolic
sine rules by the general ones. Then we obtain the general Ambartzumian-Pleijel identity for XK :
Theorem 3. Let D be a convex compact domain in XK with geodesic polygon boundary. Let f , α1, α2 and
x be the same as in Theorem 1. Then we have the general Ambartzumian-Pleijel identity:
∫
GK
D
(f ◦ ρK) dµK =
∫
GK
D
(f ′ ◦ ρK) sinK(ρK) cotα1 cotα2 dµK +
n∑
i=1
∫ |ai|
0
f(x) dx. (35)
By the same argument as in Theorem 2, we have the XK version of the Pleijel identity:
Theorem 4. Let D be a convex compact domain in XK with C
1 boundary. Let f , α1, α2 and x be the same
as above. Then we have the following identity:∫
GK
D
(f ◦ ρK) dµK =
∫
GK
D
(f ′ ◦ ρK) sinK(ρK) cotα1 cotα2 dµK + f(0)LK(∂D). (36)
Moreover if f(0) = 0, we have the XK version of the Pleijel identity.
By taking f to be the constant map, we can find that Corollary 1 still holds for XK (without the factor
1/2). The XK version of Corollary 2 is slightly different from above. By replacing the function sinhx by
sinK(x) and coshx by (sinK)
′(x) in the expressions of the volume form of the hyperbolic metric and the
Liouville measure, we obtain for XK the general isoperimetric inequality:
L(D)2 ≥ 4piA(D)−KA(D)2.
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