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Abstract
A 3D scanner is a device that is able to sense a real-world object or a specific point in the
environment usually to collect data on its shape. The collected data can then be used to create
a digital model of the "physical" object. In this Research paper we are going to discuss the
capabilities of the Next Engine: 3D scanner Ultra HD using the observations that were based off
of the experiments that were conducted in the summer of 2017. From our results, we are going
to analyze the strengths as well as the weaknesses of the Next Engine Scanner.
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1. Introduction
This paper is going to discuss the capabilities of the Next Engine: 3D scanner Ultra HD and
analyze some strengths as well as weaknesses. This paper is going to present research that was
done over the summer of 2017 as a part of the Honors program In the University of Alabama in
Huntsville. However, before we talk about the Next Engine Scanner it is important for us to look
at the basic principles that make up a 3D scanner.
A 3D scanner is a device that is able to sense a real-world object or a specific point in the
environment and collect data on its shape. In other words, a 3D scanner allows one to use
physical objects in the real world as a starting point for modeling digital objects on a computer.
Usually the output of a 3D scanner is analyzed by someone or something else. Once the object
is scanned it can be use in a variety of ways from manipulation through a modeling program to
being printed using a 3D printer.
While 3D scanners may be one of the most cunning pieces of technology at the time,
the practice of 3D scanning goes all the way back to the Egyptians [2]. The Ancient Egyptians
created 3D plaster-casted replicas of mummies head. This process required rare materials such
as linen and plaster and was very time consuming. As technology progressed throughout the
years we were able to create new ways to capture real world objects without the use of plaster
and linen. 3D scanners started to become popular in 1980's however the field was put on hiatus
because of the storage capacity of computers at that time. At that time we had the ability to
capture and digitize objects from the physical world but we did not have a computer with
enough storage space to store that data [2]. When storage space started to increase
dramatically in the 1990's there was a new source of interest in the potential of what 3D
scanners can offer to society. Also around that time optical technology started to be developed
that allowed for the scanning of fragile objects and color scans [2]. All of this contributes to
where we are now in the state of 3D scanning in the current market.
For this paper it might help to think of scanners as like very powerful photographic
cameras except instead of taking photographs, they create 3D renderings of real world objects
in a digital space. Also 3D scanners share a lot of similarities with photographic cameras such as
having a cone field of view and being able to collect information about surfaces that are not
hidden. One key difference between the two is that a 3D scanner collects distance information
about surfaces within its field of view as opposed to only collecting color information. The 3D
"image" that gets created by a scanner describes the distance to a surface at each point which
contributes to the creation of the 3D rendering.
Typically 3D scanners can be broken down into two categories: contact scanners and
non-contact scanners. Contact scanners require direct contact with the object that they are
scanning [9]. The basic foundation of contact scanners are multiple probes that are attach to
the object in several locations. The more probes that can cover up the object, the better the
overall scan will be. This approach is used in order to perform quality control or during
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maintenance operations. The main advantage of using a contact scanner is the ability to scan
transparent or reflective surfaces [9). Non-contact scanners uses laser light or radiation to
gather information about the object. Most 30 scanners today are going to be non-contact
scanners and they are going to use some sort of laser to collect the data [4]. Laser scanners
work by sending a laser beam towards the object and whenever that beam hits a reflective
surface it gets reflected back to the scanner. Multiple scans are usually made and then each
individual scan is later "stitched" together using common references and the resulting point
cloud, made up of all the scans, is able to be viewed and manipulated [4]. The Next Engine: 30
scanner Ultra HD is a non-contact 30 scanner that uses laser technology to capture physical
objects. However, we will go more in detail in the next section.
So what exactly are the applications of 30 scanners? Well 30 scanners can serve a
variety of purposes in large industries. Some museums use 30 scanners in order to offer
renderings of famous pieces of work and manufactures use them to create a "specific" product
part. 30 scanners can be used together with 30 printing in order to create very accurate models
of objects. 30 scanners are used in a lot of different mediums including hospitals, engineering
companies, automobile companies, surveyors, forensics laboratories, and many more. 30
scanners have a large presence in the entertainment industry as well from being involve in the
creation of block buster movies as well as many successful video game franchises. So the
possibilities for applying 30 scanners in our every day lives are pretty much limitless.
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2. Related Work
Since the focus of this paper is with the Next Engine: 3D scanner Ultra HD which is a laser
scanner, we are going to talk about the process of laser scanning in more detail.
As stated previously laser scanners essentially work by sending a laser beam in the
direction of an object. When the beam hits the object, it is then reflected back towards the
direction of the scanner. There are many different types of laser scanners but the two most
popular are time-of-flight and phased based laser scanners. Even though there are many more
versions and subsets of laser scanners this paper is only going to focus on these two.
Time-of-flight 3D laser scanners are scanners that calculate how long it takes for the
laser to shoot its target and come back. What makes this type of scanner very interesting is that
it uses the speed of light to its advantage. Using the speed of the light the scanner is able to
compute the distance to the scanned surface. Using the following formula (C * T) / 2 we are
able to calculate the distance between the scanner and the object (where C = speed of light and
T = round-trip time). Typically a computer with a high frequency processor is preferred when
using a Time-of-flight 3D scanner since the measured time of the flight is usually very short [1].
There are few advantages when using time-of-flight scanners. For one, since they are
not composed of any moving parts they are fairly simple to use [1]. They are efficient to use
because of the small amount of processing power that is used to extract distance information
from the scans. There are many practical uses of time-of-flight scanners today. Time-of-flight
scanners provide a set of depth data which can be used to increase the robustness and
flexibility of many surveillance and logistics systems. The robotics industry has many uses for
these kinds of scanners as well. Time-of-flight scanners can be used in UAV's (Unmanned Aerial
Vehicle) to improve obstacle identification as well as avoidance in the environment. Industrial
robots that used in an assembly can use time-of-flight scanners for quality control, material
handling, and automation in general. Time-of-flight scanners are also used in the medical
industry. Clinics can use these scanners to monitor the movements of a patient in order to
increase the effectiveness of many therapy sessions such as radio-surgery. From producing a
real time image of a specific body part to identifying objects in the sky for planes, Time-of-flight
scanners has the potential to be involve in almost any industry.
Phase based laser scanners are a little bit different that time-of-flight scanners. Phase
based scanners operate by sending a constant laser from the scanner to the object. The scanner
then measures the phase shift of the returning laser energy to calculate the distance [3]. Due to
the complexity of "phase shifting" and the topic of this paper, we will provide a high level
overview of what "phase shifting" is but will not go into explicit detail. A phase can be defined
as a position of a point in time on a waveform cycle [3]. So a phase shift is any change that
occurs in the phase of one quantity, or in the phase difference between two more quantities.
To better understand the concept of phased base scanning it might be beneficial to view the
entire process in three parts. First, the scanner sends a constant laser beam out towards the
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object. As that laser beam is being sent the object in the real world that exact same wavelength
is being stored in the scanner. Then, the laser beam is going to hit the object and eventually
return back to the scanner. Finally, the phase shift between the returning wavelength and the
stored wavelength are compared in order to calculate the distance of the beam that was
traveled. The way distance is calculated is the only difference between a phased based scanner
and a time-of-flight scanner [3].
Phase based scanners are able to acquire data at a rate upwards of a million points per
second making faster than a time-of-flight scanner [6]. However, a time-of-flight scanner have a
longer dynamic range when measuring objects in the world. For example, time-of-flight
scanners can provide useful data from anywhere within a meter all the way out to a kilometer.
Phase base scanners are often recommended for capturing building environments especially
any architecture that is close quarters. This includes buildings such as process plants or boiler
rooms that contain multiple layers of pie and ductwork. One advantage of phase base scanners
is they are able to record data at a closer range more effectively than a time-of-flight scanner.
This allows phase base scanners to be configured in and around close confines of a building,
which enable the scanner to capture intricate geometries within minutes of each scan. In
general, there are many advantages to using either a time-of-flight or phase based scanner it
just depends on the task at hand. These two devices are commonly referred to as land based
mid-range terrestrial laser scanners.
Now that we discussed the basic fundamental principles that makes up a laser scanner,
next we are going to discuss to the scanner that is the main topic of this paper.
The Next Engine: 30 scanner Ultra HD is a laser scanner that was developed by Next
Engine Inc. Next Engine Inc. is a company that was founded in 2000 and is comprised of a team
full of engineers whose goal is to deliver good products for society. The Next Engine: 30
scanner Ultra HD (which will be referred to as the Next Engine Scanner or simply the "scanner''
for the rest of the paper) offers higher-fidelity scans that rival more costly scanners using a
detail of 0.1 millimeters and 400 samples points per inch [10]. The scanner is able to capture an
object in physical world in a timespan of two minutes. It typically takes the scanner 12 shots to
accurately depict the object in a computer generated space. Once a scan is complete, the Next
Gen Scanner comes with the software that will quickly align the different "shots" into a single
model on the desktop.
The Next Engine Scanner was constructed using materials such as a bead-blasted
anodized aluminum alloy shell accented with clear polycarbonate. It was design in such a way
that to be versatile and easy to use. In short the Next Engine Scanner is a scanner with detailed
scanning capabilities and a portable design that allows it to be taken anywhere. The scanner
comes with software that allows for the use of images to be cleaned up for 30 printing or for
images to be exported to a variety of file formats.
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In order to ensure an accurate representation of the Next Engine Scanner, we reached
out to the company to learn more about how the scanner operates. Since most of the
techniques used are property information the company didn't share too much: however, they
were able to give us a high level description [11]. The Next Engine Scanner uses a method
known as "Multi Laser Technology''. This patented method works by using four stripes of lasers
to verify and error check each point recorded. In essence, as multiple lasers pass the object, the
reliability that the point measured is valid and accurate. The Next Engine scanner is a time-offlight scanner and uses a technique known as triangulation to measure data. Triangulation is
the process of measuring the data when a laser hits a target and returns back to the source.
The Next Engine Scanner has been used in many different applications and has gotten
recognition from many well-known figures in society. The Next Engine Scanner made an
appearance In Jay Leno's Garage. In the episode Jay had part a specific part for a 1907 white
steam car that was broken [8]. The Next Engine Scanner was used to capture the 3D image of
the deval and then that scan was used to create a 3D model that would eventually serve as the
replacement for the broken one. Most recently, the Next Engine Scanner was used in the
development of Rogue One: A Star Wars Story [7]. The movie featured a character known as
General Tarkin who was played by Peter Cushing. The Next Engine Scanner was used to scan a
life cast of Peter Cushing face that was used in the 1984 movie Top Secret. This allowed for
General Tarkin to be recreated using Peter Cushing's face years after he passed away. These are
just a few examples that describes how the Next Engine Scanner can be used in many different
applications and fields across the industry. From recreating specific parts in old vehicles to
recreating actors that have passed away the possibilities are endless for what can be achieve
with the scanner.

10

3. Getting to know the Basics of the Scanner
As stated previously our main goal of this research was trying to figure out the basic capabilities
of the Next Engine Scanner. How does this scanner perform on basic house-hold objects? How
does the scanner perform on different colored objects? How does the scanner perform on
objects that are made with different materials? These were the capabilities that we wanted to
test. We conducted our own sets of experiments in order to find the answers to those
questions and to see what the scanner is capable of. This section of the paper is going to talk
about the layout and process of how the experiment was conducted.

3.1 Setup: Part 1- Getting to know the Basics of the Scanner
For this experiment we gathered a variety of toy vehicles for the Next Engine Scanner to scan.
The vehicles vary in size, shape, color, and also the material which composed the toy. We came
to the agreement that vehicles would be the perfect objects to get a general understanding of
the basic capabilities of the scanner. This will allow the scanner to look at multiple objects that
vary in their shape which will test how well the scanner can pick up objects with complex
geometry. Also, the different colors of the objects will test how well the scanner can accurately
represent the "true" color of the object it is scanning. For this experiment, we gathered two toy
cars, two toy motorcycles, two toy buses, and two toy four-wheelers.
Please refer to the next few pages to see all of the pages before they were scanned.
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Figure lp: car 1

7

I

Figure 2p: car 2
_;
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Figure 3p: Motor-Cycle 1

Figure 4p: Motor-Cycle 2
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I Figure Sp: Bus 1

I Figure 6p: Bus 2
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Figure 7p: 4 Wheeler 1

Figure 8p: 4 Wheeler 2
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3.2 Process: Part 1- Getting to know the Basics of the Scanner
This section is going to go over the process that was performed in order to take the scans of
each object. Each object was placed on a platform that was located about five inches from the
Next Gen Scanner. Once the object was on the platform, the Next Gen Scanner perform a full
360 degree scan of the object using sixteen divisions. Simply put, while the vehicle was on the
platform, the scanner is taking sixteen individual scans of the entire object. When the scan is
completed, those sixteen individual scans are then stitch together using an algorithm to create
the object in the digital space. Due to the specifics settings of the scanner, each scan took about
fifty~six minutes. The results of those scans are presented in the next few pages.
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3.3 Analysis: Part 1- Getting to know the Basics of the scanner
We were able to learn a lot from the observation of our results from the Next Engine Scanner.
There were areas that the Next Engine Scanner performed above our expectations and there
were areas where it didn't. We are going to briefly list the strengths and weakness of the
scanner from our initial results. After listing the strengths and weaknesses, we are going to
provide our own analysis and Interpretation of the results.
Strengths

•
•

Accurately Representing the "true" color of the object
Accurately depicting the geometry of the object

Weaknesses

•
•
•

Reflective Material
Detecting very dark colors (black)
Crashing

Strength #1: Accurately Representing the "true" color of the object

The scanner was able to accurately represent the "true" color of the vehicle. For the purpose of
this paper when we say "true" color we are referring to the actual color object. So for example
if an object is dark red and the scanner is able to accurately replicate that dark red then the
scanner is able to represent the "true" color of the vehicle.
In all of our scans the scanner was able to pick up the specific color of the vehicle. The colors of
objects that are presented in figures lp - Gp are the exact same colors that the scanner were
able to pick up in figures ls - Gs. The scanner was not only able to pick up on the color of the
object but also it was able to tell the difference between a "light" red and a "dark" red. This can
be clearly seen when looking at the scans for the two motorcycles in figure 3 and figure 4. The
scanner was able to distinguish between the "lighter'' red color in figure 3 and the "darker'' red
body that is present in figure 4. From our results, we can assume that the Next Engine Scanner
has no problem when it comes to getting the color of an object.
Strength #2: Accurately depicting the geometry of the object

We also see that the scanner was able to accurately depict the geometry of each vehicle pretty
well. The motorcycles looks like motorcycles and the busses looks like busses for the most part.
Despite a few exceptions, the scanner had no problem with capturing the general shape and
geometry of each vehicle. If the scanner had no trouble with getting the basic geometry of the
vehicles, we would like to assume that the scanner is able to capture the geometry of objects
that are not too complicated.
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Weaknesses #1: Reflective Material
From the results of our scans, it seems like the Next Engine scanner has trouble capturing
objects that are composed of a reflective material. Or if there is any reflective material on an
object then the scanner is going to have a difficult time picking it up. This can be seen when
looking at figure 1. The material that makes up the blue car is very reflective and as a result, the
scanner had a very difficult time replicating the object in the computer. From looking at the
results in figure 1, one can see that there are some parts of the vehicle that are not connected
properly and some parts are "floating'' next to the vehicle.
The difficulty of the Next Gen Scanner picking up on reflective objects can also be seen
in the wheels of the school bus in figure 5. In this particular instance, the scanner was unable to
capture the wheels on the school bus and as a result they are not there in the computer
generated model. From looking at the scan, it is almost as if the wheels never existed at all.
We believe that the reason why the Next Gen Scanner has trouble picking up reflective
objects is simply because of the nature of how lasers work. In fact, most 30 lasers scanners
have difficulty with capturing objects that are composed of some kind of reflective material. In
this paper, we previously discussed the science that allows laser scanners to work. From talking
to a representative of the Next Engine Company, we know that the scanner is using multiple
lasers in order to scan an object. In short, the Next Engine Scanner is able to work by sending a
laser out towards an object and having that laser bounce back to the scanner. Well
unfortunately highly reflective objects changes the way light bounces off of the surface.
L1gl't rays sn nirg

on

2

svi ;icc·

https://www.shapegrabber.com/inspecting-transparent-reflective-parts-3d-laser-scanner/

Reflective objects introduces a challenge to the scanner because the light reflects
randomly off of the surface [12). As a result of this, the light can bounce back from an object in
such a way that it never reaches back to the scanner... and thus no signal ever gets back to the
scanner. In this particular scenario, the scanner is sending out lasers into the environment and
instead of receiving the signal back it is receiving nothing which makes the scanner "believes"
that nothing is there. This would explain why the wheels from the school bus are completely
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missing in our scans. When the laser hit the wheels they reflected back in multiple directions
and was not able to return back to the scanner. Also, when it comes to reflective objects, it is
possible that the light reflects onto another surface to produce a "second" image using
"unwanted" data. This would explain the why certain parts of the blue car are "floating'' and
why some parts appears twice.
From our results of the scans, we are going to assume that most 3D scanners are going
to have some level of difficulty in trying to capture reflective objects. This isn't really a
weakness that is specific to the Next Engine Scanner but rather any scanner that is using laser
based technology.

Weaknesses #2: Detecting very dark colors (black)
It appears that the Next Gen Scanner also has some difficulty picking up very dark colors on
objects. There were even some instances where the scanner was unable to detect the dark
color at all and as result that part of the vehicle was not represented in the computer model.
There are multiple instances in our scans that demonstrates this observation.
This can clearly be seen in figure 3 where the two black pipes are not shown at all in the
computer model after the scan. This observation can also be seen in figure 2 where the scanner
was unable to capture the front of the car. Last but not least, figure 6 is another example that
demonstrates this type of observation. The scanner was able to pick up every other color on the
bus but had difficulty picking up the black windows on the front.
We are not quite sure why the Next Gen Scanner had trouble detecting certain areas on
the vehicles that are dark. One possibility for this observation could be due to the fact that
sometimes dark color objects absorbs light rather than reflect it. Remember that the basic
foundation of the concept for 3D laser scanners is the ability for light to be projected towards
an object and then reflected back to the scanner. However, it is possible that when the laser
reaches a dark colored object instead of getting reflected back it gets absorb. As stated
previously, if the light does not get reflected back to the scanner then the scanner has no way
of collecting that particular data. This could be the reason why the black pipes are not present
at all for the red motor cycle.
Another possibility is that the material that makes up the dark colored sections in the
vehicles could In fact be highly reflective. We do not know the exact compositions of the
vehicles that were scanned. It is possible that the vehicles could be composed of a variety of
materials including reflective materials which would explain why the Next Gen Scanner had
difficulty picking it up.

Weaknesses #3: Crashing
There were a few instances where the Next Gen Scanner crashed during the process of
scanning an object. The scanner crashed when attempting to take scans on the two four
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wheelers presented in figures 7p and figures 8p. As a result of the crash, the scanner was
unable to complete the full modeling of the vehicle.
We believe that the reason why the scanner crashed is because of the algorithm that it
is using to generate the 3D model. When the Next Gen Scanner is taking a scan of an object it is
collecting hundreds of individual points or "dots". After the scan is completed then the scanner
uses some kind of stitching algorithm to connect all of the points together to generate the 3D
model of the object that was scanned. It is our hypothesis that if the scanner does not have
enough points then the stitching algorithm will not be able to create the 3D model and thus the
program will crash.
Considering our past two observations of the weakness of the Next Gen Scanner our
hypothesis does not seem out of reach. The two objects that the scanner was unable to
generate a model were the four wheelers. Figure Sp has a very dark color body type. We would
like to believe that the scanner had difficulty picking up on the body type of this vehicle due to
our past observations. Unlike the other objects that were scan where only a section of the
vehicle were "dark", majority of the four wheeler is composed of a very dark color. As a result
of this the scanner probably had a very difficult time collecting those data points which led to
crashing of the program. Figure 7p is also composed of a very dark color and contains reflective
materials. It is a good chance that the next gen scanner was unable to collect enough data
points for the stitching algorithm to work as well which led it to crash.

3.4 Results: Part 1- Getting to know the Basics of the scanner
We were able to learn a lot from our first experiment testing the Next Engine Scanner using toy
vehicles. However, upon examination we realize that that were some Inconsistencies with our
methodology. The toy vehicles were made from different toy manufactures which created a
scenario where we had too many variables to account for. For example, the black on the Dice
Motorcycle in figure 4 was able to show better than the black on the red car in figure 2. Since
different toy manufactures uses different materials to create their products, it is very difficult to
determine the "root" cause of the errors generated by the scanner.
The first experiment had too many variables that were not controlled and thus our
results are a little bias and immature. To account for this, we decided to conduct another
experiment that would be more consistent and focused on a specific feature. This leads us to
our next experiment.
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4. Testing Different Colors and Surface Materials
For experiment #2 we wanted to see if the color and surface material of the object had any
effect on the Next Gen Scanner. After analyzing the results from experiment #1, we figured that
those two variables might play a factor when it comes to detecting certain objects.
In this experiment we are specifically looking at dark colored objects and highly
reflective surfaces. We expect the Next Gen Scanner to detect the "basic'' colors without any
problems. We are going to double check our conclusions from experiment #1 in regards to the
difficulty in detecting "dark-colored" objects. We are also looking to see if the surface material
of an object has any effect on the scanner.
Our main objective for experiment #2 is to collect concrete data to determine if color or
surface material contribute to the process of the Next Gen Scanner scanning an object.

4.1 Setup: Part 2- Testing Different Colors and Surface Materials
For this experiment we gathered a variety of plastic balls from Toys R Us. Every ball is the exact
same except some balls contain a different color. For this experiment all of our variables are
controlled except the one which we are trying to test which in this case is color. All of the balls
are created from the same manufacture and because of that there is a good chance that they
are composed of the same materials.
We selected four balls for this experiment each of a different color. We plan on
conducting three phases using these four balls for experiment #2.
Phase 1: Natural Color -This phase is just going test how well the scanner detects the natural
color of these objects. Nothing extra is going to be applied to the balls they are going to be used
"out of the box".
Phase 2: Unnatural Colors -This phase ls going to test a variety of colors for the Next Gen
Scanner. Since the balls only contain a select few colors within the collection, we must add our
own color in order to get an accurate representation. For this phase, we will apply paint to the
balls and see if the scanner has any trouble detecting the objects.
Phase 3: Different Materials -This phase is going to test different surface materials for the
Next Gen Scanner. For this phase we are going to apply different primers and spray paint to the
balls. We will coat the balls with a reflective coating as well as a matted coating.

These are the three phases that we plan on using to conduct experiment #2. From these
phases, we should have enough results and concrete data to analyze.

A picture of the red ball and blue ball is provided on the next page.
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Figure 7p: Red Ball

I Figure lOp: Blue Ball
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4.2 Process: Part 2- Testing Different Colors and Surface Materials
The same process that was described in section 3.2 was used for this experiment as well. The
only difference is that 5 divisions were used instead of 16. As a result of this each scan took
around 15 minutes to complete.
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Figure 7s: Red ball 4 divisions

Figure 8s: Red ball 5 divisions
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Figure 9s: Red ball 5 divisions
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Figure 10s: Blue ball 5 divisions
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Figure lls: Light Blue ball 2 divisions
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Figure 12s: Light Blue ball 1
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Figure 13s: Grey Object 5 divisions

Figure 14s: Ibuprofen 5 divisions

Figure 15s: Boeing Cup (upside down) 5 divisions

31

Figure 16s: Wooden Ball 5 divisions
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Figure 17s: Gray Object (sideways) 5

Figure 18s: World Ball 5 divisions
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Figure 18s: Green Box 5
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Figure 19s: Rubik's Cube 5 divisions
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4.3 Analysis: Part 2- Testing Different Colors and Surface Materials
We were very surprised with the results of our scans for experiment 2. In fact, we were totally
not expecting the results at all. From our results, we think we have discovered a fundamental
flaw within the Next Engine Scanner. We are now going to introduce our hypothesis on the
cause of the fundamental flaw and we are going to back up our claim using the observation
from our results.
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5. Hypothesis:
We propose a hypothesis that the Next Engine Scanner is not able to scan fully symmetrical
objects. There are three observations from our results that support this claim.

5.1 ObseNation #1: Scanning the Original Balls
Considering the data that we receive from our results, we are led to believe that the Next
Engine Scanner is not able to take a complete scan of a fully symmetrical object. The scanner
was not able to complete a scan of any of the balls that we had selected. Rather than scanning
the ball and producing a digital representation of it, some fundamental flaw caused the scanner
to create an "inverted" representation of the ball. Simply put, the balls that were scanned in
appear to be inverted inside out and then stitched together. This can be seen in all of our
results for the balls figures 7s - lls.
At first we thought that maybe this error was due to the fact that the balls contain some
level of transparency. We figured that because light can completely travel through the object
that was causing the scanner to collect unintended data points which would have contributed
to the error. To account for this, we decided to completely cover one of the balls in paint in
order to prevent light from passing through it. Once we covered the ball in paint, we attempted
to take a scan of the object and the results were the exact same. Looking at figure lls we are
able to see that once again the scanner was unable to complete the full scan resulting in the
inverted representation of the object.
This observation supports our hypothesis that the Next Engine Scanner is not able to
scan fully symmetrical objects.

5.2 ObseNation #2: Scanning other fully symmetrical objects
We figured that maybe the balls that were selected was the error. We decided to test other
objects that are fully symmetrical as well. We gathered four random objects that were located
In the room that met the requirements of being fully symmetrical. We gathered a gray object,
ibuprofen, a cup, and a wooden ball. Each object contains a different shape and color which
makes it the perfect test for our hypothesis. For example, if we are correct in our hypothesis
then our results should be coherent meaning that the scanner will not be able complete the
scans of all four items.
Following the same process that was describe earlier, each object was scanned using the
Next Gen Scanner. As predicted, the scanner was not able to accurately represent the four
individual items in the digital space. Looking at our results from figures 14s -16s, we are still
seeing the same result. All of the scans are inverted inside out and then stitched together which
supports our hypothesis. All of our results so far supports the claim there is some fundamental
flaw within the stitching algorithm of the Next Engine Scanner that is preventing it from
capturing fully symmetrical objects.
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5.3 Observation #3: Scanning non fully symmetrical objects
We also decided to gather objects that were not fully symmetrical in order to support our
hypothesis. In short, if our hypothesis is correct then we can expect that the Next Engine
Scanner should have no issues scanning the objects. We gathered a Rubik's cube, a small box,
an earth sphere, and the same gray object as before (except this time we tilt it sideways).
Following the same process that was describe earlier, each object was scanned using the Next
Gen Scanner.
As expected, the Next Engine Scanner was able to scan all of the four objects almost
flawlessly. The results from the earth sphere observation is pretty fascinating. Figure 18s is
pretty close to being a fully symmetrical object with the exception of having a few bruises and
dips. Even though figure 18s is a complete sphere, the Next Engine Scanner was still able to
accurately take a scan of it because it was not "fully symmetrical". This specific observation
really supports our hypothesis. Figures 7s -11s were not able be accurately represented by the
scanner because they were fully symmetrical spheres. However, even though figure 18s is a
sphere, since it contains a few rough spots on the surface it able to be accurately represented.
Once again this observation supports our claim that the Next Engine scanner is not able
to scan fully symmetrical objects.
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6. Explanation for Hypothesis:
From the three observations that were just described, we are led to believe that our hypothesis
is correct. We are now going to provide three possible explanations as to why the Next Gen
Scanner is not able to represent fully symmetrical objects.

6.1 Explanation #1: Some fundamental flaw In the Stitching Algorithm
We have a theory that there is some fundamental flow in the stitching algorithm that is
preventing the Next Engine Scanner from being able to represent fully symmetrical objects. It is
that we believe that a fully symmetrical objects does not any contain any reference points for
the scanner. In other words, the scanner has a difficult time trying to figure out the location of
one point with respect to another point. This problem is not present when we were scanning
the vehicles for example because each vehicle had a very distinct geometry. For example, every
vehicle had distinct features that allowed the scanner to recognize specific reference points.
From the data points that were collected in scanning the vehicles the scanner was able to
distinguish between the "front" of the vehicle and the "wheels" of the vehicle by having specific
reference point.
We think that any object that is fully symmetrical does not contain these reference
points which in turn make it difficult for the scanner to "stich" the points together in the digital
space. In our case, when it came to scanning the spheres the Next Gen Scanner had no way of
knowing how to put the sphere together since there were no reference points. However, the
Next Gen Scanner was able to put the earth sphere together even though it was a sphere
because it did contain a few reference points. Since the earth sphere had a few bruises and
bumps, the scanner was able to use those features as a point of reference and from there
accurately display the location of each data point with respect to one another.
In conclusion, we are highly certain the primary reason why the Next Gen Scanner
cannot capture fully symmetrical objects is because of some fundamental flaw in the stitching
algorithm.

6.2 Explanation #2: The Scanner was not designed to scan fully symmetrical
objects on purpose
We also have the assumption that the reason why the Next Gen Scanner cannot capture fully
symmetrical objects is because maybe it was design to on purpose. Maybe it was never the
intention for the scanner to be able to scan fully symmetrical objects. After all, anyone can
create a basic sphere in a modeling program.
It is possible that the Next Engine Company designed their scanner for the purpose to
capture objects with complicated geometries or unnatural geometries. Maybe the Next Engine
Company assume that the average animator or graphics designer could produce a regular
sphere easily using common modeling programs that are on the market. If this is true, then the
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reason why the Next Gen Scanner is unable to capture fully symmetrical objects is because it is
easy to create fully symmetrical objects in other applications.

6.3 Explanation #3: User Error
It is also possible that the Next Gen Scanner is unable to capture fully symmetrical objects
because of some error on our end. We have never claimed to be the leading experts on 3D
scanning and there could be a setting or feature within the scanner that we are unaware of that
would assist in capturing fully symmetrical objects.
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7. Conclusion
From our observations the Next Gen Scanner seems to be an adequate device on the market
for 3D scanners. From our results, we can conclude that the Next Gen Scanner is able to scan
basic items pretty well and represent them accurately in the 3D space. However, there is a huge
area of improvement when it comes to scanning objects that are fully symmetrical. In
conclusion we believe that more research is going to be needed in order to figure out the
"root'' cause on why the Next Gen Scanner is unable to fully capture symmetrical objects.
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