We study nonlinear noncoercive elliptic problems with measure data, proving first that the global estimates already known when the problem is coercive are still true for noncoercive problems. We then prove new estimates, on sets far from the support of the singular part of the right-hand side, in the energy space associated to the operator, which entails additional regularity results on the solutions.
I. Introduction and main results

A. The problem
Let Ω be a bounded open subset of R N . The purpose of this work is to obtain global and local estimates on the weak solutions to:
−div(a(x, u, ∇u)) − div(Φ(x, u)) = µ + f in Ω, u = 0 on ∂Ω
where −div(a(x, u, ∇u)) is a Leray-Lions operator on W 1,p 0 (Ω) (1 < p ≤ N ), Φ(x, u) is a convection term with growth properties, f ∈ W −1,p (Ω) and µ ∈ M(Ω) (see the precise hypotheses on these data in Subsection B).
Nonlinear elliptic problems with measure data have been studied in a number of papers. A quite efficient way to prove the existence of a solution to such problems is, as first shown in [3] , to use an approximation method: taking a sequence of regular data which converges to the measure of the right-hand side, one can prove that the solutions corresponding to these regular data converge, in a sense, to a solution of the equation with measure data.
This method has been widely used to obtain different kinds of solutions to elliptic problems with measure data: see for example [4] , [5] , [2] or [7] . In each of these works, the first step to prove the convergence of the solutions corresponding to regular right-hand sides is, of course, to obtain estimates on these solutions in adequate spaces.
We intend here to obtain new estimates on elliptic problems with measure data.
One of the novelty of this paper is the presence of the convective term defined by Φ; because of this term, the elliptic equation (1) is not coercive, and obtaining estimates on the solutions to this problem (with regular or singular right-hand side) is thus quite difficult. [10] give estimates for a noncoercive problem with right-hand side in L 1 (Ω), using the tools of renormalized solutions. Here, we will rather use the method developed in [8] for linear noncoercive elliptic problems; this method was then adapted in [9] to nonlinear variational noncoercive elliptic problems and to finite volume schemes for linear noncoercive elliptic equations. We will see that, mixing the methods of [8] (to handle the noncoercive feature of the equation) and of [6] (to handle the singularity of the right-hand side), estimates on solutions to (1), similar to those already known when the problem is coercive, are easy to prove.
But the main originality of the work we present here is certainly the local estimate outside the support of the singular part of the right-hand side.
It is well-known that the solutions to elliptic problems with righthand side measures do not belong, in general, to the energy space W 1,p 0 (Ω) associated to the equation (the global estimates we obtain on solutions to (1) are, roughly speaking, in W 1,q 0 (Ω) spaces, with q < N (p − 1)/(N − 1)). This is quite obvious, since the right-hand side does not belong to the dual space of W 1,p 0 (Ω). But if the singular part of the right-hand side is concentrated on some subset of Ω, one can hope that, outside this subset, the solution is as regular as the operator allows.
We will indeed prove estimates (and thus regularity results), far from the support of µ, on solutions to (1) in W 1,p . These estimates are not straightforward because, to study the solutions far from the support of µ, we must introduce cut-off functions that not only have to satisfy some special properties but also entail the apparition of terms which are not easily bounded; we thus first use a bootstrap technique to reach estimates in W 1,q for all q < p, and then, thanks to these estimates, we prove the desired bound in W 1,p .
In the rest of this section, we state the precise hypotheses on the data and the main results of this paper (global and local estimates, as well as their consequences on the regularity of solutions corresponding to right-hand side measures). In Section 2, we prove the global estimates on solutions to (1) . Section 3, the biggest part of this paper, is devoted to the proof of the local estimates, far from the support of µ. We then quickly show, in Section 4, how these estimates allow to obtain solutions with regularity properties when the right-hand side is a measure. Section 5 is an appendix with two easy technical results useful in the rest of the paper.
B. Hypotheses and notations
Ω is a bounded open subset of R N (N ≥ 2). | · | is the Euclidean norm in R N ; B(e, r) and B(e, r) denote the open and closed ball in R N of center e and radius r. meas(A) is the Lebesgue measure of a measurable set A ⊂ R N .
We take p ∈]1, N ]; if p < N , we denote N * = N and, if p = N , we take N * > N . We let
(Ω) denotes the usual Sobolev space, endowed with the norm
is the space of bounded measures on Ω, identified, through the Riesz theorem, to the dual space of C c (Ω) (this last space is endowed with the supremum norm).
The hypotheses on the data of (1) are:
there exists
(a(x, s, ξ) − a(x, s, η)) · (ξ − η) > 0 for a.e. x ∈ Ω and for all (s, ξ, η)
* The choice p ≥ N * p/(N * − p + 1) is only made to avoid the introduction of a new notation in the following proofs; this restriction on p is not a problem: if a satisfies (4) for 0 ≤ p < (N * − 1)p/(N * − p), then it also satisfies this hypotheses for some
K is a compact set such that supp(µ) ⊂ K.
(7)
We know (see [9] ) that, under Hypotheses (2)- (7), if µ belongs to W −1,p (Ω), there exists at least one solution to (1) in the sense
(8)
C. Main results
Our main results are the following. Remark 1 Of course, this C and all the constants in the sequel also depend on the other numerous data involved in the hypotheses, i.e. on (Ω, p, N * , ν, Θ, g, h, β, p), but we have chosen to emphasize the dependance only on the important data, that is to say the space in which we obtain the estimates (through the exponents (r, s) in the global estimates), the norm of µ in M(Ω) (through Λ) and, in the local estimates, the support of µ (through K). In fact, a close examination of the proofs also shows that the constants appearing in the global estimates do not depend on (h, β, p). One can also notice that, once we have the result of Theorem 1, it is possible to obtain estimates on u in the Marcinkiewicz space of exponent N * (p − 1)/(N * − p) and on ∇u in the Marcinkiewicz space of exponent N * (p − 1)/(N * − 1) (but this does not improve the integrability properties of u or ∇u).
Theorem 2 (Local Estimates) Under Hypotheses (2)- (7), if µ ∈ W −1,p (Ω) then, for all ε > 0, there exists C > 0 only depending on (Λ, K, ε) such that, for any solution u of (8)
As a consequence of these estimates, we obtain the following existence and regularity result on a nonlinear noncoercive elliptic equation with measure data.
Theorem 3 (Existence for a right-hand side measure) Assume that Hypotheses (2)- (7) hold. If p > 2 − 1/N * , there exists a solution to (1) in the sense
Remark 3 F ε is defined as the closure of supp(µ) + B(0, ε) to ensure that W 1,p (Ω\F ε ) is a Sobolev space on an open set.
II. Global Estimates
A. Estimate on ln(1 + |u|)
The following proposition is a nonlinear form of a proposition in [8] .
Proposition 1 Under Hypotheses (2)- (7), if µ ∈ W −1,p (Ω) then there exists C only depending on Λ such that, for any solution u of (8), we have || ln ( 
But
Since 1 + |u| p−1 ≤ 2(1 + |u|) p−1 , we can write
Thus,
and, ϕ being bounded by 1/(p − 1), we get
Injecting (11), (12) and (13) in (10), we obtain
, with C only depending on Λ, which concludes the proof ("X p ≤ C + CX" implies that X is bounded, since p > 1).
B. Proof of the global estimates
In the proof of the next proposition, we mix the ideas of [8] (or [9] ) -to handle the noncoercive characteristic of the equationwith the ideas of [6] -to handle the measure on the right-hand side of the equation.
Proposition 2 Let α > 1 and assume that Hypotheses (2)- (7) hold. If µ ∈ W −1,p (Ω) then there exists C > 0 only depending on (Λ, α) such that, for any solution u of (8),
Proof of Proposition 2
We define
Step 1:
Since ∇(S k (u)) = 1 E k ∇u, where E k = {|u| > k} and 1 E k is the characteristic function of E k , we have
We have |u| ≤ k + |S k (u)|, which implies
Denoting
Let δ > 0 (fixed later on) and write g 2 ) only depend on δ). Thanks to Hölder's inequality with exponents (N * /p, N * /(N * − p)) and to the Sobolev injections, since
with C 3 only depending on α. Used in (17), this inequality allows us to write
where C 4 only depends on α.
(14), (15), (16) and (18) give
where C 5 only depends on (Λ, α) (we have used the fact that, for
, which only depends on (Λ, α). By Proposition 1, Tchebychev's inequality and Poincaré's inequality, we have
with C 6 only depending on Λ. There exists thus k 0 only depending
With these choices of δ and k 0 , (19) becomes
By Young's inequality, we obtain thus C 7 only depending on (Λ, α),
(20)
Step 2: conclusion. By Proposition 1, we have || ln(1 + |u|)||
Since u = T k 0 (u) + S k 0 (u) and 1 + |S k 0 (u)| ≤ 1 + |u|, we have, by (20) and (21),
which concludes the proof. We can now prove the global estimates theorem.
Let C 1 only depending on (Λ, α) (i.e. on (Λ, r, s)) given by Proposition 2. We have, for all k ≥ 1,
Since 0 < r < N * (p − α)/(N * − p) and 0 < s < N * (p − α)/(N * − α), the proof is then an easy consequence of Lemmas 2 and 1.
III. Local Estimates
A. Preliminary results
Proposition 3 Suppose that Hypotheses (2)- (7) hold and that
Then there exists C only depending on (Λ, θ) such that, if u is a solution to (8), we have, for all α ∈]0, 1] and all k ≥ 0,
Remark 4 Functions satisfying (23) exist and will be constructed in the proof of Proposition 4.
Proof of Proposition 3 θ and θ p−1 being regular functions, we can take θ p−1 T k (θu) as a test function in (8) ; this gives, since θ = 0 on a neighborhood of supp(µ),
We have θ p−1 |∇θ| ≤ C 1 θ on Ω, with C 1 only depending on θ (in-
By Hypothesis (6), we also have, with the same (C 1 , C 2 ) as before and using the fact that st ≤ s r + t r if 1 < r < ∞ and (s, t) ∈ R + (simplified Young's inequality),
Gathering (24), (25) and (26), we obtain C 3 only depending on θ such that
This inequality allows us to write
where
and θ is bounded on Ω). Take δ > 0 (to be fixed later on); there exists g 1 ∈ L ∞ (Ω) and
We have |∇θ| p ≤ C 5 θ on Ω (this is (23) with m = 1/p), where C 5 only depends on θ. Thus, (27) gives C 6 only depending on θ such that
But, θ p−1 being regular, by the Hölder inequality, the Sobolev injection and the Poincaré inequality, we have
Ω∩supp(θ)
where C 7 only depends on θ. Fix now δ > 0 such that 1/p + C 7 δ p < 1 (such a choice of δ only depends on θ). Returning to (28), we find C 8 only depending on (Λ, θ) such that
so that
Using the simplified Young's inequality with (p − α)/(p − 1) > 1, we find
which gives
Notice that N * /(N * − p + 1) > 1 (because p > 1), so that p > p. In particular, |u| p−α ≤ 1 + |u| p−α and
This inequality is still valid if α = 1 (we simply bound T k (θu) by k). Thanks again to (30) if α < 1, or bounding T k (θu) by k if α = 1, we can also write
which gives, by the simplified Young's inequality with (p − α)/(p − α) > 1,
We have p ≥ N * p/(N * − p + 1), which implies
. Using this last inequality in (32) and injecting the result in (29) along with (31), we obtain
with C 9 only depending on (Λ, θ), which concludes the proof.
Corollary 1 Let M ≥ 0 and α ∈]0, 1]. Under Hypotheses (2)- (7), if µ ∈ W −1,p (Ω), θ satisfies (23) and u is a solution to (8) which satisfies
then, for all 0 < r < N * (p − α)/(N * − p) and all 0 < s < N * (p − α)/(N * − α), there exists C only depending on (Λ, θ, M, α, r, s) such that
Proof of Corollary 1. By Proposition 3, we have C 1 only depending on (Λ, θ) such that, for all k ≥ 1,
The corollary is then an easy consequence of Lemmas 2 and 1.
B. Proof of the local estimates
We first prove, thanks to a bootstrap technique based on Corollary 1, local estimates in W 1,q for all q < p and then, using these estimates for q close enough to p, we deduce Theorem 2. (2)- (7) hold. Let ε > 0 and denote F = K + B(0, ε); if 1 ≤ q < p, then there exists C only depending on (Λ, K, ε, q) such that, for all u solution to (8) ,
Proposition 4 Assume that Hypotheses
||u|| L N * q N * −q (Ω\F ) + ||u|| W 1,q (Ω\F ) ≤ C.
Proof of Proposition 4
The proof is based on an induction reasoning, which uses the following sequence: α 1 = 1 and, for n ≥ 2,
Step 1: study of (α n ) n≥1 . Let us prove by induction that (α n ) n≥1 is a decreasing sequence of numbers in ]0, 1]. Indeed, suppose that, for n ≥ 2,
and this last quantity belongs to ] − ∞, α n−1 ] (because 1 − α n−1 ≥ 0); thus, α n belongs to ]0, α n−1 [. Denote α ∞ ∈ [0, α 1 [ the limit of the decreasing sequence (α n ) n≥1 . By passing to the limit n → ∞ in (33) (the right-hand side of this equality is a continuous function of α n−1 on [0, 1]), we obtain
This maximum cannot be p − N * (p − α ∞ )/(N * − p), because this would lead (thanks to the computations of (34) applied to α ∞ instead of α n−1 ) to α ∞ < α ∞ − (1 − α ∞ )p/(N * − p), which is impossible since α ∞ < α 1 = 1. Thus, α ∞ = ((N * − p)/(N * − α ∞ ))α ∞ and, as (N * − p)/(N * − α ∞ ) ∈]0, 1[, this shows that α ∞ = 0. Therefore, the sequence (α n ) n≥1 tends to 0 as n → ∞.
We conclude this step by proving that, for all n ≥ 2,
The first inequality of (35) is an immediate consequence of the definition of α n . To obtain the second inequality, we write
Step 2: a set of functions satisfying (23). 
Since this inequality is also satisfied outside B(e, η) (because ∇θ e,η is null outside this ball), we deduce that |∇θ e,η | ≤ 2η −1 Q m θ m e,η on R N . θ e,η being null outside B(e, η), we conclude that, if B(e, η) ∩ K = ∅, then θ e,η satisfies (23).
Step 3: the bootstrap. Let e ∈ Ω\K and 0 < η < dist(e, K). Define η n = η/2 + η/2 n . In this step, we want to prove by induction that, for all n ≥ 1, for all 0 < r < N * (p − α n )/(N * − p) and all 0 < s < N * (p − α n )/(N * − α n ), there exists C n,r,s only depending on (Λ, e, η, n, r, s) such that
The case n = 1 is an immediate consequence of Theorem 1, since
Take n ≥ 2 and suppose that, for 0 < r 0 < N * (p − α n−1 )/(N * − p) and 0 < s 0 < N * (p − α n−1 )/(N * − α n−1 ), there exists C n−1,r 0 ,s 0 only depending on (Λ, e, η, n − 1, r 0 , s 0 ) such that
Let 0 < r < N * (p − α n )/(N * − p) and 0 < s < N * (p − α n )/(N * − α n ); we can find γ ∈]α n , 1], only depending on (n, r, s), such that r < N * (p − γ)/(N * − p) and s < N * (p − γ)/(N * − γ). Let r 0 = p − γ and s 0 = p − γ; by (35), since γ > α n , we have 0 < r 0 < N * (p − α n−1 )/(N * − p) and 0 < s 0 < N * (p − α n−1 )/(N * − α n−1 ), thus, for C n−1,r 0 ,s 0 as above,
(notice that meas(∂(B(e, η n−1 ))) = 0). Since r < N * (p − γ)/(N * − p) and s < N * (p − γ)/(N * − γ), Corollary 1 applied to α = γ and θ = θ e,η n−1 (the support of which is included in B(e, η n−1 )) gives then C 1 only depending on Λ, θ e,η n−1 , C n−1,r 0 ,s 0 , γ, r and s, i.e. only depending on (Λ, e, η, n, r, s), such that
Since θ e,η n−1 ≥ C 2 > 0 on B(e, η n ), where C 2 only depends on (η, n), we deduce that
and that
we can always suppose that r ≥ s, and we obtain thus
(36) and (37) conclude the induction.
Step 4: conclusion.
Take e ∈ Ω\F ; we notice that ε < dist(e, K). By Step 3, there exists thus C(e) only depending on Λ, e, ε, n 0 , N * q/(N * − q) and q, i.e. on (Λ, e, ε, q), such that
The compact set Ω\F is covered by {B(e, ε/2) , e ∈ Ω\F } (the points of ∂(Ω\F ) are in the union of these balls because the radius is fixed), so we can find (e 1 , . . . , e l ) ∈ Ω\F -only depending on (F, ε), i.e. on (K, ε) -such that Ω\F ⊂ ∪ l i=1 B(e i , ε/2). Writing (38) for e 1 , . . . , e l and summing these inequalities, we find
which is the desired estimate.
We can now prove the local estimates theorem. Proof of Theorem 2.
Let ψ ∈ C ∞ c (R N ) be such that ψ = 1 on a neighborhood of K + B(0, ε/3) and ψ = 0 outside K + B(0, ε/2) (the choice of ψ only depends on (K, ε)). We take θ = |1 − ψ| ζ , with ζ = max(2, 2/(p − 1)), and notice that θ, θ p−1 and θ p are C 1 on R N (they all can be written as |1 − ψ| l with l > 1, and, if l > 1, s → |s| l is C 1 on R). Moreover, θ = 0 on a neighborhood of K. Thus, using θ p u as a test function in (8), we obtain
(notice that ∇(θ p ) and θ are null on K + B(0, ε/3)).
where C 1 only depends on θ p−1 , i.e. on (K, ε).
(Ω) such that g = g 1 + g 2 and ||g 2 || L N * /(p−1) (Ω) ≤ δ (the choice of such a decomposition only depends on δ). Since θ, g 1 and ∇(θ p ) are bounded on Ω, we deduce from (39), by Young's inequality (and using the fact that p ≥ p, which implies |u| p ≤ 1 + |u| p ),
where C 2 , C 3 only depend on (K, ε, δ) -recall that g 1 only depends on δ and that θ only depends on (K, ε).
Since, by the simplified Young's inequality with N * /(p − 1) > 1, we have
and g|u| p ≤ g
we obtain, from (40), C 4 only depending on (Λ, K, ε, δ) such that
(we have used the fact that ∇θ is bounded on Ω and null on K + B(0, ε/3), and we have bounded |u| p by 1 + |u| p ). 
Moreover, by Hölder's inequality (with N * /p) and the Sobolev injections,
Setting δ > 0 such that 1 − 1/p − C 5 δ p > 0 and writing
and (42) injected in (41) give C 6 only depending on (Λ, K, ε)
We notice that
(the last inequality comes down to (p − N * )(p − 1) < 0, which is true since p ∈]1, N * [). Moreover, as q → p, we have
We can thus find q ∈] max(p − 1, 1), p[ such that
Applying then Proposition 4 to this q (and with ε/3 instead of ε), we find C 7 only depending on (Λ, K, ε) such that (1 + 2|∇u| q )
≤ meas(Ω) + 2C 7 .
Returning to (44), we obtain
with C 8 only depending on (Λ, K, ε), that is to say ||θu|| W We can now prove Theorem 3. In fact, thanks to the previous estimates and to the technique of [4] , the proof is very simple.
Proof of Theorem 3
We can find (µ n ) n≥1 ∈ W −1,p (Ω) ∩ M(Ω) converging weakly- * to µ in M(Ω) and such that, for all ε > 0, supp(µ n ) ⊂ supp(µ) + B(0, ε) for n large enough (in fact, most of the classical ways to approximate µ by regular data -for example through a convolution method, or by discretizing µ on a grid -satisfy this property on the supports of the approximations). Take u n a solution to (8) with µ n instead of µ.
Since (µ n ) n≥1 converges in M(Ω) weak- * , it is bounded in this space; thus, by Theorem 1,
Moreover, for all ε > 0, denoting K = supp(µ) + B(0, ε/2), the support of µ n is contained in K for n large enough; by Theorem 2,
By (45), (46), a diagonal process and Rellich's theorem, we can extract a sequence of (u n ) n≥1 , still denoted (u n ) n≥1 , such that u n → u a.e. on Ω, weakly in W 1,q 0 (Ω) for all q < N * (p − 1)/(N * − 1) and, for all ε > 0, weakly in L p * (Ω\F ε ) and in W 1,p (Ω\F ε ).
Using then the technique of [4] , we can prove that ∇u n → ∇u a.e. on Ω (there is no Φ in [4] , but the technique to prove the a.e. convergence of the gradients works fine even with this additional term). This allows to pass to the limit in the equation satisfied by u n and to see that u is a solution to (9) .
If p ≤ 2 − 1/N * (in this case, N * = N ), it is well-known that a solution to (1) with µ measure is not to be sought in a Sobolev space (one can notice that, in this case, Theorem 1 does not give an estimate in a Sobolev space). To solve this problem, two main notions of solutions have been introduced: entropy solutions (see [2] ) or renormalized solutions (see [7] ). For each of these notions, the existence of a solution is proved thanks to an approximation method; thus, Theorem 2 also allows to obtain entropy or renormalized solutions with better local regularity results than usual. For example, under Hypotheses (2)-(6), if µ ∈ L 1 (Ω) and f ∈ W −1,p (Ω), the technique of [2] , associated to Estimate (22) and to Theorem 2, allows to prove the existence of a solution to (1) in the sense:
V. Appendix
The first lemma is a well-known result concerning the integrability properties of functions in Marcinkiewicz spaces. 
where C 2 only depends on (Ω, p, N * , M ). Choose now λ = k p/(p 1 +α) , where p 1 = N * (p − α)/(N * − p) (this choice comes down to taking λ = k β for some β such that the powers of k in the right-hand side of (48) are the same; this also comes down -up to a multiplicative constant -to minimizing the right-hand side of (48) on λ). We have λ ≥ 1 and 
