The Pre-Whitening (PW), the Trend-Free Pre-Whitening (TFPW) and the Modified Trend-Free PreWhitening (MTFPW) were developed to remove the influence of serial correlations on the MannKendall trend test. The main purpose of this study was to compare the performance of these algorithms for evaluating trends in auto-correlated series. The PW, TFPW and MTFPW were also applied to the monthly values of the rainfall (Pre), minimum (Tmin) and maximum (Tmax) air temperature data obtained from the weather station of Ribeirão Preto, State of São Paulo, Brazil. Sets of Monte Carlo simulations were carried out to evaluate the occurrence of the type I and the type II errors obtained from these three algorithms. The TFPW has the highest power. However, it also presented the highest occurrence of type I errors. The PW clearly limits the influence of serial correlation on the occurrence of type I errors. Nevertheless, this feature is accomplished at a cost of a great reduction of its ability to detect trends. The MTFPW leads to a better balance between the probabilities of both statistical errors. It was also concluded that the hypothesis of the presence of no climate change in the location of Ribeirão Pareto cannot be accepted. Keywords: Trends, climate change, auto-correlation.
INTRODUCTION
The current concern and uncertainties associated with the global warming have motivated several authors to investigate the presence of climate trends, at regional scale, in several parts of the world. According to Önöz and Bayazit (2011) ' climate change has given an impetus to trend detection studies of hydro-meteorological variables'. Naturally, this impetus can also be seen in studies related to agro-meteorological variables. According to Wilks (2011) , investigating possible trend of the central tendency of a dataset is of interest in the context of climate changes.
The Mann-Kendall test (MK; Mann, 1945; Kendall and Stuart, 1967) is perhaps the most used mathematical method for detecting trends in time series. Considering only the period between 2002 and 2012, authors such as Yue et al. (2002) , Elnur, 2002, Adamowski and Bougadis (2003) , , Yue and Hashino (2003) , Burn et al. (2004) , Yue and Pilon (2004) , Sansigolo (2008) , Sansigolo and Kayano (2010) , Tabari and Talaee (2011) , Blain (2011a,b,c) , Minuzzi et al. (2011) , Blain and Pires (2011) , Streck et al. (2011 ), Back et al. (2012 and Blain (2012a,b) used this test to evaluate signals of climate change in several parts of the Globe. As a consequence of this widespread use, several scientific studies have addressed the strengths and the limitations of this statistical test (Blain, 2013) . The strengths of the MK are usually associated with its simple concept and with the fact that as a nonparametric procedure that does not assume a specific joint distribution of the data, it is minimally affected by departures from normality (Yue and Pilon, 2004) .
The limitations of this trend test are associated with the fact that it was originally designated for uncorrelated data. Thus, the null hypothesis (H 0 ) of the MK test assumes that the data are realized values of independent and identically distributed (iid) variables (Chandlerand Scott, 2011) . Therefore, from a strictly statistical point of view, the non-acceptance of such a H 0 only implies that the sample data does not meet this iid assumption. However, as described in several studies such as Blain (2013) the rejection of such a H 0 is often taken as an evidence of the presence of trend in a given meteorological time series. Therefore, given that environmental variables, such as meteorological, agrometeorological and hydrological data, frequently exhibit same form of positive auto-correlation (Yue et al. 2002 , Fleming and Clark, 2002 , Burn and Elnur, 2002 , Burn et al, 2008 , Khaliq et al., 2009 and Blain, 2012b , a significant MK outcome may be erroneously interpreted as a signal of climate change even though no (true) trend is present (Von Storch and Navarra, 1995) . Further information regarding the definition of serial correlation can be found in Wilks (2011).
As can be noted from the MK literature (Von Storch and Navarra, 1995 , Yue et al. 2002 and Flemingand Clark, 2002 , among many others) the rejection of the aforementioned Ho in the presence of no trend is regarded as a false rejection. Thus, we may indicate that the presence of a significant positive serial correlation increases the occurrence of type I errors, making it greater than the (adopted) nominal significance level (Von Storch and Navarra, 1995 , Yue et al. 2002 , Fleming and Clark, 2002 , Yue and Hashino, 2003 , Burn et al., 2004 , Yue and Pilon, 2004 , Önöz and Bayazit, 2011 and Blain 2013 . Several efforts have been carried out to avoid these false trend detections. Generally speaking, these efforts can be classified into two different approaches (Hamed, 2009 ). The first one modifies the MK calculation algorithm to account for the presence serial correlation. Further information regarding this first approach, including the advantages of its use, can be found in Hamed and Rao (1998) , Yue et al. (2002) , Yue and Wang (2004) and Khaliq et al. (2009) , among others. The second approach manipulates the original data to meet the assumption of no temporal dependence (Hamed, 2009) . The natural advantage of this latter approach over the first one is that it can be applied to other trend tests besides the MK (Khaliq et al., 2009) . This second approach is often carried out by adopting either the procedure called pre-whitening (PW; Kulkarni and Navarra, 1995) or the procedure called trend-free pre-whitening (TFPW; Yue et al., 2002) . Each one of these procedures (or algorithms) has its own advantages and drawbacks.
The advantage of the PW is that it reduces the occurrence of the type I errors close to the adopted (nominal) significance level (Yue et al., 2002 , Bayazit and Önöz, 2007 and Blain, 2013 . However, this procedure may also lead to a loss of power, 'so that a significant trend may escape detection after pre-whitening' (Önöz and Bayazit, 2011) . In this sense, studies such as Khaliq et al.(2009) , Bayazit (2011) and Blain (2013) have found that the TFPW is frequently more powerful than the PW for detecting trends. Nevertheless, the significant study of Khaliq et al. (2009) has indicated that the TFPW may not be capable of preserving the nominal significance level. This last statement is in disagreement with the study of Blain (2013) . According to this last author, for trend-free datasets, the performance of the TFPW is as good as the performance of the PW in not rejecting a true H 0 . Moreover, according to Burn et al. (2008) there remains some controversy in the scientific literature regarding the most appropriate approach for correcting for serial correlation. Thus, we may assume that further studies are still required for evaluating the performance of both PW and TFPW. Finally, it is worth emphasizing that Önöz and Bayazit (2011) have recently proposed a modified form of the TFPW that aims to reduce its probability of rejecting a false H 0 . This modified version is referred to as MTFPW.
Despite all these efforts to ensure that the null hypothesis of no trend will be correctly rejected/accepted, authors such as Khaliq et al. (2009) and Sansigolo and Kayano (2010) indicate that the majority of the studies that investigates trends in time series assume that the data are serially independent. In addition, according to Blain (2013) the influence of serial correlations on trend analyses is frequently neglected in Brazilian agrometeorological studies. All these statements, associated with the assumption that 'chasing greenhouse signature involves searching for traces of changes in a time series of variables of concern ' (Radziejewski and Kundzewicz, 2004) , reinforce the need to evaluate the occurrence oftype I and II errors obtained from the PW, TFPW and MTFPW algorithms. Thus, the main aims of this study were (i) to evaluate the power of these algorithms when they are applied to auto-correlated series that comprise a (true) trend component and, (ii) to compare the performance of the PW, TFPW and MTFPW, when these three statistical algorithms are applied to trend-free datasets with different levels of serial correlation. Finally, as a case of study these three algorithms were also applied to the monthly values of the rainfall (Pre), minimum (Tmin) and maximum (Tmax) air temperature data obtained from the weather station of Ribeirão Preto, State of São Paulo, Brazil. We expect that this study should provide evidences that help to improve the interpretation of the different outcomes obtained from the aforementioned algorithms by highlighting their strengths and drawbacks. We also expect that this study should provide evidences for accepting/rejecting the hypothesis of the presence of climate change signals in one of the most important agricultural region of the State of São Paulo, Brazil (RibeirãoPreto).
DATA AND METHODS
The monthly air temperature data were obtained from the weather station of RibeirãoPreto (Agronomic Institute; IAC/APTA/SAA-SP; 21º11'S; 47º48'W; 621m). The length of records is 69 years . These series do not have missing data and their consistencies have been previously assessed in Blain (2011a,b) . All hypothesis tests were performed at the 5% significance level.
Given a dataset X consisting of x values with sample size SS, the MK calculation starts by estimating the S statistic.
As indicated in Mann (1945) and Kendall; Stuart (1967) when SS≥8 the distribution of S approaches the Gaussian form with mean E(S)=0 and variance V(S) given by:
where ti is the number of ties of length m.
The statistic S is then standardized (Equation 3) resulting in the MK final value. The significance of the MK statistic can be estimated from the normal cumulative distribution function. Positive (negative) MK values indicate the presence of increasing (decreasing) trends.
The initial step of the three algorithms (PW, TFPW and MTFPW) is to estimate the lag-1 auto-correlation coefficient from the original time series (r-original). If r-original is not significant the original MK test is applied to the original series and no other step needs to be carried out. The second step of the PW is to remove the (significant) r-original from the original series. Equations 1, 2 and 3 are then applied to this pre-whitened series. The second step of the TFPW algorithm is to estimate and remove the slope of the trend from the original series (step 2; Equation 4). The lag-1 auto-correlation coefficient is then estimated from this detrended series (r-detrended; step 3). If r-detrended is found to be significant, it is removed from this detrended series (step 4). The TSA (Equation 4) is then superimposed onto this last series (referred to as blended series; step 5). According to Yue et al. (2002) , this blended series preserves an existing trend but is no longer influenced by the presence of significant serial correlations. Equations 1, 2 and 3 are then applied to this blended series. Further information regarding the TFPW algorithm can be found in Yue et al. (2002) . As described in Önöz and Bayazit (2011) , the steps 2 and 3 of the MTFPW are the same of the TFPW. However, its fourth step is to remove the r-detrended from the original time series. The MK test is then applied to this modified-original series.
Equation 4 is frequently referred to as the Theil-Sen Approach (TSA; Sen, 1968) and, it is often used to estimate the slope of an existing trend. According to Yue et al. (2002) the time series should not be detrended if its TSA value is 'almost equal to zero' (Yue et al., 2002) . In this study, a non significant TSA value was considered as being almost equal to zero. The significance of each TSA value was evaluated by using the bootstrap approach described in Yue and Pilon (2004) . The number of bootstrapped samples required for constructing the related null distributions was set equal to 5000. The significance
of the auto-correlation coefficients were evaluated as described in Wilks (2011) .
The Monte Carlo simulations were based on Equation 5.
E(X), r and T are, respectively, the mean, the lag 1 autocorrelation coefficient and the trend component of the generating process; ξ t is a white noise process with zero mean and variance equal to √[Var(X)*(1-r
2 )]; t represents the time unit which varies from 1 to N. N is the sample size which was set equal to 30, 60, and 90. These sample sizes represent series that comprise 1, 2 and 3 climatological normal periods. By following Önöz and Bayazit (2011) , the values of r were set =0.0 (an uncorrelated process), =0.2, =0.4 and =0.6. By following Yue et al. (2002) , the mean and the coefficient of variation of the generating process were, respectively, set equal to 1 and 0.50.
The type II error
T was set equal to 0.002, 0.004, 0.006 and 0.008. From these adopted values the mean of the simulated process increases by 2, 4, 6 and 8% per 10 time units. At this point, it is worth mentioning that the Monte Carlo experiments carried out in this study can be regarded as pure mathematical evaluations. However, these simulations were carried out concerning meteorological as well as agrometeorological time series. Thus, we assumed that values of T that could lead to a magnitude of change greater than 80%, per 100 time units, would product unrealistic results. The Monte Carlo simulations generated Ns=10000 time series for each r, N and T value. The PW, TFPW and MTFPW, performed at the 5% significance level, were applied to each one of these series. By denoting the probability of occurrence of a type II error as β, the quantity 1-β is frequently referred to as "the power of the test". Given that all simulated series have a true trend, the power of the tests, for each r, N and T value, is simple the ratio between the number of simulations in which the null hypothesis of no trend was (correctly) rejected (N rej ) and Ns. Only increasing trends were evaluated since the power of the tests is identical for both upward and downward trends (Yue et al., 2002 and Pilon, 2004) .
The type I error
The Monte Carlo simulations generated Ns=10000 time series for each r and N value. Naturally, T was set equal to zero. The PW, TFPW and MTFPW, performed at the 5% significance level, were applied to each one of the trend-free simulated series. From statistical theory and given that equation 5 has, in this case, no trend component, we should expect (approximately) 500 false rejections of H 0 . In other words, it is expected that the rejection rate obtained from this large number of trend-free datasets (10000) should be close to the nominal significance level (5%; 500/10000) adopted in the present study. Otherwise, the effect of serial correlation on the occurrence of type I errors is not being effectively removed.
RESULTS AND DISCUSSION
As can be noted from several studies such as Yue et al. (2002) , Fleming and Clark (2002) , Yue and Pilon (2004) , Yue and Wang (2004) , Bayazit (2011) and Blain (2013) , the power of any trend test is an increasing function of the sample size and of the slope of the trend. The results depicted in Figure 1 are consistent with this last statement. As can be noted, the highest rejection rates are observed for the highest values of N and T (Figure 1) . The low rejection rates observed for the smallest values of T and N are also consistent with the results found by Radziejewski and Kundzewicz (2004) . After having evaluated the power of 5 trend tests (including the MK), Radziejewski and Kundzewicz (2004) stated that trend tests may not be able to detect either weak changes or changes which have not lasted long.
By considering only the uncorrelated series (r=0), one may verify that the power of the three algorithms are similar to each other. However, as the serial correlation increases, the difference among the rejection rates, obtained from each approach, also increases (Figure 1 ). This last consideration agrees with the results observed in the study of Khaliq et al. (2009) . By following these authors, we may indicate that the outcomes of the PW and the TFPW are likely to differ from each other particular for significantly auto-correlated data. As can be noted from Figure 1 , the higher the auto-correlation, the greater is the difference among the power of the algorithms.
According to Önöz and Bayazit (2011) the estimated slope of the trend (TSA in the present study) tends to be larger than its true slope (S true ) due to the interaction between trend and serial correlation. After evaluating the TFPW algorithm, described in the previous section, one may argue that if TSA is greater than S true , the obtained detrended series will have an auto-correlation coefficient lower than the (true) auto-correlation of the process (Önöz and Bayazit, 2011) . Therefore, for such cases, the TFPW may not totally remove the influence of serial correlation on the trend analysis. This last inference seems to be consistent with the results obtained from the lowest values of N and T (Figure1a-i) . For such cases, the power of the TFPW can be seen as an increasing function of the auto-correlation coefficient. According to Bayazit and Önöz (2007) along with its influence on the type I errors, the presence of positive serial correlations also decreases the frequency of occurrence of the x t =E(X) + r(x t-1 -E(X)) + ξ t + T
type II errors. Naturally, this causes no problem (Bayazit and Önöz, 2007) . On the other hand, for the highest values of N and T (Figure 1h -l) the rejection rates obtained from the TFPW (r≥0.2) were similar to those obtained from the uncorrelated series. A possible reason for this last feature may be the fact that as the sample size and the slope of the trend increase the TSA approaches the true slope of the real trend. As can be easily noted from Figure 1 (r≥0.2) , the lowest rejection rates were obtained by applying the PW. In addition, after Bayazit and Önöz (2007) we may state that the PW leads to a real loss of power given that the frequencies of occurrence of type II errors increase as the serial correlation increases. From the results depicted in Figure 1 , one may indicate that the power of the PW tends to be a decreasing function of the auto-correlation coefficient. By following authors such as Yue et al. (2002) , Fleming and Clark (2002) , Khaliq et al. (2009) and Bayazit and Önöz (2007) we may indicate that the use of the PW approach should be avoided given that it underestimate the magnitude of the trend and its statistical significance.
Moreover, according to Khaliq et al. (2009) the PW tends to be more conservative than the TFPW in identifying stations with significant trends. Therefore, there is a possibility that stations with weak temporal signals would be overlooked by the PW (Khaliq et al., 2009 ). These last statements are also in agreement with the results depicted in Figure 1 .
The MTFPW was proposed by Bayazit and Önöz (2007) to correct for the 'inflation' of the trend caused by the TFPW calculation algorithm. Thus, one may expect that the power of the MTFPW should belower than the power of the TFPW. This last inference is supported by the results depicted in Figure 1 . As can be noted, when r was set equal to or greater than 0.2, the rejection rates obtained from the TFPW was always greater than those obtained from the MTFPW. Regarding the PW approach, it is also evident that the MTFPW tends to outperform the PW as r increases. Finally, the results depicted in Figure 1 clearly indicate that the TFPW is the most powerful test.
Based only on the results depicted in Figure 1 , one may argue that the TFPW is the most appropriate method for detecting trends in auto-correlated series because it has presented the lowest frequency of occurrence of type II errors for all N and T values. However, it has to be emphasized that the aforementioned analyses did not address the probability of rejecting a true Ho. Given that authors such as Hamed (2009) state that 'knowing the correct frequency of occurrence of a type I error is of primary concern', the probability of the PW, TFPW and MTFPW to falsely reject a (true) Ho has to be known. According to Blain (2013) the TFPW effectively limit the influence of the serial correlation on the occurrence of type I errors. This statement is not consistent with the results depicted in Figure 2 . As can be noted, the rejection rates obtained from the (trend-free) auto-correlated series by applying the TFPW are significantly greater than the 5% adopted significance level. For instance, the rejection rate obtained from the TFPW by setting N=90 and r=0.4 is 0.23 (almost five times greater than the 0.05 critical level). Moreover, the (false) rejection rates obtained from this algorithm seems to be an increasing function of the serial correlation. In other words, the results found in this study are in agreement with Khaliq et al. (2009) and Bayazit and Önöz (2007) in the sense that the TFPW may not be capable of preserving the nominal significance level. Moreover, the results depicted in Figure 2 do not allow us to agree with the statement of Blain (2013) that the TFPW is as good as the PW in not rejecting a true H 0 (Figure 2) . Also regarding the probability of falsely rejecting a H 0 , the performance of both PW and MTFPW improves as the sample size increases. As can also be noted from Figure 2 , as the sample size increases, the performance of the MTFPW tends to be as good as the performance of the PW in not rejecting a true H 0 . Finally, for the serially independent series (r=0; Figure2) the frequency of occurrence of the type I errors, obtained from the three algorithms, were virtually equal to the adopted 5% significance level.
By comparing the results depicted in Figures 1 and 2 , it becomes clear that there is a trade-off between the frequency of occurrence of the type I errors and the power of the three algorithms. From the results depicted in Figure 1 we may indicate that the TFPW has the highest power. However, this desirable feature is achieved at a cost of detecting false trends too often (Bayazit and Önöz, 2007) . On the other hand, the PW approach clearly limits the influence of serial correlation on the MK outcomes by reducing the occurrence oftype I errors close to the adopted significance level. Nevertheless, this last desirable feature is accomplished at a cost of a great reduction of its ability to detect true trends. As can also be noted from Figures 1 and  2 , the performance of both PW and MTFPW improves as the sample size increases. In general, for these two algorithms, the frequency of occurrence of both type I and type II errors tends to decreases as N increases. A similar conclusion cannot be drawn from the results obtained by applying the TFPW (Figure 1) . The frequency of occurrence of type I errors obtained by applying this last approach was not affected by the different values of N.
Finally, it is worth mentioning that the Monte Carlo experiments were carried out considering solely a particular case of monotonic trends: the linear shape. Although the study of Yue and Pilon (2004) has provided empirical evidence indicating that the MK test is only slightly influenced by the shape of the trends, we may indicate that further studies are still required to assess the performance of the three aforementioned algorithms under nonlinear trend conditions. However, in the following section, no assumption was made about the shape of the trends.
Case study
The results and discussions described in the previous section were used to help the interpretation of the outcomespresented in Tables 1 and 2 . As can be noted from studies carried out in several regions of South America (Vincent et al., 2005 and Sansilogo and Kayano, 2010 ) the minimum air temperature is a meteorological variable that often shows significant signals of climate trends. After Sansigolo and Kayano (2010) that the only significant trend was found for the summer series. This last result is associated with a cooling trend. Regarding the precipitation records, the only significant increasing trend was also found for the summer series (Sansilogo and Kayano, 2010) . By following Vincent et al. (2005) we may indicate that the air temperature are changing in South America because significant warning trends were observed in indices based on daily minimum air temperatures. However, Vincent et al. (2005) also indicated the presence of no consistent change in the indices derived from the daily maximum air temperatures. Dufek and Ambrizzi (2007) analyzed indices derived from daily rainfall data obtained from 59 locations of the State of São Paulo . According to these authors, 59.3% (8.5%) of the analyzed Pre series have shown significant increasing (decreasing) trends in the annual amounts.
As can be observed from Table 1 , for those months in which the estimated auto-correlation coefficient, obtained from the detrended series (r-detrended; step 3 of the TFPW and MTFPW algorithms) is not significant, the outcomes of the TFPW and MTFPW are equal to each other. For such cases, the blended series and the modified-original seriesare equal to the original series. As expected, for the cases in which the estimated auto-correlation coefficient, obtained from the original series (r-original) is not significant, i.e. r≈0, the p-values associated with the PW, TFPW and MTFPW are equal to each other. This last result agrees with those depicted in Figure 1 and 2 by setting r equal to zero.
Finally, one may argue that the most important difference among the three algorithms is observed when both r-original and r-detrended are significant (Months of February). For such case, the p-value associated with the PW, TFPW and MTFPW were equal to 0.11, 0.06 and 0.01, respectively. From the results depicted in Figure 2b , we may infer that the false rejection rates obtained from the PW and MTFPW for series with a sample size 60<N<90 and with a true auto-correlation coefficient between 0.37 (r-original) and 0.29 (r-detrended) are close to each other. Moreover, for such values of r and N the results depicted in Figure 1 allow us to infer that the MTFPW is slightly more powerful than the PW. By considering that for approximately equal rates of false rejections, the test with highest power should be preferred (Önöz and Bayazit, 2011 ) the aforementioned trend (detected during the Months of February) was regarded as having a p-value equal to 6%.
In spite of the difference among the p-values obtained from the three algorithms, the results depicted in Table 1 indicate the presence of important traces of changes in the Tmin series of RibeirãoPreto. It is worth emphasizing that even the less powerful test (PW) has indicated the presence of significant increasing trends (at the 5% significance level) in ten months. By considering the same significance level, the MTFPW has indicated the presence of significant increasing trends in 11 months. Thus, the results shown in Table 1 and the analysis of the performance of the three trend-detection algorithms ( Figures  1 and 2) do not allow us to accept the hypothesis of no sign of trend in Tmin series of the location of Ribeirão Preto.
Before analyzing the outcomes presented in Table 2 , it has to be emphasized that the auto-correlation function indicated the presence of no significant serial correlation in the Tmax and Pre series. Thus, the outcomes obtained from the three algorithms were equal to each other. Regarding the Tmax series the results presented in Table  2 are similar to those found by Sansigolo and Kayano (2010) in the sense that the only significant outcome is associated with a decreasing trend. However, for this weather station of the State of São Paulo this change has occurred during the last month of the fall season (May; TSA Tmax =0.01°C yr -1 ). It is worth emphasizing that also during the mouths of May it is observed the only significant increasing trend in the rainfall series (TSA Pre =0.54 mm yr -1 ).
FINAL REMARKS
This study has addressed the advantages and drawbacks of three algorithms (PW, TFPW and MTFPW) developed to remove the influence of serial correlation on the MK test. The results obtained from Monte Carlo simulations and from a case of study (weather station of Ribeirão Preto) clearly indicate that the TFPW is the most powerful test. However, the Monte Carlo simulations indicate that this desirable feature is associated with a high probability of falsely reject a (true) H 0 of no trend. On the other hand, it was observed that the PW has the lowest probability of rejecting a true Ho. However, this desirable feature is associated with a great reduction of its power.
The Monte Carlo simulations also indicate that the MTFPW is almost as good as the PW in preserving the nominal significance level. As the sample size increase, the occurrences of type I errors obtained from this two algorithms become close to each other. It was also observed that the MTFPW tends to be more powerful than the PW. Thus, the use of the MTFPW leads to a better balance between the probabilities of the type I and the type II errors. The results of the Monte Carlo experiments were also used to improve our interpretation of the outcomes obtained by applying these three algorithms to the monthly values of the Tmin, Tmax and Pre data of the weather station of Ribeirão Preto (State of São Paulo, Brazil). This analysis revealed the presence of important traces of changes in the Tmin series.Regarding the Tmax and Pre series, the only significant outcomes were found during the months of May. For the Tmax and Pre series it was observed decreasing and increasing trends, respectively.
