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Computation of the coefficients appearing in the uniform
asymptotic expansions of integrals
By Sarah Farid Khwaja and Adri B. Olde Daalhuis
The coefficients that appear in uniform asymptotic expansions for inte-
grals are typically very complicated. In the existing literature the major-
ity of the work only give the first two coefficients. In a limited number of
papers where more coefficients are given the evaluation of the coefficients
near the coalescence points is normally highly numerically unstable. In
this paper, we illustrate how well-known Cauchy type integral representa-
tions can be used to compute the coefficients in a very stable and efficient
manner. We discuss the cases: (i) two coalescing saddles, (ii) two saddles
coalesce with two branch points, (iii) a saddle point near an endpoint of
the interval of integration. As a special case of (ii) we give a new uni-
form asymptotic expansion for Jacobi polynomials P
(α,β)
n (z) in terms of
Laguerre polynomials L
(α)
n (x) as n → ∞ that holds uniformly for z near
1. Several numerical illustrations are included.
1. Introduction
In this paper, we discuss approximations of integrals of the form
F (λ, z) =
∫
C
eλf(t,z)g(t, z) dt, (1)
where C is a contour in the complex plane and λ is a large parameter.
The critical points for these type of integrals are saddle points of f(t, z),
branch points of the integrand, and possibly end points of the contour of
integration. These critical points will depend on the additional param-
eter z, and we assume that the N relevant critical points will coalesce
when z = z∗. Via the so-called Bleistein method (see [1]), one can obtain
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large λ asymptotic expansions that hold for z in some neighbourhood of
z∗. Typically, the coefficients in these uniform asymptotic expansions are
very complicated, and most publications only give the first two coeffi-
cients. For more than two decades, we already know that it is possible
to obtain relatively simple Cauchy-type integral representations for these
coefficients, see for example [2]. In a recent paper [3], the remarkable
exponentially convergent properties of the trapezoidal rule for integrals is
discussed. In this paper, we discuss how this numerical method can be
used to compute coefficients in the uniform asymptotic expansions. With
these results we make the uniform asymptotic expansions useful for the
numerical evaluation of the integrals.
The main steps of the Bleistein method are given in section 2. We
note that the details in that section are not correct in all cases in which
the Bleistein method can be used, but many cases are covered. The
first step is to bring the integral in canonical form, and afterwards a
special integration by parts will give us the uniform asymptotic expansion.
With the method introduced in [2] we obtain the Cauchy-type integral
representations for these coefficients, and then we mention how the ideas
of [3] can be used to compute the coefficients numerically is a stable and
efficient manner.
The most well-known case of uniform asymptotics for integrals is the
coalescence of two saddle points. We give the details in section 3 and
include as a numerical example the coefficients of the well-known uniform
asymptotic expansion of the Bessel function Jλ (λz), as λ → ∞ and z
near 1. In that numerical illustration, we do not only observe that our
method works, but also that exact representation of the coefficients is
highly numerically unstable near the coalescence.
In section 4 we give full details for the case of the coalescence of
two saddle points with two branch points. The main example is the
Gauss hypergeometric function 2F1 (a+ λ, b− λ; c; (1 − z)/2) in which
again λ → ∞. For the case z near 1, we derive a uniform asymptotic
expansion in terms of Kummer M -functions. For the coefficients we ob-
tain integral representations, but the results differ slightly from the ones
in section 2. Hence, we give details on how these integral representa-
tions can be derived. Taking special values of the parameters a, b and
c we obtain a new uniform asymptotic expansion for Jacobi polynomials
P
(α,β)
n (z) in terms of Laguerre polynomials L
(α)
n (x) as n→∞ that holds
uniformly for z near 1.
The second case in section 4 is for z near −1. Since the details are
very similar to the previous case, we only give a few details of the uniform
asymptotic expansion of the Gauss hypergeometric function in terms of
Kummer U -functions. Numerical illustrations are provided for both cases.
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The coalescence of a saddle point with the end point of the contour of
integration is also important in many applications. We discuss this case
in the final section of the paper, but we give only the main details.
2. The Bleistein method
Before we can use the Bleistein method we have to bring integral (1) in
canonical form via a transformation
f(t, z) = p(τ, ζ) + p0. (2)
The new integrand should have a similar critical point structure, and ζ
and p0 are determined by the condition that the relevant critical points
in the t-plane are mapped to the ones in the τ -plane. Often the function
p(τ, ζ) is a polynomial in τ , but a non-polynomial example will be included
in this publication.
The new integral representation is then of the form
F (λ, z) =
eλp0
2pii
∫
C˜
eλp(τ,ζ)q(τ, ζ)G0(τ) dτ, (3)
in which
G0(τ) = 2pii
g(t, z)
q(τ, ζ)
dt
dτ
, (4)
such that
An(λ, ζ) = 1
2pii
∫
C˜
eλp(τ,ζ)τnq(τ, ζ) dτ, n = 0, . . . , N − 1, (5)
are the main approximants. In the case of two coalescing saddle points
A0(λ, ζ) is an Airy function, p(τ, ζ) is a cubic polynomial and q(τ, ζ) = 1.
See section 3. In other cases the function q(τ, ζ) contains the branch-
point behaviour of the non-exponential part of the integrand. See section
4, especially (39).
We note that the following details are not correct in all cases in which
the Bleistein method can be used, but they cover many cases. We define
for s = 0, 1, 2, . . .,
Gs(τ) =
N−1∑
n=0
asnτ
n + p′(τ, ζ)Hs(τ),
Gs+1(τ) =
−1
q(τ, ζ)
d
dτ
(q(τ)Hs(τ)) , (6)
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where ′ indicates differentiation with respect to τ . Then via integration
by parts we have
F (λ, z) = eλp0
N−1∑
n=0
An(λ, ζ)
S−1∑
s=0
as,n
λs
+RS(λ, z), (7)
where
RS(λ, z) = λ
−S e
λp0
2pii
∫
C˜
eλp(τ,ζ)q(τ, ζ)Gs(τ) dτ. (8)
Hence, the expansion in (7) seems to have an asymptotic property.
The coefficients as,n can be expressed as,
as,n =
1
2pii
∮
|τ |=r
As,n(τ)G0(τ) dτ, (9)
whereAs,n(τ) are simple rational functions that satisfy the following equa-
tion
As+1,n(τ) =
q(τ)
p′(τ, ζ)
d
dτ
(
As,n(τ)
q(τ)
)
. (10)
The initial rational functions A0,n(τ) will be determined on a case by case
basis. The radius r in (9) has to be chosen in such a way that all the
relevant critical points are encircled by the contour once in the positive
sense.
According to [3] the right-hand side of
1
2pii
∮
|τ |=r
F (τ) dτ ≈ 1
2M
2M−1∑
m=0
wmF (wm), where wm = re
piim/M , (11)
converges exponentially fast to the left-hand side as M →∞, as long as
F (τ) is analytic in a disc |τ | ≤ r˜, with r < r˜.
Applying this approximation to integral representation (9), we obtain
the approximation
as,n ≈ 1
2M
2M−1∑
m=0
wmAs,n(wm)G0(wm). (12)
Since the As,n(τ) are simple rational functions, the approximation of, say,
a10,3 is not much harder than that of the first coefficient a0,0. The main
data that we need is G0(wm), m = 0, . . . , 2M − 1. The function G0(τ) is
defined in (4) and it involves the mapping (2). This nonlinear mapping
usually causes multivaluedness issues in the complex plane when we have
to determine the t = tm that corresponds to τ = wm. However, starting
at τ = w0 = r it is relatively easy to control the multivaluedness when
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we move from point τ = wm to τ = wm+1. One could use tm as an initial
guess when one tries to determine tm+1.
In implementations of these results to approximate the integral via
uniform asymptotic expansion (7), it also makes sense to interchange the
order of summation via
S−1∑
s=0
as,n
λs
≈ 1
2M
2M−1∑
m=0
wmA˜(wm)G0(wm), where A˜(τ) =
S−1∑
s=0
λ−sAs,n(τ).
(13)
3. The case of two coalescing saddle points
Now we suppose that the integral (1) has two saddle points located at
t = t± which depend on a parameter z. In order to express this integral
in its canonical form, we consider the following cubic transformation
f(t, z) = p(τ, ζ) + p0 =
1
3τ
3 − ζτ + p0, (14)
suggested by Chester, Friedman and Ursell in 1957 in [5]. The saddle
points t = t± should correspond to the saddle points of the cubic polyno-
mial at τ = ±√ζ in the complex τ -plane. Thus we have
4
3ζ
3/2 = f(t−, z)− f(t+, z), 2p0 = f(t−, z) + f(t+, z). (15)
Substituting the cubic transformation (14) in the integral (1), we obtain
F (λ, ζ) =
eλp0
2pii
∫
C˜
eλ(
1
3
τ3−ζτ)G0(τ) dτ, (16)
where C˜ is the image of the contour C and
G0(τ) = 2piig(t)
dt
dτ
. (17)
In this case with q(τ) = 1, equations (6) take the following form
Gs(τ) = as,0 + as,1τ +
(
τ2 − ζ
)
Hs(τ), Gs+1(τ) = −H ′s(τ). (18)
It follows that
as,0 =
Gs(
√
ζ) +Gs(−
√
ζ)
2
, as,1 =
Gs(
√
ζ)−Gs(−
√
ζ)
2
√
ζ
. (19)
However, these representations are not very useful.
For simplicity let us assume that we can deform the contour C˜ to a
steepest descent path from ∞e−pii/3 to ∞epii/3. If that is the case then
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the we obtain
F (λ, ζ) = ep0λ
(
Ai
(
λ2/3ζ
) S−1∑
s=0
as,0
λs+1/3
−Ai ′
(
λ2/3ζ
) S−1∑
s=0
as,1
λs+2/3
)
+RS(λ, ζ), (20)
where Ai (x) is the Airy function and Ai ′(x) is its derivate (see [6,
§9.5(ii)]), and where
RS(λ, ζ) = λ
−S e
p0λ
2pii
∫
C˜
eλ(
1
3
τ3−ζτ)GS(τ) dτ. (21)
To obtain Cauchy-type integral representations for the coefficients as,n
we use [2] and define
A0,0(τ) =
τ
τ2 − ζ , A0,1(τ) =
1
τ2 − ζ , As+1,n(τ) =
1
τ2 − ζ
d
dτ
As,n(τ)
(22)
for s = 0, 1, 2, . . ., and n = 0, 1. We note that using these rational func-
tions that we have for the coefficients integral representation(9), the con-
tour of integration does not have to be a circle. It can be any contour
that encircles the two saddle points τ = ±√ζ once in the positive sense,
and such that all singularities of G0(τ) are in the exterior of the contour.
Integral representation (9) can be used to compute the higher coeffi-
cients in the uniform asymptotic expansion. For example, for this case,
we have
A1,0(τ) = − τ
2 + ζ
(τ2 − ζ)3 , A1,1(τ) =
−2τ
(τ2 − ζ)3 , (23)
and thus, using (9), we obtain
a1,0 =
G′′0(−
√
ζ)−G′′0(
√
ζ)
8ζ1/2
+
G′0(
√
ζ) +G′0(−
√
ζ)
8ζ
− a0,1
4ζ
,
a1,1 = −G
′′
0(
√
ζ) +G′′0(−
√
ζ)
8ζ
+
G′0(
√
ζ)−G′0(−
√
ζ)
8ζ3/2
. (24)
These representations are numerically unstable when we try to compute
these coefficients near ζ = 0. Note that when we compute these coef-
ficients via the trapezoidal rule (12) we encounter no special problems
when ζ is small, since the integration variable is bounded away from the
origin.
In [7] more of the rational functions As,n(τ) are computed and the
results are combined with computer algebra and two point Taylor se-
ries expansions to evaluate the coefficients as,n. Two point Taylor series
expansions of G0(τ) are also discussed in [8]. The Cauchy integral repre-
sentations for the coefficients in these expansions are slightly simpler than
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(9), but substituting these expansions in (16) results in expansions that
are more complicated than (20). However, also these Cauchy type inte-
gral representations can be combined with (11) to numerically compute
the coefficients in a stable manner.
The recent paper [4] deals with uniform asymptotic approximations in
turning point problems, and they also consider the trapezoidal rule for
Cauchy integrals. If we would write (20) as
F (λ, ζ) = ep0λ
(
Ai
(
λ2/3ζ
)
A(λ, ζ)−Ai ′
(
λ2/3ζ
)
B(λ, ζ)
)
, (25)
then the A(λ, ζ) and B(λ, ζ) are so-called coefficient functions. It is these
coefficient functions that are numerical computed in [4] via the trapezoidal
rule.
3.1. Numerical illustration
As a more concrete example we use for the Bessel function the well-known
integral representation (see [6, 10.9.17])
Jλ(λz) =
1
2pii
∫ ∞+pii
∞−pii
eλ(z sinh t−t) dt. (26)
Using the notation in (1), we have g(t, z) = 1/(2pii) and the function
f(t, z) = z sinh t−t has saddle points at t = ±arccosh(z−1) which coalesce
when z = 1. Since f(t, z) is odd in t it follows from (15) that p0 = 0 and
we have
2
3ζ
2/3 = arccosh(1/z) −√1− z2, 0 < z ≤ 1,
2
3 (−ζ)2/3 =
√
z2 − 1− arccos(1/z), z ≥ 1. (27)
Furthermore, it also follows from (9) that a2s+1,0 = a2s,1 = 0.
Uniform asymptotic expansion (20) is well-known, see for example [6,
10.20.4]. In this special case, the coefficients are easy to compute via
the methods explained in [6, §10.20], and we can compare our numerical
results with the exact results. In the numerical illustration below, we take
z close to the coalescing point, and we did observe that the ‘exact results’
are highly numerically unstable. This numerical instability of the exact
coefficients was also observed in [9], and two methods were introduced to
compute the asymptotic expansion (20). Both of these methods involve
expansions in powers of ζ, and are useful when ζ is small.
We take z = 0.995, close to the coalescing point at 1, then ζ =
0.00630908356. In our approximation (12) we take r = 1 and M = 30.
The results are displayed in Table 1. Note that even with such a relatively
small M we already obtain 26 digits precision in the first two coefficients.
Even for a10,0 we still have 10 digits precision, and this reduces to 4 digits
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for a11,1. However, increasing M from 30 to 40 we obtain 23 digits preci-
sion for a11,1. This illustrates the observation in [3] that the trapezoidal
rule for integrals converges exponentially fast.
Table 1
Numerical results
coefficient approximation relative error M
a0,0 1.2611836781 6.04 × 10−27 30
a1,1 −0.0227706934 1.31 × 10−26 30
a8,0 0.0004795112 2.90 × 10−19 30
a9,1 −0.0009398771 1.43 × 10−13 30
a10,0 −0.0008770417 7.23 × 10−10 30
a11,1 0.0023029221 1.56 × 10−4 30
a11,1 0.0023032804 6.11 × 10−23 40
4. The case of coalescence of two saddle points with two
branch points
In this section, we consider the Gauss hypergeometric function
2F1
(
a+ λ, b− λ
c
;
1− z
2
)
, (28)
where λ→∞. The results are related to the limits
lim
λ,µ→∞
2F1
(
λ, µ
ν + 1
;
x
λµ
)
= lim
µ→∞
M
(
µ, ν + 1,
x
µ
)
=
Γ(ν + 1)
xν/2
Iν
(
2
√
x
)
.
(29)
From these limits it follows that we expect interesting behaviour when
the variable is small, that is in the case of (28), when z is close to 1. In
[10] the authors derive a large λ asymptotic expansion in terms of modi-
fied Bessel functions. In that paper the derivation was based on integral
representation (30) in which two saddle points coalesce with two branch
points as z → 1. One of the branch points was ignored since the integrand
was exponentially small near that point, and by considering just the coa-
lescence of two saddle points with one branch point, a uniform asymptotic
expansion in terms of modified Bessel functions could be obtained. That
expansion was already known from the theory of differential equations,
see [11].
Here we deal with the same integral representation, but now we really
consider the coalescence of two saddle points with two branch points.
The uniform asymptotic expansion that we derive in subsection 4.1 is
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in terms of the Kummer M -function, and holds uniformly for z close to
1. Hence, the result is connected to the first equality sign in (29). The
asymptotic expansion will break down near the singularity of (28), that
is, at z = −1. For z close to −1, we give in subsection 4.4 a uniform
asymptotic expansion in terms of the Kummer U -function. Since the
derivation is very similar to the previous subsections we only give the
main details.
4.1. z close to 1
For 0 < z < 1, we start with the following integral representation (com-
bine 15.8.1 with 15.6.3 in [6])
2F1
(
a+ λ, b− λ
c
;
1− z
2
)
=
L
2pii
∫ (0+)
∞
e(λ+a−c)pii (τ + 1)b−c−λ
τλ+a−c+1
(
τ + 1+z2
)b−λ dτ, (30)
where
L =
Γ(c)Γ(λ + 1 + a− c)
Γ(λ+ a)
. (31)
Using τ = epiit in (30), we obtain
2F1
(
a+ λ, b− λ
c
;
1− z
2
)
=
L
2pii
∫ (0+)
−∞
eλf(t)g(t) dt, (32)
where
f(t) = ln
(
1+z
2 − t
1− t
)
− ln t, g(t) = t
c−a−1 (1− t)b−c(
1+z
2 − t
)b . (33)
Here the path of integration starts at e−pii∞ encircles 0 once in the positive
direction and returns to epii∞. The points 1 and z+12 lie outside the
contour of integration. For f(t) we choose branch cuts between t = 1+z2
and t = 1 and the negative real axis. Using z = cos θ, the saddle points
are located at
t± =
1 + e±iθ
2
. (34)
The branch points of the phase function are t = 0, t = 1 and t = z+12 .
Note that these saddle points coalesce when θ = 0 with two branch points
at t = 1.
To obtain a uniform asymptotic expansion, we use the transformation,
f(t) = p(τ, ζ) + p0 = ln
(
τ − 2ζ
τ
)
+ τ + p0. (35)
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We take ζ = 1 − cos σ. For the function p(τ, ζ) the saddle points are
located at
τ± = 1− e±iσ, (36)
and we will insist that these correspond to t = t±. This gives us
f(t±) = ∓iθ = 1∓ iσ − e±iσ + p0, (37)
where we obtain p0 = −ζ and θ = σ + sinσ.
With the transformation (35), we obtain integral representation
2F1
(
a+ λ, b− λ
c
;
1− z
2
)
=
Le−λζ
2pii
∫ (0+,2ζ+)
−∞
eλτ (τ − 2ζ)λ−b
τλ−b+c
G0(τ) dτ,
(38)
with
q(τ) =
τ b−c
(τ − 2ζ)b , G0(τ) =
(
τ − 2ζ
1+z
2 − t
)b (
1− t
τ
)b−c
tc−a−1
dt
dτ
, (39)
where we will need
dt
dτ
(τ±) =
√
p′′(τ±, ζ)
f ′′(t±)
, (40)
which can be obtained via l’Hoˆpital’s method. Hence, we need
f ′′(t±) = ±i4e
∓iθ
sin θ
, p′′(τ±, ζ) = ±i sinσ
1− cos σ . (41)
Now (6) reads
Gs(τ) = as,0 + as,1τ +
τ2 − 2ζτ + 2ζ
τ (τ − 2ζ) Hs(τ) (42)
Gs+1(τ) = −(τ − 2ζ)
b
τ b−c
d
dτ
(
τ b−c
(τ − 2ζ)bHs(τ)
)
, (43)
where
as,1 =
Gs(τ+)−Gs(τ−)
τ+ − τ− , as,0 = Gs(τ+)− τ+as,1. (44)
For s = 0, we have
G0(τ±) = e
±i(( c
2
−b)σ+(b−a) θ
2
)R, (45)
and
R =
(
2 sin(σ/2)
sin(θ/2)
)c− 1
2
√
cos
(
σ
2
)(
cos
(
θ
2
))c−a−b− 1
2
. (46)
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Thus the first two coefficients are
a0,0 =
cos
((
b− c−12
)
σ − (b− a)θ2
)
cos (σ/2)
R,
a0,1 =
sin
((
b− c2
)
σ − (b− a)θ2
)
sinσ
R. (47)
Using the integral representation [6, 13.4.13] for the Kummer M -function
we obtain
2F1
(
a+ λ, b− λ
c
;
1− z
2
)
∼ Le−λζ
(
λc−1
Γ(c)
M(b− λ, c, 2ζλ)
∞∑
s=0
as,0
λs
+
λc−2
Γ(c− 1)M(b− λ, c− 1, 2ζλ)
∞∑
s=0
as,1
λs
)
,
(48)
as |λ| → ∞. This expansion is created such that it holds uniformly for z
near 1. It will hold for bounded z, where we also have to bound z away
from −1, but it is probably not very practical when z moves too far from
1 since the tracking of the multivaluedness is not straightforward.
In terms of the ‘Olver’ functions (see [6, 13.2.3 and 15.2.2]) this result
reads
F
(
a+ λ, b− λ
c
;
1− z
2
)
∼ Γ(λ+ 1 + a− c)
Γ(λ+ a)eλζ
(
M(b− λ, c, 2ζλ)
∞∑
s=0
as,0
λs+1−c
+M(b− λ, c− 1, 2ζλ)
∞∑
s=0
as,1
λs+2−c
)
.(49)
Taking in (48) a = α+ β + 1, b = 0, c = α + 1 and λ = n will give us a
uniform asymptotic approximation for the Jacobi polynomials
P (α,β)n (z) =
(α+ 1)n
n!
2F1
(−n, n+ α+ β + 1
α+ 1
;
1− z
2
)
, (50)
in terms of Laguerre polynomials
L(α)n (x) =
(α+ 1)n
n!
M (−n, α+ 1, x) . (51)
We can present the result as
P (α,β)n (z) ∼
Γ(n+ β + 1)e−nζ
Γ(n+ α+ β + 1)
(
L(α)n (2ζn)
∞∑
s=0
as,0
ns−α
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+(n+ α)L(α−1)n (2ζn)
∞∑
s=0
as,1
ns−α+1
)
, (52)
as n→∞ uniformly for z near 1.
4.2. Coefficients
In order to find the coefficients as,n in (11), we make use of the method
introduced in [2] and propose the following result.
Corollary 1. Let
A0,0(τ, ζ) =
τ − 2ζ
τ2 − 2ζτ + 2ζ , A0,1(τ, ζ) =
1
τ2 − 2ζτ + 2ζ , (53)
and for s = 0, 1, 2, . . ., n = 0, 1, let
As+1,n(τ, ζ) =
(τ − 2ζ)1−b τ b−c+1
τ2 − 2ζτ + 2ζ
d
dτ
(
(τ − 2ζ)b
τ b−c
As,n(τ, ζ)
)
. (54)
Then the coefficients as,1 have integral representation (9) with n = 1, but
for as,0 we have
as,0 =
1
2pii
∫
C
G0(τ) (As,0(τ, ζ) + (c− 1)As−1,1(τ, ζ)) dτ. (55)
Proof:
Since G0(τ) is analytic near the saddle points τ±, we can write the
first expression in (44) as
as,1 =
1
τ+ − τ−
1
2pii
∫
C
(
Gs(τ)
τ − τ+ −
Gs(τ)
τ − τ−
)
dτ
=
1
2pii
∫
C
Gs(τ)A0,1(τ, ζ) dτ, (56)
and combining this result with the second expression in (44) gives us
as,0 =
1
1 + eiσ
1
2pii
∫
C
(
Gs(τ)
τ − τ+ + e
iσ Gs(τ)
τ − τ−
)
dτ
=
1
2pii
∫
C
Gs(τ)A0,0(τ, ζ) dτ, (57)
where C is a simple closed contour which encircles the points τ±. Using
(43) with s replaced by s− 1 and then integration by parts one obtains
as,0 =
1
2pii
∫
C
τ b−c
(τ − 2ζ)bHs−1(τ)
d
dτ
(
(τ − 2ζ)b
τ b−c
A0,0(τ, ζ)
)
dτ
=
1
2pii
∫
C
τ2 − 2ζτ + 2ζ
τ (τ − 2ζ) Hs−1(τ)A1,0(τ, ζ) dτ
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=
1
2pii
∫
C
(Gs−1(τ)− as−1,0 − as−1,1τ)A1,0(τ, ζ) dτ, (58)
where in the second line we are using (54) and in the third line we use
(42). Since A1,0(τ, ζ) ∼ (c− 1)/τ2 as τ →∞ we have
as,0 = (c− 1)as−1,1 + 1
2pii
∫
C
Gs−1(τ)A1,0(τ, ζ) dτ. (59)
We can continue with this process and use the fact that for s = 2, 3, 4, . . .,
we have As,0(τ, ζ) = O
(
τ−3
)
as τ →∞. The result is
as,0 = (c− 1)as−1,1 + 1
2pii
∫
C
G0(τ)As,0(τ, ζ) dτ. (60)
Hence, this result differs from (9) in the case n = 0.
For the case n = 1 the details are very similar, but since for s =
1, 2, 3, . . ., we have As,1(τ, ζ) = O
(
τ−3
)
, as τ → ∞, we do obtain (9).
Combining that result with (60) will give us (55). 
4.3. Numerical illustration
We check our approximation for the coefficients by using them in uniform
asymptotic approximation (48). We take a = b = c = 12 , z = 0.9 and
λ = 20. The corresponding ζ = 0.025536930. In the calculation of the
coefficients via (12) we take again M = 30 and r = 1. The results are
displayed in Table 2. As mentioned before, in most publication on uniform
asymptotics for integrals, the authors only give a0,0 and a0,1, like we do in
(47). Here we illustrate that it is now possible to take many more terms
and obtain much better approximations.
Table 2
Numerical results
s as,0 as,1 Asymp approx (48) Relative error
0 1.014466976 0.257732955 −0.943360075 7.91 × 10−5
1 0.000203043 −0.016300238 −0.943287124 1.80 × 10−6
2 0.000402104 −0.010444854 −0.943285401 2.84 × 10−8
3 0.000068198 0.001403704 −0.943285427 1.47 × 10−9
4 −0.000133905 0.003465157 −0.943285428 4.34× 10−11
14 S. Farid Khwaja and A. B. Olde Daalhuis
4.4. z close to −1
For −1 < z < 0, we start with integral representation (30) which we
present as
2F1
(
a+ λ, b− λ
c
;
1− z
2
)
=
L
2pii
∫ (0+)
∞
eλf(t)g(t) dt, (61)
where ℜ(a+ λ) > 0, c− a− λ 6= 1, 2, 3, · · ·, and where
f(t) = ln
(
1 +
1 + z
2t
)
− ln (1 + t) , g(t) = t
c−a−1 (1 + t)b−c(
1+z
2 + t
)b , (62)
and
L =
Γ(c)Γ(λ + 1 + a− c)
e(c−a−λ)piiΓ(λ+ a)
. (63)
We choose the branch cuts of the phase function f(t) between the points
t = −1+z2 and t = 0 and the half line t < −1. Using z = − cos θ, the
saddle points are located at
t± =
e±iθ − 1
2
. (64)
when θ = 0 then z = −1 and the two saddle points and two of the branch
points will coalesce at t = 0.
To obtain a uniform asymptotic expansion, we use the transformation,
f(t) = p(τ, ζ) + p0 = ln
(
τ + 2ζ
τ
)
− τ + p0. (65)
We take ζ = 1 − cos σ. For the function p(τ, ζ) the saddle points are
located at
τ± = e
±iσ − 1, (66)
and we will insist that these correspond to t = t±. Again this will give us
(37) and again we have p0 = −ζ and θ = σ + sinσ.
With the transformation (65), we obtain integral representation
2F1
(
a+ λ, b− λ
c
;
1− z
2
)
=
Le−λζ
2pii
∫ (0+)
∞
e−λτ (τ + 2ζ)λ−b
τλ−c+a+1
G0(τ) dτ,(67)
with
q(τ) =
τ c−a−1
(τ + 2ζ)b
, G0(τ) =
(t/τ)c−a−1
(1 + t)c−b
(
τ + 2ζ
1+z
2 + t
)b
dt
dτ
. (68)
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The functionsGs(τ) are defined via (6) and the coefficients as,n are defined
in (44). Again dtdτ (τ±) follows from (40) and (41). Thus for s = 0, we
have
G0(τ±) = e
±i((b−a) θ
2
−(b+c−a−1) σ
2
)R, (69)
where
R =
(
2 sin(σ/2)
sin(θ/2)
)b+a−c+ 1
2
√
cos
(
σ
2
)(
cos
(
θ
2
)) 1
2
−c
. (70)
For the first two coefficients we have again exact representations
a0,0 =
cos
(
(b− a) θ2 − (b− a+ c)σ2
)
cos
(σ
2
) R,
a0,1 =
sin
(
(b− a) θ2 − (b− a+ c− 1)σ2
)
sinσ
R. (71)
To find the coefficients as,n we define the rational functions
A0,0(τ, ζ) =
τ + 2ζ
τ2 + 2ζτ + 2ζ
, A0,1(τ, ζ) =
1
τ2 + 2ζτ + 2ζ
, (72)
and the other rational functions follow again from (10).
For the case n = 1 integral representation (9) still holds, and for the
case n = 0 we have
as,0 =
1
2pii
∫
C
G0(τ) (As,0(τ, ζ) + (a+ b− c)As−1,1(τ, ζ)) dτ. (73)
The details for the derivation are similar to the previous case.
Combining integral representation [6, 13.4.14] with tranformation [6,
13.2.40] will give us
2F1
(
a+ λ, b− λ
c
;
1− z
2
)
∼ Γ(c)e
−λζ
Γ(a+ λ)
(
U(b− λ, a+ b− c+ 1, 2ζλ)
∞∑
s=0
as,0
λs+c−a−b
−(λ+ a− c)U(b − λ, a+ b− c, 2ζλ)
∞∑
s=0
as,1
λs+c−a−b+1
)
, (74)
as |λ| → ∞.
4.5. Numerical illustration
We check our approximation for the coefficients by using them in uniform
asymptotic approximation (74). We take a = b = c = 12 , z = −0.9 and
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λ = 20. The corresponding ζ = 0.025536930. In the calculation of the
coefficients via (12) we take again M = 30 and r = 1. The results are
displayed in table 3.
Table 3
Numerical results
s as,0 as,1 Asymp approx (74) Relative error
0 1.012308968 0.253890293 −4.111109900 1.40 × 10−4
1 0.001026614 −0.015679076 −4.111675974 2.40 × 10−6
2 −0.000137782 −0.010312760 −4.111686107 6.11 × 10−8
3 −0.000330251 0.001268511 −4.111685864 1.93 × 10−9
4 0.000047172 0.003421650 −4.111685855 1.02× 10−10
5. Saddle point near the end point of the interval
According to [12, Chapter 22] the canonical form is
Fβ(λ, ζ) =
1
Γ(β)
∫ ∞
0
τβ−1eλ(ζτ−
1
2
τ2)G0(τ) dτ, (75)
and the integration by parts trick is
Gs(τ) = as,0 + as,1τ + (τ − ζ)τHs(τ),
Gs+1(τ) = τ
1−β d
dτ
(
τβHs(τ)
)
. (76)
Note that this differs slightly from (6). Using (76) in (75) produces the
expansion
Fβ(λ, ζ) ∼ eζ2λ/4
(
U
(
β − 12 ,−ζ
√
λ
) ∞∑
s=0
as,0
λ(2s+β)/2
+βU
(
β + 12 ,−ζ
√
λ
) ∞∑
s=0
as,1
λ(2s+β+1)/2
)
, (77)
where for the parabolic cylinder function U(a, z) we have used integral
representation [6, 12.5.1]. The coefficients are defined via,
as,0 = Gs(0), as,1 =
Gs(ζ)−Gs(0)
ζ
. (78)
Again integral representations (9) hold where in this case we have
A0,0(τ, ζ) =
1
τ
, A0,1(τ, ζ) =
1
τ (τ − ζ) ,
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As+1,n(τ, ζ) =
τβ−1
ζ − τ
d
dτ
(
τ1−βAs,n(τ, ζ)
)
, (79)
for s = 0, 1, 2, . . ., n = 0, 1. Hence, in the case that |ζ| < r the coefficients
can be computed numerically via (12).
For more details for this case see [12, Chapter 22].
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