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The perception of orientation is usually thought to b depen-
dent on a population of orientation selective detectors: the re-
sponse properties of these detectors, whose receptive fields are
sensitive to the central (test) stimulus, are altered by the presence
of annular stimuli (giving rise to the tilt illusion), or are altered by
adaptation (leading to the tilt aftereffect). In both cases the percep-
tual phenomena can be understood as the impact of the surround
or adapting stimulus on the detector: either reducing the respon-
siveness of detectors, changing their orientation preference, or
broad ning their bandwidth (Clifford et al., 2000; Coltheart,
1971; Gilbert & Wiesel, 1990; Jin et al., 2005; Regan & Beverley,
1985); each of these m nipulations is capable of shifting the activ-
ity of the population and therefore changing perceived orientation.
Here we have modelled the influence of the surround as suppress-
ing or facilitating the responsiveness of the detector. For each
detector the influence of the surround depends on the orientation
of the annular stimulus, and is most suppressive for annuli at the
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Fig. 1. Simultaneous tilt illusion as a function of surround orientation. (A and B) A sinusoidal grating (A) and an example of a broadband texture (B). To the right of each
texture the relative amplitude of each texture in the Fourier plane are plotted across orientation and spatial frequency. (C and D) Average illusory tilt of the central surface for
observers AW and EG, as a function of surround orientation. The magnitude of the illusion gives the amount to which the central patch was rotated away from vertical before
the observer reported that the orientation of the central surface was vertical. Positive values of the illusion refer to illusory tilt of the central surface away from the orientation
of the surround (repulsion illusion). Negative values of the illusion refer to illusory tilt of the central surface towards the orientation of the surround (attraction illusion). Error
bars indicate 95% confidence intervals of the mean illusion for each observer. Lines join the predictions of the best fitting model, obtained for observer AW with parameter
values of a = 30, b = 50, g = 140, k = 0.4, q = 0.7, and for observer EG with parameter values of a = 30, b = 70, g = 120, k = 0.33, q = 0.90. In (C) both central and surrounding
surfaces were sinusoidal gratings, in (D), both central and surrounding sufaces were broadband textures, with an orientation bandwidth of 3.125 deg in the surround, and
either 3.125 or 12.5 deg in the centre.






















































































































• When the contrast of the center stimulus is increased,
inhibitory cells become active and provoke the satu-
ration of excitatory cells. In that case, the dominant
effect of the surround is to enhance the activity of
the local inhibitory neurons, provoking a decrease
in the response of excitatory cells (Fig. 4B).
These models provide a possible explanation for the
observed expansions of the size of V1 receptive fields
(SSF) when contrast decreases [75,123]. The spatial
extension of a central stimulus beyond the MDF results
in a progressive recruitment of horizontal interactions.
At low contrast, this leads to a progressive enhancement
Fig. 4. (A, B) Cartoon of the mechanism underlying the models of Stemmler et al. [144] and Somers et al. [143] to account for facilitation at low
contrast, and suppression at high contrast, when center and surround stimuli are iso-oriented. (A) When the center stimulus is shown at low contrast,
only excitatory neurons are active, and surround inputs are amplified. (B) When the center stimulus is at high contrast, the response of excitatory
neurons saturates, due to the strong activation of local interneurons. Direct surround inputs on the excitatory population have only a limited
influence. By contrast, surround inputs strongly enhance the response of the inhibitory population, which results in the suppression of the excitatory
response. (C) Cartoon of the mechanism underlying the model of Dragoi and Sur [31] to account for facilitation for cross-oriented center and
surround stimuli. Cross-oriented facilitation is due to the disinhibition of local interneurons, via the activation of another pool of inhibitory neurons
(!), selective to the same orientation as the surround stimulus.





















































































lateral inhibition and self-inhibition, respectively. The notion of
adaptation as self-inhibition is related to the idea that adaptation
is the ‘‘psychologist’s microelectrode’’ (Frisby, 1980), implicit in
which is a linking hypothesis that the stimuli to which a neuron
responds and those to which it adapts are one and the same. How-
ever, Crowder et al. (2006) found that this is not generally the case.
Instead they showed that, for a high proportion of cells in cat V1
and V2, adaptation occurs not only for gratings at the neuron’s pre-
ferred orientation but also for gratings oriented orthogonal to that
orientation, even though this stimulus may not elicit spiking activ-
ity above baseline. This pattern of results suggests that adaptation
might be better conceptualized not as self-inhibition but as adap-
tive gain control by a normalization pool. To the extent that the
tuning characteristics of the neurons comprising the normalization
pool resemble those of the neuron being recorded from, adaptation
will resemble self-inhibition. However, when the make-up of the
normalization pool is more heterogeneous, adaptation will reflect
that heterogeneity rather than the sensitivity of the neuron being
recorded from and its gain will be modulated even by the presen-
tation of stimuli to which it gives no response. Thus not only may
gain control models of the tilt illusion be applicable to the effects of
spatial context in other visual modalities, they may also be of
relevance in understanding the mechanisms of adaptati n to
temporal context.
4. Chromatic selectivity of the tilt illusion
At the early stages of visual processing in humans and other pri-
mates, signals are carried to primary visual cortex (V1) via two
opponent chromatic channels and a third, luminance channel
(Derrington, Krauskopf, & Lennie, 1984). It has been suggested that
the cortical pathways for colour and form perception maintain this
ea ly egregation, with the luminance channel dominating form
perception and the chromatic channels driving colour perception
(Felleman & Van Essen, 1991; Livingstone & Hubel, 1988; Zeki,
1978). However, the existence of single neurons selective for both
colour and orientation in areas V1, V2 and V3 of non-human pri-
mates (Gegenfurtner, Kiper, & Fenstemaker, 1996; Gegenfurtner,
Kiper, & Levitt, 1997; Johnson, Hawken, & Shapley, 2001, 2008;
Lennie, Krauskopf, & Sclar, 1990; Leventhal et al., 1995;
McClurkin et al., 1991; Thorell, De Valois, & Albrecht, 1984) argues
against a strongly modularized cortical architecture for the
processing of these attributes.
Numerous psychophysical experiments have used the tilt illu-
sion to investigate interactions between colour and form process-
ing in human vision. Some early experiments found evidence for
chromatic selectivity in the tilt illusion (Lovegrove, 1977;
Lovegrove & Badcock, 1981; Lovegrove & Over, 1973) while others
did not (Wade, 1980). Livingstone an Hubel (1987) reported that
the tilt illusion disappears when orientation is defined by purely
chromatic modulations that leave the luminance channel silent,
suggesting that the chromatic channels contribute little to orienta-
tion processing. However, Clifford et al. (2003b) found that while
some subjects show a reduced tilt illusion for isoluminant stimuli
at low contrast, the loss of the effect at isoluminance is not a gen-
eral result. At high contrasts, the tilt illusion shows significant
selectivity for the colour/luminance congruence of the test and
inducer such that, when test and inducer are congruent in colour,
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Fig. 3. Limitation of a purely inhibitory account of the tilt illusion. (A) Schematic hill of activity in the response of a population of idealized orientation-tuned neurons to the
presentation of a single stimulus orientation of 0!. Response is plotted as a function of the preferred orientation of the neurons. Note the conceptual distinction between the
population response to a given stimulus, as illustrated here, and the orientation tuning curve of a single neuron. (B) Illustration of the modulatory effect on the gain of the
neuronal population when a surround stimulus is pre ented. Lateral inhibition operates betwe n neurons tuned to the same orientation but with receptive fields covering
different locations. This lateral inhibition is greatest at the orientation of the surround (here, 0!). (C) A surround oriented at around 15! has an asymmetric effect on the
population response to a test at 0!. Specifically, those neurons with preferred orientations closer to the surround orientation are inhibited more (red shaded region) than
those on the opposite flank of the population response to the test. Thus, the resulting hill of activity is shifted away from the surround orientation: a repulsive tilt illusion. (D)
A surround oriented at around 75! has virtually no effect on the response to a test at 0!. Thus, a purely inhibitory account of the tilt illusion is unable to account for the
existence of the attractive effects observed experimentally with inducers remote in orientation fro the test. (For interpretation of the references to color in this figure
legend, the reader is referred to the web version of this article.)



















the magnitude of the direct effect is around double that for a chro-
matic test and luminance inducer (Clifford et al., 2003a, 2003b;
Forte & Clifford, 2005). Significant chromatic selectivity was also
observed for the indirect tilt illusion (Clifford et al., 2003b).
To establish chromatic selectivity at monocular and binocular
levels of processing, Forte and Clifford (2005) investigated the
inter-ocular transfer of the direct tilt illusion for test and inducer
gratings defined either by achromatic (light–dark) or isoluminant
(red–green) modulations. For congruent test and inducer modula-
tions, inter-ocular transfer was partial but incomplete, close to
80%. For incongruent test and inducer, however, the magnitude of
the dichoptic tilt illusion was essentially identical to that of the
monocular condition. This complete inter-ocular transfer for incon-
gruent test and inducer implicates a purely binocular mechanism
(Fig. 5AB). This in turn indicates that the monocular component
of the tilt illusion is entirely colour-selective, as inter-ocular trans-
fer was incomplete only for congruent test and inducer. The binoc-
ular component, however, showed only weak colour selectivity as
the magnitude of the dichoptic tilt illusion was almost as large in
the incongruent as the congruent conditions.
In human visual cortex, recent evidence from fMRI studies using
a range of techniques including adaptation (Engel, 2005) and mul-
tivariate pattern classification (Seymour et al., 2010; Sumner et al.,
2008) suggests conjoint tuning of colour and orientation
(McDonald et al., 2009, 2010). Given that extrastriate cortex is gen-
erally held to be essentially binocular, with the vast majority of
neurons receiving input originating from both eyes (Gonzalez &
Perez, 1998), the evidence from neuroimaging stands in contrast
to psychophysical data from the til illusion indicating that orien-
tation processing only shows strong colour selectivity at monocu-
lar levels (Forte & Clifford, 2005).
How can we reconcile evidence of significant colour/luminance
selectivity in orientation processing across human visual cortex
from neuroimaging studies (Engel, 2005; McDonald et al., 2009,
2010; Seymour et al., 2010; Sumner et al., 2008) with behavioural
evidence from the tilt illusion for essentially cue-invariant process-
ing at binocular levels of the visual system (Forte & Clifford, 2005)?
One possibility is that the chromatic selectivity of orientation pro-
cessing observed in neuroimaging studies may in large part be a
reflection of selectivity in the responses of individual neurons. In
contrast, chromatic selectivity as measured behaviourally through
the tilt illusion likely reflects selectivity in lateral interactions
between neurons. For lateral interactions to be as selective as indi-
vidual neurons, the interactions must occur specifically between
neurons sharing the same selectivity. Any lack of specificity in
the functional connections between neurons can only serve to
diminish the selectivity of lateral interactions below the level of
the individual response selectivity. The apparent contradiction
between the results of neuroimaging studies and the weak colour
selectivity of the inter-ocular tilt illusion could then be reconciled
by the existence of neurons at binocular levels of human visual cor-
tex whose response is jointly selective for colour and orientation
but whose gain is controlled by interaction with a pool of neurons
of broad or heterogeneous chromatic selectivity.
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Fig. 4. Disinhibition as the mechanism of the indirect tilt illusion. (A) Incorporating into our idealized model inhibition between neurons tuned to different orientations but
sampling the same location in the visual field gives the population response a characteristic Mexican hat profile. (B) When a surround stimulus is presented (at 0!), lateral
inhibition reduces the gain of the neuronal population maximally at that orientation as in the purely inhibitory account. However, the surround stimulus also inhibits neurons
whose receptive fields sample the surround but which are tuned to somewhat different orientations. Inhibition of those neurons in turn disinhibits neurons in the population
responsive to the test stimulus that are tuned to the same orientations. (C) A surround presented at around 15! has an inhibitory effect on the neighbouring flank of the
population response to the test, as before (red shaded region), but also has a facilitatory effect on the opposite flank (green shaded region). These effects complement one
another in repelling the population response away from the orientation of the surround. (D) When the surround is oriented remote from the test, at around 75!, disinhibition
facilitates instead the n ighbouring flank of th population response, shifting the hill of activity towards the inducing orientation: an a tractive til illusion. (For interpretation
of the references to color in this figure legend, the reader is referred to the web version of this article.)
























• When the contrast of the center stimulus is increased,
inhibitory cells become active and provoke the satu-
ration of excitatory cells. In that case, the dominant
effect of the surround is to enhance the activity of
the local inhibitory neurons, provoking a decrease
in the response of excitatory cells (Fig. 4B).
These models provide a possible explanation for the
observed expansions of the size of V1 receptive fields
(SSF) when contrast decreases [75,123]. The spatial
extension of a central stimulus beyond the MDF results
in a progressive recruitment of horizontal interactions.
At low contrast, this leads to a progressive enhancement
Fig. 4. (A, B) Cartoon of the mechanism underlying the models of Stemmler et al. [144] and Somers et al. [143] to account for facilitation at low
contrast, and suppression at high contrast, when center and surround stimuli are iso-oriented. (A) When the center stimulus is shown at low contrast,
only excitatory neurons are active, and surround inputs are amplified. (B) When the center stimulus is at high contrast, the response of excitatory
neurons saturates, due to the strong activation of local interneurons. Direct surround inputs on the excitatory population have only a limited
influence. By contrast, surround inputs strongly enhance the response of the inhibitory population, which results in the suppression of the excitatory
response. (C) Cartoon of the mechanism underlying the model of Dragoi and Sur [31] to account for facilitation for cross-oriented center and
surround stimuli. Cross-oriented facilitation is due to the disinhibition of local interneurons, via the activation of another pool of inhibitory neurons
(!), selective to the same orientation as the su r und stimulus.





































projections from the lateral geniculate nucleus (LGN), long-range
intra-V1 horizontal connections, and extra-striate feedback con-
nections to V1. We have previously proposed that feedforward
and horizontal projections contribute to the near surround
(Angelucci et al., 2002; Angelucci & Sainsbury, 2006) (green and
red arrows in Fig. 2); this is the surround region lying nearest to
the RF, that is spatially coextensive with the peak of a V1 cell size
tuning curve measured at low stimulus contrast (RFlow in Fig. 1A).
The far surround lies beyond the near surround and, we have pro-
posed that it is generated by extra-striate feedback connections to
V1 (blue arrows in Fig. 2) (Angelucci & Bressloff, 2006; Angelucci
et al., 2002).
3.1. Feedforward contribution to near-surround modulation: divisive
contrast normalization
V1 r ceives drivi g feedforward inputs from the LGN, which are
thought to contribute primarily to the size and tuning properties of
V1 c ll’s RF (Angelucci & Sainsbury, 2006; Hubel & Wiesel, 1962;
Reid & Usrey, 2004). The most compelling evidence that surround
modulation in V1 involves a feedforward component is that both
LGN neurons (Alitto & Usrey, 2008; Bonin, Mante, & Carandini,
2005; Levick, Cleland, & Dubin, 1972; Sceniak, Chatterjee, &
Callaway, 2006; Solomon, White, & Martin, 2002) and retinal gan-
glion cells (Solomon, Lee, & Sun, 2006) exhibit surround modula-
tion. Thus, large stimuli induce surround suppression in the LGN,
resulting in withdrawal of feedforward excitation to V1. Consistent
with a feedforward component to V1 surround modulation, block-
ade of intra-V1 inhibition does not completely abolish near-sur-
round suppression in V1 cells (Ozeki et al., 2004). Moreover, the
spatio-temporal tuning of V1 surround modulation exceeds the
range which drives most cortical neurons (Webb et al., 2005),
resembling the tuning of LGN cells, suggesting that at least part
of the modulation in V1 originates subcortically. This feedforward
component to surround modulation in V1 is fast (often coincident
with the latency of RF activation) and untuned for orientation
(Henry et al., 2013), just as surround suppression in the LGN, which
is untuned in primates (Solomon, White, & Martin, 2002; Webb
et al., 2002), or less orientation-tuned than V1 suppression in cat
(Bonin, Mante, & Carandini, 2005; Ozeki et al., 2009). Furthermore,
this feedforward component is spatially confined to the near sur-
round of V1 cells (Fig. 2), due to the limited anatomical spread of
geniculocortical connections (Angelucci & Sainsbury, 2006), and
the small size of LGN suppressive surround fields (Alitto & Usrey,
2008; Sceniak, Chatterjee, & Callaway, 2006). This feedforward
component is insufficient to account for all surround modulation
in V1, as the latter is orientation tuned and spatially more exten-
sive than surround suppression in the LGN (see below). What could
be the role of the broadly tuned, feedforward component of sur-
round modulation?
In his pioneering study Heeger (1992) suggested that the
response of each neuron in cat V1 is divisively normalized by a
broadband local contrast signal (see also Bonds, 1989), reflected
in the activity of a pool of neighboring neurons. We propose that
it is the feedforward component of surround modulation that nor-
malizes V1 responses with respect to stimulus contrast. Contrast
normalization is a computation that allows V1 neurons to handle
the wide range of contrasts existing in natural scenes, despite the
neurons’ limited dynamic range (Carandini & Heeger, 2012). For
example, divisive normalization can account for the finding that
despite the saturation of V1 responses at high contrast, the
response ratio of neurons with different orientation preferences
is independent of contrast (Albrecht & Hamilton, 1982). This is a
desirable property, because it allows for contrast-invariant recov-
ery of stimulus orientation from the neuronal population response
(Heeger, 1992).
In summary, our current opinion is that the untuned compo-
nent of surround modulation that originates in subcortical brain
structures serves to normalize V1 responses with respect to con-
trast. However, we do not wish to imply that all untuned suppres-
sion in V1 arises from subcortical structures. There is both
experimental and theoretical evidence for a cortical contribution
to untuned suppression. For example, V1 contains many broadly
orientation and spatial frequency tuned cells (Ringach, Shapley, &
Hawken, 2002; Xing et al., 2004) which could contribute to
untuned surround suppression; this suppression may or may not
be relat d to the untuned suppression (Xing et al., 2005) or nor-
malization signal (Smith, Bair, & Movshon, 2006) arising from
within the RF of V1 cells. Moreover, in some instances, the cortical
untuned suppression may serve different functional roles from that
of feedforward untuned suppression. For example, our previous
modeling studies have shown that the interaction of long-range
tun d uppression (generated by horizontal connections to inhibi-
tory neurons) with local untuned suppression (generated by with-
drawa of local cortical recurrent excitation) causes surround
suppression to become tuned to the stimulus orientation pre-
sented to the cell’s RF, rather than to the orientation preferred by
the cell (Shushruth et al., 2012).
3.2. The contribution of horizontal connections to near-surround
modulation: efficient coding of natural images leading to extraction of
object boundaries
In V1 of many mammalian species, such as monkey, cat and tree
shrew, horizontal connections are millimeters-long axonal projec-
tions (Gilbert & Wiesel, 1983; Rockland & Lund, 1982, 1983) prom-
inent in layers 2/3, arising from excitatory neurons, targeting both
excitatory and inhibitory neurons, and linking V1 neurons with
similar orientation preference (Bosking et al., 1997; Malach et al.,
1993; Schmidt et al., 1997; Sincich & Blasdel, 2001). This connec-
tivity pattern is well suited to generate the orientation tuning of
surround modulation, and indeed, it was originally thought that
horizontal connections are the sole anatomical substrate for sur-
round modulation in V1 (Gilbert et al., 1996). Current evidence,
however, suggests that horizontal connections generate the orien-
tation-tuned component of near-surround modulation (Fig. 2), but
cannot account for the spatio-temporal properties of far-surround
modulation (see Section 3.3). Specifically, in macaque and cat V1,
surround modulation is sharply orientation tuned when measured
Fig. 2. The multiple components of surround modulation, and their hypothetical
underlying circuits and functions. Colored arrows indicate the differe t anatomical
circuits (according to legend) that are hypothesized to generate the RF (white area),
and the different surround components (gray rings) of V1 neurons. The hypothe-
sized function for each connection type and surround component is indicated on
the left in color code.
















































































































Another interesting feature of the curves
shown in Figure 4a is that there is an oscil-
latory component to the variation in re-
sponse as a function of stimulus size. This
is because of disinhibition of the center
excitatory neurons caused by suppression
of the excitatory neurons in the near sur-
round driving the center inhibitory neu-
rons. Such suppression in turn depends
on the level of excitation of horizontal
connections to near surround neurons
arising from the center and far surround.
This predicted disinhibition of the center
excitatory neurons has been generally
overlooked in the experimental data,
partly because of the coarser sampling of
the stimulus size used in most experi-
ments compared with our computer sim-
ulations, and partly because it was consid-
ered as noise. However, this phenomenon
can be observed in several experimental
papers published previously (DeAngelis et
al., 1994; Li and Li, 1994; Sengpiel et al.,
1997; Walker et al., 2000), although in most
cases the authors failed to appreciate it and,
thus, did not comment about it. Motivated
by this specific prediction of our model, in
recent physiological studies we (Ichida et al.,
2005) have observed such an oscillatory
component in the size-tuning curve of a sig-
nificant proportion of V1 neurons.
In Figure 4d–f, we show a sequence of
diagrams for increasing stimulus size,
highlighting the network components that
are active and the major afferent pathways
from the active regions to the center neu-
rons. A stimulus fitted to the size of the hsRF
activates the center and part of the near
surround (Fig. 4d). The center receives ex-
citatory inputs via feedforward afferents,
via horizontal connections from the active
region of the near surround, and via FB
connections from extrastriate cortex. At
high contrast, the local inhibitors are as-
sumed to be close to threshold, so that an
additional increase in stimulus size be-
yond the hsRF size, as in Figure 4e, leads to
suppression of the center response. In con-
trast, expansion of a low-contrast stimulus
beyond the hsRF size results in facilitation,
until the full extent of the near surround is
active (Fig. 4e). Finally, high- or low-
contrast stimuli that extend well beyond
the lsRF activate the far surround (Fig. 4f). This suppresses the
center via FB connections exciting neurons in the near surround,
which then excite local interneurons in the center. In principle, in
the model, it is possible for the far surround to suppress the center
via a cascade of horizontal connections from the far, to the near
surround, to the center (Fig. 2). Although such a cascade is too
slow to account for the fast onset of suppression (Girard et al.,
2001; Angelucci and Bullier, 2003; Bair et al., 2003) (see Intro-
duction), it could contribute to the late phase of the suppression.
In our simulations, such a contribution is negligible because of
surround suppression of excitatory V1 neurons at each step in the
chain, which prevents horizontal propagation of signals. How-
ever, although in our model all excitatory neurons show sur-
round suppression, in real V1 some neurons do not (Levitt and
Lund, 2002). These cells could propagate signals horizontally
and, thus, contribute to the late phase of the suppression.
Contrast-dependent suppression and facilitation from the far
surround: a model prediction
To investigate more directly the contribution of FB connections
to the far surround of V1 neurons, we simulate an experiment in
Figure 3. Functional specification of the network model. a, Different spatial scales used in the model for the FB (black) and the
lateral (or horizontal; gray) connections. Plotted is the normalized strength of lateral and FB connections to a postsynaptic neuron
as a function of the distance of the RF centers of the presynaptic neurons from the RF center of the postsynaptic neuron. Note the
different scales on the x axes (the top one applies to the FB connections, the bottom to the lateral connections). b, Firing rate of the
V1 local excitatory (E; gray) and inhibitory (I; black) neurons in the model, plotted against the input current. c, Input current of the
V1 excitatory neuron as a function of stimulus contrast.
Figure 2. Basic architecture of the recurrent network model. Schematic diagram of the connections used in the network model.




Excitatory neurons in other V1 layers sending feedforward afferents to the E neurons in V1 layers 2/3. EFB , excitatory neurons in extrastriate
cortex sending feedback projections to the E neurons in V1. FB connections are spatially highly divergent and convergent. Note the absence
of direct FB inputs to I neurons. The latter receive monosyn ptic inputs only from V1 horizontal connectio s (red arrows) a d from local E
neurons via local recurrent connections (purple arrows). Icons at the bottom represent the different components of the RF center and
surround (same conventions as in Fig. 1), with red areas indicating RF components that are stimulated when each respective submodule is
consecutively (from left to right) activated by a stimulus of increasing radius.















































































































chose to model a set of findings that we intend to be canonical
examples of both sorts of results. We included data that have been
the subject of previous theoretical treatments, but paid particular
attention to phenomena that lie at the boundary between
integration and segmentation. Indeed, one claim from our
approach is that subtleties at this border might help explain some
of the complexities of the experimental findings. We make
predictions for regions of the stimulus space that have not yet
been fully tested in experiments.
In sum, we show that the statistical principles introduced can
account for a range of neural phenomena that demand tuned
surround suppression as well as facilitation, and encompass V1 as
a salience map [20].
Materials and Methods
We first illustrate a class of characteristic statistical dependencies
across space in natural scenes, and we outline a model of such
dependencies. We provide implementation details and model
equations, and describe how model parameters were optimized for
an ensemble of natural scenes. Further, we explain how the model
relates to contextual modulation in the visual cortex. We
specifically focus on relating the statistical model of images to
V1 neural firing rates, and also illustrate how this constitutes a
generalized form of divisive normalization.
Statistical model of spatial dependencies in scenes
We concentrated on the statistical dependencies between V1-
like filters (or receptive fields, RFs; see also Text S1) across space in
natural images (the images are shown in Fig. S1). We adopted RFs
derived from the first level of a steerable pyramid [44]; more
details are provided below. For conciseness, we will refer to the
projection of a visual stimulus onto an RF as the RF output.
Fig. 2A–D show the joint conditional histograms of the output of
one vertical RF given the output of another vertical RF in a
different spatial position. In the case of white noise image patches,
outputs are linearly correlated for RFs that overlap in space
(Fig. 2A), but not for RFs that are farther apart and so non-
overlapping (Fig. 2B). Natural scenes differ from white noise. The
characteristic bowtie shape of Fig. 2C,D indicates statistical
coordination in the form of a higher-order variance dependency
[30]: i.e., the variance of one RF depends on the magnitude of the
output of the other. Further, elongated structures, such as edges
and contours, cause strong co-activation of RFs with particular
geometrical configurations such as collinearity, leading to linear
correlations between non-overlapping collinear RFs (the tilted
bowtie shape of Fig. 2D), but not parallel RFs (Fig. 2C). Natural
images are also spatially heterogeneous: different image regions
can elicit different levels of dependence between RFs outputs [45].
Extreme examples are regions involving single objects with a
uniform texture (homogeneous patches) which show a strong
variance dependence (Fig. 2E), as opposed to regions spanning
multiple objects or objects and background (heterogeneous
patches) for which the dependence is weaker (Fig. 2F).
We extended a well-known probabilistic model of the variance
dependence of Fig. 2C,D (the Gaussian Scale Mixture, or GSM;
[46]) to capture the variability across image regions exemplified in
Fig. 2E,F. The GSM describes an RF output, k, as a random
variable obtained by multiplying a Gaussian variable (i.e. a
random variable that is Gaussian distributed), k, and a second
random variable that takes only positive values, n, also called the
mixer.
k~nk ð1Þ
The mixer n in the model can be shared between multiple RFs (we
then describe these RFs as being co-assigned to the same mixer),
and can therefore generate statistical coordination, and can be
intuitively thought of as representing a relatively global image
property, such as contrast, that changes smoothly across space. In
contrast, the Gaussian variable k in the model is local to each RF.
Consider the case of two RFs, (k1, k2), whose respective Gaussian
variables are multiplied by a common mixer n. Then the
Figure 1. Stimulus-dependent divisive normalization. Top row:
cartoon of a divisive normalization model that accounts for surround
modulation of V1 responses. In a textured, homogeneous visual
stimulus, the center and surround of a V1 neuron’s RF (schematically
illustrated by red and orange circles, respectively) receive similar inputs.
The model pools together the corresponding outputs (computed by
iented linear filters), and combines the (here generically denoted by
a function h; see Equations 4,6) to generate the signal that divisively
normalizes the center output. Bottom row: cartoon of a divisive
normalization model that accounts for the absence of surround
modulation on heterogeneous visual stimuli (i.e., different features or
textures stimulate the center and surround). The model uses only the
center outputs to compute the normalization signal (see Equations 5,6).
doi:10.1371/journal.pcbi.1002405.g001
Author Summary
One of the most important and enduring hypotheses
about the way that mammalian brains process sensory
information is that they are exquisitely attuned to the
statistical structure of the natural world. This allows them
to come, over the course of development, to represent
inputs in a way that reflects the facets of the environment
that were responsible. We focus on the case of information
about the local orientation of visual input, a basic level
feature for which a wealth of phenomenological observa-
tions are available to constrain and validate computational
models. We suggest a new account which focuses on the
statistics of orientations at nearby locations in visual space,
and captures data on how such contextual information
modulates both the responses of neurons in the primary
visual cortex, and the corresponding psychophysical
percepts. Our approach thus helps elucidate the compu-
tational and ecological principles underlying contextual
processing in early vision; provides a number of predic-
tions that are readily testable with existing experimental
approaches; and indicates a possible route for examining
whether similar computational principles and operations
also support higher-level visual functions.
Surround Modulation via Scene Statistics





















As for a wealth of existing treatments (e.g., Blakemore,
Carpenter, & Georgeson, 1970), we assume that the neural
population collectively codes for the orientation of a
stimulus presented in the center location. First, consider
the case of a center stimulus with no surround (Figure 4a,
left). Each model unit in the population has a preferred
orientation, as depicted in the bottom cartoon of Figure 4a.
We can plot the linear filter activations of each unit in the
population (Figure 4a, right; in blue). This is peaked and
symmetric about the center stimulus orientation. The
perceived orientation of the center stimulus can be read
out through standard population decoding of the model
unit activations (e.g., Dayan & Abbott, 2001; Pouget,
Dayan, & Zemel, 2000; Seung & Sompolinsky, 1993;
Snippe, 1996). For instance, in the absence of any
nonlinear surround influence or noise, a wide range of
decoding schemes based on the population activity,
including the one we adopt here, the so-called popula-
tion vector (Georgopoulos, Schwartz, & Kettner, 1986;
Jin et al., 2005), will result in a veridical read out.
Now consider an input consisting of both a center
stimulus and an annular surround, as in the tilt illusion.
Figure 4. Cartoon of population model. (a) Standard population model in the absence of surround influence. On the left is an example
fixed oriented stimulus at 15-, corresponding to a center location with no surround. On the right is a cartoon of a population of primary
visual cortical units (each represented by a linear filter with different orientation preference; five example such orientations shown here).
The activity of the n ural population in response to the npu stimulus is just the linear activations of the filters, and these are symmetric
and peaked around the center stimulus orientation (in blue; solid circles correspond to the 5 unit orientations on X axis). (b) Population
model in the presence of surround influence at 0-. On the left is an example fixed tilt illusion stimulus, with both center and surround
stimuli. On the right is a cartoon of model units and their activations. We are interested in the nonlinear activations of the center units, due
to the gain control. We assume each center unit is in a gain pool with surround units preferring its own orientation (see cartoon of 5 center
unit linear filters outlined in blue below the X axis; and 5 sets of surround unit linear filters outlined in orange below the center units). The
linear center activations (blue, thin line) are just the same as in (a); the linear surround activations (orange, thin line) are centered at the
angle of the surround stimulus, 0-. The nonlinear center population activity is skewed, and no longer symmetric around the center
stimulus orientation, due to the gain control process of the surround activations (black thick curve; solid circles correspond to the 5 unit
orientations on X axis).
Journal of Vision (2009) 9(4):19, 1–20 Schwartz, Sejnowski, & Dayan 6
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Figure 3: Bayes model for example flankers and target. (A) Prior 2D distribution for flankers
set at 22.5 degrees (note repulsive preference for -5.5 degrees). (B) Likelihood 2D distribution
for a target tilt of 3 degrees; (C) Posterior 2D distr bution. All 2D distributions a e drawn on
the same grayscale range, and the presence of a larger baseline in the prior causes it to appear
more dimmed. (D) Marginalized posterior, resulting in 1D distribution over tilt. Dashed line
represents the mean, with slight preference for negative angle. (E) For this target tilt, we calculate
probability clockwise, and obtain one point on psychometric curve.
a d flankers (called ’ osition’). The prior is a 2D Gaussian distributio , sat upon a constant
baseline.22 The Gaussian is centered at the estimated smoothest target angle and relative
position, and the baseline is determined by the probability of smoothness. The baseline, and
its dependence on the flanker orientation, is a key difference from Weiss et al’s Gaussian
prior for smooth, slow motion. It can be seen as a mechanism to allow segmentation (see
Posterior description below). The standard deviation of the Gaussian is a free parameter.
Likelihood: The likelihood over tilt and position (figure 3B) is determined by a 2D Gaus-
sian distribution with an added baseline.22 The Gaussian is centered at the actual target
tilt; and at a position taken as zero, since this is the actual position, to which the prior is
compared. The standard deviation and baseline constant are free parameters.
Posterior and marginalization: The posterior comes from multiplying likelihood and
prior (figure 3C) and then marginalizing over position to obtain a 1D distribution over tilt.
Figure 3D shows an example in which this distribution is bimodal. Other likelihoods, with
closer agreement between target and smooth prior, give unimodal distributions. Note that
the bimodality is a direct consequence of having an added baseline to the prior and likeli-
hood (if these were Gaussian without a baseline, the posterior would always be Gaussian).
The viewer is effectively assessing whether the target is associated with the same object as
the flankers, and this is reflected in the baseline, and consequently, in the bimodality, and
confidence estimate. We define α as the mean angle of the 1D posterior distribution (eg,
value of dashed line on the x axis), and β as the height of the probability distribution at
that mean angle (eg, height of dashed e). The term β is an indication of confidence in
the angle estimate, where for larger values we are more certain of the estimate.









where α and β are defined as above, k is a free parameter and η a small constant. Free
parameters are set to a single constant value for all flanker and center configurations. Weiss
et al use a similar compressive nonlinearity, but without the term β. We also tried a decision
function that integrates the posterior, but the resulting curves were far from the sigmoidal
nature of the data.
Bias and sensitivity: For one target tilt, we generate a single probability and therefore a
single point on the psychometric function relating tilt to the probability of choosing clock-





























































































































































































PSYCHOPHYSICS. The spatial segregation of excitatory and in-
hibitory contextual interactions at the neural level led us to
search for a similar dichotomy at the level of visual perception.
One type of contextual interaction that has been studied exten-
sively at the psychophysical level is the tilt illusion. In the clas-
sical description of this illusion, the presence of tilted, flanking
lines causes a target to appear tilted in a direction opposite to the
orientation of the flanking lines, which is a “repulsive” effect
(Gibson and Radner 1937; Westheimer 1990). We suspected
that if opposing contextual interactions were segregated in
different positions around the receptive field, a perceptual effect
observed when a context is placed along a target line’s axis might
be reversed for contextual stimuli placed along the orthogonal
axis. Furthermore plotting the direction and magnitude of induced
tilts with the flanks in different spatial positions should produce
similar two-dimensional maps of contextual interactions as those
seen in the physiological experiments.
We studied the influence of contextual stimuli on the per-
ception of an object’s orientation by measuring the perceived
orientation of a vertical line (target) when a pair of tilted,
flanking lines was presented simultaneously with the target. All
stimuli were presented at high contrast. The flanking lines
caused the target to appear tilted in a direction that depended
on the spatial position of the flanking lines. When the flanking
lines were positioned in a side-by-side arrangement with the
central target, the target appeared tilted away from the orien-
tation of the flanks (Fig. 3A). This is the conventional repulsive
tilt illusion. However, when the flanking lines were positioned
in a collinear or end-to-end arrangement, the target appeared
tilted toward the flanks, which we call an attractive tilt illusion
(Fig. 3B). The direction of induced tilts in the two conditions
was consistent across the five subjects studied (Fig. 3C).
In the next experiments, we sought to characterize the de-
pendency of induced tilts on the orientation of the flanks and
their separation f om the central target. Colline r flanks in-
duced attractive tilts when the orientation difference between
the target and flanks was 5–10° and repulsive tilts at larger
orientation differences (Fig. 4A). The strongest attractive tilt
occurred at an orientation difference of 5°. Lateral flanks
produced repulsive tilts for most orientation differences, with
the largest effect occurring at an orientation difference of 20°
(Fig. 4B). A significant at ractive tilt illusion was obs rved t
an orientation difference of 75°. This “paradoxical” tilt illusion
has been observed in previous studies (e.g., Westheimer 1990),
but was only seen in the lateral case here. Results averaged
across subjects are shown in Fig. 4C.
Because the main purpose of these experiments was to study
the positional dependency of contextual interactions, we con-
FIG. 4. Dependence of tilt magnitude on orientation difference and flank separation. A–C: orientation dependence. Induced tilts
are plotted as a function of the orientation difference between target and flanks. Target-to-flank separation5 89. A: collinear flanks.
Attractive tilts were observed for angular differences of 10° or less, and repulsive tilts were observed for larger orientation
differences. B: lateral flanks. Most flank orientations produced repulsive tilts with a maximum effect occurring with an orientation
difference of 20°. A small attractive tilt was observed with an orientation difference of 75°. C: average across subjects. Data points
from individual subjects in A and B were averaged at each stimulus condition. D–F: target-flank separation. Induced tilts are plotted
as a function of the separation distance between target and flanks. D: collinear flanks. Attractive tilts are observed for separation
distances of approximately 209 or less, with small, repulsive tilts observed as the separation distance is increased. The orientation
difference between target and flanks was 5°. E: lateral flanks. Repulsive tilts are observed at most separation distances, with smaller
tilts as the separation distance is increased. Two of 4 subjects showed attractive tilts with very small separation distances. The
orientation difference between target and flanks was 5°. F: average across subjects.
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responses elicited by the compound stimuli between the collinear
and orthogonal configuration. The orthogonal flankers did not
affect cell responses in the same way as the collinear flankers did.
This is exemplified by a simple cell which, having target contrast
threshold of 21% and being tested at 32%, showed a statistically
insignificant modulation effect with the orthogonal flankers. In the
polar plots of 1F responses of this simple cell, no effect was seen
with the orthogonal flankers, while it clearly showed facilitation
by the collinear stimuli (Fig. 9a). That is, the facilitative effect of
having the collinear flankers is counterbalanced due to a pervasive
suppressive surround beyond the CRF (see Fig. 10) activated by
the orthogonal flankers, or it is the case of simple lack of modu-
lation effects due to the absence of fiber connections (see below).
We directly compared the effect of changing the flankers’
orientation from collinear to orthogonal with the target’s orienta-
tion in 11 cells (Fig. 9b). These selected cells were studied with the
use of five fixed contrast stimuli or more. In this diagram, we took
the dominant (higher magnitude) component of either 1F or 2F, of
each of the 11 cells, because the nondominant component (7 cells
in collinear and 8 cells in orthogonal) tended to show no effect in
both collinear and orthogonal configurations. Seven of the 11 cells
showed facilitation in the collinear configuration. But, when stim-
ulated with orthogonal flankers keeping all other parameters the
same, five of the seven cells appeared to lose the facilitative effect
to general suppression, falling into the no-effect group. This char-
acteristic loss of the collinear facilitation, by rotating the collinear
flankers orientation by 90 deg, is consistent with the similar,
orientation-dependent effect obtained in anoth r population of 24
cells (Polat et al., 1998) and related to the generation of strong
local field potentials by the orthogonal flankers presented at a
remote site (Kitano et al., 1994).
Cell types and laminar loci of modulated
and unmodulated cells
We further asked if the cell type is one of the determinants of the
sign and extent of neural interactions. The population data shown
earlier (e.g. Figs. 6–8) were originally divided into a matrix of four
Fig. 9. Effects of orthogonal flankers. (a) Clear disappearance of the
collinear facilitation is exemplified by a moderately sized (1! 1.9 deg),
simple cell recorded from infragranular layers. Distance, 4 deg (2.4 l),
target contrast 32%, and flankers 50%. (b) Population summary based on
11 selected cells which were studied at five fixed contrasts or more.
Dominant response harmonics, 1F or 2F, were used for the response
amplitude of each cell.
Fig. 10. A cortical model of perceptual grouping based on the spatial
organization of facilitative and suppressive modulatory fields around the
CRF of single striate cells. Facilitation is overlaid on suppression along the
optimal orientation axis of the CRF. That is, facilitation is organized along
the optimal orientation of the cell in a collinear manner (present findings).
Suppression is less selective for orientation or spatial frequency and
distributed diffusely, especially toward its periphery, around the cell’s CRF
(e.g. Walker et al., 2000). The dynamic balance between the two mecha-
nisms, primarily dictated by the cell’s contrast threshold, controls the cell’s
firing behavior upon visual stimulation with compound stimuli. The across
total dimensions of the modulatory field can be as large as 24 deg or more
(Kitano et al., 1994).






















curves in Figure 10 show the TvC function prediction of
the flanker distance effect. We estimated the response of
the target mechanism to the flanker alone and the flanker
plus target from Equation 4. All the parameters, except the
sensitivity to the flankers, were taken from the fit to the
TvC functions. The sensit vi y to the flankers, which
depended on the size of the receptive field of the target
mechanism, was derived from Equation 2 with the
assumption that the receptive field can be described by a





where A is the scale parameter, u y is the distance between
the flanker and the target as discussed in the Methods
section, and s is the scale parameter of the underlying
receptive field and was the only extra free parameter to be
estimated. It is obvious that the best TvC prediction fits
the data poorly for all three observers (Figure 10, red
curves). It predicts a much narrower range of facilitation
(1–2 wavelength units) than the data shown (extending
over È6 wavelength units).
It may be argued that the target detector may not be the
same for every flanker. It is likely that some off-center
detector may produce greater differential responses
between the flanker alone and the flanker plus target and
thus determine the threshold. Such off-peak looking will
indeed predict a slightly wider range of facilitation. To
implement the off-peak looking prediction, we considered
both the location of the detectors and the size of the
detectors. Thus, the sensitivities of a target detector to the
target and the flanker are defined as
Se Vt ¼ Set*ððs
2
*A







2Þ=ðs2 þ A2ÞÞ1=2 * expðj0:5 * ðu tju mÞ2
= ðs2 þ A2ÞÞ; ð14Þ
where SetV and SemV are the sensitivities of the off-peak
linear filter to the target and to the nearby flankers,
respectively, and u t and u m are the distances between the
center of the off-peak linear filter to the target and the
nearby flanker respectively. The sum of u t and u m is
the distance between the flanker and the target. We then fit
this off-peak model to the data (green dashed curves in
Figure 10). Even with two extra parameters, u t and s, there
is no improvement in the qualitative fit to the data and is
still a gross mismatch with the form of the flanker distance
function. It is important to stress that any attempt to
account for the spatial interaction function in terms of the
TvC function needs to be assessed by such a quantitative
modeling procedure, and that any such explanation is
likely to fail if the range of spatial interactions are very
different for the masking and facilitatory regions of the
function.
The above analysis assumes an optimal receptive field
size for the target detector. One may postulate that target
detection may involve detectors of different sizes. As the
flanker distance increases, there may always be a detector
whose receptive field completely covers the flankers.
While this model may maintain a flanker effect in the
receptive field of the target detector, it cannot produce
flanker facilitation at larger flanker distances. As the
receptive field size increases, the target overlaps a smaller
proportion of the receptive field. As a result, detectors
with larger receptive fields are less sensitive to the target
than those with smaller receptive fields. Hence, the
threshold would be determined by the detector with the
Figure 9. Estimated non-classical receptive field at target contrasts of 5% (left panel) and 50% (right panel) from the average values of the
model fits for our observers from Figures 8 and 9. Red patches denote excitatory regions, and blue patches denote inhibitory.
Journal of Vision (2008) 8(4):10, 1–14 Chen & Tyler 10
















































sides (a parallel arrangement). The cell of Fig. 9A-left illustrates the
positional bias with stronger suppression for collinear stimuli. The
model reproduced the same qualitative behavior with similar stimuli
(Fig. 9A-right), reflecting a higher co-assignment probability for the
collinear arrangement (Fig. 9E) as explained below.
To elucidate the origins of this response of the model, we
systematically tested a larger range of contrast and size values than
has so far been experimentally examined (Fig. 9B,C). First,
consistent with the above, we observed strong suppression for large
collinear stimuli at moderate to high contrasts. We also found that
collinearity could lead to facilitation under some conditions such as
low contrast, thin, stimuli. Conversely, the parallel arrangement
produced little modulation, mostly suppressive. Direct comparison
of the two arrangements (Fig. 9D) showed that, dependi g on
where the stimuli fell in the contrast/size space, the collinear
surround could elicit both larger (low contrast, thin stimuli) and
smaller (mid contrast, fat stimuli) model responses than the parallel
arrangement. Model simulations across such stimulus space thus
offered a specific, testable prediction.
Our model explains the observed spatial asymmetry of
modulation by the form of the covariance matrices learned from
natural scenes. In the mixture component with dependent center
and vertical surround groups, the variances of the vertical center
RF and its collinear neighbors were similar, and higher than the
variances of the parallel neighbors (Fig. 4A). Recall that the co-
assignment probability is a function of the terms lkS , lk and it is
larger when they have a similar magnitude; these terms are
computed using the covariance matrices (see Materials and
Methods) and were more similar between center and surround
for stimuli that covered the center and collinear surround, than for
stimuli covering the parallel surround. This made collinear stimuli
more likely to be co-assigned (Fig. 9F,G) and modulate center
responses. At mid contrast, fat surround, this led to stronger
collinear suppression. The sign of the modulation switched to
facilitation when we used low contrast, thin collinear stimuli
(thinner stimuli produce weaker surround RFs outputs thus
educ ng lkS for fixed lk; see Fig. 6).
Collinear facilitation with grating stimuli has been observed in
V1, although with the contrast not matched between center and
surround; for instance, Polat et al. [73] reported that a high
contrast collinear surround could facilitate the responses to a low
contrast central grating patch, but suppress a high contrast center.
Kasamatsu et al. [74] quantified the average modulation across
their population for collinear flankers presented at 0.5 and 0.8
contrast, and reported a peak facilitation of approximately 17%
when the center contrast was similar to the contrast t reshold of
the cells, and weak suppression in the range 2–5% for larger center
contrasts (up to .10 times the cells’ threshold). We observed
similar changes in model responses: the average modulation, for
flankers presented at contrasts ranging between 0.5 and 0.8,
showed 16% peak facilitation at low center contrast (0.2), and
suppression in the range 1–6% for larger center contrast (0.35 to
0.8). Interestingly, the model also reproduced ‘‘far’’ surround
facilitation (see e.g. large gap sizes in the first figure of Text S3),
which was observed in [12] often with low contrast center but only
rarely with high contrast center. Our model provides a common
expl ation for the two phenomena: A low contrast central grating
by itself did not recruit surround modulation (see Fig. 5B), but the
composite stimuli did. In both experiments, the surround was
weakly driven, thus leading to facilitation (corresponding to small
lkS for fixed lk in Fig. 6). Conversely, a high contrast center
grating by itself recruited the surround, and so the addition of the
surround stimuli only increased the normalization signal, albeit
weakly, and therefore became suppressive.
Figure 9. Spatial asymmetry of surround modulation. (A) Normalized mean response rate of an example V1 neuron (left; [9]) and the model
(right), to optimally oriented stimuli comprising a grating presented to the center of the RF, and peripheral patches confined to specific regions of the
surround. Icons depict the stimulus configurations. The bounding circle represents the normalized response to the center stimulus alone. Responses
are plotted in polar coordinates: angular position represents the location of the surround stimulus; distance from the origin represents the magnitude
of response. In the experiments the size of the surround stimuli is optimized individually for each cell. For the model, we used annular sectors, rather
than circular patches: first, this allowed us to explore systematically the changes in responses as a function of the surround stimulus angular size (thus
making predictions beyond the original experiment); and, second, this was needed to recruit a sufficient number of surround RFs, given the coarse
spatial sampling of the surround (Materials and Methods). (B,C) Suppression ratio (coded by pixel intensity) as a function of stimulus contrast and
angular size of the peripheral patches (B collinear; C parallel). Suppression ratio is the ratio between the full-stimulus response and the response to
the central grating alone; values greater than 1 denote facilitation, smaller than 1, suppression. (D) Difference of suppression ratios (coded by pixel
intensity) between collinear and parallel configurations. Negative values imply that the collinear configuration is more suppressive than the
orthogonal, and vice versa for positive values; the red contour denotes zero-crossing. (E) Probability that center and vertical surround RFs are co-
assigned to the same normalization pool, and therefore contribute to the divisive normalization of the model response, for the stimuli of (A). (F,G)
Co-assignment probability (coded by pixel intensity) as a function of stimulus contrast and angular size of the peripheral patches (F collinear; G
parallel).
doi:10.1371/journal.pcbi.1002405.g009
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	 AQ	 SQ-R	 IS	 AT	
N	 101	 101	 101	 101	
Range	 8	-	40	 21	-	117	 2	-	24	 3	-	38	









	 AQ	 SQ-R	 SQ-R:	IS	 SQ-R:	AT	 Overall	
	 Hi	 Lo	 Hi	 Lo	 Hi	 Lo	 Hi	 Lo	 	
Sensitivity	 0.33	(0.25)	 0.28	(0.16)	 0.33	(0.24)	 0.27	(0.18)	 0.28	(0.17)	 0.33	(0.25)	 0.34	(0.25)	 0.26	(0.13)	 0.30	(0.20)	
Full	Surround	 5.94	(1.39)	 6.13	(1.67)	 5.86	(1.36)	 6.32	(1.58)	 6.29	(1.53)	 5.93	(1.47)	 5.87	(1.28)	 6.29	(1.56)	 6.03	(1.52)	
Lateral	Surround	 3.54	(1.23)	 3.83	(1.43)	 3.54	(1.10)	 3.94	(1.49)	 3.84	(1.45)	 3.62	(1.28)	 3.55	(1.18)	 3.90	(1.33)	 3.74	(1.29)	




































































































































































































	 AQ	 SQ-R	 IS	 AT	
N	 90	 100	 100	 100	
Range	 6	-	32	 19	-	118	 1	-	23	 1	-	43	









	 AQ	 SQ-R	 SQ-R:	IS	 SQ-R:	AT	 Overall	
	 Hi	 Lo	 Hi	 Lo	 Hi	 Lo	 Hi	 Lo	 	
Sensitivity	 0.27	(0.18)	 0.30	(0.28)	 0.30	(0.22)	 0.28	(0.23)	 0.29	(0.25)	 0.30	(0.20)	 0.33	(0.22)	 0.26	(0.23)	 0.28	(0.22)	
Full	Surround	 -1.17	(1.39)	 -0.55	(2.21)	 -0.80	(1.50)	 -1.05	(2.00)	 -1.01	(1.45)	 -0.95	(1.94)	 -0.97	(1.27)	 -0.80	(2.15)	 -0.85	(1.80)	
Lateral	Surround	 -1.59	(1.08)	 -1.60	(1.99)	 -1.69	(1.69)	 -1.39	(1.11)	 -1.92	(1.72)	 -1.22	(1.08)	 -1.49	(1.06)	 -1.57	(1.78)	 -1.63	(1.76)	
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Combined	Sensitivity	Data	
We	decided	to	combine	the	orientation	sensitivity	data	from	Experiment	1	
and	2.	Orientation	sensitivity	was	calculated	using	trials	from	the	no-surround	
condition.	This	condition	was	identical	in	both	experiments	and	pooling	them	gave	
us	data	from	223	participants	(140	female,	77	male,	6	undisclosed).	This	would	
allow	us	to	substantially	boost	power	so	that	we	could	identify	very	small	effects	
and	reduce	our	probability	of	Type	II	error.	
We	correlated	participants’	score	on	each	trait	with	their	orientation	
sensitivity	using	a	Spearman	correlation.	None	of	the	correlations	were	significant.	
Next,	we	compared	orientation	sensitivity	for	subjects	who	scored	“high”	or	“low”	
on	each	trait	based	on	a	median	split	(Figure	33).	Using	a	one	tailed	t-test	we	found	
that	there	was	no	significant	difference	between	sensitivity	for	participants	who	
score	high	and	low	on	AQ	(t(160.92)=	0.75,	p=0.77).	A	similar	null	result	was	
observed	for	SQ-R	(t(177.28)=	0.97,	p=0.17).	We	did	not	have	a	specific	prediction	
about	the	relationship	between	the	SQ-R	subscales	and	sensitivity	so	we	examined	
them	each	with	a	two-tailed	test.	There	was	no	significant	difference	in	sensitivity	
for	participants	who	score	high	or	low	on	IS	(t(183)=	-0.70,	p=0.48).	However,	
participants	who	scored	high	on	AT	had	significantly	higher	orientation	sensitivity	
(t(183)=	2.24,	p=0.03).		
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Figure	33.	Orientation	sensitivity	grouped	by	score	on	autistic	traits	for	data	pooled	
between	Experiment	1	and	Experiment	2.	
	
Our	data	also	show	that	males	have	higher	orientation	sensitivity	than	
females	(t(129.1)=2.41,	p=.02;	Figure	34).	Modeling	sensitivity	as	a	function	of	sex	
and	AT	score	significantly	accounts	for	more	variance	than	AT	alone	(F(1,181)=4.44,	
p=.01).	In	fact,	the	effect	of	AT	becomes	non-significant.	This	indicates	that	these	
effects	may	be	linked	to	sex	differences.	
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Figure	34.	Orientation	sensitivity	grouped	by	sex	for	data	pooled	between	
Experiment	1	and	Experiment	2.	
Discussion	
The	purpose	of	the	study	was	to	determine	the	extent	to	which	autistic	traits	
predicted	orientation	sensitivity	and	regional	surround	effects.	In	both	experiments	
we	observed	median	AQ	and	SQ	scores	that	are	comparable	to	previous	literature	
(Baron-Cohen	et	al.,	2001;	Flevaris	&	Murray,	2015;	Wheelwright	et	al.,	2006).	There	
is	evidence	that	people	who	score	high	on	AQ	show	increased	orientation	sensitivity	
(Dickinson	et	al.,	2014).	Although	there	was	no	significant	difference	between	
orientation	sensitivity	for	participants	who	scored	high	and	low	on	autistic	traits	in	
Experiment	1	and	2,	we	found	a	significant	effect	of	AT	score	when	we	pooled	the	
participants	from	both	studies.	People	who	score	high	on	AT	had	higher	sensitivity	
than	people	who	scored	low	on	AT.	However,	it	appears	that	this	effect	is	actually	
driven	by	sex	differences.	We	found	that	males	have	significantly	higher	orientation	
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sensitivity	than	females.	This	analysis	also	provides	stronger	evidence	that	AQ,	SQ-R	
and	IS	are	not	related	to	orientation	sensitivity.	This	finding	is	inconsistent	with	the	
findings	of	Dickinson	et	al.,	(2014).	However,	the	inconsistent	observation	of	this	
relationship	is	also	evident	in	the	previous	literature	(Shafai,	Armstrong,	Iarocci	&	
Oruc,	2015).	
We	measured	the	extent	to	which	the	perceptual	attractive	and	repulsive	
effects	of	the	surrounds	were	predicted	by	autistic	traits.	There	is	evidence	that	
people	who	score	high	on	AQ	show	decreased	surround	suppression	(Flevaris	&	
Murray,	2015).	However,	we	did	not	observe	any	decreases	in	perceptual	repulsion	
related	to	any	of	the	autistic	traits.	We	did	observe	a	reduction	in	the	75-degree	
lateral	surround	effect	as	IS	score	increased.	The	75-degree	lateral	surround	effect	is	
the	largest	attractive	effect	of	all	of	the	surround	configurations	and	has	the	least	
amount	of	suppressive	input.	Therefore,	it	is	possible	that	IS	is	related	to	the	
attractive	component	of	the	surround	effect.	Previous	work	has	demonstrated	that	
IS	score	is	related	to	local	contrast	effects	(Reed	&	Dassonville,	in	progress).	It	may	
be	that	IS	is	related	to	individual	differences	in	the	local	disinhibition	that	is	thought	
to	drive	attractive	tilt	effects.		
Because	of	the	previously	observed	relationships	between	AQ	and	
orientation	sensitivity	(Dickinson	et	al.,	2014)	and	surround	suppression	(Flevaris	&	
Murray,	2015)	we	considered	if	AQ	score	would	account	for	the	relationship	
between	orientation	sensitivity	and	surround	effects.		This	does	not	appear	to	be	the	
case.	We	found	that	different	SQ-R	subscale	traits	were	associated	with	orientation	
sensitivity	(AT)	and	the	attractive	surround	effects	(IS).	This	is	evidence	that	there	
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is	not	a	single	underlying	factor	to	relate	autism	traits,	surround	effects	and	
orientation	sensitivity.	
It	is	thought	that	an	elevated	ratio	of	excitatory	to	inhibitory	responses	
would	lead	to	some	of	the	perceptual	impairments	seen	in	autism	(Rubenstein	&	
Merzenich,	2003).	This	can	be	modeled	with	divisive	normalization	by	reducing	a	
gain	term	(Rosenberg,	Patterson,	&	Angelaki,	2015).	On	the	other	hand,	previous	
work	(Van	de	Cruys	et	al.,	2018)	has	found	that	there	is	no	difference	in	the	
normalization	process	between	typically	developing	participants	and	those	
diagnosed	with	autism.	However,	they	stated	that	it	still	could	be	possible	to	see	
differences	between	the	groups	when	describing	the	effects	with	a	flexible	
normalization	model	that	accounts	for	experience	with	natural	scenes.	If	the	autistic	
traits	were	representative	of	a	reduction	in	reliance	on	prior	experience	with	
natural	scenes	then	we	would	predict	reduction	in	the	collinear	surround	effect	
only.	Our	results	suggest	that	autistic	traits	do	not	lead	to	a	reduction	in	flexible	
normalization.		
Van	de	Cruys	et	al.	(2018)	also	proposed	that	people	with	autism	may	still	
rely	on	prior	experience	with	natural	scenes	but	that	their	use	of	the	prior	may	be	
delayed.	In	fact,	a	meta-analysis	showed	that	people	with	autism	process	global	
information	more	slowly	that	neurotypical	controls	(Van	der	Hallen,	Evers,	
Brewaeys,	Van	den	Noortgate	&	Wagemans,	2015).	Therefore,	we	would	expect	that	
people	with	autism	(or	neurotypical	participants	who	score	high	on	autistic	traits)	
would	show	a	delayed	effect	of	the	collinear	surround.	This	would	be	an	excellent	
area	to	follow	up	with	future	studies.	
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Conclusion	
	 In	conclusion,	we	found	no	evidence	for	reduced	normalization	in	people	
who	score	high	on	autistic	traits.	In	fact,	high	scores	on	the	SQ-R	subscale	IS	is	
associated	with	larger	attractive	effects.	Males	had	higher	orientation	sensitivity	
than	females.	Together	these	results	indicate	that	the	relationships	between	autistic	
traits,	sensitivity	and	surround	effects	are	not	as	robust	and	are	more	nuanced	than	
previously	established.	There	does	not	seem	to	be	a	single	factor	relating	these	
individual	differences.	 	
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CHAPTER	4:	TO	WHAT	EXTENT	DOES	AROUSAL	
MODULATE	SPATIAL	INTEGRATION?	
	
In	this	study	we	determine	the	extent	to	which	spatial	integration	is	
modulated	by	natural	fluctuations	in	internal	arousal	states.	Here,	we	measured	the	
amount	of	perceptual	repulsion	caused	by	an	oriented	surround	for	cases	of	low	and	
moderate	arousal,	as	indexed	by	pupil	size.	
There	is	evidence	that	the	extent	to	which	surround	information	influences	
perception	of	a	central	target	is	dependent	on	state	differences	within	a	subject.	
During	attentive	and	alert	brain	states	cortical	gain	increases	and	surround	effects	
are	reduced.	An	indicator	of	brain	state	or	cortical	gain	in	animals	is	activity	level	of	
the	subject.	It	is	known	that	visual	responses	increase	with	locomotion	(Bennett,	
Arroyo	&	Hestrin,	2013;	Niell	&	Stryker,	2010),	and	that	arousal	increases	neural	
sensitivity	(Reimer	et	al.,	2014;	McGinley	et	al.,	2015).	The	neural	enhancement	
observed	during	locomotion	is	driven	by	nicotinic	inputs	from	the	basal	forebrain	
activating	VIP+	neurons	in	mouse	V1	(Fu	et	al.,	2014).	Basal	forebrain	cholinergic	
neurons	are	also	associate	with	wakefulness	(Lee,	Hassani,	Alonso	&	Jones,	2005).	
Ayaz,	Saleem,	Scholvinck,	and	Carandini	(2013)	have	shown	that	locomotion	
also	affects	spatial	integration.	The	authors	recorded	neurons	in	the	primary	visual	
cortex	from	head	fixed	mice	placed	on	a	spherical	treadmill.	They	found	that	there	
was	strong	surround	suppression	when	the	mice	were	stationary.	However,	
surround	suppression	decreased	during	locomotion.	Typically	the	neural	response	
to	a	stimulus	increases	with	stimulus	size	up	to	an	optimal	point.	Larger	stimuli	
extend	beyond	this	driving	field	and	impinge	on	a	suppressive	surrounding	field.	In	
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mice	that	were	moving,	though,	neural	responses	did	not	drop	off	with	an	increase	
in	stimulus	size.	This	effect	matches	what	would	be	predicted	by	a	response	gain	
change.	When	Ayaz	et	al.	(2013)	modeled	the	results	with	a	simplified	gain	
normalization	model	they	found	that	locomotion	caused	the	baseline	activity	level	to	
increase	as	well	as	the	Drive/Suppression	ratio.	In	some	neurons,	that	ratio	increase	
was	due	to	an	increase	in	drive;	in	others,	it	was	because	of	a	decrease	in	
suppression.		
While	the	effects	of	arousal	on	visual	processing	is	quite	convincing	in	animal	
studies,	it	is	less	convincing	in	humans.	Benjamin,	Wailes-Newson,	Ma-Wyatt,	Baker,	
and	Wade	(2018)	did	not	find	a	decrease	in	contrast	detection	threshold	when	
human	subjects	were	instructed	to	walk	briskly	during	the	task.	In	fact,	brisk	
walking	seemed	to	increase	the	contrast	masking	effects	of	an	iso-oriented	
surround.	However,	Kim,	Lokey	and	Ling	(2017)	demonstrate	that	reward-based	
arousal	does	increase	contrast	sensitivity.	Furthermore,	others	have	found	that	
orientation	sensitivity	increased	during	low	intensity	exercise	(Bullock,	Elliott,	
Serences	&	Giesbrecht,	2017).		Therefore,	it	is	possible	to	observe	the	effects	of	
arousal,	but	locomotion	may	not	be	the	best	indicator	of	arousal	in	humans.	
Instead,	natural	fluctuations	in	arousal	can	be	indexed	with	pupil	diameter	
(Aston-Jones	&	Cohen,	2005).	Pupil	dilation	has	been	used,	in	humans	(Gilzenrat	et	
al.,	2010)	and	animals	(McGinley	et	al.,	2015;	Reimer	et	al.,	2014),	as	an	indicator	of	
arousal	responses	as	well	as	cortical	desynchronization	and	activity	of	the	locus	
coeruleus–norepinephrine	system.	The	human	studies	described	above	show	
increases	in	pupil	size	when	conditions	yield	moderate	arousal.	However,	in	these	
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studies	the	authors	attempted	to	control	the	arousal	level	whereas	in	the	animal	
studies	researchers	recorded	natural	fluctuations	in	arousal.	This	may	be	an	
important	distinction	to	consider	when	translating	the	results	between	animal	
models	and	humans.		
It	is	currently	unclear	how	alertness	and	arousal	modulate	orientation	
specific	surround	effects	in	animals,	and	the	extent	to	which	this	occurs	in	humans.	
It	is	unknown	the	extent	to	which	passive	changes	in	alertness,	as	indexed	by	pupil	
diameter,	predict	surround	effects	and	orientation	sensitivity	within	a	subject.	If	
alertness	enhances	neural	sensitivity	then	we	would	expect	that	orientation	
sensitivity	would	increase	during	times	of	higher	alertness.	Likewise,	if	alertness	
reduces	the	normalizing	effect	of	the	surround	then	we	would	expect	that	surround	
suppression	would	decrease	during	times	of	higher	alertness.	It	is	also	important	to	
consider	that	while	the	average	effect	of	the	15-degree	STI	is	repulsive,	some	
participants	may	show	an	attractive	effect.	Therefore,	we	will	also	consider	the	shift	
in	the	direction	of	all	effects.	An	overall	reduction	in	surround	effects	(i.e.	individual	
effects	shift	toward	0)	at	moderate	arousal	states	would	suggest	that	arousal	
reduces	surround	integration.	However,	a	reduction	in	the	repulsive	effect	and	an	
increase	in	the	attractive	effect	(i.e.	individual	effects	shift	to	facilitation)	at	
moderate	arousal	states	would	indicate	that	arousal	biases	the	modulatory	effect	of	
the	surround	to	enhance	perception	of	the	target.	
We	hypothesize	that	the	magnitude	of	the	illusion	will	be	largest	when	the	
participant	is	in	a	state	of	low	arousal	(indicated	by	a	small	pupil)	and	smallest	
when	the	participant	is	in	a	state	of	moderate	arousal	(indicated	by	a	large	pupil).	
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We	further	predict	that	there	will	be	an	increase	in	orientation	sensitivity	when	the	
participants	are	in	a	state	of	moderate	arousal.	We	also	hypothesize	that	surround	
suppression	will	be	negatively	correlated	with	sensitivity,	as	we	saw	in	Chapter	2.	
Methods	
To	test	these	hypotheses	we	compared	the	illusory	effect	of	the	full	15-
degree	STI	during	times	of	moderate	and	low	alertness,	as	indexed	by	pupil	
diameter.	Orientation	sensitivity	was	measured	with	no	surround.	These	effects	
were	measured	using	a	two	alternative	forced	choice	task.	
The	experiment	took	place	in	a	small	darkened	room.	All	stimuli	were	
presented	on	a	27”	Apple	Mac	Pro	with	resolution	of	2560	x	1440	pixels.	Pupil	
diameter	was	record	using	a	desktop	mounted	Eyelink	1000.	The	experiment	was	
created	using	PsychoPy2	Experiment	Builder	(v1.84.2;	Peirce,	2009)	and	
communicated	with	the	eye	tracker	using	the	ioHub	package.	Pupil	diameter	and	
gaze	position	was	recorded	throughout	each	trial.	
Participants	
	 Thirty-one	participants	volunteered	in	exchange	for	course	credit	or	for	a	
payment	of	$10.	A	power	analysis	revealed	that	we	would	only	need	a	minimum	of	
14	subjects	to	see	the	correlation	that	Song	et	al.	(2013)	observed	between	the	full	
surround	effect	and	orientation	sensitivity.	
Stimuli	
On	each	trial,	participants	were	presented	with	a	sequential	set	of	stimuli:	a	
reference	and	a	probe.	The	reference	was	always	a	45-degree	center	stimulus	with	
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no	surround.	The	probe	was	a	center	stimulus	that	was	either	alone	or	accompanied	
by	a	full	surround,	depending	on	the	condition.		
All	stimuli	were	presented	on	a	grey,	50%	luminance	background.	The	center	
was	a	1.5	diameter	dva	oriented	sinusoidal	grating	with	a	hard	aperture.	The	full	
surround	was	a	circular	annulus	reaching	to	a	full	diameter	of	6	dva	with	a	hard	
aperture	(Figure	35).	The	spatial	frequency	of	all	stimuli	was	3	cycles/dva.	The	
surrounds	were	oriented	either	15	degrees	clockwise	(CW)	or	counter-clockwise	
(CCW)	from	the	reference	orientation.	On	average,	this	orientation	leads	to	
perceptual	repulsion.	There	were	3	conditions:	surround	orientation	(2:	15	degrees	
CW	or	CCW)	+	no	surround	(1).		
	
Figure	35.	Stimuli	with	a	45	degree	center	and	surrounds	tilted	15	CW	and	CCW	
from	the	45	degree	reference.	 	
Procedure	
The	presentation	order	of	the	probe	and	reference	was	randomized.	
Participants	were	presented	with	a	small	white	fixation	point	before	the	start	of	
each	trial.	It	remained	on	the	screen	until	the	participant	started	the	trial	by	
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pressing	the	space	bar.	At	the	beginning	of	the	trial	participants	were	presented	
with	a	red	fixation	point	for	2000ms.	They	were	instructed	to	maintain	fixation	and	
not	blink	during	this	time.	Baseline	pupil	diameter	was	sampled	during	the	last	
second	of	the	red	fixation.	After	the	baseline	measurement,	the	first	stimulus	was	
presented	for	300ms	followed	by	a	small	white	fixation	point	for	500ms	and	finally	
the	presentation	of	the	second	stimulus	for	300ms.	Participants	were	asked	to	
compare	the	relative	orientations	of	the	reference	and	probe,	pressing	a	left	button	
to	indicate	that	the	second	stimulus	was	rotated	CCW	from	the	orientation	of	the	
first,	or	a	right	button	to	indicate	that	the	second	was	rotated	CW	from	the	first.	
After	they	pressed	the	response	key,	the	white	fixation	point	returned	to	the	screen	
and	participants	advanced	to	the	next	trial	by	pressing	the	space	bar.	
The	orientation	of	the	probe	was	determined	using	the	method	of	constants.	
The	probe	was	oriented	in	one	of	seven	directions	between	30	and	60	degrees	(30,	
35,	40,	45,	50,	55,	or	60	degrees,	which	spanned	a	range	around	the	45	degree	
reference	orientation).	Each	probe	orientation	was	presented	20	times	for	each	
surround	condition.	This	led	to	420	trials	which	took	participants	approximately	45	
minutes	to	complete.	Before	beginning	the	experiment,	participants	completed	6	
practice	trials	with	various	center	and	surround	configurations.	During	the	practice	
trials	the	stimuli	remained	on	the	screen	for	500ms,	instead	of	300ms,	to	give	the	
participants	the	opportunity	to	learn	the	task.	
Analysis	
Trials	were	categorized	based	on	the	baseline	pupil	size	of	that	trial.	For	each	
participant	and	each	condition,	we	categorized	trials	of	“large”	and	“small”	pupil	size	
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using	a	median	split.	We	calculated	the	orientation	sensitivity	and	effect	of	the	15-
degree	surround	for	each	of	these	trial	cases.	The	effect	of	the	15-degree	surround	
was	determined	by	identifying	the	difference	between	the	PSE	for	the	CW	and	CCW	
surrounds	and	dividing	by	two.	We	determined	the	PSE	for	each	condition	by	using	
a	psychometric	function	to	fit	the	probability	that	participants	would	perceive	each	
probe	orientation	as	tilted	CW.	Then	we	selected	the	orientation	at	which	the	
function	crossed	the	50%	point	as	the	PSE.		
Orientation	threshold	was	determined	by	subtracting	the	point	at	which	
participants	reported	the	orientation	of	the	stimulus	to	be	CW	of	the	45	degree	
reference	orientation	in	70%	of	trials	from	45.	Orientation	sensitivity	was	calculated	
by	taking	the	absolute	value	of	the	inverse	of	the	orientation	threshold.	These	values	
were	calculated	separately	for	each	participant.	We	removed	one	participant	
because	their	orientation	sensitivity	in	one	condition	was	over	10x	the	average	
orientation	sensitivity.	
Results	
In	this	experiment	the	15-degree	surround	led	to	a	significant	repulsive	
effect	(mean	=	5.15	degrees,	SD	=	0.99,	t(29)=33.44,	p<.01).	This	effect	is	similar	in	
magnitude	to	the	effect	we	observed	in	Chapter	2,	Experiment	1.	When	calculated	
using	trials	where	the	pupil	was	large,	the	mean	effect	was	5.21	degrees	(SD	=	0.86,	
t(29)=33.26,	p<.01).	When	calculated	using	trials	where	the	pupil	was	small	the	
mean	effect	was	5.09	(SD	=	1.11,	t(29)=25.07,	p<.01).	These	effect	sizes	were	not	
significantly	different	from	each	other	(t(29)	=	0.67,	p=.51;	Figure	36)	
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Figure	36.	The	magnitude	of	the	illusion	when	calculated	using	trials	where	the	
pupil	diameter	was	large	or	smaller	within	a	participant.	Error	bars	indicate	within	
subject	standard	error.	
	
The	average	orientation	sensitivity	was	0.79	degrees-1.	When	calculated	using	trials	
where	the	pupil	was	large,	the	mean	sensitivity	was	0.91	degrees-1.	When	calculated	
using	trials	where	the	pupil	was	small	the	mean	sensitivity	was	0.66	degrees-1.	
While	the	means	differed	in	the	predicted	direction	(moderate	arousal	was	
associated	with	greater	sensitivity),	the	difference	was	not	significant	(SDlarge	=	1.15,	
SDsmall	=	1.00,	t(29)	=	-1.03,	p=.31;	Figure	37).	
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Figure	37.	Orientation	sensitivity	when	calculated	using	trials	where	the	pupil	
diameter	was	large	or	smaller	within	a	participant.	Error	bars	indicate	within	
subject	standard	error.	
	
We	ran	a	correlation	to	determine	the	relationship	between	the	effect	of	the	
surround	and	orientation	sensitivity.	There	was	no	significant	correlation	between	
the	effect	of	the	surround	and	orientation	sensitivity	(r(28)=.07,	p=.7).	Both	the	
correlations	between	orientation	sensitivity	and	the	surround	effect	with	large	pupil	
trials	(r(28)=-.14,	p=.45)	and	the	small	pupil	trials	(r(28)=.18,	p=.33)	were	not	
significant.		
Discussion	
In	this	study	we	tested	the	effects	of	natural	fluctuations	in	arousal	level	on	
spatial	integration	and	orientation	sensitivity.	We	had	predicted	that	internal	
changes	to	brain	state	alter	the	gain	control	on	sensory	responses	and	impact	the	
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normalizing	effect	of	the	surround,	leading	to	reduced	perceptual	repulsion	and	
enhanced	sensitivity.		
Previous	studies	on	humans	(Bullock	et	al.,	2017)	and	mice	(Reimer	et	al.,	
2014;	McGinley	et	al.,	2015)	have	shown	a	neural	enhancement	associated	with	
arousal.	However,	it	is	possible	that	neural	enhancement	from	arousal	leads	to	
contrast	detection	sensitivity	but	not	to	orientation	sensitivity.	Previous	work	has	
shown	no	selective	enhancement	of	sensory	responses	during	locomotion	(Fu	et	al.,	
2014;	Niell	&	Stryker,	2010).	Reimer	et	al.	(2014)	found	that	responses	to	all	
orientations	were	enhanced	when	mice	were	running	but	that	orientation	tuning	
was	enhanced	in	mice	V1	neurons	during	periods	of	pupil	dilation.	Therefore,	we	
may	expect	to	see	changes	to	orientation	sensitivity	using	pupil	indicators	but	not	
locomotion	indicators.	However,	when	we	compared	the	orientation	sensitivity	
derived	from	trials	that	were	split	according	to	pupil	size,	there	was	no	significant	
difference.		
We	also	measured	how	arousal	state	impacts	perceptual	repulsion.	We	found	
that	the	15-degree	surround	led	to	a	repulsive	effect	that	was	similar	in	magnitude	
to	the	repulsive	effect	we	observed	in	Chapter	2,	Experiment	1.	When	we	compared	
the	effect	size	derived	from	trials	that	were	split	according	to	pupil	size,	there	was	
no	significant	difference.	This	evidence	would	indicate	that	natural	fluctuations	in	
arousal	do	no	modulate	surround	integration.	This	is	not	consistent	with	the	neural	
effects	measured	in	mice	that	show	that	surround	suppression	is	reduced	during	
times	of	locomotion	(Ayaz	et	al.,	2013).	
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The	changes	to	neural	response	gain	control	during	periods	of	pupil	dilation	
and	during	periods	of	locomotion	may	be	from	two	distinct	mechanisms.	The	
proposed	mechanism	of	sensory	response	enhancement	during	locomotion	is	that	
nicotinic	inputs	from	the	basal	forebrain	activate	VIP+	neurons	in	mouse	V1	(Fu	et	
al.,	2014).		This	determines	how	gain	control	changes	with	behavioral	states.		The	
mechanism	for	selective	enhancement	responses	to	preferred	orientation	during	
pupil	dilation	is	not	clear.	While	pupil	dilation	is	related	to	changes	in	LC-NE	activity	
(Aston-Jones	&	Cohen,	2005)	it	is	also	impacted	by	many	other	factors.	
Although	we	controlled	for	luminance,	there	are	other	internal	cognitive	
processes/states	that	would	lead	to	pupil	fluctuations.	For	example,	if	someone	is	
not	paying	attention	to	the	task	and	is	mind-wandering,	their	baseline	pupil	size	
may	reflect	what	ever	it	is	that	they	are	thinking	about	but	their	performance	is	
affected	by	the	lack	of	attention	on	the	task	(Unsworth	&	Robison,	2018).	This	type	
of	noise	makes	it	very	difficult	to	extract	trials	when	the	subject	is	attentive	to	the	
task	and	in	a	state	of	moderate	arousal	verses	inattentive	to	the	task	and	in	a	state	of	
moderate	arousal.	Later	we	describe	a	future	study	that	would	be	able	to	possibly	
account	for	some	of	this	noise	by	measuring	within-subject	variability.	
Another	reason	why	arousal	modulated	surround	integration	might	be	
observed	in	mice	but	not	humans	is	that	a	reduction	in	arousal-modulated	neural	
surround	suppression	may	not	lead	to	a	reduction	in	perceptual	repulsion.	Ayaz	et	
al.	(2013)	found	that	locomotion	increased	the	driving	response	to	the	center	
stimulus	as	well	as	decreasing	the	suppressive	input	from	the	surround	for	stimuli	
that	were	essentially	iso-oriented	centers	and	surrounds.	It	is	possible	that	arousal	
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raises	the	threshold	required	to	activate	inhibitory	input	from	the	surround,	
increasing	the	summation	area.	In	other	words,	a	neuron	would	need	stronger	
suppressive	input	to	show	surround	suppression.	Because	our	stimuli	were	very	
large	and	with	a	high	contrast,	we	may	be	unable	to	detect	the	small	changes	to	
neural	summation	in	participants’	perceptual	reports.	However,	this	seems	like	an	
unlikely	reason	to	see	null	results	since	we	are	able	to	see	the	effects	of	neural	
surround	suppression	manifest	as	perceptual	repulsion.	
Unfortunately,	we	were	not	able	to	look	at	sensitivity	and	surround	effects	on	
a	trial-by-trial	basis	using	the	categorical	judgments	of	the	current	paradigm,	since	
the	quantification	of	these	measures	was	only	possible	through	the	calculation	of	
the	full	psychometric	function.	Therefore,	in	a	future	experiment	we	will	have	
participants	adjust	a	stimulus	to	match	the	perceived	orientation	of	the	center	
stimulus	in	the	STI.	The	effect	of	the	surround	will	be	defined	in	each	trial	as	the	
difference	between	participants’	response	and	the	actual	orientation	of	the	central	
probe.	Not	only	will	this	allow	us	to	look	at	changes	in	effect	size	on	a	trial	by	trial	
basis,	but	fewer	trials	will	be	needed,	allowing	for	a	shorter	experiment	time.	
	 Future	studies	will	also	make	use	of	an	alerting	tone	on	some	trials	as	a	way	
of	directly	modulating	arousal.		There	is	evidence	that	a	brief	80Hz	tone	will	elicit	an	
increase	in	arousal	and	pupil	diameter	(Petersen,	Petersen,	Bundesen,	Vangkilde	&	
Habekost,	2017).	In	a	small	pilot	study	of	4	participants,	we	observed	a	0.7	degree	
reduction	in	the	magnitude	of	the	illusion	during	trials	when	a	tone	was	presented	
(t(4)=1.63,	p=.09).		We	also	observed	a	non-significant	increase	in	orientation	
sensitivity	on	tone	trials	(t(4)=0.68,	p=.27).		
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	 Finally,	there	was	no	correlation	between	orientation	sensitivity	and	the	
magnitude	of	the	surround	effect.	Previous	research	(Song	et	al.,	2013),	and	the	
results	from	Chapter	2,	Experiment	1,	have	found	that	the	15-degree	surround	effect	
decreases	as	orientation	sensitivity	increases.	According	to	Song	et	al.’s	(2013)	
results	we	should	have	had	enough	power	to	detect	this	relationship.	However,	our	
results	from	Chapter	2,	Experiment	1	indicate	that	this	effect	may	not	be	as	robust	
as	previously	thought.	This	will	be	considered	more	in	Chapter	5.	
Conclusions	
	 Counter	to	the	findings	in	previous	literature	(Bullock	et	al.,	2017;	Reimer	et	
al.,	2014;	McGinley	et	al.,	2015),	our	results	indicate	that	there	is	no	enhancement	to	
orientation	sensitivity	with	increased	arousal.	We	also	found	that	surround	effects	
are	not	reduced	during	states	of	higher	arousal	as	indexed	by	pupil	diameter.	This	is	
inconsistent	with	the	results	from	a	mouse	study	that	found	that	surround	
suppression	was	reduced	with	arousal	(Ayaz	et	al.,	2013).	Until	we	see	a	clear	
reduction	in	surround	integration	associated	with	behavioral	or	internal	states	of	
arousal	in	humans	there	will	be	a	very	important	piece	missing	between	the	human	
and	animal	models	of	spatial	integration.	More	work	is	needed	to	verify	these	
results	or	to	identify	a	method	to	optimally	measure	this	modulation	in	humans.	We	
suspect	that	we	may	be	able	to	observe	an	effect	using	a	different	paradigm	that	
allows	for	measuring	effects	on	a	trial	by	trial	basis	and	for	experimentally	inducing	
arousal	with	the	presentation	of	a	tone.	
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CHAPTER	5:	GENERAL	DISCUSSION	
The	goal	of	this	work	was	to	provide	insight	into	the	perceptual	processes	
and	types	of	neural	connections	involved	with	spatial	integration.	Spatial	
integration	can	be	studied	using	perceptual	illusions	that	occur	when	the	area	
around	a	target	biases	perception	of	that	target.		The	influence	of	the	surrounding	
area	on	the	perception	of	a	target’s	orientation	is	well	established	using	the	STI	
(Clifford,	2014;	Gibson	&	Radner,	1937;	Westheimer,	1990).	The	strongest	repulsive	
effect	happens	where	the	difference	between	the	angle	of	the	center	and	surround	is	
10-20	degrees.	The	strongest	attractive	effect,	a	bias	towards	the	orientation	of	the	
surround,	occurs	when	there	is	a	relative	difference	of	75-80	degrees.		
In	three	studies	we	used	psychophysical	methods	with	versions	of	the	STI	
paradigm	to	study	how	the	visual	system	integrates	information	over	space.	We	
determined	the	extent	to	which	prior	experience	with	scene	statistics	impacts	
regional	integration	based	on	the	probability	that	those	regions	are	statistically	
dependent.	Next	we	addressed	the	role	of	individual	differences	in	autistic	traits	on	
spatial	integration	as	a	way	to	understand	potential	differences	in	connectivity	and	
computation	in	the	brains	of	people	with	autism.	Finally,	we	aimed	to	determine	the	
extent	to	which	arousal	states	modulate	spatial	integration.	
In	our	first	study,	we	determined	the	extent	to	which	different	surround	
regions	were	integrated.	A	model	of	divisive	normalization	can	act	as	a	framework	
for	making	predictions	about	how	the	visual	system	will	integrate	information	
under	various	stimulus	configurations.	A	flexible	model	of	divisive	normalization	
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accounts	for	cases	in	which	the	center	and	surround	are	part	of	the	same	object	and	
cases	when	they	are	parts	of	different	objects.	When	regions	are	co-assigned	to	the	
same	object	the	center	and	surround	activations	will	be	dependent.	The	center	is	
only	normalized	by	the	surround	when	they	are	co-assigned	to	the	same	object	
(Coen-Cagli,	Dayan	&	Schwartz,	2012;	Schwartz	et	al.,	2009).	The	cortical	output	of	
the	model	is	a	Bayesian	estimate	of	the	local	distributions	given	the	dependencies	
between	them.	
Center	and	surround	units	tuned	to	natural	scene	statistics	are	more	likely	to	
be	dependent	when	the	surrounds	are	positioned	collinearly	to	the	center	stimulus	
than	when	the	surrounds	are	positioned	laterally	(Coen-Cagli,	Dayan	&	Schwartz,	
2012).	We	tested	the	extent	to	which	the	collinear	and	lateral	regions	of	the	full	
surround	STI	stimulus	contribute	to	the	overall	surround	effect.	We	predicted	that	
the	collinear	region	would	drive	the	full	surround	effect	for	both	perceptual	
repulsion	(i.e.	15	degree	surround)	and	perceptual	attraction	(i.e.	75	degree	
surround).		
We	found	that	the	full	15-degree	surround	had	the	largest	repulsive	effect,	
followed	by	the	collinear	15-degree	surround,	and	the	lateral	15-degree	surround	
had	the	smallest	effect.	The	full	15-degree	surround	effect	can	be	thought	of	as	a	
sum	of	the	regional	surround	effects,	weighted	by	the	probability	of	dependency	on	
the	center.	Contrary	to	our	predictions,	we	found	that	the	largest	attractive	effect	
came	from	the	lateral	75-degree	surround.	The	75-degree	collinear	and	full	
surround	effects	were	smaller	and	not	significantly	different	from	each	other.	
Furthermore,	neither	of	the	regional	surround	effects	predicted	the	75-degree	full	
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surround	effect.	Attractive	effects	only	manifest	when	the	surround	stimulus	weakly	
normalizes	the	response	to	the	center.	While	this	effect	is	seen	in	the	full	surround	
configuration,	it	is	possible	that	it	is	simply	optimized	when	the	surround	is	less	
likely	to	be	dependent	on	the	center	(i.e.	when	the	surround	regions	are	lateral	to	
the	center	stimulus).		
Together,	the	results	from	these	experiments	indicate	that	the	prior	
probability	of	dependency	interacts	with	the	strength	of	the	stimulus	input.	The	
largest	repulsive	effect	happens	when	strong	stimulation	normalizes	the	center	
response.	The	largest	attractive	effect	happens	when	the	stimulus	input	strength	
and	prior	probability	of	co-assignment	are	weak.	The	overall	effect	is	a	sum	of	the	
regional	effects	weighted	by	their	dependency	to	the	center.	These	results	are	
consistent	with	a	system	that	uses	prior	experience	with	natural	scene	statistics	to	
integrate	regions	of	space.	This	Bayesian	estimate	of	the	response	distribution	may	
be	an	efficient	way	for	the	visual	system	to	represent	information	(Schwartz	et	al.,	
2006).	
We	also	addressed	potential	differences	in	the	regional	integration	
mechanisms	by	measuring	the	relationship	between	effect	size	and	orientation	
sensitivity,	which	may	be	an	indicator	of	horizontal	connectivity	(Song	et	al.,	2013;	
2013b).	Horizontal	connectivity	between	the	center	and	surround	may	vary	with	
surround	regions.	Lacaruso,	Gasler	and	Hofer	(2017)	found	that	there	is	more	
connectivity	between	receptive	fields	that	are	co-axially	aligned	and	co-oriented	to	
the	center	receptive	field.	Laterally	aligned	receptive	fields	had	fewer	connections	to	
the	center	receptive	field	and	the	number	of	connections	did	not	depend	on	
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orientation	preference.	This	demonstrates	increased	connectivity	between	receptive	
fields	representing	regions	of	space	that	have	a	higher	probability	of	being	co-
oriented	and,	therefore,	part	of	the	same	edge.	Therefore,	we	predicted	that	
orientation	sensitivity	would	be	most	strongly	correlated	with	the	collinear	
surround	effects	of	the	tilt	illusion.	
	 We	found	that	orientation	sensitivity	increased	with	the	magnitude	of	the	
illusion	from	all	15-degree	surround	configurations.	This	indicates	that	the	
repulsive	effects	are	all	dependent	on	horizontal	connectivity.	However,	there	is	
evidence	that	the	effect	of	the	15-degree	lateral	surround	is	more	dependent	on	
horizontal	connectivity	than	the	15-degree	collinear	surround.	The	relationship	
with	sensitivity	is	stronger	for	the	lateral	surround	than	the	collinear	surround.	In	
fact,	the	relationship	between	sensitivity	and	the	effect	of	the	collinear	surround	did	
not	appear	in	the	early	stages	of	data	analysis	with	fewer	than	100	participants.	This	
is	evidence	that	the	repulsive	effect	of	the	collinear	surround	may	be	a	product	of	
two	mechanisms:	one	that	is	dependent	and	one	independent	of	horizontal	
connections	in	V1.	It	is	possible	that	there	is	additional	information	about	the	
probability	of	dependency	between	the	center	and	surround	that	is	fed	back	into	V1	
to	modulate	the	magnitude	of	the	effect.	
	 There	was	no	significant	correlation	between	orientation	sensitivity	and	the	
effect	of	any	of	the	75-degree	surrounds.	This	could	indicate	that	the	75-degree	
surround	effects	are	not	as	dependent	on	the	limitations	of	horizontal	connectivity	
or	possibly	that	individual	difference	in	the	attractive	effects	rely	more	on	other	
types	of	connections,	such	as	feedback	or	local	inhibitory	connections.	Although	
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some	researchers	have	suggested	that	the	attractive	effects	stem	from	feedback	
(Smith	and	Wenderoth,	1999;	Wenderoth	&	Johnstone,	1988),	it	is	unlikely	that	the	
attractive	effects	rely	solely	on	feedback	connections	(Kim	and	Freeman,	2014).	
Attractive	effects	are	also	thought	to	arise	from	the	disinhibition	of	local	inhibitory	
connection	(Dragoi	&	Sur,	2000).	Only	using	observations	from	the	first	study	it	is	
unclear	if	individual	differences	in	the	attractive	effects	would	be	related	to	
feedback	or	local	inhibitory	connections.	
In	our	second	study,	we	determined	the	extent	to	which	autistic	traits	are	
associated	with	changes	in	orientation	sensitivity	and	spatial	integration.	This	has	
potential	implications	for	understanding	changes	to	integration	mechanisms	in	
disorders	that	have	disrupted	perception.	It	is	thought	that	an	elevated	ratio	of	
excitatory	to	inhibitory	responses	would	lead	to	some	of	the	social	and	perceptual	
impairments	seen	in	autism	(Rubenstein	&	Merzenich,	2003)	and	this	has	been	
modeled	with	divisive	normalization	(Rosenberg,	Patterson,	&	Angelaki,	2015).	
However,	Van	de	Cruys	et	al.	(2018)	found	that	there	was	no	difference	between	tilt	
illusions	in	participants	diagnosed	with	ASD	and	neurotypical	controls	for	a	cross	
orientation	suppression	task.	The	authors	argued	that	this	was	evidence	that	people	
with	ASD	do	not	show	decreased	normalization	in	low-level	perception.	However,	it	
is	still	possible	that	a	flexible	model	of	normalization	could	account	for	perceptual	
differences	in	ASD.	We	explored	this	by	looking	at	the	relationship	between	autistic	
traits	and	regional	surround	integration	in	neurotypical	participants.	Autistic	traits	
have	been	found	to	exist	as	a	continuum	in	the	general	population	(Baron-Cohen	et	
al.,	2001).	Previous	research	has	demonstrated	that	people	who	score	high	on	AQ	
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have	reduced	surround	suppression	(Flevaris	&	Murray,	2015).	We	predicted	that	
people	who	score	high	on	autism	traits	would	have	reduced	surround	effects	for	all	
surround	types,	consistent	with	a	general	model	of	decreased	normalization.		
There	was	no	clear	relationship	between	repulsive	surround	effects	and	
autistic	traits.	Although	none	of	these	effects	were	significant	in	Experiment	1,	the	
means	were	trending	in	the	predicted	direction:	people	who	scored	high	on	AQ	and	
SQ-R	showed	overall	lower	repulsive	effects	of	the	surround.	We	observed	a	
negative	correlation	between	IS	and	the	75	degree	lateral	surround	effect.	That	is,	
people	who	scored	high	on	IS	had	larger	lateral	attractive	effects.	This	subscale	has	
been	associated	with	local	contrast	effects	(Reed	&	Dassonville,	In	Progress).	It	is	
possible	that	IS	measures	a	trait	that	is	related	to	the	attractive	component	of	spatial	
integration	and	that	is	only	apparent	when	the	repulsive	component	has	been	
removed.	This	does	not	appear	to	be	related	to	horizontal	connectivity.	Attractive	
effects	of	the	tilt	illusion	are	thought	to	arise	from	disinhibition.	Our	results	suggest	
that	the	relationship	between	IS	and	local	context	effects	includes	(and	may	be	
specific	to)	local	disinhibition.	
We	did	not	find	evidence	for	a	general	reduction	in	normalization	for	people	
who	scored	high	on	autistic	traits.	Our	results	would	also	suggest	that	there	is	no	
reduction	in	normalization	in	a	flexible	model	tuned	to	natural	scene	statistics.	Van	
de	Cruys	et	al.	(2018)	proposed	that	people	with	autism	may	still	rely	on	prior	
experience	with	natural	scenes	but	that	their	use	of	the	prior	may	be	delayed.	In	
fact,	a	meta-analysis	showed	that	people	with	autism	process	global	information	
more	slowly	than	neurotypical	controls	(Van	der	Hallen	et	al.,	2015).	Therefore,	we	
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would	expect	that	people	with	autism	(or	neurotypical	participants	that	score	high	
on	autistic	traits)	would	show	a	delayed	effect	of	the	collinear	surround.	This	would	
be	an	excellent	area	to	follow	up	with	future	studies.	
There	is	evidence	that	people	who	score	high	on	AQ	show	decreased	
surround	suppression	(Flevaris	&	Murray,	2015)	and	increased	orientation	
sensitivity	(Dickinson,	Jones	&	Milne,	2014).	If	the	relationship	between	sensitivity	
and	context	effects	for	people	who	score	high	on	AQ	is	due	to	a	lower	level	of	
horizontal	connectivity	then	we	would	predict	that	AQ	would	fully	account	for	the	
relationship	between	sensitivity	and	context	effects.	Our	results	indicate	that	these	
relationships	are	not	as	robust	as	previously	indicated	and	that	there	is	not	a	single	
autistic	trait	to	relate	the	correlation	between	sensitivity	and	context	effects.	
In	Experiment	1	we	found	a	trend	that	people	who	score	high	on	SQ-R	have	
higher	orientation	sensitivity	but	this	result	was	not	replicated	in	Experiment	2	
(although	the	means	we	were	in	same	direction).	When	we	pooled	the	participants	
from	Experiment	1	and	Experiment	2	we	had	enough	power	to	detect	a	small	effect	
of	AT	on	orientation	sensitivity.	However,	this	effect	disappeared	when	we	
accounted	for	sex	differences.	Males	had	higher	orientation	sensitivity	than	females,	
which	is	consistent	with	previous	work	showing	males	are	have	smaller	motion	
detection	thresholds	(Murray	et	al.,	2018).	Importantly,	pooling	the	participants	
from	each	experiment	provided	enough	power	to	increase	our	confidence	in	the	null	
relationship	between	autistic	traits	and	sensitivity.	The	relationship	between	
sensitivity	and	autism	has	been	inconsistently	observed	in	the	previous	literature	
(Shafai,	Armstrong,	Iarocci	&	Oruc,	2015).		
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It	is	worth	mentioning	that	the	mean	orientation	sensitivity	appears	to	be	
higher	for	people	who	score	high	on	AT	but	lower	for	people	who	score	high	on	IS.	
Mean	repulsive	surround	effects	were	lower	for	participants	who	scored	high	on	AT,	
but	higher	for	participants	who	scored	high	on	IS.	These	relationships	with	were	
non-significant	but	demonstrate	that	the	SQ-R	subscales	may	be	measuring	different	
individual	traits	that	are	related	to	low-level	vision.	
In	our	third	study	we	determined	the	extent	to	which	spatial	integration	is	
modulated	by	natural	fluctuations	in	internal	arousal	states.	Here,	we	measured	the	
amount	of	perceptual	repulsion	caused	by	an	oriented	surround	for	cases	of	low	and	
moderate	arousal,	as	indexed	by	pupil	size.	It	has	also	been	shown	that	arousal	
increases	neural	sensitivity	(Reimer	et	al.,	2014;	McGinley	et	al.,	2015)	and	reduces	
surround	suppression	(Ayaz	et	al.,	2013)	in	animal	studies.	While	the	effects	of	
arousal	on	visual	processing	is	quite	convincing	in	animal	studies,	it	is	less	
convincing	in	humans	(Benjamin	et	al.,	2018;	Bullock	et	al.,	2017;	Kim	et	al.,	2017).	
There	is	no	evidence	that	surround	suppression	decreases	with	moderate	arousal	in	
humans.	
Pupil	dilation	has	been	used,	in	humans	(Gilzenrat	et	al.,	2010)	and	animals	
(McGinley	et	al.,	2015;	Reimer	et	al.,	2014),	as	an	indicator	of	arousal	responses.	We	
predicted	that	there	would	be	an	increase	in	orientation	sensitivity	when	the	
participants’	pupils	were	large.	We	did	not	observe	a	significant	difference	in	
perceptual	orientation	sensitivity	at	different	arousal	states	which	is	inconsistent	
with	previous	literature	showing	neural	response	enhancement	(Bullock	et	al.,	
2017;	Reimer	et	al.,	2014;	McGinley	et	al.,	2015).	We	predicted	that	the	magnitude	of	
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the	orientation	illusion	would	be	largest	when	the	participant	was	in	a	state	of	low	
arousal	and	smallest	when	the	participant	is	in	a	state	of	moderate	arousal.	There	
was	no	significant	difference	between	the	surround	effects	derived	from	trials	when	
the	pupil	was	small	and	trials	when	the	pupil	was	large.	This	suggests	that	natural	
fluctuations	in	arousal,	as	indexed	by	pupil	dilation,	do	not	modulate	surround	
integration.	It	could	also	indicate	that	natural	fluctuations	in	arousal	during	the	task	
were	too	small	to	influence	surround	repulsion.	
In	future	studies	this	could	be	addressed	with	a	phasic	auditory	altering	
paradigm	to	induce	arousal	on	specific	trials	(i.e.,	boost	arousal	with	the	
presentation	of	a	tone).	In	a	small	pilot	study	we	observed	a	0.7	degree	reduction	in	
the	magnitude	of	the	illusion	and	a	non-significant	increase	in	orientation	sensitivity	
on	trials	when	a	tone	was	presented.	Future	studies	will	also	use	an	adjustment	task	
so	that	we	can	look	at	how	surround	effects	are	predicted	by	pupil	dilation	or	tone	
on	a	given	trial.	Until	we	see	a	clear	reduction	in	surround	integration	associated	
with	behavioral	or	internal	states	of	arousal	in	humans	there	will	be	a	very	
important	piece	missing	to	connect	human	and	animal	models	of	spatial	integration.	
	 The	results	from	these	three	studies	inform	our	understanding	of	the	
biological	and	cognitive	processes	involved	with	spatial	integration.	From	the	
behavioral	results	we	are	able	to	make	some	inferences	about	the	mechanisms	
involved.	The	repulsive	surround	effects	seem	to	be	driven	by	orientation	specific	
horizontal	connections	that	act	through	divisive	normalization.	Feedback	
connections	may	augment	the	magnitude	of	this	normalization	by	providing	
information	about	the	probability	of	dependency	between	center	and	surround	
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stimuli.	The	attractive	effects	occur	only	when	the	horizontal	inputs	are	weak	and	
the	feedback	is	weak	or	non-existent.	Disinihibition	from	local	connections	causes	
the	normalization	to	have	a	facilitative	effect.		
It	is	unclear	if	these	results	can	inform	our	understanding	of	autism	or	other	
disorders	that	have	disrupted	perceptual	processing.	At	this	point	it	appears	to	
support	the	finding	that	autism	is	not	associated	with	decreased	normalization	(Van	
de	Cruys	et	al.,	2018).	We	were	not	able	to	determine	if	autistic	traits	accounted	for	
differences	in	horizontal	connectivity.	However,	there	is	some	evidence	that	
Insistence	on	Sameness,	a	subscale	of	the	SQ-R,	is	related	to	increased	disinhibition	
or	excitatory	responses.	
These	studies	also	provide	us	with	valuable	information	about	the	behavioral	
methods	used	to	study	spatial	integration.	We	used	the	correlation	between	
orientation	sensitivity	and	the	magnitude	of	the	STI	as	an	indicator	of	dependence	
on	horizontal	connectivity.	While	previous	research	has	shown	that	this	is	a	very	
robust	correlation	(Song	et	al.,	2013),	our	results	demonstrate	that	it	is	not	as	large	
or	consistent	of	an	effect	as	previously	thought.	When	the	relationship	was	clear	in	
Chapter	2,	Experiment	1,	the	correlation	was	not	as	strong	as	we	expected	it	would	
be	with	over	100	participants.	Furthermore,	our	analysis	shows	that	adding	
sensitivity	does	not	predict	the	full	surround	effect	when	the	regional	effects	are	
predictors.		Our	control	experiment	in	Chapter	2,	and	the	experiment	in	Chapter	4,	
each	with	30	participants,	did	not	show	the	relationship	between	orientation	
sensitivity	and	the	repulsive	surround	effect.		
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We	also	demonstrate	that	more	work	is	needed	before	we	have	a	paradigm	
where	we	can	predict	spatial	integration	effects	using	pupillometry.	This	is	
important	to	pursue	as	an	inexpensive	and	non-invasive	measure.	Despite	a	
promising	step	forward,	there	are	still	several	questions	left	unanswered	or	unclear.	
Future	studies	will	include	1)	adaptation	to	the	pupillometry	paradigm,	2)	exploring	
the	difference	between	induced	and	natural	fluctuations	in	arousal,	and	3)	using	
stimulus	timing	as	a	way	to	understand	the	onset	of	horizontal	and	feedback	driven	
effects	and	how	that	onset	varies	with	autistic	traits.			
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