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Zusammenfassung 
Die vorliegende Abhandlung beschreibt eine heuristische Me-
thode zur Lösung stochastischer Probleme im biologischen und 
medizinischen Bereich: die Systemsimulation. Im Überblick 
werden wichtige Anwendungsbereiche der Systemsimulation 
aufgezeigt und grundlegende Designkriterien biomedizinischer 
Simulationsmodelle erläutert. 
Ein abschließender Ausblick versucht unter verschiedenen 
Aspekten, die zukünftige Bedeutung dieser Methodik der medi-
zinischen Informatik aufzuzeigen. 
Summary 
The following paper describes a heuristical method for the solu-
tion of stochastical problems in the biological and medical 
jield: the system-simulation. Important ranges of application 
are shown in the summary. Fundamental criterions for desi-
gning biomedical simulation-models are explained. 
A concluding outlook tries to demonstrate future prospects of 
this method of medical informatics under different aspects. 
1 Einführung 
Stürmische Entwicklung einerseits, Bedenken vor möglichen 
Konsequenzen andererseits, kennzeichnen heute die Situation 
in der bio medizinischen Forschung. Aus ihr erwächst die Not-
wendigkeit, zur Lösung der anstehenden Probleme und zur Er-
reichung der gesteckten Ziele neue Verfahrensweisen zu ent-
wickeln und diese anzuwenden. 
In vielen Bereichen der Technik (z. B. Windkanalversuche 
im Automobil- oder Flugzeugbau) aber auch im Rahmen der 
Bedarfsplanung und der Ablauforganisation und nicht zuletzt 
im Bereich der Wirtschafts- und der Sozialwissenschaften ge-
hört die Methode der Systemsimulation schon seit langem zum 
Alltag. 
Demgegenüber hat die Systemsimulation im biologischen und 
medizinischen Bereich keine Tradition, trotz der spektakulä-
ren Entwicklung in vielen Teilbereichen. Die angewandten 
Verfahrensweisen beim Design von Simulationsmodellen sind 
infolgedessen noch wenig schematisiert. 
Unter dem Aspekt einer effizienten Anwendung sollte aber 
die Entwicklung methodischer Verfahrensweisen gefördert 
werden[l] nicht zuletzt auch im Interesse einer formalen Be-
schreibung biologischer Phänomene. Letzteres ist Gegenstand 
der Disziplin Biomathematik. Ihre primäre Zielsetzung um-
schreiben Schürger und Tautu[31]: »Das Hauptziel der Bio-
mathematik besteht darin, auf der Grundlage einer mathema-
tischen Formalisierung wichtige biologische Theorien zu kon-
struieren und wesentliche Experimente mit Hilfe mathemati-
scher Deduktionen aus allgemeinen Annahmen anzuregen.« 
Die ersten Ansätze zur Beobachtung und Beschreibung bio-
logischer Phänomene lassen sich bis 500 v. Chr. zurückverfol-
gen. Alkamaion beschrieb die Sinnesorgane Auge und Ohr auf 
Grund eigener Sektionen, ihre Verbindung mit dem Gehirn 
und dessen Bedeutung. Eine vergleichende Beschreibung von 
Federn und Fischschuppen, von Knochen und Gräten stellte 
Aristoteles 350 v. Chr. zusammen. 300 v. Chr. beobachtete Hip-
pokrates zum Beweis der Embryonalentwicklung die Entwick-
lung des Hühnchens im Ei. 150 n. Chr. skizzierte der griechi-
sche Philosoph und Physiker Galenus als erster die Methode 
der Modellbildung am Beispiel seiner Überlegungen zum 
Blutkreislauf. 
Andere berühmte Wissenschaftler wie beispielsweise der 
französische Philosoph und Mathematiker Descartes, der ita-
liener Borelli (beide 17. Jahrhundert), der englische Physiker 
Cavendish (18. Jahrhundert) und der Franzose du Bois-Rey-
mond (19. Jahrhundert) haben die Gedanken zeitgenössischer 
Naturwissenschaften und die bekannten Methoden der biolo-
gischen Forschung 
- die Beobachtung, 
- die Beschreibung, 
- das Realexperiment und 
- die Modellbildung 
zur Lösung biomedizinischer Problemstellungen angewandt. 
Demgegenüber sind mit den heutigen Technologien ganz an-
dere Möglichkeiten zur Entwicklung und Behandlung kom-
plexer Modelle verfügbar. 
So hat sich im Zuge der ständigen Automatisierung und des 
zunehmenden Einflusses des Computers, vor allem die medi-
zinische Informatik als eine interdisziplinäre Wissenschaft, 
der Systemsimulation im Bereich der Biologie und der Medi-
zin angenommen. 
Als »Werkzeug« zur Lösung rechenintensiver statistischer Be-
rechnungen, zur Analyse bioe1ektrischer Signale oder zur on-
line Überwachung von Laborexperimenten bedeutete der Ein-
satz informationsverarbeitender Maschinen Anfang der 60er 
Jahre eine revolutionäre Entwicklung in der biomedizinischen 
Forschung. 
In zunehmendem Maße benutzte man die Computer aber 
auch zur Systemsimulation. Damit bot sich die Möglichkeit, 
das Verhalten realer Systeme unter sich ändernden Bedingun-
gen mit Hilfe von Modellen nachspielen zu können [8]. Im Ge-
gensatz zu einer statistisch orientierten Betrachtungsweise, 
versucht man mit Hilfe der Systemsimulation Ergebnisse für 
den Einzelfall zu gewinnen. So kann etwa der Verlauf eines 
biologischen Prozesses, der in einem Experiment nur inner-
halb eines begrenzten Zeitraumes und unter spezifischen Kon-
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ditionen beobachtet werden konnte, analysiert und prognosti-
ziert werden. 
Die Aufsplittung der Biologie in zahlreiche Hilfswissen-
schaften, wie etwa Biophysik, Biochemie, Biomathematik, 
Bioengineering und Biokybernetik verdeutlicht nicht nur eine 
verstärkte Spezialisierung, sondern zeigt auch den Trend zum 
zunehmenden Gebrauch »technischer« Methoden. Heute gilt 
die Anwendung von Simulationsmodellen als ein anerkanntes 
Verfahren in vielen Bereichen der biomedizinischen For-
schung und Ausbildung. Dies bestätigen auch zahlreiche ein-
schlägige Fachzeitschriften wie z. B. »Computers and Biome-
dical Research«, »Biological Cybernetics«, »Mathematical 
Biosciences«, »Computer Programs in Biomedicine and Si-
mulation« um nur einige zu nennen. 
Die Anzahl biomedizinischer Publikationen, die den Begriff 
»Modell« als Schlüsselwort verwenden, scheint grob betrach-
tet exponentiell anzusteigen. Dieser Trend wird für den Zeit-
raum 1969-1973 durch eine von Yamamoto et al. [37] veröf-
fentlichte Übersicht bestätigt. 
Eine vom Verfasser bei MEDLARS (Medical Literature 
Analysis and Retrieval System) gestellte Anfrage über den 
Zeitraum Januar 1976 bis August 1978 weist die Summe der ge-
speicherten Arbeiten, die »Modell« als Primärindex verwen-
den zu 5523 aus. Ordnet man diese Publikationen nach den 
beim System MEDLARS gebräuchlichen Indexen, so bilden 
die »Models biological« mit 38,6% neben den »Disease mo-
dels animills« mit 29,35 % die größten Gruppen, wobei sich die 
anderen Gruppen zwischen 0,39 % und 7 ,26 % bewegen: »Mo-
dels chemical« 3,24%, »Models molecular« 0,39%, »Models 
neurologic« 6,28 %, »Models neurological« 7,26%, »Models 
cytological« 4,24%, »Models structural« 3,25%, »Models 
theoretical« 7,26%. Der Index »Models theoretical« subsum-
miert die Publikationen, die nicht anderen Indexen unterge-
ordnet werden konnten, also beispielsweise Modelle im Be-
reich des Gesundheitswesens und der Krankenhausplanung. 
»Models biological« zeigen die stärkste, »Models molecular« 
die geringste Zuwachsrate. 
2 Anwendungsbereiche der Systemsimulation 
Die Fülle der neuen immer noch weiter anwachsenden An-
wendungsbereiche der Systemsimulation demonstriert zu-
gleich den Ablauf einer stürmischen Entwicklung, deren Aus-
maß im Detail zu verfolgen für den einzelnen immer schwieri-
gerwird. 
Aus Platzgründen kann an dieser Stelle nicht ein vollständi-
ger und ausführlicher Überblick des gesamten Anwendungs-
spektrums gegeben werden. Jedoch lassen sich folgende 
Schwerpunkte der Systemsimulation im biomedizinischen Be-
reich nennen: 
Biochemie, 
Pharmacokinetik, 
Molekularbiologie, 
Physiologie, 
- Onkologie, 
Entscheidungsmodelle zur Diagnostik und Therapie, 
- Medizinische Ausbildung. 
Biochemie 
Für zahlreiche biochemische Problemstellungen entwickelte 
man Simulationsmodelle[3]. So beispielsweise für Einfach-
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und Mehrfachenzymsysteme, zur Erforschung der Glykolyse 
[17, 18] in verschiedenen Geweben, der Proteinsynthese, des 
Zellwachstums, der Mitochondrien-Systeme und des Zucker-
stoffwechsels[1,13]. 
Pharmacokinetik 
Die Pharmacokinetik setzt die Systemsimulation zur Lösung 
physiologischer und pharmacologischer Fragestellungen ein. 
Das Interesse gilt vornehmlich solchen Simulationsmodellen, 
die eine Prognose der Reaktionen des menschlichen Organis-
mus' aufunterschiedliche Dosisverteilungen von Medikamen-
ten ermöglichen. Insbesondere sind dabei Effekte der Anlage-
rung an Proteinen, an Geweben, der Umwandlung und der 
metabolischen Absonderung zu berücksichtigen. 
Molekularbiologie 
In den letzten Jahren führte die Entwicklung der Molekular-
biologie zu einem klaren Verständnis der Tatsache, daß mole-
kulargenetische Prozesse die Grundlage aller wichtigen Le-
benserscheinungen - Fortpflanzung, Stoffwechsel, Ontogene-
se, Evolution - bilden. 
Durch die Entwicklung von Simulationsmodellen [25], wel-
che die Art der Speicherung, Kodierung, Übermittlung und 
Verarbeitung der genetischen Informationen funktional abbil-
den, können die allgemeinen Struktur- und Funktionsprinzi-
pien des molekulargenetischen Speicher- und Steuersystems 
diskutierbar gemacht und die Einsicht in die strukturelle und 
funktionelle Organisation vertieft werden. Damit lassen sich 
auch Begriffe wie Wachstum, Differenzierung, Adaption und 
Entwicklung präzisieren, sowie die mit ihnen verbundenen 
Phänomene von einem kausalen Standpunkt aus analysie-
ren [30]. 
Die vorhandenen Arbeiten beschäftigen sich etwa mit Pro-
blemen zur Regulation der Genexpression[6], der Beschrei-
bung prokaryontischer Transkriptionssysteme[29], der Analy-
se der Konformation des Kernchromatins und des Transkrip-
tionsprozesses[7] und der RNA-Bakteriophagen-Vermeh-
rung[lO]. 
Aber auch vor dem Hintergrund der Genmanipulation ge-
winnt die Simulation der oben genannten molekulargeneti-
schen Informationsübertragungsprozesse zunehmend an Be-
deutung, weil neben neuen Erkenntnissen über grundlegende 
Lebensvorgänge auch praktische Anwendungsmöglichkeiten 
in der Medizin und Landwirtschaft erwartet werden. Als Gen-
manipulation wird der gezielte Eingriff in den Genbestand ei-
ner Zelle oder eines Organismus', d.h. in dessen Erbgut oder 
genetischen Materials verstanden [24]. 
Neben der gezielten Änderung vorgegebener Gene ein und 
desselben Objektes (Viren, Phagen, Bakterien, Pflanzen, Tiere 
und Kulturen menschlicher Zellen) rechnet man hierzu auch 
die gezielte Verknüpfung von Genen aus verschiedenen Ob-
jekten, sowie die gezielte Übertragung von Genen aus einem in 
ein anderes Objekt. 
Für die Grundlagenforschung bietet die Genmanipulation 
die Möglichkeit, das Erbgut von höheren Organismen (Euka-
ryonten) gezielt zu zerlegen und so im Detail zu analysieren. 
Durch Einbau von Genen für Globine oder Hormone sowie 
für Enzyme wie Galaktosetransferase oder Phenylalaninhy-
droxylase in geeignete molekulare Trägersubstanzen, ihre Ver-
mehrung damit und ihre Applikation bei Menschen mit Si-
chelzellenanämie, Galaktosämie oder Phenylketonurie sind 
erste Ansätze zur Heilung von Erbkrankheiten gegeben [I I, 
26]. Darüber hinaus könnten wichtige Nutzpflanzen durch die 
Einführung von Genen für die Stickstoffixierung von einer 
Stickstoffdüngung unabhängig gemacht werden. Bei Nutztie-
ren schließlich ist die Umgehung der Artgrenzen bei der Her-
stellung neuer Rassen von Bedeutung. 
Eine Simulation solcher Vorgänge mit digitalen Rechenan-
lagen bietet im »Versuchsstadium« eine Alternative zur 
Durchführung aufwendiger Realexperimente, die zweifellos 
Gefahren mit sich bringen können, wie etwa die Entstehung 
neuer, für Mensch, Tier oder Pflanze pathogener Keime oder 
für den Menschen potentiell onkogener Viren. 
Physiologie 
Simulationsmodelle im physiologischen Bereich werden stark 
von der Regeltechnik beeinflußt[17, 33, 36, 37]. Hier gelten die 
Bemühungen der exakten Analyse der Regelmechanismen des 
Blutkreislauf-[21], des Atmungs-[3], des Wärme-[22], des Hor-
mon- und des Nervensystems. 
Aber auch die Funktionsabläufe kombinierter physiologi-
scher Systeme (Organe, Gewebe) werden mittels Simulations-
modellen diskutierbar gemacht: Herzmuskel, elektro Herzakti-
vität[19], Skelettmuskel, Nierenfunktion[12, 33] und physio-
chemische Modelle [5], welche vorwiegend Diffusionsvorgän-
ge behandeln[14], sowie Gehirnmodelle, die auf Überlegun-
gen zu Nervennetzwerken und Erkenntnissen der Informa-
tionstheorie beruhen [35]. 
Onkologie 
Zahlreiche Simulationsmodelle wurden entwickelt, um das 
Wachstum biologischer Zellsysteme zu beschreiben [4, 15,32]. 
Das erste mathematische Modell für die Karzionogenese 
veröffentlichten im Jahre 1950 Iversen und Arley[31]. Beson-
dere Aufmerksamkeit gilt momentan der Bildung von Model-
len zur Analyse des Tumorwachstums sowie dessen Reaktion 
in Abhängigkeit alternativer therapeutischer Strategien. So be-
rücksichtigen die Modelle bei der medikamentösen Therapie 
pharmakologische und pharmacokinetische Gesichtspunkte 
in Ergänzung zur Tumorwachstumskinetik[2]. Im Gegensatz 
dazu stellen sie bei der physikalischen Therapie die Interaktio-
nen zwischen gesundem Gewebe und Tumorzellen unter Ein-
fluß ionisierender Bestrahlung dar [2, 3, 23]. 
Am Beispiel dieser Simulationsmodelle sollen etwa folgen-
de Fragestellungen untersucht werden [31]: Welche Zeit ver-
streicht, bis die Krebszellen eine gewisse kritische Dichte errei-
chen? Welche Zeitspanne vergeht vom Auftreten der ersten 
Krebszellen bis zur Entstehung eines röntgenologisch wahr-
nehmbaren Tumors? Mit welcher Geschwindigkeit breiten 
sich Tumorherde aus? Welches Wachstumsverhalten zeigt der 
gesamte Prozeß? 
Entscheidungsmodelle zur Diagnostik und Therapie 
Die Bedeutung biochemischer und physiologischer Modelle 
in diesem Bereich liegt hauptsächlich in der eines »informa-
tionsverarbeitenden Elements«. Sie helfen dem Arzt seine 
diagnostische und/oder therapeutische Entscheidung zu prä-
zisieren [20]. 
Die Modelle dienen daher zur Erfassung und Kontrolle the-
rapeutischer Aktionen (z. B. Konzentrationsverlauf bei Anti-
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biotika-Therapie mit dem Ziel der Entwicklung eines Dosie-
rungsschemas), der Analyse und Aufbereitung von Daten 
(Blutzuckerkontrolle beim diabetischen Koma, Kontrolle der 
Blutflußrate während der Dialyse) und als Hilfe bei der Be-
rechnung von Bestrahlungsplänen. 
Medizinische Ausbildung 
Simulationsmodelle zur medizinischen Aus- und Weiterbil-
dung führen zweifellos zu konsistenteren und zuverlässigeren 
ärztlichen Aktionen[16]. Ohne den unmittelbaren Kontakt zu 
realen Patienten können wichtige praktisch-ärztliche Tätigkei-
ten trainiert und ihre Konsequenzen aufgezeigt werden. 
»Auch wenn die Simulationstechniken in der Medizin noch 
relativ neu sind, werden diese Methoden bereits in der Ausbil-
dung und Prüfung von Medizinstudenten, praktischen Ärzten 
und Klinikern angewandt. Zukünftig wird es möglich sein, ver-
schiedene Simulationsformen zu kombinieren.« [34]. 
McGuire[28] unterscheidet im einzelnen drei Tätigkeitsbe-
reiche: 
- Simulation zur Interpretation von Daten 
So wurde z. B. an der Universität von Southern California 
ein computergesteuerter Roboter SIM-l entwickelt und 
zum Training für Anästhesiologen eingesetzt (SIM-l kann 
bei unsachgemäßen Interventionen auch »sterben« !). 
Der an der Universität von Miami entwickelte Herzsimula-
tor kann verschiedenste Hörbefunde zusammen mit ent-
sprechenden visuellen Befunden in einem lebensnahen Tor-
so demonstrieren. ' 
- Simulation zur Problemlösung und Urteilsbildung 
z. B. geschriebene Simulationen (Patient Management Pro-
blem) und Life-Simulationen. 
- Simulationen zur Bewertung zwischenmenschlicher Bezie-
hungen z. B. simulierte Interviews. 
3 Designkriterien 
Die prinzipiellen Kriterien beim Design biomedizinischer Si-
mulationssoftware sind in Figur 1 dargestellt. 
Die Anwendung der Systemsimulation als Methode zur Lö-
sung biomedizinischer Problemstellungen und als formales 
Experimentierverfahren bedingt die Transformation des zu lö-
senden Realproblems (z. B. Synthese eines spezifischen Pro-
teins, das in die Zytoplasmamembran einer Bakterienzelle ein-
gelagert wird und eine Tetrazyklinresistenz bewirkt) in ein For-
malproblem. Das bedeutet, die Analyse (komplexer) biologi-
scher realer oder auch hypothetischer Systeme und deren 
Nachbildung in einem Systemmodell. Dieses Systemmodell 
ist Grundlage zur Spezifikation des Simulationsmodells, wel-
ches dann zur Lösung des Formalproblems eingesetzt wird. 
Da für die Gesamtheit des Realsystems sicher kein System-
modell entwickelt werden kann, wird man den Teil der Realität 
abgrenzen müssen, der sich in einem Systemmodell nachbil-
den läßt: den problembezogenen Realitätsausschnitt. Dieser 
stellt eine mehr oder weniger starke Vereinfachung des Realsy-
stems dar, weil lediglich einige interessierende Aspekte des be-
treffenden biologischen Phänomens berücksichtigt werden. 
Man geht dabei von empirischen Tatsachen aus und deduziert 
aus ihnen bestimmte, für die Modellbildung relevante, Grund-
annahmen. 
Diese Festlegungen, die oben erwähnte Analyse des Realsy-
stems und die Quantifizierung seiner Komponentenbeziehun-
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gen, welche zunächst biologisch formuliert sind, werden an-
schließend in die Sprache der Mathematik übertragen und 
führen so zu einer dem Realsystem angemessenen formalen 
Beschreibung in Bezug auf die problemrelevanten Tatbestän-
de: Dem Systemmodell. 
Diese Vorgehensweise besitzt den Vorzug einer Präzisierung 
der entsprechenden biologischen Fragestellungen und Hypo-
thesen. Das Systemmodell ist daher in der Regel nicht nur ein 
Substitut, sondern vor allem eine Simplifizierung des Realsy-
stems. Wenn also schon bei der Definition des Realsystems 
eine Abgrenzung gegen die Umwelt stattgefunden hat, so wer-
den diese Grenzen bei der Bildung des Systemmodells noch 
enger gezogen. 
Überträgt man die an das Realsystem gestellte Fragestellung 
auf das Systemmodell, so entsteht das Formalproblem. 
Zur Lösung des Formalproblems wird die Systemsimula-
tion herangezogen. Dazu ist es erforderlich, die Spezifikatio-
nen des Systemmodells als eine Datenverarbeitungsaufgabe, 
d. h. als eine Abbildung von Eingangsdaten in Ausgangsdaten 
zu beschreiben. Diese Abbildungsvorschrift wird in der Form 
eines Algorithmus' dargestellt, der in einer dem Computer ver-
ständlichen Sprache zu beschreiben ist (Programmierung). 
Das sich daraus ergebende Simulationsmodell ist nur eine 
Form der Implementierung des Systemmodells, da zur Be-
schreibung des Simulationsmodells verschiedene Program-
miersprachen bzw. Simulatoren (Programmpakete zur Simu-
lation spezieller Probleme) und/oder zur Programmausfüh-
rung verschiedene Rechenanlagen benützt werden können. 
Das Simulationsmodell, welches dann zur Lösung des For-
mal problems eingesetzt wird, ist zuvor durch Testen der Pro-
gramme auf Korrektheit (Verifikation) und unter dem Krite-
rium Realitätsnähe auf Gültigkeit (Validität) hin zu überprü-
fen . 
Die beim Simulationsexperiment erzielten Resultate stellen 
die Lösung des Formalproblems dar. Sie werden dann auf das 
Realsystem rückübertragen, d. h. dice eingangs formulierten 
biologischen Hypothesen werden verifiziert oder falsifiziert 
und wirken als Entscheidungsvorschlag auf das Realsystem 
ein. 
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Abb. 1: Die Systemsimu-
lation eine Methode zur 
Lösung von Realproble-
men 
Selbstverständlich kann dieser Zyklus auch wiederholt 
durchlaufen werden, wenn Realprobleme im Sinne eines top-
down-approach zunehmend differenzierter formuliert oder 
modifiziert betrachtet werden. 
Kritischer Schritt in diesem Ablauf ist jedoch die Festlegung 
des problembezogenen Realitätsausschnitts. 
Eine Verzerrung des Realsystems kann einerseits durch eine 
ungenügende Kenntnis der Realität, andererseits aber auch 
durch die Grenzen der Lösungstechnik begründet sein. 
Dagegen können bei der Formulierung des Systemmodells, 
bei der Spezifizierung des Simulationsmodells und der Rück-
übertragung der beim Simulationsexperiment erzielten Resul-
tate in die Realität im wesentlichen Programmier- und Über-
tragungsfehler auftreten. 
4 Ausblick 
Für mannigfaltige Formen von Lebensprozessen lassen sich 
mathematische Modelle konstruieren, und man kann in dieser 
Richtung bereits gewisse Fortschritte beobachten. Natürlich 
darf man nicht erwarten, daß sich mathematische Methoden 
und Denkweisen auf allen biologischen Gebieten von komple-
xer Natur rasch einführen lassen, da sich einige dieser Gebiete 
noch im Anfangsstadium der Erfassung und Auswertung em-
pirischer Daten befinden, während andere bereits die Stufe de-
duktiver Theorien erreicht haben [31]. 
Außerdem ist zu beachten, daß bei der Behandlung komple-
xer Phänomene beträchtliche mathematische Schwierigkeiten 
auftreten können. Gleichzeitig darf dabei aber nicht die Tatsa-
che außer Acht gelassen werden, daß die Problemstellungen 
mit dem Anstieg des (biologischen) Wissens zunehmend an-
spruchsvoller, d. h. komplexer werden. 
In Anbetracht der damit steigenden Anzahl zu berücksichti-
gender Parameter können diese Modelle, bedingt durch die 
hohe Rechenintensität und den großen Speicheraufwand, nur 
noch mit Hilfe von Computern gehandhabt werden. 
Dies ist zu einer Zeit in der die Risiken und die Aufwendun-
gen für Realexperimente ansteigen von größter Bedeutung. 
Die Tatsache, daß die Kosten für Rechenzeit aber stetig abneh-
men, macht die Systemsimulation mehr und mehr unter dem 
Kosten-Nutzen-Aspekt attraktiv. 
Die Verfügbarkeit höherer Programmier- und Simulations-
sprachen ermöglicht es dem Anwender für einen konkreten 
Anwendungsfall leicht ein Simulationsmodell zu entwickeln 
und zur Beantwortung seiner spezifischen Fragestellung ein-
zusetzen. 
Es ist aber auch allgemein bekannt, daß experimentell er-
mittelte Daten mittels Systemsimulation weitaus effektiver 
und informativer ausgewertet werden können, als dies durch 
eine rein manuelle Untersuchung möglich wäre. 
Schließlich können weitere Realexperimente angeregt wer-
den, um Fragen zu klären, die bei der Evaluierung des System-
modells aufgetreten sind. 
Darüber hinaus spielt die Simulation aber auch eine zuneh-
mend bedeutungsvollere Rolle als interdisziplinäres Kommu-
nikationsmedium zwischen verschiedenen Fachdisziplinen, 
die an der Entwicklung eines Simulationsmodells partizipie-
ren. Insbesondere dient sie der Interaktion zwischen der expe-
rimentellen und der theoretischen Betrachtungsweise. 
Die mathematische Biologie wird daher in der Zukunft die 
experimentelle Biologie in immer stärkerem Maße furchtbrin-
gend beeinflussen. Umgekehrt kann aber auch die Mathema-
tik von Fragestellungen profitieren, die sich aus der Behand-
lung biomedizinischer Modelle ergeben. So führt oft die Be-
schäftigung mit rein praktischen Problemen zur Weiter- und 
Neuentwicklung mathematischer Gebiete (z. B. Markov Pro-
zesse bei Systemmodellen zur Karzinogenese). Durch das brei-
te Anwendungsspektrum der Simulation - Systementwurf, Sy-
stemstudium, Systemoptimierung - können zwar Entschei-
dungen nicht ersetzt aber unterstützt werden, indem der An-
wender über Daten verfügt, die rationales Entscheiden über-
haupt erst ermöglichen. 
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Probleme der Modellbildung im Gesundheitswesen 
B. Page 
Zusammenfassung 
Dieser Übersichtsartikel beschreibt die Einsatzmöglichkeiten 
von mathematischen Modellen aus der Statistik und des Ope-
rations Research in der Planung und Ablaufsteuerung im Ge-
sundheitswesen. Dabei werden die Hauptanwendungsgebiete 
und das Methodenspektrum der Planungsmodelle herausge-
stellt. Einige Modelle werden kurz diskutiert, andere in tabel-
larischer Form gegenübergestellt, um einen Einblick in die 
Vielfalt der Problemstellungen und Lösungsmethoden zu er-
mitteln. 
Eines der Hauptprobleme der Modellbildung auf dem Ge-
biet des Gesundheitswesens, das bisher noch nicht zufrieden-
steIlend gelöst werden konnte, liegt in der Schwierigkeit, allge-
mein akzeptierbare Zielkriterien for diesen Bereich zu definie-
ren, insbesondere bei Makromodellen. Dies schränkt die Ein-
setzbarkeit vieler mathematischer Modelle for die Planungs-
praxis ein. 
Der Artikel schließt mit Hinweisenfor die Modellbildung im 
Gesundheitswesen ab. 
Summary 
Ihis review artic/e describes the application possibilities of ma-
thematical models from statistics and operations research in 
health care delivery planning and operation. Ihe main applica-
tion areas and the methodical range of the planning models 
are outlined. Some of the models are briefly discussed, others 
are tabulated to give an insight into the variety of problems 
and methods of solution. 
One of the main problems of modelling in health care deli-
very which could not be solved satisfactorily yet is the difficulty 
to define generally accepted objective criteria in this field espe-
cially for macro models. Ihis is a limitation in relevance of 
many mathematical models for the practical planning process. 
Ihe artic/e ends with directions for modelling health care de-
livery systems. 
1. Einführung 
Bereits in den frühen fünfziger Jahren wurden in den USA und 
in Großbritannien die ersten mathematischen Modelle für 
Problemstellungen aus dem Bereich des Gesundheitswesens 
entwickelt (14), aber erst Anfang dieses Jahrzehntes haben sich 
Wissenschaftler mit dieser Forschungsrichtung intensiver be-
schäftigt. So erschienen zwischen 1970 und 1975 mehr Publi-
kationen über mathematische Modelle im Gesundheitswesen 
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als in den letzten 20 Jahren zuvor (3). FRIES nennt in einem 
Übersichtsartikel (3) 188 englischsprachige Zeitschriftenbei-
träge mit reinen Operations Research-Anwendungen. Das 
sprunghaft ansteigende Interesse der Wissenschaftler an die-
sen Modellen läßt sich sicher auch auf die Kostenexplosion im 
Gesundheitswesen in den letzten Jahren zurückführen, zu de-
ren Eindämmung die quantitative Analyse von medizinischen 
Versorgungseinrichtungen einen Beitrag leisten kann. Denn 
der weit überproportionale Kostenanstieg ist offensichtlich zu 
einem großen Teil auf die uneffektive Nutzung der Einrichtun-
gen des Gesundheitswesens zurückzuführen. 
2. Anwendungsgebiete und Methodenspektrum der bisher 
entwickelten Modelle 
PALMER (14) unterscheidet vier Arten von Modellen: 
- Modelle, die sich mit Fragestellungen des Gesundheitswe-
sens auf nationaler Ebene beschäftigen, 
- Modelle für Planungsprobleme in regionalen Gesundheits-
einrichtungen, 
- Modelle für Planungsentscheidungen auflokaler Ebene und 
- Modelle für Abläufe in einzelnen Institutionen der medizini-
schen Versorgung (Laboreinrichtungen, Krankenhäuser, etc.). 
FRIES unterteilt in seiner Bibliographie die Modelle weiter 
und nennt 15 Hauptanwendungsgebiete von mathematischen 
Modellen im Gesundheitswesen: 
- Allgemeine und einführende Anwendungen 
- Gesundheitsindizes 
- Planung im Gesundheitswesen und Bewertung von Pro-
grammen 
- Nachfrageprognosen 
- Standortbestimmung von Einrichtungen der medizinischen 
Versorgung 
- Einsatz von Rettungsfahrzeugen 
- Krankenhausauslastung: Bettenbelegung 
- Krankenhausauslastung: Aufnahme von Voranmeldungen 
- Spezielle Einrichtungen der medizinischen Versorgung 
(Labor, Kreißsaal, etc.): Größe und Einsatzplanung 
- Personaleinsatz 
- Terminplanungssysteme (z. B. für Ärzte) 
- Krankenhauslagerhaltung 
- Blutbanken 
- Zeitplanung bei medizinischen Untersuchungen 
- Sonstige Anwendungen. 
Genauso wie die Anwendungsgebiete ist das Methoden-
spektrum von mathematischen Modellen im Gesundheitswe-
sen sehr vielfältig. An Hand der Literatur lassen sich vor allem 
folgende quantitativen Methoden als relevant für die Anwen-
dung auf Problemstellungen des Gesundheitswesens erken-
nen: 
- Lineare und ganzzahlige Programmierung 
- Prognoseverfahren und Zeitreihenanalyse 
- Statistische Datenauswertung 
- Wahrscheinlichkeitstheoretische Ansätze 
- Entscheidungstheorie 
- Utility Theory 
- Warteschlangentheorie 
- Netzplantechnik 
- ökonometrische Modelle 
- Heuristische Verfahren 
- Lagerhaltungstheorie 
- Simulation 
- Systems Dynamics (Feedback Loop-)Modelle. 
Zu der am häufigsten verwendeten Methode hat sich beson-
ders in den letzten Jahren die Simulation entwickelt. Das läßt 
sich zum einen damit erklären, daß Gesundheitssysteme von 
Natur aus sehr komplexe Systeme darstellen, die sich mit ana-
lytischen Modellen nur unzureichend beschreiben lassen, wes-
halb die Wissenschaftler zu diesem Forschungsinstrument 
greifen. Zum anderen wurde die recht aufwendige und teure 
Simulationsmethode durch die rasche Entwicklung der Com-
putertechnologie und besonders der entsprechenden Software 
erst in den letzten Jahren für die breitere Anwendung attrakti-
ver. 
3. Kurze Darstellung einzelner Modelle 
In diesem Abschnitt soll auf einige Modelle von Gesundheits-
systemen kurz eingegangen werden. Weitere Modelle sind ta-
bellarisch beschrieben (Tabelle 1). 
FLEISSNER (26) stellt in seinem integrierten Gesamtmodell 
des Österreichischen Gesundheitswesens die Interaktion zwi-
schen nationaler Wirtschaft, dem demographischen System 
und der Gesundheitspolitik dar. Das modellierte Gesundheits-
system enthält die häuslichen Krankheitsfälle, die Mortalität, 
Krankschreibungen, Ressourcen wie Ärzte, Krankenschwe-
stern und Krankenhausbetten, die Kosten der medizinischen 
Versorgung aus stationärer und ambulanter Behandlung so-
wie der Arzneimittel. Das Modell, das mit Hilfe von ca. 500 
Gleichungen formalisiert wurde, dient der Illustration der 
hauptsächlichen Trends des Gesundheits\lersorgungssystems 
unter verschiedenen politischen Bedingungen, als Unterrichts-
hilfsmittel für Planer im Gesundheitswesen und als Rahmen-
konzept für die Beurteilung politischer Maßnahmen innerhalb 
oder außerhalb des Gesundheitsversorgungssystems (z. B. 
Ökonomie oder Bevölkerung). 
GIBBS (27) arbeitet im Rahmen der Modeling Health Care 
Systems Task des International Institute for Applied Systems 
Analysis (Laxenburg, Österreich) an dem Entwurf eines Mo-
dells für das nationale Gesundheitswesen mit dem Ziel, den 
Planem im Gesundheitswesen eine Entscheidungshilfe an die 
Hand zu geben. Die Projektplanung sieht die Erstellung unter-
einander verknüpfter Teilmodelle vor, die sich auf die Berei-
che Bevölkerung, vorherrschende Krankheiten, medizinischer 
Leistungsbedarf und Leistungsangebot und Leistungsalloka-
tion beziehen. Das Leistungs-Allokations-Teilmodell hat die 
Funktion zu simulieren, wie das Gesundheitsversorgungssy-
stem die begrenzten Ressourcen an die konkurrierenden 
Nachfrager zuteilt. Dementsprechend benötigt es Eingabeda-
ten über Angebot und Nachfrage. 
Das Human Resources Research Center der University of 
Southern California (USA) in Los Angeles (28) entwickelte ein 
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detailliertes Simulationsmodell zur Abschätzung des Perso-
nalbedarfs im Gesundheitswesen. Das Modell besteht aus fünf 
Bestandsgruppen: Individuen, medizinische Versorgungsein-
richtungen, Beschäftigte im Gesundheitswesen und medizini-
sche Ausbildungsinstitutionen. Die fünf Bestandsgruppen ste-
hen in Beziehung auf vier verschiedenen» Märkten«: ambu-
lante Versorgung, stationäre Versorgung, Arbeitskräfte und 
Ausbildung. 
Hauptziel der Modellstudie, bei der zur Formalisierung 
mehrere hundert Gleichungen eingesetzt wurden, war die Un-
tersuchung von Fragestellungen des Arbeitsmarktes für medi-
zinische Berufe. 
HARRIS (31) entwickelte ein statistisches Modell des Ge-
sundheitssystems, bei dem er die Nutzung medizinischer Ein-
richtungen, insbesondere der Krankenhäuser, als Funktionen 
von Angebotsvariablen und Variablen zur Beschreibung be-
stimmter Bevölkerungscharakteristika darstellt. Die vier wich-
tigsten Bevölkerungsvariablen wurden mit Hilfe einer Fakto-
renanalyse auf 21 verschiedenen Variablen mit Daten aus 56 
Counties im Staate New York bestimmt. Im nächsten Schritt 
führte HARRIS eine Multiple Regression durch, bei der er die 
Bevölkerungsvariablen und die Angebots- und Nutzungsda-
ten in Beziehung setzte. Das kausale Modell wurde dann mit 
Hilfe der »Path Analysis« getestet, einer Weiterentwicklung 
des Multiplen Regressionsverfahrens, mit der kausale Effekte 
einer Variablen auf andere Variablen in direkter und über an-
dere Variablen in indirekter Form offengelegt werden können. 
Aus den Ergebnissen folgert HARRIS, daß die Nutzung von 
Krankenhäusern kausal vor allem von Angebotsfaktoren ab-
hängt, und daß der Effekt der Bevölkerungsvariablen auf die 
Auslastung der Krankenhäuser hauptsächlich durch die An-
gebotsvariablen indirekt übertragen wird. Ein Planungsmo-
dell des Gesundheitswesens auf regionaler Ebene wurde von 
KLIMKE (37) entwickelt. Dabei wird das dynamische Verhalten 
regionaler Krankenversorgungssysteme in der Bundesrepu-
blik Deutschland in Form einer Vielzahl vermaschter Rück-
kopplungsschleifen nach der Systems Dynamics Methode be-
schrieben. Mit Hilfe der beiden interdependenten Subsysteme 
»Ambulante Krankenversorgung« mit den Elementen »Pa-
tienten«, »niedergelassene praktische Ärzte« bzw. »niederge-
lassene Fachärzte« und »Stationäre Krankenversorgung« mit 
den Elementen »Patienten«, »Krankenanstalten« (in vier Lei-
stungsstufen), »Krankenhausärzte« und »Pflegepersonal« 
werden Ursache-Wirkungsbeziehungen analysiert. Neben der 
Überprüfung der Wirksamkeit von Maßnahmen zur Erhö-
hung der Allgemeinmedizinerdichte diente die Modellstudie 
der Untersuchung der Verkürzung der Verweildauern in den 
Krankenanstalten. Einige Maßnahmen erwiesen sich in der 
Modellstudie als nicht so wirkungsvoll wie erwartet. 
KORZEN und KUNSTLEBEN (29) zielen mit ihrem Systems Dy-
namics Modell auf einen Teilbereich des Gesundheitswesens, 
den Krankenhausbereich, ab. Sie interessiert nicht so sehr die 
medizinische, sondern die kaufmännische Seite des Kranken-
hausbetriebes. Ausgangspunkt ist ein Betriebsmodell, das sie 
auf die Belange des Krankenhausbetriebes anpassen, indem 
sie das Güterproduktionsprozeßmodell zu einem allgemeinen 
Dienstieistungsprozeßmodell erweitern. Das Systems Dyna-
mics Modell erzeugt kontinuierlich Geschäftsvorfälle, die von 
dem Monitorsystem der Geschäftsbuchhaltung nach den Re-
geln der ordnungsgemäßen doppelten Buchführung verarbei-
tet werden. Auf diese Weise wird pro Periode, d. h. alle 52 Wo-
chen, eine Bilanz und eine Gewinn- und Verlustrechnung aus-
gedruckt. Die Grundlage für das Monitorsystem der Ge-
schäftsbuchhaltung mit dieser im Krankenhaus noch relativ 
neuen Form betriebswirtschaftlicher Informationsbeschaf-
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Tab. I. Übersicht über mathematische Modelle im Gesundheitswesen 
Lfd.Nr. 
1. 
2. 
3. 
4. 
5. 
6. 
7. 
8. 
9. 
10. 
11. 
12. 
13. 
14. 
15. 
Modell/ 
Entscheidungsebene 
Modelltyp Literaturquelle 
Modelle für Problemstellungen auf nationaler Ebene 
Bevölkerungsentwicklung Dynamisches 9 
Feedbackmodell 
Früherkennung von Entscheidungstheo- 20 
Krankheiten rie 
Bewertungsverfahren UtilityTheory 22 
Zusammensetzung von me- LP-Simulation 7 
dizinischem Personal 
Nachfrage nach Kranken- Statistische 23 
hausleistungen Datenanalyse 
Programmbewertung Integer-Program-
mierung 
Seuchenkontrolle Lineare 36 
Programmierung 
Modelle zur regionalen und lokalen Planung 
Nutzung von medizini- Regression - 15 
sehen Einrichtungen in ei- Simulation 
nerRegion 
Gesundheitssystem in Van- Simulation 10 
couverund Quebec 
Health Planning Agency Ökonometrisches 2 
Modell 
Rettungsdienst Simulation 17 
Alkoholikerfürsorge Simulation 8 
N ervenkrankenbehand- Netzplantechnik, 6 
lung PERT 
Regionale Familienpla- Simulation 11 
nungsprogramme 
Regionales Blutbanksy- Simulation 25 
stern 
Grundlegende Problemstellung des Modells 
Analyse der langfristigen Auswirkungen des Bevölke-
rungswachstums und gesundheitspolitischer Maßnah-
men auf das Gesundheitswesen 
Kostenmäßige Bewertung von Programmen für Vor-
sorgeuntersuchungen zur Früherkennung von Krank-
heiten 
Allgemeines Modell zur Bewertung von alternativen 
Behandlungsmethoden und Programmen im Gesund-
heitswesen 
Bewertung der Effektivitätssteigerung von Ärzten 
durch Delegation medizinischer Aufgaben an parame-
dizinisches Personal 
Bestimmung der wichtigen Faktoren der Nachfrage 
nach Krankenhausleistungen in der holländischen Be-
völkerung an Hand empirischer Daten 
Analyse von alternativen Seuchenkontrollprogrammen 
Optimale Kombination von Maßnahmen zur Eindäm-
mung der Tuberkulose in Korea 
Vorhersage von Kapazitätsanforderungen 
Studie des Gesundheitswesens als Bestandteil der so-
zialen Umwelt, Beurteilung alternativer Ressourcenzu-
teilung 
Vorhersage und Bewertung alternativer Politiken in 
Minnesota 
Bestimmung der Standorte und der Anzahl der Ret-
tungswagen in New York City 
Beurteilung alternativer Programme in North Carolina 
Aufgabenplanung für die Betreuung von Nervenkran-
ken in einer Gemeinde 
Prognosen über Bevölkerungsentwicklungen als Infor-
mation für Budgetentscheidungen 
Untersuchung alternativer Lagerhaltungsverfahren zur 
optimalen Versorgung der Krankenhäuser einer Re-
gion mit Blutkonserven durch einen regionalen Blut-
spende-Dienst 
Modelle zur Planung und Ablaufsteuerung in medizinischen Versorgungseinrichtungen 
16. Auslastung von gynäkolo-
gischen Operationssälen 
17. Einsatzplanung für Kran-
kenschwestern 
18. Patientenaufnahme 
19. Planung von Operationssä-
len 
20. Apothekenlagerhaltung 
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Empirisch heuristi-
sches Verfahren 
Integer-Program-
mierung 
Heuristisches Ver-
fahren - Simulation 
Simulation 
Lagerhaltungsmo-
deli 
13 
24 
16 
18 
19 
Heuristisches Verfahren zur besseren Auslastung der 
Kreißsäle durch Ansetzung zusätzlicher gynäkologi-
scher Eingriffe im Stanford University Hospital 
Optimale Dienstpläne für Krankenschwestern unter 
Berücksichtigung ihrer Präferenzen 
Alternative Verfahren zur Aufnahme von Patienten in 
Abhängigkeit vom Belegungsgrad des Krankenhauses 
Planung von zusätzlichen Operationssälen auf Grund 
erweiterter Bettenkapazität 
Verfahren zur Bestimmung der optimalen Bestellmen-
gen in einer Krankenhausapotheke 
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Lfd.Nr. Modell/ 
Entscheidungsebene 
Modelltyp Literaturquelle Grundlegende Problemstellung des Modells 
21. Organisationsplanung im Simulation 5 
Labor 
22. Patientendurchlaufsteue- Zuordnungspro- 4 
rung blem (Branch and 
Bound) 
fung wurde durch die Einführung des kaufmännischen Rech-
nungswesens in allen bundeseigenen und kommunalen Kran-
kenhäusern der Bundesrepublik Deutschland zum 1.1.1978 
geschaffen. 
Das System Dynamics-Modell kann zu einem interaktiven 
Planspiel für Krankenhausverwaltungsfachleute erweitert 
werden, mit dem sich die sachlichen und zeitlichen Zusam-
menhänge der betriebswirtschaftlichen Probleme im Kran-
kenbetrieb demonstrieren lassen. 
Bereits mehrfach in der Praxis eingesetzt wurde das Klinik-
Management-Planspiel KLIMA-I, das von R. MEYER (30) in 
Form eines Regelkreismodells entwickelt wurde. Ergebnisva-
riablen des Modells sind die Aufnahmen bzw. Rückweisun-
gen, der Belegungsgrad, die trotz Vollbelegung aufgenomme-
nen Notfälle, Anteil der schlecht ausgenutzten Betten durch 
überlange Verweildauern, die Verweildauer selbst, Gewinn, 
Verlust und Kostendeckung, Nutzungskosten je Patient und 
Qualität (Leistungsniveau ). 
In der Tabelle I sind weitere mathematische Modelle für 
Gesundheitssysteme zusammenfassend dargestellt. Eine sol-
che Zusammenstellung kann natürlich nicht den Anspruch auf 
Vollständigkeit erheben, sondern dient nur zur Vermittlung 
der Vielfältigkeit der Problemstellungen aus dem Bereich des 
Gesundheitswesens, die sich für Modellstudien eignen. 
4. Schwierigkeiten der Modellbildung im Gesundheitswe-
sen und Kritik an den bestehenden Modellen 
Das grundlegende Problem bei einer quantitativen Modellstu-
die auf dem Gebiet des Gesundheitswesens besteht in der De-
finition von Zielkriterien. Da man in der Regel ein Modell zur 
Optimierung oder wenigstens zur Verbesserung des untersuch-
ten Systems entwickelt, muß die Frage geklärt werden, wie die 
Optimalität zu messen ist, bzw. nach welchen Größen opti-
miert werden soll. Bei Modellen zur Planung und Ablaufsteue-
rung in medizinischen Versorgungseinrichtungen lassen sich 
solche Größen sehr oft ohne Schwierigkeiten finden (z. B. Pa-
tientenwartezeiten, Auslastung von Operationssälen, Überal-
terungvon begrenzt haltbaren Arzneimitteln etc.). Will man je-
doch bestimmte medizinische Verfahren oder Programme im 
Gesundheitswesen auf nationaler bzw. regionaler Ebene ver-
gleichen, steht man vor dem Problem der Bewertung des Ge-
sundheitszustandes von Menschen. Es ist aber der Forschung 
bisher noch nicht gelungen, allgemein akzeptierte Gesund-
heitsindizes zu definieren. 
Eine weitere Schwierigkeit tritt sehr häufig schon am An-
fang einer Modellstudie auf, wenn man auf Datenbeschaf-
fungsprobleme stößt. Zwar werden auf Grund von gesetzli-
chen Bestimmungen eine Vielzahl von Daten im Gesundheits-
wesen gesammelt, jedoch liegen diese häufig mangelhaft auf-
bereitet, sehr unstrukturiert, schwer zugänglich und nicht sel-
ten lückenhaft vor. 
Die Voraussetzung für die Verwendung von Modellen als 
Testen von vier verschiedenen Laborausstattungen un-
ter Kostengesichtspunkten 
Reihenfolgebestimmung und Terminzuweisung für 
den Durchlaufvon Patienten durch die verschiedenen 
Leistungsstellen im Krankenhaus 
Entscheidungshilfen in der Planungspraxis ist die Validität der 
Modelle. Der Aussagewert von Modellstudien ohne eine Vali-
ditätsprüfung wäre weder hoch noch niedrig zu veranschlagen 
- er wäre überhaupt nicht abschätzbar (HARBORDT (34». 
FISHMAN unterstreicht dies mit den folgenden Worten: »Befo-
re an investigator claims that his simulation model is a useful 
tool for studying behavior under new hypothetical conditions, 
he is weil advised to check its consistency with the true system, 
as it exists before any change is made. The success ofthis vali-
dation establishes a basis for confidence in the results that the 
model generates under new conditions. Mter all, if a model 
cannot reproduce system behavior without change, we hardly 
expect it to pro du ce truly representative results with change« 
((38), S. 328 f.). 
Die Unerläßlichkeit der Validitätsprüfung von Modellen ist 
jedoch eine relativ neue Erkenntnis und wird in den meisten 
Modellstudien völlig übersehen. Dadurch ist die Einsetzbar-
keit vieler mathematischer Modelle für praktische Planungs-
probleme sehr eingeschränkt. 
Oft werden die Modelle von Wissenschaftlern isoliert entwik-
kelt, ohne die Erfahrungen und Zielvorstellungen der Prakti-
ker in dem untersuchten System mit zu berücksichtigen. Da-
durch gehen viele Modelle an den Erfordernissen für eine 
praktische Problemlösung vorbei. 
Wegen der Komplexität des Gesundheitssystems ist eine 
realitäts nahe Modellbildung in Form von Globalansätzen nur 
begrenzt möglich, so daß die Makromodelle auf nationaler 
Ebene immer auf Kritik treffen werden. Das bedeutet nicht, 
daß Makromodelle als überflüssig anzusehen sind, jedoch 
sollten die Modellergebnisse nicht überbewertet werden. Die-
se Klasse von Modellen stellen in der Regel deskriptive Mo-
delle dar, die qualitative Aussagen ermöglichen, jedoch keine 
genauen quantitativen Ergebnisse liefern können. Das liegt 
darin begründet, daß sie häufig nicht auf empirischer Basis 
entwickelt wurden (z. B. Modelle nach Systems Dynamics 
Konzept nach FORRESTER) und die Realität stark simplifizie-
ren. Makromodelle mit globaler Fragestellung sind keine Opti-
mierungsmodelle und können auch keine verläßlichen Pro-
gnosen liefern. Dennoch haben auch diese Modelle ihre Be-
rechtigung, sofern man sich darauf beschränkt, sie für Unter-
richts- und Demonstrationszwecke einzusetzen, jedoch nicht 
zur Entscheidungsfindung. Vielversprechender als Entschei-
dungshilfen sind dagegen Modelle mit spezieller Zielrichtung, 
selbst auf der Ebene nationaler Gesundheitspolitik, sofern 
eine klare Definition der Problemstellungen und Antworten, 
die das Modell liefern soll, vorliegt. Ein gelungenes Beispiel 
dafür ist das Modell von FELDSTEIN u. a. (36), bei dem es um die 
Ressourcenverteilung in der Tuberkulosebekämpfung in Ko-
reaging. 
Die Einsetzbarkeit von mathematischen Ansätzen in der 
Planungspraxis des Gesundheitswesens ist nicht nur abhängig 
vom Modellverständnis des Benutzers, sondern auch von der 
Benutzerfreundlichkeit der Modelle. Benutzerfreundlichkeit 
im Routinebetrieb bedeutet, daß die Modelle im on line-Be-
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trieb am Bildschirm eingesetzt werden können und über für 
den Planer leicht verständliche Dialogfunktionen verfügen. 
Hinweise zur Benutzerfreundlichkeit finden sich in der Sy-
stems Dynamics-Modellstudie von KORZEN und KUNSTLEBEN 
(39). 
Die eben genannten Probleme führten dazu, daß die anfäng-
lich definierten Zielvorstellungen bei vielen Modellstudien 
nicht realisiert werden konnten. Besonders aus diesem Grund 
wurden mathematische Modelle als Entscheidungshilfen für 
tatsächliche Planungsentscheidungen im Gesundheitswesen 
bisher nicht sehr häufig eingesetzt. Es stellt sich deshalb die 
Frage, ob die Schwierigkeiten bei der Erstellung und dem 
praktischen Einsatz von mathematischen Modellen in der Pla-
nung und Ablaufsteuerung von medizinischen Versorgungs-
einrichtungen tatsächlich so unüberwindlich sind, als daß sie 
von den Entscheidungsträgern erst gar nicht in Betracht gezo-
gen werden sollten. 
Einige Entwicklungen lassen allerdings eine positivere Aus-
sage zu. Wie aus der Literatur zu entnehmen war ((14), (40)), 
wird intensiv an Definitionen für Gesundheitsindizes gearbei-
tet. Solche Indizes würden die praktische Verwendbarkeit vie-
ler quantitativer Modelle wesentlich verbessern. Der fort-
schreitende Einzug von Computern - auch in die medizinische 
Versorgung und öffentliche Planung und die damit verbunde-
ne Verbesserung der Qualität und der Verfügbarkeit von medi-
zinischen und verwaltungsbezogenen Daten - wird das Daten-
problem bei der Erstellung von mathematischen Modellen er-
heblich verringern. Schließlich ist zukünftig bei den Entschei-
dungsträgern im Gesundheitswesen eine größere Aufge-
schlossenheit gegenüber quantitativen Modellen zu erwarten, 
wenn jüngere Leute, die während ihrer Ausbildung mit mathe-
matischen Entscheidungsmodellen in Berührung gekommen 
sind, in verantwortliche Positionen aufrücken werden. 
5. Ausblick: Hinweise zur Modellbildung von Gesundheits-
systemen 
Die im Abschnitt 4 genannten Schwierigkeiten werden sicher-
lich nicht dazu führen, daß in Zukunft weniger Planungs- und 
Allokationsmodelle im Gesundheitswesen entstehen. Im Ge-
genteil sollten Entwicklungen wie der zunehmende EDV-Ein-
satz mit einer Verbesserung der Verfügbarkeit von Planungs-
daten oder das wachsende Verständnis für Modelle als Ent-
scheidungshilfen diese Tendenz sogar verstärken. Sollen die 
Modellstudien nicht nur akademischen Wert besitzen, so sind 
die folgenden Gesichtspunkte bei der Entwicklung von Pla-
nungs- und Allokationsmodellen im Gesundheitswesen zu be-
achten: 
- Modelle können als Entscheidungshilfe für grundsätzliche 
politische Entscheidungen, für die Planung und für die Ab-
laufsteuerung im Gesundheitswesen eingesetzt werden; je-
doch dürfen die einzelnen Zielrichtungen nicht miteinander 
vermischt werden. 
- Es gibt bereits adäquate und damit nützliche Modelle für ein 
weites Spektnim von Ablaufsteuerungsproblemen (institutio-
nale Planung), für bestimmte Planungsprobleme auf lokaler 
und regionaler Ebene, jedoch nur für einige wenige Aspekte 
des Gesundheitswesens auf nationaler Ebene. 
- Aus dem ebengenannten Grunde sollten Modellstudien für 
die Planung in der Regel nicht als Globalansatz sondern unter 
klar umrissenen Fragestellungen durchgeführt werden. Sie 
können aber dann auch nur als Entscheidungshilfe für diese 
Aspekte herangezogen werden. 
- Die Planer und Administratoren im Gesundheitswesen soll-
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ten bei der Modellentwicklung als zukünftige Modellanwen-
der intensiv beteiligt werden. 
- Die Validitätsprüfung ist als unbedingt notwendiger Be-
standteil jeder Modellstudie anzusehen. In dem Zusammen-
hang sind auch die Modellgrerizen und die vereinfachenden 
Modellannahmen offenzulegen. 
Nur Modelle, für die Validität hinreichend genau nachgewie-
sen wurde, sind in der Planungspraxis einsetzbar. 
- Für die Modellentwicklung, Modellvalidierung und schließ-
lich die Modellexperimente sollten empirische Daten heran-
gezogen werden. Die Genauigkeit dieser Daten muß klarge-
stellt werden. 
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Gewinnung von Herzmaßen aus Thorax-Röntgenaufnahmen durch 
Fourieranalyse 
G. Schoknecht und M. Khatib* 
Zusammenfassung 
Eine analytische Darstellung der aus Schirmbildaufnahmen 
abgelesenen Herzkontur ist speziell bei der Auswertung von 
epidemiologischen Longitudinal- und Interventionsstudien von 
Bedeutung, da auftretende Formveränderungen mit automati-
schen Methoden erkennbar werden. Durch Anwendung eines 
Mittelwertverfahrens bei Fourieranalysen lassen sich Herzkon-
turen mit einer kleinen Zahl von FourierkoeJfizienten gut dar-
stellen. Die gewonnenen Darstellungen eignen sich zur Gewin-
nung von Größen- und Formkriterien bei der Beurteilung von 
*Institut für Sozialmedizin und Epidemiologie des Bundesgesund-
heitsamtes, Fachgebiet Medizinische Physik 
Herzvergrößerungen. Für vergleichende Aussagen ist es not-
wendig, die Beurteilungsgrößen auf die Thoraxabmessungen 
zu beziehen. 
Summary 
An analytical presentation of the heart contour derived from 
screen photographs is of special importance for the evaluation 
of epidemiologie longitudinal and intervention studies, because 
occuring outline changes can be recognized with automatie 
methods. Using a medium value method in Fourieranalysis the 
heart contours can be weil described with a small number of 
FouriercoeJficients. The resulting presentations are suited to 
get criteria of size and shape for the classification of dilata-
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tions. For comparative jindings it is necessary to relate the 
classification criteria to the thoracic dimensions. 
Einleitung 
Die Gewinnung quantitativ vergleichbarer Angaben aus Rönt-
genaufnahmen ist wünschenswert, wenn serienmäßige Bild-
auswertungen nach einheitlichen Gesichtspunkten durchzu-
führen sind. Das gilt für die klinische Praxis zur Festlegung 
von Normwerten in gleicher Weise wie für präventivmedizini-
sche oder epidemiologische Studien. Trotz der heute durch die 
elektronische Datenverarbeitung gegebenen Möglichkeiten 
finden quantitative Bildauswertungen nur in sehr geringem 
Umfang Anwendung. Wesentlicher Grund dafür ist der außer-
ordentlich hohe Informationsgehalt eines Röntgenbildes, der 
entsprechende Datenspeicherkapazitäten verlangt, falls alle 
vorhandenen Informationen zur Auswertung gelangen sollen. 
Zur Beantwortung spezieller radiologischer Fragestellun-
gen läßt sich der rechen technische Aufwand verringern, wie 
die Arbeiten über die halb- oder vollautomatische Vermessung 
des Herzens bzw. des linken Ventrikels bei Kontrastmittelauf-
nahmen (z. B. BECKER et al. 1964, SCHELBERT et al. 1972, TASTO 
1974, SPIESBERGER und TASTO 1974/5) zeigen. Obwohl es sich 
bei den zitierten Verfahren um rein geometrische Vermessun-
gen handelt, ist eine Auswertung der Schwärzung des Rönt-
genbildes zur automatischen Erkennung der Herz- bzw. Ven-
trikelkontur notwendig, die nur mit bedeutendem technischen 
Aufwand gelingt. 
Bei der Anwendung von Bildauswertungsverfahren für epi-
demiologische Zwecke ist zu berücksichtigen, daß die Mög-
lichkeiten zur Erkennung von Herzkrankheiten allein nach 
Röntgenaufnahmen des Thorax sehr begrenzt sind (MoRToN 
et al. 1959), da bereits normale Herzkonturen einen breiten Va-
riationsbereich haben. Dagegen eignen sich Thoraxaufnah-
men hervorragend zur Beobachtung von zeitlichen Verände-
rungen der Herzgröße und -form bei bekannter Diagnose. 
Herzvermessungen kann daher hohe Bedeutung bei epidemio-
logischen Longitudina1- und Interventionsstudien zukommen. 
Um den technischen Aufwand bei der Bildauswertung klein 
zu halten, wird man häufig auf vollautomatische Auswertun-
gen verzichten müssen. Anzustreben ist jedoch eine Abspei-
cherung der Herzkontur mit Hilfe der elektronischen Daten-
verarbeitung, damit weitere Auswertungen und spätere Ver-
gleiche durchführbar sind. Die Genauigkeit der Konturbe-
schreibung muß die Erkennung der einschlägigen Konturkri-
terien zulassen, wie sie z. B. von KRUGER et al. (1972) angege-
ben wurden. Als eine geeignete Methode hat sich die Fourier-
analyse erwiesen (SPIESBERGER und TASTO 1975/6). 
Die Darstellung der Herzkontur erfordert im allgemeinen 
eine große Anzahl von Fourierkoeffizienten, damit künstlich 
hervorgerufene Wellungen infolge des Abbrucheffektes nicht 
auftreten. Zur Reduzierung der Anzahl der Fourierkoeffizien-
ten und damit des Datensatzes für die Konturdarstellung wird 
im folgenden versucht, eine Verbesserung der Fourierdarstel-
lung durch geeignete Mittelwertbildung zu finden, bei deren 
Anwendung nur eine kleine Zahl von Fourierkoeffizienten be-
nötigt wird. 
Aus der Fourierdarstellung lassen sich zahlreiche Form-
und Größenkriterien ableiten, ohne jedesmal die verhältnis-
mäßig aufwendige Digitalisierung der Röntgenaufnahmen zu 
wiederholen. Einige Kriterien, die sich zur Beurteilung einer 
eventuell vorliegenden Herzvergrößerung eignen, werden dar-
gestellt. Dabei zeigte sich die Notwendigkeit, die Bewertungs-
größen auf die Größe des Thorax zu beziehen, um die Aufnah-
men verschiedener Probanden quantitativ zu vergleichen. 
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Grundlagen 
Jede periodische Funktion hex) mit der Periode 1, die quadra-
tisch integrierbar ist, läßt sich durch eine Fourierreihe darstel-
len 
00 
hex) 1: Hke2"ikx (1) 
k= -00 
mit 
1/2 
HK \ hex) e-2"ikxdx (2) 
-1/2 
wobei k die Wellenzahl pro Längeneinheit ist. 
Anstelle von Gl.(1) kann man auch schreiben 
00 
hex) H(k) e2"ikx dk = F- I H(k) (3) 
- 00 
falls 
H(k) dk = Hk für k ganzzahlig 
und es gilt 
1/2 
H(k) \ h(x)e-2"ikx dx 
-1/2 
00 
h(x) e-2"ikx dx = Fh(x) (4) 
- 00 
falls hex) = 0 gesetzt wird für lxi > 1/2. 
Man bezeichnet H(k) auch als Fouriertransformierte (Sym-
bol F) von hex) und entsprechend hex) nach Gl.(3) als Fourier-
inverstransformierte (Symbol F- 1) von H(k). k ist dabei die 
Variable im Fourierraum. 
Bei numerischen Berechnungen der Fourierreihe nach 
Gl.(l) bzw. (3) kann man stets nur eine endliche Anzahl von 
Summanden berücksichtigen. Daher ist immer Ikl ::; kg, wobei 
kg die Summations- bzw. die Integrationsgrenze bezeichnet. 
Zur Untersuchung des Einflusses dieses Grenzwertes auf die 
Fourieranalyse ist es zweckmäßig, eine Grenzwertfunktion 
G(k) einzuführen 
G(k) = { 1 für Ikl ::; kg 
o fürlkl > kg (5) 
Anstelle von hex) läßt sich bei endlichem kg-Wert nur eine 
Funktion hix) berechnen, die gegeben ist durch 
(6) 
Aus Gl.(6) folgt nach dem Faltungstheorem der Fourier-
transformierten 
(7) 
wenn man mit g(x) die Fourierinverstransformierte von G(k) 
bezeichnet. *ist das Symbol für das Faltungsprodukt. Für g(x) 
gilt 
g(x) e2nikx dk = _1_ sin 2nk x 
nx g 
(8) 
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Abb. I. Darstellung der Inverstransformierten der Grenzwertfunktion 
g und der gemittelten Grenzwertfunktion g. 
g(x) ist eine periodische Funktion, deren Amplitude mit dem 
Faktor 1/nx abnimmt. Die Welligkeit von g(x) ruft entspre-
c~end G1.(7) auch eine Wellig~eit der Funktion hl:,,) hervor, 
dIe als Abbrucheffekt bekannt 1St. Nur im Fall des Ubergangs 
der Funktion g(x) in eine ö-Funktion verschwindet der 
Abbrucheffekt völlig. 
Im folgenden soll ein Weg zur Verringerung der Welligkeit 
infolge des Abbrucheffektes bei der Fourieranalyse aufgezeigt 
werden, ohne dabei den Grenzwert kg zu verschieben. Zur Ver-
anschaulichung ist in Abb. 1 zunächst g(x) für kg = 5 im Be-
reich 0 < x ::5 1 dargestellt. 
Berechnet man die Fourierreihen nach G1.( 1) unter Verwen-
dung der reellen Darstellung 
~ (9) 
k=l 
wobei kg die Werte 1 ,2, .. ,n annimmt, so gilt entsprechend G1.(7) 
jeweils 
hl(x) hex) *gl(x) 
(10) 
hn(x) hex) *gn(x) 
Aus den Funktionen hg nach G1.( 1 0) läßt sich der Mittelwert 
fi(x) bilden 
1 n 1 n 
fi(x) = - 1: hlx) = hex) *- 1: gi(X) = hex) *g(x) 
n i= 1 n i= 1 
(11 ) 
wobei g(x) den Mittelwert der Funktionen gi(X) bezeichnet. 
Bei der Mittelwertbildung nach G1.(11) tritt eine Faltung 
von hex) mit der Funktion g(x) ein. g(x) weist gegenüber g(x) in 
G1.(~) eine~ völlig verschiedenen Verlauf auf. Für den Fall kg 
= 51St g(x) In Abb. 1 dargestellt. Man erkennt das nahezu voll-
ständige Verschwinden der Nebenmaxima, während das 
Hauptmaximum einen der Gaußfunktion ähnlichen Verlauf 
annimmt. Es ist daher zu erwarten, daß auch fi(x) keine Wellig-
keit infolge des Abbrucheffektes mehr aufweist. 
Bei dem Mittelwertverfahren ist also mit der Fourierreihe 
anstelle der Funktion hg(x) die Funktion fi(x) zu berechnen, die 
gegeben ist durch 
n 
fi(x) = aol2 + 1: (äkcos2nkx + Dksin2nkx) (12) 
k=1 
wobei gilt 
1/2 
äo = ao = 2 \ hex) dx 
-1/2 
_ n-k+ 1 n-k+ 1 1/2 
ak= ak- 2 \ h(x)cos2nkxdx (13) 
n - n -1/2 
hex) sin 2nkx dx 
Als Beispiel für die Unterschiede von Fourieranalysen nach 
dem üblichen und dem geschilderten Mittelwertverfahren ist 
eine Stufenfunktion gewählt, die gegeben ist durch 
hex) = { 
15 für 0 < x < 1/2 
-15 für 112 < x < 1 
o sonst 
Zur Durchführung der Rechnungen wurde hex) im Bereich 
von 0 bis Idurch 80 äquidistante Stützpunkte dargestellt. Die 
ermittelten Fourierkoeffizienten ak und bk bzw. äk und Dk sind 
in Tab. 1 für kg = 5 zusammengestellt. Eine graphische Dar-
stellung der beiden Funktionen hg(x) und fi(x) gibt Abb. 2. 
Während hg(x) wegen des Abbrucheffektes eine starke Wellig-
keit aufweist, zeigt fi(x) erwartungsgemäß einen glatten Ver-
lauf. Diese glatte Näherungsdarstellung bietet in zahlreichen 
Anwendungsfällen Vorteile gegenüber der wellenförmigen 
Näherung. 
Tab. I . Fourierkoeffizienten zur Darstellung von h g und h für eine Stu-
fenfunktion. 
k ak bk äk bk 
0 0 0 
1 0,0304 19,0983 0,0304 19,0983 
2 0 -0,0011 0 -0,0009 
3 0,0302 6,3395 0,0181 3,8037 
4 0 -0,0023 0 -0,0009 
5 0,0300 3,7717 0,0060 0,7543 
Abb. 2. Fourierdarstellung einer Stufenfunktion durch hs und nach 
dem Mittelwertverfahren durch h. 
20 
Or-------------~~---------, 
-x 
-10 
-20 
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Darstellung der Herzkontur und Herzmaße 
Bei der quantitativen Beurteilung von Herzgröße und -form er-
heben wir die Forderung, nur Daten und Konturen zu benut-
zen, die aus Röntgenaufnahmen direkt ablesbar sind. Da im 
allgemeinen wegen der Strahlenbelastung nur eine Röntgen-
aufnahme des Thorax in posterio-anteriorem Strahlengang 
zur Verfügung steht, müssen alle Informationen ohne Spekula-
tionen über die nicht erkennbare dritte Dimension zu gewin-
nensem. 
Weit verbreitet zur quantitativen Beurteilung der Herzgröße 
ist die Verwendung des Herz-Thorax-Verhältnisses v (ZDANS-
KY und BOYD 1965), das gegeben ist (vgl. Abb. 3a) durch 
Dabei ist dr der größte Durchmesser der rechten und d l der 
linken Herzseite bezogen auf die Mittellinie ML; d ist der 
Durchmesser des Thorax. 
Die Größe v hat den Vorteil, genügend genau bestimmbar zu 
sein, da rechter und linker Herzrand meist deutlich sichtbar 
sind. Nachteilig ist, daß weder die vertikale Ausdehnung des 
Herzens noch die des Thorax in das Herz-Thorax-Verhältnis 
eingehen. Bei der Berücksichtigung der vertikalen Abmessun-
gen ergeben sich Schwierigkeiten, da die obere Herzbegren-
Abb. 3a. Meßwerte zur Bestimmung des Herz-Thorax-Verhältnisses. 
Abb. 3b. Meßgrößen und Bezeichnungen zur erweiterten Beurteilung 
von Herzgröße und -form. 
3a 
ML 
3b 
ML 
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zung infolge des Wirbelsäulenschattens auf Thoraxaufnah-
men nur unvollkommen und die untere Herzbegrenzung we-
gen des Zwerchfellschattens gar nicht erkennbar ist. Die obere 
Begrenzung der Lungenflügel ist dagegen gut zu beurteilen. 
Zur erweiterten Beurteilung von Herzvergrößerungen wäh-
len wir geometrisch eindeutig definierbare Punkte, wie die Flä-
chenschwerpunkte von rechter und linker Herzfläche SrCx"Yr) 
bzw. S!CXI,yI) und der Gesamtherzfläche S(xs,ys)' Ferner dienen 
die Angaben der rechten und linken Herzfläche Fr bzw. FI und 
deren Summe F als Beurteilungsgrößen. 
Zur Berechnung ist die Einführung eines rechtwinkligen 
Koordinatensystems zweckmäßig, dessen x-Achse mit der 
Mittellinie ML zusammenfällt und dessen Ursprung 0 durch 
die Lage des Apex der Lungenflügel gegeben ist. Sollten rech-
ter und linker Lungenflügel unterschiedliche obere Begren-
zungen aufweisen, wird der Mittelwert (s. Abb. 3b) zur Festle-
gung des Ursprungs 0 gewählt. Die y-Achse rallt dann mit der 
oberen Begrenzung eines Rechtecks zusammen, das die äuße-
re Thoraxbegrenzung beschreibt. Die eine Seitenlänge d des 
Rechtecks ist durch die Ausdehnung der Lungenflügel in Hö-
he des Zwerchfellschattens gegeben und die andere Seitenlän-
ge 1 durch den Abstand des Schnittpunktes der linken äußeren 
Lungenkontur mit dem Zwerchfellschatten (Punkt D) von der 
y-Achse. 
In die Beschreibung der Herzkontur beziehen wir die Ge-
fäßregion mit ein, da diesen Teilen wichtige diagnostische Be-
deutung zukommt (KRUGER et al. 1972). Als oberer Kontur-
rand dient die waagerechte Verbindung (Länge do ) von rechter 
Tab. 2. Fourierkoeffizienten zur Darstellung der Herzkontur, berech-
nete Schwerpunkte und Herzflächen und relative Beurteilungsgrößen. 
Fourierkoeffizienten : 
rechte Herzkontur linke Herzkontur 
k 
0 
I 
2 
3 
4 
5 
äk bk äk 
mm mm mm 
-4,8833 12,6333 
2,2329 1,1911 -1,6073 
0,7859 0,0154 -2,1452 
0,2710 0,0503 -1,1818 
0,1266 0,0073 -0,5948 
0,0623 -0,0038 -0,2575 
Flächenschwerpunkte und Flächen : 
35,2mm 
-2,8mm 
210mm2 
Xs 37,Omm 
Ys 4,7mm 
F 752mm2 
d 66,5mm 
I 66,Omm 
bk 
mm 
-7,2730 
-1,2547 
-0,5925 
-0,1827 
-0,0881 
37,8mm 
7,5mm 
542mm2 
Relative Beurteilungsgrößen : 
x/I= 0,53 
y/d= -0,042 
F/d-I= 0,048 
x/I = 0,56 
y/ d= 0,071 
F/ d'l= 0,171 
xll= 0,57 
yld= 0,113 
Fl/ d'l = 0,123 
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Abb. 4a. Wiedergabe einer Herzkontur durch Fourieranalyse (kg = 5), 
der Stützpunkte und der berechneten Schwerpunkte. 
Abb. 4b. Wiedergabe einer Herzkontur nach dem Mittelwertverfahren 
(n = 5), der Stützpunkte und der berechneten Schwerpunkte. 
y 
x 
(kr) und linker (kl ) Herzkontur oberhalb des Aortenbogens. 
Der untere Herzabschluß ist durch das Lot auf die Mittellinie 
bzw. die x-Achse (Punkt B) durch den Schnittpunkt der linken 
Herzkontur mit dem Zwerchfellschatten (Punkt A) gegeben. 
Verbindet man den Schnittpunkt der rechten Herzkontur kr 
mit dem Zwerchfellschatten (Punkt C) mit dem Punkt B, so er-
hält man eine geschlossene Kurve der Herzkontur. 
Die Herzkonturkurve wird durch manuelle oder automati-
sche Koordinatenablesung aus dem Schirmbild digitalisiert. 
Die Koordinatenwerte dienen als Stützpunkte zur Durchfüh-
rung getrennter Fourieranalysen für die Konturkurven rechts 
und links der Mittellinie. Das Ergebnis einer derartigen Analy-
se ist beispielhaft in den Abb. 4a und 4b wiedergegeben. Abb. 
4a enthält das automatisch gezeichnete Ergebnis der Fourier-
analyse für kg = 5 nach G1.(9) und Abb. 4b die entsprechende 
Darstellung fürn = 5 nach G1.(12). Eingetragen sind die Stütz-
punkte, deren Koordinaten in die Analyse eingegangen sind. 
Man erkennt deutlich in Abb. 4a die bildverfälschenden Wel-
lungen infolge des Abbrucheffektes bei zu geringer Koeffi-
zientenzahL Dagegen ist in Abb. 4b bei Anwendung des Mit-
telwertverfahrens der Konturverlauf geglättet. 
Mit Hilfe der Fourierkoeffizienten ao lassen sich sofort die 
Flächenanteile Fb Fr und F angeben. Zur Bestimmung der 
Schwerpunktskoordinaten ist die Verwendung der durch die 
Fourieranalyse gegebenen analytischen Konturdarstellung 
notwendig. In Tab. 2 sind die Fourierkoeffizienten der Dar-
stellung nach Abb. 4b, die Schwerpunktkoordinaten und die 
Flächenanteile zusammengestellt. Aus diesen Werten lassen 
sich relative Beurteilungskriterien ableiten, die gegeben sind 
durch die x-Werte der Flächenschwerpunkte bezogen auf die 
Thoraxhöhe 1, die entsprechenden y-Werte bezogen auf den 
Thoraxdurchmesser d und die Flächen bezogen auf das Tho-
raxrechteck dl Diese Größen sind unabhängig von der Ver-
kleinerung des Röntgenschirmbildes und können zu Verglei-
chen der Herzausdehnungen dienen. 
Über die vorliegenden Auswertungsergebnisse an Prob an-
dengruppen bei epidemiologischen Studien wird an anderer 
Stelle berichtet. 
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Beiträge zur Erfassung der phänotypischen Stabilität 
I. Vorschlag einiger auf Ranginformationen beruhenden 
Stabilitätsparameter 
Von M. Hühn 
Zusammenfassung 
Zur quantitativen Eifassung der phänotypischen Stabilität von 
Genotypen in verschiedenen Umwelten werden einige auf 
Ranginformationen beruhende neue Stabilitätsparameter ent-
wickelt und diskutiert. Hierzu werden die Meßwerte der m Ge-
notypen jeweils in jeder der n Um welten in Ränge transfor-
miert. Sei rij der Rang des Genotyps i in der Umweltj (i = 1,2 
. . . , m;j = 1,2 ... , n). Dann kann man einen Genotyp als sta-
bil ansehen, dessen Rangzahlen in den verschiedenen Umwel-
ten einander möglichst ähnlich sind. Eine Maßzahl jilr die 
Ähnlichkeit bzw. Verschiedenheit der Rangzahlen rijje Zeile = 
Genotyp könnte dann als Stabilitätsparameter verwendet wer-
den. 
Hierfor bieten sich verschiedene Maßzahlen an - und es 
wurden in der vorliegenden Arbeit die in den Formeln (2), (3), 
(4), (5), (6) und (7) angegebenen Ausdrücke näher untersucht. 
Diese sechs Parameter werden - zusammen mit der Ökova-
lenz, der Sorten varianz und dem Sorten- VariationskoejJizien-
ten - jilr ein numerisches Anwendungsbeispiel von 20 Sorten 
und 10 Orten einer Winterweizen- Wertprüfung des Bundessor-
tenamtes berechnet. Danach läßt sich dann die Äimlichkeit 
bzw. Verschiedenheit der auf diese Weise erhaltenen unter-
schiedlichen Sortenrangfolgen bezüglich Stabilität mit Hilfe 
von RangkorrelationskoejJizienten vergleichen. Eine Veröffent-
lichung der statistischen Eigenschaften der verschiedenen 
Maßzahlen sowie der daraus abgeleiteten Signijikanztests jilr 
Stabilitätsvergleiche zwischen den Genotypen ist in Vorberei-
tung. 
Summary 
To estimate phenotypic stability of genotypes in different envi-
ronments quantitatively some new stability parameters, which 
are based upon rank-information, have been developed and 
discussed. 
For this the values of the m genotypes must be transformed 
into ranks in each of the n environments separately. We deno-
te: rij = rank ofthe genotype i in the environmentj (i = 1,2 
... , m;j = 1,2, ... , n). 
Then a genotype may be considered to be stable, if its ranks 
between the different environments are as similar as possible. 
Each statistic for the similarity resp. dissimilarity of the ranks 
in each row = genotype may be used as astability parameter. 
For this different statistics may be employed - and we have 
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studied: 
2 L Irij-rij·1 
j <j' 
S pl = -"----n.::-en--7:1 ) __ _ 
L Irij-rij'12 
S(2l = J_' _<_j_' __ _ 
I L Irij-rij.1 
j<j' 
n n 
n· L 1 L j = 1 (rij-n j = 1 ril 
S?l = -----------
S(5l= .!. 
1 n 
n 
L j = 1 
n 
L rij 
j = 1 
I r-.!. 1J n 
These six statistics = stability parameters and, additionally, 
the ecovalence, variance and coejJicient of variation have been 
computed for a numerical example of 20 varieties and 10 loca-
tions from a winter-wheat trial of the German »Bundessorten-
amt«. The similarity resp. dissimilarity of the different stability 
rank-orders of the varieties - obtained by the different statistics 
- had been discussed using Spearman 's rank correlation coejJi-
cient. A publication of the statistical properties of the different 
statistics as weil as tests of signijicance for stability - compari-
sons between the genotypes is in preparation. 
1. Einleitung 
Bestehende Genotyp-Umwelt-Wechselwirkungen sind die 
Ursache unterschiedlicher Rangfolgen der Genotypen in den 
einzelnen Umwelten. Aus der statistisch-biometrischen Litera-
tur sind verschiedene Ansätze zur weiteren Aufteilung dieser 
Genotyp-Umwelt-Wechselwirkungen bekannt (für Literatur-
hinweise siehe z. B. : GEIDEL (1971), UTZ (1972) und FREEMAN 
(1973)). Ihre Anwendung führte dazu, daß in der pflanzenbau-
lichen und pflanzenzüchterischen Fachliteratur eine ganze 
Reihe von Parametern zur Schätzung der phänotypischen Sta-
bilität von Genotypen sowie der Eignung von Umwelten für 
die Selektion vorgeschlagen und in den letzten Jahren intensiv 
diskutiert worden sind. 
Daher soll hier auf eine Darstellung dieser verschiedenen 
Ansätze verzichtet werden - und es sei lediglich auf einige zu-
sammenfassende Arbeiten verwiesen : WRICKE (1965), 
SCHNELL (1967), HANsoN (1970), MÜNZER (1972), UTZ (1972), 
WOLFRAM (1973), FREEMAN (1973), WEILING (1973), HAUFE und 
GEIDEL (1978). 
2. Problemstellung 
Bezeichnet man mit Xij' i = 1,2 .. . , m undj = 1,2, . .. , n den 
Wert des Genotyps i in der Umweltj, so lassen sich die m . n 
Werte der m Genotypen in den n Umwelten in Form einer 
Kreuzklassifikation anordnen: Zeilen = Genotypen und 
Spalten = Umwelten. Diese Genotypenwerte Xij können selbst 
natürlich wieder Mittelwerte aus verschiedenen Wiederholun-
gen, Parzellen usw. darstellen. Wir werden durchweg den spe-
ziellen Fall im Auge haben, daß den Genotypen »Sorten« und 
den Umwelten »Standorte« entsprechen, wobei dann der 
Merkmalswert xij z. B. den Ertrag der Sorte i am Standort j be-
deuten kann. 
Wenn bestehende Genotyp-Umwelt-Interaktionen zu un-
terschiedlichen Rangfolgen der Genotypen in den verschiede-
nen Umwelten führen, dann liegt es eigentlich nahe, zur Be-
schreibung dieser Zusammenhänge und zur quantitativen Er-
fassung der phänotypischen Stabilität Ranginformationen 
heranzuziehen. 
Ein Nachteil der bisher entwickelten Stabilitätsparameter 
besteht ja darin, daß durch die Verwendung der absoluten 
Zahlen für die Merkmalswerte der einzelnen Genotypen große 
Schwankungen bei der Berechnung von Stabilitätsparametern 
resultieren können, so daß durch die Hinzu- oder Wegnahme 
einzelner Genotypen oder eine andere Gruppierung des Mate-
rials zum Teil sehr große Veränderungen auftreten. Bei der 
Verwendung eines Stabilitätsparameters, der mit Hilfe von 
Rangzahlen abgeleitet wurde, dürften diese Schwierigkeiten 
zum großen Teil entfallen. 
3. EntwiCklung der Stabilitätsparameter 
Zunächst bildet man in der Zweiwegetafel der xij (Genotypen 
= Zeilen, Umwelten = Spalten) in jeder Spalte Ränge, d. h. 
man verwandelt jeweils für jede Umwelt die Genotypenwerte 
in Rangzahlen. Dabei erhält der kleinste Genotypenwert die 
Rangzahl 1 und bei gleichen Werten werden in der üblichen 
Weise mittlere Rangzahlen vergeben. Sei rij der Rang des Ge-
notyps i in der Umweltj. 
Dann könnte man z. B. einen Genotyp als stabil ansehen, 
dessen Rangzahlen in den verschiedenen Umwelten einander 
möglichst ähnlich sind. Maximale Stabilität würde bei einem 
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solchen Ansatz also ein Genotyp aufweisen, der in allen Um-
welten denselben Rang hat. Eine Maßzahl für die Ähnlichkeit 
bzw. Verschiedenheit der Rangzahlen pro Zeile könnte dann 
als Stabilitätsparameter verwendet werden. 
Hierfür bieten sich verschiedene Maßzahlen an: 
Zunächst könnte man für jeden Genotyp, d. h. für jedes i, die 
Summe der Rangdifferenzen für alle möglichen paarweisen 
Umweltenvergleiche bilden, d. h. 
L Irij-rij,1 
j <j' fürjedesi (1) 
Da diese Rangdifferenzen positiv und negativ sein können 
und für die Stabilitätsbetrachtung Abweichungen nach beiden 
Richtungen gleichgewichtig zu bewerten sind, erscheint die 
Verwendung der absoluten Beträge der Rangdifferenzen ange-
bracht. 
Weiter bietet es sich an, diese Summe der Rangdifferenzen 
in einen Mittelwert zu verwandeln, indem man durch die An-
zahl n (~-l) der in die Summe einbezogenen Umweltenpaare 
dividiert - und für den Stabilitäts parameter ergibt sich somit: 
n (n-l) 
2 
2 L Iri-rr,1 
• ., J J 
J <J 
n (n-l) (2) 
Dieser Stabilitäts parameter Sll) hat also die Bede~tung einer 
mittleren Rangdifferenz zwischen den verschiedenen Umwel-
ten. Bei Genotypen mit gleichen Werten für den Stabilitätspa-
rameter könnte man z. B. denjenigen Genotyp stabiler nennen, 
bei dem eine höhere Anzahl von Differenzen gleich Null vor-
kommt. 
Keine Berücksichtigung findet bei dem in (2) angegebenen 
Stabilitätsparameter die Tatsache, daß viele kleine Rangdiffe-
renzen und wenige große Rangdifferenzen zu demselben Sll) -
Wert führen können. Solche Überlegungen legen es nahe, zu-
mindest doch gewogene Mittelwerte zu verwenden. Für die 
Auswahl der Gewichte bieten sich viele Möglichkeiten an -
wie z. B. die Annahme, daß eine Rangdifferenz für die» Nicht-
Stabilität« ein umso höheres Gewicht haben soll, je größer sie 
ist, d. h. in diesem Fall würde man die Rangdifferenzen selbst 
als jeweilige Gewichte verwenden. Dieser Ansatz führt dann 
zu folgendem Stabilitätsparameter: 
L Irij-rij'l· Irij-rij'1 
S (2)=j __ <_j_' _____ _ 
I L Irij-rij'1 
j <j' 
Dieser Parameter s12) ist nach (3) jedoch nur für 
L Irij - rijlF 0 
j <j' 
definiert. 
(3) 
Gleich Null kann dieser Ausdruck aber nur sein, falls »rij = 
const für alle j« gilt. Dies wäre bei dem hier zugrundegelegten 
Konzept ein maximal stabiler Genotyp, für den sich die Be-
rechnung von Stabilitätsparametern erübrigt. Er steht sowieso 
an der Spitze der Stabilitätsrangfolge und Stabilitätsberech-
nungen werden nur für Genotypen durchgeführt, die diese ma-
ximale Stabilität nicht aufweisen - und für diese Genotypen 
gilt dann aber 
L Irij-rij'l* O. 
j <j' 
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Einige weitere Möglichkeiten sollen noch kurz mit erwähnt 
werden: Hat der Genotyp i die gleiche Rangzahl rij in allen 
Umwelten j (Ho) (d. h.: Ho = maximale Stabilität), so gilt für 
den Erwartungswert Eij von rij unter Ho: 
n 
Eij = 1.. L rijfüreinfestesiundallej 
n. 1 J= 
Als Stabilitäts maßzahl könnte dann der folgende X2-ähnli-
che Parameter verwendet werden: 
(4) 
Brauchbar wäre natürlich auch jedes Varianzmaß der Rang-
zahlen jeder Zeile = Genotyp wie z. B. die übliche Standard-
abweichung der rij: 
(5) 
Die Verwendung der Varianz der rij als Stabilitätsmaßzahl 
wurde bereits von HAITEMER (1967) erwähnt, jedoch nicht wei-
ter angewendet und untersucht. 
Als nächste Maßzahl sei in diesem Zusammenhang die mitt-
lere Abweichung von Eij erwähnt, d. h. der Parameter 
n 
n 
L 
nj=l 
1 
r··--IJ n (6) 
Die letzte verwendete Maßzahl sei ebenfalls über die Abwei-
chungen von Eij - aber ausgedrückt in Eij-Einheiten - berech-
net,d.h.: 
n· 
n 
L 
j = 1 
1 
r··--IJ n 
(7) 
Bei den bei den Stabilitätsparametern S\3) und S\6) werden die 
Abweichungen Irij - Eijl2 bzw.lrij - Eijl jeweils auf den Erwar-
tungswert Eij bezogen, d. h. eine Abweichung Irij _Eij12 bzw.lrij-
Eijl trägt umso stärker zur Unstabilität bei, je kleiner Eij ist. Die 
numerische Größe von Eij wird aber wesentlich durch die 
Merkmalshöhe des betreffenden Genotyps i bestimmt. Fol~­
lich findet bei den bei den Stabilitätsparametern S\3) und Si6) 
eine Einbeziehung der Merkmalshöhe und damit eine Ver-
mengung von Merkma1shöhe- und Merkmalsstabilitätsge-
sichtspunkten bei der Stabilitätsfeststellung statt. Dieses ent-
spricht aber nicht unserem Stabilitätskonzept, wonach die 
Merkmalsstabilität unabhängig von der Merkmalshöhe sein 
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sollte. Die beiden Parameter S\3) und S\6) wurden nur »interes-
sehalber« hier einmal mit berechnet. 
Im nächsten Kapitel sollen nun diese sechs Stabilitätspara-
meter auf ein umfangreiches numerisches Beispiel angewen-
det und verglichen werden. Dabei wird die Ähnlichkeit bzw. 
Verschiedenheit der auf diese Weise erhaltenen sechs unter-
schiedlichen Genotypenrangfolgen bezüglich Stabilität mit 
Hilfe von Rangkorrelationskoeffizienten diskutiert. 
In einer folgenden Arbeit (HüHN 1980) werden dann die sta-
tistischen Eigenschaften dieser Stabilitäts parameter unter-
sucht und es lassen sich statistische Signifikanztests entwik-
kein, mit deren Hilfe dann Stabilitätsvergleiche zwischen den 
Genotypen durchgeführt werden können. 
4. Anwendungen auf ein numerisches Beispiel 
Bei dem verwendeten Datenmaterial handelt es sich um einen 
Auszug aus den Ergebnissen der Wertprüfung 11 mit Winter-
weizen (Sortiment A) des Bundessortenamtes für das Emte-
jahr 1974. Herangezogen wurde hier nur das Merkmal» Kom-
ertrag« (in dt/ha) bei 86% Trockensubstanz für die Durch-
schnittsergebnisse der beiden im zweifaktoriellen Versuch an-
gelegten Stufen (Stufe 1 = normale Wirtschaftsweise; Stufe 2 
= intensivere Wirtschaftsweise ). Von den insgesamt 42 Sorten 
und 16 Orten haben wir 20 Sorten und 10 Orte ausgewählt. Die 
Verrechnung des kompletten Datensatzes wird in einer späte-
ren Veröffentlichung erfolgen (siehe Kapitel 5: Diskussion). 
Für die Sorten und die Orte wurden die entsprechenden Origi-
nal-Kurzbezeichnungen des Bundessortenamtes beibehalten. 
Die Kornerträge (in dt/ha) und die Rangzahlen rij der 20 Sor-
ten an den 10 Orten sind in der Tabelle 1 zusammengestellt-
zusammen mit den Ortsmittelwerten sowie den Sortenmittel-
werten und deren Rangzahlen. 
Die Berechnung der Stabilitätsparameter S\I) bis S\6) für die 
20 Sorten führte zu den Ergebnissen der Tabelle 2. Bei der Um-
wandlung der numerischen Werte eines bestimmten Stabili-
tätsparameters für die 20 Sorten in Rangzahlen wurde der ge-
ringsten Stabilität, d. h. dem größten numerischen Wert des 
Stabilitätsparameters, der Rang 1 zugewiesen. 
Neben den Sortenmittelwerten, Sorten-Variationskoeffi-
zienten und Sortenvarianzen (berechnet jeweils über die 10 Or-
te) wurde auch noch die »Ökovalenz« der 20 Sorten als ein 
ausgewähltes Beispiel für einen der bisher in der Literatur ver-
wendeten Stabilitätsparameter berechnet. Bei den Mittelwer-
ten, Variationskoeffizienten und Varianzen wurde dem gering-
sten Ertrag und der größten Variabilität jeweils die Rangzahll 
zugeordnet. 
Wie die Tabelle 2 zeigt, ergeben sich für die verschiedenen 
Stabilitätsparameter große Unterschiede zwischen den einzel-
nen Sorten. Auf eine Einzeldiskussion der Sorten soll hier je-
doch verzichtet werden, da das vorliegende numerische Bei-
spiel hier nur als Demonstrationsbeispiel für die Anwendung 
der verschiedenen Stabilitätsparameter dient, so daß hier die 
speziellen Eigenschaften einzelner Sorten nicht weiter interes-
sieren. 
Trotzdem seien einige Beispiele von Einzelergebnissen ganz 
kurz genannt: Die zur Standardsortengruppe (Sorten, die in al-
len Bundessortenamtsversuchen als Vergleichsgruppe mitge-
führt werden) gehörende Sorte JUBILAR erweist sich als beson-
ders stabil. Sowohl bei den Stabilitätsparametern S\I) bis S\6) 
(mit der erwarteten Ausnahme bei den bei den zuvor diskutier-
ten Sonderfällen S\3)und S\6) als auch bei der Ökovalenz, der 
Sortenvarianz und auch dem Sorten-Variationskoeffizienten 
hat JUBILAR den Rang 20 bzw. 19. Ein ähnlich auffallendes Bei-
spiel für den entgegengesetzten Fall der Unstabilität ist die 
Sorte BRND 758, die für alle Stabilitätsparameter S\I) bis S\6) (mit 
Ausnahme von S\6), der Sortenvarianz und dem Variationsko-
effizienten) den Rang I hat. Eine ähnlich hohe Stabilität wie 
JUBILAR zeigen auch noch BREU 737, PEM 3 und FIRL 780, wäh-
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rend eine ähnliche Unstabilität wie BRND 758 auch noch BRND 
759, FRAH 743 und DOER 750 aufweisen. 
Abschließend soll nun noch die Ähnlichkeit bzw. Verschie-
denheit der über die verschiedenen Stabilitätsparameter erhal-
tenen Sortenrangfolgen bezüglich Stabilität untersucht wer-
Tabelle I : Komerträge (dtlha) und Rangzahlen der20 Sorten an den 10 Orten (nähere Erläuterungen: siehe Text). 
Orte WUHGN SCHON RETHM OSTIN DIKOP WENG LAD HOHNH KLOST GISEN , Rang 
Sorten Rang Rang Rang Rang Rang Rang Rang Rang Rang Rang Sorten 
JUBILAR 76,3 4 79,0 8 64,4 7 65,2 6 68,3 5 51,7 10 60,4 10 75,8 2 53,0 11 70,4 4 66,4 4 
DIPLOMAT 78,7 8 83,5 14 63,1 4,5 57,4 2 67,9 4 54,5 16 58,7 5 81,0 12 51,1 7 75,1 11 67,1 6 
CARIBO 78,2 6,5 83,9 16 67,1 11 74,0 18 65,3 2 52,6 13,5 61,0 11 83,8 17 52,7 10 71,8 7 69,0 10 
CBC710 79,4 9,5 87,8 18 69,6 15 71,9 16 77,2 19 53,3 15 66,5 19 76,6 3 47,9 4 80, 1 18 71,0 16 
STRU721 88,1 16 88,1 19 68,5 13 76,8 20 71,1 13 49,4 6 63,4 15 80,2 9,5 53,5 14 72,2 8 71,1 17 
ACK712 78,2 6,5 78,9 7 65,3 9 66,8 8 70,8 11 47,4 4 62,2 12 73,6 I 37,4 I 70,5 5 65,1 3 
BEUN781 91,4 19 90,9 20 71,3 17 69,8 11,5 80,3 20 49,7 7 70,7 20 85,8 18 53,1 12,5 85,7 20 74,9 20 
BREU737 68,2 I 74,0 2 60,5 I 66,0 7 69,6 9 46,1 2 59,4 7 76,7 4 45,4 2 67,0 2 63,3 I 
BRND758 75,1 3 79,1 9 64,6 8 52,8 I 74,9 17 52,4 12 53,5 I 87,9 20 61,0 19 71,6 6 67,3 7 
DOER750 93,8 20 80,4 10,5 60,8 2 70,3 13 68,6 6,5 51,3 9 63,5 16 78,8 6 49,9 6 68,6 3 68,6 9 
FIRL 777 77,7 5 80,4 10,5 65,4 10 68,6 10 64,5 I 51,8 11 56,1 3 79,5 7 46,0 3 76,0 12 66,6 5 
BRND759 88,3 17 72,3 I 62,8 3 57,5 3 71,0 12 49,3 5 57,8 4 79,7 8 59,6 17 77,2 13 67,5 8 
FIRL 779 71,4 2 76,9 5 63,1 4,5 60,9 4 65,5 3 55,8 18 54,3 2 81,1 13 48,6 5 65,5 1 64,3 2 
FIRL 780 79,4 9,5 82,0 13 68,9 14 73,8 17 69,1 8 57,1 20 59,8 9 80,2 9,5 53,1 12,5 72,9 9 69,6 12 
FRAH743 89,4 18 77,4 6 63,3 6 69,8 11,5 75,2 18 47,0 3 62,6 14 82,8 16 62,6 20 78,8 16 70,9 15 
LOCH 744 84,7 13 76,5 4 72,7 19 71,6 15 73,4 15,5 44,7 1 65,0 17 82,3 15 59,2 16 74,5 10 70,5 13 
LOCH 745 82,9 12 81,1 12 71,1 16 67,7 9 68,6 6,5 50,1 8 65,5 18 81,6 14 60,7 18 77,9 15 70,7 14 
RUEM711 81,9 11 74,8 3 67,4 12 64,2 5 72,9 14 56,6 19 59,3 6 78,0 5 58,0 15 77,5 14 69,1 11 
PEM2 85,4 14 83,6 15 71,5 18 71,5 14 70,7 10 55,6 17 59,7 8 87,1 19 51,6 8 80,5 19 71,7 18 
PEM3 86,9 15 86,3 17 73,5 20 74,2 19 73,4 15,5 52,6 13,5 62,5 13 80,7 11 52,3. 9 79,1 17 72,1 19 
,Orte 81,8 80,8 66,7 67,5 70,9 51,4 61,0 80,7 52,8 74,6 
Tabelle 2: Berechnung der Stabilitätsparameter S\I) bis S\6) sowie derÖkovalenz, Varianz und Variationskoeffizienten für die einzelnen Sorten 
Stab. S(I) Rang S(2) Rang s(3) Rang S(4) Rang S(5) Rang S(6) Rang Ökova- Rang Varianz Rang' Rang Var. Rang 
I I I I I I lenz Sorte koefT. par. 
Sorten 
JUBILAR 3,62 19 5,04 20 12,25 15 2,87 19 2,50 19 3,73 11 36,81 20 96,47 19 66,4 4 0,1479 19 
DIPLOMAT 5,61 9 7,84 11 23,72 9 4,45 10 3,92 9 4,69 7 129,42 11 139,64 12 67,1 6 0,1761 11 
CARIBO 6,07 8 8,58 9 20,90 10 4,84 9 3,94 8 3,52 14 114,76 14 136,63 13 69,0 10 0,1694 13 
CBC7 10 6,70 5 10,88 2 24,03 8 5,73 2 4,89 4 3,58 13 178,31 7 157,55 7 71,0 16 0,1768 10 
STRU721 5,39 11 7,59 12 13,78 14 4,29 12 3,45 12,5 2,58 17 145,65 10 175,99 4 71,1 17 0,1866 4 
ACK712 4,52 16 6,30 17 19,88 12 3,58 17 2,96 17 4,59 8 203,21 4 177,88 3 65,1 3 0,2049 1 
BEUN781 4,98 13 8,44 10 11,45 19 4,35 11 3,70 11 2,24 19 189,27 6 212,76 I 74,9 20 0,1947 3 
BREU737 3,22 20 5,25 19 20,57 11 2,76 20 2,44 20 6,59 2 126,95 12 111 ,7 1 16 63,3 I 0,1670 14 
BRND758 8,58 I 12,03 I 48,37 I 6,81 I 5,92 I 6,17 4 446,21 1 150,77 10 67,3 7 0,1824 7 
DOER750 6,75 4 9,77 7 32,29 4 5,45 6 4,54 5 4,93 5 245,90 3 179,67 2 68,6 9 0,1954 2 
FIRL 777 4,68 15 6,78 16 19,67 13 3,78 15 3,45 12,5 4,76 6 85,36 17 147,99 11 66,6 5 0,1827 6 
BRND759 7,09 2 10,22 5 39,29 3 5,71 3 5,16 2 6,22 3 282,25 2 154,24 8 67,5 8 0,1840 5 
FIRL 779 5,59 10 10,60 3 46,37 2 5,16 7 3,90 10 6,78 I 170,51 8 104,32 18 64,3 2 0,1588 16 
FIRL 780 4,50 17 6,94 14 11 ,57 17 3,75 16 3,15 16 2,59 16 85,57 16 106,41 17 69,6 12 0,1482 18 
FRAH743 6,94 3 10,18 6 24,75 5 5,64 4 4,98 3 3,88 10 201,83 5 151,20 9 70,9 15 0,1734 12 
LOCH 744 6,45 6 10,58 4 24,48 7 5,54 5 4,53 6 3,61 12 163,52 9 130,50 14 70,5 13 0,1620 15 
LOCH 745 4,88 14 6,79 15 11 ,60 16 3,86 14 3,35 15 2,61 15 85,94 15 113,43 15 70,7 14 0,1506 17 
RUEM7l1 6,31 7 9,03 8 24,65 6 5,06 8 4,52 7 4,35 9 123',52 13 78,63 20 69,1 11 0,1283 20 
PEM2 5,02 12 7,24 13 11 ,52 18 4,04 13 3,40 14 2,39 18 72,32 18 164,54 6 71,7 18 0,1789 8 
PEM3 4,13 18 5,78 18 7,17 20 3,28 18 2,70 18 1,80 20 66,95 19 165,36 5 72,1 19 0,1784 9 
Tabelle 3: Rangkorrelationskoeffizienten zwischen den Rangfolgen bei den verschiedenen Stabilitätsparametem unter Einbeziehung auch der Sortenerträge-Rangfolge. (' bzw. ,. - Signifikanz 
bei einer Irrtumswahrscheinlichkeit von 5 % bzw. 1 %). 
s(l) 
I 
S(2) 
I 
s(3) 
I 
S(4) 
I 
S(5) 
I 
S(6) 
I Ökovalenz Varianz ,Sorte Var.koefT. 
S(I) 
- 0,91" 0,78** 0,97** 0,98 .... 0,30 0,70" 0,18 -<l,13 0,20 I 
S(2) 0,91-- - 0,76** 0,97** 0,92" 0,28 0,68" 0,07 -<l,12 0,07 I 
S(3) 
I 0,78-- 0,76'- - 0,77" 0,77" 0,78" 0,69" -<l,18 0,45' -<l,01 
S(4) 0,97'- 0,97'- 0,77" - 0,98-' 0,28 0,70" 0,14 -<l,15 0,14 I 
S(5) 0,98" 0,92" 0,77** O,98*'" - 0,31 0,69" 0,16 -<l,12 0,19 I 
S(6) 0,30 0,28 0,78*'" 0,28 0,31 - 0,47- -<l,29 0,85" 0,01 I 
Ökovalenz 0,70'- 0,68'- 0,69" 0,70** 0,69" 0,47" - 0,42 '0,12 0,52" 
Varianz 0,18 0,07 -<l,18 0,14 0,16 -<l,29 0,42 - -<l,46' 0,92** 
,Sorte -<l,13 -<l,12 0,45' AI5 -<l,12 0,85" 0,12 -<l,46' - -<l,14 
Var,koefT. 0,20 0,07 -<l,01 0,14 0,19 0,01 0,52' 0,92" -<l,14 -
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den. Als Hilfsmittel bietet sich hierfür die Verwendung von 
Spearman'schen Rangkorrelationskoeffizienten an (siehe z. B. 
SACHS (1969)). Die entsprechenden Ergebnisse enthält die Ta-
belle 3. 
Mit der erwarteten Ausnahme der beiden Sonderfälle S\3) 
und S\6) zeigen die Stabilitätsparameter SIll bis S\6) untereinan-
der durchweg sehr hohe positive Rangkorrelationskoeffizien-
ten, d. h. diese Stabilitätsparameter führen zu sehr ähnlichen 
Sortenrangfolgen bezüglich Stabilität. Die Rangkorrelations-
koeffizienten zwischen der Ökovalenz und SIll bis S\6) liegen 
(mit Ausnahme von S\6)) in der Größenordnung von 0,68 bis 
0,70. Zur Varianz und zum Variationskoeffizienten erhält man 
in keinem Fall einen signifikanten Rangkorrelationskoeffi-
zienten, während die Rangkorrelationskoeffizienten zum Sor-
tenmittelwert das erwartete Ergebnis zeigen: Alleine die Rang-
korrelationskoeffizienten zwischen dem Sortengesamtmittel-
wert und den Stabilitätsparametern S\3) und S\6), die ja beide 
auch von der Ertragshöhe der Sorten abhängen, erweisen sich 
als signifikant. 
Für weitere Einzelheiten bezüglich der Ergebnisse dieses 
numerischen Demonstrationsbeispiels sei auf die Tabellen 1,2 
und 3 verwiesen. 
5. Diskussion 
Da existierende Genotyp-Umwelt-Wechselwirkungen zu un-
terschiedlichen Rangfolgen der Genotypen in den einzelnen 
Umwelten führen, ist die Heranziehung von Ranginformatio-
nen zur quantitativen Erfassung der phänotypischen Stabilität 
eigentlich naheliegend. 
Die durch die Verwendung der absoluten Werte für die Lei-
stungen der verschiedenen Genotypen in den einzelnen Um-
welten resultierenden großen Schwankungen bei der Berech-
nung von Stabilitätsparametern werden hierdurch weitgehend 
vermieden. 
Die Transformation von Meßwerten in Ränge bedeutet na-
türlich einen Informationsverlust. Die Frage ist allerdings, ob 
dieser nicht durch die größere Stabilität der Ergebnisse und die 
damit zusammenhängenden günstigeren statistischen Eigen-
schaften der Parameter mehr als aufgewogen wird, zumalja im 
praktischen Anwendungsbereich - z. B. in der Pflanzenzüch-
tung - die Prüfglieder - Rangfolgen durchweg die für die Se-
lektion der weiter zu verwendenden besten Prüfglieder wesent-
liche Information darstellen. 
Die beiden Stabilitätsparameter S\3) und S\6) entsprechen 
nicht dem hier zugrunde gelegten Stabilitätskonzept (Unab-
hängigkeit der Merkmalsstabilität von der Merkmalshöhe ), da 
bei ihrer Berechnung eine indirekte Einbeziehung auch der 
Merkmalshöhe und somit eine Vermengung von Merkmalshö-
he - und Merkmalsstabilitätsgesichtspunkten bei der Stabili-
tätsfeststellung stattfindet. Daher sollen S\3) und S\6) hier nicht 
weiter diskutiert werden. 
Von den verbleibenden Stabilitätsparametern SIll, S\2), S\4) 
und S\5) erscheint SP) wegen seiner anschaulichen Bedeutung 
als mittlerer Rangunterschied zwischen den verschiedenen 
Umwelten besonders geeignet. Wegen der hohen positiven 
Rangkorrelation zwischen SP) und den übrigen Parametern 
sf), S\4) und S\5), die auch bei Anwendungen auf ein weiteres 
umfangreiches Datenmaterial durchweg gefunden wurde, er-
scheint die Einführung eines gewogenen Mittelwertes, der ja 
zum Stabilitätsparameter S\2) führte, nicht unbedingt erforder-
lich zu sein. 
Eine andere Frage ist natürlich, ob eventuell eine andere Ge-
wichtung sich als sinnvoller erweist. 
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Auch lassen sich ohne jede Schwierigkeit weitere solche 
Maßzahlen »erfinden«, die die Ähnlichkeit bzw. Verschieden-
heit der rij (für jeweils ein festes i) quantitativ ausdrücken. 
Selbstverständlich haben auch diese auf Ranginformatio-
nen beruhenden Stabilitätsparameter nur dann eine allgemei-
nere Aussagefähigkeit und Gültigkeit, wenn das Sortiment 
genügend groß ist und wenn die verwendeten Genotypen als 
mehr oder weniger repräsentative Stichprobe des gesamten 
Genotypenspektrums angesehen werden können. Hier gelten 
natürlich dieselben Einschränkungen und Überlegungen wie 
bei der entsprechenden Diskussion der aus der Literatur be-
kannten Stabilitätsparameter, die mit Hilfe der absoluten Wer-
te der Genotypen in den verschiedenen Umwelten berechnet 
wurden. 
Eine begründete Festlegung auf einen bestimmten Stabili-
tätsparameter kann erst erfolgen, wenn die statistischen Eigen-
schaften der verschiedenen Maßzahlen sowie die daraus abge-
leiteten Signifikanztests für Stabilitätsvergleiche zwischen den 
Genotypen bekannt sind. Über diese Untersuchungen und Er-
gebnisse soll in einer folgenden Veröffentlichung berichtet 
werden (HÜHN 1980). 
Neben diesen theoretischen Resultaten über die mathema-
tisch-statistischen Eigenschaften der Parameter dürften ganz 
sicher auch möglichst umfangreiche praktische Anwendun-
gen von einer besonderen Bedeutung für die Aufklärung der 
Vor- und Nachteile sowie der Verwendungs möglichkeiten der 
verschiedenen Stabilitätsmaßzahlen sein. 
Solche Anwendungen auf ein äußerst umfangreiches Da-
tenmaterial des Bundessortenamtes für verschiedene landwirt-
schaftliche Kulturpflanzen (Winterweizen, Mais, Zucker-
rüben) sind in Vorbereitung. Dabei werden dann nicht nur die 
hier diskutierten, auf Ranginformationen beruhenden neuen 
Stabilitätsmaßzahlen berechnet, sondern gleichzeitig auch alle 
wesentlichen aus der statistischen Literatur bekannten Stabili-
tätsparameter - wie z. B. die große Klasse verschiedener Maß-
zahlen, die über bestimmte Regressionsansätze erhalten wer-
den können. 
Vergleiche der Stabilitätsrangfolgen der Genotypen für die-
se große Zahl von Parametern bei diesem umfangreichen Ma-
terial werden dann weitere Informationen über die Eigen-
schaften der Parameter sowie Entscheidungshilfen für die 
Auswahl bestimmter Stabilitätsmaßzahlen liefern. 
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A procedure for the computation of the KRUSKAL-WALLIS H-Test 
and the MANN-WHITNEY U-Test test statistic 
Peter M. Pittner 
Summary 
A procedure and the corresponding FORTRAN-program Jor 
the computation oJthe KRVSKAL-WALLIS H-Test and the 
MANN-WHITNEY V-Test test statistic are introduced which 
are simpler than the Jamiliar procedure using ranks. 
Zusammenfassung 
Es wird ein Rechenveifahren samt zugehörigem FORTRAN-
Programm zur Berechnung der Testgröße for den H- Test nach 
KRVSKAL-WALLIS und den V-Test nach MANN-WHIT-
NEY angegeben, bei dem die Erstellung der Rangplätze for 
die Daten nicht notwendig ist. 
Usually the H-Test test statistic is computed in the following 
manner: 
Let Xii , .. , Xini be the data from k ~ 2 independent sampies Si of 
the size ni > 0, i = 1, .. , k (without loss of generality let nl 
:5 ... :5 nk)' Ranks from I to 
k 
N = l: ni 
i=1 
are assigned to the N scores ofthe k sampies and the sum R of 
the ranks is ca1culated for each sampie. If there are ties, the 
average ofthe corresponding ranks is assigned to each ofthese 
scores. 
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The H-Test test statistic is computed as follows: 
12 
H=N(N+I) 
k ~ L --3(N+I). 
i=1 ni 
Ifk=2, the V-Test test statistic is computed as follows: V = 
min (VI, V z) with VI = RI-nl (nI + 1)/2 and V z = Rz-nz 
(nz + 1)/2. It is only necessary to ca1culate VI, for V z = nlnz-
VI. 
To compute Hand V it is necessary to rank all scores in or-
der of increasing size and to assign ranks to the scores which is 
not simple especially ifthere are many scores. 
Modifying BERCHTOLD'S idea (1979) who introduced a sim-
pler way of ca1culating the WILCOXON test statistic, a procedure 
of computing the rank sums ~ is introduced here which makes 
it unnecessary to assign ranks to the data. 
Procedure: For i = I, .. , k ca1culate the niN differences of the 
scores XijG = I, .. , ni) of the sampie Si with itself and with all sco-
res ofthe other sampies. Then compute Ci = Ai + (Bi + nY2, 
in which Ai is equal to the number of positive and Bi is equal to 
the number of zero differences. 
It follows: Ci = Ri. 
Proof: LetzjG = I, . . , N) be the N scores ofall ksamples which 
are ranked in order of increasing size, i. e., ZI ~ Zz ~ •• . ~ ZN' 
First we prove: Zj is assigned rank rj = aj + (bj + 1)/2, in which 
~j is the number of positive and bj the number of zero differen-
ceszrzs(s = I, .. ,N). 
Case I. There are no ties, i. e., ZI < ... < ZN' 
Then each score Zj is assigned rank rj = j which is equivalent to 
{ > O,s=I, ... ,j-1 O,s=j 
< O,s=j+I, .. ,N. 
There are bj = I zero and aj = j - I positive differences. 
Itfollows:rj =j =j-I + I = aj + (bj + 1)/2. 
Case 11. There is one tie of length 'Je > I, i. e. 
ZI < ... < z!1 < z!1+ I = ... = z!1 + ),. < z!1+),.+ I < ... < ZN' Il ~ O. 
(Ifthere are more than one tie, apply the following considera-
tions repeatedly.) 
Let j * Il + I, .. , Il + 'Je, then Zj is assigned rank rj as in case I. 
Letj = Il+ I, .. , Il+ 'Je, then Zj is assigned rank rj = 1l+('Je+ 1)/2 
which is equivalent to 
{ > O,s = 1, .. ;1l O,S=Il+ 1,··,Il+'Je 
< O,S=Il+'Je+ I, .. , N. 
There are bj = 'Je zero and aj = Il positive differences. It fol-
lows: rj = Il + ('Je + 1)/2 = aj + (bj + 1)/2. 
N ow let Zj, j €Ii (li C {l , .. ,N} is the set of indexes corresponding 
to the scores of sampie Si) be the ni scores of sampie Si' 
Hence ~ = L rj = L (aj + (bj + 1)/2) 
jEIi jEIj 
= L aj + L b/2 + L 1/2 
jEli jEli jE li 
= Ai + (Bi + nY2 
FORTRAN-program forthe ca1culation ofH and V: 
C 
C 
DIMENSION N(IO), XN(IO), R(IO), Z(500) 
DIMENSIONOFN,XN,R GE K 
DIMENSIONOFZ GE N=NI+ ... +NK 
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C 
C 
C 
10 
50 
40 
30 
20 
80 
90 
100 
110 
K = NVMBEROFSAMPLES 
N(I) = NVMBEROFSCORESOFSAMPLE I 
Z = ARRA Y WITH THE SCORES OF ALL SAM-
PLES 
READ(5) K,(N(I), 1= I,K) 
NN=O 
DO 101 = I,K 
XN(I)=N(I) 
NN=NN+N(I) 
XNN=NN 
READ(5)(Z(I),I= I,NN) 
N2=0 
D0201= I,K 
R(I) = XN(I)/2.0 
NI=N2+1 
N2=N2+N(I) 
D030J=NI,N2 
D030L=I,NN 
IF (Z(J}-Z(L» 30,40,50 
R(I) = R(I) + 0.5 
R(I) = R(I) + 0.5 
CONTINVE 
IF(K.EQ.2) GOTO 100 
H=O.O 
D0801= I,K 
H = H + R(I)*R(I)/XN(I) 
H= 12.0*H/(XNN*(XNN + 1.0»-3.0*(XNN + 1.0) 
WRITE (6,90)H 
FORMAT(' H-TESTTESTSTATISTIC:',FIOA) 
STOP 
V = R(1}-XN(I)*(XN(I) + 1.0)/2.0 
V =AMINI(V,XN(I)*XN(2}-V) 
WRITE(6,IIO)V 
FORMAT (' V-TESTTESTSTATISTIC:',FIOA) 
END 
Remark: In array Zthefirst NI elements mustbethexij ofsam-
pie SI, the next N2 elements must be the Xij of sampie Sz and so 
on. 
Postscript 
Prof. Dr. H. Geidei (editorofEDVin Med. u. Bio!.) has drawn 
to my attention that HOCHADEL&ROTH (1975) have devel-
lopped an algorithm for the computation of the MANN-
WHITNEY V-Test test statistic which is similar to my proce-
dure. 
Reference 
BERCHTOLD, H. (1979): A Program for the WILCOXON 
Signed Ranks Test. Biometrical Joumal21, 167-169. 
Extra Reference 
HOCHADEL, H. und ROTH, W. (1975): Ein Algorithmus zur Be-
rechnung der Testgröße für den MANN-WHITNEY V-Test 
bei Approximation durch die Normalverteilung. EDV in Med. 
u. Bio!. 6, 74-76. 
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Programs for the mathematical model of the problem of 
extrachromosomal heredity 
Werner Hopfenmüller 
Summary 
During the embryogeny the cytoplasm of a zygote is subject to 
certain irregularities. These facts are used for some probability 
models and for the charge of distribution functions. For mito-
chondria, which are the most important cellcomponents for the 
extranuclear heredity, a 4-phase-model with its computer pro-
grams was developed. 
Zusammenfassung 
Die Bestandteile des Zellplasmas der Zygote sind auf der 
Keimbahn bei Furchungs-, Vermehrungs-, Wachstums- und 
Umsetzungs prozessen gewissen Unregelmäßigkeiten unterwor-
fen. Dies wurde zum Ansatz von Verteilungs funktionen be-
nutzt. Für die Mitochondrien - die fo.r die extrachromosomale 
Vererbung entscheidenden Zellorganellen - wurde ein 4-Pha-
sen-Modell mit seinen Computer programmen entwickelt. 
The precise proof of the existence of mitochondrial DNA 
and the ability ofthe mitochondria to reproduce their D NA in-
dependently ofthe cell division has placed extrachromosomal 
heredity (e.h.) on a scientifically safe footing. Theories about 
the possible consequences of e. h. can now be more concretely 
discussed. 
A review of the presently known implications of mitochon-
drial DNA for the processes of the embryonal development 
and regulation has already been presented (NEUBERT et al. 
1975). 
Indications ofthe geneticmeaning ofthe mitochondria have 
been obtained from cytological and genetic experiments. It 
could be shown that the inheritance of breathing defects in 
yeast cells and neurospora did not follow Mendel's law. So cal-
led »petite«-mutations of yeast cells were proposed to result 
from the loss of genetically active mitochrondria or mitochon-
drial genes. They are manifested in structural changes of the 
mitochondria and in breathing defects. The recent recognition 
that tumor formation is a somatic mutation makes the hypo-
thesis that mitochondria playa decisive role in carcinogenesis 
plausible. This would mean that the mitocbondria become the 
actual carriers ofthe e. h. Thereby, the ratio ofhealthy to patho-
logical mitochondria is a measure of cell damage. 
In this work mathematical models of the inheritance of pa-
thological mitochondria are developed and closely studied. 
For this purpose the four stages of the ovum du ring the conti-
nuity ofthe germ blasm (i. e. the cycle ofthe zygote, the fertili-
zed ovum with a diploid set of chromosomes, through cell cle-
avage, cell reproduction, cell growth and a to be more nearly 
defined turnover process until the fertilized ovum is once more 
reached) are investigated. 
1 The cleavage period 
The cleavage period is the first stage of embryonal develop-
ment to the blastocyste. During this period 6-8 cell divisions 
occur. It will be assumed that a human ovum contains about 
30000 mitochondria. These cell organelles are divided about 
equally between the daughter cells formed during the mitotic 
cell division ofthe pre-implantation period. 
If AF is the number of pathological mitochondria in the first 
generation ofthe cleavage period, then the prob ability Pi (m) of 
having m pathological mitochondria in one ofthe 2' cells ofthe 
ith generation is given by: 
The following Fortran program should be valid for the 
cleavage period ofthe female continuity ofthe idioplasma. 
PROGRAM FURCH 
C EINGABE VON L= MAX, GENERATIONS-
C ANZAHL 
C IA=STARTWERT,IG=GENERATIONSZA-
C EHLER, LJ = M, B = P(M) 
FUEA=l. 
9 D047091A= 1,100 
IAl=IA+l 
11 DO 4711 IG=l,L 
KZ=2**IG 
FKZ = FLOAT(KZ) 
P=l./FKZ 
Q= l.-P 
22 DO 4712 11 = 1,IAI 
IF(I1-1 )707,707,709 
707 B=Q**IA 
GOTO 99 
709 IF(I1-IAI)S0S,808,808 
S0S B=(Q**(IA-I1 + 1))*(P**(I1-1)) 
GOTO 13 
808 B=P**(I1-1) 
GOTO 99 
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13 M= 11-1 
ML=M 
NN=IA 
44 00 4714 IM= 1,M 
F = FLOAT (NN)/FLOAT(ML) 
FUEA = FUEA *F 
ML=ML-1 
NN=NN-1 
4714 CONTINUE 
B=B*FUEA 
99 LJ =11-1 
C AUSGABEVONI1=M,B=P(M) 
FUEA=1. 
4712 CONTINUE 
4711 CONTINUE 
4709 CONTINUE 
STOP 
END 
2 The reproductive phase 
The reproductive phase, which occurs after implantation and 
in which the cells also undergo mitosis, is the second characte-
ristic period in the embryonal development. The difference 
from the pre-implantation stage is, however, that in con-
junction with mitosis the daughter cells grow to the original si-
ze ofthe mother cell. 
For the mathematical model a modified hypergeometrie dis-
tribution is used with the populations 2ß and 2n-2ß, and a size . 
ofrandom sampie ofn. 
The probability ßi (mln) offinding m pathological from n mi-
tochondria in the it generation ofthe reproductive phase is gi-
yen in the statement (Hopfenmüller, Biom. J. vol. 20, no. 6): 
n 
L Pi-l (ßln) 
ß=o 
g(m,n) 
L 
ß=f(m) 
(~) e:~~) 
(2:) 
Pi-l (ßln) 
(~) e:~~) 
(2:) 
[m+ 1] . n [m] whereby f(m) = -2- ; g(m,n) = mm (n'2 + 2") 
The pro gram VERMEHR can be appended to the program 
FURCH, wherebythe results ofthe cleavage period are used as 
the initial parameters for the reproductive phase. 
C 
C 
C 
PROGRAMVERMEHR 
DIMENSIONV(10lG), W(lG10) 
EINGABE VON AN = N,IA=STARTWERT, 
L= MAX. GENERATIONSANZAHL 
S=P(M/N) 
K=AN 
KK=K+1 
IK=AN/2 
S=0. 
HYP= 1. 
55 00 4715 IP= 1,KK 
IF(IP-1-IA)3,4,3 
EDV in Medizin und Biologie 4/ 79 
3 V(IP)=0. 
GOTO 31 
4 V(IP) = 1. 
31 IL=IP-1 
4715 CONTINUE 
11 00 4711 IG= 1,L 
66 00 4716 11= 1,KK 
W(II) = V(II) 
4716 CONTINUE 
22 00 4712 11 = 1,KK 
KU =(11 +2)/2 
KRU =(11 + 1)/2 
KRO=IK+KRU 
KO = MIN0(KRO,KK) 
33 00 4713 I=KU,KO 
IF(W(I))23,23,38 
38 XBM=I+I-2 
X2N=K+K 
X2B = X2N-XBM 
ML=I1-1 
NMM=K-(11-1) 
KN=K 
IF(I1-1 )707,707,709 
707 00 4714 IM= 1,K 
F=X2B/X2N 
HYP=HYP*F 
X2B=X2B-1 
X2N=X2N-1 
4714 CONTINUE 
B=W(I)*HYP 
GOTO 99 
709 IF(I1-KK)505,808,808 
505 00 4724 IM= 1,K 
X1F=XBM*KN 
X2F=ML*X2N 
F=X1F/X2F 
HYP=HYP*F 
XBM=XBM-1 
KN=KN-1 
ML=ML-1 
X2N=X2N-1 
IF(ML)67,67,4724 
ML=NMM 
4724 CONTINUE 
B=W(I)*HYP 
GOTO 99 
808 X2B=XBM 
GOTO 707 
23 B=0. 
99 S=S+B 
HYP=1. 
4713 CONTINUE 
V(I1)=S 
LJ =11-1 
C AUSGABE VON LJ = M, IG = I, V(I1) = P(M/N) 
71 S=0. 
4712 CONTINUE 
STOP 
END 
3 The growth period 
From the 500000 oocytes, which are already present at the 
birth of a girl, about 400 to 500 mature to fertilizable ova (13 pe-
riods per year, 30 to 40 fertile years). The oocytes go through 
this growth period during the first stage of meiosis (du ring the 
dictyate stage). This stage can last between 15 (oocytes that ma-
ture shortly after the menarche) and 50 years (oocytes that ma-
ture shortly before the menopause). Thereby, a cell with origi-
nally 300 mitochondria develops into a cell with about 30000 
mitochondria. This is possible since, according to the latest 
knowledge (NEUBERT et al., 1975), mitochondria possess the 
ability to divide within the cell and to reproduce their D N A in-
dependently ofthe cell nucleus.1t is assumed that pathological 
mitochondria are produced only from the division of patholo-
gical mitochondria and healthy mitochondria only from the di-
vision of healthy mitochondria. For the kIb division of mito-
chondria we obtain (HOPFENMÜLLER Biom. J. vol. 20, no. 6): 
maI-la-mi L Pk_l(o,ln+k-1)(1------rl) . 
o,=m-1 n+ -
(_0,_) la-mi 
n+k-1 
The program WACH was developed as a continuation ofthe 
pro gram VERMEHR, and may be added to the preceding pro-
grams. 
PROGRAMWACH 
DlMENSIONW(30001) 
C EINGABEVONAN=N,A=STAERWERT, 
C LL=ANZAHLDERMITOCHONDRIENTEI-
C LUNGEN 
IA=A 
K=AN 
W(IA) = 1. 
11 DO 4711 IUM= 1,LL 
KN=IUM+K 
KK=IA+IUM 
N=K+IUM-1 
FN = FLOAT(N) 
22 DO 4712 IJ=IA, KK 
I=IJ 
IF(I-KK)17,34,34 
17 FI = FLOAT(I) 
BI = W(I)*(1.-FIIFN) 
GOTO 37 
34 BI =0. 
37 1=1-1 
IF(I-IA)36,18,18 
18 FI=FLOAT(I) 
B2 = W(I)*(FI/FN) 
GOTO 47 
36 B2=0. 
47 B=B1+B2 
C AUSGABE VON IJ = M, B = P(M/N) 
U=B 
IF(IJ-IA)13, 13, 15 
15 11 =IJ-1 
W(11) = V 
13 V=U 
4712 CONTINUE 
4711 CONTINUE 
STOP 
END 
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4 Turnover 
The present state ofknowledge indicates that the mitochondria 
in quiescent (not dividing) cells undergo a turnover. One must 
also assurne that such a tumover occurs in the ova. The number 
of mitochondria remains constant in this phase. The last phase 
ofthe ovum is therefore termed a tumover process. The ovum 
is probably subject to this tumover for the entire time from pri-
mordial germ cell until ovulation. 
By mitochondrial reduplication is meant the duality of a mi-
tochondrial division and disappearance of a mitochondrium. 
(Processes that in the literature are designated by the rates a 
and b). 
The tumover may be divided into two stages: 
a) the cell growth, i. e. division of a mitochondrium in the kIb ge-
neration (rate a): 
m 
L Pk_l(o,ln+k-1) 
o,=m-1 
(1 __ 0,_) I-Ia-ml(_o,_) la-mi 
n+k-1 n+k-1 
b) the disappearance of a mitochondrium in the kIb generation 
(rate b): 
m+1 
L Pk_I(ßln+1) 
ß=m 
(1 __ ß ) I-Iß-ml (_ß ) I~ml 
n+ 1 n+ 1 
For the kIb generation of the tumover process is obtained: 
m rn-I m 
Pk(mln) = (1--1) (Pk_l(m-1In)- + Pk_l(mln) (1-)) + 
n+ n n 
m+1 m m+1 
+-+ 1 (Pk_l(mln)- + Pk-I (m+ 1In)(1---)) 
n n n 
The ovum is subjekt to the tumover process during the entire 
period from the primordial germ cell until ovulation. The pro-
gram TURN is valid for the mitochondrial tumover in living 
cells in general. For the problem of e. h. TURN is used to deter-
mine the pathological chance in the quiescent ova in the ova-
nes. 
PROGRAMTURN 
DlMENSIONW(15000), V(150000) 
74 DO 4774 IA = 1,IJMAX 
C EINGABE VON AN = N,IJMAX = 
C MAX!PATH!MITOCHONDRIENSTART-
C WERT 
AN1 = AN + 1. 
B=0. 
77 DO 4707 K = 1,800 
IF(K-IA-1) 17,19,17 
19 W(K) = 1. 
GOTO 4707 
17 W(K) = 0. 
4707 CONTINUE 
8 DO 4708 1= 1,15000 
IU=IA-I 
IO=IA+I 
IF(IU)7,7,11 
7 IU=0 
11 LU=IU+1 
LO=IO+ 1 
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12 DO 4712 L=LU,LO 
FL= FLOAT(L-l) 
FLl =FLOAT(L-2) 
FL2=FLOAT(L) 
IF(L-l)I,I,2 
BI =IJ. 
GOTO 3 
2 BI = (1.-FLI ANl)*(W(L-l)*FLl/ AN) 
3 B2=(1.-FLI ANl)*(W(L)*(1.-FLI AN)) 
B3 = FL2/ ANI *(W(L)*FLI AN + W(L+ 1)*(1.-
FL2/AN)) 
B=Bl +B2+B3 
V(L)=B 
IJ =L-l 
C AUSGABE VON IJ = M, B = P(M/N + K) 
4712 CONTINUE 
B=IJ. 
29 DO 4729 KC = LU,LO 
W(KC) = V(KC) 
4729 CONTINUE 
471J8 CONTINUE 
4774 CONTINUE 
STOP 
END 
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Ein Programm für die interaktive Auswertung des 
Herzschlagabstands aus stark artefaktbehafteten 
EKG -Aufzeichnungen* 
Gerhard Stemmler und Eckart Thom * * 
Zusammenfassung 
Es wird ein Fortran-Programm zur Ausmessung des Herz-
schlagabstands aus dem Elektrokardiogramm (EK G) vor ge-
. stellt. Hauptmerkmale, die es besonders for artefaktbehaftete 
und gestaltvariable EKGs geeignet erscheinen lassen, sind: 1) 
Signaloptimierende Filter, 2) Dialoganforderung durch das 
Programm, wenn (vermutlich) starke Artefakte vorliegen, 3) 
dabei kann der Auswerter die automatische R-Zackenerken-
nung korrigieren, 4) Anpassung der programm internen Ent-
scheidungskriterien (fiir R-Zackenerkennung und Dialogfüh-
rung) an die veränderliche Signalgestalt, 5) fortlaufende Doku-
mentation der ausgemessenen Herzschlagabstände auf dem 
Plotter. 
* Mit Unterstützung der Deutschen Forschungsgemeinschaft, Son-
derforschungsbereich 115 
** Psychiatrische Universitäts- und Poliklinik Hamburg - Eppen-
dorf (Geschäftsführender Direktor: Prof. Dr. Jan Gross) 
Forschungsgruppe Klinische Psychophysiologie 
(Projektleiter: Dr. W. Spehr) 
EDV in Medizin und Biologie 4179 
Summary 
We introduce a program (written in Fortran) designed to me-
asure the time between successive R-waves especially in the ar-
tifact-distorted and form-invariant electrocardiogram. Main 
features are: 1) signal enhancing filters, 2) dialog initiated by 
the program when there are (probably) severe artifacts in the si-
gnal, 3) in this case the operator may modify the automatie R-
wave recognition, 4) adaptation of the internal criterions (rele-
vant for R-wave recognition and interaction management) to 
the varying form of the signal and 5) on-going documentation 
of the interbeat-intervals on the plotter. 
1 Einleitung 
Die Fragestellungen und Untersuchungsmethoden im Bereich 
der Klinischen Psychophysiologie setzen i. a. die Anforderun-
gen an die Biosignalanalyse höher als im Bereich der Labor-
psychophysiologie. Als Beispiel diene die Ableitung physiolo-
gischer Variablen während einer Psychotherapie: Sprechakti-
vität, Körperbewegungen, Schwitzen u. ä. können Artefakte 
hervorrufen, die das Biosignal gerade in den therapeutisch be-
deutsamen Phasen erheblich stören. Hinzu kommen techni-
sche Artefakte bei der Signalübertragung, zum Beispiel Signal-
unterbrechungen, 50 Hz-Brumm. 
Die Klinische Psychophysiologie kann ihren Aufgaben aber 
nur dann gerecht werden, wenn trotz artefaktbehafteter Si-
gnale der physiologische Prozeß als geschlossene Zeitreihe 
darstellbar ist. 
Im folgenden stellen wir ein für diesen Anwendungsbereich 
konzipiertes Programm zur Ausmessung des Herzschlagab-
standes aus dem Elektrokardiogramm (EKG) vor. Dieses Pro-
gramm läßt sich ebenso gut für die Auswertung anderer Si-
gnale einsetzen, wenn diese aus einer - nicht unbedingt regel-
mäßigen - Folge von relativ stabilen Mustern besteht. In dem 
Dilemma zwischen Auswertungsgeschwindigkeit und der Mi-
nimierung von Auswertungsfehlern haben wir uns für letzteres 
entschieden. Dies drückt sich im Zeitbedarf für eine spezielle 
Signalfilterung und in der Interaktionsfähigkeit des Pro-
gramms aus. 
2 Signalfilterung 
Zweck der Signalfilterung ist a) die Einengung des Signals 
durch »konstante Filter« auf einen Frequenzbereich, in dem 
die interessierenden Signal anteile enthalten sind und b) eine 
Transformation des verbleibenden Signals, bei der die interes-
sierenden Signal formen (hier der QRS-Komplex) bestmöglich 
gegenüber allen anderen und gegenüber den verschiedenen 
Artefakten hervorgehoben werden. Solche Filter werden im 
folgenden »signaloptimierende Filter« genannt. 
2.1 Konstante Filter 
Eine gebräuchliche Filterung des EKG-Signals ist die Bildung 
der ersten Ableitung nach der Zeit. Das gefilterte Signal ist von 
Grundlinienschwankungen befreit, der QRS-Komplex wird 
stark hervorgehoben. Allerdings belasten höherfrequente Ar-
tefakte das gefilterte Signal verstärkt (s. GESELOWITZ, LANG-
NER, MAN SURE, 1962 ; LANGNER, GESELOWITZ, 1962). Wir set-
zen konstante Filter nur zur Unterdrückung der extremen Fre-
quenzbereiche unter 0.5 Hz und über 40 Hz ein. In dem verblei-
benden Frequenzbereich ist die Information eines ungestörten 
EKGs fast vollständig enthalten (CELLER u. BAsoN, 1976; MA-
LINDZAK, 1970). 
2.2 Signa/optimierende Filter 
Signaloptimierende Filter wurden bei klinisch-diagnostischen 
EKG-Programmen für die i. a. sehr schwierig zu identifizieren-
de P-Welle angewendet (GELIN, 1969; HENGEVELD u. van BEM-
MEL, 1976). Der Arbeitskreis um Stark (STARK, DICKSON, 
WHIPPLE, HORIBE, 1965; Y ASUI, WHIPPLE, STARK, 1964) bedien-
te sich dieser Technik, um Signalstrecken automatisch zu iden-
tifizieren und zu klassifizieren (»multiple-adaptive matched 
filters«). Wir verwenden eine signaloptimierende Filterung, 
die als Spezialfälle die Kreuzkorrelation und die inverse Filte-
rung enthält. Zu Beginn der Analyse wird ein Signalmuster aus 
zehn gemittelten P-T-Komplexen gebildet und zur Filterdefi-
nition herangezogen. 
In dem aus der Filterung hervorgehenden »Optimierten Si-
gnal« (OS) ist der QRS-Komplex impulsförmig hervorgeho-
ben, Artefakte sind in Relation dazu erniedrigt. Aus dem OS 
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sind außerdem die wesentlichen individuellen Formeigenar-
ten des EKGs (zum Beispiel T-Wellenhöhe, R-Zackenform) 
eliminiert. Mit dem OS erhalten wir somit ein interindividuell 
stabiles Signal mit verringertem Störanteil, an dem mit einfa-
chen Kriterien eine sichere R-Zackenerkennung durchgeführt 
werden kann. 
2.3 Die von uns verwendete Filterung und ihre Realisation im 
Rechenprogramm 
Zur Nomenklatur: 
Wir symbolisieren Übertragungsfunktionen durch H, Spek-
tren durch S. Das EKG-Muster wird mit dem Sub skript MU, 
der auszuwertende EKG-Prozeß mit EKG versehen. Die kom-
plexe Konjugation wird mit einem Stern gekennzeichnet. 
Ein ideales OS hätte überall die Amplitude Null mit einem 
Peak an den Stellen, wo im EKG-Prozeß ein QRS-Komplex 
vorkommt. Filter, die ein solches idealisiertes Signal liefern, 
sind unter dem Namen »Inverse Filter« bekannt (KOOPMANS, 
1974; ULRYCH, 1971). 
Sei SMU (f) das Spektrum eines Musters, so hat das inverse 
Filter HiF, das dieses Muster in einen Einzelpeak überführt, 
folgende Übertragungsfunktion : 
Abb. 1. Einfluß des Erkennungsparameters auf das Optimierte Si-
gnal a) Kreuzkorrelationsfunktion, b) Ausgangssignal eines inver-
sen Filters, c) für die R-Zackenerkennung bestgeeignetes Optimier-
tes Signal. . 
1 Sek. 
a) 
b) 
c) 
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(1) Hi~f) = S~u (f) = S~u(f) . 1 SMU (f)1-2 
Für das Spektrum eines invers gefilterten EKG-Prozesses 
erhält man: 
(2) SiF(f) = SEKdf) . S~u(f) . ISMU(f)1-2 
Im Vergleich dazu die Darstellung des Kreuzspektrums 
(Spektrum der Kreuzkorrelationsfunktion KKF): 
(3) SKKF(f) = SEKdf) . S~u(f) . ISMU(f)lo 
Hier ist ein Faktor mit dem Exponenten 0 hinzugefügt wor-
den, der überall den Wert 1 hat und daher die Werte des Kreuz-
spektrums nicht beeinflußt. Er stellt jedoch die formale Analo-
gie zur inversen Filterung besser heraus und bietet zugleich 
den Ansatzpunkt für eine wirkungsvolle Verallgemeinerung: 
Wir »erlauben« nicht nur den Wert - 2 (inverse Filterung) oder 
o (Kreuzspektrum) sondern beliebige Exponenten. Durch Va-
riation des Exponenten kann die für das zu bearbeitende Si-
gnal optimale Filterung herausgefunden werden. Ein solches 
signaloptimierendes Filter hat in der Spektraldarsteltung fol-
gendeForm: 
(4) Hopt(f) = S~u(f) . ISMU(f)lu 
Für den gefilterten EKG-Prozeß erhält man: 
(5) Sopt(f) = SEKO(f) . S~u (f) . SMu(f)lu 
Uns ist keine Literaturstelle bekannt, in der das hier abgelei-
tete Filter schon einmal beschrieben worden ist. Für die An-
wendung haben wir zur einfachen Kennzeichnung einen soge-
nannten Erkennungsparameter EP eingeführt, so daß die in-
verse Filterung durch EP = 0 und die Kreuzkorrelation durch 
EP = 1 repräsentiert ist: 
(6) EP = 1 + 0.5 . a, a = 2 . (EP-i) 
Daß durch geeignete Wahl von EP die Filtereigenschaften 
tatsächlich optimiert werden können, zeigt Abb. 1. 
Für den Wert EP = 0.2 (Abb. lc) resultiert ein OS, das we-
sentlich besser für die R-Zackenerkennung mit einfachen 
Schwellen kriterien geeignet ist, als die Signale aus Abb. la 
(KKF) und Abb. Ib (inverse Filterung). 
Die Filterung wird mit Hilfe der FFT im Frequenzbereich 
ausgeführt. Da hierbei mit endlichen Intervallen gearbeitet 
wird, müssen Signalverzerrungen an den Rändern der Trans-
formationsintervalle beachtet werden. Wir verwenden daher 
nur die mittleren drei Sekunden von 4-Sekunden-Transforma-
tionsintervallen, die sich gegenseitig überlappen. Weitere Aus-
führungen zu diesem Problem finden sich bei OPPENHEIM u. 
SCHAFER (1975) und bei GOLD u. RADER (1969). 
Durch die oben abgeleitete Verallgemeinerung des Filters 
ist kein erhöhter Rechenaufwand erforderlich, da der Fre-
quenzgang nur einmal zu Beginn der Auswertung berechnet zu 
werden braucht. Das zuvor erwähnte konstante Filter wird da-
bei miteinbezogen. Der Aufwand für die laufende Filterung ist 
unabhängig von der Art des Filters und besteht aus folgenden 
Schritten: 
- Transformation des EKG-Meßintervalls in den Frequenz-
bereich durch FFT, 
- Multiplikation der Koeffizienten seines Spektrums mit de-
nen des Filters, 
- Rücktransformation in den Zeitbereich. 
3 Das Programm EKGX 
Das Programm liest von einer Datei die digitalisierten EKG-
Werte ein. Auf einem graphischen Bildschirm werden Daten-
und OS-Intervalle abgebildet, wenn das Programm mit dem 
Auswerter einen Dialog eröffnet (s. u.). Die ausgemessenen 
Herzschlagabstände werden auf eine Plattendatei geschrieben 
und auf dem Plotter protokolliert. 
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Abb. 2. Flußdiagramm: Hauptprogramm EKGX 
P:» .. . « sind Programmanfragen 
A:» . .. « sind Auswerterantworten 
Bis auf wenige Assembler-Unterprogramme ist das Pro-
gramm in Fortran V geschrieben und auf einer Eclipse S1230 
(Data General) im Einsatz. 
Ohne Dialogführung benötigt das Programm etwa ein Drit-
tel der realen Signaldauer. Dieser Wert ist von der Abtastrate 
(bei uns 256 Hz) und dem verwendeten Rechnertyp abhängig. 
Der Kernspeicherbedarfbeträgt ca. 20 kW. 
Einen Überblick über EKGX gibt das Flußdiagramm in 
Abb.2. 
3.1 Die Dejinitionsphase 
In der Definitionsphase des Programms wird zunächst - aus 
möglichst ungestörten Signalstrecken - ein Muster-EKG fest-
gelegt (Subroutine MUDEF). 
Dazu werden zehn QRS-Komplexe in einer vom Auswerter 
anzugebenden Musterbreite (R-Zacken-getriggert) aufsum-
miert. Dieses Summenmuster ist gewöhnlich fast frei von Arte-
fakten. Die Einzelmuster werden - nach interaktiver Kontrolle 
am Bildschirm - in fortlaufenden 4-Sekunden-Intervallen auf-
grund des Datenmaximums (angenommene R-Zacke) defi-
niert. Zur Vorbereitung der Frequenzanalyse wird das Sum-
menmuster schließlich auf Mittelwert 0 und Streuung 1 stand-
ardisiert. 
In Subroutine FIDEF wird das signaloptimierende Filter 
definiert. Mit der Eingabe des Erkennungsparameters legt der 
Auswerter das signaloptimierende Filter fest. An einer auf dem 
Bildschirm dargestellten Probefilterung wird die Wirkung des 
gewählten Erkennungsparameters überprüft und der Vorgang 
solange wiederholt, bis das OS der idealen Form am nächsten 
kommt. 
3.2 Die Arbeitsphase 
Im Zentrum der Arbeitsphase steht die Subroutine RIDEN 
(Flußdiagramm s. Abb. 3), in der die Kriterien der R-Zackener-
kennung sowie der Dialogführung verwaltet und die Herz-
schlagabstände ausgemessen werden. Im folgenden beschrän-
ken wir uns auf die Beschreibung dieser Subroutine. 
Aus Abb. 2 gehen die übrigen Programmschritte der Arbeits-
phase hervor. 
3.3.1 Kriterienfür R-Zackenerkennung und Dialogführung: 
Definition und dynamische Verwaltung 
Das Programm verwendet drei Kriterien, von denen zwei (Er-
kennungs schwelle, Toleranzbereich) fortlaufend signalange-
paßt verändert werden können. Das dritte Kriterium (Schwel-
lenbereich) kann hingegen nur vom Auswerter, nach pro-
grammgesteuerter Aufforderung, umdefiniert werden. Dieser 
Fall ist aber normalerweise sehr selten. 
Die Kriterien werden alle auf das OS angewendet. Es sind: 
a) die Erkennungsschwelle, bei deren Überschreiten eine R-
Zacke angenommen wird; 
b) der Schwellenbereich, innerhalb dessen das Programm die 
Erkennungsschwelle selbsttätig anheben oder absenken kann; 
c) der Toleranzbereich. Wenn ein (aus jedem sukzessiven 3-Se-
kunden-Meßintervall bestimmter) Parameter den Toleranzbe-
reich verläßt, muß der Auswerter in einem Dialog das Signal 
begutachten und die weiteren Auswertungsschritte bestim-
men. 
Der erwähnte Parameter ist der maximale OS-Wert eines 
Meßintervalls. Er spielt bei der Definition und dynamischen 
Verwaltung der Erkennungsschwelle und des Toleranzbe-
reichs eine Schlüsselrolle, weil er zuverlässig auf Signalverän-
derungen (zum Beispiel artefakt-verursacht) reagiert. 
Durch den Toleranzbereich werden »unerwartet« große 
Signal veränderungen erkannt, durch den Schwellenbereich 
hingegen langsame, »einschleichende« Drifts identifiziert. 
Der Toleranzbereich wird (nach seiner Lage), ebenso wie 
die Erkennungsschwelle, nur dann signalangepaßt mitverän-
dert, wenn das Signal mit hoher Wahrscheinlichkeit störungs-
frei ist, d. h. wenn das Maximum innerhalb des Toleranzbe-
reichs liegt. Eine Ausnahme wird in 3.3.2 b) angeführt. 
3.3.2 DerAlarmteil: Dialog mit dem Auswerter 
Der Alarmteil (s. Abb. 4) wird dann angewählt, wenn das Ma-
ximum im OS außerhalb des Toleranzbereichs liegt. 
Das Programm fordert einen Dialog mit dem Auswerter an 
und stellt auf dem Bildschirm das EKG sowie das OS dar. Auf-
grund dieser Information kann der Auswerter zwischen drei 
Fällen unterscheiden: 
a) das gesamte Meßintervall ist unauswertbar; die Zeit seit der 
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Abb. 3. Flußdiagramm: Sub routine RIDEN (ohne Alarmteil) (s. Le-
gende zu Abb. 2) 
Abb. 4. Flußdiagramm: Alarmteil von Subroutine RIDEN (s. Le-
gende zu Abb. 2) 
I p,"Menintervall kontrollieren'" ~r----------------, 
A, "Menintervall in Ordnung" 
Is.Abb.31 
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1 Sek. 
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Abb. 5. Beispiel 1 für Signaloptimierende Filterung (s. Text) 
a) EKG - Signal, b) Optimiertes Signal. Die Pfeile kennzeichnen die 
vom Programm bestimmten R-Zacken-Positionen. Negative Werte 
wurden weggelassen. 
Abb. 6. Beispiel 2 für signal optimierende Filterung (s. Text) (s. Le-
gende zu Abb. 5) 
Abb. 7. Beispiel 3 für signaloptimierende Filterung (s. Text) (s. Le-
gende zu Abb. 5) 
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letzten erkannten R-Zacke wird um 3 Sekunden inkrementiert; 
b) das EKG-Signal im Meßintervall ist ungestört, das Pro-
gramm hat »falschen Alarm« ausgelöst. Der Toleranzbereich 
wird daraufhin nach seiner Lage und seinem Streubereich um-
definiert. Ein eventuell erhöhter Streubereich wird - wenn die 
nachfolgenden Maxima nur geringfügig schwanken - schritt-
weise und automatisch wieder reduziert; 
c) das Meßintervall ist so stark artefaktbehaftet, daß eine Tren-
nung von R-Zacken und Artefakten allein durch die Erken-
nungsschwelle im OS nicht möglich ist. In den meisten Fällen 
kann der Auswerter aber aufgrund der Bildschirmdarstellung 
R-Zacken an ihrer Form und Rhythmizität erkennen. Daher 
schien uns eine sehr einfach zu handhabende Datenkorrektur 
sinnvoll. 
Der Auswerter kann jeden beliebigen Bereich des OS 
löschen, so daß das Programm nur die Abstände zwischen 
wahren R-Zacken ausmißt. Der Auswerter wird dabei visuell 
unterstützt, da auf der Bilddarstellung die vom Programm als 
R-Zacken erkannten Punkte durch lange vertikale Striche mar-
kiert werden. 
In den Fällen a) und c) werden Toleranzbereich und Erken-
nungsschwelle nicht verändert, da das OS-Maximum mögli-
cherweise durch Artefakte beeinflußt worden ist. 
Die weitere Erfahrung mit dem Programm wird zeigen, ob 
durch zusätzliche Kriterien die Zahl der notwendigen Eingrif-
fe durch den Auswerter reduziert werden kann, ohne daß die 
Erkennungssicherheit nachläßt. 
3.3.3 Identifikation von R-Zacken 
Abschließend werden in Subroutine RIDEN die relativen Ma-
xima oberhalb der Erkennungsschwelle lokalisiert und zwar in 
der Reihenfolge absteigender Amplituden. Um jedes erkannte 
Maximum wird ein Maskierungsbereich von ± 64 Abtast-
punkten (entspricht 0.253 Sekunden bei 256 Hz Abtastrate ) ge-
legt, innerhalb dessen keine weiteren überschwelligen Werte 
beachtet werden. Ein Maskierungsbereich, der sich aus dem 
vorherigen Meßintervall in das vorliegende erstreckt, wird be-
rücksichtigt. 
4 Beispiele für die R-Zackenerkennung artefaktbehafteter 
Meßintervalie 
In Abb. 5 ist ein EKG-Signal mit EMG-Einstreuungen darge-
stellt. Im OS macht sich dies durch eine Erhöhung des Grund-
rauschens bemerkbar, dennoch bleibt die R-Zackenerken-
nung unproblematisch. 
Abb. 6 zeigt ein Meßintervall mit starken Formschwankun-
gen der EKG-Komplexe. Die T- und P-Wellen sind nur 
manchmal zu sehen. Die R-Zackenamplitude schwankt erheh-
lieh. Daher fluktuieren auch die Impulsamplituden im OS, ih-
re Amplitude reicht aber für eine fehlerfreie Identifikation aus. 
Ein schwer gestörtes Signalstück ist in Abb. 7 zu sehen. Im 
zweiten und dritten EKG-Komplex überlagern zwei Störim-
pulse die T-Wellen, schließlich wird die Aufzeichnung durch 
eine technische Störung unterbrochen. Im gesamten OS sind 
breite, hochamplitudige Halbwellen zu sehen, die durch die 
abrupte Signalveränderung zum Zeitpunkt der Signalunter-
brechung und durch die Störimpulse im gesamten Meßinter-
vall, also auch »in die Vergangenheit hinein«, entstehen. Die 
hohen Amplituden an den Stellen der An- und Abstiegsflan-
ken der Störimpulse beeinträchtigen nicht die richtige, auto-
matische Erkennung der umliegenden R-Zacken, was durch 
den Maskierungsbereich um bereits erkannte Zacken erreicht 
wird. 
Die einzige Fehlidentifikation ist am linken Rand zu beob-
achten, wo anstelle des schmalen Impulses die höhere und 
breitere Schwingung als R-Zacke erkannt wird. Da in diesem 
Fall der Alarmteil angesprungen wird, kann der Auswerter alle 
Fehlerkennungen korrigieren. 
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NACHRICHTEN UND BERICHTE 
Internationaler ADV-Kongreß vom 17. bis 21. März 
1980 in Wien 
»Chancen und Grenzen der Informationsverarbei-
tung« 
Der Einzug der Elektronik in alle Lebensbereiche ist unauf-
haltsam, der Zyklus bis zur Einführung neuer Produkte und 
Anwendungen wird immer kürzer. Dieser ständig fortschrei-
tende technologische Wandel hat weitreichende, in allen Le-
bensbereichen spürbare Auswirkungen. 
Die in der Öffentlichkeit zunehmend diskutierten Fragen 
der »Chancen und Grenzen der Informationsverarbeitung« 
hat sich die Arbeitsgemeinschaft für Datenverarbeitung 
(ADV) damit mit Recht zum Leitthema ihres sechsten Kon-
gresses in der Reihe »Datenverarbeitung im europäischen 
Raum« gestellt. In konsequenter Weiterführung der in den bis-
herigen Veranstaltungen behandelten Themenkreise will der 
Kongreß vom 17. - 21. März 1980 in Wien die Rolle, die der 
Computer in unserer Gesellschaft bereits übernommen hat, 
diskutieren und insbesondere einen realistischen Blick in die 
Zukunft, fern jeder Utopie, wagen. 
Organisation: Interconvention, Kongreßorganisationsges. 
m.b.H., Kinderspitalgasse 5, Postfach 35, A-I095 Wien, Tel. 
4213 52, Telex 01-1811 
European symposium on medical statistics 
This will be held on 24 - 26 September 1980 at the Istituto 
Superiore di Sanita, Rome under the sponsorship of the Loren-
zini Foundation. Sessions will be held on Statistical Methods 
in Epidemiology, I (Aetiological Studies) and 11 (General); 
Follow-up Studies; Randomized Trials; Statistical Methods in 
Clinical Medicine; and Statistics in Health Care. In each ses-
sion there will be three invited papers describing recent deve-
lopments in methodology and their applications to medical da-
tao The Programme Committee consists of P. Armitage (Chair-
man), A. Bellacicco, A. Bissanti, R. Coppi, N. E. Day, M. J. R. 
Healy, H. J. Jesdinsky, A. D. Peruzy and D. Schwartz. 
For information about attendance apply to Mrs. G. Crisci, 
GIRF, Viale delI'Esperanto 71, 1-00144 Rome. 
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BUCHBESPRECHUNGEN 
LINDER, A. und BERCHTOLD, W. 
Elementare statistische Methoden 
UTB Taschenbuch Nr. 796 
1979,248 Seiten, DM 18,80 
Birkhäuser Verlag, Basel-Boston-Stuttgart 
Die Verfasser haben aufgrund ihrer langjährigen Beratungspraxis die 
statistischen Methoden zusammengestellt, die von den Anwendern 
immer wieder nachgefragt wurden. Daß dabei auch nicht-parametri-
sche Verfahren sowie Verfahren zur Auswertung von Anzahlen mit 
aufgeführt wurden, kennzeichnet die zunehmende Bedeutung dieser 
Verfahren. Neben einer Übersicht der mathematischen Grundlagen 
wurde ansonsten auf Ableitungen und Beweise bewußt verzichtet. In 
einem zweiten Band sollen weitergehende statistische Verfahren wie 
die Streuungszerlegung, die mehrfache Regression und multivariate 
Methoden vorgestellt werden. 
Daß ein so qualifiziertes Buch als Taschenbuch vorliegt, muß dank-
bar anerkannt werden. Ge. 
SACHS, L. 
Statistische Methoden 
4. neubearb. Aufl. 1979, 105 S., DM 10,80 
Springer-Verlag, Berlin-Heidelberg-New York 
Wenn neben dem »großen SACHS« nun auch das Taschenbuch schon 
in der 4. Auflage vorliegt, so bedarf es eigentlich keiner großen Bespre-
chung mehr. Die angegebenen Formeln sind knapp und klar erläutert 
und vielfach durch überschaubare Zahlenbeispiele noch verdeutlicht. 
Wir haben damit ein Hilfsmittel für den täglichen Gebrauch, das auch 
im Zeitalter der Computerprogramme nicht überflüssig ist. Ge. 
FISCHER, TH. 
Computer-Kriminalität 
Gefahren und Abwehrmaßnahmen 
1979,43 S., DM 12,-
Verlag Paul Haupt, Bern 
Der steigende Einsatz von Computern für die verschiedensten Aufga-
ben führt leider auch zu einem Ansteigen der Delikte im Computerbe-
reich. Daß hier leicht erhebliche Schäden entstehen können, wird aus 
der Darstellung nur einiger charakteristischer Beispiele deutlich. 
Der Autor hat sich mit seiner Veröffentlichung das Ziel gesetzt, die 
eigentlich Zuständigen auf die in diesem Bereich liegenden Gefahren 
aufmerksam zu machen. Das ist ihm durch seine knappe, übersichtli-
che Darstellungsart gut gelungen. Ge. 
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ERLER, H. et al. (Hrsg.) 
Das stationäre und ambulante Gesundheitswesen 
Planung, Organisation, Bau und Betrieb 
1979,116 S., M 35,-
VEB Verlag Volk und Gesundheit, Berlin 
In der vorliegenden Veröffentlichung werden Vorschläge für die weite-
re Entwicklung der klinischen Chemie und der Laboratoriumsdiagno-
stik in der DDR dargestellt. Der erste Abschnitt befaßt sich mit Struk-
tur, AufgabensteIlung und Arbeitsweise der Laboratorien verschiede-
ner Ebenen. Dabei werden konkrete Beispiele für Funktionspläne, Ar-
beitsplatzgestaltung, Arbeitsabläufe und Dienstpläne beschrieben. 
Der zweite Abschnitt bringt eine Systemanalyse der medizinischen La-
bordiagnostik in der DDR. Im dritten Abschnitt werden Einsatzmög-
lichkeiten der EDV behandelt. Die insgesamt systematische Behand-
lung der Probleme kann für betroffene Interessenten manche Anre-
gung vermitteln. Ge. 
NÖBAUER, W. und TIMISCHL, W. 
Mathematische Modelle in der Biologie -
Eine Einführung für Biologen, Mathematiker, Mediziner und Pharma-
zeuten 
1979,232 S., DM 34,-
Friedr. Vieweg & Sohn, Braunschweig-Wiesbaden 
Eine mathematische Betrachtungs- und Denkweise hat sich im Ver-
gleich zu anderen Naturwissenschaften in der Biologie erst recht spät 
durchgesetzt. Daher fehlen auch umfassende Lehrbücher, die einer-
seits das notwendige Instrumentarium in übersichtlicher Form bereit-
stellen und andererseits die bisherigen Anwendungen auch für Nicht-
mathematiker verständlich darstellen. In der vorliegenden Monogra-
phie wird nun dieser Versuch unternommen. .. 
Es werden u. a. Modelle in der Populationsgenetik, in der Okologie 
und für Epidemien behandelt. In einem Anhang ist die verwendete 
Mathematik zusammengestellt. Die Fülle der behandelten Beispiele 
gibt einen Eindruck von den Möglichkeiten, die die Verwendung der 
Mathematik bietet. Dabei wurden bewußt nur einfache und über-
schaubare Modelle ausgewählt. 
Für einen schnellen Leser wäre es aber besser, wenn in jedem Fall 
zunächst das klar abgegrenzte Problem beschrieben, dann das adäqua-
te mathematische Modell abgeleitet bzw. angegeben und schließlich 
die möglichen Lösungen diskutiert worden wären. Es ist dies alles vor-
handen, aber man muß es sich jeweils ein wenig zusammensuchen. Ob 
für die der Mathematik etwas fernerstehenden Biologen die Angaben 
im Anhang ausreichen, vermag ich nicht zu übersehen. 
Insgesamt aber eine nützliche Darstellung, die die »Biomathema-
tik « nachhaltig beeinflussen könnte. Ge. 
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KOHLAS, J. und WALDBURGER, H. (Hrsg.) 
Informatik für EDV-Benützer 
Eine Einführung für Studenten und Praktiker 
UTB Taschenbuch Nr. 696 
1978,246 Seiten, DM 18,80 
Verlag Paul Haupt, Bern und Stuttgart 
Die rasche Entwicklung der Computer und das Eindringen der Com-
puteranwendungen in immer mehr Bereiche führt zu Diskrepanzen im 
Wissen um diese Computer zwischen den Benutzern und den eigentli-
chen Computerfachleuten. Das vorliegende Buch will hier vermittelnd 
einwirken. Die so gestellte Aufgabe ist nicht einfach, da vielfach heute 
noch nicht klar zu übersehen ist, was wirklich relevant und beständig 
bleibt bei dieser sich noch so rasant ändernden Materie. 
Die ersten Kapitel des Abschnitts I (Grundlagen) und z. T. auch des 
Abschnitts Ir (Methoden) werden der Zielsetzung in ausgezeichneter 
Weise gerecht. Die anschließenden Abschnitte sind mehr wörterbuch-
artig aufgebaut und müssen daher fast als Checkliste angesprochen 
werden. 
Insgesamt ist das Buch vor allem für Studenten eine brauchbare Hil-
fe beim Einarbeiten in die Benutzung von Computern. Ge. 
MACKEY, M. C. 
Ion Transport Through Blological Membranes 
An Integrated Theoretical Approach 
Lecture Notes in Biomathematics Vol. 7 
1975,240 S., DM 25,-
Springer-Verlag, Berlin-Heidelberg-New York 
In dem vorliegenden Band werden die bisherigen und die augenblick-
lichen Vorstellungen über Ionenbewegungen durch biologische Mem-
branen darg~stellt. Dabei werden verschiedene Ansätze verglichen 
und neuere Uberlegungen diskutiert. Ge. 
OE LISI, C. 
Antigen Antibody Interactions 
Lecture Notes in Biomathematics Vol. 8 
1976,142 S., DM 18,-
Springer-Verlag, Berlin-Heidelberg-New York 
Die komplexen Zusammenhänge zwischen Immunsystemen und dem 
Auftreten von pathogenen Mikroben werden von verschiedenen Mo-
deli annahmen aus behandelt. Hierbei lassen sich für eine ganze An-
zahl von Situationen geschlossene mathematische Lösungen angeben. 
Einen beachtlichen Raum nimmt in dieser Abhandlung die Darstel-
lung von Problemen im Zusammenhang mit dem Plaquewachstum 
ein. Ge. 
