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Can quantum correlations be completely quantum?
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Deficit of information zero-way was proposed in [1] as one of possible measures of quantumness of
correlations. Numerical calculations suggested that there exist such states for which this quantity is
almost equal to mutual information. In this paper we present a family of states for which we have
equality between above measure of quantumness of correlations and the measure of total correlations
—mutual information. It means that whole correlations in these states have, in some sense, quantum
character and that quantum correlations do not necessarily imply classical correlations. We prove
this intriguing feature for a subclass of 2 ⊗ 2 separable states. We also present numerical result
suggesting that this interesting situation might also happen for 2⊗ 2 entangled states.
I. INTRODUCTION
It has been found in different contexts [1, 2, 3, 4, 5]
that entanglement does not exhaust quantumness of cor-
relations contained in compound quantum systems. In
order to characterize quantumness of states the properly
classically correlated bipartite states (shortly classically
correlated) were defined [5]. These states can be written
in the form
ρAB =
∑
ij
pij |i〉〈i| ⊗ |j〉〈j| (1)
with coefficients 0 ≤ pij ≤ 1,
∑
ij pij = 1; {|i〉} and
{|j〉} are local bases. The set of classically correlated
states is invariant under local unitary operations. These
states are diagonal in the so called biproduct basis. The
non-classically correlated states are those that cannot be
represented in the above form.
In [5] a measure of quantumness of correlations so
called quantum deficit ∆ was introduced, which is zero
for classically correlated states (see extensive develop-
ment [1]). In particular, it has been shown that there
exist separable states which have nonzero deficit. This
means that those separable states exhibit classical cor-
relations between quantum properties. The paper [1] in-
troduces variants of quantum deficit with restricted com-
munication as independent candidates for the measure of
quantumness of correlations. One of them called quan-
tum deficit zero-way ∆∅ is equivalent to the distance
from classically correlated states [1]. Recently similar
measures of quantumness of correlations based on the
distance from classically correlated states has been in-
troduced [6, 7] and quantumness of some subclasses of
separable and entangled states was investigated.
The main purpose of the present paper is to inquire
a relation between the measure of total correlations —
mutual information and quantum deficit. The later is
defined [5] as the difference between informational con-
tent of a state and information that can be localized to
a subsystem by use of local unitary operations and a de-
phasing channel. Quantum deficit refers us to this part
of correlations that must be destroyed during the pro-
cess of localizing information into a subsystem. In this
paper we consider a special kind of quantum deficit called
zero-way (∆∅) [1] where only a restricted class, called P∅,
of protocols of localizing information is permitted. In P∅
protocols we make local measurements and only after this
we use a classical channel to collect data and then exploit
classical correlations created by the measurements to lo-
calize information. Surprisingly, we find such states for
which quantum deficit zero-way is equal to mutual infor-
mation IM (the measure of total correlations in a state),
i.e. ∆∅ = IM . It means that all correlations in these
states have quantum character. Notice that for maxi-
mally entangled states ∆∅ = 12IM , so we can say that
only half of correlations manifest quantumness. In this
context the ∆∅ = IM feature of the states presented in
this paper seems especially interesting.
The notion of quantum deficit is built by use of quanti-
ties which has operational meaning in the regime of many
copies: information I is the number of pure states we can
distill from a given state by so called Noisy Operations;
localizable information Il is equal to the number of pure
product states we can distill by CLOCC operation in the
asymptotic regime. These two quantities can also be in-
terpreted in terms of work we can draw from a heat bath
by use of a given quantum state. Quantum deficit in the
asymptotic regime inherits this clean operational mean-
ing. But, on the other hand, it is much harder to eval-
uate. Some bounds on the regularized quantum deficit
have been obtained in [8]. In our case we consider one
copy version of quantum deficit and additionally we allow
only for a special kind of protocols of localizing informa-
tion into a subsystem. In spite of such strong restrictions
we get quite interesting result.
II. BASIC NOTION
Informational content I of a state. Information is an
abstract concept. Here we will use this term to refer to
a specific function I
I(̺) = N − S(̺) (2)
where ̺ is a state of N qubits, and S(̺) = −Tr̺ log ̺ is
the von Neumann entropy. The information I has oper-
2ational meaning in the asymptotic regime of many iden-
tical copies[9]. This is the unique function (up to con-
stants) that is not increasing under the class of so called
Noisy Operations (NO) [10]: operations that consist of
(i) unitary transformations, (ii) partial trace, and (iii)
adding ancilla in maximally mixed state. One can then
show that I determines the optimal rate of transitions
between states under NO.
By CLOCC operations on bipartite system of nAB
qubits we mean all operations that can be composed out
of
(i) local unitary transformations,
(ii) sending a subsystem down completely decohering
(dephasing) channel.
Notice that CLOCC class is a subclass of LOCC oper-
ations (Local Operations and Classical Communication)
and is equivalent to local measurements, local unitary op-
erations and classical communication. The restrictions of
CLOCC (in contrast to LOCC we are forbidden to add
pure ancillas and discard a local subsystem) are a conse-
quence of the fact that we must control information flow.
Every state (besides maximally mixed ones) has nonzero
value of I, so especially pure ancillas.
Localizable information Il(̺AB) of a state ̺AB is the
maximal amount of local information that can be ob-
tained by CLOCC operations.
Il(̺AB) = sup
Λ∈CLOCC
(I(̺′A) + I(̺
′
B)) (3)
where ̺′AB = Λ(̺AB).
Local information ILO is the difference between the
number of qubits N of a state and the sum of entropies
of its subsystems
ILO(̺AB) = N − SA(̺AB)− SB(̺AB) (4)
Mutual information IM of a state ̺AB is the difference
between the sum of local entropies and the entropy of the
state.
IM (̺AB) = SA(̺AB) + SB(̺AB)− S(̺AB) (5)
III. QUANTUM AND CLASSICAL DEFICIT
ZERO WAY
In this section we introduce the quantities which are
fundamental for our consideration: quantum deficit and
classical deficit.
Definition 1 The quantum deficit ∆(̺AB) of a state
̺AB is given by the difference between informational con-
tent I of the state and localizable information Il
∆(̺AB) = I(̺AB)− Il(̺AB) (6)
Notice that quantum deficit can be rewritten as
∆(̺AB) = inf
Λ∈CLOCC
S(̺′AB)− S(̺AB) (7)
where ̺′AB = Λ(̺AB) and Λ is optimized over CLOCC
operations.
Quantum deficit tells us about the amount of infor-
mation that cannot be localized into a subsystem. It
means that part of information is necessarily destroyed
in the process of localizing information by use of a clas-
sical channel. So this part must be somehow quantum
and come from correlations. This is the reason why we
interpret quantum deficit as a measure of quantumness
of correlations.
Definition 2 The classical deficit ∆cl(̺AB) of a quan-
tum state is the difference between the information that
can be localized by means of CLOCC operations (i.e. lo-
calizable information Il) and local information
∆cl(̺AB) = Il(̺AB)− ILO(̺AB) (8)
Classical deficit tells us how much more information can
be obtained from a state ̺AB by exploiting additional
correlations in the state using a classical channel.
Notice that quantum and classical deficit add up to
mutual information IM .
∆ +∆cl = IM (9)
Thus we can express classical deficit as follows
∆cl = IM −∆ (10)
We can restrict classical communication between Alice
and Bob to one-way communication (from Alice to Bob
or from Bob to Alice) or to so called zero-way communi-
cation.
Consider zero-way protocol P∅ of localizing informa-
tion consisting of complete local measurement (or local
complete dephasing) and classical communication which
is allowed to be performed only after making measure-
ment (or dephasing). Classical communication is neces-
sary to collect data and exploit the pure classical corre-
lations in order to localize information. Notice that the
main difference between a zero-way protocol and a gen-
eral CLOCC protocol of localizing information is that
we are forbidden to communicate classically before all
measurement or dephasing operations are finished. This
guaranties that we are not able to draw any nonclassi-
cal information from correlations in a state, for example,
from correlations of subsystems of some separable states
which we can call classical correlations between quantum
properties of the state.
If we restrict classical communication in localizable in-
formation Il to zero-way protocols P∅ we get localizable
information zero-way I∅l
I∅l (̺AB) = sup
Λ∈P∅
(I(̺′A) + I(̺
′
B)) (11)
Now we can define quantum deficit zero-way ∆∅ and
classical deficit zero-way ∆∅cl.
3Definition 3 The quantum deficit zero-way ∆∅(̺AB) of
a state ̺AB is given by the difference between informa-
tional content I of the state and information I∅l localiz-
able by zero-way protocol P∅
∆∅(̺AB) = I(̺AB)− I∅l (̺AB) (12)
Equivalently, we can express quantum deficit zero-way as
∆∅(̺AB) = inf
Λ∈P∅
S(̺′AB)− S(̺AB) (13)
where ̺′AB = Λ(̺AB) and Λ is optimized over P∅ pro-
tocols. One can also find that quantum deficit zero-way
∆∅ is equal to relative entropy distance from the set of
classically correlated states [1].
The quantum deficit zero-way is an independent candi-
date for measure of quantumness of correlations. States
having no quantum correlations should have ∆∅ = 0.
Such restricted measure can capture interesting aspects
of nonlocality. Consider for example a bipartite state
with eigenbasis of the form
|0〉A|0〉B, |0〉A|1〉B,
1√
2
|1〉A(|0〉+ |1〉)B, 1√
2
|1〉A(|0〉 − |1〉)B (14)
such basis is locally indistinguishable and is also not dis-
tinguishable by zero-way communication. Therefore a
mixture of the states (14) where the mixing probabilities
are all different from each other would have nonvanishing
∆∅ [1]. This is in contrast to states which are mixtures
of the set of states
|0〉A|0〉B, |0〉A|1〉B, |1〉A|0〉B, |1〉A|1〉B
for which all the information is extractable from the state
locally, by measurement by both the parties without any
communication. It suggests that the quantum behaviour
of correlations could result from distinctly quantum but
“local” properties of nonorthogonality. This is connected
with examples of LOCC-indistinguishability of orthogo-
nal product basis [2, 11].
In analogy to the quantum deficit zero-way ∆∅ we can
define the classical deficit zero-way ∆∅cl.
Definition 4 The classical deficit zero-way ∆∅cl(̺AB) of
a state ̺AB is the difference between information I
∅
l lo-
calizable by zero-way protocol P∅ and local information
∆∅cl(̺AB) = I
∅
l (̺AB)− ILO(̺AB) (15)
or equivalently we have that
∆∅cl = IM −∆∅ (16)
Classical deficit zero-way tells us about the amount of
information that can be localized into a subsystem from
correlations which are not destroyed after local measure-
ment (or dephasing). Notice that after measurement a
0
0.5
1
1.5
2
0 0.5 1 1.5 2
∆
∅
IM
FIG. 1: Deficit zero-way is plotted versus mutual information
for 100 000 random two qubit states, only maximal and min-
imal values of ∆∅ are plotted in short intervals of IM . The
upper line is an upper bound for ∆∅, while the lower one is
∆∅ of isotropic states.
state changes into classically correlated one (1) and then
all information present in correlations of such a state can
be localized.
There is a question how great can be quantum deficit.
We know that for a pure state ψ it is given by
∆(ψ) =
1
2
IM (ψ) (17)
So in particular for maximally entangled state ψ+ we
have ∆(ψ+) = 12IM (ψ
+). Additionally for pure states
∆∅ = ∆, because the greatest value of localizable infor-
mation is equal to the information which can be concen-
trated to a subsystem using P∅ protocol. We can ask
if there exist mixed states for which the rate of quan-
tum deficit to IM is greater than for maximally entan-
gled states, so if there are states for which amount of
quantumness of correlations is greater than 12IM . We are
able to answer this question for quantum deficit zero-way.
What is more we can find such states for which ∆∅ = IM .
It implies immediately that for these states ∆∅cl = 0. This
means that after optimal local measurement (or dephas-
ing) all correlations are destroyed, so by P∅ protocol we
cannot extract any additional information than in local
scenario.
On figure 1 we can see that there exist states for which
∆∅ is equal or almost equal to IM . So there is a task to
find such states for which this equality holds.
IV. STATES FOR WHICH ∆∅ = IM
In this section we introduce a class of states ̺a pa-
rameterized with a and prove that these states up to
some value of parameter a fulfill the condition that
∆∅(̺a) = IM (̺a).
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FIG. 2: Deficit zero-way is plotted versus mutual information
for the class of states ̺a. The line is an upper bound for ∆
∅.
A. Defining the class of states
Let us define the class of states ̺a for a ∈ [0, 1] on 2⊗2
Hilbert space as
̺a =
1
2
(|φa〉〈φa|+ |ψa〉〈ψa|) (18)
where
|φa〉 =
√
a |00〉+√1− a |11〉 (19)
|ψa〉 =
√
a |01〉+√1− a |10〉 (20)
In our problem ̺a and ̺1−a are equivalent (they only
differ by a local operation) thus we will only consider
a ∈ [0, 12 ].
The mutual information for states ̺a is given by
IM (̺a) = H(a) (21)
thus the value of IM may be freely chosen in the interval
[0, 1] by proper selection of parameter a.
The deficit zero-way for states ̺a is given by
∆∅(̺a) = inf
Λ∈P∅
S(̺′a)− 1 (22)
Numerical deficit zero-way versus mutual information
for the states of our class ̺a suggests (figure 2) that for
some interval [0, a0] of parameter a we have equality be-
tween quantities ∆∅ and IM .
B. Sketch of the proof
To optimize the value of ∆∅ given by (22) we start from
the formula for S(̺′) reachable under P∅ protocols. Then
we reduce the optimization of S(̺′) to the optimization
of single real parameter function Sα(γA), where α is de-
termined by a. Later by analyzing the first and second
order derivatives of Sα(γA) we argue that for α ∈ [α0, pi2 ]
corresponding to a ∈ [0, a0] there is the global minimum
of Sα(γA) in γA = 0 which implies ∆
∅ = IM .
On the other hand for α ∈ [0, α0) corresponding to
a ∈ (a0, 12 ] there is a maximum of Sα(γA) in γA = 0
which implies ∆∅ < IM . Finally we compute the value
of a0.
C. Helpful functions
First we introduce two functions, which will be useful
in the further consideration. Let us define
Hs(x) = H
(
1 + sin(x)
2
)
(23)
Hc(x) = H
(
1 + cos(x)
2
)
(24)
The above functions have the following properties
1. Hs and Hc are even so their first derivatives are
odd and the second are even.
2. Hs and Hc are periodic with period π and so are
derivatives.
3. Hs(
pi
2 ± x) = Hc(x) and similar for derivatives.
D. Simplifying the form of S(̺′a)
For any two qubit state ̺′a reachable under P∅ protocol
its von Neumann entropy can be expressed by
S(̺′a) = H(diagonal(UA ⊗ UB ̺a U †A ⊗ U †B)) (25)
where UA and UB are single qubit unitaries which can be
parameterized as follows [12]:
U = eiα
[
ei(−
β
2
− δ
2 ) cos
(
γ
2
) −ei(− β2+ δ2 ) sin (γ2 )
ei(
β
2
− δ
2 ) sin
(
γ
2
)
ei(
β
2
+ δ
2 ) cos
(
γ
2
)
]
(26)
Using this parameterization for UA and UB we can
simplify with help of Maxima[14] the form of S(̺′a) to
S(̺′a) = H
(
1+s−c
4 ,
1−s−c
4 ,
1−s+c
4 ,
1+s+c
4
)
(27)
where
s = 2
√
a(1− a) sin γA sin γB cos δA cos δB (28)
c = (1− 2a) cos γA (29)
(We subscript the parameters with the name of the sub-
system). Note that this form of S(̺′a) exhibits asym-
metry with respect to parameters of UA and UB. Our
class of states ̺a is indeed asymmetric (i.e. ̺a 6= V ̺aV
where V is the swap operator) unless a = 12 , for exam-
ple, SA(̺a) 6= SB(̺a). The asymmetry with respect to
parameters of UA and UB will appear even stronger after
the next simplification.
Let us here recall the fact:
5Fact 1 Any change toward equalization of probabilities
p1, p2, . . . , pn increases H. Thus if p1 < p2 and we in-
crease p1, decreasing p2 an equal amount so that p1 and
p2 are more nearly equal, then H increases. (. . . ) [13]
We group probabilities from distribution (27) in two
inequalities
(1± c)− |s|
4
≤ (1 ± c) + |s|
4
(30)
Now we can see that decreasing |s| for any fixed value of
c will change both inequalities towards equalization and
hence from fact 1 will increase entropy (27). As we are
minimizing S(̺′a) in (22) thus we should maximize |s| in
respect to the parameters with no influence on c. We can
do this by setting
sin γB cos δA cos δB = 1 (31)
in (28). After this substitution we observe that s+ c and
s− c are harmonic oscillations, i.e.
s± c = sin(γA ± α) (32)
where α is determined by
sinα = 1− 2a (33)
cosα = 2
√
a(1− a) (34)
The harmonic oscillations of (32) allow us to simplify
S(̺′a) given by (27) to
Sα(γA) = 1 +
1
2
Hs(γA + α) +
1
2
Hs(γA − α) (35)
with the property that
inf
Λ∈P∅
S(̺′a) = inf
γA∈[−
pi
2
,pi
2
]
Sα(γA) (36)
E. Proving ∆∅ = IM for a ∈ [0, a0]
First we observe that
Sα(0) = 1 +H(a) (37)
thus if γA = 0 is the global minimum of Sα(γA) for some
α we get the desired equality
∆∅(̺a) = (1 +H(a))− 1 = IM (̺a) (38)
On the other hand if γA = 0 is a maximum of Sα(γA) for
some α than the value of Sα(γA) in the global minimum
is less than Sα(0) and thus ∆
∅ < IM .
In search for extrema of Sα(γA) we consider its deriva-
tive
dSα(γA)
dγA
=
1
2
(
dHs(γA + α)
dγA
+
dHs(γA − α)
dγA
)
(39)
-1
0
1
−
1
2
π − 1
4
π 0 1
4
π 1
2
π
α = 1
2
π
α = 3
8
π
α = α0
α = 9
32
π
α = 1
4
π
FIG. 3: First order derivative of Sα(γA) for sample values of
α illustrating the appearance of two more zeros.
Notice that Sα(γA), same asHs, is periodic with period
π. Thus it is enough to consider the range of a single
period γA ∈ [−pi2 , pi2 ]. We identify both ends of the period
when it comes to listing zeros in a period. In the interval
[−pi2 , pi2 ] the derivative of Sα(γA) has for all α zeros in
γA = 0 and γA =
pi
2 (as derivatives of Hs and Hc are
odd; figure 3).
We also consider the second order derivative of Sα(γA)
which is the average of two impulses relatively shifted by
2α. By the impulse we mean a function of the form
d2Hs(x)
dx2
=
1
2
sin(x) · (log ◦ f ◦ sin)(x) − 1
ln 2
(40)
where
f(x) =
1 + x
1− x (41)
Since f is strictly increasing in the interval [−1, 1),
thus f ◦ sin is strictly increasing in [0, pi2 ) and strictly
decreasing in (−pi2 , 0] and the same holds for log ◦ f ◦ sin
and the impulse. The impulse has a peak in pi2 by which
we mean it tends to infinity in this point. The impulse
also has one negative and one positive interval per period.
It can be observed on figure 4 as the curve labeled α = 0.
Now we analyze the extrema of Sα(γA) for α ∈ [0, pi2 ],
which corresponds to a ∈ [0, 12 ].
For α = pi2 corresponding to a = 0 both impulses of
the second order derivative of Sα(γA) are equal and have
peaks in γA = 0 (figure 4) and thus γA = 0 is a minimum
of Sα(γA). If we move with α from
pi
2 down to 0 than
peaks of both impulses are shifting away from γA = 0 and
thus the value of the second order derivative of Sα(γA) in
γA = 0 is strictly monotonically decreasing to (− ln 2)−1
for α = 0. The point in which it reaches 0 on this way
will be called α0.
Thus for α ∈ [0, α0) corresponding to a ∈ (a0, 12 ] the
second order derivative is negative in γA = 0 and so
Sα(γA) has maximum in γA = 0 which implies ∆
∅ < IM .
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FIG. 4: Second order derivative of Sα(γA) for the most char-
acteristic values of the range α ∈ [0, pi
2
].
For α ∈ [α0, pi2 ] corresponding to a ∈ [0, a0] the sec-
ond order derivative of Sα(γA) has one negative and one
positive interval per period which implies that the first
order derivative has only one strictly increasing and one
strictly decreasing interval per period and thus at most
two zeros (one per interval). So it has exactly two zeros:
γA = 0 and γA =
pi
2 , which must appear for all α. For
α ∈ [α0, pi2 ] the first order derivative of Sα(γA) is nega-
tive in γA =
pi
2 thus γA =
pi
2 is the global maximum of
Sα(γA) which implies γA = 0 is the global minimum and
so ∆∅ = IM for a ∈ [0, a0].
The last step is to find a0.
F. Finding a0
To find a0 we numerically solve the equation
d2Sα(γA)
dγ2A
∣∣∣∣
γA=0
= (1− 2a) arctanh(1− 2a)− 1 = 0
(42)
and the smaller of two roots gives a0
a0 ≈ 0.08322 (43)
V. REACHING LOWER BOUND ON ∆∅ FOR A
GIVEN IM
On 2⊗ 2 Hilbert space ∆∅cl ≤ 1 thus on this space the
lower bound on ∆∅ is a function of IM
∆∅ ≥ max(0, IM − 1) (44)
We show that for any IM this lower bound is achievable.
For IM ∈ [0, 1] the lower bound is achieved by the
simple class of separable states
σp = p|00〉〈00|+ (1 − p)|11〉〈11| (45)
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FIG. 5: Deficit zero-way is plotted versus mutual information
for 10 000 random two qubit states from ̺a,b,p class, only
maximal and minimal values of ∆∅ are plotted in short inter-
vals of IM . The upper line is an upper bound for ∆
∅, while
the lower one is ∆∅ of isotropic states.
While for IM ∈ [1, 2] the lower bound is achieved by
the class of states
̺p = p |φ+〉〈φ+|+ (1 − p) |ψ+〉〈ψ+| (46)
where
|φ+〉 = 1√
2
(|00〉+ |11〉) (47)
|ψ+〉 = 1√
2
(|01〉+ |10〉) (48)
For σp the infimum of ∆
∅ as given by (13) is achieved
by setting UA = UB = I in (25) while for ̺p by UA =
UB = H , where H is the Hadamard gate.
VI. ANOTHER INTERESTING CLASS
Let us introduce another class of states on 2⊗2 Hilbert
space
̺a,b,p = p |φa〉〈φa|+ (1 − p) |ψb〉〈ψb| (49)
where |φa〉 and |ψb〉 are given by (19) and (20) respec-
tively. This class is a generalization of two of previously
considered classes, i.e.
̺a = ̺a,a, 1
2
(50)
̺p = ̺ 1
2
, 1
2
,p (51)
Random elements of the ̺a,b,p class (figure 5) cover
wider range of ∆∅ than general two qubit states (figure 1),
except some evident region, although there are 100 000
states on figure 1 and only 10 000 on figure 5.
7What is interesting, for ̺a,b,p states the condition
∆∅ = IM require ̺a,b,p to be a separable state. It comes
from the fact that if we want to fulfill this condition then
after measurement made in eigenbasis of subsystems of
a state we have to obtain a product state. Otherwise we
would be able to get more than 2 − SA − SB localizable
information zero-way, because S(̺′) < SA + SB for non-
product states. The above condition for states ̺a,b,p can
be expressed by the parameters a, b, p as follows
p2a(a− 1)− (1 − p)2b(1− b) = 0 (52)
which is equivalent to
p
√
a(a− 1) = (1− p)
√
b(1− b) (53)
And equality (53) implies via partial transposition crite-
rion that ̺a,b,p is a separable state.
VII. ENTANGLED STATES FOR WHICH
∆∅ = IM MAY HOLD
Consider the following class of states (mixtures of two
nonorthogonal states) on 2⊗ 2 Hilbert space
σa =
1
2
( |u〉〈u|
‖u‖ +
|va〉〈va|
‖va‖
)
(54)
where
|u〉 = |00〉+ 2|11〉 (55)
|va〉 = |00〉+ a|01〉 − 2|10〉 − 2|11〉 (56)
For the state σa to have product diagonal in eigenbasis
of its subsystems (which is the necessary condition of
IM = ∆
∅ as shown in previous section) the parameter a
must satisfy the equation(
4 a4 + 40 a3 + 87 a2 + 160 a− 341)R(a) = 0, (57)
where R(a) is some rational expression. The polynomial
of degree 4 has two real solutions, one around −8.1 and
one around 1.1. Both give entangled states but the neg-
ative one has IM −∆∅ > 0.09. The positive one is
a0 =
√
7200
√
z −√w
(
w − 504 z 13
)
8w
1
4 z
1
6
−
√
w
8 z
1
6
− 5
2
(58)
≈ 1.10122 (59)
where
w = 16 z
2
3 + 168 z
1
3 − 3111 (60)
z =
75
√
527523
16
− 131787
64
(61)
The state σa0 is entangled and satisfies the required
condition of equality and numerical optimizations and
parameterized plots suggest it may fulfill the IM = ∆
∅
equality.
If we generalize σa to σa,t where instead of |va〉 we take
|va,t〉 = |00〉+ a|01〉 − t|10〉 − t|11〉 (62)
it seems that for all t starting with some t0 (1 < t0 < 2)
we can find at with product diagonal in eigenbasis of
subsystems and IM = ∆
∅ (or almost equal). So σat,t
may be (for some range of t) a class of entangled states
satisfying the equality of IM = ∆
∅.
VIII. SUMMARY
In our paper we showed that there are states for which
quantum correlations are completely quantum. We made
this by presenting a family of states for which mutual
information (the measure of total correlations) is equal
to quantum deficit zero-way (a measure of quantumness
of correlations). Surprisingly, the states which we have
found are separable. We also presented numerical results
which suggest that such situation is possible for entan-
gled states. What is intriguing we know that the optimal
protocol P∅ which achieves the value of mutual informa-
tion is made in local eigenbasis of subsystems and gives
as a result a product state of the form ̺A⊗̺B, where ̺A
and ̺B are states of subsystems. This is equivalent to lo-
calizing only local information. Any other local measure-
ment gives us nonproduct classical states, from which we
are able to localize whole its global information but still
less then by only local action. So the price of producing
classical correlations from which we can get additional
information is too high. The produced entropy is greater
than gained information.
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