In the special case of constant g(0), the latter equation has been studied by Wolfe [11 ] . He showed that the solution for u(o', ') can be determined by expansion in a series of "eigenfunctions"
(1. 4) P(V1 n 0, 1, 2 rn -n(2)n;
here p,m is the associated Legendre function of the first kind [4, Chap. 3 ], and the notation rn -n(2)n means that rn varies from -n to n with step 2, so that rn + n is even. The basic ingredient in Wolfe's method is the key integral 2 fo P'(fl p'2)eim" p' do' r(1/2n + 1/2m + 1/2)r(1/2n-1/2m + 1/2) pn (/1
(1. 5) 71" I'(1/2n-1/2m + )r(1/2n + 1/2m + 1) 
gei1.
/even
Only terms with even appear in the latter series, since g(0) has period r. On inserting these expansions into (1.3), we must evaluate the key integral (1. 7) 02r01 eilO pm. /1 p )eim"
I n, P qO -' /1 ; p dp d ' in which n 0, 1, 2 rn -n(2)n, even, 0 -< p -< 1, 0 -< p -< 2r. The evaluation is carried out in 2 by methods adopted from Wolfe 11 Im,,,z(P,)=O iflm+ll >n, Im,,,,l(P, P) Cm,,,lP'+l(/1 p2)ei(m+l)'t' if Im + II =< n, where (1.10) Cm,l 2-'r r(1/2n + 1/2m + 1/2)r(1/2n-1/2m-1/2l + 1/2) r(1/2n 1/2m + 1)r(1/2n + 1/2m + 1/21 + 1)
This result reduces to 1.5 if 0. Note that the function on the right of (1.9) belongs to the set (1.4) (apart from a division by /1 p 2), since rn and m + have the same parity. With these preparations, the integral equation 1.3 is reduced in 3 to a sequence of mutually independent, finite systems of linear equations for the coefficients in the expansion of u(p', '). The system matrices prove to be related to the Toeplitz matrix associated with the function g(0). By means of a known spectral property of Toeplitz matrices [5] , it is shown that the systems have a unique solution under the sufficient condition that g(0) is continuous and nonzero. As an application, the electrostatic potential problem for a charged elliptic disk is discussed in 4. 
valid for l even, so that J(t) J-l(t). Here the analysis is admittedly formal but could be made rigorous in the context of the theory of distributions. The final result in (2.5) should be considered as the distributional Fourier transform of F(O, o). Next, we determine the Fourier transform of G(p, o), as follows: 
Here it is recalled that rn -n(2)n, so that n and rn + 2v have the same parity. By properly combining these results and substituting into (2.6), we obtain
The Fourier transform of Im.,,,t(p, So) is equal to the product ofthe Fourier transforms (2.5) and (2.8), as follows:
valid for n 0, 1, 2 rn -n(2)n, I even. By means of the inversion formula (2.10) Im,n,l(p, So)
we then find that
in which 0 =< p -< 1,0_-<So=<27r. P+zv(/1 0 2) (O')-J,+/2(p')Jm+t+2.+/2(p')dp '.
Note that n and m + have the same parity. From [9, 13.41 (7)], we then have n + + 2v.
(2.13)
(O')-J.+ l/2(P')Jm+l+Zv+ 1/2(Pt) dp 2n + Thus all terms of the series (2.12) vanish, except for the term with v 1 / 2 n 1 / 2 m 1 / 2 l. This term is contained in the series only if 1 / 2 n 1 / 2 m 1 / 2 l >_-max (0, -m l), that is, if m + I =< n. By substitution of (2.13) into (2.12), we find that fo (o,l-/-j ,1 + /2(P )Jm+l(PP dp' (2.14)
Here we have set (-)m + (_ )m, since is even. A second evaluation of the integral (2.14) by use of[ 9, 13.4(2 leads to an expression involving a hypergeometric function, viz., (P')-l/2gn+ I/2(P')Jm+I(PP') dp' We briefly discuss an alternative approach to the evaluation of the key integral (1.7), inspired by Bouwkamp [2 ] . The main idea is to replace the factor ea/r in (1. Jm(p't)p' dp'.
Here the inner integral has been evaluated in the text following (2.6). By inserting its value, implicit in (2.8), we arrive at a representation for Im,n,z(p, So) that is identical to (2.11).
P,m(/1 -p2)eim', n 0, 1, 2, rn -n(2)n. As observed by Wolfe [11] , gm-Cl,n,m !a1,,, fro,n, n O, 1, 2 rn n 2 n.
-n (2) For fixed n 0, 1, 2 this is a system of n + linear equations for the coefficients am,n, rn -n(2)n. Using the known value of C,,,m-I from (1.10), we rescale the coefficients am,n and fm,, according to F(1/2n+ 1/2m+ 1/2) (3.7) 2mF(1/2n-1/2m+l)am"=am"' '' 2mr-'F(1/2n+1/2m+l)fm'"=fm'"'r(1/2n-1/2m + 1/2) whereupon system (3.6) simplifies to (3.8) , gm-15l,, =fm,,, n 0, 1, 2 rn -n(2)n.
-n (2) Here, the system matrix (gm-1) is recognized to be the (n + 4. Electrostatic problems for an elliptic disk. As an application, we consider the integral equation for the electrostatic potential due to a charged elliptic disk, viz.,
rrS. Ir r'l In Cartesian coordinates, r (x, y, 0), r' (x', y', 0); furthermore, S_ is the elliptic disk described by x2/a 2 + y2/b2 -< 1, where a >= b. In (4.1), V(r) is the prescribed potential on the disk and (r') is the charge density to be determined. We apply the transformation of variables (4.2) x=aocosSo, y=bosinSo, x'=ao'cosSo', y'=bo'sinSo', and we introduce polar coordinates (r, O) specified by 1/2 (equal to the eccentricity of the elliptic disk). Two examples are discussed. First, we consider the conducting elliptic disk at unit potential V 1, where the charge density ao is to be determined from the integral equation we may restrict the expansion (3.1) for a0(O', o') to the n 0 term, i.e., ao,o (4.9) ro(p', ') /1 p'z"
Here, the coefficient ao,o is to be determined from system (3.6) (4.14) Using the expressions ffl(P', gg')p' do' dg' p(Aa cos 9 + Bb sin 9), 0_-<0_-< 1, 0_-<-<2r. 
Here, the coefficients a_. and al. are determined from system (3.6) with n 1. Setting 
which is to be inserted into (4.17) . In terms of the original coordinates r (x, y, 0) of the elliptic disk, the charge density a is represented by M.
ay(x, y)y dx dy --
In the special case when a b, the present results can be shown to reduce to the known results [7, pp. 
