Abstract. We generalize Deddens' theorem for nest algebras in the case of w*-closed nest algebras bimodules. For each such bimodule, we introduce a norm closed sub-bimodule of it, which corresponds to the radical of a nest algebra and describe it in a number of ways, generalizing known facts about nest algebras.
Introduction
If H 1 and H 2 are complex Hilbert spaces, B(H 1 , H 2 ) will denote the algebra of all bounded linear operators from H 1 to H 2 . In the case H 1 = H 2 = H, we write B(H). Given a set L of (closed) subspaces of a Hilbert space H, by AlgL is denoted as usual the algebra of all operators on H, which leave each element of L invariant. Dually, if S is a set of operators, by LatS we will mean the (complete) lattice of (closed) subspaces, which are left invariant by every element of S. If T is a positive invertible operator in B(H) and E T its spectral measure, by the spectral nest of T we will mean the nest E T = {E t } t≥0 , where E t = E T [0, t] . Let N be a (complete) nest of (closed) subspaces of H and A = Alg N be the corresponding nest algebra. In [2] Deddens proved that a necessary and sufficient condition for an operator X to belong to the nest algebra A is that A n XA −n be bounded in n where A is a positive invertible operator having spectral nest N. He used results of Loebl and Muhly [9] . Elementary proofs of this result were given by Radjabalipour [11] and Erdos [3] . The approach of Erdos allowed him to describe the radical of a nest algebra in terms analogous to those in Deddens' theorem. Namely, if A 0 is the set of the invertible positive contractions with spectral nest N, and if, for each A ∈ A 0 , R A denotes the set {X ∈ B(H) : A n XA −n −→ n 0}, he proved that radA = {R A : A ∈ A 0 }, the closure being taken in the norm topology. This paper is an attempt to generalize these results to nest algebra bimodules. Let H 1 and H 2 be complex Hilbert spaces and A and B be positive invertible contractions on H 1 and H 2 , respectively. Let 
I. TODOROV
We show that B A,B is a (reflexive) nest algebra bimodule. Conversely, given any w*-closed nest algebra bimodule U, for each operator A in a certain class of operators A 1 on H 1 (for exact definition see the notes after Theorem 2.1), there exist an operator B A on H 2 , such that
Using the Ringrose condition [12] we define a norm closed submodule R of U which generalizes the Jacobson radical of a nest algebra. If
we prove that
We also give other equivalent characterisations of the bimodule R, which generalize known facts about nest algebras. Finally, we identify the maximal w*-closed bimodules of U and prove that their intersection equals the w*-closure of R.
Deddens' theorem for nest algebra bimodules
Let H 1 and H 2 be Hilbert spaces. If x ∈ H 2 and y ∈ H 1 are vectors, by x ⊗ y will be denoted the rank one operator from
If S is a subspace and A and B are algebras of operators, we say that S is a B, Abimodule, if BSA ⊆ S. We call a subspace S of operators reflexive, if S = {T ∈ B(H 1 , H 2 ) : T x ∈ Sx, for every vector x ∈ H 1 } [13] . We recall some definitions from [4] and [5] . A positive operator T with spectral nest E T = {E t } is said to have a jump at a projection E, if there exists an interval (a, b) of the real line, such that E = E t for each t ∈ (a, b). Next, if P 1 and P 2 are the lattices of all projections on the Hilbert spaces H 1 and H 2 , respectively, we write M(P 1 , P 2 ) for the set of those mappings from P 1 to P 2 that are join-continuous and zero-preserving. As was proved in [5] , each element ϕ of M(P 1 , P 2 ) gives rise to two semi-sublattices L 1 , L 2 of P 1 and P 2 , such that L 1 is meet-complete and contains the identity, L 2 is join-complete and contains the zero element, and
an order-preserving bijection. Conversely, each order-preserving bijection between two semi-lattices L 1 and L 2 with the above properties, extends uniquely to some element ϕ of M(P 1 , P 2 ). Those ϕ ∈ M(P 1 , P 2 ), for which the respective semi-lattices are totally ordered, will be called nest mappings. Given a set S of operators, by MapS will be denoted [5] the mapping which sends a projection P to the projection onto the subspace {SP : S ∈ S}. As is proved in [5] , this mapping belongs to M(P 1 , P 2 ). Dually, given any mapping ϕ from P 1 to P 2 , the space Opϕ is defined as the collection of operators from H 1 to H 2 , which map the subspace P H 1 of H 1 into the subspace ϕ(P )H 2 of H 2 for each projection P in P 1 . A theorem of Erdos [5] states that Opϕ = {X ∈ B(H 1 , H 2 ) : XP ⊆ ϕ(P ) for each P ∈ L 1 }. Also, a subspace S of operators is reflexive if and only if it is of the form S = Opϕ for some mapping ϕ. Let N 1 and N 2 be nests on the Hilbert spaces H 1 and H 2 and let A = Alg N 1 and B = Alg N 2 be the corresponding nest algbras. The following result of Erdos and Power [7] will be of importance to us. Left-continuity is the property lim E↑F ψ(E) = ψ(lim E↑F E). In the present (totally ordered) case, this notion coincides with join-continuity. Now let A and B be positive invertible contractions on H 1 and H 2 , respectively, and let N 1 = E A = {E λ } and N 2 = E B = {F λ } be the corresponding spectral nests. Let A = Alg N 1 and B = Alg N 2 . As was mentioned, by B A,B we denote the set {X ∈ B(H 1 , H 2 ) : sup n B n XA −n < ∞}. First we prove the following theorem. 
Proof. The proof of this theorem was inspired by the proof of Theorem 1 of [3] . We first prove the equality of the the two sets. Let the operator X map the subspace E λ H 1 into the subspace F λ H 2 for every λ between zero and one. For a fixed
E,α . So for each S and T of the form
for each finite set S k and T k of operators of the above form. Now we can choose finite families {S k } such that
Of course this implies that
which gives
Again by induction, we obtain
We want to show that (I−F λ )XE λ = 0 for each λ, 0 ≤ λ ≤ 1. Let λ be fixed and µ > λ. We have
where c is an upper bound for the set { B n XA −n : n = 1, 2, ...}. Letting n −→ ∞ in the above inequality, we get
for each µ > λ. Since E λ = lim µ↓λ E µ , we finally obtain (I − F λ )XE λ = 0. Now, since B A,B is weakly closed, it follows from Theorem 2.1 that it is reflexive. Now let N 1 and N 2 be nests on the Hilbert spaces H 1 and H 2 and let A = AlgN 1 , B = AlgN 2 be the corresponding nest algebras. If U is a weakly closed B, A-bimodule, then, by Theorem 2.1, U = Opψ for some left-continuous mapping ψ : N 1 −→ N 2 . By [5] , Theorem 3.3, ψ extends to a nest mapping ϕ :
Let L 1 and L 2 be the semi-lattices corresponding to the mapping ψ and let L 1 and L 2 be their completions together with the identity and the zero elements (that is, the smallest nests, containing them). Define A 1 to be the set of all positive invertible contractions A, having the following two properties:
, then A has a jump at E. We recall that, for a nest N and an element L ∈ N, L − = {P ∈ N : P < L} and L + = {P ∈ N : P > L}. Now we prove the converse of Theorem 2.2 Proof. We recall that U = Opϕ where ϕ :
τ is an interval and since for every µ, E µ = lim ν↓µ E ν , it is closed from the left.
so from Theorem 2.2 it follows that U = B A,BA .
3. Submodules, the objects R A , the "radical"
In this section, given a w*-closed nest algebra bimodule U , we define a norm closed submodule R of U, which coincides with the radical when the two algebras and the bimodule are equal. We characterize this object in a number of ways, which generalize known facts about nest algebras. We identify the maximal w*-closed sub-bimodules of the given one, and prove that their intersection coincides with the w*-closure of R. Definition 3.1. Let τ be a toplology on B(H 1 , H 2 ),U a τ -closed B, A-bimodule and S ⊂ U, S = U a τ -closed sub-bimodule. S will be called a maximal τ -closed sub-bimodule of U, if the only τ-closed sub-bimodule properly containing S is U. Now let L 1 be a meet-complete totally ordered set containing the identity, let L 2 be a join-complete totally ordered set containing the zero element and let ϕ :
The following characterization of the rank one operators in U, which is a part of Lemma 6.3 from [5] , will be of importance to us. Lemma 3.2. Let R = x ⊗ y be a rank one operator in U and let E be the maximal element of N 1 with y ∈ E ⊥ . Then
Conversely, if the vectors x and y satisfy the above condition for an E ∈ N 1 , then the operator R = x ⊗ y belongs to U.
Now let S be a w*-closed B, A-sub-bimodule of U. By Theorem 2.1, S = Opχ, where χ is a left-continuous, order-preserving mapping from N 1 to N 2 . Moreover, χ = MapS. Because S ⊂ U, it follows that χ ≤ ϕ. If ψ is a mapping from the class M(P 1 , P 2 ), by L 1 (ψ) and L 2 (ψ) we will denote the semi-lattices corresponding to it. The next theorem identifies the maximal w*-closed sub-bimodules of U. Proof. Let us first note that because ϕ(P) − ∈ L 2 (L 2 is closed with respect to unions), and ϕ is a bijection, ϕ(P ) = ϕ(P ) − implies that P = P − ∈ L 1 .
Step 1. We prove that each bimodule of the form S = Opχ, where χ is as in the theorem, is a maximal w*-closed sub-bimodule of U. Let us note that χ is left-continuous, and so by Theorem 4.4 of [5] , MapOpχ=χ. We show that S = U. Let y ∈ P P − and x ∈ ϕ(P ) ϕ(P ) − . Then R = x ⊗ y ∈ Opϕ = U.
Because P ∈ L 1 (χ) and P = P − , from Lemma 3.2 it follows that, in order for R to belong to Opχ it is necessary that x ∈ χ(P ) = ϕ(P ) − , which does not happen. So R ∈ Opχ, and S = U. Now let S ⊆ J ⊆ U, J = Opχ 0 for some χ 0 : N 1 −→ N 2 , which is orderpreserving and left-continuous. If χ 0 (P ) < ϕ(P ), then χ 0 (P ) ≤ χ(P ) and so J ⊆ S. If χ 0 (P ) = ϕ(P ), then J = U. (Indeed, if T ∈ U, we have that (I − χ 0 (P ))T P = 0 from the identity χ 0 (P ) = ϕ(P ) and (I − χ 0 (E))T E = 0 for E = P because for such
(E), which of course means that χ 0 (E) = ϕ(E).)
So we proved that there is no J between S and U and this, together with the fact that S = U, implies that S is maximal. We will denote by S P the maximal sub-bimodule which corresponds to a projection P with the stated properties.
Step 2. Let S be a submodule of U and let S = Opχ for some order-preserving, left-continuous mapping χ : N 1 −→ N 2 and suppose that there exists P ∈ L 1 with χ(P ) < ϕ(P ) − . We show that then S is not maximal. We choose Q ∈ L 2 such that χ(P ) ≤ Q < ϕ(P ) − and define two mappings χ 1 , χ 2 : N 1 −→ N 2 as follows:
If S 1 = Opχ 1 and S 2 = Opχ 2 , then S ⊆ S 2 ⊆ S 1 ⊆ U. We show that S 2 = S 1 = U. For this, choose y ∈ P P − , x 1 ∈ ϕ(P ) ϕ(P ) − and x 2 ∈ ϕ(P ) − Q. Using Lemma 3.2, it is not difficult to show that x 1 ⊗ y is in U but not in S 1 and x 2 ⊗ y is in S 1 but not in S 2 . Thus, S is not maximal and we have that ϕ(P ) − ≤ χ(P ) for each P ∈ L 1 .
Step 3. We prove that if S = Opχ is maximal, then there are no more than one P ∈ N 1 such that χ(P ) = ϕ(P ) − = ϕ(P ). Indeed, if there exist P 1 = P 2 with this property, then, if S i = S Pi for i = 1, 2, then S ⊆ S 1,2 def = S P1 ∩ S P2 . It is easy to check that S 1,2 = S P1 = U, which is a contradiction. So there exists exactly one P ∈ L 1 such that χ(P ) = ϕ(P ) − = ϕ(P ). This finishes the proof.
Definition 3.4.
A projection P ∈ L 1 with the properties cited in the above theorem will be called a gap projection. We recall that the maximal w*-closed sub-bimodule, corresponding to a gap projection P will be denoted by S P . Now we introduce some notions and objects, which will turn out to play the role of the radical in the case when the two algebras and the bimodule over them coincide. Let F be the class of all finite subnests {E i } n i=0 of N (we call them finite partitions). We define the set
. Note that we use a condition analogous to the Ringrose condition [12] . It is obvious that R is a norm closed bimodule over B and A. If A ∈ A 1 and B A is the corresponding operator found in Theorem 2.3, we set
It is easy to see that R A is also a norm closed B, A-bimodule. Let
the closure being taken in the norm topology. As in [3] , we define for
It is easy to check that L F,G ⊆ U and that L F,G is a norm closed B, A-bimodule.
The following lemma is a simple generalization of Lemma 7 in [3] .
Lemma 3.5. (i) If
Proof. (i) Let {E λ } and and {F λ } be the spectral nests of A and B, respectively.
The proof of (ii) is analogous.
where the limit is taken over all finite partitions P of N 1 and
Proof. A proof for the case N 1 = N 2 is given in Theorem 6 in [8] . For R ∈ R, the upper integralŨ(R)
ϕ(E i )R∆E i exists and equals R because for each partition P, each member of the above sum is equal to R. Furthermore,
and the sums on the right hand side can be made arbitrarily small because R ∈ R.
The first relationship we prove between R and R 0 is the following:
In view of Lemma 3.5, it suffices to find an operator in A 1 which has a jump at every E i , i = 1, 2, .... One such operator is
where A is an arbitrary operator in A 1 [3] . We recall that U = Opϕ, where ϕ : L 1 −→ L 2 is an order-preserving bijection between the semi-lattices L 1 and L 2 , L 1 closed with respect to the intersections and containing the identity, L 2 closed with respect to the unions and containing the zero element. Let ψ : L 2 −→ L 1 is its inverse. We define
Obviously V is a w*-closed B, A-bimodule. We define also
We note that Y X is an element of the algebra A. Using the fact that for a Banach algebra C {D ∈ C : CD is quasinilpotent for each C ∈ C} = {D ∈ C : DC is quasinilpotent for each C ∈ C}(= radC), one can easily verify that V nil(U) is a w*-closed B, A-bimodule.
Our next step to Theorem 3.10 is the following:
Proof. Because V nil(U) is closed in the norm topology, it suffices to show that R A ⊆ V nil(U) for each A ∈ A 1 . So let A ∈ A 1 and B = B A be its corresponding operator arising from Theorem 2.3. Pick an X ∈ U with B n XA −n −→ 0. From Erdos' work [3] it follows that in order to prove that Y X is quasinilpotent for each Y ∈ V, it suffices to show that, for each Y ∈ V, A n (Y X)A −n tends to zero as n tends to infinity. We have
As can be easily checked,
From Theorem 2.2, it follows that
is bounded for n = 1, 2...}. Now, because the first member of the product on the right is bounded and the second one tends to zero, it follows that the product tends to zero.
We recall now some well known facts (see, for example, [1] ). Let C * (N 1 ) be the C * -algebra, generated by the projections of the nest N 1 and M N1 , be its maximal ideal space. As it is known, M N1 is homeomorphic to Hom (N 1 , 2) , the space of all order-preserving functions from N 1 to 2 def = {0, 1} and the homeomorphism is given by the restriction of each element of M N1 to {P N : N ∈ N 1 }. For each α ∈ M N1 let E α = {E = P 1 − P 2 : P 1 , P 2 ∈ N 1 , α(E) = 1}. We define the seminorm T α = inf{ ϕ(E)T E : E ∈ E α } and we let I α = {X ∈ U : X α = 0} be its kernel. The following result will be of importance to us. Now we can formulate and easily prove the following theorem, which shows the connection between the objects we have been introducing. If a mapping ψ is defined on a nest L and E = P 1 − P 2 , with P 1 , P 2 ∈ L, we set ψ(E) = ψ(P 1 ) − ψ(P 2 ). 
Proof. The direction (iii)⇒(iv) is Lemma 3.7 and the direction (iv)⇒(i) is Lemma 3.8.
(i)⇒(ii). If X α > 0 for some α ∈ M N1 , then from Lemma 3.9 it follows that there exists C ∈ V, such that CX is not quasinilpotent.
(ii)⇒(iii). Let X be such that X α = 0 for each α ∈ M N1 . Then for every > 0 there exists
is an open cover for M N1 ; because M N1 is compact, it follows that there is a finite subcover, say {O En } m n=1 . Now if P is a partition of N 1 with endpoints the endpoints of E n , n = 1, 2, ..., m, then P satisfies the Ringrose condition for X.
The last theorem will enable us to characterize the intersection of the maximal w*-closed sub-bimodules of a given module (Theorem 3.14), which is the main result of this section. Let T = {S : a maximal w*-closed sub-bimodule of U}.
First we establish the following: Lemma 3.11. Let A ∈ A 1 and S be a maximal w*-closed sub-bimodule of U. Then
Proof. In view of Theorem 3.3, S is of the form S = S P , for some gap projection P ∈ N 1 . Let P − = E λ0 , P = E λ , where {E t } is the spectral nest of A. If {F t } is the spectral nest of B = B A , then obviously F µ = F λ0 = ϕ(P ) − for each µ with λ 0 ≤ µ < λ. Hence, we have for X ∈ R A and µ between λ 0 and λ,
n c n → 0 as n tends to infinity, and hence, (I − ϕ(P − ))XP = 0, which means that X ∈ S.
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use Corollary 3.12. R w * ⊆ T.
Proof. Immediate from the definition of T and Theorem 3.10.
Our last theorem establishes the equality between the two objects of the last corollary. Let us first note that each (one-or two-sided) nest algebra bimodule S is w*-generated by the operators of rank one contained in it, in the sense that S = R 1 (S) w * , where R 1 (S) is the subspace of S spanned by its rank one operators. This is a consequence of the same fact about nest algebras [4] . We need a little lemma, whose proof is a simple generalization of the proof of Lemma 3.5 of [1] . Proof. It remains only to establish the inclusion T ⊆ R w * . Because T is w*-closed, according to the note above, it suffices to show that each operator of rank one in T belongs to R. By Theorem 3.3, T is of the form T = Opχ, where
As was mentioned in the beginning of Theorem 3.3, ϕ(P ) = ϕ(P ) − implies P = P − . So every compact operator T in T satisfies the Ringrose condition. Indeed, given an > 0, let {E i } be the partition obtained in Lemma 3.13. If E i is not an atom, then ϕ(E i )T E i ≤ and if E i is an atom, ϕ(E i )T E i = 0. So T belongs to R. Proof. Immediate from Theorem 3.14.
Concluding remark. After the first draft of this paper was completed, we learned that Theorem 2.2 and a weaker version of the Theorem 2.3 were previously proved by Marculescu [10] . The author wishes to thank Dr. J.A. Erdos for providing this information.
