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Izvle£ek
ir²e podro£je, ki ga obravnavamo v okviru doktorske disertacije sta neravnovesna
kvantna in klasi£na zika. Osrednja tema obravnave so integrabilni in solitonski
interagirajo£i sistemi, ki nam s svojo strukturo omogo£ajo analiti£no obravnavo.
V okviru podro£ja se osredoto£imo na dve vpra²anji. Prvo vpra²anje zadeva sta-
cionarna stanja v kvantnih sistemih. Karakterizacija vseh stacionarnih stanj nam
omogo£a izra£un pri£akovanih vrednosti lokalnih opazljivk, v okviru kvantnega ho-
mogenega za£etnega problema. Gradniki stacionarnih stanj so efektivno lokalne
ohranjene koli£ine, ki predstavljajo informacijo, ki se ohrani v sistemu za vse £ase.
V prvem delu disertacije se posvetimo konstrukciji efektivno lokalnih ohranjenih
koli£in v enodimenzionalnem anizotropnem Heisenbergovem modelu in bozonskih
modelih. Efektivno lokalne ohranitvene zakone uvrstimo v okvir teorije integrabil-
nosti in kvazidel£nega opisa integrabilnih sistemov, ki omogo£a neposreden izra£un
zikalnih koli£in.
Drugo vpra²anje se nana²a na naravo transportnih lastnosti v enodimenzionalnih
sistemih. Povezava med idealnim transportom in efektivno lokalnimi koli£inami je
bila vzpostavljena v 90 letih. V disertaciji raz²irimo povezavo na normalni, oziroma
difuzijski transport. Ta nam omogo£a izra£un spodnje meje na difuzijsko konstanto
v Heisenbergovem modelu, s £imer pokaºemo, da Heisenbergov model pri kon£nih
temperaturah ni izolator.
V zadnjem poglavju obravnavamo transportne lastnosti klasi£nih celi£nih av-
tomatov. Prvi model opisuje nabite delcev, ki se elasti£no sipajo, drugi pa ustreza di-
namiki solitonov, pri katerih pride do faznega zamika ob sipanju. Eksplicitna re²itev
dinamike lokalnih opazljivk nam omogo£a analiti£en izra£un transportnih koecien-
tov, kot tudi re²itev nehomogenega za£etnega problema. Kljub svoji preprostosti
sta modela zanimiva zaradi svojih transportnih lastnosti. Izraºeni so namre£ kar
trije transportni reºimi, od izolatorskega, preko difuzijskega, pa vse do balisti£nega.
Klju£ne besede: Neravnovesna statisti£na zika, integrabilnost, efektivno lokalne
ohranjene koli£ine, celi£ni avtomati, transport
PACS: 02.30.Ik, 05.20.-y, 05.30.-d, 05.60.-k, 05.70.Ln, 73.23.-b, 75.10.Pq

Abstract
The primary area, on which we focus in the thesis, are the out-of-equilibrium prop-
erties of quantum and classical systems. The playground we use to study those
properties, are interacting integrable and solitonic systems, whose structure enables
us to perform analytical calculations.
In the context of the out-of-equilibrium physics we focus on two questions. The
rst problem is related to the set of stationary states in quantum systems. The ques-
tion is especially important in the context of the homogeneous quantum quenches,
since it makes possible the calculations of expectation values of local observables.
The building blocks of stationary states are quasilocal conserved quantities which
constitute the information that is preserved under the time evolution. In the rst
part of the thesis we deal with the construction of quasilocal conserved quantities
in one dimensional anisotropic Heisenberg model and bosonic models. Quasilocal
charges are put in the context of the standard theory of integrability, which in turn
allows for the calculation of physical quantities.
The second question we deal with are the transport properties of one dimen-
sional systems. The connection between the local integrals of motion and ideal
transport was established in 90's. Here we extend the connection to the diusive
transport. This enables us to obtain explicit lower bound on diusion constant in
Heisenberg model, which proves that the Heisenberg model is not an insulator at
nite temperatures.
In the last chapter we deal with the transport properties of classical celular
automata. The rst example we consider is the gas of charged hard core interacting
particles, and the second one the gas of interacting solitons. Explicit solution of
the dynamics of local observables allows for the explicit calculation of transport
coecients, and the solution of the inhomogeneous quench problem. Despite their
simplicity, the models exhibit wide range of transport phenomena ranging from
insulating, through diusive to ballistic transport.
Klju£ne besede: Nonequilibrium statistical physics, integrability, quasilocal inte-
grals of motion, cellular automata, transport
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Understanding the macroscopic phenomena and uncovering their microscopic origins
is at the fore-front of statistical physics. To be more concise, statistical physics deals
with the nature of phenomena arising from the unbounded number of constituents.
The beauty of statistical physics lies in the fact that the increasing underlying com-
plexity eventually leads to the description which is simple and universal. Despite
its long history, initiated by Bernoulli [1], some of the basic concepts and ques-
tions are still not fully understood and are subjected to intense research to the day.
The applicability of the framework is far reaching, ranging from condensed mat-
ter physics, trac modeling to economy [2], and encompasses classical, as well as
quantum systems.
We can divide the problems which statistical physics aims to address into two
categories. The rst one is the equilibrium physics, dealing with equilibrium states,
and the second one is the out-of-equilibrium physics, which addresses the dynamical
phenomena. While the equilibrium physics was a primary research interest during
the 20th century, a richer, out-of-equilibrium phenomena attracted a lot of attention
recently, from experimental, as well as theoretical point of view [3]. One of the
prominent questions is, how the equilibrium arises from non-dissipative dynamics.
In quantum systems this question is addressed by the Eigenstate thermalization
hypothesis (ETH) [4, 5]. While ETH has far reaching consequences, it is only a
hypothesis, and is yet to be proven for any pure Hamiltonian system.
Another problem that arises naturally is, how the nature of transport is con-
nected to the type of interparticle interactions. Compared to the question of equi-
libration, this problem is much less understood. First of all, we lack a handle to
discriminate what types of interaction leads to certain types of transport, and even
more, we do not understanding what types of universality classes there might exist.
Furthermore, interesting phenomena go beyond the  simple  question about the
nature of transport, into the realm of uctuations. This question has been only
partially addressed in the context of diusive probabilistic classical systems [6].
While the outlined problems apply both, to quantum, as well as to classical
systems, it is maybe even more interesting to understand what might be the quantum
eects on large, hydrodynamical, scales.
In the thesis we will deal with one dimensional classical and quantum systems,
which have many merits when compared to their higher dimensional counterparts.
Firstly, they exhibit eects which are typically not seen in higher dimensions. Ex-
amples of such eects are ideal transport at all temperatures despite the interactions
15
Chapter 1. Introduction
[7], and the existence of wide range of non-eguilibrium steady states [8], which are
absent in higher dimensions. Not only is such, non-ergodic, behavior interesting
from fundamental perspective, but it might also turn out to be useful in information
storage and processing. Second advantage of studying one dimensional systems is
that we have strong methods for addressing the physical questions, ranging from nu-
merical techniques, such as Density Matrix Renormalization Group (DMRG) [9], to
integrability based methods, which allow for exact calculation even in the interacting
systems. However, one might wonder whether these systems and eects have any
grounds in real materials, or are they just an attractive playground for theoreticians.
The answer to this question is armative, as witnessed by experiments on materials
which are well described by the one dimensional systems [10]. Due to the develop-
ment of advanced experimental techniques, enabling ecient manipulation of cold
atomic gases [11], the last decade has been especially fruitful in this regard. There
were multiple experimental realization of integrable systems [12, 13, 14, 15, 16], and
even interacting systems, exhibiting many-body localization [17].
Numerical methods are a powerful tool to address questions related to the equi-
librium as well as to the out-of-equilibrium phenomena, however they typically do
not supply denite, or even very persuasive results, especially in the case of the
out-of-equilibrium phenomena in quantum systems. Usually this is caused by the
nite time scales accessible by the tDMRG studies, or nite system size eects in
the exact diagonalization techniques. While they might show the indication of in-
teresting physics, they do not oer the explanation of such phenomena, which is
typically left to the imagination of the researcher. It is thus very attractive to work
with models which allow for some form of exact treatment and to develop methods
which give an analytical handle to address open questions. For generic models the
above is not possible, however there are two types of systems in which we can obtain
exact results. The rst class of systems are free theories, which are easy to handle,
since they can be described in terms of noninteracting particles, typically allowing
for exact time dependent calculations. The second class of systems are integrable
or exactly solvable models [18, 19, 20, 21], which are genuinely interacting, and
can be described in terms of two particle reducible scatterings. Due to interactions
their physics becomes much richer. There are two reasons which make integrable
models especially interesting. In some cases it seems that integrable systems exhibit
completely generic physical properties and can, in some sense, provide the under-
standing of the physics of completely generic models. Secondly, integrable models
also exhibits phenomena which do not occur in generic systems. For instance the
same integrable model seem to violate diusion law for some values of parameters,
and support it for others [22, 23].
Despite their name, exact calculations in integrable systems are not possible in
general. However, recently there has been a large progress in understanding the
dynamical aspects of integrable models, instigated by the investigation of quantum
quench protocols [24, 25]. Quantum quench describes a setting in which the sys-
tem is initially prepared in the ground state of some local Hamiltonian and left to
evolve unitarily after an abrupt change of parameters. The question we sought to
answer is what information about the properties of the initial state the system retain
indenitely.
It is worthwhile mentioning that the quantum quench paradigm is not interest-
ing only from the integrability point of view, but also when studying topological
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properties of the system [26], and presents an attractive experimental setup as well.
Related paradigm can also be used to probe the nature of the transport in the so
called inhomogeneous quench protocol, where the system is split into two parts, and
each half is prepared in dierent stationary state [27, 28, 29]. It is expected that the
properties of the steady state that forms at the junction of two halves depend on
transport properties of the system [23]. Another, older, paradigmatic approach to
study transport properties is the linear response theory, in which transport coe-
cients can be expressed in terms of time ordered correlation functions in stationary
ensembles [30].
While we specialized the discussion to the systems where the dynamics is gov-
erned by the time independent Hamiltonian, these questions are just as interesting
in the setup, where the Hamiltonian depends on time. In its simplest form this leads
to the notion of cellular automata. In this case the time evolution is provided by the
sequence of local classical, or quantum gates, reducing the dynamics to the discrete
space-time lattice.
The rst topic that we will cover in the thesis is the nature of stationary states
in integrable theories. In this context quasilocal conserved quantities [31] are of
primary importance. They were rst constructed in the anisotropic Heisenberg
model by T. Prosen [32], and were shown to play a prominent role in the transport
phenomena as well. Two years latter the origins of these conservation laws were
uncovered [33], however the connection between quasilocal conserved quantities and
the thermodynamic description of the Heisenberg model was only claried a year
ago [34].
At the same time a new problem surfaced, which eventually lead to the construc-
tion of another family of conservation laws [35]. It was a widely held belief that the
complete information which the system retains after the quantum quench is stored in
local conserved quantities. Such description was shown to fail in Heisenberg model
[36, 37, 38], instigating the search for missing conservation laws. The breakthrough
came by the construction of new conservation laws a year later [35]. This lead to
the number of successive works by E. Ilievski et. al. [31, 39, 40, 41], illuminating
the origins of quasi-local conservation laws. They play a prominent role in the inho-
mogeneous quench setup as well, since they correspond to the slow modes persisting
on large space-time scales, and are the constituting part of the hydrodynamical de-
scription [28, 29]. Despite the extensive progress, we are still lacking the complete
understanding and physical implications of the quasilocal conserved quantities.
The second topic of the thesis deals with the transport in integrable quantum and
classical systems. There is a wide range of transport phenomena one dimensional
systems can exhibit. The transport ranges from ballistic, anomalous superdiusive,
normal or diusive, anomalous subdiusive to insulating [42]. Ballistic, or ideal,
transport is related to the existence of local conservation laws, and as such to inte-
grable models. The insulating behavior is typically related to many-body localized
systems. The intermediate region is less understood, with essentially no analytical
results. The systems exhibiting subdiusive transport were subjected to the exten-
sive research as well. However, the exact results in this case are rather scarce even
in the extreme, insulating, case, corresponding to the many-body localized phase
[43, 44]. As far as the diusion is concerned, there are no exact results for the
case of interacting quantum systems. This is the area on which we focus in this
thesis. The rst result on the topic relates the diusion constant to the curvature
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of the ideal transport coecient, the Drude weight [45]. The general result can be
employed to demonstrate that the Heisenberg model is not an insulator.
Since obtaining explicit results on transport in quantum interacting models is in
general very hard, it might be advantageous to focus on simpler models exhibiting
similar behavior. This way we might hope to understand the underlying structure
and mechanisms leading to certain types of transport. This is the reason that in
article [46] we focused on the transport behavior of the classical cellular automaton.
The rst model we studied is composed of hard core interacting particles and freely
propagating vacancies, for which we were able to demonstrate the coexistence of
diusive and ideal transport analytically [46, 47]. In second part we studied more
complicated Rule 54 automaton [48], in which we demonstrate that the dynamics
of the system is characterized by the ballistic jets with the diusive spreading [49].
These results are important for quantum systems as well, since on ballistic scales
integrable quantum theories can be described by scattering of classical particles [50].
While physical signicance and the motivation for the study of classical cellular
automata is clear, explicit calculation of time dependent phenomena in interacting
systems goes beyond the results which can be obtained by the standard integrability
methods. Furthermore, there is no apparent connection between the Yang-Baxter
integrability and the stochastic generalization of the hard core interacting gas or the
rule 54 model, hinting at new underlying mathematical structure of these models.
Outline
In this thesis we present the results from four articles [35, 45, 46, 51], a review article
[31], and results from two papers, which were not yet published [47, 49].
The thesis comprises two connected parts. The connecting tissue is integrability,
which is reviewed in the second chapter. There we discuss integrability in the context
of algebraic Bethe ansatz, and focus on its thermodynamic version in the end.
In the third chapter we introduce the notation and discuss dierent notions
of locality in various setups. Furthermore, here we also discuss general physical
properties of local observables.
The two chapters are connected in the forth chapter, where the quasilocal charges
are discussed. We start by outlining the quasilocality condition on the level of trans-
fer matrices. Using these result we construct the parity symmetric quasilocal charges
in HeisenbergXXZ model, using the unitary representations of corresponding Yang-
Baxter algebra [31, 35]. In this chapter we also discuss their physical origins which
were claried by E. Ilievski et. al. in [40]. In order to provide the coherent picture
we present charges constructed by T. Prosen et. al [32, 33, 52], and their relation
to the quasiparticle picture, which was outlined only recently by A. De Luca et.
al. [34]. The nal family of charges in the Heisenberg model are quasilocal charges
obtained from semi-cyclical representations of Yang-Baxter algebra [51], which are
not yet understood in terms of the standard quasiparticle picture. Finally we shortly
discuss the pseudolocality in Bosonic models.
In the fth chapter we discuss the eects quasilocal charges have on transport.
Namely we make the connection between the diusion constant and the Drude weight
which relates quasilocal conservation laws to normal transport [45]. This result is
used to show that the transport in anisotropic Heisenberg model is not insulating
at high temperatures, by explicitly calculating a lower bound on diusion constant.
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In the sixth chapter the transport properties and solvability of classical solitonic
lattice systems is presented. We calculate the transport coecients analytically
using exact results for spatio-temporal correlation functions in hard core interacting
lattice gas [46]. Despite its simplicity, the system is shown to contain three regimes
exhibiting dierent types of transport. For the hard core interacting system we also
obtain the asymptotic charge proles, following the inhomogeneous quench, and
compare the results with the hydrodynamical picture. Furthermore, we present an
explicit MPA (matrix product ansatz) representation describing the dynamics of
local observables. This is followed by the exact solution of the rule 54 model, and
the calculation of the structure factor.
We conclude the thesis with a short overview of results and the discussion of
open problems and possible future directions.
In order to preserve the ow of the thesis, we do not dierentiate between the
results derived by other authors, and the results that stem from the work that was
published with my collaborators in the original articles. Therefore we make this dis-
tinction at this point. The two chapters on the transport phenomena in integrable
systems and the discrete space-time dynamics are an original contribution in its
entirety [45, 46, 47, 49]. In the chapter on the quasilocal charges, the original con-
tribution corresponds to the part on bosonic models, semi-cyclic quasilocal charges
[51], which was also the topic of the L. Zadnik's master thesis [53], and the part on
the unitary charges [35], excluding the discussion of the quasiparticle picture. The
chapters 2 and 3 are the review of the previously established concepts and results. I
would also like to mention that E. Ilievski's PhD thesis [54] was of great help from






The aim of this chapter is to introduce the necessary prerequisites from integrability
theory, in order to construct quasilocal conservation laws and understand how they
t in the standard integrability framework.
The history of integrability is a prime example of simple initial observations
leading to advanced theory encompassing many areas of physics and mathematics.
The study of integrability related phenomena goes back to the John Scott Russel's
observation of almost perpetually propagating waves, which are now known as soli-
tons, in 1834. He published his ndings on the wave dynamics in his seminal paper
[55] in 1844. The existence of solitons in systems which can not be described by
linear equations is rather striking, since the coherence is typically destroyed by the
nonlinear contributions. The primary theoretical insight into phenomena, observed
by Russel, came more then a century later. In 1967 Gardner, Greene, Kruskal, and
Miura solved the Korteweg-de Vries (KdV) equation [56], which describes the water
dynamics in the narrow canal. The existence of solitons in KdV can be understood
as a ne tuned interplay between the diusive term, causing their spread, and their
relocalization due to the nonlinearity.
The research of quantum integrability started independently, with the rst an-
alytical result predating the development of classical integrability theory. In 1931
Hans Bethe wrote the solution of the isotropic Heisenberg model in terms of the
ansatz which carries his name nowadays [57]. He noticed that the solution of the
Heisenberg model can be written in terms of the scattering plane waves with peri-










λj − λk + i
λj − λk − i
. (2.1)
Here N is the size of the systems, M is the number of excitations, and λj a rapidity,
which is related to the momentum of the wave pj as λj = cot(pj/2). Equations (2.1)
are nowadays known as Bethe equations, and can be viewed as a generalization of
the restrictions imposed by the boundary condition in free theories.
The dening property of the integrable theory is that the scattering of arbitrary
number of particles can be reduced to two particle scatterings using the celebrated
Yang-Baxter equation (YBE) [58]
S2,3(λ, µ)S1,3(µ, ν)S1,2(ν, λ) = S1,2(ν, λ)S1,3(µ, ν)S2,3(λ, µ). (2.2)
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Integrability found applications in many areas of theoretical physics, ranging
from classical and quantum eld theories [59, 60, 61], statistical physics of two
dimensional classical systems [19], classical stochastic processes [62], one dimensional
lattice systems, all the way to the gauge/gravity duality [63]. One of the most
important steps in the development of the theory was made by the Leningrad school
lead by Faddeev. Faddeev's school developed the algebraic version of Bethe ansatz
termed algebraic Bethe ansatz [64]. In mathematics it gave rise to the theory of
quantum groups [65, 66, 67].
The description of integrable models can be greatly simplied in thermodynamic
limit, N → ∞. Assuming the validity of string hypothesis [57], Bethe equations
can be recast in form of integral equations [68], which enable exact calculations of
certain quantities.
2.1 Algebraic Bethe ansatz
Algebraic Bethe ansatz was introduced in the late 1970's [64, 69]. Their proponents
sought to build the theory of quantum integrability from the grounds up, making a
setup analogous to the classical one [70]. The approach is also known as the quantum
inverse scattering method, and it connects the Bethe ansatz solvable systems to their
symmetric structure [71, 72, 73], and provides the prescription for diagonalization
of integrable Hamiltonians using the algebraic approach.
2.1.1 Commuting families of operators
The rst step in the algebraic Bethe ansatz technique is to build a set of commuting
operators.
The central relation of quantum integrability is the braid equation
R̂1,2(λ, µ)R̂2,3(µ, ν)R̂1,2(λ, µ) = R̂2,3(µ, ν)R̂1,2(λ, µ)R̂2,3(µ, ν). (2.3)
It is the matrix equation for R̂x,y ∈ End(h⊗3), where h is some vector space over
C. The subscript indices represent vector spaces on which the matrix is acting non-
trivially, R̂1,2(λ, µ) = R̂(λ, µ) ⊗ 1, R̂(λ, µ) ∈ End(h⊗2). Matrices are functions of
spectral parameters λ, µ, ν. For special class of models, also known as fundamen-
tal models, R̂ matrix does not depend on two parameters independently, but is a
function of their dierence instead, R̂1,2(λ, µ) ≡ R̂1,2(λ − µ). More information on
the non-fundamental integrable models can be found in the book dedicated to the
integrability structure of the Hubbard model [74]. In what follows we restrict the
discussion to fundamental models. Permuting the R̂ matrix, we obtain R matrix
R = P1,2R̂1,2, which satises YBE
R1,2(λ− µ)R2,3(λ− ν)R3,1(µ− ν) = R3,1(µ− ν)R2,3(λ− ν)R1,2(λ− µ), (2.4)
where P1,2 ∈ End(h⊗2) is the permutation matrix, P1,2|ψ1⟩ ⊗ |ψ2⟩ = |ψ2⟩ ⊗ |ψ1⟩.
Finding the solution to the equation (2.4) immediately produces the family of
commuting operators. We will show that operators tr a(Ra,2(λ)) commute for dif-
ferent values of λ, where tr a is a partial trace over the auxiliary subspace a. First
we set ν = 0 in eq. (2.4), multiplying it by R1,2(λ− µ)−1 from the left
R2,3(λ)R3,1(µ) = R1,2(λ− µ)−1R3,1(λ)R2,3(µ)R1,2(λ− µ) (2.5)
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Taking the partial trace over the subspace 1, and the subspace 2 we get
tr 2(R2,3(λ)) tr 1(R3,1(µ)) = tr 1(R3,1(µ)) tr 2(R2,3(λ)). (2.6)
Here we took into account the cyclic invariance of the trace.
We proceed by generalizing the result (2.5) to the spin chain comprising multiple
lattice sites. With each lattice site we associate a local Hilbert space h, which induces
the many-body Hilbert space corresponding to N lattice sites, H = h⊗N . In order
to construct commuting families of operators over H, we introduce an auxiliary
space a, and a monodromy matrixMa(λ), comprised of the product of the local Lax
matrices
Ma(λ) = L1,a(λ)L2,a(λ) · · ·LN−1,a(λ)LN,a(λ). (2.7)
Li,a(λ+c) = Ri,a(λ) is the Lax matrix acting nontrivially on a single physical lattice
site i and the auxiliary space a, and c is some constant shift. With the monodromy
matrix we associate the transfer matrix T (λ) ∈ End(H),
T (λ) = tr a(Ma(λ)). (2.8)
Using YBE it is easy to show that Lax matrices satisfy the RLL relation
Ra,b(λ− µ)La(λ)Lb(µ) = Lb(µ)La(λ)Ra,b(λ− µ). (2.9)
Taking into account that matrices acting on dierent subspaces commute and using
YBE (2.4) sequentially the RLL relation can be extended to monodromy matrices
Ra,b(λ− µ)Ma(λ)Mb(µ) =Mb(µ)Ma(λ)Ra,b(λ− µ). (2.10)
Using the relation (2.10) and following the single space arguments, it is easy to show
that transfer matrices commute for dierent values of spectral parameters
T (λ)T (µ) = T (µ)T (λ). (2.11)
Example: Isotropic Heisenberg model
We will now construct transfer matrix, which is related to the isotropic Heisenberg




) = λ1+ iP1,2. (2.12)
Taking the logarithmic derivative of the transfer matrix (2.8) composed from L
matrices (2.12) at the shift point λ = i
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Here σx,y,zk are Pauli matrices acting nontrivially on k-th physical subspace. Since
transfer matrices mutually commute for any values of spectral parameter, they also
commute with the Heisenberg hamiltonian
[H,T (λ)] = 0. (2.14)
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The complete set of conserved quantities is, however, much larger. In order to show
this, we will derive the sucient condition for the commutativity of transfer matrices
with the Heisenberg Hamiltonian.
The starting point of the derivation is the RLL relation (2.9) which, when mul-
tiplied by the permutation matrix from the left, gives
R̂1,2(λ− µ)L1,a(λ)L2,a(µ) = L1,a(λ)L2,a(µ)R̂1,2(λ− µ). (2.15)
In order to derive the commutation relation between the Hamiltonian density, we
take the derivative of equation (2.15) w.r.t. the spectral parameter µ at µ = λ
[L1,a(λ)L2,a(λ), ∂λR̂1,2(0)] = L1,a(λ)∂λL2,a(λ)R̂1,2(0)− R̂1,2(0)∂λL1,a(λ)L2,a(λ).
(2.16)
Inserting the explicit expression for the permuted R-matrix, R̂1,2(0) = i, yields the
relation
[L1,a(λ)L2,a(λ), ∂λR̂1,2(0)] = iL1(λ)∂λL2,a(λ)− i∂λL1,a(λ)L2,a(λ), (2.17)
which implies the quantum version of the zero curvature condition
[L1,a(λ)L2,a(λ), h1,2] ∝ L1,a(λ)∂λL2,a(λ)− ∂λL1,a(λ)L2,a(λ). (2.18)
The equation (2.18) is also known as the Sutherland equation. The connection





Relation (2.19) implies that any matrix T (λ) = tr a(L1,a(λ)L2,a(λ)...LN,a(λ)), with
L satisfying the Sutherland relation commutes with the Hamiltonian
[T (λ), H] ∝
∑
k
tr a(L1,a(λ)...[Lk,a(λ)Lk+1,a(λ), ∂λRk,k+1(0)]...LN,a(λ)) = 0. (2.20)
In the remainder of the thesis we will drop the subscript indexes of Lax matrices.
Inspired by one of the solutions of the Sutherland equation, we assume that only
the identity component of the Lax matrix depends on the spectral parameter λ
L(λ) = λ1+ iσ1 · Sa, (2.21)









1). The Sutherland equation now reduces to
− i[L(λ)⊗̇L(λ), P1,2] = L(λ)⊗ 1− 1⊗ L(λ). (2.22)
Here we introduced the partial tensor product, ⊗̇. It corresponds to the tensor prod-
uct of operators on the physical space, and matrix multiplication of corresponding
matrices on the auxiliary space. Since [σ1 + σ2, P1,2] = 0, the rst and the second
order in λ on the l.h.s. of (2.22) vanish, and we are left with the following equation
[(Sa · σ1)(Sa · σ2), P1,2] = (Sa · σ1)− (Sa · σ2). (2.23)
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Using elementary vector product properties, and rewriting the permutation matrix
P1,2 in terms of Pauli matrices P1,2 = 12(1 + σ1 · σ2), we observe that the zero
curvature condition (2.16) reduces to the dening relations of the sl2 algebra
− i(Sa × Sa) · (σ1 − σ2) = (Sa · σ1)− (Sa · σ2)→ Sa × Sa = iSa. (2.24)
We have shown that the transfer matrix composed from the local Lax components
(2.21) will commute with Heisenberg Hamiltonian, if the operators Sa form the
representation of the sl2 algebra. The complete set of nite dimensional solutions















(2s− n)(n+ 1)|n⟩⟨n+ 1|,
(2.25)
where Sx = S+ + S− and Sy = i(S− − S+). We will label the transfer matrices
connected to (2s + 1) dimensional representation by Ts(λ). It is possible to show
that transfer matrices commute for arbitrary values of the representation parameter
s and the spectral parameter λ.
Anisotropic Heisenberg model















can be treated along the same lines as the isotropic case [31]. The Lax matrix





⎡⎣sin(λ+ iη Sz) i sinh(η)S−
i sinh(η)S+ sin(λ− iηSz)
⎤⎦ . (2.27)
The entries of the Lax matrix S±,z, are the auxiliary space operators, which satisfy
the q-deformed sl2 relations Uq(sl2)















The representation theory of the deformed algebra (2.28) [66] is analogous to the
undeformed case in ∆ > 1 regime. Once again we can label representations with the














[2s− n]q[n+ 1]q|n⟩⟨n+ 1|. (2.33)
Note that by replacing λ→ ηλ and taking the limit η → 0, we obtain the undeformed
Lax matrix (2.21). Representations (2.31) are called unitary representations due to
the property (S+)† = S−. Associated transfer matrices Ts(λ) carry the same name,
and are proportional to unitary operators for real λ, in thermodynamic limit.
For ∆ < 1 the reparametrization λ → iλ and η → iη is conducted. In this
regime the set of nite dimensional representations of Uq(sl2) is enlarged. Let us
parameterize the anisotropy parameter by η = lπ
m
. If the dimension of the auxiliary












[2s− k]q|n⟩⟨n+ 1|. (2.36)
satisfy the algebraic relations (2.28) for any s ∈ C. The set of representations
(2.34) dene the highest-weight transfer matrices T hws (λ). An additional extension of
representation theory in ∆ < 1 regime are the semi-cyclic and cyclic representations
[75], for which the ladder operators S± connect the highest weight state |0⟩ to the

















[2s− k]q|n⟩⟨n+ 1|+ β1|0⟩⟨m− 1|. (2.39)
When considering the highest weight or semi-cyclic representations, we do not
substitute λ→ iλ.
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Bosonic models
Interesting integrable models extend beyond the spin-1
2
case to the models with
higher and even innite dimensional local space. The latter are of particular interest
from physical perspective, since they describe bosons on the lattice. In continuous
case, two of the most important integrable models are the nonlinear Schrödinger's
equation, also known as the Lieb-Liniger model, and Sine-Gordon model. Here we
will consider the lattice regularization of the Lieb-Liniger model as presented in the
Faddeev's article [64].
The approach relies on the representation of the sl2 operators associated with


















k + 1|k + 1⟩⟨k|.
(2.41)
Using the standard nite dimensional representations on the auxiliary space (2.25),
we can construct the bosonic transfer matrices T bs (λ). The complete set of commut-
ing operators is obtained by considering dierent representations on auxiliary space,
however, the appropriate Lax operator takes more complicated form. Only in the
case of two dimensional auxiliary space, the series truncates, and we get the known
form of the Lax matrix
L(λ) = λ1+ 2iS1/2 · sb. (2.42)
In order to obtain the Lieb-Liniger model one should rst consider the logarithmic
derivative of the 2s + 1 dimensional auxiliary space [64]. This, however, gives the
local Hamiltonian which does not reduce to the Lieb-Liniger model in appropriate
limit. To achieve this one should rst do a similarity transformation of the bosonic





U = Ul ⊗ 1⊗ Ul ⊗ 1 · · · .
(2.43)






sanding δ → 0, and the representation parameter s → ∞, while keeping their
product xed δs = g [64]














This concludes the discussion on the transfer matrices and the associated Hamil-
tonians, and we move to the central part of ABA.
2.1.2 Eigenstates and Bethe equations
In order to be more transparent, we shortly describe the main steps of the diago-
nalization procedure as presented in [64]. In previous subsection we connected the
Heisenberg Hamiltonian to transfer matrices. In what follows, we will diagonalize
the transfer matrices T1/2(λ) for any value of the spectral parameter λ. The inde-
pendence of the eigenbasis on the spectral parametr λ, implies that it is also an
eigenbasis of the Heisenberg Hamiltonian.
The central part of the algebraic Bethe ansatz deals with the diagonalization
of transfer matrices T (λ). Here we base our discussion mainly on [20, 64]. Let






Matrices A(λ), B(λ), C(λ), D(λ) are operators on the physical space. We will
diagonalize the sum of matrices A(λ) and D(λ), T (λ) = A(λ) +D(λ), by nding a
single eigenstate annihilated by the matrix C(λ). Upon this vacuum, we will build
the excitations using the operator B(λ).
The vacuum corresponds to the maximally polarized state
|Ω⟩ = | ↑⟩⊗N , (2.47)
since A(λ) and D(λ) preserve the complete magnetization, and C(λ) increases the
magnetization by a single unit.
The eigenvalues of A(λ) and D(λ) w.r.t. the vacuum can be obtained by calcu-
lating the matrix element | ↑⟩a ⊗ |Ω⟩ and | ↓⟩a ⊗ |Ω⟩
A(λ)|Ω⟩ = α(λ)N |Ω⟩, (2.48)
D(λ)|Ω⟩ = δ(λ)N |Ω⟩. (2.49)
In our case the matrix elements can be identied as α(λ) = ⟨↑↑ |L(λ)| ↑↑⟩ and
δ(λ) = ⟨↓↑ |L(λ)| ↓↑⟩. Note that the operator B(λ) decreases the total magne-
tization by one unit, and serves as a creation operator for our excitations. The
Yang-Baxter equation (2.10) implies the following commutation relations between
matrices A(λ), B(λ), C(λ), D(λ) [20]
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where the functions a, b, c parametrize the R-matrix
R(λ) =
⎡⎢⎢⎢⎢⎢⎢⎣
a(λ) 0 0 0
0 b(λ) c(λ) 0
0 c(λ) b(λ) 0
0 0 0 a(λ)
⎤⎥⎥⎥⎥⎥⎥⎦ . (2.51)





is an eigenvector of the transfer matrix T (λ). Commuting the transfer matrix T (λ)















Here |{λj}′⟩ corresponds to the o-diagonal contribution, arising from the second
term on the left hand side of relations (2.50). While obtaining the remainder might









since the number of T 's and B's, as well as the set of parameters {λ, λ1, ..., λM} is
preserved under the commutation procedure. In order to obtain the term OMl , we
rst commute B(λj) to the left most site, and then take into account the second
term in commutation relations of T (λ) with B(λl). Finally, we notice that in order
to obtain the desired form, one should only take into account rst term when com-
muting T (λ) over the remaining set of matrices B(λ), yielding an explicit expression
for OMl













The requirement that the remainder vanishes OMl (λ, {λj}) = 0, immediately yields










sin(λl − λj + iη)
sin(λl − λj − iη)
. (2.56)
Bethe states corresponding to the solutions of Bethe equations are called on-shell
Bethe states.
The set of transfer matrices goes beyond the fundamental transfer matrix T1/2(λ),
which we diagonalized above. The spectrum of generic transfer matrices Ts(λ) can be
29
Chapter 2. Integrability
recursively traced back to the fundamental transfer matrix using the fusion relation
[31, 76, 77, 78, 79, 82]
T+s (λ)T
−




0 (λ) + Ts+1/2(λ)Ts−1/2(λ). (2.57)
Here we introduced the shift of spectral parameter f [±k](λ) = f(λ ± k iη
2
∓ i0+),
f±(λ) = f [±1](λ) and T0(λ) = (sinλ/ sin η)N . Note that due to the commutativity
of operators Ts(λ), we can solve equation (2.57) on spectral level. In order to obtain
the spectrum for general Ts(λ), we have to solve the recursive equation, which is of
the second order, and therefore requires two starting points. One of them is provided
by T0(λ) and the second one is given by the spectrum of fundamental transfer matrix
T1/2(λ), which can be obtained directly from the diagonalization procedure outlined
above. It proves useful to decompose the fundamental transfer matrix in terms of




[−2](λ) + T−0 (λ)Q
[+2](λ), (2.58)
which have the following spectrum
Q(λ) = ΠMk=1 sin(λ− λk). (2.59)






















2.1.3 Thermodynamic limit and quasiparticle picture
In previous section we constructed the spectrum of transfer matrices, which are en-
coded in terms of the solutions of Bethe equations. Bethe equations are nonlinear,
and we are not able to solve them for any size N . However, as discussed in the in-
troductory section, we are interested in the innite size limit. This largely simplies
the treatment, since nding the solution in thermodynamic limit reduces to solving
the set of integral equations. This section is mainly based on the pedagogical paper
[84], which is also a great source of further information and more in-depth treatment
of thermodynamic Bethe ansatz (TBA).
The goal of this section is to discuss how to obtain continuous description of
the solutions of Bethe equations. Naively one might expect that the continuous
description should be two dimensional, since the rapidities λ are complex in general.
Below we will demonstrate that, in fact, the appropriate way to characterize most
of the solutions is by a single continuous variable and an additional counter.
String Hypothesis
The set of rapidities solving Bethe equations are in general complex. However,
there are restrictions on what values in complex plane rapidities can take. These
restrictions go by the name of string hypothesis [21, 84, 85]. String hypothesis states
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that rapidities, which solve Bethe equations, form the so called strings in the large
N limit. Strings composed from k rapidities {λk,rj } are called k-strings
λk,rj = λ
k
j + (k + 1− 2r)iη 12 . (2.61)
Here index j distinguishes between k-string solutions with dierent real parts, and
r dierentiates the rapidities within a single string and can take values from 0 to k.
This structure ensures the cancellation of zeros and poles in Bethe equations.
Namely, if the limit N →∞ is taken in equation (2.56) and λ1 has a negative imag-
inary part, the left hand side vanishes. This can be compensated by the existence
of zero on the r.h.s., i.e. λ2 = λ1 + iη. In order to check, if we encounter some
additional problem, we should multiply the Bethe equations corresponding to λ1
and λ2. We will encounter zero or the singularity again, if the sum of the moments
of two particles has nonzero imaginary part. In this case the same argument can
be repeated, implying the existence of appropriately shifted λ3 etc. The consistency
condition on equations for rapidities corresponding to the same string, requires that
the sum of momenta of rapidities in a single string should be real, imposing that k
has to take integer values [84].
String solutions of Bethe equations correspond to the bound states of quasi-
particles, since their energy is lower than the energy of particles with purely real
momenta [84]. The reason that the statement is a hypothesis is that it is rigorous
only if the number of magnons M is nite, and typically we are interested in sectors
close or at half-lling l ∼ N
2
, where the number of magnons diverges. Exceptions to
the string hypothesis indeed exist [86, 87], however it is expected that they do not
play any role in the thermodynamic limit [74].
In next subsection we treat strings as indecomposable objects and derive their
thermodynamic description.
Thermodynamic limit of Bethe equations
Preceding section implies that the thermodynamic version of Bethe equations for
strings will depend only on the positions of their real centers. In order to express
Bethe equations as equations for real centers we regroup terms in the product of the






























Here the product over k corresponds to dierent string lengths, j runs over all k-
strings with dierent real part, and r over rapidities corresponding to the given
bound state. If we assume that the solutions form strings, the complete set of Bethe
equations is no longer independent. In what follows we derive equations for the
string centers. It proves useful to introduce the scattering matrix elements for the
















Writing the equation (2.56) in terms of fused scattering matrices (2.63), (2.64),
and taking the product over rapidities corresponding to a given string, yields the












j′ ) = 1. (2.65)
If we take the logarithm of Bethe equations we obtain the following expression [40]









j′ − λkj ), (2.66)
where we choose dierent branch-cuts of the logarithm labeled by an integer Ikj for
λkj appearing in any of the solutions of Bethe equations.
Let us clarify the meaning of branch-cuts Ikj . Let us assume that we found
all of the solutions of Bethe equations, and are thus able to write down all of the
eigenstates of transfer matrices. Some of the solutions posses k-strings. We order
the k-strings from all solutions with respect to the value of their real centers. The
branch cut Ikj corresponds to the consecutive number of the rapidity λ
k
j in this list.
Any eigenstate which is labeled by the set of rapidities {λkj}, can be relabeled by
the set of indexes {Ikj }, corresponding to the rapidities which constitute the state
|{λkj}⟩ → |{Ikj }⟩. (2.67)
Instead of labeling eigenstates with the set of indexes or rapidities, it can be charac-
terized, in thermodynamic limit, by the smooth function ρk(λ) over rapidity space
λ. The string density ρk(λ) is dened as a smooth function, which is related to the
number of centers of k-strings nk(λ) in an interval ∆λ, centered around λ as
nk(λ) = Nρk(λ)∆λ. (2.68)
Similarly, ρ̄k(λ) denotes the density of the holes, i.e. the density of unoccupied sites
of all possible string centers in an interval ∆λ. Since the index Ikj labels all possible










Let us consider a continuum version of Bethe equations (2.66), by replacing λkj → λ





dλ ρk(λ). Finally, taking the derivative
w.r.t. λ after expressing the integer Ikj via (2.69), we can write the continuum
version of Bethe equations for particle and hole densities
ρj + ρ̄j = aj −
∑
k
aj,k ⋆ ρk, (2.70)
with aj,k = − i2π∂λ logSj,k(λ) and aj = −
i
2π
∂λ logSj(λ), where the convolution is
dened as
aj,k ⋆ ρk =
∫ π/2
−π/2
dµ aj,k(λ− µ)ρk(µ). (2.71)
Note that for ∆ < 1 regime the set of allowed string solutions truncates, and the
strings are characterized by an additional parameter. For the detailed discussion of




Local observables are some of the most important physical objects for two reasons.
First of all, local densities represent the quantities which are typically measured in
experiments, and secondly in the rst approximation, the physics of real materials
can be modeled by local Hamiltonians. Quasilocality, with somewhat dierent def-
inition from the one that will be included here, entered the game in the context of
C∗ algebras [88, 89], in order to describe the time evolution of local observables in
systems with local interaction. C∗ algebraic approach deals with rigorous treatment
of the dynamics of innitely large systems.
In the rst part of this chapter we are going to introduce the notions of local-
ity, quasilocality and pseudolocality, and precisely dene our settings. This will be
followed by the discussion of physics of local observables, and the relevance of the
pseudolocality. The rst part will be mainly based on the rigorous treatment in
context of C∗ algebras presented in [90]. The approach allows for the rigorous de-
nition of the Generalized Gibbs Ensemble (GGE), extending the results from [91, 92]
to systems possessing noncommutative conserved operators. In general, integrable
systems are expected to relax to Generalized Gibbs Ensemble or, according to the
Generalized eigenstate thermalization hypothesis (GETH), to a single representative
state [93]. It was generally accepted belief that in order to describe GGE's, only the
local conservation laws should be accounted for. However, this was shown to yield
incorrect results [36, 37], and an appropriate description is provided by taking into
account the complete set of local and quasilocal conservation laws [35, 40].
Quasilocality in the context considered here appeared in the article [32] for the
rst time, resolving the long standing problem related to the origins of the ideal
transport in easy plane regime of the anisotropic Heisenberg model. In this chapter
we will show how to relate quasilocal quantities to the ideal transport coecients
[94, 95], and demonstrate that the pseudolocal conserved quantities are the only
objects that can play a role in the ideal transport.
3.1 Local, quasilocal and pseudolocal operators
The setup of quasilocal algebra is built on the one-dimensional lattice Λ = Z. How-
ever, most of the results presented here can be extended to arbitrary dimension [90].
With each lattice site we associate a local nite dimensional Hilbert space h. The
Hilbert space of a sub-lattice interval of length n, between the sites x and x + n is
composed from the tensor product of n local spaces H[x,x+n] = h⊗n. The operator
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algebra over a sub-lattice interval corresponds to linear maps over the correspond-
ing Hilbert space U[x,x+n] = End(H[x,x+n]). Quasilocal algebra U is obtained as the
uniform closure of C∗ subalgebras in the C∗ norm [88].
The local density q with the support n, is dened as an operator acting nontriv-
ially on the nite sub-lattice of the system
q = ...⊗ 1⊗ ...⊗ q̃ ⊗ ....⊗ 1⊗ ... = q[x,x+n], (3.1)
where q̃ ∈ U[x,x+n]. Another type of objects, which are central for the physics of local
densities are the local operators Q. Local operators correspond to the translated





where ηy ≡ ηx1 is a lattice shift transformation
η1(q[x,x+n]) = q[x+1,x+n+1]. (3.3)
Important examples of such quantities are local Hamiltonians.
What we will be particularly interested in, are the properties of the sequence
of operators Q = limN→∞Q
(N)
x . If these operator sequences are preserved under
the time evolution, they are local conserved quantities or charges. Typically, we will
restrict the discussion to the nite lattice of size N , and consider the thermodynamic
limit after carrying out explicit calculations for the nite but large system. A more
careful approach will be adapted in the fth chapter, where we will specically
deal with transitions between nite and innite systems and appropriate limiting
procedures.
Let us stress that we use the word local operator in order to describe transla-
tionaly invariant operators (3.2), as well as the local densities (3.1). The precise
meaning should be clear from the context.
Intuitively, quasilocal densities correspond to the operators acting non-trivially
over the full lattice Λ, however the weights of the terms should decrease exponen-
tially with their support. To formalize this statement, we introduce translationally











)| ≤ αf(y1 − x2), (3.4)
where we assumed that x1 ≤ x2 ≤ y1 ≤ y2. The translational invariance implies
that for any local observable A ∈ U , the expectation value is independent of the
lattice shift
ωµ(A) = ωµ(ηz(A)). (3.5)
Note that f(x) = exp(−β|x|) corresponds to the exponential clustering, and f(x) =
1
xD
with D > 1 to the algebraic clustering. In the thesis we will only consider
exponentially clustering states. The density q is quasilocal with respect to the
exponentially clustering state ωµ, if the norms of densities with increasing support
decay exponentially fast
⟨qd, qd⟩µ ≤ βd exp(−αd d). (3.6)
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⟨Od, Od⟩⟨Od′ , Od′⟩, (3.8)




βd βd′ exp(−αdd− αd′d′). (3.9)







Local operators are clearly a subset of quasilocal operators, since their support
truncates at nite length.
The central property of strictly local operators is pseudolocality. Operator se-














|⟨Q(N), O[x,y]⟩µ − ⟨Q(N), η1(O[x,y])⟩µ| = 0, (3.13)
for all local operators O[x,y]. Note that here the limit N →∞ should be taken before
the support [x, y] can be arbitrarily increased. Rigorously speaking, one should view




Let us now demonstrate that local operators are also pseudolocal. For local



































Since the sums in (3.15) converge, any local operator is also pseudolocal. For quasilo-
cal operators, we are, however, not able to prove the pseudolocality condition in
general.
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3.1.1 Examples
Let us present two sets of states with the exponential clustering property, which
play a primary role in statistical physics.






This particular state is invariant under the evolution induced by the Hamiltonian
H(N). The simplest state in this regard is the innite temperature state ω0 which
has the strongest clustering property
⟨O[x,y], Õ[x′,y′]⟩0 = δx,x′δy,y′ . (3.17)
The simplicity of the innite temperature state is also the reason why we will use
it for studying the properties of local and quasilocal charges. Note that in case of
innite temperature state quasilocality implies pseudolocality. This is an immediate
consequence of the property (3.17), ensuring the extensivity property (3.11).
It often appears that we are considering the system with an ultralocal conserved
quantity M (N)
[M (N), H(N)] = 0, (3.18)
corresponding to the particle number, or magnetization operator. In this case the
grand-canonical state
ωβ,µ(A) =
trN(A exp(−βH(N) − µM (N)))
trN(exp(−βH(N) − µM (N)))
, (3.19)
plays a primary role in general. Grand-canonical state can also be considered as the
simplest GGE, with only two local conserved quantities.
The innite temperature case, β = 0, is again special, since the particle number
operator is ultralocal, i.e. is composed from the local densities acting non-trivially
only on a single lattice site.
3.1.2 Lieb-Robinson theorem
The relevance of quasilocality is clearly indicated by the Lieb-Robinson theorem.
It implies that for nite times the local observable remains mostly localized inside
of the light-cone, with exponentially decaying tails outside. In its basic form the
theorem reads [89, 96, 97]
∥[τt(A), B]∥ ≤ cNmin∥A∥∥B∥ exp (−µ(L− vt)) , (3.20)
where ∥∥ denotes the C∗ norm and L is the distance between the supports of ob-
servables A and B. Alternatively, the theorem can be formulated on the level of





which approximate the exact time propagation exponentially well [96]
∥τt(A)− τt(A)Ω∥ ≤ c|A| exp(−µ(l − vt)), (3.22)
for large enough sub-lattice interval l.
In particular, this implies quasilocality of the time propagated local observable
(3.22) for nite times.
36
3.2. Physics of local observables
3.2 Physics of local observables
The simplest questions regarding the physics of local observables are connected to








where the time propagation is given by
τt(O) = lim
N→∞
τNt (O) ≡ lim
N→∞
exp(iH(N)t)O exp(−iH(N)t). (3.24)
Addressing the time-averaged observables is more tractable than calculating their
long, but nite time properties, since, under the assumption of ergodicity the time
averages can be replaced by averaging over the set of congurations. However the
rigorous treatment is more complicated since the time-average of local observable
might not be an element of C∗ algebra.
We will address two questions. The rst problem we will discuss is the long
time average of local observables, with the system initially prepared in the state |ψ⟩,
satisfying the clustering decomposition. If |ψ⟩ is a ground state of some Hamiltonian,
this problem is dubbed quantum quench protocol.
The second problem we will deal with is the nature of transport, which is con-
nected to the time-average of a local observable in the linear response regime.
3.2.1 GGE and equilibration
GGE state ω1 can be dened as a time invariant state connected to the innite
temperature state ω0 by the ow along the one parametric family of pseudolocal
charges Q̂s for s ∈ [0, 1] [90]
d
ds
ωs(A) = Q̂s(A). (3.25)
The state is time invariant, provided that the commutator of any local observable
A with the Hamiltonian H in the state ωs vanishes
ωs([H,A]) = Q̂s([H,A]) = 0. (3.26)





















Note that if the complete set of pseudolocal operators {Q} commutes, GGE reduces
to
ω1(A) =
tr (A exp(−µ ·Q))
tr (exp(−µ ·Q))
. (3.28)
General denition is nonetheless important, since there are known examples of the
systems with the non-commuting set of conservation laws, which will be considered
in next section.
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Since we wish to discuss physical applications, we have to resort to less rigorous
framework. One might think that in order to obtain correct expectation values
of local observables after the quantum quench in a long time limit, a complete
set of conservation laws should be xed. However, in any quantum Hamiltonian
lattice system the number of conservation laws increases exponentially w.r.t. the
system size. Nonetheless, we can expect that most of the charges are redundant,
since generic systems are expected to thermalize, i.e. be described by a single
parameter connected to the energy of the initial state. The GGE hypothesis states
that the appropriate long time limit can be represented by an ensemble including
all of the extensive charges {Q} (7.38). This form can be obtained by constrained
maximization of entropy, where the constraints are provided by the set of quasilocal
charges. The heuristic argument that the steady state should be described by the
extensive charges relies on the extensivity of the entropy. Lagrange multipliers, or
chemical potentials µ, are xed by the initial values of local charges
⟨ψ|Qi|ψ⟩ =
tr (Qi exp(−µ ·Q))
tr (exp(−µ ·Q))
. (3.29)
When the system possesses an innite set of charges, corresponding chemical poten-
tials µ might not exist for every combination of charges, i.e. the values of chemical
potentials might change upon adding new charges. This problem occurred in the
case of Heisenberg model, and has been resolved by nding appropriate basis of
charges [41, 98].
As already mentioned in the introduction, another important hypothesis related
to the physics of local observables is ETH, which is expected to hold for generic
systems, which do not posses any extensive conservation laws besides the energy and
the particle number. ETH is composed from two conjectures. The rst conjecture
is that the o-diagonal elements of the local observables in the eigen-basis of local
Hamiltonians vanish exponentially with the system size. The second conjecture is
that the diagonal matrix elements of local observables are smooth function of energy.
The statement has far reaching consequences. First of all, taking into account the
equivalence of ensembles, which states that the expectation values in canonical and
microcanonical ensembles should be the same, one can replace the averaging over the
complete Hilbert space by the averaging over the eigenstates in some small energy
window around the average initial value of energy. If the eigenstate thermalization
hypothesis holds, one can evaluate the expectation value of observable with respect
to a single eigenstate, with the energy that is equal to that of the initial state.
For integrable systems the generalization of the Eigenstate Thermalization Hy-
pothesis is expected to hold. Generalized ETH asserts that the expectation value of
local observable can be obtained by calculating its value in a single eigenstate with
correct expectation values of all extensive conserved quantities. This is particularly
handy when considering the quantum quench protocol in integrable systems, where
eigenstates can be characterized by the root densities.
3.2.2 Dynamical susceptibilities
One of the most important aspects of dynamical systems are their transport proper-
ties. Paradigmatic approach for studying the transport properties is by considering
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the properties of the conductivity σ(ω), which is connected to the current induced
in the system when an external eld with frequency ω is applied to it.
The oldest and, in some sense, the simplest approach to compute the conductivity
is provided by the linear response formalism [30, 99]. In linear response theory the
conductivity can be connected to the dynamical susceptibility
σ(ω) = D δ(ω) + σreg(ω) =
∫ ∞
−∞
dt ⟨τt(j), J⟩ exp(−iωt), (3.30)








⟨J̄ , J⟩, (3.31)
and J is the total current in the system, and j its density. Non-vanishing Drude
weight implies ideal conductivity, since the current in the system never decays.
Another important quantity is the diusion constant D, which describes the
spread of local perturbation in thermalized system. The diusion constant is related
to conductivity with the Einstein's relation
σ = χD. (3.32)
3.2.3 Mazur's inequality
Conservation laws can be naturally linked to the ideal transport, since if the part of
the current is preserved under the time evolution, the current will ow through the
system at any time. This statement is formalized by the Mazur's inequality [94, 95].
In order to demonstrate this, let us consider the state ωµ, which is invariant under






dt τt(J)− αQ, (3.33)
where Q is a conserved quantity. The µ norm of A is non-negative








)⟨ττ (J), J⟩µ − 2α⟨J,Q⟩µ + α2⟨Q,Q⟩µ ≥ 0. (3.35)
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Note that the lower bound (3.37) can be optimized for multiple conservation laws










It is expected that if we take into consideration the complete set of pseudolocal
conservation laws, the above bound should be saturated. The reason is that the





⟨J̄ , J̄⟩µ <∞. (3.40)
Note that the time-averaging renders operator J̄ conserved, and therefore we might






which we can typically identify. However, the situation is rather subtle. First of all,
it is not known whether the time average J̄ is composed from the quasilocal densities
in the strict C∗ algebra sense. What is, instead, more or less clear is that if we restrict
the discussion to the vector space induced by ωµ, quasilocal quantities, which will be
identied in next section, indeed form the basis of pseudolocal conserved quantities.
In general this means that the coecients αj depend on µ. Provided, however, that
the time averaged current J̄ is composed from the quasilocal densities in the C∗
algebra sense, the set of pseudolocal charges is not complete.
3.3 Classical systems
In order to study the physics of classical lattice systems, we introduce the congu-
ration space {0, ..., d − 1}Z, over the lattice Z. The state on the j-th lattice site is
described by the local state sj which can take d distinct values sj ∈ {0, ..., d−1}. The
lattice conguration is then denoted by the array of values s = {..., s−1, s0, s1, ...}.
With each lattice site we associate a multiplicative commutative algebra of ob-
servables Ã over Rd as
[α](s) = δα,s, α ∈ {0, ..., d− 1}, (3.42)
([α][β])(s) = [α](s) [β](s). (3.43)
The algebra over the corresponding sub-lattice space of size n then corresponds to
the tensor product of local algebras A = Ã⊗n, where the short hand notation for
the extensive element is introduced
[α1α2 . . . αr]x = [α1]x[α2]x+1 · · · [αr]x+r−1, (3.44)
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with the local element dened as
[α]x(s) = δαx,sx , α ∈ {0, ..., d− 1}. (3.45)
We will again focus on the physics of local observables. Let us rst introduce






Here a(N) corresponds to the observable a in which we have included all of the terms
comprising a with the maximal support N . s(N) denotes the lattice conguration
on the sub-lattice interval of size N , and the sum runs over all possible sub-lattice
congurations.
We wish to restrict our discussion solely to the algebra of observables, and thus
we ascribe the observable [p] to any state p
⟨A⟩p = ⟨A [p]⟩, ∀A ∈ A. (3.47)
Observable [p] should satisfy additional conditions, in order to be identiable with
some state. First of all it should be non-negative for any conguration s
[p](s) ≥ 0, ∀s, (3.48)
and secondly, it should be normalized
⟨[p]⟩ = 1. (3.49)
A correspondence between the observables and the states can be identied in
the quantum setup as well. In the latter case the states can be identied with their
projectors, or more generally with density matrices, and the maximum entropy state
(3.46) corresponds to the trace. One could, in principle, treat quantum and classical
systems on the same footing, by embedding the algebra of classical observables into
the quantum quasilocal algebra. The time evolution would be provided by the set
of linear mappings which preserve the diagonal structure of observables. While
such description would be superuous when considering classical systems, it oers
a straightforward way of quantizing the classical dynamics.
3.3.1 Quasilocality in classical systems
Similarly as for the quantum case, it is useful to introduce the innite temperature
distribution, dened as the normalized identity observable








The expectation value of the observable a with respect to the innite temperature
state is
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The stationary state p again induces the inner product
⟨a, b⟩p = ⟨ab⟩p − ⟨a⟩p⟨b⟩p. (3.55)
The extension of denitions and results from the quantum to classical case is
straightforward.
3.3.2 Cellular automata and transport
The sixth chapter will be dedicated to the class of systems where, in addition to the
discrete space, the time is discrete as well. In case of deterministic dynamics the
time evolution is provided by the local mapping ϕ
st = ϕ(st−1). (3.56)
This prescription induces the dynamics on the algebra of observables U ∈ End(A),
which can be dened as the evaluation of the observable on the time-propagated
state
at(s) = a(st) ≡ U ta(s). (3.57)
On the algebra of observables it is also possible to formulate the time evolution
corresponding to the non-deterministic dynamic.
At this point we can generalize the expressions for the linear response conduc-












⟨J (N)U tJ (N)⟩p, (3.59)
in some stationary state p. The connection between the conductivity and the diu-
sion constant is still provided by the Einstein's relation, and Drude weight reduces
to
D = C(∞). (3.60)
Similarly as for the case of the continuous quantum models, the lower bound on
the Drude weight can be obtained in terms of the p orthogonal charges Qi













With this we close the discussion of the physics of local observables in classical and
quantum systems.
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In previous section we demonstrated the importance of identifying the complete set
of pseudolocal conservation laws in order to correctly describe the stationary physics
of integrable models.
In this chapter we fuse the results and notions from preceding sections, formulat-
ing the pseudolocality condition on the level of matrix product ansatz (MPA), which
is a natural language for constructing the conservation laws in integrable models.
We will show that pseudolocality condition is implied by the inversion identity
for transfer matrices of integrable models. The inversion identity condition allows
for the treatment of the problem on the spectral level. This is a language, which
is more natural in the context of algebraic Bethe ansatz, and yields the connection
between the conservation laws and the quasiparticle description. We will mostly
focus on the pseudolocal charges in the anisotropic Heisenberg model, which exhibit
a rich structure, and are yet to be completely understood in the ∆ < 1 regime. In
the end of the chapter we will present some results on the quasilocality of bosonic
lattice models which are related to the Lieb-Liniger model.
The research on quasilocal conservation laws in integrable systems [32, 33, 35, 39,
40, 51, 52, 100, 101, 102, 103, 104] culminated in the review article [31], essentially
covering all of the aspects which will be presented in this chapter of the thesis.
Additionally, we will present some recent advances [34], shading the light on the
quasiparticle interpretation of the charges related to the ideal spin transport in
Heisenberg model and non-published results on the quasilocality in the bosonic
lattice models.
4.1 Inversion identity
The inversion identity. as considered here, is the property of the transfer matrices
that their inverse in thermodynamic limit reduces to the shift of the spectral pa-
rameter [35]. The inversion identity for some inner product ⟨, ⟩ immediately implies
pseudolocality of the logarithmic derivative of the transfer matrix w.r.t. this inner
product.
In this and the following sections we restrict the discussion to the single site
reducible stationary states, for which the local densities of ultra-local integrals of
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We assume that the density matrix ρ(x) is decomposable into the tensor product of
the single site operators ρ(x) = ρ1(x)⊗N . If the model possesses multiple ultra local
conserved quantities, the density matrix can depend on multiple parameters. We
will consider pseudolocality properties of transfer matrices T (λ) corresponding to
some integrable model. Lax representation of the transfer matrix denes its MPA,
which enables us to apply the standard MPA techniques in order to demonstrate
the inversion identity and study the properties of charges. The goal now is to obtain
the sucient condition for the pseudolocality of the operator T (λ)∂µT (µ).
In order to calculate the norm w.r.t. the state ωx, we introduce ωx orthogonal
local basis Eα
ωx(E
αEβ†) = δα,β, (4.2)
satisfying the quadratic algebraic relation
Eγ = Aγα,βE
αEβ, (4.3)
where we use the Einstein summation convention. We choose E0 to be the identity
operator 1.






In order to study the properties of the products of two transfer matrices, we introduce
the components of the double Lax matrix
Lγ(λ, µ) = Aγα,β L
α(λ)⊗ Lβ(µ), (4.5)
encoding the MPA representation of the product of two transfer matrices
T (λ)∂µT (µ) = ∂µ tr a(L(λ, µ)
⊗̇N), (4.6)




Lα(λ, µ)⊗ Eα. (4.7)
In general the trace tr a corresponds to the partial trace over all auxiliary degrees
of freedom. In order to compactify the notation, we relabel the zeroth component
of the two spin Lax matrix with L ≡ L0.
Merging two copies of the two spin Lax matrix, we dene the four component
Lax matrices
Tγ(λ, µ, λ′, µ′) = Aγα,β L
α(λ, µ)⊗ Lβ(λ′, µ′), (4.8)
where α corresponds to the complex conjugation of α. Again, the zeroth component
of the four spin Lax matrix is relabeled by omitting the superscript index. Taking
into account ωx orthogonality of the basis elements (4.2), and fussing the components
of Lax matrices, it is possible to express the ωx-overlaps of two charges (4.6) in terms
of auxiliary transfer matrices T and L as
⟨T (λ)∂µT (µ), T (λ′)∂µ′T (µ′)⟩x = ∂µ∂µ′{ tr a[T(λ, µ, λ′, µ′)]N −
− tr a[L(λ, µ)]N tr a[L(λ′, µ′)]N}. (4.9)
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The overlap (4.9) in thermodynamic limit is expressible solely in terms of the leading
eigenvalues of T, τ(λ, µ, λ′, µ′), and L, τ(λ, µ)
⟨T (λ)∂µT (µ), T (λ′)∂µ′T (µ′)⟩x = ∂µ∂µ′(τ(λ, µ, λ′, µ′)N − τ(λ, µ)N τ̄(λ′, µ′)N), (4.10)
provided that the matrices T and L have non-degenerate spectrum.
For nite systems the overlap exhibits corrections which are exponentially small
in the system size N . Assuming the validity of the inversion identity,
T (λ)T (µ) ∼ 1, (4.11)
which on the spectral level reads
τ(λ, µ, λ′, µ′) = τ(λ, µ)τ(λ′, µ′) = 1, (4.12)
the expression (4.10) reduces to
⟨T (λ)∂µT (µ), T (λ′)∂µ′T (µ′)⟩x = N∂µ∂µ′{τ(λ, µ, λ′, µ′)− τ(λ, µ)τ̄(λ′, µ′)}. (4.13)
Setting λ = λ′ and µ = µ′ proves the pseudolocality of the object T (λ)∂µT (µ).
We have thus reiterated the pseudolocality condition in terms of the restriction
on the leading eigenvalues of two component Lax matrix L and four component
Lax matrices T (4.12). Provided that for values λ = λ′ and µ = µ′ the condition
(4.12) is satised, the quantity T (λ)∂µT (µ) is a pseudolocal charge. The property
T (λ)T (µ) ∼ 1 implies that the conserved quantity (5.23) takes the form of the
logarithmic derivative
T (λ)∂µT (µ) = ∂µ log(T (µ)). (4.14)
This shows that the logarithmic derivative of any transfer matrix yields a pseudolocal
quantity, provided that its inverse in innite volume limit can be represented by the
nite dimensional MPA. Nonetheless, it is of central importance to identify the
points µ and λ, for which the transfer matrices satisfy the inversion property, since
their MPA form can be used in order to obtain the MPA encoding of conservation
laws. This is of central importance when considering physical applications, such as
homogeneous quench problem, or the calculation of dynamical susceptibilities.
To conclude this subsection, we have demonstrated that if the eigenvalues of two
and four spin Lax matrix are unital, the charges obtained as logarithmic derivatives
of transfer matrices are extensive. This also claries, in very general sense, why in
integrable systems, local conservation laws are related to the logarithmic derivatives
of transfer matrices.
4.2 Heisenberg model
Less then a decade ago, the only pseudolocal charges, which were known in the
Heisenberg model, were the strictly local ones
H(n) = ∂nλ log(T
+
1/2(λ)). (4.15)
Since then, it has been understood that the complete set of charges in anisotropic
Heisenberg model comprise three families. The rst family are the unitary charges,
which appear for all values of the anisotropy parameter ∆. The second family
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are the non-unitary charges, which exist only in |∆| < 1 regime of the Heisenberg
model. Non-unitary charges are divided into two groups. The rst group are the
highest-weight charges with the broken spin-ip symmetry, and the second group
corresponds to the semi-cyclic charges, for which the U(1) symmetry is broken as
well. Additional conservation laws in |∆| < 1 regime of the Heisenberg model can
be viewed as a direct consequence of the enlarged symmetry of the model.
4.2.1 Unitary charges
This subsection is mainly based on the review article [31], with some details from
the article [35], in which the unitary charges were initially constructed.
From the discussion in previous section it is clear that in order to identify the set
of pseudolocal charges, one should rst determine for which values of spectral pa-
rameters the transfer matrices satisfy the inversion condition. In the second chapter
of the thesis we have shown that in Heisenberg model there are innitely many fam-
ilies of transfer matrices Ts(λ), for dierent auxiliary space operators corresponding
to half-integer spin s representations of the deformed Lie algebra. In what follows,
we will demonstrate that in the Heisenberg XXZ model the inversion formula is









N→∞−→ 1; λ ∈ R, (4.16)
where the denominator corresponds to the appropriate normalization.
In this section we restrict the discussion to the Hilbert-Schmidt inner product








and to the SU(2) invariant case, ∆ = 1. General consideration will be presented in
the next chapter.
Note that the inversion formula (4.16) implies that the pseudolocal charges are













Spectrum of auxiliary Lax matrices















can be represented as





(C− S21 − S22)
)
. (4.20)
where S1 and S2 correspond to the amplitudes of the auxiliary spin operators, and
C = (S1+S2)
2 is the Casimir operator. The double Lax matrix can be diagonalized
using the fusion procedure and has the following eigenvalues
τ js (λ) = 1− 12Ns(λ)j(j + 1), (4.21)
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where we introduced the notation τ js (λ) ≡ τ js (λ, λ) (and similarly L±s (λ, λ) ≡ L±s (λ),
N±s (λ, λ) ≡ Ns(λ)), and the normalization factor reads









The scalar Lax matrices are L0(λ) = λ and j ∈ {0, ..., 2s}. Note that in case of the
anisotropic Heisenberg model the scalar factors are L0(λ) = sin (λ)/ sinh (η).
The leading eigenvalue is obtained by setting j = 0, and the eigenvector is
|ψ0⟩ = (2s+ 1)−1/2
s∑
m=−s
(−1)s−m|m⟩ ⊗ | −m⟩. (4.23)
In order to study the spectrum of the four spin Lax matrix, we spell out the remain-
ing components of the double Lax matrix
Lαs (µ, λ) = i (S1× S2)α + λSα1 + µSα2 , (4.24)
which enable us to calculate the four component Lax matrix T explicitly. From
the singlet subspace property (S1 + S2)|ψ0⟩ = 0, and the SU(2) algebraic relation
S1× S1 = iS1, the following properties follow
L−s (λ)|ψ0⟩ = 0, ⟨ψ0|L−s (λ) = −2Ns(λ)⟨ψ0|S1,
⟨ψ0|L+s (λ) = 0, L+s (λ)|ψ0⟩ = 2Ns(λ)S1|ψ0⟩. (4.25)
Using these insights, it is easy to show that the tensor product of two singlet eigen-
vectors
|Ψ0⟩ = |ψ0⟩ ⊗ |ψ0⟩, (4.26)
is an eigenvector of the four spin Lax matrix T. Moreover, the only contribution
remaining after the four spin Lax matrix Ts,s′(λ, µ) is applied to |Ψ0⟩, is the tensor
product of the identity components L+0s (λ)⊗L−0s (λ), proving that the corresponding
eigenvalue is 1. In order to demonstrate the inversion identity, one has to show that
|Ψ0⟩ is the leading eigenvector. The problem can be solved by proving the positive
deniteness of the operator
Fs,s′(λ, µ) = 1− Ts,s′(λ, λ′, µ, µ′), (4.27)
save for the subspace spanned by the leading eigenvector |Ψ0⟩. In the singlet sub-
space of the tensor product of two spin s and two spin s′ representations of the sl(2)
algebra, we are able to demonstrate that the object (4.27) is indeed positive denite.






















where bracketed coecients correspond to the Wigner 3j-symbols. On this subspace
the matrix F acquires the dierence form
F(0)s,s′(λ, µ) = Ns(λ)Ns′(µ)(D (λ− µ)
2 + F(0)0,0). (4.29)
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By extensive use of Mathematica software it is possible to deduce that D is the
diagonal matrix with elements ⟨j|D|j⟩ = −1
2
j(j + 1), and F(0)0,0 is a three-diagonal
symmetric matrix with entries
⟨j|F(0)0,0|j⟩ = −14j(j + 1)− s(s+ 1)s









j(j + 1)− s′(s′ + 1)
)
, (4.30)
⟨j|F(0)0,0|j + 1⟩ = −





(2s− j)(2s′ − j)(2(s+ 1) + j)(2(s′ + 1) + j)
(2j + 1)(2j + 3)
. (4.31)
With the explicit form of the matrix on our hands we can prove that all of the
eigenvalues of the singlet-subspace reduced transfer matrix are positive, using Ger-
schgorin's theorem.
While we did not prove the pseudolocality of the complete set of charges, since
the discussion was mainly restricted to the singlet subspace, we were able to prove
it for s < 3/2, and check it extensively, using the numerical approach. Due to the
Cauchy-Schwartz inequality it is sucient to prove pseudolocality for s′ = s and
λ′ = λ.
The problem of proving the pseudolocality in general can be reduced, since for
large λ, the singlet space is dominant. The matrix on the complete space, disregard-
ing the normalization factor, is the square function of the parameter λ. Auxiliary
matrices can also be shown to commute for dierent values of λ, implying that for
the proof of the positivity of the spectrum it is enough to show that the matrix has
no zeros. This requires the diagonalization of the discriminant matrix [35].
Later on, we will show that the inversion identity condition can be proven by
calculating the spectrum of transfer matrices in the thermodynamic limit.
Linear independence and Hilbert-Schmidt kernel
While the charges Xs(λ) are pseudolocal w.r.t. the Hilbert-Schmidt inner product,
this does not imply that they carry independent information. The families of charges
with s > 1
2
could be linearly dependent on the local charges, i.e. X1/2(λ). In order
to demonstrate their linear independence, we should rst evaluate their overlaps,
which are the constituent part of the orthogonalization procedure.


















2 · · · σ
αk
k . (4.33)




and the two spin Lax matrix as
(σα1:k, Xs(λ)) = ⟨ψα1|L
+α2 · · ·L+αk−1|ψαk⟩. (4.35)
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Hilbert-Schmidt inner product can then be obtained by summing up all of the
local contributions (4.35)








where the boundary vector is |Ψ⟩ ≡
∑
α |ψα⟩ ⊗ |ψα⟩. Note that the vector |Ψ0⟩
is orthogonal to |Ψ⟩, which together with the pseudolocality condition implies the
convergence of the geometric series in the expression (4.36). In order to calculate
the Hilbert-Schmidt inner product, we can perform the resumation of the geometric
series
Ks,s′(λ, µ) = ⟨Ψ| (1− Ts,s′(λ, µ))−1 |Ψ⟩. (4.37)
The kernel can be obtained by solving the system of linear equations
(1− Ts,s′(λ, µ)) |Ω⟩ = |Ψ⟩, (4.38)
and reads
Ks,s′(λ, µ) = ⟨Ψ|Ω⟩ (4.39)
The solution |Ω⟩ is an element of the singlet subspace, as a consequence of the SU(2)
invariance of Ts,s′(λ, µ), and the fact that |Ψ⟩ lies in the singlet subspace.
Using these insights it is possible to write the explicit form of Hilbert-Schmidt
kernel




k(k + 2|s′ − s|)(2s+ 1)(2s
′ + 1)− 2k|s′ − s| − k2
(2s+ 1)(2s′ + 1)
a2|s′−s|+2k(λ),
(4.41)
where Ds,s′ corresponds to the dimension of the singlet subspace, and the functions
ak correspond to
a2s(λ) = s/(s
2 + λ2). (4.42)
In order to establish the linear independence of the charges, we proceed with
the orthogonalization procedure. The orthogonal families of charges X̃s(λ) can be






dµ fs,s′(λ, µ)Xs′(µ), (4.43)
which are weighted by functions fs,s′(λ, µ). These functions can be determined, in
complete analogy with the Hilbert-Schmidt minimization procedure, by the condi-
tion that the norm of the quantity X̃s(λ) is minimal
δ
δfs,s′(λ, µ)
(X̃s(λ), X̃s(λ)) = 0. (4.44)





dνKs′,s′′(µ, ν)fs,s′′(λ, ν) = Ks′,s(µ, λ), ∀s′ < s. (4.45)
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In order to obtain the solution it proves useful to introduce
f̃s′,s(µ− λ) = π(Ns′(µ)/Ns(λ))fs,s′(λ, µ). (4.46)
which yields the following set of equations
s′′<s∑
s′′
K̃s′,s′′ ⋆ f̃s′′,s = K̃s′,s, K̃s,s′(λ− µ) = Ns(λ)Ns′(µ)Ks,s′(λ, µ), (4.47)
where (f ⋆ g)(λ) =
∫∞
−∞ dµf(λ − µ)g(µ) denes the convolution. Since the set of
functions (4.42) is invariant under the convolution, the set of integral equations can
be mapped to the set of linear equations. It is not hard to see that the functions
f̃s,s′(λ) should vanish, except for the preceding two families of charges, i.e. s′ =
























with θs = s(2s+ 1)/((s− 1)(2s− 1)).












Since the Hilbert-Schmidt norm of orthogonalized quantities does not vanish, every
family of charges carries the information not present in the preceding families.
With this we close the MPA related discussion of the unitary charges. In the
next subsection we discuss the connection between the quasi-particle picture and
the unitary charges.
4.2.2 Quasiparticle picture
In order to oer the complete understanding of quasilocal charges we discuss the
results by E. Ilievski et. al. [40]. In particular this subsection deals with the
connection between conservation laws and string densities in Heisenberg model.
Quantum quenches: In the quantum quench paradigm the connection between
the string densities and charges is of central importance. The nal goal is to cal-
culate correlation functions in the GGE and compare the results to numerical or
experimental real-time data. Taking into account GETH, any GGE can be sub-
stituted with the representative eigenstate, which has correct expectation values of
pseudolocal integrals of motion. The rst step is to calculate the expectation values
of conserved quantities in the initial state, employing the explicit MPA representa-
tion of charges [40]. In some special cases this can be done analytically, however
in general we can take a nite subset of charges and obtain approximate results
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[98, 105, 106, 107]. With the expectation values of charges on our hands, we wish
to determine an appropriate representative state, with the same values of conserved
charges. In order to nd the correct representative eigenstate, we calculate the eigen-
values of charges in the thermodynamic limit. This provides the connection between
the string distributions of the representative eigenstate and the expectation value of
charges in the initial state. The nal step, when considering the quantum quench
paradigm, which will not be discussed in this thesis, is to extract local correlation
functions from the string densities [108].
In the large N limit, the spectrum of transfer matrices (2.60) simplies consider-
ably. As a consequence of the exponential suppression w.r.t. N , only a single term









provided that the spectral parameter lies inside of the physical domain













which immediately proves the inversion identity in the thermodynamic limit for arbi-
trary ∆ ≥ 1. Additionally we notice that conserved charges can, in thermodynamic
limit, be expressed in terms of Q functions as
Xs(λ) = −i∂λ log
Q[−2s](λ)
Q[2s](λ)
, λ ∈ Pη. (4.54)
This also yields the thermodynamical spectrum of charges, since the spectrum of Q
functions is known.
In order to connect the spectrum of the charges and string densities, we evaluate






In thermodynamic limit the spectrum of charges can be expressed in terms of string
centers of Bethe roots. In order to achieve this, the explicit expression for the
spectrum of Q functions can be recast, in complete analogy with Bethe equations,
in terms of strings of dierent lengths. Namely, the product over the complete set
of rapidities can be decomposed into the products over dierent string lengths, the
strings at the given string length, and the product over the rapidities in the single
string. Fusing the scattering matrices in a single string, the spectrum of conserved
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We have thus connected string densities with the spectrum of conserved charges.
However, as discussed, we wish to express the string densities in terms of expectation
values of charges, which requires that we invert the relation (4.56). This can be
achieved by applying the discrete d'Alambert operator □fj(λ) = f+j (λ) + f
−
j (λ) −
fj−1/2− fj+1/2, and noticing that only the term with r = 1 and 2s = k can give any
contribution [40]
□G(λ)2s,k = δ2s,k δ(λ). (4.58)
This provides a simple mapping of conserved charges to string densities
ρ2s(λ) = □Xs(λ). (4.59)
Since the set of quasilocal charges in Heisenberg model is innite, chemical po-
tentials associated with certain combinations of charges might be well dened, while
for some other combination they might diverge. Indeed, taking the set of charges
obtained from the derivatives of Xs(λ), at λ = 0 results in chemical potentials which
do not converge. In order to resolve this problem, it was proposed to use the string
density operators [41]
ρ̂2s(λ) ≡ □Xs(λ), (4.60)







In this case the chemical potentials µs(λ) are analytic functions of the spectral
parameter [41].
We should stress that there is an alternative approach for obtaining the string
densities of the representative eigenstate. The approach was dubbed the quench
action method [36, 37, 109, 110, 111, 112, 113, 114], and relies on the calculation of
the overlaps of the initial state with Bethe states. For special cases of initial states,
the overlaps have relatively simple form [115, 116, 117, 118, 119, 120].
4.2.3 ∆ < 1 regime and non-unitary charges
In ∆ < 1 regime of the Heisenberg model, the auxiliary symmetry of the model is
enlarged, allowing for additional representations of the auxiliary algebra. In this
subsection, additional representations are used in order to construct independent
families of pseudolocal charges.
The central property that additional families of charges posses is that they are not
spin-ip invariant, i.e. they, in general, lack the symmetry of the transfer matrices
for the half-integer spin parameter
[Ts(λ), P ] = 0; s ∈ N/2, (4.62)
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with P = σx ⊗ · · · ⊗ σx. The absence of this property is important, since the spin
current is antisymmetric w.r.t. the spin ip
{J, P} = 0. (4.63)
In particular this means that for any parity symmetric observable A, and parity
symmetric state ω
ω(PA) = ω(A), (4.64)
the overlap between the current J and the observable A vanishes
⟨J,A⟩ω = 0. (4.65)
This has important consequences, since it implies that in Mazur's inequality (3.39)
parity symmetric charges do not contribute.
In order to construct the charges with the broken parity symmetry, one should
consider the transfer matrices with the broken symmetry. In order to construct the














x corresponds to the total magnetization. Quasilocality of charges








| sin (nη) sin ((n+ 1)η)|
2 sin (λ) sin (µ)
(|n⟩⟨n+1|+ |n+1⟩⟨n|) , (4.67)










Using the standard MPA techniques, one can calculate the Hilbert-Schmidt kernel
of non-unitary charges







⟨1|(1− L(λ, µ))−1|1⟩. (4.69)
Employing the explicit expression of the kernel and the overlap between the charges
and the current it is possible to calculate a lower bound on the Drude weight [33]











Interestingly, the lower bound exhibits fractal behavior. Furthermore, the results
from the inhomogeneous initial magnetization prole [121] indicate that the lower
bound saturates the exact value of the Drude weight. The same approach was used
for the calculation of the nite temperature Drude weight, and even than the fractal
behavior seems to persist.
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Quasiparticle picture and non-unitary charges
Additional understanding of the parity antisymmetric charges and their connection
to the quasi-particle description in terms of string densities was established in [34].
These charges should be included in the GGE, if the initial state does not have
a well dened spin ip structure, i.e. is not completely symmetric or completely
antisymmetric with respect to the spin ip [122].
The origins of the fractal structure of the Drude weight (4.70) can be traced back
to the sensitivity of mathematical description in ∆ < 1 regime of Heisenberg model,
which depends discontinuously on the exact value of ∆. The number of allowed
string congurations in this regime is nite, with the restriction [21, 40]
sin(η(m− j)) sin(ηj) > 0, (4.71)
for j = 1, ...,m− 1, where η = π l
m
. Furthermore, strings gain additional parameter










Similarly as string densities, the set of pseudolocal charge families becomes nite.
The requirement for pseudolocality is given by the following condition [40]
|ζ(s,u),k(λ)| < 1 for k = 0, 1, . . . 2s− 1. (4.73)
In general, the connection between the quasilocal charges and string densities re-
mains unknown, however the connection was established for special points ∆ =
cos(π/m) [34]. Similarly as for the gapped case, the string densities can be con-
nected to the charges (see supplemental material of [34]) as
ρk(λ) = □Xk/2(λ), (4.74)












where for X , without the subscript index, the highest weight representation of the
auxiliary matrix is considered. The derivative appearing in the last equation (4.76),
corresponds to
X ′(λ) = ∂s(∂λXs(λ))|s=m/2. (4.77)
This concludes the discussion of the properties of non-unitary charges in the Heisen-
berg model.
Another area where the pseudolocal charges can be used is the inhomogeneous
quench paradigm in which the system is split into two halves which were initially
prepared in dierent steady states [28, 29]. In this setup charges and their cur-
rents dene slow modes, which persist on large space-time scales. The expectation
values of charges on two sides in the initial state dene relevant boundary condi-
tions for the system of generalized hydrodynamical equations. We will focus on the




Semi-cyclic charges are the nal family of charges appearing in the anisotropic
Heisenberg model [51]. These charges have broken U(1) symmetry
[Y (λ),M ] ̸= 0. (4.78)
The construction of pseudolocal charges from semi-cyclic representations can be
easily generalized from the highest weight charges by employing the semi-cyclic







The arguments for the pseudolocality of the highest weight charges can be extended
to the semi-cyclic charges by observing that the only nonzero contribution to the
derivative of the Lax matrix w.r.t. α at α = 0 corresponds to the projection ∂αL ∼
|m− 1⟩⟨0|, which immediately implies that the trace over the auxiliary state can be
replaced by the vacuum state |0⟩. In order to calculate the Hilbert-Schmidt norm
of the semi-cyclic charges the same double Lax matrix can be used as in the case of
the highest-weight charges







⟨1|(1− L(λ, µ))−1|m− 1⟩. (4.80)
The explicit resolution of the charges w.r.t. the local basis can then be obtained
by introducing the boundary states
⟨L| = sin(λ)
sin(η)




⟨σ− ⊗ σα2,...,αr−1[2,r−1] ⊗ σ
−, Y (λ)⟩ = ⟨L|Lα2 · · ·Lαr−1(λ)|R⟩. (4.82)
Dierent choice of boundary vectors eects the explicit form of Hilbert-Schmidt
kernel, which in this case reads





The existence of additional charges creates an interesting situation, since the charges
do not commute with the total magnetization
[Y (λ),M ] ̸= 0. (4.84)
In principle one could construct new pseudolocal charges by twisting the old ones
Yµ(λ) = exp(iµM)Y (λ) exp(−iµM) ∝ Y (λ). (4.85)
It turns out that this transformation only rescales the charges, and does not produce
any new charges. In the article [90] it was argued that in order to consider equilibra-
tion in the system with non-commuting charges, one should consider path-ordered
exponentials instead of the ordinary GGE's, which is much harder in general. Due
to the property (4.85), one expects that a general path-order exponential can be
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decomposed in terms of two exponentials, one containing charges Y (λ) and another
one magnetization operator M .
As a consequence of charges Y (λ) the system retains a part of information about
the initial distribution of magnetization after the homogeneous quantum quench.
Furthermore, the information is once again very sensitive to the exact value of
∆, since the GGE constructed from the above charges exhibits the imbalance of
magnetization corresponding to the n · m, with n ∈ N. With this we close the
discussion of quasilocal charges in Heisenberg model.
4.3 Pseudolocal charges in bosonic lattice models
Similarly as for the Heisenberg model we wish to nd the set of states for which
we are able to demonstrate pseudolocality of conservation laws in a given bosonic
lattice model. Since the innite temperature expectation value is not well dened,
due to the divergence of local density, we will restrict the discussion to the next
simplest set of states. This are the states with the nite local density of bosons.
We start by recalling the local bosonic algebra
[χ, χ†] = 1. (4.86)
Bosonic operators corresponding to dierent physical spaces mutually commute. In
order to calculate norms in bosonic lattice models, we use the standard represen-
tation of bosonic operators (2.41). We will specialize to the Lax operator with
two-dimensional auxiliary space.
In order to enforce the nite local density, as well as to keep the property of the




















In what follows, we will test the validity of the inversion identity
T b+(λ)T b−(λ) ∼ 1, (4.89)




As discussed in the subsection on the inversion identity, we should compare the
spectrum of the two spin Lax matrix
Lx(λ) = ωx(L+(λ)⊗̇L−(λ)), (4.91)
with the spectrum of the four spin Lax matrix
Tx(λ) = ωx(L+(λ)⊗̇L−(λ)⊗̇L−(λ)†⊗̇L+(λ′)†). (4.92)
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Figure 4.1: The dierence ∆E of the leading eigenvalue of the four component Lax
matrix Tx(λ, λ, λ, λ), and the square of the leading eigenvalue of the two component
Lax matrix Lx(λ, λ). If the spectrum of the four component Lax matrix Tx is
nondegenerate, the matching spectrum ∆E = 0 implies extensivity. We can see that
the quantity (4.90) is pseudolocal only for large enough values of the representation
parameter s, and chemical potential s.
Figure 4.2: The dierence ∆E of the leading eigenvalue of the four component
Lax matrix Tx(λ, λ, λ, λ), and the square of the leading eigenvalue of the two com-
ponent Lax matrix Lx(λ, λ). It seems that the quasilocality condition is satised
independently of the spectral parameter.
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In the gures 4.1 and 4.2, we show for which values of the physical spin parameter s
and chemical potential x, the inversion identity holds. Interestingly, we observe that
the validity of the inversion identity holds only for large enough values of potential
x. Furthermore numerical checks seem to imply that the inversion identity holds
only for large enough spin parameter s.
As we mentioned in the second chapter, this limit can be connected to the Lieb-
Liniger model. In order to obtain conservation laws related to the lattice version of
the Lieb-Liniger model, one should transform conserved quantities using the sim-
ilarity transformation discussed in the second chapter of this thesis (2.43), which
does not eect the locality of charges.
The fact that the charges exist only for small enough densities could imply the
presence of the phase transitions between ballistic and sub-ballistic transport of
some quantity depending on the density of bosons.
We have demonstrated, that pseudolocal quantities play the primary role in the
theory of integrable systems, and can be connected to the underlying quasiparticle
picture. While the topic of pseudolocality attracted a lot of attention during this
decade and resulted in the better understanding of integrable models, many inter-
esting questions remain. First of all, it is not clear, if and how the magnetization
breaking charges t into the quasiparticle picture. Secondly, the general connection
between the quasiparticles and non-unitary charges is still unknown.
The plateau of the work presented here centered mostly on the Heisenberg model
and the generalizations remain untouched to the day, with few exceptions, such as
the integrable spin-1 model and the lattice discretizations of the Sine-Gordon model
[101, 102, 103]. It is, however, not clear how to connect these lattice regularizations
to the underlying eld theory on the operatorial level or how to use them in physical
applications. Here we considered the lattice regularization of another important
model: Lieb-Liniger gas. In this setup the continuum version of the model can be
easily obtained. We have, however, only scratched the surface of the problem and
explicit charges remain to be constructed.
While we have focused mostly on the strictly integrable point, quasilocal charges
play the role in systems close to integrability as well. Addressing the role of quasilo-
cal charges in the systems close to the integrable points is even more interesting from
experimental point of view, since real materials are never exactly integrable. How-
ever the quastion that is most interesting from this point of view of experiments is
on what timescales it is possible to observe phenomena steaming from the integrabil-
ity. In this regard, it was suggested that a weak form of Kolmogorov Arnold Moser
(KAM) theorem might hold [123]. Even, if the systems close to the integrable point
eventually thermalize, quasilocal quantities play an important role in the phenom-
ena of prethermalization. Prethermalization corresponds to the situation, where the
system initially reaches the state, which can be described by the perturbed integrals
of motion [124, 125], and thermalizes on much larger time scales.
Not only are these questions interesting and nontrivial from the point of view of
quantum systems, but also classical systems with the innite number of degrees of
freedom, where the KAM theorem breaks down. There have been only few results
addressing the KAM theorem rigorously even in classical systems. Regarding the
rst question there are some results on the classical KAM theorem in eld theories
[126]. A possible approach for deriving the quantum version of the KAM theorem
would be to try to quantize the results derived in the classical eld theories.
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In next chapter, we will use the quasilocal charges in order to obtain a lower
bound on diusion constant.
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In third chapter of the thesis we outlined the relation between pseudolocal conser-
vation laws and the ideal transport. Here we will show that the connection can be
extended to the diusion constant, by relating the diusion constant to the curvature
of the Drude weight w.r.t. the symmetry breaking parameter.
Interaction has profound eects on the transport properties of systems. In con-
trast to the free models, integrable systems can exhibit non-ballistic transport, since
the currents of conserved quantities are not necessarily conserved. Recently, it was
even suggested that the interacting integrable model should be distinguished from
the noninteracting case on the basis of dynamical susceptibilities [127], which are
directly connected to the linear response transport coecients.
Here we focus on the nature of the charge transport, i.e. the transport of some
ultralocal conserved quantity in integrable models. For simplicity, we assume that
the local Hilbert space is two dimensional, and derive the lower bound on diusion
constant in terms of the curvature of the Drude weight, making the connection
between the diusion constant and local or quasilocal conservation laws. As an
example we treat the Heisenberg XXZ model in ∆ ≥ 1 regime.
Regarding the innite temperature diusion constant the bilocal (quadratically
extensive) conservation laws provide the lower bound [128], however no such con-
servation laws with appropriate symmetry properties are known in the Heisenberg
model in the ∆ > 1 regime. In general it is not known under which conditions
such conservation laws exist. Using pseudolocal charges from previous subsection
together with the lower bound, which we derive here, we are able to demonstrate
that the transport in the anisotropic Heisenberg model is not subdiusive.
In this section we recapitulate the results presented in [45].
5.1 Connection between the diusion constant and
the Drude weight
Before dwelling into the technical discussion, we rst present the physical expla-
nation of the result. Let us consider the linear transport coecients for ensembles
which are invariant under the space reection and spin reversal. Physically, these
are the most interesting ensembles, since they correspond to the innite as well as
nite temperature states. More generally, this is true for an arbitrary GGE, if only
the space reection symmetric charges are included in the description. As discussed
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in the previous chapter, the Mazur inequality vanishes if all of the pseudo-local con-
served charges are spin reversal symmetric, which is the case for the ∆ ≥ 1 regime
of the Heisenberg model.
The dynamical coecients in the symmetric ensemble can be decomposed into
sectors with dierent expectation values of magnetization. If we consider a par-
ticular sector with non-vanishing magnetization, the spin reversal symmetry of the
original ensemble is broken, yielding a nite Drude weight. However, in the thermo-
dynamically prevalent sector the magnetization, as well as the Drude weight vanish.
In order to obtain the lower bound we should consider nite system for nite time.
In this case the marginal sectors with the non-zero Drude weight are present. The
diverging diusion constant contributions in the marginal sectors result in the nite
contribution to the overall diusion constant, provided that the Drude weight is a
quadratic function of magnetization.







dλ⟨A†e−λH(N)BeλH(N)⟩Nβ − ⟨A⟩Nβ ⟨B⟩
N
β , (5.1)




) is the canonical thermal expectation
value. If one of the operators A† or B is conserved, Kubo-Mori inner product
reduces to the thermodynamic inner product introduced in chapter 3. In order to
connect the diusion constant to the curvature of the Drude weight, we introduce











We will also consider the generalization of the Kubo-Mori inner product ⟨A,B⟩Nβ,x,
by replacing the thermal averages ⟨⟩Nβ , with the projected version ⟨⟩Nβ,x, in expression
(5.1).
Let us begin the discussion with the original denition of the linear response
diusion constant. The diusion constant can be expressed as the innite time limit
of the current-current autocorrelation function in the innite system





dt ⟨τNt (J (N)), J (N)⟩Nβ . (5.4)
J (N) =
∑N






⟨M2N⟩Nβ − (⟨MN⟩Nβ )2
2N
. (5.5)






5.1. Connection between the diusion constant and the Drude weight
It is also advantageous to introduce the scaled version of the Drude weight






dt ⟨τNt (J (N)), J (N)⟩Nβ,x. (5.6)
The Drude weight in the symmetric case x = 0 vanishes, if the spin-ip an-
tisymmetric charges are absent. As discussed in the previous chapter, this is the
case only in the ∆ < 1 regime of the Heisenberg model. Away from half-lling the
Drude weight does not vanish [95, 129] for arbitrary value of ∆, since the spin-ip
symmetry of the state is broken. In this case we have nite contributions to the
Drude weight from the charges which are not invariant under the space reection.
In Heisenberg model an example of such conserved quantity is the energy current.
5.1.1 Scaled diusion constant
The innite system size limit in the denition of diusion constant can be replaced by
a single scaled innite time limit. This is a consequence of Lieb-Robinson theorem
[89, 130], which implies that the information in the lattice gases or spin chains
spreads with a nite velocity, if the system interacts only locally. Outside of the
Lieb-Robinson light cone, the information spreading is exponentially suppressed
with respect to the distance. We will show that, using the Lieb-Robinson theorem,
the system size in the expressions for the diusion constant and the Drude weight
can be scaled linearly with the maximal time N = vT






dt ⟨τ vTt (J (vT )), J (vT )⟩vTβ , (5.7)
where the velocity should be larger than the Lieb-Robinson velocity v ≥ vLR.
While our proof outlined below is relatively rigorous for innite temperature, it
relies on some physical arguments for nite temperatures. First of all, the expression





dt ⟨τNt (j), J (N)⟩Nβ,x. (5.8)
Correlation functions of the time-propagated current, centered at the origin, and
the local current outside of the Lieb-Robinson lightcone can be disregarded due to
the relation
⟨τnt (j)jx⟩Nβ ≤ ∥j∥2min(1, exp(−λ(|x| − |j| − vLRt))), (5.9)
where λ, vLR > 0. Thus, we can replace J (N) → J (vT ) in equation (5.8). In order for
the results to hold for nite temperature as well, we assume that the Gibbs state
e−βH
(N)
in the initial denition of diusion constant can be replaced by e−βH
(vT )
.
Furthermore we assume that the imaginary time propagation of the current density
j does not spoil the property (5.9).
In what follows, we show that the propagator τNt can be replaced by the propa-
gator τ vTt .
First of all, we will show that there is no considerable dierence between the
periodic and open boundary conditions, as far as the bulk dynamics is concerned.
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Let us dene an open Hamiltonian H(N)o and its translationally invariant periodic




































From this follows that the dierence between the time propagation of the local



























































Using the elemental properties of the spectral norm yields a lower bound on the













[e ik̃tk H(N)o je− ik̃tk H(N)o , e− itk h(N)b − 1] ,
(5.13)
The Lieb-Robinson bound [89, 96, 130] can now be used in order to lower bound the
contributions from the commutator[e ik̃tk H(N)o je− ik̃tk H(N)o , e− itk h(N)b − 1] ≤ c∥e− itk h(N)b − 1∥e−N−|h|−|j|−vLR k̃k tζ , (5.14)











































By setting N > vLRT , we get the exponential suppression of the dierence.
Finally, we can show that the time propagation of the local observable with τNt
can be replaced by the propagator τ vLRTt acting non-trivially only on the subsystem of
the size corresponding to the Lieb-Robinson light-cone centered around the origin.
This can be proven by decomposing the time propagator into the light-cone part
H
(vLRT )
o , the boundary contributions h
(vLRT )




























5.1. Connection between the diusion constant and the Drude weight
Using the same arguments as in the derivation of the open vs. closed system Hamil-














o ∥ is exponentially
suppressed.
This concludes the demonstration that the diusion constant can be expressed
as a single scaled limit (5.7).









vT the relation (5.19)







β D̃(β, x). (5.20)
In each sector x, the long time Drude weight can be approximated by D̃ = D(β, x)+
1
T
D1(β, x) + O(1/T 2). Here, we can identify the scaling D1(β, x) and the ballistic
contribution D(β, x). It might be tempting, to proclaim that the only contribution
to the diusion constant is obtained from the second term, however doing this we
would disregard sectors x which are of the order ∼ 1√
T
. The second term is positive
since it takes the form of Green-Kubo expression for the diusion constant in the
presence of convective term [131]. Disregarding the scaling contribution yields the







β D(β, x). (5.21)
This step represents the central reduction. Before taking the innite time limit, we
should calculate the statistical weights ⟨P (x+1)vTvT ⟩vTβ . This will enable us to determine
the relevant contributions of the ballistic transport away from half-lling.
We will rst specialize to the innite temperature state since it allows for the
exact calculation without any further assumptions.
5.1.2 Innite temperature









Expanding the Drude weight w.r.t. the lling x reduces the calculation of the lower
bound (5.21) to the calculation of the moments of binomial distribution. Let us
assume that the Drude weight behaves analytically as the function of the lling
parameter x in the vicinity of half-lling x = 0. In this case the rst approximation




D(0, 0)x2. If we take into account only
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In the limit T → ∞, the term (5.23) is the only one that survives, since the














− 1)k = 0, (5.24)
where k > 2.
In order to prove that higher order contributions vanish we rst use the Ho-
eding's inequality [132], which yields a lower bound on the tail contributions of
the momenta of binomial distribution. In order to compactify the notation we in-
























)k⏐⏐⏐⏐⏐⏐ ≤ 2 n e−4n2ε , (5.25)
where we took into account the inequality |m
n
− 1| ≤ 1. This implies that contribu-
tions, which are displaced from n more then ∼
√
n can be disregarded.
We can thus focus on the second term. The second term can be upper bounded












)k⎞⎠ ≤ 2kn−k/2+kε+1. (5.26)
This shows that if the moment k ≥ 4, we can choose the parameter ε such that
the rhs of expression (5.26) vanishes in the limit n → ∞. This proves that the
higher order contributions vanish, and the inequality (5.23) holds. Note that the
odd contributions to the lower bound are absent.
5.1.3 Finite temperatures
In order to obtain the nite temperature result, we make some additional approxi-
mations and assumptions. First of all, we introduce the free energy function
βFn(x, β) = − log tr (P (x+1)nn e−βHn), (5.27)
where n = vT . The rst assumption is that we can disregard the tail contribu-
tions, which correspond to the thermodynamically suppressed sectors, and take into
account only the region
n− (2n)1/2+ε < m < n+ (2n)1/2+ε; 0 < ε < 1
4
(5.28)
Using this assumption the probability factor can be approximated by the Gaussian
distribution
⟨P (x+1)nn ⟩nβ ∼ e−f1(β)x
22n. (5.29)


































5.2. Diusion bound in Heisenberg model
Due to the n→∞ limit the summation in (5.30) can be replaced by the integration.
After the evaluation of the denominator, the lower bound reads




































Identifying the regularization of delta function in the above expression yields the









Using the Stirling's approximation in order to calculate f1(0), we can extract the
innite temperature lower bound from (5.33) and compare it with the exact result.
This concludes the discussion of the lower bound in generic models. In the next
section we focus on the calculation of the lower bound in the Heisenberg model.
5.2 Diusion bound in Heisenberg model
In this section we will use pseudolocal charges presented in the previous chapter,
in order to obtain the lower bound on the curvature of the Drude weight. In turn,
this yields the lower bound on the diusion constant. Since the transport is ideal in
the ∆ < 1 regime, we focus on the gapped regime ∆ ≥ 1. Furthermore, in order to
obtain analytical results, we specialize to the innite temperature state β = 0.
The expression for the current in Heisenberg model reads




1 − σ−0 σ+1 ). (5.34)





In the gapped regime the set of pseudolocal integrals of motion Xs(λ) is complete.
In principle we could use only a single charge, such as the energy current in order to
obtain a lower bound, which would immediately prove that the transport is at least
diusive. However, we wish to obtain an optimal lower bound, which is expected to
capture the behavior of Drude weight perfectly.
Optimizing the Mazur bound on Drude weight reduces to the linear optimiza-
tion problem. Since we have a continuous family of conserved charges, the problem
corresponds to nding the set of functions hxs(λ), which minimize the innite temper-
ature and nite chemical potential norm of the time-averaged current, from which
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The vanishing norm ofBx implies that in the vector space induced by the appropriate
norm the time-averaged current converges to the linear combination of conserved
charges given by functions hxs(λ).







s,s′(λ, µ) = J
x
s′(µ). (5.37)
Here Kxs,s′ corresponds to the scalar product of conserved quantities, and functions
Jxs (λ) to the overlaps between the spin current j and the charge Xs(λ)
Kxs,s′ := K
x






Jxs (λ) = lim
N→∞
⟨j,Xs(λ)⟩N0,x. (5.39)
The lower bound on the Drude weight can be obtained from the solution of the














As already mentioned, if we are able to treat the problem including the complete
set of conserved quantities Xs(λ), the lower bound should saturate the exact Drude
weight expression.
In order to compute the relevant overlaps and currents, we use the equivalence
of ensembles, by replacing the projected inner product with the grand-canonical
ensemble, with the chemical potential κ connected to the lling x, by xing the
expectation value of magnetization






Following the prescription from the previous chapter, we introduce the matrix basis
σ0x = σ






σz + x σ0√
1− x2
, (5.42)
which is orthogonal w.r.t. the grand-canonical inner product.
In the basis (5.42) the operators described by MPA A±,0,z, can be represented







1− x2 Az, A0,x = A0 − x Az. (5.43)





( tr (TNs,s′)− tr (LNs ) tr (LNs′ ))′·, (5.44)
where we introduced the compact notation, substituting the partial derivative with
respect to µ′ with ′, and the derivative with respect to λ′ with ·. We have also
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omitted explicit dependence of matrices T and L on spectral parameters, as well
as the lling factor x. Note that matrices T and L have been introduced in the
previous chapter as the identity components of appropriately fused MPA's.
In order to calculate the kernel in the thermodynamic limit the traces, in the
expression (5.44), can be replaced by the boundary vectors composed of the leading
eigenvectors of the fussed Lax operators T and L








⟨Ls,s′ |Ṫs,s′Tks,s′T′s,s′|Rs,s′⟩+ ⟨Ls,s′|Ṫ′s,s′|Rs,s′⟩, (5.45)
with ⟨ls| left, and |rs⟩ right leading eigenvectors of the matrix Ls, and left ⟨Ls,s′ |,
and right |Rs,s′⟩ leading eigenvectors of the matrix Ts,s′ .
Summing up two geometric series in the expression (5.45), we obtain the following
result
Kxs,s′(λ, µ) = ⟨l̃′| ⊗ ⟨ls′|Ṫs,s′ |Rs,s′⟩+ ⟨ls| ⊗ ⟨
˙̃l|T′s,s′ |Rs,s′⟩+
+ ⟨Ls,s′|Ṫ′s,s′|Rs,s′⟩ − ⟨ls|L̇s|rs⟩⟨ls′|L′s′ |rs′⟩, (5.46)
where the alternative boundary vectors are calculated by solving the matrix problem
⟨l′⊥| = ⟨l̃′|(1− Ls). (5.47)
The vector ⟨l′| is obtained by applying the double Lax matrix to the left eigenvector,
and orthogonalization the expression w.r.t. the leading eigenvector
⟨l′| ≡ ⟨ls′|L′s′ , ⟨l′⊥| = ⟨l′| − (⟨ls| ⊗ ⟨l′|)|R0⟩⟨ls′|. (5.48)
Using the same prescription, we can get ⟨ ˙̃l| by applying L̇s′ to ⟨ls′|.
The overlaps of charges and spin current can be expressed in terms of the double




(1− x2)(⟨ls|(L++s L+−s − L+−s L++s )′|rs⟩+ ⟨l̃′s|(L++s L+−s − L+−s L++s )|rs⟩).
(5.49)
In general we were not able to solve linear systems of equations analytically and
obtain explicit expressions for the kernels and the overlaps. However, taking a nite
subset of charges {s, λ}, we can solve the system of equations numerically. Further
reduction of the complexity is possible by taking into account U(1) invariance of
the charges. In this case the set of functions hs(λ) becomes discrete, reducing the
system of Fredholm equations to the ordinary matrix problem. In gure 5.2, we
compare the lower bound on the Drude weight, depending on the lling parameter
x for dierent number of families of included charges with the nite time tDMRG
prediction for the anisotropic case with ∆ = 1.5, and in gure 5.1 for the isotropic
case ∆ = 1. In anisotropic case the match between the lower bound and the tDMRG
result is very good, and we see a quick convergence of the lower bound. In isotropic
case the convergence is much slower, and in vicinity of x = 0, there is a signicant
mismatch between the numerical and the theoretical prediction, leaving open the
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Figure 5.1: Optimized high-temperature Drude weight lower bound D(x) obtained
from a nite number of quasilocal charges for s = 1
2
up to s = 5
2
is plotted for
∆ = 1. Results are compared to the nite time tDMRG result of current-current
autocorrelation function at temperature T = 200 (green crosses).
possibility of the non-analytic behavior of the Drude weight. The more probable
cause of the mismatch is the slow convergence of the tDMRG data.
In next subsection we will compute an analytical lower bound on the curvature
of the Drude weight from the complete set of strictly local charges.
5.2.1 Lower bound from local integrals of motion
In order to obtain the lower bound on the curvature of the Drude weight we have to
calculate the linear order coecient in the Taylor series expansion of the optimization
functions hxs(λ) w.r.t. the lling x. This requires the evaluation of the linear order
coecient in the Taylor series expansion of the overlap between the current j and
the charges Xs(λ). Additionally, we need to calculate the innite temperature and
zero chemical potential x = 0 overlaps of the charges.
On the basis of numerical computations, we conjecture that the Hilbert-Schmidt







sinh4 γ(cosh(2γ) + cos(λ− µ) + cosλ+ cosµ+ 2)
(cosλ− cosh(2γ))(cosh(2γ)− cosµ)(cos(λ− µ)− cosh(2γ))
, (5.50)




((2s+ 1)− (2s+ 1)−1)sinh((2s+ 1)γ)
sinh γ




5.2. Diusion bound in Heisenberg model
Figure 5.2: Optimized high-temperature Drude weight lower bound D(x) obtained
from a nite number of quasilocal charges for s = 1
2
up to s = 5
2
is plotted for
∆ = 1.5. Results are compared to the nite time tDMRG result of current-current
autocorrelation function at temperature T = 200 (green crosses).
Note that in the expressions (5.50) and (5.51) we rescaled the spectral parameters
2λ→ λ and 2µ→ µ. In the vicinity of half-lling x = 0, the lower bound reads













with h′s(λ) = ∂xh
x
s(λ).
Taking into account exact expressions for the kernels (5.38) and overlaps (5.51),
the equation for h′s(λ) reduces to∫ π
−π
(cosh(2γ) + cos(λ− µ) + cosλ+ cosµ+ 2)













and expanding it in the Fourier series h̃1/2(µ) =
∑∞
j=1 αj sin(jµ), the integral equa-










, α0 = 0, (5.55)
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1 + e2γ + e4γ − 1− e2γ)k
)
. (5.56)
Finally, we can deduce the lower bound on the diusion constant from the local
integrals of motion





1 + e2γ + e4γ + 2 + e2γ
)
. (5.57)
Couple of questions remain to be explored in the context of the lower bound on
diusion constant. First of all, it is not clear what is the nature of transport in
the isotropic point ∆ = 1. While our lower bound seems to imply the possibility of
diusive transport there are some convincing numerical results [23, 133] indicating
that the transport in the isotropic point is super-diusive. However, other numerical
simulation [134], together with some analytical arguments [135] seem to imply that
the spin transport is in fact diusive with logarithmic corrections. In principle
these results are not contradictory, since the research indicating normal transport
specializes to the maximally polarized inhomogeneous quench. Similar discrepancies
seem to appear in the ∆ > 1 regime, where the maximally polarized state exhibits
insulating behavior [136]. In general, one of the most important questions is what
are the primary microscopic properties which determine the nature of the transport
beyond ballistic behavior.
Due to the discrepancies between the tDMRG data and our lower bound it would
be possible that the exact Drude weight exhibits non-analytical behavior, which
would imply super-diusive transport. Another question that remains unsolved is
what is the nature of the transport in the ∆→∞ limit.
While our lower bound is general and easy to use, it seems that it does not
encompass the complete contribution to the diusion constant. One of the most
interesting questions in this context is, whether it is possible to extend the gen-
eralized hydrodynamics (GHD), to include the non-ballistic regimes of integrable
models. Such extension might provide a method to calculate the diusion constant
analytically.
Finally, there are two straightforward extension of our results. The rst one is
to obtain an analytical optimal lower bound for the diusion constant, taking into
account all of the quasilocal conservation laws. The second extension would be to
consider models with multiple degrees of freedom, such as the Hubbard model. In
this case, we expect that the lower bound remains connected to the curvature of the
Drude weight, however the prefactors might depend on the model.
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Classical solitons and transport
This chapter deals with systems which were not widely studied in the past and thus
requires longer motivation, to clarify the perspective. The guiding principle is to
study the simplest microscopical models exhibiting the physics of more complicated
or even generic systems.
While these models might seem out of scope at rst glance they are, in fact,
closely connected to the recent development in integrable quantum and classical
systems. In the second chapter we demonstrated that on large scales, the eigenstates
of the quantum integrable models pertain the quasi-particle description, providing
an ecient encoding of the steady states. Recently it was discovered [28, 29] that the
same description can be used in order to study the dynamics of integrable systems
on large scales. In the GHD setup one assumes that quasi-particles interact but the
interaction can be described by free particles with altered velocities [137]. Dressed
velocity corresponds to the eective velocity of the particle, taking into account
the interaction of the particle with the background, which is composed from other
quasi-particles. This type of behavior can be described by the classical system of
interacting particles which get phase shifted when they scatter. The system in
question is the so called ea gas model [50] which is a generalization of the hard rod
gas [131, 138].
Hard rod gas describes the scattering of hard rods in a single dimension, or equiv-
alently the scattering of particles which jump a constant length upon encountering
another particle. In the ea gas algorithm the length of the jump of eas depends
on their velocities.
Here we present the explicit time-dependent results for the systems which can be
viewed as a discrete space-time versions of the hard rod gas. We develop two new
methods for solving such systems, which enable us to obtain explicit time-dependent
results for the correlation functions. We focus on two examples of solitonic models
and study their dynamical properties. The rst model is the hard core interacting gas
of positively and negatively charged particles [46]. The second model is the reversible
rule 54 automaton [48, 139, 140] describing the simplest non-trivial scattering of
solitons.
While classical solitonic systems describe the dynamics of quantum systems on
ballistic time-scales, it is not clear whether the description yields correct results in
case of the subbalistic transport. The reason is that solitons in quantum lattice
models disperse [141]. Nonetheless, it is still worthwhile studying the sub-ballistic
regimes in solitonic models for two reasons. Firstly they might oer an insight into
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the relevant microscopic properties of the system, and secondly exact calculations
oer the possibility to verify the predictions of eective descriptions, which typically
rely on heuristic arguments. Furthermore, one might hope to extend the methods
developed here in order to solve more complicated systems.
First part of the chapter is partially based on the article [46], and on yet to be
published work [47]. The results from the second part will also be published shortly
[49].
6.1 Hard core interacting gas
The rst model under consideration, is the model of a gas which possesses three
local degrees of freedom, with the dynamics dened on a square lattice. Each lattice
site can be occupied by the positive particle (+), the negative particle (−) or by
the vacancy (∅). As their names might suggest, positive and negative particles
carry the corresponding charges, while vacancy can be viewed as an empty site. Let
the conguration at time t be denoted by st, where the conguration denotes the




N), with the local variable taking one of
three values stx ∈ {∅,+,−}. The conguration at later times is obtained by applying
the checkerboard map
ϕ = ϕo ◦ ϕe, (6.1)
ϕo = ϕ1,2 ◦ ... ◦ ϕN−1,N , (6.2)
ϕe = ϕ2,3 ◦ ... ◦ ϕN,1. (6.3)
The mapping consist of the neighboring site updates




x+1, ..., sN). (6.4)
Explicit two site propagator describes elastic scattering of charges
(sx, sx+1)↔ (s′x, s′x+1) : (∅, ∅)↔ (∅, ∅), (6.5)
(∅, α)↔ (α, ∅), (6.6)
(α, β)↔ (α, β), (6.7)
which is represented in Figure 6.1. If the charge meets vacant site it moves to the
vacant site, if, however, the charge meets another charged particle it remains at its
own position.
As can be seen from the Figure 6.2, the dynamics can also be described in terms
of freely moving vacancies, which shift frozen charges.
We will also consider a stochastic generalization of the model where, upon colli-
sion, particles tunnel (α, β)→ (β, α) with probability Γ, and scatter (α, β)→ (α, β)
with probability Γ̄ = 1 − Γ. In previous chapters of this thesis, we elucidated the
relevance of conserved quantities, and the simplest conserved quantity in our model





where we introduced the two site charge density qtx, which is related to the net charge







6.1. Hard core interacting gas
Figure 6.1: The propagation rules of hard core gas. The top row describes the
initial conguration, where the sites can be occupied by the positive charge (blue),
the negative charge (green) or vacant (white). The bottom row corresponds to the
local propagation rules (6.5). Note that the local currents j are associated with
centers of the four squares, and correspond to the transfered charge from left to
right or right to left cell in a given time step.
With the charge we can associate the current, which should satisfy the continuity
equation











In what follows, we will consider the dynamics of the model on the algebra of
observables as introduced in the second chapter of this thesis.
The local nature of the propagation of the states induces decomposability of the
propagator into the product of the nearest neighbor terms Ux,x+1,









It proves useful to introduce two dual bases
[0] = [∅] + [+] + [−], [0]′ = (1− ρ)[∅] + ρ
2
([+] + [−]) ,
[1] = [+]− [−], [1]′ = 1
2
([+]− [−]) , (6.14)
[2] = 1




(2[∅]− [+]− [−]) ,
satisfying the property, ⟨[α][β]′⟩ = δα,β. Locally decomposable steady states (i.e.
time invariant states, which can be written as the product of single site states) are
two sites periodic, and we introduce the average density ρ = (ρ1 + ρ2)/2 on sites 1
and 2, and the density imbalance ∆ = (ρ1 − ρ2)/2. Let us remind the reader that
the probability distributions are simply the observables satisfying two additional
requirements. The rst one is that the positivity (3.48), and the second one refers
to the normalization condition (3.49). We will use the terms probability distribution
77
Chapter 6. Classical solitons and transport
Figure 6.2: Graphical representation of the model. We associate current jx to the
vertices of propagated sites, describing the change of the charge.




ρ2Γ̄ 1− ρ2Γ̄ ρ2Γ̄ −ρ2Γ̄
1
1− ρ1Γ̄ ρ1Γ̄ −ρ1Γ̄ ρ1Γ̄
1
ρ̄1Γ̄ −ρ̄1Γ̄ ρ̄1Γ̄ 1− ρ̄1Γ̄
1








1,2 = ⟨[k, k′]′U1,2[l, l′]⟩, (6.16)
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ρ̄2 (2[10]2x+ [12]2x+ [021]2x)− ρ̄1 (2[01]2x+ [21]2x+ [012]2x) . (6.19)
6.1.1 Solitons, Conservation laws and Generalized Gibbs en-
semble
Solitons can be constructed from local densities [02], and [20], since the time propa-
gation corresponds to the lattice shift of the observable U1,2[02] = [20], and U1,2[20] =
[02]. This can be viewed as a consequence of the ballistic propagation of vacancies.
Note that for some system size N , there are exponentially many solitons (in N).
The solitons can be divided into two groups. The rst one corresponds to the
solitons with local observables [2] on even sites Se = lsp{[2]k1· [2]k2 · · · [2]kl ; l ∈
N, k1, k2, . . . , kl ∈ 2Z}, and the second one to the solitons on odd sites So =
lsp{[2]k1· [2]k2· · · [2]kl ; l ∈ N, k1, k2, . . . , kl ∈ 2Z+ 1}.











η2x±2(sk) = Sk; s ∈ Se/o. (6.20)
If the length of the chain is N , the number of distinct solitonic conserved quan-
tities Sk is 2N/2. As already mentioned, the total charge Q is conserved as well.
Therefore the number of all local integrals of motion is 2N/2 + 1.
We will now focus on the set of GGE's, which are expected to capture the time-







⟨at⟩ρi = ⟨a⟩ρGGE . (6.21)
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In the classical theory conservation laws mutually commute, implying that the GGE















k − βQ). (6.22)
For nite system the above exponent can be expanded into series, yielding the














and the contribution corresponding to the expansion of the exponent of the even


















We have taken into account that exponentiation maps the sets of even and odd
conservation laws onto themselves. The single site decomposable contribution p, is
obtained by expanding exp(−αeSe1−αoSo1−βQ). We choose the constants αe, αo, β







Note that we are considering completely general GGE, since the contributions Se/o1
remain in the indecomposable part. If the condition (6.25) is not satised, the state
(6.23) is no longer stationary.
Additional simplication is provided by restricting the description to the observ-
ables which have [2] on even or on odd sites, but no densities, which would have
observables [2] on even and on odd sites. In this case the mixed term SekS
o
k′ in the
product of (6.24) can be disregarded, which is a direct consequence of the vanishing
expectation value of the density [2] in the single site reducible steady state
⟨[2]⟩p = 0. (6.26)
Introducing symmetrized and antisymmetrized charges S±k = Sk±η1(Sk), we get
















In the following section we will consider examples where the steady state is single
site reducible ρGGE = p.
6.1.2 Linear response transport properties
In this subsection we calculate the linear response transport coecients exactly. In
order to accomplish this, we focus on the calculation of the current-current autocor-
relation functions, which is generally not possible even for integrable models. While
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the model seems to posses integrability structure for Γ = 0, since the scattering
matrix satises the Yang-Baxter relation, this is not the case if Γ ̸= 0.
The calculation of the correlation function is carried out by restricting the
time propagation of a current to the subspace on which the time propagator U
takes the ve-diagonal form. First of all we should note that since the current is
two-site translationally invariant, and the time propagation preserves this struc-
ture, the discussion can be reduced to the two-site translationally invariant ob-
servables. Secondly, the conservation of the total charge, the total number of
particles, and the ballistic nature of observables [2], allows for the restriction of
the basis for calculating the current-current autocorrelation function to the sub-






2d+1,1; d ≥ 0}, with the basis ele-


























Let us consider the time propagation of the current density j. The observable [2]
will jump by a single site in each time-step, while the observable [1] might create
additional observables [2] or move by a single site. We can immediately discard the
contributions containing the densities with multiple occurrences of [2] since they are
orthogonal to the current J , and the remaining contributions can clearly be mapped
to the basis (6.28).
In order to formalize the approach, we start by noting that the dynamics can
be restricted to the subspace A(1) with a single [1]. Let us dene the projector
P : A(1) → AJ , P 2 = P . For every a ∈ A(1), the following holds ⟨J(1− P )a⟩p = 0,
and A(1)/AJ is invariant under ηU e. This implies that the propagation on the level
of correlation functions can be recast in terms of the ve diagonal map U ,
U = P ηU eP. (6.29)
The current-current correlation function now reads
CJ(t) = ⟨J U2tJ⟩p. (6.30)
Using an explicit form of matrix U and boundary vectors (see appendix A), yields
the following current-current autocorrelation function








CJ(t > 0) = 16ρ
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where ∆ = (ρ1 − ρ2), ρ = 12(ρ1 + ρ2) and µ1/ρ1 = µ2/ρ2 = µ/ρ. It is interesting
to compare the above result to the Mazur's lower bound, obtained from solitonic
charges (6.20). It is clear that in correct basis only three charges Q,Se1, S
o
1 must
be taken into account, yielding the matching result for the Drude weight. While
the completeness of the charges (6.20) remains on conjectural grounds, this result
is a good indication that this set is indeed complete. Additional empirical proof of
completeness can be obtained by numerical procedure for constructing strictly local
charges, up to some nite support [142].
While we have a rather good grasp on the calculation of Drude weight even in
quantum models, such as the Heisenberg [121] or the Hubbard model [143], the
diusive regime in these models is beyond the scope of current state of the art
theoretical tools. In our model, however, we can easily identify the diusion regime
(∆ = 0 and µ = 0), in which the Drude weight vanishes (6.32), and calculate the
corresponding diusion constant and conductivity
D = ρ−1 − 1, σ = 4(1− ρ). (6.33)
6.1.3 Stochastic generalization
Using the same method we can solve the stochastic generalization of the model,
where we allow for the tunneling of the particles.
Due to the altered dynamics, the denition of the current should also be corrected





2(1− Γ̄ρ2)[10]2x + Γ̄(1− ρ2) ([12]2x + [021]2x)−
− 2(1− Γ̄ρ1)[01]2x − Γ̄(1− ρ1) ([21]2x + [012]2x)
)
. (6.34)



















(Γ̄(4− Γ̄(1 + ρ))),
CJ(t > 0) = 16ρ
(



















The nature of the transport in our model can be understood on physical ground.
The stochasticity does not alter the nature of the ballistic transport, and it remains
conned to the parameter subspace ∆ ̸= 0 or µ ̸= 0. This is a direct consequence
of ballistic propagation of vacancies [∅], since ∆ ̸= 0 implies that the net vacancy
current will be directed, which means that on average particles will be moving
in one direction for all times, and consequently their direction will be correlated
with the initial direction. In case of non-vanishing chemical potential, we have
imbalance of charge. The transport of vacancies is ballistic, inducing the ballistic
motion of particles, where the majority of them are positively/negative charged,
the transport of charge should also be ballistic. This is indicated by the Mazur's
inequality, since the particle current has non-zero overlap with the vacancy current,
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which is a conserved quantity. Finally, if the density of particles is 1, and we do
not allow for the tunneling, there is no transport of charge, since the dynamics is
completely frozen.
6.1.4 Inhomogeneous quench
While the linear response protocol used to be the most widely used approach for
decades, the inhomogeneous quench paradigm started taking its place due to the
simplicity of the analytical treatment, as well as for the eciency of numerical
simulations [23]. Furthermore, it is a setup which enables the study of physical
properties which go beyond the linear response.
As an initial condition we take the state, where the left part of the chain is
prepared in the single site reducible steady state and the right part of the chain in

























Here the chemical potentials corresponding to the left and the right side of the chain












allows us to choose the nett charge imbalance on the left and right hand side of the
chain after xing the density of particles on even and odd sites.
We will study the properties of the steady state charge prole
f(x, t) = ⟨q2x · pt⟩, (6.38)
evolving from the inhomogeneous initial condition (6.36). Since we are only inter-
ested in the charge prole, and the number of [1]'s is conserved, the calculation can




















In some sense the inhomogeneous quench paradigm in our case is simpler from
the linear response approach, since in order to calculate the charge prole it suces
to consider only the propagation of the charge densities projected to local densities
themselves. The problem, however, acquires an explicit space dependence, and the
relevant reduced propagation can be represented as
[01]′x ↦→ (1− Γ)ρ1[01]′x + (1− (1− Γ)ρ1)[10]′x, (6.40)
[10]′x ↦→ (1− Γ)ρ2[10]′x + (1− (1− Γ)ρ2)[01]′x. (6.41)
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Let us introduce the basis of the linear space spanned by the local charge densities
[1]x
êx = [1]x, (6.42)






























⎡⎣ (1− Γ)2ρ1ρ2 (1− (1− Γ)ρ1) (1− Γ)ρ1




−(−1 + Γ)(1 + (−1 + Γ)ρ1)ρ2 (1 + (−1 + Γ)ρ1)2
⎤⎦ , (6.46)
C =
⎡⎣(1 + (−1 + Γ)ρ2)2 −(−1 + Γ)(1 + (−1 + Γ)ρ2)ρ1
0 0
⎤⎦ . (6.47)
We can restrict the discussion to the case with Γ = 0. The generalization can then
be obtained by rescaling the densities ρ1,2 → (1− Γ)ρ1,2.





the search for eigenvalues reduces to the two dimensional eigenvalue problem, with
the dependence on the wave vector k
A v(k) + exp(ik)B v(k) + exp(−ik)C v(k)− λ(k)v(k) = 0. (6.49)





e−ik(4e2ikρ21 − 4e2ikρ1 + 8eikρ2ρ1 + e2ik + 4ρ22 − 4ρ2 + 1∓
∓
(















e2ik (1− 2ρ1)2 + eik (8ρ2ρ1 + 4ρ1 + 4ρ2 − 2) + (1− 2ρ2)2 (6.52)
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The initial value problem can be solved by expending the initial state in terms of
eigenvectors and multiplying the components by t-th power of the eigenvalues λ1,2.
Since we will be interested in the asymptotic shape of the prole, we can disregard
the contributions of large k. This implies that we only have to take into account the
contribution from the eigenvalue which is the leading one in the vicinity of k = 0.
Following these observations the prole can be approximated by











dk exp(ik(x− l))λ1(k)tα(k)(1, 1) · v1(k), (6.53)
where we disregarded exponentially suppressed contribution of the sub-leading eigen-
value λ2(k) in the vicinity of k = 0, and introduced left and right chemical potentials
κL,R = µL,R1 + µ
L,R
2 .
The coecients α(k) are obtained by expressing local densities in terms of eigen-












α(k) v1(k) + β(k) v2(k)
)
dk. (6.54)
Further simplication is provided by taking into account only the contribution
from λ1(k) in the vicinity of k = 0. First we take the logarithm of the leading
eigenvalue λ1(k) in the vicinity of k = 0





ρ1ρ2 (1− ρ1 − ρ2)
(ρ1 + ρ2)
3 , (6.55)
yielding the following approximation
λ1(k) ≈ exp
(
ik (ρ1 − ρ2)
ρ1 + ρ2
− k





In order to calculate the asymptotic shape of prole we should specify the space-
time scale. First of all, let us specialize to the ballistic time scale v = x
t
, and study




In this limit the prole reads
f(v) =
(













t) exp(−γ2k2t)(1, 1) · v(k)α(k), (6.58)
where H(x) is a Heaviside function. Integration of the second term yields
f(v) =
(
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Finally, replacing the sum with an integral yields
f(v) = κ2H(v − γ1) + κ1H(γ1 − v). (6.60)
On ballistic time scales, our domain wall moves with a constant velocity γ1.
Interestingly, similar discontinuity occurs after the inhomogeneous quench protocol
in the ∆ > 1 regime of the Heisenberg model [144].
In what follows, we discuss the diusive corrections to the ballistic dynamics.
Since the prole retains the initial discontinuity on the ballistic time scales, it is
useful to zoom in at the region around discontinuity. This can be achieved by
introducing new scaling parameter v2 which parametrizes the diusive space-time
scale around the discontinuous jump v − γ1 = v2√t . Introducing a new variable























t−iky−γ2k2tα(k)(1, 1) · v(k) (6.61)
Following similar steps as for the derivation of the step function prole the scaling




(κ1 + κ2) +
1
2
(κ2 − κ1) erf( v22√γ2 ). (6.62)
This can be interpreted as the diusive correction to the ballistic dynamics, since
the error function is the solution of the diusion equation
∂
∂t




corresponding to the step function initial prole. Here we introduced the shifted
asymptotic charge prole moving with velocity γ1, q̃(x, t) = q(x− γ1t, t).
Having the explicit form of the prole (6.62) enables us the calculation of the
diusion constant. Note, however, that the coordinate x corresponds to two lattice
sites, which implies that the diusion constant should be rescaled by the factor of
1
4




In this subsection, we derive the step function prole on the ballistic time scales,
using the hydrodynamical picture.
In the hydrodynamical setup the rst assumption is that the system equilibrates
on ballistic space-time scales. As we discussed, such equilibrium state is usually
assumed to take the GGE form ρGGE(v), which depends on the light ray coordinate
v. On ballistic time scales we should take into account only the currents associated
with extensive conserved quantities, which correspond to the set of hydrodynamical
slow modes. The set of equations relating currents j and charges q are the continuity
equations
∂tq + ∂xj = 0. (6.64)
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This set of equations is not enough to completely x the dynamics of currents and
charges. Assuming that the currents and charges equilibrate on ballistic time scales,
the continuity equations imply
∂t⟨q⟩ρGGE(v) + ∂x⟨j⟩ρGGE(v) = 0. (6.65)
All of the quantities in equation (6.65) depend only on the set of chemical potentials.
Since the number of equations (6.65) matches the number of independent conserva-
tion laws, the dynamics is completely xed. The initial state enters the picture as
a set of boundary conditions for chemical potentials, since the state outside of the
light cone corresponding to the maximal velocity remains unaltered.
In our case the currents of conserved charges are conserved charges themselves,
except for the case of the ultralocal charge q. Expressing the charge and the current
in arbitrary GGE we get the following result
⟨q⟩ρ̃GGE(v) = (µ2 − µ1)c−1 − (µ1 + µ2)c+1 + (µ1 + µ2)c0 (6.66)
⟨j⟩ρ̃GGE(v) = −2(µ1 + µ2)c−1 + 2
(





µ1(1− ρ2)− µ2(1− ρ1)
)
c0, (6.68)
where c0, c+1 , c
−
1 are the parameters appearing in the GGE (6.27). The constants
c0 = 1, c
+
1 = 0, c
−
1 = 0 are xed by the expectation value of related charges in the
initial state
⟨s±1 ⟩ρ̃GGE(v) = 0, ⟨1⟩ρ̃GGE(v) = 1. (6.69)
The space dependence of the charge prole can be encoded in the space dependent
chemical potential µ, dened as µ1 = µ ρ1, µ2 = µ ρ2. Inserting expectation
values (6.66), (6.67) into the continuity equation (6.65) yields the following equation
for the chemical potential µ
(ρ1 + ρ2) ∂tµ+ 2(ρ1 − ρ2) ∂xµ = 0. (6.70)
Taking into account the initial condition and rescaling the coordinate by 2, as in
previous subsection, we arrive at the following result for µ
µ(x, t) = κ2H(
x
t
− γ1) + κ1H(γ1 − xt ), (6.71)
which agrees perfectly with (6.60).
6.1.6 MPA solution
While we were able to obtain exact results in the case of the hard core interacting
particles, the method we used is rather constricting. Now we will focus on developing
the new approach, which should allow us to treat more general problems.
The approach is based on the derivation of the MPA form of the time propagated
local observable [+]x, which we will call the central particle. The MPA approach was
successfully applied to the calculation of the steady states of the externally driven
integrable quantum systems [8, 32, 145, 146, 147], and also to solve the classical
probabilistic models coupled to external baths [148, 149].
While we focus on the propagation of the single site observable [+]x, the same
method can be used in order to obtain the time dependence of the observable [−]x.
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Figure 6.3: Grey circles denote the places with identity in the MPA of the time
propagated local observables. The path of central soliton is traced by the red line.
The number of particles on the right side of the central soliton on even places should
correspond to the number of the particles to the left of the central soliton on odd
places.
Let us consider a propagation of the observable localized at the site x. We
choose x to be an even number. Time propagation of the local observables, which
are initially localized at the odd site, can be obtained by space reection. Particles,
which are initially localized at sites x, x + 2, ..., will move to the right in vacuum,
i.e. if all of the other sites are empty. Light rays originating from these sites are
dubbed right moving light rays. Similarly, the light rays originating from the sites
x− 1, x+ 1, ... correspond to the left moving light rays (see the gure 6.3).
In order to obtain the MPA solution we will consider a particle basis [±] and [∅].
Note that the propagation of observable [∅] is trivial.
The local observable [+]x corresponds to all possible congurations with the lat-
tice site x occupied by +. Furthermore, all of the initial congurations are weighted
equally. The deterministic nature of the cellular automaton implies that all of the
time propagated states will be equally weighted as well. In particular, this implies
that it is sucient to identify all of the allowed congurations at time t, in order to
solve the dynamics completely.
The dynamics of the hard core gas pertains two interpretations. Either the
particles of the same type scatter elastically, or they do not interact at all. The rst
interpretations is simpler since all of the scatterings can be treated on equal footing.
The maximal light cone corresponds to the maximal region which the central
particle can cover in time t. Outside of the maximal light cone, the state is time
independent. The MPA is constructed by scanning the causal light cone, starting
from the left-hand side, and checking whether a given conguration corresponds to
the initial conguration with the positive charge at site x. The problem is thus
reduced to backtracking the central particle. The description of the dynamics can
therefore be simplied considerably. First of all, non-central particles can be treated
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on the same footing, regardless of their charge. Furthermore, the dynamics of the
central particle is not altered by assuming that non-central particles do not interact.
Let us trace the path of the central particle starting from some initial congu-
ration. Initially, the central particle is a left mover. It will change its direction only
upon encountering the rst right mover. The particle will change its direct again,
when it encounters the left mover, etc. The central observation is that every scat-
tering with the right mover is followed by the scattering with the left mover. This
implies that the central particle can be identied by the condition that the number
of left movers that scattered with the central particle, is equal to the number of
right movers, if the central particle is a right mover. Similarly, if the particle is a
left mover, the number of right movers, which scattered with the central particle
should be larger by one.
It is possible to identify all of the right movers, and all of the left movers which
interacted with the central particle by looking at the nal conguration inside of
the causal light cone. In the process of scattering all of the left movers became right
movers and vice versa. This implies that all of the left-movers on the left hand side
of the central particle scattered with it. Similar argument can be used for the right-
movers on the right hand side of the central particle, see gure 6.4. This completely
species the set of allowed states at any time t.
Taking into account these restrictions, we can write the MPA for the time prop-
agation of the local observable, introducing three auxiliary spaces. The rst space
is innitely dimensional V , and it counts the number of left-movers on the left
hand side of the central particle, and the number of right-movers on the right hand
side of the central particle. Second counter, with two internal degrees of freedom
H1 = (C2)⊗2, turns on upon encountering the central particle, and the third counter,
again two dimensionalH2 = (C2)⊗2, encodes whether the central particle was a right
or left-mover.
In order to construct the MPA, we scan the conguration from left to right,
starting with the state ⟨L| ≡ ⟨000|. If we encounter a positively charged particle,
there are three distinct options. The rst option is that the particle is a central
positive charge, implying that the state on the second site should be altered ⟨a0b| →
⟨a1c|. If the site, on which we encountered the charge is even, the state on the third
site should change to c = 1, and remain unaltered otherwise c = 0. If we are on
the left side of the central particle, i.e. the second index is 0, and the site is even,
the counter should increase by 1, since the positively charged particle in this case
corresponds to the left mover on the left hand side of the central particle. Similarly,
if we encounter the positively charged particle on the right hand side of the central
particle and on the odd site, the counter should decrees by 1.
Similarly, we can derive an MPA for negative charges. The only dierence com-
pared to the MPA for positive charges is that the option of the negative charge being
a central particle should be left out. The MPA for vacancies is trivial, since all of
the restrictions are accounted for in the ansatz for the dynamics of the charges.
Introducing the defect in the MPA, for the last site, we can take into account the
parity of the site on which the central particle occurred, and enforce the condition
that the last site is occupied by the particle. The construction of the MPA can be
concluded by choosing the right vector of the form |R⟩ ≡ |000⟩.
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|k⟩⟨k + 1|, (6.73)
Em1m2m3,n1n2n3 = |m1m2m3⟩⟨n1n2n3|, (6.74)
Em1m2,n1n2 = |m1m2⟩⟨n1n2|, (6.75)
where a± ∈ End (V) , Em1m2,n1n2 ∈ End (H1 ⊗H2) and Em1m2m3,n1n2n3 ∈ End(V
⊗H1 ⊗H2). Using these operators the MPA reads
A+x =
⎧⎪⎨⎪⎩
a−(E00,00 + E01,01) + E10,10 + E11,11 + E00,11; x ∈ 2N
a+(E10,10 + E11,11) + E00,00 + E01,01 + E00,10; x ∈ 2N− 1
E011,000 + E110,000 + E110,000; x = 4t
A−x =
⎧⎪⎨⎪⎩
a−(E00,00 + E01,01) + E10,10 + E11,11; x ∈ 2N
a+(E10,10 + E11,11) + E00,00 + E01,01; x ∈ 2N− 1
E011,000 + E110,000 + E110,000; x = 4t
A∅x =
⎧⎪⎨⎪⎩
1; x ∈ 2N
1; x ∈ 2N− 1
0 x = 4t







Asyy |R⟩[s1 s2 ..., s4t−1, s4t]x−2t+1. (6.76)
Reversing the roles of [+] and [−] yields an MPA for the time propagation of the
negatively charged particle. Generalization to multi-particle species is trivial, since
we never assumed what are the types of the particles scattering with the central
particle.
An interesting generalization, which is beyond the scope of current discussion, is
the solution of the case in which dierent types of particles scatter elastically with
certain types and do not interact with other types. An exact MPA expression (6.76)
should allow for the ecient calculation of physical properties of the model. The
structure of the MPA implies that for arbitrary initial state, the complexity of the
calculations of single site properties increases linearly with time.
General properties of the MPA solution
The standard MPA techniques provide the method to merge the solution of the time
propagation of the single site observable to multiple site observables. For instance,







Asyy (a)|R(a)⟩[s1 s2 ... s4t−1 s4t]x−2t+1, (6.77)
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Asyy |R⟩[s1 s2 ... s4t−1+z−x s4t+z−x]x−2t+1 (6.78)
where we assumed that z > x. We introduced the double MPA notation
⟨L| = ⟨L(a)| ⊗ ⟨L(b)|, (6.79)
Asyy = Asyy (a)⊗ A
sy
y−(z−x)(b), (6.80)
|R⟩ = |R(a)⟩ ⊗ |R(b)⟩, (6.81)
assuming that the solution was initially expressed in the orthogonal local basis
[s1]x[s2]x = [s1]xδs1,s2 . (6.82)
We set the MPA of the observables which lie outside of the causal cone to identity
Asyy = 1; y < 1, y > 4t. (6.83)
Similar generalization can be obtained for the sum of two observables, by re-
placing the tensor product in the expression (6.79) by the direct sum. Note that
rewriting the MPA solution in some other local basis related to the original basis by












where r is the number of possible local congurations, can be obtained by applying













Obtaining the solutions for the dynamics of all ultra-local observables in the MPA
form implies that the dynamics for arbitrary local observable has been solved. How-
ever, the dimension of MPA increases exponentially with the number of constituents.
6.2 Reversible rule 54 automaton
Bobenko et. al proposed the model in 90's [48]. It corresponds to the cellular
automaton, where the bottom cell is updated, and its value depends on the values
of the top cell, the left cell, and the right cell. Specializing to the examples with
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Figure 6.4: Local propagation rules of rule 54 model [150]. The bottom site is
determined by the values of the top, left, and right site. The black square correspond
to the value s = +, and the white one to the state s = ∅.
two dimensional local conguration space, and assuming that the interaction is left-
right and up-down symmetric reduces the number of allowed cellular automata to
8. One of them corresponds to the rule 54. It turns out that this rule supports
solitonic behavior of the particles. Another two state model supporting solitons is
the noninteracting one, corresponding to the rule 150.
Two recent results regarding the rule 54 model should be noted. The rst result
is the calculation of the steady state of the boundary driven rule 54 model, where
the bulk dynamics is still described by the rule 54, while on the edges the system is
coupled to external baths [139]. In [140] the results were extended to decay modes,
which were conjectured to satisfy Bethe like equations. For both of these cases MPA,
or MPA like approach was used. While these results indicate that there is a rich
underlying structure reminiscent of the Bethe ansatz, the connection is yet to be
established. Here we will provide exact expressions for the time evolution of general
local observables in terms of the matrix product ansatz.
The conguration space is spanned by prescribing the value to the lattice site x,
which can be either occupied sx = +, or empty sx = ∅. The state is dened on a
saw, and the dynamics is given by the prescription plotted in 6.4. The propagator
is decomposed into even and odd time steps
st = ϕ(st−1), (6.86)
ϕ = ϕe ◦ ϕo, (6.87)
ϕo = ϕ1,2,3 ◦ ϕ3,4,5 ◦ ... ◦ ϕN−2,N−1,N , (6.88)
ϕe = ϕ2,3,4 ◦ ϕ4,5,6 ◦ ... ◦ ϕN−1,N,1, (6.89)
and corresponds to the mapping of the triplet of sites






x+1, ..., sN), (6.90)
with the rule
s′x = (sx + sx−1 + sx+1 + sx−1sx+1)(mod 2), (6.91)
s′x±1 = sx±1. (6.92)
The propagation rules are presented in the Figure 6.4. These rules describe the
scattering of solitons, which get phase shifted upon collision. This can clearly be
seen in Figure 6.5. While it is not trivial, it is possible to show that constituting
parts of odd and even propagators mutually commute.
The dynamics on the algebra of observable in the case of the rule 54 automaton
92
6.2. Reversible rule 54 automaton
Figure 6.5: Example of propagated initial state, following the rule 54 prescription
[150].
reads






















It proves useful to dene the identity observable [0], and its orthogonal complement
[1]
[0] = [+] + [∅], [1] = [+]− [∅]. (6.97)
The major dierence between the rule 54 model and the hard core interacting gas
is that the rule 54 model does not posses an ultralocal conserved charge, since upon
the collision solitons get annihilated for a single time step and reemerge in the next





is conserved on average.
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Figure 6.6: Grey circles denote the identities in the MPA of the time propagated
local observables. The maximal light cone is denoted by white circles. MPA is
constructed by counting the number of left-movers to the right of the central soliton.
The central soliton is eected only by left-movers which originated from the right
boundary. The number of left-movers originating from the right boundary should
correspond to the displacement of the central soliton away from the maximal light-
cone. Left-movers are displaced by the right-moving solitons, which shrink the area
corresponding to the left-movers originating from the right boundary.
6.2.1 MPA solution
Similarly as in the case of the hard core interacting gas of particles, we can write
the dynamics of local observables in the rule 54 model in terms of MPA.
The idea for the solution came from the original rule 54 paper [48] following
the simple observation that the soliton gets displaced by the number of oppositely
moving solitons it encounters. The restriction on the state at time t is that one of
the solitons can be traced back to the origin. In order to construct MPA, we should
check whether this condition is satised, by counting the number of diagonals by
which the solitons were displace. In complete analogy with the hard core interacting
gas all of the allowed congurations are equally weighted.
Similarly as the hard core interacting gas, the rule 54 cellular automaton pertains
two equivalent descriptions as well. The solitons can be assumed either to change
the direction upon scattering or to continue along the same trajectory. In this case,
we choose the second interpretation.
The idea behind the MPA construction is, once again, to trace one of the solitons
back to the origin. In this case, however, we should take into account the phase shifts.
Due to the phase shifts every right mover inside of the maximal light cone did not
necessarily scatter with the central particle, which makes the MPA construction
more complicated.
The MPA solution of the rule 54 cellular automaton requires two innite dimen-
sional spaces V1,2, and two nite dimensional auxiliary spaces H1,2, where the rst
one is two dimensional, and the second one is three dimensional. We divide the
problem into two parts. The rst one corresponds to the case in which the central
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soliton was initially a left mover.
The rst linear space is used to describe the number of collisions required to
trace any given soliton to the origin. The second linear space denotes the width
of the causality light cone. This is a region inside of which the right movers can
interact with the central left mover. The third index is used to identify the central
soliton, and the fourth one in order to dierentiate between the left movers and the
right movers. 6.7.
The construction of the MPA starts from the left edge of the maximal light cone,
with the left vector of the form ⟨L(t)| = ⟨0 t 0 0|. Whenever we encounter the left
mover, the state is split into two parts provided that we have not yet encountered the
central particle, i.e. the state is of the form ⟨a b 0 c|. In the rst case, the left mover
is assumed to be the central particle, and the state on the third space changes. In the
second case the left mover is not a central particle, and the state on the third space
remains the same. If we have already encountered the central soliton, we should
take into account that the left mover phase shifted all of the following right movers,
implying that the width of the causal light cone shrank. Finally, the right vector is
of the form |R⟩ = |0 0 1 0⟩ + |0 0 1 1⟩ + |0 0 1 2⟩, implying that we have encountered
the central soliton, which scattered with exactly the right amount of right movers.
An appropriate counting of right movers and the reduction of the causality light
cone is presented in gure 6.7.
Similarly as for the case of the hard core interacting gas, we introduce the ladder
operators a± ∈ End (V1) and b± ∈ End (V2), and basis operators Em1m2,m3m4 ∈
End (H1 ⊗H2), Em1m2m3,m4m5m6 ∈ End (V2 ⊗H1 ⊗H2) and Em1m2m3m4,m5m6m7m8 ∈
End (V1 ⊗ V2 ⊗H1 ⊗H2), in terms of which we can express the MPS
A∅2x = b
+(E01,10 + E10,10 + E12,10) + E011,010 + E012,010 + E010,010 +




+E01,10 + E00,00 + E01,00 + E02,00 +
+ E010,010 + E011,010 + E012,010 + E12,10 + E11,10, (6.100)
A+2x = a
−b+(E00,01 + E01,02 + E02,02) + a
+b+(E11,12 + E12,12)
+ b+E10,11 + E010,011 + E011,012 + E012,012 (6.101)
A+2x−1 = E00,01 + E01,02 + E02,02 + E01,12 +
+ E02,12 + E10,11 + b
+(E11,12 + E12,12). (6.102)
This MPA takes into account only solitons emerging from the center, if they were
left-movers.
In order to take into account right-movers, the MPA for left movers should
be transposed. Furthermore, we should exclude the doubling of the contributions
corresponding to the central particle that produced one left and one right moving
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Figure 6.7: The above gures represent the counting of the left movers and the right
movers in the rule 54 model. The counter c corresponds to the required number of
right-movers which the left-mover originating from the center should encounter. The
fourth auxiliary space H2 switches from 0 to 1 after encountering the particle, and
increases to 2 if it encounters next particle right afterwards. The counter switches to
0 again only after encountering the vacant space. This provides sucient informa-
tion in order to determine by how much the width of the causal light cone w should
decrease, and how the number of required right movers c changes. Dierent cong-
urations have the following eect on the counters c, w: a) The central left-mover
did not encounter any solitons, and the width of the causal light cone decreased by
1, w → w−1, since we moved away from the central left-mover. b) The central left-
mover encountered one left-mover and one right-mover, and additionally, we moved
to the right, implying the decrease of the required number of right movers by 1, and
the width by 2. c) We encountered a single right mover, and moved to the right. d)
We encountered one right and one left-mover, so the eect on the auxiliary space is
equivalent to that in b). e) We encounter only a left mover, decreasing the width by
2. Situation in f) is analogous to that in d). g) We encounter two left-movers and
one right-mover, corresponding to the change of the required left-movers c→ c− 1
and the width w → w − 3. Situation h) is analogous to that in b).













[s1 s2 ..., s2t, s2t+1]x−t. (6.107)
The MPA representations derived in this and the previous subsection should be em-
ployed in order to calculate the time dependence of physically interesting quantities.
In our case, we derived the MPA solution by simply counting the number of solitons.
It would be useful to obtain the algebraic relations which would impose the solution
we have presented here. Note that this approach was used in order to derive the
MPA for the steady states of the driven systems. The upshot of our picture is that
we have direct real-space interpretation of the MPA matrix elements.
6.2.2 Spatio-temporal correlation functions
Here we present the results for the dynamical structure factor of the rule 54 model
S(x, t) = ⟨[1]0x[1]t0⟩∞. (6.108)
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The structure factor S(x, t) can be evaluated using the MPA of the time propagated
local observable
S(x, t) = ⟨L|(A0)x−1A1(A0)t−x|R⟩+ ⟨L̃|(Ã0)x−1Ã1(Ã0)t−x|R̃⟩, (6.109)




(A+ + A∅), A1 = 1
2
(A+ − A∅). (6.110)
In an analogous manner the matrices Ã should be modied as well. While the
explicit evaluation of the correlation functions remains to be done, we conjecture,






p(t, t− |x|), (x+ t)(mod 2) = 1
2p(t− 1, t− 1− |x|), (x+ t)(mod 2) = 0
, (6.111)



















The correlations have a rather intriguing structure. First of all, it is obvious that
every second diagonal will have values rescaled by 2, since they describe the same
correlation functions due to the denition of our time slices. Another interesting
observation is that inside of the light-cone |x| ≤ t/3 + 1, the coecients satisfy
the generalized Fibonacci recursion relation S(x, t) = −S(x − 1, t − 1) − 2S(x −
2, t − 2). Furthermore, the correlation functions correspond to constant along the
rst two diagonals, linear functions with respect to the coordinate along space-time
diagonal for next two diagonals, and increasing polynomials of the coordinate along
the diagonal for increasing index (x− t). Observation of these two properties xes
the coecients (6.111) uniquely.
In gure 6.8, the spatio-temporal correlation function is plotted.
Asymptotics: In the large time limit, the shape of the prole simplies consider-
ably.
In order to obtain the asymptotics, it is useful to use the following conjectured
recursion relation for polynomials p



















(1− 3m) + t
)
(−2m+ t− 3)
(−m+ t− 2)(−m+ t− 1)(t−m)(−m+ t+ 1)
,
(6.113)
which implies the following relation for the structure factor







(x−2)(x−1)x(x+1) (2x− t+ 1), (6.114)
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Figure 6.8: Structure factor of the rule 54 model, for times 50, 100, 150, 200, 250,
which move from center x = 0, to the outskirts. Red dots correspond to the explicit
nite size nite time result (6.111) and dashed line to the large time expansion
(6.118). For large times the match between the asymptotics and the exact result is
improving.
for x large enough. First of all, we can locate the position of the peaks using this
formula, since the expression in front of (2x − t + 1) is always positive. For large





This implies, that the peaks are moving with the velocity v = ±1
2
. In order to study
the properties of the prole in the region around a single peak, the coordinate x ≥ 0
is shifted to the position x = 1
2
t+ y
f(y, t) ≡ S(1
2
t+ y − 2, t)− S(1
2
t+ y, t). (6.115)
Let us assume that t≫ 1. If y is of the same order as t, the dierence is exponentially
suppressed w.r.t. the time. Furthermore in the limit of large times only the terms
that are of the maximal order y ∼
√
t have nite contribution. In this regime, the
binomial coecient can be approximated by the Gaussian function( 1
2

















implying the following form for the derivative of the correlation function









Integrating the expression yields
C(1
2












6.2. Reversible rule 54 automaton
Here we took into account the relation f(y, t) = −2∂yC(12t+ y, t).
In this section we have shown that for large times the prole can be described
by two ballistically propagating peaks spreading diusively in time, and compared
it to the nite space-time data in the gure 6.8.
This calculation concludes our discussion of solitonic models. As mentioned at
the beginning of this chapter this area is largely unexplored, and oers a useful
playground for the computation of interesting physical quantities.
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The goal of the thesis was to study transport, quasilocality and their inter-connection
in quantum and classical systems. The playground we used were integrable and
solitonic many-body systems. The aim of this section is to provide a short revision of
results with focus on open questions, and speculative proposals for further research.
The rst question which we addressed was the relevance of quasilocal integrals
of motion. Furthermore, we discussed their completeness. The prime time of the
research of the quasilocal quantities in the context of integrable systems has arguably
passed, since, for the most part, we understand their origins. We expect that it
remains a matter of technical diculty to clarify the picture of quasilocal quantities
completely. Nonetheless, it represents a worthwhile endeavor, since they are the
building blocks in providing the answers to some of the most important physical
questions.
The rst open question is, whether the conservation laws steaming from the
semi-cyclical representations can be connected to the quasiparticle picture. The
problem is also interesting from the point of view of quantum quenches, since Bethe
eigenstates have well dened magnetization, and cannot be used as a representative
states for the GGE which includes the magnetization breaking charges. Another
interesting question that we opened in this thesis is how to treat quasilocality and
locality in models with noncompact physical space. In particular, these models might
be interesting from the point of view of phase transitions, related to the dynamical
correlation functions. Furthermore, this approach could be used to construct lattice
versions of quasilocal charges for some of the most interesting integrable quantum
eld theories, such as the attractive Lieb-Liniger model. Finally, while we have
a good grasp on the locality in lattice theories, the quasilocal charges in the eld
theory setup are yet to be constructed. While there have been some results on
quasilocality on the level of eld theories [151, 152], these quasi-local charges are
not of the same origin as the ones presented in this thesis.
Finally one might wonder what is the faith of the quasilocal charges when the
integrability is broken. In particular it might be interesting to study how the in-
terplay of the locality of charges, which are conserved on some time-scales, eects
the equilibration process in almost integrable systems. Despite some results in this
direction [123], the situation where controllable results on integrability breaking in
quantum systems could be obtained is yet to be uncovered. In this regard it is
worthwhile mentioning recent results on the integrability breaking by conning po-
tential where the large scale description continued to be correctly provided by the
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GHD [153, 154].
The second topic that we dealt with, were the transport properties of the in-
tegrable quantum systems. While the connection between the ideal transport and
quasilocal charges was made long ago, we were able to derive the lower bound on
the diusion constant in terms of the curvature of the Drude weight. This enabled
us to show that in the ∆ > 1 regime of the Heisenberg model, the transport is
not insulating, however, we were only able to obtain a lower bound which seems to
undershoot the correct value signicantly. Our lower bound can be applied to nu-
merous integrable models, and the expansion to systems with multiple local degrees
of freedom should be straightforward. Nonetheless, the question of the transport
in the isotropic Heisenberg model ∆ = 1 is especially pressing. The transport in
isotropic Heisenberg model is expected to be at least marginally superdiusive. The
best hopes in obtaining some exact results regarding diusion might be by extending
the GHD framework to include sub-ballistic regimes.
Generally speaking one might hope to make a connection between the nature
of conservation laws and transport properties. The connection does exist in the
marginal cases, i.e. between the ballistic transport and the local conservation laws,
and between the insulating behavior and localized integrals of motion. Another
evidence that there might be some hope for obtaining the lower or the upper bounds
on generic transport coecients is the result connecting the bilocal charges and the
diusion constant [128].
Another topic that we touched upon are classical cellular automata. From the
physical perspective we were interested in the transport properties of those systems.
The rst model we studied was the model of hard core interacting particles on the
space-time lattice. First of all we were able to obtain exact time-dependant re-
sults on current-current autocorrelation functions. Using the exact time-dependent
results correlation functions enabled us to distinguish between three regimes char-
acterized by dierent transport properties, ranging from ballistic, through diusive,
to insulating. Additionally, we were able to solve the inhomogeneous initial value
problem. Interestingly, this solution satises the diusion equation, which can be
used in order to extract the diusion constant. In case of the ballistic transport,
the leading order contribution is a domain wall, which exhibits diusive corrections.
Using analytical results for the ballistic regime we were able to conrm the hydro-
dynamical results which uses the assumption that the system equilibrates locally.
Finally, the complete dynamics of local observables can be eciently encoded into
the MPA form.
For the rule 54 model we were able to obtain explicit time dependent expression
of the local observables in terms of MPA. This is done by taking into account the
deterministic nature of motion and counting the number of solitons. Additionally
we were able to obtain a conjectured expression for the spatio-temporal correla-
tion functions. Interestingly in the long time limit, the structure factor shows two
diusively spreading, ballistically propagating jets.
The area of discrete space-time systems is rather unexplored, and shows a great
perspective for obtaining novel results and developing novel methods. The most
fundamental question steaming from our research on the topic of cellular automata is
whether the underlying structure, allowing for exact solutions can be identied. The
hope is that this might enable us to treat a lattice version of systems describing the
physics of integrable quantum models on large space-time scales. Another possible
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line of research would be to quantize the set of cellular automata presented here.
Furthermore, it would be interesting to construct exactly solvable classical models
exhibiting dierent types of transport. While we discussed the transport properties,
we did not address the question of uctuations. The topic is well understood in
classical Markovian diusive systems in terms of the macroscopic uctuation theory
(MFT). On the level of uctuations, we can observe interesting phenomena, such
as the dynamical phase transitions [155]. Furthermore, one can show, under certain
assumptions, that the higher cumulants of the current in diusive systems can be
obtained from the rst two [156]. It would be interesting to try to obtaining similar
results for deterministic classical or quantum systems in the inhomogeneous quench
setup.
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The propagator of the
autocorrelation function
In the basis, we introduced in 6th chapter (6.28) the reduced propagator U takes
the following form
U =
1 2∆ 0 −2∆ 0 0
0 1− 2ρ 0 2ρ 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 2∆ 1 −2∆ 0 0
0 −2(1− ρ) 0 1− 2ρ 0 0
ρ −∆ 1− ρ ∆ 0 0
−∆ ρ ∆ 1− ρ 0 0
1− ρ −∆ ρ ∆ 0 0




with the repeating green blocks. The time propagation should be evaluated on the
rescaled vector representing the current J , which should be then contracted with the
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Appendix A. The propagator of the autocorrelation function

























2∆2 + 2ρ(1− ρ)
0



























































This results in the following expression for the correlation function
CJ(t) = 16(1− ρ)oTU2tJ. (A.3)
The correlation function can be evaluated by applying the time-propagator to the
vector of overlaps, by noticing that they both posses periodic structure.
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Raz²irjeni povzetek v slovenskem
jeziku
V disertaciji obravnavamo efektivno lokalne koli£ine in njihovo manifestacijo v in-
tegrabilnih kvantnih sistemih. Efektivno lokalni ohranitveni zakoni vplivajo na opis
dolgo£asovne dinamike in transportne lastnosti. V disertaciji predstavimo konstruk-
cijo efektivno lokalnih ohranitvenih zakonov in njihovo manifestacijo v okviru re²itve
homogenih za£etnih problemov ter njihov vpliv na transportne koeciente. V okviru
transportnih pojavov izpeljemo spodnjo mejo na difuzijsko konstanto, ki jo poveºemo
z ukrivljenostjo Drudejeve uteºi.
V zadnjem delu teze obravnavamo solitonske sisteme. Natan£neje, obravnavamo
dva celi£na avtomata, ki opisujeta dinamiko solitonov. V obeh sistemih poi²£emo
eksaktne re²itve v obliki matri£no produktnega nastavka (MPA). Izra£unamo tudi
dinami£no zanimive koli£ine, kot sta Drudejeva uteº, difuzijska konstanta in struk-
turni faktor. Fizika solitonskih sistemov je izjemno bogata, kljub njihovi prepros-
tosti. V odvisnosti od parametrov izraºata obravnavana sistema izjemno bogat
nabor transpornih pojavov, ki sega od idealnega transporta, preko defuzije, pa vse
do popolnega izolatorja.
7.1 Integrabilnost
Za£nimo z opisom integrabilnosti. Splo²no teorijo bomo ponazorilu na primeru
Hesenbergovega XXZ modela. Zgodovina integrabilnosti sega v leto 1834, ko je
John Scott Russel opazil propagacijo solitonskih valov [55]. Teoreti£ni opis pojava
je bil izpopolnjen leta 1967 [56], kar je vodilo do metode inverznega sipanja.
Zametki kvantne teorije integrabilnosti segajo v leto 1931, ko je Hans Bethe









λj − λk + i
λj − λk − i
. (7.4)
Zgornje ena£be so znane tudi kot Bethejeve ena£be. λj je povezan z gibalno koli£ino
ravnih valov pj, λj = cot(pj/2).
Do velikega preboj pri razvoju teorije kvantne integrabilnosti, je pri²el z razvojem
metode kvantnega inverznega sipanja [64, 69], oziroma algebrajskega Bethejevega
nastavka.
Kvantno inverzno sipanje gradi na Yang-Baxterjevi ena£bi za R matriko Ri,j(λ)
R1,2(λ− µ)R2,3(λ− ν)R3,1(µ− ν) = R3,1(µ− ν)R2,3(λ− ν)R1,2(λ− µ). (7.5)
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Yang-Baxterjeva ena£ba omogo£a konstrukcijo komutirajo£ih druºin prenosnih ma-






Laxovo matriko je povezana z R matriko preko Li,a(λ+ c) = Ri,a(λ).




⎡⎣sin(λ+ iη Sz) i sinh(η)S−
i sinh(η)S+ sin(λ− iηSz)
⎤⎦ , (7.7)
kjer ustrezajo matrike S±,z reprezentaciji q-deformirane sl2 algebre Uq(sl2)



























k+1 + 1) = i ∂λ log T
+(0), (7.11)
kjer je anizotropija parametrizirana z ∆ = sinh η = q−q−1, in je zamik spektralnega
parametra deniran kot f [±k](λ) = f(λ± k iη
2
∓ i0+), f±(λ) = f [±1](λ).
Za izgradnjo efektivno-lokalnih opazljivk v Heisenbergovem modelu so bistvene
kon£no razseºne reprezentacije algebre (7.8) [66]. Primer kon£no dimenzionalnih














[2s− n]q[n+ 1]q|n⟩⟨n+ 1|. (7.14)
V primeru, ko je parameter ∆ < 1 je teorija upodobitev bogatej²a za dve druºini.
e parametriziramo parameter η = lπ
m












[2s− k]q|n⟩⟨n+ 1|, (7.17)
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in ji pravimo upodobitve z najvi²jo uteºjo.

















[2s− k]q|n⟩⟨n+ 1|+ β1|0⟩⟨m− 1|. (7.20)
Teorija integrabilnosti nam omogo£a tudi obravnavo sistemov z neskon£no lokalnimi
prostostnimi stopnjami. Primeri takih sistemov so bozonski modeli [64]. V okviru
obravnave je najbolj zanimiv Lieb-Linigerjev model v eni dimenziji, ki je povezan z







Cilj algebrajskega Bethejevega nastavka je diagonalizacija prenosnih matrik [20,
64]. V prvem koraku razpi²emo Monodromijo, ki ustreza dvodimenzionalni reprezentaciji





Prenosna matrika ustreza vsoti T (λ) = A(λ)+B(λ). Lastna stanja prenosne matrike
zgradimo na trivialnem lastnem stanju
|Ω⟩ = | ↑⟩⊗N , (7.23)















sin(λl − λj + iη)
sin(λl − λj − iη)
. (7.25)
Opis re²itev Bethejevih ena£b se bistveno poenostavi v termodinamski limiti
N → ∞ [84]. Tedaj lahko uporabimo kvazidel£no sliko, ki opi²e re²itve Bethejevih
ena£b s pomo£jo gostot vezanih delcev ρj(λ) in lukenj ρ̄j(λ). V termodinamski limiti
morajo gostote vezanih stanj zado²£ati termodinamskim Bethejevim ena£bam
ρj + ρ̄j = aj −
∑
k
aj,k ⋆ ρk, (7.26)
kjer ustreza ⋆ konvoluciji, funkcije aj in aj,k pa dobimo iz sipalne teorije.
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7.2 Lokalnost in transport
Lokalne opazljivke predstavljajo ene izmed zikalno najbolj zanimivih objektov.
Ustrezajo namre² objektom, ki jih navadno merimo v eksperimentih, poleg tega pa
lahko interakcijo pogosto opi²emo z lokalnimi Hamiltonjani.
V tem poglavju bomo vpeljali pojme kot so lokalne, efektivno lokalne in psev-
dolokalne opazljivke. Osredoto£ili pa se bomo tudi na ziko lokalnih opazljivk. Le
ta je v neskon£nih sistemih na rigorozen na£in obravnavana v okviru C∗ algeber.
V dolgo£asovni limiti pri£akujemo, da lahko pri£akovane vrednosti lokalnih opa-
zljivk opi²emo s pomo£jo posplo²enega Gibbsovega ansambla GGE. Za primeren
opis stacionarnih stanj je potrebno upo²tevati tako lokalne kot tudi efektivno lokalne
koli£ine. Poleg tega, efektivno lokalne koli£ine tudi bistveno vplivajo na transportne
lastnosti sistemov.
V tezi ve£inoma obravnavamo spinske verige Λ = Z s kon£no razseºnim lokalnim
Hilbertovim prostorom h. Hilbertov podprostor, ki ustreza podmreºi [x, x + n] oz-
na£imo z H[x,x+n] = h⊗n. Lokalna algebra ustreza prostoru linearnih preslikav na
danem Hilbertovem prostoru U[x,x+n] = End(H[x,x+n]). Kvazilokalno algebro do-
bimo kot limito lokalnih algeber n → ∞, pri £emer jo sestavljajo opazljivke, ki
so eksponentno konvergentne v spektralni normi. Efektivno lokalni operatorji so v
standardnem kontekstu vsi elementi kvazilokalne algebre.
V na²em primeru deniramo lokalne opazljivke kot opazljivke s kon£nim nosilcem
n
q = ...⊗ 1⊗ ...⊗ q̃ ⊗ ....⊗ 1⊗ ... = q[x,x+n], (7.27)






kjer ustreza ηx translaciji
η1(q[x,x+n]) = q[x+1,x+n+1]. (7.29)
Tako psevdolokalnost, kot tudi efektivno lokalnost deniramo glede na translacijsko










)| ≤ exp(−β|y1 − x2|).
(7.30)





z nosilcem d, ki poseduje naslednjo lastnost
⟨qd, qd⟩µ ≤ βd exp(−αd d). (7.32)
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|⟨Q(N), O[x,y]⟩µ − ⟨Q(N), η1(O[x,y])⟩µ| = 0. (7.35)
V sistemih z lokalno interakcijo so efektivno lokalne koli£ine osrednjega pom-
ena. Bistvena posledica lokalnosti interakcij je kon£na hitrost ²irjenja informacij.
Matemati£na formulacija te lastnosti se imenuje Lieb-Robinsonov teorem. Ta nam
pove, da je £asovno propagiran lokalni operator efektivno lokalen. Formalno se
Lieb-Robinsonov teorem glasi [89, 96, 97]
∥[τt(A), B]∥ ≤ cNmin∥A∥∥B∥ exp (−µ(L− vt)) , (7.36)
kjer je ∥∥ spektralna norma, L razdalja med nosilcema operatorjev A in B, µ ≥ 0
in v Lieb-Robinsonova hitrost.
V nalogi se osredoto£imo na dva objekta, ki sta povezana s £asovno povpre£en-
imi lokalnimi opazljivkami. Prvo vpra²anje se nana²a na dolgo£asovne pri£akovane
vrednosti lokalnih opazljivk, £e je sistem ob £asu 0 pripravljen v stanju |ψ⟩. Kot
ºe omenjeno, pri£akujemo, da se dolgo£asovno povpre£je ujema s povpre£jem v us-
treznem ansamblu.
GGE lahko deniramo kot stanje, ki je z neskon£no temperaturnim stanjem ω0,
povezano z enoparametri£no druºino, s ∈ [0, 1], psevdolokalnih operatorjev Q̂s [90]
d
ds
ωs(A) = Q̂s(A). (7.37)
e vse psevdolokalne ohranjene koli£ine {Q} komutirajo, lahko GGE predstavimo
v preprosti obliki
ω1(A) =
tr (A exp(−µ ·Q))
tr (exp(−µ ·Q))
. (7.38)
Ena pomembnej²ih domnev, ki opisuje kako in zakaj lahko dolgo£asovno di-
namiko lokalnih opazljivk predstavimo s preprostim ansamblom se imenuje domneva
termalizacije lastnih stanj. Ta sestoji iz dveh predpostavk. Prva to£ka domneve
pravi, da izvendiagonalni elementi lokalnih opazljivk v lastni bazi lokalnega Hamil-
tonjana padajo eksponentno z velikostjo sistema. Druga to£ka pa je povezana z
diagonalnimi elementi, ki naj bi bili zvezna funkcija energije lastnih stanj. Dom-
neva ima dalnoseºne posledice, ki so bistvene za na²o obravnavo. Njena posledica
je, da lahko ansambel nadomestimo z enim samim lastnim stanjem z ustreznimi
pri£akovanimi vrednostmi ohranjenih koli£in.
Drugi problem, ki ga obravnavamo v tezi so transportne lastnosti kvantnih in
klasi£nih mnogodel£nih sistemov. V teoriji linearnega odziva lahko transportne koe-
ciente poveºemo z dinami£nimi odzivnimi funkcijami ustreznega toka. Prevodnost
v sistemu ustreza £asovnemu integralu odzivne funkcije
σ(ω) = D δ(ω) + σreg(ω) =
∫ ∞
−∞
dt ⟨τt(j), J⟩ exp(−iωt). (7.39)








⟨J̄ , J⟩, (7.40)
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in J ekstenzivnemu toku. e je Drudejeva uteº neni£elna je transport idealen. e je
transport normalen lahko poveºemo prevodnost z difuzijsko konstanto preko stati£ne
susceptibilnosti χ
σ = χD. (7.41)
Psevdolokalne ohranjene koli£ine lahko vplivajo na tok. e tok ni neodvisen od
ohranjenih koli£in, le te prepre£ijo, da bi ta razpadel. Formalno lahko povezavo





Posvetimo sedaj nekaj pozornosti ²e klasi£nim sistemom. Klasi£ni sistem na
verigi z d lokalnimi prostostnimi stopnjami lahko opi²emo na konguracijskem pros-
toru. Lokalna konguracija sj opisuje stanje na j-tem mestu v verigi, tako da lahko
celotnemu stanju pripi²emo tabelo lokalnih konguracij s = {..., s−1, s0, s1, ...}. Z
namenom preu£evanja transportnih lastnosti vpeljimo ²e komutativno algebro opa-
zljivk Ã nad Rd
[α](s) = δα,s, α ∈ {∅,+,−}, (7.43)
([α][β])(s) = [α](s) [β](s). (7.44)
Algebro opazljivk lahko sedaj razs²irimo na podverigo poljubne velikosti s predpisom
[α1α2 . . . αr]x = [α1]x[α2]x+1 · · · [αr]x+r−1, (7.45)
kjer se predpis za lokalne opazljivke glasi
[α]x(s) = δαx,sx , α ∈ {∅,+,−}. (7.46)
V tezi obravnavamo klasi£ne celi£ne avtomate. Pri celi£nih avtomatih je diskretiziran
tako prostor kot tudi £as. asovna propagacija je podana z mapo ϕ
st = ϕ(st−1). (7.47)







saj nam ta omogo£a izra£un pri£akovanih vrednosti v poljubnem stanju p, ki ga
lahko predstavimo neposredno na algebri opazljivk z [p]. Primer takega stanja je
neskon£no temperaturno stanje








Rezultati, ki smo jih omenjali v tem razdelku na nivoju kvantnih sistemov veljajo
tudi na nivoju klasi£nih sistemov.
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7.3 Efektivno lokalni ohranitveni zakoni
Efektivno lokalni ohranitveni zakoni so sestavni elementi pri opisu zike lokalnih
opazljivk. V tem odstavku bomo obravnavali ohranitvene zakone v Heisenbergovi
spinski verigi in bozonskih teorijah. V Heisenbergovem modelu najdemo dva razreda
ohranitvenih zakonov. Prvi razred so unitarni ohranitveni zakoni, ki jih dobimo s
pomo£jo unitarnih upodobitev q-deformirane algebre (7.12). Ti ustrezajo logaritem-






















N→∞−→ 1; λ ∈ R. (7.52)
Striktno lokalne ohranitvene zakoni so povezani z logaritemskim odvodom prenosne
matrike z najmanj²o dimenzijo zunanjega prostora
H(n) = ∂nλ log(T
+
1/2(λ)). (7.53)
Ortogonalizacija ohranitvenih zakonov nam omogo£a demonstracijo njihove neod-
visnosti. S pomo£jo standardnih matri£no produktnih prijemov lahko izvrednotimo
neskon£no-temperaturni skalarni produkt med razli£nimi ohranitvenimi zakoni





kjer ustreza zgornji produkt povezani neskon£no-temperaturni korelacijski funkciji








Izraz za skalarni produkt med razli£nimi efektivno lokalnimi druºinami je [31, 35]




k(k + 2|s′ − s|)(2s+ 1)(2s
′ + 1)− 2k|s′ − s| − k2
(2s+ 1)(2s′ + 1)
a2|s′−s|+2k(λ),
(7.57)
kjer ustreza Ds,s′ dimenziji singletnega podprostora in je
a2s(λ) = s/(s
2 + λ2). (7.58)
Druºine lahko ortogonaliziramo s pomo£jo zvezne verzije Gram-Schmidtovega ortog-







dµ fs,s′(λ, µ)Xs′(µ). (7.59)
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Preko re²itve optimizacijskega problema lahko izra£unamo tudi normo ortogonal-
iziranih ohranjenih koli£in [31, 35]
K̃s(λ) =
(2s)2








To, da je norma neni£elna za poljubno vrednost parametra s nam pove, da vsaka
druºina ohranitvenih zakonov ustreza informaciji, ki ni zajeta v prej²njih druºinah.
Kvazidel£na slika in kvantni za£etni problem: Najpreprostej²e vpra²anje, ki
ga lahko obravnavamo v okviru kvantnega za£etnega problema je kak²ne so sta-
cionarne pri£akovane vrednosti opazljivk. V prej²njem poglavju smo pokazali, da
je mogo£e stacionarne pri£akovane vrednosti opisati s pomo£jo posplo²enega Gibb-
sovega ansambla. Tega pa lahko karakteriziramo s pomo£jo gostot kvazidelcev.
Povezava med efektivno lokalnimi koli£inami in kvazidel£no sliko je centralnega pom-
ena, saj nam prve omogo£ajo identikacijo informacije, ki se v sistemu ohrani, druga
pa izra£un pri£akovanih vrednosti lokalnih opazljivk.
Gostote kvazidelcev lahko poveºemo z ohranjenimi koli£inami preko spektra









kjer smo vpeljali Q funkcijo, ki jo lahko v lastni bazi Heisenbergovega modela za-
pi²emo kot
Q(λ) = ΠMk=1 sin(λ− λk), (7.62)
in ustreza M ²tevilu magnonov v sistemu.
Obravnavanje logaritemskega odvoda transfer matrike v termodinamski limiti
nam omogo£a vzpostavitev naslednje povezave med spektrom prenosne matrike in
gostoto kvazidelcev [40]
ρ2s(λ) = □Xs(λ). (7.63)
∆<1 in neunitarni ohranitveni zakoni: V ∆<1 reºimu Heisenbergovega mod-
ela, je teorija reprezentacij ustrezne algebre obogatena, kar nam omogo£a konstruk-
cijo dodatnih ohranitvenih zakonov. Ti zakoni ustrezajo neunitarnim reprezentaci-
jam, od koder tudi njihovo ime. Prva druºina zakonov, ustreza ohranitvenim za-










Posebnost teh ohranitvenih zakonov je, da niso invariantni na obrat spina. Zaradi
te lastnosti vplivajo na spinski tok v ∆ < 1 reºimu Heisenbergove verige, ki je
idealen. Te ohranitvene zakone lahko uporabimo za izra£un spodnje meje na spinski
transport [33]












7.4. Difuzija in efektivna lokalnost
Spodnja meja na spinski transport je fraktalna. Zgornji rezultat najverjetneje us-
treza to£ni vrednosti Drudejeve uteºi. e bolj presenetljivo je to, da se zdi, da
Drudejeva uteº obdrºi fraktalno strukturo tudi pri kon£ni temperaturi [121].
V posebnih to£kah je mogo£e ohranitvene zakone z najve£jo uteºjo povezati z
kvazidel£no sliko [34].
Druga druºino predstavljajo semicikli£ni ohranitveni zakoni, ki so povezani s







Ti ohranitveni zakoni ne ohranjajo magnetizacije.
Bozonski modeli: Zadnji razred model, v katerih bomo identicirali efektivno
lokalne oranitvene zakone so bozonski modeli. Do bozonskih modelov pridemo
preko reprezentacije SU(2) algebre z bozonskimi operatorji. Osredoto£ili se bomo na
dvodimenzionalni zunanji prostor, pri katerem ostane oblika Laxove matrike nespre-
menjena. Ker pri bozonskih modelih zaradi neskon£nega ²tevila lohalnih prostostnih





















Preverili smo za katere vrednosti kemijskega potenciala x in vrednosti parametra s
na zikalnem prostoru so ohranitveni zakoni efektivno lokalni. Rezultati so prikazani
na slikah 4.1 in 4.2. Iz njih je razvidno, da so operatorji efektivno lokalni le za dovolj
nizke gostote bozonov in dovolj veliko vrednost reprezentacijskega parametra s.
7.4 Difuzija in efektivna lokalnost
Povezava med efektivno lokalnostjo in idealnim transportom se zdi povsem nar-
avna. Nekoliko manj intuitiven je rezultat, ki ga bomo predstavili tukaj. Povezali
bomo namre£ efektivno lokalne ohranitvene zakone z defuzijsko konstanto. Povezava
poteka preko identikacije balisti£nega prispevka h difuzijski konstanti. Difuzijsko
konstanto lahko poveºemo z ukrivljenostjo Drudejeve uteºi glede na pri£akovano
vrednost magnetizacije.
Prvi korak v dokazu je vzpostavitev povezave med kon£no £asovno Drudejevo
uteºjo in difuzijsko konstanto. To nam omogo£a Lieb-Robinsonov teorem. Drude-
jeva uteº je neni£elna samo v sektorjih, kjer ²tevilo spinov vzdolº smeri z ni enako
²tevilu nasprotno polariziranih spinov. Relativni deleº takih stanj se zmanj²uje z ve-
likostjo sistema, vendar imajo zaradi idealnega transporta ta stanja kon£ni prispevek
h difuziji.
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dt ⟨τNt (J (N)), J (N)⟩Nβ . (7.70)
kjer je J (N) =
∑N
l=−N+1 jl ekstenziven tok, χ(β) pa stati£na susceptibilnost. V
splo²nem nas bodo zanimale transportne lastnosti v sektorju z relativnim deleºem





ki nam da neposredno posplo²itev Kubo-Mori skalarnega produkta. Tukaj je PmN pro-
jektor na magnetizacijski sektor z magnetizacijo m. Z uporabo Lieb-Robinsonovega
teorema, lahko nadomestimo limito neskon£nega ²tevila spinov z neskon£no £asovno
limito. V ta namen je potrebno velikost sistema skalirati linearno s £asom N = vT ,
kjer mora biti hitrost v ve£ja od Lieb Robinsonove hitrosti vLR. To nam omogo£a











β D̃(β, x). (7.73)
Prispevek Drudejeve uteºi sestoji iz dveh delov. e zanemarimo prispevke relaksacije









Spodnjo mejo na difuzijsko konstanto lahko uporabimo za izvrednotenje le te v
Heisenbergovem spinskem modelu.
V ta namen lahko uporabimo lokalne in efektivno lokalne ohranitvene zakone,
ki smo jih vpeljali v prej²njem poglavju. Optimalno spodnjo mejo dobimo z opti-












glede na ustrezen skalarni produkt, ki je v na²em primeru podan s kanoni£nim
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V splo²nem nam integralskih ena£b (7.76) ni uspelo re²iti, vendar se lahko prob-
lema lotimo numeri£no. Uspelo pa nam je analiti£no re²iti optimizacijski problem,







1 + e2γ + e4γ + 2 + e2γ
)
. (7.80)
7.5 Solitoni in transport
Zadnje poglavje, ki ga obravnavamo v okviru doktorske disertacije so transportne
lastnosti celi£nih avtomatov. Natan£neje, obravnavamo klasi£ne sisteme, ki so
diskretni tako v £asu, kot tudi v prostoru. Obravnavani sistemi so posebni, saj
posedujejo solitone in posledi£no tudi eksponentno veliko ohranjenih koli£in, glede
na velikosti sistema.
7.5.1 Plin trdo interagirajo£ih delcev
Prvi model, ki ga obravnavamo je plin nabitih trdih delcev v eni dimenziji [46, 47].
Posamezno mesto lahko zaseda pozitivno nabit delec +, negativno nabit delec −,
ali pa je to mesto prazno ∅. Lokalna £asovna propagacij je podana z dvoto£kovno
preslikavo




x+1, ..., sN), (7.81)
ki je denirana z naslednjimi pravili
(sx, sx+1)↔ (s′x, s′x+1) : (∅, ∅)↔ (∅, ∅), (7.82)
(∅, α)↔ (α, ∅), (7.83)
(α, β)↔ (α, β), (7.84)
in sestavlja propagator na celotnem prostoru opazljivk
ϕ = ϕo ◦ ϕe, (7.85)
ϕo = ϕ1,2 ◦ ... ◦ ϕN−1,N , (7.86)
ϕe = ϕ2,3 ◦ ... ◦ ϕN,1. (7.87)
Obravnavali bomo tudi stohasti£no posplo²itev problema, kjer predpostavimo,
da lahko nabiti delci tunelirajo, (α, β) → (β, α). Verjetnost za tuneliranje je Γ, za
sipanje pa Γ̄. Vpeljimo ²e ustrezni lokalni bazi
[0] = [∅] + [+] + [−], [0]′ = (1− ρ)[∅] + ρ
2
([+] + [−]) ,
[1] = [+]− [−], [1]′ = 1
2
([+]− [−]) , (7.88)
[2] = 1




(2[∅]− [+]− [−]) ,
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ρ2Γ̄ 1− ρ2Γ̄ ρ2Γ̄ −ρ2Γ̄
1
1− ρ1Γ̄ ρ1Γ̄ −ρ1Γ̄ ρ1Γ̄
1
(1− ρ1)Γ̄ −(1− ρ1)Γ̄ (1− ρ1)Γ̄ 1− (1− ρ1)Γ̄
1




Kot ºe omenjeno, poseduje na² model eksponentno veliko ²tevilo ohranitvenih
zakonov, ki so posledica balisti£ne propagacije opazljivke [2]. Tako lahko razdelimo
vse ohranjene koli£ine v dva razreda. Prvi razred ustreza gostotam, pri katerih se
nahajajo [2] na sodih mestih Se = lsp{[2]k1· [2]k2· · · [2]kl ; l ∈ N, k1, k2, . . . , kl ∈ 2Z},
drugi razred pa opazljivkam pri katerih so opazljivke [2] na lihih mestih So = lsp{[2]k1·
[2]k2· · · [2]kl ; l ∈ N, k1, k2, . . . , kl ∈ 2Z + 1}. Ohranjene koli£ine potem dobimo s
translacijo lokalnih gostot za dve mesti






η2x±2(sk) = Sk; s ∈ Se/o. (7.90)















k − βQ), (7.91)
kjer moramo upo²tevati ²e ohranitev celotnega naboja Q.
Posvetimo se sedaj izra£unu transportnih koecientov v okviru teorije linearnega
odziva. To nam omogo£a izbira ustrezne baze






2d+1,1; d ≥ 0}, (7.92)























7.5. Solitoni in transport
Razloga za redukcijo baze sta dva. Prvi razlog je ohranitev celotnega naboja v
sistemu. Drugi razlog pa je balisti£na propagacija opazljivk [2]. Tako se lahko osre-
doto£imo samo na opazljivke, v katerih se pojavi opazljivka [1] le enkrat. Poleg tega
pa lahko zaradi ni£elne pri£akovane vrednosti lokalne opazljivke [2] v stacionarnem
stanju, upo²tevamo le opazljivke pri katerih se ta pojavi kve£jemu enkrat. To nam















D = ρ−1 − 1, σ = 4(1− ρ). (7.95)
Transportne koeciente je mogo£e izra£unati tudi v primeru stohasti£ne posplo²itve
na²ega modela.
Naslednji zanimiv problem je izra£un stacionarnega stanja, pri nehomogenem

























zanima pa nas oblika prola naboja ob nekem £asu t
f(x, t) = ⟨q2x · pt⟩. (7.97)
Stacionarno stanje lahko izra£unamo s pomo£jo diagonalizacije matrike propagacije
na podprostoru, v katerega vklju£imo naslednje bazne vektorje
êx = [1]x. (7.98)
V tej bazi ima propagator blok-tridiagonalno strukturo, in jo lahko diagonaliziramo
s pomo£jo Fourierove transformacije. Prol, ki ga tako dobimo po dolgem £asu je
naslednje oblike
f(v) = κ2H(v − γ1) + κ1H(γ1 − v), (7.99)





ρ1ρ2 (1− ρ1 − ρ2)
(ρ1 + ρ2)
3 . (7.100)
Vidimo torej, da prol predstavlja stopnico, ki se na balisti£ni skali premika s
hitrostjo γ1. Izra£unamo pa lahko tudi popravke prola, tako da se osredoto£imo na





(κ1 + κ2) +
1
2
(κ2 − κ1) erf( v22√γ2 ), (7.101)
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in ustreza re²itvi difuzijske ena£be. To nam omogo£a izra£un difuzijske konstante s
pomo£jo nehomogenega za£etnega problema.
Na problem lahko gledamo tudi iz hidrodinamske perspektive. Na velikih £asovno
prostorskih skalah moramo upo²tevati le dolgoºive prostostne stopnje. Te so povezane
z gostotami ohranitvenih zakonov. Dinamiko gostot ohranitvenih zakonov nam pred-
pisujejo kontinuitetne ena£be. Poleg ohranitvenih zakonov pa te vsebujejo tudi
tokove ohranjenih koli£in. e pa predpostavimo, da lahko na balisti£nih skalah
sistem, v dolgo£asovni limiti, opi²emo s posplo²enim ravnovesnim ansamblom, pa
postanejo tokovi funkcije ohranjenih koli£in, kar nam omogo£a re²itev sistema ena£b
za gostote. Za£etno stanje tako podaja relevantne robne pogoje za sistem kontinu-
itetnih ena£b. S tem pristopom lahko reproduciramo analiti£en izraz za obliko prola
naboja (7.99).
Nazadnje se posvetimo ²e konstrukciji matri£no produktnega nastavka £asovne
evolucije lokalnih opazljivk. Vse kar je pomembno za konstrukcijo le tega je to, da
opazimo, da se delci na sodih mestih gibljejo v eno smer, delci na lihih pa v drugo
smer. Slediti ºelimo poti centralnega delca, med tem ko se ta sipa s sosedi. Najve£jo
razdaljo, ki jo lahko dani delec doseºe imenujemo kavzalni stoºec. Osredoto£imo se
torej na notranjost kavzalnega stoºca. Kar vemo za centralni delec je to, da mora
biti ²tevilo delcev, ki se gibljejo v levo smer na levi strani od centralnega delca enako
²tevilu desno gibajo£ih se delcev na desni strani od centralnega delca, oziroma se
lahko, odvisno od za£etne in kon£ne smeri centralnega delca, ti ²tevili razlikujeta
kve£jemu za 1. To nam omogo£a neposredni zapis matri£no produktnega nastavka







Asyy |R⟩[s1 s2 ..., s4t−1, s4t]x−2t+1, (7.102)








|k⟩⟨k + 1|, (7.104)
Em1m2m3,n1n2n3 = |m1m2m3⟩⟨n1n2n3|, (7.105)
Em1m2,n1n2 = |m1m2⟩⟨n1n2|, (7.106)
in so naslednje oblike
A+x =
⎧⎪⎨⎪⎩
a−(E00,00 + E01,01) + E10,10 + E11,11 + E00,11; x ∈ 2N
a+(E10,10 + E11,11) + E00,00 + E01,01 + E00,10; x ∈ 2N− 1
E011,000 + E110,000 + E110,000; x = 4t
A−x =
⎧⎪⎨⎪⎩
a−(E00,00 + E01,01) + E10,10 + E11,11; x ∈ 2N
a+(E10,10 + E11,11) + E00,00 + E01,01; x ∈ 2N− 1
E011,000 + E110,000 + E110,000; x = 4t
A∅x =
⎧⎪⎨⎪⎩
1; x ∈ 2N
1; x ∈ 2N− 1
0. x = 4t
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7.5.2 Celi£ni avtomat 54
Zadnje poglavje, ki ga bomo obravnavali v tezi je celi£ni avtomat 54 [49]. Pred-
stavlja model, ki so ga predlagali Bobenko et. al, in ustreza enemu najpreprostej²ih
modelov, v katerem najdemo solitone [48, 139, 140]. Opisuje namre£ deterministi£no
solitonsko sipanjo, pri £emer pride pri sipanju solitonov do faznega zamika. Celi£ni
avtomat 54 sestavljata dve lokalni prostostni stopnji, ki ju ozna£imo z sx = +
oziroma sx = ∅ in trito£kovno pravilo






x+1, ..., sN), (7.107)
ki nam podaja stanje centralnega elementa kot funkcijo stanja sosedov
s′x = (sx + sx−1 + sx+1 + sx−1sx+1)(mod 2), (7.108)
s′x±1 = sx±1. (7.109)
Celotna £asovna propagacija zopet sestoji iz dveh zamaknjenih propagatorjev
st = ϕ(st−1), (7.110)
ϕ = ϕe ◦ ϕo, (7.111)
ϕo = ϕ1,2,3 ◦ ϕ3,4,5 ◦ ... ◦ ϕN−2,N−1,N , (7.112)
ϕe = ϕ2,3,4 ◦ ϕ4,5,6 ◦ ... ◦ ϕN−1,N,1. (7.113)
Z namenom izra£una lokalnih korelacijskih funkcij je uporabno vpeljati naslednjo
lokalno bazo
[0] = [+] + [∅], [1] = [+]− [∅]. (7.114)
Tudi pri danem modelu nam je uspelo izra£unati £asovno odvisnost lokalnih
opazljivk v MPA obliki. Osrednja opazka pri izpeljavi £asovno odvisnih lokalnih
opazljivk v MPA obliki je to, da ustreza zamik centralnega delca od roba kavzalnega
stoºca ²tevilu sipanj. To pomeni, da moramo v kon£ni konguraciji samo pre²teti
²tevilo v nasprotno smer gibajo£ih se solitonov, ki so se sipali s centralnim delcem.
Ra£un dodatno zaplete zamik solitonov zaradi nasprotno gibajo£ih se delcev, saj ti














[s1 s2 ..., s2t, s2t+1]x−t, (7.115)
je naslednje oblike
A∅2x = b
+(E01,10 + E10,10 + E12,10) + E011,010 + E012,010 + E010,010 +




+E01,10 + E00,00 + E01,00 + E02,00 +
+ E010,010 + E011,010 + E012,010 + E12,10 + E11,10, (7.117)
A+2x = a
−b+(E00,01 + E01,02 + E02,02) + a
+b+(E11,12 + E12,12)
+ b+E10,11 + E010,011 + E011,012 + E012,012 (7.118)
A+2x−1 = E00,01 + E01,02 + E02,02 + E01,12 +
+ E02,12 + E10,11 + b
+(E11,12 + E12,12), (7.119)
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kjer smo uporabili lestvi£ne operatorje, a± ∈ End (V1) in b± ∈ End (V2), bazne
operatorje Em1m2,m3m4 ∈ End (H1 ⊗H2), Em1m2m3,m4m5m6 ∈ End (V2 ⊗H1 ⊗H2),
ter Em1m2m3m4,m5m6m7m8 ∈ End (V1 ⊗ V2 ⊗H1 ⊗H2).
Zgornji nastavek upo²teva le levo gibajo£e se solitone, med tem ko so prispevki

















V danem modelu nam je uspelo izra£unati tudi strukturni faktor
S(x, t) = ⟨[1]0x[1]t0⟩∞, (7.124)





p(t, t− |x|), (x+ t)(mod 2) = 1
2p(t− 1, t− 1− |x|), (x+ t)(mod 2) = 0
, (7.125)










Za konec lahko obravnavamo ²e obliko prola strukturnega faktorja za dolge
£ase. Ta ustreza balisti£no propagirajo£ima se vrhovoma, ki se ²irita difuzijsko.
7.6 Zaklju£ek
Zaklju£imo povzetek s predstavitvijo ²e nekaterih odprtih problemov, ki so lahko
podlaga za nadalnje raziskave. Za£nimo z efektivno lokalnimi ohranjenimi koli£i-
nami. V zadnjih desetih letih se je na²e razumevanje na tem podro£ju poglobilo do
te mere, da vemo v katerih primerih jih lahko pri£akujemo, kljub temu pa je slika
²e vedno nepopolna tudi za Heisenbergovo spinsko verigo. e manj je znanega za
splo²nej²e integrabilne modele. Na tem mestu velja izpostaviti dve pomembnej²i
vpra²anji. Prvo vpra²anje se nana²a na zvezno limito na²ih modelov. Ni namre£
jasno ali efektivno lokalne ohranitvene zakone lahko pri£akujemo tudi v tej, zvezni
limiti. Drugo pomembnej²e vpra²anje se nana²a na usodo ohranitivenih zakonov v
primeru majhne zlomitve integrabilnosti.
Kljub temu, da nam je uspelo vzpostaviti povezavo med efektivno lokalnimi
ohranitvenimi zakoni in difuzijsko konstanto, ostaja na tem podro£ju ²e veliko
neodgovorjenih vpra²anj. Najbolj pere£e med temi je zagotovo, kak²na je narava
spinskega transport v izotropnem Heisenbergovem modelu. Na tem podro£ju lahko
upamo na posplo²itev pristopa posplo²ene hidrodinamike na subbalisti£ne primere.
Kar se ti£e celi£nih avtomatov, gre za mlaj²o temo, kateri se v preteklosti ni
posve£alo veliko pozornosti. Kot smo demonstrirali tukaj, zajemajo ti sistemi inter-
agirajo£e modele, za katere lahko pridemo pri izra£unih dlje kakor pri standardnih
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integrabilnih modelih. Najosnovnej²e vpra²anje v tem okviru je, ali obstaja matem-
ati£na struktura, ki nam omogo£a re²evanje £asovne odvisnosti teh modelov. Ta uvid
bi nam omogo£il re²itev dinamike zanimivej²ih modelov. V tezi se nismo dotaknili
teme uktuacij. Fizika neravnovesnih sistemov gre namre£ dlje od preprostih di-
fuzijskih zakonov, oziroma idealnega transporta. Zanimive je namre£ tudi teorija
uktuacij.
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