This work is intended to give some ideas to extract motion information from an image sequence. A directional energy is defined in terms of the l-D Hermite 3transform coefficients of local projections. Each projection is described by the Hermite transform, resulting in a directional derivative analysis of the input at a given scale. Gaussian-derivative operators have long been used in computer vision for feature extraction and are relevant in visual system modeling. We demonstrate that the Hermite transform coefficients of local projections are readily computed as a linear mapping of the 3-D Hermite transform coefficients through some projecting functions. The directional response is used to detect spatiotemporal patterns that are l-D or 2-D. Practical consideration and experimental results are also of concern.
Introduction
It is generally acknowledged that visual perception models must involve two major processing stages: 1) initial measurements and 2) high level interpretation. Fleet and Jepson [4] pointed out that the early measurement is a rich encoding of image structure in terms of generic properties from which structures that are more complex are easily detected and analyzed. Such measurement processes should be image-independent and require no previous or concurrent interpretation. Unfortunately, it is not known what primitives are necessary and sufficient for interpretation or even identification of meaningful features. However, we know that, for image processing purposes, linear operators that exhibit special kind of symmetries related to translation, rotation and magnification are of particular interest. A family of generic neighborhood operators fulfilling these requirements is that formed by the so-called Gaussian derivatives [8] . These operators have long been used in computer vision for feature extraction [3] , [14] Since the image sequence is analyzed as a 3-D signal, it is not necessary to carry out some kind of processing on isolated frames as in token-matching techniques [2] . In such techniques, two distinct high level processing stages are needed: 1) the extraction of tokens in isolated frames; and 2) the temporal matching of similar tokens on 
Hermite transform
where the Hermite coefficients f,, [m] , for n = 0, 1,2, ... ,00
and mE Z , are given by
which is equivalent to sample the output of the convolution of the signal with the decimation filters d,/x) = p,,(-x)w2(_x), for n = 0, 1,2, . .. , 00, at points mT, mE Z.
The impulse response of these filters corresponds, except for a constant, to the Gaussian derivatives, since they can be written as The constant u has dimensions of velocity and it determines the velocity range at which the Hermite transform is most sensitive L9]. Notice that the analysis of the signal along dimension z at scale cr, corresponds to an analysis in time at scale a/u. To simplify the notation we use fer) instead of f(x,y,z), with r = (x,y,z). For a three-dimensional expansion we denote the Hermite transform coefficients of orders i, j and k along the dimensions x, y and z respectively, and the window placed at the origin, as fij,k' The total order is defined by i+j+k. A similar notation is used for two dimensions: fij, for the coefficients of total order i+j and the window placed at the origin 1.
Local orientation analysis
In order to obtain a one-dimensional representation of a localized 3-D signalfw(r) == ftr)w\r); we project it on an axis defined by the vector (X == (UbUZ,U3)' Mathematically this is expressed as: g)s,a )= J f)r X5(a ·r -s}tr 
Local motion from orientation
It is well known ([1] , [5] , [4] ) that image motion can be characterized by a spatiotemporal orientation along which the time-varying pattern has no high frequency content.
This arises from the fact that two basic conditions must be true within the spatiotemporal window of observation:
both illumination and velocity must be constant. The first assumption is true (or almost true) in most practical situations; the second one, however, can be violated in several ways as, for example, when the window is placed near a boundary where occlusion occurs, because more than one movement is observed. A constant velocity within the window also means there is no rotation nor accelerative effects. which is not the most common case.
These drawbacks can be avoided, at least in theory, by using very narrow windows. There is, however, an unavoidable consequence known as the aperture problem [6] . The aperture problem reflects the ambiguity of determining the true movement of oriented patterns seen through an aperture (or sensed by a local operator).
By virtue of the aperture problem, the best we can do is to compute the component of velocity in the direction that is normal to the local orientation and give a confidence measure. This measure can be subsequently used for relaxing the estimation by a global optimization, as pointed out by some authors, e.g. [13] .
Let us first consider an oriented pattern h laying within the window with orientation lXQ, so that /w(r) = w2(r)h(00·r). In this case the coefficients of the 3-D expansion for /w(r) are readily determined from the I-D coefficients. of h(s), this is !i.j-i.n-j = lJIi.j-i,n-/it )hn for i = O,l, ... j; j = O, ... ,n; n = 0, 1 ... , 00. Thus, the directional Hermite coefficients have a very simple expression for n = 0, I ... ,00, which can be used to estimate lXQ, provided that the directional energy 192 (6) is maximum at a = lXQ. The dot product (X·00 is maximum if a and lXQ have the same direction and, therefore, h" = g n, ai)' Notice that if h is not I-D (nor a constant), the approximation error for n = 0, 1, ... , where hm.n denote the 2-D coefficients of pattern h at the origin. The projected coefficients give a necessary condition to determine the full velocity vector, because the directional energy of equation (6) reach its minimum at a = �o x ll(), i.e" all the pattern energy is located on the plane normal to /30 x lXQ. This condition is not sufficient because we also require the approximation error of equation (7) to be non zero. In practice, 2D pattern detection occurs when neither a constant nor a 1 D pattern is detected and the minimum directional energy is less than a threshold. This is summarized in the next section.
Once a 2-D pattern is detected, the velocity vector can be estimated from the optimum orientation (the ex that minimizes the directional energy) as
Notice that if aj = 0 and a2 = 0 when a ID-pattern is detected or if ex3 = 0 when a 2D-pattern is detected, then a purely temporal is present such like a flickering.
Pattern dimensionality
As we just see, the minimum and the maximum directional energy, let us say Emin and Emax, have enough (7) infonnation about the dimensionality of the signal. Figure   1 shows a typical partition of the detection space in the Ema[Emin plane, where label OD denotes constant signals and ET is the total energy. Ideally, the thresholds AI and A2 have value of zero and ET respectively. In practice, however, because of inaccuracies and noisy inputs, it is necessary to estimate their values. A likelihood ratio test of these two random variables requires the a posteriori probability function, which is generally hard to estimate. 
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