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Our object is to present an independent proof of the extension of V.A. Markov’s theorem
to Gâteaux derivatives of arbitrary order for continuous polynomials on any real normed
linear space. The statement of this theorem differs little from the classical case for the
real line except that absolute values are replaced by norms. Our proof depends only on
elementary computations and explicit formulas and gives a new proof of the classical
theorem as a special case. Our approach makes no use of the classical polynomial
inequalities usually associated with Markov’s theorem. Instead, the essential ingredients
are a Lagrange interpolation formula for the Chebyshev nodes and a Christoffel–Darboux
identity for the corresponding bivariate Lagrange polynomials. We use these tools to extend
a single variable inequality of Rogosinski to the case of two real variables. The general
Markov theorem is an easy consequence of this.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
V.A. Markov’s famous inequality for the kth derivative of a polynomial of a single variable has intrigued mathematicians
for over a century and Markov-type inequalities, because of their beauty and depth, continue to be an active area of current
research. The monograph of Rahman and Schmeisser [8] contains a modern exposition of the theorem and the extensive
article of Shadrin [13] contains a detailed analysis of existing proofs as well as much historical information. There is also
a large literature on extensions of Markov’s inequality to multivariate polynomials. In this case, the interval [−1,1] is
replaced by compact subsets of Rn and the order of growth of the derivatives of polynomials is sought depending on the
degree of the polynomial and the shape of the subset. W. Ples´niak [7] has given a summary of known results in this area
up to 1998. See also A. Kroó [5].
The extension of V.A. Markov’s theorem to the Gâteaux (or directional) derivatives of polynomials with unit bound on
the closed unit balls of real normed linear spaces was ﬁrst considered by A.D. Michal in 1954. (But see [2, p. 150], [16,3].)
The Markov theorem in this case asserts that these derivatives have the same bound that is already optimal in the case of
the real line. (The situation is quite different in the case of complex normed linear spaces. See [2,16].) An elegant proof of
the Markov theorem for the ﬁrst derivative was given by Sarantopoulos [12] in 1991 and a proof for arbitrary derivatives
when the underlying space is a real Hilbert space was given by Muñoz and Sarantopoulos [6] in 2002. Finally, a (rather
daunting) proof for the general case was given by Skalyga [14] in 2005 and additional discussion is given in [15]. See [3] for
further references up to 2002 and see [9] for reﬁned estimates in the homogeneous case.
2. Notation
Let X and Y be arbitrary real normed linear spaces and let m and k be integers with m  1 and 0 k m. A mapping
P : X → Y is said to be a homogeneous polynomial of degree m if there exists a continuous, symmetric, m-linear mapping
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L.A. Harris / J. Math. Anal. Appl. 368 (2010) 374–381 375F : X × · · · × X → Y such that P (x) = F (x, . . . , x) for all x ∈ X . In this case we say that P is the homogeneous polynomial
associated with F and write P = Fˆ . A mapping P : X → Y is said to be a polynomial of degree at most m if P = P0+· · ·+ Pm ,
where P j is a homogeneous polynomial of degree j when 1 j m and P0 is a constant mapping. As usual, we deﬁne
‖P‖ = sup{∥∥P (x)∥∥: ‖x‖ 1}.
Given x ∈ X , let Dˆk P (x) denote the homogeneous polynomial of degree k associated with the Fréchet derivative Dk P (x).
Then
Dˆk P (x)y = d
k
dtk
P (x+ ty)
∣∣∣∣
t=0
for y ∈ X . (1)
The estimates we obtain for Dˆk P (x) also give estimates for Dk P (x) since
∥∥Dk P (x)∥∥ kk
k!
∥∥Dˆk P (x)∥∥.
(See [1, p. 76].)
3. Reduction to bivariate Lagrange polynomials
Our object is to prove the following.
Theorem 1. Let P : X → Y be any polynomial of degree at most m satisfying ‖P (x)‖ 1 for all x ∈ X with ‖x‖ 1. Then∥∥Dˆk P (x)∥∥ T (k)m (1) for all x ∈ X with ‖x‖ 1
and ∥∥Dˆk P (x)∥∥ T (k)m (‖x‖) for all x ∈ X with ‖x‖ 1.
As usual, Tm(x) = cos(m arccos(x)) is the Chebyshev polynomial of degree m. By the Hahn–Banach theorem, it is suﬃcient
to prove Theorem 1 when Y =R.
Deﬁne the Chebyshev points by
hn = cos
(
nπ
m
)
, n = 0, . . . ,m.
(Note for later that if n is any integer, then hn is still one of these points.) Rogosinski [11, p. 8] used the Lagrange interpo-
lation formula at these points to give a simple proof that if p(t) is a polynomial of degree at most m satisfying |p(hn)| 1
whenever 0  n  m then |p(k)(t)|  T (k)m (|t|) when |t|  1. To state an extension of this result to two variables, recall
from [4] that the set N0 of even Chebyshev nodes is the set of ordered pairs (hn,hq), 0 n,qm, where n and q are both
even or both odd and the set N1 of odd Chebyshev nodes is the set of ordered pairs (hn,hq), 0 n,qm, where n is even
and q is odd or n is odd and q is even. Thus, if k = 0 or k = 1, then
Nk =
{
(hn,hq): (n,q) ∈ Qk
}
,
where
Qk =
{
(n,q): 0 n,qm, n − q = k mod 2}.
Note that Nk =N0 when k is even and Nk =N1 when k is odd.
Let Pm(R2) denote the space of all real-valued polynomials of degree at most m in two variables.
Theorem 2. If p ∈Pm(R2) and if |p(x)| 1 whenever x ∈Nk, then∣∣Dˆk p(r, r)(1,−1)∣∣ T (k)m (r) for r  1.
As shown in [4], one can easily deduce Theorem 1 from Theorem 2 by letting x and y be in the closed unit ball of X
and observing that Dˆk p(r, r)(1,−1) = Dˆk P (rx)y when
p(s, t) = P
(
s + t
x+ s − t y
)
.2 2
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of [17], the author gave in [4] a set of Lagrange polynomials for each of the two sets of Chebyshev nodes. Speciﬁcally, if
0 n,qm, deﬁne
Pn,q(s, t) = 2
m2
cncqG(s, t,hn,hq), (2)
where
G(s, t,u, v) = 4
m∑
i=0
′′ i∑
j=0
′′
Ti− j(s)T j(t)Ti− j(u)T j(v) − 12
[
Tm(s)Tm(u) + Tm(t)Tm(v)
]
. (3)
Here c j = 1 for j = 1, . . . ,m− 1 and c j = 1/2 when j = 0 or j =m. Also, the symbol ′′ in a sum indicates that the ﬁrst and
last terms of the sum are divided by 2. (When the sum has only one term, this term is divided by 2 only once.) It is proved
in Theorem 10 of the Appendix that {Pn,q: (n,q) ∈ Qk} is a set of Lagrange polynomials for Nk .
Given r, deﬁne a linear functional k on Pm(R2) by
k(p) = d
k
dtk
p(r + t, r − t)
∣∣∣∣
t=0
,
and note that k(p) = Dˆk p(r, r)(1,−1) by (1). It was shown in [4, (14)] that
k(p) =
∑
(n,q)∈Qk
k(Pn,q)p(hn,hq)
for all p ∈ Pm(R2). In particular, this holds when p(s, t) = Tm(s). Hence if (−1)nk(Pn,q)  0 for all (n,q) ∈ Qk , it follows
from the triangle inequality that if p satisﬁes the hypothesis of Theorem 2 then∣∣k(p)∣∣ ∑
(n,q)∈Qk
(−1)nk(Pn,q) = T (k)m (r).
Thus Theorem 1 is proved once we show that
α
(k)
n,q(r) 0 whenever r  1 and (n,q) ∈ Qk, (4)
where
α
(k)
n,q(r) = (−1)nk(Gn,q), Gn,q(s, t) = G(s, t,hn,hq).
From another viewpoint, it is suﬃcient to prove the conclusion of Theorem 2 without absolute values when p(s, t) =
Tm(s) − (−1)n Pn,q(s, t) and (n,q) ∈ Qk .
Estimates improving those of Theorem 1 that depend on the values of P at certain points are given in Theorem 2 of [4].
Inequalities improving the inequality of Theorem 2 and a discussion of extremal examples are given in Section 4 of [4].
4. A Christoffel–Darboux formula
Deﬁne
Vi(s, t) = Tm−i(s)Ti(t) − (−1)kTi(s)Tm−i(t), i = 0, . . . ,m,
and
W0(s, t) = Tm+1(s) − Tm−1(s),
Wi(s, t) = Tm−i+1(s)Ti(t) − (−1)kTi−1(s)Tm−i(t), i = 1, . . . ,m.
Clearly each Vi is a polynomial of degree m (except when Vi ≡ 0) and each Wi is a polynomial of degree m + 1. An
important property of these polynomials is that they vanish on the set Nk of Chebyshev nodes. This is easy to verify since
Tm+1(hn) = (−1)nhn and Tm−i(hn) = (−1)nTi(hn) for i = 0, . . . ,m and n = 0, . . . ,m. The following multivariate Christoffel–
Darboux formula is fundamental to our proof. It is a special case of Proposition 8 of the Appendix.
(s − u)G(s, t,u, v) =
m−1∑
i=0
′ [
Wi(s, t)Tm−i(u)Ti(v) − Wi(u, v)Tm−i(s)Ti(t)
]
+
m−1∑
i=1
[
Vi(s, t)Tm−i−1(u)Ti(v) − Vi(u, v)Tm−i−1(s)Ti(t)
]
+ (s − u) Tm(t)Tm(v) − Tm(s)Tm(u)
2
, (5)
where the symbol ′ in a sum indicates that the ﬁrst term of the sum is divided by 2.
L.A. Harris / J. Math. Anal. Appl. 368 (2010) 374–381 377Lemma 3. If (n,q) ∈ Qk, then(
r − hn + hq
2
)
α
(k)
n,q(r) =
m−1∑
i=0
′
k(Wi)Ti(hn)Ti(hq) − kT (k−1)m (r),
where we take T (k−1)m = 0 when k = 0.
Proof. By substituting u = hn and v = hq in Eq. (5) and applying the identity Tm−i(hn) = (−1)nTi(hn), we obtain
(−1)n(s − hn)Gn,q(s, t) =
m−1∑
i=0
′
Wi(s, t)Ti(hn)Ti(hq) +
m−1∑
i=1
Vi(s, t)Ti+1(hn)Ti(hq)
+ s − hn
2
[
(−1)n−qTm(t) − Tm(s)
]
. (6)
Since Gn,q(s, t) = Gq,n(t, s), the term (−1)q(t − hq)Gn,q(s, t) is equal to the right-hand side of the above expression with s
and t interchanged and n and q interchanged. Multiplying this equality by (−1)k and adding it to the equality (6), we have
(−1)n(s + t − hn − hq)Gn,q(s, t) =
m−1∑
i=0
′ [
Wi(s, t) + (−1)kWi(t, s)
]
Ti(hn)Ti(hq)
+
m−1∑
i=1
[
Vi(s, t)Ti+1(hn)Ti(hq) + (−1)kV i(t, s)Ti+1(hq)Ti(hn)
]
+ s − t − hn + hq
2
[
(−1)kTm(t) − Tm(s)
]
. (7)
Now if 0  i  m, then k(Vi) = 0 by [4, (13)] and similarly k(W˜ i) = (−1)kk(Wi), where W˜ i(s, t) = Wi(t, s). Thus we
obtain Lemma 3 by substituting s = r + u and t = r − u in (7) and taking the kth derivative at u = 0. 
Let (n,q) ∈ Qk . By a basic cosine identity,
2Ti(hn)Ti(hq) = Ti(hn+q)Ti(h0) + Ti(hn−q)Ti(h0).
Hence it follows from Lemma 3 that
2(2r − hn − hq)α(k)n,q(r) = (2r − hn+q − 1)α(k)n+q,0(r) + (2r − hn−q − 1)α(k)n−q,0(r).
Thus to prove (4) it suﬃces to prove Lemma 5 (below). We do this with the aid of the following.
Lemma 4. Let Dn(s, t) = s2 − 2sthn + t2 + h2n − 1 = 0. Then
Gn,0(s, t) = (s + hn)
2 − (t + 1)2
2Dn(s, t)
[
(−1)nTm(s) − Tm(t)
]
whenever 0 nm.
Proof. Let s = cos θ and put x = cos(θ + nπm ) and y = cos(θ − nπm ). It follows from (3) and the identity
2Ti(s)Ti(hn) = Ti(x) + Ti(y), i = 0, . . . ,m,
that
2G(s, t,hn,1) = G(x, t,1,1) + G(y, t,1,1). (8)
By Corollary 7 of the Appendix,
G(s, t,1,1) = (s + t + 2) Tm(t) − Tm(s)
2(t − s) . (9)
Hence Lemma 4 follows from (8), (9) and the identities
Tm(x) = Tm(y) = (−1)nTm(s),
x+ y = 2shn, xy = s2 + h2n − 1. 
The lemma below completes the proof.
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α
(k)
n,0(r) 0 whenever n = k mod 2 and r  1.
Proof. Put
Hn(s, t) = (−1)nGn,0(s, t) + Gn,0(t, s)
and note that k(Hn) = [(−1)n + (−1)k]k(Gn,0). Thus it suﬃces to show that k(Hn) 0. By Lemma 4,
Hn(s, t) = (s − t)(s + t + hn + 1)
Dn(s, t)
[
Tm(s) − (−1)nTm(t)
]
.
Suppose −1 < t < 1, Tm(t) = 0 and t is not a Chebyshev point. Write t = cosφ and deﬁne
s j = cos
(
φ + jπ
m
)
, 0 j < 2m.
If p(s) = Tm(s) − (−1)nTm(t), then s0, s2, . . . , s2m−2 are m distinct roots of p when n is even and s1, s3, . . . , s2m−1 are m
distinct roots of p when n is odd. Each of these roots is either s0, sm or one of a pair s j and s2m− j where 1 j m − 1.
Note that D j(s, t) = (s − s j)(s − s2m− j) for these j. Hence, Hn(s, t) is 2m−1 times a product of factors f (s, t) taken from the
following list.
a) f (s, t) = D j(s, t), 1 j m − 1,
b) f (s, t) = s − t ,
c) f (s, t) = s + t ,
d) f (s, t) = s + t + hn + 1.
It is easy to verify that k( f ) 0 for each factor f and k 0. Hence k(Hn) 0 for k 0 by the Leibnitz rule for differenti-
ation of products. 
The method of the proof of Lemma 4 can be applied twice to obtain (after a laborious computation) the formula
Gn,q(s, t) = f (s, t,hn,hq)
2g(s, t,hn,hq)
[
(−1)nTm(s) − (−1)qTm(t)
]
,
for g(s, t,hn,hq) = 0, where
f (s, t,u, v) = [(s + u)2 − (t + v)2](s2 + t2 + u2 + v2 − 2stuv − 2),
g(s, t,u, v) = [s2 + u2 − t2 − v2 − 2tv(su − tv)]2 − 4(t2 − 1)(v2 − 1)(su − tv)2.
One can approach the Lagrange polynomials Pn,q in a different way by deﬁning G in (2) by (5) instead of (3).
Appendix. Christoffel–Darboux formulas
The purpose of this appendix is to give elementary proofs of the identities and facts used in our proof of Theorem 1.
We begin by establishing various forms of the classical Christoffel–Darboux formula for the Chebyshev polynomials. From
these, we deduce an extension of the Christoffel–Darboux formula needed in Section 4 and the Lagrange property of the
polynomials Pn,q . Both these facts are basic ingredients of our proof of Theorem 1. See [10] for the elementary facts we use
about the Chebyshev polynomials.
Proposition 6. If s = t then
m∑
j=0
′′
Tm− j(s)T j(t) = Tm+1(t) − Tm−1(t) − Tm+1(s) + Tm−1(s)4(t − s) , (10)
m∑
i=0
′′ i∑
j=0
′′
Ti− j(s)T j(t) = (t + 1)Tm(t) − (s + 1)Tm(s)4(t − s) , (11)
m∑
j=0
′′
T j(s)T j(t) = [Tm+1(t) − Tm−1(t)]Tm(s) − [Tm+1(s) − Tm−1(s)]Tm(t)4(t − s) . (12)
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a j = Ti− j(s)T j+1(t) − Ti− j−1(s)T j(t)
for j = −1, . . . , i, where T−1 = T1. We obtain
2(t − s)Ti− j(s)T j(t) = a j − a j−1 (13)
for j = 0, . . . , i by applying the identity
2xTk(x) = Tk+1(x) + Tk−1(x) (14)
with x = t , k = j and with x = s, k = i − j. If i  1, then
2
i∑
j=0
′′
(a j − a j−1) = ai − a0 + ai−1 − a−1 = bi+1 − bi−1, (15)
where bi = Ti(t) − Ti(s). Thus (10) follows from (13) and (15) when i =m.
If we also deﬁne b−1 = −b1, then
4(t − s)
i∑
j=0
′′
Ti− j(s)T j(t) = bi+1 − bi−1 (16)
for i = 0, . . . ,m by (15). Since b0 = 0,
2
m∑
i=0
′′
(bi+1 − bi−1) = bm+1 + 2bm + bm−1. (17)
The right-hand side of (17) can be simpliﬁed using the identity
Tm+1(x) + 2Tm(x) + Tm−1(x) = 2(x+ 1)Tm(x), (18)
which follows from (14). Hence (11) follows from (16), (17) and (18).
Equality (12) follows from the ﬁrst equality of (15) with i =m and the observation that
2(t − s)T j(s)T j(t) = a j − a j−1, when a j = T j(s)T j+1(t) − T j+1(s)T j(t).
This equality also follows easily from [10, 1.5.17]. 
The following, which is given after Corollary 8 in [4], is an easy consequence of (3) and (11).
Corollary 7. If s = t,
G(s, t,1,1) = (s + t + 2) Tm(t) − Tm(s)
2(t − s) . (19)
Let  be an arbitrary real number and deﬁne
W0(s, t) = Tm+1(s) − Tm−1(s),
Wi(s, t) = Tm−i+1(s)Ti(t) − Ti−1(s)Tm−i(t),
Vi(s, t) = Tm−i(s)Ti(t) − Ti(s)Tm−i(t),
for i = 1, . . . ,m. We have already seen that these polynomials vanish on the set of even Chebyshev nodes when  = 1 and
on the set of odd Chebyshev nodes when  = −1.
The following identity is closely related to a highly general Christoffel–Darboux formula given by Yuan Xu in [18, (4.2.2)].
Proposition 8.
(s − u)G(s, t,u, v) =
m−1∑
i=0
′ [
Wi(s, t)Tm−i(u)Ti(v) − Wi(u, v)Tm−i(s)Ti(t)
]
+
m−1∑
i=1
[
Vi(s, t)Tm−i−1(u)Ti(v) − Vi(u, v)Tm−i−1(s)Ti(t)
]
+ (s − u) Tm(t)Tm(v) − Tm(s)Tm(u)
2
,
where the ′ indicates that the ﬁrst term of the sum is divided by 2.
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m∑
i=0
′′ i∑
j=0
′′
a jbi− j =
m∑
i=0
′′
ai Bm−i
= amb0
4
+ a0Bm
2
+
m−1∑
i=1
ai Bm−i, (20)
where Bi =∑ij=0′′ b j . Take a j = T j(t)T j(v) and b j = T j(s)T j(u) for j = 0, . . . ,m. Then by (3) and (20),
G(s, t,u, v) = am − bm
2
+ 2Bm +
m−1∑
i=1
4ai Bm−i. (21)
We prove Proposition 8 when each side of the equality has opposite sign. By the Christoffel–Darboux formula given in (12),
for i = 0, . . . ,m − 1,
4(u − s)ai Bm−i = f i(s, t,u, v) − f i(u, v, s, t), (22)
where
f i(s, t,u, v) =
[
Tm−i+1(u) − Tm−i−1(u)
]
Tm−i(s)Ti(t)Ti(v).
In particular, f0(s, t,u, v) = W0(u, v)Tm(s). A computation shows that, for i = 1, . . . ,m − 1,
Wi(u, v)Tm−i(s)Ti(t) − Vi(s, t)Tm−i−1(u)Ti(v) = f i(s, t,u, v) + 
[
gi(s, t,u, v) − gm−i(s, t,u, v)
]
, (23)
where
gi(s, t,u, v) = Ti(s)Tm−i(t)Tm−i−1(u)Ti(v).
Since
m−1∑
i=1
[
gi(s, t,u, v) − gm−i(s, t,u, v)
]= 0,
regardless of the deﬁnition of gi , Proposition 8 follows from (21), (22) and (23). 
Taking  = 0 in Proposition 8, we obtain the following.
Corollary 9. If u = s, then
G(s, t,u, v) = 1
s − u
m−1∑
i=0
′
Ti(t)Ti(v)
{[
Tm−i+1(s) − Tm−i−1(s)
]
Tm−i(u)
− [Tm−i+1(u) − Tm−i−1(u)]Tm−i(s)}+ Tm(t)Tm(v) − Tm(s)Tm(u)2 .
It is now easy to prove the Lagrange property of the polynomials Pn,q deﬁned by (2) and (3). An argument is given
in [17] for the next theorem in the case of the odd Chebyshev nodes when m is even and the even Chebyshev nodes when
m is odd although the proof of the unit values is skipped.
Theorem 10. Suppose 0  n,q  m. Let k = 0 when n − q is even and let k = 1 when n − q is odd. Then Pn,q(hn,hq) = 1 and
Pn,q(x) = 0 whenever x ∈Nk and x = (hn,hq).
Proof. Let k = 0 or k = 1 and let (hn,hq) and (hn′ ,hq′ ) be in Nk with (hn,hq) = (hn′ ,hq′ ). Since G(s, t,u, v) = G(t, s, v,u),
to show that Pn,q(hn′ ,hq′ ) = 0 it suﬃces to show that G(hn′ ,hq′ ,hn,hq) = 0 when hn′ = hn . This follows easily from Propo-
sition 8 with  = (−1)k since
Tm(hq′)Tm(hq) − Tm(hn′)Tm(hn) = (−1)q′+q − (−1)n′+n = 0.
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and similarly that 2Ti− j(s)2 = Ti− j(T2(s)) + 1. Thus putting x = T2(s) and y = T2(t), we obtain
4Ti− j(s)2T j(t)2 = Ti− j(x)T j(y) + Ti− j(x) + T j(y) + 1. (24)
Now by (11),
m∑
i=0
′′ i∑
j=0
′′
Ti− j(x)T j(y) = φm(s, t),
where
φm(s, t) = t
2T2m(t) − s2T2m(s)
4(t2 − s2) when s = ±t.
Hence summing (24), we obtain
G(s, t, s, t) = φm(s, t) + φm(s,1) + φm(1, t) + φm(1,1) − Tm(s)
2 + Tm(t)2
2
. (25)
It is easy to verify with l’Hospital’s rule that φm(hn,hq) = (1+2m2)/4 when h2n = h2q = 1 and that φ(hn,hq) = 1/4 otherwise.
Hence by (25),
G(hn,hq,hn,hq) =
⎧⎪⎨
⎪⎩
2m2 when n = 0,m and q = 0,m,
m2 when only one of n and q is 0 orm,
m2
2 when 0 < n,q <m.
Thus Pn,q(hn,hq) = 1 by (2). 
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