We prove that a function or distribution on R d is radial symmetric, if and only if its Bargmann transform is a composition by an entire function on C and the canonical quadratic function from C d to C.
Introduction
A function or distribution on R d is called radial symmetric if it is invariant under pullbacks of unitary transformations on R d . In the paper we prove that any function or distribution f on R d is radial symmetric, if and only if its Bargmann transform Vf satisfy Vf (z) = F 0 ( z, z ), z ∈ C d , for some entire function F 0 on C. We also prove that f is radial symmetric is equivalent to that f is orthogonal to every Hermite function h α with respect to the L 2 form, as long as at least one of α j is odd, and that α!
only depends on |α|.
We perform these investigations in the framework of Schwartz or Gelfand-Shilov functions, and corresponding distribution spaces. To this end we devote the preliminary part of the paper to results on the Bargmann transform on these spaces.
We also use our results to show that there is a natural way to assign to any radial symmetric function or distribution f on R d , a distribution on R which obeys similar estimates as f .
Preliminaries
In this section, we recall some basic properties on the Bargmann transform. We shall often formulate these results in the framework of the Gelfand-Shilov space S 1/2 (R d ) and its dual S 1/2 (R d ) cf.
[1] The reader who is not interested in this general situation may replace S 1/2 (R d ) and S 1/2 (R d ) by S (R d ) and S (R d ), respectively. Here S (R d ) is the set of Schwartz functions on R d , and S (R d ) is the set of tempered distributions on R d , see for example [2] .
Gelfand-Shilov spaces
We start by recalling some facts about Gelfand-Shilov spaces. Let 0 < h, s, t ∈ R be fixed. Then 
The Gelfand-Shilov spaces S s t (R d ) and s t (R d ) are defined as the inductive and projective limits respectively of S s t,h (R d ). This implies that 
We remark that in [1, 3] 
For every admissible s, t > 0 and ε > 0 we have
(2.
2)
The Gelfand-Shilov spaces possess several convenient mapping properties, and in the case s = t they are invariant under several basic transformations. For example they are invariant under translations, dilations, tensor products and under (partial) Fourier transformations.
From now on we let F be the Fourier transform which takes the form
Here ·, · denotes the usual scalar product on R d . The map F extends uniquely to homeomorphisms on
and to a unitary operator on L 2 (R d ). It follows from the following lemma that elements in Gelfand-Shilov spaces can be characterized by estimates of the form
The proof is omitted, since the result can be found in. [4, 5] Here and in the sequel, A B means that A ≤ cB for a suitable constant c > 0.
Then the following is true:
Gelfand-Shilov spaces and their distribution spaces can also, in some sense more convenient ways, be characterized by means of estimates of short-time Fourier transforms, see. [6] [7] [8] We recall here the details and start by recalling the definition of the short-time Fourier transform.
Let
The next two results show that both spaces of Gelfand-Shilov functions and Gelfand-Shilov distributions can be completely identified with growth and decay properties of the short-time Fourier transforms for the involved functions and distributions. The conditions are of the forms
and
Then the following is true: 
We note that in (2) 
Remark 2.4 The short-time Fourier transform can also be used to identify the elements in
, then the following is true:
(
(2) f ∈ S (R d ), if and only if for some N ≥ 0, it holds
(cf. [9, Chapter 12].)
The Bargmann transform
Next we recall some facts about the Bargmann transform. For every f ∈ S 1/2 (R d ), the Bargmann transform Vf is the entire function on C d , defined by
where the Bargmann kernel A d is given by
and otherwise ·, · denotes the duality between test function spaces and their corresponding duals. We note that the right-hand side in (2.6) makes sense when f ∈ S 1/2 (R d ) and defines an element in the set A(C d ) of all entire functions on C d . In fact, y → A d (z, y) can be interpreted as
If in addition f is an integrable function, then Vf takes the form
Several properties for the Bargmann transform were established by Bargmann in [10, 11] , see also [12] . For example, in [10] it is proved that f → Vf is a bijective and isometric map from
(2.7)
Here dμ(z) = π −d e −|z| 2 dλ(z), where dλ(z) is the Lebesgue measure on C d , and the scalar product on A 2 (C d ) is given by
In [10] it is also proved that the Hermite functions are mapped by the Bargmann transform into convenient monomials. More precisely, for any multi-index α ∈ N d , the Hermite function h α of order α is defined by
for some polynomial p α on R d , which is called the Hermite polynomial of order α. The set {h α } α∈N d is an orthonormal basis for L 2 (R d ). It is also a basis for any of the Gelfand-Shilov spaces and their distribution spaces at above.
In [10] it is proved that
Next we recall the links between the Bargmann transform and the short-time Fourier transform, when the window function φ is given by
More precisely, let S be the dilation operator given by
Then it follows by straight-forward computations that
or equivalently,
For future references we observe that (2.11) and (2.12) can be formulated into
where U V is the linear, continuous and bijective operator on D (R 2d ) D (C d ), given by
The next result shows that the image of the Bargmann transform of the Gelfand-Shilov and tempered function and distribution spaces are given by
for some ε > 0 }, with canonical topologies. Here M s,t is given by
Proposition 2.5 Let s, t > 1 2 , and let V d be any of the spaces
Then the map f → V d f is continuous and bijective from V d to
Proof The result follows by a combination of Propositions 2.2 and 2.3, and Remark 2.4, with (2.13).
Radial symmetric elements and the Bargmann transform
In this section we give a complete characterization for radial symmetric elements under the Bargmann transform. The results are formulated for the broad space S 1/2 of Gelfand-Shilov distributions. However, the applications later on only involve elements in the smaller class S . We recall that an element f ∈ S 1/2 (R d ) is called radial symmetric, if the pullback U * f is equal to f , for every unitary transformation U on R d . In the case when f in addition is a measurable function, then f is radial symmetric, if and only if f (x) = f 0 (|x|) a.e., for some measurable function f 0 on [0, +∞).
Then the following conditions are equivalent:
(1) f is radial symmetric; F 0 ( z, z ) , for some entire function F 0 on C.
(4) (f , h α ) = 0 for every α = (α 1 , . . . , α d ) ∈ N d such that at least one of α j is odd, and
Here Uz is defined as Ux + iUy, when z = x + iy and x, y ∈ R d .
Proof Let U be unitary on R d and let f ∈ S 1/2 (R d ). The equivalence between (1) and (2) follows if we prove that
Let U t be the transpose of U. Then
Here the second equality follows from the fact that Uz, Uw = z, w , when z, w ∈ C d . This gives (3.1).
Next assume that (1) holds, and let z = x ∈ R d ⊆ C d be fixed. Let U be unitary such that Ux = |x|e 1 , where e 1 is the first unit vector in R d .
Since
Since similar facts hold if we should have chosen U such that Ux = −|x|e 1 , it also follows that
By taking the mean-value of (3.2) and (2.2) , we get
when E 0 (t 2 , y) = π −d/4 exp(− 1 2 (t 2 + |y| 2 )) cosh(2 1/2 ty 1 ), or equivalently, when
Evidently, E 0 is uniquely extendable to an entire function on C × C d , and if
then F 0 is entire and (Vf )(x) = F 0 (|x| 2 ). Now, since (Vf )(z) and F 0 ( z, z ) are entire functions on C d , which coincide on R d , it follows that (Vf )(z) = F 0 ( z, z ) for all z ∈ C d , and (3) follows.
Next we prove that (3) implies (1) . Therefore assume that (3) holds, let U be unitary on R d , and recall that Uz, Uz = z, z . Hence (3.1) gives
Since the Bargmann transform is injective on S 1/2 , it follows that U * f = f , and (1) holds.
To conclude the proof it is sufficient to prove that (3) is equivalent to (4) .
Then Vh α = H α , and F possess the unique expansion
The assertion (3) is true, if and only if F can be written as
It now follows from the uniqueness of the expansions and the identities above that the latter identity holds, if and only if a α = 0 when at least one α j is odd, and that
only depends on |α|. The proof is complete.
We shall use the previous result to show that there is a way to relate any radial symmetric element in V d in Proposition 2.5 with an element in V 1 . More precisely, let V d be as in Proposition 2.5, f ∈ V d be radial symmetric, and let V d f (z) = F 0 ( z, z ), where F 0 is the same as in Theorem 3.1. Then C z → F 0 (z 2 )
is entire, and belongs to V 1 , in view of Proposition 2.5. By using Proposition 2.5 again we get the following result.
Proposition 3.2 Let V d be as in Proposition 2.5, f ∈ V d be radial symmetric, and let V d f (z) = F 0 ( z, z ), where F 0 is the same as in Theorem 3.1. Then there is a unique f 0 ∈ V 1 such that
Remark 3.3 Let f and F 0 be the same as in Proposition 3.2. Then it follows from Proposition 2.5 that F 0 belongs to the subclass A 0 (C) ≡ { F ∈ A(C) ; |F(z)| e ε|z| for some ε > 0 } of A S 1/2 (C). Hence, F 0 = V 1 f 1 for some f 1 ∈ S 1/2 (R).
It seems to be difficult to assign to the functions or distributions f 1 and f 0 any specific roles. For example, if f in addition is a function, then f (x) = cf j (|x|), j = 0, 1, for every constant c ∈ C. This follows by straight-forward control of the Taylor expansions of F 0 (z 2 ), V 1 f 1 (z) and V 1 f 0 (z).
