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Experiments in quantum optics often require a large number of control loops, e.g. for length-
stabilization of optical cavities and control of phase gates. These control loops are generally im-
plemented using one of three approaches: commercial (digital) controllers, self-built analog circuitry,
or custom solutions based on Field Programmable Gate Arrays (FPGAs) and microcontrollers. Each
of these approaches has individual drawbacks, such as high cost, lack of scalability and flexibility, or
high maintenance effort. Here we present NQontrol1, a solution based on the ADwin digital control
platform that delivers eight simultaneous locking loops running with 200 kHz sampling frequency,
and offers five second-order filtering sections per channel for optimal control performance. A com-
prehensive software package written in Python, together with a web-based graphical user interface
(GUI), makes the system as easy to use as commercial products, while giving the full flexibility of
open-source platforms.
I. INTRODUCTION
Control loops are a fundamental part of many experiments
in quantum optics. They are used to precisely control (“lock”)
the phase relation of laser beams, keep optical cavities on
resonance, stabilize lasers to atomic transitions, and much
more2,3. Depending on the subject area, a clustering of dif-
ferent hardware implementations for these control loops can
be observed, with designs and approaches shared when re-
searchers move between groups. Some groups – including
ours until recently – solely rely on self-built analog electron-
ics. Others have successfully implemented control loops with
micro-controllers4 or FPGA boards5. Working groups close
to large collaborations, e.g. particle physics or gravitational-
wave astronomy, tend to use the purpose-built control and data
acquisition systems of these fields6–8. Commercial solutions
are also available and successfully used in some applications.
Each of these approaches has its own advantages and lim-
itations. Analog control loops allow very high control band-
widths (many MHz) with very low noise, as they do not suf-
fer from digital quantization issues. However, they are time-
consuming to build and change, so convergence to an optimal
controller design is slow. Dynamical adjustment of filters, as
well as automation and interfacing between several control
loops is difficult to do. Micro-controller based circuits can
be cheap solutions, and a wealth of development tools and
add-ons exists e.g. in the Arduino landscape9. On the other
hand, these micro controllers usually cannot reach high con-
trol bandwidths and their built-in analog-to-digital conversion
is of low resolution or poor noise performance.
FPGAs overcome these limitations when they are inter-
faced to fast, high-accuracy analog-digital converters (ADCs).
Designing and building suitable circuit boards for these com-
plex chips is, however, very involved: FPGAs come in high-
density packaging that require carefully matched signal de-
lays and reflow soldering capabilities on multi-layered boards.
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In addition, FPGAs generally have to be programmed in a
hardware-description language (HDL), which is significantly
different from general programming languages and poses a
high barrier for development with FPGAs in small research
groups. A few years ago, small FPGA boards including ADC
converters became available for an affordable price tag, e.g.
the RedPitaya/STEMlab10 family. These boards, if they fit
the requirements of the control task, reduce the problem of
having to design own circuit boards to having to develop suit-
able interfaces to the experiment. Programming such boards
is still rather involved, but the pyrpl project5 has developed
a sophisticated control and analysis software package, which
might satisfy common control tasks.
Large-scale systems tend to require significant investments
in terms of hardware and trained personnel to get set up,
putting them out of reach of most research groups. Lastly,
commercial ready-made controllers have the disadvantage
that they are often tied to a specific application, or have only
very basic PID (proportional/integral/differential) functional-
ity. In many cases, much better control performance could
be achieved by custom-tailoring filter functions, e.g. with
second-order filters.
Here, we present NQontrol1, a control solution based
on the ADwin11 platform, which is a modular data acquisi-
tion and control platform consisting of a real-time computing
unit and several input/output modules. Our implementation
can handle up to eight simultaneously running control loops
at a sample rate of 200 kHz, each having an arbitrarily de-
fined filter function of up to 10th order (five second-order sec-
tions). We provide an easy-to-use software interface written in
Python, together with a web-based graphical user interface.
The real-time code is written in the ADwin BASIC dialect,
which compiles quickly and provides a well-documented in-
terface to the input/output modules.
This paper is laid out as follows. We first list our design
considerations for the control system, establishing the use-
cases and requirements that we set for our digital control sys-
tem. Afterwards, we shortly introduce the structure of our
system and review the basics of second-order filters and their
implementation in digital systems. An example usage of the
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2user interface is also given. Finally, we compare the achieved
performance of our system in an experimental setup with a tra-
ditional analog controller, each optimized for the same control
task of about 4.5 kHz bandwidth. We find that our new sys-
tem gives comparable performance, with the large advantage
of providing much higher flexibility and being able to change
control parameters at the click of a button.
II. DESIGN CONSIDERATIONS
Several considerations have influenced the design of our
control system, which can be summarized as follows:
1. It should be based on an established hardware platform,
commercially available and long-term supported, such
that new systems are easy to obtain and set up for years
to come.
2. A wide input voltage range, with differential sensing
and standard connectors, should not introduce new ex-
ternal interfacing electronics.
3. Ideally, the system should simultaneously support all
locking loops of an experiment, or be sufficiently mod-
ular to support those.
4. A control bandwidth (unity-gain point) of at least
10 kHz should be realizable, with low electronic noise
and high resolution to be able to compete with analog
designs.
5. The system should operate in real time, for determin-
istic behavior of the control loops with an amplitude-
phase response that does not depend on system load.
6. Hardware programming should be accessible with lit-
tle more than the standard programming training that is
expected of students in the STEM fields.
7. Control loop filtering should go beyond PID control, al-
lowing for arbitrarily defined biquadratic filters.
8. There should be an easy-to-use remote-control inter-
face, allowing quick results for daily lab work, as well
as being accessible for continued development.
Based on items (1)-(5), we decided that a modular system
with a dedicated, real-time processor would best fit our re-
quirements. Such systems are e.g. based on the PXI platform,
or vendor-specific implementations. Because of existing ex-
perience in our institute, we settled on the ADwin11 platform.
This platform also mostly fulfills (6), as it is programmed in a
relatively easy to use BASIC dialect and the development en-
vironment is easily set-up and well documented. Items (7) &
(8) then are the design considerations for the software that we
developed for this platform, and that we will further describe
in the following sections.
III. IMPLEMENTATION
A. System Description
We use an ADwin-Pro II system with a 1 GHz ARM proces-
sor, 2× 8 simultaneously sampling 16-bit analog inputs and
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FIG. 1. Block diagram overview of the individual channels in our
digital control setup. Each of the eight channels provides offset cor-
rection, gain and a filter section. Additionally, an auxiliary signal can
be added to the output, e.g. for frequency-response analyses. The
input and output channels have a resolution of 16 bit, where the volt-
age range of the input channels can be adjusted at four steps from
±1.25V to ±10V.
2×8 16-bit analog outputs. It runs our high-priority real-time
control code, which can exchange data with a computer by
a shared memory region that is accessible through a gigabit
Ethernet connection.
Our controller has eight independent control channels,
comprised of a filter module FMi running as part of our real-
time application. The filter modules each take two analog in-
put channels and provide one analog output channel, as de-
picted in figure 1. One input channel is used for the error
signal, while the other serves as an auxiliary signal that can be
used for e.g. response function measurements, monitoring or
as a trigger input for lock automation.
On the software side, the filter modules have enable
switches for the inputs and output and offer offset and gain
correction. They run with double-precision (64 bit) floating
point arithmetic, to reduce rounding errors during the filter
calculation. The actual filter response is given by five second-
order sections, described below, that can be individually acti-
vated.
A user-selectable combination of signals can be sent to four
additional analog outputs, such as a copy of the input, auxil-
iary and output channels, to allow for easy monitoring.
B. Second-Order Sections
Digital systems generally run with a fixed sampling rate
fs. Thus, there exist discrete sequences x[i] and y[i] that de-
scribe the input and output values, respectively, of the sys-
tem at times ti. The entries of those sequences are spaced at
time-intervals T corresponding to the inverse sampling rate,
T = f−1s . A linear time-invariant discrete filter acts on these
histories of previous inputs and previously calculated outputs
to produce a new filter output y[n]2,
y[n] =
N
∑
i=0
bix[n− i]−
M
∑
i=1
aiy[n− i] . (1)
In practice, and because of the feedback-nature of the ai coef-
ficients, only a handful of these coefficients will be non-zero.
The order of the filter is given by the greater of N or M.
3Similarly to the Laplace transform in analog filter design,
which converts time-domain signals into a frequency-domain
analysis, digital filters use the z-transform
X(z) =Z (x[n]) =
∞
∑
n=−∞
x[n]z−n , (2)
where z = esT and s is a complex number. In particular, cal-
culating the transfer function H(z) of a discrete system given
its inputs X(z) and outputs Y (z) is straight forward:
H(z) =
Y (z)
X(z)
. (3)
H(z) can be expressed as the quotient of two polynomials with
coefficients ai, bi from Eq. (1),
H(z) =
∑Nn=0 bnz−n
1+∑Mm=1 amz−m
. (4)
The frequency response of such a system in the z-domain can
be obtained by evaluating it on the unity circle z= eiωT , where
ω runs from −pi/T to +pi/T .
Because the order of magnitude of the polynomial coeffi-
cients tends to diverge quickly, high-order discrete filters can
run into numerical inaccuracies. This is mostly resolved by
breaking high-order filters down into consecutive sections of
second order, i.e. of the following form (normalized such that
a0 = 1):
H(z) =
b0+b1z−1+b2z−2
1+a1z−1+a2z−2
. (5)
Putting these coefficients into Eq. (1), the time-domain equa-
tion of a second-order section is given by
y[n] = b0x[n]+b1x[n−1]+b2x[n−2]
−a1y[n−1]−a2y[n−2] . (6)
Our real-time code then employs the so-called direct form II
for calculating the filter,
y[n] = c0
(
x[n]− (c1+ c3)w[n−1]
− (c1+ c4)w[n−2]
)
, (7)
using the five double-precision coefficients c0 = b0, c1 = a1,
c2 = a2, c3 = b1/b0, and c4 = b2/b0, as well as two history
variables w[n−1] and w[n−2], given by
w[n] = x[n]− c1w[n−1]− c2w[n−2] . (8)
C. Software
Our software implementation consists of two parts: a high
priority real-time process running on the ADwin device and
a platform-independent Python program which controls the
real-time process via a network connection, controlling its
state and providing filter coefficients. Using this combina-
tion it is easy to change and optimize the control parameters
via a standard computer that does not need to run a real-time
operating system.
The real-time process is written in the ADbasic dialect re-
quired by the ADwin hardware system. This dialect provides
a fairly high-level interface to the data acquisition and out-
put cards. It is cross-compiled on a PC, resulting in an ARM
binary that can run on the real-time core of the ADwin hard-
ware. The core task of the real-time process is the continuous
evaluation of Equation (7) for each second-order filter section.
Running at a fixed sampling rate of 200 kHz, the platform sup-
ports eight concurrently running loops, each with five indi-
vidually configurable second-order sections for a total of 40
sections.
Each sampling interval starts by reading in the current volt-
age levels at all input channels simultaneously. For each chan-
nel, a settable offset and gain are applied to the converted input
values before the second-order sections are calculated. Each
channel’s inputs and outputs can be disabled if not used. Fi-
nally, the analog-to-digital converters are pre-populated with
the resulting values and scheduled for automatic conversion
at the beginning of each sampling interval. This way, tim-
ing jitter because of varying calculation time during each it-
eration is minimized. For one output channel at a time, the
real-time process can also provide a triangular ramp with user-
selectable frequency and amplitude. Several bit-flags control
the status of each loop, such as whether specific second-order
sections and inputs/outputs are enabled. These bit-flags, to-
gether with filter coefficients and ramp settings, can be set via
the network interface. In addition, a subset of input and output
channels are streamed via the network connection, for moni-
toring and recording.
On the computer-side, our Python software NQontrol
connects to the ADwin system and provides a high-level in-
terface. For example, programming the first control loop to
act as an integrator with a corner frequency of 5 kHz, then en-
abling the output and producing a triangular ramp with 30 Hz
frequency is achieved with the following code sample. It will
also open a plotting window on the computer, which will show
a live update of the voltages appearing at the inputs and out-
puts.
device = ServoDevice(1)
s = device.servo(1)
s.ServoDesign.integrator(5e3)
s.applyServoDesign()
s.outputSw = True
s.enableRamp(frequency=30)
s.realtimePlot()
We implemented the filter design part in continuous Fourier
space, as this is the representation that probably most common
and familiar to physicists. Before the filters can be uploaded
into the real-time platform, they are automatically converted
into their discrete form. NQontrol has helper functions for
creating sequences of filters with up to second order in pole-
zero representation, such as integrators, differentiators, low-
pass filters and notch filters. It will show a Bode plot rep-
resentation of the filters’ combined transfer function and can
apply the filter to a (measured) transfer function of the plant,
i.e. the system that is to be controlled. This allows for a quick
iteration in optimizing a set of filters for the individual control
task. On top of the Python interface, we have created a web-
based, responsive GUI using the Dash framework12, provid-
ing an even higher-level interaction with the real-time control
system. Through this GUI, no programming knowledge is re-
quired to use the control platform, further lowering the entry
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FIG. 2. Bode plot showing the frequency response analysis for our
test system. Below 10kHz the response is rather flat, but at higher
frequencies the system possesses dispersion-shaped mechanical res-
onances. Their associated phase delay makes it practically impossi-
ble to achieve stable control beyond 10 kHz and limits the achievable
control bandwidth to several kHz.
barrier to digital control in physics experiments.
IV. PERFORMANCE
Our digital feedback control system should have a compa-
rable performance to an analog implementation to be an ade-
quate replacement. Important performance characteristics of a
control system are robustness, noise suppression and recovery
time from an external disturbance. To make those measure-
ments, we built an optical cavity test system, which is a typical
application for feedback control in quantum optics. This test
system was then controlled with the digital control implemen-
tation presented here. We also implemented a conventional
control loop with analog electronics (operational amplifiers
and discrete components) based on a design that has been in
use in our group for many years. The performance of our dig-
ital and analog control systems was then compared.
A. Test system
We used a triangular optical ring-cavity13 for the perfor-
mance tests. The cavity had a round-trip length of 42 cm and
a Finesse of about 1000, leading to a FWHM linewidth of
roughly 700 kHz. One of the cavity mirrors was mounted on
a piezo actuator which could be driven with 0 . . .30V for pre-
cise adjustment of the round-trip length. An error signal for
keeping the cavity on resonance was obtained via the Pound-
Drever-Hall (PDH) method14. Figure 2 shows the frequency
response of the system locked by NQontrol.
Using the frequency response analysis we designed a com-
bination of control filters that together provide high gain at
low frequencies and cross the unity-gain point (0 dB) with a
phase margin of more than 45° to the phase delay of 180°
which would lead to an amplification of disturbances. The
unity-gain frequency should be as high as possible and at
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FIG. 3. Bode plot of the designed filters for controlling our test sys-
tem (blue) and the designed filters applied to the measured frequency
response analysis (FRA) of the system (red). This design achieves a
4.5 kHz control bandwidth (unity-gain crossing) with a phase mar-
gin of 45°. The unity-gain level and−135° phase delay are indicated
with the dashed grey lines.
higher frequencies the gain should stay well below 0 dB to
avoid an unstable, oscillating system. Using those base as-
sumptions, the filter design was tested on the real cavity and
has been further optimized for low amplitude noise behind the
cavity. The resulting filter design and a combination with the
system response can be seen in figure 3 and the values in ta-
ble I.
Because of the additional phase delay from the digital feed-
back loop, the chosen filter values were not the same for the
analog and digital implementation, but optimized for each
case.
B. Comparing implementation performance
A control system can be characterized by its response to
an external disturbance, e.g. by a step-like change in one of
the system parameters. The time it takes for the control sys-
tem to reach the set point again, and whether it is prone to
overshooting and oscillating around the set point then deter-
mines the quality of the feedback. In our cavity test setup, we
implemented such a step response by adding a 100 mV step
TABLE I. Filter design values used for controlling our optical cav-
ity test system, with corner frequencies and quality factors, where
applicable.
implementation filters
digital integrator 100Hz
integrator 10kHz
2nd-order lowpass 9kHz,Q = 1
2nd-order notch 11.1kHz, Q = 1
analog integrator 100Hz
integrator 4kHz
2nd-order lowpass 9kHz,Q = .707
2nd-order notch 11kHz, Q = 1.5
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FIG. 4. Step response of digital and analog control implementation
to a 100 mV step in piezo voltage occurring at t = 0s. Both systems
settled back to nominal transmitted power after less than 1 ms.
onto the voltage to the piezo element. Measuring the power in
transmission of the cavity, this caused a drop down to about
20 % of the transmission compared to the value on resonance.
The response to this step for both the analog and digital im-
plementation is depicted in figure 4. Both controllers were
able to cope with the disturbance and the system settled again
within less than 1 ms.
Another key characteristic of a good control system is noise
on the controlled quantity, i.e. how well external disturbances
are reduced, and how little additional noise is introduced by
the control and sensing system itself. In our case, a good (out-
of-loop) noise figure was the amplitude noise on the trans-
mitted light through the cavity, expressed as relative intensity
noise RIN = ∆P/P. For an ideal, noiseless control loop, this
amplitude noise would have equaled the amplitude noise on
the laser light before it entered the cavity. This is the base-
line measurement indicated in figure 5 as laser noise. Envi-
ronmental noise (acoustic noise and cross-coupling of laser
phase noise), control noise (from electronics and the piezo el-
ement) and sensing noise (from the PDH photodiode) added
onto this baseline, resulting in the noise measurement after
the cavity. We compared the noise level obtained with our
conventional analog control circuit with the digital system
and obtained similar results. At frequencies below around
5 kHz, both control implementations were most likely limited
by sensing noise, as evidenced by the fact that further increas-
ing the gain actually increased the noise level. Above 5 kHz,
the digital control implementation was less noisy. This might
be explained by a slightly detuned notch filter in the analog
implementation, because of component tolerances and their
temperature drift. Here, the flexibility and quick turn-around
time of filter adjustments in the digital control system came
to full strength. More importantly, however, we were able to
show that the digital control system did not introduce addi-
tional noise from the analog-digital-analog conversion steps
and is therefore a suitable replacement for analog controllers
in the feedback control tasks of our experiments in quantum
optics.
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FIG. 5. Measurement comparing the relative intensity noise (RIN)
levels of digital and analog implementation for our test setup. For
all measurements, the same light power was detected (Upd = 6.13V,
equivalent to about 1.4 mW). At the measurement frequencies, the
laser was not shot-noise limited. Photodiode dark noise was at least
one order of magnitude below the measured values and thus not sub-
tracted.
V. CONCLUSION AND OUTLOOK
We have developed and tested an open-source control plat-
form, based on commercially available hardware and with
the aim of providing a flexible, high-performance control so-
lution for experiments in quantum optics. Supporting eight
simultaneously active control loops with a sampling rate of
200 kHz, we believe our solution can cover a wide range of
control tasks. Building on high-quality, long-term supported
hardware components, we demonstrated that our system can
reach comparable performance to more conventional, analog
circuitry. Both real-time code and the interface code has been
made available as open source, such that interested parties can
adapt the system to their needs and integrate it into existing
lab environments and control infrastructures. We actively en-
courage participation and code contribution to further main-
tain and advance the system.
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