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W h e n  interpret ing three-dimensional  spatial  relationships presented o n  a t w  ensional  display 
surface,  the viewer is  required t o  men ta l l y  reconstruct  the original informatzc n. T h i s  reconstruc-  
t i o n  i s  i n f luenced  by both the perspective geome t ry  of the displayed image and  the  viewer’s eye 
pos i t i on  relative t o  the display.  In a s tudy  which manipulated these variables, subjects  j udged  the 
az imu th  direct ion of a target object relative t o  a reference object f ixed in the center  of a perspec- 
t ive  display.  T h e  resul ts  support  a previously developed mode l  which predicted tha t  t he  a z i m u t h  
judgemen t  error would be a sinusoidal f unc t ion  of s tzmulus az imu th .  T h e  ampli tude of t h i s  f unc -  
t i o n  was correct ly  predicted t o  b e  systematzcally modulated by both the perspect ive  geome t ry  o f  
the image and  the  viewer’s eye posi t ion relatzve t o  the screen.  l n t e rac t ion  of the  t w o  c o m p o n e n t s  
o f  our model ,  t he  vir tual  space effect and the 9D-to-2D project ion effect ,  predicted the  relative 
ampli tudes of t he  sinusoidal a z imu th  error func t ions  f o r  the various condi t ions of the  exper imen t .  
M e a n  a z i m u t h  j u d g e m e n t s  in some  direct ions dif fered by as m u c h  as 25 degrees as a resul t  o f  dif- 
f e ren t  combina t ions  of eye pos i t i on  and  image geome t ry .  O u r  results i l lustrate the need t o  con- 
sider the ef fects  of perspective geome t ry  when  designing spatial i n format ion  instruments’  and  
show our  mode l  t o  be a reliable predictor  of average per formance .  
1NTR.ODUCTION 
A n  import.ant result of the diffusion of com- 
puter technology into aerospace applications is a 
growing interest in new display methods (Getty, 
1982; Jauer and Quinn, 1982; Roscoe, Cor1 and 
Jensen. 1981; Warner, 1979) .  Imaginative air- 
brushed artists‘ concept.ions of proposed pictorial 
displays which are to replace t h e  instument 
panels of futuristic aircraft and spacecraft are 
increasingly common in industry publications. 
Some researchers have even proposed tha t  the 
traditional distinction between the outside scene 
and the panel instruments be replaced with a vir- 
tual scene tha t  int,egrates information in a new, 
more interpretable format,  one which can be spa- 
tially configured in any desired fashion. 
Whether these proposals can be 
transformed into practical flight instruments 
remains to  be demonstrated, of course. The  task 
will require tha t  the design of spatial information 
displays be based on human performance meas- 
ures, so tha t  the advertised improvement in 
interpretability is achieved. 
Many information transfer questions are 
raised by spatial displays, and we have 
attempted to address a question raised in our 
work on airborne traffic displays. As par t  of a 
IUASAIFAA study of airborne traffic display for- 
mats.  McGreevy and Ellis developed a perspec- 
tive format which was shown t o  be superior to 
planview formats for separation maintainence 
tasks (Ellis, McGreevy, and Hitchcock, 1984) .  
What  was not clear at  the  time, however, was 
whether the particular perspective parameters we 
had used in our research display were optimal for 
accurate spatial information transfer. 
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In a n  exploratory study of direction judge- 
ments in similar perspective displays, we found 
that azimuth error is a sinusoidal function of 
azimuth direction, and that the amplitude of the 
sinusoid is modulated b j  the perspective of the 
image. From these results. we proposed a model 
which seemed to  be able to account for the 
sinusoids. Tha t  model was tested in the experi- 
ment described in this paper. 
In this experiment, w e  tested conditions 
tha t  included some k h  are similar t o  those in 
the previous exper as well as some that are 
very different. In particular, we made predic- 
tions based on our model for conditions in which 
one component of our model was literally turned 
upside down. T h e  results. even in these condi- 
tions. confirm the model. 
Our model consists of two components, the  
virtual space effect and the  3D-to-2D projection 
effect. These are mathematical functions which 
represent suspected influences on direction judge- 
ments. They are derived from a combination of 
image geometry. viewing geometry, and some 
proposed interpretive behaviors. The  3D-to-2D 
projection effect arises from reasonable expecta- 
tion that the judged magnitude of an  angle dep- 
icted in a 3D scene will be influenced by the  
magnitude of the 2D projection of t ha t  angle in 
the perspective image. The  virtual space effect is 
the result of a hypothesized interpretive behavior 
in which observers of perspective images assume 
tha t  the geometry of the depicted space is like 
tha t  seen through a window. If, however, the eye 
of the observer is not at the  geometrically correct 
point, this assumption will lead to  predictable 
errors The  two effects comprising the model are 
described in detail in  McGreevy and Ellis (1985). 
Using our  model, we have predicted how the 
visual angle subtended by a pictorial display 
screen and the geometric field of view of the 
displayed image influence direction judgements 
within the displayed scene. 
METHOD 
S u b j e c t s  
Twelve male commercial pilots ranging in 
age from 29 to  62 served as subjects. Their flight 
experience varied from 8 t o  45 years. Subjects 
were obtained through the  NASA Ames Research 
Center subject pool and were paid for their parti- 
cipation. 
Apparatus and Stimuli 
The stimulus images were slides of com- 
puter generated perspective scenes which were 
rear-projected onto a large screen (104 cm 
square). These images were abstracted from a 
spatial display format (Figure 1) that has been 
developed and used in air traffic display research 
studies at NASA Ames (McGreevy, 1982; 
McGreevy , 1983; Ellis, et al.. 1984; McGreevy 
and Ellis, 1985). Stimulus scenes consisted of a 
grid plane and two cubes. The "reference cube" 
always appeared in the center of the display 
while the "target cube" was displayed a t  various 
positions around the reference cube. The  target 
cube was always at the same altitude as the 
reference cube. and lines connected each cube to  
the grid, as shown in Figure 2. Ninety-six dif- 
ferent perspective images were used in the experi- 
ment: for each of four image geometries, the  tar- 
get cube was depicted in twenty-four different 
azimuth directions. 
The perspective scenes were photographed 
directly from an  Evans & Sutherland Picture Sys- 
tem monitor. A Kodak carousel slide projector 
was used to project the images onto the screen 
which was positioned a t  various distances directly 
in  front of the subject. An adjustable chair and 
chinrest kept the  subject's central line of sight 
fixed a t  the center of the screen while allowing 
the subject 60 sit in a comfortable position. Sub- 
jects responded by using a stylus and digitizer 
pad to manipulate an angle indicator dial which 
appeared o n  a computer graphics display next to 
the  projection screen. Programs to generate the  
dial image and record subjects' judgements ran  
on a PDP-11/40 computer under the RSX-11M 
operating system. 
Design 
The experiment utilized a fully crossed, 
within subjects design. Each subject was 
presented with a total of 384 stimulus images, 
viewing 96 images from each of four different dis- 
tances (194, 90, 52, and 30 cm). The  96 images 
consisted of 24 scenes, each of which was calcu- 
lated with four different geometric fields of view 
( 3 0 " ,  B O " ,  g o " ,  and 1 2 0 " ) .  Each of the  24 
images depicted the target cube in one of 24 
azimuth directions. This design allowed each 
subject to view depictions of 24 different direc- 
tional stimuli under 16 combinations of image 
geometry and viewing distance, so that the  
viewer made direction judgements while his 
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eyepoint was at  four different positions relative 
t,o four different geometric station points. 
Figure 3 shows all sixteen eye 
point,, geometric station point relationships. T h e  
station point is at, the apex of each of the four 
triangles whose base is the screen, and is defined 
as the point through which all projectors pass. It 
is the ma.thematica1 analog of a pinhole lens, 
through which all imaged light rays pass. The  
angle at the apex is the geometric field of view, 
which we also refer to as the geometric FOV, and 
is encoded in the figures as g30, for example, t o  
label the case of a geometric field of view of 30 ' .  
The visual subtense of the screen as seen from 
the eye position is the eye field of view, or eye 
FOV, and is labelled in the diagrams as e30, etc. 
Figure 4 is a three-dimensional figure which 
shows the  geometry of a 3D scene and 
corresponding 2D stimulus image, which is simi- 
lar to the geometries used in this experiment. 
Each triangle of Figure 3 represents a top-view of 
the tip of a frustrum like that, in Figure 4, which 
is a geometric analog of the cone of vision. 
Target cube direction was reported in terms 
of the azimuth angle between the zero azimulh 
axis and the bearing of the target cube (see Fig- 
ure 2). Judgement error was defined as the 
difference between the  actual 3D angle depicted 
in the display and the  judged angle. A positive 
azimuth error represents a clockwise (CW) error, 
where the response is clockwise in azimuth rela- 
tive to  the stimulus. For example, a positive 
error of 10" would result if a stimulus at 60' 
resulted in a response of 7 0 " .  A negative 
azimuth error represents a counterclockwise 
error. 
Procedure 
Each subject received instructions and was 
shown how to  operate the equipment for record- 
ing judgements. Several practice trials were 
administered to ensure tha t  the subject under- 
stood the  task completely. The  subject wore an 
eye patch over his non-dominant eye and made 
judgements while his chin was positioned in the 
chinrest, allowing control over the position of the 
subject's eye. T o  reduce extreme angles of eye 
movement and possible strain, the subject was 
allowed to swivel his head in the chinrest when 
looking from the screen to the angle indicator 
dial. 
The  task consisted of viewing a stimulus 
scene. manipulating the angle in the angle indica- 
t,or dial until the subject felt it best represented 
the angle between t h e  two cubes in t,he stimulus 
scene. and then activating a switch to record the 
judgement. lmmediakly after the judgement, 
was recorded. the subject was presented with the 
next trial. The subject received no feedback con- 
cerning the accuracy of his judgements. 
The  experiment, was comprised of 16 blocks 
of 24 trials. Stimulus scenes were randomly 
assigned to blocks and the order in which the  
blocks were viewed was randomized and counter- 
balanced for each subject. After a subject com- 
pleted a block of trials, the screen was moved to 
a different distance. This allowed the subject a 
short rest period and helped prevent eye fatigue 
at the closer screen distances. At the  halfway 
point of the experiment a longer rest break was 
provided. Total  time for the experiment was 
approximately three and one-half hours. 
RESULTS 
The ANOVA results indicate tha t  the 
three-way interaction of stimulus azimuth, 
geometric field of view, and eye field of view is 
statistically significant (F=2.051; df=207,2277; 
p<0.0005). Thus.  t h e  sixteen plots of the means 
which correspond to the sixteen field of view con- 
ditions of the experiment (Figure 5a) are signifi- 
cantly dissimilar. Based on results of a pre\ '1OUS ' 
experiment (McGreevy and Ellis, 1984; 
McGreevy and Ellis, 1985), we had applied the 
2D effect and virtual space effect to predict the 
nature of the individual plots of the  azimuth 
error means which comprise the three-way 
interaction. The discussion section contains a 
detailed comparison of the predictions and 
results. 
The  two-way interactions, which are aver- 
ages across either eye FOV or geometric FOV,  
are less useful for validating the  model, but give 
insight into performance which is common to  a 
particular class of conditions. T h e  two-way 
interaction of geometric FOV and stimulus 
azimuth (Figure 5b) is significant (F=18.257; 
df=69,759; p<0.0005). The  two-way interaction 
of eye FOV and stimulus azimuth (Figure 5c) is 
also significant (F=6.790; df=69,759; p<0.0005). 
The  so-called main effect of azimuth, which 
is an  average across both eye FOV and geometric 
FOV, is even less useful in terms of the model, 
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and is included only for completeness. The  main 
effect of azimuth (Figure 5d) is significant 
(F=2.84 7: df=23,253; p=0.0005). 
DISCUSSION 
Error Function Equations 
The plots of the three-way int,eraction of 
stimulus azimut,h, geometric field of view, and 
eye field of view are distinctly sinusoidal. I t  is 
useful t.0 fit. analytic functions t,o the raw d a t a  so 
that the trends among the conditions of the 
experiment, as seen in the three-way int,eraction, 
may be described quantit,atively. 
In order to obtain an estimate of the shapes 
of t h e  analytic functions. we fit polynomials of 
various degrees to the raw error da t a  for each of 
the sixteen conditions of the experiment,. The  
squared error of fit was reduced significantly for 
polynomials of degree greater than  five, and poly- 
nomials of degree six to  nine produced nearly 
identical plots. We used t,he shape of each sixth 
order polynomial to  obt.ain estimates of the coef- 
ficients of a function consisting of a sine curve 
plus a line. These coefficients include the amplj- 
tude,  frequency, and phase shift of the sine curve 
and the slope and intercept of the line. The  
estimated equat,ions were input to a BMDPAR 
program (derivative-free non-linear regression) 
which adjusted the coefficients to obtain the 
"sine plus line" function for each condition which 
minimized the sum of the squared error of fit, to 
the raw da ta .  
The  coefficients are shown in Tables 1-5 
and are plott,ed next to each table, and the equa- 
t,ions are shown in Table 6. Figure 6a shows the 
plots of the fitted analytic functions compared 
with the plots of the three-way interaction. 
The  amplitmdes of the fitted sinusoidal 
azimuth error functions vary systematically 
among the conditions of the experiment (Table 
1) .  For example, the average amplitude of the 
sinusoidal error is 12.34 ' when the image has a 
narrow geometric FOV of 30 (g30) and it is 
viewed such that it subtends a very wide visual 
angle of 120"  (e120). At the other extreme, the 
average amplitude of the  sinusoidal error is 
-6.72 when the image has a very wide geometric 
FOV of 120 (g120) and i t  is viewed such tha t  it 
subtends a narrow visual angle of 30 ' (e30). 
Notice tha t  the minimum amplitudes of 
error are not obtained in those cases where the 
eye is at the station point (ie. when the eye FOV 
equals the geometric FOV). For example, when 
the  eye FOY is 30 (e30), the minimum ampli- 
t8ude among conditions tested is obtained with a 
geometric FOV of 60" (g60). This agrees with 
results of our previous experiment (Mc.Greevy 
and Ellis. 1984; McGreevy and Ellis, 1985). 
T h p  angular freqency and phase shift, of 
the sinusoidal azimuth error functions determine 
the azimuth directions which will be the peaks 
and valleys of the error functions. The  frequency 
coefficients, Table 2, seem to be randomly scat- 
tered close to  a value of 2.00 cycles of error func- 
tion per 360" of target azimuth direction, for 
most conditions of the experiment. 
In order to compare the phase shifts of 
functions with negative amplitudes with those 
whose functions have positive amplitudes, a -90 O 
shift is added to the those phase shifts whose 
functions have negative amplitudes. This adjust- 
ment, assumes a frequency of 2.00 cycles per 360 ' 
of target, azimuth direction. Both the adjusted 
and unadjusted values are shown in Table 3. 
Phase shift shows a distinct pattern among the  
conditions of the experiment. In general, the 
error functions are shifted i n  the positive azimuth 
direction (clockwise) for the 30 geometric FOV 
(g30) , and increasingly counterclockwise for the 
wider geometric fields of view. The  effect is most 
pronounced for the eye FOV of 3 0 "  (e30). T h e  
effect, decreases and shifts t o  the positive direc- 
tion as eye FOV increases. 
The  slope of the linear component of the  
sinusoidal azimuth error function is near zero for 
all but the case of a geometric FOV of 30" (g30). 
In this case, the slope becomes more negative as 
the eye FOV increases. This can also be seen in 
the four curves of the  g30 case in Figure 6a. The  
intercept is greatest, for all geometric fields of 
view, when the eye FOV is 30"  (e30) and least 
for the eye FOV of 120"  (e120). Note that in 
cases where the slope is zero, which is approxi- 
mately true for all but the g30 case, the  intercept 
is just a 'vertical' offset of the sinusoidal azimuth 
error function away from the zero error line. 
SD-to-2D Projection Effect 
The 3D-to-2D effect, or 2D effect for short, 
is a geometrical relationship which, we believe, 
influences viewers of 2D perspective images when 
they make angular judgements concerning the  
displayed 3D space. The magnitude of the effect, 
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for a given angle, is equal to the difference 
between the 2D angle on the image plane, and 
the 3D angle it represents. The effect is a func- 
tion of image geometry, and when the plane of 
the angle is constant relative to  the image plane, 
it varies in  magnitude as a function of the size of 
the angle and the geometric field of view. These 
functions are shown in Figure 6b, for the  condi- 
tions and image geometry of this experiment. as 
dashed lines. Note that the magnitude of the 
effect, for a given geometric FOV, is the same for 
all eye fields of view, and that the effect is 
strongest where the geometric FOV is smallest. 
Virtual Space Effect 
The virtual space effect is a geometrical 
relationship which is based on a suspected inter- 
pretive behavior. We have proposed (McGreevy 
and Ellis, 1984; McGreevy and Ellis, 1985) that 
viewers of perspective images make what we call 
the "window assumption." assuming that they 
are a t  the station point. and tha t  they then dis- 
tort the 3D space, creating a virtual 3D space, t o  
conform to that assumption. The magnitude of 
the effect, for a given angle, is equal to the differ- 
ence between the virtual 3D angle and the actual 
3D angle. It is a function of t h e  same image 
parameters as the 2D effect. and is also a func- 
tion of the angular difference between the eye 
FOV and the geometric FOV of the image. 
Thus,  there is no virtual space effect when the 
eye is a t  the station point, and the effect 
increases in magnitude as the distance between 
the eye and station point increases. The virtual 
space effect functions for the conditions and 
image geometry of this experiment are shown as 
solid lines in Figure 6b. 
Combined Influence of the Two Effects 
When the eye is closer to the screen than 
the station point, as when the eye FOV is greater 
than the geometric FOV, the virtual space effect 
and the 2D effect exert influences in the same 
direction. In this case, we say tha t  the two 
effects are in conjunction, and that the virtual 
space effect is conjunctive with the 2D effect. 
When the eye is farther from the screen 
than the station point, as when the eye FOV is 
less than  the geometric FOV,  the virtual space 
effect, and 2D effect exert influences in opposite 
directions. In this case, we say tha t  the two 
effects are in opposition, and tha t  the virtual 
space effect is opposing the 2D effect. 
Since there is no virtual space effect when 
the eye is a t  the station point, only the 2D effect 
is influential in these cases (according to our 
current model). 
Predictions Confirmed 
We predicted tha t  the azimuth error func- 
tions would be sinusoidal, since the 2D effect and 
virtual space effect are sinusoidal, and this was 
borne out by the results of this experiment. The  
angular frequency of the error function was 
expected to be about 2 cycles of error per 360 O 
of stimulus azimuth: since this is the frequency of 
t h e  modelled effects. and this, too, was supported 
by the results. The amplitudes of the sinusoidal 
azimuth error functions were found to  agree in 
great detail with those predicted by the  expected 
interplay of the 2D effect and virtual space effect. 
The following discussion relates information 
in three figures, Figure 3, in which the eye posi- 
tions and geometric station points are graphically 
depicted and the predicted influences are expli- 
citly noted; Figure 6a, which has the plots of the 
mean errors comprising the three-way interaction 
of stimulus azimut,h, geometric field of view, and 
eye field of view, as well as the fitted sinusoidal 
error functions; and Figure 6b. with the virtual 
space effect and 2D effect functions which predict 
the azimuth error. Note that all three of these 
figures are in the same spatial format so tha t ,  for 
example, the upper right element in each of the 
figures represents the condition where the 
geometric field of view is 30 ' and the eye field of 
view is 120 O .  
Eye FOV = 30 
The four conditions in which the eye FOV 
was 30 ' (e30) involved geometric fields of view 
of 3 0 "  (g30), 6 0 "  (g60), 9 0 "  (g90), and 120"  
(g120). This set of conditions is quite similar t o  
tha t  used in our previous experiment, where the 
geometric fields of view were the same and the 
eye field of view was 18 ' ;  the results confirm 
those of the previous study. The  amplitude of 
the error function is large and positive (6.82" 
error) when both the eye FOV and the geometric 
FOV are 3 0 "  (e30,g30), since the 2D effect is 
strong and the virtual space effect is zero. As the 
geometric FOV increases, the amplitude 
decreases, then reverses in sign, and then 
increases in the negative direction since the 2D 
effect becomes weaker and is gradually overcome 
by the increasing strength of the opposing virtual 
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space effect. Finally, when the geometric FOV 
reaches 120 (g120), with the eye FOV still 30 O 
(e30), t h e  amplitude of the error function reaches 
i ts  largest negative value (-6.72 O error), since the 
2D effect is weakest and the opposing virtual 
space effect is strongest in this condition. 
Eye FOV = 120 O 
error) of the sinusoidal error function occurs, as 
predicted, when the geometric FOV is 30 ' (g30) 
and the eye FOV is 120"  (e120), since both the  
the 2D effect and the conjunctive virtual space 
effect are a t  their strongest. As the geometric 
FOV increases, with the eye FOV still 1 2 0 " ,  the 
amplitude of the error function decreases since 
both the 2D effect and the conjunctive virtual 
space effect become weaker. Finally, when the 
geometric FOV reaches 120 ' (g120), with the 
eye FOV still 120" (e120), the amplitude is very 
small (1.97 error) since the virtual space effect 
is zero and the  2D effect is a t  its weakest. 
The largest positive amplitude (12.34 
Geometric FOV = 30 O 
In the set of conditions for which the 
geometric FOV is 3 0 "  (g30) and the eye FOV 
has values of 30' (e30). 60" (e60), 90"  (ego), 
and 120 '  (e120). the 2D effect is a t  its strongest. 
Error amplitude changes from a large positive 
value (6.82 ' error) when the eye FOV is 30 
(e30), to a very large positive value (12.34' 
error) when the eye FOV is 1 2 0 " .  This is as 
predicted. since the increasingly strong conjunc- 
tive virtual space effect adds its influence to the 
already strong 2D effect. 
Geometric FOV = 120 ' 
In the set of conditions for which the 
geometric FOV is 120"  (g120) and khe eye FOV 
has values of 3 0 "  (e30), 60" (e60), 90" (ego), 
and 120"  (e120), t,he 2D effect is at its weakest. 
Error amplitude diminishes from a large negative 
value (-6.72 O error) when the eye FOV is 3 0 "  
(eSO), t o  a small value (1.97" error) when the 
eye FOV is 120 O .  This is as predicted, since the 
gradually weakening magnitude of the opposing 
virtual space effect adds its influence to  the weak 
2D effect. 
Eye FOV = Geometric FOV 
In the four conditions where the eye FOV is 
the same as the geometric FOV the eye is 
positioned a t  the station point. For this reason, 
the virtual space effect is zero and only the  2D 
effect is influential. The  largest error amplitude 
occurs when eye FOV and geometric FOV are 
both 30 since the 2D effect is strong when the  
geometric FOV is 3 0 " .  As both the geometric 
and the eye fields of view increase to  1 2 0 " ,  the  
error amplitude decreases since the 2D effect 
becomes weaker as the geometric F O V  
approaches 120 O .  
Other Issues 
In the two cases where the magnitudes of 
the opposing virtual space effect and the 2D 
effect are nearly identical, the greater strength of 
the 2D effect overcomes the opposition. These 
two conditions are those where the geometric 
F O V  is 6 0 "  and the eye FOV is 3 0 "  (g60,e30) 
and where the geometric FOV is 90 and the  eye 
FOV is 6 0 "  (g90,e60). 
In our previous experiment, we found tha t  
the 2D and virtual space effect functions better 
matched the error d a t a  when they were both 
shifted counter-clockwise 22 ' . We suspected 
that this was caused by the fact that  our zero 
azimuth axis. from which 3D azimuth judge- 
ments were measured. was rotated 22 ' counter- 
clockwise from straight ahead into the depicted 
scene. For tha t  reason, we tried the opposite 
rotation i n  this experiment, and correctly 
predicted that the 2D and virtual space effect 
functions would best represent expected errors if 
they were correspondingly shift,ed 22 a clockwise. 
This is how t h e  two effects are plotted in Figure 
6a. 
Exceptions 
While all of the predictions above apply to 
variations in the amplitude of the error function, 
no prediction was made regarding the optimum 
combination of the 2D effect and the virtual 
space effect. We have assumed, based on previ- 
ous experimental results, that  the two effects 
have positive weights, and tha t  they are additive 
in some sense. I t  would appear tha t  the relative 
weights of the two effects vary with stimulus 
azimuth. For example, in the condition where 
the geometric FOV is 30"  and the eye F O V  is 
120" (see Figure 6 ) ,  we correctly predicted tha t  
the t w o  effects would combine to  produce a 
sinusoidal error function with a large amplitude, 
but it is clear that, the varying amplitude of the  
virtual space effect is not reflected in the da t a .  
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SUMMARY 
Pictorial spatial instruments will continue 
to emerge in aerospace applications. Advanced 
computational and display technology will pro- 
vide a tabula ru6u for display designers with great 
potential for improvement in human-machine 
interaction. This great freedom, however, creates 
new and more difficult questions about informa- 
tion transfer. As more onboard systems are 
automated, mission operators will require a dif- 
ferent class of instruments than those tradition- 
ally4 used, in order to maintain overall situa- 
tional awareness in complex and dynamic opera- 
tional environments. 
Our work in airborne traffic display 
research led us to study spatial information 
transfer issues related to  the use of perspective 
display formats. In particular. we have studied 
how within-display-space direction judgements 
are affected by perspective geometry. We 
discovered that azimuth error is a sinusoidal 
function of stimulus azimuth and that the ampli- 
tude of the error function is modulated by the 
perspective of the image and the viewer’s eye 
position relative to the display. To explain this 
result, we have developed a model which com- 
bines virtual space and 3D-to-2D projection 
effects. In this experiment, the model has been 
shown to be a reliable predictor of the amplitude 
of the error function under a wide variety of 
image geometries and viewing conditions. 
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Figure 1. A perspective display of air traffic for the cockpit with ownship 
shown at the center of the  image. 
AHEAD 
BEHIND 
Figure 2. Diagram of a typical stimulus image. Bold axis lines: dashed line, 
angle arc, and text were not included in actual stimulus images. Response 
dial appeared on a separate screen. 
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a t  station point , I eye positions 
(zero VSE) \ A 
f \  































VSE and 2DE \ 
are in opposition \ 
\ 
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- VSE and 2DE 







with distance from 
station point 
KEY 
VSE - virtual space effect 
2DE ~ 2-dimensional effect 
gi - visual angle of screen from 
ej - visual angle of screen from 
given station point (i=S0,SO79O,120) 
given eye position (j=S0,60,90,120) 
Figure 3. 
geometric fields of view and shown relative to the screen (drawn to scale). 
Conditions of the experiment: eye positions are crossed with 
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,-- VISIBLE PART 
Figure 4.  Example stimulus geometry showing relationship between 3D 
information and 2D projection. 
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e30 e60 e90 e120 b) e(avg) 
g120 
KEY 
Q 3  $2 Q 1 Q 4  
a) Three-way interaction of eye field of view, 25 
geometric field of view, and stimulus azimuth 
b) Two-way interaction of geometric field of judgement 0 
view and stimulus azimuth error 
azimuth 
1 :Zr c )  Two-way interaction of eye field of view (deg.1 -25  
-180 0 180 and stimulus azimuth 
d) Main effect of stimulus azimuth I stimulus azimuth (de&) 
FiFure 5 .  Average azimuth judgement error as a function of stimulus 
azimuth for the various perspective and viewing conditions of the experi- 
ment. Quadrants labelled in key correspond to those in Figure 2. 
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Figure G a .  Mean aziinuth error and fitted functions. Note that errors at A 
and B differ by about 25  degrees. 
e30 e60 e90 e120 













Figure Gb. Virtual space effect aiid 3D-to-2D projection effect difference 
functioiis for conditioiis of the experiment. 
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I I I I 
e30 e60 e90 e l 2 0  
6.82 6.15 7.28 12.34 
2.01 3.23 5.30 5.72 
-4.06 1.41 1.73 2.72 
-6.72 -5.45 -4.25 1.97 





e30 e60 e90 e120 
2 .OG 2.01 2.11 2.09 
1.80 2.00 1.77 2.03 
2.26 1.90 2.19 1.79 
2.08 2.04 2.07 1.59 
Table 1. Amplitude. 





-13.46 -3.04 23.61 38.85 
-44.92 -23.43 -24.06 23.09 
30.83 -101.07 -43.37 -13.06 
(-59.17) 
12.38 12.95 23.66 -17.98 
(-77.62) (-77.05) (-66.34) 
Table 2. Frequency. 
FOV 1 e30 e60 e90 e120 
Table 3. Phase shift. 
FOV I e30 e60 e90 e120 
* Numbers  in parentheses and  dashed graph  lines represent alternative phase shift values for 
conditions in which negative amplitude values were obtained (See ampli tude table). These 
alternative values a re  provided t o  facilitate coniparison between phase shift values. 
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I I I I 
e30 e60 e90 e120 
0.0036 -0.0066 -0.0240 -0.0294 
-0.0025 -0.0022 -0.0087 -0.0052 
0.0027 0.0030 -0.0053 -0.0050 






Table 5 .  Intercept. 5  
e30 e60 e90 e120 
1.95 1.14 1.37 0.08 
3.31 2.04 0.71 0.87 
4.25 2.33 2.35 0.86 
3.06 2.39 1.79 1.38 
-1 I I I I I 
e30 e60 e90 e120 
Table 6. Sinusoidal azimuth error functions for all eye point/geometric sta- 
tion point conditions. 8 = stimulus azimuth. 
f ( g  30,e 30,8 ) = 6.82 sin(2.068 - 13.46) + 0.00368 + 1.95 
f ( g  30,e 6 0 , s )  = 6.15 sin(2.018 - 3.04) - 0.00668 3- 1.14 
f (g30,e  90!8) = 7.28 sin(2.118 + 23.61) - 0.02408 + 1.37 
f ( g  30,e l20,8)  = 12.24 sin(2.098 + 38.85) - 0.02948 + 0.08 
f (g60,e  30!8) = 2.01 sin(1.808 - 44.92) - 0.00258 + 3.31 
f ( g  60:e 60,8 ) = 3.23 sin(2.008 - 23.43) - 0.00228 + 2.04 
f (g60,e 90,s) = 5.30 sin(1.758 - 24.06) - 0.00878 + 0.71 
f (g60,e 120,8) = 5.72 sin(2.038 -+ 23.09) - 0.00528 + 0.87 
f (g90,e  30,8) = -4.06 sin(2.268 + 30.83) + 0.00278 + 4.25 
f (g90,e  60,B) 1.41 sin(1.908 - 101.07) + 0.00308 + 2.33 
f ( g  90,e 90,B) = 1.73 sin(2.198 - 43.37) - 0.00538 + 2.35 
f (g90,e  120,8) = 2.72 sin(1.798 - 13.06) - 0.00508 i 0.86 
= 
f ( g  120,e 30,8) = -6.72 sin(2.018 + 12.38) - 0.00288 + 3.01 
f ( g  120,e 60,8) = -5.45 sin(2.048 + 12.95) - 0.00038 -t 2.39 
f ( g  120,e 90,8) = -4.25 sin(2.078 + 23.66) - 0.00418 + 1.79 
f ( g  120,e 120,O) = 1.97 sin(1.598 - 17.98) - 0.00778 + 1.38 
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