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Ad oggi ` e impossibile pensare alla nostra vita senza l’elettricit` a. Tutto oramai
` e connesso ad una presa.
Anche se si utilizza l’elettricit` a ormai da sempre, il mercato elettrico ` e relati-
vamente pi` u giovane e in evoluzione continua.
Nel mercato elettrico l’oggetto scambiato ` e l’energia, la quale viene scambia-
ta tramite un sistema d’aste. Infatti, nelle borse elettriche, si formulano delle
aste sia per la domanda sia per l’offerta; queste si incontrano in un punto
stabilendo la quantit` a di energia da produrre e il prezzo. La particolarit` a di
tale mercato, ` e che le aste vengono effettuate su base oraria o semi oraria,
ovvero si registra, per ogni ora o mezz’ora, il prezzo e la quantit` a di energia
sia domandata, sia offerta.
In questa tesi si ` e voluta analizzare la domanda dell’energia del mercato elet-
trico. L’elaborato siconcentra sullaprevisione delladomanda inun orizzonte
temporale breve; in particolare si vuole prevedere la domanda di energia del
mercato elettrico del Regno Unito.
Le tecniche utilizzate e messe a confronto sono tre: l’analisi univariata, l’ana-
lisi multivariata e quella funzionale.
L’analisi funzionale, come il mercato elettrico, ` e un ramo della statistica ab-
bastanza recente; ` e stata infatti utilizzata da Ramsey nel 1996 che analizza il
movimento delle labbra. L’analisi funzionale, rispetto ai metodi pi` u classici,
ha come oggetto di studio, non pi` u un’osservazione o una serie di osserva-
zioni, ma una funzione.
L’elaborato ` estrutturatocomesegue. NelprimocapitolosidescrivelanascitaIV Introduzione
dei mercati elettrici cos` ı come oggi si conoscono, poi si riportano le caratte-
ristiche del mercato elettrico oggetto di studio, quello del Regno Unito. Nel
mercato inglese la domanda ` e formata da 48 osservazioni giornaliere le qua-
li corrispondono ad una mezzora; ovvero le proposte d’asta che formano la
domanda sono su base semi oraria. Ogni osservazione corrisponde ad una
fascia semi oraria: la prima si riferisce alle ore 00.00-00.30, la seconda alle
00.30-01.00, e cos` ı via.
Per tale motivo la serie della domanda pu` o essere analizzata con modelli uni-
variati, se si pensa alle singole osservazioni; oppure tramite modelli multiva-
riati, che considerano le fasce semi orarie come un’unica serie multivariata.
Inﬁne pu` o essere studiata mediante l’analisi funzionale, che considera il pro-
ﬁlo giornaliero della domanda come un’unica curva comprendente le diverse
osservazioni.
Nel secondo capitolo viene analizzata nel dettaglio la serie della domanda
di energia, studiandone le componenti principali, sia per quanto riguarda
il comportamento giornaliero, sia per quanto riguarda il comportamento di
una singola fascia semi oraria. Si mostra che la domanda ` e legata ad una
componente atmosferica e legata all’attivit` a dell’uomo; si sfruttano, quindi,
le caratteristiche studiate per ottenere una serie della domanda depurata dal-
le componenti deterministiche.
Nel terzo capitolo, si descrivono teoricamente le tecniche utilizzate per la
previsione. Sidescrivonoimodellilinearifunzionali, imodelliautoregressivi
univariati e multivariati. Poich` e la domanda di energia ` e legata alle condizio-
ni atmosferiche si introducono, nei diversi modelli, le informazioni derivanti
dal meteo, come la temperatura media del Regno Unito.
Il quarto capitolo ` e diviso sostanzialmente in due parti. Una prima parte in
cui si identiﬁcano i modelli migliori mediante la previsione condotta su un
sottoperiodo della serie depurata dalle componenti deterministiche. Una se-
conda parte, nella quale si confrontano i modelli sulla base di indici di bont` a
delle previsioni della domanda di energia iniziale, e si stabilisce se vi ` e un
modello che ha migliori performance di tutti gli altri.Capitolo 1
Il mercato elettrico
Negli ultimi trent’anni, il mercato elettrico, in molti paesi, si ` e avviato verso
una completa liberalizzazione. Le ragioni di fondo di tale liberalizzazione
sono date da idee e motivi politici comuni ai diversi paesi. Si tratta di stimo-
lare l’innovazione tecnica e produrre degli investimenti efﬁcienti che portino
a guadagni efﬁcienti.
Lo stato che per primo ha affrontato la liberalizzazione ` e il Cile, nel 1982,
con una riforma che prevedeva di separare le compagnie di generazione e
distribuzione dell’energia, ﬁno alla formazione di un meccanismo di scam-
bio all’ingrosso dell’energia. In seguito alla riforma cilena si colloca quella
del mercato inglese (1990). Fino all’anno 2005, il mercato britannico include-
va solo Inghilterra e Galles, successivamente si ` e aggregata anche la Scozia.
Nell’Europa del Nord il mercato elettrico si ` e avviato nel 1992, inizialmente
in Norvegia e poi in Svezia, Finlandia e Danimarca. In Australia, invece, i
mercati hanno iniziato a operare nel 1994, ma solamente in alcune regioni;
e solo nel 1998 ` e stato aperto l’ Australian National Electricity Market. Negli
stessi anni inizia la riforma dell’energia elettrica anche in Nuova Zelanda,
che aveva aperto il mercato qualche anno prima. Nel nord America i mercati
hanno iniziato a operare negli ultimi anni novanta, mentre nel 1998 in Cali-
fornia. Qualche anno pi` u tardi il mercato elettrico ` e entrato anche nel Texas
e nell’Alberta.2 Capitolo 1. Il mercato elettrico
In generale il numero di mercati elettrici liberalizzati ` e in continuo aumento,
anche se ci` o ` e pi` u visibile in Europa rispetto alle altre zone del mondo. Si
deve altres` ı constatare che la liberalizzazione ha avuto, nel lungo termine,
un impatto positivo sull’economia, anche se in alcuni mercati, come quello
californiano, ha aperto le porte ad una crisi pi` u profonda.
In ogni caso, il processo di liberalizzazione ` e un processo lento ed impegna-
tivo, complicato dal fatto che non vi ` e un unico modello di mercato migliore
da seguire; ogni paese deve tener conto delle proprie caratteristiche econo-
miche, politiche e ambientali.
Il mercato dell’energia elettrica ` e, infatti, un particolare mercato nel quale
l’oggetto che viene scambiato ` e l’energia che viene prodotta. La domanda e
l’offerta di energia vengono contrattate nella Borsa dell’Energia Elettrica, in-
trodotta in diversi paesi attraverso diverse strategie. Ogni paese, infatti, ha
le sue regolamentazioni e caratteristiche.
In letteratura statistica il mercato elettrico ` e un tema ampiamente affrontato
e discusso, sia per quanto riguarda l’analisi, le caratteristiche e la previsione
dei prezzi; sia per quanto riguarda lo studio e la previsione della domanda
dell’ energia elettrica. Molti articoli studiano e analizzano le caratteristiche
del mercato elettrico, ma soprattutto si concentrano sulla costruzione di di-
versi modelli di previsione dei prezzi, del consumo e della domanda stessa
di energia fatti generalmente sul breve periodo.
Ad esempio, Andersson e Lillestøl (2010), mostrano come si pu` o applicare
l’analisi funzionale al mercato elettrico. Essi utilizzano l’analisi funzionale
della varianza per studiare i comportamenti stagionali della domanda dell’
energia, introducendo come variabili dipendenti l’effetto annuale, mensile e
giornaliero. Studiano, inoltre, il modello autoregressivo funzionale del pri-
mo ordine per cercare di migliorare la previsione, nel breve periodo, della
domanda dell’energia.
Conejo et al (2005), studiano, invece, la previsione dei prezzi orari dell’ener-
gia per il giorno successivo. Nel loro studio decompongono la serie storica1.1 Il mercato elettrico inglese 3
dei prezzi ﬁno al giorno t   1, in un insieme di serie che corrispondono alle
quattro stagioni. Per ogni insieme, applicano poi un speciﬁco modello ARI-
MA per prevedere i 24 valori per il giorno t.
Blum e Riedmiller (2013) propongono un algoritmo di previsione della do-
manda di energia elettrica sulla base di processi gaussiani. In questo lavoro
utilizzano, come variabili dipendenti, il comportamento tipico giornaliero e
settimanale della domanda di energia, e i dati forniti dal meteo riguardanti
il tempo, per fare delle previsioni del consumo di energia e della produzione
di energia rinnovabile.
E’ interessante prendere spunto da questi e molti altri articoli, per studiare e
costruire un modello di previsione per la domanda di energia. L’obiettivo di
questa tesi ` e prevedere, nel breve periodo, la domanda di energia del mer-
cato elettrico del Regno Unito, mediante l’analisi funzionale, e confrontare i
risultati con modelli univariati pi` u semplici e modelli multivariati.
Nei paragraﬁ seguenti verr` a descritta brevemente l’organizzazione del mer-
cato elettrico inglese e le sue caratteristiche principali.
1.1 Il mercato elettrico inglese
La generazione di elettricit` a nel Regno Unito ` e data da un mix energetico, ov-
verounapartedienergia ` efornitadacentraliagaseacarbone, unapartepro-
viene da centrali nucleari, e inﬁne, una parte, viene prodotta da un’enorme
gamma di fonti rinnovabili, tra cui primeggia l’energia eolica. Questi sono i
principali attori del mercato inglese. Vi sono poi le utilities, che si occupano
della distribuzione, acquistando dai generatori e vendendo all’utente ﬁnale
attraverso le reti al dettaglio. I rapporti tra chi genera energia e le utilities
sono regolati dai British Electricity Trading and Trasmission Arrangements (BET-
TA), che rendono agevole lo scambio di energia agli attori ﬁsicamente distan-
ti, grazie all’utilizzo della rete nazionale. Questa rete ` e il centro del mercato
ed ` e gestita dalle sette compagnie che hanno in carico la rete di distribuzione
nelle quattordici regioni del Regno Unito, nel dettaglio troviamo EdF Energy,4 Capitolo 1. Il mercato elettrico
Central Networks, CE Electric, Western Power Distribution, United Utilities,
Scottish Power e Scottish and Southern.
L’industria elettrica inglese ` e stata privatizzata nel 1990, e nel decennio suc-
cessivo ha sviluppato una lenta liberalizzazione, nata dal bisogno di ade-
guarsi alle esigenze degli operatori di mercato e delle istituzioni. Il mercato
inglese ` e infatti il caso di liberalizzazione pi` u noto e in continua evoluzione.
Nel febbraio 1988 venne emanato il White Paper ‘Privatising Electricity’, che
contiene le principali modalit` a per rendere il mercato elettrico ancora pi` u
competitivo e il framework legislativo di regolazione del nuovo assetto orga-
nizzativo. Il White Paper prevedeva il cambiamento dell’assetto di mercato
in termini maggiormente concorrenziali attraverso la rimozione del mono-
polio detenuto dalla Central Electricity Generating Board (CEGB) nelle fasi
di generazione e trasmissione, agevolando cos` ı l’entrata nel mercato a nuovi
operatori.
Leproblematicheriscontratedell’industriaelettricasonoprincipalmentedue:
il bilanciamento della domanda e dell’offerta; e, in secondo luogo, le moda-
lit` a per garantire l’innovazione di fronte al graduale esaurimento degli idro-
carburi e del cambiamento climatico.
Il problema del bilanciamento risiede nel fatto che l’energia elettrica ` e un be-
ne di scambio complesso, in quanto non ` e possibile lo stoccaggio in quantit` a
tali da inﬂuenzare l’interazione di mercato; ` e quindi necessario che in ogni
momento la quantit` a prodotta equivalga a quella richiesta, cio` e ` e necessario
che ci sia un equilibrio tra domanda e offerta. Il periodo base del bilancia-
mento ` e mezz’ora, quindi una giornata ` e divisa in 48 periodi. Ogni quantit` a
scambiata ha un ammontare e un periodo preciso durante il quale sar` a pro-
dotta e consumata. L’energia elettrica cos` ı deﬁnita contrattualmente, pu` o
essere scambiata ﬁno ad un’ora prima del periodo a cui ` e riferita. A questo
punto il generatore deve confermare la capacit` a di onorare il contratto e i
prezzi ai quali ` e, eventualmente, disposto a produrre in eccesso o in difetto,
rispetto alla quantit` a stabilita. Grazie a queste informazioni, la societ` a inca-
ricata opera il bilanciamento del mercato in maniera tale che, allo scadere del1.2 Organizzazione del mercato inglese 5
periodo, domanda e offerta si equivalgano. La modernizzazione del sistema
inglese ` e, in parte, dipendente anche dalle problematiche del meccanismo di
bilanciamento.
Il 12 Luglio 2011 il Governo inglese ha, infatti, presentato il Libro Bianco del-
la Riforma del Mercato Elettrico, col quale il Governo si impegna a garantire
un’energia pi` u pulita, pi` u economica, pi` u sicura e pi` u inglese; una riforma re-
sa necessaria vista la grande quantit` a di centrali nucleari e a carbone. Quindi
le nuove risorse energetiche necessarie sarebbero assicurate da un mix basa-
to su gas, nucleare di nuova generazione, energie rinnovabili, riducendo la
dipendenza dall’ estero e dalla fragilit` a delle condizioni politiche internazio-
nali, e sviluppando con vigore la produzione interna di energia pulita sfrut-
tando al massimo soprattutto la risorsa eolica, settore in cui il Regno Unito
` e gi` a leader mondiale. Oltre a nuove energie si introdurranno nuovi tipi di
contratto a lungo termine per fornire incentivi a chi investe in queste nuo-
ve fonti di energia. Una riforma comunque che si concluder` a non prima del
2020, per un ulteriore approfondimento si veda il Libro Bianco della Riforma
del Mercato Elettrico (2011).
1.2 Organizzazione del mercato inglese
Durante il processo di trasformazione dell’industria elettrica, viene creato il
Pool, ovvero un contratto aperto multilaterale stipulato tra generatori e ven-
ditori che deﬁnisce le regole e i meccanismi utilizzati per scambiare energia
all’ingrosso. Il Pool ` e deﬁnito da:
 l’insiemedi regole chedeﬁnisce lemodalit` a attraverso le qualii soggetti
che scambiano energia devono contrattare;
 il sistema attraverso il quale ` e possibile per i generatori offrire l’elettri-
cit` a e per i compratori approvigionarsi;
 il meccanismo di deﬁnizione dei prezzi dell’elettricit` a all’ingrosso per
ciascuna mezz’ora;6 Capitolo 1. Il mercato elettrico
 ilsistemadiaggiustamentodiaccredito/addebitodeigeneratori/venditori.
Le principali caratteristiche del Pool inglese sono le seguenti:
1. il Pool ` e obbligatorio, cio` e tutti i generatori in possesso di una licenza
devono vendere la maggior parte del loro output mediante il Pool e gli
acquirenti/venditori devono acquistare la maggior parte dell’elettricit` a
attraverso tale sistema. La contrattazione al di fuori del Pool ` e per lo
pi` u limitata;
2. la forma per il dispacciamento dell’energia prodotta ` e quella di meri-
to. I gruppi (produttori) ammessi a produrre, e il loro livello di pro-
duzione, vengono stabiliti dall’Operatore di Mercato in base a un ordi-
ne di merito risultante dalle offerte economiche presentate in borsa dai
produttori per ciascuna unit` a di tempo e di produzione;
3. ` e un mercato unilaterale in quanto solamente i venditori formulano la
loro offerta nel Pool, mentre la domanda degli acquirenti ` e stimata;
4. le offerte sono molto complesse perch` e riﬂettono il costo dei generatori,
ma non sono vincolanti e i generatori possono dichiarare nuovamente
la loro disponibilit` a a produrre;
5. i generatori che partecipano al Pool pagano il System Marginal Price
(SMP). Si deﬁnisce in genere, System Marginal Price, il prezzo dell’unit` a
pi` u costosa programmata in modo da incontrare la domanda prevista;
6. i costi per il bilanciamento sono distribuiti tra tutti i partecipanti al
mercato;
7. il Pool market si basa su un contratto multilaterale stipulato tra genera-
tori e venditori;
8. ` e un sistema ex ante, ovvero i prezzi vengono deﬁniti il giorno prima
della formulazione del contratto.1.2 Organizzazione del mercato inglese 7
Il mercato inglese ` e caratterizzato da un dispacciamento di merito con borsa
obbligatoria, ` equindipossibilestipularecontrattibilateraliditipoﬁnanziario
che non hanno come oggetto la consegna ﬁsica di energia, ma solo i congua-
gli tra il prezzo di borsa e quello concordato, allo scopo di salvaguardare i
contraenti dalle ﬂuttuazioni dei prezzi spot dell’energia. Questo tipo di or-
ganizzazione del mercato non haprodotto molti beneﬁci, pertanto il Governo
inglese ha chiesto all’Offer (Ofﬁce For Electricity Regulation) di orientarsi ver-
so una forma organizzativa simile a quella dei paesi nordici, con una borsa
giornaliera non obbligatoria, nella quale sono ammessi contratti bilaterali tra
produttori e clienti, e una borsa intragiornaliera.
Nel mercato inglese la borsa ` e giornaliera, quindi si deﬁnisce giorno per gior-
noilprezzodell’energiaperilgiornosuccessivo, questotipodimercatoviene
detto Day Ahead Market. Le offerte di energia vengono effettuate su un perio-
do di mezz’ora. La determinazione della quantit` a e del prezzo di scambio
dell’energia elettrica avviene attraverso la modalit` a unit commitment globa-
le di sistema. Con questa modalit` a, disponendo dei prezzi di produzione,
di start-up (avviamento del gruppo) e di no-load (prezzo di funzionamento
a potenza nulla) offerti per i singoli gruppi partecipanti e disponendo inol-
tre della potenza richiesta stimata dall’ Operatore di Sistema, l’operatore di
mercato determina, per ciascuno dei periodi temporali previsti, i gruppi da
mettere in servizio e la potenza che ciascuno dovr` a erogare. Il gruppo, fra
quelli chiamati a produrre, che presenta il prezzo medio di produzione del
kWh pi` u elevato, determina il prezzo dell’energia uguale per tutti.
Ricapitolando, l’operatore di sistema stabilisce il margine di potenza neces-
sario per la regolazione successiva; la disponibilit` a di potenza viene remune-
rata a tariffa; e l’energia viene inﬁne pagata in base alle offerte fatte alla borsa
giornaliera.
Nella borsa giornaliera ogni generatore formula un’offerta per ciascuna unit` a
di elettricit` a tenendo conto di diversi parametri ed elementi, quindi deﬁni-
scono un’offerta che tiene conto anche dei costi di lavoro. Tutti questi ele-
menti vengono utilizzati dall’operatore di sistema National Grid Company,8 Capitolo 1. Il mercato elettrico
per determinare la programmazione oraria degli impianti di produzione per
il giorno successivo. L’operatore di rete formula poi una previsione della
domanda, in genere maggiorata di un margine di riserva, per ciascuna mez-
z’ora del giorno successivo e poi programma le offerte dei diversi generatori
in modo tale da incontrare la domanda.
Il sistema del Pool inglese ha non pochi punti critici per quanto riguarda la
formulazione delle offerte. Quest’ultime sono complicate e poco trasparente,
manca una vera competizione nella determinazione del prezzo e vi ` e la pos-
sibilit` a per alcuni operatori di manipolare il prezzo stabilito. Queste e altre
criticit` a hanno portato il sistema inglese a revisionare il processo del Pool.
Un cambiamento che prevede lo scambio di elettricit` a su tre mercati:
 unmercatodicontrattibilateralidilungotermine, nelqualeigeneratori
e i produttori di elettricit` a all’ingrosso contrattano bilateralmente;
 un mercato bilaterale a breve termine che opera con 3 ore e mezzo di
anticipo rispetto al tempo reale;
 un mercato di bilanciamento che permette all’operatore di sistema l’ac-
cettazione di offerte da generatori e acquirenti/venditori per avvicinare
lediscrepanzetrailivelliattesidioutputodelladomandaeilivellireali
delle stesse.
Come accennato inizialmente, il mercato dell’energia inglese ` e in continua
evoluzione proprio per cercare di eliminare i limiti dell’ organizzazione in-
terna e avere un mercato pi` u efﬁciente per il benessere di tutti.
L’obiettivo del governo ` e quello, in deﬁnitiva, di raggiungere, entro il 2020,
un 30% di energia rinnovabili, mantenendo il 30% del gas e riducendo dra-
sticamente il carbone, e producendo il restante con l’energia nucleare.Capitolo 2
La domanda di energia elettrica nel
mercato inglese
Come si ` e detto, l’obiettivo di questa tesi ` e quello di modellare e prevedere
la domanda dell’energia del mercato inglese, attraverso l’utilizzo di analisi
univariate, multivariate e funzionali. Dato che il mercato inglese ` e un mer-
cato Day Ahead, la previsione che si vuole fare sar` a anch’essa riferita al breve
periodo, cio` e una previsione per i due giorni successivi.
Si vogliono confrontare i risultati derivanti dall’analisi funzionale, che consi-
dera le 48 osservazioni per ogni giorno come punti di un’unica curva, con i
risultatiderivantidamodelliunivariati, checonsideranolesingolefascesemi
orarie come singole serie, e da modelli multivariati. In tutti questi modelli si
useranno variabili dipendenti quali la temperatura e la serie della domanda
ritardata di vari periodi.
In ogni caso, prima di passare all’analisi vera e propria, in questo capitolo, si
mostrano le caratteristiche principali della serie della domanda di energia, e
si effettuano alcune analisi preliminari.
Nel primo paragrafo si analizzano le caratteristiche principali della serie sto-
rica della domanda. Nel secondo, invece, viene applicato un modello per la
decomposizione di essa nelle sue parti deterministiche.10 Capitolo 2. La domanda di energia elettrica nel mercato inglese
Figura 2.1: Graﬁco dell’intera serie, dal 1 Aprile 2005 al 31 Dicembre 2010.
2.1 Studio della serie storica della domanda
I dati presi in considerazione sono tratti dal mercato dell’energia inglese En-
gland and Wales Electricity Pool, in cui per ogni giorno si trovano 48 osserva-
zioni che fanno riferimento alle 48 fasce semi orarie con le quali il mercato
inglese ` e organizzato; la prima fascia semi oraria si riferisce al periodo 00.00-
00.30, la seconda 00.30-01.00 e cos` ı via. I dati campionati vanno dal 1 Aprile
2005 al 31 Dicembre 2010, per un totale di 2101 osservazioni giornaliere.
Si deﬁnisce Dt,i la domanda di energia al giorno t (t = 1,2,...,2101), per la
i   esima fascia semi oraria (i = 1,2,...,48).
In ﬁgura 2.1 si osserva l’andamento ciclico dell’intera domanda di energia,
cio` e senza considerare le fasce semi orarie. Se si prende in considerazione la
seriedellasingolafasciasemioraria, sihaun’evidenzadellapresenzadicom-
ponenti stagionali. Infatti, osservando la ﬁgura 2.2 che riporta l’intera serie
della domanda, dal 1 Aprile 2005 al 31 Dicembre 2010, per la fascia relativa
alle ore 09.30-10.00 (fascia di maggiore picco), si pu` o notare un comporta-
mento ciclico della serie per i diversi anni di osservazione. Si nota inoltre che
sono presenti dei picchi, in corrispondenza di ogni ﬁne anno, legati proba-
bilmente alle vacanze natalizie. In ﬁgura 2.3 ` e riportata, invece, la serie della
domanda nella fascia oraria relativa alle ore 3.30-4.00, di minor picco.2.1 Studio della serie storica della domanda 11
Figura 2.2: Serie della domanda, dal 1 Aprile 2005 al 31 Dicembre 2010, nella fascia
oraria 09.30-10.00 (maggior picco).
Figura 2.3: Serie della domanda, dal 1 Aprile 2005 al 31 Dicembre 2010, nella fascia
oraria 3.30-4.00 (minor picco).12 Capitolo 2. La domanda di energia elettrica nel mercato inglese
Figura 2.4: ACF e PACF della serie dal 1 Aprile 2005 al 31 Dicembre 2010 per la
fascia di ore 09.30-10.00.
Queste caratteristiche sono meglio visibili attraverso l’autocorrelogramma
e l’autocorrelogramma parziale della serie in una singola fascia semi oraria
(ﬁgura 2.4), nell’ACF si pu` o evidenziare il ritardo di ordine 7 legato alla com-
ponente settimanale.
Nel graﬁco 2.5, a pagina seguente, sono riportati i proﬁli giornalieri della
domanda per 100 giorni consecutivi. Dal graﬁco si evince che la domanda
di energia sia relativamente pi` u bassa nelle prime fasce semi orarie, che cor-
rispondono alle ore notturne, e come sia pi` u elevata nelle fasce centrali del
giorno, nelle ore lavorative dalle 9 alle 20 circa. Inoltre, ` e interessante osser-
vare, dalla ﬁgura 2.6, come la domanda di energia sia pi` u elevata nei giorni
lavorativi (linea continua) rispetto ai giorni non lavorativi (linea tratteggia-
ta), come sabato e domenica, o eventuali giorni festivi infrasettimanali. La
ﬁgura mostra la media dei primi 100 giorni lavorativi in linea continua, e la
media dei primi 100 giorni non lavorativi in linea tratteggiata.
Un altro aspetto peculiare della domanda di energia, ` e il fatto che nei mesi
invernali la domanda sia pi` u elevata date le temperature pi` u basse rispetto
alle altre stagioni. E’ stata calcolata una media dei mesi invernali per l’anno
2009-2010, unamediadeimesiautunnali, primaverilieautunnalisemprenel-2.1 Studio della serie storica della domanda 13
Figura 2.5: Graﬁco della domanda giornaliera per i primi 100 giorni. Nell’asse
delle x si trovano le 48 fasce semi orarie, nell’asse delle y si trova l’ammontare della
domanda di energia.
Figura 2.6: Proﬁlo giornaliero medio della domanda di energia nei giorni lavorativi
(linea continua) e nei giorni non lavorativi (linea tratteggiata).14 Capitolo 2. La domanda di energia elettrica nel mercato inglese
Figura 2.7: Proﬁlo giornaliero medio della domanda di energia nelle diverse stagioni:
inverno (linea continua spessa), autunno (linea continua leggere), primavera (linea
tratteggiata spessa), estate (linea tratteggiata leggera).
lo stesso anno. Nella ﬁgura 2.7, si osserva la domanda media di energia nei
mesi invernali (linea continua spessa), nei mesi autunnali (linea continua),
nei mesi primaverili (linea tratteggiata spessa) e inﬁne nei mesi estivi (linea
tratteggiata).
Sono dunque presenti delle componenti, che andranno studiate, quali:
 una componente di lungo periodo che indica l’andamento generale del-
la serie storica.
 Una componente settimanale, dato che la domanda di energia ` e lega-
ta al giorno della settimana. In particolare, ci si attende un consumo
maggiore nei giorni feriali, specialmente nelle ore centrali del giorno,
rispetto ai giorni festivi. Nella ﬁgura 2.8 si nota come nei giorni lavo-
rativi (da luned` ı a venerd` ı) la domanda abbia una mediana pi` u elevata
rispetto ai giorni non lavorativi, quali sabato e domenica.
 Una componente giornaliera, legata all’ora della giornata in cui ci si tro-
va, generalmente nelle ore notturne la domanda ` e minore. Nella ﬁgura
2.9 si osserva la domanda di energia nelle diverse fasce semi orarie. Si2.1 Studio della serie storica della domanda 15
nota come nelle fasce centrali la mediana della domanda sia pi` u alta
rispetto alle prime fasce orarie corrispondenti alle fasce notturne.
 Una componente legata agli effetti di calendario. In questo caso sono
compresi i giorni festivi che non cadono di sabato e domenica, nei quali
la domanda di energia ` e minore.
Figura 2.8: Box-plot della domanda di energia nei giorni della settimana, da luned` ı
a domenica, dei primi 100 giorni di osservazione.
Figura 2.9: Box-plot della domanda di energia nelle 48 fasce semi orarie.16 Capitolo 2. La domanda di energia elettrica nel mercato inglese
2.2 Decomposizione della serie della domanda
Vista la presenza di componenti deterministiche, ` e opportuno decomporre la
serie della domanda in modo tale da costruire modelli di previsione su una
serie depurata dai comportamenti descritti. Data, inoltre, la conformit` a dei
dati a disposizione, si prendono in considerazione le serie semi orarie in mo-
do separato, e ognuna verr` a decomposta in ugual modo.
Si ipotizza che la serie della domanda logaritmica possa essere decomposta
in un modello additivo come nel seguente modo:
logDt,i = Lt,i + St,i + Ft,i + dt,i (2.1)
dove Lt,i ` e la componente che contiene l’andamento di lungo periodo della
serie, nel quale vi ` e la componente annuale, St,i ` e la componente periodi-
ca settimanale legata al giorno in cui ci si trova, Ft,i ` e la componente legata
agli effetti di calendario e dt,i ` e la componente stocastica. E’ presente, inol-
tre, il logaritmo della domanda in modo tale da eliminare eventuali tracce di
eteroschedasticit` a. Lavorando con modelli su ogni fascia semi oraria, intesa
singola serie, si va a perdere la componente giornaliera, cio` e quella legata
all’ora del giorno in cui ci si trova, per questo motivo non viene considerata
nel modello descritto sopra.
2.2.1 La componente di lungo periodo
Per stimare la componente di lungo periodo si ` e utilizzata una regressione
non parametrica, in particolare le splines di lisciamento. Per deﬁnire le spli-
nes di lisciamento ` e necessario deﬁnire cosa sono le splines (per una docu-
mentazione pi` u dettagliata si veda Azzalini e Scarpa (2004)).
Una spline ` e una funzione, costituita da un insieme di polinomi uniti tra loro,
il cui scopo ` e interpolare in un intervallo un insieme di punti, detti nodi, in
modo da essere continua, almeno ﬁno ad un dato ordine di derivate, in ogni
punto dell’intervallo. E’ necessario scegliere il numero di nodi e la loro po-
sizione; il vantaggio delle splines di lisciamento ` e quello di evitare la scelta e2.2 Decomposizione della serie della domanda 17
il posizionamento dei nodi. Per effettuare una regressione non parametrica
mediante spline di lisciamento si deve minimizzare la seguente funzione:
D(f,l) =
n
å
i=1
[yi   f(xi)]2 + l
Z
[f 00(xi)]2dt (2.2)
dove l ` e un parametro positivo di penalizzazione del grado di irregolarit` a
della curva f. Questo parametro ` e stato scelto, dopo varie prove, in modo da
ottenere un giusto compromesso tra adattamento ai dati e lisciamento. Nel-
la ﬁgura 2.10 ` e rappresentata la serie grezza e la stima della componente di
lungo periodo (linea rossa).
Nella ﬁgura 2.11 si osserva la serie grezza del logaritmo della domanda,
e il graﬁco della serie ﬁltrata della componente di lungo periodo, ovvero
logDt,i   b Lt,i. In questa serie si notano dei valori estremi che potrebbero
essere riferiti all’ effetto di calendario.
Figura 2.10: Stima della componente Lt,i per la fascia i = 20 relativa alle ore 09.30-
10.00.
2.2.2 La componente periodica
Dopo aver stimato la componente di lungo periodo, c Lt,i, la serie residua ` e:
logDt,i   c Lt,i = St,i + Ft,i + dt,i. (2.3)18 Capitolo 2. La domanda di energia elettrica nel mercato inglese
Figura 2.11: In alto serie grezza logDt,i della domanda per il periodo dal 1 Aprile
2005 al 31 Dicembre 2010; in basso la serie grezza, logDt,i   b Lt,i riferita allo stesso
periodo.
Ora si deve depurare la serie anche dagli effetti stagionali e di calendario.
Per fare questo verr` a utilizzata una regressione lineare semplice con variabili
dummy corrispondenti ai 7 giorni della settimana e una variabile dummy che
modella gli effetti di calendario.
Il modello per la componente settimanale ` e il seguente:
St,i = g1dlun,t + g2dmart,t + g3dmerc,t + g4dgiov,t + g5dven,t + g6dsab,t + g7ddom,t
(2.4)
dove dlun,t vale 1 se la t   esima osservazione ` e luned` ı e 0 altrimenti, dmart,t
vale 1 se la t   esima osservazione ` e marted` ı e 0 altrimenti, e cos` ı via per le
restanti dummy. La speciﬁcazione per gli effetti di calendario ` e:
Ft,i = d1dfestivo,t + d2dnatale,t (2.5)
dove dfestivo,t vale 1 se la t   esima osservazione ` e un giorno di festa infraset-
timanale e 0 altrimenti, dnatale,t vale 1 se la t  esima osservazione ` e compresa2.2 Decomposizione della serie della domanda 19
nel periodo natalizio dal 25 Dicembre all’ 1 Gennaio e 0 altrimenti.
Quindi si avr` a:
logDt,i   b Lt,i = g1dlun,t + g2dmart,t + g3dmerc,t + g4dgiov,t + g5dven,t+
+ g6dsab,t + g7ddom,t + d1dfestivo,t + d2dnatale,t + dt,i
In questa equazione manca il termine costante, per evitare multicollinea-
rit` a. La componente stagionale settimanale e gli effetti di calendario vengono
quindi stimati con il metodo dei minimi quadrati, ottendendo cos` ı la serie de-
purata di tutte le componenti deterministiche.
Dal graﬁco 2.12 della serie destagionalizzata si notano anche dei valori estre-
mi, che non sono stati catturati in maniera adeguata dal modello descritto.
Nella ﬁgura 2.13 ` e riportata, invece, la serie detrendizzata logDt,i   b Lt,i in
color nero, e la serie destagionalizzata in color verde.
Figura 2.12: Serie della domanda destagionalizzata nel periodo dal 1 Aprile 2005 al
31 Dicembre 2010.
2.2.3 La componente stocastica
Si ` e cos` ı stimata, per ogni fascia oraria, una componente di lungo periodo,
una componente stagionale settimanale e gli effetti di calendario, ottenendo20 Capitolo 2. La domanda di energia elettrica nel mercato inglese
Figura 2.13: Stima della componente periodica (colore verde) e serie della domanda
logDt,i   b Lt,i (colore nero).
la serie depurata da tutte le componenti deterministiche:
dt,i = logDt,i   c Lt,i + c St,i + c Ft,i (2.6)
La serie b dt,i che ne risulta ` e riporata in ﬁgura 2.12.
Da una prima analisi graﬁca le serie depurate, per ogni fascia semi oraria,
sembrano avere una qualche struttura di autocorrelazione, come si vede dal
graﬁco dell’autocorrelazione parziale in ﬁgura 2.14, a pagina seguente. Sar` a
quindi opportuno applicare dei modelli che catturino questa forma di auto-
correlazione come, ad esempio, modelli autoregressivi.
Per prevedere la domanda Dt+1 e Dt+2 utilizzeremo diversi modelli, che nei
capitoli seguenti verranno descritti nel dettaglio.
La previsione un passo sar` a data da:
d Dt+1,i = exp( d Lt+1,i + d St+1,i + d Ft+1,i + b dt+1,i) t = 1737,...,2101 (2.7)
dove b dt+1,i ` e la previsione della componente stocastica, per la i   esima fa-
scia semi oraria. La previsione delle componenti deterministiche ` e facilmen-
te calcolabile. La componente settimanale, d St+1, ` e nota, conoscendo a priori2.2 Decomposizione della serie della domanda 21
Figura 2.14: ACF e PACF della serie dei residui dal 1 Aprile 2005 al 31 Dicembre
2010 per la fascia semi oraria 09.30-10.00.
il giorno di cui si vuole fare la previsione; lo stesso vale per la componente
legata agli effetti di calendario, d Ft+1, visto che sono noti a priori i giorni in cui
ci saranno feste infrasettimanali. Per la componente di lungo periodo d Lt+1,
il valore per il passo successivo t + 1 si pu` o presupporre uguale al valore del
giorno prima t, cio` e: d Lt+1 = b Lt. E’ un’ipotesi sempliﬁcatrice ma si pu` o assu-
mere vera in quanto il livello della serie cambia lentamente e si presume non
vari di molto da un giorno a quello successivo. La previsione due passi in
avanti sar` a, invece:
d Dt+2,i = exp( d Lt+2,i + d St+2,i + d Ft+2,i + b dt+2,i) t = 1737,...,2101 (2.8)
dove dt+2,i ` e la previsione a due passi della componente stocastica per la
i   esima fascia semi oraria. Analogamente alla previsione ad un passo le
componenti d St+2 e d Ft+2 sono note, conoscendo a priori il giorno di cui si vuo-
le fare la previsione. Per la componente di lungo periodo si assume, invece,
che sia uguale al valore di due giorni prima; sempre dato dal fatto che il li-
vello della serie cambia lentamente, quindi si avr` a d Lt+2 = b Lt.
Concludendo, in questo capitolo, si ` e ottenuta per ogni fascia semi oraria, la
serie depurata dalle componenti deterministiche, cio` e dt,i. Su tale serie, ora,22 Capitolo 2. La domanda di energia elettrica nel mercato inglese
verranno costruiti dei modelli di previsione. Successivamente si confron-
teranno i risultati ottenuti da questi modelli e si identiﬁcheranno i modelli
migliori per ottenere la previsione un passo e due passi in avanti per la serie
della domanda Dt,i.Capitolo 3
Modelli univariati, multivariati e
funzionali
Nel capitolo precedente si ` e ottenuta la serie della componente stocastica, dt,i.
Lo scopo, ora, ` e di studiare questa serie attraverso diverse tipologie di mo-
delli, come detto in precedenza, ed identiﬁcare quelli migliori con i quali fare
le previsioni, nel breve periodo, della domanda di energia.
In questo capitolo verranno considerati alcuni modelli di regressione, univa-
riati, multivariati e funzionali, con diverse speciﬁcazioni.
Negli articoli gi` a citati, in particolare l’articolo di Blum e Riedmiller (2013), i
dati forniti dal meteo sono spesso utilizzati per fare delle previsioni della do-
manda nel breve periodo; per questo motivo ` e interessante introdurre nelle
analisi la variabile temperatura.
Nella prima parte del capitolo si prendono in considerazione modelli pi` u
semplici, come i modelli univariati. Si descrive, quindi, un modello autore-
gressivo di ordine p e un modello autoregressivo con l’introduzione di una
variabile esogena.
Analogamente, nella seconda parte del capitolo,si descrivono due tipologie
di modelli multivariati: un modello autoregressivo vettoriale di ordine p e
un modello autoregressivo vettoriale con l’introduzione di una variabile eso-
gena.24 Capitolo 3. Modelli univariati, multivariati e funzionali
Inﬁne, nell’ultima parte, si introduce brevemente l’analisi funzionale, e si
deﬁniscono i modelli di regressione funzionali.
3.1 Modelli univariati
Per identiﬁcare i modelli previsivi, ci si concentra sulla serie dt,i ottenuta in
precedenza.
Inizialmentesipossonoconsideraremodellipi` usemplici, comeimodelliuni-
variati.
Infatti, la serie della domanda inglese ` e composta da 48 fasce semi orarie; se
si considerano queste fasce come singole serie, si pu` o applicare ad ognuna,
un modello univariato.
3.1.1 Modelli autoregressivi AR(p)
Si considera un modello autoregressivo di ordine p:
dt,i = b0,i +
P
å
p=1
bp,idt p,i + at,i (3.1)
in cui dt,i rappresenta la domanda di energia per la i   esima fascia semi ora-
ria al tempo t, bp,i sono i coefﬁcienti relativi al p   esimo ritardo della serie
dt,i e at,i ` e l’errore a media zero.
Si pu` o scrivere questo modello in forma pi` u compatta, introducendo l’opera-
tore ritardo L = Lpdt p,i
bp(L)dt,i = at,i (3.2)
dove bp(L) = 1  b1L   b2L2   ...  bpLp.
3.1.2 Modelli ARX(p)
E’ lecito pensare che la domanda di energia elettrica sia legata alle tempera-
ture che vi sono nel paese.
Come si ` e detto, molti articoli che prevedono la domanda introducono nei3.1 Modelli univariati 25
vari modelli, le informazioni date dalle stazioni metereologiche di un paese
(si veda Blum e Riedmiller (2013), citato in precedenza).
E’ consueto che, con temperature basse la domanda di energia aumenti e, con
temperature pi` u miti la domanda diminuisca. Per questo motivo ` e interes-
sante veriﬁcare se le temperature inﬂuenzino o meno la domanda di energia.
Avendo a disposizione la serie della domanda di energia del Regno Unito
` e auspicabile avere la serie delle temperature dello stesso luogo, e quindi si
utilizzeranno le temperature di diverse citt` a. Si ` e cercato di coprire le varie
regioni dell’Inghilterra e quindi si avr` a la serie delle temperature medie di
Londra, Manchester, Edinburgo e Galles. Come ` e evidente, non si ha a di-
sposizione la serie delle temperature per ognuna delle 48 fasce semi orarie e,
infatti, ` e stata presa in considerazione la serie delle temperature medie, man-
tenuta costante per tutto il giorno.
Prima di esplicitare il modello di regressione, si analizzano le caratteristiche
delle temperature.
Figura 3.1: Temperature medie giornaliere dal 1 Aprile 2005 al 31 Dicembre 2010
nelle diverse citt` a. In alto a sinistra Londra, a destra Galles, in basso a sinistra
Manchester e a destra Edinburgo.26 Capitolo 3. Modelli univariati, multivariati e funzionali
Nella ﬁgura 3.1 ` e rafﬁgurato l’andamento delle temperature delle quattro
citt` a scelte; si pu` o notare come le quattro serie abbiano un andamento del
tutto similare alla domanda di energia.
In media, la temperatura minima di Londra ` e attorno ai  6C e la massima
arriva a 25C; quella minima media del Galles si aggira intorno ai  8C e la
massima invece ` e 24C; per quanto riguarda la temperatura minima media di
Manchester ` e  8C e la massima 22C; inﬁne la minima media di Edinburgo
` e attorno ai  9C e la massima 22C.
Si pu` o dire, quindi, che le temperature minime e massime si aggirano intorno
agli stessi gradi per tutte e quattro le citt` a; questo si pu` o notare meglio dalla
ﬁgura 3.2, nella quale sono rappresentate, per ogni stagione, le temperatu-
re medie. In colore nero ` e rappresentata Londra, in blu il Galles, in rosso il
Manchester e in verde Edinburgo.
Figura3.2: Temperaturemediedellequattrostagioni(2009-2010)perLondra(nero),
Galles (blu), Manchester (rosso) e Edinburgo (verde).
Nella ﬁgura 3.3 sono riportate le correlazioni tra le diverse serie delle tem-
perature; si osserva come tra esse ci sia una relazione forte ma si ha la confer-3.1 Modelli univariati 27
ma guardando i valori della correlazione (tabella 3.1).
Londra Edinburgo Manchester Galles
Londra 1 0.93 0.97 0.97
Edinburgo 0.93 1 0.96 0.94
Manchester 0.97 0.96 1 0.97
Galles 0.97 0.94 0.97 1
Tabella 3.1: Matrice di correlazione delle temperature.
Figura 3.3: Graﬁco di dispersione. Da sinistra a destra, in alto, si trova il graﬁco di
dispersione tra Londra-Edinburgo, Londra-Manchester, Londra-Galles. In basso si
trova Edinburgo-Manchester, Edinburgo-Galles e Manchester-Galles.
Stimando i modelli autoregressivi con l’introduzione delle quattro serie del-
le temperature, come variabili esogene, si nota che soltano una citt` a risul-
ta signiﬁcativa, come era lecito attendersi data la correlazione tra esse. Si
prende quindi, come variabile esogena, la media delle diverse serie delle
temperature. Si stima quindi il seguente modello:
dt,i = b0,i +
P
å
p=1
bp,idt p,i +
J
å
j=1
gj,itempt q,i + at,i (3.3)28 Capitolo 3. Modelli univariati, multivariati e funzionali
incui dt,i rappresentaladomandadienergiaperlai esima fasciasemioraria
al tempo t, bp,i sono i coefﬁcienti relativi al p   esimo ritardo della serie dt,i,
gj,i sono i coefﬁcienti relativi al j esimo ritardo della serie delle temperatura
e at,i ` e l’errore a media zero.
3.2 Modelli multivariati
Nel precedente paragrafo si sono descritte diverse speciﬁcazioni per il mo-
dello di regressione lineare per ogni singola fascia semi oraria.
In questo paragrafo si considerano le singole fasce semi orarie come una serie
multivariata e si descrive un modello autoregressivo vettoriale con p ritar-
di e un modello autoregressivo vettoriale con l’introduzione della variabile
esogena, la temperatura media.
3.2.1 Modelli VAR(p)
Il modello VAR(p) ` e:
dt = F0 + Fpdt p + at (3.4)
dove dt = (d1,t,...,dK,t)0 ` e un vettore (Kx1), Fp ` e una matrice di coefﬁcienti
(KxK), F0 ` e un vettore (Kx1) di termini di intercetta e at = (a1t,...,aKt)0 
WN(0,S), con S singolare.
Esplicitando il modello nel caso K = 48 e p = 1, si avr` a:
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Esplicitando ulteriolmente si ottiene:
di,t = fi,0 + fi,1d1,t 1 + fi,2d2,t 1 + ..+ fi,48d48,t 1 + ai,t
con i = 1,..,48.
3.2.2 Modelli VARX(p)
Si procede in parallelo alle diverse speciﬁcazioni del modello di regressione
lineare, edopol’introduzionedellavariabileprezzo, sidescriveunVARXcon
la serie della temperatura medie del Regno Unito come variabile esogena.
Il modello stimato VARX(p) ` e:
dt = F0 + Fpdt 1 + Gjtempt 1 + at (3.5)
dove dt = (d1,t,...,dK,t)0 ` e un vettore (Kx1), K = 1,...,48, Fp ` e una matrice di
coefﬁcienti (KxK), F0 ` e un vettore (Kx1) di termini di intercetta, tempt 1 =
(temp1,t 1,...,tempK,t 1)0 ` eunvettore(Kx1)dellavariabileesogenadellatem-
peratura media, Gj ` e una matrice di coefﬁcienti (Kx1) e at = (a1t,...,aKt)0 
WN(0,S), con S singolare.
Esplicitando il modello nel caso K = 48, p = 1 e j = 1 si avr` a:
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Esplicitando ulteriolmente si ottiene:
di,t = fi,0 + fi,1d1,t 1 + fi,2d2,t 1 + ..+ fi,48d48,t 1 + gi,1tempi,t   1+ ai,t
con i = 1,..,48.
3.3 Modelli funzionali
I problemi che si possono affrontare mediante l’analisi funzionale sono di
vario tipo, ad esempio l’analisi della temperatura mensile rilevata in diversi
stazioni meteo, oppure la variazione di altezza di un campione di persone
nel tempo, o ancora la variazione di un indice economico nel tempo (si veda
Ramsey e Silverman, 2002). Il fattore comune tra gli esempi include, quindi,
una misurazione effettuata in diversi istanti temporali.
Diversamente dall’analisi basata sulle serie storiche, l’analisi funzionale pre-
suppone un dominio continuo per le sue unit` a statistiche, nel senso che ad
ogni soggetto viene associata una funzione continua nel tempo della variabi-
le d’interesse.
Dunque, la caratterizzazione dell’approccio funzionale risiede nel fatto di
considerare ogni funzione osservata come un unico oggetto e non come una
serie di osservazioni singole.
Poich` e il dominio di osservazione ` e continuo, ma l’osservazione del dato e il
campionamento avviene in maniera discreta, ` e necessaria una qualche forma
di sintetizzazione dei dati, come delle interpolazioni o dei lisciamenti dei va-
lori discreti.
Una procedura consiste nell’approssimare una funzione combinando linear-
mente K funzioni note, dette basi:
d(t) =
K
å
k=1
ckfk(t) (3.6)
dove ck sono i coefﬁcienti, determinati con i minimi quadrati ordinari, e fk(t)
le funzioni base.
Ci sono diversi tipi di funzione base, ed ` e importante scegliere quella che si3.3 Modelli funzionali 31
adatta meglio ai dati a disposizione. In letteratura sono state usate funzio-
ni esponenziali, poligonali, le potenze, le splines, le funzioni costanti, e tante
altre. La scelta del tipo di funzione base pi` u adatta al problema non ` e l’o-
biettivo di questa tesi (per una trattazione completa dell’argomento si veda
Ramsey e Silverman, 2002).
Le funzioni base di Fourier sono le pi` u conosciute e, per la loro struttura, si
adattano bene ai dati periodici, si ` e infatti notato come la serie della domanda
di energia abbia un andamento ripetitivo nel tempo.
Le funzioni base di Fourier sono deﬁnite a partire dalla serie di Fourier:
x(t) = c0 + c1 sin(wt) + c2 cos(wt) + c3 sin(2wt) + c4 cos(2wt) + .. (3.7)
con le basi:
f1(t) = 1
f2(t) = sin(wt)
f3(t) = cos(wt)
f4(t) = sin(2wt)
f5(t) = cos(2wt)
...
dove w = 2p/T ` e una costante relativa al periodo T di osservazioni (il pe-
riodo ` e l’intervallo di tempo necessario a compiere un’oscillazione completa
della curva).
Per deﬁnire il sistema delle funzioni base di Fourier ` e necessario conoscere il
numero di K funzioni base, generalmente dispari, e il periodo, in questo caso
T = 48. Il numero di funzioni K non dev’essere eccessivamente alto, ed ` e
sempre scelto in maniera arbitraria in modo da avere un giusto compromes-
so tra lisciamento e adattabilit` a ai dati.
Un altro tipo di funzioni base conosciuto sono le B-Splines, caso particolare
delle funzioni spline. E’ necessario spiegare in che cosa consistono quest’ulti-
me per comprendere meglio le B-Splines.
Le funzioni base splines sono pi` u ﬂessibili e computazionalmente pi` u veloci,32 Capitolo 3. Modelli univariati, multivariati e funzionali
vengono costruite unendo funzioni polinomiali in punti tt detti nodi. Il nu-
mero di nodi ` e scelto in modo arbitrario o con delle procedure pi` u speciﬁche
(si veda nuovamente Azzalini e Scarpa per una conoscenza pi` u approfondi-
ta). Ilnumerodibasi ` edeﬁnitoinrelazionealnumerodinodisceltiattraverso
la relazione numero di basi = grado del polinomio + numero di nodi interni;
nel numero di nodi interni sono esclusi i nodi posizionati all’inizio e alla ﬁne
della funzione. All’interno dei nodi, la funzione polinomiale ` e di grado d,
e in corrispondenza di un nodo interno ` e richiesto che i polinomi adiacenti
assumano gli stessi valori per un ﬁssato numero di derivate, in genere n   1.
Solitamente il grado scelto ` e pari a tre, in modo da garantire la continuit` a
delle prime due derivate ed ottenere una curva liscia.
Le B-Splines sono un caso particolare perch` e assumono valore 0 ovunque
tranne in un intervallo deﬁnito. Anche in questo caso la scelta pi` u comu-
ne ricade su delle B-Splines cubiche nell’intervallo (tK 2,tK+2). La selezione
di dove posizionare i nodi ` e arbitraria e per lo pi` u ` e dettata dall’esperienza.
Nell’analisi funzionale esistono tre tipologie di regressione lineare:
1. il modello funzionale-scalare in cui la variabile risposta ` e funzionale e
le covariate sono scalari;
2. il modello scalare-funzionale in cui la variabile risposta ` e scalare o mul-
tivariata, e le covariate sono funzionali;
3. il modello funzionale-funzionale in cui sia la variabile risposta, sia le
covariate sono funzionali.
Per l’obiettivo della tesi, si prender` a in considerazione l’ultima tipologia, det-
ta concurrent linear model; in quanto la variabile risposta, d, e le variabili espli-
cative, z, sono entrambe funzioni di i, e l’inﬂuenza ` e contemporanea in quan-
to z inﬂuenza d(i) attraverso il suo valore z(i) nel dato i. Generalmente la
variabile esplicativa potrebbe inﬂuenzare y(i) nel valore z(h) con i 6= h.
Si deﬁnisce, quindi, il seguente modello:
dt(i) = b0(i) +
q
å
j=1
ztj(i)bj(i) + et(i) (3.8)3.3 Modelli funzionali 33
dove dt(i) ` e la serie stocastica della domanda resa funzionale, i ` e l’oggetto
funzionale, in questo caso i = 48 corrispondente alle fasce semi orarie; b0(t)
` e il termine d’intercetta, anch’esso funzionale, ztj(i) ` e la variabile esplicativa
funzionale, j ` e il numero di funzioni base scelte per trasformare la variabile
in dato funzionale, bj(i) sono i coefﬁcienti funzionali e et(i) ` e l’errore.
Il parametro b = (b1,..., bq) viene stimato attraverso i minimi quadrati, come
nell’analisi di regressione lineare classica. Si stimer` a una funzione base per
ogni funzione di regressione bj introducendo una misura di irregolarit` a per
controllare il grado di lisciamento e identiﬁcare in modo unico la funzione bj
. La misura di irregolarit` a ` e deﬁnita da:
PENj(bj) = lj
Z 
Ljbj(t)
2 dt (3.9)
dove Lj ` e un operatore differenziale lineare appropiato per il parametro fun-
zionale. Generalmente ` e deﬁnito come la derivata seconda oppure l’accelera-
zionearmonicanelcasosoprattuttodifunzionibasediFourier, eilparametro
l deﬁnisce il trade-off tra variabilit` a e la misura di irregolarit` a. Anche in que-
sto caso lambda pu` o essere scelto in modo arbitrario o attraverso tecniche di
convalidazione incrociata.
La stima di b sar` a data dal valore che minimizza:
LMMSE(b) =
Z
r(t)0r(t)dt +
p
å
j
li
Z 
Ljbj(t)
2 dt (3.10)
dove r(t) = yt(i)   (b0(i) + å
q
j=1 ztj(i)bj(i)).34Capitolo 4
Applicazione ai dati
Nel precedente capitolo si sono descritti, a livello teorico, i modelli univaria-
ti, multivariati e funzionale; ora si vuole procedere con l’applicazione degli
stessi, ai dati a disposizione.
Questo capitolo si divide principalmente in due sezioni: una prima sezione,
nella quale vengono stimati ed identiﬁcati i modelli per la serie dt,i attraverso
le previsioni in-sample; e una parte nella quale vengono condotte le previsio-
ni un passo e due passi in avanti per la serie della domanda di energia, Dt,i,
denominata previsioni out-of-sample.
E’ utile, quindi, suddividere la serie in tre periodi di tempo. Il primo perio-
do ` e necessario per la stima dei diversi modelli; il secondo per confrontare
le previsioni e identiﬁcare i modelli migliori che vengono confrontati, inﬁne,
sulla base del terzo periodo. Il primo periodo ` e composto da 1371 osservazio-
ni, ovvero dal 1 Aprile 2005 al 31 Dicembre 2008; il secondo periodo ha una
lunghezza pari a 365 giorni, cio` e l’intero anno 2009, e inﬁne l’ultimo periodo
rappresenta l’anno 2010.36 Capitolo 4. Applicazione ai dati
4.1 Previsioni in-sample
In questa parte del capitolo si riportano i risultati delle stime e delle previsio-
ni di tutti i modelli, condotte sui primi due periodi di osservazioni, denomi-
nati in-sample.
Per confrontare i risultati e successivamente scegliere il modello previsivo
per Dt,i, si deﬁniscono degli indicatori di bont` a delle previsioni:
 MAE, errore medio assoluto: 1
M å
M
t=1 jetj;
 MAPE, errore medio assoluto percentuale: 1
M å
M
t=1
  
et
dt
  ;
 RMSQ, radice dell’errore quadratico medio:
q
1
M å
M
t=1(et)2;
con et = dt   b dt, errore di previsione.
E’ evidente che si prenderanno in considerazione tutti i valori predetti di
tutte le fasce semiorarie, infatti, in questo caso si ha M = 36548, questo per
confrontare uniformemente i vari modelli con quello funzionale nel quale si
prevede l’intera curva e non i singoli valori.
4.1.1 Selezione dell’ordine AR
In ﬁgura 4.1, nella pagina seguente, si pu` o osservare il graﬁco dell’autocorre-
lazione e dell’autocorrelazione parziale di una delle serie su cui si vogliono
costruire i modelli, in particolare la fascia relativa all’ora 09.30-10.00. Si pu` o
notare che il graﬁco dell’ACF tende lentamente a zero, quindi sembra avere
un comportamento simile a un processo autoregressivo. Il graﬁco della PACF
induce a stimare un modello autoregressivo del primo ordine, perch` e oltre
alla prima autocorrelazione signiﬁcativa, le altre sono quasi tutte all’interno
delle bande di conﬁdenza. I graﬁci dell’autocorrelazione e dell’autocorrela-
zione delle serie per ogni fascia semi oraria, hanno tutte un comportamento
del tutto similare a quello riportato per la fascia 20. Alcune per` o presenta-
no delle autocorrelazioni parziali signiﬁcative anche oltre il ritardo uno, per4.1 Previsioni in-sample 37
questo motivo si sceglie di stimare un modello autoregressivo del primo or-
dine, e si sceglie di aumentare i ritardi per vedere se il modello e la previsione
possano migliorare.
Figura 4.1: ACF e PACF della serie dei residui dt,i per la fascia semi oraria relativa
alle ore 9.30-10.
Nella ﬁgura 4.2 i valori previsti dal modello (colore rosso) sembrano segui-
re l’andamento della serie dt,i (colore nero). In basso nello stesso graﬁco ` e
rappresentato l’errore di stima del modello, cio` e la differenza tra i valori veri
e i valori stimati dal modello AR(1), si osserva come rimangano dei picchi.
Questopu` oindurreapensarecheladecomposizioneapplicatainprecedenza
non tenga conto di altre componenti deterministiche della serie della doman-
da.
Dalgraﬁcodell’autocorrelazione(ﬁgura4.3)sievincecheiresiduidelmodel-
lo AR(1) stimato sul campione in-sample, siano stazionari perch` e sostanzial-
mente le autocorrelazioni sono tutte all’interno della bande di conﬁdenza.
La previsione della serie dt,i sar` a data da:
b dt+1,i = b b0,i + b b1,idt,i (4.1)38 Capitolo 4. Applicazione ai dati
Figura 4.2: Fascia semi oraria 09.30-10.00. Valori stimati (in rosso) del modello
AR(1) sul campione in-sample. In basso: serie della differenza tra valori reali e valori
stimati.
Figura 4.3: Fascia semi oraria 09.30-10.00. ACF dei residui del modello AR(1)
stimato sul campione in-sample.4.1 Previsioni in-sample 39
b b0,i e b b1,i sono i coefﬁcienti stimati dal AR(1).
Nella ﬁgura 4.4 ` e rappresentato in alto, il graﬁco delle 365 previsioni un pas-
so in avanti (color rosso) e la serie reale dt (color nero), e in basso l’errore di
previsione.
Si pu` o notare come le previsioni seguano l’andamento della serie reale ma,
in alcuni punti, la vera domanda viene sottostimata. L’errore di previsione
` e concentrato intorno allo zero, ma nella parte ﬁnale ed iniziale della serie si
discosta poco oltre lo zero.
Figura 4.4: Fascia semi oraria 09.30-10.00. In alto: serie delle 365 previsioni un
passo in avanti (colore rosso) nel campione in-sample, nell’asse delle y si trova la
quantit` a della domanda di energia elettrica. In basso: serie dell’errore di previsione,
nell’asse delle y si trova la variazione dell’errore.
Come si ` e detto gi` a in precedenza, visto che alcune autocorrelazioni, in altre
fasce semi orarie, risultano signiﬁcative oltre al ritardo uno, si stima un mo-
dello autoregressivo di ordine superiore: un AR(2).
Anche in questo caso si riportano i risultati per la fascia semi oraria relativa
alle ore 09.30-10.00. Risultati analoghi si ottengono per tutte le altre fasce se-
mi orarie.40 Capitolo 4. Applicazione ai dati
Nella ﬁgura 4.5 in alto, si osserva come la serie dei valori stimati dal modello
AR(2) in colore rosso segua l’andamento della serie di dt,i. Inoltre, si nota che
l’errore di questa stima (nella parte in basso del graﬁco), ` e molto prossimo
allo zero, tranne nei due picchi centrali della serie. Comunque dal graﬁco
4.6 dell’autocorrelazione parziale, si assume che i residui del modello siano
stazionari, in quanto tutte le autocorrelazioni sono all’interno delle bande di
conﬁdenza.
Figura 4.5: Fascia semi oraria 09.30-10.00. In alto, in rosso la serie dei valori stimati
dal modello AR(2) per il campione in-sample, in nero la serie dt,i, sull’asse delle y si
trova la quantit` a della domanda. In basso il graﬁco della differenza tra valori della
serie e valori stimati.
La previsione in questo caso sar` a data da:
b dt+1,i = b b0,i + b b1,idt,i + b b2,idt 1,i (4.2)
con b b0,i, b b1,i e b b2,i sono i coefﬁcienti dal modello AR(2). Nella ﬁgura 4.7 in
alto, ` e rappresentato il graﬁco delle 365 previsioni un passo in avanti (color
rosso) e la serie reale dt (color nero), e in basso l’errore di previsione. Anche
in questo caso, le previsioni sembrano seguire l’andamento della serie reale;4.1 Previsioni in-sample 41
Figura 4.6: ACF dei residui del modello AR(2) stimato in-sample, fascia semi oraria
09.30-10.00.
Figura 4.7: Fascia semi oraria 09.30-10.00. In alto: serie delle 365 previsioni un
passo in avanti (colore rosso) nel campione in-sample dal modello AR(2), nell’asse
delle y si trova la quantit` a della domanda di energia. In basso serie dell’errore di
previsione, nell’asse delle y si trova la variazione dell’errore.42 Capitolo 4. Applicazione ai dati
in alcuni punti, la vera domanda viene per` o sottostimata, infatti l’errore di
previsione ad essa associata non ` e zero. In generale, l’errore di previsione ` e
prossimo allo zero.
E’ possibile stimare modelli autoregressivi con ordini superiori al secondo,
ma non risulta mai un modello adattabile per tutte le fasce semi orarie. Infat-
ti, per pi` u della met` a delle fasce semi orarie, solo il primo e secondo ritardo
della serie risultano signiﬁcativi; aumentando i ritardi i coefﬁcienti, risultano
sostanzialmente tutti non signiﬁcativi.
Si ` e provato a stimare un modello autoregressivo adatto per ogni fascia semi
oraria, ma questo non ha portato dei miglioramente nei risultati e quindi si
` e privilegiato la semplicit` a di adottare un unico modello uguale per tutte le
fasce.
4.1.2 Selezione dell’ordine ARX
Si stima ora un AR(1) con l’introduzione della serie delle temperature medie
come variabile esogena. Di questa variabile si considera un solo ritardo, in
quanto la serie delle temperature presa in considerazione ` e la temperatura
media di tutto il giorno. In ogni caso, aggiungengo ritardi della variabile
esogena, questi risultavano non signiﬁcativi per la maggior parte delle fasce
semi orarie.
Nella ﬁgura 4.8 in alto, si osserva che la serie dei valori stimati dal modello
ARX(1) in colore rosso sembra seguire l’andamento della serie di dt,i. Inol-
tre, si nota che l’errore di questa stima (nella parte in basso del graﬁco), ` e
molto vicina allo zero, tranne nei due picchi centrali della serie. Dal graﬁco
4.9 dell’autocorrelazione parziale, si assume che i residui del modello siano
stazionari, in quanto tutte le autocorrelazioni sono all’interno delle bande di
conﬁdenza.
La previsione in questo caso sar` a data da:
b dt+1,i = b b0,i + b b1,idt,i + b g1,itempt,i (4.3)4.1 Previsioni in-sample 43
Figura 4.8: Fascia semi oraria 09.30-10.00. In alto, in rosso la serie dei valori stimati
dal modello ARX(1)) per il campione in-sample, in nero la serie dt,i, sull’asse delle y
si trova la quantit` a della domanda. In basso il graﬁco della differenza tra valori della
serie e valori stimati.
Figura 4.9: ACF dei residui del modello ARX(1) stimato in-sample, fascia semi
oraria 09.30-10.00.44 Capitolo 4. Applicazione ai dati
con b b0,i, b b1,i e b g1,i sono i coefﬁcienti dal modello ARX(1) per ogni fascia semi
oraria.
Nella ﬁgura 4.10 in alto, ` e rappresentato il graﬁco delle 365 previsioni un
passo in avanti (color rosso) e la serie reale dt (color nero), e in basso l’errore
di previsione. Si nota che le previsioni seguono fedelmente l’andamento del-
la serie reale anche se, in alcuni punti, la vera domanda viene sottostimata;
punti nei quali l’errore si discosta maggiormente dallo zero. Dato che si ` e sti-
Figura 4.10: Fascia semi oraria 09.30-10.00. In alto: graﬁco della serie delle 365
previsioni un passo in avanti per la serie dt,i dal modello ARX(1), sull’asse delle y si
trova la quantit` a di domanda di energia. In basso la serie dell’errore di previsione.
mato un modello autoregressivo di ordine due, ` e interessante stimare anche
il modello ARX con due ritardi nella parte autoregressiva.
Nel graﬁco 4.11, ` e rafﬁgurata, in alto, la serie dei valori stimati dal modello
(in rosso) e in basso la serie dell’errore, deﬁnito come differenza tra la serie
dt,i e i valori stimati. Si nota come la serie dei valori stimati segua l’anda-
mento della serie della domanda in modo fedele, e l’errore ad esso associato
risulta essere minimo, tranne nei picchi centrali della serie. Dall’autocorrelo-
gramma di ﬁgura 4.11, si pu` o affermare che i residui del modello ARX con 2
ritardi sembrano stazionari, essendo tutte le autocorrelazioni all’interno del-4.1 Previsioni in-sample 45
Figura 4.11: Fascia semi oraria 09.30-10.00. In alto: serie dei valori stimati dal
modello ARX con p=2, colore rosso, e serie della domanda dt,i. In basso: graﬁco della
serie degli errori, cio` e la differenza tra valori reali e valori stimati dal modello.
le bande di conﬁdenza.
La previsione un passo in avanti sar` a data da:
b dt+1,i = b b0,i + b b1,idt,i + b b2,idt 1,i + b g1,itempt,i (4.4)
con b b0,i, b b1,i, b b2,i e b g1,i sono i coefﬁcienti dal modello ARX con due ritardi.
La serie delle 365 previsioni un passo in avanti ` e riportata nella ﬁgura 4.13
in alto (colore rosso), in basso invece l’errore di previsione. Anche in questo
caso si evince che la serie delle previsioni segue in modo fedele la serie della
domanda, e l’errore di previsione associato ` e sempre prossimo allo zero.
4.1.3 Selezione del modello VAR
Inquesto caso l’ordine delmodello ` e statoscelto tramite il criterio di informa-
zione di Akaike (AIC). Questo criterio tiene conto della bont` a di adattamento
e della complessit` a del modello, ` e deﬁnito come AIC = 2k   2ln(L) dove k
` e il numero di parametri del modello statistico e L ` e il valore massimizzato46 Capitolo 4. Applicazione ai dati
Figura 4.12: ACF dei residui del modello ARX con p=2, fascia semi oraria 09.30-
10.00.
Figura 4.13: Fascia semi oraria 09.30-10.00. In alto: graﬁco della serie delle 365
previsioni un passo in avanti per la serie dt,i dal modello ARX con due ritardi, sul-
l’asse delle y si trova la quantit` a di domanda di energia. In basso la serie dell’errore
di previsione.4.1 Previsioni in-sample 47
Figura 4.14: Fascia semi oraria 09.30-10.00. In alto: graﬁco della serie dei valori
stimati dal modello V AR(1), sull’asse delle y si trova la quantit` a di domanda di ener-
gia. In basso la serie dell’errore come differenza tra valori veri e valori stimati dal
modello.
della funzione di verosimiglianza del modello stimato. Ad ogni modo, tutti i
principali criteri (BIC, HQ..) indicavano quest’ordine.
Anche in questo esempio si riportano i risultati per la fascia relativa alle ore
09.30-10.00.
Nella ﬁgura 4.14 sono rappresentati i valori stimati (color rosso) dal VAR(1),
che sembrano seguire l’andamento della serie reale, tranne in alcuni picchi
in cui il modello non stima bene la serie. Nella ﬁgura 4.15, invece, si valuta
la bont` a dei residui di questo modello, si nota che solamente un’autocorrela-
zione esce dalle bande di conﬁdenza (ritardo 5), ma questo induce ad affer-
mare che i residui del modello siano comunque stazionari e che quindi sia un
modello accettabile. In questo caso la previsione un passo in avanti sar` a:
b dt+1 = b F0 + b F1dt, (4.5)48 Capitolo 4. Applicazione ai dati
Figura 4.15: ACF residui modello VAR(1) fascia semi oraria 09.30-10.00.
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Esplicitando singolarmente le equazioni si avr` a:
b di,t+1 = b fi,0 + b fi,1d1,t + b fi,2d2,t + ..+ b fi,48d48,t con i = 1,..,48.
Nella ﬁgura 4.16 sono riportati in alto il graﬁco della serie delle previsioni (in
rosso) in confronto alla serie reale (color nero) e in basso la serie dell’errore di
previsione. L’errore di previsione ` e sempre prossimo allo zero, tranne, anche
qui nella parte iniziale e ﬁnale della serie.
4.1.4 Selezione del modello VARX
Anche in questo caso l’ordine del modello ` e stato scelto tramite il criterio di
informazione di Akaike (AIC), ma anche tutti i principali criteri (BIC, HQ..)
indicavano quest’ordine. Per quanto riguarda il ritardo della variabile tem-
peratura si applica il ragionamento precedente e si utilizza un solo ritardo di
tale variabile.
Nella ﬁgura 4.17, sono rafﬁgurate la serie reale della domanda dt (colore ne-4.1 Previsioni in-sample 49
Figura 4.16: Fascia semi oraria 09.30-10.00. In alto: graﬁco della serie delle previ-
sioni un passo in avanti (colore rosso) dal modello V AR(1), sull’asse delle y si trova
la quantit` a di domanda di energia. In basso la serie dell’errore di previsione.
ro) e la serie dei valori stimati dal VARX con un ritardo (colore rosso). Come
nelle speciﬁcazioni precedenti, la serie dei valori stimati segue in modo ab-
bastanza fedele la vera serie, non cogliendo per` o alcuni picchi, soprattutto
quelli centrali.
Sostanzialmente tutte le autocorrelazioni dei residui, nel graﬁco 4.18, stanno
all’interno delle bande di conﬁdenza, quindi i residui del modello risultano
essere stazionari.
La previsione un passo in avanti sar` a data da:
b dt+1 = b F0 + b F1dt + b G1tempt, (4.6)
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Figura 4.17: Fascia semi oraria 09.30-10.00. In alto: graﬁco della serie dei valori sti-
mati dal modello V ARX con 1 ritardo (colore rosso). In basso la serie della differenza
tra valori veri e valori stimati.
Figura 4.18: ACF dei residui del modello V ARX con 1 ritardo, fascia semi oraria
09.30-10.00.4.1 Previsioni in-sample 51
Esplicitando singolarmente le equazioni si ottiene:
b di,t+1 = b fi,0 + b fi,1d1,t + b fi,2d2,t + ..+ b fi,48d48,t + b gi,1tempi,t
con i = 1,..,48.
Nella ﬁgura 4.19, in alto vi ` e la serie reale della domanda dt (colore nero) e la
serie delle previsioni un passo in avanti (colore rosso), in basso vi ` e l’errore
di previsione.
Anche in questo caso ` e evidente come le previsioni, pur seguendo l’anda-
mento della serie reale, spesso sottostimino o sovrastimino il vero valore.
Analogamente l’errore, nella parte in basso della ﬁgura, ` e molto prossimo
allo zero, tranne nella parte centrale e ﬁnale della serie.
Figura 4.19: Fascia semi oraria 09.30-10.00. In alto: graﬁco della serie delle pre-
visioni un passo in avanti (colore rosso) dal modello V ARX con 1 ritardo, sull’asse
delle y si trova la quantit` a di domanda di energia. In basso la serie dell’errore di
previsione.52 Capitolo 4. Applicazione ai dati
4.1.5 Selezione del modello funzionale
Prima di stimare il modello di regressione lineare funzionale, ` e necessario
rendere funzionale la serie della domanda di energia, attraverso le funzioni
base descritte nel capitolo 2.
Le basi scelte per i dati sono le funzioni di Fourier, visto che sono dati di tipo
periodico, e le funzioni B-Splines che sono quelle pi` u comuni.
E’ fondamentale scegliere la funzione base e il numero di funzioni pi` u adatte
ai dati, e, non essendoci un metodo da seguire, si decide il numero K di fun-
zioni base attraverso simulazione.
Sia per le funzioni base di Fourier, sia per le B-Splines, si ` e deciso di utilizzare
i valori di K pari a 5, 9, 11, 13, 15, 17, 19, 21. Non si considerano valori troppo
elevati di K, come ad esempio con K superiore di 31, perch` e si otterrebbe un
eccessivo adattamento ai dati osservati.
La funzione dei dati da rendere funzionale ` e il proﬁlo giornaliero della do-
manda, si avranno, quindi, 48 osservazioni su cui stimare la funzione base.
Per entrambi i tipi di funzione base scelti, si riportano in una tabella la radi-
ce gli errori quadratici medi, dove l’errore ` e deﬁnito come la differenza tra i
valori stimati dalle funzioni base e i valori dati dt,i.
In tabella 4.1 si trovano gli errori al variare del valore di K per le funzioni di
Fourier e B-Splines. Ovviamente aumentando il valore di K l’errore diminui-
sce, ma si incorre nell’eccessivo adattamento ai dati.
Si sceglie, quindi, il valore di K valutando gli errori, ma anche con l’aiuto
graﬁco. I valori di K = 15,17,19,21 producono un eccessivo adattamento
ai dati per entrambe le funzioni base; K = 5 per le B-Splines liscia troppo
poco la serie, e K = 13 risulta ancora un valore elevato. In deﬁnitiva si ` e
scelto di procedere con i seguenti valori di K, cercando di trovare un buon
compromesso tra adattabilit` a e lisciatura:
 per le funzioni base di Fourier ` e stato scelto K = 5,9.
Si nota come la funzione con K = 5 sia meno liscia (curva blu nelle
ﬁgure 4.20, 4.21) e come la funzione con K = 9 a volte appaia eccessi-4.1 Previsioni in-sample 53
Valori di K,Fourier RMSQ Valori di K.B-Splines RMSQ
K=5 0.008076 K=5 0.008947
K=7 0.006708 K=7 0.006962
K=9 0.005662 K=9 0.005661
K=11 0.004868 K=11 0.004985
K=13 0.004304 K=13 0.004311
K=15 0.003869 K=15 0.003569
K=17 0.003482 K=17 0.003414
K=19 0.003129 K=19 0.002842
K=21 0.002856 K=21 0.002542
Tabella 4.1: Valore della radice dell’errore quadratico medio al variare di K e della
funzione base.
vamente adattata (curva rossa).
Le ﬁgure si riferiscono ad alcuni giorni del campione in-sample.
 per le funzioni base B-Splines la scelta ` e K = 7,9.
Si osserva come la funzione con K = 7 sia meno liscia (curva blu nelle
ﬁgure 4.22, 4.23) e come la funzione con K = 9 a volte appaia eccessi-
vamente adattata (curva rossa).
Anche in questo caso le ﬁgure si riferiscono ad alcuni giorni del cam-
pione in-sample.
Con questi valori di K e queste funzioni base si andr` a a stimare un model-
lo autoregressivo funzionale del primo ordine, e un modello autoregressivo
funzionale con la variabile esogena temperatura media.
Per quanto riguarda il modello di regressione lineare funzionale, si far` a ri-
ferimento a due speciﬁcazioni, una in cui la variabile dipendente ` e la serie
stocastica della domanda ritardata di un periodo (modello autoregressivo
funzionale), e un’altra in cui si introduce anche la serie della temperatura
media del Regno Unito (ARX funzionale).54 Capitolo 4. Applicazione ai dati
Figura 4.20: Funzioni di Fourier al variare di K. K = 5 curva rossa, K = 7 curva
blu, per il primo giorno di osservazione.
Figura 4.21: Funzioni di Fourier al variare di K. K = 5 curva rossa, K = 7 curva
blu, per l’ultimo giorno di osservazione.4.1 Previsioni in-sample 55
Figura 4.22: Funzioni B-Splines al variare di K. K = 7 curva rossa, K = 7 curva
blu, per il primo giorno di osservazione.
Figura 4.23: Funzioni B-Splines al variare di K. K = 7 curva rossa, K = 7 curva
blu, per l’ultimo giorno di osservazione.56 Capitolo 4. Applicazione ai dati
I due modelli di riferimento sono quindi:
dt(i) = b0(i) + d(t 1)(i)b1(i) + et(i) (4.7)
con diverse tipologie di funzioni base, e:
dt(i) = b0(i) + d(t 1)(i)b1(i) + tempt 1(i)b2(i)et(i) (4.8)
Le variabili risposta ed esplicative sono rese funzionali attraverso le funzioni
base di Fourier e le B-Splines.
Di seguito vengono riportati i risultati per i diversi modelli speciﬁcati con le
funzioni base di Fourier con K pari a 5 e 7, e le funzioni base B-Spline con K
pari a 7,9.
La previsione ad un passo sar` a data in modo analogo ai modelli univariati
gi` a citati.
dt+1(i) = b b0(i) + b b1(i)d(t)(i) (4.9)
Per la previsione un passo in avanti dei modelli ARX funzionali si avr` a:
dt+1(i) = b b0(i) + b b1(i)d(t)(i) + b2(i)tempt 1(i)et(i) (4.10)
Si ` e stimato il modello di regressione lineare funzionale (4.7) in cui sia la va-
riabile risposta, sia la variabile dipendente sono state trasformate in variabile
funzionale tramite 5 funzioni base di Fourier.
Nella ﬁgura 4.24 si osserva, in alto, il graﬁco della serie dei valori stimati dal
modello utilizzando 5 funzioni base di Fourier, e in basso l’errore di stima ad
esso associato.
Si pu` o notare che ci sono dei punti in cui la stima del modello non cattura in
maniera adeguata i valori della serie.
Nella ﬁgura 4.25 ` e rappresentata, in alto, la serie delle 365 previsioni un pas-
so in avanti svolte nel campione in-sample, e in basso l’errore di previsione.
Dal graﬁco si evince che le previsioni sembrano seguire molto fedelmente la
serie della domanda dt,i.
Inoltre, l’errore di previsione ` e molto prossimo allo zero, anche se in alcu-
ni periodi della serie, specialmente all’inizio, si discosta di poco dallo zero.4.1 Previsioni in-sample 57
Figura 4.24: Fascia semi oraria 09.30-10.00. In alto: serie dei valori stimati dal
modello funzionale con k = 5 funzioni base di Fourier. In basso: l’errore di stima.
Figura 4.25: Fascia semi oraria 09.30-10.00. In alto: Serie delle 365 previsioni un
passo in avanti (colore rosso) con variabili espresse con 5 funzioni base di Fourier,
nel campione in-sample. In basso: errore di previsione.58 Capitolo 4. Applicazione ai dati
Analogamente, si ` e stimato il modello ARX funzionale (4.8), con la tempera-
tura media come variabile esogena. Tutte le variabile sono state rese funzio-
nali con 5 funzioni di Fourier.
Nel graﬁco 4.26 ` e rafﬁgurata, in alto, la serie delle 365 previsioni un passo in
avanti (colore rosso) e in basso l’errore di previsione. Anche in questo caso le
previsioni sembrano seguire fedelmente la serie della domanda (colore nero);
l’errore di previsione appare molto contenuto e prossimo allo zero.
Figura 4.26: Fascia semi oraria 09.30-10.00. In alto: Serie delle 365 previsioni
un passo in avanti (colore rosso). Le variabili sono espresse con 5 funzioni base
di Fourier, modello stimato nel campione in-sample. In basso: serie dell’errore di
previsione.4.1 Previsioni in-sample 59
In egual modo ` e stato stimato il modello di regressione funzionale (4.7) sin-
tentizzando i dati, questa volta, con 9 funzioni base di Fourier.
Graﬁcamente i valori stimati dal modello con 9 basi di Fourier sono apparsi
analoghi al precedente, per semplicit` a si riportano, quindi, soltanto i risultati
delle previsioni un passo in avanti.
Anche in questo caso, si nota, dalla ﬁgura 4.27, che la serie delle 365 previ-
sioni un passo in avanti (colore rosso) segue passo passo l’andamento della
serie della domanda (colore nero) per il campione dei dati in-sample.
Anche l’errore di previsione ` e praticamente sempre vicino allo zero.
Solamente all’inizio della serie si nota un scostamento dallo zero, ma comun-
que rimane molto piccolo.
Figura 4.27: Fascia semi oraria 09.30-10.00. In alto: Serie delle 365 previsioni
un passo in avanti (colore rosso). Le variabili sono espresse con 9 funzioni base di
Fourier, eilmodello ` estatostimatonelcampionein-sample. Inbasso: seriedell’errore
di previsione.60 Capitolo 4. Applicazione ai dati
Successivamente, ` e stato stimato il modello ARX funzionale, in cui anche la
variabile temperatura ` e stata resa funzionale, sempre con 9 funzioni di Fou-
rier.
Si trascrivono, quindi, i risultati per la previsione un passo in avanti.
Nella ﬁgura 4.28 si osserva, in alto, che la serie delle 365 previsioni un passo
in avanti (colore rosso) ha pari andamento della serie della domanda (colore
nero). In basso si nota, invece, il graﬁco dell’errore di previsione che appare
molto contenuto e intorno allo zero.
Figura 4.28: Fascia semi oraria 09.30-10.00. In alto: Serie delle 365 previsioni un
passo in avanti (colore rosso) con variabili espresse con 9 funzioni base di Fourier,
nel campione in-sample. In basso: errore di previsione.
E’ interessante veriﬁcare se, utilizzando una funzione base che appare pi` u
semplice e pi` u usata, le previsioni del modello di regressione lineare funzio-
nale cambino. In questo caso si utilizzano le funzioni B-Splines con valori di
K pari a 7 e 9.
Inizialmente si stima il modello di regressione funzionale con 7 B-Splines.
Nella ﬁgura 4.29 a pagina seguente, si trova, come sempre, in alto la serie
delle previsioni un passo in avanti e, in basso, l’errore di previsione. Si pu` o
notare che l’errore di previsione ` e prossimo allo zero, discostandosi solamen-4.1 Previsioni in-sample 61
Figura 4.29: Fascia semi oraria 09.30-10.00. In alto: Serie delle 365 previsioni un
passo in avanti (colore rosso) con variabili espresse con 7 funzioni base B-Splines,
nel campione in-sample. In basso: errore di previsione.
te di poco oltre lo zero in alcuni punti della serie.
Si ` e proceduto in modo analago per stimare il modello con l’introduzione
della variabile esogena funzionale, anch’essa con 7 funzioni base B-Splines.
Nella ﬁgura 4.30 si pu` o osservare, in alto, che la serie delle 365 previsioni un
passo in avanti (colore rosso) ricalca l’andamento della serie della domanda
(colore nero). In basso si trova il graﬁco dell’errore di previsione che appa-
re molto contenuto e intorno allo zero, con qualche picco intorno allo 0.08.
Successivamente, si ` e provato a stimare un modello di regressione lineare
funzionale con 9 funzioni base B-Splines, le quali, ricordando il graﬁco mo-
strato in precedenza, sembravano lisciare troppo i dati.
In questo caso l’errore di previsione arriva anche a 0.08, ma nella parte re-
stante della serie ` e comunque prossimo allo zero.
Nel graﬁco 4.31 ` e rafﬁgurata, in alto la serie delle previsioni un passo in avan-
ti e, in basso, l’errore di previsione. Anche in questo caso le previsioni sono
similari all’andamento della serie della domanda, e l’errore di previsione ` e
intorno allo zero. Si stima, inﬁne, con k = 9 funzioni B-Spline il modello di62 Capitolo 4. Applicazione ai dati
Figura 4.30: Fascia semi oraria 09.30-10.00. In alto: Serie delle 365 previsioni
un passo in avanti (colore rosso) con variabili espresse con 7 funzioni base di
B-Spline, nel campione in-sample. In basso: errore di previsione.
Figura 4.31: Fascia semi oraria 09.30-10.00. In alto: Serie delle 365 previsioni un
passo in avanti (colore rosso) con variabili espresse con 9 funzioni base B-Splines,
nel campione in-sample. In basso: errore di previsione.4.1 Previsioni in-sample 63
regressione lineare con la temperatura media come variabile esogena.
Nella ﬁgura 4.32 ` e rappresentata, in alto, la serie delle 365 previsioni un pas-
so in avanti (colore rosso) e in basso il graﬁco dell’errore di previsione. Que-
st’ultimo appare molto contenuto e prossimo allo zero, infatti, la serie delle
previsioni ` e molto vicina alla serie della domanda reale.
Figura 4.32: Fascia semi oraria 09.30-10.00. In alto: Serie delle 365 previsioni
un passo in avanti (colore rosso) con variabili espresse con 7 funzioni base di
B-Spline, nel campione in-sample. In basso: errore di previsione.
Si sono stimati modelli autoregressivi univariati, multivariati e funzionale, e
si sono stimati gli stessi con l’introduzione della variabile esogena.
Si riassumono quindi in un’unica tabella (4.2) tutti i risultati ottenuti riguar-
do all’errore di previsione.
Per quanto riguarda l’analisi univariata si scelgono, osservando la tabella, i
modelli AR(1) e ARX(1) in quanto, aumentare i ritardi non porta un miglio-
ramento cos` ı netto alle previsioni.
Invece per l’analisi multivariata si faranno le previsioni su entrambi i modelli
proposti.
Dalla tabella si evince, inoltre, che i modelli funzionali, anche con diverso64 Capitolo 4. Applicazione ai dati
Modello MAE MAPE RMSQ
AR(1) 0.02026 3.2213 0.02824
AR(2) 0.02025 3.1476 0.02822
ARX(1) 0.02054 3.1943 0.02833
ARX(2) 0.02057 3.1409 0.02840
VAR(1) 0.0177 3.4415 0.02569
VARX(1) 0.0179 3.3909 0.02574
ARF con K = 5 Fourier 0.01204 1.49433 0.01675
ARF con K = 9 Fourier 0.01137 1.09154 0.01589
ARF con K = 7 B-Spline 0.01169 1.14105 0.01636
ARF con K = 9 B-Spline 0.01187 1.11867 0.01591
ARXF con K = 5 Fourier 0.01275 1.60918 0.01748
ARXF con K = 9 Fourier 0.01268 1.28520 0.01670
ARXF con K = 7 B-Spline 0.01245 1.54858 0.01713
ARXF con K = 9 B-Spline 0.01216 1.27909 0.01672
Tabella 4.2: Indicatori sull’errore di previsione dei vari modelli in-sample. ARF:
modello autoregressivo funzionale; ARXF: modello autoregressivo funzionale con
l’introduzione di una variabile esogena.4.2 Previsioni out-of-sample 65
numero e tipologia di funzione base, hanno gli indici con valori molto vicini
tra loro.
Quindi, per quanto riguarda il modello autoregressivo funzionale, si nota
che la funzione base di Fourier con K = 9 risulta avere tutti gli indici minori
rispetto ai restanti modelli.
Invece, per il modello ARX funzionale si nota che la funzione B-Spline con
K = 9 minimizza tutti gli errori.
4.2 Previsioni out-of-sample
L’obiettivo della tesi ` e quello di prevedere la domanda di energia Dt,i nel bre-
ve periodo.
Per determinare quale modello utilizzare per le previsioni, si sono stimati di-
versi modelli e condotto le previsioni sul campione in-sample.
Ora si sono determinati quali modelli utilizzare per la previsione della vera
domanda di energia; queste previsioni verranno condotte sul terzo perio-
do di osservazioni, denominato out-of-sample, ovvero il periodo che va dal 1
Gennaio 2010 al 31 Dicembre 2010.
In ogni caso si hanno a disposizione i veri valori della domanda per poter
effettuare un confronto tra le previsioni e il vero valore.
Si ricorda che le previsioni un passo e due passi in avanti saranno date da:
d Dt+1,i = exp( d Lt+1,i + d St+1,i + d Ft+1,i + b dt+1,i) t = 1737,...,2101
d Dt+2,i = exp( d Lt+1,i + d St+2,i + d Ft+2,i + b dt+2,i) t = 1737,...,2100
dove b dt+1,i e b dt+2,i sono le previsioni un passo e due passi in avanti della serie
stocastica.
Di seguito verranno riportati i risultati delle previsioni ottenute dai modelli
univariati, multivariati e funzionali identiﬁcati in precedenza.66 Capitolo 4. Applicazione ai dati
4.2.1 Modello AR(1)
Per i modelli univariati autoregressivi ` e stato scelto di stimare il modello
AR(1).
Nella ﬁgura 4.33 si trova in alto, il graﬁco della previsione un passo in avan-
ti (colore rosso) per la serie della domanda Dt,i, con i = 20. Si nota che la
previsione sembra seguire pari passo la serie della domanda, e che l’errore di
previsione, soprattutto nella parte centrale della serie, sembra essere molto
vicino a zero.
Figura 4.33: Fascia semi oraria 09.30-10.00. In alto: serie delle 365 previsioni un
passo in avanti (colore rosso), in basso l’errore di previsione per il periodo 1 Gennaio-
31 Dicembre 2010. Modello AR(1)
Invece, nella ﬁgura 4.34, ` e rappresentata la previsione due passi in avanti per
la stessa fascia semi oraria (i = 20).
Anche in questo caso si nota che la serie delle previsioni (colore rosso) segue
l’andamento della serie reale fedelmente.
L’errore di previsione non sempre ` e vicino allo zero, nella parte iniziale e ﬁ-
nale della serie si discosta dallo zero arrivando intorno ai j4000j.
E’ ancora comunque accettabile visto che il livello medio della serie ` e intorno
ai 40000.4.2 Previsioni out-of-sample 67
Figura 4.34: Fascia semi oraria 09.30-10.00. In alto:serie della previsione due pas-
si in avanti (colore rosso). In basso serie dell’errore di previsione per il periodo 1
Gennaio-31 Dicembre 2010. Modello AR(1).
Nelle ﬁgure 4.35 e 4.36 a pagina seguente, sono riportate rispettivamente le
previsioni e l’errore un passo e due passi in avanti per la fascia semi oraria
03.30-4.00, ovvero la fascia in cui la domanda di energia risulta minore.
Anche in questo caso si osserva che le previsioni un passo e due passi in
avanti seguono fedelmente l’andamento della vera serie della domanda.
Si pu` o notare che l’errore di previsione un passo in avanti ` e pi` u variabile
nelle parti iniziali e ﬁnale della serie, ma sempre molto prossimo allo zero.
Inﬁne, nella ﬁgura 4.37, si trova la previsione giornaliera, sia un passo in
avanti (colore rosso), sia due passi in avanti (colore blu), confrontate con la
vera domanda giornaliera (colore nero).
Entrambe le previsioni sembrano sovrastimare la vera domanda nella prima
parte del giorno, e nella seconda parte sembrano sottostimare il vero valore
della domanda.68 Capitolo 4. Applicazione ai dati
Figura 4.35: Fascia semi oraria 03.30-4.00. In alto:serie della previsione un passo in
avanti (colore rosso). In basso serie dell’errore di previsione per il periodo 1 Gennaio-
31 Dicembre 2010. Modello AR(1).
Figura 4.36: Fascia semi oraria 03.30-4.00. In alto:serie della previsione due passi in
avanti (colore rosso). In basso serie dell’errore di previsione per il periodo 1 Gennaio-
31 Dicembre 2010. Modello AR(1).4.2 Previsioni out-of-sample 69
Figura 4.37: Previsione del giorno 1738 (2 Gennaio 2010): in colore rosso la previ-
sione un passo in avanti, in colore blu la previsione due passi in avanti e in nero vero
proﬁlo giornaliero della domanda di energia.
4.2.2 Modello ARX(1)
Tra i modelli autoregressivi univariati con variabile esogena proposti, ` e risul-
tato migliore il modello ARX con un solo ritardo nella parte autoregressiva.
Aumentando i ritardi nella parte autoregressiva del modello non si sono ot-
tenuti miglioramenti netti alle previsioni.
Per quanto riguarda la previsione ad un passo e due passi in avantisi segue
sempre lo stesso schema proposto. L’unica annotazione, in questo caso, vi ` e
nella previsione due passi in avanti, nella quale, per la previsione di dt+2,i, il
valore della temperatura al tempo t + 1 viene considerato uguale al valore al
tempo t.
Questa ` e un’ipotesi sempliﬁcatrice, in quanto la temperatura media non cam-
bia in maniera netta da un giorno all’altro.
Anche in questo caso, nella ﬁgura 4.38 si trova, in alto, la previsione un passo
in avanti (colore rosso) e, in basso, l’errore di previsione.
Nella ﬁgura 4.39 vi ` e, invece, la previsione due passi in avanti (colore rosso)
e l’errore di previsione ad essa associata. Si nota, come, l’errore di previsione
due passi in avanti ha alcuni picchi in cui si discosta dallo zero, mentre l’er-
rore di previsione un passo in avanti ` e quasi sempre attorno allo zero.70 Capitolo 4. Applicazione ai dati
Figura 4.38: Fascia semi oraria 09.30-10.00 (maggior picco). In alto: serie delle
365 previsioni un passo in avanti (colore rosso) per la serie della domanda Dt,i per
i = 20. In basso: l’errore di previsione per il periodo 1 Gennaio-31 Dicembre 2010.
Modello ARX(1).
Figura 4.39: Fascia semi oraria 09.30-10.00 (maggior picco). In alto: serie delle
previsioni due passi in avanti (colore rosso) per la serie della domanda. In basso
l’errore di previsione per il periodo 1 Gennaio-31 Dicembre 2010. Modello ARX(1).4.2 Previsioni out-of-sample 71
Nelle ﬁgure 4.40 e 4.41 si trovano rispettivamente la serie delle previsioni e
dell’errore un passo in avanti e due passi in avanti, per la fascia semi oraria
di minor picco, ovvero le ore 03.30-4.00. Rispetto alla previsione della fascia
relativa alle ore 09.30-10.00, si nota che l’errore non va oltre i j3000j per la
previsione ad un passo e non va oltre i j4000j per la previsione due passi in
avanti. E’ per` o pi` u variabile nelle parti estreme della serie.
Figura 4.40: Fascia semi oraria 03.30-4.00 (minor picco). In alto: serie delle 365
previsioni un passo in avanti (colore rosso) per la serie della domanda Dt,i per i = 20.
In basso: l’errore di previsione per il periodo 1 Gennaio-31 Dicembre 2010.. Modello
ARX(1)
Nella ﬁgura 4.42 vi ` e la previsione di un singolo giorno (colore nero), sia un
passo in avanti (colore rosso), sia due passi in avanti (colore blu). Anche in
questo caso le previsioni, nella prima parte sovrastimano la domanda, e nella
seconda la sottostimano.72 Capitolo 4. Applicazione ai dati
Figura 4.41: Fascia semi oraria 03.30-4.00 (minor picco). In alto: serie delle 365
previsioni un passo in avanti (colore rosso) per la serie della domanda Dt,i per i = 20.
In basso: l’errore di previsione per il periodo 1 Gennaio-31 Dicembre 2010. Modello
ARX(1).
Figura 4.42: Previsione del giorno 2 Gennaio 2010: in rosso la previsione un passo
in avanti, in blu la previsione a due passi e in nero il vero proﬁlo giornaliero della
domanda di energia.4.2 Previsioni out-of-sample 73
4.2.3 Modello VAR(1)
E’ interessante ora vedere, se con i modelli multivariati, i risultati sulle pre-
visioni un passo e due passi, cambino.
Nella ﬁgura 4.43 vi ` e in alto la serie delle previsioni un passo in avanti per
la fascia semi oraria 09.30-10.00 (colore rosso) che sembra seguire fedelmente
l’andamento della domanda reale (colore nero).
In basso vi ` e, invece, l’errore di previsione un passo in avanti e si nota che, ri-
spetto al caso univariato, l’errore, agli estremi, sembra essere sempre intorno
allo zero, e ha dei picchi che arrivano a j4000j.
Figura 4.43: Fascia semi oraria 09.30-10.00. In alto: serie delle previsioni un passo
in avanti (colore rosso) e la serie della domanda reale (colore nero). In basso se-
rie dell’errore di previsione per il periodo 1 Gennaio-31 Dicembre 2010. Modello
V AR(1).
Nella ﬁgura 4.44, ` e rappresentata, invece, la serie delle previsioni due passi
in avanti (colore rosso) e in basso l’errore di previsione.
Si osservano dei picchi intorno ai j4000j, ma per quasi tutta la lunghezza del-
la serie, l’errore di previsione ` e prossimo allo zero. Infatti, la previsione ad
esso associata segue fedelmente l’andamento della serie reale (colore nero).74 Capitolo 4. Applicazione ai dati
Figura 4.44: Fascia semi oraria 09.30-10.00. In alto: serie delle previsioni due passi
in avanti (colore rosso) e la serie della domanda reale (colore nero). In basso serie
dell’errorediprevisioneperilperiodo1Gennaio-31Dicembre2010. ModelloV AR(1)
Anche in questo caso si riportano anche i risultati per le previsioni un passo
e due passi in avanti per la fascia semi oraria di minor picco, ovvero quella
delle ore 3.30-4.00.
Nel graﬁco 4.45 vi ` e rafﬁgurata la previsione e l’errore ad un passo e nella
ﬁgura 4.46 quella a due passi in avanti. Si pu` o notare che l’errore di previ-
sione un passo in avanti ` e molto prossimo allo zero, e infatti la serie delle
previsioni associata (in rosso) segue fedelmente l’andamento della domanda
di energia. La previsione due passi in avanti si discosta un po di pi` u dalla
vera domanda, ma ` e comunque accettabile.
Nella ﬁgura 4.47, ` e rappresentata la previsione un passo in avanti (colore
rosso) e due passi in avanti (colore blu) per la domanda giornaliera (colo-
re nero). Entrambe le previsioni seguono l’andamento della domanda gior-
naliera, ma verso la ﬁne sembrano sottostimare il proﬁlo giornaliero della
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Figura 4.45: Fascia semi oraria 03.30-4.00. In alto: serie delle previsioni un passo
in avanti (colore rosso) e la serie della domanda reale (colore nero). In basso serie
dell’errorediprevisioneperilperiodo1Gennaio-31Dicembre2010. ModelloV AR(1)
Figura 4.46: Fascia semi oraria 03.30-4.00. In alto: serie delle previsioni due passi
in avanti (colore rosso) e la serie della domanda reale (colore nero). In basso serie
dell’errorediprevisioneperilperiodo1Gennaio-31Dicembre2010. ModelloV AR(1)76 Capitolo 4. Applicazione ai dati
Figura 4.47: Previsione del giorno 2 Gennaio 2010: in rosso la previsione un passo
in avanti, in blu la previsione a due passi e in nero il vero valore giornaliero della
domanda.
4.2.4 Modello VARX(1)
Anche in questo caso, per ottenere la previsione un passo e due passi si se-
guir` a il consueto schema gi` a presentato.
Come nel caso univariato, per la previsione di dt+2,i il valore della tempera-
tura al tempo t + 1 viene considerato uguale al valore al tempo t, poich` e il
valore della temperatura non varia in modo netto da un giorno a quello suc-
cessivo.
Nella ﬁgura 4.48 sono rappresentati, in alto la serie della previsione (colore
rosso) e in basso l’errore di previsione per la fascia semi oraria relativa alle
ore 09.30-10.00.
Si nota che l’errore di previsione, agli estremi, varia da  5000 a 5000, ma so-
stanzialmente ` e intorno allo zero.
Nella ﬁgura 4.49 vi ` e invece, rappresentato allo stesso modo, la previsione a
due passi.
Qui l’errore ha dei picchi pi` u elevati, ma nelle altre parti della serie ` e prossi-
mo allo zero.4.2 Previsioni out-of-sample 77
Figura 4.48: Fascia semi oraria 09.30-10.00. In alto: serie delle previsioni un passo
in avanti (colore rosso) e la serie della domanda reale (colore nero). In basso se-
rie dell’errore di previsione per il periodo 1 Gennaio-31 Dicembre 2010. Modello
V ARX(1)
Figura 4.49: Fascia semi oraria 09.30-10.00. In alto: serie delle previsioni due passi
in avanti (colore rosso) e la serie della domanda reale (colore nero). In basso se-
rie dell’errore di previsione per il periodo 1 Gennaio-31 Dicembre 2010. Modello
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Si riportano, inoltre, i risultati per la fascia semi oraria relativa alle ore 03.30-
4.00. Nelle ﬁgure 4.50 e 4.51, vi sono rispettivamente la previsione e l’errore
un passo e due passi in avanti.
Anche in questo caso si osserva che l’errore di previsione un passo in avanti
` e molto vicino allo zero, e infatti la previsione (colore rosso) segue in modo
fedele l’andamento della serie della domanda. L’errore di previsione due
passi in avanti ` e, invece sempre prossimo allo zero, ma pi` u variabile all’inizio
e alla ﬁne della serie.
Figura 4.50: Fascia semi oraria 03.30-4.00. In alto: serie delle previsioni un passo
in avanti (colore rosso) e la serie della domanda reale (colore nero). In basso se-
rie dell’errore di previsione per il periodo 1 Gennaio-31 Dicembre 2010. Modello
V ARX(1)
Inﬁne, nella ﬁgura 4.52 , ` e rappresentata la previsione un passo (colore rosso)
e due passi (colore blu) in avanti per un singolo giorno. Anche qui, nelle
ultime fasce semi orarie, le previsioni sottostimano la vera domanda.4.2 Previsioni out-of-sample 79
Figura 4.51: Fascia semi oraria 03.30-4.00. In alto: serie delle previsioni due passi
in avanti (colore rosso) e la serie della domanda reale (colore nero). In basso se-
rie dell’errore di previsione per il periodo 1 Gennaio-31 Dicembre 2010. Modello
V ARX(1)
Figura 4.52: Previsione giorno 2 Gennaio 2010: in rosso la previsione un passo
in avanti, in blu la previsione a due passi e in nero il vero valore giornaliero della
domanda.80 Capitolo 4. Applicazione ai dati
4.2.5 Modello AR funzionale
Si ` e stimato il modello autoregressivo funzionale con 9 funzioni base di Fou-
rier ﬁno al secondo periodo di osservazioni e ottenuto la previsione un pas-
so e due passi in avanti. Successivamente, si ` e stimato il modello ﬁno alla
previsione un passo ottenuta precedentemente, e, in modo ricorsivo, si sono
ottenute le previsioni un passo e due passi in avanti 365 volte.
In questo caso, si riportano i risultati per la fascia semi oraria relativa alle
ore 09.30-10.00, e per la fascia oraria relativa alle ore 03.30-4.00, ma i risultati
sono analoghi per le restanti fasce semi orarie.
Figura 4.53: Fascia semi oraria 09.30-10.00. In alto: serie delle 365 previsioni un
passo in avanti (colore rosso) e la serie della domanda reale di energia (colore nero).
In basso: errore di previsione per il periodo 1 Gennaio-31 Dicembre 2010. Modello
AR funzionale con 9 basi di Fourier.
Nella ﬁgura 4.53 vi ` e rappresentata la previsione un passo in avanti, e nella
ﬁgura 4.54 la previsione due passi in avanti, per la fascia semi oraria 09.30-
10.00.
Si nota che, per entrambe, la serie delle previsioni segue in modo fedele l’an-
damento della domanda di energia, tranne nelle prime e nelle ultime osser-
vazioni.4.2 Previsioni out-of-sample 81
L’errore di previsione un passo in avanti ` e quasi sempre prossimo allo zero,
tranne in alcuni picchi in cui risulta negativo (quasi mai risulta positivo), e
quindi la previsione risulta sottostimare la vera domanda. L’errore di pre-
visione a due passi ` e anch’esso concentrato intorno allo zero, ma all’inizio e
alla ﬁne della serie si discosta dallo zero sia in positivo, sia in negativo.
Figura 4.54: Fascia semi oraria 09.30-10.00. In alto: serie delle 365 previsioni
due passi in avanti in avanti (colore rosso) e la serie della domanda reale di energia
(colore nero). In basso: errore di previsione, per il periodo 1 Gennaio-31 Dicembre
2010. Modello AR funzionale con 9 funzioni di Fourier
Nelle ﬁgure 4.55 e 4.56 vi sono rispettivamente la serie delle previsioni e l’er-
rore di previsione un passo e due passi in avanti per la fascia semi oraria
relativa alle ore 03.30-4.00, cio` e la fascia con la quantit` a di domanda mino-
re. Si osserva che l’errore di previsione un passo in avanti ` e molto piccolo e
prossimo allo zero, infatti la serie delle 365 previsioni un passo in avanti ad
esso associata, seguefedelmente l’andamento della serie reale.
L’errore di previsione a due passi ` e invece un po’ pi` u variabile, ma sempre
intorno allo zero.82 Capitolo 4. Applicazione ai dati
Figura 4.55: Fascia semi oraria 03.30-4.00. In alto: serie delle 365 previsioni un
passo in avanti (colore rosso) e la serie della domanda reale di energia (colore nero).
In basso: errore di previsione, per il periodo 1 Gennaio-31 Dicembre 2010. Modello
AR funzionale con 9 basi di Fourier.
Figura 4.56: Fascia semi oraria 03.30-4.00 (fascia di minor picco). In alto: serie
delle 365 previsioni un passo in avanti (colore rosso) e la serie della domanda reale
di energia (colore nero). In basso: errore di previsione, per il periodo 1 Gennaio-31
Dicembre 2010. Modello AR funzionale con 9 basi di Fourier.4.2 Previsioni out-of-sample 83
Nella ﬁgura 4.57 ` e rappresentata la previsione ad un passo (colore rosso) e la
previsione a due passi (colore blu) per il giorno 5 Aprile 2005 (colore nero).
E’ evidente che per le prime fasce semi orarie entrambe le previsioni sottosti-
mano la domanda reale, ma non di molto, e nella seconda parta delle fasce
semi orarie sovrastimano di poco la domanda reale di energia.
Figura 4.57: Previsione giorno 5 Aprile 2005. In rosso la previsione un passo in
avanti, in blu la previsione due passi in avanti e in nero il proﬁlo giornaliero della
vera domanda, per il modello AR funzionale con 9 funzioni di Fourier
4.2.6 Modello ARX funzionale
Si ` e stimato il modello ARX funzionale con 9 funzioni base B-Spline ﬁno al
secondo periodo di osservazioni e in modo analogo a quanto riportato prece-
dentemente, si sono ottenute le previsioni un passo e due passi in avanti 365
volte.
E’ da precisare che, per la previsione a due passi in avanti, il valore della tem-
peratura media ` e stato considerato uguale al valore del periodo precedente,
come fatto nell’analisi univariata e multivariata. Si riportano i risultati per
la fascia semi oraria relativa alle ore 09.30-10.00, ma i risultati sono analoghi
per le restanti fasce semi orarie.84 Capitolo 4. Applicazione ai dati
Figura 4.58: Fascia semi oraria 09.30-10.00. In alto: serie delle 365 previsioni
un passo in avanti in avanti (colore rosso) e la serie della domanda reale di energia
(colore nero). In basso: errore di previsione, per il periodo 1 Gennaio-31 Dicembre
2010. Modello ARX funzionale con 9 B-Spline.
Figura 4.59: Fascia oraria 09.30-10.00. In alto: serie delle 365 previsioni due passi
in avanti in avanti (colore rosso) e la serie della domanda reale di energia (colore
nero). In basso: errore di previsione, per il periodo 1 Gennaio-31 Dicembre 2010.
Modello ARX funzionale con 9 B-Spline.4.2 Previsioni out-of-sample 85
Nella ﬁgura 4.58 e nella ﬁgura 4.59 vi sono, rispettivamente, la previsione
e l’errore un passo in avanti e due passi in avanti per la fascia semi oraria
09.30-10.00.
Si osserva che la previsione un passo in avanti (colore rosso) segue l’anda-
mento in modo fedele della domanda di energia, anche se in qualche punto
sembra sovrastimare o sottostimare di poco la domanda reale.
L’errore di previsione un passo in avanti, come mostrato nel caso preceden-
te, ` e sempre intorno allo zero, tranne in qualche punto d’osservazione della
serie, in cui ha un picco in negativo, quasi mai in positivo.
Per quanto riguarda la previsione due passi in avanti, si nota che spesso sot-
tostima la vera domanda di energia, ma in generale sembra essere una buona
previsione. L’errore di previsione ad essa associato ` e sempre intorno allo ze-
ro, con qualche picco positivo e qualche negativo.
Figura 4.60: Fascia oraria 03.30-4.00. In alto: serie delle 365 previsioni un passo in
avanti in avanti (colore rosso) e la serie della domanda reale di energia (colore nero).
In basso: errore di previsione, per il periodo 1 Gennaio-31 Dicembre 2010. Modello
ARX funzionale con 9 B-Spline.86 Capitolo 4. Applicazione ai dati
Nelle ﬁgure 4.60 e 4.61 sono rappresentate rispettivamente la previsione e
l’errore di previsione un passo e due passi in avanti per la fascia semi oraria
3.30-4.00. E’ evidente che la previsione un passo in avanti segue in maniere
fedele l’andamento della vera domanda e l’errore di previsione ` e molto con-
tenuto e vicino allo zero. La previsione due passi in avanti ` e meno precisa
e infatti l’errore di previsione all’inizio e alla ﬁne della serie si discosta dallo
zero e arriva ﬁno a 4000.
Figura 4.61: Fascia oraria 03.30-4.00. In alto: serie delle 365 previsioni due passi in
avanti in avanti (colore rosso) e la serie della domanda reale di energia (colore nero).
In basso: errore di previsione, per il periodo 1 Gennaio-31 Dicembre 2010. Modello
ARX funzionale con 9 B-Spline.
Nella ﬁgura 4.62 si pu` o osservare la previsione un passo in avanti (colore
rosso) e due passi in avanti (colore blu) in confronto con la vera domanda di
energia (colore nero), per il giorno 5 Aprile 2005. Si osserva che, anche in que-
sto caso, nella prima parte delle fasce semi orarie le previsioni tendono a sot-
tostimare la domanda, mentre, nella seconda parte, tendono a sovrastimarla.4.3 Confronto ﬁnale 87
Figura 4.62: Previsione giorno 5 Aprile 2005. In rosso la previsione un passo in
avanti, in blu la previsione due passi in avanti e in nero il proﬁlo giornaliero della
vera domanda, per il modello AR funzionale con 9 funzioni B-Spline
4.3 Confronto ﬁnale
Si pu` o, in conclusione, raggruppare in due tabelle tutti i risultati ottenuti per
le previsioni un passo (tabella 4.3) e due passi in avanti (tabella 4.4), dai mo-
delli univariati, multivariati e funzionali.
Dalla tabella si evince che l’analisi univariata condotta sulle singole serie se-
parate ha i valori degli indici di bont` a delle previsioni pi` u elevati di tutti i
modelli.
Questo era intuibile in quanto considerando le fasce semi orarie come singole
serie si perde la dipendenza tra la domanda di una semi ora con la domanda
della semi ora successiva. Ricordando, infatti, i primi graﬁci, si era osservato
che la domanda di energia giornaliera aveva una componente legata all’ora
del giorno in cui ci si trova.
L’analisi multivariata ha risultati migliori rispetto a quella univariata, ed ` e
comprensibile visto il fatto che si prendono in considerazione le fasce semi
orarie come un’unica serie multivariata. L’analisi multivariata studia quindi
una certa dipendenza tra le diverse fasce semi orarie. Plausibilmente si in-88 Capitolo 4. Applicazione ai dati
ﬂuenzeranno di pi` u fasce semi orarie continue rispetto a fasce pi` u lontane.
L’analisi funzionale ha, invece, i risultati migliori rispetto a tutti gli altri tipi
di analisi. Questo ` e accettabile dato che l’analisi funzionale considera le os-
servazioni di un giorno come un’unica funzione e non come punti singoli.
La differenza con l’analisi multivariata risiede nel fatto che quella funzionale
cerca di sintetizzare al meglio le singole osservazioni in un’unica curva, che
racchiude tutte le informazioni legando assieme la varie fasce semi orarie.
Un altro fatto ` e che, nell’analisi funzionale, il modello di regressione si ap-
plica su curve che sono state lisciate in precedenza. Questo potrebbe inﬂuire
sulla differenza di risultati tra l’analisi multivariata e funzionale.
Dai risultati si nota che esiste una differenza nell’usare una determinata fun-
zione base rispetto ad un’altra, infatti ` e evidente che la funzione base B-Spline
per il modello ARX funzionale, che considera quindi anche le informazioni
fornite dal meteo, ha i valori degli indici di bont` a delle previsioni minori in
assoluto.
Analoghe considerazioni si possono fare guardando i valori degli indici due
passi in avanti.
Si nota, anche in questo caso, come i valori degli indici sull’errore di previsio-
ne siano nettamente minori per l’analisi funzionale rispetto all’analisi univa-
riata e multivariata. Anche per la previsione due passi in avanti, il modello
ARX funzionale ha i valori degli indici pi` u bassi in assoluto.4.3 Confronto ﬁnale 89
Previsioni un passo MAE MAPE RMSQ
AR funzionale 631.91 0.01617 1036.55
ARX funzionale 551.25 0.01400 954.63
AR(1) 928.71 0.02412 1347.93
ARX(1) 952.05 0.02464 1387.25
VAR(1) 783.77 0.01993 1095.11
VARX(1) 854.50 0.02179 1262.25
Tabella 4.3: Indicatori sull’errore di previsione un passo in avanti di tutti i modelli
scelti. Per il modello AR funzionale si considera il modello con 9 funzioni base di
Fourier. Per il modello ARX funzionale si considera il modello con 9 funzioni B-
Splines.
Previsioni due passi MAE MAPE RMSQ
AR(1) funzionale 1484.14 0.03811 2044.77
ARX(1)funzionale 1212.72 0.03127 1714.85
AR(1) 2238.84 0.05976 3389.87
ARX(1) 2273.81 0.06059 3420.61
VAR(1) 2141.83 0.05704 3302.74
VARX(1) 2415.29 0.06423 3536.50
Tabella 4.4: Indicatori sull’errore di previsione due passi in avanti di tutti i modelli
scelti. Per il modello AR funzionale si considera il modello con 9 funzioni base di
Fourier. Per il modello ARX funzionale si considera il modello con 9 funzioni B-
Splines.90Conclusioni
In questa tesi si ` e voluta applicare l’analisi dei dati funzionali per stimare e
prevedere la domanda di energia del mercato elettrico inglese, e confrontarla
con metodi pi` u classici, come l’analisi univariata e multivariata.
I risultati ottenuti dimostrano il fatto che l’analisi funzionale ha migliori per-
formance, in termini previsivi, dell’analisi univariata e multivariata. Questo
perch` e l’analisi funzionale riesce a raccogliere tutte le informazioni derivanti
dalla domanda di energia giornaliera, in un’unica funzione, che ` e l’oggetto
di studio.
Una strada per migliorare ulteriolmente i risultati dell’analisi funzionale po-
trebbe essere quella di prendere in considerazione un modello di regressione
lineare, non pi` u di tipo concurrent dove l’inﬂuenza tra le variabili ` e contem-
poranea, maun modello dove la variabile risposta y(i) ` e inﬂuenzatada valori
di z(h) con h diverso da i.
Un altro approccio potrebbe considerare di non lavorare sulla serie depura-
ta dalle componenti deterministiche, ma applicare questa decomposizione
alla domanda di energia iniziale all’interno dell’analisi funzionale. Ovvero
stimare un modello di regressione funzionale in cui le covariate sono le va-
riabili dummy corrispondenti ai giorni e agli effetti calendario.
Un’altra via potrebbe essere quella di prendere in considerazione l’analisi
delle componenti principali funzionale sempre applicata alla serie iniziale
della domanda.
Ulterioristudifuturisipossonocondurrestudiandoilproblemaconapprocci
differenti dall’analisi funzionale o dall’analisi multivariata. Alcune alternati-92 Conclusioni
ve possono essere date dalla considerazione di altri tipi di variabili esplicati-
ve, non soltanto i dati forniti dal meteo, ma ad esempio i dati forniti da altre
fonti di energia, o dall’introduzione della serie dei prezzi dell’energia.Ringraziamenti
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