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ABSTRACT 
For a closed, pointed, n-dimensional convex cone K in R n, let ~r(K) denote the 
set of all n × n real matrices A which as linear operators map K into itself. Let 
]~(K) denote the set of all n × n matrices that are cross-positive on K, and 
L(K) = E(K)  N [ -E (K) ] ,  the lineality space of ]~(K). Let A = RI ,  the set of all 
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real multiples of the n × n identity matrix I. Then 
• r(K)  + A c_ zr(K) + L(K)  c_ cl[Tr(K) + A] = ~£(r) .  
The final equality was proved in 1970 by Schneider and Vidyasagar, who showed 
also that It(K) + A = ]~(K) when K is polyhedral but not when K is a three- 
dimensional circular cone. They asked for a general characterization f those K for 
which the equality holds. It is shown here that if n >/3 and the cone K is strictly 
convex or smooth, then vr(K) + A ~ E(K); hence for n >i 3 the equality fails for 
"almost all" K in the sense of Baire category. However, the equality does hold for 
some nonpolyhedral K, as was shown by a construction that appeared in the third 
author's 1977 dissertation and is explained here in more detail. In 1994 it was shown 
by Stern and Wolkowicz that the weaker equality i t(K) + L(K) = Y~(K) holds for all 
ellipsoidal (as well as for all polyhedral) K, and they wondered whether this equality 
holds for all K. However, their equality certainly fails for all strictly convex or smooth 
K such that L(K) --- A, and it is shown here that this also includes "almost all" K 
when n I> 3. 
1. INTRODUCTION 
Throughout his paper n denotes a positive integer, .J~', the space of all 
n × n real matrices, I the n × n identity matrix, and K a proper cone of 
R". That is, K is a closed subset of R" such that K + K _ K, otK c_c_ K for 
all ~>t0 ,  KA( -K )={0},and  K -K=R" .  
In 1970, Schneider and Vidyasagar [16] defined several classes of n x n 
real matrices in terms of their action on a given proper cone K. They then 
proved theorems of Perron-Frobenius type for matrices in these classes. In 
order to describe the classes that are most relevant here, we introduce some 
basic notation. 
With ( , ) denoting the usual inner product of R", the dual of a subset S 
of R" is given by 
S* = {z ~ R" : ( z ,  x)  >t 0 for all x ~ S}. 
When K is a proper cone of •", K* is also a proper cone, known as the dual 
cone of K. 
As defined in [16], a matrix A ~.~',  is cross-positive on K if 
(z ,  Ay)  >i0 for all y ~K,  z~K*  such that ( z ,y )  =0.  
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= {a  : aK_  K}; 
X(K)  = ( A ~.Kn: A is cross-positive on K}. 
It was shown in [16] that X(K) = cl *rl(K), and hence X(K) = 7r l (K )  if and 
only if 7rl(K) is closed. It was also noted that if K is polyhedral, then It(K) 
and ¢rl(K) are both polyhedral and hence, in particular, zrl(K) is closed, 
while ~rl(K) is not closed when K is a three-dimensional circular cone. 
Schneider and Vidyasagar [16] then posed the problem of finding an intrinsic 
characterization of those K for which zrl(K) is closed. This is Question 1 in 
their list of five open problems, and it is the only one that is still unsettled. 
A main result of the present paper, proved in Section 4, is that if n t> 3 
and K is any strictly convex or smooth cone, then 1rl(K) is not closed and 
hence 7r(K) + R I  ~ X(K). From this it follows that in the sense of Baire 
category, the equality fails for "almost all" K when n >t 3. However, an 
example in the 1977 dissertation of the third author [22] showed that this 
equality holds for certain nonpolyhedral K and hence does not characterize 
polyhedrality. That example, which has not previously been published, is 
elaborated here in Section 6. 
Let L(K) = X(K) N - X(K), the lineality space of the cone E(K), and 
note that R I _ L(K). Hence 
"rr( K) + RI c_ "a'( K) + L( K) c_'2,( K), 
and the equality ~(K)  + •I = X(K) implies the weaker equality 1r(K) + 
L(K) = •(K). In 1994, Stern and Wolkowicz [18] showed that this weaker 
equality holds not only for all polyhedral cones but also for all ellipsoidal 
cones K, and they asked whether it holds for all K. Here we give a negative 
answer, showing that when n >/3, it is true for almost all K not only that K 
is both smooth and strictly convex, but also that L(K) = R I; hence even the 
weaker equality fails for almost all K. We also obtain several interesting 
by-products in the course of establishing our main results and examples. See 
especially Theorem 3.1, Corollary 3.2, Theorem 4.1, and Lemma 5.6. 
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2. PRELIMINARIES 
A familiarity with convex sets and convex cones is assumed. For standard 
results on convexity and duality, we refer the reader to the books [8] and [15]. 
A good account of the theory of convex cones with extensive references can 
be found in the survey paper [1]. For references on cross-positive matrices, 
the reader may consult he book [3] or the papers [5, 6], [16], [17], and [19, 
20]. For applications of cross-positive matrices and relations to other fields, 
see [3], [4], [16], and [18]. Below we give some of the necessary definitions 
and background results. 
A subset F of K is a face of K if it is a subcone of K (i.e., F _ K, 
F+FcF ,  and aFgF  for all or/>0) which in addition is such that 
whenever x, y ~ K and x + y ~ F, then x, y ~ F. The trivial faces of K 
are {0} and K itself; other faces are said to be nontrivial. An arbitrary 
intersection of faces of K is still a face of K. It follows that the collection of 
all faces of K, which we denote by ~ K), forms a lattice under set inclusion 
as the partial ordering. If x ~ K, the face of K generated by x, i.e., the 
intersection of all faces of K that contain x, is denoted by q~(x). If F is a 
convex cone (in particular, a face), then by the dimension of F (denoted by 
dim F) we mean the dimension of F's linear span. A face F of K is an 
extreme ray of K if dim F = 1, and a vector y ~ K will be called an extreme 
vector of K if the set [0, o0[ y is an extreme ray. 
A cone K is polyhedral if it has only finitely many extreme rays. A cone 
K is decomposable if there exist nonzero cones K 1 and K 2 such that 
K = K 1 + K 2 and (span K 1) f~ (span K 2) = {0}. Otherwise, K is indecom- 
posable. 
By the duality operator of K, we mean the mapping d K : oqr(K) --* o~r(K*) 
given by dK(F) = (span F) ± OK*. A face F of K is said to be exposed if 
F = dK.(G) for some face G of K*. It is known that a face F of K is 
exposed if and only if F = d K. o dK(F). For properties of the duality 
operators, the reader may consult [1] or [24]. 
A compact convex set C is smooth if, relative to the affine hull aft C, C 
has a unique supporting hyperplane at each of its relative boundary points. 
And C is strictly convex if its relative boundary contains no line segment. A
set C is a complete cross section of a cone K if C is a compact convex set 
such that 0 ~ C and C meets each extreme ray of K exactly once. A proper 
cone K is smooth (respectively, strictly convex) if some (and hence every) 
complete cross section of K is smooth (respectively, strictly convex). Equiva- 
lently, K is strictly convex if each of its nontrivial faces is one-dimensional, 
and K is smooth if for each nonzero vector x ~ bd K (the boundary of K), 
dim dK(c~(x)) = 1. It is well known that K is strictly convex if and only if 
K* is smooth. 
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The positive hull (i.e. the set of all nonnegative linear combinations) of a 
subset S of R n is denoted by pos S. 
We shall use the following known result (see [21]) about the dual cone of 
7r(K) when .~g~ is endowed with the inner product ( , ) defined by setting 
( A, B ) = tr B rA, where B r and tr C denote respectively the transpose of B 
and the trace of C. 
LEMMA 2.1. 7r(K)* = pos{zyr: y ~ K, z ~ K*}. Furthermore, the 
mapping O: K × K* --* 7r( K )* defined by O( y , z) = zy r induces a one-to- 
one correspondence b tween the pairs (Y, Z), where Y is an extreme ray of K 
and Z an extreme ray of K*, and the extreme rays of the cone 7r( K )*. 
Straightforward calculations how that (z, Ay)  = (zy r, A) for each A 
~8",, y, z ~ R n. Together with the above lemma, this readily implies the 
following, which is shown in the proof of Corollary 3.2 of [21]. 
LEMMA 2.2. 
(i) d~(K)((I)(I)) = pos{zyr :y  ~ K, z ~ K*, (z, y)  = 0}. 
(ii) ~(K)  = [d~(K)((I)(I))]*. 
For a convex set C and any point y ~ C, the cone of C at y, denoted by 
cone(y, C), is defined to be the convex cone {a(x - y): a >/0 and x ~ C}. 
It is easy to show that rrl(K) = cone(l, It(K)). Indeed, based on this, an 
alternative proof is also offered in [23, Corollary 3.3] for the known result that 
E(K)  = cl[~rl(K)]. It should now be clear that the structure of E(K)  or 
zrl(K) depends on the local behavior of 7r(K) around I, and also that the 
definition of E(K)  is independent of the choice of the inner product of R". 
It is known that if K is polyhedral, then the cone ~(K)  is polyhedral and 
hence the set 7rl(K) [= cone(I, 1r(K))] is also polyhedral. Conversely, 
polyhedrality of 7rl(K) implies that of K. Although we do not need this fact 
in the sequel, we prove it here for the sake of completeness. It is of interest 
because, in general, when C is a convex set such that cone(y, C) is poyhedral 
for some point y ~ C, the set C itself may fail to be polyhedral. 
THEOREM 2.3. K is polyhedral if 7rl( K ) is polyhedral. 
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Proof. Suppose that K is not polyhedral. Then K has infinitely many 
distinct (up to multiples) extreme vectors. For each (nonzero) extreme vector 
y ~ K, we can choose an extreme vector z ~ K* such that < z, y > = 0; then 
by Lemma 2.1 and 2.2, zy r is an extreme matrix in d=~K)(dP(1)). Thus 
d=~K)(dP(I)) contains infinitely many distinct extreme matrices, and hence is 
nonpolyhedral. But 1rl(K)* = E(K)* = d=(K)(dP(I)), where the first equal- 
ity follows from the fact that c l l r l (K )= E(K)  and the second equality 
follows from l_emma 2.2(ii) (or simply by [23, Corollarly 3.2]), so 7rl(K) is 
also nonpolyhedral. • 
3. DISTINGUISHED EIGENVECTORS 
This section contains two results about the distinguished eigenvectors or 
eigenvalues of a matrix that leaves invariant a strictly convex cone. These 
results are of interest in themselves, and we shall make use of the first result 
in our later development. 
Let A ~ 7r(K). An eigenvalue '1 of A is called a distinguished eigen- 
value of A (for K) if Ax = 'ix for some nonzero vector x ~ K; then x is 
called a distinguished eigenvector of A corresponding to "1 (see [24] for more 
information). Note that the distinguished eigenvalues of an A ~ It(K)  are 
all nonnegative. 
THEOREM 3.1. With n >1 3, suppose that K is a strictly convex cone of 
R" and that A ~ or(K). I f  A has n linearly independent distinguished 
eigenvectors, then A is a scalar matrix. 
Proof. Suppose that K contains n linearly independent eigenvectors 
Y l . . . . .  Yn of A with Yt corresponding to '1t and 0 ~< ,t 1 ~< '12 ~< "'" ~< '1," 
If '1, = 0, then '11 = '12 . . . . .  '1~ = 0 and A is simply the zero matrix. 
Thus we may assume that '1, > 0. By the strict convexity of K, we have 
n-1  
~]~ Yt ~ int K, and since -yn  E K, there exists ~ > 0 such that y(6) = 
2.,t~1 Y~ - ey~ ~ bd K. Let 0 ~ z ~ K* be such that (z,  y(~)) = 0. Be- 
cause the vectors Yl . . . . .  Yn are linearly independent, no Yi is a multiple of 
y(6), and hence, by the strict convexity of K, ( z, Yt) > 0 for i = 1, 2 . . . . .  n. 
We now have 
n-1  
0 = (z ,  y (~) )  = E (z ,  y,) - (z ,  .yo> 
/= i  
n -1  
>1 x21<z, ~ x,y, - eXny.> = X21<z, Ay(e)> >I O, 
i=1  
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where the last inequality follows from the facts that A ~ 7r(K), z ~ K*, and 
y(e)  ~ K. But (z,  Yt) > 0for  i = 1,2 . . . . .  n, so we have A 1 = )t 2 . . . . .  
A, and hence A = A 1 I. • 
It is clear that the preceding theorem does not hold when n = 2. 
COROLL~Y 3.2. Let K be a strictly convex cone, and let A ~ ~r( K ). 
Then A cannot have more than two distinct distinguished eigenvalues. 
Proof. Assume, to the contrary, that A has three distinct distinguished 
eigenvalues, and let x, y, z be the corresponding distinguished eigenvectors. 
Then the set C = (span{x, y, z}) O K is a three-dimensional strictly convex 
cone that is invariant under A. An application of Theorem 3.1 to the cone C, 
with A replaced by A I ~pa, c, yields a contradiction. • 
See [9, Example 5.5] for an example of a strictly convex three-dimensional 
cone K and a matrix A ~ 7r(K) such that A has exactly two distinguished 
eigenvalues. 
4. NONCLOSEDNESS OF Try(K) FOR "ALMOST ALL" K 
We need two further results before coming to our main theorem (Theo- 
rem 4.3). 
THEOREM 4.1. Let K be a proper cone of R". If dim d~(K)(~(I)) = 
n 2 -- 1, then K is indecomposable. If, in addition, 7rl(K) is closed, then the 
converse also holds. 
Proof. Suppose that dim d~r) (~( I ) )=  n z - 1. Then ~( I )  is clearly 
one-dimensional nd hence is an extreme ray of 7r(K). It follows from a 
result of Loewy and Schneider [13, Theorem 3.3] that K is indecomposable. 
To prove the second assertion, let A ~ [span d=~r)(~(I))] 1 . Then 
a = = 
where the first equality follows from Lemma 2.2(ii) and the second equality 
from the closedness of zrl(K); thus A = B +ot I  for some B ~ 7r(K) and 
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a ~ R. Then, as can be readily shown, we have 
B ~ [span d~(r ) (~ ( I ) ) ]±  A~r(K)  = d~(r ) . (d~(r , (~P( I ) ) ) .  
Since K is indecomposable, by [12, Theorem 3], t}( I )  is an exposed extreme 
ray of 7r(K); hence 
d~,(r ) . (d~(r) (ap( I ) ) )  = ~( I )  = {AI: A >t 0}. 
It follows that B, and hence also A, is a multiple of I. This proves that 
dim span d~r(r)( ~(  I )  ) = n 2 - 1. 
LEMMA 4.2. With n >1 3, suppose that K is a proper cone of R". I f  the 
set d~(r)( CP( I )) is of dimension ~ - 1, then its relative boundary contains a 
nonsingular matrix. 
Proof. Suppose that dim d~(r)(cp(I)) = n ~ - 1. Let 
D = 
00 
1 0 .-. 0 
0 1 ... 0 
0 0 -.. 1 
For each matrix A ~ span d,~(r)(~(I)), it is true that A + eD 
span d~(r)(cb(I)) for all 6 ~ R, and that A + 6D is a singular matrix only if 
is one of the eigenvalues of the matrix -AD -1. From this it follows that 
the nonsingular matrices are dense in d,~(r)(dP(I)), and in particular there is 
a nonsingular matrix A 0 ~ relint d~(r)(dP(I)). 
Now consider an arbitrary row vector a r of A0--say the ith row--and 
choose a nonzero vector b ~ R n that is orthogonal to a and has its ith 
component equal to zero. Then all multiples of ba r belong to 
span d~(r) (~( I ) ) ,  and since d~(r ) (~( I ) )  is pointed, replacing b by -b  if 
necessary, we may assume that bar ~ d~(r)(dP(I)).  But A 0 
relint d~(r)(dP(I)), so there exists some a > 0 such that A o + aba r belongs 
to the relative boundary of d,~(r)(~(I)). By our choices of a and b, it is 
possible to obtain A o + aba r from A 0 by elementary row operations. Hence 
A o + aba r is a desired nonsingular matrix. • 
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TI-IV, ORV.M 4.3. I f  n >I 3 and K is a strictly convex or smooth proper cone 
in R", then the cone 1rx(K) is not closed. 
Proof. We first consider the case when K is a strictly convex cone. 
Assume to the contrary that 1rl(K) is closed. Since K is strictly convex and 
n >~ 3, K is indecomposable. Hence, by Theorem 4.1 we have 
dim d~r(K)(d~(1))= n z - 1, and by Lemma 4.2 the relative boundary of 
d,~(K)(~(I)) contains a nonsingular matrix X. For this X, there exists a 
nonzero matrix M ~- [d~(r)(~(I))]* ¢q span d~(r)(~(I ) )  such that 
(M, X) = 0. But [d,~r)(~(I))]* = E(K)  = ~'I(K), where the last equality 
holds because 7rl(K) is assumed to be closed. Hence there exists A ~ 7r(K) 
and some real a such that M=A+aI .  Note that (A ,X)=0,  for 
(M~, X) = 0 = ( I ,  X ). Now according to Lemma 2.2(i), X is of the form 
~=1 z~Y { for some 0 :~ y~ ~ K, 0 :~ z i ~ K* such that (zi, y~) = 0, i ~ i 
~< k. Since (A, X ) = 0 and (A, z t yT ) 1> 0 for all i, we have (z~, Ay~ ) = 
( A, z~ yS ) = 0 for all i. But by the strict convexity of K, y, is the unique (up 
to nonegative multiples) vector in K orthogonal to z,. It follows that each 
Ay i is a multiple of y~; or in other words, each Yi is a distinguised 
eigenveetor f A. Because the matrix X is nonsingular, we can choose n 
linearly independent vectors among Yl . . . . .  Yk" By Theorem 3.1 it follows 
that A, and hence M, is a scalar matrix. But by our choice, M is a nonzero 
matrix orthogonal to I, so we arrive at a contradiction. This settles the ease 
when K is strictly convex. 
For the ease of a smooth K, just observe that K is smooth if and only if 
K* is strictly convex, and A ~ or(K) if and only if A T ~ 7r(K*)--whenee 
~I(K)  is closed if and only if rrl(K*) is dosed--and then apply the result of 
the previous case. • 
In the preceding theorem we cannot allow n = 2, because every two- 
dimensional proper cone is polyhedral. It is also interesting to note that we 
were able to establish the theorem without actually showing how to construct 
a matrix A that belongs to ]~(K) but not to lrl(K). 
Now we are going to explain why, when n >~ 3, we can say that 7rl(K) is 
nonclosed for "'almost all" n-dimensional proper cones K. 
With n >~ 3, let 
s" - '  = {x R" : (x ,x>- -  a}, 
the unit sphere of R", and let ~, denote the collection of all subsets C of R ~ 
such that C is closed, C ¢ {0}, and C = C + C = [0, oo[C. For each member 
C of ~ ,  let S c = C N ~"-1; and let Sa, = {S c :C ~ c~}. As metrized by 
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the Hausdorff distance r/ (with respect to the Euclidean metric or the 
intrinsic arc-length metric on ~"-  1), Sa is a compact metric space, and the 
mapping that takes each S ~ Sa. onto the set [0, 0o[S is the inverse of the 
mapping that takes each C ~ ~'. onto the intersection C O S"- 1. Hence it is 
natural to make ~'. into a compact metric space with metric p by defining 
p(C, D) = rl(S c, S o) for each pair C, D ~ ~',,. 
Now let c~ n' denote the set of all C ~ ~. such that C contains ome line, 
and let C~ denote the set of all C ~ ~n such that C is contained in some 
hyperplane. Then each of ~" and ~" is a closed nowhere dense subset of 
~'., so the complement ~. \ (C'. u ~o,,) is a dense open subset of ~.. But 
this complement is precisely the collection o~(. of all proper cones in R". 
Since ~ is an open subset of a complete metric space, it follows from Baire's 
theorem that for each sequence G x, G 2 . . . .  of dense G~ subsets of ~gr, the 
intersection fq ~ 1G~ is also a dense G~ set. 
Let ~(~s denote the set of all members K of ~ such that K is both 
strictly convex and smooth. Then by a straightforward application of the 
methods of [10] and [7] to the collection {S K : K ~},  it follows that .g~.~ is a 
dense G~ subset of ~(.. Hence the complement 3/(. \ .~s  is only an F~ set of 
the first category in ~(., and we may say (when n >/3) that "almost all" 
proper cones in ~n are strictly convex and smooth; it then follows that the 
cone 7rl(K) is nonclosed for "almost all" n-dimensional proper cones K. 
5. AN ANSWER TO A QUESTION OF STERN AND WOLKOWlCZ 
and 
For each proper cone K, let 
e( K ) = { A : exp( ~'A ) ~ or(K)for all ~" >1 0} 
e(bd K) = { A: exp(TA) (bd K) ~ bd K for all 7/> 0}. 
Schneider and Vidyasagar [16, Theorem 3] noted that 
e( K) = ~,( K). 
Stern and Wolkowicz [17] showed that the containment e(K) ~_ "tr(K) + 
e(bd K) always holds, and that the equality 
e(K)  = 7r(K) + e(bd K),  
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holds not only when K is polyhedral but also when K is the n-dimensional 
circular cone 
 <yo , 
i=1  
or more generally an ellipsoidal cone (one that is linearly isomorphic with a 
circular cone) [18, Theorem 4.2 and Remark 4.2]. Hence their equality may 
be regarded as a close relative of the equality E(K) = vr(K) + RI. Since 
R I c e(bd K), their equality is weaker in the sense that it is implied by the 
other, but it is stronger in the sense that it holds for a wider class of cones. 
They then asked whether their representation f e(K) holds for every proper 
cone K in R n. We are going to show here that even though their equality 
does hold for circular cones, it fails for almost all proper cones and even for 
almost all proper cones that are both strictly convex and smooth. 
We first observe that e(bd K) is the lineality space of E(K). 
LEMMA 5.1. For each proper cone K, 
e(bd K) = E(K)  o - E (K) .  
Proof. Denote by Aut(K) the set of all matrices A such that AK = K, 
or, equivalently, such that A is nonsingular and both A and A-x belong to 
7r(K). It is not difficult to show that, in general, if B is a nonsingular matrix 
such that B(bd K) ___ bd K, then B ~ Aut(K). 
Suppose that A ~ e(bd K). Then for each z/> 0 it is true that 
ex]9(TA)(bd K) G bd K and hence [since exp(rA) is nonsingular] exp(zA) 
Aut(K). In other words, exp(zA) ~ 7r(K) for all real scalars r, and hence A 
and -A  both belong to E(K). This proves the inclusion e(bd K) G ~(K)  n 
- E(K). The reverse inclusion is established by reversing the argument. • 
LEMMA 5.2. Let n >~ 3, and let the cone K ~ ~ be strictly convex or 
smooth and such that Aut(K) consists only of scalar matrices. Then 
E(K)  4 = 7r(K) + e(bd K).  
Proof. For K as stated, let A ~ e(bd K). Then for every real scalar r 
the matrix exp(~'A) belongs to Aut(K) and hence exqg(TA) is a scalar matrix. 
But 
exp(~A)  - I 
A = lim 
T~0 T 
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so A is a scalar matrix. Hence, in this case, the set 7r(K) + e(bd K) is equal 
to Irl(K) and thus is strictly contained in E(K) according to Theorem 4.3. • 
Now suppose that n >~ 3, and let ~ denote (as before) the collection of 
all strictly convex smooth members of 5~. Let ~ denote the set of all 
members K of ~ for which Aut(K) = [0, ~[ I. (Think of "t'" as standing for 
"trivial automorphism group.") Since, by general Baire-category lore, the 
intersection of any two dense Ga subsets of ~ is again such a set, and since 
we know from the preceding section that ,~  is a dense G 8 set, if we can 
show that ,~  is a dense G 8 set it will follow t|~at the Stern-Wolkowicz 
equality "almost always" fails when n t> 3, even for proper cones K that are 
both strictly convex and smooth. 
For each positive integer m, let ~n denote the set of all K ~ such 
that there exists A ~ Aut(K) and u ~ K such that 
I  ull 1 IIAII ~ m, IIA-~II ~< m, Ilull = 1, and u II-~uull ~> --'m 
A routine compactness argument shows that for each m the set ~n is a 
compact subset of ~ .  Hence the union U = (J ~ = 1 ~ is an F~ subset of 
o,~,, and the complement ,~  \ U is a G 8 set. But this complement is precisely 
the set ~t .  All that now remains is to show that ~ is dense in ~.  This is 
"'obvious," but we shall supply a proof. 
The following two lemmas could be formulated more naturally in projec- 
tive space. However, we work explicitly in R" here because that is more 
appropriate for our present purpose. 
LEMM^ 5.3. Suppose that r 1 . . . . .  rn is a basis for  R ~, that r o = 
~-, ~=1 )t, r 5 where each A 5 is different f rom O, and that A and B are n × n 
matrices. Suppose also that A is nonsingular and that for  each point r 
{r 0, r 1 . . . . .  r,}, the point Br is a multiple of  the point Ar. Then B is a multiple 
of A. 
Proof. Let the scalars ~0,131 . . . . .  13 n be such that Br i = ~i Ari for each 
i. Then 
n 
~o )t~ Ar i = ~o ~5 Ar5 = ~o Aro = Bro = )t~ Br, = ~ )t 5/35 Ar~. 
5=1 i=1 i~ l  i=1  
Since the matrix A is nonsingular and the points r 1 . . . . .  !", are linearly 
independent, the points Ar I . . . . .  Ar  n are also linearly independent. Hence 
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/3 0 A t = A,/3 t for 1 ~< i ~< n, and since each A, is different from O, it follows 
that/3 i =/3  o for all i. But then B =/30 A. • 
LEMMA 5.4. Let n /> 3, let P be a proper simplicial cone in R", let 
m ~ t~, let r o . . . . .  r m E R n such that n 0 = [0, oo[r 0 . . . . .  n m = [0, oD[r m are 
P's extreme rays, and suppose that m >1 n + 2. Further, for  E > O, let 
r, = r o + (~, e 2 . . . . .  E~) r, set R, = [0, oo[r,, and let P, = 
conv{ R,, R] . . . . .  Rm}. Then there exists a strictly decreasing sequence ( ei) t ~ N, 
converging to O, such that for  all i ~ 
(i) P~ is a proper simplicial cone; R, , R] . . . . .  R m are its extreme rays; 
(ii) Aut(P,) consists only of  scalar matrices. 
Proof. Since R 0 is an extreme ray of P, condition (i) is satisfied for all 
E > 0 sufficiently close to 0, and we will assume in the sequel that this is 
always the case. 
Clearly, each A, ~ Aut P, maps extreme rays of P~ onto extreme rays. 
Let a~- (A , )  denote the subset of those rays of {np : p = 1 . . . . .  m} that are 
mapped by A, in to  {Rp : p = 1 . . . . .  m}, and let ~q~+(A,) denote its image. 
Furthermore, let ~q~ = {(~- (A , ) ,  ,9/'+(A~)) : A~ ~ Aut P~}. Since there are 
only finitely many different set ~ , ,  there is a sequence (E~),~ N, strictly 
decreasing and converging to 0, such that ,9~',, is independent of i. Note that 
for each j ~ N, p ~ {1 . . . . .  m}, and A, ~ Aut(P~ ), it can happen for at 
Y J 
most one index i that A~l r ,  ~ R , .  Hence [by passing to a subsequence of 
1 r i 
• - -1  • • (e~)t~N, if necessary], we may assume that A~j rp ~ R,, whenever t , j ,  p and 
A,, are as above and j < i. 
Now, let j ~ N be arbitrary but fixed, and let A,~ ~ Aut(P~j). We will 
show that A, is a scalar matrix. 
Lemma 3.3 implies that A ,  ~ Aut P,. for all i, and since A, R,. is an 
1 ' J 
extreme ray of P,, it follows that A,jr,, ~ R,, for all i > j .  Suppose (without 
loss of generality) that R 1 . . . . .  R,  ~q~-(A, j ) .  Since P, is simplicial, 
r 1 . . . . .  r, are a basis of R n, and with r,, = ~ ~ = l ~t, k rk anc~ A,j r,, = At. j r,, 
n 
we obtain Y'~k-1 /zi k(A~ - Ai j I ) rk  = 0, whence A t j is an eigenvalue of 
- -  , j , 
A~. Since A, has at most n different eigenvalues we can find E t . . .  e i 
J j ' 1 '  ' 
with i 1 . . . . .  i~ > j  such that '~i,,j . . . .  hi~,j, and such that the correspond- 
ing vectors  r,,1, . . . .  r, are a basis of ~n. Hence, A,~ is a scalar matrix. • 
Now it is easy to show that 
E (K)  ~ ~r(K) + e(bd K)  
for almost all proper cones. 
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THEOREM 5.5. Suppose that n >1 3, and let 3i~, st denote the space of all 
proper cones K in R ~ such that K is smooth and strictly convex and K admits 
no linear automorphisms except he scalar matrices. Then ,2t~, st is a dense G~ 
subset of ,2[~, and the Stern-Wolkowicz formula for ~( K) fails for each 
member of fl2~, ~t. 
Proof. As was explained earlier in the section, all that remains is to show 
that ~ is dense in ~.  Consider an arbitrary K ~.  With the aid of 
Lemma 5.4, and using the fact that each linear automorphism of a proper 
cone must carry extreme rays onto extreme rays, it is a straightforward matter 
(modulo standard aspects of convexity theory) to produce a sequence (Pt)i ~ N 
of polyhedral cones Pi ~ such that (Sp) i E N converges to S r. • 
In contrast with the situation studied in Section 4, our reasoning here did 
not produce a single concrete xample for the failure of the Stern-Wolkowicz 
formula. Instead, we used the density of polyhedral cones with trivial auto- 
morphism group to conclude that almost all proper cones are smooth and 
strictly convex and admit only trivial automorphisms, and that, hence, the 
Stern-Wolkowicz decomposition fails for almost all proper cones. As a service 
to the reader who might be uncomfortable with this use of Baire category, we 
close this section with the construction of a specific three-dimensional strictly 
convex cone K for which ~(K)  ~ zr(K) + e(bd K). 
We need the following result before we come to our example. 
LEMMA 5.6. Let A ~ Aut(K). For any x ~ K, we have, Ardr(~P(Ax)) = 
dr(  gP( x )), and consequently, dim dr(  dP( Ax )) = dim dr(alP(x)). 
Proof. Let w ~ dK(~(Ax)). Then (Arw,  x) = (w, Ax) = 0; hence 
Arw ~ dr(alP(x)). Thus the inclusion Ardr(dP( Ax)) c_ dr(cb(x)) always 
holds [as long as A ~ 7r(K)]. On the other hand, if z ~ dr(gP(x)), then 
since A r ~ Aut(K*) [as A ~ Aut(K)], we have z = Arw for some w ~ K*. 
Then (w, Ax) = (Arw,  x) = (z, x) = 0; that is, w ~ dr(Cb(Ax)). This 
establishes the reversed inclusion, and hence the equality. Our last assertion 
follows from the fact that A T is nonsingular. • 
EXAMPLE 5.7. First, construct a strictly convex body M in R ~ that 
possesses the following properties: 
(i) The points x 1 =(1,1)  T, x~ =(1 , -1 )  T, x 3 =( -1 , -1 )  T,and x 4 = 
( - 1, 1) r all belong to bd M; 
(ii) M is smooth at all of its boundary points, with exceptions precisely at 
the points x 1, xz, xz, and x4; and 
CROSS-POSITIVE MATRICES 299 
(iii) if T is a reflection about he line f l  = @2 or the line f l  = - f2, or is 
a rotation about he origin through an angle of vr/2, vr, or 3Ir/2, then T does 
not map M onto itself. 
It is not difficult to construct such a strictly convex M. 
Now let the proper cone K of R 3 be given by 
K={a( f l ,@2,1) r :a>~0, (@l ,~2)  r~M}.  
Then clearly K is a strictly convex cone, and the points 
(4') Yl = 1 . . . . .  Y4 = 
and their positive multiples are the only vectors y of K with the property 
that dim dK(dP(y)) = 2. Now let A ~ Aut(K). Then A maps extreme rays 
of K to extreme rays, and by Lemma 5.6, A permutes the extreme rays 
cb(Yl) . . . . .  ~(Y4) among themselves. In other words, there exist a permuta- 
tion vr ~ S 4 and positive scalars A 1 . . . . .  h 4, such that Ay~ = A~y~( 0 for 
i = 1 . . . . .  4. Note that the vectors Yl, Y2, Y3, and Y4 satisfy a unique (up to 
multiples) linear relation, namely, Yl + Yz = Y2 + Y4. Because A is linear, 
the corresponding linear relation for their images under A still holds, and it 
follows that the scalars A 1 . . . . .  A 4 are all the same. By dividing A by this 
common value, we may assume that A t = 1 for all i. Then clearly A fixes the 
point (0, 0, 1) T, and maps the convex set {( ~1, ~2, 1) r : ( ~1, ~z) r ~ M} one-to- 
one onto itself. Indeed, A can be expressed as a direct sum B • (1) in such a 
way that the matrix B ~-~2 is an automorphism of the convex set M. But by 
our construction of M, the identity matrix is the only automorphism of M. It 
follows that A is the identity matrix. This proves that Aut(K) consists of 
scalar matrices only. So, by Lemma 5.2, for this strictly convex cone K, we 
have E(K)  4= vr(K) + e(bd K). 
6. AN EXAMPLE OF A NONPOLYHEDRAL K FOR WHICH 
~(K)  = 7rl(K) 
If A ~-~'n and y ~ bd K, we say A is cross-positive at y if (z,  Ay)  >1 0 
for all z ~ dK(~(y)).  It is clear that A is cross-positive on K if and only if 
A is cross-positive ateach boundary vector of K. 
Let us examine this local cross-positivity concept more closely. It is clear 
that A is cross-positive ata point y ofbd K if and only if Ay ~ [dK(~(y))]* 
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(the dual set being taken in R"). If we denote by Py the orthogonal 
projection of R" onto (span{ y}) ± , the condition becomes that ( z, Py Ay) >1 0 
for all z ~ dK(q~(y)), or equivalently, ey Ay belongs to the dual of dK(q~(y)) 
in (span{y}) l . It is known (and not difficult to prove) that the dual of 
dK(~(y)) in (span{y}) ± is equal to cl P~K. If, in addition, PvK is closed, 
the condition that PyAy ~ cl P. K becomes that (A + clI)y ~ K for some 
real scalar a. Also, note that cone(y, K) = kerPy + K whenever y ~ K; 
thus Py K is closed if and only if cone(y, K) is closed (see [2, Lemma 3.1]). 
We have, in fact, established the following: 
LEMMA 6.1. Let K be a proper cone of R", let y ~ bd K, and let 
A ~ ' , .  Then A is cross-positive aty if and only ifPy Ay ~ cl PyK, where P. 
denotes the orthogonal projection of R" onto (span{ y})£. If, in addition~ 
P~ K is closed (or equivalently, cone( y, K) is closed) then another equivalent 
condition is that ( A + a I) y ~ K for some real scalar c~. 
By a theorem of [11] (see also [14• 26]), a proper cone K is nonpolyhedral 
if and only if there exists a vector y ~ K such that cone(y, K) is not closed. 
The example we are going to give of a nonpolyhedral cone K such that 
¢r1(K) is closed is, in fact, "almost polyhedral" in the sense that cone( y, K) is 
closed for all y ~ K, except for (up to multiples) a single vector. 
EXAMPLE 6.2. Let K be the proper cone of R 3 defined by 
K={ot (g l ,  tj2,1) T~R3:ot>~0, (~ l ,~)  r~M},  
where M is the compact convex set in R 3 with extreme points (0, 0) r, (0, 1) r, 
(2-k•2-3k/2) r, k = 0, 1,2 . . . . .  
For convenience, for each k, we denote by Yk the vector (2 -k, 2 -3k/z, 1) r. 
We also denote by y~ the vector (0, 0, 1) r. 
We contend that ¢rl(K) = ~(K). 
Assume to the contrary that there exists A ~ ~(K) \  orl(K). Then there 
are two possibilities for this to occur: 
(i) there exists y ~ K such that (A + aI )y  q~ K for all real scalars a; 
and 
(ii) for each y ~ K, there exists some real scalar a (depending on y) 
such that (A + ~I)y ~ K, but there does not exist an c~ suitable for all y. 
(In [22, Chapter 4, Section 2] an example of a proper cone K and a matrix 
A ~ ~(K) \  7rl(K) is given that satisfies the second possibility. In fact, this 
cone K also has the property that 2 (K)  #= or(K) + e(bd K).) 
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Suppose that A satisfies the first possibility. Observe that for each x ~ K, 
with the exception of y~ (or its positive multiples), cone(x, K) is closed, and 
hence, by Lemma 6.1, (A + otI)x ~ K for some real ol. Thus we may take 
y to be y~. It is obvious that dK(dP(y~)) = pos{(1, 0, 0) r, (0, 1,0)r}. By the 
cross-positivity of A at y~, it follows that Ay~ is of the form (a, b, c) r with 
a,b >10. Since (A + otI)y~ q~ K for all real a, we must have cr > 0 and 
b = 0; otherwise, for sufficiently large a, 
,(o b)T 
(a  + ~z)y~ = (a ,b ,~ + ~)~ = (~ + ~ - -  1 z K, 
C -~Ol '  C -}- Ol' 
as (al(c + tr),bl(c + ol)) 7`~ M. Thus Ay~ =(a,O,c) r with a >0.  By 
direct calculations, 
z k = ( -2 -k /z (2  - 2-1/2), 1,2-3k/2(1 - 2-1/2)) T 
is the "unique" vector of K* orthogonal to the face of K generated by Yk 
and Yk+l. Note that <zk,(a,O,c) r < 0 for k sufficiently large, as a > 0. 
But by the cross-positivity of A at Yk, we always have < zk, Ay k) > O. 
Consequently, for k sufficiently large, Ay k and Ay= lie on opposite sides of 
the linear hyperplane with normal z k, and hence the distance from Ay= to 
this hypersubspace, i.e. - (Ay=,  zjIIzkll>, is less than or equal to the 
distance between Ay= and Ay k. Thus 
IIAN= - ANvil <(a, 0, c) T, zk/llzkll> 
m 
Ily= - ykll Ily= - ykll 
When k becomes large, - <(a, O, c) T, zk//ll z k I1> (respectively, II y= - Yk II) is 
an infinitesimal of order 2 -k/2 (respectively, 2-k). Hence the right side of 
the above inequality tends to infinity as k grows. This contradicts he fact that 
its left side is bounded above by the spectral norm of A. 
Now consider the second possibility: for each y ~ K there is a real a 
such that (A + otI)y ~ K, but there is no tr that is suitable for all y. For 
each y ~ K, let or(y) denote the least nonnegative ~ such that (A + otI)y 
K. Since 
tr( /xy) = or(y) and c~(x+y)  ~< max{c~(x),vt(y)} 
for all x, y ~ K and /x > 0, there is a subsequence (xk)k~ N of (Yk)k~N 
(with limit y=) such that lim k _~ ot(x k) = ~. 
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Suppose that Ay~ = (a, b, c) r, where a, b >1 0 (by the cross-positivity of
A at y~). Since (A + ~I)y~ ~K for some ~, the case when a >0 and 
b = 0 cannot occur. Also we cannot have the case a > 0 and b > 0, because 
then for a sufficiently large Fixed [3, (A + [3I)y~ ~ int K, and by the 
continuity of A + [31 at y~, it follows that a (y  k) < [3 + 1 for all k suffi- 
ciently large, which contradicts the assumption that (ot(xk)) k~ ~, which is a 
subsequence of (~(Yk))k~N, tends to infinity. Thus it remains only to 
consider the following two cases. 
Case 1. Ay~ = (O, b, c) ~ with b >0.  Then 
Ay k = (2-karl + 2-3k/2ale,2-ka21 + 2-3k/2a22 + b,2-ka31 
+2-3k/Za32 + c) T. 
Replacing A by A + ~I with ot sufficiently large, we may assume that 
(0, b, c) r lies in the relative interior of the face of K generated by (0, 0, 1) r 
and (0, 1, 1) r. Then, for k sufficiently large, it is clear that ot(y k) is equal to 
the unique real number ot such that (A + ~I )y  k belongs to the face 
generated by (0, 0, 1) r and (0, 1, 1)r; that is, 
(2-kall + 2-3k/2a12) + ot(yk)2 -k = 0, 
and hence ~(yk) = -a l l  - 2-k/2alz • This contradicts the assumption that 
some subsequence of (~( Yk))k ~ N tends to infinity. 
Case 2. Ay~ = (0, O, c) T for some c. Replacing A by A + (1 - c)I, we 
may assume that c = 1. Then, for each k, 
Ay k = (2-kall + 2-3k/2a12 , 2-ka21 + 2-3k/Za2z , 2-ka31 + 2-3k/Za32 + 1) T. 
If (A + ~(yk) I )yk belongs to the face of K generated by (0,0, 1) r and 
(0, 1, 1) T, then, as in case 1, ot(y k) = -a l l  - 2-k/2a12 <<. lalll + lal21. 
Suppose then that [A + ~(yk)I]yk belongs to the face generated by Ym 
and Ym+l for some m. Let v k denote the point where the ray pos{Ay k} 
meets the hyperplane ~:3 = 1, i.e., 
v k =A kAy k, where A k = (2-ka31 +2-3k/2a32 + 1) -1 . 
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Also, let u k and w k be respectively the points where the ray pos{(A + 
ot (yk) I )y  k} meets the line segment joining Ay k and Yk, and the line 
segment joining v k and Yk. Then clearly 
u k = [1 + ol(yk) ] lAy  k+ o~(y~)[ l+  a (y t ) ] - !yk ,  
and an easy calculation gives 
-1  - !  
w k = (1 + /3k) vk + /3k(1 + /3k) Yk, where /3 k = , tka(yk) .  
Now we have, 
Ilyk - ukll Ily~ - wkll 
[1 + a(yk) ]  -1 and - (1 +/3k) -1 
Ilyk - Aykll II Yk - v~ll 
Hence the ratio between IIyk - ukll/ l l  Yk - AykI] and II Yk - wkll/ l l  Yk - vkl[, 
which we denote by r k, tends to 1 if we let k go to infinity through a 
subsequence of natural numbers such that the corresponding subsequence of 
a (yk)  tends to infinity. (Such a subsequence exists by our assumption.) If k 
is sufficiently large and belongs to the above subsequence [so that a(Yk) > 0], 
then v k ~ M × {1}, and we have 
Ilyk - wkll i> Ilyk - Yk+lll or Ilyk - wkll /> Ilyk-i - ykll, 
depending on whether [A + a(yk) I ]yk  belongs to the face of K generated 
by Ym and y,,, + 1 with m ~> k, or with m ~< k - 1. In the first case, we have 
1 Ilyk -- u~ll rkl lyk -- wkll 
1 + ~(yk)  Ilyk -- Aykll Ilyk -- vkll 
rk ll yk -- yk+lll 
>~ 
II Yk -- '~k Aykl l  " 
In the second case, we have 
1 rk l l yk -1  -- ykll /> 
1 + ~(y~)  Ilyk -- XkAvkll " 
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By direct calculations, when k becomes large, II Yk - Yk÷ 111 (also II Yk- 1 - Yk II) 
is an infinitesimal of order 2 -k, and Ilyk --'Ak Aykll is an infinitesimal of 
order 2 -k or higher. In any case, the ratios r k II Yk - Yk+ 111/11 Yk - AYk II are 
bounded below by a positive number. On the other hand, if we let k go to 
infinity in such a way that ot(y k) tends to infinity, then the number 
1/[1 + a(yk)], which appears in the left side of the above inequality, will 
tend to zero. Thus, finally, we arrive at a contradiction. 
Hence, 7r(K) = E(K)  even though K is not polyhedral. 
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