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Abstract
Sahi, Stokman, and Venkateswaran have constructed, for each positive integer n, a family
of Laurent polynomials depending on parameters q and k (in addition to bn/2c “metaplectic
parameters”), such that the n = 1 case recovers the nonsymmetric Macdonald polynomials
and the q →∞ limit yields metaplectic Iwahori-Whittaker functions with arbitrary Gauss sum
parameters. In this paper, we study these new polynomials, which we call SSV polynomials, in
the case of GLr. We apply a result of Ram and Yip in order to give a combinatorial formula
for the SSV polynomials in terms of alcove walks. The formula immediately shows that the
SSV polynomials satisfy a triangularity property with respect to a version of the Bruhat order,
which in turn gives an independent proof that the SSV polynomials are a basis for the space
of Laurent polynomials. The result is also used to show that the SSV polynomials have fewer
terms than the corresponding Macdonald polynomials. We also record an alcove walk formula
for the natural generalization of the permuted basement Macdonald polynomials. We then
construct a symmetrized variant of the SSV polynomials: these are symmetric with respect
to a conjugate of the Chinta-Gunnells Weyl group action and reduce to symmetric Macdonald
polynomials when n = 1. We obtain an alcove walk formula for the symmetrized polynomials
as well. Finally, we calculate the q → 0 and q →∞ limits of the SSV polynomials and observe
that our combinatorial formula can be written in terms of alcove walks with only positive and
negative folds respectively. In both of these q-limit cases, we also observe a positivity result for
the coefficients.
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1 Introduction
In [SSV], Sahi, Stokman, and Venkateswaran constructed a new representation of the double affine
Hecke algebra on a space of Laurent polynomials, generalizing the basic representation of [C2]
and the metaplectic Demazure-Lusztig operators of [CGP]. This representation may be used to
define a remarkable family of Laurent polynomials, which we call SSV polynomials, generalizing
the nonsymmetric Macdonald polynomials: this is done in [SSV] for the case of GLr and in the
upcoming paper [SSV2] for the general case. We will use the methods of Ram and Yip [RY] to give
a combinatorial formula for the SSV polynomials of type GLr in terms of alcove walks. Some of
our techniques are the same as those used in [SSV2]. We will start by outlining the basic objects,
restricting to the case of GLr.
Let r be a positive integer, and let P be the weight lattice corresponding to GLr, which we
identify with Zr. The generators of the (untwisted) double affine Hecke algebra H include elements
T1, . . . , Tr−1, Xµ for µ ∈ P , and Y µ for µ ∈ P . (For a detailed discussion of double affine Hecke
algebras in general, see [IS] or [C2]. For the details of the particular case that is relevant to this
paper, see Definition 2.10 below.) The basic representation is a representation pi of H on the space
of Laurent polynomials,
F[x±1] = spanF{xµ : µ ∈ P},
where F = C(k, q) for independent parameters k and q. We have
pi(Xλ)xµ = xλ+µ (1.1)
for all λ, µ ∈ P , and the family of operators
{pi(Y λ) : λ ∈ P} (1.2)
is simultaneously diagonalizable. The basis of common eigenfunctions of (1.2) is written as
{Eµ : µ ∈ P} (1.3)
and is called the family of nonsymmetric Macdonald polynomials: see [M2]. The symmetric
Macdonald polynomials can be derived from the nonsymmetric ones by a symmetrization procedure:
see [M2] or the generalization in Section 4 below.
2
In [SSV], for a positive integer n, the authors considered an algebra H(n) that is isomorphic
to H (outside type A, H(n) could be isomorphic to either H or the double affine Hecke algebra
corresponding to the dual root system), with generators including elements T1, . . . , Tr−1, Xµ for
µ ∈ nP , and Y µ for µ ∈ nP . They then constructed a representation pi(n) of H(n) on F(n)[x±1]
(where F(n) is an extension of F: see Section 2.3) such that
pi(n)(Xλ)xµ = xλ+µ (1.4)
for all λ ∈ nP and µ ∈ P , and the family of operators
{pi(n)(Y λ) : λ ∈ nP} (1.5)
is simultaneously diagonalizable. The basis of common eigenfunctions
{E(n)µ : µ ∈ P} (1.6)
is the family of SSV polynomials. In the case n = 1, the SSV polynomials are the nonsymmetric
Macdonald polynomials. In fact, for any positive integer n and µ ∈ P , E(n)nµ is equal to the
nonsymmetric Macdonald polynomial Eµ up to a change of variables and parameters: see the final
remark of [SSV].
Remark. In [SSV], the authors consider a slightly more general situation, depending on a positive
integer n, a nonzero integer κ, and m = n/κ. However, since we are only concerned with the
resulting polynomials here, Proposition 5.8 of [SSV] allows us to take κ = 1 and m = n.
The intertwiners are certain special elements τ∨0 , . . . , τ∨r−1 in a localization of a subalgebra of H.
Their importance for the theory of Macdonald polynomials was first pointed out in the papers of
Knop and Sahi [Kn, KnS, S] (for GLr), Cherednik [C2] (for reduced root systems), and by Sahi [S2]
(for type BC). In particular, for all ν̂ ∈ Pa (an affinization of P ) and 0 ≤ i ≤ r−1, the intertwiners
satisfy
τ∨i Y
ν̂ = Y si∗ν̂τ∨i . (1.7)
After extending the representation pi to the localized algebra, this implies that if siµ 6= µ, then
pi(τ∨i )Eµ ∼ Esiµ, (1.8)
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where f ∼ g means f is a nonzero multiple of g. (See Section 2 for the definitions of Pa, si, siµ,
and si ∗ µ.) Since E0 = 1, this gives a concrete way of calculating all nonsymmetric Macdonald
polynomials.
In [RY], Ram and Yip give combinatorial formulas for nonsymmetric and symmetric Macdonald
polynomials. These results follow from their combinatorial expansion of the product
τ∨i1 · · · τ∨i` , (1.9)
where si1 · · · si` is a reduced expression of an element in the affine Weyl group, in terms of alcove
walks. The alcove walk model was developed by Ram [R], following an idea of Schwer [Sch]. The
spirit of this idea can also be seen in a paper of Sahi [S4].
In this paper, we will consider the analog of the intertwiners for H(n) and use them to construct
SSV polynomials by applying versions of (1.7) and (1.8). This technique was suggested to the
author by Siddhartha Sahi and also plays a major role in [SSV2]. We then apply the intertwiner
product formula of [RY] to obtain the following combinatorial formula for SSV polynomials, which
is Theorem 3.10 below.
Theorem A. µ ∈ Zr uniquely determines a dominant weight λ ∈ Zr and an affine Weyl group
element w with reduced expression w = si1 · · · si` (see Theorem 3.10 for details) such that
E(n)µ =
∑
p∈B(~w)
a(n)(p)xnwt(p)+φ(p)λ, (1.10)
where B(~w) is the set of all alcove walks of type (i1, . . . , i`) starting at the fundamental alcove and
wt(p) and φ(p) are defined in (2.33). (Definitions related to alcove walks will be given in Section
2.2.) The coefficients a(n)(p) ∈ F(n) are given explicitly in Theorem 3.10.
In Theorem 3.16, we record a more general formula for TuE
(n)
µ where u ∈W0 and µ ∈ Zr. These
polynomials in the case n = 1 were studied in [F], where they were called permuted basement
nonsymmetric Macdonald polynomials. This name alludes to the remarkable formula for TuEµ
given in [F], generalizing the well-known combinatorial formula of [HHL] for Eµ.
For µ ∈ Zr dominant, we will define the symmetric SSV polynomial P (n)µ , which is symmetric
with respect to a conjugate of the Chinta-Gunnells Weyl group action: see [CG1, CG2]. (Note that
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in general, P
(n)
µ is not symmetric with respect to the usual action of the Weyl group.) When n = 1,
P
(n)
µ recovers the symmetric Macdonald polynomial Pµ. In Theorem 4.6, we obtain the following
alcove walk formula for P
(n)
µ :
Theorem B. Let µ ∈ Zr be dominant. For the same λ ∈ Zr and affine Weyl group element w as
in the previous result, we have
P (n)µ =
∑
u∈Sr
k`(u)
∑
p∈B(u,~w)
b(n)(p)xnwt(p)+φ(p)λ, (1.11)
where B(u, ~w) is the set of all alcove walks of type (i1, . . . , i`) starting at u and the coefficients
b(n)(p) ∈ F(n) are given explicitly in Theorem 4.6.
In Theorems 5.3 and 5.4, we give the limits of (1.10) and (1.11) as q approaches 0 and ∞.
The two limits can be expressed in terms of alcove walks with only positive and only negative
folds respectively. We also observe that the coefficients are Laurent polynomials in the metaplectic
parameters, and with suitable assumptions on k, they have nonnegative coefficients. These limits
are of particular interest because the q → ∞ limit of (1.10) is related to metaplectic Iwahori-
Whittaker functions: see the upcoming work [SSV2].
As an application of Theorem A, we derive the following triangularity result, which is
Corollary 3.11 below.
Corollary C. For µ ∈ Zr,
E(n)µ = x
µ +
∑
ν
n
<µ
cνx
ν (1.12)
for some scalars cν ∈ F(n). (See the discussion following Theorem 3.10 for the definition of the
partial order
n
<.) In particular, the family of SSV polynomials is a basis for F(n)[x±1] over F(n).
This result will also appear in [SSV2], where it is proven without the use of an explicit formula
for E
(n)
µ .
We also relate the terms of the SSV polynomials to the terms of the corresponding Macdonald
polynomials:
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Corollary D. Let µ ∈ Zr. If xµ appears with nonzero coefficient in E(n)µ , then xµ appears with
nonzero coefficient in the Macdonald polynomial E
(1)
µ .
This is Corollary 3.15 below.
The structure of the work is as follows. In Section 2, we give all the necessary terminology for
working with root systems, Weyl groups, alcove walks, and double affine Hecke algebras. We begin
with the standard notions, then introduce “metaplectic” variants that depend on the positive integer
n. We also give formulas for the representation pi(n) constructed in [SSV] and obtain some basic
consequences. In Section 3, we construct the SSV polynomials and the intertwiners, then use them
to derive the main combinatorial formula, Theorem A. We apply this result to prove Corollary C.
We also prove that for fixed µ ∈ Zr and positive integers m|n, the powers of x appearing in our
formula (1.10) for E
(n)
µ are a subset of the powers appearing in the corresponding formula for E
(m)
µ .
Corollary D follows from this result. In Section 4, we define and establish some basic properties of
symmetrized SSV polynomials P
(n)
µ analogous to those for the symmetric Macdonald polynomials,
then prove Theorem B. In Section 5 give alcove walk formulas for q-limits of E
(n)
µ and P
(n)
µ and
observe a simple positivity result. We conclude with an appendix listing, for several small values
of µ and n, the expansions of E
(n)
µ and P
(n)
µ according to the new formulas.
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2 Background and notation
2.1 Root Systems and Weyl Groups
Fix r ≥ 2. Let {i : 1 ≤ i ≤ r} be the standard orthonormal basis of Rr, with associated inner
product (·, ·) and norm || · ||. The root system of type Ar−1 is
Φ = {i − j : 1 ≤ i 6= j ≤ r}. (2.1)
The set of positive roots is
Φ+ = {i − j : 1 ≤ i < j ≤ r}, (2.2)
and the set of simple roots is
∆ = {α1, . . . , αr−1}, (2.3)
where αi = i − i+1. The highest root is
θ = 1 − r = α1 + · · ·+ αr−1. (2.4)
The root lattice is Q = spanZΦ, and the GLr weight lattice is P = spanZ{1, . . . , r}, which we
identify with Zr. (We will refer to this space as both P and Zr.) We will use the notations
λ =
r∑
i=1
λii = (λ1, . . . , λr) (2.5)
interchangeably for an element of P ∼= Zr. λ ∈ P is called dominant if, for all 1 ≤ i < r, λi ≥ λi+1.
The Weyl group of the finite root system of type Ar−1 is
W0 = Sr, (2.6)
the symmetric group on {1, . . . , r}. For 1 ≤ i ≤ r − 1, let si be the transposition (i i + 1). It is
well-known that s1, . . . , sr−1 generate W0.
For any root α ∈ Φ, we have the reflection sα, the transformation of Rr given by
sαλ = λ− (λ, α)α (2.7)
7
(Note that we do not need to discuss coroots here, since (α, α) = 2 for all α ∈ Φ.) Explicitly,
sαi is the transformation that exchanges λi and λi+1. Note that P is invariant under these
transformations. We also have
sθ = s1s2 · · · sr−2sr−1sr−2 · · · s2s1. (2.8)
There is an action of W0 on Rr, and on Zr ⊆ Rr, given by
si 7→ sαi .
Under this map, the element sθ ∈ W0 is taken to the reflection sθ of Rr (recall the definition of θ
in (2.4)), so there is no conflict of notation.
Consider the space Rra = Rr+1. We identify the subspace
{(v1, . . . , vr, 0) : v1, . . . , vr ∈ R}
with Rr and let δ = (0, . . . , 0, 1), so that
Rra = Rr ⊕ Rδ.
We then define
Pa = P ⊕ Zδ ∼= Zr ⊕ Zδ. (2.9)
The symmetric bilinear form (·, ·) on Rr extends to a symmetric bilinear form on Rra (and its
subspace Pa) by defining
(δ, v + sδ) = 0
for all v ∈ P and s ∈ R.
The (untwisted) affine root system of type A is
Φ˜ = {α+ sδ : α ∈ Φ ∪ {0}, s ∈ Z, and α 6= 0 or s 6= 0} ⊆ Pa. (2.10)
Define
α0 = δ − θ ∈ Φ˜. (2.11)
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The set of positive roots is
Φ˜+ = Φ+ ∪ {α+ sδ : s > 0, α ∈ Φ ∪ {0}}. (2.12)
Every positive root is a nonnegative linear combination of α0, . . . , αr−1.
We have the extended affine Weyl group W = P oW0. We denote the elements of W by τ(µ)w
for µ ∈ P and w ∈W0 = Sr. They satisfy the relation
wτ(µ)w−1 = τ(wµ). (2.13)
Let
s0 = τ(θ)sθ (2.14)
and
ω = s1s2 · · · sr−1τ(r). (2.15)
Then W is generated by s0, . . . , sr−1, ω. Let
WCox = QoW0 ⊆W. (2.16)
WCox is a Coxeter group with generators s0, . . . , sr−1. For w ∈ WCox, the length of w, denoted
`(w), is the number of generators in a reduced expression for w.
We have a representation of W on Rra, where
si ∗ v̂ = v̂ − (v̂, αi)αi = (siv) + sδ (2.17)
and
τ(µ) ∗ v̂ = v̂ − (v̂, µ)δ = v + (s− (v, µ))δ. (2.18)
for 1 ≤ i ≤ r − 1, µ ∈ P , and v̂ = v + sδ ∈ Rra. Note that this restricts to a linear action on Pa.
We also have an affine action of W on Rr, where si ∈ W0 acts on v ∈ Rr by the reflection sαi
as in (2.7), and
τ(µ)v = v + µ (2.19)
for µ ∈ P . It is easy to see directly that this action is faithful. Under the affine action, we have
s0(v1, . . . , vr) = (vr + 1, v2, v3, . . . , vr−1, v1 − 1). (2.20)
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Two invariant subsets of particular interest are Zr and
h∗ = spanRΦ = {(v1, . . . , vr) ∈ Rr :
∑
vi = 0.} (2.21)
Notice that for w ∈ W , we denote the linear action on v ∈ Rra by w ∗ v and the affine action
on v̂ ∈ Rr by wv̂. For w ∈ W0, where the two actions are essentially the same, we will drop the ∗
from our notation.
Remark 2.1. Both the affine and linear actions of W come from the action of W on the Cartan
subalgebra of the corresponding untwisted affine Lie algebra. Details may be found in Sections 6.5
and 6.6 of [K].
We view Pa as a set of affine functions on Rr by
〈µ+ sδ, v〉 = (µ, v) + s, (2.22)
where µ ∈ P , s ∈ Z, and v ∈ Rr. We may then define, for all α̂ = α+ sδ ∈ Pa with (α, α) 6= 0, the
affine transformation
sα̂ : Rr → Rr
given by
sα̂v = v − 2〈α̂, v〉
(α, α)
α (2.23)
for v ∈ Rr. In particular, if α̂ = mβ + sm2δ for some positive integer m, then
sα̂v = v − 〈β + smδ, v〉β = (sβv)− smβ. (2.24)
Of course, for 0 ≤ i ≤ r − 1 and v ∈ Rr, this reduces to
sαiv = siv. (2.25)
Further, for all α̂ ∈ Φ˜, there is a unique element w ∈W such that for all v ∈ Rr,
wv = sα̂v.
We will identify w and sα̂.
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2.2 Alcove walks and Bruhat order
We now give the necessary definitions to work with alcove walks and the Bruhat order. We will
mostly follow the notation of [RY] for alcove walks.
For α̂ ∈ Φ˜, let
hα̂ = {v ∈ Rr : 〈α̂, v〉 = 0} (2.26)
(recalling the notation (2.22)). We then define the alcoves of Rr to be the connected components
of
Rr \
⋃
α̂∈Φ˜
hα̂
 . (2.27)
We call the hyperplanes bounding an alcove its walls. The fundamental alcove is
A = {v ∈ Rr : 〈αi, v〉 > 0 for 0 ≤ i ≤ r − 1} = {(v1, . . . , vr) ∈ Rr : v1 > v2 > · · · > vr, v1 − vr < 1},
(2.28)
with walls hα0 , . . . , hαr−1 . (Note that the fundamental alcove is determined by our choice of simple
roots.) The action of WCox sends alcoves to alcoves: in fact, for 0 ≤ i ≤ r − 1, si acts by reflecting
in the wall hαi . We also have the closed fundamental alcove
A = {v ∈ Rr : 〈αi, v〉 ≥ 0 for 0 ≤ i ≤ r − 1} = {(v1, . . . , vr) ∈ Rr : v1 ≥ v2 ≥ · · · > vr, v1 − vr ≤ 1}.
(2.29)
The following lemma is well-known: see, for instance, [H].
Lemma 2.2. For any v ∈ Rr, there exist w ∈ WCox and unique v+ ∈ A such that wv+ = v. If we
require w to have the shortest possible length, then w is also unique.
Since the fundamental alcove A is not preserved by the action of any nontrivial element of
WCox, this lemma gives a bijection between WCox and the set of alcoves in Rr, given by
w 7→ w · A (2.30)
We identify WCox and the set of alcoves via this bijection. Thus we will sometimes use the affine
Weyl group element 1 to refer to the fundamental alcove A, as in [RY].
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hα0+−
hα2+−
hα1+−
A
end(p)
end(p′)
Figure 1: Alcoves and alcove walks in the case r = 3. We restrict our attention
to spanR{α1, α2} so that our picture is two-dimensional. We see two alcove walks
of type (1, 0, 1, 2, 1, 0, 1, 2) starting at the fundamental alcove A: p (black) and p′
(blue once it deviates from p). p is unfolded, and p′ is obtained by folding p at
step 3; this fold is negative. p has length 8, and p′ has length 7.
There is a natural orientation on the set of hyperplanes, determined by the choice of positive
roots, defined as follows. Consider a hyperplane hα̂ where α̂ ∈ Φ˜ has the form
α̂ = α+ sδ, α ∈ Φ+. (2.31)
For v ∈ Rr, we say that v is on the positive side of hα̂ if 〈α̂, v〉 > 0 and is on the negative side of
hα̂ if 〈α̂, v〉 < 0. (Note that points in A are on the positive side of hαi for 1 ≤ i ≤ r − 1 but are
on the negative side of hα0 = hθ−δ.) This is the “periodic orientation” described in [RY], so called
because for any α ∈ Φ and s, t ∈ Z, hα+sδ and hα+tδ have parallel orientations.
For w ∈ WCox, fix a reduced expression w = si1 · · · si` . Let ~w = (i1, . . . , i`). An alcove walk of
type ~w is a sequence
p = (A0, A1, . . . , A`) (2.32)
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of alcoves, where for each 1 ≤ j ≤ `, either Aj = Aj−1 or Aj = Aj−1sij . (Recalling the
identification of alcoves and elements of WCox, the notation Aj−1sij refers to the product in WCox.
The corresponding alcove shares a wall with the alcove Aj−1.) We say that p has a fold at step j if
Aj = Aj−1 and a crossing otherwise: this fold or crossing is positive if Aj−1 is on the positive side
of the hyperplane separating Aj−1 and Aj−1sij , and is negative otherwise. Let f+(p) (respectively
f−(p)) be the set of all j such that p has a positive (respectively negative) fold at step j. We say
p is unfolded if it has no folds. We define the length of p to be the number of hyperplanes of the
form hα̂ between A0 and A`. If p is unfolded, then the length of p is `. Examples of these notions
are given in Figure 1.
For u ∈ WCox and ~w as above, define B(u, ~w) to be the set of all alcove walks of type ~w with
A0 = u. We use the notation B(~w) = B(u, ~w).
Given an alcove walk p as in (2.32), let end(p) = A`. We have the decomposition
end(p) = τ(wt(p))φ(p), (2.33)
where wt(p) ∈ Q (since we are only using WCox, not W ) and φ(p) ∈ W0. Suppose further that p
does not have a fold at step j, and the hyperplane separating the alcoves Aj−1 and Aj is hα̂ for
α̂ ∈ Φ˜+. We say that an alcove walk p′ = (A′0, . . . , A′`) of the same type as p is obtained by folding
p at step j if A′i = Ai for i < j, A
′
j = Aj−1, and A
′
i = sα̂Ai for i > j. Geometrically, to obtain p
′
from p, we reflect the tail of p in the hyperplane hα̂. Note that
end(p′) = sα̂end(p). (2.34)
Remark 2.3. For the unfamiliar, we would like to elaborate on the relationship between words in
WCox and alcove walks. Let w ∈WCox and consider the corresponding alcove, also called w. Given
an expression w = si1 · · · si`, we may use the property sjsα̂sj = ssj∗α̂ to write
w = si1 · · · si` = ssi`−1 ···si1∗αi` · · · ssi1∗αi2sαi1 . (2.35)
We note that each alcove in the sequence
A, sαi1A, ssi1∗αi2sαi1A, . . . , ssi`−1 ···si2∗αi` · · · ssi1∗αi2sαi1A = w (2.36)
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shares a wall with the one preceding it: for example, the wall between sαi1A and ssi1∗αi2sαi1A is
the hyperplane corresponding to si1 ∗αi2, and the same relationship holds in general. This gives an
unfolded alcove walk with starting alcove A = 1 and ending alcove w. In fact, this yields a bijection
between expressions for w and unfolded alcove walks (of any type) that start at 1 and end at w.
Under this bijection, reduced expressions for w correspond to unfolded alcove walks from 1 to w
with the smallest possible number of steps. This allows us to characterize the length of w as the
length of an unfolded alcove walk from 1 to w.
For w = si1 · · · si`, a reduced expression, we call expressions
sij1 · · · sijb (2.37)
for 1 ≤ j1 < · · · < jb ≤ ` subwords of si1 · · · si`. Given an alcove walk p of type (i1, . . . , i`), let
1 ≤ j1 < · · · < jb ≤ ` be the indices at which p does not have a fold. Then
end(p) = sij1 · · · sijb . (2.38)
Finally, we recall the Bruhat order. Let W be any Coxeter group and let Φ be its root system.
We will use the following definition and lemma in one of two contexts: W = WCox and Φ = Φ˜, or
W = W
(n)
Cox and Φ = Φ˜
(n) (see Section 2.3).
Definition 2.4. For w ∈ W and α̂ ∈ Φ, define w < sα̂w if `(w) < `(sα̂w). Define a partial order
≤, which we call the Bruhat order, on W by taking the transitive closure of this relation.
The following result may be found in [H] for a general Coxeter group.
Lemma 2.5. Let w,w′ ∈W and fix a particular choice of reduced expression w = si1 · · · si` for w.
w′ ≤ w if and only if w′ can be obtained as a subword of this reduced expression.
2.3 Metaplectic versions
For the rest of the paper, fix a positive integer n, which we call the metaplectic degree. For any
integer j, let rn(j) ∈ {0, . . . , n− 1} be the residue modulo n. Fix an invertible parameter k. Also
fix parameters G
(n)
j for j ∈ Z, satisfying the following conditions:
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1. G
(n)
0 = k.
2. G
(n)
j G
(n)
−j = 1.
3. G
(n)
j = G
(n)
rn(j)
.
Remark 2.6. These conditions imply that {G(n)j : j ∈ Z} is determined by G(n)0 , . . . , G(n)bn
2
c. Further,
if n is even, we have
G
(n)
n
2
= ±1. (2.39)
In [SSV], parameters g
(n)
j are used, with the dictionary being
G
(n)
j = −kg(n)−j . (2.40)
In that work, the scalar G
(n)
n
2
∈ {±1} is called . We will continue to call it G(n)n
2
in order to keep
the notation uniform, but will keep in mind that it is not a free parameter.
We introduce the fields
K(n) = C(k,G(n)1 , . . . , G
(n)
bn−1
2
c) and F
(n) = K(n)(q), (2.41)
where q is another independent parameter. In particular, K(1) = K(2) = C(k) and K(3) = C(k,G(3)1 ).
We now introduce versions of the concepts in the previous sections that depend on the
metaplectic degree n. The case n = 1 will recover the usual notions. Let
W (n) = nP oW0 ⊆W. (2.42)
In terms of the affine action on Rra, W (n) is generated by reflections in the finite roots and
translations by nP . We have an isomorphism Ψ(n) : W →W (n) given by
si 7→ si and τ(λ) 7→ τ(nλ) (2.43)
for 1 ≤ i ≤ r − 1 and λ ∈ P .
Remark 2.7. Since W , and therefore its subgroup W (n), acts faithfully on Rr, we may identify both
with groups of affine transformations of Rr. In this context, it is clear that Ψ(n) is an isomorphism,
since the two groups differ only by scaling.
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The “metaplectic” versions of the other notions are all determined by the map Ψ(n). Let
s
(n)
0 = Ψ
(n)(s0) = τ(nθ)sθ, (2.44)
and for uniformity of notation let
s
(n)
i = Ψ
(n)(si) = si (2.45)
for 1 ≤ i ≤ r − 1. Also define
ω(n) = Ψ(n)(ω) = s1s2 · · · sr−1τ(nr). (2.46)
Then s
(n)
0 , . . . , s
(n)
r−1, ω
(n) generate W (n). We also introduce the group
W
(n)
Cox = Ψ
(n)(WCox) = nQoW0. (2.47)
This is a Coxeter group with generators s
(n)
0 , . . . , s
(n)
r−1.
Explicitly, for v ∈ Rr, we have
s
(n)
0 (v1, . . . , vr) = (vr + n, v2, . . . , vr−1, v1 − n). (2.48)
Identifying W (n) with the corresponding group of affine transformations as above and recalling
(2.23) and (2.24), we see that for v ∈ Rr,
s−nθ+n2δv = (sθv) + nθ = s
(n)
0 v, (2.49)
so
s
(n)
0 = s−nθ+n2δ. (2.50)
This motivates the definition of the space
P (n)a = nP ⊕ n2Zδ ⊆ Pa. (2.51)
and the isomorphism of abelian groups (but not of lattices, since (·, ·) is not preserved)
Ψ(n) : Pa → P (n)a (2.52)
defined by
Ψ(n)(λ+ sδ) = nλ+ sn2δ. (2.53)
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With these definitions, and α
(n)
i defined for 0 ≤ i ≤ r − 1 by
α
(n)
i = Ψ
(n)(αi) =
 nαi : i 6= 0−nθ + n2δ : i = 0, (2.54)
we have
s
(n)
i = sα(n)i
. (2.55)
for 0 ≤ i ≤ r − 1. In addition, for λ ∈ P ,
Ψ(n)(τ(λ)) = τ(Ψ(n)(λ)). (2.56)
The affine root system for which α
(n)
0 , . . . , α
(n)
r−1 are the simple roots is
Φ˜(n) = Ψ(n)(Φ˜) = {nα+ sn2δ : α ∈ Φ ∪ {0}, s ∈ Z, and α 6= 0 or s 6= 0} ⊆ P (n)a . (2.57)
(Note that the simple roots α
(n)
i were called b
(n)
i in [SSV].) The corresponding set of positive roots
is
Φ˜
(n)
+ = Ψ
(n)(Φ˜+) = nΦ+ ∪ {nα+ sn2δ : s > 0, α ∈ Φ ∪ {0}}. (2.58)
Remark 2.8. We intentionally use the same notation for the maps
Ψ(n) : W →W (n) and Ψ(n) : Pa → P (n)a ,
since one is induced by the other. We will use the same notation in Proposition 2.13 for a related
isomorphism of Hecke algebras. The context should always make it clear which map is being applied.
We would also like to record the following property, which is easy to check: for all µ̂ ∈ Pa,
v ∈ Rr, and 0 ≤ i ≤ r − 1,
〈s(n)i ∗ µ̂, v〉 = 〈µ̂, s(n)i v〉. (2.59)
Define
A(n) = n(A ∩ 1
n
Zr) = {(λ1, . . . , λr) ∈ Zr : λ1 ≥ λ2 ≥ · · · ≥ λr, λ1 − λr ≤ n}. (2.60)
For v ∈ Rr, we will use the notation
Ψ(n)(v) = nv. (2.61)
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Then for w ∈WCox and v ∈ Rr, we observe that
Ψ(n)(w)Ψ(n)(v) = Ψ(n)(wv). (2.62)
This allows us to identify the action of WCox on
1
nZ
r ⊆ Rr with the action of W (n)Cox on Zr. Then
Lemma 2.2 has the following consequence.
Lemma 2.9. For any µ ∈ Zr, there exist w ∈ W (n)Cox and a unique λ ∈ A(n) such that wλ = µ. If
we require w to have the shortest possible length, then w is unique.
2.4 Hecke algebras
We now define two closely related Hecke algebras and study the representation given in [SSV]. The
first algebra is the object of study in [RY] with a slightly enlarged center. Recall that we have fixed
the positive integer n.
Definition 2.10. The double affine Hecke algebra H is the unital associative algebra over K(n)
generated by qn, ω, ω
−1, T0, T1, . . . , Tr−1, and X µ̂ for µ̂ ∈ Pa, with the following relations, where
0 ≤ i, j ≤ r − 1 and the indices of the Ti and Tj are taken modulo r:
1. (Braid relations.) If r ≥ 3, TiTi+1Ti = Ti+1TiTi+1 and, when |i− j| > 1, TiTj = TjTi.
2. (Hecke relations.) (Ti − k)(Ti + k−1) = 0.
3. ωω−1 = 1 = ω−1ω and ωTi = Ti+1ω.
4. For µ̂, λ̂ ∈ Pa, X µ̂X λ̂ = X λ̂X µ̂.
5. qn is central. We will write q = q
n
n.
6. Xδ = qnn = q.
7. (Cross relations.) For µ̂ = µ+ aδ ∈ Pa,
TiX
µ̂ −Xsi∗µ̂Ti = (k − k−1)
(
X µ̂ −Xsi∗µ̂
1−Xαi
)
and ωX µ̂ = q−µrXs1···sr−1µ̂ω. (2.63)
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Remark 2.11. Precisely, the differences between H and the double affine Hecke algebra in [RY]
are: the use of the notation k instead of t (we have t = k2), the enlargement of the center by the
nth root qn of q, and the use of the field K(n) instead of C.
For w ∈W (1)Cox with reduced expression w = si1 · · · si` , define
Tw = Ti1 · · ·Ti` . (2.64)
By a standard argument, since the Ti satisfy the braid relations (1), Tw is independent of the choice
of reduced expression.
The next definition is the variant of the double affine Hecke algebra used in [SSV].
Definition 2.12. H(n) is the unital associative algebra over K(n) generated by q, ω(n), (ω(n))−1,
T0, T1, . . . , Tr−1, and X µ̂ for µ̂ ∈ P (n)a , with the following relations, where 0 ≤ i, j ≤ r − 1 and the
indices of Ti, Ti+1, and Tj are taken modulo r:
1. (Braid relations.) TiTi+1Ti = Ti+1TiTi+1 and TiTj = TjTi if |i− j| > 1.
2. (Hecke relations.) (Ti − k)(Ti + k−1) = 0.
3. ω(n)(ω(n))−1 = 1 = (ω(n))−1ω(n) and ω(n)Ti = Ti+1ω(n).
4. For µ̂, λ̂ ∈ P (n)a , X µ̂X λ̂ = X λ̂X µ̂.
5. q is central.
6. Xn
2δ = qn.
7. (Cross relations.) For µ̂ = µ+ aδ ∈ P (n)a ,
TiX
µ̂ −Xsi∗µ̂Ti = (k − k−1)
(
X µ̂ −Xs(n)i ∗µ̂
1−Xα(n)i
)
and ω(n)X µ̂ = q−µrXs1···sr−1µ̂ω(n). (2.65)
The following observation is straightforward but important.
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Proposition 2.13. We have an isomorphism of K(n)-algebras Ψ(n) : H→ H(n) defined by
Ψ(n)(Ti) = Ti,
Ψ(n)(ω) = ω(n),
Ψ(n)(Xµ) = Xnµ for µ ∈ Zr,
Ψ(n)(Xδ) = Xn
2δ,
Ψ(n)(qn) = q.
Remark 2.14. In [SSV], the element of H(n) called q (for the sake of this remark, let us call it
qSSV ) is an nth root of the element we call q. Only nth powers of qSSV actually appear in [SSV],
so we choose to use the current notation instead in order to minimize assumptions and make the
examples in Appendix A appear more uniform. To summarize, using qRY to denote the q-parameter
used in [RY], we have
q = qRY = q
n
n = X
δ
in H, and
q = qnSSV and q
n = Xn
2δ
in H(n). We also have
Ψ(n)(qn) = q and Ψ
(n)(q) = qn.
Remark 2.15. The conditions on Ψ(n)(Xµ) and Ψ(n)(Xδ) in Proposition 2.13 can be written more
succinctly as
Ψ(n)(Xµ+sδ) = XΨ
(n)(µ+sδ). (2.66)
For 1 ≤ i ≤ r − 1, we will use the notation T∨i = Ti ∈ H. Also define
T∨0 = (X
θTsθ)
−1 ∈ H. (2.67)
We use the same notation for the corresponding element of H(n), T∨0 = Ψ(n)(T∨0 ).
Define the following elements of H, for 1 ≤ i ≤ r:
Yi = Y
i = T−1i−1 · · ·T−11 ωTr−1 · · ·Ti, (2.68)
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where T−1i−1 · · ·T−11 and Tr−1 · · ·Ti are taken to have decreasing indices. These elements commute
and are invertible. We then define, for µ̂ =
∑
µii + sδ ∈ Pa,
Y µ̂ = q−sY µ11 · · ·Y µrr . (2.69)
These elements satisfy the Bernstein-Zelevinsky cross relations
T∨i Y
µ̂ − Y si∗µ̂T∨i = (k − k−1)
(
Y µ̂ − Y si∗µ̂
1− Y −αi
)
(2.70)
for 0 ≤ i ≤ r − 1 and µ̂ ∈ Pa. (See [IS] for further discussion on the element T∨0 and its analog in
more general double affine Hecke algebras.)
In H(n), we have the corresponding elements
Y ni = Ψ(n)(Y i) = T−1i−1 · · ·T−11 ω(n)Tr−1 · · ·Ti (2.71)
and, for µ̂ =
∑
µii + sδ ∈ Pa,
Y Ψ
(n)(µ̂) = Ψ(n)(Y µ̂) = q−sn(Y n1)µ1 · · · (Y nr)µr . (2.72)
For 0 ≤ i ≤ r − 1 and µ̂ ∈ P (n)a , these elements satisfy
T∨i Y
µ̂ − Y s(n)i ∗µ̂T∨i = (k − k−1)
(
Y µ̂ − Y s(n)i ∗µ̂
1− Y −α(n)i
)
. (2.73)
Let F(n)[x±1] denote the space of Laurent polynomials in the variables x1, . . . , xr over F(n) =
K(n)(q). For µ ∈ Zr, we will use the notation
xµ = xµ11 · · ·xµrr . (2.74)
For j ∈ Z, recall that rn(j) ∈ {0, . . . , n− 1} is the residue of j modulo n. Define
tn(j) = j − rn(j) ∈ nZ. (2.75)
The next theorem was proven in [SSV]. The case n = 1 is the well-known basic representation
of [C2].
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Theorem 2.16. The following formulas define a representation pi(n) of H(n) on F(n)[x±1]:
pi(n)(Ti)x
λ = (k − k−1)1− x
−tn((λ,αi))αi
1− xnαi x
λ +G
(n)
(λ,αi)
xsiλ (i 6= 0), (2.76)
pi(n)(T0)x
λ = (k − k−1)1− q
−tn(−(λ,θ))xtn(−(λ,θ))θ
1− qnx−nθ x
λ +G
(n)
−(λ,θ)q
(λ,θ)xsθλ, (2.77)
pi(n)(Xµ)xλ = xµ+λ, (2.78)
pi(n)(ω(n))xλ = q−λrxs1···sr−1λ, (2.79)
pi(n)(q)xλ = qxλ (2.80)
where 0 ≤ i ≤ r − 1, λ ∈ Zr, and µ ∈ nZr.
Remark 2.17. Extend the notation (2.74) by defining, for µ̂ = µ+ sδ ∈ Zr ⊕ Znδ,
xµ̂ = qs/nxµ11 · · ·xµrr . (2.81)
(Note the relationship with relation 6 of Definition 2.12.)Then equations (2.76) and (2.77) may be
more compactly expressed as
pi(n)(Ti)x
λ = (k − k−1)1− x
−tn((λ,αi))α(n)i
1− xα(n)i
xλ +G(λ,αi)x
s
(n)
i ∗λ (2.82)
for 0 ≤ i ≤ r − 1. Further, we may rewrite (2.79) as
pi(n)(ω(n))xλ = xω
(n)∗λ, (2.83)
recalling the notation (2.46).
Define σ : Z→ F(n) by
σ(a) =
 k−1 : a ∈ nZ>0G(n)a : a ∈ Z \ nZ>0 (2.84)
for a ∈ Z. (Although σ depends on the positive integer n, we suppress it from the notation. We
will not compare values of σ for different values of n.) Note that σ satisfies σ(0) = G
(n)
0 = k and
σ(a)σ(−a) = 1 (2.85)
for all a ∈ Z \ {0}.
From the theorem, we immediately have
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Corollary 2.18. Let µ ∈ Zr and let 1 ≤ i ≤ r − 1. If 0 ≤ (µ, αi) ≤ n, then
pi(n)(Ti)x
µ = σ((µ, αi))x
siµ. (2.86)
If −n ≤ (µ, αi) ≤ 0, then
pi(n)(T−1i )x
µ = σ((siµ, αi))
−1xsiµ. (2.87)
2.5 The scalars γ(µ̂;λ)
For µ̂ = µ+ sn2δ ∈ P (n)a and λ ∈ Zr, define the scalars
γ(µ̂;λ) = q−snγ(µ;λ) = q−sn−(µ,λ)/n
∏
α∈Φ+
(σ((λ, α)))(µ,α)/n , (2.88)
where σ is as in (2.84). We suppress the positive integer n from this notation, but the context
should be clear because we will have µ̂ ∈ P (n)a .
Recalling the notation (2.22), we observe that
γ(µ̂;λ) = q−〈µ̂,λ〉/n
∏
α∈Φ+
σ((λ, α))(µ,α)/n. (2.89)
We also note that
γ(−µ̂;λ) = γ(µ̂;λ)−1. (2.90)
We now prove several technical but important lemmas about the values of σ and γ(µ̂;λ).
Lemma 2.19. For µ̂ ∈ P (n)a , λ ∈ Zr, and 0 ≤ i ≤ r − 1, whenever s(n)i λ 6= λ we have
γ(s
(n)
i ∗ µ̂;λ) = γ(µ̂; s(n)i λ). (2.91)
Note that the action of s
(n)
i on the left-hand side is the (linear) action on P
(n)
a , while the action of
s
(n)
i on the right-hand side is the (affine) action on Zr. This distinction is only relevant for i = 0.
Proof. We will show that γ(s
(n)
i ∗ µ̂; s(n)i λ) = γ(µ̂;λ). Write µ̂ = µ+ sn2δ.
First consider the case i 6= 0. We have
γ(siµ̂; siλ) = q
−〈siµ̂,siλ〉/n
∏
α∈Φ+
σ((siλ, α))
(siµ,α)/n = q−〈µ̂,λ〉/n
∏
α∈Φ+
σ((λ, siα))
(µ,siα)/n. (2.92)
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Since siαi = −αi and si permutes the other elements of Φ+, we see that
γ(siµ̂; siλ)
γ(µ̂;λ)
=
σ((λ,−αi))(µ,−αi)
σ((λ, αi))(µ,αi)
= (σ(λi+1 − λi)σ(λi − λi+1))(µ,−αi). (2.93)
Since siλ 6= λ, we have λi − λi+1 6= 0, so by (2.85), (2.93) is equal to 1.
Now consider the case i = 0. Note that
s
(n)
0 ∗ µ̂ = sθµ+ (sn2 + (µ1 − µr)n)δ. (2.94)
We have
γ(s
(n)
0 ∗ µ̂; s(n)0 λ) = q−〈s
(n)
0 µ̂,s
(n)
0 λ〉/n
∏
α∈Φ+
σ((s
(n)
0 λ, α))
(sθµ,α)/n (2.95)
= q−〈µ̂,λ〉/n
∏
α∈Φ+
σ((s
(n)
0 λ, α))
(sθµ,α)/n (2.96)
Write
γ(µ̂;λ) = q−〈µ̂,λ〉/n
∏
β∈Φ+
σ((λ, β))(µ,β)/n. (2.97)
We claim that for all α ∈ Φ+, the term in (2.95) corresponding to α is equal to the term in (2.97)
corresponding to β = ±sθα (whichever is a positive root). We leave this for the reader to check in
most cases: we will prove it only for the most complicated case, α = θ. We have
σ(s
(n)
0 λ, θ))
(sθµ,θ)/n = σ((λr + n)− (λ1 − n))(µ,sθθ)/n = σ(2n− (λ1 − λr))−(µ,θ)/n. (2.98)
Then we must only show, letting a = λ1 − λr, that
σ(2n− a)σ(a) = 1. (2.99)
If a is not a multiple of n, we get
σ(2n− a)σ(a) = G2n−aGa = 1. (2.100)
If a is any multiple of n other than n, then one of {a, 2n− a} is positive and the other is not, so
σ(2n− a)σ(a) = kk−1 = 1. (2.101)
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Finally, we observe that because s
(n)
0 λ 6= n, we must have
a = λ1 − λr 6= n, (2.102)
so the result holds.
Lemma 2.20. 1. Let λ ∈ A(n) and α̂ = n(i − j) + sn2δ ∈ Φ˜(n), where i < j. The power of q
in γ(α̂, λ) is zero if and only if s = 0 and λi = λj, or s = −1 and λi − λj = n.
2. For all α̂ ∈ Φ˜ and λ ∈ Zr, γ(α̂;λ) 6= 1.
Proof. Part 1 follows from (2.89) and the definition of A(n). For Part 2, note that by Lemma 2.19,
it suffices to consider the case where λ ∈ A(n). By (2.90), we may restrict to α̂ as in Part 1 of this
lemma. Further, by Part 1 of this lemma, we only need to consider two cases for α̂: either s = 0
and λi = λj , or s = −1 and λi − λj = n. We will sketch the proof in the first case, leaving the
second (similar) case to the reader.
Suppose that we are in the case where s = 0 and λi = λj . Let v = λi = λj be the common
value. Write
γ(α̂;λ) =
∏
β∈Φ+
σ((λ, β))(α,β)/n. (2.103)
Only the terms with (α, β) 6= 0 are relevant, so we must only consider β = c−d where at least one
of c or d is in {i, j}. For all b < i (respectively b > j), the terms for β = b − i (resp. β = i − b)
and β = b − j (resp. β = j − b) will cancel. Since λ ∈ A(n), if i ≤ b ≤ j, then λb = v. Then we
have
γ(α̂;λ) = σ(0)2
∏
i<b<j
σ(0)(i−j ,i−b)σ(0)(i−j ,b−j) = σ(0)2(j−i) = k2(j−i) 6= 1. (2.104)
3 (Nonsymmetric) SSV polynomials
The following theorem was stated in [SSV] and will be proven in [SSV2].
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Theorem 3.1. There exists a unique family of elements {E(n)µ ∈ F(n)[x±1] : µ ∈ Zr} such that for
each µ ∈ Zr, the coefficient of xµ in E(n)µ is 1 and, for all ν̂ ∈ P (n)a ,
pi(n)(Y ν̂)E(n)µ = γ(ν̂;µ)E
(n)
µ . (3.1)
This last condition is equivalent to the condition that, for 1 ≤ i ≤ r and µ ∈ Zr,
pi(n)(Y ni)Eµ = q
−µi
 ∏
1≤j<i
σ((µ, j − i))
−1 ∏
i<j≤r−1
σ((µ, i − j))
Eµ. (3.2)
Call the family {E(n)µ : µ ∈ Zr} the (nonsymmetric) SSV polynomials. We will sometimes write
E(n)µ = E
(n)
µ (x; q, k) (3.3)
to emphasize the dependence on the parameters q and k. For nν ∈ nZr, these satisfy
E(n)nν (x1, . . . , xr; q, k) = Eν(x
n
1 , . . . , x
n
r ; q
n, k), (3.4)
where Eν(x1, . . . , xr; q, k) is the standard nonsymmetric Macdonald polynomial corresponding to
GLn. For examples, see Appendix A.
Proposition 3.2. Let λ ∈ A(n). Then E(n)λ = xλ.
Proof. We will calculate this explicitly, using Corollary 2.18 and the explicit form (2.68) of the
elements Yi. Let 1 ≤ i ≤ r − 1. Note that for all j with i ≤ j ≤ r − 1, we have
(sj−1 · · · siλ, αi) = λi − λj+1. (3.5)
Since λ ∈ A(n),
0 ≤ (sj−1 · · · siλ, αi) ≤ n. (3.6)
Then by the first statement of Corollary 2.18,
pi(n)(Tr−1) · · ·pi(n)(Ti)xλ = σ((sr−2 · · · siλ, αr−1)) · · ·σ((λ, αi))xsr−1···siλ (3.7)
= σ((λ, i − r)) · · ·σ((λ, i − i+1))xsr−1···siλ. (3.8)
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Next, we compute
ω(n)xsr−1···siλ = q−(r,sr−1···siλ)xs1···sr−1sr−1···siλ = q−λixs1···si−1λ. (3.9)
Applying the second statement of the lemma, we have
pi(n)(T−1i−1) · · ·pi(n)(T−11 )xs1···si−1λ = σ((λ, αi−1))−1 · · ·σ((s2 · · · si−1λ, α1))−1xλ (3.10)
= σ((λ, αi−1))−1 · · ·σ((λ, si−1 · · · s2α1))−1xλ (3.11)
= σ((λ, i−1 − i))−1 · · ·σ((λ, 1 − i))−1xλ. (3.12)
Then
pi(n)(Y ni)xλ = q−λi
 ∏
1≤j<i
σ((λ, j − i))
−1 ∏
i<j≤r−1
σ((λ, i − j))
xλ = γ(ni;λ)xλ, (3.13)
by (3.2). By Theorem 3.1, E
(n)
λ = x
λ.
For 0 ≤ i ≤ r − 1, we define the integral form intertwiners Si ∈ H by
Si = T
∨
i (1− Y −αi) + (k−1 − k). (3.14)
We use the same notation for the element of H(n) defined by
Si = Ψ
(n)(Si) = T
∨
i (1− Y −α
(n)
i ) + (k−1 − k). (3.15)
The following is the essential property of the integral form intertwiners, where we use f ∼ g to
mean that f is a nonzero multiple of g.
Proposition 3.3. We have
SiY
ν̂ = Y si∗ν̂Si (3.16)
in H, where 0 ≤ i ≤ r − 1 and ν̂ ∈ Pa. In particular, applying Ψ(n) and changing indices, we have
SiY
ν̂ = Y s
(n)
i ∗ν̂Si (3.17)
in H(n) as well, where now 0 ≤ i ≤ r − 1 and ν̂ ∈ P (n)a . Further, for any µ ∈ Zr and 0 ≤ i ≤ r − 1
such that s
(n)
i µ 6= µ,
pi(n)(Si)E
(n)
µ ∼ E(n)
s
(n)
i µ
. (3.18)
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Proof. The proof of (3.16) is a straightforward exercise using the relations (2.71), and (3.17) follows
from (3.16). For (3.18), we simply compute that for ν̂ ∈ P (n)a ,
pi(n)(Y ν̂)pi(n)(Si)E
(n)
µ = pi
(n)(Si)pi
(n)(Y s
(n)
i ∗ν̂)E(n)µ
= γ(s
(n)
i ∗ ν̂;µ)pi(n)(Si)E(n)µ
= γ(ν̂; s
(n)
i µ)pi
(n)(Si)E
(n)
µ ,
where the first equality follows from (3.17), the second from (3.1), and the third from Lemma 2.19.
Then Theorem 3.1 implies that pi(n)(Si)E
(n)
µ is a multiple of E
(n)
s
(n)
i µ
. To see that it is nonzero, we
will show that pi(n)(Si)
2E
(n)
µ 6= 0. By a direct computation using (2.71), we see that
S2i = (k
2 + k−2)− (Y αi + Y −αi). (3.19)
Then
pi(n)(Si)
2E(n)µ = ((k
2 + k−2)− (γ(α(n)i ;µ) + γ(α(n)i ;µ)−1))E(n)µ . (3.20)
In order for this scalar to be zero, we would need γ(α
(n)
i ;µ) = k
±2. This is impossible: since
s
(n)
i µ 6= µ, we have 〈α(n)i , µ〉 6= 0, and therefore (2.89) makes it clear that γ(α(n)i ;µ) has a nonzero
power of q.
In order to use the same intertwiners as in [RY], we must first define localized versions of the
relevant Hecke algebras. Let HY be the subalgebra of H generated by qn, T∨0 , . . . , T∨r−1, and Y µ̂ for
µ̂ ∈ Pa. (Note that this is not all of H. HY does include the element ω and Xµ for µ ∈ Q, but does
not include all Xµ for µ ∈ Zr.) Consider the multiplicatively closed subset S of HY generated by
{1− Y α̂ : α̂ ∈ Φ˜}. (3.21)
S satisfies the right Ore condition: this follows from the commutativity of the Y ’s and the identity
T∨i (1− Y −αi)(1− Y α̂)(1− Y siα̂) = (1− Y α̂)
(
T∨i (1− Y −αi)(1− Y α̂)− (k − k−1)(Y siα̂ − Y α̂)
)
(3.22)
for 0 ≤ i ≤ r − 1 and α̂ ∈ Φ˜, which can be checked directly using (2.71). This allows us to define
HY,loc as the localization of HY at S.
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We may similarly define H(n)Y and the localization H
(n)
Y,loc of H
(n)
Y at the multiplicatively closed
subset generated by
{1− Y α̂ : α̂ ∈ Φ˜(n)}. (3.23)
We have an isomorphism
Ψ(n) : HY,loc → H(n)Y,loc, (3.24)
defined in the obvious way.
For 0 ≤ i ≤ r − 1, we may now define the intertwiners τ∨i ∈ HY,loc by
τ∨i = T
∨
i +
k−1 − k
1− Y −αi = Si(1− Y
−αi)−1. (3.25)
These are precisely the same intertwiners used in [RY]. We also have the version for H(n)Y,loc, for
which we use the same notation:
τ∨i = Ψ
(n)(τ∨i ) = T
∨
i +
k−1 − k
1− Y −α(n)i
= Si(1− Y −α
(n)
i )−1. (3.26)
We now wish to construct a version of the representation pi(n) for H
(n)
Y,loc. First, define
E = spanK(n)(q){E(n)µ : µ ∈ Zr}. (3.27)
We will soon see that E = F(n)[x±1]. The proof of this result can be found in [SSV2], but it is easy
to see from Theorem 3.10, so we include it here as well.
Note that q, Si for 0 ≤ i ≤ r − 1, and Y µ̂ for µ̂ ∈ P (n)a generate H(n)Y and, by Proposition 3.3
and Theorem 3.1, they preserve the subspace E . Define a representation of H(n)Y,loc on E , which we
call pi(n) by abuse of notation, by
pi(n)(z) = pi(n)(z)|E (3.28)
for z ∈ HY and
pi(n)((1− Y α̂)−1) = (pi(n)(1− Y α̂)|E)−1 (3.29)
for α̂ ∈ Φ˜.
Proposition 3.4. The representation pi(n) of H(n)Y,loc on E is well-defined.
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Proof. We must only observe that pi(n)(1 − Y α̂) is invertible on E . By Theorem 3.1, pi(n)(1 − Y α̂)
is a diagonalizable linear operator on E , and by Lemma 2.20, its eigenvalues are all nonzero.
Then pi(n)(τ∨i ) is well-defined. We will work with τ
∨
i instead of Si from now on, in order to
match [RY].
We immediately have the following version of Proposition 3.3.
Proposition 3.5. We have
τ∨i Y
ν̂ = Y si∗ν̂τ∨i (3.30)
in HY,loc, where 0 ≤ i ≤ r − 1 and ν̂ ∈ Pa. Further,
τ∨i Y
ν̂ = Y s
(n)
i ∗ν̂τ∨i (3.31)
in H(n)Y,loc, where now 0 ≤ i ≤ r − 1 and ν̂ ∈ P (n)a . For any µ ∈ Zr and 0 ≤ i ≤ r − 1 such that
s
(n)
i µ 6= µ,
pi(n)(τ∨i )E
(n)
µ ∼ E(n)
s
(n)
i µ
. (3.32)
For w ∈W (1)Cox with reduced expression
w = si1 · · · sim , (3.33)
define
τ∨w = τ
∨
i1 · · · τ∨im . (3.34)
It is a straightforward but tedious calculation to check that the operators τi satisfy the braid
relations of the Ti, and therefore τ
∨
w is independent of the choice of reduced expression of w. We
will not actually need to use this fact, but the notation τ∨w is convenient.
We have the following corollary of (3.34) and Proposition 3.5.
Corollary 3.6. For w ∈W (n)Cox and µ ∈ Zr,
pi(n)(τ∨w)E
(n)
µ ∼ E(n)wµ . (3.35)
The next proposition follows from Lemma 2.9 and Corollary 3.6.
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Proposition 3.7. Let µ ∈ Zr. There exist λ ∈ A(n) and w ∈W (n)Cox such that
pi(n)(τ∨w)x
λ = pi(n)(τ∨w)Eλ ∼ Eµ. (3.36)
For any alcove walk p, recall the notation
end(p) = τ(wt(p))φ(p) ∈WCox (3.37)
from (2.33), where wt(p) ∈ Q and φ(p) ∈W0.
We have the following result from [RY]:
Theorem 3.8. Let w ∈W (1)Cox and u ∈W0. Write w = si1 · · · si`, a reduced expression. Let βj, for
1 ≤ j ≤ `, be defined by
βj = si`si`−1 · · · sij+1αij . (3.38)
Then in HY,loc, we have
Tuτ
∨
w =
∑
p∈B(u,~w)
Xwt(p)Tφ(p)
 ∏
j∈f+(p)
k−1 − k
1− Y −βj
 ∏
j∈f−(p)
(k−1 − k)Y −βj
1− Y −βj
 . (3.39)
Remark 3.9. The notation above differs from that in [RY]. For w ∈WCox with reduced expression
w = si1 · · · si`, Ram and Yip defined
Xw = (T∨i1)
1 · · · (T∨i` )` , (3.40)
where j is 1 if the jth step of the corresponding alcove walk is a positive crossing and −1 if it is a
negative crossing. This is independent of the choice of reduced expression: in fact, even if we use
an expression w = si1 · · · si` that is not necessarily reduced, (3.40) gives the same element of the
braid group (and therefore the Hecke algebra). To see this, we only need to observe that for each
relation in WCox, applying that relation to w does not change (3.40). A consecutive subword of w
of the form uu−1 for u ∈ WCox (in particular, consider u = si) corresponds to crossing a sequence
of hyperplanes, then recrossing them in the opposite direction. This has no net effect on Xw. We
also have relations (sisj)
2m = 1. (Since we are in type A, we will only have m = 2 or m = 3, but
this restriction is not important here.) As an alcove walk starting at some alcove w′, (sisj)2m is a
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loop passing through all the alcoves of w′Wij, where Wij is the Coxeter group generated by si and
sj. If w
′ is on the positive side of the hyperplanes corresponding to w′αi and w′αj, then the first
m steps will be positive crossings and the other m steps will be negative crossings. This yields
(T∨i T
∨
j )
m((T∨i )
−1(T∨i )
−1)m (3.41)
as a subexpression of Xw. (3.41) is equal to 1 by the braid relations, so it has no effect on (3.40).
If w′ is not on the positive sides of both hyperplanes w′αi and w′αj, our alcove walk simply begins
the loop at a different location, and the corresponding subexpression of Xw is a conjugate of (3.41),
which is still equal to 1.
The dictionary between the two choices of notation is
Xτ(λ)u = XλTu. (3.42)
One can prove this by using the fact that (3.40) is independent of the expression for w and the
following standard characterization of Xλ for λ ∈ Q. If λ ∈ Q is antidominant and τ(λ) = si1 · · · si`
is a reduced expression, then
Xλ = T∨i1 · · ·T∨i` . (3.43)
For general λ ∈ Q, we write λ = λ+ − λ− for λ+, λ− ∈ Q antidominant, and observe that
Xλ = Xλ+(Xλ−)−1. (3.44)
Theorem 3.8, in conjunction with the representation pi(n), gives:
Theorem 3.10. Let µ ∈ Zr, and choose the unique λ ∈ A(n) and (the unique) shortest w(n) ∈W (n)Cox
such that w(n)λ = µ. (This is possible by Proposition 3.7.) Write w(n) = s
(n)
i1
· · · s(n)i` , a reduced
expression. Then define
w = (Ψ(n))−1(w(n)) = si1 · · · si` , (3.45)
the right-hand side being a reduced expression for w. For 1 ≤ j ≤ `, let βj be defined as in (3.38),
and let β
(n)
j = Ψ
(n)(βj). For each p ∈ B(~w), write a reduced expression for φ(p) ∈ W0 as follows
(where t = `(φ(p)) depends on p):
φ(p) = sup,1 · · · sup,t . (3.46)
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Then E
(n)
µ is a nonzero scalar multiple of
∑
p∈B(~w)
xnwt(p)+φ(p)λ
`(φ(p))∏
a=1
σ((λ, sup,t · · · sup,a+1αup,a))
 ·
·
 ∏
j∈f+(p)
k−1 − k
1− γ(−β(n)j ;λ)
 ∏
j∈f−(p)
(k−1 − k)γ(−β(n)j ;λ)
1− γ(−β(n)j ;λ)
 . (3.47)
More precisely, if p˜ is the unique unfolded walk in B(~w), then (3.47) is equal to`(φ(p˜))∏
a=1
σ((λ, sup˜,t · · · sup˜,a+1αup˜,a))
E(n)µ . (3.48)
Proof. By Proposition 3.7, we have E
(n)
µ ∼ pi(n)(τ∨w)xλ. Applying Theorem 3.8, we have∑
p∈B(~w)
xnwt(p)pi(n)(Tφ(p))x
λ
 ∏
j∈f+(p)
k−1 − k
1− γ(−β(n)j ;λ)
 ∏
j∈f−(p)
(k−1 − k)γ(−β(n)j ;λ)
1− γ(−β(n)j ;λ)
 ∼ E(n)µ .
(3.49)
Fix p ∈ B(~w). We must only compute (dropping the dependence on p in the notation on the
right-hand side)
pi(n)(Tφ(p))x
λ = pi(n)(Tsu1 ) · · ·pi(n)(Tsut )xλ. (3.50)
This is similar to the proof of Proposition 3.2, although slightly less explicit. Since φ(p) = su1 · · · sut
is a reduced expression, for 1 ≤ a ≤ t we have
sut · · · sua+1αua > 0 (3.51)
(see, for instance, Section 1.7 of [H]). Since λ is dominant, this implies that
0 ≤ (λ, sut · · · sua+1αua) ≤ n, (3.52)
or equivalently
0 ≤ (sua+1 · · · sutλ, αua) ≤ n. (3.53)
Then by Corollary 2.18,
pi(n)(Tsu1 ) · · ·pi(n)(Tsut )xλ = σ((su2 · · · sutλ, αu1)) · · ·σ((λ, αut))xsu1 ···sutλ (3.54)
=
`(φ(p))∏
a=1
σ((λ, sut · · · sua+1αua))xφ(p)(λ) (3.55)
33
matching (3.47).
To obtain (3.48), we observe that because w(n) is an element of W
(n)
Cox of shortest length such
that w(n)λ = µ, and any alcove walk other than p˜ is nontrivially folded and therefore corresponds
to a proper subword of w = (Ψ(n))−1(w(n)), p˜ is the unique alcove walk p ∈ B(~w) with
Ψ(n)(end(p))(λ) = µ.
Let µ, λ, and w(n) = s
(n)
i1
· · · s(n)i` be as in the theorem. Note that for any p ∈ B(~w),
Ψ(n)(end(p))λ = nwt(p) + φ(p)λ, (3.56)
so
{Ψ(n)(end(p))λ : p ∈ B(~w)} (3.57)
is the set of powers of x appearing in (3.47). Further notice that for all p ∈ B(~w), the elements
Ψ(n)(end(p))λ have the form
s
(n)
ij1
s
(n)
ij2
· · · s(n)ijb λ (3.58)
for 1 ≤ j1 < j2 · · · < jb ≤ `. (See Remark 2.3.) This leads us to define a partial order
n≤ on Zr such
that ν
n≤ µ if and only if ν has the form (3.58).
Here is an equivalent characterization. Given µ, ν ∈ Zr, let w(n)µ , w(n)ν ∈W (n)Cox and λµ, λν ∈ A(n)
be defined by
w(n)µ λµ = µ and w
(n)
ν λν = ν, (3.59)
where w
(n)
µ and w
(n)
ν are taken to be the unique shortest elements such that (3.59) holds. Then
ν
n≤ µ if and only if λν = λµ and w(n)ν ≤ w(n)µ in the Bruhat order on the Coxeter group W (n)Cox.
(Recall Definition 2.4 and Lemma 2.5.) The fact that
n≤ is a partial order on Zr follows from the
fact that the Bruhat order is a partial order on W
(n)
Cox.
Corollary 3.11. For µ ∈ Zr,
E(n)µ = x
µ +
∑
ν
n
<µ
cνx
ν (3.60)
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for some scalars cν ∈ F(n). In particular, the family {E(n)µ : µ ∈ Zr} is a basis for F(n)[x±1] over
F(n).
Proof. The first statement, triangularity with respect to the order
n≤ on Zr, follows from
Theorem 3.10 and the above discussion. The second statement then follows from the triangularity,
since
{xµ : µ ∈ Zr} (3.61)
is a basis for F(n)[x±1] over F(n).
Looking at examples of E
(n)
µ for fixed µ ∈ Zr and varying n ≥ 1 (see Appendix A), one tends
to notice that the polynomials have fewer terms as n increases. We now make this observation
precise. First, we must prove some results about the partial order
n≤.
We may explicitly characterize the partial order
n≤ as follows. This result is known for n = 1
and follows similarly for the general case. We provide a proof from the perspective of alcove walks.
Lemma 3.12. Let µ ∈ Zr and α̂ ∈ Φ˜(n)+ . We have
sα̂µ
n
< µ (3.62)
if and only if
〈α̂, µ〉 < 0. (3.63)
Proof. First, we note that we only need to prove (3.63) implies (3.62): if 〈α̂, µ〉 = 0 then sα̂µ = µ,
and if 〈α̂, µ〉 > 0 then 〈α̂, sα̂µ〉 < 0 by (2.59).
We will instead prove the corresponding result for Rr. By abuse of notation, for v ∈ Rr, let
`(v) be the length of a shortest alcove walk from 1 to the alcove containing v. We will show that
for v ∈ Rr and α̂ ∈ Φ˜+,
〈α̂, v〉 < 0 (3.64)
implies
`(sα̂v) < `(v). (3.65)
35
The desired result will follow by taking v ∈ 1nZr ⊆ Rr and applying the isomorphisms Ψ(n) to
everything in sight (recall (2.62)).
Let v and α̂ be as above and assume (3.64) holds. Let p be an alcove walk from 1 to the alcove
containing v of the shortest length `(v). Note that, for u in the fundamental alcove 1, we have
〈α̂, u〉 ≥ 0 (recall the definition (2.28)), so the alcove walk p must pass through the hyperplane hα̂
at some step j. Let p′ be the alcove walk obtained from p by folding at step j (recall the definition
and discussion before Remark 2.3). Then p′ has a shorter length than p, and by (2.34),
end(p′) = sα̂end(p) = sα̂w. (3.66)
Then we have (3.65).
We now observe
Proposition 3.13. Let m be a positive integer with m|n and let µ, ν ∈ Zr. If ν n≤ µ, then ν m≤ µ.
In particular, if we expand both E
(n)
µ and E
(m)
µ according to (3.47), then the powers of x appearing
in the expansion of E
(n)
µ are a subset of the powers of x appearing in the expansion of E
(m)
µ .
Proof. We may reduce to the case ν = sα̂µ for α̂ ∈ Φ(n)+ . Write
α̂ = nα+ sn2δ (3.67)
for α ∈ Φ+ and s ∈ Z, and let c be the positive integer such that n = cm. By the lemma, we have
0 > 〈α̂, µ〉 = n(α, µ) + sn2 = cm(α, µ) + sc2m2 = c〈mα+ scm2δ, µ〉. (3.68)
Dividing by the positive integer c, we see that
〈mα+ scm2δ, µ〉 < 0. (3.69)
Since α̂ is a positive root in Φ˜(n), we see that mα+ scm2δ is a positive root in Φ˜(m). Then by the
lemma, ν
m≤ µ.
Remark 3.14. Note that it may be possible for some terms in (3.47) to cancel. Therefore we
cannot conclude the stronger statement that the powers of x with nonzero coefficient in E
(n)
µ also
appear with nonzero coefficient in E
(m)
µ .
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In the case m = 1, all the coefficients cν in (3.60) are known to be nonzero (see [S5], or [S3] for
the Koornwinder polynomial case), so we have the following result:
Corollary 3.15. Let µ ∈ Zr. If xµ appears with nonzero coefficient in E(n)µ , then xµ appears with
nonzero coefficient in the Macdonald polynomial E
(1)
µ .
Finally, for u ∈W0 and µ ∈ Zr, we record an alcove walk formula for TuE(n)µ . These polynomials
are the natural generalization of the permuted basement nonsymmetric Macdonald polynomials of
[F]. The proof is the same as the proof of Theorem 3.10, except we apply Theorem 3.8 to Tuτ
∨
w
rather than τ∨w .
Theorem 3.16. Let all notation be as in Theorem 3.10, and let u ∈W0. Then
TuE
(n)
µ ∼ pi(n)(Tuτ∨w )xλ =
∑
p∈B(u,~w)
xnwt(p)+φ(p)λ
`(φ(p))∏
a=1
σ((λ, sup,t · · · sup,a+1αup,a))
 ·
·
 ∏
j∈f+(p)
k−1 − k
1− γ(−β(n)j ;λ)
 ∏
j∈f−(p)
(k−1 − k)γ(−β(n)j ;λ)
1− γ(−β(n)j ;λ)
 . (3.70)
Note that the only difference between Theorem 3.10 and the slightly more general Theorem 3.16
is that we sum over B(u, ~w) rather than B(~w) = B(1, ~w). (See Section 2.2 for the relevant
definitions.)
4 Symmetric SSV polynomials
We will now construct a generalization of the symmetric Macdonald polynomials, establish some
basic properties, and give a combinatorial formula. In general, these polynomials will not by
symmetric with respect to the usual action of W0, but rather (a conjugate of) the Weyl group
action of Chinta and Gunnells, which depends on the metaplectic degree n: see [CG1, CG2] for
details.
Consider the Hecke symmetrizer
U =
∑
u∈W0
k`(u)Tu ∈ H(n). (4.1)
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For convenience, we will also denote pi(n)(U) = U . In the case n = 1, for λ ∈ Zr dominant and
any µ ∈ W0λ, UEµ is a nonzero scalar multiple of the symmetric Macdonald polynomial Pλ. (See
[M2].) This motivates the following definition. For µ ∈ Zr, let
P (n)µ = UE
(n)
µ . (4.2)
(Note that for λ dominant, we may have P
(1)
λ 6= Pλ simply because of normalization: we have
not required that the coefficient of xµ be 1, since we have not proven at this point that there is a
nonzero xµ term.)
Lemma 4.1. Let f(Y ) be a symmetric Laurent polynomial in Y n1 , . . . , Y nr . Then for 1 ≤ i ≤
r − 1,
f(Y )Ti = Tif(Y ). (4.3)
In particular, f(Y ) commutes with U .
Proof. Recall the Bernstein-Zelevinsky relations (2.71). Summing over all Y µ appearing in f(Y ),
we get
Tif(Y )− (sif)(Y )Ti = (k − k−1)
(
f(Y )− (sif)(Y )
1− Y −α(n)i
)
= 0 (4.4)
by the symmetry of f .
Then we immediately have
Corollary 4.2. For any µ ∈ Zr and any symmetric Laurent polynomial f(Y ) in Y n1 , . . . , Y nr ,
Pµ and Eµ are eigenfunctions of f(Y ) with the same eigenvalue.
The proof of the following lemma is simple and can be found in [M2].
Lemma 4.3. For 1 ≤ i ≤ r − 1,
(Ti − k)U = U(Ti − k) = 0. (4.5)
Following the arguments in [M2], we can also prove:
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Proposition 4.4. Let 1 ≤ i ≤ r − 1 and µ ∈ Zr. Then
P
(n)
s
(n)
i µ
∼ P (n)µ . (4.6)
Proof. If s
(n)
i µ = µ, then there is nothing to prove, so let us assume that
s
(n)
i µ 6= µ. (4.7)
By Proposition 3.5, for some nonzero scalars c and c′,
cE
(n)
s
(n)
i µ
= pi(n)(τ∨i )E
(n)
µ = (pi
(n)(Ti) + c
′)E(n)µ , (4.8)
so
pi(n)(Ti)E
(n)
µ = cE
(n)
s
(n)
i µ
− c′E(n)µ . (4.9)
Then
kP (n)µ = kUE
(n)
µ (4.10)
= UkE(n)µ (4.11)
= Upi(n)(Ti)E
(n)
µ (by (4.3)) (4.12)
= U(cE
(n)
s
(n)
i µ
− c′E(n)µ ) (4.13)
= cP
(n)
s
(n)
i µ
− c′P (n)µ , (4.14)
implying
c−1(c′ + k)P (n)µ = P
(n)
s
(n)
i µ
. (4.15)
We must show that the scalar c−1(c′ + k) is nonzero. Recalling the definition (3.25) of τ∨i , we
see that
c′ =
k−1 − k
1− γ(−nαi;µ) . (4.16)
Since s
(n)
i µ 6= µ, by (2.89) we have
γ(−nαi;µ) = γ(nαi;µ)−1 6= k−2
(just as in the proof of Proposition 3.5). Then (4.16) is not equal to −k and c−1(c′ + k) 6= 0.
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Therefore, it suffices to consider P
(n)
µ where µ is dominant.
By [SSV] Theorem 3.21 and Proposition 4.2, there exists a representation
σ : W0 → GL(F(n)[x±1]) (4.17)
of W0 such that for 1 ≤ i ≤ r − 1 and µ ∈ Zr,
(pi(n)(Ti)− k)xµ = k−1 1− k
2xnαi
1− xnαi (σ(si)− 1)x
µ. (4.18)
Specifically, in the notation of [SSV], σ is defined by
σ(si) = x
ρn−ρσ(si)xρ−ρ
n
. (4.19)
The map σ in the notation of [SSV] is the Weyl group action of Chinta and Gunnells [CG1, CG2].
Proposition 4.5. For µ ∈ Zr dominant, P (n)µ is symmetric with respect to the representation σ:
for 1 ≤ i ≤ r − 1,
σ(si)P
(n)
µ = P
(n)
µ . (4.20)
Proof. By (4.18) and Lemma 4.3,
σ(si)P
(n)
µ − P (n)µ = k
1− xnαi
1− k2xnαi (pi
(n)(Ti)− k)P (n)µ = 0. (4.21)
We now have a family of polynomials
{P (n)µ : µ ∈ Zr, µ dominant}
that is symmetric under an action of W0 and that generalizes the symmetric Macdonald polynomials
of [M1]. We call this family the symmetric SSV polynomials. We would like to emphasize, however,
that for n 6= 1, the symmetric SSV polynomials are not in general symmetric with respect to the
usual action of W0. (See Appendix B below for examples.)
We will now give a combinatorial formula for the symmetric SSV polynomials. The idea is the
same as in the proof of Theorem 3.4 in [RY].
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Theorem 4.6. Let µ ∈ Zr be dominant, and otherwise let all notation be as in Theorem 3.10.
Then
P (n)µ ∼
∑
u∈W0
k`(u)
∑
p∈B(u,~w)
xnwt(p)+φ(p)λ
`(φ(p))∏
a=1
σ((λ, sup,t · · · sup,a+1αup,a))
 ·
·
 ∏
j∈f+(p)
k−1 − k
1− γ(−β(n)j ;λ)
 ∏
j∈f−(p)
(k−1 − k)γ(−β(n)j ;λ)
1− γ(−β(n)j ;λ)
 . (4.22)
Proof. We have
P (n)µ =
∑
u∈W0
k`(u)pi(n)(Tu)E
(n)
µ ∼
∑
u∈W0
k`(u)pi(n)(Tuτ
∨
w)x
λ (4.23)
by Proposition 3.7. Then the result follows from Theorem 3.16.
5 q-limits
In this section, we will record formulas for the limits
E(n)µ (x; 0, k) = lim
q→0
E(n)µ (x; q, k) (5.1)
and
E(n)µ (x;∞, k) = limq→∞E
(n)
µ (x; q, k). (5.2)
We will also record formulas for P
(n)
µ (x; 0, k) and P
(n)
µ (x;∞, k) and derive a simple positivity result.
Remark 5.1. In [SSV2], E
(n)
µ (x;∞, k) is related to metaplectic Iwahori-Whittaker functions (after
specializing the parameters G
(n)
i to particular Gauss sums). See [PP] for the definition of the
relevant metaplectic Iwahori-Whittaker functions. To see the relationship between Macdonald
polynomials and Iwahori Whittaker functions in the non-metaplectic case, see [BBL].
To begin, we need the following brief lemma.
Lemma 5.2. Let λ ∈ A(n) and α̂ ∈ Φ˜(n)+ .
1. The power of q in γ(−α̂;λ) is nonnegative. If 〈α̂, λ〉 6= 0, then the power of q in γ(−α̂;λ) is
strictly positive.
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2. Let all notation be as in Theorem 3.10. For 1 ≤ j ≤ `, 〈βj , λ〉 6= 0. In particular, the power
of q in γ(−β(n)j ;λ) is strictly positive.
Proof. The first part follows from (2.89) and Lemma 2.20. For the second part, note that because
w(n) is the shortest element of W
(n)
Cox with w
(n)λ = µ, we must have
s
(n)
ij
· · · s(n)i` λ 6= s
(n)
ij+1
· · · s(n)i` λ (5.3)
for all 1 ≤ j ≤ `. By (2.23) and (2.25), (5.3) implies
0 6= 〈α(n)ij , s
(n)
ij+1
· · · s(n)i` λ〉 = 〈s
(n)
i`
· · · s(n)ij+1α
(n)
ij
, λ〉 = 〈β(n)j , λ〉. (5.4)
Then the result follows from the first part of this lemma and the fact that β1, . . . , β` are positive
roots.
We now give the combinatorial formulas for the limits. This result follows easily from
Lemma 5.2, (3.47), and basic calculus.
Theorem 5.3. Let all notation be as in Theorem 3.10. The limits E
(n)
µ (x; 0, k) and E
(n)
µ (x,∞, k)
are well-defined. We have`(φ(p˜))∏
a=1
σ((λ, sup˜,t · · · sup˜,a+1αup˜,a))
E(n)µ (x; 0, k)
=
∑
p∈B+(~w)
xnwt(p)+φ(p)λ
`(φ(p))∏
a=1
σ((λ, sup,t · · · sup,a+1αup,a))
 (k−1 − k)|f+(p)| (5.5)
and `(φ(p˜))∏
a=1
σ((λ, sup˜,t · · · sup˜,a+1αup˜,a))
E(n)µ (x;∞, k)
=
∑
p∈B−(~w)
xnwt(p)+φ(p)λ
`(φ(p))∏
a=1
σ((λ, sup,t · · · sup,a+1αup,a))
 (k − k−1)|f−(p)|, (5.6)
where B+(~w) (resp. B−(~w)) is the set of all alcove walks in B(~w) with only positive (resp. negative)
folds and |f+(p)| (resp. |f−(p)|) is the number of positive (resp. negative) folds.
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The same observations also give combinatorial formulas for the q-limits of the symmetric SSV
polynomials P
(n)
µ :
Theorem 5.4. Let µ ∈ Zr be dominant, and otherwise let all notation be as in Theorem 3.10.
Then
P (n)µ (x; 0, k)
=
∑
u∈W0
k`(u)
∑
p∈B+(u,~w)
xnwt(p)+φ(p)λ
`(φ(p))∏
a=1
σ((λ, sup,t · · · sup,a+1αup,a))
 (k−1 − k)|f+(p)| (5.7)
and
P (n)µ (x;∞, k)
=
∑
u∈W0
k`(u)
∑
p∈B−(u,~w)
xnwt(p)+φ(p)λ
`(φ(p))∏
a=1
σ((λ, sup,t · · · sup,a+1αup,a))
 (k − k−1)|f−(p)|, (5.8)
where B+(u, ~w) (resp. B−(u, ~w)) is the set of all alcove walks in B(u, ~w) with only positive (resp.
negative) folds.
Since σ(a) ∈ {k, k−1, Ga} for all a ∈ Z, Theorems 5.3 and 5.4 immediately imply:
Corollary 5.5. Let µ, ν ∈ Zr. The coefficient of xν in E(n)µ (x; 0, k), E(n)µ (x;∞, k), P (n)µ (x; 0, k), and
P
(n)
µ (x;∞, k) is a Laurent polynomial in k,G(n)1 , . . . , G(n)bn/2c. If we specialize k to be a real number
with 0 < k ≤ 1 (respectively k ≥ 1), then the coefficient of xν in E(n)µ (x; 0, k) and P (n)µ (x; 0, k)
(respectively E
(n)
µ (x;∞, k) and P (n)µ (x;∞, k)) is a Laurent polynomial in G(n)1 , . . . , G(n)bn/2c with
nonnegative coefficients.
We have the following corollary of Theorem 5.3.
Corollary 5.6. If µ ∈ Zr is dominant, then
E(n)µ (x; 0, k) = x
µ. (5.9)
If µ ∈ Zr is antidominant (µi < µj for i < j), then
E(n)µ (x;∞, k) = xµ. (5.10)
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Proof. Assume µ is dominant: the antidominant case is similar. As usual, take λ ∈ A(n) and the
shortest w(n) ∈ W (n)Cox such that w(n)λ = µ, and write w = (Ψ(n))−1(w(n)). As in Remark 2.3, we
view `(w) as the number of hyperplanes of the form hα+sδ crossed by a shortest unfolded alcove
walk p˜ from 1 to w. Since (µ, α) > 0 for all α ∈ Φ+, every crossing of a hyperplane hα+sδ (in this
case, s ∈ Z with s > 0) will be from the negative side to the positive side. (If not, some hyperplane
is crossed twice and p˜ is not a shortest alcove walk from 1 to w.) Then for any folded alcove walk
of the same type as p˜, the first fold must be a negative fold. This implies that B+(~w) = {p˜}.
A Appendix: Examples of (nonsymmetric) SSV polynomials
Here we give some examples of SSV polynomials E
(n)
µ , computed using the combinatorial formula
of Theorem 3.10 (with no terms combined). We simplify the terms slightly, using the fact that
G
(n)
n/2 = ±1, and replacing the notation G
(n)
a with the cleaner notation Ga for a ∈ Z.
The reader should compare these expressions with the Appendix of [SSV], where the same
polynomials are calculated. The expressions given here simplify to the ones in [SSV], modulo the
substitutions q → qn and Ga = −kg−a for a ∈ Z.
E
(1)
(0,0,0) = 1
E
(2)
(0,0,0) = 1
E
(3)
(0,0,0) = 1
E
(4)
(0,0,0) = 1
E
(5)
(0,0,0) = 1
E
(1)
(1,0,0) = x1
E
(2)
(1,0,0) = x1
E
(3)
(1,0,0) = x1
E
(4)
(1,0,0) = x1
E
(5)
(1,0,0) = x1
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E
(1)
(0,1,0) = x2 +
x1 (k − 1) (k + 1)
k4q − 1
E
(2)
(0,1,0) = x2 +
x1 (k − 1) (k + 1)
k (−G1 + kq)
E
(3)
(0,1,0) = x2 +
x1 (k − 1) (k + 1)G12
k
(−G13 + kq)
E
(4)
(0,1,0) = x2 +
x1 (k − 1) (k + 1)G12
k
(−G13 + kq)
E
(5)
(0,1,0) = x2 +
x1 (k − 1) (k + 1)G12
k
(−G13 + kq)
E
(1)
(0,0,1) = x3 +
x2 (k − 1) (k + 1)
qk2 − 1 +
x1 (k − 1) (k + 1) k2
k4q − 1 +
x1 (k − 1)2 (k + 1)2
(qk2 − 1) (k4q − 1)
E
(2)
(0,0,1) = x3 −
x2 (k − 1) (k + 1)
kG1 − q +
x1 (k − 1) (k + 1)G1
−G1 + kq −
x1 (k − 1)2 (k + 1)2
k (kG1 − q) (−G1 + kq)
E
(3)
(0,0,1) = x3 −
x2 (k − 1) (k + 1)G12
kG1
3 − q +
x1 (k − 1) (k + 1)G1
−G13 + kq
− x1 (k − 1)
2
(k + 1)
2
G1
4
k
(
kG1
3 − q) (−G13 + kq)
E
(4)
(0,0,1) = x3 −
x2 (k − 1) (k + 1)G12
kG1
3 − q +
x1 (k − 1) (k + 1)G1
−G13 + kq
− x1 (k − 1)
2
(k + 1)
2
G1
4
k
(
kG1
3 − q) (−G13 + kq)
E
(5)
(0,0,1) = x3 −
x2 (k − 1) (k + 1)G12
kG1
3 − q +
x1 (k − 1) (k + 1)G1
−G13 + kq
− x1 (k − 1)
2
(k + 1)
2
G1
4
k
(
kG1
3 − q) (−G13 + kq)
E
(1)
(0,1,1) = x2 x3 +
x1 x3 (k − 1) (k + 1)
qk2 − 1 +
x1 x2 (k − 1) (k + 1) k2
qk4 − 1 +
x1 x2 (k − 1)2 (k + 1)2
(qk2 − 1) (qk4 − 1)
E
(2)
(0,1,1) = x2 x3 −
x1 x3 (k − 1) (k + 1)
kG1 − q +
x1 x2 (k − 1) (k + 1)G1
−G1 + kq −
x1 x2 (k − 1)2 (k + 1)2
k (kG1 − q) (−G1 + kq)
E
(3)
(0,1,1) = x2 x3 −
x1 x3 (k − 1) (k + 1)G12
kG1
3 − q +
x1 x2 (k − 1) (k + 1)G1
−G13 + kq
− x1 x2 (k − 1)
2
(k + 1)
2
G1
4
k
(
kG1
3 − q) (−G13 + kq)
E
(4)
(0,1,1) = x2 x3 −
x1 x3 (k − 1) (k + 1)G12
kG1
3 − q +
x1 x2 (k − 1) (k + 1)G1
−G13 + kq
− x1 x2 (k − 1)
2
(k + 1)
2
G1
4
k
(
kG1
3 − q) (−G13 + kq)
E
(5)
(0,1,1) = x2 x3 −
x1 x3 (k − 1) (k + 1)G12
kG1
3 − q +
x1 x2 (k − 1) (k + 1)G1
−G13 + kq
− x1 x2 (k − 1)
2
(k + 1)
2
G1
4
k
(
kG1
3 − q) (−G13 + kq)
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E
(1)
(1,0,1) = x1x3 + x1x2
(k + 1) (k − 1)
qk4 − 1
E
(2)
(1,0,1) = x1x3 +
x1 x2 (k − 1) (k + 1)
k (−G1 + kq)
E
(3)
(1,0,1) = x1x3 +
x1 x2 (k − 1) (k + 1)G12
k
(−G13 + kq)
E
(4)
(1,0,1) = x1x3 +
x1 x2 (k − 1) (k + 1)G12
k
(−G13 + kq)
E
(5)
(1,0,1) = x1x3 +
x1 x2 (k − 1) (k + 1)G12
k
(−G13 + kq)
E
(1)
(1,1,0) = x1 x2
E
(2)
(1,1,0) = x1 x2
E
(3)
(1,1,0) = x1 x2
E
(4)
(1,1,0) = x1 x2
E
(5)
(1,1,0) = x1 x2
E
(1)
(2,0,0) = x1
2 +
x3 x1 (k − 1) (k + 1) q
k2q − 1 +
x1 x2 (k − 1) (k + 1) k2q
qk4 − 1 +
x1 x2 (k − 1)2 (k + 1)2 q
(k2q − 1) (qk4 − 1)
E
(2)
(2,0,0) = x1
2
E
(3)
(2,0,0) = x1
2
E
(4)
(2,0,0) = x1
2
E
(5)
(2,0,0) = x1
2
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E
(1)
(0,2,0) = x2
2 +
x1
2 (k − 1) (k + 1)
(k2q − 1) (k2q + 1) +
x2 x3 (k − 1) (k + 1) q
k2q − 1 +
x3 x1 (k − 1)2 (k + 1)2 q
(k2q − 1)2 (k2q + 1)
+
(k + 1) (k − 1)x2 x1
k4q − 1 +
x1 x2 (k − 1)2 (k + 1)2 k2q
(k2q − 1) (k2q + 1) (k4q − 1) +
x1 x2 (k − 1)2 (k + 1)2 k2q
(k2q − 1) (k4q − 1)
+
x1 x2 (k − 1)3 (k + 1)3 q
(k2q − 1)2 (k2q + 1) (k4q − 1)
E
(2)
(0,2,0) = x2
2 +
x1
2 (k − 1) (k + 1)
(k2q − 1) (k2q + 1)
E
(3)
(0,2,0) = x2
2 +
x1
2 (k − 1) (k + 1)G1
k
(
kq2G1
3 − 1)
E
(4)
(0,2,0) = x2
2 +
x1
2 (k − 1) (k + 1)
k (kq2 −G2)
E
(5)
(0,2,0) = x2
2 +
x1
2 (k − 1) (k + 1)G22
k
(
kq2 −G23
)
E
(1)
(0,0,2) = x3
2 +
x2
2 (k − 1) (k + 1)
(kq − 1) (kq + 1) +
x1
2 (k − 1) (k + 1) k2
(qk2 − 1) (qk2 + 1) +
x1
2 (k − 1)2 (k + 1)2
(kq − 1) (kq + 1) (qk2 − 1) (qk2 + 1)
+
x2 x3 (k − 1) (k + 1)
qk2 − 1 +
x2 x3 (k − 1)2 (k + 1)2 q
(qk2 − 1) (kq − 1) (kq + 1) +
x1 x2 (k − 1)2 (k + 1)2 k2q
(qk2 − 1)2 (qk2 + 1)
+
x3 x1 (k − 1)3 (k + 1)3 q
(kq − 1) (kq + 1) (qk2 − 1)2 (qk2 + 1) +
x3 x1 (k − 1) (k + 1) k2
k4q − 1 +
x1 x2 (k − 1)2 (k + 1)2
(kq − 1) (kq + 1) (k4q − 1)
+
x3 x1 (k − 1)2 (k + 1)2 k2q
(qk2 − 1) (qk2 + 1) (k4q − 1) +
x1 x2 (k − 1)3 (k + 1)3 k2q
(kq − 1) (kq + 1) (qk2 − 1) (qk2 + 1) (k4q − 1)
+
x3 x1 (k − 1)2 (k + 1)2
(qk2 − 1) (k4q − 1) +
x1 x2 (k − 1)3 (k + 1)3 k2q
(kq − 1) (kq + 1) (qk2 − 1) (k4q − 1)
+
x3 x1 (k − 1)3 (k + 1)3 k4q2
(qk2 − 1)2 (qk2 + 1) (k4q − 1) +
x1 x2 (k − 1)4 (k + 1)4 q
(kq − 1) (kq + 1) (qk2 − 1)2 (qk2 + 1) (k4q − 1)
E
(2)
(0,0,2) = x3
2 +
x2
2 (k − 1) (k + 1)
(kq − 1) (kq + 1) +
x1
2 (k − 1) (k + 1) k2
(qk2 − 1) (qk2 + 1) +
x1
2 (k − 1)2 (k + 1)2
(kq − 1) (kq + 1) (qk2 − 1) (qk2 + 1)
E
(3)
(0,0,2) = x3
2 − x2
2 (k − 1) (k + 1)G1
−q2G13 + k
+
x1
2 (k − 1) (k + 1)G12
kq2G1
3 − 1 −
x1
2 (k − 1)2 (k + 1)2G12
k
(−q2G13 + k) (kq2G13 − 1)
E
(4)
(0,0,2) = x3
2 − x2
2 (k − 1) (k + 1)
kG2 − q2 +
x1
2 (k − 1) (k + 1)G2
kq2 −G2 −
x1
2 (k − 1)2 (k + 1)2
k (kG2 − q2) (kq2 −G2)
E
(5)
(0,0,2) = x3
2 − x2
2 (k − 1) (k + 1)G22
kG2
3 − q2 +
x1
2 (k − 1) (k + 1)G2
kq2 −G23
− x1
2 (k − 1)2 (k + 1)2G24
k
(
kG2
3 − q2) (kq2 −G23)
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B Appendix: Examples of symmetric SSV polynomials
Finally, we give several examples of symmetric SSV polynomials P
(n)
µ , computed by directly using
Theorem 4.6 (with no terms combined). We make the same simplifications as in the previous
appendix.
P
(1)
(0,0,0) = k
6 + 2 k4 + 2 k2 + 1
P
(2)
(0,0,0) = k
6 + 2 k4 + 2 k2 + 1
P
(3)
(0,0,0) = k
6 + 2 k4 + 2 k2 + 1
P
(4)
(0,0,0) = k
6 + 2 k4 + 2 k2 + 1
P
(5)
(0,0,0) = k
6 + 2 k4 + 2 k2 + 1
P
(1)
(1,0,0) = x1 k
2 + x2 k
2 + x3 k
2 + x1 + x2 + x3
P
(2)
(1,0,0) = x3 k
4 + x2 k
3G1 + x3 k
2 + x1 k
2 + x2 kG1 + x1
P
(3)
(1,0,0) = x3 k
4G1
2 + x2 k
3G1 + x3 k
2G1
2 + x1 k
2 + x2 kG1 + x1
P
(4)
(1,0,0) = x3 k
4G1
2 + x2 k
3G1 + x3 k
2G1
2 + x1 k
2 + x2 kG1 + x1
P
(5)
(1,0,0) = x3 k
4G1
2 + x2 k
3G1 + x3 k
2G1
2 + x1 k
2 + x2 kG1 + x1
P
(1)
(1,1,0) = x1 x2 k
2 + x1 x3 k
2 + x2 x3 k
2 + x1 x2 + x1 x3 + x2 x3
P
(2)
(1,1,0) = x2 x3 k
4 + x1 x3 k
3G1 + x2 x3 k
2 + x1 x2 k
2 + x1 x3 kG1 + x1 x2
P
(3)
(1,1,0) = x2 x3 k
4G1
2 + x1 x3 k
3G1 + x2 x3 k
2G1
2 + x1 x2 k
2 + x1 x3 kG1 + x1 x2
P
(4)
(1,1,0) = x2 x3 k
4G1
2 + x1 x3 k
3G1 + x2 x3 k
2G1
2 + x1 x2 k
2 + x1 x3 kG1 + x1 x2
P
(5)
(1,1,0) = x2 x3 k
4G1
2 + x1 x3 k
3G1 + x2 x3 k
2G1
2 + x1 x2 k
2 + x1 x3 kG1 + x1 x2
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P
(1)
(2,0,0) = x1
2 +
x1 x3 (k − 1) (k + 1) q
qk2 − 1 +
x1 x2 (k − 1) (k + 1) k2q
qk4 − 1 +
x1 x2 (k − 1)2 (k + 1)2 q
(qk2 − 1) (qk4 − 1)
+ x1
2k2 +
x1 x2 (k − 1) (k + 1) k2q
qk2 − 1 +
x1 x3 k
2 (k − 1) (k + 1) q
qk4 − 1 +
x1 x3 k
4 (k − 1)2 (k + 1)2 q2
(qk2 − 1) (qk4 − 1)
+ x2
2 +
x2 x3 (k − 1) (k + 1) q
qk2 − 1 +
x1 x2 (k − 1) (k + 1)
qk4 − 1 +
x1 x2 k
2 (k − 1)2 (k + 1)2 q
(qk2 − 1) (qk4 − 1) + x2
2k2
+
x1 x2 k
2 (k − 1) (k + 1)
qk2 − 1 +
x2 x3 k
4 (k − 1) (k + 1) q
qk4 − 1 +
x2 x3 k
2 (k − 1)2 (k + 1)2 q
(qk2 − 1) (qk4 − 1) + x3
2
+
x2 x3 (k + 1) (k − 1)
qk2 − 1 +
x1 x3 k
2 (k − 1) (k + 1)
qk4 − 1 +
x1 x3 (k − 1)2 (k + 1)2
(qk2 − 1) (qk4 − 1) + x3
2k2
+
x1 x3 k
2 (k − 1) (k + 1)
qk2 − 1 +
x2 x3 k
2 (k − 1) (k + 1)
qk4 − 1 +
x2 x3 k
4 (k − 1)2 (k + 1)2 q
(qk2 − 1) (qk4 − 1)
P
(2)
(2,0,0) = x1
2k2 + x2
2k2 + x3
2k2 + x1
2 + x2
2 + x3
2
P
(3)
(2,0,0) = x1
2 + x1
2k2 +
x2
2k
G1
+
x2
2k3
G1
+
x3
2k2
G1
2 +
x3
2k4
G1
2
P
(4)
(2,0,0) = x3
2k4 + x2
2k3G2 + x3
2k2 + x1
2k2 + x2
2kG2 + x1
2
P
(5)
(2,0,0) = x3
2k4G2
2 + x2
2k3G2 + x3
2k2G2
2 + x1
2k2 + x2
2kG2 + x1
2
References
[BBL] B. Brubaker, D. Bump, A. Licata, Whittaker functions and Demazure operators, J.
Number Theory 146 (2015), 41-68.
[C] I. Cherednik, Double affine Hecke algebras and Macdonald’s conjectures, Ann. of
Math. (2) 141 (1995), no. 1, 191-216.
[C2] I. Cherednik, Double affine Hecke algebras, London Math. Soc. Lecture Note Series
319, Cambridge Univ. Press, Cambridge, 2005.
[CG1] G. Chinta, P.E. Gunnells, Weyl group multiple Dirichlet series constructed from
quadratic characters, Invent. Math. 167 (2007), no. 2, 327-353.
[CG2] G. Chinta, P.E. Gunnells, Constructing Weyl group multiple Dirichlet series, J. Amer.
Math. Soc. 23 (2010), 189-215.
49
[CGP] G. Chinta, P.E. Gunnells, A. Puskas, Metaplectic Demazure operators and Whittaker
functions, Indiana Univ. Math. J. 66 (2017), no. 3, 1045-1064.
[F] J.P. Ferreira, Row-strict Quasisymmetric Schur Functions, Characterizations of
Demazure Atoms, and Permuted Basement Nonsymmetric Macdonald Polynomials,
Ph.D. Thesis, University of California, Davis. 2011. 90 pp.
[H] J.E. Humphreys, Reflection groups and Coxeter groups, Cambridge Studies in
Advanced Mathematics 29, Cambridge University Press.
[HHL] J. Haglund, M. Haiman, N. Loehr, A combinatorial formula for nonsymmetric
Macdonald polynomials, Amer. J. Math. 130 (2008), no. 2, 359-383.
[K] V. Kac, Infinite-dimensional Lie algebras, (3rd ed.) Cambridge University Press,
Cambridge 1990.
[Kn] F. Knop, Integrality of two variable Kostka functions, J. Reine Angew. Math. 482
(1997), 177-189.
[KnS] F. Knop, S. Sahi, A recursion and a combinatorial formula for Jack polynomials,
Invent. Math. 128 (1997), no. 1, 9-22.
[IS] B. Ion, S. Sahi, Double affine Hecke algebras and congruence groups, Mem. Amer.
Math. Soc. (to appear), arXiv:1506.06417 (2017).
[M1] I.G. Macdonald, Symmetric functions and Hall polynomials, (2nd ed.) Oxford Math
Monographs, Oxford University Press 1995.
[M2] I.G. Macdonald, Affine Hecke algebras and orthogonal polynomials, Cambridge Tracts
in Math. 157, Cambridge University Press 2003.
[PP] M.M. Patnaik, A. Puskas, On Iwahori-Whittaker functions for metaplectic groups,
Adv. Math. 313 (2017) 875-914.
50
[R] A. Ram, Alcove walks, Hecke algebras, spherical functions, crystals and column strict
tableaux, Pure Appl. Math. Q. 2 (2006), no. 4, 963-1013.
[RY] A. Ram, M. Yip, A combinatorial formula for Macdonald polynomials, Adv. Math.
226 (2011), no. 1, 309-331.
[S] S. Sahi, Interpolation, integrality, and a generalization of Macdonald’s polynomials,
Internat. Math. Res. Notices (1996), no. 10, 457-471.
[S2] S. Sahi, Nonsymmetric Koornwinder polynomials and duality, Ann. of Math. (2) 150
(1999), no. 1, 267-282.
[S3] S. Sahi, Some properties of Koornwinder polynomials, q-series from a contemporary
perspective (South Hadley, MA, 1998), Contemp. Math. 254 (2000), Amer. Math.
Soc., Providence, RI, 395-411.
[S4] S. Sahi, A new formula for weight multiplicities and characters, Duke Math. J. 101
(2000), no. 1, 77-84.
[S5] S. Sahi, The Bruhat order, Macdonald polynomials, and positivity for Heckman-
Opdam polynomials, preprint (1998).
[SSV] S. Sahi, J.V. Stokman, V. Venkateswaran, Metaplectic representations of Hecke
algebras, Weyl group actions, and associated polynomials, arXiv:1808.01069v2 (2019).
[SSV2] S. Sahi, J.V. Stokman, V. Venkateswaran, Quasi-polynomials associated to a new
family of Y-semisimple cyclic DAHA representations, preprint.
[Sch] C. Schwer, Galleries, Hall-Littlewood polynomials, and structure constants of the
spherical Hecke algebra, Int. Math. Res. Not. (2006), Art. ID 75395.
51
