Abstract. The method proposed in this paper uses two blurred images, acquired from the same point of view with different focus settings, in order to estimate depth in real time. It falls under the group "Depth from defocus" methods. The blur is modelled by the convolution of a Gaussian Point Spread Function (PSF) which with the theoretical sharp image. We calculate the gradients and Laplacians of the two blurred images and according to the type of contour, step, ramp, roof o line, we compute the differences of these images or their derivative until order 2 to obtain the difference in blur, difference of the variances of the Gaussian ones, which we connect to the depth by taking account of the parameters of the optical system. We use then this difference to the depth by tacking account of the parameters of the optical system. We present a set of results on real images showing the performance of the method and its limits. The computing times which we measured make possible the use of our algorithm at video rate.
Introduction
We propose a new method to estimate depth of a scene observed by a single camera. The three-dimensional information lost by projection onto the image plane can be get back using a second image. This acquisition is done from the same point of view with different focus settings. This modification leads to variations of optical blur between the two images. The proposed method estimates defocus blur at pixel locations that correspond to intensity discontinuities, that is to say edges. It thus belongs to the category of DFD (Depth from Defocus) methods [1] [2] [3] [4] .
Our work is the continuation of a previous method proposed by Simon et al. which is based on the use a blurred image and a sharp one [5] . The difficulty to obtain a sharp image led Simon et al. to extend their method in order to use three blurred images [6] . However the acquisition of three images increases both complexity of the process and computing time.
The depth map obtained remains however sparse matrix. A group of solution using the textured areas of the image makes it possible on the contrary to obtain a dense map for example [8] . These solutions model a zone of the image by a set of functions by exploiting the successive derivatives until order n. In these methods the computing times become prohibitory for applications where the execution at video rate is necessary.
To address those issues, we propose in this paper a new and simple method that is able to compute depth from defocus at video rate using two blurred images of the same scene. This method is based on a simple use of the Laplacian magnitude of the two images.
The technique that our propose uses on the theoretical elements developed initially by Subbarrao [2] then generalized by Deschênes and Al in [3] exploiting the optical blur on textured zones. Our algorithm determines the type of edges and constitutes the difference of the images or their successive derivatives to obtain the difference in blur which we know to connect to the depth. This method thus makes it possible to obtain the depth for scenes of which the image present of the zones textured or not. The textured zones are regarded as very dense zones of contours, discontinuities of luminance.
We chose to apply the methodology developed by Deschênes and al. [3] approach by textured areas, to discontinuities of luminance marking contours as well as textures.
Section 2 briefly presents the theoretical background behind our DFD method. Section 3 presents our new method. Section 4 is dedicated to experimental results with real images. Finally section 5 presents the limits of our method and the perspectives of development.
Theorical Background

Relationship between Blur and Depth
The figure 1 presents an ideal optical system in the case of a thin lens of focal length f, and an aperture of diameter L. For a given object point located at a distance s o of the lens plane corresponds a single point (i.e., sharp image) at a distance s i . Any movement of the sensor plane and/or the object along the optical axis causes blur, that is an object point now corresponds to a circular disk on the image plane, called circle of confusion, whose size is estimate by its diameter 2R. 
These expressions are the basis of all methods that use the optical blur to compute depth.
Image Formation Process: Modeling Blur
A 2D image point of a given 3D object point can be considered as the sum of the contributions of points belonging to the surface in the vicinity of this 3D point that reflect light toward the camera. This process can be modeled by a 2D convolution [7] between an ideal image ) , ( y x I s , that is which is sharp every where, and the point spread function (PSF),
, of the optical system.
The PSF is obviously a function of the camera parameters but is also function of the depth. It is commonly modeled by the Pillbox function or the Gaussian function [9] . In what follows, we will consider the PSF is Gaussian: 
Edge Model
In order to process video in real time, we focus on a subset of features of the image: the edges. An edge is a discontinuity of luminance. Specifically, we consider three edge models, C 1 (x, y), C 2 (x, y), and C 3 (x, y) , that are respectively a step edge, a ramp and roof. For instance, in the case of vertical edges, C 1 ,C 2 ,C 3 can be represented as follows: For edges that are not vertical the previous two models must simply be applied in the direction of the gradient. Particular attention must be paid to the sampling step which highly depends on the orientation. In order to make independent from the orientation one may use interpolation techniques.
We will apply a specific detection according to the type of edges previously definite starting from an analysis of the magnitude of the gradients of the image. For example, for edges of the C 1 type, the thresholded magnitudes of gradients give the pixels of contour directly. For contours of the type C 2 or C 3 we use the zerocrossing of the Laplacian.
Our Method
We propose to locally model blurred edges by development in series of functions, of many authors [2] [3] showed that the difference of the two blurred images can then be expressed by: 
The parameters of the optical system are evaluated in a phase of calibration. These relations usually used on textured zones, in our new method, are applied to edges. For a better estimate of 2 β we actually calculate:
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The derivatives are calculated by the application of the operator of Prewitt, and the Laplacian by the successive application, twice, of 
Results
The results which we present here make it possible to judge the effectiveness of the method. Figure 2 presents the real image, least blurred, with three plans in-depth, of which two outsides are slowly inclined and with various textures. The depth varies between 790 and 990mm, the image has a resolution of 1700 X 1000 pixels. Figure 3 gives the results of the computing of β. 
Fig. 2. The least blurred image
Fig. 4. Depth Estimations
Computations were carried out on APPLE Mac Pro bi-processors, Bi-hearts IN-TEL Xeon, at 3 GHz. Figure 5 shows a little textured scene to which we apply our method. As we could envisage it the results, figure 6, are worse, taking into account the absence of texture. The depths remain within the limits of real dimensions but they are less stable.
To carry out calculations the value 3 = ψ gave us the best results and the values min L , min β , max β were given in experiments. They seem independent of the type of images; we respectively fixed them at 0.5, 0.1, 6. Finally the zone of computing of the mean was selected to 7 X 7. 
Conclusion
We proposed in this paper a new method to estimate depth of a scene from a single camera. The three-dimensional information lost by projection on the plane sensor is obtained using defocus blur at pixel locations that correspond to edges. This method is based on the computation of the ratio of the laplacian magnitude of the images. It is thus fast. Experimental results confirm that this method lead to accurate results at video rate. In further work, we will increase the accuracy to detect in a first step the discontinuity of the depth. Indeed the mean calculated on an area of size 7 X 7 makes it possible to limit the influence of the noise but led in the areas of strong variation of depth to a smoothing.
