Blind quantum computing enables a client, who can only generate or measure single-qubit states, to delegate quantum computing to a remote quantum server in such a way that the input, output, and program are hidden from the server. It is an open problem whether a completely classical client can delegate quantum computing blindly. In this paper, we show that if a completely classical client can blindly delegate sampling of subuniversal models, such as the DQC1 model and the IQP model, then the polynomial-time hierarchy collapses to the third level. Our delegation protocol is the one where the client first sends a polynomial-length bit string to the server and then the server returns a single bit to the client. Generalizing the no-go result to more general setups is an open problem.
I. INTRODUCTION
Blind quantum computing [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] enables a client (Alice), who can access to only a limited quantum technology, to delegate her quantum computing to a remote quantum server (Bob) in such a way that Alice's input, output, and program are hidden from Bob. The first blind quantum computing protocol proposed by Broadbent, Fitzsimons, and Kashefi [1] requires Alice to do only preparations of randomly-rotated single-qubit states. It is open whether the requirement is removed: it is open whether a completely classical Alice can blindly delegate quantum computing to Bob. Several other blind quantum computing protocols have been proposed to ease Alice's burden. For example, generating weak coherent pulses was shown to be enough instead of the single-qubit state generation [7] . Furthermore, it was shown that blind quantum computing is possible for Alice who can do only single-qubit measurements [8] . Measuring quantum states is sometimes easier than generating quantum states. However, all previous results require some minimum quantum technologies for Alice, and the possibility of blind quantum computing for completely classical Alice remains open.
(Note that we are interested in the information-theoretic security. If we consider the computational one, a recent breakthrough showed that secure delegated quantum computing for completely classical Alice is possible [18] .)
Morimae and Koshiba showed that if one-round perfectly-secure delegated universal quantum computing is possible for a completely classical client, then BQP ⊆ NP [19] . Since BQP is not believed to be in NP, the result suggests the impossibility of such a delegation. In their protocol, only a single round of message exchange is done between Alice and Bob, and what is sent from Bob to Alice is only a single bit. Aaronson, Cojocaru, Gheorghiu, and Kashefi considered a more general setup where poly-length messages are exchanged in poly-rounds between Alice and Bob [20, 21] .
In this paper, we consider a classical blind delegation of sampling of subuniversal models.
We show that the delegation is impossible unless the polynomial-time hierarchy collapses to the third level. The result holds for any subuniversal model that does not change the complexity class NQP (or that is universal under postselections, see Sec. V). Examples are the DQC1 model [24] , the IQP model [25] , the depth-four model [26] , the Boson Sampling model [27] , the random circuit model [28] , and the HC1Q model [29] , etc. In our protocol, only a single-round of message exchange is done and what Bob sends to Alice is only a single bit. It is an open problem whether our no-go result is generalized to more general setups (for discussion on this point, see Sec. VI). One might think that in the case when Bob sends only a single bit to Alice, a no-go result could be shown unconditionally. However, some computational assumptions seem to be necessary. In fact, the blind delegation of BPP sampling can be done unconditionally: Alice has only to do it by herself. This paper is organized as follows. In the next section, Sec. II, we give some preliminaries.
In Sec. III, we explain the delegation protocol we consider. In Sec. IV, we show the no-go result for the DQC1 model. In Sec. V, we generalize the result to other subuniversal models.
Finally, in Sec. VI, we give some discussions.
II. PRELIMINARIES
In this section, we provide some preliminaries necessary to understand the main result.
A. DQC1
Let us first explain the DQC1 model. The DQC1 model is a restricted model of quantum computing where all but a single input qubit are maximally mixed. It was introduced by Knill and Laflamme originally to model NMR quantum computing [24] . It is known that the DQC1 model can efficiently solve several problems whose classical efficient solutions are not known, such as the calculation of Jones polynomials [30] . Furthermore, it was shown that output probability distributions of the DQC1 model cannot be classically efficiently sampled unless the polynomial-time hierarchy collapses [31] [32] [33] [34] [35] .
Let V be a quantum circuit on n qubits. We define the probability distribution p
where I ≡ |0 0| + |1 1| is the two-dimensional identity operator. In this paper we consider the classical delegation of sampling of {p
is sampled in classical polynomial time with a multiplicative error 0 ≤ ǫ < 1, then the polynomial-time hierarchy collapses to the second level [33, 34] . Here, we say that a probability distribution {p z } z is sampled in classical polynomial time with a multiplicative error ǫ if there exists a classical probabilistic polynomial-time algorithm that outputs z with probability q z such that
for all z.
B. IQP
We next explain the IQP model [25, 36] . An n-qubit IQP circuit is a quantum circuit in the form of H ⊗n UH ⊗n , where H is an Hadamard gate and U is a quantum circuit that consists of only Z-diagonal gates, such as Z, CZ, CCZ, and e iθZ . Here
Let V be an n-qubit IQP circuit. For an m ≤ n, we define the probability distribution
In this paper we consider the classical delegation of sampling of {p
classical polynomial time with a multiplicative error 0 ≤ ǫ < 1, then the polynomial-time hierarchy collapses to the second level [33, 34] . (It is also known that {p
The complexity class NQP is a quantum version of NP and defined as follows [37] :
is in NQP if and only if there exists a polynomialtime uniformly generated family {V x } x of quantum circuits such that
• If x ∈ A no then p Vx (1) = 0.
n , and n = poly(|x|).
It is important to point out that quantum computing in the above definition of NQP can be restricted to some subuniversal models, such as the DQC1 model or the IQP model [33, 34] . Let us define the following classes.
Definition 2 A problem A = (A yes , A no ) is in NQP DQC1 if and only if there exists a polynomial-time uniformly generated family {V x } x of quantum circuits such that
•
Here,
and n = poly(|x|).
Definition 3 A problem A = (A yes , A no ) is in NQP IQP if and only if there exists a polynomial-time uniformly generated family {V x } x of IQP circuits such that
• If x ∈ A no then p
IQP,m Vx
(1) = 0.
Here p
, and m ≤ n.
Then we can show the following equivalences. 
D. BP operator
Let K be a complexity class. The class BP · K is defined as follows [38] .
Definition 6 A problem A = (A yes , A no ) is in BP · K if and only if for any polynomially bounded function q : N → N, there exist a problem B = (B yes , B no ) in K and a polynomially bounded function r : N → N such that for every x ∈ {0, 1} * , it holds that
E. Advice classes
We also use advice classes [39] . Let K be any complexity class. • If x ∈ A yes then x, f (|x|) ∈ B yes .
We also use a complexity class with probabilistic advice.
Definition 8 A problem A = (A yes , A no ) is in NP/rpoly if and only if there exist a classical probabilistic polynomial-time algorithm M and a family {q s } s∈N of probability distributions
• If x ∈ A yes then Pr(M accepts) > 0.
• If x ∈ A no then Pr(M accepts) = 0.
Here, M takes (x, b) as the input, where b ∈ {0, 1} poly(|x|) is sampled from the probability distribution q |x| .
III. DELEGATION PROTOCOL
In this section we explain the delegation protocol we consider. Let V x be a quantum circuit on n qubits with a parameter x ∈ {0, 1} * . Alice wants to sample the probability distribution {p DQC1 Vx (z)} z∈{0,1} , where
However, she is completely classical (i.e., her computational ability is classical probabilistic polynomial-time), so she delegates the sampling to Bob. Bob's computational ability is unbounded. She wants to hide the parameter x from Bob up to its size |x|.
Our delegation protocol consists of the following elements:
• A classical probabilistic polynomial-time key generation algorithm K. On input x ∈ {0, 1} * , the algorithm K outputs k ← K(x) with certain probability, where k ∈ {0, 1} poly(|x|) is a key.
• A classical deterministic polynomial-time encryption algorithm E. On input (x, k) ∈ {0, 1} * × {0, 1} poly(|x|) , it outputs a = E(x, k), where a ∈ {0, 1} poly(|x|) .
• A classical deterministic polynomial-time decryption algorithm D. On input (x, k, b) ∈ {0, 1} * × {0, 1} poly(|x|) × {0, 1}, it outputs τ = D(x, k, b), where τ ∈ {0, 1}.
Our delegation protocol runs as follows:
1. On input x ∈ {0, 1} * , Alice runs the key generation algorithm K to get a key k.
2. Alice computes a = E(x, k), and sends a to Bob.
3. Bob sends Alice b ∈ {0, 1} with probability q a (b).
Alice computes τ = D(x, k, b).
We require that this delegation protocol satisfies both the correctness and blindness simultaneously. Here, the correctness and blindness are defined as follows.
Definition 9
We say that the above protocol is ǫ-correct if for any circuit V x , any parameter x, and any key k for x, i.e., k ← K(x),
for z ∈ {0, 1}.
It means that Alice can sample {p DQC1 Vx (z)} z∈{0,1} with a multiplicative error ǫ.
Definition 10
We say that the above protocol is blind if the following is satisfied: Let x 1 be any parameter, and k 1 be any key for x 1 , i.e., k 1 ← K(x 1 ). For any parameter x 2 such that |x 2 | = |x 1 |, the probability that
In other words, let P x (a) be the probability that K(x) outputs k such that a = E(x, k).
Then, the blindness means that supports of P x 1 and P x 2 are the same for any x 1 and x 2 .
The intuition behind Definition 10 is that if such k 2 is never generated then Bob can learn that Alice's parameter is not x 2 when he receives E(x 1 , k 1 ) from Alice.
To conclude this section, we provide several remarks. First, our delegation protocol is similar to the generalized encryption scheme (GES) of Refs. [20, 40] . However, the GES is a protocol that enables a client to delegate the calculation of f (x) for a function f and input
x with success probability larger than 1/2 + 1/poly(|x|). The computation of the value of
(1) could be delegated by using the GES, but it is stronger than what Alice wants to do, i.e., the sampling of {p Refs. [20, 40] . Our no-go result can be shown with any reasonable definition of the blindness as long as it includes the above definition of the blindness as a necessary condition. Finally, in our protocol, we have assumed that a valid key is always obtained. We can generalize it to the following: on input x, the key generation algorithm K outputs (k, f ) ← K(x). If f = success, k is a valid key. If f = f ail, k is an invalid key. The probability that the key generation algorithm K outputs f = success is at least 1/2 + 1/poly(|x|). In this case, Alice has only to run K until she gets f = success.
IV. RESULT
The main result of the present paper is the following.
Theorem 11
If the above delegation protocol satisfies both the ǫ-correctness and blindness simultaneously with 0 ≤ ǫ < 1, then NQP ⊆ NP/poly.
Proof. Let A = (A yes , A no ) be a problem in NQP. Then, from Theorem 4, A is in NQP DQC1 . Therefore, there exists a polynomial-time uniformly generated family {V x } x of quantum circuits such that
(1) > 0.
DQC1 Vx
Let s be a natural number. Let k s be any key for 1
Bob sends Alice b ∈ {0, 1} with probability q as (b) when he receives a s from Alice. Let us consider the following probabilistic algorithm with advice.
1. On input x with |x| = s, receive (a s , q as (0)) as advice. Note that it is advice, because both a s and q as (0) depend only on s. (Note that we consider only quantum circuits whose acceptance probabilities can be represented exactly in poly-length bit strings, such as circuits consisting of H and Toffoli.)
2. Run the key generation algorithm K on input x. Let k be the obtained key, i.e., If ξ = 0, reject.
Because of the correctness,
for a certain 0 ≤ ǫ < 1. The acceptance probability p acc of the above probabilistic algorithm with advice is
where η is the probability that the key generation algorithm K on input x outputs a key k such that a s = E(x, k). Because of the blindness, η > 0. Hence, if x ∈ A yes then
Therefore, A is in NP/poly, and we have shown NQP ⊆ NP/poly.
The consequence, NQP ⊆ NP/poly, leads to the collapse of the polynomial-time hierarchy to the third level due to the following lemma. Because the polynomial-time hierarchy is not believed to collapse, Theorem 11 suggests the impossibility of the classical blind DQC1
sampling.
Lemma 12 If NQP ⊆ NP/poly, then the polynomial-time hierarchy collapses to the third level.
Proof. Note that
Here, the second inclusion is from Corollary 2.5 of Ref. [38] . The third equality is from coC = P = NQP of Ref. [41] . The proof of the last containment, BP · NP/poly ⊆ NP/poly, is similar to that of BPP ⊆ P/poly (see Appendix C). Finally, coNP ⊆ NP/poly leads to the collapse of the polynomial-time hierarchy to the third level [42] . (Actually, coNP ⊆ NP/poly leads to the stronger result PH = S The argument used in the proof of Theorem 11 does not seem to be directly applied to these generalized cases. For example, let us modify our delegation protocol in such a way that, instead of the single bit, Bob sends Alice a poly-length bit string b ∈ {0, 1} poly(|x|) with probability q a (b) when he receives a ∈ {0, 1} poly(|x|) from Alice. Then we can show the following.
Theorem 14 If such a modified delegation protocol satisfies both the ǫ-correctness and blindness simultaneously with 0 ≤ ǫ < 1, then NQP ⊆ NP/rpoly.
• If x ∈ A yes then p
Bob sends Alice b ∈ {0, 1} poly(s) with probability q as (b) when he receives a s from Alice. Let us consider the following probabilistic algorithm with probabilistic advice.
1. On input x with |x| = s, receive a s and the probability distribution {q as (b)} b∈{0,1} poly(s)
as advice. Note that they are advices, because both a s and {q as (b)} b∈{0,1} poly(s) depend only on s.
2. Run the key generation algorithm K on input x. Let k be the obtained key, i.e.,
If E(x, k) = a s , then sample b ∈ {0, 1} poly(s) from {q as (b)} b∈{0,1} poly(s) , and run the
, where ξ ∈ {0, 1}. If
for a certain 0 ≤ ǫ < 1. The acceptance probability p acc of the above algorithm is
Therefore, A is in NP/rpoly, and we have shown NQP ⊆ NP/rpoly.
However, it can be shown that NP/rpoly = ALL (for a proof, see Appendix D) [45] .
Therefore we cannot conclude any unlikely consequence, such as the collapse of the polynomial-time hierarchy. • If x ∈ A yes then p Vx (1) > 0.
• If x ∈ A no then p Vx (1) = 0. Here, for the convenience of readers, we provide a direct proof. Let A = (A yes , A no ) be a problem in BP · NP/poly. Then, for any polynomially bounded function q : N → N, there exist a problem B = (B yes , B no ) in NP/poly and a polynomially bounded function r : N → N such that for every x ∈ {0, 1} * it holds that
• If x ∈ A yes , then {z ∈ {0, 1} r(|x|) | x, z ∈ B yes } ≥ 2 r(|x|) (1 − 2 −q(|x|) ).
• If x ∈ A no , then {z ∈ {0, 1} r(|x|) | x, z ∈ B no } ≥ 2 r(|x|) (1 − 2 −q(|x|) ).
Let us take q(n) = n + 1. For each x ∈ A yes ∩ {0, 1} n , the number of z ∈ {0, 1} r such that
x, z / ∈ B yes is at most 2 r(n)−q(n) . For each x ∈ A no ∩ {0, 1} n , the number of z ∈ {0, 1} r such that x, z / ∈ B no is at most 2 r(n)−q(n) . Therefore, there exists at least one z ∈ {0, 1} r such that for all x ∈ {0, 1} n
• If x ∈ A yes then x, z ∈ B yes .
• If x ∈ A no then x, z ∈ B no .
Letz n be such z. Then, there exists an advice {z n } n such that for all x ∈ {0, 1} *
• If x ∈ A yes then x,z |x| ∈ B yes .
• If x ∈ A no then x,z |x| ∈ B no .
Since B = (B yes , B no ) is in NP/poly, there exists a problem C = (C yes , C no ) in NP and advice {η n } n such that
• If y ∈ B yes then y, η |y| ∈ C yes .
• If y ∈ B no then y, η |y| ∈ C no . Therefore,
• If x ∈ A yes then x,z |x| , η | x,z |x| | ∈ C yes .
• If x ∈ A no then x,z |x| , η | x,z |x| | ∈ C no .
Hence we have shown A is in NP/poly.
