Abstract. In this paper we discuss the local convergence of Iteratively regularized Landweber iteration method for solving inverse problems in Banach spaces. Our analysis is based on the assumption that the inverse mapping satisfies the Hölder stability estimate locally. We obtain the convergence of the iterates to the exact solution as well as two different convergence rates under different assumptions.
Introduction
Let F : D(F ) ⊂ U → V : F (u) = v be a nonlinear operator between the Banach spaces U and V . The classical meaning of an inverse problem is the determination of u from given v. In general, because of the lack of continuous dependence on the data, almost all the inverse problems are ill-posed in nature. Thus, the regularization methods are incorporated to find the stable approximate solutions, i.e. these are used to introduce prior knowledge and make the feasible approximations of ill-posed inverse problems. For further details about inverse problems see [6] for settings in Hilbert spaces and [2] for Banach space settings. Variational regularization methods for the stable solution are discussed in [4, 6] . Iterative methods are often an proficient alternative to variational methods, especially for large-scale problems. Landweber method is one of the well known iteration method. For the convergence of Landweber iteration, ample research has been done in [7] . Especially, for the Hilbert spaces, extensive study has been done in [3] . Using the duality mapping, nonlinear extension of the Landweber iteration is given in [8] . Schrezer in [9] , gave the modification of Landweber iteration method named as Iteratively regularized Landweber iteration method. The motivation for this method comes from the Iteratively regularized Gauss-Newton method introduced by Bakushinskii in [10] and issues about its convergence were discussed in [11] . There is an important role of Duality mappings in iterative methods (see [14, 15, 17, 21] ). In our study the data space V can be any arbitrary Banach space but the model space U needs to be smooth and uniformly convex. In the theory of Banach spaces, Bregman distance plays an important role and are more appropriate to use rather than Ljapunov functionals to prove the convergence of regularization schemes [16] and hence it is more convenient to derive the convergence rates with the help of Bregman distance.
Conceptually, convergence rates can be derived with two different approaches for nonlinear problems. First one is on the basis of source and non-linearity conditions. See for instance [6, 4, 2, 20] for variational regularization and [18, 3, 2] for iterative regularization. The second approach is on the basis of stability estimates which has been derived in [19] for variational regularization methods and in [1] for iterative regularization in Banach spaces. The results of Hölder stability estimates can be found in [22, 23] and logarithmic stability can be found in [24, 25] .
In our analysis, we consider the Iteratively regularized Landweber iteration scheme taken in [2, equation 7 .38]. The motivation for this paper comes from [1] in which convergence rates for Landweber method has been obtained via Hölder stability estimates. The main motive of this paper is the study of the convergence of Iteratively regularized Landweber iteration provided the inverse problem assures a Hölder stability estimate and hence find the convergence rates. By assuming two different assumptions we give two different convergence rates in our main result.
The novel thing in our study is the determination of convergence rates without using the source conditions or the variational inequalities as the smoothness conditions. The organization of this paper is done in the following manner. All the basic results and definitions required in our framework are recapitulated in section 2. In the third section, we give our main result in the theorem 3.1 and all the required assumptions are also discussed.
Then a convergence rate for the special case of Hölder estimate is discussed in theorem 3.2. In section 4, we give the examples where our results can be applied but we skip the detailed study. 
Preliminaries
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(2) q smooth if if there exist a constant Z > 0 such that ρ U (τ ) ≤ Zτ q .
2.1.
Iteratively regularized Landweber iteration method. In Banach spaces, we consider the following version of the iteratively regularized Landweber iteration method given in [2] .
Here J p : U → U * , J * q : U * → U , j p : V → V * are duality mappings and µ is a positive constant. u 0 is the initial guess of the solution and k ≥ 0.
Remark 2.1. we can also consider a slightly different version of the Iteratively regularized Landweber Iteration method which is:
In Hilbert spaces, above method reduces to the method discussed in [3] with µ = 1. 
Duality map. The set valued (generally) mapping
is known as the duality mapping of U with the gauge function t → t p−1 . Now, we discuss the properties of the duality mappings which we need in our analysis in the next theorem. See [2, chapter 2] for the proofs.
Theorem 2.1. For p > 1, following holds:
(1) For every u ∈ U , the set J p (u) is non empty.
(2) If a Banach space is uniformly smooth, then J p (u) is single valued for all u ∈ U .
(3) If a Banach space is uniformly convex and uniformly smooth, then J p (u) is bijective and its inverse J −1 p = J * q , with J * q is the duality mapping of U * with guaze function t → t q−1 , where p, q > 1 and
(4) A Banach space U is uniformly smooth (Convex) iff U * is uniformly convex (smooth).
2.3.
Bregman distance. Let U be a uniformly smooth Banach space and J p is the duality mapping from U to U * with the gauge function t → t p−1 . Then the functional
is the Bregman distance of the convex functional u → 1 p u p at u ∈ U . Next result recapitulates the main facts of Bregman distance and its relationship with the norm. See [2, chapter 2] for the proofs.
Theorem 2.2. Let U be a p-convex and q-smooth Banach space where
Then for all u 1 , u 2 ∈ U , following result holds:
(2) There exist a constant C p > 0 such that
Next two lemmas are about the convergent sequence of positive terms. For proofs see [5, chapter 4] .
Lemma 2.1. If {β k } is a sequence satisfying (2.2) and k β k < ∞, then following holds:
Lemma 2.2. If {α n } and {β n } are two real convergent sequences, then their sum is also convergent and
Convergence and convergence rates
In this section, we examine the convergence and convergence rate of Iteratively regularized Landweber iteration method. Here, we consider the notation
To prove our main result, we need to have certain assumptions accumulated below. The idea of the proof is taken from [1, 2] . So, let the following assumption holds: Assumption 3.1.
(1) U is p convex and q smooth with
(2) F has a Fréchet derivative F ′ (·) and it satisfies the local estimate
(4) F is weakly sequentially closed.
(5) Elements in B satisfies the Hölder stability estimate, i.e.,
where C F > 0 is a constant.
Now, we are ready to give our main result about the convergence and convergence rates. We obtain convergence rates with some additional assumptions on the sequence {β k }. (1) If p < C p , then the iterates γ k = ∆ u 0 p (u † , u k ) satisfies the recursion formula
for some positive constants K 2 , K 5 (see proof for their actual meaning) and {α k } is a sequence converges to 1. Further, if {β k } satisfies β k ≤ Cγ k , then the convergence rate for ǫ ∈ (0, 1) is given by
where M is some positive integer. For ǫ = 1, we get
(2) we also obtained the rate
provided p < C p and
and {α k } is a sequence converging to 1.
Proof. By the definition of Bregmann distance and using (2.1), we can write
We estimate each term of the right side individually. For the first term, using lemma (2.63)
from [2] , (2.4) and (2.1), we get
Now using the following estimate twice
for p ≥ 1, see [4, lemma 3.20] , in (3.7), we get
where the last inequality is obtained by incorporating (2.3) and the Scaling condition provided u k satisfies estimate (3.2) which we will show later.
Next, we estimate the second term on the right side of (3.6).
By employing fundamental theorem of calculus for F ′ (·) and (3.1), we get,
Using (2.3) and then (3.2), we get
Now, we estimate the third term on the right side of (3.6). 
For the fourth term of (3.6), we have
where the last inequality holds because of (1) of theorem (2.2). Combining all the estimates (3.9) − (3.12) in (3.6) and use the notation
Let us assume that u k ∈ B, then after using (3.3) in the first term of the right side of above equation, we get
From mean value inequality, Scaling condition, (2.3) and (3.4), we get
Using above equation, we have the estimate
Thus, (3.14) and (3.15) implies
Because of the assumption u 0 ∈ B and (2.3), (3.16) can also be written as
Since, every term in the right side of above inequality has some positive power of β k and p < C p , we choose β max sufficiently small such that right side of (3.17) becomes non negative (which is clearly possible) which implies
Thus u k+1 ∈ B. So, we have proved that the sequence {γ k } is a monotonically decreasing sequence bounded below, which means that the limit of the sequence exists. Next, we show that the sequence {γ k } converges to 0. Putting (3.15) in (3.13) yields
We rewrite above equation as
where
and then incorporating lemmas (2.1), (2.2), k→∞ β k < ∞ and (3.2), we get
where K 2 is a new positive constant. Now, using the continuity of the function x → x δ for any
But as γ k ≥ 0, we must have a ≥ 0 and thus (3.20) implies a = 0. Hence, by (4) of theorem 2.2,
Next, we find the recursion formula satisfied by the sequence {γ k }. Using (3.2) and u 0 ∈ B in (3.18) yields
and the last term in (3.21) is written because β k < 1 where
We can easily see that α k → 1. So, (3.21) is the required recurrence relation. Now, for the particular case, i.e., if {β k } satisfies the condition β k ≤ Cγ k for some C > 0, then we find out the convergence rate in the similar way as done in theorem 4.5 in [1] . With the given condition β k ≤ Cγ k , (3.21) can be written as 
So, the first part of the proof is completed now. Now, we proceed for the second part. . Then from (3.25), we get
Equation (3.21) implies
where t = 1−ǫ 1+ǫ . For the uniform boundedness of {η k } by some η, sufficient condition is
which can be further written as
Above equation holds good for sufficiently small β max and other concerned constants. Thus
Next result is for the crucial case when ǫ = 0 in (3.2).
Theorem 3.2. Let the assumptions (1)- (7) and (9) of assumption 3.1 holds with ǫ = 0 in (5),
Further, let
Then, all the iterates of iteratively regularized Landweber method remain in B and converges to the solution u † . Further, we get the following two rates under two different assumptions.
(1) If p < C p , then the iterates γ k = ∆ u 0 p (u † , u k ) satisfies the recursion formula
Further, if {β k } satisfies β k ≤ Cγ k , then the convergence rate is given by
where the constants used have similar meaning as defined in theorem 3.1.
(2) A similar rate like (3.28) can be obtained provided (3.27) holds for t = 1.
Proof. Putting ǫ = 0 in (3.13), we get
After using the estimate (3.29) and proceeding in the similar way as done in the part (1) of theorem (3.1), we reach upto the estimate
Thus again if β k ≤ Cγ k , we can prove the given convergence rate we get above theorem, but the only thing which we have to ensure is the usage of (3.24), as for using this estimate y must be in (0, 1) which we have taken care in our analysis.
Examples
• Our results can be applied directly on the Calderóns inverse problem which is the mathematical foundation of Electrical Impedance tomography considered in [1, Example 5] .
Thus, we get the two kinds of convergence rates under the additional assumptions and we skip the detailed analysis as it is already discussed in [1] .
• We can also think of the application of our results in option pricing theory see e.g. [12] .
The inverse problem associated with above said is discussed in [13] .
Conclusion
We discussed the Iteratively regularized Landweber iteration scheme in Banach spaces and we obtained rates under different spaces. Our results cannot be applied to the Hilbert spaces as we needed strong condition p < C p in our analysis. Because in case of Hilbert spaces ∆ 2 (u 1 , u 2 ) = 1 2 u 1 − u 2 2 . So, in equation (2.3), C 2 ≤ 1 < p. We are able to give sublinear convergence rates under some additional assumptions. This paper is the first advancement in the study of Hölder stability estimate in inverse problems to find the explicit reconstructions after the reconstructions in [1] and hence based on the obtained convergence rates we can say that Iteratively regularized
Landweber iteration scheme is a one of the valuable schemes for solving ill-posed inverse problems in Banach spaces.
