Introduction 46
Working memory (WM) refers to the ability to hold and manipulate information on-line 47 during a delay for future use. Understanding the neurobiological bases of WM is critical as 48 deficits in WM are a central cognitive symptom of brain disorders including schizophrenia 49 (Barch and Smith 2008; Barch et al. 2012 ). WM can be broadly parsed into domains 50 including goal maintenance, interference control, and capacity (Barch and Smith 2008; 51 Barch et al. 2012). Each of these domains requires several cognitive functions, such as 52 planning, executive control, resistance to distraction, task monitoring, and memory. 53 Electrophysiological recordings performed in animals engaged in WM tasks have identified 54 the types of computations that brain regions or networks contribute to these functions 55 (Constantinidis et al. 2018; Lundqvist et al. 2018) . Prior work has indicated that optimal 56 working memory performance requires that ensembles of medial prefrontal cortex (mPFC) 57 neurons track the various requirements of a task (e.g., epochs, rules) (Lapish et al. 2008, 58 2015; Durstewitz et al. 2010 ; Del Arco et al. 2017 ) which may facilitate performance 59 monitoring and error detection in these networks (Hyman et al. 2017) . Trial-specific 60 information must also be maintained over a delay for optimal performance of WM tasks. The 61 role of the mPFC in the maintenance of information across a delay has been extensively 62 interrogated and two hypotheses have emerged. Initially, the identification of neurons that 63 are persistently active during the delay suggested that mPFC may serve as a "buffer" to 64 temporarily hold information (Goldman-Rakic 1996; Funahashi 2015) . However, this view 65 has evolved to suggest that mPFC is more important for directing cognitive 66 resources/attention toward relevant neural circuits that likely play a defined role in the 67 5 Given the critical role of mPFC in the OST and the task's similarity to human span tasks, 90 we measured patterns of mPFC neural activity during performance of the OST in well-trained 91 rats. In order to identify changes in neural activity required for optimal performance of the 92 task, high span versus low spans sessions were analyzed during three task epochs: 1) the 93 delay period, 2) the foraging period, and 3) the reward (or error) period. We predicted that 94 delay-period activity of mPFC neurons recorded during the OST would predict span length in 95 the OST. During foraging in the OST, rats approach familiar and novel bowls and sample the 96 odors in exactly the same manner; however, when a novel odor is detected, they dig to 97 retrieve the food reward. Thus, inhibition of digging is critical for performance of the task, 98 particularly as the number of stimuli on the platform increases and the rats visit more familiar 99 bowls during a bout of foraging. As proactive inhibition of motor responses is a recently 100 described function of mPFC (prelimbic region) (Hardung et al. 2017) , we anticipated to 101 detect an inhibition signal during the foraging period. Finally, previous studies in decision-102 making tasks have shown error-related signals in mPFC neurons (Totah et al. 2009; 103 Bissonette and Roesch 2015; Laubach et al. 2015 ), suggesting that this area is important for 104 monitoring the outcome of actions during behavior. During the reward epoch of the OST, 105 digging in the novel bowl enables retrieval of reward whereas the identical response (i.e., 106 digging) in a familiar bowl is an error and results in the end of the session. Thus, by directly 107 compared neural activity in these two types of trials, we were able to generate a pure error 108 signal. To the best of our knowledge, no other task allows for a direct assessment of WM 109 span or capacity in this manner. Thus, our results will information theories of mPFC function 110 as the maximal working memory load (or capacity) is reached. Results 113
Task normalization and the classification of neurons 114
A timeline of the experiment is illustrated in Figure 1 -A. The OST, detailed in Figure 1 
is designed to assess working memory capacity in rodents (Dudchenko et al. 2000) . For 116 each experimental session, the number of novel odors correctly identified (span length) is a 117 measure of memory performance. In this experiment, 7 well-trained rats were implanted with 118 mPFC electrodes and participated in a total of 86 recording sessions (see Materials and 119 Methods and Table 1 ). The span length distribution across all recording sessions ( Figure 1 -120 E) was found to be bimodal; unimodality was rejected using a calibrated version of 121
Hartigan's dip test (Cheng and Hall 1998; Ardid et al. 2015 ) (Calibrated Hartigan's dip test, 122 D(86) = 0.048, p=7.2x10 -3 )The local minimum between the two peaks (span = 11.5) was 123 then taken as threshold to separate 'Low" and "High" span sessions. Nine sessions with 124 span length smaller than five were excluded from all the following analysis because of the 125 inadequate number of trials (Figure 1-F). Across the 77 recording sessions considered for 126 analysis, following pre-processing and spike sorting, we identified 382 single neurons. 127 7 Materials and Methods) we obtained, for each neuron and each trial, a task-normalized firing 134 rate trace spacing 100 bins, from the beginning to the completion of the task. For each 135 neuron, the resulting firing rates were z-scored and then averaged across trials. The grand-136 average of normalized firing rates for the whole population of 382 neurons is shown in Figure  137 2-A1. classification procedure 61 out of the 382 (16%) were classified as pIns, while the remaining 146 321 were classified as pPy. Firing rates across the population of pIns were significantly 147 different from firing rates across the population of pPys (2-way ANOVA, interaction cell class 148
x time, F(99,38000) = 3.02, p = 8.4x10 -22 ), with significant differences (FDR-corrected rank-149 sum, p<0.05) during the first 13% of the task and during the whole foraging epoch ( Figure 2 -150 C). In particular, pIns exhibited a distinct pattern of activity, most prominently characterized 151 by an increase in the average firing rate during the foraging and reward epochs compared to 152 the delay epoch. The most prominent neural activity patterns underlying the average firing rate profile 156 were assessed via PCA. Figure 3 -A shows the first three PCs identified. The task-157 normalized firing rates for the whole population of neurons were sorted according to their 158 loadings on each of the first three PCs (Figure 3-B ). From the sorted firing rates, distinct 159 neural populations were observed whose firing rates changed together throughout the 160 different task epochs. In particular, groups of foraging-active neurons and delay-active 161 neurons emerged when sorting according to the first PC (left panel of Figure 3 Smirnov test: D(321,61)=0.10, p=0.63 for PC2; D(321,61)=0.12, p=0.37). 174
We then examined the relationship between neural firing rates and odor span. Sessions 175 were separated into high and low span (according to the threshold defined in Differences in neural activity patterns were observed in pPys across low and high 185 spans. Since, as seen in Figure 3 -B, different neurons exhibit different firing patterns 186 throughout the execution of the task, we asked whether specific subsets of neurons were 187 responsible for driving the difference between low and high span seen in Figure 4 in the remaining classes (2-way ANOVA, interaction span class x time: F(99, 15300) = 1.23, 203 p = 0.06 for class1; F(99,4700) = 0.93, p = 0.67 for class 3; F(99,4300) = 1.18, p = 0.11 for 204 class 4. Pronounced changes in neural activity were observed upon approach to a novel odor, while 211 neural patterns associated with familiar odor approaches were weaker ( Figure 6 The divergences in neural dynamics observed in different aspects of the task (i.e., 220 related to performance during the delay epoch and to the approach to novel odors during 221 11 foraging) led us to speculate whether differences in mPFC neural activity could be detected 222 on trials where the animal dug in an incorrect bowl. A PCA of correct and incorrect trials was 223 performed to address this issue (see Materials and Methods). Figure 7 -A shows the neural 224 trajectories for correct (shades of green) and incorrect (shades of red) trials in PC space. 225
The neural trajectories provide a qualitative assessment of the most predominant population 226 activity patterns in mPFC that are observed across the delay, foraging, and reward epochs. The present experiment is the first to directly measure patterns of neural activity during 242 the OST. We assessed activity in mPFC given its established role in the OST and other tests 12 of working memory. The main findings of the study are: 1) Span lengths were bimodal and 244 longer spans were associated with differences in neural activity of putative pyramidal 245 neurons during the delay; 2) Sharp transitions in neural activity patterns emerge during the 246 performance of the task that correspond to the onset of each behavioral epoch; 3) A 247 transition was especially pronounced at the beginning of the foraging epoch where a group 248 of putative interneurons were transiently and robustly active; 4) During foraging, neural 249 activity patterns in putative pyramidal neurons were more robust during approach/digging of 250 a novel than a familiar bowl; 5) A group of putative pyramidal neurons becomes active 251 following an incorrect choice. Collectively, these data highlight the rich and evolving 252 dynamics in mPFC that emerge throughout the performance of the OST. Therefore, the 253 contribution of the mPFC to the OST is likely broad and diverse and not limited to the 254 maintenance of a working memory. 255 256
Neural activity at the termination of the delay correlates with span capacity 257
Our analyses of mPFC neural firing during the OST revealed complex patterns of neural 258 activity that evolved throughout each of the epochs. Neural activity was increased in a 259 subpopulation of putative pyramidal neurons during the delay, which then decreased sharply 260 at the beginning of the foraging epoch (Figure 3 , 5-B). Similar increases in mPFC delay 261 activity that also predicted task performance have been reported in other spatial WM tasks 262 (Myroshnychenko et al. 2017 ). In the current study, neural recordings were acquired in well-263 trained rats that likely anticipate the end of the delay, therefore, these changes in activity 264 may reflect preparation for foraging. In addition, we observed that on high span trials, neural 265 13 activity patterns at the end of the delay progressively became more similar to neural activity 266 patterns observed during foraging ( Figure 4 and refrain from digging in ones previously encountered. Effective execution of this part of 278 the task requires that a representation of the previously visited bowls be held online in 279 memory. This is extremely memory intensive and requires that between 4 and 17 odors be 280 accessible in memory. Retention of these items in memory would be facilitated by a neural 281 code that is flexible (e.g., it can be readily activated and inactivated) and highly dimensional 282 (e.g., has high capacity). Maintaining a tight balance between excitation and inhibition in 283 cortical networks has been suggested to facilitate an efficient yet high capacity coding 284 scheme (Denève and Machens 2016). Therefore, we hypothesize that the concomitant 285 increases in pyramidal and interneuron firing provide a network state that is capable of 286 facilitating the transient maintenance of potentially large memory sets, such as those 287 14 required to hold previously encountered odors in working memory. While there is precedent 288 for this idea (Harvey et al. 2012; Goldman 2013, 2014) , a more direct test of this 289 hypothesis will provide critical clues as to how mPFC flexibly adapts to meet the 290 computational needs of a given behavior. 291 292 Neural activity in mPFC signals approach to novel, but not familiar, odors 293 The OST also has elements of a test of novelty detection whereby responding must be 294 inhibited to familiar odors and then initiated (i.e., a dig) whenever a novel odor is detected. 295
This pattern of responding requires maintenance of 'familiarity' for odors that have been 296 experienced during the daily session and inhibition of digging when they are approached. 297 We did not find evidence that a familiarity signal and/or inhibition of digging signal is 298 maintained in mPFC on approaches to familiar odors. This was a surprising observation 299
given reports of deficits in response inhibition following lesions of the mPFC (Miller and the OST following lesions of the mPFC may not be associated with computational processes 302 required to inhibit behavior but rather incorrectly identifying an odor as novel. 303
Neural activity was strongly modulated during approach to a novel odor. This could be 304 interpreted as a novelty signal which then triggers a dig in the correct bowl. The anterior 305 cingulate cortex in humans/primates is proposed to code associations between rewards and 306 actions, and in particular determine actions necessary to obtain rewards (Rushworth et al. 307 2011). Further, the mPFC in rodents may be involved in 'working-with-memory' during WM 308 tasks, a function that optimizes behavioral responding during these tasks (Horst and 309 15 Laubach 2012). As changes in neural activity were observed through approach, then 310 digging, and retrieval of reward, they might also encode a more general signal that reflects 311 the change in the behavioral requirements of the task during this epoch (e.g., stop foraging, 312 dig, and retrieve reward). 313
Neural activity associated with approaches and initial digging on correct and incorrect 314 trials did not differ. However, at the end of the digging, when the food pellet should be 315 retrievable, robust differences in neural activity were observed. Upon receiving the food 316 pellet on correct trials, neural activity patterns were qualitatively similar to those observed 317 during the delay period. This is not surprising since the reward epoch signals the beginning 318 of the delay. However, incorrect trials were uniquely characterized by a group of putative 319 pyramidal neurons that increased firing when the animal would have been rewarded on a 320 correct trial. It is possible that these neurons encode an "error" signal driven by the 321 expectancy mismatch of expecting food and not receiving it. However, an incorrect dig, also 322 signaled the end of the task for that day. As recordings were performed in well trained 323 animals, it is likely the animals understood this, and this the signal may reflect environmental 324 changes associated with the end of the task (e.g. being taken from the arena, etc.). The OST has been proposed as one of the few tasks suitable for measuring WM 338 capacity in rodents and therefore provides an opportunity for identifying the brain 339 mechanisms that underlie WM. Given the impairments in WM capacity seen in numerous 340 brain disorders, use of this the task may provide an opportunity to model WM deficits in 341 rodents and develop novel treatment approaches. Indeed, the OST shares some features in 342 common with span tasks used to measure WM capacity in humans. However, differences 343 between the OST and other WM capacity tasks used in humans and primates are notable. 344
For example, a long delay period (at least in the context of WM) exists between the addition 345 of each novel bowl in a given session and rats achieve odor spans much higher than the 346 typical WM capacity limits in humans or primates. These differences have led some authors 347 to question the specific nature of the cognitive function(s) measured by the task (April et al. 
Behavioral apparatus 366
Training and testing occurred on a 91.5 cm 2 black corrugated plastic platform with 2.5 cm tall 367 border. The platform was fastened to a metal frame with casters attached and stood 95 cm 368 above the floor. It was surrounded by a beige curtain to block visual cues in the testing room. 369
A Plexiglas box with a swinging door was placed in one corner of platform. Rats began each 370 session in the box and were trained to go back to the box after obtaining reward for the delay 371 period. The door was opened when trials started and closed when rats ran back into the box. 372
Pieces of Velcro were equally spaced along the edge of the platform and used to fasten the 373 sand filled bowls to the platform and stop the rats from spilling the sand. The bowls for a 374
given trial were placed randomly on the pieces of Velcro. Odors were mixed in Premium Play 375 Sand (Quikrete Cement and Concrete Products, Atlanta, GA) and then placed in white 376 18 porcelain bowls (4.5 cm high, 9 cm in diameter) on the platform as needed for each trial. 377 Sand (100 g) was scented by mixing 0.5 g of a single dried spice purchased from a local 378 grocery store allspice, anise seed, basil, caraway, celery seed, cinnamon, cloves (0.1 g), 379 cocoa, coffee, cumin, dill, fennel seed, garlic, ginger, lemon and herb, marjoram, mustard 380 powder, nutmeg, onion powder, orange, oregano, paprika, sage, and thyme. The order of 381 the odors used each day was selected randomly and rats were exposed to all odors many 382 times before recordings began. 383 384
Pre-surgery training 385
Dig training: Rats were trained to dig for a food reward (Kellogg's Froot Loop) in a bowl filled 386 with 100 g of unscented sand. Rats were placed opposite to a bowl on the platform for three 387 separate phases. In the first phase, the food reward was positioned on top of the sand, in the 388 second phase the food reward was incompletely buried, and in the third phase, the food 389 reward was fully buried in the sand. Rats were trained until they would consistently dig for 390 the food reward regardless of bowl position on the platform. This phase of training took 6-9 391 days to complete. 392
Delayed non-matching-to-sample (DNMS) task: In the sample phase (Trial 0), the rat was 393 presented with a bowl of scented sand randomly positioned on the platform. Once the rat 394 retrieved the Froot Loop, it was gently guided back to the box for the delay (40 s). In the 395 choice phase of the trial (Trial 1), previously presented bowl was randomly re-positioned and 396 a second bowl with a different odor was placed on the platform. A correct choice to obtain 397 reward was recorded when rats dug into the bowl containing the novel odor. Rats moved on 398 19 to the odor span task when they made 5 correct responses in 6 trials for 3 days. 399
Odor span task (OST): Trials of the OST (Figure 1-B) were run as described for DNMS task 400 except that bowls with novel odors were added in subsequent trials until rats made an error 401 (i.e., dug in any of the bowls except the novel one). The delay was maintained at 40 s. To 402 prevent spatial cues from influencing performance, previous bowls were randomly positioned 403 for each trial. Once rats achieved a span of 7 for two training days (8-16 days of training), 404 the electrode array was implanted. Sarasota, FL). They were then attached via gold pins to an EIB-36-PTB board (Neuralynx, 410 Bozeman, MT). Impedance to 200-600 kΩ measured at 1 kHz (NanoZ, White Matter LLC, 411 Seattle, WA). Before surgery, rats were anesthetized with isoflurane, placed in a stereotaxic 412 apparatus, and the dorsal surface of the skull was exposed. Four or 5 jeweler's screws were 413 threaded into the skull. Electrode arrays were then slowly lowered into medial prefrontal 414 cortex (AP + 3.5-3.8 mm, ML ± 0.5 mm to the bregma, DV -3.5 mm from the dorsal surface 415 of the brain). A stainless-steel wire served as the ground and was soldered onto one of the 416 skull screws dorsal to the cerebellum. Dental acrylic was used to secure the electrode array 417 to the skull and screws. Rats were treated with Anafen immediately following the surgery 418 and allowed to recover for 14 days from surgery before being retrained on the OST. 419 420 20
Electrophysiological recordings 421
Rats were re-trained on the OST until their spans were higher than 4 for 2 days in row. Once 422 this criterion was met, electrophysiological recordings were initiated during daily OST 423 sessions. Rats were connected to a Digitalynx recording system controlled by Cheetah 424 acquisition software (Neuralynx). Unit signals were recorded via a HS-36 unit gain 425 headstage mounted on animal's head by means of lightweight cabling that passed through a 426 commutator (Neuralynx). Unit activity was amplified, sampled at 32 kHz, and bandpass 427 filtered at 600-6,000 Hz. Local field potentials (LFPs) were sampled at 32 kHz and filtered at 428 0.1-9,000 Hz from each electrode. To verify the stability of recording, unit activity was 429 recorded for about 15 min before and after the behavioral session. Behavior of the rats 430 during the OST was monitored by a camera mounted to the ceiling with the experimental 431 time superimposed on the video for offline analysis by a trained observer. Timestamps 432 corresponding to trial start (when hind paws exited the Plexiglas box), delay start (re-entry to 433 the Plexiglas box), familiar approach, novel approach, dig (forepaws contacting the sand), 434 reward, and errors were recorded for each OST session. 435 436
Histological verification of electrode positions 437
After the completion of all recording sessions, rats were deeply anesthetized with isoflurane, 438 electrode positions were marked by electrolytic lesions (10 μA current for 10 s), and then the 439 rats were perfused transcardially with physiological saline followed by 10% formalin. Brains 440 were removed and post-fixed in a 10% formalin-10% sucrose solution. Brains were 441 sectioned on a sliding microtome and infusion sites were determined using standard 442 21 protocols with reference to a rat brain atlas (Paxinos and Watson 2006) . The single neuron's firing rates across all epochs and trials were then z-score normalized. 469
Finally, for each neuron, a task-normalized firing trace describing it's mean activity during the 470 execution of the task, was obtained by averaging across trials. The task-normalized firing 471 rates on the error trials were obtained following a similar procedure, replacing the Correct 472
Dig marker with the Error dig one, and setting the End of Trial marker at 10 s after the error 473 dig. A separate analysis was performed using a fixed binning procedure to ensure that the 474 results reported herein were not attributable to the task-normalized binning procedure (data 475 not shown). Comparisons between the fixed and task normalized binning procedures lead to 476 identical conclusions. Two features of the resultant waveform were then measured: the peak-to-trough duration 484 and the time for repolarization (time, after the peak, to reach 25% of peak amplitude). Using 485 principal component analysis (PCA), we integrated these two features into the first principal 486 23 component (explaining 84% of total variance). The distribution of first components was 487 tested for bimodality using a calibrated Hartigan's dip test (Cheng and Hall 1998) (D(152) = 488 0.036, p=6.2x10 -3 ). We fit the distribution with two Gaussian models and defined cutoffs to 489 separate the two groups of narrow and broad waveforms (see Figure 2-B1) . The two cutoffs 490 were defined as the points at which the likelihood to belong to a group was 10 times larger 491 than the likelihood to belong to the other one. Neurons with a principal component value 492 smaller than the first cutoff (narrow waveforms) were classified as putative interneurons 493 (pIn), while neurons with values larger than the second cutoff (broad waveforms) were 494 classified as putative pyramidal cells (pPy). Neurons with a first component value falling 495 between the two cutoffs were initially left unclassified. In several cases the AP waveform did 496 not reach the repolarization threshold within the number of samples stored. Those cells were 497 subsequently classified based only on their peak-to-trough duration which was compared to 498 the peak-to-trough distributions for the classified waveforms (the peak-to-trough value had to 499 exceed 5% confidence interval of the class distribution to be included in that class). Based 500 on their average waveform (Figure 2-B2) , the initially unclassified cells were subsequently 501 merged with the pPy group. When looking at the mean firing rates of cells in each of the two 502 classes (Figure 2-B3) , we found that, as expected, the pIn population exhibited higher firing 503 rates than the pPy one (Kolmogorov-Smirnov test, D(321,61)=0.30, p=1.1x10 -4 ). 504
The task-normalized firing rates for pIns and pPys were compared through a 2-way 505 analysis of variance (2-way ANOVA), where the interaction of cell class (pIn or pPY) and 506 percentage of task completed (bins spacing from 1 to 100) was tested (interaction cell class 507
x time, F(99,38000) = 3.02, p = 8.4x10 -22 ). The firing rate between pIns and pPys at specific 508 24 times were compared by re-binning the time-normalized data in 33 bins and differences in a 509 given time bin were detected via FDR-corrected rank-sum tests (Figure 2-C) . 510
Identification of neural activity patterns via PCA: A principal component analysis was 511 performed on the matrix of mean firing rates (F). Each column of the matrix F (100x382) 512 contained the firing rate of a single neuron across the 100 time bins defining a trial of the 513 task. We considered the first three principal components (PC) obtained, which, together, 514 explained 56% of the total variance. The projection of the original data along the first three 515 principal eigenvectors (Figure 3-A) identified the main neural patterns in our data. The task-516 normalized firing rates for the whole neural population were sorted according to their 517 loadings on each of the first three PC's ( Figure 3-B) . The loadings on each of the first three 518 PC's for pPys and pIns were compared using a Kolmogorov-Smirnov test (Figure 3-C) . 519 520 Clustering of pyramidal neurons: In the PCA each cell receives a score (i.e., loading) for 521 each PC, and therefore when classifying neurons based on a loading threshold it is possible 522 for a neuron to be included in > 1 class. The goal of clustering pyramidal neurons based on 523 their loadings was to group neurons into one class only for analyses. For this, PCA was 524 applied to the task-normalized firing rates from the 321 identified pPy's. Collectively, the first 525 three PC's explained 50.5% of the total variance and the respective loadings for each 526 neuron were used as features in a k-means clustering algorithm. The optimal number of 527 clusters was identified using the Akaike Measure of Information (Akaike 1974) Where N is the total number of elements to classify, σ 2 is the average within-cluster variance 542 calculated on all clusters, and µkj is the centroid of cluster k to which uj is assigned. The AIC 543 was calculated for values of k from 1 to 30 ( Figure 5-A1) , and a broken stick model was then 544 used to select the number of clusters K=4 that optimally balanced information and 545
compression. 546
Familiar vs novel odor approaches: Neural activities associated with approaches to familiar 547 and novel odors were compared. Spike trains in a time interval of 4 s around each approach 548 event (from -2 to 2 s) were binned in 40 intervals (0.1 s each). Events closer than 2 s to each 549 other, to the end of delay marker, or to an error event were discarded. For each neuron, the 550 firing rates obtained were normalized by the mean firing rate of the unit, and then averaged 551 across all familiar approach events (mean familiar firing rate, fFR), and across all novel 552 26 approach events (mean novel firing rate, nFR). Neurons with a median number of spikes 553 around the approach events smaller than 2 or with less than 6 trials available for both types 554 of approaches were discarded, leaving N=188 neurons available for the following analysis. 555
Firing rates were smoothed using a moving average with a span of 5 bins. PCA was applied 556 to the concatenated firing rate matrices (Nx80, where the first 40 columns contained the 557 fFR's and the last 40 columns contained the nFR's). From the projections of firing rates 558 along the first three PC's we obtained the trajectories and speeds of the whole neural 559 population around both familiar and novel approaches in the PC space ( Figure 6-A) . For the 560 following analysis we only included time bins up to 0.3 s after an approach. This was done to 561 avoid contamination in the activity coming from either the dig or the reward; a correct dig 562 happened before 0.3 s from a novel approach only in 1.8% of the trials considered (15 out 563 823). By concatenating the matrices vertically (2Nx23), a second PCA provided 2 loading 564 coefficient sets for each neuron (one for familiar and one for novel approaches). Firing rates 565 for the positive and negative loaders on each PC for the two approaches were grouped and 566 averaged ( Figure 6-B) . Distribution of absolute loadings on the first 3 PC's for the two 567 approaches were compared by means of the Kolmogorov-Smirnov test (Figure 6-C) . 568 Incorrect choice trials: In 67 out of the 77 sessions considered for analysis an incorrect 569 choice trial was also recorded. Incorrect choices occurred when the animal dug into a non-570 novel odor bowl and it resulted in the session ending. Firing activity during a single incorrect 571 trial was available for each of the 237 pyramidal neurons recorded from these sessions. 572
Task-normalized firing rates for the incorrect trials were obtained between the four 573 behavioral timestamps: Delay start; Delay end; Error dig; and End of trial and arranged in a 574 27 matrix of size 237x100, where each row corresponded to the activity of a single neuron. For 575 the same neurons, a random correct trial was selected for comparison, and the related task-576 normalized firing rates were arranged in a second matrix of size 237x100. The two matrices 577 were concatenated row wise and PCA was applied to the resulting 237x200 matrix. PCA 578 space trajectories and speeds of the neural population on correct and incorrect trials were 579 then obtained from the projections of firing rate matrices along the first three PC's ( Figure 7 -580 A), which together explained 38.5% of the variance. Note that a single correct trial was 581 selected for this procedure to keep the signal's noise comparable in the two matrices. As a 582 control for possible effects due to the trial's order, we also tried to select the random correct 583 trial among the last 5 correct trials. PCA space trajectories obtained in this case were similar 584 to those obtained with the unconstrained selection of the random correct trial. Task-585 normalized firing rates for the 237 pPys were sorted according to their loadings on PC3 586 (Figure 7-B) . Firing rates for the top 30% positive loaders on PC3 were compared in the two 587 conditions (correct and incorrect trials) through a 2-way analysis of variance. The firing rates 588 at specific times were compared via FDR-corrected rank-sum tests, as described for between the two peaks (span = 11.5, black dotted line) was taken as threshold to classify 755 the sessions into 'Low span" (blue) and "High span" (red). Nine sessions with a span length 756 smaller than 5 were excluded from the following analysis (grey). 
