Abstract-Cyclic redundancy check (CRC) codes are designed for error detection, but can in principle be used for error correction.
I. INTRODUCTION
Cyclic redundancy check (CRC) codes ( [1, p. 182-] ) are used for error detection in many standard automatic-repeat request (ARQ) protocols. The popularity of CRC codes stems from their simple implementation and their adaptability to a wide range of user information block lengths.
Due to their widespread use, it is tempting to exploit the available redundancy imposed by the codes also in error correcting schemes. Mter all, the redundancy is there, and it would be a waste not to use it. The decoding complexity of standard CRC codes seems to present an obstacle for such use, but the error detection capability of CRC codes has been used to determine a stopping criterion in iterative decoding schemes [2, 3] . In this paper, we investigate error correction schemes that actively exploit the redundancy of CRC codes as stand-alone codes and in iterative decoding schemes with an inner low-density parity-check (LDPC) code, on the binary erasure channel (BEC). A related work using turbo codes as inner codes can be found in [4] .
The performance of iterative decoding of LDPC codes on the BEC can be characterized exactly in terms of stopping sets that were introduced by Di et al. in [5] . An important parameter in this respect is the minimum size of a nonempty stopping set, the stopping distance, which is a parameter of the underlying parity-check matrix used for decoding. The concept of a stopping set has recently been adapted to other turbo-like coding schemes. See, for instance, [6, 7] .
II. NOTATION AND BACKGROUND
A binary linear code C of length n and dimension k is a k-dimensional subspace of {O, 1 }n. The code can be specified as the row space of a k x n binary generator matrix G. In a cyclic code ( [1, p. 136-] ), the top row of G corresponds to a generator. The generator is often represented as a polynomial of degree N -K (see [1] ) and the encoding can be efficiently implemented by a shift register circuit. Ordering rows from 344 978-1-4244-6746-4/10/$26.00 ©201O IEEE the top, row i is obtained by shifting row i-lone position to the right, for 2 SiS K. The natural length N (and hence the natural dimension K) of the cyclic code are determined from properties of the generator polynomial. A shortened cyclic code is obtained by encoding k (less than K) information bits, or alternatively truncating the generator ma trix to the first k rows.
An uncorrectable set S for decoding algorithm V on the BEC is a set of codeword positions such that if all positions in S in a codeword c are erased, then the decoding algorithm V will fail to produce a (correct) decoding. Under iterative de coding using the edge-removal algorithm from [8] on a parity check matrix of the code in question, the uncorrectable sets are called dead-end sets, while the uncorrectable sets under maximum-likelihood (ML) decoding are called incorrigible sets in [9] .
The support supp(v) of a binary vector v is the set of nonzero positions in v, and the Hamming weight w(v) = I supp(v)l· The concept of support can also be applied to a vector space V, where
vEV\{O} Let C be a binary linear code of length n and let Et Et(C) = Et(C, V) be the number of erasure patterns P of length n and with t erasures so that if P occurs, then decoding algorithm V will fail to produce a (correct) decoding. Then, the probability of recovery failure with decoding algorithm V is
t= d where € is the channel erasure probability and d is the mini mum size of an uncorrectable set under decoding algorithm V. For example, under ML decoding, d is equal to the minimum distance of the code, and under iterative decoding using the edge-removal algorithm from [8] , d is equal to the stopping distance of the underlying parity-check matrix used for decoding. In general, Et is the number of uncorrectable sets of size t under decoding algorithm V.
A. Probability of ML Recovery Failure for a Binary Linear Code on the BEC Theorem 1 (Essentially from [6] ): Let C be a binary linear code. Consider a set S of codeword positions. Then S is an uncorrectable set under ML decoding (an incorrigible set) if and only if there is a subcode C* � C such that S 2 supp(C*).
Corollary 1 (also in [9] ): Let C be a binary linear code of length n and dimension k. If more than n -k erasures occur, ML decoding can never recover the sent word uniquely, i.e., any subset of the coordinate positions of size larger than n -k is an incorrigible set.
We can obtain bounds on Prf (ML ) by the following theo rem. 
= 21, E 6 = 7, and E7 = 1.
B. The CRC-CC11T Code
CRC codes are shortened cyclic codes that, due to the existence of simple and efficient encoders, gained popularity and entrance into standard ARQ protocols, i.e., error detection. In this brief paper, we will focus on, as an example, the CRC CCITT code, which is used in HDLC (or ISOIIEC 13239), ISO 14443 (proximity RFID), and other RFID standards like ISO/I8000-7 (D ASH 7) and ISO 11784/5. Other CRC codes are generated in a similar way and the results we obtain here should be easy to adapt to those codes as well.
The CRC-CCITT code is a shortened cyclic code [1, p. 183] generated by the polynomial g(x) = x 16 +x 1 2 +x 5 + 1.
For the theoretically inclined, the code is a shortened even weight subcode of a cyclic Hamming code. The natural length N of the cyclic code corresponding to g(x) is 2 1 5 -1, but the CRC is usually used with much shorter block lengths (in which it turns out [11, 12] that the generator polynomials are not the best possible with respect to the probability of undetected error).
III. STAND-ALONE DECODING OF THE CRC-CCITT CODE
ON THE BEC Simple error-trapping decoders can be devised for CRC codes on the binary symmetric channel [1] . It is not clear how these could be applied to the case of the BEC and, indeed, we shall be interested in decoding much beyond the bounded distance decoding guarantees offered by such decoders. Here, instead, we will first discuss a trellis-based approach [1] .
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A. Probability of ML Recovery Failure for the CRC-Cc/1T Code on the BEC
The weight distribution of CRC-CCITT codes for any valid length is easily found, for example, through the weight distri bution of the dual code and application of the Mac Williams identities. We will focus, as a manageable and, for many applications, realistic example of k = 200 and n = 216.
Example 2 For low erasure rates, optimum trellis-based erasure recov ery can be carried out in a very simple manner (unlike the cases of other channels). For the BEC, note that a trellis-based recovery algorithm does not need to activate states that cannot be reached. The precise expected recovery complexity depends on the channel erasure rate 10. As a crude measure of the complexity of a trellis-based algorithm, we will study the maximum number of states activated at any trellis depth, denoted by M.
Clearly, more refined measures can be defined, but at the expense of a messier derivation. In any case, accurate estimates of complexity can be obtained from simulation.
We will need the probability that precisely t erasures occur in a block of k symbols, given by the binomial distribution
1) BCJR: Consider a classical forward or backward pass in the BCJR algorithm. As noted above, only states that can be reached need to be activated. Now, consider trellis processing in the forward direction; the backward direction is similar. In particular, M is the minimum of {2t, 2T}, where t is the number of erasures that occur during the first k symbols (assuming that the parity symbols come at the end) and T is the trellis complexity of the encoder/decoder (i.e., the dimension of the maximum (taken over all depths) state space). Thus, the expected value of Mis
t =O t = T 2) Bidirectional Trellis Search: Suppose t erasures occur. Now, a simplified algorithm can be sketched as follows.
i) Order the erasures according to their position. Assume that erasure number ft/21 occurs at position p. ii) Process the first ft/21 erasures by traversing the trellis in the forward direction until position p. This will create min{2rt/ 2 1,2T} active states at position p. iii) Process the remaining erasures in the backward direction, until the backward trellis processing reaches position p. Either the backward processing will meet only one active state, in which case there is only one surviving path, and recovery is completed; or there are several surviving paths, in which an incorrigible set (which contains the support of a subcode) has been identified. The expected value of M is 2 T -2
'TYpically, this refined algorithm is simpler unless it is likely that a) t > f(k, T) 2:: 2T (i.e., k·€ is more than f(k, T) 2:: 2T), where f(k, T) depends on the expected values of M for the two algorithms, or b) t = 0 (i.e., k . € « 1). Note that Corollary 1 can be used to quit decoding early.
C. Decoding by Solving a System of Equations
On the BEC, ML decoding can be realized by solving a system of equation by straightforward Gaussian elimination on the part of the parity-check matrix that is erased by the channel. In [13] , an efficient ML decoding algorithm for LOPC codes on the BEC was proposed that combines iterative decoding with solving a system of equations. In particular, when iterative decoding stops in a stopping set, the remaining erasures are filled in (if possible) by solving a system of linear equations. This algorithm can also be used for decoding of the CRC-CCITT code.
IV. SERIAL CONCATENATION WITH AN INNER LOPC CODE
We consider the serial concatenation of an outer binary error-correcting code, Co, and an inner LOPC code, CJ. The information sequence is encoded by the outer encoder of rate Ro. The resulting codeword is mapped to a codeword of an LOPC code CJ of rate RI. The overall code rate is R = RoRI. Here, we consider the CRC-CCITT code for Co.
A binary linear block code can alternatively be specified as the null space of a rank (n -k), m x n binary parity check matrix H where m 2:: n -k. The Tanner graph of a parity-check matrix H is a bipartite graph with a left vertex set consisting of variable nodes, and a right vertex set consisting of check nodes. The variable nodes correspond to the columns of H, and the check nodes correspond to the rows of H. There is an edge between variable node Vi and check node C j if and only if the ith element in the jth row of H is nonzero. Let >' j (P j ) denote the fraction of edges connected to variable (check) nodes of degree j and let dv (de) denote the maximal variable (check) node degree. The left degree distribution is defined as >,(x) � L� ::: 2 >' j X j-1 and the right degree distribution is defined as p(x) � L�� 2 P j X j-1 . The design rate of the ensemble of codes defined by >.(x) and p(x) is R = 1-(L�� 2 P jf j ) / (L� ::: 2 >' jf j ) [14] .
A. Code Design
On the BEC, the well-known density evolution equation [14] is where X -1 = 1, Xi is the erasure probability of an outgoing message from a variable node to a check node after the ith iteration, and € is the channel erasure probability. In the following, let Ifo (p) denote the extrinsic information transfer (EXIT) function of the outer code Co, where 1 -p is the a priori information. The serially concatenated code is decoded by first activating the inner LOPC decoder C I -1 , which performs a single iteration, and then activating the outer decoder for the CRC code. We get
where X -1 = 1 and Xi is the erasure probability of an outgoing message from a variable node to a check node in the Tanner graph of the inner LOPC code after the ith overall iteration, assuming that the inner LOPC code is systematic. In (2), X(x) � L� ::: 2 X j X j is the left degree distribution from a node perspective, where X j is the fraction of variable nodes of degree j.
In Fig. 2 , we plot 1 -xoo, where Xoo is the limiting value of the recursion in (2), versus 1 -€, for both with and without an outer CRC-CCITT decoder. From the figure, we observe that with the (2, 5)-regular ensemble the threshold is improved by adding an outer CRC-CCITT decoder. However, for an optimized irregular stand-alone LOPC ensemble of rate 3/4 (the degree distributions are given in Example 3 below), we (2) has been computed from the information function, as outlined in [15] , which in tum has been estimated by random sampling. We propose the following code design strategy.
1) Pick an overall block lengili and target code rate.
2) Determine optimum degree distributions for the inner LDPC code (as a stand-alone code), and design a parity check matrix H using the (improved) progressive edge growth (PE G) algorithm from [16] [17] [18] . 3) Compute the initial part of the input-output stopping set distribution for H and the corresponding list L of small size stopping sets using the algorithm from [19] . 4) Find a good permutationlinterleaver (to be added prior to the LDPC encoder) such that most of the stopping sets in L are not stopping sets in the overall concatenated code.
In particular, we want to optimize the overall stopping distance.
B. Optimizing Error Floor Performance
For a given inner LDPC code CI and outer code Co, the performance in the error floor region can be optimized by adding an interleaver/permutation between the outer and the inner code to increase the stopping distance of the overall concatenated code. This is the last step in the code design procedure above. Using the algorithm in [19] , we can compute an exhaustive list L of all stopping sets of size less than some threshold T of the inner LDPC code. Some of these stopping sets will also be stopping sets in the overall serially concatenated code. In fact, for a given stopping set 8 of ilie inner LDPC code, if its corresponding input set, denoted by L (8), is the support of a subcode of the outer code, then the stopping set 8 is also a stopping set in the overall serially concatenated code. To optimize the performance in the error floor region, we propose the following simple algorithm. For every iteration in the algorithm, we keep track of the best overall permutation, i.e., the permutation that gives the best stopping set distribution for the list L of the overall concatenated code.
Example 3: A specific (288,216) LDPC code C 1 based on the degree dis tributions A(X) = 0.252598x + 0.142364x2 + 0.10331x 4 + 0.13536x5 + 0.366368x 1 9 and p(x) = X 16 has been constructed using the (improved) PE G algorithm from [16] [17] [18] . The number of stopping sets of size less than T = 12 for the cons tructed code are given in Table I . For comparison, we have also computed the number of stopping sets of small size for three randomly generated codes, denoted by C2, C3, and C 4 in Table I , with exactly the same degree distributions as C 1 . The line Ens refers to the average number of stopping sets in the ensemble of codes with exactly the same degree distributions as C 1 . This average stopping set distribution has been computed using the formulas in [20] .
Example 4: Using the algorithm described above on the codes C 1 and C2 from Example 3, we get the stopping set distributions in the last two rows, respectively, in Table I . By comparing with the two rows above, we observe that a designed interleaver may increase ilie stopping distance of the overall serially concatenated code. Also, starting from a good LDPC matrix allows us to obtain a higher overall stopping distance for the concatenated code.
C. Predicting the Probability of Recovery Failure
The probability of recovery failure is given by (1) for any decoding algorithm V. To determine the parameters Et for iterative decoding, we can start by observing that Theorem 2, part 4) gives a good upper bound on Et if Aw represents the number of stopping sets of size w. For higher values of t, as an estimate, we can apply the average stopping set dis tribution of LDPC code ensembles [20] . A more accurate estimation for a specific code can be obtained by stochastic sampling as follows. Submit a large number of random erasure patterns of t erasures to the decoding algorithm in question, in order to estimate the probability that such an erasure pattern is uncorrectable. This method can also reasonably accurately estimate parts of the stopping set distribution. Details are omitted for brevity.
D. Performance Results
In Fig. 3 , the probability of recovery failure is plotted versus the channel erasure probability € for the stand-alone LDPC code C 1 from Example 3 (red dots), and for a serially concatenated code with the LDPC code C 1 interleaved as inner code and the length-216 CRC-CCITT code as outer code (green dots). The solid lines are estimates of the nonrecovery probability for codes C 1 (yellow line), CRC+C 1 (blue line), and CRC + int. + C 1 (magenta line). These are computed from (1) and Theorem 2, using estimates of Et and of the number Aw of stopping sets of size w, that are obtained by direct enumeration [19] , ensemble averages [20] , and random sampling (see Section IV-C). We omit the details due to lack of space. 
V. CONCLUSION AND FUTURE WORK
The exploitation of the CRC codes as discussed in this paper has the following properties: i) There is no significant 348 improvement in the decoding threshold, as suggested also by the EXIT chart considerations, ii) CRC-LDPC serial con catenation provides a significant lowering of the error floor, relative to the LDPC code alone, and iii) the error floor can be further improved by a suitable choice of interleaver. For the example code, this improvement is outside the range of practical interest, but we can guess that this will be more relevant if we choose an inner LDPC code of higher rate. As future work, we will investigate a similar exploitation of the CRC codes for other channels.
