This work deals with the containment control problem of multi-agent networks with different fractional-order dynamics under bounded communication delays. Unlike most existing work, we analyze this problem from a positive system viewpoint. For the case where the communication delays are the same constant, we investigate the entry-wise monotonicity of the solution of the corresponding error system. Then, by bounding the solution of the time-varying delay system by its corresponding system with constant delay, it is shown that as long as every follower can obtain information at worst from one leader directly or indirectly, the followers will finally arrive at the convex hull spanned by the stationary leaders. Our results reveal that the communication delay independence in containment control of fractional-order multi-agent networks has a strong connection with the delay-insensitive stability of positive systems. An example is also employed to illustrate the obtained theoretical findings.
I. INTRODUCTION
Collective behavior of networked coupled systems that can be achieved from local interactions among individual subsystems (often referred to as agents) has drawn great attention in the pase decade. Such phenomena arise in various areas, ranging from biological systems [1] , passing through social networks [2] , to physical systems [3] . Consensus of multi-agent systems, as a typical collective behavior, means that a set of agents arrive at an agreement on a certain value by local communication with their neighbors. Broad applications of this topic have been found in rendezvous [4] , flocking [5] , [6] and formation control [7] , [8] . Some recent results
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As a generalization of leader-following consensus for multi-agent systems, containment control problem (see, for example, [15] - [18] ) arises when the networked systems have multiple leaders. In general, if a group of agents are influenced by multiple leaders, eventually they will not reach an agreement, but arrive at the convex region spanned by the leaders. For instance, the leader vehicles are well-equipped with required sensors to identify the obstacles while each follower vehicle moves inside the safety zone demarcated by the leader ones, only using the information from different leader vehicle within its detecting radius. Containment control of stationary and dynamic agents with both continuous and sampled-data protocols was explored in [19] , where the analysis was built on the spectral property of the system parameter matrix. Most existing work on multi-agent systems assume an integer-order agent dynamics which, however, cannot characterize some physical systems with long memory and hereditary effects. Under viscoelastic circumstances, vehicles are likely to exhibit fractional-order dynamics, which motivates the fractional-order modeling of individual agent. In addition to the fact that many natural phenomena, such as food searching of microbes, can be represented by coordination of fractional-order systems, fractional-order controllers are intentionally designed to achieve better system performance due to their flexibility in parameter tuning [20] . Stimulated by these practical motivations, the study of coordination of multi-agent systems with the same fractional-order dynamics was firstly performed in [21] and fractional-order formation control algorithms with damping terms were further discussed in [22] . By invoking generalized Nyquist stability condition, a necessary and sufficient criterion was given to guarantee the consensus of fractional-order multi-agent networks under constant input lags in [23] . The result was further extended to containment control of fractional-order networks with input delays in [24] .
Spurred by the previous discussion, in this paper, the containment control is studied for fractional-order networked systems with different fractional orders lying in (0, 1]. In contrast with most existing results on multi-agent containment control, we take a positive system point of view in the convergence analysis, inspired by the recent work [25] . The containment control problem is firstly formulated as the attractivity of an associated error system. Then, we exploit the entry-wise monotonicity of the solution of the associated error system with a peculiar initial condition when the communication delay is a constant. Afterwards, the trajectory of the error system with time-varying communication lags is compared with that of the associated error system with constant lags. It is shown that the condition for multi-agent containment has nothing to do with the bound of the communication delays or the fractional orders of each follower. It should be emphasized that neither the networked multi-agent system itself nor the associated error system is positive, yet some new techniques which comes from the research of positive time-lag systems are employed. This work indicates that the communication delay robustness in containment control of fractional-order multi-agent systems is a consequence of the delay insensitivity of positive systems.
II. PRELIMINARIES A. FRACTIONAL CALCULUS
In this subsection, we recall several basic definitions and useful special functions in fractional calculus. We refer the readers to [20] for more details. Among various definitions of fractional derivatives, in this work, the Caputo derivative is employed. With order α ∈ (0, 1], the Caputo derivative of function f (t) is defined as
where (·) is the Gamma function and f is the first order derivative of function f . For simplicity, the notation D α is always adopted instead of C 0 D α t throughout this paper since only Caputo derivative is used. For the case when α = [α 1 , α 2 , . . . , α n ] T ∈ R n and
The Mittag-Leffler function plays an important role in the solutions of fractional-order systems, which is given as
.
The Laplace transform for the Caputo fractional derivative is also needed in the sequel. L denotes the Laplace transform of a function, which is given as
The Laplace transform for the Caputo derivative of f (t) satisfies that
B. NONNEGATIVE MATRICES
In this subsection, we recall several basic notations and lemmas on nonnegative matrices, which will be employed in the following sections. R m×n denotes an m×n real matrix; I n represents the n×n identity matrix; 0 m×n stands for the m×n zero matrix; diag(a 1 , a 2 , . . . , a n ) represents the diagonal matrix with diagonal entries being a 1 , a 2 , . . . , a n ; A ⊗ B denotes the Kronecker product of the matrices A and B. C([−d, 0], R n ) is the space of all vector-valued continuous functions defined on [−d, 0]. Given a finite set of vectors X = {x 1 , x 2 , . . . , x n } where x i ∈ R m , i = 1, 2, . . . , n, the minimal convex set containing all vectors x i , i = 1, 2, . . . , n, is defined as the convex hull of the set X , which is expressed as
A matrix A ∈ R m×n with all of its entries nonnegative is called nonnegative and is denoted as
. . , m and j = 1, 2, . . . , n. The following lemma characterizes the Hurwitz stability of a Metzler matrix.
Lemma 1 [26] : A Metzler matrix A is Hurwitz iff there exists a column vector η 0, such that Aη ≺ 0.
Consider a linear fractional-order networked system with time-varying delays:
where the fractional order α = [α 1 , α 2 , . . . , α n ] T with α i ∈ (0, 1], i = 1, 2, . . . , n; the delay
) denotes the initial condition. Hereafter, the trajectory of (1) with initial condition φ is represented by x(t; φ). The positivity of fractional-order system (1) is defined as follows. Definition 1 [27] : System (1) is called a positive system if for any initial condition φ(s) 0 (s ∈ [−d, 0]) and any input u(t) 0 (t ≥ 0), the solution of system (1) satisfies that x(t) 0 for all t ≥ 0.
C. GRAPH THEORY
We introduce several notions about graph theory in this sub-
It is said that a directed graph contains a directed spanning tree if there is at least one node that has a directed path to all the other nodes. The in-degree of node v i is represented as
. . , N . The Laplacian matrix L with respect to the graph is L = [l ij ] with l ii = j∈N i a ij and l ij = −a ij , i = j. It is evident that L = D − A and L has at least one zero eigenvalue with a corresponding eigenvector 1, where 1 = (1, 1, . . . , 1) T . For a multi-agent system whose network topology is denoted by a directed graph G, a node is named a leader if the node has no neighbors, and a follower if the node has at least one neighbor.
III. PROBLEM FORMULATION
In this work, we investigate a networked multi-agent system with N agents with interaction topology represented by directed graph G. Agent i = 1, 2, . . . , M (M < N ) are the followers with different fractional-order dynamics and agent i = M + 1, M + 2, . . . , N are the stationary leaders whose positions are denoted by r i ∈ R n , i = M + 1, M + 2, . . . , N . Throughout this paper, the set of leaders and followers are denoted by R = {M + 1, M + 2, . . . , N } and F = {1, 2, . . . , M }, respectively. Consider the follower agents that possess different fractional-order dynamics characterized by the following incommensurate-order fractional differential equations:
where
It is assumed that 0 < α ij ≤ 1 for i = 1, 2, . . . , M and j = 1, 2, . . . , n. x i (t) ∈ R n and u i (t) ∈ R n represent the position and the control input of the ith agent, respectively.
Then, the Laplacian matrix L corresponding to the directed graph G can be partitioned as
With heterogeneous communication delays, the distributed containment control protocol for each follower is described as
where a ij represents the (i, j)-th entry of the adjacency matrix A associated with the directed graph G; The communication delays are supposed to be bounded, that is, 0 ≤ d ij (t) ≤ d with constant d > 0 for i ∈ F and j ∈ F ∩ N i . With control input (4), the networked multi-agent system (2) can be rewritten in a compact form as follows:
A ij is a nonnegative matrix with the (i, j)-th entry being a ij and the other entries being 0; D = diag{deg 1 , deg 2 , . . . , deg M }.
In the sequel, we always assume each follower can get information at worst from one leader while every leader does not receive information from other agents, which amounts to the following assumption.
Assumption 1: For each follower, there exists at least one leader having a directed path to it.
By this assumption, the following spectral property of the matrix L 1 can be attained.
Lemma 2 [28] : Under Assumption 1, it follows that all the eigenvalues of L 1 have positive real parts. Moreover, matrix −L −1 1 L 2 is nonnegative and the sum of each row of −L −1 1 L 2 equals 1.
Note that −(D⊗I n )+ i∈F j∈F ∩N i (A ij ⊗I n ) = −L 1 ⊗I n . As −L 1 is a Hurwitz stable Metzler matrix, −L 1 ⊗ I n is Metzler and Hurwitz as well. In this work, we follow the definition of containment control problem proposed in the book [29] .
Definition 2: Under control protocol (4), containment is called achieved for the agents satisfying fractional differential equation (2), if the position of each follower x i (t), i = 1, 2, . . . , M , eventually converges to the convex hull Co(R) spanned by the leaders.
To facilitate the analysis of the containment control problem, we define
the corresponding error system can be represented by the following equation:
Then, the containment control problem is cast as the attractivity analysis of the error system (6) , that is, lim t→∞ e(t) = 0.
IV. MAIN RESULTS
As a preliminary, we prove that, with nonnegative initial conditions, the solution of the error system (6) will always remain nonnegative. This fact will be frequently used in later development. Lemma 3: Under any initial condition e(s) 0 (s ∈ [−d, 0]), the solution of error system (6) satisfies that e(t) 0 for all t ≥ 0.
Proof: We first demonstrate that for any given T > 0 and initial condition e(s) 0 (s ∈ [−d, 0]), e(t) 0 holds for all t ∈ [0, T ]. Note that we can always find a sufficiently large scalar q > 0 to guarantee that qI M − D is a nonnegative matrix. Then, we can reformulate the error system (6) as
Therefore, e(t) satisfies the following equation:
From [30, Lemma 2.1], one has that (t) is a nonnegative matrix with diagonal elements positive and (t) 0 for all t ≥ 0. We will show that
is an empty set. Assume on the contrary that S = ∅ and thus we can find the infimum of S as t 0 inf S. Then, it follows that e(t 0 ) (t 0 )e(0) 0 since e(t) 0 for t ∈ [0, t 0 ) from the definition of t 0 . By the continuity of the solution, we have that e(t) 0 in [t 0 , t 0 + δ] for some small δ > 0, which contradicts with the definition of t 0 . This means that e(t) 0 for t ∈ [0, T ]. Then, by the continuous dependence of the trajectory of (6) on its initial conditions, it can be concluded that for all t ≥ [0, T ], the error system (6) satisfies that e(t) 0 with any initial condition e(s) 0 (s ∈ [−d, 0] ). This ends the proof.
Remark 1: It is stated in Lemma 3 that the trajectory of the error system (6) remains nonnegative provided that its initial condition is nonnegative. However, it is worth pointing out that the containment control problem under investigation does not require the solution of the error system (6) to be nonnegative since the initial condition of each follower agent can be arbitrarily assigned. It should be stressed out that neither the networked fractional-order multi-agent system (2) nor the associated error system (6) is positive, yet this lemma would be useful in the technical proof.
By Lemma 3 and the linearity of the error system (6), the following lemma is straightforward.
Lemma 4: Assume that e(t; φ 1 ) and e(t; φ 2 ) are the solutions of (6) with initial conditions φ 1 (s) and
Proof: Given w(t) e(t; φ 1 ) − e(t; φ 2 ), it follows that w(t) satisfies the following equation:
First, we have that the initial condition of system (7) is φ 1 (s)− φ 2 (s) 0 (s ∈ [−d, 0]). By Lemma 3, it directly follows that w(t) 0 for all t ≥ 0. This means that e(t; φ 1 ) e(t; φ 2 ) for all t ≥ 0.
In the following, we study the properties of system (6) for the case where the communication delays are the same constant, that is, d ij (t) = d for i ∈ F, j ∈ F ∩ N i and t ≥ 0. This leads to the following constant delay system:
The following two lemmas give the monotonicity and asymptotic property of system (8) , respectively. Recall that under Assumption 1, the matrix −L 1 ⊗ I n is Metzler and Hurwitz, and thus by Lemma 1, it can be concluded that a vector β 0 exists such that −(L 1 ⊗ I n )β ≺ 0, or equivalently, (L 1 ⊗ I n )β 0. This vector β will play an important role in the behavioral investigation of system (8) . In what follows, system (8) with constant initial conditionē(s) ≡ β (s ∈ [−d, 0]) will be explored.
Lemma 5: Suppose that β 0 satisfies (L 1 ⊗ I n )β 0. Further assume thatē(t) is the solution of system (8) with constant initial conditionē(s) ≡ β (s ∈ [−d, 0]), thenē(t) satisfies that (i)ē(t) β for all t ≥ 0. (ii)ē(t 1 ) ē(t 2 ) for any t 1 ≥ t 2 ≥ 0.
Proof: (i) Denote z(t) β −ē(t) and we have that z(t) satisfies the following equation:
Following a similar proof of Lemma 3, it is easily obtained that system (9) is positive with zero initial conditions. By regarding (L 1 ⊗ I n )β as a nonnegative input, it can be concluded that z(t) 0 for all t ≥ 0, which means that e(t) β for all t ≥ 0.
(ii) Defining y(t) ē(t) −ē(t + h) with any given constant h > 0, we have that y(t) satisfies the following equation: (10), it can be concluded that y(t) 0 for all t ≥ 0, which means that e(t) ē(t + h) for t ≥ 0.
Lemma 6: With initial condition β 0 satisfying (L 1 ⊗ I n )β 0, the solution of system (8) satisfies that lim t→∞ē (t; β) = 0.
Proof: Since we only focus on the initial condition β,ē(t; β) will be replaced byē(t) in this proof. By Lemma 5, we can deduce thatē(t) is entry-wise monotonically non-increasing and has a lower bound. Therefore, lim t→∞ē (t) exists and finite. Suppose that lim t→∞ē (t) = c, we can see that For any complex number s = ρe jθ , s → 0 implies that ρ → 0 and hence |s| α ik = ρ α ik → 0 for i = 1, 2, . . . , M and k = 1, 2, . . . , n. This yields that (L 1 ⊗ I n )c = 0. Due to the fact that all the real parts of the eigenvalues of L 1 are positive owing to Lemma 2, it directly follows that c = 0.
In the sequel, we investigate the time-varying delay system (6) in the light of the afore-established technical lemmas. The following lemma points out a relationship between the solutions of systems (6) and (8) under the same constant initial condition β.
Lemma 7: Suppose that e(t) andē(t) are the solutions of systems (6) and (8) under the same initial condition β 0 satisfying (L 1 ⊗ I n )β 0. Then, for all t ≥ 0, it follows that e(t) ē(t).
Proof: Define w(t) ē(t) − e(t), then w(t) is the trajectory of the following system under the zero initial condition:
By Lemma 5, it holds thatē(t − d) −ē(t − d ij (t)) 0, since d ij (t) ≤ d for all t ≥ 0 and i ∈ F, j ∈ F ∩ N i . Then, following a line similar to the proof of Lemma 3, one can easily prove that w(t) 0 by regarding i∈F j∈F
as a nonnegative input. This reveals thatē(t) e(t) for all t ≥ 0.
Here we are ready to state the main theorem, that is, under arbitrary initial conditions, the solution of the error system (6) will asymptotically converge to zero. This, due to Lemma 2, further implies that the containment control problem of networked multi-agent systems (2) is solved under control protocol (4), and the final position of each follower is given by −((L −1 1 L 2 ) ⊗ I n )r. Theorem 1: Under Assumption 1, for any initial condition e(s) = φ(s) (s ∈ [−d, 0]), the solution of system (6) satisfies that lim t→∞ e(t; φ) = 0. This implies that the solution of system (5) satisfies that lim t→∞ x(t) = −((L −1 1 L 2 ) ⊗ I n )r.
Proof: Suppose that e(t; φ) andē(t; φ) are the solutions of systems (6) and (8) with initial condition φ, respectively. Under Assumption 1, a vector β 0 exists such that (L 1 ⊗ I n )β 0. For any continuous vector-valued function φ(s), s ∈ [−d, 0], it is always possible to find a large enough scalar k > 0, such that −kβ φ(s) kβ. Note that kβ 0 also satisfies (L 1 ⊗ I n )kβ 0. By Lemma 4, it can be deduced that e(t; −kβ) e(t; φ) e(t; kβ).
Due to Lemma 7, one has that e(t; kβ) ē(t; kβ) and e(t; −kβ) ē(t; −kβ). From Lemma 6, we can show that yields that lim t→∞ e(t; φ) = 0. By the definition of the error system (6), it immediately holds that the trajectory of system (5) satisfies that lim t→∞ x(t) = −((L −1 1 L 2 ) ⊗ I n )r.
Remark 2:
The essential idea of the proof for Theorem 1 is that although the initial condition of the error system (6) is sign-indefinite, it is always bounded by a scaling of the positive vector β 0, which enables one to use the afore-established technical lemmas.
V. ILLUSTRATIVE EXAMPLE
Consider a networked fractional-order multi-agent system with 3 leaders and 6 followers with their positions x i (i = 1, 2, . . . , 6) and r i (i = 7, 8, 9) belong to R 2 . The interaction topology of leaders and followers is shown in Fig. 1 . It is assumed that the directed graph in Fig.1 takes 0-1 weights for simplicity. In this example, the Laplacian matrix L defined in (3) can be given by is a hybrid-order agent, whose first element x 41 obeys integer-order dynamics while the second one x 42 follows fractional-order dynamics; all the other agents possess fractional-order dynamics. The communication delays between every pair of neighboring agents are d 12 = 4t/ (2 + 3t), d 21 = 2t/(1 + 3t), d 23 = 3 + cos t, d 32 = 4 + 3 sin t, d 41 = 2 + cos(π t), d 43 = 1.5 + sin(π t), d 54 = 3 + arctan t, d 56 = 6 + 5 cos(π t) and d 63 = 2.5 + sin(π t). The position Fig. 2 . We can see that all the agents will finally arrive at the triangle region spanned by the leaders, which confirms the theoretical results in Theorem 1.
VI. CONCLUSION
In this work, we have addressed the containment control problem for networked fractional-order multi-agent systems with different fractional orders lying between zero and one.
In particular, we have analyzed the effect of heterogeneous time-varying communication lags in the containment control of such systems. This problem is recast as the convergence of a corresponding error system and by taking a positive system viewpoint, which shows that the containment condition does not rely on the size of the delays or the fractional order of each follower agent. The developed techniques in this work reveal that the communication lag independence in consensus or containment control of fractional-order multi-agent systems is closely related to the delay-independent stability of the positive system. One possible future research direction would be extending the results to dealing with the rendezvous problem of multi-agent systems under delayed transmission using the partial ordering defined over cones.
