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Fermi-liquid theory of the surface impedance of a metal in a normal magnetic field
Natalya A. Zimbovskaya
Department of Physics and Electronics, University of Puerto Rico at Humacao, Humacao, PR 00791
(Dated: December 12, 2018)
In this paper we present detailed theoretical analysis of the frequency and/or magnetic field
dependence of the surface impedance of a metal at the anomalous skin effect. We calculate the
surface impedance in the presence of a magnetic field directed along the normal to the metal surface.
The effects of the Fermi-liquid interactions on the surface impedance are studied. It is shown that the
cyclotron resonance in a normal magnetic field may be revealed only and exclusively in such metals
whose Fermi surfaces include segments where its Gaussian curvature turns zero. The results could
be applied to extract extra informations concerning local anomalies in the Fermi surface curvature
in conventional and quasi-two-dimensional metals.
PACS numbers: 71.18.+y, 71.20-b, 72.55+s
I. INTRODUCTION
Theoretical studies of the anomalous skin effect in met-
als were started long ago by Pippard [1], Reuter and
Sondheimer [2] and Dingle [3]. Soon it became clear
that the surface impedance of a metal under the anoma-
lous skin effect contains informations concerning geomet-
rical characteristics of the Fermi surface (FS), especially
its Gaussian curvature [4, 5]. When a metal is sub-
ject to both high frequency electromagnetic field E and
a constant and uniform magnetic field B, the surface
impedance depends on the magnitude of the magnetic
field and its orientation with respect to the metal sur-
face, so that some interesting effects may be manifested
giving opportunities to extract extra informations on the
electronic characteristics of metals [6], including the cy-
clotron resonance.
This resonance is displayed in the frequency/field de-
pendence of the surface impedance while the incident
electromagnetic field frequency ω equals to n -fold cy-
clotron frequency of electrons Ω. There are two principal
geometries providing the resonance features in the sur-
face impedance to be revealed. At first, strong resonance
occurs when the field B is parallel to the surface of the
metal, as predicted by Azbel and Kaner [7] and repeat-
edly observed in experiments. For such orientation, the
electrons spiralling around the field may repeatedly re-
turn to the skin layer where they gain the energy from
the electromagnetic wave. Also, the resonance can ap-
pear when the magnetic field is perpendicular to the sur-
face of the metal [8]. In this geometry some conducting
electrons can stay inside the skin layer for a long while
absorbing the energy. The cyclotron resonance in a nor-
mal magnetic field was viewed in semiconductors but it
was not expected to appear in good metals for their skin
layers are too thin at high frequencies to give room to a
sufficient number of electrons. However, this effect was
observed in potassium [9], cadmium and zinc [10, 11] as
well as in some layered organic metals [12, 13].
Originally, the peak in the surface impedance in potas-
sium was thought to arise due to the effect of the Fermi-
liquid cyclotron wave [9, 14]. The latter is a transverse
collective mode travelling in the electron Fermi-liquid
along the magnetic field B, as first predicted by Silin
[15]. Later, another explanation of the cyclotron reso-
nance in potassium was offered in the paper by Lacueva
and Overhauser [16] assuming that the Fermi suface of
this metal includes some cylindrical pieces. This as-
sumption was based on the results concerning the FS
geometries of alkali metals which follow from the charge-
density-wave theory [17, 18, 19]. So, while within the
first approach the cyclotron resonance in a normal mag-
netic field in potassium is treated as a Fermi-liquid effect,
the second approach consideres it as originating from the
particular FS geometry.
To choose between the two hypotheses one must carry
out a thorough calculation of the surface impedance tak-
ing into account Fermi-liquid effects and keeping all terms
of the order or greater than ξ−3 in the expansions of
the surface impedance components in the inverse pow-
ers of the anomaly parameter ξ (at the anomalous skin
effect ξ ≫ 1). This is a difficult and nontrivial compu-
tational task which is not yet completely executed. Cur-
rently, there exists a detailed analysis of the magnetic
field dependence of the metal surface impedance at the
anomalous skin effect completed by Kobelev and Silin
accepting that the FS is a sphere [20]. They did study
Fermi-liquid effects on the surface impedance and arrived
at the conclusion that a tiny resonance feature is to be
displayed at ω = ω0 (ω0 is the limiting frequency of the
Fermi-liquid cyclotron wave which in alkali metals is ex-
pected to take on value close to the electron cyclotron
frequency Ω.) However, the limitations of the employed
model did not allow them to analyze the effects of the FS
geometry. Also, in some other papers the analysis was
concentrated on the effects of the FS geometry (see e.g.
[21, 22, 23, 24]). It was shown that the cyclotron reso-
nance in a metal in a normal magnetic field may occur
due to some local anomalies in the FS curvature. Namely,
when the FS includes lines/points where its Gaussian cur-
2vature becomes zero, then the resonance features could
be manifested in the frequency/field dependence of the
surface impedance at ω = Ω. Obtained results agree
with the above mentioned experiments [9, 10, 11, 12, 13].
Thus, significant points are missing in the current the-
ory. Possible effects of the electron-electron interactions
are omitted from consideration in Refs. [21, 22, 23, 24],
whereas the analysis developed in Ref. [20] lacks to con-
sider the effects of the FS shape. The present paper is
intended for clarifying these points. Here, we calculate
the surface impedance of a metal at the anomalous skin
effect and in the presence of an external magnetic field
taking into account both FS anisotropy and Fermi-liquid
effects. As shown below, the Fermi-liquid cyclotron mode
may influence the surface impedance in a manner similar
to that obtained for a Fermi sphere [20], and we com-
pare the corresponding features in the frequency/field de-
pendence of the surface inpedance with those originating
from the FS local geometry [24].
Such analysis is necessary to finally clarify the nature
and origin of the cyclotron resonance in metals in the
normal magnetic field. In particular, the obtained re-
sults may be useful in studies of electron characteristics
of quasi-two-dimensional conducting materials (e.g. or-
ganic metals) which have attracted a great deal of interest
in recent years. The outline of the paper is as follows.
In Sections II, III, we consider the electron conductivity
tensor taking into account Fermi-liquid interactions. In
Sec. IV we calculate the surface impedance components.
Finally, we discuss our results in Sec. V.
II. CONDUCTIVITY OF THE ELECTRON
FERMI-LIQUID; FERMI-LIQUID CYCLOTRON
WAVES
We consider a semi-infinite metal which fills the half-
space z ≤ 0. The electromagnetic wave with the fre-
quency ω and the wave vector q srikes the surface of
the metal at zero angle of incidence, so q = (0, 0, q). We
assume that the external magnetic field B is directed
perpendicularly to the surface. We restrict our consider-
ation with the case of an axially symmetric Fermi sur-
face whose symmetry axis is parallel to the magnetic
field. Then the response of the electron liquid of the
metal to an electromagnetic disturbance could be ex-
pressed in terms of the electron conductivity components
σ±(ω,q) = σxx(ω,q)± iσyx(ω,q). The above restriction
on the FS shape enables us to analytically calculate the
conductivity components and to derive the explicit ex-
pressions for the latter presented below (see Eq. (15)). In
general case, insurmounting difficulties arise in calcula-
tions of the electron conductivity when the effects of the
Fermi-liquid interactions are included in consideration.
The result for the electron conductivity (15) is crucial in
further studies of the Fermi-liquid effects in the surface
impedance of a metal. Also, the recent analysis carried
out in Ref. [24] showed that no qualitative differences
were revealed in the expressions for the principal terms
of the surface impedance computed for the axially sym-
metric FSs and those not possessing such symmetry. This
gives grounds to expect the currently employed model to
catch the main features in the electronic response which
remain exhibited when the FSs of generalized (non axi-
ally symmetric) shape are taken into consideration.
Within the phenomenological Fermi-liquid theory
electron-electron interactions are represented by a self-
consistent field affecting any single electron included in
the electron liquid. Due to this field the electron energies
E(p) get renormalized, and the renormalization correc-
tions depend on the electron position r and time t :
∆E = Trσ′
∫
d3p′
(2πh¯)3
F (p, σˆ;p′, σˆ′)δρ(p′, r′, σˆ′,t). (1)
Here, δρ(p, r, σˆ,t) is the electron density matrix, p is
the electron quasimomentum, and σˆ are spin Pauli ma-
trices. The trace is taken over spin numbers σ. The
Fermi-liquid kernel included in Eq. (1) is known to have
a form:
F (p, σˆ;p′, σˆ′) = ϕ(p,p′) + 4(σˆσˆ′)ψ(p,p′) (2)
For an axially symmetric FS the functions ϕ(p,p′) and
ψ(p,p′) do not vary under identical change in directions
of projections p⊥ and p
′
⊥ of the electron quasimomenta
p and p′ on a plane pz = 0. These functions actually
depend only on cosine of an angle θ between the vectors
p⊥ and p
′
⊥ and on the longitudinal components of the
quasimomenta pz and p
′
z .
We can separate out even and odd in cosine θ parts of
the Fermi-liquid functions. Then function ϕ(p,p′) can
be presented in the form [25]
ϕ(p,p′) = ϕ0(pz, p
′
z, cos θ) + (p⊥p
′
⊥)ϕ1(pz, p
′
z, cos θ),
(3)
where ϕ0, ϕ1 are even functions of cos θ. Due to invari-
ancy of the FS under the replacement p → −p and
p′ → −p′, the functions ϕ0 and ϕ1 should not vary
under simultaneous change in signs of pz and p
′
z. Using
this, we can separate the functions ϕ0, ϕ1 into the parts
which are even and odd in pz, p
′
z, and to rewrite Eq. (3)
as:
ϕ(pz, p
′
z, cos θ) = ϕ00+pzp
′
zϕ01+(p⊥p
′
⊥)(ϕ10+pzp
′
zϕ11).
(4)
The function ψ(p,p′) may be presented in the similar
way. In the Eq. (4) the functions ϕ00, ϕ01, ϕ10, ϕ11 are
even in all their arguments, namely: pz, p
′
z and cos θ.
Each term in Eq. (4) corresponds to a particular part in
the expansion of the Fermi-liquid functions in spherical
harmonics Yjm(Θ,Φ) where the angles Θ,Φ determine
the electron position on the Fermi sphere whose radius
3is pF . For the function ϕ(p,p
′) the expansion has the
form:
2
(2πh¯)3
p2F
vF
ϕ(p,p′) =
∞∑
j=0
∑
|m|≤j
λjYjm(Θ,Φ)Yj−m(Θ
′,Φ′).
(5)
Here, vF is the Fermi velocity of electrons. Comparing
Eqs. (4) and (5) we see that the function ϕ00 matchs
that part of the expansion (5) which includes all terms
with even values of both j and m. The product pzp
′
zϕ01
represents the sum of all terms in Eq. (5) with odd val-
ues of j and even values of m. The third addend in Eq.
(4) corresponds to the part of the expansion (5) contain-
ing terms with the odd values of both indices. Finally,
those terms in the Eq. (5) labelled with even j and odd
m are matched with the expression (p⊥p
′
⊥)pzp
′
zϕ11. As
shown before [15] the main Fermi-liquid effects in the re-
sponse of the isotropic electron liquid to an external dis-
turbance propagating along the magnetic field could be
adequately analyzed while keeping the terms with j ≤ 2
in the expansion (4). Omission of all terms with j > 2
from this expansion complies with the assumption that
the functions ϕ00, ϕ01, ϕ10, ϕ11 are constants. Here, we
adopt the same approximation for these functions for an
arbitrary axially symmetric FS.
In the following computations of the electron conduc-
tivity we start from the linearized transport equation
for the nonequilibrium distribution function g(p, r,t) =
Trσ(δρ(p, r, σˆ,t). While considering a simple harmonic
disturbance E = Eqω exp(iq · r − iωt), we may repre-
sent the coordinate and space dependencies of the dis-
tribution function g(p, r,t) in a similar way, namely:
g(p, r,t) = gqω exp(iqr− iωt). Then the linearized trans-
port equation for the amplitude gqω(p) takes on the
form:
∂geqω
∂t˜
+ iq · vgeqω +
(1
τ
− iω
)
gqω + e
∂fp
∂Ep
vEqω = 0. (6)
Here, fp is the Fermi distribution function for the elec-
trons with energies E(p), and v = ∂E/∂p is the elec-
trons velocity. The collision term in the Eq. (6) is written
using the τ approximation (τ is the electron scattering
time) which is acceptable for high frequency disturbances
(ωτ ≫ 1) considered in the present work. The deriva-
tive ∂geqω/∂t˜ is to be taken over the variable t˜ which
has the meaning of time of the electron motion along the
cyclotron orbit. The function geqω(p) introduced in the
Eq. (6) is related to gqω(p) as follows:
geqω(p) = gqω(p)−
∂fp
∂Ep
∑
p
ϕ(p,p′)gqω(p). (7)
So, the difference between the distribution functions
gqω(p) and g
e
qω(p) originates from the Fermi-liquid in-
teractions in the system of conduction electrons.
Substituting the approximation (4) for the Fermi-
liquid function ϕ(p,p′) into Eq. (7), we can transform
Eqs. (6), (7) into the system of linear equations for the
averages:
I±1 =
∑
p
gqω(p)p
±, I±2 =
∑
p
gqω(p)pzp
± (8)
where p± = px ± ipy. The system appears to have the
form:
I±1
{
1 + f1 − f1
Q0
Φ±0
}
− I±2
f2
Q2
Φ±1 =
ie
m⊥
Φ±0 E
±
qω ,
I±2
{
1 + f2 − f2
Q2
Φ±2
}
− I±1
f1
Q0
Φ±1 =
ie
m⊥
Φ±1 E
±
qω , (9)
Here, we introduce new Fermi-liquid parameters
f1 =
2m⊥
(2πh¯)3
∫
p2⊥ϕ10dpz,
f2 =
2m⊥
(2πh¯)3
∫
p2⊥p
2
zϕ11dpz. (10)
We also use a notation:
Φ±m =
∫ 1
−1
a(x)xmdx
uχ± − v(x) , (11)
Qm =
∫ 1
−1
a(x)xmdx, (12)
ρ =
A(0)
π2m⊥vmpm
, (13)
and
v(x) = vz/vm, α1,2 = f1,2/(1 + f1,2),
x = pz/pm, a(x) = A(x)/A(0),
u = ω/qvm, χ± = 1± Ω/ω + i/ωτ,
where pm, vm are the maximum values of the longitudi-
nal components of the electron quasimomentum and ve-
locity; A(x) is the cross-section area of the FS, τ is the
electron scattering time, m⊥ is the electron cyclotron
mass, and E±qω = E
x
qω ± iEyqω.
Conductivity components σ±(ω, q) are determined by
the expression:
e
m⊥
I±1 = σ±E
±
qω. (14)
So, we solve the system (9), and we arrive at the following
expressions for the circular components of the conductiv-
ity [25]:
σ± =
ie2p2mρ
4πh¯3q
×
[
Φ±0
(
1− α2u
Q2
Φ±2
)
+
α2u
Q2
(Φ±1 )
2
]
[(
1− α1u
Q2
Φ±0
)(
1− α2u
Q2
Φ±2
)
+
α1α2u
Q0Q2
(Φ±1 )
2
] .
(15)
4In calculation of the integrals Φ±m(u) we have to take
into account that because of the bilateral symmetry of
the Fermi surface, the longitudinal component of the ve-
locity v(x) and the cross-section area a(x) are odd and
even functions of x, respectively. Combining contribu-
tions from symmetric segments of the FS we can carry out
integration over the half-surface corresponding to posi-
tive x.
When an external magnetic field is applied, electro-
magnetic waves may travel inside the metal. Here, we
are interested in the transverse waves propagating along
the magnetic field. The corresponding dispersion equa-
tion has the form:
c2q2 − 4πiωσ±(ω, q) = 0. (16)
When dealing with the electron Fermi-liquid, this equa-
tion for “ − ” polarization has solutions corresponding
to helicon waves and Fermi-liquid cyclotron waves first
predicted by Silin for the isotropic electron liquid [15].
Considering Fermi-liquid cyclotron waves we may sim-
plify the dispersion equation (16) by omitting the first
term. Also, we can neglect corrections of the order of
c2q2/ω2p (ωp is the electron plasma frequency) in the ex-
pression for the conductivity. Then the Fermi-liquid pa-
rameter α1 falls out from the dispersion equation, and
the latter takes on the form:
Φ−2 −
(Φ−1 )
2
Φ−0
=
Q2
uα2
. (17)
Expanding the integrals Φ−m in powers of u
−1 and keep-
ing terms of the order of u−2 we get the dispersion re-
lation for the cyclotron mode at small q (u≫ 1) :
ω = Ω(1 + f2)
[
1 +
η
f2
(
qvm
Ω
)2]
. (18)
where:
η =
[∫ 1
−1
a(x)v2(x)x2dx− 1
Q0
(∫ 1
−1
a(x)v(x)xdx
)2]
1
Q2
.
(19)
For an isotropic electron liquid η = 8/35, and the
expression (18) coincides with the Silin’s result.
III. CONDUCTIVITY OF THE ELECTRON
FERMI-LIQUID AT THE LARGE q
When u ≪ 1 it is suitable to expand the transverse
conductivity in powers of u. The expansion has the form
[22, 24]:
σ±(ω, q) = σ0(q)(1 + Λ
±
1 u+ Λ
±
2 u
2 + . . .), (20)
where
σ0 =
e2p20
4πh¯3q
, (21)
p20 = 2
∑
j
(
1− 1
2
δj0
)
1
Kj(0)
. (22)
Summation over j in Eq. (22) is carried out over all
effective cross-sections on the FS where vz = 0, and
Kj(0) is the FS curvature at the j -th cross-section. As
for the coefficients Λ±n , the method of their computation
is briefly outlined in the Appendix 1 of the present work.
The resulting expressions for the first two coefficients are
given below:
Λ±1 = −
ig
π
(
aχ± +
π2
g2
α1 − b2α2
)
, (23)
Λ±2 = dχ
2
± − 2aα1χ± − 2α2
b
s
gχ±
−2α1α2b2 − α21
π2
g2
. (24)
Here, a, b, c, d, g are dimensionless constants whose val-
ues are determined with the FS shape. The explicit ex-
pressions for these constants are given in the Appendix
1. For a spherical FS we have: a = 4, b = −4/3, d =
g = s = 1.
Finally, we remark that the expansion (20) gives the
correct form for the conductivity only when the FS does
not include nearly cylindrical strips where its Guassian
curvature becomes zero. If such strips exist, the addi-
tional terms σ±a (ω, q) may appear in the expressions for
the conductivity components [22, 24]. These extra terms
are proportional to σ0(q)(uχ±)
β where −1 < β < 0.
This parameter β describes the shape of the strip: the
closer is the value of β to −1, the closer is the strip
shape to a pure cylinder. The occurence of this spe-
cial term may bring significant changes to the expression
for the surface impedance, and it may account for the
cyclotron resonance in a normal magnetic field to be re-
vealed.
IV. SURFACE IMPEDANCE
We calculate the surface impedance of a semi-infinite
metal in the presence of a normal magnetic field. Cal-
culations are carried out under the anomalous skin ef-
fect conditions, when the electron mean free path l is
greater than the skin depth δ. We employ the model
of axially symmetric FS in our calculations, so the sur-
face impedance tensor is diagonalized in circular compo-
nents. The resulting expressions depend on the character
of electrons scattering by the metal surface. Assuming a
simplified model of the perfectly smooth metal surface
providing the specular reflection of the electrons one ob-
tains [2, 3]:
Z± =
8iω
c2
∫ ∞
0
dq
4πiωσ±/c2 − q2 , (25)
5where σ± are the circular components of the transverse
conductivity.
In realistic metal samples the surfaces always reveal
some roughness, so certain electrons undergo diffuse scat-
tering colliding with the latter. When the diffuse scatter-
ing predominates, the circular components of the surface
impedance have the form [26]:
Z± = 4π
2iω
/∫ ∞
0
ln(1− 4πiωσ±/c2q2)dq. (26)
Due to the high density of conduction electrons in good
metals the skin depth δ may be very small. Assum-
ing the electron density to be of the order of 1030m−3 ,
and the mean free path l ∼ 10−3m (a clean metal),
we estimate the spin depth at the disturbance frequency
ω ∼ 109s−1 as δ ∼ 10−6m. Therefore, at high frequen-
cies ω the skin effect in good metals becomes extremely
anomalous so that δ/l ∼ 10−2 ÷ 10−3 or even smaller.
Under these conditions electrons must move nearly in
parallel with the metal surface to remain in the skin layer
for a sufficiently long while. The effect of the surface
roughness on such electrons is rather small. As shown be-
fore [27], the electrons reflection from the metal surface
at the extremely anomalous skin effect may be treated
as nearly specular, and the corrections ∆Z± originating
from the diffuse scattering have the order of δ/l. In the
present work we calculate the surface impedance keep-
ing all terms no less in the order than ξ−3 (ξ = l/ωτδ
is the anomaly parameter). So, the corrections arising
due to the surface rounghness may be neglected when
∆Z± ∼ Z0δ/l is smaller than Z0ξ−2 where Z0 ∼ ωδ/c2
has the order of the main approximation of the sur-
face impedance at the anomalous skin effect. Comparing
the above estimations we arrive at the conclusion that
δZ± may be omitted when ωτ/ξ ≫ 1. This inequality
could be satisfied at ωτ ∼ 102, ξ ∼ 10 which agrees
with the conditions of the experiments reported in Refs.
[9, 10, 11]. On these grounds we carry out further calcu-
lations assuming the specular reflection of the electrons
from the surface of the metal, and we start from the ex-
pression (25) for the surface impedance.
To proceed we turn to the integration over a new vari-
able t = (qδ)−1. Then we can divide the integration
range into two segments with different asymptotic be-
haviors of conductivity:
Z± = Z
±
1 + Z
±
2 ,
Z±1 = −
8iω
c2
δ
∫ ξ
0
dt
1− it3σ±(t/ξ) , (27)
Z±2 = −
8iω
c2
δ
∫ ∞
ξ
dt
1− it3σ±(t/ξ) . (28)
Here σ± = σ±/σ0.
At the anomalous skin effect the surface impedance
can be expanded in the inverse powers of the anomaly
parameter. The main terms in this expansion originate
from the addend Z±1 . These terms can be readily found
by expanding the integrand in Eq. (27) in powers of the
parameter ǫ± given by:
σ± = 1 + ǫ±. (29)
This parameter is small for ξ ≫ 1. Now, we calculate
Z±1 using the expansion (20) for σ±.
Following the way proposed in the earlier work [24] we
arrive at the result for the term Z±1 :
Z±1 =
8ω
c2
δ
[
π
3
√
3
(1− i
√
3) +
2π
9
√
3
Λ±1
ξ
(i−
√
3)
+
Λ±21 − Λ±2
ξ2
(
ln ξ +
iπ
3
)
− 1
2ξ2
+
Λ±2
3ξ2
− Λ
±2
1
2ξ2
− iΛ
±
1
ξ2
]
+ δZ±1 . (30)
To arrive at the result (30) we used three first terms in
the expansion of σ± in powers of the small parameter
u and we kept the terms of the order of (t/ξ)2 in the
expression for ǫ±. Taking into account next terms in the
expansion of σ± in powers of u or keeping next terms in
the expansion of ǫ± we obtain that corresponding inte-
grals diverge. Therefore we cannot expand the correction
δZ±1 in the inverse powers of the anomaly parameter. To
calculate this correction we carry out the analytical con-
tinuation of the integrand in the Eq. (27) over the first
quadrant of the complex plane, and we compute the in-
tegral over the path shown in the Fig. 1a. Then we
obtain:
δZ±1 = −
8ωδ
c2
Y ±1 + δZ
′±
1 (31)
where the first term corresponds to the integral over the
segment of the imaginary axis and the second one origi-
nates from the integration over the circular arc. Introduc-
ing a new variable y = ξ/Imt we arrive at the following
expression:
Y ±1 =
1
ξ2
∫ ∞
1
(
y
σ±(i/y)
−y−iΛ±1 +
Λ±21 − Λ±2
y
)
dy. (32)
Again, in calculation of the term Z±2 we analytically
continue the integrand in the Eq. (28), and we choose
the integration path as shown in the Figure 1b.
Now, the integrand in the expression (28) has a pole
originating from the Fermi-liquid cyclotron wave (18).
The pole appears in the area bounded by the contour of
integration in the integrand of that circular component
of the surface impedance which corresponds to the wave
(Z−2 in our case). Accordingly, an extra contribution
δZ−2 from the residue emerges in the expression for Z
−
2 .
Also, the expression for Z±2 includes the integral over
6FIG. 1: Contours used for calculation of the quanties (a) Y1
and (b) Z2.
the imaginary axis (Y ±2 ) and that over the circular arc
(δZ ′±2 ) :
Z±2 = δZ
±
2 − Y ±2 + δZ ′±2 (33)
Here:
δZ+2 = 0, δZ
−
2 =
8ωδ
c2
α22W
√(
χ−
α2
− 1
)
1
η
, (34)
W =
π2
2
(∫ 1
−1
a(x)v(x)xdx
)2 /
Q0Q2η, (35)
Y ±2 =
1
ξ2
∫ 1
0
y
σ±(i/y)
dy, y = ξ/Imt. (36)
The last term in Eq. (33) is cancelled out with the term
δZ ′±1 , so we do not give its explicit expression. Combin-
ing these results, and using the expressions (23), (24) for
Λ±1,2 we get:
Z± =
8ωδ
c2
{
π
3
√
3
(1− i
√
3) +
2g
9
√
3ξ
×
(
aχ± +
π2α1
g2
− b2α2
)
(1 + i
√
3) +
1
ξ2
(
ln ξ +
iπ
3
)
×
[
−
(g2a2
π2
+ d
)
χ2± + 2α2bg
(gab
π2
+ s
)
χ± − g
2b4α22
π2
]
+
1
ξ2
(1
2
+
dχ2±
3
+
g2
2π2
a2χ2± −
g
π
aχ±
)
−α1
ξ2
(a
6
χ± +
π
g
)
− α2bg
ξ2
(
− 2
3s
χ± +
b
π
− g
π2
abχ±
)
− π
2α21
6g2ξ2
− b
2α1α2
6ξ2
+
b4g2α22
2π2ξ2
− Y ±1 − Y ±2
}
+ δZ±2 .
(37)
This result (37) is the correct and exact expression for the
surface impedance circular components under the anoma-
lous skin effect assuming that the FS of a metal every-
where possesses nonzero curvature. For a spherical FS
W = 21/35 and η = 8/35, so the expression (37) agrees
with the corresponding result obtained for the particular
case of isotropic Fermi-liquid [20].
Now, we must analyze the magnetic field dependence
of the integrals Y1 and Y2 included in the expression
for the surface impedance (37). These integrals have the
form:
Y ±1 =
1
ξ2
∫ ∞
1
dy
{
y
σ±(i/y)
− y
+
g
π
(
aχ± +
π2
g2
α1 − b2α2
)
+
1
y
[
−
(
a2g2
π2
+ d
)
χ2±
+
(
abg
π2
+ s
)
χ± − g
2b4α22
π2
]}
, (38)
Y ±2 =
1
ξ2
∫ 1
0
dy
y
σ±(i/y)
. (39)
The analysis is described in the Appendix 2. Assuming
ωτ →∞, we obtain the following asymptotic expressions
for the integrals Y1,2 in the vicinity of the cyclotron res-
onance (χ± → 0) :
Y ±1 =
1
2ξ2
− 9
πξ2
(
π2
g2
α1 − b2α2
)
+
1
ξ2
g2
π2
b4α22
×
[
ln |α2| − πiθ
(
α2
χ±
)
− iπ
(
1− θ(χ±)− iπ
2
)]
+ o
(
χ±
ξ2
)
. (40)
Y ±2 = −
χ±
ξ2
π
g
α1 +
α22
ξ2
+ o
(
χ3±
α32
)
. (41)
Here θ(x) is a step function:{
θ(x) = 1, x ≥ 0,
θ(x) = 0, x < 0.
(42)
It follows from Eqs. (40) and (41) that the integrals
Y1,2 do not include any terms showing resonance be-
havoir in the vicinity of the cyclotron frequency. So,
the surface impedance of a metal whose Fermi surface
everywhere has a finite and nonzero curvature in cho-
sen geometry does not exhibit any resonance features
corresponding to the cyclotron resonance in a normal
magnetic field. Not a single term in the expressions
for the circular components of the surface impedance re-
veals resonance features at ω = Ω or nearby, except
δZ−2 . The latter describes a singularity in the surface
impedance derivative at the extreme frequency of the
Fermi-liquid cyclotron wave ω0 = Ω(1 + f2). As for
the surface impedance itself, its frequency dependence
reveals a kink at ω = Ω. We evaluate the amplitude
of the impedance singularity due to the Fermi-liquid cy-
clotron wave under the conditions typical for experimen-
tal observations of the cyclotron resonance in the normal
7magnetic field (ωτ ∼ 50, ξ3 ∼ 103 ÷ 104). Under the
assumption that the magnitude of the Fermi-liquid pa-
rameter f2 is not greater than 0.1, the magnitude of
the resonance feature is about 10−4 ÷ 10−5 of the real
part of the impedance. Resonance peaks at ω = Ω may
be revealed in the frequency/magnetic field dependence
of the surface impedance when the FS includes nearly
cylindrical segments. The resonance contribution to the
surface impedance originates from the term σ±a (ω, q) in
the expression for the electron conductivity, and it is pro-
portional to (χ±)
β . Considering these resonance features
originating from the FS local geometry, it was shown that
the resonance peak at ω = Ω has the magnitude of the
order of 10−2 ÷ 10−3 of the real part of the impedance
[24]. This estimate was made assuming the same values
for ωτ and ξ as the previous ones. So, we see that reso-
nance contribution to the surface impedance arising due
to the FS local geometry predominates over that origi-
nating due to the Fermi-liquid effects.
Also, the height of the resonance peak produced by the
contribution from a zero curvature cross-section of the
FS agrees with the results of experiments [9], whereas
the resonance feature originating from the contribution
of the Fermi-liquid cyclotron wave is smaller by at least
two orders in magnitude than these experimental results.
Even a stronger singularity in the impedance derivative
caused by this wave is too weak and cannot account for
the resonance features observed in cadmium and zink [10,
11].
V. CONCLUSION
Basing on the obtained results we can make the follow-
ing conclusions. First, our analysis shows that the Fermi-
liquid effects may bring changes to the frequency/field
dependence of the surface impedance of a metal in a nor-
mal magnetic field but these changes are minor. The
resonance features at ω = Ω observed in experiments on
good metals cannot be attributed to these effects. This
provides a justification of the theory developed in Refs.
[21, 22, 23, 24]. Within the latter the cyclotron reso-
nance in metals in a normal magnetic field was attributed
to the contribution from zero curvature segments of the
metal FS. Another, and the most important result of the
present analysis is that it demonstrates impossibility for
the resonance to be manifested in metals whose FSs ev-
erywhere have nonzero Gaussian curvature. This directly
follows from Eqs. (37), (40), (41). All terms included in
these expressions describe a smooth field/frequency de-
pendence of the surface impedance components save the
addend (34) describing the effect of the Fermi-liquid cy-
clotron mode discussed before. So, within the accepted
model of the axially symmetric FS it is now proven that
the presence of zero curvature lines on the FS is the nec-
essary condition for the cyclotron resonance in a normal
magnetic field to be revealed in metals. Such proof is cru-
cial to justify the theory presented in Refs. [21, 22, 23, 24]
and to make it conclusive.
This main result may be of practical use. If proven that
the cyclotron resonance in a normal magnetic field may
be manifested only in those metals whose FSs include
zero curvature lines/points, then being actually observed
this effect can be treated as an evidence of these fea-
tures in the FS geometry of relevant metals. Therefore
an extra information on the electronic structure may be
obtained basing on such observations. This may appear
to be especially useful in studies of electronic structures
of quasi-two-dimensional metals where very intensive ef-
forts are currently applied. Many such materials are high
TC superconductors, and it is known that the FS curva-
ture anomalies could influence the transition temperature
TC .
We got our results within the model of axially symmet-
ric Fermi surface assuming that the electron cyclotron
mass m⊥ is independent of pz. However, the results
may be easily generalized to metals with cubic or hexag-
onal symmetries of the crystalline lattice provided that
the magnetic field is directed along a high-order symme-
try axis. Neglecting Fermi-liquid effects we can further
generalize our results but we do not believe this worth-
while, for these generalizations in all probability will not
bring qualitative changes in the main results and conclu-
sions presented above.
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APPENDIX I
In calculations of the integrals (11) we divide the FS
in segments supposing the one-to-one correspondence of
pz and vz over each segment. Then we change variables
in these integrals and rewrite them as follows:
Φ±0 (u) = 2uχ±
∑
i
∫
ai(v)dxi/dv
u2χ2± − v2
dv, (43)
Φ±1 (u) = 2
∑
i
∫
ai(v)xi(v)dxi/dv
u2χ2± − v2
dv, (44)
Φ±2 (u) = 2uχ±
∑
i
∫
ai(v)x
2
i (v)dxi/dv
u2χ2± − v2
dv. (45)
Summation over “i” is carried out over the segments.
Some segments include effective cross-section v = 0.
Cross-sectional areas have maxima/minima at v = 0, so
8we employ the following approximation for ai(v) near
v = 0 :
ai(v) ≈ ai(0)− a˜i(0)v2 (46)
where a˜i(0) =
1
2
νi|d2ai/dv2|v=0, and νi is the sign fac-
tor. When ai(v) has a maximum at v = 0, νi = 1.
Otherwise, νi = −1. Using the approximation (46) we
present the contribution from the j -th segment includ-
ing an effective cross-section to Φ±0 as follows:
2uχ±
∫ v2j
v1j
[aj(v)− aj(0) + a˜j(0)v2]dxj/dv
u2χ2± − v2
dv
+ 2uχ±
∫ v2j
v1j
[aj(0)− a˜j(0)v2]dxj/dv
u2χ2± − v2
. (47)
Here, v1j < 0 < v2j . The second term represents a sin-
gular part of the integral which gives the contribution
from the vicinity of the effective cross-section v = 0.
This contribution equals:
−2uχ± dxj
dv
(
iπ
uχ±
+
1
|v1j | +
1
|v2j |
)
[aj(0)−a˜j(0)(uχ±)2].
(48)
Now, we expand the first (nonsingular) term in the ex-
pression (47) in series in powers of the parameter uχ±.
This expansion takes on the form:
∞∑
n=0
Mn(uχ±)n (49)
where
Mn =
∫ |v2j |
0
dxj
dv
[aj(v)− aj(0)] dv
v2n+2
−
∫ |v1j |
0
dxj
dv
[aj(v)− aj(0)] dv
v2n+2
. (50)
Also, we expand in series in powers of uχ± all terms
in the expression (43) originating from those segments
which do not include effective cross-sections. Carrying
out the summation over the segments and keeping all
contributions no less than (uχ±)
2 we get the following
approximation for Φ±0 :
Φ±0 (u) = −
iπp20
ρp2m
[
1 + ρd(uχ±)
2
]− uχ±. (51)
Here,
a = 2
∑
j
[∫ |v1j |
0
γj(v)
v2
dv +
∫ |v2j |
0
γj(v)
v2
dv +
2
v
]
(1− δj0)
+2
∑
k
[ ∫ |v1k|
0
ak(v)
dxk
dv
v2
dv +
∫ |v2k|
0
ak(v)
dxk
dv
v2
dv
]
+2
[∫ |v0|
0
γ0(v)
v2
dv − 1
v
]
δj0, (52)
γj(v) =
[
aj(v)− aj(0)
]dxj
dv
, (53)
d =
2
π2ρ2p2mp
2
0
∑
j
(
1− 1
2
δj0
)
νj
aj(0)K2j (0)
. (54)
In Eq. (52), (54) summation over “k” is carried out
over those segments of the FS which do not contain any
effective cross-sections, and summation over j is carried
out over effective cross-sections.
Proceeding in a similar way we obtain the following
asymptotics for the integrals Φ±1 :
Φ±1 (u) = −iπ
(
dxj
dv
)−1
uχ±δj0 − b(uχ±)2 (55)
where δj0 is the Kronecker delta symbol,
b = 2
∫ |v|
0
dv
v
(
a0(v)x0(v)
dx0
dv
)
+ 2
∑
i6=0
[ ∫ |v1i|
0
dv
v
ai(v)xi(v)
dxi
dv
+
∫ |v2i|
0
dv
v
ai(v)xi(v)
dxi
dv
. (56)
All terms including the integrals Φ±2 in the expressions
for the transverse conductivity components (15) are less
than (uχ±)
2 in magnitude, so we drop them from con-
sideration. Substituting Eqs. (51), (55) into (15), and
introducing extra designations:
s =
[
πρp20p
2
mK
2
0 (0)
]−1
,
g = πρp2m
/
p20, (57)
we arrive at the expressions (23), (24) for the coefficients
Λ±1,2.
APPENDIX II
To study the magnetic field/frequency dependence of
the integrals Y1 and Y2 we make change of the variables
in these integrals introducing a new variable z (χ±z =
y) . Then we have:
Y ±1 =
1
2ξ2
(1− χ2±)−
9
πξ2
(
aχ± +
π2
g2
α1 − b2α2
)
+
1
2ξ2
lnχ±
[
−
(
a2g2
π2
+ d
)
χ2±
+ 2α2bg
(
abg
π2
+ c
)
χ± +
g2b4α22
π2
]
− iπ
g
χ2±
ξ
F0
− π
g
χ±α2
ξ2
F1 − iπ
g
α22
ξ2
F2 +
π
g
1
ξ2
α32
χ±
F±3 . (58)
9Here:
F0 =
∫ ∞
1
{
z
Φ0(z)
− ig
π
z +
ig2a
π2
− ig
πz
(
a2g2
π2
+ d
)}
dz,
(59)
F1 =
∫ ∞
1
{
P (z) +
g2
π2
b2 − 2
z
b
g2
π
(
abg
π2
+ c
)}
dz, (60)
F2 =
∫ ∞
1
(
P (z)
zR(z)
− i
z
g3
π3
b4
)
dz, (61)
F±3 =
∫ ∞
1
P (z)
z2R(z)
dz
1− iα2/χ±zR(z) . (62)
Besides we used notations:
P (z) =
Φ21(z)
Φ20(z)
,
R(z) =
Φ0(z)
Φ0(z)Φ2(z)− Φ21(z)
. (63)
Here Φm(z) are the integrals Φ
±
m defined by Eq. (11).
The quantity uχ± in each integrand is replaced by i/z,
therefore Φm(z) do not depend on the magnetic field.
The integral Y ±2 can be presented as:
Y ±2 = −
χ±π
g
α1
ξ2
− iπ
g
χ2±
ξ2
X0 − π
g
χ±
ξ2
α2X1
− iπ
g
α22
ξ2
X2 +
α32
χ±
π
g
1
ξ2
X±3 , (64)
X0 =
∫ 1
0
zdz
Φ0(z)
, (65)
X1 =
∫ 1
0
P (z)dz, (66)
X2 =
∫ 1
0
P (z)
zR(z)
dz; (67)
X±3 =
∫ 1
0
P (z)
z2R(z)
dz
1− iα2/χ±zR(z) . (68)
The magnetic field dependencies of Y ±1,2 are manifested
through their dependencies of χ±. Corresponding fac-
tors are explicitly given in all terms included in Eqs. (58),
(64) but F±3 and X
±
3 . The integrals F0, F1, F2 as well
as X0, X1, X2 do not depend on the magnetic field. In
further calculations we assume ωτ → ∞, so χ± takes
on real values. To compute the integral F±3 we can write
the expression for Mellin transform with respect to the
variable µ (µ = |α2/χ|) :
ψ±(k) =
∫ ∞
0
dµµk−1F±3 (µ)
=
π
sinπk
exp
[
iπk
(
θ
( α2
χ±
)
+
1
2
)]
×
∫ ∞
1
P (z)(zR(z))k−2dz. (69)
We can expand the integrand in series in the inverse pow-
ers of the variable z :
P (z)(zR(z))k−2 = zk−2
∞∑
n=0
∆n(k − 2)
zn
. (70)
where ∆n(k − 2) are the coefficients in the expansion.
Substituting this expansion into Eq. (69) we can rewrite
the expression for ψ(k) in the form:
ψ(k) =
π
sinπk
exp
[
iπk
(
θ
( α2
χ±
)
+
1
2
)] ∞∑
n=0
∆n(k − 2)
n− k + 1 ,
k < n+ 1. (71)
The inversed Mellin transformation gives:
F±3 (µ) =
1
2πi
∫ C+i∞
C−i∞
µ−kψ(k)dk
= − i
2
∞∑
n=0
∫ C+i∞
C−i∞
exp
[
iπk
(
θ
( α2
χ±
)
+
1
2
)]
× µ
−s
sinπk
∆n(k − 2)
n− k + 1 ds. (72)
The integral included into Eq. (72) equals the sum of
residues of the poles of the integrand arranged to the
right from the line Re k = C (0 < C < n + 1). The
contribution from the simple pole corresponding to k =
1, n 6= 0 is:
iχ±
α22
∫ ∞
1
[
P (z)
zR(z)
− ∆0(−1)
z
]
dz. (73)
Using the expressions (63) for the functions P (z) and
R(z) and the asymptotics for the integrals Φ0 and Φ1
at u≪ 1 (carrying this out we have to replace uχ± by
i/z in the integrands) we obtain:
∆0(−1) = ig
3
π3
b4. (74)
Thus the desired residue equals iπα22F2/gξ
2.
The contribution from the double pole corresponding
to k = 1, n = 0 is:
g3
π3
χ±
α2
b4
[
ln
∣∣∣∣ α2χ±
∣∣∣∣− iπθ
(
α2
χ±
)
− iπ
2
]
. (75)
We also have to take into account the contribution from
the simple pole (k = 2, n 6= 1) which equals:
χ2±
α22
∫ ∞
1
[
P (z)−∆0(0)− ∆1(0)
z
]
dz =
χ2±
α22
F1. (76)
Here we used the expressions for ∆0(0) and ∆1(0) :
∆0(0) = − g
2
π2
b2, ∆1(0) =
2bg2
π
(
abg
π2
+ s
)
. (77)
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Finally, we have to consider the double pole (k = 2; n =
1), which gives the contribution:
2bg2
π
(
abg
π2
+ c
)
χ2±
α22
{
2πiθ
(
α2
χ±
)
+ iπ − ln
∣∣∣∣ α2χ±
∣∣∣∣
}
,
(78)
and the contributions from the simple pole at k = 3; n 6=
2 and the double pole at k = 3, n = 2, as well. The
simple pole gives us the following insertion:
− iχ
3
±
α32
∫ ∞
1
dz
(
z
Φ0(z)
+ z∆0(1) + ∆1(1) +
∆2(1)
z
)
= −iχ
3
±
α32
F0, (79)
and the contribution from the double pole equals:
− χ
2
±
ξ2
(
a2g2
π2
+ d
){
3πiθ
(
α2
χ±
)
+ 3π
i
2
− ln
∣∣∣∣ α2χ±
∣∣∣∣
}
.
(80)
We do not account for poles corresponding to larger val-
ues of k because their contributions are smaller in the
order of magnitude than χ2±.
So, we get:
Y ±1 =
1
2ξ2
− 9
πξ2
(
π2
g2
α1 − b2α2
)
+
1
ξ2
g2
π2
b4α22
×
[
ln |α2| − πiθ
(
α2
χ±
)
− iπ
(
1− θ(χ±)− iπ
2
)]
+ o
(
χ±
ξ2
)
. (81)
Also, we expand X±3 in powers of the small parametr
χ±/α2 and we obtain:
X±3 =
iχ±
α2
X2 +
χ2±
α22
X1 +
χ3±
α32
X0 + o
(
χ4±
α42
)
. (82)
Substituting this result into Eq. (64) we arrive at the
expression:
Y ±2 = −
χ±
ξ2
π
g
α1 +
α22
ξ2
+ o
(
χ3±
α32
)
. (83)
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