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1. Introduction
I. Introduction
One of the primary subjects of study in the field of equilibrium statistical physics
is the phenomena of order and disorder, or in other words, presence or absence of
correlations and symmetries in a physical many-body system. In the context of
quantum magnetism, the search for novel and exotic states has been the subject of
much interest [1]. Above all, the eﬀect of competing or “frustrated” interactions
between magnetic moments on magnetic order have been studied since 1950. It
started with investigation of the Ising model with antiferromagnetic interaction on
a triangular lattice by G. H. Wannier [2], in which he showed that there is a very
large degeneracy of ground-state present. The realizations of competing interac-
tions were discovered later in helical magnetic structures by A. Yoshimori [3] and
separately by J. Villain [4] and T. A. Kaplan [5] in 1959, and was studied more in
subsequent work [6, 7]. Two decades later, with the introduction of the concept of
“frustration” by G. Toulouse [8–10] and further contributions by J. Villain [11], the
competing interactions in spin models in the context of spin glasses created more
interest. The research on the subject gained momentum in 1980, when Villain and
coauthors [12] proposed the idea of order from disorder, by considering a “domino
model” of frustrated Ising spins on the square lattice with nearest neighbors interac-
tions, including ferromagnetic exchanges in rows and alternating ferromagnetic and
antiferromagnetic exchanges in columns. They concluded that the model exhibits
ferromagnetic long range order at low temperatures but not at T = 0 [12]. This un-
usual property is one example which remarkably shows the eﬀect of fluctuations, in
lifting the degeneracies between diﬀerent orderings without having required explicit
perturbations. In quantum spin models at zero temperature, quantum fluctuations
may also act similarly to provide a degeneracy-lifting mechanism [13–16].
The exchange interaction formulation in quantum mechanics stands for the change
of the energy of two or more particles with overlapping wave functions. For elec-
trons it manifests itself by taking into account the Coulomb force in addition to
the Pauli exclusion principle. Direct exchange in orthogonal orbitals favors ferro-
1
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magnetism [17]. However, antiferromagnetism is much more present in nature, and
other mechanism such as direct exchange for non-orthogonal orbitals, or indirect
exchange, e. g. via conduction electrons, seem to be the underlying mechanisms for
it. Also, superexchange [18] in insulators is another strong and usually antiferro-
magnetic coupling, which, unlike direct exchange, requires at least one intermediate
orbital.
A generalized Heisenberg Hamiltonian on a crystal is written as a sum of ex-
change terms, explicitly as a tensor product of spin operators, over all pairs in
a many-electron system, including possible ferro- and antiferromagnetic couplings.
This model, known as the quantum Heisenberg Model, is widely used to study the
critical points and phase transitions of a magnetic system. For spin-12 systems, it
is also equivalent to the low-energy limit of the half-filled, non-degenerate Hubbard
Hamiltonian for large on-site Coulomb repulsion U . The ferromagnetic model with
a negative coupling constant can successfully describe ferromagnetic Mott insulators
such as EuO [19] or K2CuF4 [20], as far as their magnetic properties are concerned.
The cuprate parent compound La2CuO4 on the other hand is an example of an
antiferromagnetic Mott insulator with positive superexchange between S = 12 Cu
spins [21].
The central issue of this work is the eﬀect of magnetic frustration which arises
in magnets with several competing exchange interactions. It appears in situations
where a certain type of local order, favored by physical interactions, cannot prop-
agate throughout space [22]. For instance, frustration can occur in the Heisenberg
model when spins do not find a unique orientation to minimize interaction energy
with all their neighbors. In general, frustration happens either due to compet-
ing interactions (such as simultaneous ferro- and antiferromagnetic interactions or
including interactions between more distanced neighbors), or by nearest neighbor
antiferromagnetic interactions in certain lattice structures (such as in triangular,
Kagome´, or two- or three-dimensional pyrochlore lattices), where the geometry of
the lattice imposes constraints on minimization of the interaction energy. In the
former case, such competitions can usually be released by changing a parameter in
the system (e. g. temperature, pressure or magnetic field), to enhance a particular
interaction and force the system into a diﬀerent ordered state. In the latter case
of “geometric frustration” a topic of great interest is the existence of a disordered
“spin liquid” state characterized by only short range spin correlations in the ground-
state. The hallmark eﬀects of frustration are a degenerate ground-state or large
2
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number of low energy excited states. The former may lead to nonzero entropy at
zero temperature [2] and the latter causes an anomalous low temperature thermody-
namic behavior. Lifting the degeneracy by quantum fluctuations may be the source
of new phases and dynamics.
Frustrated quantum magnetic systems in low dimensions have been the subject
of extensive study over the last decades. In 1973, P. W. Anderson with the help
of Hulthe´n’s cluster approach [23] obtained a variational estimate for the ground-
state energy of the triangular antiferromagnetic Heisenberg model [24], which was
much lower than the result obtained from the best (three-sublattice) Ne´el state from
a spin-wave theory. He postulated then, that this state may be a non-magnetic,
probably disordered “resonating-valence-bond” (RVB) state. Further evidence was
given together with P. Fazekas [25], where the RVB state has been suggested as the
ground-state of a new “spin liquid” phase. Realizing such a phase experimentally,
where the local magnetic moments are present in the system, but without showing
any ordering down to low temperatures [26], is still an open problem. So far, no
definite candidate has been found, and only a few possibilities are still under in-
vestigation [27–31] most having a two-dimensional Kagome´ or a three-dimensional
hyper-Kagome´ structure [32, 33].
After the discovery of copper oxide superconductors, the Heisenberg model with
spin-12 on the square lattice with nearest and next-nearest neighbor interaction, the
so-called J1 – J2 model, gained renewed attention. A possible RVB state in this
model has been proposed [34] as the fundamental starting point for the theory of
high-Tc superconductivity [35]. However the cuprates have a Ne´el ordered ground-
state [36] and their lattice symmetry and eﬀective spin size were obtained from
X-ray and neutron scattering experiments. The square lattice sites correspond to
the copper atoms and spins in the two-dimensional copper–oxygen plane, which is
the common structural feature of this family. In this context, the undoped cuprate
superconductors are viewed as Mott insulators (in which electrons are localized in
dx2−y2 orbitals and have only their spin degree of freedom) with antiferromagnetic
ordering [37]. The Heisenberg model has been largely successful in describing the
magnetic state of cuprate parent compounds [38, 39], which is of the conventional
Ne´el type instead of an RVB state. The magnetic order gradually disappears with
increasing doping and subsequently superconductivity develops.
In this work the frustrated J1 – J2 Heisenberg model will be studied in detail with
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the help of both analytical spin-wave method and in particular numerical Exact Di-
agonalization (ED) and Finite-Temperature Lanczos Method (FTLM). The recent
intense interest in this model stems from two facts: i) First, it is a generic model for
studying the interplay of frustration and quantum fluctuations and its eﬀect on the
stability of magnetic order [35,40,41] and the possibility of nonmagnetic spin liquid
phases and possible exotic nonmagnetic long range order, such as stacked dimer and
spin nematic state. ii) Second, there are numerous quasi-2D transition metal com-
pounds whose magnetism is described by this model, therefore it is of great practical
importance, e.g. for explanation of thermodynamic properties (susceptibility, spe-
cific heat, ordered moment) as well as for the description of their dynamical response
and spin-wave excitations.
We first give a brief qualitative description of the possible phases in this model
which depend on the frustration ratio J2/J1. There are three diﬀerent magnetically
ordered regions, a ferromagnetic phase, a Ne´el antiferromagnetic phase with the
ordering vector (π,π) as well as two degenerate columnar antiferromagnetic phases
with ordering vectors (π, 0) and (0,π) along two diﬀerent crystal directions. The
degeneracy is lifted in the generalized J1ab – J2 model on the rectangular lattice which
will also be investigated. Classically these are the only possible phases. However,
quantum fluctuations diverge in the crossover regions between the antiferromagnetic
phases because lines of zeros for the spin-wave energies appear. This destroys the
ordering of spins in a narrow region around the phase boundary. There exists two
proposals for the nature of these “disordered” regions, namely the valence bond
crystal of spin dimers for J1 > 0, and the spin-nematic phase for J1 < 0. In the RVB
state, which was originally proposed by Pauling [42] in metals, each pair (dimer) of
spins form a singlet with S = 0, and the nonmagnetic ground-state is expressed as
the superposition of all possible such dimers. This “resonating” property makes the
state translationally invariant, but the spin dimers may also be arranged in a fixed
stacking, then the translational symmetry is broken and a valence bond “crystal”
is formed. This state has been suggested for the crossover region between the Ne´el
and columnar antiferromagnetic phases [43]. For ferromagnetic J1 < 0 the bond
spin-nematic phase was proposed as a candidate for the transition region from the
columnar antiferromagnetic to the ferromagnetic phase [44] In this hidden order
phase the time reversal and translational symmetries are preserved while the spin-
rotational SU(2) symmetry is broken which is equivalent to a quadrupolar type of
long range bond correlations.
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Considerable eﬀort has been devoted to the investigation of these quantum phases
[45, 46]. However, it should be stressed that to this date there is not a single quasi-
2D compound known where they are realized. Therefore this work focuses rather on
the magnetically ordered sectors of the phase diagram. There quantum fluctuations
and frustration lead to characteristic eﬀects in field dependence of the ordered and
uniform moments and temperature dependence of the susceptibility which may be
calculated by the above mentioned methods and compared to experiments in com-
pound classes introduced below. Indeed our methods (ED with finite size scaling
analysis and spin-wave theory) are restricted to the magnetically ordered regime
and break down close to the classical phase boundaries. This will be used for an
estimate of the width of the nonmagnetic sectors. A comparison of both analytical
and numerical methods will show that the range of their validity is not identical,
which prevents a precise determination of the extent of these sectors.
Our analysis of the magnetically ordered sectors is applicable to various classes of
compounds which will be quantitatively studied in this work: 1) The isotropic J1 –
J2 model will be applied to a family of quasi-2D layered vanadium oxide compounds
that are all within the sector of columnar antiferromagnetism. 2) The same model
is also applicable to quasi-2D organic copper compounds (Cu-pyrazine) which are
located in the Ne´el phase sector of the phase diagram. 3) The general anisotropic
J1a,b – J2 model has also been much discussed for the columnar antiferromagnetism
of Fe-pnictide compounds, although the latter are not Mott insulators (see Ref. [47]
and references cited therein). Nevertheless in the analysis of spin-wave excitations
determined by inelastic neutron scattering mainly this model has been used e.g.
[48]. It leads to the surprising conclusion that the nearest neighbor interactions
J1a,b along the orthorhombic a and b axes are strongly anisotropic, indeed may even
have diﬀerent signs. This provided the motivation to study this model in detail in
the present work in the whole frustration-anisotropy parameter range. The physical
origin of the pronounced anisotropy may be found in an underlying orbital order of
Fe 3d orbitals [49]. It was also noticed that the experimental saturation moment
from neutron diﬀraction may be smaller than the expected one (from LSDA calcula-
tions) by up to a factor two. Within the localized moment picture for Fe pnictides is
has been proposed that this may be due to the frustration inherent in the J1a,b – J2
model. It will be demonstrated here that this cannot be upheld and that anisotropy
has actually a stabilizing eﬀects on the moment in the columnar antiferromagnetic
region of the phase diagram.
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In the localized spin models discussed so far the exchange frustration is already
manifest at the level of the construction of the Hamiltonian. In itinerant electron
systems, however, the appearance of frustration is a more subtle issue. In fact in
a tight binding picture of noninteracting conduction electrons the scalar hopping
amplitudes cannot be frustrated, irrespective of their range and the geometry of the
underlying lattice. Frustration can only emerge through the eﬀect of correlations
which lead to local spin fluctuations and induced inter-site interactions with increas-
ing interaction strength. This mechanism which is generally much less studied will
be investigated in the context of the correlated Kondo lattice model. It is of great
importance for the magnetism and quantum critical behavior of heavy fermion com-
pounds. In particular, the competition or frustration between the on-site (Kondo-)
singlet formation and correlation-induced inter-site magnetic correlations will be
studied with numerical ED and analytical bond-operator method. This analysis will
also be relevant for the physics of finite clusters of Kondo atoms on surfaces.
To conclude this introduction to the subject of this work a brief description of the
content of the following sections will be given.
Chapter 2 introduces the spatially anisotropic model and describes the model
Hamiltonian, as well as discussing a few realizations and motivations in some com-
pound families.
In Chapter 3, the method of analytical spin-wave theory used in this work is
described. Using a local coordination system defined by the moment orientation in
a magnetic field and a linear approximation, the classical ground-state energy as
well as the eﬀects of quantum fluctuations are studied. The spin-wave spectra of the
model and the magnetic field dependent properties such as the magnetization and
the ordered moment are also discussed.
Chapter 4 explains the method of unbiased numerical exact diagonalization, used
to diagonalize the spin Hamiltonian (described in Chapter 2) with the aim of the
Lanczos algorithm. The calculation of the ground-state properties such as spin corre-
lation functions and static structure factor and their evaluation in a finite system up
to 30 spins are described. Furthermore, the finite-temperature Lanczos method has
been widely incorporated to study the thermodynamic behavior of physical quanti-
ties over changing various system parameters. This method is based on a random
sampling algorithm, and is used to obtain the temperature dependence of magnetic
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susceptibility, heat capacity, and 3rd order susceptibility.
In Chapter 5, the numerical implementation of the ED method and the necessary
finite-size scaling analysis is extensively described. A major problem for evaluat-
ing physical quantities within the exact diagonalization method for finite tiles is the
proper choice among the numerous possible tiles. We present a novel and systematic
way to select the best tiles for the finite-size scaling analysis. The general way to
construct the reciprocal space, and incorporating point group symmetries are also
described in this chapter.
Chapter 6 presents the numerical ED results obtained for the ground-state of
the anisotropic J1a,b – J2 model model, and they are compared with those of the
linear spin-wave theory. A complete survey of the model properties in the the
whole parameter space is given and both methods show excellent agreement in the
ordered regions. A detailed finite-size analysis on the ground-state quantities is
carried out and the complete phase diagram of the model is presented. In the
thermodynamic limit, results for the ground-state energy and the ordered moment
are exhaustively investigated, and a discussion for the quality of the finite-size scaling
fit and its relation to magnetically disordered phases is given. Our results show that
anisotropy unexpectedly stabilizes the ordered moment. From this, we may conclude
that frustration eﬀects cannot be used to explain the observed low ordered moment
in Fe-pnictides.
Chapter 7 gives the results for the thermodynamic quantities using the numeri-
cal FTLM technique. The magnetic susceptibility is calculated and applied to the
experimental data of a quasi two-dimensional S = 12 copper pyrazine compound in
order to determine the exchange constants. A discussion of the eﬀect of frustration
and anisotropy on the susceptibility is given and used to determine the frustration
ratio in Cu-pyrazine. This method is, however, not very accurate and may produce
ambiguous results.
Chapter 8 therefore presents the results obtained by using a new method to de-
termine the frustration ratio in two-dimensional quantum magnets. We conclusively
demonstrate that the magnetization and in particular the staggered moment shows
a variation with field that depends strongly on the frustration ratio J2/J1. The
latter provides a new powerful criterion to determine this ratio and we apply this
method to Cu-pyrazine.
Chapter 9 contains the conclusions of the in-depth investigation of the anisotropic
J1a,b – J2 model in this work.
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Chapter 10 addresses the itinerant correlated Kondo lattice model which describes
in a generic way the frustration or competition between on-site singlet formation and
emerging inter-site magnetic correlations due to correlation eﬀects.. The model is
introduced and its ground-state as well as finite-temperature properties are thor-
oughly investigated. In this model the dependence of the Kondo temperature scale
on the Coulomb repulsion is examined. We report a new nonmonotonic dependence
of the local moment on the correlation strength U . We also show that the Kondo
temperature scale increases with U , resolving an existing controversy on this sub-
ject. We study the system both with exact diagonalization technique and the bond
operator theory, and show that these two methods agree very well on the calculation
of the local moment.
Finally, a brief summary of the main achievements of this work is given, concerning
both development of numerical and analytical methods and their application to
physical compounds and problems.
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II. The Frustrated and Anisotropic
J1 − J2 Heisenberg Model
Here we introduce and describe in detail the model Hamiltonian we study in the
current work. Diﬀerent system parameters and their role are briefly discussed and
realizations of this model in several compounds are presented. The classical phase
diagram of the system is introduced and some estimated and measured values for
the exchange interactions constants are given in the following tables.
2.1. Model definition
The eﬀective localized spin Hamiltonian we shall discuss in this work has the form
H =
￿
￿ij￿
Jij Si · Sj − gµBH
￿
i
Si (2.1)
where the sum in the first term extends over bonds ￿ij￿ connecting sites i and j.
Si = (Sxi , S
y
i , S
z
i ) are the spin operators acting on a spin on site i. To preserve U(1)
symmetry, the magnetic field points into the z direction defined by the anisotropy
introduced above. The second term in Eq. 2.1 is the Zeeman energy where an
isotropic g-factor has been assumed. We include this term to investigate uniform
and staggered magnetizations as well as magnetocaloric properties.
2.1.1. Frustrated isotropic model
The Hamiltonian for the two-dimensional J1 - J2 with S =
1
2 model on the square
lattice is given by
H = J1
N￿
￿ij￿1
Si · Sj + J2
N￿
￿ij￿2
Si · Sj . (2.2)
The first sum is taken over bonds between nearest-neighbor sites along both a and
b directions of the square lattice. ￿ij￿2 denotes bonds connecting the next-nearest
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J1
J2
Figure 2.1.: Plaquettes of the lattice in the J1 – J2 model. The classical spin pat-
tern of the Ne´el antiferromagnetic phase is shown as an example, to
demonstrate that the nearest neighbor couplings, together with next-
nearest neighbor antiferromagnetic interactions in general may lead to
frustration (for the bonds shown in red dashed lines).
neighbors along the diagonals of a plaquette. An illustration of each plaquette of
the lattice is shown in Fig. 2.1. As an example, the classical spin pattern of the
Ne´el phase is also shown in the figure. Having antiferromagnetic nearest neighbor
couplings, together with the next-nearest neighbor interactions generally may lead
to frustration in this model, depending on the sign of J1 and J2.
We use a parametrization of the exchange constants which facilitates the discus-
sion of the whole phase diagram. We define a frustration angle φ such that
J1 = Jc cosφ,
J2 = Jc sinφ,
Jc =
￿
J21 + J
2
2 ,
where φ = tan−1
￿
J2
J1
￿
and Jc defines the overall energy scale of the model and is
used as the energy unit. The possible classical phases for this system are ferromag-
netic (FM) with QFM = (0, 0), Ne´el antiferromagnet (NAF) with QNAF = (π,π),
and columnar antiferromagnet (CAF) with QCAF = (π, 0) or degenerately equiv-
alent (0,π). The range of stability of these phases is shown in the right panel of
Fig. 2.2, which illustrates the classical phase diagram. Here, the radius of the circle
corresponds to Jc, and the frustration parameter φ denotes the angle counted from
the horizontal axis J2 = 0. It is obtained from a comparison of classical (i. e. mean
field) ground-state energies Ecl(φ,Q) for the three phases (Section 3.2). In their
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Φ
ba
0.15Π0.85Π
J1
J2
FM NAF
CAF
J1
J2
FM NAF
CAF
Figure 2.2.: Left: classical phase diagram of the Hamiltonian defined in Eq. 2.3
as a function of the frustration angle φ. (−π ￿ φ ￿ π) The overall
energy scale factor Jc is the radius of the circle and is the reference
scale. The borders happen at φ = −3π2 , cos−1(− 2√5), and cos−1( 2√5).
Right: disordered regions with no magnetic order, obtained by including
the quantum eﬀects.
stability region we obtain
ENAF(φ) = 2(sinφ− cosφ)
ECAF(φ) = −2 sinφ
EFM(φ) = 2(sinφ+ cosφ). (2.3)
The left plot of Fig. 2.2 shows the disordered regions of the isotropic phase, where the
magnetic order vanishes. These “nonmagnetic” phases are the regions in the phase
diagram where the ordered moment (discussed in Section 3.5) is zero due to the
eﬀect of diverging quantum fluctuations. The true nature of theses phases and their
possible hidden order (e. g. spin-nematic and columnar dimer) are not discussed in
the present work, because to this date there are no compounds known where they are
realized. The borders are determined by considering the breakdown of the finite-size
scaling of the exact diagonalization result, as described in Section. 6.2.1.
2.1.2. Introducing spatial anisotropy
In addition to the isotropic model, we also investigate the eﬀect of an additional
spatial anisotropy in the ab plane. This is necessary because very often in 3d-oxide
11
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!1.0 !0.5 0.0 0.5 1.0!1.0
!0.5
0.0
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1.0
Φ ! Π
Θ
!
Π
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NAF FM
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Figure 2.3.: Classical phase diagram of the Hamiltonian defined in Eq. 2.4 as a func-
tion of the frustration (φ) and anisotropy (θ) parameters. The dashed
lines correspond to the isotropic case (Fig. 2.2).
compounds orthorhombic distortions of the square lattice are present. Therefore we
consider a generalized model Hamiltonian on the rectangular lattice,
H = J1a
N￿
￿ij￿a
Si · Sj + J1b
N￿
￿ij￿b
Si · Sj + J2
N￿
￿ij￿2
Si · Sj , (2.4)
where now ￿ij￿a and ￿ij￿b are all nearest neighbor bonds along a and b directions,
respectively. It is more convenient to define another angle θ, representing the degree
of anisotropy between nearest neighbor interactions along a and b. This leads to the
parametrization
J1a =
√
2Jc cosφ cos θ,
J1b =
√
2Jc cosφ sin θ,
J2 = Jc sinφ,
Jc =
￿
1
2
￿
J21a + J
2
1b
￿
+ J22 . (2.5)
where tan θ corresponds to the ratio of J1b and J1a, and φ stands for the frustration
between the average interaction of first and second nearest neighbors.
For this general model the classical ground-state energy Ecl(θ,φ,Q) (Chapter 3)
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is given by
ENAF(θ,φ) = 2 sinφ−
√
2 cosφ(sin θ + cos θ)
ECAFa(θ,φ) =
√
2 cosφ(sin θ − cos θ)− 2 sinφ
ECAFb(θ,φ) =
√
2 cosφ(cos θ − sin θ)− 2 sinφ
EFM(θ,φ) =
√
2 cosφ(sin θ + cos θ) + 2 sinφ. (2.6)
Again only the three previous phases can have the lowest energy (now with two
inequivalent columnar CAFa and CAFb phases). The lowest energy determines
which phase is realized in a given (θ,φ) region. Fig. 2.3 displays a sketch of the
classical phase diagram in the φ - θ plane. The horizontal (vertical) axis shows the
frustration (anisotropy) parameter. Here, four classical phases FM, NAF, CAFa and
CAFb exist. In the presence of anisotropy, the degeneracy between two columnar
antiferromagnetic phasesQCAFa = (π, 0) andQCAFb = (0,π) is lifted, except for θ =
π
4 and −3π4 which both represent the isotropic model. Moreover, φ = 0 corresponds
to the unfrustrated case with J2 = 0, where only first neighbor interactions exist.
Furthermore, with φ = ±π2 there are no first neighbor interactions (J1a = J1b =
0, |J2| = Jc), and for φ = π2 the model is equivalent to the unfrustrated simple
Ne´el case (θ = π4 ,φ = 0) with two completely uncoupled sublattices. In the special
case of θ = π2 and φ = 0, one of the first neighbors interactions and also next-
neighbors exchange are zero, hence we have only decoupled chains and the model is
one dimensional.
2.2. Compounds
Both isotropic and anisotropic cases of the introduced model Hamiltonian have re-
alization in a number of crystal structures [40]. In this work, we focus on three
diﬀerent classes of materials, in which this model is able to describe several aspects
of their magnetic behavior.
2.2.1. Vanadium oxides
The J1-J2 model appears to describe well the thermodynamic and magnetic proper-
ties of two classes of insulating vanadium oxide compounds of the type Li2VOXO4
(X = Si, Ge) [57] and AA￿VO(PO4)2 (A, A￿ = Pb, Zn, Sr, Ba) [52,54]. They consist
of vanadium oxide pyramid layers containing V4+ ions with S = 12 , as illustrated
13
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b
a
J
1
J
2
c
a
Figure 2.4.: Figure from Ref. [52]: crystal structure of BaCdVO(PO4)2: single
[VOPO4] layer (left) and stacking of the layers (right). Arrows indi-
cate superexchange interactions J1 (along the side of the square) and
J2 (along the diagonal of the square) between V atoms in the center of
(green) VO5 pyramids. Larger and smaller spheres denote Ba and Cd
cations, respectively.
Label Compound φ/π Jc/(kBK) Ref.
1 Zn2VO(PO4)2 0.008 7.9 [53]
2 Li2VOGeO4 0.44 4.2 [54, 55]
3 Li2VOSiO4 0.47 6.3 [54, 55]
4 BaZnVO(PO4)2 0.66 10.5 [55]
5 Pb2VO(PO4)2 0.66 10.8 [55]
Pb2VO(PO4)2 0.67 11.5 [54]
6 SrZnVO(PO4)2 0.74 12.2 [55]
7 BaCdVO(PO4)2 0.76 4.8 [52]
5' Pb2VO(PO4)2 0.60 6.8 [56]
Table 2.1.: Exchange interactions constants for various vanadium oxide compounds
obtained from susceptibility χ(T ) analysis. The frustration angle φ is
calculated using Eq. 2.3 and the labels correspond to Fig. 2.5.
in Fig. 2.4 from Ref. [52] which shows the crystal structure of BaCdVO(PO4)2.
Although the true crystal structure of these compounds corresponds to a two-
dimensional lattice with lower symmetry than the square lattice, we may describe
the physics using a J1 – J2 model on a square-lattice. The reason will be explained in
Chapter 7 and it will be shown that for these compounds the anisotropy is playing
only a minor role.
In Table 2.1 various vanadium compounds and their exchange interaction con-
stants are listed and Fig. 2.5 shows their location in the phase diagram. Based on
the analysis of thermodynamic and magnetic properties (Chapters 7 and 8) these
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Figure 2.5.: Location of vanadium compounds in the phase diagram, based on the
values from Table 2.1 with labels given in the first column.
a
bc
Ca
Fe
As
Jc
J1a
J1b
J2
Figure 2.6.: Figure from Ref. [48]: Schematic view of the Fe spin ordering in
CaFe2As2, consisting of two-dimensional CAFa structure stacked an-
tiferromagnetically along c.
compounds are known to be mostly in the CAF phase.
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Label System Ref. S SJ1a SJ1b SJ2 SJc φ/π θ/π
1 CaFe2As2 [59] – 41 10 21 36 0.19 0.08
C CaFe2As2 [60] 0.4 24–37 7–20 28–34 33–45 0.29 0.13
D CaFe2As2 [48] 0.22 49.9 -5.7 18.9 53.7 0.11 -0.04
B BaFe2As2 [58] 0.28 17.5 17.5 35 39.1 0.35 0.25
5 BaFe2As2 [58] 0.54 36 -7 18 31.6 0.19 -0.06
6 CaFe2As2 [51] 0.75 27.4 -2.1 14.5 24.3 0.20 -0.02
7 BaFe2As2 [51] 0.84 36.1 -2.6 12.0 38.0 0.10 -0.02
8 SrFe2As2 [51] 0.84 35.3 2.2 13.4 28.4 0.16 0.02
Table 2.2.: Fe-pnictide exchange interactions (in meV) from experiment (top) and
theory (bottom). Jc is the average exchange energy scale and θ and φ
are anisotropy and frustration angles (Eq. 2.5). The eﬀective spin S is
obtained from the moment µ = 2SµB.
2.2.2. Undoped parent compounds of Fe-pnictide superconductors
The generalized anisotropic J1a,b - J2 Heisenberg model with large anisotropy has
recently been invoked in the interpretation of spin-wave excitations for the undoped
Fe-pnictide parent compounds [48,58–60] even though the compounds are metallic.
It has also been discussed whether the observation of small ordered moments can
be understood within a frustrated local moment model. For a detailed discussion of
these topics we refer to Chapter 6 as well as Ref. [47] and the numerous references
cited therein.
Fig. 2.6 from Ref. [48] illustrates the spin ordering of Fe in crystal structure of
CaFe2As2. Table 2.2 includes the values of the exchange interactions and frustration
and anisotropy parameters for Fe-pnictides obtained from the fit to the measured
data from Inelastic Neutron Scattering (INS) (top) and theoretical calculation from
Local Spin Density Approximation (LSDA) (bottom). In the latter case they are
obtained from mapping the LSDA energy to that of a classical Heisenberg model [51].
For some of the experimental values from INS, Fig. 2.7 shows the location of the
compounds in the phase diagram. Diﬀerent groups have given diﬀerent values of
(θ,φ) for the same compound.
2.2.3. Copper pyrazine perchlorate
In previous studies [61, 62] on Cu(pz)2(ClO4)2, the spin-wave excitations, field de-
pendent moment and ordering temperature TN (H) of this compound were deter-
mined. Based on these results and on earlier thermodynamic studies in [63, 64], it
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Figure 2.7.: Location of some parent compounds of the Fe-pnictides in the phase dia-
gram, based on the experimental values from Table 2.2 with labels given
in the first column. Here A represents the standard nearest-neighbor
Heisenberg model (J1a = J1b = J1 = Jc, J2 = 0) and B, C, and D are
given in Table 2.2.
Figure 2.8.: Figure from Ref. [61]: (a) Three-dimensional view of the crystal struc-
ture of Cu(pz)2(ClO4)2. The Cu2+ ions are shown as big spheres. The
ClO4 tetrahedra are located between the copper layers and pyrazine
molecules link Cu2+ in bc-plane. (b) The projection of the crystal struc-
ture on the bc-plane shows the Cu2+ square-lattice structure. The square
lattice are shifted by (0,0.5,0) from one layer to the next.
17
2. The Frustrated and Anisotropic J1 − J2 Heisenberg Model
was suggested that Cu pyrazine is close to a pure two-dimensional square lattice Ne´el
antiferromagnet with a frustration ratio J2/J1 = 0.02 or φ/π ≈ 0.006. The crys-
tal structure of Cu(pz)2(ClO4)2 is shown from Ref. [61] in Fig. 2.8. In the present
work, based on Ref. [65], we propose a new method for the determination of the
frustration ratio in this and similar two-dimensional quantum antiferromagnets. We
suggest to use the nonlinear field dependence of the staggered magnetization for the
determination of the degree of frustration. In Chapters 7 and 8, we show that an
analysis of the magnetic susceptibility by finite-temperature Lanczos method, and
an analysis of the non-monotonic field dependence of the staggered moment, both
give values for the frustration angle φ which are considerably larger than reported
previously, although they are still deep within the NAF region.
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III. Analytical Methods: The Linear
Spin-Wave Analysis
We shall now describe the analytical linear spin-wave approximation which we apply
to study the J1a,b – J2 Heisenberg model in an external field. To understand various
aspects of frustration, in particular for uniform and staggered magnetization, the
comparison of analytical results (even if approximate) to numerical exact diagonal-
ization results is of great importance. We introduce a local coordinate system for all
spins, aligned with the classical moment direction, and obtain the classical ground-
state energy. Subsequently, we use a Holstein–Primakoﬀ transformation followed
by a Bogoliubov transformation in order to diagonalize the Hamiltonian and obtain
total ground-state energy (including the contribution from quantum fluctuations),
phase diagram, and spin-wave spectra. We also derive expressions for the ordered
and induced moments, as well as the zero-temperature magnetic susceptibility at low
magnetic field. The formal procedure is similar to the one discussed in Refs. [66–68]
and [47].
3.1. Local coordinate system
The eﬀective localized spin Hamiltonian we shall discuss here is of the form
H =
￿
￿ij￿
Jij Si · Sj − gµBH
￿
i
Si (3.1)
where the sum in the first term extends over bonds ￿ij￿ connecting sites i and j. We
assume an isotropic interaction in spin space, but the following formalism is valid
as long as the interactions preserve U(1) symmetry. Without loss of generality, we
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define the global z axis by the magnetic field direction. Furthermore, we set
Jij =

J1a if Ri −Rj = ± eˆx
J1b if Ri −Rj = ± eˆy
J2 if Ri −Rj = ± eˆx ± eˆy
, (3.2)
i. e., we restrict the interactions to anisotropic nearest- and next-nearest neighbor
exchange on a rectangular lattice. However, the general strategy is independent
of the lattice geometry and exchange interactions. Thereafter, on each site i we
introduce a local coordinate system, where the z￿ axis is oriented parallel to the
local magnetic moment. The expansion of Eq. 3.1 in spin-wave coordinates has to
be performed in this local system. We write S
x
i
Syi
Szi
 =
 cos(Q ·Ri) − sin(Q ·Ri) 0sin(Q ·Ri) cos(Q ·Ri) 0
0 0 1

 cosΘ 0 − sinΘ0 1 0
sinΘ 0 cosΘ

 S
x￿
i
Sy
￿
i
Sz
￿
i

(3.3)
with the ordering vector Q in the xy plane perpendicular to the magnetic field which
points along the z axis. At finite magnetic field values, the spins are canted out of the
xy plane and gradually aligned with the z axis (direction of the field). The respective
canting angle Θ is measured relative to this axis, where Θ = 0 corresponds to the
fully polarized state (moments along z axis), and Θ = π2 to the state with vanishing
magnetic field (moments in the xy plane).
3.2. Classical ground-state energy
In this local coordinate system, we rewrite the scalar products and the Zeeman term
and obtain the classical Hamiltonian (i. e. the classical ground-state energy),
Hcl = NS2
￿
J(Q) + cos2Θ (J(0)− J(Q))￿−NSh cosΘ, (3.4)
with h = gµBH, here we have introduced the Fourier transform
J(k) =
1
N
￿
￿ij￿
Jije
−ik(Ri−Rj) =
1
2
￿
n
Jne
−ik·Rn . (3.5)
Which satisfies J(k) = J(−k). The last sum runs over all bonds n connecting a fixed
site i with its neighbors. Minimizing Eq. 3.4 with respect to Θ yields the classical
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canting angle Θc via
cosΘc =
h
2S (J(0)− J(Q)) , (3.6)
and then Eq. 3.4 reads
Hcl = NS2
￿
J(Q)− cos2Θc (J(0)− J(Q))
￿
. (3.7)
Minimizing this Hamiltonian with respect to the components of Q, leads to four
well-known classical phases (Fig. 2.3) with ordering vectors
Q =

0 ferromagnet (FM)
(π/a,π/b) Ne´el antiferromagnet (NAF)
(π/a, 0) columnar antiferromagnet along a (CAFa)
(0,π/b) columnar antiferromagnet along b (CAFb)
. (3.8)
The minimization condition reduces to ∂J(Q)/∂Q = 0 and hence is field indepen-
dent. Thus, the classical ground-state energies are
Ecl0 = NS
2

J1a + J1b + 2J2 FM
2J2 − (J1a + J1b)− 2 (J1a + J1b) cos2Θc NAF
J1b − (J1a + 2J2)− 2 (J1a + 2J2) cos2Θc CAFa
J1a − (J1b + 2J2)− 2 (J1b + J2) cos2Θc CAFb
(3.9)
where cosΘc = h/hs, and the critical or saturation fields for the antiferromagnetic
phases where all moments are polarized along z axis are given by Eq. 3.6,
hs
2S
= J(0)− J(Q) (3.10)
= −

2 (J1a + J1b) NAF
2 (J1a + 2J2) CAFa
2 (J1b + 2J2) CAFb
. (3.11)
In the above relation for these three classically ordered phases, the exchange inter-
action between those spins which are parallel to each other no longer enters, and
only antiferromagnetic exchanges contribute to the saturation field, e. g. in the NAF
phase the saturation field value is independent of the next-nearest neighbor interac-
tion J2, because they are already in a ferromagnetic alignment. Fig. 3.1 illustrates
the saturation field dependence for θ = π4 and θ = 0 with varying the frustration
angle φ.
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Figure 3.1.: Saturation field hs as a function of the frustration ratio φ, for the
isotropic case with θ = π4 (solid line) and maximally anisotropic θ = 0
case (dashed lines). Horizontal solid (dashed) lines denote the classical
phase boundaries for the isotropic (anisotropic) case. Names of phases
are only mentioned for the isotropic model.
The extremal condition for Hcl contains an additional solution having an incom-
mensurate wave vector given by
cos aQx = − J1b
2J2
, cos bQy = −J1a
2J2
, (3.12)
with a ground-state energy
Ecl0 = −
J1aJ1b
8J2
. (3.13)
However, this energy for the incommensurate wave vector is always higher than or
equal to the energy in Eq. 3.9 of the commensurate ground-state corresponding to
the values chosen for the exchange constants.
From the classical ground-state energy in Eq. 3.9, one may already construct the
phase diagram in the φ – θ plane. The phase diagrams shown in Figs 2.2 and 2.3
in Chapter 2 are obtained in this way. However, for the following discussion it is
important to include also the eﬀect of quantum fluctuations.
3.3. The eﬀect of quantum fluctuations
Starting from the classically ordered phases, one may construct a linear spin-wave
analysis, and by calculating the eﬀects of zero-point fluctuations in spin-wave ap-
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proximation obtain an improved ground-state energy. This program has been suc-
cessfully implemented before for the isotropic case [40, 69] to calculate an estimate
for the reduction of the ordered moment and the extension of the instability region
where magnetic order breaks down. Here, we describe the more general case and
determine the importance of frustration and quantum fluctuations. In some regions
of the φ – θ phase diagram, the ground-state is degenerate of two or more classi-
cal phases, hence they show large quantum fluctuations which causes the reduction
or even suppression of the ordered moment. These are strongly frustrated regions
of the phase diagram and this approach however, cannot determine whether other
more exotic hidden order is stabilized in this region. For the isotropic case, theses
areas are shown in the left panel of Fig. 2.2, and their range is determined by the
breakdown of the finite-size scaling analysis of exact diagonalization data (described
in Chapter 5).
3.3.1. Holstein – Primakoﬀ transformation
Returning to Eq. 3.1, now expressed in the local coordinate system, Eq. 3.3, we
apply a Holstein-Primakoﬀ transformation [70] first. In the following we suppress
the primes referring to the local coordinate system. We introduce bosonic operators
ai and a
†
i that describe fluctuations of the ordered moment according to
Szi = S − a†iai , (3.14)
S+i =
√
2S
￿
1− a
†
iai
2S
￿ 1
2
ai →
√
2Sai , (3.15)
S−i =
√
2Sa†i
￿
1− a
†
iai
2S
￿ 1
2
→ √2Sa†i , (3.16)
Sxi =
1
2
￿
S+i + S
−
i
￿→￿S
2
￿
ai + a
†
i
￿
, (3.17)
Syi =
1
2
i
￿
S+i − S−i
￿→ −i￿S
2
￿
ai − a†i
￿
. (3.18)
Subsequently we perform a 1/S expansion of scalar products, and keep only terms
up to bilinear order in the boson operators. Details of the calculation can be found
in Appendix A.3 and Ref. [47].
With introducing generalized inter- and intra-sublattice interactions A(k) and
B(k), and an additional antisymmetric interaction C(k) occurring only in finite
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magnetic fields,
A(k) = J(k) +
1
2
[J(k+Q) + J(k−Q)]− 2J(Q),
B(k) = J(k)− 1
2
[J(k+Q) + J(k−Q)] ,
C(k) = J(k+Q)− J(k−Q), (3.19)
and by introducing a Fourier representation of the spin-wave operators,
a†i =
1√
N
￿
k
a†ke
−ik·Ri , (3.20)
the Hamiltonian will take the form
H = NS(S + 1) ￿J(Q) +A(0) cos2Θ￿− 1
2
Nh(2S + 1) cosΘ
+
S
2
￿
k
aˆ†kHkaˆk , (3.21)
with,
aˆ†k =
￿
a†k, a−k
￿
(3.22)
Hk =
￿
H1 +Ha H2
H2 H1 +Ha
￿
, (3.23)
H1 = A(k)− cos2Θ (B(k) + 2A(0)) + h
S
cosΘ, (3.24)
H2 = B(k)
￿
1− cos2Θc
￿
, (3.25)
Ha = C(k) cosΘ. (3.26)
3.3.2. Bogoliubov transformations
The bilinear Hamiltonian of Eq. 3.21 may be diagonalized by introducing the Bo-
goliubov operators
αk = ukak + vka
†
−k,
α†−k = vkak + uka
†
−k. (3.27)
They correspond to the magnon excitations described by the boson operators αk.
The Hamiltonian 3.21 will be diagonalized in the Fock space of Bogoliubov operators
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provided the coeﬃcients uk and vk are given by
u2k =
1
2
 H1￿
H21 −H22
+ 1
 = 1
2
A(k)− cos2Θ
￿
B(k) + 2A(0)
￿
+ hS cosΘ
E(h,k)
+ 1

v2k =
1
2
 H1￿
H21 −H22
− 1
 = 1
2
A(k)− cos2Θ
￿
B(k) + 2A(0)
￿
+ hS cosΘ
E(h,k)
− 1
 .
(3.28)
These coeﬃcients are needed below for calculating ground-state expectation values
and magnon energies.
3.4. Ground-state properties
The diagonal form of the Hamiltonian can be finally written as
H = NS2 (J(Q)−A(0) cosΘc)
+ NSJ(Q) +
S
2
￿
k
E(h,k)
+ S
￿
k
E(h,k)α†kαk. (3.29)
The sum over k in the equation above runs over the full crystallographic Brillouin
zone. For the spin-wave energies ω(h,k) = SE(h,k), we obtain the expression
E(h,k) =
￿
[A(k)−B(k) cos2Θ]2 − [B(k) (1− cos2Θ)]2 + C(k) cosΘ. (3.30)
3.4.1. Total ground-state energy
We now calculate the total ground-state energy in spin-wave approximation to deter-
mine the zero-field phase diagram. We will also later in Section 6.1 give a comparison
to the results for finite clusters obtained from exact diagonalization. Unless explicitly
mentioned otherwise, we assume Θ = Θc from here on, i. e. we neglect corrections
to the canting angle due to quantum fluctuations. The ground-state energy is given
by the sum of the classical energy and the zero-point contribution of fluctuations of
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Figure 3.2.: Contour plot of the ground-state energy in linear spin-wave approxima-
tion of the frustrated Heisenberg Hamiltonian on the rectangular lattice
as a function of the frustration angle φ and the anisotropy parameter θ.
Energy unit is the overall energy scale Jc, and the magnetic field is zero.
The white lines show the boundaries between the four classical phases,
CAFa, CAFb, NAF and FM. cf. Fig. 6.1.
the magnons, with the dispersion from Eq. 3.30. We have
E = Ecl + Ezp + S
￿
k
E(h,k)α†kαk, (3.31)
Ecl = NS
2
￿
J(Q)−A(0) cos2Θc
￿
,
Ezp = NSJ(Q) +
S
2
￿
k
E(h,k), (3.32)
where Ezp is the zero-point energy.
Figure 3.2 shows the total ground-state energy at zero field as a function of the
frustration angle φ and the anisotropy parameter θ. The energy unit is Jc, and four
magnetic phases appear (see caption) in a symmetric pattern in the φ - θ plane. We
notice the following characteristics of the phase diagram:
i. The ground-state energy and phase diagram are invariant under the follow-
ing symmetry transformations: reflections at the lines θ = π4 and −3π4 and
inversion at the points (φ, θ) = (±π2 , 3π4 ) and (±π2 ,−π4 ). Both operations lead
to (J1a, J1b) → (J1b, J1a) with J2 unchanged. This corresponds to an inter-
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change of the the columnar CAFa/b phases, while FM and NAF phases are
left unchanged. The classical ground-state energy has even more symmetries.
Thus, it is suﬃcient to consider only the parameter range −π ￿ φ ￿ π and
0 ￿ θ ￿ π4 , which can be mapped onto the whole phase diagram applying
discrete symmetry operations under which the Hamiltonian 2.4 is invariant.
This area is shown as shaded in the bottom panel of Fig. 3.2.
ii. In the isotropic case (θ = π4 and −3π4 ), CAFa and CAFb are degenerate.
By moving away from this symmetry line, one of the two phases is selected.
Considering only this line gives the isotropic phase diagram, shown in Fig. 2.2.
iii. Apart from the ferromagnetic state, which is an eigenstate to the Hamiltonian,
the spin-wave corrections stabilize the classical ground-state, i. e., the zero-
point energy (Eq. 3.32) is negative for all values of φ and θ.
3.4.2. Spin-wave spectra
Here we focus on the excitation spectrum of the Hamiltonian 3.29 for some points
in the (φ, θ) phase diagram, as illustrated in Fig. 3.3. This figure shows plots of
the k dependence of the spin-wave excitations for diﬀerent parameter sets (φ, θ).
For simplicity, we scale k with the lattice constants and set kxa → kx and kyb →
ky. All plots refer to the crystallographic Brillouin zone. The selected frustration
and anisotropy parameters correspond to Table 2.2 for some of the materials with
suggestions from previous experiments on Fe-pnictides.
The top left spectrum (A) in Fig. 3.3 shows the well-known dispersion for the
nearest-neighbor Heisenberg model for comparison. It has a Goldstone mode at
the equivalent wave vectors Q = 0 and Q = (±π,±π). The low-energy dispersion
ω(k) = SE(k) is linear around these points with
ω(k) = 2
√
2SJ1
￿
(kx −Qx)2 + (ky −Qy)2. (3.33)
The top-right plot (B) shows the dispersion for (φ, θ)/π = (0.35, 0.25), corre-
sponding to an isotropic exchange on the border between CAFa and CAFb phases.
These parameters have been determined for BaFe2As2 in Ref. [58]. The Goldstone
modes are at Q = (0,±π) and Q = (±π, 0) and the equivalent points Q = 0 and
Q = (±π,±π), reflecting the two-fold degeneracy of the CAFa and CAFb phases.
It should be noted however, that in the Fe-pnictides there are no true Goldstone
modes due to additional single-ion anisotropies, which introduce a gap at these
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Figure 3.3.: Spin-wave spectra E(h = 0,k)/Jc. Clockwise from top left:
(A) (φ, θ)/π = (0, 0.25) – NAF, isotropic exchange with J2 = 0,
(B) (φ, θ)/π = (0.35, 0.25) – CAFa/b, isotropic exchange,
(C) (φ, θ)/π = (0.29, 0.13) – inside CAFa,
(D) (φ, θ)/π = (0.11,−0.04) – even more inside CAFa.
points [48, 58]. The linear dispersion around the minima is
ωa(k) = 2S
￿
2J2 + J1a × (3.34)￿
(2J2 + J1a) (kx −Qx)2 + (2J2 − J1b) (ky −Qy)2
for the CAFa phase, and
ωb(k) = 2S
￿
2J2 + J1b × (3.35)￿
(2J2 − J1a) (kx −Qx)2 + (2J2 + J1b) (ky −Qy)2
for the CAFb phase.
For (φ, θ)/π = (0.29, 0.13), assigned to CaFe2As2 in Ref. [60], we show the spin-
wave dispersion in the bottom left plot (C) of Fig. 3.3. With these parameters,
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the system is deep inside the CAFa phase. In contrast to the isotropic case, the
dispersion around Q∗ = (0,±π) and (±π,±π) have a finite energy gap, while still
being local minima (but with a quadratic k dependence). We have Ea(k) = 0
remaining only at the wave vectors k = 0 and (±π, 0), characteristic for the CAFa
phase.
Finally, the bottom right plot (D) in Fig. 3.3 displays the dispersion for (φ, θ)/π =
(0.11,−0.04). This alternative parameter set was proposed in Ref. [48] for CaFe2As2.
The local minima atQ∗ = (0,±π) and (±π,±π) discussed in the previous paragraph
have almost disappeared, the dispersion at the zone boundary ky = ±π is flat.
3.5. Field dependence of the ordered moment and
magnetization
The most appropriate quantity for judging the degree of frustration in the local
moment model is the size of the ordered ground-state moment, relative to its size in
the unfrustrated (J2 = 0) isotropic (J1a = J1b = J1) Ne´el antiferromagnetic model.
The latter is already reduced with respect to the classical value S to the well known
value [71] of m0Q ∼ 0.607S. The stronger the frustration, the more reduction of the
local moment, even below this value is expected.
3.5.1. Total magnetic moment
The total moment is the ground-state expectation value of the z component of the
spin S￿ in the local coordinate system,
mtot =
1
N
￿
i
￿
Sz
￿
i
￿
= S − 1
N
￿
k
￿
a†kak
￿
= S − 1
N
￿
k
v2k, (3.36)
In zero magnetic field (Θ = π2 ), this quantity is the same as the ordered moment
mQ, defined by the projection of the canted spins onto the xy plane,
mQ = mtot sinΘ, (3.37)
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which we will discuss later. For the moment, inserting the expression for vk required
to bring the Hamiltonian into the diagonal form yields
mtot = S
￿
1− 1
2S
￿
1
N
￿
k
A(k)−B(k) cos2Θc
E(h,k)
− 1
￿￿
. (3.38)
Due to quantum fluctuations, mtot < S is smaller than in the classical case, except
for the ferromagnetic phase. Near the boundaries of the CAFb and CAFa phases
to the NAF phase, the ordered moment vanishes, indicating the failure of spin-wave
theory due to strong frustrations. Also between the FM and CAF phases the latter
lead to a vanishing mQ in a small region. This shall be described in more details in
Sections 6.2 and 6.3.
3.5.2. Uniform magnetization in magnetic field
The uniform magnetization of the system is the ground-state expectation value of
the z component of the spin S in the global coordinate system,
m0 =
1
N
￿
i
￿Szi ￿ . (3.39)
Since this is just the projection of the ordered magnetic moments onto the field
direction, we can also write
m0 = mtot cosΘ. (3.40)
Here, Θ is not the classical canting angle Θc, since the latter does not include
corrections due to quantum fluctuations. Thus, we have to regard Θ as independent
variable again, return to the Hamiltonian before the replacement Θ → Θc, and
minimize its corresponding ground-state energy with respect to Θ.
Because the 1/S corrections are already included in the ground-state energy ob-
tained from Eqs. 3.29 and 3.30, we can equivalently use the definition of the uniform
magnetization per site as the negative field derivative of E0(Θc),
m0 = − 1
N
∂
∂h
E0(Θc) (3.41)
= − 1
N
∂E0(Θc)
∂ cosΘc
∂ cosΘc
∂h
(3.42)
with Θc given by Eq. 3.6 and the ground-state energy in linear spin-wave approxi-
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mation
E0(Θc) = NS
2
￿
J(Q)−A(0) cos2Θc
￿
+
NSJ(Q) +
S
2
￿
k
E(h,k). (3.43)
Then the result is given by
m0 = S
h
hs
￿
1 +
1
2S
1
N
￿
k
B(k) (A(k)−B(k))
A(0)E(h,k)
￿
(3.44)
3.5.3. Ordered moment in magnetic field
The ordered or staggered moment mQ in zero magnetic field has the same value as
the total moment mtot. For a finite field, it can be calculated as the projection of
the total moment mtot onto the plane perpendicular to the field direction, mQ =
mtot sinΘzp. Since mQ is not a thermodynamic quantity, it cannot be expressed
as a derivative of the ground-state energy, similar to the uniform moment where
m0 ∝ ∂E0/∂h. Here, the canting angle Θzp is not the classical canting angle Θc, but
we rather must include corrections due to zero point fluctuations. With increasing
field the value of mtot increases due to suppression of quantum fluctuations while
the projection factor depending on Θzp decreases. This leads to a characteristic non-
monotonic behavior of mQ as function of field which we will use to determine the
frustration angle φ (Chapter 8). The calculation of the ordered moment is described
in Appendix A.4. The final expression is given by
mQ = sinΘc
￿
S − 1
2 sin2Θc
￿
1
N
￿
k
A(k)−B(k) cos2Θc
E(h,k)
− 1
￿
− cos
2Θc
2 sin2Θc
1
N
￿
k
B(k) (A(k)−B(k))
A(0)E(h,k)
￿
, (3.45)
which includes first-order corrections in 1/S.
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IV. Numerical Methods: Exact
Diagonalization and FTLM
This chapter addresses the numerical method used in the present work and de-
scribes the exact diagonalization technique. This method provides the means for
broad investigations into quantum model Hamiltonians applied to finite systems.
We consider setting up the Hamiltonian matrix for the model defined in Chapter 2,
and calculating the energy spectrum of the system. Lanczos tridiagonalization al-
gorithm is used to determine the ground-state as well as a part of the spectrum of
the matrix. The calculation of the ground-state properties such as magnetization
and spin correlation functions are described. Moreover, the concept of random sam-
pling and the finite-temperature Lanczos method for determining the temperature
dependence of magnetic susceptibility and heat capacity are discussed.
4.1. The Hamiltonian matrix and its diagonalization
Given a Hamiltonian, e. g. the spin model of Eq. 2.4, one can construct its matrix
representation by calculating the matrix elements with respect to a chosen basis set
of vectors, such as configurations of spins. The selection of the basis is arbitrary
and diﬀerent sets can be used equivalently, while some might require more or less
computational power. Additionally, symmetries in the Hamiltonian might be incor-
porated to reduce the size of the Hilbert space, therefore reducing the amount of
calculations needed. For example, if the operator Sztot =
￿
i ￿Szi ￿ commutes with
the Hamiltonian, i. e. the model has rotational symmetry around z, then the total
spin component is conserved. Therefore the Hamiltonian matrix has a block diag-
onal form, where each block represents the system with a fixed Sztot. Furthermore,
Bloch wave vectors should be considered for incorporating the translational invari-
ance symmetry of the Hamiltonian, when periodic boundary conditions are applied.
However, one should note that since the Hamiltonian 2.4 is composed only of spin
operators, calculating the matrix elements requires transforming every wave vector
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n Hubbard Heisenberg Kondo
2 4 2 10
4 36 6 346
6 400 20 15 184
8 4 900 70 739 162
10 63 504 252 38 165 260
12 853 776 924 2 046 924 400
14 11 778 624 3432 112 738 423 360
16 165 636 900 12 870 6 332 299 624 282
18 2 363 904 400 48 630 361 077 477 684 436
20 34 134 779 536 184 756 20 836 827 035 351 596
22 497 634 306 624 705 432 1 214 171 997 616 258 240
24 7 312 459 672 336 2 704 156 71 321 835 387 812 803 696
26 108 172 480 360 000 10 400 600
28 1 609 341 595 560 000 40 116 600
30 24 061 445 010 950 400 155 117 520
32 361 297 635 242 552 100 601 080 390
Table 4.1.: Number of states for Sz = 0 for spin
1
2 Hubbard-, Heisenberg- and Kondo-
type models with N sites.
into its spin representation. This is usually the most time consuming part of the
computations.
The size of the Hamiltonian matrix grows exponentially with the system size N .
For instance, Hamiltonians containing only spin 12 operators grow as 2
N in size. This
rapid increase of Hilbert space size is even more pronounced for models including
the charge degrees of freedom, as in Hubbard model where growth is given by 4N
and the Kondo lattice model with both local spin and itinerant charge and spin
degrees of freedom (described in Chapter 10) where the growth is as 8N . Even with
reducing the Hilbert space size using symmetries of the Hamiltonian, this is the main
limitation of the numerical calculations. Table 4.1 lists the actual numbers for these
three classes of models. The numbers belong to the largest sector of the Hamiltonian
with Sztot = 0 and the method to count them is described in Appendix A.2. We have
done the calculations for the Heisenberg model up to 30 spins and the Kondo lattice
model up to 16 (8 local and 8 itinerant) spins.
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4.1.1. Diagonalization methods
Once the Hamiltonian matrix has been set up, many state-of-art algorithms can be
employed for finding its eigenvalues and eigenvectors. We mention here two types of
these algorithms which are widely used in standard applications in mathematics and
computer science. A review of such algorithms can be found in Refs. [72] and [73].
Full diagonalization algorithms
A number of matrix diagonalization algorithms are capable of determining all the
eigenvalues and eigenvectors of a matrix. With such algorithms, e. g. QR Algo-
rithm [73, 74], Householder transformation [75] and Divide-and-conquer [76], one is
able to use the full spectrum of the matrix to calculate the exact1 zero-temperature
and thermal averages of arbitrary operators. While these methods seem to be of
great interest in studying physical systems, their limitation on the size of system
is significant. In general, calculating eigenvalues on a matrix with rank m requires
O(m2) and eigenvectors of O(m3) in time. Nevertheless, small test cases can be
done with these algorithms in order to have an estimate of the error caused by
approximate methods mentioned below.
Partial diagonalization algorithms
In most cases, a matrix obtained from representing a Hamiltonian in some conve-
nient basis consists of mostly zero elements. These “sparse” matrices can be eﬃ-
ciently handled with eigendecomposition algorithms which calculate only a part of
the eigenvalue spectrum. This category of iterative methods [77] work in the Krylov
subspace generated from a starting vector a, and the matrix M , i. e. Kr(M,a) =
span {a,Ma,M2a, . . . ,M r−1a}. These methods rapidly converge into one or few
eigenvalues (of both ends of the spectrum with largest or smallest value). Krylov
subspace methods are among the most successful methods available, and of their
well known examples are the Arnoldi [78] and Lanczos [79] methods. The former
is capable of dealing with general non-Hermitian matrices, while the latter is an
adaptation of the power method [80] to find eigensystem of a Hermitian matrix [73].
1Here by the term “exact” in a numerical context we mean that the amount of error is controllable.
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4.2. Lanczos algorithm
Cornelius Lanczos ["la:ntsoS ] invented an iterative algorithm to transform a real
or a complex symmetric matrix into a tridiagonal form. The eigenvalues of the
resulting tridiagonal matrix are the same as the original matrix and its eigenvectors
can be mapped back onto the eigenvectors of the original matrix. Two important
properties of this algorithm should be mentioned here. First, there is no need to
generate and store intermediate sub-matrices, and second, the extremal eigenvalues
tend to converge long after a few iteration of the tridiagonalization procedure [73].
Hence, Lanczos diagonalization is a powerful method to study the ground-state and
thermal properties of a moderately large Hamiltonian. The memory requirement
of the algorithm is such that at each step of the iteration, only three vectors need
to be stored in memory. Also, one can only store non-zero elements of the matrix,
or equivalently just calculate them on the fly (as a tradeoﬀ of memory and CPU
time). These two features reduce the memory requirements of the implementation
drastically.
The Lanczos algorithm in infinite precision constructs good approximations to the
eigenvalues and eigenvectors of the original matrix. However, it suﬀers moderately
from numerical roundoﬀ errors due to the loss of orthogonality between Lanczos
vectors, which are produced iteratively. Prior to the seminal work of Paige [81, 82]
on the error analysis of the algorithm, the Lanczos method did not gain so much
attention in practical use. One issue caused by the lack of orthogonality is the
appearance of unrealistic “spurious” eigenvalues in the spectrum of the tridiagonal
matrix. There are several ways to cope with that problem. The explicit way is
to preserve the orthogonality at each step, by e. g. performing a Gram–Schmidt
process [73] at each iteration, which is obviously a high-price trade-oﬀ of CPU time
consumption. A simple method to detect the spurious eigenvalues is proposed by
Cullum and Willoughby in Ref. [83], which is based on comparing the spectrum
with eigenvalues of the matrix constructed from removing first row and column of
the tridiagonal matrix. In our implementation, this problem does not show a high
impact in the results, as it will become insignificant with the later described concept
of random sampling.
Another drawback of the Lanczos algorithm is in resolving the correct degeneracy
of eigenvalues. For that, the so-called Jacobi-Davidson algorithm [84] which is sim-
ilar to Lanczos method provides the advantage of rapid convergence of the lowest
eigenstates with true degeneracy count over having less speed and higher memory
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consumption [85]. Enhancements to the plain Lanczos algorithm, such as Block
Lanczos or restart techniques are discussed in Ref. [73] and elsewhere.
4.3. Ground-state properties
One can obtain the ground-state energy and its state vector of the Hamiltonian 2.4
with high accuracy, with rather a few iterations in the Lanczos method. Given an
operator A represented by counting operators, with the ground-state |ψ0￿ we can
calculate the operator expectation value ￿ψ0|A|ψ0￿. If the operator itself commutes
with the Hamiltonian, then matrix-vector operations are no longer needed, since the
eigenvalues of the operators are the same as energies.
The Lanczos algorithm is also capable of calculating low-lying excited states of the
system with Hilbert space size Nst. Being an iterative method, this method requires
a starting vector of length Nst, which is generally set to a normalized random vector.
Since we stop the iteration after M ￿ Nst steps, only a small part of the spectrum
is obtained. If the starting vector is perpendicular to a particular eigenstate of
the system, the corresponding eigenvalue will not be generated during the iteration
in Krylov subspace. This justifies choosing a random starting vector, and enables
considering only a specific sector of the Hamiltonian by choosing the proper starting
vector. Another trick introduced in [86] for obtaining arbitrary excited states is to
shift the Hamiltonian by a priori constant value, i. e. H→ (H−λI)2. This is useful
for example for the study of the energy gap in the system.
We now describe below how to calculate most important physical quantities,
namely the static correlation functions, magnetic structure factor and ordered mo-
ment which are calculated in this context.
4.3.1. Spin correlation functions and static structure factors
In order to figure out the internal spin structure of the ground-state, looking at the
correlation functions is a general starting point. They are defined as
Cαβij = ￿ψ0 |Sαi Sβj |ψ0￿,
Cij = ￿ψ0 |Si · Sj |ψ0￿. (4.1)
But since we are dealing with rather small systems, only considering the value of the
correlations might not be a suitable way to determine a possible underlying order.
Instead, we evaluate the static structure factor, which is the Fourier transform of
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the equal-time spin correlation function. For a system with N spins and arbitrary
vector q, we have
SN (q) =
1
N
N￿
i,j=1
￿Si · Sj￿ eiq(ri−rj) (4.2)
=
N
N
￿S1 · S1￿+ N￿
j=2
￿S1Sj￿ eiq(r1−rj)
 . (4.3)
Eq. 4.3 is only valid when translational symmetry is preserved in the Hamiltonian.
The normalization constant N here should be taken with care. At high tempera-
tures, the individual spins of the finite system become uncorrelated, i. e.
lim
T→∞
￿Si · Sj￿ = ￿Si￿￿Sj￿ = 0, i ￿= j. (4.4)
Therefore,
lim
T→∞
SN (q) =
N
N ￿S1 · S1￿ =
N
N S(S + 1). (4.5)
Thus, one might set N = N in order to get a size-independent limiting value for
the structure factor at high temperatures. But, this would be inappropriate for the
identification of the structure factor with an ordered moment, discussed in the next
Section.
4.3.2. Magnetization and uniform and staggered moments
The total magnetization of the system is the ground-state expectation value of the
z component of the spin S, and at zero-temperature is defined as
MN =
1
N
N￿
i=1
￿Szi ￿ =
1
N
￿Sztot￿. (4.6)
Due to the spontaneous symmetry breaking of the infinite lattice, at zero magnetic
field the system does not exhibit magnetic ordering. However, in any finite system
the ground-state has Sztot = 0 because of its degeneracies. Instead, we directly look
at the correlation functions to study the ordering of spins, and consider the following
two methods for calculating the magnetization in the system.
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Ordered moment: 1st method of calculation
In the thermodynamic limit, we can identify the static structure factor with the
square of the moment at the ordering vector q,
M2N (q) = SN (q), (4.7)
where the ground-state expectation value is evaluated in the Sztot = 0 and k = 0
subspace of the Hilbert space. In the thermodynamic limit, if Q is the ordering
vector of the corresponding classical phase, we can then identify
M2(Q) = lim
N→∞
M2N (Q) = ζ(Q) lim
N→∞
SN (Q). (4.8)
with the appropriate normalization N of SN (Q). Here we have introduced a factor
ζ(Q) =
￿
1, Q = 0 or (π,π)
2, Q = (π, 0) or (0,π)
(4.9)
to account for the additional lattice rotation symmetry breaking in the CAFa and
CAFb phases [87].
For a perfectly ordered classical state with wave vector Q, the ordered moment
assumes its maximum value, M(Q) = S, and we have
￿Si · Sj￿ =
￿
Szi S
z
j
￿
= S2e−iQ(Ri−Rj), i ￿= j. (4.10)
Assuming perfect order for the finite tile under consideration too, we have
SN (Q) =
N
N
￿
S(S + 1) + (N − 1)S2￿
=
1
N NS (NS + 1) . (4.11)
If we require MN (Q) = S also in this case, we have to set
N = N
￿
N +
1
S
￿
, (4.12)
which is the normalization we use for any tile included into our finite-size scaling
analysis for MN (Q). This is in accordance with Refs. [87, 88], and slightly deviates
from the N = N2 normalization commonly used by many authors.
In the ferromagnetic regime, although the fully polarized (all-up) state is an eigen-
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state of the Hamiltonian, the structure factor at the antiferromagnetic ordering vec-
tors for finite systems remains small, but finite. Assuming perfect order again, we
get for the individual terms in the sum in Eq. 4.3
￿S1 · S1￿ = S(S + 1), ￿S1 · Sj￿ = S2, j ￿= 1, (4.13)
leading to
SN (Q) =
N
N
S(S + 1) + S2 N￿
j=2
e−iQRj
 . (4.14)
Let us restrict to tiles with an even area N , which is a necessary condition for being
compatible with at least one of the non-ferromagnetic phases of the J1a,b – J2 model
(see Section 5.3.1). The sum in the above equation contains only exponentials which
can acquire the values +1 or −1 for Q = (π,π), (π, 0), or (0,π). For each of these
three wave vectors, there are N/2 sites with distance Rj to site 1 which have phase
+1, and N/2 sites with phase −1. Site 1 obviously belongs to the former, such that
we have N/2−1 terms left in the sum over the exponentials above having phase +1,
and we get
N￿
j=2
e−iQRj =
￿
N
2
− 1
￿
× (+1) + N
2
× (−1) = −1. (4.15)
With N given by Eq. (4.12), we therefore have
SN (Q) =
S
N + 1/S
(4.16)
for all three antiferromagnetic wave vectors in the ferromagnetic phase. As required,
this value vanishes in the thermodynamic limit N →∞.
Ordered moment: 2nd method of calculation
An alternative way of calculating the ordered moment in the thermodynamic limit is
mentioned for example in Refs. [88,89]. For the infinite system, in an ordered phase
with a staggered moment, the spin correlation function factorizes for large distances
|Ri −Rj |, and Eq. 4.10 simplifies as
lim
|Ri−Rj |→∞
|￿Si · Sj￿| = |￿Si￿ ￿Sj￿| =M2(Q). (4.17)
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Working with a finite compact tile, we can extrapolate the spin correlation function
for a single pair of spins, defining lattice points i and j such that their distance on
the tile is maximized taking into account the periodic boundary conditions. Without
loss of generality, we can restrict ourselves to finding the pair (1, j) or just site j
being maximally apart from the origin, and define
M˜2N (Q) = |￿S1 · Sj￿|j=max . (4.18)
For a square with size N = L2, L even, the point Rmax = (
L
2 ,
L
2 ), i. e., the center
of the square, has maximum distance from the origin. However, in most cases, due
to the lack of a lattice point located in the geometrical center of the tile, there will
be, for even N , two sites j having the same maximum distance from the origin. For
our calculations, we just select one of them. We then can give an estimate for the
ordered moment as
M2(Q) = lim
N→∞
M˜2N (Q). (4.19)
4.4. Finite-temperature properties
Jaklicˇ and Prelovsˇek [90] introduced the finite-temperature Lanczos method (FTLM).
In this method combining Lanczos diagonalization and random sampling, one is able
to evaluate finite-temperature static and dynamic quantities in small many-body
quantum systems. In their method, the thermal averaging over all states is reduced
to a random sampling over Lanczos starting vectors.
In general, the statistical average of a general operator A at general temperature
T is
￿A￿ = Z−1
Nst￿
n
￿n|e−βHA|n￿, Z =
Nst￿
n
￿n|e−βH|n￿, (4.20)
where β = 1/(kBT ) and the sum is over the complete basis set of wave functions
|n￿, n = 1 . . . Nst spanning the Hilbert space of the Hamiltonian H. By iterating the
Lanczos algorithm with a starting vector |φ0n￿, a set of m = 1 . . .M orthonormal
vectors, |φmn ￿, are generated and energies ￿mn and their corresponding eigenvectors
41
4. Numerical Methods: Exact Diagonalization and FTLM
|ψmn ￿ are found. Eq. 4.20 in these basis is then written as
￿A￿ = Z−1
N0￿
n
M￿
m
￿n|ψmn ￿e−β￿
m
n ￿ψmn |A|n￿,
Z =
N0￿
n
M￿
m
|￿n|ψmn ￿|2e−β￿
m
n . (4.21)
This sum is exactly equivalent to Eq. 4.20 for N0 = Nst and M = Nst − 1, i. e.
for full sampling. However, an approximation, first for reduced number of Lanczos
basis set M ￿ Nst, and second for partial sampling N0 ￿ Nst, leads to very good
and accurate results [90]. The latter is done by choosing a diﬀerent random start-
ing vector each time for restarting the Lanczos iteration. Usually with N0 ∼ 100
Lanczos iterations and M =M0 ∼ 50￿ Nst, a good description of the temperature
dependence of ￿A￿ is obtained. However, for rather low temperatures one needs
N0 ∼ 1000 random samplings. A detailed analysis of the approximation error can
be found in Ref. [91]. Another similar method is introduced by Aichhorn et al. [92]
which by using a modified approximation of operator expectation values produces
less numerical errors at T → 0, with the price of requiring a significant CPU time
compared to the finite-temperature Lanczos method.
We focus now on evaluating four diﬀerent quantities using the finite-temperature
Lanczos method, and discuss the calculation of heat capacity, magnetic susceptibil-
ity, third order magnetic susceptibility, and the magnetocaloric eﬀect. The latter is
described here for completeness only and no results will be presented in this work.
4.4.1. Heat capacity
The heat capacity is given by the fluctuations of internal energy according to
CV (T ) =
1
NkB
1
T 2
￿￿H2￿− ￿H￿2￿ , (4.22)
The thermal averages above can be easily calculated with Eq. 4.21, since they only
require the energies calculated from Lanczos iterations of diﬀerent random samples.
42
4. Numerical Methods: Exact Diagonalization and FTLM
4.4.2. Magnetic susceptibility
Magnetic susceptibility can be similarly calculated from the 2nd order cumulant of
spin operators. By definition [93],
χ =
∂M
∂H
= −
￿
∂2F
∂H2
￿
, (4.23)
where F is the magnetic Helmholtz free energy and H is the uniform magnetic field
strength. In terms of the partition function we have
F = − 1
β
lnZ, Z = Tr e−βH. (4.24)
Hence,
χ = − ∂
2
∂H2
￿
1
β
lnZ
￿
= − 1
β
￿
1
Z
∂2Z
∂H2
−
￿
1
Z
∂Z
∂H
￿2￿
(4.25)
Assuming the field dependence of the Hamiltonian of the form H = H0−HSztot with
Sztot =
￿
i S
z
i ,
￿Sztot￿ =
1
Z TrS
z
tote
−βH. (4.26)
Then we have
1
Z
∂Z
∂H
= β￿Sztot￿,
1
Z
∂2Z
∂H2
= β2￿(Sztot)2￿. (4.27)
Therefore, one can express the magnetic susceptibility in terms of the fluctuation of
the total spin component according to
χ = β
￿￿
(Sztot)
2
￿− ￿Sztot￿2￿ . (4.28)
We calculate the thermodynamic dependence of the magnetic susceptibility us-
ing this relation, in which the operator averages are evaluated using the finite-
temperature Lanczos method.
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4.4.3. 3rd order susceptibility
The third-order or nonlinear susceptibility is defined as the third-order coeﬃcient of
an expansion of the magnetization for small magnetic field densities, i. e.,
M = Hχ+
1
3!
χ￿￿￿H3 + · · · ,
χ￿￿￿ = β3
￿￿
(Sztot)
4
￿− 3 ￿(Sztot)2￿2￿ . (4.29)
We present results for the third-order susceptibility only for the Kondo lattice model
(Chapter 10). For the J1-J2 model, we refer to Ref. [94].
4.4.4. The magnetocaloric eﬀect
The magnetocaloric eﬀect (MCE) is defined as the change in the temperature of a
sample, by adiabatically changing the magnetic field [69],
Γmc :=
￿
∂T
∂H
￿
S
= −
￿
∂S
∂H
￿
T￿
∂S
∂T
￿
H
= − T
CV
￿
∂M
∂T
￿
H
, (4.30)
where T is the temperature of the system, and H the magnetic field density. From
Eq. 4.24 for the expression of the free energy in terms of the partition function, we
obtain ￿
∂T
∂H
￿
S
= T
￿H￿ ￿Stotz ￿− ￿HStotz ￿
￿H2￿ − ￿H￿2 . (4.31)
In Ref. [69], the magnetocaloric properties of the two-dimensional frustrated J1-J2
model on a square lattice is investigated.
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V. Numerical Implementation: Tile
Selection and Finite-Size Eﬀects
As previously described in Chapter IV, the exact diagonalization technique is limited
to dealing with rather small clusters cut from the infinite lattice. In this chapter,
we describe a finite-size scaling analysis and use it to evaluate the physical quanti-
ties in the thermodynamic limit (N → ∞). This analysis enables the comparison
between the numerical calculations and analytical methods such as the linear spin-
wave approximation (Chapter III). The first ingredient is the computation of the
ground-state energy (Section 4.3) and the structure factor (Section 4.3.1) for diﬀer-
ent system sizes. In the following, we explain how to generate possible finite clusters
and select the most suitable one for each system size, in order to use them for the
extrapolation to the thermodynamic limit.
5.1. Definitions
5.1.1. Lattice
Here we define the underlying lattice for the spin model for arbitrary dimension
m. A basic requirement is a unique description of the lattice structure [95–98].
Let A = {ai ∈ Rn : 1 ￿ i ￿ n} be a set of n linearly independent vectors. The
group L(A) := {￿ni xiai : xi ∈ Z} is called a lattice generated by A as its basis
vectors. These basis vectors also define an n-dimensional parallelotope, which is
known as the fundamental region of the lattice, and contains a number of points
in Zn, namely the lattice points. The lattice can be represented also by a matrix
composed of the basis vectors as its columns, A = (a1 a2 · · · an) ∈ Rn×n. Hence,
L(A) = {Ax : x ∈ Zn}. Note that the selection of the basis vectors for a given
lattice is not unique, e.g. swapping two basis vectors or multiplying each by -1 as
well as adding them to each other generates the same group.
Recalling the definition of the unimodular matrix U as a square matrix with
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determinant ±1, generally,
L(A) = L(B)⇔ A = UB. (5.1)
This means that there is a unimodular matrix which links two matrices generating
the same lattice. Consequently, the determinant of the generating matrix is a prop-
erty of the lattice, and is usually denoted by d(L (A)) := det(A). For simplicity and
without losing generality, we limit ourselves only to the lattices with basis vectors in
Zn. Hereafter, the number of lattice points inside the parallelotope is N := det(A).
The point p is inside the parallelotope if and only if,
0 ￿ det(Ai) < det(A) = N, i = 1 . . . n, (5.2)
where Ai is the matrix formed by replacing the ith column of A by p. This follows
from demanding the modulus of projections of p onto ai be smaller than one, and
subsequently using Cramer’s rule for solving the resulting system of equations. We
use the criterion 5.2 to find the coordinates of the inner lattice points. Moreover,
these points can be written in the form of
￿
i
ni
N ai, with ni ∈ Z and 0 ￿ ni < N ,
where the edge vectors ai define the local coordinate system.
Each of the lattice points can be labeled to represent a site with a spin 12 . For
the periodic boundary conditions case, the near-boundary sites are linked to a site
on the neighboring cell, which is equivalent to a point inside. The labeling for outer
points is resolved by mapping them back with corresponding required translation(s)
by the lattice basis vectors.
5.1.2. The Hermite normal form
We are looking for a way to uniquely define and construct the lattice. The aim is
to characterize each inequivalent lattice tiling uniquely by a square, non-singular
matrix H = (hij), that is defined to be in Hermite normal form if and only if
• it has only integer entries, hij ∈ Z,
• is in upper triangular form, i.e. i > j ⇒ hij = 0,
• its diagonal elements are positive, hii ￿ 0, and,
• in each row, the entries to the right of the diagonal are at least zero and less
than the diagonal element, i.e. for i < j, we have 0 ￿ hij < hii.
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It can be shown [95, p. 45] that every rational, non-singular square matrix A can be
brought into the Hermite normal form by a series of elementary column operations,
i.e., there exists a unimodular matrix U such that,
AU = H. (5.3)
H is then called the Hermite normal form of A. Furthermore, the Hermite normal
form of a lattice is unique1, i.e. for two Hermite normal form matrices H and H￿,
L(H) = L(H￿)⇔ H = H￿. (5.4)
Therefore, Hermite normal form matrices can be used to uniquely generate and
identify individual lattices.
5.1.3. Two dimensional lattices
The general concept introduced above will now be applied to lattices in two dimen-
sions (n = 2). In this case, the fundamental region of the lattice is a parallelogram,
which we name a “tile”. As an example, Fig. 5.1 illustrates the lattice generated
by A =
￿
4 1−2 3
￿
. The tile spanned by the two defining vectors of the lattice contains
14 distinct lattice points. The corresponding Hermite normal form matrix is given
by H = ( 14 50 1 ), which is obtained by multiplying the basis vectors matrix by the
unimodular matrix U = ( 3 12 1 ).
For a given total number of lattice points N , there exists a finite number of
matrices in the Hermite normal form. In other words, there are a certain number of
Hermite normal form matrices with a given determinant. Hence, a given N fixes the
number of diﬀerent lattice tilings which are represented by diﬀerent Hermite normal
form matrices. These matrices can be enumerated as
H(N) =
￿￿
h11 h12
0 h22
￿
∈ Z2 : 0 ￿ h12 < h11 and h11h22 = N
￿
. (5.5)
Because of the constraint h22 and h12 are suﬃcient for the enumeration. As an
example, for N = 4 we have
H(4) =
￿￿
1 0
0 4
￿
,
￿
2 0
0 2
￿
,
￿
2 1
0 2
￿
,
￿
4 0
0 1
￿
,
￿
4 1
0 1
￿
,
￿
4 2
0 1
￿
,
￿
4 3
0 1
￿￿
. (5.6)
1For the proof see [96].
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Figure 5.1.: Example of a lattice in two dimensions with its fundamental paral-
lelogram containing 14 sites. The edge vectors are a1 = (4,−2) and
a2 = (1, 3), and the numbers are the labels for shown lattice points.
The fundamental region is shaded and nearest-neighbors interactions
for diﬀerent boundary conditions are shown as connecting lines.
The total number of these matrices, hence the number of possible inequivalent lattice
tilings, is listed for tiles having lattice points between 4 and 36 in Table 5.1. Once we
have constructed a matrix in the Hermite normal form, its columns can be used to
represent the basis vectors of the lattice. Note that multiplying by any unimodular
matrix leads to generating diﬀerent basis vectors, but the same lattice. Hence, for
the naming of a tile we refer to the matrix elements of the Hermite normal matrix
form, and use the naming scheme N :h22-h12 for a unique labeling. Appendix A.1
contains a list of tiles used in the calculations as well as their shape and other
properties.
A number of lattices are associated to each other by symmetry operations such
as rotation or reflection. It would be dependent on the other aspects of the model
Hamiltonian whether they are actually equivalent for the calculations or not. This
will become more clear in Section 5.3, where we introduce a criterion to select
between diﬀerent tiles for our calculations.
In the following, we describe the reciprocal lattice and how to generate it. This is
useful to reduce the size of the matrices representing the Hamiltonian, by working
in a basis reflecting the periodicity of the infinite lattice.
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N σ1(N) N σ1(N) N σ1(N)
4 7 15 24 26 42
5 6 16 31 27 40
6 12 17 18 28 56
7 8 18 39 29 30
8 15 19 20 30 72
9 13 20 42 31 32
10 18 21 32 32 63
11 12 22 36 33 48
12 28 23 24 34 54
13 14 24 60 35 48
14 24 25 31 36 91￿36
N=4 σ1(N) = 1090
Table 5.1.: Total number of diﬀerent Hermite normal form matrices σ1(N), contain-
ing N distinct lattice points. For 4 ￿ N ￿ 36 there are totally 1090
distinct matrices.
5.2. Reciprocal space and Brillouin zone construction
The reciprocal lattice is a convenient concept for discussion of Fourier transforms in
the direct lattice. Mathematically speaking, the reciprocal lattice is the set of all k
vectors which satisfy the equation eik·r = 1 for all lattice points r. Alternatively,
using the matrix representation of the lattice basis vectors, this condition can be
written as
(b1 b2 · · · bn)T := 2π (a1 a2 · · · an)−1, (5.7)
where the ai (bi) are the direct (reciprocal) lattice basis vectors.
In two dimensions (n = 2), with a1 = (a11, a12) and a2 = (a21, a22), Eq. 5.7 reads
as
b1 =
2π
N
￿
a22
−a21
￿
,
b2 =
2π
N
￿
−a12
a11
￿
. (5.8)
Hence, for a translation vector r = r1a1+r2a2, and a vector in k-space (wave vector)
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k = k1b1 + k2b2, by construction we can write
k · r = 2π(k1r1 + k2r2). (5.9)
The coeﬃcients r1 =
n1
N and r2 =
n2
N with integer n1 and n2 are the projections of the
lattice points of a tile onto the edge vectors, and k1 and k2 are integers. Note that
these two vectors are both expressed in the local coordinate system, which should be
always used when dealing with the products between direct and reciprocal spaces,
such as k · r.
The Brillouin zone is the primitive cell in the reciprocal space. For its determi-
nation, we consider the edge vectors gi = 2πeˆi, where eˆi are the unit vectors in the
Cartesian coordinate system. Using Eq. 5.7, the local coordinate system expression
of gi for general n is
(g1 g2 · · · gn) := 2πIn
= (a1 a2 · · · an)T (b1 b2 · · · bn), (5.10)
which in two dimensions reduces to
g1 = a11b1 + a21b2,
g2 = a12b1 + a22b2. (5.11)
The vectors gi define the Brillouin zone in the reciprocal space, which contains
exactly N wave vectors k = k1b1 + k2b2 =: (k1, k2). A similar approach leading to
Eq. 5.2 can be used to enumerate these points, i.e. the condition for all k vectors to
be inside the Brillouin zone is
0 ￿ det(Gi) < N, i = 1 . . . n, (5.12)
with Gi defined by replacing the ith column of (g1 g2 · · · gn) by k.
As an example, Fig. 5.2 illustrates the real and reciprocal lattices for tile number
14:1-9. The wave vectors available to this tile are shown by full circles in Fig. 5.2b.
The basis vectors b1 of the reciprocal lattice is orthogonal to a2, and b2 is orthog-
onal to a1. Also shown is the first Brillouin zone of the lattice with edge vectors
(reciprocal lattice vectors) g1 and g2.
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Figure 5.2.: Tile 14:1-9 in (a) the direct space, and (b) the corresponding reciprocal
lattice.
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Figure 5.3.: Invariant wave vectors with their weight for tile 18:3-3, using two set of
point group symmetry operations. The numbers represent the weight
for each invariant wave vector.
5.2.1. Point group symmetries
A number of point group symmetries can be used to identify equivalent wave vectors
in the reciprocal lattice. Unnecessary calculations can be avoided by computing
the eigenvalues and eigenvectors only at inequivalent wave vectors. The recipe is
to apply the point group operations to the wave vectors of a tile, followed by a
translation mapping the tile back to the origin. This leads to the determination of
several classes of k vectors, which map onto each other, and thus are interchangeable
for the sake of eigensystem calculations. Each wave vector belongs to exactly one
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class, and out of these classes, one vector can be selected as an invariant k vector
to represent the whole class. Besides, the number of equivalent wave vectors in the
class should also be considered as the “weight” for that k vector when performing
k-space summations. Fig. 5.3 shows the tile 18:3-3 in reciprocal space, with the
invariant k vectors and their weights are specified, when two diﬀerent point group
symmetry operations (e.g. C2V and C4V) are applied.
However, one should note that these wave vectors are equivalent because of the
lattice symmetry. It might be the case that the model Hamiltonian contains some
spatially anisotropic interaction between the spins on diﬀerent lattice sites. There-
fore, this lower symmetry of the Hamiltonian breaks the spatial symmetry of the
tile, and should be used instead in the calculations.
For the two dimensional case, we have incorporated C2 and C4 rotational symme-
tries, as well as the mirror plane reflections. For the C2V group, two sets of mirror
planes exists, because the point group C4V contains two isomorphic subgroups Crect2V
and Cdia2V , corresponding to a tile with either a rectangular shape (mirrors parallel to
the edges) or a diamond-like shape (mirrors along the diagonals).
5.3. Selection criterion
For a specified system size, calculations on diﬀerent tiles can produce diﬀerent results
for physical quantities. For instance, the value of the ground-state energy for the
S = 12 Ne´el antiferromagnet is shown in Fig. 5.4 for diﬀerent tiles, where this eﬀect
is quite pronounced. Thus, selecting the “right” class of tile which may be used to
extract the properties of the infinite lattice is of the utmost importance for numerical
calculations of ground-state energy, correlation functions and moments. For this
selection, we will now introduce two suﬃciently powerful criteria.
5.3.1. Classical phase compatibility
The system parameters of the model Hamiltonian govern the location in the classical
phase diagram. In each classical phase, the corresponding arrangement of spins with
that ordering has a large weight in the linear superposition of the basis states. The
tiling should not suppress this classical ordering of spins. In other words, in order to
have a true representation, the arrangement of the spins on the finite tile should obey
the pattern of the classical phase on the infinite lattice. This cannot always be the
case when using the periodic boundary conditions for the finite tiles. As an example
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Figure 5.4.: The ground-state energy of the Ne´el antiferromagnetic model for diﬀer-
ent tiles and system sizes. Each dash corresponds to the energy of one
possible lattice.
illustrated in Fig. 5.5, consider the tile 10:1-7 in the Ne´el antiferromagnetic phase
with the ordering vector (π,π) (Fig. 5.5a). The antiferromagnetic pattern of the
spins, shown as arrows inside the lattice points, is preserved when tiling the lattice.
However, for the same tile in the columnar antiferromagnetic phase along b direction
with the ordering vector (0,π), incompatibilities occur by repetition of equivalent
lattice points (Fig. 5.5b). These incompatibilities impose an additional constraint on
the interactions of the spins, which act similar to geometrical frustration (Chapter 1).
The result of the calculation on this tile and on this phase therefore leads to a higher
ground-state energy and a lower degree of magnetic ordering of the spins. Thus, this
tile has to be rejected and we have to choose another tile compatible to this phase,
e.g. 10:2-3 (Fig. 5.5c). For our computations, we use only those tiles which are
compatible to the corresponding classical phase, i.e., do not introduce frustration
when periodic boundary conditions are applied. This will reduce the number of
acceptable tiles to a fraction of all possible tiles for each size.
A tile is compatible to a classical phase if and only if its reciprocal lattice contains
the according ordering vector q. Therefore, the equation
n1b1 + n2b2 = q, (5.13)
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(a) 10:1-7, NAF (b) 10:1-7, CAFb (c) 10:2-3, CAFb
Figure 5.5.: Comparing the classical phase compatibilities of tiles 10:1-7 and 10:2-3,
in two classical phases NAF and CAFb.
should have an integer solution for ni. Using Eq. 5.8 the above equations reads
2π
N
(n1a22 + n2a12) = q1,
2π
N
(−n1a21 + n2a11) = q2. (5.14)
We are interested in the four classical phases of the J1 − J2 Heisenberg model dis-
cussed below. The solutions for Eq. 5.14 are:
• FM with q = (0, 0),
n1 = n2 = 0. All tiles are trivially compatible with the ferromagnetic phase.
• CAFa with q = (π, 0),
n1 =
a11
2
and n2 =
a21
2
. Thus the coeﬃcients a11 and a21 must be even
numbers. All tiles with the edge vectors a1 and a2 having even x components
contain the classical columnar Ne´el state with the ordering vector along this
direction.
• CAFb with q = (0,π),
n1 =
a12
2
and n2 =
a22
2
. Here the coeﬃcients a12 and a22 must be even
numbers. All tiles with the edge vectors a1 and a2 having even y components
contain the classical columnar Ne´el state with the ordering vector along this
direction.
• NAF with q = (π,π),
n1 =
a11 + a22
2
and n2 =
a12 + a21
2
. Here the coeﬃcients a11 and a22 and
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separately a12 and a21 must both be even or both odd simultaneously. As we
discuss tiles with even size N only, a11 and a22 must be even.
• All four phases,
all components of the edge vectors a1 and a2 must even individually be com-
patible with all phases in the classical phase diagram of the J1 − J2 model.
5.3.2. Compactness parameter
For the analysis, finally only one out of all possible compatible tiles of a given size N
should be selected. We use the concept of “squareness” or “compactness” of a tile
for selecting the proper tiles for the finite-size scaling. The idea is to determine the
ratio of the hyper-volume to the hyper-surface of the parallelotope generated by the
lattice basis vectors. For the n-dimensional parallelotope we define the parameter
ρ(A) :=
| detA|
||A|| ,
||A|| =
￿
1
n
n￿
i=1
￿
det (ATi Ai)
￿n/(n−1)
, (5.15)
for a non-singular integer n×n matrix A, where Ai is the non-square matrix formed
by dropping the ith column of A. ρ(A) is the “compactness” (or “squareness in two
dimensions) parameter of the n-dimensional parallelotope spanned by the lattice
basis vectors. We have 0 < ρ(A) ￿ 1, and ρ(A) = 1 exactly where A describes
a hyper-cube, which is the most compact lattice tiling in n dimensions. In two
dimensions and for the edge vectors a1 and a2, Eq. 5.15 is proportional to the ratio
of the area to the square of the perimeter of a tile, i.e.
ρ ( a11 a12a21 a22 ) = 4
a11a22 − a12a21
(
￿
a211 + a
2
12 +
￿
a221 + a
2
22)
2 . (5.16)
However, calculating ρ(H) for the Hermite normal form representation of a lattice
tiling is not useful. According to Eq. 5.3, a single Hermite normal form matrix H,
represents a whole class L(H) of tiles, which all describe the same lattice. But in
general, two matrices A ￿= A￿ with L(A) = L(A￿) have ρ(A) ￿= ρ(A￿). So, for each
H we choose the particular tile which has the maximum compactness parameter
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among all matrices of its class,
Amax : ρ(Amax) = max
A∈L(H)
ρ(A), (5.17)
and assign ρ(Amax) to each lattice as its compactness parameter, described by the
Hermite normal form matrix H.
To find the maximum in Eq. 5.17 one has to generate all the possible matrices
corresponding to a given H. From Eq. 5.3, the matrix A being a member of L(H)
has the form
A = HU−1. (5.18)
In order to find all the matrices A, we have to list all the possible unimodular
matrices, via its generating group GLn(Z). The generator matrices are
• In, the identity matrix,
• S(i), the matrix obtained from In by replacing sii with -1, and
• U(jk), the matrix obtained from In by setting ujk to 1.
Therefore, we can enumerate all powers of the above matrices to generate the uni-
modular group, and use Eq. 5.18 to construct diﬀerent matrices belonging to the
same lattice. Another way is to use the lattice reduction algorithms, such as the
LLL algorithm [99]. By giving an integer lattice basis as input, the goal of such
algorithms is to provide a new set of basis with short and nearly orthogonal vectors.
This near orthogonality condition in these algorithms have to be defined as the com-
pactness parameter in order to obtain the most compact vectors. In two dimensions,
there is a simple and eﬃcient way of reduction, similar to the Euclidean algorithm
for the greatest common divisor of two integers. The method is iterative, and it
is based on subtracting the larger vector from the smaller one, until the maximum
squareness parameter is reached.
Finally, the selection criterion of the tiles, to be used in the finite-size scaling
analysis, is to choose the tile having the largest compactness parameter, out of all
classically compatible tiles. The resulting list of the tiles is displayed in Table 5.2, in
which label, classical phase compatibility, squareness, and point groups for selected
lattice tilings between 8 and 36 sites are presented. For each even area N and for
each classical phase, the list contains the compatible tile with maximum squareness
as defined in Eq. 5.15. For N = 12 and 24, the tiles compatible with all classical
phases are included too, although they have a comparatively small squareness. The
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Tile NAF CAFa CAFb ￿ C2 Crect2V Crect2V C4 C4V
8:2-2 • • • 1.000 • • • • •
10:1-3 • − − 1.000 • − − • −
10:1-4 − − • 0.966 • − − − −
10:2-2 − • − 0.966 • − − − −
12:3-0 − − • 0.980 • • − − −
12:4-0 − • − 0.980 • • − − −
12:1-5 • − − 0.960 • − • − −
12:2-2 • • • 0.901 • − − − −
14:1-3 • − − 0.961 • − − − −
14:1-4 − − • 0.938 • − − − −
14:2-3 − • − 0.938 • − − − −
16:4-0 • • • 1.000 • • • • •
18:3-3 • − − 1.000 • • • • •
18:1-4 − − • 0.975 • − − − −
18:2-4 − • − 0.975 • − − − −
20:2-4 • • • 1.000 • − − • −
22:1-6 − − • 0.981 • − − − −
22:2-4 − • − 0.981 • − − − −
22:1-5 • − − 0.961 • − − − −
24:1-10 − − • 0.988 • − − − −
24:2-5 − • − 0.988 • − − − −
24:1-7 • − − 0.980 • − • − −
24:4-0 • • • 0.960 • • − − −
26:1-5 • − − 1.000 • − − • −
26:1-10 − − • 0.964 • − − − −
26:2-5 − • − 0.964 • − − − −
28:1-8 − − • 0.986 • − − − −
28:4-3 − • − 0.986 • − − − −
28:2-4 • • • 0.961 • − − − −
30:5-0 − − • 0.992 • • − − −
30:6-0 − • − 0.992 • • − − −
30:1-5 • − − 0.974 • − − − −
32:4-4 • • • 1.000 • • • • •
34:1-13 • − − 1.000 • − − • −
34:1-14 − − • 0.992 • − − − −
34:2-5 − • − 0.992 • − − − −
36:6-0 • • • 1.000 • • • • •
Table 5.2.: Label, classical phase compatibility, squareness, and point group sym-
metries for selected lattice tilings between 8 and 36 sites. For each even
area N and for each classical phase, the list contains the compatible tile
with maximum squareness as defined in Eq. 5.16. Those tiles compatible
with all four classical phases are typeset in bold.
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tile labels have the form N :h22-h12, with the elements of the Hermite normal form
of the lattice. Those tiles compatible with all four classical phases, required for the
discussion of the spatially isotropic model with columnar order, are typeset in bold.
5.3.3. Survey of other strategies for lattice tilings selection
For having a successful finite-size scaling analysis, it is common practice to select tiles
according to certain geometrical or topological properties. We also briefly describe
three diﬀerent schemes applied in the past to the spin 12 models and compare them
to the more general selection scheme used in this work.
Haan et al. [100] discuss the spin S = 12 nearest-neighbor Heisenberg antifer-
romagnet with helical boundary conditions and define an asymmetry parameter
A = |￿1− ￿2|/(￿1+ ￿2), where ￿i are the lengths of the edge vectors of the tiles under
consideration. A square-shaped tile (considered as “good”) has A = 0, but this is
true for general diamond-shaped tiles, too. Those tiles having “small A” are selected
for scaling.
Restricting to strictly square-shaped tiles having at least C4 point-group symmetry
is the recipe used by Schulz et al. [87] for discussing ground-state energy and ordered
moment of the S = 12 antiferromagnetic J1−J2 model. However, with this criterion
only very few (two to four) tiles are eventually used for a linear least-squares fit.
Another approach can be found in Ref. [101], discussing the S = 12 nearest-
neighbor XY and Heisenberg antiferromagnets with periodic boundary conditions.
The authors introduce a parameter called the topological imperfection of a tile, where
a topologically perfect tile is defined as follows: A given lattice point on a tile
contains n1 nearest neighbors, n2 next-nearest neighbors, and so on, up to the
imaxth-nearest neighbors where the sum over the ni reaches the tile area N (distance
is measured as the minimal number of hops needed to get from one point to another.)
If for all i < imax we have ni = 4i, which is the number of ith nearest neighbors on
the infinite lattice, a tile is considered as topologically perfect. This concept is then
extended to the notion of topologically perfect bipartite Ne´el lattices, i.e., the same
conditions as described above are applied individually to each of the two sublattices
for antiferromagnetic Ne´el order. However, tiles are eventually chosen by hand in
order to achieve a smooth finite-size scaling behavior of the ground-state energy per
site and the square of the magnetization or staggered moment, respectively.
The examples given above are in no way exhaustive, but illustrate one problem
common to any finite-size scaling analysis, which becomes particularly apparent
58
5. Numerical Implementation: Tile Selection and Finite-Size Eﬀects
when applied to the full phase diagram of the J1a,b-J2 model. Firstly, only very
few tilings might survive the final selection, making a linear two-parameter χ2 fit
to the ground-state energy or squared ordered moment of the J1a,b-J2 model ques-
tionable, not to speak about higher-order correction terms included in the fitting
procedure [102]. Secondly, the selection contains some arbitrariness which in our
case would lead to selecting diﬀerent tiles for scaling for diﬀerent sets of exchange
parameters, even within the same classical phase.
Thirdly and as discussed before, given the edge vectors ai of a particular paral-
lelogram, there is not a unique way to tile the square lattice. For example, upon
replacing a1 by, say 2a2 − a1, we get a new tile with identical area which leads
to an identical structure of the resulting torus when introducing periodic boundary
conditions.
It should be remarked here that having more tiles “in-between”, leads to a more
stable scaling analysis. Thus, selecting the maximum squareness tiles for compar-
atively small N is very important for an accurate finite-size scaling. The general
framework presented in this work is capable of producing and selecting these sys-
tematically. In fact, the eﬀect of an increased scaling stability is more important
than going to larger system sizes and bigger lattice tilings.
5.4. Finite-size analysis
The final ingredient for setting up a finite-size scaling analysis is the corresponding
scaling laws. In Refs. [102], the area dependence of the ground-state properties of
the two-dimensional antiferromagnetic Heisenberg model has been derived using the
chiral perturbation theory. In particular, for the ground-state energy density and
the ordered moment, the following scaling behavior has been found:
E0N = E0 + βc
1
N3/2
+
c2
4ρ
1
N2
+O
￿
1
N5/2
￿
, (5.19)
M2N (q) = M
2(q) + α
M2(q)
cχ⊥
1
N1/2
+O
￿
1
N
￿
, (5.20)
where c =
￿
ρ/χ⊥ is the spin-wave velocity, ρ the spin stiﬀness constant, and χ⊥ the
transverse susceptibility. α = 0.620704 and β = −1.437745 are numerical constants.
The leading term in the scaling can also be obtained from renormalization-group
calculations for the nonlinear σ model [103,104].
These results were proposed for the isotropic unfrustrated case. Since our ex-
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tension in range and anisotropy of the interactions is limited, we argue that the
frustrated anisotropic model is in the same universality class as this model, and the
form of the scaling functions does not change. However, the individual coeﬃcients in
Eqs. (5.20) and (5.20) might change, and no longer represent the spin-wave velocity
and the spin stiﬀness constant. Therefore, from Ref. [89] we apply the following
size dependences for the ground-state energy and the ordered moment with general
coeﬃcients,
E0N = E0 +
e1
N3/2
+
e2
N2
, (5.21)
M2N (q) = M
2(q) +
m21
N1/2
+
m22
N
, (5.22)
where the latter scaling function is applied to both MN (q) and M˜N (q) (Eq. 4.18).
Due to the limited and comparatively small number of system sizes available for our
scaling analysis, we keep only the first two terms for our analysis, except for the
usual Ne´el isotropic antiferromagnet model with only first neighbor interaction.
We have calculated the ground-state energies E0N , structure factors M2N (q), and
long-distance correlation functions M˜2N (q) at the respective ordering vectors for
tilings of 12 diﬀerent sizes N , between 8 and 30, producing roughly 20 000 datasets
altogether.
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VI. Results for Ground-State Properties
In this chapter, we present the ground-state properties of the spatially anisotropic
Heisenberg model introduced in Chapter II, employing a finite-size scaling analysis,
as described in Chapter V. Ground-state energy, correlation functions and structure
factors, as well as the ordered moment are determined by exact diagonalization
(Chapter IV), on diﬀerent lattice geometries and for various system parameters.
The extrapolated results to the thermodynamic limit are compared to the linear
spin-wave analysis (Chapter III). Finally, a detailed description of the quality of the
fit for the finite-size scaling analysis and its relation to the ordered phases and the
intermediate regions is discussed.
6.1. Ground-state energy
The energy eigenvalues of the Hamiltonian (Eq. 2.4) are calculated in the subspace
with total spin Sz = 0 for all wave vectors k. The ground-state energy is the lowest
energy among diﬀerent k vectors, which for the tiles with N ≡ 2 (mod 4), happens
for the classical ordering vector k = Q, and for the other tiles at k = 0.
6.1.1. Phase diagram
The result of the computation of the ground-state energy on a single tile (20:2-6) for
the whole phase diagram is shown in Fig. 6.1. The horizontal axis corresponds to the
frustration angle φ, and the vertical axis to the anisotropy parameter θ (both varying
between −π to π). The white lines in the left plot are the borders of the classical
phases. The results are in good agreement with the linear spin-wave approximation,
shown in Fig. 3.2. In this plot, for φ = ±π2 the nearest neighbor interactions vanish
(J1a = J1b = 0), hence the tile is actually composed of two decoupled lattices,
and we have a constant ground-state energy along the lines. Moreover, on the
borders of the ferromagnetic and the columnar phases, the ground-state energy has
pronounced maxima. This indicates an instability of the magnetic phases, which
will be confirmed by calculation of the ordered moment. The highest peak belongs
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Figure 6.1.: Contour and 3D plots of the ground-state energy as a function of
anisotropy (θ) and frustration (φ) parameters for the tile 20:2-6. The
white lines show the boundaries between the four classical phases, CAFa,
CAFb, NAF and FM. cf. Fig. 3.2.
to the isotropic case θ = π4 and θ =
3π
4 , at the corner where all antiferromangetic
phases meet, and a sharp peak is present for φ = cos−1( 2√
5
) and φ = cos−1(− 2√
5
),
respectively. This suggests that it might be diﬃcult to find an actual material in
those regions of the phase diagram. On the other hand, deep inside the ordered
phases, the ground-state energy forms a nearly flat valley.
6.1.2. Finite-size scaling analysis
Figs. 6.2–6.6 exhibit the dependence of the ground-state energy per site (E0N ) on
the inverse tile size for selected model parameters. We plot −E0N in order to be con-
sistent with previous studies [87,101]. In each plot, the inset displays schematically
the position in the classical phase diagram (Section 2.1.2). In the following, energies
are all measured in units of Jc, unless otherwise stated. The short horizontal dashes
show the calculated energies for those tiles compatible with the corresponding clas-
sical phases for a given parameter set mentioned above the abscissa as labels for
the plots. The open circles indicate the ground-state energy of those tiles having
the maximum squareness parameter (Eq. 5.16). We have also determined E0N for
those tiles incompatible with the classical phase. In these cases, we get consistently
much higher values for E0N (the reason is discussed in Section 5.3.1). We omit these
energies in the plots. Furthermore, there are tiles which are compatible to the clas-
sical phase, but have a small squareness parameter (ρ < 12), corresponding to very
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Figure 6.2.: The ground-state energy of the Ne´el antiferromagnetic Heisenberg model
as a function of N−3/2. Dashes correspond the energy of the compatible
tiles for each area, and circles are those with the maximum squareness
parameter. The numbers near the abscissa denote the tile size N . The
inset plot shows the position in the phase diagram, cf. Fig. 2.3.
skewed parallelogram, which are even in some cases equivalent to ladders or chains.
These tiles have a much higher ground-state energy and lie considerably above the
scaling fit line in the plots. Hence, tiles with small squareness cannot be used for
the scaling procedure. The formula of the finite-size scaling function is also given
in the inset of the plots. Note that, not always the tile with the highest squareness
parameter has the highest ground-state energy (lowest in the plot) as compared to
the other compatible tiles with the same area N . However, these diﬀerences are
small and not visible on the scale of figures.
Fig. 6.2 shows the ground-state energy of the conventional isotropic unfrustrated
antiferromagnetic Heisenberg model (J1a = J1b = Jc and J2 = 0) as a function
of N−3/2. The fit extrapolates to the thermodynamic value of 0.66(5), which is in
good agreement with previously reported values from other methods and studies,
e.g. Refs. [87, 101] and references cited therein.
In the FM phase, the classical ferromagnetic arrangement of the spins is the
true ground-state. Thus, the ground-state energy per site is just the sum of all bond
values, i.e. 14(J1a+J1b+2J2). Moving to the NAF phase, Fig. 6.3 shows the ground-
state energy of two points in the phase diagram, with (a) for the isotropic (θ = π4 )
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(a) Isotropic (θ = π4 )
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(b) Maximally anisotropic (θ = 0)
Figure 6.3.: The ground-state energy for two points in the NAF phase. Plot symbols
and legends are the same as Fig. 6.2.
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Figure 6.4.: The ground-state energy of the isotropic model in the CAF phase. Plot
symbols and legends are the same as Fig. 6.2.
and (b) for the maximally anisotropic (θ = 0) cases. Deep inside ordered phases,
the fitting is quite stable and the extrapolation leads the value of E0 = −0.76(2)
and E0 = −0.67(3), respectively. The (π,π) order is stabilized by introducing a
ferromagnetic J2, thus we obtain a lower ground-state energy as compared to the
Ne´el case.
Fig. 6.4 also illustrates the scaling behavior of the isotropic model in the CAF
phase with φ = 0.3π. Here, exchange constants are both antiferromagnetic, and
the competition between them leads to a columnar order. Since J1a = J1b, there
exists two degenerate ordering vectors (π, 0) and (0,π), labeled by CAFa and CAFb,
respectively. In this case, only those tiles containing both CAFa and CAFb clas-
sical phases have truly the symmetries required by the Hamiltonian. Hence, only
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Figure 6.5.: The ground-state energy in (a) CAFa and (b) CAFb phases. Plot sym-
bols and legends are the same as Fig. 6.2.
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Figure 6.6.: The size dependence of the ground-state energy in the disordered regime
at the CAF/FM border. In this case, a reliable linear scaling result
cannot be obtained from the results of the most squared tiles, denoted
here by circles.
the tiles with size N ≡ 0 (mod 4) are acceptable for scaling (see page 54), leaving
most of the tiles unavailable for the scaling analysis as compared to the Ne´el phase
(Fig. 6.2). In the anisotropic case, CAFa and CAFb phases are no longer equivalent,
and an example of the finite-size scaling in these phases is shown in Fig. 6.5, both
in the maximally anisotropic case. Compared to the isotropic model, the extrapo-
lated value for the ground-state energy is lower. This indicates that an in-plane C2
(rectangular) anisotropy stabilizes the columnar order.
All of the previous figures have one property in common, which is their location
deeply inside the corresponding classically ordered phases, and they show a “good”
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Figure 6.7.: The ground-state energy as function of the frustration angle φ, for the
isotropic model with fixed θ = π4 . The dashed line is the classical energy,
and the spin-wave results including zero-point fluctuations, are shown
as the solid line. Dots indicate the values for the energy E0, obtained
from extrapolating the exact diagonalization data.
scaling behavior for the ground-state energy. We discuss the quality of the fit and
the precise meaning of “good scaling” in Section 6.3. In contrast, the situation is
considerably diﬀerent when approaching the disordered regimes at the borders of
the columnar phases (the origin of disorder is explained later in Section 6.2.1). Even
with our confining conditions for selecting tiles, no successful scaling can be built in
the region where the transition from the Ne´el to the CAF phase occurs. In fact, an
area dependence as given by Eq. 5.21 no longer seems to apply, and the concept of
choosing the most square-like tiles for the scaling apparently becomes inappropriate.
An example of this behavior is displayed in Fig. 6.6, corresponding to the well-known
disordered case of the isotropic model with J2/J1 ≈ 1/2. In other words, in and near
the disordered regions at the edges of the columnar phases in the phase diagram,
the finite-size scaling is not a useful method by itself anymore. The reason is that
the scaling relations are only appropriate for the antiferromagnetic order. This will
be described in more detail, by focusing on the behavior of the correlation functions
and the ordered moment in Section 6.3.
66
6. Results for Ground-State Properties
!1.0 !0.5 0.0 0.5 1.0
!0.8
!0.7
!0.6
!0.5
!0.4
!0.3
!0.2
Φ ! Π
E
0
Θ ! Π % 0.125
FM NAF CAFa CAFb FM
ED
LSW
Classical
Figure 6.8.: The ground-state energy as function of the frustration angle φ, for the
model with intermediate anisotropy with θ = π/8. Plot elements are as
in Fig. 6.7.
6.1.3. Extrapolation to the thermodynamic limit: ground-state energy
Here we describe the systematic behavior of the ground-state energy E0 in the ther-
modynamic limit (N → ∞). The results are obtained from our finite-size scaling
analysis discussed in the previous section. Figs. 6.7 – 6.9 depict the energy depen-
dence on the frustration angle φ for diﬀerent anisotropy values. The dashed line on
the plots shows the classical energy, and the solid line displays the result from the
linear spin-wave theory, which includes the corrections due to zero-point fluctuations
of magnons (Section 3.4). The dots denote our scaled exact diagonalization results,
according to Eq. 5.21. For some of the dots, the details of the finite-size scaling
analysis is given in Figs. 6.2 – 6.6.
Figs. 6.7, 6.8, and 6.9 correspond to the isotropic model (θ = π/4), an intermedi-
ate anisotropy (θ = π/8), and the maximally anisotropic (θ = 0) cases, respectively.
Clearly in the plots, inside the magnetic phases we have overall a very good agree-
ment between the numerical data and the results obtained from linear spin-wave
calculations (solid line). This supports the the validity of both methods. However,
in the disordered regions at the borders of the columnar phase, the numerical data
lead to a fit with comparatively poor quality, and the reliability of the numerical
result is reduced. Linear spin-wave theory breaks down here too, albeit in a slightly
diﬀerent parameter range. The nature of these breakdowns is discussed in more de-
tails with studying the correlation functions and the ordered moment, in Section 6.3.
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Figure 6.9.: The ground-state energy as function of the frustration angle φ, for
the maximally anisotropic model with θ = 0. Plot elements are as
in Fig. 6.7.
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Figure 6.10.: The ground-state energy as function of the anisotropy parameter θ, for
the unfrustrated model with φ = 0 (J2 = 0). Plot elements are the
same as Fig. 6.7. Dashes denote the result E0 = Jc ln 2 from Bethe
ansatz calculations for the one-dimensional S = 12 spin chain.
Next, we consider the unfrustrated (J2 = 0) but anisotropic (J1a ￿= J1b) model
with only nearest-neighbor interactions. Fig. 6.10 shows the dependence of the
ground-state energy per site E0, on the anisotropy parameter θ for the fixed frus-
tration angle φ = 0. As before, the agreement with linear spin-wave theory (solid
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Figure 6.11.: The structure factor SN (q) for the tile 28:2-8 at the wave vectors cor-
responding to the four classically ordered phases, as a function of the
frustration angle φ for the isotropic model. Inset contains an illustra-
tion of the tile in direct space and the position in the phase diagram.
line) inside the magnetic phases is good, but not at the borders of the Ne´el phase.
For θ = 0 and θ = π2 , we have J1b = 0 and J1a = 0, respectively. Therefore, the
lack of interactions between the lattice sites in one direction turns the tile into an
array of short decoupled chains. Two dashes in Fig. 6.10 at θ = 0 and θ = π2 , denote
the exact result of E0 = Jc ln 2, derived from Bethe ansatz calculations for the one-
dimensional S = 12 spin chain [23]. Here, the finite-size scaling of these usually short
chains, as well as the linear spin-wave analysis in one dimension, are not successful,
although the former results are more close to the exact value. However, this is an
extreme case and we discuss it here primarily to show the limits of the finite-size
scaling method when applied to the strongly anisotropic models.
6.2. Structure factor and ordered moment
In Chapter IV, we discussed about the spin structure factor and its calculation for
testing the magnetic ordering. From the structure factor we obtained the ordered
moment which is related to to the Neutron diﬀraction (ND) experimental data. Here,
using the ground-state wave-function obtained by diagonalizing the Hamiltonian
matrix, the structure factor calculated for all four ordering wave vectors is obtained
using Eq. 4.3 for the largest system that we are considering (tile 28:2-8 with 28
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spins), and the results are shown in Fig. 6.11. Starting from the left-side, the
ferromagnetic phase has the fully polarized ground-state. Thus, we have SN (0) =
S2 = 14 , and in accordance with Eq. 4.16, for the antiferromagnetic wave vectors
q ￿= 0 we get S28(q) = 160 (see Section 4.3.1). Entering the Ne`el antiferromagnetic
region, the mismatch between the value of the structure factors at the (0, 0) ordering
in the FM phase and the QNAF = (π,π) ordering in the NAF phase (φ ≈ −π/2) is
only a finite-size eﬀect and will be suppressed by increasing the cluster size. Now
we continue to the columnar phase, because the tile 28:2-8 is not a square it has
only the C2 point-group symmetry, hence the equivalence between two wave vectors
QCAFa = (π, 0) and QCAFb = (0,π) existing for the infinite system (and any tile
having at least C4 symmetry) is no longer present. This manifests itself in a diﬀerent
φ dependence of the two structure factors S(π, 0) ￿= S(0,π), which is also evident
from Fig. 6.11, in particular close to the CAF/NAF border. For the calculations of
the ordered moment, we take the average of these two values of the structure factor,
S(QCAF) =
1
2 [S(QCAFa) + S(QCAFb)].
6.2.1. Finite-size scaling analysis
By determining the expectation values of the spin correlation functions ￿Si ·Sj￿, we
can now calculate the finite-size equivalent M2N (q) of the ordered moment applying
the two methods described in Section 4.3.2. In the same way as for the ground-state
energy in the previous sections, we choose the most square shaped tile, for each
tile area N and fit Eq. 5.22 to the resulting data points. Again, aside from the
conventional Ne´el antiferromagnet, we ignore the last term in Eq. 5.22 and use a
linear scaling only.
Isotropic nearest-neighbor exchange
Fig. 6.12 illustrates the extrapolation of the ordered moment, calculated for the
unfrustrated (J2 = 0) isotropic antiferromagnetic Heisenberg model (φ = 0, θ =
π/4). The top plot shows the derived results from the structure factor, and the
bottom plot shows M˜2(q) obtained from the longest distance correlation function.
As before, the horizontal dashes denote the values for diﬀerent tiles, and those with
the maximum squareness parameter are specified by circles. From the top figure
it is evident that the most square-like tiles have also the largest structure factor
at the ordering vector QNAF = (π,π) for the NAF phase. The solid lines in both
plots denote the fit of M2N (q), which yields the value of M(QNAF) = 0.30(3) in the
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(a) 1st method: structure factor, Eq. 4.3
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(b) 2nd method: longest distance correlation, Eq. 4.18
Figure 6.12.: Finite-size scaling of the ordered moment for the isotropic nearest-
neighbor antiferromagnetic Heisenberg model. The horizontal dashes
denote (a) the structure factor and (b) the longest distance correlations
of diﬀerent tiles. The circles correspond to those tiles with maximum
squareness, which are used for the scaling analysis and the extrapola-
tion.
thermodynamic limit. This is in excellent agreement with previous studies [87, 89,
101]. The same fit applied to M˜2N (q), indicated by the dashed lines in the figures,
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Figure 6.13.: The ordered moment, calculated using the 1st method, corresponding
to a point in the NAF phase. Plot symbols and legends are the same
as Fig. 6.12.
gives a slightly lower value of M˜(QNAF) = 0.27(6) for the thermodynamic limit. This
may be taken as a good indicator for the accuracy within which we can determine
asymptotic (N →∞) values of the ordered moment.
An error analysis of the fit of Eq. (5.22) using all three terms has been applied
to both M2N (q) and M˜
2
N (q) separately, which will be explained in more details in
Section 6.3. The relative error is larger for the latter method, which is a consequence
of the fact that only a single correlation function is evaluated, whereas in the first
method, in the Fourier sum all possible ￿Si · Sj￿ are used.
Next-nearest neighbors and spatial anisotropy
The scaling of the ordered moment for ferromagnetic next-nearest neighbor exchange
J2 < 0 (φ = −0.2π), both in the isotropic (J1a = J1b) and maximally anisotropic
(J1b = 0) cases are shown in left and right of Fig. 6.13 respectively. The horizontal
dashes denoteM2N (QNAF) for individual tiles, and the solid line represents a fit with
Eq. 5.22 to the values for the tiles with maximum squareness parameter (circles in
the plot). The dashed lines corresponds to the fit of M˜2N (q) for the same set of tiles.
(individual values are not shown). Again, a comparison of the extrapolated values
for M2(q) from the two diﬀerent scaling procedures can serve as an indicator of the
quality of the finite-size scaling analysis.
Fig. 6.14 displays the scaling of the ordered moment in the columnar phase with
an antiferromagnetic J2. Like before, only those tiles which are compatible with
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Figure 6.14.: The ordered moment, calculated using the 1st method, of the isotropic
model in the CAF phase. Plot elements are the same as Fig. 6.12.
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Figure 6.15.: The ordered moment, calculated using the 1st method, in (a) CAFa
and (b) CAFb phases. Plot elements are the same as Fig. 6.12.
both columnar phases can be used for the calculations. This is equivalent to the
compatibility with all four classical phases, and keeps only half of the tiles (with
N = 4￿, ￿ ∈ N) suitable for the fitting. Moreover, in the infinite system which
has C4V point-group symmetry, the wave vectors (π, 0) and (0,π) are equivalent.
However, most finite tiles have a spatial symmetry lower than C4 (see Table 5.2),
meaning that the equivalence between (π, 0) and (0,π) is lost. For this reason,
we take the average of the structure factor at these two wave vectors and use the
resulting data points for the scaling. However, this is not needed in the anisotropic
case (θ ￿= π/4 and θ ￿= −3π/4), as shown in Fig. 6.15, since CAFa and CAFb are
now diﬀerent phases, and a larger number of lattices are available for the scaling.
Note that, in Fig. 6.14 we plot the area dependence of the structure factor and the
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Figure 6.16.: The size dependence of the structure factor in the disordered regime
at the CAF-FM border. Plot elements are the same as Fig. 6.12. In
this case, a reliable linear scaling result cannot be obtained from the
results of the most squared tiles, denoted here by circles.
longest distance correlation function including the factor of ζ(q) = 2 introduced in
Eq. 4.9. This factor is due to the breaking of the spatial symmetry, induced by the
columnar order.
Magnetically disordered regimes
In the disordered region between the Ne´el and the columnar phase of the isotropic
model (J1a = J1b = J1, J2/J1 ≈ 1/2), the behavior of both the structure factor
and the correlation functions do not show a systematic dependence on the tile size,
similar to the case of the ground-state energy (which itself equals to a correlation
function between nearest neighbors). It is also clear from Fig. 6.16, which illustrates
the calculated values for bothM2N (q) (left) and M˜
2
N (q) (right). This erratic behavior
of both quantities is due to the fact that the nature of the ground-state in this region
is non-magnetic. Thus, determining only the magnetic structure factor and ordered
moment cannot lead to a true quantitative analysis in the sense of Eq. 5.22.
There exists a very similar behavior also for J2/J1 ≈ −1/2 (with ferromagnetic
J1) in the cross-over spin-nematic region of the phase diagram. To see more de-
tails, Fig. 6.17 displays the longest distance correlation function ￿S1 · Smax￿, used
in Eq. 4.18, in the narrow region between CAF and FM phase and as a function of
the frustration angle φ or tiles of diﬀerent size. The solid vertical line represents the
classical phase boundary. Apart from the eight-site tile, which is too small because
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Figure 6.17.: Dependence of the longest distance correlation function on the frus-
tration angle φ in the spin-nematic region between the CAF and FM
phases of the isotropic model. Only the tiles with maximum squareness
which are compatible to all four classical phases are used. The legend
in the plot lists the individual tiles and their symbols.
the longest distance sites have only one site between, ￿S1 · Smax￿ decreases for each
tile where a sudden jump to the ferromagnetic value of ￿S1 ·Smax￿ = S2 = 14 . Those
correlation functions which are ferromagnetic in the columnar phase even change
their sign before the jump (they are positive because longest distance sites are on
the same sublattice). This sign change can even serve as a clue to the breakdown
of columnar order. However, the transition to the ferromagnetic correlations in the
region of 0.881π < φ < 0.891π seen here does not have a systematic dependence of
tile size. Hence, an extrapolation to the thermodynamic limit would not be possible
for any finite size. This will be discussed more quantitatively in Section 6.3.
To conclude for the scaling of the ordered moment, we note that as for the pre-
viously discussed ground-state energy, one can carry out a very well defined scaling
procedure to the thermodynamic limit for the stable Ne´el and columnar phases. The
recipe is the careful selection of the classically compatible tiles with the maximum
squareness parameter. However, in the disordered regions at the corner of the NAF,
CAFa and CAFb honeycomb (see Fig. 3.2) scaling is impossible. This is an indi-
cation of the imminent breakdown of magnetic order due to quantum fluctuations.
Similar conclusions have been obtained already from the linear spin-wave theory [47].
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Figure 6.18.: Relative error ￿rel as defined in Eq. 6.1 of the fits to M2N (q) for the
isotropic model. Note the logarithmic scale of the ordinate. The error
in the magnetically disordered regions is at least one order of magnitude
larger than in the ordered sectors of the phase diagram. The solid
horizontal line denotes the value ￿rel = 0.1, indicating the maximum
error acceptable for having at least one significant digit in M2(q).
6.3. Quality of the fit
For the linear scaling (dropping the last term in Eqs. 5.21 and 5.22) applied for
extrapolating the results to the infinite lattice, studying the quality of the scaling is
crucial. There exist several measures which can be used to characterize its quality.
An appropriate one here is the relative error in the ∞-norm, defined as
￿rel =
|f − d|∞
|f |∞
∼ 10−p, (6.1)
|{x1, x2, . . . }|∞ = max (|x1|, |x2|, . . . ) .
Here, f is the set of values to be fitted at the points 1/N , and d the set of data
calculated for the maximum-squareness tiles with area N . The exponent p in the
above equation can be interpreted as the number of significant digits [73] for the
extrapolated value f0 in the limit N → ∞. Therefore, a value of ￿rel ￿ 0.1 means
that there are no significant digits in the extrapolated value, and 0.1 is the maximum
error tolerated.
Figure 6.18 displays this error for scaling of the ordered moment for the isotropic
model as a function of the frustration angle φ. The behavior of the fitting error of
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Figure 6.19.: The ordered moment as function of the frustration angle φ, for the
isotropic model with fixed θ = π/4. The solid line corresponds to the
linear spin-wave results, and dots are the extrapolation using the struc-
ture factor of the tiles with the maximum squareness parameter. The
gray-shaded areas in the top plot represent the range of frustration an-
gles φ where the relative error of M2(q) is above 0.1, i.e. no significant
digits present for the extrapolated value (cf. Fig. 6.24).
the ground-state energy values is also reminiscent of this plot. In the ferromagnetic
phase, the fully polarized state is the ground-state, and the error reflects the nu-
merical round-oﬀ errors, i.e., the accuracy of the floating point operations with an
order of 10−15. These values have been excluded from the figure (We have deter-
mined M2N (q) in the ferromagnetic region in order to verify the correctness of the
numerical implementation). In the well-ordered region of NAF and CAF we have
￿rel = O(10−3) . . .O(10−2), and we can regard the scaling procedure in these inter-
vals as stable. In contrast, in the magnetically disordered regions at the borders of
the columnar phases, the strong increase in ￿rel clearly indicates that the scatter of
the points is much too high for making the extrapolated value reliable. The solid
horizontal line in Fig. 6.18 denotes ￿rel = 0.1, below that the extrapolated values for
M2(q) have at least one significant digit. In other words, a magnetic order parame-
ter M2(q) to be used to characterize the nature of the ground state can be obtained
exclusively in those regions having ￿rel < 0.1.
77
6. Results for Ground-State Properties
6.3.1. Extrapolation to the thermodynamic limit: ordered moment
In Fig. 6.19 the extrapolated values for the ordered moment M2(q) are plotted
(dots) as a function of the frustration angle φ for the isotropic case. Inside the
ordered regimes of the phase diagram, the results are in excellent agreement with
the linear spin-wave theory (solid line). There are diﬀerences near the borders of
the columnar phase, shown by the gray-shaded areas, which denotes the range of
frustration angles φ with the error ￿rel > 0.1 (see Eq. 6.1). This area is slightly shifted
from the interval where the moment M2(Q) calculated in spin-wave approximation
vanishes. At these magnetically disordered regions, the numerical results tend to
become unreliable, and no significant digit can be attained with the extrapolation of
the finite-size scaling data. In particular, in the spin-nematic region of the isotropic
model, a qualitative diﬀerence exists between linear spin-wave theory and exact
diagonalization. For the former, increasing φ leads to tiny region around the classical
CAF/FM phase boundary where the ordered moment vanishes before jumping to
saturation in the FM phase. But, the extrapolated values for M(q) remain non-
zero at any frustration angle φ. This behavior is displayed in greater details in
Fig. 6.20, where a zoom of Fig. 6.19 is shown for the CAF/FM border. We see
that the extrapolated moments have a nearly constant φ dependence M(QCAFa) ≈
Mφ=0(QNAF) in the columnar phase for φ/π ￿ 0.855, as it does in the FM phase
with M(QFM) = S for φ/π ￿ 0.874. However, for 0.855 < φ/π < 0.874, MN (q)
suddenly shows erratic behavior for diﬀerent tile sizes (as Fig. 6.17 confirms for the
longest distance correlation function too), correspondingly we have ￿rel > 0.1 with
no significant digits for M2(q) in that range of the frustration angle.
We can extrapolate MN (q) again to a stable full polarization again at the point
φ = 0.874π. This can be considered as an upper bound of the border between the
spin nematic and FM phase. According to Fig. 6.17, the minimum value for φ where
we get a stableM(q) = S decreases as a function of tile size, disregarding the smallest
eight-site tile. However, the true order parameter for the spin nematic phase is not of
magnetic type, and therefore the behavior ofM(q) cannot be used to understand the
properties of this phase, in particular the parameter range within which it exists.
Instead, one would have to calculate the spin nematic order parameter [44] in a
similar way.
Similarly, the extrapolation results for an intermediate anisotropy θ = π/8 and
the maximally anisotropic case θ = 0 are shown in Fig. 6.21 and Fig. 6.22, respec-
tively. Again, a good agreement exists between the linear spin-wave analysis and
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Figure 6.20.: The ordered moment M(q) as a function of the frustration angle φ,
for the isotropic θ = π/4 case around the nematic region between
columnar and FM phases. The solid line indicates the result from linear
spin-wave theory, and the dots display the scaled exact diagonalization
values. The gray area shows the region where the relative error of the
extrapolated value for M2(q) is above 0.1 (cf. Fig. 6.24).
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Figure 6.21.: The ordered moment as a function of the frustration angle φ, for the
model with intermediate anisotropy with θ = π/8. Plot elements are
as in Fig. 6.19.
the finite-size scaling results. In plots, φ = π/2 corresponds to the decoupled two
sublattices with J1a = J1b = 0, J2 = Jc in which we have the universal value of
0.3034 for the Ne´el case. Due to the scaling of only small tiles (half of the original
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Figure 6.22.: The ordered moment as function of the frustration angle φ, for the
maximally anisotropic model with θ = 0. Plot elements are as in
Fig. 6.19.
lattice) the value of the extrapolation is slightly less than expected. Compared to
the isotropic case, there are two quantitative diﬀerences. First, the region where
the ordered moment vanishes is smaller. Second and most important, inside the
columnar antiferromagnetic phases, the ordered moment is restored to even larger
values than for isotropic exchange, i.e. anisotropy stabilizes the ordered moment,
in particular for the CAFb phase. Also, the symmetry around the point φ = π/2
is lost, and M is restored in the CAFb phase towards the saturation value upon
entering the FM phase. There is no region around the CAFb/FM border where M
is suppressed as in the isotropic case.
A zero ordered moment implies that, at least within our approximations, the
order parameter for the corresponding classical phase is destroyed by quantum fluc-
tuations. Historically, this was one of the first indications of the appearance of an
intermediate phase without magnetic order. Our findings suggest that the well-
known disordered phase for the isotropic J1 − J2 model for the antiferromagnetic
exchange couplings extends to the whole range of anisotropic interactions with ar-
bitrary ratios of θ (J1b/J1a).
This is not the case for the CAFa/b-FM crossover, where numerically already at
a deviation ∆θ/θ < 0.01 from the isotropic value θ = π/4, the ordered moment
remains finite and well-defined around the classical CAFa/b-FM transition point.
Fig. 6.23 illustrates this behavior and shows the ordered moment as a function of
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Figure 6.23.: Ordered moment for φ/π = 0.852 as a function of the anisotropy pa-
rameter θ. The frustration angle is chosen such that in the isotropic
case θ = φ/4, the system is in the disordered regime at the CAFa/b-FM
corner.
the anisotropy parameter for the fixed frustration angle φ/π = 0.8520. This is the
same value as in the intermediate region for the isotropic case and the two sharp
drops at θ = −3π/4 and π/4 correspond to the disordered regimes at the CAFa/b-
NAF corner and the CAFa/b-FM corner in the phase diagram, respectively. At the
CAFa/b-FM corner around θ = π/4, we have zero ordered moment only for a tiny
range 0.2493 < θ/π < 0.2507.
Finally, the ordered moment dependence on the anisotropy angle θ, for the un-
frustrated case with only nearest neighbor interaction (φ = 0, J2 = 0) is presented
in Fig. 6.24. At the values θ = π/4 and −π ￿ θ ≤ −3/4π, the isotropic model is
recovered with the well-known values M(QNAF) ≈ 0.30 and M(QFM) = S = 12 , re-
spectively. We emphasize again that the points θ = 0 and θ = π/2 at the borders of
the Ne´el phase correspond to arrays of independent chains. Therefore, the moment
suppression at these points is not a frustration eﬀect (which is in fact absent for
φ = 0), but a result of the eﬀective one-dimensional character of the model, where
no magnetic moment exists at any wave vector.
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Figure 6.24.: The ordered moment as function of the anisotropy parameter θ, for the
unfrustrated model with φ = 0 (J2 = 0).
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VII. Results for Finite-Temperature
Properties
As introduced in Chapter IV, the finite-temperature Lanczos method (FTLM) pro-
vides a powerful tool to study the thermodynamic averages of arbitrary operators
built from spin operators. Here, we focus on the temperature dependence of the
magnetic susceptibility (Section. 4.4.2), in particular we look at the behavior of its
peak value and position as function of diﬀerent system parameters and tile sizes.
We describe aspects of the susceptibility behavior for parent compounds of the Fe-
pnictides superconductors and layered V2+ (S = 12) compounds, as well as fitting to
the experimental data available for a quasi-two-dimensional Cu-pyrazine compound.
The latter analysis can be used for the determination of the exchange interaction
constants and therefore degree of frustration, which is of central importance to char-
acterize frustrated two-dimensional quantum magnets.
7.1. Magnetic Susceptibility
7.1.1. Application to quasi-2D Cu(pz)2(ClO4)2
To demonstrate the strength of finite-temperature Lanczos method, we apply it
to the quasi-two-dimensional antiferromagnet Cu(pz)2(ClO4)2. In previous works
[61,62] the spin-wave excitations, field dependent moment and ordering temperature
TN (H) of this compound were determined. Based on these results and on earlier
thermodynamic studies [63, 64] it was proposed that Cu-pyrazine is close to a pure
Ne´el antiferromagnet with a frustration ratio of J2/J1 = 0.02 or φ/π ≈ 0.006.
However, the field dependence of staggered moment was not analyzed in this respect.
We will present a detailed analysis of magnetic field dependence of the staggered
moment in Section 8.2. The results of this analysis for the frustration ratio J2J1 will
be compared to the following analysis of χ(T ) using the finite-temperature Lanczos
method.
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Figure 7.1.: Curie – Weiss and high-temperature fit of the tail of the magnetic sus-
ceptibility of the measured powder sample in Ref. [64]. The solid line is
the actual fit and the dashed line is its continuation to lower tempera-
tures where deviations start. The best fit parameters are given in the
inset.
First we discuss two common approximations for χ(T ). In the mean-field ap-
proximation, the leading term in the magnetic susceptibility χ(T ) is given by the
Curie–Weiss law,
χ(T ) =
C
T + θCW
, (7.1)
Alternatively, a high-temperature expansion starting from fully uncorrelated spins
at T ￿ TN leads to the form [93],
χmol(T ) =
(gµB)2
3kBT
S(S + 1)
￿
1 +
θ
T
+O
￿
θ
T
￿2￿
,
θ =
S(S + 1)
3
J
kB
, J =
￿
j
J1j . (7.2)
Fig. 7.1 shows the best fit of both formulas to the high-temperature tail of the
susceptibility of the measured data in Ref. [64]. However, using Eqs. 7.2 and 7.1
to fit the measured data does not yield a unique solution for J1 and J2, since it is
only dependent on the sum of exchange interactions. Similar studies [63, 64] based
on series expansion for fitting Cu(pz)2(ClO4)2 artificially set J2 = 0 (φ = 0) from
the outset. J2 is later determined from details of the spin-wave dispersion [61, 62].
In the current context, we perform an unbiased analysis with a possible non-zero
J2 by fitting the finite-temperature Lanczos method data with variable φ and Jc
to the experimental data. The result for the best fit from various cluster sizes is
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Figure 7.2.: Uniform magnetic susceptibility from the finite-temperature Lanczos
method for various tile sizes N . Fitting to experimental values (dots)
for Cu(pz)2(ClO4)2 starts above the vertical line (below the maximum).
Optimal fit parameters J1 and J2 are indicated in the inset. The g value
is obtained from gµBHs = 4J1.
shown in Fig. 7.2. The dots correspond to the powder susceptibility measured in
Refs. [64, 105, 106]. The finite-temperature Lanczos results are calculated with a
magnetic field of 1 kOe to be compatible with Ref. [64]. In order to reduce the
influence of finite-size eﬀects only data points slightly below the maximum in χ(T )
up to the highest temperature are included for the fit. Best fitting leads to a J2/J1 =
0.12 or φ/π = 0.04. From the value of J1 and the measured saturation field Hs =
52T, we get a gyromagnetic ratio g = 4J1µBHs = 2.11, which is in good agreement
with the observed result from Electron Spin Resonance (ESR) technique [64] (see
Section 8.1). For φ/π > 0.04, the agreement around the maximum of χ(T ) becomes
worse. This result indicates already that Cu(pz)2(ClO4)2 has a finite but moderate
frustration.
7.1.2. Localized model for parent compounds of Fe-pnictides
As described in Section 2.2, Inelastic Neutron Scattering (INS) results have shown
that low energy spin excitations of the parent compounds of the 122 family of Fe-
pnictides can be well described by a J1a,b − J2 local moment model with exchange
interactions according to Table 2.2. Since they are all located in the CAFa re-
gion of the phase diagram, one expects that the low (zero) frequency susceptibility
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Figure 7.3.: Temperature dependence of the uniform magnetic susceptibility for
φ/π = 0.35, and θ/π = 0.25 as for BaFe2As2 with Jc = 58.5 meV [58],
corresponding to a temperature variation between 170 and 510 K.
follows the outcome of the same model, at least qualitatively. To verify this con-
jecture we performed finite-temperature Lanczos calculations as e.g. described in
Ref. [47,107] for various finite clusters. The result is shown in Fig. 7.3 for a param-
eter set corresponding to BaFe2As2 as from Ref. [58]. For temperatures T ￿ 0.25Jc
the calculation becomes unreliable due to finite size eﬀects. The temperature range
corresponds to 170K at the lower and 510K at the upper boundary. The linear in-
crease in T observed for BaFe2As2 from 150K to 300K is qualitatively reproduced,
although the absolute increase is too large. This increase with temperature can-
not be easily explained within the itinerant model for Fe 3d electrons, which would
predict a constant Pauli susceptibility. One has to involve higher order many body
corrections [108] to obtain the qualitatively correct increase. We also mention that
in the combined itinerant-localized model of Ref. [109] the linear temperature de-
pendence was also attributed to the local moment contribution. At the very least
our calculation shows clearly that in the present range of measurement one should
not yet expect the high temperature Curie law χ(T ) ∼ 1/T in the local moment
picture of Fe-pnictides. This should be expected only quite above the maximum
temperature for χ(T ), which is at about 1.1 Jc or 750K in the case of Fig. 7.3.
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Figure 7.4.: Left: maximum value χM of the magnetic susceptibility χ(T ). Right:
contour plot of the temperature TM at which the maximum susceptibil-
ity occurs.
7.2. Frustration and anisotropy dependence of the
susceptibility peak
The position and height of the susceptibility peak are experimentally directly ac-
cessible quantities and in particular allow conclusion on the frustration ratio. The
frustrated S = 12 Heisenberg model on the square lattice, the J1 − J2 model, ap-
pears to describe well the thermodynamic and magnetic properties of two classes
of vanadium compounds of type Li2VOXO4 (X = Si, Ge) [57] and AA￿VO(PO4)2
(A, A￿ = Pb, Zn, Sr, Ba) [52, 54] (Section 2.2). However, their crystal structure
corresponds to a lattice with lower symmetry [110]. We therefore consider the im-
pact of an additional anisotropy of the nearest-neighbor interactions in the ab plane,
as characterized by the anisotropy parameter θ. We have calculated the thermal
behavior of the magnetic susceptibility and its dependence on the frustration and
anisotropy parameters for the whole phase diagram for a cluster of 20 sites with
the finite-temperature Lanczos method. Fig. 7.4 presents the result of this calcu-
lation for the position TM (right panel) and the maximum χM (left panel) of the
peak of the susceptibility. The peak shows little change for diﬀerent size and tile
geometries, but we present it as a global picture of the susceptibility behavior. In
the ferromagnetic region of the phase diagram the susceptibility is divergent. Deep
inside the antiferromagnetic (Ne´el and collinear) regions, the parameter dependence
is weak. In the right panel of Fig. 7.4, apart from the “dip” which occurs in the
nonmagnetic columnar-dimer phase for (θ,φ) ￿ (0.15π, 0.25π), also the maximum
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Figure 7.5.: Finite-temperature Lanczos method results for the magnetic suscepti-
bility χ(T ). Figures on the left show the value and those on the right
show the temperature where χ(T ) reaches its maximum. Top: depen-
dency on the frustration angle φ for the isotropic model θ = π/4. The
vertical lines distinguish three diﬀerent classical phases, FM, NAF and
CAF. In particular the maximum position is suppressed in the strongly
frustrated region φ ￿ 0.15π. Bottom: dependency on the anisotropy
parameter θ at fixed frustration angle φ = 0.625π. The vertical line
shows the isotropic case, θ = π/4.
position depends only weakly on the anisotropy.
In Fig. 7.5, the finite-temperature Lanczos method results for a tile of size 20 are
shown in greater details. These plots can be seen as horizontal (upper panels) and
vertical (lower panels) cuts through Fig. 7.4. The position (right) and the value (left)
of the broad maximum of the magnetic susceptibility χ(T ) are plotted as a function
of the frustration (φ) and the anisotropy (θ) parameters. The top curves correspond
to the isotropic case (J1a = J1b, θ =
π
4 ), while the bottom curves show the eﬀect of
the anisotropy parameter θ for constant φ = 0.625π (in CAF regime, corresponding
to the values of frustration angles for vanadates). Compared to the upper panels, the
changes both in value and temperature in the lower plot are quite small. Therefore,
introducing an anisotropy within the columnar phase has comparatively little eﬀect
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on the temperature dependence of χ(T ). This is also confirmed by the behavior
of the ground-state energy (shown in Fig. 6.1) which shows the same relative weak
dependence on system parameters inside the antiferromagnetically ordered phases.
This explains the validity of the square-lattice Heisenberg model in describing the
experimental results on the thermodynamics of the compounds which might have a
symmetry lower than the tetragonal one.
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VIII. Results for Field Dependence of
Magnetic Moments
The goal of this chapter is to provide insight about the behavior of the quantum
Heisenberg J1 – J2 model in the presence of an external magnetic field. By adding
a Zeeman term to our model Hamiltonian, we study the dependence of the uniform
and ordered magnetic moments, including the eﬀect of quantum fluctuations on
the moment. Similar to the previous chapters, the results from the linear spin-
wave analysis and the exact diagonalization are presented, and a finite-size scaling
analysis of the latter will be compared to the former approximation. In addition,
a best fit analysis for the measured Neutron diﬀraction data of the Cu-pyrazine
compound is presented, in order to introduce a novel method for determining the
degree of the frustration in quasi-two-dimensional systems. We also present results
for the uniform magnetic moment up to the saturation field and compare it to the
experiments in two-dimensional vanadates.
8.1. Magnetic moment
The model Hamiltonian including the magnetic field term reads as,
H = J1
￿
￿ij￿1
Si · Sj + J2
￿
￿ij￿2
Si · Sj − gµBH
￿
i
Si. (8.1)
Here J1 = Jc cosφ and J2 = Jc sinφ are the nearest and next-nearest neighbors
exchange constants with Jc = (J21 + J
2
2 )
1
2 giving the overall energy scale. The
additional Zeeman term defines the z-axis as the direction of the magnetic field, i.e.
gµBH =: Hzˆ. The field dependent total moment is then given by
m2tot(H) = m
2
0(H) +m
2
Q(H), (8.2)
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Figure 8.1.: The field dependent total moment (mtot) consisting of uniform (m0)
and staggered moment (mQ) perpendicular and parallel to the xy plane,
respectively. Ellipse indicates spin-wave excitations.
consisting of uniform (m0 = mtot sinΘzp, see Eq. 3.44) and staggered moment
(mQ = mtot cosΘzp, see Eq. 3.45) perpendicular and parallel to the xy-plane, re-
spectively. This is explained in Fig. 8.1, where in the classical picture, the magnetic
moments align themselves with the magnetic field direction. At finite values of H,
the spins are canted out of the xy plane. The respective canting angle Θzp (not to be
confused with the anisotropy parameter θ) is measured relative to the field direction
(global z axis); Θzp = 0 corresponds to the fully polarized state, and Θzp =
π
2 to the
state with vanishing magnetic field. The former happens at fields above the satura-
tion field Hsat, where all the moments align themselves parallel with each other. In
the classical picture (Θzp → Θc) the moments of length S simply rotate in the field
leading to a linear mcl0 = S(H/Hsat) (see Eqs. 3.6 and 3.10). Including quantum
(zero point) fluctuations by considering the spin-wave approximation results in a
smaller uniform moment m0 (see Section 3.5) and a nonlinear magnetization curve
m0(H).
8.1.1. Uniform magnetization
The total magnetization of the system is the ground-state expectation value of the
z component of the spin S in the global coordinate system,
m0 =
1
N
￿
i
￿Szi ￿ . (8.3)
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Figure 8.2.: The linear spin-wave results for the field dependent uniform moment
per site as a function of the applied magnetic field H/Hsat, with diﬀer-
ent frustration parameters φ in the NAF phase. Between each pair of
adjacent curves an oﬀset ∆m = 0.1 is inserted. The solid lines denote
the field dependence in the isotropic case, and the dashed lines present
the classical value. The inset shows all the curves without oﬀset.
The Hamiltonian 8.1 may be diagonalized in the local coordinate system of the
canted spins, leading to the spin-wave energies E(H,k) (Section 3.4) . The uniform
moment is then given by the ground-state expectation value of the total moment
projected onto the field direction (Section 3.5). Fig. 8.2 displays a set of curves of
m0(H) for diﬀerent frustration angles, obtained by the linear spin-wave approxima-
tion in the NAF phase. The magnetic field is normalized to the respective saturation
field. The solid curves show the field dependence of the induced moment m0 in the
isotropic case θ = π/4, J1a = J1b, and the dashed curves show the same quantity
in the classical approximation with cosΘc = H/Hsat. By increasing the frustra-
tion parameter, the bending of the curves is increasing only by a small amount (see
inset for comparison). Thus the dependence of the uniform moment on the frus-
tration parameter φ in the NAF phase with both antiferromagnetic J1 and J2 is
weak. However, close to the strongly frustrated region (φ ￿ 0.15π, J2/J1 = 0.5)
the total moment vanishes and spin-wave approximation breaks down. In this case
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the magnetization curve develops a plateau at m0 =
1
2S in a very narrow interval of
φ [40, 111,112].
Later in Section 8.2 we primarily use the more pronounced staggered moment field
dependence to identify the degree of frustration, e. g. in the Cu-pyrazine compound,
which is known to be in the NAF phase from previous studies [62].
Alternatively, the uniform magnetization can be calculated directly from the
exact diagonalization of finite clusters. Since the Zeeman term commutes with
the rest of the Hamiltonian, usually there is no need to perform further diago-
nalizations to calculate the change in the ground-state or thermodynamic prop-
erties. For example, for calculating the ground-state energy dependence on the
magnetic field, it is suﬃcient to look at all diﬀerent spin sectors (i. e. Hamiltonian
matrix blocks) distinguished by diﬀerent Stotz and calculate the lowest energy in
each of them. The energy of diﬀerent spin sectors in the magnetic field changes as
E(H;Sztot) = E(H = 0;S
z
tot) + gµBHS
z
tot. Therefore, one just has to find at which
spin sector (Sztot), E(H) leads to the lowest value (among all possible S
z
tot) for a
given field H. Since we have only a finite number of possible configuration of spins,
Sztot = 0, 1 . . . SN , each sector will be the ground-state for an interval of values of the
magnetic field H, determined by the adjacent level crossings. This level crossings
lead to a steplike field dependence for all ground-state properties, such as the magne-
tization. The exact diagonalization results of the uniform magnetization per site for
some finite clusters is shown in Fig. 8.3. The value of the moment is shown with the
dashed line, and the horizontal gridlines specify diﬀerent spin sectors. Each vertical
gridline is the field value at which the ground-state changes to a diﬀerent spin sector.
Clearly, with increasing the tile size, these steps become smaller and a more con-
tinuous magnetization curve emerges. But, with the help of a procedure known as
Bonner – Fisher construction [113], one can obtain an improved picture of the be-
havior of the magnetization. The idea is that instead of having constant values
at each level, one can consider the position of the midpoints at each step. These
midpoints, obtained firstly from the magnetization values, and secondly from those
fields where a level crossing happens (both from horizontal and vertical segments),
lead to a smoother magnetization curve. Hence, they can be used in addition to the
actual levels to present the magnetization. This is depicted in Fig. 8.3, where the
solid line and the black dots are the exact diagonalization results of finite clusters,
and the corresponding Bonner – Fisher construction, respectively. However, one
should keep in mind that there is actually no “new” information generated via this
method, and the midpoints are only representatives within their corresponding spin
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Figure 8.3.: Bonner-Fisher construction of the uniform magnetization as a function
of the magnetic field for the Ne´el antiferromagnet for tile sizes N =
12, 16, 20 and 24.
sectors. In particular, those points coming from the averaging over two neighboring
spin sectors (dots on the vertical gridlines in Fig. 8.3) correspond to no real physical
value and are just an estimated mean value. Another aspect worth mentioning is
that the level crossings happen with ∆S = 1 in the NAF phase and ∆S = 2 in some
regions of the CAF phase. Details are discussed in Ref. [69].
Fig. 8.4 compares the results from the two theoretical methods and the experi-
mental data on the Cu-pyrazine high-field magnetization data from Ref. [64]. The
top panel shows the overlay of all Bonner – Fisher constructions from diﬀerent clus-
ter sizes (diﬀerent symbols), and the result from the linear spin-wave analysis (the
same as Fig. 8.2) as black lines. All diﬀerent tiles with sizes 8 ￿ N ￿ 30 con-
tribute to the uniform magnetization in a similar trend (although only N ￿ 16 are
shown here) and a small size dependence is observed. It happens only at low fields
where the finite-size eﬀects are most prominent. The bottom panel shows also the
good agreement to the measured magnetization of Cu-pyrazine. The saturation field
Hsat = 490 kOe has been used for normalizing the high-field data [64], and given
the small size of the clusters involved, the Bonner – Fisher constructions represent
closely its experimental behavior.
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Figure 8.4.: Uniform magnetization (Section 4.3.2) calculated from the Bonner –
Fisher construction of the exact diagonalization data and the linear spin-
wave analysis for the simple Ne´el antiferromagnetic model, compared in
the bottom panel to the experimental high-field magnetization data of
Cu-pyrazine. The saturation field for the latter is 490 kOe [64]. The
dependency of the uniform moment on the frustration angle deep inside
NAF phase is small.
The same analysis can be applied also the the uniform moment behavior of vana-
dium compounds. For two classes of vanadium compounds of type Li2VOXO4 (X =
Si, Ge) [57] and AA￿VO(PO4)2 (A, A￿ = Pb, Zn, Sr, Ba) [52, 54], V-oxide pyramid
layers contain V4+ ions with S = 12 . From the analysis of the temperature depen-
dence of the heat capacity and the magnetic susceptibility in zero (or small) fields,
the frustration ratio J2/J1 can be obtained [107]. However, an ambiguity remains
with respect to the relative sign of the two exchange constants, which can be resolved
by analyzing the behavior of the saturation fields in these materials [69].
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Figure 8.5.: Left: Comparison of saturation fields from exact diagonalization and
spin-wave theory with θ = π4 , and from high-field experiments [114].
The compounds are (1) PbZnVO(PO4)2, (2) Na1.5VOPO4F0.5,
(3) Pb2VO(PO4)2, (4) SrZnVO(PO4)2, and (5) BaCdVO(PO4)2. The
agreement with the saturation fields for the columnar phase gives a di-
rect proof that all compounds have CAF order. Right: Magnetization
for BaCdVO(PO4)2 [52]. Solid line denotes experimental data and filled
symbols the data from T = 0 Lanczos calculations for diﬀerent cluster
sizes.
The left-hand side of Fig. 8.5 shows a comparison of the saturation fields deter-
mined by linear spin-wave theory and exact diagonalization for the columnar (CAF)
and Ne´el (NAF) antiferromagnetic phases with the experimental values determined
from high-field measurements [114]. The predicted theoretical values are based on
fits of our finite-temperature Lanczos method data and of a high-temperature series
expansion [52, 54, 114, 115] to the temperature dependences of the low-field suscep-
tibilities. The experiments agree surprisingly well with the predicted CAF values,
demonstrating that all compounds order in a columnar magnetic structure at low
temperatures.
On the right-hand side of Fig. 8.5, the field dependence of the magnetization for
BaCdVO(PO4)2 is displayed, together with zero-temperature data from our Lanczos
calculations for diﬀerent cluster sizes using a Bonner – Fisher construction [69,113].
Given the small size of the clusters involved, the agreement is good, apart from low
fields, where finite-size eﬀects are most prominent.
8.1.2. Staggered magnetization (ordered moment)
Similar to the uniform moment m0 in Section 8.1.1, staggered moment mQ can
also be calculated by the ground-state expectation value of the total moment mtot
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Figure 8.6.: The field dependence of the ordered moment in the NAF phase for
several frustration parameters φ. The dashed line is the classical result.
∆m(φ) = 12 − mQ(H = 0,φ) is the zero-field moment reduction due
to quantum fluctuations.
projected onto the plane perpendicular to the field. In Section 3.5 we obtained
mQ = sinΘc
￿
S − 1
2 sin2Θc
￿
1
N
￿
k
Ak −Bk cos2Θc
Ek(H)
− 1
￿
− cos
2Θc
2 sin2Θc
1
N
￿
k
Bk (Ak −Bk)
A0Ek(H)
￿
(8.4)
The calculated staggered moment mQ from the linear spin-wave approximation is
shown in Fig. 8.6. The result for various frustration parameters φ in the NAF phase
are shown with diﬀerent line types, and the dashed blue line corresponds to the
classical rotation of the total moment out of the plane (Fig. 8.1). The field depen-
dence of the staggered moment is strongly influenced by the frustration angle. In
contrast to the classical case, it exhibits nonmonotonic behavior. This appears be-
cause of two behaviors. First, the size of the total moment increases with field, due
to suppression of quantum fluctuation, up to the classical value S at the saturation
field. Second, the moments are canted out of the plane, which reduces the staggered
projection. From mQ(H = 0) we clearly see that quantum fluctuations progres-
sively reduce the ordered moment from the classical value mclQ = 0.5 with increasing
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frustration angle φ. For larger frustration parameters one approaches the region of
the nonmagnetic phase (φ/π ￿ 0.15) where the spin-wave theory eventually breaks
down (mQ(H = 0) → 0). The suppression of quantum fluctuations by the applied
field become eﬀective for large frustrations. Therefore the initial slope of mQ(H)
increases strongly with φ. This turns out to be an excellent method to determine φ.
8.1.3. The structure factor
To investigate magnetic long-range order in the context of the exact diagonalization
on finite clusters, one has to look at the magnetic structure factor and its finite-size
scaling behavior. A similar path as in Sections 4.3.2 and 6.2 will be followed, but
with a diﬀerence in the normalization of the structure factor for the case of non-zero
magnetic fields. Following the definition of the structure factor from Eq. 4.3,
Sαβ(q;H) :=
1
Nαβ(H)
N￿
i,j=1
￿
Sαi S
β
j
￿
eiq(ri−rj)
=
N
Nαβ(H)
￿Sα1 Sβ1 ￿+ N￿
j=2
￿
Sα1 S
β
j
￿
eiq(r1−rj)
 , (8.5)
where Sαi is the α-component of the spin operator at site i and the last equality
holds for translationally invariant systems only. Special cases are:
• Zero magnetic field; with H = 0, there is no distinction between diﬀerent
axes and in a perfectly ordered state with the ordering vector Q for all i ￿= j
we have ￿Si ·Sj￿ = ￿Szi Szj ￿ = S2e−iQ(ri−rj), leading to the previously discussed
normalization of Nαβ(H = 0) = N(N + 1S ),
• On-site term; regardless of the magnetic field value, ￿Si · Si￿ = ￿S2i ￿ =
S(S + 1).
• Fully polarized state withH ￿ Hsat; where for all i ￿= j, ￿Sxi Sxj ￿ = ￿Syi Syj ￿ =
0 and ￿Szi Szj ￿ = S2.
The latter case leads to a non-vanishing value for Sxx(q, Hsat) + Syy(q, Hsat) at any
finite N , due to the on-site contribution. For this reason, we drop the on-site terms
in the sum for the transverse coeﬃcients of the structure factor. In this case, the
correct normalization would have the form Nxx(H ￿= 0) = N(N −1), and we get the
correct limiting value when extrapolating to infinitely large systems, N → ∞. To
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summarize, the normalizations of the structure factor we use in the magnetic field
for S = 12 are
Sαα(q; 0) =
1
N + 2
1
4
+
N￿
j=2
￿
Sα1 S
α
j
￿
eiq(r1−rj)
 ,
Szz(0;H) =
1
N
1
4
+
N￿
j=2
￿
Sz1S
z
j
￿ ,
Sxx(q;H) = Syy(q;H) =
1
N − 1
N￿
j=2
￿
Sx1S
x
j
￿
eiq(r1−rj). (8.6)
Using these normalizations, Fig. 8.7 shows the outcome of the calculation of the
structure factor using the Bonner – Fisher construction of the exact diagonalization
results of finite tiles. From top to bottom panels, the parallel and transverse com-
ponents of the structure factor, as well as their sum are presented. In the top plot,
the values are indeed exactly the same as the square of the total Sz per site (Fig. 8.4
top).
For the transverse components, the value at H = 0 is the same as before which
was used for the finite-size scaling and leads to the known value of 0.30(3) for the
magnetic moment in the unfrustrated anisotropic Ne´el case. A similar trend for the
size dependence of the structure factor at a non-zero magnetic field is also observed
here. This gives us a motivation to employ again a similar finite-size scaling analysis,
which will be described in more details in the next section. The bottom plot also
depicts the sum of parallel and transverse components which corresponds to the
square of the total magnetic moment m2tot. For them a similar but separate finite-
size scaling can be done.
8.1.4. Finite-size scaling of the ordered moment
Motivated by the successful finite-size scaling of the zero-field structure factor in
the ordered phases, one can perform a similar analysis in the presence of the mag-
netic field. However, one cannot simply use all tile sizes together in the finite-size
scaling procedure. For a given field strength H, diﬀerent tiles can have diﬀerent
magnetizations. Therefore, we have to work with constant magnetization, instead
of constant magnetic field strength. Because of the level crossings, the values of the
structure factor for all tiles do not correspond to the same value of fields for all tiles,
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Figure 8.7.: The field dependence of the structure factor in the unfrustrated (φ = 0)
Ne´el state of the antiferromagnetic Heisenberg model using Bonner –
Fisher construction (Section 4.3.2). (a) The uniform structure factor
S(0). (b) The staggered structure factor Sxx(Q), excluding the on-site
terms. (c) Sum of structure factors, which equals to the total moment
m2tot, including on-site terms for S(0) and excluding them for S(Q).
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Figure 8.8.: Parametric plot of the uniform and the staggered moments calculated
from the exact diagonalization of finite clusters, for the unfrustrated
Ne´el antiferromagnet. Symbols denote values for diﬀerent tiles with
sizes 8 ￿ N ￿ 30. Field increases from H = 0 to Hsat by going from
lower right to upper left corner.
but rather on some intervals which might not even overlap. We have to choose here
between those levels which belong to the same class (same Sztot) and this restricts
us to use all possible system sizes for the scaling at a particular total spin num-
ber. In order to illustrate this, Fig. 8.8 shows the parametric dependence of both
uniform and staggered moments (m0 vs. mQ) for system sizes 8 ￿ N ￿ 30. The
field is the variable parameter in the plot. Zero magnetic field H = 0 corresponds
to m0 = 0, in the lower right corner (zero field staggered moment), and H = Hsat
corresponds to m0 = S in the upper left corner (saturated uniform moment). The
vertical (horizontal) axis corresponds to the uniform (staggered) moment, and each
unique symbol locates total moment for a particular tile at a specific magnetization.
Level crossings of the structure factor for each size leads to a set of points for each
cluster. In this sense, the values on the horizontal axis are in H = 0 and the vertical
axis for H = Hsat (top-left corner of the diagram). Here, instead of determining the
intervals by the magnetic field (as in Fig. 8.3), we can compare the levels by their
total Sz number per site (uniform moment). Only those clusters which can realize
a particular value for the total moment, create a meaningful set of finite-size data.
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Figure 8.9.: Finite-size scaling of the square of structure factor M2N (see Sec-
tion 6.2.1) for a sector with non-zero total spin for (a) unfrustrated
(φ = 0) and (b) frustrated cases (φ ￿= 0). The scaling function and the
relative error (Section 6.3) is given in the plot.
As an example, consider the spin sector which has a total moment m0/S =
1
3 (the
center dashed line in Fig. 8.8). Since we have m0 =
n
N S with n = 0, 1, . . . N for a
tile with size N , only those tiles with N ≡ 0 (mod 3/S) can allow for this value of 13 ,
which will be N =12, 18, 24, 30 and so on. Only these system sizes can be used to
extrapolate the value of the staggered moment on this spin sector. This limits the
number of points available for the scaling analysis to just a fraction of allowed tiles.
Yet, within our available cluster sizes, a finite-size scaling for the spin sectors 12 ,
1
3 ,
and 14 can be done using at least three data points. Two examples of such scaling
plots are shown in Fig. 8.9 for (a) the unfrustrated φ = 0 case with Sztot =
1
2 and
(b) φ = 0.04π with Sztot =
1
3 . The same scaling formula as Eq. 5.20 is used here and
the error defined in Eq. 6.1 indicates two digits accuracy for the extrapolated value.
The extrapolated results from this scaling analysis and their comparison with the
linear spin-wave approximation are presented in Fig. 8.10. The dashed line shows the
classical value and the dot-dashed line in all panels corresponds to the unfrustrated
(φ = 0) case. For three diﬀerent values of frustration angle φ = 0, 0.04π and 0.063π,
the agreement between the extrapolated result and the spin-wave approximation is
very good. This demonstrates the power of the finite-size scaling analysis and also
the validity of the linear spin-wave approximation.
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Figure 8.10.: Parametric representation of uniform and staggered moment as func-
tion of field. Here H = 0 at the lower right and H = Hs at the upper
left corner. Frustration parameters shown are (a) φ = 0 (unfrustrated)
(b) φ = 0.04π and (c) φ = 0.063π. The dashed line is the classical
value. Symbols denote the value of the moment for diﬀerent tiles with
sizes 8 ￿ N ￿ 30. Black lines correspond to the linear spin-wave re-
sults and the black symbols are from the finite-size scaling of the exact
diagonalization. Dot-dashed line denotes the value for the unfrustrated
model (φ = 0).
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Figure 8.11.: Fitting the ordered moment to the inelastic neutron scattering data in
order to determine the frustration parameter φ. The solid thick line
corresponds to the best fit parameter φ = 0.063π. The dotted line is
the unfrustrated case and the thin line is the relative increase of the
moment for a lower value of φ = 0.04π which was obtained from the
fitting of the powder susceptibility measurements (Section 7.1.1).
8.2. Comparison with experimental results for Cu-pyrazine
We concluded in Section 8.1.2 that the field dependence of the ordered moment pro-
vides a method to determine the frustration angle φ. To demonstrate the strength of
this method we apply it to the quasi-two-dimensional Ne´el antiferromagnet
Cu(pz)2(ClO4)2, using both exact diagonalization and spin-wave calculations. In
Section 7.1.1 we used the finite-temperature Lanczos method results to fit the mea-
sured susceptibility data of Cu-pyrazine and obtained the value of φ = 0.04π or
J2/J1 ￿ 0.126 for the degree of frustration. However, the fit to χ(T ) does not
necessarily yield an accurate and unique solution, since it depends primarily on
ΘCW = J1 + J2, but only weakly on the individual exchange constants [107, 116],
and the complementary values φ and φ￿ = π2 − φ having identical ΘCW correspond-
ing to Ne´el and columnar antiferromagnetic order cannot be distinguished from an
analysis of χ(T ) alone [116]. It is therefore important to check this value of φ
independently. One possibility is to analyze the field dependence of the ordered
moment, which can be obtained from neutron diﬀraction data. The square of the
ordered moment |mQ|2 is proportional to the scattering intensity. This has been
measured for Cu-pyrazine in Ref. [61] for up to about 14 of the saturation field
(H ￿ 14T), and we fit these data to the staggered moment calculated by the linear
spin-wave approximation and exact diagonalization method. Here, we consider two
fit parameters, namely the frustration angle φ and the normalization of the neutron
scattering intensity, which we treat as a free fit variable. Since the change in the
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ordered moment with field is considerably large m2(H = 14T) ≈ 2m2(H = 0), a
rather substantial frustration ratio seems necessary to reproduce it. The results are
shown in Fig. 8.11 which yield the value of φ = 0.063π, which is somewhat larger
than the value φ = 0.04π from the finite-temperature Lanczos method comparison
to χ(T ). The experimental data in Fig. 8.11 are determined with 7 − 8% relative
accuracy [61].
For comparison we also show the moment for φ/π = 0.04 (thin line) and the
nearly unfrustrated Ne´el antiferromagnet with J2/J1 = 0.02 or φ/π = 0.006 (dotted
line). For the latter the frustration ratio has been determined by a series expansion
analysis of zone boundary spin-wave spectra in Ref. [62], but the predicted field
induced staggered moment increase is much too small. To get a more pronounced
moment increase with field, one has to increase the frustration φ, as is evident
from Fig. 8.6, and for φ/π = 0.063 the experimentally observed increase is obtained
in Fig. 8.11. The discrepancy to the finite-temperature Lanczos method value of
φ = 0.04π may possibly be caused by the background subtraction process [61] which
introduces an additional uncertainty with respect to the absolute size of moment
increase. In this sense Cu-pyrazine is not an ideal example due to the relatively
large non-magnetic background observed. We point out that the analysis of mQ(H)
also can resolve an ambiguity of possible values for φ and this observation may be
used as a tool in other cases where the ordered structure is not known.
Finally, for comparison (as in Fig. 8.11) the finite-size scaling of the exact diago-
nalization results for the moment are shown as open diamonds. Because the finite
size scaling is only possible for discrete values of the uniform moment, only few
values with H/Hsat ≤ 0.3 in right panel of Fig. 8.11 are available, nevertheless the
agreement is satisfactory.
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IX. Conclusions on the J1a,b − J2 Model
We have discussed thoroughly the properties of the spatially anisotropic Heisenberg
model on the square lattice, with first and second neighbors interactions. The J1−J2
model is one exemplary system in studying the eﬀects of quantum fluctuations and
quantum phase transitions driven by frustration. In this work, we have investigated
in detail the localized moment J1a,b − J2 model, in particular the eﬀect of the in-
plane anisotropy and the frustration. In Chapter 2, the model Hamiltonian has been
introduced and the classical phase diagram of the system was presented. Chapters 3
and 4 describe two methods, linear spin-wave approximation and exact diagonal-
ization, which we use for studying the properties of the system. The finite-size
scaling analysis based on the results of finite systems is presented in Chapter 5 and
the results of the ground-state properties are discussed in Chapter 6. Furthermore,
Chapters 7 and 8 contains the description of the calculations in finite temperatures
and presence of an external magnetic field, respectively.
9.1. Finite-size scaling of the exact diagonalization data
In order to obtain reliable values of ground-state energy and ordered moment size
in the thermodynamic limit, we have investigated the finite size scaling procedure
applied to the exact diagonalization results of finite clusters. We have also compared
these numerical results with linear spin-wave theory [47].
The implementation of a stable finite-size scaling procedure requires precise cri-
teria for the usefulness of the many possible tiles of varying sizes and shapes used
to tile the infinite lattice. We have introduced and described in great detail, how all
possible tilings with a given area N of the square or rectangular lattice can be gener-
ated (Sections 5.1.3). Then, we have classified systematically the clusters according
to their spatial symmetry, compatibility with classical magnetic phases and their ge-
ometrical compactness or squareness (Section 5.3). We have found that a restriction
to tiles which have compatibility with classical phases and maximal squareness lead
to a very stable scaling behavior of ground state energy and ordered moment in the
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region of NAF and CAF phases. This is a major procedural progress as compared
to earlier scaling strategies [87, 100,101].
The agreement of exact diagonalization results with spin-wave calculations was
found to be generally good. Both methods predict the breakdown of magnetic
order in the transition regions at the borders of the columnar magnetic phases as
function of frustration but also in the regions where the model attains eﬀective quasi-
one-dimensional character as function of the anisotropy for J2 = 0. As in earlier
investigations for the isotropic model, it remains diﬃcult to quantify the exact size
of the interval on the φ or θ axes where the ordered moment vanishes.
9.2. Application to the parent compounds of Fe-pnictides
This local moment model has been surprisingly useful to explain phenomenologi-
cally the low energy magnetic excitations for Fe-pnictides, which were obtained by
Inelastic Neutron Scattering experiments, albeit with the assumption of possibly
very anisotropic exchange interactions. It should be noted that the compounds are
metallic, thus the application of a local moment picture is not a priori justified. The
exchange anisotropy may have its microscopic origin in underlying orbital order as
proposed in [49,117] but this is still not completely understood. The very usefulness
of the local moment picture may be a consequence of Hund’s rule correlations in the
multi-orbital state of Fe-pnictides [117].
It has been a recurrent topic to explain the comparatively small ordered moments
in Fe-pnictides as the eﬀect of enhanced quantum fluctuations in the ground state
due to large degeneracy caused by frustrated J1a,b and J2 exchange bonds. We
have investigated this scenario in detail using spin-wave approximation and the
exact diagonalization Lanczos method to calculate the ground-state energy, phase
diagram and moment reduction by quantum fluctuations as function of anisotropy
and frustration parameters (Chapter 6).
We found that generally the anisotropy lifts the degeneracy between CAFa/b
phases and extends their stability range as a function of frustration. Furthermore,
the anisotropy reduces or closes the instability gap on the phase boundary to the
NAF or FM phase, respectively (Section 3.4.2). Most importantly we have shown
that in the CAFa sector of the anisotropic model relevant for the Fe-pnictides the
moment reduction by quantum fluctuations is generally less than for the simple
unfrustrated nearest neighbor Ne´el antiferromagnet. This is evident from Fig. 9.1
where the ordered moment values according to Table 9.1 (dots) are compiled and
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System Ref. φ/π θ/π
1 CaFe2As2 [59] 0.19 0.08
C CaFe2As2 [60] 0.29 0.13
D CaFe2As2 [48] 0.11 -0.04
B BaFe2As2 [58] 0.35 0.25
5 BaFe2As2 [58] 0.19 -0.06
6 CaFe2As2 [51] 0.20 -0.02
7 BaFe2As2 [51] 0.10 -0.02
8 SrFe2As2 [51] 0.16 0.02
Table 9.1.: Compilation of the frustration and anisotropy parameters based on ex-
perimental (top) and theoretical (bottom) values of the exchange inter-
actions from Table 2.2. The first column holds the labels used in Fig. 9.1
(letters and numbers).
Figure 9.1.: Ordered moments normalized to the classical constant mcl = S for the
compounds listed in Table 2.2 calculated with Eq. 3.38. The dashed
horizontal line indicates ms(φ = 0, θ = π/4) for the simple J2 = 0,
J1a = J1b nearest-neighbor Heisenberg model.
compared with the value corresponding to the simple nearest-neighbor unfrustrated
isotropic Ne´el antiferromagnet (dashed line).
This result is in part due to the stabilization of the moment due to the eﬀect of the
anisotropy. In fact, the frustration angle for BaFe2As2 (denoted by D in Fig. 9.1)
is rather close to the strongly frustrated value φ = 0.15π of the isotropic (θ = π/4)
model. Nevertheless, it is at a considerable distance from the anisotropic CAFa/NAF
instability line and hence shows only moderate moment reduction. Therefore, from
Fig. 9.1 we conclude that frustration and quantum fluctuation eﬀects within a local
moment picture cannot be used to explain the surprisingly small ordered moment
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of the Fe-pnictides. However, we note that this conclusion does not invalidate the
usefulness of the J1a,b-J2 local moment model for the interpretation of spin-wave
excitation results of Inelastic Neutron Scattering. In classical (linear) spin-wave
theory only the products SJi enter the spin-wave velocity and dispersion and there-
fore the shape of the dispersion does not depend on the size of the spin S within
this approximation. Finally, one needs a more microscopic viewpoint including the
itinerant multi-orbital nature of the magnetic state. Such proposals have been made
within recent ab initio calculations using the full orbital basis [118–120].
9.3. Nonmagnetic regions of the phase diagram with exotic
orders
In a corollary to the calculation of the ordered moment, we address a result of
our analysis not immediately relevant for Fe-pnictides because it is related to the
magnetic instability at the CAF/FM boundary (φ/π = 0.852). Close to the classi-
cal NAF/CAF and CAF/FM boundaries the relative error of energy and moment
increases and the scaling procedure becomes unstable, because a systematic depen-
dence of E0N and MN (Q) on the tile area N ceases to exist. In these regions, a
quantitative prediction of the size of the ordered moment becomes very diﬃcult, if
not impossible. The frustration eﬀects of competing exchange interactions lead to
large quantum fluctuations which in turn cause the breakdown of magnetic order.
There are two-dimensional local moment compounds [40] e. g. BaCdVO(PO4)2
(Table 2.1) where the frustration angle is quite close to classical CAF/FM boundary
(φ = 0.85π), contrary to the Fe-pnictides. It has been shown for the isotropic model
that the true ground-state in this region is of the spin-nematic hidden order state [44,
46]. Although spin-wave theory is not adequate to fully address this question we have
shown (Fig. 6.23) that the columnar order at the boundary recovers immediately
when turning on even a tiny anisotropy of nearest neighbors exchange constants
J1a,b. Since small anisotropies usually exist in such compounds we predict that the
spin nematic state of the isotropic J1 – J2 model will be very hard to find in a real
compound.
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9.4. Finite-temperatures and magnetic field dependence
properties: Application to Cu(pz)2(ClO4)2
In Chapters 7 and 8, we have presented the analysis of field dependence of ordered
moment using exact diagonalization for finite clusters and compared with spin-wave
theory. The staggered moment exhibits pronounced non-monotonic behavior as
function of magnetic field, which depends on the degree of frustration given by
φ = tan−1(J2/J1). This provides a powerful means to extract the frustration ratio
which is more accurate and less ambiguous than using temperature dependence ther-
modynamic quantities alone. We have applied this method to Cu(pz)2(ClO4)2 and
conclude primarily from the ordered moment field dependence, that it is a quasi-
two-dimensional antiferromagnet with intermediate frustration. This method may
be used more generally for frustrated antiferromagnets. In particular it should also
be applicable when the field dependent ordered moment is extracted from analysis
of NMR splittings rather than from neutron diﬀraction data. Since it requires the
existence of an ordered moment it will, however, not be useful for compounds cor-
responding to the disordered regimes of the J1 – J2 phase diagrams, if they should
indeed exist.
9.5. Future extensions and open questions
Since its early discussion in 1987 by Anderson [34], the J1−J2 model gained a lot of
attention after the discovery of layered copper-oxide high-temperature superconduc-
tors. The model has been derived from the Hubbard model by going to the strong
coupling limit, which essentially catches the physics of highly correlated electronic
system. In two-dimensions, quantum fluctuations are considerable enough to re-
duce the size of the ordered moment by nearly 40% of its classical value. However,
adding orbital degrees of freedom to similar models might lead to a better picture
of the magnetism of Fe-pnictides even in the localized picture. Further issues are
the origin of orbital and magnetic order in the already metallic parent compounds
of Fe-pnictides based on an itinerant picture [49, 117, 121] and their relation to the
superconducting pairing mechanism [122].
Finally, the question on the true nature of the non-magnetic regions and their
exotic orderings in the J1 – J2 model is another subject of further discussions and
studies. Considering interactions between more neighbors or diﬀerent lattice geome-
tries (e. g. checkerboard, trigonal, kagome´, honeycomb) will generally lead to rich
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phase diagrams which is a theoretical subject of intensive current interest.
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X. Frustration in Itinerant Systems: The
Correlated Kondo Lattice Model
In this chapter we investigate the correlated Kondo lattice model, which is also
known as Kondo-Hubbard model. We calculate its ground-state properties such as
correlation functions and the ordered moment, as well as the temperature behavior of
magnetic susceptibility and heat capacity, using the numerical exact diagonalization
method and analytical bond operator theory. The dependence of the Kondo temper-
ature scale over the Coulomb repulsion is investigated, and in the limit of the Kondo
necklace model, analytical mean field results are compared with those of numerical
exact diagonalization for a finite tile. Although there is no explicit spin frustration
built into this model, the latter arises through many body correlations which lead
to a competition between on-site singlet formations and antiferromagnetic inter-site
correlations.
10.1. Introduction
The understanding of strong correlations in mixed valent and heavy f-electron com-
pounds is mostly based on two generic models described by the Anderson lattice
Hamiltonian or, in the special case of almost integer valence, by the Kondo lattice
Hamiltonian [123,124]. The latter model which will be the subject of this work rep-
resents an extreme limit where correlations in the f-orbitals are taken as infinitely
large due to the Coulomb integral Uf ￿ t with t denoting the hopping energy of con-
duction (c) electrons. On the other hand, the Coulomb interaction U of conduction
electrons (and also the one between c- and f-electrons) is completely neglected in this
model. The U = 0 Kondo and Anderson models have the advantage of a simple and
meaningful mean field solution [124,125] with the constraint of only singly occupied
f orbital implemented by an auxiliary boson in mean field approximation. In the
lattice this leads to hybridized quasiparticle bands with an exponentially reduced
hybridization gap. Close to the half filled case with one c- and f- electron per site
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they have an eﬀective mass m∗ ￿ mb much larger than the conduction electron
band mass mb [123]. The mean field Kondo lattice model may be merged with local
density band structure calculations in the renormalized band theory [126] leading to
a powerful method to calculate realistic Fermi surfaces for Ce and Yb heavy fermion
compounds, including crystalline electric field eﬀects.
It has been known that a strong Coulomb repulsion among the conduction elec-
trons significantly alters the electronic properties of a metal. First and foremost, the
kinetic energy as measured by the (eﬀective) bandwidth will be reduced and eventu-
ally vanish at a metal-to-insulator transition. Second, the trend towards localization
is accompanied by the appearance of magnetic correlations.
The central focus in this section is the influence of the above-mentioned correlation
eﬀects on the screening of local moments. Of particular interest, is the question how
the Kondo energy scale is aﬀected by conduction electron correlations. We adopt
a two-dimensional Hubbard model at half-filling for the conduction electrons where
correlation eﬀects have been found to aﬀect strongly the electronic properties. As
the interacting conduction electron Hamiltonian, i. e. the two-dimensional Hubbard
model, cannot be solved exactly for an infinitely extended system, we extract the rel-
evant information from suitably chosen finite clusters. This approach seems justified
considering the local character of the quantities to be investigated. The relevance
of the cluster approach is assessed by comparing its results to the predictions of a
constrained mean-field theory for an infinite system in the limit of extremely strong
Coulomb repulsion.
Attempts to include the eﬀect of correlations between conduction electrons which
may become important when the latter originate from d-orbitals have so far been
mostly limited to the Kondo impurity models using various analytical techniques like
perturbation theory [127, 128] and 1/Nf expansion for small U , a Schrieﬀer-Wolﬀ
approach [129] and RVB ansatz [127] for large U , a scaling approach [130] and also
numerical techniques like Numerical Renormalization Group (NRG) [131]. In the
impurity problem it was concluded that the Kondo energy scale T ∗ increases with
U [127,128].
Concerning concentrated systems with magnetic moments at every lattice site the
situation is rather controversial. In the case of non-interacting conduction electrons
(U = 0) the electronic properties will be determined by the competition between the
energy gain due to (local) Kondo singlet formation and to developing (long-range)
magnetic correlations. It is to be expected that the subtle balance between these
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two tendencies will be aﬀected by conduction electron repulsion.
The correlated Anderson lattice problem was treated with a Gutzwiller varia-
tional method [132] and the one-dimensional correlated Kondo lattice with Density
Matrix Renormalization Group (DMRG) approach [133]. It was further investi-
gated with Quantum Monte Carlo (QMC) simulations and a fermionic bond opera-
tor method [134] used before in the uncorrelated case [135]. The strongly correlated
(U ￿ t) “Kondo necklace” limit of the Kondo lattice was treated using Exact Diago-
nalization (ED) [136]. It was suggested [132] that the Kondo scale actually decreases
for increasing U , in contrast to the impurity results. The competition of singlet for-
mation and induced inter-site RKKY coupling and its signature in thermodynamics
was studied in Ref. [137] using ED and finite temperature Lanczos Method (FTLM)
methods for finite clusters of the two-dimensional uncorrelated Kondo lattice and in
Ref. [138] for one-dimensional chains in the strongly correlated limit.
The present work which uses the unbiased numerical ED and FTLM methods as
well as the analytical bond operator technique has two clear objectives: i) First, to
investigate the characteristic T = 0 on-site and inter-site correlations and local para-
magnetic moment ￿µ2loc￿ systematically in the whole (JK , U) parameter range of the
correlated Kondo lattice model, where JK is the local antiferromagnetic exchange
coupling. In particular the total local paramagnetic moment is an excellent measure
for the formation or breakup of the Kondo singlet state as function of control param-
eters [137]. We will show that it exhibits an unexpected non-monotonic behavior
that has not been reported before. ii) Second, we calculate the finite temperature
behavior of susceptibility and specific heat with FTLM on a small tile of the square
lattice. From the maximum position we may extract the characteristic “Kondo”
temperature scale T ∗, and in particular, we investigate its systematic dependence
on the correlation strength U . We will resolve the ambiguity mentioned before and
show that T ∗ increases monotonically with U . The ED and FTLM calculations will
be performed on small Kondo clusters with open boundary conditions which have
a more realistic one-particle density of states than the one with periodic boundary
conditions [137].
It should be stressed from the outset that in the context of the FTLM calculations
on a finite cluster the meaning of T ∗ is that of an average energy of low energy
singlet-triplet excitations obtained from the maximum in the temperature dependent
susceptibility and specific heat. This is indeed the way how an estimate of T ∗ in a real
concentrated Kondo compound may be obtained. It is not the same as the genuine
single ion Kondo temperature TK in the continuum limit which is exponentially
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small compared to the hopping energy. This diﬀerence between lattice and single
ion Kondo scales appears already within approximate analytical theories [124].
Nevertheless, a comparison of ED numerical results for finite clusters with ana-
lytical results obtained by the bond operator method for the extended lattice and in
the large U limit is useful and legitimate. Since the former are exact, it allows one
to judge how far the large U model approximation is justified and give an estimate
of the reliability and accuracy of the bond operator approximation. This theory has
previously been used for quantum critical properties of the localized model in the
large U limit, e. g. in Refs. [139–141] and references cited therein. A generalized
fermionic version has also been applied to the finite U case [135]. In this comparison
we focus on the paramagnetic local moment size and on-site correlations as function
of U and on the finite temperature susceptibility.
We note that the investigation of finite Kondo atom clusters on nonmagnetic sur-
faces is also of potential experimental interest. So far single magnetic Co adatoms
embedded in metallic Cun clusters [142] and two site Co-Co Kondo clusters con-
nected by Cun chains [143] have been investigated. However, in these cases of
a metallic substrate it is the simple conduction electron density of the substrate
surface that plays the dominant role for the Kondo properties. The present investi-
gation would be relevant for correlated Kondo clusters weakly adsorbed on an inert
insulating substrate without chemical bonding of substrate and Kondo atoms. This
has, to our knowledge, not been experimentally realized until now. Nevertheless,
the above examples indicate that the investigation of finite-size Kondo clusters is of
great interest in itself and not only in view of the bulk Kondo lattice materials.
10.2. Model definition and single particle spectrum
The correlated Kondo lattice model (KLM), sometimes called Kondo-Hubbard (KLU)
model, contains three terms. As in the non-interacting model there is the hopping
term for conduction electrons ciσ (∼ t) and the Kondo exchange term (∼ JK) to
localized spins Si at every site. Their localization may be considered as result of
their large repulsion Uf . As mentioned before, the Coulomb repulsion U for con-
duction electrons is usually neglected in the lattice model, although well studied
for the Kondo impurity case. It is, however, very interesting to include its eﬀect,
both because it is physically present, in particular in intermetallic 3d-4f compounds
and also because it allows to study theoretically the continuous crossover from the
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Figure 10.1.: Single particle DOS for the two-dimensional next neighbors tight bind-
ing model in the continuum limit (full line) with logarithmic singularity
at Fermi level for half filling (￿ = 0). Number of states for 8 site cluster
is shown for OBC (full bars) and PBC (open bars). Left inset: Eight
site cluster. Right inset: k-points for PBC.
metallic Kondo screening case to the insulating case of interacting local spin dimers.
The model is given by
HKLU = −t
￿
i,j;σ
c†iσcjσ + U
￿
i
ni↑ni↓ + JK
￿
i
τi · Si, (10.1)
where niσ = c
†
iσciσ. In two dimensions, the first nearest neighbor hopping term leads
to the single particle spectrum given by the dispersion ￿k = −t(cos kx + cos ky). In
the continuum limit (N → ∞), it leads to a well known density of states (DOS)
function shown in Fig. 10.1 by the full line, which has a logarithmic singularity a
￿ = 0 corresponding to the half filling. As was done in Ref. [137] for the uncorrelated
KL model (U = 0), we will use the exact diagonalization with Lanczos method for
finite square lattice tiles. For the systematic classification of finite size tiles on the
square lattice we refer to [144]. Due to the large number of eight states per site
{Sz = ±12} ⊗ {n = 0;n = 1(τz = ±12);n = 2} in the KLU model only tiles with
eight sites can be used (see inset of Fig. 10.1). This precludes also finite-size scaling
such as may be performed in the one dimensional case [133,145]. Furthermore as in
Ref. [137], we restrict to the half filled case with the number of conduction electrons
given by nc/N = 1 (N = 8). Due to small cluster size (N) nc can have only discrete
values and therefore the next possible value nc/N = 3/4 in the singlet spin sector is
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already far from the interesting half filled case.
As discussed before [137], one may choose both open and periodic boundary con-
ditions for the tiles (OBC and PBC respectively). Their single particle spectrum
diﬀers greatly. While for PBC most of the states are put directly at the Fermi energy,
giving little resemblance to the continuum DOS the spectrum is more realistic for
OBC with more even distribution of energies (Fig. 10.1). It was shown in the case
U = 0 [137] that this leads to a qualitatively diﬀerent moment screening or singlet
formation for small JK . In this work we use exclusively OBC. Naturally, since there
is a finite gap between occupied and unoccupied conduction electron states for half
filling (Fig. 10.1), the true continuum behavior of the infinite Kondo lattice cannot
be literally described, the numerical ED results presented in the following rather
describe finite “Kondo molecules”. As mentioned in the introduction, they may in
fact be artificially generated by adsorption of 3d clusters on nonmetallic surfaces.
On the other hand, we will focus mostly on the local moment and on-site or nearest
neighbor correlations. At least in the strong correlation limit (U/t￿ 1), it turns out
that the local quantities obtained numerically for the eight-site cluster agree rather
well with the infinite lattice results (Section 10.5).
10.3. Numerical determination of the local moment and
thermodynamic properties
To determine the ground-state and thermodynamic properties of our system, we
diagonalize the Hamiltonian iteratively on a small tile, applying the Lanczos algo-
rithm. We also use the low-lying states and their energies to construct thermody-
namic expectation values, in particular to calculate the partition function and its
derivatives [91]. We stress that this unbiased method is exact and reliable for finite
clusters and can therefore be used as a reference to compare with other numerical or
analytical methods. We note that the large number of (eight) states per site prevents
the use of larger clusters and the application of a finite-size scaling procedure such
as described in detail in previous chapters for a two-dimensional S = 12 model with
just two states per site. Therefore, using the Lanczos method for the present model,
one is limited to tiles with eight sites. Even then the largest subspace with total
spin Sztot = 0 has dimension 739 162 (38 165 260 for N = 10 sites). Nevertheless,
as the comparison with analytical results will show, the local moment and on-site
correlations for the small tile give a realistic approximation to the extended Kondo
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Figure 10.2.: (a) Eﬀective paramagnetic total moment squared as function of U/t
for various JK/t. A flat maximum of the moment appears for weak
Kondo coupling. (b) Corresponding variation of ￿µ2loc￿ as function of
JK/t for diﬀerent U .
lattice behavior.
The total paramagnetic local moment is given by
￿µ2loc￿ =
￿
S2i
￿
+
￿
τ 2i
￿
+ 2 ￿Si · τi￿ . (10.2)
It contains the spin fluctuations of both the itinerant and localized spins and their
antiferromagnetic on-site correlations due to the Kondo coupling. This is a central
quantity for investigating the influence of correlations on the Kondo eﬀect because
the Coulomb repulsion U tends to localize the τ spins and thus influences strongly
their singlet formation with S spins. For the uncorrelated case (U = 0) it was shown
previously that the on-site Kondo coupling also induces eﬀective RKKY inter-site
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coupling between the localized spins. This mechanism is still present for non-zero U
but it has to compete with the eﬀective superexchange. Therefore, in addition to the
total moment we will also investigate the on-site singlet correlation SKS = ￿τi · Si￿
and nearest neighbor (i, j) correlation function Sij = ￿Si ·Sj￿. Due to the smallness
of the cluster it is only reasonable to calculate it up to next nearest neighbors.
The same would be true for the correlation function ￿Si · τj￿ characterizing the
“screening cloud” of a given localized spin Si which is not evaluated here because
its characteristic length scale is much larger than the cluster size. In the case of a
single Kondo impurity in the continuum limit, it extends over a range of ξ = vF /TK
where vF is the Fermi velocity and TK the single ion Kondo temperature. Note
however, that even in this simple case the screening cloud and its length scale ξ
have not yet been observed in reality [146].
With the FTLM approach [91] it is possible to calculate the temperature de-
pendence of various important thermodynamic quantities like specific heat C(T ) =
NAkBCˆ(T ) and uniform susceptibility χ(T ) = NAµ0(gµB)2χˆ(T ) per mole as cumu-
lants of simple operators, e. g.,
χˆ(T ) =
1
N
1
kBT
￿￿
(Sztot)
2
￿
T
− ￿Sztot￿2T
￿
Sztot =
N￿
i=1
(Szi + τ
z
i ) (10.3)
Cˆ(T ) =
1
N
1
(kBT )
2
￿￿
(HKLU)
2
￿
T
− ￿HKLU￿2T
￿
,
where NA is the Avogadro number, µ0 is the magnetic permeability, µB and kB are
the Bohr magneton and the Boltzmann constant, g is the gyromagnetic ratio, and N
is the size of our tiles (or number of sites). For simplicity, we assume the same gyro-
magnetic ratio for both the τ and the S spins. The thermal expectation values are
to be calculated with the statistical operator ρ(T ) = exp(−βHKLU), β = 1/ (kBT ).
In this work we restrict to zero magnetic field, and as we are working with a finite
system size N , we can safely set ￿Sztot￿T = 0 in the first equation. Numerically, for
each set of Hamiltonian parameters {t, U, JK}, the calculation of thermal averages
involves two averaging procedures: First, a random starting wave function is chosen,
and the Lanczos algorithm yields up to O(100) extremal eigenvectors and eigenval-
ues. Second, between 100 and 500 of these Lanczos runs with diﬀerent starting wave
functions are performed. All eigenvalues and eigenfunctions obtained in this way are
subsequently used to calculate the traces over the statistical operator as indicated
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Figure 10.3.: (a) On-site Kondo-singlet formation between localized S and itinerant
τ spins as function of Kondo coupling, for various strengths of Coulomb
repulsion. (b) Nearest neighbor antiferromagnetic correlations between
localized spins as function of U/t for various Kondo coupling strengths.
For U = 0 the nearest neighbor coupling is of induced RKKY type
while for larger U it is dominated by the superexchange term.
in Eqs. 10.3, leading to the desired thermal expectation values. For details we refer
to Ref. [91] and Chapter 4.
Although we do not consider the magnetization M (per site) of the correlated
Kondo model explicitly, we may get some information about finite field properties
by calculating the third-order susceptibility defined through the expansion
M = χ ·B + 1
3!
χ(3) ·B3 + . . . (10.4)
for an applied magnetic field B. Here, χ(3)(T ) = (NAµ0)(gµB)4χˆ(3)(T ) is given by
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a higher order cumulant according to
χˆ(3)(T ) =
1
N
1
(kBT )
3
￿￿￿
Stotz
￿4￿
T
− 3
￿￿
Stotz
￿2￿2
T
￿
. (10.5)
This quantity is a measure of the nonlinearity of magnetization at low field strength
B. It has been discussed previously for a localized spin model [94] and plays a
significant role in the discussion of some heavy fermion compounds [147].
10.4. Discussion of numerical results
First, we discuss results for the total local paramagnetic moment presented in
Fig. 10.2a. Two counteracting trends determine its size: On one hand the increase
in U localizes the τ -spins and leads to an increase of ￿τ 2i ￿ from 3/8 for U = 0 to
3/4 for U/t ￿ 1. On the other hand for finite JK , the Kondo term establishes the
antiferromagnetic on-site singlet correlation ￿τi · Si￿ < 0. Therefore, in the case
JK=0 the moment increases monotonically from 9/8 = 1.125 to 2 · (3/4) = 1.5,
while for any finite JK in the large U limit when τi becomes localized the moment
will decrease due to singlet formation. For moderate JK , there is an initial increase
of ￿µ2loc￿ with U due to the first correlation eﬀect and eventually a decrease due to
the eﬀect of JK when τ spins become localized at larger U . In between a maximum
in ￿µ2loc￿ develops as function of U . For larger JK , the singlet formation eﬀect is so
strong that it overwhelms the increase in ￿τ 2i ￿ and therefore no maximum appears
beyond JK/t=0.1. This eﬀect is completely dominated by local correlations and
should not be strongly influenced by the tile size. The corresponding local moment
dependence on JK for various U is shown in Fig. 10.2b. For the uncorrelated U = 0
case the singlet formation leads to a continuous decrease of ￿µ2loc￿ with JK . Increas-
ing U facilitates this formation due to the localization of τ spins and the decrease
becomes progressively steeper as function of JK . In the limit U → ∞ an arbitrary
small JK will lead to the singlet ground-state.
The singlet formation may also be monitored directly by the on-site correlation
￿τi · Si￿ which is shown in Fig. 10.3a. Starting from zero at JK = 0, it becomes in-
creasingly antiferromagnetic for growing JK until the singlet value −3/4 is reached.
Again the latter is approached more rapidly with increasing correlation strength U .
The nearest neighbor induced antiferromagnetic spin correlations are presented in
Fig. 10.3b. For U = 0 these correlations are of the induced RKKY type [137]. They
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decrease with increasing JK , because their evolution is impeded by the increasing
singlet formation. For a fixed but small JK the antiferromagnetic inter-site correla-
tion first increases for small U due to the reduction of single and double occupancies
and for larger U it falls oﬀ again due to the reduction of the superexchange 4t2/U
with increasing U . For larger JK this eﬀect is more pronounced as function of U .
A recurrent topic in previous analytical theories of the correlated Kondo impurity
model is the U -dependence of the Kondo energy scale. From a practical viewpoint,
it is frequently taken as the maximum position T ∗ of magnetic specific heat or
susceptibility which corresponds to an average singlet-triplet excitation energy. In
the present context of finite size tiles the U or JK dependence of the characteristic
temperature scale T ∗ can be conveniently obtained from the FTLM results according
to Eq. 10.3 for both quantities. Although it is not identical to the single ion Kondo
temperature TK of the impurity model one may expect a comparable qualitative
dependence on U or JK .
The contour plot of CV (T ) in the T -U plane is shown in Fig. 10.4 for JK/t = 0, 2
respectively. The former corresponds to the case of the pure Hubbard model. It
illustrates that the high temperature peak at U = 0 due to uncorrelated charge
fluctuations splits into a lower temperature spin fluctuation peak associated with
J = 4t2/U and a broad continuum at very high temperatures. The charge fluctuation
peak at U = 0 correspond to the excitation energy of ≈ 0.75 t between the highest
occupied and lowest unoccupied states around ￿ = 0 in Fig. 10.1. The behavior as
function of U may be viewed as a precursor of the thermodynamic Mott-Hubbard
transition for a finite tile size. When JK is turned on the specific heat peak is
dominated by the lowest singlet triplet excitation energies. It increases linearly
for small U (bottom panel of Fig. 10.4) and reaches a plateau around U ≈ 6 t
corresponding to the highest excitation energies in Fig. 10.1.
To get rid of the influence of charge fluctuations we also calculated the spin suscep-
tibility with FTLM. The results are presented in Figs. 10.5 and 10.6 as function of
JK , U respectively. In the former, the top panel shows a contour plot of the evolution
of susceptibility maximum or Kondo temperature scale T ∗ (black dots) as function
of JK for constant U/t = 4. For comparison the T ∗ maxima for the uncorrelated
U = 0 Kondo lattice tile are also given in the lower panel of Fig. 10.5 by crosses. In
both cases T ∗ increases linearly with JK in the strong coupling limit JK/t￿ 1. For
small JK the values for U = 0 are considerably below the results for finite U which
indicates the increase of the Kondo temperature scale T ∗ with U . This is also seen
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Figure 10.4.: Specific heat from FTLM as function of temperature and interaction
strength U . Top: for the eight site Hubbard tile (JK = 0) the C(T ) =
NAkBCˆ(T ) evolution as function of U shows the splitting of charge
and spin fluctuation peaks (upper and lower peaks respectively) for
U > 4t ≈ W/2 (W = 8 t is the total bandwidth). Bottom: for finite
JK the U = 0 peak defines the Kondo temperature scale due to singlet
formation. It increases with U until it reaches a plateau for U > 4t.
directly in Fig. 10.6 where T ∗ (black dots) can be seen to increase linearly with U for
small U and reach a plateau for U > 6 t similar as for the specific heat peak before.
In that figure, we also included the peak position of the third order susceptibility
χˆ(3)(T ) (white dots) which also increases with U . This quantity is experimentally
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Figure 10.5.: Susceptibility from FTLM as function of temperature and Kondo cou-
pling JK . Top: contour plot of dimensionless tχˆ(T, JK). The maximum
(black dots) defines the Kondo temperature scale T ∗ of singlet forma-
tion for U/t = 4. It increases monotonically with JK . Bottom: for
comparison T ∗ for the non-interacting (U = 0) case is shown by white
crosses demonstrating the increase of T ∗ with U .
accessible [147]. It peaks at a systematically lower temperature than the first order
susceptibility. The reason is that it characterizes the strongest nonlinear increase
of the local moment with field which happens precisely in the temperature region
where the screened local moment and susceptibility at zero field drops to zero (see
Fig. 10.6). For comparison the size of the spin gap from analytical calculation in the
large U limit (Eq. 10.13) shown by white crosses is seen to be sandwiched between
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Figure 10.6.: Susceptibility in (T, U) plane for fixed JK . The Kondo temperature
scale (black dots) increases first linearly with U and then reaches a
plateau qualitatively similar to the specific heat result in Fig. 10.4.
For comparison we also show the temperature of the χ(3)(T ) maximum
(white dots) and the triplon gap ∆t (Eq. 10.13) of the large-U Kondo
necklace model (black crosses).
the above FTLM values for the first order (black dots) and third order (white dots)
susceptibility peak positions.
10.5. Bond operator treatment of the strongly correlated
“Kondo necklace” limit
A deeper insight into the phases and excitations of low-dimensional quantum mag-
nets requires the application of both numerical and analytical techniques. As demon-
strated e. g. by the spin-wave analysis of the frustrated two-dimensional spin systems
(Chapters 1-9, and Ref. [144] and references cited therein) analytical results for the
extended system, even if approximate or only available in limiting cases, are very
helpful to understand the systematics of numerical ED results for finite clusters. It
is therefore perfectly legitimate to proceed in a similar way for Kondo lattice models.
Because we focus on the paramagnetic phase, we will however use the bond opera-
tor approach as the appropriate analytical technique for comparison in the large U
limit.
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In the following we will derive such analytical results in the limit of large con-
duction electron correlations (U ￿ 2zt, z = 4 is the coordination number) at half
filling (nc = 1). In this case, the charge fluctuations may be eliminated from the
hopping and Hubbard terms leading to a pure exchange term of the now also local-
ized conduction electron spins τi. Thus, the appropriate large U limit of the model
in Eq. 10.1 is a localized two-dimensional spin Hamiltonian [148] given by
HKN = J
￿
￿ij￿
τi · τj + JK
￿
i
τi · Si. (10.6)
Here, the kinetic hopping term in Eq. 10.1 is replaced by an eﬀective inter-site spin
exchange J = 4t2/U in the strong correlation limit of conduction electrons. The
above Hamiltonian is of the generalized “Kondo-necklace” type (in two-dimensions)
originally studied for one-dimensional chains with only the xy inter-site terms in-
cluded [149]. It has, however, later been extended to higher dimension and in-
cluding all components in the intra- and inter-site exchange with possible uniaxial
anisotropies for both [139–141]. The model may also be viewed as an asymmet-
ric bilayer Heisenberg model [150] with τi and Si spins residing on diﬀerent layers
and only the former coupled by inter-site exchange J . These are generic models
to describe quantum phase transitions between a singlet (“Kondo”) phase favored
by the second term and an antiferromagnetically ordered phase favored by the first
term. The transition occurs when the control parameter J/JK is larger than the
value (J/JK)c defining the Quantum Critical Point (QCP). In two-dimensions, we
have in the present isotropic model (J/JK)c = 0.88 [140, 141]. Such transitions
are frequently found in f-electron compounds where the control parameter may be
varied by pressure or doping (i. e. chemical pressure). The above model allows
to study the characteristic quantum critical behavior around the QCP disregard-
ing the charge fluctuations. It has been investigated using numerical methods like
Monte Carlo (MC) simulations [151, 152], exact diagonalization methods [136] and
dynamical mean field theory (DMFT) and also analytical methods like bond op-
erator approach in mean field [139–141] or hard-core boson treatment [153]. In
this approach the Kondo necklace Hamiltonian in Eq. 10.6 is mapped to a model
of interacting singlet (s) and triplet (tα,α = x, y, z) bosons by the bond-operator
transformation [154]. These bosons describe the singlet and triplet states |s￿ = s†|0￿
and |tα￿ = t†α|0￿ (α = x, y, z) of the pair of spins (τi,Si) coupled by JK at every site
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i. In terms of bosonic operators the spins are given by
Si,α =
1
2
(s†i ti,α + t
†
i,αsi − i￿αβγt†i,βti,γ)
τi,α =
1
2
(−s†i ti,α − t†i,αsi − i￿αβγt†i,βti,γ), (10.7)
where α,β, γ = x, y, z and ￿αβγ is the totally antisymmetric tensor. The conventional
spin and boson commutation rules are fulfilled. The restriction to physical states
(only one boson per site) is expressed by the constraint s†isi +
￿
α t
†
i,αti,α = 1 which
may be implemented either on the mean field level or by hard core boson technique.
The former is chosen here.
10.5.1. Ground-state energy and triplon excitations
In mean field approximation the bond operator transformation leads to a bilinear
bosonic Hamiltonian
HMFKN =
￿
k,α
￿
1
2
Js¯2γk +
1
4
+ µ
￿
t†k,αtk,α +￿
k
1
4
Js¯2γk
￿
t†k,αt
†
−k,α + tk,αt−k,α
￿
, (10.8)
where µ is the chemical potential introduced to ensure the constraint and s¯ = ￿s￿
is the mean field singlet amplitude. Furthermore, we define tkα =
1√
N
￿
i exp(ik ·
Rn)tiα and γk = (cos kx+cos ky). Here, we restrict to the nonmagnetic phase where
the triplet amplitude t¯ ≡ 0. In this case s¯ is always close to one. This Hamiltonian
may be diagonalized by the Bogoliubov transformation
ak,α = cosh(φk)tk,α + sinh(φk)t
†
−k,α
a†−k,α = sinh(φk)tk,α + cosh(φk)t
†
−k,α, (10.9)
with
tanh(2φk) =
2fk
dk
fk =
1
4
Js¯2γk (10.10)
dk = µ+
1
4
JK +
1
2
Js¯2γk.
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Diagonalization leads to the bosonic triplon Hamiltonian
HMFKN = E0 +
￿
k
￿
α=x,y,z
ωka
†
k,αak,α
E0
N
=
￿
µ(s¯2 − 1)− 3
4
JK s¯
2
￿
+
3
2N
￿
k
(ωk − dk)
ωk =
￿
d2k − 4f2k, (10.11)
where ωk is the threefold degenerate (α = x, y, z) triplon dispersion and E0(µ, s¯) the
ground-state energy. Minimization of the latter leads to self-consistency equations
for the chemical potential µ and singlet amplitude s¯ given by
3
2N
￿
k
dk
ωk
=
5
2
− s¯2
3J
2N
￿
k
dk − 2fk
ωk
γk =
3
2
JK − 2µ. (10.12)
The smooth dependence of µ and s¯ on the control parameter JK/J is shown in the
inset of Fig. 10.7. It also extends continuously across the QCP into the antiferro-
magnetic region [141].
The bond operator method also gives an explicit expression for the singlet-triplet
gap which is defined as ∆t = ωQ with Q = (π,π) [140]. Using Eqs. 10.10 and 10.11
and setting J = 4t2/U we obtain
∆t =
￿
µ+
1
4
JK
￿￿
1− 2 8t
2s¯2
U(µ+ 14)JK
￿ 1
2
. (10.13)
This expression for the gap may be compared to the Kondo temperature scale T ∗
from the susceptibility maximum obtained in FTLM finite cluster calculations.
10.5.2. The paramagnetic eﬀective local moment
In the numerical calculation the central quantity in the correlated Kondo model is
the local paramagnetic moment ￿µ2loc￿, which is a direct measure of the singlet for-
mation as function of JK/t and U/t. This also extends to the large U limit where
the local moment may be calculated analytically within bond operator approach.
To gain a better understanding of the numerical results, a comparison with the an-
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Figure 10.7.: Paramagnetic local moment and its square in the large U -limit as func-
tion of J/JK where J = 4t2/U . Thick line gives the result of bond
operator theory. Thin and broken line are ED results for the eight
site cluster in the large U limit. The good agreement suggests that
finite-size eﬀects for the local moments are small. The inset shows the
dependence of singlet amplitude s¯ and chemical potential µ in mean
field bond operator theory (Section 10.5).
alytical method for large U is helpful. In spirit this is similar to the comparison
of ED results for the J1 – J2 Heisenberg model with analytical spin-wave calcula-
tions (Chapter 3). The elementary excitations here are, however, gapped triplon
modes in the paramagnetic (“Kondo singlet”) regime rather than spin-waves in the
antiferromagnetic broken symmetry state.
First, we transform the expression for ￿µ2loc￿ given in Eq. 10.2 to bond operator
basis. Using the defining relations in Eq. 10.7 with θα =
1
2
￿
t† × t￿
α
we derive the
operator identity
µ2loc = 4
￿
α
θ†αθα
￿µ2loc￿ = 12￿θ†xθx￿, (10.14)
where we used the spin-space isotropy or degeneracy of triplon modes for the ex-
pectation value. Using the explicit expressions for θα, defining uk = cosh(φk),
vk = sinh(φk) and performing a Fourier transformation, we obtain a concise form
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of the moment:
1
6
￿µ2loc￿ =
￿ 1
N
￿
k
v2k
￿￿ 1
N
￿
k
u2k
￿− ￿ 1
N
￿
k
ukvk
￿2
. (10.15)
The positiveness of the moment squared is ensured by Cauchy–Schwarz inequality.
Using Eq. 10.10 we can write
u2k =
1
2
￿
dk
ωk
+ 1
￿
v2k =
1
2
￿
dk
ωk
− 1
￿
ukvk =
fk
ωk
u2k + v
2
k =
dk
ωk
. (10.16)
Inserting these explicit expressions into Eq. 10.15 we obtain the final result for the
paramagnetic moment as
￿µ2loc￿ =
3
2
￿
1
N
￿
k
￿
dk + 2fk
dk − 2fk
￿ 1
2 1
N
￿
k
￿
dk − 2fk
dk + 2fk
￿ 1
2 − 1
￿
, (10.17)
where dk and fk are defined in Eq. 10.10. From this closed expression the moment
may be obtained by the two-dimensional momentum integration.
It is worthwhile to consider the expression of ￿µ2loc￿ in the strong Kondo coupling
limit J/JK ￿ 1 (or 4t2/UJK ￿ 1). We define ￿k = 2fk/dk and use ωk = dk
￿
1− ￿2k.
Expanding Eq. 10.2 in terms of ￿k we get
￿µ2loc￿ =
3
2
 1
N
￿
k
￿2k −
￿
1
N
￿
k
￿k
￿2 , (10.18)
which may be further evaluated to give
￿µ2loc￿ =
3
8
￿
s¯2J
µ+ 14JK
￿2
=
3
8
￿
4t2s¯2
U(µ+ 14JK)
￿2
. (10.19)
Where in the last expression we replaced J = 4t2/U . This equation demonstrates
that the local moment is decreasing with increasing JK (note that µ and s¯ also
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depend on JK/J) and with increasing correlation U . This is what the full numerical
calculation of Eq. 10.17 discussed below indeed confirms.
10.5.3. Spin correlations and high temperature susceptibility
To obtain a more detailed insight into the Kondo singlet formation and the influence
of Coulomb correlations on it we have previously also calculated the evolution of on-
site spin correlations in the ED approach. It is desirable to calculate them with bond
operator approximation in large U limit for comparison with numerical results. We
consider the on-site spin correlation function SKS(i) = ￿τi ·Si￿ between localized and
itinerant spins and also the complementary partial local moments ￿τ 2i ￿ and ￿S2i ￿.
Transforming to bond operator representation and using the isotropy we obtain
SKS(i) =
1
4
￿
￿µ2loc￿ − 3s¯2￿(tix + t†ix)2￿
￿
￿τ 2i ￿ = ￿S2i ￿ =
1
4
￿
￿µ2loc￿+ 3s¯2￿(tix + t†ix)2￿
￿
. (10.20)
The equality ￿τ 2i ￿ = ￿S2i ￿ is only valid in the localized limit but does not hold in the
original KLU model defined in Eq. 10.1 for small U . The site index i is suppressed
i. f. because these local quantities are uniform. Expressing the triplet operators tx
and t†x in terms of triplon eigenmodes by using Eq. 10.9 this leads to
￿(tx + t†x)2￿ =
1
N
￿
k
(uk + vk)
2. (10.21)
From Eq. 10.16 we finally obtain
SKS =
1
4
￿
￿µ2loc￿ − 3s¯2
1
N
￿
k
￿
dk + 2fk
dk − 2fk
￿ 1
2
￿
￿τ 2i ￿ = ￿S2i ￿ =
1
4
￿
￿µ2loc￿+ 3s¯2
1
N
￿
k
￿
dk + 2fk
dk − 2fk
￿ 1
2
￿
. (10.22)
If we take the sum of these expression according to Eq. 10.2, one obtains again the
total local moment.
The total moment in the large-U (localized spin) limit calculated in Section 10.5.2
is a zero-temperature quantity determined by quantum fluctuations in the ground-
state. On the other hand, the eﬀective moment of a localized spin system is obtained
from the high-temperature behavior of the susceptibility. The latter may be calcu-
132
10. Frustration in Itinerant Systems: The Correlated Kondo Lattice Model
lated from a high-temperature expansion. In this section, we want to investigate how
these eﬀective moments are related and how well the high temperature expansion
agrees with the FTLM results in the large-U limit.
First, we give the high-temperature expansion for the total local moment at finite
temperature T :
￿µ2loc￿(T ) =
￿
S2i
￿
T
+
￿
τ 2i
￿
T
+ 2 ￿Si · τi￿T , (10.23)
where
￿A￿T =
1
Z Tr
￿
Ae−βHKN
￿
, Z = Tr
￿
e−βHKN
￿
is the thermal expectation value of A formed with the Kondo necklace Hamiltonian.
Expanding the statistical operator for large kBT we obtain
￿µ2loc￿(T ) = 2S(S + 1)
￿
1− S(S + 1)
3
JK
kBT
+O
￿
JK
kBT
￿2￿
≡ µˆ2loc(T ) +O
￿
JK
kBT
￿2
. (10.24)
The prefactor is the paramagnetic moment of uncorrelated spins, where the factor
2 is due to the presence of two spins τ and S per site with τ = S = 12 . The
parenthesis gives the first order high-temperature correction of the local moment
which depends only on the local Kondo exchange JK. Likewise we can calculate the
high temperature uniform susceptibility, which was defined previously as
χˆ(T ) =
1
N
1
kBT
￿￿
Stotz
￿2￿
T
, (10.25)
where the same g-factor has been assumed for both τ - and S-spins. Evaluating the
thermal average in high-temperature approximation as before and using τ = S one
obtains for the high temperature susceptibility
χˆ(T ) =
1
3
1
kBT
2S(S + 1)
￿
1− S(S + 1)
3
JK
kBT
− S(S + 1)
3
zJ
kBT
￿
≈ 1
3
1
kBT
× ￿µ2loc￿(T )
￿
1− S(S + 1)
3
zJ
kBT
￿
. (10.26)
Formally, we can regard the last expression as the first two terms of a high-temperature
expansion of a Curie–Weiss type susceptibility
χˆ(T ) =
χˆ0(T )
1 +Θ/T
(10.27)
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with an eﬀective noninteracting Curie susceptibility χˆ0(T ) and a Weiss temperature
Θ given, respectively by
χˆ0(T ) =
1
3
1
kBT
µˆ2loc(T )
kBΘ =
S(S + 1)
3
zJ, (10.28)
i. e. kBΘ = J for S =
1
2 and z = 4. We write the high-temperature behavior
of the susceptibility χˆ(T ) in this suggestive form to stress that the temperature
dependent eﬀective moment screening is due to the Kondo coupling JK, and the
Weiss temperature Θ due to the eﬀective magnetic inter-site exchange J . One may
conjecture that this expression may be valid beyond its formal expansion regime.
This may be checked by comparing Eq. 10.26 with the unbiased FTLM results for
χˆ(T ) and µˆ2loc(T ).
10.6. Comparison with numerical results
It is an interesting question whether the previous analytical mean field results for
the large U limit can be qualitatively compared to the numerical ED results for finite
tiles in Section 10.4. The most obvious quantity to check this is ￿µ2loc￿. The compar-
ison is shown in Fig. 10.7. The inset of this figure gives the dependence of µ and s¯
on J/JK as obtained from the self-consistent solution of Eq. 10.12 almost up to the
quantum critical value (J/JK)c = 0.88 where the singlet-triplet spin gap vanishes
and antiferromagnetic order would set in. We stay in the paramagnetic parameter
range throughout this work. The antiferromagnetic region of the two-dimensional
Kondo necklace region has been explored in Refs. [140,141].
The main Fig. 10.7 shows the dependence of the local moment ￿µ2loc￿
1
2 and its
square on J/JK from bond-operator mean field theory (full black line) and from nu-
merical results for the eight site cluster model in the large U limit with J = 4t2/U .
Here, large U means large as compared to the tight binding bandwidth W = 2zt =
8t. The numerical results for various U/t in this limit are given as dashed lines. The
agreement of analytical and numerical results is surprisingly good. This proves two
points: First, the mean-field bond operator technique gives reliable on-site proper-
ties in the ground-state. This is in agreement with the observation [141] that values
for (J/JK)c that determine the quantum critical point between Kondo singlet and
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Figure 10.8.: Comparison of partial moments (top) and on-site antiferromagnetic
correlations SKS(i) = ￿τi · Si￿ (bottom) from ED (full lines) and
bond operator theory (BOT) (dotted line). The results for SKS have
been scaled by the eﬀective coordination number of a given cluster
site (zeﬀ = 1..4; for BOT zeﬀ = 4). The deviations in both quanti-
ties have diﬀerent signs and almost cancel in the total local moment
￿µ2loc￿(Fig. 10.7).
AF phase are well reproduced by that theory. Second, the agreement points to the
fact that the numerical finite size eﬀects on a local quantity like ￿µ2loc￿ are appar-
ently quite moderate. Noticeable deviations in the numerical and analytical results
appear at larger J/JK when the quantum critical point to antiferromagnetic order
is approached or when U/t becomes too small.
The comparison may also be made for the on-site spin correlation functions SKS(i)
and the partial moments ￿τ 2￿ and ￿S2￿ which are equal in the large U limit. The
latter is shown in top panel of Fig. 10.8 with numerical results from ED giving the
proper local moment value 3/4 and the results from bond operator theory lying
below. Their diﬀerence increases with increasing J , i.e. decreasing U . On the other
hand the on-site AF Kondo correlation presented in bottom panel of Fig. 10.8 shows
the analytical result lying above the numerical ED value by a similar amount. The
latter depends on the eﬀective coordination number of the considered site in the
finite cluster. The total moment ￿µ2loc￿ is the sum of these individual contributions
and because of the opposite sign of the diﬀerences the add up to zero approximately.
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Figure 10.9.: Susceptibility and eﬀective moment from FTLM (upper full line).
Dashed line is obtained from high-temperature expansion formula us-
ing kBΘ = 0.0379t as a fit parameter. It is considerably smaller than in
Eq. 10.26 due to reduced coordination number in finite clusters. Lower
full lines from high temperature expansion with Θ given by Eq. 10.28
using the approximate expression for χ(T ) in Eq. 10.26.
This explains why numerical ED and analytical bond operator results for ￿µ2loc￿ in
Fig. 10.7 agree so well despite the small cluster size.
Including the previous results [140, 141] on quantum critical properties of the
Kondo necklace model we can conclude that the energetics and local correlations
are well described by the mean field bond operator method but that the description
of inter-site correlations and their U dependence is well beyond this approximation.
Finally, we come to the high-temperature expansion for local moment and sus-
ceptibility in the large U limit and its comparison to the FTLM results. According
to Eq. 10.26 the ratio Tχ(T )/µˆ2loc(T ) should be proportional to the Curie–Weiss
factor in this equation. This comparison is shown in Fig. 10.9. It is seen that the
result of the high-temperature expansion lies considerably below the curve obtained
from FTLM. Part of this discrepancy may be due to the fact that in FTLM the
eﬀective (average) coordination number in the eight site tile is smaller than z = 4.
Therefore, in order to compare with high-temperature expansion we may consider
an eﬀective Curie–Weiss temperature Θeﬀ as fit parameter in Eq. 10.26. Then the
temperature dependence of χ(T ) from FTLM is well reproduced by the form of the
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high-temperature expansion results in Fig. 10.9.
10.7. Discussion and conclusion
In this work we investigated the local moment screening and spin correlations and
in particular thermodynamic properties of the correlated Kondo lattice or Kondo-
Hubbard model. We have focused primarily on the systematic dependence of local
moment, spin correlations and susceptibility on the control parameters JK and U ,
and then on the U -dependence of the characteristic temperature scale T ∗. We used
unbiased and exact numerical techniques like ED and FTLM for small tiles for
the whole range of U/t and JK/t as well as approximate analytical bond-operator
method for the large U -limit of the extended Kondo necklace model which contains
only localized spins. In this limit both methods give excellent agreement on the
dependence of the Kondo-screened total paramagnetic local moment (Fig. 10.7) on
U or J = 4t2/U . Our ED and FTLM investigation may also be of particular
relevance for finite nano-clusters of Kondo atoms adsorbed on surfaces.
A first central result obtained for smaller U and JK is a clear non-monotonic
behavior of ￿µ2loc￿ on correlation strength is observed in the ED results. This non-
monotonic U -dependence is also observed in the on-site and inter-site spin correla-
tions where the latter are of mixed RKKY and superexchange character. It is the
result of competing eﬀects of conduction electron localization by U and local singlet
formation due to JK .
The second central conclusion concerns the dependence of the Kondo temperature
scale T ∗ on correlation strength U for which controversial results have been reported
previously. Our FTLM susceptibility and the analytical results presented in Fig. 10.6
show that it increases monotonically with U and reaches a plateau in the large U
limit. In this limit the Kondo scale corresponds to the spin-gap for triplon excitations
at the antiferromagnetic wave vector Q = (π,π).
Furthermore, a high-temperature expansion for the susceptibility of the Kondo
necklace model leads to an eﬀective Curie–Weiss type expression, where the local
susceptibility is modified only by the Kondo term and the Curie–Weiss temperature
is only due to the superexchange term. The resulting temperature dependence is
similar to that of FTLM results in the large U limit and if the eﬀective Curie–
Weiss temperature is used as a fit parameter a quantitative agreement over large
temperature region is obtained.
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XI. Summary
This work investigates in detail the physical properties of the frustrated quantum
Heisenberg model on the square lattice with spatial anisotropy, together with the
correlated Kondo lattice model. We have used the analytical linear spin-wave theory,
to determine the classical ground-state as well as the eﬀects of quantum fluctuations.
The phase diagram of the system has been obtained, and the spin-wave spectra as
well as the behavior of the magnetization and the ordered moment in the presence of
magnetic field is studied. In addition, numerical exact diagonalization technique has
been used to obtain the ground-state as well as the finite-temperature properties.
Ground-state energy, as well as spin correlation functions and static structure factors
are calculated using the Lanczos algorithm. A detailed finite-size scaling analysis
of the ground-state properties is carried out, and a new method for selecting most
compatible tilings of the infinite lattice, and the way to construct those is described
thoroughly. We have shown that with choosing the most square tiles, we can suc-
cessfully construct a stable finite-size scaling analysis in the ordered regions of the
phase diagram. A detailed description of the quality of the scaling is given and is
related to the magnetically disordered regions of the phase diagram. Furthermore,
with the help of the random sampling algorithm, the temperature dependence of the
magnetic susceptibility is obtained and used to characterize the exchange coupling
constants of the copper pyrazine compound. Besides, we have demonstrated the
rather strong eﬀect of frustration over field dependence of the ordered moment, and
used this behavior to propose a new method to determine the frustration ratio in
this and similar compounds. We also studied the eﬀects of anisotropy over the or-
dered moment, and show that it counter-intuitively stabilizes the ordered moment,
hence it cannot be used to explain the observed low ordered moment in Fe-pnictides.
Moreover, we investigated the correlated Kondo lattice model, which is a paradigm
for the competition of singlet formation and magnetic order. The model is intro-
duced and its ground-state as well as finite-temperature properties are obtained.
The dependence of the Kondo temperature scale over the Coulomb repulsion U is
examined. We report a new nonmonotonic dependence of the local moment on the
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correlation strength U . We also show that the Kondo temperature scale increases
with U , resolving an existing controversy on this subject. We study the system both
with exact diagonalization technique and the bond operator theory, and show that
these two methods agree very well on the calculation of the local moment in the
large U limit.
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A.1. Listing of tiles
Here we present the actual geometry of most square tiles having area size N between
8 and 36, corresponding to Table 5.2. Each sites is (arbitrary) labeled by a number,
and periodic boundary condition has been used to map the sites outside the tile
back again into the actual tiling.
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In the following table, we list the top 9 tiles having the largest squareness pa-
rameter (Eq. 5.16) for each area size N . For each tile, the edge vectors in cartesian
coordinates and the squareness parameter (￿) are given here.
N
(a11, a12) (a21, a22) ￿ (a11, a12) (a21, a22) ￿ (a11, a12) (a21, a22) ￿
8
(2, 2) (-2, 2) 1 (3, -2) (1, 2) 0.938 (3, 2) (-1, 2) 0.938
(2, 1) (-2, 3) 0.938 (2, 3) (-2, 1) 0.938 (3, 1) (-2, 2) 0.892
(3, -1) (2, 2) 0.892 (2, 0) (0, 4) 0.889 (4, 0) (0, 2) 0.889
10
(3, -1) (1, 3) 1 (3, 1) (-1, 3) 1 (3, 2) (-2, 2) 0.966
(3, -2) (2, 2) 0.966 (-2, 3) (-2, -2) 0.966 (2, -2) (2, 3) 0.966
(4, -2) (1, 2) 0.889 (4, 2) (-1, 2) 0.889 (2, 1) (-2, 4) 0.889
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N
(a11, a12) (a21, a22) ￿ (a11, a12) (a21, a22) ￿ (a11, a12) (a21, a22) ￿
12
(3, 0) (0, 4) 0.98 (4, 0) (0, 3) 0.98 (3, 3) (-2, 2) 0.96
(3, -3) (2, 2) 0.96 (3, 0) (1, 4) 0.946 (3, 0) (-1, 4) 0.946
(4, 1) (0, 3) 0.946 (0, 3) (-4, 1) 0.946 (4, 0) (1, 3) 0.936
14
(4, 2) (-1, 3) 0.961 (4, -2) (1, 3) 0.961 (3, 1) (-2, 4) 0.961
(2, 4) (-3, 1) 0.961 (3, 2) (-1, 4) 0.938 (3, -2) (1, 4) 0.938
(2, 3) (-4, 1) 0.938 (4, 1) (-2, 3) 0.938 (3, 4) (-2, 2) 0.914
16
(4, 0) (0, 4) 1 (3, -2) (2, 4) 0.981 (3, 2) (-2, 4) 0.981
(4, -2) (2, 3) 0.981 (-2, 3) (-4, -2) 0.981 (4, 0) (-1, 4) 0.97
(4, 0) (1, 4) 0.97 (4, 1) (0, 4) 0.97 (0, 4) (-4, 1) 0.97
18
(3, 3) (-3, 3) 1 (4, 2) (-1, 4) 0.975 (4, -2) (1, 4) 0.975
(2, 4) (-4, 1) 0.975 (4, 1) (-2, 4) 0.975 (4, -3) (2, 3) 0.972
(4, 3) (-2, 3) 0.972 (3, 2) (-3, 4) 0.972 (3, 4) (-3, 2) 0.972
20
(4, -2) (2, 4) 1 (4, 2) (-2, 4) 1 (4, 0) (0, 5) 0.988
(5, 0) (0, 4) 0.988 (4, 0) (-1, 5) 0.966 (4, 0) (1, 5) 0.966
(5, 1) (0, 4) 0.966 (0, 4) (-5, 1) 0.966 (5, 0) (-1, 4) 0.961
22
(4, -2) (3, 4) 0.981 (4, 2) (-3, 4) 0.981 (4, -3) (2, 4) 0.981
(-2, 4) (-4, -3) 0.981 (5, 2) (-1, 4) 0.973 (5, -2) (1, 4) 0.973
(2, 5) (-4, 1) 0.973 (4, 1) (-2, 5) 0.973 (2, 4) (-5, 1) 0.961
24
(5, 2) (-2, 4) 0.988 (5, -2) (2, 4) 0.988 (4, -2) (2, 5) 0.988
(-2, 5) (-4, -2) 0.988 (4, -4) (3, 3) 0.98 (4, 4) (-3, 3) 0.98
(3, 4) (-3, 4) 0.96 (4, 0) (0, 6) 0.96 (4, -3) (4, 3) 0.96
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N
(a11, a12) (a21, a22) ￿ (a11, a12) (a21, a22) ￿ (a11, a12) (a21, a22) ￿
26
(5, 1) (-1, 5) 1 (5, -1) (1, 5) 1 (-2, 4) (-5, -3) 0.98
(5, -3) (2, 4) 0.98 (4, -2) (3, 5) 0.98 (4, 2) (-3, 5) 0.98
(5, -2) (3, 4) 0.964 (5, 2) (-3, 4) 0.964 (2, 5) (-4, 3) 0.964
28
(4, -4) (3, 4) 0.986 (4, 4) (-3, 4) 0.986 (-4, 4) (-4, -3) 0.986
(4, -3) (4, 4) 0.986 (6, 2) (-2, 4) 0.961 (6, -2) (2, 4) 0.961
(2, 6) (-4, 2) 0.961 (4, 2) (-2, 6) 0.961 (5, 4) (-2, 4) 0.947
30
(5, 0) (0, 6) 0.992 (6, 0) (0, 5) 0.992 (5, 0) (-1, 6) 0.977
(5, 0) (1, 6) 0.977 (6, 1) (0, 5) 0.977 (0, 5) (-6, 1) 0.977
(6, 0) (-1, 5) 0.974 (6, 0) (1, 5) 0.974 (5, 1) (0, 6) 0.974
32
(4, 4) (-4, 4) 1 (5, -4) (3, 4) 0.984 (5, 4) (-3, 4) 0.984
(4, 3) (-4, 5) 0.984 (4, 5) (-4, 3) 0.984 (5, 1) (-2, 6) 0.981
(2, 6) (-5, 1) 0.981 (6, 2) (-1, 5) 0.981 (6, -2) (1, 5) 0.981
34
(5, -3) (3, 5) 1 (5, 3) (-3, 5) 1 (5, 2) (-2, 6) 0.992
(5, -2) (2, 6) 0.992 (-2, 5) (-6, -2) 0.992 (6, -2) (2, 5) 0.992
(-2, 4) (-7, -3) 0.931 (7, -3) (2, 4) 0.931 (4, -2) (3, 7) 0.931
36
(6, 0) (0, 6) 1 (5, -4) (4, 4) 0.99 (5, 4) (-4, 4) 0.99
(-4, 5) (-4, -4) 0.99 (4, -4) (4, 5) 0.99 (6, 0) (-1, 6) 0.986
(6, 0) (1, 6) 0.986 (6, 1) (0, 6) 0.986 (0, 6) (-6, 1) 0.986
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A.2. Calculation of the size of the Hilbert space
Here we briefly describe the calculation of the size of the Hilbert space, in the
Heisenberg model and the Hubbard model given in Table 4.1. In the former case,
there are 2 states per site. For an even number of sites n, the sector of the Hilbert
space with the largest size corresponds to Sz =
￿
i S
z
i = 0. For the S =
1
2 model,
this is achieved by having n2 “up” spins distributed over n sites. Hence, the total
number of possible configuration is
NSz=0 =
￿
n
n
2
￿
. (A.1)
For Sz = k/2, we have correspondingly
NHeisenberg(n, k = 2Sz) =
￿
n
n+k
2
￿
. (A.2)
In the Hubbard model there are 4 states per site. For a given total Sz = 0 at half
filling, we can distribute
1. m up-spins on n sites,
2. n2 −m double-occupancies on (n−m) sites, and
3. n2 −m empty states on (n−m)−
￿
n
2 −m
￿
= n2 sites,
with m ≤ n2 and n an even number. The total number of states for given m therefore
amounts to
NmSz=0 =
￿
n
m
￿￿
n−m
n
2 −m
￿￿ n
2
m
￿
=
n!
(m!)2
￿￿
n
2 −m
￿
!
￿2 . (A.3)
Summing over m yields the final expression for the total number of states for Sz = 0
NSz=0 =
n/2￿
m=0
n!
(m!)2
￿￿
n
2 −m
￿
!
￿2
= 2n
￿
(n− 1)!!
(n/2)!
￿2
. (A.4)
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A.3. Linear spin-wave theory: Holstein – Primakoﬀ
transformation
After performing the Holstein – Primakoﬀ transformation for the spin operators
Eqs. 3.15 – 3.18, we keep only terms up to bilinear order in the boson operators.
The individual terms in the Hamiltonian then acquire the form
Sxi S
x
j →
S
2
￿
a†iaj + aia
†
j + aiaj + a
†
ia
†
j
￿
, (A.5)
Syi S
y
j →
S
2
￿
a†iaj + aia
†
j − aiaj − a†ia†j
￿
, (A.6)
Szi S
z
j → S2 − S
￿
a†iai + a
†
jaj
￿
, (A.7)
Sxi S
y
j − Syi Sxj → −iS
￿
a†iaj − aia†j
￿
, (A.8)
Syi S
z
j − Szi Syj → −i
￿
S3
2
￿
ai − a†i − aj + a†j
￿
, (A.9)
Sxi S
z
j + S
z
i S
x
j →
￿
S3
2
￿
ai + a
†
i + aj + a
†
j
￿
. (A.10)
The Hamiltonian up to the bilinear order then reads
H→ Ecl
+
S
2
￿
￿ij￿
￿￿
a†iaj + aia
†
j
￿ ￿
Jij cos(Q ·Rij)
￿
cos2Θ+ 1
￿
+ Jij sin
2Θ
￿
+
￿
aiaj + a
†
ia
†
j
￿ ￿
Jij cos(Q ·Rij)
￿
cos2Θ− 1￿+ Jij sin2Θ￿
− 2
￿
a†iai + a
†
jaj
￿ ￿
Jij cos(Q ·Rij) sin2Θ+ Jij cos2Θ
￿
− 2i
￿
a†iaj − aia†j
￿
Jij sin(Q ·Rij) cosΘ
− i√2S
￿
ai − a†i − aj + a†j
￿
Jij sin(Q ·Rij) sinΘ
+
√
2S
￿
ai + a
†
i + aj + a
†
j
￿
(Jij − Jij cos(Q ·Rij)) cosΘ sinΘ
￿
+ h
￿
i
￿
a†iai cosΘ−
￿
S
2
￿
ai + a
†
i
￿
sinΘ
￿
. (A.11)
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The Fourier transformations Eq. 3.20 then leads to the final form in Eq. 3.21.
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A.4. Linear spin-wave theory: staggered magnetization
We define the ordered or the staggered moment as the projection of the canted spins
onto the xy plane,
mQ = mtot sinΘzp. (A.12)
Only for vanishing magnetic field h this definition agrees with the total ordered
moment. Instead of Θc we have to use Θzp to include also the corrections to the
canting angle. Θzp can be calculated by minimizing of the ground-state energy,
including the zero-point fluctuation. The final form is then given by
cosΘzp
= cosΘc
1 + 12S
 1N
￿
k
A(k)−B(k) cos2Θc
E(h,k)
− 1￿ ￿￿ ￿
corrections to mtot
+
1
N
￿
k
B(k) (A(k)−B(k))
A(0)E(h,k)￿ ￿￿ ￿
corrections to m0


= cosΘc
￿
1 +
1
2SA(0)
1
N
￿
k
A(0)
￿
A(k)−B(k) cos2Θc
￿
+B(k) (A(k)−B(k))
(A(k)−B(k))1/2 (A(k)−B(k)(2 cos2Θc − 1))1/2
− 1
2S
￿
.
(A.13)
Here m0 = mtot sinΘzp is the uniform moment, Eq. 3.44. Using Θzp in Eq. A.12,
we obtain
mQ = mtot
￿
1− cos2Θzp
= mtot
￿
1− cos2Θc
￿
1 +
1
2S
￿
1
N
￿
k
A(k)−B(k) cos2Θc
E(h,k)
− 1
+
1
N
￿
k
B(k) (A(k)−B(k))
A(0)E(h,k)
￿￿2
1/2
= mtot
￿￿
1− cos2Θc − cos
2Θc√
1− cos2Θc
1
2S
￿
1
N
￿
k
A(k)−B(k) cos2Θc
E(h,k)
− 1
+
1
N
￿
k
B(k) (A(k)−B(k))
A(0)E(h,k)
￿￿
151
1. Appendix
= S
￿
1− 1
2S
￿
1
N
￿
k
A(k)−B(k) cos2Θc
E(h,k)
− 1
￿￿
sinΘc￿
1− cos
2Θc
sin2Θc
1
2S
￿
1
N
￿
k
A(k)−B(k) cos2Θc
E(h,k)
− 1 + 1
N
￿
k
B(k) (A(k)−B(k))
A(0)E(h,k)
￿￿
(A.14)
Taking into account only terms up to order 1/S, the staggered moment in the
presence of a magnetic field is thus given by
mQ = S sinΘc
1−
1
2S
￿
1
N
￿
k
A(k)−B(k) cos2Θc
E(h,k)
− 1
￿
￿ ￿￿ ￿
corrections to mtot
− cos
2Θc
sin2Θc
1
2S
 1N ￿
k
A(k)−B(k) cos2Θc
E(h,k)
− 1￿ ￿￿ ￿
corrections to mtot
+
1
N
￿
k
B(k) (A(k)−B(k))
A(0)E(h,k)￿ ￿￿ ￿
corrections to m0

￿ ￿￿ ￿
corrections to Θc
.
(A.15)
The staggered moment has corrections originating from the total moment mtot as
well as the canting angle Θc. Eq. A.15 may also be written in the compact form of
Eq. 3.45.
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