Abstract. In this paper, we study the existence and uniqueness of viscosity solutions to a kind of Hamilton-Jacobi-Bellman (HJB) equations combined with algebra equations. This HJB equation is related to a stochastic optimal control problem for which the state equation is described by a fully coupled forward-backward stochastic differential equation. By extending Peng's backward semigroup approach to this problem, we obtain the dynamic programming principle and show that the value function is a viscosity solution to this HJB equation. As for the proof of the uniqueness of viscosity solution, the analysis method in Barles, Buckdahn and Pardoux [3] usually does not work for this fully coupled case. With the help of the uniqueness of the solution to FBSDEs, we propose a novel probabilistic approach to study the uniqueness of the solution to this HJB equation. We obtain that the value function is the minimum viscosity solution to this HJB equation. Especially, when the coefficients are independent of the control variable or the solution is smooth, the value function is the unique viscosity solution.
In this paper, we study the existence and uniqueness of the viscosity solution to the following HJB +g(t, x, v, V (t, x, v, p, u), u), V (t, x, v, p, u) = p ⊺ σ(t, x, v, V (t, x, v, p, u), u),
(1.2)
To solve (1.1) we need to find the solution V of the algebra equation in (1.2) first. Once V is computed, it is directly plugged to H(·) so that we obtain the true generator of (1.1).
This kind of problem has the following stochastic optimal control interpretation. The controlled system is described by the following fully coupled forward-backward stochastic differential equation (FBSDE): The fully coupled forward-backward stochastic control problem (1.3)−(1.4) has its own independent interests in mathematical finance such as the stochastic differential utility, leader-follower stochastic differential games, principal-agent problem, and so forth.
It is worth pointing out that the extra algebraic equation in (1.2) stems from that the solution procedure of the FBSDE depends on a relationship between the solution Z of the backward SDE and the diffusion coefficients of the forward SDE. This fact is first revealed in the famous "Four Step Scheme" for solving an FBSDE (see [16, 19] ). Essentially, this algebraic equation is exactly the First Step of the "Four Step
Scheme" (see [16, 19] ).
It is well-known that the above value function may not necessarily smooth enough as we want, that is the reason why the researchers introduce the notion of viscosity solution (see [8, 15] and references therein).
When the coefficients b and σ of (1.3) are independent of the variables y and z, Peng [22, 24] first obtained that the above defined W is a viscosity solution to (1.1). For this case, the uniqueness of the viscosity solution to (1.1) can be obtained by applying the method in Barles, Buckdahn and Pardoux [3] (see Theorem 5.3 in Then, we study the uniqueness of viscosity solution to the HJB equation (1.1) in four cases. The first case is that σ is independent of y and z. By using the method in [3] , we prove the uniqueness of viscosity solution to (1.1) in the space of all continuous functions which are Lipschitz continuous in x. But, when σ depends on y and z, the method in [3] does not work as pointed out in Remark 5.6. The second case is that σ is independent of z. Different from the analysis method in [3] , for this case, we propose a novel probabilistic approach to prove the uniqueness. In more details, we construct a new fully coupled forward-backward stochastic control system (4.19) in which σ only depends on the variables t, x and u. By the uniqueness result in the first case, the value function for this new control system is the unique viscosity solution to the HJB equation (4.18) . Thanks to Proposition 4.2, we prove that W defined in (1.4) is the minimum viscosity solution to the HJB equation (1.1) in the space of all continuous functions which are Lipschitz continuous in x. It is worthing to point out that when b, σ, g are independent of the control variable u, W is just the unique viscosity solution. The third case is that σ depends on y and z. We construct a new decoupled forward-backward stochastic control system (4.25) . Following the similar approach in the second case, we prove that W defined in (1.4) is the minimum viscosity solution to the HJB equation (1.1) in a smaller space (see Theorem 4.4) . Especially, when b, σ, g are independent of the control variable u, W is also the unique viscosity solution. The fourth case is that the solution to HJB equation (1.1) is smooth. We construct a new BSDE (4.37). With the help of the comparison theorem for BSDEs, we prove that the solution is just the value function defined in (1.4).
In order to study the well-posedness of FBSDEs, Ma, Wu, Zhang and Zhang [17] proposed an important concept "decoupling field". When b, σ, g are independent of the control variable u, in Theorem 4.8 or 4.9, the value function W is a decoupling field. For another viscosity solutionW , we have verified thatW = W by a probabilistic approach. From the perspective of decoupling field, we have proved thatW is just a regular decoupling field which leads to the uniqueness naturally. This reflects that the decoupling field is a very important concept in the theory of FBSDEs.
Our paper is organized as follows. In section 2, we formulate our problem and a related stochastic optimal control problem. In section 3, we prove that the value function of the related stochastic control problem is a viscosity solution to the HJB equation by establishing the DPP and the properties of the value function.
The uniqueness results are obtained in section 4.
The problem formulation
Denote by R n the n-dimensional real Euclidean space, R k×n the set of k × n real matrices and S n the set of n × n symmetric matrix. Let U be a nonempty and compact subset in R k . Let ·, · (resp. · ) denote the usual scalar product (resp. usual norm) of R n and R k×n . The scalar product (resp. norm) of M = (m ij ),
, where the superscript ⊺ denotes the transpose of vectors or matrices.
We will study the existence and uniqueness of viscosity solution to the following HJB equation combined with an algebra equation
Here H (·) is defined as follows
2)
is the solution to the following algebra equation
We impose the following assumption on these functions. Assumption 2.1 (i) b, σ, g, φ are continuous with respect to s, x, y, z, u, and there exist constants
Remark 2.2 Since U is compact, from the above assumption (i) we obtain that |ψ(s, x, y, z, u)| ≤ L(1 + |x| + |y| + |z|), where L > 0 is a constant and ψ = b, σ, g and φ.
Remark 2.3 Since C 2 (·) is increasing andΛ < 1, we have Λ < 1. If c 1 ↓ 0, then it is easy to verify that Λ ↓ 0 which leads toΛ ↓ 0. Thus, the above assumption (ii) holds when c 1 is sufficient small.
As pointed out in the introduction, this kind of problem has a stochastic optimal control interpretation. Now we formulate this related stochastic optimal control problem.
0≤t≤T be a standard d-dimensional Brownian motion defined on a complete probability space (Ω, F , P ) over [0, T ]. Denote by F = {F t , 0 ≤ t ≤ T } the natural filtration of B, where F 0 contains all P -null sets of F . Given t ∈ [0, T ), denote by U[t, T ] the set of all F-adapted U -valued processes on [t, T ]. For each given p ≥ 1, we introduce the following spaces.
the space of F t -measurable R n -valued random vectors ξ such that ||ξ|| ∞ = ess sup ω∈Ω |ξ(ω)| < ∞;
Consider the following controlled fully coupled FBSDE: 
define the value function
The existence of viscosity solutions
In order to prove the existence of the viscosity solution, we need to study the above fully coupled stochastic optimal control problem. It is well-known that DPP is an important approach to solving stochastic optimal control problems (see [31] [32] [33] It should note that in this paper, the constant C will change from line to line in the following proofs.
Proposition 3.1 Suppose Assumption 2.1 holds. Then
Note that
.
Then, 
Proof. Without loss of generality, we only prove the case d = 1. SetX = X t,ξ;u −X t,ξ
where 
This completes the proof.
Lemma 3.3 Suppose Assumption 2.1 holds. Then there exist two constants C and
Proof. By Proposition 3.1 and Lemma 3.2, we obtain
By the proof of Theorem 2.2 in [11] , we can obtain
. The second inequality can be proved similarly. 
On the other hand, by Lemmas 3.2 and 3.3, we have ess inf
Combining (3.7), (3.8) and (3.9), we get ess inf
Thus we obtain the desired result by letting m → ∞.
Before studying the DPP, we introduce the notion of backward semigroup, which was first introduced by Peng in [24] . For each given (t,
where
L is the constant in Assumption 2.1 and (X t,x;u ,Ỹ t,x;u ,Z t,x;u ) is the solution to the following FBSDE on , . By Proposition 3.1, we obtain (3.11).
Next, we prove
It is obvious that we only need to prove
for each u ∈ U[t, t + δ]. The proof for (3.13) is divided into four steps.
Step 1. Let (X t,x;u ,Ỹ t,x;u ,Z t,x;u ) be the solution to the following FBSDE:
(3.14)
Step 2. By (3.5) in Lemma 3.2, we get
Similar to the proof of Proposition 3.1, one can check that
Combining (3.15) and (3.17), we obtain
Thus, by Lemma 3.3,
By (3.16) and (3.19), we get
Consider the following decoupled FBSDE: 
Thus, by the estimate of BSDE, we get
It follows from (3.20) and (3.22 ) that
as m → ∞.
Step 3. Define (X 
By Theorem 2.2 in [11] , we obtain
(3.25)
Step 4. By (3.23) and (3.25), we get as
By the definition of W (t, x), we know that
Thus we obtain (3.13) by (3.26).
Finally, since
we obtain the desired result by (3.11) and (3.12). Proof. For each (t, x) ∈ [0, T ) × R n and δ ∈ (0, T − t], by Theorem 3.5, we have 
Remark 3.6 It is important to note that (Y
which implies that
By (3.27) and (3.28), we just need to estimate
, then X ,Ŷ ,Ẑ satisfies the following FBSDE:
By Theorem 2.2 in [11] and Lemma 3.3, we get
. Noting that the above constant C does not depend on u, then , we construct another FBSDE, which different from the proof in [14] . Specially, we do not need additional assumption on L 3 as in [14] .
The value function and the HJB equation
In this subsection, we show that the value function W (t, x) defined in (2.4) is a viscosity solution to the following HJB equation
We first give the definition of viscosity solution (see [8] ).
and W − ϕ attains a local maximum (resp. minimum) at
it is both a viscosity subsolution and viscosity supersolution.
In order to prove that W (t, x) is a viscosity solution to the HJB equation (3.30), we need the following assumption.
is the Lipschitz constant of value function W with respect to x, C 2 and C 4 are defined in Lemma 5.2. Proof. Obviously, W (T, x) = φ(x), x ∈ R n . By Lemmas 3.3 and 3.7, we know that
We first prove that W is a viscosity subsolution. For each given (t,
Consider the following FBSDE and BSDE:
From the definition of viscosity solution and L 3 L W < 1, we can assume (3.32) holds without loss of generality.
We first prove the following lemmas.
Lemma 3.13 Suppose Assumptions 2.1 and 3.10 hold. Then there exists a unique function h(s, x, y, z, u)
and u ∈ U . Furthermore, for each given
36)
and h(·) is continuous with respect to s, x, y, z, u.
and u ∈ U , we define a mapping Γ :
as follows
For each z 1 , z 2 ∈ R 1×d , we have
which implies that Γ is a contraction mapping. Thus there exists a unique z
which implies (3.36). Now we prove that h(·) is continuous.
which implies that h(·) is continuous with respect to s, x, y, z, u.
Lemma 3.14 For each s ∈ [t, t + δ], we have
we can obtain the desired result. Under Assumption 3.10, we can choose a δ 0 > 0 such that
By Theorem 5.4 in Appendix, then for each δ < δ 0 , we have
where C is a constant independent of u and δ. Consider the following BSDE:
We have the following estimate.
, where C is a positive constant depend on x and independent of v, δ.
Proof. Since
we obtain
. By Lemmas 3.13 and 3.14, it is easy to check that
By (3.38) and Theorem 5.4 in Appendix, we have
where p ∈ [2, 4] . Thus
On the other hand, by (3.34) and (3.40), we have
It is easy to check that
Thus, by (3.38) and (3.41), we obtain
we obtain the desired result. 
On the other hand, we can choose a deterministic control µ in U t [t, t + δ] such that 
Remark 3.17 Note that Assumption 2.1 (ii) is only used to guarantees the well-posedness of our fully coupled forward-backward controlled system. In fact, following our approach, the readers may verify that all the results in Section 3 still hold under Assumptions 2.1 (i), 3.10 and the following monotonicity conditions.
Given a nonzero
Assumption 3.18 (Monotonicity conditions)
constants with β 1 + β 2 > 0, β 2 + µ 1 > 0. Moreover, β 2 > 0 when n > 1.
The uniqueness of viscosity solutions
In this section, we study the uniqueness of the viscosity solution to the HJB equation (3.30).
σ independent of y and z
In this case, the corresponding HJB equation becomes
We adopt the approach in Barles, Buckdahn and Pardoux [3] (see also Wu and Yu [28] ) to prove the uniqueness of the viscosity solution to (4.1) in the following theorem. Note that applying the approach in [3] , Buckdahn and Li [7] studied a decoupled case and Wu and Yu [28] obtained the uniqueness result for coefficients which are independent of u. 
σ depends on y and z
Wu and Yu [28] studied a PDE system for which the coefficient σ of the corresponding FBSDE satisfies σ (t, x, y, 0) = 0. Under this assumption, the fully coupled FBSDE degenerates to a forward-backward ordinary differential equation and the PDE system degenerates to a first order PDE. Thus, for this case, the uniqueness result is implied by Theorem 4.1.
In this subsection, we study the HJB equation in which σ is dependent on y and z. As pointed out in Remark 5.6, the method in [3] does not work. We first give the following proposition.
Proposition 4.2 Suppose σ is independent of y and z; and one of the following two conditions holds true:
(i) Assumption 2.1 holds;
(ii) Assumptions 2.1 (i) and 3.18 hold.
Let W be the value function. Then, for each (t, x) ∈ [0, T ) × R n , we can find a sequence
Proof. We only prove the first case (the condition (i) holds). The proof for the second case is similar. The proof is divided into three Steps.
Step 1. For each given integer m ≥ 1, set t m i = t + i(T − t)m −1 for i = 0, . . . , m. We want to choose a
where C is given in Lemma 3. Thus, by Lemma 3.3,
Similarly, we can choose the desired u In the followings, we want to prove 
where C is the same as in Step 1. It yields that 
Combining (4.9) and (4.11), we get
(4.12)
By Theorem 2.2 in [11] for FBSDE (4.6) and (4.12), we obtain that 
m , whereC is a constant which is independent of m. Thus
(4.14)
Then we obtain (4.7) by (4.11), (4.12) and (4.14).
Step 3. Note that (X This completes the proof.
We first give a uniqueness result when σ is independent of z. (ii) Assumptions 2.1 (i) and 3.18 hold. Moreover,
Let W be the value function. Furthermore, we assume thatW is Lipschitz continuous in x. Then W ≤W .
Proof. We only prove the first case (the condition (i) holds). The proof for the second case is similar.
Consider the following HJB equation:
By the definition of viscosity solution, it is easy to verify thatW is also a viscosity solution to HJB equation (4.18) . Sinceσ is independent of (y, z), by Theorems 3.11 and 4.1,W is the value function of the following optimization problem:
where the controlled system is For each fixed (t, x) ∈ [0, T ) × R n , by Proposition 4.2, we can find a sequence
Consider the following FBSDE: Now we study the case in which σ is dependent on y and z. (ii) Assumptions 2.1 (i), 3.10 and 3.18 hold.
Let W be the value function andW be a viscosity solution to HJB equation (3.30) . Furthermore, we assume thatW is Lipschitz continuous in (t, x), DW is Lipschitz continuous in x and ||DW || ∞ L 3 < 1. Then
Recall that for givenW , there exists a unique solutionṼ (t, x, u) to the above algebra equation by Lemma 3.13.
Note thatb
satisfy the following conditions:
By the definition of viscosity solution,W is also a viscosity solution to HJB equation (4.23) . Consider the following controlled system:
).
(4.25)
By Proposition 3.28 in [20] , the FBSDE (4.25) has a unique solution (X t,x;u ,Ȳ t,x;u ,
Sinceb andσ are independent of (y, z), we can obtain thatW is the value function of the above controlled system (4.25). For
Let ϑ(t, x) : R × R n → R be a non-negative smooth function such that its support is included in the unit ball and R×R n ϑ (t, x) dxdt = 1. For Lipschitz functionsW :
Then, it is easily to verify that
where ∂ tW is defined almost everywhere.
Thus we obtain that by taking ǫ → 0 in (4.28). Consider the following FBSDE: obtained similarly as in [3, 7] . (ii) Assumptions 2.1 (i) and 3.18 hold. Moreover,
x, y, z) , Gb (t, x, y, z) , Gσ t, x,W (t, x) ⊺ satisfies Assumption 3.18.
Let W be the value function. Furthermore, we assume thatW is Lipschitz continuous in x. Then W =W .
Following the same steps in Theorem 4.3,W is also a viscosity solution to PDE system
where H (·) is the function in equation (4.18) without control variables. Sinceσ is independent of (y, z), by is the solution to the following FBSDE at time Similarly, we have the following theorem. (ii) Assumptions 2.1 (i), 3.10 and 3.18 hold.
Remark 4.10 In the above theorems, we assume that the Assumption 2.1 or the monotonicity conditions hold. It is well-known that there are other conditions which can guarantee the existence and uniqueness of the fully coupled controlled system (2.3). In fact, our approach can be generalized to deal with any fully coupled controlled system which is well-posed and the related L 2 -estimates of the solution hold.
The smooth case
In this subsection, we assume that the solution of the HJB equationW 
and σ i , g i are defined similarly for i = 1, 2. Let
, u s ) = 0, β 2 (·) and γ 2 (·) are defined similarly. Set
Note that σ is bounded. Similar to the proof of (4.38), we have 
Appendix

The comparison theorem for FBSDEs
Under Assumption 2.1, we deduce a generalized comparison theorem for FBSDEs. The proof is similar to that of Theorem 3.1 in [27] and Theorem 5.11 in [14] . For the reader's convenience, we give a detailed proof.
Consider the following FBSDEs:
(5.1)
Proof. Without loss of generality, we only prove the case d = 1.
Then X ,Ŷ ,Ẑ satisfies the following FBSDE: 
It is easy to check that (5.2) satisfies the assumptions of Theorem 2.2 in [11] . Consequently, it has a unique
F (t, t + δ; R n×d ). Applying Itô's formula to mX − hŶ , we getŶ
, P -a.s., we only need to prove h t+δ ≥ 0, P -a.s.. Define τ = inf {s > t : h s = 0} ∧ (t + δ) and consider the following FBSDE on [τ, t + δ],
This FBSDE has a unique solution (h,m,ñ) = (0, 0, 0). Set
It is clear that (h,m,n) is a solution to (5.2). The definition of τ yields the desired resulth t+δ ≥ 0.
L p estimate of FBSDEs
The following Lemma is a combination of Theorem 3.17 and Theorem 5.17 in [20] . where T ′ ≤ T for some fixed T > 0,
For each fixed p > 1, if the coefficients satisfy where C is a constant depending only on the Lipschitz constants of b, σ, g, W 1 and W 2 .
Proof. Let ϕ ∈ C It is easy to verify this lemma directly. So we omit the proof.
Proof of Theorem 4.1 We only need to prove that for any α > 0, w satisfies |w (t, x)| ≤ αχ (t, x) , in [0, T ] × R n .
It is clear that for some A > 0, is achieved at some point (t 0 , x 0 ). Without loss of generality, we assume that |w(t 0 , x 0 )| > 0 and w (t 0 , x 0 ) > 0.
Note that w (t, x) − αχ (t, x) ≤ (w (t 0 , x 0 ) − αχ (t 0 , x 0 )) exp (−C (t − t 0 )) .
Then, (t 0 , x 0 ) can be seen as a global maximum point for w(t, x) − h (t, x) where h (t, x) = αχ (t, x) + (w (t 0 , x 0 ) − αχ (t 0 , x 0 )) exp (−C (t − t 0 )) .
Since w is a viscosity subsolution to (4.1), if t 0 ∈ [t 1 , T ), then we have It is a contradiction to Lemma 5.7. Therefore t 0 = T . Since |w (T, x)| = 0, we obtain
Thus, let α → 0., we can obtain |w| = 0 in [t 
