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ABSTRACT
Breast cancer is currently the most common cancer among women worldwide.
Mammography has been the most reliable and effective screening tool for the
early detection of breast cancer. Recently, computer-aided diagnosis has become
a major research topic in medical imaging and has been widely applied in clinical
situations. This thesis investigates the employment of computer vision and image
processing techniques for mammographic image analysis, which focuses on the
aspects of mammographic risk assessment and microcalcification classification.
Many studies have indicated that mammographic density and mammographic
parenchymal patterns are both strong predictive markers of breast cancer risk
in mammographic images, which play an important role in estimating breast can-
cer risk. In this thesis, we present a variety of methods for estimating mammo-
graphic density and modelling mammographic parenchymal patterns. In order to
build a complete framework for automated mammographic risk assessment, we
first develop a breast region segmentation method as a pre-processing step, which
segments the breast region from mammograms to provide fundamental data for
subsequent analysis. Subsequently, we propose two breast density segmentation
methods to estimate mammographic density. The first method is based on a
modified fuzzy c-means algorithm which incorporates spatial information into the
classic fuzzy c-means algorithm. The breast region is segmented into a number of
sub-regions corresponding to different densities by clustering pixels with similar
greylevel values. The second method exploits a topographic map to represent the
overall profile of breast tissue density within the breast. Dense tissue regions are
segmented by detecting prominent/independent shapes based on a shape tree. For
modelling mammographic parenchymal patterns, we present a method to model
breast tissue appearance based on statistical analysis of local tissue appearance.
Five different types of local features are investigated, covering the aspects of in-
tensity, texture, and geometric structure. In addition, a multiscale blob based
representation is proposed to model mammographic parenchymal patterns. In-
stead of statistically describing breast tissue appearance within the whole breast,
we focus only on dense tissue with approximately blob-like structures. The valid-
ity of the proposed methods is evaluated using the MIAS and DDSM databases.
A high agreement with expert radiologists is indicated according to the BIRADS
density classification. The obtained classification accuracies are up to 79.44% and
81.23%, and increase to 93.15% and 91.70% for the low/high risk classification.
For microcalcification classification, a novel method is developed based on topolog-
ical analysis. The connectivity between individual microcalcifications is analysed
to classify microcalcification clusters into malignant and benign. This method
is evaluated using three datasets: MIAS, DDSM, and a full-field digital dataset.
High classification accuracies (up to 96%) and good ROC results (area under the
ROC curve up to 0.97) are achieved.
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Chapter 1
Introduction
Breast cancer is the most commonly diagnosed cancer in women all over the world,
and it is the leading cause of cancer death among women worldwide (American
Cancer Society, 2011b). Among different breast imaging modalities, mammog-
raphy is still an effective diagnostic and screening tool for detecting breast can-
cer at its early stages. Although the effectiveness of mammography screening
programmes in reducing breast cancer mortality still remains debated (Eurostat,
2009; Gøtzsche & Nielsen, 2009), numerous studies have shown that the early de-
tection of breast cancer through mammography saves lives of women with breast
cancer and increases treatment options (Nystro¨m et al., 1993; Taba´r et al., 2003;
Berry et al., 2005; Moss et al., 2006; Kalager et al., 2010; American Cancer Soci-
ety, 2011b; Taba´r et al., 2011). Recently, computer-aided diagnosis has become a
major research subject in medical imaging and has been widely applied in clinical
radiology practice for assisting radiologists in diagnostic decision making. The
scope of this thesis is mammographic image analysis using image processing and
computer vision techniques, focusing on mammographic risk assessment and mi-
crocalcification classification aspects. In particular, mammographic risk assess-
ment aims to estimate the risk of women developing breast cancer during their
lifetime and classify mammographic images into different risk categories. Many
studies have indicated that mammographic density and parenchymal patterns are
strongly associated with breast cancer risk. Thus this thesis investigates different
strategies for the quantitative analysis of mammographic density and the mod-
elling of mammographic parenchymal patterns. On the other hand, microcalcifi-
cation classification is intended to characterise and identify microcalcifications as
malignant or benign. In this thesis, microcalcification clusters are analysed from
a distinct viewpoint compared to existing approaches. Topological structures of
microcalcification clusters, in terms of the connectivity between individual micro-
calcifications, are investigated for discriminating malignant from benign clusters.
This chapter presents an overview of this thesis with an emphasis on the main
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components, providing a brief outline of the research topics under investigation in
this thesis. It starts with a brief introduction of breast cancer, which is followed
by an explanation of mammography, introducing the acquisition process of mam-
mograms and showing example mammograms acquired using the two most used
viewpoints. On the basis of this, a concept of mammographic risk assessment is
drawn and four well-known schemes for mammographic risk assessment are de-
scribed. Subsequently, an introduction of microcalcifications in mammograms is
given. After that, the use of computer-aided diagnosis in mammography and the
clinical utility of the present research are discussed. Finally, aims and objectives
of our research are summarised and an outline of this thesis is provided.
1.1 Breast Cancer Status
Breast cancer is a type of cancer originating in breast tissue, which is currently
the most common cancer affecting women worldwide (American Cancer Society,
2011b). In European women, it is the leading cause of cancer death, causing 1 in 6
of all deaths from cancers (Eurostat, 2009). In the United States, a woman has a
12.15% (about 1 in 8) risk of developing breast cancer during her lifetime (Ameri-
can Cancer Society, 2011a). In the UK, breast cancer has been the most common
cancer among women. It had the highest incidence rate among all cancers (124
cases per 100,000) during 2007-2009 (Office for National Statistics, 2012). In 2010,
there were 49,564 new cases of breast cancer in women (157 cases per 100,000), ac-
counting for 31% of all new cancer cases (Cancer Research UK, 2012a). Although
breast cancer has a higher incidence rate in females compared to other types of
cancers, lives of women with breast cancer can be saved by early detection. The
five-year survival rate is as high as 98% among the US women diagnosed with
breast cancer at an early stage (American Cancer Society, 2011b). In the Euro-
pean Union, the five-year survival rate is now around 80% (Eurostat, 2009). In
fact, in most countries in the world, breast cancer survival rates have increased
over the past decade, attributable to the improved cancer treatment and early
detection through mammography (American Cancer Society, 2011b).
1.2 Mammography
Mammography is one of the most reliable and effective methods for detecting
breast cancer at its early stages (Kolb et al., 2002; Taba´r et al., 2003; Greif, 2010).
In developed countries, population-based mammography screening programmes
have been implemented (American Cancer Society, 2011b). Women are encour-
aged to participate in regular breast examinations through mammography. In
2
Figure 1.1: A film mammography system. The image was obtained with permis-
sion from http://www.medicalexpo.com/prod/siemens-ag-healthcare-sector/film-
mammography-systems-70075-430251.html.
the United States, annual mammographic screening is recommended for women
at normal risk, beginning at age 40 (National Comprehensive Cancer Network,
2012). In the UK, women aged between 50 and 70 years are invited for breast
screening every three years. Recently, the age range has been extended to include
women in their late 40s and up to 73 years (Cancer Research UK, 2012b).
Mammography is the process of using low-dose X-rays (usually around 30 kVp) to
examine a breast and produce an X-ray image of breast tissue (i.e. mammogram),
which is an effective diagnostic and screening tool for breast cancer in breast
imaging. The spatial resolution of mammography is very high, normally in the
range of 40 − 100µm per pixel. During the mammography procedure, the breast
is compressed by a special mammography unit in order to reduce the thickness of
tissue that X-rays must penetrate and therefore decrease the amount of scattered
radiation and the required radiation dose. Parallel-plate compression is used to
help hold the breast still and improve image quality (prevent motion blur). An
example film mammography system is shown in Figure 1.1.
In mammographic screening, each breast is imaged separately with two views:
the Medio-Lateral Oblique (MLO) view and the Cranio-Caudal (CC) view. Fig-
ure 1.2(a) shows the two viewpoints of X-rays. Figures 1.2(b) and 1.2(c) show two
example mammograms of each view. For the same breast, each view is intended
to show different appearances and details of breast tissue. Note that the pectoral
muscle can be seen in the MLO view, which appears as a bright and triangular
shaped region in the top right or left corner of the MLO mammograms.
Recently, there have been many improvements in mammography. One promis-
ing development is the adoption of digital techniques into conventional screen-
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(a) Two viewpoints (b) MLO view (c) CC view
Figure 1.2: Two most used viewpoints for producing mammograms in mammog-
raphy screening: (a) the direction of the two viewpoints (the image was taken
from http://breastcancer.about.com/od/mammograms/a/mamm views.htm); (b)
the Medio-Lateral Oblique view; and (c) the Cranio-Caudal view.
film mammography. Full-field digital mammography enables the generation of an
electronic image of the breast and therefore allows computer storage and oper-
ation. Some studies have compared full-field digital mammography with screen-
film mammography in image quality, diagnostic accuracy, and cancer detection
rate (Obenauer et al., 2002; Pisano et al., 2005; Skaane et al., 2007; Vigeland et al.,
2008; Pisano et al., 2008). In the study of Obenauer et al. (2002), it was reported
that digital mammography was superior to screen-film mammography in image
quality, detail visibility, image exposure, and artifacts. Pisano et al. (2005, 2008)
compared the diagnostic accuracy of film versus digital mammography based on
49,528 women who underwent both film and digital mammography. As a means
of screening, no significant difference was observed in the overall diagnostic ac-
curacy between film and digital mammography (Pisano et al., 2005). However,
digital mammography appeared to benefit young women under the age of 50 and
women with dense breasts, while film mammography nonsignificantly tended to
improve the accuracy for women aged 65 years or older with fatty breasts (Pisano
et al., 2008). In another study based on women aged 45 to 69 years randomly as-
signed to film or digital screening mammography, digital mammography obtained
a significantly higher cancer detection rate than that obtained by film mammog-
raphy (Skaane et al., 2007). However, in the study of Vigeland et al. (2008),
no difference was seen between film and digital screening mammography for the
detection of invasive cancers. The superior performance of full-field digital mam-
mography to screen-film mammography as a screening tool still remains debated.
The existing evidence is insufficient to support that digital mammography can
replace screen-film mammography in routine mammography screening (National
Comprehensive Cancer Network, 2012). In this thesis, digitised film mammograms
are used for the development of mammographic image analysis methods.
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1.3 Mammographic Risk Assessment
Mammographic risk assessment aims to estimate a woman’s risk of developing
breast cancer based on mammographic image analysis, which assists in identifying
breast cancer at an early stage when treatment may be more effective. Mammo-
graphic parenchymal patterns and mammographic density are both strong predic-
tive indicators of breast cancer risk, which are important mammographic features
in the process of mammographic risk assessment. Many studies have indicated
that an increased breast cancer risk is associated with mammographic parenchy-
mal patterns showing high breast density (Wolfe, 1976a,b; Saftlas et al., 1989;
Boyd et al., 1995, 1998, 2007; Harvey & Bovbjerg, 2004; Maskarinec et al., 2005;
Taba´r et al., 2005; McCormack & dos Santos Silva, 2006; Vachon et al., 2007).
Specifically, women with extremely dense breasts (the proportion of dense tissue
is around 75% or larger than that) have a risk of developing breast cancer four to
six times as high as the risk among women with fatty breasts.
Mammographic appearance of the breast varies among women due to differences
in the tissue composition (the proportion of fatty, connective and epithelial tis-
sue) and different X-ray attenuation properties of various tissues. Fatty tissue
is radiographically lucent and would let most of X-rays pass through during the
mammographic imaging process, and therefore appears dark in mammographic
images. By contrast, non-fatty tissue (connective and epithelial tissue) is radio-
graphically dense and would absorb more X-rays than fatty tissue during the ac-
quisition process, and therefore appears brighter in mammographic images (Wolfe,
1976a; Boyd et al., 1998, 2007). The different mammographic appearances gener-
ated by the variations in the tissue composition are referred to as mammographic
parenchymal patterns, which represent the morphology, composition, and spatial
distribution of various breast tissues. The bright appearance formed by non-fatty
tissue is referred to as mammographic density, which reflects the relative amount
of dense tissue in the whole breast.
Different methods for estimating mammographic risk have been presented based
on mammographic parenchymal patterns and mammographic density. There are
four main schemes used by radiologists for mammographic risk assessment: Wolfe,
Boyd, BIRADS and Taba´r, which can be divided into two groups according to
whether mammographic parenchymal patterns or mammographic density plays a
more significant role in assessing the risk of the development of breast cancer, al-
though they interact with each other as indicators of breast cancer risk. The Wolfe
and Taba´r schemes assess mammographic risk mainly based on mammographic
parenchymal patterns. By contrast, the Boyd and BIRADS schemes mainly rely
on mammographic density. The details of these four schemes are described below.
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1.3.1 Wolfe’s Four Risk Categories
Wolfe (1976a,b) proposed four categories of mammographic risk with respect to
different parenchymal patterns. The classification is as follows:
• N1 (lowest risk): Parenchyma is composed primarily of fat with at most
small amounts of “dysplasia”, and no ducts are visible.
• P1 (low risk): Parenchyma is chiefly fat with prominent ducts in anterior
portion up to one-fourth of the volume of the breast, and also may be a thin
band of ducts extending into a quadrant.
• P2 (high risk): Severe involvement with prominent duct pattern, occupying
more than one-fourth of the volume of the breast.
• DY (highest risk): Severe involvement with “dysplasia”, often obscuring an
underlying prominent duct pattern.
1.3.2 Boyd’s Six Class Categories
Boyd et al. (1995) classified mammograms into six categories according to the
extent of mammographic density, referred to as Six Class Categories (SCC). The
percentage of the breast occupied by dense tissue increases from SCC1 to SCC6,
and this increasing mammographic density indicates an increased risk of breast
cancer. The percentages of dense tissue of the six categories are as follows:
• SCC1: None
• SCC2: < 10%
• SCC3: [10%− 25%〉
• SCC4: [25%− 50%〉
• SCC5: [50%− 75%〉
• SCC6: ≥ 75%
1.3.3 Four BIRADS Density Categories
The American College of Radiology (1998) developed the Breast Imaging Report-
ing and Data System (BIRADS) where BIRADS density classification was included
to inform the referring physicians of the decline in sensitivity of mammography
with the increase in breast density. There are four BIRADS density categories
corresponding to an increasing breast density, which are defined as follows:
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• BIRADS I: The breast is almost entirely fatty.
• BIRADS II: There is some fibroglandular tissue.
• BIRADS III: The breast is heterogeneously dense.
• BIRADS IV: The breast is extremely dense.
1.3.4 Taba´r’s Five Patterns
Taba´r et al. (2005) proposed a model of breast tissue in mammographic images,
containing four mammographic building blocks: nodular densities, linear densi-
ties, homogeneous densities, and radiolucent areas. These four building blocks
constitute the normal anatomy of the breast. In particular, nodular densities
mainly correspond to terminal ductal lobular units (TDLU) which visually look
like small bright blobs; linear densities correspond to either ducts, fibrous strands
or blood vessels; homogeneous densities correspond to fibrous tissue which could
obscure the underlying normal TDLU and ducts as well as their alterations due to
hyperplastic breast changes; and radiolucent areas represent adipose tissue, which
appear as dark areas. According to the composition of the four mammographic
building blocks, Taba´r et al. (2005) defined five mammographic parenchymal pat-
terns. Patterns I to III refer to low risk, while Patterns IV and V refer to high
risk. The relative compositions of the four building blocks for the five Patterns I
to V are as follows:
• Pattern I: [25%, 15%, 35%, 25%]
• Pattern II: [2%, 14%, 2%, 82%]
• Pattern III: similar to Pattern II
• Pattern IV: [49%, 19%, 15%, 17%]
• Pattern V: [2%, 2%, 89%, 7%]
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(a) mdb255ll (b) mdb273ll (c) mdb083ll
(d) mdb007ll (e) mdb115ll (f) mdb067ll
Figure 1.3: Example mammograms covering different categories of the four
schemes for mammographic risk assessment: (a) N1, SCC1, BIRADS I, Pattern
II; (b) N1, SCC2, BIRADS I, Pattern II; (c) P1, SCC3, BIRADS II, Pattern III;
(d) P1, SCC4, BIRADS II, Pattern I; (e) P2, SCC5, BIRADS III, Pattern IV; and
(f) DY, SCC6, BIRADS IV, Pattern V.
Figure 1.3 shows example mammograms covering all categories of the four schemes:
Figures 1.3 (a)/(b), (c)/(d), (e), and (f) correspond to Wolfe’s four categories (N1,
P1, P2, and DY); Figures 1.3 (a)-(f) correspond to Boyd’s six categories (SCC1-
6); Figures 1.3 (a)/(b), (c)/(d), (e), and (f) correspond to the four BIRADS
categories (BIRADS I-IV); and Figures 1.3 (d), (a)/(b), (c), (e), and (f) correspond
to Taba´r’s five patterns (Pattern I-V).
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Microcalcification Cluster Zoomed Cluster
Figure 1.4: An example microcalcification cluster. The area containing the micro-
calcification cluster is cropped from the mammogram. The cluster region in the
image patch is zoomed to improve the visibility of microcalcifications.
1.4 Microcalcifications in Mammograms
Microcalcifications are small deposits of calcium in breast tissue that appear as
small bright spots in mammograms (Shen et al., 1994; Dhawan et al., 1996; Cheng
et al., 2003; Ma et al., 2010), and a group of microcalcifications closely located in
an area form a microcalcification cluster. The radiological definition of microcal-
cification clusters is that at least three microcalcifications are present within a 1
cm2 region (Ma et al., 2010; Soltanian-Zadeh et al., 2004). Due to its high spatial
resolution (40− 100µm per pixel), mammography enables the detection of micro-
calcifications at an early stage. Figure 1.4 shows an example microcalcification
cluster present in a mammogram.
The presence of microcalcification clusters in mammograms is a primary sign of
breast cancer. However, not all microcalcification clusters necessarily indicate the
presence of cancer, only certain kinds of microcalcifications are associated with
a high probability of malignancy (Sickles, 1986). It is difficult for radiologists to
distinguish malignant from benign cases, which results in a high rate of unneces-
sary biopsy examinations (Cheng et al., 2003; Soltanian-Zadeh et al., 2004). The
diagnostic gold standard of microcalcification clusters (benign or malignant) in
this thesis has been provided by biopsy examination.
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1.5 CAD in Mammography
Computer-aided diagnosis (CAD) has become one of the major research topics
in medical imaging and diagnostic radiology (Doi, 2007). CAD systems are de-
signed to assist radiologists in making the diagnostic decision in clinical situations.
Radiologists use the computer output as a “second opinion” and make the final
decision. As mentioned in Section 1.2, mammography is an effective screening
and diagnosis tool for breast cancer. However, it is time consuming for radiol-
ogists to read/analyse considerable numbers of mammograms taken in screening
programmes, and inaccurate risk assessments may be made by even the most expe-
rienced radiologists due to the long hours of work. Moreover, there is a substantial
intra/inter-observer variability in radiologists’ interpretations of the same mam-
mograms (Berg et al., 2000; Ooms et al., 2007). For instance, using four BIRADS
density categories, only moderate agreement (κ = 0.43) was shown across five
experienced observers in (Berg et al., 2000). Ciatto et al. (2005) also reported
that only moderate agreement (κ = 0.54) was seen between twelve observers on
the four-category scale and average intra-observer agreement was 0.71. For the
detection/diagnosis of breast cancer through mammography, abnormalities and
cancers may be missed (false negatives), and non-cancerous lesions may be misdi-
agnosed as cancers (false positives) (Nishikawa, 2007). Therefore, it is necessary to
develop CAD using image processing and computer vision techniques for assisting
radiologists in the interpretation of mammograms and improving the diagnostic
consistency and accuracy.
A large number of CAD systems have been employed for assisting radiologists in
screening mammography (Doi, 2007; Nishikawa, 2007). Warren Burhenne et al.
(2000) investigated the capability of CAD in identifying the missed lesions by ra-
diologists in a retrospective study of 427 prior mammograms. It was shown that
CAD could potentially reduce the false negative rate while retaining the recall rate
(no increase in the recall rate was indicated). This claim was subsequently con-
firmed by the study of Freer & Ulissey (2001) in which 12,860 mammograms were
interpreted with and without the assistance of CAD. It was indicated that the use
of CAD could increase the detection rate of early-stage cancers without excessive
effect on the recall rate or positive predictive value for biopsy. On the other side,
different findings were provided by some studies. Gur et al. (2004) assessed changes
in mammography recall and breast cancer detection rates after introducing a CAD
system into a clinical radiology practice in an academic setting. 115,571 screening
mammograms were used in this study: 59,139 were interpreted by radiologists
with the assistance of the CAD system, while 56,432 were interpreted without the
use of CAD. No statistically significant changes in the recall and detection rates
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were found after the introduction of CAD into this clinical practice due to its level
of performance at that stage. Consequently, it is difficult to measure the clinical
benefits of the use of CAD due to variability in breast cancer cases present in
the population-based screening over years. However, recent clinical studies have
indicated that using CAD can help radiologists detect more cancers which would
otherwise be missed and the use of CAD can improve radiologists’ efficiency in
the interpretation process of mammogrpahic images (Nishikawa, 2007). In fact,
numerous computer-based mammographic image analysis methods have been de-
veloped for CAD schemes. A literature review of computerised mammographic
image analysis will be provided in Chapter 2, focusing on the methods related to
automated mammographic risk assessment. In addition, a brief review of various
methods for characterising and classifying microcalcifications in mammograms will
be provided in Chapter 7.
1.6 Clinical Utility of the Present Research
The present research mainly covers two aspects of mammographic image analysis:
mammographic risk assessment and microcalcification classification. As indicated
in Section 1.3, mammographic risk assessment is intended to assess a woman’s risk
of developing breast cancer through mammography, which is expected to play an
important role in mammographic screening and early detection of breast cancer.
Women at high risk of breast cancer may be recommended more intensive surveil-
lance, use of breast MRI as an adjunct to mammography, or implementation of
prevention strategies, such as reducing known risk factors as much as possible,
having surgery or chemoprevention (Amir et al., 2010; National Comprehensive
Cancer Network, 2012). Initial methods for assessing mammographic risk were
entirely subjective, performed by radiologists according to qualitative assessment
schemes (Yaffe, 2008). The lack of objective and quantitative methods resulted in
significant inconsistent assessment results between and within radiologists (Harvey
& Bovbjerg, 2004). Only moderate inter-observer agreement was reported when
using the BIRADS breast density scheme (Berg et al., 2000; Ciatto et al., 2005).
It is difficult for radiologists to make both accurate and consistent risk assess-
ment for the mammograms generated in mammographic screening. In addition,
as indicated in Section 1.4, the presence of microcalcification clusters is an impor-
tant sign of early breast cancer. However, it is usually difficult for radiologists to
discriminate malignant from benign microcalcification clusters due to the variabil-
ity associated with their appearances (Cheng et al., 2003). This results in false
positives or false negatives in malignancy diagnosis of microcalcifications. Many
computer-aided mammographic image analysis methods have been developed in
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the past decade, which enables the development of breast cancer screening and di-
agnosis towards more accurate and objective directions. Our research concentrates
on investigating and developing a series of mammographic image analysis meth-
ods to achieve automated, objective, accurate, and reliable mammographic risk
assessment and microcalcification classification in clinical practice. It is deemed
to contribute to computer-aided diagnosis of breast cancer and benefit women
undergoing mammography.
1.7 Research Aims and Objectives
As mentioned above, mammographic density and mammographic parenchymal
patterns are both strong predictive indicators of breast cancer risk in mammo-
graphic images, which play an important role in mammographic risk assessment.
Our research aims to analyse mammographic images using image processing and
computer vision techniques, and develop a set of methods for automated mammo-
graphic risk assessment. We propose to estimate mammographic density by means
of breast density segmentation. The breast is segmented into different types of
tissue with different densities, or only dense tissue is extracted from the breast.
As such, the resulting tissue composition (the proportions of different densities)
or the resulting percent area of dense tissue in the breast can be used for mam-
mographic risk assessment. On the other hand, we plan to model mammographic
parenchymal patterns based on statistical texture analysis of mammographic tis-
sue appearance. The resulting models in the form of occurrence histograms can
be used for mammographic risk assessment. We also attempt to create a new rep-
resentation of mammographic parenchymal patterns in contrast to using texture
features, which can provide a quantitative description of mammographic density
and can be used for mammographic risk assessment. Figure 1.5 shows the schema
of our proposed framework for automated mammographic risk assessment.
In addition, we propose to develop an automated microcalcification classification
method for distinguishing malignant from benign cases. This method is distinct
from existing approaches which concentrate on the morphology of individual mi-
crocalcifications and/or global cluster features.
In summary, the main aims of our research are as follows:
Our research focuses on mammographic image analysis using image processing and
computer vision techniques and aims to develop a new framework for automated
mammographic risk assessment as well as a new method for the classification of
microcalcification clusters in mammograms.
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Mammographic images Segmented breast regions
Breast Region Segmentation
Breast Density Segmentation
Segment the breast into sub-regions of different densities
Extract dense tissue regions from the breast
Mammographic Tissue Pattern Modelling
Model mammographic tissue appearance using textons
Represent parenchymal patterns using multiscale blobs
Breast Density Classification 
BIRADS Density Classification
BIRADS I
BIRADS III
BIRADS II
BIRADS IV
Automated Mammographic Risk Assessment
BIRADS I BIRADS IIIBIRADS II BIRADS IV BIRADS I BIRADS IIIBIRADS II BIRADS IV
Figure 1.5: The schema of automated mammographic risk assessment.
We subdivide the main goals of this thesis into a set of objectives described below:
• The development of a method for breast region segmentation. This method
can separate the breast from the background and remove the pectoral mus-
cle in MLO mammograms. This is an essential pre-processing step which
identifies the region of interest (i.e. breast region) for subsequent analysis.
• The development of two methods for breast density segmentation. The first
method can segment the whole breast region into a number of sub-regions
which correspond to different types of tissue with different densities. The
second method concentrates on dense tissue within the breast and can detect
dense tissue regions from the breast.
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• The investigation of modelling mammographic parenchymal patterns based
on statistical analysis of local tissue appearance. A visual dictionary is
generated to summarise local tissue appearance with descriptive “words”.
The overall parenchymal patterns in mammographic images are represented
as occurrence histograms over this dictionary.
• The creation of a new representation of mammographic parenchymal pat-
terns by focusing on approximately blob-like tissue patterns. Bright blob-like
structures are detected over a range of scales, and mammographic parenchy-
mal patterns are represented with a set of multiscale blobs.
• The application of the developed methods to automated mammographic risk
assessment using benchmark databases for mammographic image analysis.
• The development of a new method for classifying microcalcification clusters
in mammograms into malignant and benign cases.
1.8 Thesis Outline
The remaining chapters of this thesis are organised as follows:
• In Chapter 2, a literature review of existing approaches to mammographic
image analysis is provided, including mammographic image segmentation,
mammographic density estimation, mammographic parenchymal patterns
characterisation, and breast density classification.
• In Chapter 3, a brief review of the most used image segmentation methods
is provided, where the core concepts of the various approaches are intro-
duced and their main advantages and disadvantages are discussed. On the
basis of this, our developed mammographic image segmentation methods are
presented, including one breast region segmentation method and two breast
density segmentation methods.
• In Chapter 4, a variety of texture analysis approaches are reviewed, focusing
on the different strategies for extracting texture features. Then, a number
of texture representations based on local features are investigated. On the
basis of this, an approach to modelling mammographic parenchymal pat-
terns is proposed, where different types of features are extracted from local
neighbourhoods and are statistically analysed to build an overall model of
mammographic tissue appearance.
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• In Chapter 5, an introduction of scale-space theory is first provided to de-
scribe a general idea of multiscale image representation. Subsequently, a
number of blob detectors are briefly reviewed. Finally, a multiscale blob
based representation is proposed, which describes mammographic parenchy-
mal patterns focusing on blob-like dense tissue regions.
• In Chapter 6, all the methods proposed in Chapters 3-5 are evaluated for
the purpose of mammographic risk assessment. The details of experimental
data, evaluation methodologies, and experimental results are provided.
• In Chapter 7, a method for the classification of microcalcification clusters in
mammograms is proposed. A brief review of related work is first provided,
followed by a basic introduction to mathematical morphology. Subsequently,
the details of the proposed method are described. The experimental results
and a full comparison are provided at the end of this chapter.
• In Chapter 8, a comprehensive analysis of the obtained results is presented,
including an internal comparison across our proposed methods and a com-
plete comparison with closely related publications. The performance of these
approaches and possible directions for further work are discussed.
• In Chapter 9, conclusions and contributions of this thesis are summarised.
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Chapter 2
A Literature Review of
Mammographic Image Analysis
In this chapter, we present a review of (semi-)automatic analysis of digitised film
mammograms or full-field digital mammograms in the literature. We trace the de-
velopment history of computerised analysis of mammographic images back to the
1990s and present a brief taxonomy of existing approaches. Clearly, it is impossible
to include all existing approaches in this chapter. We here focus on publications
related to our research and provide a brief description of the main points of these
approaches. We begin by presenting an overview of mammographic image seg-
mentation in Section 2.1. Firstly, a set of methods for breast region segmentation
are introduced, which is an essential pre-processing stage in mammographic image
analysis. Subsequently, various breast density segmentation methods are outlined,
which aim to separate dense tissue from fatty tissue or segment the entire breast
region into multiple sub-regions of different densities. In Section 2.2, we present
a number of methods for estimating breast density, which are mainly divided into
two groups: the first uses percent breast density based on the derived dense tissue
from the previous step of breast density segmentation; and the second uses volu-
metric breast density based on the estimation of the thickness of dense tissue. In
Section 2.3, a review of methods for characterising mammographic parenchymal
patterns is provided, focusing on different types of features extracted for dis-
criminating parenchymal patterns of women at different risk levels of developing
breast cancer. In Section 2.4, we concentrate on the methods in particular for
breast density classification where models of breast tissue are built for classifying
mammographic images according to breast density categories. We conclude this
chapter in Section 2.5 by making a summary of this literature review, and discuss
how it establishes a basis for our research and leads to our own work that will be
presented in the following chapters.
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2.1 Mammographic Image Segmentation
2.1.1 Breast Region Segmentation
Breast region segmentation is an essential pre-requisite in the (semi-)automatic
analysis of (digital or digitised) mammographic images, which aims to separate
the breast region from background information. It normally consists of two inde-
pendent segmentations, which are breast-background segmentation and pectoral
muscle segmentation, respectively. The first identifies the boundary between the
breast and background which usually contains annotations and labels, and the
second identifies the boundary of the pectoral muscle (present in MLO views). A
precise segmentation of the breast region with the minimum loss of breast tissue
is important for further mammographic image analysis, such as detecting abnor-
malities, modelling parenchymal patterns, and accurate registration.
2.1.1.1 Breast Boundary Identification
There are two major problems in the accurate identification of the breast boundary.
The first problem is that the region near the breast boundary has decreasing
contrast, caused by a lack of uniform compression of breast tissue during the
acquisition process (Ojala et al., 2001; Wirth & Stapinski, 2003). For digitised
mammographic images, the digitisation process may even further decrease the
visibility of the breast boundary due to additional noise. The low visibility of
the breast skin line makes it difficult to identify the breast boundary. The other
problem is the non-uniform background that may contain high-intensity regions,
such as annotations, labels, frames, and unexposed regions, which interferes with
the segmentation of the breast region (Ojala et al., 2001; Wirth & Stapinski, 2003).
There have been various approaches to the breast boundary identification in mam-
mograms. The traditional methods are based on histogram thresholding and gra-
dient analysis. Lau & Bischof (1991) as well as Yin et al. (1994) used a simple
thresholding to segment the background from the breast region and they respec-
tively used average filtering and morphological filtering to obtain a smooth bound-
ary. Bick et al. (1995) combined thresholding with region growing and morpholog-
ical filtering. Heine et al. (1998) proposed an approach based on multiresolution
wavelets to separate the breast region from the background. A local norm image
was calculated from one of the wavelet expansion images which was afterwards
thresholded to eliminate the background noise. The breast region was located us-
ing a region labelling routine. Karssemeijer (1998) applied a global thresholding
technique to segment breast tissue from the background. The threshold value was
automatically determined by performing peak detection on the histogram. Masek
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et al. (2000) proposed a local thresholding method to solve the problem caused
by the non-uniform background. Raba et al. (2005) used multiple thresholds com-
puted from a smoothed histogram to obtain a set of overlapping masks. A final
threshold was determined by statistically analysing the greylevel distribution of
the region defined by the boundaries of the smallest and the largest masks, which
was subsequently used to threshold the image. After that, a connected compo-
nent labelling algorithm was applied to extract the largest region as the breast
region. Me´ndez et al. (1996) applied a gradient based algorithm to detect the
breast edge. As a pre-processing step, a two-level thresholding was used to obtain
an approximate breast region. An average filter was applied to smooth the entire
mammogram. Then, five reference points were automatically selected to divide
the breast into three regions. Finally, a tracking algorithm was used to search
for edge pixels using greylevel gradients. The obtained results were quantitatively
evaluated and compared with those of Yin et al. (1994). Abdel-Mottaleb et al.
(1996) used histogram thresholding to segment the interior region of the breast.
The remaining region near the breast boundary was located by an edge detec-
tion technique. The union of the two resulting regions formed the final breast
region. Morton et al. (1996) proposed another gradient based method. First,
the background was estimated by an initial threshold determined by the largest
background peak, an edge was then detected by a horizontal line-by-line gradient
analysis. Zhou et al. (2004) modified the above method to improve its perfor-
mance. After the preliminary edge was detected by the gradient analysis, a more
accurate tracking algorithm was applied to search for new edge points. Finally, a
simple linear interpolation was used to find a continuous breast boundary. One of
the inherent limitations of the methods stated above is that very few of them can
entirely preserve the breast skin line and nipple. One promising method for the
breast boundary identification was developed by modelling the background as a
polynomial (Chandrasekhar & Attikiouzel, 1996, 2000). This method was based
on the assumption that the intensity values of the background are spatially con-
tinuous, lower than the breast, and within a closed interval. The image was first
thresholded to approximately separate the background region which contained the
entire background and a small portion of the breast adjoining it. A polynomial
was fitted to all the pixels within the resulting region in order to model the back-
ground. The background was then subtracted from the image using the polynomial
model. Finally, the resulting image was thresholded and further processed to yield
a binary labelled image with a smooth border, representing the breast region.
On the other hand, due to the fact that the breast boundary is a well defined
curve, some methods have applied active contours to segment the breast region.
Ojala et al. (2001) incorporated active contours for the segmentation of the breast
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region. A global thresholding was used for preliminary segmentation. Morpho-
logical filtering was applied to define the boundary of the resulting region after
thresholding, which produced a non-smooth boundary. Three contour modelling
approaches, Fourier descriptors, snakes and spline functions, were investigated to
smooth the boundary. The snake approach provided the best results and the spline
approach performed worst. Ferrari et al. (2000, 2004b) developed two methods
for the identification of the breast boundary. The two methods started with log-
arithmic contrast enhancement. A binarisation procedure using the Lloyd-Max
algorithm (Lloyd, 1982) was then applied. A morphological opening operator was
used to remove spurious details within the resulting binary image, and an approx-
imate breast boundary was extracted using the chain-code algorithm (Gonzalez &
Woods, 2002). After that, in (Ferrari et al., 2000), the greylevel information of the
pixels along the normal lines to the approximate breast boundary was analysed to
estimate the skin-air interface of the breast. Finally, a traditional snake model was
applied to detect the breast boundary. In (Ferrari et al., 2004b), the approximate
breast boundary was used as the input to an adaptive active contour model, which
included a balloon force and an adaptive gradient force in the energy formulation.
Wirth & Stapinski (2003) also applied active contours to solve the problem of the
segmentation of the breast region. Preliminary thresholding, edge enhancement,
and noise removal were first performed to generate a suitable input for the active
contour stage. A modified greedy snake algorithm was used to generate the final
breast boundary.
In addition, the breast region segmentation can be considered as a classification
problem in which the task is to classify the image pixels into the breast or non-
breast region. As such, some methods for the segmentation of the breast region are
based on pixel-wise classification using pixel-based features. Lou et al. (2000) used
a cluster classification method which was based on an adaptation of the c-means
algorithm (Bezdek, 1981) to obtain an initial boundary. For each initial bound-
ary point, a normal line with the direction towards the background was plotted,
and the pixels on each normal line were traced to locate the skin-air boundary
point. These extrapolated boundary points were then refined and smoothed to
generate the final breast boundary. Saha et al. (2001) used scale-based fuzzy con-
nectivity for segmenting the breast region from the background. The pixels with
connectivity strengths greater than half the maximum strength were classified as
the background and discarded, while the pixels with lower connectivity strengths
were retained as the breast region. Wirth et al. (2005) proposed a rule-based fuzzy
reasoning algorithm. A pre-processing step was performed based on attribute mor-
phology to suppress artifacts and increase the homogeneity of the mammogram.
Pixel classification measures were computed and used as the input of a fuzzy de-
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cision making process to classify the mammogram into the background and the
breast region. A summary of all the approaches above can be found in Table 2.1.
2.1.1.2 Pectoral Muscle Identification
The pectoral muscle appears as a bright and triangular shaped region in the top
right or left corner of MLO view mammograms. Automatic identification of the
pectoral muscle is useful in many aspects of mammographic image analysis. First
of all, the presence of the pectoral muscle can cause a large number of false positives
when detecting suspicious masses, as it may have a similar appearance to that of
mammographic parenchyma. Similarly, the inclusion of the pectoral muscle in
the image data being processed for breast density quantification can affect the
performance of intensity-based methods, since it appears to have approximately
the same intensity as dense tissue in the image. Hence, the exclusion of the pectoral
muscle is necessary to avoid bias in the detection of breast cancer and automatic
breast density quantification. In addition, the segmented pectoral muscle can be
used in 3D reconstruction from multiple views of mammograms and it is also an
important landmark for mammogram registration and comparison.
The initial methods for automatic identification of the pectoral muscle were based
on the Hough transform. It was assumed that the boundary of the pectoral muscle
would be an approximately straight line and should be located in the upper part of
the image. As the first step of these algorithms, a region of interest (ROI) including
the pectoral muscle was always marked using this prior knowledge. Karssemeijer
(1998) first extracted a triangular ROI and applied the Sobel operator to calculate
the gradient within the ROI. A Hough transform was then performed on the
gradient image. The Hough space can be considered as an accumulator array of
all possible straight lines. Each peak in the Hough space corresponds to a straight
line in the image. Peaks were detected based on a sliding window. The points
which were not a local maximum within the window or which were smaller than a
threshold value were set to zero. After that, only one peak was selected from the
remaining candidate points according to the area of the pectoral muscle segmented
by the corresponding line in the image. Finally, the selected peak in the Hough
space was inversely transformed into the image space and all pixels above the line
in the ROI were marked as the pectoral muscle. Ferrari et al. (2000) modified the
method proposed by Karssemeijer (1998). They used geometric and anatomical
constraints to eliminate unlikely pectoral lines instead of using the threshold value
in the procedure of peak selection. First of all, an approximate ROI was located
automatically by six control points obtained based on the breast contour. After
that, a Gaussian filter was used to remove noise in the ROI. The Hough transform
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was then applied to the Sobel gradient of the ROI. To detect the true pectoral
muscle edge, a filtering procedure was performed to remove the lines intercepting
the top of the image outside the ROI or with slopes outside the possible range.
Furthermore, each remaining Hough accumulator cell was weighted to enhance the
Hough transform peaks. Finally, the Hough accumulator cell with the maximum
value was detected to represent the pectoral muscle edge.
To overcome the limitation of the hypothesis of a straight-line representation of
the pectoral muscle, Ferrari et al. (2004a) proposed a new method based on a
multi-resolution technique using Gabor wavelets. Firstly, a Gabor filter bank was
designed to enhance the directional piece-wise linear structures in the ROI con-
taining the pectoral muscle. Subsequently, the ROI was convolved with the Gabor
filter bank, and the magnitude and phase components of the filtered images were
combined by vector summation to compute the magnitude and phase images. The
magnitude value of each pixel in the ROI was propagated in the phase direction
until encountering an edge-flow coming from an opposite direction. The candidate
edges were then detected from the resulting image. Finally, a post-processing step
was used to identify the true pectoral muscle boundary by connecting disjoint
boundary segments and removing false edges. It was indicated that the Gabor
filter based method provided more consistent results than the method based on
the Hough transform. In the same year, Kwok et al. (2004) also proposed a new
method consisting of two major components. First, the pectoral muscle boundary
was approximated with a straight line, which was then refined to a curve using an
iterative cliff detection. The straight line was estimated within the ROI based on
iterative threshold selection and straight line fitting incorporating a gradient test.
The resulting line was validated to adjust the ROI and perform a second estima-
tion. The new straight line was then used to initialise the cliff detection, where
the intensity profiles along a set of search paths perpendicular to the straight line
were analysed and the cliff locations were detected by fitting the smoothed profile
to a sigmoid function. This procedure was performed iteratively to obtain a more
accurate curve. Finally, a closed region was generated to segment the pectoral
muscle. This method was adaptive to large variations in edge strength and tex-
ture of the pectoral boundary. In addition, it remained effective when the pectoral
boundary was partially obscured by overlaid glandular tissue or artifacts.
In contrast to the edge based methods, Raba et al. (2005) proposed a method
based on region growing. The breast orientation was first identified by detecting
the curvature on each side of the breast profile. A seed point was then placed at
the first pixel of the non-curved side. The region growing started from this seed
point to fill the pectoral muscle based on an intensity criterion. A constraint on
the size of the grown region was applied to avoid an overgrown region.
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In addition to incorporating general shape and location assumptions of the pec-
toral muscle, most of the above methods only focus on local information of the
image. Ma et al. (2007) used two graph theory based segmentation algorithms,
where global information of the image was incorporated by means of identifying a
region based on properties of the whole region instead of those near its boundary
only. One is the adaptive pyramid (AP) algorithm and the other is the minimum
spanning tree (MST) algorithm. The AP algorithm is a hierarchical approach,
where the original image is regarded as a graph, and a sequence of graphs de-
rived from this base graph build a pyramid graph, which forms a multi-resolution
representation. Each surviving vertex in the highest level graph represents one
component of the original image. The MST algorithm starts with a graph repre-
senting the original image where all vertices (i.e. pixels) are regarded as separate
components. In subsequent iterations, two disjoint components are merged if the
external variation between the two components is small compared to the internal
variation within both components. The disjoint components in the final graph
form the segmentation. The AP and MST algorithms were performed to identify
the general location and shape of the pectoral muscle. The initial segmentation
results were used to initialise an active contour procedure to obtain the smooth
pectoral muscle boundary. The AP and MST algorithms followed by active con-
tours as described above did not significantly outperform the Gabor filter based
method proposed by Ferrari et al. (2004a). However, the AP algorithm did out-
perform previous methods in terms of the number of images with small error.
Moreover, it was the first attempt to use graph theory based methods to find
the pectoral muscle in mammograms. Ma et al. (2006) evaluated the two graph
theoretic segmentation algorithms. Four radiologists were requested to draw the
pectoral muscle boundary independently for each mammogram. The simultane-
ous truth and performance level estimation method (Warfield et al., 2004) was
used to estimate the true boundary and the sensitivity and specificity of the two
segmentation algorithms, based on the four manually drawn boundaries and the
two automatically detected boundaries. The results showed that the performance
of the AP algorithm was not statistically different from the radiologists, which
seemed to claim that the current best methods for the identification of the pec-
toral muscle were near the inherent limitations of this task.
Recently, Camilus et al. (2010) proposed a method based on graph cuts. Firstly, a
rectangular ROI including the whole pectoral muscle was extracted. The graph cut
based segmentation technique was then applied to segment the ROI and identify
the pectoral muscle edge. The segmentation started with a weighted graph in
which each vertex was considered as a group. In each iteration of the segmentation,
two adjacent groups were merged if the merging criterion was satisfied. Finally, the
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Table 2.2: A summary of existing approaches to pectoral muscle identification, in-
dicating authors, years of publication, techniques, experimental data for test, and
segmentation performance. HT, ED, CF, RG, and GT stand for Hough transform,
edge detection, curve fitting, region growing, and graph theory, respectively.
Author & Year HT ED CF RG GT Test Data Segmentation Performance
Karssemeijer (1998)
√ √
615 571 a pectoral muscle was segmented
Ferrari et al. (2000)
√ √
84 MIAS FP = 1.98± 6.09%; FN = 25.19± 19.14%†
Ferrari et al. (2004a)
√
84 MIAS FP = 0.58± 4.11%; FN = 5.77± 4.83%†
Kwok et al. (2004)
√ √
322 MIAS 83.9% adequate
Raba et al. (2005)
√
322 MIAS 86% good
Ma et al. (2006)
√
82 STAPLE, sensitivity score/specificity score‡
Ma et al. (2007)
√
84 80% average error less than 2mm
Camilus et al. (2010)
√ √
84 FP = 0.64%; FN = 5.58%†
† FP: false positive; FN: false negative (pixel-based quantitative analysis).
‡ STAPLE: simultaneous truth and performance level estimation.
identified pectoral muscle edge was refined using Bezier curve modelling. It was
demonstrated by the validation results that the performance of this method was
clearly better than the AP and MST algorithms, and its segmentation accuracy
was comparable with the Gabor filter based method. Moreover, with respect to the
number of images with small error, this method outperformed existing methods
including the Hough transform, the Gabor filter, the AP and MST algorithms. A
summary of these approaches is provided in Table 2.2.
As described above, many methods for breast region segmentation have been de-
veloped based on various image processing techniques. However, it is still a dif-
ficult task to achieve accurate segmentation of the breast region in particular for
digitised mammograms, due to the presence of severe noise and the non-uniform
background. Therefore, in order to implement a complete framework for mam-
mographic risk assessment, we decided to develop a breast region segmentation
method to obtain the region of interest to be analysed from each mammogram,
by combining a variety of image segmentation techniques. Effectively, we intend
to use the advantages of the various techniques simultaneously to achieve an im-
proved overall performance compared to using these techniques individually. A
further review of the well-known image segmentation methods will be presented
in Section 3.1 where their main advantages and disadvantages are discussed, and
a new method for breast region segmentation will be proposed in Section 3.2.
2.1.2 Breast Density Segmentation
As mentioned in Section 1.3, many studies have indicated that breast density
is a strong risk factor for breast cancer (Boyd et al., 1995, 1998, 2007; Harvey
& Bovbjerg, 2004; Maskarinec et al., 2005; McCormack & dos Santos Silva, 2006;
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Vachon et al., 2007), and therefore quantitative analysis of breast density is of great
importance for mammographic risk assessment. Breast density segmentation aims
to segment the breast based on density characteristics, which plays an important
role in estimating breast density. Many of the segmentation methods segment
dense tissue from the breast region and the area of the segmented dense tissue
can be used for the estimation of breast density, which is based on an assumption
that the breast is mainly composed of fatty and dense tissue. On the other hand,
some segmentation methods segment the entire breast region into a number of
sub-regions corresponding to a range of densities. The relative proportions of
the resulting sub-regions of different densities can be used to estimate the overall
density of the breast. In addition, breast density segmentation can be considered
as an initial step for subsequent analysis, such as extracting features from the
segmented regions and classifying breast density using a categorical scale.
In this section, we focus on the 2D breast density segmentation methods. Ta-
ble 2.3 shows a summary of the existing approaches based on different techniques.
Some methods are based on thresholding. Byng et al. (1994) proposed an in-
teractive thresholding technique. Operators viewed mammographic images on a
CRT display and selected a greylevel threshold to identify dense tissue within the
breast. This interactive thresholding method has been widely applied in quanti-
tative analysis of breast density. Since it is an interactive method, the operators
must be trained and the process of setting a proper threshold can be time con-
suming. Moreover, as the threshold is subjectively selected, observer bias may
be introduced. Instead of semi-automatic segmentation, some fully automatic
methods have been developed where the threshold is determined automatically.
Sivaramakrishna et al. (2001) developed a completely automatic method to seg-
ment dense regions using Kittler’s optimal threshold (Kittler & Illingworth, 1986).
Zhou et al. (2001) also used automatically determined thresholds to segment dense
tissue from the breast region. Two threshold selection methods were employed:
one was the Discriminant Analysis method (Otsu, 1975) where the optimal thresh-
old is estimated using a discriminant criterion based on the intra-class variance
and the inter-class variance, which is very appropriate for bimodal histograms; the
other is the Maximum Entropy Principle based method (Wong & Sahoo, 1989)
where the optimal threshold is determined by maximising a posteriori entropy,
which can provide a better thresholding result for multimodal histograms. Chang
et al. (2002) selected the median of all the pixel values within the breast region
as the threshold to segment the breast region into two sub-regions: more dense
and less dense. Torrent et al. (2008) described a multiple thresholding algorithm
based on the excess entropy where the histogram was quantised by using the max-
imisation of the excess entropy. However, none of these automatic thresholding
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methods is currently in widespread use (Yaffe, 2008). Note that these thresholding
based methods only analyse the greylevel distribution of single pixels and apply a
threshold to the image globally, without taking into account the aspect of spatial
information of neighbouring pixels or local texture information.
Miller & Astley (1992) first investigated the adoption of texture analysis to dis-
criminate glandular and fatty tissue in mammograms. They used granulometry
and Laws’ texture energy method (Laws, 1980) to classify breast tissue. Granu-
lometric analysis was based on greylevel opening operations, and texture energy
images were generated by convolving the original image with a number of small
masks representing different texture features (e.g. edges, lines, spots or ripples).
The obtained results indicated that texture analysis can provide a good basis for
the automatic classification of breast tissue. The most significant error happened
when the glandular disc had a relatively homogeneous appearance which was incor-
rectly classified as fatty tissue. After that, a number of texture based segmentation
methods were presented. Zwiggelaar et al. (2003) combined texture features with
expectation maximisation (EM) clustering (Dempster et al., 1977) for segmenting
mammographic images. A set-permutation-occurrence matrix was introduced to
incorporate spatial information. The extracted texture features were then anal-
ysed to generate a statistical model. Finally, the EM clustering algorithm was
performed to segment the breast region into six classes. Subsequently, Zwiggelaar
& Denton (2006) developed a novel texture based segmentation method to seg-
ment mammograms into regions associated with four Wolfe patterns. This method
was based on the principles that the ability of human observers to distinguish be-
tween textures is related to the contrast between the main structural elements
and the repeating patterns formed by those specific structures. In this sense, they
modelled local structural elements within specific greylevel bands to achieve the
segmentation. Petroudi & Brady (2006) segmented mammographic images into
different density regions using texture based statistical modelling. They applied
textons in a hidden Markov random field (HMRF) framework. Textons were gen-
erated by filtering the mammographic images with a filter bank and clustering
the filter responses. Subsequently, the texton feature vectors were analysed in the
multi-vector Gaussian hidden Markov random fields to realise breast density seg-
mentation. A closely related segmentation method was presented by Gong et al.
(2006), which also combined statistical texture modelling with the HMRF algo-
rithm. Instead of generating the textons from the filter responses of the filter bank,
the textons were learnt by clustering image patch vectors extracted from a square
neighbourhood around each pixel. With regard to statistical modelling of local
texture, Zwiggelaar (2010) recently proposed a segmentation method based on
local greylevel appearance (LGA) histograms. The local texture information was
26
modelled by transforming local greylevel appearance into a unique LGA number.
The distribution of local greylevel appearances in histogram format constructed
the basis for texture models. The LGA histograms generated from mammograms
belonging to the same BIRADS class were combined to build four BIRADS mod-
els. These models were used to segment mammograms into four BIRADS density
regions by labelling each pixel with one corresponding BIRADS class.
In addition, some approaches apply statistical analysis to obtain breast density seg-
mentation. Heine & Velthuizen (2000) proposed a statistical methodology based
on a chi-square probability analysis to discriminate fibroglandular and fatty tis-
sue. It was assumed that there are two random events occurring in the input field
of mammograms: one is fatty tissue with the smaller variance, and the other is
non-fatty tissue with the larger variance. The variance of the image was com-
puted over a small moving window. A global reference variance was determined
to label each pixel as fatty or non-fatty. This method resulted in a region-wise
continuous labelling of fatty and non-fatty tissue across the image. Ferrari et al.
(2004c) proposed a method for the segmentation of the fibroglandular disc based
on a statistical model of breast density. This breast density model was a mix-
ture of Gaussians, estimated using the intensity distribution, representing differ-
ent density categories. The EM algorithm and the minimum description length
method (Rissanen, 1978) were used to determine the parameters of the density
model and the number of tissue classes to be segmented. Adel et al. (2007) consid-
ered a mammographic image as a realisation of a random field and applied Markov
random field (MRF) to segment regions of interest in the mammographic image.
Bayesian theory and a maximum a posteriori method were used to estimate the
parameters of the MRF model. Oliver et al. (2010) proposed a statistical method
to segment the breast into fatty and dense tissue. Both tissue types were mod-
elled based on statistical analysis of each pixel neighbourhood within the breast
region. First, the same number of image patches were selected to represent fatty
and dense tissue. Subsequently, two different statistical strategies, the Karhunen-
Loeve transform and linear discriminant analysis were applied to build models for
both tissue types. Finally, the built models were used to segment mammograms
by classifying each pixel as fatty or dense tissue.
In contrast to the methods above, Bakic et al. (1998) developed a segmentation
method by modelling breast tissue, compression effects, and mammogram forma-
tion. Fatty tissue was modelled by randomly distributed thin spherical shells,
and fibroglandular tissue was modelled by connective tissue matrix containing
small fatty compartments, ducts, and terminal ductal lobular units (Bakic et al.,
2002a,b). The generated breast model was used to select appropriate texture op-
erators and spatial scales for segmenting fibroglandular tissue. Saha et al. (2001)
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defined a fuzzy relation called fuzzy affinity to measure the connectivity between
pixels. In this case, the dense region was seen as a fuzzy connectivity scene. An
automatic connectedness threshold selection method was applied to segment the
breast region into dense and fatty regions.
Some other methods are based on pixel-wise classification. Lao & Huo (2009)
presented a method for the segmentation of dense tissue in mammograms based
on unsupervised learning and multiple Levels of Detail. Firstly, an entropy max-
imisation based thresholding was applied to obtain a preliminary segmentation.
Subsequently, fuzzy c-means clustering using the preliminary segmentation for
the membership function intialisation was performed to generate a more accurate
segmentation. Finally, a dense tissue feature was defined and computed for each
pixel to obtain the final segmentation. Kallenberg et al. (2011) developed a pixel
classification based segmentation method, which integrated different approaches
in the literature to segment breast density in mammograms. A number of features
including location, intensity, texture and global context were extracted. For breast
density segmentation, an ensemble of five neural networks were trained using a
separate training set that were already manually labelled. The sequential float-
ing forward selection algorithm was applied to select an optimal subset from the
whole feature space. On the other hand, some methods segment mammograms
into four regions corresponding to four mammographic building blocks (i.e. nodu-
lar, linear, homogeneous, and radiolucent) as described by Taba´r’s tissue model.
He et al. (2008) developed a texture based segmentation method using textons,
which were generated by clustering the filter responses of a filter bank containing
Gaussian, Laplacian of Gaussian and second-order derivatives of Gaussian filters
at four scales. Texton selection was used to select discriminating textons between
different tissue types and achieve optimised segmentation results. Subsequently,
He et al. (2010) proposed a texture signature based segmentation method. Tex-
ture features were first extracted using a stack of annotated mammographic image
patches. Taba´r mammographic building blocks were modelled as texture signa-
tures, and a model selection was performed to remove noise and outliers. Finally,
the segmentation was achieved by labelling each pixel according to the generated
models of Taba´r mammographic building blocks. In addition, they developed a
method based on geometric moments (He et al., 2011). The procedure of this
method was similar to the previous methods. Firstly, local image properties were
extracted using the annotated image patches based on local moments. Taba´r mam-
mographic building blocks were then modelled by clustering the obtained feature
vectors. Finally, the generated models were used to segment mammographic im-
ages. By contrast, He et al. (2012) recently proposed a novel mammographic den-
sity segmentation approach, which segmented the breast into dense, semi-dense,
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and non-dense tissue instead of Taba´r’s four building blocks. Greylevel histogram
based features were derived from multi-resolution local windows and used to build
models of Taba´r mammographic building blocks. A Bayesian classifier was trained
based on a novel binary model matching pattern to achieve mammographic seg-
mentation. The tissue class of every pixel was determined by calculating the
probability of it belonging to each class.
Keller et al. (2011) applied a multiclass fuzzy c-means clustering algorithm to seg-
ment the breast into regions of similar greylevels, in which the number of clusters
for a specific mammogram was automatically determined based on the number of
modes contained in the greylevel histogram. The final segmentation of the dense
versus fatty tissue was achieved by merging clusters into two classes using a linear
discriminant analysis agglomeration classifier, where histogram statistics, image
acquisition parameters, and patient characteristics were involved. Subsequently,
Keller et al. (2012) modified their previous work and employed a support vector
machine classifier for dense tissue segmentation, which was trained to identify
clusters corresponding to dense tissue based on a combined feature set.
With regard to breast density segmentation, we attempt to develop two methods
mainly based on intensity information in this thesis. This follows the fact indicated
by the studies above that intensity levels in mammograms directly reflect breast
tissue densities. Compared to the existing two major types of breast density
segmentation methods, the first method is regarded as multiclass breast density
segmentation, which partitions pixels in the breast region into multiple groups
corresponding to different densities. The second method is intended to distinguish
dense tissue from non-dense (fatty) tissue. To achieve multiclass breast density
segmentation, using clustering algorithms tends to be very straightforward where
pixels with similar intensity levels are grouped into clusters and as such the entire
breast region can be segmented into sub-regions with different densities. Hence
we apply the fuzzy c-means algorithm for multiclass breast density segmentation.
To eliminate the sensitivity to noise and intensity inhomogeneities, we develop
a modified fuzzy c-means algorithm by incorporating spatial information, which
will be presented in Section 3.3. To detect dense tissue regions, we focus on
regions with higher intensity levels and propose a method based on topographic
representation of the breast region, which will be presented in Section 3.4.
2.2 Estimation of Mammographic Density
As mentioned in the above section, quantitative estimation of breast density is
beneficial to mammographic risk assessment. In this section, methods for estimat-
ing mammographic density are reviewed. A summary can be found in Table 2.4.
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Most of these are based on the area of dense tissue regions in the breast. Byng
et al. (1994, 1998) proposed percent density (PD) for measuring mammographic
density, which is the proportion of dense tissue within the breast, obtained by
dividing the area of dense tissue by the area of the entire breast. The boundaries
of dense tissue regions and the breast were identified using interactive thresh-
olding. Similarly, Ursin et al. (1998) used the percentage of dense tissue in the
breast as a measure of mammographic density where dense tissue regions were also
determined by interactive thresholding. Changes in mammographic density over
12 months were monitored based on the measure. Heine et al. (2008) also used
an area based measure, produced by an automated method for mammographic
density detection (Heine & Velthuizen, 2000). The correlation between the two
measures resulted from the user-assisted thresholding (Byng et al., 1994, 1998)
and the automated breast density detection method was investigated. Martin
et al. (2006) used percentage density to measure mammographic density, which is
similar to PD, calculated by dividing the number of pixels in the dense region by
the total number of pixels in the entire breast region. They compared the resulting
percentage density using a computer-aided method (Zhou et al., 2001) and that es-
timated by radiologists. The BIRADS density categories were used to evaluate the
reproducibility of breast density quantification. Lu et al. (2007) modified the inter-
active thresholding based method of Byng et al. (1994, 1998) for measuring breast
density in full-field digital mammograms. Mathematical models were constructed
by incorporating image pixel intensity statistics and instrument parameters for
image acquisition, in order to objectively predict threshold values and remove the
observer based segmentation step. Keller et al. (2012) developed a fully auto-
matic algorithm for estimating breast PD in both raw and post-processed digital
mammography images. Strong correlation was indicated between the algorithm-
estimated breast PD and the radiologist-provided breast PD for both raw and
processed digital mammograms. In addition to digital mammograms, central dig-
ital breast tomosynthesis (DBT) projection images were analysed. Bakic et al.
(2009) evaluated inter/intra-reader agreement in breast density estimation based
on PD which was estimated by using Cumulus software (Byng et al., 1994, 1998).
In contrast to the studies above, Stone et al. (2009) investigated two measures of
mammographic density: one was dense area defined as the number of pixels in
the dense region; the other was percent dense area calculated as a ratio of dense
area and the total area of the breast, i.e. proportion/percentage of dense tissue.
Multivariate linear regression was employed to evaluate associations between the
two measures of mammographic density and breast cancer risk factors. Dense
area was found to be as reliable as that of percent dense area. Moreover, dense
area was not associated with other risk factors, making it a simpler biomarker
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for risk prediction modelling. Saha et al. (2001) defined different measures for
characterising mammographic density, which were computed from the segmented
dense tissue regions, including the sum of intensity values of pixels in the dense
region, the sum of intensity values of pixels in the fatty region, the ratio between
them, the area of the dense region, the ratio between the areas of the dense and
fatty regions, the ratio between the areas of the dense region and the breast, etc.
In addition, Raundahl et al. (2006a,b) proposed to measure density changes using
tissue structural information orthogonal to intensity based methods, which was
based on an assumption that density changes can be perceived as a structural
matter that may be characterised without considering the brightness of the image.
Features derived from eigenvalues of the Hessian matrix were used to classify
pixels into four classes and as such the breast was segmented into four sub-regions
corresponding to different anatomical structures. A linear combination of the
relative areas of the four classes was exploited to determine the density score
of the breast. Subsequently, they applied this method to quantify changes in
mammographic appearance under different physiological processes, such as aging
and hormone replacement therapy (Raundahl et al., 2008).
On the other hand, some studies have reported that measuring breast density
based on the projected area of dense tissue in 2D mammography is not ideal,
as different compression and projection angles can induce variability. Hence the
3D approaches have been developed to estimate breast density based on the vol-
ume of dense tissue. Highnam & Brady (1999) developed a mathematical model
of mammographic imaging to model the process of generating a mammographic
image. A quantitative measure of breast tissue at each pixel location in the im-
age can be constructed automatically on the basis of this mammography model.
This measure was referred to as hint, representing the thickness of “interesting”
tissue (non-fatty tissue). As such, a representation of the non-fatty tissue can
be derived from a single mammographic image by calculating the hint measure
over the image, from which the volume of the non-fatty tissue and breast density
can be quantitatively estimated. Marias et al. (2004) applied the hint represen-
tation which they called the Standard Mammogram Form (SMF) representation
to characterise breast density changes due to hormone replacement therapy. Blot
& Zwiggelaar (2005) proposed an approach to the volumetric estimation of breast
density based on the hint representation. Two measures were evaluated: the first
was the volume of the non-fatty tissue defined as the sum of hint values over the
breast; and the second was the ratio of the volumes of the non-fatty tissue and
the breast. Subsequently, Highnam et al. (2006) revised their previous theoretical
analysis of SMF with regard to errors in the calibration parameters. It was shown
that by estimating breast thickness the errors in the calibration data can be ef-
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fectively compensated and SMF can be regarded as a promising way of analysing
screen-film mammograms with little or no calibration data.
Instead of using a physics based model to estimate the thickness of the non-fatty
tissue (Highnam & Brady, 1999), Pawluczyk et al. (2003) developed a technique for
breast density quantification fully based on calibration data. A plastic calibration
device composed of a range of tissue equivalent materials was first employed to
estimate operating parameters of the imaging system. Subsequently, variations
in exposure factors and film processing characteristics were corrected through
images using the aluminum step wedge. Finally, the optical density information
at each pixel in a digitised film mammogram was used to estimate the exposure
transmitted by the breast and the tissue composition that caused this transmission,
which enabled an estimation of the volume of dense tissue, the total volume of
the breast, and their ratio, i.e. volumetric breast density. This technique was
further evaluated by Boyd et al. (2009) using sixteen calibrated mammography
machines in seven locations in Toronto. The tissue composition (the proportion of
fatty and dense tissue) at each pixel in the screen-film mammogram was estimated
according to the measured image signal and a measurement of breast thickness
was incorporated to calculate the volume of dense tissue.
In contrast to estimating volumetric breast density in digitised mammograms,
van Engeland et al. (2006) proposed a method for estimating the volume of dense
tissue in full-field digital mammograms, where the thickness of dense tissue at a
pixel was determined by using a physical model of image acquisition. Specifically,
a polychromatic image model was designed, which incorporated the photon energy
spectrum for different anode target/filter materials and the energy dependency of
linear attenuation coefficients of breast tissue. Effective linear attenuation coef-
ficients of fatty and dense tissue were computed from empirical data as a func-
tion of tube voltage, anode material, filtration, and compressed breast thickness,
which were subsequently used in a monochromatic computation of the volume of
dense tissue. Hartman et al. (2008) improved the algorithm of Highnam & Brady
(1999) and proposed a new algorithm for the volumetric estimation of breast tissue
composition for digital mammograms, which can be regarded as a digital version
of Highnam et al. (2006). This algorithm took advantage of the high image qual-
ity and the additional information of digital mammograms and incorporated the
recorded breast thicknesses into the image based calibration.
Instead of using mammograms for estimating volumetric breast density, Wei et al.
(2004) developed a semi-automatic method for estimating the percent volume of
dense tissue using breast MR images. The breast boundary was first detected
automatically on each slice. Manual interactive thresholding was then used to
segment dense tissue from each slice. The volume of dense tissue was calculated
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Table 2.4: A summary of breast density estimation methods, indicating authors,
years of publication, breast density measures, test data, and performance.
Author & Year Area Volume Structure Test Data Indication of the Performance
Byng et al. (1994)
√
60 Spearman coefficient ρ > 0.91†
Byng et al. (1998)
√
60 intra-class correlation > 0.9
Ursin et al. (1998)
√
19 women Pearson correlation coefficient r > 0.85†
Highnam & Brady (1999)
√
N/A N/A
Saha et al. (2001)
√
174 two-projection correlation > 0.9
Pawluczyk et al. (2003)
√
phantom difference < 5% with actual value
Marias et al. (2004)
√
59 pairs agreement with clinician up to 86%
Wei et al. (2004)
√
67 cases r = 0.91 (MR/CC); r = 0.89 (MR/MLO)
Blot & Zwiggelaar (2005)
√
N/A N/A
Martin et al. (2006)
√
260 Pearson correlation coefficient r = 0.89†
Highnam et al. (2006)
√
4028 up to 99.3% excellent estimation
Raundahl et al. (2006a)
√
50 patients separate HRT and placebo patients
Raundahl et al. (2006b)
√
artificial differentiate HRT and placebo patients
van Engeland et al. (2006)
√
22 patients r = 0.94, 0.97; relative error 13.6%∗
Lu et al. (2007)
√
85 intra-class correlation up to 0.94
Heine et al. (2008)
√
703 patients r = 0.70 with user-assisted thresholding
Hartman et al. (2008)
√
1277 r = 0.92 for 275 pairs of left/right?
Raundahl et al. (2008)
√
unknown comparable to the best method
Bakic et al. (2009)
√
39 women
inter-reader ρ = 0.85± 0.05 on DBT
intra-reader ρ = 0.88± 0.05 on DBT
Stone et al. (2009)
√
799 r = 0.75; r = 0.85§
Boyd et al. (2009)
√
364/656 odds ratio 1.98/1.68♦
Keller et al. (2012)
√
81 women
r up to 0.85 per image†
r up to 0.89 per woman†
† with respect to manual estimation of mammographic density by expert(s).
∗ the correlation between MRI and mammography volumes was 0.94 per image
and 0.97 per patient; the relative error was evaluated with respect to MRI.
? 448 images correlated well with a reader’s visual assessment.
§ r = 0.75 between percent dense area and dense area; r = 0.85 between the
computer-assisted and the visual assessment of percent dense area.
♦ 364 cases and 656 controls; the odds ratio between the 5th quintile and the 1st
quintile was 1.98 for the volume measure and 1.86 for the area measure.
by integrating the segmented dense area over all the slices containing the breast.
Moreover, they investigated the correlation between the percent volume of dense
tissue in breast MR images and the percent dense area in corresponding mammo-
grams. A high correlation was found between the percent volume and the percent
area of dense tissue in the breast.
In this thesis, we investigate the role of quantitative estimation of breast den-
sity in mammographic risk assessment. Two quantitative measures, density and
BLOBnorm (see Sections 3.4.3 and 5.3.3), are defined based on the segmentation of
dense tissue regions and the representation of dense tissue patterns, respectively.
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2.3 Characterisation of Mammographic Parenchy-
mal Patterns
Mammographic parenchymal patterns have been found to be an important indi-
cator of the risk of developing breast cancer. A strong relation between mammo-
graphic parenchymal patterns and breast cancer risk has been described by many
studies. A wide variety of methods for computerised analysis of mammographic
parenchymal patterns have been developed in order to obtain automatic, objec-
tive and quantitative mammographic risk assessment. In this section, methods for
the characterisation of mammographic parenchymal patterns are reviewed, where
different types of features were extracted and used to classify parenchymal pat-
terns into different risk levels. Table 2.5 provides a summary of these methods,
indicating the techniques used for feature extraction.
Caldwell et al. (1990) characterised mammographic parenchymal patterns using
fractal dimension to distinguish between cases associated with a high risk of breast
cancer and those associated with a low risk of breast cancer. A quantitative
measure of parenchymal patterns in mammograms may be defined based on this
fractal based parameter to assess changes in parenchymal patterns for a long-term
study of patients with a high breast cancer risk.
Tahoces et al. (1995) used three groups of features to characterise mammographic
breast parenchymal patterns. Small regular square ROIs and large irregular ROIs
were manually selected for feature extraction. The first and second groups of
features were based on the Fourier transform and local-contrast analysis, which
were derived from the regular ROIs, in order to show the amount of dense tissue
within the ROI and discriminate different types of breast tissue architecture. The
third group was based on the greylevel distribution in the irregular ROIs, which
was applied to distinguish dense from fatty breasts.
Byng et al. (1996a) described mammographic parenchymal patterns based on vari-
ations in both greylevel and texture. Two features (fractal dimension and skew-
ness) were extracted to characterise these variations. The fractal dimension was
used to describe texture information and the skewness was used to represent the
asymmetry of the greylevel histogram.
Karssemeijer (1998) divided the breast area into regions in which the distance of
pixels to the breast boundary was approximately equal. To segment these regions
automatically, a distance transform was used. The distance of a pixel to the skin
line was determined by eroding the breast mask repeatedly using a circular struc-
turing element until this pixel was removed from the mask, and the number of
erosions represented its distance to the skin line. Greylevel histograms were com-
puted for these regions and two features (standard deviation and skewness) were
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calculated from these histograms. In addition, the probability density functions
of the pixel values were estimated in the pectoral and breast regions, from which
two features were extracted to measure the difference of the two distributions.
Huo et al. (2000) extracted 14 features from the central breast region to char-
acterise mammographic parenchymal patterns. This feature set comprised four
groups: features based on the absolute greylevel values, features based on greylevel
histogram analysis (balance and skewness), features based on the spatial relation-
ship among greylevels within the ROI (contrast, coarseness, and features derived
from co-occurrence matrices), and features based on Fourier analysis. These fea-
tures were used to discriminate between mammographic patterns observed from
women at a low breast cancer risk and those observed from women having a very
high risk of developing breast cancer. Moreover, four features were selected and
related to the risk as estimated from existing clinical models to investigate the
capability of the extracted features in predicting breast cancer risk. After that,
Li et al. (2005) improved their work by adding two groups of new features to the
feature set, which were features based on fractal analysis and features based on
edge frequency, respectively. Similarly, the extracted features were employed to
distinguish between mammographic parenchymal patterns of women at low breast
cancer risk and those of women at high risk. Recently, they extended the eval-
uation using a large clinical dataset of full-field digital mammograms (Li et al.,
2012). It was demonstrated again that women at high risk of developing breast
cancer tend to have dense breasts with coarse and low contrast texture patterns.
Blot & Zwiggelaar (2001) proposed an approach to classifying mammographic
parenchymal patterns using only the background texture information in mammo-
grams. The background texture and image structures were separated based on
the difference between local co-occurrence matrix and mean co-occurrence matrix.
The local co-occurrence matrix was calculated from a local square region, while the
mean co-occurrence matrix was generated by averaging eight co-occurrence ma-
trices computed from eight neighbouring square regions around the local region.
This was based on an assumption that there is a statistical difference between the
greylevel co-occurrence matrices for image regions containing image structures
and those for background regions only containing background texture. Finally,
the features defined by Karssemeijer (1998) were extracted from the reconstructed
background texture for classification.
Marias et al. (2002) investigated the role of quantitative measures of mammo-
graphic density in characterising the breast parenchyma. The hint representa-
tion (Highnam & Brady, 1999) of mammograms was used for calculating two
measures to classify mammographic patterns. The first one was the percent vol-
ume of dense tissue, and the second one was the correlation measure derived from
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the co-occurrence matrix of the hint representation.
Zwiggelaar et al. (2004) concentrated on linear structures and presented four meth-
ods for extracting linear structures from mammograms, including line operator,
orientated bins, Gaussian derivatives, and ridge detector. All these methods can
estimate line-strength, orientation and scale at each pixel in the mammogram.
Subsequently, Hadley et al. (2006) related the density of linear structures in mam-
mograms to mammographic risk assessment. A measure of line-strength was com-
puted for each pixel using the line operator method of Zwiggelaar et al. (2004),
and a threshold was set on the line-strength measure to remove the background
texture. The proportion of pixels with line-strength values above the threshold
was computed and used for distinguishing different risk categories.
Petroudi et al. (2003) modelled mammographic parenchymal patterns as a sta-
tistical distribution of textons which were obtained by clustering filter responses
of a filter bank. A set of training mammograms were selected covering differ-
ent classes of parenchymal patterns. The MR8 filter bank was used to filter the
segmented breast area and the k-means algorithm was employed to compute the
cluster centres, representing the textons of the mammographic appearance. A tex-
ton histogram was computed for each training mammogram by assigning a texton
to each breast tissue pixel and counting the occurrence of each texton over the
mammogram. The texton histograms belonging to the same class constituted the
models of parenchymal patterns for that class.
Kinoshita et al. (2007) used a wide range of features to characterise breast density
patterns as well as the anatomical size and shape of the breast in mammograms,
including shape features, Haralick’s texture features, Hu’s moment based features,
statistics of greylevel histograms, granulometric features, and Radon domain fea-
tures. The shape features were extracted from the contour of the breast region; the
texture features were derived from the spatial greylevel dependence matrix of the
breast region; the moment based features and the statistics of greylevel histograms
were computed from two sub-regions of the breast segmented by using the nipple
as reference; the granulometric features were extracted from fibroglandular tissue;
and the Radon domain features were derived from the Radon transform functions
of fibroglandular tissue in the two sub-regions.
Castella et al. (2007) made use of a set of statistical features to describe four
manually selected ROIs for each mammogram. These included features derived
from greylevel histograms (standard deviation, skewness, kurtosis, and balance),
features extracted from greylevel co-occurrence matrices (energy, entropy, cmax,
contrast, and homogeneity), features based on the primitive matrix (short/long
primitive emphasis, greylevel uniformity, and primitive length uniformity), fractal
dimension, and features computed from the neighbourhood greytone difference
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matrix (coarseness, contrast, complexity, and strength).
Li et al. (2008) applied power spectral analysis to characterise mammographic
parenchymal patterns. An ROI was first manually selected from the central breast
region behind the nipple. The discrete Fourier transform was then performed on
the ROI and the corresponding power spectrum was calculated. The exponent β of
the power law spectrum was estimated and used as a feature for breast cancer risk
assessment. It was shown that mammographic parenchymal patterns of high-risk
women indicated a larger β value than those of low-risk women.
Manduca et al. (2009) evaluated the association of five families of texture fea-
tures with breast cancer risk, which were derived from Markovian co-occurrence
matrices, run-length analysis, Laws features, wavelet decomposition, and Fourier
analysis, respectively. Markovian features were used to analyse how frequently
pixels of given greylevel values appear in an image with a specific distance; run-
length features were used to examine runs of similar greylevel values in an image;
Laws features were computed from a set of filters to capture different types of
structures in an image; wavelet features were employed to enhance broader diago-
nal, vertical, and horizontal textures; and Fourier features were applied to describe
the coarseness of textures.
He et al. (2010) proposed a texture signature based methodology to model mam-
mographic building blocks as described in Taba´r’s model. The texture signature is
composed of three 2D cumulative histograms, generated from local circular win-
dows. The first 2D histogram describes the greylevel distribution of pixels at
different radial distances from the central pixel within local windows; the second
2D histogram represents the greylevel distribution of pixels at different angles with
respect to the central pixel within local windows, and the third 2D histogram is a
specific co-occurrence matrix with d = 1 and θ = 0◦, representing the magnitude
of the greylevel variance between two adjacent pixels.
Nie et al. (2010) analysed breast parenchymal patterns using three-dimensional
breast MRI. The fibroglandular tissue was segmented from all slices and four
morphological features (circularity, convexity, irregularity, and compactness) were
computed based on the segmented fibroglandular tissue, which were subsequently
used to classify cases into two breast parenchymal patterns: intermingled pattern
with intermixed fatty and fibroglandular tissue and central pattern with confined
fibroglandular tissue inside surrounded by fatty tissue outside.
Wei et al. (2011) designed a quantitative measure of mammographic parenchy-
mal patterns to analyse the texture patterns of fibroglandular tissue. An ROI
was first located by using the nipple as reference, covering the main area of the
breast parenchyma. Ten run-length statistics and five region-size statistics fea-
tures were then extracted from the ROI. Stepwise linear discriminant analysis
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was used to search for the best combination of features, and a linear discriminant
function was defined using the subset of features, which was applied to generate
the measure of mammographic parenchymal patterns for each mammogram. Fur-
thermore, Wei et al. (2012) investigated the correlation between the measures of
breast parenchymal patterns extracted from full-field digital mammography and
those extracted from digital breast tomosynthesis, including run-length statistics,
region-size statistics, and power spectrum.
As shown in Table 2.5, various features have been used for characterising mammo-
graphic parenchymal patterns. Most features are based on texture information in
mammograms, due to the fact that parenchymal patterns are interpreted as tex-
tures in computer vision. Therefore, we also propose modelling mammographic
parenchymal patterns using texture features. A brief review of texture analysis ap-
proaches will be presented in Section 4.1 where various methods for texture feature
extraction are discussed, covering four categories: statistical methods, structural
methods, signal processing methods, and model based methods. Then we pro-
ceed to focus on local feature based texture representations (see Section 4.2), and
investigate different types of local features for modelling mammographic tissue
appearance (see Section 4.3). In fact, we intend to generate a dictionary of local
features to describe local tissue appearance. As such, the overall appearance of
mammographic tissue can be modelled with occurrence histograms by statistical
analysis of local features according to the dictionary. In addition, we plan to ex-
plore a new idea for the representation of mammographic parenchymal patterns
instead of using texture features. Motivated by Taba´r’s model of parenchymal pat-
terns (Taba´r et al., 2005) and mammogram synthesis work (Bakic et al., 2002a),
we propose a new method for representing parenchymal patterns by focusing on
blob-like dense tissue patterns in mammograms. A multiscale blob based repre-
sentation of mammographic parenchymal patterns will be presented in Section 5.3.
2.4 Breast Density Classification
In the section above, we have reviewed a number of methods for the charac-
terisation of mammographic parenchymal patterns, which represent parenchymal
patterns based on a variety of features extracted from mammographic images. In
this section, we mainly review the approaches to modelling breast tissue in mam-
mograms and classifying breast density into different density classes. A summary
of these approaches is shown in Table 2.6. The related publications among them
will be used for a comprehensive comparison with our work in Chapter 8.
Bovis & Singh (2002) employed four groups of texture features, a series of statisti-
cal features, a circularity shape feature, and fractal dimension to characterise the
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underlying texture contained within breast tissue in mammograms. Eleven artifi-
cial neural network (ANN) classifiers were trained using different input datasets
to provide an estimate of the posterior probabilities for the four BIRADS classes.
The classifier outputs were subsequently combined using six different combina-
tion rules. A comparison was made between the results achieved by using the
combination of multiple classifiers and those for the best single classifier.
Petroudi et al. (2003) built a set of models for each BIRADS class in the form
of texton histograms. For a test mammogram, a texton histogram was generated
and compared with all the built models. The class label was determined according
to the nearest model using the χ2 distribution comparison.
Oliver et al. (2005a,b, 2006, 2008) developed a series of methods for breast density
classification. Oliver et al. (2005b) used the k-means algorithm to group pixels in
the breast into two classes (fatty and dense tissue). Morphological features and
texture features based on co-occurrence matrices were extracted from both tissue
classes for the subsequent breast density classification. The k-Nearest Neighbours
(kNN) classifier and the ID3 decision tree classifier (Duda et al., 2001b) were used
to classify breast density as dense, fatty, or glandular. In the same year Oliver et al.
(2005a) proposed a method for classifying breast density into the four BIRADS
classes where the same features and classifiers were used. While for segmenting
the breast into fatty and dense tissue, the fuzzy c-means algorithm was employed
rather than using the k-means algorithm. Oliver et al. (2006) subsequently com-
pared five different strategies for feature extraction according to the regions from
which the features were extracted. The first strategy extracted features from the
whole breast region, while the remaining four strategies extracted features from
the sub-regions within the breast area, obtained by using the distance of each
pixel to the skin line (Karssemeijer, 1998), fuzzy c-means, fractal analysis, and
statistical analysis, respectively. Similarly, texture features were derived from co-
occurrence matrices and a set of morphological features were calculated, including
the relative area and the four first histogram moments. A Bayesian classifier com-
bining the kNN and the C4.5 decision tree algorithms was used for classifying
breast density into the four BIRADS categories. After that, Oliver et al. (2008)
performed a comprehensive evaluation of their previous method using two public
and widely known databases. The individual performance of the kNN classifier,
the C4.5 decision tree classifier, and the combination of the two classifiers using
the Bayesian approach was tested. In addition, the sequential forward selection
algorithm (Kittler, 1986) was included into the kNN classification to select the
most discriminant features and improve the classification performance. In addi-
tion, Mac Parthala´in et al. (2010) applied rough and fuzzy-rough set approaches
to analyse the extracted feature data of Oliver et al. (2008). A number of clas-
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sifiers including a fuzzy nearest neighbours (FNN) classifier (Keller et al., 1985),
a fuzzy-rough nearest neighbours (FRNN) classifier (Jensen & Cornelis, 2011),
a fuzzy-rough ownership function based classifier (FRNN-O) (Sarkar, 2007), and
a nearest neighbour classifier based on the vaguely quantified rough set model
(VQNN) (Cornelis et al., 2007) were employed for the BIRADS density classifica-
tion. The impact of dimensionality reduction on classification accuracy was also
examined by using two feature selection methods, fuzzy-rough feature selection
(FRFS) (Jensen & Shen, 2009) and distance metric-assisted tolerance rough set
feature selection (DMTRS) (Mac Parthala´in & Shen, 2009), respectively.
Zwiggelaar et al. (2005) built statistical models of different density classes on the
basis of greylevel histograms of mammograms. First, the normalised greylevel his-
tograms (64 bins) belonging to the same density class were grouped, which formed
a model of this density class. Principal component analysis was subsequently ap-
plied to obtain the principal components of each model. The first few principal
components of each model constructed a feature space for breast density classifi-
cation. The kNN classifier was used to classify mammograms into three density
classes (fatty, glandular, and dense).
Muhimmah & Zwiggelaar (2006) used a multi-resolution histogram technique in-
stead of single-scale greylevel histograms. A five-level Gaussian pyramid was first
built for each mammogram and greylevel histograms of the breast region were
computed for all levels. Subsequently, cumulative histograms were generated and
difference histograms between adjacent levels were computed. Finally, the result-
ing difference histograms were concatenated to form the multi-histogram feature
space. A multiclass directed acyclic graph support vector machine (DAG-SVM)
classifier was employed for breast density classification using three categories.
In contrast to most methods, Castella et al. (2007) assessed the density category
of multiple ROIs in each mammogram using a set of statistical features extracted
from these regions. Three different classifiers were employed for breast density
categorisation of the selected ROIs, which were linear discriminant analysis (LDA),
a classic Bayesian classifier based on Mahalanobis distance, and a naive Bayesian
classifier, respectively. The density category for each mammogram was finally
determined by averaging the individual ROI classification in the mammogram.
Boehm et al. (2008) classified breast parenchymal density into three categories:
fibrosis, involution atrophy, and normal. Features were extracted from retromam-
milar image sections in which the density pattern was supposed to be more or
less homogeneous. Two types of features were evaluated, based on intensity infor-
mation and topologic analysis, respectively. For intensity based features, the 20th
percentile, median, and mean values were calculated from greylevel histograms.
For topologic analysis, Minkowski functionals (Thompson, 1996) were used from
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which the area and perimeter of a binary image pattern as well as the number of
connected components can be extracted. Discriminant analysis was used to assess
the predictive potential of the extracted features.
Subashini et al. (2010) extracted fourteen statistical features from the breast re-
gion and trained the SVM classifier using different combinations of these features.
Finally, nine features including mean, standard deviation, smoothness, skewness,
uniformity, kurtosis, average histogram, modified standard deviation, and modified
skewness were selected for breast tissue classification with three density classes.
Bueno et al. (2011) classified breast parenchymal density according to the BIRADS
density categories. Different classification methods were tested and a hierarchical
classification procedure was used based on the kNN classifier and a combination
of linear Bayes normal (LBN) and support vector machine (SVM). Statistical
features were used to characterise the texture of the whole breast, obtained from
greylevel histograms and co-occurrence matrices. Moreover, principal component
analysis was applied to reduce the feature space dimensionality.
Tzikopoulos et al. (2011) used a new fractal dimension related feature and a new
set of statistical features for breast density classification. The fractal related fea-
ture was computed based on the power spectrum of the segmented breast area.
The statistical features were extracted from a set of regions within the breast, seg-
mented by multiple thresholds determined by the minimum cross entropy thresh-
olding (Brink & Pendock, 1996). The mean and the variance of the pixel intensity
values were computed for each region. Three different classifiers, classification
and regression trees (CARTs), kNN and SVM, were used for the classification of
mammograms according to the three density classes (fatty, glandular, and dense).
He et al. (2010, 2011, 2012) used the resulting mammographic segmentation to
classify mammographic images into BIRADS and Taba´r categories. The relative
proportions of the segmented regions to the whole breast formed the feature space
and the kNN classifier was used for image classification.
In Chapter 6, we will apply the proposed methods to mammographic risk as-
sessment by means of classifying mammographic images into the four BIRADS
density categories. This means all the developed methods can extract discrim-
inative and informative features from mammographic images, and the BIRADS
breast density classification is the final stage of automated mammographic risk
assessment. Hence, we end the literature review by summarising existing work on
breast density classification, with particular focus on the publications related to
the BIRADS breast density classification. These publications will be used as the
baseline references for conducting a comprehensive comparison with our work.
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2.5 Summary
In this chapter, we have reviewed a range of existing mammographic image anal-
ysis approaches. A brief taxonomy has been presented by dividing these ap-
proaches into mammographic image segmentation, mammographic density esti-
mation, mammographic parenchymal patterns characterisation, and breast density
classification. For each partition, all the reviewed approaches were summarised in
a table, which enables a quick reference to the key techniques in these approaches.
As noted at the end of each section above, this literature review has established a
basis for our own research performed in this thesis. Our work on mammographic
risk assessment will be presented in the subsequent chapters, including breast re-
gion segmentation, breast density segmentation, mammographic tissue appearance
modelling, and mammographic parenchymal patterns representation.
Specifically, regarding breast region segmentation, although many methods have
been developed, it is still a difficult task for digitised mammograms due to the pres-
ence of high levels of noise and artifacts. This motivated us to combine a number of
well-known image segmentation techniques in order to achieve a comprehensive so-
lution and develop a new breast region segmentation method. Using the developed
method, we can identify the breast region for each mammogram, which is an im-
portant pre-requisite for the development of a complete framework for automated
mammographic risk assessment. As indicated by many studies in the literature,
mammographic density and parenchymal patterns are strongly associated with
breast cancer risk. Therefore, for the purpose of automated mammographic risk
assessment, it is still worth developing effective and robust methods for quanti-
fying mammographic density and/or characterising mammographic parenchymal
patterns. As is evident from existing methods, greylevel based features are gen-
erally used to describe breast tissue density and texture features are mainly used
to represent breast tissue patterns. On the basis of this, we attempt to achieve
quantitative estimation of breast density using intensity based approaches. Two
breast density segmentation methods are proposed for segmenting the breast into
different density sub-regions and detecting dense tissue regions from the breast, re-
spectively. On the other hand, we propose to model mammographic parenchymal
patterns using texture representations. A method for modelling mammographic
tissue appearance is proposed based on local features. In addition, it would be in-
teresting to develop a new representation of mammographic parenchymal patterns
instead of using conventional texture features as in existing approaches. Finally,
all the proposed methods should have the potential for automated mammographic
risk assessment and breast density classification.
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Chapter 3
Image Segmentation
Image segmentation is the process of partitioning an image into regions such that
each region is homogeneous with respect to one or more properties or features
(such as brightness, colour, texture, reflectivity, etc.) (Pal & Pal, 1993; Gonzalez
& Woods, 2002; Sonka et al., 2007). In medical image processing, segmentation
plays an important role for automating or assisting the delineation of anatomic
structures and the detection of regions of interest (Pham et al., 2000). For mam-
mographic image analysis, image segmentation can be used for detecting masses,
microcalcifications and spiculated lesions, and estimating breast density based on
the segmented dense tissue regions. A large variety of segmentation techniques
have been developed, but there is no single method that can provide good perfor-
mance for all types of images or applications, nor are all methods equally good
for a specific image type or application (Pal & Pal, 1993). In this chapter, we
first provide a brief review of the most used image segmentation methods in the
literature, introducing the core concepts and discussing the main advantages and
disadvantages of the various approaches. On the basis of this, we present our de-
veloped segmentation methods for mammographic image analysis. In Section 3.2,
a breast region segmentation method is presented. In Sections 3.3 and 3.4, two
breast density segmentation methods are presented, which are based on a modified
fuzzy c-means algorithm and a topographic approach, respectively.
3.1 A Brief Review of Image Segmentation
A large number of image segmentation approaches exist in the literature. This
section provides a brief review of common image segmentation methods cover-
ing the following categories: thresholding, edge based segmentation, region based
segmentation, clustering, classifier based segmentation, deformable model based
segmentation, and some other segmentation methods. A full description of how
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these methods are implemented is beyond the scope of this chapter. Here, we
briefly introduce the basic concepts of these methodologies and provide some rep-
resentative references.
3.1.1 Thresholding
Thresholding is the simplest method for image segmentation. When only a single
threshold is used for the whole image, it is called global thresholding. If the
threshold varies over the image and depends on local characteristics of sub-images,
it is called local thresholding. In addition, thresholding can also be divided into bi-
level thresholding and multi-thresholding. In bi-level thresholding, the resulting
image is a binary image, where pixels with value 1 correspond to objects, and
pixels with value 0 correspond to the background. In multi-thresholding, the
resulting image is no longer binary, but consists of a set of values corresponding to
independent objects. Threshold selection is important for the segmentation result
by thresholding. This can be determined interactively based on an operator’s
visual assessment of the segmentation result. On the other hand, there are many
automatic threshold selection methods. Some of them are based on histogram
shape analysis, such as detecting peaks and valleys of a histogram (Sonka et al.,
2007). Others are based on optimising a criterion function, such as minimising
the total misclassification error, maximising a measure of class separability, or
maximising a posterior entropy of the partitioned image, where the histogram
is assumed as a mixture of two or more normal probability distributions (Pal
& Pal, 1993). In addition to using the histogram to determine the threshold,
there are some approaches that take into account spatial information based on
the co-occurrence matrix of the image. A survey of threshold selection methods
is provided in (Weszka, 1978) and an overview of thresholding techniques can be
found in (Sahoo et al., 1988).
3.1.2 Edge Based Segmentation
Image segmentation can also be obtained based on detection of edges of various
regions in an image. Edge based segmentation is one of the earliest segmentation
approaches and is still very important. Edge detection aims to find locations of
discontinuities in intensity values, which can be detected using the first-order and
second-order derivatives of the image function. In image processing, the first-order
derivative can be approximated by the gradient, and the second-order derivative
can be computed using the Laplacian. Consequently, on the one hand, many edge
detection methods are based on gradient operators, such as Sobel, Prewitt and
Roberts (Gonzalez & Woods, 2002). On the other hand, some edge detection
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methods use the Laplacian operator to detect zero crossings (Gonzalez & Woods,
2002). All edge detection methods based on the gradient or Laplacian are very
sensitive to noise. Some methods reduce noise sensitivity by smoothing the image
before applying edge detection. Marr & Hildreth (1980) used a Gaussian filter
to smooth the image before applying the Laplacian operator (i.e. Laplacian of
Gaussian (LoG)). Canny (1986) proposed an approach to edge detection where
the image is also smoothed using a Gaussian filter. The Canny detector is a very
powerful edge detector and was deemed to be superior to the Sobel and LoG
detectors (Gonzalez et al., 2004).
The resulting image of edge detection cannot be directly used as a segmentation
result, as the resulting edge pixels rarely represent an edge completely. Therefore,
supplementary processing steps are essential to combine the edge pixels into mean-
ingful edges corresponding to borders of existing objects. To remove false edges
resulting from quantisation noise and small illumination irregularities, edge mag-
nitude based thresholding can be applied to the edge image (e.g. non-maximal
suppression). Moreover, some approaches aim to construct continuous borders:
the Hough transform (Hough, 1962) finds and links line segments; edge relaxation
repairs missing parts of borders based on edge context in the local neighbourhood;
and border tracing tracks a border starting at a pixel and finds subsequent border
elements based on edge magnitudes and directions (Sonka et al., 2007).
3.1.3 Region Based Segmentation
In the previous section, image segmentation was obtained by finding borders be-
tween regions. In contrast, the segmentation methods to be described in this
section find the regions directly. For region based segmentation methods, homo-
geneity is an important property and is used as the main segmentation criterion,
which can be based on greylevel, colour or texture. Here, we introduce three ba-
sic region based segmentation techniques: region growing, split and merge, and
watershed methods.
Region growing, the most well-known region based method, is a procedure of
grouping pixels into regions based on a pre-defined growing criterion. The grow-
ing procedure starts with a seed point or a set of seed points, and a region is
iteratively grown by adding neighbouring pixels that have similar properties to
the seed point. This procedure stops when no more neighbouring pixels satisfy
the growing criterion based on the homogeneity of the grown region (Gonzalez &
Woods, 2002). The seed point can be manually selected by an operator or placed
using an automatic seed finding step, and the homogeneity criterion depends on
the particular application and the image type (such as using colour information
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for satellite imagery and using intensity information for X-ray radiography).
As the name implies, the split and merge method firstly subdivides an image into
a set of sub-regions and then merge these sub-regions to obtain the final segmen-
tation. The initial splitting process recursively splits the image until all regions
satisfy a homogeneity criterion, and the accompanying merging step merges adja-
cent regions that satisfy the pre-defined constraints (Gonzalez & Woods, 2002).
The watershed transform is a very powerful segmentation tool based on morphol-
ogy (Soille, 2003), which applies the concepts of watershed and catchment basin in
geography to realise image segmentation. A grey-scale image is regarded as a topo-
logical surface, where the intensity value at each pixel is interpreted as the height.
If water falls on this surface, it will be collected into the catchment basins, and
the water level of each catchment basin will rise until reaching a ridge (watershed)
which separates two adjacent basins. Thus, the watershed transform segments the
image by finding the catchment basins and ridges on the corresponding surface.
Region based segmentation techniques generally perform better than edge based
methods in noisy images, where borders between regions are extremely difficult
to detect (Sonka et al., 2007). However, region based segmentation can also be
sensitive to noise, causing the resulting regions to have holes or be disconnected
(under-segmentation). Conversely, over-segmentation can be caused by partial
volume effects where separate regions are connected (Pham et al., 2000). A com-
bination of edge based methods and region based methods tends to provide better
segmentation results (Sonka et al., 2007).
3.1.4 Clustering
Clustering is the process of classifying observations (data items, patterns, or fea-
ture vectors) into groups (called clusters) (Jain et al., 1999), which can be unsu-
pervised learning aiming to find structure in an unlabelled dataset. Observations
in the same cluster are similar in some way and are dissimilar to those belonging
to other clusters. Clustering algorithms can also be used for image segmentation
by assigning every pixel to one cluster in the feature space, which iterate between
partitioning pixels and computing properties of each cluster. There are three
commonly used clustering algorithms: k-means, fuzzy c-means, and expectation
maximisation algorithms.
The k-means (Mac Queen, 1967) is the simplest clustering algorithm for parti-
tioning a dataset into k subsets. It starts with an initial partition and iteratively
updates the partition based on the similarity between data points and cluster
centres until a convergence criterion is satisfied, such as no reassignment of any
data point, or the objective function ceases to decrease significantly after some
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number of iterations. Although this iterative procedure will always terminate, the
k-means algorithm generally will not necessarily converge to an optimal partition
(i.e. the global minimum of the objective function). Moreover, the algorithm is
significantly sensitive to the initial partition and is more likely to converge to a
local minimum resulting from improper initialisation. However, the k-means is
the most popular clustering algorithm and has been widely used due to its easy
implementation and reasonable time complexity (Jain et al., 1999).
The fuzzy c-means algorithm incorporates fuzzy set theory (Zadeh, 1965) into the
k-means clustering, which allows one data point to belong to two or more clusters.
It was initially developed by Dunn (1973) and improved by Bezdek (1981). The
details of the standard fuzzy c-means algorithm and its variations will be provided
in Section 3.3.1.
The expectation maximisation (EM) algorithm is also an iterative method, which
aims at finding maximum likelihood estimates of parameters in statistical models.
It was proposed by Dempster et al. (1977) and the detailed description can be
found in (Bishop, 2006). The EM procedure starts with an initial estimation of
the parameters in a mixture of models and iterates between an expectation step
and a maximisation step: the expectation step computes the expected value of the
likelihood function, and the maximisation step updates the parameter estimation
to maximise the expected likelihood value. It has been effectively applied to
Gaussian mixture modelling (Redner & Walker, 1984; Rasmussen, 2000), where a
number of Gaussian components are used to fit a multimodal distribution. The
means and covariances of the Gaussian components can be estimated and updated
in the EM iteration, and the resulting multiple Gaussians are combined to form a
generalised model. This algorithm is also very sensitive to initialisation.
Although clustering algorithms can be unsupervised learning, an initialisation step
is always essential in the clustering procedure. An inappropriate initialisation
can significantly affect the resulting segmentation. In addition, the clustering
algorithms do not always directly incorporate spatial information of neighbouring
pixels and therefore are sensitive to noise and intensity inhomogeneity.
3.1.5 Classifier Based Segmentation
Image segmentation can also be obtained using classifiers that assign a label to
every pixel. Classifier based segmentation methods use pattern recognition tech-
niques that attempt to partition feature vectors extracted from an image into a
given set of classes, which tend to be supervised methods where features derived
from reference segmentations (e.g. manual segmentation) are used as training
data. The features used in the classification procedure are varied, which can be
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related to intensity, texture, or other properties of the image.
A simple classifier is the k-Nearest Neighbours classifier, where each object is
classified based on a majority vote of its k closest training samples. In the sense
of image segmentation, each pixel is labelled with the most common class among
the k nearest neighbours of its corresponding feature vector in the feature space.
A detailed introduction of the algorithm can be found in (Duda & Hart, 1973).
It has been applied to medical image segmentation, such as pulmonary nodule
detection in chest CT (Murphy et al., 2009) and brain tissue segmentation in MR
data (Vrooman et al., 2007).
Another simple classifier is the naive Bayes classifier, which is a simple probabilistic
classifier based on the naive Bayes assumption where features are independent
within a given class (Duda & Hart, 1973; Bishop, 2006). Although independence
is generally a poor assumption, the naive Bayes classifier can often perform as
well as more sophisticated classifiers (Rish, 2001). It has proven to be effective in
many real applications, such as text segmentation/classification and texture image
segmentation (Hsiao & Sawchuk, 1989; Haji & Katebi, 2005).
In addition, a number of segmentation methods are based on a neural network
classifier (Pal & Pal, 1993). Neural networks are composed of a large number of
highly connected processing elements (neurones) working simultaneously to deal
with specific problems. An artificial neural network is constructed following the
way of biological information processing systems (such as the brain), and is trained
for specific applications through a learning process (Bishop, 1995; Ripley, 1996).
In the last two decades, there has been a wide application of neural networks in
image processing, such as image segmentation and object recognition (Egmont-
Petersen et al., 2002).
Classifier based methods exclude the iterative procedure in clustering methods
(except for the training phase of the classifier), and therefore they are relatively
computationally efficient. However, the interactive/manual segmentation for ob-
taining training data can be time consuming and labourious. Moreover, for the
methods in which high-dimensional features are used, the pixel-wise classification
can also involve high computational time. On the other hand, using a single train-
ing set for a large variety of images can cause biased results, this indicates a lack
of flexibility of the classifier based methods. As such, the classifiers will have to
be retrained if the training set is updated.
3.1.6 Deformable Model Based Segmentation
Deformable models are model based methods for delineating boundaries of ob-
jects using deformable curves or surfaces, which have been widely used in image
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segmentation, especially for segmenting anatomic structures in medical images.
Deformable curves or surfaces are defined within a domain of a 2D or 3D image
that can deform under the influence of internal and external forces. The inter-
nal forces are derived from the curve or surface itself to keep it smooth during
the deformation. The external forces are computed based on the image data to
move the curve or surface towards the object boundary (Xu et al., 2000). By
incorporating a prior knowledge of the object shape and constraining the result-
ing boundary to be continuous and smooth, deformable models can compensate
for image noise and boundary gaps or irregularities and can provide a complete
and consistent mathematical description for the object boundary (McInerney &
Terzopoulos, 1996; Xu et al., 2000).
The idea of deforming a model for image analysis originated a long time ago and
has become popularly known since “snakes” models were proposed (Kass et al.,
1988). Deformable models can generally be categorised into two main groups:
parametric deformable models (Cohen, 1991; McInerney & Terzopoulos, 1995) and
geometric deformable models (Caselles et al., 1993; Malladi et al., 1995). Para-
metric deformable models represent curves and surfaces explicitly in a parametric
form, including two types of formulations: an energy minimising formulation and a
dynamic force formulation. Although they can provide promising results for many
segmentation tasks, they may yield cusps or intersecting boundaries in some sit-
uations (Sonka et al., 2007). In contrast, geometric deformable models represent
curves and surfaces implicitly as level sets of higher dimensional functions. Curves
and surfaces are evolved only using geometric computations, allowing topological
changes to be easily accommodated (Xu et al., 2000; Sonka et al., 2007).
In medical image analysis, deformable models have proven to be effective in seg-
menting, matching, and tracking anatomic structures, with the capability of ac-
commodating the large variability of anatomic structures over time and across
different individuals (McInerney & Terzopoulos, 1996). However, a possible dis-
advantage of deformable models is that they may need manual interaction to
initialise the model and choose the appropriate parameters. Moreover, standard
deformable models can show an inappropriate convergence to certain types of
boundaries (e.g. concave contours) (Pham et al., 2000).
3.1.7 Other Methods
Some methods use Markov random field theory (Li, 2009) to model spatial in-
teractions between neighbouring pixels for image segmentation in the sense that
most pixels belong to the same class as their neighbouring pixels. Zhang et al.
(2001) combined the hidden Markov random field model and the EM algorithm
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to obtain brain MR image segmentation.
Atlas guided approaches can also be used for image segmentation. A method
based on an anatomic pulmonary atlas was developed to segment the oblique
lobar fissures in volumetric X-ray CT images (Zhang et al., 2006). In atlas guided
approaches, an atlas is first generated by assembling information on objects in
images to be segmented. This atlas is then used as a reference to segment unseen
images. Atlas guided approaches are to some extent similar to classifier based
methods, while they are straightforward implemented in the spatial domain of the
image rather than in the feature space (Pham et al., 2000).
Some segmentation methods use fuzzy connectivity to describe the segmentation
task with fuzzy rules instead of crisp relationships (Sonka et al., 2007). Fuzzy
connectivity provides the flexibility for distinguishing between object and non-
object regions, which can often be a powerful solution to difficult segmentation
problems (Udupa & Samarasekera, 1996).
Mean shift has also been applied to image segmentation, which is a non-parametric
iterative algorithm for estimating the density gradient and seeking the mode of a
given distribution (Cheng, 1995). Image segmentation can be obtained by applying
the algorithm in the joint spatial-range domain (Comaniciu & Meer, 1999).
In addition, there are some methods based on graph theory, by transforming the
image segmentation problem into a graph based representation, where each node
corresponds to a pixel in the image and an edge connects two nodes with a weight
based on some property (e.g. intensity) of the two corresponding pixels (Felzen-
szwalb & Huttenlocher, 2004).
In practical applications, combined strategies are often used to deal with a specific
segmentation problem, by simultaneously combining a set of segmentation meth-
ods described above rather than using them individually (Haris et al., 1998). On
the other hand, some segmentation methods are based on integration of informa-
tion from multiple images, such as multi-spectral or multi-modal images (Reddick
et al., 1997; Farag et al., 2006). There are many other methods for image segmen-
tation besides the approaches described above, but a detailed literature review is
out of the scope of this thesis.
3.2 Breast Region Segmentation in Mammograms
As stated in Section 2.1.1, breast region segmentation is an essential pre-processing
step in the (semi-)automatic analysis of mammographic images. It separates the
background and the pectoral muscle from breast tissue to avoid interference in
further processing. The precise segmentation of the breast region with a minimum
of breast tissue pixels mis-segmented is important for searching for abnormalities,
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modelling parenchymal patterns, and accurate registration. We develop a breast
region segmentation method by taking and combining a number of segmentation
approaches described in the previous section, including histogram thresholding,
edge detection, active contour modelling, polynomial fitting, and region growing.
3.2.1 Methodology
An example mammographic image (5671 × 3788 pixels) taken from the EPIC
database (Day et al., 1999) is shown in Figure 3.1(a). This image contains left
and right MLO mammograms and needs to be split into individual mammograms.
Firstly, a global thresholding is used for approximate segmentation. The threshold,
after Gaussian smoothing of the histogram, is determined using the valley between
the two peaks which correspond to the background and breast tissue, respectively
(Figure 3.1(b)). The resulting binary image contains a number of objects due
to the non-uniform background (Figure 3.1(c)). We use a connected component
labelling (8-connected neighbourhood) algorithm (Davies, 1997) to remove labels
and annotations in the background region (Figure 3.1(d)). Subsequently, we isolate
the frame (near the edges of the image) and smooth the remaining region using
a Gaussian filter. Finally, we split the union region containing bilateral breasts
into two separate breast regions to form two binary masks (Figure 3.1(e)). The
split left and right MLO mammograms superimposed with the corresponding mask
boundaries are shown in Figure 3.1(f).
The approximate segmentation is refined using scale-space based edge detection.
The right MLO mammogram in Figure 3.1(f) is used as an illustration. Firstly,
we evenly place 40 points on the mask boundary (Figure 3.2(a)). For each point
an orthogonal line is obtained (Figure 3.2(b)). The length of orthogonal lines is
500 pixels (100 pixels inside the mask and 400 pixels outside the mask). We then
perform edge detection to search for probable breast boundary points by convolv-
ing the pixels on orthogonal lines with a derivative of Gaussian kernel at multiple
scales (Canny, 1986). We use a range of small scales in order to increase sensi-
tivity to the low contrast breast boundary. Edge detection starts at the coarsest
scale within the scale range to suppress noise, and ends at the finest scale to im-
prove accuracy. The probable breast boundary points are achieved by detecting
the minima of the convolution results. Figure 3.3 indicates the procedure of find-
ing the probable boundary points on one orthogonal line (parallel to the x-axis
direction) across multiple scales (from coarse to fine scales). Figure 3.3(a) shows
the intensity profile of the orthogonal line (which is the starting line of contour
growing in the following paragraph), which indicates the lack of a distinct edge
for the breast boundary. Figures 3.3(b), 3.3(c), and 3.3(d) show the convolution
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Figure 3.1: Approximate segmentation: (a) mammographic image; (b) intensity
histogram and selected threshold; (c) resulting binary image; (d) labels and anno-
tations removal; (e) binary masks of bilateral breasts; and (f) mask boundaries.
results at three scales, where the detected edge points (i.e. probable boundary
points) at each scale are marked with red stars. The resulting probable breast
boundary points on each orthogonal line are shown in Figure 3.2(c).
An active contour model is used to generate a preliminary breast boundary from
the resulting probable breast boundary points. The first step of contour growing
is identifying a starting orthogonal line and selecting a seed point from all the
probable breast boundary points on this line. We give priority to choosing the
orthogonal line close to the x-axis direction as the starting line. We use an edge
strength measure to search for the seed point along the starting line from the mask
towards the background. Ideally, the seed point can be located at the boundary
point where the first local maximal edge strength is obtained (the circled boundary
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(a) (b) (c)
(d) (e) (f)
Figure 3.2: Overview of edge detection in scale space: (a) place 40 points on
mask boundary; (b) plot an orthogonal line for each point; (c) detect probable
breast boundary points; (d) initial breast boundary (white circles) and the first
seed point (red star); (e) final breast boundary; and (f) background removal.
point as shown in Figure 3.3(b)). If no such a seed point exists on this starting
line, other alternatives close to it will be used to start a new searching procedure
dynamically. After the first seed point is selected, a contour growing process starts
based on a contour growing measure, which is defined by a weighted function of
intensity, edge strength and angle information, following the typical snake additive
model formulation (Mart´ı et al., 2007). For a seed point, the probable breast
boundary points on the neighbouring orthogonal line are regarded as candidates
for a new seed point. The contour growing measure is calculated for all candidate
points to decide the new seed point which has the minimum measure value. Once
40 seed points are obtained contour growing is finished, and these 40 seed points
comprise an initial breast boundary (Figure 3.2(d)). We then order these points
to avoid the possible disorder due to the intersection of the orthogonal lines and
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Figure 3.3: Multiscale edge detection: (a) intensity profile of one orthogonal line;
(b) convolution result when σ = 8 and the position of minima is 27, 72, 132, 212,
250, 279, 327, 349, 414, 444 and 472; (c) convolution result when σ = 4 and the
position of minima is corrected to 27, 73, 133, 212, 251, 282, 328, 346, 416, 445
and 476; and (d) convolution result when σ = 2 and the position of minima is
corrected to 27, 73, 135, 211, 249, 282, 328, 346, 419, 442 and 474.
combine close points into one point. Finally, a cubic polynomial fitting is used to
yield a smooth and continuous contour as the breast boundary (Figure 3.2(e)). The
resulting breast region after removing the background is shown in Figure 3.2(f).
The breast region obtained above is the union region of the breast and the pectoral
muscle (Figure 3.4(a)). We use a region growing method to remove the pectoral
muscle. Firstly, we place a seed point close to the border between the pectoral
muscle and breast tissue instead of placing a seed point inside the pectoral muscle
region (Raba et al., 2005). Specifically, we draw a line (slope equal to 1 or -1)
from the first pixel of the non-curved side into the breast, and then we detect
edges on this line using the same method as described earlier. The seed point is
selected from these detected edge points using a measure incorporating aspects
of edge strength and edge position (Figure 3.4(a)). After that, a region is grown
from the seed point based on the similarity with the region’s mean intensity.
In traditional region growing, the region is iteratively grown until the intensity
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(a) (b) (c)
Figure 3.4: Pectoral muscle removal: (a) seed point of region growing (red star);
(b) resulting region of region growing; and (c) resulting breast region.
difference between the region’s mean and new neighbouring pixel is larger than
a threshold. Here, we use a new termination criterion to efficiently avoid under-
segmentation of inhomogeneous regions. Region growing starts with a critical
initial threshold of intensity difference, and the threshold iteratively increases in
the growing process. This growing process stops when the resulting region nearly
approaches the edges of the image (Figure 3.4(b)). Finally, we use locally weighted
scatterplot smoothing (Cleveland & Devlin, 1988) to refine the pectoral muscle
boundary, which can accurately preserve the boundary feature. The resulting
breast region with the pectoral muscle removal is shown in Figure 3.4(c).
3.2.2 Results and Discussion
This method has been tested using 248 MLO mammograms of the EPIC database
and 321 MLO mammograms of the MIAS database (mdb295ll was excluded for
historical reasons). To demonstrate the validity of this method for segmenting
mammograms with different breast density categories, segmentation results of ex-
ample mammograms with six density categories (SCC1 to SCC6) are shown in Fig-
ure 3.5. All segmentation results were evaluated by two scientists in our research
group (both have an image processing background). They were visually rated
into four categories: accurate, nearly accurate, acceptable and unacceptable. The
four categories were the commonly used rating forms for the evaluation of breast
region segmentation algorithms in the previously published papers (Bick et al.,
1995; Me´ndez et al., 1996; Ojala et al., 2001). Accurate or nearly accurate was
rated according to whether the segmentation result preserved the breast/pectoral
muscle boundary exactly or nearly exactly. Otherwise, the result was rated as
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(a) SCC1 (b) SCC2 (c) SCC3
(d) SCC4 (e) SCC5 (f) SCC6
Figure 3.5: Segmentation results of example mammograms with six density cate-
gories ranging from SCC1 to SCC6.
Table 3.1: Segmentation results for the EPIC and MIAS databases. A, B, C
and D denote the four rating categories: accurate, nearly accurate, acceptable and
unacceptable, respectively.
Breast-Background Pectoral Muscle
Database A B C D A B C D
EPIC 66.5% 25.0% 6.9% 1.6% 62.5% 25.4% 5.6% 6.5%
MIAS 64.8% 34.0% 1.2% 0.0% 67.9% 24.9% 5.0% 2.2%
acceptable if minor pixels near the boundary were mis-segmented, as those pixels
are not relevant and do not provide significant information for CAD purposes.
The result with a large deviation from the boundary was rated as unacceptable.
The obtained segmentation results for the EPIC and MIAS databases are sum-
marised in Table 3.1. Examples of the four categories are provided in Figure 3.6
ranging from accurate to unacceptable (more examples of unacceptable results will
be provided in the subsequent discussion).
59
(a) accurate (b) nearly accurate (c) acceptable (d) unacceptable
(e) accurate (f) nearly accurate (g) acceptable (h) unacceptable
Figure 3.6: Examples of the four rating categories for the breast-background seg-
mentation (top row) and the pectoral muscle segmentation (bottom row).
We compared our segmentation results with related publications mentioned in
Section 2.1.1 where the results were also visually evaluated according to a similar
rating criterion for use in CAD schemes. A summary of the comparison is provided
in Table 3.2. For the breast-background segmentation, Bick et al. (1995) tested
their algorithm on 740 digitised mammograms. In 97% of the mammograms, the
segmentation results were rated as acceptable, and in 82% of the mammograms
as nearly accurate. Me´ndez et al. (1996) tested their algorithm on 156 digitised
mammograms, and the breast segmentation results were rated to be accurate or
nearly accurate in 89% of the mammograms. Chandrasekhar & Attikiouzel (2000)
obtained about 94% acceptable segmentation results for approximately 300 images
from the MIAS database. Ojala et al. (2001) evaluated their methods on 20 mam-
mograms digitised with two different digitisers. Ten were randomly selected from
the DDSM database, and the other ten were digitised using a Pinja M6000B CCD
scanner. The percentages of acceptable and accurate results were 90% and 55%,
respectively. Raba et al. (2005) tested their method on all the images from the
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Table 3.2: Comparison of our segmentation results with related publications.
Method Test Data accurate nearly accurate acceptable unacceptable
B
re
as
t-
B
ac
k
gr
ou
n
d Bick et al. (1995) 740 82% 97%
Me´ndez et al. (1996) 156 89%
Chandrasekhar & Attikiouzel (2000) 300 MIAS 94%
Ojala et al. (2001) 20 55% 90%
Raba et al. (2005) 322 MIAS 98%
Ours 248 EPIC 66.5% 91.5% 98.4% 1.6%
Ours 321 MIAS 64.8% 98.8% 100.0% 0.0%
P
ec
to
ra
l
M
u
sc
le Karssemeijer (1998) 125 97%
Kwok et al. (2004) 322 MIAS 83.9%
Raba et al. (2005) 322 MIAS 86%
Ours 248 EPIC 62.5% 87.9% 93.5% 6.5%
Ours 321 MIAS 67.9% 92.8% 97.8% 2.2%
MIAS database and they obtained 98% nearly accurate results. Compared with
these methods, we obtained 98.4% acceptable and 91.5% nearly accurate results
for 248 mammograms from the EPIC database, and 100% acceptable and 98.8%
nearly accurate results for 321 mammograms from the MIAS database. For the
pectoral muscle segmentation, Karssemeijer (1998) applied the developed method
to 615 mammograms from the breast cancer screening programme in Nijmegen.
97% acceptable results were obtained in a subset of 125 mammograms. Kwok et al.
(2004) tested their algorithm on the full MIAS database. 83.9% of the segmenta-
tion results were rated to be adequate or better. Raba et al. (2005) obtained 86%
good segmentations for the full MIAS database. By contrast with these meth-
ods, we obtained 93.5% acceptable and 87.9% nearly accurate results for the EPIC
database and 97.8% acceptable and 92.8% nearly accurate results for the MIAS
database. As can be seen from Table 3.2 our results are comparable to or better
than the various approaches.
Note that the above is a qualitative comparison, as various approaches were tested
using different images and the results were evaluated by different expert mammo-
graphic radiologists. In order to further evaluate the validity of our method, we
also made a direct comparison of the segmentation results with two methods based
on the MIAS database. The first method (Blot & Zwiggelaar, 2001) uses a global
thresholding and the Hough transform to remove the background and separate
the pectoral muscle from breast tissue as described in (Karssemeijer, 1998). The
second method (Oliver et al., 2010) uses the approach developed by Mart´ı et al.
(2007) to identify the breast region and uses the approach of Kwok et al. (2004)
to remove the pectoral muscle. We refer to these two methods as Method I and
Method II. Segmentation results of four example mammograms from the MIAS
database for the three different methods are shown in Figure 3.7. The four mam-
mograms are in different density categories from BIRADS I to BIRADS IV. As
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Figure 3.7: Segmentation results of four example mammograms from the MIAS
database for the three different methods (top row: Method I, middle row: Method
II, and bottom row: our method). The density category of the four mammograms
ranges from BIRADS I to BIRADS IV.
shown in Figure 3.7, Method I and Method II tend to under-segment the breast
region such that some pixels are lost near the breast boundary, while our method
appears to preserve the boundary better than the other methods. Method I uses
a straight line to segment the pectoral muscle, which makes it difficult to match
a curved boundary. Table 3.3 shows a summary of the comparison, which indi-
cates that our method provides better segmentation results for both the breast-
background segmentation and the pectoral muscle segmentation than the other
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Table 3.3: Comparison of the segmentation results for 321 mammograms from
the MIAS database. A, B, C and D denotes the four rating categories: accurate,
nearly accurate, acceptable and unacceptable, respectively.
Breast-Background Pectoral Muscle
Method A B C D A B C D
Method I 8.7% 57.0% 15.3% 19.0% 45.5% 41.7% 10.0% 2.8%
Method II 51.7% 43.9% 4.1% 0.3% 60.8% 18.7% 12.4% 8.1%
Our 64.8% 34.0% 1.2% 0% 67.9% 24.9% 5.0% 2.2%
two methods. Method I performs worst among the three methods especially for
the breast-background segmentation. This is due to the limitations of using a
global thresholding for identifying the breast boundary and assuming the pectoral
muscle boundary to be a straight line. 97.2% acceptable results are obtained for
the pectoral muscle segmentation, which is very close to the acceptable percentage
of 97% obtained by Karssemeijer (1998). Method II generally performs better
than Method I. For the pectoral muscle segmentation, the percentage of nearly
accurate results is 79.5% that is slightly lower than the adequate percentage of
83.9% obtained by Kwok et al. (2004). However, it should be noted that adequate
is the third rating in a five-score assessment and it is not necessarily equivalent to
the second rating of nearly accurate in a four-score evaluation.
In some cases (1.6% of the breast-background segmentations and 6.5% of the pec-
toral muscle segmentations for the EPIC database, and 2.2% of the pectoral mus-
cle segmentations for the MIAS database) the method failed to obtain what could
be considered to be an acceptable segmentation. For the unacceptable breast-
background segmentations, those were mainly caused by an inaccurate binary
mask resulting from the extremely low contrast between breast tissue and the
background (Figures 3.8(a), 3.8(b) and 3.8(c)). Furthermore, the severe noise in
the digitised mammographic images and the serious lack of a distinct edge near
the breast boundary could lead to a poor placement of the first seed point for con-
tour growing and yield over-segmented results (Figures 3.8(d) and 3.8(e)). For the
pectoral muscle removal, the fuzzy edge between the pectoral muscle and breast
tissue could lead to over-segmented results (Figures 3.8(f) and 3.8(g)). Moreover,
the layered or inhomogeneous pectoral muscle formed in the mammogram acqui-
sition process could have strong edges within the pectoral muscle region, which
penalise the accurate selection of a seed point for region growing and produce
under-segmented results (Figures 3.8(h), 3.8(i), 3.8(j) and 3.8(k)).
Future work could focus on further evaluating our method using full-field digital
mammograms and improving unacceptable segmentation results. In this method,
the binary mask plays an important role in subsequent steps, however, it is formed
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(a) (b) (c)
(d) (e) (f) (g)
(h) (i) (j) (k)
Figure 3.8: Examples of unacceptable segmentations: (a), (b) and (c) under-
segmentation due to an incorrect binary mask; (d) and (e) over-segmentation
due to a misplaced seed point; (f) and (g) over-segmentation due to the mixture
of the pectoral muscle and breast tissue; (h), (i), (j) and (k) under-segmentation
due to the inhomogeneity of the pectoral muscle region.
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using a simple global thresholding directly. Other advanced approaches could be
investigated to generate a more accurate binary mask as the approximate segmen-
tation. The weighting factors of intensity, edge strength and regularity terms in the
contour growing measure are determined empirically. The influence of these fac-
tors on the segmentation performance could be further investigated. In addition,
some constraints such as size, growing direction and shape could be incorporated
into the region growing measure to regularise the resulting regions. The obtained
breast segmentation results will be used for further analysis of mammographic
images in subsequent chapters.
3.3 A Modified FCM Algorithm for Breast Den-
sity Segmentation
The fuzzy c-means (FCM) algorithm has been adopted in a variety of medical
image segmentation applications (Sun et al., 2004; Hassanien, 2007). In mam-
mographic image analysis, FCM has been applied to breast density segmenta-
tion (Oliver et al., 2008; Lao & Huo, 2009; Keller et al., 2011, 2012). When using
FCM for image segmentation, pixels can belong to multiple classes with varying
degrees of membership. This has benefits when compared to hard segmentation
methods (Pham & Prince, 1998). The conventional FCM algorithm uses greylevel
information at a single pixel as the feature space and this contains no spatial
contextual information, which makes it very sensitive to noise and intensity inho-
mogeneity (Chuang et al., 2006). Recently, some modified FCM algorithms with
spatial constraints have been published (Ahmed et al., 2002; Szilagyi et al., 2003;
Cai et al., 2007; Szila´gyi et al., 2007; Kang et al., 2009). However, these algo-
rithms have individual disadvantages and are not robust with respect to varieties
of noise. In this section, we present a modified FCM algorithm incorporating local
spatial and intensity information based on an adaptive local window filter. The
clustering procedure is performed on the intensity histogram of the filtered image
rather than every single pixel, which can drastically reduce the computational cost
of large-sized mammographic images.
3.3.1 FCM Algorithms
The standard FCM algorithm partitions pixels into categories using a fuzzy mem-
bership function (Bezdek, 1981). LetX = (x1, x2, . . . , xN) denote an image with N
pixels to be partitioned into c clusters. The algorithm is an iterative optimisation
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that minimises the objective function defined as:
JFCM =
c∑
i=1
N∑
k=1
umik‖xk − vi‖2, (3.1)
with the following constraints:
∑c
i=1 uik = 1 for ∀k and 0 <
∑N
k=1 uik < N for ∀i,
where uik represents the membership value of pixel k to cluster i, xk represents
the intensity value of pixel k, and vi is the prototype value of the i
th cluster centre.
The parameter m (equal to 2 in our work) is a weighting exponent on each fuzzy
membership that controls the fuzziness of the resulting partition.
3.3.1.1 Bias-Corrected FCM (BCFCM) Algorithm
Ahmed et al. (2002) modified the objective function of the standard FCM algo-
rithm to compensate for intensity inhomogeneity. The labelling of a pixel takes the
labels in its immediate neighbourhood into account. This regularisation results in
piecewise-homogeneous labelling. The objective function of BCFCM is given by:
JBCFCM =
c∑
i=1
N∑
k=1
umik
(
‖xk − vi‖2 + α|Nk|
∑
r∈Nk
‖xr − vi‖2
)
, (3.2)
where Nk denotes the neighbouring pixels within a window around pixel k, and
|Nk| is the cardinality of Nk. The effect of the neighbour term is controlled by the
parameter α. This algorithm can produce better results than FCM in segmenting
scans corrupted by salt and pepper noise (also known as shot or impulse noise).
3.3.1.2 Enhanced FCM (EnFCM) Algorithm
Szilagyi et al. (2003) proposed the Enhanced FCM (EnFCM) algorithm to acceler-
ate FCM and BCFCM by grouping the pixels possessing the same intensity value
in the iterative clustering. In this algorithm, an averaging filter is applied first to
compute a linearly-weighted sum image which is described as:
ξk =
1
1 + α
(
xk +
α
|Nk|
∑
r∈Nk
xr
)
=
1
1 + α
(xk + αxk) . (3.3)
The objective function of the EnFCM algorithm corresponding to the generated
sum image ξ is defined as:
JEnFCM =
c∑
i=1
q∑
l=1
hlu
m
il ‖ξl − vi‖2, (3.4)
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where hl stands for the number of pixels in the image ξ with a greylevel value
equal to l, ξl denotes the intensity value of the l
th greylevel, and q is the number
of greylevels in ξ. Because the number of greylevels is generally much smaller than
the number of pixels in an image, the EnFCM algorithm can drastically reduce
the computational complexity of the FCM and BCFCM algorithms.
3.3.1.3 Local Spatial and Intensity Information
To eliminate the aspects associated with the parameter α in Equations 3.2 and 3.3,
Cai et al. (2007) proposed the fast generalised fuzzy c-means (FGFCM) algorithm.
In this algorithm, a factor Sij = Ssij ·Sgij is defined as a local similarity measure to
replace α, which can provide robustness to noise and detail-preserving with respect
to the original image. Here i represents the central pixel of a local window and j
represents the neighbouring pixels of i within the local window. Ssij is based on
an exponential function with the maximum x or y distance between i and j as an
argument, while Sgij is also based on an exponential function using the intensity
difference as an argument (and assuming a Gaussian intensity distribution).
Subsequently, Szila´gyi et al. (2007) suggested a variation on the approach of Cai
et al. (2007). For Ssij an exponential function is used with a Euclidean distance
between pixels i and j as an argument, while for Sgij a cosine based function is
used. For the neighbouring pixels whose intensity values are significantly different
when compared to the central pixel, the value of Sgij is set to zero. They indicated
improved performance with respect to their earlier work (Szilagyi et al., 2003).
Another closely related work was proposed by Kang et al. (2009). They introduced
an adaptive weighted averaging filter. In this filter, a non-linear weighting is
used. However, the resulting weightings are binary and equal to a constant value
k0 ∈< 0, 0.5 > when the intensity difference with respect to the central pixel is
above a threshold (k1), or equal to 1 otherwise.
The above FCM based algorithms have their individual disadvantages. An ap-
parent disadvantage of the standard FCM algorithm is that it takes no account
of spatial information, which increases its sensitivity to noise and intensity in-
homogeneity. One disadvantage of the BCFCM algorithm is that it computes
the neighbour term in every iteration step, which significantly increases the com-
putational complexity. Another disadvantage of BCFCM is that the parameter
α is chosen experimentally, which makes it difficult to control the effect of the
neighbour term. This is also the disadvantage of the EnFCM algorithm which
involves the parameter α when computing the resulting sum image with the av-
eraging filter. In addition, one common disadvantage of the approaches of Cai
et al. (2007) and Szila´gyi et al. (2007) is that when computing the similarity mea-
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sure with respect to the central pixel, most (if not all) the neighbouring pixels
are considered as reliable and included to calculate the resulting intensity value
of the central pixel. This seems not to fully take into account the fact that large
intensity differences between pixels within a local window indicate a high proba-
bility of the existence of noise or pixels belonging to different clusters within the
current neighbourhood. This shortcoming still indicates a lack of robustness with
respect to noise and outliers, especially impulse and mixed noise. The noise and
outliers therefore should be detected as unreliable and excluded from estimating
the similarity measure.
3.3.2 A Modified FCM Algorithm
Motivated by the advantages and disadvantages of the range of FCM based al-
gorithms discussed above, we present a set of modifications to the EnFCM and
FGFCM algorithms and propose a modified FCM (MFCM) algorithm incorporat-
ing local spatial and greylevel information. We define an adaptive local window
filter which differentiates the weight of the neighbouring pixels when comput-
ing the filter response value of the central pixel. The weighting coefficients of
the neighbouring pixels are automatically determined based on their spatial and
greylevel associations with the central pixel. The filtering is a two-pass process:
the first pass is evaluating the neighbouring pixels to distinguish between unreli-
able and reliable neighbours; the second pass is computing the new intensity value
of the central pixel using only the reliable neighbours to generate the filtered im-
age. Finally, a fast clustering is performed based on the intensity histogram of the
filtered image. The MFCM algorithm is described as follows:
1. Define a local square window Nk centred on pixel k. The window size used
throughout this work is 5× 5 (other shapes and sizes are possible).
2. Find the median intensity value xk and compute the deviation σk from xk
within Nk.
σk =
√
1
nk
∑
r∈Nk
(xr − xk)2, (3.5)
where xr denotes the intensity value of pixel r within Nk, and nk (equal to
25 in this work) is the number of pixels within Nk. If the difference between
xr and xk is larger than σk, pixel r is evaluated as unreliable, otherwise as
reliable. We use Nr to represent the reliable neighbouring set, nr (nr ≤ 24,
as the central pixel k is excluded) is the number of pixels within Nr.
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3. Define a local window filter and compute the weighting coefficients Ckr.
Ckr =
{
Ckrs · Ckrg if r ∈ Nr
0 otherwise
, (3.6)
where Ckrs and Ckrg are the spatial term and the greylevel term, determined
by the local spatial distance and the local intensity difference between the
neighbouring pixel r and the central pixel k. They are defined as:
Ckrs =
{
exp
(
−dkrs
λs
)
if r ∈ Nr
0 otherwise
, (3.7)
where dkrs is the Euclidean distance between pixels k and r, λs is the scale
factor which determines the change characteristic of Ckrs , and
Ckrg =
 exp
(
−(xk−xr)2
λg ·σ2krg
)
if r ∈ Nr
0 otherwise
, (3.8)
where xk denotes the intensity value of the central pixel k, λg is the effect
factor of greylevel information which controls the influence extent of the
neighbouring pixels. σkrg =
√(∑
r∈Nr (xr − xk)2
)
/nr is the intensity devi-
ation from the central pixel k within the reliable neighbouring set Nr. Ckrg
is defined as described in (Cai et al., 2007).
4. Filter the image using the defined local window filter. The resulting intensity
value ξk of the central pixel k is computed by:
ξk =
{∑
r∈Nk Ckr · xr∑
r∈Nk Ckr
. (3.9)
Two examples of local window filtering are shown in Figure 3.9. The upper
number in every window cell is the intensity value of each pixel, while the
lower number is the weighting coefficient of the local window filter (λs = 1
and λg = 3). The local window on the left is almost homogeneous, and the
original intensity value 110 of the central pixel remains equal to 110 after
local window filtering. By contrast, the local window on the right is inhomo-
geneous, and the original intensity value 110 of the central pixel is replaced
by the response value 60 of the local window filter. The circled neighbouring
pixels which might be noise (red) or might belong to different clusters (blue
or green) are evaluated as unreliable and excluded from computing the filter
response (weighting coefficients equal to 0). The two examples indicate that
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Figure 3.9: Two examples of local window filtering (see main text for details). On
the left the response is not altered, but on the right it is.
the defined local window filter can preserve local intensity homogeneity and
is robust to noise and intensity inhomogeneity.
5. Count the intensity histogram of the filtered image to obtain the number
of greylevels (q in Equation 3.4) and the number of pixels with the same
greylevel (hl in Equation 3.4).
6. Cluster the filtered image based on its intensity histogram using the EnFCM
algorithm. The computational complexity of MFCM is O(qcI), where I
is the iteration number in the clustering process, which is far lower than
O(NcI) of FCM (q  N).
As described above, the proposed local window filter has the capability to remove
noise, exclude outliers, and eliminate unnecessary blur. Moreover, the separation
of filtering from clustering can drastically reduce the running time.
3.3.3 Experimental Results
To demonstrate the robustness and effectiveness of the proposed algorithm, it
has been tested on both synthetic and mammographic images. The experimental
results on synthetic images are quantitatively compared with four algorithms:
FCM, Kang et al. (2009), Cai et al. (2007), and Szila´gyi et al. (2007), as described
in Section 3.3.1.
3.3.3.1 Experimental Results on Synthetic Images
The synthetic images (200×200 pixels) contain four classes (100×100 pixels in each
class) corresponding to intensity values 50, 100, 150, and 200, respectively. The
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Figure 3.10: Example synthetic images: (a) original synthetic image; (b) add 5%
salt and pepper noise; (c) add 5% Gaussian noise; and (d) add 5% mixed noise.
Table 3.4: Means and standard deviations of segmentation accuracy (%) of five
algorithms for three types of noise (all noise at 5% level).
Noise Type FCM Kang et al. (2009) Cai et al. (2007) Szila´gyi et al. (2007) MFCM
Salt & Pepper 96.26±0.10 96.59±0.09 99.39±0.03 99.78±0.03 99.99±0.01
Gaussian 74.93±0.24 99.19±0.05 99.33±0.02 99.35±0.03 99.65±0.03
Mixed Noise 71.36±0.16 96.30±0.09 99.13±0.02 98.79±0.04 99.66±0.04
original images are corrupted by different types of noise: salt and pepper noise,
Gaussian noise, and mixed noise (salt and pepper + Gaussian). Figure 3.10 shows
an example synthetic image before and after being corrupted by noise. Note that
such severe noise (especially for the salt and pepper noise and the mixed noise)
rarely occurs in mammographic images. The purpose of corrupting images with
a variety of noise at high levels is to test the robustness of the modified FCM
algorithm presented in this section, and to make a complete comparison with the
other modified FCM algorithms (Kang et al., 2009; Cai et al., 2007; Szila´gyi et al.,
2007) (the experiments conducted in these papers were all based on synthetic
images degraded by the three noise models).
Table 3.4 shows the means and standard deviations of segmentation accuracy
(SA) obtained by five algorithms on ten synthetic images for each noise type at
the same level (5%). SA is defined as the percentage of correctly classified pixels
(with respect to the total number of pixels) (Ahmed et al., 2002). The parameters
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Figure 3.11: SAs of Cai et al. (2007), Szila´gyi et al. (2007), and MFCM with
respect to different values of λg and W .
used here are c = 4, m = 2, ε = 0.001, k0 = 0.45, k1 = 0.65, λs = 1, and λg = 3.
The results show that the proposed MFCM algorithm performs better than the
other four algorithms for segmenting images corrupted by three types of noise.
All algorithms, except Kang et al. (2009), obtain their best results on images with
salt and pepper noise. For images with mixed noise, all the other four algorithms
obtain their worst results, while MFCM still obtains good results, which indicates
it performs more robustly with respect to mixed noise.
Figure 3.11 shows the SAs of Cai et al. (2007), Szila´gyi et al. (2007), and MFCM
for different values of parameters λg and W . The SA of Cai et al. (2007) is
irregular with respect to the parameter λg (Figure 3.11(a)). By contrast, the SA
of MFCM is stable for salt and pepper noise and monotonously increases with
λg and tends to be stable after λg = 3 in the presence of Gaussian and mixed
noise (Figure 3.11(b)). Moreover, the SAs of Cai et al. (2007) and Szila´gyi et al.
(2007) are not stable for an increasing W (Figure 3.11(c)). By contrast, the SA of
MFCM is almost stable when W is larger than 5 (Figure 3.11(d)). Consequently, it
is relatively easier to choose appropriate parameters for MFCM. Figure 3.12 shows
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Figure 3.12: SAs of Cai et al. (2007), Szila´gyi et al. (2007), and MFCM depending
on noise levels (%).
the SAs of Cai et al. (2007), Szila´gyi et al. (2007), and MFCM for an increasing
noise level. It is shown that the SAs of Cai et al. (2007) and Szila´gyi et al. (2007)
decreases as the noise level increases, especially for mixed noise (Figure 3.12(a)).
However, the SA of MFCM remains stable with no significant change with respect
to increasing noise levels for all the three noise types (Figure 3.12(b)). Both
Figures 3.11 and 3.12 indicate the improved overall performance for MFCM when
compared to that for Cai et al. (2007) and Szila´gyi et al. (2007).
3.3.3.2 Experimental Results on Mammographic Images
We have applied the MFCM algorithm to mammographic images for breast density
segmentation. In this section, the mammographic images from the EPIC database
were used for experiments. Twenty-four images were selected covering six different
density categories (4 for each SCC density class). The breast region was segmented
using the method described in Section 3.2. We down-sampled these images by a
factor of 10. The average size of the down-sampled images was 352 × 214 pixels.
These mammographic images were filtered using the same 5×5 local window filter
(λs = 1 and λg = 3) as used for the synthetic images. An intensity histogram was
generated from the filtered images. The MFCM clustering was performed on this
histogram to partition breast tissue pixels into four clusters. After assigning each
breast tissue pixel into one corresponding cluster, the breast region was segmented
into four uniform density sub-regions: fatty tissue, fatty glandular (semi-fatty) tis-
sue, dense glandular (semi-dense) tissue, and dense tissue. Example segmentation
results for six density categories are shown in Figure 3.13. These results indicate
reasonable segmentation of the various density regions within the breasts. For
the low-density breasts (SCC1 to SCC3), the breast regions are mainly composed
of fatty tissue (blue regions) and fatty glandular tissue (light blue regions). On
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Figure 3.13: Example segmentation results: from left to right, mammograms are
sorted from SCC1 to SCC6. Top row: extracted breast regions; bottom row:
breast density segmentation results. Different colours represent different density
components: fatty tissue (blue), fatty glandular tissue (light blue), dense glandular
tissue (green), and dense tissue (red).
the other hand, for the high-density breasts (SCC4 to SCC6), the breast regions
contain a relatively high proportion of dense tissue (red regions). The obtained
segmentation results can be used for breast density estimation. A further analysis
of the MFCM based breast density segmentation for mammographic risk assess-
ment will be provided in Chapter 6.
In addition, we tested the computational time for the standard FCM algorithm
and the proposed MFCM algorithm based on the 24 full-resolution mammographic
images. As stated in Section 3.3.2, the computational complexity for FCM mainly
depends on the number of pixels in the image, while the computational complexity
for MFCM is determined by the number of greylevels in the image. The average
size of the 24 full-resolution mammographic images was 3516×2136 pixels and the
average number of greylevels over the 24 images was 166. Due to the significant
difference between the number of pixels and the number of greylevels, the compu-
tational time can be dramatically reduced by MFCM. The average computational
time was around 1654 seconds and 4 seconds for FCM and MFCM, respectively.
3.4 Topographic Representation Based Breast Den-
sity Segmentation
There are a variety of approaches to breast density segmentation in the litera-
ture (see Section 2.1.2). A number of previous methods need a learning process
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to model mammographic tissue (Petroudi & Brady, 2006; Oliver et al., 2008; He
et al., 2011). The iterative optimisation in the procedure of learning can be time
consuming. Moreover, some segmentation methods are based on pixel-wise clas-
sification (Lao & Huo, 2009; Kallenberg et al., 2011), involving high-dimensional
features, which can also result in a high computational cost.
In this section, we present a novel method for breast density segmentation based
on topographic representation of mammographic images. The global structure
of dense tissue within the breast is analysed based on a topographic map of the
whole breast, which is a hierarchical representation, obtained from the upper level
sets of the image. A shape tree is constructed to represent the topological and
geometrical structure of the topographic map. We analyse the prominency and
independency for the shapes within the topographic map to detect the dense tissue
regions. This method needs neither a learning stage nor prior information about
the regions of interest. The hierarchical nature of the topographic map enables the
segmentation to be performed at multiple scales. In addition, the analysis based
on the components (i.e. shapes) of the topographic map instead of the original
image pixels can drastically reduce the dimensionality of the data to be analysed.
Furthermore, in contrast to segmenting dense tissue by thresholding and thus
only using the proportion of dense tissue for mammographic risk assesssment, the
density variation within the dense tissue area is also considered by incorporating
intensity information into the density map. Closely related work was presented
in (Hong & Brady, 2003; Hong & Sohn, 2010), where the topographic approach
was used to detect the breast boundary, the pectoral muscle and candidate masses
instead of dense tissue regions.
3.4.1 Topographic Representation
We consider an image as a surface where the intensity value at each pixel cor-
responds to the height. This leads us to build a topographic representation for
mammographic images based on intensity information. In mammographic images,
the dense tissue regions are high-intensity regions, thus we use the upper level sets
to generate a topographic map, which can be naturally represented by a tree due
to its hierarchical structure.
3.4.1.1 Topographic Map
A topographic map is a morphological and multiscale decomposition of an image
relying on the connected components of the level sets, which can represent both
topological and geometrical structure of objects in images. An upper level set of
an image I : Ω ⊂ N2 is defined as Ul(I) = {(x, y) ∈ Ω | I(x, y) ≥ l}, where Ω is
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Figure 3.14: The topographic map and its corresponding shape tree of a synthetic
image: (a) topographic map; (b) shape tree.
the domain of the image I, and l ∈ N is a given intensity level. The topographic
map is built by the upper level sets at a sequence of intensity levels over the full
intensity range of the image. The topographic map of the image I is given by
TM(I) = {Uli(I) | li ∈ L, i = 1, 2, · · · , N}, where L denotes the intensity range of
the image I, and N is the number of intensity levels for generating the upper level
sets. We refer to the basic elements of the topographic map as shapes, obtained
by the connected components (8-connectivity) of the upper level sets in which the
holes have been filled (see (Xia et al., 2010) for details). An example topographic
map of a synthetic image is shown in Figure 3.14(a). The greylevel value of
each pixel in the topographic map is the intensity level at which the smallest
shape containing the pixel is extracted. The colour contours superimposed on the
topographic map are the corresponding level lines.
The upper level sets can be regarded as a complete decomposition of the image,
which constitute a decreasing family corresponding to an increasing intensity level.
Thus, the topographic map has a multiscale structure from large to small scales.
Here, the scale corresponds to the area of the shapes in the topographic map. In
addition, the number of intensity levels N can be used as a resolution factor. A
large N can capture a high-resolution topographic map, while a small N can form
a low-resolution topographic map. Furthermore, the topographic map is contrast
invariant to any increasing contrast change due to the natural property of the
upper level sets.
3.4.1.2 Shape Tree
The global pattern of the shapes in the topographic map can be represented in
the form of a shape tree. The shape tree is constructed based on an inclusion rela-
tionship between the shapes, where each node corresponds to a shape and the root
node represents the whole image. The inclusion relationship between two shapes
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can be either internal or external. If shape Sj is spatially enclosed by shape Si, Si is
the parent node of Sj, and Sj is the child node of Si. The shape tree corresponding
to the topographic map shown in Figure 3.14(a) is illustrated by Figure 3.14(b).
Here, we define some terms based on the shape tree in Figure 3.14(b) for further
analysis. A node’s degree is defined as the number of its immediate children nodes.
If the degree of one node is larger than 1, this node is called a branching node. The
immediate child node of a branching node is called a base node. The nodes with
degree equal to 0 are called terminal nodes. An M -generation ancestor family of a
shape S, denoted by AM(S), is defined as AM(S) = {Pm(S), | m = 1, 2, · · · ,M},
where Pm(S) is the mth parent of S. An M -generation descendent family of a
shape S, denoted by DM(S), is defined as DM(S) = {Cm(S), | m = 1, 2, · · · ,M},
where Cm(S) is the mth child of S.
3.4.2 Segmentation of Dense Tissue Regions
As a pre-processing step, the breast region is segmented using the method de-
scribed in Section 3.2 (Figure 3.15(a)). The topographic map superimposed with
the level lines (shape contours) is shown in Figure 3.15(b) (32 uniformly spaced
intensity levels are used and the shapes smaller than 300 pixels are removed to elim-
inate sensitivity to noise and small intensity irregularities). It is shown that the
topographic map effectively characterises mammographic densities and extracts
regions at a range of densities. In addition, the shape contours closely capture the
boundaries of regions with various densities. On the one hand, a nesting pattern is
formed near the boundary of a distinctively dense region where the shape contours
are densely nested. On the other hand, a significant transition happens between
the contours of two adjacent shapes if the smaller one is the outermost boundary
of a dense region. As such, dense tissue regions are regarded as prominent or
independent shapes in the topographic map. Specifically, a prominent shape is
a shape which indicates the local maximum intensity value with respect to the
surrounding tissue; and an independent shape corresponds to a shape of which
the contour has a significant transition from that of the parent shape. Therefore,
two properties are defined for the shapes to detect dense tissue regions from the
topographic map, called prominency and independency, respectively.
3.4.2.1 Prominency
Dense tissue regions are considered as prominent shapes, since such regions have
higher intensity values than the surroundings. The prominency of a shape can
be evaluated based on the shape tree. In each branch of the tree, the nodes
closer to the terminal node have a higher prominency score compared to those
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Figure 3.15: Segmentation of dense tissue regions: (a) breast region segmentation;
(b) topographic map superimposed with shape contours; (c) multiscale shape trees
(circled nodes are the detected prominent shapes at that scale); (d) dense tissue
regions extracted based on prominency ; (e) dense tissue regions extracted based
on independency ; (f) all resulting dense tissue regions; (g) extracted dense tissue;
and (h) density map (the contrast has been normalised for better visualisation).
further away, as the terminal node indicates the maximum intensity value among
all the nodes in this branch. Therefore, the terminal nodes are rated as the most
prominent shapes. However, the base node corresponding to each terminal node
is finally selected, as it is the outermost shape enclosing a dense region. Dense
tissue regions are detected by iteratively tracing the base nodes from a series of
shape trees from the finest scale to coarser scales, which are generated by gradually
removing smaller shapes from the shape tree (the scale of the shape tree indicates
the area of the smallest shape retained in the shape tree). This process terminates
when a trunk is formed. Figure 3.15(c) concisely illustrates the truncation process
covering the core shape trees (shape S3, S4, · · · , S22 are not displayed as these do
not add any information). It is shown that the tree is truncated at scales 2, 6
and 9, and the trunk is formed at the 9th scale. Finally, S24, S25, S29 and S30 are
selected as dense tissue regions shown in Fig. 3.15(d). An algorithmic description
of the process of detecting prominent shapes is provided in Algorithm 1.
78
Algorithm 1 The detection of prominent shapes by iteratively finding base nodes
from a series of shape trees from the finest scale to coarser scales.
1. Initialise the set of prominent shapes to NULL (SP = NULL).
2. i = 1; (Start from the finest scale where the area of the shapes is no smaller
than 300 pixels).
3. Find all the terminal nodes (NT ) of the shape tree and compute the number of
the terminal nodes (|NT |).
4. Trace backwards from each terminal node and find the base node (NB) of the
tree branch which it belongs to.
5. SP = [SP , NB]; (Add all the base nodes found at Step 4 to SP ).
while |NT | > 1 (The shape tree has more than one branches.) do
i = i+ 1; (Proceed to the next scale.)
Remove the shapes smaller than 300× i pixels from the shape tree generated
at the previous scale.
Perform Steps 3-5.
end while(|NT | = 1; A tree trunk is formed.)
3.4.2.2 Independency
Dense tissue regions are regarded as independent shapes since a sharp shape tran-
sition happens between their ancestor and descendent families. The independency
of a shape is defined to measure the shape difference between its ancestor family
and descendent family :
Independency(S) =
1
Area(S)
· 〈Area(A
M(S))〉 − Area(S)
Area(S)− 〈Area(DM(S))〉 , (3.10)
where Area(S) is the area of the shape S equal to the number of pixels con-
tained in S, 〈·〉 is the mean operation, 〈Area(AM(S))〉 and 〈Area(DM(S))〉 are
the mean areas of the ancestor and descendent families of the shape S, which
are computed by 1
M
∑M
m=1Area(P
m(S)) and 1
M
∑M
m=1Area(C
m(S)), respectively.
Ind(S) is normalised by Area(S) to avoid bias caused by the size of the shape. It
is noted that a large independency value indicates the shape has significant shape
change with respect to its ancestor family but insignificant shape change with
respect to its descendent family, which indicates a high probability of it being the
outermost shape enclosing a dense region. Thus, dense tissue regions are detected
from the resulting trunk of the shape tree by setting a threshold on Ind(S). The
shapes with independency values larger than the threshold are selected as dense
tissue regions. For an illustration of the detection of subtle region boundaries, we
set M = 1 and used a threshold of 8.6 × 10−6. This threshold was determined
based on the distribution of the independency values of the shapes in the resulting
trunk computed by Equation 3.10. Specifically, these independency values were
first sorted in descending order and the gradient of the sorted values was computed
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within a neighborhood of three points. Then the first point of zero gradient was
found and its independency value was chosen as the threshold. This process can
be regarded as finding the point of inflexion of the sorted independency values of
the shapes in the trunk. As a result, S15, S19, S20, S21, S22, S23, S25, S27 and S28
are detected as the independent shapes. The corresponding dense tissue regions
are shown in Figure 3.15(e).
To remove false positive regions (non-dense tissue regions), two descriptors of each
resulting shape, elongation and compactness, are computed by:
Elongation(S) = Rmajor(S)/Rminor(S), (3.11)
where Rmajor(S) and Rminor(S) represent the radius of the major axis and the
minor axis of the equivalent ellipse of the shape S, respectively.
Compactness(S) = 4piArea(S)/Perimeter(S)2, (3.12)
where Area(S) and Perimeter(S) represent the area and the perimeter of the
shape S, respectively. In our work, the regions of interest are compact, approx-
imately circular or elliptical regions, and therefore the elongated regions with a
large elongation value (> 5.5) and a small compactness value (< 0.04) are dis-
carded (the two thresholds were chosen based on a set of manually selected false
positive regions). The final detection result of the dense tissue regions including
the prominent and independent shapes is shown in Figure 3.15(f). The resulting
dense tissue is shown in Figure 3.15(g).
3.4.3 Breast Density Quantification
In order to use the segmentation results for breast density quantification, a density
map is created for mammographic images based on the segmented dense tissue
regions (see Figure 3.15(h) for an example), which is defined as:
DM(x, y) =

0 if (x, y) /∈ Regions,
1
|Rmin|
∑
(x,y)∈Rmin
I(x, y) if (x, y) ∈ Regions, (3.13)
where Regions denotes the union of the segmented dense tissue regions, Rmin is
the smallest region containing pixel (x, y) in Regions, and |Rmin| is the number
of pixels within Rmin. Two features are calculated based on the density map for
breast density quantification, called density area and average density, respectively.
For a mammographic image, the density area is defined as the number of the non-
zero pixels in the density map, computed by density area = |Regions|. The
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Figure 3.16: Segmentation results and density maps (contrast has been normalised
for better visualisation) of example mammograms from the MIAS database. From
left to right, the mammograms are sorted from BIRADS I to BIRADS IV.
average density is defined as the average pixel value of the non-zero pixels in the
density map, computed by average density = 1|Regions|
∑
(x,y)∈RegionsDM(x, y).
The product of the density area and average density is used as a measure of
breast density (denoted by density).
3.4.4 Results
To evaluate the proposed method for breast density segmentation and investigate
its potential for breast density quantification, it has been tested using two datasets.
One is the full MIAS database containing left and right MLO mammograms from
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Figure 3.17: Scatter plots of the density value of bilateral mammograms and
MLO/CC mammograms for the MIAS and DDSM databases.
161 women, the other is taken from the DDSM database containing right MLO
and CC mammograms from 831 women.
For each mammogram, a relatively large number of intensity levels (N = 85) were
used to produce a high-resolution topographic map. As described in Section 3.4.2,
the shape tree was first generated with the finest scale and it was truncated by
gradually removing smaller shapes (the area of the shapes retained at the ith
scale is no smaller than 300 × i pixels). Here, the value of 300 determines the
minimum area of the shapes contained in the topographic map as well as the step
size when truncating the shape tree, which was set empirically according to the
spatial resolution of mammographic images used for experiments (200µm×200µm
per pixel). A setting smaller than 300 can increase the structural complexity of
the shape tree and decrease the speed of the formation of the tree trunk. For the
purpose of the segmentation of dense tissue regions, the setting of 300 is deemed
acceptable. A three-generation family (M = 3) was used to detect the independent
shapes from the trunk. Figure 3.16 shows the segmentation results of the dense
tissue regions and the corresponding density maps of example mammograms from
the MIAS database, covering the four BIRADS density categories. Reasonable
segmentations are indicated with respect to the various density regions within the
breasts. For BIRADS I, the breast is almost entirely fatty, only a few small regions
are segmented; for BIRADS II, some scattered medium regions are segmented as
some fibroglandular tissue; for BIRADS III, the breast is heterogeneously dense,
larger regions are segmented which include a few small homogeneous regions; while
for BIRADS IV, the breast is extremely dense, nearly the whole breast is regarded
as the dense tissue region, and large homogeneous regions are segmented.
For breast density quantification, the breast density measure (i.e. density) of each
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mammogram was calculated as described in Section 3.4.3. The density area was
normalised by the area of the individual breast to avoid bias caused by the breast
size. The average density was normalised by a uniform intensity value of 255 to
be consistent with the original intensity correlation between mammograms. In
addition, we investigated variations of the defined breast density measure between
the left and right mammograms of the same woman, and its variations between the
MLO view and the CC view mammograms of the same breast. Strong correlations
between the left and right breasts and between the two standard views of each
breast have been reported in the previous studies (Byng et al., 1996b; Lao & Huo,
2009). Figure 3.17 shows the scatter plots of the density value of 160 pairs of left
and right mammograms from the MIAS database (mdb295ll and mdb296rl were
excluded for historical reasons, and the BIRADS label of the left mammogram
was used to determine the colour of the point), and 831 MLO mammograms and
831 CC mammograms from the DDSM database. A strong positive correlation
between both sides (Pearson r = 0.85, Spearman rho = 0.85) and both views
(Pearson r = 0.88, Spearman rho = 0.89) is indicated, which is larger than
Pearson r = 0.78 in (Lao & Huo, 2009).
3.5 Summary
In this chapter, we presented a review of image segmentation methods and our
methods for mammographic image segmentation. We briefly reviewed different
categories of image segmentation methods and discussed their core ideas and main
advantages and disadvantages.
The developed breast region segmentation method is based on a combination of
some reviewed segmentation methods which include histogram thresholding, edge
detection in scale space, active contour model, and region growing. Initial seg-
mentation results for the EPIC and MIAS databases have been evaluated for the
purpose of further processing in CAD schemes. A high percentage of acceptable
segmentation results have been obtained for both the breast-background segmen-
tation (98.4% for EPIC and 100% for MIAS) and the pectoral muscle segmentation
(93.5% for EPIC and 97.8% for MIAS).
In addition, two breast density segmentation methods have been proposed. The
first breast density segmentation method uses the MFCM algorithm to segment
the breast region into a number of sub-regions corresponding to different densities.
The MFCM algorithm incorporates local information into the standard FCM al-
gorithm by the defined local window filter, which uses the spatial distance and the
intensity difference between the neighbouring pixel and the central pixel as the
arguments to compute the weighting coefficients. The validity of the MFCM algo-
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rithm has been tested using synthetic images corrupted by different types of noise
within a range of percent levels. The higher segmentation accuracies have been
obtained by MFCM compared to recent algorithms, which indicates its robustness
and effectiveness to different noise types and levels. For segmenting large-sized
mammographic images, the higher computational efficiency has been indicated
compared to the standard FCM.
The second breast density segmentation method uses the topographic represen-
tation composed of shapes obtained at a sequence of intensity levels to analyse
the global structure of dense tissue. The prominency and independency of the
shapes were defined to detect the prominent and independent regions as the dense
tissue regions. The intensity variations within the segmented dense tissue besides
the area were considered when computing the breast density measure based on
the defined density map. A strong positive correlation for both sides (left and
right) and both views (MLO and CC) has been indicated with respect to the
resulting density measure. Both segmentation methods have indicated reason-
able segmentations with respect to breast tissue density. Further evaluation for
mammographic risk assessment will be provided in Chapter 6.
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Chapter 4
Texture Analysis
Texture analysis is an important area of study in computer vision. Approaches
are still being developed for texture modelling, segmentation and classification.
There is no precise definition of texture due to its wide variability (Sonka et al.,
2007). Intuitively, textures are characteristic intensity (or colour) variations that
are typically formed by the surface or internal structure of an object in reflective or
transmissive images (Sonka et al., 2007; Mirmehdi et al., 2009). Texture analysis
techniques can be applied to many studies of medical images, such as anatomical
structure segmentation, lesion detection, healthy and pathological tissue charac-
terisation, and classification (Castellano et al., 2004). For mammographic im-
age analysis, texture features have been used for characterising mammographic
parenchymal patterns (see Section 2.3). In this chapter, a brief review of texture
analysis approaches is first provided, which focuses on the various methods for
texture feature extraction. Subsequently, a number of local feature based texture
representations are investigated. On the basis of this, an approach to modelling
mammographic tissue appearance based on local tissue appearance is presented.
4.1 A Brief Review of Texture Analysis
In texture analysis, there are such a great diversity of approaches that it is im-
possible to review all of them thoroughly. In this section, we focus on the widely
used methods for extracting texture features and outline these methods into four
categories: statistical methods, structural methods, signal processing methods,
and model based methods.
4.1.1 Statistical Methods
The spatial distribution of pixel values in an image is one of the defining qualities
of texture and plays an important role in describing texture. Using statistical
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features to measure the spatial distribution of intensity values is one of the early
methods in the computer vision literature (Tuceryan & Jain, 1993). A large num-
ber of statistical texture features have been proposed, covering various statistical
texture measures (Haralick, 1979). A most commonly used statistical description
of intensity values is the intensity histogram, which is the first-order statistical
analysis of the image. A number of features can be computed using the intensity
histogram, such as mean, variance, skewness, kurtosis, energy and entropy. Some
texture features are based on the second-order statistics of image properties, where
the relationship between a pair of pixels is analysed to describe the spatial config-
uration of texture. Haralick et al. (1973) proposed to use a co-occurrence matrix
to describe two-dimensional spatial dependence of greylevels for a fixed distance
and/or angular spatial relationship. A set of texture features can be extracted
from this matrix to measure texture characteristics within the image, such as ho-
mogeneity, contrast and correlation. This method has become one of the most
widely used texture features. A variation on the co-occurrence matrix is based on
a greylevel difference method (Conners & Harlow, 1980), which describes the dis-
tribution of pixel pairs separated by a fixed distance and having a fixed greylevel
difference. Various features can be derived from this matrix for texture analysis,
such as contrast, angular second moment, entropy, and inverse difference moment.
In contrast, Galloway (1975) proposed a greylevel run length method, which is
based on computing the number of greylevel runs of various lengths. A gray level
run is a set of linearly adjacent pixels having the same greylevel value. The length
of the run is the number of pixels within the run.
In addition, an important property of many textures is that they are composed of
repetitive texture primitives. The autocorrelation function of an image can be used
to estimate the spatial size of the texture primitives and the fineness/coarseness
of the texture: coarse textures are generated from larger primitives, while fine
textures are built from smaller primitives. In an autocorrelation texture model,
texture can be described using the correlation coefficient which evaluates the linear
spatial relationship between primitives (Sonka et al., 2007). In addition, some
methods are based on statistical analysis of these fundamental texture elements
across the image. A detailed description of a number of texture representations
based on local features will be provided in Section 4.2.
4.1.2 Structural Methods
As mentioned above, some textures are composed of texture primitives or ele-
ments and are regarded as being generated by a placement of these primitives
according to a certain placement rule. Structural methods are based on analysing
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the structural properties of these texture primitives in order to extract or gen-
eralise the placement rule that characterises the texture (Haralick, 1979). A few
representative methods are provided below.
Zucker (1976) proposed aspects of a texture model in which real textures were
regarded as distorted versions of ideal textures. The spatial placement rule was
defined by a graph that described the spatial relationships between texture primi-
tives. An underlying ideal texture has a regular or isomorphic graph representation
and it can be transformed into a realistic texture by distorting the graph. Lu &
Fu (1978) developed a syntactic method for generating and discriminating tex-
tures. A texture pattern was first divided into small square windows. The spatial
structure of unit patterns belonging to the same texture pattern was then repre-
sented by a tree grammar. This tree grammar can be used for the synthesis and
discrimination of textures. Ahuja (1982) proposed a model for defining the neigh-
bourhood of a point called Voronoi tessellation. The region enclosed by a point’s
Voronoi polygon was assumed to possess intuitively appealing characteristics and
was regarded as the neighbourhood of the point. On the basis of that, Tuceryan
& Jain (1990) developed a texture segmentation method in which the local rela-
tionships of texture primitives (tokens) were defined using a graph structure. The
Voronoi tessellation of the given texture was first built, and then shape features
were extracted from the resulting Voronoi polygons.
In addition, Marr (1982) proposed a concept of primal sketch, which is a symbolic
representation of an image. Firstly, distinctive image primitives were extracted,
such as bars, edges and blobs. Then, the primal sketch is generated from which
a set of features can be extracted for texture analysis, such as occurrences of dif-
ferent types of primitives, element orientation, and spatial density of elements.
Subsequently, Guo et al. (2003) proposed a mathematical model for Marr’s pri-
mal sketch. They defined a mathematical quantity for sketchability based on the
wavelet/sparse coding theory and the Markov random field theory, which can be
used to determine if an image portion is sketchable and divide the image into
sketchable regions (geometry) and non-sketchable regions (texture).
4.1.3 Signal Processing Methods
Psychological studies have indicated that the human brain does a spatial frequency
analysis in visual perception of the image (Bruce et al., 1996). Due to its natural
properties, the texture image is well suited to this type of analysis (Tuceryan
& Jain, 1993). Thus, many methods for texture analysis are based on signal
processing techniques. Most signal processing based methods utilise filters to
capture texture properties, and texture features are extracted from filtered images.
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Spatial domain filters are the most direct way to extract texture properties from
images. Since the density of edges per unit area can characterise the fineness
of textures (fine textures generally have a higher density of edges than coarse
textures), edge detection filters have been straightforwardly employed to measure
edge density, such as Roberts and Laplacian operators (Laws, 1980). Malik &
Perona (1990) used a bank of even-symmetric linear filters to model preattentive
texture perception in the human visual system. Unser & Eden (1990) used a
combination of spatial filters and nonlinear operators to extract texture features.
In addition, spatial filters can be used to compute spatial moments of an image
region (Laws, 1980), and the resulting moment based features have been applied
to texture segmentation (Tuceryan, 1994).
Another set of texture features are extracted from the frequency domain (Tuceryan
& Jain, 1993). D’Astous & Jernigan (1984) used measures of the power spectrum
to discriminate textures, including peak features such as the strength and area of
peaks, and power distribution features such as power spectrum eigenvalues and
circularity. On the other hand, since filtering/convolution in the spatial domain
is exactly equivalent to multiplication in the frequency domain, the spatial filter-
ing operation can be achieved by performing the multiplication operation in the
frequency domain, especially when the filter operator in the spatial domain is diffi-
cult to generate. The image is first transformed into the Fourier domain and then
multiplied with the filter function in the Fourier domain. After that, the resulting
image is inverse-transformed into the spatial domain (Mirmehdi et al., 2009). A
number of texture segmentation techniques based on the spatial/spatial-frequency
domain analysis are reviewed in (Reed & Wechsler, 1990).
The Fourier transform analyses the global frequency components of the entire
texture image, which takes no account of the spatial aspect and has a low spatial
resolution (Mirmehdi et al., 2009). Many applications also require local analysis
in the spatial domain (Bovik et al., 1990). In order to introduce the spatial de-
pendency into the Fourier analysis, an effective way is using the window Fourier
transform (Tuceryan & Jain, 1993). When using Gaussian functions as the win-
dow functions, this transform becomes the well-known Gabor transform. Gabor
functions are well suited to multiresolution spatial-frequency analysis as they pro-
vide an optimal spatial resolution for a given bandwidth (Daugman et al., 1985).
Moreover, Gabor functions have been demonstrated to have similar behaviors to
the human visual system and to be good fits to the receptive field profiles of simple
cells in the striate cortex (Marcˇelja, 1980). Due to the properties of Gabor func-
tions, Gabor filters have been regarded as a very useful tool in texture analysis.
Jain & Farrokhnia (1991) used a bank of Gabor filters to extract texture features
for texture segmentation. Idrissa & Acheroy (2002) applied the Gabor filtering
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to texture classification, where texture features are obtained by computing local
energy using filter response. Rotate invariant texture features based on the Ga-
bor transform are defined in (Arivazhagan et al., 2006) for texture classification.
Texture features are derived by calculating the mean and variance of the filtered
image. Rotation invariance is achieved by circularly shifting the feature elements,
so that all images have the same dominant direction.
In addition, it has been shown that the wavelet transform provides a precise and
unifying framework for the analysis and characterisation of a signal at different
scales (Rioul & Vetterli, 1991). Due to its capability in multiresolution analysis,
the wavelet transform has been used for the characterisation of texture properties
at multiple scales (Unser, 1995).
4.1.4 Model Based Methods
Model based texture analysis methods try to construct a texture model which can
be used to describe and synthesise textures (Tuceryan & Jain, 1993). In general,
the model based methods use stochastic and generative models to represent and
generate textures, and the estimated model parameters are used as texture features
for texture analysis (Mirmehdi et al., 2009). Markov random fields have been
widely used for modelling images, which can capture local contextual information
in images (Li, 2009). Markov random field models assume that the intensity value
at each pixel in the image only depends on the intensity values of pixels in the local
neighbourhood. Cross & Jain (1983) first explored the use of Markov random fields
as texture models. Afterwards, numerous approaches based on Markov random
field models have been proposed for texture synthesis, texture segmentation and
classification. On the other hand, many textures have a statistical quality of
roughness and self-similarity at different scales (Tuceryan & Jain, 1993). Fractals
have a good capability in modelling these properties of textures. Therefore, the
fractal model has received considerable attention in texture analysis (Pentland,
1984), where most features are based on fractal dimension and lacunarity (Keller
et al., 1989; Chaudhuri & Sarkar, 1995). However, this model is regarded not
appropriate for characterising local image structures (Mirmehdi et al., 2009). In
addition, Jojic et al. (2003) proposed a novel appearance and shape model called
epitome. The epitome of an image is a miniature and condensed version of the
image, which contains its essential texture and shape properties.
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Figure 4.1: The schema of representing textures based on local features.
4.2 Local Feature Based Texture Representations
Recently, local feature based texture representations have shown to be effective
for texture classification (Ojala et al., 2002; Varma & Zisserman, 2005; Zhang
et al., 2007; Varma & Zisserman, 2009; Crosier & Griffin, 2010). Texture images
are statistically analysed by extracting appearance based features from local im-
age patches, and are represented as histograms of a local feature dictionary. The
schema of representing textures based on local features is shown in Figure 4.1.
Firstly, local features are extracted from local neighbourhoods of image pixels.
After that, a visual dictionary of local features is generated. There are two ways
of collecting the visual dictionary: one is intuitively aggregating all possible ap-
pearances of a specific local feature, which is an exhaustive collection of qualitative
categories of local image appearances; the other is performing an initial learning
step such as clustering to learn clusters of local features and the cluster centres
are collected into the dictionary. After the dictionary of local features is obtained,
for a novel texture image, each pixel is labelled by searching for the corresponding
local feature (“word”) in the dictionary. Finally, the image is represented as an
occurrence histogram of the “words” in the dictionary, which provides a statistical
description of local feature distribution in the image.
In this section, five different strategies based on local features are investigated:
local binary patterns, local greylevel appearances, local geometric structures, joint
filter responses of filter banks, and raw image patches.
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4.2.1 Local Binary Patterns
Local Binary Patterns (LBP) was first proposed in (Ojala et al., 2002). The local
texture information in texture images is encoded into a set of binary values. The
greylevel value of the centre pixel is subtracted from the local neighbourhood, and
a binary label is assigned to each pixel within the local neighbourhood according
to the difference sign. The resulting binary pattern is transformed into a unique
LBP number by:
LBP = 1 +
P−1∑
p=0
s(gp − gc)2p, (4.1)
where gc represents the greylevel value of the centre pixel, gp(p = 0, . . . , P − 1)
corresponds to the greylevel value of the pth pixel in the local neighbourhood,
and s(x) = 1 if x ≥ 0 else s(x) = 0. Thus, each LBP number corresponds
to a unique local binary pattern, and all possible binary patterns comprise the
visual dictionary of local features. An LBP histogram is populated by counting
occurrences of LBP numbers at every pixel to represent the texture image.
4.2.2 Local Greylevel Appearances
The Local Greylevel Appearances (LGA) approach was presented in (Zwiggelaar,
2010). The local texture information is modelled by analysing the joint greylevel
distribution of the local neighbourhood. The local greylevel appearance is trans-
formed into a unique LGA number. The distribution of local greylevel appearances
in histogram format constructs the basis for texture models. Firstly, the greylevel
resolution is reduced to Ng, which is the number of reduced-resolution greylevel
bins, and each pixel within the local neighbourhood is numbered in row order
starting from zero. Subsequently, the unique LGA number corresponding to the
local neighbourhood is computed by:
LGA = 1 +
∑
i,j
Ng
counter(i,j)I(i, j), (4.2)
where counter(i, j) = 0, . . . , N − 1 is the sequence number of pixel (i, j), N is the
number of pixels in the local neighbourhood, and I(i, j) is the reduced-resolution
greylevel value of pixel (i, j). Thus, each LGA number corresponds to a unique
local greylevel appearance, and all possible greylevel appearances comprise the
visual dictionary. Finally, an LGA histogram containing the combination of LGA
numbers and corresponding occurrences is generated.
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4.2.3 Basic Image Features
Basic Image Features (BIF) were defined in (Crosier & Griffin, 2010). A second-
order family of six Gaussian derivative filters are used to analyse texture images
locally with respect to geometric structures. Figure 4.2 shows the Gaussian filter
bank at four scales. Seven Basic Image Features are defined, which are referred
to as BIFs, each corresponding to a qualitatively distinct type of local geometric
structures (example image patches are illustrated in Figure 4.3). The seven BIFs
are respectively defined as:
{
εs00, 2
√
s210 + s
2
01,±λ, 2−
1
2 (γ ± λ), γ
}
, where ε is a
constant which controls the extent of an image patch to be classified as the flat
category (the first one of the seven geometric categories in Figure 4.3). In order to
calculate BIFs, the filter responses are scale-normalised by sij = σ
i+jcij, where sij
is the normalised value of the filter response cij at scale σ. γ and λ are computed
by λ = s20 + s02 and γ =
√
(s20 − s02)2 + 4s211, respectively. The filter response
space is divided into seven regions, and each corresponds to a specific geometric
structure. The geometric structure of a local image patch is determined according
to the largest BIF computed using the filter responses of its centre pixel. Thus, a
texture image can be modelled as a histogram over the seven BIFs. This modelling
procedure of populating a 7-bin BIF histogram can be extended to generate a more
descriptive texture representation by analysing the geometric structures of local
image patches at multiple scales. The whole modelling procedure is: 1) convolve
the image with the Gaussian filter bank at four octave-separated scales (σbase,
2σbase, 4σbase, 8σbase); 2) compute BIFs for each pixel and produce a stack of four
BIF-images by assigning a BIF-label to each pixel according to the largest BIF ;
3) encode the four BIF-labels of each pixel into a BIF-column; and 4) populate
a BIF histogram by counting occurrences of BIF-columns over the whole image.
As a result, all possible configurations of the seven geometric structures across the
four scales comprise the visual dictionary. The BIF-column ranges from 1 to 74.
4.2.4 Textons
Texton based approaches have been widely used for texture classification where
textures are modelled by the statistical distribution of a texton dictionary. A
variety of textons have been developed. On the one hand, textons are generated
by clustering the joint filter responses of a filter bank over a training set and
the cluster centres are considered as textons. In (Varma & Zisserman, 2005),
four filter sets (LM, S, MR4, and MR8) were investigated and compared (MR8
outperformed the other three). The MR8 filter bank consists of an edge and a bar
filter at six orientations and three scales, a Gaussian and a Laplacian of Gaussian
(LoG) filter (shown in Figure 4.4). Only eight filter responses are retained, which
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c00 c10 c01 c20 c11 c02
Figure 4.2: Gaussian filter bank, consisting of one zeroth-order (c00), two first-
order (c10 and c01), and three second-order Gaussian derivative filters (c20, c11 and
c02), each at four scales.
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Figure 4.3: The example image patches of local geometric structures corresponding
to the seven BIFs.
include the six maximum filter responses of the two anisotropic filters across the
six orientations at each scale and the responses of the two isotropic filters. To
generate texture models, a selection of training images is first chosen randomly
per texture class. The joint filter responses over all the training images from
one class are then aggregated and clustered using the classic k-means algorithm.
The cluster centres (i.e. textons) for each class are gathered together to comprise
the texton dictionary. Finally, textures are modelled by frequency histograms
of textons. On the other hand, raw image patches are used to learn textons
in (Varma & Zisserman, 2009). The texture modelling procedure is similar as
described above. The difference is that the joint filter responses are replaced by
the source image patches. Textures are modelled based on the joint distribution
of original pixel values instead of filter responses of local neighbourhoods. It has
been demonstrated that the image-patch based representation can provide superior
performance to the filter-response based approaches.
4.3 Mammographic Tissue Appearance Modelling
Many studies have indicated that there is a strong correlation between breast
tissue density/patterns and the risk of developing breast cancer. Therefore, mod-
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Figure 4.4: MR8 filter bank, consisting of an edge and a bar filter at six orientations
and three scales, a Gaussian and a Laplacian of Gaussian filter.
elling mammographic tissue appearance is beneficial for quantitative analysis of
breast density, qualitative perception of breast tissue patterns, and automated
mammographic risk assessment. In this section, we present an approach to mod-
elling breast tissue appearance in mammograms. Mammographic tissue is mod-
elled based on statistical analysis of local tissue appearance. We investigate five
strategies by employing different types of local features described in the previ-
ous section, covering local intensity, texture, and geometry information. Local
features are extracted from local neighbourhoods of breast tissue pixels and are
statistically analysed to build overall models of breast tissue.
The schema of our approach is shown in Figure 4.5. Firstly, as a pre-processing
step, the breast region is segmented using the method described in Section 3.2.
Subsequently, local features are extracted at each breast tissue pixel within the
breast region (pixels in the background are excluded from feature extraction).
After that, a visual dictionary is generated in the same ways as described in the
previous section, containing a collection of local tissue appearance. Finally, every
breast tissue pixel is labelled with the nearest “word” in the dictionary and is
assigned to the corresponding histogram bin. Thus, a mammographic image is
modelled as a histogram of the “words” in the dictionary.
Here, the mammographic images from the MIAS database are used for experiments
to demonstrate the process of mammographic tissue appearance modelling. The
original spatial resolution is 50µm×50µm per pixel. Due to memory and efficiency
reasons, we down-sampled the full resolution to 800µm × 800µm per pixel using
a Gaussian pyramid reduction (Burt & Adelson, 1983). When modelling breast
tissue appearance, to eliminate bias caused by the image edge and the breast-
background boundary, we only focus on the pixels with neighbourhoods entirely
located within the breast. All valid pixels can be identified automatically based
on the breast mask obtained from the initial segmentation step. In addition to
generating the 1-dimensional histogram models, we display the resulting models
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Figure 4.5: The schema of modelling breast tissue appearance based on statistical
analysis of local tissue appearance.
in the form of 2-dimensional label maps, providing a visual representation of the
overall distribution of local features in the breast. To generate a label map, for each
breast tissue pixel, we search for the nearest (exactly matched or nearly matched)
“word” to the local feature extracted at its position across the dictionary, and
assign a label to it according to the response “word”. The background pixels and
the invalid breast tissue pixels (close to the image edge or the breast-background
boundary) are set to zero. The details of the implementation of the five strategies
for modelling breast tissue appearance are provided below:
• LBP
We first use a 3 × 3 neighbourhood, containing 9 pixels within the local
window. Thus, in Equation 4.1, the value of P is equal to 9 and the LBP
number ranges from 1 to 29. The visual dictionary of local tissue appearance
is composed of 29 binary patterns and the dimensionality of LBP histograms
is 29. We also use a local window size equal to 5×5, which creates 225 binary
patterns. Thus, the LBP number ranges from 1 to 225 and the dimensionality
of the LBP histograms is 225. It should be noted that certain LBP numbers
will not appear in the range given above due to the fact that the binary value
of the centre pixel is always equal to 1. The redundancy can be eliminated
by removing the empty histogram bins before using the LBP histograms
for breast density classification. Figures 4.6 and 4.7 respectively show the
resulting LBP label maps and histograms of example mammograms covering
the four BIRADS categories. When using 5× 5 local windows, the number
of histogram bins (i.e. the feature space dimensionality) is exponentially
increased, which produces a very sparse histogram. The peak occurrences
in the histogram are considerably reduced.
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• LGA
As described in Section 4.2.2, there are two important parameters in the
LGA based approach: the greylevel resolution and the local window size.
To investigate the effect of these two parameters on the modelling results,
we first use a fixed local window size of 3 × 3 and reduce the greylevel
resolution into 8 and 16. Thus, in equation 4.2, the value of Ng is equal to
8 and 16, and the LGA number ranges from 1 to 89 and 169, respectively.
The visual dictionary is composed of 89 and 169 local greylevel appearances
and the dimensionality of the LGA histograms is 89 and 169, respectively.
Figures 4.8 and 4.9 respectively show the resulting LGA label maps and
histograms of example mammograms covering the four BIRADS categories.
When using a higher greylevel resolution of 16, the LGA label maps indicate
a more subtle representation of mammographic tissue. In addition, we use a
fixed greylevel resolution of 16 and set the local window size equal to 3× 3
and 5×5. Thus, the LGA number ranges from 1 to 169 and 1625, respectively.
Figures 4.10 and 4.11 show the resulting LGA label maps and histograms
of example mammograms with respect to variation in the local window size.
As shown in Figure 4.10, the LGA label maps appear almost the same for
3× 3 and 5× 5 local windows. It might be explained that although the data
range of the colour bar is increased from 1 − 169 to 1 − 1625, the relative
colour values of the main components in the label maps remain almost the
same. As can also be seen from Figure 4.11, the peak histogram bins appear
at almost the same position with respect to the whole histogram range for
3×3 and 5×5 local windows. The LGA based approach models local tissue
appearance over a range of greylevels instead of reducing local windows into
binary patterns, which generates a higher-dimensionality feature space than
LBP. As a result, the generated LGA histograms as shown in Figures 4.9
and 4.11 are sparser than the LBP histograms in Figure 4.7.
• BIF
There are two parameters, ε and σbase, which can be tuned when computing
BIFs. The parameter ε determines the tolerance of a region to be consid-
ered sufficiently uniform and assigned to the first BIF category (Crosier
& Griffin, 2010). The parameter σbase is the finest scale of the Gaussian
filter bank. To test variation of the modelling results with respect to the
two parameters, we first use a fixed setting of ε = 0 and set σbase equal
to 1 and 1.2, respectively. The use of ε = 0 is for the purpose of mainly
focusing on structure information without the flat pattern for the analysis
of local tissue appearance. As described in Section 4.2.3, the seven BIFs
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are computed at four octave-separated scales. Thus the corresponding scale
range is (1, 2, 4, 8) and (1.2, 2.4, 4.8, 9.6), which results in 74 BIF-columns.
The resulting BIF label maps and histograms of example mammograms are
shown in Figures 4.12 and 4.13, respectively. Due to the exclusion of the
flat pattern, the first BIF is never selected, which results in a set of BIF-
columns never happen. As can be seen from Figure 4.13, the low dimensions
of BIF histograms are empty (the BIF-column value starts from 401). In
addition, we use a fixed setting of σbase = 1 and set ε equal to 100 and
200, respectively. The resulting BIF label maps and histograms of example
mammograms are shown in Figures 4.14 and 4.15, respectively. When us-
ing a large ε value of 200, dark blue filters into the breast, which indicates
low-contrast structures are smoothed and assigned to the flat category. The
distribution of BIF-columns is extended to the whole histogram (some peak
histogram bins are present at the low dimensions). As shown in Figures 4.12
and 4.13, the resulting BIF label maps do not seem to correlate with breast
tissue density. However, it should be noted that the BIF label map aims to
describe the aspect of geometric structure of local tissue appearance, where
different colours represent different configurations of the seven BIFs across
the four scales, and therefore there is no direct correlation between the colour
of a pixel in the BIF label map and its original greylevel value. Different
arrangement of the seven BIFs can change the colour value of a BIF-column.
• Texton I and Texton II
We use both types of textons as described in Section 4.2.4 for modelling
mammographic tissue appearance. We refer to the two modelling strate-
gies based on the MR8 and image-patch textons as Texton I and Texton II,
respectively. We randomly selected 40 images from the MIAS database as
the training set to learn the textons of breast tissue appearance in mammo-
grams. When selecting the training images, BIRADS categories of mammo-
grams are not taken into account (we do not make an implicit assumption
that mammograms in each BIRADS class have the same tissue appearance).
For Texton I, we set (σx, σy) = {(1, 3), (2, 6), (4, 12)} for the oriented filters
and set σ = 10 for the Gaussian and LoG filters in the MR8 filter bank.
After filtering all training images with the MR8 filter bank, a set of 8 di-
mensional vectors of filter responses are produced. For Texton II, 3×3 image
patches are extracted around each valid pixel (i.e. its local neighbourhood
is entirely located within the breast region) from all training images, and
then these extracted image patches are rearranged in row order to form a
set of 9 dimensional vectors of raw image pixels. Subsequently, the classic
97
k-means algorithm is employed to cluster the resulting 8 (9) dimensional vec-
tors and generate the textons. For each individual texton type, 40, 80 and
160 textons are generated and sorted according to their magnitude values in
ascending order. Thus, the dictionary is composed of 40, 80 and 160 textons
and the dimensionality of texton histograms is 40, 80 and 160, respectively.
Finally, the label map is obtained by labelling each breast tissue pixel with
the nearest texton. Note that the pre-processing step in (Varma & Zisser-
man, 2005, 2009) is not applied here, and the filter responses in Texton I
are not normalised by Weber’s law as in (Varma & Zisserman, 2005, 2009),
in order to retain the original intensity correlation between mammograms.
Figures 4.16 and 4.17 show the resulting label maps and texton histograms
for Texton I when generating 40, 80 and 160 textons. Figures 4.18 and 4.19
show the resulting label maps and texton histograms for Texton II when
generating 40, 80 and 160 textons. As shown in Figures 4.16 and 4.18, the
label maps for each example mammogram have an approximately similar ap-
pearance when using different numbers of textons. As the number of textons
increases, more local details are retained due to the increase in resolution.
The texton histograms generated using a larger number of textons are more
evenly distributed (Figures 4.17 and 4.19).
As indicated from the resulting label maps of the five modelling strategies, LBP is
sensitive to noise and small textures, and therefore no large homogeneous regions
are obtained within the breast region. The label maps for LGA and Texton II
indicate a high correlation with respect to breast tissue density. The area of dense
tissue regions (labelled with red colour) in mammograms increases from BIRADS
I to BIRADS IV. Texton I has strong responses to the boundary between dense
and fatty tissue regions, and relatively homogeneous regions are obtained within
the dense/fatty tissue. For BIF, cell-like regions are obtained within the breast,
representing the mixture of geometric structures across multiple scales. For the
following experiments and further evaluation provided in subsequent chapters, the
parameters in the five algorithms are set as below: 3×3 neighbours for LBP, LGA
and Texton II, Ng = 16, ε = 0, σbase = 1, (σx, σy) = {(1, 3), (2, 6), (4, 12)}, σ = 10,
and 160 textons for Texton I and Texton II.
As described above, the occurrence histograms of the five types of local features are
populated by spanning the full dictionary. This could result in sparse histograms
as some image appearances never happen in the real observation of breast tissue.
To investigate all possible occurrences of the five types of local features in the
MIAS database, five occurrence histograms are generated across the full database,
each corresponding to one type of local features (Figure 4.20 (left column)). It is
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shown that many histogram bins are empty or nearly empty especially in higher-
dimensional histograms. This indicates that many “words” in the dictionary are
rarely referenced. Therefore, we can use only the informative part instead of
the full histograms for the classification. To select the dominant “words” from
the dictionary for each type of local features, we sort the histogram bins of each
occurrence histogram in descending order and as such the front histogram bins
indicate the occurrences of the most frequently used “words”. We then calculate
an accumulative histogram for each sorted occurrence histogram and choose the
“words” of which corresponding occurrences occupy a high percentage (varying
from 60% to 99% for different approaches or parameter values in this work) of the
total occurrence as the dominant “words”. Thus, the “words” which are never
or rarely referenced are removed and the retained “words” comprise a more com-
mon dictionary. It is shown by experiments that using the frequently referenced
“words” can effectively retain the fineness of the histogram representation and
remove noise (i.e. never/rarely referenced “words”) simultaneously. Relatively
compact histograms with lower dimensions can be obtained by referring to the
more common dictionary. The regenerated five occurrence histograms after com-
pressing the visual dictionary are shown in Figure 4.20 (right column) where the
dictionary is composed of the “words” which make up 99% occurrences. It is shown
that the dimensionality of the occurrence histograms is significantly reduced after
compressing the visual dictionary, especially for LBP, LGA, and BIF. As we use a
high percentage of 99% here, the removed histogram bins are mainly those empty
or almost empty ones and as such there is no significant change in the layout of
the histograms. The resulting common dictionary for each type of local features
are used to generate the results provided in subsequent chapters.
The modelling results of breast tissue appearance can be used for breast density
classification. The resulting models in the form of occurrence histograms are used
as feature vectors for classification. Further evaluation for mammographic risk
assessment based on the full MIAS database will be provided in Chapter 6.
4.4 Summary
In this chapter, a brief review of texture analysis has been presented, which concen-
trates on various methods for texture feature extraction, categorised as statistical,
structural, signal processing, and model based methods. Different approaches to
representing texture images based on local features have been investigated and
compared. On the basis of that, we presented an overall framework for modelling
breast tissue in mammograms based on statistical analysis of local tissue appear-
ance. We generated a visual dictionary of generic breast tissue appearance by
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aggregating local features extracted from mammographic images. We exploited
five types of local features and proposed five strategies for modelling mammo-
graphic tissue appearance. In addition, we investigated the modelling results with
respect to variation in parameters. To our knowledge, this work is the first attempt
to make use of the five texture representations in the field of mammographic im-
age analysis. The obtained label maps have been used for qualitative evaluation,
which indicate various representations of breast tissue patterns in the aspects of
intensity, texture and geometry. For quantitative evaluation, the resulting his-
togram models will be applied to breast density classification for the purpose of
mammographic risk assessment in Chapter 6.
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Figure 4.6: Example mammograms (top row) and the resulting LBP label maps
when using 3× 3 (middle row) and 5× 5 (bottom row) local windows. From left
to right, the mammograms are sorted from BIRADS I to BIRADS IV. Different
colours show different local binary patterns. A color bar is given to show the
colour data range.
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Figure 4.7: The LBP histograms of the four example mammograms when using
3× 3 (left column) and 5× 5 (right column) local windows.
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Figure 4.8: Example mammograms (top row) and the resulting LGA label maps
when using a greylevel resolution of 8 (middle row) and 16 (bottom row). The local
window size is equal to 3 × 3. From left to right, the mammograms are sorted
from BIRADS I to BIRADS IV. Different colours show different local greylevel
appearances. A color bar is given to show the colour data range.
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Figure 4.9: The LGA histograms of the four example mammograms when using
a greylevel resolution of 8 (left column) and 16 (right column). The local window
size is equal to 3× 3.
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Figure 4.10: Example mammograms (top row) and the resulting LGA label maps
when using 3 × 3 (middle row) and 5 × 5 (bottom row) local windows. The
greylevel resolution is equal 16. From left to right, the mammograms are sorted
from BIRADS I to BIRADS IV. Different colours show different local greylevel
appearances. A color bar is given to show the colour data range.
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Figure 4.11: The LGA histograms of the four example mammograms when using
3×3 (left column) and 5×5 (right column) local windows. The greylevel resolution
is equal 16.
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Figure 4.12: Example mammograms (top row) and the resulting BIF label maps
when using a fixed value of ε = 0 and setting σbase = 1 (middle row) and σbase = 1.2
(bottom row). From left to right, the mammograms are sorted from BIRADS I
to BIRADS IV. Different colours represent different configurations of a stack of
BIFs over four scales. A color bar is given to show the colour data range.
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Figure 4.13: The BIF histograms of the four example mammograms when using
a fixed value of ε = 0 and setting σbase = 1 (left column) and σbase = 1.2 (right
column).
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Figure 4.14: Example mammograms (top row) and the resulting BIF label maps
when using a fixed valued of σbase = 1 and setting ε = 100 (middle row) and
ε = 200 (bottom row). From left to right, the mammograms are sorted from
BIRADS I to BIRADS IV. Different colours represent different configurations of a
stack of BIFs over four scales. A color bar is given to show the colour data range.
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Figure 4.15: The BIF histograms of the four example mammograms when using
a fixed value of σbase = 1 and setting ε = 100 (left column) and ε = 200 (right
column).
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Figure 4.16: Example mammograms (top row) and the resulting Texton I label
maps when generating 40 (second row), 80 (third row), and 160 (bottom row)
textons. From left to right, the mammograms are sorted from BIRADS I to
BIRADS IV. Different colours represent different textons.
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Figure 4.17: The texton histograms of the four example mammograms for Texton I
when using 40 (left column), 80 (middle column), and 160 (right column) textons.
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Figure 4.18: Example mammograms (top row) and the resulting Texton II label
maps when generating 40 (second row), 80 (third row), and 160 (bottom row)
textons. From left to right, the mammograms are sorted from BIRADS I to
BIRADS IV. Different colours represent different textons.
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Figure 4.19: The texton histograms of the four example mammograms for Tex-
ton II when using 40 (left column), 80 (middle column), and 160 (right column)
textons.
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Figure 4.20: The occurrence histograms generated across the MIAS database using
the whole dictionary (left column) and the compressed dictionary (right column).
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Chapter 5
Detection of Blob-like Image
Structures in Scale Space
Blob-like structures are one of the most distinctive structures in an image. Unlike
edges and corners, blobs can provide complementary information about regions.
The detection of blob-like image structures can be linked to many well-known
techniques for detecting interest points/regions, which have been widely applied
to various tasks in computer vision. The location of a blob-like structure can be
identified by searching for scale-space extrema, and its characteristic size is indi-
cated by the scale level at which an extremum is detected over scales (Lindeberg,
1998; Mikolajczyk & Schmid, 2004). In this chapter, firstly, an introduction of
scale-space theory is provided, which describes a general idea of multiscale image
representation. Subsequently, a set of blob detectors (which can also be referred to
as interest point detectors) are briefly reviewed, which can determine the spatial
location and the scale of blobs simultaneously. After that, a blob based represen-
tation of mammographic parenchymal patterns is proposed. We focus on approx-
imately blob-like dense tissue patterns (e.g. nodular and homogeneous tissue) to
model parenchymal patterns of a breast as a set of multiscale blobs. We detect
bright blobs at multiple scales, corresponding to blob-like dense tissue regions of
various sizes. Qualitative relations among blobs are incorporated to remove the
overlapping and form a concise blob representation. The distribution of blobs
over multiple scales can be deemed to be a general description of breast density.
A measure of breast density is defined based on the proposed blob representation,
which will be used for mammographic risk assessment in Chapter 6.
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5.1 Scale-Space Theory
Scale-space theory provides a framework for multiscale image representation, which
has been widely applied in computer vision. Its core is to deal with the multiscale
nature of objects in the real world. The perception of objects may be different,
depending on the scale of observation. When interpreting an image, there is gen-
erally no prior knowledge of the size of objects in the image. Therefore, it is
essential to analyse the image representation at multiple scales simultaneously. A
scale-space representation of an image is achieved by embedding the image into
a one-parameter family of smoothed images, where fine-scale structures are pro-
gressively suppressed (Koenderink, 1984; Lindeberg, 1994, 2008). The parameter
in this family is referred to as the scale parameter, which determines the fineness
of structures retained in the image representation at this scale level.
When generating such a multiscale representation of an image, an important pre-
requisite is that the representations at coarse scales should constitute simplifica-
tions of corresponding structures at finer scales. New structures should not be cre-
ated in the transformation from fine to coarse scales (Lindeberg, 1994, 1998, 2008).
There are many studies stating that the Gaussian kernel is the unique kernel for
generating a scale-space (Koenderink, 1984; Babaud et al., 1986; Yuille & Poggio,
1986; Lindeberg, 1994). Convolving an image with Gaussian kernels and Gaussian
derivatives has been regarded as an ensemble of image operators for the scale-space
representation concept, which can be used to address a large variety of computer
vision tasks, such as interest point detection, invariant and distinctive feature
extraction, motion tracking, local image structure detection, image-based classi-
fication, and object recognition (Lindeberg, 1994; Kadir & Brady, 2001; Lowe,
2004; Mikolajczyk & Schmid, 2004; Bay et al., 2006).
For any two-dimensional signal f : R2 → R, its scale-space representation L :
R2 × R+ → R is defined by (Koenderink, 1984; Lindeberg, 1994, 1998, 2008):
L(x, y; t) =
∫
(ξ,η)∈R2
f(x− ξ, y − η)g(ξ, η; t)dξdη, (5.1)
where g : R2 × R+ → R is the Gaussian kernel:
g(x, y; t) =
1
2pit
e−(x
2+y2)/2t, (5.2)
where t = σ2 is the variance of the kernel, which is the scale parameter in the scale-
space family. For t = 0, g becomes an impulse function and L(x, y; 0) = f(x, y).
Therefore, the scale-space representation of an image at scale level t = 0 is the
original image itself. As t increases, the width of Gaussian kernels becomes larger
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(a) t = 0 (b) t = 1
(c) t = 8 (d) t = 64
Figure 5.1: Scale-space representations of an example greylevel image (560× 420
pixels) at scale levels t = 0, 1, 8 and 64 (Lindeberg, 2008).
and larger, and more and more details are removed from the resulting L, where
fine-scale structures of spatial size significantly smaller than
√
t are smoothed at
scale level t. The scale-space representations of an example image are shown in
Figure 5.1. As shown in the figure, the tree tops are initially smoothed at scale
level t = 1, the tree branches are further smoothed at scale level t = 8, and all
details of the image are mixed at scale level t = 64.
Based on the scale-space representation, scale-space derivatives at any scale t can
be computed in two ways. The first is differentiating the scale-space representation
directly (Equation 5.3), and the second is convolving the original image with
derivatives of Gaussian kernels (Equation 5.4).
Lxαyβ(x, y; t) = ∂xαyβL(x, y; t), (5.3)
Lxαyβ(x, y; t) = (∂xαyβg(x, y; t)) ∗ f(x, y), (5.4)
where α + β is the order of scale-space derivatives. These derivatives together
constitute the basis for extracting features within the scale-space framework and
provide a concise characterisation of local image structures. A second-order family
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of scale-space derivatives include {Lx, Ly, Lxx, Lxy, Lyy}, which have been widely
used for edge detection, blob detection, corner detection, and ridge detection (Lin-
deberg, 1998, 2008). The blob detection methods based on the scale-space frame-
work will be reviewed in the following section.
5.2 Blob Detection
Many approaches have been developed so far for blob detection. Jackway (2000)
proposed an improved morphological top-hat transform to detect light or dark
blobs in a noisy image. Liu et al. (2010) defined a blobness measure based on
eigenvalues of the Hessian matrix. Pixels with higher blobness values were labelled
as blobs. There are also a number of approaches to detecting circles based on the
Hough transform (Chiu & Liaw, 2005). In this section, we briefly review a set of
blob detection methods which are based on scale-space analysis.
5.2.1 Laplacian of Gaussian
One of the most common blob detectors is based on the Laplacian of Gaussian
(LoG) operator. Blobs can be detected at scale-space extrema of the normalised
Laplacian O2normL, which are simultaneously local extrema with respect to both the
spatial location and the scale level (Lindeberg, 1998). The normalised Laplacian
is defined as:
O2normL = σ2(Lxx + Lyy), (5.5)
where L is the scale-space representation of an image I(x, y), produced from the
convolution with a Gaussian kernel of various scales σ:
L(x, y;σ) = G(x, y;σ) ∗ I(x, y), (5.6)
where ∗ is the convolution operation and G is given by:
G(x, y;σ) =
1
2piσ2
e−(x
2+y2)/2σ2 . (5.7)
The scale levels at which the extrema over scales are detected reflect the charac-
teristic size of the blobs.
5.2.2 Difference of Gaussian
Lowe (2004) used the difference of Gaussian function (DoG) as a close approxi-
mation of the scale-normalised Laplacian of Gaussian, σ2O2G, as studied by Lin-
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deberg (1998):
G(x, y; kσ)−G(x, y;σ) ≈ (k − 1)σ2O2G, (5.8)
where k is a constant multiplicative factor between adjacent scales. Therefore, the
detection of scale-space extrema of an image I(x, y) can be achieved by detecting
extrema in the difference of Gaussian function convolved with the image, denoted
by D(x, y;σ), which is computed by:
D(x, y;σ) = (G(x, y; kσ)−G(x, y;σ)) ∗ I(x, y) = L(x, y; kσ)− L(x, y;σ), (5.9)
where L is the scale-space representation of the image I, computed in the same
way as Equation 5.6. It indicates D(x, y;σ) is an efficient function to compute
compared to the normalised Laplacian of Gaussian (Equation 5.5), as it can be
simply computed by image subtraction.
There is a common drawback with the LoG and the DoG blob detectors, which
is local extrema can also be present near contours or straight edges in an image,
where the intensity has a relatively distinct change in one spatial direction. This
results in the localisation of blobs is very sensitive to noise or small textures in
the local neighbourhood.
5.2.3 Determinant of the Hessian Matrix
The Hessian matrix of a scale-space representation L(x, y;σ) is defined as the
matrix of second order partial derivatives:
H =
[
Lxx Lxy
Lyx Lyy
]
. (5.10)
The trace of the scale-normalised Hessian matrix of L is defined as:
trace HnormL = σ
2(Lxx + Lyy). (5.11)
As can be seen, it is the scale-normalised Laplacian given by Equation 5.5. As
stated above, blobs can be detected at scale-space extrema of the normalised
Laplacian O2normL. Based on the studies in (Lindeberg, 1998), blobs can also
be detected at scale-space extrema of the determinant of the normalised Hessian
matrix of L:
det HnormL = σ
2(LxxLyy − L2xy). (5.12)
The location of blobs is determined by spatial extrema of the function of detHnormL.
The characteristic scale of blobs is automatically selected by searching for extrema
over scales. The radius of the blobs is proportional to the selected scale. Detect-
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ing blobs based on the determinant of the Hessian matrix can eliminate points at
which the intensity changes in only one direction. This can effectively reduce the
effects caused by contours or straight edges in the image.
5.2.4 Hessian-Laplacian
Mikolajczyk & Schmid (2004) proposed a hybrid method for blob detection by
combining the trace and the determinant of the Hessian matrix of L, which is
referred to as Hessian-Laplacian. The spatial location of blobs is determined by
finding extrema of the determinant of the scale-normalised Hessian matrix of L,
detHnormL (Equation 5.12), and automatic scale selection over scales is performed
by searching for extrema of the trace of the scale-normalised Hessian matrix of
L, trace HnormL (Equation 5.11), i.e. the scale-normalised Laplacian, O2normL
(Equation 5.5), at locations of spatial extrema.
5.2.5 Fast-Hessian
Bay et al. (2006) proposed a fast interest point detector, referred to as Fast-
Hessian. The detector is based on the Hessian matrix. However, both the lo-
cation and the scale are selected by relying on the determinant of the Hessian
matrix rather than using the determinant and the trace of the Hessian matrix,
respectively (as was performed in the Hessian-Laplacian detector (Mikolajczyk &
Schmid, 2004)). The Gaussian second order partial derivatives are approximated
with box filters. Due to the use of box filters and integral images, instead of iter-
atively applying the same filter to the down-sampled image in an image pyramid,
filters of any size can be applied to directly filter the original image at exactly the
same computational speed.
5.2.6 Salient Region
Kadir & Brady (2001) proposed a multiscale algorithm for the detection of salient
regions of an image with automatic scale selection. A saliency metric is defined in-
corporating spatial position, feature space and scale simultaneously. This enables
a comparison of the saliency of different features occurring at different spatial lo-
cations and scales. At each scale level, for each pixel location, the local entropy
is calculated within a window of the size equal to the current scale. Afterwards,
scales are selected at which peaks of the entropy are attained. The points with
a saliency value above a threshold are measured as salient points and their sur-
rounding areas are detected as salient regions. The selected scales at these points
correspond to the sizes of the salient regions. Moreover, it has been pointed out
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(a) (b) (c) (d) (e) (f)
Figure 5.2: Example breast tissue patterns: (a), (b) nodular tissue; (c), (d) linear
tissue; (e), (f) homogeneous tissue.
(a) (b) (c) (d) (e) (f)
Figure 5.3: Pseudo blobs superimposed on image patches of example breast tissue
patterns: (a), (b) nodular tissue; (c), (d) linear tissue; (e), (f) homogeneous tissue.
that this method favours blob-like image features and salient regions are more
likely to be detected at blob-like structures.
5.3 A Blob Based Representation of Mammo-
graphic Parenchymal Patterns
Mammographic parenchymal patterns play an important role in mammographic
risk assessment (see Section 1.3). Parenchymal patterns are determined by the
spatial distribution of relatively dense tissue in the breast. As described by Taba´r
et al. (2005), there are four building blocks: nodular, linear, homogeneous and
radiolucent. Effectively, we attempt to model nodular and homogeneous tissue
in Taba´r’s model for mammographic risk assessment, as they have relatively high
density and dominant effects on the overall density of the breast. Some example
breast tissue patterns are shown in Figure 5.2 (image patches were manually se-
lected by an expert radiologist). We assume that nodular and homogeneous tissue
can be approximated as blob-like objects of various sizes. Therefore, we propose to
use a set of multiscale blobs to represent parenchymal patterns in mammograms.
In Figure 5.3, pseudo blobs (manually drawn) are superimposed on the example
image patches of Figure 5.2, to provide an intuitive impression that different sized
blobs can be detected from different types of breast tissue patterns.
As described in Section 5.1, scale-space theory provides a framework for multi-
scale image representation, which allows to consider representations of an image
at multiple scales simultaneously. Blob-like structures can be detected at local
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extrema in the scale-space signature. The size of the blobs can be estimated as
the scale at which the extrema are obtained (Lindeberg, 1998). Thus, the detec-
tion of multiscale blobs in mammographic images forms the basis for the proposed
representation of parenchymal patterns.
For mammographic image analysis, numerous methods for characterising parenchy-
mal patterns have been developed (see Section 2.3 for details). Some approaches
are also based on scale-space techniques (such as features extracted using a bank of
filters derived from Gaussian kernels). However, none of the previous publications
have suggested modelling breast tissue by focusing on blob-like tissue patterns.
It should be noted that there are two main differences between our modelling of
mammographic parenchymal patterns and existing approaches (e.g. Karssemeijer
(1998); Oliver et al. (2008); Petroudi et al. (2003); Subashini et al. (2010)). We do
not apply an implicit intensity normalisation of mammographic images to over-
come brightness and contrast variations in the acquisition process. In addition,
we do not assume that mammograms in the same density class necessarily have
the same global texture appearance. In our developed approach to representing
breast parenchymal patterns, blobs can be regarded as local salient features over
scales which accommodate large illumination variations. Furthermore, the spatial
distribution of resulting multiscale blobs within the breast associated with their
spatial/qualitative relations can provide a description of the anatomical structure
of breast tissue, which has strong links with breast cancer risk. On the other hand,
the modelling process of the proposed approach can be analogised as the mam-
mogram perception process by radiologists. They are initially sensitive to salient
tissue patterns and then classify mammograms into different density classes ac-
cording to the spatial distribution and topology of these salient aspects.
In addition, the proposed approach is supported by mammogram synthesis work.
In Bakic et al. (2002a), synthetic mammograms were generated by simulating
breast tissue with large and medium scale tissue structures comprising different
sized tissue elements (i.e. shells and blobs). The formation of breast parenchymal
patterns was modelled by the projection of these compartments. We aim to reverse
this generation process, and decompose breast tissue into a set of blobs at different
scales (inclusion of shell-like structures is seen as future work).
5.3.1 Detection of Multiscale Blobs
The approach used to detect multiscale blobs in mammograms is based on the
Laplacian of Gaussian (LoG) operator. As described in Section 5.2.1, blob de-
tection is achieved by finding the extrema of the normalised Laplacian O2normL =
σ2(Lxx + Lyy) with respect to both space and scale.
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Figure 5.4: Example binary mask of breast region. Red squares indicate positions
where the LoG filter goes outside the border of mask and/or image.
For our task of characterising parenchymal patterns, the region of interest in the
image is solely the breast region. The background and the pectoral muscle are
separated from the image using the method described in Section 3.2. An exam-
ple binary mask of the breast region is shown in Figure 5.4. The separation of
the background from the breast region produces a set of edges along the breast-
background boundary (e.g. positions A, B, C, D and E in Figure 5.4), and the
removal of the pectoral muscle results in a very sharp edge in the top right or left
corner of the image (e.g. positions F and G in Figure 5.4). When filtering the
image with the LoG operator, these false edges can interfere with blob detection,
as the Laplacian has strong responses not only to blobs but also to edges. In ad-
dition, the image border can also affect the filtering, as the filter goes beyond the
bounds of the image when convolving local windows around pixels near the border
(e.g. positions G, H and I in Figure 5.4). In order to eliminate the effects caused
by the boundary of the breast region and the border of the image, we propose a
modification of the standard LoG filter to enable the spatial filtering adaptive in
the sense that the filter template varies with the current processing window.
To illustrate the difference between the standard and modified LoG filters, we first
generate a standard LoG filter denoted by fs(x, y):
fs(x, y) = f(x, y)−
∑
(x,y)∈T
f(x, y)/NT , (5.13)
where f(x, y) is the LoG operator, T is the filter template which is a square
local window, and NT represents the number of pixels within the filter tem-
plate. Therefore, the standard LoG filter is the normalised LoG operator where
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Mask
LoG Filter
Modified LoG Filter
Figure 5.5: The standard LoG filter (centre) and three example modified LoG
filters resulting from three different masks. The contrast of all filters has been
normalised for better visualisation.
the sum of all coefficients within the filter template is normalised to zero, i.e.∑
(x,y)∈T fs(x, y) = 0. An example standard LoG filter is shown in the centre of
Figure 5.5. The size of the filter is 101×101 pixels with standard deviation σ equal
to 20 pixels. The purpose of normalising the LoG filter is to produce a very weak
filter response to homogeneous regions (ideally equal to zero for purely uniform
regions of constant pixel values).
For the modified LoG filter denoted by fm(x, y), we propose to apply a deformable
filter template which can alter adaptively according to the local window to be con-
volved with it. Effectively, we define a mask (denoted by M(x, y)) to restrict the
filtering to non-zero pixels within the local window under convolution: ∀(x, y) ∈ T ,
if pixel I(x, y) 6= 0, M(x, y) = 1; else M(x, y) = 0. The normalisation of the mod-
ified LoG filter is based on the mask area:
fm(x, y) =
0 if M(x, y) = 0,f(x, y)−∑(x,y)∈T&M(x,y)=1 f(x, y)/NM if M(x, y) = 1, (5.14)
where f(x, y) is the LoG operator and NM is the number of non-zero pixels within
the local window under convolution, computed by NM =
∑
(x,y)∈T M(x, y). As
a result, the sum of the filter coefficients within the mask area is normalised to
zero, i.e.
∑
(x,y)∈T&M(x,y)=1 fm(x, y) = 0. Three example modified LoG filters
corresponding to three masks are shown in Figure 5.5.
To demonstrate the modified LoG filter can effectively eliminate responses to the
false edges, a direct comparison is made by filtering the binary mask of the breast
region with the standard LoG filter and the modified LoG filter, respectively. For
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(a) (b) (c)
Figure 5.6: Filtering results of the binary breast mask: (a) filtered image of the
standard LoG filter using 0 padding; (b) filtered image of the standard LoG filter
using replicate padding; (c) filtered image of the modified LoG filter.
(a) (b) (c)
Figure 5.7: Filtering results of the mammographic image: (a) filtered image of the
standard LoG filter using 0 padding; (b) filtered image of the standard LoG filter
using replicate padding; (c) filtered image of the modified LoG filter.
the standard LoG filter, two methods are adopted when the filter goes beyond
the image border. One option is padding the outside part with 0s (0 padding),
the other is assuming the pixels outside the image border equal to the nearest
border pixel (replicate padding). The filtered images are shown in Figure 5.6. As
can be seen from the filtered images of the standard LoG filter, positive and
negative filter responses appear along the boundary of the breast mask (Fig-
ure 5.6(a) and 5.6(b)) and negative filter responses are present near the border of
126
UpsamplingLoG Filtering
First Scale
tenth Scale
1/k
Figure 5.8: Multiscale LoG filtering. The initial image is down-sampled by a factor
1/k and incrementally filtered with one LoG filter. All filtered images are then
upsampled to the initial size.
the image when using 0 padding (Figure 5.6(a)), which will affect the accuracy of
the blob detection. In contrast, the modified LoG filter indicates zero responses
to the uniform breast mask. A further demonstration is provided by filtering the
mammographic image from which the binary mask (Figure 5.4) is extracted. The
filtered images of the corresponding mammographic image are provided in Fig-
ure 5.7. It is shown that the effects caused by the boundary of the pectoral muscle
(Figure 5.7(a) and 5.7(b)) and the image border (Figure 5.7(a)) are significantly
reduced by the modified LoG filter (Figure 5.6(c)).
We detect blobs from a range of ten scales, where the first scale σ1 = 8 and
the scale factor k =
√
2. For efficiency reasons, we avoid repeatedly filtering the
mammographic image (which normally has a large size due to the high spatial
resolution of mammography) with a filter of increasing size across the scale space
(the size of the filter has a linear relationship with the scale). We down-sample
the image by a factor 1/k instead of increasing the filter by the factor k at each
scale. We then upsample all filtered images in the hierarchical construction to the
full size for searching for the extrema over scales. The procedure of multiscale
LoG filtering is shown in Figure 5.8. The tissue patterns of interest here are
high-density regions, which are detected in the form of bright blobs (indicated by
negative filter responses), so positive filter responses in filtered images are removed
(set to zero). The squared LoG filter responses of an example mammogram at ten
scales are shown in Figure 5.9 where positive responses have been removed.
To search for the scale-space extrema, we first detect extrema from each scale
separately. Each pixel located in the breast region is compared with its neighbours
within a local region in the current scale-space image. We use 5×5 local regions, so
each pixel is compared with its 24 neighbours at each scale. The extrema with low
contrast (less than a threshold) are discarded. The threshold can be dynamically
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(a) 1st scale (b) 2nd scale (c) 3rd scale (d) 4th scale (e) 5th scale
(f) 6th scale (g) 7th scale (h) 8th scale (i) 9th scale (j) 10th scale
Figure 5.9: The squared LoG filter responses of an example mammogram at ten
scales (positive responses have been removed) in which the obtained extrema after
the initial thresholding based on contrast and spatial information are labelled with
red pluses.
altered according to the maximal pixel value in the image. Every extremum in each
scale-space image indicates the centre point of one blob, the radius of which is the
corresponding scale. As described earlier, we aim to detect interior blob structures
of the breast, and therefore blobs whose major covering regions appear outside
the breast are ignored. This step can be regarded as contrast based thresholding
taking spatial information into account. The locations of the resulting extrema
are labelled with red pluses in Figure 5.9.
In addition, in order to capture true blob-like dense breast tissue, it is not suffi-
cient simply to reject the extrema with weak responses. At smaller scales, some
strong responses can be induced by linear structures (vessels in particular), as the
LoG filter also has the capability of detecting edges. On the other hand, at larger
scales, some false extrema/blobs (non-dense tissue) tend to appear along the breast
boundary, due to the influence of the natural profile of the breast. The reduction
of such false positives can be performed by means of putting a threshold on the
mean intensity within the corresponding blob area. To calculate the threshold, the
modified FCM algorithm described in Section 3.3 is used to partition breast tissue
pixels in the initial image into nine clusters. The difference between the mean
intensity and the standard deviation of clusters from six to nine (corresponding
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(a) 1st scale (b) 2nd scale (c) 3rd scale (d) 4th scale (e) 5th scale
(f) 6th scale (g) 7th scale (h) 8th scale (i) 9th scale (j) 10th scale
Figure 5.10: Detected blobs at each scale after removing false positives. The previ-
ous extrema whose corresponding blobs have lower mean intensity are regarded as
false positives (corresponding to non-dense tissue) and removed (e.g. all extrema
at the 10th scale in Figure 5.9).
to dense tissue) is chosen as the threshold. Alternative number of clusters and
those selected to represent dense tissue can provide similar results. The extrema
whose corresponding blobs have lower mean intensity than the threshold are re-
moved. Blobs detected at each scale are shown in Figure 5.10, where blobs are
indicated with red circles and superimposed on the segmented breast region of the
mammogram. All blobs detected from the ten scales are shown in Figure 5.11. A
three-dimensional view is also provided where the mammographic image is shown
in the horizontal plane, the vertical dimension corresponds to scale, and blobs are
displayed as spheres in scale space.
After identifying the extrema from 5× 5 local regions at each individual scale, we
will select the global extrema from them over all scales. Each is compared with
its 5× 5× 9 “neighbours” in the other scale-space images. Finally, only the global
extrema of 5×5×10 blocks in the whole scale space are retained as blob candidates
with both locations and scales identified. The resulting blobs are shown by both
2D and 3D views in Figure 5.12. As can be seen that concentric/overlapping
blobs which are located at different scale planes are combined into the one with
the maximum response.
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(a) (b)
Figure 5.11: All blobs detected from the ten scales: (a) blobs shown as red circles
in the mammographic image; (b) blobs shown as spheres in a three-dimensional
space (the mammographic image is shown in the horizontal plane, and the vertical
dimension corresponds to scale).
(a) (b)
Figure 5.12: Final detection results after combining blobs over scales: (a) blobs
shown in 2D; (b) blobs shown in 3D.
5.3.2 Blob Merging
The blobs detected above mainly correspond to the dense tissue regions which have
approximately blob-like structures. Blob overlapping happens among those which
are closely located in dense tissue. To interpret an overall outline of dense tissue,
we merge the overlapping blobs based on their qualitative relations. Here, we
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Node 1
Node 2
Node 3
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Node 6
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(b)
Figure 5.13: A simple example of blob graph: (a) blobs ordered with a sequential
number staring from 2; (b) blob graph.
consider three types of qualitative relations: external, intersection, and internal.
The qualitative relation between two blobs (e.g. blob A and blob B) depends
on their respective radii (denoted by rA and rB) and the distance (denoted by
d) between their centre points. The decision conditions of the three relations are
defined as (assuming rA ≥ rB): d ≥ rA + rB (external), rA − rB < d < rA + rB
(intersection), and d ≤ rA − rB (internal), respectively.
To describe the qualitative relations among all the blobs, a directed blob graph
is constructed, which can effectively describe the topology of the blobs. Each
blob is labelled with a sequential number which is ordered according to the scale
and position of the blob (from the coarse scale to the fine scale and in a left-to-
right and top-to-bottom direction for each scale). In the blob graph, each node
represents a blob, and each arrow indicates the two corresponding blobs overlap
with each other (intersection or internal). The direction of the arrow is from the
lower to the higher numbered node. A blob cluster comprise a subgraph where
the blob with the smallest sequential number is chosen as the root node. A top
root node (i.e. node 1, representing the whole breast) is used to form a single
rooted graph. A simple example is shown in Figure 5.13. Here, the blob graph
is only used for blob merging and is not involved in the subsequent step of blob
encoding. The inclusion of graph based features for breast density classification
might be investigated in future work.
The merging procedure starts from the finest scale and proceeds to coarser scales,
which is based on the following criteria. All external blobs separately located in
the image will be retained, while internal blobs contained by larger ones will be
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(a)
Node 1
Node 2
Node 3
(b)
Figure 5.14: Blob merging: (a) remaining blobs after blob merging; (b) new blob
graph (α = 0.8).
removed. When two blobs A (scale and radius denoted by σA and rA) and B (scale
and radius denoted by σB and rB) intersect with each other, if they are closely
located (assuming rA ≥ rB, the centre point of blob B is located in blob A, i.e.
d ≤ rA − αrB, 0 < α < 1), the integration of the Gaussian scale-space signature
over the blob area will be calculated by
∫
blob
g(x, y;σ2) ∗ I(x, y)dxdy and the blob
with the larger value will be retained, otherwise both blobs will be retained. The
remaining blobs after the blob merging and the new blob graph are shown in
Figure 5.14. It is shown that the structure of the blob graph is simplified and the
overall appearance of dense tissue within the breast is preserved by the remaining
blobs. This indicates the obtained blobs can be regarded as an overall description
of dense tissue in the breast and benefit the qualitative analysis of breast density.
As described above, there is a parameter α in blob merging, which controls the
overlapping extent of the blobs after merging. The blob merging results of Fig-
ure 5.12 using three values of α (0.3, 0.6, 0.9) are shown in Figure 5.15. There are
54 blobs in the initial detection result (Figure 5.15(a)), which are ordered with
sequential numbers from 2 to 55. When using α = 0.9, blobs {3, 7, 13, 16, 18, 20,
22, 29, 30, 34, 36, 39, 40, 41, 47, 48, 53, 54, 55} are removed and the number of
blobs is reduced to 35 (Figure 5.15(b)); when using α = 0.6, blobs {17, 28} are
further removed from the previous result and 33 blobs are left (Figure 5.15(c));
and for α = 0.3, four more blobs {12, 15, 21, 29} are removed and the number of
blobs is 29 (Figure 5.15(d)).
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Figure 5.15: Blob merging for different values of α: (a) initial 54 blobs numbered
from 2 to 55; (b) 35 blobs are retained when α = 0.9; (c) 33 blobs are retained
when α = 0.6; and (d) 29 blobs are retained when α = 0.3.
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5.3.3 Blob Encoding
In addition to the qualitative analysis of breast density, the blobs achieved above
can be used to quantitatively analyse breast density. For quantitative analysis, we
define a numerical measure of breast density by means of encoding the multiscale
blobs. The distribution of the blobs over scales is represented by a vector N =
(N1, N2, . . . , Nn), where Ni (i = 1, 2, . . . , n) is the number of blobs at scale i, and
n is the number of scales. The vector N is transformed into a unique number by
encoding its elements with:
BLOB =
n∑
i=1
Nik
2(i−1) (5.15)
where k is the scale factor (equal to
√
2 in our work). The resulting value of
BLOB is the defined measure of breast density, which can be used for breast
density classification. To avoid bias caused by the breast size, it is normalised by:
BLOBnorm = (Ablob/Abreast)BLOB (5.16)
where Ablob denotes the area of the blob at the finest scale, which is computed by
Ablob = piσ
2
1 (σ1 is the first scale equal to 8 pixels), and Abreast represents the area
of the breast, which is the number of pixels within the breast region. Note that
the value of Ablob is the same for all mammograms and seems redundant, but we
aim to obtain a dimensionless measure and therefore normalise BLOB with the
ratio of Ablob and Abreast. In addition, by normalising the density measure in this
way, it can be deemed to be an approximation of breast percent density, which
approximately presents the relative proportion of dense tissue in the whole breast.
5.4 Results and Discussion
To evaluate the proposed blob based representation of mammographic parenchy-
mal patterns, it has been tested using the full MIAS database (containing 321
left/right MLO mammograms) and a large dataset (containing 831 right MLO
mammograms) from the DDSM database. As described above, blobs were de-
tected at ten scales (starting from 8 pixels and increasing by a factor of
√
2).
Four example mammograms covering the four BIRADS classes were selected from
MIAS and DDSM, respectively. The detection results of multiscale blobs are shown
in Figures 5.16 and 5.17, where the top row shows the original mammograms, the
middle row shows the results before blob merging, and the bottom row shows the
results after blob merging (α = 0.8). For BIRADS I, the breast is almost entirely
fatty, only a few small scale blobs are detected; for BIRADS II, some small and
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medium scale blobs are located at scattered dense tissue regions; for BIRADS
III, a few relatively larger scale blobs appear in the dense tissue area; while for
BIRADS IV, the breast is extremely dense and the whole breast is mainly covered
by large scale blobs.
The corresponding three-dimensional views of the resulting blobs (after blob merg-
ing) are shown in Figures 5.18 and 5.19, where the distribution of these blobs over
the ten scales is shown as bar charts under the 3D views. This indicates the
number of blobs at larger scales increases with respect to the increasing BIRADS
class. For the four MIAS examples, the density measure of “BLOB”, computed
by Equation 5.15, is 153, 378, 601 and 2460, and the corresponding normalised
value “BLOBnorm”, computed by Equation 5.16, is approximately equal to 0.0612,
0.2673, 0.4173 and 1.2701 (Ablob ≈ 200 pixels, Abreast = 499987, 282844, 288076
and 387378 pixels). For the four DDSM examples, the density measure of “BLOB”
is 9, 97, 341 and 470, and the corresponding normalised value “BLOBnorm” is
approximately equal to 0.0111, 0.2113, 0.6775 and 0.8909 (Ablob ≈ 200 pixels,
Abreast = 162225, 91805, 100663 and 105507 pixels).
In our work, the Laplacian of Gaussian based blob detector was used for the detec-
tion of blobs at multiple scales, while other blob detectors described in Section 5.2
(e.g. the difference of Gaussian (Lowe, 2004), the determinant of the Hessian
matrix (Lindeberg, 1998), Hessian-Laplace (Mikolajczyk & Schmid, 2004), and
Fast-Hessian (Bay et al., 2006)) could also be exploited. The scale range (from
8 to 181 pixels) was set empirically in our experiments, according to the size of
mammographic images to be analysed, which can be tuned to specific applications.
Moreover, we used a greylevel based threshold to reduce the false positives from
the initial detection results. In future work, we will further investigate the aspects
of both false positive and false negative reduction. At the blob merging step, some
overlapping blobs were removed to simplify the topological structure of the blobs
and then were fused into a general blob based representation of parenchymal pat-
terns. The effects of this merging step will be further investigated. In addition, the
tissue appearance within individual blob regions could be analysed. The texture
signature of different sized blobs could be incorporated into the proposed repre-
sentation which is currently only based on the blob distribution over scales. The
defined measure of breast density BLOB/BLOBnorm derived from the obtained
blobs can be used for mammographic risk assessment. Further evaluation of the
proposed method for mammographic risk assessment will be done in Chapter 6,
based on the full MIAS database and the selected subset of the DDSM database.
135
(a) mdb005ll (b) mdb045lm (c) mdb089lm (d) mdb067ll
(e) 13 blobs (f) 63 blobs (g) 46 blobs (h) 29 blobs
(i) 11 blobs (j) 40 blobs (k) 23 blobs (l) 11 blobs
Figure 5.16: Detection results of multiscale blobs for example mammograms from
the MIAS database. Top row: original mammograms; middle row: resulting blobs
before blob merging; bottom row: remaining blobs after blob merging. From left
to right, the four mammograms are sorted from BIRADS I to BIRADS IV.
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(a) D 4020 1.RIGHT MLO (b) C 0415 1.RIGHT MLO (c) B 3134 1.RIGHT MLO (d) C 0166 1.RIGHT MLO
(e) 3 blobs (f) 20 blobs (g) 7 blobs (h) 14 blobs
(i) 3 blobs (j) 19 blobs (k) 7 blobs (l) 6 blobs
Figure 5.17: Detection results of multiscale blobs for example mammograms from
the DDSM database. Top row: original mammograms; middle row: resulting blobs
before blob merging; bottom row: remaining blobs after blob merging. From left
to right, the four mammograms are sorted from BIRADS I to BIRADS IV.
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5.5 Summary
In this chapter, we investigated the detection of blob-like image structures based
on multiscale image representation. At the beginning of the chapter, scale-space
theory was introduced and a set of blob detectors were reviewed, including the
Laplacian of Gaussian, the Difference of Gaussian, the determinant of the Hessian
matrix, Hessian-Laplacian, Fast-Hessian, and salient region detection. On the ba-
sis of that, we proposed a multiscale blob based representation of mammographic
parenchymal patterns. This idea was originated from the prior knowledge of the
anatomical structure and the synthetic elements of breast tissue, obtained from
previous publications (Taba´r et al., 2005; Bakic et al., 2002a). For mammographic
images, we detected blob-like regions by searching for local extrema in scale space,
and used multiscale blobs to represent the approximately blob-like tissue patterns.
The qualitative relations and the overall distribution of these blobs with respect
to scales were combined to define a density measure of the breast. To our knowl-
edge, the proposed method is a first attempt to model parenchymal patterns and
analyse breast density only based on the dense regions with blob-like structures.
It has been tested using the full MIAS database and a large subset of the DDSM
database (see Chapter 6). The proposed blob based representations have indicated
discriminative models of different parenchymal patterns, allowing to understand
breast tissue patterns from a different viewpoint. In addition, as shown by the ob-
tained results, the defined density measures are consistent with BIRADS density
classes. Further evaluation for mammographic risk assessment will be provided in
Chapter 6.
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(h) BIRADS IV
Figure 5.18: (a) - (d) Three-dimensional views of the resulting blobs for the four
MIAS examples; (e) - (h) The distribution of these blobs over the ten scales.
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(a) BIRADS I (b) BIRADS II
(c) BIRADS III (d) BIRADS IV
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(h) BIRADS IV
Figure 5.19: (a) - (d) Three-dimensional views of the resulting blobs for the four
DDSM examples; (e) - (h) The distribution of these blobs over the ten scales.
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Chapter 6
Mammographic Risk Assessment
In the previous chapters, we have presented various methods for mammographic
image analysis. In Chapter 3, we proposed three methods for the segmentation of
mammographic images. The first method is regarding breast region segmentation,
which is a pre-processing step to segment the breast region from the background
and remove the pectoral muscle (if present). The other two methods are for
breast density segmentation, which are based on a modified fuzzy c-means algo-
rithm and a topographic representation, respectively. One segments the breast
region into a number of sub-regions with different densities (e.g. fatty, semi-fatty,
semi-dense, and dense tissue), and the other detects only dense tissue regions from
the breast. In Chapter 4, we investigated five strategies for using different types
of local features to characterise breast tissue appearance in mammographic im-
ages. Mammographic tissue appearance is modelled with occurrence histograms
based on statistical analysis of local tissue appearance. In Chapter 5, we proposed
a multiscale blob based representation of mammographic parenchymal patterns
where blob-like dense regions construct the basis for modelling parenchymal pat-
terns. In this chapter, we conduct experiments to evaluate the validity of all these
methods for mammographic risk assessment. The full MIAS database (Suckling
et al., 1994) and a large subset of the DDSM database (Heath et al., 2000) are
used in the experiments. Mammographic images are classified into four categories
according to the BIRADS density classification.
6.1 Experimental Data
There are a number of public and well-known databases for computer-aided mam-
mographic image analysis, such as the Mammographic Image Analysis Society
(MIAS) database (Suckling et al., 1994), the Digital Database of Screening Mam-
mography (DDSM) database (Heath et al., 2000), and the European Prospective
141
(a) (b)
Figure 6.1: Example mammographic images of a woman in the MIAS database: (a)
right MLO mammogram (“mdb172rl”); (b) left MLO mammogram (“mdb171ll”).
Investigation on Cancer (EPIC) database (Day et al., 1999). To enable the com-
parison with existing work in the literature, we have used the MIAS database
and the DDSM database in this chapter for evaluation (we did not use the EPIC
database for evaluation here as we did not have ground truth for the BIRADS
density classification).
6.1.1 MIAS Database
The MIAS database was generated by the Mammographic Image Analysis Society
where mammograms were taken from the UK National Breast Screening Pro-
gramme. The database contains 322 mammograms from 161 women. Bilateral
(left and right) MLO view mammograms were taken for each woman. Mammo-
grams were digitised by a Joyce-Loebl scanning microdensitometer which has a
device linear in the optical density range 0-3.2 and represents each pixel with
8 bits. The spatial resolution of mammographic images is 50µm × 50µm per
pixel. The MIAS dataset provides detailed information about abnormalities (if
present in mammograms), including the type of abnormalities (such as calcifi-
cations, well-defined/circumscribed masses, spiculated masses, ill-defined masses,
architectural distortion, etc.), the severity of abnormalities (benign or malignant),
and the location of abnormalities. Mammograms are categorised into three classes
(i.e. fatty, fatty-glandular, and dense-glandular) according to the characteristics of
background tissue. There is no breast density rating information available based
on the BIRADS density classification. Figure 6.1 shows two example mammo-
graphic images (“mdb171ll” and “mdb172rl”) of a woman in the MIAS database.
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(a) (b)
Figure 6.2: Example mammographic images of a woman in the DDSM database:
(a) right MLO mammogram (“D 4529 1.RIGHT MLO”); (b) right CC mammo-
gram (“p 4529 1.RIGHT CC”).
Three expert radiologists were involved to classify the 321 available mammographic
images (mdb295ll was excluded for historical reasons) in the database into four
classes according to the BIRADS density classification. The consensus between the
three individual classification decisions was considered as the final class label. We
use the consensus classification as the ground truth in this thesis. The consensus
was the majority vote when two or three radiologists agree on a single class. If the
three radiologists classified a mammogram as three different classes, the median
result was selected as the consensus result. The consensus classification results of
the MIAS database are 87 (27%) for BIRADS I, 103 (32%) for BIRADS II, 94
(29%) for BIRADS III, and 37 (12%) for BIRADS IV, respectively.
6.1.2 DDSM Database
The DDSM database was collected by the University of South Florida in collabora-
tion with the Massachusetts General Hospital and Sandia National Laboratories.
The database contains mammographic images for approximately 2500 women. For
each woman, four mammograms were taken including both MLO and CC views
of each breast. Mammograms were digitised by four scanners: DBA M2100 Im-
ageClear (42 microns per pixel, 16 bits), Howtek 960 (43.5 microns per pixel,
12 bits), Lumisys 200 Laser (50 microns per pixel, 12 bits), and Howtek Multi-
Rad850 (43.5 microns per pixel, 12 bits). Associated information is provided for
each mammogram including patient information, breast density rating, and sub-
tlety rating for abnormalities. In contrast to the MIAS database, breast density
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ratings in the DDSM database are determined according to the four BIRADS den-
sity categories. We use the provided BIRADS classification as the ground truth
in this thesis. We randomly select a large set of mammograms from the DDSM
database for experiments, which consists of right MLO and CC mammograms of
831 women. The number of cases belonging to each BIRADS class is 106 (13%),
336 (40%), 255 (31%), and 134 (16%) for BIRADS I to BIRADS IV, respectively.
Figure 6.2 shows two example mammographic images (“D 4529 1.RIGHT MLO”
and “p 4529 1.RIGHT CC”) of a woman in the DDSM database.
6.2 Evaluation Methodology
6.2.1 Classification Algorithm
We use a k-Nearest Neighbours (kNN) based classifier which combines the classic
kNN classification and a distance weighted approach as described in Algorithm 2.
The classification is initially based on a simple majority vote and a test object is
classified by assigning the class label of the majority among its k nearest neigh-
bours, unless multiple classes indicate the same number of training samples among
the k nearest neighbours (i.e. a tie occurs in the decision making) in which case
the distance weighted approach is applied to resolve the tie. It was shown by our
experiments that when combined with the distance weighted approach the kNN
classifier achieved approximately < 1% improvement of classification accuracy on
average. The use of the kNN based classifier in this thesis is for the purpose
of making a relatively fair comparison with the most closely related publications
where kNN was used for the BIRADS breast density classification (e.g. Oliver
et al. (2008); He et al. (2011, 2012)). The use of advanced classifiers or classifier
ensembles is regarded as future work.
?
test object
training samples
if k = 1 then
if k = 3 then
if k = 5 then
is assigned to 
is assigned to 
if k = 7 then
is assigned to 
if k = 4 then
is assigned to 
is assigned to 
Figure 6.3: An example of the kNN classification.
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Algorithm 2 The kNN based classifier combining the classic kNN and the dis-
tance weighted approach.
1. Compute the distances between the test object y and the training samples X
to get the k nearest neighbours KNN :
KNN = arg min
xi∈X
k∑
i=1
dist(xi, y).
2. Get the number of training samples belonging to class Ci among the k nearest
neighbours to y:
ci(y) = |Ci ∩KNN |,
where Ci ∩KNN denotes the set of neighbours belonging to class Ci among the
k nearest neighbours, and | · | denotes the cardinality.
3. Determine the class label of y by the majority, i.e. the maximum of ci(y):
C(y) = arg max
i
(ci(y)).
4. If C(y) indicates only one class has the most frequent label, then assign this label
to y; else compute the sum of distances between y and the neighbours belonging
to class Ci in C(y), assign the label which has the minimal sum distance to y:
if |C(y)| = 1 then
Output: C(y)
else
D(Ci) =
∑
xi∈Ci∩KNN,Ci∈C(y) dist(xi, y)
C(y) = arg min
i
(D(Ci))
Output: C(y)
end if
where D(Ci) is the sum of distances between y and the neighbours belonging to
class Ci among the k nearest neighbours, and class Ci is one of the classes which
have the same number of training samples among the k nearest neighbours.
To compute the distance between the test object y and the training sample x, we
use two distance measures which are the Euclidean and Chi-square distance.
The Euclidean distance between x and y is calculated by:
‖x− y‖ =
√√√√ n∑
i=1
(xi − yi)2, (6.1)
where ‖ · ‖ is the Euclidean norm, which is the length of the vector connecting the
two points x and y in the n-dimensional Euclidean space.
The Chi-square distance between x and y is calculated by:
χ2(x, y) =
1
2
n∑
i=1
(xi − yi)2/(xi + yi), (6.2)
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Testing data
Training data
1 2 3
1 2 3 K - 1
1 2 3 K - 1
1 2 3 K - 1
Total dataset (K folds)
K
K
K
K
1 2 3 K - 1 K
Round 1
Round 2
Round 3
Round K - 1
Round K
K - 1
Figure 6.4: The diagram of the K-fold cross-validation.
where x and y often represent two frequency histograms, xi and yi are the fre-
quencies at the ith histogram bin.
An example of the kNN classification using Algorithm 2 is shown in Figure 6.3.
If k = 4, the number of training samples belonging to each class is equal, and
therefore the Euclidean distances between the test object and the four nearest
neighbours are further considered to break the tie.
6.2.2 Cross-Validation Scheme
Cross-validation is a technique for estimating the performance and accuracy of a
predictive model in practice (Geisser, 1993). For one round of cross-validation, the
dataset is randomly partitioned into two complementary subsets. The predictive
model is built based on one subset (i.e. the training set), and the validity of this
model is tested using the other subset (i.e. the testing set). Multiple rounds of
cross-validation are performed to reduce variability induced by the partition, and
the validation results are averaged over the rounds.
6.2.2.1 K-Fold Cross-Validation
In K-fold cross-validation, the original dataset is randomly partitioned into K
subsets. A single subset of the K subsets is used as the testing data for validating
the model, and the remaining K − 1 subsets are used as the training data to
generate the model. The cross-validation process is repeated K rounds so that
each of the K subsets is used exactly once as the testing data. The K validation
results corresponding to the K folds are then averaged (or otherwise combined)
to produce a single estimation result. The diagram of the K-fold cross-validation
is shown in Figure 6.4.
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Table 6.1: A confusion matrix for the four-class classification.
Automatic
Class I II III IV Accuracy
T
ru
th
I n11 n12 n13 n14 n11/n1
II n21 n22 n23 n24 n22/n2
III n31 n32 n33 n34 n33/n3
IV n41 n42 n43 n44 n44/n4
6.2.2.2 Leave-One-Out Cross-Validation
In leave-one-out cross-validation, as its name suggests, a single sample of the
original dataset is used as the testing data for validating the model, and all the
remaining samples are used as the training data to generate the model. This
process is repeated so that each sample in the dataset is used exactly once as the
testing data. As described above, the leave-one-out cross-validation is the same as
the K-fold cross-validation with a K equal to the number of samples in the original
dataset. In this thesis, we mainly use a leave-one-woman-out cross-validation
methodology. When classifying one mammogram, the other mammogram from
the same woman is excluded from the training data to avoid bias (left and right
mammograms from a single woman tend to have similar tissue features).
6.2.3 Result Representation
As mentioned above, the consensus BIRADS density rating from the three expert
radiologists is used as the ground truth for the MIAS database, and the BIRADS
density rating information associated with the DDSM database is used as the
ground truth for the DDSM database. The validity of the proposed methods for
mammographic risk assessment is evaluated by comparing the automatic classifi-
cation with the ground truth. Classification results are represented in the form
of confusion matrices. Table 6.1 shows an example confusion matrix for the four-
class classification. Each row of the matrix represents the samples in an actual
class according to the ground truth, while each column of the matrix represents
the samples in a predicted class determined by the automatic classification. In
Table 6.1, nij (i, j = 1, 2, 3, 4) denotes the number of samples belonging to class i
and classified into class j. When i = j, nij corresponds to the number of correctly
classified samples, while when i 6= j, nij corresponds to the number of incorrectly
classified samples. ni =
∑4
j=1 nij (i = 1, 2, 3, 4) denotes the number of samples
in each actual class. Thus, the classification accuracy for each class is n11/n1,
n22/n2, n33/n3, and n44/n4, respectively. The overall classification accuracy for
the four-class classification is calculated by
∑4
i=1 nii/
∑4
i=1 ni.
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6.3 Evaluating the Proposed Methods
In the above sections, the detailed information on the data used for experiments
and the methodologies used for evaluation has been presented. In this section,
we evaluate the methods proposed previously in terms of the validity for mammo-
graphic risk assessment.
6.3.1 Evaluation of Breast Density Segmentation
Two breast density segmentation methods were proposed in Chapter 3, which
were based on a modified fuzzy c-means (MFCM) algorithm and a topographic
representation, respectively. Here, we investigate the capability of the two methods
in breast density classification, which is performed based on the features generated
from the segmentation results.
6.3.1.1 Evaluation of MFCM Based Segmentation
The evaluation of the MFCM based breast density segmentation method was based
on the full MIAS database. For each mammogram, the breast region was first
segmented using the approach proposed in Section 3.2. Following breast region
segmentation, the resulting breast region was filtered with the adaptive local win-
dow filter defined in Section 3.3.2, in order to eliminate the sensitivity to noise
and small intensity inhomogeneity effects. The same settings of the parameters
in the algorithm were used: 5× 5 local windows, λs = 1, and λg = 3. After that,
40 mammographic images were selected as a training set for analysing the general
distribution of breast tissue density in the database. The 40 training images were
selected in two ways: one (denoted by Train I) is choosing 10 images from each
BIRADS class; the other (denoted by Train II) is randomly sampling 40 images
from all the 321 images in the database regardless of the BIRADS class label.
A greylevel histogram was generated from all the training images, describing the
overall intensity distribution of the pixels in the training set. The MFCM based
clustering was performed based on this histogram to partition the pixels in the
training set into Nd clusters. As such, each greylevel had Nd membership values
with respect to the Nd clusters. The breast region can be segmented into Nd
sub-regions by assigning each pixel within the breast region into one of the Nd
clusters according to the maximum membership value of its greylevel. Thus, the
Nd sub-regions of the breast have different tissue densities since they correspond to
different greylevel sections of the full greylevel range. The process of the MFCM
based breast density segmentation and some representative segmentation results
(the number of sub-regions Nd = 4) are shown in Figure 6.5. The colour of the
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Training set Breast density segmentationMFCM clustering
Greylevel histogram
Membership function
1           50          100         150         200         250 
1           50          100         150         200         250 
Figure 6.5: The process of the MFCM based breast density segmentation.
sub-regions in the breast is consistent with the colour of the corresponding cluster
according to the maximum membership value. The density of the four sub-regions
increases in the order of blue, light blue, green, and red.
The relative areas of the resulting sub-regions with respect to the area of the whole
breast region were used as the density based features for breast density classifi-
cation. The kNN based classifier and the leave-one-woman-out cross-validation
methodology were used for the classification. The χ2 distance was used to measure
the dissimilarity between two feature vectors. The overall classification accuracy
(CA) was used as the evaluation metric. For each selection way (Train I/II), 10
training sets were created for investigating the variability in the classification ac-
curacy due to different training images. The classification performance was also
tested with respect to the number of the sub-regions (Nd).
A range of values for Nd from 2 to 10 were tested, and thus the corresponding
feature space dimensionality varied from 2 to 10. Table 6.2 shows the obtained
classification accuracies when using different values of Nd and different training
sets. Figure 6.6 shows the means and standard deviations of classification accuracy
over the ten training sets for Train I and Train II with respect to different values
of Nd. As can be seen from this figure, the classification accuracy for the two
groups of training sets has a considerable increase as the number of the sub-
regions increases from 2 to 5 and tends to be stable when Nd ≥ 5 with a very
slight decrease for Nd = 7. The best CAs for Train I and Train II were obtained
when Nd = 6, which were 66.95± 0.63% and 67.60± 1.25%, respectively. The two
groups of training sets provided similar results for the same value of Nd. Table 6.3
shows two confusion matrices for two training sets respectively from Train I and
Train II when Nd = 6.
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Table 6.2: Classification accuracies for different values of Nd and training sets.
Train I (10 for each class)
Nd Set 1 Set 2 Set 3 Set 4 Set 5 Set 6 Set 7 Set 8 Set 9 Set 10
2 28.35 24.30 28.35 26.79 26.79 27.73 27.73 28.97 28.04 28.04
3 53.58 49.84 60.12 51.09 56.07 56.39 51.40 52.02 50.47 52.02
4 63.24 60.75 61.99 60.75 61.68 62.93 63.55 61.68 61.37 61.99
5 66.98 66.04 66.98 64.80 67.91 67.29 65.73 67.60 66.98 66.98
6 66.98 68.22 66.36 66.67 66.67 66.04 67.60 67.29 66.98 66.67
7 64.17 64.17 65.73 64.49 64.80 63.55 65.42 65.42 64.49 63.86
8 66.36 65.11 66.04 66.36 68.22 66.98 66.67 66.36 66.36 66.36
9 65.73 66.67 66.04 67.60 68.54 65.42 67.91 65.73 66.04 65.73
10 66.04 66.04 64.80 66.04 66.36 66.04 66.98 66.67 65.42 66.04
Train II (random sampling)
Nd Set 1 Set 2 Set 3 Set 4 Set 5 Set 6 Set 7 Set 8 Set 9 Set 10
2 27.73 28.97 24.92 26.79 27.73 26.79 24.30 28.35 26.79 26.79
3 53.58 47.35 48.91 51.09 47.35 47.04 48.60 54.21 52.65 45.17
4 62.62 61.68 60.44 61.99 59.81 61.37 60.44 61.37 61.99 58.57
5 67.60 66.04 65.73 66.04 65.73 64.80 66.36 66.67 66.67 62.62
6 66.04 66.67 67.91 68.85 68.54 68.85 69.16 65.73 66.67 67.60
7 64.49 66.36 65.42 67.60 65.11 65.11 67.29 65.42 64.49 68.22
8 65.42 65.73 65.11 65.42 65.73 65.42 66.98 67.60 66.04 66.98
9 65.11 67.60 67.29 66.04 66.36 66.67 67.60 66.98 66.67 67.29
10 66.36 66.36 66.04 66.36 66.98 66.04 66.67 65.11 66.04 67.29
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Figure 6.6: The means and standard deviations of classification accuracy over the
ten training sets for Train I and Train II.
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Table 6.3: Two confusion matrices for two training sets (Nd = 6), with the overall
classification accuracy equal to 68.22% and 69.16%, respectively.
(a) Set 2 of Train I (CA = 68.22%)
Automatic
BIRADS I II III IV CA
T
ru
th
I 73 13 1 0 84%
II 11 71 20 1 69%
III 0 32 56 6 60%
IV 0 3 15 19 51%
(b) Set 7 of Train II (CA = 69.16%)
Automatic
BIRADS I II III IV CA
T
ru
th
I 72 13 2 0 83%
II 14 70 18 1 68%
III 0 23 62 9 66%
IV 0 3 16 18 49%
6.3.1.2 Evaluation of Topography Based Segmentation
The full MIAS database (containing 321 MLO mammograms) and the large sub-
set of the DDSM database (containing 831 MLO and CC mammograms) were
used for evaluating the topography based breast density segmentation method.
As described in Section 3.4, the breast region was first segmented from each mam-
mogram. Eighty-five intensity levels were then used to create a topographic map
of the breast region. Subsequently, dense tissue regions were segmented from the
breast by detecting prominent/independent shapes from the topographic map. Fi-
nally, a density map was generated based on the resulting dense tissue regions.
Two features were derived from the density map for breast density classification:
one is density area representing the total area of the segmented dense tissue re-
gions; the other is average density calculated by averaging the intensity values
in the density map, representing the average density of the segmented dense tis-
sue regions. Scatter plots of the two features for the two databases are shown in
Figure 6.7. The value of density area was normalised by dividing the area of the
breast region to avoid bias induced by the size of individual breasts and as such
the normalised density area represented the relative proportion of dense tissue in
the breast. On the other hand, the value of average density was normalised by
dividing the maximum intensity value of 255 within the full greylevel scale. The
purpose of using a uniform value to normalise average density instead of a var-
ied value according to mammograms was to preserve the original correlation of
intensity information between mammograms.
The kNN based classifier described earlier was employed for the classification of
mammograms. The Euclidean distance was used as the similarity measure. The
leave-one-woman-out methodology was used for cross-validation. For the MIAS
database, when classifying one MLO mammogram of one woman, the opposite-side
mammogram was excluded from the training samples. For the DDSM database,
we classified mammograms of the MLO view and the CC view separately. Thus,
the leave-one-woman-out methodology was regarded as the leave-one-image-out
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(a) 321 MLO mammograms in MIAS
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(c) 831 CC mammograms in DDSM
Figure 6.7: Scatter plots of the two features for mammograms in the two databases.
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Table 6.4: Classification accuracies for the MIAS and DDSM databases when
using each or both of the derived features, where feature 1 and feature 2 represent
density area and average density, respectively.
Feature MIAS DDSM (MLO) DDSM (CC)
feature 1 71.03% 74.37% 72.68%
feature 2 50.47% 44.89% 41.88%
feature 1/2 76.01% 75.21% 74.61%
cross-validation for mammograms of each view.
We tested the individual performance of the two features and the performance
of the combination of the two features for breast density classification. Table 6.4
shows the classification accuracies of the four-class BIRADS classification for the
MIAS and DDSM databases when using each or both of the two features. It is
shown that using the combination of the two features produced the best perfor-
mance compared with using any individual feature, and density area played a main
role in the classification. The poor performance of average density in particular
for the DDSM database could be resulted from the fact that there is a variability
in the intensity of breast tissue having the same density among different mam-
mograms and the DDSM database was generated using different digitisers which
possibly induced a larger variability.
The resulting confusion matrices when using both features for the BIRADS breast
density classification can be found in Table 6.5, where Table 6.5(a) shows the
confusion matrix for the full MIAS database with the overall classification accuracy
of 76.01%, Tables 6.5(b) and 6.5(c) show the confusion matrices for the DDSM
database with the overall classification accuracy equal to 75.21% and 74.61% for
the MLO view and the CC view, respectively. The overall classification accuracy
for the DDSM database of the individual view was slightly worse than that for
the MIAS database. This might be due to the fact that the DDSM database
used in the experiments contained more mammograms than the MIAS database
and the mammograms belonging to the same class showed higher variance than
the MIAS database. However, the obtained results for the DDSM database still
indicate the robustness of our method on a large dataset. When considering each
BIRADS class, the performance for a single BIRADS class was different between
the two databases. The best performance was achieved by BIRADS I for the MIAS
database while BIRADS II indicated the best results for the DDSM database.
This might be due to the different distribution of the four BIRADS classes in the
two databases, which resulted in a different distribution over the four classes in
the training samples when using the leave-one-out cross-validation methodology.
When focusing on the DDSM database, the MLO and CC views also indicated
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Table 6.5: Confusion matrices for the MIAS and DDSM databases using the two
features of density area and average density and leave-one-woman-out.
(a) MIAS (CA = 76.01%)
Automatic
BIRADS I II III IV CA
T
ru
th
I 72 13 2 0 83%
II 18 73 12 0 71%
III 0 19 70 5 74%
IV 0 0 8 29 78%
(b) MLO DDSM (CA = 75.21%)
Automatic
BIRADS I II III IV CA
T
ru
th
I 80 26 0 0 75%
II 33 266 35 2 79%
III 0 40 186 29 73%
IV 0 4 37 93 69%
(c) CC DDSM (CA = 74.61%)
Automatic
BIRADS I II III IV CA
T
ru
th
I 72 34 0 0 68%
II 29 280 27 0 83%
III 0 54 180 21 71%
IV 0 5 41 88 66%
(d) MLO/CC DDSM (CA = 81.23%)
Automatic
BIRADS I II III IV CA
T
ru
th
I 93 13 0 0 88%
II 27 286 23 0 85%
III 0 41 199 15 78%
IV 0 5 32 97 72%
diverse results over the four BIRADS classes. For BIRADS I, better performance
was obtained by using the MLO view; for BIRADS II, the CC view outperformed
the MLO view; while for BIRADS III and IV, the MLO view provided better
results than the CC view. Therefore, we investigated the capability of combining
the MLO and CC views of each woman for breast density classification. The
two features extracted from each individual view were concatenated into a single
feature vector for each woman. The combination of the two views provided a
good improvement as shown in Table 6.5(d). An overall classification accuracy of
81.23% was obtained and the classification accuracies for the four BIRADS classes
were all improved, which indicated a better performance than using the individual
views. This confirmed the fact that the MLO view mammogram and the CC
view mammogram of the same woman can provide complementary information
for mammographic risk assessment.
The feature of average density was calculated by averaging the pixel values in
the density map. As described in Section 3.4.3, the pixels belonging to the same
shape in the density map have a single intensity value which is the average inten-
sity of the shape. Thus, the greylevel resolution of the density map is reduced such
that each dense tissue region is represented as a uniform region. We also investi-
gated the performance of using the original pixel values derived from the original
mammographic images to calculate average density. Slightly worse results were
produced by using the same density area and the recalculated average density.
The resulting classification accuracies were 72.90%, 73.41%, 72.56%, and 80.51%
for MIAS, DDSM (MLO), DDSM (CC), and DDSM (MLO/CC), respectively.
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Table 6.6: The average confusion matrices for the DDSM database using the two
features of density area and average density and 10-fold cross-validation.
(a) MLO DDSM (CA = 75.09± 0.62%)
Automatic
BIRADS I II III IV CA
T
ru
th
I 78.9±1.4 27.1±1.4 0.0±0.0 0.0±0.0 74.4±1.3%
II 32.3±1.6 266.4±2.8 35.8±2.3 1.5±0.7 79.3±0.8%
III 0.0±0.0 40.1±1.4 185.8±1.5 29.1±1.6 72.9±0.6%
IV 0.0±0.0 4.3±0.5 36.8±2.6 92.9±2.4 69.3±1.8%
(b) CC DDSM (CA = 74.34± 0.72%)
Automatic
BIRADS I II III IV CA
T
ru
th
I 72.8±1.9 33.2±1.9 0.0±0.0 0.0±0.0 68.7±1.8%
II 30.8±2.4 275.7±3.5 29.5±2.0 0.0±0.0 82.1±1.1%
III 0.0±0.0 54.1±0.9 179.8±1.7 21.1±1.6 70.5±0.7%
IV 0.0±0.0 5.8±0.6 38.7±1.8 89.5±1.7 66.8±1.3%
(c) MLO/CC DDSM (CA = 80.88± 0.44%)
Automatic
BIRADS I II III IV CA
T
ru
th
I 91.5±1.4 14.5±1.4 0.0±0.0 0.0±0.0 86.3±1.3%
II 27.0±1.5 285.1±2.4 23.9±1.8 0.0±0.0 84.9±0.7%
III 0.0±0.0 40.5±1.6 199.2±2.9 15.3±1.9 78.1±1.1%
IV 0.0±0.0 5.1±0.3 32.6±1.2 96.3±1.3 71.9±0.9%
In addition, for the DDSM database, we investigated the classification performance
of density area and average density using the stratified 10-fold cross-validation (10-
FCV) methodology. To avoid bias induced by the random partition, ten rounds of
10-FCV were performed. The average classification accuracies were 75.09±0.62%,
74.34 ± 0.72%, and 80.88 ± 0.44% for the MLO view, the CC view, and the
combination of the MLO and CC views, respectively. Note that the standard
deviations above were computed over the ten rounds and the standard deviations
over the 100 classifier models (10 folds × 10 rounds) were 3.98%, 4.72% and 4.12%.
When comparing with the classification accuracies achieved by leave-one-woman-
out, equivalent results were indicated by 10-FCV. The average confusion matrices
over the ten rounds of 10-FCV are shown in Table 6.6.
6.3.2 Evaluation of Breast Tissue Appearance Modelling
A scheme for mammographic tissue appearance modelling based on local features
was proposed in Chapter 4, where five strategies were investigated by employing
different types of local features. Mammographic tissue was modelled based on
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Table 6.7: Classification accuracy for the five strategies/different parameters.
Approach Overall classification accuracy for different parameters
LBP 59.19 (3× 3 neighbours) 60.12 (5× 5 neighbours) 47.04 (7× 7 neighbours)
LGA 67.91 (3× 3, Ng = 8) 70.72 (3× 3, Ng = 16) 72.27 (5× 5, Ng = 16)
BIF 70.40 (σbase = 1, ε = 0) 66.04 (σbase = 1.2, ε = 0) 67.91 (σbase = 1, ε = 200)
Texton I 66.98 (40 textons) 68.54 (80 textons) 69.78 (160 textons)
Texton II 66.98 (40 textons) 69.78 (80 textons) 74.77 (160 textons)
statistical analysis of local tissue appearance. As such, mammographic images
can be represented as occurrence histograms over a generic dictionary containing
a summary of local features. In this section, we apply the resulting histogram
models to breast density classification. The performance is evaluated using the
full MIAS database based on the BIRADS density classification.
The occurrence histograms were normalised using L1 normalisation. The leave-
one-woman-out evaluation methodology was used for the classification. When
classifying the left MLO mammogram, the right MLO mammogram from the
same woman was excluded from the training samples. The kNN based classifier
described above was used for the classification which was initially based on a
simple majority vote, unless a tie occurred when making the decision, in which
case a distance weighted approach was involved. The dissimilarity between two
histogram models was measured using the χ2 distribution comparison.
As described in Sections 4.2 and 4.3, there are a number of parameters in the five
modelling strategies which may have important effects on the resulting models.
This has been indicated by the resulting label maps by using different parameters
(see examples in Section 4.3). Here, we tested the performance of each individ-
ual strategy with respect to different parameters. Table 6.7 shows the overall
classification accuracies for the five modelling strategies with respect to different
parameters. LBP obtained the best classification accuracy of 60.12% when using
5×5 neighbours. For LGA, the best classification accuracy was 72.27% with 5×5
neighbours and a greylevel resolution of 16. The best classification accuracy for
BIF was 70.40% when setting σbase = 1 and ε = 0. Different values of ε produced
similar classification results. For Texton I and Texton II, the best classification ac-
curacy was obtained when generating 160 textons, which was 69.78% and 74.77%,
respectively. As indicated above, the best classification performance was achieved
by Texon II, which was followed by LGA, providing the second-best result. BIF
and Texton I, which are both filter bank based approaches, produced similar re-
sults. LBP performed worst among these five approaches especially when using a
large size of local windows.
The different performance of the five strategies can be explained by their indi-
vidual properties. LBP transforms local tissue appearance into an LBP number,
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Table 6.8: Confusion matrices for breast density classification when using the
individual strategies for breast tissue appearance modelling ((a) - (e)) and using
the combination of the five strategies ((f)).
(a) LBP (CA = 60.12%)
Automatic
BIRADS I II III IV CA
T
ru
th
I 67 19 1 0 77%
II 26 39 38 0 38%
III 1 23 65 5 69%
IV 0 0 15 22 59%
(b) LGA (CA = 72.27%)
Automatic
BIRADS I II III IV CA
T
ru
th
I 78 8 1 0 90%
II 22 73 8 0 71%
III 0 30 62 2 66%
IV 1 0 17 19 51%
(c) BIF (CA = 70.40%)
Automatic
BIRADS I II III IV CA
T
ru
th
I 76 9 2 0 87%
II 29 57 17 0 55%
III 2 23 66 3 70%
IV 0 1 9 27 73%
(d) Texton I (CA = 69.78%)
Automatic
BIRADS I II III IV CA
T
ru
th
I 78 8 1 0 90%
II 18 68 17 0 66%
III 0 29 63 2 67%
IV 0 4 18 15 41%
(e) Texton II (CA = 74.77%)
Automatic
BIRADS I II III IV CA
T
ru
th
I 76 10 1 0 87%
II 9 81 13 0 79%
III 0 24 66 4 70%
IV 1 0 19 17 46%
(f) Combination (CA = 77.88%)
Automatic
BIRADS I II III IV CA
T
ru
th
I 82 5 0 0 94%
II 18 75 10 0 73%
III 0 21 71 2 76%
IV 0 0 15 22 59%
excluding greylevel information from the process of breast tissue modelling. How-
ever, greylevel information plays an important role in describing breast tissue
density in mammographic images. Therefore, this resulted in its worst behavior
among the five approaches. In contrast, LGA and Texton II focus on greylevel
appearance within local neighbourhoods. As shown in Figures 4.8, 4.10 and 4.18,
the resulting label maps indicate density based segmentation. This might explain
their superior performance for breast density classification. On the other hand,
BIF and Texton I are based on filter banks and include greylevel information into
the modelling process. However, they are sensitive to small tissue structures, such
as small edges, bars, and blobs, which are relatively less significant for evaluating
the overall breast density, thus they indicated the intermediate results.
The confusion matrices corresponding to the best classification accuracies for the
five strategies (marked in bold in Table 6.7) are shown in Table 6.8. For BIRADS
I, the best classification accuracy was 90% obtained by LGA and Texton I. For
BIRADS II, Texton II provided the best classification accuracy of 79%. For BI-
RADS III, BIF and Texton II indicated the best classification accuracy of 70%.
Finally, for BIRADS IV, BIF achieved the best classification accuracy of 73%.
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In addition, we investigated the correlation between every two groups of classifi-
cation results obtained by two of the five strategies. The comparison results are
also shown in the form of confusion matrices, where the number in the ith row and
jth column represents the number of mammograms classified into class i and class
j by the two approaches, respectively. Table 6.9 shows the ten resulting confusion
matrices after comparing every two of the five strategies. A strong correlation
was indicated between LGA and Texton II with an overall agreement of 88%, as
they both mainly focused on local intensity information. This was confirmed by
their resulting label maps which indicated similar segmentation results. In addi-
tion, LGA and Texton I, and Texton I and Texton II showed a relatively strong
correlation with an overall agreement of 75% and 73%, respectively. On the other
hand, the correlations between all the other pairs of strategies were relatively low
and the overall agreement varied from 58% to 68%. This showed the diversity of
the classification results among the five strategies. Thus, we further investigated
the performance of combining the outputs of the five individual classifiers.
The binary classification results of the kNN classifiers were transformed into
continuous-valued outputs, which can be interpreted as posterior probabilities.
For a test object y, the probability of it belonging to class Ci is proportional to
the number of neighbours belonging to class Ci among the k nearest neighbours,
and the probability value has an inverse relationship with the distances between y
and these neighbours, which is computed by P (Ci | y) =
∑
xi∈Ci∩KNN
1
1+dist(xi,y)
,
where Ci ∩KNN denotes the neighbours belonging to class Ci among the k near-
est neighbours. If Ci ∩ KNN = φ, P (Ci | y) = 0. The values of P (Ci | y)
(i = 1, 2, 3, 4) are normalised to make the sum of the outputs over all the four
BIRADS classes equal to 1.
A weighted average combination rule was used to compute the total probability
for each class. For a test mammogram, the total probability corresponding to
class Ci (denoted by Psum(Ci)) is obtained by Psum(Ci) =
∑5
t=1wtP (Ci | yt),
where P (Ci | yt) is the output of the tth classifier, and wt is the corresponding
weight value. We set w1 = 0.6, w2 = 0.4, w3 = 0.7, w4 = 0.1, and w5 = 0.9
experimentally, but small variations provided similar results. The obtained overall
classification accuracy was 77.88% for the four BIRADS density categories, which
indicated better performance compared with those obtained by the individual
classifiers. The confusion matrix is shown in Table 6.8(f). Note that none of
mammograms were mis-classified by more than one BIRADS class. For two-class
(low/high) density classification, the classification accuracy increased to 90.34%.
158
Table 6.9: Confusion matrices for the comparison of the five groups of classification
results of the five different strategies. AG denotes the overall agreement between
every two strategies.
(a) LGA vs LBP (AG = 61%)
LGA
BIRADS I II III IV AG
L
B
P
I 77 15 2 0 82%
II 20 47 14 0 58%
III 3 49 59 8 50%
IV 1 0 13 13 48%
(b) BIF vs LBP (AG = 59%)
BIF
BIRADS I II III IV AG
L
B
P
I 76 16 2 0 81%
II 26 35 20 0 43%
III 5 39 62 13 52%
IV 0 0 10 17 63%
(c) Texton I vs LBP (AG = 62%)
Texton I
BIRADS I II III IV AG
L
B
P
I 71 22 1 0 76%
II 22 45 13 1 56%
III 3 41 71 4 60%
IV 0 1 14 12 44%
(d) Texton II vs LBP (AG = 58%)
Texton II
BIRADS I II III IV AG
L
B
P
I 68 23 3 0 72%
II 16 46 19 0 57%
III 1 46 62 10 52%
IV 1 0 15 11 40%
(e) BIF vs LGA (AG = 68%)
BIF
BIRADS I II III IV AG
L
G
A
I 84 14 2 1 83%
II 21 60 30 0 54%
III 2 16 57 13 65%
IV 0 0 5 16 76%
(f) Texton I vs LGA (AG = 75%)
Texton I
BIRADS I II III IV AG
L
G
A
I 86 11 3 1 85%
II 9 78 24 0 70%
III 1 18 65 4 74%
IV 0 2 7 12 57%
(g) Texton II vs LGA (AG = 88%)
Texton II
BIRADS I II III IV AG
L
G
A
I 85 16 0 0 84%
II 1 96 14 0 86%
III 0 3 83 2 94%
IV 0 0 2 19 90%
(h) Texton I vs BIF (AG = 65%)
Texton I
BIRADS I II III IV AG
B
IF
I 80 22 5 0 75%
II 14 55 20 1 61%
III 2 28 61 3 65%
IV 0 4 13 13 43%
(i) Texton II vs BIF (AG = 65%)
Texton II
BIRADS I II III IV AG
B
IF
I 74 30 3 0 69%
II 9 60 21 0 67%
III 2 25 60 7 64%
IV 1 0 15 14 47%
(j) Texton II vs Texton I (AG = 73%)
Texton II
BIRADS I II III IV AG
T
ex
to
n
I I 79 16 1 0 82%
II 5 75 27 2 69%
III 1 24 67 7 68%
IV 1 0 4 12 71%
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6.3.3 A Combined Modelling of Breast Tissue
In the previous two sections, we have evaluated the validity of the two breast
density segmentation methods and the five breast tissue appearance modelling
strategies for breast density classification. In these approaches, breast density
segmentation focused on breast tissue density while breast tissue appearance mod-
elling focused on breast tissue patterns. Here, we propose to model breast tissue
covering both density and tissue patterns. For breast tissue density modelling,
we use the MFCM based approach where the overall distribution of breast tissue
density is analysed based on a greylevel histogram and the breast region can be
segmented into a number of density sub-regions according to the resulting mem-
bership functions. For breast tissue pattern modelling, we use the texton based
approach (Texton II) where tissue patterns are modelled using a set of textons
generated from local image patches and the global appearance of breast tissue can
be represented as an occurrence histogram over the textons.
To generate a combined model of breast tissue incorporating both breast tissue
density and patterns, we concatenate the relative proportions of the density sub-
regions and the texton histogram of the breast into a single feature vector, and
therefore the dimensionality of the feature space is determined by how many sub-
regions the breast is segmented and how many textons are used to model breast
tissue appearance. Thus, breast tissue is represented with the joint distribution
of breast tissue density and local breast tissue appearance.
The full MIAS database was used to test the capability of the combined models of
breast tissue for mammographic risk assessment. We segmented the breast region
into 8 sub-regions and used 160 3× 3 textons to identify local tissue appearance.
Thus, the resulting breast tissue model consisted of 168 features. We employed the
kNN based classifier for the classification and the χ2 distance was used to measure
the dissimilarity between the breast tissue models. All features in the models were
normalised to the range of [0, 1]. A stratified two-fold cross-validation methodology
was used for evaluation. The two folds were stratified so that they contained
approximately the same proportions of the four BIRADS classes as the original
database. As a result, Fold I contained 161 mammograms and Fold II contained
160 mammograms due to the odd number of mammograms contained in the MIAS
database. Five rounds of two-fold cross-validation were performed to avoid bias
induced by the partition of the database. Table 6.10 shows the classification
accuracies of the four-class BIRADS classification for density based features, tissue
pattern based features, and the combined features based on both density and tissue
patterns. As can be seen from the table, using the combined features covering both
density and tissue patterns provided better performance than using the features
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Table 6.10: Classification accuracies for density based features, tissue pattern
based features, and the combined features based on both density and tissue pat-
terns.
Feature Round 1 Round 2 Round 3 Round 4 Round 5
density 63.24% 65.72% 65.43% 67.29% 65.74%
pattern 68.85% 68.85% 70.41% 68.85% 68.24%
density/pattern 69.16% 69.77% 70.72% 70.41% 69.79%
based solely on one aspect. The obtained classification accuracy was 69.97 ±
0.61%. The tissue pattern based features derived from breast tissue appearance
modelling produced better results than the density based features derived from
breast density segmentation. Their resulting classification accuracies were 69.04±
0.81% and 65.48 ± 1.45%, respectively (the standard deviation was calculated
over the five rounds). This indicated slightly worse performance than that of the
MFCM based segmentation when Nb = 8 and the Texton II approach when using
160 textons presented in the previous two sections. This might be explained by the
fact that the two-fold cross-validation methodology was used here for evaluation
where the classifier model was built based on a smaller training set than that of
the leave-one-woman-out cross-validation methodology. The resulting confusion
matrices of the density/pattern features are shown in Table 6.11 (left column).
BIRADS I and II showed better performance than BIRADS III and IV. The best
performance was achieved for BIRADS I, implying the resulting breast tissue
models are the most discriminative to disdinguish mammograms in BIRADS I.
By contrast, BIRADS IV showed the worst performance, having a big confusion
in discriminating between BIRADS III and IV.
In the above classification process, the kNN classifier weighted all the features
equally, without taking into account their discriminating capability. To select a
set of discriminative features from the density/pattern based features and reduce
the dimensionality of the constructed breast tissue models, we applied the se-
quential forward selection (SFS) algorithm (Kittler, 1986), which is a well-known
feature selection technique. The SFS algorithm starts from an empty feature set
and sequentially adds the feature which maximises the objective function when
combined with the feature set already selected in the previous iterations, which
has a tendency to get trapped at local minima and therefore seldom succeeds in
reaching the global optimum. Here, we selected 40 features which were the 40
top-ranking features sequentially selected by SFS. In the feature selection process,
SFS was performed solely based on the training set excluding the test object to
avoid bias. As a result, ten feature sets were selected (two-fold cross-validation,
five rounds). Figure 6.8 shows the number of times each feature was selected over
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Table 6.11: Confusion matrices of the density/pattern features for the five rounds
of the two-fold cross-validation. Left column: using the full feature space; right
column: using the reduced feature space.
(a) Round 1 (CA = 69.16%)
Automatic
BIRADS I II III IV CA
T
ru
th
I 73 13 1 0 84%
II 13 70 20 0 68%
III 0 32 61 1 65%
IV 1 0 18 18 49%
(b) Round 1 (CA = 71.96%)
Automatic
BIRADS I II III IV CA
T
ru
th
I 73 13 1 0 84%
II 9 77 17 0 75%
III 1 25 62 6 66%
IV 1 1 16 19 51%
(c) Round 2 (CA = 69.77%)
Automatic
BIRADS I II III IV CA
T
ru
th
I 70 15 2 0 80%
II 10 77 16 0 75%
III 0 28 61 5 65%
IV 0 2 19 16 43%
(d) Round 2 (CA = 70.40%)
Automatic
BIRADS I II III IV CA
T
ru
th
I 72 15 0 0 83%
II 11 72 19 1 70%
III 0 22 67 5 71%
IV 1 1 20 15 41%
(e) Round 3 (CA = 70.72%)
Automatic
BIRADS I II III IV CA
T
ru
th
I 67 19 1 0 77%
II 12 81 10 0 79%
III 0 26 64 4 68%
IV 1 2 19 15 41%
(f) Round 3 (CA = 70.09%)
Automatic
BIRADS I II III IV CA
T
ru
th
I 67 19 1 0 77%
II 11 77 15 0 75%
III 0 23 65 6 69%
IV 1 1 19 16 43%
(g) Round 4 (CA = 70.41%)
Automatic
BIRADS I II III IV CA
T
ru
th
I 75 12 0 0 86%
II 10 75 18 0 73%
III 1 29 58 6 62%
IV 0 2 17 18 49%
(h) Round 4 (CA = 71.33%)
Automatic
BIRADS I II III IV CA
T
ru
th
I 72 15 0 0 83%
II 9 81 12 1 79%
III 0 31 58 5 62%
IV 0 3 16 18 49%
(i) Round 5 (CA = 69.79%)
Automatic
BIRADS I II III IV CA
T
ru
th
I 72 14 1 0 83%
II 8 75 20 0 73%
III 0 31 58 5 62%
IV 1 2 15 19 51%
(j) Round 5 (CA = 71.96%)
Automatic
BIRADS I II III IV CA
T
ru
th
I 74 12 1 0 85%
II 9 76 18 0 74%
III 0 26 61 7 65%
IV 0 2 15 20 54%
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Figure 6.8: The overview of the selected features in the ten feature sets. The
horizontal axis indicates the sequence number of features ranging from 1 to 168,
and the vertical axis indicates the number of times each feature was selected over
the five rounds.
the five rounds. It is shown that 20 features among the 168 features were com-
monly selected (the number of times which were selected was more than 5) in the
ten feature sets: 4 from the density related features (50% of 8) and 16 from the
pattern related features (10% of 160).
Subsequently, we performed two-fold cross-validation based on the reduced fea-
ture space. The classification results can be found in Table 6.12, including the
classification accuracy for each fold and the overall classification accuracy for each
round. The average overall classification accuracy was 71.15% and the standard
deviation was 0.87% over the five rounds and 2.27% over the ten classifer models.
This indicated a slightly improved performance than using the full feature space.
It should be noted that the number of components in the combined model of breast
tissue was reduced to less than one fourth of its former length. The corresponding
confusion matrices are shown in Table 6.11 (right column). For each BIRADS
class, there was no significant improvement in the classification accuracy over the
five confusion matrices. The total percentages improved over the five rounds were
2%, 5%, 11%, and 5% for the four BIRADS classes, respectively.
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Table 6.12: Classification results when using the selected feature sets, including
the classification accuracy for each fold in the two-fold cross-validation and the
overall classification accuracy for each round.
Test Data Round 1 Round 2 Round 3 Round 4 Round 5
Fold I 71.43% 72.67% 68.94% 74.53% 70.19%
Fold II 72.50% 68.13% 71.25% 68.13% 73.75%
Overall 71.96% 70.40% 70.09% 71.34% 71.96%
6.3.4 Evaluation of Blob Based Representation
In Section 5.3, we presented a blob based representation of mammographic paren-
chymal patterns, which focused on the approximately blob-like tissue patterns.
Multiscale blobs were detected by searching for the local extrema in the Lapla-
cian scale-space representation of mammographic images over a range of scales.
Qualitative relations among the resulting blobs were incorporated to merge the
closely located blobs and as such a concise outline of dense tissue was retained.
As described in Section 5.3.3, the distribution of the blobs over multiple scales can
provide a quantitative description of breast density. A measure of breast density
(BLOB) was defined on the basis of the multiscale blob representation which can
be used for mammographic risk assessment.
The full MIAS database and the large subset of the DDSM database (we only
used the MLO view here) were used for evaluating the validity of the proposed
blob based representation for breast density classification and its potential for
mammographic risk assessment. The parameters were set to the same values as in
Section 5.3. Blobs were detected at 10 scales where the first scale was 8 pixels and
the scale factor was
√
2. We investigated the performance of the 10-dimensional
blob representation and the 1-dimensional breast density measure, respectively.
For the 10-dimensional blob representation, the distribution of blobs over 10 scales
was used as the feature vector in which each elementNi, representing the number of
blobs at scale i, was normalised by the factor Ablobi/Abreast where Ablobi represents
the area of blobs at scale i and Abreast represents the area of the breast. For the 1-
dimensional breast density measure (BLOB), the normalised value (BLOBnorm)
was used. The kNN based classifier was employed where the dissimilarity between
the test object and the training sample was measured using the χ2 distance. The
leave-one-woman-out and leave-one-image-out cross-validation methodologies were
used for the MIAS and DDSM databases, respectively.
As described in Section 5.3.2, there is an important parameter α in the step of
blob merging, which controls the overlapping extent among the blobs after merg-
ing. Figure 6.9 shows the overall classification accuracy of the BIRADS density
classification with respect to different values of α varying from 0.50 to 0.99. It
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Figure 6.9: The overall classification accuracy with respect to the parameter α in
the step of blob merging: (a) the MIAS database; (b) the DDSM database. The
blue and red curves indicate the results obtained using the 10-dimensional multi-
scale blob distribution and the 1-dimensional breast density measure, respectively.
is shown that the breast density measure (BLOBnorm) obtained superior perfor-
mance to that obtained using the multiscale blob distribution. This might be
explained by the fact that the mammograms belonging to the same BIRADS class
could have the large morphological variability in the blob-like dense tissue regions,
which results in the variance of blob distributions. Specifically, two breasts hav-
ing a similar percent density might have significantly different blob distributions
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Table 6.13: Confusion matrices for the MIAS database: (a) using the multiscale
blob distribution; (b) using the defined breast density measure.
(a) Blob distribution (CA = 74.14%)
Automatic
BIRADS I II III IV CA
T
ru
th
I 77 10 0 0 89%
II 19 79 5 0 77%
III 1 18 68 7 72%
IV 0 3 20 14 38%
(b) BLOBnorm (CA = 79.44%)
Automatic
BIRADS I II III IV CA
T
ru
th
I 72 15 0 0 83%
II 5 88 10 0 85%
III 0 12 74 8 79%
IV 0 0 16 21 57%
(multiple blob-like dense regions detected over a series of small scales may indi-
cate an equivalent percent density with only one blob-like dense region detected
at a large scale). Transforming the multidimensional distribution of blobs into
a single measure of breast density can reduce this kind of variability. For the
MIAS database, the maximum classification accuracy was 74.14% when α = 0.9
by using the multiscale blob distribution, and BLOBnorm obtained the maximum
classification accuracy of 79.44% when α = 0.85. For the DDSM database, the
maximum classification accuracy was 75.33% (α = 0.87) and 76.90% (α = 0.96)
for the multiscale blob distribution and BLOBnorm, respectively. It seems that
using a large value for α in the range of [0.85, 1] tends to obtain better results,
which is reasonable in the sense that only very closely located blobs are removed
that more possibly derive from a single blob-like structure in the breast. The best
classification accuracy for the DDSM database was slightly lower than that for the
MIAS database. Similarly, this might be due to the fact that the DDSM database
used here contained a larger number of mammograms than the MIAS database,
which might introduce higher variance of breast tissue patterns.
Tables 6.13 and 6.14 show the resulting confusion matrices of the multiscale blob
distribution and the defined breast density measure for the MIAS database and the
DDSM database, respectively. When focusing on each BIRADS class classifica-
tion, the best performance was obtained by BIRADS I and II; BIRADS III showed
slightly worse performance when compared to BIRADS I and II; while BIRADS
IV consistently indicated the worst performance with a large number of mammo-
grams being misclassified into BIRADS III. This might be partially explained by
the unbalanced distribution of these two neighbouring classes in the training set.
Another reason might be that the extremely dense breasts in BIRADS IV have
a more homogeneous tissue appearance all over the breast region, which possibly
increases the incidence of false negatives due to the less-structured dense tissue.
Furthermore, evaluation based on the stratified 10-fold cross-validation (10-FCV)
was performed for the DDSM database. Similarly, ten rounds of 10-FCV were run
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Table 6.14: When using the leave-one-woman-out cross-validation methodology
for evaluation, the resulting confusion matrices for the DDSM database: (a) using
the multiscale blob distribution; (b) using the defined breast density measure.
(a) Blob distribution (CA = 75.33%)
Automatic
BIRADS I II III IV CA
T
ru
th
I 88 18 0 0 83%
II 34 276 25 1 82%
III 1 46 192 16 75%
IV 0 6 58 70 52%
(b) BLOBnorm (CA = 76.90%)
Automatic
BIRADS I II III IV CA
T
ru
th
I 83 23 0 0 78%
II 19 290 27 0 86%
III 0 53 180 22 71%
IV 0 5 43 86 64%
Table 6.15: When using the stratified 10-fold cross-validation methodology for
evaluation, the average confusion matrices for the DDSM database: (a) using the
multiscale blob distribution; (b) using the defined breast density measure.
(a) Blob distribution (CA = 75.09± 0.58%)
Automatic
BIRADS I II III IV CA
T
ru
th
I 88.4±1.7 17.6±1.7 0.0±0.0 0.0±0.0 83.4±1.6%
II 32.6±2.6 277.0±2.5 25.8±1.2 0.6±0.5 82.4±0.7%
III 1.0±0.0 48.5±1.4 187.3±2.6 18.2±2.0 73.5±1.0%
IV 0.0±0.0 5.9±0.6 56.8±2.7 71.3±2.8 53.2±2.1%
(b) BLOBnorm (CA = 76.15± 0.23%)
Automatic
BIRADS I II III IV CA
T
ru
th
I 83.4±1.3 22.6±1.3 0.0±0.0 0.0±0.0 78.7±1.2%
II 21.3±2.2 285.0±2.4 29.7±1.5 0.0±0.0 84.8±0.7%
III 0.0±0.0 53.5±2.0 177.7±4.0 23.8±2.9 69.7±1.6%
IV 0.0±0.0 5.2±0.6 42.1±3.5 86.7±3.3 64.7±2.5%
to avoid bias due to the random partition. Using the 10-dimensional multiscale
blob distribution and the breast density measure of BLOBnorm for classification,
the resulting average classification accuracies over the ten rounds of 10-FCV were
75.09± 0.58% (α = 0.87) and 76.05± 0.23 (α = 0.96), respectively. The standard
deviations over the 100 classifier models were 4.55% and 4.75%. Table 6.15 shows
the average confusion matrices over the ten rounds of 10-FCV. Very similar results
were obtained compared to those of using leave-one-woman-out.
In addition, we investigated the linear correlation of the defined breast density
measure between the left and right MLO mammograms from the same woman in
the MIAS database. Figure 6.10 shows the scatter plots of BLOBnorm of 160 pairs
of mammograms (mdb295ll and mdb296rl were excluded) in the MIAS database.
A strong positive correlation between both sides (Pearson r = 0.85, Spearman
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Figure 6.10: Scatter plots of BLOBnorm of 160 pairs of bilateral mammograms in
the MIAS database.
rho = 0.87) was indicated, which was similar with that obtained using the breast
density measure defined based on the topographic approach (Pearson r = 0.85,
Spearman rho = 0.85).
6.4 Summary
In this chapter, we evaluated all the methods proposed in the previous chapters
for the purpose of mammographic risk assessment. At the beginning of the chap-
ter, the data used in the experiments was introduced, which was taken from two
benchmark databases in the studies of mammographic images. Subsequently, the
evaluation methodologies used in this chapter were presented, including the clas-
sification algorithm based on the kNN classifier, the cross-validation schemes, and
how to represent and analyse the classification results in the form of confusion
matrices. On the basis of this, the proposed methods were evaluated in sequence.
Firstly, the two breast density segmentation methods presented in Chapter 3 were
evaluated. The MFCM based method was evaluated using the MIAS database.
The best classification accuracies were 66.95 ± 0.63% and 67.60 ± 1.25% for the
two groups of training sets (Train I and Train II), respectively. The topographic
representation based method was evaluated using both the MIAS and DDSM
databases. When using the leave-one-woman-out cross-validation methodology for
evaluation, the resulting classification accuracy was 76.01%, 75.21%, and 74.61%
for the MIAS database, the MLO view dataset of the DDSM database, and the
CC view dataset of the DDSM database, respectively. This increased to 81.23%
for the DDSM data when combining the MLO and CC views. For the DDSM
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database, the stratified 10-fold cross-validation methodolgy was also employed for
evaluation in addition to leave-one-woman out and equivalent classification results
were indicated. The average classification accuracies over the ten 10-FCV rounds
were 75.09± 0.62%, 74.34± 0.72%, and 80.88± 0.44% for the MLO view, the CC
view, and the combination of the two views, respectively.
After that, the five strategies for breast tissue appearance modelling based on
local features were evaluated using the MIAS database. The performance of the
individual strategies was tested with respect to different settings of the parameters
in these approaches and the correlation between every two approaches was inves-
tigated. The classification accuracies of the five strategies were 60.12%, 72.27%,
70.40%, 69.78%, and 74.77%, respectively. When combining the five classifier
models built by the five modelling approaches, an classification accuracy of 77.88%
was achieved. In addition, a combined model of breast tissue was generated by
incorporating both density and tissue patterns. The dimensionality reduction of
the resulting breast tissue model was also investigated using the SFS algorithm.
The classification accuracies were 69.97 ± 0.61% and 71.15 ± 0.87% for the full
dimensinality of the feature space and the reduced feature space, respectively.
Finally, the evaluation of the multiscale blob based representation of parenchymal
patterns was presented. The MIAS database and the MLO view dataset of the
DDSM database were used for evaluation. When using the leave-one-woman-
out cross-validation methodology, the best classification accuracies were 79.44%
and 76.90% obtained by the defined breast density measure BLOBnorm for the
MIAS and DDSM data, respectively. In addition, ten rounds stratified 10-fold
cross-validation were performed for the DDSM data, the average classification
accuracy over the ten rounds was 76.15±0.23%. A full comparison of our proposed
methods with closely related publications and further discussions will be provided
in Chapter 8.
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Chapter 7
Topology Based Classification of
Microcalcification Clusters
In the previous chapters, we have presented different approaches to analysing
mammographic images for mammographic risk assessment, which focused on mod-
elling breast tissue density/patterns in mammograms. In this chapter, we propose
a novel method for the classification of microcalcification clusters in mammograms.
The topology/connectivity of individual microcalcifications in a cluster is analysed
using multiscale morphology. This is distinct from existing approaches which tend
to concentrate on the morphology of individual microcalcifications and/or global
(statistical) cluster features. A microcalcification graph is constructed to repre-
sent the topological structure of a cluster and its two properties associated with
the connectivity form the basis for classification. This chapter is constructed as
follows. Section 7.1 provides a general introduction to the difficulty in classifying
microcalcification clusters as malignant or benign. Section 7.2 presents a brief
review of the various methods for the characterisation and classification of micro-
calcifications in the literature. Two fundamental morphological operators, erosion
and dilation, are described in Section 7.3, providing a basis introduction to math-
ematical morphology. Details of the data used in our experiments are described
in Section 7.4. Section 7.5 presents the proposed method for the classification of
microcalcification clusters. In Section 7.6, the validity of the proposed method is
evaluated using two well-known digitised datasets and a full-field digital dataset.
Four k-Nearest Neighbours based classifiers are employed and the achieved classifi-
cation results including classification accuracy and receiver operating characteris-
tic (ROC) analysis are presented. Finally, discussion and conclusions are provided
in Section 7.7. A full comparison with related work reviewed in Section 7.2 is pre-
sented. In addition, highlights, limitations and future directions of the proposed
method are discussed.
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7.1 Introduction
As described in Section 1.4, it is difficult and time consuming for radiologists to in-
terpret mammograms and distinguish malignant from benign microcalcifications.
Figure 7.1 shows two examples of malignant and benign microcalcification clus-
ters. The difficulty in the interpretation of microcalcifications results in a high rate
of unnecessary biopsy examinations (Cheng et al., 2003; Soltanian-Zadeh et al.,
2004). In order to improve the performance of radiologists, computer-aided di-
agnosis (CAD) systems have been applied to reduce the false positive rate while
maintaining sensitivity (Cheng et al., 2003; Papadopoulos et al., 2005).
According to some studies on evaluation of breast microcalcifications, malignant
microcalcifications tend to be small, numerous and densely distributed because
they lie within the milk ducts and associated structures in the breast and fol-
low the ductal anatomy. However, benign microcalcifications are generally larger,
smaller in number and more diffusely distributed as these calcifications form within
the breast stroma, benign cysts or benign masses (Sickles, 1986; Feig et al., 1987).
These differences result in variations in the distribution and closeness of micro-
calcifications within the clusters and provide radiologists with information which
enables decisions regarding the need for further assessment and possible breast
biopsy to be made. Hence we propose a hypothesis that microcalcification clus-
ters can be classified as malignant or benign based on their topological structure.
7.2 Related Work
Numerous methods for the (semi-)automatic analysis of microcalcifications in
mammograms have been proposed. A variety of features have been studied in the
literature for the characterisation and classification of microcalcifications, such as
shape, morphological, cluster and texture features (Cheng et al., 2003).
Shen et al. (1994) developed three shape factors, including compactness, moments
and Fourier descriptors, to quantitatively measure the roughness of individual
microcalcifications, which were computed based on the extracted boundaries of
microcalcifications. Similarly, Ma et al. (2010) proposed a novel shape metric to
quantify the roughness of a microcalcification. A three level wavelet transform
was used to estimate the frequency of the normalised distance signature of each
microcalcification contour. Dengler et al. (1993) employed a morphological filter
to reconstruct the original shape of smoothed microcalcifications. Betal et al.
(1997) applied morphological operations to analyse four shape properties of seg-
mented microcalcifications, which were infolding, elongation, narrow irregularities
and wide irregularities. Chan et al. (1998) used morphological features to describe
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Figure 7.1: Example microcalcification clusters: malignant (top row) and benign
(bottom row). Left column: mammographic image patches taken from the MIAS
database; right column: manual annotations made by an expert.
the size, shape and contrast of individual microcalcifications and their variations
within a cluster. Wirth et al. (2004) proposed an approach to enhancing the con-
trast of microcalcifications based on a top-hat morphological filter, where non-flat
structuring elements were used to preserve the intensity surface (3D appearance) of
the image. Halkiotis et al. (2007) applied a combination of morphological opening
and reconstruction to mark potential microcalcifications as connected components
in a binary image. Cluster features such as cluster area, number of microcalcifi-
cations, average and standard deviation of distances between microcalcifications
were exploited in (Betal et al., 1997; Dhawan et al., 1996; Jiang et al., 1997; Pa-
padopoulos et al., 2005) to describe the global properties of clusters. In addition
to the features based on the geometric distribution of individual microcalcifica-
tions, a set of features based on the morphology of microcalcifications were studied
in (Rana et al., 2007). A morphologic feature was defined in (Shao et al., 2011) for
predicting the pathological classification (benign or malignant) and grading (four
grades). Most of the features above were extracted based on the binary segmented
microcalcifications and/or the cluster region, where greylevel or texture features
were not taken into account. The greylevel variations and texture features were
investigated for malignancy analysis in (Dhawan et al., 1996; Chan et al., 1997).
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The global texture features were computed based on the spatial greylevel depen-
dence (co-occurrence) matrix, and the local texture features were extracted based
on the wavelet transform.
The performance of different types of features (Soltanian-Zadeh et al., 2004) and
methodologies (Ren, 2012) for microcalcification classification were compared. An
image retrieval based approach was proposed in (Wei et al., 2009), where similar
cases stored in the database were retrieved as references to classify microcalcifica-
tions. An artificial neural network (ANN) classifier was employed in (Ren et al.,
2011), which included patient and image information.
For the classification of malignant and benign microcalcifications, the values of
area under the ROC curve achieved by these publications range from 0.74 to 0.96.
A complete comparison to these various approaches will be provided in Section 7.7.
There are also graph based approaches in histopatological image analysis (Gun-
duz et al., 2004; Bilgin et al., 2007, 2010). In these approaches, the cell graphs
are generated based on the positional coordinates of the cells within the histopa-
tological images, where the cells are represented as the nodes and the edges are
formed based on the pairwise distance relationship between the cells. The graph
theoretical features are extracted from the cell graphs to reflect their topological
properties and the resulting features are subsequently used for classification of
benign, invasive and noninvasive cancerous tissues.
7.3 Mathematical Morphology
Mathematical morphology (MM) is a theory for the analysis of spatial structures,
which aims at analysing the shape and form of objects (Soille, 2003). It has been
widely applied to image processing and analysis such as filtering, segmentation,
classification, and texture analysis. The MM based approaches to image processing
are achieved using morphological operators, which can extract relevant structures
of the image by probing the image with a pre-defined shape called a structuring
element (SE). The shape of the SE is chosen according to a prior knowledge on
the geometric properties of objects to be processed. There are two fundamental
morphological operators: erosion and dilation. All other morphological operators
are composed of these two elementary operations.
7.3.1 Erosion
The erosion of a set X by a structuring element B, denoted by εB(X), is defined
as the locus of points x: when the origin of B is placed at x (denoted by Bx), it
is included in X.
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εB(X) = {x | Bx ⊆ X}. (7.1)
The erosion of X by B can also be expressed with an intersection of set translations
of X by the vectors −b of B:
εB(X) =
⋂
b∈B
X−b. (7.2)
This definition can be extended to binary and grey-scale images. The erosion of an
image I by a structuring element B, denoted by εB(I), is defined as the minimum
of the translations of I by the vectors −b of B:
εB(I) =
∧
b∈B
I−b. (7.3)
Hence, the resulting value at a given pixel x in the eroded image εB(I) is the
minimum pixel value of the image I within the window defined by the structuring
element B when its origin is at x:
[εB(I)](x) = min
b∈B
I(x + b). (7.4)
7.3.2 Dilation
The dilation of a set X by a structuring element B, denoted by δB(X), is defined
as the locus of points x: when the origin of B coincides with x (denoted by Bx),
it hits X.
δB(X) = {x | Bx ∩X 6= ∅}. (7.5)
Note that the dilation of a single pixel x outputs the reflected B centred at x:
δB(x) = Bˇx. The dilation of X by B can also be expressed with a union of set
translations of X by the vectors −b of B:
δB(X) =
⋃
b∈B
X−b. (7.6)
This definition can be extended to binary and grey-scale images. The dilation
of an image I by a structuring element B, denoted by δB(I), is defined as the
maximum of the translations of I by the vectors −b of B:
δ(I) =
∨
b∈B
I−b. (7.7)
Therefore, the resulting value at a given pixel x in the dilated image δB(I) is the
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Figure 7.2: Example image patches and the corresponding automatic detection
results selected from the three datasets: MIAS (left column), DDSM (middle col-
umn), and Digital (right column). The size of the three image patches is cropped
to 157× 135 pixels (images are zoomed to improve the visibility).
maximum pixel value of the image I within the window defined by the structuring
element B when its origin is at x:
[δB(I)](x) = max
b∈B
I(x + b). (7.8)
7.4 Data
The data used in the experiments consists of three datasets, containing image
patches of different cases (taken from different mammograms). The first dataset
was taken from the MIAS database, containing 20 image patches with the same
size of 512 × 512 pixels. The spatial resolution is 50µm × 50µm per pixel and
quantised to 8 bits with a linear optical density in the range 0− 3.2. The second
dataset was extracted from the DDSM database, containing 300 image patches
with variable sizes, and their average size is 482× 450 pixels. The mammograms
were digitised by one of four scanners: DBA M2100 ImageClear (42 microns per
pixel, 16 bits), Howtek 960 (43.5 microns per pixel, 12 bits), Lumisys 200 Laser
(50 microns per pixel, 12 bits), and Howtek MultiRad850 (43.5 microns per pixel,
12 bits). In contrast to the first two datasets, the third dataset contains 25 full-
field digital image patches extracted from a non-public mammographic database
(referred to as Digital). The mammograms were acquired using a Hologic Selenia
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mammograph, with a resolution of 70 microns per pixel and a depth of 12 bits.
The size of these image patches also varies, and the average size is 352×301 pixels.
Each image patch of the three datasets contains a microcalcification cluster. For all
microcalcification clusters, mammographic diagnosis has been provided by biopsy:
there are 9 malignant and 11 benign clusters in MIAS, 141 malignant and 159
benign clusters in DDSM, and 14 malignant and 11 benign clusters in Digital.
The proposed method works on binary detection/annotation images of microcalci-
fications, where 0s stand for “normal” tissue, and 1s represent microcalcifications.
For automatic detection of microcalcifications, the approach developed by Oliver
et al. (2012) is applied. A probability image is obtained for each image patch, in
which high values indicate a high probability of microcalcifications being present.
The probability image is binarised using an appropriate threshold in order to
obtain a binary image. The threshold is determined using ROC analysis of the
resulting microcalcifications. The highest sensitivity and specificity on the ROC
curve are achieved by using this threshold. As the ground truth for ROC anal-
ysis, for the MIAS dataset, the precise location of individual microcalcifications
was manually annotated by an expert (each microcalcification was labelled and
segmented from the surrounding tissue (Figure 7.1)), while for the remaining two
datasets, two experts annotated the location of microcalcification clusters instead
of individual microcalcifications (each cluster was considered as a whole object)
with ellipses circumscribing the clusters (each expert annotated a non-overlapping
subset of image patches). For each image patch, a ROC curve is produced by
varying the threshold between 0 and 1. The point on the ROC curve that is
the closest to the point (0,1) (1 sensitivity and 1 specificity) is considered as the
optimal detection, and the corresponding threshold value is selected to segment
microcalcifications. Example image patches selected from the three datasets and
the corresponding binary detection images are shown in Figure 7.2, showing sig-
nificant variation in the original images and the automatic detection results (the
original work by Oliver et al. (2012) showed better results for digital data when
compared to digitised data).
7.5 Methodology
We analyse the topology of microcalcification clusters at multiple scales and de-
fine a multiscale topological feature vector to discriminate malignant from benign
cases. We estimate the connectivity between individual microcalcifications within
a cluster using dilation at multiple scales. At each scale a graph of microcalcifi-
cations is constructed to represent the topological structure of microcalcifications
within clusters. Two properties of microcalcification graphs are defined, which
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(a) scale = 1 (b) scale = 2 (c) scale = 4 (d) scale = 8
(e) scale = 16 (f) scale = 32 (g) scale = 64 (h) scale = 128
Figure 7.3: An example of the multiscale dilation: microcalcifications are dilated
with a disk-shaped structuring element over a range of eight scales.
can provide distinguishing information for benign and malignant microcalcifica-
tion clusters. The multiscale topological feature vector is produced by combining
the microcalcification graph properties at multiple scales.
7.5.1 Morphological Operation
Firstly, morphological dilation is performed on individual microcalcifications using
a disk-shaped structuring element. The dilation works on binary annotation/
detection images at multiple scales. Here, the scale corresponds to the radius of
the structuring element, which is measured in pixels. Figure 7.3 shows an example
of the dilation process, which indicates the multiscale morphological dilation adds
neighbouring pixels to the boundaries of individual microcalcifications, resulting in
changes in the connectivity between individual microcalcifications within clusters.
To illustrate the topological structure and connectivity of microcalcifications with
respect to malignant and benign clusters, the dilation results of the two example
microcalcification clusters in Figure 7.1 are shown in Figure 7.4, where the radius of
the structuring element is equal to six pixels. Each individual microcalcification is
ordered with a sequential number and the boundaries of dilated microcalcifications
are displayed using different colours. As indicated in Section 7.1, we can see
from Figure 7.4 that the malignant cluster (top row) contains a larger number
of microcalcifications which are close together, while the benign cluster (bottom
row) contains fewer microcalcifications which are more distributed.
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Figure 7.4: Morphological dilation of microcalcifications. Left column: binary
annotation images of microcalcifications; right column: dilated microcalcifications
using a disk-shaped structuring element with radius equal to six pixels. The micro-
calcification cluster regions are zoomed for better illustration. Microcalcification
No. 16 for the benign case is not displayed as it falls outside the displayed region.
7.5.2 Microcalcification Graph
A graph is an abstract representation of a set of objects, which can provide a
graphical description of the structure or distribution of the objects (Conte et al.,
2004). In this work, the topology of individual microcalcifications within a cluster
is represented in graphical form. A microcalcifications graph is constructed based
on the spatial connectivity relationship between microcalcifications. In the graph,
each node represents an individual microcalcification, and an edge is added to link
two nodes if the two corresponding microcalcifications are connected or overlap
with each other in the image plane. Here, we generate a directed graph where
the nodes are ordered according to the spatial location of the corresponding mi-
crocalcifications in the image patch (the nodes are ordered in a left-to-right and
bottom-to-top direction in our work, but alternative directions provide the same
performance for the subsequent processing), and two connected nodes are linked
by a directed edge from the lower to the higher numbered node. The resulting
graphs of dilated microcalcifications in Figure 7.4 are shown in Figure 7.5. The
numbering of nodes is consistent with Figure 7.4.
178
(a) (b)
Figure 7.5: Microcalcifications graphs of example microcalcification clusters: (a)
malignant (ns = 4, ds = 1.23); (b) benign (ns = 8, ds = 1.00). Note that
the graphs are directed where the arrows indicate the direction of edges and the
numbering of nodes is consistent with Figure 7.4
We define two microcalcifications graph properties. The first property is the num-
ber of independent subgraphs within the graph generated from one microcalcifica-
tion cluster, which represents the number of independent connected components
within the cluster. The second property is the average degree of all nodes within
the directed graph. The degree of a node is defined as the number of edges starting
from the node, which describes the connectivity of the corresponding microcalci-
fication with its children.
For further analysis based on these two properties of microcalcification graphs,
we give some basic definitions. We define an upper-triangular adjacency matrix
to encode the microcalcification graph, denoted by A = (aij), aij ∈ {0, 1}, i, j =
1, . . . ,m, where m is the number of nodes within the graph. aij = 1 indicates node
i and node j are connected, node i is the source node and node j is the sink node.
A source node i is called a root node if
∑m
k=1 aki = 0. A sink node j is called
a terminal node if
∑m
k=1 ajk = 0. A path from node i to node j is defined as a
sequence of nodes starting from node i and ending with node j. More definitions
and propositions on graphs can be found in (Diestel, 2010).
The number of independent subgraphs (denoted by n) is determined by traversing
the graph. We traverse the graph starting at each root node and explore as far
as possible along each path until arriving at the terminal node. The traversal se-
quences including common nodes are combined into a single sequence. After com-
bining the overlapping traversal sequences, all the resulting sequences are unique
and independent. The number of these sequences is the number of independent
subgraphs. The degree of node i (denoted by d(i)) is computed by d(i) =
∑m
k=1 aik,
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Figure 7.6: Multiscale topological features of example malignant and benign mi-
crocalcification clusters in Figure 7.1: (a) number of subgraphs; (b) average node
degree. The features are extracted at 17 scales.
and the average node degree of m nodes is determined by δ = 1
m
∑m
i=1 d(i).
7.5.3 Multiscale Topological Feature Vector
We construct a set of microcalcifications graphs G = (G0, G1, . . . , GS−1) based
on morphologically dilated microcalcifications to represent the topology of micro-
calcification clusters at multiple scales, where S is the number of scales, and Gs
denotes the microcalcification graph corresponding to scale s. We extract the
two defined microcalcification graph properties from the resulting graph set G,
which forms two vectors N = (n0, n1, . . . , nS−1) and ∆ = (δ0, δ1, . . . , δS−1), where
ns denotes the number of independent subgraphs at scale s, and δs denotes the
average node degree at scale s. Finally, the two vectors are concatenated into a
single feature vector, i.e. the multiscale topological feature vector, representing
the multiscale topological characteristics of microcalcification clusters, which can
be used for the classification of malignant and benign microcalcification clusters.
The resulting N and D for the example microcalcification clusters in Figure 7.1 are
shown in Figure 7.6, where the topology of microcalcification clusters is analysed at
17 scales (s = 0, 1, . . . , 16;S = 17). The number of connected components within
the malignant cluster decreases faster than the benign cluster as the dilation scale
increases. The average node degree features of the malignant cluster are larger
than those of the benign cluster.
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7.6 Experimental Evaluation
7.6.1 Experimental Set-up
The k Nearest Neighbours (kNN) classifier (Duda et al., 2001a) is a popular and
conceptually intuitive instance-based learning approach. It does have a number of
shortcomings, however, a number of alternatives are employed which attempt to
address some of these. Fuzzy Nearest Neighbours (FNN) (Keller et al., 1985) ex-
tends classical kNN by fuzzifying the memberships for test and training objects,
thus allowing partial membership of classes. Fuzzy Rough Nearest Neighbours
(FRNN) (Jensen & Cornelis, 2011; Mac Parthala´in et al., 2010) models two dif-
ferent types of uncertainty: fuzziness (or vagueness) and indiscernibility (or lack
of information). Vaguely Quantified Nearest Neighbours (VQNN) (Cornelis et al.,
2007) incorporates the uncertainty modelling of FRNN and also employs vague
quantifiers which limit the influence that noisy data might have on the classifica-
tion outcomes. These approaches offer further flexibility, improved generalisation,
and retain human interpretability when compared to techniques such as neural
networks and support vector machines (SVM). It should be noted that classical
kNN is also employed for this evaluation such that the proposed approach can be
easily compared with existing work in the literature.
The kNN classification was based on a simple majority vote, unless equal class
probability was indicated, in which case a Euclidean weighted approach was used.
For FNN, the default fuzzifier value of m = 3.0 was used in the experiments.
FRNN is stable with respect to the value of k and returns similar results but
slightly different models. VQNN on the other hand results in different models
when the value for k is altered. A range of values for k were employed when
generating the results in the following section.
To evaluate the performance of the classifier models built by using the multiscale
topological feature vectors, a leave-one-out cross-validation (LOOCV) scheme
was employed for all datasets, and an additional stratified 10 runs 10-fold cross-
validation (10-FCV) scheme was employed for the DDSM dataset. Two evaluation
metrics are used for this work. The first is overall classification accuracy (CA),
which provides a summary of the performance for balanced datasets (such as the
used datasets here). ROC analysis is used as the second evaluation approach,
which can be employed in order to assess the predictive ability of a classifier, by
using the Area-Under-the-ROC-Curve (Az) metric (Beck & Schultz, 1986). True
positive rate (TPR) is defined as the number of correctly classified malignant cases
divided by the total number of malignant cases, and the false positive rate (FPR)
is defined as the number of benign cases incorrectly classified as malignant di-
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Figure 7.7: Manual annotations and automatic detection results of the example
malignant (top row) and benign (bottom row) microcalcification clusters. Left
column: manual annotations by an expert; right column: automatic detection
results by Oliver et al. (2012).
vided by the total number of benign cases. All of the classification and evaluation
aspects were completed using the Weka data mining suite (Hall et al., 2009).
In order to offer a comparison between the classification results based on manu-
ally and automatically segmented microcalcifications (and also to investigate the
robustness of the proposed method to microcalcification segmentation variations),
it was tested using both manual annotations and automatic detection results for
the MIAS dataset. As mentioned in Section 7.4, an expert manually annotated
individual microcalcifications for all the image patches in the MIAS dataset. Fig-
ure 7.7 shows both manual annotations and automatic detection results of the
example microcalcification clusters in Figure 7.1. It appears that the automatic
detection approach tends to under-segment individual microcalcifications, such
that the pixels close to the boundaries of individual microcalcifications are lost.
7.6.2 Experimental Results
In order to evaluate the potential of the proposed method in discriminating be-
tween malignant and benign microcalcification clusters, it has been tested us-
ing two digitised and one full-field digital datasets: MIAS, DDSM and Digital
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(see Section 7.4 for details). We have investigated a range of scales (S) defining
the feature space. The dimensionality of the feature space is determined by S,
as microcalcification graphs (and the extracted features) are generated at scales
s = 0, 1, . . . , S − 1. The maximum scale used in the experiments was equal to
128, i.e. S = 129, and therefore the maximum dimensionality of the feature space
was 258 (we extracted two features, ns and ds, from each graph generated at scale
s). Figure 7.8 shows the overall distribution of the two features with respect to
the scale for the malignant and benign cases of the four test datasets (two test
datasets for the MIAS dataset: using manual annotation/automatic detection).
As can be seen from the left column of Figure 7.8, the number of components
within the malignant clusters is larger than the benign clusters at the beginning
of the multiscale dilation (corresponding to smaller scales), and it decreases faster
than that of the benign clusters as the scale increases. On the other hand, as
shown in the right column of Figure 7.8, the average node degree of the malignant
clusters is slightly smaller than that of the benign clusters at smaller scales, and
it considerably increases when dilating microcalcifications with larger scales.
As a preliminary test, we used the Nearest Neighbour (1NN) classier and the
LOOCV scheme to investigate the classification performance of the two features.
Figure 7.9 shows the classification accuracy for three different combinations of the
two features: using only the number of independent subgraphs, using only the av-
erage node degree, and using the combination of both features, which are referred
to as feature1, feature2 and feature1+feature2, respectively. It is shown that fea-
ture1 obtains the highest classification accuracy in the lower part of the scale range
and maintains stable performance over the higher part. This can be explained by
the evidence observed in Figure 7.8 (left column) that feature1 indicates discrimi-
native values for the malignant and benign clusters at smaller scales and becomes
less discriminative when the scale increases to larger values (as the number of
components within clusters stops decreasing when all close microcalcifications are
merged into one object). In contrast, feature2 achieves its best performance in
the higher part of the scale range. As shown in Figure 7.8 (right column), it pro-
vides more discriminative information for differentiating malignant from benign
at larger scales. Therefore, it is considered that complementary information can
be obtained by combining these two features over the whole range of scales. This
has been indicated by Figures 7.9(a) and 7.9(d) in which better performance is
achieved by using feature1+feature2. The integrated vectors of these two features,
i.e. multiscale topological feature vectors as described in Section 7.5, were used
for the subsequent experiments.
Figure 7.10 shows the classification results for the three datasets covering 129
scales. For the MIAS dataset, when using the manual annotations, the best CA
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Figure 7.8: The overall distribution of the defined topological features with respect
to the scale for the malignant and benign microcalcification clusters of the test
datasets. Left column: number of independent subgraphs (ns) with respect to the
scale (s); right column: average node degree (δs) with respect to the scale (s).
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Figure 7.9: The classification accuracy obtained by using three different com-
binations of the two features. feature1: using only the number of independent
subgraphs; feature2: using only the average node degree; and feature1+feature2:
using the combination of both features.
was 95% with one benign case misclassified, produced by kNN, FRNN and FNN,
and the largest Az was 0.96 obtained by FNN; when using the automatic detection
results, the best CA was also 95% obtained by FNN, with the same benign case
misclassified, and the largest Az of 0.96 was obtained by FNN and FRNN. For
the Digital dataset, the best CA was 96% achieved by FRNN, with one malignant
case misclassified, and the best Az of 0.97 was also obtained by FRNN. For the
DDSM dataset, when using LOOCV, kNN obtained the best CA of 84.3% and
the largest Az was 0.89 produced by kNN and VQNN; when using 10-FCV, kNN
indicated the best performance, the obtained CA and Az were 83.8 ± 5.7% and
0.90± 0.06, respectively (standard deviations were calculated across 100 classifier
models (10 folds × 10 runs)). Table 7.1 shows a summary of the best classification
results achieved by the four classifiers over 129 scales.
A statistical comparison of the classifiers was also made. The classification ac-
curacy obtained over 129 scales (from scale 0 to scale 128) were aggregated for
comparison. A paired t-test with significance level of 0.05 has been performed
(over 10 runs for 10-FCV). The results obtained by the kNN classifier were used
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Figure 7.10: The classification results of the four classifiers for different datasets.
Left column: classification accuracy (CA) with respect to different scale ranges;
right column: Area-Under-the-ROC-Curve (Az) with respect to different scale
ranges. Note that some curves for different classifiers are overlapped.
Table 7.1: The best classification results of the four classifiers for different datasets
over 129 scales. For 10-FCV, the results contain means and standard deviations
resulting from 100 classifier models (10 folds × 10 runs).
(a) Classification Accuracy (%)
Test Data kNN FNN FRNN VQNN
MIAS (manual annotation) 95 (k = 3) 95 (k = 3) 95 (k = 3) 90 (k = 3)
MIAS (automatic detection) 85 (k = 3) 95 (k = 3) 90 (k = 4) 90 (k = 7)
Digital 92 (k = 4) 92 (k = 4) 96 (k = 5) 92 (k = 4)
DDSM (LOOCV) 84.3 (k = 11) 84.0 (k = 11) 78.0 (k = 11) 83.3 (k = 11)
DDSM (10-FCV) 83.8± 5.7 (k = 11) 83.4± 6.7 (k = 11) 78.1± 7.6 (k = 11) 82.6± 7.0 (k = 11)
(b) Area-Under-the-ROC-Curve
Test Data kNN FNN FRNN VQNN
MIAS (manual annotation) 0.94 (k = 3) 0.96 (k = 3) 0.93 (k = 3) 0.93 (k = 3)
MIAS (automatic detection) 0.92 (k = 3) 0.96 (k = 3) 0.96 (k = 4) 0.95 (k = 7)
Digital 0.95 (k = 4) 0.93 (k = 4) 0.97 (k = 5) 0.94 (k = 4)
DDSM (LOOCV) 0.89 (k = 11) 0.84 (k = 11) 0.85 (k = 11) 0.89 (k = 11)
DDSM (10-FCV) 0.90± 0.06 (k = 11) 0.83± 0.07 (k = 11) 0.85± 0.07 (k = 11) 0.89± 0.06 (k = 11)
as the baseline references for the paired t-test. The statistical significance re-
sults are summarised in Table 7.2. The three numbers in the table cell indicate
a count of the number of times that the approach performs statistically better
than, the same as, or worse than the baseline approach, respectively. For exam-
ple, “0/107/22” indicates the results of this approach were statistically better than
those of kNN for 0 times, equivalent to those of kNN for 107 times, and worse than
those of kNN for 22 times. As can be seen from Table 7.2, kNN, FNN and VQNN
performed equivalently for all the datasets. The results achieved by FRNN were
statistically comparable with kNN, FNN and VQNN for the MIAS and Digital
datasets (slightly worse for the Digital dataset), but were the statistically worst
for the DDSM dataset.
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Table 7.2: The statistical comparison of the four classifiers based on the results
obtained over 129 scales. For 10-FCV, the comparison was performed based on
the results generated over 10 runs.
Test Data kNN FNN FRNN VQNN
MIAS (manual annotation) 0/129/0 (k = 3) 0/129/0 (k = 3) 0/129/0 (k = 3) 0/129/0 (k = 3)
MIAS (automatic detection) 0/129/0 (k = 3) 0/129/0 (k = 3) 0/129/0 (k = 4) 0/129/0 (k = 7)
Digital 0/129/0 (k = 4) 0/129/0 (k = 4) 0/107/22 (k = 5) 0/129/0 (k = 4)
DDSM (LOOCV) 0/129/0 (k = 11) 0/129/0 (k = 11) 0/18/111 (k = 11) 0/128/1 (k = 11)
DDSM (10-FCV) 0/129/0 (k = 11) 0/129/0 (k = 11) 0/10/119 (k = 11) 0/127/2 (k = 11)
In addition, we have investigated a range of the number of neighbours (k) used
in the classifiers. The k values used above (see Figure 7.10) were selected exper-
imentally. Figure 7.11 shows the classification results of the four classifiers with
respect to variation in the value of k for the three datasets. A fixed scale range was
used for each test dataset. The number of scales (S) was set to 56, 6, 16, 58 and
58 for MIAS (manual annotation), MIAS (automatic detection), Digital, DDSM
(LOOCV) and DDSM (10-FCV), respectively. The value of k was varied from 3
to 15 for each classifier. It should be noted from Figure 7.11 that the results were
robust with regard to changes in the value of k. For the two smaller datasets,
MIAS and Digital, kNN, FNN and VQNN produced slightly better performance
when using smaller k values; while for DDSM, there was a slightly increasing trend
when using larger k values. FRNN produced the most stable performance among
all the classifiers for different k values.
7.7 Discussion and Conclusions
We have presented a method for classifying microcalcification clusters in mam-
mograms based on morphological topology analysis. This is a novel approach to
analyse microcalcifications in terms of the connectivity and topology for discrimi-
nating malignant from benign clusters. Unlike most features (e.g. shape) in previ-
ous publications extracted at a single scale, a representation of microcalcification
clusters covering the multiscale characteristics was developed in this chapter. The
topology/connectivity of microcalcification clusters was analysed using multiscale
morphology. A set of microcalcification graphs were constructed to describe the
topological structure of microcalcifications at multiple scales. When analysing the
topology of microcalcification clusters, we focused on two microcalcification graph
properties, the number of independent subgraphs and the degree of nodes. These
two features can provide complementary information in describing the topological
structure of microcalcification clusters, though they are both related to relative
closeness of individual microcalcifications (better performance was indicated in the
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Figure 7.11: The classification results of the four classifiers with respect to different
k values for the three datasets. Left column: CA with respect to different k values;
right column: Az with respect to different k values. Note that some curves for
different classifiers are overlapped.
experiments by combining both features compared to using either of them). The
former represents the number of independent objects resulted from dilating each
individual microcalcification at a certain scale. The latter describes the extent of
the interior connectivity within these objects. The topological features extracted
over a range of scales were aggregated to generate a multiscale topological feature
vector, which was used in the classification procedure.
The validity of our method has been evaluated using three datasets: MIAS, DDSM
and Digital. Four k-Nearest Neighbours based algorithms (kNN, FNN, FRNN and
VQNN) were used for the classification. Good classification results have been ob-
tained for all the datasets. By using a sequence of feature subsets corresponding
to an increasing scale range, the obtained best classification accuracy was 95% for
MIAS with manual annotations, 95% for MIAS with automatic detections, 96%
for Digital, 84.3% for DDSM using leave-one-out cross validation, and 83.8%±5.7
for DDSM based on 10-fold cross validation; and the largest area under the ROC
curve was 0.96, 0.96, 0.97, 0.89 and 0.90± 0.06, respectively. The Digital dataset
provided the best results, which might be due to the more accurate detection of
microcalcifications using digital mammography. As stated in (Oliver et al., 2012),
the detection approach indicates the best performance when using the Digital
dataset, and therefore more accurate detection results of microcalcifications can
be provided for our classification task. For the MIAS dataset, the second best
classification results were indicated. When using the manual segmentation of mi-
crocalcifications, the obtained results were generally better than those of using the
automatic detection of microcalcifications over most scale ranges, probably due to
the more precise identification of visible microcalcifications by the expert, but the
same best performance was achieved. This indicates that the proposed method
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seems robust with respect to variations between manual and automatic segmen-
tations of microcalcifications. For the DDSM dataset, very similar results were
shown when using the leave-one-out and 10-fold cross-validation methods, show-
ing a decreased performance in the results when compared to the other datasets.
It might be partially explained by the fact that the detection approach performs
worst for the DDSM database among the four datasets (Oliver et al., 2012). More-
over, the DDSM dataset used in our experiments contains 300 cases, which might
induce a larger variability than the small datasets (especially as the DDSM dataset
was generated using different digitisers). However, the obtained classification re-
sults are still comparable or even better than the related work reviewed in (Cheng
et al., 2003), where most publications used smaller databases than ours.
We compared our proposed method with some related publications. Table 7.3
shows a summary of the comparison. Overall, the obtained classification results
are comparable to the various approaches. Note that those approaches in Table 7.3
use different images taken from different databases, and therefore it is a qualitative
comparison. The drawbacks of some approaches have to be pointed out though
they have indicated superior results. In (Shen et al., 1994), the 100% CA was
obtained by classifying 143 individual microcalcifications from 18 biopsy proven
cases based on a leave-one-microcalcification-out approach, which is different from
the goal of our classification of microcalcification clusters. In (Ma et al., 2010),
the classification of microcalcification clusters was based on the maximum feature
value obtained by a selected microcalcification rather than the whole cluster (and
some manual aspects were involved in the extraction process). In (Ren et al.,
2011), the high classification performance was obtained by introducing an opti-
mised decision making step which was performed afterwards through statistical
analysis of the classifier outputs to achieve the minimum cost of error classification.
One limitation of this method is that it cannot provide a reliable classification for
the case where the cluster is structureless or few microcalcifications are segmented
within the cluster. An extreme is that if only a single microcalcification is detected
from the cluster by the automatic detection approach, it will fail to discriminate
malignant from benign based on the topology. Another inherent limitation of this
method is that its performance depends on the sensitivity and specificity of the
microcalcification detection. False negatives and false positives in the detection
results may change the global topology/connectivity of microcalcification clusters.
However, the experimental results show the validity of our method when combined
with automatic microcalcification detection.
As discussed above, some highlights of this work should be noted. For the MIAS
dataset, the same classification methodology was applied based on both manually
annotated and automatically detected microcalcifications, and similar classifica-
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tion performance was obtained. This indicates the robustness of this method to
detection errors. For the DDSM dataset, we used a larger set of cases than related
publications and achieved good results. In addition to the digitised databases, we
evaluated our method using a full-field digital database and obtained improved
classification results. This demonstrates the capability of our method in dealing
with two categories of mammograms, which allows it to be applied in both film
and digital mammography. On the other hand, we used the CAD detection results
directly instead of manual segmentation results for all the datasets. High classifi-
cation accuracies and good ROC analysis results were obtained compared to state
of the art approaches. This indicates its potential application in CAD systems.
As future work, a range of other properties of microcalcification graphs can be
investigated to generate a more sophisticated representation of microcalcification
clusters. Other features such as shape and texture of individual microcalcifications
and the whole cluster could be incorporated to build a complete microcalcifica-
tion analysis framework. Weighted graphs may be applied to involve the spatial
distance between two microcalcifications. The definition of a similarity measure
between graphs can be investigated in order to realise classification using the
graph based representation directly without generating feature vectors. On the
other hand, alternative classifiers (e.g. random forests, ANN, and SVM) could
also be investigated. In addition, we will extend the evaluation using a larger
collection of digital mammograms.
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Chapter 8
Discussions
In Chapter 6, an evaluation of the validity of all the proposed methods for mam-
mographic risk assessment has been conducted. In this chapter, we present a com-
prehensive analysis on the obtained results. Firstly, a comparison is made among
our proposed methods where classification performance of individual methods is
compared. Subsequently, the performance of our proposed methods and that of
related publications described in Chapter 2 are compared. The reasons for the dif-
ference in the performance of the various approaches are discussed. In addition,
possible directions for further work are discussed.
8.1 Comparison of the Proposed Methods
In the previous chapters, we have proposed two breast density segmentation meth-
ods, five local feature based strategies for breast tissue appearance modelling,
and one multiscale blob based approach for representing parenchymal patterns
in mammograms. Figure 8.1 shows the resulting segmentation/representation of
four example mammograms and confusion matrices for the BIRADS breast den-
sity classification by using different approaches. On the left side of Figure 8.1,
the top row is the original mammograms without any pre-processing; the second
row shows the breast density segmentation results based on the modified fuzzy
c-means (MFCM) algorithm where the breast is segmented into six different den-
sities (different colours represent different densities and from dark blue to dark red
corresponds to an increasing density); the third row indicates the resulting LBP
label maps when using 5× 5 local windows (different colours show different local
binary patterns); the fourth row corresponds to the resulting LGA label maps
when using 5× 5 local windows and a greylevel resolution of 16 (different colours
show different local greylevel appearances); the fifth row is the resulting BIF label
maps when σbase = 1 and ε = 0 (different colours represent different configurations
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Figure 8.1: A comparison among the proposed methods.
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of a stack of BIFs over four scales); the sixth and seventh rows show the resulting
label maps corresponding to 160 textons for Texton I and Texton II (different
colours represent different textons); the eighth row shows the breast density seg-
mentation results based on the topographic approach where dense tissue regions
are detected and their boundaries are delineated using colour curves (different
colours correspond to different densities); and the bottom row indicates the re-
sulting blobs detected from different scales. On the right side of Figure 8.1, the
breast density classification results for the full MIAS database are given, where the
top confusion matrix is obtained by using the intensity histograms of the original
mammograms as feature vectors for breast density classification, and the remain-
ing confusion matrices correspond to the proposed methods in the same row, taken
from Tables 6.3(b), 6.8(a)-(e), 6.5(a), and 6.13(b).
As indicated in Figure 8.1, the best classification performance was achieved by the
multiscale blob based approach, providing an overall classification accuracy (CA)
of 79.44% for the four BIRADS density categories. The second-best classification
result was obtained by the topography based breast density segmentation, provid-
ing an overall CA of 76.01%. This was followed by Texton II and a CA of 74.77%
was produced, which was the best performance among all the five local feature
based strategies. Following Texton II, LGA also indicated a good classification
result and a CA of 72.27% was obtained. After that, MFCM, BIF, and Texton I
produced similar results around 70%, and the resulting CA was 69.16%, 70.40%,
and 69.78%, respectively. When using the original intensity histograms, only a
62.62% CA was achieved, which was much lower than those of the approaches
above. However, the worst performance was shown by LBP, which only provided
an overall CA of 60.12%.
The reasons why the blob based approach and the topography based approach
indicated superior performance to the other approaches may be that they both
focused on dense tissue in the breast (which plays an important role in breast
density classification) and detected region-wise dense tissue as multiscale blobs or
prominent/independent shapes (connected components) in the topographic map.
The resulting dense tissue regions (blobs or shapes) over a range of scales can be
well linked to the definition of the BIRADS density classification. In particular, as
shown in the last two rows of Figure 8.1, for BIRADS I, the breast is almost entirely
fatty, and only few small scale blobs or shapes were detected; for BIRADS II, there
is some scattered fibroglandular tissue in the breast, and a few scattered blobs or
shapes with small or medium scales were detected around the fibroglandular tissue;
for BIRADS III, the breast is heterogeneously dense, and relatively larger scale
blobs or shapes were present in the resulting regions; while for BIRADS IV, the
breast is extremely dense, and large scale blobs or shapes were detected, covering
196
the main area of the breast.
Texton II and LGA showed the second-best performance among the remaining ap-
proaches, which may be explained by the fact that they both concentrated more
on the density aspect to depict breast tissue appearance when compared to the
other three local feature based approaches. As shown in the fourth and seventh
rows of Figure 8.1, their resulting label maps were closely associated with the
density based segmentation results shown in the second row of Figure 8.1. As two
related methods in the sense that they both aimed to model local texture infor-
mation based on the joint greylevel distribution within the local neighbourhoods,
the slightly worse performance of LGA than Texton II may be due to the fact
that in contrast to Texton II using k-means clustering to learn the cluster cen-
tres of the local neighbourhoods and as such reduce the dimensionality of feature
space, there was no initial learning step in LGA to learn the main components of
all possible greylevel appearances within the local neighbourhoods, and thus the
classification was performed on the full feature space which was much sparser and
might introduce more noise than Texton II.
For BIF and Texton I, they focused more on the structural aspect to describe
breast tissue appearance. Filter banks consisting of a set of local window filters
were employed to detect various structures of different orientations/scales within
the local neighbourhoods, such as edges, bars, blobs, flat patterns, and gradient
patterns, etc. Although greylevel information was included to some extent in the
process of local window filtering, structural information played a dominant role
in representing local tissue appearance. This resulted in entirely unrelated label
maps to the density based segmentation as shown in the fifth and sixth rows of
Figure 8.1. Some of these geometric structures in breast tissue are relatively less
significant for evaluating the overall breast density and thus BIF and Texton I
indicated the intermediate results for breast density classification.
MFCM was simply based on two implicit assumptions: one was that the same
greylevel value indicates the same tissue density over different mammograms and
thus pixels with similar greylevel values belong to the same density type; the other
was that mammograms belonging to the same BIRADS class have similar tissue
compositions (relative proportions of tissue with different densities). However,
there is a variability in intensity values with respect to the same tissue density
among different mammograms, due to the variance in the mammogram acquisition
process. Moreover, mammograms in different BIRADS classes may have approxi-
mately similar amounts of tissue regarding some density types (e.g. a band of fatty
tissue along the breast boundary). This may induce confusion among different
BIRADS classes especially for the neighbouring classes. Thus, MFCM obtained
worse performance by only segmenting the breast into six density sub-regions than
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Texton II and LGA (which provided a more detailed description for breast tissue
density by incorporating spatial information into greylevel information).
Similarly, using the original intensity histograms directly for breast density clas-
sification was also based on an implicit assumption that mammograms belonging
to the same BIRADS class have similar greylevel distributions. However, mam-
mograms in different BIRADS classes may have relatively similar intensity his-
tograms due to the statistical nature of histograms without taking into account
spatial information. This is a primary cause of the misclassification between the
neighbouring classes and may explain the poor performance.
LBP mainly focused on the difference between the neighbouring pixels and the cen-
tre pixel in the local neighbourhoods and transformed every local neighbourhood
into a binary pattern, which excluded greylevel information from the resulting
breast tissue models. However, greylevel information plays an important role in
describing breast tissue density, and therefore it indicated the worst performance
among all these approaches.
Furthermore, we investigated the performance of combining some approaches
above for breast density classification using the MIAS database. We implemented
the combination of different approaches in two ways. The first was combining
the outputs of the five individual classifiers built by the five local feature based
strategies (i.e. LBP, LGA, BIF, Texton I, and Texton II) using a weighted aver-
age rule (see Section 6.3.2); and the second was concatenating the feature vectors
derived from the MFCM based approach and the Texton II approach to generate
new feature vectors (see Section 6.3.3). The improved results were indicated by
using the combination of classifiers or features in different approaches compared
to using these approaches individually (see Tables 6.8 and 6.10).
In addition, we applied the topography based method for breast density segmen-
tation and the multiscale blob based method for parenchymal pattern represen-
tation to the DDSM database, in order to evaluate the robustness of these two
methods based on a different and larger dataset (since they showed better per-
formance than the other proposed methods for the MIAS database) (see Sec-
tions 6.3.1.2 and 6.3.4). When using features derived from single-view (MLO or
CC) mammograms for the BIRADS density classification, the achieved CAs for
the DDSM database were slightly lower than those for the MIAS database but still
indicated the robustness/independence of these two proposed methods on a large
dataset; moreover, when combining features derived from two-view (MLO/CC)
mammograms for classification using the topographic breast density segmentation
method, the CA for the DDSM database was much improved and even higher than
the best CA for the MIAS database (see Tables 6.5, 6.13 and 6.14).
Table 8.1 shows a summary of the results obtained by the proposed methods for
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Table 8.1: A summary of the classification results for the MIAS and DDSM
databases, obtained by using our proposed methods and the leave-one-woman-out
cross validation scheme. B-I, B-II, B-III, and B-IV represent the four BIRADS
classes (BIRADS I-IV); Low and High represent the low density and high density
classes; Overall4 and Overall2 stand for the overall CAs for the four-class and
two-class density classification, respectively; Comb. I indicates the combination of
LBP, LGA, BIF, Texton I, and Texton II; Comb. II indicates the combination of
MFCM and Texton II; 〈·〉M , 〈·〉C , and 〈·〉MC mean performing the approach on
MLO, CC, and both MLO and CC mammograms, respectively. The results for
Comb. IM and Comb. IIM are taken from Tables 6.8(f) and 6.11(j), respectively.
The results of the topographic approach for the DDSM database are obtained
from Tables 6.5 (b)-(d).
Classification Accuracy (%)
Database Method B-I B-II B-III B-IV Overall4 Low High Overall2
MIAS
MFCMM 83 68 66 49 69.16 89 80 85.36
LBPM 77 38 69 59 60.12 79 82 80.37
LGAM 90 71 66 51 72.27 95 76 87.54
BIFM 87 55 70 73 70.40 90 80 85.98
Texton IM 90 66 67 41 69.78 91 75 84.11
Texton IIM 87 79 70 46 74.77 93 81 87.85
TopographicM 83 71 74 78 76.01 93 86 89.72
BlobM 83 85 79 57 79.44 95 91 93.15
Comb. IM 94 73 76 59 77.88 95 84 90.34
Comb. IIM 85 74 65 54 71.96 90 79 85.36
DDSM
BlobM 78 86 71 64 76.90 94 85 89.77
TopographicM 75 79 73 69 75.21 92 89 90.25
TopographicC 68 83 71 66 74.61 94 85 89.65
TopographicMC 88 85 78 72 81.23 95 88 91.70
the MIAS and DDSM databases, where the left part (split by the double lines)
indicates the CAs for each BIRADS class and the overall CAs for the four-class
BIRADS density classification, while the right part indicates the CAs for the low
density (BIRADS I/II) and high density (BIRADS III/IV) classes as well as the
overall CAs for the two-class (low/high) density classification.
For the MIAS database, the best overall CA for the BIRADS density classification
was 79.44% achieved by the multiscale blob based method, and this increased to
93.15% for the low/high density classification. The combination of the five local
feature based strategies also showed good classification results with an overall CA
of 77.88% for the BIRADS density classification and an overall CA of 90.34% for
the low/high density classification. This was closely followed by the topographic
approach, which obtained 76.01% and 89.72% overall CAs for the BIRADS and
low/high density classification, respectively. In addition, Texton II and LGA indi-
cated promising results, providing over 72% overall CAs for the BIRADS density
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classification and over 87% overall CAs for the low/high density classification.
When concentrating on each BIRADS class, the best CA for BIRADS I was 94%
obtained by Comb. I, and the average CA over the ten proposed methods (ranging
from MFCM to Comb. II in Table 8.1) was 85.90 ± 4.79%. For BIRADS II, the
multiscale blob based method produced the best CA of 85%, and the average CA
over all the proposed methods was 68.00± 13.17% (this large standard deviation
was caused by the poor performance of LBP and BIF). For BIRADS III, the best
CA was 79% also produced by the blob based method, and the average CA was
70.20±4.71%. For BIRADS IV, the best CA was 78% obtained by the topographic
method, and the average CA over the proposed methods was 56.70± 11.50%. All
the proposed methods except Blob indicated the best performance for BIRADS I,
which tend to imply that mammograms in BIRADS I are relatively easy to dis-
tinguish from those in the other three BIRADS classes due to lower variance in
mammographic tissue appearnce. In contrast to BIRADS I, mammograms in BI-
RADS II and III showed higher variance and therefore increased the difficulty in
modelling mammographic tissue appearance for these two classes. This may ex-
plain the worse performance for BIRADS II and III compared to BIRADS I. In
addition, most of the proposed methods (excluding LBP, BIF, and Topographic)
performed worst for BIRADS IV among the four BIRADS classes, where a large
number of mammograms were misclassified into BIRADS III. This might be partly
due to the unbalanced distribution of these two classes in the dataset. On the other
hand, some BIRADS IV mammograms indicated structureless and low contrast
tissue nearly all over the entire breast region, and moreover showed low intensity
values (two examples are given in Figure 8.2), which resulted in failing to provide
enough information for modelling breast tissue characteristics from a computer
vision point of view. This might be another reason for the poor performance of
most of the above methods for BIRADS IV. When considering the low/high den-
sity classification, all the proposed methods except LBP obtained better results
for the low density class than those for the high density class, and the average
CAs were 91.00± 4.78% and 81.40± 4.72%, respectively.
For the DDSM database, the best overall CA for the BIRADS density classification
was 81.23%, achieved by TopographicMC where the features derived from the MLO
and CC mammograms of the same breast were combined for classification, and
this also achieved the best result for the low/high density classification, providing
an overall CA of 91.70%. For the topographic method, when using the features
derived from the MLO and CC mammograms individually for classification, better
results were obtained for the MLO mammograms with an overall CA of 75.21% for
the BIRADS density classification and an overall CA of 90.25% for the low/high
density classification. For the MLO mammograms, BlobM produced a better
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(a) mdb062rs (b) mdb061ls
Figure 8.2: Two example misclassified BIRADS IV mammograms from MIAS.
overall CA of 76.90% for the BIRADS density classification, while TopographicM
provided a better overall CA of 90.25% for the low/high density classification.
When considering each BIRADS class, we focused on the results for the MLO
mammograms. BlobM indicated better CAs of 78% and 86% for BIRADS I and
II, while TopographicM achieved better CAs of 73% and 69% for BIRADS III
and IV. The average CAs of these two methods for the four BIRADS classes were
76.50±2.12%, 82.50±4.95%, 72.00±1.41%, and 66.50±3.54%, respectively. Thus,
in contrast to their obtained results for the MIAS database, the best performance
was shown by BIRADS II instead of BIRADS I, and BIRADS I indicated the
second-best performance. Similarly, BIRADS III and IV showed relatively lower
performance, and BIRADS IV indicated the lowest performance. The difference in
classification performance for the individual BIRADS classes between the MIAS
and DDSM databases might be partly due to the different distribution of the four
BIRADS classes in the two databases. In addition, the inter/intra-class variance
in mammographic tissue appearance is different between the two databases, which
may also result in the different classification performance with respect to the same
BIRADS class. When analysing the low/high density classification, better results
were obtained for the low density class compared to the high density class, and the
average CAs of BlobM and TopographicM were 93.00± 1.41% and 87.00± 2.83%
for the low density class and the high density class, respectively.
When comparing the obtained results for the MIAS and DDSM databases, we
focused only on the results of BlobM and TopographicM in order to make a fair
comparison. Slightly worse results were obtained for the DDSM database com-
pared to those for the MIAS database. As mentioned earlier, this might be due
to the fact that the DDSM database contains a larger number of mammograms
than the MIAS database and as such it indicates larger intra-class variance which
may affect the final classification performance.
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8.2 Comparing with Related Publications
In the above section, we have compared the experimental results obtained using
our proposed methods and discussed the reasons for the different performance
of these methods. In this section, we compare the obtained results with those
obtained by related publications in the literature. A number of publications were
selected from the various works reviewed in Chapter 2 for this comparison, which
we believe are the most representative/advanced methods for mammographic risk
assessment in the state of the art. A complete comparison of the proposed methods
with related publications in the literature can be found in Table 8.2.
Bovis & Singh (2002) evaluated their developed method using 377 MLO mammo-
grams from the DDSM database. When using the eleven ANN classifiers individ-
ually, the best CA was 58.3%. When combining the posterior probabilities of the
eleven classifiers, an increased recognition rate of 71.4% was obtained using the
product rule. Petroudi et al. (2003) selected 132 mammograms from the Oxford
Database for the evaluation, where 44 mammograms were used as the training set
and the remaining 88 mammograms were used as the testing set. An overall CA
of 76% was obtained based on the BIRADS ground truth provided by one breast
radiologist and two image analysts. Oliver et al. (2005a) used a set of 300 MLO
mammograms (50 for BIRADS I and IV, 100 for BIRADS II and III) taken from
the DDSM database for evaluating the proposed method. A leave-one-image-out
cross-validation methodology was applied, and the overall CA was 40.3% for kNN,
and 43.3% for ID3, respectively. This increased to 47% when combining the two
classifiers by averaging their outputs. In the study of Oliver et al. (2006), the
evaluation was based on 322 MLO mammograms in the MIAS database using a
leave-one-woman-out methodology. The obtained CAs for five different strate-
gies were 62%, 79%, 82%, 81%, and 80%, respectively. The ground truth for the
BIRADS density classification was from only one expert.
Castella et al. (2007) proposed a semi-automatic method and tested their method
on a non-public database collected at the Clinique des Grangettes, Geneva, Switzer-
land, consisting of 352 digital mammograms from 88 women (both MLO and CC
view mammograms were taken per breast). The first step of this method was the
manual selection of four ROIs per mammogram by radiologists and thus 1408 ROIs
were obtained. Each ROI was then classified as one BIRADS density class using a
leave-one-ROI-out methodology. The BIRADS density label for each mammogram
was determined by averaging the individual classification for the four ROIs. Fisher
linear discriminant was employed to select the optimal feature subspace and im-
prove classification performance. The best overall CAs obtained using LDA, Naive
Bayesian, and Mahalanobis Bayesian were 80%, 55%, and 69%, respectively.
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Oliver et al. (2008) applied their previous method to 831 MLO mammograms
from the DDSM database in addition to the full MIAS database. Three classifiers,
kNN, C4.5 decision tree, and the Bayesian combination of kNN and C4.5, were
used for the BIRADS density classification, and the sequential forward selection
(SFS) algorithm was applied to select the optimal feature subset containing the
most discriminant features. For the MIAS database, the best performance of the
individual classifiers was 77%, 72%, and 86%; and for the DDSM database, the
performance obtained by the three classifiers was 70%, 72%, and 77%, respectively.
These classification results were obtained according to the consensus ground truth
of three experts (the same ground truth as used in this thesis).
Mac Parthala´in et al. (2010) employed a number of sophisticated kNN classi-
fiers (FNN, FRNN, FRNN-O, and VQNN) to process the resulting feature data
of Oliver et al. (2008), incorporating fuzzy and fuzzy-rough approaches into the
classic kNN classification. A 10-fold cross-validation methodology was used for
evaluation. Two feature selection methods (FRFS and DMTRS) were applied
and the large improvement of CA was achieved for all classifiers using the reduced
feature space. The FRNN classifier combined with the DMTRS approach indi-
cated the best performance. The resulting CAs were up to 91.4% and 89.24% for
the MIAS and DDSM databases, respectively.
Subashini et al. (2010) selected 43 normal mammograms from the MIAS database
and classified them into three density categories using a SVM classifier. The
performance of different combinations of fourteen extracted features was tested to
select the optimal subset of nine features. An overall CA of 95.44% was achieved
by using a three-fold cross-validation method.
Bueno et al. (2011) tested the proposed method on the full MIAS database. A two-
layer tree classifier was designed for the four-class BIRADS density classification,
where the first layer was intended to partition BIRADS I/II and BIRADS III/IV,
and the second layer was intended to further discriminate BIRADS I from II and
BIRADS III from IV. Three classifiers were incorporated into the hierarchical
classification procedure, and the classifiers were trained and tested in two ways.
Specifically, the kNN classifier was first used for both layers and the combination of
the hold-out (H-O) and re-substitution (R-S) methods was employed for training
and testing (the data was first randomly split into two groups containing the same
number of samples and one of them was randomly selected as the training set, then
the test was performed on the whole dataset including the training data), which
produced an overall CA of 84%. On the other hand, linear Bayes normal (LBN)
was used for the first layer and SVM was used for the second layer, and 10-fold
cross-validation was employed for training and testing. This provided a decreased
CA of 75% compared to that obtained earlier. In addition, PCA was applied
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to reduce the dimensionality of feature space. Different tests were performed by
varying the number of the resulting components by PCA, in order to select the
optimal number of components and minimise the classification error. The BIRADS
classification ground truth was obtained from expert clinicians in a local hospital.
Tzikopoulos et al. (2011) also evaluated their developed method using the full
MIAS database. Breast density classification was performed according to the
three density categories provided in the MIAS database. When using a leave-one-
woman-out cross-validation methodology for the evaluation, the best CAs obtained
by CARTs, kNN, and SVM were 65.84%, 76.40%, and 77.02%, respectively.
In addition, He et al. (2010, 2011, 2012) used the MIAS database to evaluate
the capability of the resulting segmentation for mammographic risk assessment.
Mammographic images were classified according to both Taba´r and BIRADS cat-
egories. When using the texture signature based segmentation method (He et al.,
2010), the obtained CAs were 78% and 75% for the Taba´r and BIRADS classi-
fication, respectively. When using the segmentation method based on geometric
moments (He et al., 2011) and a leave-one-image-out cross-validation methodol-
ogy, 53% and 70% correct classification were obtained for the Taba´r and BIRADS
classification, respectively. Significantly improved results were achieved in their
latest work (He et al., 2012), and the CAs were increased to 85% and 78% for
Taba´r and BIRADS, respectively. For the BIRADS density classification, the
ground truth used in He et al. (2010) was from one expert, while the ground truth
used in He et al. (2011, 2012) was the concensus classfication of three experts (the
same ground truth as used in this thesis).
As shown in Table 8.2, our proposed methods achieved good results for both
MIAS and DDSM databases compared to related publications. It is not always
possible to make a direct comparison with related work in the literature, as the
difference in the database and/or ground truth can affect the classification results.
Among these related publications in Table 8.2, Oliver et al. (2005a, 2008) and
He et al. (2011, 2012) conducted the evaluation based on the same database and
the same BIRADS classification ground truth as those used in this thesis, which
allowed a direct comparison. While for the remaining publications, note that it is
only a qualitative comparison due to the use of different databases and/or ground
truth for the evaluation. It is also noteworthy that some of the publications above
employed advanced classifiers or a combination of multiple classifiers for the classi-
fication, and applied dimensionality reduction techniques such as SFS, PCA, LDA,
and DMTRS to the classification process to achieve superior classification perfor-
mance. This could raise the risk of overfitting the data and result in overfitted
classification models. In particular, the SFS algorithm is widely known as a wrap-
per feature selection method, which uses classification performance to evaluate
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features and selects a feature subset well fit for the given classifier. On the other
hand, some approaches performed feature selection in a way of brute force testing
(e.g. (Castella et al., 2007; Subashini et al., 2010; Bueno et al., 2011)), where the
performance of every possible combination of the attributes in feature vectors was
tested in order to select an optimal subset of features that can provide the best
classification performance. In addition, in most of the publications (if not all) in-
volving feature selection, it seems that the feature selection process was performed
on the complete dataset. This would clearly induce overfitting in the sense that
the classification model is built and validated using the same data. When focusing
on the aspect of training and testing, the implementation of some approaches was
not on the basis of completely separating the training data from the testing data.
However, any overlap between the training data and the testing data is clearly not
feasible in clinical practice. Specifically, Bueno et al. (2011) used the combined
method of hold-out and re-substitution for training and testing, which involved
all the training samples into the test set. Castella et al. (2007) used the leave-
one-ROI-out methodology and integrated the individual ROI classification results
into an overall density rating for each mammogram. This could induce bias in the
classification of mammograms as the ROIs selected from the same mammogram
might contain similar breast tissue. He et al. (2011) used the leave-one-image-out
methodology when evaluating their method on the MIAS database, which could
also cause bias due to the fact that left and right mammograms of the same woman
tend to have similar tissue features. In contrast, we only used the kNN classifier for
the classification and did not involve any overfitting by feature selection, such that
the proposed methods can be fairly compared with existing work in the literature.
In addition, in order to avoid bias in the classification procedure, our proposed
methods were evaluated based on the pure leave-one-women-out methodology.
8.3 Future Work
In this section, we outline the aspects which could be further investigated in future
research on the basis of the work presented in this thesis.
• For breast density segmentation (see Chapter 3), one possible extension is to
perform quantitative evaluation of the resulting segmentation according to
radiologist-provided ground truth, obtained by manual annotation or using
a user-interactive thresholding tool (Cumulus). For mammographic risk as-
sessment, another possible extension is to further analyse the segmentation
results and extract other geometric/topological features (e.g. compactness
and Euler number) in addition to the area of the segmented regions, to link
206
the morphology of dense tissue to the BIRADS breast density classification.
• For local feature based mammographic tissue appearance modelling (see
Chapter 4), the dimensionality of feature space built by some types of local
features (e.g. LGA) is relatively higher. As indicated earlier, the resulting
occurrence histograms of some local features have many empty or nearly
empty histogram bins. The aspect of dimensionality reduction could be
investigated in terms of noise removal and feature selection. Following on
from this, one possible extension is to combine the dimensionality reduced
histograms of various local features into an integrated histogram model,
which means all local feature histograms derived from each mammogram
constitute a new feature space. In addition, instead of extracting one local
feature histogram from the whole breast region, a combination with the
developed breast density segmentation could be investigated, by extracting
multiple local feature histograms from the segmented sub-regions of different
densities within the breast and using them to create the feature space.
• For blob based representation of mammographic parenchymal patterns (see
Chapter 5), the Laplacian of Gaussian operator was used for blob detection,
while alternative blob detectors, as described in Section 5.2, could be used.
In the process of blob detection, one possible improvement is to investigate
the aspect of false negative reduction in addition to removing false positives,
in particular for the dense breasts indicating structureless and low contrast
tissue. In addition, instead of only using the blob distribution over scales
for mammographic risk assessment, greylevel/texture information within the
resulting blobs could be incorporated to construct a composite representation
of parenchymal patterns. Another possible area is to extend the 2D blob
models of breast tissue into the 3D breast images by means of detecting 3D
blobs (spheres or ellipsoids) from breast image volumes.
• We used a leave-one-woman-out cross-validation methodology in this thesis,
where the distribution of training samples in the four BIRADS classes was
unbalanced. BIRADS IV was not well represented in the training set due
to its relatively smaller proportion in the database, which might partly ex-
plain the worse performance for this class. The unbalanced training sample
problem could be further investigated to improve the classification.
• For topology based classification of microcalcification clusters (see Chap-
ter 7), in addition to the connectivity, other properties of the resulting mi-
crocalcification graphs could be investigated, in order to generate a more
sophisticated representation of microcalcification clusters. Features derived
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from individual microcalcifications (e.g. shape factors) and/or the whole
cluster (e.g. statistical cluster features) could also be incorporated to build a
complete framework for microcalcification classification. In addition, instead
of using feature vectors generated from microcalcification graphs to classify
malignant and benign microcalcifications, a similarity measure between the
microcalcification graphs could be defined, such that the classification can
be implemented using the graphs directly without extracting topological fea-
tures. Another extension will be to evaluate the developed method using a
larger collection of digital mammograms.
• We used a kNN based classifier in this thesis for both breast density and mi-
crocalcification classification, which is a combination of the classic kNN clas-
sification and a distance weighted approach (as described in Section 6.2.1).
A possible extension could be employing advanced classifiers or classifier
ensembles (e.g. ANN, SVM, and random forests) for the classification.
• Finally, the mammographic image analysis methods presented in this the-
sis are developed mainly using digitised mammograms. As such another
extension would be applying the proposed methods to full field digital mam-
mograms and investigating the possible improvement.
8.4 Summary
In this chapter, we analysed and compared all the mammographic image analysis
methods developed in this thesis. A comparison among the proposed methods was
first presented. The classification results obtained by the individual methods were
compared, and the reasons for the different performance of these methods were
discussed. Subsequently, a complete comparison of the developed methods with
related publications in the literature was provided. The aspects of experimental
data, evaluation methodology for training and testing, classification algorithm,
density classification scheme, and classification accuracy in the various approaches
were discussed in detail. It was pointed out that the risk of overfitting or any
possible bias should be avoided in the classification procedure to guarantee the
feasibility of the developed methods in practice. Therefore, a high classification
accuracy does not necessarily indicate a superior method if there is bias in the
method. Finally, possible areas for future work were discussed. The conclusions
drawn from the work presented in this thesis and the main contributions will be
summarised in the following chapter.
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Chapter 9
Conclusions
In this final chapter, we present the summary of this thesis and the conclusions
drawn from the presented work. Moreover, we summarise the main contributions
and novel aspects of our research in the field of mammographic image analysis. At
the end of this chapter, a list of our publications related to this thesis is provided.
9.1 Summary of the Thesis
In this thesis, we have developed a set of mammographic image analysis methods
using image processing and computer vision techniques, which constitute a com-
plete framework for automated mammographic risk assessment, including breast
region segmentation, breast density segmentation, parenchymal patterns mod-
elling, and breast density classification. In addition, a novel method for automated
microcalcification classification has been proposed, which aims to automatically
discriminate between malignant and benign microcalcification clusters.
We started with a brief introduction of the research topics under investigation
in this thesis, covering breast cancer, mammography, mammographic risk assess-
ment, microcalcifications in mammograms, computer-aided diagnosis in mammog-
raphy, and clinical utility of the present research. Following on from this, we car-
ried out a literature review of mammographic image analysis and studied existing
approaches in the field, which established a basis for our work performed in this
thesis. From this review, we concluded that it is still well worth developing effec-
tive and robust mammographic image analysis methods for an actual implemen-
tation of automated mammographic risk assessment, although numerous methods
have been developed in the past decade. In order to build a complete framework
for mammographic risk assessment, we first developed a method for segmenting
the breast region from mammograms as a pre-processing step. Subsequently, we
developed a variety of methods for analysing mammographic images in terms of
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estimating mammographic density and modelling mammographic parenchymal
patterns, which were finally applied to mammographic risk assessment based on
the BIRADS density classification.
For breast region segmentation (Chapter 3), the developed method was based on
a combination of some well-known segmentation approaches, including histogram
thresholding, multiscale edge detection, active contour model, and region growing.
The performance of the developed method was tested using the EPIC and MIAS
databases. A high percentage of acceptable segmentation results were obtained for
both the breast-background segmentation (98.4% for EPIC and 100% for MIAS)
and the pectoral muscle segmentation (93.5% for EPIC and 97.8% for MIAS). A
qualitative comparison of the obtained segmentation results with those reported
in related publications was provided, and moreover a direct comparison with two
methods was made based on the MIAS database. It was demonstrated that the
developed breast region segmentation method can provide sufficient performance
for subsequent analysis in computer-aided diagnosis schemes.
For mammographic density estimation (Chapter 3), we developed two breast den-
sity segmentation methods based on a modified fuzzy-c means (MFCM) algorithm
and a topographic approach, respectively. In the MFCM algorithm, spatial infor-
mation was incorporated into the classic FCM clustering algorithm using an adap-
tive local window filter. Moreover, instead of performing clustering using every
single pixel in mammographic images, a fast clustering procedure was implemented
based on intensity histograms. To demonstrate the robustness of the MFCM algo-
rithm to noise, it was extensively tested using a set of synthetic images corrupted
by a variety of noise. The experimental results indicated that it outperformed re-
cently published algorithms and showed high robustness/effectiveness with respect
to different types of noise. When applying the MFCM algorithm to breast density
segmentation, reasonable segmentation results were obtained corresponding to dif-
ferent density categories. In the topographic approach, a topographic map was ex-
ploited to represent a series of regions having a range of densities. A novel way was
proposed to define dense tissue regions in the topographic map, in terms of promi-
nency and independency. The resulting density maps indicated the area of dense
tissue and the average intensity of each dense tissue region. High classification
accuracies were obtained for the MIAS and DDSM databases (76.01% for MIAS
and 81.23% for DDSM) according to the four BIRADS categories. In addition, the
proposed breast density measure (density = dense area × average density) was
demonstrated to have the potential for quantifying breast density and tracking the
quantitative change in breast density over time. A strong positive correlation was
indicated for the 160 pairs of left/right MLO mammograms in the MIAS database
(Pearson r = 0.85, Spearman rho = 0.85) as well as the 831 pairs of right MLO/CC
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mammograms in the DDSM database (Pearson r = 0.88, Spearman rho = 0.89).
For mammographic parenchymal pattern modelling (Chapter 4 and Chapter 5),
we first proposed a method to describe breast tissue appearance in mammograms
using local feature based texture representations, which were originally used for
texture classification. Mammographic tissue was modelled based on statistical
analysis of local appearance. Five strategies were investigated by employing differ-
ent types of local features, including the aspects of intensity, texture, and geometry
in the local neighbourhoods. A visual dictionary of local features was generated,
which contained generic descriptions of local tissue appearance in mammograms.
The overall mammographic tissue patterns were represented as occurrence his-
tograms of local features in the visual dictionary. The validity of the proposed
method was qualitatively and quantitatively evaluated using the MIAS database.
For qualitative evaluation, every breast tissue pixel in each mammogram was la-
belled with the corresponding local feature, and the resulting label maps indicated
various representations with respect to specific local tissue appearance. For quan-
titative evaluation, the resulting occurrence histograms were applied to breast
density classification according to the four BIRADS categories. The highest perfor-
mance (74.44%) was obtained by the approach based on the image-patch textons
(Texton II) among the five strategies. An overall classification accuracy of 77.88%
was obtained when combining the five individual classifications using a weighted
average rule. In addition, we proposed a new multiscale blob based representation
of mammographic parenchymal patterns. We focused on approximately blob-like
tissue patterns in mammograms and used a set of multiscale blobs to represent
the overall tissue patterns. The qualitative relations among blobs were incorpo-
rated to merge the overlapping blobs. A breast density measure (BLOBnorm) was
defined and computed using the retained blobs. The validity of the proposed blob
based representation was evaluated using the MIAS and DDSM databases. High
classification accuracies (79.44% for MIAS and 76.90% for DDSM) were achieved
for the four-class BIRADS density classification. A strong positive correlation
(Pearson r = 0.85, Spearman rho = 0.87) was indicated for the defined breast
density measure between the 160 pairs of left/right MLO mammograms in the
MIAS database.
An overall evaluation of all the proposed methods described earlier was presented
in Chapter 6, investigating the potential of these methods for mammographic
risk assessment. Moreover, a comprehensive analysis on the obtained results was
provided in Chapter 8, including an internal comparison among the proposed
methods and a complete comparison with related publications in the literature. In
addition, possible areas for future research were discussed at the end of Chapter 8.
For microcalcification classification (Chapter 7), we developed a method for clas-
211
sifying malignant and benign microcalcification clusters based on morphological
topology analysis. The connectivity/topology of microcalcifications was analysed
to discriminate malignant from benign cases. Instead of extracting features at a
single scale, a multiscale topological feature vector was extracted from a set of
constructed microcalcification graphs, describing the topological structure of mi-
crocalcification clusters at multiple scales. The validity of the proposed method
was evaluated using three datasets: MIAS, DDSM, and a full-field digital dataset.
Four k-Nearest Neighbours based algorithms (kNN, FNN, FRNN and VQNN)
were employed for the classification. High classification accuracies (up to 96%)
and good ROC results (area under the ROC curve up to 0.97) were achieved. A
full comparison with relate publications was also provided.
In summary, we conclude that the results obtained so far are very promising,
which indicates that the methods presented in this thesis have the potential for
automated and accurate mammographic risk assessment as well as microcalcifica-
tion classification. When comparing the proposed methods, the methods focusing
on dense tissue detection/segmentation in the breast (i.e. the topographic repre-
sentation based method for breast density segmentation and the multiscale blob
based method for parenchymal patterns representation) seem better suited to the
BIRADS density classification and tend to produce better classification results,
compared to the methods modelling breast tissue within the whole breast (i.e.
MFCM, LBP, LGA, BIR, Texton I and Texton II). Intensity information plays
an important role in breast tissue density characterisation/classification, and im-
proved performance can be achieved when combined with spatial (texture) infor-
mation (MFCM achieved better performance when combined with Texton II). An
integration of the various methods, such as combining multiple classifiers (i.e. com-
bining the five classifiers built by LBP, LGA, BIR, Texton I and Texton II), con-
catenating features extracted using different approaches, or concatenating features
derived from MLO/CC view mammograms, tends to provide better performance
than using the methods individually. Moreover, for the larger dataset taken from
the DDSM database, we performed the stratified 10-fold cross-validation in ad-
dition to leave-one-woman-out and equivalent classification results were obtained
between the two evaluation methodologies.
9.2 Contributions and Novel Aspects
The main contributions and novel aspects of this thesis are summarised as follows:
• An extensive literature review of mammographic image analysis was pre-
sented, which includes mammographic image segmentation, mammographic
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density estimation, mammographic parenchymal patterns characterisation,
and breast density classification. The main points of all the reviewed ap-
proaches were described and a summary table was provided for each area,
which enables a quick reference to the key techniques in these approaches.
• A new method for breast region segmentation was developed, which has been
effectively applied to the EPIC, MIAS, and DDSM databases. The obtained
segmentation results provide a fundamental basis for subsequent analysis.
• A modified fuzzy c-means algorithm was developed, which incorporates spa-
tial information into the classic fuzzy c-means algorithm to reduce the sen-
sitivity to noise and intensity inhomogeneity. Moreover, a fast clustering
procedure was performed by grouping the pixels with the same intensity
value in each iteration step to improve computational efficiency. This en-
ables this algorithm to be applied to large size mammographic images for
segmenting the breast region into various density sub-regions.
• A new method for detecting/segmenting dense tissue regions was developed
based on the topographic approach. A shape tree was constructed to de-
scribe the topological and geometrical structure of the connected components
within the topographic map. A novel way was proposed to define dense tis-
sue regions as prominent/independent shapes in the topographic map. This
is a first attempt to model mammographic density using topography and
detect/segment dense tissue regions based on a tree representation.
• A thorough investigation of using various local features for modelling mam-
mographic tissue appearance was conducted. A qualitative and quantitative
comparison was made between different local features using the resulting
label maps and occurrence histograms. The resulting label maps provided a
useful way of understanding breast tissue appearance with respect to inten-
sity, texture, and geometry.
• A new representation of mammographic parenchymal patterns was proposed.
Instead of modelling breast tissue patterns formed by all tissue types, we
focused on dense tissue with approximately blob-like structures. Blob-like
dense tissue regions were extracted by detecting bright blobs from the breast
region, and as such mammographic parenchymal patterns were represented
with a set of multiscale blobs. This is a first attempt to model parenchymal
patterns by focusing on dense tissue with blob-like structures.
• A new method for the classification of microcalcification clusters was de-
veloped based on topological analysis. A microcalcification graph was con-
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structed to represent the topological structure of microcalcification clusters.
The connectivity between individual microcalcifications was analysed to clas-
sify microcalcification clusters into malignant and benign. This is distinct
from existing approaches which tend to focus on the shape of individual
microcalcifications and/or global (statistical) cluster features.
• A complete evaluation of the developed methods was conducted using well-
known mammogram databases in the field of mammographic image analysis.
Moreover, a complete comparison was made between the developed methods
as well as with related publications in the literature.
• Finally, a framework for automated mammographic risk assessment has been
developed, which has the potential for computer-aided diagnosis.
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