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1 Introduction
To evaluate the performance of a binary-scale diagnostic test, whether its binary nature
comes from a true binary outcome or dichotomization of a continuous outcome, the result
is often described as a two-by-two table. From the two-by-two table, we can estimate the
sensitivity (true positive rate) and the specificity (true negative rate), which measure how
accurate a binary-scale diagnostic test is to detect the disease status. R2C1 Since a
single large size study is not easy to conduct, methods to combine the results
from several independent studies are desired. Comparing to a single study, a
careful structural review with rigorous meta-analysis can provide more reliable
information for power analysis or sample size estimation for future studies. Some
models can also be used explore the heterogeneity across studies [4].
When the response of a diagnostic test is continuous, its sensitivity and specificity are
derived by dichotomizing the outcome at a certain threshold. Different thresholds result
in different pairs of sensitivity and specificity, and there is a trade-off between these two
rates. This joint dependence of sensitivity and specificity is fully captured by the receiver
operating characteristic (ROC) curve. When combining results from different independent
studies, it is assumed that there exists an underlying probability distribution, and each study
result corresponds to a specific threshold that determines the sensitivity and the false pos-
itive rate. These sensitivities and false positive rates are assumed to be on one common
ROC curve, which is called the summary ROC (SROC) curve. If the underlying probability
distribution is known, then we might only need to estimate a few parameters in order to
fit a smooth SROC curve. Common methods such as maximum likelihood could be used
to estimate the parameters and then the distribution. However, the underlying probability
law is seldom known. Moses, Shapiro, and Littenberg (1993) [7] proposed a least-
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squares approach to fit the smooth SROC curve for combining different studies,
and estimated the variances of the coefficients using the standard method for
least-squares estimators. That is, the randomness of the “independent variable”
is ignored in the estimating process. This method soon became popular and has
been used frequently in meta-analysis literature in the last decade. Our search
shows that their work has been referred in approximately 200 papers, of which
around 90 percent are meta-analysis applications in various fields. Several alter-
native approaches have been proposed in the rest papers to either fit the smooth
SROC curve (e.g. hierarchical SROC model [9] [1] [5]) or derive summary statis-
tics of a diagnostic test from multiple studies [10] [11]. Hierarchical regression
approach is a more sophisticated method that takes into account the correlation
between sensitivity and false positive rate and incorporates the intra-study and
inter-study variation simultaneously. The method is, however, not widely used,
which is possibly attributed to the complexity of the model and the estimating
procedure. Despite of its popularity in medical research application, the validity
of Moses et al.’s method is seldom evaluated in the literature. As pointed out
by Rutter and Gatsonis in their paper [9], the effect of ignoring the randomness
of the independent variable on the point and interval estimation is unknown
and needs to be studied. Mitchell (2003) [6] conducted a Monte Carlo simu-
lation to examine the method and concluded its validation. In the simulation
the true sensitivities, true false positive rates, and true prevalences were consid-
ered known parameters. The simulated samples were created by adding random
variation to the transformed as well as non-transformed true sensitivities and
false positive rates. The biases were then computed as the differences between
the “observed” and “true” values in sensitivities and false positive rates. In this
paper we generated our simulated data using another approach. The biases and
confidence coverage probabilities were computed on the regression parameters.
We provided another estimation for the variance which was derived by using
3
http://biostats.bepress.com/uwbiostat/paper248
the delta method, and compared our method to Moses et al.’s method in the
simulation.
The paper is organized as follows. In Section 2 we introduce the notations as well as
the method proposed by Moses et al. for fitting the smooth SROC curve. This is followed
by the new estimation of the variances of the parameters in Section 3. The specifics of our
simulation are provided in Section 4, while the results are illustrated in Section 5. A real
example is shown in Section 6. We then conclude the paper with a discussion in Section 7.
2 Smooth SROC curve
Let Sen and FPR be the sensitivity and false positive rate of a diagnostic test in a particular
study. Kardaun and Kardaun (1990) [3] suggested an empirical transformation that mapped
(Sen, FPR), the ROC space, onto (V, U) plane, where V = logit(Sen) and U = logit(FPR).
Under the assumption that the response of the test follows a logistic distribution, we can
show that U and V are linearly related. More specifically, let X be the test’s response for a
diseased patient and Y be the test’s response for a non-diseased patient. If we assume that
X and Y follow logistic distributions and have the distribution functions,
FX(x) =
[
1 + e
−
(
x−r1
t1
)]−1
and FY (y) =
[
1 + e
−
(
y−r2
t2
)]−1
,
respectively, then it can be shown that at a particular threshold c, the test has the corre-
sponding sensitivity (Sen),
Sen = Prob(X > c) = 1− FX(c) =
[
1 + exp
(
c− r1
t1
)]−1
, (1)
and the false positive rate (FPR),
FPR = Prob(Y > c) = 1− FY (c) =
[
1 + exp
(
c− r2
t2
)]−1
. (2)
Therefore, V (= (r1 − c)/t1) and U(= (r2 − c)/t2) are linearly related. If X and Y do not
follow logistic distributions exactly, the linear relationship might not be observed but may
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approximately hold. The closer the true distributions are to logistic distributions, the closer
the relationship between V and U is to linear. Some transformation can help in reaching
better linearity. Moses, Shapiro, and Littenberg (1993) [7] suggested to further transform
(V, U) into (D,S) where D = V − U and S = V + U , and postulated a linear relationship
between D and S for all possible thresholds:
D = φ0 + φ1S . (3)
The above linear association between D and S implies a relationship between FPR and Sen,
and it can be transformed back into the ROC space. The resulting ROC curve is called the
summary ROC (SROC) curve. For φ1 6= 0,
SROC(FPR) =
[
1 + e−φ0/(1−φ1)
(
1− FPR
FPR
)(1+φ1)/(1−φ1)]−1
. (4)
Equation (3) can be re-arranged as V = φ0
(1−φ1) + U
(1+φ1)
(1−φ1) . Substituting V and U with the
notations used in equations (1) and (2), we have the following equation:(
r1 − c
t1
)
=
φ0
1− φ1 +
(
r2 − c
t2
)
1 + φ1
1− φ1 . (5)
Equation (5) demonstrates the relation of the parameters between the two logistic distri-
butions through the common threshold “c” and the true regression parameters. When φ0,
φ1, and (r2, t2) are known, the parameters (r1, t1) can be obtained according to the above
equation. Let Sˆg and Dˆg be estimates of S and D in study g, where g = 1, . . . , G. Fitting
(Sˆg, Dˆg)
′
s to the linear model (3), we can derive the resulting least-squares estimators for φ0
and φ1 as follows:
φˆ1 =
sTD1d
sTD1s
, and φˆ0 =
1
G
1Td− 1
G
φˆ1 · 1Ts ,
where s = (Sˆ1, Sˆ2, · · · , SˆG)T , d = (Dˆ1, Dˆ2, · · · , DˆG)T , and D1 = IG×G − (1/G)11T . The
vector 1 is the G by 1 vector of 1’s, and the matrix IG×G is the G by G identity matrix.
Note that s and d are functions of observed sensitivities and false positive rates. There-
fore, they are both random variables. Moses et al. (1993) suggested to estimate the variance
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of φˆ0 and φˆ1 by ignoring the variance of s, as in regression models, and thus the variance of
φˆ1 equaled to Var(Dˆg)/(s
TD1s).
In addition, Moses et al. suggested yet another summary measure Q, which
was defined as the point where Q = Sen = (1−FPR). Explicitly, Q = (1+e−φ0/2)−1,
and was estimated with Q∗ = (1 + e−φˆ0/2)−1. Moses et al. also showed that the
standard error of Q∗ could be estimated as
SE(φˆ0)
8 [cosh(φ0/4)]2
,
where cosh(·) is a hyperbolic cosine function such that cosh(x) = [ exp(x) +
exp(−x) ]/2.
One problem with Moses’ variance estimation of φˆ0 and φˆ1 is that the vector of indepen-
dent variables, s, is random. Hence their method may underestimate the true variances.
3 Estimation of the variances
In this section we will derive the new variance and covariance formulae for φˆ0 and φˆ1 by taking
into account the additional variation due to the randomness of s. Since both φˆ0 and φˆ1 are
functions of d and s, using the delta method we can approximate the variance-covariance
matrix of
∑(
φˆ0(d, s), φˆ1(d, s)
)
as the following:
Σ(φˆ0, φˆ1) ≈
 ∂φˆ0/∂d ∂φˆ1/∂d
∂φˆ0/∂s ∂φˆ1/∂s
T
∣∣∣∣∣∣∣
d=µd
s=µs
 Var(d) Cov(d, s)
Cov(d, s) Var(s)
  ∂φˆ0/∂d ∂φˆ1/∂d
∂φˆ0/∂s ∂φˆ1/∂s
∣∣∣∣∣∣
d=µd
s=µs
,
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where µd = Exp(d), µs = Exp(s), and
∂φˆ0
∂d
∣∣∣∣∣
d=µd
s=µs
=
1
G
1−
(
1Tµs/G
µsTD1µs
)
D1µs
∂φˆ0
∂s
∣∣∣∣∣
d=µd
s=µs
=
(
− 1
Tµs/G
µsTD1µs
)
D1µd +
(
−µs
TD1µd/G
µsTD1µs
)
1 +
(2µsTD1µd)(1Tµs/G)
(µsTD1µs)2
D1µs
∂φˆ1
∂d
∣∣∣∣∣
d=µd
s=µs
=
(
1
µsTD1µs
)
D1µs
∂φˆ1
∂s
∣∣∣∣∣
d=µd
s=µs
=
(
1
µsTD1µs
)
D1µd − 2(µs
TD1µd)
(µsTD1µs)2
D1µs .
When the sample size is large enough, the observed sensitivity, Ŝeng (g = 1, 2, · · · , G)
and the observed false positive rate, F̂PRg, are asymptotically normally distributed following
Central Limit Theorem. That is,
Ŝeng −→ N
[
Seng, Seng(1− Seng)/n1g
]
̂FPRg −→ N[FPRg, FPRg(1− FPRg)/n2g],
where n1g and n2g are the sample sizes of the diseased and non-diseased groups, respec-
tively. It follows that the transformed variables Vˆ and Uˆ are also asymptotically normally
distributed:
Vˆg = logit(Ŝeng) −→ N(µ1g, σ1g)
Uˆg = logit(F̂PRg) −→ N(µ2g, σ2g),
where µ1g = logit(Seng), σ1g = [n1gSeng(1 − Seng)]−1, µ2g = logit(FPRg), and σ2g =
[n2gFPRg(1−FPRg)]−1. Denote µi = (µi1, µi2, · · · , µiG)T and Σi = diag(σi1, σi2, · · · , σiG)
(i = 1, 2), then we can show that the vectors of Vˆ
′
i s and Uˆ
′
is have asymptotically normal
distributions:
v = (Vˆ1, Vˆ2, ..., VˆG)
T −→ N(µ1,Σ1),
u = (Uˆ1, Uˆ2, ..., UˆG)
T −→ N(µ2,Σ2).
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Assume that Ŝen and F̂PR are independent, then v and u are independent as well. Since
s = u+v, its expected value (µs) and variance (Σs) are µ1+µ2 and Σ1+Σ2, respectively.
Similarly, for d = v − u, the expected value is µd = µ1 − µ2, and Var(d) = Σ1 +Σ2. The
covariance between d and s equals Σ1−Σ2 under the assumption of independence between
Ŝen and F̂PR.
The predicted SROC value at a given FPR0 can be derived from equation (4) with the
estimated coefficients, φˆ0 and φˆ1. Since equation (4) is a function of φ0 and φ1, the variance of
the fitted SROC curve can be estimated with the delta method again. With any fixed FPR0,
the variance of the corresponding predicted SROC value, denoted ̂SROC0 = ̂SROC(FPR0),
can be approximated as the following:
Var( ̂SROC0) ≈ ( d0 , d1 )∣∣∣φˆ0=φ0
φˆ1=φ1
Σ
(
φˆ0, φˆ1
) (
d0 , d1
)T ∣∣∣∣
φˆ0=φ0
φˆ1=φ1
,
where d0 = ∂( ̂SROC0)/∂φˆ0 and d1 = ∂( ̂SROC0)/∂φˆ1.
The programs to derive the variances and confidence intervals based on the
method described above are written in R and S-plus, and are available upon
request. With an average modern computer, the result of a meta-analysis with
60 data points can be returned within several seconds.
4 Simulation
We conducted a simulation study to compare the confidence intervals constructed with two
different variance estimation methods. The number of studies (G) to be included in the
meta-analysis, as well as the true values of φ0 and φ1, were determined before each simulating
process. Therefore, every simulated data set consisted of G observations. Each observation
represented a study and included several elements of the study: the sensitivity (Seng), the
false positive rate (FPRg), the sample size for the diseased group (n1g), and the sample
size for the non-diseased group (n2g). Because we wanted to allow the sample sizes of
different studies to vary, we generated G variables from a log-normal distribution
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with mean equal to 5 and standard deviation equal to 0.25, and rounded up these
variables to represent the sample sizes for the G studies. The reason we chose
log-normal distribution was to generate a skewed distribution of the sample
size. The mean was around 153; the first and third quartiles were 125 and 176,
respectively; and the probability of generating a sample size greater than 300
was less than 0.2%. This was done separately for disease and non-disease groups.
Thus the numbers of diseased and non-diseased subjects could be different within
each study, as well as across studies.
Next we generated G false positive rates. With the pre-determined φ0 and φ1, the corre-
sponding sensitivities could be derived. In order to create a perfect linear relation between
D and S, we generated the G false positive rates from a logistic distribution. Without loss
of generality, we assumed that r2 = 0 and t2 = 1 in (2). Then G uniform variables were
generated as the thresholds “c”, and plugging these variables into (2) we obtained the G
false positive rates. For each false positive rate, the corresponding sensitivity was derived
from a logistic distribution with the same “c” value. The values of r1 and t1 in equation (1)
could be computed according to (5), hence the logistic distribution for X and consequently
the sensitivity could be determined.
The sensitivities and false positive rates described in the last paragraph were related in
perfect linearity, and thus the sum of the squared residuals from the least squares model (3)
would be zero. They represented the scenario when there were no random errors in measuring
the true sensitivities and false positive rates, and that they both followed logistic distribu-
tions. In order to approximate real samples, we added random noises to the sensitivities and
false positive rates. For each study g, the previously generated sensitivity was considered
as the “true” sensitivity. We then generated a variable from a binomial distribution with
study-specific sample size of the diseased group (from the aforementioned log-normal distri-
bution) and the “true” sensitivity. That is, an W was generated from Binomial(n1g, Seng).
The “observed” sensitivity was computed as the ratio of that variable over the sample size,
W/n1g. Moses et al. suggested to add 0.5 adjustment to the numerator and 1 to the denom-
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inator to avoid probabilities that were zero or one. We followed this advice and performed
simulations with and without this correction to explore its effect on both point and interval
estimations. The “observed” false positive rate was generated in a similar matter. This
adjustment was also added to the example analyzed in Section 6.
After the “observed” sensitivities and false positive rates were generated, we computed
the estimates for φ0, φ1, SROC(0.1), and Q, and constructed confidence intervals using
two different methods. The simulation was repeated 1000 times with each given set of the
parameters (φ0, φ1, G). We tried two different values for φ0, two different values for φ1,
two different values for G, and two options with the 0.5 correction. Hence there were in
total 16 simulation outcomes. The true SROC curves corresponding to the four
combinations of φ0 and φ1 are shown in Figure 1. We also controlled the range
of the uniform distribution from which the thresholds “’c” were generated to
change the intra-study variation. The broadest range allowed for the uniform
distribution was determined by the true regression coefficients, the parameters
ri and ti(i = 1, 2) in (1) and (2), and the constraints which required the true
sensitivities and specificities to be greater than or equal to 0.5. When this range
was used for the uniform distribution, the intra-study variation dominated the
inter-study variation by about 10 folds. We then tried a smaller range for the
uniform distribution to examine the result when intra-study and inter-study
variation were similar. We chose (φ0, φ1) = (2.6,−0.5) for the first simulation because
they were the estimates from the data analysis in Section 6. Later we increased φ0 to 4
and/or increased φ1 to 0 to examine how different linear relations affected the coverage
probabilities of the confidence intervals. Two different numbers of studies, 10 and 50, were
used in the simulation.
5 Result
The simulation result can be found in Table 1 and Table 2. The overall coverage
10
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probability of the intercept is better than the coverage probability of the slope, and is
relatively unsensitive to the changes of other parameters. The intercept is usually of
better interest than the slope because the summary statistic, Q, is a function
of the intercept. In the result the coverage probability of Q does not vary as much as
that of the slope, either. The biases of the regression coefficients decrease as the number
of studies increase. The effect of the 0.5 correction on the biases is small comparing to
the effect of the number of studies. Although our method incorporates the variance
of the “independent variable” (s) and Moses et al.’s method does not, it is
still possible to observe a wider confidence interval for Q or A using the latter
method. It is because the delta method accounts for both variances and the
covariance between Sˆ and Dˆ, which is equal to Var(logit(Ŝen))−Var(logit(F̂PR)).
The covariance between Sˆ and Dˆ can be negative if the variance of logit(Ŝen)
is smaller than the variance of logit(F̂PR). When the covariance is negative
with large absolute value, the variance derived by using the delta method can be
smaller than the variance derived by ignoring the randomness of the independent
variable.
We summarize the overall coverage probability as well as the stratified cover-
age probability in order to examine the marginal effect of the number of studies,
0.5 correction, and the choice of true regression coefficients. The result is shown
in Table 3. The upper half and the lower half of Table 3 are derived from Ta-
ble 1 and Table 2, respectively. When the intra-study variation dominates the
inter-study variation, the overall coverage probability, which is the mean of all
the 16 coverage probabilities in Table 1, is slightly higher using our method,
although both methods appear to underestimate the interval. The averaged
coverage probability stratified by the number of studies suggests that the dif-
ferences caused by the number of studies is moderate (ranges from 0% to 5%),
except for the slope (8% and 11%). Higher number of studies is associated with
lower coverage, and our method is more sensitive to the number than Moses et
11
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al.’s method. Adding the 0.5 correction does not show substantial effect on the
coverage probability (the difference for the slope: 4% and 7%; for others: from
0% to 3%). Lower value of true φ0 is associated with higher coverage probability,
and its effect is stronger on the slope than other parameters. Similar relation
is observed on the true φ1. When the true φ1 is -0.5, the coverage probability
is higher than it is when the true φ1 is 0, except for the slope. There seems
to be an interactive effect between the values of true φ0 and φ1 on the coverage
probability of the slope (Table 1). The coverage of the slope is the lowest when
the true φ0 is 4 and the true φ1 is -0.5, but this pattern is not observed on the
coverage probability of the other 3 parameters.
When the intra-study variation and the inter-study variation are similar, the
overall coverage probability of the confidence interval increases if constructed
using our method, but it says almost unchanged when the confidence interval is
constructed based on Moses et al.’s method. As a result, the coverage probability
of our method is noticeably higher than the one based on Moses et al.’s method.
Lower number of studies, no 0.5 correction, lower φ0, and lower φ1 are associated
with higher coverage probability, and the effects are all considered small to
moderate (range: 0% to 7%).
Generally speaking, the confidence interval constructed using our method has
higher coverage probability than the confidence interval constructed according
to the method proposed by Moses et al., and the difference is larger when the
inter-study variation and the intra-study variation are similar. Although in this
scenario our method tends to overestimate the confidence interval, the coverage
probability of the two important summary parameters Q and A is close to the
nominal level. Moses et al.’s method is relatively unsensitive to the ratio of
intra-study and inter-study variation, and consistently underestimates the con-
fidence interval in both scenarios. When the intra-study variation dominates
the inter-study variation (ratio≈10), the coverage probability of the confidence
12
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interval falls below 95%, regardless of the method. The number of studies and
the 0.5 correction also affect the coverage probability, although the effect does
not appear to be substantial. Our result indicates that φ0 and φ1 might have
joint influence on the coverage probability. Further exploration is needed to
determine why the confidence interval of the slope is severely underestimated
when specific combination of φ0 and φ1.
6 Example
In 1999, Congress required polygraph screening examinations of over 1,300 employees at De-
partment of Energy weapons laboratories because of the concerns about security violations.
However, the accuracy of polygraph examinations was still of question, and consequently
the results were rarely admissible as evidence in court. In January 2001 the National Re-
search Council’s Committee on National Statistics convened a committee to review relevant
research and assess the scientific validity of polygraph examinations from a structured litera-
ture review. The resulting report, “The Polygraph and Lie Detection” was published in year
2002 [8]. We analyzed the polygraph data, which consisted of 59 studies of polygraph and
lie detection conducted by various authors from year 1959 to 2000. The sample size ranged
from 12 to 252. The true behavior of each study subject was recorded in a binary format,
while the result of polygraph could be binary or ordinal with three categories: non-deceptive,
intermediate, and deceptive. We merged the non-deceptive and intermediate groups to form
a binary testing result. The choice was arbitrary, and there was no drastic change, e.g.
changes of the signs of the regression coefficients, when we combined the intermediate and
deceptive groups. One study recorded the result in 10 categories, and thus was excluded from
our analysis. After re-categorizing the ordinal outcome into a binary variable, the smallest
and largest sensitivities observed among the studies were 0.53 and 0.96, respectively. For
false positive rate, the observed values ranged from 0.008 to 0.643.
The analysis is shown in Table 4. The least-squares estimates of φ0 and φ1 are 2.63 and
13
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-0.5, respectively. The 95% confidence interval for φ0 based on Moses’ method is (2.20, 3.06),
which is not much different from the confidence interval constructed with our estimation of
the variance, (2.28, 2.99). If s is treated as a fixed vector, the confidence interval for φ1
constructed according to this assumption is narrower than the one based on the random s
assumption. The fitted sensitivity corresponding to the case when the false positive rate
equals to 0.1 is 0.74, and the confidence interval based on Moses’ method is slightly wider
than ours. The Q∗ statistic is 0.79, and the confidence intervals generated from the two
methods are similar. Figure 2 shows the plot of the data points and the smooth
SROC curve. The analysis was repeated by excluding the three data points
which had false positive rate greater than 0.5, and the change in the result was
small. Therefore, we performed the analysis with all 58 data points.
Figure 3 (a) shows a scatterplot of B = log[Sen/(1− Sen)]− log[FPR(1−FPR)]
versus S = log[Sen/(1 − Sen)] + log[FPR/(1 − FPR)], and Figure 3 (b) illustrates
the residuals from fitting the data with the linear model (3). From Figure 3
(a) we can see that the data points probably do not follow a linear trend. The
zero mean assumption appears to be violated since in Figure 3 (b) the spread of
the residuals is not symmetric to the zero line. The sensitivity and specificity
of the two data points associated with the highest residuals are (0.96, 0.98) and
(0.96, 0.99), respectively. The residuals of these two data points remain the highest
when the three data points with low specificity are excluded. The variance varies
substantially across different S and hence the homogeneity assumption is likely
to be violated, too.
7 Discussion
Moses, Shapiro, and Littenberg (1993) [7] proposed to fit the smooth SROC
curve using least-squares estimates, and ignored randomness of the independent
variable when estimating the variances. From our simulation it showed that
14
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these estimates were biased. Moses et al. (1993) [7] and Mitchell (2003) [6] both
examined the effect of the 0.5 correction on the biases and concluded that the
effect was substantial when the sample sizes were small. In our simulation we
observe that when the sample sizes are larger (around 150), the effect of the 0.5
correction on the biases is negligible, which is consistent with the aforementioned
findings. However, the biases remain large when the sample sizes of the studies
increase. This is probably due to the “attenuation effect” of the measurement
error [2]. Assuming that the observed independent variable Z is in fact a linear
combination of the real independent variable X and a random error u. The
expected value of the regression coefficient estimated without accounting for
the randomness of Z equals to the true coefficient times a factor k, where k =
Var(X)/(Var(X) +Var(u)). Because k is less than or equal to one, the regression
coefficient is underestimated. This phenomenon is also called “attenuation”. The
magnitude of the bias depends on the ratio of the variance of u over the variance
of X. The larger the ratio is, the larger the bias will be. In the model proposed
by Moses et al., the measurement error might not be of the linear form, but the
issue of measurement error is still existent. The estimation without correcting
the measurement error may subject to biases.
When the research interest focus on comparing two or more ROC curves, the
issue of biases is likely to remain present. Since the bias (attenuation effect) is
a function of the variances of the random error and the independent variable,
taking the difference of the two ROC curves is unlikely to cancel out the biases,
unless the two underlying distributions have the same variance components. The
variance of the difference between the two ROC curves can be estimated as the
sum of the two individual variances if the underlying distributions are assumed
to be independent, or the estimation can incorporate the covariance between the
two ROC curves if the underlying distributions are assumed to be correlated. For
example, the covariance between two estimates of Q can be derived as suggested
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by Zhou, Obuchowski, and McClish (2002) [12]. Without properly correcting
the biases, however, the poor coverage is likely to be observed, no matter how
the variance is estimated.
The coverage probability of the confidence intervals constructed based on
our method is generally higher than the ones constructed using the method
proposed by Moses et al. When the intra-study variation is about 10-times
higher than the inter-study variation, both methods appear to underestimate the
confidence intervals, although the coverage probability using our method is closer
to the nominal level. When the intra-study variation is similar to the inter-study
variation, the coverage probability of the 95% confidence interval based on Moses
et al.’s method is still around 90%, while the coverage probability of our method
is a little over 95%. Number of studies, 0.5 correction, and the choice of true
regression coefficients have relatively small impact on the confidence coverage
comparing to the ratio of intra-study variation over inter-study variation.
Although our method shows slightly better coverage probability than Moses
et al.’s method, there is yet space to improve. Our method is sensitive to the ratio
of intra-study variation over inter-study variation, which can result in both over-
estimation and under-estimation. However, our method is still recommended
since its overall coverage probability is closer to the nominal level than the con-
fidence coverage by Moses et al.’s method, and it is easy to be implemented.
Although several other advanced models have been proposed to fit the smooth
SROC curve, the method proposed by Moses et al. remains to be extremely
popular in meta-analysis literature because of its elegancy and simplicity. Meth-
ods that allow more flexible and robust estimation, e.g. hierarchical regression
model [9], usually also require higher computing power and advanced statistical
knowledge, and hence are appealing to a smaller group of investigators. We
believe that, with a better estimation of the variance, the confidence coverage
using Moses et al.’s method will improve substantially if the bias of the point es-
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timate can be corrected. Approaches such as accounting for measurement error
might lead to a more satisfactory estimation since it incorporates the random
variation of the independent variable. This will be one of the directions of our
future research.
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(d) True parameters = (4, 0)
Figure 1: True ROC curves of the simulated data.
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Table 1: Simulation result: mean biases and coverage probability, when intra-study variation
dominates the inter-study variation
# of with 0.5 Biases Coverage % - Moses et al. Coverage % - Our method
studies correction φ0 φ1 φ0 φ1 Q A φ0 φ1 Q A
True (φ0, φ1)=(2.6, -0.5)
10 yes 0.12 0.06 92 88 92 92 95 97 95 96
10 no 0.12 0.05 92 91 92 91 96 98 96 96
50 yes 0.06 0.04 89 69 88 95 89 85 89 96
50 no 0.06 0.03 90 83 90 94 90 94 90 96
True (φ0, φ1)=(2.6, 0)
10 yes 0.09 0.06 91 88 91 91 95 96 95 95
10 no 0.09 0.06 91 89 91 89 94 96 94 93
50 yes 0.04 0.03 91 87 90 93 90 93 90 96
50 no 0.05 0.03 87 89 87 87 87 94 87 91
True (φ0, φ1)=(4, -0.5)
10 yes 0.20 0.21 91 25 89 91 91 24 89 91
10 no 0.21 0.19 90 35 89 90 90 32 88 89
50 yes 0.08 0.19 92 0 92 94 89 0 89 92
50 no 0.08 0.18 95 0 94 94 92 0 92 88
True (φ0, φ1)=(4, 0)
10 yes 0.14 0.07 90 82 88 88 95 96 94 94
10 no 0.13 0.06 90 88 88 89 96 98 95 94
50 yes 0.08 0.04 82 69 80 85 86 88 84 88
50 no 0.08 0.03 81 90 80 79 86 99 84 83
(∗)A = ̂SROC(0.1)
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Table 2: Simulation result: mean biases and coverage probability, when the intra-study
variation and the inter-study variation are similar
# of with 0.5 Biases Coverage % - Moses et al. Coverage % - Our method
studies correction φ0 φ1 φ0 φ1 Q A φ0 φ1 Q A
True (φ0, φ1)=(2.6, -0.5)
10 yes 0.36 0.21 91 90 90 93 99 99 98 99
10 no 0.37 0.21 88 86 89 90 99 99 99 98
50 yes 0.15 0.09 91 89 91 94 98 98 99 98
50 no 0.17 0.10 90 83 90 95 97 96 98 98
True (φ0, φ1)=(2.6, 0)
10 yes 0.08 0.23 91 91 91 87 96 99 96 92
10 no 0.08 0.23 91 91 91 85 96 99 96 92
50 yes 0.04 0.10 92 92 92 93 93 99 92 97
50 no 0.04 0.10 91 92 90 89 92 99 92 96
True (φ0, φ1)=(4, -0.5)
10 yes 0.49 0.18 90 91 93 87 99 99 99 99
10 no 0.50 0.18 91 91 92 89 99 99 99 99
50 yes 0.23 0.08 89 91 92 89 98 99 99 98
50 no 0.23 0.09 89 89 92 89 92 99 99 99
True (φ0, φ1)=(4, 0)
10 yes 0.11 0.24 91 88 89 89 96 98 95 92
10 no 0.10 0.24 91 89 91 87 97 98 96 90
50 yes 0.06 0.11 86 88 86 89 87 97 87 92
50 no 0.06 0.11 84 87 83 80 85 98 84 83
(∗)A = ̂SROC(0.1)
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Table 3: Simulation result: summary over the 16 simulations
Averaged coverage % of the 95% confidence interval
Moses et al. Our method
φ0 φ1 Q A φ0 φ1 Q A
When the intra-study variation dominates the inter-study variation:
Overall 90 67 89 90 91 74 91 92
Number of studies: 10 91 73 90 90 94 80 93 94
50 88 61 88 90 89 69 88 91
With correction: Yes 90 64 89 91 91 72 91 94
No 90 71 89 89 91 76 91 91
φ0 = 2.6 90 86 90 92 92 94 92 95
4 89 49 88 89 91 55 89 90
φ1 = −0.5 91 49 91 93 92 54 91 93
0 88 85 87 88 91 95 90 92
When the intra-study variation and the inter-study variation are similar:
Overall 90 89 90 89 95 98 96 95
Number of studies: 10 91 90 91 88 98 99 97 95
50 89 89 90 90 93 98 94 95
With correction: Yes 90 90 91 90 96 99 96 96
No 89 89 90 88 95 98 95 94
φ0 = 2.6 91 89 91 91 96 99 96 96
4 89 89 90 87 94 98 95 94
φ1 = −0.5 90 89 91 91 98 99 99 99
0 90 90 89 87 93 98 92 92
(∗)A = ̂SROC(0.1)
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Table 4: Meta-analysis on the Polygraph Data
Parameter Estimate 95% Confidence Interval
Moses’ method Our method
φ0 2.63 (2.20, 3.06) (2.28, 2.99)
φ1 -0.50 (-0.80, -0.19) (-0.89, -0.11)
SROC(0.1) 0.74 (0.68, 0.79) (0.70, 0.77)
Q 0.79 (0.75, 0.82) (0.76, 0.82)
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Polygraph Data: Sensitivity versus False Positive Rate
Figure 2: Descriptive plot of the Polygraph Data.
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Figure 3: (a) Descriptive plot and (b) residual plot from the linear model (3).
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