Abstract. We give a generalization of a theorem of Silverman and Stephens regarding the signs in an elliptic divisibility sequence to the case of an elliptic net. We also describe applications of this theorem in the study of the distribution of the signs in elliptic nets and generating elliptic nets using the denominators of the linear combination of points on elliptic curves.
f (x, y) := y 2 + a 1 xy + a 3 y − x 3 − a 2 x 2 − a 4 x − a 6 ; a i ∈ K.
(1.2)
Let E ns (K) be the collection of non-singular K-rational points of E. It is known that E ns (K) forms a group. Moreover, there are polynomials φ n , ψ n , and ω n ∈ Z[a 1 , a 2 , a 3 , a 4 , a 6 ][x, y] such that for any P ∈ E ns (K) we have nP = φ n (P) ψ 2 n (P)
, ω n (P) ψ 3 n (P)
.
In addition, ψ n satisfies the recursion
The polynomial ψ n is called the n-th division polynomial associated to E. (See [3, Chapter 2] for the basic properties of division polynomials.) The equation (1.3) shows that (ψ n (P)) is an elliptic sequence over K. A remarkable fact, first observed by Ward for integral (integer-valued) elliptic sequences, is that any normalized non-degenerate elliptic sequence can be realized as a sequence (ψ n (P)). A concrete version of this statement is given in the following proposition (See [12, Theorem 4.5.3] , a 3 = W 2 , a 4 = 1, and a 6 = 0, such that W n = ψ n ((0, 0)), where ψ n is the n-th division polynomial associated to E.
We call the pair (E, (0, 0)) in the above proposition a curve-point pair associated with the elliptic sequence (W n ). Any two curve-point pairs associated to an elliptic sequence (W n ) are unihomothetic (see [11, Section 6 .2] for definition). A normalized non-degenerate elliptic sequence (W n ) is called non-singular if the cubic curve E in a curve-point (E, P) associated to (W n ) is an elliptic curve (a non-singular cubic).
Ward's version of the above proposition is stated for normalized, non-degenerate, integral elliptic divisibility sequences (i.e. an integer-valued elliptic sequence with the property that W m | W n if m | n), however examining its proof reveals that in fact it is a theorem for any normalized, nondegenerate, elliptic sequence defined over a subfield of C. Moreover Ward represents the terms of such elliptic sequence as values of certain elliptic functions at certain complex numbers. To explain Ward's representation one observes that for the n-th division polynomial ψ n of an elliptic curve E, defined over a subfield K of C, we have ψ n (P) = (−1) n 2 −1 σ(nz; Λ) σ(z; Λ) n 2 for a complex number z and a lattice Λ (See [8, Chapter VI, Exercise 6.15] and [5, Theorem 2.3.5] for a proof). The lattice Λ is the lattice associated to E over C and σ(z; Λ) is the Weierstrass σ-function associated to Λ defined as More precisely Ward proved the following assertion. Theorem 1.3 (Ward) . Let (W n ) be a normalized, non-degenerate, non-singular elliptic divisibility sequence defined over a subfield K of complex numbers. Then there is a lattice Λ ⊂ C and a complex number z ∈ C such that W n = σ(nz; Λ) σ(z; Λ) n 2 f or all n ≥ 1.
(
1.4)
Further, the Eisenstein series g 2 (Λ) and g 3 (Λ) associated to the lattice Λ and the Weierstrass values ℘(z; Λ) and ℘ ′ (z; Λ) associated to the point z on the elliptic curve C/Λ are in the field Q(W 2 , W 3 , W 4 ). In other words g 2 (Λ), g 3 (Λ), ℘(z; Λ), ℘ ′ (z; Λ) are all defined over K.
The above version of Ward's theorem is [10, Theorem 3] . In [10] Silverman and Stephens proved a formula regarding signs in an unbounded, normalized, non-degenerate, non-singular, real elliptic sequence. (The results of [10] stated for integral elliptic divisibility sequences, however their results hold more generally for real elliptic sequences.) In order to describe Silverman-Stephens's theorem we need to set up some notation. Notation 1.4. For an elliptic curve E defined over R, we let Λ ⊂ C be its corresponding lattice. Let E(R) be the group of R-rational points of E. For a point P ∈ E(R) we let z be the corresponding complex number under the isomorphism E(C) C/Λ. From the theory of elliptic curves we know that there exists a unique q = e 2πiτ , where τ is in the upper half-plane, such that R * /q Z E(R) (see Theorem 2.4) . Let u ∈ R * be the corresponding real number to the point P ∈ E(R), where P O (the point at infinity).We assume that u is normalized such that it satisfies q < |u| < 1 if q > 0 and q 2 < u < 1 if q < 0 (see Lemma 2.1) . Finally, for any non-zero real number x, we define the parity of x by
Parity [x] where Parity[x] ∈ Z/2Z. and if q > 0 and u < 0,
Here ⌊.⌋ denotes the greatest integer function. 
.., z n ) as follows:
where σ(z; Λ) is the Weierstrass σ-function.
In the above definition, the complex points z i satisfy
, where ℘(z) is the Weierstrass ℘-function attached to Λ. Let P = (P 1 , P 2 , . . . , P n ). In [11, Theorem 3.7] it is shown that if P = (P 1 , P 2 , . . . , P n ) is an n-tuple consisting of n points in E(C) such that P i O for each i and P i ± P j O for 1 ≤ i < j ≤ n, and
for all p, q, r, s ∈ Z n . In [11] , Stange generalized the concept of an elliptic sequence to an ndimensional array, called an elliptic net. 
for all p, q, r, s ∈ A. We identify the rank of W with the rank of A.
Note that for A = Z, s = 0, r = 1, and W(1) = 1 the recursion (1.7) reduces to (1.1). Thus elliptic nets are generalizations of elliptic sequences. Moreover, in light of (1.6) the function
is an elliptic net with values in C. Observe that Ψ ne i (P) = ψ n (P i ), where e i denotes the i th standard basis vector for Z n .
Definition 1.8. The function Ψ(P; E) is called the elliptic net associated to E (over C) and P. The value Ψ v (P; E) = Ω v (z; Λ) is called the v-th net polynomial associated to E and P.
We note that if P 1 , P 2 , . . . , P n are n linearly independent points in E(R) then by [11, Theorem 7 .4] we have Ψ v (P; E) 0 for v 0. We prove the following generalization of Theorem 1.5 regarding the signs in Ψ(P, E). Theorem 1.9. Let E be an elliptic curve defined over R and P = (P 1 , P 2 , . . . , P n ) be an n-tuple consisting of n linearly independent points in E(R). Let 
if all u i > 0, and
Note that in the above theorem all u i > 0 is the same as k = 0, which leads to k i=1 v i = 0 always being even. Thus (1.9a) for k = 0 reduces to (1.8) . The method of the proof of the above theorem follows closely the techniques devised in the proof of Theorem 1 of [10] for the case n = 1, however the proof of Theorem 1.9 involves analyzing more cases since the expression (1.5), for n > 1, includes some new terms.
We also prove a generalization of Theorem 1.5 for sign of certain elliptic nets that are not necessarily given as values of net polynomials. In order to describe our result, we need to review some concepts from the theory of elliptic nets as developed in [11] . 
In [11, Theorem 7.4 ] a generalization of Theorem 1.3 in the context of elliptic nets is given. More precisely it is proved that for a normalized and non-degenerate elliptic net W : Z n −→ K there exists a cubic curve E and a collection of points P on E such that W can be realized as an elliptic net associated to E and P. (Theorem 7.4 of [11] is also applicable to elliptic nets over a field K that is not contained in C.) We call W non-singular if C in the curve point (E, P) associated to W is an elliptic curve. We also need the following concept for our second generalization of Theorem 1.5.
An example of a quadratic form is the function
where p i , q i j ∈ R * . As we mentioned before, Theorem 1.9 can be stated as a theorem for the sign of certain elliptic nets. Our next theorem establishes such a result for non-singular, non-degenerate elliptic nets. 
where (1.11) is applicable when all u i > 0 and (1.12) is applicable if u 1 , u 2 , . . . , u k < 0 and u k+1 , u k+2 , . . . , u n > 0 .
Again note that for k = 0 the formula (1.12) reduces to (1.11). Next we describe some applications of Theorem 1.9 and Theorem 1.13.
The array (S (v)) is said to be uniformly distributed mod m if
We say that the signs in an n-dimensional array S :
Note that here the restriction to v ∈ N n is for the simplicity of presentation and similar results will hold for v ∈ Z n . By employing formulas in Theorem 1.9 and Theorem 1.13 we establish the following result.
Theorem 1.15. Let Ψ(P; E) and W(v) be as in Theorem 1.9 and Theorem 1.13. Then the signs in Ψ(P; E) and W(v) are uniformly distributed.
In order to explain the second application of our results we first introduce the concept of a denominator net. Let E/Q be an elliptic curve given by a Weierstrass equation with integer coefficients. If P ∈ E(Q) is a non-torsion point (i.e., nP O for any n) then we have that [6] has shown a way of assigning signs to the sequence (D nP ) so that the resulting sequence becomes an elliptic divisibility sequence (Note that D nP > 0 for all n by our definition). More precisely, let E be an elliptic curve given by
with the condition that gcd(a 3 , a 4 ) = 1. Let P = (0, 0) be a point of infinite order in E(Q). Let (D nP ) be the associated elliptic denominator sequence. Let (W n ) be an array defined by the rule given as
Suppose we assign signs to the terms of (W n ) by the rule
Then in [6, Section 4.4] it is shown that (W n ) will be an elliptic divisibility sequence. We observe that the condition on E that gcd(a 3 , a 4 ) = 1 is equivalent to that P = (0, 0) reduces to a non-singular point modulo any prime ℓ. It is also shown that if a curve is not of the form (1.13) then it is always possible to transform it into a curve of the form (1.13) (see [6, Chapter 5] ). The concept of an elliptic denominator sequence has been generalized to higher ranks and it is called an elliptic denominator net. If P = (P 1 , P 2 , . . . , P n ) is an n-tuple of linearly independent points in E(Q). Then for v = (v 1 , v 2 , . . . , v n ) ∈ Z n we can write
Then (D v·P ) is called the elliptic denominator net associated to an elliptic curve E and a collection of points P. As a consequence of Theorem 1.9 and [1, Proposition 1.7], our final result describes how one can assign signs to a denominator net in order to obtain an elliptic net. Theorem 1.16. Let E be an elliptic curve defined over Q given by the Weierstrass equation
Let P = (P 1 , P 2 , . . . , P n ) be an n-tuple of linearly independent points in E(Q) so that each P i (mod ℓ) is non-singular for every prime ℓ. Define a map W :
where Ψ(P; E) is the elliptic net associated to E and the collection of points P. Then W is an elliptic net.
Note that for rank one elliptic nets the above theorem gives an alternative method, different from Shipsey's, in generating elliptic sequences out of elliptic denominator sequences.
In the next section we will review preliminaries needed in the proofs and in Sections 3 and 4 we prove our main results on the signs in elliptic nets. In Section 5 we illustrate our results by providing several examples. Finally in Sections 6 and 7 we give proofs of our results on uniform distribution of signs and on relation with denominator sequences.
Preliminaries
We will follow the conventions described in Notation 1.4. We first show that the claimed normalization in Notation 1.4 is possible.
Lemma 2.1. Let q ∈ R be such that 0 < |q| < 1 and u 0 ∈ R >0 \ q Z . Then we have the following statements.
which contradicts the minimality of k 0 . So the claim holds.
(ii) If −1 < q < 0, then 0 < q 2 < 1, so the result follows from part (i).
Thus, letting u = q k u 0 in the above lemma will result in the desired normalization. Let Λ τ be the normalized lattice with basis [τ, 1] , where τ is in the upper half-plane. From [9, Chapter I, Theorem 6.4] we know that, the q-expansion of the σ-function σ(z; Λ τ ) is given by
where w = e 2πiz , q = e 2πiτ , and η is the quasi-period homomorphism. The next proposition gives the q-expansion for the numerator in the expression for Ω v (z; Λ τ ) in (1.5).
where
Proof. The result is obtained by replacing z with
n and z = (z 1 , z 2 , . . . , z n ) ∈ C n . Let w j = e 2πiz j for j = 1, 2, . . . n and q = e 2πiτ . Then we have
Proof. The proof is computational and follows by substituting the q-expansions (2.1) and (2.2) in (1.5). The one thing to note is that the product expansion of Ω v (z; Λ τ ) is independent of η, the quasi-period homomorphism. It disappears after substituting the q-expansions and simplifying the terms.
For q = e 2πiτ with τ in the upper half-plane, let E q be the elliptic curve defined as
be the C-analytic isomorphism given in [9, Chapter V, Theorem 1.1]. We are only concerned with elliptic nets Ψ(P; E) with values in R. By [11, Theorem 4.4 ] if E is defined over R, then we have Ψ v (P; E) ∈ R for any v ∈ Z n . So from now on we assume that our elliptic curves are defined over R. The following theorem will play an important role in our investigations. (a) There is a unique q ∈ R with 0 < |q| < 1 such that
The composition of the isomorphism in part (a) with the isomorphism φ defined in (2.3), yields an isomorphism
which commutes with complex conjugation. Thus ψ is defined over R and moreover,
is an R-analytic isomorphism.
Proof. See [9, Chapter V, Theorem 2.3].
Since E is defined over R, by Theorem 2.4, there is a unique real number q ∈ R with 0 < |q| < 1 such that E /R E q . Assume that π : E q → E represents this isomorphism. Let τ be a complex number associated to q given in Theorem 2.4 such that q = e 2πiτ and let Λ τ be the lattice generated by [τ, 1] . Since E E q , there exists an α ∈ C * such that Λ = αΛ τ , where Λ is the lattice associated with E. The multiplication by α carries C/Λ isomorphically to C/Λ τ . Let z i be the corresponding complex number to P i ∈ E(R) under the isomorphism E(C) C/Λ. Then z i /α is the corresponding complex number to π −1 (P i ) ∈ E q (R) under the isomorphism E q (C) C/Λ τ . From part (b) of Theorem 2.4, the map
is an isomorphism, moreover the map ψ (restricted to R * /q Z )
is an R-isomorphism. Thus from construction of ψ, we can consider u i = e 2πiz i /α as a representative in R * /q Z for ψ −1 (P i ). Since ψ is an R-isomorphism we have that u i ∈ R * . Next let Ψ v (P, E) = Ω v (z; Λ) be the value of the v-th net polynomial at P.
. . , z n ) ∈ C n , and Λ, we have
Here we have used the fact that for a non-zero α ∈ C * we have σ(αz; αΛ) = ασ(z; Λ). Now substituting the value of Ω v α −1 z; Λ τ from Proposition 2.3 yields
where 2 .
In the following two sections, we compute the parity of terms in the right hand side of (2.4). 
where β i is given in 
We consider cases according to the sign of q. Case I. Suppose that q > 0. Then from the above expression we deduce that if 
Hence for this case there are
Following a similar argument used in the Subcase I we have that, More generally, we claim that log q |u 1 |, log q |u 2 |, . . . , log q |u n |, and 1 are linearly independent over Q. To see this suppose that there are integers k 0 , k 1 , k 2 , . . . , k n not all zero such that the sum n i=1 k i log q |u i | + k 0 = 0. Equivalently we have that n i=1 k i z i = −k 0 . Note that we have 1 ∈ Λ τ , hence under the isomorphism C/Λ τ E(C) integers are mapped to the identity element of E(C). Thus
This contradicts our assumption that the points P 1 , P 2 , . . . , P n are linearly independent in E(R). Hence we have that log q |u 1 |, log q |u 2 |, . . . , log q |u n |, and 1 are linearly independent over Q. (This also shows that each number log q |u i | is irrational.) Therefore the number n i=1 v i log q |u i | can not be an integer. Using this fact and the property of the greatest integer function that
we see that the number of negative signs in Subcase II is − n i=1 v i log q |u i | . Therefore we can combine the results from these two sub-cases to get that
Note that 1 − xq 2m+1 and 1 − xq −2m−1 are both positive, since q is assumed to be negative. As a result
and we get Sign θ(x, q) = Sign θ(x, q 2 ) . Since q 2 > 0 and u i > 0, applying (3.3) we get
log |q| u i .
We record two immediate corollaries from this proposition, which we will use in next section. 
Proof. It follows from the result of Proposition 3.1.
We now proceed with the main proof of this section.
Proof of Theorem 1. 13 . First of all note that for a non-singular non-degenerate elliptic net W : Z n −→ R there exists an elliptic curve E defined over R and a collection P = (P 1 , P 2 , . . . , P n ) of points in E(R), such that
for any v ∈ Z n . Here f : Z n −→ R * is a quadratic form and Ψ(P; E) is the elliptic net associated to P and E. Moreover, since W(v) 0 for v 0 we have that P 1 , P 2 , . . . , P n are n linearly independent points in E(R) (See [11, Theorem 7.4] ). Next observe that in the expression (2.4) the numbers u j and q are in R * . Therefore the product containing u j and q are also in R. Also by [11, Theorem 4.4] , since E is defined over R then Ψ v (P; E) ∈ R. Hence from (2.4) we conclude that
Note that this statement is true for all v ∈ Z n , therefore for n ≥ 2, taking v 1 = 1, v 2 = 2 and v i = 0 for all 3 ≤ i ≤ n, we get that (2πi/α) 2 ∈ R * . Furthermore, taking v 1 = 2 and v i = 0 for all 2 ≤ i ≤ n, shows that (2πi/α) 3 ∈ R * . Since (2πi/α) 2 and (2πi/α) 3 ∈ R * , we have that 2πi/α ∈ R * . A similar result also holds if n = 1, by choosing v 1 = 2 and 3. Hence 2πi/α is either a positive real number or a negative real number. Thus, after possibly
We next deal with Parity
. If all u i > 0 this value is zero. Now assume that u 1 , u 2 , u 3 , . . . , u k < 0 and u k+1 , u k+2 , u k+3 . . . u n > 0. Looking at values of v i modulo 4, we get that
Next we define H : Z n −→ Z as follows. If u 1 , u 2 , u 3 , . . . , u k < 0 and u k+1 , u k+2 , u k+3 . . . u n > 0, we set
From (3.6), Proposition 3.1, (3.7), and the expressions for H(v), we conclude that
The proof is complete.
Proof of Theorem 1.9
Proof of Theorem 1.9. First of all note that in the proof of Proposition 3.1 we showed that β 1 , . . . , β n are n irrational numbers that are linearly independent over Q. Moreover, as described in the proof of Theorem 1.13, 2πi/α in (2.4) is a non-zero real number. From now on, without loss of generality, we will assume that 2πi/α > 0. (Note that if 2πi/α < 0 we can compute the sign of Ω v (z; Λ) by
it does not play any role in determining the sign of (2.4). Thus from (2.4) we have that the Parity
The first two terms of the above sum were computed in (3.7) and Proposition 3.1 respectively. By Corollary 3.2, we get that θ(u i , q) > 0, so the third summand is even. Thus,
Finally, for the last summand we have
Note that in the range 1 ≤ i < j ≤ n, we have u i u j < 0 only when
Now applying (3.7), Proposition 3.1, (4.2), and (4.3) in (4.1) yield
v i is odd.
Numerical Examples
We now give illustrations of various cases of Theorem 1.9 with the help of some examples. For sake of simplicity we only give examples for rank 2 elliptic nets. All the computations were done using mathematical software SAGE.
Keeping the assumptions and notations used in Theorem 1.9, for the case n = 2, the sign of either Ψ v (P; E) or (−1)
, can be computed using one of the following parity formulas:
Here the two irrational numbers β 1 and β 2 are given by the rules in Table 1 Table 5 .1. Elliptic net Ψ(P; E) associated to elliptic curve E : y 2 + xy = x 3 − x 2 − 4x + 4 and points P 1 = (69/25, −532/125), P 2 = (2, −2).
In the above array the bottom left corner represents the value Ψ (0,0) (P; E) and the upper right corner represents Ψ (3, 5) 
(P; E).
There is an isomorphism E(R) R * /q Z such that P 1 ←→ u 1 and P 2 ←→ u 2 with the explicit values q = 0.0001199632944492781512985480142643667840 . . . . . . , u 1 = 0.0803285719586868777961922659399264909608 . . . . . . , u 2 = 0.03600942542966326797848808049477306988456 . . . . . .
Since u 1 , u 2 > 0, by employing Theorem 1.9, the sign of Ψ v (P; E) up to a factor of (−1)
can be calculated by (5.1). Since Theorem 1.9 gives either sign of Ψ v (P; E) or (−1)
. By computing the sign of Ψ (2,2) (P; E) using (5.1) we conclude that in this case the parity is given by the formula
with β 1 = 0.2793020829801927957749331343976812416467 . . . , β 2 = 0.3681717984734797193981452826601334954064 . . . .
Next we illustrate the truth of our formula using two special cases.
Sign[Ψ (1, 3) Table 5 .2. Elliptic net Ψ(P; E) associated to elliptic curve E : y 2 + xy = x 3 − x 2 − 4x + 4 and points P 1 = (−1, 3), P 2 = (3, −2).
In this case there is an isomorphism E(R) R
* /q Z such that P 1 ←→ u 1 and P 2 ←→ u 2 with the explicit values q = 0.0001199632944492781512985480142643667840 . . . . . . ,
Observe that q is the same as in the previous example. Further since u 1 < 0, and u 2 > 0, by using Theorem 1.9, parity of Ψ v (P; E) is either given by (5.2) or
By computing the sign of Ψ (2,2) (P; E) using (5.2) and (5.5) we conclude that in this case the parity is given by formula (5.5). Next we illustrate the truth of our formula using two special cases. Table 5 .3. Elliptic net Ψ(P; E) associated to elliptic curve E : y 2 + y = x 3 + x 2 − 2x and points P 1 = (−1, 1), P 2 = (0, −1).
The above array is centered at Ψ (0,0) (P; E) = 0. The bottom left corner represent the value Ψ (−5,−2) (P; E) and the upper right corner represents Ψ (5,2) (P; E). For this example we have the isomorphism E(R) R * /q Z such that P 1 ←→ u 1 and P 2 ←→ u 2 with the explicit values q = 0.00035785976153723480818280896702856223292 . . . . . . ,
Since u 1 < 0 and u 2 < 0, by using Theorem 1.9, sign of Ψ v (P; E) is given by either (5.4) or By computing the sign of Ψ (2,2) (P; E) using (5.4) and (5.6) we conclude that in this case the parity is given by formula (5.6).
Example 5.4. Let E be the elliptic curve defined over R given by Weierstrass equation y 2 = x 3 − 7x+10. Let P 1 = (−2, 4) and P 2 = (1, 2) be two linear independent points in E(R). Let P = (P 1 , P 2 ). The following Table 5 .4. Elliptic net Ψ(P; E) associated to elliptic curve E : y 2 = x 3 − 7x + 10 and points P 1 = (−2, 4), P 2 = (1, 2).
In the above array the bottom left corner represents the value Ψ (0,0) (P; E) and the upper right corner represents Ψ (4,6) (P; E). In this case there is an isomorphism E(R) R * /q Z such that P 1 ←→ u 1 and P 2 ←→ u 2 with explicit values q = −0.0004077489822343239057667854741817549172 . . . . . . , u 1 = 0.001201936348983837429349696735400418601519 . . . . . . , u 2 = 0.008992979917906651664620780969726498312814 . . . . . .
Since u 1 , u 2 > 0, by using Theorem 1.9 and calculating the sign of Ψ (2,2) (P; E), we observe that the sign of Ψ v (P; E) in this case is given by (5.1) with Proof. This is a direct consequence of Theorem 6.2. See also [2, Example 2.9].
The following proposition is a generalization of a part of Theorem 3.1 of [4] for sequences to arrays. Hence W(v) is an elliptic net by [11, Proposition 6 .1] and the fact that Ψ v (P; E) is an elliptic net.
