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REPRESENTATION THEORY AND COHOMOLOGY OF
KHOVANOV-LAUDA-ROUQUIER ALGEBRAS
ALEXANDER S. KLESHCHEV
Abstract. This expository paper is based on the lectures given at the
program ‘Modular Representation Theory of Finite and p-adic Groups’ at
the National University of Singapore. We are concerned with recent results
on representation theory and cohomology of KLR algebras, with emphasis
on standard module theory.
1. Set up and motivation
This expository paper is based on the lectures given at the program ‘Modular
Representation Theory of Finite and p-adic Groups’ at the National University
of Singapore. We are concerned with recent results on representation theory
and cohomology of KLR algebra, with emphasis on standard module theory,
as developed in [KlR2], [Kat], [McN], [Kl2], [BKM]. Some proofs are given,
but often we just review or illustrate the results. Other topics in the theory of
KLR algebras are nicely reviewed in [Bru].
1.1. KLR algebras. In this paper we will be mainly concerned with KLR
algebras of finite Lie type. So let C = (cij)i,j∈I be a Cartan matrix of finite
type. As in [Kac, §1.1], let (h,Π,Π∨) be a realization of the Cartan matrix
C, so we have simple roots {αi | i ∈ I}, simple coroots {α
∨
i | i ∈ I}, and
a bilinear form (·, ·) on h∗ such that cij = 2(αi, αj)/(αi, αi) for all i, j ∈ I.
We normalize (·, ·) so that (β, β) = 2 if β is a short root. The fundamental
dominant weights {Λi | i ∈ I} have the property that 〈Λi, α
∨
j 〉 = δi,j , where 〈·, ·〉
is the natural pairing between h∗ and h. We have the set of dominant weights
P+ =
∑
i∈I Z≥0 ·Λi and the positive part of the root lattice Q+ :=
⊕
i∈I Z≥0αi.
For α ∈ Q+, we write ht(α) for the sum of its coefficients when expanded in
terms of the αi’s.
Denote A := Z[q, q−1] for an indeterminate q. For n ∈ Z≥0, define
[n]q :=
qn − q−n
q − q−1
, [n]!q :=
n∏
m=1
[m]q.
Given in addition α ∈ Q+ and a simple root αi, we let dα := (α,α)/2 and set
qα := q
dα , [n]α := [n]qα , [n]
!
α := [n]
!
qα , qi := qαi [n]i := [n]αi , [n]
!
i := [n]
!
αi .
Sequences of elements of I will be called words. The set of all words is
denoted 〈I〉. If i = i1 . . . id is a word, we denote |i| := αi1 + · · ·+αid ∈ Q+. We
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refer to |i| as the content of the word i. For any α ∈ Q+ we denote
〈I〉α := {i ∈ 〈I〉 | |i| = α}.
If α is of height d, then the symmetric group Sd with simple permutations
s1, . . . , sd−1 acts transitively on 〈I〉α from the left by place permutations.
Let F be an arbitrary field. Define the polynomials {Qij(u, v) ∈ F [u, v] |
i, j ∈ I} in the variables u, v as follows. Choose signs εij for all i, j ∈ I with
cij < 0 so that εijεji = −1. Then set:
Qij(u, v) :=


0 if i = j;
1 if cij = 0;
εij(u
−cij − v−cji) if cij < 0.
(1.1)
Fix α ∈ Q+ of height d. The KLR-algebra Rα is an associative graded unital
F -algebra, given by the generators
{1i | i ∈ 〈I〉α} ∪ {y1, . . . , yd} ∪ {ψ1, . . . , ψd−1} (1.2)
and the following relations for all i, j ∈ 〈I〉α and all admissible r, t:
1i1j = δi,j1i,
∑
i∈〈I〉α
1i = 1; (1.3)
yr1i = 1iyr; yryt = ytyr; (1.4)
ψr1i = 1sriψr; (1.5)
(ytψr − ψrysr(t))1i = δir ,ir+1(δt,r+1 − δt,r)1i; (1.6)
ψ2r1i = Qir ,ir+1(yr, yr+1)1i (1.7)
ψrψt = ψtψr (|r − t| > 1); (1.8)
(ψr+1ψrψr+1 − ψrψr+1ψr)1i
=δir ,ir+2
Qir,ir+1(yr+2, yr+1)−Qir ,ir+1(yr, yr+1)
yr+2 − yr
1i.
(1.9)
The grading on Rα is defined by setting:
deg(1i) = 0, deg(yr1i) = (αir , αir), deg(ψr1i) = −(αir , αir+1).
These algebras were defined in [KL1,KL2,Ro1]. It is pointed out in [KL2]
and [Ro1, §3.2.4] that up to isomorphism the graded F -algebra Rα depends
only on the Cartan matrix and α.
Fix in addition a dominant weight Λ ∈ P+. The corresponding cyclotomic
KLR algebra RΛα is the quotient of Rα by the following ideal:
JΛα := (y
〈Λ,α∨i1
〉
1 1i | i = i1 . . . id ∈ 〈I〉α). (1.10)
For a graded algebra R, denote by R-Mod the abelian category of all graded
left R-modules, denoting (degree-preserving) homomorphisms in this category
by homR. We write ∼= for the isomorphism in this category, and ≃ for the
isomorphism in the category of usual modules. Let R-mod denote the abelian
subcategory of all finite dimensional graded left R-modules and R-proj de-
note the additive subcategory of all finitely generated projective graded left
R-modules.
We also consider the Grothendieck groups [R-mod] and [R-proj]. We view
[R-mod] and [R-proj] as A -modules via qm[M ] := [qmM ], where qmM denotes
the module obtained by shifting the grading up by m: (qmM)n =Mn−m. More
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generally, given a formal Laurent series f(q) =
∑
n∈Z fnq
n with coefficients
fn ∈ Z≥0, f(q)V denotes
⊕
n∈Z q
nV ⊕fn . If V is a locally finite dimensional
graded vector space (i.e. the dimension of each graded component Vn is finite),
its graded dimension is dimq V :=
∑
n∈Z(dimVn)q
n. Given M,L ∈ R-mod
with L irreducible, we write [M : L]q for the corresponding graded composition
multiplicity, i.e. [M : L]q :=
∑
n∈Z anq
n, where an is the multiplicity of q
nL in
a graded composition series of M .
Given α, β ∈ Q+, we set Rα,β := Rα ⊗ Rβ. There is an injective non-
unital algebra homomorphism Rα,β →֒Rα+β , 1i ⊗ 1j 7→ 1ij , where ij is the
concatenation of i and j. The image of the identity element of Rα,β under this
map is 1α,β :=
∑
i∈〈I〉α, j∈〈I〉β
1ij . We consider the induction and restriction
functors:
Indα,β := Rα+β1α,β⊗Rα,β? : Rα,β-Mod→ Rα+β-Mod,
Resα,β := 1α,βRα+β⊗Rα+β? : Rα+β-Mod→ Rα,β-Mod,
which preserve the categories of finite dimensional and finitely generated projec-
tive modules. For M ∈ Rα-Mod, N ∈ Rβ-Mod, denote M ◦N := Indα,βM ⊠N.
Then [R-proj] :=
⊕
α∈Q+
Rα-proj and [R-mod] :=
⊕
α∈Q+
Rα-mod are Q+-
graded A -algebras, with multiplication coming from the induction product ◦.
Example 1.11. For m ≥ 1 and i ∈ I, the KLR algebra Rmαi is the nil-
Hecke algebra NHm, which is given by generators y1, . . . , ym and ψ1, . . . , ψm−1
and relations: yiyj = yjyi, ψiyj = yjψi for j 6= i, i + 1, ψiyi+1 = yiψi + 1,
yi+1ψi = ψiyi + 1, ψ
2
i = 0, together with the usual type Am braid relations for
ψ1, . . . , ψm−1. It is well known that the nil-Hecke algebra is a matrix algebra
over its center; see e.g. [Ro2, §2] or [KLM, §4] for recent expositions. Moreover,
writing w0 for the longest element of Sm, the degree zero element
em := y2y
2
3 · · · y
m−1
m ψw0 (1.12)
is a primitive idempotent, hence P (αmi ) := q
m(m−1)/2
i Rmαiem is an indecom-
posable projective Rmαi-module. The degree shift has been chosen so that
irreducible head L(αmi ) of P (α
m
i ) has graded dimension [m]
!
i. Thus Rmαi
∼=
[m]!i P (α
m
i ) as a left module.
1.2. Some motivation. The first reason why representation theory of KLR
algebras is interesting is that it can be used to categorify quantum groups. One
way to make this statement more precise is as follows. Let f be the quantized
enveloping algebra over the field Q(q) associated to C with standard generators
{θi | i ∈ I}, cf. [Lu2]. It is naturally Q+-graded: f =
⊕
α∈Q+
fα. Khovanov
and Lauda showed that there is a unique Q+-graded algebra isomorphism
γ : f
∼
→ Q(q)⊗A [R-proj], θi 7→ [Rαi ], (1.13)
where Rαi is the left regular module over the algebra Rαi . If C is symmetric and
F has characteristic zero, Rouquier [Ro2] and Varagnolo and Vasserot [VaV]
have shown further that γ maps the canonical basis of f to the basis for [R-proj]
arising from the isomorphism classes of graded self-dual indecomposable pro-
jective modules. Taking a dual map to γ yields another algebra isomorphism
γ∗ : Q(q)⊗A [R-mod]
∼
→ f∗. (1.14)
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If C is symmetric and F has characteristic zero, this sends the basis for [R-mod]
arising from isomorphism classes of graded self-dual irreducible Rα-modules to
the dual canonical basis for f . For some further details concerning Khovanov-
Lauda-Rouquier categorification see §2.4.
Another motivation for studying representation theory of KLR algebras is the
following fact first proved in [BK2]: cyclotomic KLR algebras of finite and affine
types A are explicitly isomorphic to blocks of cyclotomic Hecke algebras. The
main reason this is interesting is that now we can transport the grading from
KLR algebras to cyclotomic Hecke algebras, and the resulting grading on Hecke
algebras turns out to be very important, see for example [BKW,BK3,HuM].
As yet another illustration, we now construct explicitly the irreducible mod-
ules for all semisimple cyclotomic Hecke algebras (both degenerate and non-
degenerate). This is of course just a version of Young’s orthogonal form, but
the reader might appreciate how much simpler the construction via KLR alge-
bras is.
We give the necessary definitions. Until the end of this subsection we assume
that the Cartan matrix C is either of type A∞ (this is equivalent to working with
sufficiently large finite type A) or of affine type A
(1)
e−1 (above we only defined the
KLR algebras for finite Lie types, but the definition for A
(1)
e−1 is really the same).
When C = A∞, we set e = 0 so that in both finite and affine types A we can
identify the set I with Z/eZ.
Fix an ordered tuple κ = (k1, . . . , kl) ∈ I
l such that Λ = Λk1 + · · ·+Λkl . An
l-multipartition of d is an ordered l-tuple of partitions µ = (µ(1), . . . , µ(l)) such
that
∑l
m=1 |µ
(m)| = d. We refer to µ(m) as the mth component of µ. Let Pκd
be the set of all l-multipartitions of d. Of course, Pκd only depends on l, and
not on κ, but as soon as we consider contents of nodes of multipartitions, the
dependence on κ becomes essential. The Young diagram of the multipartition
µ = (µ(1), . . . , µ(l)) ∈ Pκ is
{(a, b,m) ∈ Z>0 × Z>0 × {1, . . . , l} | 1 ≤ b ≤ µ
(m)
a }.
The elements of this set are the nodes or boxes of µ. More generally, a node is
any element of Z>0×Z>0×{1, . . . , l}. Usually, we identify the multipartition µ
with its Young diagram and visualize it as a column vector of Young diagrams.
For example, ((3, 1), ∅, (4, 2)) is the Young diagram
∅
To each node A = (a, b,m) we associate its content, which is an element
of I = Z/eZ defined as follows contA := contκA = km + (b − a) (mod e) .
Define the weight of µ to be wt(µ) :=
∑
A∈µ αcontA ∈ Q+. For α ∈ Q+, denote
Pκα := {µ ∈ P
κ | wt(µ) = α}. We call a partition separating if for any two
nodes A = (a1, a2,m), B = (b1, b2, n) of µ, we have that cont
κA = contκB
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implies that A and B are on the same diagonal of the same component, i.e.
m = n and a2 − a1 = b2 − b1.
Let µ = (µ(1), . . . , µ(l)) ∈ Pκd . A µ-tableau T = (T
(1), . . . , T(l)) is obtained
by inserting the integers 1, . . . , d into the boxes of µ, allowing no repeats. The
group Sd acts on the set of µ-tableaux from the left by acting on the entries of
the tableaux. Let Tµ be the µ-tableau in which the numbers 1, 2, . . . , d appear
in order from left to right along the successive rows, working from top row to
bottom row. Set
iT = iκ,T = iT1 . . . i
T
d ∈ I
d, (1.15)
where iTr is the content of the node occupied by r in T for all 1 ≤ r ≤ d. A
µ-tableau T is called standard if its entries increase from left to right along the
rows and from top to bottom along the columns within each component of T.
Let St(µ) be the set of standard µ-tableaux.
Let α ∈ Q+ be of height d and fix a separating multipartition µ ∈ P
κ
α.
Consider a formal vector space S(µ) :=
⊕
T∈St(µ) F ·vT on basis {vT | T ∈ St(µ)}
labeled by the standard µ-tableaux and concentrated in degree zero. Define the
following action of the generators of RΛα on S(µ):
1ivT = δi,iTvT, ysvT = 0, ψrvT =
{
vsrT if srT is standard,
0 otherwise.
(1.16)
Theorem 1.17. Suppose that µ is separating. The formulas (1.16) define a
(graded) action of RΛα on S(µ). Moreover, S(µ) is an irreducible Rα-module,
and S(µ) 6∼= S(ν) whenever µ 6= ν.
Proof. To prove the first statement we need to observe that the defining rela-
tions of Rα hold for the linear operators defined by (1.16). The relations (1.3)–
(1.5) are clear. To see that (1.6) holds it suffices to observe that in a standard
tableau, r and r + 1 can never occupy boxes on the same diagonal of the same
component. As µ is separating, it follows that iTr 6= i
T
r+1 for all T ∈ St(µ), which
implies (1.6). To see (1.7), if r and r + 1 occupy adjacent nodes in T, then srT
is not standard, and in this case we get ψ2rvT = 0 = QiTr,iTr+1(yr, yr+1)vT as re-
quired. On the other hand, if r and r + 1 do not occupy adjacent nodes in T,
then srT is standard, ciTr ,iTr+1 = 0, and ψ
2
rvT = vT = QiTr ,iTr+1(yr, yr+1)vT, again as
required. The relation (1.8) holds trivially. Finally, to check the relation (1.9),
it is enough to notice that we never have iTr = i
T
r+2 for a standard µ-tableau T
under the assumption that µ is separating.
To see that S(µ) is irreducible, note first that S 6= T for standard µ-tableaux
S and T implies that iT 6= iS, so acting with the idempotents 1i yields projec-
tions to each 1-dimensional subspace F · vT spanned by the basis elements vT.
So to prove the irreducibility of S(µ) it suffices to show that for any stan-
dard µ-tableaux T and S, there exists a series of admissible transpositions
which takes T to S, which means that there exist 1 ≤ k1, . . . , kl < d such
that sklskl−1 . . . sk1T = S and skmskm−1 . . . sk1T is standard for all m = 1, . . . , l.
The existence of such a sequence follows from the following:
Claim. For any standard µ-tableau T there exists a series of admissible trans-
positions which takes T to Tµ.
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To prove the Claim, let A be the last box of the last row of µ. In Tµ, the box
A is occupied by d. In T, the box A is occupied by some number k ≤ d. Note
that in T, the numbers k+1 and k do not lie on adjacent diagonals. So we can
apply an admissible transposition to swap k and k+1, then to swap k+1 and
k+2, etc. As a result, we get a new standard µ-tableau in which A is occupied
by d. Next, remove A together with d, and apply induction. 
The pair (Λ, d) ∈ P+ × Z≥0 is separating if all miltipartitions µ ∈ P
κ
d
are separating. This notion is well-defined, since it does not depend on the
choice of κ = (k1, . . . , kl) such that Λ = Λk1 + · · · + Λkl . If (Λ, d) is separat-
ing, then all multipartitions µ ∈ Pκd have different contents, and the algebra⊕
α∈Q+,ht(α)=d
RΛα is a semisimple algebra, with each R
Λ
α being zero or simple.
We have mentioned above that by the main result of [BK2], this algebra is
isomorphic to a cyclotomic Hecke algebra
⊕
α∈Q+,ht(α)=d
HΛα . This cyclotomic
Hecke algebra is semisimple if and only if (Λ, d) is separating. Thus in all cases
where a cyclotomic Hecke algebra is semisimple, Theorem 1.17 yields an easy
construction of all its irreducible representations via the isomorphism of [BK2].
2. Basic representation theory of KLR algebras
2.1. Semiperfect and Laurentian algebras. We begin with some general-
ities on graded algebras. All gradings will be Z-gradings. Let H be a graded
algebra over a ground field F . All modules, ideals, etc. are assumed to be
graded, unless otherwise stated. In particular, radV (resp. socV ) is the inter-
section of all maximal (graded) submodules (resp. the sum of all irreducible
(graded) submodules) of V . All idempotents are assumed to be degree zero.
We denote by N(H) the (graded) Jacobson radical of H.
For modules U and V , we write homH(U, V ) for homogeneous H-module
homomorphisms, and set HOMH(U, V ) :=
⊕
n∈ZHOMH(U, V )n, where
HOMH(U, V )n := homH(q
nU, V ) = homH(U, q
−nV ).
We define extdH(U, V ) and EXT
d
H(U, V ) similarly. If U is finitely generated, then
HOMH(U, V ) = HomH(U, V ), where HomH(U, V ) denoted the homomorphisms
in the ungraded category. We have a similar fact for Extd provided U has a
resolution by finitely generated projective modules, in particular if U is finitely
generated and H is Noetherian.
For an H-module V denote by Z(V ) the largest submodule of V with the
trivial zero degree component, i.e. Z(V )0 = 0. Define V := V/Z(V ).
Lemma 2.1. [NvO] Let V be an irreducible graded H-module, and W be an
irreducible H0-module.
(i) If Vn 6= 0 for some n ∈ Z, then Vn is irreducible as an H0-module.
(ii) The graded H-module X := H ⊗H0 W is irreducible, and X0
∼= W as
H0-modules.
(iii) If V0 6= 0, then we have V ∼= H ⊗H0 V0.
Proof. (i) is clear.
(ii) First of all note that
X0 = (H ⊗H0 W )0
∼= (H ⊗H0 W )0
∼= H0 ⊗H0 W
∼=W 6= 0.
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Note that H⊗H0W is generated as an H-module by its degree zero part 1⊗W ,
henceX is also generated by its degree zero partX0. Moreover, X0 is irreducible
as an H0-module, soX is generated by any non-zero vector in X0. Now to prove
the irreducibility ofX it suffices to take any homogeneous vector v, say of degree
n, and prove that H−nv 6= 0. Well, otherwise Hv is a graded submodule of X
which avoids X0, a contradiction.
(iii) By (i) we have that V0 is an irreducible H-module, and we have that the
H-module H ⊗H0 W is isomorphic to V , because it is irreducible by (ii) and
surjects onto V . 
Now we assume that H is (graded) semiperfect, i.e. every finitely generated
(graded) H-module has a (graded) projective cover. By [Das], this is equivalent
to H0 being semiperfect, and is also equivalent to the fact that the following two
properties hold: (1) H/N(H) is (graded) semisimple Artinian; (2) idempotents
lift from H/N(H) to H. We fix a complete irredundant set of irreducible H-
modules up to isomorphism and degree shift:
{L(π) | π ∈ Π},
and for each π ∈ Π, we fix a projective cover P (π) of L(π).
By the semiperfectness of H, we have H/N(H) is (graded) left Artinian, so
the set Π is finite. Moreover, if EndH(L(π)) is finite dimensional over F then
by the graded version of the Wedderburn-Artin Theorem [NvO, 2.10.10] the
irreducible module L(π) is finite dimensional. Finally, if EndH(L(π)) = F for
all π ∈ Π, i.e. if H is Schurian, then H/N(H) is a finite direct product of
(graded) matrix algebras over F and we have
HH =
⊕
pi∈Π
(dimq L(π))P (π).
A graded algebra H is called Laurentian if each of its graded components
Hn is finite dimensional and Hn = 0 for n≪ 0. In this case dimq H as well as
dimq V for any finitely generated H-module are Laurent series.
Lemma 2.2. Let H be a Laurentian algebra. Then:
(i) H has only finitely many irreducible modules up to isomorphism and
degree shift;
(ii) all irreducible H-modules are finite dimensional;
(iii) H is semiperfect.
Proof. (i) Since H0 is finite dimensional, it has only finitely many irreducible
modules. It now follows from Lemma 2.1 that up to a degree shift, H has only
finitely many irreducible graded modules.
(ii) Let V be an irreducible H-module. Then each Vn is irreducible over H0
by Lemma 2.1. So each Vn is finite dimensional. On the other hand, since V is
cyclic and H is Laurentian, V has to be bounded below. Now, V also has to
be bounded above, since it is irreducible and H is Laurentian.
(iii) follows from [Das, Theorem 3.5] since H0 is semiperfect being finite
dimensional. 
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2.2. Formal characters. Fix α ∈ Q+ with ht(α) = d. The results of the
previous subsection apply to the KLR algebra Rα, since it is easily seen to be
Schurian, see e.g. [KL1, Corollary 3.19], and is also Laurentian for example in
view of the following Basis Theorem:
Theorem 2.3. [KL1, Theorem 2.5], [Ro1, Theorem 3.7] For each element
w ∈ Sd fix a reduced expression w = sr1 . . . srm and set ψw := ψr1 . . . ψrm . The
elements
{ψwy
m1
1 . . . y
md
d 1i | w ∈ Sd, m1, . . . ,md ∈ Z≥0, i ∈ 〈I〉α}
form an F -basis of Rα.
There exists a homogeneous algebra anti-involution
τ : Rα −→ Rα, 1i 7→ 1i, yr 7→ yr, ψs 7→ ψs (2.4)
for all i ∈ 〈I〉α, 1 ≤ r ≤ d, and 1 ≤ s < d. If M =
⊕
d∈ZMd is a finite
dimensional graded Rα-module, then the graded dual M
⊛ is the graded Rα-
module such that (M⊛)n := HomF (M−n, F ), for all n ∈ Z, and the Rα-action
is given by (xf)(m) = f(τ(x)m), for all f ∈M⊛,m ∈M,x ∈ Rα.
For every irreducible module L, there is a unique choice of the grading shift
so that we have L⊛ ∼= L [KL1, §3.2]. When speaking of irreducible Rα-modules
we often assume by fiat that the shift has been chosen in this way.
For i ∈ 〈I〉α and M ∈ Rα-mod, the i-word space of M is Mi := 1iM. We
have the word space decomposition:
M =
⊕
i∈〈I〉α
Mi.
We say that i is a word of M if Mi 6= 0. Note from the relations that ψrMi ⊂
Msri. Define the (graded formal) character of M as follows:
chq M :=
∑
i∈〈I〉α
(dimq Mi)i ∈ A 〈I〉α.
The character map chq : Rα-mod→ A 〈I〉α factors through to give an injective
A -linear map chq : [Rα-mod]→ A 〈I〉α, see [KL1, Theorem 3.17].
Let i = i1 . . . id and j = id+1 . . . id+f be two elements of 〈I〉. Define the
quantum shuffle product:
i ◦ j :=
∑
q−e(σ)iσ(1) . . . iσ(d+f) ∈ A 〈I〉,
where the sum is over all σ ∈ Sd+f such that σ
−1(1) < · · · < σ−1(d) and
σ−1(d+ 1) < · · · < σ−1(d+ f), and
e(σ) :=
∑
k≤d<m, σ−1(k)>σ−1(m)
ciσ(k),iσ(m) .
This defines an A -algebra structure on the A -module A 〈I〉, which consists of
all finite formal A -linear combinations of elements i ∈ 〈I〉.
In view of [KL1, Lemma 2.20], we have
chq (M1 ◦ · · · ◦Mn) = chq (M1) ◦ · · · ◦ chq (Mn). (2.5)
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2.3. Crystal operators and extremal words. The theory of crystal oper-
ators has been developed in [KL1], [LaV] and [KaK] following ideas of Gro-
jnowski [Gro], see also [Kl1]. We review necessary facts for reader’s conve-
nience.
Let α ∈ Q+ and i ∈ I. By Example 1.11, Rnαi is a nil-Hecke algebra with
unique irreducible module L(αni ) with dimq L(α
n
i ) = [n]
!
i. We have functors
ei : Rα-mod→ Rα−αi-mod, M 7→ Res
Rα−αi,αi
Rα−αi
◦ Resα−αi,αiM,
fi : Rα-mod→ Rα+αi-mod, M 7→ Indα,αiM ⊠ L(αi).
If L ∈ Rα-mod is irreducible, we define
f˜iL := head(fiL), e˜iL := soc(eiL).
A fundamental fact is that f˜iL is again irreducible and e˜iL is irreducible or
zero. We refer to e˜i and f˜i as the crystal operators. These are operators on
B ∪ {0}, where B is the set of isomorphism classes of irreducible Rα-modules
for all α ∈ Q+. Define wt : B → P, [L] 7→ −α if L ∈ Rα-mod.
Theorem 2.6. [LaV] The set B with the operators e˜i, f˜i and the function
wt is the crystal graph of the negative part Uq(n−) of the quantized enveloping
algebra of g of Lie type C.
For any M ∈ Rα-mod, we define
εi(M) := max{k ≥ 0 | e
k
i (M) 6= 0}.
Then εi(M) is also the length of the longest ‘i-tail’ of words of M , i.e. the
maximum of k ≥ 0 such that jd−k+1 = · · · = jd = i for some word j = j1 . . . jd
of M .
Proposition 2.7. [LaV,KL1] Let L be an irreducible Rα-module, i ∈ I, and
ε = εi(L).
(i) e˜if˜iL ∼= L and if e˜iL 6= 0 then f˜ie˜iL ∼= L;
(ii) ε = max{k ≥ 0 | e˜ki (L) 6= 0};
(iii) Resα−εαi,εαiL
∼= e˜εiL⊠ L(α
ε
i ).
Let i ∈ I. Consider the map θ∗i : 〈I〉 → 〈I〉 such that for j = j1 . . . jd ∈ 〈I〉,
we have
θ∗i (j) =
{
j1, . . . , jd−1 if jd = i;
0 otherwise.
(2.8)
We extend θ∗i by linearity to a map θ
∗
i : A 〈I〉 → A 〈I〉.
Let x be an element of A 〈I〉. Define
εi(x) := max{k ≥ 0 | (θ
∗
i )
k(x) 6= 0}.
A word ia11 . . . i
ab
b ∈ 〈I〉, with a1, . . . , ab ∈ Z≥0, is called extremal for x if
ab = εib(x), ab−1 = εib−1((θ
∗
ib
)ab(x)) , . . . , a1 = εi1
(
(θ∗i2)
a2 . . . (θ∗ib)
ab(x)
)
.
A word ia11 . . . i
ab
b ∈ 〈I〉α is called extremal for M ∈ Rα-mod if it is an extremal
word for chq M ∈ A 〈I〉, in other words, if
ab = εib(M), ab−1 = εib−1(e˜
ab
ib
M) , . . . , a1 = εi1(e˜
a2
i2
. . . e˜abib M).
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The following useful result, which is a version of [BK1, Corollary 2.17],
describes the multiplicities of extremal word spaces in irreducible modules. We
denote by 1F the trivial module F over the trivial algebra R0 ∼= F .
Lemma 2.9. Let L be an irreducible Rα-module, and i = i
a1
1 . . . i
ab
b ∈ 〈I〉α be
an extremal word for L. Then dimq Li = [a1]
!
i1
. . . [ab]
!
ib
, and
L ∼= f˜
ab
ib
f˜
ab−1
ib−1
. . . f˜a1i1 1F .
Moreover, i is not an extremal word for any irreducible module L′ 6∼= L.
Proof. Follows easily from Proposition 2.7, cf. [BK1, Theorem 2.16]. 
Corollary 2.10. Let M ∈ Rα-mod, and i = i
a1
1 . . . i
ab
b ∈ 〈I〉α be an extremal
word for M . Then we can write dimq Mi = m[a1]
!
i1
. . . [ab]
!
ib
for some m ∈ A .
Moreover, if L ∼= f˜
ab
ib
f˜
ab−1
ib−1
. . . f˜a1i1 1F and L
⊛ ∼= L, then we have [M : L]q = m.
Proof. Apply Lemma 2.9, cf. [BK1, Corollary 2.17]. 
Now we establish some useful ‘multiplicity-one results’. The first one shows
that in every irreducible module there is a word space with a one dimensional
graded component:
Lemma 2.11. Let L be an irreducible Rα-module, and i = i
a1
1 . . . i
ab
b ∈ 〈I〉α
be an extremal word for L. Set N :=
∑b
m=1 am(am − 1)(αim , αim)/4. Then
dim1iLN = dim1iL−N = 1.
Proof. This follows immediately from the equality dimq 1iL = [a1]
!
i1
. . . [ab]
!
ib
,
which comes from Lemma 2.9. 
The following result shows that any induction product of irreducible modules
always has a multiplicity one composition factor.
Proposition 2.12. Suppose that n ∈ Z>0 and for r = 1, . . . , n, we have α
(r) ∈
Q+, an irreducible Rα(r)-module L
(r), and i(r) := i
a
(r)
1
1 . . . i
a
(r)
k
k ∈ 〈I〉α(r) is an
extremal word for L(r). Denote at :=
∑n
r=1 a
(r)
t for all 1 ≤ t ≤ k. Then
j := ia11 . . . i
ak
k is an extremal word for L
(1)◦· · ·◦L(n), and the graded multiplicity
of the ⊛-self-dual irreducible module
N ≃ f˜akik f˜
ak−1
ik−1
. . . f˜a1i1 1F
in L(1) ◦ · · · ◦ L(n) is qm, where
m := −
∑
1≤t<u≤n
(∑
1≤r<s≤k a
(u)
r a
(t)
s (αir , αis) +
1
2
∑k
r=1 a
(t)
r a
(u)
r (αir , αir )
)
.
In particular, the ungraded multiplicity of N in L(1) ◦ · · · ◦ L(n) is one.
Proof. By Lemma 2.9, the multiplicity of i(r) in chq L
(r) is [a
(r)
1 ]
!
i1
. . . [a
(r)
k ]
!
ik
.
By (2.5), we have
chq (L
(1) ◦ · · · ◦ L(n)) = chq (L
(1)) ◦ · · · ◦ chq (L
(n)).
It is easy to see that the word j is an extremal word for L(1) ◦ · · · ◦ L(n),
and that j can be obtained only from the shuffle product i(1) ◦ · · · ◦ i(n). An
elementary computation shows that j appears in i(1)◦· · ·◦i(n) with multiplicity
qm[a1]
!
i1
. . . [ak]
!
ik
. Now apply Corollary 2.10. 
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Corollary 2.13. Let L be an irreducible Rα-module and n ∈ Z>0. Then there
is an irreducible Rnα-module N which appears in L
◦n with graded multiplicity
q
−n(n−1)/2
α . In particular, the ungraded multiplicity of N is one.
Proof. Apply Proposition 2.12 with L(1) = · · · = L(n) = L. 
2.4. Khovanov-Lauda-Rouquier categorification. We recall the Khovanov-
Lauda-Rouquier categorification of the quantized enveloping algebra f obtained
in [KL1,KL2,Ro1], and briefly mentioned in §1.2. Let fA ⊂ f be the A -form
of the Lusztig’s quantum group f corresponding to the Cartan matrix C. This
A -algebra is generated by the divided powers θ
(n)
i = θ
n
i /[n]
!
i of the standard
generators. The algebra fA has a Q+-grading fA = ⊕α∈Q+(fA )α so that each
θi is in degree αi.
There is a bilinear form (·, ·) on f defined in [Lu2, §1.2.5, §33.1.2]. Let
f∗
A
=
{
y ∈ f
∣∣ (x, y) ∈ A for all x ∈ fA }. Let (θ∗i )(n) be the map dual to the
map fA → fA , x 7→ xθ
(n)
i . Finally, there is a coproduct r on f such that f is a
twisted unital and counital bialgebra. Moreover, for all x, y, z ∈ f we have
(xy, z) = (x⊗ y, r(z)). (2.14)
The field Q(q) possesses a unique automorphism called the bar-involution
such that q = q−1. With respect to this involution, let b : f → f be the
anti-linear algebra automorphism such that b(θi) = θi for all i ∈ I. Also let
b∗ : f → f be the adjoint anti-linear map to b with respect to Lusztig’s form,
so (x, b∗(y)) = (b(x), y) for all x, y ∈ f . The maps b and b∗ preserve fA and
f∗
A
, respectively.
Let [R-mod] =
⊕
α∈Q+
[Rα-mod] denote the Grothendieck ring, which is an
A -algebra via induction product. Similarly the functors of restriction define
a coproduct r on [R-mod]. This product and coproduct make [R-mod] into a
twisted unital and counital bialgebra [KL1, Proposition 3.2].
In [KL1,KL2] an explicit A -bialgebra isomorphisms γ∗ : [R-mod]
∼
→ f∗
A
is
constructed (this has already been mentioned in (1.14)). In fact [KL1] estab-
lishes a dual isomorphism γ, see [KlR2, Theorem 4.4] for all details on this.
Moreover, γ∗([V ⊛]) = b∗(γ∗([V ])), and we have a commutative triangle
A 〈I〉
[R-mod] f∗A
✲
γ∗
✑
✑
✑✸chq
◗
◗
◗❦ ι , (2.15)
where the map ι is defined as follows:
ι(x) =
∑
i=i1...id∈〈I〉
(x, θi1 . . . θid)i (x ∈ f
∗
A ).
Lemma 2.16. Let v∗ be a dual canonical basis element of f , and i = ia11 . . . i
ak
k
be an extremal word of ι(v∗) in the sense of §2.3. Then i appears in ι(v∗) with
coefficient [a1]
!
i1
. . . [ak]
!
ik
.
Proof. Apply induction on a1+ · · ·+ak. The induction base is a1+ · · ·+ak = 0,
in which case v∗ = 1 ∈ f∗
A
and ι(1) is the empty word. Recall the map θ∗i :
A 〈I〉 → A 〈I〉 from (2.8). For all x ∈ f∗
A
we have ι((θ∗i )
(n)(x)) = (θ∗i )
(n)(ι(x)),
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where in the right hand side (θ∗i )
(n) = (θ∗i )
n/[n]!αi . By [Kas, Proposition 5.3.1],
(θ∗ik)
(aik )(v∗) is again a dual canonical basis element, and by induction, the word
ia11 . . . i
ak−1
k−1 appears in ι((θ
∗
ik
)(aik )(v∗)) with coefficient [a1]
!
i1
. . . [ak−1]
!
ik−1
. The
result follows. 
3. Standard module theory
We want to classify the irreducible Rα-modules using a standard module
theory. This was first done in [KlR2] and then substantially developed and
generalized in [McN]. Here we mainly follow the approach of [McN], with an
occasional idea from [Kl2].
3.1. Convex orders and cuspidal systems. The theory depends on a choice
of a convex order on the set Φ+ of positive roots (we always mean the system
of positive roots corresponding to our fixed choice of the simple roots αi). We
also denote by W the Weyl group of the root system Φ. It is a Coxeter group
with standard generators {ri | i ∈ I}.
A convex order on Φ+ is a total order ≺ such that
β, γ, β + γ ∈ Φ+, β ≺ γ ⇒ β ≺ β + γ ≺ γ.
By [Pap], there is a bijection between convex orders on Φ+ and reduced expres-
sions for the longest element w0 of W which works as follows: given a reduced
expression w0 = ri1 · · · riN the corresponding convex order on Φ+ is given by
αi1 ≺ ri1(αi2) ≺ ri1ri2(αi3) ≺ · · · ≺ ri1 · · · riN−1(αiN ).
This allows one to prove the following easy lemma, see [BKM, Lemma 2.4]:
Lemma 3.1. Suppose we are given positive roots α, β1, . . . , βk, γ1, . . . , γl such
that βi  α  γj for all i and j. We have that β1 + · · · + βk = γ1 + · · · + γl if
and only if k = l and β1 = · · · = βk = γ1 = · · · = γl = α.
Now we give a key definition:
Definition 3.2. A cuspidal system (for a fixed convex preorder) is the following
data: an irreducible Rρ-module Lρ assigned to every positive ρ ∈ Φ
re
+ , with the
following property:
(Cus) if β, γ ∈ Q+ are non-zero elements such that ρ = β+γ and Resβ,γLρ 6= 0,
then β is a sum of positive roots less than ρ and γ is a sum of positive roots
greater than ρ.
It is not obvious that a cuspidal system exists or is unique (for a fixed convex
order). This will be proved later.
Let us fix a convex order ≺ on Φ+ and an element α ∈ Q+. A root partition
of α is a weakly decreasing tuple
(β1  β2  · · ·  βn) (3.3)
of positive roots such that β1 + β2 + · · · + βn = α. The set of root partitions
of α is denoted by Π(α). For example, if ρ is a positive root, there always is a
trivial root partition (ρ) ∈ Π(ρ).
Sometimes we use other notations for root partitions. Let
ρ1 ≻ · · · ≻ ρN
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be all positive roots taken in decreasing order. Collecting together equal terms
of the root partition (3.3), we can write it as
π = (ρm11 , . . . , ρ
mN
N )
with
∑N
n=1mnρn or simply as a tuple
π = (m1, . . . ,mN )
of nonnegative integers such that α =
∑N
n=1mnρn.
The left lexicographic order on Π(α) is denoted ≤l and the right lexicographic
order on Π(α) is denoted ≤r. We will also use the following bilexicographic
partial order on Π(α):
π ≤ σ if and only if π ≤l σ and π ≥r σ.
Let g be the finite dimensional complex semisimple Lie algebra with Cartan
matrix C. The positive subalgebra n+ ⊂ g has a basis consisting of root vectors
{Eρ | ρ ∈ Φ+}. To a root partition π = (m1, . . . ,mN ), we assign a PBW
monomial Epi := E
m1
ρ1 . . . E
mN
ρN
. Then {Epi | π ∈ Π(α)} is a basis of the weight
space U(n+)α. In particular, |Π(α)| = dimU(n+)α. In view of the isomorphism
γ∗ from (1.14), we conclude:
Lemma 3.4. The number of irreducible Rα-modules (up to isomorphism and
degree shift) is |Π(α)|.
3.2. Standard modules. We continue to work with a fixed convex preorder
≺ on Φ+. Let {Lρ | ρ ∈ Φ+} be a cuspidal system for ≺ (we are yet to prove
that it exists!). Fix α ∈ Q+ and a root partition π = (m1, . . . ,mN ) ∈ Π(α).
We define an integer
sh(π) :=
N∑
k=1
(ρk, ρk)mk(mk − 1)/4. (3.5)
Set
|π| = (m1ρ1, . . . ,mNρN ) ∈ Q
N
+ .
The corresponding parabolic subalgerba is
R|pi| = Rm1ρ1,...,mNρN
∼= Rm1ρ1 ⊗ · · · ⊗RmNρN ⊆ Rα.
Next, we define the R|pi|-module
Lpi := q
sh(pi) L◦m1ρ1 ⊠ · · ·⊠ L
◦mN
ρN , (3.6)
and we define the proper standard module
∆¯(π) := Ind|pi|Lpi ∼= q
sh(pi) L◦m1ρ1 ◦ · · · ◦ L
◦mN
ρN ∈ Rα-mod . (3.7)
Also introduce the proper costandard module
∇¯(π) := ∆¯(π)⊛. (3.8)
It will become clear in Lemma 3.11 why we apply the shift by sh(π) in our
definitions.
Lemma 3.9. Let γ := (γ1, . . . , γn) ∈ Q
n
+, and Vm ∈ Rγm-mod for m = 1, . . . , n.
Denote d(γ) =
∑
1≤m<k≤n(γm, γk). Then (V1 ◦ · · · ◦Vn)
⊛ ∼= qd(γ)(V ⊛n ◦ · · · ◦V
⊛
1 ).
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Proof. Follows from [LaV, Theorem 2.2] by uniqueness of adjoint functors as
in the proof of [Kl1, Corollary 3.7.4] 
Recall that for every irreducible module L, there is a unique choice of the
grading shift so that we have L⊛ ∼= L, and unless otherwise stated, we assume
that the shift has been chosen in this way. This in particular applies to the
modules Lρ of our cuspidal system.
Lemma 3.10. Let ρ ∈ Φre+, Lρ be the corresponding cuspidal module, and
n ∈ Z>0. Then
(L◦nρ )
⊛ ∼= qn(n−1)ρ L
◦n
ρ .
In particular, the module q
n(n−1)/2
ρ L◦nρ is ⊛-self-dual.
Proof. Recall that our standard choice of shifts of irreducible modules is so that
L⊛ρ
∼= Lρ. Now the result follows from Lemma 3.9. 
Lemma 3.11. We have L⊛pi
∼= Lpi
Proof. Recall that our standard choice of shifts of irreducible modules is so that
L⊛ρ
∼= Lρ. Let ρ ∈ Φ+ and n ∈ Z>0. Then by Lemma 3.10, we have that the
module q
n(n−1)/2
ρ L◦nρ is ⊛-self-dual. The result follows. 
3.3. Restrictions of proper standard modules. We recall the Mackey The-
orem of Khovanov and Lauda [KL1, Proposition 2.18]. Given x ∈ Sn and
γ = (γ1, . . . , γn) ∈ Q
n
+, we denote
xγ := (γx−1(1), . . . , γx−1(n)) ∈ Q
n
+.
s(x, γ) := −
∑
1≤m<k≤n, x(m)>x(k)
(γm, γk) ∈ Z.
Writing Rγ for Rγ1,...,γn , there is an obvious natural algebra isomorphism
ϕx : Rxγ → Rγ
permuting the components. Composing with this isomorphism, we get a functor
Rγ-mod→ Rxγ-mod, M 7→
ϕxM.
Making an additional shift, we get a functor
Rγ-mod→ Rxγ-mod, M 7→
xM := qs(x,γ)(ϕ
x
M). (3.12)
Theorem 3.13. Let γ = (γ1, . . . , γn) ∈ Q
n
+ and β = (β1, . . . , βm) ∈ Q
m
+ with
γ1 + · · · + γn = β1 + · · · + βm =: α. Then for any M ∈ Rγ-mod we have that
Resβ IndγM has filtration with factors of the form
Indβ1 ; ... ; βm
α11,...,α
n
1 ; ... ;α
1
m,...,α
n
m
x(α)
(
Res γ1 ; ... ; γn
α11,...,α
1
m ; ... ;α
n
1 ,...,α
n
m
M
)
with α = (αab )1≤a≤n, 1≤b≤m running over all tuples of elements of Q+ such that∑m
b=1 α
a
b = γa for all 1 ≤ a ≤ n and
∑n
a=1 α
a
b = βb for all 1 ≤ b ≤ m, and x(α)
is the permutation of mn which maps
(α11, . . . , α
1
m;α
2
1, . . . , α
2
m; . . . ;α
n
1 , . . . , α
n
m)
to
(α11, . . . , α
n
1 ;α
1
2, . . . , α
n
2 ; . . . ;α
1
m, . . . , α
n
m).
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We use the Mackey Theorem to study restrictions of proper standard mod-
ules:
Proposition 3.14. Let π, σ ∈ Π(α). Then:
(i) Res|σ|∆¯(σ) ∼= Lσ.
(ii) Res|pi|∆¯(σ) 6= 0 implies π ≤ σ.
Proof. Write π = (m1, . . . ,mN ), σ = (n1, . . . , nN ). Let Res|pi|∆¯(σ) 6= 0. It
suffices to prove that π ≥l σ or π ≤r σ implies that π = σ and Res|pi|∆¯(σ) ∼= Lσ.
We may assume that π ≥l σ, the case π ≤r σ being similar. We apply induction
on ht(α). Pick the minimal a with ma 6= 0. Let
π′ = (0, . . . , 0,ma+1, . . . ,mN ) ∈ Π(α−maρa)
and
σ′ = (0, . . . , 0, na+1, . . . , nN ) ∈ Π(α− naρa).
By Theorem 3.13, Res|pi|∆¯(σ) has filtration with factors of the form Ind
maρa;|pi′|
κ1,...,κc;γV,
where maρa = κ1+ · · ·+κc, with κ1, . . . , κc ∈ Q+ \{0}, and γ is a refinement of
|π′|. Moreover, the module V is obtained by twisting and degree shifting as in
(3.12) of a module obtained by restriction of L⊠n1ρ1 ⊠ · · ·⊠ L
⊠nN
ρN to a parabolic
which has κ1, . . . , κc in the beginnings of the corresponding blocks. In partic-
ular, if V 6= 0, then for each b = 1, . . . , c we have that Resκb,ρk−κbLρk 6= 0 for
some k = k(b) with nk 6= 0.
Let 1 ≤ b ≤ c. If Resκb,ρk−κbLρk 6= 0, then by the definition of cuspidal
modules, κb is a sum of roots  ρk. Moreover, since π ≥l σ and nk 6= 0, we
have that ρk  ρa. Thus κb is a sum of roots  ρa. Using Lemma 3.1, we
conclude that c = ma and κb = ρa = ρk(b) for all b = 1, . . . , c. Hence na ≥ ma.
Since π ≥l σ, we conclude that na = ma, and
Res|pi|∆¯(σ) ≃ L
◦ma
ρa ⊠ Res|pi′|∆¯(σ
′).
Since ht(α−maρa) < ht(α), we can apply the inductive hypothesis. 
3.4. Classification of irreducible modules. We continue to work with a
fixed convex preorder  on Φ+. In this subsection we prove the following
theorem:
Theorem 3.15. For a given convex preorder, there exists a unique cuspidal
system {Lρ | ρ ∈ Φ+}. Moreover:
(i) For every root partition π, the proper standard module ∆¯(π) has an
irreducible head; denote this irreducible module L(π).
(ii) {L(π) | π ∈ Π(α)} is a complete and irredundant system of irreducible
Rα-modules up to isomorphism.
(iii) L(π)⊛ ∼= L(π).
(iv) [∆¯(π) : L(π)]q = 1, and [∆¯(π) : L(σ)]q 6= 0 implies σ ≤ π.
(v) Res|pi|L(π) ∼= Lpi and Res|σ|L(π) 6= 0 implies σ ≤ π.
(vi) L◦nρ is irreducible for all ρ ∈ Φ+ and all n ∈ Z>0.
The rest of §3.4 is devoted to the proof of Theorem 3.15, which goes by
induction on ht(α). To be more precise, we prove the following statements for
all α ∈ Q+ by induction on ht(α):
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(1) For each ρ ∈ Φ+ with ht(ρ) ≤ ht(α) there exists a unique up to iso-
morphism irreducible Rρ-module Lρ which satisfies the property (Cus)
of Definition 3.2. Moreover, Lρ also satisfies the property (vi) of The-
orem 3.15 if ht(nρ) ≤ ht(α).
(2) The proper standard modules ∆¯(π) for all π ∈ Π(α), defined as in
(3.7) using the modules from (1), satisfy the properties (i)–(v) of The-
orem 3.15.
The induction starts with ht(α) = 0, and for ht(α) = 1 the theorem is also
clear since Rαi is a polynomial algebra, which has only the trivial irreducible
(graded) representation Lαi . The inductive assumption will stay valid through-
out § 3.4.
3.4.1. In the following proposition, we exclude the case where the proper stan-
dard module is of the form L◦nρ . The excluded cases will be dealt with in §§ 3.4.2
and 3.4.3.
Proposition 3.16. Let π = (m1, . . . ,mN ) ∈ Π(α), and suppose that there are
1 ≤ k 6= l ≤ N such that mk 6= 0 and ml 6= 0.
(i) ∆¯(π) has an irreducible head; denote this irreducible module L(π).
(ii) If π 6= σ, then L(π) 6≃ L(σ).
(iii) L(π)⊛ ∼= L(π).
(iv) [∆¯(π) : L(π)]q = 1, and [∆¯(π) : L(σ)]q 6= 0 implies σ ≤ π.
(v) Res|pi|L(π) ≃ Lpi and Res|σ|L(π) 6= 0 implies σ ≤ π.
Proof. (i) and (v) If L is an irreducible quotient of ∆¯(π) = Ind|pi|Lpi, then by
adjointness of Ind|pi| and Res|pi| and the irreducibility of the R|pi|-module Lpi,
which holds by the inductive assumption, we conclude that Lpi is a submodule
of Res|pi|L. On the other hand, by Proposition 3.14(i) the multiplicity of Lpi in
Res|pi|∆¯(π) is 1, so (i) follows. Note that we have also proved the first statement
in (v), while the second statement in (v) follows from Proposition 3.14(ii) and
the exactness of the functor Res|pi|.
(iv) By (v), Res|σ|L(σ) ∼= Lσ 6= 0. Therefore, if L(σ) is a composition factor
of ∆¯(π), then Res|σ|∆¯(π) 6= 0 by exactness of Res|σ|. By Proposition 3.14, we
then have σ ≤ π and (iv).
(ii) If L(π) ≃ L(σ), then we deduce from (iv) that π ≤ σ and σ ≤ π, whence
π = σ.
(iii) follows from (v) and Lemma 3.11. 
3.4.2. We now assume that α = ρk ∈ Φ+. There is a trivial root partition
(ρk) ∈ Π(α). Proposition 3.16 yields |Π(α)|−1 irreducible Rα-modules, namely
the ones which correspond to the non-trivial root partitions π ∈ Π(α). We
define the cuspidal module Lα to be the missing irreducible Rα-module, cf.
Lemma 3.4. Then, of course, we have that {L(π) | π ∈ Π(α)} is a complete
and irredundant system of irreducible Rα-modules up to isomorphism. We now
prove that Lα satisfies the property (Cus) and is uniquely determined by it:
Lemma 3.17. Let α = ρk ∈ Φ+. If β, γ ∈ Q+ are non-zero elements such that
α = β + γ and Resβ,γLα 6= 0, then β is a sum of roots less than α and γ is a
sum of roots greater than α. Moreover, this property characterizes Lα among
the irreducible Rα-modules uniquely up to isomorphism and degree shift.
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Proof. We prove that β is a sum of roots less than α, the proof that γ is a sum
of roots greater than α being similar. Let L(π) ⊠ L(σ) be an irreducible sub-
module of Resβ,γLα, so that π = (m1, . . . ,mN ) ∈ Π(β) and σ = (n1, . . . , nN ) ∈
Π(γ). Let a be minimal with ma 6= 0. Then Resρa,β−ρaL(π) 6= 0, and hence
Resρa,γ+β−ρaLα 6= 0. If we can prove that ρa is a sum of roots less than α, then
by convexity, ρa is a root less than α, whence, by the minimality of a, we have
that β is a sum of roots less than α. So we may assume from the beginning that
β is a root and L(π) = Lβ. Moreover, we may assume that β is the maximal
positive root for which Resβ,γLα 6= 0.
Now, let l be the minimal with nl 6= 0. Then we have a non-zero map
Lβ ⊠ Lρl ⊠ V → Resβ,κ,γ−ρlLα,
for some 0 6= V ∈ Rγ−ρl-mod. By adjunction, this yields a non-zero map
f : (Indβ,ρlLβ ⊠ Lρl)⊠ V → Resβ+ρl,γ−ρlLα.
If ρl = γ, then we must have β ≺ γ, for otherwise Lα is a quotient of the
proper standard module Lβ◦Lγ , which contradicts the definition of the cuspidal
module Lα. Now, since α = β + ρl, we have by convexity that β ≺ α ≺ γ, in
particular β ≺ α as desired.
Next, let ρl 6= γ, and pick a composition factor L(π
′) of Indβ,ρlLβ ⊠ Lρl ,
which is not in the kernel of f . Write π′ = (m′1, . . . ,m
′
N ) ∈ Π(β + ρl). By
the assumption on the maximality of β, we have ρc  β whenever m
′
c > 0.
Thus β + ρl is a sum of roots  β. Lemma 3.1 implies that ρl  β, and so by
adjointness, Lα is a quotient of the proper standard module Lβ ◦ ∆¯(σ), which
is a contradiction.
The second statement of the lemma is clear since, in view of Proposition 3.16(v)
and Lemma 3.1, the irreducible modules L(π), corresponding to non-trivial root
partitions π ∈ Π(α), do not satisfy the property (Cus). 
3.4.3. Assume now that α = nρk for some ρk ∈ Φ+ and n ∈ Z>1.
Lemma 3.18. The induced module L◦nρk is irreducible.
Proof. In view of Proposition 3.16, we have the irreducible modules L(π) for all
root partitions π ∈ Π(α), except for π = σ := (ρnk), for which ∆¯(σ) = L
◦n
ρk
. By
Lemma 3.1, σ is the unique minimal element of Π(α). By Proposition 3.16(v),
we conclude that L◦nρk has only one composition factor L appearing with certain
multiplicity c(q) ∈ A , and such that L 6∼= L(π) for all π ∈ Π(α) \ {σ}. Finally,
by Corollary 2.13, we conclude that L◦nρk ≃ L. 
The proof of Theorem 3.15 is now complete.
3.5. Reduction modulo p. In this subsection we work with two fields: F of
characteristic p > 0 and K of characteristic 0. We use the corresponding indices
to distinguish between the two situations. Given an irreducible Rα(K)-module
LK for a root partition π ∈ Π(α) we can pick a (graded) Rα(Z)-invariant lattice
LZ as follows: pick a homogeneous word vector v ∈ LK and set LZ := Rα(Z)v.
The lattice LZ can be used to reduce modulo p:
L¯ := LZ ⊗Z F.
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In general, the Rα(F )-module L¯ depends on the choice of the lattice LZ.
However, we have chq L¯ = chq LK , so by linear independence of characters
of irreducible Rα(F )-modules, composition multiplicities of irreducible Rα(F )-
modules in L¯ are well-defined. In particular, we have well-defined decomposition
numbers
dpi,σ := [L¯(π) : LF (σ)]q (π, σ ∈ Π(α)),
which depend only on the characteristic p of F , since prime fields are splitting
fields for irreducible modules over KLR algebras.
Lemma 3.19. Let LK be an irreducible Rα(K)-module and let i = i
a1
1 . . . i
ab
b
be an extremal word for LK . Let N be the irreducible ⊛-selfdual Rα(F )-module
defined by N := f˜akik . . . f˜
a1
i1
1F . Then [L¯ : N ]q = 1.
Proof. Reduction modulo p preserves formal characters, so the result follows
from Corollary 2.10. 
Proposition 3.20. Let π, σ ∈ Π(α). Then dpi,σ 6= 0 implies σ ≤ π. In par-
ticular, reduction modulo p of any cuspidal module is an irreducible cuspidal
module again: L¯ρ ≃ Lρ,F .
Proof. By Theorem 3.15(v), which holds over any field, we conclude that any
composition factor of L¯ρ is isomorphic to Lρ,F up to a degree shift. Now use
Lemma 3.19. 
3.6. PBW bases and canonical bases. We now return to the algebra f and
recall some results on its PBW bases. For a fixed convex order on Φ+, Lusztig
used a certain braid group action to define root vectors {rρ | ρ ∈ Φ+} in f . The
corresponding dual root vectors
r∗ρ := (1− q
2
ρ)rρ (ρ ∈ Φ+) (3.21)
are invariant under b∗.
For π = (m1, . . . ,mN ) ∈ Π(α), we set
rpi :=
rm1ρ1
[m1]!ρ1
. . .
rmNρN
[mN ]!ρN
, r∗pi := q
sh(pi)(r∗ρ1)
m1 · · · (r∗ρN )
mN . (3.22)
Theorem 3.23. [Lu2] Let α ∈ Q+. Then {rpi | π ∈ Π(α)} and {r
∗
pi | π ∈ Π(α)}
are a pair of dual bases for the free A -modules (fA )α and (f
∗
A
)α respectively.
One can use the b∗-invariance of the dual root vectors together with the
Levendorskii-Soibelman formula [LeS, Proposition 5.5.2] or [Lu3, Proposition
1.9] to deduce:
b∗(r∗pi) = r
∗
pi + (a Z[q, q
−1]-linear combination of r∗σ for σ < π). (3.24)
b(rpi) = rpi + (a Z[q, q
−1]-linear combination of rσ for σ > π). (3.25)
In view (3.24)–(3.25) and Lusztig’s Lemma, there exist unique bases {bpi | π ∈
Π(α)} and {b∗pi | π ∈ Π(α)} for (fA )α and (f
∗
A
)α, respectively, such that
b(bpi) = bpi, bpi = rpi + (a qZ[q]-linear combination of rσ for σ > π), (3.26)
b∗(b∗pi) = b
∗
pi, b
∗
pi = r
∗
pi + (a qZ[q]-linear combination of r
∗
σ for σ < π). (3.27)
These are the canonical and dual canonical bases, respectively (cf. [Lu1] in
simply-laced types or [Sai] in non-simply-laced types).
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3.7. Cuspidal modules and dual PBW bases. We continue to work with
a fixed convex order ≺ on Φ+. Suppose that we are given elements
{E∗ρ ∈ (f
∗
A )ρ | ρ ∈ Φ+}. (3.28)
If π = (m1, . . . ,mN ) is a root partition, define the corresponding dual PBW
monomial
E∗pi := q
sh(pi)(E∗ρ1)
m1 . . . (E∗ρN )
mN ∈ f∗A .
We say that (3.28) is a dual PBW family if the following properties are satisfied:
(i) (‘convexity’) if β ≻ γ are positive roots then E∗γE
∗
β − q
−(β,γ)E∗βE
∗
γ is
an A -linear combination of elements E∗pi with π < (β, γ) ∈ Π(β + γ);
(ii) (‘basis’) {E∗pi | π ∈ Π(α)} is an A -basis of (f
∗
A
)α for all α ∈ Q+;
(iii) (‘orthogonality’)
(E∗pi, E
∗
σ) = δpi,σ
N∏
k=1
((E∗ρk)
mk , (E∗ρk)
mk);
(iv) (‘bar-triangularity’) b∗(E∗pi) = E
∗
pi+ an A -linear combination of dual
PBW monomials E∗σ for σ < π.
The following result shows in particular that the elements E∗ρ of the dual
PBW family are determined uniquely up to signs (for a fixed preorder ):
Lemma 3.29. Assume that (3.28) is a dual PBW family. Then:
(i) The elements of (3.28) are b∗-invariant.
(ii) Suppose that we are given another family {′E∗ρ ∈ (f
∗
A
)ρ | ρ ∈ Φ+} of
b∗-invariant elements which satisfies the basis and orthogonality prop-
erties. Then E∗ρ = ±
′E∗ρ for all ρ ∈ Φ
re
+.
Proof. (i) The convexity of ≺ implies that for ρ ∈ Φ+ the root partition (ρ) ∈
Π(ρ) is a minimal element of Π(ρ). So the bar-triangularity property (iv) implies
that the elements of a dual PBW family are b∗-invariant.
(ii) We apply induction on ht(ρ), the induction base being clear. By the basis
property of dual PBW families, we can write
′E∗ρ = cE
∗
ρ +
∑
pi∈Π(ρ)\{(ρ)}
cpiE
∗
pi (c, cpi ∈ A ). (3.30)
Fix for a moment a root partition π ∈ Π(ρ) \ {(ρ)}. By the orthogonality
property of dual PBW families and non-degeneracy of the form (·, ·), the element
Xpi :=
1
(E∗pi ,E
∗
pi)
E∗pi satisfies (E
∗
σ,Xpi) = δσ,pi for all σ ∈ Π(ρ). So pairing the right
hand side of (3.30) with Xpi yields cpi. On the other hand, by the inductive
assumption, E∗pi = ±
′E∗pi. So using the orthogonality property for the primed
family in (ii), we must have (′E∗ρ ,Xpi) = 0 for all π ∈ Π(ρ) \ {(ρ)}. So cpi = 0.
Thus ′E∗ρ = cE
∗
ρ . Furthermore, the elements
′E∗ρ and E
∗
ρ belong to the algebra
f∗
A
and are parts of its A -bases, whence ′E∗ρ = ±q
nE∗ρ . Since both
′E∗ρ and E
∗
ρ
are b∗-invariant, we conclude that n = 0. 
Proposition 3.31. The following set of elements in f∗
A
{E∗ρ := γ
∗([Lρ]) | ρ ∈ Φ+}
is a dual PBW family.
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Proof. Under the categorification map γ∗, the graded duality ⊛ corresponds
to b∗, so γ∗([L]) is b∗-invariant for any ⊛-self-dual Rα-module L. Moreover,
under γ∗, the induction product corresponds to the product in f∗
A
, so the
convexity condition (i) follows from Theorem 3.15(iv) and Lemma 3.9. Now,
note that E∗pi = γ
∗([∆¯(π)]), so the conditions (ii) and (iv) follow from Theo-
rem 3.15(iv) again. It remains to establish the orthogonality property (iii). Let
π = (m1, . . . ,mN ). Under γ
∗, the coproduct r corresponds to the map on the
Grothendieck group induces by Res. So using (2.14), we get
(E∗pi, E
∗
σ) =
(
(E∗ρ1)
m1 ⊗ · · · ⊗ (E∗ρN )
mN , γ∗([Res|pi|∆¯(σ)])
)
.
By Proposition 3.14, Res|pi|∆¯(σ) = 0 unless π ≤ σ, and for π = σ we have
Res|pi|∆¯(σ) = L
◦m1
ρ1 ⊠ · · ·⊠ L
◦mN
ρN .
Since the form (·, ·) is symmetric, the orthogonality follows from the preceding
remarks.

It is shown in Lusztig [Lu2] and [Sai] that {r∗ρ | ρ ∈ Φ+} is a dual PBW
family. Since the dual PBW families are unique up to a sign by Lemma 3.29,
it follows that γ∗([Lρ]) = ±r
∗
ρ for all ρ ∈ Φ+. In fact:
Proposition 3.32. For every ρ ∈ Φ+ we have that γ
∗([Lρ]) = r
∗
ρ = b
∗
(ρ) is a
dual canonical basis element.
Proof. By (3.27), we have r∗ρ = b
∗
(ρ) is a dual canonical basis element. Now,
in view of the commutativity of the triangle (2.15), to show that E∗ρ = b
∗
(ρ), it
suffices to know that for an arbitrary element b∗ of the dual canonical basis,
there exists at least one word i ∈ 〈I〉 such that the coefficient of i in ι(b∗)
evaluated at q = 1 is positive. But this follows from Lemma 2.16. 
4. Homological properties of KLR algebras
We now review some ‘standard homological properties’ of KLR algebras of
finite Lie type. We continue to work with a fixed convex order ≺ on Φ+. We
mainly follow [BKM], to where we refer the reader for detailed proofs.
4.1. Finiteness of global dimension. First of all, we record a key funda-
mental fact:
Theorem 4.1. If the Cartan matrix C is of finite type, the KLR algebra Rα(C)
has global dimension equal to ht(α) (as a graded algebra).
The finiteness of the global dimension of Rα(C) (as a graded algebra) was
first proved by Kato [Kat] for the case charF = 0 and C of finite ADE types.
For an arbitrary F and C of finite BCFG types McNamara [McN] computed the
global dimension explicitly as ht(α). In [BKM, Appendix], it was verified that
the methods of [McN] also lead to the same answer for finite ADE types over
any field, not surprisingly the case E8 being the most difficult.
Still for C of finite type, the algebras Rα(O) are affine quasi-hereditary. This
is shown in [KLM] for finite type A and in [KlLo] for other finite Lie types.
From this we have the following slight generalization: if O is a commutative
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ring of finite global dimension, then Rα(O, C) also has finite global dimension,
even as an ungraded algebra.
Finally, it can be checked that for a fixed C, the algebras Rα(F, C) have finite
global dimension for all α ∈ Q+ if and only if C is of finite type.
4.2. Standard modules. Throughout this subsection, ρ ∈ Φ+ is a fixed pos-
itive root. Recall the cuspidal module Lρ. The proof of the following result
relies on the finiteness of the global dimension of Rα.
Theorem 4.2. [McN, §4] Let d ≥ 1. Then
dimq EXT
d
Rρ(Lρ, Lρ) =
{
q2ρ if d = 1;
0 if d ≥ 2.
This theorem allows one to extend Lρ by q
2
ρLρ, then by q
4
ρLρ, etc. to get in
the limit the modules ∆(ρ) with the following properties:
Theorem 4.3. [BKM, Theorem 3.4, Corollary 3.4] There is a short exact
sequence
0 −→ q2ρ∆(ρ)−→∆(ρ) −→ Lρ −→ 0. (4.4)
Moreover:
(i) ∆(ρ) is a cyclic module, and in the Grothendieck group we have
[∆(ρ)] =
1
1− q2ρ
[Lρ]; (4.5)
(ii) ∆(ρ) has irreducible head isomorphic to Lρ;
(iii) we have that EXTdRρ(∆(ρ), V ) = 0 for d ≥ 1 and any finitely generated
Rρ-module V with all composition factors ≃ Lρ;
(iv) ENDRρ(∆(ρ))
∼= F [x] for x in degree 2dρ.
(v) The functor HOMRρ(∆(ρ),−) defines an equivalence from the category
of finitely generated graded Rρ-modules with all composition factors
≃ Lρ to the category of finitely generated graded F [x]-modules (viewing
F [x] as a graded algebra with deg(x) = 2dρ).
Remark 4.6. In ADE types, there is a more elementary construction of ∆(ρ).
For any α ∈ Q+ of height d, let R
′
α be the subalgebra of Rα generated by
{1i | i ∈ 〈I〉α} ∪ {y1 − y2, . . . , yd−1 − yd} ∪ {ψ1, . . . , ψd−1}.
Denote by L′ρ the restriction of Lρ from Rρ to R
′
ρ. Then ∆(ρ)
∼= Rρ ⊗R′ρ L
′
ρ.
By (3.21) and (4.5), the module ∆(ρ) categorifies the root vector rρ. Compare
this to Proposition 3.32, which shows that ∆¯(ρ) = Lρ categorifies the dual root
vector r∗ρ. Next, we explain how to category the divided powers r
m
ρ /[m]
!
ρ for all
m ∈ Z≥0. For this we need to compute the endomorphism algebra of ∆(ρ)
◦m.
Choose a non-zero homogeneous vector vρ of minimal degree in ∆(ρ). It
generates ∆(ρ) as an Rρ-module. The proof of the following lemma is based on
the Mackey Theorem and splitting coming from Theorem 4.3(iii).
Lemma 4.7. [BKM, Lemma 3.6] Let w ∈ S2n be the permutation mapping
(1, . . . , n, n+1, . . . , 2n) to (n+1, . . . , 2n, 1, . . . , n). There is a unique R2ρ-module
homomorphism
τ : ∆(ρ) ◦∆(ρ)→ ∆(ρ) ◦∆(ρ)
of degree −2dρ such that τ(1ρ,ρ ⊗ (vρ ⊗ vρ)) = ψw1ρ,ρ ⊗ (vρ ⊗ vρ).
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Now pick a non-zero endomorphism x ∈ ENDRρ(∆(ρ))2dρ . By Theorem 4.3(iv)
we have that ENDRρ(∆(ρ)) = F [x], so x is unique up to a scalar. Now we have
commuting endomorphisms x1, . . . , xm ∈ ENDRmρ(∆(ρ)
◦m)2dρ with
xr := id
◦(r−1) ◦x ◦ id◦(m−r) .
Moreover, the endomorphism τ from the previous lemma yields τ1, . . . , τm−1 ∈
ENDRmρ(∆(ρ)
◦m)−2dρ with
τr := id
◦(r−1) ◦τ ◦ id◦(m−r−1) .
Now [BKM, Lemmas 3.7–3.9] yield:
Theorem 4.8. For a unique choice of x ∈ ENDRρ(∆(ρ))2dρ , there is an algebra
isomorphism
NHm
∼
→ ENDRmρ(∆(ρ)
◦m)op, yi 7→ xi, ψj 7→ τj .
By the theorem, we can view ∆(ρ)◦m as an (Rmρ, NHm)-bimodule. Finally
define the divided power module
∆(ρm) := qm(m−1)/2ρ ∆(ρ)
◦mem (4.9)
where em ∈ NHm is the idempotent (1.12).
Lemma 4.10. [BKM, Lemmas 3.7–3.9] We have that ∆(ρ)◦m ∼= [m]!ρ∆(ρ
m)
as an Rmρ-module. Moreover ∆(ρ
m) has irreducible head L(ρm), and in the
Grothendieck group we have
[∆(ρm)] =
1
(1− q2ρ)(1− q
4
ρ) · · · (1− q
2m
ρ )
[L(ρm)].
The lemma shows that in the Grothendieck group [∆(ρm)] corresponds the
to the divided power rmρ /[m]
!
ρ under the Khovanov-Lauda-Rouquier categori-
fication. More generally, for a root partition π = (m1, . . . ,mN ), define the
standard module
∆(π) := ∆(ρm11 ) ◦ · · · ◦∆(ρ
mN
N ). (4.11)
Theorem 4.12. [BKM, Theorem 3.11] For a root partition π = (m1, . . . ,mN ),
the module V0 := ∆(π) has an exhaustive filtration V0 ⊃ V1 ⊃ V2 ⊃ · · · such
that V0/V1 ∼= ∆¯(π) and all other sections of the form q
2m∆¯(π) for m > 0.
Moreover, ∆(π) has irreducible head ∼= L(π), and in the Grothendieck group:
[∆(π)] = [∆¯(π)]
/ N∏
k=1
mk∏
r=1
(1− q2rρk).
4.3. Homological properties of standard modules. Now that we have
constructed the standard modules, we list some of their homological properties.
Throughout the subsection, α ∈ Q+ is fixed.
Theorem 4.13. [Kat, Theorem 4.12], [BKM, Theorm 3.12] Let π ∈ Π(α).
(i) If EXTdRα(∆(π), V ) 6= 0 for some d ≥ 1 and a finitely generated Rα-
module V , then V has a composition factor ≃ L(σ) for σ ≻ π.
(ii) We have for all d ≥ 0 and σ ∈ Π(α):
dimq EXT
d
Rα(∆(π), ∇¯(σ)) = δd,0δpi,σ.
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We say that an Rα-module V has a ∆-filtration, written V ∈ Fil(∆), if there
is a finite filtration V = V0 ⊃ V1 ⊃ · · · ⊃ Vn = 0 such that Vi/Vi+1 ≃ ∆(π
(i))
for each i = 1, . . . , n − 1 and some π(i) ∈ Π(α). If V ∈ Fil(∆), then by
Theorem 4.13(ii), the (graded) multiplicity of ∆(π) in a ∆-filtration of V is
well-defined (i.e. independent of the ∆-filtration) and is equal to that
[V : ∆(π)]q = dimq HOMRα(V, ∇¯(π)) (π ∈ Π(α)).
Theorem 4.14. [BKM, Theorem 3.13] Let V be a finitely generated Rα-
module. Then V ∈ Fil(∆) if and only if EXT1Rα(V, ∇¯(σ)) = 0 for all σ ∈ Π(α).
An immediate corollary is the following version of the ‘BGG reciprocity.’
Note that the projective cover P (π) of the irreducible module L(π) exists in
view of the general theory described in §2.1.
Corollary 4.15. [Kat, Remark 4.17], [BKM, Corollary 4.17] Let π, σ ∈ Π(α).
Then P (π) ∈ Fil(∆) and [P (π) : ∆(σ)]q = [∆¯(σ) : L(π)]q.
This implies the following important dimension formula. A more elementary
proof of this formula is given in [KlLo].
Corollary 4.16. [BKM, Corollary 3.15] We have that
dimq Rα =
∑
pi∈Π(α)
(dimq ∆(π))(dimq ∆¯(π))
=
∑
pi=(m1,...,mN )∈Π(α)
(dimq ∆¯(π))
2∏N
k=1
∏mk
r=1(1− q
2r
ρk
)
.
The following corollary yields a description of the standard modules ∆(π)
and ∆¯(π) in spirit of standardly stratified algebras, cf. [Kat, Corollary 4.18].
Corollary 4.17. [BKM, Corollary 3.15] Let π ∈ Π(α), and
K(π) :=
∑
σ 6pi
∑
f∈HOMRα(P (σ),P (pi))
imf, K¯(π) :=
∑
σ 6≺pi
∑
f∈HOMRα(P (σ),P (pi))
imf.
Then ∆(π) ∼= P (π)/K(π) and ∆¯(π) ∼= P (π)/K¯(π).
5. Projective resolutions of standard modules
We now explain how the standard modules ∆(ρ) fit into some short exact
sequences, giving an alternative way to deduce their properties. This bounds
the projective dimension of standard modules, and allows us to construct some
projective resolutions of standard modules. As usual, we work with a fixed
convex order ≺ on Φ+ and denote by ρ an arbitrary positive root.
5.1. Minimal pairs. A two-term root partition π = (β, γ) ∈ Π(ρ) is called a
minimal pair for ρ, if it is a minimal element of Π(ρ) \ {(ρ)}. Equivalently, a
minimal pair for ρ is a pair (β, γ) of positive roots with β + γ = ρ and β ≻ γ
such that there exists no other pair (β′, γ′) of positive roots with β′ + γ′ = ρ
and β ≻ β′ ≻ ρ ≻ γ′ ≻ γ. Let MP(ρ) denote the set of all minimal pairs for ρ.
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For π = (β, γ) ∈ MP(ρ), it follows from Theorem 3.15 and the minimality of
π that all composition factors of rad ∆¯(π) are ≃ Lρ. Since ∆¯(π) = Lβ ◦Lγ and
(Lβ ◦ Lγ)
⊛ ∼= q(β,γ)Lγ ◦ Lβ by Lemma 3.9, there are short exact sequences
0 −→ q−(β,γ)M⊛ −→ Lβ ◦ Lγ −→ L(π) −→ 0, (5.1)
0 −→ q−(β,γ)L(π) −→ Lγ ◦ Lβ −→M −→ 0, (5.2)
where M := q−(β,γ)(rad ∆¯(π))⊛ is a finite dimensional module with all com-
position factors ≃ Lρ. It turns out that one can be much more precise. Let
Φ = Φ+ ⊔ −Φ+ be the set of all roots. For any β, γ ∈ Φ, define the number
pβ,γ := max{m ∈ Z | β −mγ ∈ Φ}.
Theorem 5.3. [BKM, Theorem 4.7, Corollary 4.3] Let π = (β, γ) ∈ MP(ρ).
(i) There are short exact sequences
0 −→ qpβ,γ−(β,γ)Lρ −→ Lβ ◦ Lγ −→ L(π) −→ 0, (5.4)
0 −→ q−(β,γ)L(π) −→ Lγ ◦ Lβ −→ q
−pβ,γLρ −→ 0. (5.5)
(ii) In the Grothendieck group we have that[
Resργ,βLρ
]
= [pβ,γ + 1]q
[
Lγ ⊠ Lβ
]
.
Moreover, Resγ,βLρ is uniserial with socle q
pβ,γLγ ⊠ Lβ.
We now explain how minimal pairs allow one to get a generalization of high
weight theory which was first developed in [KlR2] for the so-called Lyndon
convex orders. Fix an arbitrary minimal pair mp(ρ) ∈ MP(ρ) for each non-
simple positive root ρ ∈ Φ+. Dependent on this choice, we recursively define a
word iρ ∈ 〈I〉ρ and a bar-invariant Laurent polynomial κρ ∈ A for all ρ ∈ Φ+
as follows. For i ∈ I set iαi := i and καi := 1; then for non-simple ρ ∈ Φ+
suppose that (β, γ) = mp(ρ) and set
iρ := iγiβ, κρ := [pβ,γ + 1]q κβκγ . (5.6)
For example, in simply-laced types we have that κρ = 1 for all ρ ∈ Φ+; this
is also the case in non-simply-laced types for multiplicity-free positive roots,
i.e. roots ρ =
∑
i∈I ciαi with ci ∈ {0, 1} for all i. Finally for a root partition
π = (β1 ≥ · · · ≥ βl) = (ρ
m1
1 , . . . , ρ
mN
N ) let
ipi := iβ1 · · · iβl , κpi :=
N∏
k=1
[mk]
!
ρk
κmkρk . (5.7)
The following lemma shows that the words ipi distinguish irreducible modules,
generalizing [KlR2, Theorem 7.2(ii)].
Lemma 5.8. [BKM, Lemma 4.5] Let α ∈ Q+ and π, σ ∈ Π(α). Then
dimq L(π)iσ = 0 if σ 6 π, and dimq L(π)ipi = κpi.
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5.2. Projective resolutions. Let ρ ∈ Φ+ be a non-simple positive root, (β, γ)
be a minimal pair for ρ, and m := ht(γ). Let w ∈ Sn be the permutation
(1, . . . , n) 7→ (n−m+ 1, . . . , n, 1, . . . , n−m),
so that ψw1γ,β = 1β,γψw. It is proved in [BKM, Lemma 4.9] that there is a
unique homogeneous homomorphism
ϕ : q−(β,γ)∆(β) ◦∆(γ)→ ∆(γ) ◦∆(β) (5.9)
such that ϕ(1β,γ ⊗ (v1 ⊗ v2)) = ψw1γ,β ⊗ (v2 ⊗ v1) for all v1 ∈ ∆(β), v2 ∈ ∆(γ).
Theorem 5.10. [BKM, Theorem 4.10] For (β, γ) ∈ MP(ρ) there is a short
exact sequence
0 −→ q−(β,γ)∆(β) ◦∆(γ)
ϕ
−→ ∆(γ) ◦∆(β) −→ [pβ,γ + 1]q∆(ρ) −→ 0.
Let us again fix a choice of minimal pairs mp(ρ) ∈ MP(ρ) for each ρ ∈ Φ+ of
height at least two, and recall κρ and κpi from (5.6). Let
∆˜(ρ) := κρ∆(ρ), ∆˜(π) := κpi∆(π). (5.11)
For simply laced C we have ∆˜(ρ) = ∆(ρ). We want to construct a projective
resolution P∗(ρ) of ∆˜(ρ) for each ρ ∈ Φ+. Then more generally, given α ∈ Q
+
and π = (β1  β2  · · ·  βl) ∈ Π(α), the total complex of the ‘◦’-product of
the complexes P∗(β1), . . . ,P∗(βl) gives a projective resolution P∗(π) of ∆˜(π).
The resolution P∗(ρ) is going to be of the form
P∗(ρ) : 0→ Pn−1(ρ) −→ . . . −→ P1(ρ) −→ P0(ρ) −→ ∆˜(ρ)→ 0,
where n = ht(ρ). The construction of P∗(ρ) is recursive. For i ∈ I we have
∆˜(αi) = Rαi , which is projective already. So we just set P0(αi) := Rαi and
Pd(αi) := 0 for d 6= 0 to obtain the required resolution. Now suppose that
ρ ∈ Φ+ is of height at least two and let (β, γ) := mp(ρ), a fixed minimal
pair for ρ. We may assume by induction that the projective resolutions P∗(β)
and P∗(γ) are already defined. Taking the total complex of their ‘◦’-product
using [Wei, Acyclic Assembly Lemma 2.7.3], we obtain a projective resolution
P∗(β, γ) of ∆˜(β) ◦ ∆˜(γ) with
Pd(β, γ) :=
⊕
d1+d2=d
Pd1(β) ◦ Pd2(γ),
∂d :=
(
id ◦∂d2 − (−1)
d2∂d1 ◦ id
)
d1+d2=d
: Pd(β, γ)→ Pd−1(β, γ).
Similarly we obtain a projective resolution P∗(γ, β) of ∆˜(γ) ◦ ∆˜(β) with
Pd(γ, β) :=
⊕
d1+d2=d
Pd1(γ) ◦ Pd2(β),
∂d :=
(
∂d1 ◦ id+(−1)
d1 id ◦∂d2
)
d1+d2=d
: Pd(γ, β)→ Pd−1(γ, β).
There is an injective homomorphism
ϕ˜ : q−(β,γ)∆˜(β) ◦ ∆˜(γ) →֒ ∆˜(γ) ◦ ∆˜(β)
defined in exactly the same way as the map ϕ in (5.9), indeed, it is just a direct
sum of copies of the map ϕ from there. Applying [Wei, Comparision Theorem
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2.2.6], ϕ˜ lifts to a chain map ϕ˜∗ : q
−(β,γ)P∗(β, γ) → P∗(γ, β). Then we take
the mapping cone of ϕ˜∗ to obtain a complex P∗(ρ) with
Pd(ρ) := Pd(γ, β) ⊕ q
−(β,γ)Pd−1(β, γ),
∂d := (∂d, ∂d−1 + (−1)
d−1ϕ˜d−1) : Pd(ρ)→ Pd−1(ρ).
In view of Theorem 5.10 and [Wei, Acyclic Assembly Lemma 2.7.3] once again,
P∗(ρ) is a projective resolution of ∆˜(ρ).
Let us describe P∗(ρ) more explicitly. First, for i ∈ I and the empty tuple
σ, set iαi,σ := i. Now suppose that ρ is of height n ≥ 2 and that (β, γ) = mp(ρ)
with γ of height m. For σ = (σ1, . . . , σn−1) ∈ {0, 1}
n−1, let
|σ| := σ1 + · · · + σn−1, σ<m := (σ1, . . . , σm−1), σ>m := (σm+1, . . . , σn−1).
Define iρ,σ ∈ 〈I〉ρ and dρ,σ ∈ Z≥0 recursively from
iρ,σ :=
{
iγ,σ<miβ,σ>m if σm = 0,
iβ,σ>miγ,σ<m if σm = 1;
dρ,σ :=
{
dβ,σ>m + dγ,σ<m if σm = 0,
dβ,σ>m + dγ,σ<m − (β, γ) if σm = 1.
Note in particular that dρ,σ = |σ| for simply-laced C. Also if σ = (0, . . . , 0)
then iρ,σ is the tuple iρ from (5.6) and dρ,σ = 0. Then we have that
Pd(ρ) =
⊕
σ∈{0,1}n−1
|σ|=d
qdρ,σRρ1iρ,σ . (5.12)
For the differentials ∂d : Pd(ρ)→ Pd−1(ρ), there are elements ψσ,τ ∈ 1iρ,σRρ1iρ,ρ
for each σ, τ ∈ {0, 1}n−1 with |σ| = d, |τ | = d−1 such that, on viewing elements
of (5.12) as row vectors, the differential ∂d is defined by right multiplication by
the matrix (ψσ,τ )|σ|=d,|τ |=d−1. Moreover ψσ,τ = 0 unless the tuples σ and τ
differ in just one entry. We are able to give a very explicit description of the
elements ψσ,τ in the following special case.
Theorem 5.13. Suppose that ρ ∈ Φ+ is multiplicity-free, so that κρ = 1 and
P∗(ρ) is a projective resolution of the root module ∆(ρ). Then the elements
ψσ,τ may be chosen so that
ψσ,τ := (−1)
σ1+···+σr−1ψw
if σ and τ differ just in the rth entry, where w ∈ Sn is the unique permutation
with 1iρ,σψw = ψw1iρ,τ .
6. Type A
In this section, we sketch an elementary approach to the homological theory
described above in type C = A∞, which is equivalent to working in an arbitrary
finite type A. The proofs we give are independent of the theory described in
§§4,5.
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6.1. Set up. Throughout the section O is an arbitrary commutative unital
ring. Sometimes we need to assume that O = F , i.e. that O is a field. We
often work with a fixed arbitrary positive root of the form
ρ = ρ(k, l) := αk + αk+1 + · · ·+ αl ∈ Φ+ (k ≤ l).
We then have d := ht(ρ) = l − k + 1. We refer to Rρ as a cuspidal block. We
also set n := d− 1, and define the word
iρ = (k, k + 1, . . . , l).
We fix the convex order ≺ with αk ≺ αl if and only if k < l. Then ρ(k, l) ≺
ρ(r, s) if and only if iρ(k,l) < iρ(r,s) in the the usual lexicographic order.
For ρ = ρ(k, l), the corresponding cuspidal module Lρ is the rank one O-
module O · vρ with the action of Rρ on the basis vector vρ defined by
1jvρ = δj,iρvρ, yrvρ = 0, ψtvρ = 0
for all admissible j, r, t.
For α ∈ Q+ recall the algebra R
′
α defined in Remark 4.6. Denote
x1 = y1 − y2, x2 = y2 − y3, . . . , xd−1 = yd−1 − yd,
where d = ht(α). For i ∈ 〈I〉α, define the projective modules
E(i) := Rα1i and E
′(i) = R′α1i
over Rα and R
′
α respectively. It is easy to see that
E(i) ◦E(j) ∼= E(ij). (6.1)
Pick any i = (i1, . . . , id) ∈ 〈I〉α, and consider the degree 2 element z(i) ∈ Rα
defined as the sum of distinct basis elements of the form yu·11u·i with u ∈ Sd.
In other words,
z(i) =
∑
j∈〈I〉α
( ∑
1≤r≤d, jr=i1
yr
)
1j . (6.2)
For example:
z(112) = y11112 + y11121 + y21112 + y21211 + y31121 + y31211,
z(211) = y11211 + y21121 + y31112.
Note by [KL1, Theorem 2.9] that z(i) is central in Rα.
Proposition 6.3. Let α =
∑
i∈I miαi, and O[X] be a polynomial ring in a
variable X of degree 2. Suppose that mi · 1O is a unit in O for some i ∈ I, and
let zα := z(i) for i ∈ 〈I〉α of the form i = (i
mi , . . . ), i.e. i begins with mi lots
of i’s. Then there exists a homogeneous isomorphism of graded algebras
R′α ⊗O[X]
∼
−→ Rα, a⊗X 7→ azα.
Proof. In view of the Basis Theorem, it suffices to prove that
spanO(x1, . . . , xd−1, zα) = spanO(y1, . . . , yd),
for which it is enough to see that y1 ∈ spanO(x1, . . . , xd−1, zα). By (6.2),
y1 − (mi · 1O)
−1zα =
∑
j∈〈I〉α
(
y1 − (mi · 1O)
−1
∑
1≤r≤d, jr=i
yr
)
1j .
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Note that |{1 ≤ r ≤ d, jr = i}| = mi for all j ∈ 〈I〉α, so the sum of the
coefficients of yk’s in the expression above is zero, hence this expression is a
linear combination of x1, . . . , xd−1. 
6.2. Basic algebra Bn. Let B be the unital O-algebra generated by the ele-
ments {e(+), e(−), b} subject only to the relations
e(±)e(∓) = 0, e(±)e(±) = e(±), e(+) + e(−) = 1, e(±)b = be(∓).
In other words, B is the path algebra of the quiver ❝ ❝⇄
+ −
. Setting deg e(±) := 0,
deg b := 1 defines a grading on B. Note that {bme(σ) | m ∈ Z≥0, σ ∈ {+,−}}
is a basis of B.
Let P (±) := Be(±), and L(±) be the rank one O-module O ·v± on the basis
vector v±, with the action of B defined by
e(τ)vσ = δτ,σvσ, bvσ = 0 (σ, τ ∈ {+,−}).
If O = F , then L(+) and L(−) are the irreducible B-modules with projective
covers P (+) and P (−) respectively.
More generally, let Bn = B
⊗n. For 1 ≤ r ≤ n, set
br := 1⊗ · · · ⊗ 1⊗ b⊗ 1⊗ · · · ⊗ 1,
with b in the rth position, and for σ = (σ1, . . . , σn) ∈ {±}
n set
e(σ) := e(σ1)⊗ · · · ⊗ e(σn).
For 1 ≤ r ≤ n, denote
εr := (+ · · ·+,−,+, . . . ,+),
with ‘−’ in the rth position. For any σ = (σ1, . . . , σn) ∈ {±}
n, we allow
ourselves to multiply
εrσ := (σ1, . . . , σr−1,−σr, σr+1, . . . , σn).
Then Bn is generated by {e(σ), br | σ ∈ {±}
n, 1 ≤ r ≤ n} subject only to the
relations
e(σ)e(τ ) = δσ,τe(σ),
∑
σ∈{±}n e(σ) = 1, (6.4)
brbs = bsbr, (6.5)
e(σ)br = bre(εrσ). (6.6)
The algebra Bn is graded with deg e(σ) = 0, deg br = 1, and has basis
{bm11 . . . b
mn
n e(σ) | m1, . . . ,mn ∈ Z≥0, σ ∈ {±}
n}. (6.7)
For σ ∈ {±}n, let P (σ) := Bne(σ), and L(σ) be the rank one O-module
O · vσ on the basis vector bσ, with the action of Bn defined by
e(τ )vσ = δτ ,σvσ, brvσ = 0 (τ ∈ {±}
n, 1 ≤ r ≤ n).
If O = F , then {L(σ) | σ ∈ {±}n} is a complete irredundant set of irreducible
Bn-modules, and P (σ) is a projective cover of L(σ) for every σ.
For n = 1, we have a linear minimal projective resolution P∗(±) of L(±):
0 −→ qP (∓)
∂
−→ P (±) −→ L(±) −→ 0,
where the map ∂ is the right multiplication by b, i.e.
∂(bme(∓)) = bm+1e(±) (m ∈ Z≥0).
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For a general n and an arbitrary σ ∈ {±}n, we have a linear minimal pro-
jective resolution P∗(σ) := P∗(σ1)⊗ · · · ⊗P∗(σn) of L(σ):
0 −→ Pn(σ)
∂n−→ Pn−1(σ)
∂n−1
−→ · · ·
∂1−→ P0(σ) −→ L(σ) −→ 0, (6.8)
where
Pm(σ) =
⊕
1≤r1<···<rm≤n
qmBe(εr1 . . . εrmσ) (0 ≤ m ≤ n),
and the map ∂m is defined on the direct summand Be(εr1 . . . εrmσ) of Pm(σ) as
the right multiplication by
∑m
k=1(
∏k−1
l=1 σrl)brk with
∏k−1
l=1 σrl∈{±} interpreted
as ±1O. In other words,
∂m =
⊕
1≤r1<···<rm≤n
∂r1,...,rmm : Pm(σ)→ Pm−1(σ)
where
∂r1,...,rmm =
m∑
k=1
∂m,rk : Be(εr1 . . . εrmσ)→ Pm−1(σ)
for the homomorphism
∂m,rk : Be(εr1 . . . εrmσ)→ Be(εr1 . . . ε̂rk . . . εrmσ)
which maps
ba11 . . . b
an
n e(εr1 . . . εrmσ) ∈ Be(εr1 . . . εrmσ)
to
(
k−1∏
l=1
σrl)b
a1
1 . . . b
an
n brke(εr1 . . . ε̂rk . . . εrmσ) ∈ Be(εr1 . . . ε̂rk . . . εrmσ).
We compute extensions between irreducible Bn-modules. First, for n = 1 we
have:
Lemma 6.9. We have
EXTmB1(L(±), L(±)) =
{
O if m = 0,
0 otherwise,
EXTmB1(L(±), L(∓)) =
{
q−1O if m = 1,
0 otherwise.
Proof. This is obtained by applying an appropriate functor HOMB1(−, L(τ))
to the resolution P∗(σ) for σ, τ ∈ {±} and computing cohomology. For ex-
ample, let us compute EXTmB1(L(±), L(∓)). An application of the functor
HOMB1(−, L(∓)) to the resolution P∗(±) yields:
0 −→ HOMB1(qP (∓), L(∓))〉
∂∗
−→ HOMB1(P (±), L(∓)) −→ 0.
But HOMB1(qP (∓), L(∓))
∼= q−1O and HOMB1(P (±), L(∓)) = 0, which im-
mediately implies the required result. 
Now we can deal with general n.
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Proposition 6.10. Let σ, τ ∈ {±}n. Write σ = εr1 . . . εrmτ for unique 1 ≤
r1 < · · · < rm ≤ n. Then:
EXTkBn(L(σ), L(τ )) =
{
q−kO if k = m;
0 otherwise.
Proof. This obtained using Ku¨nneth formula and Lemma 6.9, since Br ≃ B1⊗
· · · ⊗B1 and L(σ) ≃ L(σ1)⊠ · · ·⊠ L(σn). 
6.3. Skew shapes. Recall the standard notions concerning multipartitions
from § 1.2. We are now going consider the special case l = 1 and Λ = Λ0,
so l-multipartitions are just partitions and boxes on the main diagonal have
content 0. If µ is a Young diagram contained in a Young diagram λ then
λ \ µ is called a skew shape. Skew shapes are identified up to the shifts along
diagonals. For example, the following picture, with boxes marked with their
contents, illustrates why (7, 7, 4, 1) \ (7, 3, 2, 1) = (6, 3) \ (2, 1):
0 1 2 3 4 5 6
-1 0 1 2 3 4 5
-2 -1 0 1
-3 =
0 1 2 3 4 5
-1 0 1
The given skew shape is determined by its Young diagram with box contents:
2 3 4 5
0 1
To the positive root ρ = ρ(k, l), we associate the set Sρ of all skew shapes
containing exactly one box of each of the contents k, k + 1, . . . , l. For example,
in the picture above the skew shape belongs to Sρ(0,5).
As for partitions, for any λ ∈ Sρ, a λ-tableau T is an allocation of the
numbers 1, 2, . . . , d into the boxes of λ (recall that we have put d := ht(ρ)).
The symmetric group Sd acts on the λ-tableaux by permutations of entries.
For example sr · T is T with the entries r and r + 1 swapped. A λ-tableau is
standard if its entries increase along the columns from top to bottom and along
the rows from left to right. The set of the standard λ-tableaux is denoted St(λ).
The leading λ-tableaux Tλ is obtained by inserting the numbers 1, . . . , d into
the boxes of λ from left to right along the rows starting from the first row, then
the second row, and so on. Given any T ∈ St(λ), define iT := i1 . . . id ∈ 〈I〉ρ,
where ir is the content of the box occupied in T with r. Finally, set i
λ := iT
λ
.
There is a one-to-one correspondence between the set Sρ and the set {±}
n;
in particular, |Sρ| = 2
n. To construct a bijection, number the boxes of a skew
shape λ ∈ Sρ by the numbers 1, . . . , d from bottom-left to top-right, and for
r = 1, . . . , n, set σr := + if the rth box of λ is not in the end of its row, and
σr := − otherwise. This will produce a sequence σ
λ = (σ1, . . . , σn) ∈ {±}
n.
The following is elementary:
Lemma 6.11. The map Sρ → {±}
n, λ 7→ σλ is a bijection.
For any 1 ≤ r ≤ n , define the row splitting operator spr on the set Sρ
as follows. Recall that we number the boxes with the numbers 1, . . . , d from
bottom-left to top-right. Let λ ∈ Sρ, and the rth box A of λ lie in the mth
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row; if A is not in the end of the mth row, then sprλ is the skew shape obtained
from λ by splitting its mth row at A, so that A is now in the end of its row in
sprλ. On the other hand, if A is at the end of the mth row, then sprλ is the
skew shape obtained from λ by attaching the (m − 1)st row to the end of the
mth row. For example:
sp4 ·
3 4 5 6
1 2 =
5 6
3 4
1 2 , sp2 ·
3 4 5 6
1 2 = 1 2 3 4 5 6 .
The key properties of the row splitting are as follows:
Lemma 6.12. Let λ, µ ∈ Sρ and 1,≤ r, s ≤ n. Then:
(i) sp2r = id;
(ii) sprsps = spsspr;
(iii) σsprλ = εrσ
λ.
(iv) There exist unique distinct numbers r1, . . . , rl such that 1 ≤ r1, . . . , rl ≤
n and λ = spr1 . . . sprlµ.
Proof. Part (iii) is clear from the definitions. The rest follows from (iii) and
Lemma 6.11. 
6.4. The elements ψλ,µ. Since ρ ∈ Φ+ has coefficients at most 1 when de-
composed as a linear combination of simple roots, the elements ψu ∈ Rρ are
well-defined for all u ∈ Sd. Moreover, the action of the symmetric group Sd on
〈I〉ρ is regular, and so for any λ, µ ∈ Sρ, there is a unique element w(λ, µ) ∈ Sd
such that w(λ, µ) · iµ = iλ. This yields well-defined elements
ψ(λ, µ) := ψw(λ,µ) (λ, µ ∈ Sρ).
Note that ψ(λ, µ)1iµ = 1iλψ(λ, µ)1iµ = 1iλψ(λ, µ).
Lemma 6.13. Let µ ∈ Sρ, r1, . . . , rl be distinct numbers such that 1 ≤ r1, . . . , rl ≤
n and λ = spr1 . . . sprlµ. For k = 0, 1 . . . , l, denote µ
(k) :=
∏k
m=1 sprmµ, so
that µ = µ(0) and λ = µ(l). Then
w(λ, µ) = w(µ(l), µ(l−1))w(µ(l−1), µ(l−2)) . . . w(µ(1), µ(0)).
Proof. The left hand side and the right hand side map iµ to iλ and the sym-
metric group acts on 〈I〉ρ regularly. 
Proposition 6.14. Let ρ ∈ Φ+, d = ht(ρ), and n = d− 1.
(i) Let ν ∈ Sρ and 1 ≤ r ≤ n. Denote the row number of the rth box in ν
by m. Let a be the number of the leftmost box of the row m in ν and b
be the number of the rightmost box of the row m in ν.
(a) If r < b, then
ψ(ν, sprν)ψ(sprν, ν)1iν = xd−b+r−a+11iν .
(b) If r = b, denote by c the number of the rightmost box in the row
m− 1 of ν. Then
ψ(ν, sprν)ψ(sprν, ν)1iν = −
d−a∑
k=d−c+1
xk1iν .
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(ii) Let µ ∈ Sρ, r1, . . . , rl be distinct numbers such that 1 ≤ r1, . . . , rl ≤ n,
and λ = spr1 . . . sprlµ. For k = 0, 1 . . . , l, denote µ
(k) :=
∏k
m=1 sprmµ,
so that µ = µ(0) and λ = µ(l). Then
ψ(λ, µ)1iµ = ψ(λ, µ
(l−1))ψ(µ(l−1), µ(l−2)) . . . ψ(µ(1), µ)1iµ . (6.15)
Proof. Assume without loss of generality that ρ = ρ(1, d). Then the content of
the tth box of any ν ∈ Sρ is t for all t = 1, . . . , d.
We first prove (i). The reader should keep in mind the following picture for
r, a, b in ν:
a
...
. . . r b. . .
...
ν =
Also, if r = b, then:
a
...
. . . r
. . . c
...
ν =
(a) If r < b, then, using the geometric presentation of the elements of Rρ
introduced in [KL1], we have
ψ(sprν, ν)1iν =
a r r+1 b
. (6.16)
Then
ψ(ν, sprν)ψ(sprν, ν)1iν =
a r r+1 b
.
Using defining relations in Rρ, we see that this element equals
a r−1 r r+1 r+2 b
,
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which equals
r−1 r r+1 r+2
−
r−1 r r+1 r+2
,
which is (yd−b+r−a+1 − yd−b+r−a+2)1iν = xd−b+r−a+11iν .
(b) If r = b, then
ψ(sprν, ν)1iν =
r+1 c a r
. (6.17)
Then
ψ(ν, sprν)ψ(sprν, ν)1iν =
r+1 r+2 c a r−1 r
,
which equals
r+1 r+2 c a r−1 r
−
r+1 r+2 c a r−1 r
=
r+1 r+2 c a r−1 r
−
r+1 r+2 c a r−1 r
=
r+1 r+2 c a r−1 r
−
r+1 r+2 c a r−1 r
,
which is (−yd−c+1 + yd−a+1)1iν = −
∑d−a
k=d−c+1 xk1iν .
(ii) Note from (6.16) and (6.17) that r and r + 1 is the only pair of neigh-
boring entries in iν that get permuted in the pictures above (the corresponding
strings are colored red). This can be restated as the claim that we can write
ψ(sprν, ν)1iν as a product of elements of the form ψt1j with |jt−jt+1| > 1 for all
factors but one, and for that exceptional factor we have {jt, tt+1} = {r, r + 1}.
Applying this observation repeatedly to the product in the right hand side
of (6.15), we conclude that it can be written as a product of elements of the
form ψt1j with |jt − jt+1| > 1 for all but l special factors, which are of the
form, ψtk1j(k) for k = 1, . . . , l, and we have {j
(k)
tk
, j
(k)
tk+1
} = {rk, rk + 1} for
all k = 1, . . . , l. In particular, this means that we can get to the reduced
decomposition of the right hand side using only braid relations of the form
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ψtψt+1ψt1j = ψt+1ψtψt+11j , and the quadratic relations of the form ψ
2
t 1j = 1j .
Now part (ii) follows from Lemma 6.13. 
6.5. Irreducibles and PIMs for cuspidal blocks. As a special case of the
main result of [KlR1], we can describe all irreducible Rρ-modules explicitly in
spirit of Theorem 1.17. Given a skew shape λ ∈ Sρ, consider the free O-module
Lλ =
⊕
T∈St(λ)
O · vT
concentrated in degree 0 with O-basis labelled by the standard λ-tableaux. The
action of Rρ on L
λ is defined by
1jvT = δj,iT , yrvT = 0, ψtvT =
{
vsr ·T if sr · T ∈ St(λ),
0 otherwise
(6.18)
for all admissible j, r, t.
Moreover, suppose that λ has m rows. For k = 1, . . . ,m, define βk to be the
sum of the simple roots αi where i runs over the contents of the boxes in the
row k of λ. Then
π(λ) = (β1, . . . , βm) ∈ Π(ρ).
Theorem 6.19. Let O = F . Then:
(i) The formulas (6.18) define a structure of an irreducible Rρ-module on
Lλ, which is also irreducible on restriction to R′ρ.
(ii) {Lλ | λ ∈ Sρ} is a complete and irredundant set of irreducible Rρ-
modules up to degree zero isomorphism and degree shift.
(iii) For any λ ∈ Sρ, we have L
λ ≃ L(π(λ)).
(iv) For any λ ∈ Sρ, we have chq L
λ =
∑
T∈St(λ) i
T.
(v) If T ∈ St(λ) and S ∈ St(µ) for some λ, µ ∈ Sρ then i
T = iS if and only
if λ = µ and T = S.
Proof. In view of [KlR1, Theorem 3.4], all irreducible Rρ-modules are homo-
geneous. Now parts (i) and (ii) follow from [KlR1, Theorem 3.6]. Part (iii)
follows from part (ii) and Theorem 3.15. Finally, (iv) is clear from definition,
while (v) follows again from [KlR1, Theorem 3.4]. 
Lemma 6.20. Let λ ∈ Sρ. Then E(i
λ) is a projective cover of Lλ as Rρ-
modules or R′ρ-modules.
Proof. Since iλ is a weight of Lλ, and the corresponding weight space generates
Lλ, the projective module E(iλ) surjects onto Lλ. It remains to prove that 1iλ
is a primitive idempotent, for which, using change of scalars, we may assume
that O = F . In that case, it suffices to notice that the head of E(iλ) is
isomorphic to L(λ). This fact follows from HOMRρ(E(i
λ), Lλ) ≃ 1iλL
λ ≃ F
and HOMRρ(E(i
λ), Lµ) ≃ 1iλL
µ = 0 for µ 6= λ, using Theorem 6.19(v). The
proof for R′ρ is the same. 
Corollary 6.21. {1iλ | λ ∈ Sρ} is a complete set of inequivalent primitive
idempotents in Rρ and R
′
ρ
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6.6. Basic algebras of cuspidal blocks. By Corollary 6.21, {1iλ | λ ∈ Sρ} is
a complete set of inequivalent primitive idempotents in Rρ and R
′
ρ. So, setting,
e :=
∑
λ∈Sρ
1iλ , (6.22)
we see that eRρe is a basic algebra Morita equivalent to Rρ and eR
′
ρe is a basic
algebra Morita equivalent to R′ρ.
Lemma 6.23. {xm11 . . . x
mn
n ψ(λ, µ)1iµ | λ, µ ∈ Sρ, m1, . . . ,mn ∈ Z≥0} is an
O-basis of eR′ρe.
Proof. This follows from Theorem 2.3 and the defining relations for Rρ. 
Recall the bijection Sρ
∼
−→ {±}n, λ 7→ σλ and the algebra Bn from §6.2.
Theorem 6.24. There is a homogeneous isomorphism of graded algebras
ι : Bn → eR
′
ρe, e(σ
λ) 7→ 1iλ , bre(σ
λ) 7→ ψ(sprλ, λ)1iλ
for all λ ∈ Sρ and 1 ≤ r ≤ n.
Proof. To prove that there is a homomorphism ι as in the statement of the
theorem, we check the defining relations of Bn for the images of its generators.
The relations (6.4) are clear since 1iλ ’s are orthogonal idempotents which sum
to the identity e in the algebra eR′ρe.
Note that by linearity we must have ι(br) =
∑
µ∈Sρ
ψ(sprµ, µ)1iµ . Moreover,
by Lemma 6.12(iii), ι
(
e(εrσ
λ)
)
= 1isprλ . So to check the relation (6.6), we have
to prove that for all λ ∈ Sρ and 1 ≤ r ≤ n we have that
1iλ
∑
µ∈Sρ
ψ(sprµ, µ)1iµ =
( ∑
µ∈Sρ
ψ(sprµ, µ)1iµ
)
1isprλ .
But in view of the relation (1.5), both sides are equal to ψ(λ, sprλ)1isprλ .
Now, to check the relation (6.5), it suffices to verify that ι(brbse(σ
λ)) =
ι(bsbre(σ
λ)) for all admissible r, s, λ, or
ψ(spssprλ, sprλ)ψ(sprλ, λ)1iλ = ψ(sprspsλ, spsλ)ψspsλ,λ1iλ .
Of course, we may assume that r 6= s. Then, by Proposition 6.14(ii), the
left hand side is equal to ψ(spssprλ, λ)1iλ and the right hand side is equal to
ψ(sprspsλ, λ)1iλ . It remains to apply Lemma 6.12(ii).
Finally, to prove that ι is an isomorphism, we show that the basis (6.7) of
Bn is mapped by ι to a basis of eR
′
ρe. Note that for 1 ≤ r ≤ n, we have
ι(b2re(σ
λ)) = ψ(λ, sprλ)ψ(sprλ, λ)1iλ .
The right hand side has been computed in Proposition 6.14(i) as follows. Denote
the row number of the rth box in λ bym. Let a(r) be the number of the leftmost
box of the row m in λ and b(r) be the number of the rightmost box of the row
m in λ. If r < b(r), then by Proposition 6.14(i)(a), we have
ι(b2re(σ
λ)) = xd−b(r)+r−a(r)+11iλ .
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If r = b(r), denote by c(r) the number of the rightmost box in the row m − 1
of λ. Then by Proposition 6.14(i)(b), we have
ι(b2re(σ
λ)) = −
d−a(r)∑
k=d−c(r)+1
xk1iλ .
It is now easy to see that
spanO
(
ι(b21e(σ
λ)), . . . , ι(b2ne(σ
λ))
)
= spanO(x11iλ , . . . , xn1iλ).
Therefore
{ι(b2m11 . . . b
2mn
n e(σ
λ)) | m1, . . . ,mn ∈ Z≥0}
is an O-basis of
spanO(x
m1
1 . . . x
mn
n 1iλ | m1, . . . ,mn ∈ Z≥0).
Moreover, let µ ∈ Sρ. Let 1 ≤ r1, . . . , rl ≤ n be distinct numbers such that
λ = spr1 . . . sprlµ, see Lemma 6.12(iv). It follows from Proposition 6.14(ii) that
ψ(λ, µ)1iµ = ι(br1 · · ·rl e(σ
µ)).
It remains to apply Lemma 6.23. 
Theorem 6.25. For ρ ∈ Φ+ with ht(ρ) = n+ 1, there is a Morita equivalence
F : Bn-Mod→ R
′
ρ-Mod such that
F(P (σλ)) = E(iλ), F(L(σλ)) = Lλ
for all λ ∈ Sρ.
Proof. Let e be as in (6.22). Since {1iλ | λ ∈ Sρ} is a complete system of
orthogonal primitive idempotents by Corollary 6.21, we have Morita equivalence
F : eR′ρe-Mod→ R
′
ρ-Mod, V 7→ R
′
ρe⊗eR′ρe V.
By Theorem 6.24, there is an isomorphism ι : Bn → eR
′
ρe, which maps e(σ
λ)
to 1iλ for all λ ∈ Sρ. The result follows. 
The next corollary should be compared to Theorem 4.2.
Corollary 6.26. Let λ, µ ∈ Sρ. Write λ = spr1 . . . sprmµ for unique 1 ≤ r1 <
· · · < rm ≤ n. Then:
EXTkR′ρ(L
λ, Lµ) ∼=
{
q−kO if k = m;
0 otherwise.
EXTkRρ(L
λ, Lµ) ∼=


q−kO if k = m;
q−k+3O if k = m+ 1;
0 otherwise.
Proof. The first equality follows from Theorem 6.25 and Proposition 6.10. The
second equality follows from the first and the Ku¨nneth Formula, since Rρ ∼=
R′ρ ⊗O[X] with degX = 2, thanks to Proposition 6.3. 
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6.7. Resolutions for cuspidal blocks. Let again ρ ∈ Φ+ be a positive root
of height d = n + 1. Even though we have already computed extensions be-
tween the irreducible modules for the corresponding cuspidal block, we still
need projective resolutions of them.
Recall that we have defined line-breaking operators spr for all 1 ≤ r < d.
Now define also spd to be the trivial operator: spdλ := λ for all λ ∈ Sρ. For a
subset T = {t1 < · · · < tm} ⊆ [1, d] and 1 ≤ r ≤ d define
spT := spt1 . . . sptm , (6.27)
s(T ) :=
{
|T |+ 1 if d ∈ T
|T | if d 6∈ T
, (6.28)
σ(T, r) := (−1)|{t∈T |t<r}|. (6.29)
Now fix λ ∈ Sρ. The resolution P
′
∗(λ) is the projective resolution of the
R′ρ-module L
λ obtained by applying the Morita equivalence F of Theorem 6.25
to the resolution P∗(σ
λ), i.e. P′∗(λ) is:
0 −→ P ′n
∂′n−→ P ′n−1
∂′n−1
−→ · · ·
∂′1−→ P ′0 −→ L
λ −→ 0, (6.30)
where
P ′m =
⊕
T⊆[1,n], |T |=m
qmE′(ispT λ) (0 ≤ m ≤ n),
and the map ∂′m is defined on the direct summand q
mE′(ispTλ) of P ′m as the
right multiplication by
∑
t∈T σ(T, t)ψ(spTλ, spT\{t}λ).
Finally, by Proposition 6.3, we have Rρ ≃ R
′
ρ ⊗ O[X] where X is an inde-
terminate of degree 2, which under the isomorphism corresponds to the central
element zρ ∈ Rρ. Now, the irreducible Rρ-module L
λ can be considered as the
outer tensor product Lλ ⊠O where Lλ is the restriction from Rρ to R
′
ρ of L
λ,
and O is the O[X] module of rank 1 with the trivial action of X. Tensoring
P′∗(λ) with the following resolution K∗ of O:
0 −→ O[X]
X
−→ O[X] −→ O −→ 0,
we obtain the resolution P∗(λ) := P
′
∗(λ)⊗K∗:
0 −→ Pd
∂d−→ Pd−1
∂d−1
−→ · · ·
∂1−→ P0 −→ L
λ −→ 0, (6.31)
where the modules Pm and the maps ∂m are defined as follows. For a subset
T ⊆ [1, d] and t ∈ T define
PT := q
s(T )E(ispT λ),
and the map
∂T,t : PT → PT\{t} (6.32)
to be the right multiplication by
σ(T, t) ·
{
ψ(spTλ, spT\{t}λ) if t < d
zρ if t = d
In other words,
∂T,t : x1ispT λ 7→σ(T, t)x1ispT λψ(spTλ, spT\{t}λ)
=σ(T, t)xψ(spTλ, spT\{t}λ)1ispT\{t}λ ,
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if t < d, and
∂T,d : x1ispT λ 7→ σ(T, d)x1ispT λzρ = σ(T, d)xzρ1ispT λ .
Note that ∂T,t is a homogeneous map. Now we have
Pm :=
⊕
T⊆[1,d], |T |=m
PT (0 ≤ m ≤ d),
and
∂m =
⊕
T⊆[1,d], |T |=m
∂T
is a degree zero homomorphism where
∂T =
∑
t∈T
∂T,t : PT → Pm−1.
Finally, the case of one row skew shape λ = (d) is especially important,
since in this case L(d) is the cuspidal module Lρ, and we have the projective
resolution P∗(Lρ) := P∗((d)) of the cuspidal module.
6.8. Resolving proper standard and costandard modules. Now consider
a root partition π = (β1  · · ·  βl) ∈ Π(α). We have the proper standard
module ∆¯(π) := qsh(pi) Lβ1 ◦ · · · ◦ Lβl . By taking (outer) tensor product of
resolutions P∗(Lβ1), . . . ,P∗(Lβl), we get the projective resolution P∗(Lβ1) ⊠
· · · ⊠ P∗(Lβl) of the Rβ1,...,βl-module Lβ1 ⊠ · · · ⊠ Lβl . Since Ind
α
β1,...,βl
is exact
and sends projectives to projectives, inducing to Rα and shifting grading by
sh(π), yields a projective resolution
P∗(∆¯(π)) := q
sh(pi)P∗(Lβ1) ◦ · · · ◦P∗(Lβl)
of ∆¯(π). If d = ht(α), this resolution has length ≤ d:
0 −→ Pd
∂d−→ Pd−1
∂d−1
−→ · · ·
∂1−→ P0 −→ ∆¯(π) −→ 0. (6.33)
Recall also proper costandard modules from (3.8). By Lemma 3.9, we have
∇¯(π) ∼= qsh
′(pi)L(βl) ◦ · · · ◦ L(β1)
for sh′(π) := −sh(π) +
∑
1≤r<s≤l(βr, βs). As for ∆¯(π), we now get a projective
resolution
P∗(∇¯(π)) := q
sh′(pi)P∗(Lβl) ◦ · · · ◦P∗(Lβ1)
of the proper costandard module ∇¯(π) of length ≤ d.
The resolutions P∗(∇¯(π)) and P∗(∆¯(π)) can be used to compute the global
dimension of Rα. First of all, the presence of the polynomial subalgebra in d
variables allows us to bound global dimension of Rα below as follows:
Lemma 6.34. Let O = F and α ∈ Q+ with ht(α) = d. Then gdRα ≥ d.
Proof. For the polynomial algebra with n variables, we have gdF [y1, . . . , yn] =
n by the Hilbert Theorem on Syzygies, see for example [Rot, Theorem 8.37].
Note by the Basis Theorem 2.3 that Rα is a free module over its polynomial
subalgebra. So the result comes from the McConnell-Roos Theorem [Rot,
Theorem 8.40]. 
Theorem 6.35. Let α ∈ Q+ with ht(α) = d, O = F and L be an irreducible
Rα-module. Then pdL ≤ d.
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Proof. We have L = L(π) for some π ∈ Π(α). We prove the theorem by the
upward induction on the convex order. To start the induction, note that if π
is minimal, then L(π) = ∆¯(π) by Theorem 3.15(iv), and so it has a projective
resolution P∗(∆¯(π)) of length d.
For the inductive step, let π ∈ Π(α) and assume that the theorem has been
proved for all π′ < π. We also have a projective resolution P∗(∇¯(π)) of length
d. It follows that EXTkRα(∇¯(π),M) = 0 for all k > d and all M ∈ Rα-Mod.
By the inductive assumption, we also have EXTkRα(L(π
′),M) = 0 for all k > d,
M ∈ Rα-Mod, and π
′ < π.
By Theorem 3.15(iv), all composition factors of ∇¯(π)/L(π) are of the form
L(π′) for some π′ < π. So, using long exact sequences in cohomology, we
conclude that EXTk(∇¯(π)/L(π),M) = 0 for all k > d and M ∈ Rα-Mod. Now
the long exact sequence corresponding to the short exact sequence
0 −→ L(π) −→ ∇¯(π) −→ ∇¯(π)/L(π) −→ 0
looks like
. . . −→ EXTkRα(∇¯(π)/L(π),M) −→ EXT
k
Rα(∇¯(π),M) −→ EXT
k
Rα(L(π),M)
−→ EXTk+1Rα (∇¯(π)/L(π),M) −→ . . . .
We can now conclude that EXTkRα(L(π),M) = 0 for all k > d and M ∈
Rα-Mod. Theorefore pdL(π) ≤ d by [Rot, Proposition 8.6]. 
A general argument as explained for example in [McN] now yields:
Corollary 6.36. Let α ∈ Q+ with ht(α) = d. Then gdRα = d.
A more explicit analysis of the terms Pk of the resolution (6.33) implies:
Proposition 6.37. If EXTk(∆¯(π), V ) 6= 0 for some finitely generated Rα-
module V and k > 0, then V has a composition factor ≃ L(σ) for π ≤ σ.
Corollary 6.38. Let π, σ ∈ Π(α). If π 6= σ, then EXTkRα(∆¯(π), ∇¯(σ)) = 0 for
all k ≥ 0.
Proof. If π 6≤ σ, then, the Theorem holds by Proposition 6.37. If π < σ, then
EXTkRα(∆¯(π), ∇¯(σ))
∼= EXTkRα(∇¯(σ)
⊛, ∆¯(π)⊛) ∼= EXTkRα(∆¯(σ), ∇¯(π)) = 0
by Proposition 6.37 again. 
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