Service-Oriented Architecture (SOA), Agile Development Methods and Quality Assurance (QA) : a case study by Chaves, James Taylor Faria
Universidade de Brasília
Instituto de Ciências Exatas
Departamento de Ciência da Computação
Service-Oriented Architecture (SOA), Agile
Development Methods and Quality Assurance (QA):
A case study
James Taylor Faria Chaves
Dissertação apresentada como requisito parcial para conclusão do
Mestrado Profissional em Computação Aplicada
Orientador
Prof. Dr. Sergio Antônio Andrade de Freitas
Brasília
2019
Ficha catalográfica elaborada automaticamente, 
com os dados fornecidos pelo(a) autor(a)
FJ31s
Faria Chaves, James Taylor
   Service-Oriented Architecture (SOA), Agile Development
Methods and Quality Assurance (QA): A case study / James
Taylor Faria Chaves; orientador Sergio Antônio Andrade de
Freitas. -- Brasília, 2019.
   81 p.
   Dissertação (Mestrado - Mestrado Profissional em
Computação Aplicada) -- Universidade de Brasília, 2019.
   1. Service-Oriented Architecture (SOA). 2. Agile
Development Methods. 3. Quality Assurance (QA). I. Andrade
de Freitas, Sergio Antônio, orient. II. Título.
Universidade de Brasília
Instituto de Ciências Exatas
Departamento de Ciência da Computação
Service-Oriented Architecture (SOA), Agile
Development Methods and Quality Assurance (QA):
A case study
James Taylor Faria Chaves
Dissertação apresentada como requisito parcial para conclusão do
Mestrado Profissional em Computação Aplicada
Prof. Dr. Sergio Antônio Andrade de Freitas (Orientador)
CIC/UnB
Prof.a Dr.a Monalessa Perini Barcellos Prof.a Dr.a Edna Dias Canedo
Departamento de Informática/UFES CIC/UnB
Prof.a Dr.a Aletéia Patrícia Favacho de Araújo
Coordenadora do Programa de Pós-graduação em Computação Aplicada
Brasília, 17 de julho de 2019
Dedicatória
Dedico este trabalho ao meu pai Jesus e à minha Mãe Maria, que está no céu. À minha
esposa Mara e aos meus filhos Pedro, Viviane e Natália.
iv
Agradecimentos
Agradeço primeiramente a Deus que me permitiu mais esta benção.
Agradeço meu pai Jesus e à minha mãe Maria, por sempre considerarem a educação
uma das faces mais importantes da vida dos filhos e nunca medirem esforços para nos
dar a melhor educação possível. À minha esposa Mara e aos meus filhos Pedro, Viviane
e Natália, pelo apoio e paciêcia incondicionais.
Agradeço ao Professor Sergio, pelo orientação e principalmente pelo apoio. À Univer-
sidade de Brasília pela criação deste mestrado profissional, o que me deu a oportunidade
de concretizar um antigo sonho.
Agradeço à Administração Pública Federal brasileira, instituição a qual tenho o prazer
de fazer parte e que me concedeu o privilégio de mais um avanço nos meus estudos,
entendendo o quão importante é para o país o investimento no conhecimento.
O presente trabalho foi realizado com apoio da Coordenação de Aperfeiçoamento de Pes-
soal de Nível Superior - Brasil (CAPES), por meio do Acesso ao Portal de Periódicos.
v
Resumo
Este trabalho propõe um framework batizado de NatVi e apresenta um estudo de caso
que lidam com a interface entre Service-Oriented Architecture (SOA), Agile Development
e Quality Assurance (QA). O framework NatVi busca apresentar uma solução para todo
o ciclo de desenvolvimento de software, neste caso com foco em aplicações baseadas em
serviços. NatVi foi resultado de uma revisão da literatura onde os ’trade off’ conhecidos
entre SOA e Métodos Ágeis foram identificados e as soluções possíveis avaliadas e in-
corporadas ao produto final. Também foram consideradas as melhores práticas baseadas
tanto nos princípios de SOA quando nos princípios ágeis. Muito importante neste cenário
foi não perder QA de vista, uma necessidade intrínseca aos projetos de software. Tudo
isso para responder ao aumento no dinamismo dos ambientes de negócios que está aumen-
tando a cada dia devido ao próprio dinamismo do avanço tecnológico. As organizações são
chamadas a entregar valores com rapidez e confiança neste ambiente onde as possibilidades
de soluções evoluem quase que diariamente. E os governos não são diferentes, obrigados
a prestar mais e melhores serviços aos cidadãos e às empresas. O governo brasileiro não
é uma exceção. As formas tradicionais de pensar o processo de engenharia de software
vêm apresentando algumas dificuldades para lidar com este novo cenário, principalmente
porque não são adequadas para lidar com constantes mudanças nos requisitos e entregas
rápidas, conceitos que SOA e Métodos de Desenvolvimento Ágeis prometem ser capazes
de responder. O estudo de caso foi realizado em uma pequena unidade do governo federal
brasileiro. Um órgão responsável pela supervisão de um campo de interesse institucional
para o país. O framework NatVi proposto foi aplicado em um ambiente onde SOA já
estava em uso, apesar de insipiente. O estudo de caso avaliou a evolução da qualidade
de software por meio do acompanhamento de métricas de erro no código fonte. Avaliou a
evolução do entendimento sobre os métodos ágeis bem como o engajamento no processo
por parte da equipe de desenvolvimento. Avaliou ainda a satisfação dos clientes com o
novo processo de desenvolvimento. Durante o estudo de caso, aproveitou-se um treina-
mento em desenvolvimento ágil que foi ministrado pela instituição à equipe e TI e alguns
clientes. Algumas limitações foram identificadas. Por exemplo, o tamanho da equipe de
TI envolvida e a quantidade de clientes que participaram foi considerada pequena para
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uma inferência estatística. Uma avaliação subjetiva teve que ser feita para melhorar o
entendimento dos números. Desta forma, entrevistas semiestruturada foram feitas. Os re-
sultados encontrados indicam que o caminho é promissor, mas indica também que muitos
estudos ainda necessitam ser feitos, o que não é ruim, pois abre um campo vasto para
pesquisas, ainda mais considerando outros ingredientes que foram identificados durante
este trabalho, que podem muito bem fazer parte de estudos futuros, como containers e
DevOps, por exemplo.
Palavras-chave: Arquitetura Orientada a Serviço (SOA), Metodologia Ágil, garantia de
qualidade de software (QA)
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Abstract
This work proposes a framework named NatVi and presents a case study that deals with
the interface between the Service-Oriented Architecture (SOA) with Agile Development
Methods and Quality Assurance (QA). The NatVi framework seeks to present a solution
for the entire software development cycle, in this case focusing on service-based applica-
tions. The framework was the result of a literature review where the known trade-offs
between SOA and Agile Methods were identified and the possible solutions evaluated and
incorporated into the final product. Best practices based on both the SOA principles and
agile principles were also considered. It was very important in this scenario not to lose
QA of view, an intrinsic need for software projects. All this to respond to the increase in
the dynamism of business environments that is increasing every day due to the very dy-
namism of technological advancement. Organizations are called to deliver values quickly
and confidently in this environment where solutions possibilities evolve almost daily. And
governments are no different, obliged to provide more and better services to citizens and
businesses. The Brazilian government is no exception. The traditional ways of thinking
the software engineering process have presented some difficulties in dealing with this new
scenario, mainly because they are not adequate to deal with constant changes in require-
ments and fast deliveries, concepts that SOA and Agile Development Methods promise to
be able to respond. The case study was carried out in a small unit of the Brazilian federal
government. A unit that is responsible for supervising a field of institutional interest to
the country. The proposed NatVi framework was applied in an environment where SOA
was already in use, though it was insipid. The case study evaluated the evolution of
software quality through the monitoring of error metrics in the source code. It evaluated
the evolution of the understanding of the agile methods as well as the engagement in
the process by the development team. It also evaluated customer satisfaction with the
new development process. During the case study, an agile development training was used
that was given by the institution to the team and IT and some clients. Some limitations
have been identified. For example, the size of the IT staff involved and the number of
customers who participated was considered small for an inference statistics. A subjective
assessment had to be made to improve the understanding of numbers. In this way, semi-
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structured interviews were made. The results indicate that the way is promising, but it
also indicates that many studies still need to be done, which is not bad, since it opens
up a vast field for research, even more considering other concepts that were identified
during this work, which can greatly well be part of future studies, such as containers and
DevOps, for example.
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1.1 Context and justification
At the beginning of the 21st century, companies must respond flexibly, rapidly and dynam-
ically to the demands of ever-changing customers, market opportunities, external threats,
demands, etc. In terms of system solution to address this type of need, companies are
facing new paradigms such as cloud computing and distributed software, and it is no
different in the Brazilian government in this new era in which governments are called to
provide more and better services online for citizens and businesses.
The technological dynamism reflects in the business world and consequently, the dy-
namism of the business world reflects in the world of software development. New ideas
are born every day and ideas die every day. It is a lot of information to deal with. And all
of this reflects in the software development process that has experienced a rapid change
in business goals, customer interests, environments, and software requirements.
In this context, traditional forms of software development have some disadvantages,
such as poor integration, delays in deliveries, and problems in sharing information among
stakeholders. All these problems end up compromising the quality of the process as a
whole.
1.2 The problem
Thus, in light of the above, there is a need for a software engineering solution to deal
with the presented context, using modern concepts in terms of architectural design and
development methods that are capable to handle all this dynamism, without losing quality
and improving it, if possible.
1
So the main question addressed here is: how to develop applications with quality
and rapid deliveries in a distributed software environment that meet business
objectives in constant change?
To deal with the presented problem, two emerging concepts have been growing since
the 1990s: Service-Oriented Architecture (SOA) and agile development methods. Both
concepts promise to have the necessary resources that meet the required needs. Therefore,
this work deals with a context of SOA, agile development methods, focusing on rapid
deliveries, rapid changes in software requirements, and the maintenance or improvement
of Quality Assurance (QA).
SOA is an architectural design pattern that aims to enhance the efficiency, agility, and
productivity of an enterprise, prioritizing some values, such as business value over techni-
cal strategy, strategic goals over project-specific benefits and flexibility over optimization,
among other. SOA uses standards-based infrastructure to forge large-scale systems and its
components can act like service providers, service consumers or Information Technology
(IT) elements that join providers and consumers. SOA has the following tenets: Standard-
ized service Contract, Loose Coupling, Abstraction, Reusability, Autonomy, Statelessness,
Discoverability and Composability [1].
Agile development methods are a lightweight method compared to traditional forms
of software development. Although this concept was already known since the 1990s, its
landmark is the publication of the Agile Manifesto, dated 2001. Seventeen developers
and consultants representing light methods for software development gathered to discuss
better ways to develop software and presented four values in the Agile Manifesto [2]:
individuals and interactions over processes and tools, working software over comprehen-
sive documentation, customer collaboration over contract negotiation and responding to
changes over following a plan. From that point on, this type of development methods
came to be known as Agile Methods. In summary, Agile Methods are dynamic, itera-
tive, incremental, cooperative and adaptable to changes in environments and requirement
and less documentation. There are several approaches to agile methods, each with some
specificity, such as SCRUM, Extreme Programming (XP), Crystal Clear, Feature-Driven
Development (FDD), Dynamic Systems Development Method (DSDM), and so on [3].
High-quality delivery is expected in any software engineering process, agile or other-
wise, so Quality Assurance (QA) is itself a necessity. This is the third important concept
for this work. In the literature, there are several descriptions of QA and some other con-
cepts that share the same description, such as Software Assurance, Quality Attributes,
and Software Quality. QA may refer to the ability to meet functional requirements, but it
may also refer to non-functional requirements such as performance, reliability, availability,
and maintainability. QA also refers to a process for ensuring quality in a software devel-
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opment process and also the process for evaluating that development [4]. These and other
concepts and descriptions are complementary and not excluding and can refer to different
moments of a software project, development, deployment, maintenance, etc. This puts
the scope of QA over a large range and it is needed to focus the approach, otherwise it
will not be possible to complete this work in the time available. Thus, the concept that
will be explored in this work is that, according to the IEEE definition, restricted to func-
tional requirements and coding routines. Software quality assurance is: 1) A planned and
systematic pattern of all actions necessary to provide adequate confidence that an item
or product conforms to established technical requirements; 2) A set of activities designed
to evaluate the process by which the products are developed or manufactured [5].
Embracing change is an indispensable concept for SOA and Agile Development, so at
first glance, they seem appropriate to one another. On the other hand, it can be said
that SOA and Agile Development Methods do not fit together. As an architectural design
pattern, SOA is complex in nature, which could be a problem for Agile Development that
proposes a light process. The process of SOA can be a top-down approach, that is, the
beginning is an overview of the elements that will compose the architecture, services and
IT elements. The agile development method is known as a bottom-up approach, that is,
to start the process, the first input is the specification, so that the process evolves. This
type of trade-offs and others were evaluated in this work in order to evaluate if this set,
Service-Oriented Architecture (SOA), agile methods and Quality Assurance (QA) are in
fact a way of dealing with the problem of this work.
1.3 General and specific objectives
The main goal of this work is to present a solution able to deal with the presented problem
by means of deploying Agile Development Methods in an Service-Oriented Architecture
(SOA) scenario and maintain or improve Quality Assurance (QA). The specific goals are:
1. identifying the existing trade-offs between SOA and agile development methods and
best practices to deal with them.
2. building a framework (principles, actions, and best practices) that enable agile de-
velopment methods in a SOA scenario.
3. applying the framework in a case study, verify, evaluate and discuss the results,
focusing mainly on QA.
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1.4 Methodology
From the outline of the problem and the objectives of the work, a review of the literature
was elaborated. During this phase, it was identified that Service-Oriented Architecture
(SOA) and agile development methods seem to be able to handle the presented problem.
But it was necessary to go deeper into the matters. Then, a literature review was done
on Service-Oriented Architecture (SOA), agile methods and Quality Assurance (QA). A
literature review was also done at the intersection of these three concepts, as well as
on metrics that could help understand the evolution of the process. These metrics are
related to software development errors, intrinsic motivation and understanding of agile
development methods.
In the combined study between Service-Oriented Architecture (SOA) and agile meth-
ods, a systematic literature review (SLR) was developed following the guidelines and
activities defined by Kitchenham [6]. This literature review generated a published article
(Chaves and de Freitas [7]).
From the literature review, the framework proposed in this work was elaborated and it
was named NatVi. In the NatVi framework were incorporated SOA principles as well as
agile software development principles, with defined steps to guarantee Quality Assurance
(QA) during the development process.
A case study was carried out in a small unit of the Brazilian federal government.
This unit already used the concept of SOA, although in an incipient and initial way. In
this environment, agile training was done for the IT team and for some clients, so that
the main stakeholders were affected by the course. This course was already a prediction
of the institution itself, and the present work only benefited from the process, without
interfering in the application of the course. The development team itself chose to use
SCRUM as the agile development method.
To evaluate the results and the possible evolution, measurements were made and, after
or even during, the resulting data were tabulated, analyzed and the final considerations
presented.
1.5 Expected results
Probably more studies need to be done, but it is expected that the results of this work




Although this work has proposed the work with three great concepts, Service-Oriented
Architecture (SOA), agile methods, and Quality Assurance (QA), it would be impossible
to attempt to address all the possible problems that may arise from the study of these
concepts together. Therefore, this work has some limitations.
Although the case study dealt with the three concepts when deploying the NatVi
framework, it began by implementing the agile methods in an environment that already
dealt with SOA, that is, the case study focused mainly on agile methods and QA.
This work did not present an initial hypothesis that the NatVi framework could im-
prove Quality Assurance (QA). The idea was to evaluate the evolution of QA during the
case study, using the Error Code (EC), Knowledge in Agile (KA), Team Motivation (TM)
and Stakeholders Satisfaction (SS) indicators.
1.7 Structure
The structure of this work is: this introduction, chapter 1. Chapter 2 provides an overview
of the state of the art in Service-Oriented Architecture (SOA), Agile Methods and Quality
Assurance (QA), as well as global comparative studies among them. Chapter 3 highlights
the main phases of the NatVi framework. In chapter 4 the case study is presented in some





This section presents some background on Service-Oriented Architecture (SOA) based
applications, Agile Methods and Quality Assurance as well as comparative studies between
them.
2.1 Service-Oriented Architecture (SOA)
Organizations have their own business goals and they need software systems to satisfy
those goals, sometimes with crosscutting stakeholders concerns. One of the key challenges
to building systems that meet the goals of large numbers of stakeholders is integrating and
reusing existing systems, while adding new functionality to support the business processes
and to respond to changes in the business. Software Architecture is a bridge between
those goals and the final resulting system. Software Architecture comprehends the set
of structures needed to reason about the system, which comprise of software elements,
relations among them, and properties of both. In the ending of the 20th century, new
approaches to system architecture have emerged which aim to structure a complex system
around units of capability, called services [8–10].
This is the context in which Service-Oriented Architecture (SOA) is placed, that has
emerged as a widely accepted solution to this challenge allowing a homogeneous enterprise-
wide solution satisfying objectives that include an easy and flexible integration with legacy
systems and simplifying business processes. Software architecture can be composed of sev-
eral design patterns simultaneously to obtain its aim and SOA is a paradigm, a design
pattern, not a complete architecture. This design pattern was already being used since
the beginning of 1990s, mainly in Simple Object Access Protocol (SOAP) [1, 11] form.
In the middle of the 2000s, the Representational State Transfer (REST) [11, 12] form
began to spread and today it is hard to say which proportion news applications are made
in one or other form, existing intermediary forms, between both [11]. SOA is a sort of
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architecture that uses standards-based infrastructure to forge large-scale systems out of
loosely coupled, inter-operable services, distributed, invocable, publishable and business
oriented that can act like providers, consumers or Information Technology (IT) elements
that join providers and consumers. SOA can create systems-of-systems by mapping exist-
ing systems into services, then orchestrating communication between the services. New
functionality can be created by either adding new services or modifying communication
among existing services with low costs, innovators services to clients, agile adaption, and
reaction to opportunity and weakness competitiveness [8, 9, 13–18].
Many definitions have been given to the Service-Oriented Architecture (SOA). Some
that are more connected to the technical aspects and some more connected to the business
aspects. Let’s continue with some definitions of bias in a business aspect, so the work aims
to evolve into more technical aspects. One is a definition of SOA given by Erl [1] “SOA is
an architectural model that aims to enhance the efficiency, agility, and productivity of an
enterprise by positioning services as the primary means through which solution logic is
represented in support of the realization of strategic goals associated with service-oriented
computing”. With this definition Erl [1] gives us a good view on SOA that goes beyond
purely technical aspects and involves business logic. In fact, concepts such as efficiency,
agility, and productivity are essential to a business process, and this definition connects
business and technical processes. After all, a technical solution does not make sense if it
does not solve real-world problems.
In the same way, other definitions were stated. Also from Erl [1], service-orientation
is an implementation of the distributed logic solution paradigm, which aims to split a big
problem into small parts, adhering to concern separation theory. According to Carvalho
and Azevedo [19] "the greatest benefit of service-orientation is to produce small solutions
that solve each small part of the original problem, while being agnostic to the bigger
problem to be solved. This split of problems into smaller pieces fosters reuse". SOA as
an architectural style for developing and integrating enterprise applications stresses that
business must be able to respond to the market by building appropriate business services
[20].
Towards more technical aspects, SOA can be understood like an architectural style
and uses services as building blocks to embrace changes in the business environment by
composing services and creating composite services already existing with applications in a
technology heterogeneous environment [20, 21]. The business and technical processes are
implemented as services and each service represents a particular functionality that maps
explicitly to a step in a business process [22]. In this way, service can be understood as any
task or function provided by an organization, aligned to business, well defined and isolated
from other tasks (autonomy principle) [1] and Service orientation helps organizations con-
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sistently deliver sustainable business value, with increased agility and cost effectiveness,
in line with changing business needs [23]. In general, the basic Service Consumer software
is simply a browser or browser-like "thin client", with little or no application software
stored locally [21]. Figure 2.1 presents an overview of SOA1.
Figure 2.1: Top Level SOA View
This approach still enables interoperability because the services consumer and
providers may be executed in different platforms, offering the necessary elements to in-
teract with external elements, available on the internet. Service orientation helps orga-
nizations consistently deliver sustainable business value, with increased agility and cost
effectiveness, in line with changing business needs. SOA-based systems are ideally suited
for rapid reconfiguration because the Service Consumer - Service Broker - Service Provider
architecture is inherently designed to facilitate on-the-fly changes [21, 23, 24].
According to Bianco and Lewis [25], "how the applications are distributed, exist the
chance to rebuilt and solution that already exist in the organization, mainly in medium
and big organizations. To prevent this kind of issues, all services have to be their own
meta-data published in a central register service, enabling the discovery of services already
built".
As a design pattern, SOA can work with other components, like Enterprise Service
Bus (ESB) [25, 26] or a Directory Service [13]. The connectors can include synchrony
1https://wiki.sei.cmu.edu/confluence/display/SAD/Top+Level+SOA+View
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and asynchrony calls, and can use diverse technology, like Simple Object Access Protocol
(SOAP) or Representational State Transfer (REST), or a message infrastructure [27, 28].
In Erl [1] it is possible to see eight principles that a service-oriented solution should
follow:
1. Standardized Service Contract: a service should express its purpose and capacities
through a contract;
2. Service Loose Coupling: the dependencies among the service’s contract, implemen-
tation and consumers should be minimal;
3. Service Abstraction: a service should hide its implementation details to keep its
consumers loosely coupled;
4. Service Reusability: services should be corporate resources, agnostic to functional
contexts;
5. Service Autonomy: a service should have control over its environment and resources,
while remaining isolated from other services;
6. Service Statelessness: services should only hold state information when necessary in
order to not compromise its availability or scalability;
7. Service Discoverability: services should be easily discovered and understood to foster
reuse;
8. Service Composability: it should be possible to create services from the composition
of other services in order to produce sophisticated solutions according to business
needs requirements and fostering reuse of existing assets
According to Arsanjani et al. [23] Service-Oriented Architecture (SOA) is a type of
architecture that results from applying service orientation and six values have to be pri-
oritized:
• Business value over technical strategy
• Strategic goals over project-specific benefits
• Intrinsic interoperability over custom integration
• Shared services over specific-purpose implementations
• Flexibility over optimization
• Evolutionary refinement over pursuit of initial perfection
However, just because those good concepts showed until now, there are some challenges
to cope relating to SOA. Good assets like Loose Coupling, Interoperability, Composability,
Flexibility, and Abstraction can lead SOA to establish a complex interaction dependencies
in favor of simplicity of structural decomposition over orchestration simplicity, hence the
crosscutting orchestration concerns have to be reconciled [9]. The flexibility of SOA
also represents a complex integration of a large number of disparate resources which can
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exhibit a large number of critical interdependencies across many of the resources. All this
complexity in SOA can also bring issues to its deploying, mainly in reliability [17, 21].
Stakeholder concerns also may be an issue to SOA. They can demand conflicting
requirements which have to be handled properly. Aligning business requirements with
IT solutions itself can raise some problems [19]. Performance is also a concern. If the
processes present an undetermined number of request, SOA may generate bottlenecks in
peaks of request [29].
Service providers may present various issues in a SOA environment. As a solution for a
distributed system, problems among different providers that handle the solution can be an
issue. Keeping only one provider could be a solution but it could sacrifice the reusability
and interoperability [24, 25]. Providers may not reliably forecast service demand levels,
which can make the investment and system scalability planning quite uncertain. Also,
prior service provider versions may be discontinued, for various factors. Degradation of
communication or other IT server systems offered by a provider may disrupt or stop most
SOA systems [21].
Perhaps for all these issues and more, SOA is not a consensus if it is the emerging
and recognized architectural style for architecting adaptive systems across the enterprise.
Some doubts raised can be seen in Krogdahl et al. [10] and KrÃ¡l [30].
Besides the vision of SOA as an architectural design pattern, it can be seen as a system
development process. In this way, SOA is a development approach decomposing all in
services (software components). It addresses a specific need within reusability, simplicity
and interoperability aims, and can hide the heterogeneity of the underlying information
system [31]. Service-oriented applications are usually developed in an incremental fashion
by building reusable services that may inter-operate with each other, but where a whole
system definition including all the functionalities is missing [32]. Gu and Lago [33] state
that service-oriented systems are developed differently from traditional ones. There are
greater concerns with reuse-oriented software construction, stakeholder involvement, deep
understanding of the business model, service distribution across enterprise boundaries,
and business-IT alignment [19].
SOA development methodologies are not mature, although the goal is clear, the way
to reach the goal is not yet clear since there is not an approach which is broadly accepted
[10, 20]. But, in a systematic literature review (SLR) carried out by Lane and Richardson
[34] some SOA models development are categorized according to meta-model development
process that covers the following phases: Analysis and Design, Construction and Testing,
Deployment and Provisioning and, Execution and Monitoring. According to Lane and
Richardson [34] the most of the studies encountered lie down in phases Analysis and
Design, Construction and End to End models, that is, cover all phases of meta-model
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development process.
However, the widely adopted software design principle encountered lies down over
Analyses an Design phase also known as Service-Oriented Analysis and Design (SOAD)
that is an extension of the Object-Oriented Analysis and Design (OOAD) [35] and
Component-Based Development (CBD) [36] paradigms [34, 37]. SOAD is a specially
designed method of software modeling, analyzing and designing [38] and represents static
and dynamic aspects of service-oriented software systems. These models that follow SOAD
are partitioned according to the SOA Models. The SOAD models are generic in the sense
of the generality supported by SOA [39] and it is defined in terms of the basic SOA ele-
ments (subscriber, publisher, and broker). SOAD largely focuses on defining processes to
develop business processes and services without considering user-aware variability [40].
As a generic model, SOAD has different approaches that apply it to service design [34]
but, according to Shahrbanoo [20] the most famous of these approaches is the approach
proposed by Erl [41].
According to Shahrbanoo [20] Service-Oriented Modeling and Architecture (SOMA)
[42] and Zimmerman’s methodology [43] are instances of SOAD methodology.
Service-Oriented Modeling and Architecture (SOMA) [42] is a widely adopted SOAD
methodology that is based on the identification, specification and realization of service
components entirely based on the Rational Unified Process (RUP) framework [37]. It
is a software development life-cycle method invented and initially developed by IBM for
designing and building SOA-based solutions [42]. The SOMA methodology is essentially
used for producing a service model artifact in the Elaboration phase through the identifi-
cation, specification, realization and deployment of services. According to Arsanjani et al.
[42] the SOMA method includes seven major phases but, no rigid sequencing is implied:
• Business modeling and transformation, where the business is modeled, simulated,
and optimized;
• Identification phase, where is made the identification of the three fundamental
constructs of SOA: services, components, and flows;
• Specification of services, components, flows and information;
• Implementation: build and assembly (Construction, generation, assembly) and,
integration Testing (Unit, integration, User Acceptance Testing (UAT))
• Deployment, monitoring, and management: focus on packaging, provisioning,
executing UAT, and deployment of services in the production environment.;
• Solution management: Hybrid solution type selection, method adoption and in-
tegration, project management, enterprise architecture
• Realization: Decisions, solutions templates and patterns, SOA reference architec-
ture, technical feasibility prototyping
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In Zimmermann et al. [43] the authors investigate suitable elements from Object-
Oriented Analysis and Design (OOAD), Enterprise Architecture (EA), and Business Pro-
cess Modeling (BPM) to SOA development. They conclude that this approach only cover
part of the requirements needed to support the SOA paradigm. While the SOA approach
reinforces well-established, general software architecture principles such as information
hiding, modularization, and separation of concerns, it also adds additional themes such
as service choreography, service repositories, and the service bus middle-ware pattern,
which require explicit attention during modeling. The approach comprises elements from
OOAD, BPM [44], and EA [45] in a best-of-breed fashion, and complements them with
certain innovative elements. The new elements added in this approach are:
• Service categorization and aggregation: Services have different uses and purposes
and atomic services can be orchestrated (composed) into higher level, full-fledged
services;
• Policies and aspects: A service has syntax, semantics, and Quality of Service
(QoS) characteristics that all have to be modeled; formal interface contracts have
to cover more than the Web Services Description Language (WSDL) does.
• Meet-in-the-middle processes: As SOA leads with legacy applications, it always
have to be taken into account. Therefore, a meet-in-the-middle approach is re-
quired, rather than pure, top-down or bottom-up process.
• Semantic brokering: The semantics issue (the meaning of parameters and so forth)
has to be solved as well (domain modeling). SOA needs to take into account to
be flexible and agile in response to the new business needs in a world of mergers
and acquisitions, business transformation, globalization, and so forth.
• Service harvesting and knowledge brokering: Services should be identified and
defined with reuse (and harvesting) as one of the main driving criteria of the
SOA in mind. If a component (or service) has no potential for reuse, then it
should probably not be deployed as a service. It can be connected to another
service associated with the enterprise architecture, but will not be a service in its
own right.
2.2 Agile Methods
A light method for software development can be understood as a method that the needs
and goals of the stakeholders drive the development and enable the rapid and flexible
development of software. The processes and tools itself are less important than deliver-
ables, people, developers and stakeholders, communication, and the ability to adapt to
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change. This type of method has to be iterative, incremental, cooperative and adaptable
to changes in environments and requirements [16, 31, 46].
According to Carvalho and Azevedo [19] “during the 2000-year, many articles were
published highlighting problems related to the documentation driven development and
heavyweight processes. Authors advocate light methods for software development”. But
the search for light software development process began before, in the 1990s. As cited
by Highsmith and Cockburn [47], in 1995 Goldman et al. [48] already offered a definition
of agility which applies equally to today’s software development: “Agility is dynamic,
context-specific, aggressively change embracing, and growth-oriented. It is not about
improving efficiency, cutting costs, or battening down the business hatches to ride out
fearsome competitive ’storms’. It is about succeeding and about winning: about suc-
ceeding in emerging competitive arenas, and about winning profits, market share, and
customers in the very center of the competitive storms many companies now fear”.
The search for this type of software development method led to the “agile methods”
that were stated in the Agile Manifesto, published in 2001 [2] where seventeen developers
and consultants representatives of light methods for software development met to discuss
better ways of developing software. The Agile manifesto consists of four values and twelve
principles. The Agile manifesto four values are as follows: (1) individuals and interac-
tions over processes and tools, (2) working software over comprehensive documentation,
(3) customer collaboration over contract negotiation and (4) responding to changes over
following a plan. “That is, while there is value in the items on the right, we value the
items on the left more” [2].
The Agile manifesto twelve principles are as follows [2]:
1. Our highest priority is to satisfy the customer through early and continuous delivery
of valuable software.
2. Welcome changing requirements, even late in development. Agile processes harness
change for the customer’s competitive advantage.
3. Deliver working software frequently, from a couple of weeks to a couple of months,
with a preference to the shorter timescale.
4. Business people and developers must work together daily throughout the project.
5. Build projects around motivated individuals. Give them the environment and sup-
port they need, and trust them to get the job done.
6. The most efficient and effective method of conveying information to and within a
development team is face-to-face conversation.
7. Working software is the primary measure of progress.
8. Agile processes promote sustainable development. The sponsors, developers, and
users should be able to maintain a constant pace indefinitely.
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9. Continuous attention to technical excellence and good design enhances agility.
10. Simplicity–the art of maximizing the amount of work not done–is essential.
11. The best architectures, requirements, and designs emerge from self-organizing teams.
12. At regular intervals, the team reflects on how to become more effective, then tunes
and adjusts its behavior accordingly.
In the reviewed literature we have found several approaches that claim to be agile de-
velopment methods such as SCRUM, Rational Unified Process (RUP), Dynamic Systems
Development Method (DSDM), Adaptive Software Development (ASD), Internet Speed
Development (ISD), Lean, Crystal Clear, Extreme Programming (XP), Feature-Driven
Development (FDD), Pragmatic Programming (PP), and so on [3, 19, 47, 49–51]. Ac-
cording to Malik et al. [52] the most commonly used are: FDD, XP, DSDM and SCRUM.
The following are some characteristics of each of the main methodologies mentioned,
according to Timperi [51]:
• Feature-Driven Development (FDD) is based on several best practices and it
emphasizes design and building activities. The requirements are captured first
by constructing a domain object model and using it as a basis for requirements
elicitation and inspections are the main quality assurance practice but testing is
also mandatory.
• Extreme Programming (XP) is based on short iterations and incremental devel-
opment with constant feedback from both the customer and other developers
and most of the practices of XP are aimed at quality assurance and in particular
getting timely feedback.
• Dynamic Systems Development Method (DSDM) relies heavily on prototyping
in most development activities and proposes a pragmatic view to quality; the
emphasis is on early validation while technical quality can be sacrificed.
• SCRUM is based on empirical management and it does not state engineering prac-
tices and consists of development in iterations called sprints. The requirements
are captured in prioritized order in a product backlog and in a sprint backlog for
the current sprint. Daily management is handled by scrum meetings in which
participants answer three questions regarding what they have done since the last
scrum meeting, what they will do between now and the next scrum meeting, and
what problems they have.
2.3 Quality Assurance (QA)
Software quality is one critical criteria used to measure success of a software development
project [53]. High-quality delivery is expected in any software engineering process, agile
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or otherwise, so Quality Assurance (QA) is itself a necessity. In the literature, there are
several descriptions of QA and some other concepts that share the same description, such
as Software Assurance [54], Quality Attributes [55], and Software Quality [56].
Quality according to ISO 9000 is defined as “the totality of characteristics of an entity
that bear on its ability to satisfy stated or implied needs.”
Software quality according to IEEE is [4]:
1. The degree to which a system, component, or process meets specified requirements.
2. The degree to which a system, component, or process meets customer or user needs
or expectations.
QA may refer to the ability to meet functional requirements, but it may also refer
to non-functional requirements such as performance, reliability, availability, and main-
tainability. QA also refers to a process for ensuring quality in a software development
process and also the process for evaluating that development. These and other concepts
and descriptions are complementary and not excluding and can refer to different moments
of a software project, development, deployment, maintenance, etc. This puts the scope
of QA over a large range and it is needed to focus the approach otherwise, it will not be
possible to complete this work in the time available.
Thus, the concept that will be explored in this work is that, according to the IEEE
definition, restricted to functional requirements and coding routines. Software quality
assurance is: 1) A planned and systematic pattern of all actions necessary to provide ade-
quate confidence that an item or product conforms to established technical requirements;
2) A set of activities designed to evaluate the process by which the products are developed
or manufactured.
Quality Assurance (QA) is at the same time a planned and systematic process to
provide adequate confidence that software conforms to requirements and a set of activi-
ties designed to evaluate the process by which the software is developed. As a planned
and systematic process it is possible to list from literature some activities that help to
ensure the quality, like demonstration of software, test-driven development, automated
acceptance testing, daily builds with Testing, pair programming, coding standard, refactor-
ing, peer review, defect analysis, defect reporting, unit testing, test automation, continuous
integration, testing level, defect prevention and static analysis [51, 57]. For each activity
a set of features need to be defined according to each environment: guidelines, benefits,
processes, best practices, templates and customization [57].
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2.4 Related Works
Unlike the previous sections where the basics concepts of Service-Oriented Architecture
(SOA), Agile Methods and Quality Assurance (QA) were presented, the intersections of
these concepts will be presented in the subsections of this section. This work is more
complex than just presented basics concepts, thus it was used three different approaches.
To compare SOA with Agile Methods, this researcher did a systematic literature review
(SLR), called ‘A Systematic Literature Review for Service-oriented Architecture and Agile
Development’ [7]. To compare Agile Methods with QA it was used an SLR, which had
already been done by Fortunato et al. [58]. To compare SOA with QA it was made a
traditional literature review in some related works.
2.4.1 Comparative study between Service-Oriented Architec-
ture development and Agile Methods
Since embracing changes is the indispensable concept of SOA, it is seemed using agile
methodology is natural fit to develop SOA-based systems. In this area, much debate has
been done and despite consensus in the usefulness of an agile SOA methodology, there has
not been considerable work in this area [20]. Although what was stated for Shahrbanoo
[20], at the beginning of this 21st century, several authors reported studies involving the
use of agile methods in Service-Oriented Architecture (SOA).
Inside the scope of this work, it was done a systematic literature review (SLR) entitled
‘A Systematic Literature Review for Service-oriented Architecture and Agile Development’
and aims to answer the main question ‘What Agile solutions are proposed for developing
Service-Oriented Architecture (SOA) based Applications?’. It was done a search string
with the main synonyms of ‘Agile Developmet’ and SOA, table 2.1 and relevant electronic
data sources were consulted, table 2.2.
Agile Development Service-oriented Architecture
Agile Method SOA
Agile Programming Service-Based Architecture (SBA)
Agile Process Service-Oriented Computing (SOC)
Agile Practice Webservice
Agile Requirement Representational State Transfer (REST)
Agile Technique Simple Object Access Protocol (SOAP)
Service-based
Table 2.1: Search synonyms
The data extraction occurred during August 2017 and it has found 18 studies that









Table 2.2: Data sources
and Agile Development Methods. No filter per year was used and the selected studies are
distributed between the years 2003 and 2017, and the peak is between the years 2010 and
2013, 9 studies. Between the years 2014 and 2016, only 3 studies and in the year 2017, 2
studies. This distribution of publication trend is following the Gartner Hype-Cycle 2. It
seems that today the subject is moving from the ‘Slope of Enlightenment’ to the ‘Plateau
of Productivity’. It is a sign of maturity of the subject. In this section, an overview of
these studies is presented.
Table 2.3 shows the selected studies by type of source and the of solution they proposed.
Some authors have explored SOA and Agile to address issues related to business objectives
and rapid changes in requirements, in the environment, and even the customer, as an
alternative to traditional monolithic systems [9, 16, 59–61]. But, other authors only
addressed the need to deal with the SOA and Agile itself. They assumed that the problem
itself would be the combination of these two concepts. They did not explain the need to
use them. [10, 19, 20, 46, 62–65].
Although some studies have presented artifacts or experiments, none of them pre-
sented results or data capable of allowing any type of validation for the readers. The
general conclusion of the authors is that the proposed solutions are able to solve the ini-
tial problems presented by them. In Rong et al. [61], for example, the authors presented
a Service-Oriented Framework of Interface Prototype Driven Development. They did a
comparison between two similar projects developed by the same team. Project ‘A’ used
the proposed framework, meanwhile the project ‘B’ did not. They concluded the project
that used the proposed framework supports an instant response to requirements changes
and improves the quality and efficiency of analysis and design for data-centered applica-
tion system, but, no data was presented that allow the readers to evaluate the results
stated by the author.
Wang et al. [62] presented the ‘SOA based Model-driven Rapid Development Architec-
ture - SMRDA’. The authors presented a combination of SOA, Model-driven Architecture
(MDA), proposed by Object Management Group (OMG) and agile methods. They ap-
2https://en.wikipedia.org/wiki/Hype_cycle
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Study Source Year Solution
[31] CP 2014 Framework/Model
[19] SP 2013 Approach/Other
[59] CP 2012 Approach/Framework
[16] WP 2013 Framework
[66] JP 2017 Model
[60] JP 2010 Process
[9] CP 2007 Model/Process
[46] CP 2011 Framework
[65] JP 2003 Approach
[63] JP 2008 Approach
[10] CP 2005 Other
[64] CP 2013 Process
[61] CP 2008 Framework
[67] CP 2010 Model
[20] JP 2012 approach
[68] CP 2017 Approach
[62] CP 2010 Model
[69] SP 2016 Other
CP - Conference Paper / JP - Journal Paper
SP - Symposium Paper / WP - Workshop Paper
Table 2.3: Categorical data extracted from selected studies
plied the SMRDA in a software education management platform. They concluded that
the combination of SOA and MDA approaches is the main trend of modem software de-
velopment in enterprise applications. The key of which, is modeling services correctly,
and applying agile development technique.
Karam et al. [63] presented a tool called ‘VisualWebC’ (short for Visual Web Composi-
tion) to support the visual composition of Web services. The authors concluded that their
approach presents several significant advantages, such as the creation of web applications
with complex functionality with relatively little effort and time.
Chehili et al. [16] presented a platform called FraSCAti to be used with their proposed
framework, the FASOAD, a Framework for Agile Service-Oriented Architectures Devel-
opment. This FraSCAti platform was presented by the authors in an previous study. The
authors also did a case study in a High Educational domain.
In Christou et al. [60] the authors presented an example using the Agile Unified process
(AUP) in a process of a bank.
Abdelouhab et al. [31] concluded that a major benefit of the Agile-UCD-SOA (Agile
& user centric SOA) framework is that it leads to highly flexible and agile software that
should be able to meet rapidly changing business needs.
Chehili et al. [59] concluded that their approach, with successive division of the project,
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the customer involvement, and the acceptance test parts of the architecture can meet the
terms of the manifesto of agile methods.
Shahrbanoo [20] concluded that their approach is not only practical but also viable
and valuable to develop agile architecture in an agile way since it is an easy approach to
apply and also emphasizes on customer involvement. All the authors concluded by the
success of their proposed solutions, but there is no way to evaluate the results.
Although Chehili et al. [66] did not present a way to validate their results, they
presented a mature work, perhaps because it is a more recent work. ASOSDeM (Agile and
Service Oriented Software Development Method) aims to overcome the complexity of web-
based development projects by dividing it into sub-projects to allow the application of agile
methods’ practices. Defines how an SOA agile development project should be executed by
a self-organizing team. Describes the concepts that may be used in an SOA project such as
‘Artifacts’, ‘Tasks’ and ‘Roles’. Address development, analysis, architecture elaboration,
granularity identification, components assembling, deployment and integration tests, and
business processes assembling.
Many of the solutions are linked to the general concepts of agile methods. Some have
borrowed specific methods used in methodologies that claim to be agile, such as Extreme
Programming (XP), Lean Software Development (LSD), and Rational Unified Process
(RUP).
Although some studies have adopted well-known development process tactics, few
studies have addressed specific phases of agile development. Abdelouhab et al. [31] ad-
dressed design, implementation and deployment phases. Rao et al. [64] addressed explo-
ration, planning, iterations to release, productionizing, maintenance, and death. Carvalho
and Azevedo [19] construction phase. Christou et al. [60] inception, elaboration, construc-
tion, and transition phases. These results seems to corroborate the idea that defining the
life-cycle in agile development methods is more difficult than in traditional development
processes. Being agile is respecting other things besides processes and tools itself.
Like agile phases, few studies addressed specifics SOA principles. Zúñiga-Prieto et al.
[69] addressed service loose coupling and service composability. Roy and Debnath [67]
addressed standardized service contract, service loose coupling, and service abstraction.
Demchak et al. [9] addressed service loose coupling and service composability . The only
one study that addressed all 8 SOA principles was Carvalho and Azevedo [19], standard-
ized service contract, service loose coupling, service abstraction, service reusability, service
autonomy, service statelessnes, service discoverability, and service Composability .
Service-Oriented Architecture (SOA) presents a high level of complexity and what had
been observed is that few authors have entered into SOA’s core. Maybe they should have
put more emphasis on the details, more attention to SOA principles.
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2.4.2 Comparative study between Service-Oriented Architec-
ture development and Quality Assurance
Quality Assurance (QA) in terms of Service-Oriented Architecture (SOA) is mainly treated
in literature as concerns about quality attributes or non-functional requirements [70–74],
such as performance, interoperability, usability, maintainability, reliability, portability,
and security. According to Karthikeyan and Geetha [75] SOA-related quality attributes
are divided into three categories: quality attributes of design, quality attributes of the
main SOA characteristic, and quality attributes of business. Some quality attributes of
design are reusability, modifiability, understandability, effectiveness. Some quality at-
tributes of SOA characteristic are reusable, extensible, and interoperable [70].
SOA implies drawbacks in many cases because of its complexity and according to
Voelz and Goeb [76], SOA compared with traditional software products does call for a
differentiated picture and it has a general impact on quality modeling rather than affecting
a single quality attribute or quality assurance technique. The main approaches to assure
quality are testing [76–80], monitoring [71, 81] and static analysis [82–84].
In the literature reviewed, most authors treat systems based on SOA primarily for
the perspective of services that only specifications are available, but no design or code
is available to the application builder and the intermediary [78, 85]. Although many
authors have been cited in cases where the code is available, they have not done a thorough
evaluation, relegating this subject to a testing of traditional systems. In some cases where
only the specifications are available, testing SOA is equivalent to the black box test [86],
but while testing remains the predominant quality assurance technique [76], traditional
software testing practice is often not sufficiently addressing and previous paradigms must
be modified to cope with the new SOA characteristics, with numerous runtime behaviors
and multiple standard protocols [79, 85, 87]. Therefore, the test needs to be adaptable to
changes in service-oriented applications at runtime and must also be achieved dynamically
and automatically, rather than in the traditional human-intensive approach [80].
According Tsai et al. [84] SOA testing techniques focus on the composition and the
interoperability among services, including functionality testing, interface testing, message
testing, stress testing, and performance testing and they aim to guarantee desired prop-
erties, such as deadlock avoidance, bounds on resource usage, and response times. Still
according to Tsai et al. [84], some tests in service-oriented may be: in collaboration among
WS providers, clients, and independent service brokers; distributed, remote, multi-agent
and multi-phase; on-line just-in-time in an application environment; on-line regression us-
ing data dynamically collected; dynamic configuration and systems are linked at runtime
and verified at runtime;
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According to Golshan and Barforoush [88], "as SOA environments become more dy-
namic and unpredictable, the importance of monitoring and tracing quality becomes more
obvious". But, monitoring SOA can become a fairly complex activity, it could in itself
become a resource intensive activity [71] and can be expensive, as a number of services
from different providers need to be tested [89]. Many authors treat the monitoring as a
problem relating an Service Level Agreement (SLA), negotiated between service providers
and consumers, where service provider have to guarantees quality of the services and They
argue that the SLA plays a key role in service architectures [88, 90]. Besides monitoring,
SLA deals with negotiation, provisioning, scheduling and strategies [71].
Unlike the test approach, static analysis is used to extract the static structure from the
source code, components, interfaces, and connectors [91]. Static code analysis or white
box [86] testing allows the code to be analyzed without executing it [92]. According to
Masood and Java [92], some vulnerability that static code analysis help to prevent in SOA
are: SQL Injection, Recursive and Oversize Payload Attacks; JSON (Java Script Objec-
tion Notation) Hijacking; Action Tampering / Spoofin; WS-Security Attack Obfuscation
and External Entity At- tacks (XXE); Coercive Parsing and Oversized Cryptography;
BPEL State Deviation and Flooding Attacks; and Middleware Hijacking and Session
Management Middleware.
2.4.3 Comparative study between Agile Methods and Quality
Assurance
Fortunato et al. [93] made a systematic literature review (SLR) of Agile Development
and Quality Assurance (QA) and they discovered the key practices that Agile Develop-
ment enables QA: Refactoring, Driven Development, Pair Programming, Inspection, Sys-
tem Metaphor, Joint Planning Meeting. The best practices encountered are knowledge
sharing meetings, simple design, continuous integration, retrospective meetings, stand-up
meetings, Sprint Review and Planning.
Refactoring is a programming technique by changing the code in smaller chunks in a
disciplined manner to improve its design, ensuring that code is always kept simple, making
it easier to work in order to make code maintainable and database design more flexible,
improving the quality of the code without affecting the external functionality [94–96].
According to Timperi [51] "Test-driven development is a practice in which unit tests
are written before the source code and ran directly after the implementation is complete.
Test-driven development forces the source code to be testable and guarantees that unit
tests are written"
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Pair programming means two programmers continuously working on the same code,
sitting at a single computer. It can also improve design quality, reduce defects, share each
others knowledge and identify their mistakes. The two programmers can act as a driver or
a partner. The responsibility of the driver is to write the code and to focus on the current
matters at hand. The responsibility of the partner is to check that the code written by
the driver is correct and to think ahead [51, 96, 97]. According to Upadhyay et al. [98]
"pair programming in agile environment results show that short term productivity might
decrease but due to the high quality produced code the resulting long term productivity
and quality goes high"
According to Timperi [51] "inspections are the main quality assurance practice". An
inspection is a formal evaluation technique used for achieving both internal quality of the
source code as well as promoting knowledge transfer and learning. The main purpose is to
verify that the system meets the agreed requirements. Software requirements, design, or
code are examined in detail by a person or group other than the author to detect faults,
violations of development standards, and other problems.
System metaphor presents a simple shared story of how the system works instead of
using a formal architecture, and provides the basic understanding of system architecture.
It reduces the possibility of system failure if development work carried out according to
the architecture. System metaphor contributes to the team’s development of a software
architecture [96, 97, 99].
According to Timperi [51], "joint planning meeting is a requirements gathering practice
used in Crystal Clear, XP, and Scrum. In a joint planning meeting, customers and
developers come together to discuss requirements, ask questions, and confirm that people
understand the requirements in a similar way".
2.5 Metrics
In this paper, four types of metrics were used. In the 4.4 section, the metrics used are
presented in more detail. But in summary, these four metrics are related to three concepts,
quality metrics in software development, intrinsic motivation and understanding of agile
development methods. Each of these three concepts is presented below.
Quality metrics
According to Galin [4] the IEEE definition of quality metrics in the software industry
refers to a process and an outcome for that process:
1. The outcome: A quantitative metric of the degree to which an item possesses a
given quality attribute.
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2. The process: A function whose inputs are software data and whose output is a
single numerical value that can be interpreted as the degree to which the software
possesses a given quality attribute.
It is commonly believed that quality metrics should be included in the software indus-
try in three basic areas, control of software development projects (process metrics) and
software maintenance (product metrics), support of decision-making, and initiation of
corrective actions, although it has not been applied at an adequate level [4]. Still accord-
ing to Galin [4] the main objectives of software metrics are: "To facilitate management
control as well as planning and execution of the appropriate managerial interventions"
and "To identify situations that require or enable development or maintenance process
improvement in the form of preventive or corrective actions introduced throughout the
organization".
Software quality metrics can still be classified according to the measurement subject
[4], where each classification will assign a category of the process metrics:
• Quality
– Error density metrics (table 2.4);




Table 2.4: Error density metrics
Key:
• NCE = number of code errors detected in the software code by code inspections
and testing. Data for this metric are culled from code inspection and testing
reports.
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Table 2.5: Error severity metrics
• KLOC = thousands of lines of code.
• NDE = total number of development (design and code) errors detected in the
software development process. Data for this metric are found in the various
design and code reviews and testing reports conducted.
• WCE= weighted code errors detected. The sources of data for this metric are
the same as those for NCE.
• WDE = total weighted development (design and code) errors detected in devel-
opment of the software. The sources of data for this metric are the same as those
for NDE.
• NFP = number of function points required for the development of the software.
Sources for the number of function points are professional surveys of the relevant
software.
Intrinsic Motivation
According to Csikszentmihalyi and Rathunde [100], cited by Ryan and Deci [101], "The
construct of intrinsic motivation describes this natural inclination toward assimilation,
mastery, spontaneous interest, and exploration that is so essential to cognitive and social
development and that represents a principal source of enjoyment and vitality throughout
life".
In this work Intrinsic Motivation Inventory (IMI) was used to evaluate participants’
subjective experience related to the target activity in a controlled experiment.
The IMI instrument allow the assessment of participants interest/enjoyment, perceived
competence, effort/importance, pressure and tension, perceived choice and value/usefulness
while performing a given activity, thus yielding a sub-scale score. Here, this sub-scale con-
sisted of seven statements that had scored on a 7-point Likert scale [102] where 1 represents
‘Absolutely disagree’, 4 represents ‘Indifferent’ and 7 represents ‘Completely agree’.
In some parts of this work, the concepts of the agile development motivator found in
systematic literature review (SLR), ‘Developers motivation in agile teams’, by De O. Melo
et al. [103], were used. In that work, in addition to showing the motivators and demoti-
vators identified in the SLR, the authors also carried out three case studies in which they
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identified more motivators. According to the authors, some factors could be motivating
and demotivating at the same time. Table 2.6 shows this motivators and demotivators
found by the authors in literature. Following, the motivators found by the authors in the
case studies:
1. Technically challenging work;
2. Team working;
3. Identify with the task (clear goals, personal interest, know purpose of task, how it
fits in with whole, job satisfaction; producing identifiable piece of quality work);
4. Employee participation/involvement/working with other;
5. Working in a successful product;
6. Development needs addressed;
7. Autonomy;
8. Equity;
9. Good Work/life balance (flexibility in work times, caring manager/employer, work
location);
10. Development practices (object oriented, XP and prototyping practices);
11. Problem solving (the process of understanding and solving a problem in program-
ming terms).
Although motivation may be intrinsic (derived from the pleasure of doing the work
itself) or extrinsic (related to factors external to the job, such as work conditions), accord-
ing to Sharp et al. [104] “the motivators inherent in software engineering are all intrinsic
factors as they relate solely to software engineering”, but in the case of software develop-
ment, motivators can also be related to the work environment and individual’s personality.
Figure 2.2 shows the model used by the authors to guideline their work.
Another important concept related to this type of research is the reliability of the
answers collected. One way to assess this reliability is through Cronbach’s Alpha (α),
where, according to Cronbach [105] ‘α is therefore an estimate of the correlation between
two random samples of items from a universe of items like those in the test’.
According to Maroco and Garcia-Marques [106], it is considered that a Cronbach’s
alpha between 0.7 and 0.9 would be acceptable and the responses reliable. According to
this same study, a Cronbach’s Alpha above 0.9 shows high reliability.
Understanding in Agile Development Methods
In this work, to evaluate the understanding of agile development methods, an option was
made to evaluate the evolution of knowledge about some critical success factors in agile
software projects. In this way, the concepts of critical success factors in agile software
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Table 2.6: Motivators and demotivators found in the literature
projects, extracted from the work of Chow and Cao [107], were used. In that paper, the
authors selected in the literature and in some case studies, some factors that could be
considered success and failure factors in agile development projects.
Chow and Cao [107], at first identified, 12 main success factor for agile software de-
velopment in literature, distributed in five factor dimensions: technical, people, process,
organizational, and project. With those 12 factors the authors have elaborated 48 hy-
potheses and they conducted a survey to test those hypotheses that consisted in evaluating
each one of the 12 success factors in four success dimensions in regard to the agile software
development process: quality, scope, time and cost. After the analysis of the results of
the survey, the authors concluded that only 3 factors of the 12 initial factors are actually
critical for the agile development: a correct delivery strategy, a proper practice of Agile
software engineering techniques, and a high-caliber team. The authors add three more
factors that could be critical to certain success dimensions: a good Agile project manage-
ment process, an Agile-friendly team environment, and a strong customer involvement.
The table 2.7 presents the 12 factors used in this work. Those that contain a value in
the ‘Rank’ column are those 6 factors actually considered as success factors in the agile
development process for Chow and Cao [107]. The table also shows the dimensions in
which the 6 final factors were considered as success factors.
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Figure 2.2: Motivators, Outcomes, Characteristics and Context)
Number Rank Dimensions Factor
1 The existence of a strong management commitment.
2 The presence of agile-friendly organizational environment.
3 5 Q The existence of agile-friendly project team environment.
4 3 T/C Having a team of high caliber.
5 6 S Having a strong customer involvement.
6 4 Q The practice of agile project management process.
7 The practice of a methodical project definition process.
8 2 Q/S The practice of agile software engineering techniques.
9 1 S/T/C The execution of a correct delivery strategy.
10 Limiting only to non-life-critical projects.
11 Limiting only to projects of variable scope with emergent requirements.
12 Limiting only to projects with dynamic, accelerated schedule.
Dimensions: Quality / Scope / Time / Cost according to Chow and Cao [107] survey




In chapter 2 several solutions for dealing with Service-Oriented Architecture (SOA) and
Agile Development were discussed. But none of the work reviewed presents a substantial
solution for the entire software development life-cycle. Few of the solutions presented deal
directly with the principles of SOA and Agile. This chapter proposes a framework that
addresses these gaps and also Quality Assurance (QA). To facilitate communication, the
framework was named NatVi.
Distributed software is already a reality and has allowed a great dynamism in the
organizations’ businesses, represented by innovations, rapid product to market and con-
stant changes in their goals. Traditional ways of thinking about software architecture and
software development may not be able to handle these new business needs. But since
the 1990’s, two concepts have been gaining ground in the software engineering world,
Service-Oriented Architecture (SOA) (background 2.1), and Agile development methods
(background 2.2), and they seem not only capable of handling such issues but also seem
to be able to maintain or improve Quality Assurance (QA) (background 2.3).
The proposal of this work is to create a framework that deals with SOA, Agile develop-
ment and QA. In terms of architecture, some other design patterns could be able to deal
with the business needs presented such as client-server architecture, distributed Internet
architecture or even a hybrid service architecture. SOA was selected because its main fea-
tures seem to represent an advantage over the other architecture options: standardization,
interoperability, loose coupling, reusability, composability, and discoverability.
The Agile Development Methodology was selected because it proposes a short and
iterative process, which can improve the integration of team members, leading to more
team members’ efforts, better sharing of knowledge, software coding, and maintenance
of the software itself. The Agile methodology is recognized as flexible and suited to deal
with constant changes in requirements and fast deliveries, which seems adequate to deal
with the needs of the business.
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Using these two technologies, SOA and Agile development methodology can also be a
factor in improving QA, which is a necessity in itself. Indeed, the delivery of high quality
is an obligation for the successful software engineering. That is why QA was selected to
be part of the proposal of this work.
With the background (chapter 2) studies on Service-Oriented Architecture (SOA),
Agile Development and QA and the cross-referencing of these three concepts, it was pos-
sible to answer the research questions that were elaborated to guide this work and to give
a solution to develop applications with quality and fast deliveries in a distributed soft-
ware environment that meets changing business goals. The answer came as a framework,
depicted in figure 3.1.
Figure 3.1: NatVi Framework for Agile, SOA and QA
The NatVi framework does not join together both life-cycles, agile development and
SOA, on the contrary, it is an attempt to depict in only one life-cycle the big phases
necessary to implement services solution, using SOA in an agile way. As a framework, it
is not exhaustive and it is presented as a flexible set of phases that needs to be assessed
for each project and reality. Not all phases need to be implemented and new phases with
better detailing can be aggregated, if necessary.
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The NatVi framework is composed of five layers with respective phases. The ‘Stake-
holder Support’ layer permeates all other layers, which means that the integration of
clients, users and IT team is critical to the success of the software project. The other
layers are positioned in a way that indicates they work sequentially, and that is right, but
the ’Iteration between layers’ arrows indicate that if the development is facing problems
in some layer, the work can return to the previous layer. It could even return to the ‘Plan’
layer if new business goals arise during the other layers.
3.1 Phases of the framework
As a framework, each iteration needs to be adjusted to the environment. Therefore, the
terms used here, as well as the examples, are borrowed from the case study environment
described in chapter 4. In other environments, these terms may change and may be
extended.
In the following subsections, each phase of the structure is described in terms of:
• main roles: people who should be involved with the tasks of the phase. In this
explanation the following roles are used:
– Sponsor: The main responsible for the system. It is usually who pays for
the system. This role can be accumulated with the roles of Clients and End
User;
– Client: who is responsible for the system operationally. This role can be
accumulated with the role End User;
– End User: who will interact with the system;
– Technical team: roles in this category represent skills that some team mem-
bers need rather than a formal role within the team, meaning that within
the team there is no need for a member responsible for specific roles, but
somehow these skills must be distributed among team members:
∗ Business Analyst: the ability to connect business people with the devel-
opment team. People with these skills need to understand the business
environment and domain language to some degree and must be able to
translate business concerns into a technical language;
∗ Software Designer (or software architect): the ability to make views of
software architecture and compose the services of SOA;
∗ Database Administrator: the ability to understand the data involved
throughout the process and create a solution for data entry, maintenance
and retrieval, or make it easy to create the solution.
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∗ Tester: Ability to design, execute and evaluate software tests. This test
can be unit tests, integration tests, acceptance tests and etc;
∗ Developer: the ability to build system source code. This role also in-
cludes the ability to create unit tests and deal with some QA concerns
during the development phase;
∗ QA Manager: the ability to monitor and evaluate Quality Assurance
(QA) throughout a software development life-cycle;
∗ Operator: the ability to maintain constant integration and constant
delivery on an automated basis.
• input: all available material that can help people to develop the tasks of the phase.
These can be documents created by the project itself or outside the project and
the results of previous phases;
• tasks: the work that needs to be done in each phase to achieve the phase objective;
• tools: any tools, electronic or otherwise, and even techniques that assist in per-
forming tasks and in controlling and documenting the process;
• outputs: the material result of each phase. It can be a report of elicited require-
ments, use cases, recorded in a control tool, or even the finished system and in
production;
• examples: examples of each phase borrowed from the case study done during this
research.
3.1.1 Phase 1 - Initiate project
This phase is composed of a set of tasks that allow for a general understanding of the
project. At this stage, some bureaucracy must be made to document the origin of the
demand and its main concerns, although without a more precise technical definition. This
task can follow a standardized protocol and must be done in the union of the stakeholders
and the technical team, but at this stage, stakeholders can be free to expose all their
thoughts and concerns without much interference from the technical team. Technical
adjustments will be made in subsequent tasks.
Main roles: Sponsor, Client, Technical member - Business Analyst
Inputs: Business Objectives. The strategic plan of the organization. Deadline for the
solution to be ready. Budget available. List of people from the business areas who will
participate in the project.
Tasks:
• meetings;
• Formalization of demand;
• Creation of initial documentation;
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• Project Registration in Control Tools;
• Give project information access to all stakeholders.
Tools:
• project management: a tool or toolkit that allows project control, tasks, sched-
ules, budget, people involved, documentation repository, etc;
• version control: a tool that allows versioning of generated artifacts, documenta-
tion, source code, etc;
• Communication: definition of tools and communication process among all the
people involved.
Outputs: the formalized project. Document with key characteristics recorded: people
involved, schedules, budget, main concern with business objectives, problems that need
to be resolved, expectation about the possible new system. Possible, because the solution
may be other than developing a new system. This is the time to decide whether to
make a whole new system, adapt the functionality of an existing system, or purchase a
Commercial off-the-shelf (COTS).
The formalities of this document depend on the level of formalization required by the
organization. It can be a record in an information system or it can be a record in the
project management tool readme file.
Example: Customers have formalized their need in a document in the organization’s
information system, linking their needs with the organization’s strategic plan that takes
the time and budget available. For the initial meeting, they raised concerns about the
need to automate the monitoring of compliance by some companies being monitored.
The project was called ‘Compliance’ and was registered in Microsoft Team Foundation
Server (MTFS) (now known as Azure DevOps Server). The ‘readme’ file was created and
the initial information from the entries and other information collected at the initial
meeting was recorded.
3.1.2 Phase 2 - High level requirements and Service definition
This phase is where the requirements are elicited, meaning that problems and concerns of
the clients and end users are identified and broken down into concrete business needs. The
main concern is to identify the problem domain and not the solution to those problems.
Information is identified and extracted from the business needs and interpreted, analyzed,
validated and gathered together to compose the services. In this phase, the clients, end
users, and the technical team are identified and a more precise technical definition is
initiated. All stakeholders need to understand the goals and break them to be transformed
into services.
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Ideally, goals need to be divided as much as possible. Each of these parts defines a
service. Thus, each service represents specific functionality that explicitly maps to a step
in a business process.
Main roles: Client, end Users, Technical members - Business Analyst, Software
Designer and Tester;
Inputs: the documentation generated in Phase 1 - Initiate project (3.1.1). Business
process mapping, if any, or detailed description of the phases of how the work is done.




• initial tests design;





• design: tools that allow the software designer to create blueprints and schematics
for structures, systems, machines, and equipment and work collaboratively with
the team members. There are many specialized tools available in the market with
a lot of features. But there are more simple suits that could be used, such as
Microsoft Office Visio1, Bizagi2 and even the Google Drawings3;
• test: some techniques use specific tools to support building tests an execution,
such as Selenium4 or Cucumber5.
Outputs: requirements, backlogs, stories, use cases, draft of the architectural views
of the services and draft of the case tests.
Example: The clients brought the list of items to monitor and a document with the
description of how the work is done manually. In the meeting it was decided that each
item for monitoring is a specific goal and each one will be a service. The clients prioritized
the items for monitor and the technical members registered backlogs and built use cases
for the first five. The idea is to get the expertise with the first five services and then build







3.1.3 Phase 3 - High level Architecture
This is the phase where a high level architecture is elaborated. Service-Oriented Archi-
tecture (SOA) as an architectural pattern does not have a fixed way to be implemented.
In this phase, if SOA is new in the organization, the technical team, preferably the soft-
ware designer, should elaborate on the whole architecture. If SOA is a well-established
environment, the work here will probably be simplified, and only a few set-ups will be
made.
Main roles: Technical members - Business Analyst, Software Designer and QA Man-
ager;
Inputs: the outputs generated in previous phases, mainly the drafts of the architec-
tural views from Phase 2 - High level requirements and Service definition (3.1.2). Some
information from Phase 1 - Initiate project (3.1.1) are also important such as schedule and
budget. The infrastructure architecture, including information about external clouds, if
exists.
Tasks:
• based on the budget, time and available tools, designing the architecture;







• specific tools to SOA management, such as Composite Application Manager for
SOA6 and AmberPoint SOA Management System7
• specific tools to build SOA solution, such as Oracle Enterprise Service Bus (ESB)7
or Red Hat Fuse8
Outputs: the built architecture and the used documentation registered in the project
management tool.
Example: SOA is in course in the example environment. The environment uses the
Red Hat Fuse as an Enterprise Service Bus (ESB) and the services and data are routing
across various applications. In this phase the technical team took the opportunity to
update the existing architectural views of SOA. If some architecture view was deprecated,





if it is impossible to update a view because of time problems, it is better to exclude that
view rather than maintaining it out of date.
3.1.4 Phase 4 - Service design
This phase is where the services (Consumer and Provider) are designed and the SOA
issues are handled. This phase represents the beginning of the first loop, or iteration, in
NatVi framework. This iteration will be done until the service design is considered good
enough to go to the next iteration, the construction layer. Even if the process is already
in the construction or execution / monitoring layers, the requirements can be reevaluated
and the process can return to this layer.
The eight principles of the service-oriented solution must be analyzed in this phase,
Standardized Service Contract, Service Loose Coupling, Service Abstraction, Service
Reusability, Service Autonomy, Service Statelessness, Service Discoverability, and Service
Composability.
Main roles: Client, end user, Technical members - Business Analyst, Software De-
signer, Database Administrator and QA Manager;
Inputs: the outputs generated in previous phases, mainly the high level requirements
and the drafts of the architectural views from Phase 2 - High level requirements and
Service definition (3.1.2) and the blueprint of the high level architecture from Phase 3 -
High level Architecture (3.1.3).
Tasks:
• refinement of requirements;
• identification of the various business goals in their smallest parts;
• deciding between developing a new service or using or adapting an existing service.
In this task, there is special attention to the Discoverability principle.
• design of the services themselves. In this task all of the eight principles of SOA
must be analysed.






Outputs: all the views necessary to built the service, including information about
architecture customization. These views must be recorded in the project management
tool.
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Example: The requirements were broken down into its smallest parts and were de-
cided that each article of the norms will be a service. As the project was in the beginning,
some control services were needed. All identified services will be built from the beginning,
meaning new services. This example and the next ones will be treating only the services
for control and one business service, regarding the delivery of documents on time by the
monitored companies, called Submission of Trial Balance (STB) Service. See chapter 4
to understand better the context of these examples.
The eight principles of the service-oriented solution were analyzed. This explanation
took only the STB Service:
• Standardized Service Contract: the request to the service will be authenticated.
Service will receive an ‘xml’ file with the following information: code of the
company and month and year of the Trial Balance; The response to the service
will be an ‘xml’ file with the information if the Trial Balance of the company at
the period was sent. The response ‘xml’ file still counts with other sections where
more detail could be described, but, to this service, only the main information
is necessary, that is, if the Trial Balance was sent by the company or not. All
service of this type, that is, analysing if some document were sent in time, have
this same contract.
• Service Loose Coupling: this service was built as independent, that is, it does
not depend on that other application. But, the decoupling in fact is not total.
This service accesses directly the institutional database, so there is some level of
coupling;
• Service Abstraction: all implementation of the service are hidden, that is, looking
at the contract it is not possible to identify other entry point other than that
described in the contract. This also facilitates the loose coupling;
• service Reusability: the service contract was designed in a way that if other
application needs the same information the service will be available;
• Service Autonomy: as explained in the loose coupling, the service was built as
independent. The environment is based in containers, which facilitates this prin-
ciple;
• Service Statelessness: the service does not hold any information. The service
receives the request, processes and sends the response and that is it.
• Service Discoverability: all information about the existence and the service con-
tract are recorded in a tool to facilitate posterior manual discoverability.
• Service Composability: this principle has not been achieved. But it was not
considered a problem.
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3.1.5 Phase 5 - Architecture Customization
At this phase, it is evaluated whether some adjustments are required in the architecture.
Because SOA is a design pattern, not a whole architecture, each service may require some
customization such as a new interface or new term in the standardized service contract.
Main roles: Technical members - Software Designer and QA Manager;
Inputs: the outputs generated in previous phases, mainly the views of the services
from Phase 4 - Service design (3.1.4) and the blueprint of the high level architecture from
Phase 3 - High level Architecture (3.1.3).
Tasks:
• refinement of architecture;
• update the documentation of the architecture;






• specific tools to SOA management;
• specific tools to build SOA solution.
Outputs: the built architecture and the documentation registered in the project
management tool.
Example: no customization was done in the original architecture;
3.1.6 Phase 6 - Test design (test first)
At this phase, before the Construction phase (code), the tests are created. The technical
team uses information gathered in the previous phases to create these tests. Creating the
test first can help developers make the code closer to service needs, that is, business goals.
Main roles: Client, end user, Technical members - Tester, Business Analyst, Devel-
oper and QA Manager;
Inputs: the outputs generated in previous phases, mainly the high level requirements,
use cases and draft of the case tests from Phase 2 - High level requirements and Service
definition (3.1.2), the refined requirements and the views of the services from Phase 4 -
Service design (3.1.4).
Tasks:
• refinement of the drafts of the case tests;
• elaborate the unit tests, integration tests, system tests and acceptance tests;
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• specialized tools for test, such as Selenium, jUnit9 and Sonarqube10
Outputs: tests designed and documented in the project management tool.
Example: as the service will be automated and the end users have their own way to
do the monitoring manually, they agree to do the acceptance tests comparing the result of
some iteration of the new system with their manual results. The integration tests, system
tests were designed in term of tasks in the pipe line of the operational tasks. The unit
tests were designed to be implemented during the coding.
3.1.7 Phase 7 - Requirements assessment
This phase is the bottom of the first loop, the end of the first iteration. After the previous
phases, the technical team already has more understanding of the needs of the services.
In a new interaction among clients, end users and the technical team, the initial elicited
requirements are evaluated and some customization can be done, if necessary, in which
case the loop will be restarted. This phase is like a control point, where all the work done
until here is evaluated and it is decided if it is time to pass to the construction layer.
Main roles: Client, end user, Technical members - Business Analyst, Developer and
QA Manager;
Inputs: all the outputs generated in previous phases.
Tasks:











Outputs: a document with the evaluation of the work done until here recorded in
the project management tool.
Example: it was necessary some iterations until the work could pass to the next layer.
With each iteration, all stakeholders are made more aware of the goals and functionality
of the new system.
3.1.8 Phase 8 - Code
This phase is the beginning of the construction layer. Although the phases are ordered,
it could be said that there is a short circuit among the phases 8, 9 and 10, which are done
almost at the same time, in a continuous iteration.
This phase is where the developers, technical team members, make the code itself,
that is, build the ‘service’. All the artifacts generated in the previous iteration, ‘Analysis
and design’, are used in this phase as input to create the ‘service’. This phase is the first
one of a new loop, or iteration, the ‘Construction’ layer. This iteration will be done until
the service passes acceptance tests, made by clients and users.
Main roles: Technical members - Developer and QA Manager;
Inputs: the outputs generated in previous phases, mainly the views of the services
from Phase 4 - Service design (3.1.4), the refined requirements and the views of the services
from Phase 4 - Service design (3.1.4) and tests design from Phase 6 - Test design (test
first) (3.1.6).
Tasks:
• coding the services;
• coding the unit tests;
• evaluate unit tests;
• daily commit and pushing;






• specialized tools for test;





• specialized tools for continuous integration, such as Jenkins13 and Microsoft Azure
Devops14;
• documenting.
Outputs: the source code and test code recorded in a version control tool, available
to the pipeline of continuous integration tools.
Example: the source code and unit tests were done in java and the daily commit and
pushing guarantees that the code was always available to the MTFS (Azure Devops) and
to the Sonarqube.
3.1.9 Phase 9 - Continuous integration and compose service
As the concept of continuous integration is used, in this phase the tools are configured
to do a set of actions. Tests, unit and integration, compiled and deployment and etc. At
the build of the pipeline of the integration, the services are also composed.
The service is composed according to the designed architecture and the eventual cus-
tomization for the specific service. Composing services means putting the service in the
right place into the SOA and accessible for the other services by the same SOA. In this
phase, the pipeline does the deployment for a test environment.
Main roles: Technical members - Operator, developer and QA Manager;
Inputs: the outputs generated in previous phases, mainly source code and the test
code from Phase 8 - Code (3.1.8) and test design from Phase 6 - Test design (test first)
(3.1.6).
Tasks:
• setting the integration tests and system tests;
• make the pipelines to tests;
• deploying system in a testing / staging environment;
• evaluating unit tests, integration tests and system tests;






• specialized tools for test;





Outputs: the system deployed in testing / staging environment and in acceptance
test environment. Testing report result;
Example: operator and QA manager setting the MTFS building the pipelines to de-
ploying the system to the test environment and to pass the Sonarqube. At each iteration,
the MTFS sends an e-mail to the technical members with the tests results and deploying
results.
3.1.10 Phase 10 - Test
This phase in the framework is more about giving special attention to the tests. As seen
in the previous phases, the concern about tests is constant, before and after coding. So
this test phase in separate has an academic meaning. In fact, in the real world, these last
three phases, Phase 8 - Code, Phase 9 - Continuous integration and compose service and
Phase 10 - Test are implemented at the same time, in a constant iteration.
At this phase the tests designed in the ‘Test design’ phase are made and the services
are tested. The unit tests are made by the developers, and they execute these tests in
their own machine to identify the firsts errors before committing to the code. The unit
tests will be executed again, in Phase 9 - Continuous integration and compose service, but
it is expected that a few errors arise in that phase originated by the unit tests, because
the proper developer should have fixed them.
The integration and system tests are already made in this phase, but, preferably, they
need to be made by the QA manager and operator, with the capability of thinking in
a set of services and considering the SOA. These tests will be executed only in Phase 9
- Continuous integration and compose service, where it is expected a greater number of
errors than the unit tests.
3.1.11 Phase 11 - Acceptance test
The end of the loop or iteration of the construction layer. The service, already composed
according to the proposed architecture, is tested by clients and end users, according to
the definitions of the Phase 6 - Test design (test first) (3.1.6). These tests can be done
manually or using specific tools for this.
Main roles: Sponsor, Clients, end users, Technical members - QA Manager;
Inputs: the system deployed in the acceptance test environment. The acceptance
tests design in Phase 6 - Test design (test first) (3.1.6).
Tasks:
• evaluating system by the acceptance tests;
• feedback to technical members;
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• specialized tools for test;
• documenting.
Outputs: Testing report result. Formal approval or disapproval for the system to go
into production.
Example: the clients and end users compare the result of the new system with their
own results made manually.
3.1.12 Phase 12 - Production
In this phase, after the services are considered finalized and approved by the sponsor,
clients and end users, all the work to deploy the services in the production environment
is done. Preferably in an automatic manner, where the integration tools allow for the
construction of pipelines that obtain the source code, run all the tests again and put the
system into production.
Main roles: Technical members - operator, QA Manager;
Inputs: the source code from Phase 8 - Code (3.1.8). The documentation of the
architecture, from Phase 3 - High level Architecture (3.1.3) and Phase 5 - Architecture
Customization (3.1.5).
Tasks:
• adjust the architecture;
• setting the production environment;
• make the pipelines to production;






• specialized tools for continuous integration;
• documenting.
Outputs: the system deployed in the production environment. The documentation
up to date;
42
3.1.13 Phase 13 - Release
The service is released to end users. These two phases, 12 and 13, represented the frame-
work’s monitoring layer, where services are already in a production environment and need




To evaluate the NatVi framework, a case study was carried out. The case study consisted
of introducing agile development into an environment that already uses Service-Oriented
Architecture (SOA). It was carried out in a Small department of the Brazilian Federal
Government. It is an executive branch department of the federal government charged
with coordinating and supervising a field of public interest. On the rest of this work,
this Department will be identified by the acronyms DoCS. In DoCS there are four sub-
departments and the unit responsible by the Information Technology (IT) is under the
Administration Sub-department. The Information Technology (IT) unit is subdivided
into Infrastructure Coordination and Software Development Coordination, responsible
for system development and maintenance.
The IT unit has eighteen people, among its own servers and outsourced personnel. The
software development coordination is made up of eight people, including a coordinator,
a division head and three trainees. The development team is composed of four people,
including the division head. Although trainees are from the development area, they do
not count as members of the development team because they can not develop without a
responsible developer.
At the beginning of the case study, the software development methodology used in
DoCS was classified as traditional, that is, not agile methodology. The process consisted
of a big design up front and a confusing process of documentation. In the urgent need
of development, sometimes much documentation was recorded and sometimes no docu-
mentation was recorded. It was a difficult job for a small team. In addition, each project
was carried out almost by only one member. Due to this situation, some issues arise.
Some of them are well known and agile methods seem to be adequate to address them,
such as requirements changes, short time delivery needs, team integration, and product
maintenance. Service-Oriented Architecture (SOA) was not new to the development team
because other systems already use this type of architecture in DoCS, although in an in-
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cipient and initial way. The solution found by DoCS was to implement SCRUM, and the
first step was to train the team in this methodology. It seemed to be a good environment
to do a case study.
The project, object of the case study, was a new project, named ‘Compliance’. DoCS is
in charge of monitoring a set of private companies that perform a particular type of public
interest service. The objective of the project was to automate the verification of compli-
ance of these companies according to the respective laws that regulate the environment
in which they operate.
There are many and complex items that DoCS oversees, and some of them are under
confidentiality but, some of them are not. The DoCS receives some periodic electronic in-
formation from the companies. Creating an automated routine to track the delivery of this
information within the legal deadline is the phenomena that this case study investigated.
The system was built from scratch, as the only thing that was already done was
the SOA, used in other systems. In order to organize the implementation of the agile
development methods and the collection of metrics needed for the case study, conceptually
the process was divided into five main phases, besides the writing of the final report (this
work). Actually, some of these phases were executed at the same time:
1. Agile training.
2. Adaptation to the agile development.
3. Development, applying the NatVi framework.
4. Measurement.
5. Analysis.
The project ‘Compliance’ itself is larger than this case study. The entire project
schedule is more than a year and this case study followed only a few weeks from the start
of the project. In figure 4.1 an overview of the schedule of the case study is shown. The
SCRUM method uses the concept of sprints and the sprint initially would take a week,
but in the end, after the adaptation phase, the sprints passed to two weeks each.
The case study followed the project for 18 weeks. During these weeks, the agile
training, the adaptation of the agile methodology, the development itself (five sprints),
the collection of data following the defined indicators, the application of the Intrinsic
Motivation Inventory (IMI) forms and the semi-structured interviews and the analyses of
collected data were carried out.
4.1 Agile training
The case study began in an environment that SOA was in operation and the develop-
ment methodology was not agile. The first step was to implement agile development in
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Figure 4.1: Case study schedule
the environment. To achieve this, a specific methodology needed to be selected, such
as SCRUM, Extreme Programming (XP), Crystal Clear, Feature-Driven Development
(FDD), etc. The team itself selected SCRUM as their preferred methodology and a week
of training in the SCRUM methodology was given to the development team and to some
clients and users.
There was a delay of 4 months at the beginning of the agile training in relation to
the expected one. The training was scheduled to take place in July and it took place
in November. This delay has caused some practical problems, as we will see in the
development phase below.
4.2 Adaptation to the agile development
The adaptation to the agile development was necessary for the paradigm shift, from a
traditional way of development to an agile way. As the team itself chose SCRUM as the
agile method, some work needed to be done, since SCRUM follows a well-defined protocol
with some well-defined personas as well. This phase of adaptation lasted four weeks.
Note that there was a gap of 6 weeks between the agile training and the beginning of
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the development phase. This gap occurred because during the period between the end of
one year and the beginning of the next one there are many routines to be closed in the
Information Technology (IT) unit and many people are on vacation. As agile training
was postponed, as seen in the agile training phase above, the start of the project began
in this atypical period.
The adaptation phase was carried out at the same time as the initial tasks of the
development phase in the planning layer of the framework.
Some adjustments in the software development tool-kit were made. These adjustments
were a necessity of adaptation to the agile development itself and were not specifically
made for the case study. But the case study took advantage of some of these changes to
make it easier to monitor the phenomena.
The adjustment in the tool-kit was more in the way of using it than in the introduction
of new tools, as these tools were already used in traditional forms of development. The
figure 4.2 shows an overview of these tools that allows continuous integration and unit
testing. The test repository and selenium are the only two new tools in this tool-kit:
• Test repository: in this case study it was used the SonarQube tool1.
• Microsoft Team Foundation Server (MTFS) as continuous integration ( source
code management; reporting, requirements management, project management,
automated builds, testing and release management capabilities.
• Maven as manager of a project’s build;
• JUnit for unit tests in Java programming language.
• Selenium for web browser and web services tests
Besides this tool-kit, presented in figure 4.2, other tools were used in the development,
such as Eclipse IDE for Java and PHP development, Microsoft Visual Studio for C#, .Net
and SSIS development, Git for version control for Java and PHP.
4.3 Development
This phase addressed the implementation of the NatVi framework. After the agile training
and the adaptation to agile development, the development was initiated. The solution
was built following the NatVi framework.
The planning layer, as prescribed on the framework, was carried out at the same time as
the adaptation phase of this case study. In this first layer, the general documentation and
the formalization of the project were carried out. High-level business goals were identified
and the necessary services were thought out. The high-level requirements began to be
elicited. The high level of SOA has also been defined.
1https://docs.sonarqube.org
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Figure 4.2: Tools composition
After the planning layer, the sprints began, taking two weeks each. The first and
second sprints were used to cover the tasks in the design layer:
• Architecture customization: in this task, an Enterprise Service Bus (ESB) was
used, with the setting of the Red Hat fuse tool. In this task the database was
also designed and constructed.
• Service design: to deliver the product of this case study, four services needed to
be designed:
– Thin client web application: a service consumer. Interface web to manipu-
late the data in the database, consuming the CRUD service;
– CRUD ( Create, Read, Update and Delete): a provider service to manipulate
the data in the database;
– Executor: a consumer service that calls ESB to start the job according to
the default schedule. When executed, ESB in turn consumes the CRUD
service.
– Monitoring A: a service provider that receives a call from the ESB, process
the service to monitor the delivery of document A and returns data to the
ESB. Document A is a nickname for the real document that is being mon-
itored. This service is considered the core of the work. The other services
are part of the platform, they will serve to other monitoring services.
• Test design: based on the requirements elicited, on the services designed, the
tests were also designed.
• Requirements assessment: At this point, the knowledge of problems and solu-
tions is already more advanced, so the requirements can be evaluated and, when
necessary, restart the iteration.
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The construction layer used the other three sprints to complete the development of
the first module of the ‘Compliance’ project, the monitoring of the delivery of document
A. The following phases of the NatVi framework were carried out in an iterative way in
these three sprints:
• Code: the code of the designed services was done in java language. The commit
was, at least, daily. In this phase, the setting of the ESB, the Red Hat fuse tool,
was done;
• Tests: the unit tests were built, according to the designed tests;
• Continuous integration and compose service: for each commit, MTFS performed
the integration tests and the composition of the services through the configuration
of the respective pipelines.
• Acceptance tests: at the end of each sprint, as recommended for the SCRUM
methods, a meeting took place with all stakeholders to evaluate the work done
and if the work would be approved or not. In case it is not approved, the service
must return to the backlog to be done again with the requirements adjusted or
simply better detailed.
The ‘Execution and Monitoring’ layer of the NatVi framework, composed of the ‘Pro-
duction’ and ‘Release’ phases, was not a part of this case study.
4.4 Measurement
As seen in the 2.3 section, Quality Assurance (QA) is both a planned and systematic pro-
cess to provide adequate confidence that the software is compliant with the requirements
and a set of activities designed to evaluate the process by which the software is developed.
In the NatVi framework, QA is present as the concept of a planned and systematic pro-
cess, where many tasks are directed towards this end, especially in planning and testing,
as it can be seen in the figure 3.1 in chapter 3.
In this case study, QA was evaluated by a set of activities. The main idea was to evalu-
ate not only the development itself but also the engagement and perception of motivation
of both the IT team and other stakeholders represented by the clients who requested the
software, which can also influence the quality of the software. For that, four simultaneous
indicators were used, one objective, through analyzes of the developed code, and three
subjective ones, through the evaluation of the team knowledge about the agile methodol-
ogy and motivation of IT team and stakeholders:
1. Error Code (EC): This indicator aimed to evaluate the reliability of the devel-
oped code in relation to the requirements elicited. The test cases and the code
metrics were defined by the team and researchers according to the development
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environment. Data collection was automated using tools during the development
and testing phases. Because agile is intrinsically iterative, although data collection
was done for each commit, only those collected at the end of each sprint were used.
See section 2.5, quality metrics, for more about the concepts of the metrics of this
indicator.
2. Knowledge in Agile (KA): With this indicator, agile knowledge of IT team has been
assessed. Factors that can be considered successful in an agile development project
were used to evaluate this knowledge, through a questionnaire and semi-structured
interview. See section 2.5, Understanding in Agile Development Methods, for more
about the concepts of the metrics of this indicator.
3. Team Motivation (TM): This indicator aimed to evaluate the motivation of the IT
team towards the activities of the framework. The metrics were collected through
the application of a specific Intrinsic Motivation Inventory (IMI) questionnaire and
a semi-structured interview, based on the IMI questionnaire questions. See section
2.5, intrinsic motivation, for more about the concepts of the metrics of this indicator.
4. Stakeholders Satisfaction (SS): In this indicator, the stakeholders’ satisfaction was
evaluated. The metrics were also collected through the application of a specific
IMI questionnaire and a semi-structured interview, based on the IMI questionnaire
questions. See section 2.5, intrinsic motivation, for more about the concepts of the
metrics of this indicator.
All four indicators presented needed a baseline, that is, an initial measurement to be
the basis for comparison. After collecting the initial values, each metric needed to be
collected as needed. These questions and more details of the four indicators are addressed
in the following subsections.
4.4.1 Automated metrics
Error Code (EC) was evaluated by code and development error density metrics that were
collected automatically. The error metrics used were collected during the development
process. These metrics were shown in the 2.5 section. In short they are Code Error Density
(CED), Weighted Code Error Density (WCED), Development Error Density (DED) and
Weighted Development Error Density (WDED).
As seen in the section 4.2 above, a tool-kit was deployed and configured to the new
development environment, allowing automated deployment and continuous integration,
including automated tests.
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As a test repository it was used the SonarQube tool and it was used its default config-
uration. As it is possible to see in the SonarQube website, this tool works with the idea
of issues 2:
While running an analysis, SonarQube raises an issue every time a piece of code breaks
a coding rule. The set of coding rules is defined through the associated quality profile for
each language in the project.
Each issue is classified according to its severity. SonarQube works with five types of
severity:
• Blocker: Bug with a high probability to impact the behavior of the application
in production: memory leak, unclosed JDBC connection, etc. The code MUST
be immediately fixed.
• Critical: Either a bug with a low probability to impact the behavior of the ap-
plication in production or an issue which represents a security flaw: empty catch
block, SQL injection, etc. The code MUST be immediately reviewed.
• Major: Quality flaw which can highly impact the developer productivity: uncov-
ered piece of code, duplicated blocks, unused parameters, etc.
• Minor: Quality flaw which can slightly impact the developer productivity: lines
should not be too long, "switch" statements should have at least 3 cases, etc.
• Info: Neither a bug nor a quality flaw, just a finding.
In this case study, an indicator similar to that proposed by U.S. Department of Defense
(DoD) [4] was used to weigh the issues, where each gravity receives a specific weight.
INFO severity was not used in the case study. The weights used were Minor (1), Major
(3), Critical (6) and Blocker (9). These issues raised by SonarQube were used in the
calculation of the Code Error Density (CED), Weighted Code Error Density (WCED)
metrics.
For the calculation of the Development Error Density (DED) and Weighted Develop-
ment Error Density (WDED) metrics, were used other data extracted from SonarQube
such as line code duplication, Cyclomatic Complexity, and lines to cover. The respective
weights, 1, 2 and 3 were chosen according to to the historic probability of their occurrence
in the project
As a continuous integration tool, the Microsoft Team Foundation Server (MTFS) (now
called Azure DevOps Server3) was used. In its pipeline, SonarQube has been configured
to do the automated standard tests. In this way, SonarQube retained the results of these




the extraction of the test result in an automated way. For this case study the R language4
was used, a powerful language to deal with data in a statistical way.
As a baseline for these automated metrics, SonaQube issues from another project,
similar to the project object of this case study, which uses SOA but not using agile de-
velopment methods, were measured at the beginning of the ‘Compliance’ project. This
measurement was used as a basis for evaluating the evolution of the metrics of the ‘Com-
pliance’ project.
In short, the R code accesses the web services available in API and extracts the data for
each commit that was made. To extract only the data of interest, some manual interference
was made in the SonarQube, where a special tag was included in the measurement at the
end of each SCRUM sprint, allowing the R language to filter only this measurement.
4.4.2 Questionnaires and semi structured interview
In order to evaluate the Knowledge in Agile (KA), Team Motivation (TM) and Stake-
holders Satisfaction (SS), questionnaires and semi-structured interviews were carried out.
At the beginning of the case study, the idea was to use only the questionnaires, but since
DoCS is a small unit of the Brazilian government, the population to be consulted by these
questionnaires was very small. In this way, a statistical result could be compromised.
It was decided that an alternative way was needed to understand the evolution of
motivators and also in relation to agile knowledge. As seen in chapter 4, a case study
has these characteristics, that is, to be dynamic, and then the semi-structured interview
seemed to be a good option. Then, with the questions of the three initial questionnaires,
three semi-structured interviews were elaborated.
For evaluate the Team Motivation (TM) and Stakeholders Satisfaction (SS) two ver-
sions of the Intrinsic Motivation Inventory (IMI) were carried out. See section 2.5 for
more about the concepts of this metric.
Knowledge in Agile (KA)
Both the questionnaire and the semi-structured interview to evaluate the Knowledge in
Agile (KA) were elaborated using the concepts of critical success factors in agile software
projects, drawn from the work of Chow and Cao [107]. See section 2.5 for more about the
concepts of this metric.
The objective here was to verify the degree of Knowledge in Agile by the IT team,
identifying the perception of the development team members of each success factor for
4https://www.r-project.org/
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agile development in four different dimensions: quality, scope, time and cost, and compare
with the results found by Chow and Cao [107].
As this work is a case study into a small agile team, the statistical analysis could be
impaired. So, in order to assess how much the team members were rationalizing about the
agile development, it was presented the initial 48 hypothesis to the team members, over
the time, and evaluate how the responses match to the work of Chow and Cao [107]. It
was used a sub-scale scores that consists of seven statements that have to be scored on a 7-
point Likert scale [102] where 1 represents ‘Absolutely disagree’, 4 represents ‘Indifferent’
and 7 represents ‘Completely agree’. The team members had to evaluate the 4 success
dimensions for each of 12 success factors.
Team Motivation (TM)
Applying a new solution in a software development environment can change Quality As-
surance (QA). There are several possible reasons for that. This NatVi framework may
present some technical advantage over the old way of developing software. But if the
people involved are not motivated to do the new activities, this may have the power to
do QA. More motivation by itself does not mean that QA is better or worse, but it means
that a good environment has been developed for software development and thus better
quality can be achieved.
To evaluate the motivation of the team in participating in the implementation of the
NatVi framework, object of this work, the concepts of motivators were used. See the
section 2.5 for more details about this concept. In this work, only the motivators factors
were analyzed, and only those found in at least two studies of the systematic literature
review (SLR) carried out by De O. Melo et al. [103]:
1. Software process/life-cycle (software development, project initiation and feasibility
studies, and maintenance): appeared in 7 (seven) studies;
2. Teamwork: appeared in 4 (four) studies;
3. Good Management (senior management support, team-building, good communica-
tion): appeared in 3 (three) studies;
4. Development Needs Addressed (e.g. training opportunities to widen skills; oppor-
tunity to specialize): appeared in 2 (two) studies;
5. Identify with Task (clear goals, personal interest, know the purpose of the task,
how it fits in with whole, job satisfaction; producing an identifiable piece of quality
work): appeared in 2 (two) studies;
In these five selected motivators, four are considered intrinsic. Two are inherent in
software engineering (items 1 and 2) and two are not (items 4 and 5). Item 3 is considered
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Motivator IMI Sub-scale IMI Question
1 Software process/life-cycle Interest/Enjoyment I enjoyed doing this activity very much
2 This activity did not hold my attention at all R
3 I would describe this activity as very interesting
4 Effort/Importance It was important to me to do well at this task.
5 I didn’t put much energy into this R
6 Teamwork Relatedness I’d like a chance to interact with the team more often
7 I felt really distant to the team R
8 I fell close to the team
9 Good management Pressure/Tension I felt very tense while doing this activity
10 I was very relaxed in doing the necessary activities R
11 Perceived Choice I believe the activities could be of some value to me
12 I think this is important to do because it can give me the opportunityto specialize in software development
13 Identify with Task Value/Usefulness I think doing this activity could help me to understand the purpose ofmy job to the organization as a whole
14 I think this is an important activity
15 Perceived Competence I am satisfied with my performance at this task
16 This was an activity that I couldn’t do very well R
Table 4.1: IMI by agile development motivators
an extrinsic motivator. Likewise, all five were used in the evaluation, because it was chosen
to consider all the motivators that appear in at least two studies. It was an objective
criterion and in the end, it was possible to identify them all with one or more items of
the Intrinsic Motivation Inventory (IMI), in this way, it is believed that there was an
improvement in this work, since it has worked with a greater number of motivators.
In this way, it was assessed the team motivation evaluating the agile development
motivators [103] at the light of Intrinsic Motivation Inventory (IMI), a multidimensional
measurement device intended to assess participants subjective experience related to a tar-
get activity in laboratory experiments [108]. In this way, the IMI intended to assess par-
ticipants subjective experience related to a target activity in controlled experiments. The
instrument assesses participants interest/enjoyment (IE), perceived competence (PC), ef-
fort/importance (EI), pressure and tension (PT), perceived choice (PC), value/usefulness
(VU) and Relatedness (RL) while performing a given activity. Since the original IMI is
long and repetitive, it is necessary to adjust the instrument according to specific tasks
and fields [101] and a short version will be used attempting fit to the selected motivators
[103]. This distribution allowed us to evaluate both the general intrinsic motivation and
the level of motivation in each of the motivators selected in [103]. It was used a sub-scale
scores that consists of seven statements that have to be scored on a 7-point Likert scale
[102] where 1 represents ‘Absolutely disagree’, 4 represents ‘Indifferent’ and 7 represents
‘Completely agree’.
The scale includes five control questions that are scored in reverse of the participants
response on that item, indicated in table 4.1 following by ‘(R)’. The actual questionnaire
will not exhibit the indication of revers scored (R) and the questions were randomly
distributed. The scale was validated for use in software development through Cronbach’s
Alpha scores. The entire survey was designed to be completed in less than five minutes.
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Scoring information Begin by reverse scoring items 2, 5, 7, 10 and 16 by subtracting
the item response from 8 and using the result as the item score for that item. Then
calculate sub-scale scores by averaging the items scores for the items on each sub-scale.
Stakeholders Satisfaction (SS)
The way IMI was used to evaluate Stakeholders Satisfaction (SS) can be considered a
direct way to use the questionnaire. Only the number of questions in the original form has
been reduced, which is a practice used by researchers [101]. It was necessary to adjust the
instrument according to specific tasks and fields and even to different populations. Thus,
since the original IMI is long and repetitive, a short version was used across the following
five subcategories: interest/enjoyment (I), effort/importance (E), perceived competence
(P), pressure/tension (T), and value/Usefulness (V). The sub-scales of perceived choice
(C) and relatedness (R) were eliminated because all team members are employees of
the organizations and they will be doing their jobs during the research. The scale was
validated for use in software development through Cronbach’s Alpha scores. The entire
survey was designed to be completed in less than five minutes.
Table 4.2 shows all IMI questionnaire. The scale includes 8 control questions that are
scored in reverse, indicated in the table in column ‘Tp’ with the ‘R’. The subcategories
are indicated in the table in the column ‘Sc’. The actual questionnaire has not exhibited
the indication of reverse scored ’R‘ neither the initials of the subcategories.
As the case study environment occurred in a Brazilian organization, the questionnaire
is in Portuguese. Table 4.2 presents the questions in English and in Portuguese. When the
team members answered the questionnaire, the question was as followed: “Please indicate
how much of the following statements are true for you by using the following scale of
integers: from 1 = ‘strongly disagree’ to 7 = ‘fully agree’ (“Por favor, indique o quanto
as afirmações a seguir são uma verdade para você, usando a seguinte escala de números
inteiros: de 1 = ‘Discordo totalmente’ a 7 = ‘Concordo totalmente’").
Figure 4.1 shows the moment when the metrics were collected. The baseline to the
Error Code (EC) metrics, the Knowledge in Agile (KA) metrics, and the Team Motivation
(TM) metrics occurred at the beginning of the process, in the first week. The baseline for
the Stakeholders Satisfaction (SS) metric occurred at the beginning of the project.
The next collections of metrics were done as follows. The metric for EC was collected at
the end of each sprint, generated automatically by the set of tools used in the development
environment (figure 4.2).
The metrics of KA were collected after the agile training and after the fourth sprint,
with the application of the IMI questionnaire. Also after the fourth sprint the semi-
structured interview was applied.
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Sc Tp English/Portuguese
I I believe that agile software development activity could be of some value to me.Acredito que a atividade de desenvolvimento ágil de software poderia ter algum valor para mim.
I I believe that I had some choice in participating in agile software development.Acredito que tive alguma possibilidade de escolha no tocante a participar do desenvolvimento ágil de software.
I R While participating in the development activity, I realized how much she liked me.Enquanto participava da atividade de desenvolvimento, eu me dei conta do quanto ela me agradou.
I R I think performing agile software development activity is useful for improving my finalist activities.Acho que realizar a atividade de desenvolvimento ágil de software é útil para melhorar as minhas atividades finalísticas.
I It was fun to participate in the development activity.Foi divertido participar da atividade de desenvolvimento.
I I think participating in agile software development is important to my professional growth.Acho que participar do desenvolvimento ágil de software é importante para meu crescimento profissional.
I I enjoyed doing this activity very muchTive muito prazer em realizar esta atividade.
P I really had no choice about performing agile software development activity.Realmente não tive escolha sobre realizar a atividade de desenvolvimento ágil de software.
P I did this development activity because I wanted to.Realizei esta atividade de desenvolvimento porque queria.
P I think agile software development is important.Acho que o desenvolvimento ágil de software é importante.
P While I was doing this activity, I was thinking about how much I enjoyed it.Eu senti como se estivesse gostando da atividade enquanto eu a estava fazendo.
P I found the agile software development activity monotonous.Achei a atividade de desenvolvimento ágil de software monótona.
P R I believe that participating in agile development could help me to improve my work.Creio que participar do desenvolvimento ágil poderia me ajudar a melhorar meu trabalho.
E I felt like it was not my own choice to do this task. (R)Senti que não tinha escolha na realização desta atividade.
E R I would describe agile development activity as very interesting.Eu descreveria a atividade de desenvolvimento ágil como muito interessante.
E I would be willing to do this again because it has some value to me.Eu estaria disposto(a) a realizar esta atividade de novo, porque ela tem algum valor para mim.
E I found the activity of agile software development very pleasant.Achei a atividade de desenvolvimento ágil de software bastante prazerosa.
E R I felt that I should perform this agile development activity.Senti que deveria realizar esta atividade de desenvolvimento ágil.
T R I believe that participating in agile software development could help me.Acredito que participar do desenvolvimento ágil de software poderia me ajudar.
T I did this activity because I had to do it.Realizei esta atividade porque tinha que realizar.
T R I believe that carrying out the development activity could help me do my job better.Acredito que realizar a atividade de desenvolvimento poderia me ajudar a fazer melhor o meu trabalho.
T I believe I had some choice about doing this activity.Ao fazer esta atividade, senti que tinha uma escolha.
T I would describe agile software development activity as very fun.Eu descreveria a atividade de desenvolvimento ágil de software como muito divertida.
T I felt like it was not my own choice to do this task. (R)Eu senti que não era minha escolha fazer esta atividade.
T R I am willing to participate in agile development again because I think it is useful.Estou disposto a participar do desenvolvimento ágil novamente porque acho que é útil.
Table 4.2: IMI - Stakeholders Satisfaction (SS)
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The TM metrics were collected at the end of the first and fourth sprint. They were
collected using the IMI questionnaire. Also after the fourth sprint the semi-structured
interview was applied.
The metrics of SS were collected at the end of the second and fourth sprint. They
were collected using the respective IMI questionnaire. Also after the fourth sprint was
applied the semi-structured interview.
4.5 Analysis
In fact, the analysis phase was performed along with the measurement phase, but for a
better explanation, it was treated here as a separate phase.
After the measurements, the raw data was available to the analyses. To Error Code
(EC), the four metrics that were calculated were Code Error Density (CED), Weighted
Code Error Density (WCED), Development Error Density (DED), and Weighted Devel-
opment Error Density (WDED). These metrics were presented in the 2.5 section. For
the metrics Knowledge in Agile (KA), Team Motivation (TM) and Stakeholders Satis-
faction (SS), the result of the application of the questionnaires and the semi-structured
interview had to be tabulated. More details of the analyses are addressed in the following
subsections.
4.5.1 Error analysis
As seen in the 2.3 section the Quality Assurance (QA) can present a plethora of different
concepts, but, in this work, it was used the concept related to the process of software
development and the evaluation of the product in terms of its errors. In the next sub-
sections the metrics selected to this end are analyzed, CED, WCED, DED and WDED
showed in the 2.5 section.
Code error analysis
To calculate CED and WCED the data concerns the issues. CED used the issues’ data
in a natural way and the WCED with the following weights according to their severity:
Minor (1), Major (3), Critical (6), and Blocker (9).
The graphs in figure 4.3 show the measurement over time of the case study, where it is
possible to see the evolution of the calculated metrics. The red marker, at the beginning
of both graphs, represents the baseline, that is, the measurement of the same metrics for
another project, which works with SOA but did not use agile methods for development.
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As it is possible to see in the CED graph, the project starts with 44.1 CED, 15 points
above the CED baseline of 29.1 CED. This initial CED held for some period and then
wobbled and ended the case study at zero.
In the WCED graph, figure 4.3, the project starts with 88.1 WCED, 75.2 points under
the WCED baseline of 163.3 WCED. This initial WCED held for some period and then
wobbled and ended the case study at zero too, like CED, as the raw data were the same.
Figure 4.3: Code error graphs
While both graphs show similar lines, the WCED graph allowed for a better analysis,
considering the severity of each error. At a glance on the CED graph, one might think
that the code starts with many problems compared to the baseline. Well, it is true, but
with the help of the WCED graph, it is possible to assess that the problems, though
larger, were of lesser severity.
Although the case study followed only a few weeks of the entire project, these two an-
alyzes demonstrated that during the period, Quality Assurance (QA), measured here by
Code Error Density (CED) and Weighted Code Error Density (WCED) was not compro-
mised by the application of the NatVi framework, on the contrary, after the application
of the framework, after a period of adaptation, the metrics improved.
Development error analysis
To calculate Development Error Density (DED) and Weighted Development Error Density
(WDED) it was used the data for code items that the developer needed to worry about.
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These data were related to duplication of code’s lines, Cyclomatic Complexity, and lines
not covered by unit tests. DED used these data in a natural way and WDED with the
following weights according to to the probability of their occurrence in the project: line
code duplication (1), Cyclomatic Complexity (2) and lines to cover (3). This probability
was calculated based on historical data of other projects of DoCS. This idea was drawn
from the work of Porter and Selby [109], although in simplified form, where the lowest
probability item received weight 1, the next item in terms of probability received the next
weight 2 and so on.
As in the subsection above, the graphs in figure 4.4 show the measurement during the
time of the case study and the red marker represents the baseline for the comparison.
As it is possible to see in the DED graph, the project starts with 96.9 DED, 558.1
points under the DED baseline of 655 DED. this initial DED held for some period and
then wobbled and ended the case study with 168.9 DED.
In the WDED graph, figure 4.4, the project starts with 255.5 WDED, 1297.5 points
under the WDED baseline of 1553 WDED. This initial WCED held for some period and
then wobbled and ended the case study with 369.8 WDED.
Figure 4.4: Development error graphs
As in the analysis in subsection above, both graphs show a similar line and, likewise,
the weighted graph helps to enlighten the situation. Here again, the analyses demon-
strated that during the period, Quality Assurance (QA) was not compromised by the
application of the NatVi framework and, by the result of the metrics, QA even improved.
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4.5.2 Knowledge in agile (KA) analysis
As seen in the subsection 4.4.2 above, after the training in agile, during the course of the
case study, the agile development knowledge of the IT team was assessed. To achieve
this, the Knowledge in Agile (KA) indicator was used through the application of one
questionnaire and a semi-structured interview.
Both the questionnaire and the semi-structured interview was done based on the paper
by Chow and Cao [107] where the authors raised the possible success factors in the
implementation of agile development in four dimensions, quality, time, scope and cost. In
the result of that work, the authors concluded that only 6 factors of the 12 initial factors
are actually success factors in an agile development project. Table 2.7 shows a summary
of these 12 factors.
The questionnaire was applied twice. Table 4.3 shows the average result of the 12-
factor questionnaire for the two periods, called ‘Initial’ and ‘Final’ periods. In the table,
the factors number in gray-box are those 6 factors considered actually success factors in
software development projects in the result of the study of Chow and Cao [107]. The rank
they appear in Chow and Cao [107] is in the row ‘Rank’. The averages in bold font are
that 6 larger for each period. The averages in the gray-box are the two largest for each
period.
As is possible to see in table 4.3 factors 5 and 9 were first. They presented average for
the initial period equal to 6.35. In the final period, factor 5 remained in the first place
with a average of 6.5 and in the second place factor number 3 appeared with average
equal 6.45.
Period 1 2 3 4 5 6 7 8 9 10 11 12
Initial 5.75 5.40 5.80 6.20 6.35 6.05 5.10 6.10 6.35 4.00 4.00 4.50
Final 6.25 5.65 6.45 6.20 6.50 6.05 6.20 5.90 6.00 3.10 4.75 3.75
Rank 5 3 6 4 2 1
Period in gray-box : the 6 final factors considered actually by success in [107]
Average in bold font: the 6 larger average in each period
Average in light gray-box : the two larger average in each period
Rank: the final rank of the 6 factors considered actually by success in [107]
Table 4.3: Factors by period - general mean
Comparing the 2.7 table and the 4.3 table it is possible to see that in this case study
the same 12 factors that Chow and Cao [107] have been used in their work were exposed
to the IT team. The IT team average in this paper bears similarities to the work of Chow
and Cao [107]. In the initial period, the similarities were better where all 6 best results
were combined with the final success factor 6.
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The graph 4.5 shows the general average of the 12 factors, that is, considering both
periods analyzed. With this graph it is possible to compare the average of the IT team into
the dimensions of the work by Chow and Cao [107] for the final 6 success factors. Based
on this graph,the table 4.4 was elaborated. In this table, the average of the Knowledge in
Agile (KA) metrics in this work was classified and compared with the 6 final factors and
their dimensions. The gray-box is just to enlighten the classification in comparison with
the affected dimensions.
According to the table 4.4, none of the 6 analyzed factors corresponds completely.
Factor number 9, the first in the [107] rank, has a great similarity. In [107] this factor is
affected by scope, time and cost dimensions. In this work, time dimension appears in first
place and scope and cost tied in third place. The quality dimension, which took second
place, is not considered a success dimension in cite chow2008survey.
Figure 4.5: Score by factors and dimensions - general average
Factors 3 and 6, that are affected only by the quality dimension in Chow and Cao
[107], had this dimension in second place in this work. In this work, the time dimension
took first place. Factor 8, affected only by the quality and scope dimension, had these
two dimensions in second and third place, respectively in this work. Time dimension took
the first place. Factors 4 and 5 are those that fit less. Although the classification does
not completely match, it is possible to see similarities.
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Factor Rank Dimension MensurementQ S T C
3 5 Q 2 4 1 3
4 3 T/C 1 3 2 4
5 6 S 1 3 2 4
6 4 Q 2 2 1 4
8 2 Q/S 2 3 1 3
9 1 S/T/C 2 3 1 3
Measurement: classification of the
average of dimensions in this work
Dimensions (Chow and Cao [107]):
Quality / Scope
Time / Cost
Table 4.4: Average dimension classification
This similarities in both analyses, general average by factors and general average by
dimensions and factors, demonstrated that the answers of the IT team, on average, had
good adequacy to the Chow and Cao [107] research. This may mean that the IT team
had a good understanding of agile development methods. Since this is the first case study,
the IT team is small and the time spent was little, expanding this study might be a good
future study.
Knowledge in agile (KA) - semi-structured interview analysis
Analyzing the semi-structured interview, the results seem similar to the results of the
questionnaire, although some members understand that everything is still very initial.
The factors of numbers 3, 4 and 5 were cited as the most important for the ’Quality’
and ’Time’ dimensions by several of the interviewees. Compared to the baseline study
[107], some discrepancies are perceived. In that study, the factor 3 is concerned with only
the ‘Quality’ dimension, the factor 4 with ‘Time’ and ‘Cost’ dimensions and the factor 5
only with ‘Scope’ dimensions. Despite this, some quotes were interesting to emphasize the
thoughts of the interviewees. For example, related to ‘Quality’, to factor 3 (The existence
of agile-friendly project team environment), it was said that it would be very difficult to
achieve quality if there is a member who is not willing or interested in the implementation
of the methodology. Related to ‘Time’, to factor 3, in the face of problems, if the team
is not aligned with the methodology, it can take time to get everyone to speak the same
language, which will directly affect the project time. To factor 5 (Having a strong customer
involvement), in ‘Quality’, it was said that this is one of the main ideas of Scrum, the
agile method applied. Therefore, for product quality, certainly customer involvement is
very important.
62
For the ‘Scope’ dimension, highlight the factor number 5 (Having a strong customer
involvement) that is strongly related to the result of the study [107] used as the basis
of this work. In that work, this factor number 5 is among the final success factors and
precisely in the ‘Scope’ dimension. Ultimately the project is to serve the clients, so the
scope has to be born of them.
To the ‘Cost’ dimension, highlight the factor number 3 (The existence of agile-friendly
project team environment), which also presents a discrepancy in relation to the base study
[107], because in that study, only the quality dimension affects this factor of number 3.
It seems that respondents had a greater difficulty analyzing the factors in the ‘Cost’
dimension. Apparently because they do not know how to estimate the cost of the project.
It may be a feature of the context of the case study, that is, a unit of government.
In general, it can be seen that the interviewees showed that they are interested in
understanding the new methodology. At some points they eventually agreed to the results
of the Chow and Cao [107] study, although in several cases they did not agree. But that
does not mean they are wrong. The divergences may be due to the characteristics of the
context.
4.5.3 Team motivation analysis
In 4.4.2 section was presented the Intrinsic Motivation Inventory (IMI) questionnaire for
obtaining answers to assess the Team Motivation (TM). Besides the presented question-
naire a semi-structured interview was also done based in the questions of the questionnaire.
In this subsection was analyzed what happened with the motivation of the IT team during
the course of the case study.
Before the application, the TM IMI questionnaire was tested and presents a Cronbach’s
coefficient alpha of 0.80. In table 4.5 is possible to see the statistics values of this test in
row ‘General - Test’.
The data actually collected presents good reliability with a raw Cronbach’s Alpha at
0.9085 as it is possible to see in table 4.5 in row ‘General’. An overview of the correlation
can be seen in the ‘Correlogram’ (a diagram that shows the correlation among items)
depicted in figure 4.6. Some pairs of questions presented negative correlation, but, in
general, the correlation was acceptable for this work.
In table 4.5 the general mean is 5.49 with a standard deviation of 0.78. This indicates
that the motivation of the IT team with the news activities involving Service-Oriented
Architecture (SOA) and agile development is good. But, in graph in figure 4.7 some ques-
tions related mainly with subcategories pressure/tension and relatedness got low mean.
In fact, during the semi-structured interview, the main concern of the IT team was about
pressure to deliver software in time.
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Motivator raw_alpha std.alpha average_r mean sd median_r
General - Test 0.8043 0.7859 0.1775 4.6176 0.5029 0.2425
General 0.9085 0.9137 0.3838 5.4941 0.7833 0.4564
Process/Life cycle 0.8744 0.9026 0.6494 5.0800 0.8786 0.7335
Teamwork 0.3571 0.3931 0.1776 4.4667 0.8367 0.2440
Good management 0.6154 0.7773 0.4659 4.7500 0.9014 0.6179
Identify with task 0.3871 0.3057 0.1280 4.4000 0.8300 0.1111
raw_alpha - alpha based upon the covariances;
std.alpha - The standardized alpha based upon the correlations
average_r - The average inter item correlation
mean - The general mean; sd - The standard deviation of each item
median_r - The median inter item correlation
Table 4.5: Team Motivation (TM) Statistics
Continuing to look at the table 4.5, the Cronbach’s Alpha by motivators shows some
fluctuation. Cronbach’s Alpha was only acceptable to the ‘Process / Life Cycle’ (0.8744)
and ‘Good management’ (0.6154) groups and the mean of this two groups are 5.08 and
4.75 respectively, which indicates that the motivation for these groups of motivators is
also good. Although the mean of the other groups also indicates good motivation, since
Cronbach’s Alpha is less than 0.6, it is difficult to make any inference.
Team motivation (TM) - semi-structured interview analysis
In this section the results of the semi-structured interview are analyzed. The questions
were elaborated based in the TM IMI questionnaire questions. In general, the results
of this semi-structured interview seem similar to the results of the questionnaire. This
interview was carried out with four developers and one trainee.
In the ‘Interest/Enjoyment’ sub-scale, only one of the respondents did not show much
interest in the new process. Some interviewees considered the new process a challenge, in
a good way.
Related to ‘Perceived Competence’ sub-scale, the feeling of satisfaction with the ex-
ecution of the new tasks was almost unanimous, although some have mentioned that
the process is still at the beginning and much needs to be explored until a more mature
evaluation.
In the ‘Effort/Importance’ sub-scale, despite a general feeling of recognition of the
importance, many have mentioned that it is too early to really assess the real importance
of the process.
Related to ‘Pressure/Tension’ sub-scale, only two respondents said they felt a little
more pressure on the old mode of development. They mentioned that there is a learning
curve that needs to be addressed to improve knowledge and performance on tasks.
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Figure 4.6: Team Motivation (TM) Questionnaire Correlogram
In the ‘Value/Usefulness’ sub-scale, all respondents agreed to consider the usefulness
of the new process.
Related to ‘Relatedness’ sub-scale, the answers of the respondents follow three different
ways. Two interviewees did consider themselves very close and within the group, two other
did express feelings in the opposite direction and one interviewee did not know how to
express on this point.
Despite being a semi-structured interview, following the same concepts of the ques-
tionnaire, some interesting subjects emerged beyond the questionnaire. As already men-
tioned, some interviewees considered the new process a challenge, in a good way. The
new methodology has brought more convenience, more ease of definition with the team,
to define what each one will do and the deadlines for delivery. In case of difficulties some-
one has, it is easier to find someone with experience to help solve the problem. Things
get clearer, more organized in the context of the team. Being able to meet daily and
be able to tell what was done and what is having difficulty making and receiving help.
Periodically, finish a well-defined step and start a new step. Better synergy with people
in the business areas by better understanding the meaning of what is being done.
4.5.4 Stakeholders satisfaction analysis
In 4.4.2 section was presented the Intrinsic Motivation Inventory (IMI) questionnaire for
getting answers to assess the Stakeholders Satisfaction (SS). Besides the presented ques-
tionnaire a semi-structured interview was also done based in the questions of the question-
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Figure 4.7: Team Motivation (TM) Question by sub-scale
naire. In this section, stakeholder satisfaction was analyzed by assessing its motivation
during the course of the case study.
The IMI questionnaire was tested and presents a Cronbach’s coefficient alpha of 0.85.
In table 4.6 is possible to see the statistics values of this test in row ‘Test’.
The data actually collected presents good reliability with a raw Cronbach’s Alpha at
0.9223 as it is possible to see in table 4.6 in row ‘General’. An overview of the correlation
can be seen in the ‘Correlogram’ depicted in figure 4.8. Some pairs of questions presented
negative correlation, but, in general, the correlation was acceptable for this work. The
question ‘Q24’ (I felt like it was not my own choice to do this task. (R)) had no variance
and needed to be excluded from the analysis.
In table 4.6 the general mean is 5.50 with a standard deviation of 0.69. This indicates
that the motivation of the stakeholders with the news activities involving Service-Oriented
Architecture (SOA) and agile development is good. But, in graph in figure 4.9 some
questions related mainly with subcategory pressure/tension got low mean.
Stakeholders Satisfaction (SS) - semi-structured interview analysis
In this section the results of the semi-structured interview are analyzed. The questions
were elaborated based in the IMI questionnaire questions. In general, the results seem
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Motivator raw_alpha std.alpha average_r mean sd median_r
Test 0.8518 0.8483 0.1889 5.5139 0.447 0.2176
General 0.9223 0.9232 0.3337 5.5052 0.6906 0.3936
raw_alpha - alpha based upon the covariances;
std.alpha - The standardized alpha based upon the correlations
average_r - The average inter item correlation
mean - The general mean; sd - The standard deviation of each item
median_r - The median inter item correlation
Table 4.6: Stakeholders Satisfaction (SS) Statistics
Figure 4.8: Stakeholder Satisfaction (SS) Questionnaire Correlogram
similar to the results of the questionnaire. This interview was conducted with two clients,
who were the ones who participated most in the project.
Related to the ‘Interest/Enjoyment’ sub-scale, respondents expressed that the new
tasks aroused great interest and are very hopeful with the project results. For example,
participation in the activity was considered important because the agile methods advance
in relation to the way it was done before, allowing the results of the work to be seen in a
faster and clearer way.
In the ’Pressure/Tension’ sub-scale, respondents demonstrated that the new tasks did
not bring more pressure than they were accustomed to. It was said that although the
new activities had incited them to leave the comfort zone, they did not feel the pressure.
They adapted well to the process by realizing the benefits when they saw the results start
to come out faster than they used to be.
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Figure 4.9: Stakeholders Satisfaction (SS) questions mean by sub-scale
Related to the ‘Value/Usefulness’ sub-scale, the respondents expressed that they con-
sider the new tasks very useful and showed some confidence that the results will have a
positive impact on their final activities. For example, it was said that if with the agile
methodology the results really are faster, the work of the final areas also develops more.
So it is totally useful because it will improve the effectiveness of the final activities.
Although it was a semi-structured interview, following the same concepts of the ques-
tionnaire, some interesting subjects emerged beyond the questionnaire. It was mentioned
that the new process is innovative, where there is no hierarchy among the areas involved
but rather a group that works together. This improves knowledge and professional life,
making them deal with situations that go beyond normal work situations. A two-way
path where clients can influence the pace and priorities of software development.
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Chapter 5
Conclusions and future work
The initial intention of this research was to identify a solution to better deal with devel-
oping applications with quality and rapid deliveries in a distributed software environment
that meet business objectives in constant change.
In this way three objectives were presented that this work sought to meet. The specific
objective 1 (identifying the existing trade-offs between SOA and agile development methods
and best practices to deal with them) was addressed in the 2.4.1 section where a systematic
literature review (SLR) was made to identify what has already been researched on these
two concepts together, SOA and Agile Methods of development. It was seen in that
section that trade-offs exist, primarily with respect to the complexity of SOA and the
lack of well-defined processes in Agile Development Methods. But it was identified in the
literature, papers that addressed the trade-offs. This work sought to include the solutions
presented in those paper in the NatVi framework.
The specific objective 2 (building a framework (principles, actions, and best practices)
that enable agile development methods in a SOA scenario) was discussed in chapter 3
where the NatVi framework elaborated based on the literature review was presented.
The specific objective 3 (applying the framework in a case study, verify, evaluate and
discuss the results, focusing mainly on QA) was presented in chapter 4 where the case
study was performed. In that chapter, there is the presentation of the context in which
the case study was carried out and the presentation of the main parameters used, as well
as the analyzes made.
The case study presented some problems, mainly related to the context in which it
was carried out. There were some aspects of the environment that led to problems, such
as delays in some steps that ultimately compromised the outcome of the case study to
some degree. Another aspect is related to the size of the team involved. Few stakeholder
members got involved in the case study and the small size of the IT team brought problems
in terms of statistical inferences.
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When working in this kind of context, a better plan needs to be done, considering the
possible bureaucracy that can be faced. With regard to the number of personnel involved,
it is necessary to do a better job of engagement. All of this can be seen as lessons learned.
But despite these problems, the case study came to an end, with some adaptations, such
as the introduction of a semi-structured interview not foreseen at the start of the study.
As a contribution, this paper presents a framework that can work in an environment
with Service-Oriented Architecture (SOA) and Agile Development Methods together,
while at the same time worrying about Quality Assurance (QA). The study indicates
that framework phases that addresses the principles of SOA and agile development, as
well as in phases that emphasize the tests, can lead to a better QA. In addition to those
phases of the framework that straight address QA, the study further indicates that the
motivation of the personnel involved and the constant increase in knowledge of SOA and
especially of Agile Methods can also lead to a better QA.
5.1 Future works
In this work the framework was evaluated by the results of its application, but the use of
the framework itself was not evaluated. This is future work that can be done in another
case study applying the framework.
The study of the literature indicates that the selected subject is a concern in several
environments and that there is a lack in this area of knowledge. Other studies need to be
done. This same study, for example, can be done in a context with more people involved.
Besides the concepts explored in this work, other concepts were identified during the
literature review that are probably part of the context presented, such as DevOps, Test
Driven Development (TDD), Behaviour Driven Development (BDD), and Microservice
architecture design pattern. These concepts could not be addressed in this paper because
they would make the work very large and it would be impractical to conclude. But future
work on these concepts seems to be a good way forward in the studies presented here.
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