Plank type problems for polynomials on Banach spaces  by Kavadjiklis, Andreas & Kim, Sung Guen
J. Math. Anal. Appl. 396 (2012) 528–535
Contents lists available at SciVerse ScienceDirect
Journal of Mathematical Analysis and
Applications
journal homepage: www.elsevier.com/locate/jmaa
Plank type problems for polynomials on Banach spaces
Andreas Kavadjiklis a, Sung Guen Kim b,∗
a Department of Mathematics, National Technical University, Zografou Campus 157 80, Athens, Greece
b Department of Mathematics, Kyungpook National University, Daegu 702-701, Republic of Korea
a r t i c l e i n f o
Article history:
Received 5 December 2011
Available online 23 June 2012
Submitted by R.M. Aron
Keywords:
Plank problems
Polynomials on Banach spaces
Upper and lower bounds
a b s t r a c t
In this work we prove plank type problems for polynomials on Banach spaces. We give
estimates in the case of complex Banach spaces and in particular in the case of complex
Hilbert spaces.Moreover,we get optimal results in the case of 2-homogeneous polynomials
on real Hilbert spaces. We have also derived estimates in the case of the classical Lp(µ)
spaces.
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1. Introduction and notation
In this paper E denotes a Banach space, BE and SE are the unit ball and the unit sphere of E respectively, and E∗ is the
dual of E. Recall the following result due to Ball [1] which is related to Tarski’s plank problem. For details we refer the reader
to [2]; see also [3] for the solution of Tarski’s problem.
Theorem A ([4]). If E is a real or complex Banach space and φk ∈ SE∗ , k = 1, 2, . . . , n, then there exists a unit vector x in E,
such that |φk(x)| ≥ 1/n for every k = 1, 2, . . . , n.
The constant 1/n is best possible. To see this take E = ℓ1 and φk = e∗k where (e∗k) are the coordinate functionals with
respect to the standard unit vector basis (ek).
We have an analogous result in the case of a complex Hilbert space. In fact, if x1, . . . , xn are unit vectors of a complex
Hilbert space H , Ball [4] has shown the following result:
there is a unit vector x ∈ H , such that
|⟨x, xk⟩| ≥ 1√n , k = 1, . . . , n. (1)
The constant 1/
√
n is best possible, just take E = ℓ2 and φk = ek where (ek) is the standard unit vector basis.
In general (1) does not hold in the case of real Hilbert spaces; see [4]. However, a similar result has been obtained in [5]. For
more plank-type problems in the case of the classical Lp(µ) spaces we refer the reader to Révész and Sarantopoulos [6].
Since φ(x), φ ∈ E∗, is a homogeneous polynomial of degree 1 on the Banach space E, it is a natural question as to whether
or not the previous results can be extended for homogeneous polynomials of degree k, k ≥ 1.
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If E is a Banach space over K, K = R or C, we let Ls(kE) denote the Banach space of all continuous symmetric k-linear
forms L : Ek → Kwith the norm
∥L∥ = sup {|L (x1, . . . , xk)| : ∥x1∥ ≤ 1, . . . , ∥xk∥ ≤ 1} .
A function P : E → K is a continuous k-homogeneous polynomial if there is a continuous symmetric k-linear form L : Ek → K
for which P(x) = L(x, . . . , x) for all x ∈ E. In this case, it is convenient to write P =L. LetP (kE) denote the Banach space of
all continuous k-homogeneous polynomials P : E → Kwith the norm
∥P∥ = sup {|P (x)| : ∥x∥ ≤ 1} .
For general background on polynomials, we refer the reader to [7]. By NA(P (kE)) we denote the set of norm attaining
k-homogeneous polynomials on E. It is known, see [8, Theorem 2.7], that if E has the Radon–Nikodym property, then
NA(P (kE)) is dense in P (kE).
Let n, k ∈ N and let E be a Banach space. For any continuous k-homogeneous polynomials P1, . . . , Pn of norm one, we
are interested in obtaining the best possible constant c , 0 ≤ c ≤ 1, such thatPj (x) ≥ c, j = 1, . . . , n,
for some unit vector x ∈ E which depends on the polynomials P1, . . . , Pn. We let
c (n, k; E) := sup c : ∀P1, . . . , Pn ∈ P kE , ∥P1∥ = · · · = ∥Pn∥ = 1, ∃x ∈ SE
(x depends on P1, . . . , Pn), such that |Pj(x)| ≥ c, j = 1, . . . , n

.
Clearly, 0 ≤ c (n, k; E) ≤ 1.
Observe that c (n, 1; E) is the usual ‘‘plank constant’’ of the Banach space E. From our previous discussion it follows that
c (n, 1; E) ≥ 1/n for any real or complex Banach space E and in particular c (n, 1; ℓ1) = 1/n. For any complex Hilbert space
H we have c (n, 1;H) = 1/√n.
Let n, k ∈ N and let E be a Banach space. In this paper we show
• ( 1n )nk ≤ c(n, k; E), provided E is a complex Banach space;• c(n, k+ 1; E) ≤ c(n, k; E);
• c(n, k; E) < 1 for all n ≥ 2, k ≥ 1 if n ≤ dim(E) and E∗ is strictly convex;
• limn,k→∞ c(n, k; E) = limn→∞ limk→∞ c(n, k; E) = limk→∞ limn→∞ c(n, k; E) if dim(E) = ∞;• c(n, k; E∗∗) ≤ c(n, k; E).
For some special cases, we have
• c(2, 2;H) = 13 for every real Hilbert space H with dim(H) ≥ 2;• c(2, 2; E) ≥ 16 for every real Banach space E with dim(H) ≥ 2;
• c(2, 2; Lp(µ)) ≥ 2
(1− 2p )
3 (1 ≤ p ≤ 2) and c(2, 2; Lp(µ)) ≥ 2
( 2p−1)
3 (2 ≤ p <∞).
2. Main results
It is simple to verify that for isometric Banach spaces E1, E2 we have c (n, k; E1) = c (n, k; E2). If E1 and E2 are two
isomorphic Banach spaces, we recall that the Banach–Mazur distance is defined by
d (E1, E2) = inf
∥T∥ · ∥T−1∥ : T : E1 → E2 is an isomorphism .
We omit the proof of the next result which is similar to [9, Lemma 4.1].
Lemma 1. If E1 and E2 are two isomorphic Banach spaces, then
c (n, k; E1) ≤ dk (E1, E2) c (n, k; E2) .
Let E be a Banach space with constant c (n, k; E). What about subspaces of the Banach space E? If π : E → E is a
continuous projection, that is π2 = π , andM = π(E) is a closed subspace of E,M is complemented, we can easily prove the
following result; cf. [7, Lemma 1.46].
Lemma 2. If M is a closed subspace of the Banach space E and π : E → M is a continuous projection, then
c (n, k; E) ≤ ∥π∥kc (n, k;M) .
Remark 1. IfM is a 1-complemented closed subspace of E, i.e. if there exists a projection π : E → M , with ∥π∥ = 1, from
the previous lemma it follows that c (n, k; E) ≤ c (n, k;M). In particular, for a quotient space E/N we have c (n, k; E) ≤
c (n, k; E/N).
Remark 2. Given any index set I , we denote by ℓ1 (I) the collection of allK-valued families x = (xi) such that ∥x∥ =i∈I |xi|
is finite. Since every Banach space E is isometric to a quotient space of ℓ1 (I), for some set I , it follows that
c (n, k; ℓ1 (I)) ≤ c (n, k; E) .
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We shall need the following result which is a combination of [10, Theorem 3] and [11, Theorem 4.4.].
Lemma 3. (i) Let P1, . . . , Pn be continuous homogeneous polynomials on a complex Banach space E and let their degrees be
k1, . . . , kn respectively. Then
∥P1∥ · · · ∥Pn∥ ≤ (k1 + · · · + kn)
k1+···+kn
kk11 · · · kknn
∥P1 · · · Pn∥. (2)
It is possible to have equality in (2).
(ii) Let P1, . . . , Pn be continuous homogeneous polynomials on a complex Hilbert space H and let their degrees be k1, . . . , kn
respectively. Then
∥P1∥ · · · ∥Pn∥ ≤

(k1 + · · · + kn)k1+···+kn
kk11 · · · kknn
∥P1 · · · Pn∥ (3)
and inequality (3) is best possible if dimH is at least n.
The following result is an immediate consequence of the previous lemma.
Corollary 4. Let P1, . . . , Pn be continuous homogeneous polynomials of norm one on a complex Banach space E and let their
degrees be k1, . . . , kn respectively. Then, for every ε > 0 there exists a unit vector xε ∈ E such that
|Pj (xε) | ≥ k
k1
1 · · · kknn
(k1 + · · · + kn)k1+···+kn
− ε, j = 1, . . . , n.
If in particular P1, . . . , Pn are continuous homogeneous polynomials of norm one on a complex Hilbert space H, then for every
ε > 0 there exists a unit vector yε ∈ H such that
|Pj (yε) | ≥

kk11 · · · kknn
(k1 + · · · + kn)k1+···+kn
− ε, j = 1, . . . , n.
Theorem 5. For any complex Banach space E we have
1
nnk
≤ c (n, k; E) .
In particular, for the complex ℓ1 space we have
1
nnk
≤ c (n, k; ℓ1) ≤ 1nk .
If H is a complex Hilbert space, then
1
nnk/2
≤ c (n, k;H) ≤ 1
nk/2
.
Proof. Let P1, . . . , Pn be any continuous k-homogeneous polynomials of norm one on the complex Banach space E. It follows
from the previous corollary that
c (n, k; E) ≥ 1
nnk
− ε
for every ε > 0. Therefore, c (n, k; E) ≥ 1/nnk.
To prove the upper bound of c (n, k; ℓ1) we have to consider the norm one continuous k-homogeneous polynomials (e∗j )k,
j = 1, . . . , n, where (e∗j ) are the coordinate functionals on ℓ1. Then, for the unit vector x = (e1 + · · · + en) /n ∈ ℓ1 we have
|(e∗j )k(x)| = 1/nk (j = 1, . . . , n). Hence, c (n, k; ℓ1) ≤ 1/nk.
The proof of the second part of the theorem is similar. 
We list some other basic properties of the constant c(n, k; E). The proof of our first result is an easy consequence of the
fact that SE is norm-compact on a finite dimensional Banach space E.
Proposition 6. Let E be a finite dimensional Banach space and let Pj ∈ P (kE) with ∥Pj∥ = 1, j = 1, 2, . . . , n. Then, there is a
unit vector x0 ∈ E such that |Pj(x0)| ≥ c(n, k; E).
The next result is an immediate consequence of the definition of c(n, k; E).
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Proposition 7. Let n, k ∈ N and let E be a Banach space. Then,
c(n+ 1, k; E) ≤ c(n, k; E).
Proposition 8. Let n, k ∈ N and let E be a Banach space. Then,
c(n, k+ 1; E) ≤ c(n, k; E).
Proof. Let ε > 0 and let Pj ∈ P (kE) with ∥Pj∥ = 1, j = 1, . . . , n. Then there exists xj, ∥xj∥ = 1, such that |Pj(xj)| > 1 − ε
(j = 1, . . . , n). By the Hahn–Banach theorem there exists x∗j ∈ E∗, ∥x∗j ∥ = 1, such that |x∗j (xj)| = 1 (j = 1, . . . , n). Now
define Qj ∈ P (k+1E) by
Qj(x) =
Pj(x) · x∗j (x)
∥Pj · x∗j ∥
, j = 1, . . . , n.
Obviously, ∥Qj∥ = 1 and by the definition of c(n, k+1; E) there is a unit vector x0 ∈ E such that |Qj(x0)| ≥ c(n, k+1; E) − ε
for all j = 1, 2, . . . , n. Therefore, for all j = 1, 2, . . . , nwe havePj(x0) ≥ |Pj(x0)x∗j (x0)|
≥ Pj · x∗j  (c(n, k+ 1; E)− ε)
≥ Pj(xj) x∗j (xj) (c(n, k+ 1; E)− ε)
≥ (1− ε) (c(n, k+ 1; E)− ε) .
Hence, (1− ε) (c(n, k+ 1; E)− ε) ≤ c (n, k; E). Since ε > 0was arbitrary, we finally have c (n, k; E) ≥ c (n, k+ 1; E). 
Proposition 9. Let E be a Banach space of dimension≥ 2. If E∗ is strictly convex, then c(n, k; E) < 1 for all n ≥ 2, k ≥ 1.
Proof. By Propositions 7 and 8 it is enough to show c(2, 1; E) < 1. Let us assume that c(2, 1; E) = 1. If y1, y2 are two
linearly independent vectors of E we consider F = span {y1, y2} which is a 2 dimensional closed subspace of E. Then there
is an Auerbach basis for F , {(e1, e2), (x∗1, x∗2)}. That is, there exists a basis {e1, e2} of F , with dual basis

x∗1, x
∗
2

, such that
∥ei∥ = ∥x∗i ∥ = 1 (i = 1, 2). By the Hahn–Banach theorem there are x˜∗1, x˜∗2 ∈ E∗ such that ∥x˜∗i ∥ = 1 and x˜∗i |F = x∗i (i = 1, 2).
Since c(2, 1; E) = 1, there is a sequence (zn) in E with ∥zn∥ = 1, such that for all n ∈ N |x˜∗i (zn)| > 1− 1/n (i = 1, 2). Since
limn→∞ |x˜∗i (zn)| = 1 (i = 1, 2), there areλ1, λ2 ∈ C and a subsequence

znj

such that |λ1| = 1 = |λ2|, limj→∞ x˜∗1(znj) = λ1
and limj→∞ x˜∗2(znj) = λ2.
Let α(s) := s/|s| for a nonzero complex number s and α(0) := 1. Note that α(λ1)x˜∗1 , α(λ2)x˜∗2 are different unit vectors in
E∗. Thus, by the strict convexity of E∗ we haveα(λ1)x˜∗1 + α(λ2)x˜∗2 /2 < 1.
Note that for all j ∈ N
|{α(x˜∗1(znj))x˜∗1(znj)+ α(x˜∗2(znj))x˜∗2(znj)}/2| ≤ ∥{α(x˜∗1(znj))x˜∗1 + α(x˜∗2(znj))x˜∗2}/2∥.
It follows that
1 = (|λ1| + |λ2|)/2 = |{α(λ1)λ1 + α(λ2)λ2}/2|
= lim
j→∞ |{α(x˜
∗
1(znj))x˜
∗
1(znj)+ α(x˜∗2(znj))x˜∗2(znj)}/2|
≤ lim
j→∞ ∥{α(x˜
∗
1(znj))x˜
∗
1 + α(x˜∗2(znj))x˜∗2}/2∥
= ∥{α(λ1)x˜∗1 + α(λ2)x˜∗2}/2∥ < 1,
which is a contradiction. Therefore, we have c(2, 1; E) < 1. 
Corollary 10. Let n, k ∈ N and let E be a Banach space with dimE ≥ 2. Suppose E∗ is strictly convex. Then c(n, k; E) = 1 if and
only if n = 1.
Proof. (⇒): suppose c(n, k; E) = 1. Proposition 8 implies that 1 = c(n, k; E) ≤ c(n, 1; E) ≤ 1. Hence, c(n, 1; E) = 1 and
by Proposition 9 we have n = 1.
(⇐): it is obvious that c(1, k; E) = 1. 
Notice that the strict convexity requirement on E∗ in Proposition 9 is not a necessary condition. In fact, let E = ℓ21. We
claim that c(2, 2; E) ≤ 15 . Since c(2, 2; E) = c(2, 2; ℓ2∞) because E and ℓ2∞(= E∗) are isometric, it is enough to show that
532 A. Kavadjiklis, S.G. Kim / J. Math. Anal. Appl. 396 (2012) 528–535
c(2, 2; ℓ2∞) ≤ 15 . Let P1(x, y) = 15x2 + 15y2 + 35xy and P2(x, y) = 15x2 + 15y2 − 35xy in P (2l2∞). We can easily check that∥Pj∥ = 1 (j = 1, 2) and
1
5
= sup{c > 0 : there exists (x0, y0) in Sl2∞ such that |Pj(x0, y0)| > c for j = 1, 2}.
By Propositions 7 and 8, c(n, k; E) ≤ 15 for all n, k ≥ 2.
Proposition 11. Suppose E is an infinite dimensional Banach space. Then
lim
n,k→∞ c(n, k; E) = limn→∞ limk→∞ c(n, k; E) = limk→∞ limn→∞ c(n, k; E).
Proof. By Proposition 8, for each n ∈ N (c(n, k; E))∞k=1 is a decreasing sequence in [0, 1]. So limk→∞ c(n, k; E) exists in [0, 1].
Let an := limk→∞ c(n, k; E) (n ∈ N). By Proposition 7, (an) is a decreasing sequence in [0, 1]. So limn→∞ an exists in [0, 1].
Let a = limn→∞ an and let ε > 0 be given. There is an n0 ∈ N such that an0 − a < ε/2. Since an0 = limk→∞ c(n0, k; E), there
is a k0 ∈ N such that c(n0, k0; E)− an0 < ε/2. By Propositions 7 and 8, for n ≥ n0 and k ≥ k0 we have
c(n, k; E)− a ≤ c(n0, k; E)− a
≤ c(n0, k0; E)− a
= (c(n0, k0; E)− an0)+ (an0 − a) < ε.
Hence, limn,k→∞ c(n, k; E) = a = limn→∞ limk→∞ c(n, k; E). A similar argument shows that limn,k→∞ c(n, k; E) = limk→∞
limn→∞ c(n, k; E). 
Let E and F be Banach spaces and let E∗∗, F∗∗ be the biduals of E and F respectively. A bounded k-homogeneous polynomial
P on E has an extension P ∈ P (kE∗∗) which is called [12] the Aron–Berner extension of P . In fact, P is defined in the
following way: we first start with the complex-valued bounded k-homogeneous polynomial P ∈ P (kE). Let A be the
bounded symmetric k-linear form on E corresponding to P . We can extend A to a k-linear form A on the bidual E∗∗ in such a
way that for each fixed j, 1 ≤ j ≤ k and for each fixed x1, . . . , xj−1 ∈ E and zj+1, . . . , zm ∈ E∗∗, the linear form
z → A(x1, . . . , xj−1, z, zj+1, . . . , zk), z ∈ E∗∗,
is weak-star continuous. By this weak-star continuity A can be extended to a k-linear form A on E∗∗, beginning with the last
variable and working backwards to the first. Then the restriction
P(z) = A(z, . . . , z)
is called the Aron–Berner extension of P . In particular, Davie and Gamelin [13] proved that ∥P∥ = ∥P∥. It is worth noting
that A is not symmetric in general.
Next, for a vector-valued k-homogeneous polynomial P ∈ P (kE : F), the Aron–Berner extension P ∈ P (kE∗∗ : F∗∗) is
defined as follows: given z ∈ E∗∗ andw ∈ F∗,
P(z)(w) = w ◦ P(z).
For x ∈ E, we define δx : E∗ → C by δx(x∗) = x∗(x) for each x∗ ∈ E∗. Then δx ∈ E∗∗. Let (xα) be a net in E and x∗∗0 ∈ E∗∗.
We say that (xα) converges polynomial-star to x∗∗0 if for every P ∈ P (kE)(k ∈ N), P(xα) converges to P(x∗∗0 ), where P is the
Aron–Berner extension of P .
Proposition 12. For n, k ∈ N and any Banach space E we have
c(n, k; E∗∗) ≤ c(n, k; E).
Proof. Let ε > 0, let P1, . . . , Pn ∈ P (kE) with ∥Pj∥ = 1 and let P1, . . . , Pn ∈ P (kE∗∗) be the Aron–Berner extensions of
P1, . . . , Pn respectively. By the result of Davie–Gamelin [13], ∥Pj∥ = ∥Pj∥ = 1 for all j = 1, 2, . . . , n. By the definition of
c(n, k; E∗∗), there is some unit vector x∗∗0 ∈ E∗∗ such that |Pj(x∗∗0 )| ≥ c(n, k; E∗∗)− ε for all j = 1, 2, . . . , n. Since, see [13],
BE is polynomial-star dense in BE∗∗ , there is some net (xα) in BE such that

δxα

converges polynomial-star to x∗∗0 in BE∗∗ ,
where δxα ∈ E∗∗ such that δxα (x∗) = x∗(xα) for x∗ ∈ E∗. Then,
lim
α
Pj(xα) = lim
α
Pj(δxα ) = Pj(x∗∗0 ), for all j = 1, 2, . . . , n.
Thus there is xα0 such that |Pj(xα0)| ≥ |Pj(x∗∗0 )|−ε ≥ c(n, k; E∗∗)−2ε for all j = 1, 2, . . . , n, which shows c(n, k; E∗∗)−2ε ≤
c(n, k; E). Since ε > 0 was arbitrary, we have c(n, k; E∗∗) ≤ c(n, k; E). 
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Our aim now is to find the exact value of c

2, 2; ℓ22

, where ℓ22 is the 2-dimensional Euclidean space. For this we need
to study trigonometric polynomials of least deviation from zero in the Lebesgue measure. Let Tn be the set of trigonometric
polynomials
Tn(t) = a02 +
n
k=1
(ak cos kt + bk sin kt)
of degree nwith real coefficients. On the set Tn we consider the functional
µ (Tn) = m (t ∈ [0, 2π ] : |Tn (t)| ≥ 1)
whose value is the Lebesgue measure of the set of points in [0, 2π ] or on the torus T, at which the absolute value of the
polynomial Tn ∈ Tn is greater than or equal to 1. For a fixed α ≥ 0, let Tn(α) be the set of trigonometric polynomials of
degree n of the form
Tn(t) = α cos nt + Tn−1(t) , Tn−1 ∈ Tn−1.
Then,
σn (α) = inf {µ (Tn) : Tn ∈ Tn (α)}
is the value of the best approximation of the zero function by Tn ∈ Tn (α). The problem is nontrivial only for α > 1. Arestov
and Mendelev [14] have given the exact value of σn (α).
Lemma 13 ([14, Theorem 1]). For α > 1 and n ∈ N
σn (α) = 4 arccos 1
α1/2n
. (4)
In this paper we need to find
inf {µ (α cos 2t + c) : α cos 2t + c ∈ T2 (α)} = inf {µ (α cos 2t + c) : c ∈ R(= T0)} ,
where 1 ≤ α ≤ 3. Since α varies over the interval [1, 3], we cannot apply directly (4). Instead, we have to consider some
cases for α.
Lemma 14. Let P (x, y) = ax2 + by2 + cxy be an arbitrary 2-homogeneous polynomial on the two dimensional Euclidean space
with ∥P∥ = sup |P (x, y)| : x2 + y2 = 1 = 1. Consider the associated real trigonometric polynomial T2 (t) := P (cos t, sin t)
of degree two with supt∈[0,2π ] |T2(t)| = 1. Then, the set
{t ∈ [0, 2π ] : |T2 (t)| ≥ 1/3} = {t ∈ [0, 2π ] : |3T2 (t)| ≥ 1}
contains closed subintervals of [0, 2π ] with total Lebesgue measure
m (t ∈ [0, 2π ] : |T2 (t)| ≥ 1/3) ≥ π.
Proof. The case c = 0 and a = b is trivial. Observe that in all other cases
T2(t) = a cos2 t + b sin2 t + c cos t sin t
= a− b
2
cos 2t + c
2
sin 2t + a+ b
2
= A cos(2t + θ)+ B,
where A = 12

(a− b)2 + c2 > 0, cos θ = (a− b)/2A, sin θ = −c/2A (θ is a shift of the argument) and B = (a+ b)/2. We
can choose θ so that |T2(t)| = |A cos(2t + θ)+ |B||. We have
∥P∥ = sup
t∈[0,2π ]
|T2(t)| = |A| + |B| = A+ |B| = 1
and therefore
|T2(t)| = |A cos(2t + θ)+ 1− A| = |1− 2A sin2(t + θ/2)|,
where A ∈ (0, 1]. Since the functional
µ(T2) = m (t ∈ [0, 2π ] : |A cos (2t + θ)+ 1− A| ≥ 1/3) (5)
is invariant with respect to a shift of argument of the trigonometric polynomial, we can assume that θ = 0. We have to
prove that the infimum of the functional (5) over A ∈ (0, 1] is at least π . It is easy to check that
{t ∈ [0, 2π ] : |T2 (t)| ≥ 1/3} = {t ∈ [0, 2π ] : |sin t| ≤ 1/
√
3A} ∪ {t ∈ [0, 2π ] : |sin t| ≥ 2/3A}. (6)
We only need to consider A > 1/3.
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Case1. If 1/3 < A ≤ 2/3, it follows from (6) that
{t ∈ [0, 2π ] : |T2 (t)| ≥ 1/3} ⊇

t ∈ [0, 2π ] : |sin t| ≤ 1/√2

.
Hence,
µ (T2) ≥ 4 arcsin 1√
2
= π.
Case2. Let 2/3 ≤ A ≤ 1⇔ 2 ≤ 3A ≤ 3. If we argue as in the previous case, then
{t ∈ [0, 2π ] : |T2 (t)| ≥ 1/3} ⊇

t ∈ [0, 2π ] : |sin t| ≤ 1/√3

and this implies
µ (T2) ≥ 4 arcsin 1√
3
.
But, 4 arcsin

1/
√
3

< π and this is an unsatisfactory lower bound for µ (T2). Therefore, in order to prove in this
case that µ (T2) ≥ π we shall use (4). Observe first that
µ (T2) = m (t ∈ [0, 2π ] : |3A cos t + 3− 3A| ≥ 1) .
Since 3A ≥ 2, an application of (4) with n = 1 yields
µ (T2) ≥ 4 arccos 1√
3A
≥ 4 arccos 1√
2
= π. 
Theorem 15. If H is a real Hilbert space of dimension at least 2, then
c (2, 2;H) = 1
3
.
Proof. First we show the theorem in case H = ℓ22. That is, we now claim: c(2, 2; ℓ22) = 1/3.
Let P1(x, y) = ax2 + by2 + cxy, P2(x, y) = a′x2 + b′y2 + c ′xy ∈ P (2ℓ22)with ∥P1∥ = ∥P2∥ = 1. Write
Mj :=

θ ∈ [0, 2π ] : Pj(cos θ, sin θ) ≥ 13

(j = 1, 2).
By Lemma 14M1 ∩M2 ≠ ∅, which shows that c(2, 2; ℓ22) ≥ 1/3.
Next consider the 2-homogeneous polynomials P(x, y) = − 13x2 + y2 and Q (x, y) = x2 − 13y2. Observe that ∥P∥ = ∥Q∥
= 1 and for (1/√2, , 1/√2) ∈ Sℓ22 we have |P(1/
√
2, 1/
√
2)| = |Q (1/√2, 1/√2)| = 1/3. Let (x, y) ∈ Sℓ22—by symmetry,
we can assume x2 ≥ y2. Then we have
min {|P(x, y)|, |Q (x, y)|} ≤
y2 − 13x2
 ≤ max23y2, 13x2

≤ 1
3

x2 + y2 = 1
3
and our claim follows.
Let P1, P2 ∈ P (2H) be arbitrary with ∥P1∥ = ∥P2∥ = 1. Since H is reflexive, H has the Radon–Nikodym property
[15, Corollary III.2.13] and by Choi and Kim [8, Theorem 2.7] NA(P (2H)) is dense in P (2H). Therefore, we can assume that
P1 and P2 attain their norm. Let x1, x2 ∈ SH such that |Pj(xj)| = ∥Pj∥ = 1 and let F = span{x1, x2}.
If dim F = 1, then x2 = λx1 for some λ = ±1. Thus |Pj(x1)| = 1 (j = 1, 2) and the dim F = 1 case follows.
Suppose dim F = 2. Then F is isometric to ℓ22 and if Qj = Pj|ℓ22 , Qj ∈ P (2ℓ22) and ∥Qj∥ = 1 for each j = 1, 2. By the claim
there exists a unit vector x in ℓ22, and hence in H , such that
|Pj(x)| = |Qj(x)| ≥ 13 (j = 1, 2)
and therefore c (2, 2;H) ≥ 1/3. Since by Lemma 2 c(2, 2;H) ≤ c(2, 2; ℓ22) = 1/3, we finally have c (2, 2;H) = 1/3. 
Since c(2, 2; ℓ22) = 1/3 and the Banach–Mazur distance d(ℓ21, ℓ22) =
√
2, from Lemma 1 we get c(2, 2; ℓ21) ≥ 1/6. But
ℓ21 is 1-complemented in ℓ1(I), where I is an index set with card I ≥ 2, and it is known that ℓ1(I) has the Radon–Nikodym
property (see [15, Corollary III.3.8]). Arguing as in the proof of Theorem 15 we conclude that c(2, 2; ℓ1(I)) ≥ 1/6 and
therefore by Remark 2 c(2, 2; E) ≥ 1/6, for every real Banach space E of dimension at least 2.
Proposition 16. For every real Banach space E of dimension at least 2 we have c(2, 2; E) ≥ 1/6.
A. Kavadjiklis, S.G. Kim / J. Math. Anal. Appl. 396 (2012) 528–535 535
Finally, since the Banach–Mazur distance d(F , ℓn2) ≤ n|
1
2− 1p |, 1 ≤ p ≤ ∞ for any n-dimensional subspace F of Lp(µ)
(see [16]), an argument similar to the previous one shows the following result. We spare the reader the details.
Proposition 17. For real Lp(µ)-spaces of dimension at least 2 we have
c(2, 2; Lp(µ)) ≥ 2

1− 2p

3
(1 ≤ p ≤ 2) and c(2, 2; Lp(µ)) ≥ 2

2
p−1

3
(2 ≤ p <∞).
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