1. Introduction {#sec1}
===============

The increasing world demand in agricultural production is putting more and more pressure on the agroecosystems and on the food chain in general, bringing a new scenario for agricultural policies and scientific research. Currently, 7.6 billion people live on Earth and is expected to reach 9.8 billion people by 2050 ([@bib44]). This increase will require a 70--100% rise in food production given projected trends in diets, consumption, and income ([@bib67]), and a regular increase in the area allocated for cultivation ([@bib15]). It also poses a challenge on food security monitoring systems ([@bib16]; [@bib70]). In this regard, operational crop yield forecasting systems have critical value with a direct economic and social impact, from food prices to food policies, international trades, and land use decisions ([@bib42]; [@bib5]; [@bib51]; [@bib38]; [@bib41]). Accurate and timely crop yield estimation is currently one of the major challenges in agricultural research and of paramount interest to governments, public administrations, and farm managers ([@bib25]; [@bib43]; [@bib17]).

Traditionally, crop yield estimates were based on agro-meteorological models or on the compilation of the survey information that farmers provided during the growing season. Constraining agro-meteorological models is complicated, and often reconciliation with field observations is not possible. In addition, they are not generally adapted to larger scales and are time and resource consuming ([@bib29]; [@bib67]). In the last decade, the availability of Earth observation (EO) data has opened new ways for efficient agricultural mapping, crop monitoring and assessment. EO satellites naturally capture key information about crops that can influence yields with accuracy and timeliness. In this regard, it is a unique means to provide information about crop status over large areas with regular revisits, and allows deriving spatially explicit and temporally resolved maps of production and yield ([@bib4]; [@bib15]). Most studies on the use EO data for crop estimation are centered on visible and infrared sensors such as AVHRR, Landsat or MODIS. The information obtained in the visible range is most often associated to vegetation greenness (or chlorophyll content) and indirectly to plant growth, while infrared sensors are mainly used to examine the thermal characteristics of the vegetation ([@bib18]; [@bib17]). However, the temporal availability of visible and infrared EO data is problematic since, at these frequencies, the clouds prevent measuring the land surface, and therefore crop properties at key stages may not be recorded. Alternatively, some recent works have introduced the use of low-frequency passive microwave data for crop assessment ([@bib49]; [@bib23]; [@bib46]; [@bib50]; [@bib10]; [@bib34]). Passive microwave EO data provides information of the water content in soils and vegetation, even under cloudy conditions and at night. Still, the spatial resolution of passive microwave EO data is coarse ($\approx 30$ km), and therefore they are most appropriate for large-scale crop yield studies.

In this work, we are interested in the synergistic use of optical and passive microwave data for the particular problem of crop yield estimation. To do so, analysis and fusion of both types of information is needed:•*Optical vegetation indices.* The great majority of studies summarize the multispectral information into a single metric known as vegetation indices (VIs) related to plant status ([@bib27]; [@bib36]). Actually, optical vegetation indices are easy to compute and useful to monitor the quantity, quality and behaviour of the vegetation ([@bib74]). The vegetation dynamics or phenology characterizes the seasonal timing of vegetation growing seasons, canopy growth and senescence ([@bib28]). Among the most widely used VIs, the Normalized Difference Vegetation Index (NDVI) has been extensively and successfully used in agricultural mapping and monitoring, as well as in many crop yield studies ([@bib52]; [@bib45]; [@bib6]; [@bib11]; [@bib30]). In the majority of cases, NDVI is complemented with the Enhanced Vegetation Index (EVI) as it generally improves the sensitivity over biomass regions, overcomes the saturation problem of NDVI, and alleviates the influence of atmospheric effects ([@bib72]; [@bib61]; [@bib75]). In either case, the rationale for using VIs or optically-derived biophysical parameters such as the Leaf Area Index (LAI) and the fraction of photosynthetically active radiation (fAPAR), is that they are sensitive to the amount of photosynthetic active vegetation, which depends on the biotic and abiotic conditions that affect crop status and, ultimately, determine final yield ([@bib40]). Accordingly, regression models have been proposed to relate VIs computed at a particular the day of year (DOY) with the yield ([@bib13]; [@bib6]). Other studies used a shape model fitting derived from time series of VIs to detect the phenological stages of crops and determine the dates of the required input data ([@bib57], [@bib58]). Interestingly, the anomalies of VIs during the growing season have also been used to predict changes in crop yield ([@bib73]). But commonly, the dominant approach integrates a single or multi-year time series of VIs with statistical regression models either in the form of seasonal or annual metrics ([@bib71]; [@bib35]; [@bib54]).•*Microwave vegetation optical-depth.* The vegetation optical depth (VOD) is a parameter accounting for the attenuation of microwave signals naturally emitted by the soil as they pass through the vegetation canopy ([@bib39]). It is sensitive to the canopy structure and the amount of living biomass, being directly proportional to the volumetric water content of vegetation ([@bib26]; [@bib19]; [@bib3]). Also, it is relatively insensitive to signal degradation from solar illumination and atmospheric effects, which makes them an ideal piece of information for phenology and crop production studies ([@bib28]). Unlike optical VIs, which are related to the amount of green leaf biomass and constitute good indicators of photosynthetic activity, the VOD accounts for other plant hydraulic properties and for the canopy structure to different degrees, depending on the frequency. VOD from longer microwave wavelengths (i.e., L-band) are able to penetrate the vegetation cover up to high densities and represent the canopy water in total aboveground biomass ([@bib63]; [@bib20]). An environmental factor as essential as water can drive yield production in crops, and is therefore indispensable to take into account throughout crop growth ([@bib25]; [@bib46]). However, the applicability of VOD in agriculture, yet providing new venues of research, has been assessed in only few previous studies so far, most probably due to the coarse spatial resolution of current estimates ([@bib20]).

Blending these two types of information is not new. Previous studies investigated relationships between VOD and different optical vegetation indices ([@bib37]; [@bib33]; [@bib50]) and demonstrated that VOD provides new information about crop phenology that standard vegetation indices do not capture, and that it is able to follow the crop progress an their phenological phases ([@bib23]; [@bib10]; [@bib34]). The information captured by the two vegetation products is different and complementary ([@bib12]; [@bib63]), and their synergy contributes to a more comprehensive view of land surface phenology ([@bib28]). The fact is that optical-infrared VIs and VOD do not necessarily respond identically to changes in crop status ([@bib37]). Some studies combined both spectrum ranges and showed that VOD seasonal variations on VIs and VOD are highly synchronous, with the peak of VOD succeeding the peak of the VIs, with distinct time lags depending on the specific vegetation species or land use ([@bib33]; [@bib3]; [@bib64]), thus indicating that they account for different yet coupled processes. Indeed, the water stored in crop tissue increases through the growing vegetation stages and decreases during senescence ([@bib49]; [@bib23]; [@bib50]). This general behaviour of the VOD signal allows to relate the phenology of the vegetation and yield in a variety of agro-ecosystems. Studies also demonstrated that VOD remained noticeably higher than NDVI throughout the non-growing season over sites dominated by mixed croplands ([@bib28]). In general, the use of satellite data across various spectral ranges has been shown to improve monitoring of large-scale crop growth and yield beyond what can be achieved from individual sensors ([@bib20]; [@bib15]).

In this study we introduce two approaches to synergistically combine optical and microwave data for the crop yield estimation problem:•*Synergistic metric approach.* We propose the lag of maximum correlation between EVI and VOD time series as a novel joint metric for crop estimation. The proposed metric combines both time series in a summarizing statistic of the two time series, unlike standard metrics that focus only on summarizing individual time series.•*Machine learning approach.* Summarizing metrics are practical and widely-used, but they constitute a quite limited approach: parametric models impose a simple and arbitrary form to the relation between the indices and the crop yield, and they disregard nonlinear feature relations. Alternatively, we also propose machine learning (ML) regression models that exploits the whole time series as feature vectors. ML models fit a non-parametric nonlinear model which typically improves the results.

We introduce the use of both a regularized linear regression (RLR) model and its nonlinear extension, called kernel ridge regression (KRR) ([@bib7]), to relate EVI and VOD time series to county-scale crop yield. Models are trained on agricultural survey data from the National Agricultural Statistics Service (USDA-NASS). We develop four models: a general crop production model, and three crop specific models for corn, soybean and wheat. Models are evaluated in scenarios of crop yield *estimation*, where all observations before the harvesting time are used, and in a *within-season forecasting* setting where an increasing number of time observations are included. In both settings, we show empirically that (1) the proposed synergistic lag metric improves results over common single-sensor metrics, (2) the combination of optical and microwave data leads to largely improved predictions in all cases and crops, and (3) the machine learning models excel in exploiting multisource and multitemporal information. We also perform a dedicated experiment with multi-year data to assess the capability of the developed models to work with additional data.

2. Data collection {#sec2}
==================

2.1. Study area {#sec2.1}
---------------

The study is focused in the extensive croplands within the so-called Corn Belt of Midwestern United States (see [Fig. 1](#fig1){ref-type="fig"}). It comprises eight states: Illinois, Indiana, Iowa, Minnesota, Nebraska, North Dakota, Ohio and South Dakota. About 50% of the annual production of corn and soybean of total U.S. production comes from the Corn Belt ([@bib59]), which makes it one of the world\'s most important food baskets ([@bib75]; [@bib20]). For year 2015 (our study period), the United States had about 44% of corn, 35% of soybean and 10% of wheat global production (FAO, <http://www.fao.org/home/en>).Fig. 1Study Area including the 8 states and cropland mask following the MODIS IGBP land cover classification. Only pixels classified as croplands were considered in this study.Fig. 1

Remarkably, the US Department of Agriculture (USDA) routinely collects and makes available extensive information on crop development and production over this region with a unique level of detail that allows the development of large-scale crop yield assessment algorithms based on satellite data. Hence, numerous studies and field experiments have been conducted in the U.S. Corn Belt for agricultural research and, more specifically, for crop estimation and prediction e.g., [@bib73]; [@bib69]; [@bib27]; [@bib20]; [@bib10].

2.2. Survey data {#sec2.2}
----------------

The USDA\'s National Agricultural Statistics Service (USDA-NASS) conducts hundreds of surveys every year and prepares reports with detailed agricultural information covering the whole national territory (available at <http://quickstats.nass.usda.gov/>). An exhaustive database can be queried to access information such as area planted, area harvested and yield per crop type planted at different geographical levels: country, state, agricultural district or county scales. Information on crop progress or *phenology* is only available at the state level.

In this work, we selected county-level yield and area planted for the 2015 season for all the cultivated crops in the region of study, namely corn, soybeans, wheat (including winter, durum and spring varieties), oats, beans, barley, peas, canola, flaxseed, sorghum and lentils. Yield values per crop (given in bushels/acre or lb/acre, depending on the crop) were converted to kg⋅m^−2^ using published conversion tables ([@bib66]). The total area planted per county was obtained and used to compute the percentage of area planted per crop within each county, hereinafter referred to as 'crop proportion.' A single yield value per county was then obtained as a weighted average of the yield and area planted of all the crops reported.

After screening out the counties with no EVI or VOD satellite data available for the study period, the agricultural survey dataset contained a total of 385 counties. [Fig. 2](#fig2){ref-type="fig"}a shows the histogram of the reported yield per county for year 2015 and for the three major crops grown in the region: corn, soybean and wheat. It shows that corn is the most productive crop (median yield of 1.13 kg⋅m^−2^), followed by wheat (median yield of 0.41 kg⋅m^−2^) and soybean (median yield of 0.37 kg⋅m^−2^). Regarding crop distribution and heterogeneity, percentages of area planted for the three crop types are displayed in [Fig. 2](#fig2){ref-type="fig"}b. Corn and soybean are the major crops in the central and southeastern areas. In contrast, wheat predominates across the north and northwestern areas, where other species are also present but in a lower proportion. Corn and soybean were planted in 363 and 361 counties, respectively, and wheat was planted in 204 counties.Fig. 2Left: histogram on the reported yield per county for the three major crops grown in the study area (soybean, wheat and corn). Right: County-scale percentages of area planted for corn, soybean, and other crops (mainly wheat). Each vertex in the triangle corresponds to 100%.Fig. 2

2.3. VOD data from SMAP {#sec2.3}
-----------------------

Microwave-based VOD is a measure of the attenuation of soil microwave emissions when they pass through the vegetation canopy ([@bib39]). It is sensitive to the canopy structure and the amount of living biomass, being directly proportional to the volumetric water content of vegetation ([@bib26]; [@bib68]; [@bib47]). A great advantage with VOD is that, unlike optical vegetation indices, it is possible to recover information from microwaves through clouds. This is of considerable interest for agricultural applications in order not to miss important crop stages, because generally, almost two-thirds of the globe is covered with clouds. Here VOD is used for crop yield estimation alone or in combination with EVI. The VOD data set is obtained using the multitemporal dual channel algorithm (MT-DCA) ([@bib32]). The algorithm was designed to estimate soil moisture and VOD from single look-angle L-band radiometric observations using two consecutive overpasses and no ancillary information on vegetation. SMAP VOD datasets retrieved using MT-DCA have shown good agreement with vegetation and land cover patterns at a variety of ecosystems ([@bib50]; [@bib31]; [@bib10]; [@bib14]).

In this study, SMAP L-band VOD daily maps over the U.S Corn Belt (April to October 2015, 213 images) were used. The dataset is provided in the EASE 9 km grid ([@bib31]). The following pre-processing steps were performed to the VOD time series: (i) pixels with frozen soils were screened out using the SMAP radiometer-based snow and frozen ground flags ([@bib48]). (ii) a 7-day moving average was applied to reduce high frequency noise and any temporal gaps in the time series were filled by fitting an auto-regressive model; the order of the model was selected iteratively on a pixel basis to minimize the Akaike information criterion ([@bib2]). (iii) pixels with less than 19 days between minimum and maximum VOD were discarded, as suggested by [@bib10].

2.4. EVI data from MODIS {#sec2.4}
------------------------

The EVI is a VI/NIR index used as a proxy of vegetation condition and photosynthetic activity ([@bib24]). Here it is used as input for crop yield estimation alone or in combination with microwave VOD. The EVI dataset is obtained from the MODIS/Terra MOD13C1 v6. product. It provides global 16-day composites on a 0.05^∘^ regular grid that were resampled in this work to the EASE2 9 km grid using bilinear interpolation. A total of thirteen images were acquired for the period April to October 2015. MODIS products are available through NASA\'s Land Processes Distributed Active Archive Center (LPDAAC).

2.5. Land cover {#sec2.5}
---------------

The MODIS International Geosphere-Biosphere Programme land cover (IGBP, MCD12C1 product v.6) was used here to identify the croplands in the region. We converted the classification map from its native 0.05^∘^ grid to the coarser EASE2 9 km grid using the statistical mode as a criteria for the spatial aggregation. Subsequently, we created a mask of purely cropland pixels and screened out satellite data from mixed and non-agricultural pixels from the study.

3. Methodology {#sec3}
==============

In this section we present the proposed methodology for crop yield estimation and forecasting using summarizing metrics and full time series of EVI and VOD. A general scheme of the study logic is shown in [Fig. 3](#fig3){ref-type="fig"}. In the next subsections we describe one-by-one the steps of the methodology.Fig. 3Schematic representation of the proposed methodology: a) pre-processing steps, b) set-up of input feature space, and c) crop yield assessment. We start by extracting the MODIS EVI and SMAP VOD time series at the county scale. These time series are then used to capture crop phenology and predict yield in two complementary ways: using summarizing metrics (i.e., maximum value, small integral, PC1 or EVI/VOD lag) or the full temporal series. Subsequently, these descriptors are fed into a machine learning regression algorithm and trained to estimate crop yield. After training the models with a reduced set, they are applied to the whole area to generate spatially explicit crop yield estimates.Fig. 3

3.1. Preprocessing {#sec3.1}
------------------

To carry out the crop estimation experiments, we fixed a satellite temporal observational window from April to October 2015. This period includes the growing and senescence stages of all crops in the study area, and ensures estimations can be performed before harvest. Usually, the temporal window is determined by the crop phenological stages, which depends on each crop type. This, however, requires the identification of the start/end of the photosynthetically active growing season to define the window, which is tedious, depends on the timing of greenup of the mixture of crops within each county, and in the end does not allow us to account for the variability in crop phenology. Instead, with the temporal window defined, we are able to use all data available within those seven months. Having the 7 months of EVI and VOD data projected in the 9 km EASE2 grid (see Section [2](#sec2){ref-type="sec"}), we need to relate the satellite pixel-based information to the survey data at the county scale. To do so, we extracted the pixels from each county according to its geographic boundaries given by shapefile polygons. Pixels that overlapped multiple counties were assigned only to the county enclosing the pixel centroid. Then, the pixels assigned to each county were spatially averaged to produce time series of EVI and VOD data at the county-level ([Fig. 3](#fig3){ref-type="fig"} (a)). We used those county-averaged time series (and their derived metrics) directly as predictors. Note that an agricultural mask was applied to the satellite data, but no further classification per crop-type was performed.

The result of the county-based aggregation was a 13-dimensional and a 213-dimensional feature vector per county corresponding to the EVI and VOD spatially-averaged time series, respectively. This allowed us to combine sensor information easily by just stacking the two feature vectors in a 226-dimensional joined vector per county. Alternatively, one can work with a summarizing metric instead of the full time series. In that case, only the metric (e.g., maximum and mean value, amplitude, integral, or our proposed lag metric) forms the feature vector summarizing the county information. A graphical representation of the two approaches is shown in [Fig. 3](#fig3){ref-type="fig"} (b). The metrics used are described in detail in the next subsection. .

3.2. Temporal metrics and the EVI/VOD lag {#sec3.2}
-----------------------------------------

It is customary to summarize the information content of a time series using metric statistics. A variety of seasonal metrics can be used to capture crop properties such as greenup and maturity or the rate of vegetative development, providing knowledge about the ecosystem status and the crop progress. Optical metrics such as peak of the growing season, slope, range of measurable photosynthetic activity or growing season length are typically used as input covariates for regression ([@bib53]; [@bib21]; [@bib75]; [@bib20]). Also, the use of VOD-based seasonal metrics for crop yield assessment was explored in a previous study ([@bib10]). It uses the same agricultural and VOD dataset used here, but comparisons of yield and VOD metrics are performed at a 36-km pixel scale. In particular, the metrics range and standard deviation were explored as measures of the rate of growth, the metrics small and large integral were explored as accumulative proxies, and the metrics maximum and average were introduced to capture levels during the growing period. A principal component regression was then used to combine all the metrics and the first principal component (PC1) was proposed as a summarizing metric, outperforming the rest. In this work, we explore three single-sensor metrics derived from EVI and VOD time series: (a) the maximum value, (b) the small integral (area under the growing period, see [Fig. 3](#fig3){ref-type="fig"}b), and (c) the PC1 metric proposed by [@bib10]. The information from start and end of season required to compute these metrics has been obtained from USDA-NASS phenology information, following the same strategy used by [@bib10].

We additionally introduce a *synergistic metric* based on the time lag between EVI and VOD time series. Differences between EVI and VOD data are visible in the time domain, where a clear time-shift is observed, see [Fig. 4](#fig4){ref-type="fig"}. VOD peaks (in blue) are delayed with respect to EVI peaks (in red) in all counties, with time lags ranging from 6 to 79 days. This lag is directly related with the seasonal synchronicity of plant water storage (represented by VOD) and leaf phenology (represented by EVI), which significantly varies across biomes ([@bib64]). Over croplands, different patterns of phenology result from different crop and seed varieties. Also, different crop types respond differently to environmental stresses such as soil moisture or temperature anomalies at different stages of growth, leading to different temporal signatures. We want to emphasize here that the EVI/VOD lag is related to crop yield ([Fig. 4](#fig4){ref-type="fig"}). Also, note that this lag allows us to differentiate the existing crop mixture in each county, which in turn is related to the amount of production. Interestingly, counties dominated by corn lead to the shorter lags, and counties dominated by wheat to the larger lags. However, a larger sample should be studied to confirm this result. It is worth noting here that in contrast with the previous metrics, this new metric can be computed on a fixed temporal window, i.e., it is not necessary to know the start and end of seasons of the crops involved. Unlike previous metrics, the lag metric merges the temporal characteristics of the two sources in a unique value.Fig. 4Left: County-scaled time series of MODIS EVI and SMAP VOD for the study area (see [Fig. 1](#fig1){ref-type="fig"}). Mean values are overlaid. Right: scatter plot showing the relationship of EVI/VOD lag and the associated yield per county. Colours represent the percentage of area planted for corn, soybean, and other crops (mainly wheat). Each vertex in the triangle corresponds to 100%. (For interpretation of the references to colour in this figure legend, the reader is referred to the Web version of this article.)Fig. 4

3.3. Machine learning methods {#sec3.3}
-----------------------------

In this work we also exploit metrics or time series of EVI, VOD, and their fusion, with statistical regression methods. In particular, we use a regularized linear regression (RLR) and a nonlinear (kernel-based) regression method called kernel ridge regression (KRR) ([@bib60]; [@bib7]; [@bib55]), which has provided excellent results in previous applications involving remote sensing data over land, atmosphere and water parameter estimation ([@bib65]; [@bib9]; [@bib56]). The KRR method generalizes the linear regression, and generally offers improved accuracy and reduced bias.

We are given a set of *N* county time series of *T* observations, and the associated crop total production or crop yield in the target variable *y*. The goal is to exploit the information in $\mathbf{x} \in \mathbb{R}^{T}$ to estimate $y \in \mathbb{R}$. In multivariate (or multiple) RLR the output *y* is assumed to be a weighted sum of *T* observations (note that $T = 1$ when using a single summarizing metric and $T = 226$ when the time series of EVI and VOD are stacked together), ${\mathbf{x} = \left\lbrack x_{1},\ldots,x_{T} \right\rbrack}^{\top}$, that is $\widehat{y} = \mathbf{x}^{\top}\mathbf{w} + w_{o}$. Maximizing the likelihood is equivalent to minimizing the sum of squared errors, and hence one can estimate the weights ${\mathbf{w} = \left\lbrack w_{1},\ldots,w_{T} \right\rbrack}^{\top}$ and bias $w_{o}$ by least squares minimization. Very often one imposes some smoothness constraints to the model and also minimizes the weights power, $\left| {|\mathbf{w}|} \right|^{2}$, thus leading to the RLR method. Linear regression is however a limited approach when the relationship between the input data and the target variable is non linear. In those cases, by definition nonlinear regression can do a better job. Kernel methods constitute a family of successful methods for nonlinear regression ([@bib60]; [@bib7]; [@bib55]). Kernel methods return a crop yield prediction for a new input vector $x_{\text{*}} \in \mathbb{R}^{T}$ as:$$\widehat{y} = f\left( \mathbf{x} \right) = \sum\limits_{i = 1}^{N}\alpha_{i}K\left( {\mathbf{x}_{i},\mathbf{x}_{\text{*}}} \right) + \alpha_{o},$$where $\left\{ \mathbf{x}_{i} \right\}_{i = 1}^{N}$ are county-level time series used in the training phase, $\alpha_{i}$ is the weight assigned to each one of them, $\alpha_{o}$ is the bias in the regression function, and *K* is a kernel or covariance function (parameterized by a set of hyper-parameters) that evaluates the similarity between the test county time series $\mathbf{x}_{\text{*}}$ and all *N* training county time series. The process can be interpreted as a template matching: when the test time series is similar (as measured by *K*) to a training time series, a similar estimate will be given yet weighted by its relevance (as given by $\alpha_{i}$). KRR essentially performs a regularized linear least squares regression in a feature space where the samples have been transformed to by a nonlinear mapping function. It can be shown that the solution is analytic, and reduces to solving a matrix inversion. As in any kernel method, one has to select the form of the similarity kernel function. In this work we selected the standard radial basis function (RBF) kernel, defined as $K\left( {\mathbf{x},\mathbf{x}'} \right) = \text{exp}\left( {- \left| {|{\mathbf{x} - \mathbf{x}'}|} \right|^{2}/\left( {2\sigma^{2}} \right)} \right)$, where *σ* is the length-scale value. The RBF kernel is by far the most widely used in the remote sensing community because it is a smooth function able to capture the variability present in the natural world ([@bib22]; [@bib62]; [@bib8]).

In this work, we developed RLR and KRR models for four scenarios: estimation of total crop production and estimation of corn, soybean and wheat production. In all cases, we need to choose a set of hyperparameters: the regularization *λ* value in both RLR and KRR models, and the lengthscale *σ* value for the KRR models. Model evaluation was done via standard cross-validation: the initial data collection was divided in two independent data sets consisting of 70% of counties to train the models, and the remaining 30% was reserved for the test set. All experiments were repeated 10 times randomly selecting the training and test sets.

4. Results and discussion {#sec4}
=========================

This section presents the empirical results obtained following the proposed methodology. We first give a numerical comparison based on standard accuracy measures in the four scenarios (i.e., total, corn, soybean and wheat yield estimation) with focus on the use of metrics vs. the use of full time series, single sensor vs. multisensor, and linear vs. nonlinear regression. Then, we show the crop yield estimation maps for the best models and perform an error analysis. Next, we explore the within-season forecasting setting by shortening the adopted time window. In the last section we explore capability of the models to work with additional data in a multi-year setting.

4.1. Numerical & statistical comparison {#sec4.1}
---------------------------------------

In this subsection, we report the mean and standard deviation of the mean error (ME), root mean square error (RMSE) and coefficient of determination (R^2^) over the 10 different trials/repetitions performed for each general and crop-specific production model.

The results obtained for the total yield estimation models are summarized on [Table 1](#tbl1){ref-type="table"}. Here, we aim at estimating the total production, computed as the weighted average of all the crops planted in the region (see Section [2](#sec2){ref-type="sec"}). We can observe that in all experiments the nonlinear models based on KRR achieved better results than linear models based on RLR. The best model is the KRR combining EVI and VOD full time series, which explains 84% of yield variance. Among the metrics, the proposed EVI/VOD lag outperforms the results obtained with the other metrics. It is able to explain 71% of yield variance, whereas the second best metric (PC1) is able to explain 45% with VOD and 38% using EVI. Note a higher $R^{2}$ of 0.65 was obtained for PC1 and VOD in ([@bib10]), probably due to the fact that regressions were performed at the 36 km scale, implying different season definitions and resulting metrics. The obtained results suggest that EVI and VOD time series contain complementary information that is worth exploiting jointly. Using data across optical and microwave spectral ranges enhances crop yield assessment capabilities beyond what can be achieved by using an individual sensor. We also performed experiments summarizing the time series using PCA, but results were comparable to the use of the whole time series (not shown).Table 1Results for the estimation of total yield: RMSE (x100) \[kg$\cdot$m^−2^\] and R^2^.Table 1Model*T*RLRKRR$N = 385$ countiesRMSER^2^RMSER^2^VOD~*max*~120.22 $\pm$ 0.620.15 $\pm$ 0.0420.53 $\pm$ 0.830.13 $\pm$ 0.05EVI~*max*~117.68 $\pm$ 0.80.34 $\pm$ 0.0653.73 $\pm$ 113.470.31 $\pm$ 0.14VOD~*int*~119.52 $\pm$ 0.850.22 $\pm$ 0.0516.91 $\pm$ 0.70.41 $\pm$ 0.05EVI~*int*~121.53 $\pm$ 1.070.02 $\pm$ 0.0245.26 $\pm$ 53.170.09 $\pm$ 0.05VOD~*pc*1~117.72 $\pm$ 1.190.34 $\pm$ 0.0216.21 $\pm$ 1.550.45 $\pm$ 0.07EVI~*pc*1~118.04 $\pm$ 1.230.36 $\pm$ 0.0517.67 $\pm$ 1.470.38 $\pm$ 0.07EVI/VOD~*lag*~113.51 $\pm$ 0.960.61 $\pm$ 0.05**11.92**$\pm$**1.460.71**$\pm$**0.04**EVI1310.97 $\pm$ 0.950.74 $\pm$ 0.039.8 $\pm$ 1.160.79 $\pm$ 0.04VOD2139.51 $\pm$ 1.330.79 $\pm$ 0.069.23 $\pm$ 1.230.81 $\pm$ 0.05EVI + VOD2268.85 $\pm$ 0.920.84 $\pm$ 0.03**8.72**$\pm$**0.910.84**$\pm$**0.03**

It can be noted that microwave data in the form of VOD attains better results using the integral and the PC1 metrics, whereas EVI leads to better results using the maximum. This could be interpreted as microwaves being able to capture better the growth rate relation to yield, and the optical maximum being more closely related to total yield. When EVI and VOD metrics are combined in the form of PC1, better results are obtained with the microwave-based metrics. Using full time series, results with VOD are also slightly better than with EVI. The fact that the EVI product chosen is provided as a 16-day composite and VOD is provided daily could have an impact in the obtained results. Weekly composites of EVI are expected to lead to a better characterization of the optical signature and should be explored in further studies. Also, advanced distribution regression methods could be explored to further exploit the native spatio-temporal information on the satellite data in the models ([@bib1]). Still, our results show that systematically, the combination of the optical and microwave data in the form of a single metric (the EVI/VOD lag) or stacking the time series leads to the best overall results. Particularly, the use of full time series improved the results significantly and made the processing simpler (no need of crop season definition or metric computation) and more straightforward.

The results for the crop-specific experiments (corn, soybean and wheat) for the proposed EVI/VOD lag metric and for the three full time series configurations are shown on [Table 2](#tbl2){ref-type="table"}. This is a more challenging scenario, since crop-type information at the parcel or sub-county level is not available, and the averaged satellite time series at the county scale contain aggregated information from mixed crops. The best model for crop-specific yield estimation is also the KRR combining EVI and VOD full time series. A highest performance was obtained for both corn and soybean with an $R^{2} \geq 0.9$, and a lower goodness-of-fit for wheat ($R^{2} = 0.72$). The EVI/VOD lag metric is able to explain the 73% and 60% of corn and soybean yield variance, respectively, but fails at estimating wheat. The capacity of the proposed synergistic metric to estimate corn and soybean production is remarkable, since single-sensor metrics over the same region failed at performing crop-specific estimates in previous approaches ([@bib10]). The fact that corn and soybean are the most abundant crops (in both extent and production) in the study area might explain the good results obtained for these crops. Wheat, on the contrary, is not well represented in the area and hence in the dataset. It only predominates across North Dakota and northwestern Minnessota, being present in a very low proportion in the rest of the study area (see [Fig. 2](#fig2){ref-type="fig"}). We hypothesize this directly translates in worse results. Note, however, that even in the more challenging scenario of wheat crop yield estimation, the synergistic use of optical and passive microwave data boosts the results.Table 2Results for the estimation of corn, soybean and wheat yields: RMSE (x100) \[kg$\cdot$ m^−2^\] and R^2^.Table 2Model*T*RLRKRRRMSER^2^RMSER^2^Corn, $N = 363$ countiesEVI/VOD~*lag*~110.45 $\pm$ 0.560.69 $\pm$ 0.039.79 $\pm$ 0.280.73 $\pm$ 0.02EVI139.17 $\pm$ 0.880.76 $\pm$ 0.047.77 $\pm$ 1.030.83 $\pm$ 0.03VOD2137.21 $\pm$ 0.540.85 $\pm$ 0.026.72 $\pm$ 0.670.87 $\pm$ 0.02EVI + VOD2265.95 $\pm$ 0.60.9 $\pm$ 0.03**5.6**$\pm$**0.510.91**$\pm$**0.02**Soybean, $N = 361$ countiesEVI/VOD~*lag*~14.3 $\pm$ 0.260.51 $\pm$ 0.043.92 $\pm$ 0.230.6 $\pm$ 0.03EVI132.68 $\pm$ 0.180.82 $\pm$ 0.042.2 $\pm$ 0.180.88 $\pm$ 0.03VOD2132.38 $\pm$ 0.180.85 $\pm$ 0.042.3 $\pm$ 0.180.86 $\pm$ 0.04EVI + VOD226**2.06**$\pm$**0.230.9**$\pm$**0.032.05**$\pm$**0.240.9**$\pm$**0.03**Wheat, $N = 204$ countiesEVI/VOD~*lag*~19.14 $\pm$ 0.730.03 $\pm$ 0.049.18 $\pm$ 1.210.06 $\pm$ 0.05EVI137.35 $\pm$ 0.720.31 $\pm$ 0.086.74 $\pm$ 0.830.42 $\pm$ 0.13VOD2135.8 $\pm$ 0.410.59 $\pm$ 0.115.38 $\pm$ 0.520.64 $\pm$ 0.12EVI + VOD2265.55 $\pm$ 0.450.65 $\pm$ 0.06**4.96**$\pm$**0.460.72**$\pm$**0.05**

4.2. Crop yield prediction maps and error assessment {#sec4.2}
----------------------------------------------------

In the previous subsection, we trained and cross-validated the models. The model leading to the best results in all the experiments was the KRR method with EVI and VOD time series, c.f. highlighted in bold in [Table 1](#tbl1){ref-type="table"}, [Table 2](#tbl2){ref-type="table"} Here, we apply this model to the whole study area to generate spatially explicit crop yield maps.

[Fig. 5](#fig5){ref-type="fig"} shows column-wise the yield survey data provided by USDA-NASS (taken here as the ground truth for training and validation), the crop yield estimation obtained with the KRR method on EVI + VOD time series, and the relative error maps between the survey data and the estimations. First row shows the maps for the total crop yield experiment ([Table 1](#tbl1){ref-type="table"}). The higher reported production is located in central latitudes in yellowish colours, and the lowest in the north and northwest. The crop yield model estimates a very similar spatial distribution, with relative errors lower than 20% in all counties. The worst results are located in the northwest of the study region, where the production of total crop yield is lower and wheat predominates (see [Fig. 2](#fig2){ref-type="fig"}). Note also that counties in this region are "atypical" in terms of crop types, since the corn-soybean mixture largely predominates. These two issues (quantity and diversity) are challenging for statistical algorithms working at such coarse spatial resolutions.Fig. 5County-level maps of yield survey data \[$kg/m^{2}$\] (left), best yield estimation obtained with full time series and KRR \[$kg/m^{2}$\] (in bold text on [Table 1](#tbl1){ref-type="table"}, [Table 2](#tbl2){ref-type="table"}) (middle) and relative error \[%\] (right). From top to bottom: total yield, corn, soybean and wheat crop yields.Fig. 5

Second to fourth rows in [Fig. 5](#fig5){ref-type="fig"} show the maps for the three crop-specific estimates: corn, soybean and wheat. We can see the similarity between the spatial patterns between corn and soybean yield. The two crops coexist across the study area, although their cultivation is more extensive in central latitudes. Wheat production, in turn, is distributed unevenly across the study area, and 181 counties out of 385 do not cultivate it (e.g., Iowa). The good results shown previously in [Table 1](#tbl1){ref-type="table"}, [Table 2](#tbl2){ref-type="table"} with low RMSE values and high R^2^ values are confirmed here where a high proportion of counties show relative errors lower than 10% in all crop types.

Despite the low errors obtained overall, it is important to make further assessments to identify their possible causes. Understanding the behaviour of the proposed model for crop yield estimation is key for its extension and application in multi-annual estimates and diverse agro-ecosystems. [Fig. 6](#fig6){ref-type="fig"} shows the residuals in the estimation of crop yield as a function of the survey yield obtained for the best prediction model in each scenario: total yield, corn, soybean, and wheat yield. For the total yield experiments, it can be seen that the counties with poorest predictions contain a single variety of crop (i.e., homogeneous, colours from each vertex of the triangle). In particular, the model underestimates counties close to 100% corn (positive residuals) and 100% soybean and overestimates counties closed to 100% wheat (negative residuals). This result can be explained by the fact that the model has been trained in counties where mostly corn and soybean were farmed (see [Fig. 2](#fig2){ref-type="fig"}), and hence best results are obtained for the counties with the most "typical" crop mixture. The errors of the proposed crop yield estimation model therefore depend on the coexistence of different crops in each county and on how representative the mixture of crops is within the study area as a whole. Regarding crop-specific experiments, the residuals of corn and soybean models are distributed uniformly across all yield values. These two models estimate correctly the yield regardless of the mixture of crops in each county. This is probably due to the fact that counties with 100% wheat production are not included. Finally, the residuals of the wheat experiment seem to depend on survey yield itself. Counties with survey yield values lower than 0.45 kg⋅m^−2^ are likely to be underestimated, contrary to the case of counties with higher survey yield.Fig. 6Scatter plots showing the residuals in the estimation of crop yield ($y - \widehat{y}$) \[kg⋅m^−2^\] vs. the survey yield for the best prediction model and the four sceanrios: total yield, corn, soybean and wheat yield (in bold, from [Table 1](#tbl1){ref-type="table"}, [Table 2](#tbl2){ref-type="table"}). Colours depict the percentage of corn, soybean and wheat planted within each county. Dashed lines indicate the 25th-75th percentiles of the residuals distribution. (For interpretation of the references to colour in this figure legend, the reader is referred to the Web version of this article.)Fig. 6

4.3. Limits of yield prediction {#sec4.3}
-------------------------------

The ability of a model to make within-season predictions poses a more challenging problem than the estimation of crop yield right before harvesting, since a more limited amount of input information is available to train it. In this subsection we develop models with shorter time windows and analyze their performance for crop yield prediction. [Fig. 7](#fig7){ref-type="fig"} compares R^2^ and RMSE values for total yield and crop-specific yield predictions using different time windows from 1 to 7 months with monthly increments. We used our proposed EVI/VOD lag metric as well as the full time series using both RLR and KRR models with EVI, VOD and EVI + VOD. For each experimental setup, we trained the models and cross-validated them as in the previous sections. As expected, lowest prediction performances are obtained with the EVI/VOD lag metric, since it requires a minimum number of months to achieve a good performance. In any case, the metric is able to predict total yield, corn and soybean yield four months before harvest with $R^{2} > 0.5$, yet it fails to predict wheat yield ($R^{2} < 0.2$). Using time series, the synergy of sensors always leads to the best predictions, especially when using the nonlinear (KRR) methods. From July onward, results reach a maximum plateau in accuracy (RMSE reduces approximately by a half and R^2^ is close to the maximum), which suggests that the best models (KRR and EVI + VOD time series) can achieve reasonably accurate crop predictions four months in advance. Better predictions are obtained with VOD-only than with EVI-only time series, specially at the shorter time windows where the EVI 16-day composite is clearly a limitation. Also, the differences in performance between EVI and VOD-only time series are the largest for wheat prediction, where information from microwaves seem to explain significantly better the yield variability. Further results with a larger sample are nevertheless needed to confirm the crop-type prediction capabilities of the proposed models.Fig. 7R^2^ and RMSE \[kg⋅ m^−2^\] evolution as a function of the temporal window used to develop the models.Fig. 7

4.4. Multi-year setting {#sec4.4}
-----------------------

In the previous subsections, we showed the performance of the developed models using satellite and survey data from a single year. Here, we apply the best performing models (i.e., the RLR and the KRR methods with full EVI and VOD time series) in a multi-year setting, using data from years 2015 and 2016. Firstly, we applied the same methodology to pre-process the data and develop the new models (see Sec. [3](#sec3){ref-type="sec"}). Note that in this new setting, the number of counties *N* is almost doubled in all scenarios, while the number of features *T* is maintained. This in principle will lead to a better conditioning of the problem since the ratio $N/T$ increases.

The difference in input values and production in the study region between years 2015 and 2016 is illustrated in [Fig. 8](#fig8){ref-type="fig"}: Higher corn, soybean and wheat yields were obtained in 2016 with respect to 2015. The crop proportion within the counties remained almost invariant (not shown). Results for the estimation of crop yield with two years of data in all scenarios are shown in [Table 3](#tbl3){ref-type="table"}. Several conclusions can be derived. Firstly, similar values of RMSE and R^2^ are obtained when using one or two years of data. Secondly, best estimates are obtained for corn and soybean, followed by all crops and wheat. As expected, the nonlinear regression method is able to better adapt to the new setup and the improvement of KRR with respect to RLR is more evident than in the single year setting. Results from this section confirm the capability of the proposed models to fit additional data, and in turn, that the cross-validation procedure was a robust strategy for model development, given that the curse of dimensionality is actually reduced by keeping the ratio $N/T$ higher.Fig. 8Top: mean time series of EVI and VOD data of both 2015 and 2016 years. Histograms plot showing the input values for specific time. Bottom: Histograms on the reported yield per county for crops scenarios with 2015 data and 2016 data.Fig. 8Table 3Results for the estimation of all crops, corn, soybean and wheat yields with two years of data: RMSE (x100) \[kg⋅ m^−2^\] and R^2^.Table 3Mode*N*RLRKRR$T = 226$RMSER^2^RMSER^2^EVI + VOD All7769.24 $\pm$ 0.550.8 $\pm$ 0.038.76 $\pm$ 0.60.82 $\pm$ 0.03EVI + VOD Corn7368.18 $\pm$ 0.840.8 $\pm$ 0.046.31 $\pm$ 0.350.88 $\pm$ 0.01EVI + VOD Soybean7402.54 $\pm$ 0.240.83 $\pm$ 0.041.9 $\pm$ 0.120.91 $\pm$ 0.02EVI + VOD Wheat4086.15 $\pm$ 0.330.61 $\pm$ 0.055.52 $\pm$ 0.270.69 $\pm$ 0.04

Lastly, despite not being the aim of this work, we tested the generalization of the proposed model with new experiments in which data from year 2015 was used for training and year 2016 for validation. From these new set of experiments, we observed that the model, yet failing for wheat (R^2^ $<$ 0.1), is able to resolve about 50--60% of the variability in the rest of experiments (R^2^ $\sim$ 0.6 for all crops, R^2^ $\sim$ 0.5 for corn and soybean). These results can be explained by the different statistical characteristics of the two years of data we have (see [Fig. 8](#fig8){ref-type="fig"}), for which the model cannot obviously extrapolate/adapt. It should be noted that studies aiming at forecasting crop yield are generally based on 5--10 years of data and adapt the feature representation and model to temporal changes, and generally reach performances of R^2^ $\sim$ 0.7 in the best case after using crop masks ([@bib29]; [@bib6]; [@bib27]). In this regard, our results suggest that the proposed model trained with multi-year optical and microwave data (thus more data and more informative and complementary features) could lead to improved estimates and possibly have forecasting capabilities in forecasting settings as well. This is certainly a matter of future research.

5. Conclusions {#sec5}
==============

The estimation of crop yield is of paramount relevance in current times due to the high pressure on food production. Satellite remotely sensed data during the growing season allows supervising the status and variation of crop conditions and parameters. Specifically, optical data captures information on photosynthetic activity (i.e., greenness, represented by EVI), and low-frequency passive microwaves provide information on plant water storage (i.e., biomass and water content, represented by VOD). The problem is nevertheless very challenging because optical sensors are hampered by the time resolution while microwave sensor data by the spatial resolution. In this work we proposed a combination of optical and microwave data to estimate the crop yield in US Corn Belt based on (1) a new synergistic metric and (2) nonlinear machine learning regression algorithms.

We presented a new synergistic EVI/VOD lag metric as a suitable tool for crop yield assessment, and showed that it outperforms common single-sensor metrics. We demonstrated that different input measurements coming from optical and microwave sensors, EVI and VOD respectively, provide complementary information, and that the combination of both improves the estimations obtained by linear and nonlinear regression models. The use of multi-sensor data with different spectral ranges improves the crop yield estimations compared to the use of each sensor separately. Furthermore, although seasonal metrics are practical and widely used, we show that best results are obtained if all relations and higher-order statistical moments of the full satellite time series are exploited through machine learning methods.

We tested the performance of two machine learning regression models, a linear and a nonlinear kernel-based regression (RLR, KRR), and explored two different settings: estimation and within-season forecasting. For both settings, we developed models for the total crop yield without differentiating crop types, and for crop-specific yields of corn, soybean, and wheat separately. The estimations obtained by the models agree well with the USDA-NASS reported survey data. The nonlinear method, KRR, provided superior accuracy in predicting yield in all experiments. The better results obtained by nonlinear models is an indicator the nonlinear relationship between the output variables and the predictors. Forecasting of total production and crop yield was possible up to four months before harvest, when models reached a plateau in accuracy. The results of the models developed for year 2015 are as good as the obtained for years 2015 and 2016 in a multi-year setting, confirming the generalization of the proposed approach.

Our results show that homogeneous counties having a dominant crop type are not representative of the crop mixture across the study area and are more difficult to model, resulting in greater prediction errors. We suspect that aggregated time series per county are highly influenced by the presence or absence of corn, since it is the crop with highest production. The reported results suggest that using a combination of EVI and VOD has a significant benefit in prediction accuracy, even with models built to estimate the yield of minority crops such as wheat.

This study shows the capacity of VOD to complement the information from optical satellite imagery, which is currently used in most global agricultural monitoring systems ([@bib17]). The use of low-frequency passive microwave EO information alongside well-known optical indices can potentially improve present agricultural monitoring and yield prediction capabilities. In the future, microwave products from different frequencies and higher spatial resolutions (e.g., from the Copernicus Imaging Microwave Radiometer (CIMR)) will allow further exploration of optical and microwave synergies.

This work tried to exploit multi-sensor fusion in different ways, and opens the door to more focused studies. We foresee three lines of further research. First, other complementary sensor data could be included easily in our ML scheme such as sun-induced fluorescense signal and gross primary productivity. Second, extending the study to include episodes of vegetation water stress and disturbances appears to be a must to corroborate our results. This will also allow further insight on the physics behind the relation of the EVI/VOD lag to crop yield. Finally, other more advanced machine learning algorithms based on deep neural networks could be deployed to exploit spatio-temporal data structures.
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