We give a Las Vegas data structure which maintains a minimum spanning forest in an n-vertex edge-weighted undirected dynamic graph undergoing updates consisting of any mixture of edge insertions and deletions. Each update is supported in O (n 1/2−c ) worstcase time w.h.p. where c > 0 is some constant, and this bound also holds in expectation. This is the rst data structure achieving an improvement over the O ( √ n) deterministic worst-case update time of Eppstein et al., a bound that has been standing for 25 years. In fact, it was previously not even known how to maintain a spanning forest of an unweighted graph in worst-case time polynomially faster than Θ( √ n). Our result is achieved by rst giving a reduction from fully-dynamic to decremental minimum spanning forest preserving worst-case update time up to logarithmic factors. Then decremental minimum spanning forest is solved using several novel techniques, one of which involves keeping track of lowconductance cuts in a dynamic graph. An immediate corollary of our result is the rst Las Vegas data structure for fully-dynamic connectivity where each update is handled in worst-case time polynomially faster than Θ( √ n) w.h.p.; this data structure has O (1) worst-case query time.
INTRODUCTION
A minimum spanning forest (MSF) of an edge-weighted undirected graph G is a forest consisting of MSTs of the connected components of G. Dynamic MSF is one of the most fundamental dynamic graph problems with a history spanning more than three decades. Given a graph G with a set of vertices and an initially empty set of edges, a data structure for this problem maintains an MSF F under two types of updates to G, namely the insertion or the deletion of an edge in G. After each update to G, the data structure needs to respond with the updates to F , if any.
The rst non-trivial data structure for fully-dynamic MSF was due to Frederickson [3] who achieved O ( √ m) deterministic worstcase update time where m is the number of edges in the graph at the time of the update. Using the sparsi cation technique, Eppstein et al. [2] improved this to O ( √ n) where n is the number of vertices. Faster amortized update time bounds exist. Henzinger an King [6] obtained O ( 3 √ n log n) amortized update time [5] . Holm et al. [7] signi cantly improved this to O (log 4 n) and a slight improvement to O (log 4 n/ log log n) was given in [8] . A lower bound of Ω(log n) was shown in [13] and this bound holds even for maintaining the weight of an MSF in a plane graph with unit weights.
Our Results
In this paper, we give a fully-dynamic MSF data structure with a polynomial speed-up over the O ( √ n) worst-case time bound of Eppstein et al. [2] . Our data structure is Las Vegas, always correctly maintaining an MSF and achieving the polynomial speed-up w.h.p. in each update. Our main result is the following.
There is a Las Vegas data structure for fully-dynamic MSF which for an n-vertex dynamic graph handles each update in O (n 1/2−c ) worst-case time with probability at least 1 − n −d where c and d are positive constants and where d can be made arbitrarily large. The worst-case bound also holds in expectation.
We have not calculated the precise value of constant c but it is quite small. From a theoretical perspective however, the O ( √ n) bound is an important barrier to break. Furthermore, a polynomial speed-up is beyond what can be achieved using word parallelism alone unless we allow a word size polynomial in n. Indeed, our improvement does not rely on a more powerful model of computation than what is assumed in previous papers. To get our result, we develop several new tools some of which we believe could be of independent interest. We sketch these tools later in this section.
As is the case for all randomized algorithms and data structures, it is important that the random bits used are not revealed to an adversary. It is well-known that if all edge weights in a graph are unique, its MSF is uniquely de ned. Uniqueness of edge weights can always be achieved using some lexicographical ordering in case of ties. This way, our data structure can safely reveal the MSF after each update without revealing any information about the random bits used.
Dynamic
Connectivity. An immediate corollary of our result is a fully-dynamic data structure for maintaining a spanning forest of an unweighted graph in worst-case time O (n 1/2−c ) with high probability, improving the worst-case time bound for this problem of O ( √ n) by Eppstein et al. [2] and (using word-parallelism) the worst-case time bound of O ( n(log log n) 2 / log n) by Kejlberg-Rasmussen et al. [11] . Independently of our result, Nanongkai and Saranuak [12] showed how to maintain a spanning forest in time O (n 1/2−ϵ ) w.h.p., where ϵ > 0 is a constant. There are Monte Carlo data structures for fully-dynamic connectivty by Kapron et al. [9] and by Gibb et al. [4] which internally maintain a spanning forest in polylogarithmic time per update. However, contrary to our data structure, these structures cannot reveal the spanning forest to an adversary. Kapron et al. extend their result to maintaining an MSF inÕ (k ) time 1 per update where k is the number of distinct weights. However, their data structure can only reveal the weight of this MSF. Furthermore, if all edge weights are unique, this bound becomesÕ (m).
From our main result, we immediately get a Las Vegas fullydynamic connectivity structure achieving w.h.p. a worst-case update time polynomially faster than √ n, improving the previous best Las Vegas bounds of Eppstein et al. [2] and Kejlberg-Rasmussen et al. [11] . By maintaining the spanning forest using a standard dynamic tree data structure with polynomial fan-out, our connectivity structure achieves constant worst-case query time.
High-level Description and Overview
In the rest of this section, we give an overview of our data structure as well as how the paper is organized.
Restricted Decremental MSF (Section 3).
In Section 3, we present a data structure for a restricted version of decremental MSF where the initial graph has degree at most 3 and with a bound ∆ on the total number of edge deletions that may be smaller than the initial number of edges. We show that the general problem can be reduced to this simpli ed variant by essentially deamortizing the reduction from fully-dynamic to decremental MSF in [7] .
The data structure maintains a recursive clustering of the dynamic graph G = (V , E) where each cluster is a subgraph of G. This clustering forms a laminar family F (w.r.t. subgraph containment) and can be represented as a rooted tree where the root corresponds to the entire graph G; for technical reasons, we refer to the root as a level −1-cluster and the children of an i-cluster are referred to as level (i + 1)-clusters. The decremental MSF structure of Holm et al. [7] also maintains a recursive clustering but ours di ers signi cantly from theirs, as will become clear.
In our recursive clustering, the vertex sets of the level 0-clusters form a partition V and w.h.p., each level 0-cluster is an expander graph and the number of inter-cluster edges is small. More specifically, the expansion factor of each expander graph is of the form n −c 1 and the number of inter-cluster edges is at most n 1−c 2 for some small positive constants c 1 and c 2 . Such a partition is formed with a new algorithm which is essentially a recursive variant of the Partition algorithm of Spielman and Teng [14] .
Next, consider a list of the edges of E sorted by decreasing weight. This list is partitioned into ℓ = m ϵ sublists each of size m/ℓ for some small constant ϵ > 0. These sublists correspond to suitable subsets E 0 , . . . , E ℓ−1 ordered by decreasing weight.
Each level i-cluster C contains only edges from E i ∪ . . . ∪ E ℓ−1 . To form the children of C in F , we remove from C the edges in E i and partition the remaining graph into expander graphs as above; these expander graphs are then the children of C. The recursion stops when C has size polynomially smaller than n.
Next, we form a new graph G ′ from G as follows. Initially, G ′ = G. For each i and for each level i-cluster C, all the edges of C − E i between distinct child clusters of C are added to an auxiliary structure M ′ that we describe below. In G ′ , their edge weights are arti cially increased to a value which is larger than the weight of any edge of G in E i+1 ∪ . . . ∪ E ℓ and smaller than the weight of any edge of G in E 0 ∪ . . . ∪ E i . The edges added to M ′ keep their original weights in G. An example is shown in Figure 1 . Now, we have an auxiliary structure M ′ containing a certain subset E ′ of edges of G and a recursive clustering of G ′ . Because of the way we de ned edge weights in G ′ , an MSF M ′ of this graph has the nice property that it is consistent with the recursive clustering: for any cluster C, M ′ restricted to C is an MSF of C. This could also have been achieved if we had simply deleted the edges from G ′ whose weights were arti cially increased above; however, it is important to keep them in G ′ in order to preserve the property that clusters are expander graphs.
Assuming for now that clusters do not become disconnected during updates, it follows from this property that we can maintain M ′ by maintaining an MSF for each level independently where level (i + 1)-clusters are regarded as vertices of the MSF at level i. The global MSF M ′ is then simply the union of (the edges of) these MSFs. Each edge deletion in G only requires an MSF at one level to be updated and we show that the number of edges at this level is polynomially smaller than n, allowing us to maintain M' in time polynomially faster than Θ( √ n). We add the edges of M ′ to M ′ . In order to maintain an MSF M of G, we show that it can be maintained as an MSF of the edges added to M ′ . This follows easily from observations similar to those of Eppstein et al. [2] combined with the fact that any edge that was increased in G ′ belongs to M ′ with its original weight. We show that the number of non-tree edges in the graph maintained by M ′ is polynomially smaller than n. M ′ is an instance of a new data structure which maintains an MSF of a graph inÕ ( √ h) worst-case time per update where h is an upper bound on the number of nontree edges ever present in the graph. Hence, maintaining M can be done in time polynomially faster than Θ( √ n). The main obstacle to overcome is to handle disconnected clusters. If a level (i + 1)-cluster becomes disconnected, this may a ect the MSF at level i and changes can propagate all the way down to level −1 (similar to what happens in the data structure in [7] ). Our analysis sketched above then breaks down. However, this is where we exploit the fact that w.h.p., each cluster C is initially an expander graph. This implies that, assuming the total number ∆ of edge deletions is not too big, C can only become disconnected along a cut where one side is small.
Whenever an edge has been deleted from a cluster C, a data structure (Sections 4 and 5) is applied which "prunes" o parts of C so that w.h.p., the pruned C remains an expander graph. Because of the property above, only small parts need to be pruned o . As we show, this can be handled e ciently for ∆ polynomially slightly bigger than √ n. With a reduction from fully-dynamic MSF to the restricted decremental MSF problem with this value of ∆, the main result of the paper follows.
Decremental Maintenance of Expander Graphs (Sections 4 and 5).
In Section 4, we present a decremental data structure which, given an initial expander graph H of degree at most 3 (such as one from Section 3), outputs after each update a subset of vertices such that at any point, there exists a subset W of the set of vertices output so far so that H [V (H ) − W ] is guaranteed to be connected; furthermore, w.h.p., the set output in each update is small. As we show, this is exactly what is needed in Section 3 where we require clusters to be connected at all times and where the vertices pruned o each cluster is small in each update.
This data structure relies on a procedure in Section 5 which we refer to as XPrune. It detects low-conductance cuts in a decremental graph (which is initially an expander graph) and prunes o the smaller side of such a cut while retaining the larger side.
XPrune uses as a subroutine the procedure Nibble of Spielman and Teng [14] . Given a starting vertex s in a (static) graph, Nibble computes (approximate) probability distributions for a number of steps in a random walk from s. For each step, Nibble attempts to identify a low-conductance cut based on the probability mass currently assigned to each vertex. Spielman and Teng show that if the graph has a low-conductance cut then Nibble will nd such a cut for at least one choice of s.
In Section 5, we show how to adapt Nibble from a static to a decremental setting roughly as follows. In the preprocessing step, Nibble is started from every vertex in the graph and if a lowconductance cut is found, the smaller side is pruned o . Now, consider the deletion of an edge e. We cannot a ord to rerun Nibble from every vertex as in the preprocessing step. Instead we show that there is only a small set of starting vertices for which Nibble will have a di erent execution due to the deletion of e. We only run Nibble from starting vertices in this small set; these vertices can easily be identi ed since they are exactly those for which Nibble in some step sends a non-zero amount of probability mass along e in the graph just prior to the deletion.
Hence, we implicitly run Nibble from every starting vertex after each edge deletion so if there is a low-conductance cut, XPrune is guaranteed to nd such a cut. When the smaller side of a cut is pruned o , a similar argument as sketched above implies that Nibble only needs to be rerun from a small number of starting vertices on the larger side.
In order to have XPrune run fast enough, we need an additional trick namely that w.h.p., the conductance of every cut in a given multigraph is approximately preserved in a subgraph obtained by sampling each edge independently with probability p; this assumes that p and the min degree of the original graph are not too small. We use this new result in Section 5 where we run Nibble on the sampled subgraph rather than the full graph. Combined with the above implicit maintenance of calls to Nibble, this gives the desired performance of XPrune.
The full version of the paper is available on arXiv [15] .
PRELIMINARIES
We consider only nite undirected graphs and unless otherwise stated, they are simple. An edge-weighted graph is written on the
For a simple graph or a multigraph H , V (H ) denotes its vertex set and E (H ) denotes its edge set. If H is edge-weighted, we regard any subset E of E (H ) as a set of weighted edges and if the edge weight function w : E (H ) → R for H is not clear from context, we write E (w ) instead of E. We sometimes abuse notation and regard E (H ) as a graph with edge set E (H ) and vertex set consisting of the endpoints of edges in E (H ). When convenient, we regard the edge set of a minor of H as a subset of E (H ) in the natural way.
Given two edge-weighted graphs
if both E 1 and E 2 contain an edge between the same vertex pair (u, ), we keep both edges in G 1 ∪G 2 , one having weight w 1 (u, ) and the other having weight w 2 (u, ).
In the rest of this section, let G = (V , E, w ) be an edge-weighted graph. A component of G is a connected component of G and we sometimes regard it as a subset of V . For W ⊆ V , G[W ] is the subgraph of G induced by W . When V is clear from context, W respects another subset C of V if either C ⊆ W or C ∩ W = ∅. We extend this to a collection C of subsets of V and say thatW respects C if W respects each set in C; in this case, we let C(W ) denote the collection of sets of C that are contained in W . For a subgraph H of G, we say that H respects C resp. C if V (H ) respects C resp. C. [14] ). When G is clear from context, we de ne,
. We extend the de nitions in this paragraph to multigraphs in the natural way.
Given a real value γ > 0, we say that G is a γ -expander graph and that G has expansion γ if for every cut (S, V − S ), δ G (S ) ≥ γ min{|S |, |V − S |}. Note that if G is connected and has constant degree then Φ G (S ) = Θ(δ G (S )/ min{|S |, |V − S |}) for every S {∅, V }; thus, in this special case, G has expansion Θ(γ ) i every such cut has conductance Ω(γ ).
We let MSF(G) resp. MST(G) denote an MSF resp. MST of G; in case this forest resp. tree is not unique, we choose the MSF resp. MST that has minimum weight w.r.t. some lexicographical ordering of edge weights. For instance, assign a unique index between 1 and n to each vertex; if distinct edges e 1 = (u 1 , 1 ) and e 2 = (u 2 , 2 ) have the same weight, regard e 1 as being cheaper than e 2 i the index pair corresponding to (u 1 , 1 ) is lexicograpically smaller than the index pair corresponding to (u 2 , 2 ). We extend MSF(G) and MST(G) to the case where G is a multigraph.
The fully-dynamic MSF problem is the problem of maintaining an MSF F of an n-vertex edge-weighted dynamic simple graph G under updates where each update is either the insertion or the deletion of a single edge. Initially, G contains no edges.
The following is well-known and easy to show for the dynamic MSF problem. When an edge e = (u, ) is inserted into G, e becomes a new tree edge (of F ) if it connects two distinct trees in F . If e has both endpoints in the same tree, it becomes a tree edge if the heaviest edge f on the u-to-path in F has weight greater than e, and f becomes a non-tree edge; otherwise e becomes a non-tree edge. No other changes happen to F . After such an insertion, a data structure for the problem should report whether e becomes a tree edge and if so, it should report f if it exists.
When an edge e = (u, ) is deleted, if (u, ) is a non-tree edge, no updates occur in F . Otherwise, F is correctly updated by adding a cheapest reconnecting edge (if any) for the two new trees of F containing u and , respectively. The data structure should report such an edge if it exists.
Decremental MSF is the same problem as fully-dynamic MSF except that we only allow edge deletions; here we have an initial graph with an initial MSF and we allow a preprocessing step (which in particular needs to compute the initial MSF). Both fullydynamic and decremental MSF extend to multigraphs but unless otherwise stated, we consider these problems for simple graphs. When convenient, we identify a fully-dynamic or a decremental MSF structure with the dynamic graph.
Our data structure uses the top tree structure of Alstrup et al. [1] . We assume that the reader is familiar with this structure, including concepts like top tree clusters and top tree operations like create, join, split, link, and cut.
We use the notation O f (n) (·), Ω f (n) (·), and Θ f (n) (·) when suppressing a factor of f (n) Θ (1) 
RESTRICTED DECREMENTAL MSF
In this section, we prove Theorem 1.1. We do this by presenting a data structure for a restricted version of decremental MSF where for an n-vertex graph, the total number of edge deletions allowed is upper bounded by a parameter ∆ = ∆(n). The following theorem (proof omitted) implies that this su ces to obtain Theorem 1.1. 3.1. Let a decremental MSF structure be given which for an n-vertex graph of max degree at most 3 and for constants c P ≥ 1 and 0 < c U , c ∆ < 1 has preprocessing time at most n c P and supports up to ∆(n) = n c ∆ edge deletions each in worst-case time at most n c U . Then there is a fully-dynamic MSF structure which for an n-vertex dynamic graph has worst-case update time O ((n c U + n c P −c ∆ ) log n). If for the decremental structure the preprocessing and update time bounds hold w.h.p. then in each update, w.h.p. the fully-dynamic structure has O ((n c U + n c P −c ∆ ) log n) worst-case update time.
We specify ∆(n) = n c ∆ later but it will be chosen slightly bigger than √ n. Parts of the structure are regarded as black boxes here and will be presented in detail in later sections. We assume that the input graph G = (V , E, w : E → R) has max degree at most 3 and we will give a data structure with update time polynomially less than Θ( √ n). We let m denote the initial number of edges of G and let M denote the decremental MSF MSF(G) of G that our data structure maintains.
A key invariant of our data structure is that it maintains a subgraph of G having the same MSF as G but having polynomially less than n non-tree edges at all times. This allows us to apply the data structure of the following theorem whose proof is omitted. The data structure in Theorem 3.2 is at a high level similar to those of Frederickson [3] and Eppstein et al. [2] and for this reason, we shall refer to each instance of it as an FFE structure (Fast Frederickson/Eppstein et al.) and denote it by FFE(H ).
Preprocessing
Let ϵ < 1 be some small positive constant which will be speci ed later, and let ℓ = m ϵ . For convenience, we assume that ℓ is an integer dividing m. In the rst part of the preprocessing, we sort the weights of edges of the initial graph G in non-decreasing order and assign a rank to each edge between 0 and m − 1 according to this order, i.e., the edge of rank 0 has minimum weight and the edge of rank m − 1 has maximum weight. We rede ne w such that w (e) equals the rank of each edge e. MSF M w.r.t. these new weights is also an MSF w.r.t. the original weights and uniqueness of edge weights implies uniqueness of M. In particular, M does not reveal any information about the random bits used by our data structure so we may assume that the sequence of edge deletions in G is independent of these bits.
We compute the initial MSF M using any O (m log n) time algorithm such as Prim's algorithm with binary heaps. It will be convenient to assume that each component of the initial graph G contains at least n ϵ vertices. This can be done w.l.o.g. since we can apply the data structure of Eppstein et al. for every smaller component, requiring a worst-case update time of O (n ϵ /2 ) which is polynomially less than √ n. Next, Frederickson's FINDCLUSTERS procedure [3] is applied to M, giving a partition of V into subsets each of size between n ϵ and 3n ϵ and each inducing a subtree of M; here we use the fact that G and hence M has degree at most 3. Let C M denote the collection of these subsets. For each C ∈ C M , we refer to M[C] as an M-cluster. We denote by E (C M ) the union of edges of M-clusters.
this set is only de ned to give a cleaner description of the data
Computing a Laminar Family of Clusters.
Next, a recursive procedure is executed which outputs a family F of subgraphs of G that all respect C. We refer to these as level i-clusters where i ∈ {−1, . . . , ℓ − 1}. Collectively (i.e., over all i), we refer to them as F -clusters in order to distinguish them from M-clusters. Family F will be laminar w.r.t. subgraph containment. We need the following theorem whose proof is omitted.
Let H be a constant-degree graph with vertex set V and let C be a partition of V into subsets each of size Θ(n ϵ ) and each inducing a connected subgraph of H . Let c > 0 and ξ > 0 be given constants. There is an algorithm which, given H , C, and any nonempty set W ⊆ V of size Ω(n 1−ϵ ) respecting C, outputs a partition X of W respecting C such that with probability at least 1 − 1/n c , the following three conditions hold for suitable γ = Ω(n −2ϵ ) and
the number of edges of H between distinct sets of X is at most λ X ∈X |X | log(|W |/|X |), and (3) the worst-case time for the algorithm isÕ (|W | 1+5ϵ +ξ ).
We shall pick ξ = ϵ in Theorem 3.3 in the following. We may assume that λ > n −ϵ .
The recursive procedure takes as input an integer i and a set of level i-clusters and outputs the level j-clusters contained in these level i-clusters for j > i. The rst recursive call is given as input i = −1 and G as the single level −1-cluster.
In the general recursive step, for each level i-cluster C, the algorithm of Theorem 3.3 is applied with H = G ≥i+1 , C = C M , and W = V (C), giving a partition X(C) of V (C) respecting C M such that for suitable γ = Θ(n −2ϵ ) and λ = n −1/2 O (1/ϵ ) , the following holds w.h.p.,
is a γ -expander graph for each X ∈ X(C), and (2) there are at most λ X ∈X(C ) |X | log(|V (C)|/|X |) edges of E ≥i+1 between distinct sets in X(C). The graphs G ≥i+1 [X ] for all X ∈ X(C) are de ned to be level (i + 1)-clusters. If i < ℓ − 1 the procedure recurses with i + 1 and with these level (i + 1)-clusters. The recursion stops when level i-cluster C has at most m 1−ϵ = Θ(n 1−ϵ ) edges of E ≥i ; this ensures that the lower bound on |W | in Theorem 3.3 is satis ed for each application of this theorem.
The laminar family F of all the clusters is represented as a rooted tree in the natural way where the root is the single level −1-cluster G and a level i-cluster has as children the level (i + 1)clusters contained in it.
For any subset F of edges of E and for any F -cluster C, we let F (C) be the subset of edges of F belonging to C and having endpoints in distinct children of C in F ; note that F (C) = ∅ if C is a leaf of F . We let E ′ be the union of E ≥i+1 (C) over all i and all level i-clusters C.
Next, a new graph G ′ = (V , E, w ′ ) is formed where for each level i-cluster C the weight w ′ (e) of each e ∈ E ≥i+1 (C) is set to m − (i + 1)m/ℓ − 1 2 ; note that this ensures that for all e 1 ∈ E ≤i and all e 2 ∈ E ≥i+1 , w (e 1 ) > w ′ (e) > w (e 2 ). For all other edges e of E, we de ne w ′ (e) = w (e). An example is shown in Figure 1 .
Updates
We now describe how our data structure handles updates. First, we extend some of the above de nitions from the preprocessing step to any point in the sequence of updates as follows. M-clusters are the components (trees) of the graph consisting of the initial M-clusters minus the edges removed so far. Hence, when an edge of an M-cluster C is removed, the two new trees obtained replace C as M-clusters. F -clusters are the initial F -clusters minus the edges deleted so far. Note that F remains a laminar family over all updates. Finally, E ′ , G ′ , and E (C M ) are the initial E ′ , G ′ , and E (C M ), respectively, minus the edges removed so far. M maintains an MSF for the dynamic graph E ′ (w ) ∪ MSF(G ′ ). Lemma 3.5 below implies that this MSF is M. To show it, we use the following result of Eppstein et al. [2] . . Let H be an edge-weighted multigraph and let H 1 and H 2 be two subgraphs of H such that H =
The result was not stated for multigraphs in [2] but immediately generalizes to these.
As we show later, the number of non-tree edges of M is at all times polynomially smaller than n. Hence, by Theorem 3.2, it sufces to give an e cient data structure to maintain MSF(G ′ ). We present this in the following. In the rest of this section, all edge weights are w.r.t. w ′ unless otherwise stated. An advantage of considering G ′ rather than G is that MSF(G ′ ) behaves nicely w.r.t. the laminar family F as the following lemma shows.
). Hence, we can obtain MSF(G ′ ) by running a Kruskal-type algorithm on the edges of
of C as part of MSF(G ′ ). It must be a cheapest such spanning forest of C since otherwise, the cost of MSF(G ′ ) could be reduced.
We now present a data structure M ′ that maintains MSF(G ′ ). At a high level, this structure is similar to M as it makes use of an FFE structure. The edge set of M ′ is maintained using smaller dynamic structures for the various F -clusters; these structures are described below.
We say that a level i-cluster is small if initially it contained at most m 1−ϵ edges of E ≥i ; otherwise, the cluster is large. Note that a large cluster must have children in F since otherwise, it is a level (ℓ − 1)-cluster and |E ≥ℓ−1 | ≤ m/ℓ = m 1−ϵ . Thus small clusters are leaves in F while large clusters are interior nodes. We shall make the simplifying assumption that each large cluster is connected over all updates. This is a strong assumption and we shall later focus on how to get rid of it.
Part of M ′ is an FFE structure M small = FFE(C small ) which maintains M small = MSF(C small ) where C small is the union of all small F -clusters. This structure is initialized during preprocessing. For large clusters, we use more involved data structures which we present in the following.
Compressed Clusters.
For each level i and each large level i-cluster C, we de ne the compressed level i-cluster C as the multigraph obtained from C as follows. First, each large child cluster C ′ of C is contracted to a single vertex called a large cluster vertex, and self-loops incident to this new vertex are removed. Second, for each small child cluster C ′ of C, its edge set is replaced by MSF(C ′ ). Figure 2 (a) and (b) illustrate C and C, respectively. We de ne three subgraphs of C:
consists of the union of MSF(C ′ ) over all small child clusters C ′ of C as well as the edges of C with both endpoints in small child clusters of C (Figure 2 (c)), G 2 (C): consists of the large cluster vertices of C, MSF(C ′ ) for each small child cluster C ′ of C, and the edges of C having a large cluster vertex as one endpoint and having the other endpoint in a small child cluster of C (Figure 2(d) ), G 3 (C): consists of the subgraph of C induced by its large cluster vertices (Figure 2 (e)).
Note that G 1 (C), G 2 (C), and G 3 (C) together cover all vertices and edges of C. De ne M 1 (C) = MSF(G 1 (C)), M 2 (C) = MSF(G 2 (C)), and M 3 (C) = MSF(G 3 (C)). Data structure M ′ will use an FFE structure for the graph de ned as the union of M small and of M 1 (C), M 2 (C), and M 3 (C) over all compressed clusters C. This FFE structure, which we denote by FFE(M ′ ), is initialized during preprocessing. By Lemma 3.7, it will maintain MSF(G ′ ) as desired. As we show later, FFE(M ′ ) contains polynomially less than n non-tree edges at all times so that it can be updated e ciently.
Let C be a given compressed cluster. It remains to give e cient data structures that maintain M 1 (C), M 2 (C), and M 3 (C). We maintain M 1 (C) using an FFE structure for G 1 (C), initialized during preprocessing. In the following, we present structures maintaining M 2 (C) and M 3 (C).
3.2.2
Maintaining M 2 (C). To maintain M 2 (C) and M 3 (C) eciently, we shall exploit the fact that both G 2 (C) and G 3 (C) have a subset of only O (n 1−ϵ ) large cluster vertices and (ignoring in G 2 (C) the edges of MSF(C ′ ) for all small child clusters C ′ of C) all edges of these graphs are incident to this small subset.
Forest M 2 (C) is represented as a top tree. In the following, we shall abuse notation slightly and refer to this top tree as M 2 (C). Each top tree cluster K of M 2 (C) has a pair (V large (K ), E large (K )) as auxiliary data where V large (K ) is the set of large cluster vertices of C contained in K and E large (K ) contains, for each large cluster vertex ∈ V (C) − V large (K ) a minimum-weight edge e K ( ) having as one endpoint and having the other endpoint in K; if no such edge exists, e K ( ) is assigned some dummy edge e nil whose endpoints are unde ned and whose weight is in nite.
In order to maintain M 2 (C), we rst describe how to maintain auxiliary data under the basic top tree operations create, split, and join for M 2 (C). When create outputs a new cluster K consisting of a single edge, we form V large (K ) as the set of at most one large cluster vertex among the endpoints of the edge. Then E large (K ) is computed by letting e K ( ) be a cheapest edge incident to both and K (or e nil if unde ned), for each large cluster vertex
When a split(K ) operation is executed for a top tree cluster K, we simply remove V large (K ) and E large (K ). Finally, when two top tree clusters K 1 and K 2 are joined into a new top tree cluster K by join(K 1 , K 2 ), we rst form the set V large (K ) = V large (K 1 ) ∪ V large (K 2 ). Then we form E large (K ) by letting e K ( ) be an edge of minimum weight among e K 1 ( ) and e K 2 ( ), for each large cluster vertex ∈ V (C) − V large (K ).
We are now ready to describe how to maintain M 2 (C) when an edge e is deleted from G 2 (C).
Deleting a non-tree edge: Assume rst that e M 2 (C). Then the topology of M 2 (C) is unchanged. If e is incident to a large cluster vertex then let u small be the other endpoint of e (u small cannot be a large cluster vertex); in this case the auxiliary data for each top tree cluster containing u small needs to be updated. We do this bottomup by rst applying create to replace each leaf cluster containing u small with a new leaf cluster and applying join to update all nonleaf clusters containing u small .
Note that the new set of top tree clusters is identical to the old set, only their auxiliary data are updated.
Deleting a tree edge: Now assume that e belongs to a tree T of M 2 (C). Top tree M 2 (C) is updated with the operation cut(e). If e belongs to MSF(C ′ ) for some small child cluster C ′ of C then e also belongs to M small . In this case, if a reconnecting edge was found for M small , it is added to M 2 (C) as a reconnecting edge for T . By Lemma 3.7, this is the cheapest reconnecting edge for T . Top tree M 2 (C) is updated using a link-operation.
Now assume that no reconnecting edge was found in M small (which may also happen if e did not belong to MSF(C ′ ) for any small child cluster C ′ of C). Let T 1 and T 2 be the two subtrees of T −e. After having computed top trees for T 1 and T 2 , let K 1 resp. K 2 be the root top tree cluster representing T 1 resp. T 2 . A cheapest reconnecting edge (if any) is of one of the following two types: a cheapest edge connecting a large cluster vertex in T 2 with a vertex of K 1 or a cheapest edge connecting a large cluster vertex in T 1 with a vertex of K 2 . We shall only describe how to identify the rst type of edge as the second type is symmetric. First, we identify from K 1 the set V large (K 1 ). Then the desired edge is identi ed as an edge e K 1 ( ) ∈ E large (K 1 ) of minimum weight over all large cluster vertices ∈ C − V large (K 1 ). Having found a cheapest reconnecting edge e ′ for T , if e ′ e nil , we add e ′ to M 2 (C) to reconnect T . In the top tree, this is supported by a link-operation.
Maintaining
For all distinct pairs of large cluster vertices (u, ) in C, the initial set of edges between u and in G 3 (C) are stored during preprocessing in a list L(u, ) sorted in increasing order of weight. A graph G ′ 3 (C) is formed, containing a cheapest edge (if any) between each such pair (u, ). The initial M 3 (C) is computed from G ′ 3 (C) using Prim's algorithm with binary heaps. Whenever an edge (u, ) is deleted from G ′ 3 (C), it is also deleted from L(u, ) and a cheapest remaining edge (if any) between u and is identi ed from L(u, ) and added to G ′ 3 (C). Whenever a tree edge is deleted from M 3 (C), a simple linear-time algorithm is used to nd a cheapest replacement edge by scanning over all edges of G ′ 3 (C).
Performance
We now analyze the performance of the data structure presented above. We start with the preprocessing step. The time to compute F is dominated by the total time spent by the algorithm in Theorem 3.3. For each i, the total vertex size of all level i-clusters is at most n since their vertex sets are pairwise disjoint. Hence, the total size of all sets W given to the algorithm is O (nℓ) = O (n 1+ϵ ). By the third part of Theorem 3.3, w.h.p. the total time for computing F is O n ϵ (n).
By Theorem 3.2, the FFE structures M and M small can be initialized in O (n log 2 n) worst-case time. This is also the case for the FFE structures of graphs G 1 (C) since these graphs are compressed versions of subgraphs of G that are pairwise both vertex-and edgedisjoint, implying that their total size is O (n). Finally, to bound the time to initialize FFE(M ′ ), note that the graph consisting of the union of M small and MSFs M 1 (C), M 2 (C), and M 3 (C) over all C contain a total of O (n) edges and at most n vertices of G. Furthermore, the total number of large cluster vertices is O (n ϵ ℓ) = O (n 2ϵ ). Hence, the total worst-case time spent on initializing FFE structures is O ((n + n 2ϵ ) log 2 n) = O n ϵ (n).
We conclude that w.h.p., the total worst-case preprocessing time is O n ϵ (n).
3.3.2
Updates. Now we bound the update time of our data structure. We start by bounding the time to update M after a single edge deletion in G. Recall that M = FFE(E ′ (w ) ∪ MSF(G ′ )). A single edge deletion in G can cause at most one edge deletion in E ′ , at most one edge deletion in MSF(G ′ ), and (in case a tree edge was deleted from MSF(G ′ )) at most one edge insertion in MSF(G ′ ).
Hence, E ′ (w ) ∪ MSF(G ′ ) and thus M can be updated with a constant number of edge insertions/deletions. By Theorem 3.2, in order to bound the time to update M after a single edge insertion/deletion, we need to bound the number of non-tree edges of M. We do this in the following lemma. 
P
. Observe that edges of E (C M ) are edges of M (since they belonged to M initially and since we only delete edges from G). In particular, edges of MSF(G ′ ) belonging to E (C M ) are tree edges of M. Furthermore, if each M-cluster is contracted to a vertex in MSF(G ′ ) then the number of remaining edges is at most the number of M-clusters minus 1. The initial number of M-clusters in a tree of M is O (n 1−ϵ ) and the number of M-clusters can increase by at most 1 per edge deletion in G. Since we have a bound of ∆ on the total number of edge deletions in G, we conclude that at all times, the number of non-tree edges of M is O (n 1−ϵ + ∆ + |E ′ |).
Next, we bound |E ′ |. By the second property of Theorem 3.3, for i = −1, . . . , ℓ − 1, and for each non-leaf level i-cluster C,
where X(C) is the partition of V (C) found by the algorithm in Theorem 3.3. By a telescoping sums argument applied to F , |E ′ | = O (λn log n) =Õ (λn). Since n 1−ϵ ≤ λn, the lemma follows.
To also bound the time to update M ′ , we similarly bound their number of non-tree edges. Observe that the compressed clusters are pairwise edge-disjoint. Since we assume that no large cluster becomes disconnected, it follows that at most one compressed cluster is a ected by an edge deletion in G; let C be such a cluster. Then the number of edge insertions/deletions in each of M 1 (C), Combining the above with Theorem 3.2, it follows that the total time to update M and M ′ isÕ ( √ ∆ + λn). Furthermore, M small can be maintained within this time as well since each small cluster has size O (n 1−ϵ ) and at most one such cluster is a ected by an edge deletion in G. We now have the following corollary. M 2 -forests: The data structure for maintaining M 2 -forests is described in Section 3.2.2. To e ciently support the join of top tree clusters, the large cluster vertices of each compressed cluster C are arbitrarily labeled from 1 to k where k is the number of large cluster vertices in C. For each top tree cluster K of M 2 (C), the set V large (K ) is represented as an array of k bits where the ith bit is 1 i large cluster vertex i belongs to V large (K ). Note that k = O (n ϵ ).
The set E large (K ) is represented as an array of length k where the ith entry contains the edge e K ( ) ∈ E (C) where is the ith large cluster vertex.
With this representation of auxiliary data, it is easy to see that each join of two top tree clusters in M 2 (C) and each split can be done in O (k ) = O (n ϵ ) time. Since G has constant degree, we can support create within this time bound as well. No more than O (log n) of these operations are required in M 2 (C) in each update, taking a total of O (n ϵ log n) time. From our description in Section 3.2.2, it is easy to see that nding a minimum-weight replacement edge can be done in linear time in the size of the auxiliary data stored in two top tree clusters, i.e., in time O (n ϵ ).
We conclude that maintaining M 2 -forests can be done inÕ (n ϵ ) time per edge deletion in G. M 3 -forests: As observed above, the number of large cluster vertices in a compressed cluster C is O (n ϵ ) and hence |G ′ 3 (C)| = O (n 2ϵ ). Maintaining the graph G ′ 3 (C) can be done in constant time per edge deletion in G and the brute-force algorithm to nd a cheapest replacement edge in M 3 (C) can be done in O (|G ′ 3 (C)|) = O (n 2ϵ ) time. We can now summarize the results of this subsection. 3.11. Assume that no large F -cluster becomes disconnected during a sequence of at most ∆ edge deletions to G. Then w.h.p., the data structure of this section has worst-case preprocessing time O n ϵ (n) and worst-case update timeÕ ( ∆ + n 1−1/2 O (1/ϵ ) + n 2ϵ ).
Handling Disconnected Large Clusters
We now remove the simplifying assumption that large clusters do not become disconnected. To handle the general case, the following theorem is crucial; its proof can be found in Section 4. which undergoes a sequence of at most ∆ = Ω( |V (H )|)) updates each of which is an edge deletion. Assume that w.h.p., H is initially a γ -expander graph where γ = O n ϵ (1). Then there is a dynamic data structure for H which w.h.p. has worst-case preprocessing timẽ
If the sequence of updates is independent of the random bits used by the data structure then in the kth update, the data structure outputs a subset V k of V (H ) such that
(1) H [V (H ) − W k ] is connected just after the update for some subset W k of ∪ k i=1 V i , and (2) w.h.p., V k has size O (n 1/2−4ϵ ) and is output in O (n 1/2−4ϵ ) + O n ϵ (∆/n 1/4 + ∆ 4 /n 2 ) worst-case time.
Given this theorem, the modi cation to the data structure described in the previous subsections is quite simple. The preprocessing step is extended by setting up an instance D (C) of the data structure of Theorem 3.12 for each large cluster C. Now, consider an update where an edge e is to be deleted from G. It will prove useful to split the update into two phases where e is not deleted until the second phase. In the rst phase, the following is done for each large cluster C and the at most one large child cluster C ′ of C containing e. First, D (C ′ ) is updated with the deletion of e. Letting V ′ ⊆ V (C ′ ) be the set output by D (C ′ ), all edges of C incident to V ′ are inserted into FFE(M ′ ), excluding those edges already present in this structure. Then all edges incident to V ′ are removed from G 2 (C) and G 3 (C) and forests M 2 (C) and M 3 (C) are updated accordingly; new edges added to these forests are inserted into FFE(M ′ ) but edges removed from the forests are not removed from this structure. In the second phase, the same is done as in the previous subsections.
Correctness.
We show that with the above modi cations, our data structure still maintains MSF M of G. It su ces to show that M ′ correctly maintains MSF(G ′ ) and by Lemma 3.7, this follows if we can show that for any F -cluster C, FFE(M ′ ) contains MSF(C) after each update. We show the latter by induction on the height of the subtree of F rooted at C. The base case where the 
In C, C ′ is contracted to a large cluster vertex. (b): Subgraph D obtained from C by removing, for each large child cluster C ′ , the vertex set W C ′ as well as
In D, this subgraph is contracted to a large cluster vertex and is identi ed with the large cluster vertex in C obtained by contracting C ′ . Among the edges shown, the dashed ones are exactly those belonging to F − e.
height is 0 is straightforward since then C is a small cluster and FFE(M ′ ) contains M small at all times and thus also MSF(C). Now assume that the height is positive and that the claim holds for smaller heights and consider an update where an edge e is to be deleted from G. Assuming that the claim holds at the beginning of the update, we will show that it also holds at the end of the update.
Consider the end of the rst phase. Observe that the claim must hold at this point since it did so at the beginning of the update and in the rst phase we only add edges to FFE(M ′ ). For the analysis, we construct a subgraph D of C by initializing D = C and then doing the following for each large child cluster C ′ of C. Let V C ′ be the union of subsets output by D (C ′ ) so far and let W C ′ be a subset of V C ′ such that C ′ [V (C ′ ) −W C ′ ] is connected; such a subset must exist by Theorem 3.12. We remove from D all edges of E (C) −E (C ′ ) incident to V C ′ as well as remove all vertices of W C ′ ; see Figure 3 .
to be a large child cluster of D.
We have de ned the large child clusters of D and we de ne the small child clusters of D to be the small child clusters of C. With these de nitions, let D be obtained from D exactly in the same manner as C is obtained from C. For each large child cluster C ′ of C, there is a unique large child cluster D ′ of D such that D ′ ⊆ C ′ . For all such pairs (C ′ , D ′ ), we identify the large cluster vertex in C corresponding to C ′ with the large cluster vertex in D corresponding to D ′ . At the end of the rst phase, we then have C = D. Now, consider the end of the second phase of the update. At this point, e has been deleted from C. Since the large cluster vertices of C are identi ed with large cluster vertices of D, they correspond to subgraphs of C which by Theorem 3.12 are connected. Let F ′ be the union of these subgraphs and let C ′ be the union of all child clusters of C; note that F ′ = C ′ [V (D)]. By the induction hypothesis, FFE(M ′ ) contains MSF(C ′ ). Let F = E (C) − (E (C ′ ) ∪ E (D)); see Figure 3 (b). In the rst phase, the edges of F were all inserted into FFE(M ′ ) and they must still be present in this structure since they were all removed from C in the rst phase. Hence, 
which shows the induction step. Hence, with the above modi cation, M correctly maintains M.
Performance.
We now analyze the additional preprocessing and update time required with the above modi cations. The total number of large clusters is O (n 2ϵ ) so by Theorem 3.12, w.h.p. the additional preprocessing time is O n ϵ (n + ∆ 2 / √ n). Now, consider the deletion of an edge e from G. The number of large clusters containing e is O (n ϵ ) and by keeping pointers from each edge to the large clusters containing it, these clusters can be identi ed in O (n ϵ ) time.
Consider one such large cluster C. By Theorem 3.12, updating D (C) takes O (n 1/2−4ϵ )+O n ϵ (∆/n 1/4 +∆ 4 /n 2 ) time with high probability. Let V ′ be the set output by this update. During the rst phase, no changes are made to MSF(G ′ ) so all edges inserted into FFE(M ′ ) when C is processed must belong to E − E (MSF(G ′ )). By Theorem 3.2, they can thus be inserted with batched insertions into the FFE structure, taking a total worst-case time ofÕ (n 1/2−4ϵ ). By our earlier analysis of the data structures maintaining M 2 -and M 3forests, it follows that removing edges incident to V ′ from G 2 (C) and G 3 (C) and updating M 2 (C) and M 3 (C) accordingly takes worstcase time O (|V ′ |n 2ϵ ) = O (n 1/2−2ϵ ). Summing over all C, it follows that w.h.p., each update can be supported inÕ (n 1/2−ϵ ) + O n ϵ (∆/n 1/4 + ∆ 4 /n 2 ) worst-case time.
Combining the above with Lemma 3.11, we are now ready to choose ∆ in order to obtain Theorem 1.1. We have shown that w.h.p., preprocessing time for the structure of this section is O n ϵ (n+ ∆ 2 / √ n) and update time is n 1/2−1/2 O (1/ϵ ) +Õ ( √ ∆) +O n ϵ (∆/n 1/4 + ∆ 4 /n 2 ); this is under the assumption that ∆ = Ω( √ n) since we applied Theorem 3.12 above. By Theorem 3.1, this gives a fullydynamic MSF structure which for any update w.h.p. requires time n 1/2−1/2 O (1/ϵ ) +Õ ( √ ∆) + O n ϵ (n/∆ + ∆/n 1/4 + ∆ 4 /n 2 ). Picking constant ϵ su ciently small and picking suitable ∆ = n 1/2+Θ(ϵ ) gives an update time of n 1/2−1/2 O (1/ϵ ) . This shows Theorem 1.1 except for the expected time bound. The latter can easily be obtained as follows. If in an update the n 1/2−1/2 O (1/ϵ ) time bound is exceeded, the data structure can update the MSF deterministically in O (n) time (scanning over all edges) and then rebuild a new data structure for the next update. Since the O (n) time is only spent with low probability, we get an expected time bound of n 1/2−1/2 O (1/ϵ ) .
DECREMENTAL MAINTENANCE OF EXPANDER GRAPHS
In this section, we present the data structure of Theorem 3.12. We shall refer to the dynamic graph as G = (V , E) here rather than H and to simplify notation, we assume it to have n vertices; it is easy to see that the problem only becomes easier if there are fewer than n vertices. We require that G has max degree at most 3, that it is initially a γ -expander graph w.h.p., where γ = Θ n ϵ (1), and that the total number of edge deletions in G is at most ∆ = Ω( √ n). We also require that the sequence of updates is independent of the random bits used by the data structure. We need the following lemma whose proof is omitted. We regard dynamic graph G as an unweighted graph since its edge weights are not relevant in this section. However, since we will apply Lemma 4.1 which assumes an edge weight function, we pick some arbitrary lexicographical ordering of the edges of G. We shall refer to an FFE structure here as an instance of the data structure in this lemma and denote it by FFE(H ) for a graph H .
Preprocessing
We start by describing the preprocessing step of our data structure. We may restrict our attention to the case where the initial graph G is connected as follows. During preprocessing, the data structure checks if G is connected. If G is not, it cannot be a γ -expander graph and the data structure simply lets the rst set V 1 output be equal to V as this will satisfy the conditions in Theorem 3.12.
First, for some parameter κ between 1 and n, we apply Frederickson's FINDCLUSTERS procedure [3] to an arbitrary spanning tree of of G, giving a partition of V into a set C of clusters where for each C ∈ C, κ ≤ |C | ≤ 3κ, and G[C] is connected; we choose κ = n 1/2−Θ(ϵ ) where the hidden constant will be picked su ciently big (but independent of ϵ which we regard as a variable here) to make our arguments in this and the next section carry through. We compute a spanning tree T (C) of G[C] for each cluster C. The set C will be dynamic and our data structure maintains this clustering as well as spanning tree T (C) of each C ∈ C.
Next, we obtain a subset E ′ of E by sampling each edge independently with some probability p to be speci ed later. We form a subgraph H of G consisting of edge set E ′ and of T (C) for each C ∈ C. We apply Lemma 4.1 to set up an FFE structure FFE(H ) for H where the initial forest F (H ) is a spanning forest of H containing T (C) for each C ∈ C. The purpose of F (H ) will be to certify connectivity of G[V −W k ] where W k is a subset satisfying the rst requirement in Theorem 3.12.
Our data structure maintains a set X ⊆ V respecting C. We require that vertices can never be added to X , only removed. With high probability, at all times, G[X ] is an expander graph and H [X ] is connected. Initialize X = V .
Finally, we do some additional preprocessing for a procedure called XPrune. Its purpose will be to "prune" X in each update by removing some clusters from this set such that w.h.p., G[X ] remains an expander graph. We describe this procedure in detail in Section 5; in this section, we shall regard it as a black box. When an edge e is deleted from G, XPrune(e) will update X and output the clusters of C that are removed from X . For some later specied value γ ′ ≤ γ , we require the following two properties to hold w.h.p. when XPrune(e) returns:
(1) for each C-respecting cut (K, X − K ) of X , the number of edges of G[X ] crossing (K, X −K ) is at least γ ′ min{|K |, |X − K |}, and (2) the total size of all clusters output by XPrune over all updates is O (∆/γ ). For now, we require that γ ′ = Θ n ϵ (1).
XPrune will have access to G and C but not to E ′ so the updates to X will be independent of the random bits used to form E ′ .
Updates
Given the above preprocessing, we now describe how to handle updates. The following invariants will be maintained: 
Maintaining
Clusters. Now we describe how to handle an update to G consisting of the deletion of an edge e = (u, ) such that the invariants above are maintained. For now, we only focus on maintaining clusters and ignore updates to X .
We rst delete e from G, H , and FFE(H ). The interesting case is when e is an intra-cluster edge. Then e ∈ G[C] for some cluster C ∈ C. If e T (C), no further updates are needed and the invariants are maintained, so consider the case when e ∈ T (C). Deleting e splits T (C) into two subtrees T (C u ) ∋ u and T (C ) ∋ spanning subsets C u and C of C, respectively. We visit the edges of G[X ] incident to T (C u ) to look for a replacement edge for T (C). If such an edge f is found, C remains a cluster, T (C) is updated to T (C u ) ∪T (C ) ∪ { f }, and FFE(H ) is updated by adding f as a tree edge to F (H ).
The remaining case is when no replacement edge for T (C) was found among the edges in G[X ]. First, C is removed from C. Next, C u and C are updated; we only describe the update for C u as C is handled similarly. If |C u | ≥ κ, C u becomes a new cluster and is added to C with spanning tree T (C u ). Otherwise, we look for an edge of G[X ] leaving C u . If no such edge is found, C u is added to C with spanning tree T (C u ). Otherwise, let e ′ = (u ′ , ′ ) be the lexicographically smallest such edge 2 where u ′ ∈ C u and ′ belongs to some other cluster C ′ . We form C ′′ = C u ∪ C ′ and let T (C ′′ ) be the spanning tree T (C u ) ∪ T (C ′ ) ∪ {e ′ } of C ′′ . Note that |C ′′ | ≥ κ. If also |C ′′ | ≤ 3κ, we add C ′′ to C. Otherwise, we apply Frederickson's FINDCLUSTERS to T (C ′′ ) to partition C ′′ into O (1) sub-clusters each inducing a subtree of T (C ′′ ) and with size between κ and 3κ. These sub-clusters replace C u and C ′ in C.
It is easy to see that the above satis es Invariant 1. To satisfy Invariant 2, we do as follows. If a replacement edge f was found for T (C) in the above procedure, we add it to F (H ). Otherwise, if C ′′ could be formed when processing C u above, we add e ′ to F (H ). This may create a cycle in F (H ) in which case we delete an inter-cluster edge incident to C ′′ belonging to this cycle. A similar update is done when processing C .
At this point, it may happen that F (H ) is no longer a spanning forest of H [X ]. We apply connect(u, ) to FFE(H ) and if a reconnecting edge is found, it is added to F (H ).
It is easy to see that the above satis es the invariants. Note that since the procedure above only looks for reconnecting edges in G[X ], a cluster not in C(X ) can never be merged with another cluster, it can only be split into smaller clusters and these will never intersect X . In particular, vertices will never be added to X , satisfying our requirement above.
4.2.2
Updating X . We now present the entire data structure for handling updates which, in addition to maintaining clusters, also supports updates to X with the procedure XPrune. At all times, X respects C and this procedure implicitly maintains X by maintaining the set C(X ) of clusters of C contained in X .
The data structure maintains a subset C ′ of C which is initialized to be empty during preprocessing. This set can be regarded as a bu er of clusters whose vertex sets are waiting to be output in subsets V k in Theorem 3.12. At all times, C ′ ⊆ C − C(X ).
Now consider an update consisting of the deletion of an edge e = (u, ) from G. We split the update into two phases where the rst phase takes place prior to e being deleted and the second phase starts with the deletion of e.
Phase 1: We check if C ′ is empty. If not, we continue with Phase 2. Otherwise, we rst remove from H and FFE(H ) every edge (u ′ , ′ ) of E ′ incident to a cluster of C − C(X ) and apply connect(u ′ , ′ ) in FFE(H ) to maintain Invariant 2. Then we check if F (H ) contains a tree spanning X . If not, we output V and halt, skipping Phase 2.
Phase 2: At the beginning of Phase 2, either C ′ is non-empty or F (H ) contains a tree spanning X . We rst apply the procedure described above for updating clusters. If a cluster C ∈ C ′ is split into two sub-clusters in this procedure, they replace C in C ′ ; note that clusters in C ′ can never be merged since C ′ ⊆ C−C(X ). LetT u and T be the trees of F (H ) containing u and , respectively, after this update. If T u T , we set W e to be the smaller of the two sets V (T u ) and V (T ); otherwise, W e = ∅. We then execute XPrune(e) which updates C(X ) and outputs a subset C e of clusters; we update C ′ ← C ′ ∪ C e . Next, we remove a subset C ′ e of clusters from C ′ whose total vertex size is between n 1/2−4ϵ and n 1/2−4ϵ + 3κ; if the total size of clusters in C ′ is less than n 1/2−4ϵ , we set C ′ e = C ′ , thereby emptying C ′ . Note that by Invariant 1, C ′ e is well-de ned. Finally, we output V e = ∪ C ∈ C ′ e C ∪ W e . 4.2.3 Correctness. We now show that the update procedure described above satis es the requirements of Theorem 3.12. 
P
. We may assume that V is not output in Phase 1 of any update since if such an update k exists, we can simply pickW k ′ = V for every k ′ ≥ k and we only need to focus on updates k ′ < k. We shall denote the set X resp. C ′ at the beginning of an update k by X (k ) resp. C ′ (k ) and denote the set W e formed in update k by W e (k ). Now, consider an update k and let k ′ ≤ k be the latest update for which C ′ (k ′ ) = ∅; note that k ′ exists since C ′ is empty at the beginning of the rst update. We show that W k = (V − X (k ′ )) ∪ k ′ ≤k ′′ ≤k W e (k ′′ ) satis es the rst requirement of Theorem 3.12. Since C ′ (k ′ ) = ∅, every vertex of V − X (k ′ ) has been output in updates prior to k ′ . Furthermore, W e (k ′′ ) is output in update k ′′ for k ′ ≤ k ′′ ≤ k. Hence, W k is contained in the union of sets output during the k rst updates.
It remains to show that G[V − W k ] is connected at the end of update k. At the end of Phase 1 of update k ′ , F (H ) contains a tree spanning X (k ′ ). Hence, at the end of update k, F (H ) contains a tree spanning
We now consider the second requirement of Theorem 3.12. We omit the implementation details and the analysis of the running time and show only that w.h.p., each set output has size O (n 1/2−4ϵ ).
In the following, let N be an integer which w.h.p. is an upper bound on the maximum number of consecutive updates for which C ′ fails to be emptied. Since w.h.p., the total size of all clusters output by XPrune over all updates is O (∆/γ ) and since we output Ω(n 1/2−4ϵ ) vertices in each update that does not empty C ′ , we can pick N = Θ(∆/(γn 1/2−4ϵ )) = Θ n ϵ (∆/ √ n). Fixing sampling probability p = 8c p (ln n)/(γ ′ κ) = Θ n ϵ (1/κ) for a su ciently large constant c p > 0 and picking κ = n 1/2−Θ(ϵ ) such that κN = O (n 1/2−4ϵ ) gives the size bound in the second requirement of Theorem 3.12: 
. (Sketch) Using the rst property of XPrune and the fact that w.h.p. G is initially an expander graph, we can show that w.h.p., H [X ] is connected at the beginning of each update. Thus, sets are only output in Phase 2. Consider an execution of this phase when an edge e is deleted. By Invariant 1, the size of each subset ∪ C ∈ C ′ e C is O (n 1/2−4ϵ ). Note that when W e is formed, F (H ) does not change for the rest of the update. Hence, at the end of the update, if W e ∅, it must be the vertex set of some tree of F (H ) and because of the way we choose W e , this cannot be the tree with the most vertices. Using the rst property of XPrune and the bound κN = O (n 1/2−4ϵ ), we can show that w.h.p., at the end of each update, every tree of F (H ) except one has size O (n 1/2−4ϵ ). Hence |W e | = O (n 1/2−4ϵ ).
THE XPRUNE PROCEDURE
In this section, we present the procedure XPrune which we used as a black box in Section 4. It makes use of a new dynamic version of the procedure Nibble of Spielman and Teng [14] . Before moving on, we introduce some notation used in their paper as well as the procedure Nibble.
When we refer to vectors in the following, we assume that each of them has an entry for each vertex in a graph that should be clear from context. We denote by d (S ) the sum of degrees of vertices in a subset S and we write d ( ) instead of d ({ }) for a vertex . Let A be the adjacency matrix for the graph, let D be the diagonal matrix where entry (i, i) is the degree of the ith vertex, and let I be the identity matrix of the same dimensions as A and D. We de ne the matrix P by P = (AD −1 + I )/2.
On input (H, s, θ, b), Nibble calculates truncated probability distributions for t 0 = 49 ln(|E (H )|e 4 )/θ 2 steps of a random walk in a graph H starting in a vertex s where in each step, the walk stays in the current vertex with probability 1/2 and otherwise goes to one of the adjacent vertices with equal probability. It then derives from one of these probability truncated distributions a low-conductance cut, assuming a suitable starting vertex s is chosen. Each step is implemented by multiplying the current truncated probability distribution by P followed by truncation which rounds down the probability mass at each vertex to 0 if the mass at that vertex is less than
In this section, we set θ + = θ 3 /(14 4 ln 2 (3ne 4 )) and we shall implicitly assume that each graph contains at most 3n edges, as is the case for G. The following lemma follows easily from [14] . 
Furthermore, for any s and b, if Nibble(H, s, θ, b) outputs a set, this set has size between Ω(2 b /d max ) andÕ (2 b /θ 3 ) and has conductance at most θ in H .
We say that Nibble visits an edge e = (u, ) if in some step, it sends a non-zero amount of probability mass along e. The following lemma bounds the number of edges visited by Nibble. This is key to making Nibble work e ciently in our dynamic setting. 
P
. Consider in the following non-truncated probability distributions for random walks de ned by matrix P. Let Pr(u, w, t ) denote the probability of reaching vertex w in t steps in a random walk in H from vertex u where in each step, the walk remains in the current vertex with probability 1/2 and otherwise goes to one of the incident vertices with equal probability. Given s 0 , w ∈ V and integers T ≥ t ≥ 0, Pr(s 0 , w,T ) = s ∈V Pr(s 0 , s,T − t ) Pr(s, w, t ). It is well-known that in a connected graph H ′ , when the number of steps in a random walk from any starting vertex approaches innity, the probability distribution for this walk converges to the stationary distribution in which the probability mass at each vertex x is d (x )/d (V (H ′ )). Hence,
Pr(s, w, t ),
Let u and be the endpoints of e. Nibble visits e if at some point it sends probability mass along e either from u to or from to u; we shall only bound the number of starting vertices for which the former happens since the same argument applies for the latter. By [14] , the truncated probability mass found by Nibble is never greater than the corresponding non-truncated probability mass. Hence, Nibble(H, s, θ, b) only sends probability mass from u to along e if there is a t such that Pr(s,
Since H is connected and contains at least two vertices, it has min degree at least 1. By the above, the number of starting vertices s for which Nibble(H, s, θ, b) sends probability mass from u to along e is at most
Preprocessing
We are now ready to present XPrune(e). Pseudocode can be seen in Figure 4 . In this subsection, we describe the preprocessing needed by this procedure. We will need the following theorem (proof omitted) which essentially says that in order to nd low-conductance cuts in a graph, it su ces to look for them in a sparse sampled representative of this graph. This is somewhat similar to Karger's result that the value of each cut is preserved in a sampled subgraph [10] . E) be an n-vertex graph of max degree d, let c > 0 be a constant and let κ ≥ 1, and ρ ≤ 1 be given. Let C be a clustering of V such that for each C ∈ C, κ ≤ |C | ≤ 3κ and G[C] is connected. Let G C be the multigraph (C, E C ) where E C is the set of edges of E between distinct clusters of C and assume that G C has min degree at least κρ. Let G ′ C = (C, E ′ C ) be the multigraph obtained from G C by sampling each edge independently with probability p = min{1, (12c+24)(1/(ρ 2 κ)) ln n}. Then with probability 1−O (1/|C| c ), the following holds for every cut (S, C − S ) in C:
In the following, we pick θ = γ /96 = Θ n ϵ (1) and γ ′ = θ 3 + /3 8 = Θ n ϵ (1). Note that our previous constraints in Section 4.1 that γ ′ ≤ γ and γ ′ = Θ n ϵ (1) are satis ed.
Next, let ρ = 1 3 θ + = Θ n ϵ (1) and let p = Θ((ln n)/(θ 2 + κ)) = Θ n ϵ (1/κ) be the probability from Theorem 5.3. Furthermore, let d max = 6pκ = Θ n ϵ (1) and let b max be the largest integer b such that the size lower bound in Lemma 5.1 is at most 64∆/(γκ). Note that b max = lg(Θ n ϵ (∆/κ)). Finally, let h max = ⌈64∆/(γκ)⌉ = Θ n ϵ (∆/κ).
In the following, let multigraph G C be de ned as in Theorem 5.3. For i = 1, . . . , h max , we form a multigraph with vertex set C by sampling each edge of G C independently with probability p. Let H denote a list of the h max graphs obtained. By Invariant 1 in Section 4.1, each vertex of each graph of H has expected degree at most 3pκ so by a Cherno and a union bound, w.h.p. each graph in H has max degree at most d max .
We shall assume that at any point during the sequence of updates, each graph in H is simple so that Nibble can be applied to it, and that clusters of C do not change over time. We omit the details on how to get rid of these assumptions.
The following preprocessing is done for each graph H C ∈ H and for b = 1, . . . , b max . For each s ∈ V (H C ), run Nibble(H C , s, θ, b) and store the set E b (s, H C ) of edges of H C visited by this call. Having executed these calls, we then obtain and store dual sets S b (e, H C ) consisting of all s such that e ∈ E b (s, H C ). For each s ∈ V (H C ), we store a bit indicating whether s is b-active or b-
Next, we check the condition in line 4 of XPrune for each H C ∈ H and each C ∈ C. If the condition is satis ed, we mark C as a lowdegree cluster in graph H C . We keep these low-degree clusters in a linked list L(H C ) which will be maintained during updates.
The E b -sets, their duals S b , and the list L(H C ) will only become relevant later on when we focus on the implementation and show how the tests in lines 4 and 7 can be done e ciently.
XPrune(e):
for each graph H
let H C be the rst graph in H 4.
if ∃C ∈ C s.t. the number of edges of H C leaving C is less than κθ + p 5.
update
let K ′ C be the smaller of sets K C and C(X ) − K C 9.
update C(X ) ← C(X ) − K ′ C
10
.
else output clusters removed from C(X ) in lines 2-10 Figure 4 : Pseudocode for procedure XPrune. Set X is implicitly updated when C(X ) is updated in lines 5 and 9.
Correctness
We now show that the two properties of XPrune in Section 4.1 hold. Lemma 5.5 below easily implies the second property of XPrune. To show this lemma, we rst need the following result which follows easily using Cherno bounds. The following lemma follows from the fact that w.h.p., G[X init ] is a γ -expander graph where X init is the initial set X . The next lemma shows that the rst property of XPrune is maintained over all edge deletions, assuming H never becomes empty. L 5.6. Suppose a call to XPrune has just returned where in each execution of line 2, H was non-empty. Then w.h.p., for every C(X )-respecting cut (K, X −K ), the number of edges of G[X ] crossing (K, X − K ) is at least γ ′ min{|K |, |X − K |}.
P
. (Sketch) We prove the lemma for the variant of XPrune described in Lemma 5.5. It can be shown that this su ces.
Consider a moment where XPrune has just returned and let H C be the rst graph in H . Edges of H C are sampled independently of the updates to X done so far; this follows since each time X is updated, the current graph H C is removed from H . By Lemma 5.1, for every cut (K C , C(X ) − K C ), Φ H C (K C ) > 2θ + = 6ρ. Lemma 5.4 implies that w.h.p., G C [C(X )] has min degree at least ρκ. By the second part of Theorem 5.3, w.h.p. for every cut
The nal lemma of this subsection shows that the requirement in Lemma 5.6 of H being non-empty can be dropped. This shows the correctness of XPrune. 
. Because of our simplifying assumption that clusters do not change over time, it follows from Invariant 1 that every time XPrune removes a graph from H , the size of X is reduced by at least κ. By Lemma 5.5, w.h.p. this happens no more than h max times which is the initial size of H .
Implementation and Performance
We now show how to implement the preprocessing and the update step of XPrune and analyze the performance of this implementation. We omit the preprocessing step.
Note that in line 7, Nibble is applied to subgraphs of graphs H C ∈ H induced by C(X ). In our implementation, we shall maintain these subgraphs explicitly by removing edges of H C incident to clusters removed from C(X ). This way, H C [C(X )] is a component of H C so when we run Nibble on H C with a start vertex in C(X ), we do not need to worry about edges not in H C [C(X )] being visited.
To implement line 1, we do as follows for each H C ∈ H . Assume that e ∈ H C as otherwise nothing needs to be done. After deleting e from H C , for each b = 1, . . . , b max , the only calls Nibble(H C [C(X )], s, θ, b) that are a ected by the deletion are those from vertices s ∈ S b (e, H C ). For each such s, we run procedure To maintain lists L(H C ) in line 1, we only need to check the lowdegree condition of line 4 for the clusters containing u and and for the clusters that have been merged or split during the current update (the latter is not relevant here because of our simplifying assumption that clusters do not change over time.
Next, we describe how lines 3 to 6 are implemented. For the condition in line 4, checking each C ∈ C will be too slow. Instead, we make use of the L-lists. Consider any execution of line 4. If L(H C ) is empty, no C exists satisfying the condition. Otherwise, we obtain C by extracting the rst element of L(H C ).
Handling the update in line 5 is done as follows. For each graph H ′ C ∈ H − {H C }, we delete from H ′ C every edge incident to C. For each deleted edge e ′ , we run Nibble from all vertices in S b (e ′ , H ′ C ) for all b and update the b-active/b-passive bits and the S-and Esets as above. For each cluster C ′ incident to C in H ′ C , the removal of C may have caused C ′ to now have low degree. We update the adjacency list of each such C ′ and add it to L(H ′ C ) if it has low degree. We maintain C(X ) implicitly by associating a bit with each cluster indicating whether it belongs to C(X ). Clusters removed from C(X ) are stored in a linked list which is output in line 10.
To implement line 7, we check for each b if there are any b-active vertices in H C . If not, the condition in line 7 cannot be satis ed and we execute line 10. Otherwise, we pick a b and a b-active vertex s in H C and run Nibble(H C [C(X )], s, θ, b). The update in line 9 is handled similarly to line 5 except that every cluster C on the K Cside of the cut is processed rather than just a single cluster.
We now show the performance of the data structure. The update time is dominated by the time spent in the while-loop. Consider a single execution of lines 3 to 6. Since we maintain the L-lists, we can obtain a cluster C satisfying the condition in line 4 in O (1) time, assuming such a C exists. If it does then since w.h.p., each vertex of H C has degree at most d max = O n ϵ (1) and since C has degree less than κθ + p = O n ϵ (1), w.h.p., updating L-lists takes O n ϵ (1) time per graph H ′ C ∈ H − {H C } since we only need to update adjacency lists for clusters adjacent to C. Since we delete from H ′ C the edges incident to C, it follows from Lemma 5.2 that for each b, w.h.p. onlỹ O (d max 2 b /θ 5 ) = O n ϵ (2 b ) calls to Nibble in H ′ C with parameter b need to be updated which by Lemma 5.1 takes a total of O n ϵ (2 2b ) time. Over all b and H ′ C , this is O n ϵ (h max 2 2b max ) = O n ϵ (∆ 3 /κ 3 ) = O n ϵ (∆ 3 /n 3/2 ) time.
We have bounded the time for a single execution of lines 3 to 6. By Lemma 5.5, the number of executions of these lines in an update is O (∆/(γκ)) = O n ϵ (∆/ √ n) which sums up to a total time for these executions of O n ϵ (∆ 4 /n 2 ).
It remains to bound the total time spent in lines 7 to 10 during an update. Consider a single execution of these lines. For each H C ∈ H and each b, we keep the set of b-active vertices of H C in a linked list so that we can identify such a vertex in constant time if it exists. By Lemma 5.2, the number of calls to Nibble in H ′ C with parameter b that are updated isÕ ((|K |p)(2 b /θ 5 )) = O n ϵ (|K |2 b / √ n) and by Lemma 5.1, the total time for these calls is O n ϵ (|K |2 2b / √ n). Over all b and H ′ C , this is O n ϵ (|K |2 2b max h max / √ n) = O n ϵ (|K |∆ 3 /n 2 ). By Lemma 5.5, the total size of sets K over all executions of line 9 in an update is O (∆/γ ) = O n ϵ (∆). Hence, total time for lines 7 to 10 in a single update is O n ϵ (∆ 4 /n 2 ). This shows the time bound of Theorem 3.12.
CONCLUDING REMARKS
We gave a Las Vegas data structure for fully-dynamic MSF which w.h.p. handles an update in O (n 1/2−c ) worst-case time for some constant c > 0 where n is the number of vertices. This is the rst improvement over the O ( √ n) worst-case bound of Eppstein et al. [2] . Previously, such an improvement was not even known for the problem of maintaining a spanning forest of an unweighted fully-dynamic graph. We also obtain the rst Las Vegas data structure for fully-dynamic connectivity with worst-case update time polynomially better than O ( √ n); query time is worst-case O (1). By breaking this important barrier for fully-dynamic MSF, our hope is that further progress can be made for this problem as well as for fully-dynamic connectivity. We believe that our techniques are also applicable to other dynamic graph problems.
We leave two open problems for dynamic MSF, namely can polylogarithmic update time be achieved w.h.p. and can the worst-case update time of this paper be matched deterministically?
