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Abstract-An algorithm is described to determine the minimum area polar set of a planar convex 
polygon described in terms of its vertices. We adopt a result due to Santalo to verify our minimizing 
solution, and then demonstrate the search procedure on a few examples. 
1. INTRODUCTION 
Given a convex polytope P, in 72” described in terms of its vertex set {Al, AZ, . . . , A,,,} and a 
point Q within the interior of P,,,, PA, called the point of duality, there is associated with P,,, 
and Q a dual (or polar reciprocal) figure (P,’ ; Q) = {AT, A$, . . . , A; }. The dual figure is de- 
scribed analytically by 
(P;; Q) = {x E ‘R” I (x, Y) 5 1 VY E Pm). 
Geometrically, polarity is defined through a l-l correspondence with the input polygon (the 
r facets of P,,, correspond to the vertices Af , and so in the plane m = T = q, but in space and 
higher dimensions the values of m and r are generally different). The volume of (PJ ; Q) will 
be denoted by Vol (Pi; Q), and is a function of P,,, and the point of duality Q. An interesting 
optimization problem associated with the dual body is to find the position of Q within Pm such 
that the volume Vol (Pp’; Q) is minimized. 
This problem can be stated more formally as follows. A convex body K in 72” will refer 
to a compact convex set with a non-empty interior, K”, and for convenience we assume the 
origin 0 E I<‘. OK represents the boundary of the set K, and (x, y) = c xiyi denotes the usual 
scalar product of x and y. Let R = {x E 72” 1 11x11 5 1) d enote the unit ball centered at the 
origin. The polar reciprocal body of K is defined as follows. The polar plane of x with respect to 
the unit ball is given by (x, y) = 1. The intersection of all halfspaces H = {x E K I (x, y) 5 1) 
is called (Ii” ; x): 
(K*;x) = {x E’R” I (x,y) 5 1 y E Ii}. 
(I?; x) can also be motivated in the following way. To any convex body I< we can associate its 
support function p : ‘R” - ‘R defined by 
P(X) = ,“W& (X,Y). 
This real-valued function is positive homogeneous of the first degree and convex. The distance 
or gauge function d : 72” - ‘R is defined by 
d(x) = inf{X 1 0 I x E AK}, 
where AK represents the image of K under a homothetic transformation in the ratio X : 1. Note 
that d is also convex (and thus the support function of some other compact, convex set in an). 
This compact set is again (K*;x). 
Typeset by A,#?-T@i 
47 
48 M.J. KAISER 
The volume of (Zi”;x) with respect to the unit ball n centered at x E K” is given by 
Vol(K’;x) = 1 
J 
dw 
n npo”’ 
where p(w) is the support function for K with respect to x E K” and w is the (n - 1)-dimensional 
surface element on the ball. There exists a unique point S(Z<) E K” called the Santalo point that 
minimizes the volume of the polar body (I<*; x); i.e., 
Vol(K*;S(K)) =Vol(K*) = mgOVol(K*;x). (n-OPT) 
S(K) is an aIhne-invariant point [l]. An alternative approach to study (n-OPT) is via integral 
geometry (see [2, p. 1851). In th is note we consider the planar version of this optimization 
problem, describe a search algorithm to obtain S(K), and then demonstrate the procedure on a 
few “standard” convex polygons. The formulation of this problem, however, can continue to be 
motivated in ‘R” with little difficulty. First let us recall some basic definitions. 
2. GENERAL FORMULATION 
DEFINITION. A byperplaue H in 72” can be written as 
H = {x E RR” 1 (n,x) = a}, 
where n is the normal vector to the hyperplane and n = (~1, ~2,. . . , u,). If n is chosen such 
that ]]n]] = 1 (where ]]n]] = du: + ui + *. - + uz), then (Y represents the perpendicular distance 
between the origin and H. This assumes that H does not pass through the origin. 
DEFINITION. The Plucker vector of a hyperplane that does not pass through the origin is 
DEFINITION. The facets of a convex polyhedron P are given by 
F = {x E P I (r,x) = TO), 
where*=(?rl,...,Ir,). 
To construct the dual polytope, we proceed as follows. 
Input: Pm = {Xl,. . . ,X,}; Xi = (zii,tiz,. . . ,tin) i = 1,. . . , m > n + 1; Q = (qi,. . . , qn); 
Output: P: = {XT,. . . ,Xi}; Xr = (tT1, 2t2,. . . , zi’,) i = 1,. . . ,q. 
Step 1. Determine the facets of P,,,; i.e., determine zi = (ni, . . . , B,,) and ~5 for each facet Fi. 
Step 2. Determine the extreme vertices of P,J with respect to Q. 
The problem of determining the facets of P,,, given the input vertex set is nontrivial, so to 
avoid a lengthy discourse on this problem (which would take us too far astray), we might as 
well just assume that the input data is a description of the facets of P,,,. In a2 this presents no 
problem. If the facets of P, are given, then the polar polyhedron is simply the convex hull of 
its associated Plucker vectors. The l-l correspondence between the facets of Pm and the vertices 
of Pi is well known [3]. With respect to an arbitrary point Q E PA, the correspondence can be 
written explicitly as 
for i= I,... , r which correspond to the r facets of P,. 
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The input data of this problem are the vertices Ai = (ai, bi), i = 1,. . . , n of the convex 
polygon P,, and the initial point of duality Q = (cr,p). The procedure to compute (Pz; Q) is a 
two step process. 
Input: Pn = {Al,Aa, . . . ,A,}; Ai = (ai, bi) i = 1,. . . ,n; Q = ((~,/3). 
Output: P; = {A;,A;, . . . , A;}; Af = (a;, bi’) i = 1,. . . ,n. 
Step 1. Determine Li : y = miz + ci . 
Step 2. Determine Af = 
( 
-mi 
Ci+miCX-/3+a’ Ci+mfa-/3+P)o 
The polar polygon (P,‘; Q) is the convex hull of the polar vertices AZ, i = 1,. . . , n, and the area 
of (Pz; Q) is denoted by a(PG; Q). 
OBSERVATION 1. As the point of duality Q = (a,p) approaches any part of the boundary of P,,, 
it is clear that the corresponding polar point Af will approach infinity. For Q E Li : y = mis+ci, 
Q satisfies the linear equation; e.g., p = rnia + ci, or in other words ci + mia - p = 0, and so the 
denominator terms of Af grow without bound as Q - Li. Hence, the associated polar vertex 
A: will approach infinity, and the area of (P,‘;Q) will likewise increase as Q - Li. Thus, the 
entire boundary of P,, acts as a “natural” barrier (to avoid) if we want a “small” (P,‘; Q) and 
a bounded value of a(P,+; Q). It is thus natural to look for a point “centrally located” when 
minimizing a(P,‘; Q) (see also Remark 3.2). 
OBSERVATION 2. It is clear that for every point Q E P,” we obtain a polar body (P,‘; Q) such 
that the area a(P_‘;Q) is a function of P,, and the position of Q within P,,. Note that the . ,.. -I 
functional dependence of the area on Q is shown expliiitly 
optimization problem can then be written as 
which is the twedimensional (and a tractable) version of (n-OPT). Using the vertices Af 
from Step 2, the area a(Pi;Q) can be defined in terms of a determinant, and since the de- 
in the notation a(P,’ ; Q). The planar 
(2-OPT) 
terminant of a matrix is a continuous function of its elements, a(P$; Q) is a continuous function 
of its vertices. a(P;; Q) is obtained as a summation of triangular regions, and is thus also a 
continuous function. A continuous function defined on a compact set attains its minimum value, 
and so the solution to (2-OPT) exists. 
OBSERVATION 3. Since any continuous convex region Ii in the plane can be approximated arbi- 
trarily closely by a uniform selection of points Ai E ali, as i + 00, it is clear that the polygons 
{P,,} - Ii as n - 00 and thus the associated minimal polar polygons {P,‘} - I<* under the 
same limit. Hence, the point of duality associated with each minimal polar polygon will approach 
the Santalo point of I<, S(K), in the limit. 
(2-OPT) is the planar version of the more general (n-OPT) optimization problem considered 
by Santalo [4]. Implicit in Santalo’s original work is the following characterization of the solution 
point to (2-OPT). 
THEOREM. [4] Q solves (2-OPT) if and only if Q is the center-of-gravity of (P,’ ; Q). 
See also [5] where this is shown explicitly, as well as [6] and [l] for brief discussions. This 
result yields an easy test (at least in the plane!) to verify the optimality of a minimal area polar 
polygon. 
REMARK 2.1. In higher dimensions no known (deterministic) algorithm of polynomial complex- 
ity can calculate the center-of-gravity of a convex polyhedron given either as a list of vertices or 
described by linear inequalities [7]. Nevertheless, an approximate value of S(K) can be deter- 
mined in R” within a multiplicative factor l+ c by using a random algorithm of Dyer, Frieze, and 
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r INPUT DATA 
Table 1. 
Ama Center of Gravity 
9.5ooooooo -0.01754386 1.91228070 
-2.00 0.00 
-1.00 0.00 
2.00 1.00 
0.00 5.00 
INITIAL DUAL POLYGON DATA 
Area Center of Gravity 
0.74219066 -0.02071757 1.90109566 
-0.01754386 1.38934492 
0.19278824 1.28128439 
0.62290558 2.23250542 
-0.83686951 2.24081096 
ITERATION 
Area Angle Ftadius 
0.74195408 -0.01749243 1.91265244 74 0.0109 
0.74176197 -0.01425392 1.92419943 74 0.0206 
0.74161415 -0.01030041 1.93552757 73 0.0300 
0.74151048 -0.00680013 1.94698703 73 0.0400 
0.74145088 -0.00328574 1.95843809 73 0.05cm 
0.74143524 0.00024289 1.96988108 73 0.0606 
0.00000000 O.oooooooO 0.60000000 0 0.0006 
MINIMUM AREA DUAL POLYGON 
Area Angle Radius 
0.74143524 0.60024289 1.96988108 73 0.0600 
-0.00@00156 1.46195689 
0.20370681 1.35853388 
0.65998949 2.29965451 
-0.82499228 2.29965527 
VERIFICATION OF OPTIMALITY 
Area Center of Gravity 
0.74143551 0.00056961 1.97013724 
, 
K rannon [8]. Based on gradient descent and “rounding,” the computation is polynomial in L (the _ _ ___ _ 
input length), m (the number of facets of I<), and l/c. Lawerence [9] has recently developed a 
simplex-like algorithm (based on Gram’s relation) to compute the volume of a polytope exactly, 
however, in high dimensions there is significant numerical round-off error associated with the 
procedure. 
3. AN ALGORITHM TO MINIMIZE THE POLAR AREA OF A POLYGON 
NOTATION. Let (P,‘; Q) represent the polar polygon computed with respect to the duality point 
Q = (a,/?), and let a(Pi; Q) represent the area of this convex set. We will also use the notation 
a(P,‘;x) for the polar area when the duality point x is constrained to vary on a circle. A circle 
centered at y with radius 6 will be written as C(y, 6). The center-of-gravity of (P,‘; Q) is denoted 
ss g(F,‘; Qb 
REMARK 3.1. From Observation 3 and Santalo’s Theorem, for Q = g(Pi; Q), Q - S(K) as 
{J’,) - K. 
MAIN IDEA. The main idea of the algorithm is as follows. Although derivative information can 
be obtained for this problem (simply (!) expand the determinant from Observation 2), its inherent 
complexity makes it of little practical use in developing an efficient algorithm to obtain S(Pn). 
We are thus forced to perform a search over P,” for the solution point. Generally speaking, 
search techniques tend to be quite computational and hence time consuming. Selection of a 
“good” initial point (of duality), however, greatly eases the computational burden of searching 
over every feasible point of P,“. 
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Table 2. 
INPUT DATA 
ADA Center of Gravity 
27.- 3.14814815 9.02469136 
0.00 0.00 
6.00 12.00 
5.00 15.00 
3.00 13.00 
2.00 10.00 
INITIAL DUAL POLYGON DATA 
ADZA Center of Gravity 
0.29194711 3.12557486 9.03857716 
3.88117982 8.65817552 
3.40831945 9.11141513 
2.90563318 9.26720633 
2.46937720 9.25094834 
2.40366285 9.17358842 
ITERATION 
ADA Angle Radius 
0.29173624 3.13848843 9.03127879 326 0.0100 
0.29156667 3.15038423 9.02288541 322 0.0200 
0.29143536 3.16063135 9.01315074 317 0.0300 
0.29133635 3.16770179 9.00159344 310 0.0400 
0.29126066 3.17068758 8.98879788 302 0.0506 
0.29119975 3.17OS1762 8.97606950 295 0.06CUl 
0.29114805 3.16904773 896374630 289 0.0700 
0.2S110260 3.16776984 8.95212209 285 0.08iXl 
0.29106171 3.16438288 8.94074366 281 O.OSOO 
0.29102454 3.16133841 8.92974393 278 0.1000 
0.29O9SO51 3.15946495 8.91894485 276 0.1100 
0.29095925 3.15655094 8.90832351 274 0.1200 
0.29093043 3.15259137 8.89792009 272 0.1300 
0.29090432 3.14758367 8.88777429 270 0.1400 
0.29087991 3.14536194 8.87743102 269 0.1500 
0.29085785 3.14262453 8.86719936 268 0.1600 
0.29083790 3.13937074 8.85708931 267 0.1700 
0.29081998 3.13560017 8.84711079 266 0.1800 
oJSO80417 3.13131274 8.83727362 265 0.1906 
0.29079058 3.13165103 8.82666305 265 0.2000 
0.29077794 3.12659120 8.81702317 264 0.2100 
0.29076784 3.12101467 8.80754747 263 0.2200 
0.2SO75965 3.12084445 8.79703130 263 0.2300 
0.29075289 3.11449506 8.78778250 262 0.2400 
0.29074850 3.11407109 8.77731825 262 0.2500 
0.29074554 3.10694895 8.76831267 261 0.2600 
0.29074433 3.10627030 8.75790404 261 0.2700 
O.OOOOOOoO 0.- 0.- 0 0.0000 
MINIMUM AREA DUAL POLYGON 
Area Angle Ftadhs 
0.29074433 3.10627C~30 8.75790404 261 0.2700 
3.89139700 8.36527243 
3.35749895 8.84187821 
2.87591451 8.98801184 
2.44797528 8.97732736 
2.36752623 8.90569243 
VERIFICATIONOF OPTIMALITY 
Area Center of Gravity 
0.29074448 3.10681682 8.75772465 
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Table 3. 
INPUT DATA 
Area Center of Gravity 
9.oooooooo -0.22222222 -0.7407407 
-1.00 2.00 
-2.00 -1.00 
-1.00 -2.00 
1.00 -1.00 
2.00 0.00 
1.00 1.00 
INITIAL DUAL POLYGON DATA 
Area Center of Gravity 
0.92697631 -0.21682624 -0.08810347 
-0.90289449 0.15281668 
-0.59208524 -0.44393709 
0.10307898 -0.72467648 
0.24329502 -0.53959132 
0.21326165 0.36140980 
0.07448107 0.51933252 
ITERATION 
Area Angle Radius 
0.92660624 -0.22160847 -0.07554677 110 0.0100 
0.92633154 -0.22638067 -0.06300478 110 0.0200 
0.92615137 -0.23049990 -0.05025964 109 0.0300 
0.92606503 -0.23417387 -0.03739708 108 0.0400 
O.OOOOOOOO o.ooOOOoOO 0.00000900 0 0.0000 
MINIMUM AREA DUAL POLYGON 
Area Angle Radius 
0.92606503 -0.23417387 -0.03739708 108 0.0400 
-0.92705842 0.19479336 
-0.60096577 -0.40241468 
0.08162070 -0.66843903 
0.22026211 -0.49087683 
0.20582647 0.40437756 
0.06783829 0.56881058 
VERIFICATION OF OPTIMALITY 
Area Center of Gravity 
0.92607162 -0.23359955 -0.03921233 
REMARK 3.2. 
(4 
(b) 
Nesterov and Nemirovsky [lo] b o serve that the function f(x) = log(Vol(l~*;x)) can be 
considered a “universal barrier function” which can be minimized using Newton’s method. 
Furthermore, f(x) can also be minimized by gradient descent, avoiding derivative calcu- 
lations, since Vf(x) can be expressed as simple integrals over (K’; x). 
Similar in spirit to finding a good initial point, the algorithm described below can be 
speeded up by first making an affine change of coordinates (a preprocessing step) that 
“rounds” K so that it is approximately spherical [ll]. Computational experience in- 
deed demonstrates that convergence was fastest for “almost” symmetric bodies (where 
the center-of-gravity and Santalo point are initially very close). 
From Observation 1, since u(P,’ ; Q) - CO as Q - Li, it makes sense to select an initial Q 
which is “centrally” located. A natural choice to consider is the center-of-gravity of P”. A circular 
search centered at g(P,) with radius 61 is thus performed, and the area a(P,‘;x) is computed 
for x E C(g(P,,),&). As long as 61 is not too large (a value 6 = .Ol worked well in practice), 
the area a(P,‘; x) < a(P,‘;g(P,,)) for some’ x E C(g(P,), 6r)-call it x*; compute a(P,“; x*), and 
‘For triangular (and centrally symmetric) regions the center-of-gravity of P3 will coincide with the center-of- 
gravity of Pi, or more simply, g(P3) = g(P:;g(Ps)). In th8 ‘s case the minimal area occurs for the initial duality 
point and thus there is no need to search for the solution; generally speaking, since simplice~ HIT “self-dud” [3], 
this is true in any dimension. 
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then perform another circular search centered at g(P,,) with a value 52 > 61. Continue with the 
iterations until the smallest area term from each circular search a(P,‘;x) fails to decrease, and 
then check the optimality of the final duality point Q’: 
(i) compute the polar polygon (P,‘; Q’); 
(ii) if the center-of-gravity of the dual polygon (P,‘; Q’) “coincides” with Q’; i.e., is smaller 
than some tolerance limit, then Q’ can be considered the Santalo point of P,, (i.e., Q’ = 
S(P”)) and a(P,‘; S(Pn)) is minimal. 
4. COMPUTATIONAL EXPERIENCE 
Three examples illustrate the typical n = 4, 5, and 6 vertex case. See Tables 1, 2, and 3 for the 
algorithm iterations and the corresponding figures. These examples are “standard” in the sense 
that their behavior is consistent with several other general polygons we considered. The area 
a(P,’ ; g(P,)) did not significantly differ from the minimal value a(P,* ; S( P,)) (the difference was 
normally less than .5%), and the location of g(P,) and S(P,) were usually quite close and this 
is reflected in the proximity of the corresponding dual polygons. The measure of the “error” in 
these problems can be taken as 6 = 11x- g(P,‘;x)ll. Initially we have x = g(P,) and an error 61, 
but after the search, x - S(Pn), and the resulting error 62 = IIS -g(P,‘; S(P,,))ll is usually 
an order of magnitude smaller than 61. 
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