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Burr type X distribution is a member of the family of Burr dis-
tributions which was appeared since 1942. It is known also as
generalized Rayleigh distribution. This distribution has
increasing importance in several areas of applications such as
lifetime tests, health, agriculture, biology, and other sciences.
The distribution function (df) and the probability density
function (pdf) of Burr type X distribution with shape parame-
ter a and scale parameter b are given, respectively, by
Fðx; a; bÞ ¼ 1 ebx2
 a
; x > 0; ða > 0; b > 0Þ ð1:1Þ
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fðx; a; bÞ ¼ 2abxebx2 1 ebx2
 a1
; x > 0; ða > 0; b > 0Þ:
ð1:2Þ
The Burr type X distribution has received tremendous
attention, this is due to its ﬂexibility, power in ﬁtting many
types of observed data and the increasing number of publishedfXdðr1 ;n;m;kÞ;...;Xdðr‘;n;m;kÞðx1; . . . ; x‘Þ ¼
cr‘1Q‘1
i¼0 ðriþ1  ri  1Þ!
Y‘
i¼1
fðxiÞ½Fðx‘Þcr‘1
Y‘1
i¼0
½FðxiÞm hmðFðxiÞÞ  hmðFðxiþ1ÞÞ½ riþ1ri1
( )
; ð1:4Þpapers concern this distribution. The Bayes estimates of the
reliability and failure rate functions of the Burr type X model
have been studied by Jaheen [1]. Inferences of the function
R ¼ PðY < XÞ where X and Y are two independent no-identi-
cal Burr type X random variables have been studied by Ahmad
et al. [2]. Inference and prediction for the Burr type X distribu-
tion based on records was studied by Ali Mousa [3]. Jaheen
and Al-Matraﬁ [4] obtained Bayesian prediction bounds from
the scaled Burr type X model, order statistics from the Burr
type X model have been discussed by Raqab [5]. For more
details of properties and applications for Burr type X distribu-
tion, see Jaheen [6], Kundu and Raqab [7], Raqab and Kundu
[8], Aludaat et al. [9] and Al-Nachawati and Abu-Youssef [10].
The concept of generalized order statistics (gos) was intro-
duced by Kamps [11], as a general framework for models of
ordered random variables. Moreover, many other models of
ordered random variables, such as, upper order statistics, k-
record values, progressively Type II censoring order statistics,
Pfeifer records, sequential order statistics are seen to be partic-
ular cases of gos. These models can be effectively applied, e.g.,
in reliability theory. However, random variables that are
decreasingly ordered cannot be integrated into this framework.
Consequently, this model is inappropriate to study, e.g.
reversed ordered order statistic and lower record values mod-
els. Burkschat et al. [12] introduced the concept of dual gener-
alized order statistics (dgos). The dgos models enable us to
study decreasingly ordered random variables like reversed
order statistics, lower k-records and lower Pfeirfer records,
through a common approach. For more details of gos and
dgos models see Barakat et al. [13], El-Adll et al. [14], Mah-
moud and Ghazal [15] Ahsanullah [16], Barakat and El-Adll
[17], Ahmed [18], Khan et al. [19].
By analogy with Kamps [11], Burkschat et al. [12] deﬁned
the dual generalized order statistics, Xdð1; n; ~m; kÞ;
Xdð2; n; ~m; kÞ; . . . ;Xdðn; n; ~m; kÞ, based on an arbitrary continu-
ous df F, by their joint density function,
fXdð1;n; ~m;kÞ;Xdð2;n; ~m;kÞ;...;Xdðn;n; ~m;kÞ
¼ cn1
Yn1
j¼1
ðFðxjÞÞcjcjþ11fðxjÞ
 !
ðFðxnÞÞcn1fðxnÞ; ð1:3Þ
on the cone fðx1; . . . ; xnÞ : F1ð1Þ > x1 P x2 P   P
xn > F
1ð0Þg  Rn, where c1; . . . ; cn are positive parameters
deﬁned by cn ¼ k > 0; cr ¼ kþ n rþ
Pn1
j¼r mj, r ¼ 1; 2; . . . ;
n 1;m1;m2; . . . ;mn1 2 R and cn1 ¼
Qn
j¼1 cj
 
.Consequently, Xdð1;n; ~m;kÞPXdð2;n; ~m;kÞP   PXdðn;n; ~m;kÞ
holds almost surely. As gos cover several models of increas-
ingly ordered random variables, dgos represent a uniﬁcation
of models of decreasingly ordered random variables, e.g.,
lower record models.
Ahmad [18] obtained the joint pdf of the non-adjacent
dgos, Xdðr1; n;m; kÞ; . . . ;Xdðrl; n;m; kÞ, for 1 6 r1 < r2 <    <
rl 6 n, r0 ¼ 0; rlþ1 ¼ nþ 1, of the formwhere F1ð1Þ> x1P   P x‘ > F1ð0Þ, cri1 ¼
Qr‘
i¼1 ci; xi  xri
and
hmðxÞ ¼
1
mþ1 x
mþ1; m–  1;
 ln x; m ¼ 1;

ð1:5Þ
with gmðxÞ ¼ hmð1Þ  hmðxÞ.
The rest of this paper is organized as follows: In Section 2,
the maximum likelihood estimates are presented, while Section
3, discussed the Bayesian estimation. Section 4 contains
numerical computations and some comparisons between the
methods for selected models through simulation experiments.
2. Maximum likelihood estimation
Let Xdðs; n;m; kÞ; . . . ;Xdðr; n;m; kÞ, k > 0; 1 6 s < r 6 n be
dgos based on Burr X ða; bÞ distribution with df and pdf are
given by (1.1) and (1.2) respectively. Setting r1 ¼ s; r2 ¼
sþ 1; . . . ; r‘ ¼ sþ ‘þ 1  r in (1.4), the likelihood function
(LF), Lða; bjxÞ, can be written in the form
Lða; bjxÞ ¼
cðsÞr ðabÞrsþ1
Ps1
‘¼0 w
ðsÞ
‘ expfaQðmÞ‘;i ðbÞ
Pri¼s½lnAiðbÞ þ bx2i g; m –  1;
dðsÞr a
rbrsþ1 exp ka lnArðbÞf
Pri¼s½lnAiðbÞ þ bx2i 
þðs 1Þ ln½lnAsðbÞg; m ¼ 1;
8>>>>>>><>>>>>>:
ð2:1Þ
where
cðsÞr ¼
cr1
Qr
i¼s 2xi
ðs1Þ!ðmþ1Þs1 ;
dðsÞr ¼
ð1Þs1kr
Qr
i¼s 2xi
ðs1Þ! ;
AtðbÞ ¼ 1 ebx2t ;
x¼ ðxs; . . . ;xrÞ;
w
ðsÞ
‘ ¼ ð1Þ‘
s 1
‘
 !
;
Q
ðmÞ
‘;i ðbÞ ¼ ðmþ 1Þ
Xr
i¼s
lnAiðbÞ þ ‘ lnAsðbÞ
 !
þ crþ1 lnArðbÞ:
9>>>>>>>>>>>>=>>>>>>>>>>>>;
ð2:2Þ
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mate (MLE) of the parameter a, can be obtained by solving the
nonlinear equation
dg
da ¼ 0 ¼ rsþ1a  ðs1Þðmþ1Þ½AsðbÞ
ðmþ1Þa lnAsðbÞ
1½AsðbÞðmþ1Þa
þcrþ1 lnArðbÞ þ ðmþ 1Þ
Pr
i¼s lnAiðbÞ; m–  1;
dg
da ¼ 0 ¼ raþ k lnArðbÞ; m ¼ 1;
8><>:
ð2:3Þ
where g ¼ lnLða; bjxÞ.
To obtain the MLEs a^ML and b^ML, when the two parame-
ters a and b are unknown, we solve the following nonlinear
equations numerically when m –  1,
@g
@a ¼ 0 ¼ rsþ1a  ðs1Þðmþ1Þ½AsðbÞ
ðmþ1Þa lnAsðbÞ
1½AsðbÞðmþ1Þa
þcrþ1 lnArðbÞ þ ðmþ 1Þ
Pr
i¼s lnAiðbÞ;
@g
@b ¼ 0 ¼ rsþ1b þ ½aðmþ 1Þ  1
Pr
i¼sEiðbÞ þ acrþ1ErðbÞ
aðmþ 1Þðs 1Þ EsðbÞ½AsðbÞaðmþ1Þ
1½AsðbÞaðmþ1Þ
Pri¼sx2i :
9>>>>=>>>;
ð2:4Þ
For m ¼ 1, we can obtain the MLEs a^ML and b^ML by solv-
ing the following nonlinear equations numerically
@g
@a ¼ 0 ¼ raþ k lnArðbÞ;
@g
@b ¼ 0 ¼ rsþ1b 
Pr
i¼s½EiðbÞ þ x2i  þ kaErðbÞ þ ðs1ÞEsðbÞlnAsðbÞ ;
9>=>;
ð2:5Þ
where
EtðbÞ ¼ @ lnAtðbÞ
@b
¼ x
2
t e
bx2t
AtðbÞ : ð2:6Þ3. Bayesian estimation
In this section, Bayesian estimation of the parameters of Burr
type X distribution is considered in two cases. For the ﬁrst case
we assume that the parameter b is known and in the second
case the two parameters a and b are assumed to be unknown.
3.1. One parameter case (b is known)
When the parameter b is known, we use the gamma conjugate
prior density for the parameter a with density function of the
form
pðaÞ ¼ a
b
CðbÞ a
b1eaa; a > 0; ða > 0; b > 0Þ: ð3:1Þ
It follows from (2.1) and (3.1), that the posterior density of
a can be written as
pHðajb;xÞ¼ k1a
rsþbPs1
‘¼0w
ðsÞ
‘ exp a½aQðmÞ‘;i ðbÞ
n o
; m– 1;
k2arþb1 exp a ak lnArðbÞ½ f g; m¼1;
(
ð3:2Þ
where
k11 ¼ Cðr sþ bþ 1Þ
Xs1
‘¼0w
ðsÞ
‘ ½aQðmÞ‘;i ðbÞ
srb1
and
k12 ¼ Cðrþ bÞ½a k lnArðbÞðrþbÞ:Under a squared error loss (SEL) function, the Bayes esti-
mate of the parameter a is the posterior mean in the form
a^B ¼
ðr sþ bþ 1Þ
Ps1
‘¼0w
ðsÞ
‘
½aQðmÞ
‘;i
ðbÞsrb2Ps1
‘¼0w
ðsÞ
‘
½aQðmÞ
‘;i
ðbÞsrb1
; m–  1;
rþb
ak lnArðbÞ ; m ¼ 1:
8><>:
ð3:3Þ3.2. Two unknown parameters case
When both of the two parameters a and b are unknown, the
prior density function is given by
pða; bÞ ¼ p1ðajbÞp2ðbÞ; ð3:4Þ
where
p1ðajbÞ ¼ b
b
CðbÞab a
b1e
b
aa; a > 0; ða > 0; b > 0Þ ð3:5Þ
and
p2ðbÞ ¼ d
c
CðcÞb
c1edb; b > 0; ðc > 0; d > 0Þ: ð3:6Þ
Therefore, the joint probability density function of a and b
takes the form
pða; bÞ ¼ k3ab1bbþc1e aaþdð Þb; a > 0; b > 0;
where
k13 ¼ CðbÞCðcÞabdc: ð3:7Þ
It follows from (2.1) and (3.2) that the joint posterior den-
sity function of a and b given the data is given by
pHða;bjxÞ¼
k4arþbsb
rþbþcsPs1
‘¼0w
ðsÞ
‘ expfaQðmÞ‘;i ðbÞ
Pri¼s½lnAiðbÞþbx2i bðaaþdÞg; m– 1;
k5arþb1b
rþbþcs expfka lnArðbÞ
Pri¼s½lnAiðbÞþbx2i 
þðs1Þ ln½lnAsðbÞbðaaþdÞg; m¼1;
8>>>><>>>>:
where
k14 ¼
Z 1
0
Z 1
0
arþbsbrþbþcs
Xs1
‘¼0
w
ðsÞ
‘
 exp aQðmÞ‘;i ðbÞ
Xr
i¼s
½lnAiðbÞþbx2i b
a
a
þd
 ( )
dadb
¼Cðrþb sþ1Þ
Xs1
‘¼0
w
ðsÞ
‘ I‘ðsÞ;
I‘ðsÞ¼
Z 1
0
brþbþcs exp bdPri¼s½lnAiðbÞþbx2i  
b
a
QðmÞ‘;i ðbÞ
h irþbsþ1 db; ð3:8Þ
k15 ¼
Z 1
0
Z 1
0
arþb1brþbþcs exp ak lnArðbÞ
Xr
i¼s
½lnAiðbÞ
(
þbx2i þðs1Þ ln½lnAsðbÞb
a
a
þd
 )
da db¼CðrþbÞI0
and
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Z 1
0
brþbþcs exp Pri¼s½lnAiðbÞþbx2i þðs1Þ ln½lnAsðbÞbd 
b
a
k lnArðbÞ
 rþb db:
ð3:9Þ
Assuming a SEL function, the Bayes estimate of any func-
tion U of the parameters a and b is the posterior mean of the
form
E½Uða; bÞjx ¼
Z 1
0
Z 1
0
Uða; bÞpHða; b; xÞdadb
¼
R1
0
R1
0
Uða; bÞLða; b; xÞpða; bÞdadbR1
0
R1
0
Lða; b; xÞpða; bÞdadb : ð3:10Þ
The ratio of integrals in (3.10) does not seem to take a
closed form, so we shall consider Monte Carlo Integration
(MCI) method to approximate such integrals. MCI can be
used to approximate posterior distributions required for a
Bayesian analysis.
The integral (3.10) can be approximated by
bU ¼ E½Uða; bÞjx ¼PMj¼1 Uðaj; bjÞLðaj; bjjxÞPM
j¼1 Lðaj; bjjxÞ
; ð3:11Þ
where aj and bj generated from (3.5) and (3.6) and Lðaj; bjÞ can
be obtained from (2.1) as following
Lðaj; bjÞ ¼
cðsÞr ðajbjÞrsþ1
Ps1
‘¼0w
ðsÞ
‘ exp ajQ
ðmÞ
‘;i ðbjÞ
n
Pri¼s½lnAiðbjÞ þ bjx2i o; m–  1;
dðsÞr a
r
jb
rsþ1
j exp kaj lnArðbjÞ

Pri¼s½lnAiðbjÞ þ bjx2i 
þðs 1Þ lnðlnAsðbjÞ

; m ¼ 1:
8>>>>>><>>>>>>:
ð3:12Þ4. Simulation study
In order to explain the efﬁcient of the theoretical results of Sec-
tions 2 and 3, numerical results for two important special cases
from dgos are presented through simulation experiments. The
ﬁrst special case is reversed ordered order statistics (r-oos) and
the second is lower record values. For each special case we
considered the one unknown parameter case and the two
unknown parameters case. Finally, we introduced some algo-
rithms to prepare the numerical computations by using Math-
ematica 9.
4.1. Reversed ordered order statistics
The r-oos can be obtained from dgos model by choosing
m ¼ 0; k ¼ 1, i.e. ci ¼ n iþ 1. Now, we consider one
unknown parameter and two unknown parameters cases.
4.1.1. One unknown parameter case
The maximum likelihood estimator, a^ML, and the Bayes esti-
mator, a^B, for the shape parameter a of Burr type X distribu-
tion when the scale parameter b is known based on r-oos can
be obtained from (2.3) and (3.3), respectively, by setting m ¼ 0
and k ¼ 1. For this purpose, we introduced the following
algorithm:Algorithm 1.
1. Choose the values of n;b and the prior parameters a and b,
2. generate a random number a from gamma distribution with pdf
(3.1),
3. generate a random sample of size n from Burr type X distribution
with parameters a and b,
4. sort the random sample from largest to smallest,
5. get the ML estimate of the parameter a by solving the nonlinear
Eq. (2.3),
6. get the Bayes estimate, under a SEL function of a is computed by
using MCI, from the Eq. (3.3) with m ¼ 0; k ¼ 1 using the
reversed ordered sample in step 4,
7. compute the squared deviations ða^ aÞ2 for each estimate (ML or
Bayes),
8. repeats steps 3, 4, 5 and 6, 1000 times and then compute the mean
of estimates (^aML, ^aB) and the mean squared error
(MSEðaMLÞ; MSEðaBÞ), by averaging the estimates and the squared
deviations. (See Table 1).4.1.2. Two unknown parameters case
Recall we assume that the two parameters, a and b are
unknown. In this subsection, we use the r-oos model to obtain
ML and Bayes estimates of the parameters a and b. we get the
following algorithm:
Algorithm 2.
1. Choose the values of n and the prior parameters ðc; dÞ, of the
unknown parameter b,
2. generate a random number b from gamma distribution with pdf
(3.6),
3. use step 2 to generate a random number a from gamma distribu-
tion with parameters a; b and b with density (3.5),
4. generate a random sample of size n from Burr type X distribution
with parameters a and b,
5. sort the random sample from largest to smallest,
6. get the ML estimates of the parameter a and b by solving the non-
linear equations (2.4) with m ¼ 0 and k ¼ 1,
7. get the Bayes estimates, under a SEL function of a and b are com-
puted by using MCI, from the Eqs. (3.11), (3.12) with m ¼ 0;
k ¼ 1 and U ¼ aj to compute a^B and U ¼ bj to compute b^B,
8. compute the squared deviations ða^ aÞ2 and ðb^ bÞ2 for each
estimate (ML or Bayes),
9. repeats steps 4, 5, 6, 7 and 8, 1000 times and then compute the
mean of estimates (^aML, ^aB), (
^bML,
^bB) and the mean squared error
(MSEðaMLÞ;MSEðaBÞ), (MSEðbMLÞ;MSEðbBÞ), by averaging the
estimates and the squared deviations.The results are displayed in Table 2.4.2. Lower record values
The lower records XlðsÞ; . . . ;XlðrÞ can be obtained from the dgos
model by setting m ¼ 1 and k ¼ 1. The ML and Bayes esti-
mates of the parameters a and b in terms of lower records
are compared in this subsection. The comparison is used
through Monte Carlo Simulation study in two cases, the
parameter b is known and a is unknown, and when the two
parameters are unknown.
Table 3 The mean of estimates (^aML, ^aB) of the parameter a and the mean squared errors (MSEðaMLÞ;MSEðaBÞ) when
b ¼ 1; a ¼ 0:2; b ¼ 0:3; a ¼ 0:473285, based on lower record values.
n r s ^aML MSEðaMLÞ ^aB MSEðaBÞ
6 6 1 0.5661 0.0923 0.5807 0.0923
2 0.5639 0.0851 0.5787 0.0862
5 1 0.6035 0.1608 0.6192 0.1546
2 0.6057 0.1362 0.6223 0.1352
9 9 1 0.5496 0.0472 0.5601 0.0489
2 0.5424 0.0491 0.5528 0.0505
7 1 0.5496 0.0598 0.5678 0.0618
2 0.5384 0.0551 0.5515 0.0565
12 12 1 0.5581 0.0267 0.5665 0.0283
2 0.5628 0.0328 0.5711 0.0344
8 1 0.5932 0.0632 0.6052 0.0658
2 0.5947 0.0657 0.6085 0.0683
Table 2 The mean of estimates (^aML, ^aB) and (
^bML,
^bB) of the parameters a and b and the mean squared errors (MSEðaMLÞ;MSEðaBÞ)
and (MSEðbMLÞ;MSEðbBÞ) when b ¼ 2; c ¼ 3; d ¼ 5; b ¼ 1:0558; a ¼ 2:0476.
n r s ^aML
^bML ^aB
^bB
ðMSEÞ ðMSEÞ ðMSEÞ ðMSEÞ
30 23 1 2.5796 1.1614 2.2025 1.0435
(1.6523) (0.0889) (0.2913) (0.00215)
2 2.5429 1.1531 2.1026 1.0059
(1.4915) (0.0904) (0.1993) (0.0199)
50 45 1 2.2275 1.1022 2.1489 1.0615
(0.3634) (0.0361) (0.2421) (0.0246)
2 2.2489 1.1030 2.2138 1.0778
(0.3895) (0.0373) (0.1953) (0.0194)
90 60 1 2.2302 1.0928 2.1742 1.0562
(0.3679) (0.0249) (0.1990) (0.0155)
2 2.2079 1.0886 2.1095 1.0498
(0.3324) (0.0265) (0.1469) (0.0132)
Table 1 The mean of estimates (^aML, ^aB) of the parameter a and the mean squared errors (MSEðaMLÞ;MSEðaBÞ) when
b ¼ 1; a ¼ 0:2; b ¼ 0:5; a ¼ 0:3687, based on r-oos.
n r s ^aML MSEðaMLÞ ^aB MSEðaBÞ
12 12 1 0.40096 0.0174 0.4146 0.0193
2 0.4314 0.0272 0.4462 0.0303
8 1 0.3019 0.0260 0.3178 0.02595
2 0.3284 0.0276 0.3459 0.0287
30 30 1 0.3806 0.0049 0.3859 0.0052
2 0.3873 0.0054 0.3927 0.0058
20 1 0.281 0.0159 0.2871 0.0151
2 0.2920 0.0168 0.2984 0.0162
90 90 1 0.3726 0.0017 0.3743 0.0017
2 0.3761 0.0018 0.3779 0.0018
60 1 0.2765 0.01399 0.2785 0.0137
2 0.2750 0.0141 0.2770 0.0138
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Table 4 the mean of estimates (ML and Bayes) of the
parameters a and b and the mean squared error when
a ¼ 0:5; b ¼ 1:5; c ¼ 3; d ¼ 2;b ¼ 1:0868; a ¼ 1:0126.
n r s ^aML
^bML ^aB
^bB
ðMSEÞ ðMSEÞ ðMSEÞ ðMSEÞ
6 5 1 1.5824 2.5259 1.0544 1.2034
(0.3243) (2.0712) (0.0017) (0.0138)
2 3.2701 0.9189 1.0808 1.2175
(5.0963) (0.0281) (0.0046) (0.0171)
10 7 1 1.5346 1.5448 1.2029 1.0754
(0.2724) (0.2098) (0.0387) (0.0001)
2 1.4536 1.2039 1.2215 1.0129
(0.1945) (0.0137) (0.0436) (0.0055)
12 8 1 0.7881 0.1881 0.9245 0.5733
(0.0504) (0.8075) (0.0078) (0.2636)
2 0.7501 0.1125 0.9215 0.6450
(0.0689) (0.9492) (0.0083) (0.1951)
396 A.A. Ahmad et al.4.2.1. One unknown parameter case
In this case the algorithm is similar to Algorithm 1, except for,
m ¼ 1 and steps 4 and 5 are replaced by the following step:
 generate the ﬁrst n lower record values from Burr type X
distribution with parameters a and b.
The results of this case are summarized in Table 3.
4.2.2. Two unknown parameters case
For this case the algorithm is similar to Algorithm 2, except
for, m ¼ 1 , steps 4 and 5 are replaced by the following step:
 generate the ﬁrst n lower record values from Burr type X
distribution with parameters a and b,
and the ML estimates of the parameter a and b by solving the
nonlinear equations (2.5) with m ¼ 1 and k ¼ 1. The results
are presented in Table 4.
5. Concluding remarks
1. The ML and Bayes methods of estimation are used to esti-
mate the parameters of the Burr type X distribution based
on doubly Type
2. II censored samples from dgos. Estimation based on
reversed ordered order statistics and lower records are pre-
sented as special cases.
3. From the simulation study, it is observed that, in most cases
Bayes estimates are better than their corresponding ML
estimates.
4. In general, it is noted that the accuracy of the estimates
increases as n increase.
5. The results in the case of one unknown parameter in lower
records are satisfactory compared with the results of
Ali-Mousa [3].Acknowledgements
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