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第 1 章 序論 
 
1.1 はじめに 
  
近年，スマートフォンやタブレットなどのモバイル端末が急増していることから，無線リ
ソースの効率的な利用が非常に重要であると言われている．また，Ciscoのホワイトペーパ
ー[1]によると，映像トラフィックをはじめとするモバイルトラフィック量が急激に増加す
ると予測されている．これには, Long Term Evolution(LTE) などの無線通信技術の発達に
よって，ユーザは，歩行時をはじめ，自転車やバス，電車に乗っている時など様々な状態で，
いつどこでもモバイルアプリケーションを利用できるような環境になっているという背景
もある． 
 
 しかし，通信品質は，本質的には不安定であり，時間や位置，移動速度といったユーザを
取り巻く状況に強く影響を受けやすく，通信帯域の劣化や遅延時間の増大を引き起こして
しまう．それゆえ，4K映像配信や Virtual Reality (VR)/Augmented Reality (AR)といった
アプリケーションの高度化，大容量化に伴い，ありとあらゆる環境下において，ユーザに対
して常に快適なサービスを提供することが課題として考えられる． 
 
 これらの背景を踏まえて，限られた無線リソースの中で高品質・高信頼なアプリケーショ
ンをユーザに提供するために，通信品質の予測技術，モバイルユーザの移動状態推定技術が
重要と考えられている． 
 
1.2 研究目的 
  
本研究では，はじめに，通信品質収集専用の Androidアプリケーションを開発し，TCP
スループット，RSSI, Cell ID を計測できる環境を整える．そして，モバイルセンシング
と機械学習を活用して通信品質情報に基づくユーザの移動状態の推定を実環境で行い，ユ
ーザの移動状態が通信品質パラメータを用いて推定できることを示す．さらに，状態の追
加やニューラルネットワークの適用，実験シナリオの追加を試みて，通信品質による移動
状態推定手法の有効性を示す．次に，拡張したシナリオの一つにおいて，DASH-JSを用
いて実際の映像視聴を行い，その際に観測される通信品質情報を活用して，映像視聴時の
ユーザの移動状態推定の精度評価を行う．さらに，映像視聴時の時間帯や日時，移動経路
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などの条件を変化させて精度評価を行うことで，本提案手法の汎化性能を検証する．本シ
ステムは，Android端末からの通信品質情報の収集，クラウドサーバ内で収集データの加
工，学習にふさわしい形式に加工されたデータを用いて訓練モデルの作成，学習済みモデ
ルを活用した状態の推定，Android端末へのフィードバックという処理で実装されてい
る．本システムに対して，研究室内のサーバ及びクラウドプロバイダが提供するサーバ上
に評価環境を構築し，提案システムの特性評価を行う．以上より，通信品質を使用したユ
ーザの移動状態推定手法の精度評価，特性評価を行う． 
 
1.3 本論文の構成 
 
第 1章では，本研究の目的について述べた． 
第 2章では，本研究に関連する技術について述べる． 
第 3章では，通信品質収集専用アプリケーションにより計測した通信品質情報を用いたユ
ーザの移動状態推定手法の精度評価について述べる． 
第 4章では，映像視聴時の通信品質を使用した場合の移動状態推定手法の精度評価につい
て述べる． 
第 5章では，本提案システムをクラウド/エッジ環境において実行した際の実行遅延評価を
行いシステムの特性評価について述べる． 
第 6章では，本論文の総括を述べる． 
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第 2 章 関連技術 
 
本章では，本研究で提案する映像視聴時の通信品質によるユーザの移動状態推定手法に
関連する基本的な事項として，無線通信技術，ビデオストリーミング技術，TCPスループ
ット予測技術，機械学習や深層学習，転移学習，センサー情報を活用した状態推定技術に
ついて説明する． 
 
2.1 無線通信技術 
  
スマートフォンやタブレットなどのモバイル端末が普及し多くの人が使用している現在
では，様々な無線通信技術が用いられている．その中でも，本節では Long Term 
Evolution(以下，LTE)について記す． 
 
2.1.1 LTEの特徴 
 
 LTEは，第 3世代携帯電話(3G)と第 4世代携帯電話(4G)との間に開発された，第 3.9世
代の無線規格である．LTEでは，W-CDMA や HSPAなどの第 3世代の無線規格と比較し
て，転送速度の向上により，低遅延で高速な無線通信を実現することができる．表 2.1
に，LTEとW-CDMA/HSPAとの比較を示す． 
 第 3世代のW-CDMA/HSPAでは，周波数帯域幅が 5MHzで固定であるのに対し，LTE
の周波数帯域幅は可変であり，1.4MHz, 3MHz, 5MHz, 10MHz, 15MHz, 20MHzの 6種
類を使用可能である．また，10MHz以上の周波数帯域を使用することで，より高速な通
信を実現することができる． 
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表 2.1 LTEの特徴とW-CDMA/HSPAとの比較 [2] 
 LTE W-CDMA/HSPA 
最大通信速度 
下り: 326.4Mbps 下り: 14.4Mbps 
上り: 86.4Mbps 上り: 5.76Mbps 
遅延時間(目標値) 
接続遅延: 100ms 
なし 
伝送遅延(無線ネットワーク内片道): 
5ms 
周波数利用効率 
下り: 3倍以上 下り: 1倍 
上り: 2倍以上 上り: 1倍 
周波数帯域幅 
1.4MHz, 3MHz, 5MHz, 10MHz, 
15MHz, 20MHz(可変) 
5MHz(固定) 
通信方式 パケット交換方式のみ 
回線交換方式 
パケット交換方式 
 
 LTEの主要な要素技術を以下に示す[3][4]． 
 
(1)無線アクセス方式 
 無線アクセス方式は，周波数有効利用のための技術であり，これまでに多様な多元接続
方式が使用されていて，携帯電話サービスに必要不可欠な技術要素である．図 2.1に代表
的な無線アクセス方式の比較を示す． 
 
 
図 2.1 無線アクセス方式の比較 [3] 
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 FDMA(Frequency Division Multiple Access, 周波数分割多元接続)では，周波数を複数
帯域に分割し，複数ユーザ間で効率よく共有し，周波数利用効率を高める無線通信技術で
ある．TDMA(Time Division Multiple Access, 時分割多元接続)では，周波数を時間で複
数に分割し，複数ユーザに割り当てる無線通信技術で，干渉耐性があり，ある程度の通信
速度が保証できる．CDMA(Code Division Multiple Access, 符号分割多元接続)では，同
じ周波数帯の周波数軸と時間軸を複数ユーザで共有する無線通信技術である． 
 上記の 3つの無線アクセス方式に対し，LTEの下り通信では，OFDMA(Orthogonal 
Frequency Division Multiple Access, 直交周波数分割多元接続)方式を使用している．直
交する周波数軸と時間軸のチャネルを分割してユーザに割り当てる方式で，互いに干渉が
起きないように割り当てることにより，優れたフェージング特性を持つ．また，遅延波に
も強く，OFDM(Orthogonal Frequency Division Multiplexing)を拡張した技術である． 
 また，LTEの上り通信には，SC-FDMA(Single Carrier Frequency Division Multiple 
Access)方式を使用している．OFDMA同様に変調方式には OFDMを使用しているが，
SC-FDMAでは，ユーザごとに一つのキャリアを割り当てている．これにより端末の電力
を抑え，長時間の端末使用を可能にしている．また，アップリンクでは，ユーザ一人ひと
りが使用する周波数に誤差があるため，一括処理が不可能である．これに対し，SC-
FDMAは周波数誤差誤差を考慮した処理を可能としている． 
 
(2)変調方式 
 デジタルとアナログの信号を変換することを変調といい，1回の変調で多くの情報量を
伝送することができれば，伝送効率が向上し，通信速度も速くなる．携帯電話において使
用される変調方式には，QPSK(Quadrature Phase Shift Keying), 16QAM(Quadrature 
Amplitude Modulation), 64QAMがある．図 2.2に各変調方式の情報量を示す． 
 
 
図 2.2 変調方式 [3] 
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 QPSKでは，4つの位相を使用し，1シンボルで 2bitの信号を伝送する．電波の位相と
振幅を使用することで，16QAMでは 4bit, LTEで使用される 64QAMでは 6bitの信号が
伝達可能である．固定通信では 256QAMや 512QAMが変調方式として用いられている
が，移動通信では，情報量を多くしすぎるとノイズの影響で鑑賞が発生するため，
64QAMが LTEの変調方式の上限となっている．また，ユーザの無線環境に応じて
16QAMを使用することもある． 
 
(3) MIMO 
 基地局と端末に複数のアンテナを設置して，各アンテナは同時に送受信を行うことによ
って，高速無線通信を実現する技術をMIMOという．同一周波数では各アンテナ間の空
間伝送路特性が異なるということを利用し，信号を多重，分離している．アンテナの数を
増やすほど伝送速度は向上するが，端末消費電力量の観点から，LTEではダウンリンクで
のみ適用されている． 
 
2.1.2 ハンドオーバー 
 
ハンドオーバー[5]とは，端末が通信中に別のセルに移動する際に，接続する基地局を自
動で切り替えて通信を継続することである．ハンドオーバーを行うには，基地局に接続さ
れている端末の情報，データの送受信過程など端末に関する様々な情報を基地局間で受け
渡す必要がある． 
LTEにおけるハンドオーバーでは．2種類の制御方式が定義されていて，X2ハンドオ
ーバーと S1ハンドオーバーである．X2ハンドオーバーでは，基地局同士が X2インター
フェースを使用して，接続される端末の情報を直接やり取りする．コアネットワークの負
荷が少ないことからハンドオーバーに要する時間の短縮が可能である．X2はんどおーば
ーを行うには，接続元，接続先の基地局が同一MME(Mobility Management Entity)に接
続されている必要がある．MMEとは，ネットワーク制御を行うアクセスゲートウェイの
ことである．X2ハンドオーバーは LTEの特徴であり，移動中でもパケットロスの少ない
ハンドオーバーを実現している．S1ハンドオーバーは，X2ハンドオーバーが利用できな
い場合，異なるMMEに接続されている基地局間において利用される方式である．S1ハ
ンドオーバーでは，コアネットワークや RNC(Radio Network Controller)を介してやり取
りを完了させている． 
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2.2 ビデオストリーミング技術 
  
ビデオストリーミング技術[6]では，動画再生時にデータファイルの一部を読み込んだ時
点で再生を開始する技術である．従来は，全ての動画ファイルをダウンロードしてから再
生を始めていたため，ユーザにとっては，ダウンロード速度や待ち時間によってはストレ
スを感じることもあったが，ストリーミング技術に追って，ユーザの満足度は向上する． 
 ストリーミング技術では，動画ファイルの一部をバッファと呼ばれるメモリに蓄えなが
ら再生を行っているので，このバッファサイズを大きくするとバッファ補充に要する時間
は増大するが，その分より多くのデータを蓄えることができるので，動画の中断再生頻度
が減少する．このバッファに蓄積するデータ量を制御することが，再生バッファ制御であ
る． 
 
2.2.1 MPEG-DASH 
  
MPEG-DASH(MPEG-Dynamic Adaptive Streaming over HTTP)[6][7]は，ネットワー
ク状況に対応して，映像のビットレートを変動できる適応レート制御方式のことである．
スマートフォンやタブレットなどのモバイル端末，テレビなど様々な機器に対応してい
て，映像の中断がなく，最適な高品質ビデオストリームを提供することを目的としてい
る．MPEG-DASHの仕組みを図 2.3に示す． 
 
 
図 2.3 MPEG-DASHの仕組み [6] 
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 1つの動画コンテンツに対し，画面サイズ，符号化速度が異なる動画データ群を準備
し，セグメントと呼ばれる数秒から 10秒程度の単位で動画をファイル分割し，Webサー
バに格納する．Webサーバに格納されたコンテンツの構成に関する情報を XML形式の階
層構造で記述したファイルをMPDファイルと定義している．MPEG-DASHでは，この
MPDファイルをクライアントが取得，解析することで再生端末の画面サイズや伝送帯域
を考慮し，最適なビットレートのコンテンツの視聴を可能にしている． 
 
2.2.2 DASH-JS 
  
MPEG-DASHの実装例の一つに DASH-JS[8]というものがある．DASH-JSは
JavaScriptによって実装されていて，WebでMPEG-DASHを利用できるようにしたもの
である．HTML5，Google Chromeが提供する APIであるMedia Source APIを利用する
ことにより，DASH-JSでは，クライアントが動画再生プレイヤーを使用することなく．
DASHコンテンツの再生が可能となる． 
 
2.2.3 再生バッファ制御 
  
中断のない安定した再生を実現するために，再生バッファ制御[9]が活用されている．再
生バッファ制御は，複数のセグメントに分割されたコンテンツを一定量毎に取得し，メモ
リにバッファリングする方式である．動画セグメントの補充，再生によるセグメントの消
費を繰り返すことで，安定した動画再生を実現する．Raoらによる[9]では，Netflixや
YouTubeなどの動画配信サービスのトラフィックキャプチャを行い，バッファリング制御
のメカニズムを，”Short ON-OFF cycles”, “Long ON-OFF cycles”, “No ON-OFF cycles”
の 3つに分類している．ここで，”ON phase”とは，ビデオセグメントをサーバから取得し
バッファ補充している状態のことを指す．”OFF phase”とは，バッファリングしたセグメ
ントの出コード，再生を行うフェーズで，バッファ補充をしていないので，通信していな
い状態となる．つまり，”Short ON-OFF cycles”は，”ON phase”と”OFF phase”の切り替
えを頻繁に行うことで，セグメントの補充，消費が頻繁におこるため，通信の頻度も多
い．これに対して，”Long ON-OFF phase”は，”ON phase”と“OFF phase”の切り替え頻
度が少なく，一度に大容量のセグメント補充を行うことで，通信頻度も抑えている．”NO 
ON-OFF cycles”では，コンテンツの再生前の時点で全てのセグメントを取得する方式で，
上記 2手法とは異なる再生方式である．図 2.4と 2.5に，”Short ON-OFF cycles”, ”Long 
ON-OFF cycles”のバッファ推移を示す． 
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図 2.4 Short ON-OFF cyclesの一例 
 
 
図 2.5 Long ON-OFF cyclesの一例 
 
2.3 スループット予測技術 
  
将来の TCPスループットの予測技術において，データドリブン型のスループット予測
技術[10-16]が多く存在する．将来の TCPスループット予測とビットレート制御やバッフ
ァ制御などの映像配信技術を組み合わせることで，モバイルアプリケーションの
QoS(Quality of Service)の向上につなげることができる[15]． 
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 スループット予測技術には，過去のスループットを履歴データとして使用し予測を行う
手法が多く，[10]で示されている，確率的拡散予測手法について記述する．確率的拡散予
測手法では，スループットを確率変数として扱い，履歴データから，その広がりを予測す
る手法である．図 2.6にスループットの確率的拡散予測のモデル図を示す．灰色の折れ線
グラフが履歴データを示し，青の波線がスループットの広がりを示し，赤の実線が予測値
を示している．先の時刻を予測しようとするほどスループットの広がりは大きくなるが，
赤い部分が示す範囲内の値をスループットの予測値とする手法である． 
 
 
図 2.6 スループットの確率的拡散モデル [10] 
 
2.4 ユーザの状態推定技術  
  
2.1節から 2.3節で説明した，無線通信技術やストリーミング技術，スループット予測
技術が活用され，大人数がモバイル端末を保有しサービスを利用している現状がある[1]．
ここからは，そうしたユーザの状態を推定するための技術について説明する． 
 近年のモバイル端末には多種多様なセンサーが搭載されていて，端末の爆発的な普及に
伴い，人々の身近な情報をセンシングすることが非常に容易となっている．そこで，スマ
ートフォン搭載のセンサー情報や GPSの情報を取得し，解析することで，そのユーザの
状態を推定することが可能となる．ユーザ状態の推定には大きく 2種類あり，行動状態推
定と移動状態推定である．本節では，この 2つの状態推定に関して，代表的な手法を説明
する． 
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2.4.1 行動状態推定技術 
  
表 2-2に，行動状態推定に関する事例を示す．行動状態の推定[17-22]では，状態として
「起立」，「着席」，「階段を上る」などのユーザの行動を対象としている．使用しているセ
ンシングデバイスには，スマートフォンやウェアラブル端末が多い．センサー情報には，
端末搭載の加速度センサー，ジャイロセンサー，地磁気センサーが挙げられる． 
 表 2.2では，各手法で推定している行動状態，推定に用いているセンサー情報，使用し
たデータが個人収集したものかどうか，学習に使用したアルゴリズム，推定精度を示して
いる．上記手法の一般的な状態推定の流れとしては，①センシング，②データ加工，③学
習，④テスト，である．センシングする情報やデータ加工の手法やサンプリングレート，
学習に使用するアルゴリズムやパラメータの調整など，様々な要素により多岐にわたる事
例が存在するが，一般的には上記の 4ステップが基本的な流れである． 
 
2.4.2 移動状態推定技術 
   
ユーザの移動状態推定[23-30]では，状態として「徒歩」，「電車」，「バス」などの，ユー
ザの移動を対象としている．センシングの流れやデバイスに関しては行動状態と同様であ
る．行動状態の推定と比較すると，GPS情報が使用可能[21]であることや，サンプリング
レートを細かくしすぎる必要がないなどの特徴が挙げられる．表 2-3に，表 2.2と同様の
形で，移動状態推定に関する先行研究を示す． 
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表 2.2 行動状態推定に関する先行研究一覧 
Reference Activities Sensors Data 
source 
Learning 
algorithms 
Accuracy 
J.Suto. etl. 
[16] 
cycling, running, 
jogging, walking, 
sitting, standing, 
lying  
accelerometer, 
gyroscope  
not 
public 
k-NN, NN 86.7% 
M. Sheng. 
et al. [18] 
stand, sit, lay, 
walk forward, 
walk left-circle, 
walk right circle, 
turn left, turn 
right, go upstairs, 
go downstairs, 
jog, jump, push 
wheelchair. 
accelerometer, 
gyroscope 
Public 
database 
CNN 95.2% 
A. Anjum. 
et al. [19] 
inactive, walking, 
running, climbing 
stairs, descending 
stairs, cycling, 
driving. 
accelerometer, 
gyroscope 
not 
public  
SVM,  
k-NN, 
Decision 
Tree, 
Naïve 
Bayes  
95% 
Y. Chen. 
et al. [20] 
falling, running, 
jumping, walking, 
walking quickly, 
step walking, 
walking upstairs 
accelerometer Not 
public 
CNN 93.8% 
M.Gochoo.  
et al. [21] 
bed to toilet, 
eating, meal 
preparation, relax 
motion sensor, 
door sensor 
not 
public 
CNN 98.8% 
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表 2.3 移動状態推定に関する先行研究一覧 
Reference Activities Sensors Data 
source 
Learning 
algorithms 
Accuracy 
Y. Zheng. 
et al. [22]  
walk, driving, 
bus, bike 
GPS not 
public 
their own 
method 
75.6% 
P.Widhalm
. et al. [24] 
walk, subway, 
bus, bike, car 
GPS not 
public 
Hidden 
Markov 
Model 
68% 
A. 
Jahangiri. 
et al. [25] 
bike, car, walk, 
run, bus 
accelerometer, 
gyroscope, 
rotation 
not 
public 
SVM, 
 k-NN, 
DT, RF, 
Bag 
95.1% 
H. I. 
Ashqar.  
et al. [27] 
Car, bicycle, bus, 
running, walking 
GPS, 
accelerometer, 
gyroscope, 
rotation 
public SVM, 
 k-NN, RF 
97.0% 
X. Su. 
et al. [28] 
walk. Jog, bike, 
bus, subway, car 
Accelerometer, 
gravity, 
barometer  
not 
public 
SVM 97.1% 
 
2.5 機械学習 
  
2.4節で紹介した状態推定技術では，ユーザの状態推定に機械学習が使用されていた．本
節では，状態推定に使用されることが多い機械学習について説明する． 
 機械学習[31][32]とは，データから判断基準や規則性を学習し，その結果をもとに未知
の事象を予測，判断する技術で，人工知能の研究課題の一つとして挙げられている．人工
知能(AI)には，確立した学術的な定義や合意はないとされており，コンピュータが人間の
ように見たり，話したり，聞いたりする技術や，人間の認知判断などの機能を脳とは異な
る仕組みで実現する技術，のように捉えられている．また，機械学習技術の一つとして，
Deep Learning(深層学習)が存在する．Deep Learningは，基礎的かつ広範な機械学習手
法であるNeural Networkという分析手法を拡張した手法で，高精度の分析が可能であ
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る．図 2.7に，人工知能(Artificial Intelligence), 機械学習(Machine Learning), 深層学習
(Deep Learning)の関係図を示す． 
 
 
図 2.7 人工知能，機械学習，深層学習の関係図 [32] 
 
 図 2.7に示すように，人工知能，機械学習，深層学習には包含関係がある．人工知能に
関する分析技術として機械学習が生まれ，機械学習の技術の一つとして深層学習が生まれ
たという時系列である． 
 本節では，移動状態推定に関わる技術である，機械学習と深層学習について，これ以降
説明する． 
 
 機械学習は，「教師あり学習」，「教師なし学習」，「強化学習」の 3つに分類される．こ
れらの特徴について以下に示す． 
 
(1)教師あり学習 
 教師あり学習は，入力と出力の関係を学習するもので，結果や正解となる「教師デー
タ」が与えられる学習手法である．主な活用事例として，出力に関する回帰問題や分類問
題が挙げられる．教師あり学習では，与えられた教師データを既知の情報として学習を行
い，未知の情報に対応することができるモデルを作成する．例えば，「りんご」というラ
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ベルが付与された大量の写真を教師データとして学習することにより，ラベルの付いてい
ない写真を入力した場合に，「りんご」を識別できるようになる． 
 
 
(2)教師なし学習 
 教師なし学習は，データの構造を学習するもので，正解に相当する「教師データ」が与
えられない．主な活用事例として，入力に関するグループ分け(クラスタリング)や次元削
減が挙げられる．教師なし学習では，教師データにあたるラベルが付与されていない場
合，大量の写真を学習させることで，写真の特徴からグループ分けを行うことができる．
例えば，購買情報を入力し，似ているユーザを出力する，といったグループ分けができ
る． 
 
(3)強化学習 
 強化学習は，試行錯誤を繰り返し，価値の最大化を図る行動を学習するもので，報酬や
評価が得られる行動や選択を学習する．教師あり学習のように，与えられた正解を出力す
るのではなく，より広義に価値の最大化を行う選択を学習する．将棋や囲碁，株の売買な
どに活用される． 
 
 機械学習の一つの技術として派生した深層学習は，より高精度の識別などを行う場合に
活用される．中間層が 2層以上の多層化されたニューラルネットワークを深層学習と呼
ぶ． 
初めに，ニューラルネットワークの説明を行う．ニューラルネットワークとは，文字や
音声認識などのパターン認識に応用されている技術で，人間の脳の神経回路の仕組みを再
現したモデルである．ニューラルネットワークは大きく分けると，入力層，中間層，出力
層の 3層から構成されている．図 2.8にニューラルネットワークの基本的な構成について
示す．中間層では，入力されたデータに対し，重み付けと変換を施して，次の層に受け渡
す．出力では，与えられた教師データと照合し，より一致度が高くなるように重み付けの
調整を行う．ニューラルネットワークは，教師あり学習，教師なし学習，強化学習の全て
に適用することができるが，教師あり学習として利用されることが最も多い． 
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図 2.8 ニューラルネットワークの基本的な構成 [30] 
 
 深層学習では，ニューラルネットワークの中間層を多層化しているので，より教師デー
タとの合致率が高い複雑な出力を得ることができるようになる．そのため，ニューラルネ
ットワークと比較して教師データに対して，高い精度での識別が可能になる．教師データ
を大量に学習させることにより，識別に重要な特徴量を学習することができるが，その中
身はブラックボックスであり，詳細な説明が行えない場合が多いとされている． 
 
 2.4節で紹介した行動状態推定，移動状態推定に活用されている手法は，教師あり学習
である．以下に，教師あり学習の代表的なアルゴリズムについて示す[26][33]． 
 
2.5.1 SVM(サポートベクターマシン) 
  
SVMは，データ分類のための境界線を決定するとき，境界線から最も近いサンプルデ
ータまでのマージンの和が最大となるような境界線を引く手法であり，分類や回帰に利用
ができる．SVM は訓練データから，各クラス間との距離が最大となるマージン最大化超
平面を決定して分類を行う．分類問題では，主に 2 クラスの分類に用いられるが，分類器
を複数用いることで，多クラスの分類も可能である． 
 
2.5.2 k-NN(k近傍法) 
 
k-NN は，シンプルかつ効果的な手法であることから，多くの分類問題に適用されてて
いる．学習データをベクトル空間上にプロットし保持しておき，新しいサンプルが入力さ
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れたら，学習データと隣接する k個のクラスを利用して，多数決でデータが属するクラス
を推定するアルゴリズムである．kの値は，学習データから近傍何点を使用するかを調整
することのできるパラメータである． 
 
2.5.3 RF(ランダムフォレスト) 
  
RFは，訓練データからランダムにデータを抽出し，複数の決定木を作成し，各決定木
の予測結果の多数決をとり，最終的な出力を得る手法．決定木とは，分岐の処理をツリー
状に形成し，上から再帰的にデータを分岐させることで出力を得る手法である． 
 
2.5.4 CNN (Convolutional Neural Network) 
 
 ニューラルネットワークの中間層が，畳み込み層とプーリング層から構成されているネ
ットワーク．畳み込み層では，入力層から受けたデータの特徴との適合度を計算し，プー
リング層では畳み込み層のデータを集約するような処理を行い，空間サイズを小さくす
る．CNNでは，この畳み込み層とプーリング層を交互に繰り返すことで中間層を形成し
ている． 
 
2.5.6. 評価指標 
  
本節では，機械学習による分類問題のモデルの確からしさを評価する評価指標[33]につ
いて説明する．指標毎に特徴があるため，対象とする問題ごとに評価指標を使い分ける必
要がある．本節で取り上げる評価指標は，正解率(accuracy), 適合率(precision), 再現率
(recall), F値(F-measure)の 4つである． 
 評価指標の構成に必要な定義について説明する．学習したモデルの判定結果を，
TP(True Positive), TN(True Negative), FP(False Positive), FN(False Negative)の 4つに
分ける．それぞれの定義を表 2.4に示す． 
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表 2.4 学習モデルの判定に関する定義 
定義 内容 
TP (True Positive) 結果が正しいと判定できた場合 
TN (True Negative) 結果が間違っていると判定できた場合 
FP (False Positive) 間違っている結果を正しいとした場合 
FN (False Negative) 正しい結果を間違っているとした場合 
 
 上記の判定定義に基づき評価指標の説明を行う． 
 
(1)正解率 
 正解率の定義は，予測値と真値が一致する割合である．下記の式によって定義される． 
Accuracy =  
𝑇𝑃 + 𝑇𝑁
𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 
 
(2)適合率 
 適合率の定義は，モデルが正しいと予測した結果の中に含まれる実際の真値の割合であ
る．適合率は，正確性を確認するための指標であり，再現率とトレードオフの関係にあ
る．下記の式によって定義される． 
Precision =  
𝑇𝑃
𝑇𝑃 + 𝐹𝑃
 
 
(3)再現率 
 再現率の定義は，実際に正解だったものの中でモデルが正しく正解を予測している割合
である．網羅性を確認したい場合にこの指標が有効である．下記の式によって定義され
る． 
Recall =  
𝑇𝑃
𝑇𝑃 + 𝐹𝑁
 
(4) F値 
 
 F値の定義は，適合率と再現率の調和平均である．適合率と再現率の特徴をバランスよ
く取り入れた評価指標で，モデルの確からしさを評価数手法として主流である．下記の式
によって定義される． 
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F − measure =  
2 ∙ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∙ 𝑅𝑒𝑐𝑎𝑙𝑙
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
 
 
2.6 転移学習 
  
転移学習[35]とは，ある領域で学習したモデルを別の領域に適応させる手法である．転
移学習により，学習に使用できるデータ量が少ないタスクに対し，データ量が多いタスク
で学習したモデルを適用することにより，追加学習を可能にしている．2.5節で機械学習
の説明をしたが，本節で説明する強化学習は，機械学習分野で目覚ましい発展を遂げてい
る領域である． 
 転移学習のキーワードには，ドメイン，ソース，ターゲット，観測データ X，予測ラベ
ル Y，モデルが挙げられる．モデル(P(Y|X))とは，観測データが Xの時，予測ラベルが Y
である確率を意味する．観測データ，予測ラベル，モデルを一まとめにしたものが「ドメ
イン(D)」になる．元のドメインを「ソース(Ds)」，転移先のドメインを「ターゲット
(Dt)」と呼ぶ．そして，転移学習の目的は，ソースで構築したモデルをターゲットに適応
させることである． 
 図に機械学習と転移学習の比較を示す．(a)に示すように，機械学習では，タスクやド
メインごとに学習を行いモデルの評価を行う必要がある．(b)に示すように，転移学習で
は，ソースとターゲットのドメイン間に，ある一定レベルで共通する特徴量が存在する場
合に，学習したモデルの転用が可能になる．転移学習が適用される例としては，観測デー
タが異なる，観測データの分布が異なる，ラベルが異なる，ラベルの分布が異なるなどが
挙げられる．こうした問題を解決することで，シミュレータによる事前訓練，近い分野で
学習させたモデルの転用，モデルの個別化ができるようになる． 
 
 
(a)機械学習の流れ 
 
(b)転移学習の流れ
図 2.9機械学習と転移学習の比較 [33] 
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 転移学習の使用例は，学習済みモデルの活用，新規ドメインの適用，ドメイン間の差異
を学習，複数ドメインで共通的な表現の学習の 4つに分類することができる． 
新規ドメインの適用では，ソースとターゲットのドメインの観測データが同じであるが，
その分布が異なる場合のタスクで，特徴空間上でソースとターゲットの分布を一致させる
ように学習を行う．ドメイン間の差異を学習する場合は，ドメインに固有な特徴量とドメ
イン間で旧通的な特徴量を分離させるように学習を行うことで，ラベルなしのターゲット
を識別する際に使用される．複数ドメインで共通的な表現の学習を行う場合は，正解デー
タの少ないドメインに対応する手法となる． 
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第 3章 通信品質による機械学習を活用したユーザの
移動状態推定手法 
1 
本章では，ユーザの移動状態推定において通信品質を利用する手法の提案を行う．本提
案手法では，従来使用されてきた加速度センサーやジャイロセンサー，GPSなどの情報を
使用することなく，端末と基地局間の通信の際の情報のみを使用する．通信品質には，
TCPスループット，RSSI(Received Signal Strength Indicator, 受信信号強度)，基地局の
セル IDを使用する．通信品質収集専用の Androidアプリケーションを開発し，実環境で
の通信品質収集を行う．実験エリア，収集条件，学習アルゴリズムなどの設定を適宜変更
し精度評価を行うことで，通信品質が移動状態推定に有効であることを示す． 
 
3.1 Androidアプリケーション 
 
推定に活用する通信品質情報収集のために，Androidアプリケーションを開発し使用し
ている．本節では，Androidアプリケーションの開発について述べ，評価実験に用いるア
プリの概要を示す． 
 
3.1.1 Android Studio 
  
Androidアプリの開発には，Android Studio[36]が使用される．Android Studioは
Google公式の開発環境であり，2014年以降から現在にかけて，Android アプリ開発の主
流である．以前は，Eclipse[37]と Android Studioの 2種類存在したが，2015年末に
Eclipseベースの開発環境のサポートが終了し，Android Studioに完全移行した．
Android Studioの特徴として，エディタが豊富でありビルドツールが優れているためアプ
リの構築が容易であるという点が挙げられる，Androidアプリの開発には，必要なソフト
ウェアがまとまったパッケージとして配布されている Android SDKを使用する．SDK
                                                   
1 本章は，文献[Wataru Kawakami, Kenji Kanai, Bo Wei, and Jiro Katto, “A highly 
accurate transportation mode recognition” IEICE Trans. on Comm., Vol.E102-B, No.4, 
Apr.2019.(accepted)], [川上航, 金井謙治, Wei Bo, 甲藤二郎, “通信品質を利用した CNN
によるユーザ移動状態推定の精度評価”,電子情報通信学会NS研究会, July 2018]に基づ
いている． 
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は，コンパイラやデバッガ，ライブラリ，デバイスドライバ，ドキュメント，サンプルコ
ード，エミュレータなどの豊富な機能があり，Androidの APIレベルにより分類されてい
る．最新の API，は 2018年 8月にリリースされた API28で Pieと呼ばれているがシェア
率はまだ低い．シェアが多いのは，2016年 8月，2017年 8月にリリースされたNougat
と Oreoで APIレベル 26, 27である． 
 
3.1.2 開発アプリケーション概要 
  
 本節では，評価実験のために開発したアプリの概要を示す． 
計測する通信品質情報は，スループット，RSSI，セル IDの 3種類である．下記にそれぞ
れの定義を示す． 
 
(1)スループット 
 本論文では，http 通信によってダウンロードしたデータ量を所要時間で割った値として
定義している．実際には，動画ファイル 1セグメントを http通信によって取得し，その
データサイズをダウンロード時間で除算し算出している． 
 
(2) RSSI (Received Signal Strength Indicator) 
 RSSI[38]とは，受信信号強度のことで，無線通信機器が受信している信号の強度を意味
する．モバイル端末のアンテナマークなどは RSSIの値を基準に算出されている．一般的
に，RSSIの値が大きいほど，端末と電波を発している基地局やWi-Fiアクセスポイント
との教理が近いということになる． 
 
(3)セル ID 
 セル IDとは，基地局ごとに割り振られた固有の IDのことで，基地局の位置を知ること
ができる．一般の人がセル IDを取得するためには，NTTドコモの提供する APIと
Googleが提供する APIのどちらかを使用する必要がある． 
 
 また，上記通信品質情報と同時に，端末搭載のセンサー情報や GPSの情報も計測する
ことができる． 
 アプリの UIを図 3.1に示す．センシング以外のアプリの機能を以下に示す． 
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(1)サンプリング 
 収集条件として，サンプリングレートをミリ秒単位で自由に設定することができる仕様
で，計測中の変更も可能である．また，取得するコンテンツのセグメントサイズはサーバ
に事前に用意されているものであれば自由に選択することができる． 
 
(2)データ管理 
 収集する際は，移動状態の正解ラベルを付与し，端末内に CSV形式で保存される．事
前に設定した任意のサーバ上にアップロードする形でデータの保管が可能． 
 
(3)状態推定 
 収集した情報をサーバにアップロードし，その際の状態を任意のアルゴリズムで推定す
ることができる．条件として，対象サーバを事前に設定し，サーバ内に学習済みモデルを
保持しておく必要がある．本機能については，第 6章で詳しく述べる． 
  
 
図 3.1 開発した Androidアプリ 
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3.2 通信品質の可視化 
  
 本節では，通信品質情報を可視化することにより，移動状態の違いによる通信品質の特
徴を確認する．そのために，3.1節で述べた Android アプリを使用し，実環境において収
集を行った．ダウンロードする 1セグメントのサイズは 500KBとし，サンプリングレー
トを 1秒に設定し，移動状態には，徒歩，バス，電車の 3状態を対象とする．これらの条
件下で，東京都新宿区を対象エリアとして，通信品質の収集を行った．図 3.2に実験トポ
ロジーを示す．コンテンツサーバには 500KB のセグメントが用意されており，無線規格
には LTEを使用する．また，図 3.3に 3つの状態におけるスループットとセル IDの遷移
を示す． 
 
 
図 3.2 実験トポロジー 
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図 3.3 3状態における通信品質特性の一例 
(上から，徒歩，バス，電車の順) 
 
 図 3.3の横軸は経過時間を示していて，縦軸はスループットの絶対値とセル IDの ID番
号を示している．図 3.3から，徒歩，バス，電車の 3状態において，スループットとセル
IDはそれぞれ異なる挙動を示していることが確認できる．この結果に基づき，ユーザの移
動状態は，スループット，RSSI, セル IDの通信品質を用いることでも，従来手法の加速
度センサー，ジャイロセンサー，GPSなどの手法と同様に推定可能であることが期待でき
る． 
 
3.3 提案システム 
 
 本節では，通信品質を用いた移動状態推定における提案システムの全体像を示す．図
3.4に，移動状態推定から，推定後のデータ利活用までを含むシステム全体の概要図を示
す．図 3.4に示すように，クラウド(またはエッジ)サーバにおいて，モバイルユーザから
収集された通信品質情報を集約し，機械学習を適用することで，移動状態の推定を行う．
さらに，状態ごとの履歴データを用いてスループット予測を行い，これらの結果を映像配
信におけるバッファ制御などモバイルアプリケーションの品質制御に活用し，限られた無
線リソースの中でモバイルアプリケーションの QoSを向上することを目標とする． 
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 本論文では，この全体像の中でも，移動状態の高精度推定技術に焦点を当てている．無
線リソースやユーザ端末のバッテリーは有限であるので，移動状態を推定するために，新
たな情報(端末搭載の各種センサー情報や GPS情報など)を生成することを避けることと
し，3.2節で述べたようなスループットや RSSI，セル IDといった通信品質情報から井戸
状態を推定する手法を提案する．また，2.4節に示したユーザの状態推定に関する先行研
究を踏まえても，筆者らの知る限るでは，通信品質を用いた移動状態推定手法に関する先
行研究は存在しない．通信品質は，LTEを介して，映像配信サービスをユーザが利用して
いる際に収集されるものとして想定している． 
 
 
 
図 3.4 提案システムの概要 
 
3.4 小規模エリアにおける SVM, k-NN, RFを使用した精度評価 
  
本節以降では，実環境における移動状態推定の評価実験について説明する．なお，移動
状態推定問題が多クラス分類問題であることから，教師あり学習を適用し，推定を行う．
2.4節で紹介した機械学習のアルゴリズムである，SVM, k-NN, RF, CNNを適用する． 
SVMでは，ガウシアンカーネルを選択し，誤分類を許容するコストパラメータ𝐶 と，
決定境界の基準となるカーネルパラメータ 𝛾 は，scikit-learn[39]を用いて調整し， 高い
分類精度を返す場合を使用することとする．k-NNでは，kの値を 0から 100の範囲で変
 29 
 
更し，最も高精度となる場合の kの値を採用する．RFは，使用する決定木の数を[37]を
用いて最適な数を選択する． 
 
3.4.1 データ収集 
  
 まず，3.1節で説明した Androidアプリケーションを使用して，スループット，RSSI，
セル IDの通信品質情報を収集する．3.2節では，移動状態と通信品質の関係を検証するた
めの収集であったが，本節では，データ収集に 3つのシナリオを設定する．実験エリアを
図 3.5に，実験条件を表 3.1に示す． 
 
表 3.1 実験シナリオ 
Scenario Time Users Device Total Samples 
1 15:00 1 1 135,000 
2 5:00 – 23:00 1 3 465,000 
3 5:00 – 23:00 3 3 882,000 
 
 
 
図 3.5 実験エリア 
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 図 3.5に示すように，収集エリアとして早稲田大学周辺を対象とし，スループット，
RSSI，セル IDの計測を行う．計測には最大 3台のスマートフォンを使用し，ユーザの移
動状態は，静止，徒歩，自転車，バス，電車の 5状態を対象とする．なお，3.4.4で説明
するシナリオ 3に関しては，地下鉄の状態を追加し評価を行う．バス，電車，地下鉄に関
しては，一路線のみであるため，移動ルートが固定される．収集エリアにおいてバス，電
車の所要時間はおおよそ 20分，5分である．その他の移動状態では，任意の経路を移動す
るものとする．この条件の下で，複数回にわたるデータ収集を行う．データ収集時に各移
動状態をアプリ上で登録しラベルの付与を行う． 
 表 3.1に示すシナリオについて下記に詳細を示す． 
 
(1)シナリオ 1 
 ユーザ数 1，端末数 1で昼過ぎの 15時前後に各状態での通信品質計測を行う．おおよ
そ 9000サンプルの計測を行い，総データ数は 135,000(9,000×5×3)となる． 
 
(2)シナリオ 2 
 ユーザ数 1，端末数 3で 5時から 23時までの間を計測対象として，各状態での通信品
質計測を行う．総データ数は 465,000(31,000×5×3)となる． 
 
(3)シナリオ 3 
 ユーザ数 3，端末数 3で 5時から 23時までの間を計測対象として，地下鉄を含めた 6
状態での通信品質計測を行う．総データ数は 882,000(49,000×6×3)となる． 
 
 シナリオ 2,3では，5時から 23時の間に計測を行っていて，収集時間帯の分布に規則性
はないものとしている．全てのシナリオにおいて，サンプリングレートは 1秒，1セグメ
ント当たりのデータサイズは 500KBとしている．なお，収集端末は，SAMSUNGの
Galaxy 6 edgeを 1台， SONYの Xperia Z5 Premium SO-03Hを 3台の合計 3台使用し
た．さらに，通信品質の収集と同時に，比較のために加速度センサーの収集も行った． 
 
3.4.2 データセット定義 
 
 本節では，3.4.1節で収集したデータを用いて，精度評価のために複数のデータセット
定義を行う．状態推定精度は，訓練データの組み合わせによって変化する可能性があるの
 31 
 
で，3種類の通信品質情報で考えられるすべての組み合わせでデータセットを作成する．
また，提案手法と従来手法の比較を行うために，3軸加速度センサー(X軸，Y軸，Z軸)も
データセットの組み合わせに追加する．このようにして，作成したデータセット 9つを表
3.2に示す． 
 
表 3.2 データセット定義 
Data set Throughput RSSI Cell ID Accelerometer 
1    〇 
2 〇    
3  〇   
4   〇  
5 〇 〇   
6  〇 〇  
7 〇  〇  
8 〇 〇 〇  
9 〇 〇 〇 〇 
 
 また，状態推定は，データ収集時に付与したラベルを用いて，多クラス分類問題として
扱う．学習には scikit-learn[39]を使用し，データセットのうち 75%を訓練データとし
て，残りの 25%をテストデータとする．テストにおいて，ウインドウサイズをずらしてい
く手法は取らずに，1次元配列として保存されたデータをそれぞれ学習分類器に入力して
いる．なお，学習アルゴリズムには，SVM, k-NN, RFを使用しアルゴリズムごとの精度
評価を行う． 
 
3.4.3 シナリオ 1とシナリオ 2の評価結果 
 
  本説では，シナリオ 1，2の精度評価結果を示す．精度評価において，以下の 2つの観
点から評価と考察を行う． 
①5種類の状態の平均推定精度 
②各移動状態の F値 
①による精度評価では，データセット間による精度の差異やアルゴリズムごとの評価を検
証することを目的としている．②による評価では，F値による評価を行うことでより詳細
 32 
 
な分析を行うことを目的としている．なお，F値による評価では，どのアルゴリズムを学
習に使用しても傾向が同じであったため，最も良い結果を示した RF使用時の結果を示す
こととする． 表 3.3と表 3.4に，シナリオ 1，2の平均精度をデータセットごとに示す．
なお，従来手法である加速度センサーを使用した Data set1，高い精度を示している Data 
set4, 6-9はボールド体で示している．また，F値の結果について図 3.6に示す． 
 
表 3.3 5種類の移動状態推定の平均精度(シナリオ 1) 
Data set SVM (%) k-NN (%) RF (%) 
1 (conv.)  78.88 94.13 96.54 
2 26.34 35.67 38.39 
3 53.15 48.51 55.52 
4 90.14 88.96 90.14 
5 52.19 59.94 63.37 
6 95.71 95.18 96.41 
7 90.27 91.06 90.27 
8 94.96 95.97 93.78 
9 99.87 99.87 99.87 
 
 
表 3.4 5種類の移動状態推定の平均精度(シナリオ 2) 
Data set SVM (%) k-NN (%) RF (%) 
1 (conv.) 59.05 94.65 95.24 
2 37.36 43.20 48.27 
3 44.02 58.27 60.78 
4 90.04 91.83 91.06 
5 61.14 69.05 71.59 
6 93.12 95.93 95.60 
7 90.08 93.60 92.56 
8 93.54 96.25 95.88 
9 96.56 99.11 99.09 
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 表 3.3, 3.4から，実験シナリオによらずセル IDを含んでいるデータセット(Data set 4, 
6-9)は，非常に高い推定精度を示していることがわかる．これは，実験エリアが固定され
ていて移動の際に収集されるセル IDの値がそれぞれ固有の値であることに起因してい
る．セル IDがユニークな値であり，セル IDのみを用いる Data set4の場合でも 90%以
上の結果を示していることから，十分推定が可能であると言える．セル IDに加えてスル
ープットと RSSIのそれぞれを加えた Data set6と 7を見ると，どちらも 90％以上の精度
であるが，スループットよりも RSSIの方が高い精度となり，セル IDの次に重要となる
パラメータは RSSIであると考えられる．この原因として，RSSIが周囲の状況のみに影
響を受けることに対して，スループットは同じ基地局に接続する人の数にも影響を受ける
ため，より変動的な値であることが考えられる．RSSIは，移動速度や位置によってのみ
変動するため，ロバストで信用できる数値と考えられる．また，SVM, k-NN, RFの 3種
類のアルゴリズムにおいて各データセットの精度傾向は同一であるとわかる． 
 次に，表 3.3と 3.4を参考に，比較に重要であるデータセット(Data set1, 8, 9)の F値を
図 3.6に示す．なお，学習アルゴリズムによらず同一の傾向を示すため，最も良い結果を
示していた RFの結果について着目することにする． 
 
 
  (a) シナリオ 1      (b) シナリオ 2 
図 3.6 RF使用時の F値の比較 
 
 図 3.6より，自転車とバスの場合を除くと，通信品質を使用した Data set8は従来手法
の加速度センサーを使用する Data set1と同等の結果を示していることがわかる．自転車
とバスの移動状態は，徒歩に誤分類されてしまうことが多く，加速度センサーと通信品質
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情報を併用した Data set9を使用することにより，高い精度で推定が可能であることがわ
かる． 
  本節の結果より，通信品質情報を使用した移動状態推定は従来手法の加速度センサー
を使用する場合と同程度の精度で実現可能であるということが言える． 
 
3.4.4 シナリオ 3の評価結果 
 
 本節では，シナリオ 3における精度評価の結果を示す．シナリオ 3では，シナリオ 1，
2の移動状態に加えて地下鉄を追加している．3.4.3節と同様に精度評価には，6状態の平
均推定精度と F値による比較を行う．表 3.5に平均精度を，図 3.7に F値の比較を示す． 
 
表 3.5 6種類の移動状態推定の平均精度(シナリオ 3) 
Data set SVM (%) k-NN (%) RF (%) 
1 (conv.)  51.27 85.01 90.00 
2 23.37 33.92 37.72 
3 44.70 51.26 51.32 
4 82.70 84.07 83.08 
5 51.48 56.26 59.98 
6 88.77 88.36 88.99 
7 83.06 84.75 85.19 
8 88.55 88.46 90.63 
9 96.57 94.95 98.15 
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図 3.7 シナリオ 3における 6種類の移動状態推定の F値の比較 (RF使用時) 
 
 表 3.5に示すように，地下鉄を加えたことやデータ収集人数が増加し，全データ数の増
加もあり，シナリオ 1，2と比較すると精度は低下している．しかし，データセット間の
特徴やアルゴリズムごとの振る舞いは同様であり，従来手法の加速度センサーを使用した
Data set1と同等の結果を得ることができた．このことから，シナリオ 3においても提案
手法が有効であることを確認できる．また，通信品質と加速度センサーを併用した Data 
set9が最も精度が高い結果となった． 
 図 3.7によると，通信品質情報を使用することによって，電車と地下鉄の識別が高い精
度可能であると分かる．これはセル IDの値がユニークであり，ユーザが地上にいるのか
地下にいるのかを区別することができるためだと考えられる． 
さらに，より詳細な考察のために，図 3.8に RFを使用する場合において，各特徴量の
相対的な重要度を計算したものを示す．特徴量の重要度は相対的な値で，入力したパラメ
ータが学習結果の出力にどれくらい寄与しているかという割合を示している．また，図
3.9に RF使用時の Data set8について，混同行列(confusion matrix)を示す．縦軸が正解
ラベル，横軸が実際に予測されたラベルを表している． 
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図 3.8 RF使用時の Data set8における各特徴量の重要度の比較 
 
 
図 3.9 RF使用時における Data set8の混同行列 
 
 図 3.8の結果から，通信品質の中でセル IDが最も効いていることが確認できた．図 3．
9より，自転車とバスの場合を通信品質のみで識別することは難しいと考えられる．特
に，自転車は再現率が 0.47と半分以下である．これらの状態も含めて 90％以上の高い精
度での推定を行うには，図 3.7に示したように加速度センサーと通信品質情報を併用して
いる Data set9を使用する必要がある． 
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 3.4節では，通信品質情報を使用することでユーザの移動状態を，従来手法と同程度に
実現可能であることを示し，電車と地下鉄の分類に関しては従来手法をはるかに上回る結
果を得たことを示した． 
 
3.5 通学路における RFを使用した精度評価 
 
 本節では，RFを使用し通学路の経路で移動状態推定を行う．RFを選択した理由は，
3.4節でアルゴリズム間の差は大きくないものの RFが最も優れた結果を示していたため
である．また，3.4節では大学周辺の小規模なエリア内での実験であったが，より実用的
な状況を想定し，データ収集の対象エリアを自宅から大学への通学路とする．通学路(通勤
路)は一般的に固定ルートであるので，日々の収集データを蓄積し予測につなげることがで
き，実用性が増すと考えられる．図 3.10に収集経路を示す． 
 
 
図 3.10 通学路シナリオの収集経路 
 
 収集シナリオを示す．最寄り駅で 5分前後電車を待つので状態としては静止にあたる．
その後，およそ 45分間電車に乗り，下車後大学まで 20分歩く．したがって，状態は静
止，徒歩，電車の 3状態となる．総経路長は 21kmで，移動中の収集条件は，3.4節と同
様である．データの収集は朝の 5時から夜の 22時までの範囲で行い，およそ 60,000サン
プルの計測を行った．データの収集には，SAMSUNGの Galaxy6 edgeを使用した． 
 データ収集後，3.4節と同様に状態推定のためにデータセット作成を行う．ここでは表
3.6に示す 3種類のデータセットを作成した．状態の正解ラベルは，データ収集時に付与
しており，データセットのうち 75％を訓練データに，残りの 25％をテストデータに用い
る．この条件の下で，状態推定を行った結果を図 3.11に示す． 
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表 3.6 通学路のシナリオ評価に用いるデータセット 
Data set Throughput RSSI Cell ID 
1 〇   
2 〇 〇  
3 〇 〇 〇 
 
 
図 3.11 通学路シナリオにおける移動状態推定の正解率比較 
 
 図 3.11から，通学路のシナリオに拡張しても，通信品質による移動状態の推定が可能で
あることが確認できる．なお，高い正解率を得るためには，スループット，RSSI，セル
ID の全てを使用する必要がある．また，この結果からもセル IDが最も重要な特徴量であ
ることがわかる． 
 
3.6 CNNを適用した精度評価 
 
本節では，3.4節，3.5節を踏まえて，より高い精度での推定を行うために，テキストデ
ータである通信品質情報を CNNに適用し画像認識問題として扱う手法の提案を行う．
CNNは画像認識の分野で最も多く使用されているかつ優れた結果を示しているニューラ
ルネットワークであるため，CNNを適用することを考える． 
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3.6.1 CNNモデル 
 
本説では，3.4節，3.5節とは異なり，テキスト情報である通信品質情報を RGB画像に
変換する．図 3.12に，画像成形に関するフローを示す． 
 
 
図 3.12 通信品質情報から画像を作成するフロー図 
 
 テキストデータとして収集されたスループット，RSSI，セル IDのそれぞれを RGB
とみなす．なお，スループット，RSSI，セル IDはそれぞれ収集データの最大値と最小値
を用いて 255 から 0で正規化したものを扱う．図 3.12に示すように，テキストデータを
画像化する際に，左上のピクセルから右下に敷き詰めていく形で画像を作成する．図 3.12
に示すサンプル画像より，状態ごとに固有の特徴を持つことから CNNによる 移動状態推
定が可能であると考えられる． 
 
次に，CNNの構築について説明する．図 3.13に本実験で使用する CNNのアーキテク
チャを示す．CNNの実装には，Pythonベースのライブラリである TensorFlow[40]を使
用する．ニューラルネットワークの構成は，2層の畳み込み層，2層のプーリング層，2層
の全結合層から成る．図 3.13に示す入力画像サイズの tは，入力する画像サイズを意味し
ている．入力画像サイズを変化させることにより，1入力を構成する通信品質情報の数が
変化する．つまり，tを 1から 10で設定すると，1入力を構成するサンプル数は 1から
100となる．3パラメータあるので総サンプル数は 3から 300となる． 
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図 3.13 CNNアーキテクチャ 
 
3.6.2 CNNを用いた移動状態推定の精度評価 
 
 本節では，3.6.1節で述べた CNNモデルを用いて，移動状態推定の精度評価を行う．
3.4節で述べた実験について，CNNの適用を考える．これは，3.4節では，収集人数，収
集時間帯，データ数が最も多くなると，制度改善の余地がある結果となっていたためであ
る．実験に関する条件はすべて同じであり，データセットのうち，訓練データに 75％，テ
ストデータに 25％を割り当てる．今回状態推定の対象とする状態は，静止，徒歩，自転
車，バス，電車の 5種類とする．実験条件を表 3.7に示す．評価には NVIDIA GeoForce 
GTX 1080Tiを搭載した GPUマシンを利用する．図 3.13で示す入力サイズ tを 1から 10
の範囲で変化させ，5000回の学習を行い，精度を評価した．その結果を図 3.14に示す． 
 
表 3.7 実験条件 
Parameter Time Users Device Total Samples 
Throughput, 
RSSI, Cell ID 
05:00 - 23:00 3 3 735,000 
 
 図 3.14から，入力サイズ tが 7までの場合 SVM, k-NN, RFを使用する場合の手法より
も高い精度での推定が可能であり，tの値が小さくなるほど，推定精度が低下することが
わかる．これは，入力画像サイズが小さいほど 1入力を構成するサンプル数が少なくなり
情報量が減少するためだと考えられる．なお，tが大きくなるほど推定精度は向上する
が，その分サンプル数を要するためトレードオフの関係となる． 
 また，図 3.15に SVM, k-NN, RF, CNN それぞれを使用した場合の平均推定精度を示
す．なお，CNNは最も情報量が少ないかつ精度が比較的高い t=7の場合を採用してい
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る．この比較結果から，SVM, k-NN, RFを使用する場合でも，通信品質による状態推定
は十分可能だが，CNNを適用することでより精度向上を実現できることがわかる． 
 
 
図 3.14 入力画像サイズごとの CNNによる精度評価結果 
 
 
 
図 3.15 アルゴリズム毎の精度評価 
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 本章では，通信品質による移動状態推定手法の提案を行い，複数のシナリオを設定して
精度評価を行った．なお，通信品質の収集は実環境上で，開発した Android アプリを使用
し一定のサンプリングレートで行った．スループット，RSSI，セル IDの全てを使用する
ことにより，従来手法である加速度センサーを使用する場合と同等の結果を得ることに成
功した．また，CNNを適用することにより，その精度をさらに向上させることができ
る． 
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第 4章 実アプリケーションとして映像視聴を想定し
たユーザ移動状態推定の精度評価 
2 
 本章では，第 3章での通学路のシナリオに関して拡張した条件を考えていく．第 3章で
は，通信品質収集専用に開発した Android アプリケーションを使用して，固定のサンプリ
ングレートで通信品質の計測を行った．本章では，実際のモバイルアプリケーションとし
て，映像視聴を対象とし，第 3章で提案した，通信品質を用いた移動状態推定手法の拡張
を行う． 
 
4.1 DASH-JSを射用いた映像配信 
 
 本節では，アプリケーションとして想定している映像配信について説明する．DASH-
JS[7]を使用して Chrome上でコンテンツ視聴を行う環境を実装した．視聴コンテンツは
Big Buck BANNY[41]で，表 4.1に示すように各パラメータを設定した． 
 
表 4.1 DASH配信のパラメータ 
Parameter Value 
最大バッファサイズ (s) 30 
最小バッファサイズ (s) 20 
コンテンツビットレート (Mbps) 1 
解像度 1920×1080 
セグメント分割単位 (s) 2 
コンテンツの長さ(m) 10 
 
 また，chrome上の UIを図 4.1に示す．表 4.1に示した条件で映像配信を行い，視聴時
の通信品質としてスループットとバッファサイズが表示される．また，同時に RSSIとセ
                                                   
2 本章は，文献[川上航, 金井謙治, Wei Bo, 甲藤二郎,“CNNを活用したモバイルアプリケ
ーション利用時のユーザ移動状態推定の精度評価”,電子情報通信学会総合大会, Sep. 
2018.], [川上航, 金井謙治, Wei Bo, 甲藤二郎, “映像配信時の通信品質を利用したユーザ
移動状態推定手法の特性評価”,電子情報通信学会 CS研究会, Nov. 2018.]に基づいてい
る． 
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ル IDをバックグラウンドで取得するアプリを動かしておき，3章と同様に 3つの通信品
質情報を取得する．バッファの補充を行う場合に通信が行われるので，サンプリングレー
トはランダムとなる．なお，移動の状態に関しては視聴時に適宜登録することができる． 
 
 
図 4.1 DASH-JSによる映像配信プラットフォームの実装例 
 
4.2 映像視聴時への適用 
 
 本説では，4.1節で説明した DASH配信を利用し，映像視聴時の通信品質を活用した移
動状態推定手法について検討を行う．3章で使用していたサンプリングレート固定の通信
品質専用アプリケーション利用時との精度比較を行う． 
 
4.2.1 実験条件 
 
 実験アリアは図 4.2に示す自宅から通学路の経路で，3.5節で述べた実験と同一エリア
である．移動状態は静止，徒歩，電車の 3状態を対象とする．移動中は 4.1節で述べた
DASHによる映像視聴を行い，通信品質を計測する．表 4.2にデータセットの定義を示
す．なお，本実験では，3章の結果を踏まえ，スループット，RSSI，セル IDの 3パラメ
ータを使用するデータセットについて評価を行う．本実験では訓練データセットとテスト
データセットを分けて作成し，訓練データセットは従来の専用アプリケーションを用いて
収集されたデータ，テストデータは映像視聴時の通信品質としている．本提案手法の利用
を考えた際に，事前に通信品質情報が収集されていることを想定しているので，あらかじ
め専用アプリで収集を行っているものとしている．評価アルゴリズムには，SVM, k-NN, 
RF, CNNを使用する．CNNでは入力サイズは t=10で固定とする． 
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図 4.2 実験エリア 
 
表 4.2 データセット定義 
Data set Time User Device Sampling 
rate 
Total 
samples 
Training 05:00-23:00 1 2 60,000 1(s) 
Test 05:00-23:00 1 1 36,000 random 
 
4.2.2 評価結果 
 
 まず，表 4.3にアルゴリズム毎の平均推定精度を示す．SVM, k-NN, RFを使用した場
合では，3章の結果を踏まえると非常に低い推定精度であることがわかる．これは，テス
トに使用した通信品質が実際の映像視聴時のもので，サンプリングレートが一定でなかっ
たためだと考えられる．これに対して CNNを適用することで，推定精度が向上してい
る．このことから，ニューラルネットワークを用いない分類手法では，専用アプリ使用時
の局所的な条件の下では，高い精度を得ることができるが，実際のアプリ使用時に適用す
ると推定精度が低い結果となってしまうと言える．これに対し，CNNを適用すること
で，より汎化性能の高いモデルを作成することができると考えられる． 
 
 次に，図 4.4に CNNを使用した場合の状態ごとの推定精度を示す．図 4.4ではテスト
を専用アプリで収集したデータで行った場合についても示していて，映像視聴時の結果と
の比較も行う．なお，モデルの妥当性を検証するために評価指標には F値を用いている． 
図 4.4から，専用アプリを使用した場合の方 F値が高い結果になっていることがわかる
が，映像視聴時の通信品質を使用した場合の F値も十分に高いものであり，CNNを使用
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して評価を行うことで，映像視聴時の通信品質による移動状態推定も可能であると考えら
れる． 
 
図 4.3 アルゴリズム毎の平均推定精度 
 
  
 
図 4.4 CNN使用時の各状態推定の F値 
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4.3 時間帯特性と日時特性の評価 
 
 本節では，移動状態推定において，通信品質を収集する時間帯や日時による影響を検証
する．収集エリアなどの実験条件は 4.2節と同様である．表 4.3と表 4.4に訓練データと
テストデータの定義を示す． 
 
表 4.3 訓練データ定義 
Data set Days Time Sampling 
rate(s) 
Total samples 
Training 5 05:00-23:00 1 117,000 
 
表 4.4 テストデータ定義 
Data set Contents Sampling rate (s) Total samples 
Test data1 Train in the 
morning 
Random 1,750 
Test data 2 Train in the 
daytime 
Random 3,203 
Test data 3 Train in the night Random 2,842 
Test data 4 2018/07/02 Random 7,594 
Test data 5 2918/10/24 Random 4,164 
Test data 6 2018/10/25 Random 6,493 
Test data 7 2018/10/26 Random 3,148 
 
 表 4.3に示すように訓練データは，収集専用アプリを使用して，サンプリングレート 1秒
固定の下，5時から 23時の時間帯で 5日間にわたり収集したものを使用する．表 4.4に示
すテストデータはすべて映像視聴時のもので，Test data1から 3は時間帯特性を，Test 
data4から 7は日時特性を評価するために作成している．時間帯特性における朝昼夜の定
義は，[42]を参考に朝は 0時から 9時まで，昼は 9時から 18時まで，夜は 18時から 24
時までとした．Test data4から 7では，収集した日ごとにデータセットを構成している．
どのデータセットも移動状態は，静止，徒歩，電車の 3状態とする．図 4.5と図 4.6にそ
れぞれの結果を示す． 
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図 4.5 時間帯特性の評価結果 
 
 
図 4.6 日時特性の評価結果 
 
まず，朝昼夜に同一経路で通信品質を収集した Test data1から 3の結果について考察す
る．図 4.5の結果を見ると, 3つの時間帯で正解率に差があることがわかる．最も正解率の
高い夜の時間帯と，最も正解率の低い朝の時間帯では，F値の差は 0.5となっている．朝
昼夜の電車の混雑度は，空席あり，空席なし，満員電車で，夜昼朝の順に混雑していた．
また，各時間帯の平均スループットは，朝から順に，11.52Mbps, 9.72Mbps, 9.55Mbps で
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あった．このことから，混雑度と移動状態推定の正解率には相関があると考えられる．し
かしながら，最低でも F値が 0.88を得ていることから許容できる結果であるとわかる．
よって，時間帯に関係なく状態推定はある程度の精度で可能と言える． 
 次に，同一経路で収集日時の異なる Test data4から 7の結果について考察する．図 4.6
からわかるように，データ収集日時によって F値に差が出ているが，Test data 4から 6
は高い F値を示している．一方，最も F値が低い Test data 7については，推定結果につ
いてさらに分析した．Test data 7において，静止状態の誤分類と徒歩を電車に分類してし
まう誤分類が他に比べて多く，F値が低い結果になっている．これは，セル IDの値が同
一，もしくは近い値になっていることから生じていると考えられる．また，３章よりセル
IDの寄与度が高いことがわかっており，誤認識については，移動状態の切り替わりの付近
で発生しており，移動状態の変化点を高い精度で検知できていないと言える．収集日時の
違いについては，今回のテストデータではそれほど大きな影響はないと言える． 
 以上の結果から，収集時間帯や日時によって推定精度は変化するが許容できる正解率で
あることを確認した 
 
4.4 新規ルートへの適用 
 
 4.3節までの実験では，訓練データとテストデータを収集する経路は全て同一であっ
た．しかし，本手法を実用的に利用することを考えると，訓練データが存在しないエリア
でのテストに関しても高い精度で実現する必要がある．そこで，本節では，訓練データセ
ットに含まれないエリアで収集したデータをテストする場合における精度評価について考
える． 
 
4.4.1 転移学習の適用 
 
 訓練データセットとテストデータセットの収集経路が異なる場合に推定精度を向上させ
るために，転移学習を適用する．転移学習の手法として，学習済みモデルの転用を行
う.CNNを用いて推定を行っているので，転用するモデルには，VGG16を利用する．
VGG16[43]は，2014年の ILSVRC(ImageNet Large Scale Visual Recognition 
Challenge)にて提案されたニューラルネットワークで，13層の畳み込み層と 3層の全結合
層から構成される．層が深いだけで一般的なニューラルネットワークと大きな差はない
が，ImageNetと呼ばれる大規模な画像データセットを使って訓練されたモデルが公開さ
れており，高い精度での認識が可能である．図 4.7に，本節で用いるニューラルネットワ
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ークのアーキテクチャを示す．VGG16のモデルの全結合層とその 1つ前の畳み込み層を
再学習させ，通信品質を活用した移動状態推定の問題に適用する．なお，CNNでは，浅
い層ほど汎用的な特徴量が学習され，深い層ほど訓練データに特化した特徴が学習される
傾向にある．そのため，深い層を再学習させることで，汎用的な特徴量を学習させたま
ま，各自のモデルに適切な特徴量も学習することができる． 
 
 
図 4.7 転移学習に利用する CNNのアーキテクチャ図 
 
4.4.2 評価実験 
 
 本説では，4.4.1節で述べた転移学習の適用を行い，収集経路が訓練データセットに含
まれていない場合の，状態推定精度の向上を検討する． 
まず，実験条件に付いて述べる．図 4.8にテストデータを収集する経路，表 4.5にテスト
データセットの概要を示す． 
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図 4.8 テストデータ収集エリア 
 
表 4.5 データセット概要 
Data set Contents Total samples 
Test data1 Takadanobaba station – 
Waseda univ. (walk) 
2,938 
Test data2 Yoyogi station – Shinjuku 
station (walk) 
3,501 
Test data3 Yamanote line (train) 2,915 
 
 図 4.8に示すように，3種類のエリアを設定しテストデータを収集した．Test data1
は，早稲田大学と JR高田馬場駅間を徒歩で収集したもので，学習データセットには一切
含まれていない経路である．Test data2は，JR代々木駅と JR新宿駅間を徒歩で収集した
もので，学習データセットではこの区間は電車で計測している．Test data3は，JR山手
線を 1周電車で収集したもので，Test data1同様に，学習データセットには一切含まれて
いない経路である．この 3つのテストデータを設定した理由は，学習に一切含まれていな
い経路での徒歩と電車の分類，学習に含まれる経路での異なる移動状態を分類できるかど
うか検証するためである．なお，訓練データセットは，表 4.3に示すものと同一のデータ
セットを使用し，事前に訓練済みモデルが保有されていることを前提として考える． 
 次に，評価手法について表 4.6に示す．手法 1はこれまでに説明してきたスループッ
ト，RSSI，セル IDを使用した推定手法である．手法 2は，手法 1に対し，VGG16のモ
デルの転用を行う手法である．手法 3は，スループットの微分量，RSSIの絶対値，セル
IDのハンドオーバーの有無を 0/1のフラグで表し，これらの 3変数をパラメータとして用
いる手法である．手法 4は，手法 3に VGG16のモデルの転用を行う手法である． 
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表 4.6 評価手法 
Method Detail 
1 提案手法 
2 手法 1に転移学習を適用 
3 スループットは微分量，RSSIは絶対値， 
セル IDはハンドオーバーの有無 
4 手法 3に転移学習を適用 
 
 上記の条件の下，3種類のテストデータに対し 4つの評価手法を用いて状態推定を行
い，F値を算出した．その結果を図 4.9に示す． 
 
 
図 4.9 各データセットに４種類の評価手法を適用した際の F値の比較 
 
 まず，Test data1について考察する．手法 1では、F値はかなり低いものとなってい
る．分類の結果を詳しく見ると，予測ラベルに規則性はなく，学習データセットにこのル
ートが存在しないことが，F値が低い原因であると考えられる．これに対し転移学習を適
用した手法 2では，F値が 0.32向上している．この理由は，VGG16の莫大なネットワー
クを利用していることで，汎用的な特徴量を学習できているためであると考えられる．次
に，絶対値ではなくスループットは微分量，セル IDはハンドオーバーを 0/1で検知する
ようにデータ加工した場合の手法 3を確認する．この結果から，変化量を考慮すること
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は，学習データに含まれない経路をテストする際に必要であると考えられる．絶対値を除
いたことで，データが含む位置特性を除外し，汎用的なモデルの作成ができたためであ
る．また，手法 3に対して，転移学習を適用することで，Test data1において，F値 0.84
まで精度向上をすることができた．手法 1の F値と比較すると，+0.60である． 
次に，Test data2について考察する．手法 1から手法 3の結果の傾向は，Test data1と同
様の傾向を示している． しかし，手法 4を適用した場合でも，手法 3と同様の結果にな
ってしまう．また，Test data1と比較して F値も小さい．この原因として考えられるの
が，Test data2は，訓練データ内に，テストデータと同一の経路があることが挙げられる．
Test data1は，全くの未知経路であったが，Test data2は，学習データと同じ経路で異なる
ラベルの分布をしているということである．つまり，正解ラベルの分布が異なるパターン
では精度向上の余地がまだあると考えられる． 
最後に，Test data3について考察する．この結果から，手法 3の F値が低いが，転移学
習を使用することで，F値が高く，状態の推定は正しく行えていると考えられる．つま
り，電車の場合，その経路が学習データセットに事前に含まれていない新規の経路であっ
ても高い精度での移動状態推定が可能であると考えることができる． 
 
 次に，CNNだけでなく，SVM, k-NN, RFを使用して，Test data1から 3の評価を行
い，未知経路学習のアルゴリズム間お特徴を評価する．なお，VGG16は畳み込みニュー
ラルネットワークのモデルであるので，SVM, k-NN, RFでは，転移学習は適用しない．
つまり，手法 1,3のみ扱うことになる．この時の F値の比較を図 4.10に示す． 
 
 
(a) Test data1 
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Test data2 
 
 
(c) Test data3 
図 4.10 各アルゴリズムを未知経路に適用した場合の F値の比較 
 
Test data1における手法 1での k-NN以外は，どのアルゴリズムも似たような傾向を示
している．Test data1では，k-NNを例外と考えれば，CNNでmethod4を使用する場合
が最も良い結果である．Test data2では、SVMが高い F値を得ているが，SVMでの他ク
ラス分類は結果のシュル力まで非常に時間がかかる．このことからリアルタイム性を追求
するなら，CNNの方が優れていて，Test data1同様に CNNの手法 4が最適であると考
えられる．Test data3は，全て同様の傾向を示している． 
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つまり，学習データセットに含まれていない経路でのデータをテストする場合には，そ
のテストデータがどのような属性にあるかで，評価手法を適応させることで，高い精度を
得ることができると考えられる．また，どのような経路に対しても有効で一定以上の精度
を得ることができるのは，CNNを使用して手法 4で評価を行う場合である． 
 
 図 4.11に，RFを使用して手法 1と手法 3において特徴量の重要度を算出した図を示
す．手法 1では，これまでに示している通り，セル IDの寄与度が最も高い．しかし，手
法 3を適用すると，スループットが最も高い寄与度となり，セル IDは相対的に非常に低
い結果となった．つまり，変化量を考慮することで，セル IDのエリア特性を排除できて
いて，スループットの変動が最も重要なパラメータとなっていると考えられる． 
 
 
図 4.11 手法 1と手法 3における各特徴量の重要度 
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第 5章 通信品質を利用した移動状態推定システムの
特性評価 
3 
 第 3章，第 4章で，様々な条件において通信品質を活用した移動状態推定手法の精度評
価を行い，その有効性を示した．本章では，提案手法をシステムとして実装し，エッジコ
ンピューティング，クラウドコンピューティングにおける，処理遅延の特性評価を行う．
また，学習に関して CPU/GPUによる処理時間の比較も行う． 
 
5.1 移動状態推定システムの特性評価実験 
 
5.1.1 実験環境  
 
 図 5.1に示すように，クラウド/エッジコンピューティングを想定した実験環境を研究室
内に構築し，アプリケーションを移動状態推定として，処理遅延の特性評価を行う．本環
境は，ユーザ端末 1台(Androidスマートフォン)，クラウドサーバ 1台，エッジサーバ 2
台で構成されており，サーバのスペックは表 5.1に示す通りである．なお，クラウドサー
バは，さくらクラウド[44]を利用しており，東京リージョンを選択している．また，図 5.1
には各端末間の平均 RTTも示す．本実験では，4章までで提案してきている，通信品質を
用いたユーザの移動状態推定を処理対象のアプリケーションとして想定している．
Android端末で収集した通信品質情報を①，②のサーバに送信する．②のサーバはデータ
ベースとして利用しており，③のサーバにてデータ成形(Transform)，状態推定(Detect)の
処理を行い，②に結果を返し，Android端末は②から結果を受け取る流れである．①では
全ての処理を単独のクラウドサーバで完結している．なお，状態推定のアルゴリズムには
TensorFlowで実装された CNNを利用しており，事前に学習済みモデルが保持されている
ものとする．なお，テストに関しては転送データ量を 300サンプル（7.8KB）で固定とし
ている． 
 また，Edgeサーバ(③)には，GPU(NVIDIA GeForce GTX 1080Ti)が搭載されており，
GPUと CPUをそれぞれ利用した場合の学習時間とテスト時間の評価も行う． 
                                                   
3 本章は，文献[[10] 川上航, 金井謙治, Wei Bo, 甲藤二郎, “映像配信時の通信品質を利用
したユーザ移動状態推定手法の特性評価”,電子情報通信学会 CS研究会, Nov. 2018.]に基
づいている． 
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図 5.1 実験環境 
 
表 5.1 各サーバのスペック 
Server Region CPU Memory 
Cloud (①) Tokyo Intel ® Xeon ® 
CPU E5-2650 v3 @ 
2.3GHz 
224GB 
Edge (②) Lab. Intel ® Xeon ® 
CPU E5-1650 v2 @ 
3.5GHz 
8GB 
Edge (③) Lab. Inter ® Core ™ 
 i7-7700 CPU @ 
3.6GHz 
32GB 
 
5.1.2 実験結果 
 
 図 5.2に，5.1.1節で示した実験環境において状態推定のアプリケーションを実行した際
の実行時間を示す．実行場所は研究室内と研究室から 30kmほど離れた場所としている．
実行時間は通信時間と処理時間の合計としている．研究室内での実行時間と自宅での実行
時間を比較すると，どちらの場合も研究室内での実行の方が早いことがわかる．エッジ/ク
ラウドでの実行時間を比較すると，RTTの差からもわかるように，通信時間に関してエッ
ジの方が低遅延であり，また，処理時間の差は，図 5.2より，エッジ/クラウドで大差ない
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ことがわかる．以上より，より通信時間が短いエッジサーバを活用することで，低遅延な
処理が可能となっている． 
 
 
図 5.2 エッジ/クラウド実行時の処理遅延時間比較 
 
 次に，表 5.1の③のエッジサーバにおいて，CNNによる学習とテストを GPUと
CPUを使用して行った場合の処理時間も図 5.3に示す． 
 
 
図 5.3 GPUと CPU利用時の学習・テスト時間の比較 
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 学習に関してはデータ量が大きいこともあり，CPU利用時と GPU利用時で 15秒以
上の差が出ている．学習に使用するデータサイズが増加するほど実行時間も増加するの
で，訓練モデルを作成する場合は GPUマシンで処理を行う方が良いと考えられる．テス
トに要する実行時間は，学習フェーズと比較すると，大幅に処理時間が短いことから，
CPU利用でも問題ないことがわかる．ただし，テスト時についても入力するデータ量に依
存することが言え，今回は 300サンプル前後とデータ量が小さいことに起因すると予想さ
れる 
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第 6 章 総括 
 
6.1 まとめ 
 
本研究では，GPSや加速度センサーなどの新規情報を使用することなくユーザの移動状
態を推定するために，スループット，RSSI，セル IDの 3種類の通信品質情報を使用して
推定を行う手法を提案した．通信品質情は，ユーザがビデオストリーミングサービスなど
のモバイルサービスを利用している際に，収集されるものとしている．精度評価では，実
環境において，静止，徒歩，自転車，バス，電車，地下鉄の 6種類の状態でデータ収集を
行い，SVM, k-NN,RFを使用して推定を行った．その結果，従来手法の加速度センサーを
用いる場合と同程度に移動状態の推定が可能であることを確認した．また，3種類の通信
品質情報の中ではセル IDの寄与度が最も高いことが明らかとなった．さらに，高精度な
推定を行うために，CNNを使用した．CNNを用いる手法では，通信品質情報を RGBチ
ャンネルとして定義し，画像認識問題に落とし込み評価を行った．その結果 CNNを用い
ることでよい高い精度で状態推定が可能であると分かった． 
 また，データ収集時間帯や日時が与える影響の評価を行った．その結果, 収集時間帯や
日時によって推定精度は変化するが許容できる正解率であることを確認した．さらに，新
規ルートへの適用を行い，エリア特性の評価を行った．訓練データに一切含まれていない
経路での収集データを用いた場合，通信品質の変動を考慮したデータ成形を施し，転移学
習を適用させることにより，ある一定精度以上の推定結果を得ることができた．つまり，
本提案手法は収集場所や時間帯，日時を考慮することなく，幅広く適用可能であると言え
る． 
その後，提案手法をアプリケーションとして実装し，エッジ/クラウドコンピューティン
グによる処理の遅延特性評価を行った．その結果，エッジコンピューティング内にて低遅
延での状態推定が可能であることも確認した． 
 
6.2 今後の展望 
 
本研究で行った映像視聴時の通信品質を利用する実験において，解像度を 4Kに変更，
ビットレートの変動を考慮，映像視聴以外のアプリケーションへの適用，などを行い，よ
り幅広いシナリオで本手法の有効性の検証を行う．また，提案手法の消費電力量の抑制評
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価を行うことも課題としてあげられる．最終的に，本提案手法を活用して，提案システム
の全体像である，モバイルアプリケーションの QoS/QoE向上を目指す． 
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