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Abstract
We study multidimensional BSDEs of the form
Yt = ξ +
∫
T
t
f(s, Ys, Zs)ds−
∫
T
t
ZsdWs
with bounded terminal conditions ξ and drivers f that grow at most quadratically in Zs. We
consider three different cases. In the first one the BSDE is Markovian, and a solution can
be obtained from a solution to a related FBSDE. In the second case, the BSDE becomes a
one-dimensional quadratic BSDE when projected to a one-dimensional subspace, and a so-
lution can be derived from a solution of the one-dimensional equation. In the third case, the
growth of the driver f in Zs is strictly subquadratic, and the existence and uniqueness of a
solution can be shown by first solving the BSDE on a short time interval and then extending
it recursively.
Keywords: Multidimensional backward stochastic differential equations, forward-backward
stochastic differential equations, quadratic BSDEs, projectable BSDEs, strictly subquadratic
BSDEs.
1 Introduction
We study multidimensional BSDEs of the form
Yt = ξ +
∫ T
t
f(s, Ys, Zs)ds −
∫ T
t
ZsdWs, (1.1)
where Yt takes values in R
d, Zt is R
d×n-valued and W is an n-dimensional Brownian motion.
If the terminal condition ξ is square-integrable and the driver f(t, y, z) Lipschitz continuous in
1
(y, z), the existence of a unique solution can be shown with a Picard–Lindelo¨f iteration argu-
ment, see e.g. Pardoux and Peng (1990) or El Karoui et al. (1997). Kobylanski (2000) proved
that one-dimensional (d = 1) BSDEs with drivers of quadratic growth in z have solutions if
ξ is bounded. Moreover, if ξ has bounded Malliavin derivative, the growth of f(s, y, z) in z
can be arbitrary; see Cheridito and Nam (2014). For multidimensional BSDEs the situation is
more complicated because one cannot use comparison results; see e.g. Hu and Peng (2006). In
fact, multidimensional BSDEs with drivers of quadratic growth in z do not always admit solu-
tions even if the terminal condition ξ is bounded; see Frei and dos Reis (2011) for an example.
An early result for superlinear multidimensional BSDEs was given by Bahlali et al. (2001),
which assumed that the growth of f(s, y, z) in z is of the order |z|
√
log |z|. It was generalized
by Bahlali et al. (2010) to the case where f(s, y, z) has strictly subquadratic growth in z and
satisfies a monotonicity condition. Tevzadze (2008) gave an existence and uniqueness result
for multidimensional BSDEs with general drivers of quadratic z-growth in the case where the
terminal condition has small L∞-norm.
In this paper we put restrictions on the driver. Three different cases are considered. In
all three we assume ξ to be bounded and use BMO-martingale theory together with Girsanov’s
theorem to construct an equivalent probability measure that can be used to prove the existence
of a solution.
In Section 2 we assume the BSDE to be Markovian and related to an FBSDE of the form
dPt = G(t, Pt, Qt, Rt)dt+ dWt, P0 = 0
dQt = −F (t, Pt, Qt, Rt)dt+RtdWt, QT = h(PT )
(1.2)
for a bounded function h. If the FBSDE has a solution, we change the probability measure to
obtain a solution to a different FBSDE, from which a solution to the BSDE (1.1) can be derived.
A similar approach was taken by Liang et al. (2010) but without proving that the solution is
adapted to the filtration generated by the Brownian motion driving the BSDE; that is, they
showed the existence of a weak solution. Here, we prove the existence of a strong solution.
There exist different results in the literature guaranteeing the existence of a solution to (1.2).
We use one of Delarue (2002) to derive that the BSDE (1.1) has a unique bounded solution.
Mania and Schweizer (2005) and Ankirchner et al. (2009) studied the transformation of one-
dimensional quadratic BSDEs under a change of measure, but not with the aim of proving the
existence of a classical solution. In Section 3 conditions are given under which equation (1.1)
can be turned into a one-dimensional quadratic BSDE by projecting it on a one-dimensional
subspace of Rd. Results of Kobylanski (2000) guarantee that the one-dimensional equation has
a solution. From there a solution to the multidimensional equation can be obtained by changing
the probability measure and solving a linear equation. In Section 4 the growth of f(s, y, z) in z
is assumed to be strictly subquadratic. This makes it possible to prove the existence of a unique
solution on a short time interval with a contraction argument. Under an additional structural
assumption, the solution can be estimated by taking conditional expectation with respect to
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an equivalent probability measure. Then the short-time solution can be extended to a global
solution.
Notation:
In the whole paper T ∈ R+ is a finite time horizon and (Wt)0≤t≤T an n-dimensional Brownian
motion on a probability space (Ω,F ,P). By F we denote the augmented filtration (Ft) generated
byW . The terminal condition ξ is a bounded d-dimensional FT -measurable random vector and
the driver f : [0, T ]×Ω×Rd×Rd×n → Rd a P ⊗B(Rd)⊗B(Rd×n)-measurable mapping, where P
denotes the predictable sigma-algebra and B(Rd) and B(Rd×n) the Borel sigma-algebras on Rd
and Rd×n, respectively. As usual, we understand equalities and inequalities between random
variables in the P-almost sure sense. Y, ξ and f are understood as d × 1-matrices, W as an
n × 1-matrix and Z as a d × n-matrix. By ZT we denote the transpose of Z and by | · | the
Euclidean norm. That is, for a vector Y , |Y | :=
√∑
i Y
2
i , and for a matrix Z, |Z| =
√
tr(ZZT ).
R+ denotes the set of nonnegative real numbers and ‖.‖p the L
p-norm. We need the following
Banach spaces of stochastic processes:
• Sp(Rd): all d-dimensional continuous adapted processes satisfying
‖Y ‖Sp :=
∥∥∥∥∥ sup0≤t≤T |Yt|
∥∥∥∥∥
p
<∞
• Hp(Rd×n) for p <∞: all Rd×n-valued predictable processes satisfying
‖Z‖
Hp
:=
∥∥∥∥∥
(∫ T
0
|Zs|
2ds
)1/2∥∥∥∥∥
p
<∞
• H∞(Rd×n): all Rd×n-valued predictable processes satisfying
‖Z‖
H∞
:= ess sup
(t,ω)
|Zt(ω)| <∞
• HBMO(Rd×n): all Z ∈ H2(Rd×n) satisfying
‖Z‖BMO := sup
τ∈T
∥∥∥∥Eτ
∫ T
τ
|Zs|
2ds
∥∥∥∥
1/2
∞
<∞,
where T denotes the set of all [0, T ]-valued stopping times τ and Eτ the conditional expec-
tation with respect to Fτ .
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By S
p
[a,b](R
d), Hp[a,b](R
d×n) and HBMO[a,b] (R
d×n) we denote the same spaces if the processes have
time indexes in [a, b].
For H ∈ HBMO(Rn×1),
∫ t
0 H
T
s dWs is a BMO-martingale and
EHt := exp
(∫ t
0
HTs dWs −
1
2
∫ T
0
|Hs|
2ds
)
a martingale; see Kazamaki (1994). So one obtains from Girsanov’s theorem that EHT · P defines
an equivalent probability measure, under whichWt −
∫ t
0 Hsds is a Brownian motion. Moreover,
every Z ∈ HBMO(Rd×n) with respect to P is also in HBMO(Rd×n) with respect to EHT · P.
2 Markovian quadratic BSDEs
In this section we consider BSDEs of the form
Yt = h(WT ) +
∫ T
t
{F (s,Ws, Ys, Zs) + ZsG(s,Ws, Ys, Zs)} ds−
∫ T
t
ZsdWs (2.1)
for measurable functions h : Rn → Rd, F : [0, T ]×Rn×Rd×Rd×n → Rd and G : [0, T ]×Rn×Rd×
R
d×n → Rn.
The following theorem gives conditions under which (2.1) has a solution if there is a solution
to a related FBSDE.
Theorem 2.1. Assume that there exists a constant C ∈ R+ and a nondecreasing function ρ :
R+ → R+ such that the following conditions hold:
(A1) |h(x)| ≤ C
(A2) yTF (t, x, y, z) ≤ C|y| (1 + |y|+ |z|) for all (t, x, y, z) ∈ [0, T ] × Rn × Rd × Rd×n
(A3) |G(t, x, y, z)| ≤ ρ(|y|) (1 + |z|) for all (t, y, z) ∈ [0, T ]× Rd × Rd×n
(A4) The FBSDE
dPt = G(t, Pt, Qt, Rt)dt+ dWt, P0 = 0
dQt = −F (t, Pt, Qt, Rt)dt+RtdWt, QT = h(PT )
has a solution (P,Q,R) ∈ H2(Rn)×S2(Rd)×H2(Rd×n) such thatQt = q(t, P ) andRt = r(t, P )
for predictable functions q : [0, T ]× C([0, T ],Rn)→ Rd and r : [0, T ]× C([0, T ],Rn)→ Rd×n.
Then (Yt, Zt) = (q(t,W ), r(t,W )) is a solution of the BSDE (2.1) in S
∞(Rd)×HBMO(Rd×n), and Z
is bounded if R is bounded.
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Proof. One obtains from Itoˆ’s formula that for every a ∈ R+ and [0, T ]-valued stopping time τ ,
eaτ |Qτ |
2 = eaT |h(PT )|
2 +
∫ T
τ
eas
(
2QTs F (s, Ps, Qs, Rs)− |Rs|
2 − a|Qs|
2
)
ds−
∫ T
τ
2easQTs RsdWs.
Since Q ∈ S2(Rd) and R ∈ H2(Rd×n), one has
E
√∫ T
0
|QTs Rs|
2ds ≤ E sup
0≤s≤T
|Qs|
√∫ T
0
|Rs|2ds ≤ ‖Q‖S2 ‖R‖H2 <∞.
So it follows from the Burkholder–Davis–Gundy inequality that sup0≤t≤T |
∫ t
0 2e
asQTs RsdWs| is
integrable, implying that the local martingale
∫ t
0 2e
asQTs RsdWs is a true martingale. Therefore,
eaτ |Qτ |
2 = Eτ
(
eaT |h(PT )|
2 +
∫ T
τ
eas
(
2QTs F (s, Ps, Qs, Rs)− |Rs|
2 − a|Qs|
2
)
ds
)
.
By assumption (A2),
2QTs F (s, Ps, Qs, Rs)− |Rs|
2 − a|Qs|
2 ≤ 2C|Qs|(1 + |Qs|+ |Rs|)− |Rs|
2 − a|Qs|
2
≤ C2 + (2C2 + 2C + 1− a)|Qs|
2 −
1
2
|Rs|
2.
So for a = 2C2 + 2C + 1, one obtains
|Qτ |
2 +
1
2
Eτ
∫ T
τ
|Rs|
2ds ≤ eaτ |Qτ |
2 +
1
2
Eτ
∫ T
τ
eas|Rs|
2ds
≤ Eτ
(
eaT |h(PT )|
2 + C2
∫ T
τ
easds
)
≤ C2eaT (1 + T ).
In particular, Q is in S∞(Rd) and R in HBMO(Rd×n). By assumption (A3), one has
|G(s, Ps, Qs, Rs)| ≤ ρ(C
2eaT (1 + T ))(1 + |Rs|),
from which it follows that G(s, Ps, Qs, Rs) belongs to H
BMO(Rn×1). Therefore, P is a Brownian
motion under the measure E−GT · P, and R is still in H
BMO(Rd×n) under E−GT · P. The backward
equation in (A4) can be written as
dQt = − (F (t, Pt, Qt, Rt) +RtG(t, Pt, Qt, Rt)) dt+RtdPt, QT = h(PT ).
But since Qt = q(t, P ) and Rt = r(t, P ), one has
dq(t, P ) = − (F (t, Pt, q(t, P ), r(t, P )) + r(t, P )G(t, Pt, q(t, P ), r(t, P ))) dt+ r(t, P )dPt.
So (Y,Z) = (q(·,W ), r(·,W )) is in S∞(Rd)×HBMO(Rd×n) and satisfies
dYt = − (F (t,Wt, Yt, Zt) + ZtG(t,Wt, Yt, Zt)) dt+ ZtdWt, YT = h(WT ).
Finally, if R is bounded, then so is Z.
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Remark 2.2. Since the BSDE (2.1) is Markovian, it is related to the semilinear parabolic PDE
with terminal condition
ut +
1
2
△u+ F (t, x, u,∇u) + (∇u)g(t, x, u,∇u) = 0, u(T, x) = h(x).
For example, if the PDE has a C1,2-solution u : [0, T ] × Rn → Rd, it follows from Itoˆ’s formula
that (Yt, Zt) = (u(t,Wt),∇u(t,Wt)) solves the BSDE (2.1). But the standard construction of
a viscosity solution to the PDE from a BSDE solution does not work because the necessary
comparison results do not extend from the one- to the multidimensional case; see Peng (1999).
A crucial assumption of Theorem 2.1 is (A4). There exist different results in the FBSDE
literature from which it follows. The following proposition derives the existence of a unique
solution to the quadratic BSDE (2.1) from an FBSDE result of Delarue (2002).
Proposition 2.3. Assume there exists a constant C ∈ R+ such that for all t, x, x
′, y, y′, z, z′ the
following hold:
•
∣∣F (t, x, y, z) − F (t, x′, y′, z′)∣∣ ≤ C(|x− x′|+ |y − y′|+ |z − z′|)
• |G(t, x, y, z) −G(t, x′, y′, z′)| ≤ C(|x− x′|+ |y − y′|+ |z − z′|)
• |h(x)− h(x′)| ≤ C|x− x′|
• |F (t, x, 0, 0)| + |G(t, x, 0, 0) + |h(x)| ≤ C.
Then the BSDE (2.1) has a unique solution (Y,Z) in S∞(Rd) × H∞(Rd×n), and it is of the form
Yt = y(t,Wt), Zt = ∇xy(t,Wt), where y : [0, T ] × R
n → Rd is a continuous function that is
uniformly Lipschitz in x ∈ Rn and ∇x denotes the weak derivative with respect to x in the
Sobolev sense.
Proof. It follows from the assumptions that the conditions of Proposition 2.4 and Theorem 2.6
of Delarue (2002) hold. Therefore, the FBSDE in (A4) of Theorem 2.1 has a unique solution
(P,Q,R) in H2(Rn)× S∞(Rd)× H∞(Rd×n) such that Q is of the form Qt = q(t, Pt) for a bounded
continuous function q : [0, T ] × Rn → Rd which is uniformly Lipschitz in x ∈ Rn. As a conse-
quence, the process Gt = G(t, Pt, Qt, Rt) is bounded, from which it follows that E
−G
T · P defines a
probability measure equivalent to P, under which P is an F-adapted n-dimensional Brownian
motion. It can be seen from the representation
Qt = q(t, Pt) = Q0 −
∫ t
0
{F (s, Ps, Qs, Rs) +RsG(s, Ps, Qs, Rs)} ds+
∫ t
0
RsdPs
that Q is a continuous F-semimartingale. By Stricker’s theorem, it is also a continuous semi-
martingale with respect to the filtration FP generated by P . In particular, it has a unique
canonical (FP , P˜)-semimartingale decomposition Qt = Q0 +Mt + At, where M is a continuous
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(FP , P˜)-local martingale and A a finite variation process with M0 = A0 = 0. By the martingale
representation theorem,Mt can be written asMt =
∫ t
0 HsdPs for a unique F
P -predictable process
H. But since P is an F-Brownian motion under P˜, Qt = Q0+Mt+At is also the unique canonical
(F, P˜)-semimartingale decomposition of Q. It follows that R = H, and therefore, Rt = r(t, P )
for a predictable function r : [0, T ] × C([0, T ],Rn) → Rd×n. This shows that (A4) holds. Since
(A1)–(A3) of Theorem 2.1 are satisfied as well, one obtains that (Yt, Zt) = (q(t,Wt), r(t,W )) is
a solution of the BSDE (2.1). Moreover, since q is continuous and q(t, Pt) an Itoˆ process, it
follows from Theorem 1 of Chitashvili and Mania (1996) that r(t, P ) = ∇xq(t, Pt), where ∇xq
is a bounded weak derivative of q with respect to x in the Sobolev sense. This shows that
(q(t,Wt),∇xq(t,Wt)) is a solution of (2.1) in S
∞(Rd)×H∞(Rd×n).
Now assume (Y˜ , Z˜) is another solution of (2.1) in S∞(Rd)×H∞(Rd×n) and let L be a common
bound for Y, Y ′, Z, Z ′. Then (Y,Z) and (Y ′, Z ′) are both solutions of the modified BSDE
Yt = h(WT ) +
∫ T
t
f(s,Ws, piL(Ys, Zs))ds−
∫ T
t
ZsdWs,
where
f(t, x, y, z) := F (t, x, y, z) + zG(t, x, y, z) and piL(y, z) := (min {1, L/|y|} y,min {1, L/|z|} z) .
Since this BSDE satisfies the conditions of Pardoux and Peng (1990), it has a unique solution
in S∞(Rd)×H∞(Rd×n), and it follows that (Y,Z) = (Y˜ , Z˜).
Remark 2.4. The assumptions of Proposition 2.3 can be slightly relaxed such that the con-
ditions of Theorem 2.6 of Delarue (2002) are still met. Then the same arguments yield the
existence of a bounded solution (Y,Z) to the BSDE (2.1). Uniqueness can be shown by using
Pardoux (1999) instead of Pardoux and Peng (1990). Alternatively, the assumptions of Proposi-
tion 2.3 can be modified such that they imply some other FBSDE result, such as e.g., the one of
Pardoux and Tang (1999).
3 Projectable quadratic BSDEs
Definition 3.1. We call a multidimensional BSDE projectable if its driver can be written as
f(s, y, z) = P (s, aT y, aT z) + yQ(s, aT y, aT z) + zR(s, aT y, aT z) (3.1)
for a constant vector a ∈ Rd and predictable functions
P : [0, T ]× Ω× R× R1×n → Rd×1
Q : [0, T ]× Ω× R× R1×n → R
R : [0, T ] × Ω×R× R1×n → Rn×1.
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A projectable BSDE becomes one-dimensional if projected on the line generated by a ∈ Rd×1:
aTYt =a
T ξ +
∫ T
t
aT
{
P (s, aTYs, a
TZs) + YsQ(s, a
TYs, a
TZs) + ZsR(s, a
TYs, a
TZs)
}
ds
−
∫ T
t
aTZsdWs.
In the following theorem we consider a projectable BSDE under conditions ensuring that the
projected BSDE has a solution. This makes it possible to derive the existence of a solution to
the multidimensional BSDE.
Theorem 3.2. Consider a bounded terminal condition ξ ∈ L∞(FT )
d and a driver f of the form
(3.1) such that
|P (s, u, v)| ≤ C(1 + |u|), |Q(s, u, v)| ≤ C, |R(s, u, v)| ≤ C + ρ(|u|)|v|
for a constant C ∈ R+ and a nondecreasing function ρ : R+ → R+. Then the BSDE
Yt = ξ +
∫ T
t
f(s, Ys, Zs)ds−
∫ T
t
ZsdWs (3.2)
has a solution (Y,Z) ∈ S∞(Rd)×HBMO(Rd×n).
Moreover, if
F (s, u, v) = aTP (s, u, v) + uQ(s, u, v) + vR(s, u, v)
satisfies
|F (s, u, v) − F (s, u′, v′) ≤ C|u− u′|+ C(1 + |v| ∨ |v′|)|v − v′|, (3.3)
then (3.2) has only one solution (Y,Z) in S∞(Rd)×HBMO(Rd×n).
Proof. By Theorem 2.3 of Kobylanski (2000), the one-dimensional BSDE
Ut = a
T ξ +
∫ T
t
F (s, Us, Vs) ds −
∫ T
t
VsdWs (3.4)
has a solution (U, V ) ∈ S∞(R) × H2(R1×n). Therefore, there exists a constant K ≥ 0 such that
|F (s, Us, Vs)| ≤ K(1 + |Vs|
2), and it follows like in the proof of Proposition 2.1 in Briand and Elie
(2013) that V is in HBMO(R1×n). Denote Ps := P (s, Us, Vs), Qs := Q(s, Us, Vs), Rs = R(s, Us, Vs)
and assume the multidimensional linear BSDE
Yt = ξ +
∫ T
t
(Ps + YsQs + ZsRs)ds −
∫ T
t
ZsdWs (3.5)
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has a solution (Y,Z) ∈ S∞(Rd) × HBMO(Rd×n). It follows from the assumptions that |Rs| ≤
C + ρ(‖U‖S∞)|Vs|. So R is in H
BMO(Rn×1), and P˜ := ERT · P is an equivalent probability measure
under which W˜t = Wt −
∫ t
0 Rsds is a Brownian motion. Now one can write
Yt = ξ +
∫ T
t
(Ps + YsQs)ds−
∫ T
t
ZsdW˜s, (3.6)
from which it follows that
e
∫ t
0 QuduYt = e
∫ T
0 Quduξ +
∫ T
t
e
∫ s
0 QuduPsds−
∫ T
t
e
∫ s
0 QuduZsdW˜s,
and therefore,
e
∫ t
0 QsdsYt = E˜t
[
e
∫ T
0 Quduξ +
∫ T
t
e
∫ s
0 QuduPsds
]
, (3.7)
where E˜ denotes expectation with respect to P˜. This uniquely determines Y . Now Z is uniquely
given by (3.6). To show that (3.5) has a solution in S∞(Rd) × HBMO(Rd×n), one can define Y by
(3.7), which is equivalent to
ΓtYt = Et
[
ΓT ξ +
∫ T
t
ΓsPsds
]
,
where Γ is the unique solution of the SDE
dΓt = Γt(Qsds+R
T
s dWs), Γ0 = 1.
Then Y belongs to S∞(Rd), and by the martingale representation theorem, there exists a unique
predictable process Z such that ΓZ belongs to H2(Rd×n) and
∫ T
0
Γs(YsR
T
s + Zs)dWs = ΓT ξ +
∫ T
0
ΓsPsds− E
[
ΓT ξ +
∫ T
0
ΓsPsds
]
.
Since Y0 = E
[
ΓT ξ +
∫ T
0 ΓsPsds
]
, one has
Y0 +
∫ t
0
Γs(YsR
T
s + Zs)dWs = Et
[
ΓT ξ +
∫ T
0
ΓsPsds
]
= ΓtYt +
∫ t
0
ΓsPsds.
Therefore,
Yt = Γ
−1
t
(
Y0 +
∫ t
0
Γs(YsR
T
s + Zs)dWs −
∫ t
0
ΓsPsds
)
,
then one obtains
dYt = −(Pt + YtQt + ZtRt)dt+ ZtdWt, YT = ξ.
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In particular, (3.6) holds, from which it can be seen that Mt =
∫ t
0 ZsdW˜s is a bounded P˜-
martingale. Since E˜τ
∫ T
τ |Z|
2
sds = E˜τ (MT − Mτ )
2, this shows that Z is in HBMO(Rd×n) with
respect to P˜ and hence, also with respect to P. So we have shown that for a given solution
(U, V ) ∈ S∞(R) × HBMO(R1×n) of the one-dimensional BSDE (3.4), the linear BSDE (3.5) has a
unique solution (Y,Z) ∈ S∞(Rd) × HBMO(Rd×n). (aTY, aTZ) solves the one-dimensional linear
BSDE
U˜t = a
T ξ +
∫ T
t
(aTPs + U˜sQs + V˜sRs)ds−
∫ T
t
V˜sdWs,
which, like (3.5), can be shown to have a unique solution in S∞(R) × HBMO(R1×n). It follows
that (aTY, aTZ) = (U, V ), from which one obtains that (Y,Z) solves the original BSDE (3.2).
If the additional condition (3.3) holds, one obtains from Theorem 2.6 in Kobylanski (2000)
that the one-dimensional BSDE (3.4) admits only one solution (U, V ) in S∞(R) × HBMO(R1×n),
and it follows that (3.2) has a unique solution (Y,Z) in S∞(Rd)×HBMO(Rd×n).
4 Subquadratic BSDEs
In the case where the BSDE (1.1) is not Markovian or projectable, we assume the driver f(s, y, z)
to be of strictly subquadratic growth in z. For constants C,Ci ∈ R+, ε ∈ (0, 1) and a nondecrea-
sing function ρ : R+ → R+, consider the following conditions:
(B1) ξ is a d-dimensional FT -measurable random vector satisfying |ξ| ≤ C
(B2) |f(s, y, z)| ≤ C
(
1 + |y|+ ρ(|y|)|z|2−ε
)
(B3) |f(t, y, z)− f(t, y′, z′)| ≤ ρ (|y| ∨ |y′|)
(
|y − y′|+
(
1 + (|z| ∨ |z′|)1−ε
)
|z − z′|
)
(B4) f(s, y, z) = F (s, y, z) +G(s, y, z) and
yTF (s, y, z) ≤ C|y|(1 + |y|+ |z|), yTG(s, y, z) ≤ |yT z|ρ(|y|)|z|.
The main result of this section is the following
Theorem 4.1. A BSDE
Yt = ξ +
∫ T
t
f(s, Ys, Zs)ds−
∫ T
t
ZsdWs (4.1)
satisfying (B1)–(B4) has a unique solution (Y,Z) in S∞(Rd)×HBMO(Rd×n), and
|Yt| ≤ (C + 1) exp
(
(C + 1)2
2
(T − t)
)
.
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We prove Theorem 4.1 by first showing that the BSDE (4.1) has a unique solution for short
time intervals and then constructing a solution on [0, T ] recursively backwards in time.
For small h > 0 we use Banach’s fixed point theorem to prove the existence and uniqueness
of a solution on [T − h, T ]. For R ∈ R+, define
BR :=
{
(Y,Z) ∈ S∞[T−h,T ](R
d)×HBMO[T−h,T ](R
d×n) : ‖Y ‖
S∞
[T−h,T ]
≤ R, ‖Z‖BMO[T−h,T ] ≤ R
}
.
Lemma 4.2. Assume that R ≥ 3C and (B1)–(B3) hold. Then there exists a constant δ > 0 only
depending on C, R and ρ(R) such that for all h ∈ (0, δ], the BSDE (4.1) has a unique solution
(Y,Z) ∈ BR on [T − h, T ].
Proof. In the whole proof we assume t ∈ [T − h, T ] and treat ρ = ρ(R) as a constant. This is
possible because Y will turn out to be bounded by R. For (y, z) ∈ BR, define φ(y, z) := (Y,Z),
where
Yt = Et
(
ξ +
∫ T
t
f(s, ys, zs)ds
)
, T − h ≤ t ≤ T,
and Z is the unique Rd×n-valued predictable process satisfying∫ T
T−h
ZsdWs = ξ +
∫ T
T−h
f(s, ys, zs)ds − ET−h
(
ξ +
∫ T
T−h
f(s, ys, zs)ds
)
.
Then
|Yt| ≤ C + Et
∫ T
t
|f(s, ys, zs)|ds, T − h ≤ t ≤ T,
and if τ is a stopping time with values in [T − h, T ], it follows from (B2) and Ho¨lder’s inequality
that
Eτ
∫ T
τ
|f(s, ys, zs)|ds ≤ CEτ
∫ T
τ
(
1 + |ys|+ ρ|zs|
2−ε
)
ds
≤ Ch
(
1 + ‖y‖
S∞
[T−h,T ]
)
+ CρEτ
∫ T
τ
|zs|
2−εds ≤ Ch
(
1 + ‖y‖
S∞
[T−h,T ]
)
+ Cρhε/2 ‖z‖2−εBMO[T−h,T]
≤ Ch (1 +R) + Cρhε/2R2−ε.
Choose h > 0 so small that Ch (1 +R) + Cρhε/2R2−ε ≤ C. Then
Eτ
∫ T
τ
|f(s, ys, zs)|ds ≤ C and ‖Y ‖S∞
[T−h,T ]
≤ 2C ≤ R.
On the other hand, it follows from the definition of (Y,Z) that
Yt = ξ +
∫ T
t
f(s, ys, zs)ds−
∫ T
t
ZsdWs, T − h ≤ t ≤ T. (4.2)
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So one obtains from Itoˆ’s formula,
|Yτ |
2 +
∫ T
τ
|Zs|
2ds = |ξ|2 + 2
∫ T
τ
Y Ts f(s, ys, zs)ds − 2
∫ T
τ
Y Ts ZsdWs.
Since (y, z) ∈ S∞[T−h,T ](R
d)×HBMO[T−h,T ](R
d×n), it follows from (B1) and (B2) that ξ+
∫ T
T−h f(s, ys, zs)ds
is p-integrable for some p > 1. By Doob’s maximalLp-inequality, supT−h≤t≤T |
∫ t
T−hZsdWs| is also
p-integrable. So one obtains from the Burkholder–Davis–Gundy inequality that
∫ T
T−h |Y
T
s Zs|
2ds
is p/2-integrable and supT−h≤t≤T |
∫ t
T−h Y
T
s ZsdWs| is p-integrable. This implies that the local
martingale
∫ t
T−h Y
T
s ZsdWs is a true martingale. Therefore,
Eτ
∫ T
τ
|Zs|
2ds ≤ C2 + 2 ‖Y ‖
S∞
[T−h,T ]
Eτ
∫ T
τ
|f(s, ys, zs)|ds ≤ 5C
2,
which shows that ‖Z‖BMO[T−h,T ] ≤ 3C ≤ R. So φ maps BR into itself.
Next, we show that φ is a contraction on BR. Choose (y, z), (y
′, z′) ∈ BR and denote (Y,Z) =
φ(y, z), (Y ′, Z ′) = φ(y′, z′), ∆y = y − y′, ∆z = z − z′, ∆Y = Y − Y ′ and ∆Z = Z − Z ′. Then,
∆Yt =
∫ T
t
(
f(s, ys, zs)− f(s, y
′
s, z
′
s)
)
ds−
∫ T
t
∆ZsdWs, (4.3)
and by Itoˆ’s formula,
|∆Yτ |
2 +
∫ T
τ
|∆Zs|
2ds = 2
∫ T
τ
∆Y Ts
(
f(s, ys, zs)− f(s, y
′
s, z
′
s)
)
ds− 2
∫ T
τ
∆Y Ts ∆ZsdWs. (4.4)
It follows from (B3) that
Eτ
∫ T
τ
∣∣f(s, ys, zs)− f(s, y′s, z′s)∣∣ ds ≤ Eτ
∫ T
τ
ρ
(
|∆ys|+
(
1 +
(
|zs| ∨ |z
′
s|
)1−ε)
|∆zs|
)
ds
≤ ρh ‖∆y‖
S∞
[T−h,T ]
+ ρ
√
Eτ
∫ T
τ
(
1 + (|zs| ∨ |z′s|)
1−ε
)2
ds
√
Eτ
∫ T
τ
|∆zs|
2 ds
≤ ρh ‖∆y‖
S∞
[T−h,T ]
+ ρ
√
2
(
h+ Eτ
∫ T
τ
(|zs|+ |z′s|)
2−2ε ds
)
‖∆z‖BMO[T−h,T ]
≤ ρh ‖∆y‖
S∞
[T−h,T ]
+ ρ
√
2 (h+ hε(2R)2−2ε) ‖∆z‖BMO[T−h,T ] .
So for h > 0 small enough, one has
Eτ
∫ T
τ
∣∣f(s, ys, zs)− f(s, y′s, z′s)∣∣ ds ≤ 14
(
‖∆y‖
S∞
[T−h,T ]
+ ‖∆z‖BMO[T−h,T ]
)
≤
1
2
(
‖∆y‖
S∞
[T−h,T ]
∨ ‖∆z‖BMO[T−h,T ]
)
.
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Since
∫ t
T−h∆ZsdWs and
∫ t
T−h∆Y
T
s ∆ZsdWs are martingales, one obtains from (4.3),
‖∆Y ‖
S∞
[T−h,T ]
≤
1
2
(
‖∆y‖
S∞
[T−h,T ]
∨ ‖∆z‖BMO[T−h,T ]
)
,
and from (4.4),
‖∆Z‖2BMO[T−h,T ] ≤ 2 ‖∆Y ‖S∞[T−h,T ]
sup
τ
Eτ
∫ T
τ
∣∣f(s, ys, zs)− f(s, y′s, z′s)∣∣ ds
≤
1
2
(
‖∆y‖
S∞
[T−h,T ]
∨ ‖∆z‖BMO[T−h,T ]
)2
.
This shows that there exists a δ > 0 only depending on C, R and ρ(R) such that for h ∈ (0, δ],
φ is a contraction on BR, from which it follows that on [T − h, T ], (4.1) has a unique solution in
BR.
In the next step we show that under the additional condition (B4), the solution of Lemma
4.2 satisfies
|Yt| ≤ (C + 1) exp
(
(C + 1)2
2
(T − t)
)
.
This allows us to construct a solution on the whole time interval [0, T ] recursively.
Lemma 4.3. Assume (B1) and (B4) hold, and for some h > 0, the BSDE (4.1) has a solution
(Y,Z) ∈ S∞[T−h,T ](R
d)×HBMO[T−h,T ](R
d×n). Then
|Yt| ≤ (C + 1) exp
(
(C + 1)2
2
(T − t)
)
for t ∈ [T − h, T ].
Proof. Fix a ∈ R+ and note that for all i = 1, . . . , d, one obtains from Itoˆ’s formula,
eat|Yt|
2 = eaT |ξ|2 + 2
∫ T
t
eas
(
Y Ts f(s, Ys, Zs)−
a
2
|Ys|
2 −
1
2
|Zs|
2
)
ds− 2
∫ T
t
easY Ts ZsdWs
= eaT |ξ|2 + 2
∫ T
t
eas
(
Y Ts f(s, Ys, Zs)−
a
2
|Ys|
2 −
1
2
|Zs|
2 − Y Ts Zs
(
ρ(|Ys|)|Zs|
Y Ts Zs
|Y Ts Zs|
)T)
ds
− 2
∫ T
t
easY Ts ZsdW˜s,
where
W˜s = Ws −
∫ t
0
(
ρ(|Ys|)|Zs|
Y Ts Zs
|Y Ts Zs|
)T
ds
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is a Brownian motion under the equivalent probability measure
P˜ := exp
(∫ T
0
ρ(|Ys|)|Zs|
Y Ts Zs
|Y Ts Zs|
dWs −
1
2
∫ T
0
(ρ(|Ys|)|Zs|)
2 ds
)
· P.
Denote by E˜ the expectation with respect to P˜ and notice that
Y Ts f(s, Ys, Zs)−
a
2
|Ys|
2 −
1
2
|Zs|
2 − Y Ts Zs
(
ρ(|Ys|)|Zs|
Y Ts Zs
|Y Ts Zs|
)T
= Y Ts F (s, Ys, Zs) + Y
T
s G(s, Ys, Zs)−
a
2
|Ys|
2 −
1
2
|Zs|
2 − |Y Ts Zs|ρ(|Ys|)|Zs|
≤ C|Ys|(1 + |Ys|+ |Zs|)−
a
2
|Ys|
2 −
1
2
|Zs|
2
≤
C2
2
+
1
2
(
(C + 1)2 − a
)
|Ys|
2.
So for a = (C + 1)2, one obtains
eat|Yt|
2 ≤ C2eaT + C2
∫ T
t
easds − 2
∫ T
t
easY Ts ZsdW˜s,
which by applying E˜t, gives |Yt|
2 ≤ C2ea(T−t)(a+ 1)/a, and therefore,
|Yt| ≤ C exp
(
(C + 1)2
2
(T − t)
)√
C2 + 1
C2
≤ (C + 1) exp
(
(C + 1)2
2
(T − t)
)
.
Proof of Theorem 4.1
Choose h > 0 such that T/h ∈ N and the mapping φ from the proof of Lemma 4.2 is a con-
traction when C is replaced by (C + 1) exp
(
(C + 1)2T/2
)
. Then (4.1) has a unique solution
(Y (1), Z(1)) ∈ S∞[T−h,T ](R
d) × HBMO[T−h,T ](R
d×n) on [T − h, T ]. By Lemma 4.3, one has |Y
(1)
t | ≤
ϕ(t) := (C + 1) exp
(
(C + 1)2(T − t)/2
)
. Another application of Lemma 4.2 yields that on [T −
2h, T − h], the BSDE (4.1) with terminal condition Y
(1)
T−h has a unique solution (Y
(2), Z(2)) ∈
S
∞
[T−2h,T−h](R
d)×HBMO[T−2h,T−h](R
d×n). Pasting together the two solutions gives a solution (Y,Z) ∈
S
∞
[T−2h,T ](R
d)×HBMO[T−2h,T ](R
d×n) on [T − 2h, T ]. By Lemma 4.3, it satisfies |Yt| ≤ ϕ(t). Continuing
like this yields a unique solution (Y,Z) ∈ S∞(Rd)×HBMO(Rd×n) on [0, T ], which by Lemma 4.3,
satisfies |Yt| ≤ ϕ(t).
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