In this article, we define the new concept of local coupling property for markov processes and study its relationship with distributional properties of the transition probability. In the special case of Lèvy processes we show that this property is equivalent to the absolute continuity of the transition probability and also provide a sufficient condition for it in terms of the Lévy measure. Our result is stronger than existing results for absolute continuity of Lévy distributions.
Introduction
The coupling method is a very powerful tool for studying properties of stochastic processes. In case of Markov processes this method is used for proof of convergence to stationary measure. This method can also be used to prove the distributional properties of the transition probability measure of the Markov process.
A coupling between two stochastic objects, means a joint distribution whose marginal distributions are that of those objects. For two stochastic processes, those couplings are concerned in which the two processes coincide eventually. Such couplings are called successful couplings.
Coupling property and its equivalent statements
Let R + = [0, ∞) and {X t } t∈R + be a continuous time markov process on a metric space (E, E) and P t (x, dy) be its transition probability measure.
B(E) and C(E) denote the space of respectively bounded and continuous real-valued functions on E.
For each f ∈ B(E) we define
A function u(t, x) is called space-time harmonic if for all t, s > 0, u(s, x) = P t u(s + t, .)(x) = E u(s + t, y)P t (x, dy)
For any x ∈ E, Let P x (X ∈ .) be the probability measure on (E R + , E R + ) which is induced by the Markov process starting at x.
For any probability measure µ on E, let P µ (.) be the induced probability measure by the process starting with initial distribution µ. In other words
For any ≥ 0, the shift operator θ t on (E
Definition (Local Coupling Property). The Markov process X t is said to have the local coupling property if for any x ∈ E and ǫ > 0, there exists δ > 0 such that for any y with d(y, x) < δ, there exists a coupling (X t , Y t ) between P x and P y with the property that for
Without loss of generality, we can assume that for t ≥ T , X t = Y t because we can assume that the two processes move together after time T .
By µ we mean the total variation norm of the signed measure µ. We are now ready to state and prove the main theorem of this section. Theorem 1. For a Markov process X t on a Polish space E, the following statements are equivalent:
(i) X has the local coupling property.
(ii) For any x ∈ E and t > 0,
(iii) For any x ∈ E and any t > 0,
Proof. (i) =⇒ (ii) Assume t > 0 is given and let (X t , Y t ) be a coupling of P x and P y which satisfies the definition of local coupling property for an ǫ < t. Then we have
Now by letting ǫ → 0 the statement follows.
(ii) ⇔ (iii) Let µ = P t (x, .) and ν = P t (y, .). We have
Now let ρ = µ + ν and assume that g µ = dµ dρ and g ν = dν dρ are respectively the Radon-Nikodym derivatives of µ and ν with respect to ρ. Hence we have,
The other direction of the statement is obvious.
(iii) =⇒ (i) Given x and ǫ > 0, there exists δ > 0 such that for any y with d(y, x) < δ,
Now consider the maximal coupling between these two measures and denote it by ({X x (t)} t≥ǫ , {X y (t)} t≥ǫ ). Now using the regular conditional probability we extend this coupling to 0 ≤ t < ǫ. To do this, we follow the machinery used in [2] , section 15. Note that by the Polish assumption, there exists a regular version of the conditional probabilities
which we denote them by two transition kernels K x (Z, .) and
This extends to a coupling of P x and P x .
Now we have (ii) For any t > 0 and any f ∈ B(E), we have P t f ∈ C(E).
Proof. (i) Let u(t, x) be a bounded harmonic function and s > 0. Choose t > 0 arbitrarily. We have
Local Coupling Property for Lévy Processes
In this section we show that for Lévy processes, the local coupling property is equivalent to absolute continuity of the transition probability measure with respect to the Lebesgue measure. We also provide a sufficient condition for local coupling property in terms of the Lévy measure. We first prove a lemma.
Lemma 3. Let µ be a Borel measure on R. For a ∈ R let µ a be the translation of µ by a. Then µ is absolutely continuous if and only if
Proof. Denote the Lebesgue measure on R by λ. To prove the if part, assume λ(A) = 0. Hence for any x ∈ R, λ(A + x) = 0 and therefore
On the other hand, by assumption, the function y → µ y (A) is continuous at y = 0 and since is nonnegative, it follows from (1) that µ(A) = µ 0 (A) = 0. To prove the only if part, note that if µ ≪ λ, it follows from the RadonNikodym theorem that for some f ∈ L 1 (R), dµ(x) = f (x)dλ(x) and therefore dµ a (x) = f (x + a)dλ(x) which implies
and the right hand side tends to 0 as a → 0. Remark 1. The special case that µ is the transition probability of a Lévy process has been proved in [6] .
Theorem 4. The Lévy process X t has the local coupling property if and only if its transition probability measure is absolutely continuous for any t > 0.
Proof. By Theorem 1 the local coupling property is equivalent to
On the other hand for Lévy processes
and hence by Lemma 3, equation (2) is equivalent to the absolute continuity of the transition probability measure.
We state two straight forward consequences of Theorem 4.
Corollary 5. The Brownian motion has the local coupling property.
Proof. The transition probability measure is Gaussian which is absolutely continuous.
Corollary 6. Let X t and Y t be two independent Lévy processes and assume that X t has the local coupling property. Then so is X t + Y t .
Proof. The transition probability of the sum is convolution of two transition probability measure. Hence if one of them is absolutely continuous, so is the sum.
Now consider a general one dimensional Lévy process with Lévy triplet (b, σ, ν). It is clear that b doesn't play any role in the local coupling property. It also follows from the previous two lemmas that if a σ > 0 then the process has the local coupling property. Hence it remains to study the processes with triplets (0, 0, ν). In what follows, we assume that X t is a Lévy process with triplet (0, 0, ν). We use the Lévy-Itö representation of X t ,
where N is the Poisson random measure with intensity dtν(dx) andÑ is its compensation.
The following theorem provides a sufficient condition for local coupling property of the X t in terms of its Lévy measure ν. Recall that the minimum of two measures µ and ν, denoted by µ ∧ ν is defined as
Now letν(dx) = ν(−dx) and define ρ = ν ∧ν. Also define the auxiliary function η(r) = r 0
Theorem 7. Assume that 1 0 r η(r) dr < ∞. Then X t has the local coupling property.
Remark 2. In the special case that ν is symmetric, the above theorem has been implicitly proved in [5] .
In order to prove Theorem 7 we provide appropriate couplings between two Lévy processes X t and Y t with characteristics (0, 0, ν) and starting respectively from 0 and a. Without loss of generality we assume a > 0. If we denote the distribution of X 1 by µ, then the distribution of Y 1 is µ a (dx) = µ(a + dx).
We denote the left limit of a cadlag process X t at t by X t− and let ∆X t = X t − X t− .
Note that it suffices to prove for the case that ν is supported in [−1, 1], since by the Lévy-Itö representation we know that X t is the sum of two independent Lévy processes |x|≤1 xÑ (t, dx) and |x|>1 xN (t, dx) and if the former has the local coupling property then by Corollary 6 so is X t . Hence from now on we assume that ν is supported in [−1, 1].
Let L 1 (t) and L 2 (t) be two independent Lèvy processes with characteristics (0, 0, ν − 1 2 ρ) and (0, 0, 1 2 ρ) and letÑ 1 (dt, du) andÑ 2 (dt, du) be the corresponding compensated Poisson random measures (cPrms). Let F t be the filtration generated by N 1 and N 2 and define
It is clear that X t is a Lèvy process with characteristics (0, 0, ν). Now consider the following stochastic differential equation
where f :
Notice that by equation (3), the jumps of X and Y occur at the same times and have the same magnitude but probably different directions.
Note that the classical existence theorems for solutions of SDEs are not applicable to equation (3) since f is not a Lipschitz (not even continuous) function of y. In order to prove the existence of solution, we rewrite (3) as an SDE with respect to cPrms as follows, Proof. The idea is that Y t and X t has the same movements except that Y sometimes jumps in the opposite direction than X, but notice that if we decompose ν as (ν − ρ) + ρ, the jumps of X that come from the ρ part have a symmetric distribution and at exactly these jumps Y makes an opposite jump with probability 1 2 . In order to give a rigorous proof, we calculate the conditional characteristic function of Y t , i.e. E(e iξYt |F s ). We have
We write the Itô's formula for e iξYt ,
taking expectations conditioned on F s and noting that the first two integrals are martingales we find,
Now note that ρ is a symmetric measure and for each ω, the function u → g(r, Y r− , u, ω) is an even function with values ±1, hence we have
Substituting in (4) we find,
Hence if we define h(t) = E(e iξYt |F s ), h satisfies the ordinary differential equation h ′ (t) = ψ(ξ)h(t). This ode has the unique solution
The last equality implies easily that Y is a Lévy process with characteristics (0, 0, ν).
Now let
By subtracting the integral representations of X t and Y t , we find that Z t satisfies the following sde,
It is clear from the above equation that the jumps of Z t always have magnitudes less than |Z t |. Hence since Z 0 = a > 0, Z t is always non-negative. Now we define two stopping times
Since the jumps of Z t satisfy |∆Z s | ≤ Z s − it is clear that Zτ a ≤ 2. Note also that since ρ is symmetric, the jumps of Z t have a symmetric distribution.
Lemma 9. lim
Proof. Since X t and Y t are martingales hence so is Z t . Moreover, Z t is nonnegative and hence by martingale convergence theorem it has a limit Z ∞ , as t → ∞. On the other hand, by the assumption made on η, for any ǫ > 0 we have ν((0, ǫ)) > 0. Hence jumps of size greater than ǫ occur in X t with a positive rate. This implies that if Z ∞ = α = 0, then Z t has infinitely many jumps greater than some ǫ with 0 < ǫ < 
Proof. By Fubini's theorem,
hence g is finite and differentiable everywhere and its derivative is absolutely continuous and
To prove the last claim, note that since
η is increasing hence g is convex and therefore,
If y < x, by the integral form of the Taylor's remainder theorem we have
where since g ′′ (t) is decreasing we have g ′′ (t) ≥ 1 η(x) which implies that in the case that y < x,
and the proof is complete.
Proof. We have by Lemma 10,
Since the second term on the right hand side is a martingale, we have
Noting that the jumps of Z s are independent and have symmetric distribution, we conclude Now letting t → ∞ and noting that Z s is uniformly bounded by 2 for t ≤τ a , we find that 1 4 E(τ a ) ≤ Eg(Zτ a ) − g(a)
Now let a → 0. By continuity of g, we have g(a) → g(0). On the other hand,
where we have used the optional stopping theorem. Now we can write, Eg(Zτ a ) = Eg(Zτ a ; Zτ a = 0) + Eg(Zτ a ; Zτ a ≥ 1) ≤ g(0) + 2P(Zτ a ≥ 1) → g(0) (7)
Hence we find that, lim a→0
Eτ a = 0
We are now ready to prove Theorem 7.
Proof of Theorem 7. It suffices to prove that for any ǫ > 0, lim a→0 P(τ a ≥ ǫ) = 0.
We have P(τ a ≥ ǫ) ≤ P(τ a ≥ ǫ) + P(τ a ≤ ǫ, Zτ a ≥ 1)
The first term on the right hand side is less than or equal to Eτ a /ǫ and the second term is less than or equal
which by Doob's maximal inequality is less than or equal to EZ ǫ = a. Hence, P(τ a ≥ ǫ) ≤ Eτ a /ǫ + a and from Lemma 11 the statement follows.
