We consider a defect correction method which has been used extensively in applications where 
Introduction
Defect correction methods were originally viewed as alternates to Richardson extrapolation for increasing the formal order of finite difference methods. Increasingly however, the development of the abstract theory for these procedures, see e.g., [5] , [6] , [10] , [18] , [30] , [22] , [23] , [34] , [38] , as well as the computational practice of the methods, see e.g. [17] , [24] , [25] , [26] , [27] ' [28] , have evolved to using defect correction to solve much harder, nearly singular, nonlinear problems through regularization and correction. This is somewhat surprising since solutions of representative applications such as high Reynolds number fluid flow problems [25] , [26] , [27] , [28] , [30J, and convection-dominated, convection diffusion equations are characterized by sharp layers and transition regions. Thus, in spite of lacking the global smoothness required for the classical convergence analysis via asymptotic error expansions, global "uniform in epsilon" convergence in the smooth region has indeed been proven for defect correction methods in [5] , [6] , [18] , and experimentally verified, [17] , [24J - [28] , even for these challenging applications.
For such problems, grid refinement in sharp transition regions is necessary in conjunction with the high accuracy attained in smooth regions by defect correction techniques. Reliability of the resulting self-adaptive, defect-correction procedure is then tied to the reliability of the a posteriori error estimator used for the defect correction discretization. We consider precisely this issue herein.
Section 2 provides an a posteriori error estimator for defect-correction methods for solving the general parameter dependent nonlinear problem F(u, E) = O. The estimators are of the residual type for an abstract realization of the defect correction discretization. They are further developed and particularized for two representative applications: linear diffusion coupled with nonlinear convection (section 3) and (the targeted application) the incompressible Navier-Stokes equations (section 4).Section 5 gives some computational experiments with the resulting self-adaptive method.
To formulate the abstract problem, method and results, let X and Y be Banach spaces A E L(X, Y*), GO E CI(X, Y*) and € E A c IR Frechet differentiable. The problem is now to solve whereupon successive corrections are given by : for j = 1, ... , J,
There are numerous attractive practical features of (1.2), (1.3), cited in the above references. We take ( for 2d incompressible, viscous flow problems.
Herein we take an approach related to the local residual error estimators of [4], [7] , [8], [9] , [16] , [19] , [43] , as adapted to nonlinear problems in, for example, [43] , [34] . In contrast to most of the work on error estimators for parameterized nonlinear equations, in which the goal is to construct reliably and efficiently the solution manifold as a function of the system parameter, the goal of defect correction type methods is to solve a nearly singular, very large, nonlinear system (such as high Reynolds number fluid flow, [26] - [30] ) via regularization by local effective viscosity adjustments followed via anti-diffusion by correction.
Preliminaries
The basic assumption on (1.1) under which we proceed is that u is a nonsingular solution of (1.1), 
Proof: For R given by (2.4), and w E B(u,R) eX,
and therefore,
The next step is to let w := uj+l and to use its determining equations (1.2), (1.3). To this end,
it follows immediately that which completes the proof.
• Remarks: The terms A(f) -Ah(f), and G -Gh, represent consistency error terms and will normally be of higher order. Thus the error estimator will normally be dominated by the residual example in which consistency error terms can be significant is when Gh includes terms arising from a subgridscale model added to the basic discretization. We also suppose that the finite element space admits the existence of an interpolation operator Rh of the Clement type. Specifically, Rh: X f-7 Xh satisfies the following elementwise error estimate (see [12] ). For ¢ E X there are for all elements T E IIh(D) and all edges e of the elements. Here N(T) and N(e) denote the union of all the elements touching T and e respectively. Also he and hT will denote, as usual, the diameters of an edge e respectively element T.
For the first term on the right hand side of (2.5) we have, for
TEIIh(D)
Integration by parts over each T E IIh(D) and denoting the collection of interior edges in IIh(D) by
Eh(D)
, with the use of estimates like
e EEh(O)
where r j + 1 is the residual, defined per mesh element T by ri+
) is a computable constant, and rule denotes the jump of u across edge e.
With the usual conforming finite element formulation specified in this example, the second term in the right hand side of (2.5) is identically zero. To see this note that for all
TEIIh(n)
Combining these terms gives the following error estimate for the method (1.2), (1.3): 
Application to the Navier-Stokes Equations
Let d = 2,3 be the dimension of the polygonal domain n, and let L5 be the space of Lebesgue square Define, via the Riesz representation theorem F(ii, f) as that element of X* satisfying The problem of solving F(ii, f) = 0 for ii E X is the equivalent to that of finding the weak solution ii = (u,p) E X to the Navier-Stokes equations with f = Re-
-Re- Given an edge to edge triangulation of f!, rrh(f!), whose minimum angle B min is bounded away from zero, velocity-pressure finite element spaces can then be constructed on rrh(f!). We assume each possess an interpolation operator ofthe Clement type (satisfying 3.7). See [12] and [20] for examples.
Let (V h , Qh) denote those velocity-pressure finite element spaces which are assumed additionally to satisfy the inf-sup (or Babuska-Brezzi) condition [20] , [21] . Specifically, there is a (3 > 0, independent
The usual Galerkin-finite element approximation to (4.9) is then given by : Fh(iih,f) A h and Gh are defined analogously to section 3 by 10) o where,
With these choices of
3) reduces to the usual finite element, nonlinear defect correction discretization of the incompressible Navier-Stokes equations (see e.g. [20] , [21] ). It is often highly advantageous in the algorithhm to perturb G h (·) through local averaging or the use of "flux limiters", see [26] , [27] , [28] , or through the incorporation of an appropriate subgridscale model. For example, the incorporation of the model suggested in [31] (which we use herein) is equivalent to defining GhO as :
where the scaling term Jl(h, Re) and exponent r are discussed in [31] . This incorporation adds one additional term to the right hand side of the error estimator but does not otherwise appreciably alter the following analysis. Letting ¢ E Y, II¢IIY = 1 be given and consider the first term on the right hand side of (2.5) :
where ¢ = (¢J, q). Integration by parts over each T E rrh(n) and, denoting the collection of faces (3-D), or edges (2-D), of rrh(n) in the interior of n by Eh(n), gives:
Using the Cauchy -Schwartz inequality on each element T, and face (or edge) e, and the properties of Rh¢ from (3.7) gives:
which is a bound on the first term on the right hand side of (2.5).
If the usual Galerkin formulation is used (i.e., no "subgridscale" modelling, numerical integration or other variational crime) then, as in the previous example, the second term on the right hand side of (2.5) is identically zero. As for the last term which involves Ah(fO)
Combining these terms gives an error estimator: 
Numerical Results
We give an illustration of the effectiveness of using defect correction methods, with a subgridscale (SGS) model, in an adaptive calculation. To illustrate the method we solve an equilibrium, high
Reynolds number flow problem (4.9) via the Defect Correction Method (DCM) presented in section 1. In the tests presented herein, we either use the k = 1 accurate mini-element, Arnold, Brezzi and
Fortin [1] ' or the second order accurate Taylor-Hood pair, Taylor and Hood [40] .
The nonlinear systems arising at each step of the method, denoted F(x) = 0 were linearized by a Damped Inexact Newton Method [14] , with stopping criterion IIF(x)112 < 10- [3] can also be used. However, it is our experience that they can consume more computational time because they explicitly orthogonalize search directions. The storage of all or several search directions further limits the amount of degrees of freedom which can be handled.
The pressure was normalized by fixing its value in one point of the domain.
The initial guess for calculations on each newly refined grid is the solution interpolated from the previous grid. Grid to grid interpolation is easy because the grid refinement employed (see [32] )
is hierarchical with conforming basis functions. Thus, the hierarchical mesh levels automatically provide accurate initial guesses to the non-linear solver. The few non-linear iterations (Newton steps) required reflects both this good initial guess and the regularization of the system inherent in DCM.
We have purposely used the most conservative options at each step because we are testing the viability of the basic defect correction method, rather than the many possible efficiency improvements.
For example, the linear and non-linear systems were solved to essentially machine precision (rather than truncation error of the step in question). For the same reason, on each new mesh, DCM is restarted with an artificial viscosity solve followed by the corrections.
For every grid, first the artificial diffused system (1.2) is solved, with EO 
Next, k -the polynomial degree of the velocity approximation -anti-diffusive defect correction steps (1.3) follow, one step for the mini-element (although the extra added basis function is a polynomial of degree three) and two steps for the Taylor-Hood pair.
The stopping criterion used was the standard residual-based one Ilr(l) 112 < [10] [11] , where r(l) is the l-th updated residual. In all examples, the nodes were numbered left to right and bottom to up. As usual, the ILU(O) preconditioner performs best for lower degree polynomial velocity approximations, when mesh refinement is limited, and when nodal support points are numbered regularly. In spite of this, we experienced no difficulties using a simple ILU(O) preconditioner, because the systems we solve arise from a regularized artificial viscosity approximation.
The coefficients of the discrete systems were computed with quadrature rules of degree 2k. All quadrature rules employed use quadrature points strictly inside the reference element. In the case of k = 1, for instance, we used rule "T 2 : 5-1" of degree 5 from Stroud [39] , page 314. For higher polynomial degree k, quadrature formulas were taken from Dunavant [15] . The jump integrals over the edges, were computed with a standard Gauss-Legendre formula which is exact for all polynomials of degree 2k.
All numerical experiments use the same mesh refinement technique. The coarse grids are of the Tucker-Whitney triangular type described by Todd [41] . The grid refinement by Maubach [32] and [33] was used to create the finer uniform and adaptively locally refined meshes. The local error indicators sum up to our global error estimate
Est;(D):= L Est~(T)
TEIIh (0) (5.14)
The estimated error for T, Estc.(T) , depends on the amount of artificial viscosity fO -f =: ho..
Here we choose a > 0, a real number, and h = h T , the diameter of triangle T. The usual choice for convection dominated convection diffusion problems (see [5] , [18] , [24] and [30] ) is a = 1. Since these problems typically have O(f) outflow type layers, first, we test this usual choice for convection diffusion problems for the equilibrium Navier-Stokes equations.
The effect of the amount of artificial diffusion ho. = fo -f for DCM is explored, with the use of an example borrowed from Kwon, Layton and Peterson [29] . 
The velocity u satisfied the homogeneous Dirichlet boundary conditions. Note that the true solution is smooth uniformly in the Reynolds number.
We take Re = 10 4 , set C 1 = C z = C 3 = 1, and compute Est~,(D) and the true error in the energy norm for the discretization using a Taylor best choice for globally smooth flow problems (without transition regions). We have repeated this experiment for more physically interesting flow problems (without a known exact solution -hence only finding the first column in the table). In these tests, the optimal artificial viscosity parameter again appeared to be O(h 1 ). A similar trend was observed if the mini-element is used for the finite element discretization, see Table 5 .2: We note that this result is a clear case when the a = 1 result from optimizing the energy norm true and estimated error yields a different result from optimizing the celebrated 'eyeball' norm. For the latter case we obtained a = 2, see test problem 5.2. We do not have a rigorous explanation of this discrepancy. For test problem 5.1, the estimated error was an accurate estimate of the true error for our choice of constants C j . We observed, for example, with the mini-element: Esti (0) / Erri (0)~0.51/0.50~1.02.
Test Problem 5.2. The Navier-Stokes equations with f = 0 and 9 = 0, adapted from Mohammadi and Pironneau [35] ).
The domain 0 of this pipe cavity flow problem is shown in Figure 5 .5. The Reynolds number is
Reynolds number 1/Re = 1. 75. (see [13] , [11] and [44] These figures show the shear layer connects to the boundary of the cavity at a point which is ~j "~3~l ' j ;3 1)~))) ,11) 1" lj~) 1}~) 1) jJ )) ;oJ'j :;a lj }1 il') }? it) }1 lj i1 )oJ )11))1 it ,1 it) )) 1; ;1 1; ,1 " ,.~'3 )' ') )>'1.; :;>~;z8')O > !oS)3)j ,3 ") ,,1.,), 'j I' ',;1 3),1)1;1), 'j",;il')j ,iF 1, ,,) ,,') ';}3" ,1" 1,3))",~)',)' 1»)'I))1'))I)))1'J ;' 3. 3"it)1 ' ; ) : 't Y' ;;>:;;> )03 »)13., , " ) » For instance, in some computed approximate solutions to this problem with the mini-element without a subgrid scale model, we observed non-physical eddies in the left hand side which increased in number and decreased in size as the mesh was refined. 
Conclusions
Adaptive defect correction discretizations show great promise for approximating flows of incompressible viscous fluids at higher Reynolds numbers. The method is especially attractive since it is easy to introduce a subgridscale model (or turbulence model) into the calculation without significantly increasing the cost of resolving the nonlinearity in the system. In fact, we have seen that without simpel subgridscale models DCM can overcorrect and cause a limited number of non-physical small eddies to form. These are easily eliminated by the subgridscale model.
The use of a posteriori error estimators and self-adaptive algorithms is especially promising when a subgridscale model is used in the discretization. Specifically, when the error is estimated with respect to solutions of the unperturbed Navier-Stokes equations, a subgridscale model can be used with impunity to eliminate non-physical eddies.
We highly recommend the pipe driven cavity (test problem 5.2) as a challenging test problem, similar in spirit to the driven cavity but perhaps more physically reasonable. [4] Ainsworth, M. and Oden, J. T., "A unified approach to a posteriori error estimation using element residual methods", Numer. Math. 65(1993) .
[5] Axelsson, O. and Layton, W., "Defect correction methods for convection dominated, convection diffusion equations", RAIRO J. Numer. Anal. 24 (1990) 
