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We compared the noise correlation and the success probability of coherent Ising machines (CIMs)
with optical delay-line, measurement feedback, and mean-field couplings. We theoretically studied
three metrics for the noise correlations in these CIMs: quantum entanglement, quantum discord,
and normalized correlation of canonical coordinates. The success probability was obtained through
numerical simulations of truncated stochastic differential equations based on the Wigner distribution
function. The results indicate that the success probability is more directly related to the normalized
correlation function rather than entanglement or quantum discord.
PACS numbers: 42.50.Ar, 64.90.+b
I. INTRODUCTION
Coherent Ising machines (CIMs) [1–7] are dissipatively
coupled networks of degenerate optical parametric oscil-
lators (DOPOs), which can be used for solving combi-
natorial optimization problems and simulating various
spin glass models. CIMs exploit the oscillation dynam-
ics of a DOPO whose squeezed vacuum state below a
threshold bifurcates into two displaced squeezed coherent
states with positively and negatively valued mean ampli-
tudes [8, 9] above the threshold. Above the oscillation
threshold, DOPOs in CIM tend to have a spin configura-
tion determined by the mean amplitudes with the small-
est loss for a given coupling matrix J˜r,r′ . When a CIM
reaches the bifurcation threshold, where the parametric
gain exceeds a linear loss, the correlation between the
fluctuations in the DOPOs undergoes a significant surge.
Such noise correlations at the threshold may determine
the computational performance of the CIMs. However,
it has remained unclear as to what types of correlation
determine actual performance. Until now, the coupling
matrices J˜r,r′ have been introduced via an optical de-
lay line [2–4] or via homodyne measurement followed by
coherent injection feedback [5–7]. It is unknown which
scheme has a larger success probability or why the one
has a better performance than the other.
In this paper, we explain the computational perfor-
mance of CIMs with noise correlations at the oscilla-
tion threshold. Each DOPO composing the CIM has
a squeezed signal mode where the parametric interac-
tion amplifies the canonical coordinate Xˆ = aˆ+aˆ
†√
2
and
deamplifies the canonical momentum Pˆ = aˆ−aˆ
†√
2i
. With
an optical delay line (ODL) coupling, the squeezed/anti-
squeezed vacuum noise of the Xˆ/Pˆ components in one
DOPO correlates with that of the other DOPO. If the co-
efficient of dissipative coupling is sufficiently large, a CIM
∗ yoshitaka.inui@ntt-research.com
satisfies the Duan-Giedke-Cirac-Zoller’s sufficient crite-
rion for entanglement [10–13]. It also has non-zero quan-
tum discord near its oscillation threshold [11, 13]. Entan-
glement and quantum discord are correlation character-
istics depending on both Xˆ and Pˆ components. There-
fore, if both components contribute to the computational
operation of the machine, entanglement or quantum dis-
cord may be useful metrics of performance. However, the
computational performance of a CIM might depend only
on the canonical coordinate Xˆ. If so, the magnitude of
entanglement and quantum discord would not be directly
related to performance. Instead, a metric depending on
only Xˆ, for example, the noise correlation function of the
Xˆ components, would be a good metric of the computa-
tional performance.
We numerically studied the success probabilities of an
optical delay-line coupled CIM (ODL-CIM) [2–4], a mea-
surement feedback coupled CIM (MFB-CIM) [5–7], and
an ODL-CIM with a mean-field approximation for the
coupling fields (MFA-CIM). We determined which metric
most directly governs the success probabilities. We found
that a normalized correlation function of the canonical
coordinate Xˆ is the best metric that explains the behav-
ior of the success probabilities. In some cases, this metric
can predict the point at which the success probabilities of
two CIMs with different coupling schemes cross. On the
other hand, entanglement and quantum discord failed to
explain the performance of the CIMs.
In this paper, the success probability is calculated us-
ing the stochastic differential equations (SDEs), which
after making appropriate truncations are equivalent to
the density operator master equation and the Fokker-
Planck equation for the Wigner distribution function.
We present a theoretical model for an MFB-CIM in Sec.
II. In Sec. III, we consider CIMs composed of two coupled
DOPOs. For the ODL-CIM and MFA-CIM, we cite the
corresponding results from the previous paper [13]. We
show that the normalized noise correlation function is the
best metric of success probability for them. In Sec. IV,
we present several modified models of two coupled DO-
2POs and show that their performance can be explained
in terms of the normalized correlation function. In Sec.
V, we consider a one-dimensional lattice of DOPOs and
show that the normalized noise correlation function is
also a useful metric for this extended system. Section VI
summarizes the paper.
II. THEORETICAL METHOD
A. Stochastic differential equation for a solitary
DOPO
Here, we present the quantummodel of a single DOPO.
The quantum master equation for the density matrix ρˆ
is
∂ρˆ
∂t
= LDOPO ρˆ = − i
~
[Hˆ, ρˆ]+
∑
j=1,2
([Lˆj , ρˆLˆ
†
j]+ h.c.), (1)
where Hˆ = i~p2 (aˆ
†2 − aˆ2) is the optical parametric inter-
action Hamiltonian, and Lˆ1 = aˆ and Lˆ2 =
√
g2
2 aˆ
2 are
the projectors for a linear loss and two-photon (nonlin-
ear) loss. Here, the time t is normalized in order that
the linear loss rate is equal to one. The Wigner function
is defined as the Weyl-ordered associative function of the
density matrix [14, 15]:
W (α) =
1
pi2
∫
trρˆeη(aˆ
†−α∗)−η∗(aˆ−α)d2η. (2)
The Wigner expansion of the density matrix is [16]:
ρˆ =
∫
W (α)ΛˆW (α)d
2α, (3)
ΛˆW (α) = 2
∞∑
n=0
(−2)n
n!
(aˆ† − α∗)n(aˆ− α)n. (4)
We can derive the Fokker-Planck equation for a single
DOPO by using this expansion, the following relations,
aˆΛˆW =
(
α− 1
2
∂
∂α∗
)
ΛˆW , (5)
aˆ†ΛˆW =
(
α∗ +
1
2
∂
∂α
)
ΛˆW , (6)
and partial integration. We assume a small saturation
parameter (g2 ≪ 1) and neglect the third-order deriva-
tives in the Fokker-Planck equation. We derive the fol-
lowing SDE by using the Ito rule[1],
dα
dt
= −α+ pα∗ − g2|α|2α+
√
1
2
+ g2|α|2ξC . (7)
Here ξC is a complex random variable satisfying
〈ξ∗C(t)ξC(t′)〉 = 2δ(t− t′).
B. Measurement-feedback circuit
A CIM consists of DOPOs denoted by aˆr(r =
1, · · · , N) and a mutual coupling circuit. The total mas-
ter equation is ∂ρˆ
∂t
=
∑
r L(r)DOPO ρˆ+ ∂ρˆ∂t |C , where L(r)DOPO
operates only on the r-th DOPO, and ∂ρˆ
∂t
|C describes
the coupling between the DOPOs. Here, we describe
the coupling projectors in an MFB-CIM. Fig. 1 presents
the coupling scheme for traveling DOPO pulses in the
MFB-CIM. We assume that the roundtrip time of the
ring cavity ∆t is sufficiently small compared with the
unit time (linear loss induced decay time), i.e., ∆t ≪ 1.
Therefore, the loss and gain per round trip is small, and
a coarse-grained description of the machine in terms of
SDEs is valid. Suppose that the extraction beam split-
ter (XBS) has reflectance RB = j∆t, to the incident
vacuum fluctuation noise f1r from an open port, then
the reflected and transmitted amplitudes are, without
loss of generality, αR,r =
√
RBαr −
√
1−RBf1r, and
αT,r =
√
1−RBαr +
√
RBf1r. The random variables
for the vacuum noise satisfy 〈f∗arfbr′〉 = 12δabδrr′ . When
the real part of αR,r is measured, the transmitted mode
αT,r receives the effect of the measurement and is con-
verted to α′T,r depending on the result of the measure-
ment. This particular step describes a partial reduction
of the internal DOPO pulse state by an indirect quan-
tum measurement[17]. The field programmable gate ar-
ray (FPGA) calculates the amplitudes of the injection
feedback signals from the measured values XMr. The in-
jection feedback signals for the r-th pulse are expressed
using a dimensionless matrix J˜r,r′ as
∑
r′ J˜r,r′XMr′ . The
average amplitudes of the coherent injection fields are set
to the calculated values by using an electrooptic modu-
lator (EOM). The injection pulse also carries the vac-
uum noise (f2r in Fig. 1). The feedback injection am-
plitude is thus αF,r = f2r +
1√
2
∑
r′ J˜r,r′XMr′ . The in-
tracavity mode after the injection beam splitter (IBS) is
α′r =
√
1− RBα′T,r +
√
RBαF,r.
FIG. 1. Traveling DOPO pulse model of MFB-CIM.
The coupling part ∂ρˆ
∂t
|C includes the linear loss at the
XBS represented by the Liouvillian j2
∑
r([aˆr, ρˆaˆ
†
r]+h.c.).
3The strength of the indirect homodyne measurement is
related to the loss at the XBS. At the IBS, the trans-
mitted mode experiences the same loss as at the XBS.
The total loss of the cavity mode with two beam split-
ters can be written as j
∑
r([aˆr, ρˆaˆ
†
r] + h.c.). j is the
total loss at the two beam splitters normalized by the
linear background loss of a single DOPO. This loss can
be compensated for by using the coherent feedback injec-
tion, and j works as the strength of the coupling between
traveling pulses. We will choose the amplitudes of coher-
ent feedback injection in a way that each DOPO pulse
in the CIM has the same photon number as that of a
solitary DOPO without two beam splitters.
C. Microscopic model of MFB-CIM
Here, we will consider here a microscopic model of the
MFB-CIM depicted in Fig.1. In the MFB-CIM, only the
Xˆ component is coupled, whereas the Pˆ component is left
uncoupled. A measurement on αT,r appears as a shift in
the mean amplitude and a reduction in the fluctuation of
Reαr of the intracavity field (see also Appendix A). The
feedback signal also operates on the real part of αr. Let
us consider the equations of the real and imaginary parts,
X =
√
2Reα and P =
√
2Imα, instead of the complex
amplitude (Eq. (7)):
dX
dt
= −(1−p)X−g
2
2
(X2+P 2)X+
√
1 + g2(X2 + P 2)ξR1,
(8)
dP
dt
= −(1+p)P−g
2
2
(X2+P 2)P+
√
1 + g2(X2 + P 2)ξR2.
(9)
Here, ξRa(a = 1, 2) are real-valued random variables sat-
isfying 〈ξRa(t)ξRb(t′)〉 = δabδ(t − t′). For measurement-
feedback coupled DOPOs, the microscopic equations are
as follows (see also Appendix A):
dXr
dt
= −(1− p+ j)Xr − g
2
2
(X2r + P
2
r )Xr
+
√
1 + j + g2(X2r + P
2
r )− 2j〈: ∆Xˆ2r :〉2ξR1,r (10)
+
∑
r′
J˜rr′
(
j〈Xr′〉+
√
j
2
wR,r′
)
+
√
2j〈: ∆Xˆ2r :〉wR,r ,
dPr
dt
= −(1 + p+ j)Pr − g
2
2
(X2r + P
2
r )Pr
+
√
1 + j + g2(X2r + P
2
r )ξR2,r. (11)
Here, 〈ξRa,r(t)ξRb,r′(t′)〉 = δabδrr′δ(t − t′). J˜r,r′ is a di-
mensionless matrix representing the Ising coupling coef-
ficients. wR,r is a real-valued random variable satisfying
wR,r(t)wR,r′(t′) = δr,r′δ(t − t′), which accounts for the
finite measurement error of the homodyne detector. The
overline means the ensemble average. The P component
has no effect by measurement-feedback coupling except
for the increased linear loss denoted by j. The X com-
ponent has a measurement-induced fluctuation reduction
term, measurement-induced mean field shift term, and
coherent injection term, i.e., the third, fifth, and fourth
terms of the R.H.S. of Eq. (10). Below, we refer to this
model as the MFB-CIM (MI). In order to integrate Eq.
(10) numerically, we must evaluate the average amplitude
〈Xr〉 and normally ordered variance 〈: ∆Xˆ2r :〉 at each
time step. To calculate these values, we simultaneously
solve equations for many parallel DOPOs that are driven
by identical measurement random variables wR,r, but in-
dependent reservoir random variables ξRa,r(a = 1, 2). We
will call a particle producing averaged values a ’Brownian
particle’. The average over Brownian particles is taken
to evaluate 〈Xˆr〉 and 〈: ∆Xˆ2r :〉 at each time step.
D. Macroscopic model of MFB-CIM
Here, we present the macroscopic model derived in
Ref. [18], which is obtained by ensemble-averaging over
many measurement records and is used in the study of
the MFB-CIM [19, 20]. This model is not a microscopic
model, but is rather considered to be a phenomenolog-
ical model. The master equation for the coupling part
consists of a measurement-induced state-reduction part
∂ρˆ
∂t
∣∣∣∣
C,sr
=
j
2
∑
r
([aˆr, ρˆaˆ
†
r] + h.c.) (12)
+ 2
√
j
∑
r
( aˆrρˆ+ ρˆaˆ†r
2
− 〈aˆr + aˆ
†
r〉
2
ρˆ
)
wR,r,
and a coherent-injection part
∂ρˆ
∂t
∣∣∣∣
C,fb
=
j
2
∑
r
([aˆr, ρˆaˆ
†
r] + h.c.) (13)
+ j
∑
r,r′
J˜r,r′
(〈aˆr′ + aˆ†r′〉
2
+
wR,r′
2
√
j
)
[aˆ†r − aˆr, ρˆ].
Ensemble averaging over the noise variables wR,r in Eqs.
(12) and (13) yields the following density matrix master
equation:
∂ρˆ
∂t
∣∣∣∣
C
= j
∑
r
([aˆr, ρˆaˆ
†
r] + h.c.)
+
j
2
∑
r,r′
J˜r,r′ [aˆ
†
r − aˆr, aˆr′ ρˆ+ ρˆaˆ†r′ ] (14)
+
j
8
∑
r,r′,r′′
J˜r,r′′ J˜r′,r′′ [aˆ
†
r − aˆr, [aˆ†r′ − aˆr′ , ρˆ]].
We can obtain the Fokker-Planck equation for the cou-
pling part by using aˆΛˆW +ΛˆW aˆ
† = 2ReαΛˆW −Re ∂∂α ΛˆW
4and [aˆ† − aˆ, ΛˆW ] =
(
∂
∂α
+ ∂
∂α∗
)
ΛˆW ,
∂W
∂t
∣∣∣∣
C
= j
∑
r
( ∂
∂αr
(αrW ) +
∂
∂α∗r
(α∗rW ) +
∂2W
∂α∗r∂αr
)
− j
2
∑
r,r′
J˜r,r′
( ∂
∂αr
+
∂
∂α∗r
)
(αr′ + α
∗
r′)W
− j
4
∑
r,r′
J˜r,r′
( ∂
∂αr
+
∂
∂α∗r
)( ∂
∂αr′
+
∂
∂α∗r′
)
W (15)
+
j
8
∑
r,r′,r′′
J˜r,r′′ J˜r′,r′′
( ∂
∂αr
+
∂
∂α∗r
)( ∂
∂αr′
+
∂
∂α∗r′
)
W.
Next, we obtain the c-number SDE of the coupling part
by following the Ito rule,
dαr
dt
∣∣∣∣
C
= −jαr −
√
j
4
ξC1,r +
√
j
4
ξC2,r
+
∑
r′
J˜r,r′
(
jReαr′ +
√
j
4
ReξC1,r′
)
. (16)
Here, 〈ξ∗Ca,r(t)ξCb,r′(t′)〉 = 2δabδrr′δ(t − t′). Below, we
refer to this model as the MFB-CIM (MA). In this theory,
the observable of the 1st DOPO O1 and that of the 2nd
DOPO O2 are generally correlated, 〈O1O2〉 6= 〈O1〉〈O2〉,
by the ensemble averaging over wR,r. The ideas behind
the MFB-CIM (MA) model and MFB-CIM (MI) model
are compared in Fig. 2. Fig. 2 (a) illustrates the time
(t) dependent dynamics of the mean field amplitude 〈Xˆ〉
and variance 〈∆Xˆ2〉 in the MFB-CIM (MI). The red line
shows the motion of the mean amplitude depending on
the sequences of measurements. The dashed red lines
show the range of quantum fluctuation around the mean
amplitude. The macroscopic model describes many par-
ticles’ motion in the configuration space within the gray
area in Fig.2(b). These particles have larger fluctuations
than the mean amplitude in Fig. 2 (a).
E. Gaussian model of MFB-CIM
The microscopic model requires many Brownian parti-
cles with identical wR,r and independent ξRa,r(a = 1, 2)
to be simulated even in a single run. As we have to
consider the success probability for a sufficient num-
ber of simulation runs, the numerical cost of simulat-
ing the MFB-CIM (MI) model is higher than that of the
MFB-CIM (MA) model. Here, we present a Gaussian
approximation of the MFB-CIM (MI) model, following
the idea in Ref. [21]. We split the amplitude αr into
the mean amplitude 〈αr〉 and a small fluctuation ∆αr,
αr = 〈αr〉+∆αr . Then we solve equations of three real
variables, µr = 〈αr〉 = 〈α∗r〉, mr = 〈∆α2r〉 = 〈∆α∗2r 〉, and
nr = 〈|∆αr |2〉, for each DOPO. The equations for the
MFB-CIM (MI) are as follows:
dµr
dt
= −(1− p+ j)µr − g2(µ2r + 2nr +mr)µr (17)
+
∑
r′
J˜rr′
(
jµr′ +
√
j
4
wR,r′
)
+
√
j〈: ∆Xˆ2r :〉wR,r,
dnr
dt
= −2(1 + j)nr + 2pmr − 2g2µ2r(2nr +mr)
− j〈: ∆Xˆ2r :〉2 + 1 + j + 2g2(µ2r + nr), (18)
dmr
dt
= −2(1 + j)mr + 2pnr − 2g2µ2r(2mr + nr)
− j〈: ∆Xˆ2r :〉2. (19)
Here, 〈: ∆Xˆ2r :〉 = nr + mr − 12 . If we assume
g2nr, g
2mr ≪ 1, the dynamics of 〈∆Pˆ 2r 〉 = nr − mr
are independent of those of µr and 〈∆Xˆ2r 〉 = nr + mr.
Accordingly, we get the following equations for µr and
Vr := 〈∆Xˆ2r 〉:
dµr
dt
= −(1− p+ j)µr − g2µ3r (20)
+
∑
r′
J˜rr′
(
jµr′ +
√
j
4
wR,r′
)
+
√
j
(
Vr − 1
2
)
wR,r,
dVr
dt
= −2(1− p+ j)Vr − 6g2µ2rVr
− 2j
(
Vr − 1
2
)2
+ 1 + j + 2g2µ2r. (21)
We will refer to the Gaussian-approximation model as
the MFB-CIM (GA).
III. CIM WITH TWO DOPOS
A. ODL-CIM and MFA-CIM
In this section, we consider the fluctuation character-
istics and success probability of the simplest CIM con-
sisting of just two DOPOs. Before considering the MFB-
CIM, we summarize the results for the previously studied
ODL-CIM and MFA-CIM [13]. For the ODL-CIM, we
consider a mediating cavity model [11] with the coupling
Liouvillian
∂ρˆ
∂t
∣∣∣∣
C
= j([aˆ1 − aˆ2, ρˆ(aˆ†1 − aˆ†2)] + h.c.). (22)
With this coupling, the steady-state fluctuations of ODL-
CIM below the threshold can be derived as [13]
〈∆Xˆ21 〉 = 〈∆Xˆ22 〉 =
1
2
+
(1− p+ j)p
2(1− p)(1− p+ 2j) , (23)
〈∆Xˆ1∆Xˆ2〉 = pj
2(1− p)(1− p+ 2j) , (24)
〈∆Pˆ 21 〉 = 〈∆Pˆ 22 〉 =
1
2
− (1 + p+ j)p
2(1 + p)(1 + p+ 2j)
, (25)
〈∆Pˆ1∆Pˆ2〉 = − pj
2(1 + p)(1 + p+ 2j)
. (26)
5FIG. 2. Comparison of microscopic and macroscopic models of MFB-CIM. (a) Microscopic model. (b) Macroscopic model. (c)
Steady-state fluctuations of two-site CIMs as a function of excitation p with j = 7/3. The vacuum fluctuation is shown by the
gray dashed line.
The fluctuations of the Xˆ components diverge at the
threshold (p → 1), whereas those of the Pˆ components
remain finite.
The mean-field approximation for the coupling term
is obtained by making the replacement [aˆ1 − aˆ2, ρˆ(aˆ†1 −
aˆ†2)]→ [aˆ1−〈aˆ2〉, ρˆ(aˆ†1−〈aˆ†2〉)] + [〈aˆ1〉 − aˆ2, ρˆ(〈aˆ†1〉 − aˆ†2)].
With the mean-field coupling, the steady-state fluctua-
tions of the CIM below the threshold are
〈∆Xˆ21 〉 = 〈∆Xˆ22 〉 =
1
2
+
p
2(1− p+ j) , (27)
〈∆Xˆ1∆Xˆ2〉 = 0, (28)
〈∆Pˆ 21 〉 = 〈∆Pˆ 22 〉 =
1
2
− p
2(1 + p+ j)
, (29)
〈∆Pˆ1∆Pˆ2〉 = 0. (30)
All these values are finite at the threshold (p→ 1).
B. Steady-state fluctuations of MFB-CIM (MA)
Here, we consider the steady-state fluctuation of an
MFB-CIM consisting of two DOPOs described by a cou-
pling matrix J˜ =
[
0 1
1 0
]
. In the ensemble-averaged the-
ory, i.e., in the case of the MFB-CIM (MA) model, the
SDEs are as follows:
dα1
dt
= −(1 + j)α1 + jReα2 + pα∗1 − g2|α1|2α1 (31)
+
√
j
4
ReξC2 −
√
j
4
ξC1 +
√
1
2
+
j
4
+ g2|α1|2ξC3,
dα2
dt
= −(1 + j)α2 + jReα1 + pα∗2 − g2|α2|2α2 (32)
+
√
j
4
ReξC1 −
√
j
4
ξC2 +
√
1
2
+
j
4
+ g2|α2|2ξC4.
Here, 〈ξ∗Ca(t)ξCb(t′)〉 = 2δabδ(t− t′).
We consider steady-state fluctuations below the
threshold. First, we assume small g so that we can ignore
g dependent terms; the equations for X1 and X2 become:
dX1
dt
= −(1−p+j)X1+jX2+
√
j
2
(ξR2−ξR1)+
√
1 +
j
2
ξR3,
(33)
dX2
dt
= −(1−p+j)X2+jX1+
√
j
2
(ξR1−ξR2)+
√
1 +
j
2
ξR4.
(34)
Here, 〈ξRa(t)ξRb(t′)〉 = δabδ(t−t′). From these equations,
the following equations for 〈X21 〉 and 〈X1X2〉 are obtained
by assuming 〈X21 〉 = 〈X22 〉:
d〈X21 〉
dt
= −2(1− p+ j)〈X21 〉+2j〈X1X2〉+1+
3
2
j, (35)
d〈X1X2〉
dt
= −2(1− p+ j)〈X1X2〉+ 2j〈X21 〉 − j. (36)
The steady-state fluctuations are
〈∆Xˆ21 〉 = 〈∆Xˆ22 〉 =
1
2
+
(1− p+ j)(p+ j2 )
2(1− p)(1− p+ 2j) , (37)
〈∆Xˆ1∆Xˆ2〉 =
(p+ j2 )j
2(1− p)(1− p+ 2j) . (38)
For the Xˆ components, these ensemble-averaged fluctua-
tions of the MFB-CIM are larger than those of the ODL-
CIM, whereas the Pˆ components of the MFB-CIM have
the same characteristics as those of the MFA-CIM.
C. Steady-state fluctuations of MFB-CIM (MI)
Here, we derive the steady-state fluctuations from
the MFB-CIM (MI) model and show that the fluctu-
ation characteristics produced by this model are iden-
tical to those of the MFB-CIM (MA) model. In the
MFB-CIM (MI) model, Eq. (10) satisfies 〈∆Xˆ1∆Xˆ2〉 =
〈∆Xˆ1〉〈∆Xˆ2〉. Here, we consider steady-state fluctua-
tions of Xˆ below the threshold given by Eq.(10) with
6g ≪ 1,
dX1
dt
= −(1− p+ j)X1 + j〈X2〉+
√
j
2
wR2 (39)
+
√
2j〈: ∆Xˆ21 :〉wR1 +
√
1 + j − 2j〈: ∆Xˆ21 :〉2ξR1,
dX2
dt
= −(1− p+ j)X2 + j〈X1〉+
√
j
2
wR1 (40)
+
√
2j〈: ∆Xˆ22 :〉wR2 +
√
1 + j − 2j〈: ∆Xˆ22 :〉2ξR2.
Here, 〈ξRr(t)ξRr′(t′)〉 = δrr′δ(t−t′) are real random vari-
ables representing the quantum fluctuations from reser-
voirs. wRr(t)wRr′ (t′) = δrr′δ(t−t′) are real random num-
bers representing the random deviation of a measurement
result from the mean amplitude. The overline represents
the ensemble average.
First, let us consider the fluctuation ξRa(a = 1, 2)
related to the reservoir noise, before taking the ensem-
ble average over the measurement randomness wR,r(r =
1, 2). From Eq. (39), we obtain
d〈X1〉
dt
= −(1− p+ j)〈X1〉+ j〈X2〉
+
√
j
2
wR2 +
√
2j〈: ∆Xˆ21 :〉wR1, (41)
d〈X1〉2
dt
= −2(1− p+ j)〈X1〉2 + 2j〈X1〉〈X2〉 (42)
+
√
2j〈X1〉wR2 + 2
√
2j〈: ∆Xˆ21 :〉〈X1〉wR1,
d〈X21 〉
dt
= −2(1− p+ j)〈X21 〉+ 2j〈X1〉〈X2〉
+
√
2j〈X1〉wR2 + 2
√
2j〈: ∆Xˆ21 :〉〈X1〉wR1
+ 1 + j − 2j〈: ∆Xˆ21 :〉2. (43)
Here, the normally ordered fluctuation 〈: ∆Xˆ21 :〉 =
〈X21 〉 − 〈X1〉2 − 12 satisfies
d〈: ∆Xˆ21 :〉
dt
= −2(1− p+ j)〈: ∆Xˆ21 :〉+ p− 2j〈: ∆Xˆ21 :〉2.
(44)
Therefore, the steady-state fluctuation below the thresh-
old is
〈∆Xˆ21 〉 =
1
2
+
−(1− p+ j) +√(1− p+ j)2 + 2pj
2j
.
(45)
This fluctuation is slightly smaller than that of the MFA-
CIM because of the state reduction due to a homodyne-
measurement. This value is not affected by the random
sequences of the measurement results, at least below the
oscillation threshold.
Next, we will consider ensemble averaging over the
measurement results. The expectation value for Xˆ1 af-
ter averaging over the quantum noise and ensemble-
averaging over the measurement results is denoted as
〈Xˆ1〉. 〈Xˆ1〉 is zero below the threshold. We define
the fluctuation around this value as ∆Xˆr := Xˆr −
〈Xˆr〉. Consider the ensemble-averaged cross-correlation
〈∆Xˆ1∆Xˆ2〉. This is calculated as 〈Xˆ1〉〈Xˆ2〉, assuming
that two DOPOs are separable and that 〈Xˆr〉 = 0 below
the threshold. From Eq. (41), we obtain
d〈X1〉2
dt
= −2(1− p+ j)〈X1〉2 + 2j〈X1〉〈X2〉
+
j
2
+ 2j〈: ∆Xˆ21 :〉2, (46)
d〈X1〉〈X2〉
dt
= −2(1− p+ j)〈X1〉〈X2〉+ 2j〈X1〉2
+ 2j〈: ∆Xˆ21 :〉. (47)
From these equations and Eq. (45), we obtain the
ensemble-averaged correlation function,
〈∆Xˆ1〉〈∆Xˆ2〉 =
(p+ j2 )j
2(1− p)(1 − p+ 2j) . (48)
This is identical to 〈∆Xˆ1∆Xˆ2〉 in Eq. (38) in the macro-
scopic theory. On the other hand,
〈∆Xˆ1〉2 =
(1− p+ j)(p+ j2 )
2(1− p)(1− p+ 2j) − 〈: ∆Xˆ
2
1 :〉 (49)
is smaller than 〈∆Xˆ21 〉 in the macroscopic theory. How-
ever, 〈Xˆ1〉2 = 〈∆Xˆ1〉2 differs from 〈Xˆ21 〉 = 〈∆Xˆ21 〉. Since
〈Xˆ21 〉 = 〈Xˆ1〉2 + 12 + 〈: ∆Xˆ21 :〉,
〈∆Xˆ21 〉 =
1
2
+
(1− p+ j)(p+ j2 )
2(1− p)(1− p+ 2j) (50)
is the same as 〈∆Xˆ21 〉 in the macroscopic theory.
Single-site fluctuations are summarized in Fig. 2 (c).
The fluctuation of the MFB-CIM (MI) model is the
smallest. It is slightly smaller than the fluctuation of the
MFA-CIM model, because of the state reduction caused
by the homodyne measurement. These two fluctuations
don’t have singular increases at the threshold. On the
other hand, the fluctuations of the MFB-CIM (MA) and
ODL-CIM models have singular increases at the thresh-
old.
D. Metrics of noise correlation
Entanglement and quantum discord have been cal-
culated for ODL-CIM [11, 12]. For two coupled DO-
POs, Duan’s necessary and sufficient condition for en-
tanglement [10] is satisfied for j > 12 at the threshold
[13]. If j is smaller than 1/2, the entanglement crite-
rion ceases to be satisfied before reaching the threshold.
Quantum discord is calculated using the covariance ma-
trix for the vector
−→ˆ
R =
√
2[Xˆ1, Pˆ1, Xˆ2, Pˆ2]. This co-
variance matrix has four non-zero independent values
7a1 = 2〈∆Xˆ21 〉 = 2〈∆Xˆ22 〉, a2 = 2〈∆Pˆ 21 〉 = 2〈∆Pˆ 22 〉,
c1 = 2〈∆Xˆ1∆Xˆ2〉, and c2 = 2〈∆Pˆ1∆Pˆ2〉. If
(a2c
2
1 − a1c22(a21 − c21))(a2c21(a22 − c22)− a1c22) ≥ 0, (51)
quantum discord is calculated as [24, 25]
D = f(√a1a2) + f
(√a2
a1
(a21 − c21)
)
− f(ν−)− f(ν+),
(52)
where f(x) = x+12 log
x+1
2 − x−12 log x−12 , and ν2± =
(a1 ± c1)(a2 ± c2). Quantum discord contains the cor-
relation of Pˆ as well as that of Xˆ . Although it is
zero for a density operator governing a single history
of measurement results in the MFB-CIM (MI) model,
nonzero quantum discord can be calculated in the den-
sity operator after the ensemble average is taken over
many measurement records. If the canonical momentum
contributes to the computational performance of CIMs,
quantum discord could be a useful metric. Since c2 = 0,
the condition (51) is easily proven to be satisfied for
the MFB-CIM (MA) model. Fig. 3 (a) presents the
quantum discord for the ODL-CIM [13] and MFB-CIM
(MA) models, with j = 7/3 as a function of the exci-
tation p. Far below the threshold, quantum discord is
larger for the MFB-CIM (MA) model, but at the thresh-
old where the bifurcation happens, it is larger for the
ODL-CIM model. Fig. 3 (b) plots the quantum dis-
cord near the threshold p = 0.999 as a function of the
coupling j. For smaller j, quantum discord is slightly
larger for the MFB-CIM (MA) model, but for j larger
than 0.455, it is larger for the ODL-CIM model. When
the ODL-CIM model satisfies the entanglement criterion
at the threshold, it always has a larger quantum discord
than that of MFB-CIM (MA). The MFA-CIM model al-
ways has zero quantum discord. For the MFB-CIM (MA)
model, the quantum discord at the threshold (p → 1)
with j → ∞ is D → f(
√
5
2 ) − f(
√
5
4 ) +
1
2 log
1
2 ∼ 0.114.
This is smaller than the quantum discord of the ODL-
CIM model D → f(
√
3
2 ) +
1
2 log
3
4 ∼ 0.220, at the same
limit.
Next, let us consider a metric depending only on the
Xˆ component: the normalized correlation function. Just
below the threshold, we have
N = lim
p→1−δ
〈∆Xˆ1∆Xˆ2〉(〈∆Xˆ21 〉 · 〈∆Xˆ22 〉) 12
. (53)
Equation (53) becomes
N = 1−
(1
j
+ 2
)
δ +O(δ2) (54)
for the ODL-CIM model, and
N = 1−
(1
j
+
4
2 + j
)
δ +O(δ2) (55)
for the MFB-CIM model. The MFA-CIM model hasN =
0. For the same δ, the MFB-CIM model has a larger
normalized correlation function N than that of the ODL-
CIM model (Fig. 3 (c)). Table I summarizes the steady-
state characteristics of the three metrics with j > 1/2
and p→ 1.
E. Success probability
Here, we describe the results of numerical simulations
comparing the success probabilities Psc of the various
CIM models. We simulated the time development from
an initial vacuum state ρˆ = |0〉〈0| and judged whether the
run was a success or failure at time t = 10. We considered
the parametric excitation p depending on time
p(t) = 0.8 +
0.4
e−(t−5) + 1
. (56)
We set g2 = 10−4 and ∆t = 2× 10−3. For the ODL-CIM
and MFB-CIM (MA) models, we simulated the time de-
velopment of a single Brownian particle per DOPO. In
the final time step, we compared the sign of Reα1 with
that of Reα2. The simulation run was a success if the two
signs were the same. The success probability Psc is de-
fined as the number of successful runs divided by the total
number of runs. We simulated 106 runs on the ODL-CIM
and MFB-CIM (MA) models. In the case of the MFA-
CIM model, there were 102 or 103 Brownian particles
per DOPO. For the MFB-CIM (MI) model, there were
104 Brownian particles per DOPO. In these simulations,
we randomly selected a single particle per DOPO and
judged the success or failure. We performed 104 runs for
the MFA-CIM and MFB-CIM (MI) models. In Gaussian-
approximation (GA) MFB-CIM, we calculated the time
development of three values (µr, nr and mr) per DOPO.
We performed 106 runs for MFB-CIM (GA). At the fi-
nal time step of the MFB-CIM (GA), we computed the
Wigner amplitude for each DOPO as 〈Xˆr〉+
√
〈∆Xˆ2r 〉Nr.
Here, Nr is a normal random variable.
Fig. 4 (a) compares the results of the three MFB-CIM
models (MI, MA, and GA). These models had almost
identical success probabilities, although MFB-CIM (MI)
was much more difficult to simulate. The macroscopic
model and Gaussian-approximation model worked well
as alternative methods. The dependence on g2 is dis-
cussed in Appendix B. Fig. 4 (b) compares the results
of the MFB-CIM (MA), ODL-CIM and MFA-CIM mod-
els (for 102 or 103 Brownian particles). The MFB-CIM
model had the highest success probability, although the
ODL-CIM model operated in the region where the en-
tanglement criterion is satisfied and has a larger quan-
tum discord than that of the MFB-CIM (MA) model at
the threshold. The success probability of the MFA-CIM
model in the case of 103 Brownian particles was close to
that of random-guess (Psc =
1
2 ). These results indicate
that the success probability can be explained in terms of
8FIG. 3. Quantum discord D and normalized correlation function N . (a) Quantum discord with j = 7/3 as a function of
excitation p. (b) Quantum discord with p = 0.999 as a function of coupling coefficient j. (c) Normalized correlation function
with p = 0.999 as a function of coupling coefficient j.
TABLE I. Three steady-state metrics with j > 1/2 and p → 1.
Entanglement Quantum Discord Normalized correlation function of Xˆ
MFB-CIM No Zero (MI) / Small (MA) Large
ODL-CIM Yes Large Small
MFA-CIM No Zero Zero
the magnitude of the normalized correlation function N ,
rather than entanglement or quantum discord.
IV. DISCUSSION
A. Impact of state reduction caused by
measurement
The MFB-CIM (MI) model incorporates the state re-
duction caused by optical homodyne measurement. Here,
we will examine a model without a state reduction in or-
der to explain the role of measurements in the MFB-CIM
model. In this model, the equation for X is modified as
follows:
dXr
dt
= −(1− p+ j)Xr +
√
1 + j + g2(X2r + P
2
r )ξRr(57)
− g
2
2
(X2r + P
2
r )Xr +
∑
r′
J˜rr′
(
j〈Xr′〉+
√
j
2
wRr′
)
.
Here, the measurement-induced mean amplitude shift
and noise reduction are both absent. However, the ran-
domness of the measured value remains in the equation.
Let us use this equation to model two coupled DOPOs.
We’ll call it NSR-MFB-CIM. In this model, before tak-
ing the ensemble average, the Xˆ fluctuation is the same
as that of the MFA-CIM model: 〈∆Xˆ21 〉 = 12 + p2(1−p+j) .
The ensemble-averaged fluctuations satisfy:
〈∆Xˆ1〉〈∆Xˆ2〉 = j
2
4(1− p)(1 − p+ 2j) , (58)
〈∆Xˆ21 〉 =
1
2
+
p
2(1− p+ j) +
(1− p+ j)j
4(1− p)(1− p+ 2j) .(59)
The normalized correlation function is
N = 1−
(1
j
+
4(1 + j)
j2
)
δ +O(δ2). (60)
The normalized correlation function of the NSR-MFB-
CIM model with p = 0.999 is plotted together with those
of the ODL-CIM and MFB-CIM models in Fig. 5 (a).
The NSR-MFB-CIM model always has a smaller N than
that of the MFB-CIM model with state reduction. More-
over, it has an even smallerN than that of the ODL-CIM
model for small j. In the case of j = 2, the unnormalized
correlation function 〈∆Xˆ1〉〈∆Xˆ2〉 of the NSR-MFB-CIM
model is identical to that of the ODL-CIM model. How-
ever j > 1+
√
3 is required for N of the NSR-MFB-CIM
model to exceed that of the ODL-CIM model because of
the larger 〈∆Xˆ21 〉. The success probability of the NSR-
MFB-CIM model is plotted in Fig. 5 (b). It has the
same value as the ODL-CIM model around j ∼ 2.8. This
supports our previous remark that the success probabil-
ity is more directly related to the normalized correlation
function N . From these results, we can conclude the
correlation between αT,r and αR,r and the partial state
reduction by the homodyne measurement plays an es-
sential role in the MFB-CIM model outperforming the
ODL-CIM model particularly for small j.
B. Impact of thermal noise on ODL-CIM
Here, we present examples of the close relation between
the normalized correlation functionN and success proba-
bility Psc. First, we consider the impact of thermal noise
in the ODL-CIM model. This modification introduces
9FIG. 4. Numerical success probability Psc of CIM with two DOPOs as a function of coupling coefficient j. (a) Psc of three
MFB-CIM methods. (b) Psc of MFB-CIM, ODL-CIM, and MFA-CIM.
FIG. 5. Characteristics of two-site MFB-CIM with no state reduction (NSR-MFB-CIM) as a function of coupling coefficient
j. (a) Normalized correlation function of NSR-MFB-CIM with p = 0.999. (b) Numerical success probability Psc of NSR-MFB-
CIM, MFB-CIM, and ODL-CIM.
the following Liouvillian:
∂ρˆ
∂t
∣∣∣∣
C,th
= 2nsth[aˆ1, [ρˆ, aˆ
†
1]] + 2n
s
th[aˆ2, [ρˆ, aˆ
†
2]]
+ 2jnjth[aˆ1 − aˆ2, [ρˆ, aˆ†1 − aˆ†2]]. (61)
Here, nsth is thermal photon number of a reservoir mode
which is responsible for the single mode loss, and njth is
thermal photon number related to the dissipative cou-
pling [Eq. (22)]. The fluctuations of Xˆ are represented
as follows:
〈∆Xˆ21 〉 =
1
2
+
(1− p+ j)(p+ 2nsth) + 2j(1− p)njth
2(1− p)(1 − p+ 2j) ,
(62)
〈∆Xˆ1∆Xˆ2〉 = j(p+ 2n
s
th − 2(1− p)njth)
2(1− p)(1 − p+ 2j) . (63)
The normalized correlation function is
N = 1−
(1
j
+
2(1 + 2njth)
1 + 2nsth
)
δ +O(δ2). (64)
From this equation, when njth > 0 and n
s
th = 0, the
normalized correlation function becomes smaller and this
would lead to a lower success probability, as was pointed
out in Ref. [12]. On the other hand, when nsth > 0
and njth = 0, the normalized correlation function be-
comes larger, which would increase the success proba-
bility. When nsth = n
j
th > 0, the normalized correla-
tion function is the same as that with no thermal noise.
Fig. 6 (a) presents the numerical success probabilities of
ODL-CIM with thermal noise. In the case of nsth = 0.5
(njth = 0.5), the success probability increases (decreases),
relative to the value of the model without thermal noise.
In the case of nsth = n
j
th = 0.5, the success probability
is almost the same as that of the model without ther-
mal noise. Next, we simulated the case of nsth = 1.5 and
njth = 0.5 and compared it with the MFB-CIM model.
As shown in Fig. 6 (b), the success probabilities coin-
cide around j ∼ 1.93, which is close to that predicted by
the normalized correlation function N (at j = 2). For
smaller j, the ODL-CIM model with thermal noise has
a higher success probability than that of the MFB-CIM
model.
Next, we compare the thermally injected ODL-CIM
model (njth > 0) with the MFA-CIM model simulated by
finite Brownian particles. The fluctuations of the MFA-
CIM model depending on the number of Brownian par-
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ticles (Np) is expressed as
〈∆Xˆ21 〉 =
1
2
+
p
2(1− p+ j)
+
j2(1 + j)
2Np(1− p)(1 − p+ 2j)(1− p+ j)(65)
〈∆Xˆ1∆Xˆ2〉 = j(1 + j)
2Np(1− p)(1 − p+ 2j) . (66)
These values are larger than those of the positive-P MFA-
CIM model with the same Np [13], because Wigner the-
ory has larger fluctuations than positive-P theory. Con-
sequently, the normalized correlation function is
N = 1−
(1
j
+
2(Np − 1)
j
)
δ +O(δ2). (67)
This normalized correlation function with Np = 10
crosses the function of the ODL-CIM model with ther-
mal noise nsth = 0, n
j
th = 7/4 at j = 2. As shown in
Fig. 6 (c), the success probabilities of these two CIMs
coincide around j ∼ 1.94. This similarity supports the
conclusion that the success probability is strongly related
to the normalized correlation function.
C. Impact of squeezed reservoir on ODL-CIM
Here, we present an ODL-CIM model with squeezed
reservoir modes. From the previous section, for a high
success probability, the squeezed vacuum state with an
anti-squeezed Xˆ component should be prepared for the
reservoir related to the single mode loss, while a state
with a squeezed Xˆ component should be prepared for
the reservoir modes responsible for the mediating cavity
loss. The Liouvillian of the squeezed reservoir modes is
as follows [26]:
∂ρˆ
∂t
∣∣∣∣
C,sq
= 2ns[aˆ1, [ρˆ, aˆ
†
1]] + 2ns[aˆ2, [ρˆ, aˆ
†
2]]
+ 2jnj [aˆ1 − aˆ2, [ρˆ, aˆ†1 − aˆ†2]]
+ (ms[aˆ1, [aˆ1, ρˆ]] +ms[aˆ2, [aˆ2, ρˆ]]
− jmj [aˆ1 − aˆ2, [aˆ1 − aˆ2, ρˆ]] + h.c.). (68)
Here, for the physical conditions of the reservoir mode
to be satisfied, ns(1 + ns) ≥ m2s and nj(1 + nj) ≥ m2j
must be satisfied. We will examine the reservoir mode
with a minimum uncertainty product, where the above
noise parameters are related to the phase sensitive gains
Gs and Gj by
ns =
1
4
(
Gs +
1
Gs
)
− 1
2
, (69)
ms =
1
4
(
Gs − 1
Gs
)
, (70)
nj =
1
4
(
Gj +
1
Gj
)
− 1
2
, (71)
mj =
1
4
(
Gj − 1
Gj
)
. (72)
In this case, the normalized correlation function is
N = 1− δ
j
− 2
GsGj
δ +O(δ2). (73)
In the case of large GsGj , the normalized correlation
function has an asymptotic value, N = 1− δ/j + O(δ2).
A numerical simulation was performed with the Wigner
SDEs:
dα1
dt
= −(1 + j)α1 + pα∗1 + jα2 − g2|α1|2α1
+
√
1
2
+ ns −ms + g2|α1|2ξC1 +
√
2msξR1
+
√
j
(1
2
+ nj −mj
)
ξC3 + i
√
2jmjξR3, (74)
dα2
dt
= −(1 + j)α2 + pα∗2 + jα1 − g2|α2|2α2
+
√
1
2
+ ns −ms + g2|α2|2ξC2 +
√
2msξR2
−
√
j
(1
2
+ nj −mj
)
ξC3 − i
√
2jmjξR3, (75)
where 〈ξ∗Ca(t)ξCb(t′)〉 = 2δabδ(t − t′) and
〈ξRa(t)ξRb(t′)〉 = δabδ(t − t′). The results for
Gs = Gj = 10 are shown in Fig. 7. The success
probability is much larger than that of the MFB-CIM
model and is higher than that of the ODL-CIM model
with nsth = 10 and n
j
th = 0.
V. ONE-DIMENSIONAL LATTICE
A. Steady-state fluctuation of ODL-CIM
In this section, we consider a ferromagnetic periodic
one-dimensional lattice consisting of N -DOPOs repre-
sented by aˆr(r = 1, · · · , N). First, we summarize the
characteristics of the ODL-CIM model below the thresh-
old [13]. In the standing-wave model of an ODL-CIM
[11, 12], the interaction is through the Liouvillian,
∂ρˆ
∂t
∣∣∣∣
C
=
j
2
N∑
r=1
([aˆr − aˆr+1, ρˆ(aˆ†r − aˆ†r+1)] + h.c.). (76)
Here, we assume periodicity: aˆN+1 = aˆ1. Assuming
p ∼ 1, the steady-state fluctuations of the canonical co-
ordinates follow
〈∆Xˆ21 〉 =
1
2
+
p
2
√
2j(1− p) , (77)
〈∆Xˆ1∆Xˆ1+r〉 = p
2
√
2j(1− p)e
−
√
2(1−p)
j
r
. (78)
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FIG. 6. Numerical success probability Psc of two-site ODL-CIM with thermal noise as a function of coupling coefficient j. (a)
Psc of ODL-CIM with several thermal photon numbers. (b) Psc of ODL-CIM with thermal noise and MFB-CIM. (c) Psc of
ODL-CIM with thermal noise and MFA-CIM.
FIG. 7. Numerical success probability Psc of two-site ODL-
CIM with squeezed noise as a function of coupling coefficient
j.
Assuming large j, the steady-state canonical momenta
satisfy
〈∆Pˆ 21 〉 =
1
2
− p
2
√
2j(1 + p)
, (79)
〈∆Pˆ1∆Pˆ1+r〉 = − p
2
√
2j(1 + p)
e
−
√
2(1+p)
j
r
. (80)
The steady-state quantum discord of two DOPOs sepa-
rated by a distance r is calculated from the steady-state
correlations. The results for p = 0.999 and j = 7/3
are shown in Fig. 8 (a). The decay of the quantum
discord is slow, because of the long-range correlation of
the Xˆ components, whereas the Pˆ components have only
short-range correlations. In the special limit j →∞ and
p → 1, the quantum discord of the ODL-CIM model is
independent of r: D = f(√2) + 12 log 12 . The normalized
correlation function N for a pair of DOPOs separated by
a distance r is thus
N = 1−
(r
j
+ 1
)√
2jδ +O(δ). (81)
This function is plotted in Fig. 8 (b) for p = 0.999 and
j = 7/3.
B. Steady-state fluctuation of MFB-CIM (MA)
Now let us consider the steady-state fluctuation of the
MFB-CIM (MA) model. The Wigner SDE of the MFB-
CIM (MA) is obtained as a special case of Eq. (16) with
J˜r,r′ =
1
2 (δr,r′−1+ δr,r′+1). The coupling part is given as
follows:
dαr
dt
∣∣∣∣
C
= −jαr + j
2
(Reαr−1 +Reαr+1)−
√
j
4
ξC1,r
+
√
j
4
(ReξC1,r−1 +ReξC1,r+1) +
√
j
4
ξC2,r,(82)
where 〈ξ∗Ca,r(t)ξCb,r′(t′)〉 = 2δabδrr′δ(t− t′). The over-all
equation for X containing a single mode part below the
threshold is
dXr
dt
= −(1− p+ j)Xr + j
2
(Xr−1 +Xr+1)−
√
j
2
ξR1,r
+
√
j
8
(ξR1,r−1 + ξR1,r+1) +
√
1 +
j
2
ξR2,r, (83)
where 〈ξRa,r(t)ξRb,r′(t′)〉 = δabδrr′δ(t − t′). We take the
Fourier transform of the canonical coordinates
X˜k =
1√
N
∑
r
Xre
iθkr, (84)
where θk =
2pi
N
k. The Fourier components of the canoni-
cal coordinates satisfy the following SDE.
dX˜k
dt
= −(1− p+ j(1− cos θk))X˜k
−
√
j
2
(1 − cos θk)ξ˜R1,k +
√
1 +
j
2
ξ˜R2,k, (85)
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FIG. 8. Noise correlation in the 1D lattice. (a) Quantum discord D and (b) normalized correlation function N as a function
of a distance r with p = 0.999 and j = 7/3.
where 〈ξ˜Ra,k ξ˜Rb,−k′ 〉 = δabδkk′δ(t− t′). The steady-state
fluctuations of the Fourier components are
〈X˜kX˜−k〉 = 1
2
+
p+ j2 cos
2 θk
2(1− p+ j(1− cos θk)) , (86)
which can be rewritten as
〈X˜kX˜−k〉 = 1
4
− 1− p
4j
− cos θk
4
+
p+ (1−p+j)
2
2j
2(1− p+ j(1− cos θk)) .
(87)
The steady-state correlation function of the canonical co-
ordinates is
〈∆Xˆ1∆Xˆ1+r〉 = 1
N
∑
k
〈X˜kX˜−k〉eiθkr. (88)
In Eq. (87), the first and the second terms of the R.H.S.
contribute to the single mode fluctuation. The third term
contributes to the correlation of a nearest-neighbor pair
〈∆Xˆ1∆Xˆ2〉, and the last term contributes to the corre-
lation of a pair separated by a distance even more than
1. The correlation function is derived using the approxi-
mation 1− cos θk ∼ θ
2
k
2 , in the continuous limit N →∞:
1
N
∑
k
f(θk)→ 1
2pi
∫ pi
−pi
f(θ)dθ, (89)
where the complex integration assumes a small |1− p|/j.
The single mode fluctuation is
〈∆Xˆ21 〉 =
1
4
− 1− p
4j
+
(
p+
(1− p+ j)2
2j
) 1
2
√
2j(1− p) .
(90)
The correlation for a nearest-neighbor pair follows
〈∆Xˆ1∆Xˆ2〉 = −1
8
+
(
p+
(1− p+ j)2
2j
) e−
√
2(1−p)
j
2
√
2j(1− p) .
(91)
Here, the correlation function decreases by a factor −1/8.
The correlation function for a pair separated by a dis-
tance r > 1 is
〈∆Xˆ1∆Xˆ1+r〉 =
(
p+
(1 − p+ j)2
2j
) e−
√
2(1−p)
j
r
2
√
2j(1− p) . (92)
The quantum discord for the MFB-CIM (MA) model is
calculated for p = 0.999 and j = 7/3. As shown in Fig. 8
(a), this value is smaller than the quantum discord of the
ODL-CIM model. In the limit j → ∞ and p → 1, the
quantum discord for the MFB-CIM (MA) model depends
on r(> 1): D = f(√1 + r)− f
(√
1+r
2
)
+ 12 log
1
2 . When
r = 1, the quantum discord with j → ∞ is the same
as that for a two-DOPO MFB-CIM (MA) model: D =
f(
√
5
2 ) − f(
√
5
4 ) +
1
2 log
1
2 . The normalized correlation
function N of the canonical coordinates is
N = 1−
(r
j
+
1
2 + j
)√
2jδ +O(δ) (93)
for r > 1 and
N = 1−
(1
j
+
3
2(2 + j)
)√
2jδ +O(δ) (94)
for r = 1. As shown in Fig. 8 (b), the normalized cor-
relation function of the MFB-CIM model is larger than
that of the ODL-CIM model even when r = 1, where
the correlation function for the MFB-CIM (MA) model
decreases by −1/8. The same results are obtained by
the MFB-CIM (MI) model for ensemble-averaged values
〈∆Xˆ21 〉 and 〈∆Xˆ1〉〈∆Xˆ1+r〉.
C. Success probability
We calculated the success probability of a periodic one-
dimensional lattice with N = 6. A run was regarded as
success when all the real parts of six Wigner amplitudes
Reαr(r = 1, · · · , 6) had the same sign in the final time
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step. Fig. 9 (a) presents the numerical success prob-
ability of the MFB-CIM models, i.e., (MI), (MA), and
(GA). These three methods produce almost identical suc-
cess probabilities. Fig. 9 (b) presents the numerical suc-
cess probability of the MFB-CIM (MA), ODL-CIM, and
MFA-CIM models with 102 and 103 Brownian particles.
The MFB-CIM model has a higher success probability
than that of the ODL-CIM model, whereas the ODL-
CIM model with j = 7/3 has a larger quantum discord
than that of the MFB-CIM (MA) model. In the MFA-
CIM model, noise correlation does not exist in the large
Brownian particle number limit, and the success proba-
bility is much smaller. In the case of 103 Brownian par-
ticles, the success probability is close to that of random-
guess (Psc =
1
25 ). These results indicate that the success
probabilities are more directly related to the normalized
correlation function N , than to quantum discord.
D. Several modified models
Here, we consider NSR-MFB-CIM models for a one-
dimensional periodic lattice. The steady-state fluctua-
tions of the canonical coordinates (before ensemble av-
eraging) is the same as that of the mean field coupling
〈∆Xˆ21 〉 = 12 + p2(1−p+j) . After ensemble averaging, the
steady-state canonical coordinates have single site fluc-
tuations, an r = 1 correlation function, and an r > 1
correlation function, as follows:
〈∆Xˆ21 〉 =
1
4
− 1− p
4j
+
p
2(1− p+ j)
+
( (1− p+ j)2
2j
) 1
2
√
2j(1− p) , (95)
〈∆Xˆ1〉〈∆Xˆ2〉 = −1
8
+
( (1− p+ j)2
2j
) e−
√
2(1−p)
j
2
√
2j(1− p) ,
(96)
〈∆Xˆ1〉〈∆Xˆ1+r〉 =
((1− p+ j)2
2j
) e−
√
2(1−p)
j
r
2
√
2j(1− p) . (97)
Accordingly, the normalized correlation function for a
pair with r > 1 can be written as
N = 1−
(r
j
+
j + 2
j2
)√
2jδ +O(δ), (98)
and for a nearest-neighbor pair (r = 1) as
N = 1−
(1
j
+
3j + 4
2j2
)√
2jδ +O(δ). (99)
These values reach those of the ODL-CIM model at j = 2
for r > 1 and at j ∼ 2.35 for r = 1. Even for r = 1,
the coupling coefficient j required to achieve the same N
as the ODL-CIM model is smaller than that of the two-
DOPO system (j ∼ 2.73), because the ensemble-averaged
single mode fluctuation is reduced in the one-dimensional
NSR-MFB-CIM model. Fig. 10 (a) shows the numeri-
cal success probabilities of the NSR-MFB-CIM (MI) and
(GA) models. The success probabilities of the ODL-CIM
and NSR-MFB-CIM models cross at j ∼ 2.05, slightly
beyond the point where the normalized correlation func-
tions with r > 1 coincide and before the point where
those with r = 1 coincide.
Next, we consider an ODL-CIM model with squeezed
reservoirs. The reservoir modes are squeezed by the fol-
lowing Liouvillian,
∂ρˆ
∂t
∣∣∣∣
C,sq
= 2ns
∑
r
[aˆr, [ρˆ, aˆ
†
r]] +ms(
∑
r
[aˆr, [aˆr, ρˆ]] + h.c.)
+ jnj
∑
r
[aˆr − aˆr+1, [ρˆ, aˆ†r − aˆ†r+1]] (100)
− jmj
2
(
∑
r
[aˆr − aˆr+1, [aˆr − aˆr+1, ρˆ]] + h.c.).
We assume the reservoir with minimum uncertainty state
described by phase sensitive gain (Gs = 1 + 2(ns +
ms), Gj = 1 + 2(nj +mj)). The normalized correlation
function for a pair separated by a distance r is
N = 1−
(r
j
+
1
GsGj
)√
2jδ +O(δ). (101)
N = 1 − r√2δ/j + O(δ) in the limit of large GsGj .
The numerical success probability with Gs = Gj = 10
is shown in Fig. 10 (b). The success probability of the
ODL-CIM model with squeezed reservoirs exceeded that
of the MFB-CIM model.
VI. SUMMARY
We compared the noise correlations and success proba-
bilities of the MFB-CIM, ODL-CIM and MFA-CIM mod-
els for the cases of two DOPOs and of a periodic one-
dimensional lattice. For two DOPOs, a numerical simula-
tion was performed in parameter spaces where the ODL-
CIM model satisfies the entanglement criterion, and has
a larger quantum discord than that of the MFB-CIM
model. We note the surprising fact that the MFB-CIM
model has a larger success probability than the ODL-
CIM model. In fact, the MFB-CIM model has a larger
normalized correlation function of the canonical coordi-
nates Xˆ than the ODL-CIM model has in those param-
eter spaces. These results can be understood by the fol-
lowing argument: the canonical momentum Pˆ , which is
included in the entanglement and quantum discord, but
not in the normalized correlation function, does not con-
tribute directly to the computation process in a CIM. The
CIM works only through the canonical coordinate Xˆ. We
showed that the normalized correlation function predicts
the point where the success probabilities of two different
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FIG. 9. Numerical success probability Psc of 1D lattice CIM (N = 6) as a function of coupling coefficient j. (a) Psc of three
MFB-CIM methods. (b) Psc of MFB-CIM, ODL-CIM, and MFA-CIM.
FIG. 10. Numerical success probability Psc of several 1D lattice CIM models (N = 6) as a function of coupling coefficient j.
(a) Impact of measurement-induced state reduction on MFB-CIM. (b) Impact of squeezed reservoir on ODL-CIM.
CIMs using different coupling schemes cross over. We
analyzed the ODL-CIM with squeezed reservoir modes
and showed that they have higher success probabilities
than MFB-CIM does. We also showed that the normal-
ized correlation function is a useful metric to predict the
success probability in a one-dimensional lattice of CIMs.
The numerical method in the paper was used in
Ref.[28].
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Appendix A: Gaussian homodyne-measurement
theory
Here, we discuss the theory of measurement-induced
state reduction. In Fig. 1, we assume that the canonical
coordinate of the reflected mode XˆR,r is measured and
that a randommeasurement resultXM,r is obtained. The
difference of the measured value from the mean value is
denoted as dr := XM,r − 〈XˆR,r〉. From Gaussian ho-
modyne measurement theory [22], the mean amplitude
is shifted and the variance of the transmitted mode is
reduced respectively in reaction to a measurement:
〈Xˆ ′T,r〉 = 〈XˆT,r〉+
〈∆XˆT,r∆XˆR,r〉
1
2 + 〈: ∆Xˆ2R,r :〉
dr, (A1)
〈: ∆Xˆ ′2T,r :〉 = 〈: ∆Xˆ2T,r :〉 −
〈∆XˆT,r∆XˆR,r〉2
1
2 + 〈: ∆Xˆ2R,r :〉
. (A2)
In the above two equations, the variance of the reflected
component in the denominator 〈: ∆Xˆ2R,r :〉 = RB〈:
∆Xˆ2r :〉 is negligible when RB = j∆t is sufficiently
smaller than one. Note that 〈: ∆Xˆ2 :〉 is a normally
ordered variance, where the contribution of the vacuum
fluctuation has been removed. When RB ≪ 1, from
〈∆XˆT,r∆XˆR.r〉 =
√
RB〈: ∆Xˆ2r :〉, the variance reduction
follows:
〈: ∆Xˆ ′2T,r :〉 = 〈: ∆Xˆ2T,r :〉 − 2j∆t〈: ∆Xˆ2r :〉2. (A3)
Next, we consider the shift of the mean amplitude. In
the canonical coordinate of the reflected mode, we as-
sume that the fluctuation of Xr is sufficiently smaller
than the vacuum noise. The reflected mode is XR,r ∼√
RB〈Xr〉 −
√
2(1−RB)Ref1r. Therefore, dr for each
r is a real number selected from the distribution of
−√2(1−RB)Ref1r, where 〈Ref1rRef1r′〉 = 14δr,r′ . Fol-
lowing the notation in Refs. [18, 21] for measurement
noise, dr is written as dr =
√
∆t
2 wR,r , where wR,r fol-
lows wR,r(t)wR,r′(t′) = δr,r′δ(t − t′) under the ensemble
averaging. The shift in the mean amplitude in the limit
RB ≪ 1 is
〈Xˆ ′T,r〉 = 〈XˆT,r〉+
√
2j〈: ∆Xˆ2r :〉wR,r∆t. (A4)
Relations (A3) and (A4) represent the measurement-
induced state reduction and are incorporated in the
Wigner SDE (Eq. (10)).
Appendix B: Effect of saturation parameter g2
The positive-P simulation [11, 13] does not require
truncation based on the assumption g2 ≪ 1 and is
expected to be exact for a larger g2. Here, we com-
pared the results of a simulation based on truncated
Wigner theory with those of positive-P SDE theory for a
MFB-CIM model consisting of two DOPOs. Positive-
P theory expands the density matrix [27] as ρˆ =∫
P (α, α†) |α〉〈α
†∗|
〈α†∗|α〉 d
2αd2α†. The positive-P SDEs for a
macroscopic model are
dαr
dt
= −(1 + j)αr + pα†r − g2α†rα2r +
√
p− g2α2rξR1,r
+
∑
r′
J˜r,r′
(
j
αr′ + α
†
r′
2
+
√
j
4
ξR3,r′
)
, (B1)
dα†r
dt
= −(1 + j)α†r + pαr − g2α†2r αr +
√
p− g2α†2r ξR2,r
+
∑
r′
J˜r,r′
(
j
αr′ + α
†
r′
2
+
√
j
4
ξR3,r′
)
, (B2)
where 〈ξRa,r(t)ξRb,r′(t′)〉 = δabδrr′δ(t − t′). The ampli-
tudes (αr, α
†
r) in the positive-P expansion do not con-
tain the vacuum fluctuation, but the Wigner amplitude
αr does. For a fair comparison, we judged the success
using the signs of Re
αr+α
†
r√
2
+ Nr√
2
in the positive-P simu-
lation, where Nr is a normal random variable. When the
signs were same for two DOPOs, we judged that the run
was success. In Fig. 11, the success probability of the
MFB-CIM models (MA, MI, and GA) with j = 2 were
calculated with the truncated Wigner (T-Wigner) simu-
lation. A positive-P simulation was also carried out on
the MA model. The number of runs was 104 for the MI
model and 107 for the other methods. The resulting suc-
cess probabilities of the two-site system were smaller for
large g2, and the positive-P simulation produced slightly
larger success probabilities than the truncated Wigner
simulation did. The normalized correlation function of Xˆ
accounts for the decreasing success probability for larger
g2. When g2 is large, the role of the vacuum fluctuation
in 〈∆Xˆ2〉 appearing in the denominator of the normalized
correlation function is larger, and the normalized corre-
lation function at the threshold is smaller. For small g2,
such as g2 = 10−4 employed in the main text, Wigner
and positive-P simulation produce almost identical suc-
cess probabilities. However, for large g2, the truncated
Wigner approach produces inaccurate results compared
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with positive-P theory due to the truncation assuming
small g2 values. The results for the GA model differ from
those of other truncated Wigner models (MA, and MI)
because of the additional truncation used to separate the
Pˆ components from the Xˆ components.
FIG. 11. Numerical success probability Psc of two-site MFB-
CIM by truncated Wigner and positive-P SDE as a function
of saturation coefficient g2 for j = 2.
