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Résumé
La maladie de Crohn (MC) est une maladie inflammatoire
chronique intestinale, atteignant les sujets jeunes, provo-
quant des lésions de l’intestin grêle : des érosions, des ul-
cérations, de l’œdème et des sténoses. La vidéo-capsule
endoscopique (VCE) est le meilleur examen permettant
leur détection. La VCE génère environ 50000 images dont
l’analyse par les gastro-entérologues est consommatrice
de temps. L’objectif de notre travail est donc de dévelop-
per un outil permettant la reconnaissance automatique des
lésions de MC dans l’intestin grêle. L’algorithme est basé
sur un réseau de neurones convolutifs à attention. Celui-ci
a été entraîné sur une base de données publique, GIANA,
contenant des images de VCE normales et avec des lésions
inflammatoires et vasculaires. Une autre base a été utilisée
séparément, CROHN-IPI, constituée d’images normales et
de lésions de MC annotées par des gastro-entérologues
du CHU de Nantes. Les résultats préliminaires montrent
que l’algorithme entraîné sur les 1800 images de GIANA,
est capable de distinguer avec une précision de 99,77%
les images pathologiques des images non pathologiques.
Concernant CROHN-IPI, la précision obtenue sur les 2500
images provenant de 39 patients est de 80,36%. Cet écart
peut s’expliquer par la façon dont ont été sélectionnées les
images de la base (images de lésions plus évidentes dans
GIANA) ou encore par la sous-représentation de certaines
pathologies dans CROHN-IPI. À l’avenir, une application
d’annotation de VCE à plus grande échelle sera dévelop-
pée pour enrichir CROHN-IPI.
Mots Clef
Apprentissage profond, réseau récurrent à attention, mala-
die de Crohn, classification d’images médicales.
Abstract
Crohn’s disease (CD) is a chronic inflammatory bowel di-
sease, affecting young subjects, causing mucosal damage
to the small intestine : erosions, ulcerations, edema and
stenosis. The wireless capsule endosopy (WCE) is the best
examination for their detection. The WCE generates ap-
proximately 50,000 images that are time-consuming for
gastroenterologists to analyse. The objective of our work
is therefore to develop a tool for the automatic recognition
of mucosal lesions of CD in the small intestine. The algo-
rithm is based on a network of convolutional neurons with
attention. This was trained on a public database, GIANA,
containing images of normal WCEs and with inflammatory
and vascular lesions. Another database was used separa-
tely, CROHN-IPI, consisting of normal images and MC le-
sions annotated by gastroenterologists from Nantes Uni-
versity Hospital. Preliminary results show that the algo-
rithm trained on the 1800 GIANA images, is able to de-
tect with an accuracy of 99,77% the pathological images.
Concerning CROHN-IPI, the accuracy obtained on the
2500 images from 39 patients is 80.36%. This difference
can be explained by the way the images in the database
were selected (images of more obvious lesions in GIANA)
or by the under-representation of certain pathologies in
CROHN-IPI. In the future, a larger scale WCE annotation
application will be developed to enrich CROHN-IPI.
Keywords
Deep learning, recurrent attention model, Crohn’s disease,
medical images classification.
1 Introduction
Depuis le milieu des années 1990, le développement de la
VCE a permis une avancée dans le diagnostic des maladies
gastro-intestinales. Cette technologie peu invasive présente
des performances de diagnostic importantes du fait de sa
capacité à rendre possible l’exploration complète des 3 à
4 mètres d’intestin grêle. Elle est maintenant bien accep-
tée par l’ensemble de la communauté scientifique [1]. La
maladie de Crohn et l’angiodysplasie sont deux maladies
dont le diagnostic repose en grande partie sur la détection
de lésions intestinales qui peuvent grâce à la VCE être plus
facilement détectées.
Le diagnostic de la maladie de Crohn repose sur deux
scores : The Capsule Endoscopy Crohn’s Disease Activity
Index (CECDAI) [2] et le score de Lewis [3]. Ces indica-
teurs sont corrélés au nombre de lésions, à leurs types et
à leurs localisations dans l’intestin. Ces scores dépendant
du nombre et de l’identification précise des lésions, il est
nécessaire que les experts gastro-entérologues visionnent
l’ensemble des 50 000 images générées par la VCE pour
chaque patient, ce qui peut s’avérer très consommateur en
temps.
Différents systèmes ont été développés dans le but de
limiter le temps d’analyse des données par les gastro-
entérologues en identifiant les images potentiellement pa-
thologiques. De nombreux efforts ont été réalisés dans le
but de détecter les lésions intestinales à partir d’images
obtenues par VCE [4–9]. Ces travaux peuvent être clas-
sés en deux catégories principales : les algorithmes basés
sur des techniques ad hoc présentées dans la section 2.1 et
les algorithmes basés sur des réseaux de neurones convo-
lutifs (CNN), présentés dans la section 2.2. Ces réseaux
permettent l’extraction automatique de caractéristiques les
rendant plus résilients, mais également plus complexes à
entraîner du fait du nombre important de données néces-
saires pour ajuster leurs très nombreux paramètres.
Grâce au partenariat entre le Centre Hospitalier et Univer-
sitaire de Nantes et le Laboratoire des Sciences du Numé-
rique, une importante quantité de données a pu et pourra
être anntotée. De plus, à l’heure actuelle, une plateforme
d’annotation collaborative est en cours de réalisation, ce
qui permettra dans le futur d’obtenir une plus grande quan-
tité de données afin d’améliorer l’entraînement d’un réseau
de neurones profond. Le choix a donc été fait de réali-
ser un réseau de neurones récurrent à attention à la ma-
nière de Mnih et al. [10]. Ce réseau, plutôt que de prendre
en entrée la totalité de l’image, choisit grâce à un appren-
tissage non-supervisé plusieurs patchs successivement ex-
traits dans l’image d’origine qui permettront de prendre
une décision de classification à l’issue de ces multiples re-
gards sur la même image. Ainsi le fonctionnement du ré-
seau se rapproche du comportement oculaire de l’être hu-
main.
L’objectif de ce réseau est double. Il permet la classifica-
tion des images endoscopiques pour l’aide au diagnostic et
tout en permettant la comparaison avec le comportement
des experts face à des images issues de VCE. Dans cet ar-
ticle, il sera présenté dans un premier temps l’état de l’art,
puis l’architecture du réseau de neurones et enfin les résul-
tats obtenus ainsi que leur analyse.
2 État de l’art
2.1 Méthodes Ad hoc
La première catégorie d’algorithmes non-basés sur
l’apprentissage profond, se concentre l’extraction de ca-
ractéristiques des images issues de VCE. Un classifieur est
entraîné pour faire le lien entre les caractéristiques et l’ap-
partenance de l’image à une classe. Yu et al. [4] utilisent
par exemple le descripteur Local Binary Pattern (LBP)
ainsi que le descripteur Scale Invariant Feature Transform
(SIFT) avant de procéder à la classification à l’aide d’un
Support Vector Machine (SVM) afin de détecter les images
contenant des ulcères. D’autres algorithmes, comme celui
développé par Li et al. [5] se basent sur l’extraction des
couleurs des images en partant du constat que la couleur
des ulcères est majoritairement blanche/jaune, en utilisant
ensuite un réseaux de perceptrons multicouches pour réa-
liser la classification. On trouve également les techniques
basées sur l’extraction de texture comme réalisé par Chen
et al. [6]. Le problème de cette première catégorie est
qu’elle est peu robuste aux variations d’éclairage, d’angle
de vue et souvent spécifique à un type de lésion, la rendant
donc plus difficilement applicable en situation réelle.
2.2 Méthodes basées sur l’apprentissage
profond
Depuis 4 ans, de nouveaux algorithmes ont été développés
dans le but de réaliser la segmentation et la détection de
lésions à partir d’images issues de VCE. Ces algorithmes
reposent sur des réseaux de neurones profonds. Ces ré-
seaux se démarquent de par leurs différentes architectures
et les données utilisées pour les entraîner. Aoki et al. [7]
proposent un réseau basé sur une architecture nommée
Single Shot multibox Detector [11]. Ce réseau apprend
à générer des boîtes de délimitation autour des zones
considérées comme pathologiques. Fan et al. proposent un
algorithme de détection utilisant le réseau AlexNet [12]
entraîné sur leur propre base de données contenant 8000
images de VCE. On trouve également dans la littérature
un réseau de neurones profond nommé TernausNetV2
[13], réseau permettant la segmentation d’images. Cet
algorithme a été appliqué à la segmentation d’images
issues de VCE [9] et a obtenu la première place lors de la
compétition GIANA [14]. Ces différents algorithmes étant
testés sur des bases de données différentes il est difficile
de comparer leurs performances.
3 Architecture du réseau
3.1 Réseau de neurones à attention
Dans cet article on considère l’attention comme un proces-
sus de décision séquentiel d’un agent interagissant avec un
environnement visuel. On fournit au réseau d’entrée une
image endoscopique X . Le Glimpse Sensor (voir figure
1) va ensuite extraire un patch ρ(X) de l’image d’origine
en fonction de lt = (x, y, z) avec x et y les coordonnées
normalisées entre [−1; 1] et (0, 0) le centre de l’image.
z est un coefficient de zoom compris entre ]0; 1]. Avec
sx × sy la résolution de l’image d’origine, on obtient un
patch de résolution (sx × z) × (sy × z) aux coordonnées
(sx × x, sy × y). Ce patch est ensuite redimensionné pour
conserver une taille fixe en entrée du réseau. Le sous-
réseau What? Network, basé sur VGG16 [15] pré-entrainé
sur ImageNet [16], permet d’extraire les caractéristiques
du patch ρ(X). Seules les couches convolutives du VGG
et la première couche fully-connected ont été conservées.
En parallèle, les informations relatives à l’extraction du
patch lt traversent le Where? Network composé de 2
couches fully-connected, permettant ainsi l’extraction
des caractéristiques relatives à la position d’extraction
du patch ρ(X). Les deux vecteurs de caractéristiques
produits par ce réseau sont alors de taille identique et
seront sommés avant de subir une non-linéarité rectified
linear unit (ReLU). Le nouveau vecteur caractéristique gt
en sortie de la non-linéarité contient alors les informations
"Où?" et "Quoi?" extraites par le Glimpse Network au
temps t. Une Gated Recurrent Unit [17] (GRU) permet
ensuite de fusionner les caractéristiques extraites au temps
t par le réseau avec celles extraites au temps précédent
contenu dans l’état interne précédent ht−1 de la GRU. Cet
état interne de la GRU sera réutilisé au temps suivant.
À partir du nouvel état interne produit par la GRU, l’action
network va produire un vecteur associant un score à
chacune des classes. Le Baseline Network va lui permettre
de calculer la récompense associée à une prédiction afin de
pouvoir entraîner le Location Network par renforcement.
L’apprentissage par renforcement est non-supervisé et
associe à chaque action du réseau une récompense qui
devra être maximisée par ce dernier. Ainsi le réseau va
augmenter la probabilité des localisations maximisant la
fonction récompense. Si le réseau classifie correctement
l’image, la récompense vaut alors le nombre de regards
placés sur l’image auquel est soustraite la baseline calculée
par le réseau.
3.2 Fonction de coût
La fonction de coût du réseau est une combinaison linéaire
de trois sous-fonctions de coût (voir Équation 1). Elle est
similaire à celle présentée par Mnih et al. 2014 [10].
L = La + Lb + Lr (1)
Premièrement La (voir Équation 2) la fonction d’entropie
croisée permettant de calculer l’erreur de classification du
réseau lors du dernier regard sur l’image avec Yˆi la prédic-
tion du réseau et Yi la vérité terrain.
La = − 1
n
n∑
i=1
Yi log(Yˆi) (2)
Ensuite la fonction Lb (voir Équation 3), calculant l’erreur
quadratique moyenne entre la récompenseRit et la baseline
bt établie par le réseau. La récompense est égale au nombre
de regards posés sur l’image si elle a été correctement
classifiée, 0 sinon. Cette baseline dépendant du contexte
présent et passé, permet d’ajuster la récompense de sorte à
pousser le réseau à s’améliorer par rapport à ses résultats
précédents.
Lb = 1
n
n∑
i=1
T∑
t=1
(bt −Rit)2 (3)
Glimpse Sensor What? Network
lt−1 Where? Network ×
X ρ(X)
gtGRUht−1
ht
Action Network Base NetworkLocation Network
at btlt
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FIGURE 1 – Architecture du réseau à attention : À
chaque temps t, on fournit au Glimpse sensor une image
endoscopique X et la localisation lt−1 du patch à extraire
de l’image d’origine. Deux réseaux de neurones indépen-
dants, le What? Network et le Where? Network, vont en-
suite permettre l’extraction des informations relatives au
contenu et à la localisation du patch. Une Gated Recurrent
Unit (GRU) va ensuite permettre de fusionner les carac-
téristiques extraites précédemment par le réseau contenu
dans le vecteur ht−1 avec gt afin de produire l’état actuel
du système ht. À partir de cet état, trois sous-réseaux vont
produire indépendamment lt la position du prochain patch
à extraire, at un vecteur contenant un score associé à cha-
cune des classes et bt, la baseline à partir de laquelle est cal-
culée la récompense de l’apprentissage par renforcement.
La fonction Lr (voir Équation 4) permet de mettre en place
l’apprentissage non-supervisé par renforcement. Le prin-
cipe est le suivant : une stratégie pi(τ j ; θ), dépendante des
paramètres du réseau θ associe une probabilité au trajet τ j .
Un trajet est une succession d’actions ut, dans notre cas le
changement de la localisation de l’extraction d’un patch.
Chaque action entraîne un nouvel état st, dans notre cas
un nouveau patch en entrée du système. Ce nouvel état in-
fluence alors le système qui produira une nouvelle action
qui conduira à un nouvel état. Ainsi l’objectif de l’algo-
rithme de renforcement est de maximiser la probabilité des
trajets qui maximise la récompense (Rt−bt) et a contrario
de diminuer celle des trajets conduisant à une récompense
faible. En réalisant la somme des récompenses associées
aux différents trajets possibles M par leurs probabilités
respectives, on obtient la fonction de coût de l’algorithme
d’apprentissage par renforcement.
Lr = − 1
n
1
M
n∑
i=1
M∑
j=1
T∑
t=1
logpi(ujt |sji:t; θ)(Rjt − bt) (4)
3.3 Initialisation du premier regard
À chaque nouvelle image, la matrice d’état h0 de la GRU
est remise à zéro afin que chacune des prédictions soit in-
dépendante. Il est proposé ici d’étudier deux possibilités
d’initialisation du premier regard sur l’image. La première,
dite libre, laisse le réseau apprendre à positionner lui-même
son premier regard. Ce premier regard est alors dépendant
de la dernière image vue. La deuxième possibilité, dite cen-
trée, s’inspire du comportement humain. Quelle que soit la
répartition de l’information dans l’image, lors de l’appa-
rition d’une nouvelle image, l’homme a tendance à regar-
der son centre. Ce phénomène est appelé biais de fixation
central. Ainsi à chaque nouvelle image, le réseau est forcé
de procéder à un regard central englobant toute l’image
(x, y, z) = (0, 0, 1).
La comparaison entre le comportement des premières
zones du cortex visuel humain et celui des réseaux de neu-
rones est possible d’après Cichy et al. [18]. Ainsi, l’effet
du biais de fixation central sur les performances du réseau
est un premier pas sur l’étude des stratégies d’exploration
humaine à travers l’étude du comportement d’un réseau de
neurones artificiels.
4 Résultats et discussion
Les différents algorithmes de segmentation et de détec-
tion d’images médicales cités précédemment ont chacun
été testés sur des bases de données différentes, ne conte-
nant pas toutes les mêmes types de lésions et avec des
images ayant des lésions plus ou moins évidentes. Cette
hétérogénéité des bases de données ne permet pas de pou-
voir bien comparer les algorithmes entre eux et leur effi-
cacité en condition réelle. C’est pour pallier ce problème
que nous avons choisi, en plus de tester et entraîner notre
algorithme sur notre propre base de données CROHN-IPI,
d’également l’entraîner et l’évaluer sur GIANA, une base
de données utilisée lors d’un challenge à MICCAI 2017
[19], mais dont l’étiquetage de la base de test reste secret.
4.1 Résultats sur Giana
Le dataset contient 1800 images obtenues par VCE ré-
parties en 3 classes : 600 images avec des lésions vascu-
laires, 600 avec des inflammatoires et 600 ne contenant
aucune pathologie. Les images de la base d’entraînement
subissent des transformations aléatoires lors de l’entraîne-
ment afin d’augmenter la diversité des exemples permet-
tant ainsi au réseau de généraliser plus facilement. 50% des
images de la base sont utilisées pour entraîner le réseau et
50% pour l’évaluation. Pour obtenir des résultats statisti-
quement significatifs, on entraîne et évalue le réseau sur
10 sous-datasets. La matrice de confusion présentée figure
2 montre les résultats cumulés sur les 10 différents sous-
datasets. On obtient alors une précision de 86,33% sur la
tâche de classification entre les trois classes. On remarque
que la majorité des erreurs commises par le réseau est prin-
cipalement concentrée dans la classification des lésions in-
flammatoires en lésions vasculaires et inversement.
FIGURE 2 – Matrice de confusion pour 10 entraîne-
ments/tests sur la base de données GIANA
Notre problème concernant la détection des lésions, les
classes lésions vasculaires et lésions inflammatoires ont été
regroupées en une classe "pathologique" sans réentraîne-
ment. Les résultats obtenus pour les différentes configu-
rations du réseau sont présentés dans le tableau 1. Deux
méta-paramètres ont varié lors de ces expériences, l’initia-
lisation du premier regard sur l’image et le nombre de re-
gards placés sur chaque image. Les meilleurs résultats sont
obtenus pour 4 regards sur l’image. Une précision maxi-
mal de 87,51% est obtenue pour la tâche de classification
à trois classes (lésion inflammatoire, lésion vasculaire et
non pathologique) en laissant la localisation du premier re-
gard libre. La précision maximal sur la tâche de classifi-
3 classes 2 classes
Nombre de regards Précision Précision Spécificité Sensibilité F1 F2
3 85.42% 98.67% 98.53% 98,97% 99,23% 99,50%
3 centrés 84,37% 99,60% 99,77% 99,23% 99,43% 99,63%
4 87,51% 99,30% 99,44% 99,03% 99,28% 99,53%
4 centrés 86,34% 99,77% 99,84% 99,63% 99,73% 99,82%
5 86,46% 99,01% 99,10% 98,83% 99,13% 99,43%
5 centrés 86,46% 98,75% 98,58% 99,10% 99,33% 99,56%
TABLE 1 – Tableau récapitulatif de l’effet du biais de fixation central et du nombre de regards par image sur la base de
données GIANA
cation à deux classes (pathologique, non pathologique) est
de 99,77% soit une erreur toutes les 434 images. Sur la
deuxième tâche, le meilleur résultat est obtenu en forçant
le premier regard à englober l’ensemble de l’image. Des
exemples de regards sur quatre images de GIANA sont pré-
sents figure 3.
4.2 Résultats sur CROHN-IPI
La base de données de CROHN-IPI comprend 2590 images
réparties en 8 classes différentes, 7 correspondant à des
types de lésions pathologiques différentes (ulcération aph-
toïde, ulcération de 3 à 10 mm, ulcération de plus de 10
mm, œdème, sténose, érythème, pseudo-polype) et une
classe contenant des images d’intestins non-pathologiques.
Ces données ont été annotées par deux gastro-entérologues
et proviennent de 39 patients différents.
Les images n’étant pas équitablement réparties entre les
classes, les classes pathologiques ont été regroupées. L’en-
traînement du réseau sur cette base se fait sur 970 images
équitablement réparties en 2 classes : intestins sains et in-
testins pathologiques. Le test se fait sur les 1 620 images
restantes comprenant 70% d’images pathologiques et 30%
de non-pathologiques. Les résultats obtenus sont regrou-
pés dans les tableaux 2 et 3. Une précision maximale de
80,36% est obtenue après cross-validation sur 10 sous-
datasets différents, pour une architecture procédant à 4 re-
gards de résolution 80 par 80 sur l’image issue de VCE.
Trois principaux méta-paramètres du réseau ont subi des
variations : la résolution du patch d’entrée du réseau, le
nombre de regards posés sur l’image et l’initialisation du
premier regard.
4.3 Évaluation du biais de fixation central
artificiel
Comme présenté précédemment, une expérience à été me-
née dans le but d’évaluer l’efficacité du biais de fixation
central artificiel sur une tâche de classification d’images
endoscopiques. 24 entraînements et tests différents (voir
tableaux 1, 2 et 3) ont été réalisés dans le but de vérifier
l’hypothèse que le biais de fixation central permet d’amé-
liorer les scores du réseau. Ces 24 entraînements et tests
sont cross-validées sur 10 sous-datasets différents d’en
moyenne 1300 images. Un test de permutation a été ef-
fectué sur les résultats des 240 sous-entraînements/tests.
On calcule l’écart ∆M entre la moyenne du groupe de
contrôle, contenant les précisions associées aux 120 en-
traînements/tests sans biais, avec celle du groupe de test
contenant les 120 entraînements/tests avec le biais central.
Suite à cela, 10000 permutations aléatoires sont réalisées
entre les différents groupes. Pour chaque permutation, une
nouvelle moyenne est calculée. On peut alors calculer la
pvalue de ce test comme étant la proportion des moyennes
obtenues par permutation supérieure à ∆M par rapport au
nombre de permutations réalisées. On obtient à l’issue de
ce test p = 0, 185 ce qui ne permet pas de valider l’hypo-
thèse que le biais central améliore la précision du réseau.
Le tableau 4 contient les résultats du test de permutation
obtenus pour les différentes métriques en fonction des ré-
sultats obtenus sur les différents datasets. À partir de ce
tableau, il est possible de valider l’hypothèse de départ sur
le dataset GIANA, la pvalue obtenue sur la précision étant
nettement inférieure à 5%. Cependant la généralisation de
l’hypothèse de départ n’est pas possible au vu des résultats.
On peut remarquer que le biais de fixation central améliore
la spécificité du réseau, c’est à dire sa capacité à reconnaître
les images non-pathologique des images pathologiques.
4.4 Discussion
Les résultats obtenus sont largement inférieurs sur la base
de données CROHN-IPI par rapport à ceux sur la base
de données GIANA (une erreur toutes les 5 images sur
Crohn-IPI contre une erreur toutes les 400 images sur
GIANA). Cet écart peut s’expliquer de plusieurs manières.
Premièrement, les lésions inflammatoires de l’angiodys-
plasie sont nettement plus reconnaissables de par leur
couleur rouge vif que les lésions de la maladie de Crohn.
Deuxièmement, le dataset GIANA comprend 600 images
de chacune des lésions et 600 images non-pathologiques,
ce qui permet au réseau de pouvoir s’entraîner sur 300
exemples avant d’être testé. Pour CROHN-IPI, certaines
classes de lésions comme les sténoses ou les érythèmes
sont sous-représentées dans le dataset (moins de 70
exemples). Ensuite, cela peut aussi s’expliquer par la façon
dont ont été choisies les images de GIANA par rapport à
celles de CROHN-IPI. Les images de GIANA semblent
nettement plus "propres", contenant moins de bruit lié à la
t
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FIGURE 3 – Exemples de regards sur 4 images de GIANA. La colonne A présente un cas de lésion inflammatoire correctement
classifiée, la colonne B un cas de lésion vasculaire correctement classifiée, la colonne C un cas d’image non pathologique
correctement classifiée, la colonne D un cas de lésion inflammatoire classée en lésion vasculaire.
2 classes
Nombre de regards Précision Spécificité Sensibilité F1 F2
3 76,66% 71,68 88,14% 90,65% 93,30%
3 centrés 78,55% 74,40% 88,10% 90,72% 93,51%
4 80,03% 77,23% 86,47% 89,59% 92,93%
4 centrés 77,86% 73,30% 88,36% 90,88% 93,53%
5 78,24% 74,24% 87,47% 90,23% 93,17%
5 centrés 79,77% 76,81 86,61% 89,68% 92,97%
TABLE 2 – Tableau récapitulatif de l’effet du biais de fixation central et du nombre de regards par image sur la base de
données CROHN-IPI.
capture de l’image (flou, faible luminosité) et de bruit lié à
l’activité intestinale (moins de bulles sur les images).
5 Conclusion
Cet article présente la mise en place d’une architecture de
réseau de neurones récurrent à attention. Elle a été en-
traînée et testée sur deux datasets différents : GIANA et
CROHN-IPI obtenant une précision de 99,77% et 80,36%
respectivement. Les différentes expériences menées ont pu
2 classes
Taille des patchs Précision Spécificité Sensibilité F1 F2
112x112 80,03% 77,23% 86,47% 89,59% 92,93%
112x112 centrés 77,86% 73,30% 88,36% 90,88% 93,53%
96x96 79,45% 76,22% 86,86% 89,84% 93,04%
96x96 centrés 77,48% 72,94 87,93 90,54 93,30
80x80 80,36% 77,34% 87,32% 90,24% 93,36%
80x80 centrés 78,34% 74,47% 87,24% 90,07% 93,08%
64x64 78,22% 73,36% 89,42% 91,71% 94,11%
64x64 centrés 79,83% 76,47% 87,57% 90,40% 93,41%
48x48 78,17% 73,84% 88,16% 90,75% 93,49%
48x48 centrés 78,56% 74,42% 87,14% 90,00% 93,06%
32x32 75,82% 70,08% 89,05% 91,30% 93,65%
32x32 centrés 77,16% 72,41% 88,10% 90,64% 93,34%
TABLE 3 – Tableau récapitulatif de l’effet du biais de fixation central et de la résolution des patchs extraits par le Glimpse
Sensor sur les performances du réseau sur la base de données CROHN-IPI.
Métrique pGIANA pCI p
Taille de l’échantillon 60 180 240
Précision 0,014 0.226 0.185
Spécificité 0.009 0.217 0.245
Sensibilité 0.898 0.377 0.594
TABLE 4 – Tableau des différentes pvalue obtenues par test
de permutations sur les différentes métriques selon les dif-
férents datasets.
montrer le bon fonctionnement du réseau de par sa capa-
cité à classifier avec une grande précision les images pa-
thologiques des non-pathologiques sur le datasets GIANA.
Les résultats sur CROHN-IPI, le dataset construit en par-
tenariat avec le CHU de Nantes, restent cependant mitigés
du fait du nombre d’images "compliquées" qu’il contient.
L’ajout de nouveaux exemples à cette base de données,
grâce à un outil d’annotation en cours de développement,
devrait permettre au réseau d’assimiler de nouveaux cas et
ainsi d’améliorer les résultats.
Ce travail a également permis d’étudier une première hy-
pothèse de comparaison entre le comportement cognitif hu-
main et celui d’un réseau artificiel au travers de l’étude de
la technique d’exploration du réseau. Bien que les résul-
tats ne permettent pas d’attester des similarités entre eux,
il sera toujours possible d’explorer ces pistes grâce à de
futures expériences.
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