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論文内容の要旨
第1章序飴
ソフトウェア開発を行う際に重要な情報の一つは､考慮下の問題を計井機で解くために､どの程度
の時間がかかるか､また､どの程度のメモリが必要となるか､という情報である｡理論計算機科学の
分野では､上記のような時間的･空間的リソースの量を間虜の複雑さと定義し､それを明らかにする
ことを目標としている｡理論計算機科学の分野においては､計算機で解くべき問題はプール関数とし
て定式化される｡
理論計算機科学の分野において､閉居の複雑さを明らかにしようとする研究の立場は大きく分けて
二つある｡一つは間額を解くために必要となるリソースの十分な量､つまりリソースの丑の上界を明
らかにする立場である｡もう一つは､問題を解くために最低限必要となるリソースの量､つまりリソ
ースの量の下界を明らかにする立場である｡上界と下界が一致すれば､考慮下の問題の複雑さを正確
に求めたこととなるため､問題の複雑さ解明のために小さな上界の導出と大きな下界の導出が求めら
れる｡上界を明らかにする立場であるアルゴリズム理論と比べると､下界を明らかにする征野手法の
ほうが少ないのが実情である｡
最近､量子計算やプール式複雑さの分野において､プール関数の複雑さを下から抑える借を最適値
とするような数理計画開局の設計法が提案され､プール関数の複雑さに対する強力な下界導出法とし
て有望視されている｡しかし､プール関数のクラスに対する漸近的な複雑さの下界を得るには､数理
計画開港の最適値を解析的に求める必要があるため､この手鑑の適用範囲は限定的であった｡そこで
本論文では､求める最適値の下界を与える簡便な指標を新たに尊入することにより､プール関数の複
雑さ評価を容易にする手法を2つ与える｡これらは第3章と第4章に記す｡
また､プール式複雑さの分野においては､プール関数の複雑さを解明すること以外にも､プール関
数を表す長さが最小なプール式､すなわち､最簡なプール式を明らかにすることが重要である｡プー
ル式の複雑さが指数的であるプール関数の存在が示されている一方で､特定のプール関数に対しては
入力変数の3乗程度の下界しか得られていない現状から､全ての最簡な式を求めることは極めて困井
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である｡そこで､第5章では､対象とするプール関数のクラスをある広いクラスに限定し､そのクラ
スに含まれるプール関数に対しては､最簡なプール式を与えることが可能であることを示すo
第2章準備
準備として､決定的質問モデル､量子質問モデル､およびプール式の3つの計算モデルの定義を与
える｡皇子質問モデルについては､その背景知織として量子力学の公理や代表的な量子アルゴリズム
についても示す｡次に､数理計画法を用いた従来の下界導出の枠組みとして､量子敵対者限界､およ
び長方形分割数の定義を与える｡量子敵対者限界は量子質問複雑さとプール式複雑さの両方の下界を
与え､長方形分割数はプール式複雑さのより精密な下界を与える数理計画問題の最適値として､それ
ぞれ定義される｡
第3孝.一回読みプール関数に対する丑子質問複雑さの下界
量子軒算理論における最も大きな裸居は､圭子計算が古典的な計算モデルである決定的計算や確率
的計算に比べてどの程度優れているか､ということを明らかにすることである｡いくつかの特定の問
題に対しては､現在知られている古典的アルゴリズムよりも効率のよい量子アルゴリズムが知られて
いる-方､圭子計算が古典的計算よりもそれほど大きくは優れていないことを示す多くの結果が存在
する｡特に､興味深い結果の多くは質問モデルにおいて示されている｡
任意のプール関数に対して､圭子アルゴリズムが決定的アルゴリズムに比べ二乗を越える速度向上
を達成できるか否かという問題は､皇子質問複雑さにおける重要な未解決問題の一つである｡多くの
研究者は､量子アルゴリズムが決定的アルゴリズムに比べ二乗を越える速度向上を達成できないとい
う否定的な予想である､二乗ギャップ予想を掲げている｡現在のところ､二乗ギャップ予想が成立す
るプール関数のクラスとして知られているのは､一回読み関数と対称関数などがある｡ここで､基底
LAM , OR､ NOTi上のプール式で各変数が-回しか現れないプール式を一回読みプール式と呼び､
それによって表現されるプール関数を一回読み関数と呼んでいる｡ ANDは二変数論理甜関数､ OR仕
こ変数論理和関数､ NOTは-変数論理否定関数である｡
本章では二乗ギャップ予想に対するさらなる証拠を示す｡まず､パリティノード付き一回読み決定
木が計算する任意の関数に対して､二乗ギャップ予想が成立することを示す｡ここで､一回読み決定
木とは各変数が決定木の中に高々-回しか現れない決定木のことである｡また､パリティノードは子
を一つしか持たない特殊な内部頂点であり､パリティノードが根である決定木の計算する関数は､根
につけられたラベルの変数と､根の子の部分木が計算する関数との排他的論理和である｡さらに､パ
リティノード付き一回読み決定木の結果を拡張し､基底を22-仏和, OR, NOT, ⅩOR, MUXiに拡張
した一回読み関数に対しても二乗ギャップ予想が成立することを示す｡ここで､ XORは二変数排他
的論理和関数であり､ MUXはこ入力マルチプレクサ関数である｡ XORとMUXは標準基底tAND, OR,
NOTl上の一回醗みプール式では表現できないので､基底21上の一階読み関数のクラスはtAND, OR,
NOTl上の一回読み関数のクラスを真に含む｡したがって､我々の結果は過去に示されている一回読
み関数に対する結果を拡張した結果といえる｡
本章では､一回読みプール式で表現されるプール関数のクラスに適用可能な､ソフトランクと呼ば
れる指横を導入し､ソフトランクが丑子敵対者限界の精密な下界を与えること､およびソフトランク
の二乗が決定的質問複雑さの上界を与えることを示すことで､二乗ギャップ予想が成立することを示
す｡ソフトランクは､与えられた一回読みプール式のサイズの線形時間で計算できるため､この結果
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はきわめて有用である｡さらに､ソフトランクの定義域を一回読みブール式-と拡張することで､基
底をB = tAND, OR, NOT, ⅩOR, MUXiに拡張した一回読みプール式のクラスにおいても､二乗ギャ
ップ予想が成立することを示す｡
第4章　シングルトン被覆数によるプール式複雑さの下界
ブール式複雑さの下界を得るための一つのアプローチとして､長方形分割数を求める手法がある｡
しかし､長方形分割数は整数計画問題で表現されるため､数値的に求めるのは困難である上に､漸近
的な下界を解析的に求めることも難しい｡本章では､長方形分割数を定義している数理計画問題の条
件を緩和することにより､計算量を著しく改善したシングルトン被覆数と呼ばれる指標を提案し､こ
れを用いて8入力マルチプレクサ関数に対するブール式複雑さの下界を得られることを示す｡得られ
た下界は､量子敵対者限界などの従来手法により得られる下界よりも大きい｡
第5華　最簡なプール式のクラスとそのNPN代表元
本華では､最簡な式のみからなるある大きなクラスCを明示的に構成する､一般的な手法を与える｡
そのようなクラスCを構成する意義は以下の4つである｡
1. Cに含まれるブール式FのサイズがFの表す関数のブール式複雑さを正確に与える.
2.応用分野において､最簡な式は記憶容量を節約するために役立つ｡
3.最簡な式が持つ構造や性質について洞察を得る可能性がある｡
4.回路計算量や決定木複雑さのような他の複雑さの指標とブール式複雑さとの間の関係についての
研究材料が､ Cに含まれるブール式から得られる可能性がある｡
上記の3番目と4番目の意義に対しては､ Cに含まれるブール式を生成し観察する必要があり､
その際には計算機が用いることが考えられる｡しかしながら､同じNPN同値類に属するブール式は
本質的に同じ構造を持つので､それらを全て生成することは明らかに時間の浪費である｡ここで､二
つのプール関数がNPN同値であるとは､入力変数の入れ替え､入力変数の否定､出力の否定を適当
に取ることにより､片方の関数からもう片方の関数-変形できるときをいう｡実際､論理回路や決定
木やBI)I)といった自然な表現モデルにおいては､同じNPN同値類に属するプール関数は本質的に
同じ最簡な表現形を持ち､同じ複雑さを持つ｡よって､ NPN同値類の代表元のみからなる部分クラ
スCを構成することは意義のある目標である｡
本章では､ある基底上の一回読みブール式で表現される関数に着目する｡本研究の出発点は･n変数
パリティ関数PARITYnに対する最簡なブール式に関するKhrapchenkoの結果である｡
Ebapchenkoは､ある整数kに対してn = 2kが成り立っとき､ PARITYnに対する最簡なブール式
を構成し､そのサイズがちょうどn2になることを示した｡ PARImはⅩORを基にした合成関数で
表現でき､よって､基底を伍ORyとした一回読みブール式Fで表現できる｡ mrapehenkoが与えた
最簡なブール式は､ Fに現れるⅩORをⅩORの最簡なブール式で置き換えることによって得られたも
のとみなせる｡一般に一回読みブール式に対するこの性質埠次のように記述できる. Bを任意のブー
ル関数の集合とする.一回読みB式Fが最簡化可能であるとは､ Fに現れる各演算子をその最簡な
式で置き換えることにより､ Fを最簡な式に変換できるときをいう.さらに､基底B上の一回読み
B式のクラスCが最簡化可能であるとは､Cに含まれる各Fが最簡化可能であるときを言うことと
する｡このとき､一回読み式のどのようなクラスが最簡化可能であろうか､という自然な問いが生じ
る｡プール関数の集合Bに対して､一回読みB式をROF(B)と記す｡本論文では､論理式複雑さと
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量子敵対者限界の二乗の値が等しいブール関数からなる任意の基底Bを考え､ ROFO)のある部分ク
ラスCBが最簡化可能であることを示す｡ B = LAND, OR, NOT, ⅩOR, MUXiはそのような基底の-
っである.太章で定義するクラスCBは2k変数パリティ関数を含むので､本章で示す結果は
Ⅹhrapchenkoの結果を拡張した結果である.次に､ ROF但)におけるNPN同値類を考える｡本章
では､以下の二つの性質を持つROF(B)に対する標準形プール式を与える｡
1. ROF但)に属する任意のブール式FJはFとNPN同値な標準形ブール式に効率良く変形できる.
2.異なる標準形プール式はNPN同値ではない｡
よって､標準形がROFO)のNPN同値類の代表元とできるo CBはROF(B)の部分集合であるの
で､上記の標準形ブール式を示せば､それはCBに対する標準形でもある｡
第6章　結論
結論として､本論文のまとめを記す｡
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論文審査結果の要旨
最近､慶子計算や回路計算の分野において､プール関数の複雑さの下界を求める数理計画問題が定式化さ
れ強力な下界酎ti法として有望視されている｡しかし､プール関数の複雑さの下界を得るには､数甥計両
問題の最適値を解析的に求める必要があり､この導出法の適用轍馴ま限定的であった｡著者は､最適値のF
界を与える簡便な掃標を新たに導入して､プール関数の複雑さを容易に評価する手法を2つ与えた｡本論文
はこれらの成果をとりまとめたもので､全編6章からなる｡
第1章は序論である｡
第2帝では輝僻として､本論文で対象とする､決定的質問モデル､量子質問モデル､およびプール式モデ
ルの3つの計算モデルの定義を与えるとともに､量子質問複雑さとプール式複雑さの両方の下界を与える最
適値として量子敵対者限界を定義し､プール式複雑さのより精密な下界を与える最適値として長方形分割数
を定義している｡
第3章では､拡髄された基底上の1蜘読みブール式で表現されるプール関数のクラスに適用可能な､ソフ
トランクと呼ばれる指標を導入し､ソフトランクが亀子敵対者限界の綿密な下界を与えること､およびソフ
トランクの2乗が決定的質問複雑さのと界を与えることを示している｡ソフトランクは､与えられたプール
式のサイズの線形時間で計算できるため､この結果はきわめて有用である｡さらに､本章の結果から､上言己
のプール関数のクラスにおいては､決定的質問複雑さと皇子質問複雑さの間に高々2乗の差しかないことが
導かれる｡これは､皇子計算の分野における蒐要な予想を裏づけるものであり､高く評価できる｡
第4章では､長方形分割数を定義している数理計画問題の制約条件を緩和することにより､シングルトン
披複数と呼ばれる措標を提案し､これを用いて8入力マルチプレクサ関数に対するプール式複雑さの下界を
得ている｡得られた下界は､豊子敵対者限界などの従来手法により得られる下界よりも大きく､本手法の有
効性を示している｡これは優れた結果である｡
第5章では､ある条件を満たす1回読みプール式が､単純な基底変換により標準基底上の最簡形プール式
に変換でき､得られた最簡形ブール式はN PN同値類の代表元になっていることを示している｡このように､
最簡形ブール式で本質的に異なる構造を持つもののみを含むクラスを求めることができる｡この結果は他に
例を見ない独創的なものである｡
第6帝は総論である｡
以上要するに本論文は,解析的あるいは数値的に評価が声易な指標を導入することによって､ブール関数
の複雑さの下界噂出手法の適用範朗を著し<広げたもので､情報科学､特に計算理論の発展に寄与するとこ
ろが少なくない｡
よって､本論文は博士(情報科学)の学位論文として合格と認める｡
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