




In this paper we show that if I is a quasi-Banach operator-ideal with eigenvalue type l1,
then the spectral sum is a trace on that ideal. This is an improvement on the well-known
theorem of Lidskĭı [12], which proves this for the special case of C1, the trace class operators
on Hilbert space. Lidskĭı’s proof proceeds by showing the spectral sum, i.e., the sum of
the eigenvalues, equals the sum of the diagonal elements of a matrix of the operator with
respect to an orthonormal basis. This shows that the spectral sum is linear, and hence
is a trace. Many improvements have been made on this theorem, notably by Leiterer,
Pietsch and König, [10], [16], [8], [9]. A good general reference for this area is the book
by Pietsch [18].
The motivation for this paper was an attempt to build models of analytic multivalued
functions using trace class operators. This follows work by S lodkowski [19], who charac-
terised analytic multivalued functions as the spectrum of an analytic family of operators
on Hilbert space, and the author [24], who showed that analytic multivalued functions can
be used to characterise the behaviour of the spectrum of analytic families of compact oper-
ators. A brief introduction to analytic multivalued (a.m.v.) functions is given in Section 3.
In [19] and [24] the families of operators are produced by appealing to theorems on the
solution of cohomology problems. In [19] this is for Banach bundles and in [24] it is a
Cousin II problem on G× (C∞ \ {0}). However, in this paper these indirect methods are
replaced by explicit solutions to a Cousin II problem with bounds on the size of the solu-
tion given by bounds on the size of the Cousin II data. This explicit construction is due
to Ueda [20] who proves an analytically paramatrized version of the Hadamard theorem
on the existence of entire functions of given growth with prescribed zeros.
The modeling method of Section 4 uses canonical products to give a companion ma-
trix form for the operators. These operators are then shown to define operators which
are in Cp, by estimating the growth of certain entire functions. However, as is usual in
estimates on canonical products of zeros of entire functions, we have to restrict ourselves
to non-integer orders. This means that unfortunately the original question of C1 mod-
els remains unanswered, but many other interesting problems have arisen and have been
solved from this original question and perhaps more will be solved before this question is
finally resolved.
The analyticity of the sum of the summable a.m.v. functions is enough to show that
they have strong forms of isolated zeros and continuation properties, better than those of
general a.m.v. functions. Results of this kind were amongst the first to simplify arguments
about operators by the use of a.m.v. function methods [2], suggesting that a.m.v. functions
are indeed the correct level of abstraction to study the variation of spectrum, particularly
of compact operators. This is the topic of Section 5.
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We end this introduction with some results which will be used later. The two lemmas
give a good indication of the nature of the results of this paper. In what follows we will
denote the set of bounded linear operators between Banach spaces E and F by L(E,F )
and the set of compact operators between them will be denoted K(E,F ). In the case that
E and F are the same space we will write these as L(E) and K(E).
Lemma 1.1. Let G be an open subset of C and f :G → K(H) be a holomorphic
function. Denote by {λk(z)}∞k=1 the eigenvalues of f(z), counted by multiplicity and
arranged in order of decreasing modulus. Then log
∏n
k=1 |λk(z)| is a subharmonic function
for all n.
Proof. Pick r > 0 such that Sp f(z) ∩ {|λ| = r} = ∅ and {|λ| > r} contains exactly
N ≥ n eigenvalues. We have to allow for the possibility that N > n because the circle
{|λ| = r} may contain several distinct eigenvalues or perhaps an eigenvalue of multiplicity
greater than 1. Observe that each symmetric function of the {λk(z)}Nk=1 is holomorphic.






















and each log |gm(z)|1/m is subharmonic, hence so is log
∏n
k=1 |λk(z)|. 
This lemma plays the rôle of Weyl’s inequality in the theory we develop. The next
lemma mimics the results in the theory of symmetrically normed ideals which connect the
s-numbers and the eigenvalues.
Lemma 1.2. Let f be an increasing convex function on (−∞,∞) and let {ak(z)}∞k=1
be functions defined on a domain G which are decreasing for each z and such that
n∑
k=1




f(ak(z)) is a subharmonic function for n = 1, 2, . . . .







ak(z + reiθ) dθ.






















f(ak(z + reiθ)) dθ. 
Corollary 1.3. Let G be an open subset of C and f :G→ K(H) be a holomorphic
function. Denote by {λk(z)}∞k=1 the eigenvalues of f(z), counted by multiplicity and




is a subharmonic function
for all n.
Proof. This is a simple application of Lemma 1.2 with f(t) = ept. 
Finally we state a slight recasting of Lemma 3 from [20] casting it into the notation
of this paper.
Theorem 1.4. Let G be an open subset of C and A be a divisor on G× (C∞ \ {0})
whose support does not meet G×{∞} and let {ak(z)}N(z)k=1 be the set A∩ ({z}× (C\{0})),
counted by multiplicity. If
∑N(z)
k=1 |ak(z)| is convergent and locally bounded on G, then∑∞
k=1 ak(z) is a holomorphic function on G.
Proof. See [20]. 
2. Operator Ideals and Spectral Trace
In order to define a spectral sum for an operator its spectrum must consist of a sequence
which tends to zero rapidly enough that it is summable. We also need to be able to count
points of the spectrum by multiplicity. The most obvious operators which have these
properties are classes of compact operators. However, there is a more general class of
operators which also have these properties, namely the Riesz operators. An operator T ∈
L(X) is a Riesz operator if it is a quasi-nilpotent operator in L(X)/K(X), where L(X)
(K(X)) denotes the (compact) bounded linear operators on the Banach space X. If T
is a Riesz operator with eigenvalues {λk(T )}∞k=1, counted by multiplicity, given by the
dimension of
⋃∞
k=1 Ker(T − λI)k, then the spectral sum is
∑∞
k=1 λk(T ). We also want to
have the idea of a trace defined for our operators, so we need them to form a vector space.
In fact our operators will belong to some quasi-Banach operator ideal I. These are classes
of sets I(E,F ), called the components of I, one for each pair of Banach spaces E, F ,
together with a family of non-negative real-valued functions ‖· | I‖: I(E,F ) → R which
satisfy certain conditions, see [18]. If ‖· | I‖ is a Banach space norm then we shall call I
a Banach operator ideal. We denote I(E,E) by I(E). We shall say the quasi-Banach
operator ideal I has eigenvalue type lr,w if every T ∈ I(E) is a Riesz operator, with
eigenvalues {λn(T )}∞n=1 counted by multiplicity, such that {λn(T )}∞n=1 ∈ lr,w.
In Lidskĭı’s Theorem [12] it is clear what is meant by the sum of the eigenvalues
being a trace. He proves that the sum equals the sum of the diagonal elements of a matrix
representation of the operator. In a general Banach space this approach is not possible and
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we need to define the notion of a trace abstractly. As in the case of operators on Hilbert
space which only have a trace defined if they are in C1, we need to define our trace on a
given operator ideal.
Definition 2.1. Let I be an operator ideal. A trace is a class of C-valued functions,
all of which we write as τ , one for each component I(E) so that:
(T1) τ(e′ ⊗ e) = e′(e) for all e′ ∈ E′ and e ∈ E,
(T2) τ(XT ) = τ(TX) for all T ∈ I(E,F ) and X ∈ L(F,E).
(T3) τ(S + T ) = τ(S) + τ(T ) for all S, T ∈ I(E),
(T4) τ(λT ) = λτ(T ) for all λ ∈ C and T ∈ I(E),
We are now in a position to give the main result of the paper, namely that if the
spectral sum is defined for a quasi-Banach operator ideal then it is always a trace. The
theorem proved has the advantage over other similar results, [9] [16] [10], that it does
not rely on approximation and extension results for traces. The sum of the eigenvalues is
proved to be linear directly. This suggests that this approach will be valuable in many cases
where approximation is the principal obstruction to analysing eigenvalues. Theorem 2.2
and Corollary 2.3 are the solution to Open Problems 15 and 14 of [18].
Theorem 2.2. Let I be a quasi-Banach operator ideal with eigenvalue type l1 and





Then the functions τ define a trace on I.
Proof. In order to prove that the function T 7→ τ(T ) is a trace we have to check (T3)
of Definition 2.1, namely that τ(S + T ) = τ(S) + τ(T ) for all S, T ∈ I(E). The other
conditions are clearly satisfied by τ : a rank 1 operator e′⊗e, (e′ ∈ E′, e ∈ E) has just e′(e)
as a eigenvalue with multiplicity 1, so (T1) holds. The related operators TS and ST
have the same eigenvalues with the same multiplicities as T and S are mutually inverse
isomorphisms between the null spaces of (λI − ST )k and (λI − TS)k for every k ∈ N
and λ ∈ C, hence (T2) holds. Clearly the eigenvalues of λT are the eigenvalues of T
multiplied by λ, hence (T4) holds.
Now we show (T3) holds. Let T and S be two operators from I(E). Note that the
eigenvalues of the family of operator S + λT determine a divisor as in Theorem 1.4. The
eigenvalues of the family of operators S + λT , taken with multiplicity, are in l1 and
∞∑
n=1
|λn(S + λT )| =
∥∥(λn(S + λT )) | l1∥∥ .




n=1 |λn(S + λT )| is bounded on compact sets. Thus by Theorem 1.4
we have that λ 7→ τ(S + λT ) is a holomorphic function. Now we consider the behaviour
of the holomorphic function
f(λ) = τ(S + λT )− τ(S)− λτ(T )
as λ tends to infinity. The homogeneity of τ gives
f(λ) = λτ(S/λ+ T )− τ(S)− λτ(T ).
If we write µ = 1/λ, then τ(µS + T ) is seen to be holomorphic in µ and has the following
power series expansion




















This is clearly bounded as λ tends to infinity. Hence f , being a bounded analytic function,
is constant by Liouville’s Theorem. Equating values at 0 and 1 gives
τ(S + 0T )− τ(S)− 0τ(T ) = τ(S + T )− τ(S)− τ(T ),
which is the desired conclusion, namely
τ(S + T ) = τ(S) + τ(T ). 
By examining the proof one sees that all that is needed is that the spectral sum is
defined and is locally bounded on a complex line. This fact is actually enough to prove that
the sum converges locally uniformly. However, just knowing that the sum converges at
each point would not be enough to deduce that the sum was locally bounded. This is why
we appeal to the Principle of Uniform Boundedness. It should be noted that Theorem 5.4
of [13], which is also a generalisation of Weyl’s inequality also uses entire function theory
methods of a similar nature to those used here to deduce its result, as do many proofs of
Lidskĭı’s Theorem itself.
We now give several examples of such operator ideals. Some of these were already
known to have a spectral trace, others can now be seen to have a spectral trace by the
application of Theorem 2.2. The first two of these quasi-Banach operator ideals are L(a)1 and
L(x)1 . These are the ideals of operators which have respectively summable approximation
numbers and Weyl numbers. The approximation numbers {an}∞n=1 are defined for T ∈
L(E,F ) by an(T ) = inf{‖T −A‖:F ∈ L(E,F ), rank(A) < n}. The Weyl numbers are
defined by xn(T ) = sup{an(TX):X ∈ L(l2, E), ‖X‖ ≤ 1}. These share a special property:
if T ∈ L(E,E) is in either of these ideals then the eigenvalues of T , counted by multiplicity,
are summable. This follows from Pietsch’s generalisation [15] of the multiplicative Weyl
inequality [23] together with the fact that the two operator ideals above consist of Riesz
operators [15], shows that all the operators in these ideals have summable eigenvalues. In
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the case of L(a)1 it is relatively easy to show that the spectral sum is a trace [8], since all
operators in L(a)1 can be approximated by finite rank operators for which it is easy to see
the spectral trace is linear. However, for L(x)1 the situation is somewhat different. It is
unknown whether the finite rank operators are dense and so this method of showing the
spectral sum is a trace is not open to us and we must appeal to result above. The next
examples are defined via the class Bp of absolutely p-summing operators. These ideals
have eigenvalue type l2 for 1 ≤ p ≤ 2 and eigenvalue type p for p ≥ 2 and so cannot
have spectral traces. However, we can use them to define other ideals. For A and B
quasi-Banach operator ideals we define
A ◦B(E,F ) = {ST :S ∈ A(E,G), T ∈ B(G,F ) for some Banach space G}.
Then A ◦ B is a quasi-Banach operator ideal, where the norm is inf{‖S | A‖ ‖T | B‖}
over all representations. We also define An+1 = An ◦ A. The ideal (B2)2 is of uniform
eigenvalue type l1 and is approximative and so was already known to have a spectral
trace [9]. However (B3)3 is not known to be approximative and so the question as to
whether it had a spectral trace was open.
Corollary 2.3. The operator ideals L(x)1 and (B3)3 have a spectral trace.
Proof. Both L(x)1 and (B3)3 are operator ideals with eigenvalue type l1 [10],[7],[17],
so the result follows from Theorem 2.2. 
3. A Brief Introduction to Analytic Multivalued Functions
The purpose of this section is to provide enough of the basic theory of a.m.v. functions to
make this paper comprehensible to those who are not familiar with the idea of analytic
multivalued functions. We do not use many of the properties of these functions, those
who wish to read more on the subject should see [1]. Analytic multivalued functions
are a systematic method for using the theory of several complex variables, in particular
plurisubharmonic functions, in the study of the variation of the spectrum of operators.
Let G be an open subset of C and κ(C) be the set of non-empty compact subsets of C.
A function K:G→ κ(C) is called upper semicontinuous (u.s.c.) if for every open subset U
of C the set {z:K(z) ⊆ U} is an open set. The graph of such a set-valued function is
defined as
graph(K) = {(z, λ) ∈ G× C:λ ∈ K(z)}.
We denote the restriction of K to a subset G1 of G by K | G1.
Definition 3.1. Let G be an open subset of C, and let K:G → κ(C) be upper
semicontinuous. We say that K is an analytic multivalued (a.m.v.) function if for any
open subset G1 of G, and any plurisubharmonic function ψ defined on a neighbourhood
of graph(K | G1), if
φ(z) = sup{ψ(z, λ):λ ∈ K(z)} (z ∈ G1),
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then φ:G1 → [−∞,∞) is subharmonic.
A general a.m.v. function behaves like a subharmonic function. For example, the set-
valued function K(z) = {w ∈ C: |w| ≤ ρ(z)} is an a.m.v function if and only if log ρ(z) is a
subharmonic function. However, there is a general principle which states that the smaller
the sets K(z) are, the more holomorphic the behaviour of the a.m.v. function becomes.
In the extreme case when K(z) = {f(z)} for some function f , then this function must be
a holomorphic function. This result is of more use than may at first appear, because of
another result [25] which tells us: if K is an a.m.v. function defined on G, a connected
open set of C and for some open subset U of C we have K(z) ∩ ∂U = ∅ for all z ∈ G,
then K(z) ∩ U is an a.m.v. function or is empty. This tell us that the components of an
a.m.v. function are a.m.v. functions, in particular isolated points vary holomorphically.
The a.m.v. functions which are of most interest to us here are those whose values
consist of sequences tending to zero, so are the spectra of some holomorphic family of
compact operators [24]. These a.m.v. functions have properties more like holomorphic
functions. Smaller than these functions are the a.m.v. functions which have values which
are finite sets. It can easily be shown [1] that they have a graph which is defined by the
zero set of a monic polynomial, of the appropriate degree, with holomorphic coefficients.
By writing down a companion matrix using this polynomial one can produce a holomorphic
matrix-valued function whose spectrum is the a.m.v. function. Thus finite a.m.v. functions
have finite dimensional models.
Theorem 3.2. Let G be an open subset of C and K:G→ κ(C) be an a.m.v. function.
If the set K(z) consists of a sequence which tends to zero for each z in G, then we can
define a multiplicity to each point of K(z) \ {0}, so that if {λk(z)}∞k=1 is the sequence of
values of K(z) counted by multiplicity and arranged in order of decreasing modulus, then
log
∏n
k=1 |λk(z)| is a subharmonic function for all n.
Proof. First we indicate how the multiplicity is defined. For each z0 ∈ G and λ0 ∈
K(z0) \ {0}, we choose a radius r > 0, so that K(z0) ∩ {λ: |λ− λ0| < 2r} = {λ0}. By
the upper semi-continuity of K there is a neighbourhood of z0 where K does not meet
{λ: |λ− λ0| = r}. On this neighbourhood K1(z) = K(z) ∩ {λ: |λ− λ0| < r} is a finite
a.m.v. function. The multiplicity of λ0 at z0 is lim supz→z0 #K1(z), where #K1(z) is
number of points in K1(z).
Now we prove that the function is subharmonic in a neighbourhood of an arbitrary
point z0 ∈ G. For a given n, we use the construction above to produce a finite a.m.v. func-
tion L which has λ0 in its value at z0. This finite a.m.v. function has a matrix-valued
function which has L as its spectrum [1]. We can now apply Lemma 1.1. But clearly K
and L have the same n largest values and so we have shown that log
∏n
k=1 |λk| is subhar-
monic near z0. Finally, being subharmonic is a local property and so we are done. 
Note that an analytic multivalued function whose values consist of null sequences
determines Cousin II data, that is a divisor, on G × (C∞ \ {0}). Equally given such a
divisor we can define an analytic multivalued function. This fact allows us to make use of
Theorem 1.4.
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4. Models of Analytic Multivalued Functions
By a model of an a.m.v. function K:U → κ(C) we mean a holomorphic function f :U →
L(H) such that K(z) = Sp f(z). We shall be considering functions f which take values
in K(H) and in other Schatten-von Neumann classes.
The key to the construction of compact models is the following lemma, which appears
in [24].
Lemma 4.1. Let Tf be the operator defined by
Tf =











where the sn tend to zero and {an/(s1 . . . sn−1)}∞n=1 ∈ l2. Then Tf is a compact operator







Proof. This is a simple calculation, the details of which are in [24]. 
Note that Tf is a rank 1 perturbation of a weighted shift. It is easy to calculate
the approximation numbers of this weighted shift, they are just {sn}∞n=1. The opera-
tor Tf will lie in a given ideal Cp if {sn}∞n=1 is in the Lorentz space lp. The model of an
a.m.v. function z 7→ K(z) is built from a holomorphic family of these operators by allowing
the {an}∞n=1 to be holomorphic functions of z. Thus if we can show that there is a choice
of {sn}∞n=1 for which Lemma 4.1 holds uniformly in z then we will have constructed the
model. This is the aim of the rest of this section. First we shall construct f , then we shall
show that its coefficients have the required growth property for us to construct the {sn}∞n=1.
If {λn}∞n=1 is a sequence in lp, then the infinite product D(p)(w) =
∏∞
n=1G(p;wλn) con-





. The function G(p;w) is called a pth





is uniformly absolutely convergent in z, then so is the product D(p)(w)(z). We shall now
prove that this is the case when {λn}∞n=1 are the values of an a.m.v function with p-
summable values. In fact we will show something a little more general. If K:G→ κ(C) is
an a.m.v. function such that the set K(z) consists of a sequence which tends to zero for
each z in G and {λk(z)}∞k=1 is the sequence of values of K(z) counted by multiplicity and
arranged in order of decreasing modulus, then we will denoted the n-th element of this
series by λn(K).
Theorem 4.2. Let G be an open subset of C and K:G→ κ(C) be an a.m.v. function
such that the set K(z) consists of a sequence which, counted by multiplicity, is in lr,w for
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each z in G and such that the lr,w-norms are locally bounded. Then for any compact
subset K ⊂ G, there is an lr,w sequence sn for which |λn(K(z))| ≤ sn for all z in K.
Proof. It suffices to prove the theorem when G is the unit disc and C is a closed disc
of radius r, B(0; r) for r < 1, because we can cover any compact set by finitely many
translates of such closed discs scaled in such a fashion as to be inside G and so the closed
discs cover K. If we take the pointwise maximum of these sequences then this will lie
in lr,w and dominate all the a.m.v. function’s values.
In the case of a disc we argue as in the proof of Harnack’s Inequality. By Lemma 1.1
we know that log
∏n



















∣∣λk(Reiθ)∣∣)w/n dθ2π (|z| ≤ r.)
This is shows us that the |λk(z)| are uniformly dominated by some sequence, namely


































The previous inequality is where much of the work hides in this proof. It is the regularity











We are now in a position to see that an a.m.v. function which has p-summable values
has a graph determined by a canonical product and that this product is a holomorphic
function of the two variables.
Lemma 4.3. Let P be an integer (P > 0) and let K:G→ κ(C) be an a.m.v. function
with values consisting on sequences which are in lp, (P − 1 < p ≤ P ) and are locally norm
bounded. Then











is a holomorphic function and graph(K) = {(z, 1/w) ∈ G× C:F (z, w) = 0} ∪ (C× {0}).
Proof. As in Theorem 1.4 we note that
∑∞
k=1 λk(K(z))
N is holomorphic for all N ≥ P .
The coefficients of w are functions of these sums. It is clear that the graph is the zero set
of the canonical product. 
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Even though Lemma 4.3 tells us that the function we need to construct the companion
matrix model of the a.m.v. function is holomorphic, it does not tell us how to find the
{sn}∞n=1 which will ensure that the model lies in the correct ideal. In order to check this
we need to estimate the coefficients of the canonical products. These calculations are just
a parametrised version of Valiron’s method using Newton’s polygon [21], [22]. We begin
with a brief description of this and define some terms.
The central idea in Valiron’s method is to relate the growth of the Taylor coefficients
to that of the function. It is easy to use Cauchy’s formula to get estimates on their
growth, but it turns out that the coefficients themselves can be too ‘gappy’ to give a
good indication of the growth of the function. To get over this problem one introduces
the rectified ratio of coefficients. The construction is given below, but essentially they are
the largest numbers Rn such that |an| ≤ 1/(R1 . . . Rn) for all n, where an are the Taylor
coefficients. The construction shows that there is a largest set of such numbers and also
gives us a handle on their distribution.
We begin by constructing a polygon corresponding to the given entire function. Its
co-ordinates are given by (n,− log |an|) where an is the nth Taylor coefficient. Then one
constructs a Newton’s polygon below the graph. This is the largest convex polygonal
graph lying below it. We denote the value of the maximum term of the power series
on |z| = r by m(r) and its rank by N(r). Surprisingly these numbers have geometrical
interpretations which connect them. The value of N(r) is the largest value of n for which
a line of gradient log r is tangent to our new polygon. We now introduce names for
the gradients of arcs of this polygon by setting Rn = exp(Gn − Gn−1) where Gn is the
ordinate of the point with abscissa n. This number Rn is called the rectified ratio of an
and an−1. Another way to think of N(r) is that it gives the distribution of the Rn in the
same way that n(r), by definition, gives the distribution of the zeros of f(z). We have








R1 · · ·RN(r)
)






so we can estimate the distribution of the Rn by the growth of f . In fact, much more than
this is true, but as we have no need of it we just refer the reader to [21], [22] for more
details.
Theorem 4.4. Let K:G → κ(C) be an a.m.v. function with values consisting of
sequences in lp which are locally bounded. Let




be the canonical product of order P = bpc defined in Lemma 4.3 and {Rk(z)}∞k=1 be the
rectified ratio of the coefficients. Then the functions
1/Gn(z) = − log
n∏
k=1
Rk(z) k = 1, 2, . . . and hence
n∑
k=1
1/Rk(z) k = 1, 2, . . .
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are subharmonic.
Proof. Since the canonical product is a holomorphic function of both z and w, the
coefficients an(z) are holomorphic functions and the values log |an(z)| are subharmonic.
Now the first function is obtained by taking the supremum of a family of convex combina-
tions of the log |an(z)|, and so satisfies the integral inequality. We need only check upper
semi-continuity. The power series has an infinite radius of convergence, so it follows from
Cauchy’s integral formula that the Taylor coefficients tend locally uniformly to zero. So
we know that the − log |an(z)| must actually lie above any line through the origin for z
in any compact set and large enough n, hence locally the first function depends only on
a finite number of the an. Hence the supremum is actually a maximum and the upper
semi-continuity is proven. So far we have shown that the log of the product of the first n of
the 1/Rk is subharmonic. That the second sum is subharmonic follows from Corollary 1.3.

We know of course that at each point the 1/Rn are pth power summable provided
that the roots are, and that p is not an integer; this is the content of Valiron’s paper [21].
The uniform estimate will follow once we check that the sums are bounded.






Proof. Just as for the pointwise estimate, we write the sum in terms of the distribution





dt = logm(r) ≤ logM(r).






(1 + r |λn|)
where Ap = 3e(2 + log p)
holds at each point [11]. It has already been shown in Theorem 4.2 that there is an
lp sequence sn dominating the |λn(z)| on compacta. Since the R.H.S. is convex following
the substitution of exp(t), this is smaller than the same function with the sn substituted [6].



























and, as we are about to show, the integral converges so both sides tend to zero. We now

































































The sum is finite, because this is how we constructed the si, and the integral is convergent,
because it is just an elliptic integral and equals π/ sin(p− P + 1)π, which certainly shows
that this method will not give us a result for integral p. This bound is valid on the given
compact set. 
All the required lemmas are now in place and we can finally deduce the required
bounds for non-integer p.
Theorem 4.6. Let K:G → κ(C) be an a.m.v. function with values consisting of
sequences in lp which are locally bounded. Let U be a relatively compact subset of G. Then
there is a holomorphic family of operators with values in Cp, such that K(z) = Sp f(z)
for z ∈ U .
Proof. Since the values of K consist of sequences in lp we know that {1/Rn(z)}∞n=1
are pth power summable for each z and that the partial sums
∑k
n=1 log(1/Rn(z)) are
subharmonic. Using the same method as in Theorem 4.2, we see that the 1/Rn(z) are
uniformly bounded on any compact set by a sequence in lp. The method of Theorem 4.2
is valid in this case because all we used about the {|λn(z)|}∞n=1 was that the geometric
mean of the first n is subharmonic. This is true for the {1/Rn(z)}∞n=1 as we have just
shown that the log of the geometric mean is subharmonic. We now use Theorem 4.1
to produce the operators with the required spectrum and s-numbers. Noting |an(z)| ≤
1/(R1(z)R2(z) · · ·Rn(z)) we choose the {sn} to be the dominating sequence constructed
above. 
5. Continuation Theorems for Analytic Multivalued Functions
In general a.m.v. functions have very poor continuation properties. This should not be
too surprising as a general a.m.v. function behaves more like a subharmonic function than
a holomorphic one. However, the smaller the value of the a.m.v. function the better
the continuation properties. As we have already mentioned, an a.m.v. function taking a
single point as its value is a holomorphic function, and these have very good continuation
properties. The a.m.v. function we have been considering have properties more analogous
to those of holomorphic functions. As usual we prove the continuation results as corollaries
to results on isolated zeros.
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Theorem 5.1. Let G be a domain and let K,L:G→ κ(C) be a.m.v. functions with
values consisting of sequences in lp which are locally bounded. Then {z:K(z) = L(z)} is
either the whole of G or a discrete set in G.







holomorphic functions of z. Furthermore, whenever K(z) = L(z) these functions are equal.
Hence, by the usual principle of isolated singularities this either happens on a discrete set
or for all z. If equality holds only on a discrete set then K(z) = L(z) can only hold on a
discrete set in G. If equality holds for all P then we will show that K(z) = L(z) for all z.








n for all integers P greater than some number,
then the sets {λn}∞n=1 and {µn}∞n=1 are the same. Applying this to {λn(K(z))}∞n=1 and
{λn(L(z))}∞n=1 gives the result. 
Corollary 5.2. Let G be a domain and let K,L:G→ κ(C) be a.m.v. functions with
values consisting of sequences in lp which are locally bounded. Then {z:K(z) ⊆ L(z)} is
either the whole of G or a discrete set in G.
Proof. The map z 7→ K(z) ∪L(z) is a a.m.v. function and L(z) = K(z) ∪L(z) if and
only if K(z) ⊆ L(z). So the result follows by applying Theorem 5.1 to L(z) and K(z)∪L(z).

As a special case of Theorem 5.1 we have that an lp-valued a.m.v. function can only
be equal to {0} on a discrete or on the whole domain. It would be interesting to know if
the same is true of a.m.v. functions whose values form c0 sequences, or what is the same,
in view of [24], if a holomorphic function f :G → K(H) has a Volterra operator as its
value on a set which accumulates in G, is every value a Volterra operator?
The author would like to thank T.J.Ransford and B.A.Taylor for their help in the
preparation of this paper and it particular for bringing the paper [20] to my attention.
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