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CALCUL DES OPE´RATEURS DE HECKE SUR LES CLASSES
D’ISOMORPHISME DE RE´SEAUX PAIRS DE DE´TERMINANT 2 EN
DIMENSION 23 ET 25.
THOMAS ME´GARBANE´
Re´sume´. Dans cet article, nous calculons l’ope´rateur de Hecke T2 associe´ aux 2-voisins
de Kneser de´fini sur les classes d’isomorphisme des re´seaux pairs de de´terminant 2 en
dimension 23 et 25. Graˆce aux re´sultats de [43], on en de´duit l’expression de nombreux
autres ope´rateurs de Hecke. Ceci nous permet de de´terminer pour tout p premier le graphe
de Kneser associe´ aux p-voisins des re´seaux de dimension 23 ou 25. Nos re´sultats per-
mettent aussi d’ame´liorer la Conjecture de Harder, et de de´montrer de nombreuses autres
congruences faisant intervenir les parame`tres de Satake des repre´sentations automorphes
des groupes line´aires de´couvertes par Chenevier et Renard.
1. Introduction.
Fixons n ≡ 0,±1 mod 8 un entier strictement positif, et conside´rons un espace euclidien
V de dimension n. On de´finit l’ensemble Ln des re´seaux pairs L ⊂ V tels que det(L) = 1 si
n est pair, et det(L) = 2 sinon. L’ensemble Ln est muni d’une action du groupe orthogonal
euclidien O(V ) ≃ On(R), et on note Xn = O(V ) \ Ln.
Suivant Kneser, si l’on se donne A un groupe abe´lien fini, on dit que les re´seaux L1, L2 ∈
Ln sont des A-voisins si :
L1/(L1 ∩ L2) ≃ L2/(L1 ∩ L2) ≃ A.
On parle plus simplement des d-voisins lorsque A = Z/dZ : c’est le cas qui nous inte´resse
le plus. Une fois un re´seau L ∈ Ln donne´, il est facile de construire tous ses d-voisins, comme
rappele´ a` la proposition 2.2.2.
Cette notion de A-voisin, et plus particulie`rement celle de p-voisins (pour p un nombre
premier), nous permet de de´finir a` n fixe´ un endomorphisme Tp sur le Z-module libre Z[Xn]
engendre´ par Xn. On le de´finit par Tp(L) =
∑
L′, la somme portant sur les p-voisins L′ de
L, et L (respectivement L′) de´signant la classe dans Xn de L (respectivement L′).
L’e´tude de l’endomorphisme Tp ∈ End(Z[Xn]) passe par la compre´hension de l’ensemble
Xn.
Lorsque n ≤ 9, on sait d’apre`s Mordell (pour n = 8) et par exemple d’apre`s Conway-
Sloane [22] (pour n ∈ {1, 7, 9}) que |Xn| = 1, et l’ope´rateur Tp n’est pas tre`s pertinent.
Lorsque n ∈ {15, 16, 17}, les ensembles Xn ont e´te´ de´termine´s par Witt (pour n = 16) et
Conway-Sloane (pour n = 15, 17). Suivant les re´sultats de Chenevier-Lannes [17], l’ope´rateur
Tp se de´duit de l’e´tude des formes modulaires paraboliques pour SL2(Z). La connaissance
de Tp est e´quivalente a` la donne´e, pour tous L,L
′ ∈ Ln, du nombre de p-voisins de L
isomorphes a` L′. Ces quantite´s font intervenir des polynoˆmes en p ainsi que le p-e`me terme
du q-de´veloppement des formes modulaires normalise´es paraboliques pour SL2(Z) de poids
12 ou de poids 16. Pour une e´tude de´taille´e, nous renvoyons a` [17, ch. I, The´ore`me A] lorsque
n = 16, et a` [17, Annexe B, §5] lorsque n = 15, 17.
Lorsque n ∈ {23, 24, 25}, la classification des e´le´ments de Xn est le produit des travaux
de Niemeier (pour n = 24, ce qui donne aussi la classification pour n = 23) et de Borcherds
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(pour n = 25). On prendra bien garde au fait que |X23| = 32, |X24| = 24 et |X25| = 121, et
il est facile de se tromper sur les indices qui interviennent dans la suite.
Si les ensembles X23,X24 et X25 sont plus ou moins bien connus, il n’y a que pour n = 24
que des ope´rateurs Tp ∈ End(Z[Xn]) ont e´te´ de´termine´s. Le calcul de l’ope´rateur T2 sur
Z[X24] re´sulte des travaux de Borcherds [5] [22], repris ensuite par Nebe-Venkov dans [50].
L’e´tude faite par Chenevier-Lannes dans [17] repose sur la codiagonalisation des ope´rateurs
Tp ∈ End(Z[X24]), et permet d’en de´duire pour p ≤ 113 l’ope´rateur Tp sur Z[X24]. Ils
utilisent pour cela que les valeurs propres de l’ope´rateur T2 sont toutes distinctes, et la
diagonalisation de T2 fournit une base de codiagonalisation pour tous les Tp.
Le premier but de notre travail est de de´terminer un maximum d’ope´rateurs Tp pour
n = 23 et n = 25.
Notre point de de´part est la de´termination de l’ope´rateur T2 lorsque n = 23 et n = 25,
ce qui fait l’objet du paragraphe 3.
Au paragraphe 3.1, on e´tudie les ensembles X23 et X25. On e´tudie le roˆle fondamental
que jouent les syste`mes de racines des re´seaux de L23 et L25 dans la compre´hension de X23
et X25, de´taille´ a` la proposition 3.1.1, et certainement de´ja` connu de Borcherds : si n = 23
ou 25, deux re´seaux L1, L2 ∈ Ln sont isomorphes si, et seulement si, leurs syste`mes de
racines R(L1), R(L2) sont isomorphes. On posse`de un re´sultat analogue lorsque n = 24, qui
se de´duit des travaux de Niemeier [52] et Venkov [67].
Au paragraphe 3.2, on explique comment de´terminer la classe d’un re´seau L′ ∈ Ln dans
Xn, ou` les donne´es sont les suivantes : on posse`de un re´seau L ∈ Ln (de´fini par une Z-
base), et L′ est un 2-voisin de L (de´termine´ suivant la construction de [17, Annexe B,
propositions 3.3 et 3.4] par un vecteur isotrope non-nul de L/2L). L’algorithme pre´sente´
dans ce paragraphe nous rend une Z-base de L′, ainsi que sa classe d’isomorphisme dans
Xn.
Au paragraphe 3.3, on de´taille l’algorithme permettant de calculer T2 sur X23 et X25. Il
se de´duit directement des paragraphes pre´ce´dents : il suffit de parcourir, une fois donne´s des
re´seaux L1, . . . , Lk ∈ Ln d’images distinctes dans Xn (avec |Xn| = k) tous leurs 2-voisins, et
d’en de´terminer les classes d’isomorphisme. La connexite´ du graphe de Kneser Kn(2) facilite
grandement notre taˆche. Il suffit de conside´rer un e´le´ment quelconque de Ln, et de parcourir
ses 2-voisins. En re´ite´rant ce proce´de´ aux 2-voisins des re´seaux ainsi construits, on arrive a`
parcourir tous les e´le´ments de Xn. On construit ainsi une famille (L1, . . . , Lk) satisfaisant
les conditions ci-dessus, a` l’aide uniquement de la donne´e d’un e´le´ment de Ln quelconque.
Au final, nous obtenons les matrices de T2 sur Z[X23] et Z[X25], exprime´es dans les base
de Z[X23] et Z[X25] correspondant respectivement a` la nume´rotation des tables 2 et 3. Ces
matrices sont donne´es dans [44]. Notons au passage que cette meˆme me´thode permettrait
aussi de recalculer la matrice de T2 sur Z[X24].
A` n fixe´, la codiagonalisation sur C des ope´rateurs de Hecke (et donc de leurs matrices
associe´es) permet de de´crire les matrices des ope´rateurs Tp pour p suffisamment petit, ce
que l’on pre´sente au paragraphe 4.1.
La me´thode qu’on utilise est la meˆme que celle de´ja` utilise´e par Chenevier-Lannes [17]
en dimension 24. L’ope´rateur T2 a ses valeurs propres deux a` deux distinctes, et est connu
explicitement. On posse`de ainsi une base de diagonalisation de T2, qui est aussi une base de
codiagonalisation pour tous les ope´rateurs Tp, vus comme des endomorphismes de C[Xn].
Il suffit ensuite d’exprimer les valeurs propres associe´es a` cette base de diagonalisation, ce
qui se de´duit des re´sultats de Chenevier-Lannes [17, Table C.7] et de Chenevier-Renard [18,
Appendix D], et que l’on de´taille aux propositions 4.1.2 et 4.1.3.
Suivant les notations de [18] ou [17], notons Π⊥alg(PGLm) l’ensemble des classes d’isomor-
phisme de repre´sentations automorphes cuspidales autoduales de GLm sur Q, telles que pip
est non ramifie´e pour tout p, et que pi∞ est alge´brique re´gulie`re. Alors les valeurs propres
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de l’ope´rateur Tp sur Z[Xn] s’expriment graˆce a` la trace du p-e`me parame`tre de Satake
d’e´le´ments de Π⊥alg(PGLm), avec m ∈ {2, 3, 4} pour n = 23 et m ∈ {2, 3, 4, 6} pour n = 25.
Pour m = 2 ou 3, ces quantite´s sont bien connues pour tout p premier, et se de´duisent des
coefficients du q-de´veloppement des formes modulaires pour SL2(Z) de poids ≤ 23. Pour
m = 4 et n = 23, ces quantite´s sont bien connues pour p ≤ 113, puisqu’elles s’expriment
graˆce aux coefficients τj,k(p) qui ont e´te´ calcule´s par Chenevier-Lannes [17]. Enfin, pour
m = 4 ou 6, et n = 25, ces quantite´s ont e´te´ calcule´es dans [43] pour p ≤ 67.
Nos re´sultats permettent ainsi d’expliciter de nombreux ope´rateurs Tp sur Z[Xn], et on
a le the´ore`me suivant :
The´ore`me 1.0.1. Pour n = 23 et p ≤ 113, ou n = 25 et p ≤ 67, l’endomorphisme
Tp ∈ End(Z[Xn]) est donne´ dans [44].
Une premie`re application de nos re´sultats est la de´termination, pour n = 23 et p ≤ 113,
ou n = 25 et p ≤ 67, du graphe Kn(p), de´fini au paragraphe 2.2. Rappelons que le graphe de
Kneser Kn(p) est de´fini comme le graphe dont les sommets sont les e´le´ments de Xn, et dont
les areˆtes sont les {L1, L2} pour L1, L2 ∈ Ln des p-voisins. Au paragraphe 4.1, on de´montre
que l’on a le the´ore`me suivant :
The´ore`me 1.0.2. Soit p un nombre premier :
(i) Le graphe K23(p) est complet si, et seulement si, p ≥ 23.
(ii) Le graphe K25(p) est complet si, et seulement si, p ≥ 67.
Ainsi, nos re´sultats permettent de de´terminer pour tout p premier les graphes K23(p) et
K25(p).
Une deuxie`me application de nos re´sultats provient de l’e´tude de la base de codiagonali-
sation des ope´rateurs de Hecke trouve´e graˆce aux vecteurs propres de T2, ce qui fait l’objet
du paragraphe 4.3.
Une telle e´tude permet dans un premier temps de rede´montrer la “Conjecture de Harder”
[34], de´ja` de´montre´e dans [17, Introduction, The´ore`me I] par une e´tude des ope´rateurs Tp
sur Z[X24]. Mieux : on l’ame´liore ici sous la forme du the´ore`me suivant, ou` les notations
sont celles du paragraphe 2.3 :
The´ore`me 1.0.3. Pour tout nombre premier p, on a la congruence :
D21,5(p) ≡ D21(p) + p13 + p8 mod 9840.
De plus, cette congruence est optimale, dans le sens ou` on ne peut pas remplacer 9840
par un de ses multiples : on a D21(p) + p
13 + p8 −D21,5(p) = 9840 pour p = 2.
Suivant la meˆme me´thode, on de´montre de nombreuses autres congruences qui sont pre´-
sente´es en de´tail au paragraphe 4.3. De meˆme que pour la congruence pre´ce´dente, certaines
des congruences expose´es avaient de´ja` e´te´ de´montre´es dans [17]. La de´monstration qu’on en
fait ici est plus facile pour la raison suivante. Dans [17], l’e´tude des valeurs propres de Tp
permettait d’obtenir des “multiplications par (p + 1)” des congruences cherche´es, et le fait
de “diviser par (p + 1)” pose proble`me lorsque (p + 1) n’est pas premier au module de la
congruence. Ici, on obtient directement les congruences cherche´es, ou des “multiplications
par p” de ces congruences, et le fait de “diviser par p” est beaucoup plus facile (car il suffit
d’e´valuer la congruence pour p divisant le module de la congruence).
Au final, nous de´montrons e´galement le the´ore`me suivant :
The´ore`me 1.0.4. Pour tout nombre premier p, les congruences suivantes sont ve´rifie´es :
(i) D19,7(p) ≡ D19(p) + p6 + p13 mod 8712 ;
(ii) D21,5(p) ≡ D21(p) + p8 + p13 mod 9840 ;
(iii) D21,9(p) ≡ (1 + p6)D15(p) mod 12696 ;
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(iv) D21,9(p) ≡ D21(p) + p6 + p15 mod 31200 ;
(v) D21,13(p) ≡ (1 + p4)D17(p) mod 8736 ;
(vi) D21,13(p) ≡ D21(p) + p4 + p17 mod 10920 ;
(vii) D23,7(p) ≡ (1 + p8)D15(p) mod 8972 ;
(viii) D23,13,5(p) ≡ D23,13(p) + p9 + p14 mod 5472 ;
(ix) D23,15,7(p) ≡ (1 + p4)D19(p) + p8 + p15 mod 2184 ;
(x) D23,15,7(p) ≡ D23,7(p) + p4D15(p) mod 5856 ;
(xi) D23,17,9(p) ≡ D23,9(p) + p3D17(p) mod 2976 ;
(xii) D23,19,3(p) ≡ (1 + p2)D21(p) + p10 + p13 mod 7872 ;
(xiii) D23,19,11(p) ≡ (1 + p2)D21(p) + p6 + p17 mod 16224.
De plus, mis a` part les points (vi), (vii), (xi) et (xiii), les congruences ci-dessus sont
optimales, dans le sens ou` le module qui intervient ne peut pas eˆtre remplace´ par un de ses
multiples.
Notons au passage que la congruence (viii) avait de´ja` e´te´ conjecture´e dans [4, §6, Example
3]. On la de´montre sous la forme d’un re´sultat plus fort que dans [4], et on ve´rifie que ce
re´sultat est optimal.
Enfin, nos re´sultats valident dans certains cas particuliers une conjecture de Gan-Gross-
Prasad, expose´e en conclusion de [53, Classical groups, the local case]. Cette dernie`re stipule
que les parame`tres standards des repre´sentations pi, pi′ de SOm,SOm−1 de´terminent entie`re-
ment si, et seulement si, pi′ est une restriction de pi. On donne plus en de´tail au paragraphe
4.4 ce crite`re sur les parame`tres standards de pi et pi′.
Nos re´sultats permettent de de´terminer, lorsque pi ∈ Πdisc(O24) et pi′ ∈ Πcusp(SO23), ou
lorsque pi′ ∈ Πcusp(SO25) et pi ∈ Πdisc(O24), si pi′ est une restriction de pi. Les parame`tres
standards de telles repre´sentations ont e´te´ de´termine´s dans [17, Table C.7] pour les e´le´ments
de Πcusp(SO23), [17, Table C.5] pour les e´le´ments de Πdisc(O24) et [18, Appendix D] pour
les e´le´ments de Πcusp(SO25).
Prasad et Chenevier avaient re´alise´ une inspection des parame`tres standards des e´le´ments
de Πcusp(SO23), Πdisc(O24) et Πcusp(SO25). Ils avaient alors remarque´ que, en se donnant
pi ∈ Πdisc(O24) (respectivement pi ∈ Πcusp(SO25)), le sous-ensemble Π′ ⊂ Πcusp(SO23) (res-
pectivement Π′ ⊂ Πdisc(O24)) dont les e´le´ments satisfont la conjecture de Gan-Gross-Prasad
est non vide. Nos re´sultats vont dans le sens de cette constatation, puisque l’on a en fait
l’e´galite´ Π′ = Res(pi). On en de´duit le the´ore`me suivant :
The´ore`me 1.0.5. La conjecture de Gan-Gross-Prasad est bien ve´rifie´e lorsque pi ∈ Πdisc(O24)
et pi′ ∈ Πcusp(SO23), ou lorsque pi′ ∈ Πcusp(SO25) et pi ∈ Πdisc(O24).
Cet article a e´te´ e´crit dans le cadre de ma the`se sous la direction de Gae¨tan Chenevier,
que je remercie pour les discussions utiles que nous avons pu avoir. Je remercie aussi Jean
Lannes, qui a montre´ beaucoup d’inte´reˆt pour mes re´sultats, et avec qui j’ai pu e´galement
beaucoup e´changer.
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2. Re´sultats pre´liminaires et notations.
Dans toute la suite, on se place dans un espace euclidien V de dimension n, muni de son
produit scalaire x · y, et on note q : V → R, x 7→ x·x2 la forme quadratique associe´e. On
conside`rera souvent le cas ou` V = Rn, muni de sa structure euclidienne, avec pour base
canonique associe´e (ei)i∈{1,...,n}. On notera alors (xi) · (yi) =
∑
i xiyi le produit scalaire
usuel.
2.1. Les re´seaux de Rn.
De´finition 2.1.1 (Re´seaux entiers et pairs). Soit L ⊂ V un re´seau. On dit que L est entier
si :
(∀x, y ∈ L) x · y ∈ Z.
Si l’on se donne un re´seau L ⊂ V entier, il est dit pair si :
(∀x ∈ L) x · x ∈ 2Z.
De´finition 2.1.2 (Dual et re´sidu d’un re´seau). Soit L ⊂ V un re´seau. On de´finit L♯ le dual
de L par :
L♯ = {y ∈ V |(∀x ∈ L) y · x ∈ Z}.
En particulier, L est entier si, et seulement si, L ⊂ L♯. Dans ce cas on de´finit le re´sidu
de L comme le quotient :
re´sL = L♯/L.
Ce quotient est muni d’une forme quadratique re´sL→ Q/Z de´finie par x 7→ q(x) mod Z
appele´e forme d’enlacement.
De´finition 2.1.3 (De´terminant d’un re´seau). Soit L un re´seau entier. On note det(L) son
de´terminant, qui est encore le de´terminant de la matrice de Gram d’une base quelconque de
L. On a la relation bien connue :
det(L) = |re´sL|.
De´finition 2.1.4 (Racines d’un re´seau). Soit L ⊂ V un re´seau entier. On de´finit le syste`me
de racines de L comme l’ensemble R(L) (qui est fini, et e´ventuellement vide) :
R(L) = {x ∈ L|x · x = 2}.
C’est un syste`me de racines du R-espace vectoriel qu’il engendre au sens de [10, ch. VI,
§1.1, de´finition 1], ce qui justifie la terminologie (c’est meˆme un syste`me de racines de type
ADE).
Proposition-De´finition 2.1.5 (Racines positives et racines simples). Soient R un syste`me
de racines de V , et D un demi-espace. On suppose que l’hyperplan H = D∩(−D) ne contient
aucun e´le´ment de R. On de´finit alors R+ = D ∩R comme l’ensemble des racines positives
de R associe´ a` D.
L’ensemble B(R+) = {α ∈ R+|α ne peut pas s’e´crire α = α1 + α2 pour α1, α2 ∈ R+}
ve´rifie que tout e´le´ment de R est combinaison line´aire a` coefficients entiers de meˆme signe
de B(R+). L’ensemble B(R+) est appele´ le syste`me de racines simples de R associe´ a` R+
De´monstration. Le seul point a` ve´rifier est que tout e´le´ment de R est combinaison line´aire a`
coefficients entiers de meˆme signe de B(R+), ce qui provient de [10, ch. VI, the´ore`me 3]. 
Les syste`mes de racines de re´seaux pairs sont toujours isomorphes a` des unions disjointes
des syste`mes de racines des re´seaux An,Dn,E8,E7,E6 que l’on de´crit ci-dessous.
An : On pose An = {(xi) ∈ Zn+1|
∑
i xi = 0}. On a An = R(An) = {±(ei − ej)|i 6= j}.
Dn : On pose Dn = {(xi) ∈ Zn|
∑
i xi ≡ 0 mod 2}. On aDn = R(Dn) = {±ei±ej|i 6= j}.
E8 : On pose E8 = D8 + Z · e, avec e = 12(1, . . . , 1). On a E8 = R(E8) = R(D8) ∪{
(xi) =
1
2(±1, . . . ,±1)|
∏
i xi > 0
}
.
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E7 : On pose E7 = e
⊥∩E8 = {(xi) ∈ E8|
∑
i xi = 0}. On a E7 = R(E7) = e⊥∩R(E8) =
R(A7) ∪
{
(xi) =
1
2(±1, . . . ,±1)|
∑
i xi = 0
}
.
E6 : On pose E6 = (e7 + e8)
⊥ ∩ E7. On a E6 = R(E6) = (e7 + e8)⊥ ∩R(E7).
Suivant ces notations, on a les isomorphismes : D1 ≃ A1, D2 ≃ (A1)2 et D3 ≃ A3, donc
on n’utilisera la notation Dn que pour n ≥ 4.
De plus, les syste`mes de racines An (n ≥ 1), Dn (n ≥ 4), E8, E7 et E6 sont deux-a`-deux
non isomorphes, et ce sont (a` isomorphisme pre`s) les seuls syste`mes de racines irre´ductibles
de type ADE (au sens de [10, ch. VI, §1]).
De´finition 2.1.6 (Les ensembles Ln et Xn). Soit n ≡ 0,±1 mod 8. On de´finit Ln comme
l’ensemble des re´seaux pairs L ⊂ V tels que det(L) = 1 si n est pair et det(L) = 2 sinon.
A` n fixe´, le groupe orthogonal euclidien On(R) agit naturellement sur l’ensemble Ln, et
on note Xn l’ensemble des classes d’isomorphisme des e´le´ments de Ln, qui est un ensemble
fini.
On rappelle que Ln est non vide pour n ≡ 0,±1 mod 8. Par exemple, suivant les notations
pre´ce´dentes, Ln contient :
- le re´seau E
(n−7)/8
8 ⊕ E7 si n ≡ −1 mod 8 ;
- le re´seau E
n/8
8 si n ≡ 0 mod 8 ;
- le re´seau E
(n−1)/8
8 ⊕A1 si n ≡ 1 mod 8.
Lemme 2.1.7. Soient L ⊂ V un re´seau pair, et R = R(L) son syste`me de racines. Si l’on
posse`de R+ ⊂ R un syste`me de racines positives, et que l’on note ρ = 12
∑
α∈R+ α, alors le
syste`me de racines simples associe´ a` R+ est donne´ par : {α ∈ R+ |α · ρ = 1}.
De´monstration. De´coule directement de [10, ch.VI, proposition 29]. 
Lemme 2.1.8. Soient R un syste`me de racine irre´ductible de type ADE, et r ∈ R. Alors
R ∩ r⊥ est un syste`me de racine (e´ventuellement vide) donne´ par la table suivante :
R R ∩ r⊥
An (n ≤ 2) ∅
An (n ≥ 3) An−2
Dn (n ≥ 4) Dn−2
∐
A1
E8 E7
E7 D6
E6 A5
De´monstration. Le groupe de Weyl de R agit transitivement sur l’ensemble des e´le´ments
de R. La classe d’isomorphisme de R ∩ r⊥ ne de´pend donc uniquement de la classe d’iso-
morphisme de R, et non de la racine r choisie. Il suffit donc de ve´rifier le tableau pour
les re´seaux An,Dn,E8,E7 et E6 de´crits pre´ce´demment, en prenant une racine quelconque
r ∈ R, ce que l’on fait facilement a` la main. 
Lemme 2.1.9. Soit n ≥ 1 et L ⊂ V un re´seau pair. Si l’on se donne r ∈ R(L), alors
L′ = L ∩ r⊥ est un sous-Z-module de rang n − 1 de L, et c’est un re´seau pair de l’espace
V ∩ r⊥. De plus, le syste`me de racines de L′ est donne´ par : R(L′) = R(L) ∩ r⊥. En
particulier, la classe d’isomorphisme de R(L′) ne de´pend que de R(L) et de la composante
irre´ductible de R(L) contenant r, et elle se de´duit du lemme 2.1.8.
De´monstration. On conside`re la de´composition en composantes irre´ductibles du syste`me de
racines R(L) :
R(L) ≃
∐
i
Ri
ou` les Ri sont des syste`mes de racines irre´ductibles de type ADE (dont certains peuvent
eˆtre e´gaux).
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Si l’on se donne r ∈ Rj, alors par de´finition on a :
∐
i 6=j Rj ⊂ r⊥. Ainsi, le syste`me de
racines de L′ = L∩r⊥ ve´rifie : R(L′) ≃
(∐
i 6=j Rj
)∐(
Rj ∩ r⊥
)
, et la classe d’isomorphisme
de Rj ∩ r⊥ est donne´e par le lemme pre´ce´dent. 
2.2. Les ope´rateurs de Hecke et les A-voisins. Commenc¸ons par rappeler la de´finition
des A-voisins :
Proposition-De´finition 2.2.1 (Les A-voisins). Soient A un groupe abe´lien fini, et L1, L2
deux e´le´ments de Ln. Les conditions suivantes sont e´quivalentes :
(i) Le quotient L1/(L1 ∩ L2) est isomorphe a` A.
(ii) Le quotient L2/(L1 ∩ L2) est isomorphe a` A.
Si ces conditions sont ve´rifie´es, on dit que L1 et L2 sont des A-voisins, ou que L2 est un
A-voisin de L1.
De´monstration. Voir [17, ch.III, §1] et [17, Annexe B,§3] selon la parite´ de n. 
Dans le cas particulier ou` A est de la forme Z/dZ, on parlera de d-voisin : c’est ce cas
qui nous inte´ressera plus particulie`rement. Il est alors facile de construire l’ensemble des
d-voisins d’un re´seau L donne´ :
Proposition 2.2.2. Soient L ∈ Ln et d ∈ N∗. On note CL(Z/dZ) l’ensemble des droites
isotropes de L/dL (ou` on entend par droite un Z/d-module libre de dimension 1). Alors les
d-voisins de L sont en bijection naturelle avec les points de la quadrique CL(Z/dZ) comme
suit.
Donnons-nous x une droite isotrope de L/dL et v ∈ L dont l’image dans L/dL engendre
x ve´rifiant v · v ≡ 0 mod 2d2, et notons M l’image re´ciproque de x⊥ par l’homomorphisme
L→ L/dL. Alors le re´seau M +Z vd est un d-voisin de L ne de´pendant que de x : on le note
L′(x).
L’application x 7→ L′(x) est une bijection entre CL(Z/dZ) et l’ensemble Voisd(L) des
d-voisins de L. Le re´seau L′(x) sera appele´ le d-voisin de L associe´ a` x
De´monstration. Voir [17, ch. III, §1] et [17, Annexe B, §3] selon la parite´ de n. 
Proposition-De´finition 2.2.3. Soient n ≡ 0,±1 mod 8, et L ∈ Ln. Alors le cardinal de
la quadrique CL(Z/dZ) ne de´pend que de n et de d, et on le notera cn(d).
En particulier, pour p premier, on a le re´sultat suivant :
cn(p) =
{ ∑n−2
i=1 p
i + p
n
2
−1 si n est pair ;∑n−2
i=1 p
i si n est impair.
Le calcul de cn(d) pour d ∈ Z quelconque se de´duit des constatations suivantes :
(i) cn(d1 d2) = cn(d1) cn(d2) si d1 et d2 sont premiers entre eux ;
(ii) cn(p
k) = p(k−1)(n−2) cn(p) pour p premier et k ∈ N.
De´monstration. Le calcul de cn(p) pour p premier se de´duit de [17, ch. III] et [17, Annexe
B] selon la parite´ de n.
Le point (i) se de´duit de la bijection entre L/d1d2L et L/d1L× L/d2L et du lemme des
restes chinois.
Le point (ii) se de´duit de la surjection CL(Z/p
kZ)։ CL(Z/p
k−1Z). Si l’on se donne une
droite isotrope x ∈ CL(Z/pk−1Z) engendre´ par un vecteur v ∈ L \ pL, la fibre au dessus
de x est un espace affine dirige´ par v⊥/Fpv, ou` v⊥ = {w ∈ L/pL | (v · w) ≡ 0 mod p}. En
particulier, ces fibres sont toutes de cardinal pn−2, et une re´currence sur k donne le re´sultat
cherche´. 
Notons Z[Xn] le Z-module libre engendre´ par l’ensemble Xn. On de´finit sur Z[Xn] les
endomorphismes suivants :
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De´finition 2.2.4 (Les ope´rateurs de Hecke). Si L ∈ Ln, on note L sa classe dans Xn. On
note de plus VoisA(L) l’ensemble des A-voisins de L, et pour tout e´le´ment L
′ ∈ VoisA(L),
on note L′ sa classe dans Xn.
L’ope´rateur de Hecke TA est l’endomorphisme de Z[Xn] de´fini par :
TA(L) =
∑
L′∈VoisA(L)
L′,
pour tout re´seau L ∈ Ln.
Posons N = |Xn|, et donnons-nous L1, . . . , LN ∈ Ln d’image deux-a`-deux distinctes
L1, . . . , LN dans Xn. D’apre`s la de´finition pre´ce´dente, si l’on note TA = ti,j ∈ MN (Z) la
matrice de TA dans la base L1, . . . , LN , alors le coefficient ti,j est le nombre de A-voisins de
Lj isomorphes a` Li.
Pour simplifier, on notera Td = TZ/dZ. En particulier, si l’on note Td = (ti,j) la matrice
de Td dans la base L1, . . . , LN (suivant les notations pre´ce´dentes), alors on a :
(∀ j ∈ {1, . . . , N})
∑
i
ti,j = cn(d).
De´finition 2.2.5 (Le graphe de Kneser). Soient p un nombre premier, et n ≡ 0,±1 mod 8.
Le graphe des p-voisins Kn(p) est le graphe de´fini de la manie`re suivante :
- l’ensemble des sommets est l’ensemble Xn ;
- l’ensemble des areˆtes est l’ensemble des {L1, L2}, pour L1, L2 ∈ Ln des p-voisins (ou`
pour i = 1, 2 on de´signe par Li la classe de Li dans Xn).
Proposition 2.2.6. Le graphe de Kn(p) est connexe pour tout n et pour tout p.
De´monstration. Le cas ou` n est pair est de´montre´ dans [17, ch. III, The´ore`me 1.12]. Le cas
ou` n est impair se traite exactement de la meˆme manie`re. 
Les ope´rateurs de Hecke TA participent a` la notion plus ge´ne´rale d’anneau de Hecke d’un
sche´ma en groupes affine sur Z de type fini. Si l’on se donne G un tel sche´ma en groupe, on
peut lui associer son anneau de Hecke de´fini comme suit :
De´finition 2.2.7 (L’anneau des ope´rateurs de Hecke). Soit Γ un groupe, et soit X un Γ-
ensemble transitif. On de´finit l’anneau des ope´rateurs de Hecke de X comme le sous-anneau
H(X) ⊂ EndZ(Z[X]) des endomorphismes commutant a` l’action de Γ.
De´finition 2.2.8 (L’anneau de Hecke d’un sche´ma en groupe). Soit G sche´ma en groupes
affine sur Z de type fini. Si l’on note P l’ensemble des nombres premiers, on note Ẑ =∏
p∈P Zp, et Af = Q⊗Ẑ l’anneau des ade`les finis de Q. On de´finit alors le G(Af )-ensemble :
R(G) = G(Af )/G(Ẑ). L’anneau de Hecke de G est alors de´fini comme :
H(G) = H(R(G))
ou` G(Af ) joue le roˆle de Γ dans la de´finition pre´ce´dente.
En particulier, on s’inte´ressera aux cas ou` G = On ou G = SOn, de´finis comme suit :
De´finition 2.2.9. Si on se donne L0 un e´le´ment de Ln, on de´finit On le sche´ma en groupes
affine sur Z associe´ a` la forme quadratique L0 → Z, x 7→ q(x). Il s’agit de l’objet note´ OL0
dans [17, ch. II, §1]. On de´finit de meˆme SOn ⊂ On (introduit aussi dans dans [17, ch. II,
§1]). Les sche´mas On et SOn ainsi de´finis sont des sche´ma en groupes affine sur Z de type
fini (ce dernier e´tant meˆme re´ductif).
Les anneaux de Hecke H(On) ⊂ H(SOn) sont alors bien de´finis. Conside´rons G = On, et
donnons-nous L0 ∈ Ln. Alors l’ensemble R(G) s’identifie a` l’ensemble des re´seaux de L0⊗Q
qui sont dans Ln. Cette identification permet de voir les ope´rateurs de Hecke TA introduits
pre´ce´demment comme des e´le´ments de l’alge`bre de Hecke H(G). On a alors la proposition
suivante :
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Proposition 2.2.10. Soient n ≡ 0,±1 mod 8, et G = On. Alors :
(i) Les ope´rateurs de Hecke TA associe´s aux A-voisins forment une Z-base de l’anneau
de Hecke H(G).
(ii) L’anneau H(G) est commutatif.
De´monstration. Voir [17, ch. IV, §2.6]. 
2.3. La parame´trisation de Langlands-Satake. Dans toute la suite, G de´signera un
sche´ma en groupe affine sur Z de type fini et semi-simple. Notons Ĝ son dual au sens
de Langlands. C’est un C-groupe re´ductif dont la donne´e radicielle est duale a` celle de
G(C), suivant Borel [9] et Springer [62] par exemple. Notons de plus ĝ l’alge`bre de Lie
complexe de Ĝ, et Ĝ(C)ss et ĝ(C)ss les classes de Ĝ(C)-conjugaison d’e´le´ments semi-simples
respectivement de Ĝ(C) et ĝ(C).
A` la manie`re de [17, ch. IV, §3.2], on note Π(G) l’ensemble des classes d’isomorphisme
de repre´sentations unitaires irre´ductibles pi de G(A) telles que pip est non ramifie´e pour
tout p premier. Nous noterons e´galement Πcusp(G) et Πdisc(G) respectivement l’ensemble
des repre´sentations automorphes cuspidales et l’ensemble des repre´sentations automorphes
discre`tes de G, suivant les notations de [17] et [18].
On de´signe par P l’ensemble des nombres premiers, et on de´finit X (Ĝ) l’ensemble des
familles (cv)v∈P∪{∞}, ou` c∞ ∈ ĝss et cp ∈ Ĝ(C)ss pour tout p ∈ P . Suivant Langlands dans
[40], on dispose d’une application canonique c : Π(G) → X (Ĝ), pi 7→ (cv(pi)). L’e´le´ment
c∞(pi) est appele´ le caracte`re infinite´simal de pi. Lorsque G = PGLn, auquel cas on a
Ĝ = SLn(C), les valeurs propres du caracte`re infinite´simal de pi sont bien de´finies et sont
appele´es les poids de pi.
Si l’on posse`de r : Ĝ→ SLn une C-repre´sentation, celle-ci induit une application X (Ĝ)→
X (SLn), (cv) 7→ (r(cv)). Pour pi ∈ Π(G), on note ψ(pi, r) = r(c(pi)) : c’est un e´le´ment de
X (SLn) qu’on appelle le parame`tre de Langlands du couple (pi, r).
En pratique, on conside´rera le cas ou` G est le groupe SOn, et Ĝ est donc un groupe de la
forme SOm ou Sp2m. On utilisera alors le parame`tre de Langlands du couple (pi,St), ou` St
de´signe la repre´sentation standard de Ĝ, et on parlera alors du parame`tre standard de pi.
Soit k ∈ N∗. Pour tout i ∈ {1, . . . , k}, donnons-nous ni, di ∈ N∗ et pii ∈ Πcusp(PGLni) tels
que
∑
i nidi = n. On dispose alors d’un e´le´ment de X (SLn), note´ ⊕ipii[di] dans [17] ou [18].
Par de´finition, les parame`tres de Langlands de ⊕ipii[di] satisfont les e´galite´s suivantes :
(∀ v ∈ P ∪ {∞}) cv(⊕ipii[di]) =
⊕
i
cv(pii)⊗ Symdi−1(ev)
ou` e∞ =
(−12 0
0 12
)
et ep =
(
p−
1
2 0
0 p
1
2
)
.
A` la manie`re de [17, Ch. VI, §4] on note XAL(SLn) l’ensemble des e´le´ments de la forme
⊕ipii[di], suivant ces notations. Avec ce formalisme, la conjecture d’Arthur-Langlands [40]
[2] se formule facilement (voir [17, ch. VI, §4, Conjecture 4.6]). Lorsque G = SOn et que
l’on conside`re la repre´sentation standard de Ĝ, cette conjecture a e´te´ ve´rifie´e par Ta¨ıbi
[64], dont les re´sultats reposent sur les travaux d’Arthur [2], ainsi que sur ceux de Kaletha
[37] et Arancibia-Moeglin-Renard [1]. Ainsi, le parame`tre standard d’une repre´sentation
pi ∈ Πdisc(SOn) est un e´le´ment de XAL(SLn).
Si l’on se donne pi ∈ Πdisc(SOn), alors on posse`de une e´galite´ de la forme ψ(pi,St) =⊕
i pii[di]. On de´finit les poids de pi comme les valeurs propres du caracte`re infinite´simal
de ψ(pi,St). Une e´tude de ce caracte`re infinite´simal nous dit que les pii pre´ce´dents sont des
e´le´ments de Π⊥alg(PGLni) (suivant les notations de [17] ou [18] de´ja` expose´es en introduction).
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Enfin, nous adopterons les notations suivantes. Conside´rons n ∈ {1, 2, 3}, et w1 > · · · >
wn > 0 des entiers de meˆme parite´. Si l’on de´signe Π l’ensemble des e´le´ments de Π
⊥
alg(PGL2n)
de poids l’ensemble {±w12 , . . . ,±wn2 }. L’ensemble Π est fini. Notons m son cardinal. On note
∆w1,...,wn son unique e´le´ment lorsque m = 1, et ∆
m
w1,...,wn n’importe lequel de ses e´le´ments
sinon. Lorsque m = 1, on de´finit la fonction Dw1,...,wn(p) = p
w1
2 Trace (cp(∆w1,...,wn)|VSt). Si
m > 1, on de´finit l’ensemble de fonctions Dmw1,...,wn(p) = {p
w1
2 Trace
(
cp(∆
m
w1,...,wn)|VSt
)}.
Lorsque n = 1, les fonctions Dmw1 se comprennent bien a` l’aide des formes modulaires
pour SL2(Z). Par exemple, on peut conside´rer les cas ou` w1 ∈ {11, 15, 17, 19, 21} (aux-
quels cas m = 1 suivant les notations pre´ce´dentes). Notons τw1+1(n) le n-e`me terme du
q-de´veloppement de l’unique forme modulaire normalise´e de poids w1 + 1 pour SL2(Z).
Alors on a pour tout p premier l’e´galite´ : τw1+1(p) = Dw1(p).
On conside´rera aussi le cas w1 = 23 (auquel cas m = 2). Notons Ek la se´rie d’Eisenstein
normalise´e de poids k, et ∆ = 11728 (E
3
4 −E26) la fonction de Jacobi. Alors les fonctions ∆E34
et ∆E26 forment une base de l’espace des formes modulaires paraboliques de poids 24. On
de´finit les fonctions τ±24(n) comme e´tant le n-e`me terme du q-de´veloppement de la forme
modulaire parabolique normalise´e de poids 24 suivante :
131±√144169
144
∆E34 +
13∓√144169
144
∆E26.
Alors on a pour tout p premier l’e´galite´ : D223(p) = {τ+24(p), τ−24(p)}.
Lorsque n = 2, les fonctions Dmw1,w2 se comprennent graˆce aux formes modulaires de Siegel
de genre 2. Dans la suite, on conside´rera les cas ou` (w1, w2) ∈ {(19, 7), (21, 5), (21, 9), (21, 13),
(23, 7), (23, 9), (23, 13)}, auxquels cas m = 1. En reprenant les notations de [17, Introduc-
tion], on a pour tout nombre premier p et tout couple (w1, w2) dans l’ensemble pre´ce´dent
l’e´galite´ : τ
w2−1,w1−w2+42
(p) = Dw1,w2(p).
On utilisera notamment la proposition suivante :
Proposition 2.3.1 (Les ine´galite´s de Ramanujan). Soient n ∈ {1, 2, 3}, w1 > · · · >
wn > 0 des entiers de meˆme parite´, Π l’ensemble des e´le´ments de Π
⊥
alg(PGL2n) de poids
{±w12 , . . . ,±wn2 }, avec m = |Π|, et p un nombre premier.
Si m = 1, alors : |Dw1,...,wn(p)| ≤ 2n p
w1
2 .
Si m > 1, alors : (∀D ∈ Dmw1,...,wn(p))|D| ≤ 2n p
w1
2 .
De´monstration. D’apre`s [20], [61], [12], [16] et [19], si l’on se donne ∆ ∈ Π, alors ∆ satisfait
la conjecture de Ramanujan. Ainsi, les valeurs propres de cp(∆) sont toutes de module 1,
et donc |Trace(cp(∆)|St)| ≤ 2n, puis |p
w1
2 Trace(cp(∆)|St)| ≤ 2n p
w1
2 , qui est l’ine´galite´
cherche´e. 
3. Calcul de la matrice de T2 sur Z[Xn] pour n = 23 ou 25.
3.1. L’e´tude des syste`mes de racines d’e´le´ments de Xn. La proposition suivante e´tait
probablement de´ja` connue de Borcherds :
Proposition 3.1.1. Soient n = 23 ou 25, et L1, L2 ∈ Ln. Pour i = 1, 2, on note Ri = R(Li)
le syste`me de racines de Li. Alors on a l’e´quivalence :
L1 ≃ L2 ⇔ R1 ≃ R2
De´monstration. L’implication L1 ≃ L2 ⇒ R1 ≃ R2 est e´vidente. Il suffit donc de montrer
que L1 6≃ L2 ⇒ R1 6≃ R2, c’est-a`-dire que deux e´le´ments non isomorphes de Ln ont des
syste`mes de racines non-isomorphes, ce qui se fait par inspection selon la valeur de n.
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Si n = 23 : d’apre`s [17, Annexe B], on sait construire X23 a` l’aide de X24 comme suit. Si
on se donne P ∈ L24 qui n’est pas isomorphe au re´seau de Leech, et r ∈ R(P ), alors le re´seau
L = P ∩ r⊥ est un e´le´ment de L23, et les classes d’isomorphisme de re´seaux ainsi obtenus
de´crivent tout X23. Pour i = 1, 2, donnons-nous Pi ∈ L24 et ri ∈ R(Pi), et notons Ri la
composante irre´ductible de R(Pi) a` laquelle appartient ri et notons Li = Pi ∩ r⊥i ∈ L23 :
alors les re´seaux L1 et L2 sont isomorphes si, et seulement si, les couples (P1, R1) et (P2, R2)
sont isomorphes (d’apre`s [17, Annexe B, prop. 2.6]).
Il suffit donc de regarder pour chaque e´le´ment de X23 ainsi ge´ne´re´ si les classes d’isomor-
phisme des syste`mes de racines sont deux-a`-deux distincts. On de´termine ces syste`mes de
racines graˆce aux lemmes pre´ce´dents, que l’on donne dans le table 1, ou` les notations sont
les suivantes : P est un e´le´ment de L24 qui n’est pas isomorphe au re´seau de Leech (dont
la classe d’isomorphisme est entie`rement de´termine´e par celle de son syste`me de racines
R(P )), r est un e´le´ment de R(P ) appartement a` la composante irre´ductible R, L = P ∩ r⊥
est l’e´le´ment de L23 qui nous inte´resse, et R(L) est son syste`me de racines.
L’inspection de la table 1 montre bien le re´sultat cherche´, a` savoir que deux e´le´ments non
isomorphes de L23 ont des syste`mes de racines non isomorphes.
Si n = 25 : on renvoie a` [6] pour la liste des classes d’isomorphisme des e´le´ments de L25
et a` leur syste`mes de racines. Une inspection rapide montre que l’on a bien l’e´quivalence
cherche´e. 
3.2. De´termination de la classe d’isomorphisme d’un 2-voisin d’un e´le´ment de
Ln. D’apre`s la proposition 3.1.1, la table 1 (pour n = 23) et les re´sultats de Borcherds [6]
(pour n = 25) nous permettent de de´terminer la classe dans Xn d’un e´le´ment de Ln graˆce
a` son syste`me de racines. Cependant, de´terminer la classe d’isomorphisme d’un syste`me de
racine peut s’ave´rer long sur le plan algorithmique. En pratique, on utilisera la proposition
suivante :
Proposition 3.2.1. On fixe n = 23 ou 25. Soient L ∈ Ln et R(L) son syste`me de ra-
cines. Soient {α1, . . . , αk} un ensemble de racines simples de R(L), et A = (αi · αj) =
(ai,j) ∈ Mk(Z) la matrice de Gram associe´e. Pour l ∈ Z, on de´finit les entiers : nl =∣∣∣{i ∈ {1, . . . , l} | ∑j ai,j = l}∣∣∣, qui ne de´pendent que de la classe L de L dans Xn. De meˆme,
les quantite´s |R(L)| et det(A) ne de´pendent que de L.
On de´finit alors les applications Φn : Ln → N6 et Φn : Xn → N6 par :
Φn(L) = Φn(L) = (|R(L)|, n2, n1, n0, n−1,det(A)).
L’application Φn ainsi de´finie est injective sur Xn.
De´monstration. Par de´finition du syste`me de racines R(L) d’un re´seau L, il est imme´diat
que e´le´ments isomorphes de Ln ont meˆme image par Φn, ce qui prouve que Φn est bien
de´finie.
Pour l’injectivite´ de Φn, il suffit de ve´rifier que deux e´le´ments distincts dans Xn ont des
images distinctes par Φn, ce qui se fait facilement a` la main (comme on connaˆıt de´ja` les
classes d’isomorphisme des syste`mes de racines de tous les e´le´ments de Xn). Les tables 2 et
3 donnent pour tout e´le´ment Li de Xn la classe Ri du syste`me de racines de Li, ainsi que
l’image φi de Li par Φn. 
Notons que les quantite´s n2, n1, n0, n−1 se comprennent tre`s bien graˆce au diagramme
de Dynkin de R(L). Il s’agit respectivement du nombre de sommet posse´dant aucun, un,
deux ou trois sommets qui lui sont connexes. L’inte´reˆt de la de´finition des nl donne´e a` la
proposition 3.2.1 est qu’elle indique la manie`re dont on les calcule dans nos algorithmes.
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D’apre`s les propositions 3.1.1 et 3.2.1, pour de´terminer la classe d’isomorphisme d’un
e´le´ment de Ln, il suffit de de´terminer son image par Φn. On souhaite donc de´terminer
l’image par Φn d’un 2-voisin d’un re´seau L. On utilise pour cela le lemme suivant :
Lemme 3.2.2. On fixe n = 23 ou 25. Donnons-nous L ∈ Ln, et conside´rons x la droite
isotrope de L/2L engendre´e par v ∈ L. On note Lx le 2-voisin de L associe´ a` la droite x
suivant [17, ch.III, proposition 1.4]. On suppose enfin que l’on posse`de une base {a1, . . . , an}
de L.
Si l’on se donne j ∈ {1, . . . , n} tel que (aj · v) ≡ 1 mod 2, alors la famille :
{(aj · v) ai − (ai · v) aj |i ∈ {1, . . . , n} ∪ {2 ai|i ∈ {1, . . . , n}} ∪
{
1
2
(
v − (v · v)
2
aj
)}
engendre Z-line´airement Lx.
De´monstration. On reprend la construction faite dans [17]. Le re´seau Lx est engendre´ par
le re´seau M (ou` M est l’image re´ciproque de x⊥ par la projection L → L/2L) et par le
vecteur 12v
′ (ou` v′ est un e´le´ment de L ve´rifiant (v′ · v′) ≡ 0 mod 8, dont l’image dans L/2L
engendre x).
Le premier point a` ve´rifier est l’existence de l’entier j du lemme. Celle-ci provient de la
non-de´ge´ne´rescence du produit scalaire sur L, et le fait que v /∈ 2L (comme v engendre x).
Il suffit ensuite de constater que l’image de la famille {(aj · v) ai − (ai · v) aj |i ∈ {1, . . . , n}}
par la projection L → L/2L engendre bien bien x⊥ (et donc que {2 ai|i ∈ {1, . . . , n}} ∪
{(aj · v) ai − (ai · v) aj |i ∈ {1, . . . , n}} engendre bien M), et que le vecteur v′ = v − (v·v)2 aj
satisfait bien les conditions voulues, ce que l’on ve´rifie facilement. 
Donnons nous {a1, . . . , an} une base d’un re´seau L ∈ Ln, ainsi qu’une droite isotrope
x ∈ CL(F2) engendre´ par un vecteur v ∈ L. Si l’on note Lx le 2-voisin de L associe´ a` x,
alors l’algorithme qui donne Φn(Lx) se fait selon les e´tapes suivantes :
Premie`re e´tape : graˆce au lemme 3.2.2, on posse`de une famille Z-ge´ne´ratrice de Lx.
Deuxie`me e´tape : la fonction qflll de PARI nous donne, a` partir de la famille ge´ne´ratrice
pre´ce´dente, une base {b1, . . . , bn} de Lx, ainsi que la matrice de Gram associe´e B˜ = (bi ·bj)i,j.
Troisie`me e´tape : graˆce a` la base {bi} et a` la matrice B˜, la fonction qfminim de PARI
nous donne l’ensemble R des racines de Lx, ainsi qu’un syste`me R
+ de racines positives.
Quatrie`me e´tape : en posant ρ = 12
∑
β∈R+ β, on de´duit le syste`me de racines simples
suivant {β1, . . . , βk} = {β ∈ R+|(ρ · β) = 1}, ainsi que la matrice de Cartan associe´e
B = (βi · βj)i,j .
Cinquie`me e´tape : graˆce au cardinal de R ainsi qu’a` la matrice B, on de´duit Φn(Lx).
3.3. Pre´sentation de l’algorithme de calcul de la matrice de T2 sur Z[Xn]. On
aura besoin de parcourir, pour L ∈ Ln, tous les e´le´ments de CL(F2), ce que l’on fera a` l’aide
d’une Z-base a1, . . . , an de L et du lemme e´vident suivant :
Lemme 3.3.1. Soient L ∈ Ln, et a1, . . . , an une Z-base arbitraire de L. On de´finit l’en-
semble Vn(a1, . . . , an) = {(v1, . . . , vn) ∈ {0, 1}n \ {0} | q (
∑
k vk ak) ≡ 0 mod 2}. Alors l’ap-
plication :
Vn(a1, . . . , an) → CL(F2)
(v1, . . . , vn) 7→ vectZ/2(
∑
k vk ak)
,
est une bijection.
3.3.1. L’algorithme de calcul de la matrice de T2 sur Z[X23]. Notons R1, . . . , R32 les classes
d’isomorphisme des syste`mes de racines des e´le´ments de L23 (suivant la nume´rotation de la
table 2). Pour i ∈ {1, . . . , 32}, on pose de plus φi l’image par Φ23 (introduit a` la proposition
3.2.1) d’un re´seau L ∈ L23 tel que R(L) ≃ Ri, et on note Li la classe de L dans X23. On
donne dans la table 2 la nume´rotation choisie pour les e´le´ments de X23, en donnant les
valeurs de Ri et de φi en fonction de i.
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On souhaite de´terminer la matrice T23 ∈ M32(Z) de l’ope´rateur T2 sur Z[X23] dans la
base (L1, . . . , L32). Pour cela, on cherche pour tout i ∈ {1, . . . , 32} un re´seau L ∈ L23 tel que
R(L) ≃ Ri, et on le munit d’une base a1, . . . , a23 (en pratique, il s’agira de la base fournie
par la fonction qflll de PARI). On construit ensuite tous les e´le´ments x ∈ CL(F2) (graˆce au
lemme 3.3.1), et pour chaque x on de´termine la classe d’isomorphisme du 2-voisin Lx de L
associe´ a` x (graˆce a` l’algorithme de´crit au paragraphe 3.2).
Soulignons qu’il n’est pas e´vident pour tout i de construire un re´seau de la forme pre´ce´-
dente. Cependant, la connexite´ du graphe de Kneser K23(2) (d’apre`s la proposition 2.2.6)
nous dit qu’il suffit en fait d’avoir un seul re´seau L ∈ L23. En effet, en parcourant les
2-voisins de L, on parcourra des e´le´ments de L23 correspondant a` d’autres classes d’isomor-
phisme dans X23. En re´pe´tant le processus, on parcourra toutes les classes d’isomorphisme
de X23, comme le graphe K23(2) est connexe.
Le re´seau que l’on a utilise´ comme point de de´part est donne´ par le lemme suivant :
Lemme 3.3.2. On se place dans R24 muni de sa base canonique (ei), et on conside`re le
re´seau M engendre´ par : {ei ± ei+1 | 1 ≤ i ≤ 21} ∪ {e23 − e24}.
Le re´seau L =M + 12Z
(∑24
i=1 ei
)
est un e´le´ment de L23, et ve´rifie R(L) ≃ D22
∐
A1.
De´monstration. On ve´rifie facilement que L est un Z-module libre de rang 23, et que son
de´terminant est 2. Son syste`me de racine est : R(L) = {±ei± ej|1 ≤ i < j ≤ 22}∪{±(e23−
e24)}, qui ve´rifie bien R(L) ≃ D22
∐
A1. 
Expliquons en de´tail l’algorithme du calcul de T2 sur Z[X23]. Pour i ∈ {1, . . . , 32}, nous
allons de´finir des re´seaux Li ∈ Ln satisfaisant R(Li) ≃ Ri (suivant la nume´rotation de la
table 2), munis d’une base arbitraire ai,1, . . . , ai,23 (en pratique, il s’agira de la base fournie
par la fonction qflll de PARI). Les coefficients de la matrice T23 se de´duiront des applications
ti : V23(ai,1, . . . , ai,23)→ {1, . . . , 32} de´finies ci-dessous.
On pose L1 le re´seau donne´ par le lemme pre´ce´dent, et on pose a1,1, . . . , a1,23 la base de L1
fournie par PARI. On de´finit comme suit la fonction t1 : V23(a1,1, . . . , a1,23)→ {1, . . . , 32}.
Soit (v1, . . . , v23) ∈ V23(a1,1, . . . , a1,23). On pose x = vectZ/2(
∑
k vk a1,k) ∈ CL1(F2). On
reprend la construction du 2-voisin Lx de L1 associe´ a` x dans la proposition 3.2.2 : il existe
un unique i ∈ {1, . . . , 32} tel que R(Lx) ≃ Ri (a` savoir l’unique i tel que Φ23(Lx) = φi). On
pose alors : t1((v1, · · · , v23)) = i.
Pour tout i ∈ t1(V23(a1,1, . . . , a1,23)), on fixe un e´le´ment (v1, . . . , v23) ∈ t−11 ({i}) quel-
conque. Notons comme pre´ce´demment x = vectZ/2(
∑
k vka1,k) et Lx le 2-voisin de L1 as-
socie´ a` x : on pose ai,1, . . . , ai,23 la base de Lx fournie par PARI, et on de´finit le re´seau
Li = Lx.
Pour tous les re´seaux Li ∈ L23 ainsi de´finis, muni de leur base ai,1, . . . , ai,23, on construit
de meˆme que pour L1 la fonction ti : V23(ai,1, . . . , ai,23) → {1, . . . , 32}. De plus, pour
j ∈ ti(V23(ai,1, . . . , ai,23)), si l’on n’a pas pre´ce´demment de´fini de re´seau Lj, on choisit un
e´le´ment quelconque (v1, . . . , v23) ∈ t−1i ({j}) : on note a` nouveau x = vectZ/2(
∑
k vkai,k) et
Lx le 2-voisin de Li associe´ a` x, et on pose aj,1, . . . , aj,23 la base de Lx fournie par PARI,
ainsi que Lj = Lx.
On re´pe`te le processus jusqu’a` avoir construit pour tout i ∈ {1, . . . , 32} un re´seau Li ∈ L23
de base ai,1, . . . , ai,23 tel que Φ23(Li) = φi, ainsi qu’une fonction ti : V23(ai,1, . . . , ai,23) →
{1, . . . , 32}.
Cet algorithme se termine bien, comme le graphe de Kneser K23(2) est connexe d’apre`s
la proposition 2.2.6.
Proposition 3.3.3. On pose T23 = (ti,j) ∈ M32(Z), c’est-a`-dire que ti,j est le nombre de
2-voisins de Lj isomorphes a` Li. Avec les notations pre´ce´dentes, on a l’e´galite´ :
ti,j = |t−1j ({i})|.
CALCUL D’OPE´RATEURS DE HECKE 15
De´monstration. Soient j ∈ {1, . . . , 32} et (v1, . . . , v23) ∈ V23(aj,1, . . . , aj,23). On pose comme
pre´ce´demment v =
∑
k vk aj,k, x = vectZ/2(v) et Lx le 2-voisin de Lj associe´ a` x. On a les
e´quivalence suivantes :
Lx ≃ Li ⇔ R(Lx) ≃ R(Li) ≃ Ri ⇔ Φ23(Lx) = φi ⇔ tj((v1, . . . , v23)) = i
et donc :
ti,j =
∣∣{x ∈ CLj (F2)|Lx ≃ Li}∣∣ = |t−1j ({i})|
qui est l’e´galite´ cherche´e. 
On renvoie a` [45] pour un algorithme de´taille´ du calcul de T23. Dans cet algorithme, les
fichiers “generateursX23Li” sont situe´s dans le dossier parent : ils contiennent des bases des
re´seaux Li que l’on a utilise´s pour notre algorithme.
3.3.2. L’algorithme de calcul de la matrice de T2 sur Z[X25]. On reprend la liste de [6]
pour l’ensemble des classes de X25, et on note R1, . . . , R121 les classes d’isomorphisme des
syste`mes de racines des e´le´ments de L25 (suivant la nume´rotation de [6], reprise dans la
table 3). Comme dans le cas de X23, pour i ∈ {1, . . . , 121}, on pose de plus φi l’image par
Φ25 (introduit a` la proposition 3.2.1) d’un re´seau L ∈ L25 tel que R(L) ≃ Ri, et on note Li
la classe de L dans X25. On donne dans la table 3 la nume´rotation choisie pour les e´le´ments
de X25, en donnant les valeurs de Ri et de φi en fonction de i.
On souhaite de´terminer la matrice T25 ∈ M121(Z) de l’ope´rateur T2 sur Z[X25] dans la
base (L1, . . . , L121). Pour cela, on cherche pour tout i ∈ {1, . . . , 121} un re´seau L ∈ L25
tel que R(L) ≃ Ri, et on le munit d’une base a1, . . . , a25 (en pratique, il s’agira de la base
fournie par la fonction qflll de qflll). On construit ensuite tous les e´le´ments x ∈ CL(F2)
(graˆce au lemme 3.3.1), et pour chaque x on de´termine la classe d’isomorphisme du 2-voisin
Lx de L associe´ a` x (graˆce a` l’algorithme de´crit au paragraphe 3.2).
La` encore il n’est pas e´vident pour tout i de construire un re´seau de la forme pre´ce´dente.
De la meˆme manie`re que dans le cas de X23, on utilise la connexite´ du graphe de Kneser
K25(2) (d’apre`s la proposition 2.2.6). Suivant le raisonnement adopte´ pre´ce´demment, il
suffit de construire un seul re´seau L ∈ L25, puis de construire ses 2-voisins, et de re´pe´ter le
processus jusqu’a` avoir parcouru tous les e´le´ments de X25.
Le re´seau que l’on a utilise´ comme point de de´part est donne´ par le lemme suivant :
Lemme 3.3.4. On se place dans R26 muni de sa base canonique (ei), et on conside`re le
re´seau M engendre´ par : {ei ± ei+1 | 1 ≤ i ≤ 23} ∪ {e25 − e26}.
Le re´seau L =M + 12Z
(∑26
i=1 ei
)
est un e´le´ment de L25, et ve´rifie R(L) ≃ D24
∐
A1.
De´monstration. On ve´rifie facilement que L est un Z-module libre de rang 25, et que son
de´terminant est 2. Son syste`me de racine est : R(L) = {±ei± ej|1 ≤ i < j ≤ 24}∪{±(e25−
e26)}, qui ve´rifie bien R(L) ≃ D24
∐
A1. 
L’algorithme du calcul de T2 sur Z[X25] suit le meˆme processus que dans le cas de
X23. Pour i ∈ {1, . . . , 121}, nous allons de´finir des re´seaux Li ∈ Ln satisfaisant R(Li) ≃
Ri (suivant la nume´rotation de la table 3), munis d’une base arbitraire ai,1, . . . , ai,25 (en
pratique, il s’agira de la base fournie par la fonction qflll de PARI). Les coefficients de
la matrice T25 se de´duiront des applications ti : V25(ai,1, . . . , ai,25) → {1, . . . , 121} de´finies
ci-dessous.
On pose L121 le re´seau donne´ par le lemme pre´ce´dent, et on pose a121,1, . . . , a121,25 la base
de L121 fournie par PARI. On de´finit comme suit la fonction t121 : V25(a121,1, . . . , a121,25)→
{1, . . . , 121}.
Soit (v1, . . . , v25) ∈ V25(a121,1, . . . , a121,25). On pose x = vectZ/2(
∑
k vk a121,k) ∈ CL121(F2).
On reprend la construction du 2-voisin Lx de L121 associe´ a` x dans la proposition 3.2.2 :
il existe un unique i ∈ {1, . . . , 121} tel que R(Lx) ≃ Ri (a` savoir l’unique i tel que
Φ25(Lx) = φi). On pose alors : t121((v1, · · · , v25)) = i.
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Pour tout i ∈ t1(V25(a121,1, . . . , a121,25)), on fixe un e´le´ment (v1, . . . , v25) ∈ t−1121({i})
quelconque. Notons comme pre´ce´demment x = vectZ/2(
∑
k vka121,k) et Lx le 2-voisin de
L121 associe´ a` x : on pose ai,1, . . . , ai,25 la base de Lx fournie par PARI, et on de´finit le
re´seau Li = Lx.
Pour tous les re´seaux Li ∈ L25 ainsi de´finis, muni de leur base ai,1, . . . , ai,25, on construit
de meˆme que pour L121 la fonction ti : V25(ai,1, . . . , ai,25) → {1, . . . , 121}. De plus, pour
j ∈ ti(V25(ai,1, . . . , ai,25)), si l’on n’a pas pre´ce´demment de´fini de re´seau Lj, on choisit un
e´le´ment quelconque (v1, . . . , v25) ∈ t−1i ({j}) : on note a` nouveau x = vectZ/2(
∑
k vkai,k) et
Lx le 2-voisin de Li associe´ a` x, et on pose aj,1, . . . , aj,25 la base de Lx fournie par PARI,
ainsi que Lj = Lx.
On re´pe`te le processus jusqu’a` avoir construit pour tout i ∈ {1, . . . , 121} un re´seau Li ∈
L25 de base ai,1, . . . , ai,25 tel que Φ25(Li) = φi, ainsi qu’une fonction ti : V25(ai,1, . . . , ai,25)→
{1, . . . , 121}.
Cet algorithme se termine bien, comme le graphe de Kneser K25(2) est connexe d’apre`s
la proposition 2.2.6.
Proposition 3.3.5. On pose T25 = (ti,j) ∈ M121(Z), c’est-a`-dire que ti,j est le nombre de
2-voisins de Lj isomorphes a` Li. Avec les notations pre´ce´dentes, on a l’e´galite´ :
ti,j = |t−1j ({i})|.
De´monstration. Soient j ∈ {1, . . . , 121} et (v1, . . . , v25) ∈ V25(aj,1, . . . , aj,25). On pose comme
pre´ce´demment v =
∑
k vk aj,k, x = vectZ/2(v) et Lx le 2-voisin de Lj associe´ a` x. On a les
e´quivalence suivantes :
Lx ≃ Li ⇔ R(Lx) ≃ R(Li) ≃ Ri ⇔ Φ25(Lx) = φi ⇔ tj((v1, . . . , v25)) = i
et donc :
ti,j =
∣∣{x ∈ CLj (F2)|Lx ≃ Li}∣∣ = |t−1j ({i})|
qui est l’e´galite´ cherche´e. 
On renvoie a` [46] pour un algorithme de´taille´ du calcul de T25. Dans cet algorithme, les
fichiers “generateursX25Li” sont situe´s dans le dossier parent : ils contiennent des bases des
re´seaux Li que l’on a utilise´s pour notre algorithme.
3.4. Re´sultats obtenus. Les re´sultats obtenus graˆce a` nos algorithmes sont donne´s par
les the´ore`mes suivants :
The´ore`me 3.4.1. Soient L1, . . . , L32 ∈ L23 ve´rifiant pour tout i : R(Li) ≃ Ri (suivant les
notations de la table 2), et soient L1, . . . , L32 leurs classes respectives dans X23. Alors la
matrice de l’ope´rateur T2 relativement a` la base L1, . . . , L32 est donne´e dans [44].
The´ore`me 3.4.2. Soient L1, . . . , L121 ∈ L25 ve´rifiant pour tout i : R(Li) ≃ Ri (suivant les
notations de la table 3), et soient L1, . . . , L121 leurs classes respectives dans X25. Alors la
matrice de l’ope´rateur T2 relativement a` la base L1, . . . , L121 est donne´e dans [44].
4. Applications.
4.1. La codiagonalisation des matrices ope´rateurs Tp. Pour n = 23 ou 25, et p
premier, on note Tn(p) la matrice de l’ope´rateur Tp sur Xn relativement a` la base des Li
introduite pre´ce´demment (suivant les nume´rotations des tables 2 ou 3, selon la valeur de
n). En particulier, on a : T23 = T23(2) et T25 = T25(2) (suivant les notations du paragraphe
3.3).
Notre point de de´part est la proposition suivante :
Proposition 4.1.1. Pour n = 23 ou n = 25, les ope´rateurs Tp : C[Xn] → C[Xn] pour p
premier sont codiagonalisables. De manie`re e´quivalente, une fois n fixe´, les matrices Tn(p)
pour p premier sont codiagonalisables dans C.
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De´monstration. C’est un re´sultat classique, que l’on retrouve notamment dans [17] a` de
nombreuses reprises. Pour s’en convaincre dans notre cas, il suffit de constater que les
matrices T23 et T25 calcule´es au chapitre pre´ce´dent ont toutes leurs valeurs propres distinctes,
et que les anneaux de Hecke H(On) sont commutatifs.
On en de´duit qu’on a meˆme un re´sultat plus fort : si n = 23 ou 25, tous les e´le´ments
de H(On) sont codiagonalisables, et toute base de diagonalisation de T2 est un base de
codiagonalisation de H(On). 
Graˆce a` PARI, il est facile de trouver des bases de diagonalisation des matrices T23 et T25
que l’on a calcule´es, qui seront ne´cessairement des bases de codiagonalisation respectivement
pour H(O23) et H(O25).
Notons respectivement v1, . . . , v32 et w1, . . . , w121 les bases de diagonalisation obtenues
pour T23 et T25, en supposant que les valeurs propres λi ou µi correspondantes suivent les
nume´rotations des tables 4, 5 et 6. Du fait des valeurs que prennent les λi et les µi, on peut
choisir les vi et les wi de telle sorte que :
- pour i ∈ {1, . . . , 32}, les vi sont dans Z32, et de coordonne´es premie`res entre elles ;
- pour i ∈ {1, . . . , 57}, les wi sont dans Z121, et de coordonne´es premie`res entre elles ;
- pour i ∈ {58, . . . , 121}, les wi sont dans Z[
√
144169]121, et de coordonne´es premie`res
entre elles.
Les valeurs propres de matrices T23(p) et T25(p) associe´es respectivement aux vecteurs vi
et wi sont alors donne´es par les propositions suivantes :
Proposition 4.1.2. En reprenant les notations pre´ce´dentes, les vecteurs vi ∈ Z32 consti-
tuent des vecteurs propres communs a` tous les e´le´ments de H(O23). De plus, chacun de ces
vecteurs vi engendre une repre´sentation automorphe pii ∈ Πcusp(SO23) dont le parame`tre
standard ψi = ψ(pii,St) est donne´ par la table 4.
Pour p un nombre premier, notons λi(p) la valeur propre pour Tp associe´e au vecteur vi
(en particulier, λi(2) = λi). Alors on a la formule :
λi(p) = p
21
2 Trace (cp(pii)|VSt) .
De´monstration. Conside´rons p un nombre premier, et plac¸ons nous dans l’anneau de Hecke
H(O23). Reprenons laQ-base v1, . . . , v32 de l’espace vectoriel Q[X23] ≃ Q32 de´finie pre´ce´dem-
ment. Chacun des vecteurs vi engendre une repre´sentation automorphe pii ∈ Πcusp(SO23).
Les parame`tres standards ψ(pii,St) de tels pii sont donne´s par [17, Table C.7].
Les formules de Gross (traite´es dans [33] dans le cas des groupes adjoints, et pre´cise´es
dans [17, ch. VI, lemme 2.7] dans le cas des groupes semi-simples) nous donnent la relation
suivante : p
21
2 [VSt] = Tp. On en de´duit la relation cherche´e entre λi(p) et pii pour tout p.
Il suffit ensuite de ve´rifier la relation λi = λi(2) pour s’assurer que l’indexation des pii
correspond bien a` celle choisie pour les vi (ce qui a bien un sens, comme tous les λi sont
distincts). 
Proposition 4.1.3. En reprenant les notations pre´ce´dentes, les vecteurs wi ∈ Z[
√
144169]121
constituent des vecteurs propres communs a` tous les e´le´ments de H(O25). De plus, chacun de
ces vecteurs wi engendre une repre´sentation automorphe pii ∈ Πcusp(SO25) dont le parame`tre
standard ψi = ψ(pii,St) est donne´ par les tables 5 et 6.
Pour p un nombre premier, notons µi(p) la valeur propre pour Tp associe´e au vecteur wi
(en particulier, µi(2) = µi). Alors on a la formule :
µi(p) = p
23
2 Trace (cp(pii)|VSt) .
De´monstration. La de´monstration se fait comme pre´ce´demment. Conside´rons p un nombre
premier, et plac¸ons nous dans l’anneau de Hecke H(O25). Reprenons la Q[
√
144169]-base
w1, . . . , w121 de l’espace vectoriel Q[
√
144169][X25] ≃ Q[
√
144169]121 de´finie pre´ce´demment.
Chacun des vecteurs wi engendre une repre´sentation automorphe pii ∈ Πcusp(SO25). Les
parame`tres standards ψ(pii,St) de tels pii sont donne´s par [18, Appendix D].
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Les formules de Gross nous donnent la relation suivante : p
23
2 [VSt] = Tp. On en de´duit la
relation cherche´e entre µi(p) et pii pour tout p.
Il suffit ensuite de ve´rifier la relation µi = µi(2) pour ve´rifier que l’indexation des pii
correspond bien a` celle choisie pour les wi (ce qui a encore bien un sens, comme tous les µi
sont distincts). 
Afin de simplifier les notations, on de´finit les matrices V ∈ M32(R) et W ∈ M121(R)
dont les colonnes sont respectivement les vecteurs vi et wi. Pour (a1, . . . , an) ∈ Rn, on note
diag(a1, . . . , an) ∈ Mn(R) la matrice diagonale dont les coefficients diagonaux sont les ai.
Alors on a les e´galite´s suivantes :
T23(p) = V diag(λ1(p), . . . , λ32(p))V
−1;
T25(p) =W diag(µ1(p), . . . , µ121(p))W
−1.
En particulier, on a la proposition suivante :
The´ore`me 4.1.4. Pour tout p ≤ 113 premier, les matrices T23(p) sont donne´es dans [44].
Pour tout p ≤ 67 premier, les matrices T25(p) sont donne´es dans [44].
De´monstration. Il est e´quivalent de connaˆıtre les matrices T23(p) et T25(p) et de connaˆıtre
les λi(p) et les µj(p). D’apre`s les propositions 4.1.2 et 4.1.3, il suffit donc de connaˆıtre les
valeurs de Trace(cp(pi)|VSt), pour les e´le´ments pi ∈ ∪mΠ⊥alg(PGLm) apparaissant dans les
tables 4, 5 et 6.
Les calculs de ces Trace(cp(pi)|VSt) ont justement e´te´ effectue´s jusqu’a` p ≤ 67 dans tous
ces cas (voir [43]). Les re´sultats de [17] permettent meˆme d’aller plus loin, et de connaˆıtre
pour tout p ≤ 113 la matrice T23(p) (graˆce aux re´sultats sur les formes modulaires de Siegel
de genre 2). 
Les matrices T23(p) (pour p ≤ 113) et T25(p) (pour p ≤ 67) nous donnent en particulier
les corollaires suivants :
Corollaire 4.1.5. Soit p un nombre premier. Le diame`tre du graphe K23(p) est le suivant :
4 pour p = 2, 3 pour p = 3, 2 pour 5 ≤ p ≤ 19, et 1 pour 23 ≤ p ≤ 113.
Corollaire 4.1.6. Soit p un nombre premier. Le diame`tre du graphe K25(p) est le suivant :
6 pour p = 2, 4 pour p = 3, 3 pour 5 ≤ p ≤ 7, et 2 pour 11 ≤ p ≤ 61.
Pour les plus grandes valeurs de p, on a le the´ore`me suivant :
The´ore`me 4.1.7. Soit p un nombre premier. Si p ≥ 23, le graphe K23(p) est complet. Si
p ≥ 67, le graphe K25(p) est complet.
De´monstration. La de´monstration suit celle de [17, ch. X, The´ore`me 2.4]. Nous la reprenons
en de´tail dans le cas de K23(p), et ne donnerons que quelques points clefs pour le cas de
K25(p).
A` la manie`re de [17, ch. X, §2], de´finissons les fonctions θ1(p) = D11(p), θ2(p) = D15(p),
θ3(p) = D17(p), θ4(p) = D19(p), θ5(p) = D21(p), θ6(p) = D19,7(p), θ7(p) = D21,5(p), θ8(p) =
D21,9(p) et θ9(p) = D21,13(p). D’apre`s la proposition 4.1.2, il existe des polynoˆmes Ci,r ∈
Z[X], pour 1 ≤ i ≤ 32 et 0 ≤ r ≤ 9, uniquement de´termine´s, tels que l’on a pour tout
1 ≤ i ≤ 32 et pour tout p premier :
λi(p) = Ci,0(p) +
9∑
r=1
Ci,r(p)θr(p).
Si l’on note T23(p) = (ti,j(p))1≤i,j≤32, alors il existe des polynoˆmes Pi,j,r ∈ Q[X], pour
1 ≤ i, j ≤ 32 et 0 ≤ r ≤ 9, uniquement de´termine´s, tels que l’on a pour tout 1 ≤ i, j ≤ 32
et pour tout p premier :
ti,j(p) = Pi,j,0(p) +
9∑
r=1
Pi,j,r(p)θr(p).
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Supposons que les deux sommets de K23(p) correspondant aux classes Li, Lj ∈ X23 ne
sont pas connexes. Ceci est e´quivalent a` dire que ti,j(p) = 0, et on a alors :
Pi,j,0(p)
2 =
(
9∑
r=1
Pi,j,r(p)θr(p)
)2
.
Par l’ine´galite´ de Cauchy-Schwarz, a(
9∑
r=1
Pi,j,r(p)θr(p)
)2
≤
(
9∑
r=1
Pi,j,r(p)
2γr
)(
9∑
r=1
γ−1r θr(p)
2
)
pour tout 9-uple (γ1, . . . , γ9) de re´els strictement positifs. En particulier, graˆce aux ine´galite´s
de Ramanujan expose´es a` la proposition 2.3.1, et en prenant (γ1, . . . , γ9) = (4p
11, 4p15, 4p17,
4p19, 4p21, 16p19, 16p21, 16p21, 16p21), on de´duit l’ine´galite´ :(
9∑
r=1
Pi,j,r(p)θr(p)
)2
≤ 9
(
9∑
r=1
Pi,j,r(p)
2γr
)
.
On de´finit les polynoˆmes
(Γ1(X),Γ2(X), . . . ,Γ9(X)) = (4X
11, 4X15, . . . , 16X21)
et
Qi,j(X) = Pi,j,0(X)
2 − 9
(
9∑
r=1
Pi,j,r(X)
2Γr(X)
)
.
Les polynoˆmes Qi,j(X) sont des e´le´ments de Q[X] de coefficient dominant strictement
positif. Si l’on de´finit ρi,j comme la plus grande racine re´elle de Qi,j(X) (avec la convention
ρi,j = −∞ si Qi,j n’a pas de racine re´elle). Avec ces notations, on a ti,j(p) > 0 de`s que
p > ρi,j.
Il suffit ensuite de constater que max{ρi,j , 1 ≤ i, j ≤ 32} ≈ 21.15. Ceci conclut que pour
p ≥ 23, tous les ti,j(p) sont non nuls, et que le graphe K23(p) est complet pour de tels p.
Pour le graphe K25(p), on proce`de de la meˆme manie`re. Les fonctions θr(p) sont les sui-
vantes : θ1(p) = D11(p), θ2(p) = D15(p), θ3(p) = D17(p), θ4(p) = D19(p), θ5(p) = D21(p),
{θ6(p), θ7(p)} = D223(p), θ8(p) = p11tr
(
Sym2 cp(∆11)|VSt
)
= (D11(p))
2 + p11, θ9(p) =
D19,7(p), θ10(p) = D21,5(p), θ11(p) = D21,9(p), θ12(p) = D21,13(p), θ13(p) = D23,7(p),
θ14(p) = D23,9(p), θ15(p) = D23,13(p), θ16(p) = D23,13,5(p), θ17(p) = D23,15,3(p), θ18(p) =
D23,15,7(p), θ19(p) = D23,17,5(p), θ20(p) = D23,17,9(p), θ21(p) = D23,19,3(p) et θ22(p) =
D23,19,11(p).
Les polynoˆmes Γr(X) (qui nous donnent les quantite´s γr = Γr(p)) sont les suivantes :
Γ1(X) = 4X
11, Γ2(X) = 4X
15, Γ3(X) = 4X
17, Γ4(X) = 4X
19, Γ5(X) = 4X
21, Γ6(X) =
Γ7(X) = 4X
23, Γ8(X) = 9X
22, Γ9(X) = 16X
19, Γ10(X) = · · · = Γ12(X) = 16X21,
Γ13(X) = · · · = Γ15(X) = 16X23 et Γ16(X) = · · · = Γ22(X) = 36X23.
On calcule de la meˆme manie`res les quantite´s ρi,j associe´es au polynoˆmes Qi,j(X). Il suffit
ensuite de constater que max{ρi,j, 1 ≤ i, j ≤ 121} ≈ 64.25. Ceci conclut que pour p ≥ 67,
tous les coefficients de la matrice T25(p) sont non nuls, et que le graphe K25(p) est complet
pour de tels p. 
4.2. Quelques ve´rifications de nos re´sultats. Les propositions 4.1.2 et 4.1.3 constituent
une premie`re ve´rification de nos calculs. En effet, on connaˆıt graˆce a` ces propositions les
valeurs propres de T2 sur Z[X23] et Z[X25] : on ve´rifie que ces valeurs correspondent bien
aux valeurs propres des matrices T23 et T25 calcule´es par nos algorithmes.
Une deuxie`me ve´rification repose sur la remarque finale de [17, Annexe B, §5.3]. Suivant
l’indexation adopte´e ici pour X23, on a L2 ≃ E15⊕E8 et L3 ≃ E16⊕E7. Ainsi, le coefficient
d’indice (3, 2) de la matrice T23 est e´gal a` N2(E15⊕E8,E16⊕E7). On constate sur la matrice
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T23 que l’on a calcule´ que ce coefficient vaut 120, ce qui est bien cohe´rent avec le re´sultat
de [17] e´voque´ ci-dessus.
Une autre ve´rification repose sur l’e´tude des graphes de Kneser K23(p) (2 ≤ p ≤ 113) et
K25(p) (2 ≤ p ≤ 67), qu’on a calcule´s explicitement graˆce au the´ore`me 4.1.4. On ve´rifie dans
un premier temps qu’ils sont connexes, comme expose´ pre´ce´demment, ce qui est cohe´rent
avec la proposition 2.2.6.
De plus, les graphes K24(p) ont e´te´ calcule´ dans [17, ch. X, The´ore`me 2.4] pour tout
p premier. On ve´rifie que nos calculs des graphes K23(p) sont cohe´rents avec la proprie´te´
suivante :
Proposition 4.2.1. Soient n ≡ −1 mod 8 et p un nombre premier. Pour i = 1, 2, on se
donne Li ∈ Ln d’image Li dans Xn, et Pi ∈ Ln+1 d’image Pi ∈ Xn+1 tel que Li ≃ Pi ∩ α⊥i
pour un certain αi ∈ R(Pi).
Si les sommets L1 et L2 sont adjacents dans le graphe Kn(p), alors les sommets P1 et P2
sont adjacents dans le graphe Kn+1(p).
De´monstration. Conside´rons L1, L2 ∈ Ln deux p-voisins, que l’on voit comme des re´seaux
de L1 ⊗ Q = L2 ⊗ Q = Un. Pour i = 1, 2, on pose P˜i = Li ⊕ A1, et Pi l’unique re´seau
unimodulaire pair contenant P˜i (c’est-a`-dire l’image re´ciproque par P˜
♯
i → re´s P˜i de l’unique
droite isotrope de re´s P˜i).
Les re´seaux P1, P2 sont des re´seaux unimodulaires pairs de Vn = Un ⊕ (Q ⊗ A1) qui
ve´rifient pour i = 1, 2 : Li = Pi∩Un. On est ainsi dans le cadre de [17, Annexe B, Proposition
4.2]. D’apre`s cette proposition, les re´seaux P1, P2 sont des p-voisins, ce qui conclut notre
de´monstration. 
On applique ce re´sultat aux graphes K23(p) et K24(p). On ve´rifie que cette proprie´te´ est
satisfaite pour p < 47 (il est inutile de la ve´rifier pour p ≥ 47 comme les graphes K23(p)
et K24(p) sont alors complets). Pour cela, on utilise la table 1, qui nous donne pour chaque
re´seau L ∈ L23 la classe dans X24 de l’unique re´seau unimodulaire pair contenant L⊕A1.
On ve´rifie aussi qu’on a le corollaire plus faible suivant :
Corollaire 4.2.2. Soit p un nombre premier. On note K′24(p) le sous-graphe de K24(p)
obtenu en retirant le sommet correspondant au re´seau de Leech. Alors le diame`tre de K′24(p)
est infe´rieur ou e´gal au diame`tre de K23(p).
En particulier que le graphe K′24(p) est complet pour p ≥ 23.
Une dernie`re ve´rification de nos calculs provient de la proposition suivante :
Proposition 4.2.3. Soient n = 23 ou 25 et p premier. Alors l’endomorphisme Tp de Z[Xn]
est auto-adjoint pour le produit scalaire ( | ) de´fini par :
(L1|L2) = |O(L1)|δL1,L2 ,
ou` L1, L2 ∈ Xn, L1 ∈ Ln a pour classe L1 dans Xn, O(L1) est le groupe orthogonal de L1,
et δL1,L2 = 1 si, et seulement si, L1 = L2 et 0 sinon.
Si l’on note P23 (respectivement P25) la matrice diagonale de M32(Z) (respectivement
M121(Z)) dont le i-e`me terme diagonal est |O(Li)| suivant la nume´rotation de la table 2
(respectivement de la table 3), alors pour tout p premier on a les e´galite´s :
P23 T23(p) = T
t
23(p)P23 et P25 T25(p) = T
t
25(p)P25,
ou` pour M ∈ MN (Z) on de´signe par M t la matrice transpose´e de M .
De´monstration. Voir [50] et [17, ch. III, §2]. 
D’apre`s les valeurs obtenues pour T23 et T25, on ve´rifie qu’il existe qu’une seule matrice
diagonale P1 et une seule matrice diagonale P2 (a` multiplication pre`s par un scalaire) telles
que : P1 T23 = T
t
23 P1 et P2 T25 = T
t
25 P2.
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L’existence de P1 et P2 constitue de´ja` en soi une ve´rification de nos re´sultats. On s’assure
de plus que les coefficients de P1 et P2 sont cohe´rents avec les valeurs des |O(Li)| que l’on
sait de´terminer facilement. C’est notamment le cas lorsque R(Li) et Li ont meˆme rang (en
tant que Z-modules), et dans se cas le groupe O(Li) se de´duit directement du groupe de
Weyl de R(Li).
Prenons par exemple le cas de L1 (suivant les notations de la table 2). Posons M =
D22⊕A1. On obtient alors : re´sM =
(
Z/2Z d1 ⊕⊥ Z/2Z d2
)⊕⊥Z/2Za avec q(d1) = q(d2) =
3/4 et q(a) = 1/4. En particulier, il existe deux droites isotropes dans re´sM , engendre´es
respectivement par d1 + a et d2 + a. Ainsi, il existe deux re´seaux L
+, L− ∈ L23 contenant
M : ces deux re´seaux sont isomorphes, et sont e´change´s par toute isome´trie de M qui n’est
pas dans le groupe de Weyl de M (qui sont exactement les isome´tries de M qui e´changent
d1 et d2). Et on de´duit que |O(L+)| = |O(L−)| = |O(M)|2 = 22! 222.
Il est aussi facile de de´terminer la valeur de |O(L)| pour certains e´le´ments de L25. En
effet, la proposition 4.2.3 est aussi vraie pour n = 24, suivant [17, ch. III, §2] par exemple.
On en de´duit les valeurs des |O(P )| pour P ∈ L24 graˆce a` la matrice de T2 sur Z[X24],
donne´e dans [50] par exemple. Si l’on se donne P ∈ L24, alors le re´seau L = P ⊕ A1 est
un e´le´ment de L25, et on a l’e´galite´ : |O(L)| = 2 |O(P )|. Pour s’en convaincre, il suffit de
constater qu’un e´le´ment γ ∈ O(L) satisfait γ(P ) = P et γ(A1) = A1.
Ceci permet de de´terminer la valeur de |O(L)| pour les e´le´ments L ∈ L25 de la forme
L ≃ P ⊕ A1 avec P ∈ L24, qui sont exactement les e´le´ments satisfaisant R(L) ≃ R
∐
A1,
ou` R est le syste`me de racines d’un e´le´ment de L24. Les diffe´rentes valeurs de R ont e´te´
de´termine´es par Niemeier [52] et Venkov [67] : c’est un syste`me de racine de type ADE
e´quicoxeter de rang 24, ou l’ensemble vide (lorsque P est le re´seau de Leech).
Notons au passage que la de´termination des matrices P23 et P25 nous donne pour tout L
dans L23 ou L25 la quantite´ |O(L)|. On donne dans [44] les matrices P23 et P25.
4.3. Congruences a` la Harder. On souhaite e´tablir des congruences entre les traces de
parame`tres de Langlands-Satake de certaines formes automorphes normalise´es, comme c’est
par exemple le cas dans la conjecture de Harder, expose´e dans [34] et de´ja` de´montre´e dans
[17, Ch. X, The´ore`me 4.4] :
The´ore`me 4.3.1 (Conjecture de Harder). Pour tout premier p, on a la congruence sui-
vante :
D21,5(p) ≡ D21(p) + p13 + p8 mod 41.
Dans [17], cette congruence est exprime´e sous la forme τ4,10(p) ≡ τ22(p)+p13+p8 mod 41,
qui est e´quivalente, du fait des e´galite´s D21,5(p) = τ4,10(p) et D21(p) = τ22(p) de´ja` explique´es
au paragraphe 2.3.
De telles congruences entre les fonctions Dw1,...,wn proviennent de congruences entre les
colonnes des matrices V ou W . On utilise pour cela le lemme suivant :
Lemme 4.3.2. Soient m un entier quelconque, et i, j ∈ {1, . . . , 32} tels que vectZ/mZ(vi) =
vectZ/mZ(vj). Alors pour tout p on a la congruence :
λi(p) ≡ λj(p) mod m.
De meˆme, s’il existe i, j ∈ {1, . . . , 57} tels que vectZ/mZ(wi) = vectZ/mZ(wj), alors pour
tout p on a la congruence :
µi(p) ≡ µj(p) mod m.
Enfin, s’il existe i, j ∈ {58, . . . , 121} tels que vectZ/mZ(wi) = vectZ/mZ(wj), alors pour
tout p on a la congruence :
µi(p) ≡ µj(p) mod mZ[
√
144169].
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De´monstration. Supposons par exemple qu’il existe un entierm, et des entiers i, j ∈ {1, . . . , 32}
tels que vectZ/mZ(vi) = vectZ/mZ(vj). Par de´finition, les coordonne´es de vi sont premie`res
entre elles (et il en va de meˆme pour celles de vj). En particulier, l’e´galite´ pre´ce´dente im-
plique qu’il existe α ∈ (Z/mZ)∗ tel que vi−αvj ∈ (mZ)32. En faisant agir T23(p) ∈ M32(Z)
sur ce vecteur, on de´duit les implications suivantes :
vi − αvj ∈ (mZ)32 ⇒ T23(p)(vi − αvj) ∈ (mZ)32
⇒ λi(p)vi − αλj(p)vj ∈ (mZ)32
⇒ λi(p)(vi − αvj) + α(λi(p)− λj(p))vj ∈ (mZ)32
⇒ α(λi(p)− λj(p))vj ∈ (mZ)32
⇒ (λi(p)− λj(p))vj ∈ (mZ)32
⇒ λi(p)− λj(p) ∈ mZ.
(ou` la dernie`re implication utilise que les coordonne´es de vj sont relativement premie`res
entre elles).
La de´monstration est identique si l’on posse`de des entiers m ∈ Z et i, j ∈ {1, . . . , 121}
tels que vectZ/mZ(wi) = vectZ/mZ(wj).
Dans le troisie`me cas, on peut remplacer l’hypothe`se vectZ/mZ(wi) = vectZ/mZ(wj) par
vect
Z[
√
144169]/mZ[
√
144169](wi) = vectZ[
√
144169]/mZ[
√
144169](wj) et on obtient le meˆme re´sultat.
Cependant, on n’utilisera ce cas uniquement lorsque µi(p)− µj(p) ∈ Z. 
Il suffit ensuite d’utiliser les proposition 4.1.2 et 4.1.3 pour de´duire les congruences cher-
che´es. Du fait des propositions 4.1.2 et 4.1.3, les fonctions Dw1,...,wn que l’on fera intervenir
sont exactement celles provenant des repre´sentations ∆w1,...,wn pre´sentes dans les tables
4, 5 et 6. Par exemple, la proposition suivante ame´liore la congruence de Harder expose´e
pre´ce´demment :
The´ore`me 4.3.3. Pour tout nombre premier p, on a la congruence :
D21,5(p) ≡ D21(p) + p13 + p8 mod 9840.
De plus, cette congruence est optimale, dans le sens ou` on ne peut pas remplacer 9840
par un de ses multiples.
De´monstration. Pour obtenir la congruence pre´ce´dente, il suffit dans un premier temps de
constater que, pour (m, i, j) = (9840, 26, 28), on a l’e´galite´ : vectZ/mZ(vi) = vectZ/mZ(vj).
Le lemme 4.3.2 nous donne pour tout premier p la congruence λ26(p) ≡ λ28(p) mod 9840.
D’apre`s la table 4 et la proposition 4.1.2, on a les e´galite´s :
λ26(p) = p
21
2 Trace (cp (∆21 ⊕∆19,7 ⊕∆17 ⊕∆15 ⊕∆11[3]⊕ [6]) |VSt)
= D21(p) + pD19,7(p) + p
2D17(p) + p
3D15(p) + p
4 (1 + p+ p2)D11(p)
+ p8 (1 + p+ p2 + p3 + p4 + p5),
λ28(p) = p
21
2 Trace (cp (∆21,5 ⊕∆19,7 ⊕∆17 ⊕∆15 ⊕∆11[3] ⊕ [4]) |VSt)
= D21,5(p) + pD19,7(p) + p
2D17(p) + p
3D15(p) + p
4 (1 + p+ p2)D11(p)
+ p9 (1 + p+ p2 + p3).
Et ainsi :
λ26(p)− λ28(p) = D21(p) + p13 + p8 −D21,5(p)
qui est la congruence cherche´e. Notons au passage que l’on a aussi l’e´galite´ vectZ/mZ(vi) =
vectZ/mZ(vj) pour (m, i, j) = (9840, 27, 29), qui nous donne la meˆme congruence.
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Pour constater que cette congruence est optimale, il suffit d’e´valuer la quantite´ λ26(p)−
λ28(p) = D21(p) + p
13 + p8 −D21,5(p) pour certaines valeurs de p. On constate par exemple
que λ26(2)− λ28(2) = 9840, ce qui prouve l’optimalite´. 
L’ensemble des congruences que l’on a trouve´es sont donne´es par le the´ore`me suivant :
The´ore`me 4.3.4. Pour tout nombre premier p, les congruences suivantes sont ve´rifie´es :
(i) D19,7(p) ≡ D19(p) + p6 + p13 mod 8712 ;
(ii) D21,5(p) ≡ D21(p) + p8 + p13 mod 9840 ;
(iii) D21,9(p) ≡ (1 + p6)D15(p) mod 12696 ;
(iv) D21,9(p) ≡ D21(p) + p6 + p15 mod 31200 ;
(v) D21,13(p) ≡ (1 + p4)D17(p) mod 8736 ;
(vi) D21,13(p) ≡ D21(p) + p4 + p17 mod 10920 ;
(vii) D23,7(p) ≡ (1 + p8)D15(p) mod 8972 ;
(viii) D23,13,5(p) ≡ D23,13(p) + p9 + p14 mod 5472 ;
(ix) D23,15,7(p) ≡ (1 + p4)D19(p) + p8 + p15 mod 2184 ;
(x) D23,15,7(p) ≡ D23,7(p) + p4D15(p) mod 5856 ;
(xi) D23,17,9(p) ≡ D23,9(p) + p3D17(p) mod 2976 ;
(xii) D23,19,3(p) ≡ (1 + p2)D21(p) + p10 + p13 mod 7872 ;
(xiii) D23,19,11(p) ≡ (1 + p2)D21(p) + p6 + p17 mod 16224.
De plus, mis a` part les points (vi), (vii), (xi) et (xiii), les congruences ci-dessus sont
optimales, dans le sens ou` le module qui intervient ne peut pas eˆtre remplace´ par un de ses
multiples.
De´monstration. On donne pour chacun des points de la proposition la congruence de la
forme λi ≡ λj mod m (ou µi ≡ µj mod m), qui se de´duit du lemme 4.3.2. On pre´cise
lorsqu’il a fallu utiliser des re´sultats supple´mentaires.
Certaines congruences qui apparaissent sont des “multiplications par p” des congruences
cherche´es : on peut e´valuer nos congruences jusqu’a` p = 67, et ainsi on pourra “diviser une
congruence modulo m par p” de`s lors que les diviseurs premiers de m seront infe´rieurs ou
e´gaux a` 67. C’est aussi le fait d’e´valuer ces congruences jusqu’a` p = 67 qui nous permet
dans certains cas de dire si elles sont optimales.
(i) : λ22(p) ≡ λ26(p) mod 17424 ce qui nous donne la congruence pD19,7(p) ≡ pD19(p) +
p7 + p14 mod 17424. Il suffit d’e´valuer la quantite´ D19,7(p) ≡ D19(p) + p6 + p13 pour les p
premiers divisant 17424 pour de´duire la congruence cherche´e, qui est optimale.
(ii) et (iii) : λ26(p) ≡ λ28(p) mod 9840 et λ16(p) ≡ λ19(p) mod 12696 donnent directe-
ment les congruences cherche´es, qui sont optimales.
(iv) : λ20(p) ≡ λ14(p) mod 7800 et µ15(p) ≡ µ24(p) mod 20800 nous donnent la congruence
pD21,9(p) ≡ pD21(p) + p7 + p16 mod 62400. Il suffit d’e´valuer la quantite´ D21,9(p) ≡
D21(p) + p
6 + p15 pour les p premiers divisant 62400 pour de´duire la congruence cherche´e,
qui est optimale.
(v) : λ11(p) ≡ λ12(p) mod 4368 et λ17(p) ≡ λ18(p) mod 416 donnent directement la
congruence cherche´e, qui est optimale.
(vi) : λ10(p) ≡ λ7(p) mod 2730 et µ64(p) ≡ µ67(p) mod 8 nous donnent la congruence
pD21,13(p) ≡ pD21(p) + p5 + p18 mod 10920 et il suffit d’e´valuer la quantite´ D21,13(p) ≡
D21(p) + p
4 + p17 pour les p premiers divisant 10920 pour obtenir la congruence cherche´e.
Cependant, on n’a aucune certitude sur l’optimalite´ de la congruence.
(vii) a` (xii) : µ10 ≡ µ18 mod 8972, µ44 ≡ µ37 mod 5472, µ21 ≡ µ36 mod 2184, µ41 ≡
µ38 mod 5856, µ35 ≡ µ40 mod 2976 et µ53 ≡ µ56 mod 7872 nous donnent directement les
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congruences cherche´es. Il est facile de voir que les congruences (viii), (ix), (x) et (xii) sont
optimales.
(xiii) : les congruences µ11 ≡ µ6 mod 5408, µ11 ≡ µ12 mod 96, µ12 ≡ µ6 mod 44224
et µ13 ≡ µ7 mod 8292 nous donnent les congruences : D23,19,11(p) ≡ (1 + p2)D21(p) +
p6 + p17 mod 5408, D23,19,11(p) ≡ (1 + p2)D21(p) + p6D11(p) mod 96 et p6D11(p) ≡ p6 +
p17 mod 132672 (qui est une “multiplication par p6” de la congruence de Ramanujan). On
en de´duit ainsi la congruence cherche´e. 
Outre la congruence (ii) (qui est une optimisation de la conjecture de Harder), deux
congruences attirent notre attention.
La congruence (vii) est la seule faisant intervenir une forme de Siegel de genre 2 qui
n’avait pas e´te´ traite´e dans [17] ou [65]. Suivant la me´thode de [26] de´veloppe´e dans [65],
on a le re´sultat suivant :
Proposition 4.3.5. Soit S l’espace des formes modulaires paraboliques de Siegel de genre
2 de poids Sym6C2 ⊗ det10 (qui est un espace de dimension 1). Pour l un nombre premier,
on note ρl la repre´sentation l-adique associe´e par la construction de Weissauer (voir [70]
et [65, The´ore`me 1.1]), et ρl la Fl-repre´sentation re´siduelle associe´e (voir par exemple [17,
§X.1]).
Alors pour l > 23, la repre´sentation ρl est irre´ductible si, et seulement si, l 6= 2243.
De´monstration. Il suffit simplement d’e´valuer les quantite´s A6,10(p), B6,10(p), C6,10(p) et
D6,10(p) (suivant les notations de [65]) pour certaines valeurs de p, et de regarder les diviseurs
supe´rieurs a` 23 du pgcd de ces quantite´s. On trouve les re´sultats suivants :
pgcd ({A6,10(p) | p ∈ {2, 3, 5}}) = 1
pgcd ({B6,10(p) | p ∈ {2, 3, 5}}) = 29 · 33 · 5 · 11 · 132
pgcd ({C6,10(p) | p ∈ {2, 3, 5}}) = 211 · 32 · 2243
pgcd ({D6,10(p) | p ∈ {2, 3, 5}}) = 28 · 32 · 52
ce qui donne bien le re´sultat voulu.
Comme il y a seulement les quantite´s C6,10(p) qui font intervenir le nombre premier
l = 2243, on en de´duit que la seule re´ductibilite´ de ρl est du type pi1 ⊕ pi∗1 ⊗ χ23l , ou` pi1 est
une repre´sentation galoisienne irre´ductible de dimension 2 provenant d’une forme modulaire
(suivant la construction classique de Serre [55] et Deligne [25]) dont les poids de l’ensemble
des poids de l’inertie mode´re´e est {0, 15}. La repre´sentation pi1 est ne´cessairement celle
associe´e a` l’unique forme modulaire parabolique normalise´e de poids 16.
Ainsi, la congruence (vii) est la seule congruence possible provenant de la re´ductibilite´
des repre´sentations ρl, telle que le module m posse`de un diviseur premier l > 23. 
La seconde congruence qui attire notre attention est la congruence (viii). En effet, elle
apparaissait de´ja` dans [4, §6, Example 3] sous la forme plus faible de la conjecture :
(∀ p premier) D23,13,5(p) ≡ D23,13(p) + p9 + p14 mod 19.
Ainsi, en constatant que 5472 = 25 ·32 ·19, la congruence (viii) apparaˆıt donc non seulement
comme un de´monstration de la conjecture pre´ce´dente, mais aussi comme une ame´lioration
comme on a pu remplacer 19 par un de ses multiples.
4.4. Une conjecture de Gan-Gross-Prasad. Soit n ≡ −1, 0 mod 8. Alors on posse`de
une application naturelle φn : Xn → Xn+1 de´finie de la manie`re suivante :
- si n ≡ −1 mod 8 : on se donne L ∈ Ln, et on note L sa classe dansXn. AlorsM = L⊕A1
est un re´seau de Rn+1 tel que re´sM = re´sL⊕ re´sA1 ≃ Z/2 e1 ⊕ Z/2 e2 (avec q(e1) = 3/4 et
q(e2) = 1/4). En particulier, re´sM posse`de une unique droite isotrope (celle engendre´e par
e1 + e2) : l’image re´ciproque de cette droite par la projection naturelle M
♯ → re´sM est un
re´seau P ∈ Ln+1 dont la classe P dans Xn+1 ne de´pend que de L. On pose φn(L) = P .
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- si n ≡ 0 mod 8 : on se donne L ∈ Ln, et on note L sa classe dans Xn. Alors P = L⊕A1
est un e´le´ment de Ln+1 dont la classe P dans Xn+1 ne de´pend que de L. On pose φn(L) = P .
On sait de´ja` que, pour n = 23, 24 ou 25, deux e´le´ments de Ln sont isomorphes si, et seule-
ment si, leurs syste`mes de racines sont isomorphes. Les application φ23 et φ24 se de´duisent
directement de cette constatation :
- pour φ23 : soient L ∈ L23, P ∈ L24 et L,P leurs classes respectives dans X23 et X24.
Alors φ23(L) = P si, et seulement si, il existe α ∈ R(P ) tel que L ≃ P ∩ α⊥. L’application
φ23 se de´duit donc directement de la table 1.
- pour φ25 : soient L ∈ L24, P ∈ L25 et L,P leurs classes respectives dans X24 et X25.
Alors φ24(L) = P si, et seulement si, R(P ) ≃ R(L)⊕A1.
Les applications φn : Xn → Xn+1 ainsi de´finies induisent des applications C[Xn] →
C[Xn+1]. Du fait des isomorphismes C
Xn ≃ C[Xn]∗ et CXn+1 ≃ C[Xn+1]∗, on de´duit que φn
de´finit une application : φ˜n : C
Xn+1 → CXn . Pour simplifier les notations, si f ∈ CXn+1 , on
note f |Xn = φ˜n(f).
De´finition 4.4.1. Soient n ≡ −1 mod 8 (respectivement n ≡ 0 mod 8), et pi ∈ Πdisc(On+1)
(respectivement pi ∈ Πcusp(SOn+1)) tel que pi∞ = C. On lui associe le sous-ensemble Respi
de Πcusp(SOn) (respectivement Πdisc(On)) de´fini comme suit.
Soit f ∈ MC(On+1) qui engendre pi (en particulier, f est propre pour H(On+1)). On e´crit
f |Xn = f1 + · · · + fr, ou` les fi sont propres pour H(On). Alors pi′ ∈ Respi si, et seulement
si, l’un des fi ci-dessus engendre pi
′.
Proposition 4.4.2. Les tables 7, 8 et 9 donnent les parame`tres standards des e´le´ments de
Respi pour pi ∈ Πdisc(O24) ou pi ∈ Πcusp(SO25), lorsque pi∞ est trivial.
De´monstration. On se contente ici de de´tailler le cas ou` pi ∈ Πdisc(O24) (la meˆme me´thode
s’applique lorsque pi ∈ Πcusp(SO25)).
On posse`de une base vi de vecteurs propres pour l’action de H(O23) sur C[X23], ainsi
qu’une base wj de vecteurs propres pour l’action de H(O24) sur C[X24] (graˆce a` la matrice
T23 de´termine´e pre´ce´demment, et a` la matrice de T2 sur Z[X24] donne´e dans [50]). On
connaˆıt de plus les repre´sentations pi′i ∈ Πcusp(SO23) et pij ∈ Πdisc(O24) respectivement
associe´es aux vi et aux wj (voir table 4 et [17, Table C.5] par exemple).
Comme on a de´termine´ l’application φ23 : C[X23] → C[X24], on peut construire les
e´le´ments αi,j ∈ C ve´rifiant : (∀ i ∈ {1, . . . , 32}) φ23(vi) =
∑24
j=1 αi,jwj .
Par de´finition, l’ensemble Respij se de´duit de l’e´quivalence : pi
′
i ∈ Respij ⇔ αi,j 6= 0. 
The´ore`me 4.4.3. Soient n = 1, 2 ou 3, pi ∈ Πdisc(O8n) (respectivement pi ∈ Πcusp(SO8n+1))
tel que pi∞ est triviale, et pi′ ∈ Πcusp(SO8n−1) (respectivement pi′ ∈ Πdisc(O8n)) tel que pi′∞
est aussi triviale.
Alors pi′ ∈ Respi si, et seulement si, il existe des multi-ensembles finis Π1,Π2,Π3 ⊂
∪mΠcusp(PGLm), et des applications d1 : Π1 → N∗ et d2 : Π2 → N∗ tels que :
ψ(pi,St) =
⊕
πi∈Π1
pii[d1(pii)] ⊕
⊕
πj∈Π2
pij[d2(pij)],
ψ(pi′,St) =
⊕
πi∈Π1
pii[d1(pii) + 1] ⊕
⊕
πj∈Π2
pij[d2(pij)− 1] ⊕
⊕
πk∈Π3
pik.
De´monstration. Le cas n = 3 de´coule directement d’une inspection des tables 7, 8 et 9.
Le cas n = 2 se de´duit facilement des matrices de l’ope´rateur T2 sur C[X15], C[X16] et
C[X17] (donne´es dans [17, Annexe B] pour X15 et X17, et dans [17, ch. III, §3] pour X16
par exemple). Le cas n = 1 est e´vident (comme |X7| = |X8| = |X9| = 1). 
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Ce re´sultat valide dans ces cas particuliers la conjecture formule´e par Gan-Gross-Prasad,
qui conclut l’expose´ [53, Classical groups, the local case]. Suivant les meˆmes notations, il
s’agit des cas ou` n = m− 1, avec m ∈ {8, 9, 16, 17, 24, 25}.
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5. Tables de re´sultats.
R(P ) R R(L) R(P ) R R(L)
D24 D24 D22
∐
A1 A11
∐
D7
∐
E6 E6 A11
∐
D7
∐
A5
D16
∐
E8
D16 D14
∐
E8
∐
A1 4E6 E6 3E6
∐
A5
E8 D16
∐
E7
2A9
∐
D6
A9 A9
∐
A7
∐
D6
3E8 E8 2E8
∐
E7 D6 2A9
∐
D4
∐
A1
A24 A24 A22 4D6 D6 3D6
∐
D4
∐
A1
2D12 D12 D12
∐
D10
∐
A1 3A8 A8 2A8
∐
A6
A17
∐
E7
A17 A15
∐
E7
2A7
∐
2D5
A7 A7
∐
2D5
∐
A5
E7 A17
∐
D6 D5 2A7
∐
D5
∐
A3
∐
A1
D10
∐
2E7
D10 D8
∐
2E7
∐
A1 4A6 A6 3A6
∐
A4
E7 D10
∐
E7
∐
D6
4A5
∐
D4
A5 3A5
∐
D4
∐
A3
A15
∐
D9
A15 A13
∐
D9 D4 4A5
∐
3A1
D9 A15
∐
D7
∐
A1 6D4 D4 5D4
∐
3A1
3D8 D8 2D8
∐
D6
∐
A1 6A4 A4 5A4
∐
A2
2A12 A12 A12
∐
A10 8A3 A3 7A3
∐
A1
A11
∐
D7
∐
E6
A11 A9
∐
D7
∐
E6 12A2 A2 11A2
D7 A11
∐
E6
∐
D5
∐
A1 24A1 A1 23A1
Table 1. Classes d’isomorphisme des syste`mes de racines des e´le´ments de X23
i Ri φi i Ri φi
1 D22
∐
A1 (926, 1, 3, 18, 1, 8) 17 A11
∐
D7
∐
A5 (246, 0, 7, 15, 1, 288)
2 D14
∐
E8
∐
A1 (606, 1, 6, 14, 2, 8) 18 3E6
∐
A5 (246, 0, 11, 9, 3, 162)
3 D16
∐
E7 (606, 0, 6, 15, 2, 8) 19 A9
∐
A7
∐
D6 (206, 0, 7, 14, 1, 320)
4 2E8
∐
E7 (606, 0, 9, 11, 3, 2) 20 2A9
∐
D4
∐
A1 (206, 1, 7, 14, 1, 800)
5 A22 (506, 0, 2, 20, 0, 23) 21 3D6
∐
D4
∐
A1 (206, 1, 12, 6, 4, 512)
6 D12
∐
D10
∐
A1 (446, 1, 6, 14, 2, 32) 22 2A8
∐
A6 (186, 0, 6, 16, 0, 567)
7 A15
∐
E7 (366, 0, 5, 16, 1, 32) 23 A7
∐
2D5
∐
A5 (166, 0, 10, 10, 2, 768)
8 A17
∐
D6 (366, 0, 5, 17, 1, 72) 24 2A7
∐
D5
∐
A3
∐
A1 (166, 1, 9, 12, 1, 2048)
9 D8
∐
2E7
∐
A1 (366, 1, 9, 10, 3, 32) 25 3A6
∐
A4 (146, 0, 8, 14, 0, 1715)
10 D10
∐
E7
∐
D6 (366, 0, 9, 11, 3, 32) 26 3A5
∐
D4
∐
A3 (126, 0, 11, 10, 1, 3456)
11 A13
∐
D9 (326, 0, 5, 16, 1, 56) 27 4A5
∐
3A1 (126, 3, 8, 12, 0, 10368)
12 A15
∐
D7
∐
A1 (326, 1, 5, 16, 1, 128) 28 5D4
∐
3A1 (126, 3, 15, 0, 5, 8192)
13 2D8
∐
D6
∐
A1 (286, 1, 9, 10, 3, 128) 29 5A4
∐
A2 (106, 0, 12, 10, 0, 9375)
14 A12
∐
A10 (266, 0, 4, 18, 0, 143) 30 7A3
∐
A1 (86, 1, 14, 7, 0, 32768)
15 A9
∐
D7
∐
E6 (246, 0, 8, 12, 2, 120) 31 11A2 (66, 0, 22, 0, 0, 177147)
16 A11
∐
E6
∐
D5
∐
A1 (246, 1, 8, 12, 2, 288) 32 23A1 (46, 23, 0, 0, 0, 8388608)
Table 2. Nume´rotations des syste`mes de racines des e´le´ments de X23
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i Ri φi i Ri φi
1 A1 (2, 1, 0, 0, 0, 2) 62 A8
∐
2A7
∐
A1 (186, 1, 6, 16, 0, 1152)
2 A2 (6, 0, 2, 0, 0, 3) 63 A9
∐
D5
∐
A5
∐
D4
∐
A1 (186, 1, 10, 11, 2, 1920)
3 9A1 (18, 9, 0, 0, 0, 512) 64 A9
∐
A7
∐
2A4 (186, 0, 8, 16, 0, 2000)
4 A2
∐
12A1 (30, 12, 2, 0, 0, 12288) 65 E6
∐
3A6 (198, 0, 9, 14, 1, 1029)
5 25A1 (50, 25, 0, 0, 0, 33554432) 66 A9
∐
A8
∐
A5
∐
A2 (198, 0, 8, 16, 0, 1620)
6 4A2
∐
9A1 (42, 9, 8, 0, 0, 41472) 67 3A8
∐
A1 (218, 1, 6, 18, 0, 1458)
7 A3
∐
15A1 (42, 15, 2, 1, 0, 131072) 68 3D6
∐
D4
∐
3A1 (210, 3, 12, 6, 4, 2048)
8 9A2 (54, 0, 18, 0, 0, 19683) 69 A7
∐
E6
∐
2D5
∐
A1 (210, 1, 11, 9, 3, 768)
9 A3
∐
5A2
∐
6A1 (54, 6, 12, 1, 0, 62208) 70 D7
∐
A7
∐
D5
∐
A5 (210, 0, 10, 12, 2, 768)
10 12A2
∐
A1 (74, 1, 24, 0, 0, 1062882) 71 D7
∐
2A7
∐
A3
∐
A1 (210, 1, 9, 14, 1, 2048)
11 3A3
∐
4A2
∐
3A1 (66, 3, 14, 3, 0, 41472) 72 A9
∐
A7
∐
D6
∐
2A1 (210, 2, 7, 14, 1, 1280)
12 4A3
∐
9A1 (66, 9, 8, 4, 0, 131072) 73 A10
∐
A7
∐
A6
∐
A1 (210, 1, 6, 17, 0, 1232)
13 A17
∐
E7
∐
A1 (434, 1, 5, 18, 1, 72) 74 2A8
∐
E6
∐
A2 (222, 0, 9, 14, 1, 729)
14 D4
∐
21A1 (66, 21, 3, 0, 1, 8388608) 75 A10
∐
A8
∐
D5 (222, 0, 7, 15, 1, 396)
15 6A3
∐
A2 (78, 0, 14, 6, 0, 12288) 76 2A9
∐
D6
∐
A1 (242, 1, 7, 16, 1, 800)
16 A4
∐
3A3
∐
3A2
∐
2A1 (78, 2, 14, 5, 0, 34560) 77 A11
∐
D6
∐
A5
∐
A3 (234, 0, 9, 15, 1, 1152)
17 D4
∐
9A2 (78, 0, 21, 0, 1, 78732) 78 A11
∐
A8
∐
A5 (234, 0, 6, 18, 0, 648)
18 8A3
∐
A1 (98, 1, 16, 8, 0, 131072) 79 4D6
∐
A1 (242, 1, 12, 8, 4, 512)
19 2A4
∐
4A3
∐
A1 (90, 1, 12, 8, 0, 12800) 80 A9
∐
E6
∐
D6
∐
A3 (234, 0, 10, 12, 2, 480)
20 3A4
∐
A3
∐
2A2
∐
3A1 (90, 3, 12, 7, 0, 36000) 81 D7
∐
2E6
∐
A5 (258, 0, 11, 10, 3, 216)
21 D4
∐
5A3
∐
3A1 (90, 3, 13, 5, 1, 32768) 82 D8
∐
2D6
∐
D4
∐
A1 (258, 1, 12, 8, 4, 512)
22 A5
∐
3A3
∐
4A2 (90, 0, 16, 6, 0, 31104) 83 A9
∐
2D7 (258, 0, 8, 13, 2, 160)
23 A5
∐
4A3
∐
6A1 (90, 6, 10, 7, 0, 98304) 84 A9
∐
D8
∐
A7 (258, 0, 7, 16, 1, 320)
24 D4
∐
3A4
∐
3A2 (102, 0, 15, 6, 1, 13500) 85 A11
∐
D7
∐
D5
∐
A1 (258, 1, 8, 13, 2, 384)
25 A5
∐
2A4
∐
2A3
∐
A2
∐
A1 (102, 1, 12, 9, 0, 14400) 86 2A11
∐
A2 (270, 0, 6, 18, 0, 432)
26 6A4
∐
A1 (122, 1, 12, 12, 0, 31250) 87 A12
∐
E6
∐
A6 (270, 0, 7, 16, 1, 273)
27 4D4
∐
9A1 (114, 9, 12, 0, 4, 131072) 88 A11
∐
D7
∐
E6
∐
A1 (290, 1, 8, 14, 2, 288)
28 A5
∐
2D4
∐
3A3 (114, 0, 14, 6, 2, 6144) 89 A13
∐
D6
∐
D5 (282, 0, 8, 14, 2, 224)
29 2A5
∐
2A4
∐
A3
∐
A1 (114, 1, 10, 11, 0, 7200) 90 4E6
∐
A1 (290, 1, 12, 8, 4, 162)
30 2A5
∐
D4
∐
2A3
∐
3A1 (114, 3, 11, 8, 1, 18432) 91 A13
∐
A10
∐
A1 (294, 1, 4, 19, 0, 308)
31 3A5
∐
4A2 (114, 0, 14, 9, 0, 17496) 92 2A12
∐
A1 (314, 1, 4, 20, 0, 338)
32 D5
∐
6A3
∐
A1 (114, 1, 15, 7, 1, 32768) 93 E7
∐
3D6 (306, 0, 12, 9, 4, 128)
33 A6
∐
2A4
∐
2A3
∐
A2
∐
A1 (114, 1, 12, 10, 0, 16800) 94 2A9
∐
E7 (306, 0, 7, 17, 1, 200)
34 4A5
∐
A2 (126, 0, 10, 12, 0, 3888) 95 D9
∐
A9
∐
E6 (306, 0, 8, 14, 2, 120)
35 D5
∐
4A4
∐
A2 (126, 0, 13, 9, 1, 7500) 96 A11
∐
D9
∐
A5 (306, 0, 7, 17, 1, 288)
36 A6
∐
D4
∐
3A4 (126, 0, 11, 10, 1, 3500) 97 A14
∐
A9
∐
A2 (306, 0, 6, 19, 0, 450)
37 A6
∐
2A5
∐
A3
∐
2A2 (126, 0, 12, 11, 0, 9072) 98 A11
∐
E7
∐
E6 (330, 0, 8, 14, 2, 72)
38 4A5
∐
D4
∐
A1 (146, 1, 11, 12, 1, 10368) 99 3D8
∐
A1 (338, 1, 9, 12, 3, 128)
39 D5
∐
2A5
∐
D4
∐
A3
∐
A1 (138, 1, 12, 8, 2, 4608) 100 2D8
∐
E7
∐
2A1 (354, 2, 9, 11, 3, 128)
40 D5
∐
3A5
∐
4A1 (138, 4, 9, 10, 1, 13824) 101 D10
∐
D8
∐
D6
∐
A1 (354, 1, 9, 12, 3, 128)
41 6D4
∐
A1 (146, 1, 18, 0, 6, 8192) 102 A15
∐
D8
∐
A1 (354, 1, 5, 17, 1, 128)
42 2A6
∐
A5
∐
A4
∐
2A1 (138, 2, 8, 13, 0, 5880) 103 A15
∐
D9
∐
A1 (386, 1, 5, 18, 1, 128)
43 A7
∐
A5
∐
2A4
∐
A3 (138, 0, 10, 13, 0, 4800) 104 A15
∐
E7
∐
A3 (378, 0, 7, 17, 1, 128)
44 A7
∐
A5
∐
D4
∐
2A3
∐
2A1 (138, 2, 11, 10, 1, 12288) 105 A17
∐
A8 (378, 0, 4, 21, 0, 162)
45 2A6
∐
D5
∐
A4
∐
A2 (150, 0, 11, 11, 1, 2940) 106 3E7
∐
D4 (402, 0, 12, 9, 4, 32)
46 3A6
∐
D4 (150, 0, 9, 12, 1, 1372) 107 A13
∐
D11 (402, 0, 5, 18, 1, 56)
47 A7
∐
A6
∐
A5
∐
A4
∐
A1 (150, 1, 8, 14, 0, 3360) 108 A18
∐
E6 (414, 0, 5, 18, 1, 57)
48 4A6
∐
A1 (170, 1, 8, 16, 0, 4802) 109 A4
∐
6A2
∐
5A1 (66, 5, 14, 2, 0, 116640)
49 3D5
∐
A5
∐
A3 (162, 0, 13, 7, 3, 1536) 110 D10
∐
2E7
∐
A1 (434, 1, 9, 12, 3, 32)
50 D6
∐
4D4
∐
3A1 (162, 3, 15, 2, 5, 8192) 111 D12
∐
E7
∐
D6 (450, 0, 9, 13, 3, 32)
51 D6
∐
3A5
∐
A3 (162, 0, 11, 12, 1, 3456) 112 2D12
∐
A1 (530, 1, 6, 16, 2, 32)
52 A7
∐
2D5
∐
2A3
∐
A1 (162, 1, 12, 9, 2, 4096) 113 D10
∐
E8
∐
E7 (546, 0, 9, 13, 3, 8)
53 2A7
∐
2D4
∐
A1 (162, 1, 10, 10, 2, 2048) 114 D14
∐
D10
∐
A1 (546, 1, 6, 16, 2, 32)
54 A8
∐
3A5 (162, 0, 8, 15, 0, 1944) 115 A17
∐
E8 (546, 0, 5, 19, 1, 18)
55 A8
∐
A6
∐
A5
∐
A3
∐
A2 (162, 0, 10, 14, 0, 4536) 116 A23
∐
A2 (558, 0, 4, 21, 0, 72)
56 3A7
∐
A2 (174, 0, 8, 15, 0, 1536) 117 A24
∐
A1 (602, 1, 2, 22, 0, 50)
57 A8
∐
A6
∐
D5
∐
A4 (174, 0, 9, 13, 1, 1260) 118 D16
∐
E8
∐
A1 (722, 1, 6, 16, 2, 8)
58 2A7
∐
2D5
∐
A1 (194, 1, 10, 12, 2, 2048) 119 3E8
∐
A1 (722, 1, 9, 12, 3, 2)
59 E6
∐
3A5
∐
D4 (186, 0, 12, 11, 2, 2592) 120 D18
∐
E7 (738, 0, 6, 17, 2, 8)
60 A7
∐
D6
∐
D5
∐
A5 (186, 0, 10, 11, 2, 768) 121 D24
∐
A1 (1106, 1, 3, 20, 1, 8)
61 2A7
∐
D6
∐
A3
∐
A1 (186, 1, 9, 13, 1, 2048)
Table 3. Nume´rotations des syste`mes de racines des e´le´ments de X25
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i ψi λi
1 [22] 4194303
2 ∆21 ⊕ [20] 2096862
3 ∆21 ⊕∆19 ⊕ [18] 1049196
4 ∆19[3]⊕ [16] 527472
5 ∆21 ⊕∆19 ⊕∆17 ⊕ [16] 522792
6 ∆19[3]⊕∆15 ⊕ [14] 267048
7 ∆21 ⊕∆19 ⊕∆17 ⊕∆15 ⊕ [14] 262368
8 ∆21 ⊕∆17[3]⊕ [14] 254448
9 ∆21 ⊕∆19 ⊕∆15[3]⊕ [12] 137712
10 ∆21,13 ⊕∆19 ⊕∆17 ⊕∆15 ⊕ [12] 131328
11 ∆21,13 ⊕∆17[3] ⊕ [12] 123408
12 ∆17[5]⊕ [12] 114672
13 ∆21 ⊕∆15[5]⊕ [10] 78576
14 ∆21 ⊕∆19 ⊕∆15[3]⊕∆11 ⊕ [10] 71376
15 ∆21,13 ⊕∆19 ⊕∆17 ⊕∆15 ⊕∆11 ⊕ [10] 64992
16 ∆15[7]⊕ [8] 60072
17 ∆21,13 ⊕∆17[3]⊕∆11 ⊕ [10] 57072
18 ∆17[5]⊕∆11 ⊕ [10] 48336
19 ∆21,9 ⊕∆15[5]⊕ [8] 47376
20 ∆21,9 ⊕∆19 ⊕∆15[3]⊕∆11 ⊕ [8] 40176
21 ∆19[3]⊕∆15 ⊕∆11[3]⊕ [8] 34872
22 ∆21 ⊕∆19 ⊕∆17 ⊕∆15 ⊕∆11[3] ⊕ [8] 30192
23 ∆21,9 ⊕∆19,7 ⊕∆15[3]⊕∆11 ⊕ [6] 22752
24 ∆21 ⊕∆17[3]⊕∆11[3]⊕ [8] 22272
25 ∆19[3] ⊕∆11[5]⊕ [6] 13368
26 ∆21 ⊕∆19,7 ⊕∆17 ⊕∆15 ⊕∆11[3]⊕ [6] 12768
27 ∆21 ⊕∆19 ⊕∆17 ⊕∆11[5]⊕ [6] 8688
28 ∆21,5 ⊕∆19,7 ⊕∆17 ⊕∆15 ⊕∆11[3]⊕ [4] 2928
29 ∆21,5 ⊕∆19 ⊕∆17 ⊕∆11[5]⊕ [4] −1152
30 ∆21 ⊕∆19 ⊕∆11[7]⊕ [4] −3888
31 ∆21 ⊕∆11[9]⊕ [2] −21744
32 ∆11[11] −49128
Table 4. Parame`tres standards ψi = ψ(pii,St) des 32 repre´sentations pii
dans Πcusp(SO23) telles que pi∞ est triviale, range´es par valeurs propres as-
socie´es pour T2 de´croissantes.
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i ψi µi
1 [24] 16777215
2 ∆21[3]⊕ [18] 2095128
3 ∆21[3]⊕∆17 ⊕ [16] 1042320
4 ∆19[5]⊕ [14] 538392
5 ∆21[3]⊕∆17 ⊕∆15 ⊕ [14] 521472
6 ∆21[3]⊕∆15[3]⊕ [12] 272160
7 ∆23,13 ⊕∆19[3]⊕∆15 ⊕ [12] 271440
8 ∆23,13 ⊕∆21 ⊕∆19 ⊕∆17 ⊕∆15 ⊕ [12] 262080
9 ∆23,13 ⊕∆21 ⊕∆17[3]⊕ [12] 246240
10 ∆15[9]⊕ [6] 142632
11 ∆23,19,11 ⊕∆21 ⊕∆15[3]⊕ [10] 142368
12 ∆21[3]⊕∆15[3]⊕∆11 ⊕ [10] 139488
13 ∆23,13 ⊕∆19[3]⊕∆15 ⊕∆11 ⊕ [10] 138768
14 ∆23,19,11 ⊕∆21,13 ⊕∆17 ⊕∆15 ⊕ [10] 129600
15 ∆23,13 ⊕∆21 ⊕∆19 ⊕∆17 ⊕∆15 ⊕∆11 ⊕ [10] 129408
16 ∆21,13[3]⊕∆17 ⊕ [10] 125040
17 ∆23,13 ⊕∆21 ⊕∆17[3]⊕∆11 ⊕ [10] 113568
18 ∆23,7 ⊕∆15[7]⊕ [6] 88800
19 ∆23,9 ⊕∆21 ⊕∆15[5]⊕ [8] 88368
20 ∆23,19,11 ⊕∆21,9 ⊕∆15[3]⊕ [8] 79968
21 ∆19[5]⊕∆11[3]⊕ [8] 74040
22 ∆23,9 ⊕∆21 ⊕∆19 ⊕∆15[3]⊕∆11 ⊕ [8] 73968
23 ∆23,17,9 ⊕∆21,13 ⊕∆19 ⊕∆15 ⊕∆11 ⊕ [8] 70128
24 ∆23,13 ⊕∆21,9 ⊕∆19 ⊕∆17 ⊕∆15 ⊕∆11 ⊕ [8] 67008
25 ∆17[7]⊕ [10] 63888
26 ∆23,7 ⊕∆21,9 ⊕∆15[5]⊕ [6] 63408
27 ∆23,9 ⊕∆21,13 ⊕∆19 ⊕∆17 ⊕∆15 ⊕∆11 ⊕ [8] 61200
28 ∆21[3]⊕∆17 ⊕∆15 ⊕∆11[3]⊕ [8] 57120
29 ∆21,9[3]⊕∆15[3]⊕ [6] 53760
30 ∆23,13 ⊕∆21,9 ⊕∆17[3]⊕∆11 ⊕ [8] 51168
31 ∆23,7 ⊕∆21,9 ⊕∆19 ⊕∆15[3]⊕∆11 ⊕ [6] 49008
32 ∆23,9 ⊕∆21,13 ⊕∆17[3]⊕∆11 ⊕ [8] 45360
33 ∆23,9 ⊕∆21 ⊕∆19,7 ⊕∆15[3]⊕∆11 ⊕ [6] 39120
34 ∆23,7 ⊕∆19[3]⊕∆15 ⊕∆11[3]⊕ [6] 38400
35 ∆23,17,9 ⊕∆21,13 ⊕∆19,7 ⊕∆15 ⊕∆11 ⊕ [6] 35280
36 ∆23,15,7 ⊕∆19[3]⊕∆11[3]⊕ [6] 32544
37 ∆23,13 ⊕∆21,9 ⊕∆19,7 ⊕∆17 ⊕∆15 ⊕∆11 ⊕ [6] 32160
38 ∆23,7 ⊕∆21 ⊕∆19 ⊕∆17 ⊕∆15 ⊕∆11[3]⊕ [6] 29040
39 ∆23,9 ⊕∆17[5]⊕∆11 ⊕ [8] 27888
40 ∆23,9 ⊕∆21,13 ⊕∆19,7 ⊕∆17 ⊕∆15 ⊕∆11 ⊕ [6] 26352
41 ∆23,15,7 ⊕∆21 ⊕∆19 ⊕∆17 ⊕∆11[3]⊕ [6] 23184
42 ∆23,9 ⊕∆21,5 ⊕∆19,7 ⊕∆15[3]⊕∆11 ⊕ [4] 19440
43 ∆23,13 ⊕∆19,7[3]⊕∆15 ⊕∆11 ⊕ [4] 16800
44 ∆23,13,5 ⊕∆21,9 ⊕∆19,7 ⊕∆17 ⊕∆15 ⊕∆11 ⊕ [4] 15744
45 ∆23,17,5 ⊕∆21 ⊕∆19,7 ⊕∆15 ⊕∆11[3]⊕ [4] 14784
46 ∆21[3]⊕∆17 ⊕∆11[5]⊕ [6] 14112
47 ∆23,7 ⊕∆21 ⊕∆17[3]⊕∆11[3]⊕ [6] 13200
48 ∆23,7 ⊕∆21,5 ⊕∆19 ⊕∆17 ⊕∆15 ⊕∆11[3]⊕ [4] 9360
49 ∆23,17,5 ⊕∆21 ⊕∆19 ⊕∆11[5]⊕ [4] 6624
50 ∆23,15,7 ⊕∆21,5 ⊕∆19 ⊕∆17 ⊕∆11[3]⊕ [4] 3504
51 ∆23,7 ⊕∆21,5 ⊕∆17[3]⊕∆11[3]⊕ [4] −6480
52 ∆23,15,3 ⊕∆21,5 ⊕∆19,7 ⊕∆17 ⊕∆11[3]⊕ [2] −10176
53 ∆21[3]⊕∆11[7]⊕ [4] −11040
54 ∆21,5[3]⊕∆17 ⊕∆15 ⊕∆11[3]⊕ [2] −11760
55 ∆23,19,3 ⊕∆21,5 ⊕∆17 ⊕∆11[5]⊕ [2] −13440
56 ∆23,19,3 ⊕∆21 ⊕∆11[7]⊕ [2] −18912
57 Sym2∆11[2]⊕∆11[9] −53472
Table 5. Parame`tres standards ψi = ψ(pii,St) des 57 repre´sentations pii
dans Πcusp(SO25) telles que pi∞ est triviale pour lesquelles les valeurs propres
associe´es pour T2 sont entie`res, range´es par valeurs propres associe´es pour
T2 de´croissantes.
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i ψi, ψi+1 µi, µi+1
58 ∆223 ⊕ [22] 8389146 ± 12
√
144169
60 ∆223 ⊕∆21 ⊕ [20] 4194264 ± 12
√
144169
62 ∆223 ⊕∆21 ⊕∆19 ⊕ [18] 2098932 ± 12
√
144169
64 ∆223 ⊕∆19[3]⊕ [16] 1055484 ± 12
√
144169
66 ∆223 ⊕∆21 ⊕∆19 ⊕∆17 ⊕ [16] 1046124 ± 12
√
144169
68 ∆223 ⊕∆19[3]⊕∆15 ⊕ [14] 534636 ± 12
√
144169
70 ∆223 ⊕∆21 ⊕∆19 ⊕∆17 ⊕∆15 ⊕ [14] 525276 ± 12
√
144169
72 ∆223 ⊕∆21 ⊕∆17[3]⊕ [14] 509436 ± 12
√
144169
74 ∆223 ⊕∆21 ⊕∆19 ⊕∆15[3] ⊕ [12] 275964 ± 12
√
144169
76 ∆223 ⊕∆21,13 ⊕∆19 ⊕∆17 ⊕∆15 ⊕ [12] 263196 ± 12
√
144169
78 ∆223 ⊕∆21,13 ⊕∆17[3]⊕ [12] 247356 ± 12
√
144169
80 ∆223 ⊕∆17[5]⊕ [12] 229884 ± 12
√
144169
82 ∆223 ⊕∆21 ⊕∆15[5]⊕ [10] 157692 ± 12
√
144169
84 ∆223 ⊕∆21 ⊕∆19 ⊕∆15[3]⊕∆11 ⊕ [10] 143292 ± 12
√
144169
86 ∆223 ⊕∆21,13 ⊕∆19 ⊕∆17 ⊕∆15 ⊕∆11 ⊕ [10] 130524 ± 12
√
144169
88 ∆223 ⊕∆15[7]⊕ [8] 120684 ± 12
√
144169
90 ∆223 ⊕∆21,13 ⊕∆17[3]⊕∆11 ⊕ [10] 114684 ± 12
√
144169
92 ∆223 ⊕∆17[5]⊕∆11 ⊕ [10] 97212 ± 12
√
144169
94 ∆223 ⊕∆21,9 ⊕∆15[5]⊕ [8] 95292 ± 12
√
144169
96 ∆223 ⊕∆21,9 ⊕∆19 ⊕∆15[3]⊕∆11 ⊕ [8] 80892 ± 12
√
144169
98 ∆223 ⊕∆19[3]⊕∆15 ⊕∆11[3]⊕ [8] 70284 ± 12
√
144169
100 ∆223 ⊕∆21 ⊕∆19 ⊕∆17 ⊕∆15 ⊕∆11[3]⊕ [8] 60924 ± 12
√
144169
102 ∆223 ⊕∆21,9 ⊕∆19,7 ⊕∆15[3]⊕∆11 ⊕ [6] 46044 ± 12
√
144169
104 ∆223 ⊕∆21 ⊕∆17[3]⊕∆11[3]⊕ [8] 45084 ± 12
√
144169
106 ∆223 ⊕∆19[3]⊕∆11[5]⊕ [6] 27276 ± 12
√
144169
108 ∆223 ⊕∆21 ⊕∆19,7 ⊕∆17 ⊕∆15 ⊕∆11[3]⊕ [6] 26076 ± 12
√
144169
110 ∆223 ⊕∆21 ⊕∆19 ⊕∆17 ⊕∆11[5]⊕ [6] 17916 ± 12
√
144169
112 ∆223 ⊕∆21,5 ⊕∆19,7 ⊕∆17 ⊕∆15 ⊕∆11[3]⊕ [4] 6396 ± 12
√
144169
114 ∆223 ⊕∆21,5 ⊕∆19 ⊕∆17 ⊕∆11[5] ⊕ [4] −1764 ± 12
√
144169
116 ∆223 ⊕∆21 ⊕∆19 ⊕∆11[7]⊕ [4] −7236 ± 12
√
144169
118 ∆223 ⊕∆21 ⊕∆11[9]⊕ [2] −42948 ± 12
√
144169
120 ∆223 ⊕∆11[11] −97716 ± 12
√
144169
Table 6. Parame`tres standards ψi = ψ(pii,St) des 64 repre´sentations pii
dans Πcusp(SO25) telles que pi∞ est triviale pour lesquelles les valeurs propres
associe´es pour T2 ne sont pas entie`res, range´es par valeurs propres associe´es
pour T2 de´croissantes.
32 THOMAS ME´GARBANE´
ψ(pi,St) ψ(pi′,St)
[23]⊕ [1] [22]
Sym2∆11 ⊕ [21] [22], ∆21 ⊕ [20]
∆21[2] ⊕ [1]⊕ [19] ∆21 ⊕ [20], ∆21 ⊕∆19 ⊕ [18]
Sym2∆11 ⊕∆19[2]⊕ [17] ∆21 ⊕∆19 ⊕ [18], ∆19[3]⊕ [16], ∆21 ⊕∆19 ⊕∆17 ⊕ [16]
∆19[4] ⊕ [1]⊕ [15] ∆19[3]⊕ [16], ∆19[3]⊕∆15 ⊕ [14]
∆21[2]⊕∆17[2]⊕ [1]⊕ [15] ∆21 ⊕∆19 ⊕∆17 ⊕ [16], ∆21 ⊕∆19 ⊕∆17 ⊕∆15 ⊕ [14],∆21 ⊕∆17[3]⊕ [14]
Sym2∆11 ⊕∆19[2]⊕∆15[2] ⊕ [13] ∆19[3]⊕∆15 ⊕ [14], ∆21 ⊕∆19 ⊕∆17 ⊕∆15 ⊕ [14],∆21 ⊕∆19 ⊕∆15[3]⊕ [12], ∆21,13 ⊕∆19 ⊕∆17 ⊕∆15 ⊕ [12]
Sym2∆11 ⊕∆17[4]⊕ [13] ∆21 ⊕∆17[3]⊕ [14], ∆21,13 ⊕∆17[3]⊕ [12], ∆17[5]⊕ [12]
∆21[2]⊕∆15[4]⊕ [1]⊕ [11] ∆21 ⊕∆19 ⊕∆15[3]⊕ [12], ∆21 ⊕∆15[5]⊕ [10],∆21 ⊕∆19 ⊕∆15[3]⊕∆11 ⊕ [10]
∆21,13[2]⊕∆17[2] ⊕ [1] ⊕ [11] ∆21,13 ⊕∆19 ⊕∆17 ⊕∆15 ⊕ [12], ∆21,13 ⊕∆17[3]⊕ [12],∆21,13⊕∆19⊕∆17⊕∆15⊕∆11⊕[10], ∆21,13⊕∆17[3]⊕∆11⊕[10]
∆17[6] ⊕ [1]⊕ [11] ∆17[5]⊕ [12], ∆17[5]⊕∆11 ⊕ [10]
Sym2∆11 ⊕∆15[6] ⊕ [9] ∆21 ⊕∆15[5] ⊕ [10],∆15[7]⊕ [8], ∆21,9 ⊕∆15[5]⊕ [8]
∆15[8]⊕ [1]⊕ [7] ∆15[7]⊕ [8]
Sym2∆11 ⊕∆19[2]⊕∆15[2] ⊕∆11[2]⊕ [9]
∆21 ⊕∆19 ⊕∆15[3]⊕∆11 ⊕ [10],
∆21,13 ⊕∆19 ⊕∆17 ⊕∆15 ⊕∆11 ⊕ [10],
∆21,9 ⊕∆19 ⊕∆15[3]⊕∆11 ⊕ [8], ∆19[3]⊕∆15 ⊕∆11[3]⊕ [8],
∆21 ⊕∆19 ⊕∆17 ⊕∆15 ⊕∆11[3]⊕ [8]
∆21,9[2]⊕∆15[4] ⊕ [1] ⊕ [7] ∆21,9 ⊕∆15[5]⊕ [8], ∆21,9 ⊕∆19 ⊕∆15[3]⊕∆11 ⊕ [8],∆21,9 ⊕∆19,7 ⊕∆15[3]⊕∆11 ⊕ [6]
Sym2∆11 ⊕∆17[4]⊕∆11[2]⊕ [9] ∆21,13 ⊕∆17[3]⊕∆11 ⊕ [10], ∆17[5]⊕∆11 ⊕ [10],∆21 ⊕∆17[3]⊕∆11[3]⊕ [8]
∆19[4] ⊕∆11[4]⊕ [1]⊕ [7] ∆19[3]⊕∆15 ⊕∆11[3]⊕ [8], ∆19[3]⊕∆11[5]⊕ [6]
∆21[2]⊕∆17[2]⊕∆11[4]⊕ [1]⊕ [7] ∆21⊕∆19⊕∆17⊕∆15⊕∆11[3]⊕ [8], ∆21⊕∆17[3]⊕∆11 [3]⊕ [8],∆21⊕∆19,7⊕∆17⊕∆15⊕∆11[3]⊕[6], ∆21⊕∆19⊕∆17⊕∆11[5]⊕[6]
Sym2∆11 ⊕∆19,7[2]⊕∆15[2]⊕∆11[2] ⊕ [5]
∆21,9 ⊕∆19,7 ⊕∆15[3]⊕∆11 ⊕ [6],
∆21 ⊕∆19,7 ⊕∆17 ⊕∆15 ⊕∆11[3]⊕ [6],
∆21,5 ⊕∆19,7 ⊕∆17 ⊕∆15 ⊕∆11[3] ⊕ [4]
Sym2∆11 ⊕∆19[2]⊕∆11[6]⊕ [5] ∆19[3]⊕∆11[5] ⊕ [6], ∆21 ⊕∆19 ⊕∆17 ⊕∆11[5]⊕ [6],∆21,5 ⊕∆19 ⊕∆17 ⊕∆11[5]⊕ [4], ∆21 ⊕∆19 ⊕∆11[7]⊕ [4]
∆21,5[2]⊕∆17[2]⊕∆11[4]⊕ [1]⊕ [3] ∆21,5 ⊕∆19,7 ⊕∆17 ⊕∆15 ⊕∆11[3]⊕ [4],∆21,5 ⊕∆19 ⊕∆17 ⊕∆11[5]⊕ [4]
∆21[2] ⊕∆11[8]⊕ [1]⊕ [3] ∆21 ⊕∆19 ⊕∆11[7]⊕ [4], ∆21 ⊕∆11[9]⊕ [2]
Sym2∆11 ⊕∆11[10]⊕ [1] ∆21 ⊕∆11[9]⊕ [2], ∆11[11]
∆11[12] ∆11[11]
Table 7. Parame`tres standards ψ(pi′,St) des e´le´ments pi′ ∈ Respi, pour les
repre´sentations pi ∈ Πdisc(O24) telles que pi∞ est triviale.
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ψ(pi,St) ψ(pi′,St)
[24] [23]⊕ [1]
∆21[3]⊕ [18] ∆21[2]⊕ [1]⊕ [19]
∆21[3]⊕∆17 ⊕ [16] ∆21[2]⊕∆17[2]⊕ [1]⊕ [15]
∆19[5]⊕ [14] ∆19[4]⊕ [1]⊕ [15]
∆21[3]⊕∆17 ⊕∆15 ⊕ [14] ∆21[2]⊕∆17[2]⊕ [1]⊕ [15]
∆21[3]⊕∆15[3]⊕ [12] ∆21[2]⊕∆15[4]⊕ [1]⊕ [11]
∆23,13 ⊕∆19[3]⊕∆15 ⊕ [12] Sym2∆11 ⊕∆19[2]⊕∆15[2]⊕ [13]
∆23,13 ⊕∆21 ⊕∆19 ⊕∆17 ⊕∆15 ⊕ [12] Sym2∆11 ⊕∆19[2]⊕∆15[2]⊕ [13]
∆23,13 ⊕∆21 ⊕∆17[3]⊕ [12] Sym2∆11 ⊕∆17[4]⊕ [13]
∆15[9]⊕ [6] ∆15[8]⊕ [1]⊕ [7]
∆23,19,11 ⊕∆21 ⊕∆15[3]⊕ [10] ∆21[2]⊕∆15[4]⊕ [1]⊕ [11]
∆21[3]⊕∆15[3]⊕∆11 ⊕ [10] ∆21[2]⊕∆15[4]⊕ [1]⊕ [11]
∆23,13 ⊕∆19[3]⊕∆15 ⊕∆11 ⊕ [10] Sym2∆11 ⊕∆19[2]⊕∆15[2]⊕∆11[2]⊕ [9]
∆23,19,11 ⊕∆21,13 ⊕∆17 ⊕∆15 ⊕ [10] ∆21,13[2]⊕∆17[2]⊕ [1]⊕ [11]
∆23,13 ⊕∆21 ⊕∆19 ⊕∆17 ⊕∆15 ⊕∆11 ⊕ [10] Sym2∆11 ⊕∆19[2]⊕∆15[2]⊕∆11[2]⊕ [9]
∆21,13[3]⊕∆17 ⊕ [10] ∆21,13[2]⊕∆17[2]⊕ [1]⊕ [11]
∆23,13 ⊕∆21 ⊕∆17[3]⊕∆11 ⊕ [10] Sym2∆11 ⊕∆17[4]⊕∆11[2]⊕ [9]
∆23,7 ⊕∆15[7]⊕ [6] ∆15[8]⊕ [1]⊕ [7]
∆23,9 ⊕∆21 ⊕∆15[5]⊕ [8] Sym2∆11 ⊕∆15[6]⊕ [9]
∆23,19,11 ⊕∆21,9 ⊕∆15[3]⊕ [8] ∆21,9[2]⊕∆15[4]⊕ [1]⊕ [7]
∆19[5]⊕∆11[3]⊕ [8] ∆19[4]⊕∆11[4]⊕ [1]⊕ [7]
∆23,9 ⊕∆21 ⊕∆19 ⊕∆15[3]⊕∆11 ⊕ [8] Sym2∆11 ⊕∆19[2]⊕∆15[2]⊕∆11[2]⊕ [9]
∆23,17,9 ⊕∆21,13 ⊕∆19 ⊕∆15 ⊕∆11 ⊕ [8] Sym2∆11 ⊕∆19[2]⊕∆15[2]⊕∆11[2]⊕ [9]
∆23,13 ⊕∆21,9 ⊕∆19 ⊕∆17 ⊕∆15 ⊕∆11 ⊕ [8] Sym2∆11 ⊕∆19[2]⊕∆15[2]⊕∆11[2]⊕ [9]
∆17[7]⊕ [10] ∆17[6]⊕ [1]⊕ [11]
∆23,7 ⊕∆21,9 ⊕∆15[5]⊕ [6] ∆21,9[2]⊕∆15[4]⊕ [1]⊕ [7]
∆23,9 ⊕∆21,13 ⊕∆19 ⊕∆17 ⊕∆15 ⊕∆11 ⊕ [8] Sym2∆11 ⊕∆19[2]⊕∆15[2]⊕∆11[2]⊕ [9]
∆21[3]⊕∆17 ⊕∆15 ⊕∆11[3]⊕ [8] ∆21[2]⊕∆17[2]⊕∆11[4]⊕ [1]⊕ [7]
∆21,9[3]⊕∆15[3]⊕ [6] ∆21,9[2]⊕∆15[4]⊕ [1]⊕ [7]
∆23,13 ⊕∆21,9 ⊕∆17[3]⊕∆11 ⊕ [8] Sym2∆11 ⊕∆17[4]⊕∆11[2]⊕ [9]
∆23,7 ⊕∆21,9 ⊕∆19 ⊕∆15[3]⊕∆11 ⊕ [6] ∆21,9[2]⊕∆15[4]⊕ [1]⊕ [7]
∆23,9 ⊕∆21,13 ⊕∆17[3]⊕∆11 ⊕ [8] Sym2∆11 ⊕∆17[4]⊕∆11[2]⊕ [9]
∆23,9 ⊕∆21 ⊕∆19,7 ⊕∆15[3]⊕∆11 ⊕ [6] Sym2∆11 ⊕∆19,7[2]⊕∆15[2]⊕∆11[2]⊕ [5]
∆23,7 ⊕∆19[3]⊕∆15 ⊕∆11[3]⊕ [6] ∆19[4]⊕∆11[4]⊕ [1]⊕ [7]
∆23,17,9 ⊕∆21,13 ⊕∆19,7 ⊕∆15 ⊕∆11 ⊕ [6] Sym2∆11 ⊕∆19,7[2]⊕∆15[2]⊕∆11[2]⊕ [5]
∆23,15,7 ⊕∆19[3]⊕∆11[3]⊕ [6] ∆19[4]⊕∆11[4]⊕ [1]⊕ [7]
∆23,13 ⊕∆21,9 ⊕∆19,7 ⊕∆17 ⊕∆15 ⊕∆11 ⊕ [6] Sym2∆11 ⊕∆19,7[2]⊕∆15[2]⊕∆11[2]⊕ [5]
∆23,7 ⊕∆21 ⊕∆19 ⊕∆17 ⊕∆15 ⊕∆11[3]⊕ [6] ∆21[2]⊕∆17[2]⊕∆11[4]⊕ [1]⊕ [7]
∆23,9 ⊕∆17[5]⊕∆11 ⊕ [8] Sym2∆11 ⊕∆17[4]⊕∆11[2]⊕ [9]
∆23,9 ⊕∆21,13 ⊕∆19,7 ⊕∆17 ⊕∆15 ⊕∆11 ⊕ [6] Sym2∆11 ⊕∆19,7[2]⊕∆15[2]⊕∆11[2]⊕ [5]
∆23,15,7 ⊕∆21 ⊕∆19 ⊕∆17 ⊕∆11[3]⊕ [6] ∆21[2]⊕∆17[2]⊕∆11[4]⊕ [1]⊕ [7]
∆23,9 ⊕∆21,5 ⊕∆19,7 ⊕∆15[3]⊕∆11 ⊕ [4] Sym2∆11 ⊕∆19,7[2]⊕∆15[2]⊕∆11[2]⊕ [5]
∆23,13 ⊕∆19,7[3]⊕∆15 ⊕∆11 ⊕ [4] Sym2∆11 ⊕∆19,7[2]⊕∆15[2]⊕∆11[2]⊕ [5]
∆23,13,5 ⊕∆21,9 ⊕∆19,7 ⊕∆17 ⊕∆15 ⊕∆11 ⊕ [4] Sym2∆11 ⊕∆19,7[2]⊕∆15[2]⊕∆11[2]⊕ [5]
∆23,17,5 ⊕∆21 ⊕∆19,7 ⊕∆15 ⊕∆11[3]⊕ [4] Sym2∆11 ⊕∆19,7[2]⊕∆15[2]⊕∆11[2]⊕ [5]
∆21[3]⊕∆17 ⊕∆11[5]⊕ [6] ∆21[2]⊕∆17[2]⊕∆11[4]⊕ [1]⊕ [7]
∆23,7 ⊕∆21 ⊕∆17[3]⊕∆11[3]⊕ [6] ∆21[2]⊕∆17[2]⊕∆11[4]⊕ [1]⊕ [7]
∆23,7 ⊕∆21,5 ⊕∆19 ⊕∆17 ⊕∆15 ⊕∆11[3]⊕ [4] ∆21,5[2]⊕∆17[2]⊕∆11[4]⊕ [1]⊕ [3]
∆23,17,5 ⊕∆21 ⊕∆19 ⊕∆11[5]⊕ [4] Sym2∆11 ⊕∆19[2]⊕∆11[6]⊕ [5]
∆23,15,7 ⊕∆21,5 ⊕∆19 ⊕∆17 ⊕∆11[3]⊕ [4] ∆21,5[2]⊕∆17[2]⊕∆11[4]⊕ [1]⊕ [3]
∆23,7 ⊕∆21,5 ⊕∆17[3]⊕∆11[3]⊕ [4] ∆21,5[2]⊕∆17[2]⊕∆11[4]⊕ [1]⊕ [3]
∆23,15,3 ⊕∆21,5 ⊕∆19,7 ⊕∆17 ⊕∆11[3]⊕ [2] ∆21,5[2]⊕∆17[2]⊕∆11[4]⊕ [1]⊕ [3]
∆21[3]⊕∆11[7]⊕ [4] ∆21[2]⊕∆11[8]⊕ [1]⊕ [3]
∆21,5[3]⊕∆17 ⊕∆15 ⊕∆11[3]⊕ [2] ∆21,5[2]⊕∆17[2]⊕∆11[4]⊕ [1]⊕ [3]
∆23,19,3 ⊕∆21,5 ⊕∆17 ⊕∆11[5]⊕ [2] ∆21,5[2]⊕∆17[2]⊕∆11[4]⊕ [1]⊕ [3]
∆23,19,3 ⊕∆21 ⊕∆11[7]⊕ [2] ∆21[2]⊕∆11[8]⊕ [1]⊕ [3]
Sym2∆11[2]⊕∆11[9] Sym2∆11 ⊕∆11[10] ⊕ [1]
Table 8. Parame`tres standards ψ(pi′,St) des e´le´ments pi′ ∈ Respi, pour les
repre´sentations pi ∈ Πcusp(SO25) telles que pi∞ est triviale, dont les valeurs
propres associe´es pour T2 sont entie`res.
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ψ(pi,St) ψ(pi′,St)
∆223 ⊕ [22] [23]⊕ [1], Sym2∆11 ⊕ [21]
∆223 ⊕∆21 ⊕ [20] Sym2∆11 ⊕ [21], ∆21[2]⊕ [1]⊕ [19]
∆223 ⊕∆21 ⊕∆19 ⊕ [18] ∆21[2]⊕ [1]⊕ [19], Sym2∆11 ⊕∆19[2]⊕ [17]
∆223 ⊕∆19[3]⊕ [16] Sym2∆11 ⊕∆19[2]⊕ [17], ∆19[4]⊕ [1]⊕ [15]
∆223 ⊕∆21 ⊕∆19 ⊕∆17 ⊕ [16] Sym2∆11 ⊕∆19[2]⊕ [17], ∆21[2]⊕∆17[2]⊕ [1]⊕ [15]
∆223 ⊕∆19[3]⊕∆15 ⊕ [14] ∆19[4]⊕ [1]⊕ [15], Sym2∆11 ⊕∆19[2]⊕∆15[2]⊕ [13]
∆223 ⊕∆21 ⊕∆19 ⊕∆17 ⊕∆15 ⊕ [14] ∆21[2]⊕∆17[2]⊕ [1]⊕ [15], Sym2∆11 ⊕∆19[2]⊕∆15[2]⊕ [13]
∆223 ⊕∆21 ⊕∆17[3]⊕ [14] ∆21[2]⊕∆17[2]⊕ [1]⊕ [15], Sym2∆11 ⊕∆17[4]⊕ [13]
∆223 ⊕∆21 ⊕∆19 ⊕∆15[3] ⊕ [12] Sym2∆11 ⊕∆19[2]⊕∆15[2]⊕ [13], ∆21[2]⊕∆15[4]⊕ [1]⊕ [11]
∆223 ⊕∆21,13 ⊕∆19 ⊕∆17 ⊕∆15 ⊕ [12] Sym2∆11 ⊕∆19[2]⊕∆15[2]⊕ [13], ∆21,13[2]⊕∆17[2]⊕ [1]⊕ [11]
∆223 ⊕∆21,13 ⊕∆17[3]⊕ [12] Sym2∆11 ⊕∆17[4]⊕ [13], ∆21,13[2]⊕∆17[2]⊕ [1]⊕ [11]
∆223 ⊕∆17[5]⊕ [12] Sym2∆11 ⊕∆17[4]⊕ [13], ∆17[6]⊕ [1]⊕ [11]
∆223 ⊕∆21 ⊕∆15[5]⊕ [10] ∆21[2]⊕∆15[4]⊕ [1]⊕ [11], Sym2∆11 ⊕∆15[6]⊕ [9]
∆223 ⊕∆21 ⊕∆19 ⊕∆15[3]⊕∆11 ⊕ [10] ∆21[2]⊕∆15[4]⊕[1]⊕[11], Sym2∆11⊕∆19[2]⊕∆15[2]⊕∆11[2]⊕[9]
∆223 ⊕∆21,13 ⊕∆19 ⊕∆17 ⊕∆15 ⊕∆11 ⊕ [10] ∆21,13[2]⊕∆17[2]⊕ [1]⊕ [11],Sym2∆11 ⊕∆19[2]⊕∆15[2]⊕∆11[2]⊕ [9]
∆223 ⊕∆15[7]⊕ [8] Sym2∆11 ⊕∆15[6]⊕ [9], ∆15[8]⊕ [1]⊕ [7]
∆223 ⊕∆21,13 ⊕∆17[3]⊕∆11 ⊕ [10] ∆21,13[2]⊕∆17[2]⊕ [1]⊕ [11], Sym2∆11 ⊕∆17[4]⊕∆11[2]⊕ [9]
∆223 ⊕∆17[5]⊕∆11 ⊕ [10] ∆17[6]⊕ [1]⊕ [11], Sym2∆11 ⊕∆17[4]⊕∆11[2]⊕ [9]
∆223 ⊕∆21,9 ⊕∆15[5]⊕ [8] Sym2∆11 ⊕∆15[6]⊕ [9], ∆21,9[2] ⊕∆15[4]⊕ [1]⊕ [7]
∆223 ⊕∆21,9 ⊕∆19 ⊕∆15[3]⊕∆11 ⊕ [8] Sym
2∆11 ⊕∆19[2]⊕∆15[2]⊕∆11[2]⊕ [9],
∆21,9[2]⊕∆15[4]⊕ [1]⊕ [7]
∆223 ⊕∆19[3]⊕∆15 ⊕∆11[3]⊕ [8] Sym2∆11⊕∆19[2]⊕∆15[2]⊕∆11[2]⊕[9], ∆19[4]⊕∆11[4]⊕[1]⊕[7]
∆223 ⊕∆21 ⊕∆19 ⊕∆17 ⊕∆15 ⊕∆11[3]⊕ [8] Sym
2∆11 ⊕∆19[2]⊕∆15[2]⊕∆11[2]⊕ [9],
∆21[2]⊕∆17[2]⊕∆11[4]⊕ [1]⊕ [7]
∆223 ⊕∆21,9 ⊕∆19,7 ⊕∆15[3]⊕∆11 ⊕ [6] ∆21,9[2] ⊕∆15[4] ⊕ [1]⊕ [7],Sym2∆11 ⊕∆19,7[2]⊕∆15[2]⊕∆11[2] ⊕ [5]
∆223 ⊕∆21 ⊕∆17[3]⊕∆11[3]⊕ [8] Sym2∆11⊕∆17[4]⊕∆11[2]⊕[9], ∆21[2]⊕∆17[2]⊕∆11[4]⊕[1]⊕[7]
∆223 ⊕∆19[3]⊕∆11[5]⊕ [6] ∆19[4] ⊕∆11[4]⊕ [1]⊕ [7], Sym2∆11 ⊕∆19[2]⊕∆11[6]⊕ [5]
∆223 ⊕∆21 ⊕∆19,7 ⊕∆17 ⊕∆15 ⊕∆11[3]⊕ [6] ∆21[2]⊕∆17[2]⊕∆11[4]⊕ [1]⊕ [7],Sym2∆11 ⊕∆19,7[2]⊕∆15[2]⊕∆11[2] ⊕ [5]
∆223 ⊕∆21 ⊕∆19 ⊕∆17 ⊕∆11[5]⊕ [6] ∆21[2]⊕∆17[2]⊕∆11[4]⊕[1]⊕[7], Sym2∆11⊕∆19[2]⊕∆11[6]⊕[5]
∆223 ⊕∆21,5 ⊕∆19,7 ⊕∆17 ⊕∆15 ⊕∆11[3]⊕ [4] Sym
2∆11 ⊕∆19,7[2]⊕∆15[2]⊕∆11[2]⊕ [5],
∆21,5[2]⊕∆17[2]⊕∆11[4]⊕ [1]⊕ [3]
∆223 ⊕∆21,5 ⊕∆19 ⊕∆17 ⊕∆11[5] ⊕ [4] Sym2∆11⊕∆19[2]⊕∆11[6]⊕[5], ∆21,5[2]⊕∆17[2]⊕∆11 [4]⊕[1]⊕[3]
∆223 ⊕∆21 ⊕∆19 ⊕∆11[7]⊕ [4] Sym2∆11 ⊕∆19[2]⊕∆11[6]⊕ [5], ∆21[2]⊕∆11[8]⊕ [1]⊕ [3]
∆223 ⊕∆21 ⊕∆11[9]⊕ [2] ∆21[2]⊕∆11[8]⊕ [1]⊕ [3], Sym2∆11 ⊕∆11[10] ⊕ [1]
∆223 ⊕∆11[11] Sym2∆11 ⊕∆11[10]⊕ [1], ∆11[12]
Table 9. Parame`tres standards ψ(pi′,St) des e´le´ments pi′ ∈ Respi, pour les
repre´sentations pi ∈ Πcusp(SO25) telles que pi∞ est triviale, dont les valeurs
propres associe´es pour T2 ne sont pas entie`res.
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