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Abstrat. Following up on earlier work on this topi (Reineke et al. 1999b,a), we present an improved set of
numerial models for simulations of white dwarfs exploding as Type Ia supernovae (SNe Ia). Two-dimensional
simulations were used to test the reliability and numerial robustness of these algorithms; the results indiate that
integral quantities like the total energy release are insensitive to hanges of the grid resolution (above a ertain
threshold), whih was not the ase for our former ode.
The models were further enhaned to allow fully three-dimensional simulations of SNe Ia. A diret omparison of
a 2D and a 3D alulation with idential initial onditions shows that the explosion is onsiderably more energeti
in three dimensions; this is most likely aused by the assumption of axisymmetry in 2D, whih inhibits the growth
of ame instabilities in the azimuthal diretion and thereby dereases the ame surfae.
Key words. supernovae: general  physial data and pro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s  turbulene  nulear reations,
nuleosynthesis, abundan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1. Introdution
The projet desribed in this artile is a diret ontinu-
ation of the work presented by Reineke et al. (1999b),
and is therefore onerned with the aurate modeling of
the rapid thermonulear ombustion proesses whih o-
ur in a white dwarf during its explosion as a Type Ia
supernova. While the earlier results already gave several
new insights into the explosion dynamis of suh an event
and its dependene on parameters like the ignition on-
ditions, it nevertheless beame lear that the numerial
models employed at that time were not suient to re-
produe harateristi properties of SNe Ia that are known
from observations; most importantly, the total energy re-
lease predited by the simulations lay onsistently below
the expetations. Meanwhile, several possible reasons for
this deieny ould be identied and the models were
enhaned and adjusted aordingly, leading to muh more
realisti results.
The following setion gives details of the implemented
hanges and explains why they were required for the or-
ret treatment of SNe Ia. These modiations aet the
numerial desription of the ame as well as the model
for the unresolved turbulent motions and the thermonu-
lear reation rates. Setion 3 presents the results obtained
from a two-dimensional resolution study, whih is mainly
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intended to test the orretness and numerial robustness
of the ode, even though data obtained from 2D simu-
lations is unlikely to agree with observations for reasons
given in setion 5.
The rst three-dimensional simulation performed with
the new ode is disussed in setion 4, with a fous on
analyzing the similarities and dierenes ompared to the
axisymmetri 2D model.
Finally, in setion 5 our data are ompared with obser-
vations and numerial simulations performed by other au-
thors; furthermore, several possible future improvements
of the ode are presented briey.
Forthoming artiles will fous on a more detailed anal-
ysis of three-dimensional simulations with varying initial
onditions and numerial resolution.
2. Improvements of the numerial models
It must be kept in mind that the orretions and addi-
tional features introdued below aim at a more realisti
desription of the explosion dynamis and energetis. No
eort was made to reprodue other aspets, like the exat
hemial omposition of the burned material, unless this
was required for the goals mentioned above. As a onse-
quene, the treatment of nulear reations might appear
minimalisti in omparison to the large reation networks
typially used in one-dimensional simulations; but reah-
ing a omparable level of detail in multidimensions would
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be prohibitively expensive and is fortunately not required
for reliable preditions of the explosion strength.
2.1. Nulear reations
In a SN Ia, the nulear reations an be distinguished
depending on their time sales:
 The fast reations, whih transform the initial C/O
mixture into nulear statisti equilibium (NSE) at high
densities or into a mixture of intermediate-mass ele-
ments at lower densities, take plae at time sales τ
fast
that are muh shorter than the time τ
ross
during whih
the ame rosses a grid ell:
τ
fast
≪ τ
ross
= ∆/s, (1)
where ∆ denotes the linear extent of a ell and s the
ame propagation speed. Therefore the transition be-
tween unburned and burned material is too abrupt to
be spatially resolved and should be modeled as a nu-
merial disontinuity. This an be done by using the
so-alled level set tehnique (see setion 2.2).
 Composition hanges due to the expansion of the star
(i.e. hanges of the NSE), on the other hand, are muh
slower than τ
ross
and the Courant time step and an
be modeled by simply hanging the loal speies on-
entrations to the desired values after eah time step.
This piture is not entirely orret, sine there exist 
espeially at lower densities  reations behind the ame
whose time sales are omparable to τ
ross
. However, these
reations have no signiant eet on the internal energy
or the moleular weight of the material and therefore an
be negleted if one is only interested in the hydrodynamis
of the explosion.
The original version of the ombustion algorithm (see
Reineke et al. 1999b) did not ontain any slow reations,
and the fast reations were approximated rather rudely
by the instant fusion of arbon and oxygen to nikel. In
the meantime we realized that suh a desription is over-
simplied and annot lead to aurate results in a Type
Ia model for several reasons:
 Combustion at high densities does not immediately
produe nikel, but also a onsiderable fration of α-
partiles. The spei energy release of this reation is
muh lower than for the prodution of pure nikel.
 However, as the density in the ashes drops due to the
stellar bulk expansion, the equilibrium shifts towards
the heavy elements and the energy stored in the α-
partiles is released during the later explosion stages.
 As soon as the ame enters regions of intermedi-
ate density (108107g/m3), elements of intermediate
mass are synthesized instead of nikel, and the spei
energy release drops aordingly.
Sine all of these formerly negleted phenomena may
aet the explosion dynamis, they were implemented in
our new sheme, whih is desribed below:
 The initial mixture onsists of
12
C and
16
O at low tem-
peratures. Beause of the eletron degeneray the fuel
temperature is nearly deoupled from the rest of the
thermodynamial quantities, and sine temperature is
not used to determine the initial reation rates, its ex-
at value is unimportant.
 When the ame passes through the fuel, arbon and
oxygen are onverted to ash, whih has dierent om-
positions depending on the density of the unburned
material. At high densities (ρ > 5.25 · 107 g/m3), a
mixture of
56
Ni and α-partiles in nulear statisti
equilibrium is synthesized. Below that density burn-
ing only produes intermediate mass elements, whih
are represented by
24
Mg. One the density drops below
107 g/m3, no burning takes plae.
 Beause NSE is assumed in the ashes, the proportion of
56
Ni and α-partiles will hange depending on density
and temperature. To obtain the orret values, a NSE
data table provided by H.-Th. Janka and an iterative
root nding algorithm were employed.
 Whenever the omposition in a ell hanges due to
nulear reations, a orresponding amount of energy
is added or subtrated from the total energy in that
ell. The amount is derived from the nulear binding
energies published by Audi et al. (1997).
Compared to the muh simpler original approah, this
more detailed and realisti model has the potential to al-
ter the explosion dynamis signiantly: rst, the reation
to NSE and intermediate elements with its omparatively
low heat release results in lower temperature and higher
density of the burned material, whih will derease the
buoyany of the burning bubbles. In addition the number
of partiles per unit mass in the ashes is also higher with
the new model, whih redues the temperature even more.
Sine the α-partiles will be onverted to nikel during the
expansion of the star, not all of the nulear energy is re-
leased at one when material is proessed by the ame,
but the release is partially delayed. The ombination of
all these eets is expeted to shift the maximum of en-
ergy generation to a later time during the explosion.
The transition densities from burning to NSE and in-
omplete burning, as well as from inomplete burning to
ame extintion were derived from data of a W7 run pro-
vided by K. Nomoto. This approah is rather phenomeno-
logial, and sine these densities an have a potentially
large impat on the simulation outome, it will have to be
re-examined in a thorough manner.
2.2. Thin ame model
The numerial representation of the thermonulear rea-
tion front (i.e. the loation where the fast reations take
plae) did not hange fundamentally ompared to the orig-
inal implementation (Reineke et al. 1999b). To repeat
briey, the ame front is assoiated with the zero level set
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of a funtion G(r, t), whose temporal evolution is given by
∂G
∂t
= −(vu + sun)(−n|∇G|), (2)
where vu and su denote the uid and ame propagation
veloity in the unburned material ahead of the front, and
n is the front normal pointing towards the fuel. The ad-
vetion of G aused by the uid motions is treated by the
pieewise paraboli method (Colella & Woodward 1984),
whih is also used by our ode to integrate the Euler equa-
tions. After eah time step, the front is additionally ad-
vaned by su∆t normal to itself.
This equation is only applied in the lose viinity of
the front, whereas in the other regions G is adjusted suh
that
|∇G| = 1. (3)
The soure terms for energy and omposition due to
the fast thermonulear reations in every grid ell are de-
termined as follows:
X ′
Ashes
= max(1− α,X
Ashes
) (4)
X ′
Fuel
= 1−X ′
Ashes
(5)
e′
tot
= e
tot
+ q(X ′
Ashes
−X
Ashes
), (6)
where α is the volume fration of the ell oupied by un-
burned material; this quantity an be determined from the
values of G in the ell and its neighbours. The quantity q
represents the spei energy release of the total reation.
In the new model for the nulear reations (see setion
2.1) the omposition of the ashes depends on the density
of the unburned material ahead of the front, whih annot
be properly determined from the state variables of the grid
ell in question, sine it ontains a mixture of burned and
unburned states from whih a reonstrution is not possi-
ble. Currently the maximum density of all neighbour ells
is adopted as an approximation for the real density of the
unburned material and used to determine the ompositon
of the newly reated ashes. This approah is aeptable
in the ontext of SNe Ia, sine the white dwarf does not
ontain steep density gradients (with the exeption of the
ame itself), and supersoni phenomena, whih might re-
ate suh gradients, do not our.
2.3. Model for the turbulent ame speed
All multidimensional simulations of exploding white
dwarfs share the problem that it is impossible to resolve
all hydrodynamially unstable sales. The onsequene is
that the simulated thermonulear ame an only develop
strutures on the resolved marosopi sales, while the
real reation front will be folded and wrinkled on sales
down to the Gibson sale lg, whih is indiretly dened by
v′(lg) = sl, (7)
where v′(l) denotes the amplitude of veloity utuations
on a sale l and sl the laminar ame propagation speed.
In our simulations, lg almost always lies far below the grid
sale. Simply negleting the surfae inrease on sub-grid
sales would lead to an underestimation of the energy gen-
eration rate, whih is not aeptable; therefore a model for
a turbulent ame speed st > sl is required to ompensate
this eet.
For the ase of very strong turbulene (i.e. for v′(∆)≫
sl or lg ≪ ∆ for a numerial resolution of ∆) it has
been shown that the turbulent ame veloity deouples
from sl and is proportional to the veloity utuations
v′ (Shhelkin 1943; Poheau 1992; Peters 2000). In our
simulations this ondition is fullled exept at the very
beginning of the explosion, where ombustion starts lam-
inar before suient turbulene has been generated; this
stage only lasts a few tens of milliseonds. At lower den-
sities (ρ / 107g/m3) this piture is possibly not orret,
sine in that ase the ombustion takes plae in the so-
alled distributed burning regime (Peters 1986); it is still
a matter of debate whether a transition to a detonation
an our at these densities (Niemeyer 1999; Khokhlov
et al. 1997), whih would of ourse lead to a quite dif-
ferent hemial omposition and a higher energy release
in the outer stellar layers. For the time being we ignore
the possibility of a delayed detonation; if further work in
this eld indiates that this senario annot be ruled out,
however, this point will have to be addressed.
As disussed above, the quantity v′(∆) must be known
in order to determine the turbulent marosopi ame
speed st. Unfortunately it annot be determined diretly
from the Reynolds stress tensor at the loation of the
front beause of the veloity jump between burned and
unburned material. Therefore we make use of a tehnique
rst presented by Clement (1993) and later applied to SNe
Ia by Niemeyer & Hillebrandt (1995), whih models the
reation, advetion and dissipation of the turbulent kineti
energy on sub-grid sales q from whih v′(∆) an be easily
derived.
The time evolution of q is given by
∂(ρq)
∂t
+∇(v¯ρq) = −2
3
ρq∇v¯ +Σij
∂v¯i
∂xj
− ρe
diss
+∇(η
turb
∇q).
(8)
The individual soure and sink terms on the right hand
side an be interpreted as turbulent ompression, input
from marosopi sales, dissipation into thermal energy
and turbulent diusion, respetively.
Following Clement (1993), the turbulent visosity,
stress tensor and energy dissipation are modeled by
η
turb
= ρ∆v′(∆) = ρC∆√q, (9)
Σij = ηturb
(
∂v¯i
∂xj
+
∂v¯j
∂xi
− 2
3
δij(∇v¯)
)
and (10)
e
diss
= v′
3
∆−1 = Dq3/2∆−1. (11)
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The remaining free parameters C and D are set to
C = 0.1F and (12)
D = 0.5F−1, (13)
where F = min(100,max(0.1, 10−4ei/q)), (14)
again in aordane to Clement's work.
From the appearane of only one ell dimension ∆ in
the above equations it is obvious that this approah is
only valid for grids with quadrati and ubi ells. For
anisotropi grids, Clement suggests to alulate η
turb
sep-
arately for eah spatial diretion, but to treat the dissipa-
tion still as an isotropi eet. The expressions for η
turb
and e
diss
then beome
η
turb,i = ρC∆2i ∆¯−1
√
q and (15)
e
diss
= Dq3/2 ∆¯−1, (16)
where ∆¯ is the geometri mean of the individual ell di-
mensions. However, even if this extension is used, the
model is expeted to perform rather poorly in the ex-
treme ase of very elongated ells, sine the onept of
a ell size, on whih q is dened, breaks down under
these irumstanes.
The model desribed above produes an approxima-
tion of the turbulent sub-grid energy throughout the om-
putational domain, although the soure and sink terms for
q must be disabled in the ells ut by the front beause of
the veloity jump. This is possible beause q is transported
into these ells by means of advetion and turbulent dif-
fusion. The desired magnitude of the veloity utuations
is then given by
v′(∆) =
√
2q, (17)
whih ompletes the model for the ame propagation
speed.
In the given form, the sub-grid model is orret for
three-dimensional simulations only; in two spatial dimen-
sions it is neessary to replae the fator 2/3 in equa-
tions (8) and (10) by a fator 1 to preserve the traeless-
ness of Σij . Leaving this fator unhanged would imply
three-dimensional turbulent motions on unresolved sales,
whereas the ow on the marosopi sales is only two-
dimensional. Sine the transition sale between both re-
gions is idential to the resolution, one would expet dif-
ferent simulation results for idential initial onditions, if
the ell sizes are varied; this is ertainly not desirable.
In the older versions of the simulation ode this fat was
overlooked, and all two-dimensional alulations were per-
formed with the inorret fator 2/3; this resulted in a
rather strong dependene of the total energy release from
the numerial resolution. With the orreted model, how-
ever, the resolution does not inuene the explosion ener-
getis signiantly (see setion 3).
It must be emphasized at this point that any attempt
to simulate turbulent ow in two dimensions will likely
produe results that dier signiantly from those of fully
three-dimensional simulations; this eet is aused by the
unrealisti absene of turbulent veloity utuations along
the third oordinate axis, whih may have a strong inu-
ene on the saling behaviour of the turbulent motions.
Therefore the results of two-dimensional alulations in-
volving turbulent ow must be heked at least puntually
against their three-dimensional equivalents in order to give
them the required redibility.
3. Two-dimensional alulations
The goal of the alulations presented here was to ver-
ify that variations of parameters without diret physial
relevane (e.g. numerial resolution) do not aet the re-
sults signiantly. Beause of the enormous omputing
and storage requirements for this kind of numerial study,
the simulations had to be performed in two dimensions
assuming axisymmetry instead of solving the full three-
dimensional problem. Nevertheless, the insights gained
from these experiments an  at least in a qualitative man-
ner  also be applied to the three-dimensional ase.
In analogy to the alulations desribed in Reineke
et al. (1999a), the experiments were arried out in ylin-
drial (r, z) oordinates with a uniform grid spaing in
the inner regions of the omputational domain (from the
origin to a radius of ≈ 2.3·108m). In the outer regions the
radial and axial dimensions of the grid ells were inreased
exponentially in order to avoid mass loss aross the grid
borders due to the stellar expansion. Equatorial symme-
try was assumed; at the same time rotational symmetry
around the polar axis was imposed by the hoie of oor-
dinates. The white dwarf was onstruted by assuming a
entral density of 2.9 ·109g/m3, a uniform temperature of
5 · 105K and a omposition of XC = XO = 0.5, resulting
in a mass of 2.797 · 1033g, a radius of about 1.8 · 108m
and a binding energy of 5.19 · 1050erg.
3.1. Resolution study
To study the robustness of our ode with respet to a
hange of the numerial resolution, simulations were per-
formed with grid sizes of 1282, 2562, 5122 and 10242 ells,
whose orresponding resolutions in the uniform inner part
of the grid were 2·106 m, 106 m, 5·105 m and 2.5·105 m.
The initial ame geometry (alled 3_2d) used for all
these alulations is idential to the setup C3 presented
by Reineke et al. (1999a): the matter within a radius of
1.5 ·107m from the stellar enter was ininerated, and the
surfae of the burned region was perturbed to aelerate
the development of Rayleigh-Taylor instabilities.
Figure 1 shows the energy release of the models; ex-
ept for the run with the lowest resolution, the urves are
nearly idential in the early and intermediate explosion
stages. Simulation 3_2d_128 exhibits a very slow initial
energy inrease and does not reah the same nal level
as the other models. Most likely this is due to insuient
resolution, whih leads to a very oarsely disretized ini-
tial front geometry and thereby to an underestimation of
the ame surfae. From this result it an be dedued that
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Model c3_2d_256, t=1s
0 1•108 2•108 3•108
r [cm]
0
1•108
2•108
3•108
z 
[cm
]
Model c3_2d_1024, t=1s
0 1•108 2•108 3•108
r [cm]
0
1•108
2•108
3•108
z 
[cm
]
Fig. 2. Comparison of two simulations with idential initial onditions, but dierent resolution. The front geometry is
indiated by a blak line, whereas the amplitude of turbulent veloity utuations is given olor-oded from 0 (white)
to 2.5·107 m/s (blak). The low-resolution run learly exhibits less ame struture, whih is ompensated by a higher
ame speed. The overall features appear to be remarkably similar in both diagrams.
Resolution study: energy release
0.0 0.5 1.0 1.5
t [s]
-6
-4
-2
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c3_2d_128
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c3_2d_1024
Fig. 1. Time evolution of the total energy for the initial
ame geometry 3_2d and dierent resolutions. During
the early and intermediate explosion stages there is exel-
lent agreement between the better resolved simulations.
all supernova simulations performed with our ode should
have a entral resolution of 106 m or better.
In the late explosion phase (after about 0.8 seonds)
the total energy is no longer equal for the three simu-
lations, but inreases with better resolution. The origin
of this eet is not lear, but sine it ours at the time
when the ame enters the anisotropi part of the grid, it is
probably aused by inauraies of the burning and hydro-
dynami algorithms in the highly elongated ells in these
regions. A breakdown of the sub-grid turbulene model is
the most likely ulprit, sine in a very anisotropi grid the
onept of a grid sale is not well dened anymore. In
any ase the observed satter in the nal energy releases
of the order of 10% was assumed to be aeptable.
Overall, our model for the turbulent ame speed ap-
pears to ompensate the lak of small strutures in the
front very well.
Another argument for the reliability of the turbulene
model is provided by gure 2, whih shows the front ge-
ometry and turbulene intensity after one seond for the
simulations 3_2d_256 and 3_2d_1024. These data are
in very good agreement with the expetations:
 Both simulations have quite similar large-sale fea-
tures; e.g. the burned areas appear similar in size, and
the largest distane from the front to the enter also is
nearly equal.
 Beause of the larger sale range in 3_2d_1024, the
ame struture is muh better resolved: it shows, for
example, the onset of Kelvin-Helmholtz-instabilities in
the shear ow between rising hot material and falling
fuel near the oordinate axes and also small, seondary
Rayleigh-Taylor instabilities, whih are not visible in
the oarser simulation.
 The amplitude of sub-grid utuations is lower for the
better resolved simulation, whih is in agreement with
the turbulent veloity saling law. This is also required
to ompensate the larger ame surfae and keep the
total energy generation rate resolution-independent.
This plot also demonstrates onviningly that the high-
est turbulene intensities are reahed in the shear layer
between fuel and ashes.
3.2. Comparison to earlier 2D simulations
Comparison of the energy evolution with the results pre-
sented by Reineke et al. (1999a) reveals that the nal
absolute energies are onsiderably higher for the rened
ode than for the older alulations. The remnant, whih
had formerly remained bound, now reahes a positive total
energy and will therefore ontinue its expansion. However,
the energy release is still too low to aount for a typial
SN Ia.
Signiant dierenes also exist in the time evolution
of the energy generation rate (gure 3): the period of most
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Energy generation rate
0.0 0.5 1.0 1.5
t [s]
0
5
10
15
dE
to
t/d
t [
10
50
er
g/
s]
C3 (Reinecke et al. 1999)
c3_2d_256
Fig. 3. Time evolution of the energy generation rate for
the models C3 in Reineke et al. (1999a) and 3_2d_265.
The shift of the maximum is learly visible.
intense burning, whih was originally reahed after 0.2 
0.5 s, has now shifted to 0.5  0.8 s after ignition. The main
reason for this delayed energy release is the more realisti
treatment of the fusion reations. Sine arbon and oxy-
gen are no longer instantaneously fused to nikel, but to
a NSE mixture of nikel and α-partiles, less energy is
released in the early burning phases, whih results in a
lower temperature and higher density in the ashes. This
in turn dereases the buoyany and rising speed of the
burning bubbles, leading to less shear and lower turbulent
burning speeds. As a ompensation, the transformation of
α-partiles into nikel injets additional energy into the
explosion at later times.
This argument is supported by an evolution diagram of
the white dwarf's omposition, shown in gure 4. As long
as the nulear reations take plae near the enter and
bulk expansion is still rather slow, nikel and α-partiles
are produed at a nearly onstant ratio, and the spei
energy release is muh lower than for synthesis of pure
nikel. During the ontinued expansion, the equilibrium
onentration for α-partiles in the NSE rapidly drops to-
wards zero and the buered energy is released as thermal
energy, further driving the expansion. This very exother-
mi proess (Q ≈ 1.52 · 1018 erg/g) oinides rather well
with the maximum of the energy generation rate (gure
3).
4. Extension to three dimensions
In order to ompare two- and three-dimensional simula-
tions diretly, a 3D alulation was performed using the
same initial onditions as given in setion 3. For this pur-
pose the initial two-dimensional ame loation was ro-
tated by 90 degrees around the z-axis and mapped onto
the three-dimensional Cartesian grid onsisting of 2563
ells with a entral resolution of 106 m. Only one otant
of the white dwarf was simulated and mirror symmetry
was assumed with respet to the oordinate planes.
Model c3_2d_256: composition evolution
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Fig. 4. Time evolution of the hemial omposition for
model 3_2d_256.
The initial onguration, as well as snapshots at later
times, are shown in gure 5. Obviously, the initial axisym-
metry is lost after 0.2  0.3 s, although no expliit pertur-
bation in ϕ-diretion was applied to the front. This hap-
pens beause the initial ame geometry annot be mapped
perfetly onto a Cartesian grid and therefore the front is
not transported at exatly the same speed for all ϕ. On a
ylindrial grid, whih mathes the symmetry of the prob-
lem setup better, this eet would not be observed.
In our ase, however, this symmetry breaking is de-
sired, sine an exatly axisymmetri alulation would
only reprodue the results of the 2D run. Besides, perfet
rotational symmetry would never our in reality.
During the next few tenths of a seond, the small devi-
ations ause the formation of fully three-dimensional RT-
mushrooms, leading to a strong onvolution of the ame.
As expeted, this phenomenon has a notieable inuene
on the explosion energetis; this is illustrated in gure
6. Before the loss of axial symmetry in 3_3d_256, the
total energy evolution is almost idential for both simu-
lations, whih strongly suggests that the two- and three-
dimensional forms of the employed turbulene and level
set models are onsistent, i.e. that no errors were intro-
dued during the extension of these models to three di-
mensions. In the later phases the 3D model releases more
energy as a diret onsequene of the surfae inrease
shown in gure 5.
5. Disussion and onlusions
Sine the explosion energy and the omposition of the
remnant are important riteria for the quality of a SN
Ia model, the relevant data for all performed simulations
are listed in table 1.
Given the stellar binding energy of 5.19 · 1050 erg, it is
evident that the progenitor beomes unbound in all ex-
periments, whih implies that no reontration will our
and no ompat objet remains. Nevertheless only model
3_3d_256 results in a powerful enough explosion to qual-
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Fig. 5. Snapshots of the ame front for a entrally ignited
three-dimensional senario. One ring on the oordinate
axes orresponds to 107m.
2D/3D energy comparison
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Fig. 6. Comparison of the explosion energy for idential
initial onditions and resolution in two and three dimen-
sions. After the loss of axial symmetry (at t ≈ 0.3 s) the
larger ame surfae in the three-dimensional model leads
to more vigorous burning.
model name
m
Mg
M⊙
m
Ni
M⊙
E
nu
1050 erg
3_2d_128 0.132 0.348 6.56
3_2d_256 0.109 0.400 7.19
3_2d_512 0.151 0.402 7.58
3_2d_1024 0.152 0.428 8.00
3_3d_256 0.177 0.526 9.76
Table 1. Overview over element prodution and energy
release of all disussed supernova simulations
ify as a typial SN Ia; the two-dimensional senarios are
too weak to aelerate the ejeta to the speeds observed in
real events and produe too little nikel to power a stan-
dard SN Ia light urve, whih had more or less to be ex-
peted, sine the surfae growth was partially suppressed.
The 3D alulation is a good andidate for typial SN
Ia explosions, at least with respet to explosion strength
and remnant omposition. Its nikel mass falls well into
the range of ≈ 0.45  0.7M⊙ determined by Contardo et al.
(2000) for several typial events, and it an be dedued
from the amount of magnesium in the ejeta that enough
intermediate mass elements were synthesized to explain
the observed spetral features.
Qualitatively, our results for the explosion energetis
are in rather good agreement with reent simulations per-
formed by Khokhlov (2000), whih rely on quite dier-
ent numerial models and assumptions; most notably the
marosopi ame veloity is determined by the asymp-
toti rise speed of a Rayleigh-Taylor bubble with size ∆,
instead of the turbulent veloity utuations. The par-
tiular setup desribed in his paper is entrally ignited,
and no perturbation is applied to the spherial ame sur-
fae. Due to the high resolution the disretization errors
are quite small, and there is a rather long phase of very
slow burning until the rst instabilities have reahed the
nonlinear stage; from this moment on, however, the explo-
sion progresses in a way very similar to the 3D simulation
disussed here. This similarity applies to the energy pro-
dution rate as well as the geometrial features developed
by the ame.
Further improvements of the SN Ia simulations are
planned, both with respet to the underlying models and
the realism of the initial onditions. As was pointed out
by S. Blinnikov (personal ommuniation), an aurate
simulation of light urves and spetra based on the re-
sults of the 3D hydrodynamial omputation requires not
only the total onentration of iron group elements (whih
have been represented so far by
56
Ni), but the amounts of
the real
56
Ni and the rest of the Fe-group elements. The
neessary hanges will be implemented in the near future.
It would also be desirable to reah a higher numerial
resolution at the beginning of the explosion, whih allows
a more aurate presription of the ame geometry, and,
at the same time, to follow the expansion of the star over
a longer time period (several seonds), until the ballis-
ti expansion stage has been reahed. To ahieve both of
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these goals, an expanding grid must be used instead of the
urrently employed stati one.
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