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Abstract 
The research presented in this thesis represents a body of work which 
addresses issues in medical imaging, primarily as it applies to breast cancer 
screening and laparoscopic surgery. The concern here is how computer 
based methods can aid medical practitioners in these tasks.  Thus, research 
is presented which develops both new techniques of analysing radiologists’ 
performance data and also new approaches of examining surgeons’ visual 
behaviour when they are undertaking laparoscopic training. 
Initially a new chest X-Ray self-assessment application is described which 
has been developed to assess and improve radiologists’ performance in 
detecting lung cancer. Then, in breast cancer screening, a method of 
identifying potential poor performance outliers at an early stage in a national 
self-assessment scheme is demonstrated. Additionally, a method is 
presented to optimize whether a radiologist, in using this scheme, has 
correctly localised and identified an abnormality or made an error. 
One issue in appropriately measuring radiological performance in breast 
screening is that both the size of clinical monitors used and the difficulty in 
linking the medical image to the observer’s line of sight hinders suitable eye 
tracking. Consequently, a new method is presented which links these two 
items. 
Laparoscopic surgeons have similar issues to radiologists in interpreting a 
medical display but with the added complications of hand-eye co-ordination.  
Work is presented which examines whether visual search feedback of 
surgeons’ operations can be useful training aids. 
Key Words: medical imaging, training, performance evaluation, receiver 
operating characteristic, visual search, eye tracking, human-computer 
interaction, PERFORMS, laparoscopic surgery 
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Chapter 1 Introduction 
1.1 Medical imaging 
Medical imaging is the technique which creates visual methods to display 
the interior of a body for clinical analysis and medical intervention (Van 
Dijck, 2005). Revealing internal structures covered by the skin and bones 
and aiding in diagnosing and treating disease is what medical imaging tries 
to achieve. Also, normal anatomy and physiology are often utilized by 
medical imaging to identify abnormalities (Brant & Helms, 2012). Although 
removed organs and tissues can be imaged for medical purpose, such 
processes are normally considered as part of pathology instead of medical 
imaging itself. Medical imaging is part of the larger areas of biological 
imaging.  Up until 2010, 5 billion medical imaging studies had been carried 
out worldwide (Roobottom, et al., 2010). About 50% of total ionizing 
radiation exposure in the United States was made up from medical imaging 
(National Council on Radiation Protection & Measurements, 2009).  
 
Figure 1-1 an image of the white matter fibres in the brain obtained with diffusion MRI was chosen 
by Grammy winning rock band Muse as the cover of their 6th album “The 2nd Law” 
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In the clinical context, medical imaging can be acquired through “invisible 
light” or “visible light”. “invisible light” imaging generally utilizes imaging 
technologies such as X-ray radiography, computed tomography (CT), 
magnetic resonance imaging (MRI), etc. Figure 1-1 shows an example 
output of MRI imaging. “Visible light” medical imaging, which is also called 
optical imaging, uses visible light to obtain detailed images of organs and 
tissues as well as smaller structures including cells and even molecules. 
Endoscopy is the simplest and most widely recognized type of optical 
imaging.  
 
Figure 1-2 a graphic of the electromagnetic spectrum 
Ultrasound is another important diagnostic technique in medical imaging 
based on the application of sound waves with frequencies which are higher 
than those audible to humans (>20,000 Hz). It is used to see internal body 
structures with the advantages of providing images in real time and without 
harmful ionizing radiation. Ultrasound is used widely in the practise of 
examining pregnant women which is called obstetric ultrasound. 
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1.2 Radiology 
Radiology is a medical imaging technique that uses electromagnetic 
radiation other than visible light, especially X-rays, are employed to 
diagnose and treat diseases detected within the body. Usually, the 
radiographer, also known as a radiologic technologist, is in charge of the 
acquisition of medical image. Then, a diagnostic radiologist, or reporting 
radiographer, interprets the images and reports their findings and diagnosis.  
1.2.1 Projection radiographs (X-rays) 
Radiographs are produced by transmitting X-rays through a human body 
which is non-transparent with varying density and composition (Figure 1-3). 
A mixed type of X-rays is produced by an X-ray generator and is projected 
towards the patient. A certain amount of X-ray is absorbed by the body, 
which is related to the density and composition of the body. The X-rays that 
pass through the object are captured behind the object by a detector. The 
detector can provide an overlaid 2D representation of all the object’s internal 
structures. 
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Figure 1-3 Radiography of the chest in a DR machine, the patient’s chest is examined to check 
possible indications such as lung cancer or tuberculosis 
In film-screen radiography, the patient is targeted by a beam of X-rays, 
generated by an X-ray tube. The X-rays that pass through the patient are 
then projected on an undeveloped film which is held tightly to a screen. Then 
by utilizing chemical approaches the film is developed and an image 
appears on the film. Nowadays film-screen radiography is almost universally 
replaced by computed radiography (CR) where the X-ray film is replaced by 
an imaging plate and more recently by digital radiography (DR). In DR 
systems, the X-rays strike sensors that convert the signals generated into 
digital information, which is transmitted and converted into an image 
displayed on a computer screen. Projection radiography was the only 
imaging modality available during the first 50 years of radiology. Due to its 
availability, speed, and low costs compared to other investigative 
modalities, such radiography is still often the first choice in radiologic 
diagnosis. 
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1.2.2 Computed tomography 
CT imaging uses X-rays together with computing algorithms. to image the 
body (Herman, 2009). In CT, the patient lies within a doughnut shaped 
structure which contains an X-ray with an X-ray detector rotating around the 
patient. This produces a computer-generated cross-sectional image 
(tomogram). By reconstructing coronal and sagittal images with suitable 
algorithms, the CT image is developed in the axial plane. Radiocontrast 
agents are often used with CT for enhanced delineation of anatomy. As the 
patient is exposed to more ionizing radiation in CT compared to radiograph, 
a reduced amount of X-rays is normally used in CT scan. Therefore, CT 
provides lower spatial resolution than radiographs.  
 
 
Figure 1-4 Image of patient about to undergo a CT scan 
CT scanning has become the best option in diagnosing some urgent 
conditions. The latest improvement in CT technology, including faster 
scanning times and improved resolution, have significantly increased the 
accuracy and usefulness of CT scanning, which may lead to increasing use 
in medical diagnosis (Hsieh, 2009). 
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MRI imaging uses a similar looking scanning approach to CT but does not 
utilise ionising radiation and therefore has many advantages. As the content 
of this thesis doesn’t involve studies related to MRI research, so it is not 
considered further here.  
1.2.3 Mammography 
Mammography is the radiographic examination of the human breast using 
low-energy X-rays. The purpose of mammography is the early detection of 
breast cancer or a diagnostic screening examination to better define 
abnormalities on a screening or follow-up of a previously detected 
abnormality (Horton, 2001). Like all X-rays, mammograms use ionizing 
radiation to create images. These images are then analysed for any 
abnormal findings. It is normal to use lower energy X-rays than those used 
for the radiography of bones. Early breast cancer may be seen as a mass, 
a focal asymmetric density or as clustered micro-calcifications (<1 mm) 
(Nalawade, 2009). By using mammography, healthy women are regularly 
invited for routine breast screening. The flow chart in Figure 1-5 illustrates 
the screening process in the UK.  
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Figure 1-5 The breast screening process (NHSBSP, 2009) 
In the U.K. two views of each breast (cranial-caudal, CC and medial-lateral-
oblique, MLO) are obtained while the breast is compressed. The 
compression is necessary to flatten the breast for better imaging and to 
reduce movement. This compression is also the main cause of discomfort 
and complaint by the screened women.  
Mammography was performed using film-screen but has now fully changed 
in the UK to using FFDM (full field digital mammographic) imaging. Other 
newer breast imaging modalities include breast MRI, breast tomosynthesis 
and ultrasonography.  
Since 1990, the death rate from breast cancer has decreased 30% 
(American Cancer Society, 2013). If breast cancer is found early then the 
women has a much better survival rate than if later stage breast cancer is 
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found. Screening mammography recommendations however remain highly 
controversial with debate as to: the frequency of screening (every1, 2 or 3 
years), age to begin (50 years or less) and to end screening (65, 70 or 74); 
false positive examination stress; risk of radiation induced breast cancer, 
and risk-benefit to individuals and to society. 
Breast screening involves inviting healthy women to attend for 
mammography. Mammographic images of both breasts are taken for the 
first step. Two different radiological views through each of the breasts are 
taken: 
 The Cranio Caudal (CC) view is a vertical view through the breast 
(Figure 1-6a); 
 The Medial Lateral Oblique (MLO) view is an angular view at 45°. It 
also images part of the glands under the arm (Figure 1-6b).  
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(a) 
 
(b) 
Figure 1-6 How both mammographic views are taken for each woman 
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For each view, the breast is compressed and stretched gently in the breast 
imaging unit to achieve uniformed thickness of breast tissue which provides 
good image quality of the whole breast. 
Images are processed and then interpreted by relevant experienced 
radiologists. If the case is considered normal then, in the UK, the woman 
will be invited for screening again three years later. If the case is considered 
as abnormal, then further assessment will be carried out, this may result in 
biopsy, surgery or therapy appropriately. Figure 1-7 illustrates how 
mammograms are examined by a mammographic image reader on a digital 
mammogram workstation. Each woman is represented by four images – the 
two views of each breast. 
 
Figure 1-7 A mammographic image reader examining images on a digital mammogram workstation 
The mammographic interpretation task is carried out by trained 
mammographic image-readers including advanced practitioner 
radiographers or consultant radiologists. As the disease is rare within the 
overall screening population (currently circa 2.5 million women a year), 
detecting early signs of breast cancer is a particularly hard task. Even 
though a woman has a one in nine chance of getting breast cancer at some 
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time in their lives, an abnormality will be present in only approximately seven 
cases per 1,000 screened women (Patnick, 2005). Also, it can be even more 
difficult to identify abnormalities correctly due to the numerous types of 
different features with which an abnormality can present. 
PERFORMS (PERsonal perFORmance in Mammographic Screening) 
In the UK there is a national self-assessment scheme which provides an 
opportunity for mammography readers to examine a wide range of specially 
selected, difficult mammographic screening cases within a short period of 
time. As part of the quality assurance programme for the NHSBSP, the 
PERFORMS scheme (PERsonal perFORmance in Mammographic 
Screening) was established in 1991 in response to the fact that feedback to 
mammography readers on their real life screening performance was very 
slow (Gale, 2003). (i.e. feedback on whether a case was a true negative or 
a false negative report was not obtained until that woman was screened 
again in the next screening round). Therefore, it is a free and anonymous 
self-assessment scheme for all screening mammography reader in the UK. 
This scheme is carried out twice a year and requires recent difficult, known 
screening cases. Figure 1-8 illustrates one participant taking part in 
PERFORMS where they read and interpret the cases, reporting their 
decisions on a PC and receive immediate feedback on their decisions.  
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Figure 1-8 Mammogram reader takes part in PERFORMS scheme on a digital Mammogram 
workstation 
This scheme can be also used as a training tool. The number of difficult 
abnormal cases in each set is approximately equivalent to the number of 
abnormal cases they would see in several years of actual screening. Also, 
informative feedback is provided after participants take part. This includes: 
1) experts’ radiological opinion and full pathology report for each case; 2) 
an annual report: each participant receives a report comparing each 
individual’s performance anonymously with their regional peers and also 
each individual’s performance with their peers nationally. It is able to identify 
the training needs of particular groups or individuals and delivery particular 
training sets of cases to them. Both the assessment and training functions 
of the scheme have attracted a growing number of breast screening 
professionals to take part since it started. 
Although, it has been questioned that if augmented test set reading like 
PERFORMS scheme can represent actual clinical reporting in screening 
mammography, some recent studies do find reasonable levels of agreement 
between actual clinical reporting and test set conditions (BaoLin, et al., 
2013), as well as significant positive correlations between PERFORMS 
measures and real life performance measures (Scott, et al., 2009) .  
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1.2.4 Information Technology in Radiology Screening 
Over the last twenty years, radiology has developed a lot in information 
technology such that almost all radiologists examine digital images on high 
resolution digital workstations. Information technology has enabled the 
transition from X-ray film base radiology departments to a new digital 
organization. Efficiency in radiology has been improved (Smith, 2006) 
through use of: 
1. Information management (e.g. Radiology RIS and PACS 
deployment); 
2. Computer-Aided Diagnosis (CAD); 
3. Remote medical service, e.g. teleradiology, telesurgery. 
RIS and PACS 
Two main computer systems exist in the digital radiology department, the 
Radiology Information System (RIS) which is responsible for most text-
based computing functions and the Picture Archiving and Communication 
System (PACS) which deals with image related computing functions (Smith, 
2006). Figure 1-9 illustrates the general overview of the basic functions of 
PACS and its relationship with RIS. Although RIS and PACS are two 
separate systems, these work together as one package. 
The RIS is responsible for scheduling patient orders, capturing the clinical 
reporting information, preparing prior patients’ exams, and providing 
information to the PACS. The basic functions of PACS include image 
acquisition, image presentation for interpretation, image storage, and local 
image distribution which can extend outside a hospital into the NHS 
enterprise. 
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Figure 1-9 RIS - PACS architecture (Smith, 2006) 
The Digital Imaging and Communications in Medicine (DICOM) standard 
specifies the general format for PACS image files storage and transfer. 
DICOM is a standard for handling, storing, printing, and transmitting 
information in medical imaging. It includes a file format definition and a 
network communication protocol. The two main characteristics of an DICOM 
image are: 
1. It includes the actual pixel image data information, as well as details 
such as pixel size, image slice distance (e.g. for computed 
tomography (CT), Magnetic Resonance Imaging (MRI)) along with 
patient information; 
2. It specifies the information that is used for image retrieval and 
transmission. 
In digital mammography, the DICOM working group, DICOM 3.3-2003, has 
standardized the headers and other information which is stored along with 
the actual pixel data all as part of the DICOM image. In mammography for 
instance, these digital images are stored as two types: raw data images for 
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processing, which is an unprocessed image as recorded when the woman 
is imaged; and presentation images, which are images with the inclusion of 
additional display information which is necessary for the images to be 
viewed appropriately on a PACS workstation. Some of this information is 
proprietary depending upon the manufacturer of the PACS system – this 
may cause problems when an image is generated on one manufacturer’s 
system and is then viewed on another manufacturer’s PACS monitors. A 
raw data image is produced when the mammogram is taken and the 
radiographer checks this image immediately for image quality (e.g. ensuring 
the woman has not moved during the X-ray exposure, ensuring that the 
whole breast is imaged appropriately). This information is then transformed 
into a presentation image which is stored in the PACS system.  
Computer-Aided Diagnosis (CAD) 
Recently, computer-aided diagnosis (CAD) has become one of the major 
research subjects in medical imaging and diagnostic radiology (Doi, 2005). 
Various types of CAD scheme are being developed for detection of lesions 
in medical imaging. The basic concept of CAD is to provide a computer 
output as a second opinion to assist radiologists’ image interpretation by 
improving the accuracy and consistency of radiological diagnosis and also 
by reducing the image reading time (Giger, et al., 2000).  
In fact, after the US Food and Drug Administration (FDA) approved CAD for 
mammography in 1998, and the Centres for Medicare and Medicaid 
Services (CMS) provided increased payment in 2002, CAD has become a 
part of the routine clinical work for detection of breast cancer on 
mammograms at many screening sites and hospitals in the United States 
(Free & Ulissey, 2001). Now 95% of digital mammograms units purchased 
in the United States are purchased with CAD. It essentially acts like an 
automated second reader by marking potentially suspicious spots for 
radiologists to review before making final recommendations.  
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Early studies suggested that CAD could increase cancer detection rates by 
20% (Ghate, et al., 2005). But subsequent research suggests no improved 
diagnostic accuracy of mammography by using CAD after comparing the 
accuracy of digital screening mammography interpreted with vs without 
CAD from 2003 through 2009 in 323,973 women (Lehman, et al., 2015). 
Also when examining 107 radiologists who interpreted both with and without 
CAD, it is found that a radiologist tended to miss more cancers when using 
CAD than when he or she didn’t use the software (Lehman, et al., 2015). 
The possible cause behind this might be, with years of CAD use, many 
radiologists have gradually learned that the output of CAD provided little 
help so they now largely ignore CAD result.  
Although CAD has been in clinical use for nearly two decades, it is clearly 
still in development (Rapelyea & Brem, 2015).  Little impact of CAD on 
cancer detection has been suggested according to research up to date and 
also there are raised concerns that CAD may increase unnecessary recall 
and biopsy rates (Fenton, 2015). Now CAD is acting as a supportive role on 
assisting radiologists make diagnostic decision rather than automated 
computer diagnosis. In the future, it is likely that CAD schemes will be 
incorporated into PACS, and will be employed as a useful tool for diagnostic 
examinations in daily clinical work.  
Remote Medical Service 
Remote medical service utilises telecommunication and information 
technologies to provide clinical health care at a distance. It helps reduce 
distance barriers and can improve access to medical services that would 
often not be consistently available in distant rural communities. It is also 
used to save lives in critical care and emergency situations (Sachpazidis, 
2008).  
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Teleradiology 
Teleradiology allows radiographic images to be transmitted over a distance, 
and displayed remotely for diagnostic or consultative purpose at another 
location (Kontaxakis, et al., 2006). This implementation requires three 
essential components: an image sending station, a transmission network, 
and a receiving-image review station. In other words, two computers 
connected via the Internet will meet the basic requirement of establishing a 
teleradiology process. It is also recommended that the computer at the 
receiving end will need to be equipped with a professional display tested 
and cleared for clinical purposes (Thrall, 2007). DICOM standard includes 
a network communications protocol which utilises TCP/IP to communicate 
between systems, which means DICOM files can be exchanged between 
two units wherever in the world without requiring particular software. 
Teleradiology is the most popular use for telemedicine and accounts for at 
least 50% of all telemedicine usage. 
1.3 Optical imaging 
Optical imaging is a technique for non-invasively looking inside the body, as 
is done with x-rays. Unlike x-rays, which use ionizing radiation, optical 
imaging uses visible light to obtain detailed images of organs and tissues 
as well as smaller structures. These images are used by scientists for 
research and by clinicians for disease diagnosis and treatment (National 
institutes of Health, 2015). 
Optical imaging offers a number of advantages over other radiological 
imaging techniques: 
 Optical imaging significantly reduces patient exposure to harmful 
radiation by using non-ionizing radiation, which includes visible, 
ultraviolet, and infrared light. These types of light generate images 
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by exciting electrons without causing the damage that can occur with 
ionizing radiation. Because it is much safer for patients, and 
significantly faster, optical imaging can be used for lengthy and 
repeated procedures over time to monitor the progression of disease 
of the results of treatment. 
 Optical imaging is particularly useful for visualizing soft tissues. Soft 
tissues can be easily distinguished from one another due to the wide 
variety of ways different tissues absorb and scatter light. 
 Because it can obtain images of structures across a wide range of 
sizes and types, optical imaging can be combined with other imaging 
techniques, such as MRI or X-rays, to provide enhanced information 
for doctors monitoring complex diseases or researchers working on 
intricate experiments. 
 Optical imaging takes advantage of the various colours of light in 
order to see and measure many different properties of an organ or 
tissue at the same time. Other imaging techniques are limited to just 
one or two measurements. 
1.3.1 Endoscopy 
An endoscope consists of a flexible tube with a system to deliver light to 
illuminate an organ or tissue. For example, a physician can insert an 
endoscope through a patient’s mouth to see the digestive cavity to find the 
cause of symptoms such as abdominal pain, difficulty swallowing, or 
gastrointestinal bleeding. Endoscopies are also used for laparoscopic 
surgery to allow a surgeon to see inside the patient’s body while remotely 
manipulating the thin robotic arms that perform the surgical procedure. 
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Figure 1-10 a physician inserts scope through the mouth to see what’s inside patient’s stomach 
1.3.2 Laparoscopic surgery 
Laparoscopic surgery, also called minimally invasive surgery (MIS) or 
keyhole surgery, is a modern surgical technique in which operations are 
performed far from their location through small incisions (usually 0.5-1.5cm) 
elsewhere in the body.  
The first reported laparoscopic cholecystectomy was performed by Philiipe 
Mouret in France in 1987 (Lityaski) and within 5 years the laparoscopic 
approach was established as a feasible alternative to open cholecystectomy 
(Cuschieri, et al., 1991). Patients experienced the benefits of smaller 
incisions, a shorter hospital stay and decreased postoperative pain, and 
could resume normal activities within a week (Gadacz & Talamini, 1991). 
Initial success and the interest of many surgeons and an increasingly 
competitive healthcare market led to a large number of operators interested 
in trying the new technique. At the same time, the safety issue and skill of 
the surgeons who perform the procedures have been questioned (Dent, et 
al., 1991). Hence, the surgical community needs to consider a possible 
change of the training strategy in laparoscopic surgery. 
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The Society of American Gastrointestinal and Endoscopic Surgeons 
(SAGES) and the European Association of Endoscopic Surgeons (EAES) 
specified minimum requirements for the surgeon who perform laparoscopic 
surgery. Training taken both in and outside the operating theatre is 
considered to be necessary (EAES, 1994). Surgeons need to take skills 
courses to learn basic psychomotor skills. Also novice surgeons can be 
trained inside the operating theatre by assisting in the real laparoscopic 
procedures. 
 
Figure 1-11 surgeons doing laparoscopic surgery on a patient’s abdomen 
There are a number of advantages to the patient with laparoscopic surgery 
versus the more common, open procedure. Pain and blood release are 
reduced due to smaller incisions and patient recovery times are shorter. The 
key element in laparoscopic surgery is the use of a laparoscope, a long fibre 
optic cable system which allows viewing of the affected area by snaking the 
cable from a more distant, but more easily accessible location. Also a fibre 
optic cable system connected to a ‘cold’ light source (halogen or xenon) is 
attached to illuminate the operative field. This is inserted through a 5mm or 
10mm trocar. The abdomen is usually inflated with carbon dioxide gas. This 
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lifts the abdominal wall above the internal organs to create a working and 
viewing space. CO2 is used because it is common to the human body and 
can be absorbed by tissue and removed by the respiratory system. It is also 
non-flammable, which is important because electrosurgical devices are 
commonly used in laparoscopic procedures (Gfmer.ch).  
Laparoscopic surgery includes operations within the abdominal or pelvic 
cavities, whereas keyhole surgery performed on the thoracic or chest cavity 
is called thoracoscopic surgery. Laparoscopic and thoracoscopic surgery 
belong to the broader field of endoscopy. 
Procedures 
Laparoscopic cholecystectomy is the most common laparoscopic procedure 
performed. In this procedure, a 5-10 mm diameter instrument (e.g. graspers, 
scissors, clip applier) can be introduced by the surgeon into the abdomen 
through trocars (hollow tubes with a seal to keep the CO2 from leaking). 
There are two different formats for laparoscopic surgery. Multiple incisions 
are required for technology such as the da Vinci Surgical System (Intuitive 
Surgical, 2015), which uses a console located away from the patient, with 
the surgeon controlling a camera, vacuum pump, saline cleansing solution, 
cutting tools, etc. each located within its own incision site, but oriented 
toward the surgical objective. The surgeon’s hands manipulate two haptic 
grippers which track hand movements and rotations while relaying haptic 
sensation back to the surgeon.  
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Figure 1-12 Laparoscopic instruments 
In contrast, requiring only a single small incision, the “Bonati system” 
(invented by Dr. Alfred Bonati), uses a single 5-function control, so that a 
saline solution and the vacuum pump operate together when the laser cutter 
is activated. A camera and light provide feedback to the surgeon, who sees 
the enlarged surgical elements on a TV monitor. The Bonati system was 
designed for spinal surgery and has been promoted only for that purpose 
(Bonati & Ware, 1993). 
Rather than a minimum 20cm incision as in traditional (open) 
cholecystectomy, four incisions of 0.5-1.0 cm will be sufficient to perform a 
laparoscopic removal of a gallbladder. Since the gall bladder is similar to a 
small balloon that stores and releases bile, it can usually be removed from 
the abdomen by suctioning out the bile and then removing the deflated 
gallbladder through the 1 cm incision at the patient’s navel. The length of 
postoperative stay in the hospital is minimal, and same-day discharges are 
possible in cases of early morning procedures. 
Laparoscopic surgery is designed to minimise post-operative pain and 
speed up recovery times, at the same time providing surgeons with 
enhanced visual field during the operation. Due to the enhanced patient 
outcome, laparoscopic surgery has been applied in various surgical sub-
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specialties. Based on numerous related randomized controlled trials, the 
approach has proven to be beneficial in reducing post-operative morbidities 
such as wound infections, and now is deemed safe when applied to surgery 
for cancers such as cancer of the colon. 
The restricted vision, the difficulty in handling of the instruments (new hand-
eye coordination skills are needed), the lack of tactile perception and the 
limited working area are all factors which add to the technical complexity of 
this surgical approach. Due to the above reasons, laparoscopic surgery has 
been considered as a new sub-specialty field of surgery requiring highly 
competitive skills. Surgical residents who wish to focus on this area of 
surgery require additional laparoscopic surgery training during one or two 
years of fellowship after completing their basic surgical residency. 
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Chapter 2 Methodology 
2.1 Perception Research in all Medical Imaging 
It is well known that the performance of radiologists is not perfect as they 
make both false positive and false negative errors. Both errors will impact 
patient care and treatment. Some of these errors are due to technical 
problems such as low quality of the observed image. However, other errors 
cannot be explained by technical issues and are caused by perceptual and 
cognitive factors of the radiologists or radiographer examining the image.  
Research in medical image perception started soon after World War II 
primarily through a study (Birkelo, et al., 1947) designed to determine what 
viewing method was best for detecting tuberculosis in chest images. A high 
degree of inter-observer and intra-observer variation was found. Later on, a 
series of subsequent studies (Garland, 1949; 1950; Cochrane & Garland, 
1952) confirmed that these differences are very common in inspecting 
medical images. Before those studies were conducted, it was commonly 
agreed that all radiologists were likely to have the same opinion concerning 
the interpretation of any medical image and each individual radiologist 
would not change his/her decision over time. Their research also discovered 
how to quantify these differences and why those differences in diagnostic 
decisions occurred. Subsequent study started examining types of 
diagnostic errors radiologists make, the frequency with which they occur, 
their causes, possible solutions to reduce perception and cognitive errors, 
and also to minimise differences amongst radiologists in the diagnostic 
decisions (Siegle, et al., 1998; Robinson, 1997).  
In 1997, the Medical Image Perception Society (MIPS) was formed to 
promote research and education in medical image perception. It provides a 
forum for the discussion of perceptual, psychophysical, and cognitive issues 
by radiologists and scientist (mips.ws). 
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2.1.1 Errors in Interpretation 
It is generally estimated that, overall, there is about a 20-30% false negative 
rate and 2-15% false positive rate in radiology (Bird, et al., 1992; Muhm, et 
al., 1983). The false positive errors are always easier to understand than 
the false negative errors. Overlaying anatomic structure sometimes has 
similar appearance as abnormality features (Krupinski, 2000). For example, 
in the mammography perception task, an unclear nipple might be perceived 
in mistake as an abnormality. However, the reason why false negative error 
occurs is harder to examine and understand. Using eye-position recording 
techniques is one approach and it has been found that false negatives can 
be classified into three categories based on how long they fixated or dwelled 
on (Kundel, et al., 1978).  
1. Search errors: Lesions are missed because they are never 
looked at with high-resolution foveal vision. 
2. Recognition errors: Lesions are looked at but not long 
enough to detect or recognize any suspicious lesion features. 
3. Decision errors: Lesions that are looked at for long periods 
of times (often as long as lesions that are looked at and 
reported), but are still missed. 
Visual dwell pattern based errors have been used to observe the perceptual 
performance in chest images (Kundel, et al., 1978; 1989), bone images (Hu, 
et al., 1994), and mammograms (Krupinski, 1996).  Figure 2-1 shows a 
typical example of an eye-movement pattern form a radiologist when 
searching for fractures on a bone image (Krupinski, 2000). It can be seen 
that this radiologist perceived some noise in the image, which is considered 
as recognition and decision errors. The detected features received some 
prolonged dwell, but this is not distributed clearly enough to form a 
recognizable object, so they are not perceived as a potential lesion. 
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Figure 2-1 Example of a typical eye position pattern generated by a radiologist searching a bone 
image for fractures. The small circles represent fixations or locations being looked at. The lines 
represent the sequence in which the fixations were generated. The large circle on the wrist 
indicated the location of a fracture. (Krupinski, 2000) 
It has been found out that about two-thirds of missed lesions, which are 
considered as false-negative errors, receive prolonged visual dwell. To 
explore whether this finding could potentially improve lesion detection and 
recognition, Kundel, et al (1990) carried out a study to examine if 
perceptually-based feedback can be used to reduce these error rates. This 
is achieved by recording the eye-movement data of the radiologist as he/she 
searches the image for lesions, and then use these data to find out where 
the radiologist fixated (>1000 msec) when examining the image. It was 
expected that missed lesions are associated with these long dwells. Those 
long dwell areas are then circled on the image (Figure 2-2) to highlight them 
to the radiologist for a second look. It was found that a 16% increase in 
observer performance was benefited by this visual feedback system as 
compared to just showing the image again without any dwell locations 
indicated. The true-positive rate increased and the false-positive rate 
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decreased, indicating that a true improvement in the performance of the 
ROC curve is achieved. 
 
Figure 2-2 Example of a typical eye-position pattern generated by a radiologist searching a chest 
image for pulmonary nodules. The small dots represent fixations or locations where the eye lands. 
The larger circles represent clusters of fixations (Kundel, et al., 1990).  
To determine the exact reason why performance was improved by putting 
a physical circle around the long-dwell areas, further studies (Krupinski, et 
al., 1993) were designed and the result showed that the circle on the lesion 
area actually drew radiologists’ attention and increased the frequency and 
accuracy of the fixation on the actual lesion.  
2.1.2 Expertise 
In general, expert radiologists have better diagnostic accuracy than novice 
radiologists, which is not surprising. To explore the reason why experts 
make fewer errors, eye tracking technology can help with this topic. 
Previous studies have been carried out examining differences between 
novices and experts in their perceptual search behaviours (Kundel & 
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LaFollette, 1972; Nodine, et al., 1996; 1999). It has been found that experts 
are likely to have less time in finding lesions than novices, have different 
visual search patterns, and have more efficient search strategies than 
novices (Krupinski, 1996). Also other studies have suggested that experts’ 
fixations are relatively short compared to the radiography students (Chen, 
et al., 2010).  
2.1.3 Visual Search Techniques 
Various techniques have been developed to record eye movements 
(Duchowski, 2007). Early approaches used a range of innovative methods 
ranging from putting a blob of mercury on the eye and recording the 
reflection of light from it, to affixing mirrors to contact lenses (Cornsweet, 
1958).  Where the observer was looking was indicated by filming the 
reflection of an object in the eye and taking the filmed centre of the pupil. 
Measurements with tight fitting contact lenses have provided extremely 
sensitive recordings of eye movement. However, considerable co-operation 
from the observer was required which makes such approaches fairly 
disturbing.  
Another popular category of eye tracking technique which is known as 
optical tracking uses some non-contact, optical method for measuring eye 
motion. Light, typically infrared, is reflected from the eye and sensed by a 
video camera or some other specially designed optical sensor. The 
information is then analysed to extract eye rotation from changes in 
reflections. Video-based eye trackers typically use the corneal reflection and 
the centre of the pupil as feature to track over time (Crane & Steele, 1985). 
Those methods are widely used for gaze tracking and are favoured for being 
non-invasive and inexpensive. 
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2.1.4  Eye Movement Data Recording and Analysis 
Two optical eye movement tracking systems were used in a number of 
investigations during this research. These are the Tobii X50 eye tracker and 
the Smart Eye Pro system. 
Tobii X50 
The Tobii X50 is a stand-alone eye tracker (Figure 2-3) that can be easily 
attached under any monitor or can be used to perform eye-tracking relative 
to a physical scene. The data analysis software – ClearView - is required to 
work to with Tobii X50. It is very easy to use and supports in-depth 
quantitative analysis and also provides high-level analysis with good data 
visualization.  
 
Figure 2-3 Tobii eye-tracker X50 
It is recommended by ClearView that a fixation radius is used which is 
equivalent to 30 pixels and with a minimum fixation duration of 100 ms for 
viewing mixed content images. Data output from ClearView includes time 
stamp, gaze position, distance from the camera to eye and pupil size, etc.   
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Smart Eye Pro 
Smart Eye was founded in 1999 to provide the market with a real-time and 
completely non-invasive eye, eyelid and head tracking technology for a wide 
range of situations. It is a new generation of Eye Tracking technology, based 
on 3D measurements (Smart Eye, 1999).  
Figure 2-4 One of several cameras which consist Smart Eye Pro system 
Smart Eye Pro (Figure 2-4) is a true multi-camera system running on a 
single PC and on a single algorithm. The system is scalable from 2 up to 8 
cameras allowing 360 degrees of head and eye tracking. Free and wide 
placement of cameras both horizontally and vertically enables the possibility 
to handle complex applications. Operating under Infra-Red (IR), Smart Eye 
Pro is completely insensitive to ambient light, making it suitable for projects 
in all levels of darkness and sunlight. 
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2.2 Performance Assessment in Medical Imaging Interpretation 
Performance in interpreting medical images can be described via a 
hierarchical model of efficacy (Fryback & Thornbury, 1991) on the basis of 
various previous related works. This is a six-tiered model which is a 
conceptual continuum of assessing the contribution of diagnostic imaging to 
the patient management process. The six levels are: 
1. Technical quality;  
2. Diagnostic accuracy efficacy: agreement between diagnoses and 
‘truth’; 
3. Diagnostic-thinking efficacy: impact of diagnostic imaging 
information on clinician’s thinking about each patient; 
4. Therapeutic efficacy: impact of diagnostic imaging information on 
patient management; 
5. Patient-outcome efficacy: impact of diagnostic imaging information 
on patient health; 
6. Social efficacy: impact of Diagnostic imaging information on society 
as a whole. 
In the present research the interest is in diagnostic accuracy efficacy which 
is measured by comparing an individual’s decisions on the case images 
being inspected against some standard (‘truth’) – usually taken as either 
known abnormality presence (based on the pathology of the case) or 
against an expert radiological decision.   
The simplest measure of diagnostic decision is the percentage of cases for 
which the reader gives the correct answer, i.e. 
𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑜𝑟𝑟𝑒𝑐𝑡 𝑑𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑠
𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑎𝑠𝑒𝑠
 
However, as the disease is very rare in breast cancer screening across a 
national population, the accuracy has its limitation in assessing diagnostic 
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performance. For example, a film reader can be considered very accurate 
by simply reporting all the cases as negative (Metz, 1978). Therefore, 
positive cases and negative cases need to be separated and considered 
individually. This can be achieved by a binary classification test as shown 
in Table 2-1: 
Table 2-1 four outcome formulated by 2x2 contingency table from a binary classification test 
  Condition truth 
 Total 
population 
Condition 
positive 
Condition 
negative 
 
Decision 
Decision 
positive 
True 
positive 
False 
positive 
Decision 
negative 
False 
negative 
True 
negative 
The decision from the readers could be agreeing with the condition truth that 
an abnormality exists or does not exist, given by a true positive (TP) and 
true negative (TN) decision respectively; and errors are defined as false 
positive (FP) when a case is diagnosed as positive but actually no 
abnormality exists, or false negative (FN) when there is an abnormality while 
the reader thinks it is healthy. These four categories of decision can be used 
for calculating measures of sensitivity and specificity. 
2.2.1 Sensitivity and Specificity 
In statistics, sensitivity and specificity are measures used to assess the 
performance of a task that classifies the elements of a given set into two 
groups (a binary classification test). Sensitivity, which is also called the True 
Positive Rate (TPR), measures the proportion of actual positive cases that 
are correctly identified. For example, in the PERFORMS scheme, TPR is 
the percentage of diseased women who are correctly identified as having 
abnormalities within their breast. Specificity, which is also called the True 
Negative Rate (TNR), measures the proportion of actual negative cases that 
are correctly identified. In the PERFORMS scheme, the true negative rate 
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is the percentage of healthy women who are correctly identified as not 
having any abnormality.  
𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 = 𝑇𝑃𝑅 =
𝑇𝑃
𝑃
=
𝑇𝑃
𝑇𝑃 + 𝐹𝑁
 
𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 = 𝑇𝑁𝑅 =
𝑇𝑁
𝑁
=
𝑇𝑁
𝑇𝑁 + 𝐹𝑃
 
It is necessary to use both measures to describe a participant’s performance 
in the PERFORMS scheme as one can easily achieve 100% sensitivity by 
simply reporting all the cases as positive. Similarly, 100% specificity can 
also be obtained easily by simply reporting every case as normal. 
An alternative measure, which is known as the “proportional incidence” 
method (Day, 1985), gives a different estimation of sensitivity. Two 
additional measures are given by Positive Predictive Value (PPV) and 
Negative Predictive Value (NPV). In the PERFORMS scheme, PPV is the 
percentage of women who are disease positive and who are correctly 
referred for further assessment. In other words, it describes the rate that an 
individual successfully identifies a case that contains an abnormality as 
compared to all the cases s/he reports as abnormal. In a similar fashion, 
NPV is the percentage of women who are judged by an individual to be 
healthy and returned to normal screening: 
PPV =
TP
TP + FP
 
NPV =
TN
TN + FN
 
The performance of an individual in examining images can be well 
described by taking all these four measures together. They are easy to 
understand and practically useful in the clinical diagnostic environment. 
However, as each mammography case is classified using a five-point rating 
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scale for the probability of cancer in the PERFORMS scheme, sensitivity 
and specificity measures may not be able to examine this information in 
detail. Also a unified measurement is required to depict the performance of 
both sensitivity and specificity. This is where Receiver Operating 
Characteristic (ROC) analysis is introduced to help in assessing medical 
diagnostic performance. 
2.2.2 The Receiver Operation Characteristic (ROC) 
Receiver operating characteristic analysis was initially developed in 
statistical decision theory (Wald, 1950) and then was applied to signal 
detection theory that has been used to solve the problems in radar (Van 
Meter & Middleton, 1954). The potential of applying ROC analysis in the 
evaluation of medical decision-making was first explored by Lusted (1968). 
Then the application of ROC analysis is widely used in medical diagnosis 
and especially in medical imaging (Metz, 1986).  
ROC analysis can be employed to assess the performance of a binary 
classification test like a medical diagnosis test. It is hypothesized that in a 
medical diagnosis test, there is a set of positive (diseased) and negative 
(healthy) cases, and all those cases are normally distributed on an X-axis 
(Figure 2-5). X is a diagnostic variable for disease. In Figure 2-5, The 
distribution of X in healthy people is 𝑁(20,5) and in the diseased population 
it is 𝑁(30,6). The ROC curve, shown in the top right corner of Figure 2-5, 
can be used to visualize and quantify how X is affecting the detection of this 
disease. We suppose a criterion C is used to decide whether a case should 
be diagnosed as healthy (𝑋 < 𝐶) or diseased (𝑋 ≥ 𝐶). The ROC curve plots 
true positive rate (TPR, sensitivity) versus false positive rate (FPR, 1-
specificity), where 
𝑇𝑃𝑅 = 𝑠𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 = 𝑃𝑟{𝑥 ≥ 𝐶|𝑑𝑖𝑠𝑒𝑎𝑠𝑒𝑑} = 𝑝𝑢𝑟𝑝𝑙𝑒 𝑎𝑟𝑒𝑎 𝑖𝑛 𝑝𝑙𝑜𝑡 
𝐹𝑃𝑅 = 1 − 𝑠𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 = 1 − 𝑃𝑟{𝑋 < 𝐶|ℎ𝑒𝑎𝑙𝑡ℎ𝑦} = 𝑏𝑙𝑢𝑒 𝑎𝑟𝑒𝑎 𝑖𝑛 𝑝𝑙𝑜𝑡 
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When the true positive rate area and false positive area overlaps, the area 
with blended colour is shown.  
 
Figure 2-5 Plots of heathy and diseased distribution and the ROC curve depicted from this 
distribution 
As the criterion parameter C is varying, the ROC curve will be traced out (as 
shown in the upper-right corner). For any fixed value of C, the coordinates 
of the point shown on the ROC curve corresponds to the two shaded areas. 
The criterion value can be adjusted to change the TPR and FPR 
proportions. Increasing the value of Criterion C would result in fewer false 
positives and fewer true positives. The shape of the curve is determined by 
how much overlap the two distributions have.  
Since the theoretical criterion for recalling a case varies from most 
conservative to least conservative, the ROC curve is able to represent all 
the levels of sensitivity and specificity that an individual can demonstrate. 
ROC curves can be calculated from the PERFORMS performance data 
because each opinion on every case includes a confidence rating regarding 
how certain a participant was. Such case decisions can be compared to the 
condition truth. 
d’ 
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Figure 2-6 Example of ROC plot 
Figure 2-6 illustrates an example of an ROC plot. Following the solid line 
labelled ‘Good performance’, at the origin of the plot on the extreme left 
hand side, it can be seen that both sensitivity and 1-specificity are at zero 
which means the most conservative criterion (C = +∞) is represented. This 
theoretical condition is reflected where the criterion is so conservative for 
recalling a case that no cases are recalled; therefore, no cancers are 
detected and no cases are recalled incorrectly. At the right-most extreme of 
the plot, it shows the least conservative criterion (C = −∞)  and both 
sensitivity and 1-specificity have a value of one, therefore participants detect 
every cancer, but every case that should not be recalled is also recalled. 
Between these two extremes, from left to right, as the criterion for recalling 
a case becomes less conservative then both TPR and FPR increase. Good 
performance is indicated by a large increase in TPR and a much smaller 
increase in FPR.  It ends with the hit rating reaching the maximum value of 
one. Compared to ‘Good performance’ in Figure 2-6, poorer performance is 
indicated by a smaller increase in TPR, and the same, larger increase in 
FPR. The ‘Poorer performance’ is illustrated by the dashed line in Figure 
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2-6. Where performance is at chance, hit rate and false alarm increase at 
the same rate producing a straight line with a slope that has a gradient of 
one. In Figure 2-6 this type of performance is illustrated by the dot-dash 
‘Chance performance’ line. 
Area under curve (AUC) 
As an ROC curve is a two-dimensional representation of classifier 
performance, it is necessary to reduce ROC performance to a single value 
representing expected performance (Fawcett, 2006). A measure is called d’ 
(pronounced “d-prime”), which calculates the distance between the mean of 
the distribution under diseased and healthy conditions (Figure 2-5), then 
divided by their standard deviation. It can be seen that, the larger d’ is, the 
larger the difference between the diseased and healthy populations and the 
higher it is for the performance of diagnosis. Under the assumption that both 
these distributions are normal with the same standard deviation, it can be 
proved that the shape of the ROC depends only on d’ (Swets, 1986). 
Another common method is to calculate the area under the ROC plot, 
termed Az, which offers a measure of performance accuracy that considers 
both sensitivity and specificity. In Figure 2-6, it can be seen that the line 
representing chance performance divides the plot evenly. The total area of 
the plot is 1, so the Az for the performance at chance is 0.5. It is not possible 
for an ROC curve to fall below the chance line. Therefore, it is given that 
sensitivity and 1- specificity each vary between 0 and 1, Az varies between 
0.5 and 1. In Figure 2-6, the line that represents good performance shows 
a strong trend towards the top and left hand side of the plot. The value of Az 
is 0.97 which approaches 1.0. In Figure 2-6 the line that represents poorer 
performance shows a weaker trend towards the top and left hand side of 
the plot and the result of Az is 0.76 which is considerably less than 1.0, but 
is greater than 0.5 which represents performance at chance. The calculation 
of the AUC can be given as follows. 
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Denote the cumulative distribution functions of X in the healthy and 
diseased populations by 𝐹ℎ(𝑥) and 𝐹𝑑(𝑥). The tail function is 𝑇𝑖(𝑥) = 1 −
𝐹𝑖(𝑥), 𝑖 = ℎ, 𝑑. So it can be shown that 𝑅𝑂𝐶(𝑡) = 𝑇𝑑(𝑇ℎ
−1(𝑡)), 𝑡 ∈ (0,1) and 
𝐴𝑈𝐶 = ∫ 𝑅𝑂𝐶(𝑡) 𝑑𝑡
1
0
 
The AUC can be interpreted as the probability that a randomly chosen 
member from the diseased population will have a higher X than a randomly 
chosen member from the healthy population. 
Increasing d’ results in increasing the AUC. For large enough d’, AUC≈1. 
When d’=0, the AUC equals to 0.5. in this case, the test is useless and is 
equivalent to simply random guessing.  
Most ROC studies involving human judgements have employed an ordinal 
‘confidence rating’ scale that contains a fixed number of discrete response 
categories. In the PERFORMS scheme, each mammography case is 
classified using a five-point rating scale for the probability of cancer (Table 
2-2): 
Table 2-2 Five-point rating scale used in PERFORMS scheme 
1 Normal 
2 Benign 
3 Indeterminate 
4 Probably Malignant 
5 Malignant 
A binary classification test using ordinal category data will result in two 
discrete distributions on the X-axis. In this case, a series of points will be 
plotted onto the ROC space instead of a continuous curve. The number of 
the points is equivalent to the number of confidence rating categories. In the 
PERFORMS scheme, five points will be plotted onto the ROC space. There 
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are several ways to work out the AUC for the discrete classifier. The easiest 
and most straightforward way is to work out the areas of trapezoids formed 
by those points. 
Trapezoidal Rule 
The trapezoidal rule is a numerical approach that can be used to estimate 
the area under the curve (Yeh, 2002). The basic idea of using the 
trapezoidal rule in examining ROC curves is to approximate the area under 
the curve by dividing the area into a number of strips of equal width. Then, 
approximating the area of each strip by the area of the trapezium formed 
when a chord replaces the upper end (Forman & Smith, 2014). The final 
numerical result of the area under the curve can be obtained by the sum of 
these approximations. 
Function ∫ 𝑓(𝑥)𝑑𝑥
𝑏
𝑎
 is a definite integral. The point of subdivision of the 
domain of the integration [a, b] are labelled x0, x1, … xn; where x0 = a, xn = 
b, x𝑟 =  x0 + r ∗
b−a
n
. The trapezoidal rule procedure can be denoted as 
Function 𝑇(𝑎, 𝑏, 𝑛) 
𝑇(𝑎, 𝑏, 𝑛) = (
𝑏 − 𝑎
2𝑛
) ∗ [𝑓(𝑎) + 𝑓(𝑏) + 2 ∗ ∑ 𝑓 (𝑎 +
𝑖(𝑏 − 𝑎)
𝑛
)
𝑛−1
𝑖=1
]           
Equation 2-1 
𝑇(𝑎, 𝑏, 𝑛) approximates the definite integral ∫ 𝑓(𝑥)𝑑𝑥
𝑏
𝑎
.  
The data displayed in Table 2-3 is obtained from a participant who has taken 
part in the PERFORMS scheme and completed the whole set of cases. The 
rating scale varies from 1 to 5 and 1 denotes that the user thinks the case 
is normal and 5 denotes that the user thinks the case is malignant. Ratings 
between 1 and 5 can be used when users are not very confident about their 
decision. 113 cases were shown to the participant and according to the 
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pathology results, 93 cases are normal and 20 cases are malignant. By 
dividing all the cases into 2 groups (normal and malignant) and comparing 
the pathology results with the participant’s ratings, it can be seen whether a 
participant performs good or not. 
Table 2-3 Count of rating scale from a participant according to pathology results 
User’s rating 1 2 3 4 5 Total 
Normal 87 1 1 4 0 93 
Malignant 1 0 0 11 8 20 
An example will demonstrate how the area under the curve is calculated in 
the PERFORMS scheme using the trapezoidal rule.  
 
Figure 2-7 Histogram of a participant's rating 
As the histogram in Figure 2-7 shows, the participant rates most normal 
cases correctly and confidently. At the same time, this participant is also 
very sensitive on rating malignant cases. That the participant rated most 
malignant cases as 4 or 5 shows he is quite sure about any of the cases as 
being malignant. 
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Table 2-4 FPR and TPR according to different conservative criterion 
 5 4 3 2 1 0 
FPR 0 0 0.043 0.054 0.065 1 
TPR 0 0.4 0.95 0.95 0.95 1 
Table 2-4 shows the FPR and TPR according to different conservative 
criteria. The criterion varies from 5 to 0. Criterion 5 means ‘most 
conservative’ and 0 means ‘least conservative’. When the criterion is 5, then 
only when the participant rates 5 on a case should that case be considered 
as malignant. Likewise a 0 criterion means that no matter how a participant 
rates a case, this case will always be considered as malignant. The FPR for 
each criterion is calculated by the count of user ratings above the criterion 
divided by the total number of normal cases. The TPR for each criterion is 
calculated by the count of user ratings above the criterion divided by the 
total number of malignant cases. For example, to calculate the hit rate of 
conservative criterion 3, we need to find out how many malignant cases are 
rated 3, 4 or 5 by the participant. From Table 2-3 we can see that 11 
malignant cases are rated 4 and 8 malignant cases are rated 5 and no 
malignant cases are rated 3 and one malignant case is rated 1. Therefore 
the total number of malignant cases is 20 and the total or recognized 
malignant cases is 19. So we can calculate the hit rate on this conservative 
criterion by (11+8+0)/(11+8+1)=19/20=0.95. 
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Figure 2-8 ROC curve generated by trapezoidal model 
Figure 2-8 shows the ROC curve drawn using data from Table 2-4. Besides 
points (0, 0) and (1, 1), another 4 points on the chart are used to 
approximate the ROC curve. For each point, the vertical axis values come 
from the hit rate that represents sensitivity and the horizontal axis values 
come from the false alarm rate that represents 1-specificity. Then the area 
under the curve, which is 0.9616, can be calculated using Equation 2-1. 
The advantage of using the trapezoid rule is that it is a very simple and a 
straightforward way to approximate the area under the curve. However, if 
we look back at Figure 2-8, we can see that the ROC curve we generated 
is not a smooth curve. The classifier we used will generate 5 points on the 
graph, but sometimes these points could be too close to each other so that 
the curve will look like the combination of several straight lines. In this case, 
the area under the curve approximated by the trapezoidal rule could be 
smaller than what the participant actually achieved. Therefore, a curve fitting 
technique is introduced to better represent the performance. 
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Maximum likelihood estimation 
Maximum likelihood estimation algorithms can be employed to fit ROC 
curves to an ordinal ‘confidence rating’ scale that contains a fixed number 
of discrete response categories (Metz, 1998). Figure 2-9 shows a five-point 
model that demonstrates such algorithms. This model assumes that the 
decision-variable axis is partitioned into 𝐼  categories by 𝐼 − 1  fixed 
boundaries, 𝑡 ≡  {𝑡1, 𝑡2, … , 𝑡𝐼−1} . 𝐼  begins from 1, which is the ‘actually-
negative’ end of the axis. The conditional cumulative distribution functions 
of the decision variable x for the actually negative (‘normal’) and actually-
positive (‘malignant’) case can be denoted by 𝐹(𝑥|𝑛) and 𝐹(𝑥|𝑠). Suppose 
that 𝑡0 ≡ −∞ and 𝑡𝐼 ≡ +∞, then the probability of a response in category 𝑖 
is  
𝑝(𝑖|𝑛) = 𝐹(𝑡𝑖|𝑛) − 𝐹(𝑡𝑖−1|𝑛)  
Equation 2-2 
for actually-negative cases and  
𝑝(𝑖|𝑠) = 𝐹(𝑡𝑖|𝑠) − 𝐹(𝑡𝑖−1|𝑠)  
Equation 2-3 
for actually-positive cases. 
Suppose that there are 𝐾 actually-negative cases and 𝐿 actually-positive 
cases in the data collection. So the data obtained can be denoted as 𝒌 ≡
{𝑘1, 𝑘2, … , 𝑘𝐼| ∑ 𝑘𝑖𝑖 = 𝐾}  responses to actually-negative cases and 𝒍 ≡
{𝑙1, 𝑙2, … , 𝑙𝐼| ∑ 𝑙𝑖 = 𝐿}𝑖  responses to actually-positive cases. For the purpose 
of fitting of data to two density functions, it is normally assumed that two 
parameters a and b can be involved in the function form to adjust the ROC 
curve (Dorfman & Alf, 1969). Therefore, the likelihood function is given by 
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𝜆(𝑘, 𝑙|𝑎, 𝑏, 𝑡) = 𝑝𝑘1(1|𝑛)𝑝𝑘2(2|𝑛) … 𝑝𝑘𝐼(𝐼|𝑛)𝑝𝑙1(1|𝑠)𝑝𝑙2(2|𝑠) … 𝑝𝑙𝐼(𝐼|𝑠) 
Equation 2-4 
So the task of maximum likelihood estimation is to determine the values of 
the 𝐼 + 1  parameters Θ ≡ (𝑎, 𝑏, 𝑡1, 𝑡2, … , 𝑡𝐼−1}  that maximize the likelihood 
function in Equation 2-4. To simplify the form of the likelihood function in 
Equation 2-4, we can take its natural logarithm to obtain the log-likelihood 
function: 
𝑙𝑛 𝜆 = ∑ 𝑘𝑖 𝑙𝑛(𝑝(𝑖|𝑛)) + ∑ 𝑙𝑖 𝑙𝑛(𝑝(𝑖|𝑠))
𝐼
𝑖=1
 
𝐼
𝑖=1
Equation 2-5 
As the logarithm is a strictly monotonically increasing function, maximum 
likelihood estimation is the same no matter that the likelihood or the log-
likelihood function is maximized. It would be easier to estimate the 
maximum of the log-likelihood function by computing the derivatives at 
which 𝜕(𝑙𝑛𝜆)/𝜕𝜃𝑗=0.  
 
Figure 2-9 The model of employing maximum likelihood estimation in fitting binormal ROC curves to 
five-category data. The decision-variable axis is assumed to be divided into 𝐼 categories by 𝐼 − 1 
fixed boundaries (Metz, et al., 1998). 
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The Conventional Binormal Model 
The conventional binormal model has been commonly used in fitting ROC 
curves by employing maximum likelihood estimation (Metz, 2008). It has 
been shown that it is able to fit ROC curves with its shape in many fields 
where ROC analysis has been applied (Hanley, 1988).  
In the conventional binormal model, two parameters are used to determine 
an ROC curve. When the ROC curves are plotted as straight lines on 
“normal-deviate” axes, a represents the “y-intercept” and b represents the 
“slope” in terms of the conventional binormal model. With regard to the two 
potential normal distributions, the parameter a can be interpreted as the 
difference between the two conditional expected value, and the parameter 
b can be interpreted as the ratio of the standard deviations of the actually 
negative and actually positive distribution (Metz, et al., 1998).  
It is supposed that in the conventional binormal model, two normal 
probability densities lie beneath the ROC curve: 
𝑓(𝑥|𝑛) =
1
√2𝜋
𝑒𝑥𝑝{−
𝑥2
2
} 
Equation 2-6 
for actually negative cases and 
𝑓(𝑥|𝑝) =
𝑏
√2𝜋
𝑒𝑥𝑝 {−
(𝑏𝑥 − 𝑎)2
2
} 
Equation 2-7 
for actually positive cases.  
In this model, the actually negative distribution is set to have the mean of 0 
and standard deviation of 1, while the actually positive distribution has a 
mean 𝑎/𝑏 and standard deviation 1/𝑏.  Assume that 𝑎 ≥ 0 and 𝑏 > 0, when 
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the outcome of the decision variable 𝒙 is greater than a critical value 𝑥𝑐, a 
positive decision is made.  
In this model, any point on the ROC curve consists of the false positive 
fraction (FPF) and true positive fraction (TPF). Both of them are obtained by 
the probabilities of outcomes from actually negative and actually positive 
cases when x exceeds a critical value 𝑥𝑐. Therefore, these values can be 
expressed by 
𝐹𝑃𝐹(𝑥𝑐) = 𝛷(−𝑥𝑐) 
and 
𝑇𝑃𝐹(𝑥𝑐) = 𝛷(𝑎 − 𝑏𝑥𝑐) 
Φ(𝑧)  represents the standard normal distribution function (i.e. the 
probability that the outcome from a normal random variable with zero mean 
and unit variance is not greater than z). 𝑎 and 𝑏 are the parameters that 
determine the ROC curve and the criterion 𝑥𝑐 determines a relevant point 
on the ROC curve. The area under this conventional binormal ROC curve 
can be denoted as (Metz, 1986) 
𝐴𝑧 = 𝛷(
𝑎
√(1 + 𝑏2)
) 
In the conventional binormal model, the probability of an actually negative 
case being given a confidence rating of category “i” is 
𝑝𝑖 = 𝐹𝑃𝐹(𝑥𝑖−1) − 𝐹𝑃𝐹(𝑥𝑖) = 𝛷(−𝑥𝑖−1) − 𝛷(−𝑥𝑖) 
Equation 2-8 
while the probability of an actually positive case being given a confidence 
rating of category “i” is 
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𝑞𝑖 = 𝑇𝑃𝐹(𝑥𝑖−1) − 𝑇𝑃𝐹(𝑥𝑖) = 𝛷(𝑎 − 𝑏𝑥𝑖−1) − 𝛷(𝑎 − 𝑏𝑥𝑖) 
Equation 2-9 
where 𝑥𝑖 and 𝑥𝑖−1 are the boundary of the interval on the decision variable 
axis 𝑥  that corresponds to the confidence rating of category 𝑖 . In the 
conventional binormal ROC model, the log-likelihood function ln (𝜆) for the 
data set 𝒌 ≡ {𝑘1, 𝑘2, … , 𝑘𝐼| ∑ 𝑘𝑖𝑖 = 𝐾}  and 𝒍 ≡ {𝑙1, 𝑙2, … , 𝑙𝐼| ∑ 𝑙𝑖 = 𝐿}𝑖  can be 
obtained by substituting Equation 2-8 and Equation 2-9 into Equation 2-5. 
To maximize ln (𝜆), the necessary conditions are 
𝜕 ln(𝜆)
𝜕𝑎
= 0, 
𝜕 ln(𝜆)
𝜕𝑏
= 0 and 
𝜕 ln(𝜆)
𝜕𝑥𝑖
= 0  for 𝑖 = 1,2, … , 𝐼 − 1.  Therefore, 𝐼 + 1  equations with 𝐼 + 1 
parameters, which are 𝑎, 𝑏, 𝑥1, 𝑥2, … , 𝑥𝐼−1, as independent variables will be 
obtained by appropriate differentiation of Equation 2-5. So finding the 
parameter values to solve this set of equations would be the solution of 
maximizing ln (𝜆). Various algorithms, such as the ‘Method of Scoring’ (Rao, 
1952) that employs iterative techniques, have been found to solve the 
problem. The development of computer programs RSCORE II (Dorfman & 
Alf, 1982) and ROCFIT (Metz, 1988) based on the conventional binormal 
model provide good estimation in fitting to data from various situations 
(Swets, 1986). However, in some cases, such as when the data set 
obtained is too small or that the confidence categories are poorly distributed, 
the ROC curve is fitted inappropriately by showing a clearly ‘hook’ near point 
(1, 1), which causes the curve to fall under the 45% diagonal “guessing line” 
(Metz, 1989). 
The “Proper” Binormal Model 
When b ≠ 1, the ROC curves provided by the conventional binormal model 
always lie partly below the +45% diagonal “guessing line” of the ROC plot 
and always are non-monotonic on the “probability” axes, though this non-
monotonicity is not distinct if b is sufficiently close to one. Therefore, when 
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we use the conventional binormal model to fit an ROC curve to a data set 
that includes only a small number of cases and is collected on a discrete 
ordinal scale in which the categories are few and poorly distributed (Metz, 
1989), a “hooked” ROC curve that has a clearly non-monotonic slope and a 
portion that lies clearly below the “guessing line” of the ROC plot may be 
yielded (As shown in Figure 2-10). In dangerous situations, these properties 
cause the fitted ROC curves to become “degenerated” with “zig-zag” shapes 
(Metz, et al., 2003). In some situations, it can be quite common for 
degenerate fits to occur. However, outcomes from either actual or 
computer-simulated study shows no degeneracy when a large number of 
cases are included in datasets and are collected with a large number of 
properly distributed categories (Dorfman & Berbaum, 1995).  
 
Figure 2-10 An example of an improper roc curve. The "hook" near (1,1) where the curve falls 
below the guessing line. 
In the PERFORMS scheme, there are a large number of cases included in 
the datasets but there are only five categories in the discrete ordinal scale, 
and also as is demonstrated in the section on the trapezoidal rule, in some 
cases straight lines between the neighbouring points are plotted very close 
to each other, which can hardly produce an ROC curve with monotonic 
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slope. In this case, hooks and degeneracy may occur and a conventional 
binormal model will result in failing to produce a fitted ROC curve. Therefore, 
a “proper” binormal ROC model that always yields ROC curves with 
monotonic slope are introduced to replace the conventional binormal model. 
As the conventional binormal ROC model provides appropriate fits to data 
in many situations, the alternative ROC model is supposed to produce ROC 
curves that are equivalent to curves fitted by the conventional binormal 
model when the conventional binormal ROC curve does not show a “hook” 
or “degeneracy”. 
As discussed above, it is possible for hooks and zig-zag degeneracies in 
the fitted ROC curve to occur in some situations. It is shown that any ROC 
that arises from the use of likelihood ratio or any monotonic transformation 
theory as the decision variable must have a monotonically changed slope 
with false positive fraction to prevent “hooked” or “degenerate” ROC fits 
(Trees & Harry, 2004). As a result, in an effort to overcome the problem of 
incorrect fitted ROC curves, a “proper” version of the binormal model has 
been proposed in which decisions are assumed to be based upon the use 
of a monotonic transformation of likelihood ratio as the decision variable 
(Metz, et al., 2003). This new model is still “binormal” as it is used as the 
decision variable in a monotonic transformation of the likelihood ratio. 
However, the likelihood ratio is related to a quantity that is calculated from 
a pair of normal distributions. 
Using the likelihood ratio as a decision variable will provide ROC curves 
with monotonic slope (Egan, 1975). Therefore, in a “proper” version of the 
binormal model, each decision outcome is assumed to be based on the 
likelihood ratio calculated from the two density functions rather than upon 
the normally distributed variable itself. From Equation 2-6 and Equation 2-7, 
the new curve-fitting model is given by  
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𝛽(𝑥) ≡
𝑓(𝑥|𝑛)
𝑓(𝑥|𝑝)
= 𝑏 𝑒𝑥𝑝 {−
1
2
[(𝑏𝑥 − 𝑎)2 − 𝑥2]} 
Equation 2-10 
It can be seen from Equation 2-10 that only if 𝑏 = 1 , 𝛽(𝑥)  could be a 
monotonic transformation of the normally distributed variable 𝑥. So the ROC 
curves produced by 𝛽(𝑥) will be different from the ROC curves produced by 
𝑥. As ROC curves would only be identical when produced by a decision 
variable and any of its monotonic transformations (Swet, et al., 1961), a new 
decision variable 𝑦, which is a monotonic transformation of the likelihood 
ratio variable 𝛽(𝑥), is defined as  
𝑦 ≡ 𝑙𝑛 (
𝛽(𝑥)
𝑏
) = −
1
2
[(𝑏𝑥 − 𝑎)2 − 𝑥2] 
Equation 2-11 
whereas y is given by the log-likelihood ratio 𝛽(𝑥) subtracting a constant 
quantity ln 𝑏. So y is definitely a monotonic transformation of the likelihood 
ratio 𝛽(𝑥). It can be seen from the Equation 2-11  
𝑦 ≡ 𝑙𝑛 (
𝛽(𝑥)
𝑏
) = −
1
2
[(𝑏𝑥 − 𝑎)2 − 𝑥2] 
Equation 2-11 
 that the new decision variable y is an explicit function of x, hence the 
conditional distribution functions and values of FPF and TPF for each critical 
value of y on a proper ROC curve can be substituted by the conditional 
density functions of the random variable x, which are given by Equation 2-6 
and Equation 2-7. 
A FORTRAN computer program entitled “PROPROC” has been developed 
by Metz in 1999 by implementing the theory and algorithms for the proper 
binormal ROC model. Figure 2-11 shows an example of ROC curves fitted 
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by both the conventional binormal model and the proper binormal model 
after implementing ROCFIT and PROPROC program respectively on five 
point discrete-categorical data (Metz & Pan, 1999). The solid curve in Figure 
2-11 shows a typical ROC curve in observer-performance studies in medical 
diagnostic imaging. As this curve does not show an evident hook, the proper 
binormal ROC curve is plotted exactly as the same solid curve on the plot. 
However, as indicated by diamonds on Figure 2-11, for a five-category data 
set that was sampled from this population, there is an obvious hook in the 
ROC curve, which is fitted by the conventional binormal model, shown as a 
dotted curve, while the ROC curve fitted by the proper binormal model, 
which is shown as a dashed curve, has a monotonic slope. It can be seen 
from Figure 2-11 that the proper ROC curve is closer to the true curve than 
the conventional curve, especially in the area with high FPF values. 
 
Figure 2-11 ROC curve fitted by “proper” binormal model versus ROC curve fitted by conventional 
binormal model (Metz & Pan, 1999) 
The relationship between conventional and proper binormal ROC curves 
can be explained as follows. Supposing that a conventional binormal ROC 
curve is divided into many small line segments, as the slope of any ROC 
curve at any given point is equal to the likelihood ratio of the original decision 
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variable at the critical value which produces that ROC point, a 
corresponding proper binormal ROC curve can be formed by reordering the 
line segments according to the values of slopes related to them if necessary. 
It can be seen directly that a proper binormal ROC curve is essentially equal 
to that of the conventional binormal model when the conventional binormal 
ROC curve shows no evidence of “hook” or “degeneracy” (Dorfman & 
Berbaum, 1995).  
Localization ROC 
Though ROC analysis has advantages over using sensitivity and specificity 
measures alone, it does have limitations. Firstly, it does not take the location 
information of the abnormality into consideration. This means an individual 
may correctly report a case as positive but wrongly identify a normal area 
as an abnormality. This is known as a ‘correct decision/incorrect location’ 
error. Secondly, the ROC method is restricted to one observer report per 
image. If an imaging study involves multiple abnormalities then the 
statistical power of ROC analysis will suffer. 
To account for such errors ROC analysis was extended to Localization ROC 
(LROC) analysis where the location of the abnormality is also considered. 
LROC analysis applies to situations in which each image contains either no 
lesion or one lesion and the observer’s task is to both detect and locate the 
lesion if it is present (Starr, et al., 1975). A further extension of ROC analysis 
is free-response operating characteristic (FROC) analysis which applies to 
situations in which each image contains either no lesion or any number of 
lesions. Here the observer’s task is to detect and locate each presented 
lesion (Chakraborty, 1989). In contrast to the LROC analysis, the number of 
ratings in FROC is totally determined by the observer as only the locations 
marked by the observer are considered as rating data in FROC. It is possible 
to analyse the FROC by the classical FROC analysis and the alternative 
free-response ROC (AFROC) method (Chakraborty & Winter, 1990). The 
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AFROC method reduces FROC data to pseudo-ROC data that can be 
analysed by tools developed for ROC analysis. While the FROC method 
has not been very popular as there are concern about whether responses 
made to the same diagnostic study can be treated as independent (Metz, 
1996), Subsequently, the jackknife FROC analysis method (JAFROC) has 
been proposed by Chakraborty D. (2004) that does not make the 
independence assumption, and which is supposed to provide more 
statistical power. 
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Chapter 3 Performance Testing for Radiologists Interpreting 
Chest Radiographs 
For over 25 years PERFORMS has been a key part of performance 
assessment for radiologists involved in the UK Breast Cancer Screening 
Programme, undertaken by over 700 mammography readers each year. It 
has received widespread popularity across the UK as well as internationally 
in the domain of breast cancer screening. The self-assessment approach 
has proved to be very acceptable to radiologists who have liked this style of 
assessment and training with detailed immediate feedback. Consequently, 
it was investigated whether there is a potential to transfer a similar approach 
to other radiological areas such as detecting lung cancer with plain chest X-
Ray images.  
3.1 Introduction 
Lung cancer is the most common cause of death from cancer across the 
world and is responsible for over 33,500 deaths per year in the UK. 
However, if lung cancer can be found at an early stage, the patients will 
have a better prognosis than if it was detected much later. Both chest CT 
and plain chest X-ray screening offer the potential to achieve this. Plain 
chest X-ray imaging is usually the first test used to diagnose lung cancer as 
it is cheap to administer, very quick for the patient to be imaged and also 
quick for the radiologist to interpret. In general, a white-grey mass on chest 
X-rays suggest the present of lung tumours. CT is costlier and slower, both 
for the patient being imaged, and for the radiologist to interpret the 3D 
images. Therefore, chest X-Ray radiographs remain one of the most 
commonly requested imaging investigations worldwide and the first line 
imaging test for patients with chest symptoms suspicious of malignancy. 
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The aim was to develop and test a computerised educational tool to assess 
the image interpretation performance of radiologists in identifying possible 
signs of malignancy on chest radiographs.  
In this study, a test set of 30 digital chest radiographs was chosen by an 
experienced radiologist consisting of 11 normal and 19 challenging 
abnormal cases. The abnormal cases all had biopsy proven pathology; the 
normal cases had at least two years of imaging follow up. 14 radiologists 
with a range of experiences were recruited. Participants individually read 
the test set displayed on a standard clinical reporting workstation, with their 
findings entered directly onto a laptop running specially designed reporting 
software. For each case they were given the relevant clinical information 
and were asked to mark any perceived abnormality and rate their level of 
suspicion on a 5-point scale (normal, benign, indeterminate, suspicious or 
malignant). On completion of the test, participants were given instant 
feedback and had the opportunity to review cases whether there was 
disagreement with the expert opinion and pathology. The time taken for the 
participants to complete the test was recorded. Differences between the 
participants’ performance were assessed using ROC analysis. 
3.2 Software development 
The software was developed for the purpose of demonstrating the basic 
functions of the PERFORMS chest software while showing Chest X-ray 
images. It was built on the concepts of the PERFORMS self-assessment 
scheme and was developed interactively with a very experienced radiologist 
at Nottingham. Following initial discussions with the radiologist the software 
was developed to primarily accomplish the following functions: 
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Figure 3-1 Reporting view 
• Displays 30 plain chest X-ray images in a random order which were 
selected by an experienced Chest radiologist. 
• Participants can rate their perceived malignancy of the case from 1 
to 5 (Normal, Benign, Indeterminate, Suspicious and Malignant). 
• By clicking a “Mark Location” button, participants can use the mouse 
to mark any suspicious area. The marked location is recorded. A red circle, 
radius of 10 pixels, is drawn on the screen to mark the selected area after 
the participant clicks on the image (Figure 3-1).  
• Participants can only view the next case when he/she has finished 
the current case. However, they can go back to view the previous case and 
change the malignancy rating of candidate lesion. 
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Figure 3-2 Feedback View 
• After participants have finished all the cases, the overall performance 
scores are calculated and displayed. These are: CR (correct recall rate), CS 
(correct return to screen rate), PPV (positive predict value) and NPV 
(negative predict value) scores. All scores are automatically calculated and 
these are shown in the text box (on the right hand side) to feedback the 
participant’s performance (Figure 3-2). The participants are then able to 
navigate to any case he/she had previously reported and see the results of 
that case. When reviewing cases, the expert radiologist’s marked area of 
interest is shown on the image using either a yellow circle or polygon 
indicating where the expert thought the abnormal area was. Participants are 
able to see their marked location and reporting results as well as find out 
the difference between their answers and the correct result. 
• Results for the cases include: their decision (correct or incorrect) 
compared to the expert radiologist’s opinion, expert radiologist’s decision 
(recall or not recall), and pathology result (normal, benign or malignant). 
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Additionally, the expert radiologist comments and known case pathology 
findings are detailed. 
• All participant’s data are saved as tab delimited text file. 
After initial development of the software it was demonstrated to the expert 
radiologist who commented on it and this resulted in the following 
modifications: 
1. One click marking 
The ‘Mark location’ button was removed. Participants are able to click 
on the image directly to mark any suspicious area. 
2. ‘Clear marks’ button 
A button was added for the purpose of helping participants when they 
changed their mind on the location they marked. By clicking on the 
‘clear marks’ button, all the pervious marks from the participants are 
wiped out and they are able to re-mark locations.  
3. Progress bar 
A progress bar was added to the user panel indicating the current 
number of cases reported compared to the whole set (Figure 3-3). 
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Figure 3-3 Progress bar was added to the user panel indicating current reporting progress of the 
participant  
4. Navigation list 
A navigation list is displayed when participants have finished 
reporting the test set of cases. The list of cases are displayed in the 
same order as the participant viewed them. The expert’s decision is 
shown in the second column and the participants’ result indicating if 
they reported the case correctly or not is shown in the third column. 
Participants are able to navigate to the case they are interested in 
and view the result by simply clicking on the case number in the list 
(Figure 3-4). 
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Figure 3-4 A navigation list was added to the case info panel. It will show up after participants have 
submitted their results. By clicking on the relevant case ID, the participants are able to freely 
navigate between each case to view the feedback. 
5. Login box 
A login box was added to the user panel allowing the user to input 
their email address as an identifier in the logging in file. 
6. Colour Code 
Colour coded text was added to indicate if the participant had made 
the correct answer. If the decision from the participant is correct, the 
resultant text will be “correct” and the text will be shown in a green 
colour. If the participants made the wrong answer, the text will be 
“incorrect” and the colour of it will be red (Figure 3-5). 
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Figure 3-5 Colour of the progress bar changes according to the condition of the participants answer 
as compared to the expert opinion. If the answer is the same as the expert’s opinion, the progress 
bar will turn into green (Figure 3-4). Otherwise, the progress bar will be in red colour. 
7. Completion time 
A timestamp of each moment when a participant makes an action is 
recorded. Actions include the participant’s starting time, participant’s 
submitting time and participant’s finishing reading time. The overall 
completion time is the duration between the starting time and the 
submitting time. 
8. Test case 
Before a participant starts reading the set, a practice test case is 
shown on the welcome screen allowing participants to interact with 
this case. Participants are able to mark the suspicious location on the 
image or give a rating on how confident they feel about the case 
which is hoped to help them become familiar with the software. Their 
decision on the test case does not affect their final performance 
score. 
9. Message box 
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When participants submit their results, a message box (Figure 3-6) 
pops up informing them that they have successfully reported all the 
cases and they will be able to view the results after they click on the 
OK button in this message box.  
 
Figure 3-6 Message box pops up when the participant submits the result. 
10. More detailed logging file 
More information has been added to the logging file including a 
timestamp of each action made by the participant, the participant’s 
email address and type of action. 
3.3 Experimental design 
An experiment was carried out in Nottingham City Hospital on two separate 
dates involving 14 radiologists taking part to test the software. By collecting 
and analysing their performance data, feedback and their comments then 
the possibility of transferring the service of PERFORMS scheme to the area 
of lung cancer screening using plain chest cases could be assessed. 
Appropriate ethical clearance was obtained for this study. 
3.3.1 Participants 
All participants were radiologists and all had experience in examining chest 
radiographic images. The experience of the participants in reporting chest 
radiograph ranged from 1 to 26 years (Mean = 9 years, median = 5 years). 
There were seven expert participants (post-fellowship consultants), and 
seven novices who were radiology residents.  
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3.3.2 Materials 
31 (including one test case) plain chest images had been loaded into the 
hospital’s central PACS system by the PACS manager at the Nottingham 
City Hospital before the experiment started. The participants were required 
to log into the Hospital PACS using their own identity card and use the case 
search query “PERFORMS CXR” to retrieve the list of 31 cases into their 
PACS software. The Hospital PACS workstations consist of dual screens 
running Agfa IMPAX viewer software. The chest X-ray reporting software, 
as described above, was launched from a MacBook Pro laptop positioned 
on the right of the workstation (Figure 3-7).  
 
Figure 3-7 Set up of the chest X-ray reporting software in Nottingham City Hospital, with a 
participant reading chest X-Ray images on the workstation while  reporting software is running on 
the laptop on the right of the workstation. 
The participants read the set of test cases in a random order which was 
generated by the reporting software. Once the reporting software had 
identified the next case to read then the participant searched the hospital 
PACS list of cases for that case to examine.  
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3.3.3 Procedure 
Participants examined 30 chest X-ray images on the PACS workstation, 
with the goal of recalling suspicious lung cancer cases and marking the 
location of the lesion areas on the reporting software. They used a 
confidence rating scale ranging from 1 to 5, representing normal, benign, 
intermediate, suspicious and malignant, to rate how confident they thought 
the chest image demonstrated the presence of lung cancer. Also, if they 
found any suspicious features, then they used the mouse to click directly on 
the image to indicate the centre of the lesion.  
After each participant finished reporting all the cases, they then immediately 
were presented with their performance scores, including: CR, CS, PPV, 
NPV and CD. Also, participants were able to view their answers on any case 
where they could compare their responses to the expert’s opinion or the 
radiology result by selecting the case number they are interested in from the 
navigation list.  
After they finished the whole procedure, they were asked to fill in a 
questionnaire to provide feedback about this test. 
3.3.4 Data analysis 
Four ASCII log files were produced over the course of an experiment. Those 
files include: 
1. Data records of all the participants’ actions.  
2. Malignancy suspicious rating data on each case from the 
participants. 
3. Location data on each suspicious area marked by participants. 
4. Overall performance scores. 
Each log file contains timestamps indicating when the log files recorded the 
data. The performance measures were directly calculated and shown to the 
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participants by the reporting software immediately after the participant 
finished the test. The malignancy suspicious rating scale data were brought 
back to the AVRC laboratory to run the ROC analysis using PropROC 
software. Also, the completion time was calculated after all the data had 
been collected to compare the reading speed between experts and novices.  
3.4 Results and Discussion 
3.4.1 Performance Measures 
Figure 3-8 and Figure 3-9 show the mean completion times and mean 
performance measures respectively for both groups, along with the 
standard errors. The analysis showed that post-fellowship consultants were 
significantly quicker than radiology residents (p=0.033). However, post-
fellowship consultants did not perform with significantly higher sensitivity 
(CR, p=0.081; CD, p=0.062) and specificity (CS, p=0.104). However, for the 
NPV and PPV score, the experts showed significantly better performance 
(PPV, p=0.021; NPV, p=0.045).  
 
Figure 3-8 Mean completion times shown with standard error 
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Figure 3-9 Mean performance measures shown with standard error 
ROC analysis was carried out for each participant and their AUC values 
were calculated. As shown in Figure 3-10, participants’ performance (AUC 
score) varied significantly between the two groups. Radiology registrars’ 
performance as measured by AUC score (M=0.7648, SD=0.110) was 
significantly poorer compared to post-fellowship consultants (M=0.9297; 
SD=0.043); t(12)=-3.696, p= 0.003 as shown in Figure 3-10.  
 
Figure 3-10 Mean Az scores shown with standard error 
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Also, all rating data from post-fellowship consultants and radiology residents 
have been pooled into two separate data sets. Then PropROC analysis was 
implemented on the two sets of pooled data. A comparison reported by 
Hanley and McNeil (Hanley & McNeil, 1982) was employed to test for 
significance using the AUC analysis. A p-value of <0.001 was regarded as 
statistically significant. Figure 3-11 shows the ROC curves plotted by 
PropROC software representing comparison of performance between the 
two groups. 
 
Figure 3-11 ROC curves plotted by PropROC software representing comparison of performance 
between two groups. 
To assess the relationship between AUC and years of experience in reading 
Chest radiographic images, a Pearson product-moment correlation 
coefficient was computed. There was a positive correlation between the two 
variables, r = 0.573, n = 14, p = 0.032. A scatterplot summarizes the results 
(Figure 3-12). Increases in years of experience were clearly correlated with 
performance in reporting lung cancers when reading chest images. The 
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relationship between AUC and cases read per year were also tested. The 
correlation was positive but no significant result was spotted (r=0.255, n=14, 
p=0.379) 
 
Figure 3-12 Scatterplot demonstrating the relationship between AUC and years of experience 
3.4.2 Case difficulty analysis 
An analysis was also carried out on each case to highlight which were the 
most difficult cases and how these were reported by participants. Case 22 
was proven by pathology to be normal and the clinical history indicated that 
the patient had a cough and shortness of breath. Four participants thought 
that there was some density on the right lung and that this case should be 
recalled. Additionally, Case 22 was the most difficult normal case in this 
experiment as only 3 participants successfully diagnosed this case as 
normal and all of them were post-fellowship consultants.  
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Figure 3-13 Case 22 has a density on the right part of the lung (circled in red) while the pathology 
result shows it as normal. 11 participants thought this case should be recalled and they marked on 
the area where they thought to be suspicious (red dots). 
Case 28 was mentioned twice in the questionnaire as this case is benign 
according to pathology and the clinical history shows that the patient has 
multiple calcified nodules due to old chicken pox pneumonia. Also 
participants had made some false positive errors and 2 of them complained 
that without seeing a previous X-ray film or clinical history, that this case 
should be recalled.  
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Figure 3-14 Case 28 is considered as benign according to pathology. This patient has a clinical 
history of chicken pox pneumonia which are indicated as yellow circles on the image, leading to few 
false positive errors made by participants (red dots). 
Case 06 is the most difficult malignant case as only 6 participants had 
successfully recalled this case and 5 of them were post-fellowship 
consultants. The clinical history indicates that this patient is a smoker and 
has increased shortness of breath and cough. The radiological opinion says 
there is a small area of opacification in the left mid-zone, projected over the 
posterior aspect of the left 9th rib. The pathology result shows that there is 
a non-small cell carcinoma, most likely adenocarcinoma.  
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Figure 3-15 Case 06 is considered as the most difficult malignant case as only 6 participants have 
successfully recalled this case. There is a small area of opacification in the left mid-zone which is 
circled in yellow, projected over the posterior aspect of the left 9th rib. 
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3.4.3 Questionnaire 
The questionnaires collected from the experiments provide more details on 
the participants’ information and their subjective opinions. 8 participants out 
of 14 thought that the difficulty of the task was moderate for them. 3 of them 
(all consultants) thought the cases were easy. The 3 participants left thought 
the cases are very hard for them to interpret and 2 of them were radiology 
residents and 1 was a post-fellowship consultant. Regarding the software, 
11 out of 14 found it very easy to use. 3 of them rated it as moderate with 
complaints about too many clicks involved or suggesting adding a free-hand 
drawing tool to the software. 100% of participants found it useful in training 
with some suggestions about including historical images or more 
demographic information.  
Regarding the mimic images displayed on the laptop reporting software, 10 
participants did not think they were useful in aiding them making a decision 
about the cases. The other 4 thought they were useful but not very much 
and 3 of these were radiology residents. 12 participants thought the quality 
of the images being displayed on the workstation were very good. The other 
2 thought the quality of the images was adequate. All of the participants 
found that the review from the expert shown on the result view was useful 
in providing feedback when examining their results. 11 participants out of 
the 14 showed interest in further training following on from completing this 
scheme. The other 3 who were not interested in further training were 
radiology residents. In the last section regarding to any further comments or 
feedback on any aspect of this task, four participants left their comments.  
All of them affirmed the software was quite useful in training and education 
purposes.   
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3.5 Conclusion 
This work demonstrated that the PERFORMS self-assessment approach 
can be amended to cater for other radiological images. It was successfully 
developed to identify skills in identifying signs of lung cancer and a small 
trial was carried out which showed promising results.  
These data were presented at the Radiological Society of North America 
conference in 2015 (Chen, et al.). Ongoing work is using the software at 
Nottingham City Hospital in educating junior radiologists. Further 
widespread trials of the software are planned. 
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Chapter 4 Early identification of substandard breast 
screening performers 
All UK breast screeners undertake the PERFORMS self-assessment 
scheme where they examine sets of challenging recent screening cases 
and receive immediate feedback on how they have performed (Gale, 2003). 
Once all individuals have participated, which currently takes around five 
months, then their anonymous data are calculated; both on how well they 
have performed in terms of correctly identifying actual early signs of 
malignancy and also on how each person has performed as compared to 
their peers. This scheme not only measures a person’s cancer identification 
abilities, but also assesses individuals’ agreements on how particular cases 
should be clinically treated (Scott, et al., 2008). That is to say, if this woman 
presented anywhere in the UK would she always be recalled or judged to 
be normal/benign and so returned to the next screening round? 
One aspect of this scheme is that because all screeners read the same set 
of test cases under generally similar reporting conditions then this allows 
those individuals who have performed much worse on the scheme than their 
peers to be identified easily. A person’s raw data can be examined to identify 
the underlying reasons for any such poor performance. Those factors 
include: the time of day when the scheme was undertaken (Cowley & Gale, 
1997), how long it took to read each case, how many rest breaks were taken 
etc. If someone’s performance is deemed to be sufficiently poorer than their 
peers, then suitable follow up actions will be deployed by an agreed process 
with the Royal College of Radiologists in the UK. 
Although the scheme uses recent difficult screening cases, taking part in 
PERFORMS is different from typical screening. Of necessity the various 
PERFORMS case sets are loaded with interesting and challenging 
examples of difficult normal, benign and malignant cases. Additionally, in 
reporting the cases the participants are asked to identify a range of features 
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and their locations, rate breast density, and rate breast in terms of 
malignancy and other factors. This means reading a PERFORMS case set 
is essentially equivalent to reading the same cases in a screening 
environment, requires different behaviour from the participants as they have 
to make many more decisions on every case. In the UK, to read a set of 60 
screening cases may take a typical radiologist about an hour, to read the 
same number of PERFORMS cases will take about two hours or even more. 
Therefore, it is difficult to draw a distinction between performances as 
measured on the PERFORMS scheme and typical routine screening 
performance, although these cases have all been originally seen in routine 
clinical screening. 
Although differences are acknowledged between the scheme and 
screening, there are many similarities between the two as well. For instance, 
it is most unlikely that an individual performs poorly on the scheme and yet 
performs very well in real life screening. Various studies have examined 
scheme and real screening performance and test the similarities between 
how people perform on the scheme and in real life (Cowley & Gale, 1999). 
So, finding that someone is under-performing on the scheme cannot simply 
be regarded as an interesting experimental finding. Even as it may not fully 
reflect their real life behaviour it can be taken at least as a potential indicator 
that something may be wrong and may require following up. If necessary, 
poor performing individuals (statistical outliers) can then be further offered 
specifically targeted training (Chen, et al., 2009). Available data from such 
outlier individuals on subsequent rounds of the PERFORMS scheme show 
that they do not remain as poor performers but instead improve. 
This process of following up outliers works very well overall, although such 
poor performers can only be logically identified once all other UK screeners 
have participated and read the same case set. Inevitably this process then 
causes a delay in providing useful feedback to these individuals. If it was 
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possible to provide a more rapid feedback informing them that they may not 
have performed on the scheme as well as their colleagues, then this is 
thought to be more practically useful. Therefore, a way of potentially 
identifying such poor performers much earlier than is currently possible was 
investigated so that these individuals would receive feedback quicker and 
so be encouraged to undertake further training earlier if necessary. 
4.1 Method 
The PERFORMS case sets originate as carefully selected examples of 
challenging cases from breast screening centres across the UK. These are 
all recent Full Field Digital Mammographic (FFDM) images from different 
vendors which are then prepared for examination in the scheme both as 
mammographic film (by processing and printing out digital laser films) and 
as FFDM images suitable for viewing on any vendors’ mammographic 
workstation by suitable processing. 
In the SA11 round of the PERFORMS scheme some 404 screeners read 
the case set as mammographic film and 283 read the set as FFDM soft copy 
images. As our interest primarily lies in digital mammography then the data 
of those 283 who had read the case set on their workstation were used here. 
For this group of participants, various performance measures including 
correct recall, correct return to screen decision, positive predictive value 
(PPV), negative predictive value (NPV), cancer detection rate and Receiver 
Operator Characteristic (ROC) measures, such as Az judged against other 
participants as well as judged against known pathology had been compiled. 
The mean, inter-quartile range, and upper were known for all these. 
Additionally, the inner and outer statistical fences of ROC measures had 
already been compiled. The key interest was in these fence values which 
determine the cut off limits for ascribing either mild (inner fence) or severe 
(outer fence) under-performance. For these individuals the inner fence 
value was 0.916, below which was judged severe outlier performance, and 
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0.947, below which was judged mild outlier performance. Note that both 
these values are very high. Typically, in PERFORMS scheme we would find 
fence values of circa 0.7 and 0.8 respectively. These high values here solely 
represent extremely good performance for these participants in reading this 
particular case set. 
Our task was to then determine whether we could arrive at these same 
fence values. To do this the data of randomly selected small groups of these 
participants were repeatedly bootstrapped with the aim of artificially 
determining equivalent thresholds of such mild and severe under-
performance. Consequently, varying numbers of participants, from four to 
50, were used in each group. For each group size then 1,000 randomly 
selected samples were constructed. After bootstrapping each group, a 
distribution of 1,000 thresholds of low performance was constructed and 
then the mean values and standard errors of this distribution calculated to 
determine how the number of participants affected the mean estimation 
accuracy. By applying the bootstrapping method, it was hoped to arrive at 
the actual PERFORMS cut-off values when only a small sample size is 
used. Different methods of bootstrapping are designed with the aim of 
artificially determining equivalent thresholds of such mild and severe under-
performance.  
4.1.1 Statistics for Outliers 
In statistics, outliers are defined as ‘extreme’ or ‘severe’ values whose 
exclusion or inclusion in an analysis can have a marked effect on the results.  
If the inclusion or exclusion of a value has little effect on the results, then 
one can argue that the value is not really an outlier.  This will be true for 
values at the bottom end of the normal distribution curve.  With regard to 
mammogram reading performance outliers can similarly be defined as 
mammogram-readers whose results are not compatible with the distribution 
of results achieved by the main body of mammogram-readers.  Outliers can 
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be divided into mild outliers (where an individual or group of film-readers are 
shown to be mildly incompatible with the main body of results achieved by 
their colleagues), or severe outliers (where an individual or group are highly 
incompatible with the results achieved by their colleagues). 
It is possible to calculate cut-offs called inner and outer fences to determine 
where in a population of scores the thresholds for mild and severe outliers 
should be set, respectively. 
Inner fence = 25th Percentile - (1.5 x Interquartile range) 
Outer fence = 25th Percentile - (3 x Interquartile range) 
The Interquartile range is the difference between the 75th and 25th 
percentiles for the set of data.  A mild outlier has a value lower than the 
inner fence but greater than the outer fence, while a severe outlier has a 
value equal to or lower than the outer fence. 
After accomplishing the ROC analysis, Az scores from 283 participants are 
obtained. To demonstrate how outliers are discovered, a histogram chart is 
generated to depict the distribution underlying the data (Figure 4-1). The 
75th percentile and 25th percentile is 0.998 and 0.978 respectively. So the 
IQR is 0.020 which is calculated by 75th percentile minus 25th percentile. 
Finally, the inner and outer fence is obtained using the outlier equation. The 
inner fence is 0.947 and the outer fence is 0.916. 12 mild outliers are found 
according to inner and outer fence, only one of them is severe. 
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Figure 4-1 Histogram Chart of distribution of Az scores from 283 participants 
4.1.2 Bootstrapping Resampling 
The bootstrap is a computer-based method for assigning measures of 
accuracy to sample estimates (Efron & Tibshirani, 1993). It can be utilized 
to generate an estimation of sampling distribution. The basic idea of the 
bootstrapping procedure is to choose random samples with replacement 
from a data set and analyze each sample the same way. Each observation 
is selected separately at random from the original dataset. So in a given 
bootstrap sample, a particular data point from the original data set might be 
selected multiple times. The number of elements in each bootstrap sample 
and the number of elements in the original data set should be exactly the 
same. The range of sample estimates will be able to establish the 
uncertainty of the quantity when estimating. The advantage of bootstrapping 
is that it is very simple to use it to estimate the standard error and confidence 
interval of the distribution (Efron, 1987). Also it is a good way to keep the 
results stable. As in the PERFORMS scheme, we produce the outlier cut-
off value by calculating the 25th percentile and 75th percentile of all 
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participants’ Az first, using bootstrapping should be a straightforward way to 
derive estimates of percentile points when there are not so many 
participants being involved.  
The key principle of bootstrapping is using an existing sample as a basis, to 
simulate repeated observation from an unknown population. By using 
bootstrapping, the sample we collected will be very similar to the shape of 
the population from which the sample was taken. As an example, if there 
were two peaks in the histogram of a sample of observation, a normal 
distribution, which only has one peak, would not be used to estimate. 
Therefore, we should use the shape of the sample instead of constructing a 
mathematical shape for the population.  
 
Figure 4-2 Bootstrap resampling to reconstruct population distribution. The quantities S1*, S2*… SB* 
represent the statistic S computed from B bootstrap samples. 
Figure 4-2 demonstrates how bootstrapping works: If the outlier fence value 
of PERFORMS participants is the topic of concern and only a small group 
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of people has actually taken part. Assume N is the sample size of this group 
and Az of N individuals have been calculated. Then we will find that except 
calculating the mean value we can do nothing with this single sample. In 
order to get to know more about the population, computing more different 
mean values would be better. Then the technique of bootstrapping starts 
from here. A new sample of size N, which has the same size with our original 
data sets, is generated with the method of sampling with replacement. The 
new sample will not be the same with the original actual simple. By using a 
computer, the above procedure can be repeated many times (maybe 1,000 
times for instance), and a statistic S is calculated for each sample. For 
example, calculating mean value for each sample is used as S. After 1000 
times of bootstrap process, 1000 bootstrap mean values are obtained. Then 
we can have the histogram and draw an estimate of the shape of the 
distribution of the mean from which we can calculate the outlier fence value 
based on this distribution. 
As introduced above, a bootstrap method, which is called mean bootstrap, 
is a possible approach to assess the properties of the sample distribution. 
Another method called percentile bootstrap can also be used to estimate 
properties of the distribution. In the PERFORMS scheme, the outlier cut-off 
values are determined by two properties of the distribution of all participants’ 
Az scores: the 25th percentile and 75th percentile. Using the 25 and the 75 
percentiles of the bootstrap distribution as the limits of IQR can be derived 
by the percentile bootstrap. Also, a third method, which is called ‘fence 
bootstrap’, is designed by calculating the outlier fence directly on the 
bootstrap samples. Following flowcharts demonstrate the brief procedures 
of those methods. 
 
 
 
82 
 
4.1.3 Mean bootstrap 
 
Figure 4-3 Flow chart of mean bootstrap 
Mean bootstrap is the most commonly used method in bootstrap 
applications. 
Figure 4-3 shows the process of the mean bootstrap method. For each new 
sample the mean value is calculated. After resampling for 1000 times, then 
1,000 Az scores were generated to estimate a outlier cut-off value. 
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4.1.4 Percentile bootstrap 
 
Figure 4-4 Flow chart of percentile bootstrap 
Percentile bootstrap is an alternative approach to estimate the properties of 
the distribution of the population. In fact, percentile bootstrap approximates 
the percentile points directly rather than estimating a distribution. As shown 
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in Figure 4-4, the major difference between the procedure of the mean 
bootstrap and the percentile bootstrap is that the percentile bootstrap 
calculates the 25th and 75th percentiles as soon as a new sample is created. 
Therefore, after resampling for 1,000 times, 1,000 pairs of 25th and 75th 
percentile values are obtained. Then the mean value for each group of 25th 
and 75th percentiles are calculated and the mean percentile values are used 
to obtain the fence value. 
4.1.5 Fence bootstrap 
 
Figure 4-5 Flow chart of fence bootstrap 
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In the fence bootstrap (illustrated in Figure 4-5), more calculation is carried 
out inside the bootstrapping process. When a new sample is selected, its 
inner and outer fences are generated immediately. After resampling for 
1,000 times, 1,000 pairs of inner and outer fences are obtained. Then the 
mean value is calculated to approximate the inner and outer fences.  
Matlab functions were written to accomplish the above three methods. 
4.2 Results  
The data from a large number of randomly selected small groups of 
participants were collected to meet the diversity requirements for 
performance testing. As the size of the observation sample is also a factor 
to measure the performance of our estimation, varying numbers of 
participants from 4 to 50 were used in each group. For each sample size 
1,000 randomly selected new samples were constructed. After 
bootstrapping each group, a distribution of 1,000 thresholds of low 
performance was constructed and the mean values and standard errors of 
this distribution were calculated.  Comparison of the estimated performance 
among these three different bootstrap methods was then carried out. 
Additionally, the relationship between the size of the observation sample 
and the estimation accuracy was examined. 
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4.2.1 Mean bootstrap 
 
Figure 4-6 standard error of inner and outer fence when using mean bootstrap 
Figure 4-6 plots the standard error values against the increasing number of 
participants in the samples when using the mean bootstrap. It can be seen 
that the standard error of the estimated inner and outer fence thresholds 
increased as the observation sample size increased which indicates lower 
estimation accuracy. This is not as what was expected. It should also be 
noticed that the standard error of the outer fence is always higher than that 
of the inner fence, which means that the estimation of the outer fence does 
not perform as well as the estimation of the inner fence. 
87 
 
 
Figure 4-7 Estimated mean value of inner fence when using mean bootstrap 
 
Figure 4-8 estimated mean value of outer fence when using mean bootstrap 
Figure 4-7 and Figure 4-8 illustrate the relationship between the mean 
values of the estimated fences and the group size. The mean values of both 
inner and outer fences were found to be always higher than the actual fence 
values. As the group size increases, it is evident from the graphs that the 
mean values of inner and outer fences do not approach the actual fence 
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value as was expected. In contrast, the mean values of the estimated fences 
diverge further from the actual fence values as group sizes increase. 
Therefore, it appears that the mean bootstrap is not an ideal approach to 
estimate the actual fence value in this manner. 
By looking at Figure 4-9, which shows the distribution of the estimated 
fences with group sizes of 4, 10, 25 and 50 individuals, it can be seen that 
the estimation does not perform well on approaching the actual fence 
values.  Also, it can be seen that the shape of the distribution becomes more 
and more concentrated as the size of the group increases. This means that 
this approach is trying to reduce the scope of error. However, the centre of 
the distributions, which can be considered as the mean values, begins to 
travel further to the other side. This means that the estimation is not 
approaching the actual fence values and therefore the approach is not 
appropriate here. 
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Figure 4-9 Distribution of estimated threshold value with group size of 4, 10, 25, and 50 
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In order to quantify the accuracy standard of estimation, three error margins 
(0.01, 0.02 and 0.05) were set as reference for the plots in the figures above. 
For instance, when a known threshold of low inner fence performance is 
0.947, then an error-margin value ‘e’ is used to construct an confidence 
interval which is 0.947±e. Applying this approach to the data underlying 
Figure 4-9 then the area under the inner fence curve within this error margin 
(0.947±e) has been calculated. Then dividing this value by the area under 
the whole inner fence curve yields a percentage value that is equivalent to 
the accuracy achieved in estimating the empirical fence value. 
Table 4-1 Accuracy rate of inner fence of groups with different numbers of screeners under the 
error margin of 0.01, 0.02 and 0.05 
Group size 0.01 0.02 0.05 
4 12.8% 23.8% 62.1% 
10 0.7% 4.5% 61.3% 
25 0% 0.4% 34.7% 
50 0% 0% 15.6% 
 
Table 4-2 Accuracy rate of outer fence of groups with different numbers of screeners under error 
margin of 0.01, 0.02 and 0.05 
Group size 0.01 0.02 0.05 
4 6.8% 12.5% 58.3% 
10 0% 3.7% 48.7% 
25 0% 0% 21.3% 
50 0% 0% 4.6% 
 
Implementing this approach for the inner (Table 4-1) and outer fences 
(Table 4-2) then both measures did not perform very well on the accuracy 
of estimation. For both Table 4-1 and Table 4-2, the estimation accuracy 
becomes lower as the group size increases.  
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4.2.2 Percentile bootstrap 
 
Figure 4-10 Standard Errors of the estimated Inner Fence and Outer Fence values generated by 
percentile bootstrap 
The above procedure was repeated using a percentile bootstrap approach 
(Figure 4-10). Comparing to the poor estimation performance that the mean 
bootstrap has just shown, the result from the percentile bootstrap looks 
more encouraging. As would be expected, the standard error of the 
estimated inner and outer fence thresholds reduced as the group size 
increased, indicating a better estimation of accuracy.  Figure 4-10 plots 
values of the standard error against the increasing number of participants 
in the groups. Note that the standard error of the outer fence is always 
higher than that of the inner fence, which means that the estimation of the 
outer fence does not perform as well as the estimation of the inner fence. 
The standard errors begin to plateau as the group sizes increases beyond 
25. 
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Figure 4-11 mean value of estimated Inner Fence with group size varying from 4 to 50 
 
Figure 4-12 mean value of estimated outer fence with group size varying from 4 to 50 
As shown in Figure 4-11 and Figure 4-12, with increasing group size the 
mean value of the estimated inner and outer fences approached the actual 
known values which are shown as dotted horizontal lines in these figures. 
The y-axis is the fence value and the x-axis is the increasing number of 
participants in the groups. Additionally, for the estimation of both inner and 
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outer fences, when the size of group reaches 25, the values of the estimated 
fences begin to look steady as the group size continues to grow. 
The estimated threshold distributions are plotted in Figure 4-13 for different 
size of groups, together with the true inner and outer fence values (which 
are shown as vertical lines to the right and left of each figure respectively). 
With as few as four people the inner fence approximation is evident and is 
much clearer with 10 people. As the size of group increases to 25 and 50, 
then a very good approximation of the true values is achieved. 
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Figure 4-13 distribution of estimated threshold value with group size of 4, 10, 25, and 50 from 
above to bottom 
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Table 4-3 accuracy rate of inner fence of groups with different numbers of screeners under the error 
interval of 0.01, 0.02 and 0.05 
Group size 0.01 0.02 0.05 
4 23.4% 44.3% 93.9% 
10 33.4% 63.4% 96.6% 
25 54.3% 86.8% 99.6% 
50 68.7% 92.7% 100% 
 
Table 4-4 accuracy rate of outer fence of groups with different numbers of screeners under the 
error interval of 0.01, 0.02 and 0.05 
Group size 0.01 0.02 0.05 
4 16% 29.3% 73.1% 
10 22.7% 43.3% 87.8% 
25 37.5% 64.2% 95.8% 
50 48.9% 78.3% 98.5% 
For the inner (Table 4-3) and outer fence (Table 4-4) then for both measures 
the accuracy of estimation increased as the size of groups increased. By 
comparing Table 4-3 and Table 4-4, we can see that the accuracy of 
estimation of the outer fence did not perform as well as the accuracy of 
estimation of the inner fence. Furthermore, from Table 4-3, when the error 
margin used is 0.05, then the estimation accuracy reached 100% with a 
group size of 50 and 99.6% with a group size of 25 which is also very high. 
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4.2.3 Fence bootstrap 
 
Figure 4-14 Standard errors of the estimated inner and outer fence 
The result from the fence bootstrap approach looks almost exactly the same 
as what the percentile bootstrap has just shown. The standard error of the 
estimated inner and outer fence thresholds reduced as the group size 
increased. This means that better estimation accuracy has been achieved. 
From Figure 4-14 the standard error of the outer fence remains higher than 
that of the inner fence, as mentioned above in the percentile bootstrap, 
which means that the estimation of the outer fence does not perform as well 
as the estimation of the inner fence. The standard errors begin to plateau 
as group size increases beyond 25. 
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Figure 4-15 means of estimated inner fence with different group size varying from 4 to 50 
 
Figure 4-16 means of estimated outer fence with different group size varying from 4 to 50 
The result is very similar to what was achieved by the percentile bootstrap 
approach. With increasing group size, the mean values of the estimated 
inner and outer fences approached the actual known values (shown as 
dotted horizontal lines in Figure 4-15 and Figure 4-16). The y-axis denotes 
the fence value and the x-axis denotes the increasing number of participants 
in the groups. The only difference between the percentile bootstrap and 
fence bootstrap here is that the curve of the estimated fence value of the 
fence bootstrap looks smoother than that of the percentile bootstrap, this 
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means that the fence bootstrap approach will provide better stability than 
the percentile bootstrap method. 
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Figure 4-17 the distribution of threshold with group size of 4, 10, 25 and 50 from above to bottom 
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For the third time, the distributions of estimated threshold with group size of 
4, 20, 25 and 50 look very similar with Figure 4-13 in the percentile bootstrap 
part. As the size of groups increase, the shape distribution becomes more 
concentrated and the mean value of the estimated fence values remains 
close to the actual known value all the time. Also when the size of group 
reached beyond 25, a very good approximation of the true values was 
achieved. 
Table 4-5 accuracy rate of inner fence of groups with different numbers of screeners under the error 
interval of 0.01, 0.02 and 0.05 
Group size 0.01 0.02 0.05 
4 23.8% 45.2% 95.2% 
10 35.9% 67.4% 97.5% 
25 54.0% 85.2% 99.8% 
50 65.9% 92.5% 100% 
 
Table 4-6 accuracy rate of inner fence of groups with different numbers of screeners under the error 
interval of 0.01, 0.02 and 0.05 
Group size 0.01 0.02 0.05 
4 16.3% 29.9% 72.5% 
10 22.2% 44.7% 89.8% 
25 36.1% 63.5% 96.2% 
50 47.1% 75.9% 98.9% 
Table 4-5 and Table 4-6 demonstrate the estimation accuracy for both inner 
and outer fences. For both measures the estimation accuracy increased as 
the size of groups used increased. Compared with the percentile bootstrap, 
101 
 
the fence bootstrap performs slightly better (about 1-2% higher) in the 
estimation of small group size (size 4 and 10). For the estimation of larger 
sized groups (size 25 and 50), the fence bootstrap method performs at an 
equivalent level to the percentile bootstrap. Both methods achieved a very 
good approximation of the true values. 
4.3 Discussion and conclusion 
Errors occur in any situation for numerous reasons ranging from system 
failures, design errors and human error of various kinds. In breast screening 
when an error occurs it can be extremely traumatic and affect several 
women. In the UK in 2002 a case happened where cancers in 11 women 
had been missed and in 2007 seven women were similarly given the all 
clear. In 2009 some 14 women attending one centre were found to have 
cancer which had been missed and in 2010 a screening centre stopped 
screening because of concerns. In each instance the reasons for such 
oversights have been investigated and reported on by the Department of 
Health. Whilst the reason for problems in screening can be very varied it is 
important to minimize the potential for any type of error. Human oversight in 
identifying visible early signs of abnormality is key and it is argued here that 
the PERFORMS scheme can help in this process of minimizing errors. The 
Burns report (2011) into the errors at East Lancashire in 2009 
recommended that the UK screening programme ‘should mandate that all 
clinical staff involved in reading mammograms participate in the external 
PERFORMS QA process’. 
Notwithstanding any discussions about real life screening performance and 
performance on the PERFORMS scheme it is argued that early 
identification on PERFORMS of someone who does significantly less well 
than their colleagues is important. This may be an indicator of something 
going wrong with their real life screening behaviour or may simply be 
something reflecting how they undertook the scheme on that particular day. 
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Either way, by identifying potential outliers as early as possible then this 
allows such individuals the opportunity to reflect on how such scores may 
have come about and facilitates them undertaking further training if 
necessary as early as possible. PERFORMS allows calculation of outlying 
poor performances based on examining the data of all participants, circa 
700, in the scheme. Here an approach is presented which can give an 
indication that someone may be performing poorly simply once over 25 
people identifies possible outliers and feeds such information back to them. 
Once the full scheme has been completed then such potential 
underperformers can be confirmed, or otherwise, by calculating actual 
outlier values. 
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Chapter 5 Understanding case difficulty and the nature of 
errors 
ROC analysis has been applied in the PERFORMS scheme to assess 
participants’ performance on sensitivity and specificity for many years as a 
key interest is in whether a breast was recalled or not recalled correctly. As 
limitations of ROC analysis (such as lacking location information) exist, 
exploring the potential of implementing FROC for the PERFORMS scheme 
is of interest. In the free-response method, the observer locates each lesion, 
marks it and gives a confidence rating to the marked lesion. By applying this 
method, it is supposed to prevent counting a response as correct in 
situations where although the reader correctly identified an abnormality in 
an image that actually contains the abnormality, while the actual true lesion 
area was not perceived correctly. In this case, a false-positive error would 
be made. 
5.1 Acceptance Radius 
To analyse the data from the free response method, each marked lesion 
must be scored as either a lesion-localization (LL) or a non-lesion-
localization (NLL). A LL is defined as a mark that is close enough to the real 
lesion for the investigator to believe that the real lesion was identified by the 
reader. Other marks that are too far from the real lesion to be considered as 
LLs are scored as NLLs. So defining how close a mark should be to a lesion 
is crucial in determining if this mark can be considered as an LL. One 
method used to determine if a mark should be scored as an LL is to select 
an “acceptance radius” (Chakraborty & Berbaum, 2004). If the mark falls 
within the circle that has a centre the same as the centre of the lesion 
determined by the investigator and has a radius that is the acceptance 
radius, this mark will be considered as an LL. The marks outside of the 
acceptance circle are scored as an NLL (Chakraborty, et al., 2007).  
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Currently, the criterion for choosing an acceptance radius is subjective. Very 
few papers in the literature have suggested guidance about how to 
determine an appropriate acceptance radius. A study was carried out to 
evaluate varying acceptance radius in a nodule detection task in chest 
radiography (Haygood, et al., 2013). In this study 21 radiologists were 
invited to read 80 chest radiographs, half of which contained nodules. Each 
nodule’s centre was determined by the investigator and acceptance radius 
bins constructed of <5 pixels, <10 pixels, <20 pixels … until <200 pixels and 
200+ pixels. Then the investigator counted lesion localisations in each bin 
and visually examined if the marks still fell within the boundary of the nodule. 
Additionally, the transverse diameter, which was measured and recorded 
by the radiologist, was used to classify the nodules into three categories: 
small (0-50 pixels), medium (51-100 pixels) and large (>100 pixels). Their 
result indicates that most marks from the readers were around the nodule 
centres tightly. For small nodules, the marks cluster more tightly than that 
for larger nodules. More than 70% of readers’ marks fall within the <10 
pixels’ acceptance radius for small nodules, <20 pixels for medium nodules 
and <30 pixels for large nodules. Out of the 72 inspected marks that were 
less than 50 pixels from the centre of a nodule, only one mark, which fell 
outside the boundary of the lesion, is identified as a false negative. As a 
conclusion, the acceptance radius, which is 50 pixels, was chosen based 
on the larger nodule sizes.  
5.2 Area of Abnormality 
In the PERFORMS scheme, if a case contains an abnormality, the area of 
the abnormality is also defined by a panel of expert breast screening 
radiologists, who had examined each case independently on their 
mammographic workstations. Those annotations defined an agreed 
boundary for every abnormal appearance on all images in the case set. 
Then a consultant breast screening radiologist will further check those 
annotations independently. Ultimately, a defined expert panel opinion on the 
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site and extent of each abnormality on every image is achieved. This area 
is denoted by a polygon consisting of several points. Then the adjacent 
points are connected by straight lines to form the shape of the polygon.  
When participants examine the digital mammographic images on the clinical 
mammography workstation, they record their decisions using reporting 
software which runs on a laptop. When the participant thinks that there is 
an abnormality, they will mark the location of the abnormality on the relevant 
view of the case on the laptop and give a rating indicating how confident 
they feel about this decision. The location of the mark is recorded and it is 
denoted by a single point on the image. 
In order to implement FROC analysis, it is important to determine whether 
a participant’s mark is a LL or a NLL. As suggested in section 5.1, by 
choosing an acceptance radius, the localization of the observer’s mark can 
be simply determined by examining if the mark falls within the border of the 
acceptance circle. However, after examining the shape of the lesion in some 
PERFORMS cases, this simple approach might be inappropriate in some 
situations. 
Figure 5-1 for this case, acceptance circles is not appropriate in determining if a observer’s mark is 
a LL or NLL 
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Figure 5-1 shows a case of which the shape of abnormality (shown as a red 
solid line) is quite narrow. 261 observers’ marks are plotted as blue dots. It 
can be seen that when using an acceptance circle with a large radius, then 
many observers’ marks which actually fall outside the actual border of the 
abnormality area will be scored as LL. This will cause false positive errors. 
On the other hand, when an acceptance circle with a small radius is chosen, 
then lots of true-positive marks which fall within the border of the 
abnormality area will be excluded from being scored as LL. In this case, no 
matter which acceptance radius is chosen, the acceptance circle will show 
a weak ability in correctly identifying actual LL or NLL. 
Though an acceptance radius is commonly used in others’ investigations 
due to its ease of use, apparently it is not suitable in some situations, 
especially when the shape of the abnormality is long and narrow. Directly 
using the actual predetermined area of an abnormality is a more appropriate 
way to determine the categorisation of the localization of the observers’ 
marks. The study carried out by Haygood (2013) examined the number of 
marks falling within the border of the nodules by “visually” counting 72 
inspections on 80 images. As in each round of the PERFORMS scheme, 
240 images are examined by over 500 participants, it would be a tedious 
task to examine every participant’s marks “visually”. To decide if a mark 
indicated by a participant falls in the area of abnormality, existing 
computational geometry methods can be introduced to solve this problem.  
5.3 Point-in-polygon (PIP)  
In computational geometry, the point-in-polygon problem asks whether a 
given point in a plane lies inside, outside, or on the boundary of a polygon. 
The Ray casting algorithm (Haines, 1994) is a common approach to use. 
One simple way of finding whether a point is inside or outside a simple 
polygon is to test how many times a ray, which is starting from the point and 
going in any fixed direction, intersects the edges of the polygon. If the point 
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in question is not on the boundary of the polygon, then the number of 
intersections is an even number if the point is outside, and it is odd if it is 
inside the boundary as illustrated in Figure 5-2. 
 
Figure 5-2 the number of intersections for a ray passing from the exterior of the polygon to any 
point; if odd, it shows that the point lies inside the polygon. If it is even, the point lies outside the 
polygon (Wise, 2002) 
A pseudo code implementing the Ray casting algorithm is provided as 
follows (Rosetta Code, 2015): 
count ← 0 
 foreach side in polygon: 
   if ray_intersects_segment(P,side) then 
     count ← count + 1 
 if is_odd(count) then 
   return inside 
 else 
   return outside 
If the horizontal ray starting from the point P intersects the side of the 
polygon, the function ray_intersects_segment will return true, otherwise 
false. 
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Figure 5-3 intersection between a ray and a segment (ShinTakezou, 2015) 
Figure 5-3 illustrates how to determine if a ray intersects a segment. It can 
be easily seen that the points in the hatched area will not intersect the 
segment AB (like P1 and P2). Also it can be easily seen that the point in the 
green area will definitely intersect the segment AB (e.g. point P3). 
The difficulty here are the points in the white area which is delimited by the 
points A and B, like P4. Assume that a segment AB with the point A having 
y coordinate is always smaller than the y coordinate of B, which means A is 
always below point B. To determine if a point P intersects with AB, the 
notation PAX is used to denote the angle between segment AP and AX, 
where X is a point on the horizontal line passing through A with x coordinate 
always bigger than the x coordinate of A and x coordinate of B.  
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Figure 5-4 Segments with positive slope and negative slope (ShinTakezou, 2015) 
As illustrated in Figure 5-4, the figure on the left shows a segment with 
positive slope, the ray starting from P1 will not intersect the segment. The 
figure on the right shows a segment with negative slope, the ray starting 
from P2 will intersect the segment. And it can be seen that if P2AX is greater 
than the angle BAX, then the ray starting from P2 will definitely intersect the 
segment AB. 
Based on the above discussion, the following pseudo code for using the ray 
cast algorithm could be (Rosetta Code, 2015): 
ray_intersects_segment: 
    P : the point from which the ray starts 
    A : the end-point of the segment with the smallest y coordinate 
        (A must be "below" B) 
    B : the end-point of the segment with the greatest y coordinate 
        (B must be "above" A) 
if Py < Ay or Py > By then  
   return false 
 else if Px > max(Ax, Bx) then  
   return false 
 else 
   if Px < min(Ax, Bx) then 
     return true 
   else 
     if Ax ≠ Bx then 
       m_red ← (By - Ay)/(Bx - Ax) 
     else 
       m_red ← ∞ 
     end if 
P1 
 
P2 
 
B 
 
A 
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     if Ax ≠ Px then 
       m_blue ← (Py - Ay)/(Px - Ax) 
     else 
       m_blue ← ∞ 
     end if 
     if m_blue ≥ m_red then 
       return true 
     else 
       return false 
     end if 
   end if 
 end if 
5.4 Visualization of location information 
To examine if the PIP algorithm works with PERFORMS cases, the location 
information of all the participants, who completed 60 cases in the 
PERFORMS 10th self-assessment (SA10) scheme, were extracted from the 
PERFORMS database and plotted on to the relevant view of all the case 
images. Each FFDM case contains four different image views, so altogether 
240 images were examined. The polygon shaped abnormality areas defined 
by the expert panel were also plotted as the area of interest (AOI). As 
described in the last section, by applying the PIP algorithm, it is possible to 
determine if a participant’s response location fell within the AOI, which 
makes this mark to be considered as a correct marking of the relevant 
abnormality. Otherwise, the location marked by the participant was 
considered as incorrect. If more than one feature in an image was identified 
by a participant, as long as one indicated location fell within the AOI, then 
this participant’s response to that abnormality was counted as correct. After 
visualization of all the location data for all cases, summary data showing the 
percentage rate of correctly marked locations for each image were 
generated. This approach then indicated if all participants identified the 
correct location for each abnormality. The results showed that among all the 
90 images with an abnormality the overall average correct mark rate was 
85.18%. This means that on average, when a feature was identified and 
recalled by a number of participants then 85.18% of them also marked the 
correct abnormality location. 
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Figure 5-5 Visualized location information for case 217RCC and for 204LCC which are ranked as 
the hardest case and the easiest case respectively 
To illustrate this, Figure 5-5, a right CC view of Case 217, is ranked as the 
most difficult image out of all the images with an abnormality, as only 
13.69% of participants who recalled this case also mark the correct location. 
In this figure all the yellow dots are marks within the boundary of the AOI 
polygon (as determined by the experienced radiological panel). And it can 
be seen that the PIP algorithm successfully identified all those marks. The 
other blue dots are users’ location marks made in the wrong location. It can 
be seen that for Case 217 RCC, many participants perceived other features 
away from the AOI which they had considered to be important. The left CC 
view of case 204 was found to be the easiest malignant case which scored 
a correct rate of 99.82%, which is shown as the 2nd picture in Figure 5-5. 
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Figure 5-6 Visualized location information for Case 207RMO which shows a lot of potential correct 
hit marks lay “just” outside the AOI  
Furthermore, as illustrated in Figure 5-6, when examining the localization of 
all marks on the right MLO view of Case 207, which only had a correct rate 
of 55.12%, it is found that a lot of the users’ marks, which were identified as 
errors by the PIP algorithm, actually just fall outside the AOI but are still very 
close to the AOI boundary of the abnormality.  
In the PERFORMS scheme participants examine the digital mammographic 
images on their clinical workstations and record their decisions using 
reporting software which runs on a laptop. When they identify any 
abnormality on the case being examined, they mark the abnormality centre 
by indicating a location on the thumbnail image on the reporting software. It 
is therefore possible that the size of these images and participants’ attention 
will affect the accuracy of placement of their locations. A previous study has 
investigated the accuracy with which naïve participants can locate a target 
cross on a mammographic image transcribed to another image of differing 
scale and detail (Hatton, et al., 2003). The result showed that small sized 
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AOIs may cause inaccurate transcription. Various approaches have been 
proposed to eliminate such error by having those marks being made directly 
on a workstation, such as integrating PERFORMS app into hospitals’ PACS. 
However, as different hospitals may be equipped with workstations from 
different manufactures (eg. GE, Hologic, Agfa, etc.), it may not be cost-
effective to design specialized app for each manufacture built-in PACS.  
So, as discussed above, those marks, which just fall outside the AOI, might 
be made by participants when they actually perceived the real abnormality 
on the mammography workstation but marked the inaccurate location when 
transposed to the small image on the laptop. Those marks should possibly 
also be included into the ‘correct mark’ category which would mean that the 
actual correct rate here should be much higher than 55.12%. The question 
then is how to achieve a sensible approach to account for such ‘almost 
correct’ location marks and, at the same time, without including any 
incorrect indicated location as ‘correct’? 
To better understand this type of situation, an approach was developed 
using a defined error margin (EM) around the AOI. With the help of EM, 
participants’ marks that were initially considered as errors but were also 
actually very close to the AOI abnormality boundary would still be counted 
as correct. At the same time, an approach of preventing actually wrong 
location marks to be incorrectly counted into the correct category should 
also be guaranteed. To achieve this, it was decided to generate a family of 
EMs with increasing sizes and then experimentally determine which EM was 
the most appropriate to use. It was also expected that the size of the most 
appropriate EM would be different depending on the particular 
mammographic feature.  
5.5 Error Margins 
Firstly, some of the mammographic images contained more than one 
abnormality and some of these abnormalities are very close to each other. 
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Therefore, in order to avoid overlying by the different EMs, it was decided 
to perform the analysis for each abnormality individually. That is, for each 
AOI an individual image was used to visualize all of the participants’ marks. 
Those marks which were very far away from the abnormality area, which 
might be marks on another abnormality, or totally erroneous marks, were 
ignored. The marks inside the AOIs and the marks just outside the AOIs are 
the initial concern here. 
Then 109 abnormalities were individually extracted from the 90 malignant 
images. For each abnormality the AOI was plotted on the image using the 
expert panel data. Abnormality AOIs were denoted by a number of points 
connected by straight lines which comprise an irregular polygon. 
The error margin is defined as an area with the same shape as the 
abnormality AOI, but of a larger size around the AOI. To achieve this, the 
centroid of the AOI was first determined. Each AOI is represented as a non-
self-intersecting closed polygon and each polygon is defined by n vertices 
(x0, y0), (x1, y1)..., (xn−1, yn−1). Then the centroid of the polygon (Cx, Cy) is 
calculated by the following formulas (Bourke, 1988).  
𝐂𝐱 =
𝟏
𝟔𝐀
∑ (𝐱𝐢 + 𝐱𝐢+𝟏)(𝐱𝐢𝐲𝐢+𝟏 + 𝐱𝐢+𝟏𝐲𝐢)
𝐧−𝟏
𝐢=𝟎   Equation 5-1 
𝐂𝐲 =
𝟏
𝟔𝐀
∑ (𝐲𝐢 + 𝐲𝐢+𝟏)(𝐱𝐢𝐲𝐢+𝟏 + 𝐱𝐢+𝟏𝐲𝐢)
𝐧−𝟏
𝐢=𝟎   Equation 5-2 
And where A is the polygon’s area, 
𝑨 =
𝟏
𝟐
∑ (𝒙𝒊𝒚𝒊+𝟏 + 𝒙𝒊+𝟏𝒚𝒊)
𝒏−𝟏
𝒊=𝟎   Equation 5-3 
Then a distance multiplier is set which multiplies the distance from the 
centroid of the polygon to each polygon side. By doing this, a family of larger 
polygons which mirror the AOI shape were obtained. 
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Figure 5-7 207RMO, 204LCC and 216RMO shown with error margins 
Five distance multipliers were empirically selected, which were 1.2, 1.4, 1.6, 
1.8 and 2.0 respectively. Then five margins were created. Images 207RMO 
and 204LCC are shown together in Figure 5-7 as examples demonstrating 
what those calculated EMs look like. Various participants’ marks are also 
shown on these images as blue dots. The marks falling within the original 
AOI, which are identified by the PIP algorithm, are highlighted in yellow. For 
Image 207RMO, it can be clearly seen that by adding five EMs to the original 
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AOI, more marks near the AOI are contained by those margins which could 
be counted as correct hits. Meanwhile, for image 204LC, not too many 
marks were found in those margins, so a larger sized EM may not be 
necessary for this image. After doing this for every abnormality in every 
image, a new problem arises which is illustrated by image 216RMO. An 
abnormal feature exists in this image and many participants successfully 
marked the correct location. However, a lot of participants have also marked 
a location at the left bottom side of the AOI where the experienced 
radiological panel did not think a key abnormality was. By adding 5 EMs to 
this AOI, it is inevitable that these wrong marks are considered as correct 
hits of the target abnormality. 
The situations which are demonstrated by the three images above should 
be treated differently when 5 EMs are added to each AOI. A larger sized EM 
is necessary for image 207RMO to include as many potential correct marks 
as possible. However, it is better not to add a large EM on to images 
204LCC and 216RMO. For image 204LCC, few marks were found in these 
EMs and for image 216RMO increasing the margin size will probably cause 
many marks in a wrong location to be wrongly considered as correct. In 
order to understand the nature of these situations, the number of new marks 
found in each EM for these three images were counted (Table 5-1).  
Table 5-1 Number of marks found in each EM for images 207RMO, 204LCC and 216RMO 
 EM 0 EM 1 EM 2 EM 3 EM 4 EM 5 
207RMO 38 31 29 18 11 13 
204LCC 4 0 2 1 0 0 
216RMO 27 18 25 32 33 34 
It is believed that the relationship between the number of marks in EM(n) 
and the number of marks in EM(n-1) would help find the best fit EM to select 
in each case. EM 0, which has a distance multiplier of 0.8, is introduced to 
assist in the analysis of the number of marks in EM 1. For 207RM, the 
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number of marks of marks kept decreasing from EM 1 until they reached 
EM 4. In contrast, for 204LC no marks were found in EM 1. For 216RM the 
number of marks in each EM increases from EM 1 to EM5. So a principle of 
finding the best fit EM is established based on these findings: 
By searching the number of marks in each of the 5 EMs, 
1) As long as the number of marks in EM(n) is larger than that of EM(n-
1), then EM(n-1) will be selected as the best fit EM. 
2) If the number of marks in EM(n) is zero, then EM(n-1) will be selected 
as the best fit EM. 
Note: if EM 0 is selected as the best margin, this is actually the original AOI 
given by the panel of experienced radiologists. 
Based on the above principles, a computer aided algorithm was developed 
to help identify the best EM for each image and abnormality. 
5.6 Results 
By simply applying the “larger margin, less points” principle to all the 
features, each feature was assigned a best margin value which indicated 
the margin size. For the features stated above, EM 4 was selected as the 
best margin for image 207RMO as the number of marks kept decreasing 
from EM 1 to EM 2 until it reached EM 5. The number of marks in EM 5 is 
13 which is larger than the numbers of marks in EM4. So here EM 4 is 
chosen to be the best fit margin. For image 204LCC the best margin was 
found to be EM 0 (which is the original AOI) as the number of marks in EM 
1 is zero. For image 216RMO then EM 1 is the best margin as the number 
of marks in EM 2 is higher than EM 1.  
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Figure 5-8 Best fit margins on images 207RMO, 204LCC and 216 RMO 
Figure 5-8 shows the best fit EMs found for images 207RMO, 204LCC and 
216RMO annotated on each image. Margin 4 with the distance multiplier of 
1.8 was chosen as the best fit margin for Case 207RMO. After adding 
Margin 4 to the original abnormality AOI area of Case 207RMO, the rate of 
correct marks increased to 85.51%, which is a considerable improvement 
from its previous value (55.12%). For Case 204LCC, Margin 0 was found to 
be the best fit EM, so in this case the abnormality AOI remains the same 
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with the correct mark rate remaining the same as before (99.82%). Case 
216RMO with EM 1 has its correct rate increased from 68.15% to 69.50%. 
To examine the overall results of this approach, the average value of the 
correct mark rate for all 90 malignant images was calculated. Overall an 
average of 91.98% correct mark rate was achieved after the best fit margin 
algorithm was adopted for each malignant case. The average correct rate 
of all cases with features increased significantly (p<.05) after the best 
margin algorithm was applied (Figure 5-9). 
 
Figure 5-9 The average Correct Rate of all cases with features before and after the best margin 
algorithm was applied 
The algorithm was then applied separately in this way to all of the 
abnormalities in the images. Each malignant feature was assigned a margin 
value indicating which margin was chosen to cover as many potential 
correct marks as possible. To demonstrate how effective this algorithm 
performs in finding the best fit margins, the relationship between the size of 
abnormality and the best fit margin was analysed. As described in 5.2, in 
the study carried out by Haygood, et al (2013), the transverse diameter was 
used to classify the size of the lesion. However, as illustrated in Figure 5-1, 
when a case has a lesion area which long and narrow, then simply using 
the transverse diameter is not always a good idea to classify the lesion size. 
A long and narrow lesion has a transverse diameter which is quite small but 
still it could be quite large in size. 
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Instead of using transverse diameter, the size of each abnormality AOI 
which is measured by pixels can be calculated directly by Equation 5-3.  
Then four categories: small, medium, large and extra-large, are used to 
classify the size of the AOI. Also, the size of the AOI relates to the type of 
feature, for instance a diffused mass will generally have a large extent and 
a spiculate mass may be quite small. It was found that these AOIs varied in 
pixel size (on the mimic image display) from an area denoted by pixels 
varying from 297 to 16,277. Here, an area less than 1,000 pixels in size is 
considered as “small”, areas between 1,000 and 2,000 pixels are 
considered as “medium” and areas larger than 2,000 pixels but less than 
5,000 pixels are considered as “large”, areas larger than 5,000 pixels are 
considered as “extra-large”. Using these values then there are 25 small 
abnormalities, 34 medium abnormalities, 31 large abnormalities and 16 
extra-large abnormalities in these particular cases. For each size category, 
the average error margin size (0-5) was calculated and is as shown in Figure 
5-10. 
 
Figure 5-10 The average best EM number in each size category 
It can be seen from Figure 5-10 that small abnormalities tend to have larger 
EMs and large abnormalities tend to have a smaller margin. This agrees 
with what would be expected – when the AOI is small, participants will have 
greater difficulty in accurately marking an appropriate localization mark 
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at/near the centre of the abnormality. In this situation, it is better to have a 
larger margin. On the other hand, when an abnormality is large and is easily 
visible then a small EM (or none at all) is needed as it is easy to correctly 
mark the abnormality location. A large margin here may increase the risk of 
counting many totally wrong location marks into a ‘correct’ category. 
Table 5-2 Number of abnormalities in each feature type 
Feature Type Count of Abnormality 
Architectural Distortion 9 
Asymmetry 7 
Calcification 37 
Ill Defined Mass 10 
Other 5 
Spiculate Mass 26 
Well Defined Mass 12 
Besides the size of an abnormality, the relationship between abnormality 
feature types and the best fit margin is also of interest. Table 5-2 shows the 
different types of feature and how many abnormalities for each feature type 
there were in these images. The average size of each feature is shown in 
pixels in Figure 5-11 as measured on the displayed image. Not considering 
the type ‘other’ (which contains various other types of features) then 
asymmetry was the largest average size and ill-defined mass was the 
smallest average size. Figure 5-12 shows the relationship between feature 
type and the best fit error margin number. Mainly it follows the ‘smaller 
abnormality, larger margin’ principle with only two exceptions. The ‘spiculate 
mass’ feature has an AOI average size smaller than that of ‘well defined 
mass’ but the average best fit EM number for it is still smaller than for the 
‘well defined mass’. The same situation occurs with the feature ‘other’ and 
‘asymmetry’. These two exceptions indicated that the best fit margin is not 
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only affected by the size of the abnormality AOI. Other factors such as the 
feature type also play an important role. 
 
Figure 5-11 Average size in pixels for each feature 
 
Figure 5-12 The average of best EM number for each feature 
5.7 Discussion and Conclusion 
Whether an individual has correctly identified a target abnormality or not is 
a common problem in medical imaging. In various studies the user is asked 
to mark the site of abnormality on the medical image display. Such actions 
associate various errors involving factors such as the size of the displays 
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being used, the size of the abnormality being marked, user experience, etc. 
Often a simple approach which measures the number of pixels away from 
the centre of the target and uses a fixed number of pixels to delineate the 
AOI around the target centre are used to assessing whether the user has 
correctly ‘hit’ the target. 
In the domain of breast screening, this type of task is of specific interest. An 
approach was developed based on having the AOI of the abnormality 
annotated by expert radiologists first and then analysing users’ indicated 
location marks as compared with this AOI. The best fit error margin (EM) 
algorithm was developed to build polygons of enlarged size around the AOI 
and an empirical method used to judge the best fit EM for each 
mammographic feature of interest. This is proposed to be a better solution 
than simply using a fixed distance measure of a user’s indicated location to 
the centre of an abnormality and helps in understanding some of the 
reasons for errors when difficult cases are examined. 
There are some limitations with this proposed method. The key issue is that 
the algorithm is based on analysing the data of all participants which means 
it can only be run after all users have taken part. For small scale 
experiments this is fine but in the PERFORMS scheme it can take several 
months for all participants to complete a test scheme. This makes it 
impossible for us to give participants immediate feedback using the benefits 
of this approach on whether they had marked correct abnormality locations. 
To provide such feedback the abnormality AOI can be used. Despite this 
drawback, the approach seems very appropriate for analysing free-
response receiver operating characteristic (FROC) observer performance 
data. Future research will be focused on examining whether a suitable 
solution can be found to include potential correct marks falling outside an 
abnormality AOI as a correct hit of that abnormality without requiring all 
participants to have taken part.  
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Chapter 6 Eye tracking system on mammography 
workstation 
6.1 Introduction 
Participants’ perception analysis is focused on the interactive behaviour 
when participants read cases on a digital mammographic workstation. By 
monitoring a screener’s eye movements on a digital mammography image, 
it is possible to tease out any behaviour differences between naïve 
screeners and experienced radiologists as well as how errors occurred and 
why experienced radiologists perform better. Previous research has 
examined the visual behaviour when participants read mammographic 
images on a clinical dual-screen workstation (Chen, et al., 2010). This was 
achieved by using a head mounted eye tracker (Figure 6-1) to monitor the 
participants’ eye movements.  
 
Figure 6-1 experimental set-up on the workstation using a ASL head mounted eye tracker (Chen, et 
al., 2010) 
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However, the experiment reported the types of difficulties that can occur 
when using a head mounted eye tracker to examine the visual search 
behaviour, such as the participant’s head movements may cause the 
camera to lose track of the display.  Also, due to the complex set up of the 
digital mammographic workstation, popular remote eye trackers like the 
Tobii X50 would not be able to be configured compatibly with the dual-
screen display system. That is, the large size of the dual monitors exceeds 
the size of the visual display that can be recorded accurately by the eye 
tracker.   
Additionally, a clinically approved DICOM viewer is required to be used by 
the radiologists when examining the mammographic images. This means 
that zooming and panning behaviours are going to be performed by the 
examiners inevitably to look into the details of the breast tissue. Currently 
popular eye trackers on the market will only allow observers’ eye movement 
position to be recorded according to a fixed coordinate system (i.e. the 
clinical display) which is defined and calibrated before the actual recording 
takes place. Whilst the area of interest is normally defined in relation to the 
size of the image being examined. Therefore, when zooming and panning 
behaviour is performed by the observer, it is going to be difficult to relate the 
observer’s eye movement position accurately (which is based on the 
coordinate model defined by the clinical display) to the actual location on 
the image. 
Based on the above concerns, a new approach was proposed to optimize 
the current eye tracking method when a clinical workstation has to be used.  
6.2 Experimental Set Up 
A GE Digital Mammography Workstation (Figure 6-2) which consists of a 
desktop tower PC with one configuration monitor and two vertical diagnostic 
displays was chosen as the clinical mammographic workstation. The 
hardware configuration of this mammography workstation is no different to 
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a standard compatible PC except that a special graphic card which supports 
the dual-screen output of 12-bit grayscale image is installed onto the 
motherboard. Then the two clinical diagnostic displays are connected to this 
graphic card via a dedicated medical plug. 
 
Figure 6-2 GE Digital Mammography Workstation with Synedra View DICOM viewer 
On the software side, Synedra View has been installed onto the workstation 
to serve as a comprehensive software which is capable of functions like 
PACS archiving and DICOM displays. It has been approved to be used for 
medical purpose and runs on diagnostic workstations. Also, the capability 
of multi-screen display is well established which enables screeners to 
manipulate each mammography image without affecting the image on the 
other screen. Also if the user operates zooming and panning controls then 
related zooming and panning information are displayed at right bottom 
corner of each display.  
As that displayed information is the initial concern of this study as that image 
manipulation behaviour reflects the participant’s perceptual effort.  How to 
collect the participant’s manipulation data will be a crucial technical issue to 
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be overcome. The following section describes a computer graphic method 
which is designed to collect that information. 
6.3 Manipulation Behaviour Analysing Tool 
Zooming and panning information is displayed at the left-bottom corner of 
the diagnostic display. Unfortunately, there is no direct way to acquire that 
information. However, by utilizing a screen capture technique, it is possible 
to obtain images of this captured zooming and panning information. Then 
with the help of an optical character recognition technique, it was hoped that 
images containing this zooming and panning information can be read by the 
computer and saved in a plain text format for subsequent detailed analysis.  
6.3.1 Sub Screen Capture Tool 
An application called Sub Screen Capture Tool (Phillips, 2012) was 
developed to capture a specified area of the computer screen repeatedly at 
a frequency defined by the user. The zooming and panning information 
displayed by the Synedra View software is the target to capture. The default 
screen shot interval was set to 10 msec. This will guarantee sufficient 
information can be captured whilst not affecting the computer’s performance 
too much. Figure 6-3 shows the graphic user interface of Sub Screen 
Capture and Figure 6-4 shows an example of the captured picture. In the 
captured image, Z: 2.84 indicates the zoom factor is 2.84. This means the 
image displayed on the diagnosis screen was zoomed in to a new size as 
big as 2.84 times as the original image size. P: 724/-3261 indicates the 
position information. (726, -3261) is the x, y coordinates (measured in 
pixels) of the image centre and the origin is the centre of the diagnostic 
screen. This coordinate is based on the zoomed size of the image. 
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Figure 6-3 subScreenCapture GUI 
 
Figure 6-4 example of captured picture 
After all the captured pictures are saved as jpg files, an optical character 
recognition application was used to obtain that information out of the image 
and saved this into a text file. 
6.3.2 Optical Character Recognition (OCR) 
Optical character recognition, usually abbreviated to OCR, is the 
mechanical or electronic conversion of scanned images of handwritten, 
typewritten or printed text into machine-encoded text. It is widely used as a 
form of data entry from some sort of original paper data source, whether 
documents, sales receipts, mail, or any number of printed records. It is a 
common method of digitizing printed texts so that they can be electronically 
searched, stored more compactly, displayed on-line, and used in machine 
processes such as machine translation, text-to-speech and text mining. 
OCR is a field of research in pattern recognition, artificial intelligence and 
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computer vision. The process of OCR involves several steps including 
segmentation, feature extraction, and classification (Schantz, 1982).  
A Matlab script using Image Processing Toolbox was developed to achieve 
this. The flowchart in Figure 6-5 shows the brief procedures of the OCR. 
The captured image in JPG format is firstly read into the computer memory 
stack and saved as a matrix. Each element in the matrix is equivalent to a 
pixel in the image. The value of the element is essentially the 8-bit grayscale 
value. As can be seen in Figure 6-6 (a) that captured image is likely to have 
a noisy background, therefore a high pass threshold filter was applied to get 
rid of those pixels with lower grayscale value and clean up the image. 
Therefore, only text pixels with a high degree of grayscale value were kept 
(Figure 6-6b). In order to optimize image processing time, the filtered image 
was then compressed into a binary black and white image. 
 
Figure 6-5 flowchart of OCR process 
After the above initializing process, a horizontal scan of each row in the 
matrix is performed with the aim of looking for any blank row in the image. 
If a blank row was spotted, a sub image with the height between the 
previous spotted blank row and currently spotted blank row was extracted 
to present a single text line (Figure 6-6c). A similar process was then 
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performed in the vertical direction with the aim of extracting a single 
character (Figure 6-6d).  
 
 (a)   (b)  (c)     (d)      (e) 
Figure 6-6 an example demonstrating OCR process 
After a character is extracted, by computing the correlation coefficient 
between the extracted character and existing templates, the character with 
the largest coefficient value is the recognized one. Finally, the recognized 
numbers and decimals were written into a tab delimited text file (Figure 
6-6e). Three numbers represent the zoom factor, panning x value and 
panning y value respectively. 
6.3.3 Coordinate Mapping 
Assuming that the panning information is denoted by (x, y). The zoom factor 
is denoted by z. The width and length of the mammography image is 
denoted by w and l. The resolution of the mammography diagnostic screen 
is p x q. 
If we want to display a zoomed area on the original image, the centre of the 
zoomed area (X, Y) is: 
𝑋 =
𝑥
𝑧
+
𝑤
2
 
𝑌 =
𝑦
𝑧
−
𝑙
2
 
The zoomed area is represented by the rectangle which has the same 
length-width-ratio as the diagnostic screen. And the length (L) and width (W) 
is 
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𝑊 =
𝑝
𝑧
 
𝐿 =
𝑞
𝑧
 
6.3.4 Visualization 
A calibration image is drawn to test the accuracy of this function. 5 grey 
circles are drawn at 4 corners and the centre of the image. Then this image 
was displayed on the mammography diagnostic screen. Each circle was 
zoomed to fit the screen and recorded the zoom and position information. 
The information is collected and plotted onto the original image using 
coordinate mapping equations. Figure 6-7 shows the calibration image with 
the zoomed areas. Each zoomed area is represented by red rectangles. 
These display the content shown on the screen after zooming and panning 
are applied. It can be seen clearly that all the zoomed areas exactly found 
their target circles. This means that this approach satisfies the accuracy 
requirement. 
 
Figure 6-7 calibration image with zoom area 
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6.4 Smart Eye Pro 
The Smart Eye Pro system is a head and gaze tracking system well suited 
for demanding environments, such as a vehicle cockpit where a lot of head 
movement occurs, and has the flexibility to cope with most research 
projects. The system measures the subject’s head pose and produces eye 
gaze direction in full 3D. Additionally eye lid opening values and pupil 
dilation measurements can also be obtained. 
The system can be used with up to six cameras with different lenses, 
allowing for a very large field of view. 
For this research, a Smart Eye Pro system consisting of 3 cameras (Figure 
6-8) was used to track a user’s eye movements on the two digital 
mammography screens. As the mammography workstation has two 
diagnostic screens, a Smart Eye Pro system with 3 cameras will be able to 
provide a large enough tracking angle.  The disadvantage of using the 
Smart Eye Pro system is that it doesn’t provide enough support on screen 
tracking like the Tobii system. This means that the user has to create a real 
world model of the computer screen with very accurate spatial data. This is 
even more challenging for this research as the surface of the diagnostic 
screen is not flat. A real world model of the two diagnostic screens was 
created by measuring the length between the cameras and the surface of 
the screens. A pixel is used as the unit of length to obtain the coordinate 
data. Besides these, measuring the angle of the screen surface is also a 
complex process. As the surface of the diagnostic screen is actually a 
curved surface, this will inevitably cause some inaccuracy happening when 
tracking someone’s eye gaze. 
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Figure 6-8 Smart Eye Pro system consists of 3 cameras 
Figure 6-9 shows the real world model created using pixel information. The 
two rectangles represent the two diagnostic screens. The origin is the 
central camera. The two yellow circles are the two LED flashes installed on 
the two wing cameras.  The length of the screen has been configured 
correctly, but the angle of the screen surface is very hard to configure. The 
result is that the eye tracking data on the lower part of the screen is 
accurate, but for the upper part of the screen, the eye tracking data is less 
accurate. 
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Figure 6-9 real world model 
Figure 6-10 shows the monitoring panel when the eye tracking mode is on. 
The Smart Eye Pro software analyses the participant’s gazing direction from 
three cameras and decides the intersection point on the real world model of 
the diagnostic screen. The log information shows in the dialog window at 
the bottom left corner. The coordinate data of the intersection point can be 
exported from the log window. 
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Figure 6-10 Smart Eye Pro software monitoring panel  
6.5 Timestamp matching 
The Smart Eye Pro system provides a way to obtain participants’ gazing 
position on the screen coordinate plane. The zoom analysis tool described 
before has the ability to obtain position information of the image displayed 
on the screen after zooming and panning are applied. If the two systems 
are combined, they will together deliver the function of locating a 
participant’s gazing position on the mammography image even when it is 
zoomed and panned.   
The sub screen capture tool has the frequency of 10Hz and Smart Eye Pro 
log file uses 60Hz frequency. So it is possible to match the timestamp by 
reducing the Smart Eye Pro log file’s frequency to 10Hz. Both data use the 
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UNIX timestamp, this will provide a more convenient way to match the 
timestamp. 
6.6 Conclusion 
In this chapter the issue of how to accurately track the visual search 
behaviour of radiologists as they examine mammographic images displayed 
on large dual clinical monitors is addressed. The radiologist has to use 
DICOM viewing software to examine the images and will inevitably zoom 
and pan these images.  Such movement of the target displayed images is a 
problem for eye tracking. Whilst various eye tracking techniques exist, none 
can easily handle such large displays and also allow for the radiologist to 
move their heads about a lot – hence the Smart Eye Pro was used here.   
Relating the recorded eye gaze behaviour on the monitors to the actual 
zoomed and panned displayed image was handled by a newly designed 
method.  Overall the new techniques describe here allow clinical studies to 
be successfully carried out of how radiologists interact with these 
mammographic images.   
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Chapter 7 Visual search behaviour during laparoscopic 
training procedures 
7.1 Introduction 
Laparoscopic surgery is also known as minimally invasive surgery (MIS). In 
laparoscopic surgery the abdomen of the patient is distended with carbon 
dioxide gas and a camera and light source are inserted via a small key hole 
in the patient’s abdomen. The surgeon operates by watching the camera 
image of the patient’s internal organs on the monitor which is placed on the 
other side of the patient and uses relevant laparoscopic instruments which 
are inserted, manipulated and removed via two other key holes. The camera 
is operated by another person. It is not necessarily the case that the 
displayed camera image is always in the same direction as the surgeon’s 
viewpoint with respect to the instrument he is using.  
Therefore, operating in this manner requires considerable visual skills. 
Other factors like eye-hand co-ordination, 3D interpretation from 2D display 
image and operating laparoscopic tools in an efficient and safe way make 
laparoscopic surgery very complicated. It is important then to train 
laparoscopic skills and able to assess a surgeon’s skill. 
Training in laparoscopic surgery traditionally has followed a master-
apprentice model approach where the experienced surgeon supervises a 
trainee/junior surgeon as they carry out various procedures. Increasingly 
training approaches employing virtual reality (VR) simulators of differing 
degrees of complexity have become more commonplace. In MIS training 
using surgical simulators is particularly necessary as the surgeon needs 
considerable practice in performing operations whilst indirectly watching 
their instrument manipulations on a monitor. The need for an approach to 
training MIS skills has been pointed out (Hamdorf & Hall, 2000) as well as 
the need for a reliable method of skill assessment. Surgeons can also 
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practice laparoscopic operations on human cadavers which have the 
advantages of providing appropriate tissue consistency, a realistic operating 
experience and the correct anatomy (Lloyd, et al., 2011). Also viewing 
previously recorded laparoscopic operations can be another way to learn 
some aspects of MIS skills. 
By utilising eye tracking techniques to assess the visual behaviour of the 
surgeon, it is possible to examine how laparoscopic trainees can potentially 
benefit from these training methods. It was hypothesised that surgical skill 
level would be related to eye movement parameters in a similar way as 
commonly found in radiological perception tasks, which has shown that 
expertise is related to fewer eye fixations, longer fixations and longer 
saccades (Gale, 1997). In contrast novices are expected to show eye 
fixation locations which are driven by the dynamic surgical image. 
Three eye-tracking experiments, based on the three training methods 
mentioned above, were conducted at the Queen’s Medical Centre in 
Nottingham to examine whether surgical skill level has an effect on the 
visual search behaviour of individuals of different surgical experience.  
7.2 Simulator Experiment 
In laparoscopic surgery, simulators are regularly used to train surgeons and 
give them practice in performing operation. They perform tasks which mirror 
parts of an operation to develop surgical skill and also perform virtual 
operations. They do this by manipulating surgical instruments linked to a 
computer whilst watching their instrument movement on a monitor which 
shows computer generated simulations. It was hypothesised that by 
tracking surgeons’ eye movement when they are undertaking training on the 
simulator it would be possible to distinguish the visual behaviour between 
expert surgeons and medical students. 
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7.2.1 System set up 
Permission was obtained to utilise the simulator training unit in the Queen’s 
Medical Centre, Nottingham to track laparoscopic trainees’ eye movements. 
Figure 7-1 shows the experimental set up. A LaparoscopicVR™ surgical 
simulator was used with the hand operated instruments, the display shows 
a virtual operation in process. A Tobii X50 eye tracker was fixed on a tray 
beneath the simulator monitor and on top of the virtual body. Unfortunately, 
our monitor screen video capture software was not allowed to be installed 
into the simulator operating computer system, and so a scene camera was 
fixed to the front top of the simulator monitor in order to record the content 
of the various training tasks as these were displayed on the monitor (Figure 
7-2). 
 
Figure 7-1 Set up of simulator experiment 
Three surgical registrars (termed experts) and nine medical students in their 
medical fundamental year 1 or 2 were invited to perform a peg transfer task 
on the simulator whilst their eye movements were tracked. The peg transfer 
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task is the easiest surgical simulation task which only requires basic 
laparoscopic skills. Participants were asked to pick up four pegs using the 
virtual laparoscopic instruments (Figure 7-1) and insert them into the 
specific holes.  
 
Figure 7-2 A scene camera was fixed on top to the front of the laparoscopic simulator monitor to 
record the content of the laparoscopic tasks. 
After each participant finished the task, an assessment sheet was 
generated from the simulator indicating the participant’s performance which 
contained completion time, hand path length and successful transfer rate 
information. 
7.2.2 Results 
Analysis of data from performance assessment 
The results (Table 7-1, Figure 7-3) from the simulator assessment sheet 
indicated that the experts completed the peg transfer task faster than the 
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medical students whilst less hand movement was involved. However, this 
difference was non-significant according to t-test (Completion time: p=.059; 
Hand path length: p=.102; Dropped pegs: p=.294). Also, somewhat 
surprisingly, the expert group dropped more pegs than the medical student 
group, but no significant results were found as well. 
Table 7-1 Performance Assessment Sheet from Simulator 
 Completion Time Hand Path Length Dropped pegs 
Expert 2’50” 6.82 1.33 
Medical Students 5’37” 10.17 0.78 
  
Figure 7-3 Data analysis from simulator assessment sheet 
Analysis of eye movement data 
The eye movement gaze point data were sampled at 50 Hz. The eye-
tracking computer used ClearView 2.7 eye-gaze analysis software (Tobii 
Technology, Sweden). Each participant’s gaze data were exported to 
separate tab delimited text files. An Excel macro was then written to improve 
data processing productivity (Figure 7-4). This basically accomplished the 
following three tasks: 
 Browsing to the folder containing eye data text files which had been 
exported from the Tobii ClearView software. Then importing all the 
data files into a separate spreadsheet. 
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 Filtering out the data with invalid information. Only the data with valid 
location information were kept 
 Calculating eye movement measures based on overall data. 
 
Figure 7-4 The user interface of data importing software 
Four of the following gross eye movement measures, namely: fixation rate, 
head velocity, pupillary response and gaze velocity, were used to indicate 
participants’ cognitive effort (Aula, et al., 2005). 
1. “Fixation rate” - the average number of fixations participants made 
per second. 
2. “Head movement” - the change of distance from eye to screen 
(cm/sec). A higher value indicates more head movements are made 
in the eye-screen direction. 
3. “Pupillary Response” – described as the average variation in pupil 
size (mm/sec). A higher value indicates participant’s pupil size 
changed more rapidly. 
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4. “Gaze velocity” – also known as saccadic amplitude, measures the 
average distance gaze location travelled on the screen (pixels/sec). 
A higher value indicates the participant’s gaze location travelled more 
distance. 
To take an overall look at the data, the above four measurements were 
compared between the two groups (Table 7-2). Results show that 
experts achieved a higher fixation rate and head movement but a lower 
pupillary response rate and gaze velocity as compared to the group of 
medical students. No significance was found by t-test but an almost 
significant p value of 0.057 for pupillary response rate (Fixation rate: 
p=.325; Head movement: p=.856; Gaze velocity: p=.608) may be worthy 
to be mentioned. As the change in pupil size may reflect interest in the 
subject of attention (Eckhard & James, 1960), this may implicate that the 
medical students showed more interests on what happened on the 
simulator monitor than the experts did. 
Table 7-2 analysis of gross eye movement measurements 
 
Fixation Rate Head Movement 
Pupillary 
Response Gaze Velocity 
Expert 1.29 25.19 0.35 14.24 
Novice 1.12 24.31 0.45 16.79 
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Figure 7-5 Gross eye movement data analysis 
7.2.3 Discussion 
Various types of overall measurements of the performance assessment 
data and eye movement data were analysed but no significance was found. 
A nearly significant difference on pupillary response was found between the 
expert group and medical student group. This may suggest that medical 
students devoted more attention to the content on the simulator display than 
the experts did. 
Due to hardware limitations of the simulator, it is impossible to capture the 
video content on the monitor. The content captured by the scene camera 
only was able to be recorded at a resolution of 640x480 pixels. Also, as the 
scene camera needed to be positioned above the participant’s head, it was 
not possible to capture the content of the monitor an appropriate manner 
without geometric distortion. As a result, the captured content of the screen 
was difficult to be fitted appropriately to the video frame. This then made it 
impossible to accurately overlay eye-movement data on the video. 
Consequently, it was not possible to perform any analysis based on location 
or area of interest. However, the approach used did show that eye 
movements could be recorded in this situation if an acceptable technical 
solution to this disparity could be found. We then proceeded to next study 
which examined visual behaviour when the laparoscopic trainees undertook 
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training on the cadaver or when they viewed pre-recorded videos of 
operations. 
7.3 Cadaveric Training Experiment 
MIS operations can be easily recorded and so can be viewed afterwards by 
many trainees, thereby representing a potential valuable training resource. 
However, it is unknown in detail how trainees would benefit by watching 
such pre-recorded videos. Here we investigated what differences exist 
between where and how a surgeon visually searches the displayed 
laparoscopic anatomy whilst they are performing an operation and where 
they look if they later simply observe the recording of that same operation, 
as they would do in a potential training scenario. It was hypothesised that 
differences would be found, due to different perceptual-cognitive situations; 
for instance, during an operation where a surgeon looks is directly linked to 
their on-going manipulation of surgical instruments.  
7.3.1 Study Design 
The operations investigated took place on a fresh human cadaver during a 
cadaveric training course. Two surgeons performed three laparoscopic 
procedures (an appendectomy, cholecystectomy and colectomy) on a 
human cadaver. During the operations the surgeon’s eye movements were 
recorded. This could have been achieved by several means, such as a head 
mounted eye tracker or a remote eye movement system. Through 
discussions with the surgeons before the investigation, it was understood 
that the operating surgeon usually makes fairly rapid body movements 
within a very small area, instead of some larger but more permanent 
repositioning movements. Consequently, a Tobii X50 remote eye tracking 
system was chosen to monitor the surgeon’s visual behaviour as he/she 
watched the operation on the surgical monitor as this allows a small range 
of head movements whilst not being attached to the surgeon. Also it poses 
minimum interference to the surgeon and the rest of the operating team. 
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The eye tracker was positioned below the laparoscopic monitor and above 
and to the side of the cadaver (Figure 7-6) where it could easily record the 
visual behaviour of the surgeon. At the same time the display output from 
the laparoscopic camera was recorded. The eye tracking system recorded 
the visual behaviour of the surgeon with respect to the laparoscopic display. 
Additionally, a scene camera was located so as to record the laparoscopic 
main monitor and the surgeon’s hand/body movement.  
 
Figure 7-6 Set up of cadaver training experiment 
In order to relate the surgeon’s eye movements to the laparoscopic video 
then the time stamps of the laparoscopic video and the Tobii video output 
were matched using information from the scene camera. This then resulted 
in a video record of each operation which could have eye movement data 
of the appropriate operating surgeon overlaid onto it. The video records of 
each operation were then edited down by one of the surgeons so as to 
include the key surgical steps of each operation. This resulted in three 
videos, 11’58”, 14’30” and 12’03” in length respectively. These edited videos 
contained key information such as when an instrument was inserted, 
operated, or removed, as well as when editing cuts in the video were made. 
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Subsequently, six weeks later, the same two operating surgeons also 
viewed the recordings of their operations without the overlay of their original 
eye movement data. These videos were presented on a 22-inch display 
while their visual search behaviour was recorded – again using the Tobii 
X50 device. 
The resultant eye movement data were then analysed in order to identify 
any similarities or differences between when the surgeons were simply 
watching their surgical video and when they were actually performing the 
surgical procedure. Data were initially examined to assess any overall 
similarities and differences between the two conditions. The data were also 
analysed in more detail five seconds before and five seconds after a 
discrete instrument handling action (here termed an intervention) took place 
in the recorded image stream. There were 12 such interventions across the 
procedures. 
7.3.2 Results 
Gross data analysis 
Four overall measurements were first compared between the two conditions 
(Table 7-3). Mean data are shown from the combined overall operations and 
the combined three edited videos. The bar charts (Figure 7-7) show the 
comparison of each measurement. 
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Table 7-3 Gross parameters comparison 
 Fixation Rate Head movement Pupillary response Gaze Velocity 
 Operating Viewing Operating Viewing Operating Viewing Operating Viewing 
Task 1 1.41 1.88 31.29 8.60 0.25 0.26 16.50 15.17 
Task 2 1.98 2.55 27.85 14.46 0.24 0.20 24.70 19.32 
Task 3 2.10 1.81 33.77 10.95 0.13 0.18 20.21 16.06 
Average 1.83 2.08 30.97 11.34 0.24 0.21 20.47 16.85 
The fixation rate is low and similar between the two situations. More head 
movements occur when operating as would be expected. And also, it is 
shown that more pupil size changed and a higher gaze velocity was 
achieved when participants were operating. Paired sample t-tests were 
performed on the overall video analysis data of the three tasks. This showed 
that there was a significant difference in head movement (t(3)=6.288, 
p=.0244, r=.98) between the two conditions. Analyses of the other three 
parameters showed no significance between the operating and viewing data 
(Fixation rate: p=.449; Pupillary response: p=.268; Gaze velocity: p=.094). 
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Figure 7-7 Comparison of the mean value of the gross parameters with standard error 
Intervention analysis 
As stated in 7.3.1, intervention is defined as the moment when there is a 
discrete instrument handling action taking place in the recorded image 
stream. 12 interventions across the procedures were spotted and eye 
movement data of 5 seconds before and after the intervention were 
extracted for analysis.  
Figure 7-8 and Figure 7-9 show an example of the gaze location distribution 
heat map from a surgeon when he was operating and simply viewing 
recorded video 5 seconds after the same intervention. Normalised 3D 
distribution graphs (Figure 7-10 and Figure 7-11) were plotted using Matlab 
to better illustrate these attributes. The vertical views of those charts (Figure 
7-12 and Figure 7-13) indicate that the normalised gaze distribution from 
the operating chart is more centralised than that from the viewing chart for 
this example. Clearly during the operation, the surgeon concentrated more 
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on a specific area than when subsequently just viewing the video of the 
operation. 
In order to measure this in more detail the centre of the gaze distribution in 
5 seconds ‘blocks’ which contain 250 samples of gaze location information 
was calculated. Then for each data sample, the distance from the gaze 
location of the current sample to the gaze distribution centre was calculated. 
By averaging all the calculated distances for all 250 data samples, the mean 
distance from the gaze distribution in 5 seconds was obtained. This value 
was expected to represent how far the participant’s gaze distribution was 
spread out from the distribution centre. 
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Figure 7-8 Example of a gaze heat map When 
a surgeon is operating in 5 seconds after an 
intervention 
 
Figure 7-9 Example of a gaze heat map When 
the surgeon is viewing recorded video in 5 
seconds after the same intervention 
 
Figure 7-10 3D normal distribution chart when 
a surgeon is operating in 5 seconds after the 
intervention 
 
Figure 7-11 3D normal distribution chart from 
when the surgeon is viewing recorded video in 
5 seconds after the intervention 
 
Figure 7-12 vertical view of 3d normal When a 
surgeon is operating 
 
Figure 7-13 vertical view of 3d normal 
distribution When the surgeon is viewing 
recorded video 
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The average distance to the centre of the gaze distribution during 5 seconds 
in this example is 53.66 pixels for the operation example and 149.38 pixels 
for watching the recording. For each participant, both the mean value of the 
centre of the gaze distribution and its dispersal before and after each 
intervention were calculated and compared (Table 7-4). A paired sample t-
test was performed but no significant results were found (t(3) = -2.54, 
p=.126, r=.87). Similar analyses were made, looking at one second before 
and after an intervention but again no significant differences were found. 
Table 7-4 intervention comparison 
 5 seconds after intervention Difference between 5s before 
and after intervention 
 Operating Viewing Operating Viewing 
Task 1 52.22124 93.20427 -17.2419 29.24088 
Task 2 60.7142 84.18144 -3.28932 19.68578 
Task 3 72.97705 164.8993 -36.6107 84.97557 
Average 61.97083 114.095 -19.0473 44.63408 
The change in eye gaze behaviour in the five seconds before and after an 
intervention was examined and Figure 7-15 shows the differences in these 
values when operating and just viewing the videos. A paired sample t-test 
was performed but no significant results were found (t(3)=-2.14, p=.166, 
r=.83). When operating, the surgeons moved their eyes less after an 
intervention as compared to beforehand. In contrast when simply watching 
the videos they moved their eyes more after an intervention. 
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Figure 7-14 5 seconds after intervention 
 
Figure 7-15 Difference between 5s before and 
after intervention 
7.3.3 Discussion 
Here we examined potential differences between surgeons’ eye movements 
whilst operating and when just viewing the recorded operation imagery. 
However, very little overall difference in the measures examined were found 
between the two situations. Considering the interventions – when just 
viewing the video imagery there was more widespread visual coverage of 
the display than when operating. This is as would be expected. In numerous 
real world tasks, a shift of gaze has been found to precede an associated 
action usually by less than a second (Land, 2009). Here the analyses 
suggest support for this from the distribution of gaze behaviour data. Overall 
the similarities and differences in visual behaviour between the two 
situations are shown. It is suggested that the eye movement data from 
surgeons watching pre-recorded operations could be utilised as a potential 
measure of the development of skilled behaviour. Thus trainees could 
benefit both from operating on cadavers as well as by simply watching 
recordings of such prior operations.  
Moreover, it would be interesting to know that if the surgeons’ gaze moved 
to their hands at any point during the operation, as presumably this would 
be quite different comparing to the situation when surgeons simply watching 
the recorded video that they spent most of time concentrating only on the 
video content. However, due to the restriction of the experiment set up 
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during the operation, surgeon’s eye movement data was strictly calibrated 
to the laparoscopic monitor, it was unable to track their gaze location if they 
looked outside the range of the screen. This could be technically solved by 
utilizing head-mounted eye tracker instead of the remote eye tracker. As the 
calibration process of the head-mounted eye tracker would be much more 
complex and time-consuming as well as more interaction involved with the 
subjects that could potentially result in intervention with their performance, 
the remote eye tracker is still considered as a better option to fit into the 
situation. 
7.4  Video viewing Experiment 
In the previous experiment, differences in visual behaviour between 
surgeons operating on the cadaver and viewing the recorded video were 
examined. However, how and where in a display should an experienced 
surgeon be expected to look? Here, another study where individuals with 
different medical skill levels view such recordings whilst their visual 
behaviour was recorded are described. The effect of differing surgical 
knowledge on where observers looked within the video image of pre-
recorded MIS operations were investigated to examine training and surgical 
performance in MIS surgery. 
Firstly, a MIS procedure was carried out by a surgeon with the laparoscopic 
imagery recorded. We then monitored the search behaviour of a number of 
observers, of differing surgical knowledge level, as they viewed this 
recorded operation. It was hypothesised that surgical skill level would be 
related to eye movement parameters in a similar way as commonly found 
in radiological inspection tasks – namely with expertise being related to 
fewer eye fixations, longer fixations and longer saccades (Gale, 1997). 
Surgically naïve observers would be expected to exhibit fixations locations 
driven by the visual imagery which was perceived solely according to the 
graphic content on the screen without relating to any experience or 
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knowledge. Whereas with increasing surgical knowledge it was expected 
that eye fixations would be related to the actual ongoing operation. 
7.4.1 Study design 
A surgeon has previously performed a laparoscopic task, an appendectomy 
(appendix removal), on a fresh cadaver as part of a cadaveric laparoscopic 
training course. The display output from the laparoscopic camera was 
recorded. This task took 40 minutes and 22 seconds. The surgical video 
was exported afterwards. Then this video was edited to 11 minutes and 5 
seconds by the operating surgeon so as to exclude the additional training 
information but keeping the key surgical steps of the procedure. 
Subsequently, the operation video was replayed individually to three groups 
of participants: 10 surgically-naïve computer science students, 9 medical 
students and 3 experienced laparoscopic surgeons. The video was shown 
on a 22-inch display with resolution of 1,680 x 1,050 pixels. At the same 
time, participants’ search behaviour was recorded using a Tobii X50 device 
(Figure 7-16). 
 
Figure 7-16 Setup of video viewing experiment 
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The eye movement gaze point data were sampled at 50Hz. To examine 
differences between the groups in these data samples, the data timestamps 
were matched for each participant’s raw eye movement data. The sample 
data of one expert surgeon (who had the longest surgical experience) was 
taken as a standard and each participant’s gaze data were then compared 
with this expert’s sample data on a frame by frame basis and the mean 
distance (pixels) between the expert’s and participants’ gaze point on each 
sample was calculated. 
To perform more detailed analyses, the video records were segmented into 
various surgical steps as specified by the Procedure Based Assessment 
(PBA) of the Intercollegiate Surgical Curriculum Programme (ISCP). There 
are six key operational steps in such an operation: 
1. Performing exploration of the right iliac fossa in a logical fashion 
2. Mobilising appendix safely 
3. Achieving secure haemostasis of mesoappendix then divides this 
safely 
4. Dividing the appendix safely with appendix stump secured 
5. Examining the omentum, terminal ileum and pelvic organs the 
appendix is found to be macroscopically normal 
6. Managing intraperitoneal contamination at end of the procedure 
appropriately 
Of importance here are steps 2, 3 and 4. The operating surgeon identified 
the relevant points on the video stream when these steps began and ended. 
The pertinent eye movement data of these three steps were then examined 
by calculating the average distance between the expert and participants’ 
gaze point location on each frame (pixels per frame). 
Lastly, the eye movement data were examined whenever a discrete change 
took place in the recorded image stream; such as when a new surgical 
instrument was inserted/removed or the video edited to the next part of the 
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operation, in order to determine whether, and how quickly, participants 
fixated on the new surgical target. There were 14 such interventions. Data 
were examined from all 22 participants in the five seconds before and after 
these interventions yielding 616 sets of data. 
7.4.2 Results 
The result shows that participants with more medical knowledge looked 
closer to where the expert looked (Table 7-5 and Figure 7-17), although, 
one-way ANOVA found no significant difference between experience 
groups (F(2,18)=1.229, p=.316., r=.35). Post hoc t-test found no significant 
difference either between the novice group and medical student group 
(p=.655) or between the novice group and the expert group (p=.370). A 
contrast test was performed between the combined groups with medical 
knowledge (i.e. experts and medical students group) and the non-medical 
knowledge group (i.e. novices) which was not significant (t(18)=-1.26, 
p=.134, r=.308) 
Table 7-5 The average distance (Pixels/Sample) between each participant’s eye gaze point and the 
standard gaze location by experience group 
Experience group Average Distance (Pixels/Frame) 
Novices 107.44 
Medical Student 101.33 
Expert 93.58 
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Figure 7-17 Comparison of the average distance (Pixels/Frame) of each participant’s eye gaze 
point and the standard location between different experience groups 
In order to verify this finding then the gaze location of another expert group 
was set to be the standard the same data analysis performed. A similar 
result was found – participants with more medical knowledge looked in the 
similar areas to the expert surgeon although no significant differences were 
found. 
Surgical steps analysis 
The surgical steps data are shown in Figure 7-18. Here steps 2, 3 and 4 are 
considered important by the operating surgeon. The relevant points on the 
video stream when these steps began and ended are identified. For each 
step, the experienced surgeons showed more similarity in viewing 
compared to the expert surgeon. One-way ANOVA was carried out 
comparing between groups on each surgical step. There was no significant 
difference found between the experience groups for any step examined 
(step 2: F(2,18) = 1.366, p =.280, r = .39; Step 3: F(2,18) = 0.190, p= .828, 
r=.21; step 4: F(2,18)=1.288, p=.300, r=.35). A contrast test was also 
performed between a group with medical knowledge (experts and medical 
student group combined) and non-medical knowledge group but found no 
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significant difference (Step 2: t(18)=-1.61, p=.125, r=.40; Step 3: t(18)=-
0.96, p =.925, r=.23; Step 4: t(18) = -1.61, p=.126, r=.40).  
 
Figure 7-18 the average distance (Pixels/Sample) in each experience group per surgical steps 
Intervention analysis 
For each participant, both the mean value of the average spatial gaze 
location distribution before and after the intervention for all 14 interventions 
was calculated and compared (Table 7-6). 
Table 7-6 the average distance of each experience group 5 seconds before and after the 
interventions 
 Novices Medical Students Experts 
5s after intervention 80.02 90.28 89.80 
5s before intervention 83.78 86.61 79.45 
After - Before -3.76 3.67 10.34 
As seen in Figure 7-19, for the 5 seconds after the intervention, the experts 
and medical students visually examined more areas on the display than the 
naïve students did. Although one-way ANOVA did not show any significant 
difference between experience groups (F(2,19)= 0.265, p=.770, r=.47), a 
contrast test showed a significant difference between a grouping with 
medical knowledge (i.e. experts and medical students combined) and the 
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group without medical knowledge (i.e. novices) (t(19)=2.138, p=.046, r=.47). 
Additionally, a post hoc t-test indicated that the medical students average 
distance from the gaze centre were significantly higher than that of novices 
(p=.039). However, no significant difference was found between experts 
and novices (p=.144) presumably due to the low number of participants in 
the expert group. 
 
Figure 7-19 the average distance of each experience group between the real time gaze location 
and the centre of spatial gaze location distribution (5 seconds after the intervention) 
Figure 7-20 shows the difference per group of the average spatial 
distribution of gaze points between the 5 seconds before and after all 
interventions. It is shown that after an intervention the novices essentially 
‘stared’ at the display as compared to the other two groups. Whilst medical 
students explored the new imagery and the experts explored the new 
imagery much more. Hence medical knowledge was related to visual search 
behaviour. 
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Figure 7-20 Difference of the average distance between the real time gaze location and the centre 
of spatial gaze location distribution between 5 seconds before and after intervention  
7.4.3 Discussion 
Here we examined individuals of differing surgical/anatomical knowledge 
and how where they fixated on the laparoscopic imagery varies. It was found 
that with experience individuals fixated in locations more similar to the 
fixation locations of an expert surgeon. Breaking the task into surgical steps 
was thought would help to distinguish between the experience groups easily 
but this was not found. Examining the data in terms of distinct visual 
interventions in the laparoscopic imagery then participants with medical 
knowledge appeared to search the image display more – this seems to be 
different to the results of expertise in static medical images. 
Clearly distinguishing between naïve and experienced in this task was more 
difficult than often found in typical static medical imaging tasks. The 
accepted interpretation of this experienced visual behaviour is interpreted 
as demonstrating that with experience experts know where ‘best’ to look in 
an image type with which they are familiar and therefore fixate in high 
probability areas of an abnormality. Given the very different type of imaging 
involved here which is generally not considered as a specific single small 
prescribed target (as in many medical imaging tasks which are commonly 
researched) then such behaviour may or may not be expected. This further 
demonstrates the need for further consideration of the type of eye 
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movement measures investigated with such images as has previously been 
argued with the dynamic images produced during CT Colonoscopy (Phillips, 
et al., 2013). 
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Chapter 8 Summary, Implications and Future Work 
8.1 Summary 
This thesis presents research that is aimed at improving the understanding 
of medical imaging performance. Primarily the domains of breast cancer 
screening and laparoscopic surgery are addressed.  Several computer-
based methods, ranging from developing e-learning approaches to 
algorithm development, are presented – all with the purpose of gaining 
better insight into radiologists’ and surgeons’ skilled behaviour. 
Medical imaging reveals internal body structures and aids in diagnosing and 
treating any possible disease or injury. Medical imaging can be acquired 
through “invisible light” or “visible light”. “Invisible light” imaging generally 
utilizes imaging technologies such as X-ray radiography, computed 
tomography (CT), magnetic resonance imaging (MRI), ultrasound (US) etc. 
“Visible light” medical imaging, which is also called optical imaging, uses 
visible light to obtain detailed images of organs and tissues as well as 
smaller structures including cells and even molecules. Endoscopy is the 
simplest and most widely recognized type of optical imaging. These topics 
are introduced in Chapter 1. 
Chapter 2 goes on to deal with the issue of the ‘less than perfect 
‘performance of medical practitioners as they make various types of errors. 
Such errors, which are caused by perceptual and cognitive factors when 
medical practitioners examine the image can be evaluated using human 
computer interaction (HCI) approaches as well as statistical approaches. 
Existing methodologies are explained to explore new training methods to 
help the medical practitioners improve their performance when examining 
medical images. 
In Chapter 3, a chest X-Ray self-assessment application with detailed 
immediate feedback is described.  This has been developed to assess and 
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improve radiologists’ performance in detecting lung cancer. This 
investigated the potential of delivering a training package to chest X-Ray 
readers similar to the PERFORMS scheme which has been widely applied 
in the area of breast screening over the last two decades. Currently 
research funding is being investigated to take this further in a national study. 
Chapter 4 demonstrates a method of identifying potential poor performance 
outliers in the PERFORMS self-assessment scheme at an early stage. This 
is an important new development.  The technique of random resampling 
with replacement method has been utilized to reconstruct an estimated 
distribution. Various types of resampling method and performance of 
estimation have been developed. The approach led to a method which is 
now being nationally implemented and which will identify possible under-
performing breast screeners who take part in the annual PERFORMS 
scheme hopefully picking them up before they can make real life screening 
errors. 
Chapter 5 discussed a method of defining an optimized lesion area so as to 
determine whether a mammographic reader made a localization or a non-
localization response. This method is designed for the purpose of 
preventing a potential localization response to be perceived as a non-
localization response. The approach is important in understanding 
radiologists’ behaviour. The method has now been nationally implemented 
in the PERFORMS scheme so that all participants gain very detailed 
informed feedback on their behaviour. 
In Chapter 6, a new design of a visual search monitoring system which is 
compatible with a clinical mammographic workstation has been proposed to 
improve the currently available eye tracking techniques. It is hoped to 
minimize the technical barrier between the remote eye tracker and clinical 
diagnostic display when screeners perform image manipulation on the 
clinical workstation. 
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In Chapter 7 the visual behaviour of laparoscopic surgeons performing 
various types of surgical training tasks was analysed to indicate the 
usefulness of those visual search based training methods and how 
participants would benefit from them. 
8.2 Contributions to Knowledge 
The perceptual behaviour of medical practitioners when examining medical 
images plays a very important role in delivering high quality diagnosis and 
treatment to patients.  This research has explored the potential to optimize 
current methods of performance assessment when medical practitioners 
take training by examining both radiological and surgical imagery. These 
developments are based on utilising statistical methods, computer graphic 
technology or human-computer interactive technology. 
One of the real world issues of the national PERFORMS annual self-
assessment scheme is that outliers, underperforming radiologists, can be 
identified. Unfortunately, these can only be identified when all their 
colleagues have also taken part and read the same test cases - this can 
impose a delay of many months before someone can be highlighted to be 
at risk of missing a cancer. This thesis presents the first known study to be 
able to predict such poor performance of participants reading test sets of 
radiological images when the number of participants is as low as 25 rather 
than waiting for more than 700 participants to finish reading all the test 
images. This method then significantly shortens the outlier processing 
period from six months to circa two weeks and has been embedded into the 
PERFORMS scheme to give potential outliers an early warning sign which 
enables them to review their mammographic image reading behaviour and 
improve their performance. 
A new approach of defining a polygon shaped area of interest has been 
proposed in this thesis with the aim of reducing potential false non-
localization recognition errors. This is a considerable advance to the 
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currently widely accepted method which simply uses an acceptance radius 
from the centre of the lesion to determine if an identification falls inside or 
outside the pre-defined circle shaped lesion area. 
A visual search application has been designed to integrate the gaze position 
data and image manipulation behaviour when mammographic readers are 
performing reading tasks on a clinical diagnostic workstation. An improved 
accuracy is achieved by relating eye movement location data directly to the 
actual DICOM image coordination plane. No similar application has been 
identified according to the literature examined so far. 
Eye movement data from surgeons operating on the abdomen of a real 
human cadaver were collected during a laparoscopic training session. This 
is very rare in the area of perception research on endoscopic images. 
Previous research has reported an eye tracking experiment when surgeons 
operated on a human cadaver had been carried out during an endoscopic 
sinus surgery (Ahmidi, et al., 2012). No related experiments on abdomen of 
a human cadaver was found prior to the research stated in Chapter 7 in this 
thesis.   
8.3 Future Work 
The research presented here has generated several ideas for future 
research, some of which have already begun to be investigated. The 
algorithms to improve the PERFORMS scheme have already been 
implemented and research bids are being authored to take forward the 
chest lung screening and surgical training applications.  
8.3.1 Training application on digital breast tomosynthesis (DBT) 
A major recent study presented at the annual meeting of the Radiological 
Society of North America (RSNA) reported that digital breast tomosynthesis, 
also known as 3-D mammography, has the potential to significantly increase 
the cancer detection rate in mammography screening (Skaane, et al., 2013).  
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However, there are issues about the implementation of this technology for 
breast screening. 
Unlike a standard mammogram, digital breast tomosynthesis takes multiple 
X-ray pictures of each breast from many angles. The X-ray tube moves in 
an arc around the breast while 12 images are taken during a 4-second 
examination (Hologic, 2016). Then the information is sent to a clinical 
diagnostic workstation, where it is assembled to produce various slices of 
images through the breast. Figure 8-1 demonstrates an example in which a 
malignancy easily missed with conventional mammography was clearly 
seen with the slices of DBT images. 
However, it is also reported that the mean interpretation time for a case (i.e. 
a woman) was increased significantly from 45 seconds for mammography 
alone to 91 seconds for mammography plus tomosythesis (Skaane, et al., 
2013). This means that more processing time is required by the radiologist 
to examine a single case which then makes the technique less cost-effective 
to introduce tomosythesis as a major image modality in the breast screening 
programme. 
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Figure 8-1 A malignancy easily missed with conventional mammography was clearly seen with 
Hologic 3D mammography (RSNA, 2014) 
Ongoing research, has already started with the aim of training radiologists 
so as to reduce the interpretation time of DBT imagery without sacrificing 
the cancer detection rate. Visual search behaviour from the world-leading 
expert radiologists when they examine DBT images will be used to generate 
educational material to help tomosythesis trainees learn a more effective 
search strategy. Such training approach has been proved effective when 
2D radiographs were used as observation target (Litchfield, et al., 2008). It 
is expected that by applying similar training strategy on DBT images, trainee 
radiologists will still benefit from learning where experts looked during DBT 
interpretation tasks.  
8.3.2 Augmented Reality (AR) Applications on Medical Imaging 
Interpretation Training 
Augmented reality is a live direct or indirect view of a physical, real-world 
environment whose elements are supplemented by computer-generated 
sensory input such as sound, video, graphic or GPS data. As a result, the 
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technology functions by enhancing one’s current perception of reality 
(Graham, et al., 2013).  
AR has the potential to provide the radiologist with an additional dimension 
of interactive behaviour on imagery being examined, which is otherwise 
unable to be provided by a conventional clinical diagnostic workstation such 
as gaze input, gesture input and voice input.  
To improve the training applications described in this thesis, both with the 
chest X-ray assessment application and the PERFORMS scheme, AR is 
currently being investigated as a possible approach to overcome limitations 
of using a clinical workstation for viewing medical images and using a 
separate PC, Mac, tablet (iPad), or laptop as an input to record user 
decisions. The alternative reporting pattern of utilizing the AR technique has 
been suggested to enable the participants to report diagnostic decisions 
without the existence of an additional laptop.  
The conceptual idea being proposed includes asking participants to wear 
an augmented headset to report suspicious abnormalities when examining 
radiological imagery by using gaze and gesture behaviour. And feedback 
will be overlaid on to the diagnostic display to provide additional information 
such as the area of interest around an abnormality. 
An initial application (Tang, 2016) based on Google Glass AR headset has 
been developed to detect the vertical display in a reality space by searching 
for a major trapezoid within visual range. Then this trapezoid part captured 
from the visual range will be stretched to a rectangle coordinate plane with 
pre-defined suspicious lesion area overlaid (Figure 8-2).  
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Figure 8-2 Google Glass application detects vertical display in the visual range and overlays pre-
defined suspicious lesion area onto the detected image 
However, due to the hardware limitation of Google Glass whose processor 
is too weak to handle any image processing tasks, this application can only 
be simulated on an Android virtual machine. More AR devices (e.g. 
Microsoft Hololens) with better processing power and HCI features will be 
released in 2016. Further research will keep track of the latest technology 
to explore the possibility of utilizing AR techniques to enhance perception 
training experience when participants examining medical images.  
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8.4 Publication from This Research 
Conference Publications: 
Chen, Y., Dong, L., Gale, A. G., Rees, B., & Maxwell-Armstrong, C. (2014). 
Laparoscopic surgical skills training: an investigation of the potential of 
using surgeons' visual search behaviour as a performance indicator. In 
Proc. SPIE, Medical Imaging 2014: Image Perception, Observer 
Performance, and Technology Assessment, San Diego, USA  
Dong, L., Chen, Y., Gale, A.G., Rees, B., & Maxwell-Armstrong, C. (2014). 
Visual search behaviour during laparoscopic cadaveric procedures. In Proc. 
SPIE, Medical Imaging 2014: Image Perception, Observer Performance, 
and Technology Assessment. San Diego, USA.  
Dong, L., Chen, Y., & Gale, A.G. (2013). Breast screening: understanding 
case difficulty and the nature of errors. In Proc. SPIE, Medical Imaging 
2013: Image Perception, Observer Performance, and Technology 
Assessment, Lake Buena Vista.  
Dong, L., Chen, Y., Gale, A.G., & Chakraborty, D.P. (2012). A potential 
method to identify poor breast screening performance. In Proc. SPIE, 
Medical Imaging 2012: Image Perception, Observer Performance, and 
Technology Assessment, San Diego.  
Conference Presentations: 
Chen, Y., James, J., Dong, L., & Gale, A.G. (2015). Performance Testing 
for Radiologists Interpreting Chest Radiographs. In RSNA. McCormick 
Place, Chicago, USA. 
Chen, Y., Dong, L., & Gale, A.G. (2014). Are abnormalities missed in the 
PERFORMS self-assessment scheme due to visual or cognitive factors? In 
Breast Cancer Research, Vol. 16. Brighton, UK. 
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Dong, L., Chen, Y., & Gale, A.G. (2011). Early identification of substandard 
breast screening performers. In Breast Cancer Research Vol. 13. Glasgow, 
UK. 
Journal papers 
Dong, L., Chen, Y., Gale, A., & Phillips, P. (2016). Eye Tracking Method 
Compatible with Dual-screen Mammography Workstation. Procedia 
Computer Science, 90, 206-211. 
Chen, Y., James, J., Dong, L., & Gale, A.G. Performance Testing for 
Radiologists Interpreting Chest Radiographs, accepted to Clinical 
Radiology in May, 2016, under review 
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Appendix A: Questionnaire 
Personal Details 
1. Name :_______________________________________________________________
_________ 
2. Email  :_______________________________________________________________
_________ 
3. Age: 
<30 31-40 41-50 51-60 61-70 
     
 
4. Gender:  Male Female 
5. Approximately how many years’ experience do you have reading chest X-ray cases? 
<5 5-10 10-15 15-20 20-25 >25 
      
 
6. Do you have FRCR? 
Yes   No 
What year was this awarded? ___________ 
Usual chest X-ray reading sessions 
7. How many cases do you read, on average, in a week? 
<100 100-200 200-300 300-400 400-500 500-600 >600 
       
8. How many cases would you estimate that you read in a year? ___________ 
Questions about this task 
9. How did you find this task? 
Easy  Moderate  Difficult 
10. How did you find the reporting software to use? 
Easy  Moderate  Difficult 
Any suggestion for 
improvement__________________________________________________ 
11. Do you think that reading the cases has been useful? 
Yes   No    
Any suggestion for 
improvement__________________________________________________ 
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7. Did the miniature images of the chest x-ray images on the laptop aid your decision 
making about the cases? 
No   Yes, somewhat  Yes, very much 
12. Do you think the quality of the images on the workstation was: 
Good  Adequate  Poor 
13. Please give us feedback on any cases which you felt had particular issues? 
Case ID:________
 Issue:_________________________________________________________ 
14. Do you think that case review/feedback was useful? 
Yes   No    
Any suggestion for 
improvement__________________________________________________ 
 
Development & Training 
15. Would you be interested in further training following on from completing this 
scheme?  
Yes     No 
16. Are there particular issues you would like training on? 
_______________________________________________________ 
Overall 
17. Do you have any further comments or feedback on any aspect of this task? 
_______________________________________________________ 
 
 
 
Thanks you for completing this questionnaire 
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Appendix B: Participant Consent Form 
 
CONSENT FORM 
 
(To be completed after Participant Information Sheet has been read) 
  
The purpose and details of the study have been explained to me. I understand that 
this study is designed to further scientific knowledge and that all procedures have 
been approved by the Loughborough University Ethical Advisory Committee. 
 
I have read and understood the Participant Information Sheet and this consent form. 
 
I understand the emphasis of the study is on the usability of technology itself. My 
performance will not be assessed in terms of film reading proficiency. 
 
I understand my yearly reading volume of chest X-ray will be accessed used as the 
part of data analysis. 
 
I have had an opportunity to ask questions about my participation. 
 
I understand that I am under no obligation to take part in the study. 
 
I understand that I have the right to withdraw from this study at any stage for any 
reason, and that I will not be required to give any explanation for withdrawing. 
 
I understand that all the information I provide will be treated in strict confidence. 
My personal records are held on a computer that is password protected so that only 
authorised members of staff may gain access.  All people that participate in these 
trials are allocated a number so that their names do not appear with their results.  
 
I agree to participant in this study. 
 
 
Your signature:……………………………………………………………………..  
 
Print name:………………………………………………………………………… 
 
Signature of investigator ………………………………………………………….. 
 
Date:……………………………………………………………………………….. 
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Appendix C: Participant Information Sheet 
 
Participant Information Sheet 
 
Chest X-Ray perceptual assessment software trial 
 
The purpose of the study 
 
PERFORMS (Personal Performance in Mammographic Screening) has been 
applied for many years in assessing mammography interpretation skills.  It uses a 
test set of cases which consists of a mixture of normal and abnormal studies to 
assess the participants’ ability to detect breast cancer.  A similar approach could 
potentially be applied to the reporting of chest radiographs. This pilot study has 
been designed to explore the feasibility of developing a performance testing system 
for chest radiography similar to the PERFORMS scheme already undertaken by 
breast imagers.   
 
Taking part 
 
Taking part will involve the following steps: 
1. Examining 31 chest X-ray cases  (including 1 practice case) on the 
workstation, using chest X-ray reporting software which is running on the 
laptop to input and record the result; 
2. Reviewing the score (e.g. sensitivity, specificity, etc) and receiving 
feedback on each individual case; 
3. Filling in the questionnaire. 
The whole process would take approximately 45 minutes.  
 
Your data 
 
The only information we wish to keep for the study are the answers you give. The 
information will not be associated with your name. It will be stored securely. Where 
your data is stored in hardcopy, it will be locked in a filing cabinet to which access 
is restricted to the research group. Where your data is stored electronically, it will 
be saved on Loughborough University owned PC, in password protected files, to 
which access is restricted to the research group. Your data will be stored in 
accordance with the Data protection Act. You can request your data be destroyed 
at any time. 
 
Contact  
 
Please feel free to get in touch with us if you want to ask any questions or if you 
want more information: 
 
Mr. Leng Dong, Research Student                                                 
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Applied Vision Research Centre 
Loughborough University   
N2.10 Haslegrave Building 
Loughborough 
LE11 3TU                          
Tel.: 01509 635737                                      
E-mail: l.dong@lboro.ac.uk                                               
 
 
Dr. Yan, Chen, Research supervisor                                                
Applied Vision Research Centre 
Loughborough University   
N2.10 Haslegrave Building 
Loughborough 
LE11 3TU                              
Tel.: 01509 635739                                      
E-mail: y.chen@lboro.ac.uk                    
 
 
Prof. Alastair, Gale, Research supervisor                                                
Applied Vision Research Centre 
Loughborough University   
N2.10 Haslegrave Building 
Loughborough 
LE11 3UZ                              
Tel.: 01509 635703                                  
E-mail: a.g.gale@lboro.ac.uk                    
