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Abstract: In this paper, we use the PCG method to solve the linear systems obtained from the continuity equations of 
semiconductor models. A new kind of preconditioner which is based on the domain decomposition technique is used. 
This kind of preconditioner is suitable for parallel computing and efficient for the linear system with rapidly varied 
solutions. Since the class of the linear system we considered is a special kind of an unsymmetric matrix we modify the 
PCG to this case as well. With our modified PCG method, we compare the preconditioner which is constructed by 
using Incomplete Cholesky decomposition without fill-in preconditioner to our preconditioners which are based on the 
domain decomposition technique, We find that the latter is much more efficient than the former for our semiconduc- 
tor model problem. 
Keywords: Domain decomposition method, semiconductor device models, preconditioned conjugate gradient method. 
1. Introduction 
The stationary behaviour of a semiconductor device can be described by three partial 
differential equations. One is a nonlinear Poisson equation and the other two are nonlinear 
continuity equations. These equations can be decoupled by the Gummel’s method which is in 
fact a kind of Gauss-Seidel method for coupled nonlinear equations. 
After decoupling, we can obtain the following scaled continuity equation of semiconductor 
models :
div( p, (grad n - n grad #)) = R, 0 4 
where n is the concentration of electrons, 1+5 is the electrostatic potential, pL, is the mobility of 
the carrier and R is the net recombination rate of holes and electrons. The linear system 
obtained from discretising (1.1) is denoted by 
Gx=f, 
where x = (n,, . . . , TI~)~. 
(1-2) 
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From the study of (1.2) (cf. [S]), we know that the matrix G has the following properties: 
1. G=MD, where D=diag(d, ,..., dN), dj=exp(-$,), i.e., D is a diagonal positive definite 
matrix, and M is a symmetric positive definite matrix. 
2. Generally MD + DM. Therefore G is an unsymmetric matrix. 
3. G is an ill-conditioned matrix and the solution of (1.2) varies rapidly within a small region. 
For the solution of the linear system (1.2) a Preconditioned Conjugate Gradient (PCG)-like 
method is often used. The efficiency of such a method depends greatly on the preconditioner 
used. Since the system matrix G lacks of the diagonal dominant property, the commonly used 
Incomplete Cholesky decomposition method without further fill-in (IC(0)) seems not very 
satisfactory, while the IC preconditioner with some fill-in is practically quite difficult for a 
general sparse matrix. 
In this paper we present a class of preconditioners based on the domain decomposition 
technique, which is often used for the solution of elliptic problems on an irregular domain. The 
domain decomposition technique has the property of separating a complex problem into several 
simple independent parts. Therefore it is very suitable for parallel computing. 
Bramble et al. [2] used this technique as a kind of preconditioning technique for iterative 
methods to solve linear systems. After dividing the domain and the problem into subdomains 
and subproblems, they solve the subproblems approximately and use an approximation for the 
nodes on the interfaces of subdomains. In their papers, only the case of Symmetric Positive 
Definite (SPD) linear systems is considered. 
For the approximation of the nodes on the interfaces of subdomains several authors have 
given different approaches. Dryja [4-61 found that for an SPD matrix the capacitance matrix 
corresponding to the nodes of the interfaces of subdomains is equivalent to the square root of the 
matrix obtained from discretising the Laplace equation in one dimension by central difference. 
Similarly, Chan [3], Bramble et al. [2] and others have given their different approximations. (See 
[7] for details.) 
For the unsymmetric system (1.2), we have not found any work of domain decomposition 
technique dealing with this case. In this paper, we study the extension of the domain decomposi- 
tion preconditioner and the PCG method to this kind of unsymmetric system. 
2. The domain decomposition precondi tioner 
Now we consider a simple semiconductor device, i.e., a diode. We separate the domain 
according to the doping function. Ordering nodes in the interior of each subdomain firstly and 
nodes on the interface of subdomain subsequently, we can write the system (1.2) in the block 
matrix form 
where x1 corresponds to the nodes in the interior of subdomains and x2 corresponds to that on 
the interfaces. 
By using block Gaussian elimination to (2.1), we can obtain 
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where 
C, = G,, - G2iGll’Gi2, d = fz - G,,G,‘f,. (2.3) 
Equations (2.3) form the capacitance system. The matrix Co in (2.3) is generally a full matrix and 
it is quite expensive to obtain. Therefore we generally do not form (2.3) and get its inverse 
directly. Instead, we try to find a suitable approximation of C,, since our purpose is only to seek 
for a preconditioner. 
Dryja [4-61 studied the capacitance system matrix of an SPD linear system arising from the 
discretisation of elliptic problems in two dimensions. He pointed out that this matrix is spectrally 
equivalent to the square root of an SPD tridiagonal matrix which is obtained by discretising the 
Laplacian operator over a uniform grid in one dimension. 
Now for our case, we introduce an inner productor of R” (s is the number of nodes on r) as 
follows 
[u, V] = (D,U, 0) = k uJ$*+$, 
i=l 
where O!*) are diagonal elements of D corresponding to the nodes on the interfaces of 
subdomains. We can prove (see [9]) that for all 2) E RS 
a,[D;iK~v, U] <[C& V] <a,[D;‘K;o, 01, 
where a, and cri are positive constants independent of mesh size h, D, is the block of D 
corresponding to the unknowns on the interface of subdomains and K is the finite-difference 
approximation of the Laplacian operator in one dimension. 
We can choose 
PC, = D; ‘Ki 
as a preconditioner of C,. As to K;, its eigendecomposition is WA,WT. Here W is a normal 
matrix. Its columns are the eigenvectors of K;. AK is a diagonal matrix, each diagonal element of 
which is an eigenvalue of K;. Therefore if we choose different A’s instead of AK, we then get 
different preconditioners for C, which are spectrally equivalent to Kt. 
Similar to Eisenstat’s result (described in [7]), we can prove that for our special unsysmmetric 
system (1.2) a preconditioner can be of the following form for G (for details see [9]) 
G,l Gl2 
PC = 
G2, 5, + G,,G,‘G,, 1 (2.4) 
In our case solving the problem on each subdomain exactly is as difficult as solving it on the 
whole region since the system is ill-conditioned. However, we only seek a preconditioner of the 
problem on the whole domain. Since the preconditioner of the whole problem has the form (2.4), 
we can choose an approximation zf (2.4) which has the same form of (2.4) but instead of using 
G,, we use an approximate one G,,. Notice that 
G,, = G(#, pL,). 
We choose G”,, as 
G,, = G( It, F,), 
where 6 and ii,, are approximations of 4 and pL,. 
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For each subdomain since it is regular, i.e., rectangular in two dimensions, using a uniform 
mesh, we may use a fast solver, such as FFT, to solve these approximate subproblems in each 
subdomain [lo]. 
From our study, the possible choice of 6 and F, can be: 
1. Both J and p, are constants in each subdomain. 
2. In each subdomain, both 6 and 8, are constants along one direction of mesh line and 
linear along the other direction of mesh line. 
3. In each subdomain, both J and 9, are constants along one direction of mesh line and 
quadratic along the other direction of mesh line. 
Summarising the above results, we can solve the preconditioner equation 
pc x1 = fl 
[I [I x2 f2 
by means of the following block Gaussian elimination algorithm. 
Domain Decomposition Preconditioner to solve x = P& ‘f 
Step 1. Solve G”,,$’ = fi in parallel in every subdomain. 
Step 2. Solve Pscu2 = fi - G,,u: to obtain the solution at the interface. 
Step 3. Solve Gnu: = - G”i2u2 in parallel in every subdomain. 
Step 4. Set ui = u1p + u?. 
Now our result is a generalisation of the domain decomposition method for the SPD matrix to 
a more general case, i.e., the product of an SPD matrix M and a block diagonal matrix D which 
generally has MD # DM. 
It is well-known that the CG method is only applicable to SPD systems. But for the 
unsymmetric matrix of system (1.2) we can define the following inner product of IR N, [u, v] = 
(Du, u). It is easy to check that G is symmetric in this inner product, i.e., [Gu, U] = [u, Go] for 
all u, 2) E Iw N. Therefore we minimise the quadratic form h2 = [ G-lr, r], where r = f - GX is the 
residual vector. Then the minimum point is the solution of (1.2). As a result, with this inner 
product we can use the usual CG method to solve our unsymmetric linear system. We write out 
our modified CG algorithm as follows. 
Modified CG Algorithm 
1. Choose a starting estimate x0 and set r,, = b - Gx,, p,, = PG1ro 
2. 
[y,, P&j (Dr;, P&i) 
ai= [pi, Gpi] = (DPi, GPi) 
3* xi+l = xi + aipi; if (1 aipi 11 2c tolerance STOP 
4* ‘i+l = ri - a,Gp, 
5. pi = [ ‘i+ly PilC+l] _ (Dq+,, Pi’G+l) 
[ri, P;‘ri] - (Dr,, PG’r,) 
6. Pi+1 = Pglrifl + pipi 
7. i = i + 1, Goto 2 
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This modified CG method is also the so-called Orthomin method [12] for our special 
unsymmetric matrix. 
3. Numerical comparison of different preconditioners 
The methods described in Section 2 were tested on a test problem to reveal their efficiency. 
These tests were carried out in double precision on the FPS M64/330, a pipelined computer. 
The test problem we used is a one-dimensional diode. The geometry of the diode is shown in 
Fig. 1. It is 10 pm long and 4 pm deep. The p-region is 3 pm long and 4 pm deep. The diode is 
doped with 1014 cmw3 in the n-region and 10”’ cmp3 in the p-region. The contacts are at either 
end of the diode as shown by heavy lines. The applied forward bias we applied are 0.1, 0.3, 0.5 
and 0.7 volt. 
According to the doping function and the electrostatic potential 4 which are shown in the 
Figs. 3 and 4, respectively, we divide the domain into three subdomains as shown in Fig. 2. In 
each subdomain, we use a uniform finite-difference mesh and the same number of mesh points. 
The mesh size ranged from around 500 nodes to 3000 nodes in the domain. 
For the choice of preconditioner, we use those preconditioners which are based on the domain 
decomposition technique as previously described in Section 2. For the approximation of the 
solution for the nodes inside each subdomain we use FFT (see [7,10]). For the approximate 
matrix PC, on the interface of the subdomain, we test the approximations presented by Dryja [6], 
Golub and Mayer, Bjorstad and Widlund (see [7]), and Bramble and Pasciak [2]. In our case, 
Chan’s approximation [3] is the same as Bjorstad and Widlund’s. (For further details, see [7,11].) 
We also compare the above preconditioners with the preconditioner IC(O), the Cholesky 
decomposition without fill-in. 
The CG method we used for these unsymmetric linear systems is the modified CG method 
described in Section 2. The implementation of this modified CG method (MCG) is using the 
scheme described in Section 2 exactly. Different preconditioners correspond to different Pc,‘s. 
The initial iterate is always taken to be P;lb, where b is the right-hand side. The convergence is 
based on the Euclidean norm of the difference between the solutions of two successive iterations. 
We declare convergence when this norm is less than lo-*. 
The different preconditioners are expressed by the different names of the corresponding first 
author and IC(0) is the Incomplete Cholesky decomposition without fill-in. We use I to indicate 
the total iteration number of the MCG with different preconditioners in the whole solution 
Fig. 1. One-dimensional diode. Fig. 2. Division of subdomains. 
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Fig. 3. Doping function. Fig. 4. Electric potential with different bias. 
procedure. The CPU-time is the computation time of the PCG iteration for the whole solution 
procedure in seconds of our code on an FPS M64/330 pipelined computer. 
In order to present the properties of different preconditioners more clearly we also calculate 
the average rate of reduction per iteration and the approximate condition number of the 
preconditioned system matrix (as in [7]). In the following tables and figures, we use A to denote 
the average of the average rate of reduction per iteration of a single linear system in the whole 
solution procedure and K to indicate the average condition number of the set of preconditioned 
systems for n or for p in the solution procedure. 
Firstly we change bias voltage on the contact for a fixed mesh. The results are presented in 
Table 1. From Table 1, we can see that the domain decomposition preconditioners are better 
than the IC(0) preconditioner. We draw out the average rate of reduction and the logarithm of 
Table 1 
Comparison of different preconditioners for MCG on a 17 X 188 mesh 
Bias 
0.1 
0.3 
0.5 
0.7 
WO) Bramble Chan Dryja Golub 
Ia 268 48 42 36 41 
CPU b 05767.10’ 0.3163.10’ 0.2796.102 0.2424.102 0.2732.10* 
AC 0.897 0.546 0.497 0.446 0.517 
Kd 0.5250.103 o.1200~102 0.9689.10’ 0.8595.10’ 0.1006.102 
I 430 78 66 61 67 
CPU 0.9244.102 o.5113.102 o.4379.102 0.4065.10 * 0.4436.102 
A 0.903 0.577 0.535 0.406 0.533 
K o.7114.103 0.1336.102 0.1052.10* 0.9424.10’ 0.1083.102 
I 1169 194 160 151 166 
CPU 0.2508.103 0.1267’103 o.1059.103 o.1002~103 0.1094.103 
A 0.915 0.579 0.516 0.476 0.527 
K 0.1536.104 0.1217.102 0.1119~102 0.1027.102 0.1243.102 
I 3845 605 ’ 506 449 506 
CPU 0.8240.103 0.3942.103 0.3336.103 0.2981.103 0.3332. lo3 
A 0.919 0.538 0.511 0.460 0.511 
K 0.1896.104 0.1073. lo2 0.1272.102 0.1158.102 o.1220.102 
a I indicates the sum of iteration numbers of the modified PCG. 
’ CPU indicates the total computation time of the linear systems in seconds on FPS M64/330. 
’ A indicates the average of the average rate of reduction per iteration. 
d K is the average condition number of the preconditioned systems. 
C.H. Wu, S. Wang / Domain decomposition method 409 
t 
Average Reduction 
0.9 
t 
* * * * 
A log&) 
* -- IC(0) * IC(0) -- 
+ -- Bramble l Chan 3.0: 0 D yja */ ;~~;~ble 
# -- Golub # -- Golub 
2.0 . 
I 
1.0 
t 
$- 
0.1 0.3 0.5 0.7 bias (volt) 0.1 0.3 0.5 0.7 bias (volt) 
Fig. 5. The average of the average rate of reduction per Fig. 6. The logarithm of the average condition number 
iteration as a function of bias. of the preconditioned system as a function of bias. 
the approximate condition number as a function of forward bias in Figs. 5 and 6, respectively. It 
is quite interesting to notice that with the increase of forward bias, with IC(0) being the 
preconditioner, the condition number of the preconditioned system P;lG and the average rate 
Table 2 
Comparison of different preconditioners for MCG on different mesh size at 0.7 v bias 
Mesh 
9x 56 
(504) 
9x113 
(1017) 
17x119 
(2023) 
17x188 
(3196) 
Z 
CPU 
A 
K 
Z 
CPU 
A 
K 
Z 
CPU 
A 
K 
Z 
CPU 
A 
K 
WO) Bramble Chan 
1673 486 462 
0.5713~10* 0.5211.10* 0.4983.10 2 
0.822 0.436 0.429 
0.2814.103 0.9095.10’ 0.1036.10* 
2264 532 488 
o.1549.103 0.1098.103 0.1016.103 
0.862 0.442 0.440 
o.5549.103 0.9119~10’ 0.1010~10* 
3152 573 490 
0.4286.103 0.2420.103 0.2092.103 
0.903 0.533 0.492 
0.1252. lo4 0.1075.10 2 0.1295.102 
3845 605 506 
0.8240.103 0.3942.103 0.3336.103 
0.919 0.538 0.511 
0.1896.104 0.1073.102 0.1272.lo* 
Dryja Golub 
462 462 
0.4961.10 2 0.4967.10 2 
0.431 0.429 
0.1018~10* o.1030~102 
461 488 
0.9599.102 o.1015~103 
0.424 0.440 
0.9464.10’ 0.1005~102 
487 489 
0.2076.103 0.2085.10 3 
0.494 0.494 
0.1219.10* 0.1239.102 
449 506 
0.2981. lo3 0.3332.103 
0.460 0.511 
0.1158.102 0.1220.10* 
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Fig. 7. The average of the average rate of reduction per 
iteration as a function of mesh size. 
t 
log(k ) 
* -- IC(0) 
/’ ;_’ 
L - 
504 1017 2023 3196 mesh size 
Fig. 8. The logarithm of the average condition number 
of the preconditioned system as a function of mesh size. 
of reduction per iteration increase as well. While for the domain decomposition preconditioners, 
these factors are around the same and much smaller than those with IC(0) being the precondi- 
tioner. 
Table 3 
Comparison of different preconditioners for MCG on different mesh size at 0.7 v bias 
Mesh Bramble Chan Dryja 
Ia 3.448 3.623 3.623 
Golub 
3.623 
9x 56 
(504) 
9x113 
(1017) 
17x119 
(2023) 
17x188 
(3196) 
Cb 
WC 
I 
C 
W 
I 
c 
W 
I 
C 
W 
1.096 1.209 1.152 1.151 
3.15 3.16 3.15 3.15 
4.255 4.630 4.902 4.630 
1.410 1.524 1.629 1.527 
3.02 3.04 3.04 3.03 
5.618 6.579 6.623 6.579 
1.770 2.049 2.066 2.058 
3.17 3.21 3.20 3.20 
6.369 7.576 8.547 7.576 
2.09 2.469 2.762 2.475 
3.04 3.07 3.10 3.07 
a I = I(IC(O))/I(DD) is the ratio of the iteration number for IC(0) against the domain decomposition precondi- 
tioners. 
b C = CPU(DD)/CPU(IC(O)) is the speedup of CPU-time on the FPS M64/330. 
’ W = C/Z is the times of work expense of the domain decomposition preconditioner per iteration against that of the 
IC(0). 
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Fig. 9. Comparison of different preconditioners for MCG on different mesh size at 0.7 v bias. 
Secondly, we change the mesh size and keep the forward bias unchanged. The results are 
presented in Table 2. Similarly, we draw out the average rate of reduction and the logarithm of 
the approximate condition number as a function of mesh size in Figs. 7 and 8, respectively. We 
find that the average rate of reduction for the PCG iteration by using the domain decomposition 
preconditioners is much lower than that with IC(0) as a preconditioner, while the latter is very 
near to one when the mesh size becomes bigger. For the condition numbers of the precondi- 
tioned matrices, it is quite clear that with IC(0) as preconditioner it increases as a function of 
l/h, where h is the size of the mesh. While those with domain decomposition preconditioners do 
not change at all as expected from theoretical discussion. 
In order to compare the domain decomposition preconditioners with IC(0) as preconditioner 
deeply, we calculate the speedup of CPU-time by using the domain decomposition precondi- 
tioners against that by using IC(0) as preconditioner, which we denote as C in Table 3. And we 
calculate the times of iteration number of PCG iteration with IC(0) as preconditioner against 
those with the domain decomposition based preconditioners, which is denoted by I in Table 3. 
Finally, we calculate the work expense of PCG iteration per iteration with the domain 
decomposition based preconditioners against that with the IC(0) as preconditioner, which is 
expressed as W in Table 3. These figures as a function of the mesh size are drawn in Fig. 9 as 
well. We can see that with our code the domain decomposition preconditioner is roughly 3 to 4 
times as expensive as the IC(0). While the iteration numbers of PCG iteration with the latter 
preconditioner are 4 to 9 times more than those with former preconditioners. Therefore it results 
in the total speedup of CPU with the domain decomposition preconditioners against that with 
IC(0) as preconditioner being around 1.1 to 2.7. 
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