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Abstract
Let T be a set of ﬁnite tournaments. We will give a necessary and sufﬁcient condition for the
T-free homogeneous directed graph HT to be divisible; that is, that there is a partition of HT into
two sets neither of which contains an isomorphic copy of HT.
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1. Introduction
LetH be a directed graph.A local isomorphismofH is an isomorphismof a ﬁnite induced
subgraph of H to a ﬁnite induced subgraph of H . The directed graph H is homogeneous
if every local isomorphism of H has an extension to an automorphism of H ; see [3]. Let
aut(H) be the group of automorphisms ofH andH be homogeneous. If F is a ﬁnite subset
of V (H), denote by autF (H) the subset of all automorphisms f of H so that f (x) = x
for all x ∈ F . The relation on V (H) − F given by: the vertex x is related to the vertex
y if there is f ∈ autF (H) with f (x) = y, is an equivalence relation on V (H) − F . The
equivalence classes of this equivalence relation are called the orbits of F. An orbit of H is
an orbit of F for some ﬁnite set F of vertices’s. The restriction ofH to an orbit ofH is again
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a homogeneous directed graph, see [2]. We identify the orbits with the restrictions of H to
the orbits.
For every setT of ﬁnite tournaments there is a unique homogeneous countable directed
graphHT so that the ﬁnite induced subgraphs ofHT are all of the ﬁnite directed graphs into
which none of the tournaments ofT can be embedded; see [3]. The countable homogeneous
directed graphs of typeHTmake up the bulk of the countable homogeneous directed graphs;
see [1].
The directed graph D is indivisible if for every partition of the set V (D) of vertices’s of
D into red and blue vertices’s there is a copy D∗ of D in D so that all of the vertices’s of
D∗ are red or all of the vertices’s of D∗ are blue. Otherwise D is said to be divisible.
Let T be a ﬁnite set of ﬁnite tournaments. The main result of [2] states that HT is
indivisible if and only if for any two orbits X and Y of HT either X can be embedded into
Y or Y can be embedded intoX. The proof of the necessity of the latter condition in [2] does
not rely on the assumption that the setT of constraints is ﬁnite; the proof of the sufﬁciency
on the other hand relies heavily on the ﬁniteness of the chain of orbits under embedding.
There are examples to show that the chain of orbits under embedding can be any countable
order type, even the order type of the rationals; see [5]. In this paper we strengthen the result
of [2] and prove, see Theorem 6.2, that
Theorem 1.1. LetT be a possibly inﬁnite set of ﬁnite tournaments. ThenHT is indivisible
if and only if for any two orbits X and Y of H either X can be embedded into Y or Y can
be embedded into X.
2. Preliminaries
If f is a function of a set S to a set T then f [S] denotes the image of f, that is, the set
{f (s)|s ∈ S}. The set S is countable if there is a bijection of S to . The set S − T consists
of the elements in S which are not in T. We consider every element n ∈  to be the set
of all smaller numbers and write x ∈ n for x ∈  and x <n. If l ∈  and S and T are
subsets of  we write l < S to mean that every element in S is larger than l and S <T to
mean that every element of T is larger than any of the elements in S. In particular l <∅
for all l ∈ .
A directed graph G is a binary anti reﬂexive and anti symmetric relation. We denote the
set of vertices’s of G by V (G) and the set of edges of G by E(G). The vertices’s a and b
are adjacent if either (a, b) ∈ E(G) or (b, a) ∈ E(G). The directed graph A is an induced
subgraph ofG if V (A) ⊆ V (G) andE(A)=(V (A)×V (A))∩E(G);A is a proper induced
subgraph of G if V (A) = V (G). If A ⊆ V (G) then the subgraph of G induced by A is
the induced subgraph A of G with V (A)= A. If a is a vertex of the directed graph G then
G− a is the subgraph of G induced by the set V (G)− {a}.
An embedding of the directed graphA into the directed graphG is an injection f of V (A)
into V (G) so that (a, b) ∈ E(A) if and only if (f (a), f (b)) ∈ E(G) for all vertices’s
a, b ∈ V (A). If f is also onto then f is an isomorphism. The image f [A] of f is the subgraph
of G induced by f [V (A)]. A copy of the directed graph A in the directed graph G is an
induced subgraph ofG which is isomorphic to A. The directed graphG is A-free if there is
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no copy of A in G. A tournament T is a directed graph so that any two different vertices’s
of T are adjacent.
The skeleton of a directed graphG is the set of all ﬁnite induced subgraphs ofG and the
age of G, age(G), is the set of all ﬁnite graphs which are isomorphic to an element of the
skeleton ofG. An isomorphism of the element A in the skeleton of the directed graphG to
the element B in the skeleton of G is a local isomorphism of G.
The boundary of G is the set of all ﬁnite directed graphs A which are not in the age
of G but every proper induced subgraph of A is an element in the age of G. We denote
by bound(G) the boundary of G. The set Bound(G) is the set of all ﬁnite directed graphs
which are not in the age of G. It follows that Bound(G) ∪ age(G) is the set of all ﬁnite
directed graphs and bound(G) is the set of minimal elements of Bound(G) with respect to
embedding.
3. The homogeneous directed graphs HT
LetT be a set of ﬁnite tournaments which can pairwise not be embedded into each other.
We construct the graph HT as the limit of the graphs (Bi; i ∈ ) with V (B0) ⊆ V (B1) ⊆
V (B2) ⊆ · · · and E(B0) ⊆ E(B1) ⊆ E(B2) ⊆ · · ·. The graph B0 is the directed graph
having a single vertex. Given Bn and A,B two subsets of V (Bn) with A ∩ B = ∅ denote
by CA,B the directed graph which consists of all of the vertices’s of Bn together with a new
vertex xA,B . The restriction ofCA,B to V (Bn) is Bn and there is an edge from xA,B to every
vertex of B and an edge from every vertex of A to xA,B and xA,B is not adjacent to any
vertex in V (Bn) − (A ∪ B). Let Sn be the set of vertices’s xA,B , for A and B two disjoint
subsets of V (Bn), so that no element ofT has an embedding into CA,B . Then Bn+1 is the
directed graph with V (Bn+1)= V (Bn)∪ Sn and the restriction of Bn+1 to V (Bn)∪ {xA,B}
is CA,B and no two of the vertices’s in Sn are adjacent.
The directed graphHT so constructed is called the homogeneous directedT-free graph.
It follows from the construction that it has the following mapping extension property;
see [2]:
If A is an element of the age of HT and a ∈ V (A) and f an embedding of A − a into
HT then there is an extension f ∗ of f to an embedding of A into HT.
Themapping extension property implies that a ﬁnite directed graphA is an element of the
age ofHT if and only if there is no embedding of any element T ∈T intoA and that every
countable directed graph into which none of the elements of T have an embedding can
be embedded into HT. Actually the following stronger version of the mapping extension
property follows directly from the construction of HT:
If A is an element of the age of HT and a ∈ V (A) and f is an embedding of A− a into
HT then there are inﬁnitely many different extensions f ∗ of f to an embedding of A into
HT. In particular, all orbits are inﬁnite.
The mapping extension property implies, via a standard argument, that every local iso-
morphism has an extension to an automorphism, that is that HT is homogeneous. There
is up to isomorphism only one countable homogeneous directed graph with boundaryT;
see [3].
102 M. El-Zahar, N.W. Sauer / Discrete Mathematics 291 (2005) 99–113
According to [4] there is an inﬁnite set of tournaments which can pairwise not be em-
bedded into each other.
4. Orbits
LetT be a set of ﬁnite tournaments and HT theT-free homogeneous directed graph.
Let J be a ﬁnite subset of V (HT) andA,B ⊆ J withA∩B=∅. Denote byOJA,B the set
of all elements x ∈ V (HT)−J so that (a, x) ∈ E(HT) for all a ∈ A and (x, b) ∈ E(HT)
for all b ∈ B and x is not adjacent to any vertex in J − (A ∪ B). If OJA,B is not empty
then OJA,B is an orbit of HT. Given an orbit X of HT there are sets A, B and J so that
OJA,B =X. We deﬁne: F(X)= J , F1(X)= A, F2(X)= B, F∗(X)= F1(X) ∪ F2(X) and
F0(X)= J − F∗(X). Note that F(X) ∩X = ∅.
Let X be an orbit of HT. We denote by bound(X) the boundary of the restriction of
HT to X and by Bound(X) the set of ﬁnite directed graphs which are not in the age of the
restriction of HT to X. Then bound(X) is the set of minimal elements of Bound(X) with
respect to embedding. We write bound(X) ⊆ bound(Y ) if Bound(X) ⊆ Bound(Y ). Note
that bound(X) ⊆ bound(Y ) if and only if for everyB ∈ bound(X) there is aB ′ ∈ bound(Y )
which has an embedding into B.We assume that if T ∈ bound(X) then V (T )∩V (HT)=∅.
We denote by age(X) the age of the restriction of HT to X. Note that age(X) ⊆ age(Y )
if and only if bound(X) ⊇ bound(Y ) and if age(Z)= age(X) ∩ age(Y ) then Bound(Z)=
Bound(X) ∪ Bound(Y ). Similarly bound(X)= bound(Y ) if and only if age(X)= age(Y ).
We state for future reference Lemma 4.1, see [2], and Lemma 4.2 which is easy to prove.
Lemma 4.1. Every orbit X of HT has the mapping extension property. That is if A ∈
age(X) and a ∈ V (A) and f an embedding of A − a into X then there is an extension f ∗
of f to an embedding of A into X.
Lemma 4.2. If X and Y are two orbits of HT with F1(X) = F1(Y ) and F2(X) = F2(Y )
then age(X)= age(Y ).
Let
B= B(HT) := {bound(X) |X is an orbit of HT}.
In [2] an orbit of the formOA∪BA,B is denoted by C(A,B) and (A,B)(A′, B ′) is deﬁned to
mean that there is an embedding of C(A′, B ′) into C(A,B). Also
F= {(A,B) |A,B are ﬁnite subsets of V (HT) and A ∩ B = ∅}.
Then, Theorem 6 of [2] says that if HT is indivisible then is a total preorder onF. This
together with Lemma 4.2 gives the following theorem:
Theorem 4.1. LetT be a set of ﬁnite tournaments which can pairwise not be embedded
into each other. If the homogeneous directed graph HT is indivisible then the set B(HT)
of the boundaries of the orbits of HT is a chain under ⊆.
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LetX andY be twoorbits ofHT. If I ⊆ F(X)wedenote byX/I the orbitwithF(X/I)=I
and F1(X/I)= F1(X) ∩ I and F2(X/I)= F2(X) ∩ I . The orbits X and Y are compatible
if X/(F(X) ∩ F(Y ))= Y/(F (X) ∩ F(Y )); that is, if
for all a ∈ F(X) ∩ F(Y ), x ∈ X and y ∈ Y,
(a, x) ∈ E(HT) if and only if (a, y) ∈ E(HT) and
(x, a) ∈ E(HT) if and only if (y, a) ∈ E(HT).
If X andY are compatible then themeetX∩Y isOJA,B with J =F(X)∪F(Y ),A=F1(X)∪
F1(Y ) and B = F2(X) ∪ F2(Y ), which is either empty or an orbit.
The orbit Y is a continuation of the orbit X if F(X) ⊆ F(Y ) and if X = F(Y )/F (X).
Hence if I ⊆ F(Y ) then Y is a continuation of F(Y )/I and if Y is a continuation of X then
bound(X) ⊆ bound(Y ). The meet of two compatible orbits, if nonempty, is a continuation
of both orbits. IfY is a continuation ofX thenX andY are compatible andX∩Y=Y . The orbit
Y is a reﬁnement of the orbit X if Y is a continuation of X and bound(Y )= bound(X). Note
that a continuation of a continuation is a continuation and that a reﬁnement of a reﬁnement
is a reﬁnement.
Lemma 4.3. Let R and S be compatible orbits of HT. If no vertex in F∗(R) − F(S) is
adjacent to a vertex of F∗(S)− F(R) then age(R ∩ S)= age(R) ∩ age(S).
Proof. Clearly age(R ∩ S) ⊆ age(R) ∩ age(S).
Conversely, if A is in age(R) ∩ age(S) let G be an extension of the restriction of HT to
F(R) ∪ F(S) by a copy of A so that the restriction GR of G to F(R) ∪ V (A) embeds into
HT by an embedding which is the identity on F(R) and maps A into R and the restriction
GS ofG to F(S)∪ V (A) embeds intoHT by an embedding which is the identity on F(S)
and maps A into S. By our hypothesis, any tournament embedding in G embeds in GR or
in GS , hence in HT. Thus, G is in the age of HT and A is in the age of R ∩ S. 
Lemma 4.4. Let X be an orbit of HT and b ∈ B = B(HT) with bound(X) ⊆ b and
L a ﬁnite subset of V (HT). Then there is a continuation Z of X with bound(Z) = b and
F(Z) ∩ L= F(X) ∩ L.
Proof. There is an orbit Y with bound(Y ) = b. Let A be a directed graph with V (A) ∩
V (HT)=∅ so that there is an isomorphism f of the restriction of HT to F(Y ) to A. Let B
be the directed graph with V (B)=F(X)∪V (A)∪L and the restriction of B to F(X)∪L
is the restriction of HT to F(X) ∪ L and the restriction of B to V (A) is A. No vertex in
V (A) is adjacent to a vertex in F(X)∪L. The graph B is in the age ofHT and hence there
is an extension g of the identity map on F(X) ∪ L to an embedding of B into HT.
Let Y ′ be the orbit with F(Y ′)= g ◦ f [F(Y )] and F1(Y ′)= g ◦ f [F1(Y )] and F2(Y ′)=
g ◦ f [F2(Y )]. It follows that bound(Y ′) = b. The orbits X and Y ′ are compatible because
F(X)∩F(Y )=∅. Let Z be the meet of the orbits X and Y ′. Because no element in F(X) is
adjacent to any element in F(Y ′) it follows from Lemma 4.3 that bound(Z)= bound(X)∪
bound(Y ′)= bound(X) ∪ b= b. 
104 M. El-Zahar, N.W. Sauer / Discrete Mathematics 291 (2005) 99–113
Lemma 4.5. Let X and Q be two compatible orbits so that Q is a reﬁnement ofX/(F(X)∩
F(Q)). If every vertex x ∈ F(X)−F(Q)which is adjacent to an element in F∗(Q)−F(X)
is an element in Q, then X ∩Q is a reﬁnement of X.
Proof. We have to prove that age(X) ⊆ age(X ∩ Q). Let A ∈ age(X) with V (A) ⊆ X.
Then V (A) ⊆ X/(F(X) ∩ F(Q)). Let S be the set of all elements x ∈ F(X) − F(Q)
which are adjacent to an element in F∗(Q)− F(X). Then S ⊆ Q and because X and Q are
compatible S ⊆ X/(F(X) ∩ F(Q)).
Let B be the restriction of HT to S ∪ V (A). Then V (B) ⊆ X/(F(X) ∩ F(Q)).
Then B ∈ age(Q) because Q is a reﬁnement of X/(F(X) ∩ F(Q)). The identity map
on S has an extension f to an embedding of B into Q because Q has the mapping extension
property. The embedding f maps A into (X ∩Q)/(F (Q) ∪ S) due to the deﬁnition of B.
Hence (X ∩Q)/(F (Q) ∪ S) is a reﬁnement of X. It follows from Lemma 4.3 that X ∩Q
is a reﬁnement of X. 
Let X be an orbit of HT. The sequence (Qi; i ∈ [n + 1] ∈ ) of orbits with Di+1 :=
F∗(Qi+1) − (F (Qi) ∪ F(X)) for all i ∈ n is a reﬁnement sequence of X if for all i ∈ n,
j ∈ [n+ 1]:
(i) Q0 = V (HT).
(ii) Qi+1 is a continuation ofQi .
(iii) Qj is a reﬁnement of X/(F(X) ∩ F(Qj )).
(iv) If x ∈ F(X)− F(Qj ) is adjacent to an element in Dj , then x ∈ Qj .
Lemma 4.6. Let (Qi; i ∈ [n + 1] ∈ ) be a reﬁnement sequence of the orbit X of HT.
Then X ∩Qn is a reﬁnement of X.
Proof. Note that if n=1 then Lemma 4.6 follows directly from Lemma 4.5.We proceed by
induction. It follows from (iii) that the orbits X andQn are compatible. The orbitsX∩Qn−1
andQn are compatible becauseQn is a continuation ofQn−1. Because
bound(Qn) ⊇ bound((X ∩Qn−1)/(F (X ∩Qn−1) ∩ F(Qn)))
⊇ bound(X/(F (X) ∩ F(Qn)))= bound(Qn),
it follows that the orbitQn is a reﬁnement of the orbit
(X ∩Qn−1)/(F (X ∩Qn−1) ∩ F(Qn)).
If
x ∈ F(X ∩Qn−1)− F(Qn)= (F (X) ∪ F(Qn−1))− F(Qn)= F(X)− F(Qn)
is adjacent to a vertex in
F∗(Qn)− F(X ∩Qn−1)= F∗(Qn)− (F (X) ∪ F(Qn−1))=Dn,
then x ∈ Qn according to condition (iv).
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We apply Lemma 4.5 to the orbits X ∩Qn−1 for X andQn for Q. Hence (X ∩Qn−1) ∩
Qn = X ∩ Qn is a reﬁnement of X ∩ Qn−1. The sequence (Qi; i ∈ n) is a reﬁnement
sequence of X and the orbit X ∩Qn−1 is a reﬁnement of X by induction. Hence X ∩Qn is
a reﬁnement of X. 
The pair (X;RX= (Qi; i ∈ [n+1])) consisting of an orbit X and a reﬁnement sequence
RX of X is branched with the pair (Y ;RY = (Pi; i ∈ m+ 1)) consisting of an orbit Y and
a reﬁnement sequence RY of Y if:
(a) n=m and F(X)= F(Y ).
(b) There is  ∈ [n+ 1] so thatQj = Pj for all j.
(c) (F∗(Qn)− (F (Q) ∪ F(X))) ∩ (F∗(Pn)− (F (Q) ∪ F(X)))= ∅.
The number  is the branching number of the branched pair (X;RX = (Qi; i ∈ [n+ 1]))
and (Y ;RY = (Pi; i ∈ [n+ 1])). It follows that (X;RX = (Qi; i ∈ [n+ 1])) is branched
with (X;RX = (Qi; i ∈ [n+ 1])) with branching number n.
Let X be an orbit and a ∈ V (HT) a vertex not in F(X). We denote by continue(X, a, k)
for k ∈ 3 the continuation of X so that F(continue(X, a, k)) = F(X) ∪ {a} and a ∈
Fk(continue(X, a, k)).
Let X be an orbit with reﬁnement sequence (Qi; i ∈ [n+ 1]) and a ∈ X∩Qn and k ∈ 3.
It follows that (Qi; i ∈ [n+ 1]) is a reﬁnement sequence of continue(X, a, k). Conditions
(i)–(iii) are trivially satisﬁed. Because a ∈ X ∩Qn we get a ∈ Qn and hence a ∈ Qi for
all i ∈ [n+ 1].
Lemma 4.7. Let the pair (X;RX = (Qi; i ∈ [n + 1])) and (Y ;RY = (Pi; i ∈ [n + 1]))
be branched with branching number  and a ∈ X ∩Qn so that it is not in F(Y ∩ Pn) and
not adjacent to any element in F∗(Pn)− (F (Q)∪F(Y )). Then (Pi; i ∈ n) is a reﬁnement
sequence of continue(Y, a, k) for every k ∈ 3.
Proof. Conditions (i)–(iii) are trivially satisﬁed. We have to argue condition (iv) for x= a.
If a is adjacent to an element in F∗(Pi)− (F (Pi−1)∪F(Y )) then i and henceQi =Pi .
Because a ∈ X ∩Qn and X ∩Qn is a continuation ofQi it follows that a ∈ Qi = Pi . 
Lemma 4.8. Let k, l ∈ 3. Let the pair (X;RX = (Qi; i ∈ n)) and (Y ;RY = (Pi; i ∈ n))
be branched with branching number  and the vertex a /∈F(X ∩Qn−1)∪F(Y ∩Pn−1) so
thatRX is a reﬁnement sequence of continue(X, a, k) andRY is a reﬁnement sequence of
continue(Y, a, l). Then (Qi; i ∈ [n+1]) withQn= continue(X, a, k)∩Qn−1 is a reﬁne-
ment sequence of continue(X, a, k)and (Pi; i ∈ [n+1])withPn=continue(Y, a, l)∩Pn−1
is a reﬁnement sequence of continue(Y, a, l). Also (continue(X, a, k); (Qi; i ∈ [n+ 1]))
is branched with (continue(Y, a, l); (Pi; i ∈ [n+ 1])) with branching number .
Proof. TheorbitQn=continue(X, a, k)∩Qn−1 is a reﬁnement of the orbit continue(X, a, k)
according to Lemma 4.6, afﬁrming condition (iii).
There are no elements in F(continue(X, a, k)) − F(Qn) and condition (iv) follows.
Hence (Qi; i ∈ [n+ 1]) withQn = continue(X, a, k) ∩Qn−1 is a reﬁnement sequence of
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continue(X, a, k) and similarly (Pi; i ∈ [n + 1]) with Pn = continue(Y, a, l) ∩ Pn−1 is a
reﬁnement sequence of continue(Y, a, l).
Using the same branching number  we obtain conditions (a) and (b) for
(continue(X, a, k); (Qi; i ∈ [n + 1])) being branched with (continue(Y, a, l); (Pi; i ∈
[n+ 1])). Condition (c) follows because a ∈ F(continue(X, a, k)). 
Lemma 4.9. Let the pair (X;RX = (Qi; i ∈ [n + 1])) and (Y ;RY = (Pi; i ∈ [n + 1]))
be branched with branching number  and F(Y ) ⊆ F(Pn). Let R be a reﬁnement of
Pn so that (F∗(R) − F(Pn)) ∩ F(Qn) = ∅. Let P ′i = Pi for i ∈ n and P ′n = R. Then
R′X = (P ′i ; i ∈ [n + 1]) is a reﬁnement sequence of Y and (X;RX) and (Y ;R′Y ) are
branched with branching number .
Proof. The only condition which is not trivially satisﬁed is condition (c). Condition (c) is
satisﬁed by assumption for all vertices’s of P ′n which are in Pn and satisﬁed for all vertices’s
in F∗(R)− F(Pn) because (F∗(R)− F(Pn)) ∩ F(Qn)= ∅. 
5. The game
LetT be a set of ﬁnite tournaments which can pairwise not be embedded into each other
andHT the homogeneousT-free directed graph.We assume that V (HT)=, used in the
proof of Lemma 5.1, and that (B(HT);⊆) is a chain.
Let X be an orbit of HT and b ∈ B = B(HT) so that bound(X) ⊆ b. A b-restriction
of X is a continuation Y of X with bound(Y ) = b. It follows from Lemma 4.4 that such a
b-restriction exists for every b ∈ B with bound(X) ⊆ b.
Let blue and red be two unary relations on the set of orbits of HT. We denote by
formula (1) the following statement:
For all b ∈ B with bound(X) ⊆ b
there exists a reﬁnement Yof Xwith F(X)<F∗(Y )− F(X)
so that for all reﬁnements Z of Y with F(Y )<F∗(Z)− F(Y )
there exists a b-restriction R of Z with F(Z)<F∗(R)− F(Z)
so that blue(R). (1)
Formula (5.1) is nearly identical to formula (1) except thatblue(R) is replaced byred(R).
Theorem 5.1. LetT be a set of ﬁnite tournaments which can pairwise not be embedded
into each other andHT theT-free homogeneous directed graphwithV (HT)=. Suppose
that the set B(HT) = B is a chain under ⊆. Let (Blue, Red) be a partition of  into blue
and red elements.
Then there are unary relations blue and red on the set of orbits ofHT so that for every
orbit X of HT exactly one of blue(X) and red(X). If blue(X) then X contains inﬁnitely
many blue vertices’s and formula (1) holds. If red(X), then X contains inﬁnitely many red
vertices’s and formula (5.1) holds.
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Proof. Let the conditions of Theorem 5.1 be given.
In order to prove the Theoremwe have for every orbitX ofHT to decide whetherred(X)
or blue(X) and then prove that the so deﬁned relations red and blue have the required
properties. Because of the condition that if red(X) then X contains inﬁnitely many red
vertices’s we are forced to have blue(X) if X contains only ﬁnitely many red vertices’s.
Note that if X contains only ﬁnitely many red vertices’s then formula (1) holds. Similarly
if X contains only ﬁnitely many blue vertices’s then we let red(X). We use the following
game to deﬁne the relations red and blue for all orbits of HT.
The game red(X) starts in state (X, 0) with player I to move.
0. If the game is in state (U, 0) for some orbit U of HT then it is the turn of player I
to move. Player I selects b ∈ B with bound(U) ⊆ b and the game moves into state
(U,b, 1).
1. If the game is in state (U,b, 1) then it is the turn of player II to move. Player II selects a
reﬁnement V of U with F(U)<F∗(V )−F(U) and the game moves to state (V ,b, 2).
2. If the game is in state (V ,b, 2) then it is the turn of player I to move. Player I selects a
reﬁnementW of V with F(V )<F∗(W)− F(V ). The game moves to state (W,b, 3).
3. If the game is in state (W,b, 3) then it is the turn of player II to move. Player II selects
a b-restriction R ofWwith F(W)<F∗(R)−F(W) and the game moves to state (R, 0).
Then it is again the turn of player I to move.
The game ends with a win of player I if it is in a state of the form (Y, 0) for an orbit Y
which contains only ﬁnitely many blue elements.
We will write blue(X) if player I does not have a winning strategy in the game red(X).
It follows that if blue(X) then there are inﬁnitely many blue elements in X. Note that if
player I does not have a winning strategy in the game red(X), that is if blue(X), then
formula (1) holds. We will say player I has a win at a state of the game if player I has a
winning strategy when the game is at this state.
The orbits of the form U,V,W,R in the states of the game red(X) are all continuations
and therefore subsets of the orbit X. Hence if player I has a win in the game red(X) then
there is an orbit Y ⊆ X with only ﬁnitely many blue vertices’s. This implies that if player I
has a win in the game red(X) then X contains inﬁnitely many red elements. We will write
red(X) if player I has a winning strategy in the game red(X). Note that either red(X) or
blue(X).
In the following Lemma 5.1, which completes the proof of Theorem 5.1, we will make
use of the fact that ifX0, X1, X2, X3, . . . , Xi, . . . , Xn is a sequence of orbits ofHT so that
for every i ∈ n Xi+1 is a continuation of Xi and
F(Xi)<F∗(Xi+1)− F(Xi),
then
F(X0)<F∗(Xn)− F(X0). 
Lemma 5.1. If red(X) then formula (5.1) holds.
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Proof. Let red(X). Then player I has a winning strategy in the game red(X). We use this
strategy and start the game in state (X, 0) which is a winning state for Player I.
We begin at line one of formula (5.1) and let b ∈ B with bound(X) ⊆ b be given. Let b′
be the element of B chosen by player I. The game moves to state (X,b′, 1) with a win for
player I.
We will construct a reﬁnement Y of X with F(X)<F∗(Y )− F(X) and so that (Y,b′, 3)
is a winning state for player I. This orbitYwill be used to satisfy the second line of formula
(5.1).
We as player II select X, moving the game to state (X,b′, 2). LetY be the reﬁnement of X
chosen by player I when given the state (X,b′, 2) moving the game to state (Y,b′, 3) with
a win for player I. Because player I has made a legal move, we get F(X)<F∗(Y )−F(X).
Let Z be a reﬁnement of Y with F(Y )<F∗(Z) − F(Y ); accounting for line three of
formula (5.1). In order to validate formula (5.1) we have to prove that there exists a b-
restriction R of Zwith F(Z)<F∗(R)−F(Z) so that (R, 0) is a winning position for player
I. This will validate lines four and ﬁve of formula (5.1).
Because (Y,b′, 3) is a winning state for player I, player I has a win at position (R, 0)
for all b′-restrictions R of Y with F(Y )<F∗(R) − F(Y ). Because Z is a reﬁnement of Y
with F(Y )<F∗(Z)− F(Y ) we obtain that (R, 0) is a winning position for player I for all
b′-restrictions R of Z with F(Z)<F∗(R)−F(Z). This implies that (Z,b′, 3) is a winning
state for player I.
If b ⊆ b′ let R be any b-restriction of Z with F(Z)<F∗(R) − F(Z); as bound(Z) =
bound(X) ⊆ b this is possible. Because player I has a win in state (Z,b′, 3) player I has
a win in all states (R′, 0) where R′ is any b′-restriction of Z with F(Z)<F∗(R′)− F(Z).
In particular player I has a win in all states (R′, 0) where R′ is any b′-restriction of R
with F(R)<F∗(R′) − F(R). Hence, if the game continues in state (R, 0) and player I
chooses the element b′ in B, the game will move to a winning state (R′, 0) for player I with
bound(R′)=b′ and a win for player I independent of the legal moves of player I and player
II. It follows that player I has a win if the game is in state (R, 0).
If b′ ⊂ b we watch the winning game of player I starting at the state (Z,b′, 3). We as
player II choose a b′-restriction R0 of Z with F(Z)<F∗(R0) − F(Z). The game moves
into state (R0, 0)with a win for player I and player I to move. The game will move through
winning states
(R0, 0), (R0,b0, 1), (V0,b0, 2), (W0,b0, 3),
(R1, 0), (R1,b1, 1), (V1,b1, 2), (W1,b1, 3),
(R2, 0), (R2,b2, 1), (V2,b2, 2), (W2,b2, 3),
(R3, 0), (R3,b3, 1), (V3,b3, 2), (W3,b3, 3),
. . . . . . . . . . . .
(Ri, 0), (Ri,bi , 1), (Vi,bi , 2), (Wi,bi , 3),
(Ri+1, 0), (Ri+1,bi+1, 1), (Vi+1,bi+1, 2), (Wi+1,bi+1, 3),
. . . . . . . . . . . .
of player I where we as player II will make some arbitrary legal moves when called upon.
Note that for all i bound(Ri+1)= bi .
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Because b′ ⊆ b0 ⊆ b1 ⊆ b2... there is either a number i so that bi ⊂ b ⊆ bi+1 or,
because player I has a winning strategy at state (X, 0), the game ends after ﬁnitely many
rounds with a win of player I in some state (Rn, 0) with bound(Rn)= bn−1 ⊂ b and only
ﬁnitely many blue vertices’s in Rn.
If bi ⊂ b ⊆ bi+1 for some i ∈  then because (Wi+1,bi+1, 3) is a winning po-
sition of player I every state of the form (S, 0) with S a bi+1-restriction of Wi+1 with
F(Wi+1)<F∗(S) − F(Wi+1) is a winning position of player I. This implies as before
that if R is a b-restriction of Wi+1 with F(Wi+1)<F∗(R) − F(Wi+1) then (R, 0) is a
winning position of player I. Let R be such a b-restriction of Wi+1. The orbit Wi+1 is
a continuation of the orbit Z. Hence R is a b-restriction of Z with (R, 0) a winning po-
sition of player I. Making use of the fact mentioned before Lemma 5.1 it follows that
F(Z)<F∗(R)− F(Z).
If the game ends after ﬁnitely many rounds with a win of player I in a state (Rn, 0)
and bn−1 ⊂ b then the orbit Rn contains only ﬁnitely many blue vertices’s. Let R be
a b-restriction of Rn with F(Rn)<F∗(R) − F(Rn). The orbit R contains only ﬁnitely
many blue elements. It follows that R is a b-restriction of Z and (R, 0) is a winning
position of player I. Again, by the fact mentioned before Lemma 5.1 we get
F(Z)<F∗(R)− F(Z). 
Let (Blue, Red) be a partition of  into blue and red elements and blue and red the
unary relations on the set of orbits of HT given by Theorem 5.1.
We writeblue(Y ) for the orbitY ofHT if every reﬁnement V ofYwith F(Y )<F∗(V )−
F(Y ) has for every l ∈  a reﬁnement R with l <F∗(R)− F(V ) and with blue(R).
Lemma 5.2. Every orbit X ofHT with blue(X) has a reﬁnement Y with F(X)<F∗(Y )−
F(X) and with blue(Y ).
Proof. We use formula (1) for the orbit X in the instance b := bound(X). Formula (1)
returns a reﬁnement Y of X with F(X)<F∗(Y )− F(X). We will prove that blue(Y ).
Let V be a reﬁnement of Y with F(Y )<F∗(V )− F(Y ) and let l be a number. We have
to prove that V has a reﬁnement R with l <F∗(R)−F(V ) and with blue(R). Let Z be the
reﬁnement of V with F(Z) = F(V ) ∪ {l} and F1(Z) = F1(V ) and F2(Z) = F2(V ). Note
that Z is a reﬁnement of Y with F(Y )<F∗(Z)− F(Y ). Hence we can use Z as an instance
in line three of formula (1). Formula (1) returns a b-restriction R of Zwith F(Z)<F∗(R)−
F(Z) and with blue(R). The orbit R is a continuation of V and hence a reﬁnement of V
because bound(R)= b= bound(X)= bound(Y ′)= bound(Y )= bound(V ). The condition
l <F∗(R)− F(V ) follows because l ∈ F(Z)<F∗(R)− F(Z)= F∗(R)− F(V ). 
Lemma 5.3. If X is an orbit of HT with blue(X) then blue(X).
Proof. Let blue(X). Let b ∈ B with bound(X) ⊆ b and l ∈ .
To satisfy line two of formula (1)we letY=X. Then, in line three, we letZ be a reﬁnement
of Y =X with F(X)<F∗(Z)− F(X).
Because blue(X) and Z is a reﬁnement of X with F(X)<F∗(Z) − F(X), there is a
reﬁnementW of Z with F(Z)<F∗(W)− F(Z) and blue(W). Using formula (1) forW in
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the instance b, we obtain a b-restriction R ofWwith F(W)<F∗(R)−F(W) andblue(R).
This orbit R is a b-restriction of Z with F(Z)<F∗(R)− F(Z). 
Lemma 5.4. Let X be an orbit of HT with blue(X). Then X contains inﬁnitely many blue
elements and blue(Y ) holds for every reﬁnement Y of X with F(X)<F∗(Y )− F(X). For
every l ∈  and every b ∈ B with bound(X) ⊆ b there is a b-restriction R of X with
l <F∗(R)− F(X) and blue(R).
Proof. The relation blue(X) implies blue(X) by Lemma 5.3. Hence X contains inﬁnitely
many blue elements.
Let Y be a reﬁnement of X with F(X)<F∗(Y ) − F(X). If V is a reﬁnement of Y with
F(Y )<F∗(V ) − F(Y ) then V is a reﬁnement of X with F(X)<F(V ) − F∗(X). Hence
there is for every l ∈  a reﬁnement R of V with l <F∗(R)− F(V ) and with blue(R).
Let l ∈  and b ∈ B with bound(X) ⊆ b. Let X′ the reﬁnement of X with F(X′) =
F(X) ∪ {l} and F1(X′)= F1(X) and F2(X′)= F2(X). Then blue(X′) by the ﬁrst part of
this Lemma and blue(X′) by Lemma 5.3.
Using formula (1) for X′ in the instance b we obtain a b-restriction V of X′ with
F(X′)<F∗(V ) − F(X′) and blue(V ). By Lemma 5.2 there is a reﬁnement R of V with
F(V )<F∗(R)−F(V ) andblue(R). It follows that l ∈ F(X′)<F∗(R)−F(X′)=F∗(R)−
F(X) and hence l <F∗(R)− F(X). 
6. The construction
Theorem 6.1. LetT be a set of ﬁnite tournaments and HT theT-free homogeneous di-
rected graph. Suppose that for any two orbits X andY ofHT either bound(X) ⊆ bound(Y )
or bound(Y ) ⊆ bound(X). Then HT is indivisible.
Proof. Let  be the base of HT and (Blue, Red) a partition of . ( is the orbit with
F()=F∗()=∅.) Let blue and red be the unary relations given by Theorem 5.1. Then,
by Theorem 5.1, either blue() or red(). We assume blue(). (The case red() is
dual, just replace blue by red throughout.) There exists, by Lemma 5.2, a reﬁnement U of
 with blue(U). (Note that bound(U)=T.)
For v ∈  let Iv be the restriction of HT to v. The subset J of  having v elements is
an initial segment of length v if the order preserving map from v to J is an isomorphism of
Iv . The initial segment J ′ of length u is an extension of the initial segment J of length v if
v <u and every element of J is smaller than every element of J ′ − J .
Let J be an initial segment of length v. LetP be the set of pairs (A,B) with A∪B ⊆ J
and A∩B =∅ andOJA,B not empty. (Remember thatOJA,B is the orbit with F(OJA,B)= J
and F1(OJA,B)= A and F2(OJA,B)= B.) The initial segment J is well chosen if:
1. Every element in J is blue.
2. For every pair (A,B) ∈ P there is a reﬁnement sequence (QJA,B(i); i ∈ v + 1) of the
orbit OJA,B .
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3. The pair (OJA,B; (QJA,B(i); i ∈ v+ 1)) is branched with (OJC,D; (QJC,D(i); i ∈ v+ 1))
for every two elements (A,B), (C,D) ∈ P.
4. J = F(OJA,B) ⊆ F(QJA,B(v)) for every pair (A,B) ∈ P.
5. blue(QJA,B(v)) for every element (A,B) ∈ P.
Note thatQJA,B(v) is a reﬁnement of O
J
A,B according to condition 4 and condition (iii).
We denote by (A,B;C,D) the branching number of (OJA,B; (QJA,B(i); i ∈ v + 1)) and
(OJC,D; (QJC,D(i); i ∈ v + 1)).
If v = 0 then P = {(∅,∅)} and J = ∅ is well chosen with OJ∅,∅ = V (HT) =  and the
reﬁnement sequence (U). Let J be a well chosen initial segment of length v.We will extend
J to a well chosen initial segment of length v + 1.
BecauseHT has the mapping extension property there is an extension f of the order map
from Iv to J to an embedding of Iv+1. Let M be the set of elements x of J with an edge
from x to f (v) and N be the set of elements y of J with an edge from f (v) to y. Then the
orbitOJM,N is not empty because it contains the element f (v)which also implies that every
element ofOJM,N and hence every element ofQ
J
M,N(v) together with J forms an extension
of J to an initial segment of length v+1.Wewill ﬁnd an appropriate a ∈ QJM,N(v) ⊆ OJM,N
and reﬁnement sequences so that J ∪ {a} is well chosen.
Given (A,B) ∈ P let
c(A,B, 0) := bound(OJ∪{f (v)}A,B )= bound(continue(OJA,B, f (v), 0)),
c(A,B, 1) := bound(OJ∪{f (v)}A∪{f (v)},B)= bound(continue(OJA,B, f (v), 1)),
c(A,B, 2) := bound(OJ∪{f (v)}A,B∪{f (v)})= bound(continue(OJA,B, f (v), 2)).
For each of the orbitsQJA,B(v) with (A,B) ∈ P relation blue holds. Hence if b ∈ B with
bound(QJA,B(v)) ⊆ b and l ∈  there is, using Lemma 5.4, a continuation R of QJA,B(v)
with bound(R) = b and l <F∗(R) − F(QJA,B(v)) and blue(R). Hence there is for every
k ∈ 3 and l ∈  a continuation [R, k]JA,B ofQJA,B(v) so that bound([R, k]JA,B)=c(A,B, k)
and l <F∗([R, k]JA,B)− F(QJA,B(v)) and blue([R, k]JA,B).
Because we can choose [R, k]JA,B so that F∗([R, k]JA,B)−F(QJA,B(v))> l for any l ∈ 
we can also obtain that if (A,B) = (C,D) or k = j and (A,B) ∈ P and (C,D) ∈ P then
(F∗([R, k]JA,B)− F(QJA,B(v))) ∩ (F∗([R, j ]JC,D))= ∅.
Let
5>max

⋃
k∈3
⋃
(A,B)∈P
F∗([R, k]JA,B)

 .
Let X be the reﬁnement ofQJM,N(v) so that
F(X)= 5 and F0(X)= 5− F(QJM,N(v)) ∪ F0(QJM,N(v)).
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The relation blue(X) follows from blue(QJM,N(v)) by Lemma 5.4. The orbit X contains
therefore inﬁnitely many blue vertices’s. Let a be such a blue vertex.
Let Ja := J ∪ {a} and for all k ∈ 3 let OJa,kA,B := continue(OJA,B, a, k). Because a and
f (v) are in the same orbit OJM,N of J it follows that
bound(OJa,kA,B )= c(A,B, k)= bound([R, k]JA,B). (2)
The vertex a is an element of QJM,N(v) = OJM,N ∩ QJM,N(v) because QJM,N(v) is a
reﬁnement of OJM,N . The vertex a is not adjacent to any element in F∗(QJA,B(v)) −
(F (QJM,N((A,B,M,N))) ∪ J ) because a is not adjacent to any element smaller than
5 which is not in F(QJM,N(v)) and because of condition (c) for branched pairs. Hence we
can apply Lemma 4.7 and obtain that (QJA,B(i); i ∈ v + 1) is a reﬁnement sequence of
O
Ja,k
A,B for any k ∈ 3 and (A,B) ∈ P.
Let QJa,kA,B(v + 1) := OJa,kA,B ∩ QJA,B(v). It follows from Lemma 4.6 that QJa,kA,B(v + 1)
is a reﬁnement of OJa,kA,B . It follows, by Lemma 4.8, that if we let Q
Ja,k
A,B(i) := QJA,B
for all i ∈ v + 1 then (QJa,kA,B(i), i ∈ v + 2) is a reﬁnement sequence of OJa,kA,B . Also
(O
Ja,k
A,B ; (QJa,kA,B(i); i ∈ v + 2)) is branched with (OJa,hC,D ; (QJa,hC,D(i); i ∈ v + 2)) for every
two elements (A,B), (C,D) ∈ P and every pair of numbers k, j ∈ 3.
We obtain from (2) and Lemma 4.6 that
bound([R, k]JA,B)= bound(OJa,kA,B )= bound(QJa,kA,B(v + 1)). (3)
Both orbits [R, k]JA,B andQJa,kA,B(v+1) are continuations of the orbitQJA,B(v) and F(QJa,kA,B
(v+1))−F([R, k]JA,B)={a}.According to the choice of a andF∗([R, k]JA,B)−F(QJA,B(v))
the vertex a is not adjacent to any vertex in F∗([R, k]JA,B)− F(QJA,B(v)).
UsingLemma4.3 and (3) it follows that the orbitRJa,kA,B (v+1) := [R, k]JA,B∩QJa,kA,B(v+1)
is a reﬁnement of the orbitQJa,kA,B(v + 1) and a reﬁnement of the orbit [R, k]JA,B and hence
blue(R
Ja,k
A,B (v + 1)). (Note that a >F([R, k]JA,B).)
Again, according to the choice of the sets F∗([R, k]JA,B)−F(QJA,B(v)) to be on different
levels, for different pairs (A,B) or different values k ∈ 3, we can apply Lemma 4.9.
For every pair (A,B) ∈ P and k ∈ 3 let RJa,kA,B (i) = QJA,B(i) for i ∈ v + 1. It follows
from Lemma 4.9 that (RJa,kA,B (i); i ∈ v + 2) is a reﬁnement sequence of the orbit OJa,kA,B
and (OJa,kA,B ; (RJa,kA,B (i); i ∈ v + 2)) is branched with (OJa,jC,D ; (RJa,jC,D(i); i ∈ v + 2)) for all
(A,B), (C,D) ∈ P and k, j ∈ 3.
It follows that the orbits OJa,kA,B together with the reﬁnement sequences (R
Ja,k
A,B (i); i ∈
v + 2) satisfy conditions 1–5.
We are now in the following position: given a well chosen initial segment J of length v
there is a unique isomorphism, say fJ , from HT restricted to v to J. Every element of J
is blue. The empty set is well chosen. If the initial segment J of length v is well chosen
then there is an extension Ja of J to a well chosen initial segment of length v + 1. That is,
fJ ⊂ fJa . We construct successively the well chosen initial segments J0 = ∅, J1, J2, . . .
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of ever increasing lengths so that Ji+1 is an extension of Ji . Then f := ⋃i∈ fJi is an
embedding of HT into HT with every vertex in the image of f being blue. 
Theorem 6.2. LetT be a possibly inﬁnite set of ﬁnite tournaments. ThenHT is indivisible
if and only if for any two orbits X and Y of HT either X can be embedded into Y or Y can
be embedded into X.
Proof. An orbit of HT is a homogeneous structure; see [2]. Hence if X and Y are two
orbits of HT and age(X) ⊆ age(Y ) then X can be embedded into Y . On the other hand if
X can be embedded into Y then the age of X is a subset of the age of Y . Hence X can be
embedded into Y or Y can be embedded into X if and only if bound(Y ) ⊆ bound(X) or
bound(X) ⊆ bound(Y ).
Hence the necessary part of Theorem 6.2 follows from Theorem 4.1 and the sufﬁcient
part of Theorem 6.2 follows from Theorem 6.1. 
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