Both parametric and nonparametric necessary and sufficient optimality conditions are established for a class of nonsmooth constrained optimal control problems with fractional objective functions and linear dynamics. Moreover, using the forms and contents of these optimality principles, four parametric and eight parameter-free duality models are constructed and weak, strong, and strict converse duality theorems are proved. These optimality and duality results contain, as special cases, similar results for fractional optimal control problems containing square roots of positive semidefinite quadratic forms in their objective and constraint functions. The optimality and duality criteria presented in this paper generalize a number of existing results for optimal control problems and subsume a fairly large number of cognate results obtained previously in the areas of finitedimensional linear, fractional, and nonlinear programming. ᮊ 1997 Academic Press
INTRODUCTION
In this paper, we shall establish parametric and nonparametric necessary and sufficient optimality conditions and construct several duality models for the following nonstandard optimal control problem containing arbitrary norms: 
and и
, i g k, are arbitrary norms, and the numerator of the objective
function is nonnegative and its denominator is positive for all state-control Ž . Ž . pairs x, u satisfying the constraints of P . Ž . Ž . Ž . Despite the fact that the functions f ., ., t , yg ., ., t , and h ., ., t , i Ž . i g k, are assumed to be convex, P is not a convex control problem because of the fractional form of its objective function. In fact, under the hypotheses specified above, this function is quasiconvex. However, this Ž . particular feature of P will not enter explicitly into our analysis inasmuch Ž . as our main results for P will be derived with the help of an auxiliary equivalent convex problem.
Ž . Finite-dimensional analogues of P are known as fractional programming problems in the discipline of mathematical programming, and have been the subject of numerous investigations in the past three decades, resulting in a fairly large literature. One of the primary reasons for such an immense interest in these problems appears to be their capability in providing realistic models for some important classes of problems in the areas of operations research, management science, and economics. This ability is due to the fact that in many areas, including resource allocation, transportation, production planning, inventory control, financial management, maintenance and replacement scheduling, and reliability assessment, ratios such as profitrcapital, profitrrevenue, returnrcost, returnrrisk, costrtime, profitrtime, etc., can serve as useful measures of system performance. Proper characterization of the efficiency of these measures often requires optimization of certain ratios which, in turn, gives rise to the formulation of fractional programming problems. In noneconomic situations, problems of this type have arisen in information theory, stochastic programming, numerical analysis, approximation theory, multifacility location theory, decomposition of large-scale mathematical programming problems, and goal programming, among others. For comprehensive surveys and extensive lists of references dealing with several aspects of fractional programming, including modeling properties, actual and potential areas of applications, optimality conditions, duality formulations, sensitivity and stability analysis, and computational algorithms, the reader is referred to w x 1, 7, 8, 10, 11, 13 . In contrast to the status of finite-dimensional fractional programming, it appears that similar infinite-dimensional optimization problems, and especially fractional variational and optimal control problems, have not yet received much attention in the related literature. Some limited results for w x fractional optimal control problems are given in 2, 3, 14, 20 , and some applications of optimality conditions for these problems are discussed in w x 15᎐18 .
In the present study we shall introduce two sets of optimality principles Ž . and twelve duality models for P . The first set of optimality results will be derived in Section 3 by resorting to a Dinkelbach-type parametric ap-Ž . proach whereby the nonconvex problem P is replaced by an equivalent convex problem depending on a certain parameter. Consequently, the optimality conditions obtained via this auxiliary problem are of a parametric nature. Subsequently, we shall obtain our second set of optimality conditions by essentially eliminating this parameter. Utilizing the forms and contents of these optimality results as a basis, we shall formulate in Ž . Section 4 four parametric duality models for P and prove appropriate Ž . duality theorems. We shall continue our discussion of duality for P in Sections 5 and 6 by constructing eight additional parameter-free duality models and proving weak, strong, and strict converse duality theorems. In Section 7 we shall briefly discuss the relevance and applicability of these optimality and duality results to a related class of fractional optimal control problems containing square roots of positive semidefinite quadratic Ž . forms, obtained as a special case of P by taking all the norms to be the l -norm. Finally, in Section 8 we shall briefly point out the possibility of 2 extending the results of this paper to some more general and new optimal control models.
Ž .
Evidently, a salient feature of P is the presence of arbitrary norms. Optimization problems containing norms arise naturally in many areas of the decision sciences, applied mathematics, and engineering. These problems occur most frequently in location theory, approximation theory, and engineering design. A number of references dealing with optimization w x Ž w x . problems involving norms are given in 21 see also 4᎐6, 19 . Because of the fractional form of the objective function and the existence of the terms involving arbitrary norms, the optimality and duality Ž . criteria developed here for P and its special cases, generalize and improve a number of existing results in the area of optimal control theory, w x including those of 6 , and furthermore, subsume the optimal control analogues of a fairly large number of cognate results obtained previously for several classes of finite-dimensional linear, nonlinear, and fractional Ž . programming problems. In particular, P embodies some interesting extensions of the linear-quadratic optimal control problem which is one of the most useful and frequently utilized nonlinear optimal control models.
In view of the prevalence of optimal control models in all disciplines of engineering, operations, management science, and economics, and because of the utility of fractional objective functions in these and other related areas, it is reasonable to expect that in the future many classes of dynamic optimization problems with single fractional, multiple fractional, and generalized fractional objective functions will be utilized with greater frequency which will, in turn, necessitate more systematic investigations of various theoretical and computational aspects of fractional optimal control problems. The results presented in this work may prove useful in stimulating further interest in this vastly unexplored area of optimal control theory.
PRELIMINARIES
As pointed our earlier, this paper consists of essentially two interrelated parts. In the first part, we shall employ an indirect approach and consequently obtain parameter-dependent optimality and duality results via an auxiliary problem. Subsequently, combining these results with a direct method, we shall develop in the second part a number of parameter-free Ž . optimality and duality principles for P . In our parametric approach, we w x shall need a set of optimality conditions given in 6 for the following Ž . special case of P :
where ᑠ assumed to be nonempty is the feasible set of P , that is, 
Then x*, u* is an optimal solution of P1 if and only if there exist
, and * g PWS a, b , i g k, such that the following w x relations hold for all t g a, b :
, with respect to its first and second argu- 
S
In the statement of the above theorem, the argument t of the functions x* and u* was omitted for the sake of notational simplicity. This practice will be continued throughout the sequel.
Because of our assumptions concerning the underlying function spaces Ž . and data of P , the surjectivity property required in Theorem 2.1 is always ensured by the well-known existence theory for linear systems of ordinary differential equations.
OPTIMALITY CONDITIONS
In this section we shall combine Theorem 2.1 with a certain auxiliary problem to obtain a set of necessary and sufficient optimality conditions Ž . for P . The auxiliary equivalent nonfractional problem making our indirect approach possible has the form
where g ᑬ is a parameter. 
1, x*, u* is an optimal solution of EP* where * s x*, u* opti-Ž .. mal value of P . It is clear from our assumptions set forth in the Ž . Ž . description of P that * G 0 and that EP* is a convex problem. Hence by Theorem 2.1, there exist¨*, w*, ␣ *, ␤ *, ␥ *, ␦ *, * i , and
specified above, such that 3.1 ᎐ 3.6 hold. Similarly, the sufficiency part of Ž . the theorem follows from Theorem 2.1 and part b of Lemma 3.1.
We shall next show that the sufficiency part of Theorem 3.1 remains valid under slightly different conditions. For this we need the following generalized Cauchy inequality. 
by 3.4 and 3.6
by the convexity of f ., ., t and yg ., ., t , and nonnegativity of * Ž . Ž . Ž .
by 3.7 and 3.8 Although the proofs of Theorem 3.2 and the sufficiency part of Theorem 3.1 are almost identical, their requirements are essentially different. We shall point out some of the differences between these theorems in the Ž . next section when we propose and discuss two duality models for P which are motivated by the form of the sufficiency conditions specified in these two theorems.
Parameter-free versions of Ž . ␣*, ␤ *, ␦ *, * , and * , i g k, as specified in Theorem 3.1, such that 3.3 , Ž . Ž . w x 3.5 , 3.6 , and the following inequalities hold for all t g a, b :
Ž .
Making use of Theorems 3.3 and 3.4, we shall formulate and discuss Ž . eight parameter-free duality models for P in Sections 5 and 6.
DUALITY MODEL I
Utilizing Theorems 3.1 and 3.2, we next show that the following are dual Ž . problems for P :
DI Maximize
Ž . Ž . subject to 1.1 , 1.4 , and
Ž .
T i t P t xs P t x
, 
T T y ␥ t M t xy␦ t N t u dt
. by the convexity of f ., ., t and yg ., ., t , and nonnegativity of Ž . 3.2, integration by parts, convexity of h ., ., t , i g k, 
by the primal feasibility of x, u , nonnegativity of w t , and 4.7 we have the inequality 
Ž . Ž .
We also have the following converse duality result for P ᎐ DI . 1.1 , 1.4 , 4.1 , 4.2 , 4.4 , 4.5 , 4 .8 , and 
u, t q t P t xq t Q t u dtG0;
Ž . Ž . Ž . Ž . Ž . Ž .
DUALITY MODEL II
The duality models presented in the preceding section were motivated by Theorems 3.1 and 3.2 and consequently are of a parametric nature. In this section we make use of Theorems 3.3 and 3.4 to formulate two Ž . parameter-free duality models for P and prove weak, strong, and strict converse duality theorems. Specifically, we show that the following are Ž . dual problems for P :
where ⌿ and ⌽ are as defined in Theorem 3.3; Ž . Ž . Just as in the case of P ᎐ DI , we now proceed to prove weak, strong, Ž . Ž . and strict converse duality theorems for P ᎐ DII .
Ž . Ž . be arbitrary feasible solutions of P and DII , respecti¨ely. Then
where is the objecti¨e function of DII . by the convexity of f ., ., t and yg ., ., t , and nonnegativity of ⌿ x by the nonnegativity of ⌽ x, u , ⌿ x, u , and w t , Lemma 3.2, and . integration by parts 
Proof. Since
b g x, u, t y M t x y N t u dt Ž . Ž . Ž . H M N a b = f x, u, t q K t x q L t u dt Ž . Ž . Ž . H K L a b y f x, u, t q K t x q L t u dt Ž . Ž . Ž . H K L a b = g x, u, t y M t x y N t u dt Ž . Ž . Ž . H M N a b s ⌿x , u f x,u,t q K t x q L t u dt Ž . Ž . Ž . Ž . H K L ½ a b y f x, u, t q K t x q L t u dt Ž . Ž . Ž . H K L 5 a b y ⌽x , u g x,u,t y M t x y N t u dt Ž . Ž . Ž . Ž . H M N ½ a b y g x, u, t y M t x y N t u dt Ž . Ž . Ž . H M N 5 a b T T G ⌿ x , u ٌ f x, u, t xyx qٌ f x, u, t uyu Ž . Ž . Ž . Ž . Ž . H 1 2 a q K t x q L t u y K t x y L t u dt Ž . Ž . Ž . Ž . K L K L b T T y ⌽ x , u ٌ g x, u, t xyx qٌ g x, u, t uyu Ž . Ž . Ž . Ž . Ž . H 1 2 a y M t x y N t u q M t x Ž . Ž . Ž . M N M qN t u dt Ž . N Ž Ž . Ž . Ž ., u Ž .. and ⌽ x, u b T T s ⌿ x , u y ␣ t K t xyx y␤ t L t uyu Ž . Ž . Ž .Ž . Ž . Ž .Ž . H ½ a q K t x q L t u y K t x y L t u Ž . Ž . Ž . Ž . K L K L k T T T i ÿ t A t q w t ٌ h x, u, t q t P t Ž . Ž . Ž . Ž . Ž . Ž . Ý i 1 i i ½ i s 1 T q D t xyx Ž . Ž . 5 T T q ⌽ x , u y ␥ t M t xyx y␦ t N t uyu Ž . Ž . Ž .Ž . Ž . Ž .Ž . q M t x q N t u y M t x y N t u Ž . Ž . Ž . Ž . M N M N k T T ÿ t B t q w t ٌ h x, u, t Ž . Ž . Ž . Ž . Ý i 2 i ½ is1 T i q t Q t uyu dt by 5.2 and 5.3 Ž . Ž . Ž . Ž . Ž . Ž . i 5 5 b U T G ⌿x , u yK t x ␣ t q ␣ t K t x Ž . Ž . Ž . Ž . Ž . H K K ½ a U T y L t u ␤ t q ␤ t L t uq K t x Ž . Ž . Ž . Ž . Ž . L L K q L t u y K t x y L t u Ž . Ž . Ž . L K L k T T ÿ t A t xyx y w t ٌ h x, u, t xyx Ž . Ž .Ž . Ž . Ž . Ž . Ý i 1 i is1 U T T i i qP t x t y t P t x q¨t D xyx Ž . Ž . Ž . Ž . Ž . Ž . Ž . P i Ž . P i i i U T q ⌽ x , u y M t x ␥ t q ␥ t M t x Ž . Ž . Ž . Ž . Ž . M M U T y N t u ␦ t q ␦ t N t uq M t x Ž . Ž . Ž . Ž . Ž . N N M q N t u y M t x y N t u Ž . Ž . Ž . N M N k T T ÿ t B t uyu y w t ٌ h x, u, t uyu Ž . Ž .Ž . Ž . Ž . Ž . Ý i 2 i is1 U T i i qQ t u t y t Q t u dt Ž . Ž . Ž . Ž . Ž . Q i Ž . Q i i i 5 Ž Ž . Ž . Ž .b T G¨t DxyA t x y B t u Ž . Ž . Ž . H ½ a T y¨t DxyA t x y B t u Ž . Ž . Ž . k T T y w t ٌ h x, u, t xyx qٌ h x, u, t uyu Ž . Ž . Ž . Ž . Ž . Ý i 1 i 2 i i s 1 T T i i y t P t xy t Q t uq P t x q Q t u dt Ž . Ž . Ž . Ž . Ž . Ž . Ž . Ž . Q i P i i i i i 5 Ž Ž . Ž . Ž . Ž . Ž ..
H ½
by the primal feasibility of x, u , convexity of h ., ., t , i g k, and nonneg-
. by the primal feasibility of x, u , nonnegativity of w t , 5.4 , and 5.8 , it follows that 
Proof. This is similar to the proof of Theorem 4.3.
Ž
. Evidently, a prominent feature of DII is the fact that it has the same Ž . objective function as the primal problem P . A dual problem of this type w x was originally formulated in 12 for a linear fractional programming problem. Subsequently, similar dual problems for fractional and other kinds of nonlinear programming problems were proposed in the related literature. The proofs of the weak, strong, and strict converse duality theorems for Ž . Ž .
Ž . EII Maximize
Ž . Ž . P ᎐ EII and P ᎐ EII are almost identical to those of Theorems 5.1᎐5.3, and hence omitted.
DUALITY MODEL III
In this section we discuss two other pairs of parameter-free duality Ž . Ž . models for P . We begin by showing that the following variants of DII Ž . Ž . and DII are dual problems for P :
Ž . Ž . Ž . subject to 5.1 , 5.4 ᎐ 5.9 , and
where ⌽ and ⌿ are as defined in Theorem 3.3 and We next state and prove weak, strong, and strict converse duality Ž . Ž . theorems for P ᎐ DIII .
be arbitrary feasible solutions of P and DIII ,
where is the objecti¨e function of DIII .
Proof.
Since
by the convexity of f . , . , t and yg ., ., t , and nonnegativity of ⌽ x, u Ž .. 
Various classes of finite-dimensional mathematical programming problems containing square roots of positive semidefinite quadratic forms have been investigated and a number of optimality and duality results for these problems have been published in the related literature. In practical situations, these problems have arisen in stochastic programming, multifacility location problems, and portfolio planning, among others. A fairly extensive list of references pertaining to several aspects of these problems is given w x in 21 .
CONCLUDING REMARKS
In this paper we have introduced and discussed parametric and nonparametric necessary and sufficient optimality criteria and several parametric and nonparametric duality models for a class of nonsmooth constrained optimal control problems with fractional objective functions and linear dynamics. Although the results developed here subsume several existing results in the area of optimal control theory and contain the optimal control analogues of a great variety of kindred results obtained previously for various classes of finite-dimensional mathematical programming problems, they are essentially restricted to a particular class of optimal control problems, namely, problems with convex-concave fractional objective functions, convex constraints, and linear dynamics.
Research efforts aimed at extending the results of this paper to more general types of fractional and conventional optimal control problems with nonlinear dynamics and generalized convex functions, and possibly to more general optimal control models such as continuous minmax, multiobjective fractional, and generalized fractional optimal control problems, will constitute worthwhile undertakings.
It appears that at least some of the optimality and duality results of the present study can be generalized for the following two classes of unortho-Ž . dox control problems which contain P and several other problems as special cases: 
