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Le modele markovien reste l'outil analytique de base pour le calcul d'indi-
cateurs de abilite et plus generalement de s^urete de fonctionnement. Cepen-
dant, le modele developpe peut presenter un tres grand nombre d'etats, ce
qui le rend dicilement exploitable. Diverses techniques proposent d'agreger
l'espace d'etat selon des regles qui essaient de conserver au maximum l'in-
formation pertinente. Une question, au moins d'ordre theorique, est de
determiner les conditions initiales d'un modele markovien homogene pour
lesquelles, une fois certains etats regroupes, le modele agrege possede tou-
jours le caractere markovien homogene. Si une telle possibilite existe, on
dit alors que le modele original est faiblement agregeable. Cette question
est relativement ancienne et elle n'a connue de reponse precise que relative-
ment recemment par les travaux de Rubino et Sericola [1] pour un modele
original irreductible. Pour un modele d'un systeme dont certains etats sont
non-reparables, le probleme est traite dans Ledoux et al. [2]. Dans tous ces
travaux, l'objectif essentiel est de parvenir a calculer l'ensemble, note A
M
,
des conditions initiales du modele original qui permettent d'armer que le
modele deduit de l'agregation d'etats est encore markovien homogene. On
montre alors que l'ensemble A
M
represente les vecteurs de probabilite du
c^one polyhedrique
C
M
=
N
\
k=1
C
k
=
N
\
k=1
f  0 = H
[k]
= 0g
ou N est le nombre initial d'etats. Les elements extr^emes du c^one C
M
sont
alors construits de maniere incrementale a partir du calcul des elements
extr^emes du c^one C
1
. Dans Ledoux [3], certains invariants geometriques
d'un modele faiblement agregeable sont mis en evidence. Ces proprietes
permettent aussi bien de generaliser des resultats de [1], [2] ou [4] a des
cha^nes de Markov reductibles que de deriver des caracteristiques spectrales
de la matrice des probabilites de transition du modele original. L'invariant
geometrique important est contenu dans le theoreme suivant.
Theoreme 1. Soit P = fC(1); : : : ; C(M)g une partition en M classes
de l'espace d'etat du modele de matrice des probabilites de transition P . Pour
tout l 2 F = f1; : : : ;Mg, on denit la matrice NM diagonale I
l
= diag(c
i
)
ou c
i
= 1 si i 2 C(l) et 0 autrement.
L'ensemble A
M
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M
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polyhedriques (C
l
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Lorsque la matrice des probabilites de transition est irreductible, quelque
soit la distribution initiale, le modele markovien "atteindra" un regime sta-
tionnaire caracterise par la distribution de probabilite, notee , invariante par
P . Ainsi, s'il existe une certaine distribution initiale  donnant un processus
agrege agr(; P;P) markovien homogene, alors , choisie comme condition
initiale, ore egalement cette possibilite. Ceci montre que tous les proces-
sus agr(; P;P) avec  2 A
M
partagent la m^eme matrice des probabilite de
transition
b
P et que l'ensemble A
M
est convexe. En resume, si A
M
6= ; (resp.
C
M
6= f0g) alors  2 A
M
et plus precisement A
M
(resp. C
M
) contient un
polytope note A

(resp. un c^one C

) qui ne depend que de  et de la partition
choisie. L'objet principal de cette communication est de decrire de maniere
precise en quoi le c^one C
M
peut dierer du c^one C

. Pour obtenir ce resultat,
on utilise directement le fait que agr(; P;P) est markovien homogene si et
seulement si on a l'equivalence du processus agr(; P;P) et de la cha^ne de
Markov (
b
;
b
P ) sur l'espace d'etat F . Si F

designe l'ensemble de toutes les
suites nies d'elements de F , on peut denir la matrice N N suivante :
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Maintenant, considerons le sous-espace vectoriel de R
N
N = f v 2 R
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Theoreme 2. Soit P une matrice irreductible et P une partition de
l'espace d'etat. Pour tout l 2 F , on pose k(l) = Dim(N I
l
). Si A
M
6= ; (i.e
C
M
6= f0g) alors
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Ainsi, le c^one C
M
est necessairement donne par les formules (0.1) et (0.2).
On construit le c^one candidat a partir du calcul des bases des dierents sous-
epaces vectoriels N I
l
. Il ne reste plus qu'a verier que le c^one obtenu satisfait
les proprietes d'invariance du Theoreme 1. Ce dernier point ne pose aucun
probleme une fois les rayons extr^emes du c^one C
M
determines. Si tel est le
cas, la famille de cha^nes originales de matrice P est faiblement agregeable
et l'ensemble A
M
est la trace du c^one sur le simplexe A = f 2 R
N
=  
0 et 1
t
= 1g. Le Theoreme 2 nous fournit les degres de liberte autour
du regime stationnaire, pour le choix d'une condition initiale autorisant une
agregation exacte d'une cha^ne de Markov. En particulier, il caracterise le
cas ou A
M
se reduit a A

= Vect(I
l
; l 2 F ) \ A : si A
M
6= ; alors
A
M
= A

ssi N = f0g:
Cela precise totalement un resultat donne par Peng [4] (dans le cas irre-
ductible) qui decrit la situation ou l'agrege est markovien si et seulement si
il satisfait les equations de Chapman-Kolmogorov.
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