Abstract-Loopy Belief propagation (LBP) is a technique for distributed inference in performing approximate inference on arbitrary graphical models. In this paper, we propose an extended influence diagram with loopy belief propagation technique to solve the advanced decision making problems, especially the multi-criteria decision making (MCDM) in term of uncertain criteria. When a number of nodes is increasing in the network, solving for exact solutions and making optimal decision becomes complicated and time consuming. The belief propagation is an efficient way to solve inference problems by propagating local messages around neighborhoods. In this paper, we will focus on the principle of loopy belief propagation, and its applications in advanced decision making problems. Loopy belief propagation is another choice for solving the advance decision making problem in order to get approximate solution and is selected to present in this paper. A solution is approximated which a high probability action under the preference criteria and high utility. In addition, the comparison between the loopy belief propagation method including other approximated method and the exact methods based on the prediction and the running time is shown in this research.
INTRODUCTION
The Belief propagation algorithm is well studied in the literature and is currently used in order to analyze systems which are modeled by decision support system. The belief propagation algorithm allows us to get the marginal of all variables, with a computational time only in the linear in the number of variables. This algorithm can be used in a vast range of decision making model areas, especially, in Multi Criteria Decision-Making Method (MCDM). This method is about to make preference decisions over the available alternatives based on multiple and conflicting criteria [1] . In previous research, the model of decision-making is complicated because there are a lot of choices to choose from and the people have many factors to be considered while making the decision Therefore, the advance techniques for solving the decision need to be investigate in order to get the optimal solution or the to make the right decision for decision makers.
Bayesian network and Influence diagram (ID) are developed in the field of artificial intelligence (AI) for representing and reasoning under uncertainty. In the model, decision criteria and factors are considered as random variables and represented as node in the network. The network structure associated with conditional probability tables and each node which provide a representation of the joint probability distribution of all variables. There are some algorithms that have been developed for probabilistic inference like probabilistic inference, Bayesian network. This paper focuses on the method for solving advanced decision making problems and presents our current research for developing an approximate algorithm for solving advanced decision making problems.
Nowadays, it appears many algorithms in both exact and approximate, for solving advanced decision making problems. Normally, researchers like to use approximate methods such as Monte Carlo (MCMC) simulation, sampling method, variational method, and so on for solving the decision problems. However, those methods are very complicated and hard to get both exact and approximated solutions. Sallans [12] found that the sampling method and MCMC method is good solution when the number of nodes is increase or in the large the network. However, MCMC and sampling method have a convergence problem and they can apply for a limited in some networks [14] .
In this research loopy belief propagation is proposed for finding the solution to evaluate the advanced decision making problems. It has been used for approximate inference in a wide variety of many model especially in Bayesian network and influence diagram model [14] . The loopy propagation method is compared to others methods in prediction and performance of running time. Therefore, the likelihood weight method, junction tree method and Markov Chain Monte Carlo (MCMC) method are selected for experiment in this paper.
II. BACKGROUND
The advance decision making model becomes more complicated when we cannot find the solutions. To solve these issues, the approximated algorithm has been developed based on loopy belief propagation. There have some approximate algorithms for solving the problems such as sampling, and variational methods. However, these algorithms are still have the problem in term of complexity time when the problem becomes large and complicated.
Advanced decision making refers as MCDM. This model is about to making decisions among multiple criteria. The model of MCDM problem is formed into hierarchy for each alternative is calculated by the following formula:
Once all scores are calculated, the highest score is selected among the overall scores. In the past, many MCDM methods have been developed [3] and the multiple criteria and multiple objectives have been considered to solve the problems. However, there still have some issues that cannot be solved since the current problems are more and more complicated. In the next section, the proposed method to solve the complicated problem is discussed.
III. METHODOLOGY

A.
Influence Diagram An influence diagram (ID) is the way to graphically depicting the relationship between several elements that can affect the results of a decision. ID gives decision makers an understanding of the results of actions they may choose. But, it is only as accurate as the insights the decision makers bring to the situation. The algorithms of ID propagate beliefs and update the beliefs in each node in the network. The way to propagate can be exact algorithms or approximate algorithms. A more detailed about ID can be found in Castillo [4] .
1) Exact Algorithms. Junction tree algorithm is one of the most widely used for exact algorithm. It was developed by Jensen, Lauritzen [5, 6, & 8] . The concept of junction tree is based on a deep analysis of the connections between graph theory and probability theory. It uses an auxiliary data structure called junction tree. It can be constructed along the process of moralization and triangulation [6 & 8] . Construct the junction tree, starting with cliques as the nodes where each link between two cliques is labeled by a separator set. The junction tree states that any path through the junction tree from node X to node Y must contain nodes labeled by cliques containing all vertices Y X ∩ .
2) Approximate Algorithms. This research is about approximate inference in general discrete probabilistic models. Monte Carlo algorithm is the popular approximate algorithm for inference and can handle the complicated problems. This method generates random selected samples of the network. This method has separated in two groups as importance sampling algorithms and Markov Chain Monte Carlo (MCMC) methods.
Jian Another technique is MCMC which belongs to group of stochastic sampling algorithms. This method can approximate the solution by generating independent different sampling. Therefore, it can estimate of value when the approximated solutions compare to the other exact solutions but it is not good for the response time to response the solutions.
The loopy belief propagation can perform well in approximate solutions. Pearl's polytree propagation algorithm is applied to use in this algorithm as can be seen in the following section which is the extended influence diagram with loopy belief propagation.
B.
Extended ID with Loopy Belief Propagation In loopy belief propagation, the belief BEL(x) can be defined a node x in a graph as follows:
BEL(x) = P(x|e) = P(x|e + ,e -)
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Where α is a normalizing value,
, and
where U is a vector of values for m U ,..., U 1 . The X have to send π and λ messages to its' children and parents when BEL(X) is updated. However, i Y 's belief has to be updated based on evidence from i Y and the same for i U . This is done by calculating the messages to send to i Y and i U as follows:
Where β is a normalizing factor and u r is the vector of values for m U ,..., U 1 .Therefore, each node tells its neighbors what it believes, based on prior probability and the belief of its neighbors. For more details of Pearl's algorithm, see [2] .
There are 4 steps for the algorithm: 1. Initial Conditions If X has no parents, initial with the prior:
[ ] 
If beliefs changed, loop on step 2 Firstly, a single loop was considered at a network in loopy belief propagation. The belief will propagate around the loop. The graph with single loop can be found in [5] .
IV. EXPERIMENTS AND RESULTS
This section shows the experimental results: a comparison of exact algorithm and approximated algorithms in term of relative error of prediction and running time. In the experiment and results, we randomly created the number of nodes start from five nodes up to fifty nodes. More than fifty nodes are also investigated but not include in the experiments. The experiments and results can be shown in the graph. Figure 1 shows the performance of prediction in variety number of nodes from 5, 10, …, 50 nodes where we collected in term of the relative error of the prediction in each experiment with the same sample data. We run this experiment with the same problem for four algorithms (loopy belief propagation, MCMC, AIS-BN, and exact algorithm). We found that loopy belief propagation shows the solution that is closed to the exact solution. The figure 2 shows the running time for each algorithm when queries of the solutions in the same decision making problems with four algorithms.
The experiments were run by using exact algorithms (junction tree and likelihood) and approximate algorithm (Loopy Propagation, MCMC, AIS-BN). Some decision making problems were used for the data in the experiments. We created the IDs in three categories where the small-sized (10 nodes), the medium-sized (20 nodes) and large-sized (50 nodes and more). The selected exact algorithms (likelihood weighting and junction tree) and the approximate algorithms (Loopy propagation, MCMC, AIS-BN) were tested by using three groups for prediction and running time. The results can be shown in figure 1 and figure 2 respectively. In figure 1 , the number of nodes represents in the 1 means 10 nodes when run in the experiments. Therefore, we use 100 nodes for testing in our experiments for the good results. In the relative error for prediction, the loopy propagation shows that the relative error is much closed to the exact algorithm in figure 1 when compare with other approximated algorithms. In figure 2 , the exact algorithm shows the best running time for the small-sized network. However, this does not work with large-sized especially when the number of nodes is 35 nodes and up. Therefore, the approximate algorithm is good for the large-sized network in running time test. In our experiments, we conducted the set of tests by randomly generated the different thirty influence diagrams. The assumptions were each of influence diagrams consist only one utility node, many decision nodes, and chance nodes. However, conducting experiments with large network is challenging. On 30 nodes and up random graph, LBP shows a good performance in both prediction and running times.
V. CONCLUSION
The methodology of loopy belief propagation for approximated solution is presented in the paper. The exact methods show a good running time with small-sized network with the exact solutions. However, the exact methods are not suitable with large number of nodes e.g. more than 30 nodes. In this paper, the approximate methods are good performance in running time with a large-sized network but the approximated solutions can only get here. The loopy belief propagation shows a very distinct technique when the networks become large. Therefore, the approximate methods can be a good to solve the advanced decision making problem because the complicated problems are always formed in the large-sized. Finally, loopy belief propagation is not yet fully understood from a theoretical point of view. On very large or complicated problem, we try to work it out in our ongoing research. We hope this method would scale much better.
