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How long can optimal locally repairable codes be?
Venkatesan Guruswami∗ Chaoping Xing† Chen Yuan‡
Abstract
A locally repairable code (LRC) with locality r allows for the recovery of any erased codeword
symbol using only r other codeword symbols. A Singleton-type bound dictates the best possible
trade-off between the dimension and distance of LRCs — an LRC attaining this trade-off is
deemed optimal. Such optimal LRCs have been constructed over alphabets growing linearly in
the block length. Unlike the classical Singleton bound, however, it was not known if such a
linear growth in the alphabet size is necessary, or for that matter even if the alphabet needs to
grow at all with the block length. Indeed, for small code distances 3, 4, arbitrarily long optimal
LRCs were known over fixed alphabets.
Here, we prove that for distances d > 5, the code length n of an optimal LRC over an
alphabet of size q must be at most roughly O(dq3). For the case d = 5, our upper bound
is O(q2). We complement these bounds by showing the existence of optimal LRCs of length
Ωd,r(q
1+1/⌊(d−3)/2⌋) when d 6 r + 2. These bounds match when d = 5, thus pinning down
n = Θ(q2) as the asymptotically largest length of an optimal LRC for this case.
1 Introduction
Modern distributed storage systems have been transitioning to erasure coding based schemes with
good storage efficiency in order to cope with the explosion in the amount of data stored online.
Locally Repairable Codes (LRCs) have emerged as the codes of choice for many such scenarios and
have been implemented in a number of large scale systems e.g., Microsoft Azure [9] and Hadoop [16].
A block code is called a locally repairable code (LRC) with locality r if every symbol in the
encoding is a function of r other symbols. This enables recovery of any single erased symbol in a
local fashion by downloading at most r other symbols. On the other hand, one would like the code
to have a good minimum distance to enable recovery of many erasures in the worst-case. LRCs
have been the subject of extensive study in recent years [7, 6, 15, 17, 10, 12, 5, 14, 18, 19, 3].
LRCs offer a good balance between very efficient erasure recovery in the typical case in distributed
storage systems where a single node fails (or becomes temporarily unavailable due to maintenace
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or other causes), and still allowing recovery of the data from a larger number of erasures and thus
safeguarding the data in more worst-case scenarios.
A Singleton-type bound for locally repairable codes relating its length n, dimension k, minimum
distance d and locality r was first shown in the highly influential work [6]. It states that a linear
locally repairable code C must obey1
d(C) 6 n− k −
⌈
k
r
⌉
+ 2. (1)
Note that any linear code of dimension k has locality at most k, so in the case when r = k the
above bound specializes to the classical Singleton bound d 6 n− k+1, and in general it quantifies
how much one must back off from this bound to accommodate locality.
A linear LRC that meets the bound (1) with equality is said to be an optimal LRC. This work
concerns the trade-off between alphabet size and code length for linear codes that are optimal LRCs.
Initially, the existence of such optimal LRCs and constructions were only known over fields that
were exponentially large in the block length [8, 17].2 In a celebrated paper, Tamo and Barg [18]
constructed clever subcodes of Reed-Solomon codes that yield a class of optimal locally repairable
codes inheriting the field size q ≈ n of Reed-Solomon codes. This shows that one can have optimal
LRCs with a field size similar to that of Maximum Distance Separable (MDS) codes which attain
the classical Singleton bound d = n− k + 1.
One is thus tempted to make an analogy between optimal LRCs and MDS codes. The famous
MDS conjecture says that there are no non-trivial (meaning, distance d > 2) MDS codes with
length exceeding q + 1 where q is its alphabet size, except in two corner cases (q even and k = 3,
or k = q − 1) where the length is at most q + 2. This conjecture was famously resolved in the case
when q is prime by Ball [1].
For optimal LRCs, it was shown that an analogous strong conjecture does not hold [12] for almost
every distance d — using elliptic curves, they gave LRCs length q + 2
√
q (an earlier construction
using rational function fields achieved length q + 1 [10]). A construction of length n ≈ r+1r q was
given for small distances in [20]. Note that all these constructions have length that is at most O(q).
The MDS conjecture makes a very precise statement about the maximum possible length of
MDS codes. An asymptotic upper bound of n = O(q) (in fact even n 6 2q) is much easier to
establish for MDS codes. Given this apparent parallel and the above-mentioned constructions
which don’t achieve code lengths exceeding O(q), one might wonder if the Tamo-Barg result is
asymptotically optimal, in the sense that optimal LRCs must have length at most O(q). Rather
surprisingly, it was not even known if n must be bounded as a function of q at all — that is,
it was conceivable that one could have arbitrarily long optimal LRCs over an alphabet of fixed
size! Indeed, Barg et.al, [2] gave optimal LRCs using algebraic surfaces of length n ≈ q2 when the
distance d = 3 and r 6 4. This then inspired the discovery of optimal LRCs with unbounded length
for d = 3, 4 via cyclic codes [13]. We also include a simple construction of arbitrarily optimal LRCs
for d = 3, 4 over any fixed field size that satisfies q > r + 1.
1The bound in [6] was shown even for a weaker requirement of locality only for the information symbols, but we
focus on the more general all-symbol locality.
2If locality is desired only for the information symbols, then it is easy to construct optimal LRCs over linear-sized
fields using any MDS code via the “Pyramid” construction [8]. As we said, our focus is on LRCs with all-symbol
locality which is more challenging to ensure.
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Our Results. Given this state of knowledge, the natural question that arises is whether there
is any upper bound at all on the length of optimal locally repairable codes (as a function of its
alphabet size). In this paper, we answer this question affirmatively. In fact, we show that as soon as
the distance d > 5, one cannot have unbounded length optimal LRCs (unlike the cases of d = 3, 4).
Below is a statement of our upper bound on the code length of optimal LRCs. To the best of our
knowledge, this is the first upper bound on the length of optimal LRCs.
Theorem 1.1 (Upper bound on code length of LRCs). Let d > 5, and let C be an optimal LRC
with locality r (that meets the bound (1) with equality) of length n > Ω(dr2) over an alphabet of
size q. Then n 6 O(dq3) when d is not divisible by 4, and n 6 O(dq3+4/(d−4)) when 4|d.
Our actual upper bound is a bit better when d ≡ 1 (mod 4) and in particular yields n 6 O(q2)
when d = 5. The technical condition that n is at least Ω(dr2) arises in ensuring that the code
consists of n/(r+1) disjoint recovery groups of size (r+1) each, that together ensure recoverability
with locality r for every codeword symbols. Meanwhile, we have to point out that our bound yields
nothing when d is proportional to n. For this setting, we show another bound that d 6 O(qr),
showing that d cannot be too large for an LRC with small locality r unless the alphabet size is
large. This follows from a combination of the puncturing argument in [4] and the Plotkin bound.
In our second result, we complement the above result on the limitation of LRCs with a con-
struction of super-linear (in q) length for d 6 r + 2.
Theorem 1.2 (Construction of long LRCs). For every r, d with d 6 r + 2, there exist optimal
LRCs of length n > Ωd,r(q
1+1/⌊(d−3)/2⌋).3
Again, to the best of our knowledge, this is the first code achieving super linear length in q
for d > 5. The previous best construction due to [20] achieved a length of
(
r+1
r
)
q for d 6 r + 1.
We establish Theorem 1.2 via a greedy choice of the columns of the parity check matrix. Explicit
constructions of such codes, as well as closing the gap between our upper and lower bounds on code
length, are interesting questions for future work.
Organization of the paper. The paper is organized as follows. In Section 2, we provide some
preliminaries on locally repairable codes. In Section 3, we prove our upper bounds on the length of
optimal LRCs. In Section 4, we present the greedy construction of an optimal LRC with super-linear
length in its alphabet size.
2 Preliminaries
[n] stands for {1, . . . , n}. The floor function and ceiling function of x are denoted by ⌊x⌋ and ⌈x⌉,
respectively. An [n, k, d]q code is a linear code over the field of size q that has length n, dimension
k, and distance d. We now define the local recoverability property of a code formally. We give this
definition in general without assuming linearity, though we restrict our focus to linear codes in this
paper.
Definition 1. Let C be a q-ary block code of length n. For each α ∈ Fq and i ∈ {1, 2, · · · , n},
define C(i, α) := {c = (c1, . . . , cn) ∈ C : ci = α}. For a subset I ⊆ {1, 2, · · · , n} \ {i}, we
3When d = r + 2, it turns out that one cannot achieve bound (1) with equality; so we get codes with d =
n− k − ⌈k/r⌉ + 1 which is the optimal trade-off in this case. For d 6 r + 1 we attain (1) with equality.
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denote by CI(i, α) the projection of C(i, α) on I. For i ∈ {1, 2, · · · , n}, a subset R of {1, 2, . . . , n}
that contains i is a called a recovery set for i if CIi(i, α) and CIi(i, β) are disjoint for any α 6= β,
where Ii = R \ {i}. Furthermore, C is called a locally recoverable code with locality r if, for every
i ∈ {1, 2, · · · , n}, there exists a recovery set Ri for i of size r + 1.
Remark 1. The above definition of recovery sets is slightly different from that of recovery sets
given in literature where i is excluded in the recovery set Ii. The reason why we include i in the
recover set Ri of i is for convenience of proofs in this paper.
For linear codes, which are the focus of this paper, the following lemma establishes a connection
between the locality and the dual code C⊥. The proof is folklore, but we include it for the sake of
completeness.
Lemma 2.1. A subset R of {1, 2, . . . , n} is a recovery set at i of a linear code C over Fq if and
only if there exists a codeword in C⊥ whose support contains i and is a subset of R.
Proof. Let G = (g1, . . . ,gn) ∈ Fk×nq be a generator matrix of C, where gj are column vectors of
length k. Assume that R is a recovery set at i. We prove the claim by contradiction. Suppose that
there exists i ∈ R such that C⊥ contains no codeword whose support contains i and is a subset of
R. This implies that gi is not a linear combination of {gj}j∈R\{i}. Thus, gi 6= 0. If gj = 0 for
all j ∈ R \ {i}, then CR\{i}(i, α) ∩ CR\{i}(i, β) contains the zero vector for α, β ∈ Fq. This is a
contradiction to the definition of recovery sets.
Now assume that not all {gj}j∈R\{i} are the zero vector. Partition R \{i} into two disjoint sets
I and J such that (i) the vectors {gj}j∈I are linearly independent; and (ii) all vectors in {gj}j∈J
are linear combinations of {gj}j∈I . This implies that there exists a matrix A of size |I| × |J | such
that, for every codeword c ∈ C, the projection cJ of c at J is equal to cIA. As gi is not a linear
combination of {gj}j∈R\{i}, it follows that gi is not a linear combination of {gj}j∈I , i.e., gi and
{gj}j∈I are linearly independent. Thus, the set {x({gj}j∈I ,gi) : x ∈ Fkq} is the entire space F|I|+1q .
This implies that, for any α, β ∈ Fq and I ⊂ R \ {i}, both the set CI(i, α) and CI(i, β) are equal
to F
|I|
q . Hence, CR\{i}(i, α) =
{
(u,uA) : u ∈ F|I|q
}
= CR\{i}(i, β). This is a contradiction to the
definition of recovery sets.
The other direction is obvious by the definition.
For a q-ary [n, k, d]-linear LRC with locality r, the Singleton-type bound says
d 6 n− k −
⌈
k
r
⌉
+ 2. (2)
Like the classical Singleton bound, the Singleton-type bound (2) does not take into account the
cardinality of the code alphabet q. Augmenting this result, a recent work [4] established a bound
on the distance of locally repairable codes that depends on q, sometimes yielding better results.
However, in this paper, we specifically refer as optimal LRC a linear code achieving the bound (2).
We now rewrite this bound in a form that will be more convenient to us.
Lemma 2.2. Let n, k, d, r be positive integers with (r + 1)|n. If the Singleton-type bound (2) is
achieved, then
n− k = n
r + 1
+ d− 2−
⌊
d− 2
r + 1
⌋
. (3)
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Proof. Assume that the Singleton-type bound (2) is achieved, i.e., d = n − k − ⌈kr ⌉ + 2. Write
k = ar− b for some integers a > 1 and 0 6 b 6 r− 1. Then d = n− k−a+2 = n− (ar− b)−a+2.
This gives a = nr+1 − d−2−br+1 . This also implies that d−2−br+1 is an integer. Therefore, we must have
d−2−b
r+1 =
⌊
d−2
r+1
⌋
as 0 6 b 6 r − 1. The desired results follows as
d = n− k − a+ 2 = n− k − n
r + 1
+
d− 2 + b
r + 1
+ 2 = n− k − n
r + 1
+
⌊
d− 2
r + 1
⌋
+ 2 .
Remark 2. It turns out that the other direction of Lemma 2.2 is also true if d−2 6≡ r (mod r+1).
3 An Upper Bound on Code Lengths
In this section, we investigate the upper bound on the code lengths of optimal LRCs over a finite
field Fq. For simplicity, we assume that n is divisible by r+1 throughout this section. However, in
Remark 3 and 4, we extend our results to cover the cases when n is not divisible by r+ 1. We end
this section by another upper bound that handles the case d = O(n).
3.1 Justifying the assumption of disjoint recovery sets
We first argue that a r-local LRC with block length n divisible by r + 1 can be assumed, under
modest conditions on the parameters, to contain n/(r+1) disjoint recovery sets that each allow for
recovery of (r+ 1) codeword symbols. This structure will then be helpful to us in upper bounding
the length of LRCs.
We remark that the structure theorem in [6] showed that the information symbols can be
arranged into k/r disjoint groups each with a local parity check, under the assumption that r|k.
However, we seek all-symbol’s locality, and their argument does not directly apply.
Lemma 3.1. Let C be an [n, k, d]q linear optimal LRC with locality r. Then, there exist
n
r+1
disjoint recovery sets, each of size r + 1 provided that
n
r + 1
>
(
d− 2−
⌊
d− 2
r + 1
⌋)
(3r + 2) +
⌊
d− 2
r + 1
⌋
+ 1. (4)
Proof. Put h = d− 2− ⌊d−2r+1⌋. Then n− k = nr+1 + h and h 6 d− 2. Lemma 2.2 implies that the
parity-check matrix of code C must has size ( nr+1 +h)×n. We now construct a parity-check matrix
of C as follows. First, we arbitrarily choose i1 ∈ {1, 2, . . . , n}. By Lemma 2.1, there is a codeword
c1 of C
⊥ such that Supp(c1) contains i1 and has size at most r+1. Put R1 = Supp(c1) and choose
i2 ∈ {1, 2, . . . , n} \ R1. By Lemma 2.1 again, there is a codeword c2 of C⊥ such that Supp(c2)
contains i2 and has size at most r+1. Put R2 = Supp(c1) and choose i3 ∈ {1, 2, . . . , n}\ (R1 ∪R2).
Continue in this fashion to get ℓ codewords ci ∈ C⊥ and Ri = Supp(ci) ⊂ {1, 2, . . . , n} for 1 6 i 6 ℓ
such that R1, R2, . . . , Rℓ are pairwise distinct and ∪ℓi=1Ri = {1, 2, . . . , n}. As c1, c2, . . . , cℓ are
linearly independent, we have nr+1 6 ℓ 6 n− k = nr+1 +h. It is clear that ℓ = nr+1 if and only if the
sets R1, R2, . . . , Rℓ are pairwise disjoint.
We claim that ℓ must be equal to nr+1 . Then our desired result follows. Suppose that this claim
is not true, i.e, ℓ > nr+1+1. Assume that there are a recovery sets with size less than r+1. Since the
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union of R1, . . . , Rℓ is {1, 2, . . . , n} , we have ar+(ℓ−a)(r+1) > n, i.e., a 6 ℓ(r+1)−n. Hence, the
number of (r+1)-sized recovery sets satisfies ℓ−a > n− ℓr > nr+1 −hr. Without loss of generality,
we may assume that R1, . . . , Rℓ1 with ℓ1 =
n
r+1 − hr are of size r + 1. We are going to show that
there are at least b := ⌊d−2r+1⌋+ 1 pairwise disjoint sets, say R1, R2, . . . , Rb, among R1, . . . , Rℓ1 such
that Ri ∩Rj = ∅ for all 1 6 i 6 b and 1 6 j 6 ℓ, j 6= i. Since ∪ℓi=1Ri is {1, 2, . . . , n}, we have
ℓ∑
j=1
|Rj | − |
ℓ⋃
j=1
Rj | =
n∑
α=1
(
ℓ∑
j=1,α∈Rj
1− 1)
If
∑n
j=1,α∈Rj
1 > 1 for some α, we remove all the sets Rj that contain this α. Note that
ℓ∑
j=1
|Rj | − |
ℓ⋃
j=1
Rj | 6
(
n
r + 1
+ h
)
(r + 1)− n = h(r + 1)
This implies that we remove at most 2h(r + 1) sets from R1, . . . , Rℓ1 . Let R1, R2, . . . , Re be the
sets left after this operation. From our argument, we know that if α ∈ Rj for 1 6 j 6 e, then α
does not belong to any other set in R1, . . . , Rℓ. This implies our requirement that Ri ∩Rj = ∅ for
all 1 6 i 6 e and 1 6 j 6 ℓ,j 6= i. It remains to lower bound e. Since we remove at most 2h(r + 1)
sets from R1, . . . , Rℓ1 , we have
e > ℓ1 − 2h(r + 1) = n
r + 1
− h(3r + 2) >
⌊
d− 2
r + 1
⌋
+ 1 = b , (5)
where the inequality in (5) is due to the condition given in (4).
Now let us construct a parity-check matrix H as follows. We take the first ℓ rows to be
c1, c2, . . . , cℓ (note that these vectors are linearly independent). Then extend arbitrarily to an
parity-check matrix H of size (n− k)× n. We reconsider the submatrix H1 of H consisting of the
first b(r + 1) columns. Then it must have the following form
H1 =

v1
v2
...
vb
O
H2

, (6)
where v1, . . . ,vb ∈ Fb(r+1)q , O is a (ℓ− b)× b(r+1) zero matrix and H2 is a ( nr+1 +h− ℓ)× b(r+1)
matrix. Note that b(r+1) > d− 1 and C has minimum distance d. This implies any d− 1 columns
of H1 are linearly independent or equivialently the rank of H1 is at least d − 1. However, the
number of nonzero rows of H1 is at most
b+
n
r + 1
+ h− ℓ 6 b+ h− 1 =
⌊
d− 2
r + 1
⌋
+ 1 + d− 2−
⌊
d− 2
r + 1
⌋
− 1 = d− 2.
The first inequality follows from the assumption ℓ > nr+1 + 1. This contradiction concludes that
ℓ = nr+1 and the desired result follows.
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Remark 3. A similar result is still hold when n is not divisible by r+1. In this case, the minimum
number of recovery sets covering n indices becomes ⌈ nr+1⌉. Let us start from the code meeting the
Singleton-type bound,
d = n− k − ⌈k
r
⌉+ 2 > n− k − k
r
− 1 + 2.
It follows that
k >
r
r + 1
(n− (d− 2)− 1),
and then
n− k 6 n
r + 1
+ d− 2− d− 2
r + 1
+
r
r + 1
.
Since n− k is an integer, we have
n− k 6 ⌈ n
r + 1
⌉+ d− 2− ⌊d− 2
r + 1
⌋.
The fact that the number of recovery sets covering all indices is at least ⌈ nr+1⌉ leads to h =
n− k − ⌈ nr+1⌉ 6 d− 2− ⌊d−2r+1⌋. The rest of the proof is the same.
3.2 Proving the upper bound
In this subsection, we prove Theorem 1.1 (restated more formally below) that gives an upper bound
on the length n of a LRC in terms of its alphabet size q. The parity check view of an LRC will be
instrumental in our argument. We will make use of Lemma 3.1 and the classical Hamming upper
bound on the size of codes as a function of minimum distance to derive our result.
Theorem 3.2. Let C be an optimal [n, k, d]q-linear locally repairable codes of locality r with (r+1)|n
and parameters satisfying the inequality (4) given in Lemma 3.1. If d > 5 and d ≡ a (mod 4) for
some 1 6 a 6 4, then
n =
{
O(dq
4(d−2)
d−a
−1) if a = 1, 2,
O(dq
4(d−3)
d−a
−1) if a = 3, 4.
(7)
In particular, we have n = O
(
dq3+
4
d−4
)
. Furthermore, we have n = O(q2), O(q3), O(q3), O(q4),
O(q2.5) and O(q3) for d = 5, 6, 7, 8, 9, and 10, respectively.
Proof. Again we let n−k = nr+1+h with h = d−2−⌊d−2r+1⌋ 6 d−2. By Theorem 3.1, we know that
there exist ℓ := nr+1 codewords c1, . . . , cℓ of C
⊥ such that the supports Supp(c1), . . . ,Supp(cℓ),
each of size r+1, are pairwise disjoint. Put Ri = Supp(ci). By considering an equivalent code, we
may assume that Ri = {(i − 1)(r + 1) + 1, . . . , i(r + 1)} for i = 1, 2, . . . , ℓ and the projection of ci
at Ri are equal to all-one vector 1 of length r + 1.
The parity-check matrix H has the following form
H =

1 0 · · · · · · · · · 0
0 1 · · · · · · · · · 0
...
...
. . .
. . .
. . .
...
0 0 · · · · · · · · · 1
A
 , (8)
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where A is an h × n matrix over Fq. The submatrix consisting of the first ℓ rows of H is a block
diagonal matrix. Let hi,j be the (i(r + 1) + j)-th column of H, i.e.,
hi,j = (0, . . . , 0︸ ︷︷ ︸
i−1
, 1, 0, . . . , 0︸ ︷︷ ︸
ℓ−i
,vi,j)
T (9)
for some vi,j ∈ Fhq , where T stands for transpose.
Define
h′i,j := hi,j − hi,r+1 = (0, . . . , 0︸ ︷︷ ︸
ℓ
,vi,j − vi,r+1)T
for i ∈ [ℓ] and j ∈ [r]. We claim that any ⌊d−12 ⌋ of h′1,1, . . . ,h′ℓ,r are linearly independent.
Indeed, for any t := ⌊d−12 ⌋ vectors h′i1,j1 , . . . ,h′it,jt and scalars λi1,j1 , . . . , λit,jt ∈ Fq satisfying∑t
k=1 λik,jkh
′
ik,jk
= 0, i.e.,
∑t
k=1 λik,jk(hik ,jk−hik,r+1) = 0, we have
∑t
k=1 λik ,jkhik,jk−
∑t
k=1 λik,jkhik,r+1 =
0.
Note that hi1,j1, . . . ,hik ,jk together with hi1,r+1, . . . ,hik ,r+1 are at most 2t 6 d − 1 distinct
columns of H. It follows that they are linearly independent and thus the coefficient λi1,j1 , . . . , λit,jt
must be all zero.
Moreover, we note that the first ℓ components of h′i,j are all zero for (i, j) ∈ [ℓ]× [r]. We shorten
the vector h′i,j by puncturing its first ℓ coordinates. Denote by h˜i,j the shortened vectors. It is clear
that any ⌊d−12 ⌋ of h˜1,1, . . . , h˜ℓ,r are still linearly independent. Let H2 be the matrix whose columns
consists of h˜i,j for i = 1, . . . , ℓ and j = 1, . . . , r and let C2 be a linear code whose parity-check matrix
is H2. Then C2 is a linear code with length N := n−ℓ = rnr+1 , dimension at least N−h and distance
at least ⌊d−12 ⌋+ 1. We now apply the Hamming bound to C2 =
[
n− ℓ,> n− ℓ− h,> ⌊d−12 ⌋+ 1
]
-
linear code.
Let d = 4d1 + a for some d1 > 1 and 1 6 a 6 4.
Case 1. a = 1 or 2. In this case, we have ⌊d−12 ⌋+ 1 = 2d1 + 1. Applying the Hamming bound
to C2 gives
qN−h 6
qN∑d1
i=1
(N
i
)
(q − 1)i 6
qN(
N
d1
)
(q − 1)d1 6
qN
(Nd1 )
d1(q − 1)d1 ,
i.e., rnr+1 = N 6
d1
q−1 × q
h
d1 = d−a4(q−1) × q
4h
d−a 6
d−a
4(q−1) × q
4(d−2)
d−a . The last inequality follows from the
fact that h 6 d− 2.
Case 2. a = 3 or 4. In this case, we have ⌊d−12 ⌋ + 1 = 2d1 + 2. Deleting the first coordinate
of C2 gives a q-ary [N − 1, N − h,> 2d1 + 1]-linear code. Applying the Hamming bound to
[N − 1, N − h,> 2d1 + 1] gives
qN−h 6
qN−1∑d1
i=1
(N−1
i
)
(q − 1)i 6
qN−1(
N−1
d1
)
(q − 1)d1 6
qN−1
(N−1d1 )
d1(q − 1)d1 ,
i.e., rnr+1 − 1 = N − 1 6 d1q−1 × q
h−1
d1 = d−a4(q−1) × q
4(h−1)
d−a 6 d−a4(q−1) × q
4(d−3)
d−a . In conclusion, we have
n 6

r+1
r × d−a4(q−1) × q
4(d−2)
d−a if a = 1, 2,
r+1
r
(
d−a
4(q−1) × q
4(d−3)
d−a + 1
)
if a = 3, 4.
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The desired result follows.
Remark 4. Let us extend this result to the case n is not divisible by r + 1. From Remark 3,
we obtain ⌈ nr+1⌉ recovery sets R1, . . . , R⌈ nr+1 ⌉ covering all of the n indices. There are at most
(r + 1)⌈ nr+1⌉ − n 6 r indices that belong to more than 1 of these ⌈ nr+1⌉ recovery sets. We first
build the parity-check matrix H whose first ⌈ nr+1⌉ rows are c1, . . . , c⌈ nr+1 ⌉ where ci corresponds to
recovery set Ri. Then, we remove the columns from H whose indices belong to multiple recovery
sets. After removing at most r columns, we apply the same argument to the resulting matrix. It
is thus clear that the same result also holds for the case n is not divisible by r + 1, with a small
adjustment of r in the final upper bound on the code length.
Remark 5. From our proof of Theorem 3.2, one might see why our argument is not applicable
to the optimal LRC with distance less than 5. In our argument, the optimal LRC of distance d is
reduced to a code of distance at least ⌊d+12 ⌋ without locality. If d 6 4, this reduced code might be
the Hamming code whose code length is independent of the alphabet size. That explains the reason
why our argument fails in this scenario. On the other hand, there indeed exists unbounded length
of optimal LRCs of distance d 6 4 [13]. Therefore, our argument reveals the inherent differences of
optimal LRCs with distance less than 5 and above.
Note that Theorem 3.2 says nothing when d is proportional to n. To obtain a meaningful upper
bound in this case, we resort to Theorem 1 in [4].
Theorem 3.3. The minimal distance of optimal LRCs is upper bounded by q r
2+2r+3
r .
Proof. By Theorem 1 in [4], the dimension k, locality r and minimal distance d of optimal LRCs
must obey
k 6 tr + kmax(n− t(r + 1), d) (10)
where kmax(m, e) is the largest dimension of a linear code in F
m
q of distance e, and t is an arbitrary
integer parameter, 0 6 t 6 n/(r + 1).
Pick t to be ⌈n−(1−ε)
qd
q−1
r+1 ⌉ so that n − t(r + 1) 6 (1 − ε) qdq−1 . The Plotkin bound now gives
kmax(n− t(r + 1), d) 6 logq(1/ε). Set ε = 1/q2 and (10) gives that k 6 tr + 2. On the other hand,
the Singleton-type bound says that
k > n− n
r + 1
− d+ 2 + ⌊d− 2
r + 1
⌋ > n− n
r + 1
− d+ 2 + d− 2
r + 1
− 1.
This implies that
r
(
n− (1− 1q2 ) qdq−1
r + 1
+ 1
)
> tr > n− n
r + 1
− d+ d− 2
r + 1
− 1.
Solving this inequality in d gives us
d 6 q
(
r2 + 2r + 3
r
)
.
The following Corollary is an immediate consequence.
Corollary 3.4. Assume that d = O(n) and r is a constant, then the length n of optimal LRCs is
upper bounded by O(q).
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4 Construction of LRCs of super-linear length
To the best of our knowledge, all known constructions of optimal LRCs have block length n 6 O(q)
unless d 6 4. Our upper bound in the preceding section implies that n must be upper bounded
by (roughly) q3. A natural question arises whether there exists optimal LRC with super linear
length in q, e.g, n = Ω(q1+ε) and some constant d > 4. In this section we answer this question
affirmatively, showing such codes for all d 6 r + 2.
When d = r + 2 and r + 1|n, the Singleton-type bound (1) can’t be met [6, Corollary 10]. In
this case, by an optimal LRC we mean a code attaining the trade-off d = n − k − ⌈kr ⌉+ 1. When
n is not divisible by r + 1, by shortening the code, it is still possible to obtain the optimal LRCs.
We leave this discussion to Corollary 4.3 and 4.5.
Before stating our main results, we notice a simple but useful fact, i.e., the locality and minimum
distance of a linear code can be reflected by representing its generator matrix properly. Thus, it is
sufficient to concentrate on the construction of generator matrix. As a warmup, let us begin with
the generator matrix of optimal LRCs with minimum distance 3 and 4.
Theorem 4.1. Assume that d = 3, 4, d−2 6 r and r+1|n, there exist optimal LRCs of arbitrarily
lengths as long as q > r + 1.
Proof. For d = 3, 4, d−2 6 r and r+1|n, the Singleton-type bound implies that n−k = nr+1+d−2.
Since q > r + 1, we let A be a (d− 2)× (r + 1) Vandermonde matrix over Fq such that
A1 =
(
1
A
)
is a (d− 1)× (r + 1) Vandermonde matrix. Define ( nr+1 + d− 2)× n matrix
H =

1 0 · · · 0
0 1 · · · 0
...
...
. . .
...
0 0 · · · 1
A A · · · A

Where 1 and 0 are all-1 and all-0 vectors in Fr+1q , respectively. We partition the columns of
H into nr+1 blocks B1, . . . , B nr+1 such that h ∈ Bi if its i-th component is non-zero. From the
expression of matrix H, it is clear that each column belongs to exactly one block and the columns
in distinct blocks are linearly independent. Moreover, any d − 1 columns in the same block are
linearly independent due to the property of Vandermonde matrix A1. Next we show that any d− 1
columns of H are linearly independent. It suffices to verify this claim for the case d = 4. To see
this, we pick any three columns hi,hj ,ht from H. Nothing needs to prove if these three columns
belong to the same block. We assume that they belong to at least two blocks. Without loss of
generality, ht is in a block that does not contain hi and hj. From above observation, we see that
ht is linearly independent from hi and hj . It is clear hi and hj are linearly independent no matter
whether they belong to the same block or different blocks. Thus, any 3 columns of H are linearly
independent. Let C be the linear code whose parity-check matrix is H. It is clear that C has length
n, dimension k(C) > n − nr+1 − (d − 2) = rn(r+1) − (d − 2), distance d(C) > d and locality r. The
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condition d− 2 6 r leads to ⌈k(C)r ⌉ > nr+1 and thus k(C)+ ⌈k(C)r ⌉ > n− (d− 2). The desired result
follows since d(C) > d > n− k(C)− ⌈k(C)r ⌉+ 2.
Next, we proceed to our main result of this section, the construction of optimal LRCs of super-
linear length for d 6 r+2. Like the case d = 3, 4, it is sufficient to construct a generator matrix of
these codes.
Theorem 4.2. Assume d 6 r + 2 and (r + 1)|n. There exist optimal LRCs of length n =
Ωd,r(q
1+ 1
⌊(d−3)/2⌋ ). In particular, one obtains the best possible length n = O(q2) for optimal LRC of
minimum distance 5 if r > 3 and (r + 1)|n.
Proof. Let n = ηq1+1/⌊(d−3)/2⌋ with some constant η that only depends on d and r, i.e., η =
Ωd,r(1). We will determine η later. It suffices to construct a matrix H and show that the code
C derived from this parity-check matrix is an optimal LRC. Label and order the n coordinates
with (i, j) ∈ [ nr+1 ] × [r + 1], i.e., (i1, j1) precedes (i2, j2) if i1 < i2 or i1 = i2 and j1 < j2. Let
H = (hi,j)(i,j)∈[ n
r+1
]×[r+1] where hi,j ∈ Fn−kq . That means H consists of the columns hi,j for
(i, j) ∈ [ nr+1 ]× [r+1]. We start from h1,1 and determine the value of hi,j column by column in the
above order. In each step, we make sure that the new column hi,j together with any d− 2 columns
preceding the (i, j)-th column are linearly independent. Meanwhile, the matrix H holds the same
form4 as the matrix in (8). If we can achieve both of the conditions, we are done. Define nr+1 blocks
B1, . . . , B n
r+1
such that Bi = {hi,1, . . . ,hi,r+1}. That means we partition the n columns into nr+1
disjoint blocks. Algorithm 1 below gives the iterative method to compute the columns hi,j’s.
Algorithm 1
• For i = 1, . . . , nr+1 , and j = 1, . . . , r + 1, do the following operation.
– Find v ∈ Fn−kq of form (9)5 such that v is linearly independent of any
subset of at most (d− 2) columns hi,j chosen before this step.
– Let v be the (i, j)-th column of H, i.e., hi,j = v.
We justify Algorithm 1 by showing that there always exists such hi,j for any (i, j) ∈ [ nr+1 ]×[r+1].
Assume that we arrive at the (a, b)-th column. If b = 1, the construction is trivial. Let ha,b be a
column vector such that the first nr+1 components except i-th component are zero. Obviously, it
matches the form of Equation 9. The linearly independence is also trivial since the i-th component
of all the columns hi,j for i < a is 0. Otherwise, to simplify our discussion, we assume that the
first d − 2 columns are already found. Since any d − 2 columns prior to the (a, b)-th column are
already linearly independent by our algorithm, it suffices to show that ha,b is linearly independent
from these d−2 columns. To achieve this, we need to check all possible combinations of these d−2
columns. Assume that these d− 2 columns are chosen exactly from t blocks. Obviously, block Ba
must be selected. Otherwise, the same reason for b = 1 implies that ha,b is linearly independent
4The same form is referred to that their distributions of non-zero entry in upper half matrix (matrix lying above
A) are the same, i.e., entry of value 1 and 0 represents the nonzero entry and zero, respectively.
5Only the i-th component out of the first n
r+1
components is nonzero.
10
of these d− 2 columns. Without loss of generality, we assume that these t blocks are B1, . . . , Bt−1
and Ba and there are ij columns picked from block Bj. Then, the submatrix H1 consisting of these
d− 2 columns has the following form:
H1 =

x1 0 · · · 0 0
0 x2 · · · 0 0
...
...
. . .
...
...
0 0 · · · xt−1 0
...
...
. . .
...
...
0 0 · · · 0 xa
...
...
. . .
...
...
A1

where xi ∈ Fijq and A1 is a (d − 2) × (d − 2) matrix. If any Bj , j = 1, 2, . . . , t − 1, contains only
one column, then that column is linearly independent of the rest of the d − 3 columns and ha,b,
and therefore can be removed from consideration. Thus we may assume that there are at least
two columns chosen in each block except block Ba. Thus, t is at most ⌊d−12 ⌋. Recall that our goal
is to ensure that ha,b is linearly independent of these at most d − 2 columns in total chosen from
the blocks B1, . . . , Bt−1. Given the t blocks and the d − 2 columns chosen from them, we count
the number of bad ha,b which are linear combinations of these d − 2 columns. If the number of
such linear combinations is smaller than the size of the whole space of possible choices of ha,b, we
are done. To achieve this, we need to determine the maximal subspace V spanned by these d− 2
columns such that all the vectors in V has the same form as the vector ha,b, i.e., the first
n
r+1
components except a-th component are zero.
For block Bj with j 6= a, by the expression of matrix H1, the ij columns of Bj created a ij − 1-
dimensional subspace where the first nr+1 components of all the vectors are 0. That means, block
Bj for j 6= a contributes ij − 1 linearly independent vectors to the maximal subspace V . For block
Ba, it contributes at most ia linearly independent vectors to the maximal subspace V . It follows
that the dimension of V is at most
∑t−1
i=1(ij − 1) + ia = d − 1 − t. This implies that there are at
most qd−1−t ha,bs lying in the space spanned by these d− 2 columns.
It remains to count the number of distinct d− 2 column sets. Note that Ba is always selected.
Thus, we only have at most
(
a−1
t−1
)
6
( n
r+1
t−1
)
6 ( nr+1)
t−1 combinations of these t blocks. After
fixing these t blocks, there are at most (t(r + 1))d−2 ways to pick d − 2 columns from these t
blocks due to the fact that these t blocks contain only t(r + 1) columns. In total, there are at
most (t(r + 1))d−2( nr+1 )
t−1 ways to pick d − 2 columns that precede the (i, j)-th column. Each
combination contributes to at most qd−1−t bad ha,b. Thus, the number of bad ha,b are upper
bounded by
⌊ d−1
2
⌋∑
t=1
(
t(r + 1)
)d−2( n
r + 1
)t−1
qd−1−t 6
(q(d− 1)(r + 1)
2
)d−2 ⌊ d−12 ⌋∑
t=1
( n
q(r + 1)
)t−1
6
(q(d− 1)(r + 1)
2
)d−2(d− 1
2
)( n
q(r + 1)
)⌊ d−3
2
⌋
.
The first inequality is due to t 6 d−12 and the last inequality is due to n > q(r + 1). Plug n =
11
ηq
1+ 1
⌊(d−3)/2⌋ into the formula. This number is upper bounded by qd−1(d−1)d−1(r+1)(d−2)/2η⌊(d−3)/2⌋;
by picking η small enough as a function of d, r we can ensure this quantity is at most qd−1/2.
On the other hand, according to Algorithm 1, the a-th component of ha,b should be nonzero.
Moreover, the first nr+1 components except a-th component are all zero. That means, the whole
space of ha,b is of size q
d−1−qd−2 > 12qd−1. Thus, there always exists ha,b satisfying our algorithm’s
requirement.
We are almost done. Let C be the code whose parity-check matrix is H. It is clear that C has
locality r. Since any d−1 columns of H are linearly independent, C has minimum distance d(C) at
least d. BecauseH has nr+1+d−2 rows, the dimension of C is k(C) > n− nr+1−(d−2) = rnr+1−(d−2).
This implies
k(C)
r
>
n
r + 1
− d− 2
r
We divide it into two case.
• If d− 2 < r, the condition r+1|n implies
⌈
k(C)
r
⌉
>
n
r+1 and thus k(C) +
⌈
k(C)
r
⌉
> n− d+2.
It follows that
d(C) > d > n− k(C)−
⌈
k(C)
r
⌉
+ 2.
Thus, C is an optimal LRC. We are done.
• If d−2 = r, the condition r+1|n implies
⌈
k(C)
r
⌉
>
n
r+1−1 and thus k(C)+
⌈
k(C)
r
⌉
> n−d+1.
It follows that
d(C) > d > n− k(C)−
⌈
k(C)
r
⌉
+ 1.
C is still an optimal LRC because there does not exist LRC reaching the Singleton-type
bound.
Next, we extend this theorem to the case n is not divisible by r + 1 and d 6 r + 2.
Corollary 4.3. Assume n ≡ a (mod r + 1) and a > d − 1. There exists optimal LRC of length
n = Ωd,r(q
1+ 1
⌊(d−3)/2⌋ ). In particular, one obtains the best possible length n = O(q2) for optimal
LRC of minimum distance 5 if n (mod r + 1) > 4.
Proof. Let N be the smallest integer that N > n and r+1|N , i.e., N = n+ r+1−a. We construct
the parity-check matrix H by running Algorithm 1. By Theorem 4.2, H is an ( Nr+1 + d − 2) × N
matrix and any d−1 columns of H are linearly independent. We remove the last N −n = r+1−a
columns from H and denote the resulting matrix by H1. Let C be the linear code derived from
parity-check matrix H1. Then, C has length n, minimal distance d(C) > d, locality r and dimension
k(C) > n− Nr+1 − (d− 2) = rNr+1 − r + (a− d+ 1), so that
k(C)
r
>
N
r + 1
− 1 + a− (d− 1)
r
.
As a− (d−1) > 0, this gives us
⌈
k(C)
r
⌉
>
N
r+1 and thus k(C)+
⌈
k(C)
r
⌉
> n− (d−2). It follows that
d(C) > d > n− k(C)−
⌈
k(C)
r
⌉
+ 2
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Thus, C is an optimal locally repairable code.
Under some reasonable assumption, the LRCs that are slightly away from the Singleton-type
bound might be optimal.
Lemma 4.4. [11, Theorem III.3] Assume that C has ⌈ nr+1⌉ disjoint recovery sets, a linear code
C with length n = a mod r + 1, a 6= 0, 1 and dimension either k mod r > a or r|k must obey that
d 6 n− k − ⌈kr ⌉+ 1.
With the help of this lemma, we can extend the optimality of the shortened LRCs in Corol-
lary 4.3 to cover almost all the parameters for d 6 r + 2.
Corollary 4.5. Assume n ≡ a (mod r + 1) and a 6= 1. There exists optimal LRC of length
n = Ωd,r(q
1+ 1
⌊(d−3)/2⌋ ).
Proof. It suffices to consider the case that a 6 d− 1 as Corollary 4.3 already covers the rest of the
case. The construction of the optimal LRCs is the same as that in Corollary 4.3. It is easy to check
that such code C satisfies
d(C) > n− k(C)− ⌈k(C)
r
⌉+ 1, (11)
no matter what value a takes. To see the optimality of this code, it suffices to check whether k(C)
meets the condition of Lemma 4.4. We divide it into two cases. We first consider a < d−1. Observe
that the equality in (11) indicates k(C) = n− Nr+1 − (d− 2) = rNr+1 − (N − n+ d− 2). This implies
k(C) ≡ −(r + 1− a+ d− 2) ≡ a− d+ 1 + r (mod r)
due to N = n + r + 1 − a and a < d − 1. The desired result follows from k(C) (mod r) ≡
a− d + 1 + r > a. We turn to the second case a = d − 1. In this case, the similar argument leads
to k(C) ≡ −(r + 1 − a+ d− 2) ≡ −(1 − a + d − 2) ≡ 0 (mod r). The desired result follows from
the fact that r|k(C).
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