In this paper we derive solutions for the nonlinear Lane-Emden type of equations with iterative methods, Daftardar-Jafari Method (DJM), Adomian Decomposition Method (ADM) and Differential Transformation Method (DTM). The difficulty of Lane-Emden type of equations for implementing these iterative methods is due to the singularity at . We compare the efficiency of DJM -which is the authentic part of the paper -with ADM and DTM in solving the nonlinear, singular, initial value Lane-Emden type of equations.
I. INTRODUCTION
Lane-Emden equations are singular initial value problems that arise in the study of stellar structures. In this paper we consider Lane-Emden equations of the first kind; (1) and Lane-Emden equations of the second kind; 
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Lane -Emden equation of the first kind can be solved analytically for , for the remaining values of numerical methods need to be applied [13] . There are some decomposition methods in literature that have been proposed to solve nonlinear problems without simplifying the original problem.
ADM, DTM and DJM have been shown to solve effectively and accurately large class of linear and nonlinear equations [1, 2, 3] . In literature first and second kind of Lane-Emden equations have been studied with ADM and DTM [5, 6, 7, 8, 9] , but not with DJM so far.
In this paper we investigate the efficiency of DJM compared with ADM and DTM applied both to first and second kind of Lane-Emden equations through two numerical examples.
The paper is organized as Section 2 to illustrate briefly the theory of DJM, ADM and DTM, Section 3 to show the application of these 3 methods to two numerical problems and analysis of the results, and Section 4 to give a discussion and conclusion.
II.THEORY OF METHODS

Daftardar-Jafari Method (DJM). Let
where might be a nonlinear operator and is a known function. DJM decomposes the solution into series as (4) With the series expansion (4), nonlinear operator in (3) can be decomposed as
From (4) and (5), (3) can be rewritten as
DJM considers and , and obtain the remaining terms by the following recurrence relation;
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This yields (8) From this can be written as follows (9) It is shown that if is a contraction operator then converges absolutely and uniformly to the unique in view of Banach fixed point theorem [4] . The practical solution will be the k-term approximation to .
(10) (11) where is the highest order linear differential operator ( ; with invertibility assumption), is the remainder linear operator and is the nonlinear operator and is any function. By applying the inverse operator we get the following (12) where for initial value problems the inverse operator is conveniently defined as the n-fold definite integration operator from to . ADM decomposes the solution into a series (13) Then (14) As N is a nonlinear operator, can not be evaluated as . ADM replaces with a series of "Adomian" polynomials ( ) which are generated for the particular nonlinearity of the operator . Thus we have 
Adomian Decomposition Method (ADM). Let
Where is the v th derivative of the nonlinear term evaluated at and is the function defined in [1] . and are calculated as given below
Convergence of has been shown based on the assumption that nonlinear operator is a contraction in Banach space [10] .
Using (18) following recursive relation is obtained (20) As is calculated from the initial conditions and depends only on we can find all and respectively.
The practical solution will be the k-term approximation to . 
then the series converges when for all [11] By the same ratio test, domain of convergence can also be determined as the interval where each α n is less than 1 [12] . The fundamental operations of DTM performed at x = 0 is shown in Table 1 . Exact solution is [13] .
Differential Transformation Method (DTM
Solving with ADM:
To interpret the equation in operator form in a way to rescue from the singularity at we define the operator as follows as shown in [5] ; So (27) can be interpreted as (28) Conveniently we define the inverse operator Applying to (28) we obtain;
Taking into consideration the initial values and series expansion of we obtain the following recursive relation with .
for where the are the Adomian polynomials for the nonlinear term .
The ADM solution for the first 13 terms of is as follows;
182
We now check the region of convergence of this solution by the ratio test defined in (2.20) through the first 12 terms of the series. We are looking for the upper limit of that make all ( ).
As shown on the graph upper limit of gets almost steady starting from 8 th term which means the upper limit of the region of convergence will not be less than 1.5.
Graph of the exact solution and Adomian solution
is shown below in the region of convergence ; Solving with DTM:
To remove singularity at both sides of (27) We use the same inverse operator as used in ADM solution.
(33)
By applying the DJM on (34) we get the following
where from the initial conditions we have . and are shown below, and remaining are found recursively.
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The graph of DJM solution for the 6 terms of ( ) is as follows;
Example 2. Lane-Emden equation of second kind;
With initial conditions and yˈ(0) = 0.
Exact solution is
Solving with ADM:
We use the same operator and the inverse operator used in the first example
) for where the are the Adomian polynomials for the nonlinear term .
The ADM solution for the first 13 terms of ) is as follows
For the convergence region of the series y we check the upper limit of the domain that ensure for each by the ratio test defined at (2.20).
As shown on the graph upper limit of gets steady at the value 1 starting from the 8 th term which means the upper limit of the region of convergence will be around 1.0.
Graph of exact solution and Adomian solution is shown below for ;
We see on this graph that the series solution is not a good approximation to the exact solution when is out of region of convergence as stated above ( ) Solving with DTM:
To overcome the singularity at both sides of (36) is multiplied by , obtaining Table 1 does not include the differential transformation of functions in the form of . This transformation can be handled by using Maclaurin series expansion of where α is a scalar.
(41)
We define whose differential transform is and whose differential transform is .
We then apply differential transformation to (41)
where from the initial conditions we have , and .
is derived from the following illustration of again with the initial conditions of and and . As seen s depend only on s with .
is derived from the similar illustration of .
With these and and initial conditions, (42) can be solved for each k up to the desired approximation term.
The DTM solution for the 19 terms of ( ) is found as Solving with DJM:
We use the same operator and used in the first example.
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By applying DJM we obtain the following recurrent relation
With from the initial conditions.
Integral in (45) can`t be solved analytically for .
However we can use Maclaurin series expansion of by agreeing with the truncation error which would definitely converge to zero as the number of the series terms ( ) increase. So (45) can be rewritten as follows (46) For the practical solution we take n as a finite number. Using (46) we get The DJM solution for 21 terms of ( ) is as follows
IV.CONCLUSION
We analyzed 3 iterative methods for solving singular nonlinear Lane-Emden equations. As can easily be seen from solution plots Lane-Emden equation of first kind is solved very effectively with all ADM, DTM and DJM. Second kind Lane-Emden equation can be solved by ADM and DTM directly whereas DJM requires to use the series expansion of the exponential nonlinear term. We also find out second kind Lane-Emden equation with the exponential nonlinear term can be approximated within a narrower convergence region compared with the first kind equation.
