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Abstract
We examine a pair of Rogers–Ramanujan type identities of Lebesgue, and give polynomial
identities for which the original identities are limiting cases. The polynomial identities turn out
to be q-analogs of the Pell sequence. Finally, we provide combinatorial interpretations for the
identities.
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1. Introduction
The following two series-product identities were published by Lebesgue [11] in 1840.
See also Andrews [5].
∞∑
j=0
(−1; q)jq j( j+1)=2
(q; q)j
=
∞∏
j=0
1 + q2j+1
1− q2j+1 ; (1.1)
∞∑
j=0
(−q; q)jq j( j+1)=2
(q; q)j
=
∞∏
j=1
1− q4j
1− qj ; (1.2)
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where
(a; q)j =
j−1∏
k=0
(1− aqk)
and
(a; q)∞ =
∞∏
k=0
(1− aqk):
Slater reproved these identities and included them in her list of 130 identities of the
Rogers–Ramanujan type [13, p. 152, Eqs. (12) and (8), respectively].
In order to gain increased combinatorial insight, we will give Gnite versions of
(1.1) and (1.2), i.e. polynomial identities for which (1.1) and (1.2) are limiting
cases. It turns out that q-trinomial coeHcients, which were discovered by Andrews
and Baxter [6], are central to understanding the polynomial identities we
provide.
In Section 2, we provide a brief introduction to q-trinomial coeHcients, along with
statements of results which we will require in subsequent sections. In Section 3, we
present and prove the polynomial identities for which (1.1) and (1.2) are limiting
cases, and show how (1.1) and (1.2) follow as corollaries of the polynomial identities.
In Section 4, we provide combinatorial interpretations of the polynomial identities in
the case q=1. In Section 5, we prove partition theorems related to the Lebesgue
identities.
2. Background material
Consider the polynomial (1 + x + x2)n. By expansion, we Gnd
(1 + x + x2)n =
∞∑
j=−∞
(
n
j
)
2
xj+n; (2.1)
where (
n
j
)
2
=
∑
h=0
(−1)h
(
n
h
)(
2n− 2h
n− j − h
)
: (2.2)
These
(
n
j
)
2
are called trinomial coe:cients (not to be confused with the coeHcients
which arise in the expansion of (x + y + z)n, which are also often called trinomial
coeHcients).
In contrast to the binomial coeHcients which seem to have only one useful
q-analog, namely the Gaussian polynomials [AB ]q, the trinomial coeHcients have
several important q-analogs, of which two will be required for our present
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purposes:
T0(m;A; q) :=
m∑
j=0
(−1) j
[
m
j
]
q2
[
2m− 2j
m− A− j
]
q
; (2.3)
T1(m;A; q) :=
m∑
j=0
(−q) j
[
m
j
]
q2
[
2m− 2j
m− A− j
]
q
; (2.4)
where
[
A
B
]
q
:=
{
(q; q)A(q; q)−1B (q; q)
−1
A−B if 06B6A;
0 otherwise:
Note that the DeGnitions (2:3) and (2:4) are due to Andrews and Baxter [6, p. 299,
Eqs. (2:8) and (2:9)].
The following Pascal triangle type relationship is easily deduced from (2.1):
(
n
j
)
2
=
(
n− 1
j − 1
)
2
+
(
n− 1
j
)
2
+
(
n− 1
j + 1
)
2
: (2.5)
We will require the following q-analogs of (2.5), which are due to Andrews and
Baxter [6, pp. 300–301, Eqs. (2:16) and (2:19), respectively]: For m¿ 1,
T1(m;A; q) = T1(m−1; A; q) + qm+AT0(m−1; A+1; q) + qm−AT0(m−1; A−1; q); (2.6)
T0(m;A; q) = T0(m−1; A−1; q) + qm+AT1(m−1; A; q) + q2m+2AT0(m−1; A+1; q): (2.7)
The following identity of Andrews and Baxter [6, p. 301, Eq. (2:20)], which reduces
to the tautology “0=0” in the case where q=1 is also useful:
T1(m;A; q) − qm−AT0(m;A; q) − T1(m;A+1; q) + qm+A+1T0(m;A+1; q) = 0: (2.8)
From (2.1), it is easy to deduce the symmetry relationship
(
n
−j
)
2
=
(
n
j
)
2
: (2.9)
The two q-analogs of (2.9) are
T0(m;−A; q) = T0(m;A; q) (2.10)
and
T1(m;−A; q) = T1(m;A; q): (2.11)
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Note also the asymptotics of T1(m;A; q) (Andrews and Baxter [6, p. 310, Eq. (2:51)]):
lim
m→∞T1(m;A; q) =
(−q2; q2)∞
(q2; q2)∞
: (2.12)
We will use the following corollaries of the q-binomial theorem; see e.g.
Andrews et al. [7, p. 488, Corollary 10:2:2], or Andrews [2, p. 36, Theorem 3:3].
n∑
j=0
[
n
j
]
q
(−1) jq j( j−1)=2t j = (t; q)n; (2.13)
∞∑
j=0
[
n+ j − 1
j
]
q
t j =
1
(t; q)n
: (2.14)
We also require Jacobi’s Triple Product Identity (see, e.g. Andrews [2, p. 21, Theorem
2:8] or Andrews et al. [7, p. 497, Theorem 10:4:1]): For z =0 and |q|¡1,
∞∑
j=−∞
z jq j
2
= (−zq; q2)∞(−q=z; q2)∞(q2; q2)∞: (2.15)
3. Finite versions of a pair of series-product identities of Lebesgue
We restate the Lebesgue identites (1.1) and (1.2):
∞∑
j=0
(−1; q)jq j( j+1)=2
(q; q)j
=
∞∏
j=0
1 + q2j+1
1− q2j+1 ; (1.1)
∞∑
j=0
(−q; q)jq j( j+1)=2
(q; q)j
=
∞∏
j=1
1− q4j
1− qj : (1.2)
In [12, p. 64, Eq. (6:2)], Santos conjectured a Gnite form of (1.1), which we now
present as a theorem. (Note that this identity is deducible from an identity of Berkovich
et al. [9, p. 805, Eq. (2:34)].)
Theorem 1. For all nonnegative integers n,
n∑
j=0
j∑
k=0
q( j
2+j+k2−k)=2
[
j
k
]
q
[
n− k
j
]
q
=
n+1∑
j=−n−1
(−1) jq2j2T1(n+1;4j+1;√q): (3.1)
Proof. Let Pn(q) denote the polynomial on the LHS of (3.1). Let
f(q; t) :=
∞∑
n=0
Pn(q)t n:
J.P.O. Santos, A.V. Sills / Discrete Mathematics 257 (2002) 125–142 129
Then
f(q; t) =
∞∑
n=0
t n
n∑
j=0
j∑
k=0
q( j
2+j+k2−k)=2
[
j
k
]
q
[
n− k
j
]
q
=
∞∑
n=0
t n
∞∑
j=0
∞∑
k=0
q(
j+1
2 )+(
k
2 )
[
j
k
]
q
[
n− k
j
]
q
=
∞∑
j=0
∞∑
k=0
∞∑
l=0
t j+k+lq(
j+1
2 )+(
k
2 )
[
j
k
]
q
[
l+ j
j
]
q
=
∞∑
j=0
{ ∞∑
k=0
[
j
k
]
q
(−1)kq( k2 )(−t)k
}{ ∞∑
l=0
[
j + l
l
]
q
tl
}
qj( j+1)=2t j
=
∞∑
j=0
(−t; q)jt jq j( j+1)=2
(t; q)j+1
by (2:13) and (2:14):
Also,
f(q; t) =
1
1− t +
∞∑
j=1
(−t; q)jt jq j( j+1)=2
(t; q)j+1
=
1
1− t +
∞∑
j=0
(−t; q)j+1t j+1q( j+1)( j+2)=2
(t; q)j+2
=
1
1− t +
(1 + t)(tq)
1− t f(q; tq):
Thus,
(1− t)f(q; t) = 1 + (tq+ t2q)f(q; tq);
and so
P0(q) = 1; P1(q) = 1 + q; (3.2)
Pn(q)− (1 + qn)Pn−1(q)− qn−1Pn−2(q) = 0 for n¿2: (3.3)
Therefore, in order to prove the theorem, it is suHcient to show that the RHS of (3.1)
satisGes the initial conditions (3.2) and the recurrence (3.3).
We shall demonstrate that the RHS of (3.1) satisGes the recurrence (3.3) by substi-
tuting it into the LHS of (3.3) and showing that it simpliGes to 0.
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∞∑
j=−∞
(−1) jq2j2T1(n+1;4j+1;√q) −
∞∑
j=−∞
(−1) jq2j2T1(n;4j+1;√q)
−
∞∑
j=−∞
(−1) jq2j2+nT1(n;4j+1;√q) −
∞∑
j=−∞
(−1) jq2j2+n−1T1(n−1;4j+1;√q):
Expand the Grst term by (2.6):
=
∞∑
j=−∞
(−1) jq2j2T1(n;4j+1;√q) +
∞∑
j=−∞
(−1) jq2j2+2j+(n=2)+1T0(n;4j+2;√q)
+
∞∑
j=−∞
(−1) jq2j2−2j+(n=2)T0(n;4j;√q) −
∞∑
j=−∞
(−1) jq2j2T1(n;4j+1;√q)
−
∞∑
j=−∞
(−1) jq2j2+nT1(n;4j+1;√q) −
∞∑
j=−∞
(−1) jq2j2+n−1T1(n−1;4j+1;√q):
In the above, the Grst term cancels the fourth. Next, apply (2.10) to the
second term, then apply (2.7) to the second and third terms and (2.6) to the
Gfth:
=
∞∑
j=−∞
(−1) jq2j2+2j+ n2+1T0(n−1;−4j−3;√q) +
∞∑
j=−∞
(−1) jq2j2+nT1(n−1;−4j−2;√q)
+
∞∑
j=−∞
(−1) jq2j2−2j+32 n−1T0(n−1;−4j−1;√q)
+
∞∑
j=−∞
(−1) jq2j2−2j+ n2 T0(n−1;4j−1;√q)
+
∞∑
j=−∞
(−1) jq2j2+nT1(n−1;4j;√q) +
∞∑
j=−∞
(−1) jq2j2+2j+32 nT0(n−1;4j+1;√q)
−
∞∑
j=−∞
(−1) jq2j2+nT1(n−1;4j+1;√q) +
∞∑
j=−∞
(−1) jq2j2+2j+32 n+12 T0(n−1;4j+2;√q)
−
∞∑
j=−∞
(−1) jq2j2−2j+32 n− 12 T0(n−1;4j;√q) −
∞∑
j=−∞
(−1) jq2j2+n−1T1(n−1;4j+1;√q):
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The Gfth, sixth, seventh, and ninth terms sum to 0 by (2:8). Also by (2:8), the second,
third, and eighth terms sum to q2j
2+nT1(n−1;4j+1;√q), leaving
=
∞∑
j=−∞
(−1) jq2j2+2j+(n=2)+1T0(n−1;−4j−3;√q)
+
∞∑
j=−∞
(−1) jq2j2−2j+(n=2)T0(n−1;4j−1;√q)
−
∞∑
j=−∞
(−1) jq2j2+n−1T1(n−1;4j+1;√q)
+
∞∑
j=−∞
(−1) jq2j2+nT1(n−1;4j+1;√q):
In the above, replace j by −j in the Grst term, then expand the Grst and second terms
by (2.7) and the third and fourth terms by (2.6):
=
∞∑
j=−∞
(−1) jq2j2−2j+(n=2)+1T0(n−2;2−4j;√q)
+
∞∑
j=−∞
(−1) jq2j2−4j+n+2T1(n−2;3−4j;√q)
+
∞∑
j=−∞
(−1) jq2j2−6j+32 n+3T0(n−2;4−4j;√q)
+
∞∑
j=−∞
(−1) jq2j2−2j+(n=2)T0(n−2;4j−2;√q)
+
∞∑
j=−∞
(−1) jq2j2+n−1T1(n−2;4j−1;√q) +
∞∑
j=−∞
(−1) jq2j2+2j+32 n−2T0(n−2;4j;√q)
−
∞∑
j=−∞
(−1) jq2j2+n−1T1(n−2;4j+1;√q) −
∞∑
j=−∞
(−1) jq2j2+2j+32 n−1T0(n−2;4j+2;√q)
−
∞∑
j=−∞
(−1) jq2j2−2j+32 n−2T0(n−2;4j;√q) +
∞∑
j=−∞
(−1) jq2j2+nT1(n−2;4j+1;√q)
+
∞∑
j=−∞
(−1) jq2j2+2j+32 nT0(n−2;4j+2;√q) +
∞∑
j=−∞
(−1) jq2j2−2j+32 n−1T0(n−2;4j;√q):
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After replacing j by j + 1 in the second term and third terms, the second term can-
cels the tenth, and the third cancels the twelth. After replacing j by −j and apply-
ing (2.11) to the Gfth term, the Gfth cancels the seventh. Also, the sixth cancels the
ninth:
=
∞∑
j=−∞
(−1) j(1 + q)q2j2−2j+(n=2)T0(n−2;4j−2;√q)
+
∞∑
j=−∞
(−1) j(1− q)q2j2+2j+32 n−1T0(n−2;4j+2;√q)
=
∞∑
j=−∞
(−1) j(1 + q+ qn−1 − qn)q2j2+2j+(n=2)T0(n−2;4j+2;√q)
=
∑
j even(=2k)
(−1) j(1 + q+ qn−1 − qn)q2j2+2j+(n=2)T0(n−2;4j+2;√q)
+
∑
j odd(=2k−1)
(−1) j(1 + q+ qn−1 − qn)q2j2+2j+(n=2)T0(n−2;4j+2;√q)
=
∞∑
k=−∞
(1 + q+ qn−1 − qn)q8k2+4k+(n=2)T0(n−2;8k+2;√q)
−
∞∑
k=−∞
(1 + q+ qn−1 − qn)q8k2−4k+(n=2)T0(n−2;8k−2;√q)
= 0:
The above string of equations, combined with the easily checked initial
conditions (3.2)
1∑
j=−1
(−1) jq2j2T1(1;4j+1;√q) = 1 = P0(q);
2∑
j=−2
(−1) jq2j2T1(2;4j+1;√q) = 1 + q = P1(q);
establishes the theorem.
Note that the Grst Lebesgue identity (1.1) now follows as an easy corollary of
Theorem 1.
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Corollary 2. For |q|¡1,
∞∑
j=0
(−1; q)jq j( j+1)=2
(q; q)j
=
∞∏
j=0
1 + q2j+1
1− q2j+1 :
Proof. First, we take the limit of the RHS of (3.1).
lim
n→∞
n+1∑
j=−n−1
(−1) jq2j2T1(n+1;4j+1;√q)
= lim
n→∞
∞∑
j=−∞
(−1) jq2j2T1(n+1;4j+1;√q)
= (q2; q4)2∞(q
4; q4)∞ lim
n→∞ T1(n+1;4j+1;
√
q) by (2:15)
=
(−q; q)∞
(q; q)∞
(q2; q4)2∞(q
4; q4)∞ by (2:12)
=
(−q; q2)∞
(q; q2)∞
:
Next, we take the limit of the LHS of (3.1):
lim
n→∞
n∑
j=0
j∑
k=0
q( j
2+j+k2−k)=2
[
j
k
]
q
[
n− k
j
]
q
= lim
n→∞
∞∑
j=0
∞∑
k=0
qj( j+1)=2
[
j
k
]
q
qk(k−1)=2
[
n− k
j
]
q
= lim
n→∞
∞∑
j=0
∞∑
k=0
qj( j+1)=2qk(k−1)=2
[
j
k
]
q
(q; q)n−k
(q; q)j(q; q)n−j−k
=
∞∑
j=0
qj( j+1)=2
(q; q)j
∞∑
k=0
qk(k−1)=2
[
j
k
]
q
=
∞∑
j=0
(−1; q)jq j( j+1)=2
(q; q)j
by (2:13):
Next, we present a Gnite form of (1.2). Note that this identity is a special case, an
identity from statistical mechanics due to Berkovich et al. [9, p. 805, Eq. (2:34), with
L= n+ 1, =2, s′=1, and r′= i=0].
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Theorem 3. For all nonnegative integers n,
n∑
j=0
j∑
k=0
q( j
2+j+k2+k)=2
[
j
k
]
q
[
n− k
j
]
q
=
n+1∑
j=−n−1
(−1) jq2j2+jT1(n+1;4j+1;√q): (3.4)
Proof. Let Qn(q) denote the polynomial on the LHS of (3.4). Let
g(q; t) :=
∞∑
n=0
Qn(q)t n:
Then
g(q; t) =
∞∑
n=0
t n
∞∑
j=0
∞∑
k=0
q
(
j+1
2
)
+
(
k+1
2
) [
j
k
]
q
[
n− k
j
]
q
=
∞∑
j=0
∞∑
k=0
∞∑
l=0
t j+k+lq
(
j+1
2
)
+
(
k+1
2
) [
j
k
]
q
[
l+ j
j
]
q
=
∞∑
j=0
{ ∞∑
k=0
[
j
k
]
q
(−1)kq
(
k
2
)
(−tq)k
}{ ∞∑
l=0
[
j + l
l
]
q
tl
}
qj( j+1)=2t j
=
∞∑
j=0
(−tq; q)jt jq j( j+1)=2
(t; q)j+1
by (2:13) and (2:14):
Also,
g(q; t) =
1
1− t +
∞∑
j=1
(−tq; q)jt jq j( j+1)=2
(t; q)j+1
=
1
1− t +
∞∑
j=0
(−tq; q)j+1t j+1q( j+1)( j+2)=2
(t; q)j+2
=
1
1− t +
(1 + tq)(tq)
1− t g(q; tq):
Thus,
(1− t)g(q; t) = 1 + (tq+ t2q2)g(q; tq);
and so
Q0(q) = 1; Q1(q) = 1 + q; (3.5)
Qn(q)− (1 + qn)Qn−1(q)− qnQn−2(q) = 0: (3.6)
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So, in order to prove the theorem, it is suHcient to show that the RHS of (3.4) satisGes
the initial conditions (3.5) and the recurrence (3.6).
We will demonstrate that the RHS of (3.4) satisGes the recurrence (3.6) by substi-
tuting it into the LHS of (3.3) and showing that it simpliGes to 0.
∞∑
j=−∞
(−1) jq2j2+jT1(n+1;4j+1;√q) −
∞∑
j=−∞
(−1) jq2j2+jT1(n;4j+1;√q)
−
∞∑
j=−∞
(−1) jq2j2+j+nT1(n;4j+1;√q) −
∞∑
j=−∞
(−1) jq2j2+j+nT1(n−1;4j+1;√q):
In the above, expand the Grst term by (2.6):
=
∞∑
j=−∞
(−1) jq2j2+jT1(n;4j+1;√q) +
∞∑
j=−∞
(−1) jq2j2+3j+(n=2)+1T0(n;4j+2;√q)
+
∞∑
j=−∞
(−1) jq2j2−j+(n=2)T0(n;4j;√q) −
∞∑
j=−∞
(−1) jq2j2+jT1(n;4j+1;√q)
−
∞∑
j=−∞
(−1) jq2j2+j+nT1(n;4j+1;√q) −
∞∑
j=−∞
(−1) jq2j2+j+nT1(n−1;4j+1;√q):
In the above, the Grst term cancels the fourth. Apply (2.10) to the second term, then
expand the second and third terms by (2.7) and the Gfth term by (2.6):
=
∞∑
j=−∞
(−1) jq2j2+3j+(n=2)+1T0(n−1;−4j−3;√q)
+
∞∑
j=−∞
(−1) jq2j2+j+nT1(n−1;−4j−2;√q)
+
∞∑
j=−∞
(−1) jq2j2−j+32 n−1T0(n−1;−4j−1;√q)
+
∞∑
j=−∞
(−1) jq2j2−j+(n=2)T0(n−1;4j−1;√q)
+
∞∑
j=−∞
(−1) jq2j2+j+nT1(n−1;4j;√q)
+
∞∑
j=−∞
(−1) jq2j2+3j+32 nT0(n−1;4j+1;√q)
136 J.P.O. Santos, A.V. Sills / Discrete Mathematics 257 (2002) 125–142
−
∞∑
j=−∞
(−1) jq2j2+j+nT1(n−1;4j+1;√q)
−
∞∑
j=−∞
(−1) jq2j2+3j+32 n+12 T0(n−1;4j+2;√q)
−
∞∑
j=−∞
(−1) jq2j2−j+32 n− 12 T0(n−1;4j;√q)
−
∞∑
j=−∞
(−1) jq2j2+j+nT1(n−1;4j+1;√q):
In the above, the second, third, seventh, and eighth sum to 0 by (2:8). Likewise, by
(2:8), the Gfth, sixth, ninth, and tenth sum to 0. After applying (2.10) to the Grst term,
we have
∞∑
j=−∞
(−1) jq2j2+3j+(n=2)+1T0(n−1;4j+3;√q)
+
∞∑
j=−∞
(−1) jq2j2−j+(n=2)T0(n−1;4j−1;√q)
(3.7)
which can be seen to be
= 0
after shifting j to j + 1 in the second term.
The above string of equations, combined with the easily checked initial conditions
(3.5), establish the theorem.
The second Lebesgue identity (1.2) now follows as an easy corollary of Theorem 3.
The proof is similar to that of Corollary 2, therefore we choose to omit it.
Corollary 4. For |q|¡1,
∞∑
j=0
(−q; q)jq j( j+1)=2
(q; q)j
=
∞∏
j=1
1− q4j
1− qj :
4. A combinatorial interpretation of the Pell sequence
Following the notation of the proof of Theorem 1, we have established, by setting
q = 1 in (3.1), (3.2) and (3.3), that
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Pn(1) =
n+1∑
j=−n−1
(−1) j
(
n+ 1
4j + 1
)
2
and also that
P0(1) = 1; P1(1) = 2;
Pn(1) = 2Pn−1(1) + Pn−2(1); n¿2:
Thus, {Pn(1)}∞n=0 = {1; 2; 5; 12; 29; 70; 169; : : :}, the Pell sequence. Equivalently,
{Pn(q)}∞n=0 is a q-analog of the Pell sequence.
In order to Gnd a combinatorial interpretation for Pn(1), we write
f(q; t) =
∞∑
n=0
Pn(q)t n
=
∞∑
n=0
(−t; q)nt nqn(n+1)=2
(t; q)n+1
=
1
1− t
∞∑
n=0
(−t; q)nqn(n+1)=2
(tq; q)n
and deGne a modiGed Frobenius symbol 2 (MFS) in which on the top row we may
have at most one copy of each number from the set {0; 1; 2; : : : ; n − 1} (in decreas-
ing order from left to right). This means that on the top row we may have some
(or even all) entries empty. An empty entry is represented by a dash (−). The
bottom row of the MFS contains at least n − 1 and at most n positive integers
in decreasing order. Actually, we are representing a partition in the following
form:
2 For a further discussion of Frobenius symbols, see [4] and [3].
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To illustrate this, we list three diPerent partitions of 22 together with the correspond-
ing graphical representation:
One can see that the exponent of tN in
(−t; q)nt nqn(n+1)=2
(tq; q)n
is the number of parts plus the number of nonzero entries on the top row of the MFS.
Hence, Pn(q) is the generating function for partitions in which the number of parts
plus the number of nonzero entries on the top row of the MFS is no more than n.
Considering that Pn(1) is the sequence of Pell numbers {1; 2; 5; 12; 29; : : :} we have
proved the following.
Theorem 5. The total number of partitions in which the number of parts plus the
number of nonzero entries on the top row of the MFS does not exceed n equals
Pn(1) =
n+1∑
j=−n−1
(−1) j
(
n+ 1
4j + 1
)
2
:
Using the notation of the proof of Theorem 3, we see that {Qn(q)}∞n=0 is also a
q-analog of the Pell sequence. Analogous to the preceeding, we deGne a new modiGed
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Frobenius symbol MFS′, which is the same as MFS, except that the entries of the top
row are chosen from the set {1; 2; 3; : : : ; n}, rather than from the set {0; 1; 2; : : : ; n− 1}
and obtain the following:
Theorem 6. The total number of partitions in which the number of parts plus the
number of nonzero entries on the top row of the MFS′ does not exceed n equals
Qn(1) = Pn(1) =
n+1∑
j=−n−1
(−1) j
(
n+ 1
4j + 1
)
2
:
5. Combinatorics of the Lebesgue identities
We give partition theoretic interpretations of the two Lebesgue identities in terms of
two-color partitions. In two-color partition theory, one has two copies of the integers
(suppose one copy is blue and the other copy white). For example, the ten unrestricted
two-color partitions of 3 are
3b; 3w ; 2b + 1b; 2b + 1w ; 2w + 1b; 2w + 1w ;
1b + 1b + 1b; 1b + 1b + 1w ; 1b + 1w + 1w ; 1w + 1w + 1w ;
where the subscripts indicate the color of the part.
Two parts will be called distinct if they are of diPerent color and=or diPerent mag-
nitude. Two parts will be called numerically distinct only if they are of diPerent
magnitude.
Posession of a polynomial identity which converges to a series-product identity is
a valuable asset in the quest for partition identities. Let us examine what we can do
with
n∑
j=0
j∑
k=0
q( j
2+j+k2−k)=2
[
j
k
]
q
[
n− k
j
]
q
=
n+1∑
j=−n−1
(−1) jq2j2T1(n+1;4j+1;√q): (3.1)
Since we have a recurrence formula for the polynomials Pn(q) in (3.1), with the aid
of a computer algebra package, we can generate Pn(q) for small values of n. Also, to
make the partitions being generated as transparent as possible, rather than expressing
the recurrence in the form
P0 = 1; P1 = 1 + q; (3.2)
Pn = (1 + qn)Pn−1 + qn−1Pn−2 if n¿2; (3.3)
it is better to state the recurrence in the following form:
P(0) := 1; P(1) := 1 + x1; (3.2′)
P(n) := P(n− 1) + xnP(n− 1) + yn−1P(n− 2) if n¿2: (3.3′)
140 J.P.O. Santos, A.V. Sills / Discrete Mathematics 257 (2002) 125–142
The advantage of using subscripts to represent exponents is that the computer algebra
system will not attempt to combine exponents, which would obscure the partitions
being generated. Similarly, using x and y, two diPerent variable names instead of a
single variable q allows us to immediately distinguish between the blue parts and white
parts being generated.
For our example, we Gnd that
P0 = 1;
P1 = 1 + x1;
P2 = 1 + x1 + x2 + x2x1 + y1;
P3 = 1 + x1 + x2 + x2x1 + y1 + x3 + x3x1 + x3x2 + x3x2x1 + x3y1 + y2 + y2x1;
...
The polynomials get large rather quickly, e.g. P6 has over 150 terms, so we will not
continue the list here, but upon carefully studying a list of, say, P0 through P6, it is
quite reasonable to form the following conjecture (where blue parts are generated by
the x’s and white parts by the y’s): The polynomials Pn(q) generate partitions wherein
(1) the largest part is at most n,
(2) the largest white part is at most n− 1,
(3) the number of blue parts plus twice the number of white parts is at most n,
(4) all parts are numerically distinct,
(5) if a white j appears as a part, then j + 1 does not appear,
(6) if a white j appears as a part, then a white j−1 does not appear (although a blue
j − 1 may appear).
Next, we observe that for any n, the partitions represented by Pn(q) are naturally divided
into three disjoint classes, one for each term in (3:3′):
(1) those where the largest part is at most n− 1 but the largest white part is at most
n− 2,
(2) those where the largest part is exactly n, and
(3) those where the largest part is a white n− 1.
Then all we need to do is verify that these three disjoint classes match up with the
recurrence expressed in (3:3′) to prove the conjecture.
Thus, we have already done most of the work towards proving the following com-
binatorial interpretation of (1.1).
Theorem 7. Let A(n) equal the number of two-color partitions of n into parts wherein
(1) all parts are numerically distinct,
(2) if a white j appears, then j + 1 does not appear (in either color),
(3) if a white j appears, then a white j − 1 does not appear (although a blue j − 1
may appear).
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Let B(n) equal the number partitions of n where each part is odd, and may be either
blue or white. Then A(n)=B(n) for all integers n.
Proof. Upon taking the limit as n→∞ in Pn(q), we see that the LHS of (1.1) is the
generating function for partitions enumerated by A(n).
The RHS of (1.1) is
(−q; q2)∞
(q; q2)∞
=
(q2; q4)∞
(q; q2)2∞
=
∞∏
j=0
(1− q4j+2)
(1− q2j+1)2 =
∞∏
j=0
(
1 + 2
∞∑
m=0
q(2j+1)m
)
(5.1)
which is easily seen to be the generating function for partitions enumerated
by B(n).
We note that Andrews [5, p. 121, Theorem 1] gives an alternate combinatorial
interpretation of (1.1).
This last theorem is a combinatorial interpretation of (1.2).
Theorem 8. Let C(n) denote the number of two-color partitions of n into parts
wherein
(1) all parts are numerically distinct,
(2) if a white j appears as a part, then j − 1 does not appear (in either color),
(3) if a white j appears as a part, then a white j + 1 does not appear (although a
blue j + 1 may appear),
(4) no white 1’s appear as parts.
Let D(n) equal the number of ordinary (one color) partitions into nonmultiples of 4.
Then C(n)=D(n) for all integers n.
Proof. The method of proof is the same as that of the previous theorem. We note
that in this case (following the notation from the proof of Theorem 3), we claim that
polyomial Qn(q) generates partitions wherein
(1) the largest part is at most n,
(2) the number of blue parts plus twice the number of white parts is at most n,
(3) all parts are numerically distinct,
(4) if a white j appears as a part, then j − 1 does not appear,
(5) if a white j appears as a part, then a white j + 1 does not appear,
(6) no white 1’s appear as parts.
Upon dividing the above partitions into three disjoint classes
(1) those with largest part ¡n,
(2) those which contain a blue n, and
(3) those which contain a white n,
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one simply veriGes that the above claim is satisGed by
Q(n) = Q(n− 1) + xnQ(n− 1) + ynQ(n− 2):
Then, taking the limit as n→∞, the LHS of (1.2) is seen to be the generating function
of the partitions enumerated by C(n). The RHS is clearly the generating function of
the partitions enumerated by D(n).
We also point out that a special case of Glaisher’s Theorem [2, p. 6, Corollary 1.3]
states that the number of partitions of n into nonmultiples of 4 equals the number of
partitions of n where no part appears more than three times.
6. Conclusion
We conclude by pointing out that the two Lebesgue identities (1.1) and (1.2)
are, in fact, special cases of the q-analog of Kummer’s Theorem (see [8,10,1], and
[2, p. 21, Corollary 2.7]). Thus, it is certainly possible that our combinatorial interpre-
tations are special cases of a more general combinatorial phenomenon.
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