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The paper presents a general method for construction of scaling functions in Rn for an
arbitrary expanding matrix with integer coeﬃcients. Using a scaling set as a starting point,
values of the corresponding characteristic function are modiﬁed in a way that obtained
object still remains the Fourier transform of a scaling function. Moreover, it is shown that
every MRA wavelet can be constructed using this procedure. Several examples are included.
In particular, examples of non-MSF orthonormal wavelets for any integer dilation factor on
the real line and for the quincunx matrix in R2 are demonstrated.
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1. Introduction
Consider the Shannon wavelet ψ which is given by ψˆ = χ[−1,− 12 〉∪[ 12 ,1〉 . It is well known that ψ arises from a scaling
set, namely, the unit interval S = [− 12 , 12 〉. This means that ψ is a multiresolution analysis (MRA) wavelet whose scaling
function ϕ is deﬁned by ϕˆ = χ[− 12 , 12 〉 .
It is an old and natural idea to use this scaling function ϕ to obtain a new scaling function and, consequently, a new
wavelet. One may try to do that by changing the values of ϕˆ in a suitable way.
For example, one can take
ϕˆ1(ξ) =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
− sin(2πξ), ξ ∈ [− 12 ,− 14 〉,
1, ξ ∈ [− 14 , 12 〉,
− cos(2πξ), ξ ∈ [ 12 , 34 〉,
0, otherwise.
It turns out that ϕ1 is a scaling function with the low-pass ﬁlter m0 given by
m0(ξ) =
{
ϕˆ1(2ξ), ξ ∈ [− 14 , 38 〉 + Z,
0, otherwise.
Finally, by applying the standard high-pass ﬁlter technique, we obtain (the Fourier transform of) the corresponding
wavelet ψ1:
ψˆ1(2ξ) = eiπξm0
(
ξ + 1
2
)
ϕˆ1(ξ).
E-mail address: srdan.maksimovic@gmail.com.
1 The author was supported in part by Research Project No. 112-2352818-2814 of Ministry of Sciences, Education and Sports of Croatia.1063-5203/$ – see front matter © 2011 Elsevier Inc. All rights reserved.
doi:10.1016/j.acha.2011.05.002
256 S. Maksimovic´ / Appl. Comput. Harmon. Anal. 32 (2012) 255–267Several methods of constructions of scaling sets are known from the literature (e.g. [1] and [2]). They enable us to ﬁnd
new examples of scaling sets and, consequently, examples of wavelet sets. The aim of the present paper is to develop a
general technique for producing wavelets from scaling sets as in the preceding example.
Given a scaling set S and its periodization Ω = S + Zn , the key idea is to construct a new scaling function ϕ such that
σϕ = χΩ . This means that the last condition from Theorem 1 (and the most diﬃcult one to deal with) will be automatically
satisﬁed. A precise description of our method is presented in Section 3 and summarized in Theorem 7. As an illustration,
we include several examples of new scaling functions. In order to make our discussion complete, we apply the technique
presented in [2] to compute the resulting wavelets.
It is quite natural to ask which wavelets can be obtained by exploiting our method. The second main result of this paper
deals with the answer to this question. Theorem 16 shows that our technique is universal: all wavelets whose dimension
functions are essentially bounded by 1 (i.e. all MRA wavelets) can be obtained as in Theorem 7. In particular, this means
that scaling sets and, consequently, MSF (minimally supported frequency) wavelets are the most basic building blocks from
which one can obtain all MRA wavelets. All of this is proved not only for dyadic wavelets on the real line, but also in n
dimensions with dilations induced by expanding matrices with integer coeﬃcients.
2. Preliminaries
In order to describe our results more precisely, we need to recall some results from the literature and to summarize the
background of the subject.
Let us ﬁrst ﬁx necessary notation and terminology. Throughout the paper A ∈ Mn(Z) will denote an arbitrary expansive
matrix (all eigenvalues of magnitude greater than 1). We denote by B the transpose of A. Let d = det A = det B . Given A
and B , let {β0 = 0, β1, . . . , βd−1} be a complete set of representatives of B−1Zn/Zn . In the case n = 1, A = B = d, one may
take β j = jd , j = 0,1, . . . ,d − 1.
A function ψ ∈ L2(Rn) is called an orthonormal wavelet (or simply a wavelet) if the system{
d j/2ψ
(
A j · −k): j ∈ Z, k ∈ Zn}
forms an orthonormal basis for L2(Rn). Such functions can be constructed via multiresolution analysis (MRA). By that notion
we mean a sequence (V j) j∈Z of closed subspaces of L2(Rn) such that the following conditions are satisﬁed:
(a) V j ⊆ V j+1, ∀ j ∈ Z;
(b) f ∈ V j ⇔ f (A·) ∈ V j+1, ∀ j ∈ Z;
(c)
⋂
j∈Z V j = {0},
⋃
j∈Z V j = L2(Rn);
(d) there exists ϕ ∈ V0 (called a scaling function) such that {ϕ(· − k): k ∈ Zn} is a Parseval frame for V0.
With an MRA (V j) at our disposal we deﬁne W j = V j+1  V j , j ∈ Z. Clearly, it is ⊕ j∈Z W j = L2(Rn), so if there exists
a function ψ such that the system {ψ(· − k): k ∈ Zn} is an orthonormal basis for W0, then ψ is a wavelet. In this situation
we say that (V j) admits (orthonormal) wavelets. All wavelets which arise in this way are called MRA wavelets.
One can determine if given wavelet ψ is an MRA wavelet using its dimension function
Dψ(ξ) =
∑
k∈Zn
∞∑
j=1
∣∣ψˆ(B j(ξ + k))∣∣2.
It is well known (see, for example, [4]) that each wavelet arises from a generalized multiresolution analysis which is a
structure similar to an MRA except that the core space V0 can have more than one generator. It turns out (see [1]) that the
number of generators of V0 is equal to the essential maximum of the dimension function of a wavelet in question.
Given an MRA (V j) and a scaling function ϕ , it is well known (see, for example, [3]), that there exists a measurable
Z
n-periodic set Ω such that σϕ(ξ) = χΩ(ξ) a.e., where σϕ(ξ) =∑k∈Zn |ϕˆ(ξ + k)|2. Now, it turns out (see [1]) that (V j)
admits orthonormal wavelets precisely when the following consistency condition
d−1∑
i=0
χΩ(ξ + βi) − χΩ(Bξ) = 1, a.e.
is satisﬁed.
This explains why we allow that a scaling function ϕ is merely a Parseval generator for V0. Only if d = 2 (in particular,
in the case of dyadic dilations on the real line) scaling functions that are orthonormal generators (i.e. for which Ω = Rn)
can produce wavelets. When d > 2 the above consistency condition can be satisﬁed only if Ω is a proper subset of Rn (i.e. if
ϕ is a Parseval generator for V0).
It is clear from the deﬁnition that an MRA (V j) is completely determined by its core space V0 and, hence, by a scaling
function. A characterization of the scaling functions is well known. For reader’s convenience we include the following
characterization theorem, as stated in [2]:
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conditions are satisﬁed:
(SF1) there exists a measurable set Ω ⊆ Rn such that σϕ(ξ) = χΩ(ξ) a.e.;
(SF2) there exists a measurable Zn-periodic function m0 such that ϕˆ(Bξ) =m0(ξ)ϕˆ(ξ) a.e.;
(SF3) lim j→∞ |ϕˆ(B− jξ)| = 1 a.e.;
(SF4)
∑d−1
i=0 χΩ(ξ + βi) −χΩ(Bξ) = 1 a.e.
When a scaling function ϕ for an MRA that admits wavelets is of the form ϕˆ = χS we say that S is a scaling set. It
is known (cf. [1] and [2]) that each scaling set gives rise to a wavelet of the form ψˆ = χW where W = BS \ S . In this
situation one says that W is a wavelet set. Scaling sets and, in particular, wavelet sets were studied by many authors (see,
for example, [1,2,5,7,8]).
Here we restate a characterization of scaling sets that is obtained in [2].
Recall ﬁrst that measurable set F ⊆ Rn is said to be a Zn-tiling domain if for almost every ξ ∈ Rn there exists a unique
k ∈ Zn such that ξ + k ∈ F .
Theorem 2. A measurable set S ⊆ Rn is a scaling set if and only if the following conditions are satisﬁed:
(S1) (S + k) ∩ S is a set of measure zero, ∀k ∈ Zn \ {0};
(S2) B−1S ⊆ S, up to a set of measure zero;
(S3) for a.e. ξ ∈ Rn there is an integer j0(ξ) for which B− jξ ∈ S, ∀ j  j0(ξ);
(S4) F := BR ∪ S is a Zn-tiling domain, where R := S \ B−1Ω = {ξ ∈ S: ξ + β /∈ S, ∀β ∈ B−1Zn \ {0}}, and Ω = S + Zn;
(S5) for a.e. ξ ∈ B−1S there exists a unique β(ξ) ∈ B−1Zn \ {0} for which σ(ξ) = ξ +β(ξ) ∈ S. Moreover, S = R ∪ B−1S ∪σ(B−1S)
is, up to a set of measure zero, a disjoint union.
This result will be used several times through the paper and whenever a scaling set S is given the deﬁnitions of F , R
and σ that were established in this theorem will be implied.
For a function f :Rn → C we will call the set {ξ ∈ Rn: f (ξ) = 0} the support of f and denote it with supp f . The sets
U , V ⊆ Rn are said to be congruent if there exist sets U˜ and V˜ of measure zero and a bijection g: U \ U˜ → V \ V˜ such that
x− g(x) ∈ Zn for every x ∈ U \ U˜ (in that case we write U ≡ V ).
3. Main results
Suppose we are given a scaling set S ⊆ Rn and let Ω = S + Zn . In order to construct a new scaling function we will
use the fact that Ω satisﬁes the condition (SF4) from Theorem 1. This helps us because every function ϕ that satisﬁes the
relation∑
k∈Zn
∣∣ϕˆ(ξ + k)∣∣2 = χΩ (1)
automatically satisﬁes conditions (SF1) and (SF4) so it is reasonable to consider ϕ as a candidate for the scaling function.
It is obvious that in order to satisfy (1), the support of ϕˆ must be the union of subsets of Rn that are congruent to some
subsets of S . This can be written as
T := supp ϕˆ = S0 ∪
⋃
i∈I
Si,
where S0 ⊆ S , Si ≡ S˜ i ⊆ S and Si ∩ S = ∅ for every i in some set of indices I . We will also require that S is completely
contained in T or, equivalently, S0 = S .
Using the same notation as in Theorem 2, from the properties (S2) and (S3) we conclude that Rn can be represented in
the following way
R
n =
⋃
k0
Bk F = F ∪
⋃
k∈N
Bk F \ Bk−1F .
Thus the support of ϕˆ is equal to
T = supp ϕˆ = S ∪
⋃
k∈N
Bk Pk,
for some Pk with Bk Pk ⊆ Bk F \ Bk−1F or, equivalently,
Pk ⊆ F \ B−1F . (2)
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exist a Zn-periodic function m0 such that
ϕˆ(Bξ) =m0(ξ)ϕˆ(ξ) (3)
what leads to B−1T ⊆ T . Hence,
B−1S ∪
⋃
k∈N
Bk−1Pk = B−1S ∪ P1 ∪
⋃
k∈N
Bk Pk+1 ⊆ S ∪
⋃
k∈N
Bk Pk.
The last inequality and (2) imply
S ⊇ P1 ⊇ P2 ⊇ · · · ⊇ Pk ⊇ Pk+1 ⊇ · · · , (4)
and using (2) again along with Theorem 2 gives Pk ⊆ S \ B−1F = S \ (R ∪ B−1S) = σ(B−1S). That implies the existence of a
sequence (Uk) of subsets of S such that Pk = σ(B−1Uk), k ∈ N. Because of (4) we have
U1 ⊇ U2 ⊇ · · · ⊇ Uk ⊇ Uk+1 ⊇ · · · . (5)
The ﬁrst step of our plan is to deduce the information about the structure of the subsets Uk . These informations will
arise from two requirements that we put on ϕ (since we want ϕ to be a scaling function satisfying σϕ = χΩ ):
• each Bk Pk = Bkσ(B−1Uk) should be congruent to a subset of S ,
• there should exist the low-pass ﬁlter m0 for ϕ .
For the rest of the paper ( f (m)k : S → Rn)k∈N, 0m<2k−1 will be the sequence of the functions deﬁned recursively by:
f (0)1 = id,
f (2m)k+1 = f (m)k
(
B−1·), k 1, 0m < 2k−1,
f (2m+1)k+1 = f (m)k
(
σ
(
B−1·)), k 1, 0m < 2k−1.
The discussion is continued with two lemmas which will be used in the proof of Proposition 5.
Lemma 3. For k 1, 0m < 2k−1 and U ⊆ S denote V (m)k (U ) := Bkσ(B−1 f (m)k (U )).
Then
V (m)k (U ) ≡ U . (6)
Proof. We will use induction on k. Since Bσ(B−1ξ) = B(B−1ξ + β) for some β ∈ B−1 Zn , we conclude Bσ(B−1ξ) − ξ ∈ Zn;
therefore V (0)1 (U ) = Bσ(B−1U ) is congruent to U . Assume that (6) holds for some k. Then it is
V (2m)k+1 (U ) = Bk+1σ
(
B−1 f (m)k
(
B−1U
))≡ BB−1U = U
and
V (2m+1)k+1 (U ) = Bk+1σ
(
B−1 f (m)k
(
σ
(
B−1U
)))≡ Bσ (B−1U)≡ U . 
Lemma 4. For a ﬁxed k ∈ N the sets f (m)k (S), m = 0,1, . . . ,2k−1 − 1, are mutually disjoint. If f (m)k (S) ∩ f (m˜)k+1(S) = ∅ then
m˜ ∈ {2m,2m+ 1}.
Proof. We prove the lemma by induction on k. The case k = 1 is trivial. Assume that f (m1)k (S) and f (m2)k (S) are disjoint
for some k ∈ N and m1,m2 ∈ {0, . . . ,2k − 1}, m1 = m2. But then f (2m1+ j1)k+1 (S) and f (2m2+ j2)k+1 (S), j1, j2 ∈ {0,1} are disjoint
too, since the deﬁnition of ( f (m)k )k,m implies f
(2mi+ ji)
k+1 (S) ⊆ f (mi)k (S). The sets f (2m)k+1 (S) = f (m)k (B−1S) and f (2m+1)k+1 (S) =
f (m)k (σ (B
−1S)) are disjoint because B−1S ∩ σ(B−1S) = ∅ and f (m)k is injective (as a composition of injective functions).
The second claim then follows from f (m˜)k+1(S) ⊆ f (m˜/2)k (S), which implies m = m˜/2. 
At this moment, in order to make a further progress, we need to involve function m0 in our discussion. Relation
ϕˆ(Bξ) =m0(ξ)ϕˆ(ξ), a.e.
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m(ξ) = 0 for a.e. ξ ∈ T \ B−1T ,
m(ξ) = 0 for a.e. ξ ∈ B−1T ,
and, since T = supp ϕˆ = S ∪⋃k∈N Bkσ(B−1Uk), it follows
m0(ξ) = 0 for a.e. ξ ∈ B−1S ∪ σ
(
B−1U1
)
, (7)
m0(ξ) = 0 for a.e. ξ ∈ S \
(
B−1S ∪ σ (B−1U1)), (8)
m0(ξ) = 0 for a.e. ξ ∈ Bkσ
(
B−1Uk+1
)
, k ∈ N, (9)
m0(ξ) = 0 for a.e. ξ ∈ Bkσ
(
B−1(Uk \ Uk+1)
)
, k ∈ N. (10)
Proposition 5. Suppose that the support T of ϕˆ has the form
T = S ∪
⋃
k∈N
Bkσ
(
B−1Uk
)
,
where (Uk) is a decreasing sequence of measurable subsets of S, and that there exists a measurable Zn-periodic function m0 satisfying
ϕˆ(Bξ) =m0(ξ)ϕˆ(ξ) a.e. Then there exist measurable sets U (m)k ⊆ S such that
Uk =
⋃
0m<2k−1
f (m)k
(
U (m)k
)
, k 1.
Moreover, the union is disjoint and for all k, m it holds B−1U (2m)k+1 ⊆ U (m)k , σ(B−1U (2m+1)k+1 ) ⊆ U (m)k and U (2m+1)k+1 ⊆ U1 . In particular,
T + Zn = S + Zn.
Proof. Induction on k. For k = 1 the statement is obviously true.
If Uk =⋃0m<2k−1 f (m)k (U (m)k ) for some k 1, then (5) implies
Uk+1 =
⋃
0m<2k−1
f (m)k
(
U˜ (m)k
)
for some U˜ (m)k ⊆ U (m)k . By Lemma 3 we conclude
Bkσ
(
B−1Uk+1
)= ⋃
0m<2k−1
Bkσ
(
B−1 f (m)k
(
U˜ (m)k
))≡ ⋃
0m<2k−1
U˜ (m)k .
That fact together with the periodicity of m0, (7), (8) and (9) leads to⋃
0m<2k−1
U˜ (m)k ⊆ B−1S ∪ σ
(
B−1U1
)
,
so U˜ (m)k = B−1U (2m)k+1 ∪ σ(B−1U (2m+1)k+1 ), for some U (2m)k+1 ⊆ S and U (2m+1)k+1 ⊆ U1. This means
Uk+1 =
⋃
0m<2k−1
f (m)k
(
B−1U (2m)k+1 ∪ σ
(
B−1U (2m+1)k+1
))
=
⋃
0m<2k−1
f (2m)k+1
(
U (2m)k+1
)∪ f (2m+1)k+1 (U (2m+1)k+1 )
=
⋃
0m<2k
f (m)k+1
(
U (m)k+1
)
,
which ﬁnishes the induction.
Since U˜ (m)k ⊆ U (m)k , it is B−1U (2m)k+1 ⊆ U (m)k and σ(B−1U (2m+1)k+1 ) ⊆ U (m)k . Finally, disjointness of sets f (m)k (U (m)k ) follows as a
special case of the preceding lemma, while the last statement follows from Lemma 4. 
Last proposition presented more speciﬁc form of sets Uk in terms of the sequence (U
(m)
k ). It is interesting that all U
(m)
k
are completely determined by U (0) which will be seen from the following theorem.1
260 S. Maksimovic´ / Appl. Comput. Harmon. Anal. 32 (2012) 255–267Theorem 6. Suppose that ϕ satisﬁes the conditions of Proposition 5. Then there exists a measurable set U (0)1 ⊂ S such that
T = S ∪
⋃
k∈N
2k−1−1⋃
m=0
Bkσ
(
B−1 f (m)k
(
U (m)k
))
,
where U (m)k are deﬁned recursively by
B−1U (2m)k+1 = U (m)k ∩ B−1S,
σ
(
B−1U (2m+1)k+1
)= U (m)k ∩ σ (B−1U1), (11)
for k 1 and 0m < 2k−1 .
Proof. We only need to show that sets U (m)k , whose existence is proven in Proposition 5, satisfy relations (11). We can write
Bkσ
(
B−1(Uk \ Uk+1)
)= ⋃
0m<2k−1
Bkσ
(
B−1 f (m)k
(
U (m)k
∖(
B−1U (2m)k+1 ∪ σ
(
B−1U (2m+1)k+1
))))
≡
⋃
0m<2k−1
U (m)k
∖(
B−1U (2m)k+1 ∪ σ
(
B−1U (2m+1)k+1
))
.
For the ﬁrst equality we used relation f (m)k (U
(m)
k ) ∩ f (m
′)
k (U
(m′)
k ) = ∅, for m =m′ , proven in Proposition 5.
Now, by (7), (8) and (10) we get⋃
0m<2k−1
U (m)k
∖(
B−1U (2m)k+1 ∪ σ
(
B−1U (2m+1)k+1
))∩ (B−1S ∪ σ (B−1U1))= ∅
or
U (m)k ∩ B−1S \ B−1U (2m)k+1 = ∅, ∀k,m,
U (m)k ∩ σ
(
B−1U1
)∖
σ
(
B−1U (2m+1)k+1
)= ∅, ∀k,m.
This means
U (m)k ∩ B−1S ⊆ B−1U (2m)k+1 , ∀k,m,
U (m)k ∩ σ
(
B−1U1
)⊆ σ (B−1U (2m+1)k+1 ), ∀k,m.
Now, Proposition 5 leads to conclusion
U (m)k ∩ B−1S ⊆ B−1U (2m)k+1 ⊆ U (m)k ∩ B−1S, ∀k,m,
U (m)k ∩ σ
(
B−1U1
)⊆ σ (B−1U (2m+1)k+1 )⊆ U (m)k ∩ σ (B−1U1), ∀k,m,
which ﬁnishes the proof. 
After we have identiﬁed the form of the set on which we can build ϕˆ we are left to deﬁne its values.
Let a(m)k : S → [0,1] be a function with suppa(m)k = U (m)k and
∑
k,m |a(m)k (ξ)|2 < 1 for almost every ξ ∈ S . Put
ϕˆ(ξ) =
⎧⎪⎨
⎪⎩
a(m)k (η), ξ = Bkσ(B−1 f (m)k (η)), η ∈ S,
(1−∑k,m|a(m)k (ξ)|2)1/2, ξ ∈ S,
0, otherwise.
(12)
The next theorem states suﬃcient conditions on functions a(m)k so that ϕ deﬁned as above is a scaling function.
Theorem 7. Suppose that S is a scaling set, a1 = a(0)1 : S → [0,1] a measurable function and U1 = U (0)1 := suppa1 . Let m0 :Rn →[0,1] be a measurable Zn-periodic function such that
suppm0 ∩ (BR ∪ S) = B−1S ∪ σ
(
B−1U1
)
(13)
and ∣∣m0(B−1ξ)∣∣2 + ∣∣m0(σ (B−1ξ))∣∣2 = 1, for a.e. ξ ∈ S. (14)
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a(2m)k+1 (ξ) = a(m)k
(
B−1ξ
)
m0
(
B−1ξ
)
,
a(2m+1)k+1 (ξ) = a(m)k
(
σ
(
B−1ξ
))
m0
(
σ
(
B−1ξ
))
. (15)
If the sequence (a(m)k ) satisﬁes∑
k,m
∣∣a(m)k (ξ)∣∣2 < 1, (16)
∣∣a1(ξ)∣∣2 + ∞∑
k=1
2k−1−1∑
m=0
∣∣a(2m+1)k+1 (ξ)∣∣2 = ∣∣m0(σ (B−1ξ))∣∣2, (17)
and
lim
j→∞
∑
k,m
∣∣a(m)k (B− jξ)∣∣2 = 0, (18)
for a.e. ξ ∈ S, then the function ϕ deﬁned by (12) is a scaling function.
Proof. The way how ϕˆ is deﬁned gives us
∑
k∈Zn |ϕˆ(ξ + k)|2 = χΩ(ξ). Also, (18) is equivalent to lim j→∞ |ϕˆ(B− jξ)| = 1 for
ξ ∈ Rn .
Let us prove that conditions (14)–(17) imply ϕˆ(Bξ) = ϕˆ(ξ)m0(ξ). Using the notation U (m)k := suppa(m)k we can write
T := supp ϕˆ = S ∪
⋃
k∈N
2k−1−1⋃
m=0
Bkσ
(
B−1 f (m)k
(
U (m)k
))
.
From (15) and condition put on suppm0 it follows that U
(m)
k satisfy relations from Theorem 6. Hence we immediately see
B−1T ⊆ T , that is, supp ϕˆ(B·) ⊆ supp ϕˆ . Thus, for ξ /∈ supp ϕˆ the relation ϕˆ(Bξ) =m0(ξ)ϕˆ(ξ) trivially holds.
Pick ξ ∈ supp ϕˆ \ S . Then there are k,m ∈ N and η ∈ U (m)k such that ξ = Bkσ(B−1 f (m)k (η)). Three cases may occur:
(i) η ∈ B−1S , i.e. η = B−1μ for some μ ∈ S .
ϕˆ(Bξ) = ϕˆ(Bk+1σ (B−1 f (m)k (B−1μ)))
= ϕˆ(Bk+1σ (B−1 f (2m)k+1 (μ)))
= a(2m)k+1 (μ) = a(m)k (η)m0(η)
= ϕˆ(Bkσ (B−1 f (m)k (η)))m0(Bkσ (B−1 f (m)k (η)))
= ϕˆ(ξ)m0(ξ).
(ii) η ∈ σ(B−1U1), i.e. η = σ(B−1μ) for some μ ∈ S .
ϕˆ(Bξ) = ϕˆ(Bk+1σ (B−1 f (m)k (σ (B−1μ))))
= ϕˆ(Bk+1σ (B−1 f (2m+1)k+1 (μ)))
= a(2m+1)k+1 (μ) = a(m)k (η)m0(η)
= ϕˆ(Bkσ (B−1 f (m)k (η)))m0(Bkσ (B−1 f (m)k (η)))
= ϕˆ(ξ)m0(ξ).
(iii) η /∈ B−1S ∪ σ(B−1U1).
Suppose Bξ ∈ supp ϕˆ . Due to Bξ ∈ Bk+1σ(B−1 f (m)k (U (m)k )) it must be Bξ ∈ Bk+1σ(B−1 f (m˜)k+1(U (m˜)k+1)) for some m˜.
Lemma 4 states that m˜ ∈ {2m,2m+ 1}, i.e.
Bξ ∈ Bk+1σ (B−1 f (m)k (B−1U (2m)k+1 ∪ σ (B−1U (2m+1)k+1 ))),
wherefrom it follows η ∈ B−1U (2m)k+1 ∪ σ(B−1U (2m+1)k+1 ). This is a contradiction. Hence, Bξ /∈ suppm0, and as
Bkσ(B−1 f (m)(η)) ≡ η /∈ suppm0, the equality ϕˆ(Bξ) = ϕˆ(ξ)m0(ξ) trivially holds.k
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(i) ξ ∈ B−1S . Then∣∣ϕˆ(Bξ)∣∣2 = 1−∑
k,m
∣∣a(m)k (Bξ)∣∣2
= 1− ∣∣a1(Bξ)∣∣2 −∑
k∈N
2k−1−1∑
m=0
∣∣a(2m)k+1 (Bξ)∣∣2 −∑
k∈N
2k−1−1∑
m=0
∣∣a(2m+1)k+1 (Bξ)∣∣2
(14),(17)= ∣∣m0(ξ)∣∣2 −∑
k∈N
2k−1−1∑
m=0
∣∣a(m)k (ξ)∣∣2∣∣m0(ξ)∣∣2
= ∣∣m0(ξ)∣∣2∣∣ϕˆ(ξ)∣∣2.
(ii) ξ ∈ σ(B−1U1). Let ξ = σ(B−1η).∣∣ϕˆ(Bξ)∣∣2 = ∣∣a1(η)∣∣2
= ∣∣m0(σ (B−1η))∣∣2 −∑
k∈N
2k−1−1∑
m=0
∣∣a(2m+1)k+1 (η)∣∣2
= ∣∣m0(σ (B−1η))∣∣2
(
1−
∑
k∈N
2k−1−1∑
m=0
∣∣a(m)k (σ (B−1η))∣∣2
)
= ∣∣m0(σ (B−1η))∣∣2∣∣ϕˆ(σ (B−1η))∣∣2
= ∣∣m0(ξ)∣∣2∣∣ϕˆ(ξ)∣∣2.
(iii) ξ /∈ B−1S ∪ σ(B−1U1). It is ϕˆ(Bξ) =m0(ξ) = 0, so once again we have ϕˆ(Bξ) = ϕˆ(ξ)m0(ξ). 
Remark 8. New examples of scaling functions can be obtained from ϕˆ by multiplying it with a suitable factor. It can be
shown that (bϕˆ)ˇ is a scaling function if and only if
(i) |b(ξ)| = 1 a.e.,
(ii) b(Bξ)/b(ξ) is almost everywhere equal to a Zn-periodic function.
A function b with such properties is called a scaling function multiplier. More details can be found in [11].
Remark 9. If U (2m+1)k+1 = suppa(2m+1)k+1 = ∅, for all k and m, then conditions (16) and (17) become simpler
∞∑
k=0
∣∣a1(B−kξ)∣∣2 k∏
i=1
∣∣m0(B−iξ)∣∣2 < 1, (19)
∣∣a1(ξ)∣∣2 = ∣∣m0(σ (B−1ξ))∣∣2. (20)
This enables us to create a wide range of examples by specifying a1 and then directly constructing m0 as well as a
(m)
k
without worrying about any complicated constraints (like (17)).
To satisfy condition (19) it is suﬃcient to have
∑∞
k=0 |a1(B−kξ)|2 < 1. Notice also that
U (2m+1)k+1 = ∅, ∀k,m ⇐⇒ U1 ∩ B−kσ
(
B−1U1
)= ∅, ∀k 0.
Example 10. Let n = 1 and B = d. We demonstrate our technique on an example of scaling set given in [6], namely S =
[ −1d+1 , 1d2−1 〉 ∪ [ 1d+1 , dd2−1 〉.
If we put U1 = [ −1d+1 ,0〉 then it is U (0)k = U1 for all k  0 and U (m)k = ∅ for k  1 m  1. For α ∈ R deﬁne a1(ξ) =| sinαξ |χU1 (ξ), and m0 by putting∣∣m0(B−1ξ)∣∣2 = 1− ∣∣a1(ξ)∣∣2 = 1− sin2 αξχU1(ξ), ξ ∈ S,∣∣m0(σ (B−1ξ))∣∣2 = ∣∣a1(ξ)∣∣2 = sin2 αξχU1(ξ), ξ ∈ S.
For ξ ∈ U1 it is σ(B−1ξ) = B−1ξ + 1 , thereby Bkσ(B−kξ) = ξ + dk−1.d
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Deﬁne ϕˆ with following relations
ϕˆ
(
ξ + dk−1)= ∣∣sin(αd−k+1ξ)∣∣ k−2∏
i=0
∣∣cos(αd−iξ)∣∣, ξ ∈ U1, k ∈ N,
ϕˆ(ξ)2 = 1−
∞∑
k=1
sin2
(
αd−k+1ξ
) k−2∏
i=0
cos2
(
αd−iξ
)
, ξ ∈ U1,
ϕˆ(ξ) = 1, ξ ∈ S \ U1,
ϕˆ(ξ) = 0, for all other ξ .
Function ϕˆ is well deﬁned if
∞∑
k=1
sin2
(
αd−k+1ξ
) k−2∏
i=0
cos2
(
αd−iξ
)
< 1,
which is achieved by taking a suitable α. In that case ϕˆ is indeed a scaling function (see Fig. 1).
It is easy to check that associated high-pass ﬁlter (on S) is given by
v(ξ) =
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
1, ξ ∈ [− 1d+1 ,− 1d(d+1) 〉 ∪ [ 1d(d+1) , 1d(d+1) 〉 ∪ [ 1d , dd2−1 〉,
| sin(αd ξ)|, ξ ∈ [− 1d(d+1) ,0〉,
0, ξ ∈ [0, 1d(d+1) 〉 ∪ [ 1d(d+1) , 1d2−1 〉,
| cos(αd ξ)|, ξ ∈ [ 1d+1 , 1d 〉.
We extend v on Ω by periodicity and deﬁne wavelet ψ by
ψˆ(dξ) = v(ξ)ϕˆ(ξ).
Remark 11. The concept of high-pass ﬁlter is well known in a context of dyadic wavelets. In the last example we used a
generalization of this approach. We know that f ∈ L2(Rn) is contained in W1 if and only if it satisﬁes relation
fˆ (Bξ) = v(ξ)ϕˆ(ξ)
for some measurable Zn-periodic function v such that supp v ⊆ Ω , and vχ[0,1〉n is a square integrable function. Furthermore,
it can be shown that f is a wavelet if and only if
d−1∑
i=0
∣∣v(ξ + βi)∣∣2 = 1, a.e.,
d−1∑
i=0
v(ξ + βi)m0(ξ + βi) = 0, a.e.
Using these equations together with the consistency condition (SF4), we are in a position to construct a high-pass ﬁlter v .
More information can be found in [2].
Example 12. For the example from the introduction we can take S = [− 12 , 12 〉, U (0)1 = [− 12 ,− 14 〉. In that case U (m)k = ∅ for
k  2, so we are only left to deﬁne a(0)1 (ξ) = − cos(2πξ)χU (0)1 (ξ). Using (12) we get the scaling function presented in the
introduction.
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Example 13. In this example we are focused to R2. It is easy to verify that S = {(x, y) ∈ R2: −1/2 x, y < 1/2} is a scaling
set for A = [ 1 −1
1 1
]
. Let V = {(x, y) ∈ R2: |x|  y < 1/2}. We want U1 to be a subset of V . To accomplish U (2m+1)k = ∅ for
k 2 and 0m < 2k−2, it is enough to have
U1 ∩
⋃
j0
B− jσ
(
B−1V
)= ∅.
We will ensure that by taking U1 := V \⋃ j0 B− jσ(B−1V ) (Fig. 2). This implies U (0)k = (Bk−1V ∩ S) \⋃ j0 B− jσ(B−1V ).
Similarly as in the preceding example, put a0(ξ) = sin‖ξ‖χU1 (ξ) and
m0
(
B−1ξ
)= (1− sin2 ‖ξ‖χU1(ξ))1/2, ξ ∈ S,
m0
(
σ
(
B−1ξ
))= sin‖ξ‖χU1(ξ), ξ ∈ S.
This gives us ϕˆ deﬁned by
ϕˆ
(
ξ − Bk
(
(−1) k2 
2
,
(−1) k−12 
2
))2
= sin∥∥B−k+1ξ∥∥ k−2∏
i=0
cos
∥∥B−iξ∥∥, ξ ∈ U (0)k ,
ϕˆ(ξ)2 = 1−
∞∑
k=1
sin2
∥∥B−k+1ξ∥∥χ
U (0)k
(ξ)
k−2∏
i=0
cos2
∥∥B−iξ∥∥, ξ ∈ S,
ϕˆ(ξ) = 0, for all other ξ .
The relation
ψˆ(Bξ) = eπ i(ξ1+ξ2)m0
(
ξ + (1/2,1/2))ϕˆ(ξ)
now deﬁnes corresponding wavelet ψ (see Fig. 3).
Theorem 7 provides a method of construction of new scaling functions from a scaling sets. The following result will help
us identify all the scaling functions that can be obtained in this way. It is stated in somewhat different form as Theorem 1
in [9], with the assumption |det A| = 2. It is easy to see that all the arguments remain valid if that condition is discarded.
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Theorem 14. Suppose that B is an expanding matrix with integer entries. Then there exists a Zn-tiling domain S˜ , containing some
neighborhood of zero, such that B−1 S˜ ⊆ S˜ .
Lemma 15. Assume that ϕ is a scaling function and σϕ = χΩ . Then there exists a scaling set S such that S + Zn = Ω and ϕˆ(ξ) = 0
for a.e. ξ ∈ S.
Proof. Let T = {ξ ∈ Rn: ϕˆ(ξ) = 0}. Since ϕ is a scaling function we have B−1T ⊆ T and T + Zn = Ω . Take the set S˜ from
the preceding theorem and put S := S˜ ∩ T . Clearly, it is B−1S ⊆ S and S +Zn = Ω , and for almost every ξ ∈ Rn there exists
k0 ∈ Z such that B−kξ ∈ S for k  k0 because T possesses that property (since it originates from a scaling function), and S˜
contains some neighborhood of zero. In this way all conditions are met. 
Theorem 16. Suppose that ϕ1 is a scaling function. Then there exists a scaling set S and corresponding functionsm0 and a
(m)
k satisfying
conditions of Theorem 7 such that, for ϕ deﬁned by (12), it holds ϕˆ = |ϕˆ1|.
Proof. We choose S as the set constructed in Lemma 15.
Let m0 be a minimal low-pass ﬁlter of |ϕˆ1| (which is also a scaling function). Deﬁne
a(m)k (ξ) =
∣∣ϕˆ1(Bkσ (B−1 f (m)k (ξ)))∣∣, ξ ∈ S.
Property |ϕˆ1(Bξ)| =m0(ξ)|ϕˆ1(ξ)| ensures that relations (15) are valid. Since |ϕˆ1(ξ)| > 0 for a.e. ξ ∈ S we conclude∑
k∈Zn
∣∣ϕˆ1(ξ + k)∣∣2 = 1, ξ ∈ S.
By Lemma 5 the support of ϕˆ1 is contained in
⋃
k,m B
kσ(B−1 f (m)k (S)), which together with the preceding relation and
Bkσ(B−1 f (m)k (ξ)) ≡ ξ leads to∣∣ϕˆ1(ξ)∣∣2 = 1−∑
k,m
∣∣a(m)k (ξ)∣∣2, ξ ∈ S.
Everything said implies that ϕˆ deﬁned by (12) is equal to |ϕˆ1|. It is clear that (16) must be satisﬁed and, as we already
noted, lim j |ϕˆ1(B− jξ)| = 1 implies (18).
Since σϕ1 (ξ) = χS (ξ) it must be suppm0 ∩ (BR ∪ S) ⊆ S , and because of
supp ϕˆ ∩ BS = S ∪ Bσ (B−1U1),
it is necessarily suppm0 ∩ (BR ∪ S) = B−1S ∪ σ(B−1U1).
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1−
∞∑
k=1
2k−1−1∑
m=0
∣∣a(m)k (ξ)∣∣2 =
(
1−
∞∑
k=1
2k−1−1∑
m=0
∣∣a(m)k (B−1ξ)∣∣2
)∣∣m0(B−1ξ)∣∣2
= ∣∣m0(B−1ξ)∣∣2 − ∞∑
k=1
2k−1−1∑
m=0
∣∣a(m)k (B−1ξ)∣∣2∣∣m0(B−1ξ)∣∣2
= ∣∣m0(B−1ξ)∣∣2 − ∞∑
k=1
2k−1−1∑
m=0
∣∣a(2m)k+1 (ξ)∣∣2. (21)
Similarly, |ϕˆ1(Bσ(B−1ξ))| =m0(σ (B−1ξ))|ϕˆ1(σ (B−1ξ))| leads to
∣∣a1(ξ)∣∣2 =
(
1−
∞∑
k=1
2k−1−1∑
m=0
∣∣a(m)k (σ (B−1ξ))∣∣2
)∣∣m0(σ (B−1ξ))∣∣2
= ∣∣m0(σ (B−1ξ))∣∣2 − ∞∑
k=1
2k−1−1∑
m=0
∣∣a(2m+1)k+1 (ξ)∣∣2, ξ ∈ S. (22)
Identity (21) can be written as
1− ∣∣a1(ξ)∣∣2 = ∣∣m0(B−1ξ)∣∣2 + ∞∑
k=1
2k−1−1∑
m=0
∣∣a(2m+1)k+1 (ξ)∣∣2,
which added to (22) gives∣∣m0(B−1ξ)∣∣2 + ∣∣m0(σ (B−1ξ))∣∣2 = 1.
From this we get (14) and (17) which concludes the proof. 
An immediate corollary of the preceding theorem is the fact that each MRA wavelet can be obtained by our construction.
Recall that wavelet ψ is an MRA wavelet if and only if its dimension function satisﬁes Dψ(ξ) 1 a.e.
Corollary 17. Let ψ ∈ L2(Rn) be a wavelet such that Dψ(ξ)  1 a.e. Then there exist measurable functions a(m)k : S → [0,1] and
m0 :Rn → [0,1], latter being Zn-periodic, which satisfy conditions (13)–(18), such that ψ can be written as
ψˆ(Bξ) = s(Bξ)v(ξ)ϕˆ(ξ), a.e.,
where s is some Zn-periodic unimodular function, ϕˆ is the scaling function deﬁned by (12) and v is the associated high-pass ﬁlter.
At the end of the paper we will use obtained results to give alternative proof of the fact originally proved by Rzeszotnik
in [10, Proposition 3.2.2].
Corollary 18. Let ψ ∈ L2(Rn) be an MRA wavelet. Then there exists a wavelet set W which is contained in supp ψˆ .
Proof. Using the notation from the preceding corollary ψˆ can be expressed as
ψˆ(Bξ) = s(Bξ)v(ξ)ϕˆ(ξ), a.e.
Let S be the scaling set associated to ϕ (as in Theorem 7) and m0 minimal low-pass ﬁlter for ϕ . As we already pointed out
W := BS \ S is a wavelet set. In order to prove that it is contained in supp ψˆ we need to show that v(ξ) = 0 for almost
every ξ ∈ S \ B−1S = σ(B−1S) ∪ R .
We will use the following relations that determine the high-pass ﬁlter v∑
i
v(ξ + βi)m0(ξ + βi) = 0, a.e., (23)
∑
i
∣∣v(ξ + βi)∣∣2 = 1, a.e., (24)
supp v ⊆ Ω. (25)
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d−1∑
i=1
χΩ(ξ + βi) = 0.
By (24) and (25) we conclude that |v(ξ)| = 1.
Now, let ξ ∈ B−1S . Again, by using consistency condition we see that (23) and (24) become
v(ξ)m0(ξ) + v
(
σ
(
B−1ξ
))
m0
(
σ
(
B−1ξ
))= 0,∣∣v(ξ)∣∣2 + ∣∣v(σ (B−1ξ))∣∣2 = 1.
If we assume v(σ (B−1ξ)) = 0 it leads to |v(ξ)| = 1 and m0(ξ) = 0 which is contradiction to ξ ∈ B−1S . 
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