Abstract. We consider a searcher in quest of a target in two situations: in the presence of an infinite number of identical, Poisson distributed targets, and in the presence of a unique target in a finite territory. The searcher alternates intensive search phases, during which it scans the neighbouring territory but does not move, and displacement phases with no target detection. We study the problem of determining the best strategy of displacement for minimizing the mean search time: either a deterministic or a stochastic trajectory. With a reasonable simplifying hypothesis, we show that for Poisson distributed targets, deterministic, self-avoiding trajectories are more efficient than stochastic ones if the detection process involves no memory skills and can be modelled by a Markov process. In contrast, if the detection process is not Markovian, it can be better for the searcher to follow a stochastic trajectory rather than a self-avoiding trajectory, and we give an explicit example of such a memory law. In the case of a unique target, self-avoiding trajectories are always better if an infinite time is available for the search, whereas stochastic trajectories can be more efficient if the searcher has to find the target before a given deadline. Moreover, we show that the gain due to a deterministic trajectory, compared to a stochastic one, is not significant in the case of a large network containing a unique target.
Introduction
When a searcher has to find a target whose position is unknown, it has the choice of either undertaking a systematic exploration of the domain where the target can stay or adopting a random behaviour. In many economical or social applications, such as in prospecting and in rescue operations, it is obviously very important to optimize the search in order, for instance, to find the target as soon as possible. For this reason, the problem of determining the best deterministic search strategy has been intensively studied for a long time (see [1] and references herein), in particular by using the existing information on the probable location of the target. This is then a special case of the theory of optimal control. However, if no information is available, experimental observations in the natural sciences show that the search is often based on random trajectories [2] - [7] . The search optimization must then be studied in the framework of stochastic theories; it has been specifically addressed recently, in particular in the case of foraging animals or in prey-predators problems [2] - [4] , [6] - [9] . In many cases, it has been observed that the searcher has an intermittent, or saltatory behaviour [6, 7] . In this case, the searcher alternates two dynamical regimes: either it scans the neighbouring territory carefully without moving significantly or it moves rapidly to another scanning position. During the first, search regime, the searcher can detect any target which is in its immediate neighbourhood, whereas it is not able to recognize any target during the second, displacement regime. Such intermittent behaviour has been observed for a large number of foraging animals [6] - [8] . A few years ago, it was shown analytically that it allows for minimizing the search time in many situations [10, 11] . Since then, many articles have been published on intermittency, improving and extending the first results [12] - [32] . Most of the models previously presented on this topic study a given class of stochastic processes and compute the quantity to be optimized, in general the mean search time, i.e. the average time for the first discovery of a target. Then, this quantity is minimized with respect to some parameters of the processes, which can be, for instance, the mean durations of both regimes. In practice, however, it would be still more important to know what kind of process, deterministic or stochastic, should be used for preference; this problem implies a systematic comparison between such processes, and it is very incompletely answered by the existing literature [18] . The purpose of this paper is to give some responses to this question, using reasonable simplifying assumptions.
Depending on the problem under study, there can be either one target (or a finite number of targets) in a finite domain or an infinite number of targets in an infinite domain-the case of one target in an infinite domain being clearly hopeless if no indication is given of its position. We first consider the second case, where all the targets are equivalent for the searcher, and we assume that they are Poisson distributed with uniform density. Then we study the case of one target in a finite domain, which is equivalent to an infinite number of regularly spaced targets in an infinite domain.
In both cases, we analyse the following alternative hypothesis that can be made in modelling an intermittent search: (i) during the displacement regime, the searcher can follow either a deterministic, predetermined trajectory or a stochastic trajectory; (ii) during the search phases, the detection abilities are characterized by the target survival probability at time t (i.e. the probability that no target is discovered before time t)-this detection process can be Markovian or not; (iii) the durations of both phases are usually stochastic variables, whose laws can take different forms.
For each of these alternatives, we study the average search time as a tool for quantifying the search efficiency, focusing on the minimization of this quantity. Eventually, we discuss our simplifying hypothesis and consider the perspectives for extending the results obtained in the present paper.
An infinite number of targets distributed with uniform density
In practice, this case corresponds to a large number of targets distributed in a large domain when boundary effects can be neglected. We first describe the model to be used.
The model
The domain is divided into sites M i , i = 1, 2, . . ., which are supposed to have identical statistical properties. We first assume that each site can contain at most one target. The searcher P starts from an initial site P 0 ∈ {M i } at time 0. It first scans this site according to a given stochastic process (which will be studied later). If it has found no target at a stochastic time T 1 , it performs a continuous time jump process on {M i } during a stochastic time T 2 . At time T 2 , it stops, say at site P 2 , and performs a second search phase, scanning P 2 during stochastic time T 1 obeying the same law as T 1 , etc. The target can be found only during the search phases, i.e. during the stops, and not during the jump process, and only if the searcher is at the target site. As observed in section 1, in order to determine the search process, one should know the laws of the jump process and of the scanning regime, as well as the laws of the waiting times in both regimes. We first examine the first point.
Deterministic or stochastic displacements
We assume that for each stop the scanning process, either deterministic or stochastic, is given (but not necessarily always identical), as well as the laws defining the durations of the search and displacement phases. As for the jump process, two cases can be considered: in both cases, the stochastic times of the successive jumps follow the same laws, but: (i) either the trajectory is deterministic, i.e. from one site M the searcher necessarily jumps to another site M = f (M), f being a well defined function, the trajectory is self-avoiding (i.e. non-overlapping: no site is visited twice), and eventually all sites are visited: the set {P j }(n) of all sites visited after n jumps tends to the entire network {M i } if n → ∞; or (ii) the jump process is stochastic: from some site M the searcher chooses its next position according to a Markov process, so a site can be visited several times, and eventually all sites are visited almost surely: the set {P j }(n) of all visited sites after n jumps tends to the entire network {M i } with probability 1 if n → ∞.
Our main aim is to establish what kind of exploration, deterministic or stochastic, allows the searcher to minimize the search time. We emphasize that the times of the jumps and of the stops follow the same laws in the two cases. Thus, for a given realization of these times up to time t, the main difference is that the deterministic exploration allows the searcher to visit N(t) different sites, N(t) being the number of stops between times 0 and t, whereas the stochastic exploration corresponds to the same number of stops, but each visited site can be revisited. Let N k be the number of sites which have been scanned k times during the n first jumps. We have
Clearly, if any target which can be present on a site is detected with probability 1 during a scanning phase, the deterministic exploration is preferable to the stochastic one, since during time t the probability of detecting a target is larger than or equal to the similar probability in a stochastic exploration. However, it is more difficult to reach a conclusion in the case where the target can escape the attention of the searcher during the scanning stops. Let us assume here that there can be at most one target on each site; symbolize as α the probability that a site is empty and as β = 1 − α the probability that it contains one target. Furthermore, if a site contains a target, we denote as p k the probability that the target is not detected after k scans of the site, with
We suppose that these probabilities have the same values on each site, and that they are independent of all events concerning other sites.
The 'survival probability' of the targets at step n, i.e. the probability that no target has been found during the n first jumps, is for a deterministic exploration
whereas for a stochastic exploration the survival probability is
Thus, using (1) we have
Thus it cannot be concluded, as might be suggested by intuition, that self-avoiding trajectories are preferable to stochastic trajectories; in fact, in order to obtain definite conclusions, further assumptions should be made on p k .
A searcher with no memory. Let us first suppose that the searcher has no memory; thus we must have p k+1 = p k p 1 , and thus
It is seen that, because φ(
where the average · is taken over the probability distribution consisting of two point masses α at x = 1 and β = 1 − α at x = p 1 (with strong inequality if k > 0 and p 1 < 1). Thus, if p 1 < 1 and N(t) > 0, we always have
Thus, the intuitive conclusion holds if the searcher has no memory; then the deterministic, self-avoiding exploration has at any time a shorter survival probability than the stochastic exploration, the mean search time is shorter in the first case, and the deterministic exploration is always more efficient for minimizing the search time, whatever the scanning or waiting time laws may be.
A searcher with memory. On the other hand, if the searcher has some memory but the probability of not finding the target after the kth scan of an occupied site is p k > (p 1 ) k , inequality (6) obviously holds, with the same conclusion. In contrast, in order to improve the search process by using a stochastic trajectory, a sufficient condition is that p k < (p 1 ) k for any k > 0. However, this is not a necessary condition, since the inequality that is the reverse of (6) can be obtained even if not all the factors in the right-hand side of (6) are <1; in this case, detailed knowledge of the processes is clearly necessary for obtaining a definite conclusion.
Thus, in order for stochastic exploration to be more efficient than deterministic exploration, a sufficient condition is that
As an example, this inequality holds if p k is a piecewise linear function of k such that
Assume, for instance, that each site of the lattice is divided into n sub-sites, each sub-site being able to contain the target if it stands on the site. Suppose that during a scanning phase, the sensor focuses on one of the sub-sites, randomly chosen; the target is detected if the sensor focuses on the sub-site containing the target, whereas it is not in the opposite case. If a site contains a target, the probability q 1 for detecting it during a scan is q 1 = 1/n at the first passage on the given site. If the searcher has no memory abilities, the probability of not finding the target after k passages at the site is 
and p k = 0 for k ≥ n, which can be written as
since (1−p 1 ) = 1/n and (α+βp 1 ) ≤ 1. Then (8) is satisfied and the stochastic exploration is more efficient than the deterministic exploration. In practice, this kind of memory is easily obtained if the searcher is able to leave a mark on the visited sub-sites in order to avoid them at a next passage on the site. This example is generalized by assuming that m sub-sites (1 ≤ m < n) are scanned at each visit; in fact, it is easily seen that the previous reasoning still applies. Suppose, on the other hand, that each visit not only allows the searcher to scan m sub-sites, but also provides some cue as to whether one of the neighbouring sites may contain the target or not. Then the searcher can use this information to decrease the probability of missing the target at its next passage to the site; in this way it should improve the efficiency of multiple visits still more.
Multiple occupation of the sites
Let us now assume that each site can host several targets. We denote as β m the probability that it contains m targets, and as p m,k the probability of not having found any target after the kth visit if the site contains m targets (obviously, c 0,k = c m , 0 = 1). Then, for a deterministic exploration which allows the searcher to visit n different sites up to time t, the target survival probability at time t is whereas for a stochastic exploration including N k visits to site k, the survival probability at time t is
and we have
If the searcher has no memory, we should have
, so inequality (6) still holds:
except in the trivial cases when p m,k = 1 for any m or k > 0.
In the previous sections, we assumed for the sake of simplicity that if a site does contain a target, the probability p k of missing the target after k visits depends only on k, i.e. it does not depend on the durations of the visits, or all visits have the same duration. It can be shown by using relevant averages that our results can be extended to the more realistic case where p k depends on the visit durations, these durations being stochastically distributed.
The mean search time as a function of the scanning and displacement durations
We now consider the duration of each scanning phase as an independent random variable T 1 , such that the probability that T 1 exceeds t is P (T 1 > t) = Φ 1 (t), ϕ 1 (t) ≡ −dΦ 1 /dt being the probability density of T 1 . Similarly, we assume that the duration of each displacement phase is an independent random variable T 2 , with P (T 2 > t) = Φ 2 (t), and ϕ 2 (t) ≡ −dΦ 2 /dt.
Individual occupation of the sites.
We first assume that each site cannot contain more than one target. Furthermore, we assume that in any cell containing a target, the probability of not discovering it after scanning the cell during a time t is a known quantity p(t), decreasing (in the weak sense) from 1 (t = 0) to 0 (t = ∞), which includes the possibility that p(t) = 0 for t ≥ θ, θ being a finite value. In contrast, detecting the target is impossible during the displacements. Eventually, we suppose that the trajectory performed during the displacements is self-avoiding, since we have shown that such displacements are generally preferable for optimizing the overall search. The probability that the visited cell contains no particle is α; the probability that it contains one target is β = 1 − α. We now compute the mean search time, i.e. the average time necessary for discovering a target for the first time.
This problem has been addressed in different models [11] - [13] , [20, 21, 27] , and it can be treated similarly. It is shown in appendix A that the Laplace transformS(s) of the target survival probability is
with
q(t) being the probability that no target is found during a scanning time t, defined in (A.3). The average search time is then
if this limit exists. If the scanning phase and the displacement phase have finite average durations τ 1 and τ 2 respectively, it is clear that a i (s) and A i (s) (i = 1 or 2) have finite limits when s → 0:
so the average search time is finite:
Obviously, in the present conditions, T always increases with τ 2 , and we only have to study the dependence of T on τ 1 (and perhaps on other parameters). Assuming more specific laws for the scanning phase is thus necessary.
As an example, we now assume that the duration of the scanning regime follows an exponential law, Φ 1 (t) = exp(−λ 1 t), τ 1 ≡ 1/λ 1 being the average duration of this regime. In contrast, we only assume that the duration T 2 of the displacement phase has a finite average value τ 2 =Ã 2 (0). Theñ
and by (15) the mean search time can be written as where it can be remarked that
is the probability of finding a target during a unique scanning phase if there is a target in the cell. Obviously,
The case where the searcher does not experiment with any displacement phase corresponds to λ 1 = 0, or τ 1 = ∞; since the searcher begins its search in the scanning phase, it will stay forever in this phase. It is obvious that the average search time is then infinite, unless there is probability 1 of finding a target in each cell; then, the mean search time is
if the last integral is finite, a result which is, indeed, also obtained from (18).
Minimization of the search time.
It is generally important to minimize T . Clearly, if the other parameters are left constant, τ 2 should be as small as possible. However, practically, there should be a minimum value τ 2 min for the time T 2 needed for displacing the searcher from a cell to a different cell. Thus it is convenient, as could be anticipated, to take T 2 = τ 2 min if this is possible. If τ 2 = τ 2 min , it is clear that T tends to infinity both if λ 1 → 0 (if α > 0) and if λ 1 → ∞. Thus T should have at least one minimum for some value of λ 1 which, by (21), satisfies
with the transparent notationq (λ 1 ) ≡ dq(λ 1 )/dλ 1 , etc. In order to get explicit results, let us assume that p(t) decreases exponentially: p(t) = e −t/θ , −dp/dt ≡ q(t) = (1/θ)e −t/θ , θ being the mean search time in an uninterrupted scanning phase. This laws corresponds to the case where the scanning process in a cell can be represented as a first-order chemical reaction with reaction rate k = 1/θ:
Then we find
so the search time is minimized if
Thus, τ 1 scales as (τ 2 ) 1/2 in the optimal situation. This result is identical to the scaling laws obtained in a similar intermittent search, when the scanning phase is a static detection [18] .
In the present case, the minimal search time, obtained by inserting (21) into (18), is
If α = 0, β = 1 (each site surely contains a target), the scanning phase should clearly be maintained forever, as indicated by (21); then T min = θ, in agreement with (25) . If α > 0, staying forever in the search phase would imply an infinite average search time, and intermittent searching should be used. It can be shown that the scaling t 2 ∝ (t 1 ) 1/2 is specific to the exponential law of q(t), although it may also hold in other, non-generic cases.
Multiple occupation of the sites.
We now assume that a site has a probability β k of containing k particles (k ≥ 0), and that the probability that the searcher has not found any target in an uninterrupted search during time t, knowing that the site contains k targets, is p k (t). The probability of not finding any target before t in an uninterrupted search is P (t) = k≥0 β k p k (t). The previous calculations allow one to recover our main formula (16)
If the targets are Poisson distributed with density ρ and if each site has size V , we have
On the other hand, as an example, we can assume that the particles are uniformly distributed in V and that during an uninterrupted search of the cell, a volume v(t) is explored at time t. Then we obviously have
We now consider some reasonable, simple laws of volume exploration.
(i) We can assume that v(t) increases linearly with time, which should be justified if the exploration of the cell follows a self-avoiding path
We notice that, according to (25) , during the search phase the exploration continues even after the time t c when the total volume V of the cell has been covered, until either a target is found or the search phase is interrupted. This approximation may be appropriate if the mean waiting time τ 1 in the search regime is not much larger than t c . Then
with α 0 = e −ρv 0 , b = ρa being constant, and we obtain the very simple expression
with α 1 = 1 − α 0 . Then T increases with λ 1 if bτ 2 > α 1 or decreases with λ 1 if bτ 2 < α 1 . In the first case, the optimal behaviour consists in staying forever in the search phase, whereas in the second case, which is only possible if v 0 > 0, it is clear that the duration of the search phase should be as short as possible, since the volume v 0 is explored instantaneously at the beginning of each new search phase. (ii) A comparable, more interesting situation occurs if the volume v(t) explored during time t increases more slowly, in particular if
a being a given constant, which mimics a kind of one-dimensional diffusive exploration [11] . Then P (t) = e −ρv 0 e −ρat 1/2 and, writing b = ρa and α 0 = 1 − α 1 = e −ρv 0 , it is shown in appendix B that the mean search time is given by
erfc(x) being the complementary error function. Using the properties of this function, it can be shown that when λ 1 → 0, T → 2α 0 /b 2 , and when 1, it is found (see appendix B) that the minimum mean search time is
which should be compared with its value T 0 = 2/b 2 when the search phase is indefinitely continued (λ 1 → 0). The gain due to intermittency can be defined by
which shows that in this case intermittency is very efficient for minimizing the search. This may not be true in other situations, as pointed out in appendix B. (iii) In order to consider a d-dimensional diffusive exploration, v(t) should be the volume explored by the finite range detectors carried by the diffusing searcher, i.e. the volume of the corresponding Wiener sausage [33, 34] . It is known that if t → ∞, v(t) ∝ t/ ln t for d = 2, whereas when d ≥ 3, v(t)αt. Thus, if d ≥ 3, we asymptotically recover the linear law studied in (ii). The two-dimensional case, as usual, is intermediary and difficult to treat analytically. Other laws should also be considered. For instance, if the rate of increase of the volume explored is proportional to its external surface, we should have v(t)αt d . We will not discuss these cases, leading to intricate calculations which are left for future research, preferably concerning a realistic example.
One target distributed with uniform density in a finite domain

Comparison of the deterministic and stochastic strategies during displacement phases
We now assume that there is only one target in a domain of finite volume. This domain is divided into N cells, each one of volume V , such that the a priori probability that a given cell contains the target is β = 1/N and the probability that it is empty is α = 1 − β = (N − 1)/N . We again assume that the conditional probability of not finding the target, if it is in the cell, is p k after visiting it exactly k times, independently of the durations of these visits, which, in particular, is justified if all visits have the same duration. It can be shown that the following results hold in more general conditions.
Suppose that, just after the nth displacement, the searcher has visited N k cells exactly k times, with k = 0, 1, 2, . . . , where N 0 is the number of cells which have never been visited by the searcher during its first n jumps. We have
Let H k be the hypothesis that the target is contained in the group of cells which have been visited exactly k times. Its probability is P (H k ) = N k /N . Under this hypothesis, the conditional probability that the searcher does not discover the target when visiting this group of cells is p k , and the probability that it has discovered no target just after its nth jump, conditioned by the numbers {N k }, is the survival probability of the target
We now consider a deterministic displacements strategy, consisting in jumps avoiding sites already visited, which of course is possible only if n ≤ N. Then, after n jumps (n ≤ N), the number of unvisited cells is N 0 , the number of cells visited one time is n = N 1 = N − N 0 , and the survival probability of the target is now
and so
The sign of this difference clearly depends on the variation of p k with k, and in general of the numbers N k . Nevertheless, it has a definite value, independent of the choice of {N k }, if the sign of y k ≡ k(1 − p 1 ) − (1 − p k ) is the same for all k ≥ 2. If, in particular, the search in a cell has no memory,
n) for any {N k }; in this case, the target survival probability is smaller if the displacements are self-avoiding, as was the case for Poisson distributed targets. It is seen that the same conclusion holds if In contrast, visiting the cells repeatedly up to jump n ≤ N becomes an efficient strategy for minimizing the survival probability as soon as
which implies, in particular, that p k = 0 if k ≥ 1/(1 − p 1 ). Condition (36) should be compared with the similar condition (7) for Poisson distributed targets. However, up to now, it has not been possible to compare the mean search times in the two modes of displacement; they are obviously infinite if the total number of visits is limited to a finite value, since in this case the probability of not finding the target is finite. Now, after N jumps, all cells have been visited once in the deterministic strategy, but the target has not necessarily been found. Assume that during the N following jumps, all the cells are revisited once. Between the (2N + 1) jump and the 3Nth jump, all the cells are visited for the third time, etc, as long as the target is not found. Assume that the total number of jumps n satisfies N + 1 ≤ n ≤ 2N. The numbers of cells which have been visited once and twice are respectively N 1 = 2N − n and N 2 = n − N. Thus, the survival probability at jump n is
We now compare this strategy to a random strategy with N k cells visited k times (k = 0, 1, 2, . . .) from jump 1 to jump n. One can easily show that the deterministic strategy is more efficient than the stochastic one if for all k ≤ n
This is the case, for instance, if p k = (p 1 ) k , because in this case
In contrast, the stochastic displacements are more efficient for minimizing the survival probability for N < n ≤ 2N if X k < 0 for all k ≤ n < 0, which can be written as
. . satisfy (38), there is a finite valuek of k such that qk ≤ 1 < qk +1 , and so (38) cannot be satisfied for k higher thank.
Thus the deterministic strategy is always better if n (or the time available for search) is large enough, as expected, but if the probability q 1 of finding the target at the first visit is significantly smaller than 1/N , the stochastic search may remain efficient if, for some practical reasons, the total number n of visits is limited so that n ≤ N/q 1 .
The mean search time in a deterministic search
Suppose that p k = 0, i.e. 1 − p k ≡ q k = 1 for k ≥ m. If the duration of each jump is the same and is taken as the time unit, the mean search time in the previous deterministic doi: 10 .1088/1742-5468/2009/12/P12006displacement strategy is
If for instance the escape probability decreases linearly with k,
If, on the other hand, p k decreases geometrically, p k = (p 1 ) k , the search time may be infinite and its average T det is obtained from (39) by letting m tend to infinity:
which, obviously, is larger than T det if q 1 = 1/m.
The mean search time in a stochastic search
Assume now that at each jump, the searcher chooses the new cell with the uniform probability β = 1/N . Let us denote as n h the number of visits made to the hth cell before or at jump n. The probability of a possible repartition {n h }, h = 1, 2, . . . , N, such that h n h = n, is
and the corresponding survival probability, formerly expressed by (33) , can also be written as
The average survival probability at jump n is
and the mean search time is If for instance the escape probability p k after k visits to a site containing the target is p k = (p 1 ) k , we have
and the mean search time is very simply
which is larger than the similar result (41) for a deterministic search. Nevertheless, the relative difference between the deterministic and stochastic mean search times is insignificant if q 1 1, i.e. if the probability of finding the present target since the first visit is low. In such a case, it may be practically justified for the searcher to perform random displacements during regime 2, rather than self-avoiding, deterministic displacements, which strongly depend on the shape of the search domain and can be difficult to plan. As a consequence, we will now assume that this is the case.
The mean search time as a function of the scanning and displacement durations
As in section 2.4 we now consider that the duration of each phase is an independent random variable T i , i = 1 or 2, such that the probability that T i exceeds t is P (T i > t) = Φ i (t), ϕ i (t) ≡ −dΦ i /dt being the probability density of T i . Now, however, since the search territory is finite, it is impossible to consider a time unlimited self-avoiding trajectory, and we have seen that deterministic trajectories should not be significantly better than stochastic ones for optimizing the search. Thus, for sake of simplicity, we assume that during phase 2, the displacements are stochastic and can visit each cell an indefinite number of times. Eventually, denoting the escape probability law as p(t), i.e. the probability that the target is not discovered during a visit with duration t in the cell which contains the target, we assume that the escape law is independent of the possible previous visits.
Following the method of section 2.4 (see appendix A). we can compute the mean search time for discovering the target for the first time. It is found that formula (13) still holds:S
with now
the average search time being
In order to obtain explicit results, we now suppose that Φ 1 (t) decreases exponentially (i.e. the search waiting time T 1 has no memory) and consider some simple laws for p(t).
Simple escape laws
3.5.1. The reactive search. In this case, p(t) is exponential, as shown in section 2.4.2:
This is the case, for instance, if the search in a cell is of the reactive type (see section 2.4.2) and if the duration of the diffusive regime has no memory. Then we find, if N 1,
As noticed previously, T always increases with τ 2 . If τ 2 is maintained at its minimum possible value, it is clear that T is a minimum when
the minimum search time being
We recover the scaling of τ 1 in (τ 2 ) 1/2 obtained in section 2.4.2 for Poisson distributed targets, and in previous papers considering the reactive search [13, 18] . It can be shown that similar results hold for a wide class of standard laws, whose escape probability p(t) has no singularity for t → 0.
The one-dimensional diffusive search.
We now assume that
b being a constant related to some diffusion coefficient. Then, following the calculations of section 2.4.3(ii), we find
and The minimization of T , studied in appendix C, shows that:
and T is minimized for
Again, τ 1 scales as the square root of τ 2 . Then τ 1 τ 2 ; thus, in this optimal regime, the search phases should be, on average, much shorter than the displacement phases, although no discovery can be made during these displacements. This conclusion may seem counter-intuitive, but similar results, obtained in other models [11] - [13] , [18] , can be successfully compared with observations. (ii) If λ 1 b 2 /2, the optimal value of τ 1 is
The
; in this case, it is implied that τ 1 τ 2 , so in the optimal situation the searcher spends most of its time scanning the search territory, which is not suggested by intuition. It should be noticed that the same result was obtained in [10] for a diffusive search and a displacement regime consisting of a 'teleportation'; during this regime, the searcher (a protein) was randomly relocated in the search domain (a DNA molecule) independently of the displacement duration. The same hypothesis is suggested in the present paper, which explains the agreement of the two models.
Discussion and conclusion
The model of intermittent searching studied in this paper is reminiscent of other models considered previously [12] - [25] , but the systematic comparison of the mean search times of deterministic and stochastic displacement trajectories, which was our main objective, is new and important both for theoretical and practical purposes. We focused on comparing self-avoiding trajectories and random trajectories. Then we were able to prove that, in most cases, self-avoiding displacement trajectories lead to lower mean search times than the stochastic trajectories do, in agreement with the results found in a special case in [35] . Thus, self-avoiding trajectories should be preferred, in principle, for optimizing the search. This conclusion agrees with intuitive suggestions, but it is important and not trivial to point out that it is not always justified, since (i) in the case of Poisson distributed targets, stochastic trajectories may lead to lower mean search times for convenient search laws, and (ii) for a unique target, stochastic trajectories can be preferable if a definite upper bound is imposed on the overall search time.
Furthermore, we have shown for a typical case that even if the mean search time should be, theoretically, lower for a convenient deterministic displacement than for a stochastic one, the relative difference between them may be insignificant. Thus, in many applications, it can be better in practice to use a standard stochastic displacement process, rather than to determine the specific, optimal deterministic process. For illustrating the practical implications of these conclusions, it may be useful to consider a very simple, concrete example. Let us assume that one is searching for a unique target in a two-dimensional region, divided into 10 2 elementary squares to be visited successively. If the territory is difficult to explore, like a forest region or the sea, the probability p 1 of missing the target after exploring the elementary square where it is located may be large, say p 1 = 3 4 (or even more). Suppose that one day is needed for the standard exploration of an elementary square. Then, the mean search time for the stochastic search, given by equation (44), is 400 days. On the other hand the search time is 349.5 days for the deterministic strategy described in section 3.2. Equation (41), if it can actually be applied, means in particular that the searcher can freely choose its trajectory. The difference between the search times is not very large, taking into account that the deterministic strategy can be more expensive in energy or money. Of course, it could be preferable to perform longer but more efficient explorations of the elementary squares in order to reduce p 1 , but it can be difficult to increase the duration of the scanning periods, due to the necessities of equipment maintenance, fuel supply or simply searcher rest time. The conditions to be chosen, obviously, depend very much on the particular problem to be treated, and only realistic examples would allow one to determine them.
In order to complete these results, we considered various specific cases of scanning processes and computed the mean search time T as a function of the average waiting times τ 1 and τ 2 . For a given value of the displacement average waiting time τ 2 , we showed that T can in general be minimized for a finite value of τ 1 which scales as a power law of τ 2 . This power law, in general, does not depend strongly on the precise scanning law, as found in similar cases studied with other formalisms [36] .
When addressing stochastic displacement processes, we only considered very special motions; in particular, the total displacement was not supposed to depend on the duration of the corresponding phase. As a result, the overall mean search time T is obviously an increasing function of the mean duration τ 2 of the displacement regime, which should be as small as possible; thus, T has no true, non-trivial minimum in (τ 1 , τ 2 ). It is clear, however, that in most examples the searcher's displacement involves the motion of actual, material bodies, so that its total displacement is not independent of the duration of its motion. The main extension of the present work would be to get rid of this restriction; then, the results should be specific for the models considered. Exact formulae can only be expected for Markov processes when the Chapman-Kolmogorov equations describing the system evolution are solvable, which only occurs in a few special cases [37] . Nevertheless, without entering into intricate considerations, we notice that if the scanning duration T 2 is too small, the searcher may be unable to move up to another cell. On the other hand, if T 2 is long enough, the searcher can have a significant probability of returning to already visited sites, mainly in low dimensions. Thus T should not be simply linear in τ 2 and it may have a true minimum as a function of τ 1 and τ 2 , as found for instance in [21] . Approximate results can be expected from these remarks; detailed calculations are in progress.
durations of the successive intermediary n displacement phases. Obviously,
If each cell can contain at most one target, the conditional probability that no target has been found in such a situation is
More generally, if multiple occupation of cells is possible, the probability that no target has been found after the same succession of phases is similarly
β m being the probability that a cell contains m targets, and p m (t) being the conditional probability that no target is found during a scanning time t, knowing that the cell contains m targets. Thus, the probability of being in the n + 1th scanning phase at time t and not having found any target is
(ii) The searcher is at time t in its (n + 1)th displacement phase (n ≥ 0): let τ 1 , τ 3 , . . . , τ 2n+1 be the durations of the successive n + 1 scanning phases up to t, and τ 2 , τ , . . . , τ 2n+2 be the durations of the successive n + 1 scanning phases, with
Then, the probability of being in the n + 1th displacement phase at time t and not having found any target is
Thus the probability of not finding any target before t, which can be called the survival probability of the process, is and its Laplace transform is
Noticing thatS
A.2. One target in a finite domain
We adapt the previous derivation to this case. Starting from time 0 in a scanning phase, two situations can be realized at time t:
(i) The searcher is in its n + 1th scanning phase (n ≥ 0): let τ 1 , τ 3 , . . . , τ 2n+1 be the durations of the successive n + 1 scanning phases up to t, and τ 2 , τ , . . . , τ 2n be the durations of the successive intermediary n scanning phases with 1≤k≤2n+1 τ k = t. The probability that no target has been found is
with η k h = 0 if the searcher is in cell h at its kth visit, and η k h = 1 otherwise. Thus, for a given succession of visited cells, the probability of being in the n + 1th scanning phase at time t and not having found any target is Let n h be the number of visits made to cell h, from the first to the nth visit, with h n h = n. Since the cells are equivalent and the previous expression is invariant under permuting the order of the visits from the first one to the n − 1th one, we may writẽ (ii) The searcher is at time t in its (n + 1)th displacement phase (n ≥ 0): let τ 1 , τ 3 , . . . , τ 2n+1 be the durations of the successive n + 1 scanning phases up to t, and τ 2 , τ , . . . , τ 2n+2 the durations of the successive n + 1 scanning phases, with 1≤k≤2n+2 τ k = t. Repeating the previous reasoning, its is found that the Laplace transform of the average survival probability in this situation is We eventually recover formula (13) and the average search time is again given by
Appendix B. One-dimensional diffusive exploration
We give detailed calculations concerning the search for a Poisson distributed target when the escape law mimics a one-dimensional diffusive phenomenon, as described in section 2.4.3. With the notation of this section, the probability that the searcher has found no target at time t is The condition λ 1 b 2 /2, or τ 1 b −2 is then satisfied if we also have τ 2 b −2 ; in this case, the optimal condition implies that the searcher spends approximately half its time moving rather than scanning the search territory, which is again counter-intuitive.
