Abstract. In this note, we provide a simple derivation of expressions for the restricted partition function and its polynomial part. Our proof relies on elementary algebra on rational functions and a lemma that expresses the polynomial part as an average of the partition function.
Introduction
We recall that the restricted partition function is defined by p a (n) = # (x 1 , . . . , x r ) ∈ N r ;
a i x i = n , for any fixed integer vector a = (a 1 , . . . , a r ) ∈ N r . It is known that the restricted partition function has the following form [1, Theorem 1.8]:
p a (n) = Poly a (n) + s −n (a 2 , a 3 , . . . , a r ; a 1 ) + s −n (a 1 , a 3 , a 4 , . . . , a r ; a 2 ) + · · · + s −n (a 1 , a 2 , a 3 , . . . , a r−1 ; a r ), where we use here the Fourier-Dedekind sums, defined by
, and where Poly a (n) is known as the polynomial part of p a (n) (see [1] , equation 8.4, and exercise 14.3 for a Barnes-Bernoulli type formulation of Poly a (n)). Throughout,
denotes the b th root of unity. We also recall that there exist D = lcm (a 1 , . . . , a r ) polynomials {q k (n)} 0≤k≤D−1 , called the constituent polynomials, such that for n ≡ k (mod D), we have p a (n) = q k (n). Indeed, we have, for n ≡ k (mod D):
and we see that all of the constituent polynomials q k (n) have the same polynomial part Poly a (n), which is independent of k. The main result in the recent paper by Cimpoeaş and Nicolae [3] is the following simplified expression for the restricted partition function.
Theorem 1.
The restricted partition function may be expressed as
where D = lcm (a 1 , . . . , a r ), and where the summation index runs over the box
Here we give a simple proof of Theorem 1, and we also recover the following expression for the polynomial part Poly a (n) of the restricted partition function, in the same spirit as Cimpoeas and Nicolae [3] .
Theorem 2. The polynomial part of the restricted partition function may be expressed as
This simple expression was also derived recently in [4] from properties of Bernoulli numbers, and appeared several times in the literature under different but more complicated forms (see the introduction of [3] for more details).
A short proof
Using a technique by F. Breuer in [2] , we give a short proof of (1.3); then we deduce (1.4) from the identity in Lemma 2.1 below. First, following [2] , the generating function
is easily transformed by forcing each term in the product to have the same denominator 1 − z D :
Expanding the denominator
Identifying the coefficient of z n in the right-hand side gives
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where the summation set consists of all indices j such that pD + a 1 j 1 + · · · + a r j r = n, and all integers p ∈ Z (note that we can allow p < 0 since in this case the corresponding binomial coefficient
vanishes). This is equivalent to the condition
and gives (1.3).
The next Lemma tells us that we can average these quasi-polynomials to get a simplified expression for the polynomial part Poly a (n).
Lemma 2.1. The polynomial part Poly a (n) of the restricted partition function p a (n) is the following average:
Proof. The main observation is that when we average over a complete residue system, the FourierDedekind sums vanish. For example, for the first Fourier-Dedekind sum, averaging over k (mod D), the Fourier-Dedekind sum s −k (a 2 , a 3 , . . . , a r ; a 1 ) vanishes, as follows:
by the orthogonality relations, because a 1 |D, and so we are summing the a 1 'th roots of unity over a multiple of the complete residue system mod a 1 . Therefore, using (1.2) and the fact that the polynomial part Poly a (n) is independent of k, we average the constituent polynomials q k (n) over a complete residue system k mod D to get:
by the vanishing argument of equation 2.2.
Using this Lemma, we may now deduce from (1.3) that for 0 ≤ k ≤ D − 1,
Hence, by Lemma 2.1,
Since the sum is over a complete residue system, this proves (1.4).
Example 1. We let a = (2, 3), so that we have
2k+3l≡n mod 6
n − 2k − 3l 6 + 1 so that
Similarly, p {2,3} (6n + 1) = n and q 1 (n) = p {2,3} (n) |n≡1 mod 6 = n − 1 6 and the other values are q 2 (n) = p {2,3} (n) |n≡2 mod 6 = n − 2 6 + 1, q 3 (n) = p {2,3} (n) |n≡3 mod 6 = n − 3 6 + 1 and q 4 (n) = p {2,3} (n) |n≡4 mod 6 = n − 4 6 + 1, q 5 (n) = p {2,3} (n) |n≡5 mod 6 = n − 5 6 + 1.
We can now check the result of Lemma 2.1: the polynomial part is Poly {a,b} (n) = n ab + 1 2a + 1 2b .
