We investigate the coherent dynamics of a Bose-Einstein condensate in a double well, subject to a density dependent gauge potential. Further, we derive the nonlinear Josephson equations that allow us to understand the many-body system in terms of a classical Hamiltonian that describes the motion of a nonrigid pendulum with an initial angular offset. Finally we analyze the phasespace trajectories of the system, and describe how the self-trapping is affected by the presence of an interacting gauge potential.
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Introduction. The ability to manipulate individual quantum particles has caused a landslide of fascinating discoveries that have substantially increased our understanding of both the microscopic and macroscopic world. Of principle interest are condensed matter systems where it is now possible to realise Feynman's vision of quantum simulation: the emulation of one system of interest with another [1] . Atomic condensates formed of bosons and fermions have been utilised to study a plethora of ideas due to the experimental and theoretical control they afford. One prominent example that has been the subject of intense study over the last few years is the ability to create artificial gauge potentials in ensembles of ultracold matter [2] [3] [4] . The ability to study gauge theories in this context has opened up new directions in the ultracold-atoms landscape such as spin-orbit coupling [5] , Hall physics [6] and even relativistic effects [7, 8] . The experimental control achievable over these systems means that one has the ability to study single and many-body physics with a sophisticated level of control.
To create these "artificial" vector potentials, one can for instance stir the condensate with a laser, a technique which has been used to realise the vortex lattice of a condensate [9] . This has its limitation in that we can only create a constant magnetic field in the rotating frame. Alternately; one can use optical couplings that lead to dark state dynamics [10] or Raman transitions [11] . Further, one also has the option to study many-body effects on a lattice. To induce gauge potentials in the discrete setting, laser assisted tunnelling can be used in order to prepare the required phases for the tunnelling amplitudes between the individual sites that constitute the lattice [12, 13] .
A common feature of both the continuum and the lattice gauge theory is that they are static; in the sense that they are determined by the external laser couplings, and are not affected by the motion of the atoms. It was * Electronic address: mje9@hw.ac.uk shown in [14] how one can induce an effective back action between the gauge field and the dressed states of the light-matter interaction, resulting in a gauge potential that depends on the density of the quantum gas. In this paper we demonstrate how this continuum interacting gauge theory can be applied to a two-site lattice, from which we study the coherent transport between the two sites via the nonlinear Josephson relations which we also derive and numerically solve.
A continuum interacting gauge theory. The question of how to study and understand the many-body problem lies at the heart of any realistic attempt to construct a theory of interacting particles in many sub-disciplines of physics. It is simply the case that by studying systems of particles with many different, interacting degrees of freedom one is left in a situation that is analytically and numerically intractable. One methodology to tackle this is to partition the particles according the types of motion that occur within the system. The most prominent example is given in atomic systems where the motion of the nucleus and the electrons are divided into slow and fast degrees of freedom respectively, the Born-Oppenheimer approximation.
This dichotomy can be extended to other systems whose degrees of freedom can be separated in a similar fashion. Cold atom systems represent a highly controllable scenario to study many-body physics at ultracold temperatures. However, as these atomic gases are charge neutral, one does not instantly have access to the many paradigmatic effects that pepper the condensed matter physics of charged particles. To redress this, one must find a way to simulate the mathematical structure of a gauge theory with these charge neutral systems.
For bosonic systems, a simple model one can utilize is a system of N particles whose state space is spanned by the atomic states {|1 , |2 }. These states along with the adiabatic theorem give us the ingredients to construct our Born-Oppenheimer like approximation.
Our goal then is to derive an equation of motion for the N two-level systems at the mean-field level. As a first step we define the Hartree wave function for our system as |Ψ = ⊗ N i=1 |Ψ i , where |Ψ i is the single particle wave function. Consequentially, one can write down an energy functional that will be the workhorse of the calculation, which is given by E = Ψ|Ĥ|Ψ witĥ
is the Hamiltonian for the light-matter interaction. Equation (1) above also contains the important singleparticle external potentialV that we will define later. Bose-Einstein condensates have particle densities that are typically of the order 10 , and as such it is appropriate to model the scattering to leading order by two-body zero range interactions. Hence the interaction matrixV in Eq. (1) is given byV = (1/2)diag[g 11 ρ 1 + g 12 ρ 2 , g 22 ρ 2 +g 12 ρ 1 ] and we define the population density in the state i as
To construct an interacting gauge theory, we make use of the dilute property of the gas to construct a perturbation theory using the atomic dressed states of the light-matter coupling Hamiltonian, which we denote |χ
. We wish to diagonalizeÛ +V then by treating the particle interactions as weak compared to the light-matter coupling, so that the chemical potential satisfies µ(r) ≪ Ω. Consequently, the perturbed dressed states can be written as
and the perturbed spatially varying eigenvalues gρ ± ± Ω/2 now contain a contribution from the local chemical potential of the gas, the effective scattering parameter being g = (g 11 + g 22 + 2g 12 )/4. We transform the interaction termV in Eq. (1) into the ± basis by the unitary transformationÛ †VÛ , where the transformation between the atomic and dressed basis is given by
To build an interacting gauge theory, we define a state vector comprised of the two basis functions |ξ = i=+,− Ψ i |χ i . By projecting onto one of these states we assume the adiabatic theorem is valid, which requires that the un-projected state have negligible population. Thus, the effective Hamiltonian Eq. (1) becomeŝ
with E 0 = W ± Ω/2. The density-dependent geometric phase A ± = i χ ± |∇χ ± arises from the spatial dependence of the perturbed dressed states, and is also known as the mead-berry connection [15] . The scalar geometric phase is defined as W =
Using the definition of |χ ± the vector geometric phase is then given to leading order by
There is a single as well as a many-body contribution to A ± , where the single particle vector potential is A (0) = − 2 ∇φ and a 1 = ∇φ(g 11 − g 22 )/8Ω determines the strength of the density-dependent vector potential.
To study the dynamics of the condensate, we can derive a Gross-Pitaevskii like equation of motion by minimising the energy functional E = Ψ|(i ∂ t −Ĥ ± )|Ψ . Without loss of generality we minimize with respect to Ψ * + , and drop the ± subscripts on ρ ± , Ψ ± and A ± , thus the meanfield equation of motion reads
Interestingly, we now have two distinct types of nonlinearity appearing in Eq.(6), the standard |Ψ| 2 term as well as a current j that appears at the mean-field level, given by
As with the single particle case, the continuity equation that connects the probability density to the probability current is given by ∂ t ρ + ∇ · j = 0, although it is stressed that the current in Eq. (6) is a collective effect. The mean-field scalar potential W is given to leading order by W = |A (0) | 2 /2m. This model has recently been studied in a one-dimensional context, where novel effects like chirality [14, 16] are present due to the current j and the density-dependent gauge field in Eq. (6) . Experimental realization would require atoms with long lived excited states; for example the transition 1 S 0 ↔ 1 P 1 in Sr might be suitable [17] .
One-dimensional model. Some of the most striking effects of coherent matter in the ultracold temperature regime have been elucidated with bosonic atomic condensates. Early experiments and theoretical work focussed on understanding interference with matter waves [18, 19] , Bragg scattering [20] and applications to matter wave optics such as the realization of nonlinear effects like solitons [21] . One of the most surprising yet paradigmatic effects in quantum mechanics is the quantum tunnelling of particles. For macroscopic systems this is encompassed by the Josephson effect: the tunnelling current that is produced by placing an insulating barrier between two particle reservoirs. The inherent nonlinearities that are present in the study of interacting ultracold bosonic gases make these systems particularly interesting, and has lead to the prediction and realization of effects such as selftrapping [22] [23] [24] . A detailed overview of these effects is given by Gati et. al. [26] . Extensions of the Josephson effect to systems incorporating non-abelian gauge fields have recently been described [27, 28] . Here, we show how the interacting gauge theory described in the previous section can be placed onto a two-site lattice, and study the population dynamics of the resulting lattice gauge theory (LGT).
We envisage the situation where the cloud of atoms is confined so that any transversal dynamics are effectively frozen out, meaning a one-dimensional mean-field description of the BEC is justified. We also define φ = kx as the phase of the incident laser, and also re-define the state Ψ(x) = e −ikx/2 ψ(x), which yields:
, and a 1 = k(g 11 − g 22 )/8ΩS t gives the strength of the current nonlinearity. The parameter S t defines the transversal area of the 1D cloud. Next, we perform a gauge transformation on Eq. (8),
the resulting equation of motion for Φ(x, t) is given by
where the gauge transformed current appearing now in Eq. (10) is given by j(x) = ( /m)Im(Φ * (x)∂ x Φ(x)). We can then write the one-dimensional mean-field Hamiltonian in Eq. (10) in second-quantized form
where the normal ordered current operatorĴ(x) that appears in Eq. (11) is given in second quantized form bŷ
To proceed, we require a model potential V (x). Typically one is interested in situations where the tight binding approximation can be made, such that the height of the lattice is greater than the chemical potential at each individual well. Experimentally, an extended one-dimensional lattice can be realized by counter-propagating laser beams and the fact that the energy of an individual atom is shifted by an amount ∆E = − 1 2 α ′ (ω) E(r, t) 2 t , where α ′ (ω) is the real part of the dynamical polarizability of the atom, and E(r, t) 2 t is the time averaged square of the electric field. However, as we are interested in a two-site system, schemes involving electrostatic interactions [29] or atom chips [30] are more appropriate. Here, we consider the model potential [31] 
The double-well potential defined by Eq. (13) above has its minima situated at x min = ± mω 2 /4b, and close to these points V (x) is harmonic, an approximation we will use to perform the tight binding calculation. Hence the normalized local ground states of the left and the right well are given by η l/r (x) = (2/πσ
2 ) respectively, and we define σ = 2 /mω as the width of the ground states.
Mean-field tight binding calculation. We are now in a position to derive a mean-field tight binding Hamiltonian describing the population dynamics between the two wells. To do this we use the two-mode approximation, which entails expanding the field operatorΦ aŝ
where the operatorĉ l andĉ r destroy particles in the left and right wells respectively. Note that we are assuming that there is a large separation between the ground state and the first excited state of each individual well so that the dynamics are well described by assuming the particles are located in one of the two ground states. If we insert Eq. (14) into the Hamiltonian given previously by (11), we arrive at:
the sums being taken over both the left and right wells. The parameters J ij , U ijkl and λ ijkl are overlap integrals, and give us a way to identify the most important terms in Eq. (15) . The overlap integrals can be readily calculated using our definition of the ground states η l/r (x) given previously, thus one finds that the lattice Hamiltonian Eq. 15 simplifies tô
wheren i =ĉ † iĉ i is the number operator for site i and the constants that appear in Eq. (16) are given by
and the discrete current operator for the two site lattice we define byĵ = −i(ĉ † rĉl − c † lĉ r ). Equation (16) gives us a way to understand the effect of population dynamics between the two sites. It comprises the usual on-site interactions that appear in the Bose-Hubbard model given by the terms proportional to U , as well as the unconventional terms proportional to Γ i which originate from the current operator, Eq. (12). To study the population oscillations between the two wells we work with the operatorsĉ i in the Heisenberg picture. The equations of motion are then given by
To gain an understanding of Eq. (17) and (18) we assume that the number of particles in both wells is so large that the operatorsĉ l andĉ r may be treated as classical quantities, and as such can be replaced by their expectation values c l and c r . Figure 1 shows the numerical solutions to these equations in different parameter regimes. In Figure  1 (a) and (c) the parameters 2U/J = 10 and Γ 1 /J = 1 were used, whilst for (b) and (d) 2U/J = 1 and Γ 1 /J = 5. For figures (a) and (b) the initial phase different was θ l − θ r = ∆θ = 0, but for figure (c) and (d) ∆θ = π/2 was used. We further assumed that x min /σ ≫ 1, so that Γ 2 ≪ Γ 1 . Figure 1 shows the Rabi like oscillations that are synonymous with two state systems. We see in (b) the increased current strength has caused the speed of the population oscillations to increase. On the other hand, Fig. 1 (c) shows how strong on-site interactions changes the dynamics, the current showing an unusual 'dip' (see inset). Finally Fig. 1 (d) shows how the dynamics are reduced when there is an initial phase difference of π/2 between the sites and the current strength is stronger than the Hubbard term. Phase-space analysis. Figure 1 shows how the current nonlinearity in Eq. (16) affects the population oscillations between the two wells. To investigate the properties of this system further, we can re-cast the variables of the problem in terms of the population difference between the two sites and the phase difference. This methodology has previously been utilised to show how a charge neutral interacting BEC in a symmetric double well potential can be understood in terms of a nonrigid pendulum [22, 32] , and gives an intuitive way to study the phase-space properties of the many-body system [25] . We begin by assuming again that the number of particles is so large that the operators that appear in Eq. (16) can be substituted for their respective eigenvalues, which in turn can be replaced by the polar variables
, where i = l, r. If we define the population and phase differences by z(t) = (N l − N r )/N t and ϕ(t) = θ r − θ l respectivly, then we obtain a classical Hamiltonian from Eq. (16)
where the dimensionless parameters read Λ = U N 
The Hamiltonian Eq. (19) and the nonlinear Josephson equations Eq. (20) and (21) allow us to understand the dynamics and phase-space properties of the two site model. In particular, we note that Eq. 19 can be understood in terms of a classical nonrigid pendulum. Our model differs from that presented in [22] by the additional term proportional to γ 2 . Hence, if we drop the γ 2 term from Eq. (19) we can map the classical Hamiltonian onto the nonrigid pendulum model as presented in [22] . The result is that the phase angle ϕ has an extra initial offset term due to the current nonlinearity of the underlying continuum model. In this limit Eq. (19) can be simplified to
where R = 1 + γ 2 1 and the angle ϕ 0 = arctan(γ 1 ), and we set ∆E = 0 without loss of generality. Figure 2 shows the phase-space trajectories of variables z, ϕ. In Fig. 2 we are interested in two limits, the first being the phasespace with on-site interactions, Λ = 2, whilst the inset is plotted for no on-site interactions, Λ = 0. This is justifiable as we could for example use Feshbach resonances in order to achieve g = 0. The plots for Λ = 2 show how increasing the strength of the current causes the curves obtained from the numerical solutions to equations (20) and (21) to increase in size. The inset shows how increasing the strength of the current without onsite interactions gives a displacement of the curves by an amount ϕ 0 . To further quantify this, we calculate the critical value Λ c that determines the point at which the nonrigid pendulum is given an initial kick that pushes it over the vertical ϕ = π point. This is given by the condition H[z(0), ϕ(0)] > 1 so that
If we choose Λ = Λ c we are in the situation whereby the pendulum is in an upright position, so that the period of oscillation diverges.
Conclusions. It was shown how a one-dimensional mean-field theory describing density dependent gauge fields can be cast into a two-site tight binding model, using a symmetric double-well potential. It was seen that this discrete formulation also features a current operator as well as the usual on-site interactions that appear in the standard Bose-Hubbard model. Finally, a phase-space analysis was presented, by way of the nonlinear Josephson equations. It was found that a classical Hamiltonian can be written down that describes the motion of a nonrigid pendulum, with an initial angular offset that depends on the strength of the density dependent gauge potential. Further analysis of this model is warranted. For instance, the unconventional transport mechanisms could have a significant impact on the superfluid behaviour, and is likely to affect non-trivially the elementary excitations of the system.
