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iAbstract
Inertial confinement fusion (ICF) is a promising candidate for renewable energy generation. It involves
the compression of a spherical capsule of deuterium-tritium fuel by the action of an imploding shock
wave. In concept, the shock wave provides thermonuclear ignition of the fuel on convergence to
the capsule centre, and the inward inertial motion of the surrounding fuel provides confinement
long enough for the fusion burn to be sustained. The process, however, suffers from the presence
of hydrodynamic instabilities in the confinement process. As the fluids involved in such processes
are plasmas, they may be affected by magnetic fields. There is some evidence that application of a
magnetic field to a planar flow in ideal magnetohydrodynamics (MHD) suppresses the Richtmyer-
Meshkov instability, and the possibility exists of it suppressing this instability in converging flows as
well. There is also experimental evidence suggesting increased performance of ICF due to electron
and alpha particle confinement by the magnetic field. However, the application of a magnetic field
to a converging plasma may disrupt the ability of the imploding shock to produce thermonuclear
ignition. Here, the dynamic effects of the external application of magnetic fields (referred to as seed
magnetic fields) to converging plasma flows such as those seen in ICF are investigated numerically
and analytically under the framework of ideal magnetohydrodynamics (MHD).
In the first study, cylindrical and spherical implosions in MHD are examined. We formulate
Riemann problems to generate a full set of imploding waves and determine the symmetry features in
the flow. Three configurations of seed magnetic fields are applied: a uniform, unidirectional field, an
azimuthal, axisymmetric field which is zero in part of the domain, and a field with a stagnation point
at the centre of the domain (referred to as a “saddle”-field). The application of a given field results
in the breaking of the axi- or spherisymmetry (for cylindrical or spherical geometry respectively) of
the implosion into a symmetry type which matches that of the applied field. The cylindrical geometry
with the azimuthal, axisymmetric field therefore shows an axisymmetric implosion, unlike its spherical
counterpart which shows a profound disruption of spherisymmetry. The least distorted shock wave
implosions are provided by “saddle”-fields, in both cylindrical and spherical problems.
Second, we consider the cylindrical collapse of a shock wave onto a constant current which runs
along the cylinder axis. This current produces an axisymmetric magnetic field which varies with
radius r as 1/r and which, unlike the similar field considered in the first study, is singular on the
axis. The shock Mach number and pressure ratio are both found to weaken as M(r)− 1 ∼ r and
p(r)−1∼ r respectively, making the use of a constant current such as this unsuitable since it would
inhibit thermonuclear fusion.
By varying the current to zero precisely as the shock collapses onto it in a power-law decrease
ii
with decay exponent µ , as is done in the third study, the picture becomes more complicated. A strong
dependency of shock behaviour on the choice of µ shows up to five distinct behaviours. However, a
strong-shock singular pressure of, at weakest, p(r)∼ r(4−13µ)/(4(µ+1)) could be assured by choosing
µ > 4/13. A choice of µ > 0.816 could further ensure strong-shock collapse comparable to that of
gas-dynamic shocks, with M(r) ∼ r−1/n and p(r) ∼ r−2/n, where n ' 0.225425 for the plasma of
interest.
Finally, we investigate the effect of the magnetic field on the Richtmyer-Meshkov instability in
cylindrical and spherical numerical formulations similarly to the first study. The uniform, unidirectional
and “saddle”-field configurations are considered only. A perturbed density interface is initialized on the
interior of the initial Riemann interface, and the Richtmyer-Meshkov and Rayleigh-Taylor instabilities
are provoked by the action of the incoming MHD shocks. Both instabilities are suppressed by the
seed magnetic field. Suppression extent is largely insensitive to the choice of field configuration, but
does show different behaviour depending on the local orientation of the magnetic field to the interface,
as the vorticity which causes perturbation growth is transported along field lines. Three-dimensional
magnetic fields show weaker suppression of the instabilities for a given field strength.
The studies suggest that a seed magnetic field could be used to increase performance of ICF by
suppression of hydrodynamic instabilities such as, in particular, the Richtmyer-Meshkov instability.
However, the field should be judiciously chosen in both its configuration and strength in order to avoid
the effects of distortion or weakening of imploding shock waves.
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Introduction 1
In today’s energy climate, there is a high demand for energy sources that are carbon-free. ICF is a
promising candidate for fusion energy, and is a potential source of high-volume, clean, and safe energy
generation.1 In this process, a millimetre-scale capsule filled with a frozen layer of deuterium-tritium
fuel mixture is illuminated by very high intensity radiation. This radiation causes the capsule shell
material to ablate extremely rapidly, which drives a nominally spherical shockwave into the fuel,
heating and compressing it to very high temperatures and pressures in order to initiate a fusion burn.
The technique is referred to as “inertial confinement” because the action of the imploding shock forces
the fuel to converge into the centre of the capsule, so that the fuel is confined to the ignition point by
its own inertia.
ICF has seen much recent interest, particularly in the National Ignition Facility (NIF) campaign
at the Lawrence Livermore National Laboratories, which concluded in 2012.3 The NIF campaign
employed the indirect-drive technique of ICF, in which the fuel target is placed inside a small hollow
cylindrical chamber, made of a gold alloy, called a hohlraum. An arrangement of very high power
FIGURE 1.1: Illustration of indirect-drive ICF operation; cylindrical gold hohlraum containing a
spherical ICF target capsule.2
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lasers around the system is then fired into the holhraum, causing it to emit intense X-ray radiation
onto the target (see Figure 1.1). This technique is distinct from direct-drive fusion, in which the lasers
fire directly onto the target. Both techniques are described in some detail in a 1992 article in Physics
Today by Lindl et al.1
In techniques such as ICF, the dynamics of the implosion have a great impact on the potential to
achieve a fusion burn. In gas dynamics, imploding spherical shockwaves are singular in Mach number
and pressure ratio. This is why very high temperatures and pressures are in principle achievable at the
capsule centre, leading to ignition. In addition, the imploding mass of fuel should remain inertially
confined without suffering mixing with the plasma formed, for example, by the capsule material. If this
fuel is not properly confined in this manner, then sustained fusion burn following the initial ignition
may be inhibited. In particular, the presence of hydrodynamic instabilities such as the RM and RT
instabilities severely constrain the operating parameters of ICF in this regard, since they lead to a loss
of confinement in the imploding fuel.3
The RM instability was first identified by Markstein,4 and later presented rigorously by Richtmyer
in a theoretical and numerical study,5 and by Meshkov in an experimental study.6 It occurs when a
perturbed interface between two fluids of different density is accelerated impulsively, for example by
the passage of a shock wave. The interaction of the shock wave with the interface deposits baroclinic
vorticity onto it from a misalignment of pressure and density gradients. This vorticity leads to growth of
the perturbations on the interface, and eventual mixing between the two fluids. The RT instability7,8 is
similar but occurs due to a continuous acceleration of the density interface instead of an impulsive one.
It may be readily observed by suspending a high-density fluid (such as water) on top of a low-density
fluid (such as an oil) under the influence of gravity.
Both of these instabilities serve to amplify the perturbations on the interface, eventually causing
disruption of the interface and mixing between the two fluids. In ICF, they appear on the interface
between the fuel capsule shell material and the layer of fuel immediately inside. As a result, the fuel
and shell material tend to mix, disrupting the inertial confinement of the converging flow and limiting
or preventing the subsequent burning of the fuel. Thus, the possibility of net energy output in the
process is limited. At the NIF, efforts were made to mitigate the effect of the RM and RT instabilities
by machining the target capsule to very high precision in order to minimize as much as possible
the initial perturbations which would seed these instabilies. These efforts were however only partly
successful.3
The RM instability also appears in certain astrophysical flows, such as in supernovae and certain
stellar evolution models;9 it may enhance fuel-air mixing in high-speed airbreathing engines,10
and appears in combustion systems with shock-flame interactions;11 and it may also be a possible
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mechanism for driver gas contamination in reflected shock tunnels.12 The RM instability has therefore
seen considerable recent study (see for example Brouillette13 and references).
In ICF in particular, since the fluids involved are plasmas, they are therefore conductive and may be
modelled by a dynamic fluid model such as magnetohydrodynamics (MHD), which modifies the Euler
equations of motion by accounting for the Lorentz force due to a magnetic field. Recent research has
shown that in MHD, the planar shock-driven RM instability may be suppressed by the application of a
magnetic field, due to the transport of baroclinic vorticity away from the interface.14–18 Although there
has been considerable focus on the RM instability in unmagnetized implosions,19–22 there is however
to the best of our knowledge no research on the behaviour of the RM instability in a magnetized
converging flow such as that seen in ICF.
There are other effects that follow from externally applying a magnetic field, for example by a
current loop placed around the target, to an ICF target. We refer to such externally preapplied magnetic
fields (that is, those that do not arise from the motion of the plasma) as seed magnetic fields. There is
some evidence that seed fields may inhibit heat transfer away from the hot spot at the centre of the
target due to local confinement of electrons and alpha particles,23–25 for example. In magnetized liner
inertial fusion (MagLIF),26 an axially premagnetized variant of the cylindrical z-pinch (see Haines27
for a review), the seed field plays a large role in confining these particles. The application of a seed
magnetic field to an implosion comprising conducting fluids may also lead to large-scale dynamic
effects, such as induced asymmetry in shock wave implosions or strength of the imploding shocks.
The singular collapse of the imploding shock must be maintained in order to produce fusion ignition at
the capsule centre. As it is, in gas dynamics the imploding shock itself is not guaranteed to remain
perfectly spherical on collapse to the capsule centre: a further application of a magnetic field may
further disrupt this spherical symmetry (which we refer to as spherisymmetry) of the shock, and hence
its ability to produce ignition. This is a separate consideration from whether or not the RM instability
may be suppressed by a seed field, which is related to the sustained confinement of the fuel after
ignition. It may be, for example, that application of a seed field could suppress these hydrodynamic
instabilities but simultaneously inhibit thermonuclear ignition at the capsule centre. If a seed field is to
be applied to a converging flow, the application must be judicious.
In order then to investigate properly the behaviour of the RM instability (in particular) in converging
MHD flows, we first seek to understand the dynamics of the base flow. That is, an understanding of the
large-scale dynamics of MHD implosions in the absence of any perturbed density interface should be
developed first. The first part of this thesis constitutes a study on these dynamics; the second examines
the RM (and to a lesser extent, the RT) instability and its suppression in converging flows, as distinct
from its well-documented planar formulation.
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1.1 Thesis outline
This thesis is presented, in part, in the form of a series of publications. At the time of submission, one
of these has been published in a peer-reviewed journal, and the other three have been submitted to
such journals. The outline to the thesis is as follows:
Chapter 2 - Literature review: To provide context for the place this work holds in the state of
research at the commencement of this project, a review of a series of papers relevant to the subject
matter is presented. First, the hydrodynamic RM instability is described in detail, firstly in a canonical
planar analysis and then in curved geometry to expose its behaviour in implosions and explosions.
Second, analysis of the RM instability extends to MHD and its suppression mechanism in planar
flows. Third, some literature on the application of magnetic fields to converging plasma flows and
some potential beneftis, as at the commencement of this project, is presented. Fourth, the stability
of cylindrical converging hydrodynamic shocks is briefly discussed. The chapter concludes with a
discussion of the gaps in the literature, and the place of this thesis in that context.
Chapter 3 - Methodology: In this chapter, the framework and techniques of analysis that will
be used in the main body of the thesis are presented. Ideal MHD, with the appropriate formulating
assumptions, is developed first. Next, the technique of geometrical shock dynamics, as formulated by
Whitham, is described in the context firstly of the Euler equations and secondly of the cylindrical ideal
MHD equations. Lastly, the numerical method of Samtaney which is in predominant use in the papers
presented in this thesis is presented.
Chapter 4 - Effects of seed magnetic fields on magnetohydrodynamic implosion structure
and dynamics: A Riemann problem is formulated by separating two quiescent fluids with an interface
in pressure and density, and a physically plausible seed magnetic field applied across the physical
domain. The effect of the strength of the field and of the pressure jump across the Riemann interface
on the resulting dynamics of the flow are investigated in two and three dimensions. Key observations
are made, focussing especially on the effect of these seed fields on the symmetry of the resulting flow,
specifically on the geometry of the most compressive imploding shock waves and the material interface
that are part of the Riemann problem.
Chapter 5 - Converging cylindrical shocks in ideal magnetohydrodynamics: The work pre-
sented up to this point has been investigated using multidimensional computational formulations.
In formulations with singular variables at the domain centre, computational analyses of this kind
are however intractable due to numerical issues. This paper uses the semi-analytical technique of
geometrical shock dynamics (GSD) to examine the behaviour of a fast MHD shock which collapses
cylindrically onto a constant line current (a case with a constant axial magnetic field, without a line
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current, is also briefly considered), and verifies this result with a one-dimensional cylindrical version
of Samtaney’s numerical method. Critically, the study finds that in the presence of this line current,
the collapsing fast MHD shock weakens to a magnetosonic wave as it approaches the domain origin,
calling into question the ability of this shock to provoke fusion at the centre of a cylindrical target.
Chapter 6 - Converging cylindrical magnetohydrodynamic shock collapse onto a power-law-
varying line current: Following from the previous chapter, there is a possibility of allowing the
collapsing cylindrical fast MHD shock to strengthen on collapse to the line current by weakening the
current to zero as the shock collapses. In this chapter, the current is decreased to zero in a power-law
time dependence, and again considered using the GSD. The effect of a time-dependent current (which
is equivalent to a time-dependent seed magnetic field) on the equations of ideal MHD must be taken
into account. Furthermore, the role of time now plays an important role in the GSD approach, which
traditionally has considered shock behaviour only in purely geometric formulations. It is found here
that the shock may be made to strengthen in terms of both Mach number and pressure ratio by an
appropriate choice of a current decay parameter. This chapter concludes the portion of the thesis
concerned primarily with implosion dynamics in MHD.
Chapter 7 - The Richtmyer-Meshkov instability in magnetohydrodynamic implosions with
seed magnetic fields: The paper presented in this chapter follows a similar problem formulation to
that of Chapter 4, and constitutes the portion of the thesis which considers dynamic instability in the
imploding flow. A Riemann problem, with a seed magnetic field, is again formulated; however now
a perturbed density interface on the interior of the initial Riemann interface is introduced. The RM
instability is provoked by acceleration of this density interface by the imploding shocks of the Riemann
problem, and growth of the perturbations examined in two and three dimensions. A key result of this
chapter is the suppression of the RM and RT instabilities (the latter examined to a lesser extent) by
transport of baroclinic vorticity away from the interface, which correlates with the strength of the
applied seed field. This is contrasted with the asymmetric suppression of the instability - that is, the
local field orientation on the density interface has a strong effect on the extent of local perturbation
growth suppression.
Chapter 8 - Conclusions: This chapter summarizes the main findings of the thesis.
Owing to the presentation of the bulk of this thesis in the form of peer-reviewed papers, references
will be provided on a per-chapter basis.
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were partner investigators in the project. The author was supported by an Australian Postgraduate
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Literature review 2
This part of the thesis examines the literature pertinent to examining suppression of the RM instability
in converging MHD flows. The review begins with a discussion on the RM instability, describing the
basic form and an example of its behaviour in a hydrodynamic converging flow. The largest part of the
review then follows, examining the literature on how the RM instability may be suppressed in MHD
flows. Recent research into the existing use of magnetic fields in ICF is then reviewed, followed by a
brief discussion on stability of converging hydrodynamic shock waves.
2.1 The Richtmyer-Meshkov instability
ICF suffers from hydrodynamic instabilities, one of which is the RM instability.1 The RM instability is
a shock-induced interfacial instability - when a shock interacts with a fluid density interface, it causes
perturbations on the interface to grow, causing other secondary instabilities to occur, eventually leading
to turbulent mixing at the interface.2 As an alternative but approximately equivalent description, the
RM instability occurs for impulsive acceleration of an interface, while the instability arising from
non-impulsive, sustained acceleration is called the RT instability.3,4 Brouillette5 provides a detailed
description and review of the RM instability, focussing on basic physical processes of the instability in
simple flow configurations. Although noting configurations under which the RM instability occurs in
cylindrical and spherical geometry, the review focusses on the results from configurations with planar
geometry.
The shock interaction with the perturbed interface produces a misalignment between the pressure
gradient (across the shock) and the density gradient (across the material interface), resulting in the
generation of baroclinic vorticity along the interface. In hydrodynamics, this generation arises explicitly
9
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FIGURE 2.1: Vorticity deposition on a density interface by a passing shock. (a) Initial configuration;
(b) Vorticity deposition on the interface; (c) Resultant perturbation growth of the interface. Reproduced
from Brouillette.5
FIGURE 2.2: Evolution of a single-mode perturbation. (a) Initial configuration; (b) Linear-growth
regime; (c) Non-linear growth begins; (d) Instability begins to ’roll up’ into characteristic mushroom-
shape; (e) Turbulent mixing occurs and smaller scales develop. Reproduced from Brouillette.5
from the vorticity evolution equation (which here is reproduced in its incompressible form),
dω
dt
+(v ·∇)ω = (ω ·∇)v+ ∇ρ×∇p
ρ2
, (2.1)
where ω is the vorticity, v is the local Eulerian velocity vector, ρ is the density, and p the pressure.
The second term on the right hand side is the generation term associated with the pressure and density
gradient misalignment. The vorticity thus deposited on the interface results in growth of the amplitude
perturbation (see Figure 2.1, reproduced directly from Brouillette5).
For a low-amplitude sinusoidally perturbed interface, the initial period of perturbation growth
is linear. As the perturbation amplitude increases, the Kelvin-Helmholtz instability appears as a
10
2.2. The RM instability in implosions
FIGURE 2.3: Four cases for the cylindrical RM instability. (a) Incident shock explodes from light
to heavy fluid; (b) Incident shock implodes from light to heavy fluid; (c) Incident shock explodes
from heavy to light; (d) Incident shock implodes from heavy to light. Reproduced from Zhang and
Graham.17
secondary instability, and spikes of the heavy fluid penetrates into the lighter fluid. Perturbations also
begin to grow on smaller scales at later times, so that eventually the interface becomes a turbulent
mixing zone between the two fluids (Figure 2.2).
In Figure 2.2, the shock travels from the light fluid into the heavy fluid. In the opposite case,
where the shock travels from heavy to light, the RM instability still appears; however, in this case the
perturbation on the material interface undergoes phase inversion before growing as in the light-heavy
case.
The RM instability has seen considerable research in recent years, especially in experimental
studies. Notable studies include: early studies on effect of interface thickness6 and air/SF6 interfaces;7
a non-linear perturbation analysis;8 experimental study of the incompressible RM instability by Jacobs
and Sheeley;9 the late-time development of a single-mode expression of the instability by Jacobs
and Krivets;10 high11 and low12 Mach number RM experiments; double-interface interactions;13 and
several quantitative experimental studies by researchers at the University of Wisconsin.14–16
2.2 The RM instability in implosions
Zhang and Graham considered the RM instability in cylindrical geometry in a computational study.17
They set up a single-mode sinusoidally perturbed density interface to be shocked by either an exploding
or an imploding shock, using a grid-converged front-tracking numerical simulation. There are four
configurations defined: a shock exploding (diverging) from a light fluid to a heavy fluid; a shock
imploding (converging) from a light fluid into a heavy fluid; a shock exploding from heavy to light;
and a shock imploding from heavy to light (Figure 2.3). Out of these, the second and fourth cases are
most relevant to ICF since they are converging flows.
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Initially, the study examines the cylindrical Riemann problem, including a shocked unperturbed
interface, for all four cases. The cylindrical Riemann problem, unlike the planar problem, does not
have an analytical solution. When the interface is shocked, a transmitted and a reflected wave appear
under a process called bifurcation. Hence, no matter which case, there is always a wave travelling
towards the origin after the interface is shocked, whether transmitted or reflected. This wave reflects off
itself at the centre, moving back towards the interface to re-shock it. Another bifurcation occurs, and
the process repeats indefinitely, so that there are many re-shocks. Each reflected shock that moves back
towards the origin is weaker than the one preceding it, so that each successive re-shock accordingly
provides a smaller velocity jump to the interface. The study notes that a wave that has just reflected
off the origin is very strong; however, it becomes weaker, decreasing in velocity, as it re-propagates
outwards toward the interface. A r− t (radius-time) diagram of Lombardini et al.18 shows this process
schematically in Figure 2.4 (caption quoted directly).
In each case, the initial velocity of the interface and transmitted and reflected shocks match those
of the planar Riemann problem, which has a well-known solution under the Euler equations. However,
these velocities are not constant in curved geometry. The interface is then perturbed with a small-
amplitude sinusoidal variation. A linear theory used for perturbation growth rate in the planar case is
found to match the growth rate from the direct numerical simulation at early times.17
Finally, Zhang and Graham perform direct simulation to determine the non-linear behaviour of
each case. They set up an initial perturbation amplitude of 3.3% of wavelength, with a wavenumber
of 12, setting the interface at a radius so that the perturbation wavelength matches those in planar
simulations performed in previous studies.
Secondary waves additionally form behind the inward-travelling shock after bifurcation across all
four classes. These waves can be seen in Figure 2.5 for a light-exploding-heavy interaction. They
form behind the inward-travelling shock due to shock-shock interactions in the cusps of the shock as it
converges. The study notes that the interactions of these secondary waves cause a temporary decrease
in the perturbation growth rate on the material interface.
The most relevant flow to ICF corresponds to a Class 4 configuration (heavy-imploding-light). This
(along with the heavy-exploding-light configuration) features a phase inversion of the perturbations
immediately after shocking. Hence, there is an initially negative perturbation growth rate, causing the
interface to flatten before the perturbations reappear and grow. Furthermore, unless the incident shock is
very strong, the reflected wave is an expansion wave. Successive re-shocking of the material interface
that follows in this configuration is similar to the class of light-exploding-heavy shock-interface
interactions.
Zhang and Graham’s study is presented here specifically because of certain implications for our
12
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FIGURE 2.4: “Sketch of (r, t) wave diagram for the ineraction of an incident converging shock IS0
with a (a) light-heavy air→ SF6 and (b) heavy-light SF6→ air density interface or contact wave C, at
t = t0. The position of the unperturbed interface r = R(t) is drawn as a thick dashed curve, the various
shocks as solid curves, and the head and tail of the rarefaction waves as dotted curves. The red dots
represent occurences of potential RM instability, and the red curves represent RT-unstable regions.”
Figure and caption reproduced from Lombardini et al.18
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FIGURE 2.5: Density field for a Class 1 (light-exploding-heavy) cylindrical RM simulation. Upper
left: A reflected shock with cusps moves towards the origin; a transmitted shock moves away from the
origin. Upper right: Secondary waves visible behind the reflected shock. Lower left: Reflected shock
has reflected off the origin, moving back towards the material interface. Lower right: Reshock as the
reflected shock interacts with the material interface, producing a second bifurcation. Reproduced from
Zhang and Graham.17
project. Firstly, they reason that the cylindrical Riemann problem resembles the planar Riemann
problem at early times; similar reasoning has been applied in our work in understanding converging
MHD flows (see Chapter 4). Secondly, they note and explain the appearance of the secondary waves
that appear in the converging RM instability. Though Brouillette5 stated that secondary waves appear
in the planar case, Zhang and Graham provide a physical explanation and visualization of these waves
in cylindrical configurations. Thirdly, they provide a well-presented example of how the RM instability
appears in cylindrical flows, so that our own work can be compared. A limitation of this study in
particular is that the flows are strictly two-dimensional, so that three-dimensional effects are not
accounted for.
Other studies have also considered the cylindrical RM problem. Mikaelian did a numerical study
on the RT and RM instabilities in concentric cylindrical shells,19 Hosseini and Takayama did an
experimental study of the cylindrical RM instability using specially developed apparatus attached to a
shock tunnel,2 Glimm et al. investigated the appearance of assymetry in the cylindrical and spherical
14
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RM instability,20 Lombardini and Pullin built on Mikaelian’s work in the three-dimensional cylindrical
RM instability,21 and Lanier et al. performed experiments on a multimodally perturbed RM problem
at the OMEGA system at the University of Rochester.22 The spherical RM instability and turbulence
which may arise from it was also recently studied by Lombardini et al.,18,23 whose techniques for
initial perturbation of the spherical density interface constitute an excellent prototype for our study
which is included as Chapter 7.
2.3 The RM instability in MHD
2.3.1 RM instability in a normal magnetic field
2.3.1.1 Oblique interface
Samtaney24 was the first to show that the growth of the RM instability can be suppressed in MHD
by applying a seed magnetic field to the flow. The investigation was conducted numerically, solving
the ideal MHD equations with Roe-type Riemann solver in a dimensionally unsplit upwinding formu-
lation25 using the Chombo AMR framework26 using three levels of mesh refinement. The physical
domain and initial conditions can be seen in Figure 2.6.
The parameters of interest are the incident shock strength, given by its Mach number M, the
interface density ratio η , the angle between the incident shock and the material interface θ , and the
non-dimensional strength of the magnetic field, β = 2p0/B20, where B0 is the initial magnetic field
strength and p0 is the thermodynamic pressure. When present, the magnetic field is uniform and
perpendicular to the shock front, so that two-dimensional MHD effects only appear during and after
the shock-interface interaction.
FIGURE 2.6: Samtaney’s physical domain and boundary conditions for the MHD RM simulations.
When present, the magnetic field is aligned with the x-direction, and initial pressure in the unshocked
regions is p0 = 1. Reproduced from Samtaney.24
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The results of a test case are shown in Figure 2.7. Samtaney notes that in the first image (that is,
a1 and a2), the shock refraction process occurs, and baroclinic vorticity is generated and deposited.
In the second and third images, however, the non-magnetic case shows the characteristic secondary
(Kelvin-Helmholtz) instability, as is usual with the RM instability, while the case with non-zero
magnetic field shows the interface remaining smooth. Furthermore, while the interface extent increases
between the second and third times for the non-magnetic case (b1,c1), the non-zero field case interface
shows no additional growth between these two periods (b2,c2).
Simulations were also carried out for field strengths of β = 0.2,20. For the higher field strength
of β = 0.2, the RM instability was fully suppressed, while for the lower field strength β = 20, the
instability was not completely suppressed. For this lower field strength, the slow MHD shocks were
close to the interface for a longer period, allowing the vorticity on them to indirectly influence the
growth of perturbations on the interface, though the perturbations still grew at a smaller rate than the
hydrodynamic case.
Samtaney concludes that the RM instability is suppressed by the presence of a magnetic field.
While the baroclinic vorticity generation remains the same regardless of whether a magnetic field is
present, in the magnetic-field case the vorticity is transported away from the contact surface by MHD
shocks, so that perturbations on the interface cannot grow.
Since late-time mixing via the RM instability presents a concern for ICF, this suggests that an
externally applied magnetic field could be used to decrease the effect of hydrodynamic instabilities
(specifically RM) in ICF. The conjecture is made that as long as a magnetic field is generated such
that there is always a nonzero component of the magnetic field normal to the density interface, the RM
instability may be suppressed even in three dimensions, including cylindrical or spherical geometries.
These conjectures are not investigated in the paper.
Wheatley et al. describe the shock refraction process during the interaction of the shock with the
oblique interface.27 They note that in hydrodynamic (HD), the baroclinic vorticity generated by the
shock-interface interaction remains on the contact interface, since gas dynamic shocks cannot support
velocity shear and hence cannot transport the vorticity away from the interface. In an MHD flow where
there is a component of the magnetic field normal to the interface, however, the opposite occurs; MHD
shocks can support both velocity and magnetic shear, while MHD contact discontinuities cannot. This
requires four matching constraints at the interface, so that in general a system of four slow and fast
reflected and transmitted MHD waves are required (see Figure 2.8).
The paper develops an analytical solution technique based on satisfying the MHD Rankine-
Hugoniot relations to derive a set of jump conditions; it uses this technique to examine the types of the
waves that form in the MHD quintuple-point as parameters such as incident-shock Mach number, gas
16
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FIGURE 2.7: Density field for test case, with zero magnetic field (a1, b1, c1) and non-zero magnetic
field β = 2 (a2,b2,c3), for times t = 0.385 (a1,a2), t = 1.82 (b1), t = 1.86 (b2), t = 3.33 (c1), t = 3.37
(c2), and parameters M = 2,η = 3,θ = pi/4. a2, b2, c3 are refected about the x-axis. Reproduced
from Samtaney.24
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FIGURE 2.8: (a) Sample triple-point wave structure and streamlines resulting from a shock refraction
process in the absence of a magnetic field, shock travelling left to right; (b) Sample quintuple-point
wave structure resulting from the MHD shock refraction process: “CD, contact discontinuity; I,
incident shock; R, reflected shock; RF, reflected fast wave; RS, reflected slow/intermediate wave; T,
transmitted shock; TF, transmitted fast wave; TS, transmitted slow/intermediate wave. Shaded area is
the inner layer.” Caption quote and figure reproduced from Wheatley et al.27
specific heat ratio, magnetic field, density ratio, strength are varied. Both regular solutions (containing
only fast and slow transmitted shocks or expansion fans) and irregular solutions (containing sometimes
non-evolutionary discontinuities such as certain types of intermediate waves) are considered. Owing to
the appearance of certain compound waves, sextuple and septuple points also sometimes form. In the
HD (zero magnetic field) limit, Wheatley et al. find that with decreasing magnetic field strength the
slow reflected and transmitted waves approach the contact discontinuity, and so the system approaches
a triple-point.
2.3.1.2 Sinusoidal interface
Samtaney had considered an oblique contact surface, with no further initial perturbation; the study
only investigated the effect of a shock interacting with an interface which is not parallel to it, under the
effect of an external magnetic field. A more relevant and widely-studied configuration involves an
interface with a single-mode sinusoidal perturbation such as that described by Brouillette.5 The MHD
RM problem in such a flow is considered by Wheatley et al. analytically and computationally.28 Here
the flow is set up as shown in Figure 2.9.
To better characterize the problem, the principal parameters are now incident shock number M,
interface density ratio ρ2/ρ1, the interface’s initial perturbation amplitude-wavelength ratio η0/λ , with
η the amplitude and λ the wavelength, the specific heat ratio γ , and the non-dimensional field strength
18
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FIGURE 2.9: (a) Initial condition geometry for compressible RM instability. (b) Geometry for
incompressible model problem. Figure reproduced from Wheatley et al.28
β . Now Wheatley et al. derive an analytical incompressible model,29 and identify additional parameters
ρ1/ρ∗,ρ2/ρ∗, and the normalized velocity impulse magnitude Vρ∗/p0. The reference density ρ∗ is
chosen as ρ1. p0 is the initial unshocked pressure. In deriving the model, the incompressible ideal
equations of MHD are linearised around an impulsively-accelerated base-flow and solved to produce
solutions for z-velocity, w.28,29 The initial horizontal interface velocity, at t = 0+, is given by,
w(x,z,0+) = η0kVA e−k|z|+ikz, (2.2)
where A is the Atwood number, defined by
A =
ρ2−ρ1
ρ+2+ρ1
. (2.3)
This is identical to the HD case (that is, with zero applied field), implying initial perturbation growth
rate is unaffected by the magnetic field. It is supported by Samtaney’s observation24 that initial vorticity
generation remains unchanged by application of a magnetic field. However, for later times, the majority
of the generated vorticity is carried by Alfvén fronts propagating away from the interface, so that the
interface perturbation amplitude asymptotes to a finite value,
η∞ = η0
[
1+V (C−1A2 −C−1A1 )
]
, (2.4)
where CA1,CA2 are the Alfvén speeds in fluids 1, 2 respectively. Since CA = B/
√ρ , therefore CA→ 0
as B→ 0, and as a result η∞→∞ as B→ 0, matching with HD conditions. These results are consistent
with the findings by Samtaney, who noted that the RM instability was suppressed to a greater extent
for stronger magnetic fields. In the study of Wheatley et al.,28 numerical studies are carried out
which analyse the range of parameters for which the incompressible model is useful; it is found that it
performs well for low Mach numbers and magnetic field strengths, becoming less reliable at larger
values of these parameters.
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These studies generally found that stronger magnetic fields led to greater suppression of the RM
instability. Sano et al. studied the critical magnetic field strength for a field purely normal to the
mean interface which was required to suppress the instability.30 Here, the instability was considered
suppressed when the Alfvén speed, which is dependent on the field strength, was comparable to or
larger than the RM growth rate vlin determined from the linear hydrodynamic analysis, so that the field
strength is given by
βcrit =
2
γ
α−2
(
vlin
c∗s2
)−2(P∗
P0
)−1
, (2.5)
where β is the ratio of thermodynamic to magnetic pressures (higer β corresponds to a weaker magnetic
field), γ is the ratio of specific heats, c∗s2 is the postshock sound speed, P
∗ is the postshock pressure at
the interface, and P0 is the preshock pressure, and α is a parameter determined from simulation. The
critical field strength is therefore a function of the shock Mach number M, owing to the dependence on
postshock pressure. The required field strength for suppression of the instability increases with Mach
number of the incident shock. For example, the study notes that for a weak shock with M ≤ 3, the RM
instability will be suppressed by a weaker field, such as for β0 ≥ 100 (β0 is a reference field strength).
An additional study by Sano et al. notes that the MHD RM instability leads to local amplification
of the magnetic field and forms a robust mechanism for the localized strong fields in the shocks of
supernova explosions.31
2.3.2 RM instability in transverse and oblique fields
Up to this point only magnetic fields with components normal to the interface had been investigated.
The application of a transverse field on a perturbed interface is considered by Wheatley et al. in a
different study.32 They conduct an analysis where the magnetic field is parallel to the mean location
of the interface (Figure 2.10), using the same approach for a linear incompressible model as in their
previous study,28 and comparing with numerical simulations.
They find that the RM instability is indeed suppressed, but in a different manner to that previously
observed. After acceleration of the interface, the amplitude of the perturbations oscillate (Figure 2.11).
The baroclinic vorticity initially deposited on the interface is now carried by two waves that propagate
parallel and anti-parallel to the magnetic field (Figure 2.12). Velocity shear is thus still supported
across the interface region, but the movement of the vorticity-carrying waves is such that the growth
of the interface perturbations is periodically reversed. In an oblique seed magnetic field across the
interface, Wheatley et al.33 use an incompressible model on the linearized equations of ideal MHD,
along with comparative results from a non-linear shock driven compressible simulation, to show that
the baroclinic vorticity is carried along the magnetic field lines by the Alfvén waves such that the
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FIGURE 2.10: Initial condition geometry for the transverse-field RM instability with unperturbed
transverse magnetic field. Reproduced from Wheatley et al.32
perturbation amplitude growth contains both an exponentially decaying part, due to the component
of the magnetic field normal to the interface, and an oscillating part, due to the component of field
the field which is tangential. Figure 2.13 shows interface perturbation growth as predicted by the
incompressible model under various seed field orientations.
There is another class of transverse-field problems for which the magnetic field lines never cross
the material interface, even if it is perturbed. Cao et al. considers such a problem.34 They formulate an
unperturbed, already magnetized base flow separated by a sharp material interface. The model is set up
so that there is a jump in magnetic field, density, and transverse velocity at the interface, at z = 0 (see
Figure 2.14). The − and + fluids are otherwise homogeneous. The interface itself is then sinusoidally
perturbed along with the magnetic field and transverse velocity. The result of this perturbation across
these variables is that the magnetic field lines (as perturbed) follow the perturbed interface.
They find that the perturbation amplitude oscillates with time without growth as long as the shear
velocity between the two fluids is small enough (or the transverse magnetic field is large enough). The
oscillation of the perturbation amplitude is similar to that observed by Wheatley et al. though with a
different mechanism. Beyond a certain threshold of shear velocity, the perturbation amplitude grows
exponentially with time; Cao et al. ascribe the suppression mechanism to a Lorentz force opposite to
the direction of the perturbation and proportional to its amplitude, noting a competition between this
restoring Lorentz force and the potentially destabilising free energy contained in a finite shear flow.
The interface is also more susceptible to the RM instability for shorter wavelength perturbations. They
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FIGURE 2.11: Interface amplitude evolution over time for different models used in the transverse-field
MHD RM instability analysis. Reproduced from Wheatley et al.32
FIGURE 2.12: Vorticity transport by transversely propagating waves in the vicinity of the interface,
under impulse-driven simulation. Red and blue indicate positive and negative vorticity respectively.
These images are rotated 90◦ counterclockwise to those in Figure 2.10. Reproduced from Wheatley et
al.32
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FIGURE 2.13: Amplitude growth of interface perturbations under varies magnetic field orientations φ
in Wheatley et al.’s oblique field incompressible model. φ = 0 is the normal-field case. Reproduced
from Wheatley et al.33
FIGURE 2.14: Initial condition geometry for the incompressible RM instability where the field is
perturbed with the interface. The perturbed interface is at z = 0. Reproduced from Cao et al.34
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conclude that the RM instability can be suppressed by a transverse magnetic field for small enough
velocity shears.
A similar analysis is performed by Khan et al.,35 though they perturb the interface parabolically,
simulating a single unstable bubble or spike. They observe the instability resulting from both a constant
acceleration (Rayleigh-Taylor) and an impulsive acceleration (Richtmyer-Meshkov). In addition, three
cases are considered: where only the lighter fluid is conducting (and magnetized); where only the
heavier fluid is conducting (and magnetized); and where both fluids are conducting (magnetized).
Once again, the magnetic field follows the perturbed interface, so that it is everywhere tangential to the
interface. They find that for the case of a conducting lighter fluid, the RT and the weakly shock-driven
RM instabilities are suppressed; for a conducting heavier fluid, both instabilities are suppressed; and
for two conducting fluids, oscillatory behaviour is noted for both instabilities. The paper does not
consider shear flows.
2.4 Magnetic fields in inertial confinement fusion and other
converging plasma flows
There is precedent for applying an external magnetic field to an ICF system. Recently, Chang et al.36
performed an experimental and numerical test of the effect of a magnetic field on the ICF process. The
idea is that the presence of a magnetic field would reduce heat flux transverse to the field so that the
plasma can exist at a higher temperature at a given implosion velocity. To achieve conditions where
electron confinement and heat flux suppression are significant, seed magnetic fields on the order of
tens of kiloteslas are required; however, they note a low-magnitude seed field could be amplified by
several orders of magnitude during compression by the “trapping” effect of the imploding plasma (see
Figure 2.15).
In their experiments, they use a single-turn coil around the equator of the fusion target to produce
a magnetic field (Figure 2.16); this field is approximately uniform across the fuel target, which is
small compared to the radius of the current loop which produces the magnetic field, with a strength of
around 8T. The capsule is filled with deuterium gas at 10atm pressure. During compression they find
an average magnetic field strength across the fusion hot spot of around 1.5kT. They further found that
with the field applied, their neutron yield, a measure of fusion activity, was increased by 30%, and
their ion temperature was increased by 15%. In the accompanying numerical study, they find yield and
ion temperature improvement of 13% and 8% respectively, qualitatively supporting the experimental
results.
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FIGURE 2.15: An illustration of how a magnetic field is “trapped” within an imploding conductor
(plasma). Reproduced from Hohenberger et al.37
FIGURE 2.16: The spherical ICF target placed inside a single-turn coil which generates an 8T magnetic
field which is approximately uniform across the target. Reproduced from Chang et al.36
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FIGURE 2.17: X-ray backlighter data for two implosions; one without a seed magnetic field (left) and
one with an 8T (80kG) seed field (right). Reproduced from Hohenberger et al.37
Although this paper did not explicitly consider hydrodynamic instability, it shows that there are
other benefits to applying a magnetic field to an ICF-like configuration. The study assumed that the
magnetic field was too weak relative to the thermodynamic pressure (that is, β was too high) to affect
the symmetry of the converging flow. Figure 2.17 shows a comparison between a zero-field and an
8T-field implosion; the authors cite this figure as evidence that the field was too weak to affect the
symmetry of the converging flow.
It is encouraging in the context of ICF that the study found higher achievable compression with an
applied magnetic field than without. The non-dimensional field strength β inside the capsule, where
the pressure is 10atm (1MPa) and field strength is 8T, can be calculated to be approximately β = 0.04,
which suggests that the magnetic field may indeed have an effect on the dynamics of the implosion. It
is possible that the image in Figure 2.17 does not resolve the additional waves caused by the magnetic
field’s presence.
Other studies have been done on the z-pinch, which is the name given to a (typically) cylindrical
plasma through which a current is passed in the axial direction. The passage of the current generates
an azimuthal magnetic-field, producing an inward radial Lorentz force, which may confine or collapse
the hollow cylinder of plasma.38 This kind of system is different from ICF-type systems because the
plasma implosion is driven by the Lorentz force, and thus ultimately by a magnetic field, rather than
by lasers or shock waves.
Rahman et al. discuss the presence of the RT instability in a staged z-pinch39 and the ability of
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FIGURE 2.18: Setup of a staged z-pinch. Reproduced from Rahman et al.40
FIGURE 2.19: The experimental apparatus used by Watanabe and Takayama: a shock tube (coming
from the right) is extended by an annular section. Reproduced from Watanabe and Takayama.41
such a pinch to produce a stable, high-energy-density plasma compression.40 A staged z-pinch consists
of a high-atomic-number (high-Z) thin outer layer (liner) of plasma collapsing cylindrically onto a
low-Z plasma target (Figure 2.18).
As the outer, high-Z plasma liner implodes onto the target, a shock front separates from the inside
surface of the liner. This shock then collides with the outer layer of the target, undergoing shock
refraction on interaction with the interface. Because of the sudden decrease in atomic number across
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FIGURE 2.20: Interferograms for different nominal incident Mach numbers. Parts a-d have Ms = 1.1,
e-h Ms1= 1.5. Fringes correspond to isopycnics. Reproduced from Watanabe and Takayama.41 Figure
continued on next page.
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FIGURE 2.20: Figure continued from previous page. Interferograms for different nominal incident
Mach numbers. Parts i-m Ms = 2.0. Fringes correspond to isopycnics. Reproduced from Watanabe
and Takayama.41
the interface, the transmitted shock accelerates, rapidly heating the target plasma. The plasma is then
further heated by the adiabatic compression effect of the imploding liner. The authors note a possible
application of this sort of staged z-pinch to fusion energy, due to the heating effect of the fast-travelling
shocks, which are magnetosonic in nature.40 Interestingly, they also noted39 that when applying a
preseeded axial magnetic field in the pinch, the resulting implosion was stable; they did not produce
explicit results to show this, however, as the bulk of the paper studied controlling the RT instability by
adjusting parameters until the highest compression ratios were achieved.
2.5 Converging shock stability
The RM instability describes the growth of perturbations on a material interface following a shock-
interface interaction. In converging configurations, it is also important to consider how perturbations
on the converging shock behave. Such considerations are not present in research on the spherical RM
instability (such as in Zhang and Graham);17 however, studies on converging hydrodynamic shocks
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themselves have been performed.
Such a study was performed by Watanabe and Takayama.41 Their study consists of an experimental
and a numerical component, the former of which is presented here. They generated a converging shock
wave experimentally using the apparatus shown in Figure 2.19.
In this system, an annular, axisymmetric tube segment is attached to a shock tube. The shock from
the shock tube proper becomes an annular shock as it enters and traverses this segment. The tube
segment ends with a 90◦ bend (left side of Figure 2.19) so that the annular shock is converted into a 2D
converging circular shock at this end. A viewing window exists at that end. To support the inner body,
two sets of four struts are distributed equiangularly from the outer body. The shock was visualized
with holographic interferometry; results are shown in Figure 2.20.
The study found that as the shock converged cylindrically, the supporting struts in the apparatus
perturbed the shock geometry, leading to a geometric instability in the shock structure of a mode
corresponding to the arrangement of the struts. Figure 2.20 shows the instability as it develops. The
shock attains a faceted form, where a local triple point occurs at each cusp. The numerical results of
Watanabe and Takayama, not presented here directly, show similar faceted shock structures.41
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Methodology 3
In this chapter, we provide a broad outline of the tools that were employed to carry out the research in
the chapters to follow. Although Chapters 4 through 7 - themselves journal articles either published,
accepted, or submitted - outline their respective methodologies, some of the techniques are presented
here in a fuller manner.
3.1 Ideal magnetohydrodynamics
The ideal MHD equations are a combination of Euler’s equations with Maxwell’s equations. The
Euler’s equations are a simplification of the full Navier-Stokes equations; they neglect viscous effects
in momentum and ignore the role of conductive heat transfer (as opposed to convective transfer) in
the energy equation. This simplification is appropriate in systems where diffusive effects occur over
much longer timescales than advective effects. The Euler equations may be written for mass continuity,
momentum, and energy (neglecting gravity):
∂ρ
∂ t
+∇ · (ρv) = 0, (3.1)
ρ
∂v
∂ t
+ρv ·∇v+∇p = 0, p = (γ−1)e, (3.2)
∂e
∂ t
+v · e+(γ−1)e∇ ·v = 0. (3.3)
In this presentation, note that the momentum equation in particular consists of the material derivative
for momentum in the first term, contributions from surface forces (for example, on the control surfaces
of a given control volume) in the second, and contributions from body forces provided by a scalar
potential (usually gravity) on the right hand side.
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Maxwell’s equations describe the evolution of electromagnetic waves, and are given by:
∂B
∂ t
=−∇×E, (3.4)
µ0j = ∇×B−µ0ε0∂E∂ t , (3.5)
∇ ·B = 0, (3.6)
∇ ·E = τ
ε0
, (3.7)
(3.8)
where τ is charge density, E is the electric field, j is the current density, and B is the magnetic field.
The constants ε0 and µ0 are the permittivity and permeability of free space respectively, and can be
related to the speed of light cL according to
c2L =
1
ε0µ0
. (3.9)
In formulating the MHD equations, the preferred approach of Goedbloed and Poedts is to postulate a
model which describes the macroscopic dynamic behaviour of a fluid we call a ’plasma’, and then
subsequently justify its ability to describe, given certain assumptions and physical arguments, to
plasmas in reality.1 Thus, a conductive fluid is postulated which responds, in its momentum evolution
equation, to the Lorentz force, given by
f = τE+ j×B, (3.10)
where f is the Lorentz force density. Now Ohm’s law is given by
j = σ(E+v×B), (3.11)
where σ is the fluid conductivity and v is the motion of the conductor (that is, the plasma) and is
identified with the v in the momentum equation. This implies a coupling between B and v. In a
superconducting fluid, (3.11) becomes
E =−v×B. (3.12)
Now assuming non-relativistic flow, the second term on the right-hand side of Ampére’s law (3.5) is
small compared to the first, and it can be shown1 that under the same assumption the first term on
the right-hand side of (3.10) is dominated by the second and may be neglected. Combining all this
36
3.2. Geometrical shock dynamics
together, we may produce the full ideal MHD equations:
∂ρ
∂ t
+∇ · (ρv) = 0, (3.13)
ρ
∂v
∂ t
+ρv ·∇v+∇p− (∇×B)×B = 0, p = (γ−1)e, (3.14)
∂e
∂ t
+v · e+(γ−1)e∇ ·v = 0, (3.15)
∂B
∂ t
+∇× (−v×B) = 0, (3.16)
∇ ·B = 0. (3.17)
The magnetic field evolution equation (3.16) may be written with the above assumptions from Faraday’s
law (3.4) and the final equation (3.17) is taken directly as Gauss’s law (3.6) from Maxwell’s equations.
In these equations, the free space permeability µ0 has been scaled out.
There are a number of assumptions that should be made before these equations may be used to
model plasma dynamics. The first and perhaps most important is quasineutrality: The plasma consists
of electrons and ions which, when displaced from each other, create huge internal electric fields within
the plasma which in turn serve to draw the species together again, so that on a macroscopic scale
net electric fields are typically zero. In this sense the plasma appears like a charge-neutral fluid on
the macroscopic scale, though at microscopic scales local variations in the electric field may exist.
Secondly, satisfying the ’ideal’ part of ideal MHD, there is required the usual property that diffusion
effects in the plasma, as a fluid, occur on much larger timescales than advection effects on the scales
for which we use ideal MHD. In this way both the fluid viscosity and the resistivity of the plasma are
neglected. Finally, we reiterate the requirement of non-relativistic flows. This allows the displacement
current in Ampére’s law to be neglected, allowing the Lorentz force to be formulated in terms of only
the magnetic field.
3.2 Geometrical shock dynamics
One of the studies presented in this thesis is a theoretical study involving the use of GSD in examining
the motion of a converging shock in MHD. Here we present the fundamentals of GSD as produced by
Whitham,2 which itself requires an understanding of the method of characteristics in the analysis of
hyperbolic partial differential equations.
3.2.1 Method of characteristics
We follow the formulation given by Whitham.2,3 A partial differential equation (PDE) or system of
PDEs is said to be hyperbolic if it exhibits solutions that have ’wavelike’ behaviour. We clarify the
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meaning of this in the following description.
A system of quasi-linear first order PDE may be written, in index notation,
Ai j
∂u j
∂ t
+ai j
∂u j
∂x
+bi = 0, i = 1, ...,n, (3.18)
where Ai j, ai j, and b j may be functions of u1, ...,un and x, t. We assume that there exists a family of
curves in (x, t) space along which the PDE or system of PDEs (such as in (3.18)) can be reduced to an
ordinary differential equation (ODE) or system of ODEs.
Systems of PDEs may be difficult to solve due to their varying coupling of rates of change of
information (u j) between the different directions x and t. To capitalize on the existence of characteristic
waves in (x, t), we seek a formulation of the system of PDEs which provides a single relation between
the directional derivatives of all u j.
Such a formulation may be constructed by considering the linear combination of all equations in
the system,
li
(
Ai j
∂u j
∂ t
+ai j
∂u j
∂x
)
+ libi = 0, (3.19)
where li = li(x, t,ui) and we require that li be chosen so that (3.19) becomes
m j
du j
dη
+ l jb j = 0, (3.20)
where, setting x = X(η) and t = T (η) in a parametric presentation,
d
dη
=
∂T
∂η
∂u j
∂ t
+
∂X
∂η
∂u j
∂x
, (3.21)
by the chain rule. Equation (3.20) is now said to be in characteristic form, and the characteristic curve
itself is a trajectory in (x, t) along which∣∣∣∣Ai j ∂X∂η −ai j ∂T∂η
∣∣∣∣= 0. (3.22)
Many hyperbolic systems can be written in a special form, where Ai j = δi j, so that
∂u j
∂ t
+ai j
∂u j
∂x
+bi = 0. (3.23)
In this case, the characteristic curve may be parametrized by η = t, so that x = X(t). Then the
characteristic form of the equation is
li
dui
dt
+ libi = 0, (3.24)
on the curve
dx
dt
= c, (3.25)
where c is the “characteristic velocity” and must satisfy∣∣ai j− cδi j∣∣= 0. (3.26)
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Equation (3.26) most clearly highlights that we are then dealing with an eigenvalue problem, for which
li comprises an eigenvector corresponding to an eigenvalue c of the matrix ai j. The whole system of
PDEs is said to be hyperbolic if all the eigenvalues of the associated ai j are real, and strictly hyperbolic
if the eigenvalues are also distinct.
The characteristic form of a system of PDEs, then, may be formulated easily by identifying and
writing ai j and finding its eigenvalues and eigenvectors; each eigenvalue is a characteristic velocity
and has an associated characteristic equation which can be written by using the associated eigenvector
li in the system (3.24).
For example, for the Euler equations, the characteristic equations for motion through a non-uniform
tube of cross-sectional area A, oriented in the x-direction, are given by:
d p
dt
±ρadu
dt
+ρa2u
dA
dx
1
A
= 0,
dx
dt
= u±a, (3.27)
d p
dt
−a2 du
dt
= 0,
dx
dt
= u, (3.28)
where a =
√
γ p/ρ is the sound speed. The first equation corresponds (via the ±) to the C+ and C−
characteristics respectively, and the second corresponds to the background velocity characteristic C0.
3.2.1.1 Characteristics in ideal MHD formulations
In his 1958 paper, Whitham formulates the characteristic equations for a particular kind of ideal MHD
shock problem: the collapse of a cylindrical shock onto an axis in the presence of a uniform magnetic
field with a component aligned with the axis Bz and a component azimuthal to it, Bθ .3 This problem
is similar in formulation to a study presented in this thesis, and was considered as part of the recent
investigation by Pullin et al.4
Using the above procedure, the characteristic equations for this formulation, for the C+ and C−
may be written,
d p∗
dt
±ρcdu
dt
+ρc2u
1
r
− (u∓ c)B
2
θ
r
= 0,
dx
dt
= u± c, (3.29)
respectively, where p∗ = p+B2θ/2+B
2
z/2 is the total pressure consisting of thermodynamic and
magnetic contributions. (3.29) may also be written by using the chain rule,
d
dt
=
dr
dt
d
dr
= (u− c) d
dr
, (3.30)
so that
−ρcdu
dr
+
d p∗
dr
− 1
r
ρc
u− c
[
B2θ
ρ
− ua
2
c
]
= 0. (3.31)
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3.2.2 Whitham’s shock dynamics formulation
In addressing the problem of shock motion down a non-uniform tube, the propagation of a shock
through a plane distribution of density, pressure, and so on, and converging cylindrical and spherical
shocks, Whitham draws on work completed by Chisnell in the area referred to as GSD.5,6 In principle,
the method involves using the Rankine-Hugoniot shock conditions in the characteristic equations to
determine variation of Mach number M as a function of only the problem geometry, assuming constant
conditions downstream of the shock. That is, a characteristic is assumed to enter the shock from
behind, having originated from a state that is uniform up to infinitely far downstream. The method is
thus essentially an application of the characteristic ODE on a shock wave. The GSD formulation is
therefore approximate, but shows strong agreement in shock trajectory with more exact methods.2,3,5
Though Chisnell’s method is somewhat laborious, Whitham notes that the same result may be obtained
by the following simple procedure, known as the characteristic rule:
Write down the exact nonlinear differential relation for the C+ characteristics. Substitute
the expressions for p,ρ,u,a in terms of M from the shock conditions. The resulting
differential equation gives the variation of M with x.
In practice, this requires recognizing that the radial derivative in a set of equations such as (3.31)
operates at the intersection of the characteristic and the shock. We can then apply the following chain
rule on the flow variables as a function of the shock jump conditions,
d
dt
=
∂
∂x
dx
dt
+
∂
∂M
dM
dx
, (3.32)
to an equation such as one of (3.29), rearranging for dM/dx, and solving the resulting ODE. Specifi-
cally, for the converging MHD shock for a purely azimuthal magnetic field, we can produce, following
the C− characteristic,4
dM
dr
=
1
r
ρc
u− c
[
B2θ
ρ
− ua
2
c
]
−
(
∂ p∗
∂ r
−ρc∂u
∂ r
)
∂ p∗
∂M
−ρc ∂u
∂M
, (3.33)
where r is the radial space variable playing the role of x in Whitham’s description above. This is the
GSD ODE which is solved in Pullin et al.4
3.2.2.1 The role of time in shock dynamics
If time is sought in the formulation (for example, if there is at least one variable in the characteristic
equations which varies explicitly in time as well as space), then a modification of (3.32) is required
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to incorporate time-derivatives. This modification is non-trivial, requiring a particular approach in
both the formulation of the shock dynamics ODE and the addition of a source term in the ideal MHD
equations, and is presented as a result and properly discussed in one of the studies presented in this
thesis.
3.3 Unsplit method for ideal MHD
We now turn to means of computational study of the ideal MHD equations. To provide solutions for
them, it is useful to write them in conservation form; that is, in the form,
∂
∂ t
(...)+∇ · (...) = 0. (3.34)
Of equations (3.13)-(3.17), only (3.13) and (3.17) are already in this form. It can be shown1 that in the
absence of gravity the conservation form of the ideal MHD equations can be written:
∂ρ
∂ t
+∇ · (ρv) = 0, (3.35)
∂
∂ t
(ρv)+∇ · [ρvv+ p∗I−BB] = 0, p = (γ−1)ρe, (3.36)
∂
∂ t
(
1
2
ρ(v ·v)+ρe+ 1
2
(B ·B)
)
+∇ ·
[(
1
2
ρ(v ·v)+ρe+ p+(B ·B)
)
v−v ·BB
]
= 0, (3.37)
∂B
∂ t
+∇ · (vB−Bv) = 0, (3.38)
∇ ·B = 0, (3.39)
where p∗ is the total pressure,
p∗ = p+
1
2
(B ·B). (3.40)
The description that follows is adapted from (and includes a direct quote by) Samtaney et al., who
describe a semi-implicit conservative unsplit method for resistive MHD.7 Since our work is in ideal
MHD, we will omit the description and appearances of diffusive terms in their paper. Now, equations
(3.35)-(3.38) may be written in terms of state and flux vectors,
∂U
∂ t
+
∂Fj(U)
∂x j
= 0, (3.41)
where U =U(xi, t) is given by
U = {ρ,ρui,Bi,e}T , (3.42)
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and the flux vector Fj(U) is given by
Fj(U) =
{
ρu j,ρuiu j +(p+
1
2
BkBk)δi j−BiB j,
u jBi−uiB j,(e+ p+ 12BkBk)ui−Bi(Bkuk)
}T
. (3.43)
Note that (3.41) may be rewritten in quasi-linear form using primitive variables,
∂W
∂ t
+A(W )
∂W
∂x j
= 0, (3.44)
where the primitive variable vector is W = {ρ,ui,Bi, p}.
Samtaney et al.’s method is an “operator-split approach in the sense that the hyperbolic fluxes are
first computed using an unsplit algorithm followed by an implicit treatment of the diffusive fluxes”.7
Again, as we use ideal MHD exclusively in our studies, we focus here only on the ’hyperbolic fluxes’
(that is, those defined by (3.43)).
Now, defining D as the dimensionality of physical space, and using superscripts to indicate the
appropriate dimension, (3.44) may be written,
∂W
∂ t
+
D−1
∑
d=0
Ad(W )
∂W d
∂xd
= 0,
Ad = ∇UW ·∇U Fd ·∇W . (3.45)
The approach now centres around a predictor-corrector method first presented by Colella. It may be
written in algorithm form as follows, quoted from Samtaney et al.:
1. “Transform to primitive variables, and compute slopes ∆dWi in each computational
cell, which are subsequently limited using Van Leer slope limiting.
2. Normal predictor: Compute the effect of the normal derivative terms and the source
term on the extrapolation in space and time from cell centers to faces. In this step
split primitive variables are split as follows,
W ni =
 W¯ ni
Bni,d
 , (3.46)
For 0≤ d < D,
W¯i,±,d = W¯ ni +
1
2
(±I− ∆t
h
A¯di )P±(∆
dWi),
A¯di = A¯
d(Wi), P±(W ) = ∑
±λk>0
(lk ·W )rk,
Bi,±,d = Bi,d, W ni,±,d =
 W¯ ni,±,d
Bni,±,d
 , (3.47)
Wi,±,d =Wi,±,d +
∆t
2
∇UW ·SnD,i, (3.48)
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where A¯di is the matrix obtained from A
d
i after deleting the row and column corre-
sponding to the normal component of the magnetic field, λk are eigenvalues of A¯di ,
and lk and rk are the corresponding left and right eigenvectors.
3. (...[Stone Correction - an additional correction which we do not use in our imple-
mentation. Description omitted without loss of continuity.])
4. Transverse Predictor: Compute estimates of Fd suitable for computing 1D [one-
dimensional] flux derivatives ∂Fd/∂xd using a Riemann solver. The above normal
predictor step gives us left and right states at each cell interface. We employ a
seven-wave linearized Riemann solver to obtain the primitive variables at the cell
faces, except the normal component of the magnetic field, which is taken as the
arithmetic mean of the left and right states. The entire solution vector at i+1/2ed is
termed as the solution of the Riemann problem R(., .). The fluxes are then computed
from the primitive variables as,
F1Di+ 12 ed
≡ F1D(Wi+ 12 ed), W
1D
i+ 12 e
d ≡ R(Wi,+,d,Wi+ed ,−,d). (3.49)
In 3D [three dimensions], we compute corrections to Wi,±,d corresponding to one set
of transverse derivatives appropriate to obtain (1,1,1) diagonal coupling.
Wi,±,d1,d2 =Wi,±,d1−
∆t
3h
∇UW · (F1Di+ 12 ed2 −Fi− 12 ed2 ) (3.50)
Furthermore, in 3D, we compute fluxes corresponding to corrections made in the
previous step,
Fi+ 12 ed1 ,d2
= R(Wi,+,d1,d2,Wi+ed1 ,−,d1,d2,,d1),
d1 6= d2, 0≤ d1,d2 < D. (3.51)
Compute final corrections to Wi,±,d due to the final transverse derivatives.
2D : W
n+ 12
i,±,d =Wi,±,d−
∆t
2h
∇UW · (F1Di+ 12 ed1 −F
1D
i− 12 ed1
),
d 6= d1,0≤ d,d1 < D, (3.52)
3D : W
n+ 12
i,±,d =Wi,±,d−
∆t
2h
∇UW · (Fi+ 12 ed1 ,d2−Fi− 12 ed1 ,d2)
− ∆t
2h
∇UW · (Fi+ 12 ed2 ,d1−Fi− 12 ed2 ,d1),
d 6= d1 6= d2,0≤ d,d1,d2 < D. (3.53)
5. Compute final estimate of fluxes as follows. First compute the solution to the
Riemann problem using the time-centered predicted states,
W
n+ 12
i+ 12 e
d = R(W
n+ 12
i,+,d,W
n+ 12
i+ed ,−,d,d). (3.54)
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6. Projection: Using the normal component of the magnetic field at i+ 12e
d compute a
cell centred divergence. The following Poisson equations is solved using a multigrid
technique with a Gauss-Seidel Red-Black ordering smoother, and a BiCGStabl
bottom solver.
∇2χ =
D−1
∑
d=0
∂Bd
∂xd,i
(3.55)
Project the magnetic field as Bi+ 12 ed = Bi+ 12 ed −∇χ , and replace the corrected mag-
netic field in W
n+ 12
i+ 12 e
d , and recompute the fluxes as F
n+ 12
i+ 12 e
d = F(W
n+ 12
i+ 12 e
d).”
7
3.3.1 Implementation of AMR
The above algorithm is implemented for use with block structured adaptive meshes in the Chombo
framework.8 Each block in the structure uses ghost cells which serve to communicate with neighbouring
blocks in the domain. If the neighbouring blocks are at a different mesh refinement level, then
interlevel interpolation is used. The Berger-Oliger time-stepping scheme is used, where time steps are
determined by the CFL condition from the ideal MHD wave speeds, and computed at the finest level
and appropriately coarsened by the refinement ratio for the coarser levels.
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Abstract
The effects of various seed magnetic fields on the dynamics of cylindrical and spherical
implosions in ideal magnetohydrodynamics are investigated. Here we present a fundamental
investigation of this problem utilizing cylindrical and spherical Riemann problems under three
seed field configurations to initialize the implosions. The resulting flows are simulated numerically,
revealing rich flow structures, including multiple families of magnetohydrodynamic shocks and
rarefactions that interact non-linearly. We fully characterize these flow structures, examine their axi-
and spherisymmetry-breaking behaviour, and provide data on asymmetry evolution for different
field strengths and driving pressures for each seed field configuration. We find that out of the
configurations investigated, a seed field for which the implosion centre is a saddle point in at least
one plane exhibits the least degree of asymmetry during implosion.
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4.1 Introduction
In Inertial Confinement Fusion (ICF), a small spherical capsule filled with a deuterium-tritium fuel
mixture is made to ablate rapidly by very high-energy incident radiation. This causes a shockwave
to travel inwards, compressing the fuel to a hot spot of high temperature and pressure to conditions
where nuclear fusion can occur.1
The effect of adding a seed magnetic field to an ICF implosion with a view to increased perfor-
mance has been of interest in recent research. Using the OMEGA laser, Knauer et al.2 first investigated
laser-driven magnetic field compression, which could amplify a uniform seed field of 50kG through
shockwave compression to tens of megagauss. In further experiments with the OMEGA laser, Ho-
henberger et al.3 and Chang et al.4 applied a uniform seed field over a target and found increased
hot spot ion temperature and neutron yield compared to an unmagnetized target. Perkins et al.5 also
numerically examined the effect of a uniform axial seed field on the process, seeing a mitigated effect
of shell perturbation amplitude on fusion yield.
In ICF, the material involved becomes rapidly ionized, and hence will interact with magnetic fields
in a fully coupled manner. Such interactions may be ideally modelled using the equations of magne-
tohydrodynamics (MHD). Recent computational work has examined case studies of the cylindrical
converging MHD Riemann problem under various physically plausible seed field configurations,6 with
room for extension to a detailed parametric study and to the spherical case. Such fundamental studies
allow the detailed flow structure that results, which involves multiple families of MHD shocks and
rarefactions that may interact non-linearly to be investigated in isolation from confounding physical
effects.
Cylindrical implosions with applied seed magnetic fields are of primary interest in the emerging
MagLIF concept, outlined by Sefkow et al.7 and references, which uses large axial currents to
compress a metallic cylindrical liner through the Lorentz force in a z-pinch (for a review of the
z-pinch, see Haines8), in the presence of a seed axial magnetic field. While differing from ICF in that
it is magnetically driven and features a cylindrical rather than spherical implosion, MagLIF shows
increasing promise as an additional technique for producing fusion energy.
Pullin et al.9 have also recently explored the collapse of a cylindrical MHD shock onto a line
current of infinite extent, using Whitham’s geometrical shock dynamics10 and computational methods,
highlighting some consequences of application of singular seed magnetic fields on the ability of the
collapsing shock to compress the target fluid.
Application of a seed field may also affect the behaviour of hydrodynamic instabilities in converging
flows. Awe et al.11 examined three-dimensional instabilities in imploding z-pinch liners with an applied
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axial seed field. Hydrodynamic instabilities such as the Richtmyer-Meshkov instability (RMI), which
occurs through the impulsive acceleration, such as by a shockwave, of an interface separating two
fluids of different densities,12 and the Rayleigh-Taylor instability (RTI) also occur in ICF, acting as
a constraint on certain operating parameters.13 Samtaney14 showed that growth of the MHD RMI is
suppressed under a magnetic field normal to the material interface in certain planar flow configurations,
and Wheatley et al.15–17 subsequently investigated the mechanism of this suppression. Further research
also examined the suppression of the RMI by transverse18,19 and oblique20 seed fields for planar MHD
flows. Characterizing the dynamics of MHD implosions under the effect of seed fields would assist in a
fundamental investigation of the MHD RMI in cylindrical or spherical converging flows, to complement
the literature21–24 on its hydrodynamic (HD) counterpart. Figure 4.1 shows the density field from
a preliminary simulation comparing the HD (right) and MHD (left) converging RMI for a uniform,
horizontal seed field (see Section 4.3), and suggests that the converging MHD RMI is suppressed,
but the richness of the flow requires an understanding of the underlying implosion dynamics prior to
investigating this type of flow.
This paper characterizes the structure and dynamics of canonical MHD implosions under an
applied seed field by examining the converging two-dimensional (cylindrical) and three-dimensional
(spherical) MHD Riemann problem, under three different realistic magnetic field configurations. The
paper also seeks to quantify the symmetry-breaking effect of the magnetic field on these converging
flow features as a function of field strength and driving pressure, since symmetry is a relevant concept
in the operation of ICF. In this sense, we seek to provide data that allows for a reasonable assessment
of the effect that a particular magnetic field strength and configuration may have on a given implosion.
FIGURE 4.1: Density field showing the converging HD RMI (right) and MHD RMI with horizontal
seed magnetic field (left), with initial azimuthal perturbation wavenumber of 20, β0I = 2, Atwood
number 0.8 (dense inside) accelerated by a Riemann problem driven shock.
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4.2 Formulation
4.2.1 Equations of motion
The variables for ideal magnetohydrodynamics (MHD) are non-dimensionalized as follows:
xˆ=
x
L0
, tˆ =
t
L0/
√
p0/ρ0
, ρˆ =
ρ
ρ0
, pˆ =
p
p0
,
uˆ=
u√
p0/ρ0
, Bˆ =
B√µ0 p0 , (4.1)
(4.2)
where ρ,v,B, p are the mass density, velocity, magnetic field, and pressure respectively, and µ0 is the
permeability of free space.
Under this non-dimensionalization, the equations of ideal magnetohydrodynamics, neglecting the
effect of gravity and from here on suppressing the carets for convenience, can be written as25:
∂ρ
∂ t
+∇ · (ρv) = 0, (4.3)
ρ(
∂v
∂ t
+v ·∇v)+∇p− (∇×B)×B = 0, (4.4)
∂ p
∂ t
+v ·∇p+ γ p∇ ·v = 0, (4.5)
∂B
∂ t
−∇× (v×B) = 0, ∇ ·B = 0, (4.6)
where γ is the ratio of specific heats in the plasma. This model is ideal, neglecting diffusion effects,
since they occur over a much larger timescale than advection effects, and considers a continuous
quasi-neutral one-fluid plasma. We further model the plasma as a perfect gas, setting γ = 5/3. The
non-dimensional variables are maintained throughout this study.
4.2.2 Riemann problem and seed magnetic fields
A Riemann problem describes the flow resulting from the separation of two uniform fluid states by an
initial discontinuity. In this investigation, the Riemann problems are set up for three different seed
magnetic field configurations, shown in Figure 4.2, for both cylindrical and spherical geometries. In
all cases, the initial condition consist of two uniform quiescent fluids separated by a cylindrical or
spherical interface, as appropriate, with a superimposed seed magnetic field. The pressure and density
ratios across the interfaces are p/p0 and ρ/ρ0, with the reference pressure and density p0 and ρ0,
respectively, occurring on the inside of the interface, and we represent the effect of the driving pressure
with the parameter ∆p = p−1.
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(a) Case C1, S1 (b) Case C2, S2
(c) Case C3 (d) Case S3
FIGURE 4.2: Pressure fields in the x− y plane with overlaid magnetic field lines showing the initial
Riemann interface and field configurations for cases C1-3 and S1-3 in section (at z = 0). Higher
pressure is lighter-coloured. Field lines in respective C- and S-cases appear identical in the x− y plane,
excepting C3 and S3.
We use Cartesian coordinate systems for both the cylindrical and spherical Riemann problems.
The cylindrical geometry (i.e. the cylindrical Riemann problem) is formulated in two dimensions in
the (x,y) plane, while the spherical geometry is set in a three-dimensional volume over (x,y,z). The
interface is centred at the origin with the reference radius r0 = 1. For convenience we also define
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φ = arctany/x with 0 < φ < pi/2 and ψ = arctan(z/
√
x2+ y2) with 0 < ψ < pi/2. Hence, φ is the
azimuthal angle (longitude), and ψ is the latitude of the sphere.
Three different seed magnetic fields are tested for each geometry, so that six cases exist in total;
cylindrical problems are prefixed with C and spherical with S, with the seed field topology designated
by a number 1, 2, or 3. The seed fields are chosen to be physically realizable as potential candidates
for use in capsule implosions; for a discussion of how they may be generated physically, see Appendix
4.A1. The reference seed field strength for any given case is set with the parameter
β0I = 2
p0
B20
, (4.7)
where B0 is specified for each case below. The subscript I indicates that the parameter is defined
according to the reference pressure, and the subscript 0 indicates that it is a reference parameter. An
auxiliary parameter is also sometimes used to help describe the reference field strength as a function of
the pressure difference across the initial interface,
β0 = 2
∆p
B20
. (4.8)
The corresponding local parameters are βI = 2p0/B2 and β = 2∆p/B2, where B is the local field
magnitude.
The six cases thus have fields outlined as follows, shown in Figure 4.2:
C1: Uni-directional field in cylindrical geometry
This is a uniform field, set to the reference strength:
B = B0eˆx. (4.9)
C2: Tangential field in cylindrical geometry
Setting r2 = x2+ y2 and the tangential unit vector eˆφ , this field is zero inside the interface, and decays
radially outside it according to 1/r:
B(r) =
 (B0r0/r)eˆφ : r ≥ r00 : r < r0. (4.10)
Note that the field is discontinuous at r = r0.
C3: Saddle field in cylindrical geometry
This field present a saddle configuration in the domain and is defined by:
B(x,y) =
4
∑
i=1
{
αiB0
(x− xi)2+(y− yi)2
[−(y− yi)eˆx+(x− xi)eˆy]
}
, (4.11)
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where αi = {+α0,−α0,−α0,+α0} is a signed scaling parameter that sets |B(r0)|= B0; and
(xi,yi) = {(10,10),(−10,10),(−10,−10),(10,−10)};
S1: Uni-directional field in spherical geometry
A uniform field, as in C1:
B = B0eˆx. (4.12)
S2: Tangential field in spherical geometry
This field is a three-dimensional analogue of C2. Setting r2 = x2+ y2+ z2, and η2 = x2+ y2:
B(r,η) =

(B0r0/η)eˆφ : r > r0,η ≥ rw
(B0r0η/η2w)eˆφ : r > r0,η < rw
0 : r < r0.
(4.13)
where ηw is a parameter that sets an “arc width” along the z-axis outside the interface, and r0/ηw = 15.
In this way, the magnetic field remains planar in x− y. The field is discontinuous at r = r0, and in its
η-derivative at ηw for r > r0.
S3: Saddle field in spherical geometry
This field is a three-dimensional analogue of C3, and is given by:
B(x,y,z) = Bxeˆx+Breˆr, (4.14)
with r2 = y2 + z2 and eˆr is the radial unit vector in the y− z plane. This field results from setting
two opposite current loops in the y− z plane, centred on the x-axis at xi = {7,−7}, and the field
components are derived from Smythe26 to give:
Bx =
2
∑
i=1
αiB0
1
pi
√
Qi
[
E(ki)
1−ρ2−χ2i
Q−4ρ +K(ki)
]
, (4.15)
Br =
2
∑
i=1
αiB0
ξi
pi
√
Qi
[
E(ki)
1+ρ2+χ2i
Q−4ρ −K(ki)
]
, (4.16)
where a = 7 is a “current loop radius”, set to be consistent with Chang et al.4; Qi = (1+ρ)2+ χ2i ,
k =
√
4ρ
Qi
, ρ = r/a, χi = (x− xi)/a, and ξi = (x− xi)/r. K and E are elliptic integrals of the first and
second kind respectively.
Finally, we define the field orientation angle θ , which is the local inclination of the magnetic field
to the wave propagation direction. Hence, an angle θ = 0 implies a wave travelling parallel to a field
line, while θ = pi/2 implies a wave travelling normal to a field line.
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4.2.3 Parameter space
To determine the effect of driving pressure and magnetic field strength on the symmetry of the
converging flow, we investigate the six cases, for various driving pressures ∆p = p−1 and β0I . As
we will note later in this paper, there is a critical βcI = 2/γ for which the character of the implosion
changes. We define β0I > βcI as subcritical and β0I < βcI as supercritical field strengths. The cases
C1-3 we test under the following values, including both subcritical and supercritical magnetic field
strengths:
∆p = 2,4,8,16,25,
β0I = 128,32,8,2,
1
2
,
1
8
,
1
32
,
1
128
.
Along a field angle of θ = 0, these ∆p provide an initial sonic Mach number of
M ' 1.24,1.43,1.75,2.24,2.68,
respectively, for the hydrodynamic shocks at that angle. Away from this angle, the shock types change,
and the characteristic speed used to calculate magnetosonic Mach numbers will vary with both θ and
β0I . The shocks also accelerate as they converge. These Mach numbers are therefore a guide only,
valid only for the very early stage of the flow, along θ = 0.
For cases S1-3, we investigate the following ∆p and β0I , the latter of which all are subcritical:
∆p = 2,4,8,
β0I = 128,32,8,2.
Note that in existing literature such as Hohenberger et al.3 and Chang et al.,4 the seed fields and
pressure capsules are such that under our definition of field strength, β0I is very small; however, taking
into account the large ∆p, the parameter β0 is very large. Given the fundamental nature of this study,
we use β0I since the effect of a seed field on flow symmetry proves to be more easily characterized if
the effect of the driving pressure jump ∆p is not embedded in the strength parameter (see 4.4.2.1). In
any case the range of ∆p considered here does not extend to the large driving pressures seen in ICF
experiments.
4.3 Methodology
4.3.1 Numerical method
We solve the flows numerically using a second-order accurate, non-linear compressible finite volume
code developed by Samtaney27 for solving the ideal MHD equations, using a dimensionally unsplit
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upwinding method with a Roe-type flux solver. A projection method is used to enforce the solenoidal
property of the magnetic field.
The grid for cases C1 and C3 is a uniform cartesian 8002 mesh discretizing −l < x,y < l, where
l = 10/3; the grid for C2 is mapped to cylindrical co-ordinates for a 10242 mesh, discretizing
l/20 < r < 5l/6 and 0 < φ < 2pi . The same grid is used for the RMI simulation whose results are
shown in Figure 4.1, discretizing l/25 < r < 2l/3 and 0 < φ < pi .
For cases S1-3, we additionally use adaptive mesh refinement of the Berger-Collela type28 under
the Chombo framework29, on a Cartesian mesh (including S2). We simulate on the full domain,
discretizing −l < x,y,z < l, on a Cartesian 643 mesh with three levels of refinement, with a refinement
ratio of 2 in each direction. The criterion for refinement is |∇ρ|> 0.02ρ on the local ρ . This yields an
effective resolution of 5123 at features in the flow where density jumps occur.
4.3.2 Characterisation and parameters
We characterize each case by identifying the types and behaviours of waves appearing in each solution.
The chosen driving pressure and initial magnetic field strength for characterisation are taken as ∆p = 2,
β0I = 2 in order to provide a flow with comparable thermodynamic and magnetic effects. First, we
designate θ as the local angle between the magnetic field and the wave propagation direction, and
assume that at early times the waves generated by the cylindrical and spherical Riemann problems
match those in the equivalent one-dimensional (1D) Riemann problems with equivalent θ . Next, we
explain features that form in the developed flow of the cylindrical and spherical problems which do not
appear in the 1D equivalents by examining local pressure and density fields. The mode of convergence
is then examined, since the presence of a magnetic field affects the symmetry of the converging flow.
To study the effect of magnetic field and driving pressure on the symmetry of the converging
flow, we vary β0I and ∆p. For measuring the effect of magnetic field on symmetry of the converging
flow in cases 1 and 3, we define the major and minor axes for the primary shock system and the
material interface formed by the Riemann problem, where the primary shock system is identified as
the shock system with the strongest effect on pressure as it converges. Since C2 remains axisymmetric
throughout its evolution (see 4.4), it is not examined, though we do consider S2. We conclude by
conducting a parametric study of the implosion symmetry as a function of time, magnetic field strength
and interface pressure ratio.
We define a major axis as the axis along which the primary shock system is initially travelling
most slowly, and similarly the minor axis as the axis along with the primary shock system is initially
travelling most quickly. The symmetry parameter σ of the primary shock system and the material
interface is defined as the ratio of the minor to major axes of the discontinuity in question.
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For the symmetry studies, particularly the cylindrical cases, there is a change in character of the
waves in the implosion; here, we derive the critical parameter that governs, in part, this change in
character. The fast and slow characteristic speeds in ideal MHD are given by25:
c2f ,s =
1
2
γ p+B ·B
ρ
±
√(
γ p+B ·B
ρ
)2
−4γ pB
2
n
ρ2
 , (4.17)
where subscripts f and s refer to the fast and slow speeds respectively. The magnetic field component
Bn here is the component parallel to the wave propogation, so that Bn =Bcosθ . Using the Alfvén speed
cA =
√
B2/ρ , the intermediate speed cI =
√
B2n/ρ , and the gas-dynamic sound speed c =
√
γ p/ρ ,
we write:
c2f ,s =
1
2
(
(c2A+ c
2)±
√
(c2A+ c
2)2−4c2I c2
)
. (4.18)
Taking the square-root term as necessarily positive, we note that for the special case θ = 0,
c2f ,s =
1
2
(
c2A+ c
2±|c2A− c2|
)
, (4.19)
and that this special case provides a minimum for c f and a maximum for cs. Furthermore, for cA < c,
the fast speed c f is degenerate with the sonic speed c and the slow speed cs is degenerate with
the Alfvén cA, and for cA > c the reverse is true. Recognizing this change in character, and that
β0I = 2c2/(γc2A), we define the critical field strength parameter:
βcI =
2
γ
, (4.20)
which is defined at θ = 0. Therefore we refer to a θ = 0 field along where βI < βcI as supercritical,
since for these fields cA > c, and a θ = 0 field where βI > βcI is subcritical, since here cA < c.
Although we define βcI only at θ = 0, hence making it only an essentially local parameter, it proves
to have a significant effect on the global character of the flow. For this reason, and for convenience, we
will globally refer to a given flow as supercritical or subcritical according to the initial βI/βcI at θ = 0,
on the Riemann interface.
It is possible that, for flows where the field strength is not much greater than the critical, a shock
system may compress a θ = 0 flow region from supercritical to subcritical conditions, so that the speed
degeneracy in that region is ambiguous. We will refer to flows such as these as transcritical.
Criticality is not relevant to case 2 problems since, in all formulations, the field is nowhere initially
normal to the Riemann interface, and hence βcI is not defined.
4.3.3 Numerical convergence
The grid used for the cylindrical cases was tested for convergence with a uniform mesh which is
described in 4.3, using Richardson extrapolation under monotonic convergence as described by Stern
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(a) Case C1, uniform mesh
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(b) Case S1, adaptively refined mesh
FIGURE 4.3: Symmetry parameter evolution for C1 and S1, showing material interface and primary
shock symmetry. S1 primary shock σ data smoothed with a 3-point moving average.
et al.30. The full evolution of the symmetry parameter σ is shown for case C1 in Figure 4.3a for the
uniform meshes of 4502, 6002 and 8002. Both the primary shock and material interface symmetry data
converge monotonically for most times. To define order of convergence, we use a representative value
of σ at 75% convergence time, σ75. The σ75 for the primary shock system is interpolated for each
mesh, and found to converge with order ' 1.69, with an estimated relative error on the finest mesh of
0.41%.
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For the adaptive mesh used for spherical cases, convergence was examined similarly, with three
base (unrefined) resolutions set to 363, 483, and 643, corresponding, with three levels of adaptive
refinement, to effective resolutions of 2883, 3843, and 5123 respectively. The σ evolution of this case
(S1) is shown in Figure 4.3b, with the primary shock data time-averaged for each curve on a 3-point
window to filter numerical oscillation associated with the calculation of σ (see Subsection 4.4.2).
The time-averaged primary shock data converges monotonically, while the material interface data
converges such that the medium- and fine-mesh curves are nearly indistinguishable, with oscillatory
noise in the time histories dominating the difference between them, rather than a consistent error due
to varying grid resolution. The σ75 is determined from the interpolated, time-averaged primary shock
data and found to converge with a calculated order of ' 2.47. Since the numerical method in use is a
second-order method, this convergence order is limited to 2, with an associated estimated relative error
of 0.97% on the finest mesh.
4.4 Results
4.4.1 Characterisation of cylindrical cases
The developed flows for cases C1-3 under ∆p = 2, β0I = 2 are shown in Figure 4.4. Pressure is used
in order to visualize the MHD shocks and tangential discontinuities and their approximate strengths,
although it does not show MHD contact discontinuities. Cases C1 and C3 are clearly non-axisymmetric,
while C2 is axisymmetric.
By configuration, case C1 shows θ ' φ ; C2 shows a constant θ = pi/2; and C3 shows θ ' φ/2.
Figure 4.4 reflects that there is a θ -φ dependence for the respective cases; the axisymmetric θ in case
2 corresponds with the axisymmetric wave behaviour, for example.
For each case, at early times, the waves along a given φ -ray match those generated from a one-
dimensional Riemann problem with equivalent θ . Visible in Figure 4.4, they appear in the flows as
follows, from the domain centre outwards:
• Cases C1 and C3 - a fast MHD shock system; a slow MHD shock system; the material interface
(not visible in Figure 4.4); a slow MHD expansion wave system; and a fast MHD expansion
wave system. These systems are non-axisymmetric.
• Case C2 - an HD shock system; the material interface; a fast MHD expansion wave system.
These systems are axisymmetric.
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Fast MHD shock
Slow MHD shock
Slow MHD expansion
Fast MHD expansion
(a) Case C1, t = 0.46
HD shock
Material interface
Fast MHD expansion
(b) Case C2, t = 0.33
Fast MHD shockSlow MHD shock
Slow MHD expansion
Fast MHD expansion
(c) Case C3, t = 0.51
FIGURE 4.4: Developed pressure fields for cases C1-3, β0I = 2, ∆p = 2. Mesh boundaries shown in
white outline for C2.
The material interface is characterized as an MHD contact discontinuity for θ 6= pi/2, which is
discontinuous only in density, and as an MHD tangential discontinuity for θ = pi/2, which allows for
discontinuity in density, pressure, and (tangential) magnetic field but requires continuous total pressure
ptot = p+B2/2, and occurs where there is no normal magnetic field component. The C2 material
interface is thus everywhere a tangential discontinuity. The tangential discontinuity also supports the
magnetic field discontinuity that initially exists at r = r0, maintaining the field to be zero inside. As
Figure 4.4 shows, the slow MHD shock and wave systems are not defined at θ = 0 in the reference
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case. This is because of the speed degeneracies at θ = 0, where the flow is essentially HD, and is
common to subcritical problems; for supercritical problems, the fast MHD systems become undefined
at θ = 0 (see Subsections 4.4.2.1 and 4.4.2.2).
FIGURE 4.5: Closeup view of kink in case C1 converging slow shock along φ = pi/2, t = 0.43,
showing density (left) and vorticity magnitude (right). Velocity streamlines, in a reference frame in
which the kink is stationary, are superimposed on the vorticity graph, and indicated an upward flow.
In intermediate times, singularities in the shock structure (kinks) can be seen in cases C1 and C3.
These develop due to a dependence of the shock speed on θ and the continuous acceleration of the
converging waves. In Figure 4.4, they are visible in C1 along φ =±pi/2 in the slow shocks and 0,pi in
the fast shocks; in case C3, along φ =±pi/4,±3pi/4 (slow shocks) and 0,±pi/2,pi (fast shocks). The
kinks generally resemble regular reflection behaviour in HD shocks.
To examine kink structure, Figure 4.5 shows the φ = pi/2 slow shock kink in case C1 at time
t = 0.57, having first appeared at around t ' 0.27. The overlaid streamlines are the flow velocity in a
reference frame in which the kink is stationary. Though the material interface at φ = pi/2 was initially
a TD, the formation of this kink from the surrounding slow shock structure has decomposed the TD
into a CD and a slow shock. Vorticity is used to show the wave positions, while density shows the
location of the contact surface, which is clearly seperated from the slow shocks close to the kink.
The slow shock system near the kink causes the flow to converge horizontally; additional reflected
shocks to form to straighten the flow and maintain continuity. These reflected shocks extend to the
nearby contact surface where they connect with the slow expansions further out.
In all simulations, kinks in shocks appear at local minima in their corresponding magnetosonic
speeds. In cases C1 and C3, minima in slow magnetosonic speeds occur at θ = pi/2, and in fast
magnetosonic speeds at θ = 0. Case C2 shows no kinks because θ remains constant for all φ .
Convergence occurs when the primary shock system reaches the centre of the domain. Cases C1
and C3 show a non-axisymmetric convergence event; Figure 4.6 shows the pressure distribution around
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(a) t = 0.483 (b) t = 0.500 (c) t = 0.533 (d) t = 0.550
(e) t = 0.463 (f) t = 0.500 (g) t = 0.533 (h) t = 0.567
FIGURE 4.6: Case C1 (a-d) and C3 (e-h) pressure fields at domain centre near convergence, β0I = 2,
∆p = 2. Note higher pressure is darker coloured.
the domain centre around convergence time for these cases under the same colour scale.
In both cases, the θ = pi/2-fast shocks move more quickly than the kink-carrying θ = 0-fast
shocks. In case C1, this means that the θ = pi/2-shocks converge at a distinctly earlier time than the
θ = 0-shocks; by the time that the θ = 0-shocks converge, the θ = pi/2-shocks have already reflected
off each other at the centre. However, the convergence event for case C3 is much more a distinct,
single event, due to an increased symmetry in the fast shock structure near convergence time. The
reasons for these differences in symmetry are discussed further below.
For case C2, convergence qualitatively resembles an HD convergence, since it is axisymmetric and
the converging shock structure is HD.
4.4.2 Symmetry of cylindrical cases
We now examine the effect of the seed field on the symmetry of cases C1 and C3. Since it remains
axisymmetric, we omit C2. The symmetry parameter σ is defined as the ratio of the minor to the
major axes, with these axes defined in Section 4.3 above. We present figures showing the evolution
of σ over time for a given parameter choice, where the time has been normalized to the time of
convergence (that is, when the primary shock system first reaches the domain centre). For brevity, we
present these symmetry evolution curves for selected parameters, usually for β0I = 2, ∆p = 2, to show
the pertinent effects in their most obvious forms. Pressure contour maps are also included to show
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visually the various degrees of effect from the seed field. We also use a single value to represent the
effect of the field, to allow easy comparison across the parameter space. For flows where σ varies
monotonically over time, we represent the “flow symmetry” with σ at 75% of the convergence time,
σ75. For non-monotonic symmetry evolution curves, we select the minimum value σmin on the graph.
The symmetry evolution curves throughout the results are smoothed with a moving-average scheme to
reduce oscillations. These oscillations arise from the numerical discretisation of the domain and that σ
is derived from a quotient of two shock positions.
4.4.2.1 Case C1
0.0 0.2 0.4 0.6 0.8 1.0
Non-dimensional time
0.0
0.2
0.4
0.6
0.8
1.0
σ
Main compressive shock
Material interface
FIGURE 4.7: Evolution of the symmetry parameter for the fast shock system and material interface
in case C1, with β0I = 2, ∆p = 2, normalized to convergence time. Both curves have been smoothed
with a 3-point moving average.
Beginning with the reference case parameters, ∆p = 2, β0I = 2, Figure 4.7 shows the evolution of
the symmetry parameter σ as the flow converges for the primary shock system - in this case, the fast
shock system, as characterized above - and the contact surface. The decrease is monotonic for both
jumps. The primary shock system approaches a σ of zero, since by definition at convergence the minor
axis (in this case at φ = pi/2 in the flow) reaches zero length. In contrast, the contact surface maintains
a much higher degree of symmetry - in fact, the decrease in σ for the contact surface is due to the
relative “bulge” at pi/2, which is visible in the density field in Figure 4.5. This case is subcritical.
Looking across the parameter space now, the development of asymmetry in subcritical cases across
β0I can be seen in Figure 4.8. Strongly subcritical cases (that is, β0I  βcI) appear nearly degenerate
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(a) β0I = 128, t = 0.29 (b) β0I = 32, t = 0.29
(c) β0I = 8, t = 0.27 (d) β0I = 2, t = 0.23
FIGURE 4.8: Pressure field (consistent scale), showing the appearance of asymmetry in case C1 with
increasing magnetic field strength. ∆p = 2 in all simulations.
with the HD converging Riemann problem. The fast shock system, which is the primary shock system
in all subcritical cases, resembles the corresponding HD shock system, while the slow shock system is
not easily visible. Increasing the field strength up to β0I = 2, the fast shock system becomes weaker in
terms of pressure jump and the slow shock system becomes strong, until we eventually reproduce the
reference case characterized above. The faint patterning inside the outer expansions consists of very
weak secondary waves resulting from our use of an unregularized Riemann interface. These waves do
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(a) β0I = 1/32, t = 0.28 (b) β0I = 1/128, t = 0.28
FIGURE 4.9: Comparison of pressure field between two supercritical C1 flows. ∆p = 2 for both flows.
Only the slow shock and expansion systems are visible, the fast shocks having weakened at these β .
not appear to influence the large-scale behaviour of the flows.
For β  βc (supercritical field), the fast shocks have weakened to very low strength, and the slow
shock system has become the primary shock system. Here, the HD shock at φ = 0 is a slow shock.
Figure 4.9 shows how the (slow) shock geometry is much more insensitive to variation in both β and
∆p.
Figure 4.10, which sets β0I = 1/2, shows that, for fields near the critical value, there is less clear
separation between the fast and slow shocks in the vicinity of φ = 0. Though this field by strict
definition supercritical, the fast shocks are not very weak. For low ∆p(= 2,4), the field is supercritical
both upstream and downstream of the fast shock system, so that the HD shock is connected to the slow
shock system, and the φ = 0 discontinuity in the fast system is a fast-shock kink. For high ∆p(> 16),
the fast shock system is strong enough to make its downstream field locally subcritical (since the local
pressure has increased such that |B|<√γ p), so that the slow shocks do not degenerate to an HD shock
at φ = 0. For these high driving pressures, an HD Mach stem forms that joins the fast and slow shock
systems through Mach reflection, as seen around φ = 0 in Figure 4.10c.
The fast shocks become weaker with increasingly supercritical β0I . As pointed out in Section 4.3,
the θ = 0 fast characteristic speed is degenerate with the Alfvén speed, and for this reason the fast
shocks in the vicinity of θ = 0 cannot degenerate to an HD shock. Furthermore, for small θ , the fast
shocks are necessarily weak: we recognize that for cA c:
c f ' cA, (4.21)
62
4.4. Results
(a) ∆p = 2, t = 0.31 (b) ∆p = 4, t = 0.31
Mach stem
(c) ∆p = 8, t = 0.30
Mach stem
(d) ∆p = 16, t = 0.23
FIGURE 4.10: Comparison of pressure field between transcritical (β0I = 1/2) C1 flows.
so
c f
cI
' cA
cI
=
1
cosθ
, (4.22)
which remains small (< 1.1) for θ < pi/8. Since, for these angles, the fast magnetosonic speed is only
slightly higher than the intermediate speed, therefore the velocity jump across a corresponding fast
shock must be small for the shock to remain fast-mode. The allowable velocity jump across the shock
increases with θ ; however, the shock remains quite weak for these higher φ to maintain continuity
along with its (necessary) weakness at low φ .
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FIGURE 4.11: Symmetry of the (a) primary shock system and (b) material interface for varying β0I
and ∆p, measured at 75% the convergence time in case C1. Note that the primary shocks are fast for
β0I > βcI and slow for β0I < βcI . Vertical dashed line indicates βcI .
The slow shocks are not constrained in the same way, since for cA c,
c2s '
c2I cos
2θ
2
(
1−
√
1− 4c
2 cos2θ
c2A
)
, (4.23)
which reduces to
cs
cI
' 0, (4.24)
64
4.4. Results
10−2 10−1 100 101 102 103 104
β0
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1.0
σ 7
5
Fast shock
Slow shock
∆p=2
∆p=4
∆p=8
∆p=16
∆p=25
(a) Primary shock system
10−2 10−1 100 101 102 103 104
β0
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1.0
σ 7
5
∆p=2
∆p=4
∆p=8
∆p=16
∆p=25
(b) Material interface
FIGURE 4.12: Symmetry of the (a) primary shock system and (b) material interface plotted over
β0 = 2∆p/B20, measured at 75% convergence time in case C1.
or equivalently,
cI  cs, (4.25)
which allows for large velocity jumps across slow shocks, regardless of θ .
Although the fast shocks are quite weak for supercritical fields in C1, they do still strengthen as
they converge. Consequently, on convergence and reflection of the domain centre, they propagate
outwards, and may interact with the still-imploding slow shock system. Since these reflected fast
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shocks are strongest at θ = φ = pi/2, they would most strongly affect the slow shock system at that
angle, and thus slightly affect the symmetry parameter evolution. This effect occurs most obviously
for β0I = 1/8.
Corresponding with the decrease in fast shock strength, the slow shocks must get stronger with
decreasing β0I , since the total pressure jump ∆p must be accounted for. The insensitivity of the slow
shock geometry to supercritical β0I corresponds with the insensitivity to the bounds of cs to β0I .
The effect of increasing ∆p primarily reduces the time of convergence and increases the pressure
jumps across the shocks. It also positively affects the symmetry of the primary shock system, whether
fast or slow.
Figure 4.11 shows the variation of primary shock and contact surface symmetry over the parameter
space. It shows a general decrease in σ75 with β0I , as discussed above. Note that the decrease in
symmetry occurs for both fast (for subcritical flows) and slow (for supercritical) primary shock systems.
As discussed above, an increase in ∆p corresponds with an increase in σ75 across the parameter space,
and so remains sensitive to both β0I and ∆p. On the other hand, strongly supercritical fields, due to
the invariance of slow shock geometry with β0I , show reduced variation in σ75. The contact surface
is however only lightly sensitive to β0I and ∆p for subcritical fields, though for supercritical fields it
becomes more sensitive.
This increased sensitivity of the contact surface on field and pressure for strongly supercritical β0I
is probably due to the continuing strengthening of the slow shock system, which, around the θ = pi/2
kink, may cause a sharper discontinuity in the contact surface geometry, causing it to “bulge” more
strongly. This would also explain the symmetry reducing effect of increasing ∆p. For subcritical fields,
where the slow shock system geometry is not yet fully developed and still quite weak, an increased ∆p
does not translate as immediately into a stronger discontinuity in contact surface geometry.
Plotting the symmetry data over the alternative field strength parameter β0 = 2∆p/B20, as in Figure
4.12, appears to show a general increase of the symmetry parameter with β0, although the data do not
universally collapse. However, presenting the data over β0I most clearly highlights where the change
in character of the converging waves and hence the symmetry of the problem occur. β0I is better
suited for this presentation since it more faithfully represents the upstream conditions for the initially
generated waves in the Riemann problem. Under this presentation, ∆p has a secondary influence on
the symmetry parameter (which we continue to observe in the results below, except for transcritical C1
flows).
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FIGURE 4.13: Evolution of the symmetry parameter for the fast shock system and material interface
in case C3, with β0I = 2, ∆p = 2, normalized to convergence time. Both curves have been smoothed
with an 11-point moving average.
Fast MHD shocks
Slow MHD shocks
Slow MHD 
expansions
(a) β0I = 1/32 (b) β0I = 1/128
FIGURE 4.14: Pressure fields under C3 at the same time t = 0.15 for (a) β0I = 1/32 and (b) β0I = 1/128
and initial pressure jump ∆p = 2 showing insensitivity of the slow shock structure to magnetic field
strength, and the fast shock structure near the domain centre. Higher pressure is darker coloured to
show the fast shock systems.
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4.4.2.2 Case C3
Figure 4.13 shows the evolution of σ over time for the reference case, β0I = 2, ∆p = 2, under the C3
field configuration. In contrast to the C1 evolution curve, this curve is not monotonic, exhibiting a
turning point as the shocks approach convergence. As the shocks approach the centre, the magnetic
field strength decreases approximately linearly to zero; for supercritical β0I , this allows a transition to
subcritical upstream conditions for the primary shock system along θ = 0; furthermore, for all β0I , cA
approaches zero towards the centre, so that c f for θ 6= 0 approaches c i.e the shocks become HD for
all θ , and the shock system approaches uniform convergence rates across φ , kinks aside. This explains
why the σ evolution curve has a turning point.
The subsequent increase in σ is due to the already-present kinks in the shocks at θ = 0, which
tend to accelerate those portions of the shock system faster than the non-kinked shocks. These kinks
have an overcompensating effect, which in turn causes the symmetry parameter to rise above unity as
the kinks approach the centre more quickly than the θ = pi/2 portions of the system. Note that we
define major and minor axes according to initial shock speeds, not necessarily limiting the σ curve to
an upper value of unity for all times.
Under the supercritical fields (for example, those in Figure 4.14), the fast shocks are initially
very weak, as in the equivalent C1 fields; however, they strengthen as they converge. This is due to
the natural acceleration of the converging shocks as well as the decreasing c f toward the centre of
the domain. As the magnetic field strength decreases, so do cA and c f ; cA approaches zero, and c f
approaches c for low θ ; this has the effect of dramatically increasing the Mach number of the shock
(with respect to c f ) as well as increasing the degree to which the shock can accelerate the flow before
becoming intermediate, as the shocks move toward the centre. In fact, decreasing β0I does not increase
the (zero) magnetic field at the domain centre; it only increases the gradient of field variation away
from the centre. Thus, the fast shock system will continue to strengthen no matter the initial interface
βI .
Additionally, the fast shocks do not become as weak for supercritical fields as they do in C1.
Evidence of these fast shocks are visible in Figure 4.14, which shows two strongly supercritical flows.
By contrast, similarly supercritical flows in case 1 exhibit very weak fast shocks.
However, although the fast shocks in supercritical C3 do strengthen on convergence, and more so
than in the C1 case, they are still quite weak, to the extent that we would otherwise not judge them to
form the primary shock system; however, due to the complex interaction between the fast shocks and
the field strength near the domain centre as described above, the flow becomes very complex after the
fast shocks have converged and interferes with the slow shock system. In short, the convergence event
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FIGURE 4.15: Symmetry of the (a) primary (fast) shock system and (b) material interface for varying
β0I and ∆p, measured at 75% the convergence time in case C3. Vertical dashed line indicates βcI .
of the fast shocks in C3 do have an effect on the rest of the flow structure in the long term; in contrast,
the C1 fast shock system does not affect the rest of the flow in as complex a manner post convergence.
For this reason we examine the dynamics of the fast shock system in C3 rather than switching to the
slow shock system in supercritical fields.
The compression caused by the fast shock system under supercritical fields remains strongly
localized, and, before convergence, does not affect the slow shock geometry, which, as in case C1,
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strill remains largely independent of β0I and ∆p for supercritical fields, as shown in Figure 4.14.
Figure 4.15 shows the symmetry of this fast shock system and the material interface for all β0I ,
∆p. Subcritical flows generally see higher symmetry in case C3 than in C1 - this is expected given the
results shown in Figure 4.6 and discussed in Subsection 4.4.1.
The regular shape of the slow shock structure in Figure 4.14 is due to a tendency of the shocks to
straighten between kinks. These shocks do not remain straight for all times; at other times they may
bend inwards or outwards.
Figure 4.15 also shows a clear switch in the role of ∆p for strong supercritical fields; for these
fields, increasing ∆p shows a decrease in shock symmetry. This is because, for βI  β0I , the initial
fast shocks near θ = 0 are still necessarily weak - an increase in driving pressure does not promote an
increase in shock speed, since c f ' cI at these low θ angles; the θ = pi/2 shocks are more sensitive to
this driving pressure, and resolve more quickly into a diamond shape. An example of such a diamond
shape can be seen in the fast shock systems in Figure 4.14. Further increasing the magnetic field
slightly counteracts this effect. For all cases, however, the fast shock system strengthens as it converges,
since the decreasing local magnetic field strength towards the centre allows a transition to subcritical
fast shock behaviour.
(a) Case S1, t = 0.29 (b) Case S2, t = 0.29
(c) Case S3, t = 0.34
FIGURE 4.16: Developed pressure fields on key planes, viewed in three dimensions, for all S-cases,
β0I = 2, ∆p = 2. Case S2 (b) is shown on a logarithmic colour scale truncated at a peak of 12 for
contrast. The true peak pressure in the high pressure region of (b) is ' 33.
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Comparing Figures 4.15b and 4.11b, there is similar behaviour in the contact surface across the
parameter space. This is because of the contact surface being located in and around the slow shock
system in both cases: since the slow shock system is subject to the same influences in both cases, its
effect on the contact surface symmetry is also similar between cases, and hence the explanation for
behaviour in Figure 4.15b is the same as in Subsection 4.4.2.1.
FIGURE 4.17: Material interface position for case S2, β0I = 2, ∆p= 2, t = 0.29, in the x-normal plane.
The depression at the poles is due to a high pressure jet impinging on the inner fluid.
4.4.3 Characterisation of 3D-spherical cases
In the spherical cases S1-3, the same flow features appear as in the cylindrical cases C1-3, and so the
two geometries show fundamentally similar flows. The primary difference in the spherical geometry
is an additional plane where the magnetic field topology is different to the other two orthogonal
ones. In cases S1 and S2, the additional plane sees a magnetic field everywhere orthogonal to it; in
case S3, the additional plane sees a magnetic field that apparently diverges from the origin. Case S3
also carries a magnetic field generated from current loops rather than current-arcs, and as such some
symmetry is lost in the planes where the magnetic field is a saddle (see Section 4.2). Figure 4.16
shows pressure fields for three key planes in each case, viewed in three dimensions. Cases S1 and S3
are axisymmetry around the x-axis, while case S2 is axisymmetric around the z-axis, similarly to the
cylindrical geometry.
Figure 4.16 shows that, in the x− y plane, each case resembles its cylindrical counterpart. The
greatest difference is seen in case S3, where the magnetic field is generated with current loops instead
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FIGURE 4.18: Evolution of the symmetry parameter for the fast shock system and material interface
in case S1, with β0I = 2, ∆p = 2, normalized to convergence time. The primary shock curve has been
smoothed with a 3-point moving average.
of current-carrying arcs, and the φ =±pi/4 symmetry planes have been lost; the kinks appear at the
same θ , however, and the general structure of the flow remains largely unchanged. The loss of the
φ = ±pi/4 symmetry planes does, however affect the σ evolution over time - this is examined in
Subsection 4.4.4.3 below.
In the x-normal plane, case S1 (Figure 4.16a) shows a uniform magnetic field that is everywhere
tangent to the wave surfaces. The waves visible in this plane all coincide with the φ = pi/2 ray in
the x-containing planes, and thus show an inward travelling fast shock, an outward-travelling fast
expansion, and an inward-travelling TD.
In the same plane, case S3 (Figure 4.16c) shows a magnetic field that when projected onto the plane
appears to diverge from the centre. Unlike case S1, the magnetic field angle in this plane is everywhere
θ = 0, and so the inward travelling jump is everywhere an HD shock, and the outward-travelling jump
an HD expansion. As expected with θ = 0, the CD is not visible in pressure. The high pressure visible
behind the shock corresponds with the pressure at the kinks in the x− y plane.
In the z-parallel planes, such as x-normal, case S2 (Figure 4.16b) shows a dramatic influence of the
current arcs attached to the Riemann interface’s poles. These arcs form a z-pinch - the Lorentz force
((∇×B)×B) term causes the plasma at these arcs to compress to very high pressures in a short time.
The high pressure from these z-pinches then act as jets, impinging on the inner fluid and forcing the
HD shock system and material interface inwards, as seen in Figure 4.17. These jets also obscure what
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FIGURE 4.19: Symmetry of the (a) primary shock system and (b) material interface for varying β0I and
∆p, measured at 75% convergence time in case S1. Black dashed lines indicate transcritical reference
conditions.
effect there may be of the discontinuity in the field’s η-derivative at η = rw (see Section 4.2.2). The
high-pressure jets furthermore have a clear effect on the symmetry of the case S2 problem, which we
discuss further below.
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4.4.4 Symmetry of 3D-spherical cases
The symmetry parameter σ in spherical geometry is still defined according to the ratio of minor and
major axes as described in Section 4.3 and used in Subsection 4.4.2; however, the additional dimension
introduces an intermediate axis - that is, an axis along which a primary shock travels more quickly
than along a major axis, and more slowly than along a minor axis. However, this intermediate axis
is really only defined in case S3: in case S1, the x-normal plane is axisymmetric, and the fast shock
system in that plane everywhere corresponds to the φ =±pi/2 shock in the z-normal plane; in case S2,
the z-normal plane is axisymmetric, as in the cylindrical geometry. In case S3, however, the z-normal
θ = 0, θ = ±pi/4, and θ = ±pi/2 shocks all travel at different speeds (unlike in the cylindrical
geometry, where the θ = 0 and θ = pi/2 shocks were equivalent). Since it is not immediately clear
whether the θ = 0 or θ = pi/2 shock travels faster, all three axes - major, minor, and intermediate -
exist within the z-normal plane. Except for this complication, discussed accordingly in Subsection
4.4.4.3, the discussion proceeds as before.
4.4.4.1 Case S1
Figure 4.18 shows the spherical symmetry evolution for the fast shock system and the material interface
in the reference case ∆p = 2, β0I = 2. The symmetry of both the fast shock system and the material
interface behaves similarly to the cylindrical case, with just the convergence time decreased in the
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FIGURE 4.20: Evolution of the symmetry parameter for the HD shock system and material interface
in case S2, with β0I = 2, ∆p = 2, normalized to convergence time. Primary shock curve has been
smoothed with a 3-point moving average.
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FIGURE 4.21: Symmetry of the (a) primary shock system and (b) material interface for varying β0I and
∆p, measured at 75% convergence time in case S2. Black dashed lines indicate transcritical reference
conditions.
spherical geometry. Figure 4.19 shows the primary shock and contact surface symmetry across the
parameter space. As with the cylindrical geometry, there is a decrease in the symmetry parameter with
decreasing β0I , while increasing ∆p counteracts to some extent the field strength.
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4.4.4.2 Case S2
The dramatic effect of the z-pinch pressure jets on the symmetry of the shocks and interface in case S2
is clearly visible in Figure 4.20, which shows the reference case ∆p = 2, β0I = 2. This is the only case
that shows a strong decrease in the contact surface σ with time that is similar to the shock σ - this is
due to the strong impingement from the high pressure jets at φ =±pi/2, while the φ = 0,pi shock and
contact surface remain unaffected.
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FIGURE 4.22: Evolution of the symmetry parameter for the fast shock system and contact surface
in case S3, with β0I = 2, ∆p = 2, normalized to convergence time; (a) shows σ treating the x-axis as
the major axis and φ = pi/4 as minor; (b) treats the z-axis as major, and φ = pi/4 as minor; and (c)
treats the z-axis as major, and the x-axis as minor. Primary shock curve have been smoothed with an
11-point average.
As Figure 4.21 shows, the effect of the jet impingement on symmetry extends across most β0I
values; even β0I = 32, which in other cases shows generally high σ75 values, is here reduced to around
σ75 = 0.9 for ∆p = 2. Increasing ∆p serves to increase σ75. This is because the z-pinch forms due to
the strong magnetic field near φ =±pi/2. The peak pressure in the jet also appears independent of ∆p,
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so that any increase in ∆p would increase the shock and contact surface velocity at φ = 0,pi but not
φ =±pi/2.
This disruption of symmetry makes a case S2 type field impractical in an ICF context, at least
because of the presence of the high-pressure jets at the interface poles. We note also that this is the
only case where the symmetry parameter of the material interface also drops below 0.9 for a subcritical
field.
4.4.4.3 Case S3
As mentioned in the introduction to this subsection (4.4.4), there is an intermediate axis which
influences the behaviour of σ . We identify this intermediate axis by examining the σ evolution
curve for three arrangements of major-minor axes. Figure 4.22 shows this evolution of σ for each
arrangement under ∆p = 2, β0I = 2. In Figure 4.22a the major axis is taken along x and the minor
axis along φ = ±pi/4; in Figure 4.22b the major axis is taken along z (or any axis in the x-normal
plane, which is axisymmetric); and in Figure 4.22c the major axis is taken along z and the minor
along x. Although Figure 4.22a shows a similar graph to Figure 4.13, with the turning point due to the
accelerating φ = 0 shocks, Figures 4.22b and 4.22c both show graphs that lie below Figure 4.22a; the
σ75 is in fact lowest in Figure 4.22b, on the z−pi/4 arrangement, compared to the other arrangements.
This implies that, for measuring σ75, z is the major axis; φ = ±pi/4 is the minor axis; and x is the
intermediate axis for most of the implosion. This behaviour holds more strongly with increasing β in
S3.
The turning point that is characteristic of the case C3 field is not present in the S3 z− pi/4
arrangement seen in Figure 4.22b. This is because the magnetic field is weaker around z than x, so
that the increase of c f away from θ = 0 around φ = pi/2 is not as dramatic, and the local minimum in
c f at θ = pi/2 is not as pronounced as at θ = 0, so that a kink that forms there is not as strong. The
decrease in magnetic field as the shocks approach the centre still has an influence, so that the decrease
in σ is not as pronounced as it is in spherical case 1 (compare Figure 4.18), but in any case the kinks
that form at the z-axis are not strong enough to cause a turning point in the σ graph.
Figure 4.23 shows that the behaviour described above is reflected across the parameter space.
Varying β0I and ∆p otherwise has the same effect of subcritical fields as in case C3, showing a very
symmetrical flow across all values. We conclude that the spherical form, S3, preserves the symmetry
of the flow similarly to the cylindrical form, and in this respect remains a possibility for application to
ICF.
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FIGURE 4.23: Symmetry of the (a) primary shock system and (b) material interface for varying β0I and
∆p, measured at 75% convergence time in case S3. Black dashed lines indicate transcritical reference
conditions.
4.5 Conclusion
The symmetry of three physically plausible magnetic field configurations (1, 2, and 3) were investigated
under cylindrical (C) and spherical (S) converging Riemann problems in magnetohydrodynamics, with
a view to understand the effect of a seed magnetic field on the dynamics of such implosions. The three
configurations were a uniform, laterally applied seed field (C1, S1); a tangential field valued zero
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inside the Riemann interface (C2,S2); and a saddle-topology field (C3, S3). The investigation varied
the field strength parameter β0I and initial Riemann interface pressure difference ∆p, and specifically
examined the symmetry of the primary system, defined as the strongest shock system in terms of
pressure ratio, and the material interface.
Cases C1 and S1 showed a clear reduction in symmetry with increased magnetic field strength,
with increasing ∆p mitigating this effect. Case C2 was wholly axisymmetric, but S2 showed a strongly
disrupted spherisymmetry in spherical geometry due to the formation of a z-pinch at the poles of the
Riemann interface. In cases C3 and S3, symmetry in both primary shocks and the material interface
was strongly preserved for fields of β0I ≥ 2 and all ∆p.
The primary shock system was identified as a fast shock system for most cases. For β0I ≤ 1/2
under cases C1 and C3, the slow shock system was the primary system due to a weakening of the fast
shock system in terms of pressure ratio; however, in C3 the fast shock system, while not primary for
these field strengths, was very interactive with the flow field. The C2 and S2 primary shock systems
were hydrodynamic, since the field was zero inside the material interface in those cases, which acted
as a magnetohydrodynamic tangential discontinuity.
In the context of cases C1,3 and S1,3, increasing ∆p and β0I both tend to drive the symmetry
parameter towards unity for subcritical β0I . A general increase in the parameter β0, assuming subcritical
β0I , also suggested an increase in the spherisymmetry of the implosion. Out of the magnetic field
configurations investigated, cases C3 and S3 appear most promising in terms of minimizing the
assymmetry of implosion while applying a seed field to reduce heat losses and losses due to the
Richtmyer-Meshkov and Rayleigh-Taylor instabilities.
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4.A1 Generation of seed magnetic fields
The shape of the seed magnetic fields examined in this investigation were described in Section 4.2.2.
They were constructed with the aim of physical plausibility to maintain relevance with ICF; a physical
explanation of their formulation now follows. All variables are as defined in Section 4.2.
Cases C1 and S1 see a unidirectional field of the form
B = B0eˆx, (4.26)
a good approximation of which can be simply generated in reality, perhaps with a current loop at a
suitable distance outside the domain, as seen in Chang et al. and related papers3,4.
Case C2 may be generated by considering a current running through the initial interface, in the
z-direction. This gives a zero magnetic field inside the interface, and a purely tangential field outside
the interface, hence, by Ampère’s law,
B(r) =
 (B0r0/r)eˆφ : r ≥ r00 : r < r0. (4.27)
The interface is, in C2, infinite in the z-direction. In S2 it is spherical, and the field should be adjusted
accordingly. Under spherical geometry, the tangential field is still generated by a current running
through the interface; however, it now originates from one pole of the interface, at x = y = 0, z = r0,
and exits through the opposite pole at x = y = 0, z =−r0. To allow the current to physically reach and
exit the interface, two current arcs exist outside the interface on the z-axis. These current arcs have a
set radius of rw, which here is set to rw = r0/15.
This formulation allows the field in S2 to be purely tangential where it is non-zero. Outside the
current arcs and interface, it follows Ampère’s law. Inside the current arcs, the field varies linearly
from the z-axis in the x− y plane. Note that on the x− y plane at z = 0, both C2 and S2 seed fields
appear identical. As mentioned in 4.2.2, the field is discontinuous in its value at r = r0 and in its
η-derivative at η = rw. Furthermore, for η < rw, the curl of the field is non-zero, and in this sense the
current is modelled.
The seed field in C3 may be generated by considering four infinite-length current arcs to run in
the z-direction at (xi,yi) for the ith arc, which have current strength and direction given by the scaling
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parameter αi, outside the computational domain. The resultant field is formed by superposition of
Ampère’s law for each current arc.
Though we might consider infinite current arcs in S3 as well, neglecting end effects, a more
plausible field arises from sweeping the four current arcs into two current loops, located at xi, for the
ith loop, in the y− z plane. Generally, calculating the field from a current loop requires the use of
elliptic integrals, with the result in the field components given by26
Bx = B0
1
pi
√
Q
[
E(k)
1−ρ2−χ2
Q−4ρ +K(k)
]
, (4.28)
Br = B0
ξ
pi
√
Q
[
E(k)
1+ρ2+χ2
Q−4ρ −K(k)
]
. (4.29)
To generate the field from two current loops, we centre the current loops at their positions y= z= 0,
x = xi and superimpose their fields. This leads to equations 7.17 and 7.18 given in Section 4.2.2. Note
that C3 and S3 do not appear identical in the x− y plane at z = 0, unlike the other respective cases.
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Abstract
We consider a cylindrically symmetrical shock converging onto an axis within the framework
of ideal, compressible-gas non-dissipative magnetohydrodynamics (MHD). In cylindrical polar
co-ordinates we restrict attention to either constant axial magnetic field or to the azimuthal but
singular magnetic field produced by a line current on the axis. Under the constraint of zero normal
magnetic field and zero tangential fluid speed at the shock, a set of restricted shock-jump conditions
for all dynamical quantities are obtained in terms of the shock Mach number, defined as the ratio
of the local shock speed to the unique magnetohydrodynamic wave speed ahead of the shock
and also a parameter measuring the local strength of the magnetic field. For the line current
case, two approaches are explored and the results compared in detail. The first is geometrical
shock-dynamics where the restricted shock-jump conditions are applied directly to the equation
on the characteristic entering the shock from behind. This gives an ordinary-differential equation
(ODE) for the shock Mach number as a function of radius. The ODE is integrated numerically to
provide time histories of the shock implosion. Also, analytic, asymptotic results are obtained for
the shock trajectory at small radius. The second approach is direct numerical solution of the radially
symmetric MHD equations using a shock-capturing method. For the axial magnetic field case
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the shock implosion is of the Guderley power-law type with exponent that is not affected by the
presence of a finite magnetic field. For the axial current case, however, the presence of a tangential
magnetic field ahead of the shock with strength inversely proportional to radius introduces a length
scale R =
√
µ0/p0 I/(2pi) where I is the current, µ0 the permeability and p0 the pressure ahead
of the shock. For shocks initiated at r >> R, shock convergence is first accompanied by shock
strengthening as for the strictly gas-dynamic implosion. The diverging magnetic field then slows
the shock Mach number growth producing a maximum followed by monotonic reduction towards
magnetosonic conditions, even as the shock accelerates toward the axis. A parameter space of
initial shock Mach number at a given radius is explored and the implications of the present results
for inertial confinement fusion are discussed.
5.1 Introduction
The study of shock waves that converge on to either a point or an axis in spherical or cylindrical
geometry respectively has long been of interest owing to the relevance of shock focusing for inertial
confinement fusion1,2. Guderley3 showed that a radially-symmetric convergence of strong-shocks
in a neutral gas is described by a power-law, Mach-number-radius profile whose exponent could be
determined only from consideration of the one-dimensional unsteady Euler equations that govern the
shock collapse. Exponents were determined accurately by Butler4. A simpler approach to shock-
convergence was introduced by Chisnell5 who considered the relationship between area and shock
strength for a shock moving along a channel.
Whitham6–8 later generalized this in a two-dimensional unsteady context to the so-called geometri-
cal shock-dynamics, henceforth referred to as GSD, that describes the evolution of shock waves via
their interaction with bounding geometry. Geometrical shock dynamics is an inherently nonlinear
theory in which shocks propagates down tubes defined by a system of geometrical rays that are normal
to the shock front. The shock motion is determined by information carried on the characteristic of the
same family as the shock that enters the shock from behind. For radially-symmetric shock convergence,
utilization of the shock-jump conditions then gives an ordinary differential equation describing the
shock evolution, without the need to determine the post-shock flow field. If the principal interest lies in
the shock physics and flow conditions immediately behind the shock, then this reduction of dimension-
ality is appealing. Geometrical shock dynamics has proved effective for a variety of shock-dynamics
problems in multi-dimensional flows including shock focusing in gas dynamics9, propagation of shock
waves along walls and in channels10, shock-wave stability7 and shock propagation in non-uniform
media11. When applied to the symmetrically converging shock of the Guderley type, GSD provides an
extremely accurate approximation to power-law exponents and in fact can describe an almost universal
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shock collapse process from an infinitesimal wave at infinity to a strong-shock state near the point of
convergence12,13.
Interest in the effect of a magnetic field on the shock convergence process has been height-
ened by the knowledge that the presence of a sufficiently strong magnetic field can inhibit the
Richtmyer-Meshkov14,15 instability that occurs when a shock-wave impacts and impulsively acceler-
ates a perturbed density interface, thereby depositing vorticity and leading to rapid interface growth16,17.
Suppression of the Richtmyer-Meshkov instability, while retaining the effects of shock heating, could
be expected to have potentially important consequences for the realization of inertial confinement
fusion (ICF). Furthermore, it has been experimentally demonstrated that immersing ICF targets in
seed magnetic fields results in an increase in observed ion temperature and neutron yield18, which
is partially attributed to a reduction in heat losses from the center of the implosion due to electron
confinement.
A method based on sequential, infinitesimal Riemann problems was used by Whitham19 to conclude
that the presence of an axial magnetic field in an ionized gas whose field lines are normal to radially
converging particle paths did not affect the power-law convergence of cylindrically converging shocks:
see also Gundersen20. Presently we revisit this configuration but also consider cylindrical shock
convergence in the presence of a singular, azimuthal magnetic field produced by a line current of
constant strength coincident with the axis of convergence. The latter will be seen to contain distinct
epochs in the radial collapse process and so overall, the flow is not of self-similar form. This case is of
particular interest as the use of a similar magnetic field in ICF experiments, generated by a seed current
through an axial thin wire, has been suggested as a means to further enhance electron confinement18.
In §II we write the equations of motion for non-resistive ideal inviscid magnetohydrodynamics
and develop the appropriate characteristic form. A set of restricted shock-jump conditions is then
obtained in §III for flow appropriate to cylindrical shocks with a magnetic field orthogonal to particle
paths, and zero tangential velocity jump across the shock. The method of GSD is then applied
to magnetohydrodynamic shock convergence in §IV. This method is chosen in part owing to its
relative simplicity but also because it is not restricted to flow fields with a self-similar structure21,22.
It will be seen to be effective for describing the principal physics of symmetrical shock focusing
in magnetohydrodamics, enabling straightforward numerical solution over almost the whole radial
domain, while providing some analytical results at small radius. Presently, the case of a bounded axial
field is considered first followed by analysis of shock convergence with a singular azimuthal field.
Geometrical shock dynamics is an approximate and not an exact theory. Hence in §V, we apply a
finite-volume, shock-capturing method to provide numerical solutions to the full equation set for shock-
collapse onto a line current in an ionized gas within the ideal magnetohydrodynamics approximation.
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Detailed comparisons between the GSD predictions and the full field numerical simulations provides
confidence in the present results.
5.2 Equations of motion
We consider the non-dissipative and non-resistive magnetohydrodynamic equations in cylindrical
co-ordinates (r,θ ,z). The flow is assumed to be cylindrically symmetric with the only non-zero
velocity component in the radial direction, u(r, t). It is convenient presently to utilize as a variable, the
true magnetic field divided by
√µ0, where µ0 is the permeability of the medium. This is denoted by
B = (0,Bθ (r, t),Bz(r, t)) and will be subsequently referred to as “the magnetic field”. The equations of
motion can then be written in non-conservative form as
∂W
∂ t
+A
∂W
∂ r
=−1
r
S, (5.1)
where
W = {ρ,u,Bθ ,Bz, p}T ,
S =
{
ρ u,
B2θ
ρ
,0,uBz,a2ρ u
}T
,
(5.2)
A =

u ρ 0 0 0
0 u
Bθ
ρ
Bz
ρ
1
ρ
0 Bθ u 0 0
0 Bz 0 u 0
0 a2ρ 0 0 u

, (5.3)
where ρ(r, t) is the fluid density, p(r, t) the thermodynamic pressure and a2 = γ p/ρ is the speed of
sound.
The eigenvalues of A are (u,u,u,u± c), showing that, for the present restricted one-dimensional
flow with ut = Bn = 0, the slow and intermediate speeds collapse to zero while the fast speed collapses
to the fast magnetosonic wave speed
c =
√
a2+
B2θ +B
2
z
ρ
. (5.4)
88
5.3. MHD shock jump conditions
Our interest is in the characteristic equation corresponding to the wavespeed u− c, which is the
characteristic entering the shock from behind. The left eigenvector for this case is{
0,1,−Bθ
ρ c
,− Bz
ρ c
,− 1
ρ c
}
, (5.5)
and the corresponding characteristic equation is given by
du
dt
− 1
ρ c
d
dt
(
p+
1
2
(B2θ +B
2
z )
)
=−1
r
[
B2θ
ρ
−u
(
a2
c
+
B2z
ρ c
)]
, (5.6)
on dr/dt = u− c. Using the chain rule for the time derivative, this can be written as
−ρ c du
dr
+
d
dr
(
p+
1
2
(B2θ +B
2
z )
)
=
1
r
ρ c
u− c
[
B2θ
ρ
−u
(
a2
c
+
B2z
ρ c
)]
. (5.7)
The above equations govern the evolution of a quasi-neutral conducting fluid when resistive and
viscous effects are negligible, which requires the magnetic and hydrodynamic Reynolds numbers to be
large. The ideal MHD approximation also requires that the plasma must be highly collisional, so it
can be treated as a continuum, and that the ion Larmor radius be small compared to the characteristic
length scales of the flow. To assess whether these conditions may be violated in the present flows
requires knowledge of the solutions. These will be discussed later.
5.3 MHD shock jump conditions
In the frame of reference in which the shock is stationary, the explicit MHD shock jump conditions are
[
ρ u′n
]
= 0, (5.8)[
ρ u′2n+ p+
1
2
B2t
]
= 0, (5.9)[
ρ u′n u
′
t−Bn Bt
]
= 0, (5.10)[
ρ u′n
2
(
u′2n+u
′2
t
)
+
γ u′n p
γ−1 +u
′
n B
2
t −u′n u′t Bt
]
= 0, (5.11)[
u′n Bt−u′t Bn
]
= 0. (5.12)
where Bn, Bt are the reduced magnetic fields normal and tangential to the shock respectively, u′n, u′t are
the fluid speeds normal and tangential to the shock respectively in shock-fixed co-ordinates, γ is the
ratio of specific heats and [Q] represents the jump of the Q across the shock. In the present application
we will consider a cylindrical shock imploding onto the axis at r = 0. Conditions upstream of shock
in the laboratory frame of reference will then be taken as u = 0, ρ0 = constant, p0 = constant and
magnetic field B0(r), which is tangential to the shock and could be either Bθ , Bz or some combination of
these. In this configuration we will set Bn = 0, ut = u′t = 0. For the normal velocity the transformation
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from shock-fixed to laboratory co-ordinates is u = u′n−US where u is radial velocity, and Us > 0 is the
shock speed. The tangential magnetic field Bt will again be either Bθ or Bz. The shock jump conditions
obtained below under these conditions will be referred to as the restricted jump conditions.
From (5.4) the MHD wave speed ahead of the shock can be written as
c0(r)2 = a20+
B20(r)
ρ0
, a20 = γ
p0
ρ0
. (5.13)
The local shock Mach number and the ratio of the sound speed ahead of the shock to the single MHD
speed ahead of the shock are defined respectively by
M ≡ Us
c0
, ε ≡ a
2
0
c20
. (5.14)
Since by (5.13), a strong magnetic field gives c0 >> a0, then this case will correspond to ε << 1. It
will later be seen that presently, U =U(r, t), ε = ε(r).
With these definitions the local, restricted shock-jump conditions for density and pressure can be
determined from (5.8-5.12) as
η ≡ ρ
ρ0
=
−ε(2− γ)− (γ−1)M2− γ+G(ε,M2,γ)
2(1− ε)(2− γ) , (5.15)
G(ε,M2,γ) =
√
4(1− ε)(2− γ)(γ+1)M2+(ε(2− γ)+(γ−1)M2+ γ)2, (5.16)
p
p0
= 1+
1
2
(
1
ε
−1
)(
1−η2)γ+
(
1− 1η
)
γM2
ε
. (5.17)
From (5.15) it can be shown that η ≥ 1 requires that (ε−1)(2− γ)(M2−1) ≤ 0. Since 0 < ε ≤ 1,
this is satisfied with γ < 2, M2 > 1. In a frame of reference in which the upstream gas is stationary
(laboratory frame), the gas speed and magnetic field immediately behind the shock can be obtained as
u =−M c0
(
1− 1
η
)
, Bt = B0η , (5.18)
and we note that for the converging shock, u < 0. The sound speed and the MHD speed behind the
shock can be calculated from the other jump conditions using
a2 = γ
p
ρ
, c2 = a2+
B2t
ρ
. (5.19)
If B0 = 0 then ε = 1 and it can be shown that the restricted shock-jump conditions reduce to the
standard gas-dynamic jump conditions. We remark that care must be taken in this limit owing to the
singular denominator in the expression for the jump in density.
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The form of the shock jump conditions for M−1 << 1 are
ρ
ρ0
= 1 +
4
3− ε (2− γ) (M−1)+O
(
(M−1)2) , (5.20)
p
p0
= 1 +
4γ
3
(M−1)+ 2γ (8γ−7)
27
(M−1)2 (5.21)
+
16γ (γ−1)
27
(M−1)3
ε
+O
(
(M−1)4
ε
)
. (5.22)
For M >> 1 we find that
ρ
ρ0
=
γ+1
γ−1 −
2(γ+1)
(γ−1)3
1
M2
+O
( ε
M2
)
, (5.23)
(5.24)
p
p0
=
1
ε
(
2γ
γ+1
M2− 2(γ
2+2γ−1)
(γ+1)(γ−1)2
)
+O
(
1
M2
)
. (5.25)
(5.26)
We define a strong shock as p/p0 >> 1. This is obtained with either M >> 1 with ε = O(1) or by
ε << 1 with M−1 = O(1). That is, strong shock conditions can be achieved by either large Mach
number or by a strong magnetic field. The fourth term on the right-side of equation (5.22) contains a
potential distinguished limit (M−1)3/ε when both M→ 1 and ε → 0.
5.4 Geometrical Shock dynamics
An ordinary differential equation for the variation of the shock Mach number with (r, t) can be obtained
by applying Whitham’s8 GSD to the present system. We can derive the equations of GSD by a
linearization of the full equations in the region behind the collapsing shock. A far simpler method is
provided by the direct application to the present equation set, of Whitham’s characteristic rule. This
states that:
Write down the exact nonlinear differential relation for the C+ characteristics. Substitute the
expressions for p,ρ,u,a in terms of M from the shock jump conditions. The resulting differential
equation gives the variation of M with r.
This can be applied directly to equation (5.7), with all required shock conditions given explicitly by
equations (5.15), (5.17), (5.18) and (5.19). In general the shock converges into a non-uniform medium
in the sense that c0 = c0(r) and ε = ε(r). This means that all shock jump conditions are functions of
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both M and r. The ordinary differential equation for M(r, t) is then
dM
dr
=
1
r
ρ c
(u− c)
[
B2θ
ρ
−u
(
a2
c
+
B2z
ρ c
)]
−
(
∂ p∗
∂ r
−ρ c ∂u
∂ r
)
∂ p∗
∂M
−ρ c ∂u
∂M
, (5.27)
p∗ = p+
1
2
(
B2θ +B
2
z
)
, (5.28)
where p∗ is the magnetic pressure and it is understood that all quantities on the right-hand side are
evaluated from the shock-jump conditions.
5.4.1 Gas-dynamics case
When Bz = Bθ = 0, then c = a, ε = 1 and the shock jump conditions for density and pressure are
ρ
ρ0
=
(γ+1)M2
2+(γ−1)M2 , (5.29)
p
p0
=
2γM2− (γ−1)
γ+1
, (5.30)
together with jump conditions for u,c that depend only on γ and M. Then (5.27-5.28) reduce to the
strictly gas dynamics case8
dM
dr
= −1
r
M2−1
Mλ (M)
, (5.31)
λ (M) =
(
1+
2
γ+1
1−µ2
µ
) (
1+2µ+
1
M
)
, (5.32)
µ2 =
(γ−1)M2+2
2γM2− (γ−1) . (5.33)
Whitham gives an integral expression of the form r = r(M) for the general case for both cylindrical
and spherical convergence. For the cylindrical strong shock limit M >> 1, λ (M)→ n, where
n = 1+
2
γ
+
√
2γ
γ−1 , (5.34)
and then (5.31) may be integrated to give
M = M0
(
r
r0
)− 1n
. (5.35)
For γ = 5/3, 1/n = 0.225425 compared to the exact Guderley solution where the exponent in (5.35) is
0.2260544. The weak shock limit can be obtained when M−1 << 1. In this case λ (M)→ 1 and, with
m = M−1, the right-side of (5.31) is −m/(2r) plus higher-order terms. This gives the weak-shock
result
M−1∼
(
r
r0
)− 12
. (5.36)
92
5.4. Geometrical Shock dynamics
Hence a converging cylindrical, initially weak shock will always evolve towards the strong-shock limit.
For non-zero magnetic field, when ε < 1, the right-hand side of (5.27) can be evaluated as an
algebraic function of M, ε but the result is extremely cumbersome and so will not be given explicitly.
Equation (5.27), can however be accurately solved numerically for a given set of parameters, and this
will be done presently. Asymptotic results can also be obtained when r << 1.
5.4.2 Presence of a magnetic field
In what follows we consider a cylindrical shock initialized at r = r0 with Mach number M0. We will
presently consider two separate cases described below.
5.4.2.1 Constant axial magnetic field
Here the magnetic field is uniform ahead of the shock,
Bθ ≡ 0, B0 ≡ Bz = constant, (5.37)
where B0 is constant. We non-dimensionalize B0 by
√
p0 and characterize the magnetic field strength
by the parameter
β ≡ 2 p0
B20
, (5.38)
which is constant. Also, pressure, density and velocity are non-dimensionalized respectively by p0, ρ0
and
√
p0/ρ0. The constant MHD wave speed and ε are then
c20 = γ+
2
β
, ε =
β γ
β γ+2
. (5.39)
In anticipation of a strong shock for small r, we consider the strong shock M >> 1. For a uniform
magnetic field ahead of the shock ε is constant and so the explicit r-derivatives in (5.27) vanish. The
only r-dependence on the right-hand side is then the r−1 pre-factor. Upon substituting the M >> 1
forms of the shock jump conditions into the right-hand side of (5.27) and obtaining the large M limit,
the shock-dynamic ODE takes the form
dM
dr
=−1
n
M
r
+
1
r
f (β ,γ)
M
+ .... (5.40)
where n is given by (5.34) and
f (β ,γ) =
√γ(γ+1)q(β ,γ)
4
(
γ2+
√
2(γ−1)γ+ γ−2
)2
(βγ+2)
(5.41)
q(β ,γ) = (8β −4)γ7/2−4(5β −3)γ5/2+4(4β +5)γ3/2+
√
2(5β −2)
√
γ−1γ3 (5.42)
+
√
2(6−7β )
√
γ−1γ2−4(β +3)√γ+20
√
2
√
γ−1γ−4
√
2
√
γ−1.
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To leading order this gives
M = M0
(
r
r0
)− 1n
+O(r
1
n ). (5.43)
In the above, the function f (β ,γ) is bounded for all finite β and γ > 1. It can be noted that equation
(5.43) agrees with (5.35) for the gas dynamics case. Hence, to leading order shock-dynamics predicts
that the presence of a uniform, transverse magnetic field does not affect the power-law strengthening
of the shock in convergence onto the axis, in agreement with19,20. Numerical solutions of the full
shock-dynamics ODE, not shown presently, confirm this result. It is expected that this result will be
valid for any axial field that is a function of r only and is bounded when r→ 0.
5.4.2.2 Shock collapse onto a line current
A magnetic field ahead of the shock is generated by a line current I of infinite extent along the axis
r = 0. The true and reduced magnetic fields are azimuthal and can then be written as
Bˆθ (r) =
µ0 I
2pi r
, B0 ≡ Bθ (r) =
√µ0 I
2pi r
. (5.44)
A length scale or critical radius can be defined as R =
√
µ0/p0 I/(2pi). We normalize Bˆ by
√
p0 µ0,
ρ and p by ρ0, p0 respectively, r by R and keep the same symbols, (Bθ ,r), for non-dimensional
quantities. The dimensionless magnetic field ahead of the shock is then
B0(r)≡ Bθ (r) = 1r , Bz = 0. (5.45)
Hence for r > R the field stength is weak but is strong for r < R. Further
c0(r)2 = γ+
1
r2
, ε =
γ
γ+
1
r2
, ε = γ r2+O(r4), r << 1 (5.46)
The right-hand side of (5.27) contains variables ρ,a,c,Bθ , p, ... together with the derivatives of
both p∗ and u with respect to r and M. The shock jump conditions provide values of the same variables
immediately behind the shock as functions of M, γ and also of r because ε = ε(r) given by the second
equation in (5.46). To obtain the GSD ODE in an explicit form, the derivatives ∂ p∗/∂M, ∂u/∂M,
∂ p∗/∂ r, ∂ p∗/∂ r are first obtained by differentiation of the relevant shock-jump conditions. These
quantities and the shock jump conditions themselves are then substituted directly into (5.27). Since all
quantities are now functions of M,γ,r, (5.27) is of the form
dM
dr
=−1
r
F(M,γ,r). (5.47)
where the F(M,γ,r) is a known function of its arguments. All algebraic constructions are done
symbolically using Mathematica-9 and so the final form of (5.47), which is not suitable for explicit re-
production presently, exists only within a Mathematica script. Nonetheless this allows both asymptotic
analysis and numerical solution.
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r = 106 r = 104 r = 1 Tc
35.42 100.0 630.41 1.7846×104
10.66 30.0 189.04 5.9357×104
3.65 10.0 62.76 1.7466×105
1.69 4.0 24.50 3.9393×105
1.16 2.0 11.06 6.1410×105
1.0109 1.1 2.23 7.5897×105
1.0010 1.01 1.448 7.7306×105
1.0000984 1.001 1.0682 7.7444×105
Table 5.1: Eight shock-dynamics cases. Mach numbers at three radii; r = 106, r = 104; r = 1. Tc is
shock collapse time from r = 106.
Putting M = 1+m, we explore the limit m << 1 for r small. This can be done either using
the full symbolic form of (5.47), or, as was done presently by substituting (5.20-5.22) together with
corresponding approximations for the m<< 1 forms of other shock jump conditions into the right-hand
side of (5.27) and expanding the resultant approximate form of F(M,γ,r) in (5.47) as a Taylor series
for m << 1,r << 1, ensuring that the result does not depend on the order of the expansion. This was
done with Mathematica and the leading-order checked manually, with the result that the form of the
shock-dynamics ODE becomes
dm
dr
=
m
r
[
1+m
4γ−11
18
+O(m2)
]
+ mr
[
γ (4γ−17)
6
+m
γ
(
40γ2−316γ+535)
108
+O(m2)
]
+O(m2 r2). (5.48)
This suggests the asymptotic form, for m << 1
dm
dr
=
m
r
[
1+
∞
∑
n=1
an(γ)mn
]
+
∞
∑
k=1
∞
∑
n=0
bkn(γ)rk mk+n. (5.49)
There is a regular singular point at r = 0 whose coefficient is independent of γ . Assuming that the series
in (5.49) converges to a function of r,m that is analytic near r = 0,m = 0, this gives the leading-order
solution for small r
M = 1+Ar+O(r2), (5.50)
where A is independent of γ and will generally depend on initial conditions. This results indicates that
any cylindrically converging shock, as it approaches the origin, weakens to approach a magnetosonic
wave. When r→ 0, the wave speed diverges as 1/r.
Although the right-hand-side of (5.47) is unwieldy it is nonetheless straightforward to integrate
this equation numerically as a nonlinear, first-order ODE, for given γ and M(r = r0) = M0. In fact
while the shock trajectory has physical meaning only as a time-wise convergence towards the origin,
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(a) (b)
FIGURE 5.1: Mach number versus radius obtained from shock dynamics (SD). (a) M(r), (b) M(r)-1.
Solid lines: SD results obtained by specifying a given Mach number at r = r0. From top to bottom; M0
at r0 = 104 with M0 = 100,10,4,2,1.1,1.01,1.001. Dashed line: M−1∼ r; dot-dashed, gas-dynamic
weak shock M−1∼ r−1/2; dotted, gas dynamic strong shock M ∼ r−0.2254 for γ = 5/3.
FIGURE 5.2: Shock radius versus −t, log-log. Solid lines: SD results obtained by specifying a given Mach
number ar r = r0. From bottom to top; M0 at r0 = 104 with M0 = 100,10,4,2,1.1,1.01,1.001,1+. The M0 = 1+
csaes is the tajectory of a magnetosonic wave. Dashed line: Rs ∼−t; dot-dashed, Rs ∼ (−t)1/2; dot-dot-dashed,
gas-dynamic strong shock Rs ∼ (−t)0.8161 for γ = 5/3.
the GSD ODE can be reversibly integrated for either r decreasing or increasing from some initial
condition. All numerical integrations of (5.47) described presently were performed for γ = 5/3 using
the NDSolve command within Mathematica-9 for the numerical solution of ordinary differential
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(a) (b)
FIGURE 5.3: Pressure ratio across shock from shock dynamics (SD). (a) p(r), (b) p(r)−1. Solid line:
SD results. For key, see Figure 5.1.
(a) (b)
FIGURE 5.4: (a) density ratio across shock. (b) (M−1)3/ε(r,γ), γ = 5/3. For key, see Figure 5.1
equations. Each numerical solution uses dynamically variable stepsize with a solution provided as
an interpolating polynomial over the range of r chosen. Several options including a desired accuracy
parameter were utilized to obtain confidence in the accuracy of solutions to six significant figures.
For given γ , all possible solutions to (5.47) conform to a one-parameter family for which a unique
solution is defined by an arbitrary M = M0 > 1 at a defined reference radius r0. In the examples shown
presently we choose r0 = 104 and eight cases with M0 = 100.0,30.0,10.0,4.0,2.0,1.1,1.01,1.001.
For each of these initial conditions (5.47) was solved numerically as described over two ranges; inward
over 10−6 ≤ r ≤ 104 and also outward with 104 ≤ r ≤ 106. When joined at r = 104, these provide
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composite solutions over twelve decades in radius.
For the eight cases Table 5.1 shows M at each of three radii r = 106, r = 104, r = 1. Figure 5.1(a)
shows M(r) while Figure 5.1(b) gives M−1 versus r, both as log-log plots. Starting from r = 106 it
can be seen that, for all cases, M(r) increases to a maximum near r = 1 and then decreases toward
the origin. Three distinct regimes are visible in Figure 5.1(b). When r >> 1 and M− 1 << 1, the
magnetic field is weak and the shock convergence behaves like the gas-dynamic weak-shock case
with M−1∼ r−1/2. But if r >> 1 and M >> 1 there is clear evidence of gas-dynamic strong-shock
behavior with M ∼ r−0.2245. When r→ 0, weak-shock linear behavior M−1∼ r in agreement with
(5.50) is seen for all cases.
The variation of the shock radius Rs(t) for t < 0 is displayed in Figure 5.2 where the origin of time
is such that Rs→ 0 when t→ 0 from below. These were obtained by numerically integrating the ODE
dRs(t)/dt = M(r)c0(r) where M(r) is obtained from the shock-dynamics and c0(r) =
√
γ+ r−2. In
Figure 5.2 the initial shock strength at r0 increases upward. The uppermost curve is a limit given by
the passage of a spherical magnetosonic wave defined by the ODE dRs(t)/dt = c0(r) with solution
Rs(t) =
[
((1− γ t)2−1
γ
]1/2
, t ≤ 0. (5.51)
In Figure 5.2 all shock trajectories become asymptotic to the magnetosonic wave solution r =
√−2t+
O((−t)3/2), t→ 0. Also shown are the slope of the large −t magnetosonic asymptote r =−√γ t+
O(1), t→−∞ and the gas-dynamic strong-shock approximation r ∼ (−t)0.8161.
Figure 5.3(a) shows p(r) with p(r)− 1 shown in Figure 5.3(b) while Figure 5.4(a) shows the
variation of the density ratio ρ/ρ0(r). It can be seen that the maximum in the pressure ratio moves
progressively towards the origin as M(r0 = 104) increases, and, generally, does not coincide with
the Mach-number maximum. For shocks for which M(r = 1) >> 1, the density ratio achieves its
maximum ρ/ρ0|max = (γ + 1)/(γ − 1) (which is 4 for γ = 5/3), a value which is not affected by
the presence of the magnetic field. But as the shock eventually weakens when r→ 0, a roll-off in
the density ratio occurs at about the same position as the pressure maximum. The behavior of the
pressure can be attributed to the fourth term, of order (M−1)3/ε on the right-side of the M−1 << 1
pressure-jump expression, (5.22). It can be seen from (5.22) that with M−1∼ r given by (5.50), and
with, ε ∼ r2, r << 1, then (M−1)3/ε ∼ O(r) when r << 1. Therefore the pressure jump becomes
small when r→ 0. Hence, while (M− 1)3/ε << 1 will eventually be reached for all cases, this
occurs at smaller radius for initially stronger shocks, an effect that can be clearly seen in Figure
5.4(b). In particular, for our strongest shock case, p(r = 10−6)/p0 ∼O(104) while from Figure 5.1(b),
M(r = 10−6)−1∼ O(10−2).
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5.5 Numerical Solution of One-dimensional MHD Equations
5.5.1 Numerical method
In this section we describe the method used to obtain the numerical solutions to the ideal MHD
equations presented in this work. The method is essentially based on minor modifications of the
method described in detail in Samtaney et al.23. The original code is an unsplit adaptive mesh
conservative code for resistive MHD equations. For the purposes of the 1D numerical simulations
presented in this paper, we switched off the "transverse predictor" of the unsplit method. Moreover,
the diffusion terms are switched off. The other modifications include stretching the mesh in the radial
direction with an analytical stretching (exponential) function, and subtracting a curl-free part of the
magnetic field (see discussion below) in an approach similar to that described in Powell et al.24. The
MHD code utilized in this paper utilizes essentially the same code base, and the same routines for
the Riemann solver, slope limiting etc. as the one in Samtaney et al., which has been amply tested
and verified. The verifications tests include: linear wave propagation tests, regular shock refraction
at a density interface in MHD (this example is truly a multidimensional verification of the solution
in the neighborhood of shock refraction and described in thorough detail in Wheatley et al.25), and
magnetic reconnection23. Furthermore, convergence tests in a variety of contexts have been presented
in Wheatley et al.17,26. For completeness, we present the equations and numerical method below.
For the purposes of numerical solution, it is convenient to write the one-dimensional equations in
conservation form as follows:
∂U
∂ t
+
1
r
∂ (rF)
∂ r
= S, (5.52)
where U = {ρ , ρ u ,Bθ , Bz , e }T , where e is the total energy per unit volume. Note that here we are
using the energy equation in place of the entropy equation used in (5.1), which are equivalent for
inviscid, non-dissipative MHD. The flux F(U) and source S(U) are given by
F(U) =
{
ρ u , ρ u2+ pt ,Bθ u ,Bz u ,(e + pt )u
}T
,
S(U) =
1
r
{
0 , pt −B2θ ,Bθ u ,0 ,0
}T
, (5.53)
where the magnetic pressure pt is given by (5.28). The total energy e is related to the pressure as
follows:
e =
p
γ−1 +
1
2
ρu2+
1
2
(B2θ +B
2
z ). (5.54)
Rewriting the azimuthal component of the magnetic field as: Bθ = B0θ +B
1
θ , with B
0
θ =
1
r , allows us to
cancel terms proportional to r−3 in the radial momentum equation. Without this analytical cancellation,
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large numerical errors occur close to the origin. The above equations are then rewritten as
∂U˜
∂ t
+
ξ ′(r)
r
∂ (rF˜)
∂ξ
= S˜, (5.55)
where the solution vector is modified as U˜ =
{
ρ , ρ ur ,B1θ , Bz , e˜
}T . In order to resolve flow features
more accurately near the origin, we employ an analytical mesh stretching function denoted by ξ ≡ ξ (r).
For the results presented in this paper, this stretching function is chosen to be exponential to provide a
much smaller mesh spacing near the origin. The modified flux and source terms are
F˜(U) =
{
ρ u , ρ u2 + p˜t + B0θ B
1
θ ,Bθ u ,Bz u
(e˜ + p˜ +B0θ B
1
θ )u
}T
,
S˜(U) =
1
r
{
0 , p˜t − (B0θ + B1θ )B1θ ,0 ,Bθ u ,0 ,0
}T
, (5.56)
where p˜t = p + 12
(
(B1θ )
2 + B2z
)
and e˜ = pγ−1 +
1
2 ρ u
2+ 12
(
(B1θ )
2 + B2z
)
.
Equation (5.55) is solved using a finite volume upwind method as described below. The radial
domain is discretized into finite volumes and each finite volume is indexed by i with faces at i± 12 .
The numerical method is a predictor-corrector method wherein we first predict the solution at time
n+ 12 at the finite volume faces. To achieve this, we first define a vector of primitive variables
W ≡W (U) = {ρ,u,Bθ ,Bz, p}T . Rewriting the equations using W in quasilinear form, we get
∂W
∂ t
+Aξ ′(r)
∂W
∂ξ
= Sp, (5.57)
which is the same form as in (5.55)
A Taylor series yields the predicted primitive variable at the finite volume faces as follows:
W
n+ 12
i± 12 ,S
= W ni +
1
2
∆t
(
∂W
∂ t
)n
i
± 1
2
∆ξ
(
∂W
∂ξ
)n
i
,
= W ni −
1
2
∆t
[
Ani ξ
′(ri)
(
∂W
∂ξ
)n
i
+Snp,i
]
± 1
2
∆ξ
(
∂W
∂ξ
)n
i
,
= W ni +
1
2
∆tSnp,i−
1
2
(
±I−Ani ξ ′(ri)
∆t
∆ξ
)
∆W ni , (5.58)
where (±,S) is either (+,L) or (−,R) with L (resp. R) indicating the left (resp. right) predicted state at
the cell interface. We fit linear profiles in each computational cell, and compute undivided slopes ∆W
which are subsequently limited in characteristic space using Van Leer slope limiting. This is achieved
by replacing the final step above as follows
W
n+ 12
i± 12 ,S
= W ni +
1
2
∆tSnp,i−
1
2
(
±I−Ani ξ ′(ri)
∆t
∆ξ
)
P±(∆W ni ), (5.59)
whereP±(W ) = ∑±λk>0(lk ·W )rk, where λk are eigenvalues of A, and lk and rk are the corresponding
left and right eigenvectors. The left and right predicted states at every cell interface above constitute a
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Riemann problem. A standard linearized solver is used to obtain the solution, denoted as W RP of the
Riemann problem as,
W˜ RP = WL+ ∑
λk>0
[lk · (WR−WL)]rk
= WR− ∑
λk<0
[lk · (WR−WL)]rk, (5.60)
where λk, lk and rk are computed at the arithmethic average of WL and WR.
This is then used to compute the numerical fluxes and the solution updated in each finite volume as
U˜n+1i = U˜
n
i −
∆tξ ′(ri)
ri∆ξ
(
ri+ 12
F˜
n+ 12
i+ 12
− ri− 12 F˜
n+ 12
i− 12
)
+∆tSni , (5.61)
where F˜
n+ 12
i± 12
≡ F˜(W RP
i± 12
). The code has an optional explicit second-derivative artificial viscosity term
proportional to ∆ξ 2 to filter grid level oscillations should these occur.
(a) (b)
FIGURE 5.5: Comparison of shock-dynamics and numerical solutions. (a) M(r)−1, (b) p(r)−1. Solid lines;
Numerical. Dash-dotted; shock dynamics. From top to bottom; M0 at r0 = 102 with M0 = 100,10,2,1.1.
5.5.2 Comparison of numerical solution with shock dynamics
Numerical simulations of the one-dimensional equations reported presently were performed using
an exponentially stretched grid with N = 16× 103 with γ = 5/3 grid points. A resolution study of
the convergence of solutions for shock properties is discussed below. The initial condition was a
shock initiated at r = r0 with given M0. Conditions ahead of the shock were quiescent with post-
shock conditions, calculated using the restricted shock jump conditions, painted uniformly in a few
cells behind the initial shock position. This generally resulted in a start-up transient but this was
always small. Four cases with initial conditions using M0 = 100,10,2,1.1 at r0 = 102 were explored.
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(a) (b)
FIGURE 5.6: Comparison of shock-dynamics and numerical solutions. (a) Shock speed, (b) Perturba-
tion magnetic field behind shock. Solid lines; Numerical. Dash-dotted; shock dynamics. For key, see
Figure 5.5.
These are different to the previously described cases with M0 given at r = 104 because, even with a
large number of radial points, the numerical solutions of the full MHD equations cannot cover the
full radial domain used in the shock-dynamics calculations. For all the present cases, independent
shock-dynamics solutions were obtained.
Diagnostics obtained from the numerical solutions were the shock trajectory and the gas conditions
immediately behind the shock. The shock position Rs was found as an average of the front and back
of the shock profile. The front of the shock was located at the first deviation of density and radial
velocity from pre-shock conditions; the back of the shock was calculated as the local maximum in
the squared perturbation magnetic field (B1θ )
2. Post-shock conditions of pressure and density were
calculated from a point immediately behind the back of the shock. The corresponding pressure and
density ratios across the shock were then used in the shock jump condition, (5.15-5.17) to calculate the
shock Mach number. For the line-current case, the value r = Rs was used in the second of equations
(5.46) where ε(r) appears in the shock-jump conditions. The upstream magnetic field used for this
case was calculated using the radius defining the the front of the shock.
The convergence of numerical solutions for shock quantities was explored using exponentially
stretch grids with N = 4×103,8×103,16×103 for the case with M0 = 2, r0 = 102 . Plots of M(r)
for these grids showed differences of order the line thickness and so are not displayed. Instead we
discuss convergence of the maximum Mach number Mmax achieved. For N = 4×103,8×103,16×103
we obtained Mmax = 23.564,23.795,23.871 respectively. Richardson extrapolation based on these
values with variable order of convergence gives Mmax = 23.958 with order of convergence 0.90. This
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M0
∆p
pmax
∆M
Mmax
1.1 0.00548 0.00534
2.0 0.0948 0.0348
10.0 0.135 0.0438
100.0 0.140 0.0439
Table 5.2: Relative pressure and Mach number discrepancies between numerical and shock-dynamics
solutions for four cases, each at its maximum value.
is consistent with the use of a shock-capturing method. The relative error on the finest grid from
Richardson extrapolation is 0.00446.
Figures 5.5 and 5.6 show comparison between the numerical and the shock-dynamics solutions and
also illustrate the range in radius achieved by the latter. In Figure 5.5(a) depicting M−1 versus r, the
differences between the shock-dynamics and numerical solutions is generally of order a few percent
across almost the whole radial range of the latter except over the final half-decade where the numerical
solutions uniformly dip below the shock-dynamics predictions. This behavior occurs because of a
smearing of a shock profile for low r; this shock smearing causes the local maximum in the perturbed
field itself to smear, so that the various detected post-shock values may no longer be representative of
the true post-shock conditions. For further decreasing r, the local field maximum becomes indistinct
and eventually disappears, leading to failure of the detection method. Shock-dynamics correctly
calculates the qualitative variation of pressure jump with radius in Figure 5.5(b) including the inward
movement of the maximum pressure jump with increasing initial M0.
We quantify the differences between numerical and GSD results by considering both the pressure
and Mach number at their respective maxima for all cases. Table 5.2 shows these scaled against pmax
and Mmax obtained from the numerical solutions. The relative discrepancies ∆p/pmax and ∆M/Mmax
are small for M0 = 1.1 but the differences increase as M0 increases.
For both the shock-dynamics and the numerical solutions, the shock speed Us in Figure 5.6(a) is
seen to accelerate with decreasing radius. For the three cases with M0 = 100,10,2, the imploding
shock at first follows closely the strong shock collapse profile while for M0 = 1.1 the maximum Mach
number achieved is M ∼ 1.5 and so a strong-shock phase is not achieved. For sufficiently small radius,
all profiles show asymptotic approach to the MHD sonic speed c0 ∼ r−1.
The tangential magnetic-field strength behind the shock is given by (5.18). Figure 5.6(b) shows the
perturbation magnetic field behind the shock, B1θ = Bθ −B0θ with B0θ = 1/r. Equation (5.18) shows
that B1θ = (ρ/ρ0−1)/r, and using equation (5.20) then gives that
B1θ =
1
r
4
3
(M−1)+ ... (5.62)
Using (5.50) then gives B1θ → 4A/3 when r→ 0, hence becoming asympotically constant at a strength
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that depends on the initial conditions. In Figure 5.6 (b) both the numerical and shock-dynamics
calculations appear to confirm this although the regions over which this asymptotic state is reached
using the former decreases for decreasing M0. A similar calculation using the first of (5.18) gives that
the gas velocity immediately behind the shock in the laboratory frame of reference approaches the
finite value u→−4A/3 when r→ 0. These results are consistent with (5.12).
(a) (b)
FIGURE 5.7: u− c characteristics in (−t,r) plane for two different M0, r0 = 100.
Figure 5.7 illustrates u− c characteristics obtained by integration of the equation dr/dt = u− c
using a range of initial conditions and with (u,c) obtained from the numerical solutions. The two cases
shown are M0 = 10,r0 = 100 and M0 = 100,r0 = 100. In both images, (negative) time increases top to
bottom and the shock trajectory towards the axis is shown by the black line. The undisturbed region is to
the upper left in both plots. The region to the lower-right lies behind the shock. The characteristics that
intersect the shock in this region are the family that form the basis of the shock-dynamics approximation.
In the images, the characteristic curves are distorted by use of log(r)− log(−t) co-ordinates. Those
to the extreme right of the shock will pass through t = 0 with finite r and will eventually intersect a
reflected shock, which is not considered presently. There exists a last characteristic which will become
tangent to the shock with dr/dt→ 0 when t→ 0. For the case M0 = 100 in figure 5.7(b), this can be
expected to lie somewhere between the u− c characteristic that can be seen intersecting the shock
and the first characteristic to the lower right that, in the plot, appears as almost vertical. This last
characteristic is difficult to capture from the numerical solutions.
We now comment on breakdown of the ideal MHD approximation. Firstly, the shock thickness
scales with the mean free path; thus when the shock radius is of the order of the mean free path,
the shock thickness cannot be neglected and our assumptions breakdown. This also applies to the
hydrodynamic case27. Secondly, for the hydrodynamic and magnetic Reynolds numbers we use density,
velocity and length scales as those immediately downstream of the shock, ρ and u, and the shock
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radius Rs, respectively. Both Reynolds numbers are proportional to the product of these three scales.
In all cases considered, ρ approaches a constant value as the shock converges, as does u for the line
current case. In the axial field case, u increases like R−1/ns in the strong shock limit where from (5.34),
1−1/n > 0. Thus for both fields, the Reynolds numbers decrease with shock radius near convergence.
For any finite viscosity and resistivity, this implies that for sufficiently small shock radii the Reynolds
number will no longer be large, and hence viscous and resistive effects will become important. Another
potential cause for breakdown of the ideal MHD approximation is the shock radius approaching the ion
Larmor radius, which scales linearly with the velocity normal to the magnetic field and inversely with
B. In the axial field case, u grows large near convergence while B asymptotes to a constant value. Thus
the Larmor radius is speculated to increase, causing ideal MHD to breakdown as Rs→ 0. In the line
current case, the increase in B balances the decrease in r as the shock converges, while u asympotes to
a constant value. In this case, we speculate that the Larmor radius does not approach the shock radius
near convergence.
5.6 Concluding remarks
Presently we have investigated the implosion of a cylindrical shock wave within the framework of ideal
magnetohydrodynamics, for field configurations in which the magnetic field lines are perpendicular
to radially inwards particle paths behind the shock. Two approaches were explored. The first is
Whitham’s geometrical shock dynamics obtained by substituting the restricted shock-jump conditions,
obained as a function of both shock Mach number and a parameter representing the magnetic field
strength ahead of the shock, into the state variables contained in the equation on the characteristic
entering the shock from behind. This leads to an ordinary differential equation for the shock Mach
number as a function of radius. This equation is cumbersome but does yield leading-order asymptotic
results for both large shock Mach number and for Mach number of order unity. It can also be readily
solved numerically. The second approach is the numerical solution, using a shock-capturing method,
of the one-dimensional ideal magnetohydrodynamic equation on a radially stretched grid.
Two distinct magnetic field configurations were investigated; an axial field of constant strength and
an azimuthal field generated by a line current along the axis of shock convergence. For the former, a
large Mach number analysis of the shock-dynamics equation indicates that the presence of a transverse
axial field does not change the convergence as described by the Guderley3,20 algebraeic, strong-shock
intensification as M ∼ r−1/n(γ) where n(γ) is the same as for the strong-shock, pure gas-dynamics case.
Numerical solutions, not shown presently, confirm this behavior. Although not proven presently, we
expect this result to be typical of a more general axial field variation Bz(r) provided that Bz(r = 0) is
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finite.
When the magnetic field is azimuthal with variation inversely proportional to radius as generated
by a line current, then both the shock dynamics and the numerical solutions show a very different
shock collapse scenario. A one-parameter family of shock collapse profiles exists characterized by a
specified supersonic Mach number at any fixed shock radius. Further, there exists a critical radius R
determined by the line-current strength and the ambient pressure and plasma permeability, at which
the normalized magnetic field is order one. For initial shock radius larger than R, there ensues a
competition between shock intensification owing to geometrical convergence and increasing magnetic
field strength. Initially convergence is dominant in the presence of a weak magnetic field where an
epoch of strong shock gas-dynamic convergence can be seen. As the shock radius decreases below R,
the increasing magnetic field strength leads to a dominant Lorentz force and a rapidly increasing fast
magnetosonic speed ahead of the shock. This effect overpowers geometrical convergence with the
result that the shock Mach number reaches a maximum followed by decrease linearly with shock radius
towards a limiting magnetosonic state. The shock speed, however continues to accelerate approaching
the accelerating magnetosonic speed. Past the critical radius, the shock pressure jump may continue
to increase reaching a large maximum at a radius smaller than R that depends on the initial shock
strength, followed by subsequent decrease. In fact for initially strong shocks, very large pressure and
therefore temperature ratios can be achieved across shocks whose Mach number differs by order one
percent from unity.
As discussed in §I, interest in the present shock convergence properties is motivated by the
application of seed magnetic fields in ICF experiments. The proposed application of a magnetic field
generated by a seed current through an axial thin wire to further enhance electron confinement in ICF
experiments18 is similar to the present line-current case. Our results indicate that this magnetic field
has the potential to weaken the shock when it is close to convergence, limiting the temperature and
pressure achieved at the center of the implosion. Somewhat surprisingly, even though shock strength
eventually decays for the line-current case, strong pressure jump conditions can still be achieved at
quite small shock radius. Thus there is the potential to mitigate this effect through a careful choice of
experimental parameters.
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Abstract
We investigate the convergence behavior of a cylindrical, fast magnetohydrodynamic (MHD)
shock wave in a neutrally ionized gas collapsing onto an axial line current that generates a power-
law in time, azimuthal magnetic field. The analysis in done within the framework of a modified
version of ideal MHD for an inviscid, non-dissipative, neutrally-ionized compressible gas. The
time-variation of the magnetic field is tuned such that it approaches zero at the instant that the
shock reaches the axis. This configuration is motivated by the desire to produce a finite magnetic
field at finite shock radius but a singular gas pressure and temperature at the instant of shock impact.
Our main focus is on the variation with shock radius r, as r→ 0, of the shock Mach number
M(r) and pressure behind the shock p(r) as a function of the magnetic field power-law exponent
µ ≥ 0, where µ = 0 give a constant-in-time line current. The flow problem is first formulated
using an extension of geometrical shock dynamics (GSD) into the time domain to take account
the time-varying conditions ahead of the converging shock, coupled with appropriate shock-jump
conditions for a fast, symmetric MHD shock. This provides a pair of ordinary differential equations
describing both the M(r) and time evolution on the shock, as a function of r, constrained by a
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collapse condition required to achieve tuned shock convergence. Asymptotic, analytical results
for M(r) and p(r) are obtained over a range of µ for general γ , and for both small and large r.
Additionally, numerical solutions of the GSD equations are performed over a large range of r, for
selected parameters using γ = 5/3. The accuracy of the GSD model is verified for some cases using
direct numerical solution of the full, radially-symmetric MHD equations using a shock-capturing
method. For the GSD solutions, it is found that the physical character of the shock convergence to
the axis is a strong function of µ . For 0≤ µ < 4/13, M and p both approach unity at shock impact
r = 0 owing to dominance of the strong magnetic field over the amplifying effects of geometrical
convergence. When µ ≥ 0.816 (for γ = 5/3), geometrical convergence is dominant and the shock
behaves similarly to a converging gas dynamic shock with singular M(r) and p(r), r→ 0. For
4/13 < µ ≤ 0.816 three distinct regions of M(r)-variation are identified. For each of these p(r) is
singular at the axis.
6.1 Introduction
It has long been known that, for an ideal, inviscid gas medium and also for other material media, both
cylindrically- and spherically-symmetric shock convergence produces a singular collapse characterized
by power-law divergence of the shock Mach number and some thermodynamic state properties such
as pressure and temperature.1,2 This behavior is important since, in principle, shock or compression
convergence drives the essential mechanisms that produce the hot, compressed material state necessary
for inertial-confinement fusion (ICF).3 In practice it has been found that the efficiency of the ICF
process is greatly reduced4 by the onset of both Richtmyer-Meshkov and Raleigh-Taylor-type instabili-
ties5,6 that are excited when a shock-wave passes through a perturbed density interface with vorticity
deposition and subsequent rapid interface growth. At the same time, studies of Richtmyer-Meshkov
instability using the equations of ideal magnetohydrodynamics (MHD)7,8 suggest that the presence of
a magnetic field of sufficient strength can largely suppress these modes, suggesting a scenario where
the desirable effects of focused compression and heating are retained but unwanted instabilities are
controlled. Furthermore, the effect of a seed magnetic field on hydrodynamic instabilities in a cylindri-
cally collapsing plasma column in the emerging Magnetized Liner Inertial Fusion (MagLIF) concept9
has also been experimentally investigated.10 Other studies on ICF-type flows suggest that application
of a seed magnetic field may increase hot spot temperature due in part to electron confinement.11–13
Using geometrical shock dynamics (GSD) and numerical methods, Pullin et al.14 examined the
behaviour of a converging cylindrical shock onto a time-wise constant line current within ideal MHD.
They found that, sufficiently close to the origin, shock implosion was characterized by a competition
between geometrical convergence, that tended to amplify the shock Mach number, and the effect
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of the strengthening magnetic field immediately ahead of the shock front. The latter was found to
increase the fast magnetosonic speed at a rate more rapid than the corresponding increase of the shock
speed, with the effect that, for any initial shock Mach number and radius, the shock Mach number
always approached unity linearly with its distance from the axis, or point of collapse. As a result, all
thermodynamic properties remain finite at the instant of shock impingement at the axis. This was in
contrast to cylindrical shock collapse for the strictly gas dynamic solution and also for the MHD shock
collapse in the presence of an axial magnetic field,15 both of which exhibit singular Mach number and
pressure behavior at the axis. The shock-dynamics estimates found by Pullin et al.14 for Mach number,
pressure and other field quantities immediately behind the shock were found to closely approximate
detailed numerical solutions obtained from the full ideal MHD equations.
The weakening of the shock in the sense of a pressure jump as it approaches the origin in this
formulation has significant implication for its usability in problems like ICF, where the strength of
the shock plays an important role in producing conditions necessary for ignition. There nonetheless
remains the possibility that the shock could become strong if the line current magnitude were decreased
towards zero as the shock approached the origin. Self-similar solutions to the related problem of an
ionizing shock wave converging onto a time varying line current have been presented by Liberman
and Velikovich.16 These solutions, however, rely on the gas upstream of the shock being cold (at zero
temperature) and the shock being strong (of infinite Mach number), thus they cannot be used to study
the weakening of shocks of interest here.
In this paper, under the framework of GSD, we consider cylindrical shock collapse in the presence
of a time varying line current I(t). We consider a scenario referred to presently as tuned shock collapse
where we require specifically that limt→0 I(t)→ 0, where the origin of time t = 0 is chosen or “tuned”
as the instant of shock arrival at the origin r = 0. The motivation for this will become apparent in the
development. Specifically we utilize a power law relationship in time t: I(t) ∝ (−t)µ , where the real
exponent µ ≥ 0. It will be shown that this can produce a range of shock collapse behaviour as µ is
varied, and in particular and importantly, singular pressure behavior at the axis of shock collapse for
µ > 4/13.
We extend GSD to the time domain in order to model a fast MHD shock as it collapses onto such a
time-dependent, power-law line current. The GSD approach offers attractive advantages over strictly
computational methods for the full MHD equations in that it allows asymptotic analysis of the shock
motion up to the instant of shock collapse. §6.2 formulates the theoretical framework and the problem
definition. In §6.3 we outline the construction of the system of GSD differential equations while §6.4
develops a series of asymptotic approximations valid during the final stage of shock collapse to the axis,
over a range of the time-exponent parameter µ . This is followed, in §6.5 by a description of numerical
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solutions to the full GSD equations together with verification of the modeling approach by direct
comparison of selected GSD solutions with corresponding numerical solutions, using a finite-volume
method, of the complete, one-dimensional, unsteady partial-differential equations describing ideal
MHD. Finally, in §6.6 we describe a parametric study of the shock collapse using both numerical and
asymptotic solutions of the GSD equations over the space of Mach number and field exponent.
6.2 Equations of Motion
The framework for this analysis is ideal MHD in cylindrical coordinates (r,θ ,z), under a planar,
axisymmetric formulation. Before proceeding with the detailed presentation of these equations of
motion, we first non-dimensionalize the pertinent variables.
6.2.1 Field construction and variable scaling
We represent dimensional variables with carets and consider quiescent conditions ahead of the shock
with pressure pˆ0, density ρˆ0 and zero fluid velocity. In two-dimensional cylindrical co-ordinates (rˆ,θ),
the magnetic field produced by a power-law, time-varying line current Iˆ(tˆ) is
Bˆθ =
µˆ0 Iˆ(tˆ)
2pi rˆ
, Iˆ(tˆ) = Iˆ0
(
tˆ
tˆre f
)µ
, µ ≥ 0 (6.1)
where µˆ0 is the permeability of the ionized medium, Iˆ0 is a reference current and tˆre f a reference time.
We note that this satisfies Ampère’s circuital law. For non-dimensionalization purposes we choose
scales for the magnetic field strength, length, and time respectively by
√
pˆ0 µˆ0,
√
µˆ0
pˆ0
Iˆ0
2pi
,
√
ρˆ0 µˆ0 Iˆ0
2pi pˆ0
. (6.2)
A velocity scale,
√
pˆ0/ρˆ0 is then defined by the ratio of the dimensional length to the dimensional
time scale. It is apparent that we have two separate time scales tˆre f and the third quantity in (6.2). In
general the ratio of these timescales can be scaled out of the problem by an appropriate res-scaling of
the length and time scales above. The dimensionless background magnetic field is then given by
Bθ ,0 =
(−t)µ
r
, µ ≥ 0. (6.3)
which will be used subsequently.
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6.2.2 Ideal MHD
Using the above non-dimensionalization, the equations of ideal MHD, in non-conservative form, and
in cylindrical coordinates (r,θ) for an axisymmetric, planar flow for strictly radial flow can be written
as
∂W
∂ t
+A
∂W
∂ r
=−1
r
S, (6.4)
where
W = {ρ,u,Bθ , p}T , S = {ρu,
B2θ
ρ
,−r dBθ ,0
dt
,a2ρu}T , (6.5)
A =

u ρ 0 0
0 u Bθρ
1
ρ
0 Bθ u 0
0 a2ρ 0 u
 , (6.6)
and a =
√
γ p/ρ is the speed of sound with γ the ratio of specific heats. Note the third element of
S; this is a source term on the right hand side of the induction equation. This arises from the effect
of the decrease of the current, controlled externally to the system. The origin of the source term for
a time-dependent current is discussed in Appendix A. Here the fluid is modelled as a continuous,
quasineutral conducting fluid whose viscous and resistive effects are considered negligible. The ion
Larmor radius is also considered small compared to the length-scale defined in (6.2).
This system of equations may be put into characteristic form. The eigenvalues of A are (u,u,u±c),
with the magnetosonic speed:
c2 = a2+
B2θ
ρ
(6.7)
For this formulation, the equation on the u− c characteristic, which enters the shock from behind, is
given by
du
dt
∣∣∣∣
cch
− 1
ρc
d p∗
dt
∣∣∣∣
cch
=−1
r
(
B2θ
ρ
−µBθ (−t)
µ−1
ρc
− ua
2
c
)
, (6.8)
where p∗, the total pressure comprised of thermodynamic and magnetic pressures and the operator
d/dt acting along the u− c characteristic are given respectively by
p∗ = p+
B2θ
2
,
d
dt
∣∣∣∣
cch
≡ ∂
∂ t
+(u− c) ∂
∂ r
. (6.9)
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6.3 Problem formulation with geometrical shock dynamics
The flow is generated by a cylindrical shock collapsing onto a line current. We assume the upstream
flow to be quiescent, so that, upstream of the shock, ur = uθ = 0 in the laboratory frame, and ρ = ρ0 = 1
p= p0 = 1. In this configuration, the magnetic field normal to the shock Bn≡ Br = 0 everywhere, since
by Ampère’s law the field is purely azimuthal and therefore is everywhere parallel to the cylindrical
shock. The upstream magnetic field parallel to the shock is Bt ≡ Bθ = Bθ ,0 given by (6.3). For a
constant current, µ = 0, Bθ ,0 = Bθ (r) only and the results of Pullin et al.14 are reproduced.
6.3.1 MHD Jump Conditions
The Rankine-Hugoniot conditions are explicitly given in the shock-stationary frame by:
[
ρu′n
]
= 0 (6.10)[
ρu′2n
]
= 0 (6.11)[
ρu′n
2
u′2t +
γu′n p
γ−1 +u
′
nB
2
t
]
= 0 (6.12)[
u′nBt−u′tBn
]
= 0, (6.13)
where u′n,u′t are normal and tangential fluid speeds respectively in the shock-stationary frame and the
square brackets denote the jump in the quantity across the shock.
In the shock fixed frame with a cylindrically converging shock moving radially with speed Us(r)> 0,
then ahead of the shock u′n =Us, u′t = 0, Bn = 0 and Bt = Bθ ,0. The shock jump conditions (6.11-6.13)
can then be written explicitly as14
ρ
ρ0
= ρ =
−ε(2− γ)− (γ−1)M2− γ+G(ε,M2,γ)
2(1− ε)(2− γ) , (6.14)
G(ε,M2,γ) =
√
4(1− ε)(2− γ)(γ+1)M2+(ε(2− γ)+(γ−1)M2+ γ)2, (6.15)
p
p0
= p = 1+
1
2
(
1
ε
−1
)(
1−
(
ρ
ρ0
)2)
γ+
(
1−
(
ρ0
ρ
))
γM2
ε
. (6.16)
In the above the shock Mach number and magnetosonic speed immediately ahead of the shock are
respectively
M =
Us
c0
, c0 =
(
γ+
(−t(r))2µ
r2
)1/2
, (6.17)
and the ratio of the squares of the sound speed to the magnetosonic speed is
ε(r, t) =
a20
c20(r, t)
=
γ
γ+ (−t)
2µ
r2
. (6.18)
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Immediately behind the shock, the radial velocity in the laboratory frame is calculated from the
jump conditions
u =−Mc0
(
1− ρ0
ρ
)
, (6.19)
where, for convenience, we have dropped the r subscript. The post-shock tangential field strength,
sound speed and magnetosonic speed are respectively
Bt = Bθ ,0
ρ
ρ0
, a2 = γ
p
ρ
, c2 = a2+
B2t
ρ
. (6.20)
6.3.2 Geometrical Shock Dynamics in the time domain
We now obtain a pair of ordinary differential equations (ODEs) for the variation of shock Mach number
M(r) and also t(r). This is provided by the application of the Whitham15 characteristic rule in which
one substitutes, into the exact nonlinear equation on the characteristic entering the shock from behind,
expressions for p, ρ , u, a in terms of M from the shock jump conditions. We first note that (6.8) is
valid on the trajectory of the characteristic:(
dr
dt
)
cch
= u− c (6.21)
where u, c are as defined in §6.3.1. By the chain rule, we can write
d
dt
∣∣∣∣
cch
=
(
dr
dt
)
cch
d
dr
= (u− c) d
dr
, (6.22)
and so (6.8) can be written as an ODE in r
−ρcdu
dr
+
d p∗
dr
=
1
r
ρc
u− c
(
B2θ
ρ
−µBθ (−t)
µ−1
ρc
− ua
2
c
)
, (6.23)
where it is now understood, in accordance with Whitham’s characteristic rule, that all field quantities
in (6.23) represent conditions behind the shock as given by the shock-jump conditions, expressed as
explicit functions of (M,r, t). The characteristic rule therefore relies on (6.23), which is exact along a
characteristic, being a good approximation along the shock trajectory. For the original hydrodynamic
case, the error term in the approximation can be shown to be zero in the small perturbation analysis of
the flow downstream of the shock.15 As this provides only partial justification for the approximation, the
accuracy of the characteristic rule was confirmed through comparison to known solutions, particularly
to Guderley’s exact similarity solutions for converging cylindrical and spherical shocks.2 To verify the
accuracy of the characteristic rule in the MHD case, we take the similar approach of comparing to
solutions of the full set of partial differential equations governing ideal MHD. For the constant current
case of the present problem, extensive comparisons between numerical solutions to the ideal MHD
equations and GSD are presented in Pullin et al.14 Such comparisons for power-law current cases will
be presented subsequently.
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It is apparent that (6.23) contains t explicitly. We now take r as the independent variable and
consider two functions M = M(r) and t = t(r) with initial conditions to be discussed subsequently. An
additional equation is provided by (6.17) and writing (dr/dt)s =−Us =−M(r)c0. This then gives a
an ODE for t(r) on the shock as(
dt
dr
)
s
=− 1
M(r)
(
γ+
(−t(r))2µ
r2
)−1/2
(6.24)
where, with our choice of independent and dependent variables, (d/dr)s is now understood to be the
radial derivative following the shock in the (r− t) plane. Equation (6.23), which applies on the shock,
may be further reduced by interpreting the radial derivative as that following the shock, which operates
on quantities u(t(r),M(r),r) and p∗(t(r),M(r),r) obtained from the shock-jump conditions, so that
d
dr
=
(
dt
dr
)
s
∂
∂ t
+
dM
dr
∂
∂M
+
∂
∂ r
, (6.25)
where the partial derivatives operate on the explicit dependence of the quantity as expressed in the
shock-jump conditions. Applying (6.25) to (6.23) then gives
dM
dr
= (N−Q−R)
(
∂ p∗
∂M
−ρc ∂u
∂M
)−1
, (6.26)
N =
1
r
ρc
u− c
(
B2θ
ρ
−µBθ (−t)
µ−1
ρc
− ua
2
c
)
,
Q =
(
∂ p∗
∂ r
−ρc∂u
∂ r
)
,
R =
(
dt
dr
)
s
(
∂ p∗
∂ t
−ρc∂u
∂ t
)
.
Equations (6.24) and (6.26), together with the substitution of the shock-jump conditions, are a pair
of ODEs for the two functions M(r), t(r), with µ and γ given. These require initial conditions. For
fixed µ,γ , these are given by M(r0) = M0 > 1 and t(r0) = t0 < 0 at some r = r0. We seek solutions in
which the shock arrives at the axis r = 0 at exactly t = 0, in which case the vanishing of the induced
magnetic field and the shock arrival coincide. We refer to this as tuned shock collapse. This will be
seen to generate a rich class of collapse solutions that can be either field- or gas-dynamic dominated
depending on µ . This can be expressed by integrating (6.24) on (r0,0) and requiring that the result is
equal to t0. This then gives the auxiliary collapse condition
− t0 =
∫ r0
0
1
M(r′)
(
γ+
(−t(r′))2µ
r′2
)−1/2
dr′. (6.27)
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We refer to |t0|=−t0 satisfying (6.27) as the tuned shock collapse time. The two ODEs together with
(6.27) form a system which we may solve numerically, using the Wolfram Mathematica package. As
will be described subsequently, this is a numerical shooting problem.
6.4 Reduced analytical solutions
The right hand side of equation (6.26) is extremely cumbersome and cannot be concisely represented
here. Prior to exploring the (M,µ) parameter space in detail, it is informative to first explore solutions
for various limiting cases. In the following we assume that t(r)→ 0, r→ 0.
6.4.1 Magnetosonic Wave Solution
Here we consider asymptotic solutions of the GSD equations for µ ≥ 0, for the limits r→ 0, r→ ∞
and the magnetosonic wave. This corresponds to M = 1 everywhere so that (6.24) becomes(
dt
dr
)
wave
=−
(
γ+
(−t)2µ
r2
)− 12
. (6.28)
The character of solutions to (6.28) for 0≤ µ <∞ that satisfy t(r)→ 0, r→ 0 depends on the behavior
of (−t(r))2µ/r2 when both r→ 0 and r→ ∞. When µ = 1, (6.28) admits an exact solution
− t = A|µ=1 r, A|µ=1 = 1√
2
((
γ2+4
)1/2− γ)1/2 . (6.29)
This corresponds to a balance between magnetic field and gas-dynamic effects where their contributions
to c0 in (6.17), and therefore to the right-hand side of (6.28) are both constant. We refer to this here
and subsequently as a balanced solution. For the magnetosonic wave case, this may be thought of as a
gas-dynamic wave with reduced sound speed abal = ((γ2+4)1/2+ γ)1/2/
√
2.
6.4.1.1 Asymptotic solution, r→ 0
We use an ansatz describing a power-law trajectory for the wave when r→ 0
(−t) = A0 rν0, ν0 > 0, A0 > 0, r 1, (6.30)
Differentiating and substituting 6.30 into ((6.28)) gives
A0ν0 rν0−1 =
(
γ+A2µ0 r
2(µν0−1)
)− 12
. (6.31)
On the right hand side, when µν0−1 < 0, the r- or field term dominates over the γ- or gas-dynamic
term close to the origin. Matching terms and enforcing assumptions then shows that this requires
0≤ µ < 1, and gives
ν0|µ<1 = 2µ+1 , A0|µ<1 =
(
µ+1
2
) 1
µ+1
. (6.32)
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FIGURE 6.1: Trajectories for the magnetosonic wave collapsing onto a power-law line current. Solid,
bottom to top on the left: µ = 0 (black), µ = 0.1 (red), µ = 0.5 (cyan). Dashed, bottom to top on the
right: µ = 5 (red), µ = 1.5 (cyan). Dash-dotted: µ = 1.
Conversely, for the γ-term to dominate over the r term requires µ > 1 and we obtain
ν0|µ>1 = 1, A0|µ>1 = γ− 12 . (6.33)
We remark that while ν0 in the above equations is continuous at µ = 1, A0 is not.
This then provides initial conditions for the numerical solution to (6.28) corresponding to outward
travelling waves for all µ ≥ 0. We fix γ,µ , choose r = r0 << 1 and calculate the initial condition t(r0)
from the above solutions. Figure 6.1 shows some trajectories for several µ . Except for µ = 1, all
trajectories show a change in gradient at around r' 10. When µ > 1, solutions tend to the gas-dynamic
asymptote when r→ 0, and separate at larger radii. For µ < 1, the converse is true. It is clear from
the above, that when r→ 0, µ < 1 produces field-dominated solutions near the origin, while µ > 1
produces gas-dynamics-dominated solutions.
6.4.1.2 Asymptotic solution, r→ ∞
Figure 6.1 suggests power-law behavior for r→ ∞. Again we construct a power-law ansatz for t(r),
r→ ∞
(−t) = A∞ rν∞, ν∞ > 0, A∞ > 0, r 1, (6.34)
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Here when µν∞−1 > 0, the r- or field term is dominant at infinity. Matching terms and enforcing
assumptions then shows that this requires µ > 1. Conversely, when µν∞− 1 < 0, the γ-term is
dominant when r→ ∞, which requires µ < 1. A short calculation then gives that
A∞|µ>1 = A0|µ<1 , A∞|µ<1 = A0|µ>1 , (6.35)
and,
ν∞|µ>1 = ν0|µ<1 , ν∞|µ<1 = ν0|µ>1 . (6.36)
From the above, for the converging magnetosonic wave we can conclude:
1. When 0≤ µ < 1, a wave is always gas-dynamics dominated far from the axis of convergence
but becomes field-dominated as it converges to the axis.
2. When µ > 1, a wave is always field-dominated far from the axis but changes to become gas-
dynamics dominated near the origin.
3. For a given solution (meaning γ,µ fixed), cross-over between the types of behaviour occurs in a
range of r where neither γ nor (−t)2µ/r2 is dominant in (6.28).
4. For µ = 1, a single, linear balanced, solution exists where there is no change-over region.
In the sequel we will consider finite-strength, fast-shock solutions which will be characterized according
to their behaviour close to the origin. It will be seen that the type distinction between µ < 1 and µ > 1
seen for magnetosonic waves will be modified for converging fast magnetosonic shocks. In particular
the single magnetosonic balanced case µ = 1, which separates magnetosonic-wave evolution will
expand into a transition or crossover zone in which solution properties depend on µ . As µ is increased
from µ = 0 we will identify five regions of distinct behavior. Within each region, solution properties
will be seen to depend mainly on µ and the Whitham2 parameter
n(γ) = 1+
2
γ
+
√
2γ
γ−1 , (6.37)
as well as parametrically on γ . While several properties of the shock collapse can be calculated
explicitly, our present focus will be on M(r) and the behavior of the pressure p(r), r→ 0.
6.4.2 Small M−1 approximation
6.4.2.1 Asymptotic solution, r→ 0: Regions I, II
Pullin et al.14 showed that, for µ = 0, the converging shock always weakens to M = 1 with p→ 1
when r→ 0. Coupled with our observation in §6.4.1 that µν0 < 1 shows field-dominated behaviour
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for the magnetosonic wave solution, we examine the behaviour of the GSD ODE pair (6.24) and (6.26)
for µν0 < 1 under the assumption of small Mach number. We thus introduce m = M−1, with m 1,
and use the secondary assumption that ε → 0 owing to field-domination when r→ 0.
For m 1, a series expansion of (6.14) and (6.16) for density and pressure around m = 0,ε = 0
gives
ρ = 1+
4m
3
+O(m2); (6.38)
p = 1+
4γm
3
+
2γ(8γ−7)m2
27
+
16γ(γ−1)
27
m3
ε
+O
(
m4
ε
)
, (6.39)
where equation (6.39) has been expanded to third order to expose the m3/ε term. This term may be
finite or singular depending on the behaviour of m(r),ε(r) as r→ 0, which is not known in advance.
Hence, for MHD, small m is not always associated with a weak shock in the sense of a small pressure
jump: a small m, strong-shock solution is admissible. In this approximation, the magnetosonic speed
is thus defined as
(c0)|µν0<1,r→0,(−t)→0 '
(−t)µ
r
. (6.40)
and so (6.24) can be written as(
dt
dr
)
shock
'−r(−t)−µ +O(mr (−t)−µ), (6.41)
which we may integrate to obtain t(r),
(−t)'
(
µ+1
2
) 1
µ+1
r
2
µ+1 + ..., r→ 0, (6.42)
This echoes the magnetosonic wave result (6.32) and again remains self-consistent for µ < 1.
Substituting (6.42) and assuming a strong field with m 1, (6.26) may be expanded in a series
and written to leading order as
r
dm
dr
' m
(
4−7µ
4(µ+1)
)
, (6.43)
which leads to
m' B2 r
4−7µ
4(µ+1) . (6.44)
The exponent on r in (6.44) remains positive only for µ < 4/7, so that the asymptotic solution as a
whole remains self-consistent only for 0 < µ < 4/7.
A consequence of this behaviour of m(r) may be exposed by examination of the m3/ε term in
(6.39). We note that ε may be written, using (6.40),
ε =
a20
c20
' γr
2
(−t)2µ ∼ r
2
(
1−µ
1+µ
)
. (6.45)
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Using this and (6.44) reveals that m3/ε remains non-singular (but dominant in p(r)− 1) for 0 <
µ < 4/13, which is denoted Region I, but becomes singular (and remains dominant in p(r)) for
4/13 < µ < 4/7, denoted Region II. Using (6.44), (6.39) to leading order is
p(r)−1∼ r
4−13µ
4(µ+1) , 0 < µ < 4/13, (Region I), (6.46)
p(r)∼ r
4−13µ
4(µ+1 , 4/13 < µ < 4/7, (Region II), (6.47)
and m given by (6.44) is non-singular in both regions. Physically, this result implies that as r→ 0, the
pressure behind the shock is non-singular in Region I but singular in Region II.
6.4.3 Large M approximation
The previous analysis (§6.4.2) provided descriptions for field-dominated solutions close to the origin,
and for both field- and gas-dynamics-dominated solutions far from the origin; however, there are
possible solutions close to the origin with large Mach numbers which do thus not fall under that
analysis. We now consider the strong shock approximation to the primary ODE, (6.26). For M 1,
the density and pressure jump conditions can be approximated to leading order as
ρ =
γ+1
γ−1 +O
(
1
M2
)
, (6.48)
p =
M2
ε
(
2γ
γ+1
+O
(
1
M2
))
+O
(
1
M2
)
, (6.49)
and the remaining jump conditions follow as usual. The ODE for the shock Mach number is now
much simplified, but still very cumbersome.
6.4.3.1 Gas-dynamic strong shock: Region V
We consider first the gas-dynamics-dominated assumption, µν0 > 1, which simplifies the ODE further;
other considerations µν0 = 1, µν0 < 1 are discussed subsequently. The ansatz for shock trajectory
close to the origin may be restated from (6.30), dropping subscripts,
(−t) = Arν , r 1. (6.50)
For µν0 > 1, and close to the origin, the magnetosonic speed becomes c0(γ) =
√γ . Using (6.50)
the shock-trajectory ODE (6.24), with (6.50), yields
M = B3 r1−ν , B3 =
1
Aν√γ . (6.51)
Further, since M ≥ 1, r→ 0, this requires ν ≥ 1 for consistency; that is, M converges to either a large
constant or is singular as r→ 0). The ODE (6.26) then reduces to
r
dM
dr
=− 1
n(γ)
M+µ
(−t)−1+2µ
r
K2(γ). (6.52)
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where the second term on the right hand side may be rewritten as ∝ r2µν−ν−1, since according to
(6.50),
(−t)−1+2µ
r
= A2µ−1r2µν−ν−1. (6.53)
Now it can be seen that the first term on the right hand side of (6.52) dominates: both terms may be
written as functions of r (since M ∝ r1−ν ), but the term with the smallest (most negative) exponent
dominates, and the second term may not dominate or balance with the first since 2µν−ν−1 < 1−ν
requires µν < 1, which is inconsistent with the initial gas-dynamics-dominated assumption. (The
second term is however singular close to the origin for µ < 1 without violation of µν > 1.) On
neglecting the second term on the right-hand side of (6.52), this equation can be integrated to give, to
leading order,
M = B3 r
−
1
n(γ) , (6.54)
where n(γ) is given by (6.37), which matches Whitham’s result for the cylindrical, gas-dynamic strong
shock limit. With n(5/3) = 4.43607, this gives an exponent−0.225425. Comparing (6.54) with (6.51)
then gives νg ≡ 1+1/n and νg(5/3) = 1.225425. Our gas-dynamics dominant assumption µν > 1
then places a lower limit µ > n/(1+n), which, for γ = 5/3 gives µ > 0.8160. This differs from the
magnetosonic wave, where gas-dynamic-dominated behaviour occurs only for µ > 1; the difference is
due to the presence of M in equation (6.24), and its absence in (6.31).
6.4.3.2 Field-dominated strong shock: Region IV
The field-dominated (µν < 1) strong-shock problem proceeds similarly. The magnetosonic speed is
given by (6.40), so that using (6.50) and (6.24) as previously we obtain
M =
r2
ν(−t)µ+1 = B4 r
2−µν−ν , B4 =
1
(Aµ+1ν)
, (6.55)
where for consistency we require 2−µν−ν < 0 to allow for growth of M as r→ 0. Expanding the
right-hand side of (6.26) and retaining leading-order terms gives, for the field-dominated case
r
dM
dr
=
(
1− 1
n(γ)
)
M− µr
2
(−t)µ+1 . (6.56)
Using (6.55), (6.56) becomes
r
dM
dr
= M
(
1− 1
n
−µν
)
, (6.57)
with solution
M = B4 r
1−
1
n
−µν
. (6.58)
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Matching exponents between (6.55) and (6.58) provides ν = 1+1/n(γ) and so
M = B4 r
1−
1
n
−µ
(
1+
1
n
)
. (6.59)
The condition for field-dominated behaviour µν = µνg < 1 sets µ < 1/ν , and the condition for
singular M as r→ 0 sets µ > 2/ν−1= (1−1/n)/(1+1/n)' 0.632. for γ = 5/3. Therefore singular
solutions exist for M(r) as r→ 0 for the field-dominated case for (n− 1)/(n+ 1) < µ < n/(n+ 1)
with a Mach number exponent that depends on µ . This is defined as Region IV. When µ = n/(n+1)
the exponent in (6.59) equals −1/n(γ) which matches that in Region V. In Region IV, ε ∼ r2 1−µµ+1 , and
so,
p(r)∼ r
2(µn(1−µ)−(µ+1)2)
n(µ+1) (6.60)
which is always singular.
6.4.3.3 Balanced strong shock: Region IVB
In the balanced strong-shock problem, thermodynamic and magnetic contributions to c0 remain in
balance as the shock collapse to the origin (µν = 1). Then, by (6.30),
c0 =
√
γ+A2µ , (6.61)
and the rest of the analysis proceeds similarly to the gas-dynamics-dominated case. Ultimately we
obtain
M = B5 r1−ν , B5 =
µ
(A
√
γ+A2µ)
. (6.62)
For γ = 5/3, ν = νg = 1+1/n and µ = n/(n+1) by the balanced assumption.
The strong shock regions can then be denoted as follows:
M(r) ∝ r1−
1
n−µ(1+ 1n),
n−1
n+1
< µ <
n
n+1
, (Region IV); (6.63)
M(r) ∝ r−
1
n , µ =
n
n+1
, (Region IVb); (6.64)
M(r) ∝ r−
1
n , µ >
n
n+1
, (Region V); (6.65)
and the pressure behind the shock is singular and proportional to M2/ε by (6.49). For Region IVb and
V, however, since ε does not approach zero where r→ 0, then p∼M2 ∼ r− 2n
6.4.4 Convergent Mach number analysis: Region III
For γ less than the physically unrealistic value γ = 2.4299 (which satisfies (n(γ)−1)(n(γ)+1) = 4/7),
the lower bound on µ for the field-dominated, strong shock solution does not extend to the upper bound
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on µ of Region II. There is thus a gap in the range 4/7 < µ < (1−1/n)/(1+1/n) where neither the
weak-shock nor the strong-shock analysis may be appropriate. This range is denoted Region III and is
now addressed.
We hypothesize that here M(r)→M1 > 1 as r→ 0. To test this we first assume field-dominated
behaviour: µν0 < 1. This is done since Regions I, II, and IV all self-consistently follow field-dominated
assumptions. Equation (6.40) then supplies c0, as usual for this assumption. Second, we assume the
Mach number variation in Region III
M(r) = M1+Drδ +HOT, r→ 0 (6.66)
where M1 = M1(µ)≥ 1 and δ = δ (µ)> 0 are to be determined, and D is a constant which depends
on initial conditions. This is consistent with our analysis of Regions I, II where M1 = 1 and δ (µ) =
(4− 7µ)/(4(µ + 1)). Equation (6.66)) may then be substituted into (6.24), which is integrated to
obtain,
(−t)µ+1
µ+1
=
r22F1
(
1, 2δ ;1+
2
δ ;−Dr
δ
M1
)
2M1
, (6.67)
where 2F1(a,b;c;z) is the hypergeometric function. A series expansion to two terms gives
(−t)'
µ+1
2M1
− (µ+1)Dr
δ
(2+δ )M21
1
µ+1
r 2µ+1 , (6.68)
which may also be written in terms of M(r) and r, using (6.66),
(−t)'
(
µ+1
2M1
− (µ+1)(M−M1)
(2+δ )M21
1
µ+1
)
r
2
µ+1 . (6.69)
Equation (6.69) can then be substituted into the GSD ODE (6.26) to remove the dependency on t.
Premultiplying by r then gives
r
dM
dr
= F(r,M,M1,δ ,µ,γ). (6.70)
Where F is a known but very complicated function of its arguments.
Consistency with (6.66) requires that the right-hand side of (6.70) is zero when r→ 0. Noting also
that in this limit, when M→M1, the dependence on δ vanishes then gives
lim
r→0
F(r,M,M1,δ ,µ,γ)|M=M1 ≡ G(M1,µ,γ) = 0, (6.71)
where G is a known function. Equation (6.71) can be solved for M1 for a particular µ (setting γ = 5/3)
using a rootfinding method. Applying now the left-hand side of (6.70) to (6.66), and taking the partial
derivative with respect to M, setting M = M1 and then taking the limit r→ 0 gives
lim
r→0
∂F(r,M,M1,δ ,µ,γ)
∂M
∣∣∣∣
M=M1
= P(M1,δ ,µ,γ) = δ . (6.72)
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FIGURE 6.2: Variation of M1(µ) (upper) and δ (µ) (lower), from (6.66), for 0.4 < µ < 0.8. The
function is valued greater than unity for 4/7 < µ < 0.699.
where P is a known function of its arguments. The equation P(M1,δ ,µ,γ)− δ = 0 can be solved
numerically for δ given M1(µ) found from (6.71). The variation of δ (µ) is shown by the lower curve
in Figure 6.2; in Region I, II, δ (µ) here agrees with the exponent in (6.44) from the weak shock
approximation, but is valued negative real for (n−1)/(n+1)< µ < 1.
This method remains self-consistent up to a µIII = µIII(γ), with µIII(5/3) = 0.699. There is then
an overlap between Regions III and IV in the range (n−1)/(n+1)< µ < µIII . In this overlap region,
numerical solutions to the full GSD ODEs (to be described) indicate that the solution approaches an
asymptote that is either Region-III-like or Region-IV-like, depending on µ and the initial conditions,
and that there is a cross-over Mach number Mc =Mc(µ) at r0 = 1 which separates these solutions. This
means that for M0 < Mc(µ), we expect M(r) to asymptote to a constant value when r→ 0 (Region-III
like), while for M0 > Mc(µ), we expect M(r) to approach the asymptote (6.59) (Region-IV like). Also
it is clear that when µ → (n−1)/(n+1) from above, then Mc(µ)→ ∞ while when µ → µIII from
below, then Mc(µ)→ 1. As an example, at µ = 0.65, Mc ' 2.5 at r0 = 1. The overlap region covers a
small range of µ and cannot be fully analysed by asymptotic analysis. It is not considered further.
6.4.4.1 Asymptotic solutions r→ 0: summary
We find five broad regions of shock behavior upon shock collapse to the axis. These are summarized
by the behaviour of M(r) and p(r) as r→ 0 in Table 1. Each region shows a different asymptotic
behavior when r→ 0. In region I, both M and p approach unity when the shock impacts the origin.
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Region µ-range M(r), r→ 0 p(r), r→ 0
I 0 < µ < 4/13 M(r)→ 1 p(r)∼ r
4−7µ
4(µ+1)
II 4/13 < µ < 4/7 M(r)→ 1 p(r)∼ r
4−13µ
4(µ+1)
III 4/7 < µ < µIII M(r)→M1(µ) p(r)∼ r2
µ−1
µ+1
IV n−1n+1 < µ <
n
n+1 M(r)∼ r1−
1
n−µ(1+ 1n) p(r)∼ r
2(µn(1−µ)−(µ+1)2)
n(µ+1)
IVb µ = nn+1 M(r)∼ r−
1
n p(r)∼ r− 2n
V nn+1 < µ M(r)∼ r−
1
n p(r)∼ r− 2n
Table 6.1: Summary of asymptotic behavior of Mach number M(r) and pressure p(r), r→ 0 obtained
from GSD. Regions I-IVb are considered as field-dominated shock convergence. Note that there
exists overlap between Regions III and IV over the range n−1n+1 < µ < µIII . For γ = 5/3, this is
0.632 < µ < 0.699. The dependence of µIII(γ) has not been determined.
Regions II through V see singular pressure behind the shock as it collapses. This holds even for Region
II, which shows M(r→ 0)→ 1. In region III, M approaches a finite value M1 > 1, while in region IV,
M(r→ 0)→ ∞ with an exponent that depends on both γ and µ . There exists a small overlap between
Regions III and IV that is confined to the lower portion of region IV. Here, the M(r→ 0) asymptotic
behavior can be either finite or divergent depending on both µ itself and the initial Mach number. The
shock collapse for µ in Regions I-IV is always field dominated. In region V, geometrical convergence
overcomes the field effect and shock collapse is gas-dynamic like.
6.4.4.2 Asymptotic solutions, r→ ∞
We complete this section by considering the behavior of solutions to the GSD ODE when r→ ∞. This
can be done using a small Mach-number approximation as in §6.4.2. As was observed in §6.4.1.2,
when r→ ∞, the behavior of the magnetosonic wave is opposite to its behaviour close to the origin;
that is, for µ < 1, the magnetosonic wave is field-dominated near r = 0 but gas-dynamics-dominated
as r→ ∞, and vice versa for µ > 1. Here we investigate the behaviour of a finite-strength shock far
from the origin. We again use the m 1 of the shock-jump conditions. The field-dominated case
corresponds to µν∞ < 1. Noting that ν∞,µ>1 = ν0,µ<1 from §6.4.1, the analysis proceeds as in §6.4.4.2:
by assuming m 1, we reproduce (6.42)-(6.44), this time under the conditions r 1, µ > 1.
For r→ ∞, for a strong-field and weak shock, we find that, similarly to the magnetosonic wave
case, with µ > 1, equation (6.42) holds. Following a similar approach to the r→ 0 asymptotic solution
above, we may also reproduce equation (6.44). The exponent on r in (6.44) is negative for all µ > 1,
so that m→ 0 as r→ ∞ as given by this equation with µ > 1.
For the weak-field or gas-dynamic-dominated case, with r→ ∞, c0 ' r/√γ . Here we substitute
(6.38) into the exact pressure equation (6.16) and perform a series expansion around m = 0 on the
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result. To leading order, this gives
m' B2 r− 12 , (6.73)
where B2 is a constant of integration depending on initial conditions. By comparison with the
magnetosonic wave case far from the origin, this analysis remains consistent for µ < 1 (since ν∞ = 1).
6.5 Numerical Solutions
6.5.1 Geometrical Shock Dynamics
We now turn to finding solutions numerically to the system of ODEs (6.26) and (6.24) over a finite
range of r. From the asymptotic analysis we expect that, for fixed γ , there will exist a two-parameter
family of solutions characterized by µ ≥ 0 and an initial Mach number M0 > 1 at some fixed radius
r0. We also require an initial condition t0 which must satisfy (6.27). If t0 is the collapse time for
given (r0,M0) then we expect t0 = t0(M0,r0;µ,γ). The parameter 0 < r0 < ∞ is arbitrary and, for the
purposes of numerical solutions, we presently choose r0 = 100. Once t0 is known for given M0,r0;µ,γ ,
its value for any r can be obtained by integrating the GSD ODE pair in r from these initial conditions.
We remark that the ODE pair can in fact be successfully integrated reversibly in any finite range of r
even though solutions have physical meaning as a shock-wave evolution for r decreasing. Presently
we use a root-finding method for solving the shooting problem (6.26) and (6.24) subject to (6.27). An
alternative is to use the asymptotic solutions described previously to manufacture initial conditions
close to r = 0 and then solve the ODE pair outwards. This method will be later described for the
verification of asymptotic solutions within each region. For more general cases, a robust methodology
for finding t0 is preferred. The method used presently was implemented using the ODE-solving
capability provided in MATHEMATICA. The numerical details are outlined in Appendix B.
6.5.2 Finite volume method for full MHD PDE system
Here we verify our GSD formulation by comparing GSD numerical solutions with solutions of the full
one-dimensional unsteady PDE system describing the shock collapse. The latter do not rely on the
geometrical shock-dynamics assumptions, but, owing to the singular behavior of both the magnetic
field ahead of the shock and also of the collapse evolution of some solutions, are not well suited to
characterizing the final stages of shock collapse. Further, it is difficult to implement the shock collapse
condition (6.27) into PDE simulations. Nonetheless solutions of the MHD PDE system are required to
presently verify our time-domain GSD approach
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The solution method is described in detail in Samtaney et al.17 The one-dimensional equations in
conservation form are
∂U
∂ t
+
1
r
∂ (rF)
∂ r
= S, (6.74)
where U = {ρ , ρ u ,Bθ , e }T , where e is the total energy per unit volume. Note that here we are using
the energy equation in place of the entropy equation used in (6.4), which are equivalent for inviscid,
non-dissipative MHD. The flux F(U) and source S(U) are given by
F(U) =
{
ρ u , ρ u2+ p∗ ,Bθ u ,(e + pt )u
}T
,
S(U) =
1
r
{
0 , p∗ −B2θ ,r dBθ ,0/dt+Bθ u ,0
}T
, (6.75)
where the magnetic pressure p∗ is given by (6.9). The total energy e is related to the pressure as
follows:
e =
p
γ−1 +
1
2
ρu2+
1
2
(B2θ +B
2
z ). (6.76)
The present version of the numerical method is summarized in Pullin et al.14 Briefly, the above
equations are modified by subtracting out the singular magnetic field, writing the azimuthal component
as Bθ = Bθ ,0+Bθ ,1, with Bθ ,0 =
(−t)µ
r . This enables cancelation of terms that vary as r
−3 in the radial
momentum equation, thus alleviating large numerical errors that would otherwise arise near r = 0.
The modified equations are solved by a finite volume upwind method.17 Here the radial domain is
discretized into finite volumes and an exponentially stretched mesh is used in the radial direction
which concentrates volume elements near the origin. A predictor-corrector method is utilized wherein
we first predict the solution at time n+ 12 at finite volume faces using a combination of Taylor series
expansion of fluxes together with linear profiles in each computational cell that are limited in the space
of characteristic variables using Van Leer slope limiting. This gives left and right predicted states
at volume interfaces and the local solution is then obtained using a standard multi-wave, linearized
solver for the Riemann problem. This allows direct computation of the numerical fluxes at volume
interfaces and the solution is then updated in each finite volume. The computer code includes a optional,
explicit second-derivative artificial viscosity term used to filter grid level oscillations if present. Prior
verification testing has been performed on linear wave propagation, magnetic reconnection17 and
regular shock refraction at a density interface in MHD18 while convergence testing is described by
Wheatley et al.8,19 We will subsequently describe these solutions as computational MHD (CMHD)
solutions, to be distinguished from numerical GSD solutions.
We compare GSD solutions with CMHD solutions for µ = 0.4,0.7241,1.2, which correspond to
Regions II, IV and V respectively, with r0 = 100,M0 = 2. Figure 6.3 shows Mach number for each
solution type, and Figure 6.4 the pressure behind the shock. The CMHD and GSD solutions show
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r
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101
M
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)
FIGURE 6.3: Comparison of Mach number between numerical, geometrical shock dynamics (GSD)
solutions and tuned computational MHD (CMHD) solutions to the full one-dimensional unsteady
MHD PDEs. Solid: GSD solutions. Dashed: CMHD solutions. Bottom to top; µ = 0.4 (Cyan),
µ = 0.7241 (Black), µ = 1.2 (Red).
µ t0 (GSD) t0 (numerical
method)
0.4 -32.6543 -32.0929 (-32.0332)
0.7241 -32.5396 -31.9692
1.2 -30.2953 -30.75
Table 6.2: Collapse times from r0 = 100 estimated by the numerical GSD solutions CMHD solutions.
Parenthetical value for µ = 0.4 indicates an estimate using a doubled resolution mesh. M0 = 2,r0 =
100.
general agreement in these variables. The µ = 0.4 case exhibits the greatest difference with the peak
Mach number differing by 4.5% (normalized by the numerical solution), and the maximum pressure
difference, at r = 10−2, by 14.5%. These are of similar order to the discrepancies seen in Table II of
Pullin et al.14
The initial condition t0 is difficult to tune to the shock collapse time using the CMHD method.
However, the difference between the CMHD estimate and the GSD estimate of |t0| is at most 1.9%.
Collapse times from both methods for the solutions shown in Figures 6.3 and 6.4 are shown in Table
6.2.
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FIGURE 6.4: Comparison of pressure behind the shock between numerical GSD and CMHD solutions.
Key as in Figure 6.3.
6.6 Specific GSD solutions
We now explore the parameter space of M0,µ using numerical solutions of the GSD equations and make
some specific comparison with the r→ 0 asymptotic results. Consistent with our earlier discussion of
both small and large r limiting solutions, we presently focus on the behavior of M(r) and p(r) over
several decades of radius.
6.6.1 Mach number variation
The variation of Mach number M(r) over radius is shown in Figures 6.5 and 6.6 for a variety µ in
Regions I-III, and IV-V respectively, for initial conditions r0 = 1,M0 = 1.01, M0 = 2.0, and M0 = 5.0.
The µ are chosen to reflect each region of behaviour: µ = 0,0.2(I),0.4(II),0.6(III),0.7(IV),0.9(V).
All solutions M(r) in Regions I and II are clearly regular when r→ 0. They appear to converge to
unity Mach number, an observation which supports the reduced analyses done in §6.4.2. The Region
III solutions also do not appear singular, particularly for M0 = 2.0,5.0. Figure 6.5 suggests that
the solutions in Regions I and II (and the µ = 0 case) have reached their r→ 0 asymptotes. These
asymptotics have different power-law variations, and follow the predicted δ (µ) from the weak shock
analysis in §6.4.2. The Region III solution has not reached its r→ 0 asymptote by the lowest decades
in r on the figure.
Figure 6.6 shows that Regions IV and V, however, both show singular Mach number growth as
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FIGURE 6.5: Mach number m(r) = M(r)−1. Dashed: M0 = 1.01 at r0 = 1. Solid: M0 = 2.0. Dotted:
M0 = 5.0. In each set, µ = 0,0.2,0.4,0.6 from bottom to top.
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FIGURE 6.6: Mach number M(r) for sets of initial conditions as in Figure 6.5. In each set, µ = 0.7 on
the lower curve and µ = 0.9 on the upper.
r→ 0, as predicted by the strong-shock analyses in §6.4.3. For the Region IV case, this is most clear
for M0 = 2.0,5.0. Region V appears singular in all provided solutions.
6.6.2 Pressure variation
In the context of cylindrical converging shock waves in fusion applications such as MagLIF,9 this
property of gas-dynamic behaviour near the origin in the presence of a magnetic field could allow the
simultaneous potentially beneficial effects of the seed magnetic field on hydrodynamic instabilities
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such as Richtmyer-Meshkov or Rayleigh-Taylor, while remaining strong - in the sense of both pressure
and Mach number - as it approaches the origin. This potentially obviates the difficulty noted in Pullin
et al.,14 where (in what is here the µ = 0 case) the shock weakened to a magnetosonic wave as it
approached the origin. Figures 6.7 and 6.8, show pressure profiles for the same solutions as in Figures
6.5 and 6.6. In these cases, the pressure profiles for Regions I, IV and V follow qualitatively the
behaviour of the corresponding M(r) curves. In Region III the pressure variation is clearly singular.
This is contrast to the Region III M(r) solution whose non-singular nature is somewhat reflected in
Figure 6.5. The Region II pressure is also singular; this is particularly visible in the M0 = 2.0,5.0
curves.
Region I is then essentially similar to Pullin et al.’s case. A singular (or at least strong) pressure
may be achieved at the origin by ensuring a sufficiently rapid field decay for a tuned shock (in the
sense that the field decreases to zero precisely as the shock converges on the origin), such that µ is in
one of Regions II-V. In Regions IV-V, a singular Mach number may additionally be ensured.
6.6.3 Comparison of GSD numerical solutions with r→ 0 asymptotic results
For a given µ , as an alternative to the inward-integrated solution technique described in §6.5.1, a GSD
numerical solution can be generated by using an asymptotic r→ 0 result from §6.4 to construct an
initial condition extremely close to the origin. The GSD ODE pair can then be integrated outward in
radius. To do this, we choose µ and a small initial radius such as r0 = 10−16, and seek the associated
time t0(r0,µ) and Mach number M0(r0,µ). If we assume the initial conditions r0, t0,M0 lie on an
asymptotic r→ 0 solution in a given region, we may use one of (6.42),(6.68),(6.50) to define t0
and one of (6.44),(6.66),(6.54),(6.59) to define M0, depending on the chosen µ and corresponding
region. In setting these initial conditions, care should be taken that any additional assumptions taken
in producing the asymptotic solution, for example small m and strong field strength in Region I,
are reasonably satisfied. Finally, in choosing the initial conditions, there is always a (single) free
parameter which needs to be set; this is in principle arbitrary but should again be chosen to justify the
asymptotic assumptions. We remark that with this method the collapse time is effectively set by the
initial conditions but one cannot guarantee a priori a given M0 at a given r0 = 1.
Once the initial conditions are defined, the GSD ODE may be solved outwards (that is, away from
the origin) and compared with the corresponding asymptote. Figures 6.9 and 6.10 show comparisons
for Mach number and pressure for each respective region. Good agreement is shown in all regions
for Mach number, and especially in Regions I, II and V in pressure. In Regions III and IV, it is
difficult even with the described outward-solution technique to produce initial conditions which lie
on the respective asymptotic solution. This is because c0 becomes very large - according to the
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FIGURE 6.7: Pressure curves p(r)−1 for solutions in Regions I-III. In each set from bottom to top:
µ = 0.0,0.2,0.4,0.6. Line styles as in previous figures. The upper curve in each set (Region III) is
singular.
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FIGURE 6.8: Singular pressure curves for solutions in Regions IV, V. µ = 0.7 on the lower curve of
each set; µ = 0.9 on the upper. Line styles as in previous figures. For the M0 = 5.0 case (dotted), the
two pressure curves collapse across all plotted r.
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(a) m(r) = M(r)−1 (b) p(r)−1
FIGURE 6.9: Geometrical shock dynamics numerical solutions in Regions I,II compared with r→ 0
asymptotics for Mach number m(r) = M(r)− 1 and pressure p(r)− 1, using the outward solution
technique. Solid lines: Full solutions; from bottom to top, µ = 0.2,0.4. Dashed: µ = 0.2 asymptote.
Dash-dotted: µ = 0.4 asymptote.
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(a) Mach number M(r) (b) Pressure p(r)
FIGURE 6.10: Geometrical shock dynamics solutions in Regions III-V compared with r→ 0 asymp-
totics, Mach number M(r) and pressure p(r). Solid lines: Full solutions; from bottom to top,
µ = 0.6,0.7,0.9. Dashed: µ = 0.6 asymptote (set to constant value M1 = 1.1191). Dash-dotted:
µ = 0.7 asymptote. Dotted: µ = 0.9 asymptote. The Region III (µ = 0.6) solution has not yet reached
its asymptotic solution by the lowest decade for either variable.
field-dominated assumption - at such small r so as to introduce numerical difficulties with integration
of the GSD ODE.
6.7 Conclusion
We have considered the collapse of a cylindrical shock onto a line current whose strength shows a
power-law variation in time, with exponent µ , tuned so that for all µ both the current, and therefore the
induced magnetic field, and the shock radius collapse to zero at the same time instant. This is referred
to presently as tuned shock collapse. This scenario is motivated by a desire to generate an MHD shock
collapse scenario that produces singular behavior in pressure upon shock impact at the origin while
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retaining a finite field strength at the shock at earlier times.
The present work is based on an extension of geometrical shock dynamics to the time domain. A
reduction in dimensionality by one is then achieved, enabling the shock evolution to be described by a
pair of complicated but tractable ordinary differential equations together with an auxiliary constraint
determined by the simultaneous shock-current collapse condition. Analysis of the shock collapse
dynamics is then available at the expense of a description of the full ionized gas motion at finite
distances behind the shock. A comparison of numerical solutions of the shock-dynamics equations
with selected numerical solutions of the full one-dimensional, unsteady MHD equation set provides
confidence in the GSD formulation.
The principal results of this study are given in Table 6.4.4, which summarizes changes in the
power-law variation with radius near the axis, of both Mach number and pressure, as a function
of the field power-law exponent µ . This shows a surprisingly rich variation in behavior ranging
from field-dominated collapse when µ < n(γ)/(1+n(γ)), where n(γ) is the Whitham2 parameter, to
geometric or gas-dominated convergence for greater values. Of special interest is the behavior of the
pressure which is found to be always singular at the axis when µ > 4/13 for cases even when the
Mach number remains bounded. This is possible owing to the contribution of the flux of magnetic
energy to the shock-jump conditions whereby a shock of small or finite Mach number scaled on the
fast magnetosonic speed can, in the presence of a divergent pre-shock magnetic field, produce a strong
shock and a subsequent singular pressure upon shock collapse.
The type of tuned shock solutions considered presently may be difficult to reproduce in experiment
and to some degree in simulation, since the timing of the source current variation is intimately
dependent on the motion of the shock wave. There is the chance of overestimating the shock collapse
time, so that the shock reaches the origin while the field is finite; this may signify a transition to a
µ = 0 solution at the time of collapse. A gas-dynamic shock collapse may then be plausibly ensured by
deliberately underestimating the shock collapse time; by prematurely letting the field drop to zero as
the shock converges, a transition to a purely gas-dynamic collapse may be forced, and a high pressure
behind the shock may be ensured.
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6.A1 Source term in the induction equation
Here we trace the origins of the source term in the induction equation. For simplicity we set u = 0 and
so the following must be viewed as an ansatz for the inclusion of the source term in the MHD equations.
Further, here the permittivity and permeability of the medium are taken as those of the vacuum. The
equations below refer to background fields with subscript “0” as in (6.3) but for clarity, this subscript
is omitted in the following. For these fields we utilize the dimensionless classical electrodynamic
equations
dB
dt
= −∇×E, (6.77)
∇×B = j(x, t)+ 1
c2
dE
dt
, (6.78)
where j(x, t) is the current density, E the electric field and c the speed of light. In (x,y,z) Cartesian
co-ordinates we consider j(x, t) = j(x, t)ez = δ (x)δ (y) I(t)ez with I(t) the time-dependent current
and ez the unit vector in the z-direction. Our application requires I(t) = (−t)µ , t ≤ 0 but presently we
work with arbitrary I(t). Equations (6.78) can then be written as
dBx
dt
=−dEz
dy
,
dBy
dt
=
dEz
dy
, (6.79)
dBy
dx
− dBx
dy
= j(x, t)+
1
c2
dEz
dt
(6.80)
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from which the wave equations can be obtained
d2Bx
dx2
+
d2Bx
dy2
− 1
c2
d2Bx
dt2
=−d j
dy
, (6.81)
d2By
dx2
+
d2By
dy2
− 1
c2
d2By
dt2
=
d j
dx
, (6.82)
d2Ez
dx2
+
d2Ez
dy2
− 1
c2
d2Ez
dt2
=
d j
dt
. (6.83)
We utilize the Green’s function for the 2D wave equation
G(x, t|x′, t ′) =

0, cτ < R
c√
c2τ2−R2 , cτ > R
(6.84)
where τ = (t− t ′), R = |x−x′| and where a factor 1/(2pi) has been suppressed consistent with our
nondimensionalization. Taking j(x, t) = δ (x)δ (y) I(t), we can write

Bx
By
Ez

=
∫ ∞
∞
∫ ∞
∞
∫ t−R/c
−∞
c√
c2τ2−R2

I(t ′)δ (x′)
dδ (y′)
dy′
−I(t ′) dδ (x
′)
dx′
δ ′(y′)
−dI(t
′)
dt ′
δ (x′)δ ′(y′)

dt ′dx′dy′, (6.85)
where R2 = (x′− x)2+(y′− y)2. We consider first (Bx,By) and replace the lower limit of integration
on the t ′ integrand by t ′ = −T . The integrations in (x′,y′) are done first. Owing to the integration
with the derivative of the delta function, the integrand must be differentiated with respect to (y′,x′) for
(Bx,By) respectively. Defining
Q(x,y, t|x′,y′) =
∫ t−R/c
−∞
cI(t ′)√
c2τ2−R2 dt
′, (6.86)
then

Bx
By
=

− ∂Q
∂y′
∣∣∣∣
x′=0,y′=0
∂Q
∂x′
∣∣∣∣
x′=0,y′=0
 . (6.87)
The derivatives involve differentiation with respect to a limit of integration combined with a
singular kernel. This is presently handled in the sense of the Hadamard finite part by replacing the
upper limit of integration in (6.86) by t−R/c− ε , performing the differentiation and then taking the
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limit ε → 0. This gives, after some algebra
Bx
By
=

−y
x
 P(r, t|c,T ), (6.88)
P(r, t|c,T ) = I(t− r/c)
r2
t+T
((t+T )2− r2/c2)1/2
− 1
c2
∫ t−r/c
−T
I(t ′)− I(t− r/c)
(τ2− r2/c2)3/2
dt ′, (6.89)
where r2 = x2+ y2.
The electric field can be evaluated by first performing the delta-function integrations and then
re-arranging the t ′ integration to give
Ez =
dI(t)
dt
(
logr− logc− log
(√
t+T )2− r2/c2+ t+T
))
−N(r, t|c,T ), (6.90)
N(r, t|c,T ) =
∫ t−r/c
−T
dI(t ′)
dt ′
− dI(t)
dt√
τ2− r2/c2 dt
′. (6.91)
It may be verified that (Bx,By,Ez) satisfy the electrodynamic equations.
Our interest is in the limit c→ ∞, T → ∞ in that order. This gives, together with Bθ = By cosθ −
Bx sinθ , x = r cosθ ,y = r sinθ
Bx =−I(t)r sinθ , By =
I(t)
r
cosθ , Bθ =
I(t)
r
, (6.92)
and using (6.90-6.91)
∂Ez
∂ r
=
1
r
dI(t)
dt
. (6.93)
In (r,θ ,z) co-ordinates, (6.77) reads
∂Bθ
∂ t
=
∂Ez
∂ r
. (6.94)
which is seen to be satisfied. It is then seen that, for a time-dependent, power-law current, the ∂Ez/∂ r
term on the right-side of (6.94) acts as an effective source term in the induction equation. We note in
passing that using (6.90-6.91) it may be shown that
lim
c→∞
(
1
c2
∂Ez
∂ t
)
= 0. (6.95)
6.A2 Solution methodology for GSD equations
For given r0 = 1,M0, the GSD ODE pair were integrated towards r = 0 using the ODE NDSolve
in MATHEMATICA. This automates the local step size in r but also provides control parameters
for accuracy and for specifying the maximum number of steps. Solutions discussed presently were
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checked for accuracy by exercising these utilities and believed to be accurate to O(10−6). In the
following we consider (r0,M0,µ,γ) as fixed and outline the shooting method for obtaining the collapse
time |t0| using a simple shooting method. For given initial conditions, that include t0, the time of shock
arrival at r = 0 is, from integration of (6.24)
tA(t0) = t0+
∫ r0
0
1
M(r′)
(
γ+
(−t(r′))2µ
r′2
)−1/2
dr′. (6.96)
With (r0,M0,µ,γ) all fixed, we view tA(t0) as a function only of t0. We see that
tA(t0) = 0 (6.97)
satisfies the collapse condition (6.27).
An initial guess t∗0 for t0 is provided by the magnetosonic wave case, by solving its ODE directly
from initial conditions close to the origin using equation 6.30, and integrating to r = r0. This will
always overestimate |t0| since a shock collapses more quickly than a Mach wave. Solving the primary
ODE system with an overestimated |t0| shows a solution where, near r = 0
t(r) = tA+C rβ (6.98)
where C < 0 and β are constants and where we expect tA < 0. Hence when r→ 0, t(r = 0) = tA < 0.
On the other hand, an underestimated |t0|, will generally have tA > 0 and leads to (−t)→ 0 for some
finite radius r = rI . When t(r) = 0, the (−t)µ−1 term on right-hand side of (6.26) is singular and
the solution cannot advance beyond this point in r. A robust method to solve (6.97) thus requires an
approach to tA(t0) = 0 from below, always keeping tA(t0)< 0.
Equation (6.97) was satisfied using a modified Newton-Raphson approach. Presently, for given
initial conditions including t0(r0), the ODE pair are solved to only very small 1 >> rmin >> 0. Then
tA(t0) was estimated by a least square fit of (6.98) to the numerical solution over a range of small
r. The derivative t ′A(t0∗), for some estimate t0∗, was estimated numerically with a central difference
method for a small stencil of width 2ε . One-sided (monotonic) convergence, without oscillation about
tA = 0, was ensured by reducing the size of the updating step dtc to no more than half its unmodified
Newton estimate as
dt0 =−α tA(t
∗
0)
t ′A(t
∗
0)
, α ≤ 1
2
. (6.99)
Some care was required in the choice of α , as experience reveals cases where the root is overshot
and the solution process ends prematurely: α = 0.3 was found to be suitable. From a magnetosonic
initial guess, this method typically converged using r0 = 1 ≥ r ≥ rmin with rmin ≤ 10−4 within 200
iterations, depending on the choice of µ and α . This requires many solutions of the ODE pair but
this is extremely fast. For solutions requiring accurate resolution across more than four decades of
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r, especially from r0 = 100, an alternative method uses a simpler relation to calculate dtc, and was
predicated on the observation that the required dt0 decreases with tA
dt0 =−ξ (t0)ζ , ξ > 0,ζ > 0, (6.100)
where, with appropriate tuning of ξ and ζ , tuned shock-collapse solutions may also be achieved down
to −tA < 10−8. This method is more robust than (6.99) but tends to converge more slowly, within
500 iterations from r0 = 100. Furthermore, it also ensures movement towards the root from the initial
guess, while the modified Newton-Raphson method above has difficulty converging if the initial guess
for t0 is far from the tuned solution, as in gas-dynamics-dominated solutions. Once convergence has
been achieved, the initial conditions {r0, t0(r0,M0),M0} may be used to solve (6.26) both inwards
(r < r0) and outwards (r > r0) thus allowing characterizing particular solutions over many decades in
r.
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Abstract
The effects of seed magnetic fields on the Richtmyer-Meshkov instability driven by converging
cylindrical and spherical implosions in ideal magnetohydrodynamics are investigated. Two different
seed field configurations at various strengths are applied over a cylindrical or spherical density
interface which has a single-dominant-mode perturbation. The shocks that excite the instability are
generated with appropriate Riemann problems in a numerical formulation, and the effect of the
seed field on the growth rate and symmetry of the perturbations on the density interface is examined.
We find reduced perturbation growth for both field configurations and all tested strengths. The
extent of growth suppression increases with seed field strength, but varies with the angle of the
field to interface. The seed field configuration does not significantly affect extent of suppression of
the instability, allowing it to be chosen to minimize its effect on implosion distortion. However,
stronger seed fields are required in three dimensions to suppress the instability effectively.
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7.1 Introduction
Inertial confinement fusion (ICF)1 is a promising candidate for the generation of fusion energy. In this
approach, a small capsule filled with deuterium-tritium fuel mixture is illuminated by intense radiation
which causes the shell material to rapidly ablate, in turn driving an imploding shock. If the process is
successful, this compresses the fuel to temperatures and pressures sufficient to initiate a fusion burn.
The fuel is constrained by the inertia of the imploding flow.
One factor which limits the operating parameters of ICF is the presence of hydrodynamic instabili-
ties, in particular the Richtmyer-Meshkov (RM)2,3 and Rayleigh-Taylor (RT)4,5 instabilities, which
serve to break the spherisymmetry of the flow, limiting the potential for energy production. The
RM instability arises as the imploding shock wave processes the density interface(s) in the target,
depositing baroclinically generated vorticity; the RT instability of those same interfaces appears due to
the radial acceleration of the fluid downstream of the shock.1 In this investigation we focus primarily
on the RM instability in imploding flows such as these.
As the imploding shock wave converges, the fuel is ionized to a high extent so that it may be
modelled as a plasma. One framework which is sometimes used for modelling the dynamics of
plasmas is magnetohydrodynamics (MHD), and recent research suggests that the RM instability is
suppressed in MHD in the presence of a seed magnetic field: Samtaney6 first noted its suppression in a
uniform seed magnetic field for a planar shock accelerating a density interface inclined to the magnetic
field; Wheatley et al.7–9 later examined the mechanism of the suppression and extended the literature
to transverse-10 and general oblique-field11 planar flow cases, while Sano et al.12 theoretically and
numerically investigated the critical strength of a magnetic field required for suppression of the planar
RM instability, finding it to depend on the Mach number of the incident shock.
Other recent research investigates the application of seed fields to implosions such as those seen
in ICF: Hohenberger et al. and related studies13,14 conducted experimental investigations with the
OMEGA laser on neutron yield in ICF targets under axial magnetic fields, seeing improvement in
neutron yield and citing electron confinement as a contributing mechanism for this improvement; and
in a computational approach, using the LASNEX radiation-hydrodynamics code, Perkins et al.15 noted
an increased robustness of the ICF process with respect to outer perturbation amplitude in the presence
of similar seed axial magnetic fields.
Seed fields in the area of fusion energy are also of interest in the emerging Magnetized Liner
Inertial Fusion (MagLIF) concept, outlined for example by Sefkow et al.16, which involves an axial
magnetic field applied to implosions driven by a z-pinch (a comprehensive review of which is given by
Haines17) with a view to improving stability of the implosion.
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The choice of seed field configuration and strength has a clear effect on the dynamics and symmetry
of MHD implosions. A recent computational study by Mostert et al.18 investigated the dynamic
features and symmetry properties of Riemann problems initialized within physically plausible field
configurations, including a uniform, saddle-point, and tangential configurations, and concluded that
saddle-point configuration served to most effectively minimize asymmetry effects, while the tangential-
field configuration exhibited potentially catastrophic symmetry-breaking features in three dimensions.
(Here, asymmetry implies deviation from axi- or spherisymmetry depending on the case.)
In another study, Pullin et al.19 conducted an analysis using Whitham’s geometrical shock dynam-
ics20 paired with a numerical study on the behaviour of an MHD shock collapsing onto a line current
of infinite extent, noting a peculiar tendency of the shock to weaken in terms of both pressure ratio
and Mach number on collapse, contrary to the expected behaviour under equivalent conditions of a
gas-dynamic shock (see, among others,20 Chisnell21), a factor which may influence the ability of the
collapsing flow to compress fuel to conditions conducive to ignition. These two studies thus in part
highlighted potential drawbacks to injudicious use of a seed field to enhance implosions of this kind.
The RT instability in the presence of a seed field in MHD has been studied to some extent in
planar flows,22 and the behaviour of the hydrodynamic RM instability in converging geometries
such as those in principle seen in ICF has been the subject of recent investigations.23–25. Here we
investigate the light-to-heavy (that is, the incident shock travels from the light fluid to the heavy) RM
instability in the presence of seed fields in cylindrical and spherical implosions under two promising
seed field configurations; these configurations are chosen from Mostert et al.18 for their relative ability
to minimize asymmetry in imploding MHD flows of this nature. We characterize the shock refraction
processes, examine perturbation growth along the RM interface, and study the degree of asymmetry
in interface geometry and perturbation growth. The applicability in principle of the given seed field
configuration and strength on problems such as ICF is emphasized.
7.2 Cylindrical RM instability
The cylindrical problem is considered first. §7.2.1 describes the formulation of the problem, including
theoretical basis, construction of the density interface, Riemann problem initialization, and definition
of the parameter space; §7.2.2 describes the numerical method and convergence characteristics; and
§7.2.3 presents and discusses the resulting flows, including shock structure and the behaviour of the
density interface.
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7.2.1 Formulation
7.2.1.1 Equations of motion
We use the framework of ideal MHD, under the following non-dimensionalization, which will be
maintained throughout this study:
x =
xˆ
L0
, t =
tˆ
L0/
√
pˆ0/ρˆ0
, ρ =
ρˆ
ρˆ0
, p =
pˆ
pˆ0
,u =
uˆ√
pˆ0/ ˆrho0
, B =
Bˆ√
µ0 pˆ0
, (7.1)
with ρ the density, v the velocity, B the magnetic field, p the pressure, and µ0 the permeability
of free space. Carets signify dimensional variables. Other than in µ0, the 0-subscript represents a
reference value. Neglecting the effect of gravity, the non-dimensionalized equations of ideal MHD, as
a continuous, single-fluid quasi-neutral plasma can then be written as26
∂ρ
∂ t
+∇ · (ρv) = 0, (7.2)
ρ
(
∂v
∂ t
+v ·∇v
)
+∇p− (∇×B)×B = 0, (7.3)
∂e
∂ t
+v ·∇e+(γ−1)e∇ ·v = 0, (7.4)
∂B
∂ t
−∇× (v×B) = 0, ∇ ·B = 0, (7.5)
where e is the specific internal energy given by
e =
p
(γ−1)ρ , (7.6)
and γ is the plasma specific heat ratio, which is set, assuming a perfect gas, to γ = 5/3. Diffusive
effects are neglected, assuming that they occur over a sufficiently larger timescale than advection
effects.
7.2.1.2 Flow geometry and seed field configuration
The coordinate system is two-dimensional in both Cartesian (x,y) and polar (r,φ) forms, which are
related by transformations x = r cosφ and y = r sinφ . We investigate two-dimensional (cylindrical)
implosions, whose initialized density fields can be seen in Figure 7.1. Two seed fields are applied.
They are constructed as a uniform, unidirectional configuration, and a non-uniform configuration with
a saddle-point at the centre of the domain. We label each case with a prefix denoting geometry type,
with C for cylindrical, and with a number denoting the field configuration with 1 for a uniform field
and 3 for a saddle-point field, for consistency with the labelling system used by Mostert et al.18 We
will refer to a zero-field case with the number 0. The strength of each seed field is set according to a
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(a) Case C1 (b) Case C3
FIGURE 7.1: Initial conditions showing perturbed density interface (inner) and Riemann interface
(outer), with overlaid magnetic field lines for both cases. Shown with sinusoidal perturbation wavenum-
ber k = 32.
reference parameter β0I , which is defined in terms of non-dimensionalized variables as,
β0I = 2
p0
B20
, (7.7)
where B0 is the field strength at a reference radius r0 = 1, and p0 = 1 is the reference pressure, set at
the centre of the domain. The parameter β0I is thus used as a global case parameter to describe the
seed field magnetic pressure relative to the thermodynamic pressure. The subscript I indicates that the
parameter is set according to the pressure inside the density interface (which we describe in §7.2.1.3
below)), and the subscript 0 indicates it is a reference quantity, as with most variables used in our
framework. Following Mostert et al.,18 the field configurations are formulated as follows:
C1: Uniform, unidirectional field
B = B0eˆx, (7.8)
where eˆx is the unit-vector corresponding to the x-direction.
C3: Saddle-point field
This field presents a saddle-point configuration. It can be generated by arranging four current arcs of
infinite length, running in the z-direction (that is, out of plane) at specified locations (xi,yi), giving a
field18
B(x,y) =
4
∑
i=1
{
αiB0
(x− xi)2+(y− yi)2 [−(y− yi)eˆx+(x− xi)eˆy]
}
, (7.9)
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with αi = {+α0,−α0,−α0,+α0} a signed scaling parameter that sets |B(r0)| = B0, and (xi,yi) =
{(5,5),(−5,5),(−5,−5),(5,−5)}, chosen for convenience such that the current arcs lie sufficiently
far outside the computational domain to avoid numerical issues with their singular magnetic fields.
In Mostert et al.,18 an additional field configuration (C2, and the spherical analogue S2) was
investigated; this field could be generated by passing a current in the z-direction through the Riemann
interface. While the field was axisymmetric in both two- and three-dimensional geometries, in the latter
case it led to the formation of a high-pressure jet at the poles of the (spherical) Riemann interface that
severely disrupted the spherisymmetry of the implosion, rendering the field configuration unfavourable
with regard to minimizing implosion asymmetry. For the field analysed by Pullin et al.,19 which could
be generated by an axial line current of infinite extent in cylindrical geometry, the imploding MHD
shock weakened to zero strength (in terms of pressure and Mach number) as it converged on the line
current, adversely influencing its ability to compress fluid near the domain centre. For these reasons,
we do not consider these two fields here, and limit our analysis to the C1 and C3 configurations
described above.
7.2.1.3 Initial density interface
To provide an initial interface to be accelerated by the MHD shocks, whose initialization is to
be described in §7.2.1.4, a perturbed density interface is constructed. This density interface is
characterized by an Atwood number
A =
ρ0−ρ1
ρ0+ρ1
= 2/3, (7.10)
where ρ1 is the density of the fluid located outside the interface, which is the light fluid in the cases
considered here. ρ0 = 1 is the density of the fluid inside the interface and the reference density. The
interface profile in density is given by the function,
ρ(r,φ) =
1
2
(
1− |A |
A
tanh [µ(r−ζ0(φ))]
)
, (7.11)
which is a hyperbolic tangent function distributed around the reference radius r0 = 1. This function
regularizes the interface, via the regularizing parameter µ for purposes of smooth representation in
a Cartesian computational mesh. The density interface is perturbed with a single-mode sinusoid of
azimuthal wavenumber k and with an amplitude equal to 4% of its wavelength. The perturbation
function and initial amplitude are
ζ0(φ) = r0−η0 coskφ , η0 = 2pi25k , (7.12)
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Case abbreviation Field strength, β0I Wavenumber, k
C0-32 ∞ (none) 32
C0-64 ∞ 64
C0-128 ∞ 128
C1-4-32 4 32
C1-4-64 4 64
C1-4-128 4 128
C1-32-32 32 32
C1-32-64 32 64
C1-32-128 32 128
C1-128-32 128 32
C1-128-64 128 64
C1-128-128 128 128
C3-4-32 4 32
C3-4-64 4 64
C3-4-128 4 128
C3-32-32 32 32
C3-32-64 32 64
C3-32-128 32 128
C3-128-32 128 32
C3-128-64 128 64
C3-128-128 128 128
Table 7.1: Description of case abbreviations for cylindrical geom-
etry, indicating field configuration, strength (with β0I = 2p0/B20)
and perturbation wavenumber k. These cases are run at unrefined
mesh resolutions of 5123 with three levels of refinement for effective
resolutions of 20483. C0-cases have no seed field, C1-cases have
uniform unidirectional seed field, and C3-cases have saddle-point
field.
The hyperbolic tangent variation described in (7.11) does not then describe a strict discontinuity in
density, but for convenience we shall refer to it thus in this study.
Finally, for each field configuration, the field strength β0I and perturbation wavenumber k are
varied. Each case can be described according to an abbreviation outlined in Table 7.1. These case
abbreviations are used throughout the study.
7.2.1.4 Shock initialization
The cylindrical driving shock is initialized using a Riemann problem or interface (RI) consisting of
two uniform initial states separated by the interface. The RI is initialized using regularization, without
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Abbreviation Description Abbreviation Description
MHD magnetohydrodynamic(s) HD hydrodynamic(s)
RM Richtmyer-Meshkov [instability] RT Rayleigh-Taylor [instability]
ICF inertial confinement fusion DI density interface
IFS incident fast shock ISS incident slow shock
TF transmitted fast shock TS transmitted sub-fast wave
RF reflected fast shock RS reflected sub-fast wave
IFS-DI fast shock interaction with the den-
sity interface
ISS-DI slow shock interaction with the
density interface
Table 7.2: Common abbreviations used in this study.
perturbation, as
ρ(r) =
1
2
(ρ0+ρb+(ρb−ρ0) tanh(µ(r− rb))) , (7.13)
p(r) =
1
2
(p0+ pb+(pb− p0) tanh(µ(r− rb))) , (7.14)
where ρb = 3ρ0 and pb = 12.1p0, allowing an initial approximate Mach number for the primary shocks
at φ = 0 of 2 for all cases. The RI is set at position rb = 2. In the cylindrical geometry, the Mach
number of the shock upon reaching the DI at r ' r0 is approximately 2.2 in the hydrodynamic (C0)
cases. In the presence of a seed field (that is, C1 and C3 cases), the Mach number depends on the local
fast magnetosonic speed and varies with field angle.
7.2.2 Methodology
7.2.2.1 Numerical method
For all cases we use a numerical method developed by Samtaney,27 which is a second-order non-linear
compressible finite volume code using an upwinding scheme with a Roe flux solver and projection
method to enforce a divergence-free magnetic field; we also use a Cartesian adaptively refined mesh
of the Berger-Colella type under the Chombo framework.28. The criterion for grid refinement is
|∇ρ| > 0.02ρ on local ρ . Discretization is performed on a quarter-domain in the two-dimensional
cases, and on an octant-domain in the three-dimensional cases, for 0 < x,y,z < l where l = 3.
The regularization parameter µ , which is the frequency argument of the hyperbolic tangent function,
is determined by running one-dimensional Riemann problems with initial interfaces equivalent to
the full problems, and chosen such that the initial Riemann interface width in cells is approximately
equal to that of the fast MHD shock generated by the problem. For the two-dimensional simulations,
µ = 1080 to regularize the initial Riemann and density interface to approximately 5-6 cells along the
Cartesian axes. This is a slightly conservative choice, since shocks of smaller thicknesses may appear
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in these simulations. The sensitivity of the Riemann problem itself to the choice of µ appears to be
small, and we have assumed the same for the density interface evolution. A quantitative examination
of the effect of µ on the dynamics of the whole Riemann problem and density interface evolution has
not however been conducted in the present study.
7.2.2.2 Numerical convergence
The adaptively refined grid used in these simulations, described in §7.2.2.1, is tested for monotonic
convergence using Richardson extrapolation, as described by Stern et al.29 We consider the C1, strong
field and high wavenumber case - that is, with β0I = 4, k = 128 - for base (unrefined) resolutions of
2882, 3842, 5122, with three levels of adaptive refinement to effective resolutions of 23042, 30722,
and 40962. This corresponds to a refinement ratio between grids of 4/3. We test this case because it
features the strongest base magnetic field and the highest initial perturbation wavenumber, and thus
is a suitable candidate for testing whether the behaviour of the perturbations is adequately resolved.
The particular metric used in the Richardson extrapolation is the numerical integral of the graphs of
amplitude, η/η0 over time, for the angular segment of the domain 0 < φ < pi/8. This value is found
to converge with an order ' 2.3 from the Richardson-extrapolated value. This value is greater than the
formal order of the (second-order) numerical method in use, so it is limited to 2, with an associated
estimated relative error of 1.2% on the finest mesh.
7.2.3 Results
The RM instability in these flows is characterized as follows. First, the shock refraction process
is examined, including classification of the transmitted and reflected waves arising from the shock-
interface interaction. Second, we present the growth of perturbations on the DI, highlighting any
suppression that appears. Third, the effect of field configuration and strength on the symmetry of the
DI as it implodes is considered.
The waves generated by the Riemann problem can be generally summarized as in the schematic,
Figure 7.2. Our primary concern is the shock-interface interaction in the RM problem. Presently,
interactions between the DI and the contact interface or the expansion systems resulting from the
Riemann problem do not occur. There are therefore two expected shock interactions, in contrast to the
single interaction (disregarding reshock) in gas-dynamic RM problems. We refer to the incoming fast
MHD shock system as the incident fast magnetosonic shock (IFS) and the incoming slow MHD shock
system as the incident slow magnetosonic shock (ISS). We also define the field orientation angle ν as
the local angle between magnetic field and wave propagation direction.
151
7. THE RICHTMYER-MESHKOV INSTABILITY IN MAGNETOHYDRODYNAMIC IMPLOSIONS WITH SEED
MAGNETIC FIELDS
FIGURE 7.2: Schematic radius-time diagram showing the Riemann problem along arbitary φ prior to
the shock-interface interaction. The slow and in particular the fast MHD shocks are the driver shocks
in the converging RM problem. Density interface shown for reference, though not strictly part of
the Riemann problem. At field orientation ν = 0, no slow waves exist, and at ν = pi/2 the contact
discontinuity becomes an MHD tangential discontinuity.
The dynamics of the C3 Riemann problem qualitatively resemble an angularly compressed version
of the C1 Riemann problem. That is, the dynamic features of the C1 Riemann problem, which vary over
φ = [0,pi/2] in that problem, appear in the C3 Riemann problem over an angular range of φ = [0,pi/4].
The φ = pi/4 ray in the C3 problem acts as a true line of symmetry in this geometry. Furthermore,
a peculiar feature dubbed a ’kink’ appears at the field angle ν = pi/2 in the slow shock system; this
field angle corresponds to a minimum in the slow characteristic speed and a discontinuity in the shock
curvature. It is essentially a regular shock reflection, producing two additional reflected slow shocks
downstream.18
Figure 7.3 shows density fields at a non-dimensional time of t = 0.8 from cylindrical low-
wavenumber cases for zero-, uniform-, and saddle-field configurations with β0I = 4 where appropriate.
The perturbations under either field configuration are clearly much smaller than in the zero-field case,
suggesting at a glance that the MHD RMI is suppressed. However, the perturbations, while remaining
axisymmetric in C0, do not remain so in the C1 and C3 cases. The pattern of their suppression follows
broadly the symmetry of the dynamics of the Riemann problem, with the perturbations appearing flat
near ν ' pi/2 and at their largest near ν ' 0. We therefore firstly characterize the shock refraction
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(a) C1-32-32 (b) C3-32-32
(c) C0-32
FIGURE 7.3: Developed density fields low-wavenumber cylindrical cases at comparable time, t = 0.8.
See Table 7.1 for descriptions of case abbreviations.
process that leads to this perturbation suppression in order to explain the asymmetric effect of the field
configuration.
7.2.3.1 Wave structure
We consider first, as a reference problem, the uniform, unidirectional seed field case in cylindrical
geometry under a strong field (β0I = 4) and low perturbation wavenumber (k = 32). Using the
abbreviations described in Table 7.1, this is designated case C1-4-32. The two primary interactions are
the interaction between the IFS and the DI (IFS-DI), and the ISS and the DI (ISS-DI). (See Table 7.2
for descriptions of abbreviations.)
Figure 7.4 shows the developed flow visualizing vorticity for shocks with the DI indicated with a
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FIGURE 7.4: Vorticity for case C1-4-32 at t = 0.60, with the DI shown with a solid line and overlaid
magnetic field lines, showing transmitted and reflected waves resulting from IFS-DI interaction. See
Table 7.1 for meaning of case abbreviation.
dashed line and with overlaid magnetic field lines, after the IFS-DI interaction. In this interaction, a
transmitted fast shock (TF), a transmitted sub-fast shock (TS), a reflected sub-fast shock (RS), and a
reflected fast shock (RF) are produced.
We note that MHD rotational discontinuities may contribute to the suppression of the RM instability
in certain cases.8 However, we have seen no evidence of them in the flows examined in this study.
Visualized in vorticity, Figure 7.4 exposes the suppression mechanism as follows. First, the IFS
interacts with the DI, depositing baroclinic vorticity on it. Second, the DI, in regions everywhere
except ν = pi/2, is an MHD contact discontinuity and therefore cannot carry vorticity, so this vorticity
is carried away from it by the TS and RS waves. Third, at ν = pi/2, the vorticity remains close to the
DI. Here, the TS and RS do not move away from the DI. The baroclinic vorticity around ν ' pi/2
is however still transported in directions parallel and antiparallel to the DI by TS and RS, leading to
oscillation of the perturbation amplitudes in that region due to successive constructive and destructive
interference between the waves. Generally speaking, then, across the domain, the vorticity-carrying TS
and RS waves travel roughly along magnetic field lines. This mechanism is in line with the analyses of
Samtaney and Wheatley et al. in planar flows.6–8,10,11
Figure 7.5 shows the flow during the ISS-DI interaction. This interaction is qualitatively different
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FIGURE 7.5: Vorticity for C1-4-32 (see Table 7.1) at t = 0.91, showing refraction of the ISS through
the DI. Waves resulting from IFS-DI interaction labelled for context. The TF wave has reflected off
the origin by this time and is travelling outward. Note the refraction of the RS wave toward the normal
of the ISS.
from the IFS-DI interaction. The ISS is non-axisymmetric and also weak in terms of pressure ratio
near ν ' 0, strengthening towards ν ' pi/2. Before processing the DI, the ISS first traverses the
reflected waves RF and RS from the IFS-DI interaction. In traversing the RF wave, an additional, very
weak, reflected slow shock is produced (not visible in Figure 7.5), but the trajectory of the ISS remains
largely unchanged. However, in traversing the RS wave, the ISS is slowed and weakened further prior
to reaching the DI, and the RS is refracted towards the ISS normal.
The ISS now passes through the DI very gradually, and owing to its low pressure ratio does
not interact strongly with the DI. The largest pressure ratio across the shock system occurs at the
shock geometry kink at φ = pi/2 for the strong-field (β0I = 4) case; for k = 32 at t = 0.99, this
is approximately ' 1.13. By comparison, for the same case at t = 0.35, just prior to the IFS-DI
interaction, the pressure ratio across the IFS at φ = pi/2 (its weakest point) is around ' 4.7.
In part because of the weakness of the ISS, any baroclinically generated vorticity or additional
waves formed from the ISS-DI interaction are too weak to appear in these results. However, as the
ISS penetrates the heavier fluid inside the DI it refracts toward the DI normal. Note that unlike the TF
from the IFS, this ’transmitted ISS’ appears to maintain some degree of perturbation as it continues to
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move inwards past the DI.
Suppression of perturbation growth in the C3-cases follows the same mechanism as for C1-cases,
with local field-line orientation roughly governing the direction of vorticity transport away from (or
along) the DI. Mostert et al.18 note a lesser degree of asymmetry in C3 (and later, S3) cases in the
dynamics of the imploding flow. This is reflected to some extent by the perturbations themselves -
see Figure 7.3, comparing the general shape appearance of the perturbations between C1 and C3 at
t = 0.80.
Note also that in Figure 7.5, and in some other Figures in this study, there is a large amount of
vorticity generated near the origin after the TF has reflected off it. Although this vorticity is not a
focus of our study, we suggest the following explanation: There is some small variation of vorticity
downstream of the TF as it implodes towards the origin. As the TF reflects off the origin, it re-shocks
these vorticity waves as it travels outwards, amplifying them.
7.2.3.2 Rayleigh-Taylor effects
At later times, after the IFS-DI and before the ISS-DI interactions, there is additional vorticity that
is generated at the DI, as shown in Figure 7.6. Unlike the vorticity previously generated during the
IFS-DI interaction, this vorticity layer is generated continuously, and also continuously advected away
from the DI. The generation of this vorticity is a result of Rayleigh-Taylor (RT) instability, which
occurs due to the continuous acceleration of the DI as it moves radially inwards, manifesting through
the baroclinic misalignment in pressure and density gradients that exists across the interface following
the IFS-DI interaction. The advection of this vorticity away from the DI also suggests that the RT
instability is suppressed in a manner similar to the RM instability, namely, by MHD waves which are
generated continuously at the interface.
7.2.3.3 DI evolution
We now quantify the extent of the suppression of the RM instability and the variation of amplitude
growth with the field angle ν . Figure 7.7 shows the full DI evolution for cases C0-32 and C1-32-32;
the interface is plotted in (φ ,r) space every ∆t = 0.1, showing successive snapshots as the simulation
progresses. The zero-field case (C0) shows the hydrodynamic RM instability. As the simulation
progresses, the perturbations are seen to grow rapidly up to a certain amplitude before decreasing
again. This decrease is attributed to the RT instability which begins to dominate after some time. Since
these problems feature a light-heavy interaction, the RT instability drives a phase inversion.
Case C1-32-32, however, shows suppression of the perturbation growth due to RM instability for
moderate times. At later times, the RT instability is also suppressed. The magnetic field is seen to
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FIGURE 7.6: Continuous baroclinic generation of vorticity at the DI due to RT-effects, case C1-32-32,
at t = 0.92.
cause the form of the perturbation to deviate substantially from sinusoidal, and the suppression of the
instability varies significantly with angular location, which is quantified next.
7.2.3.4 Effect of seed field strength
Figure 7.8 shows the perturbation amplitude η/η0 (that is, normalized by the initial amplitude η0)
for the cases C1-4-32, C1-32-32 and C1-128-32 (that is, all tested field strengths - see Table 7.1), for
values of φ incremented by pi/8. In each set of curves, the top curve corresponds to 0 < φ < pi/8,
and φ increases downwards. For a given curve across a range of φ , the amplitude η is estimated
by measuring the simple maximum and minimum within that range of φ . Hence, each curve often
brackets multiple perturbation wavelengths. A result for C0-32 is given for comparison. The figure
shows that increasing the field strength increases the maximum suppression of perturbation growth;
however, increasing field strength also increases the degree of asymmetry of perturbation growth
suppression. The β0I = 4 (C1-4-32) result shows this especially, with perturbation amplitude profiles
separating almost immediately after the IFS-DI interaction (which occurs at t ' 0.38). In contrast,
the β0I = 32,128 (C1-32-32 and C1-128-32) sets show roughly similar perturbation growth for early
times after the interaction.
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(a) C0
(b) C1, β0I = 32
FIGURE 7.7: Interface (DI) profile radius across φ -domain for cases C0-32 and C1-32-32, plotted
successively at time increments ∆t = 0.1. Lower interfaces are at later times. Dotted lines track the
extrema of the interface over time.
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The curves for which the field is approximately normal to the DI - that is, for φ near zero - show
the greatest amount of amplitude growth for all field strengths, while the reverse is true for φ near
pi/2, despite the observation above that vorticity-carrying waves move away from the DI where the
field is normal to it, and along the DI where the field is parallel to it. This is because, following the
initial flattening of the interface during the IFS-DI interaction (t ' 0.38), the vorticity near the DI
around pi/2 moves parallel and antiparallel to the DI in a manner which immediately counteracts
perturbation growth on the DI in that region of φ , since the sign of the destabilizing vorticity around a
given perturbation is continually changing. By contrast, the DI near φ = 0 does not see oscillating sign
of vorticity near a given perturbation, since the vorticity is being carried away from it. Hence, growth
of perturbations in this φ -region is merely asymptotically decreasing. In this initial, RM-dominated
phase of perturbation growth, the perturbations near φ = 0 thus grow to a greater peak amplitude than
that of the time-oscillating perturbations near φ = pi/2. This oscillating behaviour in time is especially
clear in the lowest curve of the β0I = 4 case.
For segments of the DI with high φ , the amplitude curve oscillates near zero suggesting a phase
inversion of the DI in that region. This is due in part to the action of the vorticity in that magnetic
field orientation. Furthermore, however, Figure 7.7b shows the formation of an additional critical
point around φ = pi/2. This is in turn due to the sweeping action of the vorticity on the peaks near
φ = pi/2 towards parts of the interface where the wavelengths remain static. The effect is that of a
phase inversion in some parts of the interface, but not in others. That is, where the interface transitions
from an inverted profile to a non-inverted profile an additional peak or trough is generated.
In the medium- and weak-field cases (C1-32-32 and C1-128-32 respectively) and C0 case, there
are two clear phases of perturbation growth. Initially, an RM-dominated phase occurs after the IFS-DI
interaction, showing clear growth (appropriately mitigated by the presence of a field in the non-zero-
field cases) of perturbations across all φ . At some later time, however, this growth ceases and is
replaced by a decrease in amplitude, driven by an RT-dominated phase. This is shown more clearly in
Figure 7.9, which shows amplitude growth rate η˙ for 0 < φ < pi/8.
In these cases, the initial RM-dominated growth persists until around t ' 0.7−0.8. This initial
phase is comprised of two smaller subphases. Firstly, the growth rate is positive and increasing up to a
peak at t ' 0.5, before it plateaus and gradually decreases. Secondly, at around t ' 0.75 and beyond,
the growth rate decreases more sharply, and at this point RT-dominated phase begins. With the growth
rate decreasing below zero, the perturbations begin to flatten. Figure 7.10 shows the density field
at t ' 0.8, which corresponds roughly with the time of maximum perturbation growth in all cases,
and immediately after the RT-driven deceleration of perturbation growth. This RT-driven decrease
in amplitude occurs across all φ (not shown on Figure 7.9), suggesting that it may dominate over
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FIGURE 7.8: Perturbation amplitude η/η0 normalized by initial amplitude, for perturbations of the
DI after IFS-DI interaction, for C1-4-32, C1-32-32, C1-128-32, and C0-32 case. Curves are plotted
across φ , increasing from top to bottom within each set, with increments ∆φ = pi/8.
FIGURE 7.9: Amplitude growth rate η˙ for the 0 < φ < pi/8 perturbation after IFS-DI interaction, for
C1-4-32, C1-32-32, C1-128-32, and the C0-32 case.
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(a) C1-4-32 (b) C1-32-32
(c) C1-128-32 (d) C0-32
FIGURE 7.10: Density fields showing approximately maximum perturbation amplitude at t = 0.8, for
C1 and C0 cases.
the RM-prompted time oscillations of the φ ' pi/2 perturbations. However, Figure 7.9 furthermore
suggests that this RT-dominated growth phase, like the RM-dominated phase, is also suppressed
with successively stronger seed fields; the negative gradient in η˙ is ameliorated for stronger fields,
approaching zero in the C1-4-32 (strong field) case.
The strong-field case C1-4-32 appears resistant to both RM- and RT-dominated growth. While
it suffers a similar initial growth immediately after the IFS-DI interaction, as in the other cases, this
growth plateaus quickly and, certainly for the φ ' 0 perturbations, appears not to be affected further
by RM- or RT-prompted growth.
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(a) Amplitude η/η0
(b) Growth rate η˙
FIGURE 7.11: Perturbation amplitude (plotted with increasing φ from top to bottom, with ∆φ = pi/8)
and growth rate for the 0 < φ < pi/8 segment, comparing all C0 cases and C1-32-32, C1-32-64 and
C1-32-128.
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7.2.3.5 Effect of perturbation wavenumber
Figure 7.11 shows a comparison of amplitudes and growth rates for varying initial perturbation
wavenumber k, for β0I = 32, and the corresponding C0 cases. The figure shows that perturbation
growth is suppressed along all portions of the DI for each wavenumber. It also suggests - more clearly
than Figure 7.8 - that the initial interface growth for any seed field strength matches the zero-field case,
and that this growth is a positive function of perturbation wavenumber. By comparison of the growth
rates in Figure 7.11b at t = 0.4, it indeed appears that the initial perturbation growth rate is roughly
proportional to wavenumber, as suggested by linear RM theory.
Increasing the perturbation wavenumber also appears to increase the asymmetry in suppression. In
Figure 7.11, the curves (each of which corresponds as usual to a segment of φ ) separate very early,
at t = 0.4+, in the k = 128 case, while remaining compact until t ' 0.5−0.6 in the k = 32 case. The
growth of perturbations at high φ (e.g., the lowest curves in each set) are also very strongly suppressed
in the C1 cases, and perturbations at all φ , for k > 32, do not suffer a distinct, strong RT-dominated
phase in the time domain considered here. The extent of perturbation growth suppression is also in
general increased for greater k. For example, the C1 peak amplitudes are separated further from the
C0 peak amplitudes for k = 128 than k = 32.
Based on these observations of case C1, we may summarize some key points:
1. Increasing seed field strength β0I increases extent of perturbation growth suppression under both
RM- and RT-dominated phases.
2. Increasing β0I also increases the asymmetry of perturbation growth suppression - i.e. it increases
the degree to which the growth of different wavelengths are suppressed to different extents.
3. Increasing perturbation wavenumber k increases extent of perturbation suppression, but increases
the initial growth rate of perturbation amplitude.
4. Increasing k generally increases nonuniformity of perturbation suppression.
7.2.3.6 Effect of seed field configuration
Figure 7.12 shows the structure of C3 cases with k = 32 (that is, C3-4-32, C3-32-32, C3-128-32 - see
Table 7.1), across all field strengths. The time shown is relatively early, t ' 0.65, shortly after the
IFS-DI interaction. The kink in the slow-shock geometry at φ = pi/4 (that is, field angle ν = pi/2)
approaches the DI for the β0I = 4 case (Figure 7.12a), but is not clearly visible for the weaker cases
(Figure 7.12b, 7.12c). The slow shock system is known to be quite weak for low field strengths, and
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(a) C3-4-32 (b) C3-32-32
(c) C3-128-32
FIGURE 7.12: Density field at t ' 0.65, for cases of C3, varying field strength.
strengthens (with a concomitant weakening of the fast shock system) as the field strength increases. Its
speed also increases with the high field strength, so that it approaches the DI more quickly for lower
β0I .18 The reason that the slow shock kink approaches the DI so quickly in C3-4-32 case, and not in
the (corresponding) C1-4-32 case, is the high field strength at the RI in the C3 case compared to the
uniform field strength in the C1 case, which itself creates a very high slow characteristic speed in that
region. The interaction of the slow shock kink with the DI does complicate the flow near the DI at
φ = pi/4 for the β0I = 4 cases for the C3-configuration. As this interaction only occurs in a small
number of cases, for conciseness we do not discuss it in detail.
The interface profile evolution for C3-32-32 (whose slow shock kink does not closely approach
the DI for even late times) may be seen in Figure 7.13, including again for convenience the C0-32
case for comparison. As with the (equivalent) C1-32-32 case, the RM- and RT-growth phases both
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(a) C0-32
(b) C3-32-32
FIGURE 7.13: Interface (DI) profile radius across φ -domain for cases C0-32 (identical to Figure
7.7a), C3-32-32, plotted successively at time increments ∆t = 0.1. Lower interfaces are at later times.
Dashed lines track extrema in the interface.
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(a) Amplitude, η/η0
(b) Growth rate, η˙
FIGURE 7.14: Amplitude and growth rate for cases C1-32-32 and C3-32-32 configurations (see Table
7.1 for case descriptions). Curves in (a) plotted over φ , increasing top to bottom within each set, with
an increment of ∆φ = pi/8 for C1 and pi/16 for C3. Curves in (b) plotted for 0 < φ < pi/8 for C1 and
0 < φ < pi/16 for C3.
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appear suppressed in early and late times respectively. The observation that C3 implosion structures
appear like a ’doubled’ form of C1 structures18 is appropriate here; qualitatively speaking, the pattern
of perturbation suppression here for 0 < φ < pi/4 is very similar to the pattern in C1 for 0 < φ < pi/2.
In other words, features that appear over a quarter-domain in C1, here appear in an eighth-domain,
with the pi/4 axis acting as a symmetry plane. This is because, in the C1 case, the field-interface angle
is roughly equal to the azimuth angle (i.e. ν ' φ ), while in the C3 case the field-interface angle is
roughly double the azimuth angle (ν ' 2φ ).
Observing now the role of choice of field configuration in extent and asymmetry of suppression of
the perturbation growth, a comparison of C1-32-32 and C3-32-32 amplitude and growth rates is shown
in Figure 7.14. In this figure, the increments for φ are adjusted between C1 and C3 configuration to
ensure that the curve sets represent the same field angles to the DI. As the figure shows, the extent and
asymmetry of suppression is very similar between the two configurations, with the C3 configuration
showing a slightly increased extent of suppression over field angle.
Regarding suppression of the RM instability, there appears to be little effect in using a C3 con-
figuration instead of a C1 configuration, since extent and asymmetry of perturbation suppression are
not dramatically affected by the choice. However, the degree of asymmetry in the base flow in a
C3-configuration implosion is, for a given field strength, much reduced compared to the equivalent
C1-case18. Comparison of these two statements suggests that, for useful suppression of the RM and RT
instabilities in a collapsing flow, a saddle-like configuration would perform similarly to an equivalent
uniform configuration while maintaining a much more nearly symmetric imploding base flow. In a
geometric sense, it appears that increasing the number of planes of symmetry in the seed field does
not appear to adversely affect instability suppression, but does in fact reduce the degree of asymmetry
introduced by applying a seed field.
We finally consider the circularity of the mean DI position. Separating the interface into segments
of ∆φ , each with mean position r¯∆φ , we define the symmetry parameter ς , which is the standard
deviation of these mean positions. Thus an implosion with an axisymmetric DI mean position, such as
C0 cases, would show ς = 0. Figure 7.15 shows 1−ς for cases C1 and C3 and k = 128, under various
field strengths.
As Figure 7.15 shows, except for the strong field β0I = 4, symmetry evolution of the C1 and
C3 cases are roughly comparable, with a slightly decreased degree of asymmetry (that is, deviation
from circularity) in the C1 cases over their respective C3 counterparts. The strong field case deviates
significantly from axisymmetry due to the ISS-DI interaction, which severely distorts the interface as a
whole. This effect is greatest in the C3 strong field cases (C3-4-cases), owing to the increased strength
of the ISS in that problem.
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FIGURE 7.15: Symmetry evolution of the mean DI position for cases C1 and C3 (compared to unity
curve provided by C0).
The greatest effect is provided by the field strength; ISS-DI interaction aside, the β0I = 32 problems
do show increased asymmetry over the β0I = 128 problems, apparently to a greater degree than the
choice of field configuration.
7.3 Spherical RM instability
The investigation into the converging RM instability in MHD is now extended into spherical geometry.
The formulation and methodology for the spherical problem are distinct from the cylindrical problem,
and are discussed prior to presentation of results.
7.3.1 Formulation
The flow variables are non-dimensionalized as in (A1.1), and the governing equations are ideal MHD
as described in (A1.2)-(7.5). Both Cartesian coordinates (x,y,z) and spherical coordinates (r,φ ,θ) are
used, with the usual transformations x = r sinθ cosφ , y = r sinθ sinφ , and z = r cosθ .
The field configurations used in the spherical problem are three-dimensional analogues to those
used in the cylindrical problem, and are as follows:
S1: Uniform, uni-directional field
B = B0eˆx, (7.15)
with the variables defined as for (7.8).
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S3: Saddle-point field
B(x,y,z) = Bxeˆx+Breˆr, (7.16)
where the subscript r indicates a radial component in the y− z plane and eˆr is the associated unit vector.
This field may be generated by two current loops of opposite direction in y− z planes centred on the
x-axis at xi = {7,−7}.18 The field components may be found according to Smythe,30
Bx =
2
∑
i=1
αiB0
1
pi
√
Qi
[
E(ki)
1−ρ2−χ2i
Q−4ρ +K(ki)
]
, (7.17)
Br =
2
∑
i=1
αiB0
ξi
pi
√
Qi
[
E(ki)
1+ρ2+χ2i
Q−4ρ −K(ki)
]
, (7.18)
where a = 7 sets the radius of the current loops, approximately consistent with that of Chang et
al.,13 Qi = (1+ρ)2+χ2i , ki =
√
4ρ
Qi
, ρ = ryz/a, χi = (x−xi)/a, ξi = (x−xi)/ryz, and ryz is the radial
position in the y− z plane. K and E are elliptic integrals of the first and second kind respectively. In
this configuration, the field strength at the origin of the domain is zero.
The density interface is initialized similarly to (7.11), with A = 2/3,
ρ(r,φ ,θ) =
1
2
(
1− |A |
A
tanh [µ(r−ζ0(φ ,θ))]
)
. (7.19)
FIGURE 7.16: The perturbed DI in spherical geometry.
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For this geometry, we desire a perturbation with more than a single wavenumber in φ , seeking
a more isotropic perturbation. We follow Lombardini et al.24 in their creation of a distribution of
wavenumbers centred at a dominant wavenumber, with an expansion of ζ0(θ ,φ) using the real spherical
harmonics basis:
ζ0(θ ,φ) = r0−η0
∞
∑
l=0
l
∑
m=−l
flmYlm(θ ,φ), (7.20)
where Ylm(θ ,φ) is a real spherical harmonic of order l,m, and
flm =
√
(2l+1)Pl
cos(2piωml )√
l
∑
j=−l
cos(2piω jl )2
, (7.21)
with ωml and ω
j
l as randomly generated numbers in (0,1). The constant Pl sets a power spectrum,
maintaining a Gaussian perturbation mode distribution around a dominant approximate wavenumber k,
and is defined as
Pl =
1
4(2k+1)
1
σ0
√
2pi
exp
(
−(l− k)
2
2σ20
)
, (7.22)
where σ0 is the standard deviation of the distribution, set here to σ0 = k/30. The coefficients and
power spectrum are derived by Lombardini et al.’s investigation.31 This method is advantageous
for its statistical isotropy and avoidance of singularities in geometry.24 Using this method for the
spherical DI has the further advantage of representing a real perturbation field somewhat more
realistically; Lombardini et al.24 notes that it represents a single dominant perturbation wavenumber, as
opposed to a truly multimodal distribution. We however maintain a single-mode (or single-dominant-
mode) distribution in this study for additional clarity in the shock refraction and perturbation growth
behaviours. The characteristic amplitude parameter is set to η0 = pi/(5k) = pi/160; this provides a
perturbation surface similar to the cylindrical geometry k = 32 case. Figure 7.16 shows the resultant
perturbed DI in spherical geometry with angled lighting to highlight the perturbations.
The driving shocks are initialized using Riemann problems and identically to the cylindrical
problem, using (7.13)-(7.14). (Due to the higher dimensionality of the problem, the Mach number of
the shock when it reaches the DI is now approximately 2.5 in the hydrodynamic case.) The initial
condition is then completely specified and can be seen in principal Cartesian planes in Figure 7.17.
The spherical cases are designated according to field configuration and perturbation wavenumber,
as in the cylindrical problem. The abbreviations for each case can be found in Table 7.3. In this
analysis only a dominant perturbation wavenumber k = 32 is considered.
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(a) Case S1, x− y plane (b) Case S3, x− y plane
(c) Case S3, y− z plane
FIGURE 7.17: Initial condition density fields with overlaid magnetic field lines for all cases. Legend
consistent throughout subfigures. Shown with sinusoidal perturbation wavenumber k= 32 in cylindrical
cases and dominant spherical perturbation wavenumber k = 32 in spherical cases.
7.3.2 Methodology
In these simulations, the interface regularization parameter µ was set to µ = 270 for an initial interface
width of approximately 6-7 cells along the Cartesian axes.
7.3.2.1 Numerical convergence
The grid convergence of the perturbed three-dimensional simulations is tested by running unrefined
resolutions of 363, 483, and 643, which have associated effective resolutions (also on three levels
of adaptive refinement) of 2883, 3763 and 5123. We find the perturbation amplitude of the DI by
subtracting the DI profile for a given perturbed simulation from the same for the corresponding
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Case abbreviation Field strength, β0I
Dominant wavenum-
ber, k
S0-32 ∞ (none) 32
S1-4-32 4 32
S1-128-32 128 32
S3-4-32 4 32
S3-128-32 128 32
Table 7.3: Description of case abbreviations for spherical geometry, indicating field configuration,
strength, and dominant wavenumber. These cases are run at unrefined mesh resolutions of 643 with
three levels of refinement for effective resolutions of 5123. S0-cases have no seed field, S1-cases have
uniform unidirectional seed fields, and S3-cases have saddle-point seed field.
unperturbed simulation; the highest-amplitude perturbation in the x− y plane may then be plotted over
time, and the numerical integral calculated as in the cylindrical case converges with order 1.19 with an
associated Richardson-extrapolated error on the finest mesh of 1.5%.
At any given time, monotonic convergence of the DI profile itself is difficult to verify consistently,
especially at the boundaries of the computational domain. However, the l2-norm of the linearly-
interpolated profile in the x− y plane, for example, differs between the second-finest and finest
meshes by approximately 2.1% at t = 0.65, which is a well-advanced time in the three-dimensional
simulations.
For the results proper, the simulations are produced at effective resolutions of 5123 (see Table 7.3
caption).
7.3.3 Results
7.3.3.1 Wave structure
The S-cases constitute the three-dimensional problems in this study. Figure 7.18 shows combined
slices for the three principal planes on the octant interior faces, showing vorticity magnitude, and a
dashed line for the DI location after IFS-DI interaction, for cases S1-4-32, S3-4-32 (see Table 7.3).
Clearly visible from the inside outwards are the transmitted fast shock TF, the DI (highlighted), the
ISS, and the outward-moving slow expansion. In Figure 7.18a, the y− z plane is normal to the field
lines and so shows a much sparser structure, as expected from the associated Riemann problem.18
Due to the higher dimensionality of the problem, the imploding waves - in particular the TF wave -
converge to the domain centre much more quickly than in the cylindrical case.
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(a) S1-4-32, t = 0.63 (b) S3-4-32, t = 0.56
FIGURE 7.18: Developed absolute vorticity field along principal planes for strong-field spherical cases
at comparable time. DI shown by black line. Colour scale adjusted to show primary flow features. See
Table 7.3 for description of case abbreviations.
FIGURE 7.19: z-vorticity around the DI (shown by black line) at t = 0.63, for S1-4-32. Colour scaled
to highlight the main flow features.
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(a) S1, t = 0.66
(b) S3, t = 0.67
FIGURE 7.20: x-vorticity (coloured) and DI (black line) in the y− z plane for S1-4-32 and S3-4-32.
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7.3.3.2 Effect of local seed field orientiation
In both S1 and S3, the x−y and x− z planes remain analogous to the corresponding C-cases. The wave
structure in the x− y plane of S1-4-32, is shown in Figure 7.19, showing the expected configuration of
transmitted and reflected slow and fast waves. The effect of the ISS on the DI geometry is however
amplified, as will be discussed in §7.3.3.3. (In Figure 7.19, some additional vorticity is visible near the
TF wave on the x-axis. This is a numerical effect brought about by the boundary conditions, appears
only the boundary, and is avoided in any statistics regarding the DI throughout this study.)
Careful examination of Figure 7.18 for both cases suggests that the perturbation growth is sup-
pressed differently in the y− z plane than in others. This is not surprising given that the y− z plane
sees a different field configuration than the other planes: in S1, the field is everywhere normal to the
plane and tangential to the DI, and in S3, it is everywhere normal to the DI.
The resulting vorticity transport in this plane is shown in Figure 7.20. Now in S1 (7.20a), the RM-
and RT-generated vorticity remains in the vicinity of the DI, since the slow reflected and transmitted
waves now travel into and out of the plane. In S3 (7.20b), the vorticity is carried away normally from
the DI. This latter case additionally provides a convincing example of both the continuous development
of RT-vorticity later in the implosion and its continuous advection away from the DI along magnetic
field lines.
7.3.3.3 Extent of asymmetry of perturbation growth suppression
The extent of the suppression of the perturbation growth in each plane will now be considered.
Rather than examine an explicit time-evolution in a given plane as in the C-cases, we seek to identify
perturbation amplitude in all principal planes at a given time in order to provide a complete picture
of each case. Such a representation for S1-4-32 may be seen in Figure 7.21: for a given case, the
top-right, top-left, and bottom-left quadrants represents the x− y, y− z and x− z planes respectively,
while the bottom-right quadrant shows the HD case (S0-32) at the simulation time. The plots are
density contours, with the DI highlighted and coloured according to local amplitude. Figure 7.22
shows the same configuration for β0I = 128. Since the perturbations on the DI are not uniform in the
spherical geometries, the local perturbation amplitude is estimated here by subtracting the interface
location of the perturbed simulation from that of the unperturbed simulation.
In the S1-4-32 (and S3-4-32) cases, the symmetry of the DI as a whole is disturbed, and towards
φ = pi/2 sees a great variation of the gross interface position with φ with almost zero amplitude of
perturbation. The distortion of the DI in this case is due largely to the ISS-DI interaction. The distortion
in S3-4-32 is particularly severe and similarly to the cylindrical geometries we do not consider this
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FIGURE 7.21: Density field contour on principal planes for S1-4-32 with the interface (DI) highlighted
in colour. Top right, top left and bottom left quadrants are x− y, y− z, x− z planes of the S1 case
respectively; bottom right quadrant is the y− z plane of the S0-32 case (see Table 7.3). Interface
highlights are coloured according to amplitude from the unperturbed interfaces. S1-4-32 case at
t = 0.64, S0-32 at t = 0.63.
FIGURE 7.22: Quadrant-diagram for S1-128-32 with configuration as outlined in Figure 7.21. S0-32
case shown at t = 0.63, S1-128-32 at t = 0.64.
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FIGURE 7.23: Quadrant-diagram for S3-128-32 with configuration as outlined in Figure 7.21. S0-32
at t = 0.63, S3-128-32 at t = 0.67.
case at length. The perturbation growth is greatly suppressed, showing a maximum amplitude of 43%
of the HD (S0) equivalent at time t = 0.64. The maximum amplitude in the S1 case occurs in the y− z
plane, where the magnetic field lines are everywhere tangent to the DI. This is an example of how a
seed magnetic field added with the purpose of minimizing asymmetry of the collapsing flow, if applied
injudiciously, may successfully suppress a certain hydrodynamic instability but introduce a secondary
adverse effect. On the other hand, the β0I = 128 (S1-128-32) cases retain a low degree of gross DI
asymmetry, but also sees sizeable perturbation growth, of 95% of the HD equivalent at t = 0.64 in the
y− z plane.
Figure 7.23 shows the perturbation growth in the principal planes of the case S3-128-32 case. By
comparison with Figure 7.22, the extent of suppression is similar, showing a maximum amplitude of
97% in the y− z. The field strength β0I = 128 is therefore inneffective in suppressing the maximum
perturbation amplitude growth of the RM instability in the S-cases. The root-mean-square (RMS)
perturbation amplitudes across the entire interface, however, are reduced to 28% (S1-4-32), 80%
(S1-128-32), and 87% (S3-128-32) of the S0-32 cases, at t ' 0.64.
Figure 7.24 shows the time-evolution of the root-mean-square perturbation amplitude across the
whole interface in the non-zero field cases compared to the largest-amplitude perturbation in the S0
(HD) case. The perturbation amplitudes in this figure were determined by measuring the interface
maximum and minimum in the angular segment of size pi/8 which contains the perturbation in
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FIGURE 7.24: Growth of the root-mean-square amplitude perturbation in selected cases S1 and S3
(field strength indicated) across the whole interface, compared with the largest amplitude perturbation
in the y− z plane of the S0 case.
question. At all times shown, the perturbation growth remains suppressed in the S1 and S3 cases over
the S0 case. As in the C-cases, seed field strength has a greater effect on the perturbation growth
than does the choice of configuration. However, comparing Figures 7.24 and 7.8, for a given field
strength, the three-dimensional RM instability (S-case) appears less suppressed than the corresponding
two-dimensional instability (C-case).
In a general sense, the suppressive capacity of the RM instability of the field configurations S1 and
S3 do not appear dramatically different for a given field strength. This is in line with the conclusion for
the cylindrical cases C1 and C3. In the S-cases, a stronger field is required for effective suppression of
the instability than in the C-cases. However, in these problems the ISS-DI interaction has an obvious
distortive effect on the spherisymmetry of the interface as a whole, under strong seed fields. This effect
is, however, distinct from the large-scale effect of the seed field of the dynamics of the implosion as a
whole, which Mostert et al. considered.18
For β0I = 128, we also find that the DI is similarly asymmetrical for the S1 and S3 cases. The DI
mean position and perturbation suppression asymmetry are then comparable for the S1 and S3 cases.
The distinguishing factor in the choice between the two configurations is supplied by the asymmetry in
the primary imploding shocks, as studied previously: C3 and S3 type implosions see a lower degree of
asymmetry in all planes in the primary compressive shocks (which in all studied cases in Mostert et al.
were the IFS) than the respective C1 and S1 configurations.18 This suggests that these saddle-point
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fields on the whole retain flows closer to true axi- or spherisymmetry than their uniform counterparts,
and opens the door for study into configurations with perhaps more planes of symmetry than even the
S3 type seen here.
7.4 Conclusion
We examined the effect of two plausible magnetic field configurations in cylindrical and spherical
converging flow problems on the growth rate of the Richtmyer-Meshkov (RM) instability and to a
lesser extent the Rayleigh-Taylor (RT) instability, in the framework of ideal magnetohydrodynamics.
The configurations included a uniform, unidirectional field, and a field with a saddle-point at the centre
of the domain. We varied field strength and the perturbation wavenumber on the density interface.
All cases with an applied seed field showed suppression of the RM and RT instabilities. The extent
of suppression increased with seed field strength, but was insensitive to the field configuration. The
mechanism of suppression was determined to be transport of baroclinically generated vorticity away
from or along the interface, depending on the local orientiation of magnetic field to the interface. This
anisotropic suppression mechanism also affected the extent to which perturbations on different portions
of the interface were suppressed. This non-uniformity became more pronounced and manifested
sooner after the shock-interface interaction with increasing field strength. Growth of perturbations
where the field was oriented nearly parallel to the interface were suppressed to a greater extent than
those with a large normal field component. The RM and RT instabilities were also suppressed in
three dimensions. However, the extent of suppression was generally smaller, particularly for low
field strengths, compared to the cylindrical cases, and the difference in extent of suppression with
field-interface angle was not as well distinguished for low field strengths.
The saddle-point configuration (that is, the C3 and S3 cases) did not provide significantly different
extent or asymmetry of perturbation growth suppression compared to the uniform-field configuration.
Typically, however, a saddle-point configuration exhibits a lower degree of distortion in the imploding
flow relative to the uniform, unidirectional configuration.18 This suggests that, in a paradigm of
minimizing distortion in an imploding flow with respect to both hydrodynamic instability (i.e. the RM,
RT instabilities in this case) and the base flow, a saddle-configuration may be better suited.
Further research may be conducted into this area. For example, one may also consider the effect of
Atwood number, the effect of varying initial pressure or density ratio across the Riemann interface,
which is equivalent to varying incident shock Mach number, seed field configurations different again
from what we have studied so far, and heavy-to-light shock-interface interactions or multi-interface
systems.
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Conclusion 8
Inertial confinement fusion (ICF) is a promising candidate technique for energy generation moving
into the twenty-first century,1 but suffers from dynamic instabilities which severely limit its operating
parameters.2 The Richtmyer-Meshkov and Rayleigh-Taylor instabilities are especially influential.
Their behaviour in imploding hydrodynamic flows are well documented (see for example Zhang and
Graham,3 Hosseini and Takayama,4 Lombardini and Pullin,5 Lombardini et al.6,7). There remains the
possibility of suppressing these instabilities with a seed magnetic field, since the fluids involved in
implosions of this kind are very often conductive. However, the effects of application of such seed
magnetic fields have not been extensively investigated in converging flows. In this thesis, the large-
scale dynamic effects of these fields on converging flows and their suppressive effect on the converging
Richtmyer-Meshkov instability in particular were investigated, using numerical and semi-analytical
approaches.
The initial study in Chapter 4 consisted of an ideal magnetohydrodynamic (MHD) simulation,
using the method of Samtaney,8 of a converging cylindrical or spherical flow as follows. The problem
was initialized by the separation of two quiescent fluids by an interface in density and pressure, and
the application of a seed magnetic field across the domain. Three field configurations were tested: a
uniform, unidirectional field; a “saddle-field”, named because the geometry of the field lines near the
domain centre resembled a saddle-point topology; and an azimuthal, axisymmetric field. Each of these
fields could be plausibly generated by a realistic current source or sources, appropriately arranged.
The resulting flow is known as a Riemann problem, and generally produced two inward-moving
MHD shock waves, and inward-moving MHD contact discontinuity, and two outward-moving MHD
expansion waves. Where the magnetic field was normal to the wave propagation direction (at a local
orientation ν = 0), the slow waves disappeared and the fast waves were equivalent to hydrodynamic
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waves, while where the field was parallel to the propagation direction (ν = pi/2) the slow waves
coalesced with the contact discontinuity to form an MHD tangential discontinuity.
The inward-moving waves were of particular interest. It was found that an increase in seed field
strength would cause greater deviation from axi- and spherisymmetry in the imploding waves, for
the cylindrical and spherical cases respectively, in a manner that reflected the type of symmetry
possessed by the seed magnetic field. This distortive effect tended to cause discontinuities in the shock
geometry, dubbed “kinks”, which themselves produced localized high-pressure effects in the implosion.
Increasing driving pressure on the initial Riemann interface slightly counteracted this tendency away
from axi- or spherisymmetry. For weak seed magnetic fields β0I > 2/γ , dubbed subcritical, the fast
MHD shock system saw the largest pressure jump and hence designated the primary shock system,
while for strong magnetic fields β0I < 2/γ (supercritical) the slow MHD shock system became the
primary system. The geometry of the fast shock system was sensitive to changes in field strength, and
for strong fields the slow system became insensitive to such changes.
For a given seed field strength and initial pressure jump, the field configuration which maintained
the closest to axi- or spherisymmetric shock collapse was the “saddle”-type field, with a subcritical
Although the azimuthal, axisymmetric field produced a properly axisymmetric collapse in the cylindri-
cal implosion, yet it formed a high-pressure jet at the poles of the spherical Riemann problem due to
the generation of a large Lorentz force there. This jet profoundly disrupted the spherisymmetry of the
problem, and the axisymmetric field formulated in this particular way was no longer considered.
Another field configuration of interest was an axisymmetric, azimuthal field similar to that described
in the first study, except that it could be generated by a line current at the centre of a cylindrical
implosion. This line current generated a magnetic field inversely proportional to radius, and therefore
singular at the domain centre. Such a problem is difficult to investigate with a multidimensional
computational method. Instead, in Chapter 5, Whitham’s geometrical shock dynamics (GSD)9,10 was
used to model the Mach number evolution of a fast MHD shock as it collapsed to the origin, using a
one-dimensional cylindrical formulation of Samtaney for purposes of verification. The study found
that the collapsing shock weakens on convergence to the centre in terms of both Mach number M
and pressure ratio p, due to a competition between the singularly increasing magnetic field and the
geometric amplifying effect on the Mach number as the shock collapses, which is won by the magnetic
field. To leading order, the shock collapses as M(r)−1 ∼ r and p(r)−1 ∼ r, where r is the radial
shock position. This makes a constant line current unsuitable for use in ICF, according to this analysis,
since it would not be able to provide thermonuclear ignition.
However, it was also found that the imploding shock could be made strong in terms of pressure
ratio by an appropriate choice of power-law decay parameter µ for the current at the domain centre.
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The magnetic field away from the origin was now both inversely proportional to radius r from the
domain centre, but also proportional to (−t)µ , where the time t is negative for the imploding shock and
(−t)→ 0 as r→ 0. The behaviour now became complicated: depending on the choice of µ , one of five
distinct behaviours (Regimes I through V) for the collapsing shock could be produced. An additional
complication was the difficulty to tune the current decay to the collapse of the shock in a manner
that allowed the current to reach zero precisely as the shock collapsed onto it - that is, which ensured
(−t)→ 0 as r→ 0. However, a strong shock collapse in terms of pressure ratio could be assured by a
choice µ > 4/13 (Region II or higher), with the result of a non-singular Mach number, but singular
pressure ratio p(r) ∼ r(4−13µ)/(4(µ+1)). Larger choices of µ could produce more singular pressure
behaviour, and, for Regions IV, IV b,V , singular Mach number. A gas-dynamic-like collapse could be
ensured by a choice of µ > 0.816, in Region V : this ensures singular Mach number, M(r)∼ r(−1/n),
and pressure, p(r)∼ r(−2/n), where n'= 0.225425 for a plasma with specific heat ratio γ = 5/3.
A useful outcome from this latter study is the extension of GSD to the time domain - up to this
point, GSD has traditionally discussed the dynamics of shocks from a purely geometric standpoint.
Furthermore, the use of a time-dependent source for the magnetic field necessitated a modification to
the ideal MHD equations to allow for the magnetic field to evolve over time due to effects other than
momentum transport.
Chapters 4 through 6 considered the dynamics of converging magnetohydrodynamic flows under
the influence of seed magnetic fields, and the attainable symmetry characteristics of such implosions.
Chapter 7 examined instead the behaviour of the Richtmyer-Meshkov (and to some extent, the Rayleigh-
Taylor instability) in a setup where the shock passes from a low-density to a high-density fluid. The
problem was formulated in two and three dimensions similarly to that of chapter 4. Perturbations
were of a single-mode sinusoid in the cylindrical geometry, and of a single-dominant-mode spherical
harmonic expansion, after the construction of Lombardini et al.6, in the spherical geometry. A
Riemann problem was set up in the presence of the previously described unidirectional and “saddle”
field configurations in addition to a perturbed density interface. The imploding shock could then
provoke the instabilities on interaction with the interface. Both field strength and interface perturbation
wavenumber were varied.
It was found that both RM and RT instabilities were provoked, the latter at late times, and both
were suppressed by the magnetic field. The RT instability, when it appeared, encouraged a phase
inversion of the interface, due to the deposition of vorticity on the interface of opposite sign to the RM
instability, owing to our choice of a light-heavy shock-interface interaction. Both instabilities clearly
exhibited the baroclinically deposited vorticity from pressure and density gradient misalignments, and
also clearly exhibited the transport of this vorticity away from the interface by sub-fast MHD waves.
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On the part of the RM instability, this suppression mechanism locally on the interface was in line
with the conclusions of Samtaney11 and Wheatley et al.,12–16 and its role in suppression of the RT
instability followed naturally.
Since the manifestation of these suppression mechanisms varied with the field orientation to the
density interface, there was a global asymmetry to the extent of suppression of perturbation growth.
Both the extent of maximum suppression, and the degree of asymmetry in suppression increased
with field strength, and was not greatly sensitive to choice of field configuration. It was noted that
the slow shock system and the “kink” in its geometry, generated by the Riemann problem, severely
distorted the interface at the highest field strengths. This factor, combined with the natural asymmetry
in suppression of the perturbation growths, emphasize the need for judicious choice of field strength:
if we aim to suppress the growth of perturbations on an imploding density interface, there is a balance
to strike between the extent of suppression, and the asymmetry introduced to both the perturbation
growth suppression and the interface as a whole. This is a consideration is addition to the symmetry
concerns for the imploding shocks analysed in chapters 4 through 6. From chapter 4, the “saddle” field
generally produced an imploding primary shock system closest to axi- or spherisymmetric collapse;
for this and the above reasons, it appeared that a promising choice for suppression of the instability
without compromising symmetry of the implosion or the density interface was a “saddle” field of
moderate strength. It was noted, however, that stronger fields may be required in three dimensions
than in two for effective suppression of the RM instability.
This research is extensible to further points. Further questions to be raised include the following.
Firstly, on the large-scale dynamics of imploding flows,
1. Effects of seed magnetic field configurations which have not yet been considered,
2. A movement towards more realistic problem formulations under ideal MHD, for example
different Riemann pressure ratios or seed field strengths,
3. Different implosion geometries.
And secondly, regarding suppression of the Richtmyer-Meshkov and Rayleigh-Taylor instabilities,
1. Effects of seed magnetic field configurations which have not yet been considered, as above,
2. Effect of a heavy-to-light shock-interface interaction,
3. Multi-interface flows,
4. The role of critical magnetic field strength for Richtmyer-Meshkov suppression17 in multidimen-
sional flows,
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5. Use of a different theoretical framework, for example two-fluid MHD or other lower-level
plasma models.
There remains much to be investigated regarding hydrodynamic instabilities in converging flows.
ICF is not the only converging plasma flow of interest: there exist cylindrical and quasi-spherical
z-pinches in general (see Haines18 for a review), the emerging Magnetized Inertial Liner Fusion
(MagLIF) concept,19 which uses a z-pinch, and other such flows. An interesting recent study by Awe
et al.20 experimentally noted the appearance of an additional, helical dynamic instability in MagLIF
flows. It would be a useful test of ideal MHD to examine this instability.
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Appendix: Conference paper on converging MHD RM
Instability A1
Reproduced entirely from a conference paper for the 19th Australasian Fluid Mechanics
Conference
Mostert, W., Wheatley, V., Samtaney, R. & Pullin, D.I. “Influence of a seed magnetic field on the
imploding cylindrical Richtmyer-Meshkov instability in magnetohydrodynamics.” 19th Australasian
Fluid Mechanics Conference, Melbourne, Australia, 7-11 December 2014.
Abstract
We investigate the behaviour of the ideal magnetohydrodynamic (MHD) Richtmyer-Meshkov
instability (RMI) in two-dimensional implosions under the influence of uniform- and saddle-
topology seed magnetic fields. The RMI is a hydrodynamic instability that, along with the
Rayleigh-Taylor instability, greatly limits the operating parameters of inertial confinement fusion
(ICF), a technology that has recently seen much interest for its potential for energy production.
The instability arises when a perturbed density interface is impulsively accelerated, for example
by a shock wave, causing the perturbations on the interface to grow as a result of baroclinic
vorticity generation. Here we present case studies of the MHD RMI in converging two-dimensional
geometry, in the presence of uniform- and saddle-topology seed fields. We examine the shock
refraction process, identifying the waves that result from it, and determine the growth rate of the
RMI, comparing it to its behaviour in the converging hydrodynamic (no-field) case. We drive
the incident shocks with a Riemann problem, and examine the RMI under various perturbation
wavenumbers and seed field strengths. The shock refraction processes produce a collection of
fast and sub-fast MHD shock waves which carry vorticity along and away from the interface
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perturbations, depending on the local field orientation to the interface, supressing the instability
but leading to slightly irregular perturbation shapes. These results encourage further research on
the MHD RMI in converging flows, with a strong potential for application to ICF experiments.
A1.1 Introduction
Inertial Confinement Fusion (ICF) is a promising energy generation technique by which a millimetre-
scale capsule, or target, filled with a deuterium-tritium fuel mixture is illuminated by high-intensity
radiation, which vapourises the shell material and sends a spherical shock wave into the fuel, com-
pressing it to temperatures and pressures where nuclear fusion may occur1. Its operating parameters
are however limited in part by the presence of hydrodynamic instabilities such as the Rayleigh-Taylor
and Richtmyer-Meshkov instability (RMI)1.
The concept of applying a seed magnetic field to increase the performance of ICF has seen recent
investigation. There is some evidence which suggests that applying a seed magnetic field to an ICF
target may increase the hot spot temperature and neutron yield by means of electron confinement
normal to magnetic field lines2,3. Numerical results by Perkins et al.4 suggest further that the fusion
yield from an ICF target can be maintained at larger shell surface perturbation amplitudes in the
presence of increasing seed field strength; they also observe the possibility of suppression of the
Rayleigh-Taylor instability under these seed fields.
There remains the potential of suppressing the RMI in ICF by applying a seed magnetic field; its
suppression is well-documented under planar flows5–9, but its behaviour in cylindrical or spherical
converging MHD flows under seed fields has to our knowledge yet to be investigated in detail. The
cylindrical and spherical converging RMI in hydrodynamic (HD) flows is however well-understood10,
and the effect of the seed field on the symmetry of an MHD implosion has seen recent study11.
In this study we present key examples of the converging cylindrical RMI under a single-mode
sinusoidal initial perturbation in a density interface under uniform and saddle seed field configurations.
These fields are examined respectively for their physical plausibility and potential to preserve symmetry
in the converging flow. We characterise the types of waves formed by the shock-interface interaction in
the context of prior research, and compare the growth of the interface perturbation amplitude between
field configurations and the HD case.
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(a) Case C1 (b) Case C3
FIGURE A1.1: Initial conditions in the computational domain for cases C1 and C3 showing density
field (darker is greater) with overlaid magnetic field lines.
A1.2 Formulation
The variables used in this study are non-dimensionalized thus:
xˆ =
x
L0
, tˆ =
t
L0/
√
p0/ρ0
, ρˆ =
ρ
ρ0
, pˆ =
p
p0
,
uˆ =
u√
p0/ρ0
, Bˆ =
B√µ0 p0 , (A1.1)
where x and t are position and time respectively; ρ is density, p pressure, u velocity, B magnetic field,
µ0 the permeability of free space, and L0 is a reference length. 0-subscripts indicate reference values.
Thus, suppressing the carets for convenience, we write the equations of ideal MHD12, which govern
the physics of the problems in this study:
∂ρ
∂ t
+∇ · (ρv) = 0, (A1.2)
ρ(
∂v
∂ t
+v ·∇v)+∇p− (∇×B)×B = 0, (A1.3)
∂ p
∂ t
+v ·∇p+ γ p∇ ·v = 0, (A1.4)
∂B
∂ t
−∇× (v×B) = 0, ∇ ·B = 0. (A1.5)
The model is ideal, neglecting diffusion effects - since they occur over a much larger timescale
than advection effects - and gravity, and considers a continuous quasi-neutral single-fluid plasma.
To reproduce the cylindrical RMI in the converging MHD flow we define a two-dimensional
(cylindrical) density interface (DI), centred at the domain origin and perturbed with a single-mode
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sinusoid, and accelerate it with a set of MHD shocks generated by a Riemann problem. See Figure
A1.1 for the initial conditions. The initial DI separates an outer low-density fluid from an inner
high-density fluid. We use a two-dimensional Cartesian domain, defined in x,y co-ordinates, around
a z-axis. We define the radius variable as r =
√
x2+ y2, with the polar angle φ = arctany/x. The
local angle between a wavevector and the magnetic field is denoted θ . The plasma is modelled with a
specific heat ratio of γ = 5/3.
The density ratio across the DI is set to ρ1/ρ0 = 5, where ρ1 is the density of the (inner) heavier
fluid and ρ0 is the reference density, set to the outer fluid. The DI is regularised with an hyperbolic
tangent function and has an initial interface profile given by
ri(φ) = r0+η0 cos(kφ), (A1.6)
with k and η0 being the perturbation wavenumber and initial amplitude respectively. The initial
amplitude in this study is set to 2% the wavelength λ , and we consider wavenumbers k = 16,64.
A Riemann problem describes the flow resulting from an initial discontinuous separation of two
uniform states, and in converging MHD flows thus produces a complete set of converging fast and
slow MHD shocks. We place the driving Riemann interface (RI), also regularised and centred at the
domain origin, at rd = 1.6, providing a discontinuity in pressure and density. The inside pressure and
density are set to their respective reference values, p0 and ρ0. The outside pressure and density are
ρd = 3ρ0 and pd = 12.1p0 respectively.
As the measure of magnetic field strength we use β0I = 2p0/B20, where the subscript I indicates
the use of the reference pressure, which exists inside the RI, and subscript 0 indicates the initial value
at the mean DI radius, r0. For this study we set β0I = 4.
Two kinds of magnetic field configurations are applied across this domain denoted C1 and C3:
C1: Uni-direction field in cylindrical geometry
This is a uniform field, set to the reference strength:
B = B0eˆx. (A1.7)
C3: Saddle field in cylindrical geometry
This field presents a saddle configuration in the domain and is defined by:
B(x,y) =
4
∑
i=1
{
αiB0
(x− xi)2+(y− yi)2
[−(y− yi)eˆx+(x− xi)eˆy]
}
, (A1.8)
where αi = {+α0,−α0,−α0,+α0} is a signed scaling parameter that sets |B(r0)|= B0; and
(xi,yi) = {(10,10),(−10,10),(−10,−10),(10,−10)}.
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A1.3 Methodology
The flows are solved numerically with a second-order accurate, non-linear compressible finite volume
code developed by Samtaney13 for solving the ideal MHD equations using a dimensionally unsplit
upwinding scheme and a Roe-type flux solver, with a projection method used to enforce a solenoidal
magnetic field. We use an adaptive mesh refinement scheme of the Berger-Colella type under the
Chombo framework.
The mesh is a uniform cartesian grid with an unrefined resolution of 2562 with three levels of
refinement of ratio 2 in each direction. The criterion for refinement is |∇ρ| > 0.02ρ on the local
ρ , so that the effective resolution is 20482 on the compressible flow features. We discretize on a
quarter-domain of the flow, 0 < x,y < l where l = 3.
A1.4 Results
Figure A1.2 shows the HD and MHD RMI, the latter in a configuration of C1 under a reference field
strength β0I = 4, for a wavenumber of k = 16 at some time after the initial shock has processed the
DI, visualising density gradient. The perturbations on the DI have grown much more in the HD flow
than in the MHD flow, implying suppression of the RMI in the presence of a seed magnetic field. Note
that while the perturbation growth is axisymmetric in the HD case, it is not in the MHD case, with the
perturbations at polar angle φ = pi/2 appearing much flatter than at φ = 0. We will now characterise
this flow as a case study, and afterwards move onto additional formulations to examine differences
(a) Case C1 (b) Case HD
FIGURE A1.2: Developed density field for C1 configuration and the no-field (HD) cases at t ' 0.71,
for k = 16 (darker is greater).
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between initial wavenumbers and field configurations.
The driving shocks are generated by the Riemann problem, and are characterised according to
previous study14 - that is, moving from the inside outward, there is a fast magnetosonic shock, a slow
magnetosonic shock, a contact interface (that is, a discontinuity in density but not pressure, equivalent
to the DI), a slow magnetosonic expansion, and a fast magnetosonic expansion. The two waves of
interest are the fast and slow shocks; these process the DI at different times and in different manners,
and we examine their respective contributions in order.
In studies investigating the HD RMI, only one driving shock typically exists, and this shock
is axisymmetric (or in the case of spherical flow, spherisymmetric). In this flow, the incident fast
shock (IFS) plays a similar role to the shock in HD studies, except that its strength and geometry
varies slightly with the field orientation to the shock normal, θ . This loss of symmetry is due to the
presence of the magnetic field11. Note that the fast shock does not then process the entire DI at once.
Furthermore, as the shock processes the DI it generates a series of transmitted and reflected waves.
These can be seen in Figure A1.3, and are as follows, following the nomenclature of Wheatley et al.6:
1. TF - a transmitted fast shock; this is equivalent to the transmitted shock in an HD RMI flow;
2. TS - a transmitted sub-fast shock; this wave carries vorticity away from the DI along the local
magnetic field lines. This wave is difficult to capture, is quite diffuse, and is not strongly
compressive;
3. RS - similar to the TS, this is a reflected sub-fast shock which carries vorticity away from the DI;
4. RF - similar to the TF, this is a fast shock and is equivalent to the reflected shock in an HD RMI
flow. In this flow it is well-resolved but not strongly compressive.
The direct mechanism of suppression of the RMI is the combination of the sub-fast waves TS and
RS, which carry vorticity away from the DI. This suppression mechanism has been noted in previous
research7. Note however that at orientations where the field is parallel or nearly parallel to the DI, these
sub-fast waves travel along the DI. This is in line with Wheatley et al., who observed this phenomenon
via simulations of the planar transverse field case9. These waves do not, however, promote growth of
the perturbations on the DI since they continually interfere constructively and destructively with each
other, causing the interface perturbations to oscillate.
The incident slow shock (ISS) processes the DI differently; it is more diffuse (numerically) than
the incident fast shock (IFS), and changes in its compressiveness dramatically between θ = 0, where
it has near-zero strength and is close to the incident fast shock, and θ = pi/2, where it is close to the
contact interface resulting from the Riemann problem.
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TF
TS
TS
RS ISS
RF
DI
FIGURE A1.3: Refraction of the IFS through the DI, under a C1 field configuration, β = 4, k = 16 at
t ' 0.29. Coloured waves are shocks, visualised in vorticity, and grey is the DI.
Before the ISS can reach the DI, it must first traverse the reflected waves RF and RS. It produces an
additional wave, which appears to be an additional reflected slow shock, on interacting with the RF, and
is weakened and slowed by the interaction with the RS, while RS itself weakens and refracts strongly
toward the normal of the ISS. At this point, the ISS is quite slow and has a low speed relative to the DI;
as a result, it passes through the DI very gradually - see Figure A1.4. Unlike the IFS, however, the
ISS does not interact strongly with the DI: the baroclinically generated vorticity and additional waves
resulting from the interaction are too weak to be visible in these results. It does refract slightly as it
moves into the denser fluid inside the DI.
At late times, the contact point between the ISS and the DI moves towards the polar angle φ = pi/2,
where a singularity in the slow shock geometry (“kink”) exists14. The formulation of the problem is
such that by the time this singularity approaches the DI closely, the TF is about to re-process the DI,
having reflected off the domain centre, in a process called reshock. We therefore do not consider the
interaction of the kink with the DI.
Figure A1.5 shows the wave structure for C3 at t ' 0.45, as the ISS is processing the DI. This is
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RS (refracted)
ISS
TS DI
TF
FIGURE A1.4: Refraction of the ISS through the DI, under a C1 field configuration, β = 4, k = 16, at
t ' 0.71. Coloured waves are shocks, visualised in vorticity, and grey is the DI.
equivalent to the ISS processing the DI in C1, shown in Figure A1.4. Similar flow structures to case
C1 appear, but with double the azimuthal frequency.
Figure A1.6 compares maximum perturbation amplitude and compression ratio (calculated from
the mean DI radius) between the C1, C3, and HD cases for two wavenumbers k = 16,64. For the C1
and C3 cases, only the largest amplitude in the domain is presented; these amplitudes are associated
with the wavelengths where the field is normal to the DI, that is at polar angles φ ' 0.
The seed-field cases show perturbation amplitudes that are universally lower than the corresponding
no-field cases, suggesting suppression of the RMI. The amplitudes in fact begin to decrease after some
time due to the inward acceleration of the surrounding flow, causing the onset of the Rayleigh-Taylor
instability. These negative growth rates are, however, far smaller than in the HD cases, indicating the
RTI is also suppressed by the seed field. High wavenumbers see a high and consistent initial growth
independent of field strength or configuration; this is characteristic of the RMI, whose (early) linear
growth rate is proportional to wavenumber15. C3 fields consistently achieve lower peak perturbation
amplitude than their C1 counterparts. The compression ratio appears unaffected by field configuration,
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TF
DI
TS
RS (refracted)
ISS
FIGURE A1.5: Refraction of the ISS through the DI under a C3 field configuration, β0 = 4, k = 16, at
t ' 0.57. Coloured waves are shocks, visualised in vorticity, and grey is the DI.
strength, or perturbation wavenumber, and does not reach any maximum for these simulation times.
Due to the wavelengths represented in these amplitude graphs existing at very low φ , the effect of
the ISS is not visible in Figure A1.6, since the ISS weakens to zero strength at θ = φ = 0.
A1.5 Conclusion
We examine the Richtmyer-Meshkov instability (RMI) in two-dimensional converging cylindrical
magnetohydrodynamic (MHD) flows, under a seed magnetic field. For the field configurations and
initial perturbation wavenumbers tested, the RMI is suppressed, showing an initial linear growth
rate, as in the hydrodynamic (HD) case, followed by a subsequent decrease which we attribute to the
transport of vorticity; we note that a saddle-field configuration shows increased suppression over the
uniform-field case, while increased perturbation wavenumber gives a higher initial growth rate and
peak amplitude. The converging MHD shocks process the material interface in different ways - the
first accelerating shock, a fast MHD shock, produces four transmitted and reflected waves, as expected
from previous studies on the planar MHD RMI; the slower of these waves serve to carry vorticity away
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FIGURE A1.6: Normalised maximum perturbation amplitude (solid) and compression ratio (dashed)
for no-field (HD), uniform-field (C1) and saddle field (C3) configurations, with wavenumber k.
away from the material interface, suppressing its growth. The second incident shock, a slow MHD
shock, refracts through the material interface but does not appear to dramatically affect its growth
characteristics.
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Riemann problems A2
Reproduced entirely from a conference paper for the 29th International Symposium on Shock
Waves
Mostert, W., Wheatley, V., Samtaney, R.. “Characterization of the cylindrical Riemann problem in
magnetohydrodynamics.” 29th International Symposium on Shock Waves, Madison, Wisconsin, 14-19
July 2013.
Abstract
In inertial confinement fusion (ICF), the presence of the Richtmyer-Meshkov instability (RMI)
is known to disrupt the symmetry of the converging material interface, limiting the chance for
successful fusion to occur and thus the potential for energy production. It is known that the RMI
can be suppressed in planar magnetohydrodynamic (MHD) flows by the application of an external
magnetic field, but it is unknown how the RMI behaves in converging MHD flow configurations.
To understand these flows, the MHD base-flows must first be investigated. This paper presents
three such base-flows, each corresponding to a two-dimensional cylindrical converging Riemann
problem; a uniform magnetic field, a radially varying azimuthal field existing outside the initial
interface; and a saddle-topology magnetic field, generated with an arrangement of magnetic dipoles
around the domain. There is a pressure and density ratio of three across the interface. The resultant
flows are found to be characterisable with a general method. We conclude that understanding these
three cases provides the tools necessary for characterising any two- or three-dimensional Riemann
problem in MHD, as a precursor to explaining the suppression of the RMI in converging MHD
flows.
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A2.1 Introduction
In inertial confinement fusion (ICF), high-intensity radiation is distributed over a capsule containing
nuclear fuel so that a spherical, converging shock is driven inwards, compressing the fuel to conditions
where nuclear fusion can occur1. The Richtmyer-Meshkov instability (RMI), which occurs when a
density interface is impulsively accelerated, has the potential to disrupt the symmetry of the converging
flow, limiting energy production in this process.
FIGURE A2.1: Density field showing the converging hydrodynamic RMI (left) and the apparently
suppressed converging magnetohydrodynamic RMI with an applied horizontal magnetic field with
strength B = B0eˆx (right), at ∆t ' 0.65 after initial shock. Domain visible up to radius r ' 0.6.
Recent work has shown that the application of a magnetic field can enhance compression in ICF2.
However, the dynamic effects of applying a magnetic field to an ICF-type system, specifically on the
shock dynamics and converging shock-driven RMI, are not well understood, though previous work has
shown that for certain limiting cases the RMI may be suppressed by an external magnetic field3–5.
Figure A2.1 shows simulation results comparing converging Riemann-problem-driven RMI under
hydrodynamic (HD, left) and magnetohydrodynamic (MHD, right) conditions (see Section A2.3 for the
simulation methodology). Although the left side shows the RMI as expected from previous work (see
e.g.6), the right frame shows that an external magnetic field has a significant effect on the converging
RMI. The underlying flow, however, is rich with flow features, and, to the best of our knowledge, is
yet to be investigated.
This paper aims to characterise this underlying flow, which is generated by a converging MHD
Riemann problem. To this end, it considers the two-dimensional (2D) problem for three canonical
magnetic field configurations: uniform, azimuthal (nonzero outside the interface), and a saddle.
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A2.2 Formulation
The 2D cylindrical converging Riemann problem is set up in three different configurations; each is
shown in Figure A2.2. In all cases, the set-up consists of two uniform quiescent fluids separated by a
circular interface. The pressure and density ratios across the interface are p/p0 = ρ/ρ0 = 3 where p0
and ρ0 are the reference pressure and density respectively. The high pressure region surrounds the low
pressure region so that the flow will converge. All variables are non-dimensional, with the reference
variables defined on the inside of the interface, which is centred at the origin with radius r = 0.3. The
fluid has specific heat ratio γ = 5/3. We define two angles: θ , the angle from the positive x-axis, and
φ , the local angle between a given wave propagation direction and the magnetic field.
FIGURE A2.2: Initial conditions, showing initial fluid and magnetic field configuration. Left: Lateral-
field (case 1); Middle: Azimuthal-field (case 2); Right: Saddle-field (case 3).
Each configuration varies in the initial magnetic field topology.
• Case 1: A uniform magnetic field B = B0eˆx with non-dimensional strength β = 2p0/B20 = 2 is
applied in the x-direction across the system.
• Case 2: An azimuthal magnetic field B = B(r)eˆθ is applied such that outside the interface
|B| ∝ 1/r, while inside the interface |B| = 0. This is approximately equivalent to the field
generated by a current running along the interface in a direction perpendicular to the plane.
• Case 3: A saddle-shaped (hyperbolic) magnetic field, generated by an arrangement of four
magnetic dipoles outside the physical domain.
A2.3 Methodology
The simulations discussed were conducted using a finite volume code7 for solving the ideal compress-
ible MHD equations using an unsplit upwinding method. This has been modified to use the HLLC
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FIGURE A2.3: Developed pressure fields for all cases. Left: case 1 at t = 0.14. Middle: case 2 at
t = 0.08. Right: case 3 at t = 0.14.
Riemann solver developed by Li8 and implemented as described in Wheatley et al.9, though the RMI
simulation, which produced Figure A2.1, was run with a Roe 8-wave flux solver. The grid used in
cases 1 and 3 is a uniform cartesian 8002 mesh discretising −1 < x < 1, −1 < y < 1. For case 2 and
the RMI simulation, the grid is mapped to cylindrical co-ordinates for a 10242 mesh, discretising
0.05 < r < 1.2, 0 < θ < 2pi for case 2 and 0.04 < r < 1.5, 0 < θ < pi for the RMI simulation.
To characterise each case, we first identify the types of waves that appear in the solution. At early
times, we assume that waves behave identically to those in the 1D Riemann problem with an equivalent
φ . This allows for classification of the initial waves. Next, the pressure and velocity fields in the
vicinity of developed flow features are examined in order to explain how the features form. Finally, the
domain centre is examined near convergence time to explain qualitatively the effect of the magnetic
field on the symmetry of the converging flow and the compression quality.
A2.4 Results
The developed flows for all three cases can be seen in Figure A2.3. Pressure is used to visualize
the flow since it displays most compressible waves and tangential discontinuities while indicating
approximate wave strength at a glance. Cases 1 and 3 show a clearly non-axisymmetric converging
flow behaviour that varies with local φ , while case 2 is axisymmetric. For case 1, φ ' θ , ∀θ ; for case
2, φ = pi/2, ∀θ ; and for case 3, φ ' θ/2, ∀θ . Thus Figure A2.3 suggests that local wave behaviour is
a function of φ ; in case 2, where φ is constant, the waves remain identical for all θ .
Additional flow features resembling discontinuities in shock geometry appear in cases 1 and 3,
specifically at θ = npi/2, n = 0,1,2,3 and θ = npi/4, n = 0,1, ...,7 respectively. These features are
referred to as kinks from hereon in.
Initially, the wave generated at a given θ match those for a 1D Riemann problem with identical φ ,
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across all cases. This leads to the following general statements about wavetypes, prior to any nonlinear
interactions occurring:
• For φ = 0, all waves are initially HD: an inward-travelling HD shock, an outward-travelling
expansion wave, and an inward-travelling contact discontinuity.
• For 0 < φ < pi/2, four waves are seen: one inward-travelling fast magneto-sonic shock, one
inward-travelling slow magneto-sonic shock, one outward-travelling slow expansion wave, one
outward-travelling fast expansion wave, and an inward-travelling contact discontinuity.
• For φ = pi/2, two waves appear: one inward-travelling fast shock; one outward-travelling fast
expansion wave; and an inward-travelling tangential discontinuity, which requires continuous
total pressure ptot = p+B2/2 and occurs when there is no normal component of magnetic field
to the discontinuity.
A special structure exists for case 2, where there is zero field inside the initial interface; here,
the inward-travelling fast shock is instead simply a hydrodynamic shock; the other entities remain
unchanged in type.
In cases 1 and 3, singularities in shock curvature, or kinks, are visible. These develop due to the
dependence of the shock speeds on φ , coupled with the acceleration of converging shocks. In case 1
they are most clearly visible along θ =±pi/2 in the slow shocks and 0,pi in the fast shocks, and in case
3 they appear along θ = ±pi/4,±3pi/4 (slow shocks) and 0,±pi/2,pi (fast shocks). The following
discussion is in context of the case 1 slow shock kink along θ = pi/2, but is also applicable to other
examples with similar reasoning.
FIGURE A2.4: Closeup view of kink in the converging slow shock along θ = pi/2 in case 1, t =
0.17. Left: Vorticity (coloured) and laplacian-density(grey). Right: Pressure. Velocity vector field
superimposed.
The “kink” in the slow shock at this angle appears initially on the contact surface at t ∼ 0.08.
As the flow develops past this time, the kink moves inward from the contact surface; Figure A2.4
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illustrates this, showing the kink at t = 0.17 with an overlaid velocity vector field. Vorticity is used in
the left frame to clearly show the wave positions, including density laplacian magnitude to identify the
contact surface.
The flow immediately downstream of the shock is horizontally converging; to align the converging
fluid streams, two additional reflected waves form. These waves move out- and downward, compressing
the flow, and are thus slow shocks. These waves connect with the slow expansion wave structure away
from θ = pi/2, forming what appear to be singularities in curvature at the connection points.
In all cases where they are visible, the kinks occur along shocks at a minimum in a magneto-sonic
speed. For example, a kink in a slow shock structure occurs where the slow magneto-sonic speed is at
a minimum, which occurs at φ = pi/2. Likewise, a kink in a fast shock occurs at φ = 0 because the
fast magneto-sonic speed is a minimum here. Note that case 2 shows no kinks because there are no
extrema in magneto-sonic speed, since φ is constant across all θ .
We now consider convergence near the domain centre. While case 2 resembles a hydrodynamic
converging flow, the flow is non-axisymmetric in cases 1 and 3; therefore we only consider wave
convergence in these two cases. Figure A2.5 show closeups of the pressure distribution near the centre
of the domain around the time of convergence for these two cases. The same colour scale is used for
both images.
FIGURE A2.5: Case 1 (top) and 3 (bottom) pressure field at domain centre near convergence.
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In case 1, the fast shocks along θ =±pi/2 converge before the fast-shock kinks at θ = 0, creating
an horizontal “line of convergence” before reflecting off each other. The reflected waves from the
kinks then approach the centre, causing a second distinct convergence event to occur. Case 3, however,
appears much more symmetric. Although kinks are still present, convergence appears relatively close
to simultaneous across θ , with the result of a much higher pressure forming at the domain centre,
despite the pressures at the kinks being lower than their case 1 counterparts.
A2.5 Conclusions
To understand the rich base flows that underlie the simulated converging magnetohydrodynamic
Richtmyer-Meshkov instability, three physically plausible magnetic field configurations were applied
to the two-dimensional converging MHD Riemann problem. In their characterisation, we find: the
two-dimensional problems develop waves identical to equivalent one-dimensional Riemann problems
at early times, allowing for wave identification; shock-curvature discontinuities (kinks) form at local
minima of slow and fast magneto-sonic speeds, producing reflected waves that interact with the outer
flow structure; and that convergence process at the origin is strongly dependent on the magnetic field
geometry.
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Mostert, W., Wheatley, V., Hingee, M., & Samtaney, R. “The Cylindrical Riemann Problem in
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Abstract
A significant problem in inertial confinement fusion is that the material interfaces in the
converging flow are subject to the Richtmyer-Meshkov instability when they are impulsively accel-
erated. It has been demonstrated that this instability can be suppressed in magnetohydrodynamic
(MHD) flows at least for flow configurations with rectangular geometry. In order to understand the
flow induced by attempting such suppression in converging flow configurations, it is necessary first
to investigate the underlying base-flows, the canonical versions of which correspond to converging
cylindrical and spherical MHD Riemann problems. Here, we present the numerical solution to one
such case: the cylindrical MHD Riemann problem shown below with a uniform initial magnetic
field of strength β = 2 and a pressure ratio of three across the interface. The wave structure is
initially characterised by two outward- and two inward-moving waves, but as the solution develops,
discontinuities form along the waves, producing a more complex flow structure. We investigate the
different flow structures, their formation times, and identify how the compression achieved at the
centre of the implosion is affected by the magnetic field.
209
A3. APPENDIX: CONFERENCE PAPER ON CYLINDRICAL MHD RIEMANN PROBLEM - CASE STUDY
A3.1 Introduction
Inertial confinement fusion (ICF) is a process by which a capsule filled with a fuel such as deuterium or
tritium is made to ablate rapidly by a spherical arrangement of incident radiation, sending a spherical
shock into the centre of the capsule, aiming to compress the fuel to initiate a nuclear fusion burn. The
effectiveness of ICF is limited to some degree by the Richtmyer-Meshkov instablity (RMI)1,2, which
occurs when a shock wave interacts with a perturbed interface between fluids of different densities. The
RMI is also relevant in areas such as astrophysics3, supersonic and hypersonic airbreathing engines4,
reflected shock tunnels5,6, and shock-flame interactions7.
In the case of ICF and astrophysical processes, the media in which the RMI occurs may be modelled
as a plasma, and can therefore interact with applied and ambient magnetic fields. Furthermore, it has
been demonstrated through numerical simulation8,9, shock theory10 and linear analysis11 that the RMI
is suppressed in certain flow configurations, and it is well-known12 that the Rayleigh-Taylor instability
is suppressed at high wavenumbers under the same conditions.
In ICF, the RMI and Rayleigh-Taylor instabilities must be controlled to prevent the breakup of the
target shell and successfully compress the fuel. As the target materials become rapidly ionized, the
possibility exists of mitigating the RMI through the application of a magnetic field. However, while
the converging shock driven hydrodynamic (HD) RMI has been investigated thoroughly in recent
times13–15, the equivalent MHD case with a magnetic field present has yet to be explored.
This study is intended as the first step in understanding the effect of the magnetic field on the
RMI in the cylindrically converging MHD case. While not investigating the RMI directly, it involves
simulation, analysis, and interpretation of the cylindrical, two-dimensional (2D) MHD Riemann
problem with applied magnetic field as shown in Figure A3.1, as a canonical flow. This corresponds to
base-flow that will underlie later MHD RMI simulations. As such, understanding this flow is critical to
analysis and interpreting future simulations where the RMI is present. The laterally applied magnetic
field configuration is used since it is the most basic, and yet shows a rich resultant flow structure, as
can be seen in Figure A3.2.
This paper begins with a qualitative discussion on the structure of the solution, where major
features of the flow are identified. This is followed by an analysis of the early-time behaviour of the
flow, enabling identification of the types of observed waves. Features of the 2D flow at intermediate
and late times are then examined and explained, and finally, the point of convergence is compared with
the HD (zero magnetic field) case.
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FIGURE A3.1: Initial configuration of the cylindrical MHD Riemann problem (t = 0). Magnetic field
lines are overlaid. All quantities non-dimensional, with time normalized by the Alfvén time.
A3.2 Formulation
The set-up for the 2D-cylindrical converging Riemann problem is shown in Figure A3.1, with overlaid
magnetic field lines indicating field strength and direction. It consists of two uniform quiescent fluids
separated by a circular interface. Since the high pressure region is surrounding the low pressure
region, the resultant flow will converge. Across the interface, the pressure and density ratios are
p
p0
= ρρ0 = 3, where p0 and ρ0 are the non-dimensional base pressure and density, respectively. All
variables are non-dimensional and base variables are defined as occurring on the inner side of the
interface. A uniform magnetic field B = B0eˆx with non-dimensional strength β = 2p0B20
= 2 is applied
in the x-direction across the system. The fluid has a specific heat ratio γ = 53 . The model is ideal and
neglects diffusion effects, which occur over a much larger timescale than advection effects. We define
θ as the angle from the positive x-axis.
The numerical method uses compressible ideal MHD equations using an unsplit upwinding method
containing an eight-wave upwinding formulation, of the sort described in Samtaney8,16,17. The
magnetic field is kept divergence-free with the projection method16. The grid used in this analysis is a
uniform cartesian 800-square mesh over non-dimensional length variables x and y varying from -1 to 1.
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FIGURE A3.2: Developed pressure distribution at t = 0.14.
The initial interface is centred at the origin and has radius r = 0.3.
A3.3 Overall solution structure
The wave structure can be seen in Figure A3.3, which shows the distribution of the vorticity and
density gradient at various times. Vorticity is shown as it clearly shows the locations of most of the
MHD waves, while the density gradient shows the location of the density interface, which is prohibited
from carrying shear by the MHD Rankine-Hugoniot relations. The early time flow strucure consists of
two inward-moving and two outward-moving waves bracketing the contact. The outermost expansion
is not visible in vorticity, but its presence can be deduced in the t = 0.04, t = 0.08, and t = 0.12, plots
where the magnetic field lines outside the visible wave structure are made to bend from their initial
horizontal orientation, showing the two-way coupling between the fluid motion and the magnetic field.
All waves originate from the interface, and are therefore initially circular; the increasing aspect
ratio depends on the wave speeds on magnetic field orientation. At t = 0.12 singularities in the wave
curvature (“kinks”) develop at θ =±90◦ in the slower converging wave; as this kink moves inward,
other kinks bracketing θ = ±90◦ in the diverging wave also appear. Also visible is a flattening of
the innermost wave at t = 0.12, so that, at θ = ±90◦ the wave converges at a different rate than at
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θ = 0◦,180◦. This behaviour is inverted in the slower converging wave, which approaches the centre
more quickly at θ = 0◦,180◦ than at θ = ±90◦. All waves approach zero vorticity at θ = 0◦,180◦,
and ±90◦.
FIGURE A3.3: Jump evolution as shown by vorticity (solid curves) overlaid on density gradient (faint
pseudo-circular structure). Vorticity shows the jumps of interest; density gradient shows the contact
surface.
A3.4 Early-time wave structure
At very early times, the wave structure in the radial direction at any point along the interface can
be estimated from the solution to the one-dimensional (1D) planar Riemann problem with the local
magnetic field orientation, as curvature effects are initially small. Thus, to understand the flow further,
we observe the pressure, density, and vorticity developments along radial lines and compare these to
the 1D equivalents. A combined plot showing such a comparison between the 1D and 2D solutions at
certain angles to the magnetic field is shown in Figure A3.4.
The 1D solutions are formulated under the same pressure and density ratios and β -value as in the
2D case, with the applied magnetic field at the same angle to the interface as it is along the ray of
interest. Figure A3.4 shows that, at early times, there is excellent correlation between the 1D and 2D
cases for both jump strength and speed.
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FIGURE A3.4: Comparison of non-dimensional pressure in the 1D and cylindrical 2D Riemann
problems along rays at selected angles to the magnetic field. Stippled lines indicate the quasi-1D result
and solid lines indicate the 2D result.
The outward-moving waves move at the same speed for both cases, indicating that they are MHD
expansions moving at the fast and slow magnetosonic speeds. The inward-moving waves increase
in velocity relative to the 1D case, implying that they are magneto-sonic shocks, accelerating due to
shock focussing.
Using the usual classification system18, the waves in the 1D case are tracked and classified. The
following observations are made:
• At θ = 0◦, the HD case is observed, with an inward-travelling shock and an outward-travelling
expansion.
• For 0◦ < θ < 90◦, four jumps (not counting the contact surface) are seen: an outward-travelling
fast expansion, a (generally) outward-travelling slow expansion, an inward-travelling slow shock,
and an inward-travelling fast shock. For higher θ > 60◦ the slow expansion appears to be slowly
inward-travelling, though the flow over it is still left-to-right. The slow magneto-sonic speeds
decreases at higher θ , leading to the slow expansion and shock moving more slowly.
• At θ = 90◦, the slow expansion and shock never separate from the contact surface. Analysis
indicates that total pressure 12 p
2
0+ |B|2 remains constant across this “combined” jump, allowing
its classification as a tangential discontinuity.
Some numerical oscillations are visible in the θ = 90◦ case, due to our use of a low-dissipation
Riemann solver. The resolution that was used was sufficient to resolve all features of the flow. As we
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are simulating equations with no physical dissipation to set a minimum length-scale, pointwise grid
convergence is not a relevant concept.
We now translate this information to the 2D case in order to interpret the shock structure.
A3.5 Details at intermediate times
We assume that the fundamental nature of the shocks remain unchanged. Some special features of the
two-dimensional flow will now be discussed in light of the (now known) wave types.
FIGURE A3.5: Closeup view of kink in converging slow shock and surrounding wave structure with
superimposed velocity vector field at t = 0.17. Vorticity in red and blue and density gradient in grey.
Pressure distribution shown for wave type identification.
Figure A3.3 shows a clear decrease of vorticity at θ = 0◦,180◦ and θ = ±90◦. At 0◦ and 180◦,
this is because the shocks are hydrodynamic and have zero jump in tangential velocity across them, so
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they do not carry vorticity. At ±90◦, the vorticity must pass through zero due to the symmetry of the
velocity field.
At θ = 0◦ and 180◦, the slow and fast shocks travel together. Since the component of the magnetic
field tangential to the shocks here is zero, the slow and fast shocks actually exist as a single HD shock.
At later times, the fast shock moves away from the slow shock due to multidimensional effects. The
same is true for the slow and fast expansions, though the latter of these is not visible in Figure A3.3.
The “kink” in the converging slow shock that forms around time t = 0.08 at angle θ = 90◦ is
initially placed on the contact surface, where the 1D analysis predicts a tangential discontinuity. In
the 2D case, this behaviour changes at later times. Figure A3.5 shows the neighbourhood of the kink
at t = 0.17 with an overlaid velocity vector field; here, the kink has clearly moved inward from the
contact surface.
Since the velocity field is horizontally converging near the kink, two additional refected waves
form so that the horizontal components of the velocity field may be cancelled. Since these waves move
inward and downward, Figure A3.5 shows that they are shocks, due to the upstream flow being at a
lower pressure than downstream. These waves connect with the slow expansion wave structure away
from θ = 90◦, and form singularities in curvature at the connection points.
A3.6 Late-time behaviour
Similar behaviour can be seen in the fast shocks at θ = 0◦ and 180◦. Figure A3.6 shows the density
distribution at the centre of the flow. (Density is more easily visualized than vorticity in this case.)
Here, a kink forms at the slowest propagating point on the fast shock intersection. Similarly to at
θ = 90◦, this causes reflected waves to project outwards, away from the axis and meeting with the
converging slow shocks nearby.
Figure A3.6 shows that the fast shock converges faster in the vertical direction (along θ =±90◦
than in the horizontal direction. This causes convergence to occur in two stages. First the fast shocks
are squeezed together from above and below, forming what appears to be a horizontal “line” of
convergence in Figure A3.6(b); this is followed by the reflected shocks emanating from the fast shock
kinks converging horizontally. The maximum density and pressure in the solution are generated at this
time. This is in sharp contrast to the HD case, which is rotationally symmetric and convergence occurs
at a point at a distinct time.
Figure A3.7 shows profiles of the MHD flow density at the same elapsed times as Figure A3.6
at angles of θ = 0◦ and ±90◦, and compares these with the profile of the (rotationally symmetric)
HD flow density at the same times. Convergence of the θ = ±90◦ shocks occurs first, as observed
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FIGURE A3.6: Closeup view of density distribution at the domain centre near convergence.
previously, at t = 0.150. The ±90◦ density then peaks and diverging waves are visible, travelling
outwards between t = 0.160 and t = 0.165. Convergence of the θ = 0◦ and 180◦ shocks follows at
t = 0.160, beginning to form the diverging waves at t = 0.165. The HD shock converges last, after
t = 0.165. The slightly faster convergence of the θ = 0◦ MHD shock compared to the HD shock is
likely due to the formation of a kink at that angle, which propagates faster than the original smoothly
curved shock.
The peak non-dimensional pressure and density experienced by the MHD flow are around 6.9 and
3.1 respectively, compared to the much higher HD peaks of 21.4 and 5.5 respectively. The significantly
lower values in the MHD case are due to the increased area over which convergence occurs and
the different behaviour of the horizontal and vertical flows. The width of the horizontal “line” of
convergence is likely a function of the field strength and direction, the interface pressure ratio and
initial radius, and some fluid properties; however, a parametric study of this feature is not included
here.
A3.7 Conclusions
This investigation considered the 2D cylindrical Riemann problem in MHD as a canonical flow. The
flow structure was simulated numerically and compared with solutions to the 1D Riemann problems,
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FIGURE A3.7: Profiles of the flow density for MHD and HD cases near the centre of domain. MHD
cases are plotted at θ = 0◦,180◦ and θ =±90◦.
leading to the classification of shocks and expansions in the flow. Additional structures in the flow
due to multidimensional effects were also presented and discussed. The understanding gained from
this case study will lead to better understanding of other canonical MHD flows and pave the way for
analysis of MHD RMI behaviour in converging flows.
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