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Abstract. Recent closed fOFIII solutions to the Mutual Information Principle 
(MIP),re used in reconstituting signals on the basis of limited a priori 
information about them. Host emphasis is given to everywhere positive slg- 
nals which must be optimally smoothed using a few measured values obtained 
with an instrument of known average error. The method is compared to results 
obtained from other classical methods, such as Least Squares, Lagrange and 
Newton. 
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1. PRELIMINARY BACKGROUND of, 
The Mutual Information Principle (MIP) was 
introduced by Tzannes and Noonan (1973) as a 
method for picking a prior pdf of a continu- 
ous random variable (r.v.1, utilizing data 
gleaned from experiment. They argued that as 
measurements are inevitably discrete, the ob- 
servat ions - outputs of some instrument - de- 
fine a discrete r.v. whose pmf can be found 
using established methods such as the Maximum 
Entropy Principle (HEP). The pdf of the con- 
tinuous r.v. - input to the instrument - is 
then obtained by minimizing the mutual infor- 
mation between the continuous-input and the 
discrete-output of the instrument (channel) 
subject to various constraints that safeguard 
that the conditionals are legitimate pdf’s, 
as well as a constraint that reflects the er- 
ror (or noise) of the instrument. 
then the above pdf becomes 
- (x-Y~)~/~D 
f(x) = c 
k 
q(YkIe 
/ziLi---- 
(1.4) 
and similar expressions can be found fcr 
other error functions. The above solution is 
not unique. It is, however, a solution, and 
a pleasing one as it indicates a mechanism 
controlled by d(X, Y) smoothing out the dis- 
crete pmf to a continuous pdf. 
Mathematically, the MIP proceeds as follows. 
Let us denote the continuous r.v. whose pdf 
is sought by X, and the observed discrete one 
by Y. The two are related via an instrument, 
and this relation is expressed in the form of 
an average error 
The MIP is, of course, controversial. but it 
addresses a problem for which no solutions 
are yet fully accepted. We shall attempt to 
apply it here to the age-old problem of 
smoothing out observed discrete data, to an 
uninterrupted continuous function. 
E{d(X. Y)} < 3 (1.1) - 
where both d(X, Y) and D are known a priori. 
Let us next assume that the known pmf of Y 
is denoted by q(y,). Then a pdf for X that 
minimizes the mutual information between X 
and Y and satisfies all the constraints is 
given by (Cyranski and Tzannes, 1983) 
Let us assume that measurements with a noisy 
instrument have provided us with values 
y(tk) (k=l, . . . . t-t). Our aim is to use the 
MIP to arrive at a smooth curve one that ’ 
presumably represents in an “optimum” way 
the underlying function x(t), which is at 
the input to the noisy instrument. The para- 
meter t may be various things - not just 
time. 
To begin with, if the Mlf’ is to be ust.d, 
y(tk) must behave like a pmf. This meals 
that, 
f(x). = A q(y,) e 
-sd (x-y,) 
(1.2) 
k 
If d(x,y) is specified to be the usual case 
d(X, Y) = (X - Y)’ (1.3) 
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and 
T Y(tk) = 1 (2.2) 
conditions which are not normally met-in prac- 
tice. To correct the situation we can proceed 
as follows. 
(a) To meet (2.1) we add a constant to all 
y(tk) SC that the biggest negative value be- 
comes zero. This shifts everything upward. We 
must remember, at the end, to shift the sol- 
ution downward by the same amount. 
(b) Once (a) is accomplished, (2.2) can be 
met by dividing each y(tk) by their sum - a 
normalizing procedure. The obtained smooth 
curve, will, of course, be normalized in the 
same manner. 
Let us assume that (a) and (b) have been done, 
and the values y(tk) meet both conditions 
(2.1) and (2.2). Next we assume that the in- 
strument has been studied and its average 
“noise” effects are known. For simplicity in 
the presentation here, we assume that the 
input-output effects of the instruments are 
given by a mean-squared error criterion of 
the form discussed earlier. All this leads to 
a solution for x(t) of the form (1.4) i.e. 
c -(t-tk)2/2D x(t) = Y (tkje (2.3) 
k J2nD 
where D is the mean-squared error of the in- 
strument. There are some unresolved theoreti- 
cal questions about all this, of course, which 
are described in some detail elsewhere (Tzan- 
nes and Avgeris, 1980). Here we will try to 
use it and compare the result with some other 
known classical smoothing methods. 
3. THk APPLICATION 
To apply the above theory to a specific ex- 
ample and see how it comes out, we chose the 
function, 
I 
f(t) = k exp 1-g) (3.1) 
the well known normalized Gaussian curve, 
whose values are tabulated and given in most 
texts on mathematical statistics. 
Let us assume that an instrument whose aver- 
age error is D=O.l, has given us the follow- 
ing values f(t 
k 
) for this function, 
k 
tk f(t,) 
0 -1 0.2420 
1 -0.5 0.3521 
2 0 0.3989 
.3 0.5 0.3521 (3.2) 
4 1 0.2420 
5 1.5 0.1295 
i 2 0.0540 
It should be noted that the only information 
that we have about the “noise” is the aver- 
age error D. No further assumptions such as 
the nature of its pdfs, its power spectral 
density, etc. are needed for the application 
of the MIP approach. Of course, in an actual 
application the original f(t) is not known. 
Here we purposely assume it known, in order 
to check our final results and see how the 
various methods approximate it. 
The experimentally obtained f(t,)‘s of (3.2) 
were smoothed to a continuous function by 
using three classical methods, and the MIP. 
We omit the calculations and go directly to 
the results. 
Applying Newton’s method we obtained the 
continuous function, 
f NEW(t) = 0.2420 + 0.2202(t + l)-o.l266(t+l). 
- (t+0.5) - 0.0404(t+l)(t+0.5)t+ 
+0.0404(t+l)(t+0.5)t(t-0.5) - 
-o.oo8o(t+l)(t+o.5)t(t-0.5). 
* (t - 1) - o.o019(t + 1) (t +0.5)t * 
* (t-0.5)(t-1)(t-1.5) 
Next we tried Lagrange’s method. The final 
result is, 
f LAG(t) = D.O215(t + 0.5) t(t - 0.5) (t - 1) . 
+ (t- 1.5)(t-2) - o.l877(t+l)t. 
. (t-0.5)(t- 1)(t- l.;)(t-2) + 
+o.5318(t + 1) (t + 0.5) (t - 0.5) . 
* (t-1)(t-1.5)(t-2) - 
-0.6259tt+l)(t+o.5)t(t- I) - 
* (t-1.5)(t-2) + 0.3226(:+1)* 
- (t+O.5)t(t-D.S)(t-1.5)(t-2) - 
-o.o6go(t+l)(t+o.5)t(t-0.5) - 
. (t-1)(t-2) i- 0.0034(t+1) - 
* (t+O.5)t(t-0.5)(t-l)(t-1.5) 
The MIP approach led to, 
f,,,(t) = 0.1367 e-(t+ 1)2’o’2 + 
+o.1988 
+ 0.2253 
+ 0.1988 
+ 0.1367 
f 0.0732 
+ 0.0305 
.-(t + 0.5)2/0.2 + 
e-t2/o.2 + 
e-(t - 0.5)2/0.2 + 
e-(t - 1)2/0.2 + 
e-(t - 1 .5)2/0.2 + 
e-(t - 2)$0.2 
Our final effort involves the method of 
Least Squares. Here we “stacked the deck”, 
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and picked the elements of the expansion to 
be Gaussian functions of variance equal to D, 
i.e. elements which come from the solution of 
the MIP. The final result is 
fLS(t) = 0.1760 e-(t+1’2’o~2 + 
+ 0.2235 e -(t + o.5)2/o.2 
+ 0.2667 e-t2/0’2 + 
+ 0.2298 e 
-(t - 0.5)‘/0.2 + 
+ 0.1525 e 
-(t - lJ2/0.2 + 
+ 0.0751 e 
-(t - 1.5)‘/0.2 + 
+ o 0313 e-t(t-2)2/0.2 
Which of the above four methods “best” ap- 
proximates the original underlying f(t) which 
led to the experimentally obtained values of 
(3.2)? Generally speaking, the answer to this 
question is not available as the underlying 
degree of optimality differs from method to 
method. Nevertheless, in view of our assumed 
known, original f(t) we can get an intuitive 
notion of the answer by finding the “distance” 
(or error), 
+O, [f(t) -?(t)]’ dt (3.3) 
where f(t) the function of (3.1) and ?(t) the 
result of each method attempted. This distance 
again favors the method of Least Squares, so 
the results of the comparison is somewhat 
suspected a priori. 
Computer results lead to the following errors 
for each method. 
(a) Newton : Error = 11.0955 
(b) Lagrange: Error = 2.8867 
(c) Least Squares: Error = 0.0443 
(d) MIP: Error = 0.1100 
It is rather interestino that the MIP did as 
well as that,eventhough the overall approach 
was designed to favor the method of Least 
Squares. 
4. CONCLUSION 
A first attempt at using the MIP method as a 
smoothing filter appears to be promising. 
More work needs to be done to theoretically 
compare the method to other existing classical 
methods and ascertain its effectiveness. 
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