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Die Idee des Quantencomputers begeistert Wissenschaftler verschiedenster Fachgebiete.
Bestimmte Probleme, wie die Faktorisierung großer Zahlen, die Suche in Datenbanken
oder Simulationen beipielsweise auf dem Gebiet der Quantenchemie ko¨nnen von Quan-
tencomputern wesentlich effizienter gelo¨st werden [56] als von konventionellen Compu-
tersystemen.




Eins“ annehmen kann, wird
im Quantencomputer durch das Qubit abgelo¨st, das nicht nur seine Eigenzusta¨nde |0〉
und |1〉, sondern auch alle mo¨glichen Superpositionen seiner Eigenzusta¨nde der Form
|Ψ〉 = a |0〉+ b |1〉 mit |a|2 + |b|2 = 1
annehmen kann. Der Begriff des Qubit wurde 1995 von B. Schumacher gepra¨gt [113].
Durch das Superpositionspronzip und das Pha¨nomen der Verschra¨nkung von Zusta¨nden
unterscheidet sich das Qubit fundamental vom konventionellen Bit. Qubits ko¨nnen grund-
sa¨tzlich mit jedem quantenmechanischen Zweiniveausystem realisiert werden. Verschie-
dene Konzepte wie Ionen in Ionenfallen, Kernspinresonanz oder auch supraleitende Sy-
steme wie SQUIDS (superconducting quantum interference device) [21] werden auf ihre
Verwendbarkeit fu¨r Quantencomputer gepru¨ft.
D. P. DiVincenzo hat Kriterien zusammengetragen, die ein Konzept erfu¨llen muss, um
ein geeignetes Qubit-System fu¨r Quanteninformationsverarbeitung und Quantenkom-
munikation darzustellen [29]. Ein nahezu perfekter Kandidat fu¨r ein solches Qubit, der
viele der DiVincenzo-Kriterien erfu¨llen kann, ist der Spin des Elektrons mit den Eigen-
zusta¨nden |↑〉 und |↓〉. Die Manipulation des Elektronenspins beispielsweise in elektrosta-
tisch definierten Quantenpunkten in einer Halbleitermatrix ist elektronisch [11, 53] sowie
optisch [77, 91] inzwischen sehr gut beherrschbar [15, 57], und mit Halbleiterkristallen























Abbildung 1.1: Schema eines quantenoptischen Interfaces, angelehnt an die in [37]
vorgeschlagene Struktur. Schichtaufbau angerissen zur besseren U¨bersicht
Allerdings beschra¨nkt die Verwendung von Elektronenspins als Qubits das System auf
einen Chip. Zwar existieren Auslesemechanismen, diese zwingen das Qubit durch das
Auslesen allerdings in einen Eigenzustand, welcher nurmehr dem konventionellen Bit
entspricht. Das Qubit kann den Halbleiterkristall nicht verlassen. Quantencomputer sind
jedoch untrennbar mit der Quantenkommunikation verbunden, welche durch sogenann-
te flying qubits realisiert werden muss. Hier bieten sich Photonen an, die die Qubit-
Information durch ihren Polarisationszustand abbilden ko¨nnen [122, 126].
Die freie Konvertierbarkeit zwischen diesen beiden Systemen ist ebenfalls eines der
DiVincenzo-Kriterien. Um also beide Konzepte nutzen zu ko¨nnen, fehlt derzeit noch
das entscheidende Element: Die Schnittstelle zwischen chipgebundenen Elektronenspin-
Qubits und mobilen Photonen-Qubits.
Die Halbleiterphysik bietet fu¨r die Realisierung dieser Schnittstelle einige Vorteile. So
wird an Halbleitersystemen auf GaAs-Basis intensiv im Bereich von Einzelphotonenquel-
len [123] und -detektoren [16, 68, 109, 116] geforscht.
Im Jahr 2006 wurde von H.A. Engel ein Modell fu¨r ein
”
quantenoptisches Interface“
vorgeschlagen, das diese Schnittstelle durch die Kopplung zweier Quantenpunkte (QD
- quantum dot) realisieren soll [37]. Abbildung 1.1 zeigt schematisch die vorgeschlagene
Struktur. Der prinzipielle Bandverlauf fu¨r dieses System auf GaAs-Basis wird in Abbil-
dung 1.2(a) skizziert.
Innerhalb des zweidimensionalen Elektronengases (2DEG) wird durch Gateelektroden
ein Quantenpunkt elektrostatisch definiert (Abbildung 1.1). Aufgrund der Bandstruktur










Abbildung 1.2: (a) Bandstruktur (schematisch) entlang der Wachstumsrichtung aus
Abbildung 1.1, ohne p-GaAs, semitransparentes Gate und elektrostatisch definier-
ten QD in 2DEG (b) Potentialverlauf senkrecht zur Wachstumsrichtung und Ener-
gieniveaus fu¨r einen elektrostatisch definieren Quantenpunkt, schematisch, nach
[57]
neter Spannungen im mV-Bereich an diese Gates wird ein Elektron, dessen Spin die
Qubit-Information tragen kann, in den QD geladen (Abbildung 1.2(b), siehe auch [57]).
Um Ladungsstabilita¨t zu gewa¨hrleisten, werden solche QDs bei niedrigen Temperaturen
T < 1 K betrieben. Manipuliert man nun die Spannung an den Gates in geeigneter
Weise, so ko¨nnen die Energieniveaus dieses elektrostatisch definierten QDs in Resonanz
zu den Energieniveaus eines InAs QDs gebracht werden, der sich oberhalb des 2DEG be-
findet (Abbildung 1.1 und 1.2(a)). Somit kann das Elektron unter Erhaltung der Qubit-
Information [20] in den InAs QD tunneln. Da dieser in einer p-dotierten Matrix einge-
schlossen ist, befinden sich Lo¨cher im QD, wodurch ein Photon durch Ladungstra¨ger-
rekombination entstehen kann. U¨ber den Polarisationszustand des Photons kann das
Qubit den Chip verlassen. Dieser Prozess ist durch den Einfang eines Photons [135] und
das Tunneln des dabei angeregten Elektrons in den elektrostatisch definierten QD auch
umgekehrt mo¨glich [17]. Somit wa¨ren theoretisch beide Qubit-Konvertierungsrichtungen
denkbar - vorausgesetzt, die Kopplung zwischen beiden Quantenpunkten ist koha¨rent
und kontrollierbar [74, 75, 126, 134].
Die vorliegende Arbeit befasst sich grundlegend mit einer Analyse des vorgeschlagenen
Materialsystems. Ziel ist es, den Schichtaufbau der Heterostruktur zu u¨berpru¨fen und
zu optimieren. Im Fokus steht dabei die Wechselwirkung zwischen selbstorganisierten,
optisch aktiven InAs Quantenpunkten und einem zweidimensionalen Elektronengas, das
die Grundlage fu¨r den beno¨tigten elektrostatisch definierten QD bildet. Diese Wechsel-
wirkung ist einerseits notwendig, um u¨berhaupt ein gekoppeltes System zweier Quanten-
punkte erreichen zu ko¨nnen, andererseits zeigt diese Interaktion auch sto¨rende Effekte
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durch Gitterverspannungen und Coulombwechselwirkung, die die Qualita¨t des 2DEG
und der InAs-Quantenpunkte teilweise drastisch reduzieren. Die konkrete Realisierung
der gatedefinierten Quantenpunkte wird im Rahmen dieser Arbeit nicht behandelt, da zu
diesem Thema bereits zahlreiche Vero¨ffentlichungen existieren. Eine ausfu¨hrliche U¨ber-
sicht findet sich dazu in [57]. Hier wird lediglich die prinzipielle Eignung der vorgeschla-
genen Heterostruktur fu¨r die Erzeugung eines solchen Quantenpunkts gezeigt. Dazu wird
insbesondere die Verschlechterung der Qualita¨t des 2DEG durch die Gegenwart von QDs
untersucht sowie der Einfluss des 2DEG auf die optischen Eigenschaften von InAs Quan-
tenpunkten.
In Kapitel 2 werden zuna¨chst notwendige theoretische Konzepte zusammengefasst, die
zum Versta¨ndnis der Arbeit relevant sind. Die Herstellung und Prozessierung des Pro-
benmaterials wird im Anschluss in Kapitel 3 beschrieben, vom Wachstum der Wafer bis
hin zur Erzeugung einzelner Strukturen. Weitere Details bezu¨glich genauer Schichtfol-
gen oder Prozessierungsschritte finden sich im Anhang. In Kapitel 4 werden anschließend
Messverfahren erla¨utert, mittels derer die verschiedenen optischen wie auch elektrischen
Charakterisierungsmessungen des verwendeten Probenmaterials durchgefu¨hrt wurden.
An dieser Stelle werden auch - um die Gewinnung der Messdaten transparent darstellen
zu ko¨nnen - die verwendeten experimentellen Aufbauten beschrieben.
Eine ausfu¨hrliche Analyse der optoelektrischen Eigenschaften selbstorganisierter InAs-
Quantenpunkte findet sich in Kapitel 5. Dies beinhaltet die Betrachtung der Form und
Verteilung der Quantenpunkte ebenso wie spektroskopische Untersuchungen und elek-
trische Messungen zur Bestimmung der Energieniveaus. Schließlich wird in Kapitel 6 der
Einfluss von Gatestrukturen und der Effekt geladener Quantenpunkte auf die Transport-
eigenschaften zweidimensionaler Elektronengase untersucht.
Abschließend findet sich eine Zusammenfassung der wichtigsten Ergebnisse sowie ein




Halbleiter zeichnen sich durch eine Bandlu¨cke zwischen Valenz- und Leitungsband aus,
die im Bereich weniger eV liegt. Durch dieses Merkmal ko¨nnen sie von Isolatoren und
Metallen abgegrenzt werden. Fu¨r die hier verwendeten Materialsysteme liegt die Fer-
mienergie u¨blicherweise innerhalb der Bandlu¨cke, was zu voll besetzten Valenzba¨ndern
und leeren Leitungsba¨ndern fu¨hrt. Im Folgenden werden zuna¨chst die Bandlu¨cken der
fu¨r diese Arbeit relevanten bina¨ren und terna¨ren Halbleiter dargestellt, danach wird der
Einfluss reduzierter Dimensionen diskutiert. Quantenpunkte, die ein zentrales Thema
der Arbeit darstellen, werden im Anschluss vorgestellt.
2.1.1 Bandlu¨cken in Halbleitern
Zur Realisierung von Strukturen, wie sie in Kapitel 1 vorgestellt wurden, eignet sich
besonders das Materialsystem GaAs/AlAs/AlxGa1−xAs. Fu¨r die terna¨re Verbindung
AlxGa1−xAs gibt der Parameter x dabei den anteiligen Al-Gehalt des Materials an.
Da sich die Gitterkonstanten dieser Halbleiter unabha¨ngig vom Aluminiumgehalt nahe-
zu gleichen (siehe Abbildung 2.1), ko¨nnen beliebige AlxGa1−xAs-Schichtfolgen praktisch
verspannungsfrei aufeinander gewachsen werden. In-basierte Halbleiter (InAs/InxGa1−xAs)
finden Verwendung beim Wachstum selbstorganisierter Quantenpunkte [101].
Die Bandlu¨cken dieser Verbindungen sind temperaturabha¨ngig. Zur Bestimmung wird
u¨blicherweise die empirische Varshni-Formel verwendet:




mit den Varshni-Parametern α und β [19, 125, 127]. Fu¨r die oben genannten bina¨ren
Verbindungen werden die in Tabelle 2.1 dargestellten Werte verwendet.
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β [ K ]
GaAs 5,653 1,519 0,5405 204
AlAs 5,661 3,099 0,885 530
InAs 6,058 0,417 0,276 93
Tabelle 2.1: Gitterkonstante alc, Bandlu¨cke Egap bei T=0 K und Varshni-Parameter
α, β fu¨r bina¨re Halbleiter am Γ-Punkt, entnommen aus [127]
Beim U¨bergang von bina¨ren zu terna¨ren Verbindungen liegt die Bandlu¨cke in der Re-
gel zwischen den Bandlu¨cken der beiden beteiligten bina¨ren Halbleiter. Die Bandlu¨cke
folgt dabei allerdings nur in grober Na¨herung einer linearen Interpolation. Der material-
abha¨ngige bowing-Parameter C gibt die Sta¨rke der quadratischen Abweichung von der
linearen Interpolation bei T = 0 K an [19, 127]:
Egap(AxB1−x) = xEgap(A) + (1− x)Egap(B)− x(1− x)C (2.2)
Abbildung 2.1 zeigt die Gitterkonstanten und Bandlu¨cken einiger bina¨rer und auf ihnen





























Abbildung 2.1: Gitterkonstanten und Bandlu¨cken in III-V Halbleitern, Werte fu¨r
terna¨re Verbindungen berechnet nach den Parametern aus [127], wie in Tabelle 2.1
und Gleichungen 2.1 bis 2.5 angegeben.
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deutlich zu sehen. Dieser betra¨gt fu¨r die verwendeten Materialsysteme [19, 127]:
C(AlxGa1−xAs) = (−0, 127 + 1.310x) eV (2.3)
C(InGaAs) = 0, 077 eV (2.4)
C(InAlAs) = 0, 477 eV (2.5)
Durch Kombination der Gleichungen 2.1-2.4 la¨sst sich nun die temperaturabha¨ngige
Bandlu¨cke aller relevanten Halbleiter bestimmen. Die so erhaltenen Ergebnisse werden
in Tabelle 2.2 fu¨r T=4,2 K zusammengefasst. Sie bilden die fundamentale Grundlage
zum Versta¨ndnis der Eigenschaften einer Halbleiter-Heterostruktur, wie sie fu¨r die Rea-
lisierung eines quantenoptischen Interfaces nach [37] vorgeschlagen wird und im Rahmen
dieser Arbeit untersucht wird.
Material Egap(T=4,2 K )[ eV ] Material Egap(T=4,2 K )[ eV ]
GaAs 1,519 Al0,3GaAs 1,937
AlAs 3,099 InAs 0,416
Tabelle 2.2: Bandlu¨cken bei 4,2 K , berechnet nach Gleichungen 2.1-2.4
2.1.2 Halbleiter-Grenzfla¨chen im Bild der Bandstruktur
An der Grenzfla¨che zweier Halbleiter treten aufgrund der unterschiedlichen Bandlu¨cken
Spru¨nge im Leitungs- und Valenzband auf. Die relative Position zueinander wird in er-
ster Linie gema¨ß der Anderson-Regel durch die jeweiligen Elektronenaffinita¨ten definiert
[131].
Die Leitungsbandkanten beider Materialien sind relativ zum Vakuumlevel um den Betrag
der Elektronenaffinita¨ten χi verschoben. Dadurch wird die Ho¨he der Potentialbarriere
im Leitungsband mit ∆ECB = |χ1 − χ2| eindeutig bestimmt. Der Abstand zwischen
Leitungs- und Valenzband ist genau die Bandlu¨cke Egap,i, wodurch auch die Ho¨he des
Sprungs im Valenzband mit ∆EV B = |χ1 + Egap,1| − |χ2 + Egap,2| bestimmt ist.
In Abbildung 2.2 wird die Position der Ba¨nder fu¨r die Grenzfla¨chen Al0,3Ga0,7As/GaAs
und GaAs/InAs dargestellt. Beide gezeigten Materialkombinationen sind fu¨r die Kon-
struktion des beschriebenen quantenoptischen Interfaces relevant:
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Abbildung 2.2: Die Anderson-Regel fu¨r Grenzfla¨chen in Bandstrukturen am
Beispiel von Al0,3Ga0,7As/GaAs und GaAs/InAs mit Elektronen-Affinita¨ten χ
[19, 127, 131] und Bandstruktur-Spru¨ngen, Bandlu¨cken gema¨ß Tabelle 2.2
Die Grenzfla¨che zwischen Al0,3Ga0,7As und GaAs wird genutzt, um dort mithilfe einer im
Al0,3Ga0,7As befindlichen Si-Modulationsdotierung U¨berschuss-Elektronen anzuha¨ufen
und somit das zweidimensionale Elektronengas auszubilden, das in dieser Arbeit unter-
sucht wird. Die GaAs/InAs-Grenzfla¨che ist fu¨r das maximale confinement (siehe Ab-
schnitt 2.2.2) der InAs-QDs relevant.
2.1.3 Zustandsdichten und Quantisierung in reduzierten
Dimensionen
In einem Halbleiterkristall, der in allen Richtungen na¨herungsweise unendliche Ausdeh-
nung besitzt (bulk), existieren keine Materialgrenzfla¨chen. Der energetische Abstand zwi-
schen dem obersten Energieniveau des Valenzbandes und dem untersten Energieniveau
des Leitungsbandes ist gerade die Bandlu¨cke. Die Zustandsdichte der Ladungstra¨ger ist
D(E) ∝ √E − EC und D(E) = 0 fu¨r E < EC [4], mit der Leitungsbandkante EC .
Abbildung 2.3 vergleicht diesen Fall mit den im Folgenden genannten Situationen, in
denen die Bewegungsfreiheit der Ladungstra¨ger immer weiter eingeschra¨nkt wird.
An Materialgrenzfla¨chen in Halbleitern entsteht im Allgemeinen durch die unterschied-
lichen Bandlu¨cken ein Sprung sowohl im Leitungs- als auch im Valenzband. Wenn ein
Abschnitt einer Halbleiter-Heterostruktur, der zwischen zwei Abschnitten mit gro¨ße-
rer Bandlu¨cke gewachsen wurde, sehr du¨nn ist, fu¨hrt dies zur Quantisierung der Zu-
standsenergien der Ladungstra¨ger in dieser Richtung (z-Richtung) [4, 23]. Die mo¨glichen



















Abbildung 2.3: Reduzierte Dimensionen in Halbleitern: Heterostrukturen aus zwei
Halbleitern unterschiedlicher Bandlu¨cke mit Erotgap < E
blau
gap . Darstellungen der zu-
geho¨rigen Zustandsdichte (schematisch) nach [15]
den U¨bergang vom klassischen bulk-Material zu einem zweidimensionalen Quantenfilm
(QW - quantum well) dar. Aufgrund der Quantisierung verla¨uft die Zustandsdichte stu-
fenfo¨rmig. Zweidimensionale Elektronengase verhalten sich sehr a¨hnlich. Sie sind u¨bli-
cherweise nur auf einer Seite durch eine Materialgrenze begrenzt, die andere Seite wird
dann durch einen steigenden Bandverlauf definiert, der von einer ins Sytem eingebrach-
ten Dotierung bestimmt wird. Das Ergebnis ist ein dreiecksfo¨rmiges Einschlusspotential
[131]. Dieser Aspekt wird in Abschnitt 2.4 genauer behandelt.
Wird auch die laterale Ausbreitung (x,y-Richtungen) in einer der beiden Richtungen
durch Potentialbarrieren begrenzt, tritt eine weitere Quantisierung auf, die Zustands-
dichte wird zu D(E) ∝ 1/√E [131]. Solche eindimensionalen Systeme werden als Quan-
tendraht bezeichnet (QWR -quantum wire).
Durch die Begrenzung in allen drei Raumdimensionen erha¨lt man nulldimensionale
Systeme. Diese werden Quantenpunkte (QD - quantum dot) genannt. Sie zeigen eine
vollsta¨ndig quantisierte, diskrete Zustandsdichte D(E) ∝ δ(E) [61]. Diese Situation ist
gut vergleichbar mit quantisierten Energieniveaus in Atomen, weshalb QDs auch als
”
ku¨nstliche Atome“ bezeichnet werden. Da Quantenpunkte im Rahmen dieser Arbeit




2.2.1 Der Stranski-Krastanov Effekt
Wie in Kapitel 1 beschrieben, wird fu¨r das quantenoptische Interface ein Quantenpunkt
beno¨tigt, der Photonen emittieren kann. Ein solcher, optisch aktiver QD zeichnet sich
dadurch aus, dass er gleichzeitig ein Einschlusspotential sowohl fu¨r Elektronen im Lei-
tungsband als auch fu¨r Lo¨cher im Valenzband zur Verfu¨gung stellt. Fehlt einer dieser
Potentialto¨pfe, so wird im QD nur eine Ladungstra¨gerart gespeichert, und Rekombina-
tion unter Emission eines Photons (siehe Abschnitt 2.3.1) findet nicht statt.
Um optisch aktive Quantenpunkte zu erzeugen, bietet sich die Kombination von Halb-
leitern unterschiedlicher Bandlu¨cken an. In Abbildung 2.2 wurden die Bandlu¨cken von
GaAs und InAs gezeigt und ihre relative energetische Position zueinander dargestellt.
Umgibt man ein kleines InAs Volumen mit einer Matrix aus GaAs, so wird im Leitungs-
band ein Einschlusspotential von ∆ECB = 830 meV und im Valenzband ein Einschlus-
spotential von ∆EV B = 270 meV erzeugt.
Die kontrollierte Erzeugung solcher Strukturen ist technisch sehr aufwa¨ndig. Es kann je-
doch ein Selbstorganisations-Mechanismus verwendet werden, der eine große Zahl QDs
in einer zweidimensionalen Schicht zur Folge hat. Dieser Mechanismus wird nach seinen
Entdeckern Stranski-Krastanov -Effekt [115, 121] genannt und wird im Folgenden am
Beispiel der hier verwendeten Strukturen erla¨utert
Auf ein GaAs-Substrat wird eine du¨nne Schicht InAs gewachsen. Diese wird auch Be-
netzungsschicht (WL - wetting layer) genannt. Aufgrund der Gitterfehlanpassung - die
Gitterkonstante von InAs ist etwa 7% gro¨ßer als bei GaAs [61] - wa¨chst die erste Mono-
lage InAs, was einer Dicke von 3 A˚ entspricht, stark kompressiv verspannt auf (Abb.
2.4 a). Die Erzeugung der Verspannung erfordert zusa¨tzliche Energie, die aufgewendet
werden muss, um das zweidimensionale Wachstum des Kristalls aufrechtzuerhalten.
Abha¨ngig von den Wachstumsbedingungen und den verwendeten Materialien existiert
eine bestimmte, kritische Schichtdicke, ab welcher die in der Verspannung gespeicherte
Energie groß genug wird, um das Kristallgitter aufzubrechen. Das aufgewachsene InAs
relaxiert und bildet kleine dreidimensionale, versetzungsfreie Inseln [31] auf dem WL aus
(Abb. 2.4 b). Unterhalb der Inseln finden sich jetzt Kristalldefekte, wo das urspru¨ngli-
che Gitter aufgebrochen wurde. Fu¨r die in dieser Arbeit vorgestellten selbstorganisierten




Abbildung 2.4: Der Stranski-Krastanov-Mechanismus:
(a) erste Monolage InAs (gru¨n - wetting layer) auf GaAs (blau)
(b) Ausbilden von QDs beim U¨berschreiten der kritischen Schichtdicke
(c) U¨berwachsen der QDs mit GaAs
U¨berwa¨chst man anschließend wieder mit Substratmaterial, so sind anschließend die
InAs-Inseln vollsta¨ndig in GaAs eingebettet (Abb. 2.4 c). Durch die oben beschriebenen
Unterschiede in den Bandlu¨cken von InAs und GaAs verfu¨gt somit jede dieser Inseln
u¨ber ein in allen drei Raumdimensionen existierendes Einschlusspotential fu¨r Elektro-
nen und Lo¨cher und stellt somit, wenn die Insel klein genug ist, einen Quantenpunkt
dar, wie in Abbildung 2.3 gezeigt.
Solcherart gewachsene Quantenpunkte werden im Folgenden mit SAQD (self assemb-
led quantum dot) bezeichnet. Da das Wachstum selbstorganisiert stattfindet, tritt ei-
ne statistische Verteilung der Quantenpunktgro¨ße auf, die unter anderem durch an-
nealing-Prozesse beeinflussbar ist [119]. Außerdem muss davon ausgegangen werden,
dass wa¨hrend des Wachstums, insbesondere beim U¨bergang von InAs-Wachstum zu
GaAs-Wachstum, eine Durchmischung des InAs mit dem umgebenden GaAs an der
QD-Grenzfla¨che stattfindet [32].
Der Stranski-Krastanov-Effekt wurde zur Erzeugung von SAQDs sowohl mit MBE-
Wachstum (siehe beispielweise [1, 2, 101]) als auch mittels MOCVD [97, 101] erfolgreich
angewandt. Es stellt heute die Standard-Technologie zur Erzeugung von QD-Ensembles
dar und wurde insbesondere am Materialsystem InAs/GaAs intensiv untersucht.
2.2.2 Modellierung von Quantenpunkten
Quantenpunkte sind also ein quasi-nulldimensionales Volumen innerhalb einer Matrix,
die ein Einschlusspotential (confinement potential) in allen drei Raumrichtungen be-
wirkt. Im Fall von InAs-QDs in GaAs betra¨gt das Einschlusspotential im Leitungs-
und Valenzband (gema¨ß Abbildung 2.2) 830 meV beziehungsweise 270 meV. Durch die
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Quantisierung der Zusta¨nde ergibt sich allerdings noch eine nichtverschwindende Grund-
zustandsenergie fu¨r Elektronen und Lo¨cher. Diese ist - ebenso wie das weitere Spektrum
der Energiezusta¨nde - von der Gro¨ße [24, 97], Form [90, 133] und Grenzfla¨chendiffusion
[32, 40] abha¨ngig. Typische Werte fu¨r das effektive Einschlusspotential liegen etwa bei
100 meV [79]. Diese Faktoren ha¨ngen stark mit der Wachstumstechnik der QDs zusam-
men [36, 80] und werden im folgenden Abschnitt 2.2.1 noch gesondert behandelt.
Die exakte Form des (dreidimensionalen) Verlaufs des Einschlusspotentials eines QDs


























mit der effektiven Massem∗e,h fu¨r Elektronen und Lo¨cher, dem barriereabha¨ngigen Faktor
Di und den geometrischen ”
Abmessungen“ axyz des Quantenpunkts [139]. Neben ande-
ren, komplexeren Modellen (siehe besipielsweise [9, 39]) geht ein ha¨ufig verwendetes,
simples Modell von einem parabolischen Potential in xy-Richtung und einem Kastenpo-




















U¨blicherweise ist die Ho¨he eines solchen
”
linsenfo¨rmigen“ QDs wesentlich geringer als
der Durchmesser in xy-Richtung, was dazu fu¨hrt, das in z-Richtung nur der Grund-
zustand besetzt wird. Dies fu¨hrt zu einem Schalenmodell fu¨r Quantenpunkte [7, 38]
analog zur dem in der Atomphysik verwendeten Modell. Diese Schalen werden wie ge-
wohnt mit s-p-d-f. . . bezeichnet. Dabei befinden sich in der n-ten Schale 2n Zusta¨nde
unter Beru¨cksichtigung des Pauliprinzips. Innerhalb dieser Modelle kann dann das Ener-
giespektrum der Elektronen- und Lochzusta¨nde berechnet werden [51, 129]. Aufgrund
der unterschiedlichen effektiven Massen fu¨r Elektronen und Lo¨cher unterscheidet sich
dabei das Spektrum der Elektronenzusta¨nde von denen der Lo¨cher. Der Großteil der
verfu¨gbaren Vero¨ffentlichungen behandelt dabei das Elektronenspektrum, aber auch die
Lochzusta¨nde wurden bereits ausgiebig untersucht [47, 49, 65, 104].
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2.3 Ladungstra¨ger in Quantenpunkten
2.3.1 Photolumineszenz
2.3.1.1 Mechanismus
Zur Bestimmung der Energieniveaus eines Quantenpunkts eignet sich die Photolumines-
zenzspektroskopie (Abbildung 2.5). Dabei wird die zu untersuchende Probe mit ener-
giereichem Licht (Ephoton > Egap) beleuchtet. Photonen werden vom Material unter
Erzeugung eines (nicht-resonant) angeregten Elektron-Loch-Paares absorbiert. Durch
Wechselwirkung mit der Umgebung relaxiert das System innerhalb von Pikosekunden
in den Grundzustand. Befinden sich nun Elektron und Loch gleichzeitig im Quanten-
punkt, so werden sie durch die Coulombwechselwirkung aneinander gebunden. Solch ein
Elektron-Loch-Paar wird Exziton genannt und ha¨ufig mit X bezeichnet. Rekombiniert
das Elektron nun mit dem Loch, so wird ein Photon mit der Energie
EPhoton = Egap + Ee + Eh − EX (2.9)
emittiert. Wa¨hrend die Bandlu¨cke Egap durch das Halbleitermaterial festgelegt ist, sind
die Zustandsenergien Ee und Eh von Elektron und Loch durch das geometrieabha¨ngige
VIS/NIR NIR
(a) (b) (c)
Abbildung 2.5: Schema: Photolumineszenz. a) Absorption eines kurzwelligen Pho-
tons (z.B. im sichtbaren (VIS) oder nahinfraroten (NIR) Spektralbereich) und
Erzeugung eines angeregten Exzitons, b) schnelle Relaxation des Exzitons in den
Grundzustand, c) spontane Rekombination des Exzitons aus dem Grundzustand
im NIR-Bereich gema¨ß Gl. 2.9
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confinement bestimmt (siehe Abschnitt 2.2.2).
EX bezeichnet schließlich die Bindungsenergie des Exzitons [34]. Sie hat ein negatives
Vorzeichen, da Elektron und Loch aufgrund der Coulombkraft aneinander gebunden
sind, was den Energiebedarf, um Elektron oder Loch wieder aus dem QD zu entfernen,
erho¨ht. Beide Ladungstra¨ger befinden sich also in einem energetisch niedrigeren Zustand,
als dies bei nichtwechselwirkenden Teilchen der Fall wa¨re.








Fu¨r Halbleitersysteme auf GaAs/AlGaAs-Basis mit Bandlu¨cken von etwa 1− 2 eV und
fu¨r InAs-SAQDs werden nach den Gleichungen 2.9 und 2.10 also nahinfrarote Photonen
generiert, die mit Si-basierten CCD-Detektoren sehr effizient messbar sind.
Die Photonenenergie EPhoton des emittierten Lichts ist abha¨ngig von der Ladungskon-
figuration des Quantenpunkts. Gleichung 2.9 gilt nur fu¨r den Fall, dass sich außer dem
rekombinierenden Exziton kein weiterer Ladungstra¨ger im QD befindet. Befinden sich
weitere Elektronen oder Lo¨cher im QD, so wird EPhoton aufgrund der Vielteilchen-
Wechselwirkungen modifiziert. Solange die Schalenstruktur des QDs nur mit wenigen
Ladungstra¨gern gefu¨llt ist, sind die besetzungsabha¨ngigen Vera¨nderungen von EPhoton
groß genug, um spektroskopisch getrennt zu werden.
Die im Folgenden genannten Beispiele werden in Abbildung 2.6 illustriert. Ein System
aus drei Ladungstra¨gern wird Trion genannt und durch ein Ladungs-Vorzeichen genau-
er definiert (X+ oder X− ). Exzitonen ebenso wie Trionen befinden sich im Grundzu-
stand noch in der s-Schale des QDs. Auch mehrfach geladene Zusta¨nde sind mo¨glich
(Xn+ oder Xn− ). Hier ist erwa¨hnenswert, dass bereits ho¨here Schalen gefu¨llt werden,
da in der s-Schale nur jeweils zwei gleichnamige Ladungstra¨ger Platz finden. Es ist
zu beachten, dass aufgrund der Erhaltung des quantenmechanischen Drehimpulses im-
mer nur Elektronen und Lo¨cher, die sich in derselben Schale befinden, rekombinieren
ko¨nnen. Zwei Elektronen und zwei Lo¨cher bilden ein Biexziton ( 2X ). Durch Coulomb-
Abstoßung wird das Energieniveau der jeweils zwei Elektronen und Lo¨cher hier ange-
hoben. Dieser Effekt wird jedoch durch die erho¨hte Bindungsenergie die von jetzt zwei
gleichnamigen Ladungen auf die beiden anderen Ladungstra¨ger ausgeu¨bt wird, u¨ber-
kompensiert. Rekombiniert nun jeweils ein Elektron-Loch-Paar, so wird jetzt aufgrund
der erho¨hten Bindungsenergie des Mehrteilchenzustands ein langwelligeres Photon er-
14












Abbildung 2.6: Beispiele fu¨r Exzitonen-Konfigurationen, Ladungstra¨gerverteilung
vor Emission, rekombinierendes Exziton hervorgehoben.
zeugt [25, 26]. Es wurde gezeigt, dass diese Aufspaltung durch geeignetes Design und
unter bestimmten Messbedingungen [11, 35, 63, 114, 136] unterhalb von etwa T = 30 K
[54] kontrolliert beeinflusst werden kann. Hinterla¨sst die Rekombination eines Exzitons
einen Nichtgleichgewichtszustand in der Ladungstra¨gerverteilung im Quantenpunkt, so
relaxieren die Ladungstra¨ger wiederum in die freien Zusta¨nde. Dies geschieht auf einer
Pikosekunden-Zeitskala. Sollten die dazu notwendigen U¨berga¨nge quantenmechanisch
verboten sein, ko¨nnen metastabile angeregte Zusta¨nde entstehen [61]. Ein Exziton, das
aus einem solchen Zustand heraus rekombiniert, wird angeregtes Exziton genannt und
mit einem Stern kenntlich gemacht ( X∗ ).
Das auf diese Weise erzeugte Spektrum gibt Aufschluss u¨ber die Struktur der Schalen und
den Ladungszustand des Quantenpunkts. Eine Reihe von Arbeiten zur Schalenstruktur
[140], dem Grenzfall weniger Exzitonen [41, 44, 45], Multi-Exzitonenspektroskopie [43],
geladenen Exzitonen [130] sowie resonanter Anregung [12, 42, 111] wurden durchgefu¨hrt
und besta¨tigen das in Abschnitt 2.2.2 gezeigte Modell.
2.3.1.2 Spinaufspaltung zweifach negativ geladener Exzitonen
Fu¨llt man einen zuna¨chst ladungstra¨gerfreien QD sukzessive mit Elektronen und Lo¨chern,
so ergibt sich erstmalig beim X2−-Zustand eine Besonderheit: Spektroskopisch kann hier
eine Aufspaltung der Linie in ein Dublett beobachtet werden. Man unterscheidet zwi-
schen der X2−a und der X
2−
b -Linie. Diese Aufspaltung wird anhand von Abbildung 2.7
erla¨utert.



















Abbildung 2.7: Mo¨gliche Pfade zur Erzeugung des X2−-U¨bergangs:
oben: unkorrelierter Einfang eines Elektrons und eines Lochs mit gleichnamigem
Spin, resultiert nach Emission von X2−a in Triplett-Zustand
unten: Einfang eines Exzitons oder unkorrelierter Einfang eines Elektrons und eines
Lochs mit ungleichnamigem Spin, resultiert nach Emission von X2−b in Singulett-
Zustand, nach [40]
nun ein Elektron und ein Loch mit gleichem Spin unabha¨ngig voneinander eingefangen,
so entsteht die im Bild oben gezeichnete Situation. Nach Emission eines Photons bleiben
zwei Elektronen gleichen Spins im QD zuru¨ck, was zu einem Triplett-Zustand mit S = 1
und MS = +1, 0,−1 fu¨hrt:
S = 1, MS = +1, 0,−1 : |↑↑〉 , 1√
2
(|↓↑〉+ |↑↓〉) , |↓↓〉 (2.11)
Wird hingegen ein Exziton eingefangen oder - unabha¨ngig voneinander - ein Elektron
und ein Loch mit ungleichem Spin, entsteht die untere Situation im Bild. Das Resultat
ist hier ein Singulett (S = 0,MS = 0):
S = 0, MS = 0 :
1√
2
(|↓↑〉 − |↑↓〉) (2.12)
Da der Singulett-Endzustand energetisch ho¨her liegt als der Triplett-Zustand [4, 40],
fu¨hrt dies zu der beobachteten Aufspaltung.
2.3.1.3 Leistungsabha¨ngige Photolumineszenz
Nicht alle vorgestellten U¨berga¨nge treten mit gleicher Wahrscheinlichkeit auf. Es ist
leicht einzusehen, dass bei sehr schwacher optischer Anregung jeder QD im Wesent-
lichen ho¨chstens mit einem Exziton besetzt ist. Dieses wird rekombinieren, bevor ein
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neues Exziton im QD gebunden wird. Ist die Exziton-Generierungsrate dagegen ho¨her,
steigt auch die Wahrscheinlichkeit, ein Biexziton vorzufinden [123]. Diese U¨berlegungen
sollen nun quantifiziert werden, um ein Instrument zu entwickeln, einzelnen Spektralli-
nien eines QDs ihre Besetzungszusta¨nde zuweisen zu ko¨nnen. Dazu wird ein Ratenglei-
chungsmodell verwendet, das von zufa¨lligem Exzitoneneinfang und -rekombination bei
nicht-resonanter Anregung ausgeht [52]:
Der Einfachheit halber wird davon ausgegangen, dass die QDs ausschließlich nichtent-
artete Zusta¨nde besitzen. Nichtstrahlende Rekombination findet nicht statt und die
strahlende Rekombinationszeit τr aus allen Zusta¨nden heraus ist identisch. Zwar ist
bekannt, dass τr durchaus vom Ausgangszustand abha¨ngt [50], was beispielsweise durch
zeitaufgelo¨ster Photolumineszensmessung nachweisbar ist [8, 96], dies a¨ndert jedoch
nichts an den prinzipiellen Aussagen des Modells [52].
Ein Ensemble aus ND Quantenpunkten befindet sich in einem Reservoir (dem wetting
layer), in welchem mit der Generierungsrate G Exzitonen durch nicht-resonante An-
regung erzeugt werden. Dort befinden sich NR Elektron-Loch-Paare. Rekombination
innerhalb des Reservoirs wird mit der Rate τWL beru¨cksichtigt. Die Zeit, die bis zum
Einfang eines Exzitons in einen (leeren) QD vergeht, ist τ 0C/NR. Also ist τC = τ
0
C/ND
die Zeit, die fu¨r einen bestimmten QD beno¨tigt wird, um ein Exziton einzufangen. Die












α ist dabei die gemittelte Zahl der Exzitonen im QD. In einer PL-Messung wird die
Emission u¨ber einen Zeitraum von der Gro¨ßenordnung einiger Sekunden gemessen. Die
Wahrscheinlichkeit kann also als proportional zur Intensita¨t der entsprechenden Spek-
trallinie In gesehen werden: wn ∝ In. Außerdem gilt fu¨r kleine optische Anregungslei-
stungen ebenfalls ein proportionaler Zusammenhang zur Generierungsrate: Popt ∝ G.






Wird also die Abha¨ngigkeit der Intensita¨t einer Spektrallinie von der optischen Anre-
gungsleistung I (Popt) untersucht, so kann aus dem experimentell zuga¨nglichen Exponen-
ten n, im Folgenden
”
Steigungskoeffizient“ genannt, der Exzitonen-Besetzungszustand
im QD vor der Emission bestimmt werden:
n ≈ 1⇒ X, n ≈ 2⇒ 2X, n ≈ 3⇒ 3X, . . . (2.15)
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Bis hierhin geht das Modell nur von paarweisem Einfang von Elektron-Loch-Paaren aus.
Es wird jedoch gezeigt [52], dass das Modell ebenso fu¨r den nichtkorrelierten Einfang
einzelner Elektronen und Lo¨cher anwendbar ist. Die Intensita¨t wird dann durch die
Ladungstra¨gersorte, die im QD in Unterzahl ist, begrenzt. Dies beeinflusst aber nicht
die Steigungskoeffizienten. Dieser nichtkorrelierte Einfang ist neben dem Heraustunneln
aus dem QD die einzige Mo¨glichkeit, geladene Zusta¨nde zu erreichen [50].
2.3.2 Tunnelrate fu¨r Elektronen
Die Fa¨higkeit von Ladungstra¨gern, eine Potentialbarriere zu durchtunneln, ha¨ngt we-
sentlich von der Form und Gro¨ße der Tunnelbarriere ab. Fu¨r die vorliegende Arbeit,
die Wechselwirkungen zwischen 2DEG und Quantenpunkten behandelt, wird diese Bar-
riere verschiedentlich vera¨ndert. Einerseits wird die Dicke der Barriere fu¨r verschiedene
Wafer beim Wachstum variiert, andererseits kann die Bandstruktur - und damit auch
die Tunnelbarriere - durch das Aufbringen eines Gates (siehe auch Abschnitt 2.4.3) und
Anlegen einer Spannung beeinflusst werden. Aus diesem Grund soll an dieser Stelle ei-
ne Abscha¨tzung fu¨r die Tunnelzeit zwischen 2DEG und einem InAs-QD vorgenommen
werden.
Dabei werden einige vereinfachende Annahmen getroffen:
• Die Tunnelzeit ist fu¨r beide Richtungen gleich.
• Die Energieniveaus des QDs sind a¨quidistant.
• Die Potentialbarriere zwischen 2DEG und QD ist dreiecksfo¨rmig [112] (Abbildung
2.8(a))
• Innerhalb gewisser Grenzen kann die Spannung, die am Gate auf der Probenober-
fla¨che angelegt wird, mit einem einfachen Hebelgesetz in ein effektives Potential




· U effGate (2.16)
Dabei ist U effGate = UGate +∆ES mit der Schottky-Barriere ∆ES.
Mittels der semiklassischen WKB-Methode, die ein nur langsam vera¨nderliches Potential
V (x) voraussetzt, kann der Transmissionskoeffizient fu¨r den gesuchten Tunnelprozess
18
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(V (x)− E) dx

 (2.17)
Abbildung 2.8(a) illustriert die Situation: E ist die Energie des Elektrons, a und b stellen
die Grenzen des Potentials dar, das sich gema¨ß den getroffenen Annahmen als









darstellen la¨sst. Versucht ein Elektron mit der Rate Γ0 die Barriere zu durchtunneln, so
gelingt dies mit einer Rate von Γ = Γ0 · T , die Tunnelzeit betra¨gt demnach τT = Γ−1.
Fu¨r das Tunneln aus QDs verwendet [28] eine Abscha¨tzung, nach der die Tunnelrate
Γ0 ≈ ∆Eh vom Abstand der QD-Energieniveaus abha¨ngt [82].
In Abbildung 2.8(b) wird die Tunnelzeit abha¨ngig von Gatespannung und Breite der
Tunnelbarriere dargestellt. Dabei werden nur Gatespannungen verwendet, fu¨r die das
Hebelgesetz aus Gleichung 2.16 anwendbar ist. Es wird deutlich, dass die Tunnelzeit
u¨ber das Gate u¨ber einige Gro¨ßenordnungen kontrolliert werden kann. Die mit Pfeilen
markierten Absta¨nde d2 = n · 15 nm wurden fu¨r diese Arbeit realisiert und in den
Kapiteln 5 und 6 besprochen.
Abstand 2DEG-QD [nm]







































Abbildung 2.8: (a) Leitungsband mit 2DEG und QD, Tunnelbarriere (grau) und
Fermienergie EF (b) Tunnelzeiten abha¨ngig von Gatespannung und Abstand zwi-
schen QD und 2DEG, markierte Absta¨nde realisiert fu¨r die vorliegende Arbeit
(siehe Anhang, Abschnitt 8.2)
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Zur Berechnung der Tunnelzeiten wurde E = EF gesetzt und folgende Parameter ver-
wendet:
• Der Abstand zwischen Oberfla¨che und 2DEG wurde auf d1 = 500 nm festgelegt.
Dies entspricht den verwendeten Probenstrukturen und wird innerhalb dieser Ar-
beit so beibehalten.
• Die Schottky-Barriere betra¨gt ES = 0, 76 eV , was dem U¨bergang von Au-Gates
auf GaAs entspricht. Genaueres zu Schottky-Kontakten findet sich in Abschnitt
4.1.
• Der Abstand zwischen QD-Energieniveaus wurde aus spektroskopischen Messun-
gen gewonnen, wie sie in Kapitel 5 besprochen werden. Abbildung 5.7 zeigt einen
energetischen Abstand zwischen s- und p-Schale von 50 eV, davon wird hier na¨he-
rungsweise die Ha¨lfte den Elektronen zugesprochen, also ∆E=25 meV.
2.3.3 Der
”
quantum confined Stark effect“
Damit die vorliegenden Halbleiterstrukturen mit 2DEG und InAs-QDs als Grundlage zur
Herstellung eines quantenoptischen Interfaces verwendet werden ko¨nnen, muss gezeigt
werden, dass das Verschieben der Elektronen-Energieniveaus des InAs-Quantenpunkts
relativ zum 2DEG durch Anlegen einer Gatespannung mo¨glich ist. Auf diese Weise
werden im finalen Interface die Energieniveaus des optisch aktiven QDs durch die Ver-
kippung der Bandstruktur kontrolliert in Resonanz zu den Energieniveaus des elektro-
statisch definierten QDs im 2DEG gebracht.
Allerdings wird beim Anlegen einer Gatespannung zugleich auch der Bandverlauf inner-
halb des QD beeinflusst. Die angelegte Spannung verkippt Leitungs- und Valenzband
parallel. Elektronen- und Lochwellenfunktion werden dabei ra¨umlich getrennt. Durch
den nun reduzierten U¨berlapp wird die Rekombinationseffizienz beeintra¨chtigt. Außer-
dem sinkt der effektive energetische Abstand zwischen Elektron und Loch, was zu einer
Rotverschiebung des PL-Signals fu¨hrt. Dieser Effekt wird quantum confined Stark effect
(QCSE) genannt und ausfu¨hrlich in [13] beschrieben. Eine schematische Darstellung des
QCSE ist in Abbildung 2.9 gezeigt. In [1, 2] wird beispielhaft an einem InAs SAQD-
System beschrieben, wie der QCSE gezielt zur Verschiebung von Energieniveaus genutzt
werden kann (siehe auch [83, 84]).
Die QCSE-induzierte Rotverschiebung des Spektrums ha¨ngt quadratisch vom angelegten
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Abbildung 2.9: QCSE-Schema: (a) unverkipptes Einschlusspotential ohne elektri-
sches Feld mit Exzitonenenergie EX0
(b) verkipptes Einschlusspotential mit elektrischem Feld mit EX( ~E) < EX0
elektrischen Feld ab [62]:
EQCSEX = E
0
X + ~p ~E + β| ~E2| (2.19)
Dabei gilt ~p = e~r mit der Elektronenladung e und dem Abstand ~r zwischen Elektron
und Loch in Wachstumsrichtung. ~p entspricht somit dem Dipolmoment des QDs. β ist
ein Maß fu¨r die Polarisierbarkeit der Elektronen- und Lochwellenfunktion.
2.4 Elektrische Eigenschaften zweidimensionaler
Elektronengase
2.4.1 Regula¨re und invertierte 2DEGs
Neben QDs bildet ein invertiertes zweidimensionales Elektronengas die zweite wesentli-
che funktionale Komponente fu¨r ein quantenoptisches Interface, da es die Grundlage fu¨r
den beno¨tigten elektrostatisch definierten QD bildet. Bei einem 2DEG handelt es sich um
eine zweidimensionale Schicht innerhalb einer Halbleiter-Heterostruktur, die mit freien
Elektronen angereichert ist. Diese sind innerhalb der Schicht beweglich. Somit stellt ein
2DEG eine leitfa¨hige
”
Metallplatte“dar. Zur Begriffskla¨rung soll hier der Unterschied
zwischen regula¨ren und invertierten 2DEGs erla¨utert werden.

























































Abbildung 2.10: Vergleich: regula¨res 2DEG (links) und invertiertes 2DEG (rechts)
Dargestellt sind Leitungsband (schwarz), Elektronendichte (rot) und Schichtaufbau
Bandverlauf simuliert mit nextnano3
AlGaAs u¨berwachsen. Dadurch bildet sich eine Stufe im Leitungsband aus. Oberhalb
dieser Grenzschicht wird eine n-Dotierung, u¨blicherweise Si, implementiert. Durch die
zusa¨tzlichen Donatoren wird das Band nach unten gezogen und die U¨berschusselektro-
nen sammeln sich an der GaAs/AlGaAs-Grenzschicht, wo sie durch die von der Dotie-
rung induzierten Bandverbiegung in einem na¨herungsweise dreiecksfo¨rmigen Potential
eingeschlossen sind. Die Dichte dieser U¨berschusselektronen (Ladungstra¨gerdichte, sie-
he Abschnitt 2.4.2) wird durch die Sta¨rke dieser Dotierung und deren Abstand zur
GaAs/AlGaAs-Grenzfla¨che eingestellt.
Ein regula¨res 2DEG ist jedoch ungeeignet fu¨r die Verwendung in einem quantenopti-
schen Interface wie in Kapitel 1 vorgestellt. Da der beno¨tigte optisch aktive InAs-QD
oberhalb des 2DEG sitzt, wu¨rde er von der Si-Dotierschicht empfindlich gesto¨rt. Aus
diesem Grund geht man dazu u¨ber, ein invertiertes 2DEG zu verwenden [103], wie in
Abbildung 2.10 rechts gezeigt. Die hier skizzierte Heterostruktur ist beispielhaft fu¨r eine
Reihe in dieser Arbeit verwendeter Wafer. Diese sind im Anhang ab Seite 116 zusam-
mengestellt.
Am Ort des 2DEG befindet sich die Leitungsbandkante unterhalb des Ferminiveaus.
Dies ist eine Voraussetzung dafu¨r, dass das 2DEG u¨berhaupt bevo¨lkert ist. An der Pro-
benoberfla¨che hingegen ist das Ferminiveau auf die Mitte der Bandlu¨cke des undotierten
Halbleiters festgelegt [131]. Daraus, und aus der Dicke der Schichtstruktur oberhalb des
2DEG ergibt sich die Steilheit des Bandverlaufs. Sie hat einen wesentlichen Einfluss auf
die Eigenschaften des 2DEG.
Die in Abbildung 2.10 gezeigten Bandverla¨ufe beinhalten an dieser Stelle noch keine
QDs, gezeigt wird hier also das idealisierte Leitungsband ohne Bandverbiegungen auf-
grund von geladenen Quantenpunkten.
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2.4.2 Elektrische Kenngro¨ßen eines 2DEG
Um ein solches (invertiertes) 2DEG zu beschreiben, bedient man sich charakteristischer
Kenngro¨ßen. Dies sind der Schichtwiderstand R, die Ladungstra¨gerdichte n und die
Beweglichkeit µ der Ladungstra¨ger. Da diese Begriffe als Indikatoren fu¨r den Zustand des
2DEG im Rahmen verschiedener Messungen innerhalb dieser Arbeit ha¨ufig verwendet
werden, sollen sie an dieser Stelle kurz eingefu¨hrt werden.
2.4.2.1 Schichtwiderstand
Der Schichtwiderstand R eines 2DEG kann als Analogon zum spezifischen elektrischen
Widerstand aus der konventionellen Elektronik gesehen werden. Anders als der absolute
Widerstand, der in einer Messung nach dem ohmschen Gesetz R = U
I
bestimmt wird und
geometrieabha¨ngig ist, handelt es sich um eine intrinsische Materialkonstante, die den
Zustand des 2DEG unabha¨ngig von Form und Gro¨ße eines Probenstu¨cks beschreibt.
Wird entlang einer 2DEG-Struktur der La¨nge l und der Breite b ein Widerstand R






Mit dem Begriff der Ladungstra¨gerdichte n ist fu¨r 2DEGs grundsa¨tzlich die Elektro-
nendichte gemeint. Beide Begriffe beziehen sich auf die freien Elektronen und werden
in dieser Arbeit synonym verwendet. Die Elektronendichte n wird u¨ber die Menge der
Dotieratome und den Abstand zwischen Dotierschicht und GaAs/AlGaAs-Grenzschicht
eingestellt [131]. Da sie sich auf ein zweidimensionales System bezieht, wird sie in der






wie in Abschnitt 4.2 beschrieben. Dabei bezeichnet I den Strom durch die Probe, B das





Die (Elektronen-) Beweglichkeit µ ist im Drude-Modell der Leitfa¨higkeit ein Maß fu¨r die
mittlere freie Wegla¨nge fu¨r die am Transport beteiligten Elektronen und wird durch die
Streuzeit τ der verschiedenen relevanten Streuprozesse bestimmt [131]:




mit der Driftgeschwindigkeit ~vd, dem elektrischen Feld ~E und der effektiven Masse m
∗






2.4.3 Einfluss eines Gates auf den Bandverlauf
In Abschnitt 2.4 wurde erla¨utert, dass Position und Sta¨rke der Si-Dotierung die Aus-
bildung des 2DEG in der beschriebenen Struktur beeinflussen und die Elektronendichte
n festlegen. Soll n nachtra¨glich vera¨ndert werden, so kann dies u¨ber das Anlegen einer
elektrischen Spannung an ein Gate geschehen, dass sich auf der Probenoberfla¨che befin-
det.
Dies kann im Bild eines Plattenkondensators verstanden werden. Dabei stellt das Gate
eine Kondensatorplatte dar, und das 2DEG, wie in 2.4.1 beschrieben, kann als zweite
Platte interpretiert werden. Der Ausgangszustand ohne Gatespannung entspricht der
in Abbildung 2.10 gezeigten Situation. Wird nun am Gate eine Spannung relativ zum
2DEG angelegt, so verha¨lt sich dieses analog zur Kondensatorplatte: Positive Span-
nungen am Gate fu¨hren zu einer Anreicherung der negativen Gesamtladung im 2DEG,
n steigt. Ebenso ko¨nnen durch Anlegen einer negativen Gatespannung Elektronen aus
dem 2DEG verdra¨ngt werden, n sinkt. Dies kann bis hin zur vollsta¨ndigen Verarmung
des 2DEG fu¨hren, welches dadurch seine Leitfa¨higkeit verliert. Dies entspricht dem
Funktionsprinzip eines Feldeffekt-Transistors (FET).
Im Bild der Bandstruktur bedeutet das Anlegen einer Gatespannung eine Vera¨nderung
des Ferminiveaus relativ zu den Bandkanten des Halbleiters. Abbildung 2.11 veranschau-
licht dies am Beispiel verschiedener Gatespannungen. Es wird deutlich, dass sich durch
die Verschiebung des Ferminiveaus die Steigung des Bandverlaufs vera¨ndert. Je negativer
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Abbildung 2.11: Einfluss der Gatespannung auf den Bandverlauf
(a) UGate > 0 V , flacher Bandverlauf, hohe Elektronendichte
(b) UGate = 0 V
(c) UGate < 0 V , steiler Bandverlauf, reduzierte Elektronendichte
Verlauf der Ba¨nder schematisch, ohne Darstellung des Schottky-Kontakts am Gate.
A¨nderungen der Elektronendichte dargestellt durch Amplitude der Elektronen-
Wellenfunktion im 2DEG
die Gatespannung gewa¨hlt wird, desto steiler verlaufen die Ba¨nder zwischen Oberfla¨che
und 2DEG und Elektronen werden aus dem 2DEG verdra¨ngt, was die Ladungstra¨ger-
dichte n reduziert. Zur Erzeugung eines QDs im 2DEG, wie es fu¨r das vorgeschlagene
quantenoptische Interface notwendig ist, muss das 2DEG durch negative Gatespannun-
gen vollsta¨ndig verarmt werden. Das dies mit den vorliegenden Strukturen mo¨glich ist,
wird in Abschnitt 6.3.2 gezeigt. Die Vera¨nderung des Bandverlaufs hat auch Einflu¨sse
auf die anderen Kenngro¨ßen des 2DEG. Diese werden in Abschnitt 6.2.1.1 untersucht.
Abbildung 2.11 zeigt zusa¨tzlich, wie die energietische Position der SAQDs durch die
Variation der Gatespannung bezu¨glich des Ferminiveaus vera¨ndert wird. Die damit ein-
hergehende A¨nderung des Ladungszustands der Quantenpunkte wird in Abschnitt 5.5.4
thematisiert.
2.4.4 Abscha¨tzung der beno¨tigten Beweglichkeit
Wird der Spinzustand eines Elektrons wie in [37] als Qubit verwendet, so muss dafu¨r
gesorgt werden, dass das Elektron diesen nicht durch zufa¨llige Streuprozesse verliert.
Fu¨r die Realisierung eines gatedefinierten Quantenpunkts im 2DEG muss also beachtet
werden, dass sich innerhalb des QDs kein Streuzentrum befindet. Dies ist fu¨r den Ein-
zelfall nur schwer nachweisbar. Die Elektronenbeweglichkeit im 2DEG kann jedoch als
Maß fu¨r die mittlere freie Wegla¨nge und somit fu¨r die Dichte der Streuzentren gelten.
Gatedefinierte Quantenpunkte ko¨nnen mit Durchmessern unter 100 nm erzeugt werden
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Grundlagen
[78]. Geht man also davon aus, dass die mittlere freie Wegla¨nge l = 100 nm u¨ber-
steigen muss, damit sich im QD kein Streuzentrum befindet, so kann daraus wie folgt
ein Mindestmaß fu¨r die Beweglichkeit festgelegt werden: Die Driftgeschwindigkeit vth








Aus der Driftgeschwindigkeit und der geforderten mittleren freien Wegla¨nge l kann die









Aus Gleichung 2.22 folgt schließlich fu¨r T = 4, 2 K die minimal erforderliche Beweglich-
keit:





≈ 4, 9× 104 cm2Vs . (2.26)
Um gatedefinierte Quantenpunkte mit Sicherheit realisieren zu ko¨nnen, wird im Rah-
men dieser Arbeit davon ausgegangen, dass das dem QD zugrundeliegende 2DEG eine
Mindest-Beweglicheit von µ ≥ 1× 105 cm2Vs erreichen muss, um einen gatedefinierten
QD ohne eingeschlossenes Streuzentrum zu ermo¨glichen.
2.4.5 Der Quanten-Hall-Effekt
Bei niedrigen Magnetfeldern B kann der klassische Halleffekt beobachtet werden. Ho¨here
Magnetfelder zeigen jedoch - hochbewegliche Systeme vorausgesetzt - Quantisierungs-
effekte. Fu¨r die Entdeckung des Quanten-Hall-Effekts (QHE) erhielt Klaus von Klitzig
1985 den Nobelpreis. Der QHE kann sehr effizient zur Bestimmung der charakteristischen
Kenngro¨ßen eines 2DEG eingesetzt werden, weshalb er hier in Grundzu¨gen vorgestellt
wird [23, 131].
2.4.5.1 Quantisierung eines 2DEG im Magnetfeld
Die Zustandsdichte im 2DEG ist (ohne Magnetfeld) innerhalb eines Subbands konstant



















nd Abbildung 2.12: Landau-
Quantisierung im 2DEG bei B 6= 0.
Darstellung der Subba¨nder (B = 0)
und Landauniveaus (ohne Spinauf-
spaltung)
und Transport-Streuzeit τ in starken Magnetfeldern die Bedingung µB = ωcτ > 1 erfu¨llt,
ko¨nnen sich Elektronen auf geschlossenen Kreisbahnen im 2DEG bewegen. Dies fu¨hrt
zu einer weiteren Quantisierung der Zustandsdichte a¨hnlich der von nulldimensionalen








+ sgµBB.︸ ︷︷ ︸
Spinaufspaltung
(2.28)
Sogenannte Landauniveaus bilden sich aus (Abbildung 2.12). Dabei ist s = ±1
2
die
Spinquantenzahl, g der Lande´ g-Faktor und µB das Bohrsche Magneton. Die Aufspaltung
der Niveaus steigt wegen ωc ∝ B bei steigendem Magnetfeld. Dadurch schieben sich
die Landauniveaus nach und nach u¨ber die Fermienergie, und ho¨here Niveaus werden





steigt dabei an. Der Fu¨llfaktor ν = ngesamt
nL
gibt die Zahl der bevo¨lkerten Landauniveaus
an, gs ist die Spin-Entartung.
2.4.5.2 Folgen fu¨r den Magnetotransport
Die Herleitung von quantisiertem Hallwiderstand und Shubnikov-de Haas Oszillationen
(SdH) findet sich in vielen Lehrbu¨chern. Hier wird nur das Wesentliche anhand von [131]
wiedergegeben.
Wird bei B = 0 T an eine Probe in x-Richtung eine Spannung UX angelegt, so gilt
nach dem Ohmschen Gesetz R = UX/IX . Im Magnetfeld gilt dagegen aufgrund der
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Abbildung 2.13: Messung am Wafer rZ14 (van der Pauw-Geometrie), T = 1, 5 K
(a) Shubnikov-de Haas Oszillationen und quantisierter Hallwiderstand, zur Ver-
deutlichung der Plateaubildung im Hallwiderstand zusa¨tzlich Darstellung des klas-
sichen Halleffekts (schematische Darstellung, gestrichelt)
















mit der Stromdichte ~j = −ne~v. Aus Symmetriegru¨nden gilt σxx = σyy und σxy = −σyx.





































Fu¨r ωcτ ≫ 1 gilt σxx ≈ τ−1. Nur aufgrund von Streueffekten wird σxx → 0 verhindert,
und σxx nimmt einen endlichen Wert an. In einem Landau-quantisierten 2DEG kann
28
2.4 Elektrische Eigenschaften zweidimensionaler Elektronengase
Streuung aber nur auftreten, wenn die Fermienergie gerade in der Mitte eines Land-
auniveaus liegt, so dass freie Zusta¨nde vorhanden sind, in die gestreut werden kann.
Liegt die Fermienergie jedoch zwischen zwei Landauniveaus, fehlen diese Zusta¨nde und
die Leitfa¨higkeit σxx ebenso wie der Widerstand ρxx nehmen den Wert Null an. Diese
alternierenden Zusta¨nde des La¨ngswiderstands werden Shubnikov-de Haas Oszillationen
genannt (Abbildung 2.13(a)). Sie treten nur fu¨r hohe Beweglichkeiten bei tiefen Tempe-
raturen und starken Magnetfeldern auf.
Die Periodizita¨t der SdH-Oszillationen ergibt sich aus dem Abstand der Landauniveaus
unter Verwendung von Gleichung 2.29:
n = νnL = ν
eB
h











In einer 1/B-Auftragung liegen die Extrema von σxx und ρxx also a¨quidistant (Abbil-
dung 2.13(b)). Kann den einzelnen Perioden der Oszillationen nun noch der entspre-
chende Fu¨llfaktor ν zugewiesen werden, so kann aus der Lage der SdH-Minima die
Ladungstra¨gerdichte n bestimmt werden:
Nach Gleichung 2.21 gilt fu¨r den Hallwiderstand RH = ρxy =
B
en
. Bestimmt man nun
die Werte fu¨r RH , bei denen Landauniveaus gerade ganz gefu¨llt sind (also SdH-Minima












≈ 25, 8 kΩ . (2.35)
Die Magnetfelder, bei denen der Hallwiderstand RH nach Gleichung 2.35 ganzzahlige
Bruchteile der von Klitzing-Konstante h
e2
annimmt, liefern u¨ber den Fu¨llfaktor die not-
wendigen Informationen, um nach Gleichung 2.34 die Ladungstra¨gersdichte bestimmen
zu ko¨nnen (Abbildung 2.13(a)).
Der bis hier beschriebene Formalismus erkla¨rt noch nicht die Ausbildung der quantisier-
ten Plateaus fu¨r die Hallspannung. Diese kann mit dem sogenannten Landauer-Bu¨ttiker-
Formalismus im Randkanalbild fu¨r die Leitfa¨higkeit verstanden werden. Auch diese Her-
leitung findet sich vielerorts [131]. Da die QHE-Plateaus aber fu¨r die vorliegende Arbeit




3.1 Probenwachstum und Schichtaufbau der
Heterostrukturen
3.1.1 Molekularstrahlepitaxie
Halbleiterheterostukturen, wie sie fu¨r ein quantenoptisches Interface beno¨tigt werden,
mu¨ssen mit ho¨chster Pra¨zision gefertigt werden. Es ist wu¨nschenswert, die Schichtstruk-
tur der Kristalle mo¨glichst atomlagengenau kontrollieren zu ko¨nnen. Aus diesem Grund
bietet sich fu¨r das Wachstum der Proben die Molekularstrahlepitaxie (MBE - molecular
beam epitaxy) an. Bei diesem Verfahren werden die Ausgangsmaterialien, die in flu¨ssiger
oder fester Form vorliegen, erhitzt, so dass Material abgedampft wird. Dieses kann sich
auf der Oberfla¨che des verwendeten Substrats abscheiden. U¨ber die Temperatursteue-
rung der Effusionszellen und die O¨ffnungszeit der eingebauten Shutter kann die Dicke
der aufwachsenden Schichten exakt kontrolliert werden.
Abbildung 3.1 zeigt das Schema einer MBE-Kammer. Details zur verwendeten Anlage
wurden bereits in anderen Arbeiten vero¨ffentlicht [34]. Hier werden nur die wichtigsten
Merkmale vorgestellt: Die MBE-Kammer wird mit Hilfe von Kryopumpen unter Ultra-
hochvakuum betrieben, um Verunreinigungen in der Probenstruktur zu minimieren. Als
Substrate fu¨r die verwendeten Proben wurden 2”-GaAs [100]-Wafer der Hersteller Frei-
berger, AXT und WT verwendet. Gewachsen wurden Schichtfolgen von GaAs, AlAs,
AlxGa1−xAs sowie InAs, n-δ-Dotierungen wurden mit Si realisiert.
Der verwendete Substrat-Wafer wird wa¨hrend des Wachstums von Halbleiterschichten
rotiert. Auf diese Weise kann das epitaktisch aufgebrachte Material homogener u¨ber den
Wafer verteilt werden. Ebenso wird das Temperaturprofil gleichfo¨rmiger. Um fu¨r das je-




Abbildung 3.1: Schemazeichnung einer MBE-Anlage, aus [34]
Um die Wachstumsgeschwindigkeit zu kontrollieren und den Materialfluss aus den Ef-
fusionszellen korrekt einzustellen, kann der Wafer unter streifendem Einfall mit einem
Elektronenstrahl beschossen werden. Auf einem Fluoreszenzschirm wird dann das Beu-
gungsbild des Elektronenstrahls an der Kristallstruktur abgebildet. Dieses Verfahren
wird
”
Beugung hochenergetischer Elektronen bei Reflexion“(RHEED - reflected high
energy electron diffraction) genannt. Aus den periodischen Helligkeitsschwankungen des
Beugungsbildes kann die Wachstumszeit fu¨r eine einzelne Monolage bestimmt werden.
Das Beugungsbild selbst gibt Ausschluss u¨ber den Wachstumsmodus [34].
RHEED-Messungen werden vor Beginn des Wachstums eingesetzt, um die Wachstums-
geschwindigkeit der zu verwendenden Halbleiter zu bestimmen. Typische Raten liegen
etwa bei 1-2 A˚s . Wa¨hrend des eigentlichen Wachstums kann diese Rate nicht kontrolliert
werden, da der Wafer fu¨r eine RHEED-Messung nicht rotieren darf. Dies fu¨hrt zu einer
geringen systematischen Unsicherheit beim Probenwachstum.
Ein anderer wesentlicher Sto¨rfaktor ist der Einbau von Fremdatomen. Deren Vorhan-
densein innerhalb der MBE-Kammer kann mittels eines Massenspektrometers bestimmt
werden. Nahezu unvermeidbar sind C-Atome. Sie sind in Photolumineszenz-Spektren
(Abschnitt 2.3.1) aufgrund der hohen Oszillatorsta¨rke von Kohlenstoff deutlich zu sehen.
Dies wird in Abbildung 3.2 am Beispiel eines Spektrums des Wafers Z02 demonstriert.
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GaAs (λ ≈ 819 nm ),
C-Sto¨rstellen in GaAs
(λ ≈ 829 nm ) und
dem WL-Signal einer
du¨nnen InAs-Schicht













3.1.2 Klassifizierung verschiedener Probentypen
Die von Engel [37] vorgeschlagene Heterostruktur fu¨r ein quantenoptisches Interface kom-
biniert selbstorganisierte Quantenpunkte mit einem invertierten 2DEG. Beide Kompo-
nenten mu¨ssen in ihren individuellen Eigenschaften zuna¨chst verstanden werden, bevor
deren Wechselwirkung betrachtet werden kann.
Aus diesem Grund wurden fu¨r die vorliegende Arbeit zahlreiche Testwafer gewachsen,
die jeweils nur eine der funktionalen Komponenten der Heterostruktur enthalten. Diese
ko¨nnen dann mit Hybrid-Proben verglichen werden, die SAQDS und 2DEG enthalten.
Abha¨ngig vom Schichtaufbau werden die verwendeten Wafer fu¨r diese Arbeit wie folgt
klassifiziert:
• Mit Typ 1 werden alle Wafer bezeichnet, die lediglich eine optisch aktive Schicht
InAs Quantenpunkte beinhaltet.
Bei allen Typ 1-Wafern wurde die SAQD-Schicht auf der Oberfla¨che repliziert (sie-
he Abschnitt 3.1.4). Diese QDs sind nicht optisch aktiv, ko¨nnen aber mittels AFM
zur Bestimmung der SAQD-Dichte verwendet werden. Ein Querschnitt durch einen
exemplarischen Typ 1-Wafer ist in Abbildung 3.3 links zu sehen.
Um eine mo¨glichst defektfreie, glatte Oberfla¨che fu¨r das Wachstum der SAQDs
zu erhalten, wurde auf die GaAs-Wafer ein Unterbau aus GaAs/AlxGa1−xAs Puf-
ferschichten gewachsen. Um beliebige Al-Konzentrationen x realisieren zu ko¨nnen,
wird ein U¨bergitter (SL - super lattice) gewachsen, indem abwechselnd GaAs und
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fla¨chen reduziert außerdem die Defektdichte.
Auf den Unterbau folgt die InAs-Schicht, die zur Ausbildung der optisch aktiven
SAQDs folgt. Hier wurde unter anderem die Schichtdicke variiert, um die SAQD-
Dichte zu beeinflussen. Die QDs werden von einem GaAs-capping layer bedeckt,
um ein Einschlusspotential fu¨r Ladungstra¨ger zu erzeugen (Abschnitt2.2.2). Auf
der Waferoberfla¨che folgt die zweite SAQD-Schicht.
• Wafer, die mit Typ 2 bezeichnet werden, weisen zwar ein invertiertes zweidimen-
sionales Elektronengas auf, dafu¨r aber keine Quantenpunkte.
Der entsprechende Schichtaufbau ist in Abbildung 3.3 in der Mitte gezeigt. Da fu¨r
invertierte 2DEGs zuna¨chst eine AlxGa1−xAs-Schicht beno¨tigt wird, ist auch hier
wieder ein Gla¨ttungs-U¨bergitter vorhanden. In die AlxGa1−xAs-Schicht wird die Si-
δ-Dotierung eingebracht, die die freien Elektronen fu¨r das 2EDG bereitstellt. Auf
das AlxGa1−xAs wurde eine Schicht GaAs gewachsen, an der Grenzfla¨che bildet
sich das invertierte 2DEG aus. Der Abstand zwischen Dotierung und Grenzfla¨che
wurde variiert.
Das capping der Typ 2-Proben wurde unterschiedlich realisiert: Neben Wafern mit
GaAs-capping bis zur Oberfla¨che wurden auch Proben mit AlxGa1−xAs-Barrieren
im capping gewachsen. Diese Schichten ko¨nnen als A¨tzstoppschicht zur spa¨teren
Prozessierung dienen. Außerdem wurde bei manchen Wafern das Wachstum der
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GaAs-Schicht nahe am 2DEG unterbrochen. Diese Pause simuliert die Unterbre-
chung, die sonst beim Wachsen der SAQDs entseht. Auf diese Weise kann eine
vergleichbare Zahl an Kristalldefekten erreicht werden.
• Kombinierte Strukturen werden Typ 3 genannt. Sie enthalten ein invertiertes
2DEG und eine Schicht SAQDs in geringem Abstand zueinander, so dass beide
Komponenten sich gegenseitig beeinflussen ko¨nnen. Abbildung 3.3 rechts zeigt die
Schichtfolge. Der Unterbau unterscheidet sich nicht von dem der Typ 2-Wafer. In
das GaAs-capping wird hier eine Schciht InAs eingebracht, die wie in den Typ 1-
Wafern SAQDs ausbildet. Der Abstand zwischen invertiertem 2DEG und SAQDs
(spacing) wurde variiert. An der Probenoberfla¨che befindet sich - ebenfalls analog
zu Typ 1 - u¨blicherweise eine zweite Schicht Quantenpunkte.
Eine Auflistung aller verwendeten Wafer mit den individuellen Schichtfolgen findet sich
im Anhang im Abschnitt 8.2. Auf das Wachstum der SAQD-Schichten in Typ 1- und
Typ 3-Strukturen wird im folgenden Abschnitt noch einmal separat eingegangen.
3.1.3 Variation der Quantenpunktdichte
Bei dem in Abschnitt 2.2.1 vorgestellten Stranski-Krastanov-Verfahren bildet sich eine
SAQD-Dichte aus, die unter anderem von der Schichtdiche des aufgebrachten Materials
kritsch abha¨ngt. Ein wesentliches Ziel dieser Arbeit ist es, den Einfluss von SAQDs auf
darunterliegende invertierte 2DEGs zu bestimmen. Fu¨r ein quantenoptisches Interface
wird ein einzelner InAs-QD beno¨tigt, also muss beim Wachstum eine SAQD-Dichte von
ρQD ≪ 1 µm−2 erzielt werden.
Fu¨r eine systematische Analyse ist es daher erforderlich, die SAQD-Dichte kontrolliert
variieren zu ko¨nnen. Wa¨chst man nun auf verschiedenen Wafern unterschiedliche SAQD-
Dichten bei sonst nominell identischen Wachstumsparametern, so kann trotzdem nicht
zweifelsfrei davon ausgegangen werden, dass sich Probenstu¨cke beider Wafer nur in der
SAQD-Dichte unterscheiden. Das liegt an den MBE-u¨blichen Schwankungen von Wachs-
tumsraten oder -temperaturen, die niemals ganz verhindert werden ko¨nnen. Um also
unterschiedliche SAQD-Dichten auf einem Wafer realisieren zu ko¨nnen, wird beim Pro-
benwachstum folgender Kunstgriff angewandt:
U¨blicherweise werden beim MBE-Wachstum alle Schichten unter kontinuierlicher Rota-
tion des Wafers gewachsen. Dies ist notwendig, da die Effusionszellen in der Maschine
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nicht senkrecht zur Waferoberfla¨che ausgerichtet sind (vgl. Abb. 3.1). Zellnahe Berei-
che des Wafers wu¨rden unrotiert mehr Material aufnehmen als zellferne Bereiche, was
zu unterschiedlichen Schichtdicken fu¨hren wu¨rde. Genau diesen an sich unerwu¨nschten
Effekt macht man sich nun zunutze: Vor Beginn des SAQD-Wachstums wird die Ro-
tation des Wafers angehalten. Dadurch entsteht auf der Seite der Probe, welche der
In-Zelle an na¨chsten liegt, eine InAs-Schicht, deren Dicke ho¨her ist als die nominell Ge-
wachsene, was zu sehr hohen SAQD-Dichten im Bereich von 50-80 Quantenpunkten pro
µm2 fu¨hrt. Auf der gegenu¨berliegenden Seite der Probe wird bei geschickter Wahl der
Wachstumsparameter sogar so wenig InAs gewachsen, dass die kritische Schichtdicke fu¨r
Stranski-Krastanov-Quantenpunkte (vgl. Abschnitt 2.2.1) nicht erreicht wird. Demzufol-
ge entstehen hier keine SAQDs. Dazwischen bildet sich ein Gradient in der SAQD-Dichte
aus [105], der mittels AFM (vgl. Abschnitt 3.1.4) vermessen werden kann.
3.1.4 Bestimmung der Quantenpunktdichte
Zur vollsta¨ndigen Charakterisierung des verwendeten Probenmaterials ist es unverzicht-
bar, die Quantenpunktdichte an einer gegebenen Position auf einem Probenstu¨ck zu
kennen. Da die SAQD-Dichte auf allen fu¨r diese Arbeit verwendeten Wafern den in Ab-
schnitt 3.1.3 beschriebenen Gradienten aufweist, beno¨tigt man ein schnelles und ebenso
zuverla¨ssiges Verfahren, um die Dichte zu ermitteln.
Eine direkte Bestimmung mittels Mikrophotolumineszenz kommt dafu¨r nicht infrage.
Zum Einen ist das Messverfahren sehr aufwa¨ndig, zum Anderen wird die Bestimmung
der Quantenpunktdichte im Bereich hoher Quantenpunktdichten durch die begrenzte
Ortsauflo¨sung der Konfokalmikroskopie unmo¨glich. Als hohe Quantenpunktdichte kann
dabei alles oberhalb von ρQD ≈ 1 µm−2 angesehen werden.
Eine geeignetere Methode ist die direkte Messung mittels Rasterkraftmikroskopie (ato-
mic force microscopy: AFM). Jeder Quantenpunkt erzeugt durch die Gitterfehlanpassung
Kristalldefekte. Diese setzen sich in Wachstumsrichtung fort [59] und sind schließlich in
AFM-Messungen an der Probenoberfla¨che in Form von Unebenheiten der Gro¨ßenord-
nung 1− 2 nm nachweisbar. Dieser Nachweis an Defekten ist jedoch nur bis zu capping
layer - Dicken bis zu 130 nm mo¨glich [59, 69, 103]. Die in dieser Arbeit verwendeten
Proben enthalten jedoch wesentlich dickere capping layer von typischerweise 500 nm,
wodurch die genannte Methode ebenfalls ausscheidet.







Abbildung 3.4: Z03: AFM-Aufnahme (1× 1 µm2 ) einer Schicht selbstorganisierter
InAs-Quantenpunkte: Ho¨he ≈ 10− 15 nm , Durchmesser ≈ 30 nm
tum an der Oberfla¨che eine zusa¨tzliche Schicht Quantenpunkte zu wachsen - unter den
(nominell) identischen Wachstumsbedingungen wie bei den vergrabenen, optisch akti-
ven Quantenpunkten. Abbildung 3.4 zeigt einen AFM-Scan der Gro¨ße 1 × 1 µm2 auf
der Oberfla¨che des Wafers Z03. Die SAQDs sind deutlich zu erkennen, somit kann ih-
re Dichte bestimmt weren. Zwar ist keine Eins-zu-Eins Korrelation zwischen den QDs
auf der Oberfla¨che und den vergrabenen QDs zu erwarten, jedoch ist aufgrund identi-
scher Wachstumsbedingungen zu erwarten, dass beide Schichten sehr gut vergleichbare
Quantenpunktdichten aufweisen.
3.2 Oberfla¨chenstrukturierung
Um die elektrischen Eigenschaften der invertierten 2DEGs zu charakterisieren, mussten





Schnellcharakterisierungen“, das heißt, die Bestimmung von Schichtwider-
stand, Elektronenbeweglichkeit und -dichte wurde mittels der van der Pauw -Methode
gemessen [124]. Diese Methode hat den Vorteil, dass die Probenpra¨paration sehr einfach
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durchzufu¨hren ist. Die Probe wird nicht durch eine große Zahl von Einzelschritten in
der Prozessierung beeintra¨chtigt, so dass die gemessenen Werte dem tatsa¨chlichen Wert
der Messgro¨ßen sehr nahe kommen.
Eine van-der-Pauw-Messung beno¨tigt ein leitfa¨higes Probenstu¨ck beliebiger Form, jedoch
ohne eingeschlossene Lo¨cher. Am Probenrand werden vier Kontakte (A-D) definiert (sie-






gemessen werden. Dabei ist ICD der zwischen C und D fließende Strom. Durch zyklische
Vertauschung der Kontakte ko¨nnen auch die Widersta¨nde RBC,DA, RCD,AB und RDA,BC






Ri · f (3.2)
ergibt. f ist dabei ein Korrekturfaktor, der die Symmetrie der Probe abbildet.
Fu¨r diese Arbeit wurden typischerweise quadratische Probenstu¨cke von 4 mm × 4 mm
verwendet. Der Korrekturfaktor betra¨gt dann f = 1. Zur Herstellung der beno¨tigten
elektrischen Kontakte wird die Probe an den Ecken eingeritzt und dort mit In benetzt.
Anschließend wird die Probe unter Formiergasatmospha¨re innerhalb von 300 s erhitzt
und bei T=350 ◦C fu¨r 300 s annealed. Dabei diffundiert das In in den Halbleiter ein.
An die auf diese Weise erzeugten ohmschen Kontakte zum 2DEG wurden anschließend
wiederum mit In Golddra¨hte geklebt. Durch Hallmessungen (vergleiche Abschnitt 2.4.2)
kann schließlich die Elektronendichte und somit auch die Beweglichkeit bestimmt werden.
3.2.2 Prozessierung von Hallbars
Eine van der Pauw-Messung stellt eine Mittelung u¨ber ein Probenstu¨ck endlicher Fla¨che
dar. Die hier verwendeten 4 mm ×4 mm -Waferstu¨cke sind zu groß, um lokale Aussagen
u¨ber die Kenngro¨ßen des 2DEG zu ermo¨glichen, insbesondere, wenn deren Abha¨ngigkeit
von der SAQD-Dichte auf Typ 3-Proben untersucht werden soll.
Dieses Problem kann durch die Verwendung von Hallbars umgangen werden. Diese wur-

















Abbildung 3.5: Schematische Darstellung verschiedener Probengeometrien:
(a) van der Pauw-Kontaktierung, (b) Hallbar-Struktur, (c) Hallbar-Struktur mit
ohmschen Kontakten zum 2DEG (orange) und zum semitransparentem Gate (gelb)
in guter Na¨herung konstant blieb. Ein Nachteil gegenu¨ber van der Pauw-Proben ist aller-
dings die aufwa¨ndige Strukturierung. Mittels optischer Lithografie werden die Hallbar-
Strukturen definiert und nasschemisch gea¨tzt, so dass das 2DEG neben der Hallbar
entfernt wird. Abbildung 3.5(b) zeigt schematisch eine solche Hallbar. Waferabha¨ngig
werden dafu¨r verschiedene A¨tzverfahren angewendet [22, 27, 58, 60, 94, 120]. Die ge-
nauen A¨tzrezepte finden sich im Anhang im Abschnitt 8.3. Die Kontakte zum 2DEG
werden entweder analog zu den van der Pauw-Kontakten durch Einlegieren von In gefer-
tigt oder durch das Aufdampfen und Einlegieren von 250 nm Au0.875Ge und 40 nm Ni.
Die Bestimmung der elektrischen Kenngro¨ßen erfolgt gema¨ß Abschnitt 2.4.2
3.2.3 Semitransparente Gates
Gateabha¨ngige Messungen ko¨nnen nur an Hallbars durchgefu¨hrt werden, da ein Gate
nicht sinnvoll auf van der Pauw-Strukturen definiert werden kann. Um den optischen
Zugang zu den SAQDs zu erhalten, mu¨ssen entsprechende Gates (semi-)transparent im
fu¨r PL relevanten Spektralbereich (500 nm ≤ λ ≤ 1100 nm ) bleiben. Eine semitranspa-
rente Schicht aus 2,5 nm Ti und 8 nm Au kann das ermo¨glichen. Die Transparenz liegt
hier u¨blicherweise bei etwa 65± 10%.
Um das transparente Gate mit einem Bonddraht kontaktieren zu ko¨nnen, wird abschlie-
ßend ein mit dem Gate u¨berlappendes Bondpad aus 10 nm Ti und 200 nm Au erzeugt.
Um den elektrischen Kontakt u¨ber die Stufe des Hallbarrands sicherzustellen, wird die-
ses Pad unter einem Winkel von 45◦ aufgedampft. Es befindet sich grundsa¨tzlich neben
der Hallbar, um einen Kurzschluss zum 2DEG durch den Bonddraht zu vermeiden.





4.1 Charakterisierung elektrischer Kontakte
Bringt man einen Metallkontakt auf ein Halbleitersystem auf, entsteht grundsa¨tzlich
zuna¨chst ein Schottky-Kontakt. Dieser verha¨lt sich diodenartig [30, 131]. Wa¨hrend dies
fu¨r Gatekontakte hilfreich ist, muss dieser Effekt fu¨r Kontakte an das 2DEG-System
vermieden werden. Hier ist eine ohmsche Charakteristik notwendig. In diesem Abschnitt
werden diese beiden Typen elektrischer Kontakte untersucht.
4.1.1 Leckstromkurven zwischen Gate und 2DEG
Die Strom-Spannungs-Kennlinie zwischen Gate und 2DEG ist die einer Diode. Fu¨r Span-
nungen unterhalb der Durchbruchsspannung Uth wird idealerweise eine isolierende Wir-
kung des GaAs zwischen Gate und 2DEG erwartet, also I(UGate < Uth)=0 A. Die Ho¨he
der Schottky-Barriere wird maßgeblich durch den Halbleiter bestimmt. Fu¨r einen TiAu-
Kontakt auf GaAs liegt sie etwa bei ES = 0, 8 eV [30]. Andere Materialien zeigen andere
Abbildung 4.1: Lichtmikroskopbild
einer prozessierten Hallbar, Breite:
20 µm , La¨nge: 5 Abschnitte zu je
300 µm , semitransparentes TiAu-
Gate ➆, AuGe-Kontakte zum 2DEG
➀-➅ und ➇, Aluminium-Bonddra¨hte.
Benennung der Kontakte gu¨ltig fu¨r




















































Abbildung 4.2: Leckstromkurven fu¨r semitransparente TiAu-Gates an Hallbars der
Wafer hZ14, rZ14, rZ15, gemessen jeweils zwischen den Kontakten ➀ und ➆. Kur-
ven offset-korrigiert. inset: Vergro¨ßerung der Strom-Achse im markierten Bereich
Barrieren. Absolute Werte ko¨nnen jedoch kaum angegeben werden, da auch prozessie-
rungsbezogene Einflu¨sse wie die Reinigung der Oberfla¨che eine Rolle spielen.
Wenn die Schottky-Barriere u¨berwunden wird (UGate ≥ ES) verlaufen die Ba¨nder flach
und ein sprunghafter Anstieg des Leckstroms ist zu erwarten.
Vier Leckstromkurven werden in Abbildung 4.2 verglichen. Alle stammen von vergleich-
bar prozessierten Hallbar-Strukturen wie sie in Abbildung 4.1 vorgestellt wurden. Ge-
messen wurde jeweils zwischen den Kontakten ➀ (2DEG) und ➆ (Gate). Hallbars der
Typ 2-Wafer rZ14 und rZ15 werden mit zwei Proben des Typ 3-Wafers hZ14 - einmal
mit hoher SAQD-Dichte und einmal praktisch ohne QDs - verglichen.
Zuna¨chst fa¨llt auf, dass die Durchbruchsspannungen nicht einheitlich sind. Fu¨r die Pro-
ben mit niedriger SAQD-Dichte beziehungsweise ohne QDs kann dies damit erkla¨rt wer-
den, dass der am Schottky-Kontakt beteiligte Halbleiter fu¨r hZ14 InAs, fu¨r rZ14 und
rZ15 GaAs ist, außerdem spielen individuelle Prozessierungseffekte eine Rolle.
Die Hallbar mit hoher SAQD-Dichte zeigt dagegen eine sta¨rker verschobene Durch-
bruchsspannung. Außer der zu u¨berwindenden Schottky-Barriere mu¨ssen hier auch noch
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die bei positiven Gatespannungen mehrfach negativ geladenen QDs (vergleiche Abbil-
dung 5.15) u¨berwunden werden, die eine zusa¨tzliche Potentialbarriere darstellen.
Diese zusa¨tzliche Barriere durch geladene QDs kann auch die Begru¨ndung fu¨r den we-
sentlich niedrigeren Stromfluss im Bereich UGate < Uth erkla¨ren: Solange die SAQDs
ungeladen oder nur schwach geladen sind, werden Elektronen eingefangen und tragen
somit nicht zum (Leck-)Strom bei. Stark geladene QDs bilden schließlich eine Barriere
aus, die vom Leckstrom durchtunnelt werden muss. Der vergleichbar niedrige Stromfluss
bei rZ15 kann mir der dicken intrinsischen GaAs-Schicht erkla¨rt werden, die sehr gut iso-
liert. Zur Abscha¨tzung des (Gleichstrom-) Widerstandes erha¨lt man durch Anwendung
des ohmschen Gesetzes auf diesen Bereich der Leckstromkurven RGate−2DEG ≈ 110 GΩ
fu¨r ρQD = 33 µm
−2 und RGate−2DEG ≈ 5, 8 GΩ fu¨r die Fa¨lle mit ρQD → 0 µm−2 . Selbst
fu¨r den Fall hoher SAQD-Dichte durchqueren bei UGate = 0, 5 V pro Sekunde 7, 9× 106
Elektronen die Struktur. Diese Elektronen stehen sicherlich zur Verfu¨gung, um die in
Abschnitt 5.5.4 gezeigten vera¨nderten Ladungszusta¨nde der QDs zu realisieren.
4.1.2 Ohmsche Kontakte zum 2DEG
Fu¨r die Verwertbarkeit der Leckstromkurven aus Abschnitt 4.1.1 ist es ebenso wie fu¨r die
Auswertung der Ergebnisse aus Abschnitt 6.1 absolut entscheidend, die Charakteristik
der Kontakte zum 2DEG zu kennen. Schottky-Kontakte wa¨ren hier scha¨dlich, ein ohm-
sches Verhalten ist ein Muss, damit Aussagen u¨ber Schichtwidersta¨nde, Ladungstra¨ger-
dichten und Beweglichkeiten belastbar sind. Deshalb wurden 2DEG-Kontakte grund-
sa¨tzlich paarweise analysiert, indem eine UI-Kennlinie aufgezeichnet wurde. Kontakte,
deren Verhalten nichtohmsch war, wurden zur Messung nicht verwendet.
Diese Kontrollmessungen werden nun am Beispiel derselben Hallbar vorgestellt, deren
Leckstromkurve in Abbildung 4.2 (rot) bereits gezeigt wurde. Die Abbildungen 4.3(a-d)
zeigen fu¨r die jeweils angegebenen Kontaktpaare gema¨ß Abbildung 6.7 UI-Kennlinien
im Bereich −1 V ≤ U ≤ 1 V . Die Werte auf der Spannungs-Achse verstehen sich als
Potential des jeweils zweiten Kontakts relativ zum Ersten. Fu¨r alle Messungen wurde
eine Strombegrenzung Imax = 2 µA festgelegt, um die Probe zu schu¨tzen.
Das in Bild (a) gezeigte Kontaktpaar ➃-➄ liegt außerhalb des gegateten Bereichs. So-
wohl die vor Beleuchten als auch die nach Beleuchten gemessene UI-Kennlinie zeigen eine
ohmsche Charakteristik. Nach Beleuchten sinkt der Widerstand signifikant, da durch die
Aktivierung der DX-Zentren nun mehr Elektronen zur Verfu¨gung stehen.
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Abbildung 4.3: Hallbar auf Wafer hZ14 mit ρQD = 33 µm
−2
2DEG-Kontaktwidersta¨nde in Zweipunkt-Geometrie gemessen. Alle Daten bei
4,2 K , kein Potential am Gate angelegt
(a) Kontakte ➃-➄, Verbindung nicht unterhalb des Gates
(b) Kontakte ➀-➂, Verbindung unterhalb des Gates
(c) Kontakte ➁-➅, Beispiel fu¨r defekten Kontakt
(d) Kontakte ➁-➀, Verbindung unterhalb des Gates, mit Vergleichsdaten aus zwei
Einku¨hl- und Beleuchtungsvorga¨ngen sowie Verwendung des Gates
Im Gegensatz dazu zeigt (b) das Kontaktpaar ➀-➂, das durch den 300 µm langen, gega-
teten Hallbarkanal getrennt ist. Die unbeleuchtete Messung fu¨hrt zu einer Diodenkennli-
nie, erst die Daten nach Beleuchtung zeigen ein ohm’sches Verhalten. Dieser Effekt kann
nicht durch die Gegenwart des Gates begru¨ndet werden, da die Diodenkennlinie der
Dunkelmessung eine Stromflussrichtung auszeichnet, was das Gate nicht kann. Vielmehr
bildet genau einer der beiden beteiligten Kontakte unbeleuchtet einen Schottky-Kontakt
44
4.1 Charakterisierung elektrischer Kontakte
aus. Durch die beim Beleuchten zusa¨tzliche eingebrachten Elektronen wird das Schottky-
Verhalten unterdru¨ckt und ein ohm’sches Verhalten entsteht.
Das in Abbildung (c) gezeigte Kontaktpaar ➁-➅ besteht aus einem ohmschen Kontakt
sowie einem Kontakt, der dunkel wie auch beleuchtet eine Schottky-Charakteristik zeigt.
Die Tatsache, dass dieser Kontakt nach Beleuchten eine niedrigere Durchbruchsspannung
ausweist ist belanglos, da dieser Kontakt zur Bestimmung der 2DEG-Eigenschaften nicht
verwendet werden darf.
In beiden Fa¨llen (b) und (c) kann der jeweils betroffene Kontakt anhand der Orien-
tierung der Diodenlinie identifiziert werden. Schottky-Barrieren brechen bei positiven
Spannungen durch. Es handelt sich also um die Kontakte ➀ in (b) und ➅ in (c). Wa¨re
jeweils der andere Kontakt betroffen, dann wa¨re die Kurve am Ursprung gespiegelt.
Falls beide Kontakte nichtohm’sch wa¨ren, wu¨rde durch die Gegenschaltung zweier Di-
oden kein Strom fließen.
Bild (d) zeigt schließlich fu¨nf UI-Kennlinien des Kontaktpaars ➁-➀. Wiederum wurde
zuna¨chst dunkel, dann beleuchtet gemessen. Diese Kurven sind konsistent mit Abbildun-
gen (b) und (c), wo beide verwendeten Kontakte bereits gezeigt wurden. Nach diesen
Messungen wurde die Probe aufgewa¨rmt, erneut eingeku¨hlt und ein weiteres Mal dunkel,
dann beleuchtet gemessen. Am Vergleich der beiden Dunkelmessungen zeigt sich, dass
die Einku¨hlprozesse keine reproduzierbaren Zusta¨nde erzeugen. Nach Beleuchten jedoch
zeigen die Kurven hochgradige U¨bereinstimmung. Zuletzt wurde das Gate fu¨r mehrere
Minuten mit UGate = 0, 5 V belegt, anschließend wieder von der Spannungsversorgung
getrennt. Auch die danach gemessene Kurve stimmt mit den vorigen u¨berein. Der Be-
trieb des Gates hat also auf das ohm’sche Verhalten der Kontakte und den Zweipunkt-
Widerstand ihrer Verbindung keinen nachhaltigen Einfluss.
Vor der Durchfu¨hrung von Magnetotransport-Charakterisierungen des 2DEG kann durch
solche Messungen die Tauglichkeit der zu verwendenden Kontakte u¨berpru¨ft werden und
gegebenenfalls auf andere Kontakte ausgewichen werden.
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4.2 Magnetotransportmessungen an 2DEG-Systemen
Die elektrischen Eigenschaften eines 2DEG werden u¨ber verschiedene Transport-Messver-
fahren bestimmt. Durch die Probenkonfiguration (siehe Abschnitt 3.2) ist festgelegt,
















Abbildung 4.4: Schaltbilder fu¨r elektrische Messungen am 2DEG
(a) van der Pauw-Geometrie
(b) Hallbar-Struktur
4.2.1 Schnellcharakterisierung
Eine Schnellcharakterisierung der elektrischen Kenngro¨ßen eines Wafers kann mittels
eines in van der Pauw-Geometrie (siehe Abschnitt 3.2.1) prozessierten Probenstu¨cks
durchgefu¨hrt werden. Durch das Verfahren werden Schichtwiderstand, Elektronendichte
und -beweglichkeit ermittelt.
Die zu messende Probe wird mit geerdeten Kontakten in flu¨ssiges He (T = 4, 2 K ) ein-
gebracht. Zur Ionisierung von DX-Zentren wird die Probe fu¨r till = 20 s mittels einer
roten LED beleuchtet. Ein Vorwiderstand, der groß gegenu¨ber typischen Zweipunkt-
Widersta¨nden der Probe Rij ist (typischerweise RS = 1 − 10 MΩ ) wird mit der Pro-
be in Reihe geschaltet. Mittels eines LockIn-Versta¨rkers wird eine Wechselspannung
Uac = 1, 0 V mit fac = 17 Hz am System angelegt. Durch den Vorwiderstand wird





. Durch sequentielles Permutieren der
verwendeten Probenkontakte werden die Zweipunkt-Widersta¨nde RAB, RBC , RCD, RDA
bestimmt. Hat man ohmsche Kontakte (siehe Abschnitt 4.1.2), so ko¨nnen aus den
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Widerstandsdaten Rij die Kontaktwidersta¨nde der einzelnen Zuleitungen und Metall-
Halbleiteru¨berga¨nge berechnet werden.
Eine Vierpunkt-Messung wird zur Bestimmung des Schichtwiderstands durchgefu¨hrt.
Wie oben dargestellt wird ein Strom Imess von Kontakt A nach B geschickt, dabei wird
die Spannung UDC gemessen (vergleiche Abbildung 4.4(a)). Der Schichtwiderstand R
wird schließlich als Mittelwert von vier Messungen unter Permutation der Kontakte
gema¨ß [124] unter Beru¨cksichtigung der zuvor bestimmten Zweipunkt-Widersta¨nde Rij
gewonnen.
Schließlich wird im Bereich −0, 5 T ≤ B ≤ 0, 5 T die Hallspannung gemessen. Bei die-
sen niedrigen Magnetfeldern dominiert der klassische Halleffekt, und die Steigung der
Hallgeraden wird noch nicht durch den QHE beeinflusst. Aus der Steigung der Hallgera-
den kann die Elektronendichte gema¨ß Gleichung 2.21 errechnet werden. Gleichung 2.23
liefert schließlich aus R und n die Elektronenbeweglichkeit µ.
Eine Schnellcharakterisierung ist ebenfalls an Hallbar-Strukturen mo¨glich. Das Schalt-
bild fu¨r diese Messung wird in Abbildung 4.4(b) gezeigt. Nach der Bestimmung der
Zweipunkt-Widersta¨nde Rij der beteiligten Kontakte wird die La¨ngsspannung wie im
Bild gezeigt gemessen. Fu¨r den Schichtwiderstand ergibt sich nach Gleichung 2.20 mit
den Abmessungen l und b der Hallbar R = R
b
l
. Ebenso wird die Hallspannung Uhall wie
abgebildet bestimmt. Dabei werden wiederum kleine Magnetfelder im Bereich −0, 5 T ≤
B ≤ 0, 5 T verwendet. Aus der daraus bestimmten Elektronendichte kann wiederum
mit R die Elektronenbeweglichkeit µ bestimmt werden. An der Hallbar-Struktur ist
außerdem eine gatespannungsabha¨ngige Schnellcharakterisierung mo¨glich. Dabei ist zu
beachten, dass das Gate den verwendeten Hallbar-Abschnitt vollsta¨ndig u¨berdeckt, wie
es in Abbildung 4.4(b) der Fall ist.
Der Vergleich der 2DEG-Kenngro¨ßen aus Schnellcharakterisierungen an van der Pauw-
Proben und Hallbar-Strukturen (ohne Gate) gleichartiger Probenstu¨cke desselben Wa-
fers ist ein Indikator fu¨r die Zuverla¨ssigkeit der Messungen. Weichen die gemessenen
Werte bei gleichen Messbedingungen voneinander ab, so kann dies im Wesentlichen zwei
Gru¨nde haben:
Einerseits kann durch die aufwa¨ndige Prozessierung der Hallbar-Strukturen das 2DEG
vera¨ndert worden sein. Gru¨nde dafu¨r ko¨nnen falsche A¨tztiefen, kurzgeschlossene Kon-
takte oder Bescha¨digungen der Probenoberfla¨che sein. In diesem Fall ist die Hallbar-
Struktur zu verwerfen.
Andererseits ist bei gleichem Messstrom Imess die Stromdichte ~j in der Hallbar deutlich
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gro¨ßer als in der van der Pauw-Probe. Dies ist durch den reduzierten Leitungsquerschnitt
der Hallbar begru¨ndet. Die Folge kann die Besetzung ho¨herer Subba¨nder im 2DEG der
Hallbar sein, was die Transporteigenschaften vera¨ndert. In diesem Fall kann die Messung
mit kleinerem Imess wiederholt werden.
4.2.2 Shubnikov-de-Haas-Oszillationen und Quanten-Hall-Effekt
Durch die Messung der SdH-Oszillationen und des QHE bei starken Magnetfeldern kann
das 2DEG ebenfalls charakterisiert werden. Da die Landauniveaus des 2DEG im Ma-
gnetfeld temperaturabha¨ngig verbreitert sind, wurden alle in dieser Arbeit vorgestellten
SdH-Messungen bei T = 1, 5 K durchgefu¨hrt. Dazu wird eine Hallbar-Probe mit ge-
erdeten Kontakten in flu¨ssiges He eingebracht. Anschließend wird die He-Zufuhr zum
Probenraum unterbrochen und mittels einer Drehschieberpumpe der Dampfdruck im
Probenraum reduziert. Damit ist eine weitere Temperaturabsenkung des flu¨ssigen He
von 4, 2 K auf etwa 1, 5 K mo¨glich. Nach Erreichen der Zieltemperatur wird die Probe
analog zur Schnellcharakterisierung beleuchtet, um DX-Zentren zu aktivieren.
Ein externes Magnetfeld wird senkrecht zur Probenoberfla¨che von Bi = −6 T bis
Bf = 6 T durchgefahren. Wa¨hrendessen wird mittels zweier Lock-In Versta¨rker gema¨ß
Abbildung 4.4(b) die La¨ngs- und Hallspannung an der Probe aufgezeichnet. Man erha¨lt
SdH-Oszillationen in der La¨ngsspannung und kann den QHE in der Querspannung be-
obachten. Dies ist beispielhaft in Abbildung 2.13 auf Seite 28 gezeigt.
Mit Rhall = Uhall/Imess kann der Hallwiderstand bestimmt werden. Durch die Zuordnung
der beobachteten QHE-Plateaus im Hallwiderstand zu Bruchteilen der von Klitzing-
Konstante kann den Fu¨llfaktoren ν das Magnetfeld Bν zugewiesen werden, bei dem
sie jeweils auftreten. Diese Zuordnung gilt dann ebenfalls fu¨r die im La¨ngswiderstand
auftretenden Minima der SdH-Oszillationen. Somit kann nach Gleichung 2.34 die Elek-





Aus der so ermittelten Elektronendichte und dem Schichtwiderstand der Probe, die aus
der La¨ngsspannung bei B = 0 T sowie La¨nge und Breite der Hallbar bestimmt werden
kann, la¨sst sich wiederum mit Gleichung 2.23 die Beweglichkeit der Elektronen im 2DEG
extrahieren.
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4.2.3 Vergleich der Methoden zur Elektronendichtebestimmung
Aus dem Vergleich von Schnellcharakterisierung (Abschnitt 4.2.1) und QHE-Messung
(Abschnitt 4.2.2) la¨sst sich eine Aussage u¨ber den Zustand des leitfa¨higen Systems ge-
winnen. Bei der Messung der Elektronendichte im Rahmen der Schnellcharakterisierung
wird die Hallspannung ausgewertet. Zu dieser tragen alle am Transport beteiligten Elek-
tronen bei.
Die u¨ber QHE und SdH-Oszillationen bestimmte Elektronendichte beshreibt jedoch nur
die Dichte des 2DEG. Gleichen sich die beiden auf diese Weise bestimmten Elektronen-
dichten, so kann davon ausgegangen werden, dass ein 2DEG ohne leitfa¨higen parallelen
Kanal vorliegt. Dies ermo¨glicht kontrollierbare experimentelle Bedingungen hinsichtlich
der zu untersuchenden Wechselwirkung mit SAQDs, da der Transport in einem definier-
ten Abstand zu den Quantenpunkten stattfindet.
Ist jedoch die Dichte in der Schnellcharakterisierung ho¨her als beim QHE, so mu¨ssen
innerhalb der Probe Elektronen zum Transport beitragen, die sich nicht im 2DEG be-
finden. Also existiert mindestens ein weiterer stromfu¨hrender Pfad innerhalb des Sy-
stems. Dieser kann die Ermittlung der Elektronenbeweglichkeit und anderer Parameter
verfa¨lschen.
4.3 Optische Charakterisierung von Quantenpunkten
4.3.1 Das Prinzip der konfokalen Mikroskopie
Fu¨r die optische Untersuchung von selbstorganisierten Quantenpunkten muss ein geeig-
neter Messaufbau mehrere Kriterien erfu¨llen. Diese sind im Einzelnen:
• Spektrale Auflo¨sung
Um die PL-Spektren verschiedener Quantenpunkte untersuchen zu ko¨nnen, wird
ein Spektrometer mit hoher spektraler Auflo¨sung beno¨tigt, um die sehr scharfen
Emissionslinien der QDs trennen zu ko¨nnen und eine Aussage u¨ber die Linienbreite
zu ermo¨glichen.
• Hohe Lichtausbeute
Da die Intensita¨t der PL-Emission eines einzelnen Quantenpunkts sehr gering ist,











Abbildung 4.5: Funktionsprinzip eines Konfokalmikroskops mit Lochblende:
gru¨n: Laserstrahl zur PL-Anregung
rot: PL-Signal aus der Fokusebene, kann das pinhole passieren
orange, pink: PL-Signale aus anderen Schichttiefen, werden am pinhole geblockt
ebenfalls die Wahl des Spektrometers sowie die Vermeidung von Reflexionsver-
lusten an optischen Komponenten, soweit mo¨glich.
• Ra¨umliche Auflo¨sung
Die Untersuchung einzelner SAQDs erfordert zwingend einen Mechanismus, der die
gleichzeitige Anregung bzw. Detektion mehrerer benachbarter Quantenpunkte ver-
hindert. Will man auf die sonst u¨blichen Schattenmasken verzichten, so muss das
zur Anregung verwendete Laserlicht auf der Probe stark fokussiert werden. Eben-
so ist wu¨nschenswert, dass gleichzeitig der Detektionsbereich beschra¨nkt werden
kann. Die sogenannte Konfokalmikroskopie leistet genau das.
Namensgebend bei dieser Methode ist das Prinzip der gemeinsamen Brennpunkte der
beiden Strahlenga¨nge fu¨r Probenbeleuchtung und -beobachtung (Abbildung 4.5). An-
ders als bei konventionellen optischen Mikroskopieverfahren wird in einem Konfokalmi-
kroskop nicht die gesamte Probe beleuchtet, sondern nur ein sehr kleiner Bereich. Hierzu
wird ein hochauflo¨sendes Objektiv mit großer numerischer Apertur verwendet. Dasselbe
Objektiv wird verwendet, um die beleuchtete Stelle zu beobachten. Durch den Einbau
einer Lochblende (pinhole) in den Beobachtungsstrahlengang kann weiterhin die Tie-
fenscha¨rfe des Mikroskops reduziert werden. Dadurch kann Licht, das seinen Ursprung
nicht in derselben Tiefe der Probe hat, in der sich die Brennebene des Objektivs befindet,
effektiv unterdru¨ckt werden. Auf diese Weise ist es mo¨glich, makroskopische Strukturen
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mit einer hohen Ortsauflo¨sung in allen drei Raumrichtungen zu untersuchen. Fu¨r die
ortsaufgelo¨ste spektroskopische Untersuchung der SAQDs, die in dieser Arbeit verendet
wurden, ist insbesondere die Auflo¨sung innerhalb der Schichtebene der Quatenpunkte
wichtig.
4.3.2 Mikro-Photolumineszenz
Mittels des oben beschriebenen Verfahrens der konfokalen Mikroskopie ist es leicht
mo¨glich, Photolumineszenzmessungen mit hoher ra¨umlicher Auflo¨sung an Halbleiter-
heterostrukturen durchzufu¨hren. Wa¨hrend Standard-Photolumineszenzspektroskopie le-
diglich das PL-Signal der Probe als Gesamtensemble wiedergibt, kann durch die Ver-
wendung des Prinzips der Konfokalmikroskopie zusa¨tzlich eine Ortsauflo¨sung erreicht
werden. Man spricht von Mikro-Photolumineszenzspektroskopie (µPL).
Letztlich wird durch die Wellenla¨nge des anregenden Lasers bestimmt, wie klein der
Fokus auf der Probe werden kann. Die theoretische Grenze fu¨r die Halbwertsbreite dSpot
des Fokus-Durchmessers ist abha¨ngig von der numerischen Apertur des Objektivs und
der Wellenla¨nge und liegt etwa bei D ≈ λ [98, 139], in der Praxis kommt zusa¨tzlich die
Pra¨zision der Justage hinzu. Mit Wellenla¨ngen im sichtbaren Spektralbereich werden so
typische Spotgro¨ßen von dSpot & 1 µm erreicht. Das Messsignal setzt sich also zusam-
men aus der tatsa¨chlichen PL-Emission des Quantenpunkts gefaltet mit der Form des
Detektionsbreichs:
Imess(x, y, λ) = IPL(x, y, λ)⊗ AFokus(x, y) (4.2)
Trotz dieser deutlichen Begrenzung der Auflo¨sung kann davon ausgegangen werden, dass
der QD am Ort des Intensita¨tsmaximums der Messung lokalisert ist. Die effektive late-
rale Auflo¨sung ist also (deutlich) kleiner als der µPL-Spotdurchmesser.
Abbildung 4.6 zeigt einen µPL-Fla¨chenscan an einem einzelnen Quantenpunkt. Die bei-
den dargestellten Querschnitte durch das Intensita¨tsprofil (inset) zeigen bereits Halb-
wertsbreiten im Bereich 1,4 µm . Beide Kurven zeigen einen gaußfo¨rmigen Verlauf, was
gema¨ß Gleichung 4.2 auf eine QD-Gro¨ße schließen la¨sst, die klein gegenu¨ber der Halb-
wertsbreite ist. AFM-Messungen an diesen SAQDs besta¨tigen dies (vgl. Abb. 3.4);
die so gemessene laterale Ausdehnung eines QDs liegt typischerweise im Bereich von
dQD ≈ 30 nm .
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Abbildung 4.6: inset: hochaufgelo¨ster µPL - Fla¨chenscan (4× 4 µm2 ) eines einzel-
nen Quantenpunkts
rot (blau): Gaußfo¨rmiger Profilquerschnitt durch das Intensita¨tsmaximum in x(y)-
Richtung: FWHMx/y=1,38/1,41 µm , AFWHM ≈ 1, 5 µm2
4.3.3 Realisierung eines Messaufbaus fu¨r Mikro-Photolumineszenz
Spektroskopie
Basierend auf den Konzepten eines bereits existierenden Aufbaus zur Durchfu¨hrung von
µPL-Messungen [34] wurde im Rahmen dieser Arbeit ein vollkommen neues setup -
optimiert fu¨r Quantenpunktspektroskopie - zusammengestellt. Die in der folgenden Be-
schreibung aufgefu¨hrten Nummern finden sich in der Schemazeichung des Messplatzes
auf Seite 54 wieder. Die funktionalen Komponenten des Messsystems lassen sich thema-
tisch in mehrere Gruppen einteilen:
Kryostat: Um Probenstu¨cke bei kryogenen Temperaturen vermessen zu ko¨nnen, wur-
de ein lHe-Durchflusskryostat ➀ vom Typ Konti Mikro der Firma CryoVac mit opti-
schem Zugang angeschafft. Durch den großen lichten Durchmesser des Kryostat-Fensters
von 15 mm ist ein großfla¨chiges Abrastern einer oder mehrerer Probenstu¨cke mo¨glich.
Zur elektrischen Kontaktierung stehen acht Zuleitungen sowie eine separate Masse zur
Verfu¨gung. Ein Turbopumpstand Typ HiCube 80 Classic von Pfeiffer sorgt fu¨r einen
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Druck von etwa 5× 10−7 mbar im eingeku¨hlten Zustand.
Justage: Zur Orientierung auf der Probenoberfla¨che und fu¨r die korrekte Einjustie-
rung des Lasers auf den gewu¨nschten Bereich kann die Probe u¨ber einen Strahlteiler ➁
mit einer IR-LED fla¨chig beleuchtet werden. Mit einer CCD-Kamera wird das Bild der
Oberfla¨che aufgezeichnet.
Positionierung: Der Kryostat befindet sich auf einem manuellen xy-Verschiebetisch
mit einer Reichweite von ≈ 20 × 20 mm2 und einer Positionsgenauigkeit von ±10 µm
fu¨r beide Achsen. Fu¨r die Feinpositionierung sorgt ein dreiachsiger Piezotisch von PI mit
einer Reichweite von 100×100×20 µm3 und einer Positionsstabilita¨t von zirka ±50 nm
in allen Richtungen, wodurch Integrationszeiten von bis zu einer Minute mo¨glich werden.
Laser: Zur optischen Anregung stehen verschiedene Laser ➂ unterschiedlicher Wel-
lenla¨ngen mit optischen Ausgangsleistungen im Milliwattbereich zur Verfu¨gung:
• DPSS-Laser (532 nm )
• HeNe-Laser (632 nm )
• diverse Diodenlaser (785 nm - 980 nm )
Alle Laser werden u¨ber hochpra¨zise optomechanische Komponenten in single mode Glas-
fasern eingekoppelt. Eine justierbare Faserauskopplung stellt schließlich einen kollimier-
ten Laserstrahl sicher. U¨ber einen NIR-antireflexbeschichteten Strahlteiler wird die La-
serleistung mittels eines Powermeters ➃ vom Typ FieldMaxII-TO der Firma Coherent
registriert.
Optik: Ein Satz ND-Filter ➄ hinter der Faserauskopplung stellt eine feinteilige Anpas-
sung der Laserintensita¨t u¨ber bis zu zehn Gro¨ßenordnungen sicher. Optional kann durch
das Einbringen eines Linearpolarisators die Polarisationsrichtung des anregenden Lichts
gewa¨hlt werden.
Ein weiterer Polarisationsfilter und ein λ
2
-Pla¨ttchen vor dem Spektrometer ermo¨glichen
polarisationsabha¨ngige Detektion.
NIR-antireflexbeschichtete und hochvergu¨tete Mikroskopobjektive ➅ der Firma Olym-


















Abbildung 4.7: Schemazeichnung des Konfokalmikroskopie-Messplatzes, Bezeich-
nung der Komponenten im Text
Fokussierung des Lasers auf die Probe (vgl. auch Abbildung 4.6).
Die Zahl der verwendeten Strahlteiler und Spiegel ➆ wurde auf ein Minimum reduziert,
um trotz hoher Reflexionskoeffizienten der silberbeschichteten Spiegel (R≥ 97, 5%) die
Verluste niedrig zu halten.
Zur Verbesserung der ra¨umlichen Auflo¨sung befindet sich ein pinhole ➇mit Durchmesser
d = 100 µm im Strahlengang.
Spektrometer: Ein Spektrometer ➈ vom Typ PI Acton ARC SP2758i von Roper
Scientific mit einer fokalen La¨nge von 750 mm wird zur Detektion des Signals genutzt.
Dabei stehen drei unterschiedliche Gitter mit 150, 600 und 1200 Linien pro Millimeter zur
Verfu¨gung. Mit dem feinsten Gitter kann eine spektrale Auflo¨sung von 23 pm erreicht
werden. Bei einer Wellenla¨nge von λ = 900 nm entspricht das einer Energieauflo¨sung
von 35 µeV .
Das Spektrum wird von einer lN2-geku¨hlten CCD Kamera vom Typ PI Spec-10LN mit
1340× 100 Pixeln aufgezeichnet.
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4.4 Elektrische Charakterisierung von Quantenpunkten
Optische Methoden zur Bestimmung der Energiezusta¨nde wie beispielsweise µPL haben
immer den Nachteil, dass nur Kombinationen von Elektronen- und Lochzusta¨nden detek-
tierbar sind. Durch die Anwesenheit mehrerer Ladungstra¨ger in einem QD verschieben
sich dessen Energieniveaus durch Coulombwechselwirkung. Somit kann das ungesto¨rte
QD-Energiespektrum nicht bestimmt werden. Selbst im gu¨nstigsten Fall, wenn ein QD
nur mit einem Exziton geladen ist, wird die Messung durch die Exzitonenbindungsener-
gie EX (vgl. Gleichung 2.9), die von geometrischen Faktoren ebenso wie vom Bandverlauf
abha¨ngt, vera¨ndert. Um also isoliert elektronische Zusta¨nde betrachten zu ko¨nnen muss
auf andere, elektrische Messverfahren zuru¨ckgegriffen werden.
4.4.1 CV-Spektroskopie
Ein bewa¨hrtes Verfahren zur Bestimmung elektronischer Energieniveaus ist die Kapa-
zita¨ts-Spannungs (CV ) Spektroskopie [5, 92, 129]: Proben vom Typ 2 und 3 ko¨nnen als
Plattenkondensator aufgefasst werden. Dabei ist das Gate (Fla¨che A) die eine Platte,
die andere Platte wird im Abstand d durch die oberste, mit Elektronen besetzte Schicht
der Heterostruktur gebildet. Zwischen den Platten befindet sich im Wesentlichen das





Dabei ist zu beachten, dass die am Gate anliegende Spannung festlegt, welche Schichten
innerhalb der Probenstruktur mit Elektronen besetzt sind. Wird nun die Spannung am
Gate vera¨ndert, so wird dadurch eine Umverteilung der Ladungen erzwungen. Damit
werden neue
”
Kondensatorplatten“ definiert mit vera¨ndertem Abstand d zum Gate.
Gema¨ß Gleichung 4.3 beeinflusst das die Kapazita¨t des Systems. So kann beispielweise
die Bevo¨lkerung des 2DEG oder der Zusta¨nde in den SAQDs beobachtet werden. Aus
der Abha¨ngigkeit der Kapazita¨t von der Gatespannung kann man schließlich Aussagen
u¨ber die Energieniveaus der Elektronen in den Quantenpunkten treffen.
Zur Untersuchung weniger oder sogar einzelner Quantenpunkte ist die CV-Spektroskopie
allerdings ungeeignet: Mit

















Abbildung 4.8: Schematische Zeichnung: CV-Spektroskopie (nach [18, 132])
Einer Gleichspannung Udc wird eine hochfrequente Wechselspannung Uac mit klei-
ner Amplitude aufmoduliert. Der Lock-In-Versta¨rker misst phasensensitiv den
Strom im System. Daraus kann die Kapazita¨t C(Udc) bestimmt werden.
wobei N die Anzahl beteiligter QDs ist, wird offensichtlich, dass die Methode aufgrund
messtechnischer Begrenzungen nur fu¨r gro¨ßere SAQD-Ensembles funktioniert. Die mess-
technische Umsetzung der CV-Spektroskopie wird in Abbildung 4.8 schematisch gezeigt.
Dabei stellt der graue Kasten die Probe mit dem Gesamt-Kontaktwiderstand R1 sowie
dem Widerstand R2 und der Kapazita¨t C zwischen Gate und Ru¨ckkontakt dar.
Zwischen Gate und Ru¨ckkontakt wird eine (vera¨nderliche) Gleichspannung angelegt.
Dieser wird eine hochfrequente Wechselspannung mit kleiner Amplitude aufmoduliert.
Ein Lock-In-Versta¨rker misst den resultierenden Strom durch die Probe phasensensitiv.
Da intrinsisches GaAs bei kryogenen Temperaturen ein guter Isolator ist, kann R2 7→ ∞





mit der Impedanz Z = R1 +
1
iωC
, wobei ω = 2πf die Anregungsfrequenz der Wechsel-
spannung beschreibt. Damit folgt aus Gleichung 4.5:












Typische Kontaktwidersta¨nde liegen im Bereich < 100 kΩ , wa¨hrend nach Gleichung 4.3
typische Kapazita¨ten im pF -Bereich liegen. Also gilt R1 ≪ 1ωC . Damit vereinfacht sich
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Gleichung 4.6 zu
ℑ(δI) = ωCδU (4.7)










Analog zur vorgestellten Methode kann CV-Spektroskopie ebenfalls zur Charakterisie-
rung von Lochsystemen verwendet werden [65, 99].
4.4.2 Transportbasierte Detektion elektronischer Zusta¨nde
Alternativ zur Charakterisierung der SAQDs u¨ber die Kapazita¨t des Systems kann auch
das Transportverhalten des Hallbar-Kanals verwendet werden, um die Quantenpunk-
te nachzuweisen. Der Ladungszustand der QDs beeinflusst dabei den elektrischen Wi-
derstand des 2DEG. Verschiedene Ansa¨tze, die diesen Effekt nutzen, wurden bereits
vero¨ffentlicht [48, 85–88].
Die bislang besprochenen elektrischen Messverfahren am 2DEG (Abschnitte 4.2.1 und
4.2.2) beinhalten alle eine Messung der Hallspannung bei verschiedenen Magnetfeldern.
Da diese Messungen zeitaufwa¨ndig sind, ko¨nnen so nur stabile Gleichgewichtszusta¨nde
untersucht werden. Fu¨r die Charakterisierung des 2DEG unter vera¨nderlicher Gatespan-
nung oder bei A¨nderungen des Beleuchtungszustands liegt allerdings kein Gleichgewicht
mehr vor. Um auch hier quasi in Echtzeit Daten aufzeichnen zu ko¨nnen, wird nur der
La¨ngswiderstand der Probe in Zweipunkt- oder Vierpunkt-Geometrie gemessen. Dazu
wird eine Wechselspannung Uac = 1 V u¨ber einen Vorwiderstand RS an der Hallbar
angelegt. Die la¨ngs der Hallbar abfallende Spannung sowie der fließende Strom werden
mit zwei Lock-In Versta¨rkern phasensensitiv gemessen. Die Geschwindigkeit einer Mes-
sung ist jetzt nur durch die Lock-In Integrationszeit bestimmt, fu¨r die typischerweise
tInt = 100 ms gewa¨hlt wurde.
Nun kann die Gatespannung variiert werden. Dies muss langsam im Vergleich zu tInt
geschehen, damit die Lock-In Versta¨rker plausible Werte ermitteln ko¨nnen. Durch die
Variation der Gatespannung kann ebenso wie durch das Beleuchten der Probe der La-
dungszustand der SAQDs beeinflusst werden. Wenn dies einen Einfluss auf das Trans-




Idealerweise wird hierfu¨r in Vierpunkt-Geometrie gemessen, um rein das Verhalten des
2DEG ohne Kontaktwidersta¨nde zu detektieren. Wird das 2DEG jedoch u¨ber die Ga-
tespannung auch in nichtleitende Zusta¨nde versetzt, so kann eine Vierpunktmessung
keine Daten mehr liefern, da ohne Stromfluss zwischen den Messkontakten der Hallbar
auch keine Spannung mehr abfa¨llt. In diesem Fall bietet sich die Messung in Zweipunkt-
Geometrie an.
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Bevor Hybridsysteme aus selbstorganisierten Quantenpunkten und invertiertem 2DEG
betrachtet werden, mu¨ssen die Eigenschaften dieser Strukturen isoliert betrachtet wer-
den. Zuna¨chst werden also QDs auf Proben vom Typ 1 untersucht. Hier ko¨nnen die QDs
in einer ungesto¨rten Bandstruktur optisch charakterisiert werden.
Um eine Grundlage fu¨r µPL Messungen zu schaffen, werden die QDs vorab mittels AFM-
Scans vermessen. Im Anschluss wird das PL-Spektrum eines QD-Ensembles untersucht
und der auf den Wafern erzeugte QD-Dichtegradient nachgewiesen. Diese Messungen
sind maßgeblich fu¨r die Entwicklung geeigneter Wachstumsparameter zur Erzeugung
der gewu¨nschten SAQD-Verteilung auf den Proben. Insbesondere kann der Spektralbe-
reich, in dem die PL-Linien der QDs bei gegebenen Wachstumsparametern erscheinen,
am SAQD-Ensemble besser dokumentiert werden als an einzelnen QDs. Die hier gezeig-
ten Daten stammen von Wafern, die im Rahmen der innerhalb dieser Arbeit mo¨glichen
Anpassung des Wachstums einen optimierten Verlauf des Dichtegradienten aufweisen,
so dass ein SAQD-Ensemble ebenso beobachtet werden kann wie vereinzelnte Quanten-
punkte.
Im Anschluss soll auf das Spektrum eines vereinzelten QDs eingegangen werden, wobei
die Schalenstruktur der QDs erkennbar wird. Hierbei ko¨nnen die einzelnen Linien des
Spektrums verschiedenen Zusta¨nden zugeordnet werden und die Abha¨ngigkeit des Spek-
trums von der Anregungsleitung wird klar.
Ausgehend von den Eigenschaften solcher ungesto¨rter QDs werden danach die Effek-
te eines 2DEGS in geringer Entfernung zu den QDs und der Einfluss eines Gates auf
die Spektren der QDs gezeigt. Ziel ist es, die Energiezusta¨nde eines einzelnen QDs auf-
zulo¨sen, um dessen Tauglichkeit fu¨r ein quantenoptisches Interface zu untersuchen.
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Abbildung 5.1: Form und Gro¨ße selbstorganisierter Quantenpunkte:
(a) 200× 200 nm2 -Ausschnitt aus (b): freistehender QD in isotroper Umgebung
(b) 2× 2 µm2 AFM-Scan mit SAQD-Dichte 33,5 µm−2 . inset: Kristallrichtungen
(c) 200× 200 nm2 -Ausschnitt aus (b):
”
verinselter“ QD in anisotroper Umgebung
(d,e) Querschnitte durch (a) und (c) entlang der angegebenen Kristallrichtungen
Wie in Abschnitt 3.1.3 erla¨utert wurde, verfu¨gen die fu¨r diese Arbeit verwendeten Wafer
u¨ber einen ausgepra¨gten Gradienten in der QD-Dichteverteilung. Gerade im Bereich ho-
her Dichte tritt dabei das Pha¨nomen auf, dass die QDs dazu tendieren, sich entlang von
wachstumsbedingten Unebenheiten auszurichten. Die Absta¨nde zwischen den einzelnen
QDs kann dabei auf die Gro¨ßenordnung eines Quantenpunkt-Durchmessers sinken. Da-
durch wird die Umgebung eines QDs stark anisotrop. In Abbildung 5.1 wird untersucht,
ob diese Clusterbildung die Form der QDs beeinflusst. 5.1(b) zeigt einen 2 × 2 µm2
AFM-Scan des Wafers Z03 im Abstand von etwa 5 mm zum primary flat. An dieser Po-
sition betra¨gt die SAQD-Dichte 33, 5 µm−2 und die Inselbildung der QDs ist deutlich
erkennbar. Zwei QDs wurden ausgewa¨hlt (5.1(a) und 5.1(c), mit Pfeil markiert), um
Unterschiede im Wachstum zwischen freistehenden und Cluster-QDs zu zeigen.
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Abbildung 5.2: Nach Umge-
bung aufgeschlu¨sselte Ho¨hen-
verteilung (a) und Ho¨he-
Durchmesser-Korrelation (b)
von jeweils 25 freistehenden
QDs (gru¨n) und Cluster-QDs
(blau) (c)
Durch beide QDs wurden Schnitte entlang verschiedener Kristallrichtungen gelegt (5.1(d)
und 5.1(e)), um die Symmetrieeigenschaften zu untersuchen. Der freistehende QD (d)
zeigt dabei eine nahezu perfekte zylindrische Symmetrie, wie es auch beispielsweise in
[26, 93] gezeigt und simuliert wurde. Die in anderen Gruppen beobachteten pyramidalen
oder ellipsoiden Formen [14, 61] werden im Rahmen des Auflo¨sungsvermo¨gens des AFMs
(≈ 5 nm ) hier nicht beobachtet. Auffa¨llig ist, dass auch der QD in 5.1(e) dieselbe Sym-
metrie zeigt. Offensichtlich wird die Form des QDs nicht durch die anisotrope Umgebung
mit benachbarten QDs beeinflusst. Diese Symmetrie la¨sst sich ebenso an allen anderen
untersuchten SAQDs dieses Wafers zeigen.
Allerdings unterscheiden sich die beiden QDs in ihrer Ho¨he. Um einen mo¨glichen syste-
matischen Unterschied nachzuweisen, wurde die Ho¨he von jeweils 25 freistehenden QDs
und 25 Cluster-QDs bestimmt (Abbildung 5.2(c)). Die Auswahl der QDs beziehungsweise
die daraus resultierende Ho¨henverteilung ist in Abbildung 5.2(a) dargestellt. Insgesamt
ergeben sich in der Gro¨ßenverteilung zwei bevorzugte QD-Ho¨hen von etwa 10 nm und
14 nm . Eine solche bimodale Verteilung wurde auch in anderen Gruppen beobachtet
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[3, 62, 93]. Unterscheidet man jedoch zwischen freistehenden QDs und Cluster-QDs,
so zeigt sich, dass erstere keine deutlich ausdifferenzierte Ho¨henverteilung aufweisen,
wa¨hrend letztere bevorzugte Ho¨hen aufweisen und im Durchschnitt gro¨ßer sind. Offen-
bar steht den Cluster-QDs also mehr Material zur Verfu¨gung, das sich mo¨glicherweise
an den Ra¨ndern der Unebenheiten des Substrats ansammelt.
Aus der Korrelation von QD-Ho¨he und -Durchmesser (Abbildung 5.2(b)) wird daru¨ber
hinaus erkennbar, dass kleinere QDs zu schmaleren Durchmessern tendieren, wenn sie
Teil einer solchen QD-Insel sind. Der farbig hinterlegte Bereich gibt dabei den Trend
der Korrelation an, die Breite der Ba¨nder entspricht einem Konfidenzintervall von 95%.
Dieses ist fu¨r Cluster-QDs deutlich verbreitert, was durch einen starken Einfluss der
unmittelbaren Umgebung auf die QD-Abmessungen kleinerer QDs erkla¨rt werden kann.
Dieser lokale Effekt ist bei den freistehenden QDs nicht sichtbar. Ab einer QD-Ho¨he
von etwa 13 nm la¨sst sich kein umgebungsabha¨ngiger Unterschied im Durchmesser mehr
nachweisen.
5.2 Messungen an Quantenpunkt-Ensembles
Aufgrund der mit AFM gemessenen Gro¨ßenverteilung der selbstorganisierten Quanten-
punkte kann eine deutliche Streuung der PL-Emissionslinien erwartet werden. Dies wird
in der Betrachtung des PL-Signals eines großen Ensembles von SAQDs besta¨tigt. Abbil-
dung 5.4 zeigt solche Ensemblemessungen des Wafers Z03, welcher eine Typ 1-Struktur
darstellt, die Probe entha¨lt also kein 2DEG und die Bandstruktur ist nicht verkippt. Die
Bereiche des Wafers, wo die gezeigten Spektren aufgezeichnet wurden, zeigen alle eine
SAQD-Dichte im Bereich von (25-40) µm−2 (vergleiche Abbildung 5.3). Da die Probe
von Messung zu Messung jeweils 1 mm bewegt werden musste, war pro Spektrum eine
Neufokussierung des Aufbaus notwendig. Dies hat zur Folge, dass aufgrund der Justage-
Unsicherheit die relativen Intensita¨ten der Spektren zueinander Schwankungen von bis
zu etwa 30% aufweisen ko¨nnen. Um die Vergleichbarkeit zu verbessern, wurden die Spek-
tren jeweils auf die Intensita¨t der WL-Linie normiert. Dieser liegt bei allen gemessenen
Spektren bei λWL = 850, 35 ± 0, 15 nm . Im langwelligeren Spektralbereich zeigen alle
Spektren eine breite Intensita¨tsverteilung, die auf eine große Zahl angeregter QDs schlie-
ßen la¨sst. Dies ist konsistent mit der SAQD-Dichteabscha¨tzung aus den AFM-Daten. Bei
der einzelnen, scharfen Linie bei 1064 nm , die in allen Spektren zusa¨tzlich sichtbar ist,
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Abbildung 5.4: PL-Spektren des Wa-
fers Z03: wetting layer und SAQD-
Ensemble im Bereich hoher QD-Dichte
handelt es sich um ein Messartefakt des zur Anregung verwendeten 532 nm DPSS-Lasers.
Relativ zur Intensita¨t des WL verringert sich die Intensita¨t des SAQD-Ensembles mit
zunehmender Entfernung zum Waferrand - eine Folge der langsam sinkenden QD-Dichte
[105] gema¨ß der in Abschnitt 3.1.3 vorgestellten Technik zur Erzeugung eines SAQD-
Dichtegradienten. Es scheint ebenfalls eine Tendenz zur zunehmenden Auspra¨gung kurz-
welligerer QD-Signaturen erkennbar zu sein, was auf tendenziell kleinere QDs hinweisen
wu¨rde.
Wa¨hrend in Abbildung 5.4 hohe SAQD-Dichten gezeigt wurden, kann in Abbildung 5.5
am Beispiel des Wafers Z10 der U¨bergang von hohen Dichten hin zu wenigen oder ein-
zelnen QDs beobachtet werden. Dazu wurde - beginnend am Waferrand - im Anstand
von jeweils 0, 5 mm ein Spektrum gemessen. Hier wird auch experimentell deutlich, dass
auch die vergrabene Schicht Quantenpunkte den gewu¨nschten Dichtegradienten aufweist.
Abbildung 5.5(a) zeigt dabei das Signal des WL, (b) bietet einen U¨berblick u¨ber das
gesamte Spektrum. Vom Waferrand bis zu einem Abstand von 6 mm verschiebt sich der
WL um etwa 50 meV ins Blaue. Gleichzeitig verringert sich die Zahl der SAQDs pro
Spektrum. Beides ist auf die Reduktion das beim Wachstum angebotenen Indiums mit
zunehmendem Abstand zum Waferrand zuru¨ckzufu¨hren.
Im weiteren Verlauf verschiebt sich der wetting layer in etwa zuru¨ck auf seine urspru¨ng-
liche Wellenla¨nge bei gleichzeitig ho¨herer Intensita¨t. Hier wird also die kritische Schicht-
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Abbildung 5.5: µPL-Spektren des Wafers Z10 entlang des SAQD-Dichtegradienten.
Maximale Dichte (≈ 10 µm−2 ) am Waferrand, sinkende SAQD-Dichte mit steigen-
dem Abstand zum Rand
(a) Vergro¨ßerte Darstellung des wetting layer -Signals aus Abb. (b)
(b) wetting layer und SAQD-Ensemble mit positionsabha¨ngiger Dichte
(c) spektrale Position des wetting layer, zentrale Wellenla¨nge und Halbwertsbreite
gesamte vorhandene In steht dem WL zur Verfu¨gung, was seine Dicke effektiv erho¨ht.
Dadurch wird die Rotverschiebung verursacht. Die gleichzeitige Intensita¨tszunahme ist
eine Folge dessen, dass mit sinkender SAQD-Dichte die durch Photonenabsorption er-
zeugten Ladungstra¨ger nicht mehr von QDs eingefangen werden und somit zur Erzeu-
gung von PL-Signal im WL zur Verfu¨gung stehen.
Der spektrale Bereich der QDs liegt unabha¨ngig von der Position auf dem Wafer immer
etwa zwischen 870 nm und 1030 nm . Daraus folgt, dass die statistische Gro¨ßenvertei-
lung der QDs, wie sie exemplarisch in Abbildung 5.2 an einer Position auf Z03 bestimmt
wurde, nicht signifikant von der SAQD-Dichte abha¨ngt.
In Abbildung 5.5(c) wird die spektrale Position des WL dargestellt. Die positions-
abha¨ngige Verschiebung der Wellenla¨nge wird ebenso deutlich wie die konstante Halb-
wertsbreite. Diese liegt unabha¨ngig von der SAQD-Dichte stets bei etwa 60 meV . Diese
Linienbreite ist konsistent mit den gemessenen Werten anderer Gruppen [38, 43, 107].
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Anzumerken ist, dass beim Aufzeichnen der in Abbildung 5.5 gezeigten Spektren eben-
falls beim Anfahren jeder Position nachjustiert wurde, um Intensita¨tsverluste durch eine
eventuelle Verkippung der Probe auszugleichen. Die daraus folgende Unsicherheit in der
Gesamtintensita¨t pro Spektrum genu¨gt jedoch allein nicht, um die positionsabha¨ngi-
gen Unterschiede der WL-Intensita¨ten in Abbildung 5.5(a) (Faktor ≈ 2, 5 zwischen den
Positionen 0 mm und 6 mm ) zu erkla¨ren.
5.3 Bestimmung der Energieniveaus mittels
CV-Spektroskopie
Die bislang in Kapitel 5 vorgestellten Aussagen u¨ber die optisch aktiven QDs wurden
alle durch PL-Spektroskopie gewonnen. Dadurch lassen sich, wie gezeigt, Aussagen u¨ber
die Verteilung der QDs gewinnen. Die energetische Lage der Elektronenzusta¨nde des
Ensembles kann zusa¨tzlich durch CV-Spektroskopie, wie in Abschnitt 4.4.1 gezeigt, be-
stimmt werden.
In Abbildung 5.6 werden dazu CV-Messungen an vier verschiedenen Proben gezeigt. Da
die Interpretation eines CV-Spektrums sehr komplex sein kann, werden hier Daten von
Typ 2- und Typ 3-Strukturen verglichen. Durch den Vergleich der Daten ko¨nnen die
verschiedenen Kurven verstanden werden. Zur weiteren Orientierung wurde in die Spek-
tren in Abbildung 5.6 zusa¨tzlich die normierte, gatespannungsabha¨ngige Stromsta¨rke aus
Transportmessungen entlang des 2DEG eingefu¨gt. In diesen Daten sieht man die Ent-
stehung des 2DEG deutlich. Im Einzelnen ko¨nnen zu den Spektren folgende Aussagen
getroffen werden:
• Abbildung (a) zeigt Daten des Typ 2-Wafers rZ15. Unbeleuchtet existiert hier, un-
abha¨ngig von der Gatespannung, kein bevo¨lkertes 2DEG, entsprechend fu¨hrt dies
zu einer Nulllinie in den CV-Daten. Nach Beleuchten der Probe ist im Stromver-
lauf zuna¨chst ein linearer Anstieg zu sehen. Dieser ist dem allma¨hlichen Anstieg
der Elektronendichte im 2DEG zuzuordnen. Eine entsprechende Signatur findet
sich auch in den CV-Daten. Fu¨r UGate ≥ 0, 2 V ist das 2DEG voll ausgepra¨gt, die
U¨bereinstimmung zwischen UI-Kennlinie und CV-Daten ist deutlich. Außer der
Ausbildung des 2DEG enthalten beide Kurven keine Informationen.
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Abbildung 5.6: CV-Messungen (dicke Linien) an Typ 2- und Typ 3-Wafern, dunkel
(schwarz) und nach Beleuchtung (rot), zum Vergleich Stromfluss entlang 2DEG
(du¨nne Linien), Darstellung normiert
(a) rZ15, Typ 2-Wafer ohne Wachstumspause (b) rZ14, Typ 2-Wafer mit Wachs-
tumspause (c) hZ14, Region ohne QDs (d) hZ14, hohe QD-Dichte
sich von rZ15 nominell nur dadurch, dass wa¨hrend des Wachstums eine Unterbre-
chung 30 nm oberhalb des 2DEG stattfand, um das Wachstum der SAQD-Schicht
vergleichbarer Typ 3-Wafer zu simulieren. Es stellt sich heraus, dass diese Wachs-
tumspause keine Auswirkungen auf die CV-Charakteristik der Probe hat, offen-
bar existieren am Ort der Unterbrechung keine aufladbaren Sto¨rstellen, die eine
QD-a¨hnliche Signatur zeigen wu¨rden. Da rZ14 eine geringere Dotierung als rZ15
aufweist, ist die Ausbildung des 2DEG relativ zu (a) zu ho¨heren Gatespannungen
verschoben.
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• Die Erkenntnisse aus (a) und (b) ko¨nnen nun verwendet werden, um CV-Spektren
des Typ 3-Wafers hZ14 zu interpretieren. In Abbildung (c) sind zuna¨chst Daten
eines Waferstu¨cks gezeigt, das keine SAQDs mehr entha¨lt. Außer der Bevo¨lkerung
des 2DEG muss hier zusa¨tzlich die Signatur des WL sichtbar sein.
Da hZ14 sta¨rker dotiert ist als rZ14 und rZ15, ist hier das 2DEG auch unbeleuchtet
schon leitfa¨hig. Demzufolge ist in den entsprechenden Daten bei UGate ≈ −0, 4 V
die Ausbildung des 2DEG zu sehen. Auffa¨llig ist der lineare Anstieg der Kapazita¨t
fu¨r UGate ≥ −0, 2 V .
Nach Beleuchten stehen mehr Elektronen zur Verfu¨gung. Das 2DEG wird also
bereits bei niedrigeren Gatespannungen ausgebildet. Die Daten zeigen eine Ver-
schiebung um etwa −0, 2 V . Der lineare Anstieg der Kapazita¨t ist wiederum ab
UGate ≥ −0, 2 V sichtbar. Hierbei handelt es sich um das Laden des WL, was nicht
vom Beleuchtungsvorgang beeinflusst wird.
• Abbildung (d) zeigt schließlich CV-Messungen an einer hZ14-Probe mit hoher
SAQD-Dichte. Zusa¨tzlich zum 2DEG und zum WL sollte hier auch das Laden der
Quantenpunkte sichtbar sein.
Der Vergleich von unbeleuchtetem und beleuchtetem Zustand fu¨hrt wiederum zu
einer eindeutigen Zuordnung der Signaturen von 2DEG und WL. Die Unabha¨ngig-
keit der Position des WL vom Beleuchtungszustand wird hier besonders deutlich.
Auch die Ausbildung des 2DEG stimmt in UI-Kennlinien und CV-Daten gut u¨be-
rein.
Die CV-Kurve, die nach Beleuchten gemessen wurde, zeigt im Bereich −1, 6 V ≤
UGate ≤ −1, 0 V eine stark ausgepra¨gte Schulter. Hierbei handelt es sich um die
Signatur der SAQDs. Die typische Schalenstruktur der s- und p-Schale ist nicht
sichtbar. Dies wird auf eine breite Verteilung der QD-Gro¨ßen zuru¨ckgefu¨hrt, wie es
in Abschnitt 5.1 gezeigt wurde. Die Signatur der SAQDs kann nur gemessen wer-
den, wenn ein Ru¨ckkontakt wie in Abschnitt 4.4.1 erla¨utert vorhanden ist. Dieser
Ru¨ckkontakt wird durch das 2DEG gebildet. Da die unbeleuchtete Probe erst ab
UGate ≥ −0, 2 V ein 2DEG ausbildet, wird hier das Signal der QDs nicht sichtbar.
Die Tatsache, dass die Gro¨ße der SAQDs auf hZ14 stark streut, kann ausgenutzt werden:
So kann ein passend dimensionierter QD ausgewa¨hlt werden, um ein quantenoptisches
Interface zu realisieren. Dieser sollte so gewa¨hlt werden, dass seine Signatur innerhalb
des Gatespannungs-Bereiches liegt, in dem das 2DEG existent ist. Der QD, der im Fol-
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genden in Abschnitt 5.5.4 optisch untersucht wird, wa¨re beispielsweise ein geeigneter
Kandidat. Bei UGate = −0, 5 V wird hier ein erstes Elektron in den QD geladen (ver-
gleiche Abbildung 5.15). Wie in den Abbildungen 5.6(c,d) zu sehen ist, existiert bei
dieser Spannung im Wafer hZ14 bereits ein 2DEG.
5.4 Einzelquantenpunktspektroskopie
5.4.1 Leistungsabha¨ngigkeit des QD-Spektrums
Da aus den PL-Daten von SAQD-Ensembles keine Informationen u¨ber die Schalenstruk-
tur und das Energiespektrum gewonnen werden ko¨nnen, ist es unerla¨sslich, einzelne
Quantenpunkte zu lokalisieren (siehe auch Abschnitt 4.3.2) und deren Verhalten isoliert
auszuwerten. Nur dann ist eine eindeutige Zuordnung von Spektrallinien mo¨glich.
Derselbe Typ 1-QD (Wafer Z03), der in Abbildung 4.6 gezeigt ist, wurde mit Licht
der Wellenla¨nge λ = 532 nm beleuchtet. Die Intensita¨t des Laserspots wurde dabei
vera¨ndert. Die charakteristische Intensita¨tszunahme einzelner Spektrallinien la¨sst dabei
Ru¨ckschlu¨sse auf den jeweiligen Besetzungszustand des QDs zu, wie in Abschnitt 2.3.1.3
dargestellt [95]. Der Zusammenhang zwischen Linienintensita¨t I und Anregungsleistung





wobei Exzitonen (X,X+, X−, . . . ) einen Steigungskoeffizienten von n = 1 aufweisen.
Biexzitonen (2X, 2X+, 2X−, . . . ) zeigen dagegen einen Steigungskoeffizienten von n = 2.
Allgemein gilt: Der Steigungskoeffizient n einer Spektrallinie ist gleich der Anzahl der
Elektron-Loch-Paare n in einem QD vor der Emission des Photons [52]. Dies kann zur
Identifizierung einzelner Spektrallinien verwendet werden. Abbildung 5.7 zeigt leistungs-
abha¨ngige µPL-Spektren dieses QDs, die Legende gibt die Gesamtintensita¨t des Laser-
spots auf der Probenoberfla¨che an. Da aus dem in Abbildung 4.6 gezeigten hochortsauf-
gelo¨sten Scan bereits bekannt ist, dass an der untersuchten Position nur ein einzelner
QD erfasst wird, kann davon ausgegangen werden, dass alle auftretenden Spektrallinien
auch in diesem QD generiert werden. Ab einer Anregungsleistung von etwa 1 nW werden














































Abbildung 5.7: Leistungsabha¨ngiges µ-PL Signal und Schalenstruktur eines Quan-
tenpunkts. Zuordnung der Schalen gema¨ß Hervorhebung.
Bei niedrigen Anregungsleistungen nur Spektralbereiche aus s- bzw. s- und p-Schale
gemessen. Zusammengeho¨rige Abschnitte zur Veranschaulichung verbunden.
des QDs. Diese kann maximal mit zwei Exzitonen besetzt sein (2es2hs).
Bei ho¨heren Anregungsleistungen entwickeln sich bei λ = 949 nm erste Linien der p-
Schale (maximale Besetzung 4ep4hp2es2hs [38, 140]), und schließlich kann sogar die Si-
gnatur der d-Schale um λ = 928 nm beobachtet werden, diese erlaubt eine maximale
Besetzung von 6ed6hd4ep4hp2es2hs. Noch ho¨here Leistungen fu¨hren schließlich zur An-
regung von Ladungstra¨gern ins Kontinuum des Leitungsbandes, die scharfen Linien der
Schalen verschwinden und eine verbreiterte Verteilung wird erkennbar.
Um den Ursprung einzelner Spektrallinien zu identifizieren, zeigt Abbildung 5.8a eine
vergro¨ßerte Ansicht des s-Schalen-Spektrums. Die Anregungsleitung der einzelnen Spek-
tren laut Legende bezieht sich dabei auf die gesamte Leistung des Laserspots. Nur ein
Teil davon trifft den QD direkt. Jedoch werden auch im Umfeld des QDs Exzitonen er-






































































































Abbildung 5.8: (a) s-Schalen-Spektrum eines Quantenpunkts. Anregungsleistungen
gema¨ß Legende beziehen sich auf die gesamte optische Leistung des Laserspots.
Pfeile markieren jeweils den Bereich, der zur Auswertung des Steigungskoeffizienten
verwendet wurde. (b) Steigungskoeffizienten der Leistungsabha¨ngigkeit einzelner
Spektrallinien, farbcodiert gema¨ß Markierungen in (a)
Einfangs kann im Gegensatz zur direkten Absorption im QD zu geladenen Zusta¨nden
fu¨hren.
Die wichtigsten Spektrallinien der s-Schale wurden mit farbigen Markierungen versehen,
die Pfeile kennzeichnen jeweils den Leistungsbereich, auf den sich die Auswertung der
Steigung in Abbildung 5.8b bezieht. Da sich innerhalb der Heterostruktur des untersuch-
ten Wafers keine dotierten Schichten befinden, liegt die Fermienergie in der Bandlu¨cken-
mitte und die Ba¨nder sind nicht verkippt. Mit hoher Wahrscheinlichkeit sind Quan-
tenpunkte in dieser Struktur also ungeladen. Die intensivste Linie mit n ≈ 1 ist also
dem neutralen Exziton X zuzuordnen (schwarz). Ebenfalls eindeutig ist das Biexziton

















































































































Abbildung 5.9: (a) p-Schalen-Spektrum eines Quantenpunkts. Anregungsleistungen
gema¨ß Legende beziehen sich auf die gesamte optische Leistung des Laserspots.
Pfeile markieren jeweils den Bereich, der zur Auswertung des Steigungskoeffizienten
verwendet wurde. (b) Steigungskoeffizienten der Leistungsabha¨ngigkeit einzelner
Spektrallinien, farbcodiert gema¨ß Markierungen in (a)
denen geladenen Exzitonen X±, X±∗ zugeordnet werden. Deren Intensita¨ten sind stark
von der QD-Umgebung abha¨ngig [50] und nicht zweifelsfrei zuzuordnen. Der Mittelwert
(FWHM) aller in der s-Schale vorgefundenen Linienbreiten von (geladenen) Exzitonen
und Biexzitonen betra¨gt ∆Es = 41 µeV . Dieser Wert besta¨tigt eine Abscha¨tzung von
∆Es ≤ 50 µeV aus [44]. Bei ho¨heren Leistungen treten auf der niederenergetischen Seite
des 2X-U¨bergangs eine Reihe weiterer Linien auf. Diese sind der Rekombination eines
s-Schalen-Exzitons in Gegenwart von Exzitonen der p- oder d-Schale zuzuordnen (X∗)
[25, 26, 44].
Abbildung 5.9a zeigt die Spektren der p-Schale. Sie ist aufgrund der ho¨heren Zustand-
senergien relativ zur s-Schale um etwa 50 meV blauverschoben. Die Anzahl an Linien
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nimmt gegenu¨ber der s-Schale deutlich zu. Man sieht, dass die Entwicklung der p-Schale
im Wesentlichen erst einsetzt, wenn die s-Schale bereits gesa¨ttigt ist. Hier kann der 3X-
U¨bergang identifiziert werden (Abbildung 5.9b n = 3, schwarz) sowie eine Anzahl von
Linien mit Steigungskoeffizient n = 2. Diese sind geladenen Biexzitonen zuzuordnen.
Die 4X-Linie, die sich ebenfalls in diesem Spektralbereich befinden muss, konnte nicht
identifiziert werden. In der p-Schale liegt die mittlere Linienbreite bei ∆Ep = 64 µeV .
Insgesamt kann die Aussage getroffen werden, dass dieser QD stabile Zusta¨nde in der
s- und p-Schale aufweist. Die gemessenen Linienbreiten sind gut vergleichbar mit den
Ergebnissen anderer Gruppen [44]. Zusta¨nde der d-Schale sind nicht mehr im Detail aus-
wertbar. Hier sind die Lebensdauern der Zusta¨nde zu kurz, um noch sauber getrennte
Linien zu beobachten.
5.5 Einfluss von Gates und 2DEGs auf Quantenpunkte
Bislang wurden nur Quantenpunkte in Typ 1-Strukturen ohne 2DEG betrachtet. Dort
kann das Wachstum der Proben ganz auf die Optimierung der Qualita¨t der QDs abge-
stimmt werden. Wenn SAQDs allerdings in Typ 3-Strukturen mit 2DEG implementiert
werden [73], mu¨ssen hinsichtlich der Wachstumsbedingungen sowohl fu¨r die QDs als
auch fu¨r das darunterliegende invertierte 2DEG Kompromisse gefunden werden.
In Abschnitt 5.4 wurden die optischen Eigenschaften von Typ 1-SAQDs gezeigt. Da in
solchen Strukturen keine Dotierung eingebracht wurde, befindet sich das Ferminiveau
in der Mitte der Bandlu¨cke. Die Konsequenz sind elektrisch neutrale SAQDs mit hohen
Lebensdauern fu¨r Ladungstra¨ger im Einschlusspotential der QDs. Dies resultiert, wie in
Abschnitt 5.4 gezeigt wurde, in schmalen Linienbreiten, da die Exzitonen-Rekombination
nicht durch Ladungsfluktuationen in der Umgebung der QDs beeinflusst wird.
In einer Typ 3-Struktur liegt unter den QDs ein invertiertes 2DEG, und auf die Proben-
oberfla¨che wird u¨blicherweise ein (semitransparentes) Gate aufgebracht, um die Band-
struktur beeinflussen zu ko¨nnen, wie in Abschnitt 2.4.3 beschrieben. Zwischen diesen
beiden Schichten bildet sich ein elektrisches Feld in Abha¨ngigkeit der Potentiale von
Gate und 2DEG aus. Weiterhin kann das Einschlusspotential fu¨r Elektronen, die sich im
QD befinden, erheblich reduziert werden, da es durch die Anwesenheit des 2DEG jetzt
besetzbare Zusta¨nde in Tunnelreichweite gibt. Diese Aspekte haben erhebliche Auswir-
kungen auf die optischen Eigenschaften von QDs und werden im Folgenden gezeigt.
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5.5.1 Vergleich von SAQDs in Typ 1- und Typ 3-Strukturen
Die in Abschnitt 5.4 gezeigten Spektren von Typ 1-Proben weisen typische Linienbrei-
ten der Gro¨ßenordnung 50 µeV auf. Aufgrund der unverkippten Ba¨nder ko¨nnen sowohl
positiv als auch negativ geladenene QD-Zusta¨nde beobachtet werden. Die Bandstruk-
tur fu¨r diese Situation ist in Abbildung 5.10(a) dargestellt. Leitungs- und Valenzband
verlaufen geradlinig. Wird ein Photon mit hν > EGaAsgap außerhalb des QDs absorbiert,
ko¨nnen sowohl das Elektron als auch das Loch den QD durch Diffusion erreichen. Dies
ermo¨glicht prinzipiell alle Ladungszusta¨nde. In der Na¨he der QDs befindet sich keine
Anha¨ufung von Ladungstra¨gern wie beispielsweise ein 2DEG. Die PL-Emission dieser
QDs wird also nicht aufgrund von Ladungsfluktuationen in der Umgebung verbreitert.
Bei einer Typ 3-Struktur (siehe Abbildung 5.10(b)) wird das Leitungsband allerdings
durch die Si-δ-Dotierung und 2DEG nahe der Fermienergie gepinnt. Elektronen im QD
haben jetzt eine endliche Tunnelwahrscheinlichkeit, mit der sie den QD verlassen ko¨nnen.
Diese Ladungsfluktuationen wirken sich auf die PL-Linienbreite aus [71]. Zusa¨tzlich wer-
den jetzt Elektron-Loch-Paare, die im GaAs erzeugt werden, ra¨umlich getrennt, so dass
Lo¨cher die QDs kaum noch erreichen ko¨nnen. Xn+-Linien werden also in den Spektren
unterdru¨ckt.
In den Abbildungen 5.10(c) und (d) wird schließlich die Situation mit Gate dargestellt.
Abha¨ngig von der Gatespannung kann das 2DEG verarmt oder angereichert werden
(siehe auch Kapitel 6), wodurch der Tunnelprozess QD
e−↔ 2DEG effektiv ein- und aus-
geschaltet werden kann.
Abbildung 5.11 zeigt eine Reihe von QD-Spektren des Typ 3-Wafers hZ15. Im Unter-
scheid zu anderen Wafern wurde er wa¨hrend des gesamten Wachstumsvorgangs nicht
rotiert. Der in Bild(c) skizzierte Ausschnitt befand sich dabei weit weg von den Ga-,
As- und In-Effusionszellen der MBE-Anlage. Daraus folgt fu¨r das gezeigte Stu¨ck eine
reduzierte Si-Dotierung sowie eine verringerte Dicke des capping layers, was einen stei-
leren Bandverlauf zwischen AlGaAs/GaAs-Grenzschicht und Oberfla¨che zur Folge hat.
Beides fu¨hrt dazu, dass die Probe am Rand kein 2DEG ausbilden kann (Situation wie
in Abbildung 5.10(c)). Effektiv kann also auf diesem Wafer direkt der U¨bergang einer
Typ 1-Struktur (SAQDs ohne 2DEG) hin zu einer Typ 3-Struktur (SAQDs mit 2DEG
in Tunnelreichweite) verfolgt werden.
Die in den Abbildungen 5.11(a,b,d) dargestellten Spektren wurden an den in (c) in der


























Abbildung 5.10: Bandstrukturen von Typ 1- und Typ 3-Wafern: (a) Typ 1, keine
Verkippung der Bandstruktur, Ladungstra¨ger ko¨nnen QD nicht verlassen (b) Typ
3 ohne Gate, EF an der Oberfla¨che in der Mitte der Bandlu¨cke, Tunnelprozess
QD
e−↔ 2DEG mo¨glich (c) Typ 3 mit Gate, UGate < 0, 2DEG verarmt, kein tunneln
mo¨glich (d) Typ 3 mit Gate, UGate > 0, Tunnelprozess QD
e−↔ 2DEG mo¨glich
(a-d) Absorption eines Photons mit hν > EGaAsgap und mo¨gliche Driftrichtungen fu¨r
Elektronen und Lo¨cher
Bereich etwa bei 3 µm−2 Dabei kann festgestellt werden, dass die typische Halbwerts-
breite der QD-Spektren mit steigendem Abstand zum Waferrand zunimmt. Zur Veran-
schaulichung dieses Effekts wurden auf dem Wafer drei Zonen (willku¨rlich) definiert und
deren typische Linienbreiten ausgewertet:
• Bis zu einem Abstand von maximal d ≤ 2, 75 mm treten verha¨ltnisma¨ßig schmale
Halbwertsbreiten unter 300 µeV auf. In diesem Bereich existiert kein 2DEG in der
Probe. (Bild (a))
• In einem schmale Streifen bis zu d ≤ 3, 5 mm Abstand steigt die Linienbreite an.
Dies deutet auf eine graduelle Bevo¨lkerung des 2DEG hin. (Bild (b))
• Fu¨r d > 3, 5 mm lassen die ausnahmslos stark verbreiterten Linien auf ein voll
ausgebildetes 2DEG schließen. (Bild (d))
Diese Abha¨ngigkeit der Linienbreite von der Existenz eines 2DEG in Tunnelreichweite
kann besta¨tigt werden durch den Vergleich der FWHM-Werte verschiedener Typ 1- und
Typ 3-Strukturen. In Tabelle 5.1 werden diese Daten zusammengefasst.
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300µeV < FWHM < 1000µeV
Abbildung 5.11: FWHM von QD-Spektrallinien des Wafers hZ15
(a) Spektren mit Abstand zum Waferrand d < 2, 75 mm , FWHM < 300 µeV
(b) Spektren fu¨r 2, 75 mm < d < 3, 5 mm , 300 µeV < FWHM < 1000 µeV
(c) hZ15: Probenstu¨ck und Position der Messungen aus (a,b,d) relativ zum Rand
(d) Spektren fu¨r d > 3, 5 mm , FWHM > 1000 µeV
Alle aufgelisteten Typ 1-Wafer zeigen Linienbreiten unter 300 µeV , insbesondere wur-
den auf den Wafern C6, P2, Z03 und Z06 Halbwertsbreiten unter 50 µeV nachgewiesen.
Nach [44] kann also hier von ungesto¨rten QD-Zusta¨nden ausgegangen werden. Unter-
schiede der Linienbreite zwischen verschiedenen Typ 1-Proben ko¨nnen Variationen der
QD-Wachstumstechnik zugeschrieben werden. Eine Diskussion dieser Variationen geht
jedoch u¨ber den Rahmen dieser Arbeit hinaus.
Die am wenigsten verbreiterte Linie eines QDs auf einem Typ 3-Wafer, die gemessen
wurde, weist eine Halbwertsbreite von FWHMminhZ14 = 604 µeV auf. Typische Werte sind
jedoch oberhalb von 1 meV anzusiedeln. Dieser Effekt der Linienverbreiterung um bis
zu zwei Gro¨ßenordnungen wird von allen untersuchten Wafern besta¨tigt.
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Wafer Typ FWHMmin Wafer Typ FWHMmin
C5 1 78 µeV Z09 1 243 µeV
C6 1 40 µeV Z10 1 104 µeV
P2 1 24 µeV Z11 1 179 µeV
Z03 1 30 µeV P42 3 2113 µeV
Z06 1 36 µeV hZ14 3 604 µeV
Z08 1 180 µeV hZ15 3 (179-1721) µeV
Tabelle 5.1: Vergleich der jeweils kleinsten gemessenen SAQD-Halbwertsbreite auf
verschiedenen Wafern der Typen 1 und 3. Zu hZ15 siehe auch Abbildung 5.11
5.5.2 QCSE-Einfluss auf gateabha¨ngige PL
Wie in Abschnitt 2.3.3 erla¨utert wurde, wird das PL-Signal eines Quantenpunkts im elek-
trischen Feld zwischen Gate und 2DEG durch den QCSE in Amplitude und Wellenla¨nge
beeinflusst. Dieser Effekt muss beru¨cksichtigt werden, wenn das Energiespektrum der
Elektronenzusta¨nde innerhalb eines QDs bestimmt werden soll. Fu¨r den Nachweis des
QCSE wurde am Typ 3-Wafer hZ14 in der Region niedriger SAQD-Dichte ein semitrans-
parentes Gate prozessiert wie in Abschnitt 3.2.3 beschrieben und das PL-Signal eines
einzelnen QDs abha¨ngig von der angelegten Gatespannung aufgezeichnet. Am Beispiel
zweier Spektrallinien des QD wird der Einfluss des QCSE in Abbildung 5.12 verdeutlicht.
Bild (a) zeigt normierte Spektren. Die Intensita¨t des Spektrums ist dabei farbcodiert.
Der typisch parabelfo¨rmige Verlauf der spannungsabha¨ngigen Wellenla¨nge der PL-Linien
wird deutlich. Eine Gatespannung von 2 V entspricht bei einem Abstand zwischen Gate
und 2DEG von 500 nm einem elektrischen Feld von
| ~E| = 2 V
500 nm
= 40 kVcm (5.1)
und fu¨hrt zu einer Linienverschiebung von etwa 0, 5 meV . Fu¨r die gemessenen Daten
ergibt ein Fit (weiße Linien in Abbildung 5.12(a)) nach Gleichung 2.19:
|~r|962nm = 0, 29 A˚ und |~r|967nm = 0, 26 A˚ . (5.2)
Das intrinsische Dipolmoment dieser QDs ist also gering, verglichen mit typischen Wer-
ten von |~r| = 4 A˚ in anderen Publikationen [62]. Dies ist konsistent mit den dort
vero¨ffentlichten QD-Durchmessern, die mit D = 44 nm gro¨ßer ausfallen als bei den
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Abbildung 5.12: µPL-Spektren eines QDs bei variabler Gatespannung
(a) normierte Spektren, Intensita¨t farbcodiert. (b) nicht-normierte Daten
hier verwendeten QDs gemessen, wie in Abschnitt 5.1 gezeigt. Die gro¨ßere Separation
von Elektron und Loch der 962 nm -Linie la¨sst vermuten, dass es sich bei dieser um das
neutrale Exziton X handelt, wa¨hrend die 967 nm -Linie ein (negativ) geladenes Exziton
X− zeigt. Die Scheitelposition US der Parabel gibt dabei diejenige Gatespannung an,
bei der die Ba¨nder des QD unverkippt sind. Fu¨r die beiden dargestellten Linien ist dies
UXS = 0, 30 V und U
X−
S = 0, 24 V . (5.3)
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Diese Scheitelspannung kann fu¨r jeden QD unterschiedlich ausfallen. Zwar befinden sich
alle QDs im selben elektrischen Feld zwischen Gate und 2DEG, jedoch wird das lokale
Potential stark durch Ladungen in benachbarten QDs beeinflusst.
Abbildung 5.12(b) zeigt eine Auswahl dieser Spektren in einer nicht normierten Auf-
tragung. Hier sind zwei weitere Beobachtungen mo¨glich. Zuna¨chst wird deutlich, dass
die Intensita¨t bei der Scheitelspannung nach Gleichung 5.3 maximal wird. Dies erkla¨rt
sich durch den maximalen U¨berlapp von Elektronen- und Lochwellenfunktion, was die
Exzitonen-Rekombination begu¨nstigt (vergleiche auch Abbildung 2.9). Weiterhin kann
man erkennen, dass die Halbwertsbreite der QD-Linien mit negativer Gatespannung zu-
nimmt. Je negativer die Gatespannung gewa¨hlt wird, desto steiler verla¨uft das Band
zwischen Gate und 2DEG, was effektiv die Tunnelrate fu¨r Ladungstra¨ger aus den QDs
heraus erho¨ht. Diese reduzierte Lebensdauer und die dadurch steigende Ladungstra¨ger-
fluktuation in den QDs fu¨hrt zur Verbreiterung der Linien.
5.5.3 Lo¨cher-begrenzte PL-Intensita¨t
Wenn die zu untersuchende Probe mit Licht beleuchtet wird, dessen Photonenenergie
gro¨ßer ist als die Bandlu¨cke von GaAs, dann kann ein Elektron-Loch-Paar u¨berall im
Material zwischen Oberfla¨che und 2DEG erzeugt werden. Nahe an der Oberfla¨che werden
mehr Ladungstra¨gerpaare erzeugt als in tieferen Schichten. Die im Folgenden gezeigten
PL-Messungen wurden bei einer Anregungswellenla¨nge von λ = 532 nm (entspricht




mit der Eindringtiefe d und dem material- und wellenla¨ngenabha¨ngigen Absorptionsko-
effizienten µ ≈ 8× 104 cm−1 [6] fu¨r EPhoton = 2, 33 eV und GaAs ergibt sich, dass etwa
94% der Photonen, die oberhalb des 2DEG absorbiert werden, zwischen Oberfla¨che und
SAQDs absorbiert werden. Nur etwa 6% der Photonen werden zwischen SAQDs und
2DEG absorbiert. Die so erzeugten Ladungstra¨ger, sofern sie nicht im GaAs rekombi-
nieren, ko¨nnen gema¨ß dem Bandverlauf in der Probe diffundieren.
Fu¨r die in Abbildung 5.13 gezeigten Daten wurde eine Anregungswellenla¨nge von λ =
532 nm verwendet. Abbildung 5.13(a) zeigt die integrierte Intensita¨t des Spektrums
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Abbildung 5.13: (a) Wafer hZ14: gateabha¨ngige Gesamtintensita¨t des µPL-
Spektrums eines QD, drei Bereiche markiert
(b) Bandstruktur-Schema der in (a) markierten Bereiche
eines QDs des Wafers hZ14 bei variierter Gatespannung. Dabei sind drei Bereiche er-
kennbar: Im Bereich ➀ bei negativen Spannungen a¨ndert sich die Intensita¨t kaum. Das
im Bild sichtbare Rauschen ist auflo¨sungsbedingt. Im Bereich ➁ steigt die Intensita¨t
schnell um eine Gro¨ßenordnung an, und schließlich nimmt sie im Bereich ➂ oberhalb
einer Gatespannung von UGate ≥ 0, 6 V um weitere zwei Gro¨ßenordnungen zu.
Gatespannungsabha¨ngige PL-Intensita¨t wurde an gut vergleichbaren Proben auch schon
in anderen Gruppen beobachtet [55], dort wird aber bei steigender Gatespannung nur ein
Intensita¨tsanstieg um eine Gro¨ßenordnung beobachtet. Dieser Effekt wird einer reduzier-
ten Tunnelwahrscheinlichkeit bei flacherem Bandverlauf zugeschrieben, so dass einzelne
Ladungstra¨ger den QD nicht verlassen ko¨nnen, bevor die Rekombination eines Exzitons
stattfindet. Dieser Effekt kann durchaus auch fu¨r die hier untersuchte Struktur zutreffen,
genu¨gt aber nicht, um den gemessenen sta¨rkeren Intensita¨tsanstieg in mehreren Stufen
zu erkla¨ren. Eine detailliertere Betrachtung des Bandverlaufs liefert allerdings noch eine
weitere Erkla¨rung. Fu¨r die drei genannten Bereiche zeigt Abbildung 5.13(b) den prinzi-
piellen Verlauf der Ba¨nder. Damit kann die Intensita¨tsa¨nderung wie folgt erkla¨rt werden:
• Bei negativen Gatespannungen ➀ ist das 2DEG verarmt und somit nicht am Fer-
miniveau gepinnt. Durch das Potential am Gate bildet sich ein leicht verkippter
Bandverlauf aus, der Elektronen in Richtung Substrat und Lo¨cher zur Oberfla¨che
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zieht. Das bedeutet, dass nur Lo¨cher, die in dem schmalen Bereich zwischen SAQDs
und 2DEG (hier 30 nm ) die QDs erreichen ko¨nnen, wa¨hrend ausreichend Elektro-
nen vorhanden sind. Die Rekombination von Exzitonen in QDs wird durch die
vorhandenen Lo¨cher begrenzt.
• Sobald sich ein 2DEG ausbilden kann, wird das Leitungsband ans Ferminiveau
gepinnt ➁. Die Ba¨nder verlaufen jetzt steiler als zuvor. Elektronen ko¨nnen ab jetzt
auch aus dem 2DEG in den QD tunneln. Nach wie vor ist die Zahl der Lo¨cher der
begrenzende Faktor fu¨r die Exzitonenrekombination, doch ist die Driftgeschwindig-
keit durch den steileren Bandverlauf ho¨her, was zu mehr Lo¨chern pro Zeiteinheit
fu¨hrt.
• In Bereich ➂ verlaufen die Ba¨nder immer flacher, bis schließlich der Flachband-
fall erreicht wird. Erst jetzt ko¨nnen Lo¨cher, die zwischen Oberfla¨che und SAQDs
erzeugt werden, die QDs erreichen. Dadurch erkla¨rt sich der drastische Anstieg
der Intensita¨t in diesem Bereich. Dieser Anstieg ist gut mit dem Durchbruch der
zugeho¨rigen Leckstromkurve vergleichbar, die in Abbildung 4.2 (Wafer hZ14 mit
ρQD << 1 µm
−2 ) dargestellt ist. Ein erneutes Absinken der Intensita¨t konnte im
vermessenen Spannungsbereich nicht beobachtet werden.
In allen Fa¨llen wird die PL-Intensita¨t durch die Anzahl der Lo¨cher begrenzt, die die QDs
erreichen ko¨nnen. Da deren Diffusion im Material vom Gatepotential abha¨ngt, kann die-
ses Messverfahren a¨hnlich wie herko¨mmliche Leckstrom-Messungen (siehe Abschnitt 4.1)
eingesetzt werden, um den Bandverlauf zu analysieren. Die starke Intensita¨tszunahme
in Bereich ➂ ist dabei dem Durchbruch in den UI-Kennlinien gleichzusetzen, da beide
Effekte durch einen flachen Bandverlauf ausgelo¨st werden.
5.5.4 Elektrostatisches Tuning der optischen U¨berga¨nge
Wie in Abschnitt 5.5.3 durch die vera¨nderliche PL-Intensita¨t deutlich wird, variiert die
Zahl der Elektronen und Lo¨cher, die sich im Mittel in einem QD befinden, abha¨ngig von
der Gatespannung. Daraus ergibt sich die Mo¨glichkeit, u¨ber die Gatespannung gezielt
Ladungszusta¨nde eines QD anzusprechen [40, 130].
Das kontrollierte Hinzufu¨gen einzelner Elektronen aus dem 2DEG in einen QD ist es-
sentiell zur Realisierung eines quantenoptischen Interfaces. Die (Elektronen-) Energie-
5.5 Einfluss von Gates und 2DEGs auf Quantenpunkte
nivieaus des verwendeten QDs mu¨ssen also bekannt sein. Aus der gateabha¨ngigen PL-
Spektroskopie ko¨nnen diese extrahiert werden.
Abbildung 5.14 zeigt µPL-Daten eines Quantenpunkts des Wafers hZ14 in Abha¨ngig-
keit des Gatepotentials. Angeregt wurde mit λ = 532 nm bei Popt = 510 nW . Da sich
die Gesamtintensita¨t jedes einzelnen Spektrums verha¨lt wie in Abbildung 5.13 (Anstieg
um Faktor 1000 von Bereich ➀ zu ➂) wurde jedes Einzelspektrum normiert. Dabei ist
zu beachten, dass sich die effektive Anregungsleistung nach Abschnitt 5.5.3 in den drei
gezeigten Bereichen um bis zu drei Gro¨ßenordnungen erho¨ht. Aus diesem Grund werden
im Bereich ➂ ho¨here Schalen sichtbar, wie aus Abbildung 5.7 bei ho¨heren Anregungs-
leistungen bekannt ist.
Um die Energieniveaus des QDs zu identifizieren, wurden bei verschiedenen Gatespan-
nungen anregungsleistungsabha¨ngige µPL-Spektren aufgezeichnet. Abbildung 5.15 zeigt
das Spektrum der s-Schale des Datensatzes aus Abbildung 5.14 vergro¨ßert. Waagrechte
Linien bezeichnen Gatespannungen, bei denen die Leistungsabha¨ngigkeit der PL-Linien
untersucht wurde. Aus den Steigungskoeffizienten n der jeweiligen Linien kann wie aus
Abschnitt 5.4.1 bekannt, die Exzitonen-Besetzungszahl gewonnen werden.
Damit, und unter der Annahme, dass bei der gegebenen Probenkonfiguration positiv
geladene QD-Zusta¨nde nicht signifikant auftreten (vergleiche Abschnitt 5.5.3), kann die


























Abbildung 5.14: Gateabha¨ngige µPL-Spektren eines QDs von hZ14, Popt =
510 nW .
Markierungen: Bereiche ➀,➁,➂ gema¨ß Abbildung 5.13 sowie spd-Schalen.
WL-Linie (bei etwa 852 nm ) außerhalb des dargestellten Spektrums
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Abbildung 5.15: Vergro¨ßerte Darstellung der s-Schale aus Abbildung 5.14
mit Zuordnung der im Scan sichtbaren Spektrallinien. Exemplarische Darstel-
lung einzelner Spektren (weiß) mit ho¨herer Anregungsleistung bei UGate =
−0, 5 V , 0 V ,+0, 5 V . Weitere, anhand der Leistungsserien identifizierte Spek-
trallinien in Klammern eingefu¨gt.
erste auftretende Linie dem neutralen Exziton X zugeschrieben werden. Die Leistungsse-
rie bei UGate = −0, 5 V besta¨tigt dies, außerdem treten bei ho¨heren Anregungsleistungen
zwei weitere Linien auf. Diese werden anhand ihrer Steigungskoeffizienten als 2X und
X− identifiziert. Solche aus der Leistungsabha¨ngigkeit gewonnenen Zuordnungen sind
in 5.15 mit Klammern versehen.
Bei UGate = −0, 4 V kann ein U¨bergang beobachtet werden; X wird unterdru¨ckt und
die um 4 meV rotverschobene X−-Linie tritt versta¨rkt auf. Bei dieser Gatespannung
tunnelt also ein erstes Elektron aus dem 2DEG in den QD.
Sobald die Gatespannung UGate = −0, 15 V u¨berschreitet, verschiebt sich die Exziton-
Linie durch das hinzufu¨gen eines weiteren Elektrons weiter. Diese Verschiebung hin zum
X2−-Zustand ist weitaus kleiner, da das hinzugekommene Elektron bereits in der p-
Schale sitzt.
Eine Leistungsserie bei UGate = 0 V zeigt zusa¨tzlich ein Pha¨nomen, das die bisherige Zu-
ordnung der Linien besta¨tigt. Neben der 2X2−-Signatur wird eine weitere - sehr schwach
ausgepra¨gte - X2−-Linie sichtbar. Zur Unterscheidung dieser Linien werden die Indices a
und b verwendet, wie sie auch bereits in Abbildung 5.15 beschriftet sind. Der Ursprung
dieser Aufspaltung wird in Abschnitt 2.3.1.2 beschrieben. Die unterschiedliche Intensita¨t
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beider Linien erkla¨rt sich durch die (dreifache) Entartung des Triplett-Zustands und die
Unterdru¨ckung des korrelierten Einfangs von Exzitonen aufgrund der Bandverkippung
[40], wie auch in Abbildung 5.13 deutlich wird.
Diese Aufspaltung ist hier deshalb so bedeutsam, weil die X2−-Linie der erste Zustand
ist, der bei zunehmender Ladung des QDs (bei B = 0 T ) u¨berhaupt eine Aufspaltung
zeigt. Er ist deshalb zweifelsfrei zuzuordnen und besta¨tigt somit auch die Zuordnungen
der anderen in Abbbildung 5.15 markierten Ladungszusta¨nde.
Weiterhin kann anhand einer Leistungsserie der x3−-Zustand identifiziert werden sowie
X und 2X. Die Verschiebung dieser Spektrallinien gegenu¨ber ihrer spektralen Position
bei UGate = −0, 5 V ist auf den QCSE zuru¨ckzufu¨hren (siehe auch Abschnitt 5.5.2).
Ab etwa UGate = 0, 1 V findet dort eine weitere Verschiebung zusammen mit einer Ver-
breiterung der Linien statt. Da diese alle n = 1 aufweisen, werden sie den X3− und
X4−-Zusta¨nden zugeschrieben. Biexzitonische Zusta¨nde werden nicht mehr beobachtet,
mo¨glicherweise eine Folge des U¨berangebots an Elektronen, wodurch alle eingefangenen
Lo¨cher schnell rekombinieren.
Die Mo¨glichkeit, an einem einzelnen Quantenpunkt derart pra¨zise bestimmen zu ko¨nnen,
bei welchen Gatespannungen zusa¨tzliche Elektronen aus dem 2DEG in den QD tunneln,
ist eine entscheidende Voraussetzung zur Realisierung eines quantenoptischen Interfa-
ces. Der hier vorgestellte QD beispielsweise ist fu¨r UGate < −0, 4 V ungeladen; bei
UGate ≈ −0, 4 V tunnelt ein erstes Elektron in den Quantenpunkt. Im finalen Interface
mu¨ssen diese Energieniveaus dann an die Niveaus des gatedefinierten QDs angepasst
werden, um kontrolliert den Tunnelprozess zwischen den beiden QDs zu ermo¨glichen.
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6 Einfluss von Quantenpunkten auf
zweidimensionale Elektronengase
U¨blicherweise werden zweidimensionale Elektronengase in einer auf sie zugeschnittenen
Umgebung gewachsen. Um mo¨glichst hohe Elektronenbeweglichkeiten zu erzielen, wer-
den beispielsweise Gitterdefekte im Substrat mit Hilfe von GaAs/AlGaAs U¨bergittern
ausgeheilt oder Wachstumstemperaturen und -raten optimiert. Insbesondere wird ver-
mieden, Verspannungen durch Gitterfehlanpassungen in den Kristall einzubringen oder
(geladene) Sto¨rstellen in der Na¨he des 2DEG zu erzeugen. Das Einbringen selbstorgani-
sierter InAs-Quantenpunkte in Tunneldistanz zu einem 2DEG fu¨hrt nun aber aufgrund
der ho¨heren Gitterkonstante von InAs, wie in Abbildung 2.1 gezeigt, genau zu diesen
Problemen (vgl. Abschnitt 2.2.1).
Quantenpunkte beeinflussen die Transporteigenschaften eines 2DEG aufgrund der Git-
terfehlanpassung zwischen QD- und Barrierenmaterial [100] sowie durch Coulombwech-
selwirkung [64, 70, 89, 138] ihrer Ladung mit den am Transport beteiligten Elektronen.
Ihre Anzahl sowie ihre Na¨he zum 2DEG sind also bestimmende geometrische Faktoren.
6.1 Geometrische Faktoren
Mit der in Abschnitt 3.1.3 vorgestellten Methode wurden mehrere Wafer vom Typ 3
gewachsen, die sich im Abstand zwischen invertiertem 2DEG und SAQDs unterschie-
den. Als Referenzmaterial dienen entsprechende Typ 2-Wafer. Tabelle 6.1 fu¨hrt alle im
Folgenden relevanten Daten dieser Wafer auf.
Wa¨hrend alle Typ 3-Wafer aus Tabelle 6.1 eine Schicht vergrabener Quantenpunkte
enthielten, wurde zustzlich bei den Wafern P38, P39 und P40 die SAQD-Schicht an
der Oberfla¨che gewachsen. Fu¨r diese zeigt Abbildung 6.1 die ortsabha¨ngige Dichte der
Quantenpunkte. Trotz nominell gleicher Wachstumsbedingungen ist gut erkennbar, dass
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n[ cm−2 ] n[ cm−2 ]
[ µm−2 ] [ nm ] Wafermitte am Rand Wafermitte am Rand
P60 unbekannt 60 1, 41× 106 1, 31× 105 2, 41× 1011 3, 45× 1011
P38 ≤ 27 45 1, 39× 106 1, 54× 105 3, 09× 1011 2, 54× 1011
P39 ≤ 47 30 2, 26× 105 2, 59× 104 3, 14× 1011 3, 34× 1011
P40 ≤ 35 15 1, 70× 105 2, 21× 104 3, 54× 1011 3, 68× 1011
rP38 keine QDs 45 2, 17× 106 2, 10× 106 3, 13× 1011 3, 09× 1011
rP40 keine QDs 15 6, 33× 105 5, 91× 105 3, 38× 1011 3, 49× 1011
Tabelle 6.1: Beweglichkeit und Ladungstra¨gerdichte in der Wafermitte und nahe
des Waferrandes, gemessen bei T = 4, 2 K nach Beleuchten




































Abbildung 6.1: SAQD-Dichteverteilung auf den Wafern P38,P39,P40
Orientierung des Dichtegradienten wie im inset gezeigt. Fehlerbalken resultieren
aus (gescha¨tzter) Positionierungsungenauigkeit auf der Probe (±0, 5 mm ) bzw.
aus Dichteunterschieden unterschiedlicher Messungen im gleichen Abstand zum
Waferrand. Falls nur eine Messung vorlag, wurde der Dichtefehler mit 10% ab-
gescha¨tzt. Zur besseren Visualisierung des Gradienten wurde an die Daten eine
Boltzmann-Verteilung angelegt (durchgezogene Linien).
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sich die Quantenpunktdichten in der maximalen Dichte sowie Steilheit und Position des
Gradienten deutlich unterscheiden. Dies ist auf die nur schwer kontrollierbaren Wachs-
tumsparameter beim Stranski-Krastanov-Wachstum zuru¨ckzufu¨hren. Fu¨r den folgenden
Vergleich von Transportdaten verschiedener Probenstu¨cke ist also nicht die absolute Po-
sition auf dem jeweiligen Wafer, sondern nur die dort auftretende Quantenpunktdichte
relevant [72]. Die Bereiche der genannten Wafer, die laut Abbildung 6.1 keine SAQDs
mehr aufweisen, enthalten jedoch immer noch den wetting layer. Auch dieser verspannt
das Kristallgitter. Um diesen Effekt sichtbar zu machen, wurden die Typ 2-Wafer rP38
und rP40 gewachsen. Im Gegensatz zu P38 und P40 enthalten sie keine InAs-Schicht. Um
den wetting layer Effekt mo¨glichst isoliert zu betrachten, wurde auch beim Wachstum
dieser Referenzwafer am Ort der (fehlenden) InAs-Schicht das Wachstum unterbrochen
und die Substrattemperatur abgesenkt, um das SAQD-Wachstum so gut wie mo¨glich zu
simulieren. Diese Unterbrechung sollte zur Folge haben, dass eine vergleichbare Zahl an
Fremdatomen und Defekten wie bei den Typ 3-Wafern eingebaut wird.
6.1.1 Einfluss der SAQD-Dichte
Um den Einfluss der SAQD-Dichte auf die Transporteigenschaften des 2DEG detailliert
untersuchen zu ko¨nnen, war es notwendig, die Beweglichkeit sowie die Dichte der Elek-
tronen im 2DEG punktuell bestimmen zu ko¨nnen. Aus diesem Grund wurde aus allen
Wafern, die in Tabelle 6.1 aufgefu¨hrt sind, ein Streifen entlang des SAQD-Gradienten
mit Hallbars im Abstand von jeweils 2 mm versehen. An diesen Hallbars (La¨nge 1 mm ,
Breite 200 µm ) wurde der Schichtwiderstand bestimmt sowie eine Hallgerade im Be-
reich −0, 5 T ≤ B ≤ 0, 5 T aufgezeichnet. Diese Messungen fanden bei T = 4 K
jeweils nach einem 20-seku¨ndigen Beleuchtungszyklus mit einer roten LED statt. Aus
diesen Daten wurde schließlich fu¨r jede Position auf dem Wafer die Elektronenbeweglich-
keit und -dichte extrahiert, wie in Abschnitt 4.2 beschrieben. Wie in Tabelle 6.1 und in
den Abbildungen 6.3 und 6.5 zu sehen ist, weichen die Elektronendichten der Wafer P38,
rP38, P40 und rP40 kaum voneinander ab. Sie sind also fu¨r die folgenden Betrachtungen
gut miteinander vergleichbar:
Abbildung 6.2 setzt nun die SAQD-Dichte auf P38 (spacing 45 nm ) in Relation zur
Beweglichkeit der Elektronen. Es wird deutlich, dass die Beweglichkeit in der Region
auf dem Wafer mit der hohen SAQD-Dichte reduziert wird (vergleiche [72, 106]). Zum
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Vergleich der Beweglichkeit von P38
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Vergleich der Elektronendichte von
P38 mit SAQD-Dichte sowie Elektro-
nendichte des Referenzwafers rP38
zeigt u¨ber den gesamten untersuchten Bereich nahezu konstante Beweglichkeit. Da sich
beide Wafer lediglich durch das Vorhandensein der InAs-Schicht unterscheiden, kann die
Beweglichkeitsreduktion eindeutig auf die Quantenpunkte zuru¨ckgefu¨hrt werden. Aber
auch in dem Bereich auf P38, in dem die QD-Dichte gegen Null geht, erreicht dieser Wa-
fer nur 64% der Beweglichkeit von rP38 (siehe Tabelle 6.1). Dies kann auf den Einfluss
der Verspannung zuru¨ckgefu¨hrt werden, die der wetting layer, der auf dem gesamten
Wafer vorhanden ist, in den Kristall einbringt.
Fu¨r beide Wafer zeigt Abbildung 6.3 die Elektronendichte. Diese ist gro¨ßtenteils po-
sitionsunabha¨ngig. Der Einfluss der Quantenpunkte auf P38 besteht also ho¨chstens zu
einem kleinen Teil aus einer durch Coulombwechselwirkung induzierten Verdra¨ngung von
Elektronen aus dem 2DEG, und hauptsa¨chlich aus Streupotentialen, die den Schichtwi-
derstand der Probe erho¨hen.
Gleichartige Messungen wurden ebenfalls an P40 und rP40 durchgefu¨hrt (spacing 15 nm ).
Die Ergebnisse werden in den Abbildungen 6.4 und 6.5 zusammengefasst. Wie auch bei
P38 ist der Zusammenhang zwischen SAQD-Dichte und reduzierter Beweglichkeit klar
erkennbar. Im Bereich verschwindender SAQD-Dichte erreicht P40 nur noch 27% der
Beweglichkeit der Referenzstruktur rP40 (siehe Tabelle 6.1). Dieser Einbruch ebenso
wie die insgesamt gegenu¨ber P38 und rP38 reduzierte Beweglichkeit sind eine Folge des
stark reduzierten spacings. Auch hier spielt die Elektronendichte im 2DEG keine Rolle,
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Vergleich der Beweglichkeit von P40
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Vergleich der Elektronendichte von
P40 mit SAQD-Dichte sowie Elektro-
nendichte des Referenzwafers rP40
6.1.2 Einfluss des Abstands zwischen 2DEG und SAQDs
Ein wichtiger Parameter fu¨r die Realisierung eines quantenoptischen Interfaces ist si-
cherlich der Abstand zwischen gatedefiniertem und optisch aktivem Quantenpunkt. In
Abschnitt 2.3.2 wurde gezeigt, dass die Tunnelzeit mit steigendem spacing schnell um
Gro¨ßenordnungen wa¨chst. Fu¨r die Fertigung des zugrundeliegenden Wafers bedeutet
das, dass die Dicke des spacings dahingehend optimiert werden muss, dass der Abstand
so klein wie mo¨glich gewa¨hlt wird mit der Einschra¨nkung, dass die Transporteigenschaf-
ten des invertierten 2DEG nicht zu stark beeintra¨chtigt werden [110]. Es wird ange-
nommen, dass die Beweglichkeit des dem gatedefinierten QD zugrundeliegenden 2DEG
µ ≥ 1 × 105 cm2Vs nicht unterschreiten darf (vergleiche auch Abschnitt 2.4.4), damit
der Spinzustand eines gespeicherten Elektrons nicht durch Streuzentren im QD zersto¨rt
wird.
Um also die Abha¨ngigkeit der Beweglichkeitsreduktion von der Dicke des spacings wei-
ter zu untersuchen, wurden Wafer mit spacings von 15 nm bis 60 nm verglichen. In Ab-
bildung 6.6(a) werden die positionsabha¨ngigen Elektronenbeweglichkeiten dieser Wafer
gegenu¨bergestellt. Wie oben dargestellt, stammen die Daten von einer Reihe an Hallbars
im Abstand von 2 mm , die auf jedem beteiligten Wafer prozessiert wurde. Bei dieser
Vielzahl an strukturierten Proben war es nicht zu vermeiden, dass vereinzelte Proben
durch Prozessierungsfehler bescha¨digt wurden. Aus diesem Grund schwanken die darge-
stellten Daten teilweise beziehungsweise fehlen manche Datenpunkte ganz.
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Abbildung 6.6: (a) Vergleich der positionsabha¨ngigen Elektronenbeweglichkeit der
Wafer P60 (schwarz, spacing 60 nm ), P38 (blau, 45 nm ), P39 (rot, 30 nm ) und
P40 (gru¨n, 15 nm ). Zur besseren Erkennbarkeit Daten mit Linien verbunden
(b) Beweglichkeit abha¨ngig von SAQD-Dichte fu¨r P38, P39, P40
Man sieht, dass sich die Daten fu¨r spacing-Dicken von 60 nm und 45 nm weder am Wa-
ferrand noch im Zentrum signifikant unterscheiden. Fu¨r kleinere spacings nimmt die
Beweglichkeit in Regionen ohne SAQDs schlagartig ab, die Bedingung µ ≥ 1× 105 cm2Vs
bleibt jedoch erfu¨llt. Die Unterschiede der Steigungen einzelner Datensa¨tze in Abbildung
6.6(a) korreliert mit dem jeweiligen Verlauf der SAQD-Dichtegradienten, soweit gemes-
sen. Abbildung 6.6(b) verknu¨pft schließlich die Beweglichkeit mit der SAQD-Dichte.
Wie zu erwarten, sinkt die Beweglichkeit bei gleicher QD-Dichte mit sinkendem spacing
[110, 128]. Insbesondere ist die Beweglichkeit bei P40 stark abha¨ngig von der SAQD-
Dichte. Ein spacing von 15 nm wird daher verworfen, um die Ladungsstabilita¨t des gate-
definierten QDs nicht zu gefa¨hrden. Aus Abbildung 2.8 ist bekannt, dass fu¨r spacings von
45 nm oder mehr die Tunnelzeiten τ ≫ 1 s erreichen, was eine ungenu¨gend schwache
Kopplung darstellt. Ein spacing von 30 nm fu¨hrt dagegen zu Tunnelzeiten τ ≤ 1 µs .
Daher wird von einem optimalen spacing von 30 nm ausgegangen. Die Kopplung zwi-
schen den InAs-Quantenpunkten und dem 2DEG ist nachweislich stark ausgepra¨gt, an-
dererseits wird das 2DEG nicht zu stark beeintra¨chtigt.
Weiterhin wurde ausfu¨hrlich untersucht, ob sich die erzielten Beweglichkeiten und Elek-
tronendichten durch weitere Temperaturabsenkung noch optimieren lassen. Dazu wur-
den alle Messungen ebenfalls bei T = 1, 5 K ausgefu¨hrt. Es war jedoch keine Steigerung
der Beweglichkeit zu beobachten. Im unbeleuchteten Zustand nahm die Beweglichkeit
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stark ab, teilweise wurden die Proben bei hoher SAQD-Dichte nichtleitend. Eine de-
tailliertere Darstellung der einzelnen Messungen findet sich in einer Bachelorarbeit [33].
Dort wird die Abha¨ngigkeit der Kenngro¨ßen des 2DEG von Temperatur und Beleuch-
tungszustand ausfu¨hrlich bespochen.
Die bislang besprochenen Effekte sind durchweg durch den Strukturaufbau des Halblei-
ters bestimmt. Im Folgenden wird nun der Einfluss eines Gates auf der Probenoberfla¨che
auf die Eigenschaften des 2DEG besprochen.
6.2 Verhalten des 2DEG unter Einfluss eines Gates
Der Einschluss von Elektronen in gatedefinierten Quantenpunkten im 2DEG beruht
darauf, dass durch das Anlegen einer negativen Spannung an ringfo¨rmige Gates eine
Insel im 2DEG gebildet wird, die von einer verarmten Region, in der kein 2DEG mehr
existiert, umgeben wird. Es ist also notwendig, mittels geeigneter Gatespannungen die
Elektronendichte im 2DEG bis hin zu vollsta¨ndiger Verarmung steuern zu ko¨nnen. Dieser
Effekt muss reproduzierbar vonstatten gehen, damit die Kontrolle u¨ber den gatedefinier-
ten Quantenpunkt unabha¨ngig von der Vorgeschichte der Probe gewa¨hrleistet ist.
Zur detaillierten Untersuchung wurden Hallbars auf Probenstu¨cken der Wafer hZ14,
rZ14 und rZ15 strukturiert und mit semitransparenten top gates versehen. Dieser Ab-
schnitt befasst sich mit der Analyse des Einflusses solcher Gates auf die Eigenschaften
des 2DEGs. Abbildung 6.7 zeigt nochmals beispielhaft eine Hallbar und die Benennung
der hier verwendeten Kontakte.
Abbildung 6.7: Lichtmikroskopbild
einer prozessierten Hallbar, Breite:
20µm, La¨nge: 5 Abschnitte zu je
300µm, semitransparentes TiAu-Gate
➆, AuGe-Kontakte zum 2DEG ➀-➅
und ➇, Aluminium-Bonddra¨hte.
Benennung der Kontakte gu¨ltig fu¨r










6.2.1 Magnetotransport unter Einfluss eines Gates
Nachdem, wie in Abschnitt 4.1 gezeigt, die gate- und 2DEG-Kontakte einer Hallbar un-
tersucht wurden, ko¨nnen nun die Eigenschaften des 2DEG abha¨ngig vom Einfluss eines
Gates betrachtet werden. Einige der dazu in diesem Abschnitt gezeigten Daten wurden
im Rahmen einer Masterarbeit zusammengetragen und finden sich ausfu¨hrlich diskutiert
in [30] wieder.
Der Einfluss eines Gates auf die Transporteigenschaften eines invertierten 2DEG wird
u¨ber die Bandverbiegung vermittelt. Bei stark negativen Gatespannungen werden La-
dungstra¨ger aus dem 2DEG herausgedru¨ckt (reduzierte Elektronendichte) und gleich-
zeitig der U¨berlapp der Elektronenwellenfunktion mit der GaAs/AlGaAs-Grenzfla¨che
versta¨rkt (mehr Streupotentiale), wa¨hrend bei positiven Spannungen durch den flacheren
Bandverlauf mehr Elektronen Platz im 2DEG finden und die Wellenfunktion im 2DEG
ihren Abstand zur Materialgrenzfla¨che erho¨ht. Das Einsetzen des Leckstroms zwischen
2DEG und gate markiert eine intrinsische Obergrenze zur Verwendung des gates bezogen
auf kontrollierte Interaktion mit Quantenpunkten (siehe Abschnitt 5.5), nicht notwen-
digerweise jedoch bezogen auf Transport im 2DEG. Der folgende Abschnitt beschreibt
die Abha¨ngigkeit des 2DEG von der Gatespannung, und es kann dort gezeigt werden,
dass Leckstro¨me, die klein gegenu¨ber dem Messstrom einer Magnetotransport-Messung
sind, diese kaum beeinflussen:
6.2.1.1 Gatespannungsabha¨ngige Kenngro¨ßen eines 2DEG
Abbildung 6.8 zeigt den Schichtwiderstand, die Elektronendichte und die Beweglich-
keit des 2DEG der aus dem vorigen Abschnitt bekannten Hallbar des Wafers hZ14 mit
ρQD = 33 µm
−2 . Zur besseren Vergleichbarkeit ist nochmals die aus Abbildung 4.2 be-
kannte Leckstromkurve dargestellt.
Links im Bild sind die Kenngro¨ßen des 2DEG fu¨r ein nicht kontaktiertes gate (floating
gate) abgebildet. Man sieht, dass ein Gatepotential von Ugate = 0 V an den Werten
praktisch nichts a¨ndert. Bezogen auf den Bandverlauf in der Na¨he des 2DEG mu¨ssen
sich diese Zusta¨nde also a¨hneln. Mit zunehmend ho¨herer Gatespannung - also flache-
rem Bandverlauf - sinkt der Schichtwiderstand der Hallbar und die Ladungstra¨gerdichte
steigt an. Dieser Trend gilt bis etwa Ugate ≈ 0, 7 V , wo der Flachbandfall erreicht wird.
Fu¨r ho¨here Gatespannungen bleiben die genannten Gro¨ßen weitgehend stabil. Bemer-
kenswerterweise gilt das zuna¨chst auch fu¨r den Bereich oberhalb der Leckstrom-Schwelle,
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Abbildung 6.8: Magnetotransport an hZ14: Abha¨ngigkeit von Schichtwiderstand,
Elektronendichte und Beweglichkeit von der Gatespannung
wie in Abbildung 6.8 fu¨r Ugate = 1, 0 V zu sehen ist. Dies la¨sst sich mit dem Verha¨ltnis
zwischen Messstrom und Leckstrom begru¨nden. Die im Bild gezeigten Daten wurden bei
Isd = 100 nA gemessen, der Leckstrom bei Ugate = 1, 0 V betra¨gt mit Ileak ≈ 1 nA nur
ein Hundertstel davon, was vernachla¨ssigbar wenig ist und sich deshalb nicht auf das
Magnetotransport-Verhalten der Probe auswirkt.
Ein Leckstrom dieser Gro¨ßenordnung bedeutet jedoch, dass N = Ileak
e
≈ 6×109 Elektro-
nen pro Sekunde die Struktur durchqueren. Bei einer Gesamtfla¨che des gates von etwa
104 µm2 und einer SAQD-Dichte von ρQD ≈ 30 µm−2 erreicht jeden QD alle 50 µs ein
Elektron. Die SAQDs werden also zu jeder Zeit mit der maximalen Zahl an Elektronen
geladen sein. In Abschnitt 5.5.4 wurde beispielhaft fu¨r einen einzelnen Quantenpunkt
gezeigt, dass dieser etwa im Bereich −0, 5 V ≤ Ugate ≤ 0, 5 V Elektronen aufnimmt.
Nachdem Abbildung 6.8 an einem Ensemble von etwa 3× 105 SAQDs gemessen wurde,
ist es sicherlich eine plausible Interpretation, in dem stufenartigen Verlauf der Beweg-
lichkeitskurve den repulsiven Einfluss zunehmend sta¨rker geladener QDs auf das 2DEG
zu sehen. Demnach wird die Elektronen-Wellenfunktion im 2DEG sta¨rker in Richtung
der GaAs/AlGaAs-Grenzfla¨che verschoben, was durch ho¨here Streupotentiale der Stei-
gerung der Beweglichkeit durch die ho¨here Elektronendichte entgegenwirkt.
In jedem Fall aber wird klar, dass mittels des gates ein erheblicher Einfluss auf das
2DEG-System genommen werden kann, was im Folgenden systematisch betrachtet wird.
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6.2.1.2 Hysteresefreie Variationen der Gatespannung
Um einen gatedefinierten Quantenpunkt ladungsstabil und reproduzierbar kontrollieren
zu ko¨nnen, muss es mo¨glich sein, die Eigenschaften des 2DEG u¨ber das gate hysteresefrei
zu steuern [108]. Insbesondere muss das 2DEG vollsta¨ndig verarmt werden ko¨nnen. Dies
wird mit negativen Gatespannungen erreicht. Es ist also zur Ausbildung eines gatedefi-
nierten Quantenpunkts nicht notwendig, das gate im Leckstromregime zu betreiben.
An zwei Hallbar-Strukturen der Wafer rZ14 und hZ14 wurde die Gatespannung vari-
iert. Aus der La¨ngsspannung entlang der Hallbars und der Hallspannung bei angelegtem
kleinen Magnetfeld ko¨nnen bei langsamer Variation der Gatespannung quasi-statische
Werte fu¨r Elektronendichte und Beweglichkeit ermittelt werden. Dazu wurden die Mes-
sungen zweimal durchgefu¨hrt, einmal ohne Magnetfeld und einmal mit B = 0, 1 T . Die
Daten werden in Abbildung 6.9 gegenu¨bergestellt.
Wa¨hrend der Messungen wurde die am gate anliegende Spannung in verschiedenen Inter-
vallen variiert: Zuna¨chst wurde das gate zwischen Ugate = 0 V und Ugate = 0, 75 V auf-
und abgefahren. Zur U¨berpru¨fung der Reproduzierbarkeit wurde dieser Prozess identisch
wiederholt. Anschließend wurden weitere Zyklen mit den Gatespannungs-Untergrenzen
Ugate = −0, 75 V und Ugate = −5 V gefahren. Diese verschiedenen Zyklen sind in Ab-
bildung 6.9 farbcodiert gema¨ß der Legende dargestellt.
In (a) bis (d) wurde zusa¨tzlich der entlang der Hallbars fließende Messstrom dargestellt.
Mit dem zur Messung verwendeten Lock-In Versta¨rker wurde eine Wechselspannung der
Amplitude Uac = 1 V an die Proben angelegt; ein Vorwiderstand von R = 10 MΩ wur-
de verwendet. Bei Probenwidersta¨nden, die klein gegenu¨ber dem Vorwiderstand waren,
floss also ein Strom von Imess = 100 nA entlang der Hallbar. Bei verarmtem 2DEG stieg
der Probenwiderstand drastisch an, was zum Zusammenbruch des Messstroms fu¨hrte.
Dieser Effekt ist in allen Abbildungen deutlich erkennbar.
Bild (a) zeigt den am Typ 2-Wafer rZ14 gemessenen Schichtwiderstand. Alle aufgezeich-
neten Zyklen zeigen weitestgehend einen u¨bereinstimmenden Verlauf. Hystereseeffekte
sind nicht zu beobachten, ebenso spielt die Variation der Spannungs-Untergrenzen fu¨r
die einzelnen Zyklen keine Rolle. Jedoch muss erwa¨hnt werden, dass die Messdaten im
Bereich 0 V ≤ Ugate ≤ 0, 3 V stark entrauscht und gegla¨ttet werden mussten. Dies liegt
an der Art der Datenaufzeichnung. Da die Messung mittels Lock-In Versta¨rker eigentlich
nur Messungen in einem stabilen Gleichgewicht erlaubt, sto¨sst die Methode bei schnell
wechselnden Messbedingungen - wie wa¨hrend der Ausbildung des 2DEG - an ihre Gren-
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Typ 2-Wafer rZ14: 2DEG ohne SAQDs Typ 3-Wafer hZ14: 2DEG mit SAQDs
Abbildung 6.9: rZ14 und hZ14: Hystereseverhalten von Transport-Kenngro¨ßen bei
variabler Gatespannung, gemessen an Hallbars nach Beleuchten bei T = 1, 5 K
Farbcodierung: verschiedene Spannungsgrenzen fu¨r Gatesweeps gema¨ß Legende
umrahmte Bereiche in (a,c): Daten nachbearbeitet, nur als Trendlinie gu¨ltig
(a,b) Schichtwiderstand, Strom entlang der Hallbars
(c,d) Elektronendichte, Strom entlang der Hallbars
(e,f) Beweglichkeit abha¨ngig von der Elektronendichte
ausfu¨hrliche Diskussion der Daten in [30]
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zen. Im genannten Bereich sind die Daten also lediglich als Trendlinie zu verwenden.
Der betroffene Bereich ist in den Abbildungen (a) und (c) farblich markiert.
Abbildung (b) zeigt eine gleichartige Messung am Typ 3-Wafer hZ14. Auch hier wer-
den sehr gute U¨bereinstimmungen der verschiedenen Zyklen erzielt. Hysterese tritt im
Bereich des 2DEG nicht auf. Es fa¨llt jedoch auf, dass bei den Zyklen, die bei negativen
Gatespannungen beginnen, ein hysteretisches Verhalten fu¨r Ugate ≤ −0, 2 V auftritt.
Dies kann ein Indiz fu¨r den vera¨nderlichen Ladungszustand der QDs sein: Beim upsweep
fa¨llt dann der Widerstand aufgrund ungeladener QDs niedriger aus als beim downsweep,
wo die QDs aufgrund der zwischenzeitlich positiven Gatespannung geladen sind.
Die Elektronendichte im 2DEG wird in den Abbildungen (c) und (d) analysiert. Die
Typ 2-Probe in (c) zeigt leicht hysteretisches Verhalten, ist allerdings unabha¨ngig von
der Gatespannung zu Beginn des Zyklus. Dies zeigt, das im dargestellten Bereich der
Gatespannungen keine irreversiblen Umladungsprozesse innerhalb der Struktur stattfin-
den [137]. Dies gilt ebenso fu¨r die Typ 3-Probe in (d). Beide Datensa¨tze zeigen zudem,
dass das 2DEG mit zunehmend negativer Gatespannung vollsta¨ndig verarmt werden
kann. Bei dem unsauberen Signal in Abbildung (d) handelt es sich wiederum um ein
Messartefakt, das die Auflo¨sungsbegrenzung im gemessenen Spannungssignal widerspie-
gelt. Dies ist unvermeidbar, da innerhalb der gesamten Messung Daten u¨ber mehrere
Gro¨ßenordnungen aufgezeichnet werden mu¨ssen, was die Wahl des Messbereichs ent-
scheidend beeinflusst.
Ein weiteres Indiz fu¨r den Einfluss der QDs auf die Transporteigenschaften des 2DEG
liefert der Vergleich der Abbildungen (e) und (f). Dargestellt ist die Beweglichkeit der
Elektronen abha¨ngig von ihrer Dichte. Fu¨r die Typ 2-Probe ist eine deutliche Abha¨ngig-
keit der Beweglichkeit von der Elektronendichte zu erkennen. Der Trend zu sinkenden
Beweglichkeiten im Verlauf der Messung kann durch Schwankungen der Umgebungspa-
rameter wa¨hrend der 30-minu¨tigen Messung erkla¨rt werden. Im Gegensatz zu (e) ist
fu¨r die Typ 3-Struktur in (f) keine ausgepra¨gter Zusammenhang zwischen Beweglichkeit
und Dichte erkennbar. Als maßgeblicher Effekt kommt wiederum nur der Ladungszu-
stand der SAQDs in Frage.
Insgesamt kann hier festgestellt werden, dass die geforderte Reproduzierbarkeit der Elek-
tronendichte im untersuchten Typ 3-Wafer hZ14 in hohem Maß erfu¨llt wird. Dies gilt
allerdings nur fu¨r den untersuchten Bereich der Gatespannungen zwischen Ugate = −5 V
und Ugate = 0, 75 V . Der folgende Abschnitt fu¨hrt diese Betrachtungen im Bereich jen-
seits der Leckstromschwelle fort.
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6.2.1.3 Abha¨ngigkeit des Systems vom Ausgangszustand
Es stellt sich heraus, dass die Messung einer bestimmten Eigenschaft des 2DEG - bei-
spielsweise der Elektronendichte - unter nominell identischen Bedingungen - unterschied-
lich ausfallen kann. Entscheidend ist hier auch die
”
Vorgeschichte“ der Messung. Diese
Aussage wird anhand von Abbildung 6.10 belegt. Es werden zwei Sa¨tze von Shubnikov-
de-Haas Kurven derselben Probe gezeigt (Abbildungen (a) und (b)), beide Male bei
T = 4, 2 K und Ugate = 0 V beleuchtet und bei T = 1, 5 K aufgezeichnet, beginnend
jeweils bei Ugate = 1, 2 V mit dann sinkender Gatespannung. Sie unterscheiden sich al-
lerdings dahingehend, dass das gate in (a) vor der ersten Messung fu¨r eine Minute mit
Ugate = 3, 0 V belegt wurde, wa¨hrend fu¨r (b) eine Spannung von Ugate = 1, 2 V gewa¨hlt
wurde.
Das Minimum der SdH-Kurven, das dem Fu¨llfaktor ν = 2 entspricht, kann in allen
Datensa¨tzen gut beobachtet werden. Es liegt im Fall (b) fu¨r alle Gatespannungen bei
ho¨heren Magnetfeldern als im Fall (a), was ho¨here Elektronendichten im Fall (b) bedeu-
tet. Auch die Gatespannung, die erforderlich ist, um das 2DEG signifikant zu verarmen
- erkennbar an SdH-Minima, die nicht mehr den Wert Null erreichen - verschiebt sich. In
den Abbildungen 6.10(c-e) werden die charakteristischen Gro¨ßen des 2DEG - Schicht-
widerstand, Elektronendichte und Beweglichkeit - detailliert fu¨r beide Fa¨lle (a) und (b)
dargestellt.
Die Elektronendichte kann auf zwei verschiedene Arten aus den SdH-Daten extrahiert
werden: zum einen aus Schichtwiderstand und der (linearen) Steigung der Hallspannung
(nicht abgebildet) um B = 0 T , zum anderen aus Schichtwiderstand und Position der
SdH-Minima. Die erste Methode beru¨cksichtigt dabei alle freien Ladungstra¨ger, wa¨hrend
die Zweite nur Elektronen im 2DEG erfasst. Beide Variaten sind fu¨r (d) und (e) abgebil-
det. Die gute U¨bereinstimmung beider Kurven la¨sst darauf schließen, dass kein paralleler
Kanal existiert.
Das vollsta¨ndige Verarmen des 2DEG bei sinkender Gatespannung ist in allen Abbil-
dungen fu¨r beide Fa¨lle markiert. Fu¨r (a) tritt dieser Fall bei 0, 8 V ≤ Ugate ≤ 0, 9 V
ein, fu¨r (b) bei 0, 5 V ≤ Ugate ≤ 0, 6 V . Es wird deutlich, dass der ”Abriss“ des 2DEG
nicht abrupt geschieht, da keine der Kurven in (c) bis (e) an der entsprechenden Posi-
tion eine Auffa¨lligkeit zeigt. Vielmehr wird das Leitungsband allma¨hlich angehoben, so
dass das Ferminiveau zuna¨chst in die Gro¨ßenordnung des Hintergrundpotentials durch
Sto¨reinflu¨sse aus der Umgebung der GaAs/AlGaAs-Grenzschicht sinkt. Erst bei nega-
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Abbildung 6.10: Magnetotransport-Analyse einer Hallbar auf hZ14 mit l =
300 µm , b = 20 µm und ρQD ≈ 30 µm−2 bei wechselnder Gatespannung, alle
Messungen bei T = 1, 5 K und I = 100 nA , beleuchtet
(a,b) SdH-Oszillationen bei verschieden pra¨parierten Ausgangssituationen. Gate-
spannung vor der ersten Messung: Ugate = 3, 0 V (a) und Ugate = 1, 2 V (b),
Messreihenfolge von hohen zu niedrigen Gatespannungen
(c) Schichtwiderstand, Daten aus (a,b) bei B = 0 T
(d,e) Elektronendichte und Beweglichkeit, Daten generiert aus Hallspannung (nicht
gezeigt) oder SdH-Minima wie in der Legende angegeben
(c-e) Position des 2DEG-Abrisses und Leckstrom-Schwelle markiert
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tiveren Gatespannungen, die in dieser Messreihe nicht erreicht werden, wa¨re das 2DEG
vollsta¨ndig verarmt und die Leitfa¨higkeit wu¨rde gegen Null streben. Der angesprochene
”
Abriss“ des 2DEG ist offenbar mit charakteristischen Werten der Kenngro¨ßen verbun-
den. So liegt hier der Schichtwiderstand fu¨r beide Fa¨lle etwa bei R = 3 kΩ (Bild (c)),
die Elektronendichte bei n = 1, 3× 1011 cm−2 (Bild (d)) und die typische Beweglichkeit
bei 1, 5×104 cm2Vs (Bild (e)). Die Schlussfolgerung daraus ist, dass die Eigenschaften des
2DEG selbst nicht von der
”
Vorgeschichte“ der Messungen abha¨ngig sind, da in beiden
Fa¨llen (Abbildungen (a) und (b)) der
”
Abriss“ des 2DEG bei den selben Werten der
Kenngro¨ßen stattfindet. Die beiden Fa¨lle unterscheiden sich jedoch in der Gatespan-
nung, die notwendig ist, um den dargestellten Effekt zu erreichen.
Dies kann durch Umladeprozesse innerhalb der Probenstruktur erkla¨rt werden, wenn
Materialgrenzfla¨chen oder Punktdefekte und Sto¨rstellen ge- oder entladen werden. De-
ren Ladungszustand vera¨ndert den effektiven Bandverlauf fu¨r das 2DEG auf unvorher-
sehbare Weise. Eine besondere Gattung dieser Sto¨rstellen sind die selbstorganisierten
Quantenpunkte. Insbesondere haben sie das Potential, mehrere Ladungstra¨ger aufzu-
nehmen, wie bereits in Kapitel 5 besprochen. Um die Wechselwirkung zwischen dem
Ladungszustand der SAQDs und den Transporteigenschaften des 2DEG zu verstehen,
werden im folgenden Abschnitt weitere Betrachtungen angestellt.
6.3 Ladungsabha¨ngigkeit des Transports im 2DEG
Dieser Abschnitt behandelt verschiedene Arten von Transportmessungen am 2DEG, das
durch den Ladungszustand der Quantenpunkte beeinflusst wird. Ziel solcher Messun-
gen war, das charakteristische Energiespektrum der QDs, wie in Kapitel 5 gezeigt, zu
besta¨tigen. Dabei ist grundsa¨tzlich zu beachten, dass mit optischer Spektroskopie ein
einzelner QD untersucht werden kann, wohingegen hier wieder Ensemble-Effekte zum
Tragen kommen. Eine Reduzierung der Anzahl der in der Probe vorhandenen QDs kann
das Ensemble verkleinern, jedoch wird die Messbarkeit der zu beobachtenden Effekte
dabei schnell zu schlecht.
Zur Etablierung der Messmethoden wurde hier an einer relativ großen Zahl von QDs
gearbeitet. Zuku¨nftig kann dann durch kleinere Hallbar-Strukturen, geringere SAQD-
Dichte und kleinere Gatefla¨chen das QD-Ensemble verkleinert werden.
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Abbildung 6.11: Das QDOGFET-
Prinzip (Beispiel):
gemessen bei T=4,2 K an einer hZ14-
Hallbar (Typ 3) bei Imess=1 µA
zeitabha¨ngige La¨ngsspannung (gru¨n),
Gatespannung (blau) und Belichtungs-
Zeitfenster (rot hinterlegt)
Eine Anwendung, die ebenfalls mit Typ 3-Heterostrukturen realisiert werden kann, ist
ein FET, der durch optische Anregung den Ladungszustand von SAQDs vera¨ndert und
auf diese Weise einen Gateeffekt erzielt. Ein solcher Transistor wird QDOGFET (quan-
tum dot optically gated field effect transistor) genannt [109]. Es kommen dabei InAs
SAQDs zum Einsatz, als leitfa¨hige Schicht werden invertierte 2DEGs [46, 109] oder auch
dotierte Quantentro¨ge [10, 16, 66–68, 116, 117] verwendet.
Eine Probe wird dabei von einem konstanten Strom durchflossen. Gemessen wird die
Spannung, die la¨ngs der Struktur abfa¨llt. Mittels eines kurzen Gatepulses wird die Band-
struktur so verkippt, dass die SAQD-Zusta¨nde unter das Ferminiveau fallen. Die QDs
werden negativ geladen. Im Anschluss ist die gemessene Spannung ho¨her, da die gelade-
nen QDs den Probenwiderstand erho¨hen. Beleuchtet man die Probe, so stehen Ladungs-
tra¨ger zur Verfu¨gung, die die SAQDs wieder neutralisieren, der Widerstand sinkt. Die
A¨nderung des La¨ngswiderstands ist der Coulombwechselwirkung zwischen QD-Ladung
und Elektronen-Wellenfunktion im 2DEG zuzuschreiben. Die Empfindlichkeit dieses Sy-
stems ist gut genug, um als Einzelphotonen-Detektor verwendet zu werden [66, 109].
Die in Abschnitt 6.2 vorgestellte Hallbar, die auf ein Stu¨ck des Typ 3-Wafers hZ14
prozessiert wurde, weist eine SAQD-Dichte von ρQD ≈ 30 µm−2 auf. Mittels µPL-
Spektroskopie (Abschnitt 5.5.4) und CV-Spektroskopie (Abschnitt 5.3) wurde an dieser
Probe eine verbreiterte QD-Gro¨ßenverteilung nachgewiesen. Der QDOGFET-Effekt soll-
te also an dieser Hallbar-Struktur ebenfalls nachweisbar sein. Dies kann als Schnelltest
verwendet werden, um das Umschalten des Ladezustands der SAQDs zu u¨berpru¨fen.
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Abbildung 6.12: QDOGFET: Ver-
gleich von Typ 2 und Typ3-Strukturen
bei Ugate = 0, 3 V und Ureset = 0, 8 V ,
Beleuchtung und Gate-reset wie in Ab-
bildung 6.11 gezeigt.
markierte Bereiche verwendet zur Be-
stimmung von Rill und Rreset, Mitte-
lung u¨ber ∆t = 2 s jeweils am Puls-
ende.
In Abbildung 6.11 ist das Messsignal dieser Hallbar dargestellt. Dazu wurde die Probe bei
4,2 K von einem konstanten DC-Strom von Imess = 1 µA durchflossen. Die Spannung,
die dabei an der Probe abfiel, wurde in Zweipunkt-Geometrie gemessen. Wa¨hrend der
Messung war eine Gatespannung von Ugate = 0 V angelegt. Im Abstand von 10 s wurde
das gate fu¨r 100 ms mit Ureset = 1, 0 V belegt (reset). Dies fu¨hrte zu einem schlagarti-
gen Anstieg der gemessenen Spannung und damit des Widerstands. Jeweils 10 s spa¨ter
wurde die Probe fu¨r 1 s mit einer roten LED beleuchtet. Der wa¨hrend der Beleuchtung
auftretende U¨berschwinger im Spannungssignal wird vom Photostrom verursacht. Nach
Ende des Beleuchtens fa¨llt die Spannung dann wieder auf den urspru¨nglichen Wert vor
Anlegen des Gatepulses. Der Widerstand der Probe ist innerhalb des gemessenen Zeit-
intervalls von 10 s nach dem Gatepuls ebenso wie nach Beleuchten jeweils konstant. Die
auftretenden Lade- und Entladevorga¨nge finden innerhalb der steigenden und fallenden
Flanken der Messung statt.
Damit ist klar, dass die verwendete Struktur dasselbe Verhalten zeigt wie in den ge-
nannten Vero¨ffentlichungen beschrieben. Um den Einfluss der SAQDs auf das Messignal
zu isolieren, wurde eine gleichartige Messung an einer Hallbar des Typ 2-Wafers rZ15
durchgefu¨hrt. Da diese Struktur keine QDs entha¨lt, du¨rfte der gezeigte QDOGFET-
Effekt nicht auftreten. Abbildung 6.12 vergleicht das Verhalten dieser Probe mit der
zuvor beschriebenen Typ 3-Struktur. Beide Datensa¨tze wurden mit identischen Messpa-
rametern aufgezeichnet: Imess = 1 µA , Ugate = 0, 3 V und Ureset = 0, 8 V .





























































































































Abbildung 6.13: Messung des QDOGFET-Effekts bei verschiedenen Spannungen
Ugate und Ureset an Typ 3-Wafer hZ14 (a) und Typ 2-Wafer rZ14 (b)
Vertikale Linien verbinden jeweils Rill und Rreset wie in Abbildung 6.12 eingefu¨hrt
Farbige Markierungen: mo¨glicher QD-Effekt, vergleiche Text
auftritt, die keine QDs entha¨lt. Sogar die Amplitude der Widerstandsa¨nderung ist mit
∆R ≈ 100 kΩ gut vergleichbar. Dies schließt die A¨nderung des Ladungszustands der
QDs als Ursache aus. In der oben genannten Literatur werden keine Referenzproben
ohne SAQDs untersucht, so dass zweifelhaft ist, ob die dort gezeigten Effekte ihren Ur-
sprung in den QDs haben.
Um dies zu untersuchen, wurden die fu¨r die Messungen verwendeten Parameter Ugate
und Ureset variiert. In Abbildung 6.13(a) werden die daraus resultierenden A¨nderungen
von Rill und Rreset fu¨r die Typ 3-Hallbar dargestellt, Abbildung (b) zeigt dasselbe fu¨r die
Typ 2-Probe. Jeder Satz Linien steht fu¨r verschiedene Spannungen Ugate bei festem Ureset
wie angegeben. Das untere Ende jeder Linie entspricht Rill, das Obere stellt Rreset dar.
Somit repra¨sentiert die La¨nge der Linien die A¨nderung des Probenwiderstands, wenn
bei der jeweiligen Gatespannung Ugate ein reset-Puls angelegt wird.
Diese Widerstandsa¨nderung beinhaltet mo¨glicherweise das Laden und Entladen von
QDs, der Vergleich mit der Typ 2-Probe zeigt jedoch, dass ein anderer Effekt domi-
nant sein muss.
Im Bild ist markiert, ab welchem Wert von Ureset die Leckstromschwelle u¨berschritten
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wird. Es wird deutlich, dass der QDOGFET-Effekt auch in diesem Bereich zu beob-
achten ist. Im Verhalten des Typ 2-Wafers in Abbildung (b) kann nach Einsetzen des
Leckstroms der Trend sinkenden Widerstands mit steigender Gatespannung nicht mehr
klar beobachtet werden. Bei der Typ 3-Probe hingegen a¨ndert sich das Verhalten nicht.
Ein mo¨glicher Erkla¨rungsansatz sind Umladungsprozesse innerhalb des capping layers.
Falls dort durch den Leckstrom vermehrt Umladungen an Sto¨rstellen oder an der Metall-
Halbleitergrenze auftreten, ko¨nnen diese das 2DEG der Typ 2-Probe durch die resultie-
rende Bandverbiegung unkontrollierbar beeinflussen. In der Typ 3-Struktur wird das
2DEG durch die SAQD-Schicht vom Großteil des capping layers abgeschirmt, so dass
der Einfluss auf das 2DEG erkennbar schwa¨cher wird.
Weiterhin zeigt (a), dass bei gleichem Ugate der Widerstand Rreset mit steigendem Ureset
zunimmt. Auch dies muss Umladungsprozessen zugeschrieben werden. Ein mo¨glicher Ef-
fekt der QDs, der im QDOGFET-Experiment eigentlich beobachtet werden soll, wird
umso deutlicher sein, je geringer die Umladungsprozesse die Struktur beeinflussen.
Tatsa¨chlich kann nur fu¨r die niedrigste gemessene Spannung Ureset = 0, 7 V in (a)
eine Abweichung vom generellen Trend beobachtet werden. Die Widerstandswerte ab
Ugate = 0 V (rot markiert) liegen bei ho¨heren Werten als der Vergleich mit benach-
barten Messwerten erwarten la¨sst. Im Bild verdeutlichen das Verbindungslinien zwi-
schen den Messdaten. Diese Verschiebung wurde mehrfach reproduzierbar gemessen und
tritt fu¨r keine andere Parameter-Konstallation so auf. Dies kann den QDs zugeschrie-
ben werden unter der Annahme, dass sich der Trend zu einem sinkenden Widerstand
im 2DEG durch den flacher werdenden Bandverlauf hier zwar fortsetzt, dass aber fu¨r
−0, 1 V ≤ Ugate ≤ 0, 0 V Zusta¨nde in den SAQDs geladen werden, was lokal ein Streu-
potential ins 2DEG einbringt.
Der Effekt ist sowohl fu¨r Rill als auch fu¨r Rreset vorhanden. Selbst unter der Annahme,
dass die Tunnelzeiten fu¨r Elektronen, wie in Abschnitt 2.3.2 abgescha¨tzt, nur innerhalb
einiger Gro¨ßenordnungen korrekt sind, bedeutet dies aber, dass sich die QDs nach Ab-
schalten von Ureset praktisch instantan wieder entladen. Die Differenz ∆R = Rreset−Rill
kann also nicht auf den Einfluss geladener QDs zuru¨ckgefu¨hrt werden, sondern statt des-
sen nur auf Vera¨nderungen von Schichtwiderstand und Elektronendichte im 2DEG durch




6.3.2 Umladungsprozesse im 2DEG
In Abschnitt 6.2.1 wurde gezeigt, dass die Variationen der Gatespannung im Bereich
Ugate ≤ 0, 75 V hysteresefrei sind. Die im QDOGFET-Experiment (vergleiche Abschnitt
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Typ 2-Wafer rZ14: 2DEG ohne SAQDsTyp 3-Wafer hZ14: 2DEG mit SAQDs
Abbildung 6.14: Typ 2- und Typ 3-Hallbars: La¨ngsspannung, Stromfluss und
La¨ngswiderstand bei vera¨nderlicher Gatespannung (sweep-Rate 60sV −1) mit und
ohne Beleuchten, Darstellung der Amplituden der ac-Messungen, Phase nicht ab-
gebildet.
(a) Beleuchten der Probe hZ14 bei Ugate = −2, 0 V , sweep der Gatespannung nach
Ugate = 2, 0 V und zuru¨ck
(b) Beleuchten der Probe rZ14 bei Ugate = −1, 0 V , sweep der Gatespannung nach
Ugate = 2, 0 V und zuru¨ck
(c,d) Gatesweeps unmittelbar nach (a,b) ohne erneutes Beleuchten
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6.3.1) gewonnenen Daten zeigen nun allerdings deutliche Hystereseeffekte, die durch zy-
klisches Beleuchten und Spru¨nge in der Gatespannung entstehen. Es wurde gezeigt,
dass diese Hysterese nicht den SAQDs zugeordnet werden kann. Somit muss der Effekt
von anderen Umladungen innerhalb der Heterostruktur stammen. Um dies zu untersu-
chen, wurden La¨ngsspannung und Stromfluss durch die Probe aufgezeichnet, wa¨hrend
die Gatespannung langsam variiert wurde.
Abbildung 6.14 zeigt die Resultate fu¨r Hallbars des Typ 3-Wafers hZ14 (a,c) und des
Typ 2-Wafers rZ14 (b,d). Dargestellt werden jeweils die in Vierpunkt-Geometrie gemes-
sene La¨ngsspannung (schwarz), der Stromfluss durch die Probe (rot) und der daraus
resultierende La¨ngswiderstand (blau). Die Messkurven der upsweeps (Umingate → Umaxgate )
sind als durchgezogene Linien dargestellt, downsweeps (Umaxgate → Umingate ) sind gepunktet
gezeichnet. In den Bildern (a,b) ist jeweils der erste sweep nach Beleuchten der Probe
abgebildet, (c,d) zeigen jeweils zwei weitere Zyklen, fu¨r die die Proben nicht neu be-
leuchtet wurden.
Fu¨r den ersten sweep gilt fu¨r beide Proben, dass das Beleuchten bei Gatespannungen
stattfindet, wo das 2DEG vollsta¨ndig verarmt ist. Fu¨r den Wechselstrom-Widerstand
der Proben




gilt R → ∞, da der gemessene Stromfluss allein durch den kapazitiven Anteil des Wi-
derstands zustande kommt, die gemessene Phase betra¨gt 90◦. Das Anreichern des 2DEG
kann anhand des Stromverlaufs beobachtet werden. Ist das 2DEG vollsta¨ndig ausge-
pra¨gt, erreicht der Strom die durch den verwendeten Vorwiderstand von R = 100 MΩ
und die Wechselspannung des LockIn-Versta¨rkers Uac = 1 V festgelegte Sa¨ttigungs-
grenze von I = 10 nA . Der Probenwiderstand ist jetzt rein resistiv, die gemessene
Phase betra¨gt 0◦. Nun wird die Gatespannung deutlich in den Leckstrombereich ver-
fahren (Umaxgate = 2, 0 V ), anschließend wird das Gate langsam in den Ausgangszustand
zuru¨ckgefahren. Fu¨r beide Proben ist klar erkennbar, wie das 2DEG bei deutlich ho¨her-
en Gatespannungen als beim upsweep verarmt. Der Widerstand wird dabei wiederum
kapazitiv.
In den Abbildungen (c,d) sind jeweils zwei weitere Zyklen der Gatespannung dargestellt.
Hier wurden die Hallbars vor Beginn des upsweeps nicht erneut beleuchtet. Das Ergebnis
ist eine drastische Reduktion der Hysterese, die Gatespannung, fu¨r die das 2DEG gerade






























































Abbildung 6.15: (a) R-C-U¨bergang im 2DEG, Frequenzabha¨ngigkeit des La¨ngswi-
derstands, gemessen an hZ14. (b) Bestimmung der Kapazita¨t aus ℑ(Z) und f
Der U¨bergang von resistiver zu kapazitiver Charakteristik des komplexen Wechselstrom-
widerstands wird in einer einfachen Messreihe besta¨tigt. Dazu wird die Oszillatorfrequenz
des LockIn-Versta¨rkers variiert und die gatespannungsabha¨ngige Amplitude des Wider-
stands gemessen. Abbildung 6.15(a) zeigt diese Messungen. Oben in der Abbildung ist
beispielhaft der idealisiere Verlauf der Phase zwischen Strom und Spannung dargestellt.
Er variiert von Messung zu Messung leicht und soll hier nur der Orientierung dienen. Die
gezeigten downsweeps sind im Bereich Ugate ≥ −0, 55 V unabha¨ngig von der Anregungs-
frequenz. Hier existiert ein leitfa¨higes 2DEG, Die Phase zwischen Strom und Spannung
ist 0◦. Die Kapazita¨t aus Gleichung 6.1 verschwindet, und der Widerstand ist ohmsch.
Mit zunehmender Verarmung des 2DEG steigt die Phase an, im 2DEG entstehen ver-
armte Bereiche, wodurch kapazitive Elemente im Widerstand auftauchen. Ist das 2DEG
schließlich vollsta¨ndig verarmt, gilt fu¨r den ohmschen Anteil R → ∞ und die Phase
betra¨gt 90◦, also |Z| = ℑ(Z). Abbildung 6.15(b) zeigt fu¨r diesen Bereich ℑ(Z) abha¨ngig
von der Frequenz f . Die nach Gleichung 6.1 erwartete indirekte Proportionalita¨t kann
sehr gut besta¨tigt werden. Aus diesen Daten wird die Kapazita¨t des verarmten 2DEG
extrahiert. Es liegt fu¨r alle Frequenzen bei etwa C ≈ (2, 2±0, 1)nF . Die Konstanz dieses
Werts kann als Maß fu¨r die frequenzunabha¨ngige, rein kapazitive Charakteristik des ver-
armten 2DEG bei niedrigen Gatespannungen angesehen werden. Das in Abbildung 6.14
dargestellte Verhalten kann mit einem einfachen Modell erkla¨rt werden, das in Abbil-
dung 6.16 skizziert wird. Der Einfachheit halber wird nur das Leitungsband dargestellt.
Effekte, die Lo¨cher betreffen, werden im Text erwa¨hnt, wo es notwendig ist:
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Abbildung 6.16: Modell fu¨r Umladungen in der Heterostruktur
1. Zuna¨chst ist die Probe unbeleuchtet, die DX-Zentren [102, 118, 137] der Dotier-
schicht sind noch nicht aktiviert. Entsprechend niedrig ist die Elektronendichte im
2DEG. Ob dieses bereits leitfa¨hig ist, ha¨ngt von der Dotiersta¨rke und der Gate-
spannung ab.
2. Durch den ersten Beleuchtungsvorgang werden die DX-Zentren ionisiert, die frei-
werdenden Elektronen tunneln ins 2DEG. Zugleich wird das 2DEG durch den
einsetzenden Photostrom weiter angereichert. Die dabei erzeugten Lo¨cher fließen
u¨ber das Gate ab.
3. Nach dem Beleuchten ist die Elektronendichte im 2DEG erho¨ht. Dadurch steigt
die Leitfa¨higkeit.
4. Durch das Anlegen einer positiven Gatespannung (reset) wird die Bandstruktur
verkippt, bis der Flachbandfall erreicht ist. Die Elektronen fließen aus dem 2DEG
ab.
5. Nach Abschalten der reset-Spannung befinden sich weniger Elektronen im 2DEG,
die Leitfa¨higkeit sinkt. Wird nun nicht wieder beleuchtet, so a¨ndert sich auch durch
erneutes Anlegen der reset-Spannung die Elektronendichte nicht mehr (➄ ⇔ ➃).
6. Wird allerdings erneut beleuchtet (➄ ⇒ ➅), so wird durch den einsetzenden Pho-
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Abbildung 6.17: Wafer hZ14: reproduzierbare Hystereseschleifen im 2DEG, gemes-
sen bei Imess = 100 nA , upsweeps von Ugate = 0, 5 V −0, 8 V bis Ugate = 1, 0 V −
1, 4 V , downsweep mit Hysterese-Effekt, beleuchten bei Ugate = 0, 5 V − 0, 8 V .
sweep in Pfeilrichtung, senkrechte Pfeile: Beleuchten, Kreise: Umkehrspannung der
sweeps
Dieses Modell kann ebenfalls verwendet werden, um zu erkla¨ren, warum im vorange-
gangenen Abschnitt 6.3.1 der QDOGFET-Effekt auch an der Typ 2-Probe beobachtet
werden konnte. Tatsa¨chlich spielen eventuell vorhandene SAQDs in diesem Modell keine
Rolle, insbesondere, wenn die Lade- und Entladevorga¨nge auf kurzen Zeitskalen ablau-
fen, wie in Abschnitt 2.3.2 abgescha¨tzt. Um das Modell zu besta¨tigen, wurden an der
Hallbar des Typ 3-Wafers hZ14 weitere sweeps durchgefu¨hrt, wobei verschiedene Gren-
zen Umingate und U
max
gate verwendet wurden. Die Daten werden in Abbildung 6.17 pra¨sentiert.
Fu¨r jede mo¨gliche Kombination der Spannungen Umingate = 0, 5 V , 0, 6 V , 0, 7 V , 0, 8 V
und Umaxgate = 1, 0 V , 1, 2 V , 1, 4 V wurde der in Abbildung 6.16 beschriebene Zyklus
fu¨nf mal durchfahren. Dabei ko¨nnen mehrere Feststellungen getroffen werden:
• Unabha¨ngig von der Spannung, bei der die Probe beleuchtet wird, verlaufen alle
upsweeps entlang desselben Pfads. Der Beleuchtungsprozess (Schritt ➅ im Modell)
stellt Elektronen unabha¨ngig von der Gatespannung zur Verfu¨gung.
• Alle reset-Spannungen Umaxgate dieser Messreihe liegen im Leckstrombereich. Gema¨ß
der Modellvorstellung tritt in allen Fa¨llen beim downsweep Hysterese auf. Je ho¨her
Umaxgate gewa¨hlt wird, desto gro¨ßer ist der Leckstrom. Dementsprechend wa¨chst der
Hysterese-Effekt. Eine Sa¨ttigung wurde nicht erreicht.
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• In allen Fa¨llen konnte der Probenwiderstand durch erneutes Beleuchten zuru¨ckge-
setzt werden. Innerhalb der jeweils durchgefu¨hrten fu¨nf Zyklen ist der Verlauf des
Probenwiderstands sehr gut reproduzierbar.
Diese Daten besta¨tigen das erla¨uterte Modell. Fu¨r die Realisierung eines quantenopti-
schen Interfaces muss dieses Verhalten der Struktur beru¨cksichtigt werden.
Mit diesen Untersuchungen sind nun die Eigenschaften des 2DEG und seine Reaktion
auf a¨ußere Einflu¨sse bekannt. Damit und unter Verwendung der Resultate aus Kapitel 5
kann nun die Prozessierung eines gatedefinierten, elektrostatischen Quantenpunkts um-
gesetzt werden. Damit ist die prinzipielle Eignung des untersuchten Materials fu¨r das




Ein quantenoptisches Interface, wie es in [37] vorgeschlagen wird, ist prinzipiell vermut-
lich realisierbar. Alle dazu notwendigen Einzelprozesse wurden bereits gezeigt, und auch
das verwendete Materialsystem ist gut verstanden und beherrschbar.
In Kapitel 5 konnte gezeigt werden, dass selbstorganisierte InAs-Quantenpunkte, die un-
ter Ausnutzung des Stranski-Krastanov Effekts gewachsen wurden, ausreichend optisch
aktiv sind. Diskrete Ladungszusta¨nde ko¨nnen gezielt u¨ber das Anlegen einer Gatespan-
nung erzeugt werden. Mikro-Photolumineszenzspektroskopie wurde verwendet, um diese
Zusta¨nde nachzuweisen. Der Nachweis einzelner Quantenpunkte ist dabei ebenso gelun-
gen wie die Aufschlu¨sselung der QD-Schalen und Exzitonischen Zusta¨nde.
Fu¨r ein quantenoptisches Interface wird ein einzelner optisch aktiver Quantenpunkt
beno¨tigt. Wenn, wie gezeigt, Selbstorganisation von Quantenpunkten genutzt werden
soll, muss zusa¨tzlich eine Mo¨glichkeit gefunden werden, einen vereinzelten QD zu erzeu-
gen. Das dies mit der in Abschnitt 3.1.3 vorgestellten Methode des unrotierten Wachs-
tums der SAQD-Schicht mo¨glich ist, konnte zuverla¨ssig durch AFM-Messungen gezeigt
werden.
Ein weiterer funktionaler Bestandteil des quantenoptischen Interfaces ist der elektrosta-
tisch definierte Quantenpunkt in Tunneldistanz zum InAs QD. Gatestrukturen ko¨nnen
solch einen Quantenpunkt innerhalb eines invertierten 2DEG erzeugen. In Kapitel 6 wur-
de gezeigt, dass die Qualita¨t der zweidimensionalen Elektronengase der untersuchtenWa-
fer dafu¨r ausreichend gut ist. Die in Abschnitt 2.4.2 abgescha¨tzte Mindest-Beweglichkeit
wird erreicht. Der Einfluss von Gates auf die Transporteigenschaften wurde untersucht
und es konnte gezeigt werden, dass die durch das Gate eingebrachten Vera¨nderungen
im 2DEG reproduzierbar und hysteresefrei sind, solange die Durchbruchsspannung am
Gate nicht u¨berschritten wird. Die bei ho¨heren Gatespannungen auftretenden Hysterese-
effekte wurden untersucht und mittels eines einfachen Bandstruktur-Modells erla¨utert.
Die zwischen selbstorganisierten Quantenpunkten und invertiertem 2DEG beobachtba-
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renWechselwirkungen wurden detailliert untersucht. In Abschnitt 6.1 wurde die Vera¨nde-
rung der Transport-Kenngro¨ßen des 2DEG abha¨ngig von der Dichte der SAQDs und
deren Abstand zum 2DEG untersucht. Gerade im Bereich niedriger QD-Dichten stellt
die Reduzierung der Elektronenbeweglichkeit im 2DEG kein Problem fu¨r die Realisie-
rung eines quantenoptischen Interfaces dar. Der Ladungszustand der SAQDs konnte
u¨ber die Transporteigenschaften des 2DEG nur in begrenztem Umfang detektiert wer-
den. Ursa¨chlich ist hierfu¨r ein Umladungsprozess innerhalb der Halbleiterstruktur, der
die Vera¨nderung von Elektronendichte und -beweglichkeit bei vera¨nderter Gatespannung
oder nach Beleuchten dominiert. Abschnitt 6.3 zeigt dazu ausfu¨hrliche Untersuchungen.
Umgekehrt ist die Gegenwart des invertierten 2DEG klar u¨ber die optischen Eigenschaf-
ten der SAQDs erkennbar. In Abschnitt 5.5 wird der Effekt verkippter Bandstrukturen
ebenso deutlich wie die starke Verbreiterung der PL-Linien im Spektrum der SAQDs,
wenn dort Ladungsfluktuationen durch die Gegenwart einer Elektronen-Wellenfunktion
im 2DEG auftreten.
Die vorgeschlagene Heterostruktur ist also durchaus in der Lage, als Grundlage fu¨r ein
quantenoptisches Interface zu dienen. Die Abscha¨tzung u¨ber die Tunnelzeiten der Elek-
tronen zwischen beiden Systemen in Abschnitt 2.3.2 und die Ergebnisse in Abschnitt 6.3
lassen darauf schließen, dass sich der Ladungszustand der SAQDs den durch das Gate
erzeugten Verkippungen der Bandstruktur auf sehr kurzen Zeitskalen anpasst. Dies ist
ideal fu¨r das gewu¨nschte kontrollierbare Tunneln des Qubit-Elektrons durch Variation
der Gatespannung, wie in Kapitel 1 erla¨utert wurde.
Ein na¨chster Schritt wa¨re die Realisierung des elektrostatisch definierten QDs im 2DEG
einer Typ 3-Struktur, ausgerichtet an einem vereinzelten InAs-QD. Die pra¨zise µPL Kar-
tierung der SAQD-Schicht, die in Abschnitt 4.3.2 demonstriert wurde, ist die Grundlage
zur Lokalisierung eines geeigneten Quantenpunkts. Abschließend muss die Hetreostruk-
tur noch leicht modifiziert werden, so dass sich die InAs SAQD-Schicht in einer p-
dotierten GaAs-Matrix befindet. Auf diese Weise ko¨nnen die Lo¨cher bereitgestellt wer-
den, die fu¨r die Emission des fliegenden Qubits beno¨tigt werden. Mo¨glicherweise erfordert
dieser Schritt leichte Anpassungen der Struktur-Geometrie, die sich durch den vera¨nder-
ten Bandverlauf durch die p-Dotierung ergibt.
Das in Abbildung 1.1 skizzierte Modell des quantenoptischen Interfaces wa¨re somit rea-
lisiert. Es erfu¨llt das DiVincenzo-Kriterium der Konvertierbarkeit des Qubits direkt [29].
Denkbar ist ebenfalls, dass innerhalb der Heterostruktur eine zweidimensionale Matrix
aus gekoppelten elektrostatisch definierten und optisch aktiven Quantenpunkten erzeugt
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wird, wobei jedes QD-Paar einzeln elektrisch und optisch adressierbar sein muss. Damit
wa¨re die Skalierbarkeit des Interfaces auf einem Chip gegeben, womit das erste - und
vielleicht wichtigste - DiVincenzo-Kriterium ebenfalls erfu¨llt wa¨re.
Insgesamt tra¨gt diese Arbeit dazu bei, die grundlegenden Eigenschaften der untersuchten
Halbleiter-Heterostruktur zu verstehen. Der tatsa¨chlichen Realisierung eines quantenop-
tischen Interfaces steht somit prinzipiell kein grundlegend unlo¨sbares Problem entgegen.
Die weitere Entwicklung der Forschungsarbeiten zu Quantencomputern und Quanten-
informationstransport bleibt abzuwarten, doch fu¨r die Problematik der Schnittstelle zwi-





8.1 Abku¨rzungen und Begriffskla¨rung
2DEG zweidimensionales Elektronengas, synonym zum invertierten 2DEG gebraucht
AFM atomic force microscopy - Rasterkraftmikroskopie
CV Kapazita¨tsspektroskopie, zur Bestimmung der Kapazita¨t einer
Halbleiterstruktur abha¨ngig von einer angelegten Gatespannung
EPhoton Photonenenergie
FWHM full width at half maximum, Halbwertsbreite (einer Spektrallinie)
λ Wellenla¨nge
µ Ladungstra¨gerbeweglichkeit
MBE molecular beam epitaxy - Molekularstrahl-Epitaxie, verwendet zur
Erzeugung aller hier behandelten Wafer
n Ladungstra¨gerdichte, hier immer Elektronendichte
(µ)PL (Mikro-)Photolumineszenz-Spektroskopie, (ortsaufgelo¨ster) Nachweis
von Photolumineszenz zur Charakterisierung von Quantenpunkten
QCSE quantum confined Stark effekt, feldabha¨ngige Bandverkippung im QD
QD quantum dot - Quantenpunkt




SAQD self assembled quantum dot - unter Ausnutzung des Stranski-Krastanov
Effekts selbstorganisiert gewachsener Quantenpunkt
SdH Shubnikov-de Haas Oszillationen
SL super lattice - U¨bergitter, periodisch abwechselnde Halbleiterschichten
X Exziton, hochgestellte Zahlen beschreiben den Ladungszustand
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Anhang
8.2 U¨bersicht u¨ber verwendete Wafer

















Typ 1 - Referenz-Wafer mit InAs SAQDs
Name Wafer AlxGaAs-Unterbau InAs AlxGaAs- AFM-QDs
[ nm ] [ A˚ ] capping [ nm ] [ µm−2 ]
P02 D091110B 28SL0 |510SL0,26|1200,34|300 8,1 100|2000,34|100 ≤ 53
C5 C100927A 28SL0 |1000|594SL0,71|1500 5,4 1500 ≤ 88
C6 C100927B 28SL0 |1000|594SL0,71|1500 5,4 1500 ≤ 51
Z02 D110323A 2030 4,8 1030 ≤ 53
Z03 D110323B 2030 6,0 1030 ≤ 41
Z06 D110520A 940|194SL0,26|970 6,0 1060 ≪ 1
Z08 D110524A 980|193SL0,24|1010 9,3 1060 ≤ 5
Z09 D110524B 980|193SL0,24|1010 3,5 1030 ≈ 190rot.
Z10 D110531A 1000|204SL0,26|1030 6,0 1030 ≤ 10
Z11 D110713A 1000|200SL0,25 |1030 4,6 1030 ≪ 1rot.
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Typ 2 - Referenz-Wafer mit invertiertem 2DEG
Name Wafer AlxGaAs-Unterbau AlxGaAs-
[ nm ] capping [ nm ]
rP38 D090716A 57SL0 |1019SL0,26|700,33|Si|500,33 450|◦|2050|40SL0,8 |2100
rP40 D090706B 57SL0 |1019SL0,26|700,33|Si|500,33 150|◦|2350|40SL0,8 |2100
rP41 D090706A 57SL0 |1019SL0,26|700,33|Si|300,33 300|◦|100|2000,33|100
rZ14 D110816A 5000|1000SL0,18|700,25|Si|500,25 330|◦|4700
rZ15 D120120A 5000|1000SL0,18|700,25|Si|500,25 5030
Typ 3 - Hybrid-Strukturen mit SAQDs und invertiertem 2DEG
Name Wafer AlxGaAs-Unterbau spacing InAs AlxGaAs- AFM-QDs
[ nm ] [ nm ] [ A˚ ] capping [ nm ] [ µm−2 ]
P38 D090626A 57SL0 |1019SL0,26|700,33|Si|500,33 45 5 2050|40SL0,8 |2100 ≤ 27
P39 D090626B 57SL0 |1019SL0,26|700,33|Si|500,33 30 5,4 2200|40SL0,8 |2100 ≤ 47
P40 D090626C 57SL0 |1019SL0,26|700,33|Si|500,33 15 5,1 2350|40SL0,8 |2100 ≤ 35
P41 D090626D 57SL0 |1019SL0,26|700,33|Si|300,33 30 5,3 100|2000,33|100 ≤ 51
P60 D090918B 57SL0 |1019SL0,26|700,33|Si|500,33 60 5,7 5000 keine
hZ14 D110909A 5000|1000SL0,18|700,25|Si|500,25 33 6 4700 ≤ 58
hZ15 D120120B 5000|1000SL0,18|700,25|Si|500,25 33 6 4700 ≤ 16
Legende
Unterbau Struktur unter der ersten funktionalen Schicht, Schichten getrennt durch
”
|“,
Indices bezeichnen Al-Gehalt und evtl. U¨bergitter (SL)
spacing Abstand zwischen invertiertem 2DEG und SAQDs in Typ 3-Wafern
capping Struktur u¨ber der letzten funktionalen Schicht, Schreibung wie Unterbau
AFM-QDs mit AFM bestimmte SAQD-Dichte, bei Gradienten Angabe der
maximalen Dichte in der Form ≤ ρmax, nur Typ 1 und Typ 3
Si: Position der Si-δ-Dotierung, nur Typ 2 und Typ 3
◦ Wachstumspause in Typ 2-Strukturen, simuliert SAQD-Wachsen bei Typ 3
Index
”




Im Folgenden werden die verwendeten A¨tzmischungen beschrieben. Dabei beschreibt
ΓGaAs die jeweilige A¨tzrate fu¨r GaAs, T die Solltemperatur fu¨r den A¨tzprozess, sowie
Σ(x) die Selektivita¨t der Mischung fu¨r GaAs bezu¨glich AlxGa1−xAs, also den Faktor, um
den die A¨tzrate ΓAlxGa1−xAs gegenu¨ber ΓGaAs verlangsamt ist.
Ammoniakwasser/Wasserstoffperoxid
Nichtselektive A¨tzmischung fu¨r GaAs und AlxGa1−xAs (x < 0, 4) mit hoher A¨tzrate:
NH4OH : H2O2 = 1 : 3
ΓGaAs ≈ 7, 4 µmmin im Wasserbad bei T=20 ◦C unter Ru¨hren, Σ<0.4 = 1
Aufgrund der hohen A¨tzrate und der Nichtselektivita¨t eignet sich dieses A¨tzrezept be-
sonders, um Hallbars sehr tief aus dem umgebenden Material herauszuarbeiten. Die
Anwendbarkeit beschra¨nkt sich jedoch wegen des starken Untera¨tzens auf relativ brei-
te Strukturen. Die gea¨tzte Oberfla¨che zeigt unlo¨sliche, weißlich kristalline Ru¨cksta¨nde.
[19, 22, 58, 60, 76, 120]
Essigsa¨ure/Wasserstoffperoxid
Selektive A¨tzmischung bezu¨glich GaAs und AlxGa1−xAs:
H2O : C2H4O2 : H2O2 = 5 : 5 : 1
ΓGaAs ≈ 120 nmmin im Eiswasserbad bei T=0 ◦C unter Ru¨hren, Σ ≈ 10
ΓGaAs ≈ 240 nmmin bei Raumtemperatur unter Ru¨hren, Σ ≈ 10
In der Praxis treten aufgrund der hohen Empfindlichkeit gegenu¨ber exaktem Misch-
verha¨ltnis, Temperatur oder Magnetru¨hrer-Drehzahl unerwartet starke Schwankungen




Hochselektives A¨tzen von AlxGa1−xAs:
H2O : HF = 80 : 1
Γ unbekannt (sehr groß), gea¨tzt bei Raumtemperatur unter Schwenken, Σ>0.5 →∞
Um Proben zu a¨tzen, die eine AlxGa1−xAs-Schicht mit hohem Al-Anteil enthielten, ist
es notwendig, GaAs und AlxGa1−xAs mit verschiedenen Gemischen zu a¨tzen. In diesem
Fall wird oben genanntes Essigsa¨urerezept fu¨r die GaAs-Schichten benutzt und fu¨r das
AlxGa1−xAs ein zweiminu¨tiger HF-dip durchgefu¨hrt. Aufgrund der hohen Selektivita¨t
ko¨nnen glatte GaAs-Oberfla¨chen erzeugt werden. [19, 22, 60, 76]
Zitronensa¨ure/Wasserstoffperoxid
A¨tzmischung mit einstellbarer Selektivita¨t bezu¨glich GaAs und AlxGa1−xAs:
C6H8O7 : H2O2 = X : 1
fu¨r X=5: ΓGaAs ≈ 314± 29, 5 µmmin bei Raumtemperatur unter Ru¨hren, Σ0.3 ≈ 116
fu¨r X=50: ΓGaAs ≈ 39, 7± 1 µmmin bei Raumtemperatur unter Ru¨hren, Σ0.3 ≈ 0, 8
Zitronensa¨urebasiertes A¨tzen zeigt sich in der Praxis als am einfachsten realisierbar.
Es wird eine 37%−H2O2-Lo¨sung verwendet. Zur Herstellung der Zitonensa¨ure werden
30,2 g Zitronensa¨uremonohydrat in 25 g Reinwasser gelo¨st. Da sowohl der Lo¨sungspro-
zess als auch die Vermischung von Zitronensa¨ure und Wasserstoffperoxid stark endo-
therm verlaufen, muss dem System jeweils genug Zeit gegeben werden, um wieder Raum-
temperatur zu erreichen. Fu¨r die Lo¨sung des Monohydrats sind dies im Regelfall mehrere
Stunden. Nach dem Vermischen vorn Zitronensa¨ure und Wasserstoffperoxid wird ledig-
lich 15-30 min gewartet, da die Lo¨sung innerhalb von etwa einer Stunde abreagiert. Da
in dieser Zeit auch Γ durch Verschiebung der Konzentrationsverha¨ltnisse nicht vo¨llig
konstant ist, muss beim A¨tzen sehr u¨berlegt vorgegangen werden. U¨blicherweise werden
glatte Probenoberfla¨chen erreicht. [19, 22, 27, 58, 60, 76, 94]
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