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Abstract
Recent methods have significantly reduced the perfor-
mance degradation of Binary Neural Networks (BNNs),
but guaranteeing the effective and efficient training of
BNNs is an unsolved problem. The main reason is that
the estimated gradients produced by the Straight-Through-
Estimator (STE) mismatches with the gradients of the real
derivatives. In this paper, we provide an explicit convex
optimization example where training the BNNs with the
traditionally adaptive optimization methods still faces the
risk of non-convergence, and identify that constraining the
range of gradients is critical for optimizing the deep binary
model to avoid highly suboptimal solutions. Besides, we
propose a BAMSProd algorithm with a key observation that
the convergence property of optimizing deep binary model
is strongly related to the quantization errors. In brief, it em-
ploys an adaptive range constraint via an errors measure-
ment for smoothing the gradients transition while follows
the exponential moving strategy from AMSGrad to avoid
errors accumulation during the optimization. The experi-
ments verify the corollary of theoretical convergence anal-
ysis, and further demonstrate that our optimization method
can speed up the convergence about 1.2× and boost the
performance of BNNs to a significant level than the specific
binary optimizer about 3.7%, even in a highly non-convex
optimization problem.
1. Introduction
Quantized deep neural networks (QNNs) [9, 7, 28] are
known to quantize its weights and features into the discrete
spaces, which makes the inference fast while saving the
hardware resource. Despite many advantages it brings, a
challenging problem that optimizing the objective function
Figure 1. The loss surface on the Shubert function through visu-
alizing the weights transition of both BNNs and DNNs trained by
Adam (the weights are projected onto a plane defined by a two-
dimension orthogonal domain). Due to the mismatching gradients
caused by STE, the solution will be easier to drop into highly sub-
optimal.
of QNNs with the non-smooth condition [13] is simultane-
ously introduced. For examples, QNNs usually consist of
the piecewise constant activation and the non-differentiable
weights quantization functions, so there is a gradient van-
ishing problem in these neurons, which not only causes the
difficulty on training QNNs, but also leads to suboptimal
solutions.
To alleviate the gradient vanishing, the straight-through
estimator (STE) [4] is used to estimate the gradients dur-
ing the back-propagation. Although the most of Binary
Neural Networks (BNNs) [9, 23, 41] has achieved about
58× improvements in computation time and 32× savings
in model size, the over-quantization simultaneously causes
inaccurate approximation of the gradients (the Fig. 1) due
to the property of STE. For solving the problem of gradient
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mismatch, the common solution is to introduce extra differ-
entiable factors for scaling the quantized variables to form
latent variables. In essence, the purpose of latent variables
is to refine the estimated gradients while minimizing the
quantization errors, and the similar ideas [52, 11] are fur-
ther used to approximate more accurate gradients with the
extra knowledge. Despite the achieved success from gra-
dient approximation, the optimization method [18] argues
that the latent variable is not necessary for training BNNs
and raises a question if a general optimization method ex-
ists to well optimize both full-precision and quantized mod-
els with the theoretical guarantee.
In principle, when optimizing the objective function in
deep binary model1, it always involves latent minimization
for the quantization errors, which shows dramatic conver-
gence oscillation during optimization. One possible expla-
nation is that the optimizer tries to minimize such quanti-
zation errors instead of the objective loss, when the esti-
mated gradients are dominated by such errors in the later
stage of the iterative optimization. More importantly, due to
the strategy of exponential moving averages in the adaptive
methods, these optimization errors are continuously accu-
mulated in each iteration.
In this paper, we focus on exploring the adaptive opti-
mization methods [10, 12, 49, 53] with the strategy of expo-
nential moving averages. To the best of our knowledge, this
is the first work to provide the theoretical guarantee for op-
timizing the performance of the deep quantized model with
the adaptive methods. we make the following contributions:
• We analysis how the exponential moving aver-
age in adaptive optimization methods causes non-
convergence on the deep binary model, through pro-
viding an explicit convex optimization example with
the empirical risk minimization (ERM) [6]. Our anal-
ysis is not only for the adaptive optimization methods
using the exponential moving average, but easily ex-
tended to other algorithms involving the errors accu-
mulation from immediate past.
• The above result indicates that in order to guarantee the
convergence of optimizing the deep quantized model,
the optimization algorithm must correlate the quantiza-
tion errors for ensuring smoother gradients transition.
Furthermore, it should handle the errors accumulation
in case of using the exponential moving averages.
• We propose a BAMSProd algorithm as a variant of
AMSGrad and provide theoretical convergence analy-
sis. We further analyze how the hyper-parameters and
quantization dimensions are related to the optimal so-
lution in the most extreme case.
1In this paper, we follow the existing works [18] that focus on the most
extreme case of defining the deep quantized model as the BNNs.
• We provide a set of empirical studies on evaluating
the proposed BAMSProd, and demonstrate that it ei-
ther performs better than the traditional optimization
methods, or commonly has a more stable convergence
behavior in the training of BNNs. It shows possibility
of designing the general optimization method, and pro-
vides a hint for designing the new optimization method
for deep quantized models.
2. Background
As the requirement expanded to apply the neural network
on embedded devices, many approaches [19, 9, 15, 45] have
been proposed to compress the deep network. Neural net-
work quantization methods [8, 9, 28] have shown superior-
ity on reducing the model size and speeding up the network
inference. Specially, the deterministic [9, 41, 57, 5, 32] and
stochastic [56, 20, 8, 28] quantization methods achieve the
competitive results on popular datasets by introducing addi-
tional full-precision scale factors for each layer.
However, there is still a challenge [2, 21] for optimiz-
ing such deep quantized models. In the early methods, the
quantized models are derived by quantizing full-precision
weights [15] from a pre-trained model. Although this ap-
proach is easy to be used in the real deployment and brings
the advantage of flexibility to apply different levels of quan-
tization, it suffers from a significant performance degra-
dation [41] simultaneously. For reducing the performance
degradation, Hubara et al. [24] analyzes that the quantiza-
tion operator must be incorporated as a part of the training
process in order to maintain model performance. In brief,
optimizing the deep quantized models should be achieved
by either performing additional training steps to fine-tune
a quantized model or directly learning the quantized vari-
ables. For the most extreme case of BNNs [9], since the
sign function is not differentiable, the Straight-Through-
Estimator (STE) [4] is employed for estimating the back-
propagating gradients with latent weights [2]. Specially,
the binary weights are not learned directly, but are learned
with the scaling factor [18] during the training. The scaled
weights as proxies [2] are only required during training, and
the binary weights are obtained by applying sign function to
these proxies [3] in the inference.
3. The Convergence Analysis
Notation Given a vector w ∈ Rd, we use wi to denote its
i-th coordinate andwt,i is forwi in the t-th iteration. We use
wk to denote the element-wise power of k, and denote
√
w
as element-wise square root and ‖w‖ to denote its L2 norm.
If two vectors w1, w2 ∈ Rd, we use 〈w1, w2〉 to denote the
inner product, andw1w2 to denote the element-wise prod-
uct; w1/w2 for element-wise division, and max(w1, w2),
min(w1, w2) for element-wise maximum, minimum. For a
matrix M ∈ Rd×d, the w/M is used to denote M−1w, and
we use Sd+ to denote the set of all positive definite d × d
matrices. The projection operation ΠF,M(y) for M ∈ Sd+
is defined as arg minw∈F ‖M1/2(w − y)‖ for y ∈ Rd. As
for the F , we say it has bounded diameter D∞ with the
constraint of ‖w1 − w2‖ ≤ D∞ for all w1, w2 ∈ F . Fur-
thermore, Diag(w) represents a diagonal matrix with w on
the diagonal, and diag(M ) returns a vector extracted from
the diagonal elements of M . Finally, we use the sign(w)
to denote the deterministic binarization function for trans-
forming the real value of w into {−1,+1} according to its
sign.
Preliminaries We relegate the optimization setup to the
appendix, and provide a generic overview of deep model
quantization below. For analyzing the optimization of
the deep binary model, the prior knowledge is that the
STE estimator is commonly used to approximate the gra-
dients of binary neurons. Given the full-precision weights
w ∈ Rd from the layer L, the corresponding binary weight
wb ∈ Rd is computed by the sign(w˜), where the latent
weights w˜ ∈ Rd as the full-precision proxies are defined
as w˜ = Qw(w) = α  wb, and α ∈ R represents the
additional full-precision scale factor. For simplifying the
notations, we use the same scaling factor α in all layers.
In the back-propagation at t-th iteration, due to the prop-
erty of non-differentiable of sign(·) function, the STE es-
timates the gradient ∇ft(wb|t) with the w˜t by ∇ft(w˜t)
for w˜t ∈ F1 and ∇ft(·) ∈ F2, where the constraint
of range F1 is used for the proxies and the F2 for gra-
dients flow. It means that the STE estimator passes the
gradients ∇ft(w˜t) = (∂`t/∂wb|t)(∂wb|t/∂w˜t) backwards,
where `t is total value of the objective function. Consider-
ing the errors caused by the weight quantization, we repre-
sent such errors as the quantization errors with denotation of
minw˜t∈F ‖wt− w˜t‖ during the optimization of deep binary
model.
Problem Setup We provide the convergence analysis of
optimizing deep binary model by the adaptive optimization
methods. As demonstrated by the work [51, 29] for optimiz-
ing deep full-precision models, the adaptive methods like
Adam are observed to generalize worse than stochastic gra-
dient descent. Hence, Reddi et al. [42] propose AMSGrad
with an argument that the strategy of exponential moving
averages in such adaptive methods may cause the extremely
large learning rates. For the most recent method [36], a fur-
ther claim is that the extremely small learning rates caused
by Adam is likely to account for its ordinary generalization
ability.
However, a diametrically opposed observation is exhib-
ited in the optimization of deep binary model, where the op-
timized model with the adaptive methods has shown better
performance than the stochastic gradient descent. With an
empirically study, Alizadeh el al. [2] observes that the ex-
ponential moving averages in adaptive optimization is cru-
cial for training the BNNs with STE estimator, as it smooth
the convergence curves to avoid highly suboptimal. Mean-
while, Hou et al. [21] provides analysis of quantized model
with the idea of both weights and gradients quantization,
and it demonstrates the relationship between the objective
function and loss-aware quantization [20]. Furthermore, the
Bop [18] claims that the momentum estimated by past gra-
dients history [48] is the key issue, as it can avoid a rapid
sign change of binary weights during the training.
Main Problem Although a clear conclusion has been
drawn that the deep binary model optimized with adap-
tive methods like Adam2 achieves better performance than
SGD, the analysis of this conclusion are unable to reach the
agreement. In the training of BNNs, we notice that a prior
gradient clipping is always needed. Although the trained
network have shown a more stable convergence behavior,
the empirical experiment exhibits that it slows down the
convergence speed simultaneously.
Hence, we raise a question if the existing adaptive meth-
ods have well optimized such quantized models. Specially,
we speculate that the training of BNNs still suffers from
the convergence problem about the learning rates with ex-
tremely magnitude caused by Adam, but the gradient clip-
ping reduces the negative impacts from it. For corroborating
our speculation, we provide the following measurement in
order to prove that deep binary model optimized with Adam
will fail to converge to the global optimal solution even in
simple one-dimension convex settings.
Γt = minV˜ ∈F ‖Υ˜t −Υt‖ (1)
where measures the change of quantization errors during
optimization with respect to time, and Υt = (
√
Vt/ηt) −
(
√
Vt−1/ηt−1). For the full-precision model with weights
w and the corresponding second-moment Vt, it has the la-
tent weights w˜ and V˜t in its binary version. As for this mea-
surement, the key observation is that the Γt determines the
convergence behaviour of the deep binary model with the
Adam. In details, if the Γt is positive semi-definite ∀t ∈ [T ],
it definitely follows from the claims in work [42] since the
Υ˜t intensifies the continuous increasing behavior. However,
to consider the opposite case caused by the scaling factor
αt, we interest if the Γt (before norm) which is not pos-
itive definite for existing t will satisfy the same claim. To
validate this intuition about the undesirable convergence for
Adam, we produce the following simple sequence of func-
tion for F = [−1, 1]:
2We mainly focus on Adam algorithm due to its typicality, but the anal-
ysis can be applied to other adaptive optimization methods with exponen-
tial moving average such as RMSProp, NAdam.
ft(w) =

−1 for w˜ = −1;
w˜ for − 1 < w˜ ≤ 1 and t mod C = 1;
−w˜ for − 1 < w˜ ≤ 1 and t mod C = 2;
0 otherwise,
For this function sequence, when the point w˜ = −1, we
are easy to see that it provides the minimum regret. Suppose
C ∈ N satisfies βC−22 ≤ [2(αt+1 − αtβ2)]/(1 − β2) and
β1 = 0, we show that the Adam optimizing the deep binary
model converges to a highly suboptimal solution of w˜ = 1
for this setting. The reason is that the algorithm obtains the
gradient αCk+1 once everyCk+1 steps, and it observes the
gradient−αCk+2 in another Ck+2 steps, which moves the
optimization into the wrong direction since the −αCk+2 is
unable to counteract the αCk+1 since it is scaled down with
the given value of β2, and hence the algorithm converges to
w˜ = 1 rather than w˜ = −1. We formalize this intuition in
the result below.
Theorem 1 Assume that exists the quantization scaling
factor α and the binary quantization function for sign(w),
there is an online convex optimization problem in optimiz-
ing the deep binary model where for any initial step size η,
Adam does not converge to the optimal solution since it has
non-zero average regret i.e., RT /T 9 0 as T →∞.
We provide the proofs of all theorems in the appendix.
The above examples of non-convergence shows that the
deep binary model optimized with Adam converges to a
point that is the worst among all points in F = [−1, 1].
As the update rule of the stochastic optimization methods,
the classic SGD(M) and AdaGrad do not suffer from this
problem, and average regret asymptotically go to 0. For a
more general case, we interest if adding a warm-up factor
[50, 16] in the second-order moments with a bounded gradi-
ents diameter helps in alleviating this problem. Considering
the following result that for any constant β1 <
√
β2, we can
design an example where Adam does not converge asymp-
totically.
Theorem 2 Assume that exists the quantization scaling
factor α and the binary quantization function for sign(w),
given any constant β1, β2 ∈ [0, 1) such that β1 <
√
β2,
there is an online convex optimization problem in optimizing
the deep binary model where for initial step size η, Adam
dose not converge to the optimal solution since it has non-
zero average regret RT /T 9 0 as T → ∞ for convex
{fi}∞i=1 with bounded gradients on a feasible set F having
bounded G∞ diameter.
The above result claims that with the condition β1 <√
β2 assumed in convergence proof of [10] and warm-up
factor helps not in the convergence of the algorithm to the
optimal solution. Furthermore, considering the condition
that the mismatching gradients are bounded with the G∞
diameter, this example also provides intuition for why clip-
ping the range of gradients are necessary in training the
BNNs with such adaptive methods - it provides the possi-
bility of Υ˜t to be negative definite in a long term history t,
which means the quantization error Γt is considered to be
restricted. However, it should be emphasized that the above
examples of non-convergence is carefully designed with the
constraint of quantization scaling factor α to demonstrate
the problem in Adam, so is not practical to explain the sce-
narios at the very least slow down convergence. Finally, we
try to strengthen these proofs in a more realistic case, we
then design an example for explaining why training BNNs
with Adam exhibits a slower convergence speed than full-
precision case in a stochastic optimization setting.
Theorem 3 Assume that exists the quantization scaling
factor α and the binary quantization function for sign(w),
for any constant β1, β2 ∈ [0, 1) such that β1 <
√
β2, there
is a stochastic convex optimization problem in optimizing
the deep binary model where for initial step size η, the con-
vergence speed C is a function of β1, β2, α and G∞, for
convex {fi}∞i=1 with bounded gradients on a feasible set F
having bounded G∞ diameter.
The Theorem 3 shows that the gradient clipping slows
down the convergence speed with at leastC iteration to con-
verge, whereC is a function determined by α∗ andG∞ seri-
ously. While it avoids the solution to be highly suboptimal,
it always slows down the convergence speed of training the
BNNs. Hence, it is a trade-off between these two items.
As demonstrated by the empirical experiments in work [2],
it further confirms our theoretical proof that disabling the
gradient clipping will degrade the training performance of
BNNs.
We end this section with brief conclusions. Firstly, the
above analysis theoretically guarantees the speculation of
that the deep binary model trained with Adam still suffers
from the convergence risk caused by the extremely learning
rates. Secondly, we further prove that clipping the range of
gradients is helpful in avoiding the accumulation of quanti-
zation errors, but indicate that it is not the best choice. In
essence, gradient clipping plays a necessary premise for ap-
plying the adaptive methods on optimizing the deep binary
model, and it gives better accuracy by introducing the ran-
dom distortion (noises) [27, 47] to transform the Adam into
SGD(M) in the later stage of the training process. Unfortu-
nately, it definitely slows down the convergence speed and
even worse than the stochastic method. In this paper we
only prove the non-convergence of Adam in a convex opti-
mization problem with the setting where β1 is held constant,
but it is easy to extend in non-constant case.
4. A New Strategy for Optimizing the BNNs
In this section, we develop an adaptive optimization al-
gorithm with corresponding convergence analysis. The ob-
jective of our method is to devise a new strategy to prevent
the accumulation of quantization errors, while preserving
the exponential moving property. Intuitively, we would like
to design a more general optimization algorithm without the
typical premise of gradient clipping, while it optimizes the
deep binary model with a faster and more stable conver-
gence behaviour.
As demonstrated by Theorem 1 and Theorem 2, the gra-
dient clipping is actually used to restrict the magnitude
of αt, which allows the update of binary weights to be
smoother. However, it slows down the convergence speed
especially in the initial stage of training process. Inspired
by this observation, we propose an adaptive projection func-
tion V˜t =
∏
F˜ (vˆt) with the key property that convergence
behaviour of deep binary model is strongly related to the
quantization errors. The function
∏
F˜ (·) projects the sec-
ond moment of estimate V˜t element-wisely and the each
value of output is projected into the regularized domain
F˜ = [cl, cu], which normalizes the denominator of up-
date V˜t for satisfying the constraint of Lipschitz-continuous
that ‖ft(w˜x) − ft(w˜y)‖ ≤ C(α)‖w˜x − w˜y‖ ≤ C(α)D∞,
where C(α) is Lipschitz factor determined by the quanti-
zation errors. In details, the cl is a non-decreasing func-
tion that starts from 0 when t = 0 and converges to
L∞D∞
∑T
t=1
√‖wt − α∗‖2H when t → ∞. The cu is a
non-increasing function that starts from∞ when t = 0 and
converges to L∞D∞
∑T
t=1
√‖wt − α∗‖2H when t → ∞,
where H =
√
V˜ . The key difference between our pro-
jection function with normal gradient clipping operators
[38, 36] is that we aim at preserving the geometric mani-
fold of V˜t in high level while projecting it into the suitable
magnitude [26], where the projected is strongly correlated
with the measurement of quantization errors. With the de-
termined conditions of project function, a simple penalty is
typically used in this paper, and it relaxes enough space for
flexibly combination with other optimization methods.
Furthermore, although re-projecting the αt is helpful for
preventing the adaptive methods to intensify the inappro-
priate learning rates, as demonstrated in Theorem 3, the ex-
ponential moving average is another reason resulting in the
non-convergence risk. Considering the adaptive methods
such as Adam or RMSProp that the quantity Υt is always
positive definite during the optimization, we use a simple
idea following from AMSGrad [42] to modify the defini-
tion of vˆt = max(vt, vˆt−1) for preventing the Υ˜t from the
violation of positive definite. Hence, suppose at particular
time step t and coordinate i ∈ [d], if vt−1,i > α2t,i, the
BAMSProd is not to increase the learning rate. In conclu-
sion, BAMSProd neither faces the extremely learning rate
Algorithm 1: Training the BNNs with BAMSProd
Input: w1 ∈ F , initial learning rate η, {β1t}Tt=1, β2,
lower bound cl, and upper bound cu
Initialization: m0 = 0, v0 = 0
for t = 1 to T do
gt = ∇ft(w˜t)
mt = β1tmt−1 + (1− β1t)gt
vt = β2vt−1 + (1− β2)g2t
vˆt = max(vt, vˆt−1)
ηt = η/
√
t and v˜t =
∏
F˜ (vˆt)
V˜t = diag(v˜t)
w˜t+1 =
∏
F,
√
V˜t
(
w˜t − ηtmt/
√
v˜t
)
end
caused by the vt nor is influenced by the extra magnitude
caused by the αt.
Algorithm 1 presents the pseudocode for the our opti-
mization method with the projector function
∏
F˜ (vˆt) and
the definition of exponential moving strategy for vt. In this
case, our algorithm results in a non-accumulative quanti-
zation errors and avoids the non-convergence risk of tradi-
tional adaptive methods. A note in Algorithm 1 that in fact
we typically uses a constant β1t but our proof requires a
decreasing schedule for proving the convergence of the al-
gorithm. Then, we prove the following key result.
Theorem 4 Assume that exists the quantization scaling
factor α and the binary quantization function for sign(w)
with the weight quantization dimension dw˜. Let {w˜t} and
{vt} be the sequences obtained from Algorithm 1, β1 =
β11, β1t ≤ β1; ∀t ∈ [T] and β1/
√
β2 < 1. Assume that
‖w˜x − w˜y‖∞ ≤ D∞; ∀w˜x, w˜y ∈ F and ‖∇ft(w˜)‖ ≤
G∞; ∀t ∈ [T ] and w˜ ∈ F . Suppose ‖ft(w˜x)− ft(w˜y)‖ ≤
C(α)‖w˜x − w˜y‖ ≤ C(α)D∞ and ‖C(α)‖ ≤ L∞. For
w˜t generated using the BAMSProd, we have the following
bound on the regret
RT ≤ D
2
∞
√
T
η(1− β1)
d∑
i=1
vˆ
1/2
T,i +
D2∞
2(1− β1)
T∑
t=1
d∑
i=1
β1tvˆ
1/2
T,i
ηt
+
η
√
1 + log T
(1− β1)2(1− β1/
√
β2)
√
(1− β2)
d∑
i=1
‖α1:T,i‖2
+ L∞D∞
T∑
t=1
√
‖wt − α∗‖√V˜t−1
The above result falls as an immediate corollary with
Corollary 4 Suppose β1t = β1(β1/
√
β2)
t−1 in Theorem
4, we have
RT ≤ D
2
∞
√
T
η(1− β1)
d∑
i=1
vˆ
1/2
T,i +
β1D
2
∞G∞
2(1− β1)(1− β1/
√
β2)2
+
η
√
1 + log T
(1− β1)2(1− β1/
√
β2)
√
(1− β2)
d∑
i=1
‖α1:T,i‖2
+ L∞D∞
√
D∞ + α2d2w˜
The above bound can be considerably better than
O(
√
dT ) regret of SGD when
∑d
i=1 vˆ
1/2
T,i 
√
d with∑d
i=1 ‖g1:T,i‖2 
√
dT [12] and α2d2w˜  T related to
the quantization errors with the weight dimensions d. Fur-
thermore, in Theorem 4, one can use a more practical mo-
mentum decay of β1t = β1/t and still ensure a regret of
O(
√
T ). It should be pointed out that one could consider
taking a simple average of all history vt instead of their
maximum. The resulting algorithm has a very similar con-
vergence speed of training the full-precision models with
the adaptive method [36] even better than the specific bi-
nary optimizer [18].
5. Experiment
In this section, we firstly analyze the convergence be-
haviour of proposed BAMSProd with different settings of
hyper-parameters, which involves how the decay factors β1
and β2 are related to optimization process on the deep bi-
nary model. Next, we generate the empirical results through
comparing our algorithm with existing optimization meth-
ods including SGD(M) [40], Adam [10], AMSGrad [42],
AdaBound [36], and specific binary optimization method
[18], and it mainly evaluates these optimization methods
in the setting with different datasets and network architec-
tures. Finally, we provide a non-convex optimization ex-
ample on the task of object detection, which aims at test-
ing the average regret of optimizing the deep binary model.
In the implementation details, we run each experiment five
times with the truncated Gaussian initialization from differ-
ent starting settings. Besides, we fix the number of epoches
for training and we use the same decay strategy of learn-
ing rate in all cases. At the end, we exhibit the best case of
training loss and corresponding test accuracy.
5.1. Analysis of Hyperparameters
We start this analysis by empirically evaluating the ef-
fect of decay factors by varying the β1 and β2 with a binary
variational autoencoder (VAE). We use the same architec-
ture as in [10] with a single hidden layer with the binary
weights and the binary activation functions. For the case of
fixing the β2 while varying the β1, it mainly evaluates how
the momentum impacts the direction of gradients descent
according to its history. In the opposite case, as the STE is
insensitive to the second moment estimate, we vary the β2
for measuring the accumulation of quantization errors.
(a) β1 = 0.8, β2 = 0.99 (b) β1 = 0.8, β2 = 0.999
(c) β1 = 0.9, β2 = 0.99 (d) β1 = 0.9, β2 = 0.999
Figure 2. Comparison of training for different settings of hyperpa-
rameters
In Fig. 2, values β2 close to 1 exhibits a more stable
convergence behaviour, it demonstrates that the proposed
BAMSProd maintains the insensitive property for STE on a
non-average exponential moving strategy, which confirms
the proof of our Theorem. At the initial stage of train-
ing process, we also find the larger β2 improves the con-
vergence speed, we guess that replacing the gradient clip-
ping with the proposed gradients projection is able to avoid
the extremely learning rate by reducing the quantization er-
rors. For the setting of β1, the best result is achieved in a
smaller value β1 = 0.8, One possible explanation is that it
prompts the gradients to become sparser but more discrimi-
nate, which is necessary for the deep binary model to avoid
the highly suboptimal.
5.2. Convolutional Neural Network
For evaluating the performance of binary convolutional
neural networks (BCNNs) we employ the task of image
classification in the CIFAR-10 [30] and ImageNet datasets
[31]. We firstly use the architecture of ResNet-34 [17] that
combines binary convolutions with the real-valued short-
cut connections as an trade-off between the better perfor-
mance and inference efficiency. In details, we train this
BNNs with batch normalization [25] by 200 epoches and
using a batch size of 128 for compared methods and a batch
size of 64 for our method. We also use the default value
of β1 = 0.9, β1 = 0.999 for said methods, β1 = 0.9,
β1 = 0.999 for us, and with initial learning rate η = 0.1.
According to the results with epoches shown in Fig. 3, the
BAMSProd achieves the best performance 91.6% in both
top-1 test accuracy than 88.3% in the specific binary opti-
mizer, and it converges about 1.2× faster than the existing
methods. It demonstrates that our method can achieve better
performance with less epoches and saving more batch size.
Furthermore, the training curves exhibit that the proposed
variant has a more stable convergence behaviour even than
the full-precision network [17].
Figure 3. Training loss (top) and test accuracy (bottom) [last 40
epoches] for the binary ResNet-34 on CIFAR-10.
Instead of the dense neurons connection in traditional
network architecture, the sparse driven ones such as Mo-
bileNet [22, 45] for reducing the redundance have attracted
the research community in recent years. If the binary quan-
tization operator is combined with such sparse driven archi-
tectures, the optimized model usually is required to produce
a more discriminative weights distribution for preserving
the representation ability, which brings more difficulty for
the optimization methods simultaneously. Hence, we eval-
uate the performance of binary MobileNetv2 [45] that com-
bines binary depth-wise convolutions with the real-valued
channel-wise convolutions for preserving the manifold of
features. Results for this experiment are reported in Tab. 1.
We observed the performance of the BAMSProd surpasses
the SGD(M) by 0.8%. For the generalization ability shown
in the test accuracy, we find that our method always obtains
the best accuracy by comparing to the traditional adaptive
methods [42, 36] and specific binary optimizer [18].
Top-1 Accuracy Top-5 Accuracy
SGD(M) [40] 70.11 % 95.38 %
Adam [10] 70.24 % 95.52 %
AMSGrad [42] 70.19 % 95.44 %
Adabound [36] 69.73 % 94.79 %
AMSbound [36] 70.35 % 95.66 %
Bop [18] 69.46 % 94.83 %
Ours 70.91 % 95.69 %
Table 1. Test accuracy for the binary MobileNetv2 on ImageNet
(Top-1 % and Top-5 Accuracy), comparison for different opti-
mization methods.
5.3. Recurrent Neural Network
In this subsection, we further conduct experiments on
the sequence modeling problem such as the language pro-
cessing with Long Short-Term Memory (LSTM) network
[46]. For validating the claim that traditionally adaptive
methods will accumulate the quantization errors to cause
the non-convergence, we design the experiment settings of
the LSTM architecture with a set of recurrent layers in order
to simulate the context with different lengths. We train these
models on Penn Treebank dataset [37], and run for a fixed
250 epochs. Following by the previous evaluation, we use
the perplexity as the measurement and exhibit the results in
Fig. 4. With the increasing of training iterations, the result
exhibits that a distinct difference - more stable convergence
behaviour between the proposed algorithm and other opti-
mization methods which do not consider the quantization
errors. In brief, for a 3-Layer LSTM models, our method
improves the performance than the traditionally adaptive
methods [42, 36] and specific binary optimizer [18] in terms
of perplexity.
Figure 4. Perplexity curves (last 120 epoch) on the test set for the
binary 3-Layer LSTM with different layers on Penn Treebank [37].
5.4. Non-Convex Optimization
Finally, we design the experiment focusing on a non-
convex optimization problem with the task of object de-
tection. Specially, we use an one-stage detector YOLOv2
[43], since it constructs a straight forward baseline without
the sub-stream module. In contrast to the convex property
(not strict) of cross entropy in the classification problem, the
objective function in detection model is combinatorial with
the logistic regression. It is highly non-convex and usu-
ally causes a dramatically performance oscillation (even the
non-convergence risk) for the existing optimization meth-
ods.
In assessing the new optimizer, we use the Darknet-53
[44] as the backbone, which achieves the comparable per-
formance than ResNet-152 [17] in ImageNet. With a pre-
trained ImageNet model, the first stage with 180 epochs
and second stage with 90 epochs but 0.1 decay on learn-
ing rate are used. These models are all trained with de-
fault strategies and data augmentation in [43]. The results of
detection frameworks on PASCAL VOC 2007 are summa-
rized in Tab. 2, which shows the proposed BAMSProd in-
creases about (73.9) mAP than the latest optimization meth-
ods [42, 36, 18]. As for the non-convergence of Adam, it
guarantees our argument that accumulation of quantization
errors will cause a highly suboptimal solution.
mAP (VOC 07) mAP (VOC 07+12)
SGD(M) [40] 66.9 73.1
Adam [10] 16.1 18.5
AMSGrad [42] 65.6 72.7
Adabound [36] 64.8 71.4
AMSbound [36] 65.7 72.6
Bop [18] 64.1 70.2
Ours 67.8 73.9
Table 2. Detection accuracy on PASCAL VOC 2007 + 2012.
6. Qualitative Analysis
Although the existing research claims that the optimiza-
tion of deep binary model is a combinatorial optimiza-
tion problem [13], our quantitative experiment results have
shown a possibility to well optimize these models by a
very simple revision on the continuous-based optimizer.
Moreover, the trained model can achieve comparable per-
formance than the specific discrete optimizers [39, 18]. In
this section, we qualitatively analyze the latest optimization
methods for further supporting our proposal.
Firstly, the existing adaptive methods with heuristic
strategy have shown a more stable convergence and better
generalization ability. Liu et al. [34] theoretically studies
its mechanism and proposes RAdam - an adaptive factor to
rectify the extremely learning rate. Secondly, considering
the problem from the exponential moving average, Zhang
et al. [54] suggests a new “looking-back” optimizer named
as Lookahead by orthogonally combining the update rules
from the SGD(M) and Adam. As these methods focus on
refining the continuous-based optimizer, it means that they
are easy extended into our proposal due to the sharing hy-
potheses.
Secondly, smoothing the gradients [14] or regularizing
[55, 1] a continuous parameter space may be another direc-
tion for improving the optimization on deep binary model.
For example, the method [52, 35] with the idea of blended
gradients exhibits a significant improvement for training
BNNs. And the regularization method like knowledge dis-
tillation (KD) [19, 33] is also useful. Comparing to design-
ing the specific binary or quantized optimizer, revising the
existing continuous-based optimizers bring more flexibil-
ity to combine with such smoothing or regularization tech-
niques.
7. Conclusion
In this paper, we provide an explicit example of a con-
vex optimization setting for analyzing the case of training
BNNs by the adaptive optimization methods with exponen-
tial moving average. We demonstrate that it still faces the
risk of non-convergence as same as the full-precision net-
works. Furthermore, we theoretically guarantee that con-
straining the range of gradient is the critical for the opti-
mization of deep binary model, but the gradient clipping is
not the best solution.
For suggesting the said issues, we propose the BAM-
SProd with key observation that the convergence property
of optimizing deep binary model is strongly related to the
quantization errors. Through employing an adaptive range
constraint with an errors measurement while following the
exponential moving strategy from AMSGrad, the optimizer
provides a faster and more stable convergence behaviour.
This paper shows a possibility of designing the general
optimization method for satisfying both full-precision and
quantized models. With the theoretical exploration on the
optimization of deep binary model, we hope our algorithm
provide a guide for refining existing optimization methods,
and it further opens a direction for designing more general
optimization method.
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