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Abstract
This paper proposes a dynamic hidden Markov random 
field (DHMRF) model for foreground object and moving 
shadow segmentation in indoor video scenes. Given an 
image sequence, temporal dependencies of consecutive 
segmentation fields and spatial dependencies within each 
segmentation field are unified in the novel dynamic 
probabilistic model that combines the hidden Markov 
model (HMM) and the Markov random field (MRF). An 
efficient approximate filtering algorithm is derived for the 
DHMRF model to recursively estimate the segmentation 
field from the history of observed images. The foreground 
and shadow segmentation method integrates both 
intensity and edge information. Moreover, models of 
background, shadow, and edge information are updated 
adaptively for nonstationary background processes. 
Experimental results show that the proposed approach 
can accurately detect moving objects and their cast 
shadows even in monocular grayscale video sequences. 
1. Introduction 
Detecting moving objects in video sequences is very 
important in application areas such as visual surveillance, 
content-based video coding, and human computer 
interaction. When the video data is captured with a fixed 
camera, background subtraction is a commonly used 
technique to segment moving objects. The background 
model is constructed from observed images and 
foreground objects are identified if they differ 
significantly from the background. However, accurate 
foreground segmentation could be difficult due to the 
potential variability such as moving shadows cast by 
foreground objects, illumination or object changes in the 
background, and camouflage (i.e. similarity between 
appearances of foreground objects and the background) [2] 
[17] [25]. Besides local measurements such as depth and 
chromaticity [6] [8] [9] [14], constraints in temporal and 
spatial information from the video scene are very 
important to deal with the potential variability during the 
segmentation process. 
Temporal or dynamic information is a fundamental 
element to handle the evolution of the scene. The 
background model can be adaptively updated from the 
recent history of observed images to handle nonstationary 
background processes (e.g. illumination changes). In 
addition, once a foreground point is detected, it will 
probably continue being in the foreground for some time. 
Linear prediction of background changes from recent 
observations can be performed by Kalman filter [12] or 
Wiener filter [24] to deal with dynamics in background 
processes. In the W4 system [7], a bimodal background 
model is built for each site from order statistics of recent 
observed values. In [4], the pixel intensity is modeled by a 
mixture of three Gaussians (for moving object, shadow, 
and background respectively), and an incremental EM 
algorithm is used to learn the pixel model. In [22], the 
recent history of a pixel is modeled by a mixture of 
(usually three to five) Gaussians for nonstationary 
background processes. In [3], nonparametric kernel 
density estimation is employed for adaptive and robust 
background modeling. Moreover, a hidden Markov model 
(HMM) is used to impose the temporal continuity 
constraint on foreground and shadow detection for traffic 
surveillance [19]. A dynamical framework of topology 
free HMM capable of dealing with sudden or gradient 
illumination changes is also proposed in [23]. 
Spatial information is another essential element to 
understand the structure of the scene. Spatial variation 
information such as gradient (or edge) feature helps 
improve the reliability of structure change detection. In 
addition, contiguous points are likely to belong to the 
same background or foreground region. [10] classifies 
foreground versus background by adaptive fusion of color 
and edge information using confidence maps. [21] 
assumes that static edges in the background remain under 
shadow and that penumbras exist at the boundary of 
shadows. In [20], spatial cooccurrence of image variations 
at neighboring blocks is employed to improve the 
detection sensitivity of background subtraction. Moreover, 
spatial smooth constraint is imposed on moving object 
and shadow detection by propagating neighborhood 
information [15]. In [16], spatial interaction constraint is 
modeled by the Markov random field (MRF). In [11], a 
three dimensional MRF called spatio-temporal MRF 
involving two successive video frames is proposed for 
occlusion robust segmentation of traffic images. 
A dynamic hidden Markov random field (DHMRF) 
model, which differs from the above mentioned models of 
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spatial or temporal constraints, is proposed in this paper
for segmenting indoor foreground objects by background
subtraction and shadow removal. Spatial and temporal
dependencies in the segmentation process are unified in
the dynamic probabilistic model (DHMRF) that combines
the MRF and the HMM. A computationally efficient
approximate filtering algorithm is derived for the
DHMRF model to recursively estimate the segmentation
field. Each pixel in the scene is classified as foreground,
shadow, or background from the history of video images.
The foreground segmentation method integrates both
intensity and edge features, and it adaptively updates the
models of background, shadow, and edge information.
Experimental results show that the proposed approach
robustly handles shadow and camouflage in nonstationary
background scenes and improves the accuracy of 
foreground detection in monocular video sequences.
2. Dynamic hidden Markov random field 
Given an image sequence {gk}, the segmentation label
for a point x within the kth image is denoted by sk(x).
Label sk(x)  {1, 2, …, L} assigns the point x to one of L
(L equals 3 in this paper, see Section 3) classes at time k.
Here k N, x X, and X is the spatial domain of the
video scene. The entire label field is expressed compactly
as sk. Spatial and temporal constraints in the segmentation
process can be imposed through a dynamic model of
statistical dependencies of neighboring sites.
2.1. DHMRF model
Given the observed data up to time k, the posterior
probability distribution of the segmentation field sk is 
modeled by a Markov random field [5] to formulate
spatial dependencies. In the MRF model, if Nx is the
neighborhood of a site x, then the conditional distribution
of a single label at x depends only on the labels within its 
neighborhood Nx. According to the Hammersley-Clifford
theorem, the probability is given by a Gibbs distribution
that has the following form [13].
)|( :1 kk gsp ,   (1)])|)((exp[ :1
Cc
kkc gcsV
where g1:k denotes {g1, g2, …, gk}, C is the set of all
cliques c, Vc is the clique potential function, and sk(c)
denotes {sk(x) | x c}. A clique is a set of pixels that are 
neighbors of each other, and the potential function Vc
depends only on the points within clique c.
Only one-pixel and two-pixel cliques are used in our
work. The one-pixel potential Vx(sk(x) | g1:k) reflects the
information (or constraint) from the observation for a 
single site, and the two-pixel potential imposes the spatial
constraint to form contiguous regions. To simplify the
computation, the pairwise constraint is assumed to be
independent of the observed images. Hence the two-point
potential is written as Vx,y(sk(x), sk(y)). The posterior 
distribution at time k becomes
)|( :1 kk gsp
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Spatial connectivity constraint can be imposed by the
following two-pixel potential.







where 1 i, j L, || || denotes the Euclidian distance, and 
( ) is the Kronecker delta function. Thus two neighboring
pixels are more likely to belong to the same class than to 
different classes. The spatial constraint becomes strong
with decreasing distance between the neighboring sites. 
The dynamic or temporal dependencies of consecutive
segmentation fields are formulated by a hidden Markov
model [18]. In the HMM, image gk is the kth observation,
and segmentation field sk is the hidden state at time k.
Therefore the state transition model p(sk+1 | sk) and the 
observation (or likelihood) model p(gk | sk) for the HMM
should be built for the entire scene.
The label field state transition probability p(sk+1 | sk) is 
modeled by a Markov random field defined on one-pixel
and two-pixel cliques as well.
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where Mx designates the set of sites in the kth image that
impact on site x in the (k+1)th image. The one-pixel
potential Vx(sk+1(x) | sk(Mx)) models the label state 
transition for a single site, and the two-pixel potential
Vx,y(sk+1(x), sk+1(y)) imposes the pairwise spatial constraint.
It should be noted that Mx is not equivalent to the
neighborhood Nx. Mx and Nx may have different sizes. x
Nx while x Mx (e.g. see Figure 1). To distinguish them,
Nx is called the spatial neighborhood, and Mx the temporal
neighborhood.
(a)  (b) 
Figure 1. (a) The 8-pixel spatial neighborhood. (b) The 25-
pixel temporal neighborhood.
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3.1. Local observationAssuming conditional independence between spatially
distinct observations, the observation model p(gk | sk) is 
factorized as In order to segment the foreground, the system should
first model the background and shadow information. Edge
information also helps improve the reliability of detection.
)|( kk sgp
Xx
xxo ))(|)(( kk sp ,   (5)
Since indoor environments are relatively stable 
compared to outdoor scenes, we assume that each pixel in 
the background is of Gaussian distribution. At time k,
where ok(x) is the observation for site x that consists of 
locally measured information such as intensity and
gradient features (see Section 3.2). 
)()()( ,, xxx kbkbk nb ,   (7)By (2), (4), and (5), spatial and temporal dependencies
in the segmentation process are unified in a dynamic
model that combines the MRF and the HMM. Therefore it 
is called the dynamic hidden Markov random field
(DHMRF) model.
where random variable bk(x) is the intensity of a pixel x
within the background, b,k(x) is the intensity mean, and
nb,k(x) is independent zero-mean Gaussian noise with
variance  at time k. Intensity means and variances
in the background can be estimated from previous images
(see Section 4.1).
)(2, xkb
2.2. DHMRF filter 
Given the intensity of a background point, we use a
linear model to describe the change of intensity for the
same point when shadowed in the video frame. At time k,
From a Bayesian perspective, the filtering algorithm is 
to recursively update the posterior distribution of the
segmentation field. Given the potentials of the distribution
p(sk | g1:k), the posterior p(sk+1 | g1:k+1) at time k+1 can be
efficiently approximated by a Markov random field with
the following potential functions.
)()()( , xxx kskk nabg , if sk(x) = 2,   (8)
where the coefficient a  [0,1], and ns,k(x) is independent
zero-mean Gaussian noise with variance  at time
k. The shadow noise ns,k(x) models the deviation from the
simple linear approximation in real visual environments,
especially when the entire background scene is not flat.
Since it is difficult to compute  individually for
every site x in the scene, we assume that  equals
, and that the shadow noise is independent of 
the background noise. Thus the intensity of a shadowed
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where 1 i, j L, | | denotes the size (number of points)
of the set, i|j is the potential of state transition (from j to i)
that imposes the temporal continuity constraint on
segmentation label, k and  weight the constraint from
previous observations and the constraint of spatial
connectivity respectively. The parameters are initialized
and determined in Section 4.2. In the one-pixel potential
(6a), the first term reflects the information from
previously observed images for a single site x, which is
affected by its temporal neighborhood Mx. The second
term in (6a) reflects the information from the current
observation. The two-pixel potential (6b) imposes the
constraint from the spatial neighborhood.





xkba , if sk(x) = 2. (9)
Parameters a and  are manually determined. Their values
depend on the visual environment, usually 0.5 a < 1 and
0.5  1.5 in indoor scenes.
The edge model is built by applying an edge operator
to the scene. For a site x, denote xl and xr as its two 
horizontally neighboring (left and right) points, xu and xd
its two vertically neighboring (up and down) points. At
time k, the image edge vector eg,k(x) is denoted by
, where e  is 
the horizontal difference, and e
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3. Foreground and shadow segmentation 
Given the video sequence, each pixel in the scene is to 
be classified as background, shadow, or foreground. For a
site x in the kth frame, the segmentation label sk(x) equals
1 for a background pixel, 2 for shadow, and 3 for
foreground. Here static shadows are considered to be part
of the background.
Similarly, we can model the edge information for the 
background. At time k, the background edge vector eb,k(x)
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are the horizontal difference and the vertical difference
respectively. It can be known from the background model
that eb,k(x) is of bivariate normal distribution. According
to the independent background noise assumption, the
corresponding mean e,k(x) and covariance matrix e,k(x)
of the distribution can be calculated from the intensity
means and variances of the four neighboring points.





Here [0, ymax] is the intensity range for a point in the scene.
For each point x, denote the set of its four nearest
neighboring points by N },,,{ durl xxxxx . Considering
the spatial connectivity of the scene, we assume that the
four neighboring points have the same segmentation label
as x. Thus the edge likelihood is approximated by
)(, xµe k
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Similarly, when the area N is in the background, the
probability density can be computed by the edge model.
x
The edge model can be used to detect structure changes in
the scene as edge features appear, vanish, or change
orientation. Although other edge operators such as the
Sobel operator can be applied as well, we use the above
operator with a diagonal covariance matrix to simplify the
computation.
)1)(|)(( , xxe Nsp kkg
))(),();(( ,,, xxµxe ee kkkgN . (17)
When the area Nx is shadowed, the edge likelihood
can be computed using the models in Section 3.1.
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When the area Nx belongs to the foreground, we
assume that the point intensity within the foreground is 
independent and identically distributed (i. i. d.). From (15),
it can be known that
Since the image edge field eg,k is totally determined by
the image gk, the observation (or likelihood) model
can be written as p(gk, eg,k | sk). Then the
factorization of the likelihood in (5) becomes
)|( kk sgp
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. (19)where ok(x) in (5) is replaced by (gk(x), eg,k(x)) to
integrate both intensity and edge features. Given the
segmentation label, we assume that the image intensity
and image edge are conditionally independent on each
other at each site. Hence the local likelihood can be
factorized as the product of intensity likelihood and edge
likelihood.
3.3. Segmentation algorithm
Substitute (gk+1(x), eg,k+1(x)) for ok+1(x) in (6a) and
combine the likelihood model in Section 3.2, then the
one-pixel potential function for the segmentation field at
time k+1 can be updated by the DHMRF filter.
))(|)(),(( , xxex kkgk sgp
))(|)(())(|)(( , xxexx kkgkk spsgp . (12)
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When site x is in the background, the intensity
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))(|)(ln())(|)(ln( 11,11 isisg kkgkk xxexx , (20) where N(z; m, ) is a Gaussian distribution with argument
z, mean m, and covariance . where 1 i, j  3. Meanwhile the two-pixel potential
Vx,y(sk+1(x), sk+1(y)) can be calculated using (6b).When site x is shadowed, the probability density can 
be calculated by the shadow model. At time k+1, the MAP (maximum a posteriori)
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+When site x is in the foreground, the background has
no influence on the pixel intensity information. Uniform
distribution is assumed for the foreground pixel intensity.
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4. Implementation The parameters  and  in (6b) are manually determined
to reflect the importance of observed information and
spatial connectivity respectively. Initially, the one-pixel
potential
3
))(( 0 js xxV  for all x and j, and 0 = 1. 
4.1. Background updating
For stationary background scenes, the intensity mean
and variance of each background point can be estimated
from a sequence of background images recorded at the 
beginning.
At each time, the MAP estimate is obtained by
minimizing the objective function in (21). The objective 
function is nonconvex and does not have a unique
minimum. Obviously, there is no simple method of
performing the optimization. To arrive at a sub-optimal
estimate, we use a local technique known as iterated
conditional modes (ICM) [1]. The ICM algorithm
employs the greedy strategy in iterative minimization.
Initially, segmentation labels are set by maximizing the
likelihood. Given the observed data and estimated labels
of the latest iterative step, segmentation labels are 
sequentially updated by locally minimizing the objective
function at each site.
For nonstationary background scenes, the background
updating process is based on the idea of Stauffer and
Grimson [22]. The recent history of each pixel is modeled
by a mixture of Gaussians. As parameters of the mixture
model change, the Gaussian distribution that has the
highest ratio of weight over variance is chosen as the
background model. After the segmentation of an image,
each pixel is checked to match the existing Gaussian
distributions. For a matched Gaussian, its weight
increases and the corresponding mean and variance are
updated utilizing the pixel value. For unmatched
distributions, the means and variances remain the same,
while the weights should be renormalized. If none of the
distributions match the pixel value, the distribution of the
lowest weight is replaced with a Gaussian with the pixel
value as its mean, initially low weight and high variance.
5. Results and discussion
The proposed approach has been tested on monocular
grayscale video sequences captured in different indoor
environments. (For color images, they are first converted
into grayscale ones.) Our C program can process about
two 320 240 frames per second on a Pentium 4 2.8G Hz
PC. Figure 2-3 show the segmentation results of two
sequences with stationary background scenes, and Figure
4-5 show the segmentation results of two sequences with
nonstationary background scenes. In Figure 4-5, our
technique is compared to the Gaussian mixture (GM) 
method [22] and the method used in the W4 system [7]. 
To save space, the figures show only part of the complete
scenes. Unless otherwise stated, the segmentation results
by our method are obtained using the 24-pixel spatial
neighborhood and the 81-pixel temporal neighborhood.
The main difference between the Gaussian mixture
method and our approach in background updating is the
definition of match. In [22], a Gaussian is matched if the
pixel value is within 2.5 standard deviations of the
distribution. In our work, if the point is classified as 
background by the segmentation algorithm (DHMRF
filtering), then the Gaussian corresponding to the
background model is matched, otherwise a Gaussian is
matched if the value is within 2.5 standard deviations of
the distribution. Thus the estimation by the DHMRF filter
is employed in the updating process. Each time after 
background updating, the models of shadow and edge
information can be updated by (9) and (10).
4.2. Parameters and optimization
In the one-pixel potential function (20), the potential of 
state transition is expressed as ( , so that
segmentation labels for the same site are likely to remain
the same at consecutive time instants. To balance the 
influence of the terms in (20), we assume that
ji| ))(1 ji



















Figure 2. (a) One frame of a sequence. (b) Segmentation
result by simple background subtraction. (c) Segmentation
result by the proposed method.
. (22)
Figure 2 shows the segmentation results for one frame
of the “aerobic” sequence using simple background
subtraction and the proposed method. The gray regions in
Figure 2c represent moving cast shadows. Compared to 
simple background subtraction, the proposed approach
greatly improves the accuracy of foreground detection.
The moving cast shadows attached to the woman in 
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Figure 2b are exactly removed from the foreground in 
Figure 2c. The flickering pixels in the background and
camouflage regions at the woman’s neck and legs are
erroneously detected in Figure 2b, while these problems
are overcome by the proposed method.
  (a)  (b)     (c)    (d)   (e) 
   (a.1)    (a.2)    (b.1)    (b.2) Figure 5. (a) Two frames of a sequence. (b) Segmentation
results by GM. (c) Segmentation results by W
4
. (d) 
Segmentation results by the proposed method without
using edge information. (e) Segmentation results by the
proposed method.
Figure 3. (a) Two frames of a sequence. (b) Segmentation
results by the proposed method.
Figure 3 shows the segmentation results for two frames
of the “room” sequence by the proposed method. Moving
shadows cast at different locations of the wall and the
floor are discriminated from the man in Figure 3b. When
shadows are cast on multiple planes in the background
scene, the noise term in the shadow model (8) ameliorates
the linear approximation of intensity change under
shadow.
Figure 5 shows the segmentation results by GM, W4,
and the proposed method for two frames of another
“laboratory” sequence with background illumination
change. The illumination change in the second image
caused by switching off part of the light is updated for the
background in Figure 5b-5e by all the methods. Figure 5d
and 5e show that the integration of edge information helps
locate structure changes of the scene and improves the
reliability of foreground detection.
Table 1. Quantitative evaluation of segmentation results.




The results are also evaluated quantitatively in terms of
false negative rate (the portion of foreground pixels that
are misclassified as non-foreground) and false positive
rate (the portion of non-foreground pixels that are 
misclassified as foreground) by comparing to the
manually segmented ground-truth foreground images.
Before quantitative comparison, the segmentation results
by the two other methods are smoothed to remove small
erroneously detected areas. The average error rates for
twenty frames of the two laboratory sequences (ten
frames with different foreground object positions for each 
sequence) are summarized in Table 1. The moving
shadows cast on the floor, wall, and table result in an
increase of falsely detected foreground pixels (false
positive) in Figure 4b-4c and 5b-5c. With an explicit
shadow model, it is relatively easy for our approach to 
know which part of the pixel intensity distribution is
likely to be produced by shadows. Moreover, both spatial
and temporal constraints are employed in our approach.
Hence the false positive rate is reduced by the proposed
method with a tradeoff in relatively high computation
load. On the other hand, in indoor scenes the intensity
  (a)  (b)     (c)    (d)   (e) 
Figure 4. (a) Two frames of a sequence. (b) Segmentation
results by GM. (c) Segmentation results by W
4
. (d) 
Segmentation results by the proposed method using the 4-
pixel spatial neighborhood and the 9-pixel temporal
neighborhood. (e) Segmentation results by the proposed
method using the 24-pixel spatial neighborhood and the
81-pixel temporal neighborhood.
Figure 4 shows the segmentation results using GM, W4,
and the proposed method for two frames of the
“laboratory” sequence with background object change.
The open cabinet in the second image is classified as
background in Figure 4b-4e by all the methods after a 
period of background updating. Figure 4d and 4e show
the influence of neighborhood size. The camouflage
regions and flickering areas in Figure 4d are corrected in
Figure 4e by increasing spatio-temporal contextual
constraints when the noise in the scene is heavy.
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variance of a point under shadow is usually greater than 
the variance of the same site in the background. Since the 
pixel intensity distribution of the foreground is assumed 
to be uniform, foreground regions darker than the 
background tend to be misclassified when the intensity 
variances under shadow are excessively large. This effect 
makes part of the man’s arms erroneously detected as 
shadow in the first image of Figure 4e, and the false 
negative rate of our approach higher than that of the 
Gaussian mixture method. 
6. Conclusion
There are two main contributions in this paper. First, 
we have proposed a dynamic hidden Markov random field 
(DHMRF) model that combines the HMM and the MRF 
for video sequences. Second, we have derived an efficient 
approximate DHMRF filtering algorithm and applied it to 
moving object and cast shadow detection in indoor scenes. 
The DHMRF model unifies the constraints of spatial 
connectivity and temporal continuity in the segmentation 
process. Objects and shadows usually form contiguous 
regions, and a point is likely to have the same 
segmentation label in consecutive frames. Two other 
kinds of spatial and temporal information are employed in 
our approach as well. The spatial gradient (or edge) 
information is integrated to help detect structure changes 
in the scene, and the recent history of observed images is 
used to adaptively update the models of background, 
shadow, and edge information. 
The proposed approach does not require range or color 
data and performs robust foreground segmentation. 
Experimental results show that our method accurately 
distinguishes moving objects from their cast shadows in 
nonstationary background scenes. Our future study is to 
develop more accurate and efficient approximate filtering 
algorithms and automatically determine the parameters of 
the DHMRF model. 
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