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Abstract
This is a sequel to [Li4] and [Li5] in a series to study vertex algebra-like structures
arising from various algebras such as quantum affine algebras and Yangians. In this
paper, we study two versions of the double Yangian DY~(sl2), denoted by DYq(sl2)
andDY∞q (sl2) with q a nonzero complex number. For each nonzero complex number
q, we construct a quantum vertex algebra Vq and prove that every DYq(sl2)-module
is naturally a Vq-module. We also show that DY
∞
q (sl2)-modules are what we call Vq-
modules-at-infinity. To achieve this goal, we study what we call S-local subsets and
quasi-local subsets of Hom(W,W ((x−1))) for any vector space W , and we prove that
any S-local subset generates a (weak) quantum vertex algebra and that any quasi-
local subset generates a vertex algebra with W as a (left) quasi module-at-infinity.
Using this result we associate the Lie algebra of pseudo-differential operators on the
circle with vertex algebras in terms of quasi modules-at-infinity.
1 Introduction
This is a sequel to [Li4] and [Li5] in a series to study vertex algebra-like structures arising
from various algebras such as quantum affine algebras and Yangians. In [Li4] and [Li5],
partially motivated by Etingof-Kazhdan’s notion of quantum vertex operator algebra over
C[[~]] (see [EK]), we formulated and studied a notion of quantum vertex algebra over C and
we established general constructions of (weak) quantum vertex algebras and modules. The
general constructions were illustrated by examples in which quantum vertex algebras were
constructed from certain Zamolodchikov-Faddeev-type algebras. The main goal of this
paper is to establish a natural connection of (centerless) double Yangians with quantum
vertex algebras over C.
For each finite-dimensional simple Lie algebra g, Drinfeld introduced a Hopf algebra
Y (g), called Yangian (see [D]), as a deformation of the universal enveloping algebra of
the Lie algebra g ⊗ C[t]. The Yangian double DY~(g) is a deformation of the algebra
U(g ⊗ C[t, t−1]). In the simplest case with g = sl2 (cf. [S], [Kh]), the following is one of
the defining relations in terms of generating functions
e(x1)e(x2) =
x1 − x2 + ~
x1 − x2 − ~
e(x2)e(x1). (1.1)
In this paper we study two versions of DY~(sl2) with the formal parameter ~ being eval-
uated at a nonzero complex number q. With a direct substitution, the defining relation
(1.1) becomes
e(x1)e(x2) =
x1 − x2 + q
x1 − x2 − q
e(x2)e(x1), (1.2)
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where
x1 − x2 + q
x1 − x2 − q
= (x1 − x2 + q)
∑
i≥0
qi(x1 − x2)
−i−1 ∈ C(((x1 − x2)
−1)) ⊂ C[x2]((x
−1
1 )).
In this way we get a version of DY~(sl2), which we denote by DY
∞
q (sl2). Notice that
for a module W of highest weight type where the generating functions are elements of
Hom(W,W ((x))), the expression
x1 − x2 + q
x1 − x2 − q
e(x2)e(x1)
does not exist in general. Because of this, DY ∞q (sl2) admits only modules W of lowest
weight type where the generating functions such as e(x) are elements of Hom(W,W ((x−1))).
Note that (quantum) vertex algebras and their modules are modules of highest weight
type in nature and so far we have used only modules of highest weight type for various
algebras to construct (quantum) vertex algebras and their modules. Motivated by this,
we then consider another version of DY~(sl2), which we denote by DYq(sl2), by expanding
the same rational function x1−x2+q
x1−x2−q
as follows:
x1 − x2 + q
−q + x1 − x2
= −(x1 − x2 + q)
∑
i≥0
q−i−1(x1 − x2)
i ∈ C[[(x1 − x2)]] ⊂ C[[x1, x2]].
Contrary to the situation with DY ∞q (sl2), the algebra DYq(sl2) admits only modules
of highest weight type, including vacuum modules. For every nonzero complex number
q, we construct a universal vacuum DYq(sl2)-module Vq and by applying the general
construction theorems of [Li4] and [Li5] we show that there exists a canonical quantum
vertex algebra structure on Vq and that on any DYq(sl2)-module there exists a canonical
Vq-module structure.
As it was mentioned before, the algebra DY ∞q (sl2) admits only lowest-weight-type
modules. This is also the case for the Lie algebra of pseudo-differential operators. Nev-
ertheless, we hope to associate such algebras with (quantum) vertex algebras in some
natural way. Having this in mind, we systematically study how to construct quantum
vertex algebras from suitable subsets of the space
Eo(W ) = Hom(W,W ((x−1)))
for a general vector space W , developing a general theory analogous to that of [Li4]. For
a vector space W , a subset T of Eo(W ) is said to be S-local if for any a(x), b(x) ∈ T ,
there exist
ai(x), bi(x) ∈ T, fi(x) ∈ C(x), i = 1, . . . , r
and a nonnegative integer k such that
(x1 − x2)
ka(x1)b(x2) = (x1 − x2)
k
r∑
i=1
ιx,∞(fi)(x1 − x2)bi(x2)ai(x1),
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where ιx,∞fi(x) denotes the formal Laurent series expansion of fi(x) at infinity. A subset
T of Eo(W ) is said to be quasi-local if for any a(x), b(x) ∈ T , there exists a nonzero
polynomial p(x1, x2) such that
p(x1, x2)a(x1)b(x2) = p(x1, x2)b(x2)a(x1).
We prove that any S-local subset generates a weak quantum vertex algebra and that
any quasi-local subset of Eo(W ) generates a vertex algebra in a certain natural way. To
describe the structure on W we formulate a notion of (left) quasi module-at-infinity for
a vertex algebra and for a weak quantum vertex algebra. For a vertex algebra V , a (left)
quasi V -module-at-infinity is a vector space W equipped with a linear map YW from V to
Hom(W,W ((x−1))), satisfying the condition that YW (1, x) = 1W (the identity operator
on W ) and that for u, v ∈ V , there exists a nonzero polynomial p(x1, x2) such that
p(x1, x2)YW (u, x1)YW (v, x2) = p(x1, x2)YW (v, x2)YW (u, x1),
p(x2 + x0, x2)YW (Y (u, x0)v, x2) = (p(x1, x2)YW (u, x1)YW (v, x2)) |x1=x2+x0.
For a module-at-infinity, the following opposite Jacobi identity holds for u, v ∈ V :
x−10 δ
(
x1 − x2
x0
)
YW (v, x2)YW (u, x1)− x
−1
0 δ
(
x2 − x1
−x0
)
YW (u, x1)YW (v, x2)
= x−12 δ
(
x1 − x0
x2
)
YW (Y (u, x0)v, x2).
This notion of a left module-at-infinity for a vertex algebra V coincides with the notion
of a right module, which was suggested in [HL].
As an application, we show that DYq(sl2)-modules are canonical modules-at-infinity
for the quantum vertex algebra Vq. We also show that lowest-weight type modules for the
Lie algebras of pseudo-differential operators on the circle are quasi modules-at-infinity for
some vertex algebras associated with the affine Lie algebra of a certain infinite-dimensional
Lie algebra. In a sequel, we shall study general double Yangians DY~(g) and their central
extensions ̂DY~(g) (see [Kh]) in terms of quantum vertex algebras.
This paper is organized as follows: In Section 2, we introduce a version of the double
Yangian DY~(sl2) and we associate it with quantum vertex algebras and modules. In
Section 3, we study quasi-compatible subsets and prove that any quasi-compatible subset
canonically generates a nonlocal vertex algebra. In Section 4, we study S-local subsets
and modules-at-infinity for quantum vertex algebras. In Section 5, we study quasi local
subsets and quasi modules-at-infinity for vertex algebras.
2 Associative algebra DYq(sl2) and quantum vertex
algebras
In this section, we first recall the notions of weak quantum vertex algebra and quantum
vertex algebra and we then define an associative algebra DYq(sl2) over C with q an ar-
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bitrary nonzero complex number, which is a version of the (centerless) double Yangian
DY~(sl2), and we associate a quantum vertex algebra to the algebra DYq(sl2).
We begin with the notion of nonlocal vertex algebra ([K], [BK], [Li2]). A nonlocal
vertex algebra is a vector space V , equipped with a linear map
Y : V → Hom(V, V ((x))) ⊂ (End V )[[x, x−1]]
v 7→ Y (v, x) =
∑
n∈Z
vnx
−n−1 (vn ∈ End V ) (2.1)
and equipped with a distinguished vector 1, such that for v ∈ V
Y (1, x)v = v, (2.2)
Y (v, x)1 ∈ V [[x]] and lim
x→0
Y (v, x)1 = v (2.3)
and such that for u, v, w ∈ V , there exists a nonnegative integer l such that
(x0 + x2)
lY (u, x0 + x2)Y (v, x2)w = (x0 + x2)
lY (Y (u, x0)v, x2)w. (2.4)
For a nonlocal vertex algebra V , we have
[D, Y (v, x)] = Y (Dv, x) =
d
dx
Y (v, x) for v ∈ V, (2.5)
where D is the linear operator on V , defined by
D(v) =
(
d
dx
Y (v, x)1
)
|x=0 (= v−21) for v ∈ V.
Furthermore, for v ∈ V ,
exDY (v, x1)e
−xD = Y (exDv, x1) = Y (v, x1 + x), (2.6)
Y (v, x)1 = exDv. (2.7)
A weak quantum vertex algebra (see [Li4], [Li5]) is a vector space V (over C) equipped
with a distinguished vector 1 and a linear map
Y : V → Hom(V, V ((x))) ⊂ (End V )[[x, x−1]],
v 7→ Y (v, x) =
∑
n∈Z
vnx
−n−1 (where vn ∈ End V )
satisfying the condition that
Y (1, x)v = v, (2.8)
Y (v, x)1 ∈ V [[x]] and lim
x→0
Y (v, x)1 = v for v ∈ V, (2.9)
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and that for any u, v ∈ V , there exist u(i), v(i) ∈ V, fi(x) ∈ C((x)), i = 1, . . . , r, such that
x−10 δ
(
x1 − x2
x0
)
Y (u, x1)Y (v, x2)− x
−1
0 δ
(
x2 − x1
−x0
) r∑
i=1
fi(−x0)Y (v
(i), x2)Y (u
(i), x1)
= x−12 δ
(
x1 − x0
x2
)
Y (Y (u, x0)v, x2). (2.10)
In terms of the notion of nonlocal vertex algebra, a weak quantum vertex algebra is
simply a nonlocal vertex algebra that satisfies the S-locality (cf. [EK]) in the sense that
for any u, v ∈ V , there exist u(i), v(i) ∈ V, fi(x) ∈ C((x)), i = 1, . . . , r, such that
(x1 − x2)
kY (u, x1)Y (v, x2) = (x1 − x2)
k
r∑
i=1
fi(x2 − x1)Y (v
(i), x2)Y (u
(i), x1) (2.11)
for some nonnegative integer k depending on u and v.
The notion of quantum vertex algebra involves the notion of unitary rational quantum
Yang-Baxter operator, which here we recall: A unitary rational quantum Yang-Baxter
operator on a vector space H is a linear map S(x) : H ⊗H → H ⊗H ⊗ C((x)) such that
S21(−x)S(x) = 1,
S12(x)S13(x+ z)S23(z) = S23(z)S13(x+ z)S12(x).
In this definition, S21(x) = σ12S(x)σ12, where σ12 is the flip map on H⊗H (u⊗v 7→ v⊗u),
S12(x) = S(x)⊗ 1 : H ⊗H ⊗H → H ⊗H ⊗H ⊗ C((x)),
and S13(x),S23(x) are defined accordingly.
A quantum vertex algebra ([Li4], cf. [EK]) is a weak quantum vertex algebra V
equipped with a unitary rational quantum Yang-Baxter operator S(x) : V ⊗ V →
V⊗V⊗C((x)) such that for u, v ∈ V , (2.10) holds with S(x)(v⊗u) =
∑r
i=1 v
(i)⊗u(i)⊗fi(x).
Remark 2.1. Recall from [EK] that a nonlocal vertex algebra V is nondegenerate if for
every positive integer n, the linear map
Zn : V
⊗n ⊗ C((x1)) · · · ((xn))→ V ((x1)) · · · ((xn))
defined by
Zn(v(1) ⊗ · · · ⊗ v(n) ⊗ f) = fY (v(1), x1) · · ·Y (v(n), xn)1
is injective. It was proved ([Li4], Theorem 4.8, cf. [EK], Proposition 1.11) that if V is
a nondegenerate weak quantum vertex algebra, then the S-locality of vertex operators
Y (v, x) for v ∈ V uniquely defines a linear map
S(x) : V ⊗ V → V ⊗ V ⊗ C((x))
such that V equipped with S(x) is a quantum vertex algebra and S(x) is the unique
rational quantum Yang-Baxter operator making V a quantum vertex algebra. In view of
this, we shall use the term “a nondegenerate quantum vertex algebra” for a nondegenerate
weak quantum vertex algebra which is a quantum vertex algebra with the canonical
rational quantum Yang-Baxter operator.
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Let V be a nonlocal vertex algebra. A V -module is a vector space W equipped with
a linear map YW : V → Hom(W,W ((x))) satisfying the condition that YW (1, x) = 1 (the
identity operator on W ) and for any u, v ∈ V, w ∈ W , there exists a nonnegative integer
l such that
(x0 + x2)
lYW (u, x0 + x2)YW (v, x2)w = (x0 + x2)
lYW (Y (u, x0)v, x2)w. (2.12)
Now, assume that V is a weak quantum vertex algebra and let (W,YW ) be a module for
V viewed as a nonlocal vertex algebra. It was proved ([Li4], Lemma 5.7) that for any
u, v ∈ V ,
x−10 δ
(
x1 − x2
x0
)
YW (u, x1)YW (v, x2)
−x−10 δ
(
x2 − x1
−x0
) r∑
i=1
fi(−x0)YW (v
(i), x2)YW (u
(i), x1)
= x−12 δ
(
x1 − x0
x2
)
YW (Y (u, x0)v, x2), (2.13)
where u(i), v(i) ∈ V, fi(x) ∈ C((x)) are the same as those in (2.10).
Remark 2.2. Here, we recall a general construction of weak quantum vertex algebras
from [Li4]. Let W be any vector space (over C) and set E(W ) = Hom(W,W ((x))). A
subset T of E(W ) is S-local if for any a(x), b(x) ∈ T , there exist
fi(x) ∈ C((x)), a
(i)(x), b(i)(x) ∈ T (i = 1, . . . , r)
(finitely many) such that
(x1 − x2)
ka(x1)b(x2) =
r∑
i=1
(x1 − x2)
kfi(x2 − x1)b
(i)(x2)a
(i)(x1)
for some nonnegative integer k. In this case, for any n ∈ Z, we define (see [Li5])
a(x)nb(x) = Resx1
(
(x1 − x)
na(x1)b(x)− (−x+ x1)
n
r∑
i=1
fi(x− x1)b
(i)(x)a(i)(x1)
)
.
(Note that it is well defined.) It was proved ([Li4], Theorem 5.8) that every S-local
subset of E(W ) generates a weak quantum vertex algebra with W as a module with
YW (a(x), x0) = a(x0).
Next, we introduce a version of the double Yangian DY~(sl2) (associated to the three-
dimensional simple Lie algebra sl2). Let T (sl2 ⊗ C[t, t
−1]) denote the tensor algebra over
the vector space sl2 ⊗ C[t, t
−1]. From now on we shall simply use T for this algebra. We
equip T with the Z-grading which is uniquely defined by
deg(u⊗ tn) = n for u ∈ sl2, n ∈ Z,
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making T a Z-graded algebra T =
∐
n∈Z Tn. For n ∈ Z, set
I[n] =
∐
m≥n
Tm ⊂ T.
This defines a decreasing filtration of T = ∪n∈ZI[n] with ∩n∈ZI[n] = 0. Denote by T the
completion of T associated with this filtration.
For u ∈ sl2, set
u(x) =
∑
n∈Z
u(n)x−n−1,
where u(n) = u⊗ tn. We also write sl2(n) = sl2⊗ t
n for n ∈ Z. Let e, f, h be the standard
Chevalley generators of sl2.
Definition 2.3. Let q be a nonzero complex number. We define DYq(sl2) to be the
quotient algebra of T modulo the following relations:
e(x1)e(x2) =
q + x1 − x2
−q + x1 − x2
e(x2)e(x1),
f(x1)f(x2) =
−q + x1 − x2
q + x1 − x2
f(x2)f(x1),
[e(x1), f(x2)] = x
−1
1 δ
(
x2
x1
)
h(x2),
h(x1)e(x2) =
q + x1 − x2
−q + x1 − x2
e(x2)h(x1),
h(x1)h(x2) = h(x2)h(x1),
h(x1)f(x2) =
−q + x1 − x2
q + x1 − x2
f(x2)h(x1),
where it is understood that
(±q + x1 − x2)
−1 =
∑
i∈N
(±q)−i−1(x2 − x1)
i ∈ C[[x1, x2]].
It is straightforward to see that DYq(sl2) admits a (unique) derivation d such that
[d, u(x)] =
d
dx
u(x) for u ∈ sl2. (2.14)
That is,
[d, u(n)] = −nu(n− 1) for u ∈ sl2, n ∈ Z. (2.15)
Definition 2.4. An a convention, we define a DYq(sl2)-module to be a T (sl2⊗ C[t, t
−1])-
module W such that for any w ∈ W ,
sl2(n)w = 0 for n sufficiently large
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and such that all the defining relations of DYq(sl2) in Definition 2.3 hold. A vector w0 of
a DYq(sl2)-module W is called a vacuum vector if
u(n)w0 = 0 for u ∈ sl2, n ≥ 0.
A vacuum DYq(sl2)-module is a module W equipped with a vacuum vector that generates
W .
The following are some basic properties of a general vacuum DYq(sl2)-module:
Lemma 2.5. Let W be a vacuum DYq(sl2)-module with a vacuum vector w0 as a gener-
ator. Set F0 = Cw0 and Fk = 0 for k < 0. For any positive integer k, we define Fk to be
the linear span of the vectors
a1(−m1) · · ·ar(−mr)w0
for r ≥ 1, a1, . . . , ar ∈ sl2, m1, . . . , mr ≥ 1 with m1 + · · ·+mr ≤ k. Then the subspaces
Fk for k ∈ Z form an increasing filtration of W and for any a ∈ sl2, m, k ∈ Z,
a(m)Fk ⊂ Fk−m. (2.16)
Furthermore, Tmw0 = 0 for m ≥ 1.
Proof. We first prove (2.16). It is true for k < 0 as Fk = 0 by definition. With F0 = Cw0,
we see that (2.16) holds for k = 0. Assume k ≥ 1. From definition, (2.16) always holds
for m < 0. Let a, b ∈ {e, f, h}. From the defining relations of DYq(sl2) we have
a(m)b(n) = ±b(n)a(m) +
∑
i,j≥0, i+j≥1
λijb(n+ i)a(m+ j) + αh(m+ n) (2.17)
for all m,n ∈ Z, where λij, α ∈ C, depending on a, b. Using this fact and induction on k
we obtain (2.16), noticing that a(m)F0 = 0 for m ≥ 0. From (2.16) we get
Tmw0 = TmF0 ⊂ F−m = 0 for m ≥ 1.
It also follows from (2.16) that ∪k≥0Fk is a submodule of W . Since w0 generates W , we
must have W = ∪k≥0Fk. This proves that the subspaces Fk for k ∈ Z form an increasing
filtration of W .
Lemma 2.6. Let W be a vacuum DYq(sl2)-module with a vacuum vector w0 as a gener-
ator. For n ∈ N, define En to be the linear span of the vectors
u(1)(m1) · · ·u
(r)(mr)w0
for 0 ≤ r ≤ n, u(i) ∈ {e, f, h}, mi ∈ Z. Then the subspaces En for n ∈ N form an
increasing filtration of W and for each n ∈ N, En is linearly spanned by the vectors
e(−m1) · · · e(−mr)f(−n1) · · ·f(−ns)h(−k1) · · ·h(−kl)w0, (2.18)
where r, s, t ≥ 0 and mi, nj , kt are positive integers such that
m1 > · · · > mr, n1 > · · · > ns, k1 ≥ · · · ≥ kl, r + s+ l ≤ n.
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Proof. As w0 generates W , the subspaces En for n ∈ N form an increasing filtration for
W . It remains to prove the spanning property. For any nonnegative integer n, let E ′n be
the span of the vectors
a1(−m1) · · ·ar(−mr)w0
for 0 ≤ r ≤ n, a1, . . . , ar ∈ sl2, m1, . . . , mr ≥ 1. By definition, E
′
n ⊂ En for n ≥ 0. Using
induction (on k) and (2.17) we get
a(m)E ′k ⊂ E
′
k+1 if m < 0,
a(m)E ′k ⊂ E
′
k if m ≥ 0
for any a ∈ sl2, m ∈ Z, k ∈ N. Using this and induction we have En ⊂ E
′
n for n ≥ 0.
Thus En = E
′
n for all n ≥ 0. For every nonnegative integer n, from Lemma 2.5, the
subspaces En ∩ Fm for m ∈ N form an increasing filtration of En. The spanning property
of En follows from this filtration and (2.17).
The following is a tautological construction of a vacuum module. Let d be the deriva-
tion of T such that
d(a⊗ tn) = −n(a⊗ tn−1) for a ∈ sl2, n ∈ Z.
Set
T+ =
∑
n≥1
Tn and J = TC[d]T+.
With J a left ideal of T , T/J is a (left) T -module and for any v ∈ T , sl2(n)(v + J) = 0
for n sufficiently large.
Definition 2.7. We define Vq to be the quotient T -module of T/J , modulo all the defining
relations of DYq(sl2). Denote by 1 the image of 1 in Vq.
From the construction, (Vq, 1) is a vacuum DYq(sl2)-module. As dJ ⊂ J , Vq admits
an action of d such that
d1 = 0, [d, u(x)] =
d
dx
u(x) for u ∈ sl2. (2.19)
It is clear that for any vacuum DYq(sl2)-module (W,w0) on which d acts such that
dw0 = 0 and [d, u(x)] =
d
dx
u(x) for u ∈ sl2,
there exists a unique DYq(sl2)-module homomorphism from Vq to W , sending 1 to w0.
We are going to show that Vq has a certain normal basis and there is a canonical
quantum vertex algebra structure on Vq. To show that Vq has a certain normal basis, we
shall construct a vacuum DYq(sl2)-module with this property.
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Remark 2.8. Here, we construct a vertex superalgebra. Let g = g0 ⊕ g1 be a three-
dimensional Lie superalgebra with g0 = Ch¯ (the even subspace) and g1 = Ce¯ ⊕ Cf¯ (the
odd subspace), where
[e¯, e¯] = [f¯ , f¯ ] = 0, [e¯, f¯ ] = h¯, [h¯, e¯] = 0, [h¯, f¯ ] = 0, [h¯, h¯] = 0. (2.20)
(One can show that this is indeed a Lie superalgebra by embedding g into the Clifford
algebra over the ring C[h¯] associated with the vector space g1 equipped with a symmetric
bilinear form.) Form the loop Lie superalgebra L(g) = g⊗C[t, t−1]. Viewing C as a trivial
g⊗ C[t]-module, we form the induced L(g)-module
VL(g) = U(L(g))⊗U(g⊗C[t]) C.
Set
1 = 1⊗ 1 ∈ VL(g).
It follows from the P-B-W theorem that VL(g) has a basis B¯, consisting of the vectors
e¯(−m1) · · · e¯(−mr)f¯(−n1) · · · f¯(−ns)h¯(−k1) · · · h¯(−kl)1, (2.21)
where r, s, t ≥ 0 and mi, nj, kt are positive integers such that
m1 > · · · > mr, n1 > · · · > ns, k1 ≥ · · · ≥ kl.
Identify g as a subspace of VL(g) through the map u 7→ u(−1)1 for u ∈ g. Then there
exists a (unique) vertex superalgebra structure on VL(g) with 1 as the vacuum vector and
with Y (u, x) = u(x) for u = e¯, f¯ , h¯. We define a Z-grading on g⊗ C[t, t−1] by
wt(g⊗ tn) = −n for n ∈ Z,
making g⊗C[t, t−1] a Z-graded Lie superalgebra. Then V is N-graded with V(0) = C1 such
that
u(m)V(n) ⊂ V(n−m) for u ∈ g, m, n ∈ Z.
We are going to define a vacuum DYq(sl2)-module structure on the vertex superalgebra
V = VL(g).
Lemma 2.9. There exists a unique element Φ(t) ∈ Hom(V, V ⊗ C[t]) such that
Φ(t)1 = 1, Φ(t)e¯ = e¯⊗ t, Φ(t)f¯ = f¯ ⊗ t, Φ(t)h¯ = h¯⊗ t2, (2.22)
Φ(t)Y (v, x) = Y (Φ(t− x)v, x)Φ(t) for v ∈ V. (2.23)
Furthermore, we have
Φ(t)e¯(x) = (t− x)e¯(x)Φ(t), Φ(t)f¯(x) = (t− x)f¯(x)Φ(t), (2.24)
Φ(t)h¯(x) = (t− x)2h¯(x)Φ(t), (2.25)
and [D,Φ(t)] = d
dt
Φ(t), Φ(x)Φ(t) = Φ(t)Φ(x).
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Proof. Let us equip C[t] with the vertex algebra structure for which 1 is the vacuum vector
and
Y (p(t), x)q(t) =
(
e−x(d/dt)p(t)
)
q(t) = p(t− x)q(t)
for p(t), q(t) ∈ C[t]. Then equip V ⊗ C[t] with the tensor product vertex superalgebra
structure where we denote the vertex operator map by Yten. Thus
Yten(u⊗ t
n, x) = Y (u, x)⊗ (t− x)n for u ∈ V, n ∈ Z.
We have
[Yten(e¯⊗ t, x1), Yten(e¯⊗ t, x2)]+ = [Y (e¯, x1), Y (e¯, x2)]+ ⊗ (t− x1)(t− x2) = 0,
[Yten(f¯ ⊗ t, x1), Yten(f¯ ⊗ t, x2)]+ = [Y (f¯ , x1), Y (f¯ , x2)]+ ⊗ (t− x1)(t− x2) = 0,
[Yten(h¯⊗ t
2, x1), Yten(e¯⊗ t, x2)] = [Y (h¯, x1), Y (e¯, x2)]⊗ (t− x1)
2(t− x2) = 0,
[Yten(h¯⊗ t
2, x1), Yten(f¯ ⊗ t, x2)] = [Y (h¯, x1), Y (f¯ , x2)]⊗ (t− x1)
2(t− x2) = 0,
[Yten(e¯⊗ t, x1), Yten(f¯ ⊗ t, x2)]+ = [Y (e¯, x1), Y (f¯ , x2)]+ ⊗ (t− x1)(t− x2)
= x−11 δ
(
x2
x1
)
Y (h¯, x2)⊗ (t− x1)(t− x2) = x
−1
1 δ
(
x2
x1
)
Y (h¯, x2)⊗ (t− x2)
2,
[Yten(h¯⊗ t
2, x1), Yten(h¯⊗ t
2, x2)] = [Y (h¯, x1), Y (h¯, x2)]⊗ (t− x1)
2(t− x2)
2 = 0.
It follows that there exists a (unique) vertex-superalgebra homomorphism θ from V to
V ⊗ C[t] such that
θ(e¯) = e¯⊗ t, θ(f¯) = f¯ ⊗ t, θ(h¯) = h¯⊗ t2. (2.26)
Let us alternatively denote by Φ(t) the vertex superalgebra homomorphism θ (from V
to V ⊗ C[t]). Then Φ(t)1 = 1, Φ(t)(e¯) = e¯ ⊗ t, Φ(t)(f¯) = f¯ ⊗ t, Φ(t)(h¯) = h¯ ⊗ t2.
Furthermore, for u, v ∈ V , we have
Φ(t)Y (u, x)v = θ(Y (u, x)v) = Yten(θ(u), x)θ(v) = Y (Φ(t− x)u, x)Φ(t)v,
where Y is viewed as a C[t]-map. The rest follows immediately.
Proposition 2.10. Let q be any nonzero complex number and let V = VL(g) be the vertex
superalgebra as in Lemma 2.9. The assignment
e(x) = e¯(x)Φ(q + x), f(x) = f¯(x)Φ(−q + x), h(x) = qh¯(x)Φ(q + x)Φ(−q + x)
uniquely defines a vacuum DYq(sl2)-module structure on V with 1 as the generating vac-
uum vector and
[D, e(x)] =
d
dx
e(x), [D, f(x)] =
d
dx
f(x), [D, h(x)] =
d
dx
h(x). (2.27)
Furthermore, for n ∈ N, define En to be the linear span of the vectors
u(1)(m1) · · ·u
(r)(mr)1
11
for 0 ≤ r ≤ n, u(i) ∈ {e, f, h}, mi ∈ Z. Then En has a basis consisting of the vectors
e(−m1) · · · e(−mr)f(−n1) · · · f(−ns)h(−k1) · · ·h(−kl)1, (2.28)
where r, s, t ≥ 0 and mi, nj , kt are positive integers such that
m1 > · · · > mr, n1 > · · · > ns, k1 ≥ · · · ≥ kl, r + s+ l ≤ n.
Proof. Using Lemma 2.9 we have
e(x1)e(x2) = e¯(x1)Φ(q + x1)e¯(x2)Φ(q + x2)
= e¯(x1)e¯(x2)Φ(q + x1)Φ(q + x2)(q + x1 − x2)
= −e¯(x2)e¯(x1)Φ(q + x2)Φ(q + x1)(q + x1 − x2)
= −e¯(x2)Φ(q + x2)e¯(x1)Φ(q + x1)(q + x1 − x2)(q + x2 − x1)
−1
=
q + x1 − x2
−q − x2 + x1
e(x2)e(x1),
f(x1)f(x2) = f¯(x1)Φ(−q + x1)f¯(x2)Φ(−q + x2)
= f¯(x1)f¯(x2)Φ(−q + x1)Φ(−q + x2)(−q + x1 − x2)
= −f¯ (x2)f¯(x1)Φ(−q + x2)Φ(−q + x1)(−q + x1 − x2)
= −f¯ (x2)Φ(−q + x2)f¯(x1)Φ(−q + x1)(−q + x1 − x2)(−q + x2 − x1)
−1
=
−q + x1 − x2
q − x2 + x1
f(x2)f(x1),
[e(x1), f(x2)]
= e¯(x1)Φ(q + x1)f¯(x2)Φ(−q + x2)− f¯(x2)Φ(−q + x2)e¯(x1)Φ(q + x1)
= (q + x1 − x2)e¯(x1)f¯(x2)Φ(q + x1)Φ(−q + x2)
−(−q + x2 − x1)f¯(x2)e¯(x1)Φ(q + x1)Φ(−q + x2)
= (q + x1 − x2)(e¯(x1)f¯(x2) + f¯(x2)e¯(x1))Φ(q + x1)Φ(−q + x2)
= (q + x1 − x2)x
−1
1 δ
(
x2
x1
)
h¯(x2)Φ(q + x1)Φ(−q + x2)
= qx−11 δ
(
x2
x1
)
h¯(x2)Φ(q + x2)Φ(−q + x2)
= x−11 δ
(
x2
x1
)
h(x2),
[h(x1), h(x2)]
= q2h¯(x1)Φ(q + x1)Φ(−q + x1)h¯(x2)Φ(q + x2)Φ(−q + x2)
−q2h¯(x2)Φ(q + x2)Φ(−q + x2)h¯(x1)Φ(q + x1)Φ(−q + x1)
= q2(q + x1 − x2)(−q + x1 − x2)h¯(x1)h¯(x2)Φ(q + x1)Φ(−q + x1)Φ(q + x2)Φ(−q + x2)
−q2(q + x2 − x1)(−q + x2 − x1)h¯(x2)h¯(x1)Φ(q + x1)Φ(−q + x1)Φ(q + x2)Φ(−q + x2)
= q2(xq +1 −x2)(−q + x1 − x2)[h¯(x1), h¯(x2)]Φ(q + x1)Φ(−q + x1)Φ(q + x2)Φ(−q + x2)
= 0,
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h(x1)e(x2)
= qh¯(x1)Φ(q + x1)Φ(−q + x1)e¯(x2)Φ(q + x2)
= qh¯(x1)e¯(x2)Φ(q + x1)Φ(−q + x1)Φ(q + x2)(q + x1 − x2)(−q + x1 − x2)
= qe¯(x2)h¯(x1)Φ(q + x2)Φ(q + x1)Φ(−q + x1)(q + x1 − x2)(−q + x1 − x2)
=
q(q + x1 − x2)(−q + x1 − x2)
(q + x2 − x1)2
e¯(x2)Φ(q + x2)h¯(x1)Φ(q + x1)Φ(−q + x1)
=
q + x1 − x2
−q − x2 + x1
e(x2)h(x1),
h(x1)f(x2)
= qh¯(x1)Φ(q + x1)Φ(−q + x1)f¯(x2)Φ(−q + x2)
= qh¯(x1)f¯(x2)Φ(q + x1)Φ(−q + x1)Φ(−q + x2)(q + x1 − x2)(−q + x1 − x2)
= qf¯(x2)h¯(x1)Φ(−q + x2)Φ(q + x1)Φ(−q + x1)(q + x1 − x2)(−q + x1 − x2)
=
q(q + x1 − x2)(−q + x1 − x2)
(−q + x2 − x1)2
f¯(x2)Φ(−q + x2)h¯(x1)Φ(q + x1)Φ(−q + x1)
=
−q + x1 − x2
q − x2 + x1
f(x2)h(x1).
This proves that V becomes a DYq(sl2)-module. As Φ(x)1 = 1, it is clear that 1 is a
vacuum vector for DYq(sl2). Now it remains to prove that 1 generates V as an DYq(sl2)-
module. Let W be the DYq(sl2)-submodule of V generated by 1. Using Lemma 2.9 we
have
Φ(x1)e(x) = Φ(x1)(e¯(x)Φ(q + x)) = e¯(x)Φ(q + x)(x1 − x)Φ(x1) = (x1 − x)e(x)Φ(x1).
Similar relations also hold for f¯(x) and h¯(x). As Φ(x)1 = 1, by induction we have
Φ(x)W ⊂ W ((x)). Then it follows that W is stable under the actions of e¯(n), f¯(n), h¯(n)
for n ∈ Z. Thus W = V . This proves that 1 generates V as a DYq(sl2)-module and then
proves that V is a vacuum DYq(sl2)-module.
Now we prove the last assertion. With the spanning property having been established
in Lemma 2.6 we only need to prove the independence. Recall that V =
∐
n∈N V(n) is
N-graded with V(0) = C1. For n ∈ N, set
F¯n = V(0) ⊕ V(1) ⊕ · · · ⊕ V(n) ⊂ V.
We know that F¯n has a basis consisting of the vectors
e¯(−m1) · · · e¯(−mr)f¯(−n1) · · · f¯(−ns)h¯(−k1) · · · h¯(−kl)1,
where r, s, t ≥ 0 and mi, nj, kt are positive integers such that
m1 > · · · > mr, n1 > · · · > ns, k1 ≥ · · · ≥ kl,
∑
mi +
∑
nj +
∑
kt ≤ n.
From the commutation relations in Lemma 2.9, we have
Φ(t)e¯(m) = (te¯(m)− e¯(m+ 1))Φ(t), Φ(t)f¯(m) = (tf¯(m)− f¯(m+ 1))Φ(t),
Φ(t)h¯(m) = (t2h¯(m)− 2th¯(m+ 1) + h¯(m+ 2))Φ(t)
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for m ∈ Z. With Φ(t)1 = 1, using induction we get
Φ(t)w ≡ tmw mod F¯n−1[t] for w ∈ F¯n, n ≥ 0,
where m is a nonnegative integer depending on w. As
e(x) = e¯(x)Φ(q + x) =
∑
j≥0
1
j!
xj e¯(x)Φ(j)(q),
for any m ∈ Z we have
e(m) =
∑
i≥0
1
i!
e¯(m+ i)Φ(i)(q).
For u ∈ {e, f, h} and for m ∈ Z, w ∈ F¯k, we have
u(m)w ≡ αu¯(m)w mod F¯k−m−1
for some nonzero complex number α. It follows immediately that En has a basis as
claimed.
With Vq being universal, from Proposition 2.10 we immediately have:
Corollary 2.11. For n ∈ N, let En be the subspace of Vq, linearly spanned by the vectors
u(1)(m1) · · ·u
(r)(mr)1
for 0 ≤ r ≤ n, u(i) ∈ {e, f, h}, mi ∈ Z. Then the subspaces En for n ≥ 0 form an
increasing filtration of Vq and for each n ≥ 0, En has a basis consisting of the vectors
e(−m1) · · · e(−mr)f(−n1) · · · f(−ns)h(−k1) · · ·h(−kl)1, (2.29)
where r, s, t ≥ 0 and mi, nj , kt are positive integers such that
m1 > · · · > mr, n1 > · · · > ns, k1 ≥ · · · ≥ kl, r + s+ l ≤ n.
In view of Corollary 2.11, we can and we should consider sl2 as a subspace of Vq
through the map u 7→ u(−1)1 for u ∈ sl2. The following is our main result:
Theorem 2.12. Let q be any nonzero complex number and let (Vq, 1) be the universal
vacuum DYq(sl2)-module. There exists one and only one weak quantum vertex algebra
structure on Vq with 1 as the vacuum vector such that
Y (e, x) = e(x), Y (f, x) = f(x), Y (h, x) = h(x),
and the weak quantum vertex algebra Vq is nondegenerate. Furthermore, for any DYq(sl2)-
module W , there exists one and only one Vq-module structure YW on W such that
YW (e, x) = e(x), YW (f, x) = f(x), YW (h, x) = h(x).
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Proof. We shall follow the procedure outlined in [Li4] and [Li5]. Let W be any DYq(sl2)-
module and let W = Vq ⊕W be the direct sum module. Set U = {e(x), f(x), h(x)} ⊂
E(W ). From the defining relations, U is an S-local subset. By ([Li4], Theorem 5.8),
U generates a weak quantum vertex algebra VW where the identity operator 1W is the
vacuum vector and YE denotes the vertex operator map. Furthermore, the vector spaceW
is a faithful VW -module with YW (a(x), x0) = a(x0) for a(x) ∈ VW . It follows from ([Li4],
Proposition 6.7) and the defining relations of DYq(sl2) that VW is a vacuum DYq(sl2)-
module with e(x0), f(x0), h(x0) acting as YE(e(x), x0), YE(f(x), x0), YE(h(x), x0). As Vq is
universal, there exists a DYq(sl2)-module homomorphism ψ from Vq to VW , sending 1
to 1W . Since Vq is a DYq(sl2)-submodule of W , it follows that ψ maps Vq into Vq ⊂ W .
Notice that Vq as a DYq(sl2)-module is generated by 1 and that we have the operator d on
Vq with the property (2.19). Now we can apply Theorem 6.3 of [Li4], asserting that there
exists one and only one weak quantum vertex algebra structure on Vq with the required
properties. It follows from Theorem 6.5 of [Li4] that W is a Vq-module with W as a
submodule.
Now it remains to prove that Vq is nondegenerate. For n ∈ N, define En to be the
linear span of the vectors
u(1)(m1) · · ·u
(r)(mr)1
for 0 ≤ r ≤ n, u(i) ∈ {e, f, h}, mi ∈ Z. By Proposition 3.15 of [Li5], the subspaces En
(n ∈ N) form an increasing filtration of Vq with E0 = C1 such that akEn ⊂ Em+n for
a ∈ Em, m, n ∈ N, k ∈ Z. Denote by GrE(Vq) the associated nonlocal vertex algebra.
Notice that e, f, h ∈ E1. Let eˆ, fˆ , hˆ denote the images of e, f, h in E1/E0 ⊂ GrE(Vq).
Then {eˆ, fˆ , hˆ} is a generating subset of GrE(Vq) and we have
eˆ(x1)eˆ(x2) =
q + x1 − x2
−q + x1 − x2
eˆ(x2)eˆ(x1),
fˆ(x1)fˆ(x2) =
−q + x1 − x2
q + x1 − x2
fˆ(x2)fˆ(x1),
eˆ(x1)fˆ(x2) = fˆ(x2)eˆ(x1),
hˆ(x1)hˆ(x2) = hˆ(x2)hˆ(x1),
hˆ(x1)eˆ(x2) =
q + x1 − x2
−q + x1 − x2
eˆ(x2)hˆ(x1),
hˆ(x1)fˆ(x2) =
−q + x1 − x2
q + x1 − x2
fˆ(x2)hˆ(x1).
From Corollary 2.11, for each n ≥ 0, En+1/En has a basis consisting of the vectors
eˆ(−m1) · · · eˆ(−mr)fˆ(−n1) · · · fˆ(−ns)hˆ(−k1) · · · hˆ(−kl)1,
where r, s, t ≥ 0 and mi, nj, kt are positive integers such that
m1 > · · · > mr, n1 > · · · > ns, k1 ≥ · · · ≥ kl, r + s+ l = n + 1.
It was proved in [KL] that GrE(Vq) is nondegenerate. Then by ([Li5], Proposition 3.14),
Vq is nondegenerate.
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Remark 2.13. In the defining relations of the algebra DYq(sl2), let us use the following
expansion
1
x1 − x2 ± q
=
∑
i≥0
(∓q)i(x1 − x2)
−1−i ∈ C[x2][[x
−1
1 ]].
By doing this one gets a new algebra which we denote by DY ∞q (sl2). Unlike DYq(sl2),
the algebra DY ∞q (sl2) only admits modules of lowest weight type. To relate DY
∞
q (sl2)
with quantum vertex algebras we shall need a new theory.
3 Quasi-compatibility and quasi-modules-at-infinity
for nonlocal vertex algebras
In this section we study quasi-compatible subsets of Hom(W,W ((x−1))) for a general
vector space W and we show that from any quasi-compatible subset, one can construct a
canonical nonlocal vertex algebra. We formulate a notion of quasi module-at-infinity for
a nonlocal vertex algebra and we show that the starting vector space W is naturally a
quasi module-at-infinity for the nonlocal vertex algebra generated by a quasi-compatible
subset. The theory and the results of this section are analogous to those in [Li4].
Let W be any vector space over C, which is fixed throughout this section. Set
Eo(W ) = Hom(W,W ((x−1))) ⊂ (End W )[[x, x−1]]. (3.1)
Denote by 1W the identity operator on W , a distinguished element of E
o(W ). Note that
Eo(W ) is naturally a vector space over the field C((x−1)). Let G denote the group of linear
transformations on C:
G = {g(z) = c0z + c1 | c0 ∈ C
×, c1 ∈ C}. (3.2)
Group G acts on Eo(W ) with g ∈ G acting as Rg defined by
Rga(x) = a(g(x)) for a(x) ∈ E
o(W ), (3.3)
where as a convention
a(g(x)) =
∑
n∈Z
an(c0x+ c1)
−n−1 =
∑
n∈Z
∑
i∈N
(
−n− 1
i
)
c−n−1−i0 c
i
1anx
−n−1−i
for a(x) =
∑
n∈Z anx
−n−1.
Definition 3.1. An ordered sequence a1(x), . . . , ar(x) in E
o(W ) is said to be quasi-
compatible if there exists a nonzero polynomial p(x1, x2) such that( ∏
1≤i<j≤r
p(xi, xj)
)
a1(x1)a2(x2) · · · ar(xr) ∈ Hom(W,W ((x
−1
1 , x
−1
2 , . . . , x
−1
r ))). (3.4)
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A subset S of Eo(W ) is said to be quasi-compatible if every finite sequence in S is quasi-
compatible. A sequence a1(x), . . . , ar(x) is said to be compatible if there exists a nonneg-
ative integer k such that( ∏
1≤i<j≤r
(xi − xj)
k
)
a1(x1)a2(x2) · · ·ar(xr) ∈ Hom(W,W ((x
−1
1 , x
−1
2 , . . . , x
−1
r ))). (3.5)
A subset S of Eo(W ) is said to be compatible if every finite sequence in S is compatible.
Remark 3.2. Note that for any A(x1, x2) ∈ Hom(W,W ((x
−1
1 , x
−1
2 ))), A(x2, x2) exists in
Hom(W,W ((x−12 ))) and A(x2, x2) = 0 if and only if A(x1, x2) = 0. Furthermore,
A(x2 + x0, x2) =
(
e
x0
∂
∂x1A(x1, x2)
)
|x1=x2
exists in (Hom(W,W ((x−12 ))))[[x0]] and A(x2 + x0, x2) 6= 0 if A(x1, x2) 6= 0. We also have
x−12 δ
(
x1
x2
)
A(x1, x2) = x
−1
2 δ
(
x1
x2
)
A(x2, x2),
Resx1x
−1
2 δ
(
x1
x2
)
A(x1, x2) = A(x2, x2),
Resx1x
−1
1 δ
(
x2 + x0
x1
)
A(x1, x2) = A(x2 + x0, x2).
Let C(x1, x2) denote the field of rational functions. We have fields C((x
−1
1 ))((x
−1
2 )) and
C((x−11 ))((x2)) of formal series. As these fields contain C[x1, x2] as a subring, there exist
unique field-embeddings
ιx1,∞;x2,∞ : C(x1, x2)→ C((x
−1
1 ))((x
−1
2 )), (3.6)
ιx1,∞;x2,0 : C(x1, x2)→ C((x
−1
1 ))((x2)). (3.7)
Let C(x) denote the field of rational functions. Define field-embeddings
ιx,0 : C(x)→ C((x)),
sending f(x) to the formal Laurent series expansion of f(x) at x = 0, and
ιx,∞ : C(x)→ C((x
−1)),
sending f(x) to the formal Laurent series expansion of f(x) at x =∞.
Remark 3.3. We shall often use the following simple fact. Suppose that U is a vector
space over C and F,G ∈ U((x−1))((x0)) satisfy the relation
q(x, x0)F (x, x0) = q(x, x0)G(x, x0)
for some nonzero polynomial q(x, x0). Then F = G. This is simply because U((x
−1))((x0))
is a vector space over the field C((x−1))((x0)) and 0 6= q(x, x0) ∈ C[x, x0] ⊂ C((x
−1))((x0)).
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Note that for a quasi-compatible pair (a(x), b(x)) in Eo(W ), by definition there exists
a nonzero polynomial p(x1, x2) such that
p(x1, x2)a(x1)b(x2) ∈ Hom(W,W ((x
−1
1 , x
−1
2 ))). (3.8)
As
ιx,∞;x0,0 (1/p(x0 + x, x)) ∈ C((x
−1))((x0)),
(p(x1, x)a(x1)b(x)) |x1=x+x0 ∈ (Hom(W,W ((x
−1))))[[x0]],
we have
ιx,∞;x0,0 (1/p(x0 + x, x)) (p(x1, x)a(x1)b(x)) |x1=x+x0 ∈ (Hom(W,W ((x
−1))))((x0)).
Definition 3.4. Let (a(x), b(x)) be a quasi-compatible pair in Eo(W ). We define
YEo(a(x), x0)b(x) = ιx,∞;x0,0 (1/p(x0 + x, x)) (p(x1, x)a(x1)b(x)) |x1=x+x0 ∈ E
o(W )((x0)),
where p(x1, x2) is any nonzero polynomial such that (3.8) holds.
It is easy to show that YEo(a(x), x0)b(x) is well defined, i.e., the expression on the right
hand side does not depend on the choice of polynomial p(x1, x2).
Write
YEo(a(x), x0)b(x) =
∑
n∈Z
a(x)nb(x)x
−n−1
0 . (3.9)
The following is an immediate consequence:
Lemma 3.5. Let (a(x), b(x)) be a quasi-compatible pair in Eo(W ). Then a(x)nb(x) ∈
Eo(W ) for n ∈ Z. Furthermore, let p(x1, x2) be a nonzero polynomial such that
p(x1, x2)a(x1)b(x2) ∈ Hom(W,W ((x
−1
1 , x
−1
2 )))
and let k be an integer such that
xk0ιx,∞;x0,0 (1/p(x0 + x, x)) ∈ C((x
−1))[[x0]].
Then
a(x)nb(x) = 0 for n ≥ k. (3.10)
We shall need the following result:
Lemma 3.6. Let (ai(x), bi(x)) (i = 1, . . . , n) be quasi-compatible ordered pairs in E
o(W ).
Suppose that
n∑
i=1
gi(z, x)ai(z)bi(x) ∈ Hom(W,W ((z
−1, x−1))) (3.11)
for some polynomials g1(z, x), . . . , gn(z, x). Then
n∑
i=1
gi(x+ x0, x)YEo(ai(x), x0)bi(x) =
(
n∑
i=1
gi(z, x)ai(z)bi(x)
)
|z=x+x0. (3.12)
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Proof. Let g(z, x) be a nonzero polynomial such that
g(z, x)ai(z)bi(x) ∈ Hom(W,W ((z
−1, x−1))) for i = 1, . . . , n.
From Definition 3.4, we have
g(x+ x0, x)YEo(ai(x), x0)bi(x) = (g(z, x)ai(z)bi(x)) |z=x+x0 for i = 1, . . . , n.
Then using (3.11) we have
g(x+ x0, x)
n∑
i=1
gi(x+ x0, x)YEo(ai(x), x0)bi(x)
=
n∑
i=1
gi(x+ x0, x) (g(z, x)ai(z)bi(x)) |z=x+x0
=
(
g(z, x)
n∑
i=1
gi(z, x)ai(z)bi(x)
)
|z=x+x0
= g(x+ x0, x)
(
n∑
i=1
gi(z, x)ai(z)bi(x)
)
|z=x+x0. (3.13)
As both
∑n
i=1 gi(x+ x0, x)YEo(ai(x), x0)bi(x) and(
n∑
i=1
gi(z, x)ai(z)bi(x)
)
|z=x+x0
lie in (Hom(W,W ((x−1))))((x0)), from Remark 3.3, (3.12) follows immediately.
A quasi-compatible subspace U of Eo(W ) is said to be closed if
a(x)nb(x) ∈ U for a(x), b(x) ∈ U, n ∈ Z. (3.14)
We are going to prove that any closed quasi-compatible subspace containing 1W of E
o(W )
is a nonlocal vertex algebra. First we prove the following result:
Lemma 3.7. Let V be a closed quasi-compatible subspace of Eo(W ). Let ψ(x), φ(x), θ(x) ∈
V and let f(x, y) be a nonzero polynomial such that
f(x, y)φ(x)θ(y) ∈ Hom(W,W ((x−1, y−1))), (3.15)
f(x, y)f(x, z)f(y, z)ψ(x)φ(y)θ(z) ∈ Hom(W,W ((x−1, y−1, z−1))). (3.16)
Then
f(x+ x1, x)f(x+ x2, x)f(x+ x1, x+ x2)YEo(ψ(x), x1)YEo(φ(x), x2)θ(x)
= (f(y, x)f(z, x)f(y, z)ψ(y)φ(z)θ(x)) |y=x+x1,z=x+x2. (3.17)
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Proof. With (3.15), from Definition 3.4 we have
f(x+ x2, x)YEo(φ(x), x2)θ(x) = (f(z, x)φ(z)θ(x)) |z=x+x2, (3.18)
which gives
f(y, x)f(y, x+ x2)f(x+ x2, x)ψ(y)YEo(φ(x), x2)θ(x)
= (f(y, x)f(y, z)f(z, x)ψ(y)φ(z)θ(x)) |z=x+x2. (3.19)
From (3.16) the expression on the right-hand side lies in (Hom(W,W ((y−1, x−1))))[[x2]],
so does the expression on the left-hand side. That is,
f(y, x)f(y, x+ x2)f(x+ x2, x)ψ(y)YEo(φ(x), x2)θ(x) ∈ (Hom(W,W ((y
−1, x−1))))[[x2]].
Multiplying by ιx,∞;x2,0(f(x+ x2, x)
−1), which lies in C((x−1))((x2)), we have
f(y, x)f(y, x+ x2)ψ(y)YEo(φ(x), x2)θ(x) ∈ (Hom(W,W ((y
−1, x−1))))((x2)). (3.20)
In view of Lemma 3.6, by considering the coefficient of each power of x2, we have
f(x+ x1, x)f(x+ x1, x+ x2)YEo(ψ(x), x1)YEo(φ(x), x2)θ(x)
= (f(y, x)f(y, x+ x2)ψ(y)(YEo(φ(x), x2)θ(x)) |y=x+x1. (3.21)
Using this and (3.18) we have
f(x+ x1, x)f(x+ x2, x)f(x+ x1, x+ x2)YEo(ψ(x), x1)YEo(φ(x), x2)θ(x)
= (f(y, x)f(x+ x2, x)f(y, x+ x2)ψ(y)YEo(φ(x), x2)θ(x)) |y=x+x1
= (f(y, x)f(z, x)f(y, z)ψ(y)φ(z)θ(x)) |y=x+x1,z=x+x2,
as desired.
To state our first result we shall need a new notion.
Definition 3.8. Let V be a nonlocal vertex algebra. A (left) quasi V -module-at-infinity
is a vector space W equipped with a linear map
YW : V → Hom(W,W ((x
−1))) ⊂ (End W )[[x, x−1]],
satisfying the condition that YW (1, x) = 1W and that for any u, v ∈ V , there exists a
nonzero polynomial p(x1, x2) such that
p(x1, x2)YW (u, x1)YW (v, x2) ∈ Hom(W,W ((x
−1
1 , x
−1
2 ))) (3.22)
and
p(x0 + x2, x2)YW (Y (u, x0)v, x2) = (p(x1, x2)YW (u, x1)YW (v, x2)) |x1=x2+x0. (3.23)
A quasi V -module at infinity (W,YW ) is called a (left) V -module-at-infinity if for any
u, v ∈ V , there exists a nonnegative integer k such that
(x1 − x2)
kYW (u, x1)YW (v, x2) ∈ Hom(W,W ((x
−1
1 , x
−1
2 ))) (3.24)
and
xk0YW (Y (u, x0)v, x2) =
(
(x1 − x2)
kYW (u, x1)YW (v, x2)
)
|x1=x2+x0. (3.25)
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Here we make a new notation for convenience. Let a(x) =
∑
n∈Z anx
−n−1 be any
formal series (with coefficients an in some vector space). For any m ∈ Z, we set
a(x)≥m =
∑
n≥m
anx
−n−1. (3.26)
Then for any polynomial q(x) we have
Resxx
mq(x)a(x) = Resxx
mq(x)a(x)≥m. (3.27)
Now we are in a position to prove our first key result:
Theorem 3.9. Let V be a closed quasi-compatible subspace of Eo(W ), containing 1W .
Then (V, YEo , 1W ) carries the structure of a nonlocal vertex algebra with W as a faithful
(left) quasi module-at-infinity where the vertex operator map YW is given by YW (α(x), x0) =
α(x0). Furthermore, if V is compatible, W is a V -module-at-infinity.
Proof. For any a(x) ∈ Eo(W ), as 1Wa(x2) = a(x2) ∈ Hom(W,W ((x
−1
1 , x
−1
2 ))), by defini-
tion we have
YEo(1W , x0)a(x) = 1Wa(x) = a(x),
YEo(a(x), x0)1W = (a(x1)1W )|x1=x+x0 = a(x+ x0) = e
x0
d
dxa(x).
For the assertion on the nonlocal vertex algebra structure, it remains to prove the weak
associativity, i.e., for ψ, φ, θ ∈ V , there exists a nonnegative integer k such that
(x0 + x2)
kYEo(ψ, x0 + x2)YEo(φ, x2)θ = (x0 + x2)
kYEo(YEo(ψ, x0)φ, x2)θ. (3.28)
Let f(x, y) be a nonzero polynomial such that
f(x, y)ψ(x)φ(y) ∈ Hom(W,W ((x−1, y−1))),
f(x, y)φ(x)θ(y) ∈ Hom(W,W ((x−1, y−1))),
f(x, y)f(x, z)f(y, z)ψ(x)φ(y)θ(z) ∈ Hom(W,W ((x−1, y−1, z−1))).
By Lemma 3.7, we have
f(x+ x2, x)f(x+ x0 + x2, x)f(x+ x0 + x2, x+ x2)YEo(ψ(x), x0 + x2)YEo(φ(x), x2)θ(x)
= (f(z, x)f(y, x)f(y, z)ψ(y)φ(z)θ(x)) |y=x+x0+x2,z=x+x2. (3.29)
On the other hand, let n ∈ Z be arbitrarily fixed. Since ψ(x)mφ(x) = 0 form sufficiently
large, there exists a nonzero polynomial p(x, y), depending on n, such that
p(x+ x2, x)(YEo(ψ(x)mφ(x), x2)θ(x) = (p(z, x)(ψ(z)mφ(z))θ(x)) |z=x+x2 (3.30)
for all m ≥ n. With f(x, y)ψ(x)φ(y) ∈ Hom(W,W ((x−1, y−1))), from Definition 3.4 we
have
f(x2 + x0, x2)(YEo(ψ(x2), x0)φ(x2))θ(x) = (f(y, x2)ψ(y)φ(x2)θ(x)) |y=x2+x0 . (3.31)
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Using (3.27), (3.30) and (3.31) we get
Resx0x
n
0f(x+ x0 + x2, x)f(x+ x0 + x2, x+ x2)p(x+ x2, x)
·YEo(YEo(ψ(x), x0)φ(x), x2)θ(x)
= Resx0x
n
0f(x+ x0 + x2, x)f(x+ x0 + x2, x+ x2)p(x+ x2, x)
·YE(YEo(ψ(x), x0)≥nφ(x), x2)θ(x)
= Resx0x
n
0f(x+ x0 + x2, x)f(x+ x0 + x2, x+ x2)
· (p(z, x)YEo(ψ(z), x0)≥nφ(z))θ(x)) |z=x+x2
= Resx0x
n
0f(x+ x0 + x2, x)f(x+ x0 + x2, x+ x2)
· (p(z, x)YEo(ψ(z), x0)φ(z))θ(x)) |z=x+x2
= Resx0x
n
0 (f(z + x0, x)f(z + x0, z)p(z, x)(YEo(ψ(z), x0)φ(z))θ(x)) |z=x+x2
= Resx0x
n
0 (f(y, x)f(y, z)p(z, x)ψ(y)φ(z)θ(x)) |y=z+x0,z=x+x2. (3.32)
Combining (3.32) with (3.29) we get
Resx0x
n
0f(x+ x2, x)f(x+ x0 + x2, x)f(x+ x0 + x2, x+ x2)
·p(x+ x2, x)YEo(ψ(x), x0 + x2)YEo(φ(x), x2)θ(x)
= Resx0x
n
0f(x2 + x, x)f(x+ x0 + x2, x)f(x+ x0 + x2, x+ x2)
·p(x+ x2, x)YEo(YEo(ψ(x), x0)φ(x), x2)θ(x). (3.33)
Notice that both sides of (3.33) involve only finitely many negative powers of x2. In view
of Remark 3.3 we can multiply both sides by ιx,∞;x2,0(p(x + x2, x)
−1f(x + x2, x)
−1) (in
C((x−1))((x2)) to get
Resx0x
n
0f(x+ x0 + x2, x)f(x+ x0 + x2, x+ x2)YEo(ψ(x), x0 + x2)YEo(φ(x), x2)θ(x)
= Resx0x
n
0f(x+ x0 + x2, x)f(x+ x0 + x2, x+ x2)YEo(YEo(ψ(x), x0)φ(x), x2)θ(x).
Since f(x, y) does not depend on n and since n is arbitrary, we have
f(x+ x0 + x2, x)f(x+ x0 + x2, x+ x2)YEo(ψ(x), x0 + x2)YEo(φ(x), x2)θ(x)
= f(x+ x0 + x2, x)f(x+ x0 + x2, x+ x2)YEo(YEo(ψ(x), x0)φ(x), x2)θ(x). (3.34)
Write f(x, y) = (x− y)kg(x, y) for some k ∈ N, g(x, y) ∈ C[x, y] with g(x, x) 6= 0. Then
f(x+ x0 + x2, x) = (x0 + x2)
kg(x+ x0 + x2, x),
f(x+ x0 + x2, x+ x2) = x
k
0g(x+ x0 + x2, x+ x2).
Since g(x, x) 6= 0, we have
ιx,∞;z,0g(x+ z, x)
−1 ∈ C((x−1))[[z]],
so that
ιx,∞;z,0g(x+ z, x)
−1|z=x0+x2, ιz,∞;x0,0g(z + x0, z)
−1|z=x+x2 ∈ C((x
−1))[[x0, x2]].
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By cancellation, from (3.34) we obtain
(x0 + x2)
kYEo(ψ(x), x0 + x2)YEo(φ(x), x2)θ(x)
= (x0 + x2)
kYEo(YEo(ψ(x), x0)φ(x), x2)θ(x),
as desired. This proves that (V, YEo , 1W ) carries the structure of a nonlocal vertex algebra.
Next, we prove that W is a quasi module-at-infinity. For a(x), b(x) ∈ V , there exists
a nonzero polynomial h(x, y) such that
h(x, y)a(x)b(y) ∈ Hom(W,W ((x−1, y−1))).
Then
h(x1, x2)YW (a(x), x1)YW (b(x), x2) = h(x1, x2)a(x1)b(x2) ∈ Hom(W,W ((x
−1
1 , x
−1
2 )))
and
h(x0 + x2, x2)YW (YEo(a(x), x0)b(x), x2)
= h(x0 + x2, x2)(YEo(a(x), x0)b(x))|x=x2
= (h(x1, x2)a(x1)b(x2)) |x1=x2+x0
= (h(x1, x2)YW (a(x), x1)YW (b(x), x2)) |x1=x2+x0 .
Therefore W is a (left) quasi V -module-at-infinity with YW (α(x), x0) = α(x0) for α(x) ∈
V . Finally, if V is compatible, the polynomial h(x, y) is of the form (x− y)k with k ∈ N.
Then W is a V -module-at-infinity, instead of a quasi V -module-at-infinity.
In practice, we are often given an unnecessarily closed quasi-compatible subspace.
Next, we are going to show that every quasi-compatible subset is contained in some
closed quasi-compatible subspace.
The following is an analogue of a result in [Li2] and [Li4]:
Proposition 3.10. Let ψ1(x), . . . , ψr(x), a(x), b(x), φ1(x), . . . , φs(x) ∈ E
o(W ). Assume
that the ordered sequences (a(x), b(x)) and (ψ1(x), . . . , ψr(x), a(x), b(x), φ1(x), . . . , φs(x))
are quasi-compatible (compatible). Then for any n ∈ Z, the ordered sequence
(ψ1(x), . . . , ψr(x), a(x)nb(x), φ1(x), . . . , φs(x))
is quasi-compatible (compatible).
Proof. Let f(x, y) be a nonzero polynomial such that
f(x, y)a(x)b(y) ∈ Hom(W,W ((x−1, y−1)))
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and ( ∏
1≤i<j≤r
f(yi, yj)
)( ∏
1≤i≤r,1≤j≤s
f(yi, zj)
)( ∏
1≤i<j≤s
f(zi, zj)
)
·f(x1, x2)
(
r∏
i=1
f(x1, yi)f(x2, yi)
)(
s∏
i=1
f(x1, zi)f(x2, zi)
)
·ψ1(y1) · · ·ψr(yr)a(x1)b(x2)φ1(z1) · · ·φs(zs)
∈ Hom(W,W ((y−11 , . . . , y
−1
r , x
−1
1 , x
−1
2 , z
−1
1 , . . . , z
−1
s ))). (3.35)
Set
P =
∏
1≤i<j≤r
f(yi, yj), Q =
∏
1≤i<j≤s
f(zi, zj), R =
∏
1≤i≤r, 1≤j≤s
f(yi, zj).
Let n ∈ Z be arbitrarily fixed. There exists a nonnegative integer k such that
xk+n0 ιx2,∞;x0,0
(
f(x0 + x2, x2)
−1
)
∈ C((x−12 ))[[x0]]. (3.36)
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Using (3.36) and Definition 3.4 we obtain
r∏
i=1
f(x2, yi)
k
s∏
j=1
f(x2, zj)
k
·ψ1(y1) · · ·ψr(yr)(a(x2)nb(x2))φ1(z1) · · ·φs(zs)
= Resx0x
n
0
r∏
i=1
f(x2, yi)
k
s∏
j=1
f(x2, zj)
k
·ψ1(y1) · · ·ψr(yr)(YE(a, x0)b)(x2)φ1(z1) · · ·φs(zs)
= Resx1Resx0x
n
0
r∏
i=1
f(x2, yi)
k
s∏
j=1
f(x2, zj)
k
·ιx2,∞;x0,0(f(x2 + x0, x2)
−1)x−11 δ
(
x2 + x0
x1
)
· (f(x1, x2)ψ1(y1) · · ·ψr(yr)a(x1)b(x2)φ1(z1) · · ·φs(zs))
= Resx1Resx0x
n
0
r∏
i=1
f(x1 − x0, yi)
k
s∏
j=1
f(x1 − x0, zj)
k
·ιx2,∞;x0,0(f(x2 + x0, x2)
−1)x−11 δ
(
x2 + x0
x1
)
· (f(x1, x2)ψ1(y1) · · ·ψr(yr)a(x1)b(x2)φ1(z1) · · ·φs(zs))
= Resx1Resx0x
n
0e
−x0
∂
∂x1
(
r∏
i=1
f(x1, yi)
s∏
j=1
f(x1, zj)
)k
·ιx2,∞;x0,0(f(x2 + x0, x2)
−1)x−11 δ
(
x2 + x0
x1
)
· (f(x1, x2)ψ1(y1) · · ·ψr(yr)a(x1)b(x2)φ1(z1) · · ·φs(zs))
= Resx1Resx0
k−1∑
t=0
(−1)t
t!
xn+t0
(
∂
∂x1
)t( r∏
i=1
f(x1, yi)
s∏
j=1
f(x1, zj)
)k
·ιx2,∞;x0,0(f(x2 + x0, x2)
−1)x−11 δ
(
x2 + x0
x1
)
· (f(x1, x2)ψ1(y1) · · ·ψr(yr)a(x1)b(x2)φ1(z1) · · ·φs(zs)) . (3.37)
Notice that for any polynomial B and for 0 ≤ t ≤ k − 1,
(
∂
∂x1
)t
Bk is a multiple of B.
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Using (3.35) we have
PQR
r∏
i=1
f(x2, yi)
s∏
j=1
f(x2, zj)
k−1∑
t=0
(−1)t
t!
xn+t0
(
∂
∂x1
)t( r∏
i=1
f(x1, yi)
s∏
j=1
f(x1, zj)
)k
·ιx2,∞;x0,0(f(x2 + x0, x2)
−1)x−11 δ
(
x2 + x0
x1
)
· (f(x1, x2)ψ1(y1) · · ·ψr(yr)a(x1)b(x2)φ1(z1) · · ·φs(zs))
∈
(
Hom(W,W ((y−11 , . . . , y
−1
r , x
−1
2 , z
−1
1 , . . . , z
−1
s )))
)
((x0))[[x
±1
1 ]].
Then
PQR
r∏
i=1
f(x2, yi)
k+1
s∏
j=1
f(x2, zj)
k+1ψ1(y1) · · ·ψr(yr)(a(x)nb(x))(x2)φ1(z1) · · ·φs(zs)
∈ Hom(W,W ((y−11 , . . . , y
−1
r , x
−1
2 , z
−1
1 , . . . , z
−1
s ))). (3.38)
This proves that (ψ1(x), . . . , ψr(x), a(x)nb(x), φ1(x), . . . , φs(x)) is quasi-compatible. It is
clear that the assertion with compatibility holds.
The following is our second key result:
Theorem 3.11. Every maximal quasi-compatible subspace of Eo(W ) is closed and con-
tains 1W . Furthermore, for any quasi-compatible subset S, there exists a (unique) smallest
closed quasi-compatible subspace 〈S〉 containing S and 1W , and (〈S〉, YEo, 1W ) carries the
structure of a nonlocal vertex algebra with W as a faithful (left) quasi module-at-infinity
where the vertex operator map YW is given by YW (ψ(x), x0) = ψ(x0). If S is compatible,
then W is a module-at-infinity for 〈S〉.
Proof. Let K be any maximal quasi-compatible subspace of Eo(W ). Clearly, K + C1W is
quasi-compatible. With K maximal we must have 1W ∈ K. Let a(x), b(x) ∈ K, n ∈ Z. It
follows from Proposition 3.10 and an induction that any finite sequence in K∩{a(x)nb(x)}
is quasi-compatible. Again, with K maximal we must have a(x)nb(x) ∈ K. This proves
that K is closed. The rest assertions follow immediately from Theorem 3.9.
Recall that C(x) denotes the field of rational functions and ιx,0 and ιx,∞ are the field
embeddings of C(x) into C((x)) and C((x−1)), respectively.
Proposition 3.12. Let V be a nonlocal vertex algebra generated by a quasi-compatible
subset of Eo(W ). Suppose that the following relation holds
(x1 − x2)
kp(x1, x2)a(x1)b(x2)
= (x1 − x2)
kp(x1, x2)
r∑
i=1
ιx,∞(qi)(x1 − x2)ui(x2)vi(x1), (3.39)
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where a(x), b(x), ui(x), vi(x) ∈ V and p(x, y) ∈ C[x, y], qi(x) ∈ C(x), k ∈ N with p(x, x) 6=
0. Then there exists a nonnegative integer k′ such that
(x1 − x2)
k′YEo(a(x), x1)YEo(b(x), x2)
= (x1 − x2)
k′
r∑
i=1
ιx,0(qi)(−x2 + x1)YEo(ui(x), x2)YEo(vi(x), x1). (3.40)
Proof. Let θ(x) ∈ V . By Lemma 3.7, there exists a nonzero polynomial f(x, y) such that
f(x+ x1, x)f(x+ x1, x+ x2)f(x+ x2, x)YEo(a(x), x1)YEo(b(x), x2)θ(x)
= (f(y, x)f(y, z)f(z, x)a(y)b(z)θ(x)) |y=x+x1,z=x+x2 (3.41)
and such that
f(x+ x1, x)f(x+ x1, x+ x2)f(x+ x2, x)YEo(ui(x), x1)YEo(vi(x), x2)θ(x)
= (f(y, x)f(y, z)f(z, x)ui(y)vi(z)θ(x)) |y=x+x1,z=x+x2 (3.42)
for i = 1, . . . , r. Let 0 6= g(x) ∈ C[x] such that g(x)qi(x) ∈ C[x] for i = 1, . . . , r. Then
f(x+ x1, x)f(x+ x1, x+ x2)f(x+ x2, x)(x1 − x2)
kp(x+ x1, x+ x2)
·g(x1 − x2)YEo(a(x), x1)YEo(b(x), x2)θ(x)
= (x1 − x2)
k (f(y, x)f(y, z)f(z, x)g(y − z)p(y, z)a(y)b(z)θ(x)) |y=x+x1,z=x+x2
= (x1 − x2)
k
(
f(y, x)f(y, z)f(z, x)p(y, z)
r∑
i=1
(gqi)(y − z)ui(y)vi(z)θ(x)
)
|y=x+x1,z=x+x2
= f(x+ x1, x)f(x+ x1, x+ x2)f(x+ x2, x)(x1 − x2)
kp(x+ x1, x+ x2)
·
r∑
i=1
(gqi)(x1 − x2)YEo(ui(x), x2)YEo(vi(x), x1)θ(x)
= f(x+ x1, x)f(x+ x1, x+ x2)f(x+ x2, x)(x1 − x2)
kp(x+ x1, x+ x2)
g(x1 − x2) ·
r∑
i=1
ιx,0(qi)(−x2 + x1))YEo(ui(x), x2)YEo(vi(x), x1)θ. (3.43)
Notice that we can multiply both sides by ιx,∞;x1,0f(x+ x1, x)
−1ιx,∞;x2,0f(x+ x2, x)
−1 to
cancel the factors f(x+ x1, x) and f(x+ x2, x) (recall Remark 3.3). Since p(x, x) 6= 0, we
can also cancel the factor p(x+ x1, x+ x2). By cancelation we get
(x1 − x2)
kf(x+ x1, x+ x2)g(x1 − x2)YEo(a(x), x1)YEo(b(x), x2)θ(x)
= (x1 − x2)
kf(x+ x1, x+ x2)g(x1 − x2)
·
r∑
i=1
ιx,0(qi)(−x2 + x1))YEo(ui(x), x2)YEo(vi(x), x1)θ(x).
Write g(x) = xlg¯(x), where l ≥ 0, g¯(x) ∈ C[x] with g¯(0) 6= 0. Similarly, write f(x, z) =
(x− z)tf¯(x, z), where t ≥ 0, f¯(x, z) ∈ C[x, z] with f¯(x, x) 6= 0. By a further cancelation
we get (3.40) with k′ = k + l + t.
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Recall that G denotes the group of linear transformations on C.
Lemma 3.13. Let Γ be a group of linear transformations and let V be a vertex algebra
generated by a quasi-compatible subset of Eo(W ). Assume that
Rga(x) (= a(g(x))) ∈ V for g ∈ Γ, a(x) ∈ V.
Then
YEo(Rga(x), x0)Rgb(x) = RgYEo(a(x), g0x0)b(x) (3.44)
for g ∈ Γ, a(x), b(x) ∈ V , where g(x) = g0x+ g1.
Proof. Let g ∈ Γ, a(x), b(x) ∈ V . There exists a nonzero polynomial p(x1, x2) such that
p(x1, x2)a(x1)b(x2) ∈ Hom(W,W ((x
−1
1 , x
−1
2 ))).
Then
p(x+ g0x0, x)YEo(a(x), g0x0)b(x) = (p(x1, x)a(x1)b(x)) |x1=x+g0x0.
Substituting x with g(x) we get
p(g(x) + g0x0, g(x))Rg(x) (YEo(a(x), g0x0)b(x))
= (p(x1, g(x))a(x1)b(g(x))) |x1=g(x)+g0x0=g(x+x0)
= (p(g(x1), g(x))a(g(x1)b(x)) |x1=x+x0.
We also have
p(g(x1), g(x2))a(g(x1))b(g(x2)) ∈ Hom(W,W ((x
−1
1 , x
−1
2 ))),
so that
p(g(x) + g0x0, g(x))YEo(a(g(x)), x0)b(g(x)) = (p(g(x1), g(x))a(g(x1))b(g(x))) |x1=x+x0.
Consequently,
p(g(x) + g0x0, g(x))YEo(a(g(x)), x0)b(g(x)) = p(g(x) + g0x0, g(x))Rg(x)Y
o
E (a(x), g0x0)b(x).
By cancelation, we obtain (3.44).
The following is an analogue of ([Li3], Proposition 4.3):
Proposition 3.14. Let a(x), b(x), c(x) ∈ Eo(W ). Assume that
f(x1, x2)a(x1)b(x2) = f(x1, x2)b(x2)a(x1),
g(x1, x2)a(x1)c(x2) = g˜(x1, x2)c(x2)a(x1),
h(x1, x2)b(x1)c(x2) = h˜(x1, x2)c(x2)b(x1),
where f(x, y), g(x, y), g˜(x, y), h(x, y), h˜(x, y) are nonzero polynomials. Then for any n ∈ Z,
there exists k ∈ N, depending on n, such that
f(x3, x)
kg(x3, x)a(x3)(b(x)nc(x)) = f(x3, x)
kg˜(x3, x)(b(x)nc(x))a(x3). (3.45)
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Proof. Let n ∈ Z be arbitrarily fixed. Let k be a nonnegative integer such that
xk+n0 ιx,∞;x0,0(h(x+ x0, x)
−1) ∈ C((x−1))[[x0]].
In the proof of Proposition 4.3 of [Li3], take α = 1 and replace ιx,x0 with ιx,∞′x0,0. Then
the same arguments prove (3.45).
4 Associative algebra DY ∞q (sl2) and modules-at-infinity
for quantum vertex algebras
In this section we continue to study S-local subsets of Eo(W ) for a vector space W and
we prove that any S-local subset generates a weak quantum vertex algebra with W as
a canonical module-at-infinity. We introduce another version DY ∞q (sl2) of the double
Yangian and we prove that every DY ∞q (sl2)-module W is naturally a module-at-infinity
for the quantum vertex algebra Vq which was constructed in Section 2.
First we prove a simple result that we shall need later:
Lemma 4.1. Let V be a nonlocal vertex algebra and let (W,YW ) be a (left) quasi V -
module-at-infinity. Then
YW (Dv, x) =
d
dx
YW (v, x) for v ∈ V. (4.1)
Proof. For any v ∈ V , by definition there exists a nonzero polynomial p(x1, x2) such that
p(x1, x2)YW (v, x1)YW (1, x2) ∈ Hom(W,W ((x
−1
1 , x
−1
2 ))),
p(x2 + x0, x2)YW (Y (v, x0)1, x2) = (p(x1, x2)YW (v, x1)YW (1, x2)) |x1=x2+x0 .
With Y (v, x0)1 = e
x0Dv and YW (1, x2) = 1W , we get
p(x2 + x0, x2)YW (e
x0Dv, x2) = (p(x1, x2)YW (v, x1)) |x1=x2+x0
= p(x2 + x0, x2)YW (v, x2 + x0).
As both YW (e
x0Dv, x2) and YW (v, x2 + x0) lie in (Hom(W,W ((x
−1
2 ))))[[x0]], in view of
Remark 3.3 we have
YW (e
x0Dv, x2) = YW (v, x2 + x0) = e
x0
d
dx2 YW (v, x2),
which implies (4.1).
The following is straightforward to prove:
Lemma 4.2. Let W be any vector space and let
A(x1, x2) ∈ Hom(W,W ((x
−1
2 ))((x
−1
1 ))), B(x1, x2) ∈ Hom(W,W ((x
−1
1 ))((x
−1
2 ))),
C(x2, x0) ∈ (Hom(W,W ((x
−1
2 )))((x0)).
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Then
x−10 δ
(
x1 − x2
x0
)
A(x1, x2)− x
−1
0 δ
(
x2 − x1
−x0
)
B(x1, x2)
= x−12 δ
(
x1 − x0
x2
)
C(x2, x0) (4.2)
if and only if there exist a nonnegative integer k and
F (x1, x2) ∈ Hom(W,W ((x
−1
1 , x
−1
2 )))
such that
(x1 − x2)
kA(x1, x2) = F (x1, x2) = (x1 − x2)
kB(x1, x2), (4.3)
xk0C(x2, x0) = F (x2 + x0, x2). (4.4)
Remark 4.3. Let g(x) =
∑
n≥m gnx
−n ∈ C((x−1)) with m ∈ Z. We have
g(x1 − x2) =
∑
n≥m
gn(x1 − x2)
−n =
∑
n≥m
∑
i∈N
(
−n
i
)
(−1)ignx
−n−i
1 x
i
2 ∈ C[x2]((x
−1
1 )).
Furthermore, for any ψ(x), φ(x) ∈ Hom(W,W ((x−1))) withW a vector space, the product
g(x1 − x2)ψ(x2)φ(x1) exists in Hom(W,W ((x
−1
2 ))((x
−1
1 )))
and we have
x−10 δ
(
x1 − x2
−x0
)
g(−x0)ψ(x2)φ(x1) = x
−1
0 δ
(
x1 − x2
−x0
)
g(x1 − x2)ψ(x2)φ(x1).
Using Lemma 4.2 we immediately have:
Lemma 4.4. Let V be a nonlocal vertex algebra, let (W,YW ) be a V -module-at-infinity,
and let
u, v, u(i), v(i) ∈ V, fi(x) ∈ C(x) (i = 1, . . . , r).
Then
−x−10 δ
(
x2 − x1
−x0
)
YW (u, x1)YW (v, x2)
+x−10 δ
(
x1 − x2
x0
) r∑
i=1
ιx,∞(fi)(−x0)YW (v(i), x2)YW (u(i), x1)
= x−12 δ
(
x1 − x0
x2
)
YW (Y (u, x0)v, x2)
if and only if there exists a nonnegative integer k such that
(x1 − x2)
kYW (u, x1)YW (v, x2)
= (x1 − x2)
k
r∑
i=1
ιx,∞(fi)(−x1 + x2)YW (v
(i), x2)YW (u
(i), x1).
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The following is an analogue of ([Li4], Proposition 6.7):
Proposition 4.5. Let V be a nonlocal vertex algebra, let (W,YW ) be a V -module-at-
infinity, and let
n ∈ Z, u, v, u(i), v(i) ∈ V, fi(x) ∈ C(x) (i = 1, . . . , r), c
(0), . . . , c(s) ∈ V.
If
(x1 − x2)
nY (u, x1)Y (v, x2)− (−x2 + x1)
n
r∑
i=1
ιx,0(fi)(x2 − x1)Y (v
(i), x2)Y (u
(i), x1)
=
s∑
j=0
Y (c(j), x2)
1
j!
(
∂
∂x2
)j
x−11 δ
(
x2
x1
)
(4.5)
on V , then
(x1 − x2)
n
r∑
i=1
ιx,∞(fi)(−x1 + x2)YW (v
(i), x2)YW (u
(i), x1)
−(−x2 + x1)
nYW (u, x1)YW (v, x2)
=
s∑
j=0
YW (c
(j), x2)
1
j!
(
∂
∂x2
)j
x−11 δ
(
x2
x1
)
(4.6)
on W . If (W,YW ) is faithful, the converse is also true.
Proof. Let k be a nonnegative integer such that k > s and n+ k ≥ 0. From (4.5) we get
(x1 − x2)
k+nY (u, x1)Y (v, x2) =
r∑
i=1
(x1 − x2)
k+nιx,0(fi)(x2 − x1)Y (v
(i), x2)Y (u
(i), x1).
By Corollary 5.3 in [Li5] (cf. [EK]) we have the S-skew symmetry
Y (u, x)v =
r∑
i=1
ιx,0(fi(−x))e
xDY (v(i),−x)u(i). (4.7)
We also have the following S-Jacobi identity
x−10 δ
(
x1 − x2
x0
)
Y (u, x1)Y (v, x2)
−x−10 δ
(
x2 − x1
−x0
) r∑
i=1
ιx0,0(fi(−x0))Y (v
(i), x2)Y (u
(i), x1)
= x−12 δ
(
x1 − x0
x2
)
Y (Y (u, x0)v, x2). (4.8)
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By taking Resx0x
n
0 we get
(x1 − x2)
nY (u, x1)Y (v, x2)− (−x2 + x1)
n
r∑
i=1
ιx,0(fi)(x2 − x1)Y (v
(i), x2)Y (u
(i), x1)
=
∑
j≥0
Y (un+jv, x2)
1
j!
(
∂
∂x2
)j
x−11 δ
(
x2
x1
)
. (4.9)
Combining this with (4.5) we obtain
un+jv = c
(j) for j = 0, . . . , s, and un+jv = 0 for j > s. (4.10)
Let l be a sufficiently large nonnegative integer such that
(x1 − x2)
lYW (u, x1)YW (v, x2) = F (x1, x2) ∈ Hom(W,W ((x
−1
1 , x
−1
2 ))),
xl0YW (Y (u, x0)v, x2) = F (x2 + x0, x2)
and
(x1 − x2)
lYW (v
(i), x2)YW (u
(i), x1) = Gi(x1, x2) ∈ Hom(W,W ((x
−1
1 , x
−1
2 ))),
xl0YW (Y (v
(i),−x0)u
(i), x1) = Gi(x1, x1 − x0)
for all i = 1, . . . , r.
Let p(x) be a nonzero polynomial such that
p(x)fi(x) ∈ C[x] for all i = 1, . . . , r.
Note that by Lemma 4.1, we have YW (Dv, x) = (d/dx)YW (v, x) for v ∈ V . Using all
of these and the S-skew symmetry we get
p(−x0)F (x2 + x0, x2) = p(−x0)x
l
0YW (Y (u, x0)v, x2)
=
r∑
i=1
p(−x0)fi(−x0)x
l
0YW (e
x0DY (v(i),−x0)u
(i), x2)
=
r∑
i=1
p(−x0)fi(−x0)x
l
0YW (Y (v
(i),−x0)u
(i), x2 + x0)
=
r∑
i=1
p(−x0)fi(−x0) (Gi(x1, x1 − x0)) |x1=x2+x0
=
r∑
i=1
p(−x0)fi(−x0)Gi(x2 + x0, x2),
which implies
p(x2 − x1)F (x1, x2) =
r∑
i=1
(pfi)(x2 − x1)Gi(x1, x2).
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Then
p(x2 − x1)(x1 − x2)
lYW (u, x1)YW (v, x2)
= p(x2 − x1)
r∑
i=1
(x1 − x2)
lιx,∞(fi)(−x1 + x2)YW (v
(i), x2)YW (u
(i), x1).
As both (x1 − x2)
lYW (u, x1)YW (v, x2) and
r∑
i=1
(x1 − x2)
lιx,∞(fi)(−x1 + x2)YW (v
(i), x2)YW (u
(i), x1)
lie in Hom(W,W ((x−12 ))((x
−1
1 ))), by Remark 3.3 we get
(x1 − x2)
lYW (u, x1)YW (v, x2)
= (x1 − x2)
l
r∑
i=1
ιx,∞(fi)(−x1 + x2)YW (v
(i), x2)YW (u
(i), x1).
Now by Lemma 4.2 we have
−x−10 δ
(
x2 − x1
−x0
)
YW (u, x1)YW (v, x2)
+x−10 δ
(
x1 − x2
x0
) r∑
i=1
ιx0,∞(fi(−x0))YW (v
(i), x2)YW (u
(i), x1)
= x−12 δ
(
x1 − x0
x2
)
YW (Y (u, x0)v, x2). (4.11)
Using this and (4.10) we obtain (4.6).
For the converse, we trace back, assuming that W is faithful and (4.6) holds. Let k
be a nonnegative integer such that k + n ≥ 0 and k > s. Then
(x1 − x2)
k+nYW (u, x1)YW (v, x2) (4.12)
= (x1 − x2)
k+n
r∑
i=1
ιx,∞(fi)(−x1 + x2)YW (v
(i), x2)YW (u
(i), x1). (4.13)
Using Lemma 4.2 we get (4.11). Combining (4.11) with (4.6) we obtain (4.10), using the
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assumption that YW is injective. Using (4.12) we also have
−x−10 δ
(
x2 − x1
−x0
)
YW (u, x1)YW (v, x2)
+x−10 δ
(
x1 − x2
x0
) r∑
i=1
ιx0,∞(fi(−x0))YW (v
(i), x2)YW (u
(i), x1)
= x−11 δ
(
x2 + x0
x1
) r∑
i=1
ιx0,∞(fi(−x0))YW (Y (v
(i),−x0)u
(i), x1)
= x−11 δ
(
x2 + x0
x1
) r∑
i=1
ιx0,∞(fi(−x0))YW (Y (v
(i),−x0)u
(i), x2 + x0)
= x−12 δ
(
x1 − x0
x2
) r∑
i=1
ιx0,∞(fi(−x0))YW (e
x0DY (v(i),−x0)u
(i), x2).
Combining this with (4.11) we get the S-skew symmetry, with which we obtain the S-
Jacobi identity (4.8). Then using (4.10) we obtain (4.5).
Definition 4.6. Let W be a vector space. A subset U of Eo(W ) is said to be S-local if
for any a(x), b(x) ∈ U , there exist
u(1)(x), v(1)(x), . . . , u(r)(x), v(r)(x) ∈ U and f1(x), . . . , fr(x) ∈ C(x)
such that
(x1 − x2)
ka(x1)b(x2) = (x1 − x2)
k
r∑
i=1
ιx,∞(fi)(−x1 + x2)u
(i)(x2)v
(i)(x1) (4.14)
for some nonnegative integer k.
Theorem 4.7. Let W be a vector space and let U be an S-local subset of Eo(W ). Then
U is compatible and the nonlocal vertex algebra 〈U〉 generated by U is a weak quantum
vertex algebra with W as a module-at-infinity.
Proof. Notice that the relation (4.14) implies that
(x1 − x2)
ka(x1)b(x2) ∈ Hom(W,W ((x
−1
1 , x
−1
2 ))).
Thus any ordered pair in U is compatible. As in the proof of Lemma 3.2 of [Li4], using
induction we see that any finite sequence in U is compatible. That is, U is compati-
ble. By Theorem 3.11, U generates a nonlocal vertex algebra 〈U〉 inside Eo(W ) with
W as a module-at-infinity. As U is S-local, from Proposition 3.12, the vertex operators
YEo(a(x), x0) for a(x) ∈ U form an S-local subset of 〈U〉. Because U generates 〈U〉, by
Lemma 2.7 of [Li5], 〈U〉 is a weak quantum vertex algebra.
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Lemma 4.8. Let a(x), b(x) ∈ Eo(W ). Suppose that there exist
u(i)(x), v(i)(x) ∈ Eo(W ), fi(x) ∈ C(x) (i = 1, . . . , r)
such that
(x1 − x2)
ka(x1)b(x2) = (x1 − x2)
k
r∑
i=1
ιx,∞(fi)(x1 − x2)u
(i)(x2)v
(i)(x1) (4.15)
for some nonnegative integer k. Then (a(x), b(x)) is compatible and
YEo(a(x), x0)b(x)
= Resx1x
−1
0 δ
(
x− x1
x0
)
a(x1)b(x)− x
−1
0 δ
(
x1 − x
−x0
) r∑
i=1
ιx,∞(fi)(−x0)u
(i)(x)v(i)(x1).(4 16)
Proof. We have
(x1 − x2)
ka(x1)b(x2) ∈ Hom(W,W ((x
−1
1 , x
−1
2 ))),
so that
xk0YEo(W )(a(x), x0)b(x) =
(
(x1 − x2)
ka(x1)b(x2)
)
|x1=x2+x0.
Then we have the Jacobi identity, then the iterate formula.
Now we come back to double Yangians. Recall that T is the tensor algebra over the
space sl2 ⊗ C[t, t
−1] and T =
∐
n∈Z Tn is Z-graded with deg(sl2 ⊗ t
n) = n for n ∈ Z.
For n ∈ Z, set J [n] =
∐
m≤−n Tm. This gives a decreasing filtration. Denote by T˜ the
completion of T associated with this filtration.
Definition 4.9. Let q be a nonzero complex number as before. We define DY ∞q (sl2) to
be the quotient algebra of T˜ modulo the following relations:
e(x1)e(x2) =
x1 − x2 + q
x1 − x2 − q
e(x2)e(x1),
f(x1)f(x2) =
x1 − x2 − q
x1 − x2 + q
f(x2)f(x1),
[e(x1), f(x2)] = −x
−1
1 δ
(
x2
x1
)
h(x2),
h(x1)e(x2) =
x1 − x2 + q
x1 − x2 − q
e(x2)h(x1),
h(x1)h(x2) = h(x2)h(x1),
h(x1)f(x2) =
x1 − x2 − q
x1 − x2 + q
f(x2)h(x1),
where it is understood that
(x1 − x2 ± q)
−1 =
∑
i∈N
(±q)i(x1 − x2)
−i−1 ∈ C[[x−11 , x2]].
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We define a DY ∞q (sl2)-module to be a T (sl2⊗C[t, t
−1])-module W such that for every
w ∈ W ,
sl(n)w = 0 for n sufficiently small (4.17)
and such that all the defining relations for DY ∞q (sl2) hold. Then for any DY
∞
q (sl2)-
module W , the generating functions e(x), f(x), h(x) are elements of Eo(W ). Recall from
Section 2 the quantum vertex algebra Vq. Then we have:
Theorem 4.10. Let q be any nonzero complex number and let W be any DY ∞q (sl2)-
module. There exists one and only one structure of a Vq-module-at-infinity on W with
YW (e, x) = e(x), YW (f, x) = f(x), YW (h, x) = h(x).
Proof. The uniqueness is clear as e, f, h generate Vq. The proof for the existence is similar
to the proof of Theorem 2.12. Set U = {e(x), f(x), h(x)} ⊂ Eo(W ). From the defining
relations of DY ∞q (sl2), U is an S-local subset. Then, by Theorem 4.7, U generates a weak
quantum vertex algebra VW withW as a faithful module-at-infinity where YW (a(x), x0) =
a(x0) for a(x) ∈ VW . Using Proposition 4.5, we see that VW is a DYq(sl2)-module with
e(x0), f(x0), h(x0) acting as YEo(e(x), x0), YEo(f(x), x0), YEo(h(x), x0). Clearly, 1W is a
vacuum vector of VW viewed as a DYq(sl2)-module. Then (VW , 1W ) is a vacuum DYq(sl2)-
module with an operator D such that D(1W ) = 0 and
[D, u(x)] =
d
dx
u(x) for u ∈ sl2.
By the universal property of Vq, there exists a DYq(sl2)-module homomorphism θ from
Vq to VW , sending 1 to 1W . Since sl2 generates Vq as a nonlocal vertex algebra, it follows
that θ is a homomorphism of nonlocal vertex algebras. Using θ we obtain a structure of
a Vq-module-at-infinity on W with the desired property.
5 Quasi modules-at-infinity for vertex algebras
In this section we study quasi-local subsets of Eo(W ) for a vector space W and we prove
that every quasi-local subset generates a vertex algebra with W as a quasi module-at-
infinity. We give a family of examples related to infinite-dimensional Lie algebras of a
certain type, including the Lie algebra of pseudo-differential operators on the circle.
First we prove:
Lemma 5.1. Let V be a vertex algebra and let (W,YW ) be a quasi module-at-infinity for V
viewed as a nonlocal vertex algebra. Then for u, v ∈ V , there exists a nonzero polynomial
p(x1, x2) such that
p(x1, x2)YW (v, x2)YW (u, x1) = p(x1, x2)YW (u, x1)YW (v, x2). (5.1)
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Furthermore, if (W,YW ) is a module-at-infinity, then for u, v ∈ V ,
x−10 δ
(
x1 − x2
x0
)
YW (v, x2)YW (u, x1)− x
−1
0 δ
(
x2 − x1
−x0
)
YW (u, x1)YW (v, x2)
= x−12 δ
(
x1 − x0
x2
)
YW (Y (u, x0)v, x2). (5.2)
Proof. It basically follows from the arguments of [LL] (Theorem 3.6.3). Let u, v ∈ V .
From definition, there exist
F (x1, x2), G(x1, x2) ∈ Hom(W,W ((x
−1
1 , x
−1
2 ))), 0 6= p(x1, x2) ∈ C[x1, x2]
such that
p(x1, x2)YW (u, x1)YW (v, x2) = F (x1, x2), p(x1, x2)YW (v, x2)YW (u, x1) = G(x1, x2)
and
p(x2 + x0, x2)YW (Y (u, x0)v, x2) = F (x2 + x0, x2) (5.3)
p(x1, x1 − x0)YW (Y (v,−x0)u, x1) = G(x1, x1 − x0). (5.4)
Using the skew symmetry of the vertex algebra V and Lemma 4.1, we have
YW (Y (v,−x0)u, x1) = YW (e
−x0DY (u, x0)v, x1) = YW (Y (u, x0)v, x1 − x0).
Now (5.4) is rewritten as
p(x1, x1 − x0)YW (Y (u, x0)v, x1 − x0) = G(x1, x1 − x0),
which gives
p(x2 + x0, x2)YW (Y (u, x0)v, x2) = G(x2 + x0, x2).
Combining this with (5.3) we get F (x1, x2) = G(x1, x2), proving (5.1). For the second
assertion, the polynomial p(x1, x2) in the above argument is of the form (x1 − x2)
k for
k ∈ N. Then it follows from Lemma 4.2.
Remark 5.2. Let V be a vertex algebra. A right V -module (see [HL], [Li1]) is a vector
space W equipped with a linear map
YW : V → Hom(W,W ((x
−1))) ⊂ (End W )[[x, x−1]]
satisfying the following conditions
YW (1, x) = 1W , (5.5)
and for u, v ∈ V ,
x−10 δ
(
x1 − x2
x0
)
YW (v, x2)YW (u, x1)− x
−1
0 δ
(
x2 − x1
−x0
)
YW (u, x1)YW (v, x2)
= x−12 δ
(
x1 − x0
x2
)
YW (Y (u, x0)v, x2). (5.6)
In view of Lemma 5.1, this notion of right V -module is equivalent to the notion of (left)
V -module-at-infinity.
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The following is a counterpart of the notion of quasi-local subset in [Li3]:
Definition 5.3. Let W be a vector space. A subset S of Eo(W ) is said to be quasi-local
if for any a(x), b(x) ∈ S, there exists a nonzero polynomial p(x1, x2) such that
p(x1, x2)a(x1)b(x2) = p(x1, x2)b(x2)a(x1).
In case that for any a(x), b(x) ∈ S, there exists a nonnegative integer k such that
(x1 − x2)
ka(x1)b(x2) = (x1 − x2)
kb(x2)a(x1),
we say S is local.
Specializing Theorem 3.11 we have:
Theorem 5.4. Let W be a vector space. Every quasi-local subset U of Eo(W ) is quasi-
compatible and the nonlocal vertex algebra 〈U〉 generated by U inside Eo(W ) is a vertex
algebra with W as a (left) quasi module-at-infinity, where YW (a(x), x0) = a(x0) for a(x) ∈
〈U〉. If U is local, W is a module-at-infinity.
Proof. It is clear that any quasi-local subset U is quasi-compatible. By Theorem 3.11,
U generates a nonlocal vertex algebra 〈U〉 with W as a quasi module-at-infinity. From
Proposition 3.12, U is a local subspace of the nonlocal vertex algebra 〈U〉 in the sense
that the adjoint vertex operators associated to the vectors of U are mutually local. As
U generates 〈U〉 as a nonlocal vertex algebra, from [Li2] (Proposition 2.17) 〈U〉 is a
vertex algebra. As locality implies compatibility, the last assertion follows from Theorem
3.11.
The following notion was due to [GKK]:
Definition 5.5. Let Γ be a subgroup of G (the group of linear transformations on C). A
subset S of Eo(W ) is said to be Γ-local if for any a(x), b(x) ∈ S, there exist finitely many
g1(x), . . . , gr(x) ∈ Γ such that
(x1 − g1(x2)) · · · (x1 − gr(x2))[a(x1), b(x2)] = 0.
Recall the following notion from [Li6] (cf. [Li3]):
Definition 5.6. Let Γ be an abstract group. A Γ-vertex algebra is a vertex algebra V
equipped with two group homomorphisms
R : Γ→ GL(V ), φ : Γ→ C× (5.7)
such Rg1 = 1 and
RgY (u, x)v = Y (Rgu, φ(g)
−1x)Rgv (5.8)
for g ∈ Γ, u, v ∈ V .
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Example 5.7. Let V =
∐
n∈Z V(n) be a Z-graded vertex algebra in the sense that V is a
vertex algebra equipped with a Z-grading such that 1 ∈ V(0) and
umV(n) ⊂ V(k+n−m−1) for u ∈ V(k), k,m, n ∈ Z. (5.9)
Let Γ be a group acting on V by automorphisms that preserve the grading and let φ :
Γ→ C× be any group homomorphism. Then V becomes a Γ-vertex algebra with
Rg = φ(g)
−L(0)g for g ∈ Γ,
where L(0) denotes the degree operator on V (see [Li6]).
Note that the projection d
dx
: G → C× is a group homomorphism. Then any group
homomorphism Φ : Γ→ G gives rise to a group homomorphism Φ0 =
d
dx
◦ Φ : Γ→ C×.
Definition 5.8. Let V be a Γ-vertex algebra. A quasi V -module-at-infinity is a quasi
module-at-infinity (W,YW ) for V viewed as a nonlocal vertex algebra, equipped with a
group homomorphism
Φ : Γ→ G,
such that φ = Φ0 (=
d
dx
◦ Φ) and
YW (Rgv, x) = YW (v,Φ(g)(x)) for g ∈ Γ, v ∈ V, (5.10)
and {YW (v, x) | v ∈ V } is Φ(Γ)-local.
We shall need the following technical result:
Lemma 5.9. Let V be a Γ-vertex algebra, let Φ : Γ→ G be a group homomorphism with
Φ0 = φ, and let (W,YW ) be a quasi module-at-infinity for V viewed as a nonlocal vertex
algebra. Assume that {YW (u, x) | u ∈ U} is Φ(Γ)-local and
YW (Rgu, x) = YW (u,Φ(g)(x)) for g ∈ Γ, u ∈ U,
where U is a Γ-submodule and a generating subspace of V . Then (W,YW ) is a quasi
V -module-at-infinity.
Proof. First we prove that for u, v ∈ V , if YW (u, x) and YW (v, x) are quasi compatible,
then
YW (unv, x) = YW (u, x)nYW (v, x) for n ∈ Z. (5.11)
Let p(x1, x2) be a nonzero polynomial such that
p(x1, x2)YW (u, x1)YW (v, x2) ∈ Hom(W,W ((x
−1
1 , x
−1
2 ))).
We have
p(x0 + x, x)YEo(YW (u, x), x0)YW (v, x) = (p(x1, x)YW (u, x1)YW (v, x)) |x1=x+x0.
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On the other hand, there exists a nonzero polynomial q(x1, x2) such that
q(x0 + x, x)YW (Y (u, x0)v, x) = (q(x1, x)YW (u, x1)YW (v, x)) |x1=x+x0.
Then
p(x0 + x)q(x0 + x, x)YW (Y (u, x0)v, x) = p(x0 + x)q(x0 + x, x)YEo(YW (u, x), x0)YW (v, x).
Consequently, we get
YW (Y (u, x0)v, x) = YEo(YW (u, x), x0)YW (v, x),
proving (5.11). It follows from Proposition 3.14 and induction that {YW (v, x) | v ∈ V } is
Φ(Γ)-local.
Suppose that YW (Rgu, x) = YW (u,Φ(g)(x)) and YW (Rgv, x) = YW (v,Φ(g)(x)) for
some g ∈ Γ, u, v ∈ V . By suitably choosing a nonzero polynomial p(x1, x2) we have
p(φ(g)−1x0 + x, x)YW (RgY (u, x0)v, x)
= p(φ(g)−1x0 + x, x)YW (Y (Rgu, φ(g)
−1x0)Rgv, x)
= (p(x1, x)YW (Rgu, x1)YW (Rgv, x)) |x1=x+φ(g)−1x0
= (p(x1, x)YW (u,Φ(g)(x1))YW (v,Φ(g)(x))) |x1=x+φ(g)−1x0
= p(φ(g)−1x0 + x, x)YW (Y (u, x0)v,Φ(g)(x)),
which implies
YW (RgY (u, x0)v, x) = YW (Y (u, x0)v,Φ(g)(x)),
noticing that Φ(g)(x+ φ(g)−1x0) = Φ(x) + x0. Then it follows from induction that
YW (Rgv, x) = YW (v,Φ(g)(x)) for all g ∈ Γ, v ∈ V.
Thus W is a quasi V -module-at-infinity.
Now we have:
Theorem 5.10. Let W be a vector space, let Γ be a subgroup of G (the group of linear
transformations on C), and let S be any Γ-local subset of Eo(W ). Set
Γ · S = span{Rga(x) = a(g(x)) | g ∈ Γ, a(x) ∈ S}.
Then Γ · S is Γ-local and 〈Γ · S〉 is a Γ-vertex algebra with group homomorphisms
R : Γ→ GL(〈Γ · S〉) and φ : Γ→ C×
defined by
Rg(α(x)) = α(g(x)) for g ∈ Γ, α(x) ∈ 〈Γ · S〉, (5.12)
φ(g(x)) = g0 for g(x) = g0x+ g1 ∈ Γ. (5.13)
Furthermore, W is a quasi 〈Γ · S〉-module-at-infinity with Φ being the identity map.
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Proof. For g(x), h(x) ∈ Γ, we have
g(x1)− h(x2) = g0
(
x1 − (g
−1
0 h0x2 + g
−1
0 (h1 − g1))
)
= g0(x1 − (g
−1h)(x2)).
With this, it is clear that Γ ·S is Γ-local. By Theorem 5.4, Γ ·S generates a vertex algebra
〈Γ·S〉 inside Eo(W ) andW is a quasi module-at-infinity for 〈Γ·S〉. It follows from Lemma
3.13 and induction that 〈Γ · S〉 is Γ-stable. In view of Lemma 3.13, 〈Γ · S〉 equipped with
the action of Γ and with the group homomorphism φ is a Γ-vertex algebra. Furthermore,
for α(x), β(x) ∈ Γ · S, as YW (α(x), x1) = α(x1) and YW (β(x), x2) = β(x2), YW (α(x), x1)
and YW (β(x), x2) are Γ-local. For g ∈ Γ, α(x) ∈ 〈Γ · S〉, we have
YW (Rgα(x), x0) = YW (α(g(x)), x0) = α(g(x0)) = YW (α(x), g(x0)).
It follows from Lemma 5.9 that W is a quasi module-at-infinity for 〈Γ · S〉 viewed as a
Γ-vertex algebra.
We shall need the following result:
Lemma 5.11. Let W be a vector space and let a(x), b(x) ∈ Eo(W ). Suppose that
− [a(x1), b(x2)] =
k∑
i=1
r∑
j=0
Ψi,j(x2)
1
j!
(
∂
∂x2
)j
x−11 δ
(
βix2
x1
)
, (5.14)
where β1, . . . , βk are distinct nonzero complex numbers with β1 = 1 and Ψi,j(x) ∈ E
o(W ).
Then (a(x), b(x)) is quasi local and a(x)nb(x) = 0 for n > r and a(x)nb(x) = Ψ1,n(x) for
0 ≤ n ≤ r.
Proof. Set p(x, z) = (x−β1z)
r+1 · · · (x−βkz)
r+1 and q(x, z) = (x−β2)
r+1 · · · (x−βkz)
r+1.
From (5.14) we have p(x1, x2)[a(x1), b(x2)] = 0. Thus (a(x), b(x)) is quasi local. Further-
more, we have
p(x+ x0, x)YEo(a(x), x0)b(x) = (p(x1, x)a(x1)b(x)) |x1=x+x0.
In view of Lemma 4.2 we have
x−10 δ
(
x1 − x
x0
)
p(x1, x)b(x)a(x1)− x
−1
0 δ
(
x− x1
−x0
)
p(x1, x)a(x1)b(x)
= x−11 δ
(
x+ x0
x1
)
p(x1, x)YEo(a(x), x0)b(x).
Multiplying both sides by x−r−10 and using delta-function substitution we get
x−10 δ
(
x1 − x
x0
)
q(x1, x)b(x)a(x1)− x
−1
0 δ
(
x− x1
−x0
)
q(x1, x)a(x1)b(x)
= x−11 δ
(
x+ x0
x1
)
q(x1, x)YEo(a(x), x0)b(x).
41
Taking Resx0 we get
− q(x1, x)[a(x1), b(x)] = Resx0x
−1
1 δ
(
x+ x0
x1
)
q(x1, x)YEo(a(x), x0)b(x)
=
∑
j≥0
q(x1, x)a(x)jb(x)
1
j!
(
∂
∂x
)j
x−11 δ
(
x
x1
)
. (5.15)
On the other hand, from (5.14) we have
− q(x1, x)[a(x1), b(x)] =
r∑
j=0
q(x1, x)Ψ1,j(x)
1
j!
(
∂
∂x
)j
x−11 δ
(
x
x1
)
. (5.16)
Assume
s∑
j=0
q(x1, x)Aj(x)
1
j!
(
∂
∂x
)j
x−11 δ
(
x
x1
)
= 0,
where Aj(x) ∈ E
o(W ) for 0 ≤ j ≤ s. As q(x, 1) and (x− 1) are relatively prime, we have
1 = q(x, 1)f(x) + (x− 1)s+1g(x) for some f(x), g(x) ∈ C[x]. Then
s∑
j=0
Aj(x)
1
j!
(
∂
∂x
)j
x−11 δ
(
x
x1
)
=
s∑
j=0
Aj(x)
(
q(x1/x, 1)f(x1/x) + (x1/x− 1)
s+1g(x1/x)
) 1
j!
(
∂
∂x
)j
x−11 δ
(
x
x1
)
= 0,
which implies Aj(x) = 0 for 0 ≤ j ≤ s. Using this fact, combining (5.15) with (5.16) we
obtain the desired relations.
Next, we study certain infinite-dimensional Lie algebras including the Lie algebra of
pseudo-differential operators on the circle. Let g be a (possibly infinite-dimensional) Lie
algebra equipped with a nondegenerate symmetric invariant bilinear form 〈·, ·〉. Associated
with the pair (g, 〈·, ·〉), one has an (untwisted) affine Lie algebra
gˆ = g⊗ C[t, t−1]⊕ Ck,
where k is central and
[a⊗ tm, b⊗ tn] = [a, b]⊗ tm+n +mδm+n,0〈a, b〉k
for a, b ∈ g, m, n ∈ Z. Defining deg(g ⊗ tm) = −m for m ∈ Z and deg k = 0 makes gˆ a
Z-graded Lie algebra. For a ∈ g, form the generating function
a(x) =
∑
n∈Z
(a⊗ tn)x−n−1.
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We say that a gˆ-moduleW is of level ℓ ∈ C if k acts onW as scalar ℓ. A vacuum vector
in a gˆ-module is a nonzero vector v such that (g⊗ C[t])v = 0 and a vacuum gˆ-module is a
gˆ-module W equipped with a vacuum vector which generates W . Let ℓ be any complex
number. Denote by Cℓ the 1-dimensional (g ⊗ C[t] ⊕ Ck)-module with g ⊗ C[t] acting
trivially and with k acting as scalar ℓ. Form the induced gˆ-module
Vgˆ(ℓ, 0) = U(gˆ)⊗U(g⊗C[t]⊕Ck) Cℓ.
Set 1 = 1⊗1, which is a vacuum vector. From definition, Vgˆ(ℓ, 0) is a universal vacuum gˆ-
module of level ℓ. Identify g as a subspace of Vgˆ(ℓ, 0) through the linear map a→ a(−1)1.
It is now well known (cf. [FZ]) that there exists one and only one vertex-algebra structure
on Vgˆ(ℓ, 0) with 1 as the vacuum vector and with Y (a, x) = a(x) for a ∈ g. Defining
deg 1 = 0 makes Vgˆ(ℓ, 0) a Z-graded gˆ-module and the vertex algebra Vgˆ(ℓ, 0) equipped
with this Z-grading is a Z-graded vertex algebra.
Let Γ be a subgroup of Aut(g), preserving the bilinear form 〈·, ·〉. Each g ∈ Γ canoni-
cally lifts to an automorphism of the Z-graded Lie algebra gˆ. Then Γ acts on the vertex
algebra Vgˆ(ℓ, 0) by automorphisms preserving the Z-grading. Let φ : Γ → C
× be a group
homomorphism. For g ∈ Γ, set
Rg = φ(g)
−L(0)g ∈ GL(Vgˆ(ℓ, 0)),
where L(0) denotes the Z-grading operator. This defines a Γ-vertex-algebra structure on
Vgˆ(ℓ, 0).
Consider the following completion of the Z-graded affine Lie algebra gˆ:
gˆ(∞) = g⊗ C((t−1))⊕ Ck, (5.17)
where
[a⊗ p(t), b⊗ q(t)] = [a, b]⊗ p(t)q(t) + Restp
′(t)q(t)〈a, b〉k (5.18)
for a, b ∈ g, p(t), q(t) ∈ C((t−1)).
Proposition 5.12. Let g be a Lie algebra equipped with a nondegenerate symmetric in-
variant bilinear form 〈·, ·〉 and let Γ be a group acting on g by automorphisms preserving
the bilinear form 〈·, ·〉 and satisfying the condition that for any u, v ∈ g,
[gu, v] = 0 and 〈gu, v〉 = 0 for all but finitely many g ∈ Γ.
Let Φ : Γ→ G be a group homomorphism. Define a new bilinear multiplicative operation
[·, ·]Γ on the vector space gˆ(∞) = g⊗ C((t
−1))⊕ Ck by
[a⊗ p(t),k]Γ = 0 = [k, a⊗ p(t)]Γ,
[a⊗ p(t), b⊗ q(t)]Γ =
∑
g∈Γ
[ga, b]⊗ p(g(t))q(t) + Restp
′(g(t))g′(t)q(t)〈ga, b〉k
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for a, b ∈ g, p(t), q(t) ∈ C((t−1)). Then the subspace, linearly spanned by the elements
ga⊗ p(g(t))− a⊗ p(t)
for g ∈ Γ, a ∈ g, p(t) ∈ C((t−1)), is a two-sided ideal of the nonassociative algebra and
the quotient algebra, which we denote by gˆ(∞)[Γ], is a Lie algebra.
Proof. Let Γ act on the Lie algebra gˆ(∞) by
g(a⊗ p(t) + λk) = ga⊗ p(g(t)) + λk for g ∈ Γ, a ∈ g, p(t) ∈ C((t−1)), λ ∈ C.
It is straightforward to see that Γ acts on gˆ(∞) by automorphisms. We have∑
g∈Γ
[g(a⊗ p(t)), b⊗ q(t)] =
∑
g∈Γ
[ga⊗ p(g(t)), b⊗ q(t)]
=
∑
g∈Γ
[ga, b]⊗ p(g(t))q(t) + Restq(t)p
′(g(t))g′(t)〈ga, b〉k
for a, b ∈ g, p(t), q(t) ∈ C((t−1)) and
g(a⊗ p(t) + λk)− (a⊗ p(t) + λk) = ga⊗ p(g(t))− a⊗ p(t).
Now the assertions follow immediately from ([Li6], Lemma 4.1).
Let
π : gˆ(∞)→ gˆ(∞)[Γ]
be the natural map. For a ∈ g, set
aΓ(x) =
∑
n∈Z
π(a⊗ tn)x−n−1 ∈ (gˆ(∞)[Γ]) [[x, x−1]].
Lemma 5.13. For g ∈ Γ, a ∈ g, we have
(ga)Γ(x) = φ(g)aΓ(g(x)). (5.19)
For a, b ∈ g, we have
[aΓ(x1), bΓ(x2)] =
∑
g∈Γ
[ga, b]Γ(x2)x
−1
1 δ
(
g(x2)
x1
)
+ 〈ga, b〉k
∂
∂x2
x−11 δ
(
g(x2)
x1
)
, (5.20)
where g(x) = Φ(g)(x) ∈ G.
Proof. Let g(x) = g0x+ g1 ∈ G, where g0 ∈ C
×, g1 ∈ C. Then g
−1(x) = g−10 (x− g1) and
x−1δ
(
g−1(t)
x
)
= x−1δ
(
t− g1
g0x
)
= g0t
−1δ
(
g0x+ g1
t
)
= g0t
−1δ
(
g(x)
t
)
. (5.21)
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From definition we have π(ga⊗ tn) = π(a⊗ (g−1(t))n) for g ∈ Γ, a ∈ g, n ∈ Z. Then we
get
(ga)Γ(x) =
∑
n∈Z
π(ga⊗ tn)x−n−1 =
∑
n∈Z
π(a⊗ (g−1(t))n)x−n−1
= π
(
a⊗ x−1δ
(
g−1(t)
x
))
= g0π
(
a⊗ t−1δ
(
g(x)
t
))
= g0aΓ(g(x)).
proving (5.19). As for (5.20), notice that∑
m,n∈Z
g(t)mtnx−m−11 x
−n−1
2 = x
−1
1 δ
(
g(t)
x1
)
x−12 δ
(
t
x2
)
= x−11 δ
(
g(x2)
x1
)
x−12 δ
(
t
x2
)
and
Rest
∑
m,n∈Z
mg(t)m−1g′(t)tnx−m−11 x
−n−1
2 = −Rest
∑
m,n∈Z
ng(t)mtn−1x−m−11 x
−n−1
2
= Rest
∂
∂x2
x−11 δ
(
g(t)
x1
)
t−1δ
(x2
t
)
=
∂
∂x2
x−11 δ
(
g(x2)
x1
)
.
Now (5.20) follows.
Now we are in a position to present our main result of this section, which is an analogue
of a theorem of [Li6]:
Theorem 5.14. Let g, 〈·, ·〉,Γ,Φ be given as in Proposition 5.12 and letW be any gˆ(∞)[Γ]-
module of level ℓ ∈ C such that aΓ(x) ∈ E
o(W ) for a ∈ g. Then on W there exists one
and only one structure of a quasi module-at-infinity for V
gˆ
o(−ℓ, 0) viewed as a Γ-vertex
algebra with YW (a, x) = aΓ(x) for a ∈ g, where g
o denotes the opposite Lie algebra of g.
Proof. Set
U = {aΓ(x) | a ∈ g} ⊂ E
o(W ).
For a, b ∈ g, let g1, . . . , gr ∈ Γ such that [ga, b] = 0 and 〈ga, b〉 = 0 for g /∈ {g1, . . . , gr}. It
follows from (5.20) that
(x1 − g1(x2))
2 · · · (x1 − gr(x2))
2[aΓ(x1), bΓ(x2)] = 0.
Thus U is a Γ-local subspace of Eo(W ). From (5.19), Γ ·U = U . By Theorem 5.10, U gen-
erates a Γ-vertex algebra 〈U〉 with W as a quasi module-at-infinity with YW (α(x), x0) =
α(x0). Combining (5.20) with Lemma 5.11 we get
aΓ(x)0bΓ(x) = −[a, b]Γ(x), aΓ(x)1bΓ(x) = −ℓ〈a, b〉1W , and aΓ(x)nbΓ(x) = 0 (5.22)
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for n ≥ 2. In view of the universal property (cf. [P], [Li6]) of V
gˆ
o(−ℓ, 0), there exists
a (unique) vertex-algebra homomorphism from V
gˆo
(−ℓ, 0) to 〈U〉, sending a to aΓ(x) for
a ∈ g. Consequently, W is a quasi module-at-infinity for V
gˆo
(−ℓ, 0) viewed as a vertex
algebra. Furthermore, for g ∈ Γ, a ∈ g we have
YW (Rga, x) = φ(g)
−1(ga)Γ(x) = aΓ(g(x)) = YW (a, g(x)).
As g generates V bgo(−ℓ, 0) as a vertex algebra, it follows from Lemma 5.9 thatW is a quasi
module-at-infinity for V
gˆ
o(−ℓ, 0) viewed as a Γ-vertex algebra.
Now, let Γ be any abstract group. As in [Li6], we define an associative algebra glΓ
with a C-basis consisting of symbols Eα,β for α, β ∈ Γ and with
Eα,βEµ,ν = δβ,µEα,ν for α, β, µ, ν ∈ Γ,
and we equip glΓ with a nondegenerate symmetric associative bilinear form defined by
〈Eα,β, Eµ,ν〉 = δα,νδβ,µ for α, β, µ, ν ∈ Γ.
Defining Tα ∈ GL(glΓ) for α ∈ Γ by
TαEµ,ν = Eαµ,αν for α, β, µ, ν ∈ Γ
(cf. [GKK]) we have a group action of Γ on glΓ by automorphisms preserving the bilin-
ear form. We can also view glΓ as a Lie algebra with 〈·, ·〉 an invariant bilinear form.
Furthermore, for any α, β, µ, ν ∈ Γ, we have
[TgEα,β , Eµ,ν ] = 0 and 〈TgEα,β , Eµ,ν〉 = 0
for all but finitely many g ∈ Γ. Associated with the pair (glΓ, 〈·, ·〉), we have an (untwisted)
affine Lie algebra ĝlΓ and its completion ĝlΓ(∞).
Let Φ : Γ→ G be a group homomorphism. For α ∈ Γ, we set
α(x) = Φ(α) = α0x+ α1 ∈ G,
where α0, α1 ∈ C with α0 6= 0. From Proposition 5.12 we have a Lie algebra ĝlΓ(∞)[Γ].
For α, β ∈ Γ, we have
[Eα,e(x1), Eβ,e(x2)]Γ
=
∑
g∈Γ
[Egα,g, Eβ,e](x2)x
−1
1 δ
(
g(x2)
x1
)
+ 〈Egα,g, Eβ,e〉k
∂
∂x2
x−11 δ
(
g(x2)
x1
)
= Eβα,e(x2)x
−1
1 δ
(
β(x2)
x1
)
− Eβ,α−1(x2)x
−1
1 δ
(
α−1(x2)
x1
)
+δαβ,ek
∂
∂x2
x−11 δ
(
β(x2)
x1
)
. (5.23)
46
For α ∈ Γ, denote by Aα(x) the image of Eα,e(x) in
(
ĝlΓ(∞)[Γ]
)
[[x, x−1]]. Note that
Eβ,α−1(x) = (Tα−1Eαβ,e)(x) = α0Eαβ,e(α
−1(x)).
By (5.23) we have
[Aα(x1), Aβ(x2)] = Aβα(x2)x
−1
1 δ
(
β(x2)
x1
)
− α0Aαβ(α
−1(x2))x
−1
1 δ
(
α−1(x2)
x1
)
+δαβ,ek
∂
∂x2
x−11 δ
(
β(x2)
x1
)
. (5.24)
LetW be any ĝlΓ(∞)[Γ]-module of level ℓ ∈ C such that Eα,β(x) ∈ E
o(W ) for all α, β ∈ Γ.
In view of Theorem 5.14, there exists one and only one quasi module-at-infinity structure
on W for the Γ-vertex algebra Vcglo
Γ
(−ℓ, 0).
Example 5.15. Consider the special case with Γ = Z. (The associative algebra glZ is
simply gl∞, the associative algebra of doubly infinite complex matrices with only finite
many nonzero entries.) Let φ be the group embedding of Z into G defined by φ(n)(x) =
x+ n for n ∈ Z. We have
[Am(x1), An(x2)] = Am+n(x2)x
−1
1 δ
(
x2 + n
x1
)
− Am+n(x2 −m)x
−1
1 δ
(
x2 −m
x1
)
+δm+n,0k
∂
∂x2
x−11 δ
(
x2 + n
x1
)
= Am+n(x2)x
−1
1 δ
(
x2 + n
x1
)
− Am+n(x1)x
−1
2 δ
(
x1 +m
x2
)
+δm+n,0k
∂
∂x2
x−11 δ
(
x2 + n
x1
)
(5.25)
form,n ∈ Z. This is exactly the relation of the Lie algebra of pseudo-differential operators
on the circle. This Lie algebra (without central extension) was studied in [GKK] in
terms of a notion called Γ-conformal algebra. Note that this Lie algebra does not admit
nontrivial modules of highest weight type.
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