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図2-2 ハンドルとブレーキと環境    図2-3測定実験の様子 
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SideWinder precision racing wheel(ver1.0)，ブレーキとアクセルは
SideWinder pedals（ver1.0）を利用する．エージェントの運動軌道計算と環
境生成を行うPCの仕様は，CPU: Pentium4-2.40GHz，メモリ:256MB，プログラ
ムはWindows XPの下でVisual C++ 6.0 とDirectX 9.0で開発した． 
よりリアルな運転を再現するために，エージェントに(2-1)式で表すダイナ
ミックスを持たせることにした． 
FYDYm =+ &&&             (2-1) 
ただし， 
   m＝10Kg： エージェントの質量 
   ： エージェントの位置座標 [ TtytyY )(),( 21 　= ]
   T：マトリクスの転置 







( ) ( )( ) ( )( )[ TtαtαtfF cos,sin 　= ：エージェントが受ける合力 
























認知過程 知覚処理/仮現運動視 認知処理 運動処理 出力：行為


















ディスプレイの面積 1280×1024 pixel2 
運転空間の面積 1177×768 pixel2 
形 円形 (半径=15 pixel) 
ゴール 
最大数 1 






形 正方形 (辺=80×K pixel) K≧1 
最大数 141 (重なり合わない) 
最大速度 300 pixel/sec 
障害物 
最大移動距離 300 pixel 
最大相対距離 1833 pixel 


























X とエージェントの状態情報 Z と人間の制御情報U から組み立て,式(2-2)に
表示される． 









[ ]AgentZ =  
[ ]shapesizespeedpositionAgent ,,,=  












































で，対象 間の危険関係を適切に表現する危険度関数 を定義する( 21OO ) )( 21,OOη
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         （2-3） 
ただし， 
x Aη ：位置 xにおける 番目障害物の持つ危険度 i
on ：走行環境に存在している障害物の個数 













































































































































































































































第 2章 障害物回避行動の計測 
第3項 ハンドルの修正周期による危険度の定量化 
第2項の危険度の関係式により，衝突の危険度の定量化として危険度関数は，











































        （2-6） 
ただし， 
21,OO ：環境における2つの対象， を中心とする 1O
rV ：最大相対速度による正則化した対象 に対する対象 の相対速度 2O 1O
rD ：最大距離による正則化した対象 と の距離 1O 2O
rα ：対象 の相対速度V と 2つ対象の位置ベクトルとのなす角であり，特







明できる．一般に，D は小さいほど, 危険度が大きくなる．r rV は大きいほど, 






第 2章 障害物回避行動の計測 
 
図2-10 危険度関数(0=rα ) 
 
図2-11 危険度関数(90=rα ) 
 
図2-12 危険度関数(180=rα ) 
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{ Tt L,2,1∈ Tは時間の長さである．結果的に，1つの経路は回転角度系列










( )( ) ( )( ]
























第 2章 障害物回避行動の計測 
δ ：指定閾値 
m：左右回転角度範囲の割り数，≧1 
図2-13の示すように，離散的な決定符号は{ }mm RRRLLLF ,,,,,,,, 2121 LL
1
を含
む． が大きいほど，離散的な決定符号が多い． 2m +m の種類の離散的決定符
号に応じて，決定変化パターンの総数は ( ) mm 422*12N =+−= である．特に，
の場合に，1=m 4=N になり，離散的な決定符号は{ }RLF ,, で表す． 
結果的に，回転角度系列による経路は決定符号系列に表示される． 














{ 1,,2,1 −∈≠ + Lvv ii L }







































     (2-9) 
ただし， 






L ),( 21 LL
),( 21 LLmax
( )21,VVADSD の性質について説明する： 
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第 2章 障害物回避行動の計測 
1) 符号化された経路は時間に関係がなし，経路における決定変化パターン
を描くので， ( )21,VVADSD は経路における決定変化パターンの相似性を
描く． 
2) ( )21,VVADSD ＝ ( )12 ,VVADSD ． 







11 VorVV ⊂ ( ) 1, 21 =VVADSD ． 
4) 離散的な決定符号の種類が増えると， ( )21,VVADSD が減る． 
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を ，環境に存在している 番目障害物 を とすれば，人間の障害物回避
戦略に向ける障害物とは，条件
A
1O i iOB 2O













年齢：22歳から 29歳まで，平均年齢 25歳 




























障害物：O1(500,700) O2(450,400) O3(600,100) 
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表2-3 1番目の被験者の行動決定の類似度ADSD  (δ=10) 
順番 ADSD  符号化された経路 
基準  F R F L F L F R F R 
長さ  134 64 10 126 55 61 38 146 34 32 
1 83.33% 102 70 14 25 1 R228    
2 90.00% 72 54 9 122 48 179 29 121 68 L22 
3 83.33% 37 53 22 118 215R90     
4 100% 39 50 9 106 55 110 61 173 16  
5 87.50% 60 55 10 180 82 R12532 64   
6 87.50% 55 64 17 119 181112 15 L73   
7 83.33% 43 54 5 195 127R171    
8 87.50% 67 51 8 261 15 R11426 73   
9 80.00% 31 52 7 305 34 R59 13 164 4 L181 
10 85.71% 92 45 9 124 149R1235    
平均 ADSD  86.8% 
(F/L/R：異なる決定符号，決定符号付きの数字：同じ決定符号の数) 
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第 2章 障害物回避行動の計測 
表2-4 10名の被験者の平均ADSD  (δ=10) 


















































































































































































































































































面積比 80:1の場合には安定限界は 5であり，処理可能な限界は 10である．








また，図 2-23の示すように，障害物の速度が 0から 300pixels/secまで変
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対象 間の危険関係を適切に表現できる危険度関数( 21OO ) ( )21,OOη
i
を通じて，も
しエージェント をO ，環境に存在している i番目障害物OB を とすれば，
障害物回避戦略に向ける障害物とは，条件
A 1 2O
( ) [ ]{ }iOBAi ,| ≥ on,L i ,1, L∈δη ，即ち，
安定限界以内の数を持つ最大危険度を満たす障害物と少なくとも定義される．









































障害物：O1(500,700) O2(450,400) O3(600,100) 
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表2-5 10名の被験者の平均ADSD (δ=10) 




1 57.5% -29.3% 
2* 63.3% -13.0% 
3* 68.7% -3.4% 
4 72.5% -7.5% 
5 64.3% -21.9% 
6* 60.2% -25.8% 
7 67.4% -4.3% 
8 20.0% -69.2% 
9 57.5% -18.5% 
10 72.3% -20.1% 
平均値 60.4% -21.3% 
(*は普通運転免許を持つ被験者である) 
【考察】 
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問題の解決を，真偽維持システム(Truth Maintenance System, TMS)は推論管
理を行う． 
 
Inference Engine TMS 
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第 4章 模倣に向ける知識の表現法と獲得法 
vrx / vry :エージェントと障害物との水平相対速度/垂直相対速度 
知識獲得の入力空間の長さは 262 ++ og nn
1≥on
であるが，一般に，１つのゴールと
幾つの障害物，つまり と の場合に対して，入力空間の長さは1=gn 46 +on
になる． 
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force , ：それぞれエージェントが受ける推進力と回転角度 direction
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第 4章 模倣に向ける知識の表現法と獲得法 
do/ / : エージェントと障害物/障害物における最寄りの凸点/ゴールと
の距離 
dc dg




表4-1 推進力ルール( ) forcethendoif
do S M B 
forceZO PS PB 
 
表4-2 前進ルール( ) directionthenvgif
vg NB NS ZO PS PB 
direction NB NS ZO PS PB 
 
表4-3 左転ルール(if ) directionthendcandvc
vc 
dc 
NB NS ZO PS PB 
S PB NB NS ZO PB 
M PB NB NS ZO PB 
B NB NS ZO PS PB 
 
表4-4 右転ルール(if ) directionthendcandvc
   vc 
dc 
NB NS ZO PS PB 
S NB ZO PS PB NB 
M NB ZO PS PB PB 
B NB NS ZO PS PB 
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S M B 
A1 A4 A3 A2 
 ZO PB PS NS NB 
1.0 






   パラメータ 
種類 
A1 A2 A3 A4 単位 




  パラメータ 
種類 
B1=-B6 B2=-B5 B3=-B4単位 
vo,vc,vg -180 -90 -45 
direction -90 -60 -20 
度 








度 と垂直相対速度 が新しいルールの表示に追加される: vrx vry























































































              (4-4) 
ただし， 
 ：評価方案における運転タスクの総数 L
































L ( ) ( onPnm +2* )























                (4-5) 
ただし，  
t














( )1+= zneverrule RNE                  (4-6)
ただし，  













表4-8 ルール集合  
     制御の種類
ルールの種類 
回転角度 推進力 
基本ルール 35個 3個 














































































第 4章 模倣に向ける知識の表現法と獲得法 
の性能を達成したことが分かる．もし障害物回避失敗場合の記録により知識獲
得を行っていけば，有効なルールを更に抽出することができる． 
表4-9 ルール集合の進化結果  
     制御の種類 
ルールの種類 
回転角度 推進力 






















































































































































第 4章 模倣に向ける知識の表現法と獲得法 
の分布は確率の定義に従って１に規格化される．ただし，B は矛盾ルール の
後件部であり，B は矛盾ルール kにおける l番目の補選値であり，
k k
k

































iii BythenAxAxAxifR ==== ,,: 2211 LL            (4-7) 
               ni ,,2,1 L=
         事実:  mm AxAxAx === LL2211
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iimi BA ,,,1 L
ni ,,2,1 L= m,
距離型ファジィ推論法は次の四つのステップから構成される． 
STEP1：事実中のファジィ変数 とルール中のファジィ変数 との距離jA ijA










,            (4-8) 
STEP3：[ ]1,0∈∀α に対して，次のように推論結果 Bの ―レベル集合 を求め
る． 
α αB



















































































STEP1:与えられた教師データ( ) ( ){ }kBkA tjt , に対して， ( )kA jt を事実として推論シ




STEP2:教師データと推論結果( )kBt ( )kB との距離 ( ) ( )( )kBkBd t , を計算する． 





















( ) ( )( ) εkBkBd t >,
) 0










( ) qlPkBt の生起確率 を更新してからSTEP1に戻る． 
STEP5: ( ) ( ) ( )kBkAkA tmtt ⇒,,1 L を新しいルールとしてルール集合に追加し，後









第 4章 模倣に向ける知識の表現法と獲得法 
 






   と同じ前件部を持つルールにお
ける後件部の生起確率を更新 
④学習誤差より大きい（知識更新） 
   と同じ前件部を持つルールにお
ける後件部及び生起確率を更新 
⑤学習誤差より大きい（知識生成） 
   と同じ前件部を持つルールがな
し，新ルールを作り，生起確率を初期化 





















定理1： 個の与えられた教師信号L ( ) ( ){ }kBkA tjt , に対して，本学習アルゴリズム
に基づいて有限時間内に新しいルールの追加，古いルールの構成，間違ったル
ールの訂正により，学習効果として式 ( ) ( )( ) εkBkBd t ≤, を満たす．ただし，ε
は任意に指定された誤差であり，
0≥
( )kB は ( )kA jt を事実として推論システムに入
力された時の推論結果を表す． ( ) ( )( )kBkt ,Bd はファジィ集合 ( )kBt と の距離
を表す． ， ． 
( )kB


















B                     (4-11) 
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第 4章 模倣に向ける知識の表現法と獲得法 






























学習アルゴリズムにより得た 個のルールn { }nRRR ,,, 21 L ，ただし，ルール
， はそれぞれ i番目のルールにおける前件部と後件部を表す．
それらの前件部や後件部の数は≧1である． 
iii BAR ⇒: ii BA ,
ルールの前件部が確率空間 の分割であるとき，以下の等式が成り立つ． Ω









i APAP                (4-12) 











AP                     (4-13) 
n 個のルールに基づく任意の出力事象 Bの信用程度に対して，以下の式
が成り立つ． 
( ) ( ) ( ) ( ) ( ) ( ) ( )nn ABPAPABPAPABPAPBP ||| 2211 L++=       (4-14) 
ただし， 
 ―85―
第 4章 模倣に向ける知識の表現法と獲得法 
( )BP :任意の出力事象Bの信用程度 
( )iAP :前件部 iA としてのルールの信用程度，即ち，学習統計に基づく前件部
iA としてのルールの生起確率 
( )iABP | :前件部 iA による任意の出力事象の信用程度 
i番目のルールにおける後件部が応じる補選値 の生起確率はikB ( )iik ABP | で
あり，且つ補選値の独立生起が存在するので，以下の式が成り立つ．ただし，
{ }iLk ,,2,1 L∈ ， iL は i番目のルールにおける後件部の補選値の総数． 
( ) ( )



















         （4-15） 
矛盾ルールが存在しない場合に， ( ) 1| =iABP ， [ ]ni ,,1L∈∀ が成り立つ上に，










選値から1つの補選値を選択することに等価する．以下のように， [ ]iL,,1L∈r ，
補選値から1つの補選値 を 番目のルールの後件部として任意に選択する． irB i( ) ( )


























( ) ( )
( ) ( ) ( )





























      （4-17） 
改善した学習アルゴリズムは ( )iir ABP | を用いるのではなく， ( )iABP | の代わ
 ―86―
第 4章 模倣に向ける知識の表現法と獲得法 
りに ( ) ( ) ( ){ }ii iLiiii ABPABPABP |,,|,|max 21 L を用いる．従って， ( )iABP | の近似値
が増える．同時に，元のアルゴリズムは ( )iAP を考慮しなくでも，現有データに
基づいて分離規則を満たしており，改善アルゴリズムは元のアルゴリズムと
( )iAP に一致する，∀ ，更に式（4-12）に導入して，P が
やっぱり成り立つとしても，































o1(600，1 0) o2(550，00) o3 (400，700) 
データの数 660 
学習誤差 回転角度15度 推進力3N 
学習時間 6.9秒 
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STEP1：事実中のファジィ変数 とルール中のファジィ変数 との距離jA ijA
( )ijjij AAd , を計算する． 
STEP2：事実とi番目ルールとの距離を計算する． 














( ) 0,: 1sgn →⋅=′ −− εεdd idδii          (5-2) 












第 5章 模倣に向ける知識の使用と推論法 
STEP4：∀  に対して，次のように推論結果[ 1,0∈α ] Bの ―レベル集合 を求め
る． 
α αB




( ) ( ){ }



































































( ) ( ){ }



































































=                           (5-4) 
知識半径の変化範囲について，以下に詳しく説明される．STEP3で計算され
た事実と各ルールの前件部との距離値，つまり集合 { }nddD ,,1 L= の上に，同じ
距 離 値 を 除 い て 単 調 増 加 の 順 に 並 べ 替 え た 結 果 は
{ }1,,2,1,|,, 11 −=′<′′′=′ + mjddddD jjm LL であり，同じ距離値を持った要素の数






第 5章 模倣に向ける知識の使用と推論法 
{ Ri kkkk ,,,,1 LL= }と相応な距離閾値 { }Ri δδδ ,,,,1 LLδ = については， l の場
合に， ，k ，
11 =







pl 1+′= ii dδ ，i R,,1L= ．またはそうなく，l の場


























     
(a)                  (b) 






















mAA ,,1 L nidi ,,1, L=
{ }nidiS i ,,1,| L=≤= δ
q 
 1 switch 
Reasoning 




S S  
 










STEP1：式(5-5)により事実Ajと i番目のルールにおける j番目の前件部 Aijと
の距離値dijを求める．ただし， ni ,,2,1 L= ， mj ,,2,1 L= ．  
( ) iijjijijij aaAAdd −== ,           (5-5) 
式(5-5)は2つのファジィ集合間の距離計算公式をシングルトンAijとシング
ルトンAjとの距離計算に適用する場合に，簡略した距離の計算式である．図5-3
の示すように， と とijA jA iB はシングルトン型ファジィ集合であり，パラメー
タ と と で表す． ija ja ib
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ija  
ijA  jA  
























( ) 0,: 1sgn →⋅=′ −− εεdd idδii          (5-7) 
































































≠=≠= i ijji ijj 1 ,11 ,1



















= ≠=i ijj1 ,1
         (5-9) 
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性質1：知識半径 の範囲:q nq ≤≤2 ． 
qは知識半径を， はルールの個数を表す． n
 








論用の重みを， は前件部の数を， はルールの数を表す． 
iw
m n

















































































,1               (5-11) 
同様に，提案アルゴリズムによる出力は式(5-8)から式(5-12)に変化される． 


































































     (5-12) 
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,1               (5-13) 
1) 事実 を推論方法に入力する際に，mAA ,,1 L { }nk ,,2,1 L∈∃ 等式
という条件を満たす場合に，知識半径により変換された
距離値は必ず になる．このルールの推論用の重




( ) =kjj AA 0,
:=′ ddk
1=kw










==′ ii w n
( ) 00 01sgn =⋅=⋅ −− εε idδ
ki ≠,
00 yy =′
2) 分離規則を満たさない，即ち， { }ni ,,2,1 L∈∀ に対して は事実とルー
ル
id

































































1       (5-15) 




















1     (5-16) 
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( )( ) ( )tAxtAxtAx mm === 2211
k
1≥ ,2
LL は時刻 tの事実を， は時刻 tに







STEP1：知識半径の範囲 に，[ ]n,,2 L 2=k を初値として ( ) ( 222 ,,1 TBB L )を計算す
る． 
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の評価により選択される．時刻あたりの評価関数 ( )•J で知識半径の有効性を考
察する． ( ) ( ) ( )tAxtAxtAx mm === LL2211
k
m
は時刻 tの事実を， は時刻 tに





STEP1：知識半径の範囲を に，[ ]n,,2 L 1=t の時に， ( ) 1,,12 nBB L ( )を計算する． 
STEP2：評価値としての( )( ) ( )( )tBJtBJ n,,2 L をそれぞれ計算する． 
STEP3：小さい評価値はよい効果に応じると仮定すると，時刻において，t
( )( ) ( )( ) ( )( )( )tBJtBJtBJ nq ,,,,min 2 LL を持つ を適合な知識半径として推論する． q





























































∫= dkksS )(                         (5-17) 
制約条件
( ) ( )








( )kR ：人によるエージェントの走行経路曲線 
( )kY ：推論によるエージェントの走行経路曲線 
k：軌道位置 
S： とY という2つの曲線の囲む面積誤差 ( )kR ( )k
( )ks ：位置 kにおいて， ( )kR と ( )kY という2つの曲線の囲む標本面積 
OL： の軌道長さ ( )kR




























∆ )()(           (5-18) 
ただし， 
( )ks∆ :分割された三角形の面積． 
N:分割三角形の個数． 
その中に，図5-4の斜線部で表される1個の標本 ( )ks∆ は次式のように表され
る． 
( )
( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
























∆       (5-19) 
∆:一階の後退差分演算子 




( )kR  ( )1+kR( )kR∆
( )ke
( )kY
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 O3(700,400) O4(600,700) 
データの数 371 
学習誤差 回転角度15度 推進力3N 
学習時間 6.9秒 
ルールの数 回転角度102 推進力15 
結果的ルール形式は以下に示される．ただし，符号は2.2項と同じ意味を
持つ． 
[ ] [ ] [ ] directionforcethenvgdgvryvrxvcdcvodovryvrxvcdcvodoif on /,,,,,,,,,,, 1L  
(5-22) 
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1 2(最適) 16.4 成功 
2 84 102.7 失敗 
3 91 117.8 失敗 
他の成功場合(≧ε) 
4 22 337.2 成功 
































知識半径における事実とルールの前件部との上限距離 ( )ini d ′∈max が使用知識と
の不相関程度として定義される．更に，推論過程の時刻 tにおける上限距離を
で，推論過程における使用知識との平均の不相関程度を( )( tdini ′∈max )
( )( ) ′∈ tdinimax= averaged t で，それぞれ推論過程における使用知識との最大不相関
 ―114―
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程度と最小不相関程度を d と d で表す．
ただし， ，
( )(  ′= ∈ tdinit maxmaxmax ) ( )( ) ′= ∈ tdinit maxminmin







識半径の値qの変化につれて， と と はほとんど同じ変化の傾向があ
るが， と よりd dのほうが知識半径の値の増大につれて明白に増えるこ
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( )tsq :軌道位置tにおけるY と( )k ( )kR という2つの曲線が囲む標本面積 
( )kY :推論によるエージェントの走行経路 
( )kR :人によるエージェントの走行経路 

































( ){ }OLiYRdistanceipointStart ki ,,1,),(min| L==   (5-25) 
ただし， 
 ：人によるエージェントの走行経路 ( )kR
( )kY ：推論によるエージェントの走行経路 
OL:人によるエージェントの走行経路における軌道長さ 
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2) STEP2で，ある知識半径の値をエージェント行動モデルに導入してエージ
ェントの軌道位置を予見する際に，現在時刻におけるエージェントの位置
と速度( yx, ) ( )yx VV , を予見の初期条件とする． 






















O1(600,100) O2(300,200) O3(500,500)  
データの数 333 
学習誤差 回転角度15度 推進力3N 
学習時間 5.4秒 


















































Step=2 最終q=3 平均q=10.79 2.23 
Step=5 最終 q=3 平均q=11.57 1.79 動的 
Step=10 最終q=2 平均q=9.88 99.59 
静的 Step=0 q=19 13.49 
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図5-27 動的知識半径の変化(予見ステップ10,振動数2)  
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本移動ロボットの名前は「IMR」と称し，Intelligence imitation Mobile Robot
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第 6章 実験による模倣システムの検証 
 
PC RIF- 







ATX Power source 
DC-AC inverter 



























































































iV ：ロボットの車輪の速度， 4,3,2,1=i  
l：車輪とボデーの中心点との距離 
21, CC VV :V の分速度 
ロボットの移動速度(VC1,VC2)と各アクチュエータの速度V1～V4との関係に対
しては，C点において，式(6-1)と(6-2)が成立する． 














































































































































































第 6章 実験による模倣システムの検証 
具体的説明は図6-9と表6-2にまとめる． 
 











































































ZYXthenSSSSSif 54321       (6-4) 
ただし， 
54321 SSSSS ：五個のセンサの値による環境情報，センサの値の変化範
囲 [ ] 255,0
ZYX ：ジョイスティックの位置による制御情報， [ ]627,790−∈X  
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のファジィ集合 に実数( )RFBA ∈, ( )BA,d が対応し，(1)式～(3)式を満たすとき，
を 上の距離関数という． ( )BAd , ( )RF
( ) BABAdBAd =⇔=≥ 0),(;0,           (1) 
( ) ( )ABdBAd ,, =                           (2)
( ) ( ) ( ) ( )RFCBCdCAdBAd ∈∀+≤ ,,,,           (3) 





( BAd , )
定義：連続メンバーシップ関数を持つ有界凸なファジィ集合 ( )RFBA ∈, に対
して，(4)式で定義される実数関数( )BAd , を ( )RF 上の距離関数という． 
( )
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a2  a3  b1  b2  b3  
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a2  a3  b1  b2  b3  
A  B 
a 
b  
a4  b4   
図2. 台形型ファジィ集合 








( )bbbbbB ,,,, 4321
B
( ) ( )
( )[ ]





















































a  b  
図3. シングルトンとシングルトン 
図3に示すようなシングルトンの場合に，メンバーシップ関数の最大値が１
で，α レベル集合の上限と下限が等しいので， と− A Bとの距離計算式は次の
ようになる． 
( ) baBAd −=,                         (7) 
