The effect of rotational Brownian motion on the rheology of a dilute suspension of dipolar spheroids in a simple shear flow under the action of an external force field, is investigated through a generalized Langevin equation approach. The force field is assumed to be either constant or periodic. In the case of constant external fields earlier results in the literature are reproduced, while for the case of periodic forcing certain parametric regimes corresponding to weak Brownian diffusion are identified where the rheological parameters evolve chaotically and settle onto a low dimensional attractor. The response of the system to variations in the strengths of the force field and diffusion is also analyzed through numerical experiments. These results correspond to the region of weak Brownian motion where usual methods render the problem intractable.
I. INTRODUCTION
The study of suspensions of dipolar particles subjected to an external rotational torque has important engineering applications, such as controlling the processing of fiber composites, magnetofluidization, 1 magnetostriction of ferromagnetic particle suspensions, 2 characterization of magnetorheological suspensions, 3 etc. Ferrofluids, which contain small single-domain particles in a nonmagnetic solvent, are an important example of dipolar suspensions. They have many industrial applications such as in rotary seals, inertia dampers, magnetic domain detection, and biomedical uses like the concentration of drugs at body sites. 4, 5 When brought under the influence of a magnetic field, the particles in a ferrofluid experience additional torques due to the external field tending to align the particle dipole axis along the field direction, and this affects their macroscopic behavior substantially. In turn, the development of models for the dynamics and bulk properties of such suspensions is useful in designing new suspensions with desired properties, controlling and testing the quality of suspensions, improving the processing conditions of heterogeneous media, 4 etc. As an example of natural phenomena analogous to the above, Pedley and Kessler 6, 7 refer to certain bacteria containing magnetic dipoles and various species of algae possessing an asymmetric internal mass distribution whose swimming directions are affected by gravity. All of these systems can be modeled by the response of a permanent dipole exposed to an external field.
The effect of fluid microstructure on macroscopic suspension properties is usually measured by the stress tensor of the suspension. In this paper we compute the stress tensor in a sheared suspension of dipolar spheroids under the action of hydrodynamic forces, Brownian rotations and an external force field ͑which may be constant or periodic͒. The apparent viscosities and the first and second normal stress differences are important stress components of a suspension that measure in some sense the collective behavior of all the particles in the suspension. These can be expressed in terms of appropriate particle orientation averages, and the computation of these averages is an important step in any investigation of bulk suspension properties. This is generally made difficult by the complicated manner in which the torques due to shear, Brownian forces, and external field tend to orient and disorient the particles. While suspensions in the absence of external forcing have been extensively studied, only a relatively few investigations are available for the case of dipolar particles, and most of these are restricted to the limit of weak shear. The earliest of these studies were of Hall and Busenberg 8 and Brenner, 9 concerning dilute suspensions of dipolar non-Brownian spheres. Brenner and Weissman 10 extended these studies incorporating Brownian diffusion effects and obtained results mainly for particles that are spheres or near-spheres. Further extensions of these results, including the effect of the relative strengths of shear, Brownian diffusion and external force on the particle dynamics, and rheology, are available, [11] [12] [13] but most of these apply to the limit of weak shear. Strand and Kim 4 considered dilute dipolar suspensions for a wider range of shear and diffusion parameters, and analyzed the rheology for various orientations of the external force. Almog and Frankel 14, 15 present several results for the long term behavior of the orientation distribution function of dipolar particles in shear flow, and discuss the implications of these results for the rheology of Brownian dipolar axisymmetric particles. These results are not re-stricted to the limit of weak shear effects, unlike the previous studies.
Ramamohan et al. introduced a class of problems, viz., the dynamics and rheology of periodically forced particles in a simple shear flow, and obtained results that were theoretically interesting and had potential technical applications. 16 -22 Kumar et al. 17 and Kumar and Ramamohan 18 have demonstrated that both the dynamics and the rheology of such suspensions can be chaotic in certain parametric regimes. The dynamics in this regime is featurerich and presents a new class-I intermittency route to chaos 20 while the chaotic response of the rheology has important implications for certain aspects of chaos theory such as spatiotemporal chaos. 22 All the above results were limited to the case of zero or negligible Brownian motion and were obtained by a direct simulation of the equations of motion for particle orientations. In the present work, we expand the scope of their analysis to more realistic suspensions by including the effects of rotary Brownian motion on the bulk suspension properties and demonstrate that the fluctuations in the bulk properties can still be chaotic, for certain ranges of parameters, when the Brownian diffusion is weak.
In the presence of Brownian diffusion, the particle orientations may be considered a stochastic process and may be modeled either through a Fokker-Planck ͑diffusion͒ equation formalism or through a Langevin equation formalism. In the first approach the system is studied through a partial differential equation governing the time and space variation of an appropriate density function for the stochastic variable, called the orientation distribution function ͑ODF͒ in the present case. In the second method the system is modeled through a set of stochastic differential equations, called Langevin equations, governing the evolution in time of the stochastic variables. Most of the literature in this area follows the diffusion equation approach, in which the orientation averages are computed as moments of the ODF. The ODF is the solution of the diffusion equation, and is usually approximated by some numerical scheme appropriate to the range of parameters of interest. Instead of solving the diffusion equation, Kumar and Ramamohan 18 obtained the moments by directly integrating a set of equations governing the orientations of individual particles and employing a bruteforce computation. These equations were deterministic ordinary differential equations since Brownian effects were neglected in their work. A direct generalization of their method to systems with noise would involve numerically integrating a set of stochastic differential equations ͑Langevin equations͒ governing the evolution of the orientation vectors, but this is usually difficult and prone to error. In this work, therefore, we use a generalized Langevin equation method to evaluate the orientation moments, that leads to deterministic differential equations for the moments even for systems with Gaussian white noise. The basic ideas of this approach to suspension problems have been developed by Asokan et al. 23 in an earlier work for the case of force-free particles and is easy to adapt to the present system involving dipolar particles exposed to an external field. A brief account of this procedure is as follows. We set up the Langevin equations governing the orientations of the particles by modifying the corresponding equations for force-free particles derived in Asokan et al. 23 By using suitable time-averaged forms of these equations we can obtain the exact equation of motion for any desired orientation moment. These equations for moments are deterministic, unlike the original Langevin equations that are stochastic in nature, but may not be closed and hence may not be easy to solve in general. However, by considering them in suitable pairs we can generate the moments by applying a brute-force computation on an ensemble of these equations. In the case of constant external force fields our results are in good agreement with other results in the literature obtained by the diffusion equation approach.
For periodic forcing we demonstrate the possibility of chaotic behavior of the rheological properties that may not possibly be picked up by the diffusion equation approach. The chaotic response has been observed in some parameter regimes where Brownian diffusion is weak, a region where the problem becomes singular in the limit of zero diffusion. This is a significant advantage of the Langevin method when used along with the paired moment scheme presented in this work.
The rest of the paper is organized as follows. The Langevin equations for the orientation of the particles are obtained in Sec. II using results derived in Asokan et al. 23 The expressions for the various stress components, including contributions from hydrodynamic forces, Brownian diffusion, and a constant external force field, are presented in Sec. III. A brute-force technique to compute the various orientation moments in suitable pairs is also described here. The intrinsic viscosity of the system is evaluated for various values of the diffusion coefficient and different strengths and orientations of the external field and compared with known results. In Sec. IV a periodic external force is considered for the case of fibers and the observed fluctuations in the apparent viscosity of the system are analyzed using dynamical and topological tools for various strengths of the shear and external fields. Finally, concluding remarks are given in Sec. V.
II. THE THEORY
We consider a dilute suspension of identical rigid, neutrally buoyant spheroids in an infinite incompressible Newtonian fluid subjected to a simple shear flow defined by a flow field, vϭ␥ yi, where ␥ is the shear rate, y is the y coordinate, and i is the unit vector in the X direction. The volume concentration ⌽ of the particles in the solvent is assumed sufficiently small that hydrodynamic interactions among particles can be neglected. The shape of the spheroid varies depending on its aspect ratio defined by rϭa/b, where a and b are, respectively, the polar and equatorial radii; spheres have rϭ1, and slender rods ͑fibers͒ correspond to r→ϱ. We choose a coordinate system that moves along with the particle and is affixed to its center of mass, thus neglecting any translatory motion, since it does not contribute to the bulk suspension properties in a dilute system. The orientation of the spheroid is then represented by a unit vector u placed along the major axis of the spheroid and the direction of u can be specified by the polar coordinates ͑,͒, ͑0рр͒ and ͑0рр2͒ being the polar and azimuthal angles determined by the vector u. An external force field may affect the local dynamics if the particles are dipolar and this may arise from several sources; 4 ͑1͒ the particles have magnetic charges ͑e.g., ferromagnetic fibers in a ferrofluid͒ and the suspension is exposed to a magnetic field or ͑2͒ the particles are charged fibers ͑e.g., charged polymers in an aqueous solution͒ and may respond to an external electric field; or ͑3͒ they may possess a gravitational dipole and may be influenced by gravity ͑e.g., bioconvection set up by the swimming of certain microorganisms 6, 7 ͒. In all the above cases the external field can be modeled as the cross-product of the particle dipole moment m and the uniform external field vector H;
The dipole moment m is assumed to be parallel to the particle symmetry axis, so that we can write mϭmu, where m is the magnitude of the dipole moment. The time rate of change of the orientation vector u can be expressed as u ϭÃu, where is the angular velocity of the particle, an expression for which may be obtained by the angular momentum balance equation thus 4 is
) is a shape factor for the spheroid that takes the value Ϫ1 for disks, 0 for spheres, and ϩ1 for long fibers, and E and ⍀ are, respectively, the rate of deformation tensor and the vorticity vector for the flow, given by
The effect of Brownian rotation can now be included by superposition, assuming that it causes the angular velocity to change by a white noise vector term;
The Cartesian components ⌫ i (t) are Gaussian random variables with zero mean and autocorrelation functions proportional to the ␦ function:
where ␦ i j is the Kronecker delta, ␦(t) is the Dirac delta function, and D is the spectral density, which in this case is equal to the rotary diffusivity defined by D r ϭk B T/ Ќ , where Ќ represents the rotational resistance in the direction perpendicular to the particle symmetry axis, k B is the Boltzmann constant, and T is the absolute temperature. The overbars denote statistical averages over a large number of random variables. This leads to
is the full Langevin equation for the Brownian spheroid in the presence of an external force field. The particular form of the noise term in the above expression is derived in Asokan et al. 23 for force-free particles by utilizing a generalized Langevin equation approach presented by Coffey et al. 24 The reader is referred to Asokan et al. 23 for further details. In Cartesian components u i of u and h i of H, Eq. ͑2͒ can be written as
where the h i denote the components of H.
III. THE STRESS TENSOR
Strand and Kim 4 obtained the following expression for the mean dimensional stress in the suspension that includes contributions from both rotary Brownian diffusion and an external force field,
͑4͒
The angular brackets indicate orientation averages over an ensemble of particles. Here p is the pressure, s is the viscosity of the solvent, D 0 is the rotary diffusivity of a sphere of volume equal to that of the particle, and H Ќ ϭH"(␦ Ϫuu) is the component of the external force H in the direction perpendicular to the particle symmetry axis. The other coefficients A H , B H , C H , F H , called the stress coefficients, are functions of the shape of the particle, the general expressions for which are given in Strand and Kim. 4 For general spheroids these coefficients involve certain elliptic integrals, but for some limiting cases such as spheres and long fibers, these expressions can be considerably simplified. The limiting values of the coefficients for long fibers (r→ϱ) and near spheres (r→1) are listed in Table I . 4 The rheological properties of a suspension are usually expressed in terms of material functions, such as the apparent viscosities and the first and second normal stress differences. For dilute suspensions these quantities involve the limit ⌽→0 and are therefore called intrinsic properties. The ex-pressions for these rheological properties for the case of simple shear, defined below, can be obtained from Eq. ͑4͒:
For compactness we have used the Cartesian components to denote the various averages. In obtaining the above forms for the intrinsic properties from Eq. ͑4͒ we have followed the scaling of Strand and Kim 4 to make comparisons easier, namely, time is scaled with respect to 6D r and force with respect to k B T. The dimensionless quantity Peϭ␥ /D r , called the Péclet number, measures the relative strengths of the fluxes due to shear and diffusion. The external force is assumed constant ͑i.e., without fluctuations͒, the scaled dimensionless form of which is denoted by k in the above equations with kϭmH/k B T. We have also used the fact that D 0 /D r ϭF H /(9C) to clear the expressions of the constant D 0 . In the scaled form the Langevin equations for the orientation behavior of the spheroids, Eq. ͑3͒, after being converted to spherical coordinates, take the following form:
where h 1 and h 2 are the deterministic parts of the equation, given by
Note that the Gaussian random variables ⌫ i (t) now satisfy, after scaling, Eq. ͑1͒ with Dϭ1/6;
We now evaluate the intrinsic viscosity ͓͔ϭ͓ 1 ͔ for a number of ranges of k and Pe and compare the results with those of Strand and Kim 4 and Brenner and Weissman. 10 To compute the various orientation moments appearing in the above expressions for rheological parameters, we revert to the techniques developed in Asokan et al. 23 Essentially this procedure simplifies the computation of ensemble averages in nonlinear systems with noise governed by stochastic differential equations by simulating a set of ordinary differential equations obtained by suitable time averaging. Note that Eq. ͑5͒ is a pair of nonlinear Langevin equations with multiplicative Gaussian noise terms describing the dynamics of the vector ϭ͑,͒. Denoting the noise coefficients by g i j , it can be written concisely as
where 1 ϭ, 2 ϭ. Using these equations and following the procedure outlined in Asokan et al., 23 one obtains the following equation for the dynamics of any moment ͗B(,)͘: 
where we have used Einstein's summation convention in the last term. The ensemble average in the above is taken over a set of tracer orientations ͑,͒ in orientation space. 23 For a given moment, however, Eq. ͑8͒ may not, in general, be closed and easy to solve, hence we use an alternate method to generate the desired moments in suitable pairs. Note that the moment equations, Eq. ͑8͒, corresponding to any two moments, ͗B 1 (,)͘ and ͗B 2 (,)͘, are collectively equivalent to an ensemble of the following simultaneous equations over a set of tracer orientations:
In the above, f i are the partial derivatives of B 1 and f i Ј are those of B 2 and the pair B 1 , B 2 may be so chosen that ⌬ ϭ f 1 f 2 ЈϪ f 1 Ј f 2 is not identically zero. The moments are now obtained by employing a brute-force computation on an ensemble of equations ͓Eq. ͑9͔͒ over a set of initial conditions in the orientation space. Fix a positive integer n and define n 2 points on the space ͓0,͔ϫ͓0,2͔, given by
where i ϭcos Ϫ1 ͓(2i/n)Ϫ1͔ and i ϭ2/n, iϭ0,1¯n. This corresponds to a set of initial conditions distributed nearly uniformly over the orientation space. We then consider n 2 copies of Eqs. ͑9͒ over the above set of initial conditions and numerically integrate each pair simultaneously using the integrator odeint of Press et al. 25 with adaptive step-size control within a tolerance of 0.001%. From the values ( it , jt ) at the end of each iterative step, the numbers B 1 ( it , jt ) and B 2 ( it , jt ) are computed and averaged to get an estimate of the moment, and thus
This is repeated for successive time steps using, at each step, the values ( i , j ) obtained from numerical integration, and continued until the values of the moments stabilize. This procedure generates a numerical approximation to the dynamics of the moments B 1 and B 2 . Table II lists some of the moments appearing in the expressions for the rheological parameters and their pairing used in our simulations, along with the noise term ͓the last term on the right of Eq. ͑8͔͒ corresponding to each moment. Others can be easily obtained as linear combinations of those in the table. The choice of the moment pairs was made based on the symmetry in the noise terms ͑Table II͒ and the condition that ⌬ be not identically zero for the chosen pairs. As in Asokan et al., 23 the number of initial conditions was kept at n 2 ϭ100 at which the results more or less stabilized. Figure 1 shows plots of the intrinsic viscosity ͓ 1 ͔ versus the external field strength k for a fixed shear rate P e ϭ2, and two different external field orientations. The azimuthal direction is held at 90°while the polar directions are 45°and 90°. The results for three different aspect ratios are shown: prolate spheroids with rϭ1.6; oblate spheroids with rϭ0. 4 that the results are in good agreement with those obtained by the diffusion equation method.
IV. PERIODIC FORCING
If the external force is periodic, the dynamics and the rheology of the suspension considered here can in some cases exhibit complex behavior. The experimental feasibility of setting up a suspension system under constant external forcing has been reported by many authors 26 -29 and periodic forcing should cause no additional problem. Most of the work on suspensions under periodic external forcing has been done on electrorheological and magnetorheological fluids. Ramamohan et al. have studied extensively suspensions of periodically driven dipolar spheroids in the limit of negligible or zero Brownian motion and demonstrated the existence of parametric regimes where both the rotational dynamics and the intrinsic suspension properties evolve chaotically. 16 -19 A new type of class-I intermittency route to chaos has also been shown to exist in the system they studied, 20 thus providing an example of a physically realizable system showing a nonhysteretic form of class-I intermittency. Further, a new and easy to implement chaos control algorithm has been developed, which leads to a very efficient scheme for separating particles. 21 The microparticle suspension they studied is also one of the few examples of a physically realizable system showing spatiotemporal chaos and nontrivial collective behavior. 22 This system thus represents one of the simplest physically realizable systems for studying the average behavior of a large number of individually chaotically varying elements. The system considered here is therefore important, both from a theoretical as well a practical point of view.
All the above investigations were limited to zero or negligible Brownian motion. The method outlined in the previous section can be used to generalize these studies by including the additional contributions to the stress due to Brownian rotation of the individual particles. Under a sinusoidally varying force field the Langevin equation ͑2͒ modifies to
where is the frequency of the external driver. The analysis in this section will be restricted to the case of slender rods ͑fibers͒ that correspond to the limit r→ϱ, so that the stress coefficients take a particularly simple form. We choose a scaling that is appropriate to explore the system behavior vìs a vìs change in the Brownian flux, so time is scaled with respect to the shear rate (␥ ) and force with ␥ Ќ , and write kϭ(mH/␥ Ќ )cos(t) . In this setting, the Langevin equation ͑10͒ takes the following form in spherical coordinates:
where h 1 and h 2 are, as before, the deterministic parts given by h 1 ϭC sin cos sin cos ϩ͑k 1 cos cos ϩk 2 cos sin Ϫk 3 sin ͒, In the present scaling ⌫(t) satisfy ͑1͒ with DϭD r /␥ , which we denote by Pe, so that Peϭ0 when Brownian motion is switched off. The evolution equations ͑9͒ for the tracer orientations corresponding to the moments ͗B 1 ͘ and ͗B 2 ͘ now become
The limiting values of the stress coefficients for the case of fibers, given in Table I 
V. ANALYSIS OF THE TIME SERIES
We generated a time series for each of the bulk suspension parameters above over a period of 100 000 dimensionless time units using the computational techniques developed in the previous section and deleted the first 20 000 data points to remove any transients. Figure 3 shows a part of the time series corresponding to the set of parameters k 1 ϭk 3 ϭ0, k 2 ϭ0.10, ϭ1, and Peϭ0.01 ͑weak diffusion͒, and it is clear from the figure that the apparent viscosity exhibits persistent temporal fluctuations. A detailed study of these fluc- tuations using the tools of nonlinear time series analysis may reveal significant features of the dynamical system. A critical review of the various topological and geometrical methods for analyzing nonlinear data can be found in Kantz. 30 We used the softwares TISEAN 31 and Chaos Data Analyzer Professional Version 2.1 of the Academic Software Library of the American Physical Society for performing the tests on the time series. Figure 4 plots the frequency decomposition of the shear stress, which shows a broadband spectrum decaying exponentially with frequency. This is characteristic of both deterministic chaos and linear autocorrelated noise 32, 33 and suggests a further analysis of the system. The first step in any such investigation is the characterization of the attractor, a bounded subset of the phase space to which the system behavior eventually converges. This is usually done by reconstructing the attractor of the system from the time series using delay coordinates, a technique first suggested by Packard et al. 34 and successfully used by many others. The embedding theorems of Takens 35 and its extensions 36,37 elucidate the mathematical theory behind delay reconstruction. Roughly, the embedding theorems assert that for deterministic systems, the dynamics of the n-dimensional state vector x(t) can be recaptured from the dynamics of the delay vectors of a single scalar function of x, y(t)ϭh"x(t)…, under rather general conditions. The mapping, ⌽"x͑t ͒…ϭ"y͑ t ͒,y͑ tϩ ͒,...,y͑ tϩ͑mϪ1 ͒ ͒…, which maps x to an m-dimensional delay vector with delay , is an embedding when mу2nϩ1. This means that most of the significant characteristics of the original system, both dynamical and geometrical, are carried over to the reconstructed phase space in a one-to-one manner. 30, 38 In particular, properties such as the fractal dimension, Lyapunov exponents, and entropies are preserved under the reconstruction map ⌽ and can be computed from the mirror dynamical flow in the reconstructed space. There exist further generalizations that serve to reduce the bound on the embedding dimension, and in many cases the smallest integer greater than the correlation dimension is enough to fully embed the attractor. 36, 37 Although the embedding theorems do not place any restriction on the choice of the time delay, in practice, the choice of both the time delay and embedding dimension is important and may significantly affect the inferences derived from reconstruction, particularly when the data come from experiment. Small delays lead to highly correlated vectors ⌽"x(t)…, while large delays yield vectors with more or less uncorrelated components resulting in data randomly distributed in the embedding space. A first guess of the proper choice of the delay may be obtained from the autocorrelation function of the sample data; the time at which the autocorrelation attains its first zero, or its first local minimum, can be taken as the optimal delay. 30 For our time series this value was around ϭ15 and we got topologically identical attractors for other choices of delay around this value. As for the embedding dimension m, it should be large enough for the attractor to fully unfold in the embedding space, but choosing too large an m may cause the various algorithms to underperform. 30 A commonly used method to estimate the optimal value of m is the false nearest neighbor method, 39, 40 which is based on the idea that a small value for m would not unfold the true geometry of the attractor and there may be self-intersections leading to false neighbors. Figure 5 plots the fraction of false neighbors as a function of the embedding dimension m and yields mϭ3 as an optimal choice, since for mу3 the fraction of false neighbors become very small. This means that the behavior of the system can be eventually described by utmost three, independent coordinates. Figure 6 shows the attractor reconstructed from the time series of ͓ 2 ͔ with mϭ3 and ϭ15. We experimented with higher dimensions and various delays, but in all cases the attractor was found to be topologically identical to the one in the figure. We note that there is a definite structure in the phase phase plot of the stress component.
A quantitative measure of the structure and selfsimilarity of the attractor is provided by various dimension estimates such as the box-counting dimension, the Hausdorff dimension, etc. The correlation dimension, introduced by Grassberger, 41 Grassberger and Procaccia, 42 and others, is the In calculations, however, one has to be careful that the sum in Eq. ͑11͒ is not biased by temporal correlations, that is, the spatial closeness of the points appearing in Eq. ͑11͒ is not due to their being temporally close. 43 This is done by excluding from Eq. ͑11͒ the pairs of points that are closer in time by less than a Theiler window, which is approximately equal to the product of the time lag between the points and the embedding dimension. 43 In our calculations we used 50 as a Theiler window. Figure 7 plots the correlation sums C(⑀,m) obtained with these choice of parameters, which shows a convergence of the curves for larger m, an indication of low dimensionality of the attractor, and a plateau for the scaling exponent in the range 0.2р⑀р0.6, suggesting a dimension equal to 2, approximately. Together with the presence of a definite structure in the attractor, this indicates that the apparent dimension of the system, governed by a set of 100 pairs of simultaneous equations, is far less than the number of degrees of freedom.
An interesting feature of some dynamical systems is their sensitive dependence on initial conditions, meaning that trajectories that start from neighboring initial conditions may diverge exponentially over time. An aperiodic bounded system having this property is termed a chaotic system. The Lyapunov exponents quantify the average rate of divergence or convergence of nearby orbits, and the existence of a positive Lyapunov exponent is one of the most striking signatures of chaos. 32, 44 Lyapunov exponents describe the longterm behavior of nearby trajectories and are invariant under smooth transformations of the attractor; hence they are preserved under delay reconstruction. We used the Kantz algorithm 30, 45 to estimate the maximum Lyapunov exponent. This proceeds by computing the sum
for a point x n 0 of the time series in the embedded space and over a neighborhood U(x n 0 ) of x n 0 with diameter ⑀. If the plot of S(⑀,m,⌬n) against ⌬n is linear over small ⌬n and for a reasonable range of ⑀, and all have an identical slope for sufficiently large values of the embedding dimension m, then that slope can be taken as an estimate of the maximum Lyapunov exponent. 30 For our time series, Fig. 8 shows that S(⑀,m,⌬n) increases linearly with ⌬n and that the slope is roughly independent of the embedding dimension m for large m. An approximate estimate for the maximum Lyapunov exponent as obtained from the figure is 0.04. These evidences show that the dynamics of the stress component is ͑weakly͒ chaotic in the range of parameters considered and that the system has a low-dimensional chaotic attractor in this case.
The response of the system to variations in the strength of the force field, with the field orientation kept unchanged, The flow parameter ␥ tends to drive the particle distribution to an anisotropic state, which is either complemented or opposed by the interaction of the imposed force field, and the interplay between these forces can lead to chaotic fluctuations, both in the dynamics and in the rheology, in the absence of diffusion. 17, 18 The Brownian parameter D r has a smoothing effect on the distribution and tends to drive the system to an isotropic equilibrium. It is, therefore, interesting to observe that the bulk system response can be chaotic in the weak diffusion regime also, as we have demonstrated above, and we expect the system to revert to regular behavior when the diffusion gets stronger. This is illustrated by Figs. 10͑a͒-10͑c͒, plotting the three-dimensional embeddings of the attractors corresponding to Peϭ0.0, 0.1, and 1.0.
We note that all the above results pertain to the region of small Brownian motion, where the solution of the FokkerPlanck equation becomes otherwise intractable. In the limit of weak diffusion, the diffusion equation changes from a second-order partial differential equation to a first-order partial differential equation and the fundamental character of the equation changes from a diffusion equation type to a Liouville type. In perturbation methods, this often leads to a breakdown of the regular perturbation and requires a singular perturbation to be used. This usually means sharp gradients in the solution that are normally difficult to handle. The Langevin equation method is more preferable in this case since, together with the paired-moment scheme for generating moments, it works well even when diffusion is weak and is capable of capturing possible complex behaviors of the system which methods based on singular perturbations may not be able to pick up.
Another important point to note is that the chaotic behavior of the rheological parameters could not have been picked up by many of the diffusion equation approaches that have been used to solve similar problems in the literature, either due to the deficiency of the approximation schemes employed to solve the diffusion equation or possibly due to more fundamental problems. Strand and Kim, 4 for example, used an expansion of the ODF into a series of spherical harmonics and applied the Galerkin method to an appropriately truncated series to express the rheological parameters in terms of the expansion coefficients. Strand 46 has applied this method to treat periodically forced systems of dipolar particle suspensions. Their expansion for the ODF permits only the driving frequency and higher harmonics of the shear and external field and is generally not valid in regimes where the stress fluctuations may have subharmonic periodicity, such as the chaotic parameter regimes we have explored, where the range of the frequencies is a continuum. Thus, if we take the Poincaré sections of the time series ͓ 2 ͔ vs ͓ 1 ͔, i.e., snapshots of the attractor ͓ 2 ͔ϫ͓ 1 ͔ taken at regular time intervals corresponding to the driving frequency, the method of Strand should give only a single point, whereas our method results in a continuum of points for the set of parameters considered above ͑Fig. 11͒. Thus, the existence of chaos in the region of weak Brownian motion adds another dimension to the computational difficulty of the problem with respect to the diffusion equation approach.
VI. CONCLUSIONS
We have developed the Langevin equations for the orientations of dipolar particles in a simple shear flow subject to an external force field. Using an appropriate time-averaged form of these equations various rheological parameters were computed for different strengths of the diffusion and force field. The fluctuations in the apparent viscosity have been found to be chaotic for a set of parameters corresponding to weak diffusion when the external force is periodic, but a dominant Brownian motion or stronger force field tend to drive the system to regular behavior. The attractor in this case is low dimensional, showing that the system can be eventually described by a few independent coordinates.
One advantage of the method presented in this paper is that it picks up possible complexities in the dynamics of the bulk properties, such as the existence of subharmonic frequencies or sensitive dependence of the system behavior on initial conditions, which may not be identifiable in the diffusion equation approach. The important implication of this observation is that systems which are in some sense governed by the Fokker-Planck equation can show chaos in averages, and hence this system could become an important physically realizable system to determine the conditions under which chaos in microscopic dynamics can result in chaos in macroscopic averages. It can also be applied to a wider range of system parameters, unlike in the diffusion equation method, which requires, for better accuracy, a change in the strategy as the parameters are changed. 23 It is also possible to extend the technique to more general systems, e.g., the suspension of charged fibers, 47 which requires only an appropriate modification to Eq. ͑3͒.
