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Abstract
Semi-convective mixing, as an example of double-diﬀusive convection, is of general
importance in multi-component ﬂuid mixing processes. In astrophysics it occurs
when the mean molecular weight gradient caused by a mixture of light material on
top of heavier one counteracts the convective instability caused by a temperature gra-
dient. Direct numerical simulations of double-diﬀusive ﬂuid ﬂows in a realistic stellar
parameter space are currently not feasible. Hence, a model describing compressible
and incompressible semi-convection was developed, which allows to extrapolate in
terms of a power law into this parameter range. Previous theoretical work has dis-
agreed on the presence or absence of layer formation. To investigate properties of
pre-assigned layers high resolution numerical simulations of such multi-layers have
been performed for the 2D case. The simulation code has been parallelised with
MPI© and OpenMP© to gain maximal performance. This thesis covers two topics.
The ﬁrst part presents the modelling of double-diﬀusive ﬂows and introduces how
to compare compressible and incompressible ﬂuids in a mathematical and physical
way. The compressible binary mixture equations have been solved with a weighted
essentially non-oscillatory (WENO) scheme of 5th order. The inviscid parts of this
set of equations are solved along characteristics in the eigensystem, which guarantees
physically correct solutions. The incompressible set of equations is solved on an ap-
propriate staggered grid. Especially the combination of this staggered grid with the
WENO scheme is new and provides high numerical stability. The second part gives
results for various double-diﬀusive experiments and compares them with theoretical
considerations. A detailed parameter study with varying Prandtl-, Lewis-, Rayleigh-
number and stability parameter Rρ has been done. Theoretical estimations for the
thermal- and mass ﬂuxes through semi-convective layers could be validated and ex-
tended. Even single semi-convective layers can be stabilised under realistic conditions
in a multi-layer environment. An extension in terms of a power law to a parameter
regime relevant to stellar astrophysics has been done. Based on this power law it
could be shown that semi-convective layers in stars of our interest are temporarily
stable and provide only a small contribution to convective mixing processes.

Zusammenfassung
Doppel-diﬀusive Konvektionsvorgänge, insbesondere Semikonvektion, sind von gros-
ser Bedeutung in mehrkomponentigen ﬂuiddynamischen Mischungsprozessen. Im
astrophysikalischen Zusammenhang kann Semikonvektion ganau dann auftreten,
wenn ein stabiler Molekulargewichtsgradient einem instabilen Temperaturgradient
entgegenwirkt. Direkte numerische Simulationen von doppel-diﬀusiven Mischungs-
vorgängen sind mit den derzeitigen numerischen Methoden nur unter grösstem Re-
chenaufwand durchführbar. Aus diesem Grund wurde ein Model entwickelt, welches
kompressible und inkompressible semi-konvektive Strömungen beschreibt und zeit-
gleich eine Extrapolation mit Potenzgesetzen in einen realistischen Parameterbereich
erlaubt. Um die physikalischen Vorgänge der einzelnen Schichten besser verstehen
zu können, wurde eine genaue Analyse mit hochaufgelösten numerischen Simula-
tionen durchgeführt. Das Simulationsprogramm wurde mit MPI© und OpenMP©
hybrid parallelisiert. Dies erst ermöglicht den Einsatz von Höchstleistungsrechnern.
Der erste Teil der vorliegenden Arbeit beschäftigt sich mit der Modellbildung und
mit dem mathematischen und physikalischen Vergleich kompressibler und inkom-
pressibler doppel-diﬀusiver Fluide. Die zweikomponenten-Gleichungen, welche die-
se kompressiblen Strömungen beschreiben, wurden mit der Charakteristikenme-
thode im Eigenraum gelöst. Dies garantiert physikalisch korrektere Lösungen. Die
numerische Lösung der advektiven Gleichungsterme wurde mit einem gewichteten
nicht-oszillierenden Schema approximiert. Die inkompressiblen Strömungsgleichun-
gen wurden auf einem gestaﬀelten numerischen Gitter mit einem semi-impliziten
Schema gelöst. Die Kombination dieses speziellen numerischen Gitters mit dem
nicht-oszillierend Advektionslösers stellt eine numerisch sehr stabile Struktur dar.
Der zweite Teil der Arbeit präsentiert die zugehörigen numerischen Experimente
und vergleicht diese Resultate mit theoretischen Vorhersagen. Es wurde eine de-
tailierte Parameterstudie mit variierender Prandtl,- Lewis,- Rayleighzahl und dem
Stabilitätsparameter Rρ durchgeführt. Theoretische Potenzgesetze, welche Massen-
und Wärmeﬂüsse in rein konvektiven Strömungen beschrieben, konnten auch für
den semikonvektiven Fall in gewissen Parameterbereichen veriﬁziert werden. Darüber
hinaus gelang die Stabilisierung einzelner semikonvektiver Schichten in Multischich-
tumgebungen. Die gewonnenen Resultate wurden verwendet um eine Extrapolation
unter Zuhilfenahme eines Potenzgesetzes in den realistischen stellaren Parameterbe-
reich vorzunehmen. Es konnte gezeigt werden, dass die semikonvektive Schichtung
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Latte Macchiato (ital.: "spotted milk") is one of the most popular variations of
coﬀee-drinks in Europe. The typical layered structure does not occur with the help
of the server's coﬀee brewing skills alone, no, it forms under certain circumstances
by 'itself'. Indeed, it is tasteful, but this Italian coﬀee shows the eﬀects of a ﬂuid-
mechanics process called double-diﬀusive convection.
In this thesis the mathematical and physical properties of double-diﬀusive convection
are analyzed to get deeper insight into these mixing processes. Usually, double-
diﬀusive convection is analyzed in liquids or plasmas. This thesis presents numerical
simulations for the two ﬂuids and compares their outcomes.
It is important to take into account the diﬀerent degree of compressibility when
modelling double-diﬀusive ﬂuid ﬂows in water and plasma. Because of this physical
diﬀerence, the mathematical and numerical treatment of both ﬂuids changes dra-
matically. The incompressibility constraint alters the type of the underlying partial
diﬀerential equations, hence the method to solve these equations has to be changed.
Compressible ﬂuid ﬂows can be solved explicitly eg. in a conserved formulation and
and with an essentially non-oscillatory ﬁnite diﬀerence method. Due to the fact that
this direct ansatz covers resolves sound waves, the computational eﬀort is very high.
Incompressible ﬂuid equations in conserved variables usually need a (semi)-implicit
numerical treatment, because a resulting Poisson equation has to be solved. Physical
modelling constraints lead to bigger numerical time steps, but also to a shift into a
physically diﬀerent regime. A valid comparison of the outcome of numerical simu-
lations is not possible anymore with standard methods, because the incompressible
ﬂuid models have these 'physical deﬁciencies'. Dimensionless numbers can help un-
derstanding ﬂuid ﬂows. A couple of these numbers is introduced in this thesis. In
addition, some modiﬁed numbers are presented to guarantee a valid comparison of
liquid and gaseous ﬂuids.
In order to model double-diﬀusive convection we use two classical approaches. We
combine two numerical high order methods in the treatment of the hydrodynamical
dynamic equations. The incompressible water equations are solved in the Boussinesq
approximation, where the ﬂuxes are reconstructed by a weighted MachENO [12]
scheme in 5th order. For the compressible gas/plasma equations respectively we use
a Riemann solver. This solver is based on a weighted ENO 5th order scheme on a
collocated grid.
The printed version of this thesis has a movie included. To activate this feature just
use your thumb.
'Hot air tends to rise.' This eﬀect is known from the air above a radiator or from
clouds in the atmosphere. The physical process behind this phenomenon is called
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convection. Atmospheric convection can form clouds, when warm humid air rises
and condenses on microscopic particles. Consequently cloud towers form, which
might lead to thunderstorms. An extended Cumulonimbus cloud [9] over Munich
(Germany) is shown in ﬁgure 1. Another convective regime is the mantle of our
earth, where hot magma, heated by the earth core, forms convective rolls, which is
the motor for continental drift. Figure 2 depicts the convection roles in the earth
mantle, [45]. In principle thermal convection occurs, when the temperature ﬁeld is
unstable due to the 'natural' background stratiﬁcation. But what happens, if the
unstable temperature ﬁeld is stabilised by an additional physical quantity, e.g. a
concentration ﬁeld like salt? The answer to this question is the topic of this thesis.
Figure 1: Cumulonimbus
cloud over Munich
Figure 2: Sketch of the earth
mantle convection
When the convective transport does not depend on the temperature gradient only,
but on an additional scalar ﬁeld like salt- or helium concentration, then double-
diﬀusive convection can occur. The name 'double-diﬀusive convection' implies that
two diﬀusion coeﬃcients inﬂuence the motion. In the oceans double-diﬀusive convec-
tion can form salt-ﬁngers (see ﬁgure 4), while the well-known Latte Macchiato layers
(see ﬁgure 3) are a result of another double-diﬀusive phenomenon, which in astro-
physics is called semi-convection. In the evolution of stars semi-convection plays an
important role. When cold hydrogen-rich matter is stratiﬁed above hot helium-rich
matter, double-diﬀusive processes can lead to layered structures. The main question
which arises concerns the inﬂuence of the double-diﬀusive mixing processes on the
evolution of high mass stars (M > 15M). Due to the fact that numerical simula-
tions cannot cover the realistic parameter space, it is necessary to extrapolate into
this range. Experiment-based and theoretical power laws give the possibility to do
this. Hence, it is important to verify existing power laws with numerical experi-
ments in a feasible parameter space to allow a valid extrapolation into the realistic
range. Semi-convective layering and salt-ﬁngers can be reproduced experimentally
by 'indoor' experiments. The following experiments (ﬁgures 3, 4) illustrate both phe-
nomena. Double-diﬀusive layers are known from Latte Macchiato, while saltﬁngers
can be formed with ink and water.
In oceans semi-convection takes place when cold fresh water of melting icebergs
10
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Figure 3: Latte Macchiato, indoor ex-
periment supported by WMF bistro©
done by the author at the Max-Planck
institute for astrophysics
Figure 4: Saltﬁngers, [4] (priv.
comm.), indoor experiment done with
warm water and ink. The 'ﬁrst gener-
ation ﬁngers' can be observed.
stratiﬁes above the warmer salty water. In salt lakes, where salty water and fresh
water mix, semi-convection leads also to its typical layered structure (Kivu lake ﬁgure
5, see [41]). The layers can be observed with probes in salinity and temperature. A
horizontal mean of these quantities shows a step like structure.
Figure 5: Temperature and salinity stratiﬁcation in Lake Kivu. Schmid et al [41]
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Overview of this thesis
1 Double-diﬀusive convection
A simple model for convection and double-diﬀusive convection is presented. A major
problem is the determination of the vertical extension of a single semi-convective
layer. This can be answered by introducing the dimensionless number Ra∗. The
input model is based on only four dimensionless numbers, which will be presented.
2 Governing equations for binary mixtures
Compressible and incompressible ﬂuid dynamical equations for double-diﬀusive con-
vection are derived. Some basic thermodynamical relations (ideal gas) close the set
of equations.
3 Numerical methods
The numerical algorithms to solve the ﬂuid mechanical equations are presented here.
The treatment of both sets of equations is quite diﬀerent. While compressible ﬂu-
ids can be solved directly with explicit methods, incompressible ﬂuids need more
adapted numerical methods. A parallel numerical algorithm for solving the Poisson
equation and the presentation of the ANTARES code complete this section. The
compressibility is an important physical property of a ﬂuid. Even though it is not
obvious, one cannot compare two ﬂuids with diﬀerent degree of compressibility di-
rectly. The interpretation of mass and heat ﬂuxes has to be changed. An overview
about this topic can be looked up in this chapter.
4 Numerical simulations
The equations governed in chapter 2 are solved on rectangular grids in 2D with
ﬁnite diﬀerences. A wide parameter space was used to verify and extend existing
theories about double-diﬀusive mixing. A comparison between compressible and




In this section a dimensionless model for convection and for double-diﬀusive convec-
tion is presented. It will be shown that only four dimensionless numbers and a couple
of additional model constrains are necessary to describe the ﬂuid ﬂow of our interest.
The main advantage of this ansatz is the independence of physical constraints and
ﬁxed physical parameters. Hence, the model is independent of underlying thermo-
dynamic relations.
1.1 Convection
Assume that a ﬂuid column is layered hydrostatically1. Although this system is in
mechanical equilibrium, because of the hydrostatic assumption, it must not be in
thermal equilibrium. The hydrostatic equilibrium is described by2,
∂P
∂z
+ ρgz = 0 (1.1.1)







If gzcP < 0, then the ﬁrst term
∂T
∂z needs to be positive in order to fulﬁll the equation.
This can only be realised by an increase of the temperature in positive vertical
direction, e.g. higher temperature on the top of the ﬂuid column. Figure 1.1 depicts
a ﬂuid column, which is in mechanical and in thermal equilibrium.
















Figure 1.1: Fluid column in mechanical and thermal equilibrium.




 radiation (not assumed for this model)
Thermal conduction is based on thermal diﬀusion and dominates regimes, where
the temperature gradient is ﬂatter than the adiabatic lapse rate. Convection is a
buoyancy driven process and sets in, when the temperature gradient (for later con-
siderations also the mean molecular weight gradient) is comparatively steep. This
phenomenon can be described with one single dimensionless number, the thermal
Rayleigh number, RaT . It describes the behavior of convective motion. Convec-
tion occurs, when a critical value of the thermal Rayleigh number is exceeded (eg.
(RaT )crit > 1708 for water
4). The critical thermal Rayleigh number is a ﬂuid de-
pendent quantity. This dimensional less number depends on the thermodynamical
quantities (Temperature, thermal diﬀusivity, viscosity) as well as on external parame-
ters, like the boundary conditions, gravitational acceleration or the height of the ﬂuid
column. The thermal conduction dominates in water when eg. (RaT )crit < 1708. See
Turner et al [48] for a more detailed view on the critical Rayleigh number. Convection
becomes eﬃcient in mixing ﬂuids if,
(RaT )crit << RaT , (1.1.3)
where the symbols are explained in the appendix B.2. The thermal Rayleigh number
4[27]57
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For incompressible ﬂuids, the ﬁrst formulation is used, while in the compressible
astrophysical context, the second formulation is preferred. The Rayleigh number


















The Rayleigh number couples the buoyancy time scale with the thermal and the
viscous diﬀusion time scales, while the diﬀusion time scale is deﬁnded as, τdiff =
H2
κdiff
. Typical values for the Rayleigh number in stars are RaT = 10
12 − 1014. The
parameter space for RaT of the numerical experiments is limited by the resolution
of the corresponding diﬀusive boundary layer, see section B.1. This leads to values
of about RaT = 10
5 − 107. It is not so far oﬀ to deﬁne a negative Rayleigh number,
in case of a negative temperature gradient. In this situation, the system is stable
against convection. Finally, the following four cases are distinguished:
 0 < (RaT )crit < RaT : unstable, convective
 0 < RaT < (RaT )crit: stable, conductive
 RaT = 0: stable, isothermal (T = const.) or ∇ = ∇ad
 RaT < 0: stable, no convection
Figure 1.2: conductive (RaT < (RaT )crit) and convective regime ( RaT > (RaT )crit)
1.2 Double-diﬀusive convection
As mentioned before convection depends mainly on the temperature gradient.
Double-diﬀusive convection depends on a second scalar ﬁeld, e.g. salt- or Helium
15
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concentration. A mixture of two ﬂuids is assumed to be stratiﬁed, such that a ther-
mal gradient as well as a concentration gradient exists. Two important cases of
double-diﬀusive convection are distinguished.
 Semi-convection occurs, when the temperature gradient destabilizes, while the
concentration gradient stabilizes the system. This happens for instance, when
cold fresh water is stratiﬁed above hot salty water. The name 'semi-convection'
suggests that convection is in a certain meaning damped or inhibited. This
leads to interesting eﬀects, like oscillatory instabilities and/or layering of the
ﬂuid. The layers in Latte Macchiato are an outcome of semi-convective mixing.
In the stellar core of a main sequence star, hydrogen is converted to helium
in the proton-proton chain. As a result the helium content in regions next to
the core is higher than in outer regions of the star. A stable stratiﬁcation in
the mean molecular weight (here helium concentration) and a layering of the
plasma results.
 The second important double-diﬀusive process is the formation of salt-ﬁngers.
This happens, when saline warm water is stratiﬁed above cold fresh water.
This phenomenon can be observed in oceans (Street of Gibraltar, beneath the
Mediterranean outﬂow cf. Magnell [30]) or in indoor experiments (see ﬁgure 4)
and in stars (helium-ﬁngers). In this case the temperature ﬁeld is convectively
stable and the concentration gradient destabilises the equilibrium.
Figure 1.3: Stellar semi-convective stratiﬁcation
This thesis concentrates on semi-convection in an idealized astrophysical framework.
Semi-convection plays an important role in the evolution of stars. The mixing of
helium into deeper layers of stars leads to shorter evolution time scales. And this
aﬀects the lifetime of a star. Due to the 'natural' stratiﬁcation of a star (low tem-
peratures at the surface, high temperatures in the centre), semi-convection occurs
more often than the salt-ﬁnger instability.
16
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1.3 Semi-convection
We follow the same ansatz as for convection. Semi-convection can be introduced










For incompressible ﬂuids the ﬁrst formulation is used, while in the compressible
astrophysical context, the second formulation is preferred. The saline Rayleigh num-
ber is similar to the thermal Rayleigh number, except for the numerator, where the
mean molecular weight gradient occurs. A critical saline Rayleigh number can also
be deﬁned, but is not used for our experiments. Like the thermal Rayleigh number
the saline Rayleigh number becomes negative, when the saline gradient is inverted.
Similar to the thermal Rayleigh number, the following cases can be distinguished:
 RaS > 0: stable stratiﬁcation
 RaS < 0: unstable stratiﬁcation
Forming the fraction of the thermal and the saline Rayleigh number, leads to a










This dimensionless number characterises the stability due to double-diﬀusive convec-
tion and is typically in the range of 0.1 < Rρ < 10. The bifurcation point between
the stable and the unstable concentration ﬁeld is Rρ = 1. In case of salt-ﬁngers the
stability parameter is inverted and becomes,




This allows a comparison between semi-convection and salt-ﬁngers. Sometimes the
designation Rµ can be found, which is identical to Rρ, but underlines the astrophys-
ical context. When both numbers, RaT and RaS , are plotted in a grid the stability
map (ﬁgure 1.4) results.
The two semi-convective scenarios can be described as follows: An unstable temper-
ature ﬁeld (RaT > 0) is stabilised by an stable saline ﬁeld, (RaS > 0). As long as
Rρ < 1 'natural' convection sets in. If Rρ > 1 the concentration ﬁeld stabilises the
thermal temperature ﬁeld in such a way that natural convection cannot fully develop.
This 'inhibited' convection leads to oscillations and/or to layering of the ﬂuid. A lot
of theoretical work has been done on this ﬁeld. The reader is invited to work through


















Figure 1.4: Double-diﬀusive regimes depending on the Rayleigh numbers.
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are in a sense the inverted regime of semi-convection. A stable temperature ﬁeld
(RaT < 0) is de-stabilised by a concentration ﬁeld (RaS < 0). An instability devel-
ops, which has a similar optical appearance to the Rayleigh-Taylor instability, but
it is physically diﬀerent. The RT-instability is advection driven, salt-ﬁngers are an
outcome of a diﬀusive process.
We collect all considerations and form the set of inequalities which describe (Ledoux)
stable semi-convection in the astrophysical context. The real temperature gradient
∇, the mean molecular weight gradient ∇µ and the adiabatic gradient ∇ad are
deﬁned in Appendix A.
∇−∇ad > 0 (1.3.4)
∇µ > 0 (1.3.5)
∇µ > ∇−∇ad (1.3.6)
The (Ledoux) unstable semi-convection in the astrophysical context fulﬁlls,
∇−∇ad > 0 (1.3.7)
∇µ > 0 (1.3.8)
∇µ < ∇−∇ad (1.3.9)
1.4 Dimensionless ﬂuid dynamical numbers
The Rayleigh numbers depend on diﬀusive time scales, which implies that the dif-
fusion coeﬃcients need to be known. The diﬀusion coeﬃcients are parameterised in
form of dimensionless numbers. These numbers are now introduced:
Prandtl number: Pr / σ
The Prandtl number Pr (or σ) is deﬁned as: Pr = νκT . It characterises the amount
of heat 'produced' by internal friction (momentum diﬀusion coeﬃcient ν) over heat
dissipation through ﬂow (thermal diﬀusion coeﬃcient κT ). For instance, cooling
nuclear reactors can lead to severe problems. The heat ﬂux of the nuclear reaction
is so high that it is very diﬃcult to transport it eﬃciently and fast. Fluids which
are viscous and are able to conduct heat very fast are needed. Therefore, metals
like liquid sodium are used, which has σ = 10−2. Oil (σ = 104), which has a similar
viscosity as liquid metal, would not be able to conduct heat as fast as liquid sodium.
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Typical values for σ are5:
 approx. 0.7 for air
 7 for water at 20◦C
 102 − 104 for engine oil
 4.4× 10−3 liquid mercury
 10−6 − 10−7 stellar plasma
Modiﬁed Rayleigh number: Ra∗
Multiplying the thermal Rayleigh number with the Prandtl number leads to a vis-
cosity free, modiﬁed formulation of RaT ,














It can be shown with the mixing length theory6 that Ra∗ gives a technical help
to estimate the thickness of diﬀusive boundary layers in semi-convection zones. In
numerical simulations it helps to ﬁnd the minimum resolution which is needed to
resolve the thermal- and concentration boundary layers suﬃciently. See appendix B.1
for the derivation of the boundary layer thickness and an example for our numerical
simulations. The main advantage of choosing Ra∗ instead of RaT is the independence
of the viscosity ν. Therefore, we set Ra∗ as an input parameter for the numerical
simulations.
Lewis number: Le / τ
The Lewis number Le (or τ)7 is deﬁned as: Le = κSκT . It is the fraction of the con-
centration diﬀusion coeﬃcient κS over the thermal diﬀusion coeﬃcient κT . Concen-
tration diﬀusion is known from our lungs, where oxygen diﬀuses trough a membrane
into the blood. Another mass concentration diﬀusion phenomenon can be observed
in helium balloons for children, when helium diﬀuses through the membrane into
the surrounding air of a balloon after some days. As a result, the balloon shrinks.
Typical values for τ are8 :
 10−2 for water
 10−8 plasma in the semi-convection zone of a star






7In this thesis the letter τ is used for the Lewis number and for time scales, which are always
denoted with an index. It should be clear from the context which quantity is meant.
8[39]
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Schmidt number: Sc
The Schmidt number Sc is deﬁned as: Sc = PrLe =
ν
κS
. This number characterizes the
fraction of the momentum diﬀusion coeﬃcient over the concentration diﬀusion coef-
ﬁcient and plays a common role in ﬂuids with both, momentum and mass diﬀusion
convection processes. It physically relates the relative thickness of the hydrodynamic
layer and mass-transfer boundary layer, [50]. Typical values for Sc are :
 102 for water
 102 plasma in the semi-convection zone of a star
On the ﬁrst sight stars and oceans seems not comparable. But the same value
of the Schmidt number gives a link to compare both regimes. Water and plasma
currents are usually described with the same ﬂuid dynamical equations. Only the
material parameters are diﬀerent. The dimensionless ratio of the viscosity to the
saline (Helium) diﬀusion coeﬃcient indicates that both ﬂuids behave in a certain
sense equal. For instance, salt-ﬁngers and semi-convective layering is assumed in stars
as well as in oceans, although the temperature scales and other thermodynamical
quantities are in completely diﬀerent ranges.
1.5 The initial value problem for the double-diﬀusive
convection theory
In the following the initial model setup for the incompressible solver (see section 3.5)
is discussed. We choose a rectilinear box geometry, where the box height is set to
H = 1 and the spacing ∆x according to the resolution (typically 400 points). The
width a ·H depends on an aspect ratio relative to the box height and is usually set to
a = 2. Because the code is based on a program for solar atmosphere calculations the
origin of the co-ordinates is set to the upper left corner. The x-axis is left, vertically
downwards aligned, the y-axis and the z-axis are horizontally positively aligned (see
the ﬁgure 1.5 for details). The upper boundary is always denoted with an 'a' in the
index, while the lower boundary is denoted with an 'b'. The four input parameters
are: σ, τ , Ra∗ and Rρ. Additionally, several ﬁxed parameters and quantities have to
be set, which take the following values for the incompressible case.
 gravitational acceleration gz = 1
 temperature diﬀerence ∆T = 0.05
 height HBA = 1, width a ·HBA = 2
 Ta = 1.0, Sa = 1.0, ρ ≡ 1.0
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CONVECTION THEORY
To complete the initial model set, an appropriate initial stratiﬁcation for tempera-
ture, salinity, and density is needed. There are diﬀerent possibilities to stratify these
variables:
 linear vertical stratiﬁcation (convection, semi-convection)
 step, double-step and multi-step layering (convection, semi-convection)










Tb = Ta +∆T
Sb = Sa +∆S
Figure 1.5: Sketch of the initial simulation box with diﬀerent initial stratiﬁcations.
After the initial layering process a perturbation is applied to the salinity ﬁeld. The
amplitude of this perturbation is of the order of 10−4 when compared with the
background reference stratiﬁcation. Other ﬁelds should not be perturbed, because
for instance the velocity vector ﬁeld has to be solenoidal (see equation (2.4.1)). If the
initial stratiﬁcation is perturbed with a random perturbation in an arbitrary velocity
direction, a Poisson equation remains to be solved. Since the temperature ﬁeld is
coupled with a too high diﬀusion term (see equation (2.4.49)), small perturbations
would not 'survive' long enough.
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Chapter 2
Governing equations for binary
mixtures
2.1 Motivation
The four commonly known states of matter are: solid, liquid, gas and plasma. Con-
vective and semi-convective processes can only occur when particles are able to move
freely. In a thermodynamical sense an idealised gas and high temperature plasma
can be treated in the same way. Hence, only liquids and gaseous states are interesting
for the following discussion.
Diﬀerences in these states of matter can be described in terms of thermodynamics.
The thermodynamics of gas and plasma follows the ideal gas equation (2.2.1) which
is a commonly used simpliﬁcation to describe both states as long as the densities
are low enough. This equation of state (in the following EOS) is usually a model
constraint for the ﬂuid motion equations, because the internal energy is coupled to
the pressure with an algebraic equation. Due to this physical pressure constraint
eﬀects like compressibility and therefore sound waves can be described. In contrast
to gas or plasma, the thermodynamic pressure in liquids is (nearly) independent of
the density. This results in the most obvious diﬀerence between gas/plasma and
liquids - its volume expansion coeﬃcient.
There are several approaches for modelling double-diﬀusive convection with numeri-
cal algorithms. Depending on the regime of interest (water, gas, plasma) the following
methods for diﬀerent degrees of compressibility have been established:
 fully compressible approach - (compr)
Especially in stars, where the semi-convection zones are very extended (some
pressure scale heights), the full compressible Navier-Stokes equations have to be
used, because pressure diﬀerences are high. The numerical time step is limited
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by the sound speed. The computational eﬀort for simulations of compressible
ﬂuids is usually very high. Massively parallel supercomputers are used for these
kind of simulations. The advantage of this set of equations is the fact that
all physically relevant processes can be covered. Furthermore, the simulated
domain can 'easily' be parallelised with decomposition methods (MPI) as long
as the equations 'allow' this.
 anelastic approximation - (AA)
Variations in the background stratiﬁcation of thermodynamic variables are
assumed to be small, which leads to small ﬂuid velocities. Additionally, the
anelastic approximation suppresses sound waves and therefore larger time steps
are possible in numerical schemes. The anelastic approximation is mainly used
in meteorology, where convectively unstable zones (e.g. troposphere) are not
extended much, HP < 1. The computational cost depends strongly on the
Poisson solver used. Good parallel solvers are always welcome.
 Boussinesq approximation - (BA)
The Boussinesq approximation is a more restricted method than the anelastic
approximation. This approximation is used to simulate ﬂuids with extremely
small ﬂuctuations in thermodynamic quantities. Even density ﬂuctuations are
ignored, except in the buoyancy term of the Navier-Stokes equation. This
leads to a very 'strict' incompressibility and can lead to very large numerical
time steps. The Boussinesq approximation is nearly independent from the
underlying thermodynamics. This results in similar equations for water and
gas, as long as the pressure scale height is large enough compared to the height
of the simulated ﬂuid column.
There are several ways to distinguish between compressible and incompressible ﬂows.
One of them uses the Mach number as a criterion. A ﬂuid is assumed to be incom-
pressible, if the Mach number Ma < 0.3 (see Lesieur [28] p33). A windstorm on
earth has an average speed of 100km/h = 2777cm/s. The sound speed of air at sea
level is cs = 1188km/h = 33000cm/s.
Ma(wind storm) = 2777/33000 = 0.08
This example shows that apparently compressible ﬂuid ﬂows can be simulated with
the anelastic- or the Boussinesq approximation even when the velocities appear to
be high.
Fluid dynamical equations
The Navier-Stokes equations are a system of nonlinear partial diﬀerential equations.
This system describes the motion of viscous ﬂuids like liquid, gas or plasma. One
basic physical property of a ﬂuid is its compressibility. Neglecting the ﬂuid veloc-
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Figure 2.1: Idealised ﬂuid parcel.
ity limitation (Ma < 0.3), liquids, like water, are usually treated as incompressible
ﬂuids, while gas or plasma are compressible. This fact has to be taken into ac-
count when analysing and modelling ﬂuids. From a mathematical point of view the
(salt)-water equations are incompressible because the incompressibility constraint is
fulﬁlled. But, the density is coupled to an equation of state, which means that from a
physical point of view is is not incompressible. Hence, the 'type' of incompressibility
underlays modeling constraints. The mathematical incompressibility constraint ∇·~u
is a property of the ﬂow, while the eg. volume expansion coeﬃcients are an prop-
erty of the ﬂuid. One of the most common approaches to obtain the Navier-Stokes
equations for both, compressible and incompressible ﬂuids is the derivation of the
equations for an unspeciﬁc compressible ﬂuid, and then using model constraints to
derive the incompressible equations. In our case the water equations are solved in
the Boussinesq approximation, while the gas and plasma equations are treated as
fully compressible.
Let D ⊆ Rn be a region ﬁlled with a ﬂuid. ~x ∈ D ⊆ Rn is an arbitrary point in
D. A ﬂuid particle moves through ~x at time t along a trajectory. We are using the
following physical quantities to describe this ﬂuid particle:
 ρ(~x, t) density
 ~c(~x, t) concentration
 ~u(~x, t) velocity
 ~p(~x, t) momentum
 T (~x, t) temperature
 e(~x, t) internal energy
 P (~x, t) pressure
Other (mostly thermodynamical) quantities are introduced later. Without loss
of generality the latter quantities are rewritten without spatial and temporal co-
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ordinates (e.g. ~u := ~u(~x, t)), just to allow a ﬂuent reading. A list of all used symbols
can be found in the appendix B.2.
2.2 Thermodynamic relations
The following thermodynamic relations describe the monoatomic ideal gas, which is





γ = 5/3 (2.2.2)
cP − cV = R
µ
(2.2.3)
γ − 1 = R
µ cV
(2.2.4)
∇ad = γ − 1
γ
(2.2.5)
µ = µ(~c) (2.2.6)
The notation of the latter quantities follows [49]. The ideal gas is a simple, but very
useful idealised ﬂuid, which approximates real gas well for our purpose. An extension
to a stellar parameter space (T ≈ 2.0 × 107K and ionization) can be done with an
additional radiation pressure term in (2.2.1), but is not considered in this thesis.
In contrast to compressible ﬂuids, the thermodynamics used for the Boussinesq ap-
proximation is surprisingly simple. Pressure and density are not coupled anymore,
which leads to a 'EOS'-free formulation. The pressure is calculated implicitly with
a constraint, which is explained in details in section 2.4.1. Only the buoyancy term
is aﬀected by temperature and concentration variations.
2.3 The fully compressible approach
2.3.1 Conservation of mass
There are several ways to derive the law of mass conservation. A mathematical
introduction is presented in Chorin [7] 1. For our purpose the following equation in
conservation form is used.
∂ρ
∂t
= −∇ · (ρ~u) (2.3.1)
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2.3.2 Partial mass conservation
Two equations are needed to derive the partial mass conservation. Firstly, the con-
servation of mass (2.3.1), secondly an equation for chemical concentration. The
latter equation is a typical convection-diﬀusion equation. A comprehensive work
on (irreversible) thermodynamic processes is De Groot and Mazur [16], which is
highly recommended in this context. We begin with the concentration equation,
which describes the temporal and spatial behavior a ﬂuid parcel of species c. Here,
the concentration c represents on speciﬁc, but arbitrary component of the vector
~c = (c1, ..., cn)
T . We notice that, ∑
i




= −~u · ∇c+∇ · (κc∇c), (2.3.3)
where ∇2 = ∇ · ∇, κc is the mass diﬀusion coeﬃcient for species c. In general κc
depends on the thermodynamic and does not have to be constant. To reduce the
complexity of our problem,
κc = const. (2.3.4)




= ρ · ∂c
∂t





= ρ · (−~u · ∇c+ κc∇2c) + c · (−∇ · (ρ~u)) (2.3.6)
Using the identity, ∇ · (cρ~u) = ρ~u · ∇c+ c∇ · (ρ~u), we obtain
∂(cρ)
∂t
= −∇ · (ρc ~u) + ρκc∇2c (2.3.7)




= −∇ · (ρ~u · c1 − ρκc1∇c1) (2.3.8)
∂(c2ρ)
∂t
= −∇ · (ρ~u · c2 − ρκc2∇c2) (2.3.9)
where c1 + c2 = 1. In binary mixtures the diﬀusion coeﬃcients have to be equal
1,
κc1 = κc2. Additionally, ∇c1 + ∇c2 = 0. Summarizing both equations leads di-
rectly to (2.3.1). For our purpose the partial density equation and the concentration
1Both concentration ﬂuxes must annihilate to gain conservation.
27
2.3. THE FULLY COMPRESSIBLE APPROACH
equation, respectively, are rewritten to,
∂(Sρ)
∂t
= −∇ · (ρ~u · S − ρκS∇S) (2.3.10)
The incompressible formulation of (2.3.10) becomes
∂S
∂t
= −∇ · (~u · S − κS∇S) (2.3.11)
Equation (2.3.11) requires the incompressibility constraint DρD t = 0 and a constant
density to be valid.
2.3.3 Navier-Stokes equation  momentum conservation




+∇ · [ρ(~u⊗ ~u)] +∇ ·Π = −ρ∇φ (2.3.12)
With Π = P 1 − pi being the pressure tensor, grad φ an external force (eg. gravita-












+ ζδik∇ · ~u (2.3.13)
In equation (2.3.13) the Kronecker delta is denoted with δik, the dynamic viscosity
with η and the bulk or second viscosity with ζ. Using the incompressibility constraint
Dρ






















is now introduced, because of the assumed constant density ρ0 in the incompressible
regime of the Boussinesq approximation.
2.3.4 Energy conservation
The following derivation follows in some parts the lecture notes of Dullemond [11].
An overview about modelling the energy conservation equation in a star can be
looked up in Hillebrandt, Kupka [22].
2here in the notation of Hillebrandt, Kupka [22]
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A general formulation of an energy equation is presented. We start deﬁning the total





An equation for the total energy density would take the form3:
∂(ρE)
∂t
+∇ · Je = −~p∇φ+ S (2.3.16)
where Je is the total energy ﬂux and φ = gz is an external source term. The quantity
S = Qnuc = ∇ · Fnuc gives the nuclear energy generation rate and will be discussed
subsequently. Je can be extended according to the physical environment. Several
energy sources have to be taken into account in a star. Some of them are relevant,
others will be dropped.
Je = (ρE + P )~u− Frad − Fcond − Fchem − pi~u (2.3.17)
 (ρE + P )~u ... energy term due to the potential and kinetic force
 Frad ... radiative energy ﬂux
 Fcond ... conductive heating ﬂux
 Fchem ... chemical energy ﬂux by diﬀusion
 pi~u ... energy release due to viscous forces
radiative energy ﬂux Frad and conductive heat ﬂux Fcond
The diﬀusion approximation is valid as a solution for the radiative transfer equation,
because of electron scattering4 the regime is optically thick. This fact reduces the
problem signiﬁcantly,
Frad = 0 (2.3.18)
The heat ﬂux takes the form,
Fcond = −Kh · ∇T (2.3.19)
with Kh being the thermal conduction. In a realistic stellar model the heat ﬂux can
be formulated in terms of the Rosseland opacity κR,
Fcond = − 4ac
3κRρ
T 3∇T (2.3.20)
where a is the radiation-density constant and c the speed of light. Thompson- or
3In the ANTARES Code the quantity ρE ≡ Et.
4In semi-convective zones of high mass stars of our interest. This is assumption is not valid for
arbitrary double-diﬀusive zones.
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electron scattering dominates in the region of interest, so κR ≈ 0.2(1 + X) (see
[49]16.6a), where X is the mass fraction of hydrogen. Consequently,
Kh =
4ac
3 · 0.2(1 +X)ρT
3 (2.3.21)
and ﬁnally,
Fcond = −Kh∇T = − 4ac
3 · 0.2(1 +X)ρT
3∇T (2.3.22)
The depicted model should be independent from any speciﬁc physical regime. This
means that the introduced thermal conductivity, which is only valid under the as-
sumption of Thompson scattering, is replaced by an unspeciﬁed approach. In general,
Kh = ρcPκT (2.3.23)
For our purpose the thermal diﬀusion coeﬃcient κT is parameterized is terms of the












The following discussion of the derivative of the chemical ﬂux is based on a private
communication with Prof. Dirk Olbers, AWI Bremerhaven.
This is the energy ﬂux caused by diﬀusion of partial masses. Under the assumption
that we have a binary mixture (hydrogen/helium or fresh water/salt), the chemical
ﬂux can be derived as follows. A diﬀusive change of the volume element dq, where q














Fdiff · dA =
∫
A
Fchem · dA (2.3.28)
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'The contribution of the chemical ﬂux to the heat ﬂux is so small that it can be ne-
glected.'5 . The basis of this consideration is the fact that the ﬂuids are homogeneous
mixtures and the simulated time scales are too short.
Fchem = 0 (2.3.30)
nuclear energy ﬂux Fnuc
The simulated time scales are too short. Hence, the contribution of the nuclear
reactions can be neglected.
Fnuc = 0 (2.3.31)
Energy equation for binary mixture
We collect all results and write down the total energy equation for a binary mixture,
∂(ρE)
∂t
+∇ · [~u(ρE + P )] +∇ · (−κT ρ cP ∇T ) +∇ · (−pi~u) = −~p gz (2.3.32)
2.3.5 Set of compressible binary mixture equations
∂ρ
∂t
= −∇ · (ρ~u) (2.3.33)
∂(cρ)
∂t
= −∇ · (ρ~u · c− ρκc∇c) (2.3.34)
∂(ρ~u)
∂t
= −∇ · (ρ(~u⊗ ~u) + Π)− ρ gz (2.3.35)
∂(ρE)
∂t









This section follows the derivation presented in Lesieur [28]. A classical and excellent
work on the Boussinesq approximation is by Spiegel & Veronis [43].
The Boussinesq approximation is an abridgment of the compressible Navier-Stokes
equations. As long as density and pressure variations are small compared to the
background hydrostatic state the low Mach limit assumption can be applied. Starting
from a general approach with density stratiﬁcation (ρ = ρ(~x, t)), we will end up in
one of the most restrictive forms of the incompressible ﬂuid equations with constant
density (ρ = ρ0). The main advantage in modelling incompressible ﬂuids compared to
compressible ﬂuids is the 'loss' of sound waves. Density ﬂuctuations produce sound
waves, which have to be resolved numerically. In consequence the time steps are
limited by these waves and therefore the computational eﬀort rises. Simulation codes
which use incompressible ﬂuid equations are usually restricted by the ﬂuid velocity
only and can therefore use bigger time steps than compressible codes. Unfortunately,
the loss of the explicit density equation leads typically to a Poisson equation for the
pressure as a constraint, which thwarts the eﬃciency dramatically.
The main concept behind the Boussinesq approximation is that density variations are
only taken into account in the buoyancy term of the vertical velocity equation. The
second assumption is the well known incompressibility constraint, which represents










+ ~u · (∇ξ) (2.4.2)
We assume the density to be constant, ρ(~x, t) = ρ0. A more restrictive formulation
of the incompressibility equation (2.4.1) becomes,
∇ · ~u = 0 (2.4.3)
We start splitting the basic variables (resp. f) into the hydrostatic background state
f¯ and the variation f ′ around this value. The primary assumption of the Boussinesq
approximation is the roughly vanishing variation in density, pressure, and tempera-
ture around the background state.
|f ′|  f¯ (2.4.4)
6this derivative is identical to following expressions: convective derivative, advective deriva-
tive, substantive derivative, substantial derivative, Lagrangian derivative, Stokes derivative, particle
derivative, hydrodynamic derivative, derivative following the motion, total derivative
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ρ(~x, t) = ρ¯(~x) + ρ′(~x, t) (2.4.5)
P (~x, t) = P¯ (~x) + P ′(~x, t) (2.4.6)
T (~x, t) = T¯ (~x) + T ′(~x, t) (2.4.7)
S(~x, t) = S¯(~x) + S′(~x, t) (2.4.8)
Θ(~x, t) = Θ¯(~x) + Θ′(~x, t) (2.4.9)
The potential temperature can be calculated via,






and represents an 'adiabatically'-ﬁltered temperature. See section 2.5.1 for a detailed
description of the potential temperature.
2.4.1 Velocity equation in Boussinesq approximation




+∇ · [ρ(~u⊗ ~u)] +∇ ·Π = −ρ gz (2.4.11)






∇P + gz +∇ · (ν∇~u) (2.4.12)
In the following ν is considered to be constant, ν = const. Furthermore the equation
for the hydrostatic equilibrium and its ﬁrst order expansion is needed
−∇P = ρgz (2.4.13)















∇P¯ = gz (2.4.16)
Using these relations for the background distribution, the ﬂuctuations (in case of
motion) can be expressed as:
−1
ρ¯















In the case of small scale heights, H (thickness of layer) << D (total depth of ﬂuid),
we can set
ρ¯ ≈ ρ0 (2.4.19)
while ρ0 = const. In the following ρ0, P0, T0, S0 are reference values at on ﬁxed, but









An incompressible ideal gas (in contrast to liquids) follows the approximation7. This
is based in the assumption that the ﬁrst order expansion of the equation of state
leads to O(P ′) ≈ O(T ′) and O(P ′) ≈ O(ρ′). The second order of this expansion






















= −∇ · (~u⊗ ~u+ 1
ρ0




The extension for an additional salinity ﬁeld takes the form, [43]
∂~u
∂t
= −∇ · (~u⊗ ~u+ 1
ρ0







2.4.2 Energy equation in Boussinesq approximation
We start with the conserved total energy equation (2.3.32),
∂(ρE)
∂t
+∇ · [~u(ρE + P )] +∇ · (−Kh∇T )−∇ · (pi~u) = −~p gz (2.4.25)
A couple of assumptions has to be applied when changing from the compressible
regime to the incompressible one. Firstly, the viscous forces can be ignored by
assuming that the ﬂuid velocities are small (Ma2 → 0).8 Thus, ∇ · (pi~u) ≈ 0 and
ρE ≈ ρe. The pressure term vanishes by applying the incompressibility constraint
7cf. [28] 2.9
8cf. [28] p15 (2.42)
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and the hydrostatic equilibrium equation.
−∇ · (~uP ) + ~uρgz = 0⇔ (2.4.26)
−P∇ · ~u− ~u∇P = ρ~ugz ⇔ (2.4.27)
−∇P = ρgz (2.4.28)
Equation (2.4.25) takes the form,
∂ρe
∂t
+∇ · (ρ~ue) + P∇ · ~u = Kh∇2T, (2.4.29)
where is set constant here and in all subsequent equations, Kh = const. Again




+ ρe∇ · ~u︸ ︷︷ ︸
=0






+ ~u · ∇(ρe) = Kh∇2T (2.4.31)
The thermodynamic transition from a compressible to an incompressible ﬂuid is not
trivial. In case of an ideal gas the internal energy e is set to,
e = cV T (2.4.32)





and this formulation can not be derived directly from assumption (2.4.32), which has
cV as coeﬃcient. One might set cP and cV equal, but this is in contradiction to the
ideal gas relation cP − cV = R. Consequently, we have a paradox, which is named
'energy equation paradox'.
'The paradox is explained by noting that when temperature diﬀerences are vanishing,
the convection and conduction terms are just as small as the term containing ∇ · ~u.
Thus all three terms are important. A slight rearrangement of the ∇ · ~u term using
the continuity and state relations allows that term to be combined with the cV term
to produce the correct term, where cP is the coeﬃcient of the substantial derivative.'
9
This rearrangement is based on a non-dimensional formulation of the general energy
equation. Under the assumption that Ma2 → 0 the dissipation term is removed.
The second limit process is that for small temperature diﬀerences the temperature
9private communication Prof. Ron Panton.
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From thermodynamic theory we have the relation (see [14] p127)










+ ρcP~u · ∇T = Kh∇2T (2.4.37)







is the thermal diﬀusivity. With the deﬁnition for the potential tem-






where the thermal diﬀusion coeﬃcient κT is constant due to constant density.
The previous equation is the starting point for the actual Boussinesq approxima-
tion.Again,
P (~x, t) = P¯ (~x) + P ′(~x, t) (2.4.40)
T (~x, t) = T¯ (~x) + T ′(~x, t) (2.4.41)








κT (∇2T¯ +∇2T ′) (2.4.43)
Two assumptions are made: O(Θ) = O(T ) and ∇2T¯ ≈ 0
DΘ
Dt
= κT∇2T ′ (2.4.44)






= −ρ′ρ¯ . We assume





















The approximation ∂Θ¯∂t = 0 is applied, which means that the potential temperature
background distribution is temporal constant.
DΘ′
Dt
+ ~u · ∇Θ¯ = κT∇2Θ′ (2.4.47)
∂Θ′
∂t
+ ~u · ∇Θ′ + ~u · ∇Θ¯ = κT∇2Θ′ (2.4.48)
using ∇ · (~u(Θ¯ + Θ′)) = (Θ¯ + Θ′)∇ · ~u + ~u · ∇(Θ¯ + Θ′) and the incompressibility
constraint leads to the ﬁnal equation
∂Θ′
∂t
= −∇ · (~u(Θ¯ + Θ′)− κT∇Θ′) (2.4.49)
2.4.3 Salinity concentration equation in Boussinesq approximation
The salinity concentration equation has already been derived (cf. (2.3.11)). We




where κS is the saline concentration diﬀusion coeﬃcient. Furthermore the Boussinesq
assumption (2.4.4) has to be valid. Now we use the same arguments as for the
temperature equation and the saline equation obtain,
∂S′
∂t
= −∇ · (~u(S¯ + S′)− κS∇S′), (2.4.51)
where the saline diﬀusion coeﬃcient κS is constant.
2.4.4 Set of incompressible binary mixture equations
∇ · ~u = 0 (2.4.52)
∂~u
∂t
= −∇ · (~u⊗ ~u+ 1
ρ0









= −∇ · (~u(Θ¯ + Θ′)− κT∇Θ′) (2.4.54)
∂S′
∂t
= −∇ · (~u(S¯ + S′)− κS∇S′) (2.4.55)
The incompressibility constraint gets realised by a replaced pressure evolution equa-
tion in terms of a Poisson equation. This Poisson equation is derived in the next
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chapter.
Equation of state for saltwater
The realistic water equations diﬀer in that way that the density ρ is not constant
and depends on the salinity, the temperature and the pressure. The equation for
ρ = ρ(S, T (◦C), P (atm)), which is used for saltwater, is obtained stepwise. In the
ﬁrst step a polynomial in the temperature T and vanishing salinity S = 0 is assumed,
ρW = 999.842594 + 6.793952× 10−2T−
−9.095290× 10−3T 2 + 1.001685× 10−4T 3−
−1.120083× 10−6T 4 + 6.536332× 10−9T 5
(2.4.56)
The dependency on the pressure (one standard atmosphere P = 0) is given by,
ρ(S, T, 0) = ρW + S(0.824493−
−4.0899× 10−3T + 7.6438× 10−5T 2−
−8.2467× 10−7T 3 + 5.3875× 10−9T 4)+
+S3/2(−5.72466× 10−3 + 1.0227× 10−4T−
−1.6546× 10−6T 2) + 4.8314× 10−4S2
(2.4.57)
The density at pressure P is given by,
ρ(S, T, P ) = ρ(S, T, 0)
(
1− P
K(S, T, P )
)−1
(2.4.58)
where K is the secant bulk modulus which can be expressed in terms of a poly-
nomial of S, T and P . Examples: ρ(0, 5, 0) = 999.96675kg/m3, ρ(35, 5, 0) =
1027, 67547kg/m3 and ρ(35, 25, 1000) = 1062, 53817kg/m3.
2.5 Methods to compare compressible and incompress-
ible models
The quantities of compressible ﬂuids, e.g. ideal gas, are determined by the laws of
thermodynamics and in the following the ideal gas law (2.2.1). The mathematical
handling of incompressible ﬂuids is typically based on constraints, which are not
directly conforming to an equation of state. This means that it is not obvious how
to compare both regimes. For instance, the quantity 'temperature' of an ideal gas
is proportional to the mean kinetic energy, but independent of the potential energy.
This potential energy contrast has to be taken into account, when comparing both
regimes. Later considerations result in using the potential temperature.
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2.5.1 Temperature T and potential temperature Θ
The potential temperature Θ is the temperature T0 of an ﬂuid particle when this
particle is moved only by an adiabatic process (dS = 0) to a reference pressure P0. It
is used to compare temperature parcels of diﬀerent heights. To derive a translation
between the 'real' temperature T and the potential temperature Θ it is important
that the ﬂuid (ideal gas) is in hydrostatic equilibrium. There are several approaches
to derive the potential temperature. But, in principle, the ﬂuid particle movement
is done by integration over a thermally and hydrostatically layered ideal gas column































































































Corollary 2.5.1. Suppose the ﬂuid is an ideal gas. Then the superadiabatic gradient
is equal to the logarithmic potential temperature gradient.
∇Θ = ∇−∇ad (2.5.9)
Proof. Using (2.5.8) leads to,
ln Θ = lnT +∇ad ln(P0
P














∇Θ = ∇−∇ad (2.5.14)
It makes sense to deﬁne Θ and ∇Θ, because the potential temperature and its gra-
dient are one of the few thermodynamic quantities which can be used to compare
compressible and incompressible ﬂuids.
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2.5.2 Thermal Nusselt number
The thermal Nusselt number compares the total heat ﬂux with the conductive heat




FcT − Fad (2.5.15)
where Ftot is the total heat ﬂux, Fad the heat ﬂux which would be transported by
conduction (and radiation) if the temperature proﬁle would be adiabatic throughout
and FcT the ﬂux that would be transported if the temperature proﬁle were linear
between the bottom and the top10. The diﬀusive heat ﬂux is deﬁned as: FT =
−Kh∇T . We obtain Kh from: Kh = cPρκT . The adiabatic heat ﬂux Fad has to













where the total heat ﬂux is considered to be Ftot = FT . We assume constant entropy,





The ﬁxed thermal boundary conditions, ∆T = T0 − T1, lead to11,
NuT =
Kh∇T − PHP κT
Kh
∆T
D − PHP κT
(2.5.19)
The thermal Nusselt number takes a diﬀerent formulation for incompressible ﬂuids.
Under the assumption that the pressure scale height becomes very large HP  1,







where H is the height of the ﬂuid column. Example: If NuT = 1 the system is fully
conductive and diﬀusion processes dominate. On the other side, if NuT = 5, then
Fconv : Fcond ≈ 5, which means, that the total heat ﬂux Ftot splits into 80% Fconv
and 20% Fcond.
10cf. [31], p323
11see [31] for a detailed discussion
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2.5.3 Saline Nusselt number
The saline Nusselt number NuS compares the measured saline ﬂux FS to the saline
ﬂux (FcS) that would be transported if the concentration proﬁle were linear between














where ∆S = S0 − S1. This formulation is valid in compressible and incompressible
ﬂuids, because the saline ﬂux is not aﬀected by the adiabatic layering.
2.5.4 Eﬀective diﬀusion coeﬃcients






With the knowledge of NuT and NuS it is possible to calculate the eﬀective diﬀu-
sion coeﬃcients (κT )eff and (κS)eff and hence the eﬀective transported heat and
salt/helium. The resulting diﬀusive time scales τT and τS can now be compared to
eg. the lifetime of the star or the ocean. This gives information about the salt/helium
transport eﬃciency for global mixing processes. The stellar case was discussed in
details by Spruit [44].














In this section the numerical methods for solving the governing equations are pre-
sented. All these methods have been implemented into the ANTARES (Advanced
Numerical Tool for Astrophysical RESearch) software package, which was developed
at the faculty of mathematics at the University of Vienna under the direction of Univ.
Prof. H. Muthsam. The diﬀerences in solving compressible and incompressible ﬂuid
dynamical equations are studied. The reader will see that the numerical treatment
of both regimes is not comparable. Especially incompressible ﬂuids need special
mathematical handling. While the initial setup is described in details in the ﬁrst
section, we now concentrate on the spatial time derivatives and the time integration,
respectively.
3.2 Preliminary






 : [0,∞)×D → Rm ⊆ Rd (3.2.1)
The components of the vector U represent densities of conserved variables like density
ρ, partial density cρ, momentum ~p or total energy density ρE. More precisely, the
components are density functions with the property,∫
D
Ui(~x, t) = const. (3.2.2)
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(except for possible boundary terms). A so called ﬂux function f is introduced,
fi : R











∂ifi(U) = 0 (3.2.5)
is called law of conservation. An imprecise, but more readable form of (3.2.5) is,
Ut +∇ · f(U) = 0 (3.2.6)












The matrix Ji =
∂fi(k)
∂k (i = 1, 2, 3) is called Jacobian or functional matrix. In
case of a compressible ﬂuid the conserved variables are: U = (ρ, ρc, ρ~u, ρE)T . The
variables ρ, ρc, ρ~u, ρE represent real physically conserved quantities. The variables
used for the incompressible formulation of the problem are only conserved under the
incompressibility assumption. Hence, the vector U takes the form U = (S,Θ, ~u)T .
The velocity vector ~u takes the form ~u = (u, v, w)T
Deﬁnition 3.2.1. 'A system Ut +
∑m
i=1 ∂ifi(U) = 0 is said to be hyperbolic at a
point (~x, t) if the Jacobian matrix has m real eigenvalues and a corresponding set of
m linearly independent right eigenvectors. The system is said to be strictly hyperbolic,
if the eigenvalues are all distinct.' 1
Depending on the rank of the Jacobian matrices, the system can be solved with the
characteristics method or with classical direct approaches.
Advantage of using characteristic variables:
The advantage of solving hyperbolic equations (one might think about the Euler
equations) in characteristic variables is the fact that the real physical behavior of
an equation can be captured more precisely. Transforming the equations into their
corresponding uncoupled eigensystem gives the possibility to solve them along their
characteristics. Additional information like the eigenvalues of the system help to
1cf. [46] p45
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implement up-winding schemes, which capture shocks and discontinuities along the
characteristics in a much better way, than classical numerical approaches. This makes
sense, if shocks or other discontinuities are expected. Here, the eigenvalues represent
the speed of information along characteristics. In low Mach number ﬂows, which
are modelled in the anelastic approximation or the Boussinesq approximation, the
transformation to characteristic variables is mostly not possible due to its non-strict
hyperbolic or even parabolic character. This leads to diﬀerent numerical algorithms.
The underlying (W)ENO scheme is independent of the equation and can be used
as long as ﬂuid velocities are high enough. Upwind schemes fail in the low Mach
number limit. See section 4.3.3 for more details.
Initial conditions as well as boundary conditions need to be augmented to the system
(3.2.5) to formulate a well deﬁned problem on a speciﬁed bounded spatial domain
D. From a mathematical point of view, the boundary is not part of the domain.
This seems to be obvious, but there are several pitfalls in this context. For instance,
the incompressibility constraint, which has to be fulﬁlled in the domain, can hardly
be combined with realistic physical boundary conditions, as eg. 'slip conditions'.
Therefore the constraint is usually not valid at the boundary.
(W)ENO and the Boussinesq approximation
The two dimensional Boussinesq equations have multiple eigenvalues (u, u, u, u)T
which does not allow to transform them into the eigenspace, because of identical
eigenvectors and hence a singular eigenvector matrix. This means that the character-
istic ﬁelds contributing the characteristic subspace have the same upwind direction,
since their characteristic speeds are identical. 'Since the characteristic subspace has a
well-deﬁned upwind direction, upwind diﬀerencing is possible without decomposition
of the characteristic subspace further into the individual scalar ﬂuxes. Instead we
can directly apply upwind interpolation to the cell center values of the ﬂux vector.'
2
3.3 ANTARES code
A requested physical state Un+1 at time level n + 1 is calculated with a Runge-
Kutta scheme from Un at time level n. The initial state is denoted with U0. In the
following the calculation from n to n+1 is called step, while each intermediate Runge-
Kutta level is called stage. The ANTARES code performs the following algorithm to
calculate each stage and repeats it according to the Runge-Kutta order. Two cases





time inviscid viscous source
∂tρ = −∇ · (ρ~u)
∂t(ρc) = −∇ · (cρ~u) +∇ · (ρκc∇c)
∂t(ρ~u) = −∇ · (ρ~u⊗ ~u+ P ) +∇ · pi −ρ~gz
∂t(ρE) = −∇ · (~u(ρE + P )) +∇ · (pi~u) +∇ · (Kh∇T ) −ρ~u~gz
These equations are solved with the following algorithm:
1. Un is given as cell average values.
2. Calculation of inviscid cell boundary ﬂuxes using a 5th order WENO-scheme.
3. Calculation of viscid cell boundary ﬂuxes by a 4th order interpolation.
4. Summation of the inviscid and the viscid boundary ﬂuxes.
5. Determination of the physical state values Un+1 (in case of Runge-Kutta ﬁrst
order) or Un+1/2 (in case of Runge-Kutta second order).
6. Application of boundary conditions.
7. Determination of other physical quantities with an equation of state .
8. stage = stage + 1(in case of Runge-Kutta second order).
9. goto 1 (in case of Runge-Kutta second order).
10. step = step + 1
Incompressible ﬂuid equations:
time inviscid viscous source
0 = −∇ · ~u
∂t(S) = −∇ · (S~u) +∇ · (κS∇S)




∂t(Θ) = −∇ · (Θ~u) +∇ · (κT∇Θ)
These equations are solved with the following algorithm.
1. Un is given as cell average values.
2. Calculation of inviscid cell boundary ﬂuxes using a 5th order MachENO-
scheme.
3. Calculation of viscid cell boundary ﬂuxes by a 4th order interpolation.
4. Summation of the inviscid and the viscid boundary ﬂuxes.
5. Determination of the intermediate physical state values U∗.
6. Application of intermediate boundary conditions.
46
CHAPTER 3. NUMERICAL METHODS
7. Form a pressure Poisson equation according to the incompressibility constraint,
which updated the intermediate velocity values.
8. Update of the intermediate physical state quantities to Un+1 (in case of Runge-
Kutta ﬁrst order) or Un+1/2 (in case of Runge-Kutta second order).
9. Application of boundary conditions.
10. Determination of other physical quantities with an equation of state.
11. stage = stage + 1 (in case of Runge-Kutta second order).
12. goto 1 (in case of Runge-Kutta second order).
13. step = step + 1
MPI© and OpenMP©
A comprehensive discussion of the ANTARES code can be found in Muthsam et
al [36]. In addition to MPI©, an OpenMP© parallelisation was applied, to ensure
maximum utilisation of the available computational environment. The OpenMP©
framework works eﬃciently with multicore CPU's (Core2Duo©, BlueGene©,...) and
gears to use their shared memory. Due to the fact that most supercomputing facilities
tend to shared memory architectures, hybrid implemented hydro-codes become more
and more attractive. All calculations have been done at the RZG (Rechenzentrum der
Max-Planck Gesellschaft Garching) on an IBM Power6 system called 'VIP' and an
IBM Power5 system. Performance tests up to 1024 PE's have been done, but usually
the 2D simulations are calculated on 132 PE's. The hybrid OpenMP© extension
was implemented for the radiative transfer equation, (W)ENO and EOS. In case of
the radiative transfer equation, which consumes up to 80% of the computational time
of e.g. solar surface ﬂow simulations the hybrid parallelisation was very eﬃcient. As
the semiconvection simulations doe not solve the radiative transfer equation, this
aspect is not relevant for the presented work. The (W)ENO and EOS could not
beneﬁt from OpenMP©.
3.4 Numerical method for solving the compressible ﬂuid
equations
Transformation of inviscid terms into eigensystem We now present the al-
gorithm to calculate the inviscid ﬂuxes at the new time step n + 1 for the binary
mixture equations. In contrast to the Euler equations the additional concentration
equation and the diﬀerent EOS lead to a more complicated eigensystem. However,
the base change matrices can be calculated explicitly, which is an enormous advan-
tage. For reasons of simplicity the following derivations are done in 1D. An extension
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to higher dimensions is done similarly. The transformation of equation (2.3.37) into





Under the assumption that the system is hyperbolic there exists a decomposition in
the form,
J = RΛL (3.4.2)
where Λ is a diagonal matrix ﬁlled with the eigenvalues of J, R is the right eigenvector
matrix of J and L = R−1 is the left eigenvector matrix. In our case the inviscid 1D











ρu · u+ P




We mention that u is the ﬁrst component of ~u. With this transformation,
UT =
(
ρ ρc ρu ρE
)T →WT = (ρ1 ρ2 px Et)T (3.4.4)






















where the pressure P = P (W). The Jacobian matrix takes the form,
J =

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or in the more pleasant form,(
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with the speed of sound cs (see equation (3.4.16)). The equation of state takes the






The base change matrices R and L = R−1 take the form,
R =

1 0 1 1
Y 1 0 1
u− cs 0 u u+ cs







s + Φ3Φ4) −12Φ1Φ4 12(uΦ4 − c−1s )
−Y Φ3Φ4 1 + Y Φ1Φ4 −Y uΦ4 Y Φ4
1− Φ3Φ4 Φ3Φ4 −uΦ4 Φ4
1



















Φ3 = Y Φ1 − ρ1Φ2 + Etρ−11 − u2 (3.4.14)








)−1(Pρ−21 + Φ2) (3.4.16)
Now it is possible to change into the eigensystem by
V = R−1W (3.4.17)
and solving the uncoupled equations with (W)ENO and an appropriate up-winding
scheme.
Numerical treatment of the inviscid terms with (W)ENO
Classical numerical methods solving ﬂuid dynamical equations fail to work when
steep gradients, contact discontinuities or shocks occur. Standard discretisations
usually lead to oscillations at these locations. Therefore a numerical method needs to
be non-oscillatory and has to capture shocks. The ENO (essentially non-oscillatory)
method meets both claims. It was developed in the 1980's by Harten [21] and
advanced to weighted-ENO (WENO) by Shu & Osher [42]. 'Basically (W)ENO
uses interpolation polynomials, which are constructed by using the adaptive stencil
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ENO procedure according to which points from the smoothest region of the stencil
are chosen'3. The explanation of the scheme follows Drikakis [10]. The following
algorithm aims to solve only the inviscid parts of the ﬂuid dynamical equations.
Viscous parts are calculated separately, which is explained subsequently. Using the






the numerical solution of the inviscid parts can be discretized as,







where the numerical ﬂux f¯ is constructed via
f¯i+ 1
2













and f¯+i and f¯
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(x) = f±(U) +O(∆x2m+1) (3.4.26)


















The ENO algorithm calculates p±
i+ 1
2
, which choose the points from the smoothest
3Drikakis [10] p437
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region of the stencil. In contrast to ENO the weighted ENO scheme uses a convex
combination of polynomials. A WENO scheme of ﬁfth order was implemented for
the simulations presented in this thesis. A brief introduction in calculating the
polynomials can be found in the thesis of Obertscheider [38].
Numerical treatment of the viscous terms
Viscous terms are solved on cell centres. Afterwards they are interpolated to the cell








((Uj)i−2 − 8(Uj)i−1 + 8(Uj)i+1 − (Uj)i+2) (3.4.28)
where j = 1, ..., n. The interpolation from the cell centres to the cell faces is done




(−f¯i−1 + 9f¯i + 9f¯i − f¯i+2) (3.4.29)
The viscous terms are calculated accordingly,
1
∆x
(f¯i+1/2 − f¯i−1/2) (3.4.30)
3.5 Numerical method for solving the incompressible
ﬂuid equations
The compressible equations can be solved straightly as described in the latter section.
Unfortunately, the incompressibility constraint does not allow the same techniques
because the type of equation changes dramatically. The solution of the inviscid terms
of the incompressible equations follow the (W)ENO scheme, but without solving
them along their characteristics. The system is not hyperbolic anymore, thus the base
change matrices do not have full rank. It is not obvious how the incompressibility
constraint ∇ · ~u = 0 can be combined with the other equations. We will see, that
the constraint results in a Poisson equation. The numerical method for solving the
Boussinesq equations follows a fractional step method, based on a decomposition
theorem.
Theorem 3.5.1. (Helmholtz-Hodge Decomposotion Theorem) A vector ﬁeld w on
D can be uniquely decomposed in the form
w = q +∇P, (3.5.1)
where ∇ · q = 0, q is parallel to ∂D and thus q · n = 0 on ∂D.
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solenoidal vector field q
w
Pw
Figure 3.1: Vector ﬁeld decomposition
A linear operator P is introduced, which maps w orthogonally onto its solenoidal
part q,
Pw = Pq+ P(∇P ) (3.5.2)
It follows by deﬁnition that
Pw = q (3.5.3)
Pq = q (3.5.4)
P(∇P ) = 0 (3.5.5)
and, if q is smooth enough,
P∂tq = ∂tq (3.5.6)







∇P ) = −P(∇ · (~u⊗ ~u)−∇ · pi − ρgz) (3.5.7)
and using relations (3.5.3)-(3.5.6) leads to,
∂~u
∂t
= −P(∇ · (~u⊗ ~u)−∇ · pi) (3.5.8)
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The pressure is now eliminated and the time derivative ∂t~u is expressed in ~u only.
This allows us to solve the equation in two steps. Firstly, an intermediate solution
~u∗ can be calculated with (3.5.8). The pressure is then recovered by the gradient
part of the RHS of the velocity equation,
−∇ · (~u⊗ ~u) +∇ · pi (3.5.9)
Usually, a Poisson equation is formed to calculate the pressure P with the inter-
mediate velocity ~u∗. Be aware that this 'incompressible pressure' is not a 'physical
pressure'. While in a compressible ﬂuid the name 'pressure' is associated with the
thermodynamical pressure, the 'incompressible pressure' is independent of an equa-
tion of state.. The velocity equation is solved in two steps, which motivates the name
'fractional step approach'.
Numerical fractional step approach for the incompressible velocity equa-
tion:






= −∇ · (~u⊗ ~u+ 1
ρ0
P ′ − ν∇~u)− ρ∗gz (3.5.10)
Without loss of generality the density is set constant, ρ0 = 1, and we rewrite the
stress tensor in a more familiar form.
∂~u
∂t
+∇ · (~u⊗ ~u)−∇ · pi = −∇P ′ − ρ∗gz (3.5.11)
1. step: Advance the velocity to an intermediate solution ~u∗ neglecting the contribu-
tion of the pressure. However, this does not satisfy the constraint of incompressibility.




+∇ · (~u⊗ ~u)−∇ · pi = 0 (3.5.12)
2. step: The intermediate velocity ~u∗ is split into a solenoidal velocity ﬁeld ~un+1 and
the gradient of a scalar function proportional to the unknown pressure ∇P ′n+1. See
[40] p180 for a more detailed discussion.
∂~u
∂t
= −∇P ′ (3.5.13)
∇ · ~u = 0 (3.5.14)
~un+1 − ~u∗
∆t
+∇P ′ = 0
/
∇· (3.5.15)












∇ · ~u∗ (3.5.18)
Equation (3.5.18) is solved with an adapted FISHPACK© solver [1] with respect to
the pressure. A parallel version, based on a Schur-complement algorithm, was made
available by Grimm-Strele [15]. The new variables of time step ~un+1 can now be
updated via,
~un+1 = ~u∗ −∆t∇P ′ (3.5.19)
3.6 Poisson solver
Discretising equation (3.5.18) and solving for P ′ leads to a matrix inversion, which is
usually very expensive and diﬃcult to parallelise with standard domain decomposi-
tion methods. Several methods have been established to avoid direct and expensive
matrix operations. Especially the elliptic character of the Poisson equation calls for
advanced algorithms. We need an eﬃcient numerical scheme, which is able to solve
the Poisson equation on parallel computers. Suitable methods include the combina-
tion of the Schur complement with the CG- (conjugate gradient) methods or with
spectral methods. Both combinations are tested and used in ANTARES. We consider
the Poison equation,
−∆u = f on Ω (3.6.1)
u = 0 or
∂u
∂xi
= 0 on (Γ)vert (3.6.2)
where u ∈ L2(Ω), f ∈ L2(Ω), Ω ⊂ Rn, ∂Ω = Γ and i = 1, ..., n. At ﬁrst, equation
(3.6.1) is discretised and rewritten as a linear system in the form,
Au = b, (3.6.3)
but even for low resolution simulations the limited memory of the used PE (Process-
ing Element eg. CPU or core) can prevent solving the entire system directly. It is
necessary to transform the system Au = b into smaller sub-systems, which are solved
on several PE's, is needed. This can be done by the Schur complement method. The
subsequent explanation follows in some parts the diploma thesis of Grimm-Strele
[15].
Deﬁnition 3.6.1. Let A ∈ Rn×n and n = n1 + n2 be given in the form,
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where A1,1 ∈ Rn1×n1 , A1,2 ∈ Rn1×n2, A2,1 ∈ Rn2×n1, A2,2 ∈ Rn2×n2 and A1,1 is
invertible. The Schur Complement Matrix SA ∈ Rn2×n2 is deﬁned by,
SA = A2,2 −A2,1A−11,1A1,2 (3.6.4)








where p ∈ N, D1 ∈ Rn11×n11 , ..., Dp ∈ Rn1p×n1p and n11 + ...+n1p = n1. Analogously
the other sub-matrices can be rewritten,
A1,2 = (B1, ..., Bp)
T (3.6.5)
A2,1 = (C1, ..., Cp) (3.6.6)
which leads to,






For w = (w1, ..., wp)




















The original linear system can be solved on p PE's with the subsequent algorithm.
1. for j = 1 to p do
2. solve Djz1j = b1j
3. determine Cjz1j
4. end for
5. v2 = b2 −
∑p
j=1Cjz1j
6. solve the Schur complement equation SAu2 = v2 in parallel
7. for j = 1 to p do
8. solve Dju1j = b1j −Bju2
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9. end for
The loops can be executed and handled independently on p PE's. Each sub-problem
is solved with the conjugate gradient method or the FISHPACK© solver. The global
solution is assembled in a subsequent step. A detailed description and further infor-
mation can be looked up in the diploma thesis of H. Grimm-Strele [15].
3.7 The numerical grid
The quantities in ANTARES are stored on two diﬀerent grids. In case of compressible
ﬂuids a pseudo-staggered grid is used. All variables are deﬁned at the cell centres,
except the ﬂuxes. They are calculated on cell faces. The incompressible ﬂuid equa-
tions are solved on a staggered grid, the well known MAC grid (marker and cell grid).
The MAC grid stores all scalar variables (pressure, salinity, potential temperature)
at the cell centres. The vector variables (velocity, momentum) are stored at the cell
faces. The boundary (∂D) of the numerical domain is also cell centered, the ﬂuxes
are cell faced. 'Using a staggered grid is a simple way to avoid odd-even decoupling
between the pressure and velocity. Odd-even decoupling is a discretization error that
can occur on collocated grids. This leads to checkerboard patterns in the solutions.'4
The MAC grid used in ANTARES is depicted in ﬁgure 3.2.
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Figure 3.2: MAC grid used in ANTARES
4Harlow [20]
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A new feature is the combination of the fractional step algorithm with the Ma-
cENO method. While (W)ENO calculates the convective velocity at the cell centres,
MachENO shifts the advective velocity of the inviscid terms to the cell faces. This
ensures more stability due to oscillations, because the MAC grid approach is consid-
ered. The method based on this concept was developed by Kwatra et al [26].
Therefore the ﬂuxes, which are used for the ENO reconstruction, need to be modiﬁed
in the following way.
 inviscid ﬂuxes used with ENO (compressible): ρi~ui, ρi~u
2
i , ρiEj







In semi-convection zones one expects a lot of thin layers, each of them separated by
a sharp boundary (think about a horizontally non-bounded Latte Macciatto). Hori-
zontally they are extended widely. This leads to the ﬁrst assumption that horizontal
periodic boundaries are valid for each variable. The vertical boundary conditions
are more tricky. We assume that the horizontal boundaries between the layers are
only diﬀusive and there are no ﬂuctuations in the salinity and potential temperature.
Therefore 'solid wall' boundary conditions are taken. This leads to ﬁxed boundaries
for salinity and potential temperature. Due to the Hodge decomposition theorem
(3.5.1) the vertical velocity ﬁeld has to fulﬁll ~u · n = 0 on ∂D, which coincide with
the physical assumptions of a solid wall. Taking 'no-slip' boundary conditions would
lead to viscous boundary layers, which are in contradiction to astrophysical assump-
tions. Therefore, the 'slip' condition is preferred. Additionally, Neumann boundary
conditions for the Poisson equation are obvious, because they are a solution of the
Navier-Stokes equation at rest. In the following the upper boundary is denoted with
x0, the lower boundary with xH .
Vertical boundary conditions at x0 and xH for the compressible case:
 c = c0, where c0 is the values of the concentration at the boundary for the
initial stratiﬁcation.
 T = T0, where T0 is the values of the temperature at the boundary for the
initial stratiﬁcation.
 ρu = 0, while a linear decrease of the values from x5 to x0 and xH−5 to xH
is calculated for the vertical velocity. This has no inﬂuence on the ﬂuxes, be-
cause the ﬂuid velocities are so small, that in principle diﬀusion dominates in
these regions. Using very high Rayleigh numbers or steep temperature gradi-
ents could cause numerical problems at the vertical boundaries (due to high
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Vertical boundary conditions at x0 and xH for the Boussinesq approximation:
 S′ = 0→ S = S¯0
 T ′ = 0→ T = T¯0






∂x = 0, the vertical pressure boundary condition (a Neumann boundary) is a
solution of the Navier-Stokes equation, where the ﬂuid velocity is zero and ρ′
is set to zero.
To realise the vertical velocity boundary condition with the ANTARES MAC grid,




















The horizontal direction is continued periodically in all quantities.
3.9 Time stepping
The compressible as well as the incompressible equations were solved with an explicit
Runge-Kutta scheme in second order. This second order accurate TVD (Total Vari-
ation Diminishing) Runge-Kutta scheme is identical to Heun's predictor-corrector
method. An Euler step advances the solution. In the second averaging step a convex
combination of the initial data and the intermediate solution is taken.
ut = L(u) (3.9.1)















|uj+1 − uj| (3.9.4)
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A system fulﬁlls TVD, if,
TV (un+1) ≤ TV (un) (3.9.5)
TVD schemes are monotonicity preserving, which means that new local extremes can-
not be created in the spatial domain, and local minima/maxima are non-decreasing /
non-increasing. The time step ∆t of the discretised compressible equations is limited





where a = 0.4 is the CFL number and vc the speed of sound. The internal simulation
time of the compressible simulations is measured in multiples of the sound crossing
time (scrt). Beside this, the thermal diﬀusion time scale τT , where toutput = 1000
∧
=
1τT and the convective overturn time scale have been established for incompressible
simulations.
The Boussinesq approximation 'ﬁlters' sound waves, which leads to a less restrictive
limitation of the time stepping. Usually, the simulations are dominated by diﬀusion,
which guarantees very big time steps.





















A challenging problem is the evaluation and validation of existing theoretical models
for semi-convection. Theoretical work has been done by Huppert et al [23] and
in a stellar framework by H. Spruit [44], Grossman et al [18] and V. M. Canuto
[5]. The ﬁrst semi-convection simulations in 2D were performed by Merryﬁeld in
1995 [33]. In the following years a couple of publications and theses were published
by J. Bascoul [2], K. Kötter [25] or J. Biello [3]. A short summary about these
works can be looked up in section 4.9. In this section the numerical results for
the simulations for compressible and incompressible ﬂuids are presented. A major
question which arises is the amount of heat and Helium/salt transported through the
diﬀusive boundary layers which separate the semi-convective zones. This inﬂuences
the whole mixing process of the double-diﬀusive ﬂuid column. Therefore, we have
to measure the thermal- and the saline/Helium ﬂuxes, which are parametised in
terms of the Nusselt numbers NuT and NuS . Both numbers were introduced in the
latter section. The method to measure them is presented subsequently. The reader
will notice that the measurement is done on a single layer. One might think that
the results are mainly aﬀected by the boundary conditions. However we show that
multi-layer have the same behavior as single layers. Embedded 'free' semi-convective
layers without physical boundary contact are stable under certain conditions. The
computational eﬀort to measure the ﬂuxes in a multi-layer environment is (currently)
too high.
Measurement of the ﬂuxes
The ﬂuxes  in terms of the Nusselt numbers NuS and NuT  are measured at
the vertical boundaries. The following example, which is based on the parameter
set: σ = 1.0, τ = 0.01, Ra∗ = 1.6 × 105, Rρ = 1.5, shows the method to do the
measurement.
The horizontal averages of salinity and temperature are calculated and the gradients
are derived. NuS (2.5.21) and NuT (2.5.20) are calculated at every output time
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Figure 4.2: Horizontal average of salinity and temperature
step. The resulting plot as a function of time is depicted in ﬁgure 4.3. The resulting
Nusselt numbers are averaged over the convective time (in our example from time
stamp 5 to 9). Finally, the Nusselt numbers become NuS ≈ 58 and NuT ≈ 8. This
particular example is insofar interesting, because it does not follow strictly a power
law due to its high Prandtl number. See the thesis of J. Biello [3] for a more detailed
discussion on high Prandtl number simulations.
4.1 Parameter space, limitations and external dependen-
cies
Apparently ﬂuid dynamical simulation codes are not only inﬂuenced by their model
dependent input parameters. Especially, numerical algorithms and model constraints
limit the feasible physical range of parameters. Some of these limitations and other
external dependencies are discussed in this section.
Parameter space
There is a strong correlation between the numerical resolution and the parameter
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Pr=1.0  Le = 0.01   R?=1.5   Ra*=1.6x105  step  300x200
Figure 4.3: Temporal evolution of the Nusselt numbers
space. In appendix B.1 the correlation between boundary layer thickness and nu-
merical resolution is derived. Based on this estimate resolutions of 200 × 300 or
400× 400 for single layer simulations have been established. These resolutions cover
a wide spectrum of the assumed parameters. Double layer experiments have been
calculated with 300×600 points to ensure a comparable vertical resolution. In these
cases the correct RaT needs to be representable. The parameter set used for the
simulations is depicted in table 4.1.
Quantity parameter set
σ {10−2, 10−1, 1, 5}
τ {10−2, 10−1}
Ra∗ {1.6× 104, 5× 104, 1× 105, 5× 105, 1.6× 106}
Rρ {1.15, 1.5, 2, 5}
Table 4.1: Parameter set used for the simulations.
A wider range of σ and τ seems to be important, but it is currently not feasible to
enlarge the parameter space to values much smaller then τ = 10−2. A σ = 10−3
would need a resolution of at least 2000 points in vertical direction. This is quite
feasible with current computers. The problem is usually not the Prandtl number, but
the Lewis number, which should be at least 2 magnitudes smaller than the Prandtl
number. Therefore the Helium layers cannot be resolved correctly. Results with σ <
10−4 are presently not achievable in the double-diﬀusive parameter space. Consider,
for instance, the realistic stellar values for σ = 10−6, τ = 10−8 and Ra∗ = 102.
An intended thermal boundary layer thickness δT of 10% would lead to values of
δT = 5 × 104 points and δHe = 5 points. Consequently, the vertical resolution has
to be 5 × 105 points. The output of the simulations is estimated to 1TB of one
snapshot from a single precision scalar variable. Fortunately, it can be proved that
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simulations in this range are not necessary. This is explained in details in section
4.3.
Limitations by numerical viscosity
The numerical viscosity, here denoted with the numerical Prandtl number σnum, can
be estimated with a series of simulations. A ﬁxed Lewis number, eg. τ = 10−2,
a semi-convective stable stratiﬁcation Rρ = 1.15 and a resolution of 200 × 300 is
chosen. The Prandtl number is varied between σ = 10−6 and σ = 5 in six steps.
The thermal Nusselt number NuT as a function of the Schmidt number Sc = σ/τ
is plotted. For Sc < 1 the thermal Nusselt number is constant, which leads to the
conclusion that the numerical viscosity inﬂuences the ﬂow signiﬁcantly. For Sc ≥ 1
the ﬂow gets aﬀected by the physical diﬀusion. Therefore, σnum > 10
−2 represents
a lower limit for a resolution of 200 × 300. This result complies with the boundary












Figure 4.4: A method to estimate the numerical Prandtl number, σnum. The thermal
Nusselt number NuT is plotted as function of the Schmidt number Sc.
Dependence on aspect ratio
Due to the restricted initial parameter space only a few additional parameters can
be considered for the simulations. One of them is the aspect ratio. The outcome of
simulations with aspect ratio of 2 : 1 was tested against 5 : 1 and 10 : 1. To gain
a valid comparison the same spatial resolution is taken. The values of the Nusselt
numbers of the extended boxes are the same compared to the reference aspect ratio
of 2 : 1. Consequently, the aspect ratio has no signiﬁcant inﬂuence on the ﬂuxes
and the input parameters for our simulations. The reference simulation with the
parameter set of σ = 10−1, τ = 10−2, Ra∗ = 105 and Rρ = 1.15 leads to NuS = 90
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and NuT = 8.5. The simulation with 5 : 1 results in NuS = 90 and NuT = 9.0.
The most extended box with an aspect ratio of 10 : 1 and a spatial resolution of
1500 × 300 has Nusselt numbers of NuS = 80 and NuT = 8.75. Variations in the
results of about 10% are typical and hence not avoidable.
Figure 4.5: Salinity at aspect ratio 2:1 Figure 4.6: Temperature at aspect ratio 2:1
Figure 4.7: Salinity at aspect ratio 5:1
Figure 4.8: Temperature at aspect ratio 5:1
Figure 4.9: Salinity at aspect ratio 10:1
Dependence on initial stratiﬁcation
Starting the simulations with a constant stratiﬁcation leads to temporally stable
(in the sense of semi-convection) Rayleigh-Bénard cells. The formation of these
cells comes along with a diﬀusive initial era and an oscillatory phase. All three
phases are depicted in ﬁgure 4.11. The duration of the initial formation process
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?=10-1  ?=10-2   R?=1.15   Ra*=1.6*105  step  300x300
Figure 4.11: Nusselt numbers for linear (left ﬁgure) and direct step (right ﬁgure)
initial stratiﬁcation. Here, the time scale is measured in convective turnovers. The
formation of a semi-convective zone (t = 10 to t = 14) starting from a linear strat-
iﬁcation is the consequence of a diﬀusive phase (t = 0 to t = 4) and followed by an
oscillatory phase (t = 4 to t = 10). For the speciﬁed parameter space the convective
rolls are established within 12 turnover cycles. Starting the simulation from a step
leads to the same result, but saves computational time. Diﬀerences in the Nusselt
numbers of both simulations are within the statistical variations of 10%.
is mainly determined by Rρ and Ra∗. To avoid the initial information-less stages,
simulations with an initial step in salinity and temperature are chosen. This yields
a computational cost of a factor of up to 100 for small values in Ra∗ and high Rρ.
Whether the stratiﬁcation is linear or a step, both initial conditions lead to the same
results for the Nusselt numbers.
4.2 Semi-convection in incompressible ﬂuids
The results presented here are based on about 100 numerical simulations in Boussi-
nesq approximation. The thermal ﬂux in terms of NuT and the saline ﬂux in terms
of NuS as function of the input parameters σ, τ , Ra∗ and Rρ are analyzed. This is
insofar interesting as extrapolations to parameter spaces are possible which are not
covered by numerical simulations.
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4.2.1 Dependence on τ
The theory of Huppert and Moore [23], which describes double-diﬀusive mixing,
suggests that the saline Nusselt number scales with the square root of the Lewis
number and the thermal Nusselt number.
NuT = τ
1/2NuS (4.2.1)
A condition which is relevant for low Ra∗ takes into account that the diﬀusive term
(NuT = 1) is subtracted from (4.2.1).
1 In that case the convective heat ﬂux vanishes
for Ra∗ ↓ 0.
NuT − 1 = τ1/2NuS (4.2.2)
Both relations are theoretically valid for RaT →∞, because the diﬀerence according
to the diﬀusion correction vanishes. Except for the sub-critical region, where RaT <
Racrit, the theoretical estimate (4.2.1) could be reproduced satisfactorily for the
entire parameter space. There are two cases to distinguish, the high Prandtl number
regime σ = 1.0 and the low Prandtl number regime σ = 10−1.
Dependence on τ at σ ≥ 1.0
The Nusselt number correlation (4.2.1) could be conﬁrmed satisfactorily for the high
Prandtl number case (σ ≥ 1.0) as long as the stability parameter Rρ ≤ 2. The
thick viscous boundary layer inhibits convection eﬃciently for values Rρ > 2, which
leads to a sub-critical behavior. These simulations are in the range Ra∗ ≤ 5.0× 104
and Rρ > 2. The diﬀusion corrected equation (4.2.2) ﬁts better than the original
formulation. Figure 4.13 depicts the diﬀusion corrected formulation, ﬁgure 4.12 the
original formulation. Hence, the diﬀusion corrected correlation between the thermal
and the saline Nusselt number explains the behavior of the ﬂow much better in the
nearly sub-critical regime. Values of NuT far away from this limit (NuT > 10) are
not eﬀected. Here, the classical formulation dominates due to the small contribution
of the correction term.
Dependence on τ at σ < 1.0
Figure 4.15 and 4.14 depict the low Prandtl number case (σ < 1.0) for diﬀerent Ra∗
and Rρ, where the Lewis number is ﬁxed to τ = 10
−2. The diﬀerence in both ﬁgures is
the 'diﬀusion correction factor' of equation (4.2.2). Simulations with Ra∗ ≤ 1.6×105
beneﬁt from the correction. Simulations with Ra∗ ≥ 5.0 × 105 follow the original
formulation. Due to the fact, that Ra∗ ≈ 1 − 100 in semi-convective zones of our
interest, the corrected formulation is preferred for later extrapolations into the stellar
parameter space.
1See section 4.4 for a detailed discussion about the stellar relevant parameter space, where
Ra∗ < 103
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Figure 4.12: NuT as function of NuS for σ = 1.0 and τ = 10
−1. In this ﬁgure the
classical correlation (4.2.1) is used as reference line. Each line stands for a diﬀerent
Ra∗. Along each line the stability parameter Rρ decreases in 4 steps (5, 2, 1.5, 1.15)
or 3 steps (2, 1.5, 1.15). For high Prandtl numbers the classical correlation fails in















Figure 4.13: NuT as function of NuS for σ = 1.0 and τ = 10
−1. In this ﬁgure the
diﬀusion corrected correlation (4.2.2) is used. Each line stands for a diﬀerent Ra∗.
Along each line the stability parameter Rρ decreases in 4 steps (5, 2, 1.5, 1.15) or 3
steps (2, 1.5, 1.15). The high Prandtl number regime proﬁts from the correction in
the low Rayleigh number regime.
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Figure 4.14: NuT as function of NuS for σ = 10
−1 and τ = 10−2. In this ﬁgure the
classical correlation (4.2.1) is used as reference line. Each line stands for a diﬀerent
Ra∗. Along each line the stability parameter Rρ decreases in 4 steps (5, 2, 1.5, 1.15)
or 3 steps (2, 1.5, 1.15). Even for lower Prandtl numbers the classical correlation
fails in the low Rayleigh number regime.
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Figure 4.15: NuT as function of NuS for σ = 10
−1 and τ = 10−2. In this ﬁgure the
diﬀusion corrected correlation (4.2.2) is used as reference line. Each line stands for
a diﬀerent Ra∗. Along each line the stability parameter Rρ decreases in 4 steps (5,
2, 1.5, 1.15) or 3 steps (2, 1.5, 1.15). The lower Prandtl number regime proﬁts also
(in comparison to σ = 1) from the correction in the low Rayleigh number regime.
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4.2.2 Dependence on RaT and Ra∗
A power law is deﬁned as a polynomial scale invariant binary relationship in the
form,
p(x) = axb + o(xb) (4.2.3)
where a, b ∈ R. Experiments showed that the thermal ﬂux can be described as a
function of the Rayleigh number. This function follows the power law formulation
(4.2.3).
NuT ∝ αRaβT (4.2.4)




A measurement over the remarkable range of eleven magnitudes (106 ≤ RaT ≤ 1017)




Spruit [44] estimated a viscosity independent formulation for the semi-convective
case in a stellar parameter space of σ
NuT = 0.5(Ra · σ)0.25 = 0.5Ra0.25∗ (4.2.7)
The 'diﬀusion corrected' formulation takes the form,
NuT − 1 = 0.5Ra0.25∗ (4.2.8)
The diﬀerent power laws for 101 < RaT < 10
9 are depicted in ﬁgure 4.16. Equation
(4.2.5) and (4.2.6) do not diﬀer much for RaT > 10
6. The power law (4.2.7) takes
the Prandtl number into account. Therefore diﬀerences for decreasing σ are obvious.
Figure 4.15 shows that the diﬀusion corrected formulation of the power law (4.2.8) is
an upper limit for simulations with σ < 1. An asymptotic behavior of the numerical
simulation data set, even for small Ra∗ can be observed for all presented power
laws. Figure 4.17 pictures the low Prandtl number regime, ﬁgure 4.18 shows the
high Prandtl number outcome. The classical power laws fail for high Prandtl number
semi-convection simulations due to the high viscosity. This follows from σ ≥ 1, where
δvisc > δT . In this situation two solutions can occur, a thermal and a convective one.
A detailed view on this point was done by Grossman et al [17] p294. The diﬀusion
corrected equation (4.2.8) is a valid approximation for the stellar case, because the
data set leads to a perfect ﬁt with it.
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Figure 4.16: Several power laws in the form NuT ∝ αRaβT .
4.2.3 Dependence on Rρ
It remains still an open question how the thermal convection is aﬀected by the
counteracting stable concentration stratiﬁcation. The ﬁgures 4.19-4.20 show the
dependencies of NuT on Rρ for various values of Ra∗. There are again two distinct
σ regions, σ ≥ 1 and σ < 1. The dependence of the thermal Nusselt number on σ = 1
is depicted in ﬁgures 4.19-4.20. For the low Prandtl number regime this dependence
decreases and especially for Rρ ≤ 2 the ﬂuxes are nearly constant. It seems that a
small Lewis number τ < 10−2 has an inﬂuence on the thermal ﬂuxes. Figure 4.19
shows that even for σ = 1 the thermal Nusselt number does not change signiﬁcantly
for Rρ < 5. But this is just a suggestion based on 12 simulations and therefore by
no means proven.
4.3 Comparison of compressible and incompressible sim-
ulations
Numerical simulations of compressible ﬂuids lead to restrictions in time stepping
(due to the need to resolve sound waves). Hence, the simulations performed with
the explicit solver take up to 100 times2 longer for the same resolution compared
to the incompressible solver. For instance a comparable simulation with a vertical
extent of  = 0.1 and a resolution of 400 × 400 needs 32 processors and 3 − 4 days
2This depends mainly on the ﬂuid velocity of the incompressible ﬂow.
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Figure 4.17: NuT − 1 as function of Ra∗ for σ = 10−1 and τ = 10−2. Simulation
with diﬀerent Rρ where tested against theoretical convection power laws. The power





















Figure 4.18: NuT − 1 as function of Ra∗ for σ = 1.0 and τ = 10−2. Simulation with
diﬀerent Rρ where tested against theoretical convection power laws. The power laws
ﬁt better for small values of Rρ, but fail in case of small Ra∗.
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Figure 4.19: Thermal Nusselt number as function of Rρ for σ = 1.0 and τ = 10
−1



















Figure 4.20: NuT as function of Rρ for σ = 10
−1 and τ = 10−2. An inﬂuence can
be observed for the high Rρ regime.
for Rρ > 1.5. Therefore, only a few tests with the explicit solver have been done.
In principle two cases have to be distinguished, high boxes with  = 1.0 and small
boxes with  = 0.1, since the ﬂuid velocities diﬀer signiﬁcantly in these two cases.
The height H of a compressible simulation box is deﬁned by its pressure diﬀerence,







 = H/Hp (4.3.2)
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The height in the Boussinesq case, HBA, is chosen arbitrarily, but ﬁxed. It cannot
be compared with the height in the compressible case H. Hence, they have diﬀerent
denominations. It is assumed that for  = 0.1 the vertical diﬀerences of thermo-
dynamic quantities are comparable to those of incompressible ﬂuids. This leads to
typical variations of ∆Θ = 2%− 5% or ∇Θ = 0.05− 0.2. While the pressure diﬀer-
ence is determined by , the temperature stratiﬁcation can be adjusted with help of
the super-adiabatic gradient ∇Θ that is set initially. The incompressible simulations
are all set up with ∆T = 5%. The choice of the vertical temperature diﬀerence is
arbitrary, but ∆T = 5% have also been used with in other codes, eg. MITgcm code
[34]. The value for ∇Θ seems to be very high, but otherwise the convection would
not be eﬃcient enough on short time scales for Rρ > 2. The scalar ﬁeld for concen-
tration is the salinity S in the incompressible case and the mean molecular weight µ
in the case of an ideal gas. The mean molecular weight can easily be expressed as a
function of helium content (for idealised thermodynamics).
4.3.1 'Small box' simulation:  = 0.1
The comparison of both solvers has been done with slightly diﬀerent parameter
values (compared to the Nusselt number study). In principle, the ﬁxed potential
temperature contrast of the incompressible simulations changed here from ∆Θ = 0.05
to ∆Θ = 0.019. The real temperature gradient can directly be compared with the
potential temperature Θ as long as the adiabatic temperature gradient is ﬁxed to
∇ad = 0.4.
Simulations with the following values have been compared directly. The results are
shown in table 4.3.
Quantity compressible incompressible
temp. diﬀ. ∇Θ=0.2 ∆Θ = 0.019
height  = 0.1 HBA = 1.0
resol. 400× 400 400× 400
asp. ratio 2 : 1 2 : 1
Table 4.2: Parameter set used for the comparison simulations with  = 0.1.
The diﬀerences in the simulations done in Boussinesq approximation and explicit
approach are due to stabilising eﬀects of high Prandtl- and Lewis number as well as
low Rayleigh number. Especially, RaT has a strong inﬂuence on the conductive ﬂux.
This inﬂuence is shown in ﬁgure 4.21 and 4.22. For small values of RaT (not Ra∗) the
thermal diﬀusion coeﬃcient is larger. Hence, the conductive ﬂux Fcond transports
more energy (cf. ﬁgure 4.21). The convective energy transport in simulations with
higher values for RaT and lower values for σ and τ dominates the mixing processes.
Therefore, Fconv  Fcond, which is shown in ﬁgure 4.22.
73
4.3. COMPARISON OF COMPRESSIBLE AND INCOMPRESSIBLE
SIMULATIONS
compressible ﬂuid with  = 0.1
σ τ Rρ Ra∗ (NuS)BA (NuT )BA (NuS)ex (NuT )ex Check
10−1 10−2 2.0 1.6× 105 60 8 55 7 X
10−1 10−2 1.2 1.6× 105 110 12 110 11 X
10−1 10−2 2.0 1.6× 106 150 12 130 10 X
10−1 10−2 1.2 1.6× 106 200 16 200 14 X
1.0 10−1 2.0 1.6× 105 3.5 2 11 1.5 Ö
1.0 10−1 1.2 1.6× 105 45 15 17 5 ~
1.0 10−1 2.0 1.6× 106 4 3.5 26 10 Ö
1.0 10−1 1.2 1.6× 106 33 11 26 10 X
Table 4.3: Nusselt numbers for the compressible and the incompressible simulation















Figure 4.21: Simulation with RaT = 1.6×
105, Rρ = 2.0, σ = 1.0, τ = 10
−1 and
 = 0.1. The conductive ﬂux Fcond is very















Figure 4.22: Simulation with RaT = 1.6×
105, Rρ = 1.2, σ = 10
−1, τ = 10−2 and
 = 0.1. The conductive ﬂux Fcond is sig-
niﬁcantly lower compared to the adjoin-
ing simulation. The convective ﬂux Fconv
transports most of the energy.
4.3.2 'Big box' simulation:  = 1.0
Simulations done with  = 1.0 behave quite similarly to these done with  = 0.1.
Even the ﬂuxes of both regimes are comparable (see ﬁgure 4.23 and 4.24). This leads
to the conclusion that double-diﬀusive convection simulations can be done in boxes
with 0.1 ≤  ≤ 1.0 for comparison reasons with the Boussinesq approximation. The
mixing processes do not signiﬁcantly diﬀer as long as the Rayleigh number is high
enough, RaT > 5.0× 105. Diﬀerences due to compressibility could not be observed.
The velocities are too small to see these eﬀects in this setup.
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Quantity compressible incompressible
temp. diﬀ. ∇Θ=0.2 ∆Θ = 0.019
height  = 1.0 HBA = 1.0
resol. 400× 400 400× 400
asp. ratio 2 : 1 2 : 1
Table 4.4: Parameter set used for the comparison simulations with  = 1.0.
compressible ﬂuid with  = 1.0
σ τ Rρ Ra∗ (NuS)BA (NuT )BA (NuS)ex (NuT )ex Check
10−1 10−2 2.0 1.6× 105 60 8 130 20 ~
10−1 10−2 1.2 1.6× 105 110 12 120 12 X
10−1 10−2 2.0 1.6× 106 150 12 140 12 X
10−1 10−2 1.2 1.6× 106 200 16 160 18 X
1.0 10−1 2.0 1.6× 105 3.5 2 14 5 Ö
1.0 10−1 1.2 1.6× 105 45 15 24 8 ~
1.0 10−1 2.0 1.6× 106 7 4.5 25 10 ~
1.0 10−1 1.2 1.6× 106 33 11 30 9 X
Table 4.5: Nusselt numbers for the compressible and the incompressible simulation
in the big box
4.3.3 The low Mach number limit of the compressible solver
An asymptotic analysis ansatz in power of the Mach number Ma explains why the
low Mach number limit fails for discretised compressible Euler equations. It was
proven by Guillard et al [19] that the solution of the discrete system contains pressure
ﬂuctuations in the order of O(Ma). The pressure of the continuous equations scales
with O(Ma2). This explains why the numerical solution fails for subsonic ﬂows
(Ma < 0.1). Consequently on a ﬁxed mesh the pressure scaling can not be recovered
correctly for low Mach number ﬂows. This behavior can be well observed in 'small
box' simulations where the ﬂuid velocities are in the order of Ma = 10−2 − 10−3.
High values of the stability parameter Rρ > 1.5, the Prandtl- and Lewis number
σ > 10−1, τ > 10−2 lead typically to slower ﬂows. Therefore a comparison with the
Boussinesq approximation should not be valid any more in this parameter space.
Four simulations with height of  = 0.1 have been performed. Typical values for
the speed of sound are vc = 9300cm/s. Table 4.6 depicts the corresponding Mach
number for each simulation. It is astonishing that even though the Mach numbers
Rρ τ Ma
1.2 10−2 3.2× 10−3
1.2 10−1 1.9× 10−3
2.0 10−2 1.6× 10−3
2.0 10−1 3.2× 10−4
Table 4.6: Low mach number simulations
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Figure 4.23: Simulation with RaT = 1.6×
105, Rρ = 2.0, σ = 1.0, τ = 10
−1 and
 = 1.0. The conductive ﬂux Fcond is very















Figure 4.24: Simulation with RaT = 1.6×
105, Rρ = 1.2, σ = 10
−1, τ = 10−2 and
 = 1.0. The conductive ﬂux Fcond is sig-
niﬁcantly lower compared to the adjoin-
ing simulation. The convective ﬂux Fconv
transports most of the energy.
are very small, the results are comparable with the Boussinesq approximation as long
as σ < 1 and τ < 10−1. Boxes with H = HP and RaT < 5.0 × 105 are sometimes
aﬀected by this phenomenon. In these cases the ﬂux ratio of Fconv and Fcond decides
about the validity of the resulting Nusselt numbers. The author highly recommends
to choose a native low Mach number solver or the Boussinesq approximation in this
parameter space, although some results ﬁt perfectly. Problems with explicit solvers
will and do occur in the low Mach number limit. Hence the results are inaccurate.
4.4 Extension to the stellar parameter space
In this section a formalism is presented, which allows to estimate the number of semi-
convection layers, the super-adiabatic gradient and the ﬂuxes in a semi-convective
zone without knowing the exact convective behavior of such a region. An estimate
based on numerical results leads to functions of the form: (∇ − ∇ad)(), Ra∗(),
Flux(), where  = H/Hp. It is very important to know these relations, because
the eﬃciency of semi-convective mixing in terms of the super-adiabatic gradient is
still not very well known. The semi-convective zone in a stellar model is suﬃciently
limited in extent and consequences the assumptions that the overall structure of
the star does not depend much on the way semiconvection are calculated. But the
additional diﬀusion of helium by semiconvective mixing can be important for later
evolutionary stages. During the semi-convective phase itself the thermal structure
of the star is not aﬀected much. The consequence of this is that in contrast with
laboratory and geophysical situations, in a simple stellar model the molecular heat
ﬂux Fcond can be considered as known in the semiconvective zone to be studied,
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rather than the temperature gradient ∇. Since the radiative contribution Frad to the
heat ﬂux is known to good approximation from the thermal structure of the star, the
convective heat ﬂux Fconv = Fcond−Frad transported by semi-convection is then also
known. What is not yet known is the eﬃciency of convection: i.e. how close to the
adiabatic gradient ∇ad the mean thermal gradient ∇ will turn out to be as a result of
semiconvective transport. The ratio fBA of the convective to the radiative heat ﬂux
in the Boussinesq approximation is to be identiﬁed with the ratio fS = F Sconv/F
S
sa
of the convective to the super adiabatic radiative gradient in the star. In the limit
Hp →∞, both ratios can be identiﬁed,
fBA(Ra∗) = fS(Ra∗,  ↓ 0) (4.4.1)
Suppose that the dependence of the thermal ﬂux (eg. as NuT ) on Ra∗ is known from
an approximate model or from numerical simulations. In the approximate model of
Spruit [44] an asymptotic dependence NuT − 1 = fBA was estimated for large Ra∗
as,
(NuT ) = f
BA ≈ 0.5 Ra1/4∗ (4.4.2)
Since conditions at low Ra∗ will also be relevant here, we modify the estimate in
terms of the 'diﬀusion correction' as
(NuT )
BA − 1 = fBA ≈ 0.5 Ra1/4∗ (4.4.3)
(so that the convective heat ﬂux vanishes for Ra∗ ↓ 0). This is only an estimate based
on the numerical results presented later on, but suﬃces for the estimate below. In






In terms of astrophysical quantities, Ra∗ can be rewritten as
















is a function of the double diﬀusive layer thickness H and the local thermodynamic




∗ = (∇rad −∇ad) R
Ra∗
− 1. (4.4.7)
This deﬁnes a relation between R and Ra∗, or equivalently between Ra∗ and the
semiconvective layer thickness H. We are now in the position to estimate the range
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of parameter values for semiconvection in a star. Further, we can derive which part
of this range can be covered directly by numerical simulations.
Example
A typical semi-convection zone3 of a massive star (M ≈ 15M) around main se-
quence turnoﬀ is depicted in ﬁgure 4.25. The realistic stability parameter is typically
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Figure 4.25: Semi-convection zone of a 15 star.
semi-convective zone depicted in ﬁgure 4.25 are, g ≈ 106cm/s2, κT ≈ 3× 108cm2/s,
Hp ≈ 2× 1010cm, ∇ad ≈ 0.4 and ∇rad −∇ad ≈ 0.02 Using latter values lead to,
R ≈ 10204 (4.4.8)
Now it is possible to derive the functions ∇Θ(), Ra∗() and fs(). Unfortunately, all
of them are implicit functions, but they can easily solved with eg. Mathematica©.
We are using (4.4.7) and the values for ∇rad−∇ad and R to derive the following im-
plicit functions: The super adiabatic gradient as function of the layer thickness,∇Θ()
is the solution of,
1
2
(10204∇Θ)1/4 = 0.02∇Θ − 1 (4.4.9)









3Data provided by Achim Weiss, Max Planck Institute for Astrophysics, Garching, Germany
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The ﬂux fs() has two forms. The ﬁrst one (fscorr) is the diﬀusion corrected version















)1/4 = fs (4.4.12)










Assuming that the critical Rayleigh number is about Racrit ≈ 104 leads to the
conclusion that semi-convection is eﬃcient as long as
Ra∗ > 10−3 (4.4.14)
 > 5× 10−6 (4.4.15)
Below  ≈ 4× 10−5 however, (log(fs) ≈ 0 in ﬁgure 4.26) the ﬂow becomes ineﬃcient
at transporting heat and the gradient ∇ approaches the radiative gradient ∇rad.
Figure 4.27 depicts the parameter space of Ra∗,as function of the semi-convection
layer height. The values of Ra∗ numerically reachable are of the same order of
magnitude as the stellar relevant values. Because of that the performed simulations
are also relevant for astrophysical problems.
Conclusion 1
Equipped with the latter estimates it is possible to derive the maximum number of
layers in this semi-convective zone, which still guarantees eﬃcient semi-convective
mixing. Using  = 4 × 10−5 (Ra∗ = 10−3) as reference, a maximal number of
25000/HP layers is needed such that semi-convection is still eﬃcient. If the zone
would have more layers, the semi-convective mixing process would not be able to mix
matter eﬃciently. Hence, conductive or radiative mixing processes would dominate.
This particular zone (cf. ﬁgure 4.25) with height H = 1010cm has consequently at
most 12500 layers with an average height of δ = 4 × 105cm. Numerical results can
cover layers with an extent in the range of 4×10−4 <  < 5×10−3, which corresponds
to heights between 4× 106cm < δ < 5× 107cm. These simulations do not cover the
stellar parameter space for σ and τ .
Conclusion 2
Assuming a 'stellar' Prandtl number of σ ≈ 10−7 the modiﬁed Rayleigh number, at
which semi-convection is important, becomes Ra∗ = 100 − 104. Since the Nusselt
number for theses values of Ra∗ is in the range of 1 ≤ NuT ≤ 3 the convective contri-
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Figure 4.27: Ra∗ as function of .
bution to the mixing process is very low and consequently the layers are temporarily
very stable. This assumption is valid as long as the mean ﬂow is zero and no other
mixing processes occur.
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Figure 4.28: ∇Θ( ∧= ∇−∇ad) as function of .
Conclusion 3
The eﬀective diﬀusion coeﬃcients can now be calculated via (2.5.24) and (2.5.26).
We assume a thermal Nusselt number in the order of NuT ≈ 300, which is an upper
limit if we take Ra∗ = 1012. This is only an estimate and can vary. Further more we
use the Lewis number τ = κHe/κT ≈ 10−9, the relation (4.2.1) and a realistic value
for the thermal diﬀusion coeﬃcient κT ≈ 108cm2/s.
(κT )eff = κT ·NuT = 108 ·NuT = 3× 1010cm2/s
(κHe)eff = κHe ·NuS = κHeNuT τ−1/2 = 10−1NuT 109/2 ≈ 107cm2/s
Since the semiconvective layer has a height of H = 2×1010cm the diﬀusive timescale




= 4× 1014s = 10Myr
This is an upper limit and increases rapidly for smaller values of Ra∗. Compared to
the life time of a high mass star of our interest which is in the order of 10Myr, the
semi-convective helium transport is ineﬃcient. In consequence the helium transport
due to semi-convective mixing does not inﬂuence the stellar evolution much.
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helium mass fraction / temperature
Figure 4.29: New view on semi-convection zones for the low thermal Nusselt num-
ber regime. Steep local gradients in the helium mass fraction and nearly linear
temperature stratiﬁcation. This assumption is based on a low thermal Nusselt
number (NuT ≈ 1), about 10000 layers and the very high saline Nusselt number
(NuS ≈ 104).
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4.5 Salt-ﬁnger simulations
Beside semi-convection there are several other double-diﬀusive convection instabil-
ities. One of the most important of them is the salt-ﬁnger instability which can
evolve if an unstable salt stratiﬁcation is stabilised by a temperature gradient. Com-
pare ﬁgure 1.4. Similar to the semi-convection instability, the salt-ﬁnger regime is
split into a stable and an unstable regime, where only the stable salt-ﬁngers are of
importance. The gradients have to fulﬁll the following inequalities,
∇Θ < 0 (4.5.1)
∇µ < 0 (4.5.2)
∇µ < ∇Θ (4.5.3)
Salt-ﬁngers can be observed in oceans, where cold freshwater is layered under warmer
salty water eg. in a river mouth. A very nice indoor experiment (cf. ﬁgure 4) with
warm water and ink was done by M. Cantiello [4]. Numerical experiments have been
performed by Thomas Zweigle [priv. comm.], who performed and analysed 2D and
3D simulations. While the stability parameter for semi-convection is deﬁned as the
ratio of the saline Rayleigh number to the thermal Rayleigh number, this deﬁnition
is inverted for salt ﬁnger experiments, Rρ = RaT /RaS . This leads to a comparable
parameter for both, semi-convection and salt-ﬁngers. A salt-ﬁnger simulation with
Rρ = 1.11, σ = 1.0, τ = 0.01, Ra∗ = 5.0 × 104 and a resolution of 300 × 300 has
been done. The depicted quantity in the ﬁgures 4.30 is salinity, the white contour
lines are temperature iso-surfaces. In the ﬁgured case the evolution is measured in
multiples of the thermal diﬀusion time scale τT . So
4.6 Double layer simulations
A critic could say that single layer simulations are inﬂuenced by boundary conditions.
While this is true it can be shown nevertheless that multi-layer simulations behave
quite similarly to single-layer simulations. Since semi-convective zones tend to de-
velop multi layer structures, numerical simulations have to pass the test of stabilising
these separated convective zones. The ﬁrst extension of a single layer experiment is
the double-layer. 'Free' diﬀusive layers can be observed in triple-layer simulations.
They are presented in the next section. It will be shown that two separated layers
do not mix by advection as long as the Rayleigh number is small enough and the
gradients fulﬁlls 1.3.6. Usually the high thermal diﬀusion coeﬃcient mixes the layers
within the thermal diﬀusion time scale, which can be observed in the coﬀee cup too.
The following time series (ﬁgure 4.31) shows such a stable situation. The parameters
represent a water simulation: σ = 6.8, τ = 10−2, Rρ = 1.113, Ra∗ = 5.8 × 105,
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Figure 4.30: Salt-ﬁnger simulation: The depicted variables is the salinity. The white
lines represent temperature isolines. The so called 'ﬁrst generation ﬁngers' form
between t = 0 and t = 0.08. From t = 0.08 to t = 0.112 the ﬂuid gets rapidly mixed
by advection. From now on a diﬀusive regime starts and the 'second generation
ﬁngers' begin to form, which are temporarily very stable structures.
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Res = 500× 500. The left ﬂuid column depicts salinity, the right one temperature.
The diﬀerences in the widths of both plumes goes with the square root of the Lewis
number. This explains, why the saline plume is about 10 times smaller than the
thermal plume. The ﬁgures 4.32-4.33 show the same numerical experiment, but in
Double layer simulation: Temporal evolution
Parameters: σ = 6.8, τ = 10−2, Rρ = 1.113, Ra∗ = 5.8× 105, Res = 500× 500
Figure 4.31: Stable double layer simulation from t=0.001 to t=0.4. left: salinity,
right: temperature
a lower resolution (200× 200). The outcome of diﬀerent values for τ and Rρ is pre-
sented in salinity and temperature. The simulation time is t = 0.001 to t = 0.08,
where t = 1
∧
= 1τT (single layer diﬀusion time scale).
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Reference: σ = 6.8, τ = 10−2, Rρ = 1.113, Ra∗ = 5.8× 105, Res = 200× 200
Case 1: σ = 6.8, τ = 10−1, Rρ = 1.113, Ra∗ = 5.8× 105, Res = 200× 200
Case 2: σ = 6.8, τ = 10−2, Rρ = 0.5, Ra∗ = 5.8× 105, Res = 200× 200
Figure 4.32: Salinity of a double layer experiment for diﬀerent values of τ and Rρ.
The plumes in case 1 are broadened due to the higher saline diﬀusion coeﬃcient.
Decreasing the stability parameter leads to an unstable, fully convective regime.
Time: t = 0.001 to t = 0.08
4.7 Triple layer simulations
The logical extension of the double-layer experiment is the triple (or multi-layer)
simulation. This is the ﬁrst situation, where the diﬀusive boundaries are 'free'.
Hence the model must pass a test, where the diﬀusive boundaries are not connected
to the numerical domain. A triple layer simulations fulﬁlls the disconnection clause
and this is presented here. The computational cost of such a simulation is very high.
Typical resolutions are 1000×1000 points, to resolve numerically each layer correctly.
Multi-layer simulations are much more susceptible to changes in the parameter space
than single layer experiments. But they reproduce the realistic behavior of a 'free'
layer. First tests showed that the Rayleigh number has to be chosen carefully. Since
RaT goes with the fourth power of the height, this fact has to be taken into account.
Good results could be achieved with small Rayleigh numbers (≈ RaT = 105 / layer),
but due to the third power in height, this value increases rapidly.
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Reference: σ = 6.8, τ = 10−2, Rρ = 1.113, Ra∗ = 5.8× 105, Res = 200× 200
Case 1: σ = 6.8, τ = 10−1, Rρ = 1.113, Ra∗ = 5.8× 105, Res = 200× 200
Case 2: σ = 6.8, τ = 10−2, Rρ = 0.5, Ra∗ = 5.8× 105, Res = 200× 200
Figure 4.33: Temperature ﬁeld of a double layer experiment for diﬀerent values of τ
and Rρ. The plumes in case 1 have the exact same width of the reference solution.
They are not aﬀected by the Lewis number. Decreasing the stability parameter leads
to an unstable, fully convective regime. Time: t = 0.001 to t = 0.08
Parameter space for each single layer: HBA = 1, σ = 10
−1, τ = 10−2, Rρ = 1.15,
RaT = 6.17× 104, Ra∗ = 6.17× 105, Res = 300× 600
Parameter space for the whole stack: HBA = 3, σ = 10
−1, τ = 10−2, Rρ = 1.15,
RaT = 5× 107, Ra∗ = 5× 105, Res = 900× 600





the triple layer simulations have new values for (∆T )triple = 3 × ∆T and Htriple =
3 × HBA. Hence, the Rayleigh number for the triple layer simulations is 81 times






4.8. SCALING TEST WITH INTERACTING BUBBLES
Resolution CPUs (splitting x:y) Output time
622 1 < 1min
1252 6 (3:2) < 2 min
2502 6 (3:2) 5 min
5002 6 (3:2) 57 min
10002 6 (3:2) 1080 min
Table 4.7: Scaling for of diﬀerent resolutions for the bubble simulations in Boussinesq
approximation.
4.8 Scaling test with interacting bubbles
The interacting bubble experiment is based on two bubbles with diﬀerent buoyancy
behavior. A small high concentration bubble is falling and interacts with a big low
concentration and therefore rising bubble. Five experiments have been performed,
where the resolution increases by a factor of two in each spatial direction. A scaling
test has been done mainly to test the performance of the Poisson solver. The bubbles
are not perfect circles at low resolutions, because the numerical approximation fails
here. This leads to slightly diﬀerent solutions. However, the numerical convergence
is good to see.
The generic standard parameter set is chosen, which takes the form: σ = 10−1,
τ = 10−2, Ra∗ = 1.6× 105, aspect ratio 1 : 1
Resolution: 622 1282 2502 5002 10002
The Schur complement - FISHPACK© solver works satisfactory. Direct solvers like
the Gauss elimination method would need4
n3
3
+ n2 − n
3
(4.8.1)
operations, where Ax = b and dim(A) = n × n. This is somewhat a worst case
scenario. No solver should scale like this. Our method scales (in the 2D case) with
O(n)−O(n2). (4.8.2)
as estimated based on the log-log plot in ﬁgure 4.35.
4cf. Meister [32] p43
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Figure 4.34: Multi layer simulation. Time: t = 0.001 to t = 0.56
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Figure 4.35: Scaling test: Computational time as function of the resolution
Figure 4.36: Comparison of diﬀerent resolutions columns for the interacting bubble
simulation in Boussinesq approximation. t = 0 to t = 0.02 in 5 steps
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4.9 Previous work
In this section I want to focus on ﬁve authors, who have published results based on
theoretical work and numerical simulations of double-diﬀusive convection.
In 1976 Huppert and Moore [23] published the ﬁrst comprehensive work about
double-diﬀusive convection. All basic relations between the ﬂuxes, Rayleigh num-
bers, Prandtl and Lewis number were studied. This work is an advanced introduction
into the theory of double-diﬀusive convection and is therefore highly recommended
by the presented author.
A pioneer in 2D numerical simulations is W. Merryﬁeld, who published in 1995 the
'Hydrodynamics of Semiconvection' [33]. The numerical treatment of the equations
has been done by an anelastic approximation. The parameter space was taken from
a 1D model of a 30M star that completed on-half of the main sequence evolution.
Step-like layering in the helium concentration could not be observed. Unfortunately,
no ﬂux information was published which makes comparisons quite diﬃcult. Even
double-layer experiments have been performed but the only stable simulation was
convectively stable due to the sub-critical Rayleigh number. The single layer simula-
tions could be reproduced in the presented paper in a diﬀerent setup. The simulations
could not be redone with his physical setup, due to a diﬀerent ansatz in the time
integration. These simulations behaved like the 'small box' cases, but increasing the
box size or the Rayleigh number lead to similar results. The explicit WENO-solver
failed in the parameter space of Merryﬁeld, which leads to the assumption that real-
istic simulations can only be done with (semi)-implicit solvers. The Mach numbers
were too small in our simulations, which covered Merryﬁeld's vertical extent. Here
we used the small box approach as comparison, otherwise the pressure scale height
would be too high.
In the year 2001 K. Kötter published a thesis with the German title 'Instabilität durch
doppel-diﬀusive Konvektion: Strukturbildung in Experiment und Simulation'5. The
aim of his work was the comparison of experimental double-diﬀusive structures and
numerical simulations. His results were not be intended to be reproduced with
ANTARES, because he focused on salt-ﬁnger simulations.
In the same year (2001) J. Biello published his thesis with the title 'Layer formation in
semiconvection' (see [3]). Biello's work covers a wide parameter space and produced
remarkable simulations. His results could be reproduced.
In 2007 G. Bascoul covered saltﬁngering and semi-convection in one work with the
title 'Double-diﬀusive convection in stars'6. Several high resolution simulations have




4.10. CONCLUSION AND DISCUSSION
were solved with a 'tailored' pseudo-spectral code. I would like to give a special
mention to this work, because G. Bascoul gives a very good overview about double-
diﬀusive convection and their simulation. The interested reader is invited to ask the
author for a copy of this thesis, which is unfortunately not available otherwise. The
results of G. Bascoul could be reproduced.
4.10 Conclusion and discussion
Double diﬀusive convection in terms of stable semi-convection was analysed. A wide
parameter space in the Prandtl number, Lewis number, a modiﬁed Rayleigh number
and a stability parameter was covered by numerical simulations in 2D. Existing power
laws, which correlate the Rayleigh number and the thermal ﬂux, suggest to be an
upper limit as long as the Rayleigh number is big enough. The low Rayleigh number
regime needs a correction due to thermal diﬀusion. It could be shown that even
in the near sub-critical regime a modiﬁed power law ﬁts perfectly the simulation
results. This leads to the assumption that these modiﬁed power law can be used to
extrapolate into a stellar parameter space. Implicit functions, based on theoretical
considerations were derived, which enable to estimate the semi-convective mixing
rate in terms of ∇Θ. These functions are independent from previous stellar evolution
models and can be used for arbitrary stars with semi-convective mixing zones.
Semi-convection layers in stars of our interest are temporarily very stable as long as
the mean ﬂow is zero. This stability assumption is based on a theoretical estimate and
its numerical validations. An upper limit for the thermal Nusselt number NuT < 300
could be shown. Furthermore, it could be shown that the helium transport due to
semi-convective mixing is so ineﬃcient that is does not inﬂuence the stellar evolution
much, because the mixing time scales are at least in the same order of magnitude as
the life time of the star. Hence other mixing processes need to be taken into account.
The base of all these considerations is a parameter study. The numerical experiments
are based on a compressible explicit solver and an incompressible semi-implicit solver.
The compressible set of equations, which describe a binary mixture, is solved along
characteristics with a weighted essentially non-oscillatory scheme in 5th order. This
high resolution method ensures shock capturing and hence strong numerical stability.
The incompressible equations are solved on a special staggered grid. The combination
of the WENO scheme with this staggered grid ensures a numerically very stable
behavior. Both numerical solvers are parallelised with MPI© and OpenMP©, which
allows calculations on high performance supercomputers.
The comparison between both numerical approaches successful as long as the Mach
numbers are high enough, Ma > 0.01. Compressible simulations below this limit
tend to fail in their validity. Equivalent results could only be reproduced for special
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cases. The solver in Boussinesq approximation is much more eﬃcient than any other
explicit scheme in this parameter space. Therefore, it is preferred for incompressible
low Mach number simulations.
A possible point of criticism lies in the dimension of the simulations. Of course,
3D simulations are more realistic, but due to the enormous computational cost, a
parameter study is not feasible yet. However, 3D simulations are planned.
93
Appendix A
Gradients in the astrophysical
context
A.1 Real temperature gradient: ∇
The actual (logarithmic) temperature gradient takes the form,











and represents the temperature change in an astrophysical context.
A.2 Adiabatic gradient: ∇ad
The adiabatic temperature gradient is deﬁned as,
∇ad = Γ2 − 1
Γ2





and represents temperature stratiﬁcation for a ﬂuid in thermal equilibrium. Here, the
values of Γ2 are set for an monoatomic ideal gas. An ideal gas with low temperature
(and neglect-able radiative pressure) has an adiabatic gradient of,
∇ad = 5/3− 1
5/3
= 0.4 (A.2.2)
It is easy to see that the adiabatic lapse rate can be converted into the adiabatic










APPENDIX A. GRADIENTS IN THE ASTROPHYSICAL CONTEXT
Using the identities,










































The superadiabatic gradient is the deﬁned as ∇sa(= ∇Θ) := ∇ − ∇ad. The
Schwarzschild criterion for convection takes the form,
∇ad < ∇ < ∇rad (A.2.9)
and predicts if a layer is unstable to convection (∇sa > 0) or stable to convection
(∇sa < 0).
A.3 Mean molecular weight gradient: ∇µ
The mean molecular weight gradient is deﬁned as follows (see [24]),






where µ = (2X + 34Y +
1
2Z)
−1 is the mean molecular weight and X, Y , Z are the
mass fractions of hydrogen, helium, and other elements.
A.4 Radiative gradient: ∇rad
'The radiative gradient is deﬁned as the thermal gradient which would be necessary
to carry the total heat ﬂux (convective ﬂux and radiative ﬂux) by radiation only and
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B.1 Derivation of the diﬀusive boundary layer thickness
In the context of the ﬂuid column height and other quantities, the thermal boundary
layer thickness δT is an unknown parameter. With the help of the mixing length the-
ory (MLT) a correlation between the Rayleigh number and the diﬀusion coeﬃcients
can be obtained. A balance between advection by the interior ﬂow and the diﬀusion
across the separating interface can be used to estimate the boundary layer thickness.
Hence the diﬀusive boundary layer thickness is diﬀerent for the temperature and the




κT · τc (B.1.1)
To calculate δT the diﬀusion coeﬃcient κT and the convective time scale τc has to
be determined. For our purpose we use the MLT, which is commonly used in stellar













and δTH := − ∂lnρ∂lnT . '∇e describes the variation of temperature T in the element
during its motion, where the position of the element is measured by the pressure P .
In this sense ∇e and ∇ad are similar.'1 The modiﬁed Rayleigh number Ra∗ gives us
1[24] p39
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the thermal diﬀusion coeﬃcient κT ,






where f(β) is a function due to radiative pressure correction and β = PradP . Hence,




















































The Helium boundary layer thickness δHe follows the deﬁnition of the Lewis number
τ = κcκT . In this case κc = κHe. The incompressible (saline) case uses κc = κS
δHe =
√







The Helium boundary thickness scales with the thermal boundary layer thickness
and the square root of the Lewis number.
Example with σ = 1.0 and τ = 10−1
To perform direct numerical simulations the smallest structures have to be resolved.
These structures are the diﬀusive helium boundaries. If we want to resolve a 5% thick
thermal layer (20 points) out of 400 points which is δTH =
20
400 , a Rayleigh number of
Ra∗ = 204 = 160000 has to be chosen. Hence, δHe =
√
τ ·δT ≈ 13 ·δT ≈ 6 points out of
400. Using a smaller Lewis number leads to a much smaller Helium boundary layer:
τ = 10−2 → δHe = 2 points out of 400, which is smaller than a numerical stencil,
and therefore not resolvable, even with 400 points in each direction. Fortunately, a
series of simulations showed that a resolution of 400 vertical points suﬃces to resolve
a boundary layer for a Lewis number of τ = 10−2.
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APPENDIX B. USEFUL DERIVATIONS
B.2 Damping p-modes
This section follows the thesis of Regner [47].
Initially, simulations of compressible ﬂuid are usually not exactly in vertical pressure
balance, which leads to unwanted oscillations. These oscillations could lead to extra
mixing and therefore they have to be eliminated. The surplus of energy will go
into excitation of so called p-modes, which can easily be observed in the vertical
momentum or velocity ﬁeld. These oscillations are typically very stable and do not
dissipate or the dissipation takes very long compared to the entire simulation time.
Motivation







up−mode = (up−mode)0e−t/tdamping (B.2.2)
where up−mode =
〈ρvvert〉
〈ρ〉 is the velocity of the p-mode and 〈...〉 is the horizontal
average. The solution implies that the velocity is damped exponentially with time
tdamping.
Eﬃcient damping













The damping time tdamping can be chosen arbitrarily, but should be short enough
that damping is eﬃcient and long enough that the system can adjust to the artiﬁcial
dissipation. It can be shown that the damping time should be next to the p-mode
period, which leads to,
tdamping ≈ 1.3 τp−mode (B.2.4)
where τp−mode is the period of the p-mode. Typical values for our simulations are
τp−mode = 2−3 scrt, where scrt is the sound crossing time through the box. Usually
the p-mode disappears if convection sets in. Damping is stopped once the amplitude
of the p-mode is 1% of the original one. The p-mode period τp−mode can be deter-
mined by analysing the integrated vertical velocity or momentum ﬁeld. An FFT on
this quantity leads to the dominant frequency.
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List of symbols
List of greek symbols
All physical quantities underlie the 'cgs' convention, which means that centimeter,
gram and second are the metric system of the physical units.
symbol quantity explanation
αS saline expansion coeﬃcient ideal gas αS = 1/S
αT thermal expansion coeﬃcient ideal gas αT = 1/T
δ boundary layer thickness
∆T vertical temperature diﬀerence
η dynamic viscosity




κT thermal diﬀusivity coeﬃcient
κS saline diﬀusivity coeﬃcient
κ unspeciﬁed diﬀusion coeﬃcient
∇ real temperature gradient ∇ = ∂lnT∂lnP
∇ad adiabatic temperature gradient
∇µ mean molecular gradient







τ Lewis number τ ≡ Le
τdiff diﬀusion time scale
τc convective cell time scale
Θ potential temperature
σ Prandtl number σ ≡ Pr
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List of latin symbols
symbol quantity explanation
BA Boussinesq approximation
ci concentration of species i
cP speciﬁc heat capacity (const. P)







Fad adiabatic heat ﬂux
Ftot total (heat) ﬂux
gz gravitational acceleration
H height of the box
HP pressure scale height
HBA height of box in BA
Le Lewis number
Ma Mach number
NuS saline Nusselt number




Qnuc nuclear energy generation rate
Ra∗ modiﬁed Rayleigh number Ra∗ = σRaT
RaT thermal Rayleigh number
RaS saline Rayleigh number
(RaS)crit critical saline Rayleigh number






X hydrogen mass fraction
Y helium mass fraction










ξBA in Boussinesq approximation
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