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Abstract
We give an explicit representation for the transition law of a tem-
pered stable Ornstein-Uhlenbeck process and use it to develop a rejec-
tion sampling algorithm for exact simulation of increments from this
process. Our results apply to general classes of both univariate and
multivariate tempered stable distributions and contain a number of
previously studied results as special cases.
Keywords: Tempered stable distributions, Ornstein-Uhlenbeck pro-
cesses, rejection sampling, selfdecomposability
1 Introduction
Non-Gaussian processes of Ornstein-Uhlenbeck-type (henceforth OU-processes)
form a rich and flexible class of stochastic models. They are the continuous
time analogues of autoregressive AR(1) processes and are important in the
study of selfdecomposable distributions. Further, they are mean reverting,
which makes them useful for many applications. We are particularly moti-
vated by their applications to mathematical finance, where they have been
used to model stochastic volatility [3] [4], stochastic interest rates [24] [19],
and commodity prices [5] [12]. Here we focus on the class of TSOU-processes,
which are OU-processes with tempered stable limiting distributions. These
distributions are obtained by modifying the tails of infinite variance stable
distributions to make them lighter, which leads to models that are more
realistic for a variety of application areas. In particular, discussions of finan-
cial applications can be found in [18], [25], [14], and the references therein.
Some of the earliest tempered stable distributions were introduced in the
seminal paper Tweedie (1984) [32] and are called Tweedie distributions. A
general framework was developed in Rosiński (2007) [27]. This was further
∗Email address: mgrabcha@uncc.edu
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generalized, in several directions, in [28], [6], and [13]. A survey, along with
a historical overview and many references can be found in [14].
In this paper, we give an explicit representation for the transition law of a
TSOU-process and use it to develop a simulation method based on rejection
sampling. This method extends the rejection sampling technique for simu-
lating tempered stable Lévy processes, which was introduced in [16]. Similar
representations for the transition laws of TSOU-processes with Tweedie (and
closely related) limiting distributions are given in [34], [33], [21], [22], and
[7]. Most of these are special cases of our result.
The rest of this paper is organized as follows. In Section 2 we discuss
two distributions that will be useful for simulating TSOU-processes and in
Section 3 we recall the definition of the class of tempered stable distribu-
tions. Then, in Section 4 we formally introduce TSOU-processes, give ex-
plicit representations of their transition laws, and introduce our methodology
for simulation. In Section 5 we specialize our results to the important class
of p-tempered α-stable distributions. A small simulation study is given in
Section 6. Proofs are postponed to Section 7.
Before proceeding, we introduce some notation. Let Rd be the space of
d-dimensional column vectors of real numbers equipped with the usual inner
product 〈·, ·〉 and the usual norm | · |. Let Sd−1 = {x ∈ Rd : |x| = 1} denote
the unit sphere in Rd. Let B(Rd) and B(Sd−1) denote the Borel sets in
Rd and Sd−1, respectively. If a, b ∈ R, we write a ∨ b and a ∧ b to denote,
respectively, the maximum and the minimum of a and b. We write U(0, 1)
to denote the uniform distribution on [0, 1], we write δx to denote a point
mass at x, and we write 1A to denote the indicator function on set A. If µ
is a probability measure on Rd, we write X ∼ µ to denote that X is an Rd-
valued random variable with distribution µ. We write d= to denote equality
in distribution and w→ to denote weak convergence.
2 Auxiliary Distributions
In this section we briefly introduce two distributions, which will be important
for simulating increments from TSOU-processes. These are the modified log-
Laplace distribution and the generalized gamma distribution.
We begin with the modified log-Laplace distribution. Consider a distri-
bution with probability density function (pdf) given by
g(x;α, p, δ) = α(p− α) δ
α
αδp + p− α
(
xp−α−11[0<x≤δ] + x−1−α1[x>δ]
)
=
αδp
αδp + p− αδ
−(p−α)(p− α)xp−α−11[0<x≤δ]
+
p− α
αδp + p− ααδ
αx−1−α1[x>δ],
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where p > α > 0 and δ > 0 are parameters. We call this the modified
log-Laplace distribution and denote it by MLL(α, p, δ). This distribution is
a mixture of the beta distribution with pdf
(p− α)δ−(p−α)xp−α−1, 0 < x ≤ δ
and the Pareto distribution with pdf
αδαx−1−α, x > δ.
The mixing parameter is
h =
αδp
αδp + p− α.
Using this mixture representation, we can simulate from the distribution
as follows. If U1 and U2 are independent and identically distributed (iid)
random variables from U(0, 1), then
Y = U
1/(p−α)
1 δ1[U2<h] + U
−1/α
1 δ1[U2≥h] ∼ MLL(α, p, δ).
The reason that we call this the modified log-Laplace distribution is because
the log-Laplace distribution is also a mixture of a beta distribution and a
Pareto distribution, but with a different mixing parameter. The modified
log-Laplace distribution is a log-Laplace distribution only when δ = 1. For
more on the log-Laplace distribution see [23].
We now turn to the generalized gamma distribution. Recall that the pdf
of a gamma distribution is given by
θβ
Γ(β)
uβ−1e−θu, u > 0,
where β, θ > 0 are parameters. We denote this distribution by Ga(β, θ).
The generalized gamma distribution was introduced in [30]. It has a pdf of
the form
pθβ/p
Γ(β/p)
uβ−1e−θu
p
, u > 0,
where β, p, θ > 0 are parameters. We denote this distribution by GGa(β, p, θ).
It is readily checked that if X ∼ Ga(β/p, θ), then X1/p ∼ GGa(β, p, θ).
Thus, to simulate from a generalized gamma distribution it suffices to know
how to simulate from a gamma distribution. Approaches for doing this are
well-known, see e.g. [2] and the references therein.
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3 Tempered Stable Distributions
An infinitely divisible distribution µ on Rd is a probability measure with a
characteristic function of the form µˆ(z) = exp{Cµ(z)}, where, for z ∈ Rd,
Cµ(z) = −1
2
〈z,Az〉+ i〈b, z〉+
∫
Rd
(
ei〈z,x〉 − 1− i〈z, x〉h(x)
)
M(dx).
Here, A is a symmetric nonnegative-definite d× d-dimensional matrix called
the Gaussian part, b ∈ Rd is called the shift, and M is a Borel measure,
called the Lévy measure, which satisfies
M({0}) = 0 and
∫
Rd
(|x|2 ∧ 1)M(dx) <∞.
The function h : Rd 7→ R, which we call the h-function, can be any Borel
function satisfying∫
Rd
∣∣∣ei〈z,x〉 − 1− i〈z, x〉h(x)∣∣∣M(dx) <∞
for all z ∈ Rd. For a fixed h-function, A, M , and b uniquely determine the
distribution µ, and we write µ = IDd(A,M, b)h. The choice of h does not
affect A and M , but different choices of h require different values for b, see
Section 8 in [29].
Associated with every infinitely divisible distribution µ = IDd(A,M, b)h
is a stochastic process {Xt : t ≥ 0}, which is called a Lévy process. This
processes is stochastically continuous and has independent and stationary
increments. The characteristic function of Xt is (µˆ(z))t. It follows that,
for each t ≥ 0, Xt ∼ IDd(tA, tM, tb)h. For more on infinitely divisible
distributions and their associated Lévy processes see [29].
Selfdecomposable distributions are an important class of infinitely divis-
ible distributions. They correspond to the case, where the Lévy measure M
is of the form
M(B) =
∫
Sd−1
∫ ∞
0
1B(uξ)k(ξ, u)u
−1duσ(dξ), B ∈ B(Rd).
Here σ is a finite Borel measure on Sd−1 and k : Sd−1 × (0,∞) 7→ [0,∞) is a
Borel function, which, for each fixed ξ ∈ Sd−1, is nonincreasing in u. A more
intuitive characterization is as follows. A distribution µ is selfdecomposable
if and only if there is an X ∼ µ such that, for all c > 1, there exists a random
variable Yc, independent of X, satisfying
X
d
=
1
c
X + Yc.
4
Following [28], we define a tempered stable distribution on Rd as an
infinitely divisible distribution with no Gaussian part and a Lévy measure
of the form
Lα(B) =
∫
Sd−1
∫ ∞
0
1B(uξ)u
−1−αq(ξ, u)duσ(dξ), B ∈ B(Rd), (1)
where α ∈ (0, 2), q : Sd−1 × (0,∞) 7→ [0,∞) is a Borel function, and σ
is a finite Borel measure on Sd−1. The function q is called the tempering
function. Throughout this paper we assume that q satisfies the following two
assumptions:
A1. 0 ≤ q(ξ, u) ≤ 1 for all u > 0 and ξ ∈ Sd−1, and
A2. q(ξ, u) is nonincreasing in u for each fixed ξ ∈ Sd−1.
Assumption A1 ensures that the tempering function is bounded, while As-
sumption A2 ensures that the corresponding distribution is selfdecompos-
able. For tempered stable distributions we use the h-function given by
hα(x) =

0 α ∈ (0, 1)
1[|x|≤1] α = 1
1 α ∈ (1, 2)
,
and we denote the distribution IDd(0, Lα, b)hα by TSα,d(σ, q, b). When q(ξ, u) ≡
1, the distribution TSα,d(σ, q, b) is α-stable and we sometimes write Sα,d(σ, b)
in this case. The characteristic function of TSα,d(σ, q, b) is given by
exp
{
i〈b, z〉+
∫
Sd−1
∫ ∞
0
ψα(z, uξ)q(ξ, u)u
−1−αduσ(dξ)
}
, z ∈ Rd,
where
ψα(z, x) = e
i〈z,x〉 − 1− i〈z, x〉hα(x) for z, x ∈ Rd.
Remark 1. The name “tempering function” can be explained as follows.
It is often assumed that q satisfies the additional assumption that for each
ξ ∈ Sd−1
lim
u→0
q(ξ, u) = 1 and lim
u→∞ q(ξ, u) = 0. (2)
In this case, the tempered stable distribution TSα,d(σ, q, b) has a distribution
function that looks like that of the stable distribution Sα,d(σ, b) in some central
region, but with lighter tails. In this sense, TSα,d(σ, q, b) “tempers” the tails
of Sα,d(σ, b). While this is part of the motivation for defining tempered stable
distributions, we will not require (2) to hold in this paper.
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4 TSOU-Processes
We begin this section by recalling the definition of a process of Ornstein-
Uhlenbeck-type (OU-process). Toward this end, let Z = {Zt : t ≥ 0} be a
Lévy process with Z1 ∼ IDd(A,M, b)h and define the process {Yt : t ≥ 0} by
the stochastic differential equation
dYt = −λYtdt+ dZt,
where λ > 0 is a parameter. This has a strong solution of the form
Yt = e
−λtY0 +
∫ t
0
e−λ(t−s)dZs.
In this case Y = {Yt : t ≥ 0} is called an OU-process with parameter λ and
Z is called the background driving Lévy process (BDLP). The process Y is
a Markov process and, so long as∫
|x|>2
log |x|M(dx) <∞,
it has a limiting distribution. This distribution is necessarily selfdecompos-
able. Further, every selfdecomposable distribution is the limiting distribution
of some OU-process. For details see [29] or [26].
Since TSα,d(σ, q, b) is selfdecomposable, it is the limiting distribution of
some OU-process, which we call a TSOU-process. We now characterize the
BDLP and the transition law of this process.
Theorem 1. Consider the distribution TSα,d(σ, q, b) and denote its Lévy
measure by Lα. Let Y = {Yt : t ≥ 0} be an OU-process with parameter λ > 0
and BDLP Z = {Zt : t ≥ 0}. Assume that Z1 ∼ IDd(0, λM, λcα)hα with
cα = b−
{ ∫
|x|>1
x
|x|M(dx) if α = 1
0 otherwise
,
and
M(B) =
∫
Sd−1
∫ ∞
0
1B(uξ)dρξ(u)σ(dξ), B ∈ B(Rd),
where ρξ(u) = −u−αq(ξ, u). In this case, Y is a Markov process with tempo-
rally homogenous transition function Pt(y,dx) having characteristic function∫
Rd e
i〈x,z〉Pt(y,dx) = exp {Ct(y, z)}, where
Ct(y, z) = ie
−λt〈y, z〉+ i〈dα, z〉+
(
1− e−λtα
)∫
Rd
ψα(z, x)Lα(dx)
+e−αλt
∫
Sd−1
∫ ∞
0
ψα(z, uξ)
(
q(ξ, u)− q(ξ, ueλt)
)
u−1−αduσ(dξ),
dα =
(
1− e−λt
)
b+
{
d˜1 if α = 1
0 otherwise
,
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and
d˜1 =
∫
1<|x|≤eλt
x
(
|x|−1 − e−λt
)
M(dx)−
(
1− e−λt
)∫
|x|>1
x
|x|M(dx).
Further, for any y ∈ Rd, Pt(y, ·) w→ TSα,d(σ, q, b) as t→∞.
In the above ρξ is a nondecreasing function and the integral with respect
to dρξ(u) is the Stieltjes integral. We now give an explicit representation for
an increment of a TSOU-process, under an additional assumption.
Theorem 2. Let {Yt : t ≥ 0} be a TSOU-process with parameter λ > 0 and
limiting distribution TSα,d(σ, q, b). Fix t > 0 and let
K =
∫
Sd−1
∫ ∞
0
(
q(ξ, u)− q(ξ, ueλt)
)
u−1−αduσ(dξ). (3)
If K = 0, then, given Ys = y, we have
Ys+t
d
= e−λty + dα +X0 (4)
and if 0 < K <∞, then, given Ys = y, we have
Ys+t
d
= e−λty + dα +X0 +
N∑
j=1
Xj − ψ. (5)
In the above
ψ = e−αλt
∫
Sd−1
∫ ∞
0
hα(uξ)
(
q(ξ, u)− q(ξ, ueλt)
)
u−αduξσ(dξ)
and N,X0, X1, X2, X3, . . . are independent random variables with:
1. X0 ∼ TSα,d(σ0, q, 0) where σ0(dξ) = (1− e−αλt)σ(dξ),
2. X1, X2, X3, . . . are iid random variables such that Xi
d
= ξW , where ξ ∈
Sd−1, W > 0, and the joint distribution of ξ and W is
H(dξ,du) =
1
K
(
q(ξ, u)− q(ξ, ueλt)
)
u−1−αduσ(dξ), u > 0, ξ ∈ Sd−1,
3. N has a Poisson distribution with mean Ke−αλt.
Remark 2. 1. If q(ξ, u) ≡ 1, then TSα,d(σ, q, b) = Sα,d(σ, b). In this case
K = 0 and hence the transition law for an OU-process with an α-stable
limiting distribution can be represented as in (4). 2. If α ∈ (0, 1) then
hα ≡ 0 and hence ψ = 0.
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Theorem 2 provides a simple recipe for simulating an increment from a
TSOU-process when K < ∞. The main ingredients are the ability to sim-
ulate from three distributions: the Poisson distribution, the TSα,d(σ0, q, 0)
distribution, and distribution H. The problem of simulating from a Poisson
distribution is well-studied, see e.g. [1]. Under mild conditions, a rejection
sampling technique for simulating from TSα,d(σ0, q, 0) is given in [16]. To
simulate from H we first define the quantities
κξ =
1∫∞
0 (q(ξ, u)− q(ξ, ueλt))u−1−αdu
, ξ ∈ Sd−1,
the probability measure on Sd−1 given by
σ1(dξ) =
1
κξK
σ(dξ),
and the family of pdfs on (0,∞) given by
fξ(u) = κξ
(
q(ξ, u)− q(ξ, ueλt)
)
u−1−α, u > 0. (6)
It is readily checked that
H(dξ,du) = fξ(u)duσ1(dξ), u > 0, ξ ∈ Sd−1.
Hence, one can simulate (ξ,W ) from H by first simulating ξ from σ1 and
then W from the distribution with pdf fξ. Thus, the problem reduces to
that of simulating from σ1 and from the pdf fξ.
We begin by discussing simulation from σ1. One of the most important
situations is when the support of σ1 is finite. This always holds, in particular,
when the dimension d = 1. In this case, the problem reduces to simulating
from a multinomial distribution. Another important situation is when σ1
follows a uniform distribution. This problem is well-studied, see e.g. [31].
For a discussion of simulation from a variety of other standard distributions
on Sd−1, see the monograph [20]. While no method works in general, one
can often set up an approximate simulation method by first approximating
σ1 by a distribution with a finite support, see Lemma 1 in [9].
We now discuss simulation from fξ in two important situations with
K <∞. The first, which we call “hard truncation,” covers a useful but fairly
specific situation, while the second, which we call “Class F,” is very general.
4.1 Hard Truncation
Consider the distribution TSα,d(σ, q, b), where q(ξ, u) = 1[0≤u≤γξ]. Assume
that γξ ≥ 0 for each ξ ∈ Sd−1, that the function ξ 7→ γξ is measurable,
and that
∫
Sd−1 γ
−α
ξ σ(dξ) < ∞. Such distributions appear in certain limit
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theorems, see [10] and [15]. In this case, it is readily checked that K < ∞
and that the pdf fξ, as given in (6), can be written as
fξ(u) =
αγαξ
(eαλt − 1)u
−1−α, e−λtγξ < u ≤ γξ.
The corresponding cumulative distribution function (cdf) can be written as
Fξ(x) =
γαξ
(eαλt − 1)
(
eαλtγ−αξ − x−α
)
, x ∈ (e−λtγξ, γξ)
and, for y ∈ (0, 1),
F−1ξ (y) = γξ
(
eαλt −
(
eαλt − 1
)
y
)−1/α
.
Hence, we can use the inverse transform method to simulate W from fξ by
first simulating U ∼ U(0, 1) and then taking W = F−1ξ (U).
4.2 Class F
Consider the distribution TSα,d(σ, q, b) and assume that there exists an  > 0
and Borel functions p(·),M• : Sd−1 7→ [0,∞) with
inf
ξ∈Sd−1
p(ξ) > α,
∫
Sd−1
Mξ
(
ep(ξ)λt − 1
)
σ(dξ) <∞,
such that for any u, v ∈ (0, ) and σ-a.e. ξ
|q(ξ, u)− q(ξ, v)| ≤Mξ
∣∣∣up(ξ) − vp(ξ)∣∣∣ .
In this case, we say that q belongs to Class F and write q ∈ CFα,d(,M•, p(·), σ).
For simplicity, we will sometimes also say that the distribution µ = TSα,d(σ, q, b)
belongs to Class F and write µ ∈ CFα,d(,M•, p(·), σ). It is easily verified
that, in this case, K <∞.
It is not always easy to check if a given tempering function belongs to
Class F. A sufficient condition is that q(ξ, u) = q1(ξ, up(ξ)), where, for σ-a.e.
ξ, the function q1(ξ, ·) is uniformly Lipschitz continuous on a neighborhood
of zero. By this, we mean that there are constants M ′, ′ > 0 such that for
any u, v ∈ (0, ′) and σ-a.e. ξ ∈ Sd−1
|q1(ξ, u)− q1(ξ, v)| ≤M ′|u− v|. (7)
In this case q ∈ CFα,d(,M•, p(·), σ) with  = ′ andM• ≡M ′. In particular,
by the mean value theorem, (7) holds whenever
∣∣ ∂
∂uq1(ξ, u)
∣∣ ≤ M ′ for all
u ∈ (0, ′) and σ-a.e. ξ ∈ Sd−1.
We now develop a rejection sampling approach for simulating from fξ in
this case. The approach is based on the following result.
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Proposition 1. If q ∈ CFα,d(,M•, p(·), σ) and fξ is as in (6), then
fξ(u) ≤ V1g1(u), u > 0,
where g1 is the pdf of MLL(α, p(ξ), δ0), δ0 = e−λt, and
V1 = κξ
αδ
p(ξ)
0 + p(ξ)− α
δα0 α(p(ξ)− α)
max
{
1,Mξ
(
ep(ξ)λt − 1
)}
.
Let ϕ1(u) = fξ(u)/(V1g1(u)) and note that
ϕ1(u) =
q(ξ, u)− q(ξ, ueλt)(
up(ξ)1[0<u≤δ0] + 1[u>δ0]
)
max
{
1,Mξ
(
ep(ξ)λt − 1)} .
With this notation, we get the following rejection sampling algorithm for
simulating from fξ for a fixed ξ.
Algorithm 1.
1. Independently simulate U ∼ U(0, 1) and Y ∼ MLL(α, p(ξ), δ0).
2. If U ≤ ϕ1(Y ) return Y , otherwise go back to step 1.
From general facts about rejection sampling algorithms, we know that,
on a given iteration, the probability of accepting the observation is 1/V1 and
the number of iterations until we accept follows a geometric distribution with
mean V1. Thus, the algorithm is more efficient when V1 is small.
5 p-Tempered α-Stable Distributions
In the previous sections, we considered tempered stable distributions with
very general tempering functions. However, it is often convenient to work
with families of tempering functions that have additional structure. One
such family, which is commonly used, corresponds to the case where
q(ξ, u) =
∫
(0,∞)
e−su
p
Qξ(ds). (8)
Here p > 0 and Q¯ = {Qξ : ξ ∈ Sd−1} is a measurable family of probability
measures on (0,∞). For fixed p > 0 and α ∈ (0, 2), we refer to the class of
tempered stable distributions with such tempering functions as p-tempered
α-stable. For p = 1, these models were introduced in [27], for p = 2 they
were introduced in [6], and the general case was introduced in [13]. See also
the recent monograph [14] for an overview.
Now, consider the distribution TSα,d(σ, q, b), where q is as in (8) and
define the Borel measures
Q(B) =
∫
Sd−1
∫
(0,∞)
1B(sξ)Qξ(ds)σ(dξ), B ∈ B(Rd) (9)
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and
R(B) =
∫
Rd
1B
(
x
|x|1+1/p
)
|x|α/pQ(dx), B ∈ B(Rd). (10)
When we know R, we can calculate Q by using the formula
Q(B) =
∫
Rd
1B
(
x
|x|1+p
)
|x|αR(dx), B ∈ B(Rd). (11)
It can be shown that, in this case, the Lévy measure as given by (1) can be
written as
Lα(B) =
∫
Rd
∫ ∞
0
1B(tx)t
−1−αe−t
p
dtR(dx), B ∈ B(Rd) (12)
and the measure σ can be written as
σ(B) =
∫
Rd
1B
(
x
|x|
)
|x|αR(dx), B ∈ B(Sd−1), (13)
see Chapter 3 in [14]. Further, for fixed α ∈ (0, 2) and p > 0, the measure R
uniquely determines both q and σ. For this reason, we will generally write
TSpα,d(R, b) instead of TSα,d(σ, q, b). We call R the Rosiński measure of the
distribution. A Borel measure R on Rd is the Rosiński measure of some
p-tempered α-stable distribution if and only if
R({0}) = 0 and
∫
Rd
|x|αR(dx) <∞. (14)
Remark 3. One can define a more general class of distributions with Lévy
measures of the form (12), but where R does not satisfy (14). In [14] distri-
butions that satisfy (14) are called proper p-tempered α-stable.
We now characterize when we can use the representation given in Theo-
rem 2 and when the distributions belong to class F.
Proposition 2. Let µ = TSpα,d(R, b) and let K be as in (3).
1. If p ≤ α or R is an infinite measure, then K =∞.
2. If p > α and R is a finite measure, then
K = R(Rd)α−1Γ(1− α/p)
(
eλtα − 1
)
<∞
and the result of Theorem 2 holds. If, in addition,∫
Rd
|x|−(p−α)R(dx) <∞, (15)
then µ ∈ CFα,d(,M•, p, σ) with Mξ =
∫
(0,∞) sQξ(ds) and any  > 0.
11
Remark 4. For more on the finiteness of Mξ, as given above, see Lemma 1
in Section 7 below. When p ≤ α, we have K =∞ and the result of Theorem
2 does not hold. In this case a different framework is needed. Building on
the work of [22] for certain types of Tweedie distributions, we will develop
such a framework in a future work.
We now turn to the problem of simulating increments from the transition
law of a TSOU-process with limiting measure µ = TSpα,d(R, b). For the
remainder of this section assume that p > α, that 0 < R(Rd) <∞, and that
(15) holds. Thus µ belongs to Class F and we can use Theorem 2. This
requires us to simulate from the distributions TSα,d(σ0, q, 0) and H(dξ,du).
It is easy to see that TSα,d(σ0, q, 0) = TS
p
α,d(R0, b), where R0(dx) = (1 −
e−αλt)R(dx). So long as the support of σ contains d linearly independent
vectors, we can use Algorithm 1 in [16] to simulate from this distribution, see
Proposition 2 in that paper. To simulate from H(dξ,du) we must simulate
from σ1 and fξ. We now derive more explicit formulas for this case.
Proposition 3. If µ = TSpα,d(R, b) has Q¯ = {Qξ : ξ ∈ Sd−1}, then
κξ =
α
Γ(1− α/p) (eλtα − 1) ∫(0,∞) sα/pQξ(ds) = R(R
d)
K
∫
(0,∞) s
α/pQξ(ds)
,
σ1(dξ) =
1
R(Rd)
∫
(0,∞)
sα/pQξ(ds)σ(dξ)
and
fξ(u) = κξ
∫
(0,∞)
(
e−u
ps − e−upsepλt
)
Qξ(ds)u
−1−α, u > 0, ξ ∈ Sd−1.
In light of Proposition 2, we can simulate from fξ by using Algorithm 1
with δ0 = e−λt = 1, Y ∼ MLL(α, p, 1), and
ϕ1(u) =
∫
(0,∞)
(
e−ups − e−upsepλt
)
Qξ(ds)(
up1[0<u≤1] + 1[u>1]
)
max
{
1,
∫
(0,∞) sQξ(ds) (e
pλt − 1)
} .
In this case,
V1 =
max
{
1,
(
etλp − 1) ∫(0,∞) sQξ(ds)}
Γ(2− α/p) (eλtα − 1) ∫(0,∞) sα/pQξ(ds) .
In some cases we can improve on Algorithm 1. An issue with the MLL
distribution is that it has heavy tails, which can lead to many rejections
when the tails of fξ are lighter. However, when the support of Qξ is lower
bounded, we can use the pdf of the generalized gamma distribution, which
has lighter tails. The method is based on the following result.
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Proposition 4. Let ζ = sup{c > 0 : Qξ((0, c)) = 0}. If ζ > 0 and∫
(0,∞) sQξ(ds) <∞, then
fξ(u) ≤ V2g2(u), u > 0,
where g2 is the pdf of a GGa(p− α, p, ζ) distribution and
V2 = ζ
α/p−1 α
(
etλp − 1) ∫(0,∞) sQξ(ds)
p (etλα − 1) ∫(0,∞) sα/pQξ(ds) .
Now, let ϕ2(u) = fξ(u)/(V2g2(u)) and note that
ϕ2(u) =
∫
(0,∞)
(
e−ups − e−upsepλt
)
Qξ(ds)
(etλp − 1) ∫(0,∞) sQξ(ds)upe−upζ .
With this notation, when ζ > 0, we get the following rejection sampling
algorithm for simulating from fξ for a fixed ξ ∈ Sd−1.
Algorithm 2.
1. Independently simulate U ∼ U(0, 1) and Y ∼ GGa(p− α, p, ζ).
2. If U ≤ ϕ2(Y ) return Y , otherwise go back to step 1.
Algorithm 2 works better than Algorithm 1 when V2 < V1. Since
V2
V1
≤ ζα/p−1Γ(2− α/p)α
p
,
Algorithm 2 is always better when ζ >
(
Γ(2− α/p)αp
) 1
1−α/p .
Example. In [21] a version of Algorithm 2 was derived for one-dimensional
TSOU-processes with certain types of Tweedie limiting distributions. Specif-
ically, the distributions considered are of the form TSpα,d(R, 0) where d = 1,
p = 1, α ∈ (0, 1), and R(dx) = aζαδ1/ζ(dx), where a, ζ > 0. These corre-
spond to σ(dξ) = aδ1(dξ) and
q1(u) = e
−ζu =
∫
(0,∞)
e−urQ1(dr),
where Q1(dr) = δζ(dr). In this case, the trial distribution is GGa(1−α, 1, ζ)
and
ϕ2(u) =
1− eζu(1−eλt)
ζu(eλt − 1) .
It follows that our Algorithm 2 reduces to Algorithm 3 in [21]. We note that,
in that paper, there appears to be a typo in the formula for ϕ2, which they
denote by g2,∆. It should be as given above.
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6 Simulation Study
In this section we perform a small-scale simulation study to see how well our
methodology works in practice. We focus on a family of tempered stable
distributions for which the transition law had not been previously derived.
6.1 Power Tempered Stable Distributions
A distribution is said to be power tempered stable if it is TSpα,d(R, b) with
d = 1, p = 1, α ∈ (0, 1), and
R(dx) = A(1 + |x|)−2−α−`dx,
where
A = c(α+ `+ 1)
α
Γ(1− α)
and `, c > 0 are parameters. We denote such distributions by PTα(`, c).
These models were introduced in [14] as a class of tempered stable distribu-
tions with a finite mean, but still fairly heavy tails. In fact, if Y ∼ PTα(`, c),
then, for β ≥ 0,
E|Y |β <∞ if and only if β < 1 + α+ `.
Thus, ` controls how heavy the tails are. Methods for evaluating the pdfs and
related quantities for these distribution are available in the SymTS package
[17] for the statistical software R. We now give some useful facts.
Proposition 5. For a PTα(`, c) distribution with α ∈ (0, 1) and `, c > 0 we
have
R(R) = c
2α
Γ(1− α) <∞ and
∫
R
|x|−(1−α)R(dx) <∞.
Further,
Q(dx) = A(1 + |x|)−2−α−`|x|`dx,
σ(dξ) = AB
(
δ−1(dξ) + δ1(dξ)
)
,
and for ξ ∈ S0 = {−1, 1}
Qξ(dx) =
1
B
(1 + x)−2−α−`x`1[x>0]dx, (16)
where
B =
∫ ∞
0
(1 + x)−2−α−`x`dx =
∫ ∞
0
(1 + x)−2−α−`xαdx.
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For these distributions, an exact simulation technique, based on rejection
sampling, was developed in [16]. Specifically, to simulate from PTα(`, c) we
can use Algorithm 1 in [16] with, in the notation of that paper,
η =
Γ(1− α)
α
R(R) = 2c,
see Proposition 2 in [16]. Detailed simulations can be found in that paper.
Here, we are interested in simulating increments from a TSOU-process
with limiting distribution PTα(`, c). Proposition 2 implies that this distri-
bution belongs to Class F and that we can use the representation given in
Theorem 2. To use this representation, we need to simulate from TS1α,1(R0, 0)
and H(dξ, du). It is readily checked that, in this case, TS1α,1(R0, 0) =
PTα(`,
(
1− e−αλt) c) and, thus, that we can use the methodology described
above to simulate this component. Further, to implement our methodology,
we can use the following.
Proposition 6. For a PTα(`, c) distribution with α ∈ (0, 1) and `, c > 0 we
have
σ1(dξ) = .5
(
δ−1(dξ) + δ1(dξ)
)
and
V1 =
(α+ `+ 1)B
Γ(2− α)(eλtα − 1) max
{
1,
etλ − 1
B
∫ ∞
0
(1 + s)−2−α−`s`+1ds
}
.
Further, for ξ ∈ S0 = {−1, 1} and u > 0 we have
fξ(u) =
α(α+ `+ 1)
Γ(1− α)(eλtα − 1)
∫ ∞
0
(
e−us − e−useλt
)
(1 + s)−2−α−`s`dsu−1−α,(17)
and for u > 0 we have
ϕ1(u) =
∫∞
0
(
e−us − e−useλt
)
(1 + s)−2−α−`s`ds
B
(
u1[0<u≤1] + 1[u>1]
)
max
{
1, e
tλ−1
B
∫∞
0 (1 + s)
−2−α−`s`+1ds
} .
Note that none of the quantities discussed in Proposition 6 depend on
the parameter c. Further, both fξ and ϕ1 do not depend on ξ. Now, we can
simulate from H as follows. First, we simulate ξ from σ1 by taking
ξ =
{ −1 with probability .5
1 with probability .5 . (18)
Next, we simulate W from fξ. We do this using Algorithm 1, in which we
take Y ∼ MLL(α, 1, 1) and ϕ1 as given above.
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Figure 1: For the parameter values α = 0.55, t = 0.1 and ` = 1, we plot
the pdf f1 (solid line) with the pdf of MLL(0.55, 1, 1) (dashed line) overlaid.
These are presented at two scales.
6.2 Univariate Simulation Results
We now present the results of our simulation study, where we focused on
simulating increments from a TSOU-process with parameter λ and limiting
distribution PTα(`, c). For simplicity, throughout this section, we fix the
parameters λ = 1 and c = 1. First, we consider simulation from H. Here we
choose the parameter values α = 0.55, ` = 1, and t = 0.1. Figure 1 gives a
plot of the pdf f1 (solid line) overlaid with a plot of the pdf of MLL(0.55, 1, 1)
(dashed line). We then simulate n = 107 observations from MLL(0.55, 1, 1),
and, using Algorithm 1, we decide which observations should be rejected.
We numerically calculated that V1 = 12.8837 and thus we expect to get
n/V1 = 776175.4 observations. We actually obtained 776528 observations.
We then assigned to each of these a positive or a negative sign based on
(18). A plot of the kernel density estimate (KDE) of the pdf of the resulting
observations is given in Figure 2. This is overlaid (dashed line) with the pdf
of the true density of X = ξW .
We now turn to the simulation of TSOU-processes. Figure 3 presents four
simulated paths of the TSOU-process with limiting distribution PTα(`, 1)
for different choices of the parameters. The paths go from time T = 0 to
time T = 100 in increments of t = 0.1. Thus, each path consists of 1000
increments. For simplicity, we start each path at 0, which is the mean of
the limiting distribution. To check that we really get the correct limiting
distribution, we simulated 3000 paths of the process for two choices of the
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Figure 2: For the parameter values α = 0.55, t = 0.1, and ` = 1, we used
Algorithm 1 and (18) to simulate 776528 observations from the distribution
of X = ξW . We plot the KDE of their density (solid line) with the true pdf
overlaid (dashed line). These are presented at two scales.
parameters. We then took the final observation (at time T = 100) from
each of these. These are independent random variables from PTα(`, 1). In
Figure 4 we plot the KDE of their densities (solid line) with the true pdf of
PTα(`, 1) overlaid (dashed line).
6.3 Multivariate Simulation Results
In this section we give simulations for the multivariate case. We begin by in-
troducing a multivariate extension of the power tempered stable distribution
with a finite measure σ. Let d ≥ 2 be the dimension, let s1, s2, . . . , sk ∈ Sd−1
with si 6= sj and si 6= −sj for i 6= j, and let
X =
k∑
j=1
Xisj , (19)
where X1, X2, . . . , Xk
iid∼ PTα(`, c). It is not difficult to show that X ∼
TS1α,d(R, 0) with
R(B) =
∫
Sd−1
∫ ∞
0
1B(uξ)(u+ 1)
−2−α−`duσ(dξ), B ∈ B(Rd),
where
σ(dξ) =
∑
s∈S
δs(dξ)
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Figure 3: Simulated TSOU-processes for several choices of the parameters.
In all cases the simulated increments were of length t = 0.1.
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Figure 4: We simulated 3000 TSOU-processes (with the same parameters)
up to time T = 100 in increments of t = 0.1. We then consider the last
observation for each process. We plot the KDE these observations (solid
line) overlaid with the true pdf of the limiting distribution PTα(`, 1) (dashed
line).
and S = {±s1,±s2, . . . ,±sk}. We denote this distribution by PTα,d,k(`, c, S).
Further, we can show that, in this case,
σ1(dξ) =
1
2k
∑
s∈S
δs(dξ),
and that, for ξ ∈ S, Qξ is given by (16) and fξ is given by (17).
We are interested in simulating a multivariate TSOU-process with param-
eter λ > 0 and limiting distribution PTα,d,k(`, c, S). Proposition 2 implies
that this distribution belongs to Class F and that we can use the repre-
sentation of the transition law given in (5). To use this representation, we
need to simulate from TS1α,d(R0, 0) and H(dξ,du). It is readily checked that
TS1α,d(R0, 0) = PTα,d,k(`,
(
1− e−αλt) c, S) and (since we already know how
to simulate from PTα(`,
(
1− e−αλt) c)) we can use (19) to simulate from this
distribution. To simulate from H, we first simulate ξ uniformly from the fi-
nite set S, then we simulate W from fξ. For simplicity, in our simulations,
we take d = 2, k = 3, and we fix the parameters λ = 1, c = 1, ` = 1, and
α = 0.55. We simulated two TSOU-processes with different choices of S. As
in the univariate case, the paths go from time T = 0 to time T = 100 in
increments of t = 0.1. For simplicity we start each path at
(
0
0
)
, which is the
mean of the limiting distribution. The plots of the x and y coordinates of
the two processes are given in Figure 5.
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7 Proofs
We begin with several lemmas.
Lemma 1. Let Q be given by (9) and R by (10). For any γ > 0, we have∫
Rd
|x|α−γpR(dx) <∞
if and only if ∫
Sd−1
∫
(0,∞)
sγQξ(ds)σ(dξ) <∞.
Proof. The fact that∫
Rd
|x|α−γpR(dx) =
∫
Rd
|x|γQ(dx) =
∫
Sd−1
∫
(0,∞)
sγQξ(ds)σ(dξ)
gives the result.
Lemma 2. If 0 ≤ a < b <∞ then
0 < e−b(b− a) ≤ e−a − e−b ≤ e−a(b− a) ≤ (b− a).
Proof. The result follows from the fact that e−a − e−b = ∫ ba e−udu.
Lemma 3. For any κ > 0 and 0 < α < p∫ ∞
0
(
e−u
p − e−upκ)u−1−αdu = α−1Γ(1− α/p)(κα/p − 1) .
Proof. We have∫ ∞
0
(
e−u
p − e−upκ)u−1−αdu = p−1 ∫ ∞
0
(
e−v − e−vκ) v−α/p−1dv
= p−1Γ(−α/p)
(
1− κα/p
)
= α−1Γ(1− α/p)
(
κα/p − 1
)
,
where the second line follows by (3.38) in [14].
Proof of Theorem 1. From Lemma 17.1 in [29] it follows that Y is a Markov
process with temporally homogenous transition function Pt(y,dx) on Rd
having a characteristic function given by
exp
{
ie−λt〈y, z〉+ i
(
1− e−λt
)
〈cα, z〉+ λ
∫ t
0
∫
Rd
ψα(e
−λsz, x)M(dx)ds
}
.
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We begin with the case α 6= 1. In this case it is easily checked that, for
a ∈ R, we have ψα(az, x) = ψα(z, ax). It follows that
λ
∫ t
0
∫
Rd
ψα(e
−λsz, x)M(dx)ds
= λ
∫
Sd−1
∫ ∞
0
∫ t
0
ψα(z, e
−λsrξ)dsdρξ(r)σ(dξ)
=
∫
Sd−1
∫ ∞
0
∫ r
re−λt
ψα(z, uξ)u
−1dudρξ(r)σ(dξ)
=
∫
Sd−1
∫ ∞
0
ψα(z, uξ)
∫ ∞
0
1[re−λt≤u≤r]dρξ(r)u
−1duσ(dξ)
=
∫
Sd−1
∫ ∞
0
ψα(z, uξ)
(
q(ξ, u)− e−αλtq(ξ, ueλt)
)
u−1−αduσ(dξ)
=
(
1− e−αλt
)∫
Sd−1
∫ ∞
0
ψα(z, uξ)q(ξ, u)u
−1−αduσ(dξ)
+e−αλt
∫
Sd−1
∫ ∞
0
ψα(z, uξ)
(
q(ξ, u)− q(ξ, ueλt)
)
u−1−αduσ(dξ),
where the third line follows by the substitution u = e−λsr and the fifth line
by the fact that∫ ∞
0
1[e−λtr≤u≤r]dρξ(r) =
∫ ∞
0
1[u≤r≤ueλt]dρξ(r) = ρξ(ue
λt)− ρξ(u)
=
(
q(ξ, u)− e−αλtq(ξ, ueλt)
)
u−α.
When α = 1 and a ∈ R, we have
ψ1(az, x) = ψ1(z, ax) + ia〈z, x〉
(
1[|xa|≤1] − 1[|x|≤1]
)
.
From here, proceeding as before, we get
λ
∫ t
0
∫
Rd
ψ1(e
−λsz, x)M(dx)ds
=
(
1− e−λt
)∫
Sd−1
∫ ∞
0
ψ1(z, uξ)q(ξ, u)u
−2duσ(dξ)
+e−λt
∫
Sd−1
∫ ∞
0
ψ1(z, uξ)
(
q(ξ, u)− q(ξ, ueλt)
)
u−2duσ(dξ)
+iλ
∫ t
0
∫
Rd
〈z, x〉
(
1|x|≤eλs − 1|x|≤1
)
M(dx)e−λsds.
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Now, note that the third term equals
iλ
∫
Rd
〈z, x〉
∫ t
0
(
11<|x|≤eλs
)
e−λsdsM(dx)
= iλ
∫
1<|x|≤eλt
〈z, x〉
∫ t
log |x|
λ
e−λsdsM(dx)
= i
∫
1<|x|≤eλt
〈z, x〉
(
|x|−1 − e−λt
)
M(dx).
We now show the convergence to TSα,d(σ, q, b). It suffices to show that
the characteristic function of the transition law approaches the characteristic
function of TSα,d(σ, q, b) as t→∞. First, since |q(ξ, u)| ≤ 1 for each ξ ∈ Sd−1
and u > 0, we have
lim
t→∞ e
−αλt
∣∣∣∣∫
Sd−1
∫ ∞
0
ψα(z, uξ)
(
q(ξ, u)− q(ξ, ueλt)
)
u−1−αduσ(dξ)
∣∣∣∣
≤ lim
t→∞ e
−αλt
∫
Sd−1
∫ ∞
0
|ψα(z, uξ)|u−1−αduσ(dξ) = 0,
where the final equality follows from the fact that the integral is finite, which
itself follows by standard facts about the function ψα, see (26.4) in [8]. Now,
note that dα → b as t→∞. This is immediate for α 6= 1 and holds for α = 1
by dominated convergence. From here it follows that
lim
t→∞
∫
Rd
ei〈x,y〉Pt(y,dx) = exp
{
i〈b, z〉+
∫
Rd
ψα(z, x)Lα(dx)
}
,
which is the characteristic function of TSα(σ, q, b) as required.
Proof of Theorem 2. We only prove (5) as the proof of (4) is similar. It
suffices to check that the characteristic function of the random variable on
the right side of (5) is given by exp {Ct(y, z)}, where Ct(y, z) is as in The-
orem 1. This follows immediately from the fact that the Lévy measure of
TSα,d(σ, q0, 0) is (1 − e−αλt)Lα(dx) and
∑N
j=1Xj is a compound Poisson
random variable, whose characteristic function is given in e.g. Proposition
3.4 of [11].
Proof of Proposition 1. If u ∈ (0, e−λt), then
fξ(u) = κξ
(
q(ξ, u)− q(ξ, ueλt)
)
u−1−α ≤ κξMξ
(
ep(ξ)λt − 1
)
up(ξ)−1−α.
On the other hand, if u ≥ e−λt, then the fact that q(ξ, u) ≤ 1 implies that
fξ(u) = κξ
(
q(ξ, u)− q(ξ, ueλt)
)
u−1−α ≤ κξu−1−α
and the result follows.
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Proof of Proposition 2. First, note that by change of variables
K =
∫
Sd−1
∫ ∞
0
(
q(ξ, u)− q(ξ, ueλt)
)
u−1−αduσ(dξ)
=
∫ ∞
0
∫
Sd−1
∫
(0,∞)
(
e−su
p − e−supepλt
)
Qξ(ds)σ(dξ)u
−1−αdu
=
∫ ∞
0
∫
Rd
(
e−|x|u
p − e−|x|upepλt
)
Q(dx)u−1−αdu
=
∫ ∞
0
(
e−v
p − e−vpepλt
)
v−1−αdv
∫
Rd
|x|α/pQ(dx)
= R(Rd)
∫ ∞
0
(
e−v
p − e−vpepλt
)
v−1−αdv.
Thus, if R is an infinite measure, then K =∞. Next, if α ≥ p, then Lemma
2 implies that∫ ∞
0
(
e−u
p − e−upeλtp
)
u−1−αdu ≥
(
eλtp − 1
)∫ ∞
0
e−u
peλtpup−1−αdu
= ∞
and we again have K = ∞. Henceforth, assume that R is a finite measure
and p > α. In this case, Lemma 3 implies that∫ ∞
0
(
e−u
p − e−upeλtp
)
u−1−αdu = α−1Γ(1− α/p)
(
eλtα − 1
)
,
which gives the form of K. Now assume that (15) holds. We again use
Lemma 2, which gives, for any u, v > 0,
|q(ξ, u)− q(ξ, v)| ≤
∫
(0,∞)
∣∣e−sup − e−svp∣∣Qξ(ds) ≤ |up − vp| ∫
(0,∞)
sQξ(ds).
From here the result follows by Lemma 1.
Proof of Proposition 3. Note that
1
κξ
=
∫ ∞
0
(
q(ξ, u)− q(ξ, ueλt)
)
u−1−αdu
=
∫
(0,∞)
∫ ∞
0
(
e−su
p − e−supepλt
)
u−1−αduQξ(ds)
=
∫
(0,∞)
∫ ∞
0
(
e−u
p − e−upepλt
)
u−1−αdusα/pQξ(ds).
From here the formula for κξ follows from Lemma 3. The rest of the formulas
are immediate.
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Proof of Proposition 4. Lemma 2 implies that
u−1−α
(
qξ(u)− qξ(uetλ)
)
= u−1−α
∫
(0,∞)
(
e−u
pr − e−upetλpr
)
Qξ(dr)
≤
(
etλp − 1
)
up−1−α
∫
[ζ,∞)
e−u
prrQξ(dr)
≤
(
etλp − 1
)
up−1−αe−u
pζ
∫
(0,∞)
rQξ(dr),
which gives the result.
Proof of Propositions 5 and 6. The results in Proposition 5 follow immedi-
ately from (11), (13), and (9). We now turn to Propositions 6. Let φ(x) =
(α+`+1)−1
(
x
x+1
)α+`+1
for x > 0 and note that φ′(x) = xα+`(x+1)−α−`−2.
It follows that
B
∫ ∞
0
xαQξ(dx) =
∫ ∞
0
(1 + x)−2−α−`x`+αdx =
1
α+ `+ 1
.
Using this fact we can easily put the formulas into the required form.
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