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Abstract
In online detection, the objective is to detect the start of an action in a video stream as soon
as it happens. It is an important yet challenging problem. In many realistic scenarios, we need
to detect the action before the action is completed. For example, in the autonomous driving
system, it is crucial to detect whether the pedestrian is crossing the street well in time in order
to make a decision to stop or to reduce the velocity.
Online action detection is a very challenging task in many aspects. It is very hard to predict
the start of action for three reasons: First, the background is very diverse. Moreover, there is
only a few action instance in a very long video. Last but not least, the model only observes part
of the action to predict.
To address those challenges, we propose a framework for online action detection and simulate
experiments on a large-scale untrimmed video dataset. With the proposed method we have
obtained very competitive performance. We also proposed a new evaluation metric for online
detection models: Point mean Average Precision (Point mAP), a more appropriate metric than
the existing evaluation metrics that have been designed for action detection in an oﬄine setting.
We have conducted experiments on THUMOS’14 dataset of video analysis where our proposed
model achieved the state-of-the-art performance on the online action detection task.
Keywords: Video analysis, Online Action Detection, Deep Learning, Convolutional Neural
Networks, Generative Adversarial Networks.
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Chapter 1
Introduction
The goal of online action detection is to detect the start of action as soon as it happens in
an input video. This task involves two parts: First, detecting the change from background to
action. Second, recognizing the action class category.
Online action detection is important for several real-world applications such as video surveil-
lance, self-driving car, and robotic applications to name just a few. In those scenarios, it is crucial
to detect the action with minimal latency. As an example, video surveillance systems must detect
the abnormal situations well in time in order to activate emergency alerts.
Figure 1.1: Illustration of an online action detection prediction.[2]
In online action detection, a good model should be able to detect the action right after it
starts, which means only part of the video is observed at the time of prediction, unlike the oﬄine
action detection, where the prediction can be made based on the observation of the whole action
instance. Moreover, background samples are very diverse in the real world, therefore it is very
hard to detect the action start based on the knowledge of the historical data. Additionally, at
the very beginning of the action, some actions may look like very similar at the very beginning.
For example, long jump and high jump, shot put andthrow discus.
Most of the existing video analysis models focus on oﬄine event detection or temporal action
localization. The major difference between online and oﬄine action detection is that in the oﬄine
setting, the whole video is available to detect when the event starts. Whereas for online action
detection, the input is a video stream, and ideally the prediction is made only based on part of
the video and before the action is completed. This property has made the online action detecting
task very challenging.
Convolutional Neural Networks (ConvNets) are one of the most widely used deep learning
architecture, it has shown impressive performance in tasks such as object recognition, object
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detection and many other tasks in the field of computer vision [3, 29, 23, 30, 14, 6, 18, 26]. A
ConvNet is composed by multiple convolutional layers with learnable filters that perform spatial
convolution over the input and they are usually followed by a non-linear activation function e.g.
sigmoid or Rectified linear Unit (ReLU). While ConvNets are the best choice for image level task,
3D ConvNets [25] with kernels that convolve simultaneously in time and in space, was introduced
to model both appearance and motion, in video understanding tasks.
In this thesis, we propose a new method to tackle the online action detection problem using
deep learning architectures based on 3D ConvNets [25]. During training, the network observes a
set of short video clips of 16 frames, i.e half a second of video, and its parameters are learned by
minimizing an objective function defined over the model output and ground truth label. During
testing, the input is a video stream, given the current frame and 15 previous frames, the model
is capable to predict the action class label in the current frame. An action start is detected when
the change of the predicted class category is of the form: (1) background to action or (2) action
A to action B.
Figure 1.2: Pipeline for our online action detection model. The frame marked in red is the current
frame. The prediction model predicts the class label of the last frame in a 16 frames window.
In addition to the detection framework, we also proposed a new evaluation metric Point
Average Precision. Unlike the frame level Average Precision(AP), the newly proposed metric
only takes into account the action start frame since the objective of online action detection is
only to detect the action start and not per frame label.
In our experiments, we have trained and tested on a large scale video datasets THUMOS’14
[9], the results show that the proposed model significantly outperforms all baseline method,
achieving state-of-the-art performance.
In particular, the main contributions of this project are as follows:
• We proposed a novel framework for online action detection.
• Our proposed model has shown a consistent improvement over our baselines.
• We introduced a new evaluation metric for online action detection.
9
The source code used for this project can be found in Github:
https://github.com/junting/online-action-detection
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Chapter 2
Related work
2.1 Online Action Detection
Different from traditional oﬄine action detection, this problem has not attracted much atten-
tion since recently. De Geest et al. [2] introduced three baselines, the first one is based on Fisher
Vector and improved trajectories; the second one is a ConvNet that operate on a single frame;
the last one is an LSTM network [8], which has the capability to model temporal pattern of the
video.
Figure 2.1: Predicting Representations: The model aims to anticipate the visual representation
of frames in the future. [27]
2.2 Early Action Detection
Our problem is closely related to early action detection problem. Where the machine needs
to predict the future action class category [13], or future action representation [27] before the
action starts. Most of these works focus on recognizing action class that is going to happen next
rather than precisely detect when the action has started.
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2.3 Oﬄine Action Detection
This problem is first formulated by Gaidon et al. [5], where a long untrimmed video is given,
and the goal is to temporally localize the action. Early research only focused on limited action
categories. Later, many large-scale datasets with more action diversity were introduced, such as
THUMOS [9], MEXAction2 [1] and ActivityNet [4]. This has enabled the use of deep learning
techniques to be applied in such task. 3D ConvNets and Recurrent Neural Networks (RNNs) are
very popular choice to model the temporal connections over the video frame sequence. Yeung et
al. [28] has incorporated reinforcement learning together with RNN to detect action boundary by
only observing a few frames, but it assumes that the whole video is given in order to select which
frame to use. Shou et al. [22] introduced an end to end segment based 3D ConvNets (S-CNN);
Shou et al. [21] has recently proposed Convolutional-De-Convolutional (CDC) networks, where
CDC filters are used with 3D convolutional filters to extract frame level semantic information,
it has been proved to be very effective to precisely localize boundaries of action instances. Our
work differs from all approach mentioned above in the sense that, for oﬄine action detection the
whole video is given to find the temporal boundaries, in the contrast, our approach only requires
partial data to detect the action.
Figure 2.2: In CDC [21], given an input raw video, it predicts per frame class label.
2.4 Generative Adversarial Networks
Generative Neural Networks was first presented by Goodfellow et al. [7]. The idea is to
alternatively train two networks that have opposite objective functions. First, the generator
network aims to generate images that are indistinguishable from real images, thus it can fool
12
the discriminator networks. The objective of the discriminator networks is to correctly classify
whether the samples are real or is generated by the generator network. Recently, there is a burst
in the research of Generative Adversarial Networks. Radford et al. [19] has proposed DCGAN,
an deep ConvNets architecture that can successfully generate realistic scene images. Moreover,
they have shown the filters learned at the discriminator useful for image classification task. In
[10], the use of GAN has been explored for image to image translation task, where the generator
network maps the image from the source domain X to a target domain Y , and the role of the
discriminator is to detect the difference between the generator’s output G(X) and real samples
Y . Concurrently, Pan et al. [17] and Luc et al. [15] have applied adversarial networks to enhance
performance in supervised learning tasks. In our work, we used GAN during training to generate
hard negative samples in the feature space to improve our classification accuracy.
Figure 2.3: A 100 dimensional uniform distribution Z is first projected to a small spatial extent
convolutional representation with many feature maps, and then this high level representation is
converted into a 64× 64 pixel image [19]
13
Chapter 3
Convolutional Neural Networks
Neural Networks are machine learning training algorithms which exploit multiple layers of
non-linear information processing for pattern analysis and classification, being inspired by how
the human brain works. Neuron is the basic computational unit, each neuron performs a dot
product with the input and its weights, then it adds the bias and applies the activation function
(non-linearity).
Figure 3.1: Mathematical model of a neuron inside the Neural Network.[11]
Neural Networks are modeled as layers (grouped neurons) that are connected in a cyclic graph.
This layered architecture enables very efficient computation based on matrix multiplications in-
terwoven with the application of the non-linearity.
Figure 3.2: A 3-layer Neural Network with 3 inputs and 1 output. [11]
Once the architecture is chosen, in order to train Neural Networks, backpropagation is applied
to compute the gradients on the connections of the networks, with respect to a loss function.
14
Convolutional Neural Networks are a class of Neural Networks which are made to take image
inputs. The layers of a ConvNet have neuron organized in 3 dimensions: width, height, depth.
So that each layer accepts and 3D input and transforms it to a 3D output. Due to the overfitting
problem caused by the millions of parameters of the ConvNet, it usually uses the same weight
vector for each single depth slice, then the forward computation of the layers in each depth slice
is computed as a convolution of neuron’s weights and the input.
Figure 3.3: A ConvNet arranges its neurons in three dimensions (width, height, depth), as
visualized in one of the layers. Every layer of a ConvNet transforms the 3D input volume to a
3D output volume of neuron activations. [11]
There are three main types of layers to build ConvNet architectures:
• Convolutional Layer: Is the core building block of the network. Its parameters consist of
a set of learnable fileters. A dot product is compute between the filters and the input, the
ConvNet will learn filters that activate when some specific type of feature in the input is
detected.
• Pooling Layer: It reduces the spatial size of the input in order to diminish the number of
parameters and computation in the ConvNet.
• Fully Connected Layer: Neurons between two adjacent layers are fully pair wise connected,
while in neurons from the same layer are not.
While 2D ConvNets are suitable to extract image features by performing spatial convolu-
tion, 3D ConvNets can also learn video features performing spatiotemporal convolution that can
model appearance and motion simultaneously. In figure 1 illustrates the difference between 2D
convolution and 3D convolution.
Figure 3.4: 2D and 3D convolution operations. a) Applying 2D convolution on an image results in
an image. b) Applying 2D convolution on a video volume (multiple frames as multiple channels)
also results in an image. c) Applying 3D convolution on a video volume results in another volume,
preserving temporal information of the input signal. [25]
In [25], a 3D ConveNets (C3D) were trained on large scale video dataset for video classification
tasks. The network takes 16 frames as input and after several 3D convolutional and pooling layers,
the network predicts the class score of the input clip. It has been demonstrated to work remarkably
well for many video analysis task. Later on, pretrained C3D was widely used to extract video
feature for many transfer learning tasks [22, 21, 16].
15
Chapter 4
Generative Adversarial Networks
4.1 Generative Adversarial Networks (GAN)
Generative Neural Networks (GAN) is first proposed by Goodfellow et al. [7]. In GAN, training
is driven by two competing agents: first the generator synthesizing samples from random noise
that match with the training data: second, the discriminator distinguishing between a real sample
drawn directly from the training data and a fake one synthesized by the generator.
Figure 4.1: Generative Adversarial Networks. The discriminator tries to distinguish real images
from fake images. The generator turns random noise into imitations of the image attempting to
fool the discriminator.
The two networks are alternatively trained, the generator is trained to maximize the uncertainty
of the discriminator network; the discriminator is optimized to discriminate samples from the real
data distribution and synthesized sample distribution. As the result, the generator learns the real
sample distribution, the discriminator can no longer distinguish between samples that come from
the two different sources.
4.2 Semi-Supervised Generative Adversarial Networks
GAN can also be applied in semi-supervised learning [20]. GAN model can be added to any
classifier with a certain number of classes e.t. K classes. In this case, all the samples generated
by G can be treated as class y = K + 1, that correspond to the fake class in the original GAN.
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The loss function of semi-supervised GAN can be split into two parts, the first part is the standard
supervised classification loss, and the second part is the unsupervised GAN loss.
Figure 4.2: Comparison between a) original GAN and b) Semi-supervised GAN
17
Chapter 5
Methodology
This section provides a detailed description of our proposed framework for online action de-
tection, including Network Architecture, details of training and post Processing.
5.1 Network Architecture
The proposed framework is base on two components: prediction network to predict the action
class category and an auxiliary generative adversarial network for improving the classification
accuracy. This section provides details on the structure of two modules and the considered
objective functions.
5.1.1 Prediction Network
Our deep network is based on the C3D [25] network, because of it has shown promising
results in many video analysis tasks, such as action detection, action recognition, and temporal
localization. C3D is a 3D ConvNets which includes 3D convolution layers and 3D max-pooling
layers, and it was demonstrated that it can simultaneously extract both spatial and temporal
feature. The network is composed of eight 3D Convolutional layers interspersed with five 3D
pooling layers and followed by three fully connected layers. All 3D Convolutional layers have filter
size 3 and stride 1 in all three dimensions, and all pooling perform a spatial downsampling by a
factor of two while having some temporal downsampling variation. The network takes a window
of 16 frames of size 112 × 112 input and outputs the probability distribution over all (K + 1)
action classes. The network is initialized with the weights of the C3D trained on the Sports-1M
[12] for the video classification task.
5.1.2 Generative Adversarial Network Module
The GAN module is composed of two networks, the generator network intents to generate
hard negative samples. The discriminator D takes a synthetic sample or real sample as input
and outputs the probability distribution over the two sample sources. In our work, instead of
generating samples in the image space like [20], we generate samples at the feature space. The
generator network consists of three fully connected layers. Each of the three fully connected layer
is followed by Leaky ReLU activation, with the exception of the final layer, which uses a ReLU
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activation. The discriminator network shares the weights of the last three fully connected layer
of the prediction network. Thus, we use the last three layers of the prediction network as the
discriminator network.
5.2 Training
The large variety of negative data have made the online action detection task very challenging,
the positive samples occupy very small part of the video. To combat with the unbalanced data
problem, we use the following strategy: we densely sampled around the start boundary of the
action in each training batch. As shown in Figure 5.1, half of the sample of a training batch are
windows containing the start of an action and the other half are the rest part of the video.
The whole network was trained in two stages. At the first stage, the prediction network is
trained with cross-entropy loss and an L2 similarity loss. At the second stage, the adversarial
module is added, and all three loss terms are jointly optimized (supervised and unsupervised).
Figure 5.1: This figure shows how we sample data for the training mini batch. 50% of data
contains action start while the other 50% does not contain action start.
5.2.1 Cross-entropy loss
The loss function of classification is the categorical cross entropy loss 5.5. Given 16 frames
input window as input, the output is a vector of K+1 dimension, that represents the probability
distribution over all K action classes and background.
5.2.2 L2 similarity loss
Background contents prior to action start could be diverse and thus disturb training good start
detector. But contents after action start are more consistent and easier to classify, in this way we
propose to minimize the feature distance 5.2 between current window around start boundary and
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Figure 5.2: The start window contains the action start and the second window is the adjacent
window to the first one. Since the start window contains both frames from the background and
frames from the action, its feature representation is more diverse than the window that only
contains action frames.
its next window (second window) to make it easier to classify the window around action start.
During the first training stage, the two losses are jointly optimized.
Lcrossentropy = −
K+1∑
i=1
Li · log(Pi) (5.1)
L2 similarity =
∥∥∥ψ(φ(xstart))− ψ(φ(xsecond))∥∥∥2 (5.2)
Figure 5.3: The model is first trained with classification loss and similarity loss.
5.2.3 GAN loss
Although L2 similarity loss makes windows around start boundaries more compact in the
feature space, some negative samples become even more challenging to be separated. In order
to solve this problem, we can use hard negative mining approach, however, the dataset is too
large to identify hard samples during each training batch. Inspired by [20], we modify the C3D
20
model and investigate GAN models to automatically generated hard samples so that can obtain
better classification boundaries. The goal of the adversarial module is to generate hard negative
samples which are similar to the current window but are still separable from the current window,
so that can serve as hard negative samples.
Figure 5.4: We trained GAN by optimizing G and D alternatively. a) The generator G weights
are updated while the discriminator D is fixed. b) The weights of discriminator are updated the
while the generator is fixed.
Training proceeds alternating between training the generator minimizing the distance between
generated sample’s feature and real sample’s feature while keeping the discriminator fixed and
training discriminator to classify the input data into one of K + 2 possible class (the K + 2th
class corresponds to the fake class) by fixing the parameters of the generator.
LG =
∥∥∥Exstart∼pdata [ψ(φ(xstart))]− Ez∼pnoise [ψ(φ(xsecond))]∥∥∥2 (5.3)
LD = −{Exstart∼pdata [log pD(yc = yˆc|φ(xstart))]
+ Ez∼noise[log pD(yz = HardNeg|G(z))]}
(5.4)
LGAN = LD + LG (5.5)
5.3 Prediction and post-processing
Given 16 frames sequence, the model predicts the class category of the last frame of the
sequence (current frame). The predicted class category corresponds to the class that has the
maximum confidence score beyond the established threshold. If the maximum class confidence
score is below the threshold the frame will be assigned as background. During testing, we slide
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the input window with stride size 1. The model predicts a class label per every frame. The action
start is detected, if there is a change between two adjacent windows: (1) from background to
action A; (2) from action A to action B. In the first case, the model detects action A start and
in the second case, the model detects action B start.
22
Chapter 6
Experiments
In this section, we provide details about implementation, evaluation, and validation of our
proposed model.
6.1 Experiment setup
We have conducted our experiments on the THUMOS’14 [9] dataset. 2,755 trimmed videos
of the training set and 1,010 untrimmed videos of the validation set (3,007 action instances) were
used for training. 213 videos (3,358 action instances) of the testing set were used for testing.
The weights in all layer of the prediction network are initialized using the weights of C3D
model trained on Sports-1M dataset [12], except the last fully connected layer that is initialized
from a normal Gaussian distribution. The network was trained with mini batch gradient descent
with Adam optimizer with a two different learning rate, 10e − 5 for the pretrained weights and
10e− 4 for the last layer. The generator network of the GAN module was initialized from normal
Gaussian distribution, the learning rate used to update generator network’s parameter is 3e− 3.
First, we have trained the prediction network for 10.000 iterations with a mini batch of size 12,
and then we add the GAN module to train 10.000 iterations more.
6.2 Evaluation Metric
In this work, we proposed a new evaluation metric to evaluates the model performance in
the online action detection task. There are previous works used per frame label mean Average
Precision (mAP), which is widely used in oﬄine action detection. Nevertheless, in the online
setting model only needs to detect the start of the event, the objective is not to predict labels for
every frame. Therefore, we propose Point mean Average Precision (PmAP ), which only takes
into account action start frame. For each action class, we take all detected start time in the test
set by their confidence scores for the specific class and compute Average Precision (AP ), Then
we average over all classes to obtain mAP. The correct detection must fulfill two requirements:
(1) the prediction error is smaller than error tolerance threshold and (2) action category is correct.
The mean average precision of the system is obtained by computing the mean of the average
precisions (AP ) of the K + 1 classes, as presented in Equation 6.1.
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mAP =
1
|K + 1|AP (k) (6.1)
At the same time, the average precision for a class is computed by averaging the precision at
position i (P (i)) of all detections in the ranked list (sorted by their class confidence score, high
to low). P (i) is calculated as P (i) = TP (i)/(TP (i) + FP (i)), where TP (i) and FP (i) are
defined as the number of true positive and false positive between positions 1 and i in the ranked
list. Equation 6.2 formulates this metric.
AP =
1
|P |
N∑
i=1
P (i) · I(i) (6.2)
I(i) an indicator function that is equal to 1 if frame i is a true positive, and equal to 0
otherwise. P is the total number of positives.
6.3 Results
This chapter presents the results obtained with the framework presented in Chapter 5. We
have evaluated our model using our newly proposed metrics, from 1-second error tolerance to
10-second error tolerance. 1-second error tolerance means that detections whose time error is
lower than 1 second would be treated as correct detection. We considered a confidence score
threshold of 0.6 for all our experiments. .
Random Guess C3D-Online C3D-Online-DS C3D-Online-DS-L2 our model
mAP (%) 0.3 3 4.7 5.3 5.8
Table 6.1: Average PmAP from time error tolerance=1s to time error tolerance=10s. DS means
dense sampling.
In Table 6.1, our model clearly outperform all baseline methods. However, even the relative
gain is high, the absolute PmAP value is still low. To further analyze this problem, we checked
the per class AP as shown in Figure 6.1. We observed those action class with lower PmAP ,
such as Pole Vault, Javelin Throw, High Jump and Long Jump, they share very similar scene
and motion information at the very beginning of the action. All videos from those classes are
recorded in the athletic stadium and all actions start with running. This similarity in terms of
context and motion between those action classes makes them very challenging to distinguish just
from the beginning of the action. In order to address this problem, we will conduct some ablation
study on using different depth/structure/model to extract more discriminative class features in
future works.
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Figure 6.1: Per class Average Precision (AP ) when time error tolerance is 10s.
(a) (b)
Figure 6.2: PmAP of action start detection from 1s to 10s (time error tolerance). a)Presents
a comparison of different models; b) Show how the confidence score threshold affects the model
performance.
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Chapter 7
Conclusions
The goal of this thesis is to develop an effective action detection model as well as a suitable
evaluation tool in the online setting, where the input is a video stream.
Online action detection is a very difficult task, and there is no work specifically addressed on
this problem, except [2] has proposed some very basic baseline method. In order to overcome
those challenges in online action detection, we have conducted several experiments on a large scale
dataset. We have also proved that densely sample training data around action start help train
better online detection model. Reducing the distance in feature space between the start window
and the its future adjacent window helps the model to learn a more compact representation.
Last but not least, we have proposed GAN-based model to generate hard negative samples and
improve classification accuracy.
We have introduced a novel evaluation metric, different from the frame level mAP, this newly
proposed metric only focus on the starting frame, which makes it more appropriate for online
action detection. We have evaluated our methods on a large scale video dataset, and our proposed
models have shown very competitive performance over the baseline methods, we could obtain a
50% of the relative gain.
Finally, as the future work, it will be interesting to use other state-of-art video feature extrac-
tion network [24, 31]. Another possible modification is to generate class specific hard negative
samples by providing class information as input to the generator network. We will also conduct
experiments on other video dataset and work on additional benchmarks.
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