Abstract. From an elliptic cusp form, we construct a Jacobi cusp form of degree one with matrix index, which gives a section of the descent map. We have applications to the theory of Maass spaces on orthogonal groups and the Ikeda lifting.
Introduction
The purpose of this paper is to construct all Jacobi cusp forms which satisfy certain linear relations among Fourier coefficients.
Let us describe our result. Let S be a positive definite symmetric even integral matrix of rank n such that L = Z n is a maximal integral lattice with respect to S. Put S[x] = t xSx for x ∈ Q n . Let L * be the dual lattice of L with respect to S and T + S the set of all pairs (a, α) ∈ Z × L * such that a > S[α]/2. Let q p be the quadratic form on V p = L/pL defined by
for each prime p. We denote by s p (S) the dimension of the radical of (V p , q p ). Put S i = {p | s p (S) = i}. Let us note that s p (S) ≤ 2 since L is a maximal integral lattice.
For simplicity we suppose that n is an odd integer. Let b S (resp. d S ) be the product of the rational primes in S 1 (resp. S 2 ). We put ∂ a,α = det S Sα t αS 2a for (a, α) ∈ T where q = e(τ ) = e 2π √ −1τ and (τ, w) ∈ D S . Let ν p be the Witt index of S over Q p and define η p (S) ∈ {±1} by n = 2ν p + 2 − η p (S).
For a nonzero element a in Q p , we shall define a polynomial l p,S,a (see §3 
Remark.
(1) Similar results hold in the case when n is an even integer (cf. Theorem 3.3). (2) Skoruppa and Zagier [22] constructed a lifting from the full space of Jacobi forms of weight ℓ with scalar index 2m to a certain subspace of M 2ℓ−2 (Γ 0 (m)). If ℓ = κ and S/2 = m is a square-free integer, then the lifting f → Φ gives a section of this lifting. (3) Murase and Sugano [17] studied the space J cusp,M κ (Γ ) in connection with certain spaces attached to orthogonal groups of signature (2, n + 2). We can give all cusp forms in this space (see §11). In particular, this is a generalization of the following results: (a) The case when n = 1 and S = 2 is the Saito-Kurokawa lifting. (b) S is the trace of an imaginary quadratic field (cf. [10, 14, 6] ). (c) S is the trace of a definite quaternion algebra (cf. [12, 13, 26] ). (d) S is the trace of a Cayley algebra (cf. [2] ). (4) The construction of Φ is quite similar to that of the Ikeda lifting (see §9). We shall see that Φ coincides with the S/2-th FourierJacobi coefficient of the Ikeda lift of f if b = d = 1 (see §12).
We shall now explain the contents of each chapter. In §1 we introduce the notion of Jacobi forms of degree one with matrix index. In §2 we discuss basic properties of modular forms of half-integral weight. In §3 we state our main results. In §4 and §5 (resp. §6 and §7) we investigate the case when n is an odd (resp. even) integer. In §8 we shall calculate Petersson norms of Φ. In §9 we shall calculate the Fourier coefficients of the Jacobi Eisenstein series. In §10 we shall show that the S/2-th Fourier-Jacobi coefficient of Siegel Eisenstein series coincides with the Jacobi Eisenstein series. In §11 we shall apply Theorem 3.2 and 3.3 to the theory of a Maass space on orthogonal groups of signature (2, n+2) . In §12 we describe the relation between the Ikeda lifting and the lifting constructed in Theorem 3.2.
Notation
Let X be an n-dimensional vector space over Q which is equipped with a positive definite quadratic form S : X → Q. The associated bilinear form is given by
S(x, y) = (S[x + y] − S[x] − S[y])/2.
Let L be a maximal integral lattice with respect to S, namely, if M is a lattice containing L such that S[x]/2 ∈ Z for every x ∈ M, then M = L. We frequently identify S (resp. X, L) with an even integral positive definite symmetric matrix of rank n (resp. Q n , Z n ). For x ∈ R, we denote by [x] the Gauss bracket of x. We denote by the formal symbol ∞ the infinite place of Q and do not use p or q for the infinite place. Set q = e(τ ) = exp(2π √ −1τ ) for τ ∈ C. Put e p (x) = exp(−2π √ −1(fractional part of x)) for x ∈ Q p . Let A be the adele ring of Q and A f the finite part of the adele ring. If z ∈ C and ℓ ∈ Z, then z 1/2 denotes the square root of z such that −π/2 < arg z 1/2 ≤ π/2 and z ℓ/2 = (z 1/2 ) ℓ . Let 1 m (resp. 0 m ) be the identity (resp. zero) matrix of degree m. Given square matrices a 1 , . . . , a m , we denote by diag[a 1 , . . . , a m ] the matrix, diagonal blocks of which are equal to a 1 , . . . , a m and all entries on the off-diagonal blocks are equal to zero. Let δ(( * )) stands for either 1 or 0 according to the condition ( * ) is satisfied or not. For an algebraic group G over Q, the group of D-valued points, where D is any Q-algebra, is denoted by G(D).
Jacobi forms
Let S be a positive definite symmetric even integral matrix of degree n. The Heisenberg group H S is an algebraic group, the group of Ovalued points of which is given by
for any ring O and the composition rule of which is given by
The special linear group SL 2 acts on H S by
for α ∈ SL 2 . We obtain an algebraic group J S = SL 2 · H S , which is called the Jacobi group. We write H for the upper half-plane. The archimedean part J S (R) acts transitively on
where
For an integer κ, a function φ on D S and γ ∈ J S (R), we put
Here we introduce an automorphy factor j κ on J S (R) × D S by
A Jacobi (resp. Jacobi cusp) form φ of weight κ with index S is a holomorphic function on D S which satisfies φ| κ γ = φ for every γ ∈ Γ and has a Fourier expansion of the form
where (a, α) extends over all the pairs of T 0 S ∪ T + S (resp. T + S ). The space of Jacobi (resp. Jacobi cusp) forms of weight κ with index S is denoted by J κ (Γ ) (resp. J cusp κ (Γ )). We assume that S is maximal throughout this paper, i.e., there is no non-degenerate matrix α ∈ M n (Z) such that det α > 1 and S[α −1 ] is even integral. We write F q for a finite field with q elements. Let V p = F n p and define the quadratic form
Since S is maximal, s p (S) ≤ 2 (cf. Lemma 5.1, 7.1 and their proofs). We write S i for the set of all rational primes p such that s p (S) = i. We denote by d S the product of prime numbers in S 2 .
If n is an odd integer, then we put
If n is an even integer, then the discriminant field K of S is the extension of
We denote by d S for the absolute value of discriminant of K/Q and by χ S the primitive Dirichlet character corresponding to K/Q. Put
Notice that
which follows from the classification of maximal Z p -integral lattices (cf. [1, §9] or Lemma 5.1, 7.1). We put
We write S(X f ) for the Schwartz-Bruhat space of X f = X ⊗ Q A f . Given l ∈ S(X f ), we define the theta function ϑ
Choose a complete representative Ξ for L * /L. We write l µ for the characteristic function of the closure of µ + L in X f for µ ∈ Ξ. Put ϑ 
−n e(−c(cτ
For the definition of j(γ, τ ), see §2. (2) If n is an even integer, then
is an even integral symmetric matrix (cf. [1, §9] ). We can apply Corollary 4.9.5, Theorem 4.9.3 of [16] and its remark to the theta constant ϑ S 0 (τ, 0), which proves to be a modular form of weight n/2 with respect to Γ 0 (D S ). The proof is applicable to ϑ S 0 (τ, w) itself. Note that we can give another proof, using the Weil representation (see §5 and §7).
A Jacobi form φ can be expressed as a sum
as a simple consequence of the invariance of φ with respect to H S (Z).
For an integer ℓ, an element α = ( a b c d ) of the connected component GL 2 (R)
• of GL 2 (R) and a function f on H, we put
We drop the subscript ℓ/2 when there is no fear of confusion. 
Here we put J = (
Remark 1.5. Note that κ must be an even integer for there to be any non-zero φ ∈ J M κ (Γ ). The following lemma easily follows from (1.3). Lemma 1.6. Let φ ∈ J κ (Γ ). The following conditions are equivalent.
The following lemma easily follows from Lemma 1.3 and 1.6.
For an integer ℓ, we put
The modular forms of half-integral weight
We recall some basic facts about the modular forms of half-integral weight. We refer to [25, 24] for detail. Fix a positive integer k. The set G consists of all pairs (γ, φ(τ )), where γ = ( a b c d ) ∈ GL 2 (R)
• and φ(τ ) is a holomorphic function on H satisfying
We define the group law of G by
For a function g on H and α = (γ, φ(τ )) ∈ G, we put
There exists an injective homomorphism
, where
is the Kronecker symbol (see [16] ) and
Fix a positive integer N = 2 e M, where M is an odd square-free integer and e equals either 2 or 3. Let χ be an even Dirichlet character mod N such that
We call a holomorphic function g on H a modular (resp. cusp) form of weight k + 1/2 with respect to Γ 0 (N) and χ if g|γ * = χ(γ)g for every γ ∈ Γ 0 (N) and it is holomorphic (resp. vanishes) at all cusps.
The space of modular (resp. cusp) forms of weight k + 1/2 with respect to Γ 0 (N) and χ is denoted by M k+1/2 (N, χ) (resp. S k+1/2 (N, χ)).
consists of all functions, the m-th Fourier coefficient of which vanishes unless m ∈ D k . Put [25] ). We defineδ a ∈ G and an operator U(a) on formal power series bỹ
where we put
Proposition 2.1. We have
The following direct sum decomposition holds.
The Petersson inner products in S k+1/2 (N) are defined by 
in S + k+1/2 (N) with respect to the Petersson inner product. We denote byT (p 2 ) (resp. T (p)) the usual Hecke operator on the space of modular forms of half-integral (resp. integral) weight. Proposition 2.2.
(1) We have
(2) On the space S new,+ k+1/2 (N), we have 
for every prime number p ∤ 4 −1 N and prime divisor q of 4 −1 N.
Main Theorem
The letter k hereafter stands for a positive integer such that
is an even integer. Let v be a place of Q and B a non-degenerate symmetric matrix of size r with entries in Q v . We denote by ( , ) v the Hilbert symbol over Q v and by h v the Hasse invariant (see [8] for the definition of the Hasse invariant). Put
If n is an even integer, then we put ξ p (S) = χ S (p) and denote by
Proof. From [8, Theorem 3.4.2, Ch 3 §4 exercise] we can check that η p (S) depends only on a core subspace of S. Then our assertion (1) follows from [8, Theorem 3.5.1]. We have
For ǫ ∈ {±1} and e ∈ Z, we define l e,ǫ and h e,ǫ ∈ C[X,
Let a be a nonzero element of
We put l e = l e,1 and
Here, * p is the Kronecker symbol (cf. [7, §3] ). Let
N for each positive integer N. Theorem 3.2. Suppose that n is an odd integer. Let b (resp. d) be a positive divisor of b S (resp. d S ) and f ∈ S 2k (Γ 0 (bd)) a primitive form, the L-function of which is given by
Assume that
be a corresponding cusp form (see §2). Put
where the number of prime divisors of bd such that 
Then the function Φ on D S defined by
is an element of J (1) Notice that l p,S,a (α p ) is independent of the choice of α p and that the Fourier coefficients of Φ are closely related to those of the Jacobi Eisenstein series (see Corollary 9.3).
(2) We can show that Φ is a common Hecke eigenform of all Hecke operators (see [23, §2] for the action of Hecke operators), using the same type of arguments as in the proof of [5, Theorem 3.3] .
(3) A lifting S D,s constructed in [22] associates to a Jacobi form of weight ℓ with scalar index 2m a form in a certain subspace of M 2ℓ−2 (Γ 0 (m)). If ℓ = κ is an even integer and S/2 = m is a square-free integer, then
up to a constant multiple.
and p an odd prime divisor of ∆ S . Put
(cf. Proposition 2.1). We consider the following conditions:
Lemma 4.1. Under the notation above, the following assertions hold if q is an odd prime number. 
) The conditions (i) holds if and only if
Our assertion (2) follows immediately as
Lemma 4.2. Under the notation above, the following assertions hold if q = 2.
(
See [25] . (1) g satisfies (i) for every q ∈ S 1 ; (2) g satisfies (ii) for every q ∈ S 2 . We put
We define an operator P (p) :
We define h
k+1/2 (4bd) which satisfy the condition (i) for every q ∈ S 1 . 
Proposition 4.5. The mapping
We have h = 0 in a similar fashion if h|Q(p) = 0. We can therefore see that the mapping h → h * is injective. Let h ∈ S S k+1/2 (∆ S ) and p a prime divisor of 4
. SinceỸ (p) fixes the space of newforms, Lemma 4.1 and 4.2 show that g 1 ,
where ǫ is equal to 4µη 2 (S) or ǫ −2k−1 p p 1/2 η p (S) according to p = 2 or not. Lemma 6.2 of [25] shows that h 2 = 0 and
We can establish the surjectivity of the mapping by induction.
For each positive integer N, we put ρ(N) = p|N (1 + p −1 ) and write t(N) for the number of prime divisors of N. 
Proof. Proposition 4.5 shows that 
for each prime divisro p of (bd)
We are thus led to
The proof of Lemma 4.6 is now complete.
Proof of Theorem 3.2
We suppose that n is an odd integer and k is a positive integer such that κ = k + (n + 1)/2 is an even integer throughout this section. We shall describe the rink between M S k+1/2 (∆ S ) and J M κ (Γ ). For an integer ℓ and a rational prime p, we put
Lemma 5.1. Let ℓ ∈ N. The following conditions are equivalent.
Proof. We define the quadratic form Q 1 on U = Qe 1 ⊕ X ⊕ Qf 1 by
Let D be the set of integers ℓ such that a S (ℓ) = 0 and
We denote by M * p the dual lattice of M p . A core space W p has following structure (see [21, §7] 
Let H p be a quaternion division algebra over Q p and ι the main involution of H p . If η p (S) = −1, then we can identify W p with the space of pure quaternions B p = {x ∈ H p | x ι = −x} in H p (cf. Lemma 3.1). There exists an element c p ∈ pZ
p , where P p is the maximal ideal of the maximal order of H p , we observe that
We have thus proved the first part of Lemma 5.1. We can easily establish the remaining part.
Fix a rational prime p. We denote by c p (g 1 , g 2 ) the Kubota 2-cocycle (for definition, see [5, §12] ). The metaplectic group SL 2 (Q p ) is by definition the 2-fold covering group of SL 2 (Q p ) determined by c p (g 1 , g 2 ), namely, an element of SL 2 (Q p ) is a pair (g, ζ) ∈ SL 2 (Q p ) × {±1} and the composition rule is given by
Recall that the Weil representation of SL 2 (Q p ) on the Schwartz-Bruhat space S(X p ) of X p , written as l → σ l for l ∈ S(X p ), is given by (S(ξ, η) ). We define SL 2 (A f ) to be the restricted direct product of SL 2 (Q p ) divided by {(t p ) ∈ ⊕ p {±1} | p t p = 1} and define the Weil representation of SL 2 (A f ) on S(X f ) by the restricted tensor product of the local Weil representations.
Lemma 5.2. Given φ ∈ J κ (Γ ), we define φ µ by (1.2) and (1.3) . Put ′ be the subset of Ξ which consists of elements µ such that 4b S µ ∈ L. We deduce from (1.3) and Lemma 5.1 that g satisfies (A). There exists a complex number γ such that
in view of (1.1) and (5.1) since the Weil representation is a unitary representation. Lemma 4.2 (3) shows that g satisfies (B) if q = 2 ∈ S 2 . Since γ q,S = −1 for 2 = q ∈ S 2 , we have
where the subset Ξ ′′ of Ξ consists of elements µ such that pµ ∈ L. Lemma 4.1 (3) thus shows that g satisfies (B) for every 2 = q ∈ S 2 . 
kW (∇ S ). We define φ µ by (1.4) and define φ by (1.2). We shall show that φ ∈ J M κ (Γ ). Then J(φ) is equal to g up to a constant multiple.
We follow the same line of computation as in [14, §6] . For a positive divisor Q of D S such that Q and D S /Q are coprime, let A Q be a nonzero constant independent of g such that h|Ỹ (Q) = A Q h. Lemma 4.1 and 4.2 assure the existence of A Q .
For an integer r, let D r be a positive divisor of D S , the set of prime divisors of which coincides with that of (r, D S ) and such that D r and D S /D r are coprime. We have
Since the entries of the first column in this matrix are coprime,
where put B 
Proof. Let f be a nonnegative integer and d a positive integer such
,dp 2f (α p ) = c(dp 2f ) + η p (S)p k c(dp
,dp 2f (α p ) = c(dp 2f ) − (−1) k dp 2f −2 p p k c(dp 2f −2 ) − p 2k c(dp 2f −4 ).
If p is a prime divisor of d and ǫ ∈ {±1}, then
It follows from Proposition 2.2 (2), Lemma 4.1 (2) and 4.2 (2) that c(N) = 0 if ψ p ((−1)
k N) = ǫ. Employing Remark 4.4, we can see that the proof is complete. 
where m ′ is an integer such that
As in [6, Lemma 13.1], we have
if m and p are coprime.
Lemma 6.1. Let p ∈ S 1 , q ∈ S 2 and
We consider the following conditions:
Here we put
Then the following assertions holds. Proof. The proof for our assertions (1) and (2) is almost the same as that of [13, Proposition 5] . The proof for our assertion (3) is almost the same as that of Lemma 4.1 (3). (A) f satisfies (i) of Lemma 6.1 for every p ∈ S 1 (B) f satisfies (ii) of Lemma 6.1 for every q ∈ S 2 . We put
For a subset P of S 1 , we put
Recall that there exists [16, Theorem 4.6.16] ). Following [6] , we put
We define an operator Q(p) :
Remark 6.3. The m-th Fourier coefficient of f ∼ is equal to
by virtue of [6, Lemma 13.3] . We can easily show that
Proposition 6.4 (cf. [6, 13, 14] ). We have f * ∈ S S k (D S , χ S ) under the notation above. Moreover,
Proof. For each prime p|d
Since f is a newform, Tr 
By the same way as [6, Proposition 13.17], we can show that the space Under the notation as in Theorem 3.3, we put
It is well-known that
For definitions of ρ(N) and t(N), see Lemma 4.6.
Lemma 6.5. Let f be the one in Theorem 3.3. Then
Proof. Clearly f * = 0 if and only if f ∼ = 0. By the same process as in the proof of [4, Lemma 13.9], we can show that f ∼ = 0 if and only if η(f ) = 0. It follows from (6.2) that f, f = f P , f P for every subset P ⊂ S 1 and hence
[6, Lemma 13.11]). Since
for a rational prime p such that p and bd are coprime, we have
We have thus completed the proof of Lemma 6.5.
Proof of Theorem 3.3
We suppose that n is an even integer and k is a positive integer such that κ = k + n/2 is an even integer throughout this section. We shall describe the rink between M S k (D S , χ S ) and J M κ (Γ ). For an integer ℓ and a rational prime p, we put
Lemma 7.1. Let ℓ ∈ N. The following conditions are equivalent. 
We denote by Nr be the field theoretic norm of K p /Q p . We can deduce from [21, §7] that a core space W p has following structure.
Suppose that p ∈ S 0 . Then ξ p (S) = 0. If ξ p (S) = 1, then U p is a hyperbolic space. If ξ p (S) = −1, then we can identify (W p , Q 1 ) with
Suppose that p ∈ S 1 . Then K p is a ramified quadratic extension of Q p . There exists a unit c p in Z p such that we can identify (W p , Q 1 ) with Recall that the Weil representation of SL 2 (Q p ) on S(X p ), written as l → σ l for l ∈ S(X p ), is given by
Here let γ S,p and dη be the ones in §5. We define the Weil representation of SL 2 (A f ) on S(X f ) by the restricted tensor product of the local Weil representations. we define φ µ by (1.2) and (1.3) . Put
and hence so is f . From (7.1) and [19, Theorem A 7.4] , f equals
up to a constant multiple. Here let Ξ ′ be the subset of Ξ which consists of elements µ such that d S µ ∈ L. We can deduce from (1.3) and Lemma 7.1 that f satisfies the condition (i) of Lemma 6.1 for every p ∈ S 1 . By the same process as in the proof of Lemma 5.2, we can check that f satisfies the condition (b) of Lemma 6.1 for every p ∈ S 2 . Lemma 6.1 thus completes the proof of Lemma 7.2.
Proof. Since Lemma 7.1 and (7.1) show that J(φ) is equal to (7.2) up to a constant multiple,
. We define φ µ by (1.4) and define φ by (1.2). We can prove Proposition 7.3 by the same way as in the proof of Proposition 5.3.
Lemma 7.4. Under the notation as in Theorem 3.3, we have
Proof. Let (a, α) ∈ T + S . If p ∈ S 1 , Lemma 3.1 (2) and (6.1) show that
If p ∈ S 2 and (p, d) = 1, then for nonnegative integer a.
If p is a prime divisor of d, then [16, Theorem 4.6.17 (2) ] shows that α p ∈ {±(ξ p (S)) 1/2 p −1/2 } and hence
Employing Remark 6.3, we can complete the proof of Lemma 7.4 by a straightforward calculation. 
Petersson norms of Φ

Recall that the Petersson inner products in
Here τ = x + √ −1y and w = τ ξ + η and dx, dy (resp. dξ, dη) are the Lebesgue measures on R (resp. X ∞ ).
Recall that φ µ and ψ µ are defined in (1.2) 
and (1.3).
Proof. We know that
We can prove (1) If n is an odd integer, then
(2) If n is an even integer, then
Proof. By the same principle as in the proof of [6, Lemma 15.2],
for each µ ∈ Ξ. We therefore deduce from Lemma 8.1 that
If n is an odd integer, then we observe that
If n is an even integer, then
We are thus led to Lemma 8.3.
The Petersson norm Φ, Φ can be computed by using Lemma 4.6, 5.4 and 8.3 (1) (resp. Lemma 6.5, 7.4, 8.3 (2) and (6.2)) if n is an odd (resp. even) integer.
Fourier coefficients of Jacobi Eisenstein series
The letter κ stands for an even integer throughout this section. Put
Recall that the the Eisenstein series on the Jacobi group is defined by
. Let | | A be the module of the idele group of Q and put
Here we write x f for the finite part of x. Put
where φ κ,s = v φ κ,s,v is defined by
Then it is immediate that
For each place v of Q, we put
Then [23, Lemma 3.3] shows that
To write down I κ,a,α,∞ (g; s), we put
for Reµ > 0 and z ∈ H ′ = {z ∈ C | Rez > 0}. Then ω(z; λ, µ) can be continued as a holomorphic function to the whole H ′ × C 2 and satisfies ω(z; λ, 0) = 1 (see [19, Theorem 3.1, (3.13) , (3.15)]). Assume that
The proposition below is easily deduced from [23, Proposition 3.4] .
Here we put κ(n, s) = κ + (s − n)/2.
Let I p (S, (a, α); X) be the one in [23, (2.21) ]. From [23, (3.18) ],
For a rational prime p, we define the polynomial ̺ p,S by
We denote by
The following proposition is a reformulation of [23, Proposition 2.14]. 
If n is an odd integer, then we have
If n is an even integer, then we have
Proposition 2.14 (ii) of [23] lists up all possible pairs of (t p , ∂ p ), (t Table 1 . Employing Lemma 3.1, we can easily check the statement of Proposition 9.2.
Let κ be an even integer such that κ ≥ n/2 + 2. Suppose that κ > n/2 + 2 if n is an even integer and χ S is trivial. Then we can obtain the holomorphic Eisenstein series E A(D a,α )q a e(S(α, w)).
We denote by ψ a the primitive Dirichlet character corresponding to Q( √ a)/Q for each nonzero rational number a. Then the following assertions holds.
(1) If n is an odd integer, then
Proof. Note that I k,a,α,∞ (g; 0) = 0 (see [23, Proposition 3.4 
(i)]
). Corollary 9.3 easily follows from (9.1), (9.2), Proposition 9.1 and 9.2.
Fourier-Jacobi coefficients of Siegel Eisenstein series
The symplectic group Sp ℓ is an algebraic group defined over Q, the group of D-valued points of which is given by
for every Q-algebra D. The archimedean part Sp ℓ (R) of Sp ℓ acts transitively on Siegel upper half-space H ℓ by αZ = (aZ + b)(cZ
where {C, D} runs over a complete set of representatives of the equivalent classes of symmetric coprime pairs of degree ℓ. Let S ℓ (Z) (resp. T + ℓ ) be the set of integral symmetric (resp. positive definite symmetric half-integral) matrices of size ℓ. As is well-known, the h-th Fourier coefficient of E ℓ κ is equal to (10.1)
where we put S ℓ (R) = S ℓ (Z) ⊗ Z R for a ring R and define ν(α) to be the product of the denominator ideals of fundamental divisors of α. We note that there exists polynomial f p (h; X) such that
(1 − X)
Then there exists polynomial
where we put S a,α = S Sα
Proof. Put P ℓ = {( * * 0 ℓ * ) ∈ Sp ℓ } and i = √ −11 ℓ . The standard maximal compact subgroup C ℓ of Sp ℓ (A) is defined by
We define the series
Here
As in the proof of [4, Theorem 3.2], we have
Notice that the left-hand side is the 2
and w ∈ C 1,v . Fix a rational prime p. We can easily observe that
for y ∈ Z n p and b ∈ Z p . As Z n p is a maximal lattice with respect to S, φ
We thus conclude that
It is immediate that
The confluent hypergeometric function Ξ(Y, S; s, s ′ ) is defined by
we have
We can prove Proposition 10.1, combining all of these results.
Lemma 10.2. We abbreviate s = s p (S), ξ = ξ p (S) and η = η p (S).
(1) If n is an odd integer, then f p (2
Proof. Let B, B 2 , n and l be the ones in [7, Lemma 3.3] . From the proofs of Lemma 5.1 and 7.1, we can observe that
Therefore our assertion is the same as [7, Lemma 3.3] .
We put
Observe that
Combining (9.1), (9.3), (10.1), Proposition 9.2 and 10.1, we see that the proof is complete.
Application to Maass spaces on orthogonal groups
We shall give an explicit Fourier coefficient formula of the theta lifting attached to the orthogonal group of signature (2, n + 2). Put
The special orthogonal group SO(Q) of Q is an algebraic group defined over Q, the group of D-valued points of which is given by 
The action of the connected component SO(Q)(R)
• of SO(Q)(R) on D and the automorphy factor j(g, Z) on SO(Q)(R)
• × D are defined by
for g ∈ SO(Q)(R)
• and Z ∈ D. The modular group Θ is an arithmetic subgroup {γ ∈ SO(Q)(R)
• | γL 2 ⊂ L 2 }. We put
For a C-valued function F on D, we put
for α ∈ SO(Q)(R)
• . A holomorphic function F on D is called a modular (resp. cusp) form of weight κ if F | κ α = F for every α ∈ Θ and has a Fourier expansion of the form
where η extends over all elements of {0} ∪ T 0 ∪ T + (resp. T + ). We denoted the space of modular forms of weight κ by M κ (Θ) and that of cusp forms of weight κ by S κ (Θ).
Recall that the first Fourier-Jacobi coefficient of F is defined by φ(τ, w) = (a,α)∈T 0 S ∪T + S
A(e 1 + α + af 1 )q a e(S(α, w)).
As is well-known, φ ∈ J κ (Γ ). Proof. This is a consequence of Theorem 3.2 and Proposition 11.2. 
Application to the Ikeda lifting
We assume that n is an odd integer and κ = k + (n + 1)/2 is an even integer throughout this section. Let f ∈ S 2k (SL 2 (Z)) be a normalized Hecke eigenform, the L-function of which is given by L(f, s) = Put D h = 2 n+1 det h for h ∈ T + n+1 . Ikeda [5] showed that the function F (Z) = 
