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ABSTRACT 
Standard Industrial Classification (SIC) classify organizations based on their business activities. However, choosing 
appropriate SIC code that represents an organization’s business activities in a challenging task. In the UK, there are almost 100 
categories each having several subcategories of predefined business activities designed by experts. However, such scheme 
cannot cater for emerging business needs while some organizations cannot be easily defined by a single SIC code, due to the 
complexity of their business nature. Similarly, if a company expands or changes its operation during the year, a new SIC code 
needs to be assigned. This results in organizations having difficulties picking representative SIC code to use in defining their 
business activities. In this paper, we propose a dynamic framework that can automatically group organizations based on their 
business activities. Our framework leverages techniques from topic modelling. Result shows that our proposed framework can 
automatically adapt to changing business needs and cluster organizations effectively. 
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INTRODUCTION 
Accurately classifying industries into clusters based on their business activities is essential in order to provide valid statistical 
information and to quantify the impact of industry structures on innovations and investments. These classification systems 
provide insight into the economy and trade and it enlightens policy makers on current industrial activities. In the UK, the 
standard industrial classification (SIC) is used for classifying economic activities (Smith & James, 2017).  
 
SIC consist of 99 categories and several subcategories used to define the business activities of organizations in the UK. The 
design of the SIC system reflected the way industry structures were understood by policy makers at the time creation (Porter, 
1981). The duty of the policy makers is to promote equilibrium in the economy. Therefore, the SIC system is designed based 
on the past business activities of organizations. For example, within the “Agriculture, Forestry and Fishing” group, there are 40 
different SIC codes ranging from growing of cereals to freshwater aquaculture. 
 
However, such classification schemes do not adapt to the evolving changes in business activities. For example, changes in the 
standard industrial classification have occurred approximately every 10-15 years in the UK. Similarly, when such changes 
occur, they require large amounts of resources to implement and can create disruption in time series (Brook, Matthews, & 
Darke, 2011). 
 
LITERATURE REVIEW 
In the UK, SIC has been revised seven times since 1948. These revisions, with the latest in 2007, have failed to capture recent 
business activities (Hughes & Brook, 2009). Business activities not explicitly captured by the classification codes are grouped 
into the “other” categories (e.g other mining and quarrying category) (Hrazdil & Zhang, 2012). Similarly, the revision of SIC 
has brought about differences in codes across databases, thereby causing inconsistences and failure to identify industries that 
have similar operating characteristics (Hrazdil, Trottier, & Zhang, 2014). 
 
Also, products and services have become more complex as a result of changes in innovation and technology (Dalziel, 2007). 
These technological changes may affect production processes and appropriate classifications because products and services 
depend on a wide range of supporting products and services to function fully. 
 
Lastly, the development of the SIC system indicates the perception of the industry structure as understood by the experts as at 
the time of its creation (Hrazdil, Trottier, & Zhang, 2013). This creates an inflexible and rigid classification scheme as opposed 
to a dynamic scheme that can instantly capture emerging business activities. 
 
METHODOLOGY 
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To solve the above problems, we propose a dynamic framework based on techniques from topic modelling that is robust to 
emerging business needs and can automatically assign a cluster to an industry based on their business activities. Topic 
modelling is a method of discovering group of words also known as topic from a corpus. It is a type of statistical model can be 
used to identify recurring patterns of words from text and discover hidden semantic structures embedded in text. Topic 
modeling techniques have proven to be effective in various natural language modelling tasks such as semantic mining and 
discovery of latent topics in documents. In topic modelling, a topic is defined as a list of co-occurring words with statistical 
significance. A document in our case is the textual description of firm’s activities and corpus is the collection of documents. 
Techniques used in topic modelling includes Explicit Semantic Analysis (ESA) (Gabrilovich, Markovitch, & others, 2007), 
Latent semantic Analysis (LSA) (Deerwester, Dumais, Furnas, Landauer, & Harshman, 1990), Probabilistic Latent Semantic 
Analysis (pLSA) (Hofmann, 2001), Latent Dirichlet Allocation (LDA) (Blei, Ng, & Jordan, 2003) and Hierarchical Dirichlet 
process (HDP) (Teh, Jordan, Beal, & Blei, 2005). Of all the above techniques used for topic modelling, Latent Dirichlet 
Allocation (LDA) is most suitable for our task and performs better than others.  
 
Therefore, our framework utilizes Latent Dirichlet Allocation (LDA), a generative statistical model that can automatically 
extract topics from documents (Blei, Ng, & Jordan, 2003). In LDA, each cluster, also known as a topic, consists of a series of 
words, each with a weight that indicates the importance of the word in the cluster. The aim of LDA is to infer latent topics 
from the corpus. LDA assigns a set of topics for each document with dirichlet distribution and computes a probability over the 
words in the entire corpus. Then for each document, LDA calculates the probability of the words in the documents belonging 
to the mixture of a word set of the topics. 
 
Let  be a corpus consisting of  documents (description of firm’s activities) and  be the number of topics. Each document 
 consists of  words . For each document , we choose a multinomial 
distribution  sampled from a Dirichlet distribution with . Similarly, for each topic , we choose a 
multinomial distribution  sampled from a Dirichlet distribution with . Then each word  in document  is sampled 
conditioned on the th topic from the multinomial distribution . 
 
In the generative process described above,  and  are hyper parameters,  and  are latent variables and words  in the 
document are the observed variables. We compute the probability of the document over the corpus and infer latent variable and 
hyper parameters by:    
 
 
 
Where  is a multinomial characterized by ,  is the a multinomial over the words and  is the 
Dirichlet. As shown in the equation above, the Dirichlet is sampled for each document and topics are sampled repeatedly 
within the document. Since LDA treats documents as a mixture of topics (where a topic is the probability distribution over the 
set of words), the Dirichlet  gives the mixture weight. 
 
Our dataset consists of information extracted from the websites of over 14,000 companies from 2000 to 2019 in the UK across 
six regions (Guernsey, Ireland, Northern Ireland, Wales, East London and Scotland). This information includes the description 
of the firm’s activities, number of employees, turnover, SIC codes and address. Precisely, the description of the firm’s 
activities was treated as our text corpus for performing the analysis. The aim of our analysis is to group companies into clusters 
based on their business activities. To estimate the parameters of our LDA model and to infer the distribution of topic and 
words, we used Variational Bayes (VB) inference. VB uses  parametric approximation to the posterior distribution of 
parameters  and , and latent variables  and . VB allows for faster convergence and iteration can be computed faster than 
Gibbs sampling method. Based on experiments, we set  while we let  automatically learn asymmetric prior from 
the corpus. 
 
We split the textual description of the firm’s activities into sentences and sentences into words. We performed stemming, 
lemmatization, and removed punctuation and stop words. To extract reasonable topics, our model considers the frequency of 
words within a topic and also across topics to prevent certain words appearing in all the topics. We performed both cross-
sectional analysis and longitudinal analysis. For our cross-sectional analysis, we cluster companies based on their business 
activities within their regions. We determined the optimal number of clusters based on the data about that region. For the 
longitudinal analysis, we consider a triplet consisting of region, quarter and year. For each triplet, we performed coherence 
analysis to determine the optimal number of clusters for the business activities. We use the above triplet as input into our LDA 
model to show the evolution of clusters for each <region, quarter, year> triplet. 
 
RESULT 
(1)
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Our preliminary result shows that our proposed framework can effectively cluster new business activities and adapt the number 
of clusters dynamically based on the textual description of the business need. Secondly, the implementation of our framework 
provides a low-cost solution that can detect homogeneity in business activities. Lastly, our result shows that our model reduces 
within-class heterogeneity and is robust to changes in technology and business needs. 
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