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solving it in the case that v is a prime.
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1. Introduction
Let Kv be the complete graph of order v and, for v even, let Kv − I be the so-called cocktail party
graph of order v, namely the graph obtained from Kv by removing a set I (one-factor) of v/2 pairwise
disjoint edges. Given K = Kv or Kv − I , the λ-fold of K is the multigraph λK that is a union of λ copies
of K . A cycle system of λK is a collection of cycles whose edges partition the multiset E(λK) of edges of
λK . The necessary and sufficient conditions for the existence of a k-cycle system of λKv (that is a cycle
systemwhose cycles have all length k) have been very recently established by Bryant et al. in [6] for all
values of λ. The important case of λ = 1 was solved by Alspach and Gavlas [1] for k odd (see also [9])
and by Šajna [24] for k even. A cycle system of K is Hamiltonian if all its cycles are so, namely when
each of them passes through all vertices of K . It is cyclic if it admits a cyclic group of automorphisms
acting sharply transitively on the vertices of K . This essentially means that we can label the vertices
of K with the elements of Zv in such a way that if S = {C1, C2, . . . , Cn} is our cycle system, then we
also have S = {C1+ 1, C2+ 1, . . . , Cn+ 1}where Ci+ 1 denotes the cycle obtained from Ci by adding
1 (mod v) to all its vertices.
At the moment, the major result about the existence question for cyclic k-cycle systems of Kv
is a complete answer in the case of v ≡ 1 or k (mod 2k) obtained with the contribution of many
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authors [11,12,20–23,26]. We also have a positive answer in the admissible cases in which k ≤ 32 or
k = 2q with q a prime power [28] and a negative answer when k < v < 2k and, at the same time,
gcd(v, k) is a prime power [10,28].
A literature concerning the existence problem for cyclic k-cycle systems ofλKv withλ > 1 seems to
be lacking apart from the complete solution given by Colbourn and Colbourn [16] for the very special
case of k = 3. In this paper extending the results obtained in [12,17] in the difficult cases of λ = 1, we
completely solve the existence problem for cyclic Hamiltonian cycle systems of λKv and of λ(K2v − I)
for every λ.
Theorem 1.1. There exists a cyclic Hamiltonian cycle system of λKv if and only if v ≥ 3 and λ(v − 1) is
even provided that (v, λ) 6= (15, 1) and (v, λ) 6= (pα, λ) with p an odd prime and λ ≤ 2 ≤ α.
Theorem 1.2. Given λ ≥ 1 and v ≥ 2, there exists a cyclic Hamiltonian cycle system of λ(K2v − I) if and
only if the following conditions DO NOT hold:
• λ is odd and v ≡ 0 or 3 (mod 4);
• λ = 1 and v is an odd prime power.
A cycle system is said to be simple when its cycles are all distinct. It is known that there exists
a simple Hamiltonian cycle system of λKv if and only if λ(v − 1) is even and λ ≤ (v − 2)!. This
is an obvious consequence of the fact that for any odd or even v > 2 there exists a large set of
Hamiltonian cycle systems of Kv or 2Kv , respectively. This means that it is possible to partition the set
of all Hamiltonian cycles of Kv into classes each of which is a Hamiltonian cycle system of Kv or 2Kv ,
respectively. This result has been obtained by Bryant in the odd case [4] and by Zhao and Kang [29]
in the even one. In both cases the systems belonging to the large set are pairwise isomorphic and
1-rotational, i.e., each of them admits an automorphism that is a cyclic permutation of the vertices of
order v − 1.
To establish, given v, the set of values of λ for which there exists a Hamiltonian cycle system of
λKv that is cyclic and simple at the same time does not seem to be easy to us. In the last section we
answer this question in the case that v is a prime.
Theorem 1.3. Let p be an odd prime. Then there exists a simple cyclic Hamiltonian cycle system of λKp
if and only if 1 ≤ λ ≤ (p − 2)! and the remainder of the Euclidean division of λ by p is either zero
or odd.
For general background concerning cycle systems we refer to [5,7].
2. Preliminaries
Throughout the paper by union of some multisets Ω1, . . . , Ωt defined on a set X we will always
mean the multisetΩ1 ∪ · · · ∪Ωt in which every element x ∈ X has multiplicityµ1 + · · · +µt where
µi is the multiplicity of x in Ωi. In particular, the union of λ copies of a multiset Ω will be denoted
by λΩ .
We recall that the union of two multigraphs (V , E1), (V , E2) with the same vertex set V is the
multigraph (V , E1 ∪ E2).
The main results of this paper will be obtained by using the method of partial differences that we
are going to explain in this section and that already revealed to be successful in many cases for the
construction of cyclic or 1-rotational cycle systems with λ = 1 (see, e.g., [9,12,26,27]).
As a generalization of the very well known concept of a circulant graph (that is a Cayley graph on
a cyclic group) someone has also considered (see, e.g., [8] or [19]) that of a circulant multigraph as
follows. Let Ω be a multiset of elements of Z∗v := Zv − {0} with the property that z and −z have
the same multiplicity inΩ for every z ∈ Z∗v . Then the circulant multigraph of order v and connection
multiset Ω is the multigraph Cay[Zv : Ω] with vertex set Zv and where the multiplicity of an edge
[x, y] is the multiplicity of x − y inΩ . Of course in the case thatΩ is a set rather than a multiset we
have a circulant graph in the usual sense. It is obvious that
Cay[Zv : Ω1] ∪ Cay[Zv : Ω2] = Cay[Zv : Ω1 ∪Ω2] (1)
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whatever are themultisetsΩ1 andΩ2. Also note thatλKv andλ(K2v−I) can be interpreted as circulant
multigraphs:
λKv = Cay[Zv : λZ∗v] and λ(K2v − I) = Cay[Z2v : λ(Z∗2v − {v})]. (2)
The vertices of Kv will be always understood as elements of Zv and, when v is even, speaking of the
one-factor I of Kv we will always mean the one whose edges are those of the form [z, z + v2 ], namely
the edge set of Cay[Zv : { v2 }]. The stabilizer and the orbit of any subgraph Γ of Kv will be understood
under the natural action of Zv and we denote them by Stab(Γ ) and Orb(Γ ), respectively.
Note that the orbit of any edge [x, y] has full length v apart from the case that v is even and
x − y = v/2, case in which Orb[x, y] has length v/2. For this reason we say that an edge of Kv is full
or short according to whether its orbit has length v or v/2, respectively. In the former case Orb[x, y]
is the edge set of Cay[Zv : {x− y, y− x}] while, in the latter, it coincides with I . Thus, for every edge
[x, y]we can say that
{[x, y] + z | z ∈ Zv} is the edge multiset of Cay[Zv : {x− y, y− x}]. (3)
Of course the above multiset is a set if and only if [x, y] is full, while it is 2I (namely two times the
one-factor I), when [x, y] is short.
It is clear that a Hamiltonian cycle systemH of λKv is cyclic ifH is the multiset union Orb(B1) ∪
· · · ∪ Orb(Bn) for a suitable collectionB = {B1, . . . , Bn} of base Hamiltonian cycles of Kv . The system
H is also simple if the orbits of B1, . . . , Bn are pairwise distinct.
Every Hamiltonian cycle C of Kv will be represented with a permutation γ = (c0, c1, . . . , cv−1) of
the elements of Zv . In this case the edges of C are [c0, c1], [c1, c2], . . . , [cv−1, c0]. Of course, the same
cycle C can be also represented by any cyclic permutation of γ and by any cyclic permutation of its
reverse that is rev(γ ) = (cv−1, . . . , c1, c0).
Given an `-path P = [c0, c1, . . . , c`−1, c`] in Kv , let x = c` − c0 and denote by
[c0, c1, . . . , c`−1]x
the closed trail (c0, c1, . . . , c`−1, c`, . . . , c`m−1) of length `m defined by the rule ci+` = ci+x for every
iwherem is the order of the subgroup 〈x〉 of Zv generated by x. Observe that this trail is the union of
the paths belonging to the 〈x〉-orbit of P , namely
[c0, c1, . . . , c`−1]x = P0 ∪ P1 ∪ · · · ∪ Pm−1 (4)
where Pj = P + j vm for 0 ≤ j ≤ m − 1. Such a trail is a Hamiltonian cycle of Kv if and only if ` is a
divisor of v, {c0, c1, . . . , c`−1} is a complete system of representatives for the residue classes modulo
`, and x is a generator of 〈`〉. Note, in particular, that
[0]x = (0, x, 2x, . . . , (v − 1)x)
is a Hamiltonian cycle if and only if gcd(v, x) = 1. Also, in the case when v is even,
[0, a]2 = (0, a, 2, a+ 2, 4, a+ 4, . . . , v − 2, a+ v − 2)
is a Hamiltonian cycle if and only if a is odd.
The following remarks can be easily deduced from the analysis done in [10] (see Section 2) about
the structure of a cycle with vertices in any group G and admitting a prescribed G-stabilizer.
A Hamiltonian cycle C is reflected by an element of Stab(C) if and only if v is even and
C =
(
c0, c1, . . . , cv/2−1, cv/2−1 + v2 , . . . , c1 +
v
2
, c0 + v2
)
with S = (c0, c1, . . . , cv/2−1) a sequence of elements that are pairwise distinct modulo v2 . Such a cycle
will be called a reflected cycle and we will denote it by (S | rev(S) + v2 ) since it is represented by the
sequence obtainable concatenating S and its reverse translated by v2 .
The orbit of a Hamiltonian non-reflected cycle C = {c0, c1, . . . , cv−1} has length d if and only if d
is the minimum positive integer for which we have:
• C = [c0, c1, . . . , cd−1]x with x a generator of 〈d〉;• {c0, c1, . . . , cd−1} is a complete system of representatives for the residue classes modulo d.
Such a minimum exists since d = v satisfies the above two conditions.
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The list of differences of a Hamiltonian cycle C = (c0, c1, . . . , cv−1) is the multiset
1C = {ci − ci+1, ci+1 − ci | 0 ≤ i ≤ v − 1}
where cv = c0 is understood. Now we define the list ∂C of partial differences of C according to the
form of Stab(C) as follows.
If C = (c0, c1, . . . , cv/2−1, cv/2−1 + v2 , . . . , c1 + v2 , c0 + v2 ) is a reflected cycle, we define
∂C =
{
ci − ci+1, ci+1 − ci | 0 ≤ i ≤ v2 − 2
}
∪
{v
2
,
v
2
}
.
If C is not a reflected cycle, we define
∂C = {ci − ci+1, ci+1 − ci | 0 ≤ i ≤ d− 1}
where d is the length of Orb(C).
Note, in particular, that ∂C = 1C if and only if Stab(C) is trivial. Also note that ∂[0]x = {±x} and
that ∂[0, 2i+ 1]2 = {±(2i+ 1),±(2i− 1)}.
In the next lemmawe show that the union of all cycles belonging to the orbit of a givenHamiltonian
cycle C is the Cayley multigraph whose connection multiset is the list of partial differences of C .
Lemma 2.1. Let C be a Hamiltonian cycle of Kv and let C be the union of all cycles of Orb(C). Then we
have:
C = Cay[Zv : ∂C] (5)
Proof. Assume, first, that C is a non-reflected cycle and let d be the length of its orbit so that we have
C = [c0, c1, . . . , cd−1]x with x a generator of 〈d〉. By (4) the edge set of C is given by
E(C) =
{
e+ dj | e ∈ E(P); 0 ≤ j ≤ v
d
− 1
}
where P is the subpath [c0, c1, . . . , cd] of C (that is closed and coincident with C in the case of d = v).
So, considering that Orb(C) = {C + k | 0 ≤ k ≤ d − 1}, and that {dj + k | 0 ≤ j ≤ vd − 1; 0 ≤ k ≤
d− 1} = Zv , we see that
E(C) = {e+ z | e ∈ E(P); z ∈ Zv}.
Thus, by (3), we can write
C =
d−1⋃
i=0
Cay[Zv : {ci − ci+1, ci+1 − ci}].
Then we get C = Cay[Zv : ∂C] by (1) and the definition of ∂C .
Now assume that C = (c0, c1, . . . , cv/2−1, cv/2−1 + v2 , . . . , c1 + v2 , c0 + v2 ) is a reflected cycle and
consider its subpath P = [c0, c1, . . . , cv/2−1]. It is obvious that
E(C) =
{
e+ v
2
j | e ∈ E(P); j = 0, 1
}
∪ {e′, e′′}
where e′ = [c0, c0 + v2 ] and e′′ = [cv/2−1, cv/2−1 + v2 ]. Thus, having
Orb(C) =
{
C + k | 0 ≤ k ≤ v
2
− 1
}
,{v
2
j+ k | j = 0, 1; 0 ≤ k ≤ v
2
− 1
}
= Zv,
and {e′ + k | 0 ≤ k ≤ v2 − 1} = {e′′ + k | 0 ≤ k ≤ v2 − 1} = I since both e′ and e′′ are short, we can
write
E(C) = {e+ z | e ∈ E(P); z ∈ Zv} ∪ 2I.
Again, we get (5) in view of (3), (1), and the definition of ∂C . 
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For a given collection B = {B1, . . . , Bt} of Hamiltonian cycles of Kv we define the list of partial
differences of B as the multiset ∂B = ∂B1 ∪ · · · ∪ ∂Bt . The following lemma will be crucial for
establishing our main results.
Lemma 2.2. There exists a cyclic Hamiltonian cycle system of λKv if and only if there exists a collection
B of Hamiltonian cycles of Kv such that ∂B = λZ∗v .
For v even, there exists a cyclic Hamiltonian cycle system of λ(Kv − I) if and only if there exists a
collectionB of Hamiltonian cycles of Kv such that ∂B = λ(Z∗v − { v2 }).
Proof. To say thatB = {B1, . . . , Bt} is a collection of base cycles of a cyclic Hamiltonian cycle system
of λKv or λ(Kv − I) is equivalent to say that the multigraphB := B1 ∪ · · · ∪ Bt coincides with λKv or
λ(Kv − I), respectively. On the other hand, by (1) and (5), we haveB = Cay[Zv : ∂B] and hence the
assertion follows recalling (2). 
3. Existence of cyclic Hamiltonian cycle systems of the λ-fold complete graph
The first very important ingredient that we need for proving Theorem 1.1 is the main result
obtained in [12].
Theorem 3.1. There exists a cyclic Hamiltonian cycle system of Kv if and only if v is an odd integer but
15 6= v 6= pα with p a prime and α ≥ 2.
From now on the group of units of Zv will be denoted by Uv .
Lemma 3.2. Assume that there exists a collection A of Hamiltonian cycles of Kv whose list of partial
differences covers every element of Z∗v − Uv exactly λ times and every element of Uv at most λ times.
Then there exists a cyclic Hamiltonian cycle system of λKv .
Proof. For every u ∈ Uv ∩ {1, 2, . . . , bv/2c} let µu be the multiplicity of u in ∂A and let Bu be the
Hamiltonian cycle defined by Bu = [0]u, i.e., Bu = (0, u, 2u, 3u, . . . , (v − 1)u). Then, let B be the
multiset defined on the set of the Bu’s and where each Bu has multiplicity λ − µu (which is a non-
negative integer by assumption). Considering that ∂Bu = {u,−u}, it is clear that ∂(A ∪ B) covers
exactly λ times every non-zero element of Zv so that A ∪ B is a collection of base cycles of a cyclic
Hamiltonian cycle system of λKv by Lemma 2.2. 
Lemma 3.3. For λ = 2 and 3 there exists a cyclic Hamiltonian system of λK15.
Proof. Consider the following three Hamiltonian cycles of K15:
A = [0, 5, 10]3; B = [0, 3, 12, 6, 9]5;
C = (0, 3, 12, 6, 9, 1, 14, 2, 13, 4, 5, 10, 11, 7, 8).
Note that ∂A∪ ∂B covers exactly twice every element of Z∗15−U15 and at most once every element of
U15. Thus, by Lemma 3.2, there exists a cyclic Hamiltonian decomposition of 2K15.
Now note that ∂A ∪ ∂C covers exactly three times every element of Z∗15 − U15 and at most three
times every element of U15. By Lemma 3.2 again, we have the existence of a cyclic Hamiltonian
decomposition of 3K15. 
Lemma 3.4. Let d > 1 be a divisor of an odd integer v. For λ = 3, 4 and 5 there exists a set A of
Hamiltonian cycles of Kv such that ∂A covers exactly λ times all non-zero elements of 〈d〉 and at most λ
times every element of Zv − 〈d〉.
Proof. Set v = 2w + 1 = d(2n+ 1) and let T be the v-sequence
T = (0, 1,−1, 2,−2, . . . , i,−i, . . . , w,−w).
1st case: λ = 3.
Distinguish two subcases according to whether n is even or odd.
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1st subcase: n is even, say n = 2m.
Consider the sequence
S1 = (0, d,−d, 2d,−2d, . . . ,md,−md)
and let T1 be the sequence obtained from T by deleting all terms appearing in S1. Finally, let C1 the
Hamiltonian cycle of Kv represented by the v-sequence obtained by concatenation of S1 and T1. The
singletonA = {C1} satisfies the required conditions.
2nd subcase: n is odd, say n = 2m+ 1.
Consider the sequence
S ′1 = (0, d,−d, 2d,−2d, . . . ,md,−md, (m+ 1)d)
and let T ′1 be the sequence obtained from T by deleting all terms appearing in S
′
1 and then moving−(m+ 1)d between 1 and−1. Finally, let C1 be the Hamiltonian cycle represented by the v-sequence
obtained by concatenation of S ′1 and T
′
1. Also here it is easy to see that the singletonA = {C1} satisfies
the required property.
2nd case: λ = 4.
Consider the sequence
S2 = (0, d,−d, 2d,−2d, . . . , id,−id, . . . , nd,−nd)
and let T2 be the sequence obtained from T by deleting all terms appearing in S2. Let C2 be the
Hamiltonian cycle represented by the v-sequence obtained by concatenation of S2 and T2. Again, the
singletonA = {C2} satisfies the required property.
3rd case: λ = 5.
Let C3 be the v-cycle represented by the v-sequence obtained from T by multiplying all its elements
by 2:
C3 = (0, 2,−2, 4,−4, . . . , 2i,−2i, . . . ,−1, 1).
Then, let C1 be the v-cycle constructed in the first case. One can see that A = {C1, C3} satisfies the
required property. 
Example. Here are the cycles C1, C2, C3 obtainable using the above lemma with v = 25 and d = 5.
C1 = (0, 5, 20, 1, 24, 2, 23, 3, 22, 4, 21, 6, 19, 7, 18, 8, 17, 9, 16, 10, 15, 11, 14, 12, 13);
C2 = (0, 5, 20, 10, 15, 1, 24, 2, 23, 3, 22, 4, 21, 6, 19, 7, 18, 8, 17, 9, 16, 11, 14, 12, 13);
C3 = (0, 2, 23, 4, 21, 6, 19, 8, 17, 10, 15, 12, 13, 14, 11, 16, 9, 18, 7, 20, 5, 22, 3, 24, 1).
When v = 2n it is fundamental to consider reflected Hamiltonian cycles, namely cycles of the form
C = (S | rev(S) + n) with S = (c0, c1, . . . , cn−1) a sequence of n pairwise distinct elements modulo
n. We remark that the lists of partial differences of C and C ′ = [c0, c1, . . . , cn−1]n are related by the
identity
∂C ′ = (∂C − {n, n}) ∪ {cn−1 − c0 + n, c0 − cn−1 + n}. (6)
Lemma 3.5. For any even v ≥ 4 there exists a cyclic Hamiltonian cycle system of 2Kv .
Proof. We distinguish three cases according to the congruence class of v (mod 8).
1st case: v ≡ 2 (mod 4), say v = 2(2w + 1).
Consider the (2w + 1)-sequence
S = (0, 2,−2, 4,−4, . . . , 2i,−2i, . . . , 2w,−2w)
and observe that its elements are pairwise distinct modulo 2w + 1 so that it is possible to consider
the reflected Hamiltonian cycle C = (S | rev(S)+ 2w + 1), that is
C = (0, 2,−2, 4,−4, . . . , 2i,−2i, . . . , 2w,−2w, 1,−1, 3,−3, . . . , 2w + 1).
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It is straightforward to see that
∂C = 2(2Z∗v ∪ {2w + 1}). (7)
Now consider the Hamiltonian cycles A0, A1, . . . , Aw−1, Aw defined by
A0 = [0]1; Ai = [0, 2i+ 1]2 for 1 ≤ i ≤ w − 1; Aw = [0]2w−1
so that we have
∂A0 = {±1}; ∂Ai = ±{2i− 1, 2i+ 1} for 1 ≤ i ≤ w − 1; ∂Aw = {±(2w − 1)}.
It is then straightforward to see that
∂{A0, A1, . . . , Aw−1, Aw} = 2(Zv − (2Zv ∪ {2w + 1})). (8)
Putting (7) and (8) together we conclude that {C, A0, . . . , Aw−1, Aw} is a set of base cycles of a cyclic
Hamiltonian cycle system of 2Kv by Lemma 2.2.
2nd case: v ≡ 0 (mod 8), say v = 8w.
Consider the 4w-sequence
S = (0, 2,−2, 4,−4, . . . , 2w − 2,−(2w − 2), 2w,
2w − 1,−(2w − 1), (2w − 3),−(2w − 3), . . . , 3,−3, 1,−1)
and observe that its elements are pairwise distinct modulo 4w so that it is possible to consider the
reflected Hamiltonian cycle C = (S | rev(S)+ 4w). It is straightforward to see that
∂C = 2(2Z∗v) ∪ {±1}.
Now set Ai = [0, 2i+ 1]2 for 1 ≤ i ≤ 2w − 1 and let A2w = [0]4w−1. Reasoning as in the first case it
is easy to see that {C, A1, . . . , A2w−1, A2w} is a set of base cycles of a cyclic Hamiltonian cycle system
of 2Kv .
3rd case: v ≡ 4 (mod 8), say v = 8w + 4.
Consider the (4w + 2)-sequence
S = (0, 2,−2, 4,−4, . . . , 2w,−2w,
− (2w + 1), 2w − 1,−(2w − 1), (2w − 3),−(2w − 3), . . . , 3,−3, 1,−1)
whose elements are pairwise distinct modulo 4w + 2 so that it makes sense to speak of the reflected
Hamiltonian cycle C = (S | rev(S)+ 4w + 2).We have, also here,
∂C = 2(2Z∗v) ∪ {±1}.
Now set Ai = [0, 2i + 1]2 for 1 ≤ i ≤ 2w and let A2w+1 = [0]4w+1. Now one can see that
{C, A1, . . . , A2w, A2w+1} is a set of base cycles of a Hamiltonian cycle system of 2Kv . 
Now we have all the ingredients for proving Theorem 1.1.
Proof of Theorem 1.1 (H⇒). It is well known that if a Hamiltonian cycle system of λKv exists, then
λ(v − 1)must be even. We also know, by Theorem 3.1, that a cyclic Hamiltonian cycle system of K15
does not exist.
Now assume that H is a cyclic Hamiltonian cycle system of λKpα with p an odd prime and λ ≤
2 ≤ α. The stabilizer of a cycle ofH cannot be trivial otherwise its orbit would have length pα that is
absurd considering thatH has size λ(pα−1)/2 ≤ pα−1. It follows that the stabilizer of every cycle of
H contains the subgroup of Zpα of order p and hence it is fixed by pα−1. Let C be a cycle ofH covering
the edge [0, pα−1]. We deduce that [0, pα−1] + pα−1 = [pα−1, 2pα−1] is also an edge of C considering
that we have C + pα−1 = C . Then we have that [2pα−1, 3pα−1] is an edge of C for the same reason.
Proceeding in this way, we see that [0, pα−1], [pα−1, 2pα−1], [2pα−1, 3pα−1], . . . , [(p− 1)pα−1, 0] are
p edges of C . On the other hand these p edges form a p-cycle so that the pα-cycle C would admit a
subcycle of length p that is obviously absurd.
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(⇐H).We distinguish four cases.
1st case: v is odd and v 6∈ {15} ∪ {pα | p prime;α ≥ 2}.
In this case the required system can be obtained by putting together λ copies of a cyclic Hamiltonian
cycle system of Kv whose existence is assured by Theorem 3.1.
2nd case: v = 15 and λ ≥ 2.
By Lemma 3.3 there exists a cyclic Hamiltonian cycle system of λKv for λ = 2 and 3. Then, considering
that every other λ ≥ 2 can be expressed in the form 2n2 + 3n3 for a suitable pair (n2, n3) of non-
negative integers, we can obtain a cyclic Hamiltonian cycle system of λKv putting together n2 copies
of a cyclic Hamiltonian cycle system of 2Kv with n3 copies of a cyclic Hamiltonian cycle system of 3Kv .
3rd case: v = pα and λ ≥ 3 with p an odd prime and α ≥ 3.
Applying Lemma 3.4 with d = p and using Lemma 3.2 we see that there exists a cyclic Hamiltonian
cycle system of λKv for λ = 3, 4 and 5. Now, given any λ ≥ 3 it is clear that we can write
λ = 3n3 + 4n4 + 5n5 for at least one triple (n3, n4, n5) of non-negative integers. It is then obvious
that putting together ni copies of a cyclic Hamiltonian cycle system of iKv for i = 3, 4 and 5, one gets
a cyclic Hamiltonian cycle system of λKv .
4th case: v and λ are even.
In this case the required system can be obtained by replicating λ/2 times a cyclic Hamiltonian cycle
system of 2Kv whose existence is assured by Lemma 3.5. 
4. Existence of cyclic Hamiltonian cycle systems of the λ-fold cocktail party graph
Here, it is very important the following result by Jordon and Morris [17].
Theorem 4.1. There exists a cyclic Hamiltonian cycle system of K2v− I if and only if v is not an odd prime
power and v ≡ 1 or 2 (mod 4).
It is also important the following theorem.
Theorem 4.2. If S is a cyclic cycle system of λ(K2v− I)with λ odd, then the number of cycle orbits of odd
length of S has the same parity of v(v − 1)/2.
This has been proved in the case of λ = 1 as main result of [13]. Now we observe that the result can
be extended to any odd λ exactly with the same proof.
The proof of the next lemma is very similar to the proof of Lemma 3.5.
Lemma 4.3. There exists a cyclic Hamiltonian cycle system of 2(Kv − I) for any even v ≥ 4.
Proof. Also here we distinguish three cases.
1st case: v ≡ 2 (mod 4), say v = 4w + 2.
Consider the (2w + 1)-sequence S = (c0, c1, . . . , c2w+1) defined as in the first case of the proof of
Lemma 3.5 and set C ′ = [c0, c1, . . . , c2w+1]2w+1. By (7) and (6) we have
∂C ′ = 2(2Z∗v) ∪ {1,−1}.
Now, set Ai = [0, 2i+ 1]2 for 1 ≤ i ≤ w − 1 and Aw = [0]2w−1. We have:
∂Ai = ±{2i− 1, 2i+ 1} for 1 ≤ i ≤ w − 1 and ∂Aw = ±{2w − 1}.
Hence we see that {C ′, A1, . . . , Aw−1, Aw} is a set of base cycles of a cyclic Hamiltonian cycle system
of 2(Kv − I) by Lemma 2.2.
2nd case: v ≡ 0 (mod 8), say v = 8w.
Consider the 4w-sequence S = (c0, c1, . . . , c4w) defined as in the second case of the proof of
Lemma 3.5 and set C ′ = [c0, c1, . . . , c4w]4w . We have
∂C ′ = 2(2Z∗v − {4w}) ∪ {±1,±(4w − 1)}.
Now set Ai = [0, 2i + 1]2 for 1 ≤ i ≤ 2w − 1 and observe that {C ′, A1, . . . , A2w−1} is a set of base
cycles of a cyclic Hamiltonian cycle system of 2(Kv − I).
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3rd case: v ≡ 4 (mod 8), say v = 8w + 4.
Consider the (4w + 2)-sequence S = (c0, c1, . . . , c4w+2) defined as in the third case of the proof of
Lemma 3.5 and set C ′ = [c0, c1, . . . , c4w+2]4w+2. We have:
∂C ′ = 2(2Z∗v − {4w + 2}) ∪ {±1,±(4w + 1)}.
Now set Ai = [0, 2i+ 1]2 for 1 ≤ i ≤ 2w and observe that {C ′, A1, . . . , A2w} is a set of base cycles of
a cyclic Hamiltonian cycle system of 2(Kv − I). 
We finally need to construct a cyclic Hamiltonian cycle systemof 3(Kv−I) for every v ≡ 2 (mod 8).
It should be enough to exhibit such a systemonly in the case that v = 2qwith q a prime power since, in
the other cases, we can reach our purpose by simply replicating three times a cyclic Hamiltonian cycle
system of Kv − I whose existence is guaranteed by Theorem 4.1. Anyway the following construction
works for every v ≡ 2 (mod 8)without needing to invoke Jordon and Morris’ result.
Lemma 4.4. There exists a cyclic Hamiltonian cycle system of 3(Kv − I) for any v ≡ 2 (mod 8).
Proof. Set v = 8w+2. As in the first case of Lemma 4.3 we construct a Hamiltonian cycle C such that
∂C = 2(2Z∗v) ∪ {±1}. Now take the Hamiltonian cycle
C ′ = [0, 1,−1, 2,−2, . . . , i,−i, . . . , 2w,−2w]4w+1
forwhichwehave ∂C ′ = (Z∗v−{4w+1})∪{±(2w+1)}. Then take B = (4w−1)C and B′ = (4w−1)C ′,
namely the Hamiltonian cycles obtainable by multiplying C and C ′, respectively, by 4w − 1. Observe
that they actually are Hamiltonian cycles since 4w − 1 is coprime with v. Obviously, we have ∂B =
(4w − 1)∂C and ∂B′ = (4w − 1)∂C ′ and hence, considering that (4w − 1)(2w + 1) ≡ −1 (mod v),
we can write
∂B = 2(2Z∗v) ∪ {±(4w − 1)};
∂B′ = (Z∗v − {4w + 1}) ∪ {±1}.
Finally, consider the set ofHamiltonian cyclesA = {Ai | 1 ≤ i ≤ 2w−1}whereAi = [0, 2i+1]2. Using
Lemma 2.2 it is straightforward to check thatA∪ {B, B′} is a set of base cycles of a cyclic Hamiltonian
cycle system of 3(Kv − I). 
We are now ready to prove Theorem 1.2.
Proof of Theorem 1.2 (H⇒). LetH be a cyclic Hamiltonian cycle system of λ(K2v − I). If λ = 1 we
already know, by Theorem4.1, that v cannot be a prime power. Now assume that λ is odd. The number
of cycles of H is λ(v − 1) and hence the number ω of cycle orbits of H of odd length has the same
parity of λ(v− 1). On the other hand ω has also the same parity of v(v− 1)/2 by Theorem 4.2 so that
we have λ(v − 1) ≡ v(v − 1)/2 (mod 2). This obviously implies that v must be congruent to 1 or 2
mod 4.
(⇐H).We distinguish four cases.
1st case: λ = 1.
It is enough to invoke Theorem 4.1.
2nd case: λ > 1 is odd and v ≡ 2 (mod 4).
The required system can be obtained by replicatingλ times a cyclic Hamiltonian cycle systemofK2v−I
whose existence is assured by Theorem 4.1.
3rd case: λ > 1 is odd and v ≡ 1 (mod 4).
We get a cyclic Hamiltonian cycle system of λ(K2v − I) putting together a cyclic Hamiltonian cycle
system of 3(K2v − I) (existent by Lemma 4.4) with (λ − 3)/2 copies of a cyclic Hamiltonian cycle
system of 2(K2v − I) (existent by Lemma 4.3).
4th case: λ is even.
It suffices to take λ/2 copies of a cyclic Hamiltonian cycle system of 2(Kv − I) whose existence is
assured by Lemma 4.3. 
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5. Cyclic simple Hamiltonian cycle systems of λKp with p a prime
Given a prime pwe denote by A(Zp) the group of affinities of Zp so that we have
A(Zp) = {αm,t | m ∈ Z∗p; t ∈ Zp}
where αm,t is the permutation on Zp defined by αm,t(x) = mx+ t for every x ∈ Zp. The affinities with
m = 1 form the subgroup T (Zp) of translations of Zp. Let us say that a Hamiltonian cycle C of Kp is
full or short according to whether its orbit under T (Zp), that is nothing but Orb(C) as defined in the
second section, has full length p or not. In the second case its length is necessarily 1 and hence C is of
the form C = [0]x for a suitable x ∈ Z∗p . It follows that the set S of short Hamiltonian cycles of Kp is
given by
S = {mS | 1 ≤ m ≤ (p− 1)/2}
where S = [0]1 = (0, 1, 2, . . . , p− 1).
For any Hamiltonian cycle C , let us denote by O(C) the orbit of C under A(Zp), namely the set of
all distinct cycles of the formmC + t withm ∈ Z∗p and t ∈ Zp. We also consider the multiset
O∗(C) = {mC + t | 1 ≤ m ≤ (p− 1)/2; 0 ≤ t ≤ p− 1}.
As a matter of fact, as a particular consequence of the following lemma, O∗(C) is always a set when
C is full. Instead it contains repeated cycles when C is short since in this case it is easily seen that
O∗(C) = pS, namely p times the set of short Hamiltonian cycles of Kp.
Lemma 5.1. Let p be an odd prime and let C be a full Hamiltonian cycle of Kp. Then we have
O(C) =
{
O∗(C) ∪ O∗(−C) if |O(C)| = p(p− 1);
O∗(C) otherwise.
Proof. The assertion is straightforward in the case that O(C) has full length p(p− 1).
Now assume that |O(C)| < p(p− 1) so that the stabilizer of C under A(Zp) is not trivial. First note
that an affinity of Zp is fixed-point-free if and only if it is a translation. Thus, considering that no non-
trivial translation fixes C since C is full, a non-trivial affinity fixing C also fixes one vertex of Kp that is
also a vertex of C since C is Hamiltonian. Thismeans that a non-trivial affinity fixing C is a reflection of
C and hence an involution of A(Zp). It also follows thatwe cannot have two distinct affinities reflecting
C since their product would be an affinity rotating C . We conclude that the stabilizer of C under A(Zp)
is of the form {id, α−1,t} for a suitable t considering that αm,t is an involution of A(Zp) if and only if
m = −1. It follows that O(C) has length p(p − 1)/2 and that for any two distinct pairs (m1, t1) and
(m2, t2) belonging to {1, 2, . . . , (p−1)/2}×Zp we havem1C+ t1 6= m2C+ t2. In fact, in the opposite
case, αm1
m2
,
t1−t2
m2
would fix C so that m1m2 should be 1 or −1. In the former case we would also have
t1 = t2 against the assumption that (m1, t1) 6= (m2, t2)while, in the latter, we would getm1 = −m2
that is absurd since both m1 and m2 lie in the range {1, 2, . . . , (p − 1)/2}. The assertion very easily
follows. 
Observe that in the case that O(C) = O∗(C) we can write O(C) = O∗(C ′) for a suitable C ′
such that −C ′ = C ′, namely fixed by α−1,0. In fact C is fixed by α−1,t for a suitable t and hence it
is straightforward to see that C ′ := C − t/2 is fixed by α−1,0 and that O(C) = O∗(C ′).
Proof of Theorem 1.3 (H⇒). Assume that B is a set of base cycles of a simple cyclic Hamiltonian
cycle system of λKp. Trivially, we cannot have λ > (p− 2)!. Denote by f and s the numbers of cycles
ofB that are full and short, respectively. By Lemma 2.2 we have 2pf + 2s = λ(p− 1)which implies
that λ ≡ −2s (mod p). Note, however, that s ≤ (p − 1)/2 since we have seen that the set S of all
short Hamiltonian cycles of Kp has size (p − 1)/2. This implies that λ ≡ 0 or 2i + 1 (mod p) with
0 ≤ i < (p− 1)/2.
(⇐H). It is obvious that the setH of all Hamiltonian cycles ofKp is a simple cyclic Hamiltonian cycle
system of λKp with λ = (p− 2)!. So, in the following λ will be assumed smaller than (p− 2)!. Write
H = F ∪ S where F is the set of full Hamiltonian cycles and S is the set of short ones. Considering
thatH has size (p−1)!2 and that |S| = (p− 1)/2, we see that F has size [(p− 2)! − 1] p−12 .
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Of course F can be partitioned into orbits under A(Zp) and hence, in view of Lemma 5.1 and the
subsequent remark, we can write
F =
⋃
C∈F ′
O∗(C) (9)
for a suitable subset F ′ of F of size |F |p(p−1)/2 = (p−2)!−1p and with the property that C ∈ F ′ if and only
if−C ∈ F ′.
Note that for any two edges [x, y] and [a, b] of Kp there are exactly two pairs (m, t) ∈ Z∗p×Zp such
that [mx+ t,my+ t] = [a, b]. These pairs are in fact the solutions ( a−bx−y , bx−ayx−y ) and ( b−ax−y , ax−byx−y ) of the
systems{
mx+ t = a
my+ t = b and
{
mx+ t = b
my+ t = a.
Exactly one of the above two solutions has m ∈ {1, . . . , (p − 1)/2} since their m’s are opposite.
Thus, given C = (c0, c1, . . . , cp−1) ∈ F and given any edge [a, b] of Kp there is exactly one pair
(mi, ti) ∈ {1, 2, . . . , (p− 1)/2} × Zp such that [mici + ti,mici+1 + ti] = [a, b] for 0 ≤ i ≤ p− 1. This
implies that
m0C + t0,m1C + t1, . . . ,mp−1C + tp−1
are p distinct cycles of O∗(C) in which a and b are adjacent. So, every edge of Kp is covered by at
least p cycles of O∗(C). On the other hand the total number of edges (counted with their respective
multiplicity) covered by the cycles ofO∗(C) is p2(p− 1)/2 that is just p times the number of edges of
Kp. It follows, by the pigeon hole principle, that every edge of Kp is covered by exactly p cycles ofO∗(C),
namely
O∗(C) is a Hamiltonian cycle system of pKp for every C ∈ F . (10)
This, by (9), immediately implies that ifλ is divisible by p, a cyclic and simpleHamiltonian cycle system
of λKp is given by any set of the form
⋃
C∈F ′′ O∗(C)with F ′′ a
λ
p -subset of F
′.
It remains to prove the theorem in the case that the Euclidean division of λ by p is of the form
λ = pq+ r with 0 ≤ q < (p−2)!−1p and 0 < r = 2r ′ + 1 < p.
Let us consider the full Hamiltonian cycle
A = (0, 1,−1, 2,−2, . . . , i,−i, . . . , (p− 1)/2,−(p− 1)/2)
andobserve thatwehave ∂A = 3{ p−12 ,− p−12 }∪2(Z∗v−{ p−12 ,− p−12 }). ThusB := 2A is a full Hamiltonian
cycle for which we have
∂B = 3{1,−1} ∪ 2(Z∗v − {1,−1}). (11)
Now set
R := {mB+ t | 1 ≤ m ≤ r ′; 0 ≤ t ≤ p− 1} ∪ {mS | r ′ + 1 ≤ m ≤ (p− 1)/2}
where we recall that S is the short Hamiltonian cycle (0, 1, 2, . . . , p − 1). Equivalently, considering
that Orb(mS) = {mS} for everym, we can write:
R :=
r ′⋃
m=1
Orb(mB) ∪
(p−1)/2⋃
m=r ′+1
Orb(mS). (12)
By (11) any given element z ∈ Z∗p appears exactly 3 times in ∂(zB) and exactly twice in ∂(mB) for
every m ∈ Z∗p − {z}. Thus, any z in the range {1, . . . , r ′} appears exactly 2(r ′ − 1) + 3 = r times in
∂{B, 2B, . . . , r ′B}. Instead, every z in the range {r ′ + 1, . . . , (p − 1)/2} appears exactly 2r ′ = r − 1
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times in ∂{B, 2B, . . . , r ′B}. Finally, it is obvious that ∂{(r ′+1)S, (r ′+2)S, . . . , p−12 S} = {±i | r ′+1 ≤
i ≤ p−12 }. Hence we have
r ′⋃
m=1
∂(mB) ∪
(p−1)/2⋃
m=r ′+1
∂(mS) = rZ∗p
whichmeans, by (12) and Lemma 2.2, thatR is a cyclic Hamiltonian cycle system of rKp. Its simplicity
is obvious.
It is clear that we can assume without loss of generality that B is in F ′. Also note thatR ∩ F is a
subset of O∗(B). Thus, by (10), if we take any q-subset F ′′ of F ′ − {B}, we see that⋃
C∈F ′′
O∗(C) ∪R
is a simple and cyclic Hamiltonian cycle system of λKp. 
Combinatorial designs with an automorphism group acting 2-transitively on their vertices (or points
depending on the nature of the design) usually receive a considerable amount of interest. We recall,
for instance, that Cameron and Korchmàros [15] completely classified the 2-transitive 1-factorizations
of K2v . Moreover, a complete classification of 2-factorizations of K2v+1 was obtained by Bonisoli
et al. [3] and can be also derived from the classification of 2-transitive edge colorings of Kv achieved by
Sibley [25]. Finally, Kantor completely classified the class of 2-transitive Steiner 2-designs [18].
Here we point out that the Hamiltonian cycle system constructed in the proof of Theorem 1.3 is
2-transitive when λ ≡ 0 or 1 (mod p) provided that F ′′ is chosen in such a way that −C ∈ F ′′
whenever C ∈ F ′′. This is easily seen to be possible since F ′ has the same property.
Again in the case of λ ≡ 0 or 1 (mod p) the Hamiltonian cycle system constructed in the proof of
Theorem 1.3 is also perfect. This means that for every pair of distinct vertices x, y of Kp and any positive
d not exceeding (p − 1)/2 there are exactly λ cycles of the Hamiltonian cycle system in which x and
y are at distance d. For general results on cyclic perfect cycle systems of Kv we refer to [14].
Thus we can state:
Theorem 5.2. There exists a 2-transitive, simple and perfect Hamiltonian cycle system of λKp for every
odd prime p and any λ ≡ 0 or 1 (mod p) not exceeding (p− 2)!.
We also point out that similar arguments as those considered in the proof of Theorem 1.3 lead to the
construction of some simple Hamiltonian cycle systems that are elementary abelian (see [2]) and, in
particular, to the existence of a 2-transitive simple Hamiltonian cycle system of λKpn for any triple
(p, n, λ)with p a prime, n ≥ 2, and λ a multiple of pn−1 not exceeding (pn − 2)!.
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