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Abstract
We raise the problem of regularizing Wasserstein means
and propose several terms tailored to tackle different prob-
lems. Our formulation is based on the variational trans-
portation to distribute a sparse discrete measure into the
target domain without mass splitting. The resulting sparse
representation well captures the desired property of the do-
main while maintaining a small reconstruction error. We
demonstrate the scalability and robustness of our method
with examples of domain adaptation and skeleton layout.
1. Introduction
Aligning probability distributions is fundamental to
many problems in computer vision and machine learn-
ing. From the early work on histogram manipulation,
e.g. [40], to the recent work on generative modeling,
e.g. [7], researchers have proposed various alignment tech-
niques which benefit numerous fields including domain
adaptation, e.g. [42], and shape registration, e.g. [32]. A
universal approach to aligning probability distributions is
through optimizing an objective function that measures the
loss of the map between them. Regarding one distribution
as the fixed target and the other the source, the alignment
process in general follows an iterative manner where we al-
ternatively update their correspondence and transform the
source. When the source has much fewer samples or in a
lower dimension, the process is essentially finding a sparse
representation [8].
The optimal transportation (OT) loss, or the Wasser-
stein distance, has proved itself to be superiors in many as-
pects over several other measures [17, 6], benefiting various
learning algorithms. By regarding the Wasserstein distance
as a metric, researchers have been able to compute a sparse
mean [21] of a distribution, which is a special case of the
Wasserstein barycenter problem [1] when there is only one
distribution. While optimal transportation algorithms find
the correspondence between the distributions, updating the
mean can follow the rule that each sample is mapped to the
weighted average of its correspondence(s) [47].
Initial Wasserstein Mean Regularized Mean
Figure 1. Regularized Wasserstein Means: An example from the
two moons adaptation problem (rotation = 45o) showing the regu-
larization by affine transformation. Regularized mean outperforms
traditional mean by a large margin — 90.01% v.s. 75.90%
In this paper, we raise the problem of regularizing the
Wasserstein means. In addition to finding a mean that
yields the minimum transportation cost, in many cases we
also want to insert certain properties so that it also satisfies
other criteria. A common technique is adding regularization
terms to the objective function. While most of the existing
work, e.g. [12, 11], focus on regularizing the optimal trans-
portation itself, we address the mean update rule and show
the benefit from regularizing it. We introduce a new frame-
work to compute OT-based sparse representation with regu-
larization. We base our method on variational transporta-
tion [35] which produces a map between the source and
the target distributions in a many-to-one fashion. Different
from directly mapping the source into the weighted average
of its correspondence [47, 11, 35], we propose to regularize
the mapping with several regularization terms to cope with
specific problems — domain adaptation and skeleton lay-
out. The resulting mean, or centroid, can well represent the
key property of the distribution while maintaining a small
reconstruction error.
The rest of the paper is organized as follows: In Sec. 2
and 3, we relate our work with previous ones on OT and the
Wasserstein barycenter/mean and provide core concepts in
these areas; In Sec. 4, we show how to compute the Wasser-
stein means through variational OT; Sec.5 presents our cus-
tomized regularization terms for different problems; Sec. 6
reveals experiments showcasing the performance of regu-
larized Wasserstein means; Finally, we conclude our work
in Sec. 7 with discussion and future directions.
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2. Related Work
2.1. Optimal Transportation
The optimal transportation (OT) problem was raised
by Monge [36] in the 18th century, which sought a non-
mass splitting transportation map between distributional
data with the minimum cost. It resurfaced in 1940s when
Kantorovich [26] introduced a relaxed version where mass
can be split and provided the classic linear programming so-
lution. A breakthrough for the non-mass splitting OT hap-
pened around 1990 when Brenier [9] proved its existence
under quadratic cost. In more recent years, fast algorithms
for computing, or approximating, OT have been proposed
in both lines of research — mass splitting, e.g. [38, 12, 39]
and non-mass splitting, e.g. [34, 20, 30, 27].
We follow Monge’s non-mass splitting formulation.
Specifically, we adopt [35] to compute the OT because it
gives clear paths of the samples, not a map that spreads out.
Thus, we can insert the regularity into the path in a more el-
egant way – regularize the support instead of the mapping.
2.2. Wasserstein Barycenters and Means
The Wasserstein distance is the minimum cost induced
by OT. In most cases, the cost itself may not be as desired as
the map, but it satisfies all metric axioms [46] and thus often
serves as the loss for matching distributions, e.g. [31, 28, 6].
Moreover, given multiple distributions, one can find their
weighted average with respect to the Wasserstein metric.
This problem was studied in [33, 3] for averaging two dis-
tributions and generalized to multiple distributions in [1],
which defines it as the Wasserstein barycenter problem.
A special case of the barycenter problem is when there is
only one distribution and we want to find its sparse discrete
barycenter. Because computationally it is equivalent to the
k-means problem, Ho et al. [21] defined it as the Wasser-
stein means problem. Even before that, Cuturi and Doucet
had discussed it in [13] along with the connection of their
algorithm to Lloyd’s algorithm in that case.
Our work focuses on regularizing the Wasserstein
means. We obtain the mean by mapping the sparse points
into the target domain according to the correspondence
from the OT map. We insert regularization into the map-
ping process so that the sparse points not only have a small
OT loss but they also have certain properties induced by the
regularization terms. Our work should not be confused with
other work on regularizing OT. For example, in [12] Cuturi
introduced entropy-regularized OT where the entropy term
controls the sparsity of the map and it was later used in [13]
to compute Wasserstein barycenters. Courty et al. [11] also
leveraged class labels to regularize OT for domain adap-
tation. These works only regularize OT and then directly
update the support simply to the average of its correspon-
dence. In this paper, we regularize the update.
3. Preliminaries
We begin with some basics on optimal transportation
(OT). Suppose M is a compact metric space, P(M) is the
space of all Borel probability measures on M and µ, ν ∈
P(M) are two such measures. A measure in the product
space, pi(·, ·) ∈ P(M ×M), serves as a mapping between
any two measures on M , i.e. pi : M → M . We define
the cost function of the mapping as the geodesic distance
c(·, ·) : M ×M → R+.
3.1. Optimal Transportation
For a mapping pi(µ, ν) to be legitimate, the push-forward
measure of one measure has to be the other one, i.e. pi#µ =
ν. Thus, for any measurable subsets B,B′ ⊂ M we have
pi(B ×M) = µ(B) and pi(M × B′) = ν(B′). We denote
the space of all legitimate product measures by Π(µ, ν) =
{pi ∈ P(M ×M) | pi(·,M) = µ, pi(M, ·) = ν}.
Optimal transportation seeks a solution pi ∈ Π(µ, ν) that
produces the minimum total cost:
Wp(µ, ν)
def
=
(
inf
pi∈Π(µ,ν)
∫
M×M
(c(x, y))pdpi(x, y)
) 1
p
, (1)
where p indicates the finite moment of the cost function.
The minimum cost is the p-Wasserstein distance. In this
paper, we consider the 2-Wasserstein distance, W2.
Monge’s formulation restricts OT to preserve measures,
that is, mass cannot be split during the mapping. Letting T
denote such a mapping, T : x → y, we have dpi(x, y) ≡
dµ(x)δ(y − T (x)). Therefore, we formally define T as
Topt = arg min
T
∫
M
c(x, T (x))
p
dµ(x). (2)
In this paper, we follow (2). The details of the optimal trans-
portation problem and the properties of the Wasserstein dis-
tance can be found in [45, 17]. With the abuse of notation,
we use pi(µ, ν) to denote the OT map between measures µ
and ν, and since the map is applied to their supports x and
y we also use pi : x→ y and y = pi(x) to denote the map.
3.2. Variational Optimal Transportation
Suppose µ is continuous and ν is a set of Dirac measures
in M = Rn, supported on Ωµ = {x ∈ M | µ(x) > 0} and
Ων = {yj ∈M | νj > 0}, j = 1, ..., k, and their total mea-
sures equal: vol(Ω) =
∫
Ω
dµ(x) =
∑k
j=1 νj . Gu et al. [20]
proposed a variational solution to this semi-discrete OT on
Rn. It starts from a vector h = (h1, ..., hk)T and a piece-
wise linear function: θh(x) = max{〈x, yj〉 + hj}, j =
1, ..., k. Alexandrov proved in [2] that there exists a unique
h that satisfies the following constraint
vol(x ∈ Ω | ∇θh(x) = yj) = νj . (3)
Furthermore, Brenier proved in [9] that ∇θh : x→ y is the
Monge’s OT-Map if the transportation cost is the quadratic
Euclidean distance ‖x−∇θh(x)‖22 .
Suppose Sj(h) = {x ∈ M | ∇θh(x) = yj} is the pro-
jection of θh on Ω. Variational OT (VOT) solves
E(h)
def
=
∫
Ω
∇θhdµ−
k∑
j=1
νjhj
≡
∫ h
0
( k∑
j=1
∫
Ω∩Sj(h)
dµ
)
dh−
k∑
j=1
νjhj ,
(4)
and thus converts the OT problem into searching in a vector
space H = {h ∈ Rk | ∫
Ω∩Sj(h) dµ > 0 for all j}. Proved
in [20], E (4) is convex in H when∑kj=1 hj = 0. The gra-
dient of (4) is (3). Thus, minimizing (4) when its gradient
approaches 0 will give us the desired h, and the map∇θh.
3.3. Wasserstein Barycenters
Given a collection of measures and weights {µi, λi}Ni=1,
there exists such a measure ν that the weighted average of
the Wasserstein distances between ν and all µi’s reaches the
minimum. As exposed in [1], Agueh and Carlier defined
such a problem as finding a barycenter in the measure space
with respect to the Wasserstein distance:
ν = arg min
ν∈P2(M)
N∑
i=1
λiW
2
2 (ν, µi).
Wasserstein barycenters of discrete measures in general
exist for mass splitting OT but do not for non-mass splitting
or measure-preserving OT. Yet, proved by Anderes et al. in
[4], when the weights are uniform and all measures have
finite number of supports, there still exists a barycenter ν
that preserves the measure and whose number of supports
|Ων | has a tight upper bound |Ων | ≤
∑N
i=1 |Ωµi | −N + 1,
and the OT from every µi to ν preserves the measure.
Algorithm 1: Wasserstein Means
Input : µ(x) ∈ P(M) and Dirac measures {νj , yj}
t = 0.
repeat
ν(t+1) ← Update weight according to (7).
pi(t+1) ← Compute OT with fixed y(t), ν(t).
y(t+1) ← Update support according to (6).
t← t+ 1.
until convergence.
return pi, y, ν.
4. Wasserstein Means via Variational OT
A special case of the Wasserstein barycenters problem is
when N = 1. In that case, we are computing a barycenter
of a single probability measure. We call it the Wasserstein
mean (WM). Beyond a special case, the barycenters and the
means have the following connection.
Proposition 1. Given a compact metric space M , a trans-
portation cost c(·, ·) : M × M → R+, and a collection
of Borel probability measures µi ∈ P(M), with weights
λi, i = 1, ..., N , the Wasserstein mean νm of their aver-
age measure induces a lower bound of the average Wasser-
stein distance from the barycenter νb to them, provided that
|Ωνb | ≤ |Ωνm | ≤ k for some finite k.
Proof. SinceW 22 (νb, ·) is convex for its metric property, ac-
cording to Jensen’s inequality, we have
W 22 (νb,
N∑
i=1
λiµi) ≤
N∑
i=1
λiW
2
2 (νb, µi).
Then, according to Wasserstein mean’s definition,
W 22 (νm,
N∑
i=1
λiµi) ≤W 22 (νb,
N∑
i=1
λiµi), ∀νb.
The result shows. The equal sign holds when N = 1.
We should point out that if {µi} are discrete measures, then
for the barycenter to exist we need to add the condition
from [4] that |Ωνb | ≤
∑N
i=1 |Ωµi | − N + 1, which also
bounds |Ωνm | through |Ωνm | ≤
∑N
i=1 |Ωµi |.
Now, approaching Wasserstein means is essentially
through optimizing the following objective function:
min f(pi, y, ν)
def
= min
pi,yj ,νj
k∑
j=1
∑
yj=pi(x)
µ(x)‖yj − x‖22,
s.t. νj =
∑
yj=pi(x)
µ(x).
(5)
When y and ν are fixed, (5) becomes a classic optimal trans-
portation problem and we adopt variational optimal trans-
portation (VOT) [35] to solve it.
Then, it boils down to solving for y and ν. Certainly
(5) is differentiable at all y ∈ Rn×k and is convex. It’s
optimum w.r.t. y can be achieved at
y˜j =
∫
Ωµ∩Sj xdµ(x)∫
Ωµ∩Sj dµ(x)
. (6)
It is essentially to update the mean to the centroid of cor-
responding measures, adopted in for example [13, 47, 11].
The slight difference in our method is that VOT is non-mass
splitting and thus the centroid in our case has a clear posi-
tion without the need for weighting.
As discussed in [13], (5) is not differentiable w.r.t. ν.
However, we can still get its optimum through the following
observation.
Observation 1. The critical point of the function ν →
f(pi, ν) is where ν induces pi being the gradient map of the
unweighted Voronoi diagram formed by ν’s support y. In
that case, every empirical sample µ(x) at x is mapped to its
nearest yj , which coincides with Lloyd’s algorithm.
Proof. Suppose ν induces the OT map pi that is from x to
its nearest yj for all x. Then, the transport map pi′ : x →
yj′ that satisfies any other ν′ =
∫
Ω∩Sj′ dµ(x) will yield
an equal or larger cost
∫
Ω
‖yj − xi‖22dµ(xi) ≤
∫
Ω
‖yj′ −
xi‖22dµ(xi).
Thus, we can write the update rule for ν as
ν˜(yj) =
∫
Ω∩Sj
dµ(x),
s.t. Sj = {x ∈M | ‖x− yj‖2 ≤ ‖x− yi‖2, i 6= j}.
(7)
Updating the three parameters pi, y, and ν can follow the
block coordinate descent method. Since at each iteration we
have closed-form solutions in the y and ν directions, there is
no need to do a line search there. We wrap up our algorithm
for computing the Wasserstein means in Alg. 1
As discussed in [13], when N = 1 and p = 2, com-
puting the Wasserstein barycenter (in this case the Wasser-
stein mean) is equivalent to Lloyd’s algorithm for solving
the k-means problem. The difference also occurs when we
have a constraint on the weight νj(y). Ng [37] considered
a uniform weight for all Sj . Our algorithm can adapt to any
constraint on νj ≥ 0. In this case, our algorithm is equiva-
lent to [13] where the update of the support is equivalent to
re-centering it by our (6).
Algorithm 2: Regularized Wasserstein Means
Input : µ(x) ∈ P(M), {νj , yj}
t = 0.
repeat
pi(t+1) ← Compute OT pi(µ, ν) with fixed y(t).
y˜ ← Compute new centroid according to (6).
repeat
y(t+1) ← Update centroid by optimizing (10).
until y(t+1) converges.
t← t+ 1.
until pi and y converge.
return pi, y.
5. Regularized Wasserstein Means
In many problems of computer vision and machine learn-
ing, the solution that comes purely from the perspective of
the mapping cost may not serve the best to represent the data
or it could cause overfitting. Regularization is a common
technique to introduce desired properties in the solution. In
the previous section, we talked about the Wasserstein means
problem and its optimizers: OT pi(ν, µ), support y, and the
measure ν(y). In this section, we detail our strategies to
regularize y along with several regularization terms that we
propose to penalize the Wasserstein means cost. For sim-
plicity, we fix the given ν(y) and only consider pi and y in
the regularized Wasserstein means (RWM) problem.
We start with a general loss function:
L(pi, y) = Lot(pi, y) + λLreg(y),
Lot(pi, y) =
∫
Ω
‖y − x‖22dµ(x), s.t. y = pi(x).
(8)
We call the first term the OT loss. Our goal here is to explore
Lreg(y) and the use of it. Optimizing (8) can also follow the
block coordinate descent method. First, we fix the mean
and compute the OT. Unlike in Alg. 1 where we directly
update the mean to the average of their correspondences,
next, we regularize the mean to satisfy certain properties
through local minimization on (8).
Minimizing the OT loss Lot(pi, y) w.r.t. y can be simpli-
fied to minimizing the quadratic loss for each support to its
estimate, i.e. Ly˜ =
∑
j ‖yj−y˜j‖22, since they are equivalent
to each other:∫
Sj
‖yj − x‖22dµ(x) = (y2j − 2yj
∫
Sj
xdµ(x) + C1)
= ‖yj −
∫
Sj
xdµ(x)‖22 + C2 = ‖yj − y˜j‖22 + C2.
(9)
C1, C2 are some constants. y˜j is from (6) and Sj is the
set in which x is mapped to yj . It is defined by VOT as
Sj = {x ∈ M |〈yj , x〉 − hj ≥ 〈yi, x〉 − hi},∀i 6= j, see
Sec. 3.2. Thus, we re-write (8) as
L(pi, y) =
∑
j
‖yj − y˜j‖22 + λLreg(y) (10)
We provide the general algorithm to compute regularized
Wasserstein means in Alg. 2. For optimizing (10), we bor-
row the solvers from Spii [41] and SciPy [24] for C++ and
Python implementations, respectively. Code is available at
https://github.com/icemiliang/pyvot
Citing the convergence proof from Grippo and Scian-
drone [19], as long as we add a convex regularization term,
because pi : x → y is compact and convex, our 2-block co-
ordinate descent-based algorithm indeed will converge. In
the rest of this section, we discuss in detail several regular-
ization terms based on potential energy, kernels in general,
affine transformation, and length and curvature.
5.1. Potential Energy Empowered by Class Labels
We begin with a fair assumption that samples within the
same class reside closer to each other and samples that be-
long to different classes are relatively far away from each
other. This behavior can be expressed by the potential en-
ergy between any two samples. Given that, we propose
to regularize the mean update process by adding a signed
distance between every two samples, promoting intra-class
connection and discouraging inter-class connections. To
this end, we define the regularization term as
λLreg(y) = λ1
∑
i 6=j
li=lj
‖yi−yj‖22−λ2
∑
i6=j
li 6=lj
‖yi−yj‖22, (11)
where li and lj are the labels of yi and yj . In this way,
those samples that share the same label attract each other
and those that belong to different classes repel each other.
If we remove the second term of (11), then, it becomes
convex, leading to a convex (10). Thus, we choose only
adopt the first term and propose the following loss function
for regularizing class labels:
L(pi, y) =
∑
j
‖yj−y˜j‖22+λ
∑
i 6=j
‖yi−yj‖22δ(li−lj). (12)
δ(·) is the Delta function. Intuitively, we are only promoting
the intra-class connection and yet this brings much conve-
nience for optimization. Similar regularization terms have
also been used in [11].
5.2. Kernels and Beyond
From a computational point of view, (11) expresses a
regularization by the loss of a linear kernel that measures
pair-wise similarities. Thus, a natural thought is to extend it
to a general kernel-regularized loss. We write it as
Lreg(y) def= g(y) =
k∑
i,j=1
(
αijK(yi, yj)
)
+ β. (13)
By carefully designing α and β, we can leverage the pair-
wise similarity loss to regularize the motion of y. Recall
that the goal of the regularizer is to differentiate y accord-
ing to their labels. Therefore, when y are fixed, solving for
the optimal α and β is equivalent to solving for an optimal
support vector machine (SVM) with the kernel K(yi, yj).
In light of the above discovery, we raise the problem of
min
pi,y
W (ν, µ) + λg(y), (14)
combining OT and SVM. By solving OT, we align different
domains; by solving SVM, we leverage the class informa-
tion to regularize the alignment. To maintain an unsuper-
vised fashion, we only leverage the class information of the
source domain. Given fixed mean and its labels {yi, li},
we can follow the SMO algorithm and solve for an optimal
SVM and obtain a subset of the centroids, ySV ⊆ y with as-
sociated {αi} as the supporting vectors. These vectors will
serve in (13) and (14) to regularize the displacement of y in
the next iteration.
Let us briefly compare our approach with a similar work.
Courty et al. proposed JDOT [10] which computes a joint
probability of samples and labels. They incorporate a gen-
eral learning function “f” into the formulation. They lever-
age mass-splitting OT and regard the correspondences as
the weighting function of the label loss. Because we use
non-mass splitting OT, the label of the target domain is auto-
matically determined by the many-to-one correspondence.
Thus, learning functions cannot be applied to the target do-
main but only to the mean supports. This difference also fits
the different goals of the two methods. The goal of JDOT is
to learn a classifier and thus the source domain is not mov-
ing during the OT or learning process. Our goals, however,
is to learn a proper transformation of the mean into the tar-
get domain and thus a good classifier on the target domain
becomes less important.
5.3. Affine Transformations
While OT recovers a transformation between two do-
mains that induces the lowest cost, it does not consider the
structure within the domains. Pre-assuming a type of the
transformation and then estimating its parameters is one of
the popular approaches to solving domain alignment-related
problems, for example in [15, 18, 11]. In this way, the
structure of the domain can be preserved to some extent.
Let us follow this trend and assume that two domains can
be matched by an affine transformation with modifications,
that is, any transformation between domains is a combi-
nation of an affine and a small non-affine transformations.
This leads to our following strategy that we on the one hand
regularize the mean to be roughly an affine transformation
in order to preserve the structure of the domain during the
mapping but on the other hand also allow OT to adjust the
mapping so that it can recover non-affine transformations.
We follow Alg. 2. First, we compute OT to obtain the
target mean positions y˜ = pi(x) and use the paired means
{y, y˜} to determine the parameters of an affine transforma-
tion A subject to y˜ = Ay through a least squares estimate.
Suppose yAj = Ay is the estimate purely based on the affine
transformation, then, we have the RWM loss
L(pi, y) =
∑
j
‖yj − y˜j‖22 + λ
∑
j
‖yj − yAj ‖22. (15)
Similarly, we can assume other types of transformations,
either weaker or stronger than affine, such as perspective
and rigid transformations.
5.4. Length and Curvature
The nature of many-to-one mapping in the WM problem
enables itself to be suitable for skeleton layout. Consider
a 3D thin, elongated point cloud. Our goal is to find a 3D
curve consisting of sparse points to represent the shape of
the cloud. The problem with directly using WM for skele-
ton layout is that the support is unstructured. Therefore, we
propose to pre-define the topology of the curve and add the
length and curvature to regularize its geometry, both intrin-
sically and extrinsically.
We give an order of the support so that they can form a
piece-wise linear curve γ(y) approximating the real one. Its
length is approximated by summarizing the length segment∫ length
0
ds =
∫ 1
0
‖γ′(y)‖dy ≈
∑
1≤i<k
‖yi − yi+1‖,
and its curvature k(yi) =
‖γ′(yi)×γ′′(yi)‖
‖γ′(yi)‖3 at point yi can
be approximated in the same way as in [44], which is to
compute the total curvature of the B-spline segment fitted
to three adjacent supports. Thus, the regularization on the
length and curvature can express itself as follows:
λLreg = λ
( ∑
1≤i<k
‖yi − yi+1‖2 +
∑
1<i<k
k(yi)
)
≡ λ1
∑
1≤i<k
g(γ′(yi)) + λ2
∑
1<i<k
l(γ′′(yi)).
(16)
where g(·) and l(·) are some function computed out of the
length and curvature. We could go further and include tor-
sion into the term but since we do not pursue a perfectly
smooth curve but rather the reasonable embedding of the
supports in the interior of the point cloud, we have passed
torsion. Finally, we propose the the following regularized
clustering loss for skeleton layout:
L(pi, y) =
∑
j
‖yj − y˜j‖22
+ λ1
∑
1≤i<k
g(γ′(yi)) + λ2
∑
1<i<k
l(γ′′(yi)).
(17)
(17) belongs to a general framework for skeleton extraction
discussed in [22].
In case we have shapes with branching, we can easily
extend (17) considering the skeleton as a whole when com-
puting the OT and regularizing each branch separately. We
can also include circles each as a separate branch. Suppose,
now, the skeleton Γ = {γj} is a set of 1-D curves. Then,
the overall loss in this case will be
L(pi, y) =
∑
j
‖yj − y˜j‖22
+
∑
γ∈Γ
(
λ1
∑
1≤i<k
g(γ′(yi)) + λ2
∑
1<i<k
l(γ′′(yi))
)
.
(18)
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Figure 2. Regularizing the WM by the intra-class potential energy
can adapt it to domains that suffer unknown rotations.
6. Applications
In this section, we demonstrate the use of RWM in do-
main adaptation and skeleton layout.
6.1. Domain Adaptation
Domain adaptation comprises three experiments. The 1st
one shows the use of the linear kernel weighted by class
labels. The 2nd one shows results from two moons testing
affine transformation. In the 3rd one, we apply RWM to the
adaptations between the MNIST and the USPS datasets.
6.1.1 Simulation with Gaussian mixtures
Suppose a Gaussian mixture has three components with dif-
ferent parameters, each belongs to a different class as shown
in three colors in Fig. 2. We rotate the mixture by a certain
degree to emulate an unknown shift of the domain and ap-
ply our method to recover the shift. We hold the assumption
that samples from the same class reside closer to each other
and apply RWM regularized by class labels.
We sample the source domain 50 times and the target
domain 5,000 times at 22.5o, 45o, 67.5o, and 90o. Fig. 2
top row shows the setups. Colors indicate the ground truth.
The 2nd row shows the result from computing the WM with-
out regularization as in [35]. The 3rd row shows our result.
Before 60o, our method can well drive source samples into
the correct target domain. The lighter colors on the target
samples in the 2nd and 3rd rows indicate the predicted class
by using the OT correspondence. Since our OT preserves
the measure during the mapping, we can deterministically
label each unknown sample by querying its own centroid’s
10o 25o 45o 75o 105o
t = 1 t = 2 t = 3 t = 10
R
W
M
O
T
D
A
RWM OTDA
10o 97.98 99.85
25o 93.04 96.87
45o 90.01 73.62
75o 77.97 58.97
105o 35.01 31.39
Initial
Figure 3. RWM: 1st row performance over iteration under 20o; 2nd
and 3rd rows performance under different degrees; 2nd row right
RWM gets better accuracy if weights of tails reduced.
class. Note, that this is different from the 1NN classification
algorithm. 1NN assigns the label according to the nearest
neighbor at the Euclidean distance, while our assignment
rule is based on the power distance [35]. Only when the
weight of every centroid equals each other will the power
distance coincide with the Euclidean distance. In the last
row, we show the result from [10]. It learns an RBF SVM
classifier on the target samples. Both [10] and ours cannot
adapt to more than 60o, which is reasonable.
6.1.2 Simulation with Two Moons
We use the two moons dataset to break down the learning
process of RWM and also to demonstrate the regularization
by an affine transformation. Fig. 3 shows the learning pro-
cess. The known domain contains 200 samples plotted in
blue and red dots. The unknown domain is the known after
a rotation. We sample the unknown domains 10,000 times.
The top row shows the result on the 20o case after each iter-
ation. At each step, all the samples roughly share an affine
transformation and they also have local differences. In the
end, RWM almost recovers the rotation transformation with
a small error. Top right shows accuracy over iterations un-
der different degrees. The 2nd row shows the result under
different degrees of rotation. We weight in OTDA-GL’s re-
sult [11, 16] in the 3rd row showing that our method outper-
forms OTDA under a large rotation. Besides, RWM maps
the samples into the domain which OTDA fails to.
To show the impact of the weights of the samples, and
also to humor the readers, we repeat the 45o and give the
source samples different weights. In practice, the weight
can be some uncertainty score that indicates samples’ cred-
ibility or influence. Let us decrease the weights on the tails
of the moons for some reason. The middle right plot shows
a better result than the original one 94.72% v.s. 90.01%.
MNIST
USPS
Figure 4. Sample images from the MNIST and the USPS datasets.
6.1.3 Digit Classification
We evaluate our method on handwriting digit datasets to
test its applicability to real data of high dimensionality. We
adopt the same strategy we discussed in Sec. 6.1.1. We map
the source domain with labels into the target domain and di-
rectly index each target sample as we did in 6.1.1 and 6.1.2.
Datasets MNIST [29] containing in total 70,000
grayscale images of 10 classes each having about 7,000
samples. USPS [23] containing 9,293 grayscale images of
10 classes each having from 708 to 1553 samples. Fig. 4
shows some sample images. We resample the MNIST im-
ages to the same size of 16× 16 with the USPS images.
Features We use two separate features to represent the
images — (i) normalized 256-dimensional image pixels and
(ii) the feature extracted from the last fully connected layer
of a modified LeNet 5 [29] as implemented in [43]. It has
500 dimensions. We regard LeNet as an encoder.
Tasks (i) USPS→ MNIST Due to the imbalance across
the datasets, we transfer the domain in a bootstrapping man-
ner. We repeat the tests 3 times. Each time we randomly
select 708 samples from each class of USPS and fully train
LeNet with them and extract the features. Then, we obtain
the LeNet features of all the MNIST by directly applying
the fixed encoder to the MNIST images. Finally, we apply
different methods to those features for adaptation.
(ii) MNIST → USPS Similarly, we randomly sample
MNIST images according to the population of each class
in USPS. For example, there are 1,553 “0”s and 852 “4”s
in USPS and we thus choose 155 “0”s and 85 “4”s from
MNIST. The rest of the task follows (i).
Methods 1NN, ADDA [43], OTDA [11], and RWM.
Results Tab. 1 shows the results. RWM outperforms
OTDA but loses to ADDA, probably because that neural
networks can emulate arbitrary transformations while our
mapping is roughly a diffeomorphism because of VOT [20].
We hypothesis that in these spaces the MNIST and USPS
domains cannot be aligned together by a diffeomorphism.
Table 1. Classification Accuracy (%) on MNIST ⇐⇒ USPS
Task Feature 1NN ADDA OTDA RWM
USPS Image 29.79 n/a 59.74 68.79
→MNIST LeNet 29.97 88.23 67.85 66.57
MNIST Image 57.84 n/a 72.42 77.13
→ USPS LeNet 40.35 87.69 74.54 74.88
6.2. Skeleton Layout
We follow a similar setup as in [39]. Suppose we have a
point cloud µ ∈ P(M = R3) and a graph G = (V,E) rep-
resenting the topology of the shape that the cloud is reflect-
ing. Then, the skeleton layout problem is finding particular
embeddings of the nodes y(ν) : ν → R3 that can relate the
skeleton to the geometry of the point cloud. From a compu-
tational point of view, we can regard the skeleton as a regu-
larized mean of the point cloud. On the one hand, we expect
the skeleton to have (i) a small reconstruction error with the
original cloud; on the other hand, the skeleton itself has to
have (ii) a clear shape and (iii) certain smoothness. The
three terms of (18) respectively satisfy these requirements.
Now, consider the human shape point cloud [5] in Fig. 5
top left. We initial a rough embedding of a graph by fixing
its ends V0 ⊂ V to certain known positions yν∈V0 which
are head, hands, and feet in this example, and set the rest
of nodes evenly distribute along their branch. Our goal is
to embed the nodes ν ∈ V \V0 in this R3 space by apply-
ing (18). Because the weight of each centroid determines
its boundaries with other centroids, it has to be adjusted to
the local density of the point cloud so that all the centroids
could lay on the skeleton with roughly an even interval in
between. Thus, we relax the restriction on weight and re-
instate (7). To prevent it from quickly trapped into a local
minimum, we update the weight by momentum gradient de-
scent, ν(yj)(t+1) ← λν(yj)(t) + (1− λ)
∫
Ω∩Sj dµ(x).
Top right of Fig. 5 shows the result from our algorithm.
The generated skeleton successfully captures the shape of
the human body. We color the skeleton nodes according to
their position in the graph and the color the point cloud indi-
cating their OT correspondences to the skeleton. We com-
pare the result with no regularization in the third column.
We also show Lloyd’s k-means algorithm in the second col-
umn. We add regularization to Lloyd’s algorithm to make
it a fair comparison. Because in the cloud there are a few
more samples in the right “waist” than in the left, Lloyd’s
algorithm pushes the skeleton to the right a little bit.
In addition, we test the robustness of our method under
different initial conditions. The second row (b) shows re-
sults from a different initial by adding noise and the third
row (c) shows the result with an extreme initial condition.
We algorithm eventually recovers a coherent, correct shape,
but without the regularization we could end up with “ill-
posed” embeddings. The last row (d) presents on the left
another example from the Armadillo model [25]. In the bot-
tom right, we show the result from [39]. [39] regards the
problem as a Wasserstein propagation problem and adopted
Wasserstein barycenter techniques to relate the samples of
the cloud to the graph, which is much heavier. The aver-
age time of 5 trials spent on computing the skeleton for [39]
was 1,200 seconds while our algorithm took 15 seconds on
average. CPU: Intel i5-7640x 4.0 GHz.
RWMWMLloyd’sInitials
(a)
(b)
(c)
(d)
WB [37]RWM
Figure 5. Skeleton layout. Embedding a sparse curve in the 3D
cloud domain. By fixing the ending points, RWM embeds of a
predefined graph that relates to the shape of the cloud. It is ro-
bust to noises and different initial positions and more efficient than
computing Wasserstein barycenters (WB).
7. Discussion
We have talked about the Wasserstein means problem
and our method to regularize it. The results have shown that
our method can well adapt to different problems by adopt-
ing different regularization terms. This work opens up a
new perspective to look at the Wasserstein means problem,
or the k-means problem.
In this paper, we adopted VOT to obtain the OT map. In
general, other OT solvers, e.g. Sinkhorn distances, could
also work in our framework. In that case, we need to com-
pute the weighted centroid to update the support. In [14],
OT has been inserted into a neural network’s loss function
for aligning different domains, which could guide the fol-
lowing work to enrich deep neural networks by OT tech-
niques including ours. Future work could also include reg-
ularizing Wasserstein barycenters.
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