List-based simulated annealing (LBSA) algorithm is a novel simulated annealing algorithm where list-based cooling scheme is used to control the change of parameter temperature. Aiming to improve the efficiency of the LBSA algorithm for large-scale optimization problems, this paper proposes an enhanced LBSA (ELBSA) algorithm for solving large-scale traveling salesman problem (TSP). The ELBSA algorithm can drive more sampling at more suitable temperatures and from more promising neighborhoods.
I. INTRODUCTION
Simulated annealing (SA) algorithm [1] , [2] is a typical iterative metaheuristic with an explicit strategy to escape from local optima by allowing hill-climbing moves. Due to the randomness of selecting candidate solutions from neighborhoods of the current solution, its efficiency is not high, and its convergence process can be extremely slow for large-scale optimization problems. In the field of traveling salesman problem (TSP), two strategies, instance-based sampling and knowledge-based sampling, have been proposed to tackle this low efficiency of SA algorithm. Instance-based sampling was proposed by Wang et al. in multi-agent SA (MSA) algorithm [3] and was also used in list-based SA (LBSA) algorithm [4] . In instance-based sampling, solution components
The associate editor coordinating the review of this manuscript and approving it for publication was Sudipta Roy . of other solutions are used to guide the generation of candidate solution. Knowledge-based sampling was proposed by Wang et al. in swarm SA (SSA) algorithm [5] . In knowledgebased sampling, knowledge from searching history is stored in pheromone matrix and is used to guide the generation of candidate solution. Both instance-based sampling and knowledge-based sampling use the experiences learned from its searching history to guide the selection of neighbors. As a result, the efficiency of sampling can be improved remarkably.
Although instance-based sampling has shown promising performance, it does not use heuristic information of TSP instance. Furthermore, the random selection strategy, which is used by the LBSA algorithm to select the solution component to be replaced, may also deteriorate its efficiency. Aiming to tackle those shortcomings, this paper proposes an enhanced list-based SA (ELBSA) algorithm with heuristic augmented instance-based sampling strategy for the TSP. Inspired by the systematic selection strategy used in SA algorithm [6] for quadratic assignment problem (QAP), the ELBSA algorithm uses a systematic way to select the solution component for producing a candidate solution. Finally, the ELBSA algorithm adopts a variable Markov chain length (VMCL) to conduct more trials at more profitable temperatures. Extensive experiments were carried out to show the advantage of heuristic augmented sampling, systematic selection, and VMCL. Comparative experiments, which were carried out on a wide range of large-scale benchmark TSP instances, show that the proposed algorithm is better than or competitive with most other state-of-the-art metaheuristics.
The rest of this paper is organized as follows. Section 2 provides a short description of the TSP, the LBSA algorithm, and metaheuristics for the large-scale TSP. Section 3 presents the three strategies used by the ELBSA algorithm and the pseudocode of the ELBSA algorithm. Section 4 fine-tunes the parameters and analyzes the behavior of the ELBSA algorithm. Section 5 compares the performance of the ELBSA algorithm with that of other state-of-the-art metaheuristics on a large number of TSP instances. Finally, in section 6 we summarize our study and possible future research directions.
II. RELATED WORK A. TRAVELING SALESMAN PROBLEM
The TSP is one of the classical NP-hard problems in combinatorial optimization. The objective of the TSP is to find a shortest route that visits each city once and returns to the origin city. Consider a salesman who has to visit n cities, the TSP can be defined as follows. Suppose a matrix D = (d i,j ) n * n is used to store the distances between all pairs of cities, where each element d i,j represents the length of the edge from city i to city j. We can use a linked list x to represent a solution. Each element x j in x represents an edge from city j to city x j . To guarantee that x is a valid solution, x must be a permutation of cities and x j = j for each j ∈ {1, 2, 3, ..., n}. Using a TSP instance with four cities as an example, suppose x = (3, 1, 4, 2), then, x represents a solution with four edges (e 1,3 , e 2,1 , e 3,4 , e 4,2 ). Therefore, the route of solution x is 1 → 3 → 4 → 2 → 1. The goal of the TSP is to find a solution x that minimizes
The basic idea of SA algorithm is to allow accepting worse solutions in order to escape from local minima. The probability of accepting worse solution is decreased during the search under the control of the parameter temperature. SA algorithm uses the Metropolis acceptance criterion to decide whether to accept a candidate solution. Suppose x is the current solution and y is the candidate solution selected from x's neighbors. Their objective function values are f (x) and f (y). For a minimization problem, the candidate solution y is accepted as the new current solution x based on the acceptance probability
where t > 0 is the parameter temperature. To use SA algorithm for a specific optimization problem, one must specify the cooling schedule for the parameter temperature. The LBSA [4] algorithm is a novel SA algorithm which uses list-based cooling scheme to control this parameter. In the list-based cooling scheme, all temperatures are stored in a priority list, where a larger value has a higher priority. In each generation, the maximum value in the list is used as the current temperature to calculate the acceptance probability for a candidate solution, and the temperature value in the list is updated adaptively according to the effectiveness of sampling. In the following subsections, we introduce the method for producing the initial temperature list and the temperature updating strategy used by the LBSA algorithm.
1) PRODUCTION OF THE INITIAL TEMPERATURE LIST
The LBSA algorithm uses parameter p 0 (initial acceptance probability) to produce the initial temperature values as follows. Suppose x is the current solution, y is the candidate solution, and f (x) and f (y) are their objective function values. According to the Metropolis acceptance criterion, the acceptance probability p of y can be calculated using Eq. 2. Conversely, if the acceptance probability p 0 is known, then we can calculate a corresponding temperature t 0 as int Eq. 3.
The LBSA algorithm uses parameter p 0 and Eq. 3 to produce the initial temperature values for the temperature list.
2) TEMPERATURE UPDATING STRATEGY
In each generation, LBSA uses the maximum value t max in the temperature list as the current temperature. For each t max , suppose there are c times when the worse solution is accepted; we use d i and p i to represent the difference between the objective function values and the acceptance probability calculated by Eq. 2, where i ∈ {1, 2, . . . , c}. In SA algorithm, whenever a worse solution is met, a random number r is created and is compared with p to decide whether to accept this worse solution. If r is less than p, then the worse solution is accepted. Therefore, for the ith accepted worse solution, we can use Eq. 3 to calculate a new temperature t i as t i = −d i /ln(r i ). The LBSA algorithm uses the average of all t i ( c i=1 t i /c) to replace the t max in the temperature list. Because r i is less than p i and t max = −d i /ln(p i ), t i is always less than t max . Therefore, c i=1 t i /c is also less than t max . In this way, the temperature will become lower and lower as the search progresses.
C. METAHEURISTICS FOR THE LARGE-SCALE TSP
In recent years, many metaheuristics have been proposed to solve the TSP. Among these metaheuristics, some have been applied to large-scale TSP instances, e.g., ant algorithm [7] - [13] , genetic algorithm [14] , [15] , particle swarm optimization [16] , [17] , cuckoo search [18] , [19] , beeinspired algorithm [20] - [22] , pigeon-inspired optimization algorithm [23] , bat algorithm [24] , [25] , immune algorithm [26] , invasive weed optimization [27] , African buffalo optimization [28] , symbiotic organisms search [29] , [30] , harmony search [31] , evolutionary algorithm [32] , neural network [33] , hybrid algorithms [34] , [35] , and those based on local search [36] - [38] .
Several versions of SA algorithm and hybrid SA algorithm have been proposed for solving the TSP [3]- [5] , [16] , [23] , [30] , [31] , [36] , [38] - [44] . Some of them have been applied to large-scale TSP instances. Wang et al. [3] proposed the multiagent SA (MSA) algorithm with instance-based sampling that produces the candidate solution by perturbing the current solution with the solution component of other solutions. Zhan et al. [4] proposed the LBSA algorithm that uses listbased cooling scheme to control the change of temperature. Wang et al. [5] proposed the swarm SA (SSA) algorithm with knowledge-based sampling. In SSA, knowledge about the search experience is stored in pheromone matrix and the algorithm produces candidate solution by perturbing the current solution with solution component selected according to the pheromone matrix and heuristic information. Lin et al. [36] proposed an adaptive hybrid simulated annealing-tabu search algorithm (AHSA-TS) that combines the ideas of SA algorithm and tabu search algorithm. In AHSA-TS, the Metropolis acceptance criterion of SA algorithm is used to decide whether to accept the solution generated by tabu search. Geng et al. [38] proposed an adaptive simulated annealing algorithm with greedy search (ASA-GS), in which greedy search technique is embedded in SA algorithm to speed up the convergence rate. In ASA-GS, the Metropolis acceptance criterion is only used for the best solution of a number of bad solutions. Wang et al. [31] proposed an evolutionary harmony search algorithm, in which SA algorithm is used to improve its intensification ability. In the discrete comprehensive learning PSO (D-CLPSO) algorithm [16] , the discrete pigeon-inspired optimization (D-PIO) algorithm [23] , and the SA-based symbiotic organisms search (SOS-SA) algorithm [30] , the Metropolis acceptance criterion is used to decide whether to accept the newly produced solutions. These studies have shown that SA algorithm can not only be independently used to solve TSP with promising performance but also be hybridized with population-based metaheuristics to improve the intensification ability of these algorithms.
III. ENHANCED LIST-BASED SA ALGORITHM A. METHOD FOR CREATING THE INITIAL TEMPERATURE LIST
The LBSA algorithm needs a parameter p 0 to produce initial temperature values. It is very tedious to fine-tune parameter values, and those parameter values found by trial and error are quite often very poor. Therefore, an algorithm with fewer parameters is very attractive for practical users. Zhong et al. [16] suggested that parameter p 0 can be removed and that the difference between objective function values can be directly used as initial temperature values. To enhance the robustness of the initial temperature values, we delete some extreme values to reduce the effect of noise. Alg. 1 is the method for creating the initial temperature list, where parameter len is the length of the temperature list. As shown in line 4 of Alg. 1, the absolute value of f (y) − f (x) is directly used as the initial temperature value. To reduce the impact of noise, 2×len temperatures are first inserted into lst, and then, the top len/2 temperatures and the bottom len/2 temperatures are deleted from lst in line 9 and line 10 of Alg. 1.
Algorithm 1 Method for Creating the Initial Temperature List
Input: len The length of the initial temperature list Output: A priority list of temperatures 1: Create an initial solution x and an empty priority list lst 2: while the length of lst is less than 2 × len do 3: Produce candidate solution y from neighbors of x 4:
if y is better than x then 6: x = y 7: end if 8: end while 9: Remove the top len/2 elements from lst 10: Remove the bottom len/2 elements from lst 11: Return lst.
B. SYSTEMATIC SELECTION AND HEURISTIC AUGMENTED SAMPLING STRATEGY
The original instance-based sampling [3] , [4] strategy randomly selects city i and uses only history knowledge (represented by the solution of each agent) to guide the selection of the next visiting city of city i. We can improve the instancebased sampling strategy in two aspects: (1) use a systematic way to select city i and, (2) in addition to using history knowledge, also use heuristic information to guide the sampling. To use systematic selection strategy for city i, we can use the city index one-by-one as city i to create the candidate solution. In this way, each solution component has a chance to be improved. Conversely, if random selection is used, potential improvements might be missed at low temperatures because of the random nature of the search.
To use heuristic information to guide the sampling, we can construct a nearest neighbor list for each city i. If the selected edge e i,j is already in solution x, then we use the nearest neighbor list of city i to select an edge to disturb solution x. Heuristic information can not only speed up the convergence speed but also provide extra diversity. Alg. 2 is the pseudocode of the heuristic augmented instance-based sampling method, where parameter i is used to control whether to use systematic selection or random selection. A calling method Algorithm 2 Heuristic Augmented Instance-Based Sampling Method Input: i A city number Input: x A solution represented as a linked list Output: A new solution 1: Select another solution y randomly 2: j = y i //City j is the city following i in y 3: if e i,j is already in x then 4: j = k where y k = i //City k is the city leading i in y 5: while e i,j is already in x do 6: Randomly select city j from the nearest city list of i 7: end while 8: end if 9: x 1 = inverse(x, e i,j ) 10: x 2 = swap(x, e i,j ) 11: x 3 = blockInsert(x, e i,j ) 12: Return The best one among x 1 , x 2 , and x 3 may use a random way or a systematic way to create parameter i for Alg. 2. In line 6 of Alg. 2, heuristic information is used to select another edge in case the selected edge e i,j is already in solution x. After the new edge e i,j is selected, as in [16] , [23] , the best solution among the solutions produced by inverse, swap, and blockInsert is selected as the candidate solution. In Alg. 2, the inverse(x, e i,j ) operator produces a new solution by inverting the visiting sequence of cities between x i and j. The swap(x, e i,j ) operator produces a new solution by swapping the positions of x i and j. The blockInsert(x, e i,j ) operator produces a new solution by moving a block of cities led by j to the front of x i . We use a TSP instance with six cities as an example to explain these operators in detail. Suppose the current solution x is (2,3,4,5,6,1), and the selected edge is e 1,5 . The current solution x, inverse, swap, and blockInsert operators are depicted in Fig.1. Fig.1 (a) depicts the current solution x, the edges in the current solution, and its tour. Because the selected edge is e 1,5 , we must put city 5 into the element x 1 whose current value is city 2. Fig.1 (b) depicts the inverse operator where the visiting sequence of cities between city 2 and city 5 has been inverted. Fig.1 (c) depicts the swap operator where the positions of city 2 and city 5 have been exchanged. Fig.1 (d) depicts the blockInsert operator where a block of two cities led by city 5 has been moved to the front of city 2. In this paper, the block size is a randomly selected number in the range 1 to 10, and the length of the nearest city list is 20.
C. VARIABLE Markov CHAIN LENGTH BASED ON ARITHMETIC SEQUENCE
In the classical homogeneous SA algorithm, the Markov chain length (MCL) at each temperature is a fixed number. For large-scale optimization problems, this may not be the most suitable strategy. Several studies have shown that trying more neighbors at optimal temperatures can improve SA's performance. In the field of QAP, Bölte and Thonemann [45] proposed an annealing schedule with cosine-based oscillation; Misevičius [6] presented an annealing schedule with Lundy-Mees-function-based oscillation. In the field of the uncapacitated exam scheduling problem, Dowsland and Thompson [46] recommended that less time be spent exploring the neighborhood at high temperatures where most moves are accepted; Cheraitia and Haddadi [47] presented an annealing schedule with increasing MCL based on geometry sequence.
A typical search process of SA algorithm has the following features: (1) In the early stage with high temperature, most candidate solutions are accepted, even though those solutions are worse than the current solution. (2) In the late stage when the temperature is low, almost no candidate solution is accepted. (3) In the middle stage, there exist some profitable temperatures where the largest improvement is obtained. Inspired by the above features of SA algorithm, we propose a VMCL strategy based on arithmetic sequence such that more trials may be tried at more profitable temperatures. Suppose the fixed MCL for each temperature in the LBSA algorithm is M . To obtain the objective of trying more trials at profitable temperatures, we propose the VMCL sequence as follows. 
D. Pseudocode OF THE PROPOSED ELBSA ALGORITHM
The ELBSA algorithm uses a simple SA framework based on fixed iteration times for the outer loop and VMCL at each temperature. The detailed pseudocode of the ELBSA algorithm is listed in Algo. 3. In Algo. 3, parameters P, G, M , and pos represent the population size, maximum iteration times, fixed MCL, and relative position of the generation with the maximum MCL, respectively. Array aSol is used to store the current solution of each agent, and idx is the identifier of each agent. Array aCity is used to store the index of the selected city for each agent whose following city will be changed to produce the candidate solution. Array aMCL is used to store the MCLs for each generation. In line 12, the index of the selected city is changed to the next one in sequence, and line 13 uses this city as the parameter to call Algo. 2 to produce candidate solution. These two lines implement the systematic selection for the ELBSA algorithm. Variable c is used to record the number of times worse solution is accepted at each temperature, and variable s is used to store the sum of temperatures calculated by Eq. 3. In line 27, the average temperature s/c is used to update the temperature list. To have good initial solutions, the ELBSA algorithm uses the greedy random construction method to produce initial solutions. The time complexity of the ELBSA algorithm is analyzed as follows. In total, the ELBSA algorithm calls Algo. 2 to produce G×P×M candidate solutions. In Algo.2, the inverse, swap, and blockInsert operators are used to created candidate solutions. Because we use linked list to represent a solution, the time complexity of swap and blockInsert is O(1), and the time complexity of inverse is O(n). Therefore, the time complexity of Algo.2 is O(n). As a result, the time complexity of the ELBSA algorithm is O(G × P × M × n). In our Algorithm 3 Enhanced List-Based SA Algorithm Input: P, G, M , and pos Output: bx Best solution found 1: Use the greedy random construction method to produce solutions aSol 2: Use Alg. 1 to produce the initial temperature list for each agent 3: Create an array aCity of size P that stores the selected city for each agent 4: Use parameters pos and M to create an array aMCL of size G that stores the MCLs for each generation 5: bx = best solution in aSol 6: for g = 0 to G − 1 do 7: for idx = 0 to P − 1 do Calculate the acceptance probability p of y 15: Produce a random number r in the range [0, 1) 16: if r < p then 17: if f (y) − f (x) > 0 then 18: 21: bx = x 22: end if 23: x = y 24: end if 25: end while //end of inner loop 26: if c > 0 then 27: Replace the maximum value in x's temperature list with s/c 28: end if 29: end for //end of for each agent 30: end for //end of outer loop 31: Return bx simulation, the parameter M is set to the city number n of the TSP instance, so the time complexity of the ELBSA algorithm is O(G × P × n 2 ).
IV. BEHAVIOR ANALYSIS OF THE ELBSA ALGORITHM
To fine-tune the parameters and analyze the behavior of the ELBSA algorithm, six experiments have been carried out on benchmark TSP instances from TSPLIB [48] . The details of these benchmark TSP instances can be obtained from 'comopt.ifi.uni-heidelberg.de/software/TSPLIB95/'. In our study, we only consider symmetric TSP instances where the distance from city i to city j is the same as that from city j to city i. The first experiment uses full factorial experiment to find a suitable combination of the list length for the initial temperature list and the position of the maximum MCL. The other five experiments use the one-variable-at-a-time approach to analyze the behavior of the ELBSA algorithm. The second experiment is used to analyze the effect of the list length. The third experiment is used to analyze the effect of the position of the maximum MCL. The fourth experiment is used to analyze the contribution of the heuristic augmented sampling. The fifth experiment is used to analyze the convergence behavior of the ELBSA algorithm. These four experiments are performed on Pr1002, D2103, Fnl4461, and Pla7397 instances. The sixth experiment is used to verify the effectiveness of the systematic selection and the VMCL. The last experiment is carried out on 33 large-scale TSP instances with city number ranging from 1000 to 85900. In all of the experiments, the termination condition is 1000 generations. In the first five experiments, the population size P is 10. To control the running time, the population size P of the last experiment is set according to Eq.(4). The percentage error of the best tour length (PE) and the percentage error of the average tour length (PEav) are used to compare different variants of the ELBSA algorithm. The following experiments were run on an Intel Core i5-3570 CPU, with 3.4 GHz and 8 GB of RAM. Java was used as the programming language. 
where n is the city number of TSP instance.
A. PARAMETER TUNING
Parameter tuning is important for metaheuristics to achieve a good performance. The ELBSA algorithm has two numerical parameters that need tuning, i.e., the list length (len) of the temperature list and the position (pos) of the maximum MCL. Full factorial experiment is used to find a reasonable combination of len and pos. After some pilot experiments, we set five levels for len ∈ {130, 140, 150, 160, 170} and three levels for pos ∈ {0.25, 0.375, 0.5}. Experiments were carried out on the 26 large-scale TSP instances with city number less than 10000. For each combination of len and pos, we run the ELBSA algorithm 25 times for each instance. The average of PEav on these 26 TSP instances is used to compare the performance. Fig.3 presents the histogram of the simulation results. Fig.3 shows the following findings: (1) the best combination of len and pos is 150 and 0.375;
(2) the parameter len is more robust when the parameter pos is smaller; (3) the parameter pos is more robust when the parameter len is larger; and (4) the parameter len and the parameter pos are relevant. In general, the smaller len is, the smaller pos should be because optimal pos is dependent on the most suitable temperature; when len is smaller, the temperature will decrease more quickly. As a result, the optimal pos should also be smaller. 
B. EFFECT OF THE LIST LENGTH OF THE INITIAL TEMPERATURE LIST
To analyze the effect of the list length len on the behavior of the ELBSA algorithm, we test 11 different len from 100 to 200 with a step 10. For each len, we run the ELBSA algorithm 50 times for each instance and calculate the percentage error of the average tour lengths relative to the best known tour length. Fig. 4 presents the relation between the percentage error and len. Similar to those results obtained by [4] and [16] , Fig. 4 shows the following: (1) The optimal list length is instance-dependent; for example, the optimal len is 130 for the Pr1002 instance, but 150 for the Pla7397 instance. (2) The list length is more robust on small instances than on large instances; for example, both a small and a large list length will notably deteriorate the performance of the ELBSA algorithm on the Pla7397 instance. 
C. EFFECT OF THE POSITION OF THE MAXIMUM VMCL
To analyze the effect of the position pos of the maximum VMCL on the behavior of the ELBSA algorithm, we test 8 different pos from 0 to 1 with a step 1/8. For each pos, we run the ELBSA algorithm 50 times for each instance and calculate the percentage error of the average tour length VOLUME 7, 2019 relative to the best known tour length. Fig. 5 presents the relation between the percentage error and the pos. Fig. 5 shows the following: (1) The optimal pos is instance-dependent; for example, the optimal pos is 0.5 for the Fnl4461 instance, but 0 for the Pla7397 instance. (2) The pos is more robust on small instances than on large instances.
D. CONTRIBUTION OF THE HEURISTIC AUGMENTED SAMPLING STRATEGY
In the ELBSA algorithm, heuristic information is used to enhance the instance-based sampling. To analyze the effectiveness of the heuristic information, we compare the performances of the ELBSA algorithm with heuristic information and the ELBSA algorithm without heuristic information. To accomplish this, we implemented three variants of the ELBSA algorithm: ELBSA with heuristic-based sampling only, ELBSA with instance-based sampling only, and ELBSA with both heuristic-based sampling and instance-based sampling. Fig. 6 compares the contributions of the heuristic-based sampling and the instance-based sampling. Fig. 6 shows that using instance-based sampling only is better than using heuristic-based sampling only. Fig. 6 also shows than ELBSA with both heuristic-based sampling and instance-based sampling has best performance among these three variants. These results verify that the heuristic information has a positive effect on the performance of the ELBSA algorithm.
E. CONVERGENCE ANALYSIS
To analyze the convergence behavior of the ELBSA algorithm, we compare the temperature decrease process and PEav convergence process with different list lengths of the temperature list. The used list lengths of the temperature list include 100, 150, and 200. The four figures in Fig. 7 present the temperature decrease process of the ELBSA algorithm on the four TSP instances. The four figures in Fig. 8 present the PEav convergence process of the ELBSA algorithm. These figures clearly show that the list length of the temperature list determines the convergence speed of the ELBSA algorithm. If the list length is too small, then the ELBSA algorithm will converge quickly and may be trapped in the local optima more easily. Conversely, if the list length is too large, then the ELBSA algorithm may spend too much time at high temperatures and has insufficient intensification ability in the late stage.
F. ADVANTAGE OF SYSTEMATIC SELECTION AND VARIABLE MCL
The ELBSA algorithm uses the systematic selection strategy and the variable MCL strategy to improve its performance. To analyze the effect of the systematic selection and the variable MCL, we compare the performances of ELBSA algorithm with two variants of it, i.e., ELBSA with random selection and fixed MCL (ELBSA-RF) and ELBSA with systematic selection and fixed MCL (ELBSA-SF). Experiments were carried out on 33 large-scale TSP instances with city numbers from 1000 to 85900. Tab. 1 shows the simulation results. In Tab.1, the PEav of ELBSA-SF is highlighted in bold if it is better than the PEav of ELBSA-RF, and the PEav of ELBSA is highlighted in bold if it is better than the PEav of ELBSA-SF. The average PE of ELBSA-RF, ELBSA-SF, and ELBSA is 0.53, 0.463, and 0.459 respectively. The average PEav of ELBSA-RF, ELBSA-SF, and ELBSA is 0.73, 0.703, and 0.673 respectively. Among the 33 instances, ELBSA-SF obtains better PEav than ELBSA-RF on 25 instances, and ELBSA obtains better PEav than ELBSA-SF on 26 instances. The Wilcoxon signed ranks test [49] is used to compare the PEav of ELBSA-RF and ELBSA-SF, where R + denotes the sum of ranks for the instances in which ELBSA-SF outperforms ELBSA-RF, and R − indicates the sum of ranks for the opposite. The computed R + , R − , and p-value are 406.5, 121.5, and 4.49e-03, respectively. This result means that the systematic selection can significantly improve the performance of the ELBSA algorithm. The Wilcoxon signed ranks test is also used to compare the PEav of ELBSA-SF and ELBSA, where R + denotes the sum of ranks for the instances in which ELBSA outperforms ELBSA-SF, and R − indicates the sum of ranks for the opposite. The computed R + , R − , and p-value are 399.5, 128.5, and 6.60e-03, respectively. This result means that the variable MCL can significantly improve the performance of the ELBSA algorithm. 
V. COMPETITIVENESS OF THE ELBSA ALGORITHM
To observe the competitiveness of the ELBSA algorithm, ELBSA's performance was compared with that of 32 stateof-the-art algorithms on a large number of large-scale benchmark TSP instances. In all of the following experiments, the length of the temperature list is 150, the position parameter of the VMCL is 0.375, the maximum generation is 1000, and the total sampling times is 1000 * P * n where n is the city number. The population size P is set according to Eq. 4 such that the running time of the ELBSA algorithm is less than the running time of the competitor as far as possible. In the following subsections, Wilcoxon rank-sum test or Wilcoxon signed ranks test is used to compare the performance of the ELBSA algorithm with that of other state-of-the-art algorithms. In the Wilcoxon signed ranks test, R + denotes the sum of ranks for the instances in which the ELBSA algorithm outperforms the competitive one, and R − indicates the sum of ranks for the opposite.
A. COMPARISON WITH THE LBSA ALGORITHM
The ELBSA algorithm is an enhanced LBSA algorithm. To observe the advantage of the ELBSA algorithm over the LBSA algorithm. The ELBSA algorithm was compared with the LBSA algorithm in detail on 33 large-scale TSP instances with integer distance. We run the ELBSA algorithm and the LBSA algorithm 25 times on each instance and calculate the statistical results. Tab.2 shows the simulation results, where the better one is highlighted in bold. In Tab.2, PEb, PEw, PEav, PEme, and Std represent the percentage error of the best solution, the percentage error of the worst solution, the percentage error of the average solution, the percentage error of the median solution, and the standard deviation, respectively. The Wilcoxon rank-sum test [49] was used to test whether the two algorithms have significant difference on each instance. If the p-value is less than 0.05, then the two algorithms have a significant difference and the corresponding p-value is highlighted in bold. Among the 33 instances, the ELBSA algorithm achieves a better performance on 29 instances and is significantly better than the LBSA algorithm on 25 instances, whereas the LBSA algorithm achieves a better performance on 4 instances and is significantly better than the ELBSA algorithm on 2 instances. The Wilcoxon signed ranks test is used to compare the PEav of the ELBSA algorithm and the LBSA algorithm. The computed R + , R − , and p-value are 493, 35, and 1.15e-05, respectively. This result means that the ELBSA algorithm is significantly better than the LBSA algorithm.
B. COMPARISON WITH OTHER SA-RELATED ALGORITHMS
Among the SA-related algorithms, we compare the ELBSA algorithm with ASA-GS [38] and SOS-SA [30] on 17 benchmark instances with float distance. Tab. 3 presents the VOLUME 7, 2019 simulation results, where the best result is highlighted in bold. The average PEav values of ASA-GS, SOS-SA, and ELBSA are 3.32, 1.9, and 0.93, respectively. Among the 17 instances, ELBSA obtains the best PEav on 13 instances, and SOS-SA obtains the best PEav on 4 instances. The Wilcoxon signed ranks test is used to compare the PEav of ASA-GS, SOS-SA, and ELBSA. For ELBSA and ASA-GS, the computed R + , R − , and p-value are 136, 0, and 2.93e-4, respectively. For ELBSA and SOS-SA, the computed R + , R − , and p-value are 120, 16, and 4.18e-03, respectively. This result means that the ELBSA algorithm is significantly better than ASA-GS and SOS-SA.
The ELBSA algorithm is also compared with AHSA-TS [36] and D-CLPSO [16] on 20 benchmark instances with integer distance. Tab. 4 shows the simulation results, where the best result is highlighted in bold. The average PEav values of AHSA-TS, D-CLPSO, and ELBSA are 1.402, 0.828, and 0.598, respectively. Among the 20 instances, the ELBSA algorithm obtains the best PEav on 18 instances, and the D-CLPSO algorithm obtains the best PEav on 2 instances. The Wilcoxon signed ranks test is used to compare the PEav of AHSA-TS, D-CLPSO, and ELBSA. For ELBSA and AHSA-TS, the computed R + , R − , and p-value are 189, 1, and 1.03e-04, respectively. For ELBSA and D-CLPSO, the computed R + , R − , and p-value are 176, 14, and 6.81e-04, respectively. This result means that the ELBSA algorithm is significantly better than AHSA-TS and D-CLPSO.
C. COMPARISON WITH OTHER STATE-OF-THE-ART ALGORITHMS
To further observe the competitiveness of the ELBSA algorithm among state-of-the-art metaheuristics, the ELBSA algorithm is also compared with 27 newly published metaheuristics. Three of these metaheuristics are compared in detail, and the other 24 metaheuristics are compared in brief.
The ELBSA algorithm is compared in detail with honey bees mating optimization (HBMO) [21] , massively parallel neural network (MPNN) [33] , and D-PIO [23] on 33 benchmark instances with integer distance. Tab. 5 shows the simulation results, where the best result is highlighted in bold. The average PEav values of HBMO, MPNN, D-PIO, and ELBSA are 0.076, 8.826, 0.739, and 0.673, respectively. In terms of the average PEav for all of the instances, the HBMO algorithm, which is augmented by the 2-opt, 2.5-opt and 3-opt operators, achieves the best performance. The ELBSA algorithm outperforms the other two algorithms. The Wilcoxon signed ranks test is used to compare the PEav of MPNN, D-PIO, and ELBSA. For ELBSA and MPNN, the computed R + , R − , and p-value are 528, 0, and 5.4e-7, respectively. For ELBSA and D-PIO, the computed R + , R − , and p-value are 435.5, 92.5, and 7.8e-4, respectively. This result means that the ELBSA algorithm is significantly better than MPNN and D-PIO.
The ELBSA algorithm is also compared in brief with 24 metaheuristics published in recent years. These metaheuristics include MSA [3] , SSA [5] , modified ant system (MAS) [8] , two-stage hybrid swarm intelligence optimization (TSHACO) [35] , ant colony extended (ACE) [11] , ant colony optimization algorithm with two-stage updating pheromone (TSACO) [12] , effective heuristics for ant colony optimization (ESACO) [7] where 2-opt local search is used to improve solution constructed by each ant, hybrid Max-Min ant system (HMMA) [10] , permutation-coded genetic algorithm (PCGA) [15] , genetic simulated annealing ant colony system with particle swarm optimization techniques (HGA) [34] , setbased PSO where the global best solution is further improved by 3-opt local search operator (S-PSOg) [17] , set-based PSO where iteration best positions are further improved by 3-opt local search operator (S-PSOi) [17] , bee colony optimization with local search (BCO) [22] , hybrid discrete artificial bee colony algorithm with threshold acceptance criterion (HDABC) [20] , improved discrete cuckoo search algorithm (IDCS) [18] , discrete cuckoo search algorithm (DCS) [19] , discrete bat algorithm (DBA) [25] , improved discrete bat algorithm (IDBA) [24] , evolutionary harmony search algorithm (EHS) [31] , immune algorithm combined with estimation of distribution (IA-EDA) [26] , discrete invasive weed optimization algorithm ( DIWO) [27] , African buffalo optimization (ABO) [28] , discrete symbiotic organisms search (DSOS) [29] , and dynamic multiscale region search algorithm (DMRSA) [37] . Tab. 6 highlights the comparison of the ELBSA algorithm with these 24 metaheuristics. The column Distance Type denotes the type of distance between cities, which may be float or integer. The column N denotes the number of total instances. The column Dims denotes the city numbers of the smallest and the largest instances. The columns PEav and PEav1 denote the PEav values of the compared algorithm and the ELBSA algorithm, respectively. Because many of the metaheuristics were tested on a small number of large-scale TSP instances, instances with a city number of more than 100 are also included for comparison for these metaheuristics which were tested only on a small number of large-scale TSP instances. We run the ELBSA algorithm 25 times for each TSP instance to obtain the statistical results, and the results of other algorithms are directly obtained from the corresponding papers. The PEav values of the TSP instances were used with the Wilcoxon signed ranks test to compare the ELBSA algorithm with the other algorithms. Except for ESACO and S-PSOi, both of which are heavily enhanced by local search method, the ELBSA algorithm outperforms the other 22 metaheuristics. The results of the Wilcoxon signed ranks test with a 0.05 significance level show that, except for the ESACO, S-PSOi, and MAS algorithms, the ELBSA algorithm is significantly better than the other metaheuristics, where the p-value is highlighted in bold. It is worth noting that although the ELBSA algorithm is worse than ESACO in terms of the average PEav, the ELBSA algorithm outperforms ESACO on the four largest instances.
When comparing the ELBSA algorithm with other metaheuristics, we found that it is very difficult to fairly compare existing metaheuristics. There are several reasons, such as the following: (1) The time complexity to produce a new solution is quite different for different operators; for example, the construction method used in the antbased system is far more complex than the inverse, swap, and blockInsert operators used by the ELBSA algorithm.
(2) Different implementations may have quite different time complexities for same operator; using the blockInsert operator as an example, it has an O(1) time complexity if the hardware platforms are different. To facilitate the comparative study of metaheuristics for the TSP, the source code implementing the ELBSA algorithm is made publicly available in GitHub (https://github.com/yiwzhong/ELBSA4TSP). To help researchers observe the results, we also provide a python script to draw the tour of a solution. Using the script, we depict the tours of the best results obtained by the ELBSA algorithm for the Lin318 and Dsj1000 instances as shown in Fig.9 and Fig.10 . For the Lin318 instance, the tour length of the solution depicted in Fig.9 is also the optimal tour length. For the Dsj1000 instance, the percentage error of the tour length for the solution depicted in Fig.10 is 0.124.
VI. CONCLUSION
Aiming to improve the sampling efficiency of SA algorithm for the TSP, this paper presents an enhanced list-based SA algorithm that can sample more neighbors at more suitable temperatures and from more promising neighborhoods. Specifically, heuristic augmented sampling, systematic selection, and variable Markov chain length are adopted to improve the sampling efficiency. Extensive experiments have verified the effectiveness of the proposed strategies. The proposed ELBSA algorithm was compared with 32 state-ofthe-art metaheuristics on a wide range of large-scale TSP instances. The simulation results show that except for the three hybrid algorithms, i.e., ESACO [7] , S-PSOi [17] , and HBMO [21] , which are intensively augmented by local search methods, the ELBSA algorithm achieves better performance than the other algorithms. The three strategies used by the ELBSA algorithm may be used to enhance SA algorithm for other large-scale optimization problems. One shortage of the ELBSA algorithm is that its parameters are not only relevant, but are also instance-dependent. An interesting research direction is to study how to use adaptive parameter control to improve the performance of the ELBSA algorithm. The ELBSA algorithm uses current population as an approximate representation of knowledge obtained in the search process, and uses the knowledge to guide its sampling. In the field of metaheuristics, more advanced knowledge representations exist, such as external archive and probabilistic models. A potential research direction is to explore whether these advanced knowledge representations can further improve the efficiency of SA's sampling.
