The reliabilities of parsimony-based and likelihood-based methods for inferring positive selection at single amino acid sites were studied using the nucleotide sequences of human leukocyte antigen (HLA) genes, in which positive selection is known to be operating at the antigen recognition site. The results indicate that the inference by parsimony-based methods is robust to the use of different evolutionary models and generally more reliable than that by likelihood-based methods. In contrast, the results obtained by likelihood-based methods depend on the models and on the initial parameter values used. It is sometimes difficult to obtain the maximum likelihood estimates of parameters for a given model, and the results obtained may be false negatives or false positives depending on the initial parameter values. It is therefore preferable to use parsimony-based methods as long as the number of sequences is relatively large and the branch lengths of the phylogenetic tree are relatively small.
Introduction
Positive selection is an evolutionary event in which a wild-type allele at a locus is replaced by a mutant allele with a higher fitness. At the DNA level, positive selection may be detected by comparing the rate of nonsynonymous (amino acid-altering) nucleotide substitution per nonsynonymous site (r N ) with that of synonymous substitution per synonymous site (r S ) (Hughes and Nei 1988, 1989) . In a protein molecule, different amino acid sites have different biochemical functions, indicating that the type and strength of natural selection may vary among different amino acid sites. It is therefore important to detect positive selection at single amino acid sites.
For this purpose, Suzuki and Gojobori (1999) developed parsimony-based methods, and developed likelihood-based methods (see also Nielsen and Yang 1998) for comparing r N and r S at single codon sites by using a phylogenetic tree for proteincoding gene sequences. By using these methods, positively selected amino acid sites have been inferred in the human immunodeficiency virus envelope Yamaguchi-Kabata and Gojobori 2000) , human leukocyte antigen (HLA) (Suzuki and Gojobori 1999) , influenza virus hemagglutinin (Suzuki and Gojobori 1999; Yang 2000a; , and others (e.g., Yang, Swanson, and Vacquier 2000; Swanson et al. 2001) .
However, the reliabilities of the inference of these methods are not well understood, and the biochemical interpretation of the results obtained is sometimes difficult, particularly when positive selection is inferred at the amino acid sites without known functions. If the reliabilities of these methods are high enough, the inferred sites are likely to be important for adaptation, and experimental studies should be conducted to confirm the prediction. If the reliabilities of the methods are low, however, the inferred sites may simply represent false positives (incorrectly identified, positively selected sites) and further investigation may not be rewarding. We have therefore examined the reliabilities of the methods of both Suzuki and Gojobori (SG) and Yang et al. (Yang) .
One approach for studying the reliabilities of these methods is to conduct computer simulation. Actually, Suzuki and Gojobori (1999) did such a simulation and showed that the probability of occurrence of false positives was generally low in their method and that of identifying truly selected sites increased as the strength of selection and the total branch length of the phylogenetic tree increased. Unfortunately, however, this approach is not applicable to the Yang method because it requires an enormous amount of computer time when the number of sequences is relatively large . Another approach is to examine the nucleotide sequences of a real protein for which positively selected amino acid sites are known from other information. Although only a small number of such proteins exist, HLA seems to be particularly suited for this purpose.
The HLA-A, -B, and -C proteins are expressed on the surface of most adult somatic cells in humans. The mature protein consists of three extracellular domains (␣1, ␣2, and ␣3), a transmembrane region, and a cytoplasmic region. This protein binds to an intracellularly processed antigenic peptide and presents it to CD8 ϩ T lymphocytes for eliciting immune responses (Klein and Horejsi 1997, pp. 87-159) . Fifty-seven amino acid sites that are responsible for peptide binding have been identified in the ␣1 and ␣2 domains from the three-dimensional structure and called the antigen recognition sites (ARS) (Bjorkman et al. 1987a (Bjorkman et al. , 1987b . Biological and statistical evidence strongly suggests that positive selection is operating at the ARS (for review, see Hughes 1999, pp. 54-89) . That is, as the ARS recognizes a wide variety of foreign antigenic peptides, amino acid mutations in the ARS may increase the fitness of an individual through overdominant selection (Doherty and Zinkernagel 1975) . Moreover, Hughes and Nei (1988) showed that r N is significantly higher than r S at the codon sites encoding the ARS, whereas r N is significantly lower than r S at the codon sites encoding the non-ARS region. Parham et al. (1988) also reported a high degree of amino acid polymorphism at the ARS. The HLA gene thus provides a unique opportunity for studying the reliabilities of the statistical methods of detecting positive selection.
In the present paper, we examined the reliabilities of detecting positively selected amino acid sites in the ARS by the SG and the Yang methods.
Materials and Methods Methods
The SG and the Yang methods are intended to detect positive selection at single amino acid sites using a phylogenetic tree for protein-coding gene sequences. In the former method, the following algorithm is applied to each codon site (Suzuki 1999; Suzuki and Gojobori 1999) . First, we infer ancestral codons at all the interior nodes of the phylogenetic tree by the maximum parsimony method (Fitch 1971; Hartigan 1973) . We then compute the total numbers of synonymous (c S ) and nonsynonymous (c N ) substitutions per codon site as well as the average numbers of synonymous (s S ) and nonsynonymous (s N ) sites per codon site for the entire phylogenetic tree. The probabilities of occurrence of synonymous and nonsynonymous substitutions are approximated by s S /(s S ϩ s N ) and s N /(s S ϩ s N ), respectively, and the null hypothesis of selective neutrality is tested under the assumption that c S and c N are binomially distributed. If this null hypothesis is rejected and the relationship c N / s N Ͼ c S /s S is observed, positive selection is inferred.
In the Yang method, the ratio of r N to r S for a given codon site is denoted by , and is assumed to follow a certain probability distribution among different codon sites. Fourteen different probability distributions of (M0-M13) have been proposed to be used, but M2, M3, and M8 were reported to give more reliable results than the others . Model M2 is used in combination with M0 or M1. In M0, all codon sites are assumed to have the same value. In M1, codon sites are classified into categories 0 and 1, and is assumed to have 0 and 1 with probabilities P 0 and P 1 (ϭ1 Ϫ P 0 ), respectively. M2 assumes an additional category (category 2) for which takes the value 2 with probability P 2 (ϭ1 Ϫ P 0 Ϫ P 1 ). Under each model, a likelihood function is formulated using the codon substitution model, and free parameters are estimated by maximizing the likelihood . If in M0 is estimated to be smaller than 1 and 2 in M2 is greater than 1, we test whether M2 fits the data better than M0 by the likelihood ratio test (LRT). We can also conduct the LRT for M2 using M1 as a null model. If the test is significant, we conclude that positively selected amino acid sites exist in the sequence. We then compute the posterior probability that a given codon site belongs to category 2 in M2. If the probability is higher than a given confidence probability level (ϭ1 Ϫ significance level), positive selection is inferred.
In model M3, a more general probability distribution of is used than in M2, and codon sites are classified into three categories with 0 , 1 , and 2 , which are assumed to exist with probabilities P 0 , P 1 , and P 2 (ϭ1 Ϫ P 0 Ϫ P 1 ), respectively. If any of the values estimated is greater than 1, we conduct the LRT against M0 or M1, and if the test is significant, positively selected amino acid sites are inferred in a way similar to that for M2.
In model M7, is assumed to follow a beta distribution with 0 Յ Յ 1. M8 is assumed to have an additional category, in which takes the value 1 with probability P 1 (ϭ1 Ϫ P 0 ), where P 0 is the proportion following a beta distribution. If 1 is estimated to be greater than 1, we conduct the LRT against M0 or M7, and if the test is significant, positively selected amino acid sites are inferred.
Data Analysis
We used the same set of HLA sequences as that used by Suzuki and Gojobori (1999) . The original data set was composed of 228 nucleotide sequences from the HLA-A, -B, and -C loci. Each sequence consisted of 273 codon sites that encoded the ␣1, ␣2, and ␣3 domains of HLA proteins. After excluding the identical sequences, we made a multiple alignment for a total of 218 sequences by the computer program CLUSTAL W (Thompson, Higgins, and Gibson 1994) . The alignment did not contain any gaps. In the present paper, the amino acid positions in HLA are numbered according to Bjorkman et al. (1987a Bjorkman et al. ( , 1987b .
In order to analyze HLA sequences by the SG method, a neighbor-joining (NJ) tree (Saitou and Nei 1987) was constructed with the number of synonymous substitutions (Nei and Gojobori 1986) . It should be noted that the phylogenetic tree obtained may have topological and branch-length errors, because of the stochastic process of nucleotide substitution and the intralocus (Belich et al. 1992; Watkins et al. 1992 ) and interlocus (Pease et al. 1983; Weiss et al. 1983 ) gene conversions at the HLA-A, -B, and -C loci. However, it has been shown that the effect of interlocus gene conversion on the diversification of HLA-A, -B, and -C genes is generally small (Parham et al. 1988; Gu and Nei 1999) , and minor errors in the phylogenetic tree do not affect the reliability of the SG method seriously (Suzuki and Gojobori 1999). We used the models of Jukes and Cantor (1969) and Kimura (1980) to compute s S and s N (Suzuki 1999) . In Kimura's model, the transitiontransversion ratio (R) was estimated as the ratio of the average number of transitional substitutions (s) to that of transversional substitutions (v) over all pairs of sequences which were estimated by Kimura's two-parameter method. The values of s and v were 0.033 and 0.035 per nucleotide site, respectively, and R was 0.95. It should be noted that the model of Jukes and Cantor is a special case of Kimura's model where R ϭ 0.5. The significance level for rejecting selective neutrality was 5%.
In the Yang method, a maximum likelihood (ML) tree is supposed to be constructed. However, we failed to produce the ML tree because it required an enormous amount of computer time. For the same reason, we also failed to estimate even the branch lengths for a given topology using the ML method. We therefore constructed an NJ tree following Yang (2000a) . The evolutionary distance was estimated by Kimura's method, and the branch lengths of the phylogenetic tree were multiplied by three because in the Yang method, the branch lengths are measured in terms of the number of nucleotide substitutions per codon site. It should be noted that minor errors in the phylogenetic tree do not affect the reliability of the Yang method seriously (Yang 2000a) , as in the case of the SG method. The data analysis for the Yang method was conducted using the computer program PAML 3.0 (Yang 2000b) . The observed codon frequencies were used as the equilibrium codon frequencies, and the ratio of the transition-transversion rates was estimated by maximizing the likelihood. Yang (2000b) noted that even with the same mathematical model, different results may be obtained depending on the initial values used, apparently because there are multiple local optima on the likelihood surface. He then recommended that two different initial values, one greater and the other smaller than unity, be used and the result with a higher likelihood value be regarded as the final result. In the present analysis, we used 0.2, 0.4, 0.6, 0.8, 1, 2, 3, 3.14, 4, and 5 as the initial values in each model. The significance level for the LRT was 5%, and the confidence probability level for inferring positive selection at single amino acid sites was 95%.
Results
The numbers of positively selected amino acid sites in HLA identified by the SG and the Yang methods are presented in table 1. The SG method with the model of Jukes and Cantor inferred 20 positively selected sites. These results appeared biologically reasonable because most (17) of the positively selected sites were located in the ARS, and all of the remaining 3 sites were in the ␣1 and ␣2 domains near the ARS (tables 1 and 2). When Table 2 Positions 
For the Yang method, only the results with the highest ln L value in each model are presented. Positively selected amino acid sites are indicated by ''ϫ''. The amino acid sites involved in the ARS are boldfaced. The amino acid positions are numbered according to Bjorkman et al. (1987a Bjorkman et al. ( , 1987b . Kimura's model was used, positive selection was indicated at the same sites, although in this method, the observed value of R (ϭ0.95) rather than R ϭ 0.5 was used. In the Yang method, different models produced different results. Moreover, even in a given model, different initial values produced different results, suggesting the existence of multiple local optima on the likelihood surface. When model M2 was used, all the initial values gave log-likelihood (ln L) values significantly greater than those in M1 (P Ͻ 0.0001), suggesting that M2 fitted the data better than M1 in all cases. The initial values of 2, 3, 3.14, 4, and 5 produced the same results and indicated that 18 amino acid sites were positively selected. These results appeared reasonable because most (14) of the positively selected sites were located in the ARS and none in the ␣3 domain. In contrast, the initial values of 0.2, 0.4, 0.6, 0.8, and 1 suggested that no positively selected sites existed in the HLA molecule. These results are obviously erroneous because we know that such sites exist in HLA. To sum up, half the initial values produced erroneous results.
When model M3 was used, all the initial values gave results with the ln L values significantly smaller than those in M1, suggesting that positively selected amino acid sites were absent in the sequence. These results suggest that the search for the ML value was trapped by local optima because M3 is a more general model than M1 and should give an ML value higher than that in M1. When we ignored the results from the LRT and attempted to detect positively selected sites, no such sites were inferred with half the initial values (0.4, 0.6, 2, 3, and 3.14). Positively selected sites were inferred with the remaining initial values (0.2, 0.8, 1, 4, and 5), but some of these sites were located in the ␣3 domain which was unrelated to the ARS (tables 1 and 2). These observations further suggest that all the initial values used here produced erroneous results. In model M8, the initial values of 0.6, 0.8, 1, 3, 4, and 5 gave ln L values significantly greater than those in M7 (P Ͻ 0.0001). Positive selection was inferred at 22-29 amino acid sites for the initial values of 0.6, 0.8, 3, 4, and 5, and the results appeared reasonable. The initial value of ϭ 1, in contrast, indicated that positively selected sites were absent. The initial values of 0.2, 0.4, 2, and 3.14 gave ln L values significantly smaller than those in M7, suggesting the absence of positively selected sites. When we ignored this result and attempted to detect the positively selected sites, the initial value of ϭ 2 produced a reasonable result; but 0.2 and 0.4 indicated the absence of such sites, and 3.14 indicated the presence of positively selected sites in the ␣3 domain. Overall, half the initial values generated erroneous results.
In the above analyses by the Yang method, we used M1, M1, and M7 as null models for M2, M3, and M8, respectively, and the erroneous results in the inference of positively selected amino acid sites were all false negatives. However, when we used M0 as a null model, all the initial values in M2, M3, and M8 produced ln L values significantly greater than those in M0 (P Ͻ 0.0001). As the positively selected sites inferred in M3 with the initial values of 0.2, 0.8, 1, 4, and 5 and those in M8 with the initial ϭ 3.14 included false positives (in the ␣3 domain), any one of reasonable, false negative, or false positive results may be obtained as the final result in this case.
The reliabilities of the SG and the Yang methods were measured by the ARS index, which was defined as n ARS (216 Ϫ n non-ARS )/n non-ARS (57 Ϫ n ARS ), where n ARS and n non-ARS denote the numbers of positively selected amino acid sites inside and outside the ARS, respectively (table 1) . This index measures the ratio of the odds of detecting positively selected sites inside the ARS to those of detecting them outside the ARS (Sokal and Rohlf 1995, pp. 685-793) . In the SG method, it was 30.2. In the Yang method, positively selected sites were inferred for five, five, and seven out of the 10 initial values used in models M2, M3, and M8, respectively. In M2, the ARS index is 17.3, which is lower than that in the SG method. M3 also produced the indices 7.1-10.7, which were all lower than that in the SG method. In M8, various ARS indices (8.1-33.3) were obtained, but the highest ln L value was associated with an index of 17.5, which was again lower than that in the SG method. These results indicate that the reliability of the SG method is similar to or higher than that of the Yang method.
The positively selected amino acid sites inferred by the SG and the Yang methods are presented in table 2. For the Yang method, only the results for the highest ln L value in each model are presented. The positively selected sites for model M2 were a subset of those for M8, which in turn were a subset of those for M3. Many of the positively selected sites inferred by the SG method were also inferred by the Yang method, and vice versa. These sites are likely to be truly selected because they are inferred by different methods based on different principles. It is interesting that all three positively selected sites inferred outside the ARS by the SG method were also inferred by the Yang method. In contrast, some of the positively selected sites inferred outside the ARS by the Yang method were not inferred by the SG method. These results further suggest that the SG method has a higher reliability than the Yang method.
Discussion
In the Yang method, we have to use multiple initial values to obtain the ML estimates of parameters for a given model, because of the presence of multiple local optima on the likelihood surface. The number of local optima appeared to increase as the number of free parameters increased. It has been recommended that two different initial values, one greater and the other smaller than unity, be used and the result with a higher likelihood value be regarded as the final result (Yang 2000b) . However, this procedure does not necessarily work well. In the present analysis, all the 10 different initial values, of which five were greater and five were equal to or smaller than 1, gave different results in models M3 and M8. Thus, we may have to use as many different initial values as possible to obtain the ML estimates, although there is still no guarantee that we shall always obtain the ML estimates, as shown with M3 in the present study. Moreover, the Yang method gives any one of reasonable, false negative, or false positive results that are statistically significant. We therefore have to be cautious about the results obtained by this method.
Even if we have obtained a putative ML estimate by using many different initial values, the reliability of detecting positively selected amino acid sites in the Yang method appears to be similar to or lower than that of the SG method, as mentioned earlier. It should be noted that many of the models used in the Yang method appear unrealistic. For example, is assumed to follow a certain probability distribution among different codon sites. Fourteen different probability distributions (M0-M13) have been proposed, of which M2, M3, and M8 were reported to give more reliable results than others . However, the real distribution of is not known for any real protein and is likely to be more complicated than any of the proposed probability distributions. In particular, M2, M3, and M8 assume that all positively selected sites have the same value. This assumption is unrealistic because different amino acid sites have different biochemical functions in a protein, and thus the extent of positive selection should also vary among different amino acid sites. It should be noted that even if a more realistic model is developed, the reliability of the Yang method may not necessarily improve because such a model should include a large number of free parameters, as well as a large number of local optima on the likelihood surface. Moreover, in the Yang method, the pattern of codon substitution is assumed to be the same at all codon sites in a given category for the entire evolutionary time involved in the phylogenetic tree. Similarly, the equilibrium codon frequencies are assumed to be the same for all codon sites regardless of the category and evolutionary time. These assumptions are also unrealistic and unlikely to be correct (e.g., Zhang, Rosenberg, and Nei 1998) . In addition, it has been shown that the LRT for molecular evolutionary hypotheses is often too liberal or too conservative when incorrect models are used (Zhang 1999) , indicating the possibility that the LRT in the Yang method is biased.
In contrast, the SG method does not use any specific models but allows for any probability distribution for . This method also allows for different patterns of codon substitution and different equilibrium codon frequencies at different codon sites at any evolutionary time. This is because Suzuki and Gojobori use essentially model-free parsimony methods. A potential problem in this approach is that we do not take into account multiple substitutions at a nucleotide site for each branch. However, as long as the nucleotide sequences are relatively closely related, the number of multiple substitutions for a branch may be sufficiently small so that the results obtained appear to be reliable (Saitou 1989) . Indeed, in the present analysis, the branch lengths of the phylogenetic tree were very small (on an average, 0.0025 per synonymous site), and the SG method produced reasonable results. In addition, underestimation of the number of nucleotide substitutions is likely to make the test of positive selection conservative by reducing the sample size. The underestimation is also likely to decrease the difference between the numbers of synonymous and nonsynonymous substitutions. Because a conservative test is generally more favorable than a liberal test in the study of molecular evolution (Nei and Kumar 2000, pp. 51-71) , underestimation of the number of nucleotide substitutions may not be a serious problem.
In the present study, we have analyzed a large number of sequences. In order to see whether our observations are also applicable when the number of sequences is small, we conducted small-scale computer simulation. A nucleotide sequence with 300 codon sites was allowed to evolve following a symmetrical phylogenetic tree with 16 sequences, of which all branch lengths were set to be 0.1 per synonymous site. We assumed ϭ 0 at half the sites and ϭ 1 at the other half. Sixteen sequences were analyzed by the SG and the Yang methods. This procedure was repeated 200 times. In the SG method, positive selection was not inferred at a total of 30,000 amino acid sites with the true value of ϭ 0, but it was falsely inferred at 35 (0.1%) sites with the true value of ϭ 1. When we used M1, M1, and M7 as the null models for M2, M3, and M8, respectively, in the Yang method, the existence of positively selected sites was inferred in 2 (1%), 1 (0.5%), and 42 (21%) out of 200 replications, respectively. Positive selection was inferred at 0, 0, and 2 sites with the true value of ϭ 0 and at 0, 109 (0.4%), and 4,116 (13.7%) sites with the true value of ϭ 1 by M2, M3, and M8, respectively. When M0 was used as the null model, the existence of positively selected sites was inferred in 129 (64.5%), 143 (71.5%), and 147 (73.5%) replications by M2, M3, and M8, respectively. Positive selection was inferred at 0, 5, and 2 sites with the true value of ϭ 0, and at 5,394 (18.0%), 15,655 (52.2%), and 11,780 (39.3%) sites with the true value of ϭ 1 by M2, M3, and M8, respectively. These results indicate that the SG method is conservative, whereas the Yang method tends to give false positives with high probabilities, even when the number of sequences is small. Details of this study will be published elsewhere.
In conclusion, the reliability of parsimony-based methods is generally higher than that of likelihoodbased methods as long as the number of sequences is relatively large and the branch lengths of the phylogenetic tree are relatively small. The likelihood-based methods also tend to give a substantial number of false positives for selective sites. It is also important to note that the results obtained from these methods are statistical inferences based on given models. The validity of the results obtained should be examined from the biological point of view and tested by experimental studies before drawing final conclusions.
