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Abstract

MIS needs a sound theoretical understanding of information. This need is growing particularly acute in this
post industrial age. We propose a theory of management from a meta theory of information: the management
of complexity by adeptation via information recursion. The theoretical propositions of the theory on which we
depend (our meta theory), hence our axioms, are well established in diverse arenas of human understanding.
Keywords: Information, theory, philosophy, meta theory, science

Preamble
MIS needs a sound theoretical understanding of information (Carlise, 2000). This need is growing particularly acute as
information and knowledge increasingly become the metric of this post industrial age (Nonaka, 1994). The demand for theory
has led to a broader acceptance of non positivist perspectives. The fundamental inadequacy of positivism—the data processing
view of information as input for decision making by a passive recipient—has been consistently challenged in the IS literature
(see summary by Schultze, 2000; also Lyytinen and Ngwenyama, 1992, Boland and Tenkasi 1995, and Ngwenyama and Lee
1997).
In recent years, interpretive research has emerged as an important strand in information systems research (Schultz, 2000; Walsham
1995). Interpretivism assumes that our knowledge of reality is gained only through social constructions such as language,
consciousness, shared meanings, documents, tools, and other artifacts. (many complete expositions on interpretivism exist, see
Klein & Myers, 1999, and Ngwenyama and Lee, 1997). Interpretive research is particularly well suited to the study of
information, as, according to Klein & Myers (1999), interpretivism is fit for understanding human thought and action in social
and organizational context.

The Primer
We procreate a theory of management from a meta theory of information: the management of complexity by adeptation1 via
information recursion. It is entitled seminal because the theory inseminates—it impregnates, but holds the reader responsible for
gestation.
Thus, we knowingly violate the publishing custom of presenting a theory (we consent it) and explicating it (we implicate it).
Explanation is deeply ingrained in orthodox scientific criteria for good theory (Popper, 1959). By its conception, our theory holds
that only the knower propagates knowing. This may seem to pose a paradox—how do you discover a theory that demands you
invent it?2

1
2

Not a misspelling—read on!
A vital paradox, to which we return at the end of this article.
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Consider the mechanistic image of a computer booting itself3—this article is intended to enable the reader to “boot up.” Consider
also the organic analogy, which we’ve already introduced above, of insemination, the natural process by which life is conceived.
While we include the mechanistic image to stimulate understanding, it is the organic one that validates our theory via4 this article.
Alternatively, our theory of management can be entertained as a theory of learning—that is, we conceive management as
learning per se. This entails the same paradox, but it is resolved in the same fashion. If you realize the idea, you’ll anticipate what
comes next: this article prepares you to learn to learn about management.
This version is entitled The Primer, because it initiates. We present a formalized version, i.e., axioms constituting our meta theory,
and derivative propositions of our theory. Then, we corroborate our meta theory from diverse perspectives. Finally, we construe
our theory of management, based on the corroborated meta theory.

Axioms (Propositions of the Meta Theory)
A-I. All meaning, or knowing, is based on perceived differences. No-thing can be known unless it first can be perceived as
different from some-thing else.
A-II. Information is the conception, or formation, criterion of perceived differences. Information is “in the formation”5 of
perceived differences. The formation (conception) is based on criteria for salient difference. Salience is in the mind of the
knower—the informed.
A-III. Recursion is the transformation criterion of information: recursion is “in the formation of the information,” the
application of the information criterion to itself—the meta criterion. Thus, it is the criterion for the information criterion; or, the
criterion for the criterion for salient perceived difference.
A-IV. Information recursion is an infinite series. Recursion stipulates the identity of levels. For a given instance of meaning,
the “0th” level is where difference is perceived; the 1st level where information is conceived, and the 2nd level and infinite
subsequent (meta) levels where information is transceived (recursion).
A-V. Information recursion is geometric. The (infinite) series of meta levels is a geometric progression, not a linear one. That
is, the application of a criterion to itself is, in mathematical terms, a constant multiple, not a constant addition, of the preceding
level of the criterion.
A-VI. ∴ Information recursion achieves information negentropy geometrically. Over time, any formation of perceived
difference decays, or tends to a lesser formation, in the ultimate direction of no formation—maximum entropy. Negative entropy,
or negentropy, is achieved by putting perceived differences “in formation” at a rate in excess of entropy. The rate of information
recursion is geometric; hence, negentropy is achieved geometrically.

Corroboration of the Meta Theory
The theoretical propositions of the theory on which we depend (our meta theory), hence our axioms, are well established in diverse
arenas of human understanding, and presenting each of them even adequately, though not fully, still would require treatment far
in excess of paper-length. Hence, in this section, we categorize, sample, select, and summarize—our intent is to alert, and even
convince, you that the meta theoretical propositions are defensible as our axioms, and invite you to explore them further as your
interests indicate.
Cosmology. From Plato (Bloom, 1968) to Stephen Hawking (1998), cosmologists, who seek an overall unifying theory of our
universe, both tangible and intangible, have relied on the notion that the world is as we know it. In the famous Allegory of the
Cave, Plato’s escaped prisoner becomes aware that what he and his fellows had previously assumed to be an objective reality was
only a projection, the proverbial shadows on the wall. So far as we know, it never occurred to the prisoner, and hence apparently

3

Derived from “bootstrapping,” the literal—if impossible—idea of lifting oneself off the Earth’s ground by the straps attached to one's boots!
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A seemingly innocuous little word, but for our purposes, hugely important! Literally, “giving life to….”

5

Literally, from the Latin informare, which means to put into form.
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never to Plato, that, alarmed by this insight, the prisoner might suspect he had not really escaped into objective reality, but merely
moved up one level of illusion! Our theory extends the classic Platonic allegory by recursing Plato’s insight.
Douglas Hofstadter’s Pulitzer Prize-winning Godel Escher Bach—An Eternal Golden Braid (1979) reconciles the self-referential
illustrations of Escher with the self-propagating structure of music a la Bach with the self-disciplining feature of Godelian
mathematics—the famous Incompleteness Theorem. As you will read below, and we hope come to real-ize, our meta levels are
woven into loops made of Hofstadter’s Golden Braid.
System. The fundamental insight of system theory is not just that the behavior of a system can not be understood by decomposing
it into parts and their relationships, but positively that a system can be understood only by the recognition of
wholeness—configuration, or pattern. We mean the same thing when we propose that meaning consists of perceived differences
“in formation.” The system framework developed by Ludwig von Bertalanffy (1968) is grounding, but we have been particularly
informed by the work of the eminent systems thinkers Ross Ashby (1956) and Sir Stafford Beer (1975). Ashby’s Law of Requisite
Variety, that only variety can absorb variety, gives us a control perspective—if a system can take on n possible states, our
understanding of it must propagate no less than n states. Given that the sheer number of states in a non-trivial system is a large
geometric combinatorial, we propose a geometric (re)solution, by recursion, whereby requisite variety may be achieved. Beer’s
management cybernetics, and applied framework of nested (looped) systems, is an instance of meta levels per se.
Complexity/Chaos. In recent years, a body of intellectual work has started to emerge that addresses equilibria in complex nonlinear, also called chaotic, systems. An important place for this thinking has become the Santa Fe Institute, and a proponent is
the Nobel Laureate physicist Murray Gell Mann (1994). Complexity, or chaos, theory, is applied to many domains of thinking,
from theoretical physics to applied social science, but all domains entail the premise that modeling cannot aim at determined
solution, but rather recurring tendency—what some chaos theorists call strange attractors. In our theory, the criteria for such
tendencies exist at the meta level with respect to them.
Knowing/Learning. We have already cited Popper’s classic logic of knowing, Kuhn’s structuring of knowing by paradigm, and
Bateson’s definition of information. Learning theorists have long understood that knowers propagate knowing—Jean Piaget wrote
the book To Understand is to Invent (1973). More recently, Peter Senge’s Fifth Discipline (1990) makes the case that in a world
best understood by systems thinking, deutero (double-loop) learning, or “learning to learn”—what we call meta learning—is the
quintessential capability.
Biology. Humberto Maturana and Francisco Varela (1980) challenge our intellectual capacity with the concept of autopoiesis,
that (biological) systems are self-referential, sustaining and revitalizing themselves constantly in an environment, but only with
self-propagated self-knowledge. Like bootstrapping, at first this seems absurd…but then it seems imperative!
For us, the nature of the corroboration IS its meaning—no matter where we look, the best validated knowledge we consider lends
credence to the theory we propound. Thus, we consider that we are on solid ontological and epistemological grounds in treating
the propositions of our meta theory as axiomatic to our theory of management via information.

Propositions of the Theory of Management via Information
P-1. That to be managed is complexity.
By complexity, we mean whole phenomena, to which part-ness and interrelated-ness may be attributed, though the phenomena
are sui generis.6 This definition follows from our system constructivism. First, we hold open the question of whether there is an
objective reality, but recognize that we cannot confirm it, and so rely on building theories against the validity criterion of
usefulness, not truth—the ontology and epistemology of constructivism. As put by Humberto Maturana (Klir, 1991), “We do not
distinguish what is, but what we distinguish is.” Second, we believe that in all but trivial cases, phenomena cannot be understood,
and hence managed with better than random success, by decomposition into parts, and consideration of discrete part-wise
relationships. Rather, the whole must be understood—the method of system thinking.
The most devoted positivist and reductionist must acknowledge that, except for trivial cases, phenomena to be managed are
typically complex, where complexity means complicated beyond human capability to comprehend discrete causal parts, their
relationships, and hence combined effects. Here, complexity is an antonym for simple, and exists on a continuum, analogous to
the control system theorists’ use of “variety”—given the constituent elements of a system and their enumerated possible states,

6

Considered in its own right; that is, not constituted by other things.

1970

2001 — Seventh Americas Conference on Information Systems

Yoos & McKinney/A Seminal Theory

the total number of possible states of the system, a hyper-geometric combinatorial. In more prosaic terms, if we take the number
of elements in a situation, and compound them by their differences, ambiguity, uncertainty, and rate of change, the resulting
variety, as a surrogate measure of complexity, typically is far beyond human ken. 7
Hence, whether to the positivist or constructivist, reductionist or system thinker, there are compelling grounds to recognize that
what managers must be understood to be managing is sheer, unmitigated complexity.
P-2. Complexity is managed by nimble adaptation; hence, adeptation.
The basal act(ivity) of management is coping with complexity by continuing resolution (in the sense of re-solution and re-solution,
a never-concluded process). Adaptation is a viable term—pun intended—because it refers to the process of sustaining viability,
or fitness for continued existence, security, growth and prosperity within an environment. Of course, this is what enterprises and
other institutions are managed in order to do. Immediately, then, we can think about managers in terms of adaptive capacity as
the quintessential management capability. Indeed, we have coined the word adeptation to label that capability and accentuate the
agility that is required.
To the systems thinker, the notion of adeptation is intuitive—by definition, complex wholes are unpredictable, so management
is necessarily a matter of informed coping (v. groping). To the reductionist, however, at first glance adeptation can seem inherently
repugnant—being taken charge of by circumstances instead of taking charge of them, a matter of being reactive instead of
proactive.8 Perhaps the reconciliation lies in the knowledge framework provided by cybernetics (Wiener, 1961), “the science of
communication and control in man and machine.” A cybernetic view does not dismiss the primacy of design, strategy and
planning, but rather uses feedback as the process sine qua non for system control. A ready analogy here is aviation—no prudent
aviator would take off for a destination without proper flight planning; and similarly, no prudent aviator would depart on the vector
determined by planning, but not regularly adapt en route, based on feedback. Indeed, the most skilled aviator, most apt to remain
viable and reach the destination, is the aviator with the greatest adaptive capacity.
P-3. Adeptation requires information.
Our theory holds that complexity is managed “by adeptation via information . . ..” The words are carefully chosen—information
is that which “gives life” {via-bility} to adaptation, and thus management.
We use Gregory Bateson’s (1973) classic definition of information as a “difference that makes a difference.” It is axiomatic (see
Axioms A-I and A-II) that nothing can be known except through perceived difference, and only meaningful differences (i.e.,
differences considered against relevant criteria) constitute information. Since difference is perceived and processed (only) by the
knower, information does not exist independent of the informed. That is, it is not tangible, and it has no location. It is not a thing,
and it cannot be transmitted, received, stored or retrieved. In short, it is not an it.
The implications of these definitions are central to any valid theory of knowing, and crucial to our theory of management. As
regards knowing, previous theories are abandoned of the brain as receptacle, a place where information is “stored,” “located,”
and “retrieved,” in favor of the brain as a complex system, where the potential exists for information to be recreated. Moreover,
the results of that (re)creation have meaning only relative to the world as encountered by the knower. 9
Thus, developing adaptive capacity (and hence management capability) is not a process of getting more of something called
information, and being better at processing it, and knowing what to do. Better managers (of complexity) are not per se those with
better memories, or even “smarter,” in the same sense that chess international grandmasters have no better memories, or are not
smarter, than lesser accomplished players. Rather, for chess players and managers alike, it is a process of, in the first place,
discerning more differences, more (re)finely, and using a more robust set of salience criteria to create more, and better quality,
information. Even so, the efficacy of our theory rests ultimately on another property, that of recursion.
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Conventional reductionist scientific wisdom puts that measure at about seven elements.
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Arguably, a theoretical non sequitur!
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The central premise of ecological psychology, viz. Gibson.
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P-4. By recursion, information resolves complexity geometrically.
It is axiomatic (see Axiom A-III) that the concept of information can be applied to itself. We use the term “recursion” for this
self-referential form of transformation. 10 Further, it is axiomatic (see Axiom A-V) that when information is properly transformed
by recursion, complexity is resolved geometrically, not linearly. Eureka! We do not claim to have originated this
concept—indeed, we defend our theory by depending it!11 Rather, we have applied it to management, to achieve a significant
advantage. It follows from our axioms that those who manage complexity by adaptation via information recursion, which is to
say, those who resolve complexity geometrically, have a significant, and ever-increasing, advantage over managers who are only
capable of resolving complexity linearly (the limit of the process of reductionism).
Note that recursion requires criteria that are transformable. That is, the criterion for a recursion (transformation) is the criterion
for the criteria (the meta criterion) of the information.
A simple example comes from mechanics. An object can be perceived as existing in a location (state) at a point in time. If the
object changes location over time, that salient difference conceives information, which is velocity, based on that criterion (change
in place/time). By recursion, a change in the change in location over time is the next level of information (acceleration).
While this example illustrates the basic notion of recursion by transformable criteria, let us now introduce a recursion that we
consider virtually synonymous with management—learning. At the 0th level, all learning is based on perceived difference—the
level of a simple learned response, such as when a child or a dog touches a hot stove! At the 1st level, information is
conceived—the salience of “glowing burner” as a criterion of difference is, sooner or later, understood, and we say that the child
or the pet has “learned.” At the next, or 2nd level, the recursion is “learning to learn,”—and of course, this is what separates the
human being from the animal. The child acquires a general (and geometric) capacity to learn, by learning about learning, while
the dog remains (linearly) at the previous level. In other words, both have acquired adaptive capacity, but the child has achieved
a geometrically greater form, via information and recursion. At the next level (the next recursion, or transformation), we have
“learning to learn to learn,” and so forth
The childish example notwithstanding, our theoretical prescription is that managers must also acquire adaptive capacity, via
learning levels as information recursion, in order to manage the complexity they encounter. The implication of complexity is that
typical situations managers face are, in effect, chaotic—dynamically complex—so that they cannot be solved (solution learned
at the 1st level). Under these conditions, (only) the manager who has “learned to learn”—that is, who has acquired high adaptive
capacity, will prevail.
Another exemplary perspective is language (viz., the use of words). Again, at the 0th level, we have different symbols (e.g.,
alphabetic letters), and only when they are ordered and grouped (i.e., put “in formation”) and considered against the criteria of
a language, do they constitute meaning—language at the 1st level. Now, discrete assignments of symbols, using the criteria (rules)
of translation (but not transformation!) can be made, “in (to another) formation” of a different language. This process is
linear—one language to another language. Recursion achieves the 2nd level—the “language of languages,” or the meta language,
commonly called linguistics. At that level, the criteria pertain to the general rules for language formation. While not precisely
transformable, languages still are not fundamentally random or accidental—virtually all known languages share formation (hence,
they are trans-formation) rules. The crux of the analogy for our theory of management is that managers are embarked on virtual
odysseys of complexity, regularly visiting unprecedented situational “lands.” Those who are capable of resolving complexity
“linguistically” (i.e., at the 2nd, or meta level) will prevail, while those who can resolve complexity only by linear translation (i.e.
remaining at the 1 st level) are imperiled.
P-5. Recursion is not only advantageous, but indeed necessary, to offset the entropic
process of human (i.e., management) activity.
Our theoretical perspective can be recognized in virtually every aspect of humanity. For brevity, the rest of that is necessarily left
to the reader—Corroboration of the Meta Theory is a launching platform for further inquiry, example and thought. The most
general form of the meta theory can be expressed as pattern—the use of criteria, which transform that which is informed at the
next lower level. And ultimately, this must be considered relative to the concept of entropy, which is axiomatic to our metatheory—at the meta meta level, we accept that the universe, and all parts thereof, tend to a condition of maximum dispersion of
likelihood . . . a state of “un-formation,” or an increase in entropy. Indeed, the eminent physicist Sir Arthur Eddington

We recognize that recursion is used more particularly in mathematical series, but the general sense is the determination of a subsequent
element by application of a rule to previous element(s).
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See Corroboration of the Meta Theory, above.
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(1947)deemed entropy time’s arrow—the evidence for the direction of time is the increase in entropy. We hold, via our theory,
that recursion is information’s arrow—it is the fundamental process by which we increase the creation of information,
knowledge and meaning, and hence achieve negative entropy.

And Now, Back to the Paradox!
The mindful reader will be aware that, according to us, we can’t do what we just did! That is, en route to a theory of management
information, we’ve endeavored to propagate meaning for you, and the theory holds that only you (the knower) can propagate
meaning.
This paradox has both amused and perplexed us in our development of the theory. Amusement yields, because of course we are
very serious in wanting the theory to be held by others as knowledge.
Thus, we have framed this paper as a primer, but instead of writing other, more complete but still paradoxical, linear versions,
we invite you to know our theory—that is, propagate it for yourself—via 12 the website we have developed—please contact either
of the authors by email for website address. We aren’t being faddish here—we believe the unprogrammed interactivity of
browsing and linking—that is, the affordance of propagating meaning for yourself—resolves our paradox.
We hope this primer excites and incites you! We have designed the website to facilitate your process of perceiving salient
differences, conceiving those differences in formation, and transceiving them into a viable theory. In addition, we will continue
to develop the website as an example of itself, a milieu where knowledge is best propagated. We hope to see you there!
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