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INTERSECTION NUMBERS ON THE MODULI
SPACES OF STABLE MAPS IN GENUS 0
ALEXANDRE KABANOV AND TAKASHI KIMURA
Abstract. Let V be a smooth, projective, convex variety. We
define tautological ψ and κ classes on the moduli space of stable
maps M0,n(V ), give a (graphical) presentation for these classes in
terms of boundary strata, derive differential equations for the gen-
erating functions of the Gromov-Witten invariants of V twisted by
these tautological classes, and prove that these intersection num-
bers are completely determined by the Gromov-Witten invariants
of V . This results in families of Frobenius manifold structures on
the cohomology ring of V which includes the quantum cohomology
as a special case.
0. Introduction
There has recently been a great deal of interest inMg,n(V ), the mod-
uli space of stable maps of genus g with n marked points into a smooth,
projective variety V , an object whose construction was envisioned by
Kontsevich as the proper algebro-geometric setting for Gromov-Witten
invariants and quantum cohomology. The space Mg,n(V ) is a com-
pactification of the moduli space of holomorphic maps from a genus g
Riemann surface with n marked points to V by allowing the surfaces
to degenerate forming double points away from the marked points pro-
vided that a stability condition is satisfied. The moduli space of stable
maps Mg,n(V ) should be regarded as a generalization of the moduli
space of stable curves Mg,n, due to Deligne-Mumford, as it reduces
to the latter in the special case where V is a point. However, unlike
the moduli space of curves, Mg,n(V ) is generally a singular space (a
Deligne-Mumford stack) when the relevant obstruction bundle fails to
vanish. Intersection theory on stacks requires the usage of the virtual
fundamental class [29, 4, 5] in lieu of the topological one. However,
when V is a smooth, projective, convex variety M0,n(V ) are complex
orbifolds [12]. We shall henceforth assume V satisfies these conditions
and we restrict ourselves to genus zero.
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The spaces M0,n(V ) are equipped with evaluation morphisms evi :
M0,n(V ) → V for i = 1, . . . , n which evaluates the stable map on
the ith puncture. The Gromov-Witten invariants of V are the inter-
section numbers of the pull back of cohomology classes on V via these
evaluation morphisms. The Gromov-Witten invariants often solve enu-
merative problems in algebraic geometry, e.g. the number of rational
curves in CP2 counted with suitable multiplicity [26] (see also [17, 12]).
The Gromov-Witten invariants of V endow H•(V ) with a deformed
cup product resulting in the structure of quantum cohomology (see also
[37]) which makes H•(V ) into a cohomological field theory (CohFT)
[26, 31] (or equivalently, a (formal) Frobenius manifold [8, 16, 31]).
The Gromov-Witten invariants can be encoded in a generating function
(called the potential) on H•(V ) which must obey the WDVV (Witten-
Dijkgraaf-Verlinde-Verlinde) equations. The WDVV equations allows
the recursive computation of the Gromov-Witten invariants of cer-
tain homogeneous spaces, e.g. projective spaces, Grassmannians, etc.
[26, 12, 17]
Another set of cohomology classes on M0,n(V ) are those associated
to its universal curve. The tautological ψ classes are the first Chern
classes of tautological line bundles on M0,n(V ). Certain intersection
numbers of the ψ classes and the pull back of cohomology classes on V
via the evaluation morphisms are the called Gromov-Witten invariants
twisted by the ψ classes. These twisted invariants are of great interest
as the associated potential is conjectured to obey a highest weight con-
dition for the Virasoro Lie algebra [9, 10], a conjecture which has some
intriguing evidence behind it [2, 35]. This conjecture has been proven
in the case where V is a point and is a consequence of Kontsevich’s
proof of the Witten conjecture [30, 25, 7]. There, the highest weight
condition gives rise to recursion relations which completely determine
these intersection numbers in all genera.
In this paper, we begin by exploiting the canonical stratification
of M0,n(V ) by complex orbifolds which generalize the stratification
of M0,n. These strata are indexed by decorated trees which can be
used to develop a graphical language describing cohomology classes on
M0,n(V ). This graphical language is particularly useful in describing
the behavior of these classes under restriction to the strata and un-
der the push forward and pull back with respect to the forgetful map
M0,n+1(V ) → M0,n(V ).
We then introduce the tautological ψ and κ classes onM0,n(V ) gen-
eralizing those classes fromM0,n. The definition of the κ classes is new
and has the novel feature that their proper definition involves the pull
INTERSECTION NUMBERS 3
backs via the evaluation morphisms of the cohomology classes on V .
We prove restriction properties for these classes to the boundary strata
and derive a (graphical) presentation of the ψ and κ classes in terms
of boundary strata generalizing the presentation for the same classes
in [18] on the moduli space of curves.
We prove that the Gromov-Witten classes twisted by the ψ and κ
classes endows H•(V ) with a family of CohFT structures by pushing
them forward to the moduli space of curves. These CohFT structures
are deformations of the cup product containing, as a special case, the
product in quantum cohomology.
Finally, we prove recursion relations for the intersection numbers of
the Gromov-Witten invariants twisted by the ψ and κ classes by using
these presentations and the restriction properties of these cohomology
classes. These recursion relations can be encoded in terms of a poten-
tial for these intersection numbers satisfying a system of differential
equations called the topological recursion relations. We also prove two
other equations, the analogs of the puncture and dilaton equations,
which do not use the presentation of the ψ and κ classes and show
that all of these intersection numbers are completely determined by
the Gromov-Witten invariants of V .
Consider the special case where there are no κ classes. These topo-
logical recursion relations were originally written down by Witten [38]
in the context of topological gravity coupled to topological matter be-
fore the moduli space of stable maps were even defined! A proof of
Witten’s equations has been announced in [27] to appear in [32]. Some
work toward this direction has also been done in [36]. (In the setting of
symplectic geometry, these equations were proven in [37].) The proof of
the puncture and dilaton equations for the ψ classes is also forthcoming
in [32].
Our work is a generalization of these results to the case where the
κ classes are included. The κ classes are important here because their
restriction properties manifestly yield families of CohFT structures on
H•(V ) and provide the necessary cohomology classes (with values in the
tensor algebra of H•(V )) on M0,n(V ) which define the CohFT. This
is in marked contrast to the case involving only the ψ classes where
the tensor algebra-valued forms are not manifest (see [18, 28, 21] for a
special case).
Furthermore, both the Gromov-Witten invariants twisted by only the
κ classes and the same twisted by only the ψ classes give rise to families
of genus zero CohFT structures on H•(V ). The families corresponding
to the κ classes and those associated to the ψ classes are, in some sense,
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dual to each other and this correspondence extends to higher genera
[19].
The paper is structured as follows. In the first section, we review
the geometry of the moduli space of genus 0 stable mapsM0,n(V ) with
n marked points associated to a smooth, projective, convex variety V .
In the second section, we develop a graphical calculus to describe co-
homology classes on M0,n(V ). In the third section, we introduce the
tautological ψ and κ classes on M0,n(V ). We prove restriction prop-
erties and lifting properties of these classes and obtain a graphical
presentation of these classes in terms of boundary strata. In the fourth
section, we show that these intersection numbers endow the cohomol-
ogy ring H•(V ) with families of CohFT structures. In the fifth section,
we derive differential equations satisfied by the potentials for these in-
tersection numbers and prove that they are completely determined by
the Gromov-Witten invariants.
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1. The Moduli Spaces of Stable Maps
In this section, we recall properties of the moduli space of stable maps
whose intersection numbers are the main object of study in this paper.
These spaces can be viewed as a generalization of the moduli spaces
of stable curves due to Deligne-Mumford, a canonical compactification
of the moduli space of configurations of n labeled, points on Riemann
surfaces of genus g.
To describe the moduli space of stable maps, one needs to generalize
the notion of a stable curve.
Definition 1.1. A quasi-stable curve of genus g with n marked points,
denoted by (C; x1, x2, . . . , xn), is a connected, complex projective, re-
duced, curve with (at most) double points of arithmetic genus g to-
gether with distinct points x1, x2, . . . , xn in C away from the double
points. A special point of C is either a marked point or a double point.
Definition 1.2. Let V be a smooth, projective variety and β inH2(V,Z).
Themoduli space of stable maps Mg,n(V, β) := { [C, f ; x1, x2, . . . , xn] }
consists of isomorphism classes of the following data: a quasi-stable
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curve of genus g with n marked points (C; x1, x2, . . . , xn) together with
a morphism f : C → V such that β = [ f(C) ] satisfying the stability
condition that each irreducible component which is mapped to a point
in V musts be stable in the usual sense, i.e. each irreducible component
minus its special points must have negative Euler characteristic.
Not all β ∈ H2(V,Z) are represented by such curves in V . Let B(V )
be the semi-subgroup ofH2(V,Z) generated by the images of the curves
in V .
Definition 1.3. The evaluation morphism associated to the ith marked
point evi : Mg,n(V, β) → V takes the point [C, f ; x1, x2, . . . , xn] to
f(xi) for all i = 1, . . . , n. The stabilization morphism st :Mg,n(V, β)→
Mg,n, defined when 2g−2+n > 0, takes the point [C, f ; x1, x2, . . . , xn]
to [C; x1, x2, . . . , xn]
st. The latter means that one contracts all compo-
nents that became unstable after forgetting f . Let π :Mg,n+1(V, β)→
Mg,n(V, β) be the morphism which forgets the i
th point followed by sta-
bilization, i.e. [C, f ; x1, x2, . . . , xn+1] 7→ [C, f ; x1, . . . , x̂i, . . . , xn+1]
st.
This morphism is the universal curve over Mg,n(V, β) [3, 5].
Theorem 1.4. [4],[12] Let V be a smooth, projective variety and β
in H2(V,Z). The moduli spaces Mg,n(V, β) exist and are complete,
Deligne-Mumford stacks.
The moduli space of stable maps becomes the moduli space of curves
by choosing the variety V to be a point. The moduli space of curves
Mg,n is a smooth stack (orbifolds in the algebraic category) for all
genera. In general, Mg,n(V, β) is highly singular. A useful criterion by
which one can obtain nice moduli spaces, at least in genus zero, is that
V be convex.
Definition 1.5. A smooth, projective variety V is said to be convex
if for all morphisms f : CP1 → V , the cohomology H1(CP1, f ∗TV )
vanishes where TV is the (holomorphic) tangent bundle.
Theorem 1.6. [5],[12] Let V be a smooth, projective, convex variety of
dimension D then the space M0,n(V, β) is a locally normal, projective
variety of pure (complex) dimension D+n−3+
∫
β
c1(TV ) and can have,
at worst, orbifold singularities. In addition, the divisor corresponding
to the locus of the singular curves is a normal crossing divisor up to a
quotient by a finite group.
Definition 1.7. Let V be a smooth, projective, convex variety then
the (genus zero) Gromov-Witten invariants of V are maps (H•(V ))⊗n →
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C given by
γ1 ⊗ γ2 ⊗ . . . ⊗ γn 7→ 〈 ev
∗
1γ1 ev
∗
2γ2 . . . ev
∗
nγn 〉β
where
〈 ev∗1γ1 ev
∗
2γ2 . . . ev
∗
nγn 〉β :=
∫
M0,n(V,β)
ev∗1γ1 ev
∗
2γ2 . . . ev
∗
nγn
where γ1, γ2, . . . , γn are elements in H
•(V ), n is the number of marked
points, β belongs to B(V ), and the product is understood to be the
cup product.
Gromov-Witten invariants can also be defined in higher genera and
for certain nonconvex varieties provided that one uses the proper notion
of fundamental class (the so-called virtual fundamental class [29, 4, 5])
of the moduli spaces of stable maps.
The moduli space M0,n(V, β) for V a smooth, projective, convex
variety is endowed with a canonical stratification by strata which are
indexed by certain decorated trees called stable trees.
Let us introduce some notation regarding graphs (and trees). All
graphs we shall consider are connected and have vertices with a valence
greater than or equal to zero. Given such a tree Γ, let V (Γ) be its set
of vertices, E(Γ) be its set of edges, and S(Γ) be its set of tails. Each
edge has two endpoints belonging to V (Γ) which are allowed to be the
same. Each tail has only one endpoint. For all v ∈ V (Γ), let n(v) be
the number of half-edges emanating from v. Each edge gives rise to
two half-edges, and each tail to one half-edge.
A stable graph consists of a quadruple (Γ, g, β, µ), where Γ is a con-
nected graph as above, g : V (Γ) → Z≥0, β : V (Γ) → B(V ), and µ
is a bijection between S(Γ) and a given set I. We also require that
for each vertex v the stability condition be satisfied: if β(v) = 0,
then 2g(v) − 2 + n(v) > 0. We define the genus, g(Γ), of Γ to be
b1(Γ)+
∑
v∈V (Γ) g(v), where b1 is the first Betti number. We also define
the degree, β(Γ), of Γ to be
∑
v∈V (Γ) β(v). A stable tree is a stable
graph of genus zero.
To each stable map [C, f ; x1, . . . , xn] ∈M0,n(V, β) one can associate
a stable tree, called its dual tree, by collapsing each irreducible compo-
nent to a point forming a vertex, drawing a half-edge emanating from
this vertex for each special point on that irreducible component and
connecting any two half-edges if the the two components share a dou-
ble point, and then decorating each vertex v with the arithmetic genus
g(v) of its corresponding irreducible component and with β(v) which is
the image of fundamental class of that irreducible component in B(V ).
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Finally, the tails are decorated with integers { 1, . . . , n } corresponding
to the marked points on C.
In this way each stable tree Γ with n tails of genus 0 and degree
β determines a closed sub-orbifold MΓ of M0,n(V, β) by taking the
closure of the locus of stable maps whose dual tree is Γ [12]. Each
MΓ is a smooth stack (orbifold) of complex codimension |E(Γ)| in
M0,n(V, β). We denote the orbifold fundamental class ofMΓ by [MΓ].
According to [24], the stratification defined above is finite.
The stable trees Γ play a further role since it indicates how each stra-
tum MΓ can be expressed as a fibered product of fundamental classes
of the moduli spaces quotiented by the action of the automorphism
group of the stable tree. More precisely, if v ∈ V (Γ) then we denote
by M(v) the moduli space M0,n(v)(V, β(v)). Each edge of Γ joining
vertices v1 and v2 determines evaluation morphisms M(v1) → V and
M(v2) → V . The stratum MΓ is isomorphic as a stack (orbifold) to
the fibered product ofM(v), v ∈ V (Γ) over V |E(Γ)| with respect to the
evaluation morphisms corresponding to each edge quotiented by the
obvious action of Aut(Γ), the automorphism group of Γ. We denote by∏̂
v∈V (Γ)M(v) the fibered product defined above, by ρΓ the composition∏̂
v∈V (Γ)
M(v)→MΓ →M0,n(V, β),
and by jΓ the inclusion∏̂
v∈V (Γ)
M(v) →
∏
v∈V (Γ)
M(v).
2. Presentation of Cohomology Classes via Graphs
In this section we introduce a graphical notation for certain coho-
mology classes on the moduli spaces of stable maps which uses the
graphical presentation of the boundary strata. Here we generalize the
notation introduced in [18, 2.2].
Throughout the rest of this paper we assume that g = 0 and that V
is a convex, smooth, projective variety.
We start with explaining how to push forward and pull back the
cohomology classes represented by graphs under the universal curve
morphism. Let π :M0,n+1(V, β)→M0,n(V, β) be defined by forgetting
the ith marked point. First we explain the push forward. Suppose that
Γ′ represents a stratum in M0,n+1(V, β). If removing the tail labeled
by i from Γ′ does not destabilize it, then π∗([M
′
Γ]) = 0. On the other
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hand, if removing the tail labeled i does destabilize Γ′, then
π∗([MΓ′]) =
|AutΓ|
|AutΓ′|
[MΓ],
where Γ is obtained by stabilization [33].
Next we explain how to pull back the cohomology classes represented
by graphs. Let MΓ be a stratum in M0,n(V, β). The pull back of its
fundamental class is a subvariety ofM0,n+1(V, β) corresponding to the
sum of |V (Γ)| graphs with rational coefficients. Each of these graphs
is obtained by attaching a tail numbered i to a vertex of Γ [33], call
this graph Γ′, and the corresponding coefficient is |AutΓ
′|
|AutΓ|
.
These rules for pushing forward and pulling back cohomology classes
on the moduli space of stable maps are analogous to the rules for the
moduli space of curves.
In the sequel we will need trees whose vertices are decorated with
more than its degree. In addition, we will decorate the vertices with
cohomology classes. Let Γ be a stable tree that determines a subvariety
of M0,n(V, β), and let γv ∈ H
•(M(v)), v ∈ V (Γ). We denote the
cohomology class
1
|AutΓ|
ρΓ∗j
∗
Γ(⊗vγv)
by the picture of Γ where each vertex v is in addition labeled by the
cohomology class γv. We omit this label if γv = 1, i.e., γv is the
orbifold fundamental class ofM(v). In particular, [MΓ] is represented
by Γ with no additional labels attached.
Before we prove the lemma below that describes the push forward
of the cohomology classes represented by decorated stable trees we
would like to recall some properties of the fibered products. Let X
and Y be two smooth varieties or orbifolds with morphisms X → V ,
Y → V to a smooth variety V . Then the fibered product X ×V Y is
a subspace of X × Y , and we denote the corresponding inclusion by j.
The cohomology H•(X ×V Y ) is isomorphic to H
•(X)⊗H•(V ) H
•(Y ),
and the restriction j∗ is surjective and the push forward j∗ is injective.
The composition j∗j
∗(α) is equal to ∆α, where α ∈ H•(X × Y ), and
∆ = j∗(1) is the Thom class. It is the pull back of the Thom class of
V in V × V .
One can easily generalize the discussion above to the fibered products
of more than two spaces. If j denotes the inclusion of the fibered
product into the direct product, then j∗ is surjective, j∗ is injective,
and the composition j∗j
∗ is the multiplication by the pull back of the
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Thom class of V k in V n, where the inclusion of V k into V n is determined
by the fibered product.
Lemma 2.1. Let π : M0,n+1(V, β) → M0,n(V, β) be the universal
curve determined by forgetting the tail labeled i. Let Γ′ be a tree that de-
termines a subvariety in M0,n+1(V, β) and Γ be the tree obtained from
Γ′ by removing the tail labeled i. We assume that removing the tail
labeled i does not destabilize Γ′, and for each vertex v′ of Γ′ we denote
by v the corresponding vertex of Γ. Let w′ be the vertex from which
the tail numbered i emanates, and let π(w) : M(w′) → M(w) be the
universal curve over M(w) which forgets i.
If γ′ ∈ H•(M0,n+1(V, β)) is represented by Γ
′ decorated with the
cohomology classes γ′v′, v
′ ∈ V (Γ′), then its push forward under π is
the cohomology class γ represented by the multiple |AutΓ|
|AutΓ′|
of Γ decorated
with the cohomology classes γv, where γv = γ
′
v′ when v 6= w, and γw =
π(w)∗(γw′).
Proof. For each vertex v′ of Γ′ there exists the corresponding vertex v
of Γ, and M(v′) is isomorphic to M(v). These isomorphisms can be
chosen so that they respect the fibered products. We denote by X the
product
∏
v 6=wM(v) and by XV the fibered product
∏̂
v 6=wM(v). Con-
sider the following commutative diagram where the horizontal arrows
are natural morphisms, and two left vertical morphisms are induced by
π(w):
X ×M(w′)
jΓ′←−−− XV ×V M(w
′)
ρΓ′−−−→ M0,n+1(V, β)yπ˜ yπ˜ yπ
X ×M(w)
jΓ←−−− XV ×V M(w)
ρΓ−−−→ M0,n(V, β).
In order to prove the statement of the lemma one needs to show that
π∗ ρΓ′∗ j
∗
Γ′ = ρΓ∗ j
∗
Γ π˜∗.
This reduces to showing that π˜∗ j
∗
Γ′ = j
∗
Γπ˜∗. The latter follows from
[11, 6.2].
Remark . If in the lemma above one assumes that Γ′ destabilizes after
forgetting the tail labeled by i, thenM(w′) is isomorphic to a point. If
the degree of γw′ is greater than 0 attached to w
′, then the decorated
graph represents 0 in cohomology. If γw′ = 1, then one pushes the
corresponding cohomology class down as in the case without decora-
tions — by stabilizing and dividing by the orders of the appropriate
automorphism groups.
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For example, consider the cohomology class γ in M0,5(V, β) (where
β is assumed to be nonzero) represented by the decorated stable tree
γ := β1 β2
3
4
5
2
1
γ′γ′′
where it is understood that β1 + β2 = β and γ
′ is a cohomology class
on the space M0,3(V, β2) associated to the right vertex and γ
′′ is a
cohomology class on the spaceM0,4(V, β1) associated to the left vertex.
Consider the morphism π : M0,5(V, β) → M0,4(V, β) which forgets
the 5th marked point. If β2 is nonzero then
π∗(γ) := β1 β2
3
4
2
1
π˜∗(γ′)γ′′
where π˜ : M0,3(V, β2) → M0,2(V, β2) is the projection forgetting the
point labeled by 5 associated to the right vertex. On the other hand,
if β2 = 0 then the right hand side of the previous equation is now
unstable. If γ′ has nonzero dimension then π∗(γ) vanishes. If γ
′ is the
unit element then
π∗(γ) :=
3
2
1
β
4
γ′′
In all of these cases, the automorphism group is trivial so the prefactor
does not arise.
3. Tautological Classes
In this section we introduce the tautological ψ and κ classes on the
moduli spaces of stable maps which generalize the corresponding tau-
tological classes on the moduli spaces of stable curves. We will also
discuss the properties of the pull back of the ψ classes under the sta-
bilization morphism, and derive the restriction properties of the tauto-
logical classes to the boundary strata.
Let π : M0,n+1(V, β) → M0,n(V, β) be the universal curve. We as-
sume that π “forgets” the (n+1)st marked point. The morphism π has
n canonical sections σ1, . . . , σn. We denote their images byD1, . . . , Dn.
If g = 0 and V is convex each Di is a divisor. We denote by ω the rela-
tive dualizing sheaf of π. It is an invertible sheaf, that is, it determines
a line bundle on M0,n+1(V, β) [5].
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Definition 3.1. For each i = 1, . . . , n the tautological line bundle Li
on M0,n(V, β) is σ
∗
i ω. The tautological class ψi ∈ H
2(M0,n(V, β)) is
equal to the first Chern class c1(Li).
One can also pull back cohomology classes from V to M0,n(V, β)
using the evaluation maps. The definition of the κ classes involves
both, powers of the ψ classes and these pull backs.
Definition 3.2. The tautological class κa inH
•(M0,n(V, β))⊗H
•(V )∗
for a ≥ −1 is defined as follows. For each γ ∈ H•(V ), the cohomology
class κa(γ) is the push forward of ψ
a+1
n+1ev
∗
n+1(γ) with respect to the
projection π : M0,n+1(V, β) → M0,n(V, β) which forgets the (n + 1)
st
marked point. In particular, if γ has definite degree |γ| then κa(γ) has
degree 2a + |γ|. If { eα }α∈A, is a homogeneous basis for H
•(V ) such
that e0 is the identity element then κa,α denotes the cohomology class
κa(eα).
Remark . The class κ−1,0 vanishes due to dimensional reasons. In ad-
dition, all classes κ−1(γ) vanish on M0,n(V, 0).
Our definition corresponds to the “modified” κ classes defined by
Arbarello and Cornalba [1] rather than the “classical” κ classes defined
by Mumford [33]. It is easy to see that ψn+1 = c1(ω(D1+. . .+Dn)), and
therefore one can also define the κ classes using the relative dualizing
sheaf.
Next we will show that the ψ classes restrict to the strata in the
expected manner. For a more general treatment, we again refer to [32]
(see also [34]).
Lemma 3.3. Let Γ be a stable tree which determines a stratum in
M0,n(V, β). Suppose that the tail labeled i is attached to w ∈ V (Γ).
Denote the class ψi on M0,n(V, β) by ψi, and on M(w) by ψ
′
i. Then
ρ∗Γ(ψi) = j
∗
Γψ
′
i.
Proof. Let π :M0,n+1(V, β)→M0,n(V, β) and π(w) :M(w
′)→M(w)
be the universal curves forgetting the marked point labeled n+ 1, and
σi be the corresponding sections which we denote by the same symbol.
We use the same notation as in the proof of Lem. 2.1. Consider the
commutative diagram
X ×M(w′)
jΓ′←−−− XV ×V M(w
′)
ρΓ′−−−→ M0,n+1(V, β)yπ˜ yπ˜ yπ
X ×M(w)
jΓ
←−−− XV ×V M(w)
ρΓ
−−−→ M0,n(V, β).
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Let us denote by ω with a subscript the relative dualizing sheaf of
the morphism corresponding to the subscript. It is clear that ρ∗1ωπ =
ω1×V π˜ = j
∗
1ω1×π˜ when restricted to the image of σi. It follows that
ρ∗Γψi = σ
∗
i ρ
∗
Γ′(ωπ) = σ
∗
i j
∗
Γ′(ωπ˜) = j
∗
Γψ
′
i.
It is easy to verify that the pull backs of the cohomology classes on
V under the evaluation maps restrict in the same manner.
Lemma 3.4. Let Γ be a stable tree which determines a stratum in
M0,n(V, β). Denote the class κa,α on M0,n(V, β) (resp. M(v), where
v ∈ V (Γ)) by κ (resp. κ(v)). Then
ρ∗Γ(κ) = j
∗
Γ
∑
v∈V (Γ)
κ(v).
Proof. Consider the set G of cardinality |V (Γ)| whose elements are
graphs Γ′ each of which is obtained from Γ by attaching a tail labeled
n+ 1 to one of the vertices of Γ. Each Γ′ ∈ G determines a stratum of
M0,n+1(V, β), and there are natural morphisms∏
v∈V (Γ′)
M(v)→
∏
v∈V (Γ)
M(v),
and the induced one on the fibered products. We denote both of them
by π˜.
Consider the following commutative diagram
∐
Γ′∈G
∏
v∈Γ′ M(v)
jΓ′←−−−
∐
Γ′∈G
∏̂
v∈Γ′M(v)
ρΓ′−−−→ M0,n+1(V, β)yπ˜ yπ˜ yπ∏
v∈ΓM(v)
jΓ←−−−
∏̂
v∈ΓM(v)
ρΓ−−−→ M0,n(V, β).
Since jΓ∗ is injective it suffices to show that jΓ∗ρ
∗
Γκ = ∆
∑
v κ(v),
where ∆ is the Thom class of
∏̂
vM(v) in
∏
vM(v).
It suffices to show that
π˜∗jΓ′∗ρ
∗
Γ′ = jΓ∗ρ
∗
Γπ∗.(1)
Indeed,
jΓ∗ρ
∗
Γκ = jΓ∗ρ
∗
Γπ∗(ψ
a+1
n+1evn+1(eα)) = π˜∗jΓ′∗ρ
∗
Γ′(ψ
a+1
n+1evn+1(eα))
= π˜∗jΓ′∗j
∗
Γ′(ψ
a+1
n+1evn+1(eα)) = π˜∗(∆˜ψ
a+1
n+1evn+1(eα)) = ∆
∑
v
κ(v).
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Here we have used (1) for the second equality, Lem. 3.3 for the third
equality. We denoted by ∆˜ the Thom class of
∐
Γ′∈G
∏̂
v∈Γ′M(v) in∐
Γ′∈G
∏
v∈Γ′ M(v), and have used that it is the pull back of ∆ under
the map π˜.
In order to show (1) it suffices to prove that π˜∗ρ
∗
Γ′ = ρ
∗
Γπ∗. This
follows from the fact that the right square is the normalization of a
pull back square and [11, 6.2].
Our next goal is to express the ψ classes via the boundary strata.
Since the action of the symmetric group on the moduli spaces of stable
maps interchanges the ψ classes it is enough to give a presentation of
ψ1 via the boundary strata. We will denote ψ1 onM0,n(V, β) by ψ(n,β).
We also assume that if a graph is not stable, then it represents the zero
cohomology class.
Lemma 3.5. If n ≥ 3, a ≥ 1, then the following holds inH•(M0,n(V, β))
ψa(n,β) =
∑
β1+β2=β
I⊔J=[n−2]
1∈J
n−1 n
I
β1
J
1
β2
ψa−1
Proof. Getzler [13] proved the lemma for all projective manifolds in
case a = 1 using techniques involving algebraic stacks. It is stated in
[27] that a proof of the lemma for all projective manifolds in case a = 1
will appear in [32]. Pandharipande [34] informed us that he also has
a proof of this lemma (unpublished). We present a proof in case of
convex V that does not use stacks.
It is enough to prove the lemma for a = 1. This and Lem. 3.3 will
imply the lemma for all a ≥ 1.
First we prove that
ψ(3,β) =
∑
β1+β2=β
[Dβ1,β2],
where
[Dβ1,β2] =
∑
β1+β2=β
I⊔J=[n−2]
1∈J
β1 β2
1
2
3
and Dβ1,β2 is the corresponding divisor. The stability condition implies
that β2 6= 0.
First note that the restriction of ψ(3,β) to U :=M0,3(V, β)−
⋃
Dβ1,β2
is zero. Indeed, consider the universal map M0,4(V, β) → M0,3(V, β)
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restricted to U . Let x ∈ U , and Cx be the inverse image of x under
the universal map. The image of the section of the universal map
determined by the first marked point lies on the irreducible component
of Cx which remains stable after forgetting the map fx : Cx → V .
This shows that ψ(3,β) restricted to U is the pull-back from M0,3, and
therefore trivial.
It follows from the previous paragraph that
ψ(3,β) =
∑
β1+β2=β, i
kβ1,β2,i [Dβ1,β2,i],(2)
where Dβ1,β2,i are (disjoint) irreducible components of Dβ1,β2. In or-
der to determine the coefficients it suffices to intersect (2) with an
arbitrary complete non-singular curve S in M0,3(V, β). Let T → S
be a family of 3-pointed stable maps over S, and ν be the corre-
sponding morphism S → M0,3(V, β). We can assume that the image
of ν intersects each codimension one boundary stratum transversally,
and it is disjoint from the intersection of the boundary strata. Then
[S] ·
∑
[Dβ1,β2] =
∑
β1,β2,i
lβ1,β2,i, where lβ1,β2,i is the number of points in
the intersection of S with Dβ1,β2,i. The stabilization morphism, i.e., the
morphism determined by forgetting the map to V , determines a mor-
phism T → S × CP1. It is the blow up at the points corresponding to
contracted rational components. The image of the first section contains
exactly those points which lie in the fibers over Dβ1,β2,i ∩ S. It follows
that ψ(3,β) · [S] =
∑
[Dβ1,β2] · [S], and therefore ψ(3,β) =
∑
[Dβ1,β2].
In order to obtain the statement of the lemma for n ≥ 4 one can
first show that if π :M0,n+1(V, β)→M0,n(V, β) is the universal map,
then ψ(n+1,β) = π
∗ψ(n,β) + [D1,n+1], where D1,n+1 is the image of the
first section of the universal map. This can be done by using an ar-
gument similar to the above. (See also [23].) Then one need to pull
back cohomology classes represented by the boundary strata using the
description from Sec. 2.
As a corollary using Lem. 2.1 we express the κ classes via the bound-
ary strata and the κ−1 classes. We denote the class κa,α onM0,n(V, β)
by κa,α,(n,β).
Corollary 3.6. If n ≥ 2, a ≥ 1, then the following holds in H•(M0,n(V, β))
κa,α,(n,β) =
∑
β1+β2=β
I⊔J=[n−2]
n−1 n
I
β1
J
β2
κa−1,α
If n ≥ 2, then the following holds in H•(M0,n(V, β))
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κ0,α,(n,β) =
∑
β1+β2=β
I⊔J=[n−2]
n−1 n
I
β1
J
β2
κ−1,α
+
∑
i∈[n−2]
[n− 2]− i
n−1 n
β
i
ev∗i eα
It follows from the above presentation of the κ classes that κ0,0 = n−
2 ∈ H0(M0,n(V, β)). This can be also seen directly by integrating over
the fibers of the universal curve. One can also check that if γ ∈ H2(V ),
then κ−1(γ) =
∫
β
γ on M0,n(V, β). We will need this in Sec. 5.
4. Cohomological Field Theories
In this section, we define the notion of a cohomological field theory
and prove that the Gromov-Witten invariants twisted by the κ classes
endows H•(V ) with the a family of genus zero CohFT structures. This
is equivalent to endowing H•(V ) with a family of formal Frobenius
manifold structures (with nonflat identity element, in general) arising
from the Poincare´ pairing and deformations of the cup product on V .
Our deformations contain quantum cohomology as a special case.
The moduli spaces of curves M := {Mg,n } forms a modular op-
erad, a higher genus generalization of an operad, [14, 15] in the cate-
gory of smooth stacks. The action of the symmetric group relabels the
marked points while the inclusion of strata gives rise to the composi-
tion maps. This endows the homology groups H•(M) := {H•(Mg,n) }
with the structure of a modular operad in the category of graded vec-
tor spaces. Let (H, η) be a (Z2-graded) vector space H with an even,
symmetric, nondegenerate, bilinear form η, the endomorphism operad
is given by End(H) := { Endg,n(H) } where Endg,n(H) := T
nH∗ for
stable pairs (g, n).
Definition 4.1. A (complete) cohomological field theory (H, η) (or Co-
hFT) is a morphism of modular operads H•(M) → End(H), i.e. (H, η)
is an H•(M)-algebra. A cohomological field theory of genus g is a se-
quence of linear maps H•(Mg′,n) → Endg′,n(H) for all g
′ ≤ g satisfying
the subset of axioms of a cohomological field theory which includes only
objects of genus g′ ≤ g.
There is a dual description of a CohFT in terms of cohomology
classes. A CohFT is a pair (H, η) together with a collection Ω :=
{Ωg,n } where Ωg,n is an even element in Rg,n := H
•(Mg,n) ⊗ T
nH∗
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defined for stable pairs (g, n) satisfying the following (where the sum-
mation convention has been used):
i: Ωg,n is invariant under the action of the symmetric group Sn.
ii: For each partition of [n] = S1 ⊔ S2 such that |S1| = n1 and
|S2| = n2 and nonnegative g1, g2 such that g = g1 + g2 and
2gi−2+ni > 0 for all i, consider the inclusion map ρ : Mg1,S1⊔∗×
Mg2,S2⊔∗ → Mg1+g2,n where ∗ denotes the two marked points
that are attached under the inclusion map. The forms satisfy the
restriction property
ρ∗Ωg,n(γ1, γ2 . . . , γn) =
± Ωg1,n1((
⊗
α∈S1
γα) ⊗ eµ) η
µν ⊗ Ωg2,n2(eν ⊗
⊗
α∈S2
γα)
where the sign ± is the usual one obtained by applying the per-
mutation induced by S to (γ1, γ2, . . . γn) taking into account the
grading of { γi } and where { eα } is a homogeneous basis for H.
iii: Let χ : Mg−1,n+2 → Mg,n be the canonical map corresponding
to attaching the last two marked points together then
χ∗ Ωg,n(γ1, γ2, . . . , γn) = Ωg−1,n+2 (γ1, γ2, . . . , γn, eµ, eν) η
µν .
Let Γ be a stable graph then there is a canonical map ρΓ obtained
by composition of the canonical maps∏
v∈V (Γ)
Mg(v),n(v) → MΓ → Mg,n.
Since the map ρΓ can be constructed from morphisms in (ii) and (iii)
above, Ωg,n satisfies a restriction property of the form
ρ∗ΓΩg,n = PΓ(
⊗
v∈V (Γ)
Ωg(v),n(v) )(3)
where
PΓ :
⊗
v∈V (Γ)
Rg(v),n(v) → Rg,n
is the linear map contracting tensor factors of H using the metric η
induced from successive application of equations (ii) and (iii) above.
The collection Ω forms a (complete) CohFTH•(Mg,n) → Endg,n(H)
via [c] 7→
∫
[c]
Ωg,n. It is this formulation of CohFTs which arises most
naturally in algebraic geometry.
Notice that the definition of a cohomological field theory is valid even
when enlarges the ground ring from C to another ring K.
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From now on, we shall restrict our consideration to genus zero Co-
hFTs.
Notation . Let V be a topological space and let H•(V,C) be given
a homogeneous basis e := { eα }α∈A and let e0 denote the identity
element. Let s := { sαr | r ≥ −1, α ∈ A } be a collection of formal
variables with grading |sαr | = 2r + |eα|. All formal power series and
polynomials in a collection of variables (e.g. s) are in the Z2-graded
sense.
Definition 4.2. Let Λ consist of formal symbols qβ for all β ∈ B(V )
together with the multiplication (qβ qβ
′
) 7→ qβ+β
′
. Let C[[Λ]] consist
of formal sums
∑
β ∈B(V ) aβ q
β where aβ are elements in C. Assign to
each qβ, the degree −2c1(V ) ∩ β. The product is well-defined according
to [24, Prop. II.4.8]. This endows Λ with the structure of a semigroup
with unit. Furthermore, let C[[Λ, s]] := C[[Λ]][[s]], formal power series
in the variables s with coefficients in C[[Λ]].
Suppose that H2(V,Z) has no torsion then the semigroup Λ can
be realized concretely by choosing a basis { eǫ } for H2(V,Z) (say the
one which is a subset of the basis dual via the Poincare´ pairing to
{ eα }), introducing a formal variable qǫ for each such basis element,
writing β =
∑
ǫ βǫe
ǫ, and defining qβ =
∏
ǫ q
βǫ
ǫ . The variable qǫ is
then assigned the degree −2c1(V ) ∩ e
ǫ. If H2(V,Z) contains a torsion
subgroup decomposed into a product of cyclic groups then one can do
the same by introducing a “root of unity” for each generator of a cyclic
subgroup in the obvious manner.
Theorem 4.3. Let V be a smooth, projective, convex variety. For each
n ≥ 3, let Ω0,n be elements in R0,n(V )[[Λ, s]] defined by
Ω0,n(γ1, . . . , γn) :=
∑
β
st∗( ev
∗
1γ1 · · · ev
∗
nγn exp(sκ)) q
β(4)
where st : M0,n(V, β) → M0,n is the forgetful map, γ1, γ2, . . . , γn are
elements in H•(V,C). The Ω := {Ω0,n } endows (H
•(V,C[[Λ, s]]), η)
with the structure of a CohFT where η is the Poincare´ pairing extended
C[[Λ, s]]-linearly. In particular, if H•(V,C) consists of only even di-
mensional cohomology classes then for all values of { sαr }, Ω := {Ω0,n }
endows (H•(V,C[[Λ]]), η) with the structure of a CohFT where η is the
Poincare´ pairing.
Proof. Let n ≥ 3, and let Γ be a stable graph for M0,n. Let G be the
set of graphs Γ′ obtained by decorating the vertices of Γ with elements
β(v) ∈ H2(V ) such that
∑
v∈V (Γ) β(v) = β. Clearly, each Γ
′ ∈ G
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determines a stratum in M0,n(V, β). It follows from the deformation
theory considerations in [12] that the union of MΓ′ , Γ
′ ∈ G, is the
scheme theoretic preimage of MΓ under the morphism st.
Consider the following commuting diagram:
∐
Γ′∈G
∏
v∈V (Γ′)M(v)
jΓ′←−−−
∐
Γ′∈G
∏̂
v∈V (Γ′)M(v)
ρΓ′−−−→ M0,n(V, β)ys˜t ys˜t yst∏
v∈V (Γ)M(v)
id
←−−−
∏
v∈V (Γ)M0,n(v)
ρΓ−−−→ M0,n.
One has to check that the element Ω0,n(γ1, . . . , γn) defined by (4)
possesses the restriction property (3). It suffices to check it for each
β. Since the right square of the commutative diagram is the normal-
ization of a pull-back square one has that ρ∗Γ st∗ =
∑
Γ′∈G s˜t∗ jΓ′∗ ρ
∗
Γ′
[11, 6.2]. The required restriction property follows from the following
facts. Firstly, for each class κ = κa,α one has ρ
∗
Γ′ κ =
∑
v∈V (Γ′) j
∗
Γ′ κ(v),
where κ(v) is the corresponding class on M(v), as shown in Lem. 3.4.
Secondly, ρ∗Γ′ev
∗
i γi = j
∗
Γ′ ev
∗
(v),i(γi), where v is the vertex of Γ
′ to which
the tail labeled i attached, and ev(v),i is the corresponding evaluation
morphism. Thirdly, the composition jΓ′∗ j
∗
Γ′ is the multiplication of
by the Thom class of the fibered product in the corresponding direct
product.
Finally, suppose thatH•(V ) consists of only even dimensional classes.
By dimensional considerations and the fact that κ0,0 = n − 2 and
κ−1(γ) =
∫
β
γ when γ has degree 2, the coefficient of qβ in Ω0,n con-
verges when one plugs in numbers for sαn for all n = −1, 0, . . . and
α = 0, 1, . . . , r.
There is a third way of describing CohFTs and this is in terms of a
generating function called its potential. We will see in the next section
that when considering generating functions for the intersection numbers
involving combinations of ψ classes as well, this alternate description
of CohFTs will be more useful.
Definition 4.4. The potential Φ of a genus zero CohFT is given by
a linear map µ : H•(M0,•,C) → End(H) of rank r + 1 is defined by
choosing a basis { e0, . . . , er } for H and let x =
∑r
α=0 x
α eα repre-
sent an arbitrary cohomology class in H. Let I0,n(x,x, · · · ,x) be the
element in C[[x0, x1 . . . , xr]], the ring of formal power series with C
coefficients in x0, . . . , xr in the graded sense, obtained by using h to
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pair µ0,n([M0,n]) with x⊗ x⊗ . . .⊗ x and
Φ(x) :=
∞∑
n=3
I0,n(x,x, . . . ,x)
1
n!
which is regarded as an element in C[[x0, . . . , xr]].
This definition generalizes to arbitrary genera in the obvious manner.
The potential completely characterizes the cohomological field theory
in genus zero as can be seen from the following theorem.
Theorem 4.5. An element Φ in C[[x0, . . . , xr]] is the potential of a
rank r, genus zero CohFT (H, η) if and only if [26, 31] it contains only
terms which are cubic and higher order in the variables x0, . . . , xr and
it satisfies the WDVV equation
(∂a∂b∂eΦ) η
ef (∂f∂c∂dΦ) = (−1)
|xa|(|xb|+|xc|) (∂b∂c∂eΦ) η
ef (∂f∂a∂dΦ),
where ηab := η(ea, eb), η
ab is in inverse matrix to ηab, ∂a is derivative
with respect to xa, and the summation convention has been used.
The theorem is a consequence of the work of Keel [22] who proved
that all relations between boundary divisors in H•(M0,n) arise from
lifting the basic codimension one relation on M0,n.
As before, one can extend the ground ring C above to C[[Λ, s]] in
the definition of the potential of a genus zero CohFT and the above
theorem extends, as well. In our setting, the potential is a formal
function on H := H•(V,C[[Λ, s]]) of the following kind. Φ belongs to
C[[Λ, s]][[x0, . . . , xr]] where we have used
I0,n(eα1 , . . . , eαn) =
∫
M0,n
〈Ω0,n , eα1 ⊗ eα2 ⊗ · · · ⊗ eαn 〉 .
Again, if H•(V ) consists entirely of even dimensional classes then plug-
ging in numbers for all sαn where n = −1, 0, 1, . . . and α = 0, 1, . . . , r,
one obtains families of CohFT structures on H•(V,C[[Λ]]).
5. Topological Recursion Relations
In this section we will derive differential equations for the generating
function which incorporates the intersection numbers of the ψ and κ
classes.
Notation . Let Srk be the set of infinite sequences of non-negative in-
tegers
m = (m0k, m
1
k, . . . , m
r
k, m
0
k+1, . . . , m
r
k+1, m
0
k+2, . . . )
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such that mαa = 0 for all a sufficiently large. We denote by δ
α
a the
infinite sequence whose only non-zero entry is mαa = 1. We use the
Latin characters for the lower index and the Greek characters for the
upper index. We will use the notation of the type
m! :=
r∏
α=0
∏
a≥k
mαa ! and
(
m
m′
)
:=
m!
m′ ! (m−m′) !
We also consider t = {tµd}, d ≥ 0, µ = 0, . . . , r, s = {s
α
a}, a ≥
−1, α = 0, . . . , r, be a collection of independent formal variables with
grading |tαa | = 2a− 2 + |eα| and |s
α
a | = 2a + |eα|.
5.1. Differential Equations. We start with introducing the notation
for the intersection numbers. This notation generalizes the one from
[38, 18].
Definition 5.1. Let β ∈ H2(V,Z), and {eα}, α = 0, . . . , r is a basis
of H•(V ). If β 6= 0, or β = 0 and n ≥ 3, then
〈τµ1d1 τ
µ2
d2
. . . τ
µn
dn
κa1,α1 , κa2,α2 . . . κal,αl〉β :=∫
M0,n(V,β)
t
µ1
d1
ψd11 ev
∗
1(eµ1) t
µ2
d2
ψd22 ev
∗
2(eµ2) . . . t
µn
dn
ψdnn ev
∗
n(eµn)×
sα1a1κa1,α1 s
α2
a2
κa2,α2 . . . s
αl
al
κal,αl = (−1)
ǫt
µ1
d1
. . . t
µn
dn
sα1a1 . . . s
αl
al
×∫
M0,n(V,β)
ψd11 ev
∗
1(eµ1) . . . ψ
dn
n ev
∗
n(eµn) κa1,α1 . . . κal,αl.
If β = 0 and n < 3 we define all intersection numbers to be equal to 0.
Let the sequence (d1, µ1), (d2, µ2), . . . , (dn, µn) containm
µ
d pairs (d, µ),
where d ≥ 0, 0 ≤ µ ≤ r, and the sequence (a1, α1), (a2, α2), . . . , (al, αl)
contain pαa pairs (a, α) where a ≥ −1, 0 ≤ α ≤ r. Then we also denote
the intersection number above by 〈τmκp〉β.
We also set
〈τmκp〉 :=
∑
β
〈τmκp〉β q
β,
where q is the formal variable introduced in the previous section.
Remark . We put the formal variables in the definition of the inter-
section numbers in order to take care of the signs provided V has odd
cohomology classes. If V has only even cohomology classes, then ǫ in
the formula above is 0. Then setting all formal t variables equal to 1
and all formal s variables equal to 0 we obtain the definition due to
Witten [38]. In this paper we assume that V may have odd cohomology
classes even though we do not know examples of convex manifolds with
odd cohomology classes.
INTERSECTION NUMBERS 21
Definition 5.2. We define H(t; s) in C[[Λ, t, s]] by
H(t; s) :=
∑
m∈Sr
0
p∈Sr−1
1
m!
1
p!
〈τmκp〉
Notice that H has grading 2(dimC V − 3).
We are going to exploit the presentations of the ψ classes and the
κ classes in Lem. 3.5 and Cor. 3.6 in order to obtain a system of dif-
ferential equations for H . The explicit presentation of the tautolog-
ical classes allows one to obtain recursion relations for the intersec-
tion numbers, and these recursion relations in turn provide the cor-
responding differential equations. The technical details are standard
(cf. [38, 21, 18]), and we omit them.
We recall that we denote by η the Poincare´ pairing on H•(V ). We
denote η(eα1 , eα2) by ηα1,α2 , and by η
α1,α2 the coefficients of the inverse
metric. We denote by cα1α2,α3 the coefficients of the multiplication tensor,
that is
eα2eα3 =
r∑
α1=0
cα1α2,α3eα1 .
Proposition 5.3. The intersection numbers defined above satisfy the
recursion relations below called the topological recursion relations. The
first two relations are valid when a1 ≥ 1.
(tα1a1 )
−1〈τm+δ
α1
a1
+δ
α2
a2
+δ
α3
a3κ
p〉β = (t
α1
a1−1
)−1(tσ10 )
−1(tσ20 )
−1 ×∑(m
m′
)(
p
p′
)
〈τm
′+δ
α1
a1−1
+δ
σ1
0 κ
p′〉β1η
σ1,σ2〈τm
′′+δ
σ2
0
+δ
α2
a2
+δ
α3
a3κ
p′′〉β2
(sα1a1 )
−1〈τm+δ
α2
a2
+δ
α3
a3κ
p+δ
α1
a1 〉β = (s
α1
a1−1)
−1(tσ10 )
−1(tσ20 )
−1 ×∑(m
m′
)(
p
p′
)
〈τm
′+δ
σ1
0 κ
p′+δ
α1
a1−1〉β1η
σ1,σ2〈τm
′′+δ
σ2
0
+δ
α2
a2
+δ
α3
a3κ
p′′〉β2
(sα10 )
−1〈τm+δ
α2
a2
+δ
α3
a3κ
p+δ
α1
0 〉β = (s
α1
−1)
−1(tσ10 )
−1(tσ20 )
−1 ×∑(m
m′
)(
p
p′
)
〈τm
′+δ
σ1
0 κ
p′+δ
α1
−1〉β1η
σ1,σ2〈τm
′′+δ
σ2
0
+δ
α2
a2
+δ
α3
a3κ
p′′〉β2 +
∞∑
a=0
r∑
α,ν=0
mαac
ν
α,α1
tαa (t
ν
a)
−1〈τm−δ
α
a+δ
ν
a+δ
α2
a2
+δ
α3
a3κ
p〉β
where the summation is over β1 + β2 = β,m
′ +m′′ = m,p′ + p′′ = p,
and σ1, σ2 varying from 0 to r.
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Equivalently, the function H(t; s) satisfies the system of differential
equations below. The first two equations are valid when a1 ≥ 1.
∂3H
∂tα1a1 ∂t
α2
a2 ∂t
α3
a3
=
∑
σ1,σ2
∂2H
∂tα1a1−1∂t
σ1
0
ησ1,σ2
∂3H
∂tσ20 ∂t
α2
a2 ∂t
α3
a3
∂3H
∂sα1a1 ∂t
α2
a2 ∂t
α3
a3
=
∑
σ1,σ2
∂2H
∂sα1a1−1∂t
σ1
0
ησ1,σ2
∂3H
∂tσ20 ∂t
α2
a2 ∂t
α3
a3
∂3H
∂sα10 ∂t
α2
a2 ∂t
α3
a3
=
∑
σ1,σ2
∂2H
∂sα1−1∂t
σ1
0
ησ1,σ2
∂3H
∂tσ20 ∂t
α2
a2 ∂t
α3
a3
+
∞∑
a=0
r∑
α,ν=0
cνα,α1t
α
a
∂3H
∂tνa∂t
α2
a2 ∂t
α3
a3
,
where the indices σ1, σ2 vary from 0 to r.
Remark . If one considers the function F (t) := H(t; 0), then the first
equations reduce to the equations first written by Witten in [38]. Wit-
ten showed [38] that the WDVV equations in Th. 4.5 follow from the
differential equation for F (t).
Corollary 5.4. Let H be as above. Let xα := tα0 , x := (x
0, . . . , xr),
and let t := (x, t˜) where t˜ consists of all tαn such that n ≥ 1. Let
Φ(x) := H(x, t˜; s) be regarded as an element of C[[Λ, t˜, s]][[x]] then
Φ endows H•(V,C[[Λ, t˜, s]]) with the structure of a CohFT (over the
ground ring C[[Λ, t˜, s]]).
Proof. Our proof follows that in [38] but keeping track of signs. Differ-
entiate the first set of equations in the last theorem with respect to the
variable tα4a4 , setting a1 = 1 and a2 = a3 = a4 = 0 and noting that
the left hand side is essentially (graded) symmetric under permutation
of the subscripts 2, 3, 4. Therefore, the antisymmetric part of the right
hand side must vanish. This is nothing more than the WDVV equa-
tions (with the correct signs). This implies (by Thm 4.5) that Φ is a
potential for a genus zero CohFT.
5.2. Puncture and Dilaton Equations. Here we introduce ana-
logues of the puncture and the dilaton equations. Using these equations
and the topological recursion relations we will show that the intersec-
tion numbers defined above can be expressed in terms of Gromov–
Witten invariants.
For the rest of this subsection let us fix the following notation. Let
π :M0,n+1(V, β)→M0,n(V, β) denote the universal stable map which
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“forgets” the n + 1st marked point. To distinguish the ψ and the κ
classes upstairs and downstairs we put “hats” over the former. Since
the pull back of evi(eα) is still evi(eα) we denote these classes by the
same symbol unstairs and downstairs.
In addition, if m = {mαa} ∈ S
r
k , k = −1, 0, then
|m| :=
r∑
α=0
∑
a≥0
amαa , ‖m‖ :=
r∑
α=0
∑
a≥0
mαa
and if m = {mαa} ∈ S
r
0 , then
e(m) := e
m0
0
0 . . . e
mr
0
r e
m0
1
0 . . . e
mr
1
r e
m0
2
0 . . .
sm := . . . (s02)
m0
2 (sr1)
mr
1 . . . (s01)
m0
1 (sr0)
mr
0 . . . (s00)
m0
0
Note that in both cases we have summation over a ≥ 0, not over a ≥ k,
and that the order of the terms in the products is the opposite. We
denote by cνe(m),µ the coefficients of eν in the product e(m)eµ. We also
say that m ∈ Sr0,0 if m ∈ S
r
0 , and m
α
a = 0 provided a ≥ 1.
It is easy to derive the following formulas for the pull back of the ψ
and κ classes with respect to π (cf. [34]). Namely,
ψ̂ai = π
∗ψai + π
∗ψa−1i Di and κ̂a,α = π
∗κa,α + ψ̂
a
n+1ev
∗
n+1(eα).
The pull back formulas above induce the recursion relations (5) be-
low. These are analogues of the puncture and dilaton equations. The
proof is standard, and we omit the details (cf. [18, Sec. 3.1]). The vari-
ables take care of the signs as in the case of the topological recursion
relations. When a ≥ 1, or when a = 0 and m ∈ Sr0,0, one has
(5) (tαa )
−1〈τm+δ
α
aκ
p〉β =∑
p′+p′′=p
p′′∈Sr
0
r∑
ν=o
(
p
p′
)
cνe(p′′),αs
p′′(sν|p′′|+a−1)
−1〈τmκ
p′+δν
|p′′|+a−1〉β.
Here we take p′′ ∈ S0,r since π
∗(κ−1,α) = κ̂−1,α. Of course, one can not
apply (5) when β = 0 and ‖m+δαa‖ = 3 since the spaceM0,2(V, 0) does
not exist. One can also derive a recursion relation in case when a = 0,
and m is arbitrary, but it is rather messy, and we will not need it in
the sequel. The recursion relations (5) are equivalent to the differential
equations
∂(H −Hin)
∂tαa
=
∑
p∈Sr
0
r∑
ν=0
cνe(p),α
sp
p!
∂H
∂sν|p|+a−1
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valid for all a ≥ 1, and for a = 0 if instead of H we consider the
function H1 which is obtained from H by setting all variables t
µ
i with
i ≥ 1 to zero. The function Hin is the part of H which corresponds
intersection numbers on M0,3(V, 0). It is a function in variables t
α
0 ,
sα0 , α = 0, . . . , r, determined by the cup-product on V since κ0,α on
M0,3(V, 0) is equal to ev
∗(dα). (All evaluation maps are equal when
β = 0.)
We want to show that (5) and Prop. 5.3 allow us to compute induc-
tively all intersection numbers of the ψ and the κ classes provided we
know the Gromov–Witten invariants of V . Notice that (5) allows one
to eliminate ταa with a ≥ 1 from the intersection numbers. Therefore
we reduced the calculation to the case of the intersection numbers of
the κ classes and the pull backs of the cohomology classes from V if no
ψ classes are present.
First we want to reduce everything to the case of the intersection
numbers of κ−1,α and ev
∗
i (eµ). Suppose that we have an intersection
number of the type 〈τmκp〉β, where m ∈ S
r
0,0, and there exists p
α
a > 0
for some a ≥ 0. If ‖m‖ ≥ 2, then the second or third recursion
relation in Prop. 5.3 allows us to express it in terms of the intersection
numbers of the type 〈τm
′
κp
′
〉β1, where m
′ ∈ Sr0,0, ‖m
′‖ ≥ 1, and either
‖p′‖ < ‖p‖, or ‖p′‖ = ‖p‖, and |p′| < |p|.
However, if ‖m‖ = 1, we can not apply the recursion relations from
Prop. 5.3. Here we have to use (5). Namely, pick α such that |eα| = 2
and
∫
β
α 6= 0. (Clearly, such α exists if V is not a point.) When we
apply (5) to 〈τm+δ
α
0κp〉β we can split the sum in the right hand side
into two parts. One term corresponds to p′ = p, and p′′ = 0. This
term is
〈τmκpκ−1,α〉β = 〈τ
m
κ
p〉β
∫
β
α
Here and in the rest of the argument we disregard the formal variables
since they just take care of the signs which do not play an important
role in the our argument. The second term is
∑
p′+p′′=p
0 6=p′′∈Sr0
r∑
ν=0
(
p
p′
)
cνe(p′′),α〈τ
m
κ
p′+δν
|p′′|−1〉β.
For all these terms
‖p′ + δν|p′′|−1‖ = ‖p
′‖+ 1 ≤ ‖p‖.
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The equality is attained only when p′′ = δµj for j ≥ 1. But for such
terms |p′ + δν|p′′|−1| < |p|. It follows that we can express each intersec-
tion number 〈τmκp〉β with m ∈ S
r
0,0, ‖m‖ ≥ 1 in terms of the inter-
section numbers 〈τm
′
κp
′
〉β1, where either ‖p
′‖ < ‖p‖, or ‖p′‖ = ‖p‖
and |p′| < |p|. Note, that it is easy to extend our argument to the case
when ‖m‖ = 0.
Inductively this reduces the computation of the intersection numbers
to the integrals of the type∫
M0,n(V,β)
ev∗1(γ1) . . . ev
∗
n(γn)κ−1(γn+1) . . . κ−1(γn+l),(6)
where γi are cohomology classes of V . Recall that π
∗(ev∗i (γ)) = ev
∗
i (γ)
and π∗(κ−1(γ)) = κ−1(γ). Iterating this equality one gets that the
intersection number (6) is equal to∫
M0,n+l(V,β)
ev∗1(γ1) . . . ev
∗
n(γn)ev
∗
n+1(γn+1) . . . ev
∗
n+l(γn+l).
The integral above is the Gromov–Witten invariant evaluated on the
classes γ1, . . . , γn+l.
Remark . In [27] the authors show how to compute the intersection
numbers of the ψ classes and the pull backs of the cohomology classes
from V provided that the Gromov–Witten invariants are known. One
can show that (5) allows one to eliminate the κ classes from the inter-
section numbers. This provides an alternative way of calculating these
intersection numbers via the Gromov–Witten invariants.
5.3. CP1: An Example. The simplest application of the above equa-
tions is to the case where V is a point. This situation is discussed in
some detail in [18] in genus zero and one.
The next simplest case is when V = CP1. Let { e0, e1 } be a basis
for H•(CP1) where e0 is the identity element and e1 is the element in
H2(CP1) such that the Poincare´ metric η0,1 := 1. By abuse of notation,
an element β in H2(CP
1,Z) is sometimes regarded as an integer (also
denoted by β) times the fundamental class of CP1. The moduli space
of stable maps M0,n(V, β), has complex dimension −2 + n + 2β. On
M0,n(V, β), there are the identities κ0,0 = (n − 2)e0 and κ−1,0 = 0,
and κ−1,1 = β.
Let xα := tα0 for α = 0, 1. The generating function H(s, t) has de-
gree−4. We will now present an explicit formula forH(x0, x1, s1−1, s
0
0, s
1
0; q)
where the q dependence has been made explicit and it is understood
that all other variables have been set to zero. In particular, H contains
no ψ classes at all.
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The generating function H˜ consists of all terms in H except those
arising from intersection numbers onM0,3(V, 0). One can directly ver-
ify that
(7) H(x0, x1, s1−1, s
0
0, s
1
0; q) = H˜(x
0, x1, s1−1, s
0
0, s
1
0; q)
+ es
0
0 (
1
2
(x0)2 x1 +
1
6
(x0)3 s10 )
where the usual cup product on H•(CP1) corresponds to the special
case where all of the sαa variables have been set to zero.
The puncture/dilaton equations for CP1 acting upon the generating
function H˜ := H˜(x0, x1, s1−1, s
0
0, s
1
0; q) are
∂ H˜
∂x0
(x0, x1, s1−1, s
0
0, s
1
0; q) = e
s0
0 s10
∂ H˜
∂s1−1
and
∂ H˜
∂x1
(x0, x1, s1−1, s
0
0, s
1
0; q) = e
s0
0
∂ H˜
∂s1−1
.
The relevant topological recursion relations for the generating function
H := H(x0, x1, s1−1, s
0
0, s
1
0; q) becomes
∂Hα1α2
∂s00
= x0H0α1α2 + x
1H1α1α2
and
∂Hα1α2
∂s10
=
∂H0
∂s1−1
H1α1α2 +
∂H1
∂s1−1
H0α1α2 + x
0H1α1α2
for all α1, α2 = 0, 1. Furthermore, Hi denotes the derivative of H with
respect to xi, Hij is the derivative of H with respect to the variables
xi and xj , and similarly for Hijk.
The puncture/dilaton equations yields a solution of the form
H˜(x0, x1, s1−1, s
0
0, s
1
0; q) =
∞∑
n=1
e−2s
0
0 q˜n
(s10)
2n−2
(2n− 2)!
hn(8)
where q˜ := q exp(s1−1 + e
s00 (x1+s10x
0)) and hn are numbers. The form
of H˜(x0, x1, s1−1, s
0
0, s
1
0; q) above implies that it is enough to know the
function H˜(x0, x1, s10; q) (where s
1
−1 and s
0
0 have both been set to zero)
since one can recover H˜(x0, x1, s1−1, s
0
0, s
1
0; q) from it. Henceforth, unless
otherwise stated, assume that H and H˜ depend only upon the variables
x0, x1, s10 and q.
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The topological recursion relations can then all be reduced to the
single equation
∂ H˜
′′
∂s10
= 2 s10 H˜
′′
H˜
′′′
+ x0 H˜
′′′
where ′ represents the derivative q ∂
∂q
.
This equation gives rise to the recursion relations
hn+1 =
n∑
l=1
(2n− 1)! l2 (n+ 1− l)2
(2l − 2)! (2(n− l))! (n+ 1)
hl hn+1−l
and h1 = 1.
The first few terms of the potential are readily seen to be
(9) H(x0, x1, s1−1, s
0
0, s
1
0; q) = exp(s
0
0) (
1
2
(x0)2 x1 +
1
6
(x0)3 s10 )
+ exp(−2s00) (q˜ + q˜
2 (s
1
0)
2
4
+ q˜3
(s10)
4
6
+ q˜4
(s10)
6
6
+ o(q5(s10)
8)).
As expected, after setting all sαa variables to zero one recovers
H(x0, x1; q) =
1
2
(x0)2 x1 + q exp(x1),
the usual Gromov-Witten potential of CP1. More generally, the poten-
tial H parametrizes Frobenius algebras structures on H•(CP1) which
are further deformations of the quantum cup product on H•(CP1).
It is amusing to note that integrating equation 5.3 twice, one can
obtain an expression for H˜
′
in the form of a transcendental equation,
namely,
(1− u) exp(u) = q(s10)
2 exp(1 + s10x
0 + s1)
where
u :=
√
1− 2(s10)
2 H˜
′
(x0, x1, s10; q).
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