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Abstract
In this thesis we develop a framework and study aspects of exact lumpability of
smooth vector fields on smooth manifolds. The concept of exact lumpability, a
notion mostly used in the reaction kinetics context, is concerned with the dimen-
sional reduction of an evolution equation by means of a map that induces a unique
dynamics on the target space. Using the formalism of tangent space distributions
we first define the central notion of exact lumpability and derive various neces-
sary and sufficient conditions for a map to be an exact lumping with respect to
a vector field. Towards this end we introduce a covariant directional derivative
of the mapping differential, show in which sense it behaves like a Lie derivative
and phrase one condition in terms of the distribution spanned by its kernel. We
also introduce a partial connection that vanishes on the pushforward of exactly
lumpable vector fields and moreover is related to the Bott connection through an
isomorphism. The link to the concept of observability from control theory is inves-
tigated. Subsequently we explore the relation between exact lumpability and the
action of Lie groups, establishing conditions under which either gives rise to the
other. In order to illustrate lumpings obtained from the quotient of a Lie group
we demonstrate that quaternion rotations on S3 are exactly lumpable by the Hopf
map, the quotient map of a U(1) action. The special case of orbit lumpings of
a flow is exhibited and afterwards exemplified by the geodesic flow on the unit
tangent bundle of S2. We discuss the preservation of invariant sets, periodic or-
bits and blowup solutions under exact lumpings. Turning to the question of local
construction and existence we show how and under which conditions to obtain lo-
cal lumpings by letting an embedded hypersurface flow. Finally we introduce the
notion of a closure meausure for lumpings, that serves the purposes of quantifying
the quality of a lumping and comparing it to other candidates. We define a few
such measures, based on the rate of divergence of lumped solutions or the distance
of distributions in terms of their rank or their average Grassmannian distance.
One example is provided.
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Chapter 1
Introduction
What is exact lumpability? For a given space, typically of high dimension, and a
dynamical evolution on that space, an exact lumping is a map to a space of strictly
lower but nonzero dimension that induces a self contained dynamics on its image.
There is a range of questions that arise in this context:
1. (Characterisation of Exact Lumpability)
What are the necessary and sufficient conditions for a map to be an exact lumping?
2. (Existence of Exact Lumpings)
What are the conditions for exact lumpings to exist locally or globally, with or
without a given target space?
3. (Properties of Exact Lumpings)
What are their properties and relations to other concepts?
4. (Closure Measures for Exact Lumpings)
How can one capture the quality of a lumping or its deviation from being exact?
5. (Methods of Constructions)
How can one construct lumpings?
In this thesis we will address most of these questions in the context of continuous time
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deterministic dynamics generated by smooth vector fields on smooth manifolds. This
setting is illustrated in Figure 1.1.
Surprisingly very little research is directed towards these questions, even though there
are many applications in fields1 such as ecological modeling [LSV83, IAL87], chemical
reaction kinetics [LG75,FWG+00,TT14], stochastic network theory [Gle13] or differ-
ential geometry [Tig98]. In contrast to this, there is a huge community devoted to the
study of first integrals, which can be seen as special cases of exact lumpings. Both are
concerned with partitions of the state space that are invariant under the dynamics, the
difference being that exact lumpings allow the atoms of the partition, i.e. leaves of a
foliation or fibers of a fibration, to follow a nontrivial dynamics. We think that there
is a large amount of important open questions and a lack of a foundational framework.
It is therefore one of the main objectives of this thesis to build such a geometric the-
ory of exact lumpability. Why do we need the theory to be geometric and what are
the building blocks? Regarding the first part of the question we put forward the two
main reasons. On the one hand the partitioning of state space as well as demanding
its invariance under the dynamics are both inherently geometric issues, irrespective
of whether the setting is Euclidean or not. On the other hand many dynamical sys-
tems, even or especially in applications, are genuinely modelled on spaces of nontrivial
geometry2. Important examples include those dynamics that are constrained by a
conservation law, or those that actually occur on non-Euclidean manifolds such as
phase-oscillators on the torus Tn or quantum dynamics on the qubit S3, two entangled
qubits S7 or higher but finite dimensional Hilbert spaces after normalisation, to name
but a few. Regarding the second part of the question we propose the theory to be
built on smooth manifolds3, smooth tangent space distributions, smooth vector fields
and exact lumping candidates to be given by smooth surjective submersions, where
the infinite differentiability is put in place for convenience and clarity of the basic for-
malism. We want a theory that extends beyond, generalises, but also fruitfully feeds
back to the Euclidean theory, the one dealing with the lumpability of systems of first
1 The terminology varies from field to field and includes alternative names such as exact reduction,
aggregation, coarse graining, projectable vector fields or semi-conjugacies.
2Of course this is vague, because arguably even the Euclidean space may be considered as nontrivial
with its rich and sometimes unexpected structure, e.g. exotic structure.
3By a manifold we mean a finite dimensional manifold.
3order ordinary differential equations. In the remainder of this Introduction we expand
in more detail on our objectives and embed them in the context of existing literature.
Figure 1.1: This figure illustrates the concept of exact lumpability. There is a space
of typically high dimension, here illustrated by a domain within R2, and a dynamics
generated by a smooth vector field indicated by the purple vectors. A map to a lower
dimensional space, here it is R, induces a unique vector field. Vectors on the same level
set, indicated by black lines, have to be mapped to a single vector on the target space.
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1.1 Objectives
Out of the five questions raised above the initial one is also conceptually at the begin-
ning: First one ought to establish necessary and sufficient conditions that hold true
for exact lumping maps. Then the questions of existence, of construction, of closure
measures and other questions can be addressed by referring to these conditions. We
turn to this task in the first part of this thesis. Most conditions are phrased in terms
of the differential of the lumping map. This is in contrast to the treatment of exact
lumpability by the theoretical reaction kinetics community, where conditions revolve
around the Jacobian of the vector field [LR89, LRT94]. The kernel of the differen-
tial is of central importance, because it can be shown to be invariant under the flow
of lumpable vector fields. Another central object of this work will be a directional
derivative of the differential and its kernel. They enable us to study many aspects of
exact lumpings and to make the connection to the concept of observability in control
theory. We also introduce a partial connection on the pullback bundle, which may
conveniently be called the lumping connection because it vanishes on the pushforward
of lumpable vector fields. We investigate and discuss its relation to the Bott connection
on integrable distributions.
Geared with the results from the characterisation we then focus on studying aspects of
exact lumpability. The four main questions here regard the relation to first integrals, to
symmetries of the system, to dynamical properties and to the local existence. We have
already alluded to the relation between exact lumpings and first integrals, but this begs
the question whether symmetry results, like Noether’s theorem, have a correspondence
for lumpings. One of Noether’s theorems famously states that every smooth symmetry
of a Lagrangian gives rise to a first integral, i.e. a conservation law. Analogously one
may ask in our case when smooth symmetries give rise to exact lumpings and vice
versa, whether or when exact lumpings give rise to smooth symmetries. The first part
of this question has been cursorily investigated in [Jac06], but we extend and relax
the conditions. The second part regards the symmetry properties of exact lumpings,
so it falls into the third item of the above catalogue. We also investigate dynamical
properties: Do exact lumpings preserve fixed points, invariant sets, periodic solutions
or blowups? Our answers extend some results from the Euclidean realm [TLRT97].
Finally we also discuss one case for the construction and existence of local lumpings,
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thus partly covering question two and five from the above collection. Starting from the
invariance of the level sets under the flow as a necessary and sufficient condition for
lumpings, one arrives at a natural way to construct them at least locally by letting a
transverse hypersurface flow along the vector field and trace out a subset that is, by
construction, exactly lumpable.
Perhaps the most tractable and interesting nontrivial examples of exact lumpings occur
on low-dimensional spheres. This is a great playground for the theory. We will look
at lumping maps that describe S1-fiber bundles over the base S2. One example we
consider is the geodesic flow on the unit tangent bundle of the 2-sphere. There we use
the previously developed techniques to show that it is exactly lumpable by the quotient
map to the orbit space, which turns out to be S2. Another example is concerned with
quaternion rotations on S3. We will establish that these rotations are exactly lumpable
by the Hopf map from S3 to S2. We expect that a similar method can establish exact
lumpings on higher dimensional Hopf fibrations. As mentioned above the Hopf maps
have ramifications in quantum dynamics, where S3 and S7 are the normalised state
spaces of one or two qubits respectively.
In the last part of this thesis we will focus on the penultimate question from the cata-
logue: How can one measure the quality of a lumping or its deviation from exactness?
Such measures may be called lumping or closure measures, because they determine to
which extend a map induces a closed dynamical description on the target space, i.e.
one where the explicit dependence on the original space is stripped off. A measure that
gives a binary yes-no answer may suffice, but for practical and comparative purposes
one would like to know if the dimensional reduction is good or poor or whether it is
better or worse than another. This may also lead to variational approaches for the con-
struction of lumpings in the future. The motivation stems also partly from the study
of closure measures on discrete state spaces [PBO+14] and the study of approximate
lumpings of general reaction kinetic systems, where similar measures were introduced
and subjected to optimisation [LR90]. We will define the notion of a closure measure
in the context of lumpings and use the results from the characterisation to build them.
One type of closure measure that will be discussed is based on the rate at which nearby
solutions diverge. The others are playing with the inclusion, dimensionality or distance
of subspaces. Especially for the latter we will invoke the formalism of Grassmannian
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distances of subspaces. In our case these subspaces are given by the kernel or image of
the lumping differential and its directional derivative.
1.2 Demarcation
There are myriad types of dimensional reduction for dynamical systems and exact
lumpability is just one of them. On the other side there are also exact lumpability
notions that do not agree with the one that we discuss here. Therefore we briefly
exhibit some concepts, that either go by the name of lumpability but differ from our
notion or go by a different name and are close to ours.
A similar but slightly different notion of lumpability can be found in the Markov
literature, where the term makes its first appearance in the mathematical sciences.
There it refers to the partitioning of the discrete state space into groups of states and
the preservation of the Markov property after quotienting out this relation. The term
was originally introduced around 1960 by Kemeny and Snell [KS60], who studied a weak
and a strong form of Markov lumpings, but reductions of Markov chains were already
studied before that by Burke and Rosenblatt [BR58,BR59], who called them Markovian
functions. Subsequently a whole branch of research emerged and conditions as well as
properties were studied. Some focussed on spectral methods, like Barr and Thomas
[BT77] or more recently Jacobi and Görnerup [JG09, Jac10], others laid emphasis on
probabilistic and algorithmic methods, like Rubino and Sericola [RS89, RS91, RS93].
A good survery of Markov lumpings can be found in [Ban14], where Banish discusses
their significance in the context of agent based modelling.
The first mentioning of lumpings for differential equations goes back to the theoretical
chemists Kuo and Wei [WK69b,WK69a], who were concerned with monomolecular
chemical reactions. They introduced the distinction between proper, semiproper and
improper lumpings depending on whether variables figure in more than one "lump"
and whether the aggregated dynamics admits an interpretation as a chemical reaction.
From our point of view these are all exact lumpings, but one may arguably also impose
the additional condition that exact lumpings have to preserve the defining property of
the dynamics such as being linear, polynomial, of Lotka-Volterra type or interpretable
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as a reaction kinetic system. Those could appropriately be called structure or property
preserving exact lumpings.
Subsequent work on monomolecular dynamics [Oza73,GL74,JGVW76] spurred an in-
terest in the reduction of monomolecular reaction-diffusion equations. These are ac-
tually partial differential equations, but some conditions were obtained nevertheless
in [Bai75] for monomolecular systems and later for higher order reactions with the
help of exact lumping techniques in [LR91]. Despite the many applications we do not
deal with coupled reaction and diffusion systems, our framework does not apply.
Another branch of exact lumpability concerns dynamics on infinite dimensional spaces.
The need for such concepts can already be seen in the work of Bailey, who studied
continuous mixtures of chemical components in [Bai72,Bai75]. Here the evolution runs
on the space of all mixture functions. However already countably infinite number
of species would lead to dynamics on an infinite dimensional sequence space. Other
examples that can adequately be described as an evolution on an infinite dimensional
space are reaction-diffusion systems, as mentioned in the previous paragraph, but also
other partial differential equations, stochastic differential equations or delay differential
equations. In [RT04] Rózsa and Tóth discuss the exact lumpability of linear evolutions
on Hilbert spaces by linear operators, which always possess a pseudoinverse in contrast
to general Banach spaces. A much broader treatment of exact lumpability on Banach
spaces is presented in the PhD thesis of Roncoroni [Ron16], where the reduction of
linear and nonlinear evolutions by a linear and not necessarily bounded operator is
discussed, without the need of a pseudoinverse. In all of these cases a reduction does
not necessarily mean the reduction of dimension, as it is the case in finite dimensions.
It rather means that the lumping map ought to be a surjection but not an injection.
Whereas the previous paragraphs exhibit notions of exact reductions that are related
to exact lumpability in the sense that they are concerned with many-to-one maps that
give rise to a self-contained dynamics, we now mention the opposing concept of approx-
imate lumpings. This does not have a clear-cut definition other than subsuming many
approaches of reduction that have in common the idea of partitioning the state space by
defining functions that reduce the number of variables and of course the fact that they
are not exact. A viable direction has been initiated by Kuo and Wei for monomolecular
reaction systmes with linear lumpings in [WK69a]. They defined a closure defect which
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was then minimised. This idea has been further pursued for linear lumpings of nonlin-
ear kinetic equations by Li and Rabitz in [LR90]. They defined quantities that measure
the deviation from exactness and minimised them to find the optimal lumping matrix.
A few years later Li and Rabitz were joined by Tomlin and Tóth and together they re-
turned to this question from a different angle, allowing for nonlinear lumping maps that
are either unconstrained [LTRT94a] or constrained [LTRT94b]. They treat the vector
field as a linear differential operator, like in differential geometry, and propose to use its
Jordan decomposition in order to find approximate lumpings. They invoke a method
from nonlinear perturbation theory that returns such decompositions by splitting the
operator in a main contribution and a small perturbation. Although they formulate
the question quite generally, all the derivations are essentially for the special case of
slow-fast systems and interestingly they retain the fast degrees of freedom. In fact there
is an entire branch of research that investigates the reduction of dynamical system by
first finding a coordinate representation in which the system splits into slow and fast
variables and then projecting onto the slow invariant manifold [KKS10,OR15,Kue15].
1.3 Overview
In chapter 2 we first introduce the problem of exact lumpability for linear dynamics.
There we state the main result on the characterisation of exact linear lumpability and
the existence of linear lumpings maps. We round off the the chapter with an illustrating
example.
In chapter 3 we characterise exact lumpability of smooth vector fields on smooth mani-
folds. We set the background and give a working definition of exact lumpability. Then
we study the vertical distribution and its relation to lumpings. Thereafter we introduce
the covariant directional derivative of the differential, its properties and the relation
to lumpability. We define the lumping connection and the vector bundle isomorphism
that relates it to the Bott connection. We introduce the 2-Observability matrix on
manifolds and establish further conditions. The conclusion of the chapter contains a
summary and viable extensions of the concept.
In chapter 4 we discuss three aspects of exact lumpability. First the relation between
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conserved quantities and symmetries on the one hand and exact lumpings on the other
hand is discussed. We will provide conditions for Lie group symmetries to bring about
exact lumpings and vice versa. Orbit lumpings of the flow are discussed as a special case
and two examples of quaternion rotations and geodesic flows are worked out. Second
we look at the dynamical properties and show that exact lumpings preserve invariant
sets, periodic solutions and blowup solutions. Third we investigate exact lumpings
generated by hypersurfaces that are embedded transverse to the flow. These give rise
to local lumpings.
Finally in chapter 5 we define closure measures for exact lumpings and propose several
candidates for which we demonstrate that they are closure measures. Two of them
revolve around the kernel or dimension of the lumping differential. Another one regards
the rate at which solutions diverge after being projected by the lumping candidate. This
measure is then applied to moment equations in stochastic dynamics and gives some
insight into the adequacy of moment truncation. Finally we introduce a measure that
is based on distances of subspaces with unequal dimension.
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Chapter 2
Exact Linear Lumpability
In this section we discuss the linear theory. Apart from being the easier theory to deal
with there are three main reasons for this. First of all the treatment of the linear theory
will be a guide towards the manifold theory. Some Propositions carry over. Second
we will reformulate the nonlinear theory in linear algebra terms. Finally any nonlinear
theory should of course contain its linear version as a special case.
We introduce the problem of lumping linear evolution equations in Section 2.1. In this
context a few propositions help to illustrate some features of the lumping map and the
lumped dynamics. Does linearity of either imply the linearity of the other and if not
what else is required? The results are original yet fairly elementary. In Section 2.2
we define exact linear lumpability more formally and provide necessary and sufficient
conditions for a matrix to be an exact lumping and a necessary and sufficient condition
for them to exist. The first part is a characterisation and constitutes the basis for
our investigations of manifold lumpings. All results are known but we provided proofs
nevertheless. The second part regards the question of existence. Our statement may
not have appeared explicitly in this form, but the result is surely known, for instance in
the context of linear control theory. Our proof is also quite natural. We also emphasise
the relation to Jordan decompositions. Finally in Section 2.3 we give an example of
linear lumpability in the context of consensus dynamics.
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2.1 Introduction to the Problem
Consider the Euclidean space Rn as a vector space and a linear map A : Rn → Rn,
not necessarily invertible. Then A generates a dynamics φ : R × Rn → Rn whose
infinitesimal form is given by the ODE:
d
dt
∣∣∣
s
φ(t, x) = A φ(s, x) , (2.1)
which is often abbreviated to x˙ = Ax. This is a linear homogenous first oder ODE.
The right hand side is a linear function of φ which is Lipschitz continuous. By the
Picard-Lindelöf theorem there exists a solution for all times on all of Rn and it is
formally given by φ(t, x) = etAx.
Oftentimes there is a lower dimensional description of the dynamics in terms of the av-
erages of its variables. If some variables appear in the evolution equations only through
their average then one can reduce the system by introducing a variable accounting for
this. The resulting dynamics will take place on a lower dimensional space. It will be
identical to the original dynamics postcomposed with the averaging map. In general
one might ask whether there exists such a map. It need not be averaging, but other
properties can be demanded and questions of existence can be asked.
So the general problem can be stated in the following way: Does there exist a dimension
0 < m < n and a map pi : Rn → Rm for which there exists a map A˜ : Rm → Rm such
that
d
dt
∣∣∣
s
pi(φ(t, x)) = A˜(pi(φ(s, x))) . (2.2)
We call this the problem of exact lumpability of linear dynamics. Strictly speaking
one should add that both the domain and the codomain are Euclidean spaces, which
will be relaxed later on. The map pi should at least be C1, but a priori need not be
surjective or submersive.
Let’s suppose that pi ∈ Hom(Rn,Rm) is nondegenerate. The general problem now
becomes a more particular problem of exact linear lumpability of linear dynamics. But
is it then true that A˜ is also linear? The answer is of course affirmative as the following
proposition shows:
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Proposition 1. If pi ∈ Hom(Rn,Rm) is nondegenerate and there exists a lumped dy-
namics (2.2), then its generator A˜ is also linear.
Proof. First of all we notice from rewriting (2.2) with indices at time t = 0
A˜a(pi x) =
∑
i
piai
d
dt
∣∣∣
0
φi(t, x) =
∑
ij
piaiAijxj ∀a (2.3)
that A˜(0) = 0. Secondly we can see that upon taking two spatial derivatives in xk and
xl direction that ∀l we get 0 = ∂
∂xl
(∂A˜a
∂yb
(pi(x)))pibk ∀k. In other words ∂∂xl (∂A˜a∂yb (pi(x)))
vanishes for all l, because as a vector with indices b it is orthogonal to all vectors given
by the columns of pi, which by the nondegeneracy assumption span the space. Applying
the chainrule and the previous argument again results in the vanishing of all second
derivatives for A˜a.
Hence the problem of exact linear lumpability becomes the task of finding a matrix
A˜, such that pi A = A˜ pi. But how about the converse. Is it true that pi is linear if we
demand that A˜ is linear? No, linearity of A˜ is not sufficient. An easy counterexample
is the two-dimensional system of linear ODEs x˙1 = x2 + x1 and x˙2 = x2 − x1. It has a
linear lumped dynamics y˙ = 2y for a nonlinear lumping y = pi(x1, x2) = x21 + x22. So
what are the sufficient conditions for the linearity of pi? We consider the special case
of nondegenerate A and denote by (Dpi)ai = ∂pia∂xi and (DA˜)ab =
∂A˜a
∂yb
the Jacobians of pi
and A˜ respectively:
Proposition 2. Suppose pi satisfies the lumping condition (2.2). If A is nondegenerate
and pi satisfies
DpiA = DA˜Dpi , (2.4)
then pi is affine. If in addition Dpi is nondegenerate, then also A˜ is affine and moreover
A˜(0) = 0 if and only if pi(0) = 0.
Proof. Taking a derivative in xk direction of equation (2.2) with A linear yields:
∑
ij
∂2pia
∂xj∂xk
Ajixi +
∑
j
∂pia
∂xj
Ajk =
∑
b
∂A˜a
∂yb
∂pib
∂xk
∀a, k . (2.5)
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If the condition (2.4) is met, then only the first term on the left survives leaving us with
the statement ImA ⊆ kerH(pia) for all a, where H(f) is the Hessian of a function f .
Nondegeneracy of A means that ImA = Rn, so everything is mapped to zero by H(pia),
which is consequently the zero map and thus all second derivatives of pia for all a vanish
for all x. Now pi(x) = (Dpi)x+c. By taking a derivative in xl direction of the vanishing
right hand side of (2.5) we find that ∂2A˜a
∂yc∂yb
∂pic
∂xl
∂pib
∂xk
= 0. The nondegeneracy of Dpi means
that the second derivatives of A˜ vanish. It also means that DA˜ is nondegenerate, as
can be seen from (2.4). Plugging in all this information into (2.2) gives DA˜ c+ d = 0,
where d = A˜(0). So the linearity of pi implies that of A˜. Conversely if A˜ is linear, i.e.
d = 0, then c ∈ kerDA˜ = 0 is zero due to the nondegeneracy of DA˜.
2.2 Characterisation and Existence
After having introduced the problem and the answers of some elementary questions,
we now turn to the more important questions. Suppose we are given a map pi, how
then do we know whether it is a lumping map? What are the necessary and sufficient
conditions? We will call this the problem of the characterisation of exact lumpability.
Suppose we only know the generator A. Do we then know whether a lumping map
pi exists at all? We will call this the problem of existence of exact lumpability. We
address the characterisation first and then turn to the existence, but restrict to the
case of exact linear lumpability.
Definition 1 (Exact Linear Lumpability). Let A ∈ Hom(Rn,Rn) be the generator of
the dynamics (2.1). We call pi ∈ Hom(Rn,Rm) an exact linear lumping for A if it
satisfies (2.2) for some A˜ ∈ Hom(Rm,Rm), where 0 < m < n.
Theorem 1 (Characterisation of Exact Linear Lumpability). The following are equiv-
alent:
1. pi is an exact linear lumping for A
2. ∃ a map φ˜ : R×Rm → Rm such that φ˜(t, pi(x)) = pi ◦φ(t, x) for all t, x ∈ R×Rn.
3. ∃ a linear map A˜ such that A˜pi = piA
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4. kerpi is A-invariant
5. kerpi ⊆ kerpiA
6. rank
(
pi
piA
)
= rank pi
Proof. We will first demonstrate the equivalence of 1⇔2⇔3, then 3⇔4⇔5 and finally
5⇔6.
1⇒3 By exact lumpability there exists an A˜ such that d
dt s
piφ(t, x) = A˜piφ(s, x). Setting
s = 0 and noting that d
dt0
φ(t, x) = A(x) we get piA = A˜pi.
3⇒2 By 3 we know that there exists an A˜ such that A˜pi = piA. We show that φ˜(t, y) =
etA˜y will satisfy 2. At time t = 0 we have φ˜(0, pix) = pix = piφ(0, x) and also the
same derivative d
dt0
φ˜(t, pix) = A˜pix = piAx = pi d
dt0
φ(t, x), so φ˜(t, pix) = piφ(t, x).
2⇒1 We take time derivatives of 2 to get d
dt s
piφ(t, x) = d
dt s
φ˜(t, pix) = A˜piφ(s, x), where
A˜ is the generator of φ˜, which coincides with the requirement (2.2) of exact
lumpability for linear A and pi.
4⇒3 From 4 we know that pix = 0 ⇒ piAx = 0. So the rows of (piA) have to be
linear combinations of the rows of pi. In other words (piA)ai =
∑
b A˜abpibi for some
coefficients A˜.
3⇒5 Let x ∈ kerpi, then 0 = A˜pix = piAx. Therefore x is also in kerpiA.
5⇒4 Let kerpi ⊆ kerpiA, then pix = 0 ⇒ piAx = 0, so kerpi is A-invariant.
5⇒6 By the rank-nullity theorem we have that rank ( pi
piA
)
= n − dim ker ( pi
piA
)
= n −
dim ker pi = rankpi.
6⇒5 Likewise the other way around. If dim ker ( pi
piA
)
= n − rank ( pi
piA
)
. Now, since
rank
(
pi
piA
)
= rankpi we have that dim ker
(
pi
piA
)
= dim ker pi, so kerpi ⊆ kerpiA.
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Some of these results can also be found in [WK69b, Cox84, FR13]. We turn to the
question of existence of linear lumpings for linear dynamics and ask for necessary and
sufficient condtions.
Proposition 3. There exists an exact linear lumping for (2.1) if and only if there is
a space V ( Rn such that A(V ) ⊆ V .
Proof. Suppose pi is an exact linear lumping, then by item 4 of Proposition 1 kerpi ( Rn
is A-invariant. Suppose now that there exists an A-invariant proper k < n dimensional
subspace V , i.e. A(V ) ⊆ V . Then there exists a decomposition of Rn = V ⊕V ⊥
into V and a n − k dimensional orthogonal complement V ⊥, which is again a proper
subspace of Rn that need not be A-invariant. Any choice of basis {v1, . . . , vn−k} of V ⊥
results in a lumping map pi via the identification piai = (va)i. Clearly this map is an
exact lumping, since by construction V = kerpi is an invariant subsapce of A.
Since n > 1 it already suffices to check whether A has at least one real eigenvalue
for it to have an invariant proper subspace, namely the eigenspace. This also holds if
that eigenvalue has an algebraic multiplicity bigger than one. It also suffices to check
whether it has a Jordan decomposition in the reals so that there exists a real eigenvalue
and thus an A-invariant eigenspace. The following proposition shows how lumpings
can be directly related to a Jordan decomposition.
Proposition 4. Let J = P−1AP be a Jordan decomposition of A, where P is an
invertible matrix, and Π a projection onto a proper subset of the Jordan blocks, then
for any invertible C ∈ GL(k,R) with k = rank Π, the map Π˜ = CΠP−1 will be an
exact linear lumping for A.
Proof. In the Jordan normal form the matrix Π projects onto those coordinates that
make up the chosen subset of Jordan blocks, which in turn give rise to the lumped
matrix J˜ with the property that ΠJ = J˜Π and the rest follows:
CΠP−1A = CΠP−1PJP−1 = CΠJP−1 = CJ˜ΠP−1 = CJ˜C−1CΠP−1 .
So the lumped dynamics is generated by A˜ = CJ˜C−1.
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Not every square matrix over the reals has a Jordan decomposition over the reals, so
one cannot always obtain exact lumpings in this way for real linear dynamics.
If we drop the condition that pi has to be linear but nevertheless demand A˜ to be linear,
we are in a situation with a lot more lumpings and the condition of an A-invariant
subspace ceases to be necessary for existence. If, for example, A =
(
0 1
−1 0
)
is a
rotation by pi/2 then there is no invariant proper subspace but there is a nonlinear
lumping that sends the coordinates to their radius or their angle.
One may also consider linear complex dynamics and define exact linear lumpability
analogous to Definition 1. We will see that for linear complex dynamics on Cn with
n > 1 there always exist linear exact lumpings. Let C be a C-linear map C : Cn → Cn
which generates a complex dynamics ψ : R× Cn → Cn via
d
dt s
ψ(t, z) = Cψ(s, z) . (2.6)
The C-linear map ρ : Cn → Cm will be called a complex exact linear lumping if there
exists a C-linear map C˜ : Cm → Cm with n > m > 0 such that
d
dt s
ρ
(
ψ(t, z)
)
= C˜ρ
(
ψ(s, z)
)
(2.7)
holds.
Proposition 5. There always exists a complex exact linear lumping.
Proof. We show that the existence of a C-invariant proper complex subspace implies
complex exact linear lumpability for a dynamics generated by C as in (2.6). Since any
complex square matrix C has a Jordan decomposition over the complex numbers, one
can pick any of its invariant subspaces to construct the exact linear lumping.
Let V ( Cn be a q-dimensional proper subspace, then there exists V ⊥ such that
Cn = V
⊕
V ⊥. As in the proof of Proposition 3, one can construct an exact lumping
map ρ by choosing a basis {v1, . . . vn−q} of V ⊥ and defining ρai := (va)i. Since V is
C-invariant, there exists a C-linear map C˜ such that (ρC)ai =
∑
b C˜abρbi. Let ψ be the
dynamics generated by C, then C˜ satisfies the lumped dynamic equation (2.7):
d
dt s
ρ
(
ψ(t, z)
)
= ρ
d
dt s
ψ(t, z) = ρCψ(s, z) = C˜ρ
(
ψ(s, z)
)
. (2.8)
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2.3 Example - Consensus Dynamics
We consider the consensus model, which describes the behaviour of agents as they try
to reduce their distance from close neighbours. This distance may be physical as in
the case of flocking birds or traffic jams or it may be some more abstract distance as
for instance in opinion dynamics [MS03,OSM04].
Let G = (V,E) be an undirected graph with vertex set V and edge set E ⊆ V ×V and
denote by deg(i) the degree of the ith vertex. The {0, 1}-valued adjacency matrix of G
is denoted by A, so deg(i) =
∑
j Aij =
∑
j Aji. The quantity xi (which we may take
to model some opinion) takes values in R and evolves according to
x˙i = vi(x) = ωi +
1
deg(i)
∑
j
Aij
(
xj − xi
)
. (2.9)
By invoking the expression of the graph Laplacian L, given componentwise by Lij =
δij deg(i)− Aij, we can rewrite (2.9) as:
x˙i = ωi − 1
deg(i)
(Lx)i . (2.10)
We are looking for exact lumpings that are again interpretable on a graph. In fact
there exists an equivalence relation ∼ on V , which leads to a new graph G˜ = G/ ∼
with possibly weighted and directed edges. We describe now the equivalence relation
on the vertices which induces a new adjacency matrix and hence induces a quotient
graph. In abuse of notation we will denote the vertex equivalence relation by the same
symbol and define i ∼ j if and only if Aik = Ajk for all k. If self-edges are allowed
then vertices within one class may be connected, otherwise not. A complete bipartite
graph, for example, has two equivalence classes. Every graph possesses a unique such
partition, but it may be trival in the sense that the classes consist of just one vertex.
The quotient map ρ : G→ G˜ sends vertices i ∈ V to their equivalence class, which we
label by a, b etc. and whose magnitude we denote by Va, Vb etc. To determine the new
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graph, we define the new adjacency matrix A˜ componentwise by
A˜ab := Aij
Vρ(j)
deg(i)
whenever ρ(i) = a and ρ(j) = b . (2.11)
and A˜ab = 0 if deg(i) = 0 for one and hence all i with ρ(i) = a. The graph determined
by this adjacency matrix is a wheighted directed graph, since A˜ab need not be symmetric
and need not take values in {0, 1}.
Proposition 6. The consensus dynamics in (2.9) (equivalently in (2.10)) on G is
exactly lumpable by the averaging map pia(x) = 1Va
∑
j∈a xj. The lumped dynamics is
given by
y˙a = ω˜a − (L˜y)a (2.12)
where ω˜a = 1Va
∑
j∈a ωj and L˜ is the graph Laplacian with respect to A˜.
Proof. We need to show that the dynamics of pi(x) closes. So we calculate:
d
dt
pia(x) =
1
Va
∑
i∈a
d
dt
xi (2.13)
=
1
Va
∑
i∈a
ωi +
1
Va
∑
i∈a
1
deg(i)
∑
j
Aij
(
xj − xi
)
(2.14)
the first term can immediately be recognised as ω˜a The second term can be rewritten
by splitting the sum
∑
j =
∑
b
∑
j∈b and by multiplying with
Vb
Vb
:∑
b
∑
i∈a
∑
j∈b
1
deg(i)
Aij
Vρ(j)
Vb
1
Va
(
xj − xi
)
=
∑
b
A˜ab
1
VaVb
∑
i∈a
∑
j∈b
(
xj − xi
)
(2.15)
where we used (2.11) to pull out A˜ab. Finally we just need to identify pia(x) =
1
Va
∑
j∈a xj and use
∑
i∈a 1 = Va. The result gives:
d
dt
pia(x) = ω˜a +
∑
b
A˜ab (pib(x)− pia(x)) (2.16)
which can be rewritten in terms of L˜ab = D˜ab − A˜ab, where D˜ab = δab
∑
c A˜ac is the
diagonal matrix with the wheighted outdegrees.
Of course many more exact lumpings can be found, which lack the possibility to be
interpreted as a consensus model on a graph. In this sense the above lumping is a
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model preserving exact lumping. Other exact lumpings can be found by investigat-
ing the invariant subspaces of L. Since L is symmetric and positive semi-definite, it
is diagonalisable with nonnegative eigenvalues and the corresponding eigenspaces are
invariant subspaces. By invoking Proposition 3 one can then construct lumpings from
those eigenspaces.
Chapter 3
Characterisation of Exact
Lumpability
This chapter deals with the characterisation of exact lumpability on smooth manifolds.
We generalise the concept of exact lumpability beyond the Euclidean realm. The
previous literature is staged on Rn (e.g. [LRT94,TLRT97]) even though the need for
an extension is widely acknowledged (e.g. [LRT94, Jac06]). We are guided by the
theory of exact linear lumpability and its characterisation (c.f. Theorem 1). Some of
the results in this chapter were published [HA16] in a condensed and less detailed way.
In section 3.1 we first give an overview of the literature that deals with the charac-
terisation of exact lumpability and related questions. In section 3.2 we introduce the
mathematical framework for the theory of exact lumpability and provide the working
definition. Then we give two characterising conditions in terms of commutative dia-
grams in section 3.3. We introduce the framework of distributions in section 3.4, show
some relevant properties of the so called vertical distribution and its relation to the
theory of exact lumpings. In order to investigate this relation further we introduce
a directional derivative of the differential in section 3.5. There we also introduce a
partial connection on the pullback bundle, which we call the "lumping connection",
and discuss its relation to the Bott connection and to exact lumpability. In section 3.6
we demonstrate the sufficiency of the previously developed necessary conditions. In
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section 3.7 we phrase the lumping conditions without reference to the lumping map,
merely in terms of tangent space distributions. Then in section 3.8 we introduce the
generalisation of the Observability matrix for manifolds and state a lumping condition
in its terms, thus generalising Coxson’s condition. Finally, in section 3.9, we summarise
the characterisation and discuss neighbouring concepts and extensions of the theory.
The introduction and investigation of the directional derivative of the differential and
the lumping connection as auxiliary tools and approaching the characterisation via
these objects are from our point of view the most original contributions. All the
proofs are original, although some propositions are standard such as the commutativity
conditions.
3.1 Literature Overview
The body or work that is most relevant for this chapter are the attempts to generalise
the results to arbitrary order chemical reactions and lumping schemes that are not
merely linear combinations of variables. In 1989 Li and Rabitz [LR89] studied invariant
spaces of the Jacobian of the vector field that guides the dynamics and they found
conditions in terms of the pseudoinverse. They only demand the vector field to be
nonautonomous and at least C1 differentiable. No kinetic constraints were imposed,
but the lumping map is assumed to be linear. They extended the work of Luckyanov
[LSV83] and Iwasa [IAL87], who studied exact lumpability in the context of ecological
modelling and derived conditions in terms of the Jacobian of the vector field and the
pseudoinverse. Li and Rabitz however chose to study invariant subspaces instead: The
vector field v with Jacobian J is exactly lumpable by the matrix M if and only if
Mw = 0 implies MJw = 0. So the space spanned by M is invariant under JT and
conversely the spanning set of a space that is invariant under JT yields a linear lumping
map. This led them to two construction methods for linear lumpings that are based
on finding the invariant space.
A few years later Li, Rabitz and Toth [LRT94] investigated the general case of nonlin-
ear differential equations and nonlinear lumping maps. They again assume a nonau-
tonomous C1 vector field and a submersive lumping map pi to Rm, though this is not
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stated explicitly. They also assume implicitly the existence of a global pseudoinverse.
The only kinetic assumption is that the vector field vanishes at the origin and that
the origin is preserved by the lumping map. They showed in [LRT94] that Dpiw = 0
implies D(Dpi v)w = 0 for exact lumpings. If pi is no longer assumed linear then
D(Dpi v) 6= DpiDv = M J and global invariant vector subspaces of JT need not exist
anymore. But they show that the normal space of Dpi is contained in that of D(Dpi v)
so that the rank of
(
Dpi
D(Dpi v)
)
equals the rank of Dpi. This normal space, however, has
become dependent on x.
A method is proposed for constructing lumpings iteratively starting from a constraint:
If the constraint pi1 satisfies the lumping condition, i.e. if D(Dpi1 v) is contained in the
range of Dpi1, then it is a lumping relation. Otherwise one sets pi2 = Dpi1 v and checks
again if the range of Dpi =
(
Dpi1
Dpi2
)
contains the vectors D(Dpii v) for i ∈ {1, 2} and one
proceeds until a lumping is found or else there is no lumping with the pi1 constraint.
They also rephrased the lumping criteria in terms of generalised eigenfunctions of the
partial differential operator A =
∑
i v
i ∂
∂xi
. These are functions ψ such that
∑
i v
i ∂
∂xi
ψ =
Ω(ψ), where Ω is some function of ψ. So in lumping terms these are one-dimensional
lumpings onto the image of ψ with induced vector field Ω. They propose some methods
to find these eigenfunctions.
3.2 Exact Lumpability on Smooth Manifolds
In this section we set the stage by introducing the geometric background and defin-
ing exact lumpability on manifolds. We briefly introduce smooth manifolds, tangent
bundles, general vector bundles, vector fields and the Lie derivative.
3.2.1 Smooth Manifolds
A topological manifold of dimension n is a Hausdorff topological space with a countable
base such that the space looks locally like the Euclidean space Rn, which is made precise
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through the concept of an atlas. An atlas on a topological manifold X is a collection
of open sets Ui that cover X, together with homeomorphisms ϕi : Ui → Rn. A smooth
atlas is an atlas where the transition maps ϕi ◦ ϕ−1j : ϕj(Ui ∩ Uj) → ϕi(Ui ∩ Uj) are
diffeomorphisms, i.e. bijective C∞(Rn;Rn) maps whose inverse is also smooth. The
smooth atlas is maximal if it is not properly contained in any larger smooth atlas.
Finally, a smooth manifold is a topological manifold together with a maximal smooth
atlas. We denote the smooth R-valued functions on X by C∞(X).
Every smooth manifold can be equipped with a collection of tangent spaces TxX in-
dexed by their points x ∈ X. There are various equivalent definitions [Lee12]. We will
use the identification of the tangent space TxX at a point x with the space of deriva-
tions of smooth functions at x. These are the linear maps v : C∞(X) → R satifying:
v[f · g] = f · v[g] + g · v[f ] , (3.1)
for all f, g ∈ C∞(X). We use square brackets for the argument of the derivation and
parantheses to denote x-dependence. A point in the tangent space TxX is thus given
by (x, v), where x ∈ X and v a derivation at x. Any element v can be expanded in
a basis (ei)ni=1, which may be chosen as ei =
∂
∂xi
on a coordinate chart (ϕ,U ⊆ X)
with the convention that ϕi(x) = xi. The tangent bundle is the collection of tangent
spaces TX =
⊔
x∈X TxX together with the map pi : TX → X, where pi : (x, v) 7→ x
is the natural projection. The dual vector space to the tangent space at x is the
cotangent space T ∗xX and the cotangent bundle is the collection of cotangent spaces
T ∗X =
⊔
x∈X T
∗
xX together with the natural projection. There is a pairing 〈·, ·〉x :
T ∗xX × TxX → R at each point x. Any element v∗ can be expanded in a dual basis
(eˆi)ni=1, chosen such that 〈eˆi, ej〉x = δij. On a coordinate chart the dual vectors are
spanned by infinitesimal volume elements (dxi)ni=1.
Tangent bundles are a special class of vector bundles. A smooth vector bundle ρ : E →
X over a base space X is a smooth manifold, called the total space E, that looks locally
like the Cartesian product of the base space and a finite dimensional vector space V
together with a smooth surjection ρ. At any point x the fiber ρ−1(x) is isomorphic to
V . The (co-)tangent bundle is a vector bundle whose fibers are the (co-)tangent spaces.
A vector bundle homomorphism is a map between vector bundles that respects their
vector bundle structure, in particular it is smooth and thereby respects the smooth
3.2. EXACT LUMPABILITY ON SMOOTH MANIFOLDS 25
structure, but it is also a vector space homomorphism on each fiber. Given two vector
bundles ρ : E1 → X and ρ : E2 → X one can construct also tensor product bundles
E1
⊗
E2 → X, whose fibers are the tensor products of the fibers V1 of E1 and and V2
of E2.
A smooth allocation of vectors in the tangent bundle is a smooth vector field. A smooth
map v : X → E which satisfies ρ ◦ v = idX is a smooth section of ρ : E → X. Smooth
sections of E are denoted by Γ∞(X,E). A vector field (covector field) is then a smooth
section of Γ∞(X,TX) (resp. Γ∞(X,T ∗X)). The space Γ∞(X,TX) will be denoted by
X(X) for brevity. Unless stated explicitly the smoothness of all objects will be assumed
and we will drop the ∞ symbol. 〈·, ·〉 : Γ(X,T ∗X) × X(X) → C∞(X) is a pairing on
vector and covector fields, given pointwise at any x ∈ X by 〈v∗(x), w(x)〉x ∈ R for
v∗ ∈ Γ(X,T ∗X), v ∈ X(X). A smooth section of ⊗q T ∗X⊗⊗p TX → X is a tensor
field of rank (q, p).
The differential of pi : X → Y at point x is a R-linear map
Dpix : TxX → Tpi(x)Y . (3.2)
For wx ∈ TxX the vectorDpixwx can be defined via its action as a derivationDpixwx[f ] =
wx[f ◦ pi] on smooth test functions f ∈ C∞(X,R). We use square brackets to enclose
the argument of the derivation. The map pi is a submersion if Dpix is surjective with
constant rank for all x ∈ X. We denote by pi−1TY the pullback bundle whose fibers
at x are Tpi(x)Y . There are two bundle maps associated to the differential. The first
one is a manifold map Dpi : TX → TY which respects the vector bundle structure and
satisfies pY ◦Dpi = pi ◦ pX . The second one is a vector bundle homomorphism over the
same base Dpi : TX → pi−1TY . This latter one induces a C∞-linear map on the vector
fields Dpi : X(X) → Γ(X, pi−1TY ). All of these are denoted by Dpi and the context
will tell them apart. One can only define a vector field w˜ on Y whenever there exists
a unique vector Dpixw(x) for all x ∈ pi−1(y) and all y ∈ Y . Whenever this holds true,
w˜ and w are called pi-related. It is easy to check [Lee12] that w and w˜ are pi-related if
and only if w[f ◦ pi] = w˜[f ] ◦ pi for test functions f ∈ C∞(X).
Let v, w ∈ X(X) and Φt : X → X be the flow of v which is defined at least for
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t ∈ (−ε, ε). The Lie derivative of w in the direction v is given by:
Lvw := d
dt
∣∣∣∣
0
DΦ−tw ◦ Φt . (3.3)
For Lvw(x) one requires knowledge of v and w beyond their values at x. One can take
a plain time derivative in (3.3), because DΦ−tw ◦Φt is just a flow in fiber direction and
its derivative can be canonically identified with a point on the fiber. In general, and
later for our purposes, one requires a covariant derivative to have an interpretation as
a geometric object. In this case however Lvw is again a vector field, so Lv : X(X) →
X(X). The Lie bracket is a bilinear function J·, ·K : X(X)×X(X)→ X(X) defined via
Jv, wK[f ] := v[w[f ]]− w[v[f ]] , (3.4)
for test functions f ∈ C∞(X,R). The classical result that Lvw = Jv, wK can be found
e.g. in [Lee12,Nak03]. The Lie derivative can be extended to functions and general
tensors. Let f be a smooth function then the time derivative of (Φ)∗f = f ◦ Φ at
zero defines Lvf and yields v[f ]. In this way Lv becomes a derivation on the module
of smooth vector fields over real valued smooth functions: Lv(fw) = Lv(f)w + fLvw.
3.2.2 Definition of Exact Lumpability
In contrast to the work of Li and Rabitz we neither require the lumping map to have a
global inverse nor the dynamics to have equilibria. Henceforth pi : X → Y is a smooth
surjective submersion and v ∈ X(X) is a smooth vector field. There exists a unique
maximal flow Φ : TX ⊆ R×X → X which is a solution to
∂
∂t
Φ = v ◦ Φ (3.5)
and TX is the maximal domain of the flow. Throughout this report we denote by
Φx : Tx → X the integral curves with starting point x with time domain Tx, and by
Φt : Xt → X the flow map parametrised by time, with Xt := {x ∈ X : t ∈ Tx} being
the domain of definition.
In this setting the triple (X, Y, pi) constitutes a fibered manifold. An important proper
subclass of fibered manifolds are fiber bundles. A fiber bundle has one additional piece
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of data, namely the typical fiber F 1 and the requirement that locally pi−1U ∼= U × F .
This need not be the case for a general fibered manifold, where the fibers pi−1(x) may
be topologically quite distinct.
Definition 2 (Exact Smooth Lumpability). The system
d
dt
∣∣∣
t=s
Φ = v ◦ Φs (3.6)
is called exactly smoothly lumpable (henceforth exactly lumpable) by pi iff there exists a
smooth vector field v˜ ∈ Γ(Y, TY ) such that the dynamics of Θ = pi ◦ Φ is governed by
d
dt
∣∣∣
t=s
Θ = v˜ ◦Θs . (3.7)
The Picard-Lindelöf theorem guarantees a unique solution of (3.6) for sufficiently small
times for all x, since v is smooth and in particular Lipschitz. It exists for all times of
definition Tx ⊆ R for the respective x ∈ X.
Formally equation (3.6) should be understood as the pushforward of the section ∂
∂t
on
TX by Φ:
d
dt
∣∣∣
t=s
Φ : =
(
DΦ
)∣∣
s
∂
∂t
,
and likewise for (3.7). The flow of the vector field v˜ ∈ Γ(Y, TY ) is denoted by Φ˜ :
TY → Y , where again TY is the domain of the flow.
In terms of jargon one finds alternative phrases for the lumping condition in the liter-
ature: Instead one sometimes reads v is lumpable by pi, implicating that v defines the
system Φ˙ = v ◦Φ, or pi is an exact lumping for v, or the pair (v, pi) is an exact lumping
scheme [TLRT97]. We will use them interchangeably.
3.3 Commutativity
In this section we discuss exact lumpability from the view point of commuting maps.
We will see that the reduced dynamics is self contained in the sense of Definition 2 if
1This is mostly taken as a manifold, too. We will stick to this convention.
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and only if the lumping map commutes with the dynamics. We discuss the infinitesimal
version in terms of the generators in Subsection 3.3.1 and the global version in terms
of the flow in Subsection 3.3.2.
3.3.1 Commutativity for the Generator
Already the definition of exact lumpability demands the existence of a vector field v˜
on Y in (3.7). The following Proposition relates v˜ to the induced vector field Dpiv:
Proposition 7. The system (3.6) is exactly lumpable by pi iff there exists a smooth
vector field v˜ ∈ X(Y ) such that
Dpixv(x) = v˜ ◦ pi(x) (3.8)
for all x ∈ X.
Proof. Consider the time derivative of Θ:
d
dt
∣∣∣
t=0
Θx = D(pi ◦ Φx)
∣∣
0
∂
∂t
= Dpixv(x),
By exact lumpability, Θ is generated by (3.7), so d
dt
∣∣
t=0
Θx = v˜ ◦ Θ0(x) = v˜ ◦ pi(x).
Therefore, exact lumpability implies (3.8). On the other hand, if we demand (3.8) for
all x and in particular for Φs(x), then
DpiΦs(x)v(Φs(x)) = v˜ ◦ pi ◦ Φs(x) .
The right hand side equals v˜ ◦ Θs(x) and the left hand side equals ddt
∣∣
t=s
Θt(x), which
implies exact lumpability.
Since v˜ at pi(x) is the same as Dpixv(x) one can give this Proposition the form of a
commutative diagram shown in Figure 3.1. In that diagram we need to interpret Dpi
as a manifold map, not as a map of sections.
Another way to look at Proposition 7 is that v is exactly lumpable by pi if and only if
v and v˜ are pi-related. Yet another terminology was introduced by Jacobi [Jac06], who
calls pi a projective fiber map with respect to v.
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Y TY
TXX
v˜
v
Dpipi
Figure 3.1: Commutative diagram for the generator of the dynamics
Kuo and Wei [WK69b] also use this condition as the definition for exact lumpability
in the context of monomolecular reaction kinetics.
3.3.2 Commutativity for the Flow
The global version of Proposition 7 can be stated in terms of the flows generated by v
and v˜, in particular pi maps integral curves of v to integral curves of v˜ and preserves
the time domain.
Proposition 8. The system (3.6) is exactly lumpable by pi iff there exists a vector field
v˜ ∈ X(Y ) such that its flow Φ˜ satisfies
Φ˜t ◦ pi(x) = pi ◦ Φt(x) (3.9)
and T˜pi(x) = Tx for all x ∈ X.
Proof. One implication is obtained by taking time derivatives on both sides of (3.9) at
t = 0 and using that v˜ is the generator of Φ˜. This gives rise to (3.8) and by Proposition
7 implies exact lumpability. On the other hand, by the definition of exact lumpability,
the curve Θx is an integral curve to v˜ for any x. There is another integral curve Φ˜pi(x)
for v˜ which at t = 0 coincides with Θx. By the uniqueness of integral curves they must
coincide, so Φ˜pi(x)(t) = Θx(t) for all t ∈ Tx and all x. Since they are the same integral
curves, T˜pi(x) = Tx for all x. This proves the proposition.
Proposition 8 can also be cast into a commutative diagram shown in Figure 3.2. For
any time t in the domain of definition the solution of the high dimensional dynamics
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followed by a projection is the same as a projection followed by the solution of the low
dimensional dynamics.
Y Y
XX
Φ˜t
Φt
pipi
Figure 3.2: Commutative diagram for the flows of v and v˜
3.4 The Vertical Distribution
Our aim is to establish conditions which have their linear analogue in Theorem 1 items
4 and 5: We recall that a linear dynamics v(x) = Ax is exactly lumpable by a linear
map pi if and only if kerpi is invariant under A (1.4) or if and only if kerpi ⊆ kerpiA
(1.5). In the following we introduce the perspective of tangent space distributions and
some properties they may enjoy. We propose that kerDpi should take the place of kerpi
and investigate its properties. Invariance under A may be replaced by invariance under
the Lie derivative Lv, which is in agreement with the Proposition that the distribution
kerDpi is invariant under Lv for a lumping.
Q1 Manifold Analogue?
How can one make sense of the linear lumping condition that kerpi is invariant
under A for manifold maps pi and general vector fields? What is the manifold
analogue of kerpi?
In our setting pi is not a vector space homomorphism, but a submersive manifold map
which does not possess a kernel. One may however linearise pi. Let Ψt be a flow
generated by a vector field w. If one moves by an amount ε in the direction of w
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we obtain pi(Ψε(x)) = pi(x + εw(x) + O(ε2)) = pi(x) + εDpixw(x) + O(ε2). So the
differential Dpix encodes the infinitesimal change of pi at x and it possesses a kernel
kerDpix ⊆ TxX at each point x. The disjoint union of these subspaces is an example
of a smooth, regular and completely integrable tangent space distribution as will be
shown in Proposition 12, but first we introduce these attributes in that order.
3.4.1 Smooth Distribution
Distributions in our context are also called geometric distributions or tangent space
distributions to distinguish them from all the other notions of distributions in prob-
ability theory (probability distribution), in analysis (generalised functions) or even in
number theory (ordinary distribution).
Even within the geometric context there are many inequivalent notions, each of which
has different definitions with respective generalisations. The lowest common denom-
inator is possibly this: A geometric distribution is the disjoint union over all points
x ∈ X of subspaces Dx ⊆ TxX of the tangent space. This is a minimal version and
already defines a distribution for Kolář, Michor and Slovák [KMS93]. On the other end
of the spectrum are definitions that simply define a distribution to be a subbundle of
the tangent bundle [Lee12]. There is however some agreement [KMS93, Isi95] on the
following defintion:
Definition 3 (Smooth Distribution). Let {Dx ⊆ TxX}x∈X be a collection of subspaces
of the tangent spaces that are spanned by locally defined smooth vector fields. A smooth
distribution is the disjoint union D = ⊔x∈X Dx of that collection.
D ⊆ TX is also a subset of TX endowed with the subspace topology. Let pi(TX) :
TX → X be the bundle map, then we also have pi(TX)∣∣D : D ⊆ TX → X, which
is not necessarily a bundle map itself. The above definition does not require the
dimension of the fibers to be constant, for instance when the spanning vector fields are
linearly dependent at some point. A distribution is called a regular (or nonsingular) k-
dimensional distribution if the dimension dimD ≡ k is constant. In the case of smooth
regular distributions the inclusion becomes a manifold embedding D ↪→ TX, and D
becomes a smooth subbundle of TX:
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Proposition 9. A smooth regular distribution is a smooth subbundle.
A proof can be found in (Lemma 10.32 of [Lee12]). In that reference Lee shows that a
collection of subspaces which are spanned by k linearly independent local vector fields
gives rise to a smooth subbundle of rank k, but doesn’t denote this object, i.e. the
antecedent of Proposition 9, as a smooth regular distribution. On the contrary, he
defines [Lee12] a smooth distribution of rank k as a smooth subbundle of rank k. So
for Lee the above Proposition would be a definition or a tautology.
A distribution on the cotangent bundle is sometimes called a codistribution. A smooth
and regular codistribution is then spanned by smooth, locally defined, independent,
local covector fields. The same Theorem 9 also applies for codistributions and so the
smooth and regular codistributions are subbundles of T ∗X. Given a distribution D,
then there is a special codistribution denoted by D⊥ = kerD which annihilates D in
the sense that for all x ∈ X the pairing 〈σ,w〉 = 0 vanishes for all w ∈ Dx and σ ∈ D⊥x .
One partiuclar property of the annihilator is that
dimD + dimD⊥ = dimX (3.10)
In fact this is a form of the rank-nullity theorem, because the dimension of D is just
the rank of the spanning vectors and since D⊥ = kerD equation (3.10) simply states
rankD + dim kerD = dimX.
Proposition 10. A distribution is smooth and regular if and only if its annihilator is
smooth and regular.
Proof. A smooth and regular D determines a local frame by the independent local
vector fields that span D. The dual coframe is then spanned by linearly independent
local oneforms that annihilate D and determines D⊥. The same goes for the reverse
direction (c.f. Lemma 19.5 [Lee12]).
We now introduce an attribute of distributions which is crucial for taking quotients,
namely complete integrability. To this end one defines an integral submanifold of a
distribution D as a smoothly immersed submanifold whose tangent space at any point
coincides with D.
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Definition 4 (Completely Integrable Distribution). A distribution D is completely
integrable if for any point x there is an integral submanifold of D passing through it.
The definition of complete integrability varies across the literature. For Lee [Lee12]
a distribution, which corresponds to a smooth and regular distribution in our case,
is completely integrable if there exists a flat chart around any point such that the
distribution is spanned by a subset of the coordinate fields. For regular distributions
these are equivalent. We work with the definition from Candel and Conlon [CC03],
because it does not require the distribution to be regular.
The most prominent theorem for completely integrable distributions is the Frobenius
theorem. It provides us with a necessary and sufficient condition for regular distribu-
tions to be completely integrable. Here is a short version of it:
Theorem 2 (Frobenius theorem). A regular smooth distribution D is completely inte-
grable if and only if for any two sections w1, w2 : X → D, their Lie bracket
[
w1, w2
]
is again a section of D.
This property of D is called involutivity and the integrability condition also goes by
the name of Frobenius condition. It has several equivalent formulations, depending on
the formalism in which it is phrased.
Another important implication of completely integrable distributions regards foliations.
As before, the dimension ofX is n. First we define a foliation in which we follow Candel
and Conlon [CC03]. A foliated chart on X of codimension q is an open set U ∈ X
together with a diffeomorphism ϕ : U → Bn−q‖ × Bq⊥, where Bn−q‖ and Bq⊥ are open
neighbourhoods in Rn−q and Rq respectively. The subsets ϕ−1
(
B‖ × {x⊥}
)
are called
plaques. A C∞-foliated atlas of codimension q is an open cover of C∞-charts {Uα, ϕα}α
of codimension q such that the intersection of plaques on different charts is open in
each plaque. The union of overlapping plaques are called leaves. A C∞-foliation F of
codimension q is a maximal C∞ foliated atlas of codimension q. The manifold X is
then the disjoint union of connected and immersed n − q-dimensional submanifolds,
which are the leaves of F .
Theorem 3 (Frobenius theorem for foliations). A regular smooth distribution D is
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completely integrable if and only if there is a smooth foliation F whose leaves are
integral manifolds of D.
This theorem is proven in most standard texts, for instance [Lee12]. As alluded to
before the two abovementioned Theorems 2 and 3 enable us to build an equivalence
relation and a quotient, just by knowing that a distribution is completely integrable or
involutive. Two points are equivalent if they are on the same leaf. The quotient space
is called the leaf space.
We consider one more attribute that a distribution may enjoy with respect to a flow.
Let Φ be a flow generated by a vector field v. We say that a distribution D is invariant
under the flow Φ if
(DΦt)xDx ⊆ DΦt(x) ∀x, t (3.11)
or rather for all (x, t) in the domain of definition of the flow. This means that for all
wx ∈ Dx ⊆ TxX and all t the induced vector (DΦt)xwx ∈ DΦt(x) ⊆ TΦt(x)X lies in the
distribution at point Φt(x). Since Φt is also a diffeomorphism, invariance actually means
that equality holds in (3.11). The following Proposition establishes the connection to
the Lie derivative (3.3):
Proposition 11. A distribution D is invariant under a flow Φ if and only if the
sections Γ(X,D) are invariant under the Lie derivative Lv.
We remark that the invariance of a space of sections Γ under the Lie derivative Lv means
that whenever w ∈ Γ then also Lvw ∈ Γ. We also rephrase the invariance condition
(3.11): The order of the universal quantifiers of course doesn’t matter, but for the
argument we choose first a quantifier over x and then over t. If (3.11) holds true for all
t it naturally also holds true for all −t, which means that (DΦ−t)xDx = DΦ−t(x) ∀x, t.
Then for each t any point x can be expressed as Φt(x′) for some x′ and since Φt is
one-to-one and onto the condition becomes:
(DΦ−t)Φt(x′)DΦt(x′) = Dx′ ∀x′ (3.12)
for all t.
Proof of Proposition 11. We first want to show that (3.12) is sufficient for the Lie
derivative to preserve sections on D. Let w ∈ Γ(X,D). Then according to (3.12)
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invariance of the flow means that:
〈σ , (DΦ−t)Φt(x)w(Φt(x))〉 = 0 ∀σ ∈ D⊥x , ∀x , ∀t (3.13)
this is just a way of saying that (DΦ−t)Φt(x)w(Φt(x)) is again in Dx. If this holds true
for all t, then the time derivative of (3.13) should vanish:
0 =
d
dt
∣∣∣∣
0
〈σ , (DΦ−t)Φt(x)w(Φt(x))〉 =
〈
σ,
d
dt
∣∣∣∣
0
(DΦ−t)Φt(x)w(Φt(x))
〉
= 〈σ , Lvw(x)〉 .
for all σ ∈ D⊥x and all x. This demonstrates that Lvw(x) ∈ Dx for all x and Lvw ∈
Γ(X,D).
Now we demonstrate the necessity of that condition. We want to show that all time
derivatives of (3.13) vanish whenever Lv leaves the sections of D invariant. To this end
we observe that
d
dt
∣∣∣∣
s
(DΦ−t)Φt(x)w(Φt(x)) =
d
dε
∣∣∣∣
0
(DΦ−s−ε)Φs+ε(x)w(Φs+ε(x))
= (DΦ−s)Φs(x)
d
dε
∣∣∣∣
0
(DΦ−ε)Φε(Φs(x))w(Φε(Φs(x)))
= (DΦ−s)Φs(x)Lvw(Φs(x))
so that repeated application of the derivative results in dn
dtn
∣∣
0
(DΦ−t)Φt(x)w(Φt(x)) =
Lnvw(x). Let w ∈ Γ(X,D) as before, so w(x) ∈ Dx for all x. Then
dn
dtn
∣∣∣∣
0
〈σ , (DΦ−t)Φt(x)w(Φt(x))〉 = 〈σ , Lnvw(x)〉 = 0 ∀n ≥ 0 , ∀σ ∈ D⊥x , ∀x
since Lnvw ∈ D by assumption.
3.4.2 Properties of the Vertical Distribution
With all these definitions and theorems in place we can state the property of kerDpi :=⊔
x∈X kerDpix which is most relevant for exact lumpability. We recall from Subsection
3.2.2 that in our setting pi is a smooth surjective submersion.
Proposition 12. kerDpi is a smooth, n−m-dimensional, completely integrable distri-
bution.
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Proof. First we establish smoothness and nonsingularity of kerDpi. We demonstrate
that around each point x ∈ X there is a neighbourhood U containing x and a set of m
1-forms defined on U that vanish on kerDpi
∣∣
U
. From this data it can be shown that
the distribution is smooth and n−m-dimensional (Lemma 19.5 of [Lee12]). The proof
of that Lemma is based on the fact that a set of smooth, linearly independent 1-forms
on U defines a set of smooth, linearly independent vector fields by duality.
Let (U˜γ, ψ˜γ)γ be an atlas on Y , then we set Uγ = pi−1U˜γ. On each Uγ there is a
collection of m linearly independent smooth 1-forms that vanish on kerDpi
∣∣
Uγ
, namely{
d(ψ˜1γ ◦ pi), . . . , d(ψ˜mγ ◦ pi)
}
. The linear independence follows because pi has full rank
m, by the submersion assumption.
Complete Integrability holds, because around each point x there is an integral sub-
manifold of kerDpi passing through x. These integral submanifolds are given by the
level sets of pi. To see this, we choose a local coordinate neighbourhood Uγ, as before,
and the level sets are ψ˜aγ ◦ pi = ca for some constants ca. The corresponding 1-forms
d(ψ˜aγ ◦ pi) vanish on kerDpi|Uγ as we know from the previous paragraph. Therefore
kerDpi is tangent to the level sets of pi.
In the sequel we will refer to kerDpi as the vertical distribution. Since it is regular and
smooth, it follows from Proposition 9 that it is also a smooth subbundle. One can form
the quotient bundle TX/ kerDpi, whose fibers are the quotient spaces TxX/ kerDpix at
points x ∈ X. An important property of the quotient bundle of the vertical distribution
is its isomorphism to the pullback bundle pi−1TY :
Proposition 13. There is a vector bundle isomorphism ϕ : pi−1TY → TX/ kerDpi.
Proof. We fix a point x ∈ X and define ϕx : Tpi(x)Y → TxX/ kerDpix fiberwise and
smoothly in x, demonstrating that it is a vector space isomorphism. We identify
TxX ∼= Rn and Tpi(x)Y ∼= Rm.
The Jacobian of pi at x is denoted by (Mx)ai := (Dpix)ai : Rn → Rm. There exists a
unique pseudoinverse [Pen55] M+x : Rm → Rn such that M+x Mx : Rn → (kerMx)⊥ ⊆
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Rn is an orthogonal projection and MxM+x : Rm → Rm an orthogonal projection onto
the range of Mx, which is simply Rm ∼= Tpi(x)Y since pi has full rank. Let ρx : Rn →
Rn/ kerMx be the quotient map, which by construction satisfies
ρx ◦M+x Mx = ρx . (3.14)
We want to demonstrate that ϕx = ρx ◦M+x with v˜ 7→
[
M+x v˜
]
is one-to-one and onto.
Suppose ϕxv˜ = ϕxv˜′ for some v˜, v˜′ ∈ Rm, then M+x v˜ −M+x v˜′ = w and w ∈ kerMx.
Applying Mx yields v˜ = v˜′, which establishes injectivity. To show surjectivity, we
take an arbitrary [v] ∈ Rn/ kerMx and construct v˜ = Mx ◦ s[v] for some section
s : Rn/ kerMx → Rn satisfying ρx ◦s = id. But then we find that ϕx(v˜) = ρx ◦M+x Mx ◦
s[v] = ρx ◦ s[v] = [v].
We reinstantiate the isomorphisms between TxX ∼= Rn and Tpi(x)Y ∼= Rm. Then we
note that Mx and therefore ρx vary smoothly with x and the resulting map ϕ is a
smooth bundle isomorphism satisfying
ϕ−1 ◦ ρ = Dpi (3.15)
ρ = ϕ ◦Dpi . (3.16)
Finally we state some properties of the vertical distribution with respect to the flow Φ
of a vector field v. Proposition 11 directly applies to the vertical distribution:
Corollary 4. kerDpi is invariant under the flow Φ if and only if the local sections
Γ(X, kerDpi) are invariant under the Lie derivative Lv.
Intuition suggests that the vertical distribution kerDpi should be invariant under v if
v is exactly lumpable by pi. We will verify this by demonstrating that exact lumpings
imply the invariance of Γ(X, kerDpi) under the Lie derivative Lv and then invoking
the above Corollary 4. To this end we first note a convenient fact:
Lemma 5. Let g : X → Y be a smooth manifold map, v, w ∈ X(X). The components
of DgJv, wK satisfy:
(DgJv, wK)a = v[(Dg w)a]− w[(Dg v)a] (3.17)
for all a ∈ {1, . . . ,m}.
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Proof. We write the right hand side in local coordinates:
v[(Dg w)a]− w[(Dg v)a] =
∑
i
(
w[Dgai v
i]− v[Dgai wi]
)
.
But v and w act as derivations. SinceDgai vi andDgai wi are products we apply Leibniz’s
rule and get four terms:
∑
i
(
(Dg)aiw[v
i]− (Dg)ai v[wi]
)
+
∑
ij
(
wj∂j(Dg)
a
i v
i − vj∂j(Dg)aiwi
)
The latter sum vanishes because ∂j(Dg)ai =
∂2g
∂xj∂xi
= ∂i(Dg)
a
j . The first term is just∑
i(Dg)
a
i Jw, vKi which is the left hand side of the equation (3.17) in local coordinates.
Proposition 14. If v is exactly lumpable by pi in (3.6), then Γ(X, kerDpi) is invariant
under Lv.
Proof. Let Dpiw = 0. We want to show that if pi is an exact lumping for v, then
Dpi Jv, wK = DpiLvw = 0. We invoke Lemma 5 and write:
(DpiJv, wK)a = v[(Dpi w)a]− w[(Dpi v)a]
The first term vanishes by assumption. Into the second term we substitute the lumping
conditionDpi v = v˜◦pi for some v˜, which comes from Proposition 7. Then the righthand
side becomes −w[v˜a ◦ pi] = −Dpi w[v˜a], which vanishes again by assumption.
By Corollary 4 we can express Proposition 14 in terms the invariance under the flow.
Proposition 15. If v is exactly lumpable by pi in (3.6), then kerDpi is invariant under
the flow Φt of v.
The other direction will be the subject of Sections 3.5 and 3.6. We first need to
introduce some auxiliary concepts.
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3.5 Directional Derivative of the Differential
In this section we introduce and discuss a directional derivative of the differential
Dpi. We would like to motivate from several perspectives the need for this object
and why it should have at least some properties of a Lie derivative but cannot be a
Lie derivative. Then we discuss the construction of this object, its properties and its
relation to exact lumpings. After that we introduce a partial connection acting on
sections of the pullback bundle pi−1TY , but only defined over elements in the kernel of
Dpi. We establish a very intimate relation to the Bott connection through the bundle
isomorphism of TX/ kerDpi ' pi−1TY and express a necessary lumping condition in
its terms.
Q2 Lie derivative?
Let pi : X → R be a map into the reals. Then by linearity of the Lie derivative
we have the following relation:
Lv〈dpi, w〉 = 〈Lvdpi, w〉+ 〈dpi,Lvw〉 (3.18)
where dpi is a 1-form obtained from pi by the exterior derivative. Suppose now
that pi maps into a manifold Y 6= R without linear structure. Can one make sense
of a corresponding relation Lv(Dpiw) = (LvDpi)w+DpiLvw for the differential?
Suppose one could make sense of this relation, then we could hope for proving the
reverse direction of Proposition 14 more easily: If sections of kerDpi are invariant
under Lv, then the above property would mean that Dpiw = 0 implies (LvDpi)w = 0
in some appropriate sense, and this can be shown to be a lumping condition, as we will
see in the next section.
However, strictly speaking one cannot make sense neither of LvDpi nor of Lv(Dpiw).
We face the problem that Dpi is not a tensor, but rather a section over the bundle
T ∗X ⊗ pi−1TY , which depends on the map pi. Likewise Dpiw is a section on the
pullback bundle pi−1TY . The Lie derivative, however, is only defined for tensor fields.
Another way to make sense of this equation would be to consider the situation lo-
cally. Let {U˜β, ψ˜β}β be an atlas on Y and {γβ}β a partition of unity subordinate to
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that atlas. Locally and for pia(β) := ψ˜
a
(β) ◦ pi one can identify Dpia(β) = dpia(β) in the
dual sense Dpia(β)w = 〈dpia(β), w〉. Upon joining the local patches we could hope for∑
β γβ
∑
a Lvdpia(β) ∂∂ya to define a global Lie derivative of the differential. One would
then have to demonstrate that this definition is independent of the atlas and the coor-
dinates, but this is not the case.
3.5.1 Covariant Derivative
These considerations lead us to build the derivative on solid grounds, feeding into the
definition only covariant objects.
Take a vector field v with flow Φt, as above. What we want to capture in the directional
derivative is the change of Dpi in the direction v. If we precompose pi with Φt, then
D(pi ◦ Φt) is the differential of pi after being shifted in the direction v. But D(pi ◦ Φt)
would be a differential in the space T ∗X ⊗ (pi ◦ Φt)−1TY which depends itself on t. It
is not possible to make sense of the shifted differential as a curve in some space and
even less to make sense of the plain derivative d
dt
∣∣
0
D(pi ◦Φt). Instead we have to make
two changes to accommodate for this issue. First, consider Φ : U × X → X as a
manifold map, U ⊂ R being an -ball centered at 0, rather than an indexed collection
of diffeomorphisms Φt : X → X. Second, change the plain derivative to a covariant
derivative ensuring that the object is again in T ∗X ⊗ pi−1TY and geometrically well
behaved.
To this end we introduce the notions of a vector bundle connection and covariant
derivatives and then define the covariant derivative of the differential. Let ρ : E → X
be a vector bundle over X. A Koszul connection ∇ on E is a map
∇ : X(X)× Γ(X,E)→ Γ(X,E) (3.19)
that is linear in the first argument and a derivation in the second argument. So for
v ∈ X(X) and s ∈ Γ(X,E) one writes (v, s) 7→ ∇vs and for f ∈ C∞(X) requires that
∇(fv)s = f∇vs (3.20)
∇v(fs) = v[f ] s+ f∇vs . (3.21)
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The derivation s 7→ ∇vs is called the covariant derivative in the direction v. It only
depends on the value of v(x) at x due to linearity. Unless it is clear from the context
we will always write the bundle on which the connection is defined as a superscipt, so
∇E is a connection on E. We state two constructions with Koszul connections for later
reference:
Given a connection ∇E on E → Y and a map pi : X → Y , there is a unique [EL83]
connection (pi∗∇)pi−1E on pi−1E → X, called the pullback connection defined by
(pi∗∇)pi−1Ev (s ◦ pi) :=
(∇EDpivs) ◦ pi,
for sections s ∈ Γ(Y,E), but extended locally to arbitrary sections ∑a ca(sa ◦ pi) ∈
Γ(X, pi−1E) by linearity and Leibnizianity, where ca ∈ C∞(X,R) for all a. Take an
arbitrary section c =
∑
a c
a(sa ◦ pi) on pi−1TY , then (pi∗∇)pi−1Ev c can be expanded∑
a
(pi∗∇)pi−1Ev ca(sa ◦ pi) =
∑
a
v[ca] sa ◦ pi +
∑
a,b
ca(Dpi v)b
(∇TYsb sa) ◦ pi (3.22)
by use of Leibniz’s rule for some vector field v ∈ X(X).
Given a tensor product bundle E = E1 ⊗ E2 with connections ∇E1 and ∇E2 defined
on E1 and E2 respectively. They induce a connection on E as follows:
∇E(s1 ⊗ s2) = ∇E1s1 ⊗ s2 + s1 ⊗∇E2s2, (3.23)
where s1 and s2 are sections on E1 and E2. Likewise for a direct sum E = E1⊕E2 one
can define a connection
∇E(s1 ⊕ s2) = ∇E1s1 ⊕∇E2s2 . (3.24)
A connection on E → X also induces a connection on E∗ → X through their duality〈∇E∗w r, s〉 = w[〈r, s〉]− 〈r,∇Ews〉 , (3.25)
for some w ∈ X(X).
Let G : X → E∗⊗E∗ be bilinear and positive definite, i.e. Gx defines an inner product
on Ex, then G is called a bundle metric. A connection that satisfies v[G(r, s)] =
G(∇Ev r, s) +G(r,∇Ev s) for v ∈ X(X) and r, s ∈ Γ(X,E). is called a metric connection.
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In the special case where E = TX the connection becomes a tangent bundle connection
and we can define the torsion tensor T (v, s) := ∇vs−∇sv−Jv, sK. A connection whose
torsion vanishes is called torsion-free. We decorate torsion-free connections with a bar:
∇¯TXv s− ∇¯TXs v = Jv, sK . (3.26)
If there is also a Riemannian metric defined on X, i.e. a bundle metric on TX, which is
always possible, then there exists a unique connection that is both metric and torsion-
free. This result is known as the Fundamental Theorem of Riemannian Geometry and
the corresponding connection is called the Levi-Civita connection.
For the definition of the covariant derivative we need to embed piTX : TX → X in a
linear structure preserving way into ρ : T
(
U ×X
) → U ×X. Let pi1 : U ×X → U
and pi2 : U ×X → X be the projections to the first and second coordinate, then the
fiber preserving map ι : TX → T (U × X) is one that satisfies pi2 ◦ ρ ◦ ι = piTX . We
also want that pi1 ◦ ρ ◦ ι ≡ 0, so that the embedding into T (U ×X) maps the base to
x 7→ (0, x), which also implies that ∂
∂t
ι(w) = 0 for any section w of TX.
Definition 5 (Covariant derivative of the differential ). Let  > 0 and ∇H be a Koszul
connection on H = (pi ◦ Φ)−1TY ⊗ T ∗(U × X) −→ U × X and v ∈ X(X) with
flow Φ. Then the covariant derivative L∇Hv Dpi with respect to ∇H in the direction
∂
∂t
∈ T(U ×X) is defined as(
L∇Hv Dpi
)
w := ∇H∂
∂t
D(pi ◦ Φ) ◦ ι(w)
∣∣∣
t=0
, (3.27)
via its action on test vector fields w ∈ X(X).
H depends on , but we have set the time component to zero and therefore no time
dependence is left anymore. The -ball around t = 0 is just an auxiliary construction
to define the derivative of Φ with respect to t. The independence from  can also be
seen by going into local coordinates. The resulting object L∇Hv Dpi is again a vector
bundle homomorphism from TX to pi−1TY depending on v. Setting t = 0 amounts
to postcomposition with a projection to pi−1TY → X. There are many choices of
connections and so the expression varies depending on that choice. Before choosing a
suitable one that establishes a property that formally links to the Lie derivative, we
comment on an informal link.
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3.5.2 Informal Relation to the Lie Derivative
The idea behind the Lie derivative is to compare a vector field w at two different points
of the flow generated by another vector field v. Without a connection one cannot
compare vectors in different fibers, but the construction gets around the problem by
using the pushforward of the flow, more precisely the inverse flow, to bring the two
vectors to the same fiber. This is a pointwise construction, but one can show that
it leads to a well defined vector field. If we want to define a Lie derivative of the
differential we could do it along those lines.
Q3 Pushforward of the Differential?
Is there a way to pushforward a differential along another vector field?
The term pushforward is usually used to denote objects that are induced by a map in
its codomain. If g is a manifold map, then (Dg)x defines pushforward vectors at g(x),
but it does not in general define a pushforward vector field, as we have seen. We would
like to reserve this terminology for cases where an actual vector field can be defined
on the codomain, as it is the case for diffeomorphisms. The notation g∗ is convenient
in this case. The definition of the Lie derivative works on vector fields because Φt is
a diffeomorphism and in this notation x 7→ ((Φ−t)∗w)(x) = (DΦ−t)xw(x) is again a
vector field.
We describe a way to define a push forward of the differential. Let L : TxX → V be a
linear map into a vector space V ; we recall that the differential of pi at x is such a case
(3.2), where V = Tpi(x)Y . Let θ : X → X ′ be a diffeomorphism. Then one can define a
new linear operator indexed by x which takes vectors at θ(x) ∈ X ′ to vectors in V :
(θ]L)x := L ·
(
Dθ−1
)
θ(x)
. (3.28)
It is only defined for x, because that’s where L is defined. However the differential Dpix
is defined for all x ∈ X and so is (θ]Dpi)x = Dpix · (Dθ−1)θ(x).
Informally one can just substitute this definition into the usual construction of the Lie
derivative:
d
dt
(Φ−t)]Dpi ◦ Φt
∣∣∣
t=0
. (3.29)
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This is indeed closely related to the Definition 5, because if we plug the definition
(3.28) into the term that gets differentiated in (3.29) and evaluate at x we obtain(
(Φ−t)]Dpi ◦ Φt
)
x
=
(
(Φ−t)]Dpi
)
Φt(x)
=(Dpi)Φt(x)(DΦ
−1
−t )Φ−t(Φt(x))
=D(pi ◦ Φt)x . (3.30)
It brings us back to the problem that a plain time derivative would not result in a
covariant object. So formally the expression (3.29) is not covariant and thus we revert
to the original expression (3.27) as a working definition and regard this informal relation
as a hint towards a more thorough connection explored in the coming Subsection.
3.5.3 Relation to the Lie Derivative via Torsion-free
Connections
In this subsection we want to establish a link to the Lie derivative that appears on the
level of the properties rather than on an informal level. We will use the freedom in
the choice of connection. When the connections are set to torsion-free connections or
pullback connections thereof, then many things simplify like in this Lemma:
Lemma 6. Let g : X → Y and ∇¯ be a torsion-free connection on TY . Then
(g∗∇¯)wDg v − (g∗∇¯)vDg w = Dg
[
w, v
]
, (3.31)
where v, w are sections of TX and g∗∇¯ is the pullback connection on g−1TY .
Proof. We go to a local frame of g−1TY , spanned by sa ◦ g, where sa spans TY , and
use the definition of the pullback connection (3.22):∑
a
(g∗∇¯)w(Dg v)a(sa ◦ g)− (g∗∇¯)v(Dg w)a(sa ◦ g)
=
∑
a
w[(Dg v)a]sa ◦ g +
∑
ab
(Dg v)a(Dg w)b(∇¯TYsb sa) ◦ g
−
∑
a
v[(Dg w)a]sa ◦ g −
∑
ab
(Dg w)a(Dg v)b(∇¯TYsb sa) ◦ g .
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Since ∇¯ is torsion free we have ∇¯TYsb sa−∇¯TYsa sb = Jsa, sbK = 0 and the expression above
reduces to: ∑
a
(
w[(Dg v)a]− v[(Dg w)a] ) sa ◦ g .
By equation (3.17) in Lemma 5 this equals to
∑
a(DgJw, vK)a sa ◦ g, which establishes
the claim.
This lemma is quite useful in general. We also need it to demonstrate that L∇Hv Dpi
has a particularly appealing form when the connections are chosen to be torsion-free.
Proposition 16. Let ∇¯TY and ∇¯T (U×X) be torsion-free connections and let ∇˜H be the
tensor product connection (3.23) of the pullback connection ∇˜(pi◦Φ)−1TY and the dual
connection ∇˜T ∗(U×X), where the tilde indicates that the is derived from a torsion-free
connection. Then
(L∇¯v Dpi )w = (pi∗∇¯)pi
−1TY
w (Dpiv) . (3.32)
for some test vector field w ∈ X(X).
Proof. We consider a neighbourhood U ⊂ (U×X) with local sections (σ0, σ1, . . . , σn)
that span T ∗
(
U ×X
)∣∣
U
and local sections (s1, . . . , sm) that span (pi ◦ Φ)−1TY
∣∣
U
. So
U is a simultaneously trivialising neighbourhood for both bundles. In the following we
take µ, ν as indices for the set {0, 1, . . . , n} and i, j for {1, . . . , n} and finally a, b for
{1, . . . ,m}. We now use that ∇˜H is a tensor product connection (3.23):
(L∇¯v Dpi )w =
(
∇˜H∂
∂t
D(pi ◦ Φ) ◦ ι
)
w
∣∣∣
{t=0}
=
∑
µ,a
[(
∇˜(pi◦Φ)−1TY∂
∂t
D(pi ◦ Φ)aµ sa
)
⊗ σµ +D(pi ◦ Φ)aµsa ⊗ ∇˜T
∗(U×X)
∂
∂t
σµ
]
◦ ι(w)
∣∣∣∣
{t=0}
=
∑
µ,a
∇˜(pi◦Φ)−1TY∂
∂t
D(pi ◦ Φ)aµ ι(w)µ sa
∣∣∣
{t=0}
+
∑
µ,a
D(pi ◦ Φ)aµsa
〈
∇˜T ∗(U×X)∂
∂t
σµ , ι(w)
〉 ∣∣∣∣
{t=0}
(3.33)
Step 1 We focus on the last term and show that it vanishes. At this point we make
use of the definition of a dual connection (3.25) and the fact that ∂
∂t
〈σµ, ι(w)〉 = 0 and
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Jι(w), ∂
∂t
K = 0:〈
∇˜T ∗(U×X)∂
∂t
σµ , ι(w)
〉
=
∂
∂t
〈σµ, ι(w)〉 −
〈
σµ , ∇¯T (U×X)∂
∂t
ι(w)
〉
= −
〈
σµ , ∇¯T (U×X)ι(w)
∂
∂t
〉
, (3.34)
where we used in the last line the torsion-freeness ∇¯ι(w) ∂∂t − ∇¯ ∂∂t ι(w) = Jι(w), ∂∂tK = 0.
We choose again a local basis (e0, e1, . . . , en) of T (U ×X)|U . In this basis we obtain
n∑
i=1
wi∇¯T (U×X)ei e0 (3.35)
for the last term in (3.34). A reasonable and mild assumption on the connection is that
it should respect the splitting of the bundle T (U × X) ∼= pi−11 TU ⊕ pi−12 TX. Which
means that
ai0e0 = ∇¯T (U×X)ei e0 = ∇¯T (U×X)e0 ei =
n∑
j=1
aijej (3.36)
for some coefficients ai0 and aij (essentially the Christoffel symbols). But this expres-
sion is zero, since e0 is linearly independent of {ej}nj=1. So the expression in (3.34)
vanishes.
Step 2 The frame fields sa are conveniently chosen as s˜a ◦ (pi ◦ Φ), where s˜a span
TY . We apply Proposition 6 to the first summand of (3.33) and since ∂
∂t
and ι(w)
commute we obtain:∑
µ,a
∇˜(pi◦Φ)−1TY∂
∂t
D(pi ◦ Φ)aµ ι(w)µ sa
∣∣∣
t=0
=
∑
µ,a
∇˜(pi◦Φ)−1TYι(w) D(pi ◦ Φ)aµ
(
∂
∂t
)µ
sa
∣∣∣∣
t=0
=
∑
i,a
∇˜(pi◦Φ)−1TYι(w)
(
Dpiai v
i ◦ Φ) (s˜a ◦ (pi ◦ Φ)) ∣∣∣∣
t=0
.
Now we use the definition of the pullback connection (3.22) to rewrite the expression
in terms of the connection on TY :
=
∑
i,a
∇˜(pi◦Φ)−1TYι(w)
(
Dpiai v
i ◦ Φ) (s˜a ◦ (pi ◦ Φ)) ∣∣∣{t=0} .
=
∑
a
ι(w) [(Dpi v)a ◦ Φ] s˜a ◦ pi ◦ Φ +
∑
a,b
(
(Dpi v)a ◦ Φ)((Dpiw)b ◦ Φ) (∇¯TYs˜b s˜a) ◦ (pi ◦ Φ) ∣∣{t=0}
=
∑
a
w[(Dpi v)a]s˜a ◦ pi +
∑
a,b
(Dpi v)a(Dpiw)b
(∇¯TYs˜b s˜a) ◦ pi
3.5. DIRECTIONAL DERIVATIVE OF THE DIFFERENTIAL 47
where we used that Φ(x, 0) = x is the identity at t = 0. And now finally we can use
(3.22) again for the pullback connection on pi−1TY . So the result is:∑
a
(pi∗∇¯)pi−1TYw (Dpi v)a(s˜a ◦ pi) ,
where s˜a ◦ pi locally spans pi−1TY .
This result together with Lemma 6 allows us to write:
pi∗∇¯pi−1TYv Dpiw =
(
L∇¯v Dpi
)
w +DpiLvw (3.37)
This equation should be compared to (3.18), where the Lie derivative acted on 〈dpi, w〉.
Upon interpreting the directional covariant derivative of Dpiw as some sort of Lie
derivative, we can see the analogy more clearly.
3.5.4 Properties of the Derivative of the Differential
In this subsection we discuss some properties of the derivative of the differential and its
relation to exact lumpability. We set the connection ∇¯TY to be a torsion-free connection
on TY . This way Proposition 16 is satisfied and (L∇¯v Dpi )w = (pi∗∇¯)pi−1TYw (Dpiv) .
Proposition 17. L∇¯v Dpi : TX → pi−1TY is a vector bundle homomorphism and the
induced map on sections L∇¯v Dpi : X(X)→ Γ(X, pi−1TY ) is linear over C∞(X).
Proof. From Proposition 16, we know that (L∇¯v Dpi )w = (pi∗∇¯)pi−1TYw (Dpiv). The
argument is R-linear, because pi∗∇¯ is linear in the direction implying that
L∇¯v Dpi(a1w1 + a2w2) = a1L∇¯v Dpi(w1) + a2L∇¯v Dpi(w2) (3.38)
for a1, a2 ∈ R and w1, w2 ∈ TX with the same base point. In fact even for a1, a2 ∈
C∞(X) and w1, w2 ∈ X(X) we preserver C∞(X)-linearity (3.38), which follows also
from the corresponding linearity of (pi∗∇¯)pi−1TYw in its argument w.
We expand L∇¯v Dpi locally. Let U be a trivialising neighbourhood of pi−1TY spanned
by (sa)ma=1. The action of L∇¯v Dpi on TX|U is given via locally defined one-forms:
(L∇¯v Dpi)a = d(Dpiv)a +
∑
bc
Γ¯abc(Dpiv)
cdpib , (3.39)
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so that we get L∇¯v Dpi =
∑m
a=1 sa⊗ (L∇¯v Dpi)a locally. For later reference we may denote
kerL∇¯v Dpi as the Lumping Distribution. This is justified by the following concluding
Proposition.
Proposition 18. If v is exactly lumpable by pi, then Γ(X, kerDpi) ⊆ Γ(X, kerL∇¯v Dpi).
Proof. Let w ∈ Γ(X, kerDpi), so Dpiw = 0, then exact lumpability with respect to
the map pi implies DpiLvw = 0 by Proposition 14. Plugging these two statements into
equation (3.37) implies that w is in the kernel of L∇¯v Dpi.
We can rewrite this in a more compact way:
Proposition 19. If v is exactly lumpable by pi, then kerDpi ⊆ kerL∇¯v Dpi.
Proof. The claim follows by Proposition 18 and
D ⊆ D′ ⇔ Γ(D) ⊆ Γ(D′) . (3.40)
We first establish that D ⊆ D′ ⇒ Γ(D) ⊆ Γ(D′). Let pr : TX → X be the tangent
bundle map. Then ρ′ = pr|D′ : D′ → X is the projection map for D′ and ρ = ρ′|D :
D → X is the projection for D. Let s be a section in Γ(D), so ρ′|D ◦ s = id. The
range of s is the domain of ρ′|D. Therefore ρ′ ◦ s = id, just that the range of s is now
contained in the domain of ρ′. This however makes s a section in Γ(D′).
For the converse direction let (x, v) ∈ Dx, then there exists a section s ∈ Γ(D) with
s(x) = (x, v) and by the inclusion s ∈ Γ(D′), meaning that x = ρ′ ◦ s(x) = ρ′(x, v).
Therefore (x, v) is in D′, the domain of ρ′.
3.5.5 Lumping Connection and Bott Connection
In the previous subsections we have introduced the covariant derivative of the differ-
ential with respect to a connection (3.27). For a particular choice, namely torsion-free
connections or rather pull-backs of them, we found that L∇¯v Dpi has a simpler form and
behaves more like a Lie derivative. There is however an even simpler connection that
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appears naturally if one restricts the direction argument of (pi∗∇)pi−1TY to vectors in
kerDpi; we call it the lumping connection. It is a partial connection on pi−1TY and very
closely related to the Bott connection, a partial connection on TX/F along sections of
an integrable distribution F which appears in the context of foliations. In this section
we will first introduce the notion of a partial connection, the definition of the Bott
connection, its most important property and the classical topological result by Bott
on integrable distributions. Then we introduce the lumping connection, its relation to
the Bott connection and its properties in particular with respect to exact lumpings.
We have introduced the Koszul connection (3.19) in the beginning of this section.
Any connection on a bundle E → X that is only defined along directions F ⊆ TX
(subbundle) is called a partial connection
∇˚ : Γ(X,F )× Γ(X,E)→ Γ(X,E) , (3.41)
which we will denote by a little circle on top of the connection. A partial connection
may be completed to a full connection, which is called the adapted connection. This can
for instance be done by introducing a metric that splits TX = F ⊕ F⊥. A connection
∇ that respects this direct sum such that ∇∣∣
F
= ∇˚ completes that partial connection.
Definition 6 (Bott Connection). Let F ⊆ TX be an integrable subbundle of TX and
ρ : TX → Q the projection to the quotient bundle Q = TX/F , then the Bott connection
∇˚B : Γ(X,F )× Γ(X,Q)→ Γ(X,Q) is defined by:
∇˚Bws = ρJw, ρ−1sK (3.42)
for w ∈ Γ(X,F ) and s ∈ Γ(X,Q).
This indeed satisfies the requirements of a connection. Take an arbitrary smooth
representative v = v‖ + v⊥ ∈ ρ−1s with ρv‖ = [0]. Since F is involutive ρJw, v‖K = [0]
and since the Lie bracket is bilinear the expression ρJw, v‖+ v⊥K = ρJw, v⊥K ∈ Γ(X,Q)
is independent of the choice of representative. This proves well-definedness of the
object, but we also show that it satisfies the requirements of a connection. We find a
basis e1, . . . , ef , ef+1, . . . , en where e1, . . . , ef span F . Then we expand in this basis
ρJw, v⊥K = ρ n∑
a=1
(w(va⊥)ea − v⊥(wa)ea) =
n∑
a=1
w(va⊥)ρea −
n∑
a=1
v⊥(wa)ρea .
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The second sum vanishes, because ρea = 0 when a ≤ f and wa = 0 when a >
f . Therefore the surviving term is linear in w and a derivation in v⊥. The partial
connection can be completed to a full connection [Ton97]. As mentioned above one
can introduce a Riemannian metric which respects the splitting TX = F ⊕ F⊥. The
corresponding Levi-Civita connection ∇¯ restricted to Q completes ∇˚B to a metric
connection.
Like a usual connection one can define a curvature for a partial connection via:
K˚(w1, w2)(ξ) = ∇˚w1∇˚w2ξ − ∇˚w2∇˚w1ξ − ∇˚Jw1,w2Kξ . (3.43)
The most important property of the Bott connection is that this curvature vanishes:
Proposition 20 (Vanishing Curvature). Let F ⊆ TX be an integrable subbundle and
∇˚B the Bott connection on F , then the corresponding curvature K˚B(w1, w2) ≡ 0 van-
ishes for all w1, w2 ∈ Γ(X,F ).
This can be veryfied by a direct computation or by consultation of [Bot72]. This
property led Bott to the following classical result:
Theorem 7 (Bott’s Vanishing Theorem). If F ⊆ TX is isomorphic to an integrable
subbundle, then Pontj(TX/F ) = 0 for all j > 2 dim(TX/F ).
Here Pontj(TX/F ) denotes the jth Pontryagin class of TX/F . This is the jth term
in the Taylor expansion of
[
det
(
I+ t i
2pi
Ω
)]
in t at t = 1, where Ω is the curvature
2-form of a full connection on TX/F ; however Pontj(TX/F ) does not depend on the
choice of connection but only depends on TX/F . It is an element of the (4j)th de
Rahm cohomology group H4j(X). The full proof of Theorem 7 can also be found
in [Bot72]. The crucial step in the proof is to make use of Proposition 20. The context
of this theorem is also discussed in [Bot70]. It establishes a topological obstruction to
the integrability of F . So in some sense it is a global version of the local Frobenius
theorem 2.
We now turn to the lumping connection, which is a partial connection in the direction
kerDpi ⊆ TX:
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Definition 7 (Lumping Connection). The lumping connection is a partial connection
∇˚L : Γ(X, kerDpi)×Γ(X, pi−1TY )→ Γ(X, pi−1TY ) on the pullback bundle and defined
as
∇˚Lwv˜ := DpiJw, vK, (3.44)
where w ∈ Γ(X, kerDpi), v ∈ X(X) and v˜ = Dpiv ∈ Γ(X, pi−1TY ).
As for the Bott connection, this connection is also well defined. We recall that
(DpiJw, vK)a = w[(Dpi v)a]− v[(Dpi w)a] ,
from Lemma 5, so the second term vanishes for w ∈ Γ(X, kerDpi). the first term is
linear in w and a derivation of Dpi v. In fact the lumping connection is linked to the
Bott connection via the isomorphism ϕ : pi−1TY → TX/ kerDpi, which was established
in Proposition 13.
Proposition 21. The lumping connection (3.44) is related to the Bott connection
(3.42) through the commutative diagram
pi−1TY TX/ kerDpi
TX/ kerDpipi−1TY
ϕ
ϕ
∇˚B∇˚L
where TX/ kerDpi = Q in (3.42).
Proof. By (3.15),
ϕ∇˚Lwv˜ = ϕ ◦ ϕ−1 ◦ ρ
[
w, ρ−1(ϕ(v˜))
]
= ∇˚Bwϕ(v˜).
Therefore, ϕ∇˚Lwv˜ = ∇˚Bwϕ(v˜) for any w ∈ Γ(X, kerDpi).
Proposition 22. Let ∇¯TY be a torsion-free connection on TY . Then pi∗∇¯ completes
the partial connection (3.44).
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Proof. Let w ∈ Γ(X, kerDpi). By (3.31) we have
pi∗∇¯wDpiv = Dpi
[
w, v
]
= ∇˚LwDpiv, (3.45)
and therefore pi∗∇¯|kerDpi = ∇˚L.
From equation (3.45) in the previous proof it is obvious that the lumping connection
makes lumpable vector fields vanish:
Proposition 23. If v is lumpable by pi, then ∇˚LDpi v = 0
Proof. From Proposition (14) we know that Dpiw = 0 implies DpiJw, vK = 0 if v is
lumpable by pi. By (3.45) this means that for lumpable vector fields ∇˚LwDpi v = 0.
3.6 Turning Necessities into Sufficiencies
In the previous two sections we have found various necessary conditions for exact
lumpability. These are stated in Propositions 14,15,18,19 and 23. We will now show
that they are sufficient. To this end we will first prove sufficiency for Proposition 14:
Theorem 8. If Γ(X, kerDpi) is invariant under Lv then v is exactly lumpable by pi.
Proof. By Proposition 8 exact lumpability is equivalent to the existence of a smooth
vector field v˜ that satisfies Dpi v = v˜ ◦ pi. We first demonstrate that the invariance
condition allows the construction of v˜ and then we show that it must be smooth.
If Dpi v(x) is constant along the set pi−1pi(x), then we can just define v˜y := Dpi v(x) for
all x ∈ pi−1(y). So we demonstrate that invariance under Lv implies constancy along
the fibers. Let w ∈ Γ(X, kerDpi) be a vector field tangent to the fibers. We need to
prove that pi∗∇¯pi−1TYw Dpi v vanishes, i.e. that Dpi v doesn’t change along the fiber at
any point. But by (3.31) we have:
pi∗∇¯pi−1TYw Dpi v =DpiJw, vK = 0 (3.46)
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and by the assumption of the invariance of kerDpi under Lv.
Finally we need to show that v˜y is smooth in y. This can be done via smooth locally
defined curves. If v˜◦γ˜y is smooth for any locally defined smooth curve then v˜ is smooth.
The curve γ˜y in Y can however be lifted, at least locally, to a smooth curve in X. Take
for instance a smooth local section s : Y → X with pi ◦ s = idY , then s ◦ γ˜y is such a
lifted curve because idY ◦γ˜y = pi ◦ s ◦ γ˜y. But v˜ ◦ pi = Dpiv by construction and so the
left hand side of v˜ ◦ γ˜y = v˜ ◦ pi ◦ γx = Dpiv ◦ γx is smooth because the right hand side
is a composition of smooth maps.
The other sufficient conditions now follow in a cascade. The reverse implication for
Propositions 15,19 and 23:
Proposition 24. If kerDpi is invariant under the flow Φ then v is exactly lumpable
by pi.
Proof. This follows immediately from the above Theorem 8 and Corollary 4.
Proposition 25. kerDpi ⊆ kerL∇¯v Dpi implies that v is exactly lumpable by pi.
Proof. By the assumption of the Proposition Dpiw = 0 implies
(L∇¯v Dpi) w = 0 and by
(3.37) this means that Dpiw = 0 implies DpiLvw = 0. Exact lumpability follows then
from Theorem 8.
Proposition 26. ∇˚LDpi v ≡ 0 implies that v is exactly lumpable by pi.
Proof. ∇˚LDpi v ≡ 0 means that for any w with Dpiw = 0 the lumping connection
∇˚LwDpi v = 0 vanishes. By (3.45) this means that for any such w also DpiJw, vK = 0
vanishes. Then exact lumpability follows again from Theorem 8.
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3.7 Distributions Instead of Maps
The joint statement of Propositions 15 and 24 simply say that a map is exactly lumpable
for a given vector field if the vertical distribution of that map is invariant under the
corresponding flow. Since we know that the vertical distribution of a surjective smooth
submersion pi is a smooth, regular, completely integrable distribution by Proposition 12,
one may try to replace the specification of the map alltogether by just the specification
of a distribution. If it is sufficient to provide a distribution rather than a map, this
would be a huge benefit because the map also requires the specification of a target
space.
The idea is to retrieve a target space and a surjective submersion just from the distri-
bution. To this end we recall from Theorem 3 that a regular and completely integrable
smooth distribution D gives rise to a foliation. We will denote this induced foliation by
FD. Like any other foliation, FD also partitions X into a disjoint union of leaves. In a
natural way this leads to an equivalence relation by identifying points on the same leaf.
The space X/FD is the corresponding quotient space, not necessarily a manifold, and
ρ : X → X/FD is the quotient map, not necessarily a submersion but by construction
surjective.
Proposition 27. Let D be a smooth distribution and v a smooth vector field with flow
Φ. If the following items are satisfied:
1. D is regular.
2. D is invariant under the flow in the sense of (3.11).
3. D is completely integrable in the sense of Definition 4.
4. The quotient space X/FD can be endowed with a manifold structure such that the
quotient map ρ is a submersion.
Then ρ is an exact lumping for v.
Proof. By the condition in item 4 the tripple (X,X/FD, ρ) becomes a fibered manifold,
whose fibers are the leaves of FD so that the vertical distribution kerDρ coincides with
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D by construction. Together with the condition in item ??, that D is invariant under
the flow of v, we invoke Proposition 24 to conclude that v is exactly lumpable by ρ.
This proposition demonstrates the equivalence of the two formulations. Indeed the
reverse direction is a consequence of Propositions 12 and 15: Given an exact lumping
pi for a vector field v, then the distribution D = kerDpi is smooth, regular and invariant
under the flow of v and by definition pi is a submersion. If we denote the isomorphism
between the base space Y and the quotient space X/pi of the fibers by f : Y → X/pi,
then ρ = f ◦ pi.
Looking for an exact lumping amounts to the task of finding a smooth distribution
that satisfies all the conditions of Proposition 27. A convenient way to do that is to
change the picture once more to the dual language of differential forms, in which a
smooth regular distribution of codimension q is locally completely determined by a
set of linearly independent local smooth one-forms σ1, . . . , σq that annihilate D in the
sense of 〈σa, w〉 = 0 ∀w ∈ D. This means that D is determined by the smooth and
regular codistribution D⊥, the annihilator of D. The local conditions in Proposition
27 (items 1, ?? and 3) can be formulated in terms of the annihilator:
Proposition 28.
1. If D is smooth and regular then so is D⊥ and vice versa.
2. A smooth and regular D is invariant under the flow Φ if and only if D⊥ is
invariant under Φ. Locally this can be expressed by the infinitesimal requirement
that Lvσa ∈ D⊥ for all σa that span D⊥.
3. A smooth and regular D is integrable if and only if there exist local one-forms
{αab}qa,b=1 such that
dσa =
q∑
b=1
αab ∧ σb (3.47)
for all σa that span D⊥.
Proof.
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1. See Proposition 10
2. This follows by duality. Let σ a local section in D⊥ and w a local section in D,
then 0 = 〈σ,w〉. Applying the Lie derivative yields
0 = Lv〈σ,w〉 = 〈Lvσ,w〉+ 〈σ,Lvw〉 . (3.48)
So ifD is invariant under Φ, then its sections are invariant under the Lie derivative
Lv and therefore, by equation (3.48), sections of D⊥ are invariant under Lv; and
similarly for the reverse direction.
3. This is a formulation of Frobenius’ theorem in terms of local one forms. A proof
is found in [Lee12].
The only condition that cannot be encoded locally is item 4 in Proposition 27. It is
a global condition and depends on how the plaques of the integrable distribution are
fitted together.
3.8 Exact Lumpability and Observability
In this section we relate the lumpability concept to the notion of observability from
control theory and arrive at two further exact lumping conditions. In fact these two
notions are in some sense opposite and mutually exclusive, spanning a whole spectrum
of intermediate cases: Systems that are observable are not exactly lumpable in a strong
sense and vice versa. This will be explained in the next Subsection 3.8.1. There we will
also introduce the notion of observability in the context of control theory. In Subsection
3.8.2 we arrive at necessary and sufficient lumping conditions from this correspondence.
These make use of the theory developed in this chapter and are novel.
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3.8.1 Control Theory and Observability
In control theory the objects that are studied are systems that can be observed and
controlled. Often these systems are described via state variables x living in Rn, whose
dynamics is modelled by a system of ODEs
x˙i = vi(x) +
∑
β
ξiβ(x)uβ (3.49)
with an additional set of control or input functions (uβ)β that are coupled linearly into
the system via ξiβ. The observables are typically a set of R-valued functions pia : Rn → R
that probe some aspect of the system.
ya = pia(x) ∀a ∈ {1, . . . ,m} (3.49)
The number of observables m is much smaller than the dimension of the system n. A
diagramatic representation of control systems is shown in Figure 3.3.
SystemInput Outputu pi
Figure 3.3: Schematic of a Control System
An important question regarding a control system is whether the state of the system
can be reconstructed from the output. The central notion related to this question is
(Definition from [TSH12]):
Definition 8 (Observability). A control system is called observable if any two distinct
states are not indistinguishable. Two states x(1) and x(2) are indistinguishable if for
any finite time t and any input u the evolved states Φt(x(1)) = Φt(x(2)) are equal.
Kalman [Kal63] studied necessary and sufficient conditions for control systems to be
observable, but first considered linear control systems with v(x) = Ax, ξ(x)u = Bu and
pi(x) = Cx, where A,B and C are matrices of appropriate dimensions. He introduced
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the observability matrix for linear (L) control systems:
OL =

C
C A
C A2
...
C An−1

(3.50)
in [Kal63], or rather its dual version, the controllability matrix, leaving the construction
of the observability matrix as an exercise to the reader (p. 171 in [Kal63]). By means
of this matrix he showed that:
Proposition 29 (Kalman rank condition). The control system (3.49) with linear v, ξ
and pi (non degenerate) is observable if and only if rankOL = n
In fact if we omit the input function in the control system we just have an uncontrolled
system of ODEs with observables, which is precisely the setting of the lumpability
problem, where the observables are the candidates of lumping maps. Therefore one
can relate these two descriptions whenever there is no reference to the input func-
tion like in Proposition 29. Even though the definition of observable systems makes
reference to the input u, the Kalman condition does not. This connection was first in-
vestigated by Coxson in [Cox84]. She notes that exact lumpability is an extreme case
of nonobservability, where the lumping map is viewed as the observable. She specifies
another necessary and sufficient condition for exact lumpability of linear systems by
stating that the rank of the observability matrix ought to be equal to the rank of the
lumping map itself.
Proposition 30 (Coxson’s Condition). Let v(x) = Ax and pi(x) = Cx be linear, then
(v, pi) is an exact lumping scheme if and only if rankOL = rankpi
In fact she states the proposition for the rank of the matrix
OL2 =
(
C
C A
)
(3.51)
which is equivalent to the abovementioned proposition because the rank won’t decrease
by adding further rows. We call this matrix the 2−Observability matrix. A proof can
be found in [Cox84].
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The theory of control systems has been extended to nonlinear control systems (3.49).
The notion of observability has been adapted [KET73,HK77] and nonlinear versions
of the observability matrix have been obtained. A good overview of the theory of
nonlinear control systems from a geometric point of view is outlined in [Isi95]. We will
briefly summarise the most relevant parts for our exposition.
In [Isi95] (p. 69) Isidori discusses how to obtain a decomposition of the space into
leaves which are indistinguishable, so that any two points on the same leaf produce
the same outputs for any choice of control. The object sought after is a distribution
that needs to be involutive, hence completely integrable by Theorem 2, it needs to be
contained in the kernel of dpia for all observables (pia)ma=1 but on the other hand it must
be invariant under the flows of the vector field v and the control fields (ξβ)β. There may
be many such distributions, amongst which the zero distribution is the smallest, but
one is interested in the maximal distribution, so that indistinguishable points don’t end
up in different leaves. Maximal means here that there is no other such distribution that
properly contains it. The maximal distribution Dmax may be constructed iteratively by
producing a nested sequence of codistributions starting with Ω0 = span(dpi1, . . . , dpim)
and iterating Ωk+1 = Ωk
⋂LvΩk⋂β LξβΩk. Therefore Ωk+1 ⊆ Ωk and there will be a
minimal codistribution Ωmin on the grounds of a dimensionality argument. By means
of an additional lemma one can show that Ω⊥min = Dmax.
In the absense of control fields, i.e. ξ = 0, this distribution becomes:
Dmax = kerON = ker

(dpia)ma=1
(Lvdpia)ma=1
...
(Ln−1v dpia)ma=1
 with (ca)ma=1 =

c1
...
cm

where we have implicitely defined ON , which is some sort of nonlinear observability
matrix. We replaced the L with an N to distinguish this object from the linear version
OL. If ON has rank n then the system is observable. If on the other hand ker(dpia)ma=1
is already invariant under v then O will have rank m or more precisely the rank of
(dpia)ma=1, because (Lkvdpia)ma=1 will just be linear combinations of (dpia)ma=1 for all k.
Then the system is maximally not observable. The nonlinear analogue of Coxson’s
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Observability matrix (3.51) would then be
ON2 =
(
(dpia)ma=1
(Lvdpia)ma=1
)
. (3.52)
3.8.2 Observability and Lumping Conditions
With the theory developed in this chapter we are in the position to
i) write down the Observability matrix for control systems on manifolds
ii) give a version of Coxson’s Condition for manifolds
Regarding the issue i), we can make use of the derivative of the differential L∇¯v Dpi,
which was introduced in Definition 5 and studied in Subsections 3.5.3 and 3.5.4. With
this derivative we can introduce the 2-Observability map:
O2 :=
(
Dpi
L∇¯v Dpi
)
: TX → pi∗TY ⊕ pi∗TY , (3.53)
as the mapping
s 7→ (Dpi ⊕ L∇¯v Dpi)(s⊕ s)
This is indeed a good extension of (3.52) to smooth manifolds, since it satisfies a
generalisation of Coxson’s Theorem:
Proposition 31. The system (3.6) is exactly lumpable by pi iff rankO2 = rankDpi .
Proof. We consider the situation locally. Let ψ˜ : V ⊆ Y → Rm be local coordinates
on a patch V ⊆ Y , indexed by a, b and ψ : U ∩ pi−1V → Rn coordinates on a pullback
patch indexed by i. The rank of O2 is equal to the rank of Dpi if and only if
(L∇¯v Dpi)ai =
∑
b
φab(Dpi)
b
i (3.54)
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with smooth coefficient functions φab. Now w ∈ kerDpi implies w ∈ kerL∇¯v Dpi, which
implies exact lumpability by Proposition 25. On the other hand, considering the local
coordinate form (3.39) of L∇¯v Dpi and demanding the system to be exactly lumpable,
(L∇¯v Dpi)ai =
∂
∂xi
(v˜a ◦ pi) + Γ¯abc(v˜c ◦ pi)
∂pib
∂xi
=
∑
b
(
∂v˜a
∂yb
+ Γ¯abcv˜
c
)
◦ pi (Dpi)bi ,
which is of the form (3.54) and thus implies that rankO2 = rankDpi.
We have seen that O2 satisfies Coxon’s condition if and only if pi is a lumping map for
v. This ticks off item ii) from the list of desirables, but from this proposition one can
infer another condition in terms of the wedge product.
Proposition 32. The system (3.6) is exactly lumpable iff locally:
m∧
b=1
(Dpi)b ∧ d (Dpiv)a = 0 ∀ a ∈ {1, . . . ,m}.
Proof. Proposition 31 states that the local condition (3.54) is necessary and sufficient
for exact lumpability. So, the vectors (Dpi)a and (L∇¯v Dpi)b are linearly dependent.
However, from (3.39) it is seen that the second summand of (L∇¯v Dpi)b is already linearly
dependent on (Dpi)a , with the proportionality constant given by the Christoffel symbol.
Hence, only the first summand d (Dpiv)a has to be checked for linear dependence.
3.9 Summary and Extensions
We have introduced and characterised a particular notion of exact lumpability in this
chapter. The subject of this section will be to summarise the results and draw possible
directions along which this notion may be extended.
3.9.1 Summary of Characterisation
In summary and in comparison to the characterisation of exact linear lumpings on
Euclidean space (c.f. Theorem 1) we collect the findings of this chapter in the following
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theorem:
Theorem 9 (Characterisation of Exact Lumpability). A vector field v is exactly
lumpable by a submersion pi in the sense of Definition 2 if and only if:
1. there exists a smooth vector field v˜ ∈ X(Y ) such that Dpiv = v˜ ◦ pi.
2. there exists a vector field v˜ ∈ X(Y ) such that its flow Φ˜ satisfies Φ˜t ◦ pi = pi ◦ Φt
for all t in the mutual time domain, for which T˜pi(x) = Tx holds for all x ∈ X.
3. Γ(X, kerDpi) is invariant under Lv.
4. kerDpi is invariant under the flow of v.
5. kerDpi ⊆ kerL∇¯v Dpi for ∇¯ as in Proposition 16.
6. ∇˚LDpi v ≡ 0, where ∇˚L is the lumping connection as in Definition 7.
7. The rank of the observability matrix O2 =
(
Dpi
L∇¯v Dpi
)
, defined in equation (3.53),
equals the rank of Dpi.
8. Locally
∧m
b=1(Dpi)
b ∧ d (Dpiv)a = 0 ∀ a.
Item 6 means that the map w 7→ ∇˚Lw (Dpi v) is the zero map on the entire domain, i.e.
for all w ∈ kerDpi.
3.9.2 Exact Lumpability and its Vicinity
We describe how exact lumpability is embedded in the theory of distributions and which
concepts exist in its close vicinity. In Proposition 27 we listed all the conditions on
distributions that are necessary and sufficient to yield an exact lumping. One requires
them to be a smooth, regular, completely integrable distributions that are invariant
under the flow of the vector field in question. Furthermore their quotient spaces, i.e.
the leaf space of the foliation induced by the completely integrable distribution, should
admit the structure of a smooth manifold.
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In Figure 3.4 we have integrated all this information into a graphical representation.
In the Venn-like diagram2 we represented the spaces of distributions enjoying certain
attributes as intersecting color-coded sets. The blue ones correspond to attributes
that are local and inherent to the distribution itself (i.e. regular distribution, smooth
distribution, distribution with smooth annihilator, completely integrable distribution).
The orange coloured set represents those distributions that are invariant with respect
to a given vector field, which is still a local but not an inherent property. The green sets
represent global properties of the quotient space and must therefore be contained within
the class of completely integrable distributions for which this quotient is defined. They
indicate those spaces whose quotient space is Hausdorff, those which admit a Whitney
stratification and those which admit the structure of a smooth manifold. The red set
encloses those distributions that correspond to exact lumpings.
There are some relations between these sets and we would like to explore them. First
we look at the relation between a distribution D and its annihilator D⊥. A simple
observation reveals that D is regular if and only if D⊥ is regular, which follows from
the rank nullity theorem in (3.10). We also recall that a distribution is smooth and
regular if and only if its annihilator is smooth and regular (item 1 in Proposition 28).
However if a distribution is smooth and singular, can its annihilator still be smooth?
The answer is no, as the following Proposition shows after logical contraposition:
Proposition 33. If D and D⊥ are smooth, then they are both regular.
Proof. A smooth (co-) distribution is regular on an dense open subset (c.f. [Isi95,
Vai12]). So dimD ≤ k for some k and dimD = k on a dense open subset U . Otherwise
dimD < k whenever the spanning vector fields are linearly dependent. Since D⊥ is the
annihilator, we always have dimD + dimD⊥ = n, even though the dimensions within
the sum may vary. However this implies that dimD⊥ = n − k on U . By assumption
D⊥ is smooth, so it is of constant rank on a dense open subset V . Since U is also dense
and open it follows that ∅ 6= U ∩ V ⊆ V , so n − k = dimD⊥ on U ∩ V and hence on
V (and also on U ∪ V ). Therefore dimD⊥ ≤ n− k and we conclude by
k ≤ n− dimD⊥ = dimD ≤ k , (3.55)
which implies dimD = k = n− dimD⊥ for some k.
2Technically it is not a Venn diagramm, because certain intersections do not occur.
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Smooth Distribution
Completely Integrable
Quotient is Hausdorff
Admits Whitney Stratification
Invariant under the Flow
Admits Manifold Structure
Exact LumpabilityRegular
Figure 3.4: The notion of exact lumpability in relation to some spaces of distributions
with certain properties. Blue sets represent properties that are local and inherent to the
distribution, green sets represent global properties of the quotient space associated to
the completely integrable distribution. The orange set contains all those distributions
that are invariant under the flow of a given vector field. The red set constitutes the
space of distributions that are associated to exact lumpings.
The logical contraposition of Proposition 33 says that if either D or D⊥ is irregular
(and hence both by (3.10)), then either D or D⊥ are not smooth. If D is smooth
then D⊥ cannot be smooth and if D⊥ is smooth then D cannot be. This answers the
question: An annihilator cannot be smooth if the distribution is smooth and singular.
We turn to complete integrability. Theorem 3 says that a smooth and regular distribu-
tion is completely integrable if and only if there is a foliation whose leaves are integral
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manifolds of D. This theorem has an extension to singular distributions and singular
foliations. If one partitions the space into immersed submanifolds, not necessarily of
the same dimension, then their tangent spaces are distributions that may neither be
regular nor smooth. Similarly, if a distribution is not regular or not smooth it may
still be involutive and coincide with the tangent space of immersed submanifolds: A
result by Sussmann [Sus73], which was independently and slightly later achieved by
Stefan [Ste74], says that a smooth not necessarily regular distribution is completely
integrable (in the sense of Definition 4) and thus gives rise to a generalised possibly
singular foliation if and only if it is invariant under the family of local diffeomorphisms
it generates. Even the smoothness condition is not necessary to produce completely
integrable distributions, as is noted in a simple example in [Vai12], originally due to
Dazord [Daz85].
It turns out that the three properties of smoothness (S), regularity (R) and complete
integrability (C) are independent to the extent that each combination is possible.
Invariance with respect to a vector field is of course also possible in each case; there
are no principle obstructions of the form that only trivial vector fields can leave any
of these cases invariant. We give examples of each combination with the abbreviations
S,R,C and complements c :
1. (S ∩R ∩ C) Any regular foliation gives rise to such a distribution. The constant
vector field on the torus v(x, y) = a ∂
∂x
+ b ∂
∂y
spans a smooth regular completely
integrable distribution. However if a/b is irrational, then the quotient is not
Hausdorff.
2. (S ∩R ∩ Cc) An almost complex structure is a smooth and regular distribution
that may or may not integrate to a full complex structure. If the Nijenhuis tensor
does not vanish then it is not completely integrable. Another example, related to
complex structures, is provided by contact structures α, which are smooth and
regular one-forms that do not satisfy the Frobenius condition anywhere. So kerα
is not integrable.
3. (S ∩Rc ∩ C) This is the case discussed above. The first integral of the harmonic
oscillator is its energy E = 1
2
(p2 + x2) The level sets are the leaves of a singular
foliation, made up of circles centered at the origin and the origin itself. The
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distribution spanned by the smooth vector field v(x, y) = −y ∂
∂x
+ x ∂
∂y
is not
regular but is completely integrable, where the integral manifolds are the level
sets. Another example are all those distributions spanned by a single smooth
vector field with zeros. They are singular and the orbits are either points or
integral curves.
4. (Sc ∩Rc ∩ C) Take two covector fields ω1 = dy and ω2 = xdy. They span
a smooth singular codistribution so by Proposition 33 it is the annihilator of
a nonsmooth and singular distribution. Its integral manifolds are the x-axis
and isolated points everywhere apart from the x-axis. This is the example of
Dazord [Daz85], which we phrased in terms of codistributions. Interestingly the
quotient is still Hausdorff.
5. (Sc ∩R ∩ C) Let the distribution be spanned by the field v(x, y) = ∂
∂x
if y = 0
and v(x, y) = y ∂
∂y
if y 6= 0. It is a regular nonsmooth distribution whose integral
manifolds are the x-axis and the semi-infinite open rays {(x,±t) : t ∈ R>0}x∈R.
6. (Sc ∩R ∩ Cc) Let f, g be non-Lipschitz and never vanishing functions, then
v = f ∂
∂x
+g ∂
∂y
is nonsmooth and regular of dimension 1, but need not be integrable
since the Picard-Lindelöf theorem does not guarantee the existence of integral
curves anymore.
7. (S ∩Rc ∩ Cc) The distribution spanned by v = x2 ∂∂x1 and w = ∂∂x1 + x1 ∂∂x3 on
R3 is smooth, but has a singular plane at x1 = 0. It is not involutive and thus
not completely integrable.
8. (Sc ∩Rc ∩ Cc) Most distributions are like this. Let f be a non-Lipschitz but
sometimes vanishing function. The R vector field v = f ∂
∂x
is nonsmooth and
not regular, because of the zeros, and not integrable either because it is not even
Lipschitz.
Distributions that are completely integrable have a natural equivalence relation. The
corresponding quotient space with the quotient topology may inherit some properties
from the original space, such as being Hausdorff or having a smooth structure or even
being locally Euclidean. The foliations of the torus with irrational slope (item 1)
are examples with non-Hausdorff quotients. The (singular) symplectic foliation of the
3.9. SUMMARY AND EXTENSIONS 67
harmonic oscillator (item 3) has the quotient space R≥0 and inherits the Hausdorffness.
In fact it can be given the structure of a manifold with boundary. This is a special case
of a stratified space. A nice class of stratified spaces are those that satisfy Whitney’s
conditions A and B. They admit a smooth structure [Pfl01b]. The quotient of a smooth
and proper Lie group action is an example of a Whitney stratified space [Pfl01b], where
the corresponding completely integrable distribution is given by the action of the Lie
algebra. Of course a space can be Hausdorff without satisfying the Whitney condition,
as we suspect is the case for item 4. The nicest situation, which is also the one addressed
in this thesis, regards quotients which are not only Hausdorff with a unique smooth
structure but also locally Euclidean, i.e. smooth manifolds.
3.9.3 Extensions of Exact Lumpability
After having illuminated the vicinity of exact lumpability in the previous subsection,
we can now ask in which directions one may extend the concept in a meaningful way.
We propose some options.
A viable direction would be to give up the constant rank condition of the lumping map
pi, i.e. submersiveness, which corresponds to the vertical distribution ceasing to be
regular. The vertical distribution consists of all those vectors that run parallel to the
leaves of the (singular) foliation, i.e. the kernel of the quotient map. Dropping nonsin-
gularity means that the quotient space cannot be a manifold anymore. Instead it may
be a manifold with boundary or with corners or, more general still, a stratified space.
We suggest that a useful extension would be to allow for spaces that admit Whitney-
stratifications. These are decompositions of a locally compact Hausdorff space into
smooth manifolds, called strata, that satisfy a frontier condition and Whitney’s condi-
tion (A) about the compatibility of the tangent spaces of adjacent strata [GWP76]. It
can be shown that these spaces still admit a smooth structure [Pfl01a].
Another direction would be to give up smoothness. There are two notions of smoothness
here, which are independent. Dropping smoothness of the distribution just means that
it is not generated by smooth vector fields anymore, but this just leads to a larger
class of admissible lumpings. It is however not clear whether quotients have the chance
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to be manifolds or being Hausdorff. This could be a subject of investigation. The
other smoothness that can be dropped is the infinte differentiability structure of the
spaces, the vector fields, the lumping maps and anything involved. The higest degree
of differentiability that was needed stems from the term ∇¯pi−1TYDpiv, where pi needs to
be at least C2. So one may choose to work on C2-manifolds with vector fields of class
C1 and lumping maps of class C2.
Chapter 4
Aspects of Exact Lumpability
This chapter is split up into three sections, each of which deals with a certain aspect
of exact lumpability. In Section 4.1 we investigate the relationship between Lie group
symmetries and first integrals on the one hand and exact lumpability on the other
hand. We first see that exact lumpability is a generalisation of first integrals and that
this prompts the question for symmetries giving rise to them. We demonstrate that
for a class of maps exact lumpability is equivalent to the existence of a Lie group with
an action satisfying certain conditions. The orbit of a flow is a particular case of a Lie
group action and we show how the results carry over to orbit lumpings. We discuss
two examples: Exact lumpability of quaternion rotations by the Hopf map and exact
lumpability of the geodesic flow by the quotient map to the orbit space. In Section
4.2 we briefly exhibit the dynamical properties of exact lumpings, thus extending the
results that exist for the Euclidean space: Exact lumpings preserve invariant sets,
periodic solutions and blowup solutions. A class of exact lumpings that come for
free are those that are generated by hypersurfaces embedded transverse to the flow.
We approach these types of exact lumpings in Section 4.3. After setting up some
preliminary jargon and definition we show how transversely embedded submanifolds
can generate exact lumpings, even for higher codimensions. We conclude by stating,
and proving, the local existence of exact lumpings.
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4.1 Symmetry and First Integrals
What do symmetries, first integrals and dimensional reduction via exact lumpability
have to do with each other? We give two perspectives that motivate this section.
Reduction means dividing out equivalence relations. More often than not these come
from symmetry groups. For instance if there are observables or a notion of distin-
guishability then one may identify states of the system if they are indistinguishable,
but this is often an indication of a symmetry in the literal sense of the word (syn -
"alike", meter - "measure"). However other instances of symmetry groups are just
as common. There is a good reason to suspect that many exact lumpings, which are
reductions after all, arise in this way.
Another motivation stems from first integrals, also known as conserved quantities.
These are special cases of exact lumpings, which we will make more precise in this
section. They are also notoriously hard to find. For a class of dynamics, namely
Lagrangian dynamics, we are however given a convenient presciption by Noether’s
theorem: Every continuous symmetry that leaves the integral over the Lagrangian
invariant gives rise to a first integral. Being a special case of an exact lumping this
begs the question whether there is a certain class of dynamics where exact lumpings
pop out from continuous symmetries.
In this section we cursorily discuss first integrals and in which ways they are special
cases of exact lumpings. We consider the geodesic flow as an example of a system with
a first integral. This dynamical system is also introduced to serve as an example later
on in this section.
Thereafter we turn to the relation between exact lumpings and group actions, aluded
to in the previous paragraphs. We ask:
Q4 Lumping ↔ Symmetry?
Do all lumpings arise from Lie group symmetries? If not so, then which ones do?
A short answer to the first question is of course that not all lumpings arise from
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these symmetries. We would like to investigate this aspect, restricting ourselves to the
actions of Lie groups. For that purpose we first introduce the notion of a Lie group
action on a manifold and the quotient manifold theorem, which regards the quotient
space of proper and free Lie group actions. Then we show that symmetries satisfying
the conditions of that theorem give rise to lumpings if the action of the Lie algebra is
invariant under the Lie derivative of v, which one may call a compatibility condition.
We relax the freeness condition slightly to arrive at a more general statement. We also
investigate the other direction, namely when exact lumpings may lead to Lie group
symmetries. We close the section with two examples of exact lumpings induced by Lie
group actions: the quaternion rotations on S3 with respect to the Hopf map and the
geodesic flow on the unit tangent bundle US2 with respect to the quotient map of the
flow-orbits.
Apart from the well-known quotient manifold theorem, all the results and proofs are
original. The statement that Lie group actions give rise to exact lumping if they
satisfy the condition of the mentioned theorem and are compatible with the dynamics
is published in [HA16] without the relaxation. The examples of the Hopf map and the
geodesic flow are also published there.
4.1.1 First Integrals and Exact Lumpability
First integrals play an important role in Lagrangian and Hamiltonian mechanics, but
also in reaction kinetics and ecological modeling. They are sometimes called conserved
quantities or conservation laws. In Lagrangian mechanics one obtains a dynamical
description as a result of a variational optimisation with respect to a functional called
the action. Its integrand is called the Lagrangian1. Noether’s first theorem relates the
symmetries of the Lagrangian to conservation laws of the dynamics. In Hamiltonian
mechanics the dynamics is completely determined by the Hamiltonian function and a
Poisson structure given by the Poisson bracket. Every function that commutes with
the Hamiltonian in the Poisson bracket is a conserved quantity. In other cases, it is
more difficult, if not impossible, to find all or a set of first integrals and there is a large
1 The Lagrangian is just the integrand of the time integration, but it is often itself a space integral
over the so called Lagrangian density.
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amount of literature devoted to this task.
A first integral for a vector field v is a smooth function F : X → R, not necessarily
surjective, such that:
LvF = v[F ] = 〈dF, v〉 = 0 , (4.1)
It is straightforward to see that F is an exact lumping for v:
Proposition 34. If F is a first integral for v and F has rank 1, then v is exactly
lumpable by F such that the induced dynamics on the image of F is trivial, i.e. v˜ = 0.
Proof. From (4.1) it follows that DFv = 0, so there exists a vector field v˜, namely
v˜ = 0, such that DFv = v˜◦F . By Proposition 7 and since F is a surjective submersion
onto its image, it follows that (v, F ) is an exact lumping scheme.
One can also phrase this on the level of distributions. The vertical distribution kerDF
contains the vector field v, which runs tangent to the level sets of F . More generally
we compare first integrals and exact lumpings on the level of integrable distributions
and their quotients. Proposition 27 states the conditions that a regular distribution
has to meet with respect to a vector field v so as to produce an exact lumping scheme.
Analogously, we phrase conditions for first integrals in that way and see the similarity
to exact lumpability and in which sense it is a special case.
Proposition 35. A regular distribution D gives rise to a first integral if the following
conditions are satisfied:
1. dimD = dimX − 1.
2. The vector field is a section of D, i.e. v ∈ Γ(X,D).
3. D is completely integrable in the sense of Definition 4.
4. The quotient space X/FD has the structure of a manifold such that the quotient
map ρ is a submersion.
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Proof. By item 4 the tripple (X,X/FD, ρ) is a fibered manifold, where kerDρ = D,
and the base is either a circle or R, because of item 1. Then by item 2 we know that
v ∈ Γ(X, kerDρ), so that the first integral condition Dρv = 0 obtains.
The conditions in Proposition 35 imply those for exact lumpings as described in Propo-
sition 28. Item 1 of the above proposition says that D is regular and of codimension
one. So it is a special case of the first item in Proposition 28, which only demands it
to be regular. Likewise for the second item: It says that v ∈ Γ(X,D) and thus implies
the invariance of D under the flow (item ?? of Proposition 35). To see this we first
note by Frobenius theorem 4 and complete integrability (item 3) that D is involutive.
This means that for any w ∈ Γ(X,D) we also have Lvw ∈ Γ(X,D), which in turn
implies invariance under the flow by Proposition 11. Items 3 and 4 are identical in
both Propositions.
In order to illustrate Proposition 34, we consider as an example the geodesic flow on
the 2-sphere, which is generated by a vector field on the tangent bundle TS2. We
embed ι : TS2 ↪→ R6 by s 7→ (x, u) ∈ R3 ×R3, together with the requirement that the
Euclidean dot products for x and u satisfy x · x = 1 and x · u = 0. Then,
d
dt
xi = ui
d
dt
ui = −(u · u)xi
(4.2)
generates the geodesic flow [MHO09]. There is a stationary submanifold Ω = {(x, u) ∈
ι(TS2) : u = 0}.
We will use Proposition 34 to show that the geodesic flow (4.2) on TS2\Ω is exactly
lumpable for F : TS2\Ω → R>0, given by F (x, u) = u · u. This is a first integral of
(4.2), which can be seen by differentiating F with respect to time and using x · u = 0.
The geodesic flow can be viewed as a Hamiltonian flow whose energy is given by 1
2
u ·u.
The rank of F is 1, except on the stationary submanifold Ω, where it equals 0. Hence,
F is submersive on TS2\Ω and satisfies v[F ] = 0 where v generates the flow. By
Proposition 34 the dynamics is exactly lumpable by F .
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4.1.2 Exact Lumpings from Lie Group Symmteries
For the exposition of some preliminaries we adhere to [Mei03]. A Lie group is a finite2
dimensional smooth manifold G together with smooth group operations: multiplication
· ? · : G × G → G and group inverse (·)−1 : G → G. We denote by Lgh = g ? h the
left multiplication and by Rgh = h ? g the right multiplication. The right action of
a Lie group on a smooth manifold X is a group homomorphism A : G → Diff(X)
with g 7→ Ag, where Diff(X) is the diffeomorphism group of X. It is defined by the
requirement that Ae = id and ARgh = Ah ◦ Ag. From now on we only consider right
actions and omit the specification of being “right”. The action of a finite-dimensional
Lie algebra h is a smooth Lie algebra homomorphism a : h→ X(X) with w 7→ aw. The
action of a Lie group G induces an action of the corresponding Lie algebra g via
g 3 w 7→ aw = d
dt
∣∣∣
t=0
Aexp(tw) . (4.3)
For the theory of lumpings five types of group actions are especially relevant. We recall
the four standard ones briefly and then introduce a fifth one with respect to the vector
field v. Given a point x ∈ X, then Gx := {g ∈ G : Ag(x) = x} is the stabiliser group at
x. The action A is free if the stabiliser groups Gx for all points x ∈ X are trivial. The
action is faithful if the kernel of the action is the identity, i.e. kerA = id ∈ Diff(X).
The action is transitive if {Ag(x) : g ∈ G} = X for some (and hence any) x ∈ X. The
action is proper if the the map (x, g) 7→ (x,Ag(x)) is a proper map. Finally we will call
the action v-compatible or compatible with a vector field v if a(g) is invariant under
the Lie derivative of v in the sense that Lva(g) ⊆ a(g). This means that the flow of v
carries orbits into orbits.
The quotient of X under the right action of a Lie group G is denoted by X/G, which
is a topological space with the quotient topology.
Proposition 36 (Quotient Manifold Theorem). Let G be a Lie group acting properly
and freely on X, then X/G has a unique smooth manifold structure such that pi : X →
X/G is a surjective submersion.
A proof can be found in [Lee12]. This theorem can also be rephrased by saying that
pi : X → X/G is a principal G-bundle, which is a fiber bundle together with a G-action
2We are not concerned with infinite-dimensional Lie Groups.
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that preserves the fibers and is free and transitive on them. With this theorem one can
phrase a sufficient condition for exact lumpability:
Proposition 37. If G is a Lie group with a proper, free and v-compatible action on
X, then v is exactly lumpable for the quotient map pi : X → X/G.
Proof. Since G acts properly and freely one can invoke the quotient manifold theorem
36. Thus pi : X → X/G is a smooth surjective submersion onto the quotient spaceX/G.
So this makes pi a potential lumping candidate. It remains to be shown that kerDpi
is Lv-invariant, from which exact lumpability follows by Theorem 8. Since pi sends
the orbits of the group action to a point, it means that the generators of that action
a(g) are sent to zero by Dpi. So a(g) ⊆ kerDpi on the level of distributions. However,
since the action is also transitive on the fibers, we also have that kerDpi ⊆ a(g). By
v-compatibility of the action, a(g) is Lv-invariant and so is kerDpi, which completes
the proof.
Now we discuss how to relax the sufficient condition a little further by recalling that the
action is free if and only if the stabiliser groups are all trivial. One can relax freeness
by demanding instead that the stabiliser groups are all conjugate to each other. Points
on the same orbit have conjugate stabiliser groups. This is an immediate consequence
of the fact that group elements which stabilise x will also stabilise x′ if conjugated by
some g that translates between x and x′. The conjugacy class of an orbit O is called
the orbit type and denoted by (H), where H is an arbitrary representative of Gx for
some x ∈ O and is also somethimes called the isotropy group of that orbit. Therefore it
cannot be the case that points lying on the same orbit belong to different orbit types.
The set of points with the orbit type (H) is denoted by X(H) ⊆ X.
Proposition 38. If G is a Lie group with a proper and v-compatible action on X,
whose orbits are all of the same orbit type, then v is exactly lumpable by the quotient
map pi : X → X/G.
Proof. The quotient X/G can still be endowed with a smooth structure such that pi
is a surjective submersion. This follows from the result that the quotient of X(H) by
G can be given a smooth structure ( [Pfl01b], p. 170) with pi : X(H) → X(H)/G being
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submersive and obviously surjective. But in our case X(H) = X where (H) is the orbit
type of all orbits.
The action of G still preserves the fibers and is transitive on them, so kerDpi = a(g) as
a distribution. Hence, by the assumption of the proposition, kerDpi is invariant under
Lv and thus v is exactly lumpable by pi.
We have seen that Lie group symmetries which are compatible with the vector field v
and act properly with only one orbit type are sufficient to yield exact lumpings pi for v.
The other direction of Proposition 38 is not true, so they are not necessary for exact
lumpings. Given a lumping pi for v, the level sets of pi need not be orbits of a Lie group
action. There is however such a Lie group action if pi : X → Y has more structure.
If pi : X → Y is a principal G-bundle, for instance, then there exists a smooth proper
and free action by the characterisation theorem for G-bundles. If v is lumpable by
pi then the G-orbits are carried into each other by the flow and so the action is also
v-compatible. So given such pi the proper, free and v-compatible action of a Lie group
is necessary and sufficient for exact lumpings. We will now relax the conditions on pi
such that the reverse direction of Proposition 38 also holds:
Proposition 39. If v is exactly lumpable by pi : X → Y , a fiber bundle whose typical
fiber is a homogeneous space with compact isotropy group, then there exists a Lie group
action that is proper, v-compatible and with just one orbit type.
Proof. Denote by F the typical fiber, which by assumption is a homogeneous space3.
Homogeneous spaces are characterised by being isomorphic to some Lie group modulo
an isotropy group [Lee12]. This means that there exists a faithful action of a Lie group
G that is transitive on F . We call this action AF , which makes F into a single orbit.
Since AF is transitive it means that it has an isotropy group which we demand to be
compact by assumption. We call it H. Thus the orbit F has orbit type (H). The action
is also proper, because it is transitive with compact isotropy group [GV96]. We denote
by ϑ : F → G/H the isomorphism, which is a G-equivariant diffeomorphism [Lee12].
Next we extend the local action to a global one. First we specify the action g 7→ AFg ,
3We use the definition of homogeneous G-space that requires G to be a Lie group
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which was introduced in the previous paragraph, via the isomorphism ϑ and the right
multiplication:
AFg := ϑ−1 ◦Rg ◦ ϑ
where Rg[ξ] = [Rgξ] for [ξ] ∈ G/H. The action Rg is transitive on G/H and has a
stabiliser group H by construction and thus AF is indeed transitive on F with isotropy
group H.
Let (Uβ, ϕβ) be a trivialising cover on Y with trivialising maps ϕβ : pi−1(Uβ)→ Uβ×F .
We define the local action AUβg on a point x ∈ pi−1(Uβ) with ϕβ(x) = (y, f) via
AUβg (x) := ϕ−1β
(
y,AFg (f)
)
. (4.4)
We will now prove that this action is independent of Uβ. We denote by tαβ : Uβ∩Uα →
Aut(F ) the transition functions. But the automorphisms of F are precisely those
diffeomorophisms that are also (right)G-equivariant, in other wordsAFg ◦tαβ = tαβ◦AFg ,
since ϑ is also equivariant. Let ϕα(x) = (y, f ′) then
(y, f ′) = ϕα(x) = ϕα ◦ ϕ−1β (y, f) =
(
y, tαβ(f)
)
(4.5)
and therefore f ′ = tαβ(f). A quick computation reveils
ϕα
(
AUβg (x)
)
= ϕα ◦ ϕ−1β
(
y,AFg (f)
)
=
(
y, tαβ ◦ AFg (f)
)
=
(
y,AFg ◦ tαβ(f)
)
=
(
y,AFg (f ′)
)
= ϕα
(AUαg (x)) (4.6)
which expresses the fact that AUαg (x) = AUβg (x) or in other words that the action
is independent of the coordiante charts. Therefore we drop the chart dependence in
the notation and define a vertiable global action A, locally given by AU . Since the
transition maps commute with the actionAg all the properties of the action will remain.
The action is proper, the orbits coincide with the fibers and are all of the same orbit
type, namely (H).
It remains to be shown that A is v-compatible. The tangent spaces of the orbits are
spanned by a(g). Since the orbits are just the fibers it means that the tangent spaces
of the fibers also coincide with those of the orbits, so kerDpi = a(g). Since pi is an
exact lumping for v it follows that kerDpi is invariant under Lv, so a(g) is Lv.
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Thus we have established that for a large class of lumping maps, as detailed in Propo-
sition 39, a proper and v-compatible action with just one orbit type is necessary and
sufficient for exact lumpings. This is summarised in the following proposition:
Proposition 40. Let pi : X → Y be a fiber bundle whose typical fiber is a homogeneous
space with compact isotropy group. Then v is exactly lumpable by pi if and only if there
exists a Lie group with a proper and v-compatible action all of whose orbits have the
same orbit type.
Proof. The "if"-part is shown in Proposition 38 and the "only if"-part is shown in
Proposition 39.
The answer to the motivating question is therefore still no, but with the important
qualification that in a large class of maps it is actually true that lumpings arise from
v-compatible Lie group actions and vice versa. The class of such fiber bundles is
quite large, because homogeneous spaces are pervasive. Many manifolds turn out to
be quotients of Lie groups by closed subgroups so one may ask which ones are not,
as a post on math-overflow 4 does. In 2005 Mostov [Mos05] showed that compact
homogeneous spaces must have nonnegative Euler characteristic, or conversely that
spaces with negative Euler characteristic cannot be homogeneous. This gives a recipe
to cook up compact nonhomogeneous spaces, but of course many other more elementary
examples exist, e.g. manifolds with multiple nondiffeomorphic components.
4.1.3 The Orbit Space of the Flow
An important example of a Lie group action that is always v-compatible is the action
of R under which points on x are carried along their integral curves. Many things can
happen to the solutions of the flow equation. They could be stationary, they could
be periodic, they could blow up in finite time or they could be defined for all of R.
However in each case there exists an R action. Orbits going through stationary points
(for which v(x∗) = 0) are just the point itself, so the stabiliser group would be all of
4http://mathoverflow.net/questions/89345/example-of-a-manifold-which-is-not-a-homogeneous-
space-of-any-lie-group
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R and as a result the overall action wouldn’t be free. Periodic orbits have discrete
stabiliser groups and therefore the R action is not free either. However if all the orbits
are periodic there is a free action of the quotient S1 ∼= R/Z. Finally if the solution
blows up in finite time, then there exists a parameterization that makes the orbit arise
from an R action with trivial stabiliser [Lee12].
From subsection 3.2.2 we recall that Tx ⊆ R denotes the time domain of integral
curves starting at x. We denote by Sx := {t ⊆ R : Φt(x) = x} the subgroup of R
that stabilises the point x; without the group structure these are simply the return
times for a flow starting at x. The equivalence relation O ⊆ X ×X is then defined as
O = {(x,Φt(x)) : t ∈ Tx}. The projection to the orbit space of the flow X/O is a good
candidate for a lumping that arises from a Lie group action so long as the quotient
space is in fact a manifold. The following Proposition states these conditions more
clearly and is effectively a Corollary of Proposition 38:
Proposition 41. If (x, t) 7→ (x,Φt(x)) is proper and {Sx} are all isomorphic then
pi : X → X/O is an exact lumping for v.
Proof. The stabiliser groups coincide with Tx. If they are all isomorphic, then the
orbits are all of the same orbit type. The action is proper because (x, t) 7→ (x,Φt(x))
is proper, by assumption. Finally the action is v-compatible because the generator
of the dynamics and the generator of the group action coincide. So the conditions of
Proposition 38 are met and we conclude that the orbit space X/O is a smooth manifold
and v is exactly lumpable by pi : X → X/O.
4.1.4 Example - Hopf Fibration
In this subsection we discuss an example that illustrates the previous results on exact
lumpings from Lie group symmetries. Let’s consider the 3-sphere. It possesses a
famous fibration over S2, the Hopf fibration, which can be conveniently described in
two ways, as a G-bundle and algebraically via unit quaternions. By exploiting these
two formulations we show that quaternion rotations are exactly lumpable by the Hopf
map due to a proper, free and v-compatible action of U(1) and Proposition 37.
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Algebraically one can describe the Hopf map by means of the quaternionsH = (R4, ?, ∗),
a vector space R4 with a conjugation ∗ : H → H and a product · ? · : H × H → H,
called the Hamilton product. For a = (a0, a1, a2, a3) and b = (b0, b1, b2, b3) in H these
are defined as:
(a∗)0 = a0
(a∗)i = −ai
(4.7)
(a ? b)0 = a0b0 − ajbj
(a ? b)i = a0bi + aib0 + ijkajbk,
(4.8)
with summation of repeated indices. Here i, j, k run over {1, 2, 3} and ijk is the totally
antisymmetric Levi-Cevita symbol. The quaternion algebra is generated by four vectors
I = (1, 0, 0, 0), I = (0, 1, 0, 0), J = (0, 0, 1, 0) and K = (0, 0, 0, 1), which satisfy the
relation I ? I = J ? J = K ? K = I ? J ? K = −I. In principle these relations already
define the abstract algebra for which (R4, ?, ∗) is a representation.
One can use the identification of the unit quaternions UH = {x ∈ H : ||x||2 = 1} with
the 3-sphere to establish a relation to the Lie group SO(3). Namely by the action of
UH on the imaginary (or pure) quaternions IH = {a ∈ H : a0 = 0} ∼= R3. For u ∈ IH
one defines
Rx(u) = x ? u ? x
∗ ∈ IH.
A computation reveals that ||Rx(u)||2 = ||u||2 so that Rx ∈ SO(3). The map x 7→ Rx
is smooth, nondegenerate and surjective. In fact it can be shown to be the double
cover of SO(3) [GV76]. Therefore one can define a collection of submersions piu :
UH ∼= S3 → S2 ⊂ IH which are indexed by vectors u ∈ S2 acting smoothly via
piu(x) := Rx(u). Depending on the preference of the author for a particular choice of
u, the corresponding map is then called the Hopf map. We choose u = (0, 0, 1) and set
pi = piu to get
pii(x) = (x
2
0 − xjxj)δi3 + 2x0ij3xj + 2x3xi (4.9)
as a particular representative of the Hopf map.
Since S3 has a vanishing Euler characteristic it admits a nonvanishing vector field (c.f.
Poincaré-Hopf theorem). One such vector field is generated by quaternion rotations
etc ? x for c ∈ IH, which are analogous to complex rotations in C. We denote by
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vc(x) =
d
dt
∣∣
0
etc ? x = c ? x the corresponding generator whose components are given by
(vc)µ(x) = −δµ0cjxj + δµjcjx0 + δµjjklckxl . (4.10)
In the following we switch to the G-bundle description to prove that vc is lumpable by
pi for any c.
The Hopf fibration
S1 ↪→ S3 pi− S2,
becomes a G-bundle with structure group U(1). We will show that the U(1) action A
defined by:
At : x 7→ eKt ? (x0 +Kx3) + e−Kt ? J ? (x2 −Kx1) (4.11)
is proper, free and transitive on the fibers of pi defined in (4.9). Taking the time
derivative yields
w(x) = (−x3, x2,−x1, x0) , (4.12)
the generator which spans a(u(1)). To this end we first show that the action of the Lie
algebra coincides with the vertical distribution. The differential of (4.9) is
(Dpi)iµ = 2(x0δµ0 − xjδµj)δi3 + 2(xjδµ0 + x0δµj)ij3 + 2δµ3xi + 2δµix3 .
It is readily verified that Dpiw = 0, which implies that a(u(1)) ⊆ kerDpi and since
both are regular 1-dimensional distributions it implies a(u(1)) = kerDpi. Furthermore
it is evident that the action is free, because At(x) = x implies t = 0 mod 2pi by
comparing coefficients in the quaternion expansion. It is also clear that the action is
proper, because U(1) is compact. In summary this demonstrates that pi : S3 → S2 is
a U(1) bundle with a proper and free action.
Proposition 42. vc(x) = c?x is exactly lumpable by pi and v˜c(y) = 2 c×y for y = pi(x).
Proof. We show that the U(1) action from (4.11) is vc-compatible. Since we have
already shown that this action is proper and free it would then follow from Proposition
37 that vc is lumpable by pi.
To prove vc-compatibility we need to have Lvcξ ∈ a(u(1)) for any vector field ξ ∈
a(u(1)). Any such vector field can be written as the generator w ∈ a(u(1) times a
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scalar function λ ∈ C∞(S3,R), so ξ = λw. First we calculate Lvcw:
[vc, w]α =(vc)µ
∂wα
∂xµ
− wµ∂(vc)α
∂xµ
=− (x1c2 − x0c3 − x2c1 + x0c3 − 3klxkcl)δα0
+ (x0c2 + 2klxlck)δα1 − (x0c11klxlck)δα2 − (xjcj − x0c0)δα3
+ (x3cj − jk1x2ck + jk2x1ck − jk3x0ck)δαj = 0 .
One arrives at the last equality by collecting terms. In particular the first row vanishes
because 3klxkcl = x1c2 − x2c1 and similar equalities cancel terms from the second and
third row. From this computation it follows that
(Lvcξ)α = [vc, λw]α =λ(vc)µ
∂wα
∂xµ
+ (vc)µ
∂λ
∂xµ
wα − λwµ∂(vc)α
∂xµ
= 〈dλ, vc〉wα ,
so Lvcξ ∈ a(u(1)) and consequently DpiLvcξ = 〈dλ, vc〉Dpiw = 0.
Another lengthy computation yields
(Dpivc)i(x)− 2ijkcjpik(x) = 0 .
which means that (v˜c)i(y) = 2ijkcjyk = (2 c × y)i. Clearly it runs tangent to the
2-sphere, since v˜c · y = 0 for y ∈ S2.
This example has an intimate relation to quantum mechanics, where S3 describes the
projective Hilbert space of the single qubit. In quantum mechanics the dynamics on the
qubit is generated by the Pauli matrices, which in our picture correspond to quaternion
rotations. The qubit however is represented by S2, because the overall phase of the
system has no physical relevance. The corresponding quotient map is actually the
Hopf map. The relation between Hopf fibrations and qubits or multiple entangled
qubits is investigated in [MD01, Mos03, PL09]. We believe that the study of exact
lumpings in Hopf fibrations of dimension bigger 3 will have an important implication
for dimensional reduction of quantum dynamics on entangled qubits.
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4.1.5 Example - Geodesic Flow on the Unit Tangent
Bundle
We want to illustrate the exact lumping by orbits as stated in Proposition 41. We
consider the geodesic flow on the unit tangent bundle over the sphere US2. Since the
geodesic flow on any Riemannian manifold is generated by a nonvanishing vector field
it is a good candidate for an exact lumping5, but we choose this particular example for
illustrative purposes. The lumping will turn out to be a fiber bundle over the 2-sphere
S2 with S1 fibers, however not in the natural way. The canonical way in which US2
becomes a fiber bundle over S2 with S1 fibers would be to restrict the tangent bundle
ρ : TS2 → S2 to the subset US2, i.e. ρ|US2 : US2 → S2. However, we will not consider
this bundle. There is another S1 bundle pi : US2 → S2, namely the fibration via orbits
of the geodesic flow as detailed in the next Proposition.
We recall from the previous example of first integrals in Subsection 4.1.1 that TS2 can
be embedded into R3 ×R3 by ι : s 7→ (x, u) with x · x = 1 and x · u = 0. The geodesic
flow then satisfies (4.2). As a consequence of energy conservation only the flow with
unit velocity u ·u=1 is considered, casting the space into the unit tangent bundle US2.
Proposition 43. The geodesic flow (4.2) on US2 is exactly lumpable by the fiber bundle
map pi : US2 → S2, given by (x, u) 7→ x× u precomposed with the embedding ι.
Proof. First we show that pi : US2 → S2 is a fiber bundle map. There is an isomorphism
[MHO09] between the unit tangent bundle US2 and SO(3), given by (x, u) 7→M , where
Mi1 = xi, Mi2 = ui, and Mi3 = (x × u)i, or in compressed notation M = (x|u|x × u).
So, we choose p = (0, 0, 1) and obtain the map (x, u) 7→ M(x, u) · p = x × u. This is
clearly in S2 again because (x×u) · (x×u) = (x ·x)(x ·x)− (u ·x)(x ·u) = 1. It is also
surjective, because for any point y ∈ S2 there exists a pair (x, u) such that y = x× u.
Take for instance any vector y′ with (y · y′)2 6= 1 then x = y×y′||y×y′|| and u = y× x satisfy
y = x× u. For any y the preimage is pi−1(y) = {x, u ∈ S2 ⊆ R3 : x · u = 0, x× u = y},
so (x, u, y) constitutes an orthonormal frame for all (x, u) ∈ pi−1(y). For any choice
of x the vector u is determined by orthogonality and there is a great circle worth of
5Of course the quotient space may still be non-Hausdorff, e.g. when the geodesic flow is an Anosov
flow.
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choice for x, so pi−1(y) ∼= S1. But S1 is compact and 1-dimensional, so pi is proper and
has constant rank. By the Ehresmann’s theorem6 it follows that pi : US2 → S2 is a S1
fiber bundle.
Now we show that the orbits of the geodesic flow are the fibers of pi. To check this we
first calculate DpiΦ˙:
(Dxpix˙+Dupiu˙)i = x˙
j ∂
∂xj
εilkx
luk + u˙k
∂
∂uk
εijkx
jul
= (x˙× u+ x× u˙)i = (u× u− x× x)i = 0 (4.13)
In other words the dynamics of (4.2) on US2 is contained in kerDpi. However the
kernel is exactly 1-dimensional and the vector field is no-where vanishing, so the kernel
is spanned by the vector field and their integral curves are just the fibers S1.
Equation (4.13) is sufficient to give exact lumpability for the vector field v˜ = 0. One
could equally well conclude this by reference to Proposition 38 and by noting that the
action U(1) ∼= S1 on US2 is proper, because U(1) is compact, and free, because the
solution to (4.2) on US2 has period 2pi, and v-compatible, because v ∈ kerDpi.
In order to illustrates Proposition 43 figuratively we first choose an atlas for US2.
Denote by N = S2\{(0, 0,−1)} the open subset of the sphere without the south pole
and similarly S = S2\{(0, 0, 1)}. An open cover for US2 is given by (US2|N , US2|S),
where the restriction is with respect to the projection ρ : US2 → S2, not pi. With
the help of the local trivialisation ϕN : ρ−1(N) → N × S1 and the stereographic
projection from the south fN : N → R2 we can define the coordinate map ψN as the
composition s ϕN7−−→ (x, u) (fN◦ρ)×α7−−−−−→ (fN(x), α(x, u)), where α : N × S1 → R is an angle
function that takes values in [0, 2pi). It receives the pair (n, v) ∈ N × S1 from ϕN and
returns the direction of the pushforward (DfN v), measured in reference to the x-axis(
i.e. cos(α) = (DfN v)
1
||DfN v||
)
. In the same way we obtain a coordinate chart on US2|S.
In Figure 4.1 we depict the geodesic flow on the chart (US2|N , ψN) from two per-
spectives, restricting the range of α to [pi/2, 3pi/2]. A few flow lines are exhibited to
indicate the geodesic flow. Indeed one can see from the "Bird’s-Eye View" in Subfigure
4.1a that the projection to the sphere by the tangent bundle map ρ produces veritable
6 c.f. Section 9.5 of the Lecture notes on Differential Topology by Bjørn Ian Dundas.
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(a) Bird’s-Eye View (b) Side View
Figure 4.1: The orbits of the geodesic flow are depicted in the coordinate chart
(US2|N , ψN). For reference we indicate the longitudes and latitudes of the base mani-
fold S2 at the bottom of the figures. A sample of flow lines has been chosen by a set of
initial conditions (x0, y0, α0) ∈ ψN(US2|N). The range of α is restricted to [pi/2, 3pi/2].
Subfigure (a) depicts the view from the top, and subfigure (b) depicts the side view
with an indication of the vector field generating the flow.
geodesics, i.e. great circles. Subfigure 4.1b shows the fibers from the side together with
the vector field, which is indicated by arrows only in a certain range for reference. As is
also illustrated in that figure, every orbit pierces through the sphere at only one point,
making the sphere into the parameter space for the set of distinct geodesics.
4.2 Dynamical Properties
In this short section we discuss some of the dynamical properties of exactly lumpable
systems. First we review the results on Euclidean space. Then we demonstrate that
invariant sets of the dynamics are mapped to invariant sets of the lumped dynamics
and vice versa, sets that are invariant under the lumped dynamics have preimages
that are invariant under the original dynamics. We illustrate this with two examples.
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After that we show that periodic solutions are lumped to periodic solutions of possibly
shorter period or constant solutions and blowup solutions are also preserved by exact
lumpings. A blowup solution is a solution to a differential equation that becomes
unbounded after a finite time.
4.2.1 Results for Euclidean Space
We summarise the results [TLRT97] for dynamics on Rn. Let v be a vector field on Rn
and pi : Rn → Rm surjective submersion onto Rm with m < n. Furthermore we denote
by J or J˜ the Jacobian of v or v˜ respectively. The following holds:
Proposition 44. If v is exactly lumpable by pi, then:
i) Invariant sets are mapped to invariant sets.
ii) Periodic solutions are mapped to periodic solutions, possibly constant.
iii) Let x∗ be an equilibrium point of v, then σ
(
J˜pi(x∗)
)
⊂ σ (Jx∗) where σ denotes
the spectrum.
iv) Blow-up solutions are mapped to blowup solutions.
These results are proven in [TLRT97] for dynamics with an equilibrium point at the
origin although the constraint was not used. We extend these results to our setting,
where v ∈ X(X) and pi : X → Y a surjective submersion.
4.2.2 Invariant Sets
Proposition 45. If v is exactly lumpable by pi, then invariant sets are mapped to
invariant sets.
Proof. Let S be a forward (backward) invariant set. Therefore Φt(S) ⊆ S for all t in
the respective forward domain (backward domain). Containment of sets is preserved
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under maps so pi(Φt(S)) ⊆ pi(S). The lumping condition from Proposition 8 gives
Φ˜t(pi(S)) = (Φ˜t ◦ pi)(S) = (pi ◦ Φt)(S) = pi(Φt(S)) ⊆ pi(S)
for all times in the relevant domain, so pi(S) is a forward (backward) invariant set.
The other direction also holds true.
Proposition 46. If v is exactly lumpable by pi : X → Y with lumped dynamics Φ˜t,
then invariance of S˜ under Φ˜t implies invariance of pi−1S˜ under Φ.
Proof. We define the set S = pi−1S˜. Then we have pi(S) = S˜ by construction. Now we
suppose that S is not invariant under Φt, i.e. Φt(S) 6⊆ S. Then by Proposition 45 we
have that Φ˜t(pi(S)) 6⊆ pi(S), in contradiction to the assumption that Φ˜t(S˜) ⊆ S˜.
4.2.3 Examples - Exact Lumping and Invariant Sets
A simple example from the field of population dynamics illustrates the preservation of
invariance. Consider the set of scalar ODEs defined on Rn by
x˙i = xi
(
1−
n∑
j=1
ajxj
)
= vi(x), i = 1, . . . , n, (4.14)
for some set of real coefficients ai which are not all zero. There are two invariant sets
S0 = {0} and S1 =
{
x :
∑n
j=1 ajxj = 1
}
. Consider the map pi(x) =
∑n
j=1 ajxj with
the induced dynamics
Dpixv(x) =
∑
i
∂pi
∂xi
vi(x) =
∑
i
aixi
(
1−
∑
j
ajxj
)
. (4.15)
There is a unique vector field v˜(y) = y(1− y) such that Dpixv(x) = v˜(pi(x)), so pi is an
exact lumping map for v. Furthermore the two invariant sets are mapped to piS0 = {0}
and piS1 = {1} both of which are equilibrium points of v˜.
Another example which is non-Euclidean regards the quaternion rotations (4.10):
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Proposition 47. There is a partition of S3 into sets
Sλ = {x : pi(x) · c = λ}
that are parameterised by λ ∈ [−1, 1] and are invariant under vc in (4.10). The sets
S˜λ = piSλ are invariant under the lumped vector field v˜c.
Proof. Consider the map f(t, x) := (pi ◦ Φt(x)) · c − λ for fixed λ and c. Note that
Φ−tSλ = {x : f(t, x) = 0}. The rate of change for this function is ∂∂tf(t, x)
∣∣
0
=
(Dpixvc(x))·c and since Dpixvc(x) = v˜c(pi(x)) = 2c×pi(x) we conclude that ∂∂tf(t, x)
∣∣
0
=
(2c× pi(x)) ·c = 0 for all x. Thus Φ−tSλ = {x : f(t, x) = f(0, x) = 0} = Sλ and so
Sλ is backward invariant. Since Φt is a diffeomorphism this partition is also forward
invariant. The projected sets S˜λ = pi Sλ = {pi(x) : pi(x)·c = λ} = {y ∈ S2 : y·c = λ} are
invariant under v˜c = 2c×y for the same argument as before, namely f˜(t, y) = Φ˜t(y)·c−λ
doesn’t change in time.
4.2.4 Periodic Solutions and Blowups
Proposition 48. If v is exactly lumpable by pi, then periodic solutions of period T are
mapped to periodic solutions with period T˜ ≤ T .
Proof. Let the curve Φt(x) through x be a periodic solution with period T , so Φt(x) =
Φt+T (x) and therefore
Φ˜t(pi(x)) = pi ◦ Φt(x) = pi ◦ Φt+T (x) = Φ˜t+T (pi(x)) .
The integral curve Φ˜t(y) through y = pi(x) returns to itself after time T , so T˜ ≤ T .
One may also ask whether periodic solutions of the lumped dynamics come from peri-
odic solutions of the original system. This is not true. Of course a simple counterex-
ample are the orbit-lumpings (c.f. Proposition 41) of nonperiodic flows, because there
the induced dynamics is trivial and the orbits are fixed points, i.e. flows with period
T˜ = 0. Therefore one may refine the question by asking whether genuinely periodic
solutions with nonzero period require the solution of the original system to be periodic.
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Again, this is not true. A counterexample is readily produced by considering the map
pi1 : S
1 × S1 → S1 which projects to the first component. This is a lumping map for
the irrational flow on the torus generated by v = (a, b) with a/b /∈ Q. That flow is not
periodic, yet the lumped dynamcis has period 2pi/a.
Proposition 49. If v is exactly lumpable by pi, then finite time blowup solutions are
mapped to finite time blowup solutions.
Proof. By Proposition 8, if v is exactly lumpable by pi, then the time domain T˜y = Tx
for all y ∈ Y and any choice of x ∈ pi−1(y). Therefore, supt Tx < ∞ if and only if
supt T˜y <∞ for y = pi(x).
4.3 Exact Lumpings via Transverse Submani-
folds
We discuss now a class of exact lumpings which are generated by the flow. The basic
idea is that the flow carries a prescribed hypersurface through space. Under certain
conditions it traces out a volume which is itself a manifold, given by the disjoint union
of the images of the initial hypersurface. The partition comes with an equivalence
relation and the quotient map is naturally an exact lumping, since by construction
fibers are mapped into each other by the flow. It is also straightforward to generalise
this construction to higher codimensions. In this section we specify the conditions
under which these constructions are possible and show that they always exist locally,
within a neighbourhood in which the vector field is nonvanishing.
In [Goo85] Goodman discusses foliations that are transversal to a given vector field. A
very good introduction to the prerequisites of the global theory is found in the lecture
notes of Hutchings7. We are instead concerned here with foliations of a local subset
that is transverse to a given vector field.
7Michael Hutchings, "Introduction to higher homotopy groups and obstruction theory", 2011
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4.3.1 The Flow of Transverse Hypersurfaces
Two submanifolds S1, S2 ⊆ X intersect transversely if for all points x ∈ S1 ∩ S2 we
have TxS1 ∩ TxS2 = {0}. If dimS1 + dimS2 = dimX then transverse intersection of
S1 and S2 means that for all points x in the intersection TxX = TxS1 ⊕ TxS2.
Lemma 10. Let U0 be an embedded hypersurface and Ut := Φt(U0) whenever Φt(x) is
defined for all x ∈ U0. Any orbit that intersects U0 at x transversely also intersects Ut
at Φt(x) transversely for all t ∈ Tx.
Proof. We have the following two equalities
(DΦt)xv(x) = v(Φt(x)) (4.16a)
v(x) = (DΦ−t)Φt(x)v(Φt(x)) , (4.16b)
which can be obtained by taking derivatives in -direction of Φt ◦Φ(x) = Φt+(x) and
Φ(x) = Φ−t ◦ Φt+(x) respectively at  = 0.
By definition Ut = Φt(U0) and therefore TUt = (DΦt)TU0, so w ∈ TyUs if and only if
DΦ−sw ∈ TΦ−s(y)U0. If v(x) ∈ TxU0 then v(Φt(x)) ∈ TΦt(x)Ut by (4.16a). On the other
hand, if v(Φt(x)) ∈ TΦt(x)Ut then v(x) ∈ TxU0 by (4.16b). So
v(x) ∈ TxU0 ⇔ v(Φt(x)) ∈ TΦt(x)Ut ,
or equivalently v(x) /∈ TxU0 if and only if v(Φt(x)) /∈ TΦt(x)Ut . In transversality terms
this means that TxΦ ∩ TxU0 = {0} if and only if TΦt(x)Φ ∩ TΦt(x)Ut = {0}.
So transversality is preserved along the flow. In the previous proposition the flow was
in principle allowed to intersect U0 multiple times, not necessarily transversely. If,
however, the intersection is transverse at some point x, then it will stay so.
Let Ut = Φt(U0), as before. We denote by
XT =
⋃
t∈T
Ut (4.17)
the set generated by the flow Φ for times in some index set T ⊆ R. The setXT need not
be a manifold or lend itself to dimensional reduction, so we introduce an admissibility
condition on T for parameterised families of submanifolds.
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Definition 9 (Admissibility). Let (Ut)t∈R be a parameterised family of embedded sub-
manifolds. A subset T ⊆ R is called admissible if it is an open set containing 0 and
for any two values s, t ∈ T the condition
Ut ∩ Us 6= ∅ ⇒ t = s (4.18)
holds.
Note that t = s implies Ut = Us but not vice versa. We could weaken the condition by
allowing t 6= s yet requiring Ut = Us, however we want this slightly stronger condition.
Proposition 50. Let U0 be an embedded hypersurface of X and Φ a flow which is
transverse to U0. Then there exists an admissible set T and a family {Ut = Φt(U0)}t∈T
such that
XT ∼= U0 × T (4.19)
is an open submanifold.
Proof. We first prove the existence of an admissible set. Since U0 is an embedded
hypersurface there exists, by the slice theorem [Lee12], around each point x0 ∈ U0 an
open neighbourhood V and a map ψ : V → Rn−1×R such that for the nth component
ψn(U0|V ) = 0. If an admissible set exists then there is at least an  neighbourhood
around 0 by Definition 9. We prove by contradiction: Suppose no such admissible set
exists, then for all  > 0 the set U0 ∩ Φ±(U0) 6= ∅ is not empty. We may choose an 
such that the flow Φ± stays within the open neighbourhood from the slice theorem.
Then for all such ’s there exists an x0 ∈ U0 such that Φ±(x0) ∈ U0, so by the slice
theorem ψn
(
Φ±(x0)
)
= ψn(x0). Taking time derivatives yields (Dψn)x0v(x0) = 0 and
demonstrates that v is tangential to U0 at x0 in contradiction to the assumption. So
the embeddedness and the transversality are crucial for the existence of admissible sets.
Next we need to show that there exists a diffeomorphism to establish equation (4.19).
We will prove that the flow map Ψ := Φ|U0×T : U0 × T → XT is bijective and a
local diffeomorphism, hence a diffeomorphism. It is clearly surjective, because XT is
precisely generated by Ψ. It is also injective: Suppose there were two points (x0, t) and
(x′0, t
′) in U0 × T with the same value, then Ψ(x0, t) = Φt(x0) = Φt′(x′0) = Ψ(x′0, t′)
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meaning that Ut ∩ Ut′ 6= ∅ and since t and t′ are in T we have t = t′ by (4.18). But
then we also have x0 = x′0 after applying Φ−t to Φt(x0) = Φt′=t(x′0).
To see that Ψ is a local diffeomorphism, we have to show that locally its Jacobian has
full rank. Take a local coordinate system (x10, . . . x
n−1
0 ) : U0 → Rn−1 on U0 then
(DΨ)x0,t =
n∑
i=1
(
n−1∑
a=1
∂Φi
∂xa0
∣∣∣
x0,t
dxa0 +
∂Φi
∂t
∣∣∣
x0,t
dt
)
⊗ ∂
∂xi
. (4.20)
So DΨ has full rank if and only if ∂Φ
∂t
∣∣
x0,t
= v(Φt(x0)) is linearly independent of
∂Φ
∂xa0
∣∣∣
x0,t
= (DΦt)
a
x0
, that is if and only if v(Φt(x0)) /∈ TΦt(x)Ut. However the flow is
transverse to U0 and by Lemma 10 it is transverse for all times in the domain T , so
DΨ has full rank and Ψ is a local diffeomorphism.
4.3.2 Generation of Exact Lumpings
We have established that embedded hypersurfaces that are transverse produce an n-
dimensional manifold, which is an open subset of X. Now we show that it also gives
rise to exact lumpings onto one-dimensional manifolds, as in the following theorem, or
onto higher dimensional manifolds, shown in a subsequent theorem.
Theorem 11. Let U0 be an embedded hypersurface of X and Φ a flow which is trans-
verse to U0. Let XT be the union of all {Φt(U0)}t∈T for an admissible T . Then there
exists a U0-fiber bundle pi : XT → T and v is exactly lumpable by pi. The lumped
dynamcis is generated by v˜(s) = ∂
∂t
.
Proof. We first prove that there is a smooth surjective submersion pi : XT → T . By
Proposition 50 we know that Φ : U0×T → XT is a diffeomorphism if T is admissible.
Let prT : U0×T → T be the projection onto the second factor. Since prT is a smooth
surjective submersion, then so is
pi := prT ◦ Φ−1 . (4.21)
This makes (pi,XT , T , U0) into a U0-fiber bundle over T .
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The fiber bundle gives rise to an equivalence relation defined by x ∼ x′ if and only if
pi(x) = pi(x′). The equivalence classes are the fibers of pi, which are diffeomorphic to
U0, and the quotient space is diffeomorphic to the base T .
Next we demonstrate that pi is an exact lumping for v. The kernel of the projection
map is kerDpiΦt(x) = TΦt(x)Ut at Φt(x). By construction this is invariant under the flow,
since (DΦs)TUt = TUt+s, and by Proposition 24 it follows that v is exactly lumpable
by pi.
Finally we show that the lumped dynamics is v˜(s) = ∂
∂t
. We know from the definition
of pi in (4.21) that pi(Φt(x)) = pi ◦ Φ(x, t) = prT (x, t) = t. Thus:
(Dt)s
∂
∂t
=
(
Dpi(Φt(x))
)
s
= (Dpi)Φs(x)v(Φs(x))
ExLump
= v˜(pi ◦ Φs(x)) = v˜(s) , (4.22)
which gives the desired result since Dt = 1.
In fact this result can be generalised to higher codimensions. Instead of U0 we may
take an entire family of embedded submanifolds U0,λ that are transverse to the flow.
One possible generalisation is the following theorem:
Theorem 12. Let U0 be a embedded hypersurface of X and a fibered manifold over a
base B0:
B0
pi0←− U0 ↪→ X . (4.23)
If U0 is transverse to Φ, then there exists a fibered manifold pi : XT → B0 × T , where
XT =
⋃
t∈T Φt(U0) and T is admissible. Furthermore v is exactly lumpable by pi.
Proof. As for the previous theorem we know that Ψ = Φ|U0×T : U0 × T → XT is a
diffeomorphism. So we define pi to be the composition
XT
Ψ−1−−→ U0 × T pi0×id−−−→ B0 × T . (4.24)
Again, since pi0 is a surjective smooth submersion, then so is pi = (pi0 × id) ◦Ψ−1.
We show that v is exactly lumpable by pi. Applying the definition of pi to some point
Φt(x) yields pi
(
Φt(x)
)
=
(
pi0(x), t
)
for x ∈ U0, so the fibers are carried into fibers. This
can be seen more clearly by taking a vector field w generated by a flow Θ which is
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tangential to the fibers of pi0 : U0 → B0, in other words pi0 ◦ Θ = pi0. We compute
d
d
∣∣
0
pi(Φt(Ψ(x)) =
d
d
∣∣
0
(
pi0(Ψ(x)), t
)
= d
d
∣∣
0
(pi0(x), t) = (0, 0) so that the left hand side
DpiΦt(x)(DΦt)xw(x) = DpiΦt(x)w(Φt(x)) vanishes for all times.
4.3.3 Implications for Local Existence
These results have implications for the question of local existence of exact lumpings.
Proposition 51. Let x ∈ X be a point such that v(x) 6= 0. Then there exists an open
neighbourhood Nx ⊆ X of x, a manifold Y of dimension at least one and a surjective
submersion pi : Nx → Y such that v is exactly lumpable by pi.
Proof. There exists an open neighbourhood Ux around x such that v(x′) 6= 0 for all
x′ ∈ Ux. This follows from the fact that v is continuous. Since v is nonvanishing it
spans a 1-dimensional, smooth, completely integrable distribution D. Complete inte-
grability follows because D is naturally involutive so that Frobenius theorem (Theorem
2) applies. Again by Frobenius theorem for foliations (Theorem 3) there exists a fo-
liation FD, which means there is a foliated atlas {Vα, ϕα} on Ux. We take a chart
containing x so that Tx = ϕ−1({x}, B⊥) ⊆ Ux is an embedded hypersurface in Ux, and
therefore also in X, which is everywhere transverse to Φ. There exist also fibrations
on pik : Tx → Bkx ⊆ Rk of any dimension 0 ≤ k ≤ n − 1 induced by the fibrations of
the coordinate chart.
Now we can invoke Theorem 12 and Proposition 50, which give us the existence of an
admissible set T and turns XT = ∪t∈T Φt(Tx) into a fibered manifold over the base
pik(Tx) × T ⊆ Rk+1. For k = 0 this gives a one dimensional target space and we are
back to the conditions of Theorem 11. It is worth noting that XT is not in general the
same as Ux even though the initial hypersurface Tx is properly contained in Ux.
Chapter 5
Closure Measures and Exact
Lumpability
The investigation of closure measures is intimately related to the identification of levels
in the description of dynamical systems. In the context of finite state Markov processes
some closure measures were put forward in [PBO+14]. Pfante et. al. introduced four
measures: informational closure, observational closure, commutativity and Markovian-
ity. They established that informational closure implies all the other closures. These
were then used to study nongenerating partitions of the tent map [POB+14].
More relevant for this work are closure measures for continuous time deterministic
dynamical systems. Such measures were for instance introduced for ODE systems on
Rn. In [WK69a] Kuo and Wei defined the difference E = ||MA − A˜M || for linear
dynamics generated by a matrix A and a projection matrix M . This measure depends
on a choice of A˜, which is uniquely determined for exact lumpings by the vanishing of
E, but needs to be fixed otherwise and therefore is a downside for this measure.
For nonlinear ODEs, yet still with a linear lumping M , Li and Rabitz [LR90] propose
two closure measures. They define two matrices
E1(x, M¯) = (In −MTM¯T )JT(x)MT (5.1)
E2(x, M¯) = M [J(x)− J(M¯Mx)] (5.2)
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where J = Dv is the Jacobian of v (in the linear case J = A) and M¯ is a generalised
inverse of M , i.e. MM¯ = Im. These quantities depend on a choice of this inverse,
but one may choose the rows of M to form an orthonormal basis such that the level
sets stay the same. Then there is a unique inverse given by MT and they define
Tr[ETi (x,M
T )Ei(x,M
T )] as closure measures (although not under that name) for i ∈
{1, 2}. Each of them vanishes only on exact lumpings, as is shown in [LR90].
In principle these measures may be adapted to nonlinear lumpings on pi : Rn → Rm,
however the existence of a global pseudoinverse p¯i, i.e. a global section of (Rn,Rm, pi),
is not guaranteed. It is therefore desirable to develop closure measures that do not
depend on the pseudoinverse.
In this chapter we establish closure measures that depend only on the dynamics v
and the lumping candidate pi. Our focus is not only on global lumpings but also on
local ones, so our measures also depend on a region Ω (In [LR90] they also consider
subdomains). We are not aware of any closure measures of this kind in the literature
and so the material in this chapter is novel. Furthermore we treat these measures for
the general case of manifold lumpings, since this is the setting of the thesis.
In Section 5.1 we first discuss what ought to be demanded of a closure measure and
propose a definition. Then we introduce two closure measures based on the rank or
dimension of distributions in Section 5.2. Then, in Section 5.3, we define a closure
measure that measures the rate at which solutions diverge after being projected to the
base manifold. We apply this measure to the truncation of moment equations derived
from stochastic dynamics. In Section 5.4 we motivate and define a closure measure
that accounts for the distance between subspaces of unequal dimension.
5.1 Definition of a Closure Measure
In order to arrive at a definition of a closure measure we would like to discuss the
desirables. Probably the most important feature of this measure should be that it picks
up all the exact lumpings for a given vector field, as there are generally more than one.
The measure should to some degree reflect the quality of the lumping candidate, so that
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there is an order relation on these maps other than a simple “yes/no”-discrimination.
Another nice-to-have feature would be continuity or differentiability of the measure
in the pi or v direction, in particular around exact lumpings (pi, v), so that one may
employ variational techniques. Global convexity is of course demanding too much,
especially since there may be more than one lumping. Finally, a useful feature would
be a normalised measure between 0 and 1 which would allow for comparisons amongs
lumpings on different spaces.
We therefore pull all these requirements together and propose a definition that is
reminiscent of the Lyapunov function. In order to implement the order relation we
want the measure to take values in the reals, be positive semidefinite and vanish only
on exact lumpings:
Definition 10 (Closure Measure). Let X be a differentiable manifold and σ(X) a
sigma algebra on X. A real-valued functional C : C∞(X, Y )×X(X)× σ(X)→ R+0 is a
closure measure if C(pi, v,Ω) ≥ 0 for any pi, v and Ω, but C(pi, v,Ω) = 0 if and only if
v is exactly lumpable by pi on the domain Ω. It is called a normalised closure measure
if C takes values in the interval [0, 1].
Regarding the differentiability property, we first need to ask what our notion of differ-
entiability should be. It is known [Mic80] that both C∞(Ω, Y ) and X(Ω) are Fréchet
manifolds at least for compact sets Ω ⊆ X. These manifolds are modelled on Fréchet
spaces, which are metrizable, complete and locally convex topological vector spaces.
Gâteaux and Fréchet derivatives are defined for maps between Banach spaces. However
the definition can be extended to Fréchet spaces. Let A and B be Fréchet spaces, then
f : A→ B is Gâteaux-differentiable at v ∈ B if
lim
ε→0
f(v + εη)− f(v)
ε
(5.3)
exists for all η ∈ A and is denoted by Dηf(v). In the literature (c.f. Appendix A
in [AH10]) it is sometimes demanded that the map η 7→ Dηf should be bounded. If A
and B do not possess norms, as they do in Banach spaces, then the map is bounded if
it is bounded in all seminorms, and by Lemma 1.1 in [Vog00] these spaces always have
a system of seminorms.
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5.2 Rank and dimension based Closures
Before we discuss differentiable closure measures, we turn to two elementary not dif-
ferentiable measures that are built from the rank and the dimension of the kernel.
In this section as well as the following we perform volume integration on manifolds,
which requires an integration measure. So in principle those closures also depend on
this measure. Unless stated otherwise we will implicitely assume that this measure is
provided by a Riemannian metric, which can always be put onto a smooth manifold.
We denote by −
∫
Ω
(. . . ) = 1|Ω|
∫
Ω
d V olg(x)(. . . ) the spatial average with respect to the
metric g.
By Proposition 31 the rank of the matrix O2 =
(
Dpi
L∇¯v Dpi
)
equals the rank of Dpi for
exact lumpings, where ∇¯ is torsion-free. The rank of O2 cannot however drop below
that of Dpi, so rankO2(x)− rankDpi(x) ≥ 0 vanishes only on lumpings. So we propose
the following functional as a closure measure:
Crank(pi, v,Ω) =
1
m
−
∫
Ω
(rankO2 − rankDpi) (5.4)
Proposition 52. Crank is a normalised closure measure.
Proof. Since rankO2(x) − rankDpi(x) ≥ 0 for all x we see that the integrand is
nonnegative and so is the integral over Ω. From Proposition (31) we know that
rankO2(x) − rankDpi(x) = 0 for all x ∈ Ω if and only if pi is an exact lumping
for v on Ω. Finally m = rankDpi ≤ rankO2(x) ≤ 2m for submersive pi, so taking the
spatial average of 0 ≤ (rankO2(x)− rankDpi)/m ≤ 1 will yield a number in [0, 1].
Unfortunately this measure is neither Gâteaux differentiable nor continuous in the first
or second argument. It is also hard to treat this measure analytically because the rank
of O2 cannot be easily computed. We also remark that (5.4) remains a normalised
closure measure if we relax the submersion property of pi, but we may also generalise
to maps pi for which rankDpi 6= 0 by defining:
C˜rank(pi, v,Ω) = −
∫
Ω
rankO2 − rankDpi
rankDpi
(5.5)
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A very similar measure arises from Propositions 19 and 25:
Cker(pi, v,Ω) =
1
(n−m) −
∫
Ω
dim(kerDpi − kerL∇¯v Dpi ∩ kerDpi) (5.6)
For nonsubmersive pi we can again replace the normalisation (n − m) by dim kerDpi
and pull it inside the integral.
Proposition 53. Cker is a normalised closure measure
Proof. Clearly 0 ⊆ (kerDpi − kerL∇¯v Dpi ∩ kerDpi) ⊆ kerDpi, since the intersection
of two spaces is always contained in either. Applying the dimension operation and a
spatial average yields the positive-semidefiniteness of Cker. The null space kerL∇¯v Dpi
is contained in kerDpi if and only if pi is an exact lumping map for v, by Propositions
19 and 25. So Cker vanishes on exact lumpings and only there. The normalisation
constant n−m = dim kerDpi ensures that the closure measure is normalised.
5.3 Rate of Divergence as a Closure Measure
In this section we first motivate and construct a closure measure based on the rate at
which projected solutions diverge and then apply this to the classical problem of mo-
ment closure, where the a truncation of the moment space is supposed to approximate
the stochastic dynamics adequately.
5.3.1 Construction of the Measure
We recall the essencial feature of a lumping and ask a question that can be formalised
into a measure: A vector field v is exactly lumpable by pi if and only if the level sets
of pi, that is the fibers pi−1(y) for y ∈ Y , are carried into each other by the dynamics.
The local version of this is stated in Proposition 15, which says that the tangent space
distribution kerDpi is invariant under the flow Φt of v for exact lumping maps pi. A
natural question that arises to measure the quality of the lumping is: How badly do
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points on the same fiber not map onto the same fiber under the flow? Or put differently:
How far do points on the same fiber diverge if projected by pi after some flow time t.
This is formalised by considering two points on the same fiber and taking the rate
with which their projected distance increases. Hence Y needs to be a metric space. A
natural choice is to endow Y with a Riemannian metric, which is always possible for
smooth manifolds, and use the induced geodesic distance as a metric on Y . This rate
will be zero if we take identical points on the fiber and will be nonnegative if we take
points that are epsilon apart from each other on the fibers. We are interested in how
this rate changes as we move along the fiber. So we take the “derivative” of the rate
as we flow in the direction of the fibers and average over all possible fiber directions
or take the maximal value. Of course the metric is not differentiable around 0, so we
have to take an appropriate limit.
Figure 5.1: This figure illustrates a vector field on a manifold, which is fibered by the
level sets of a submersive map, say pi. The solid line indicates the fiber passing through
a point x. We consider x and a nearby point ψs(x) on that fiber and let them flow
along the vector field. The fibers of the resulting points are indicated by dashed lines.
Their distance is measured by a metric on the target space of pi and we propose to
measure its rate of change w.r.t. s and t.
Let pi : X → Y be the candidate lumping and (Y, δ) a metric space. A flow along
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the fibers Ψs is generated by some vector field w that takes values in the kernel of the
lumping differential w ∈ Γ(X, kerDpi), so pi = pi ◦Ψs. The distance, measured by δ on
Y , between the points x and Ψs(x) after evolving for some time t is:
f δs,t(x) = δ
(
pi ◦ Φt(x) , pi ◦ Φt ◦Ψs(x)
)
(5.7)
This approach is illustrated in Figure 5.1. The quantity we are after is the derivative
of this object in t and then in s direction at zero from above, respectively. This may,
however, not exist depending on the choice of metric. The smooth manifolds X and Y
can be endowed with Riemannian metrics g and g˜ respectively, so there is a naturally
induced metric structure on Y , which is the geodesic distance δg˜.
Proposition 54. Given a choice ∇˚ of a partial connection on pi−1TY whose tensorial
domain is kerDpi. The derivative of f δg˜s,t at s, t = 0 from above is then well defined,
depends only on the direction wx = ddt0Ψt ∈ kerDpix and equals:
F ∇˚(v, wx, x) = lim
s→0+
lim
t→0+
1
st
f
δg˜
s,t(x) =
√
g˜pi(x)
(
∇˚wx(Dpiv)(x), ∇˚wx(Dpiv)(x)
)
. (5.8)
Proof. First of all we observe that limt→0+
1
t
(f δs,t − f δs,0) = limt→0+ 1t f δs,t because pi =
pi ◦ Ψs. So the derivative at zero is indeed lims→0+ limt→0+ 1stf
δg˜
s,t. We expand in s and
t and use pi = pi ◦Ψs to obtain:
1
st
f
δg˜
s,t(x) =
δg˜
(
pi(x) + tDpi(x)v(x) , pi(Ψs(x)) + tDpi(Ψs(x))v(Ψs(x))
)
+O(t2)
st
=
δg˜
(
pi(x) + tDpi(x)v(x) , pi(x) + t
(
Dpi(x)v(x) + s ∇˚w(Dpiv) +O(s2)
))
+O(t2)
st
We now use the infinitesimal line element δg˜(y, y + η) = 
√
g˜(η, η) + O(2) of the
geodesic, where y = pi(x) + tDpi(x)v(x) ,  = t and η = s ∇˚w(Dpiv) +O(s2) to obtain:
1
st
f
δg˜
s,t =
1
st
(
t
√
g˜
(
s ∇˚w(Dpiv) +O(s2), s ∇˚w(Dpiv) +O(s2)
)
+O(t2)
)
and we take the t-limit and then the s-limit:
−−−→
t→0+
1
s
(
s
√
g˜
(
∇˚w(Dpiv), ∇˚w(Dpiv)
)
+O(s3/2)
)
−−−→
s→0+
√
g˜
(
∇˚w(Dpiv), ∇˚w(Dpiv)
)
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A good choice of partial connection is the lumping connection ∇˚LwDpiv := Dpi
[
w, v
]
defined in (3.44). It is still linear in the auxiliary vectors w ∈ kerDpi and therefore
only depends on its value wx at x. With that choice we can build a closure measure
by integration with respect to the volume form given by a Riemannian metric g, also
since the lumping connection does not require to fix a possibly different metric. We
propose two candidate closure measures using the previous proposition and F ∇˚L . As
before we use the notation −
∫
U kerDpix
(. . . ) = 1|Sn−m−1|
∫
w∈kerDpix , ‖w‖g=1 dV ol(w)(. . . ) to
denote the average over the unit sphere in kerDpix:
C1rod(pi, v,Ω) = −
∫
Ω
−
∫
U kerDpix
∥∥∥∇˚Lw(Dpiv)∥∥∥
g˜
(5.9)
C2rod(pi, v,Ω) = −
∫
Ω
sup
w∈U kerDpix
∥∥∥∇˚Lw(Dpiv)∥∥∥
g˜
(5.10)
By the definition of the lumping connection (3.44) we have ∇˚Lw(Dpiv) = DpiLwv, which
does not require derivatives of w. In that form we may use the pull-back metric pi∗g˜,
with pi∗g˜(a, b) := g˜◦pi(Dpia,Dpib), to rewrite (5.9) and (5.10) by replacing the integrand
with ∥∥∥∇˚Lw(Dpiv)∥∥∥
g˜
= ‖DpiLwv‖g˜ = ‖Lwv‖pi∗g˜ . (5.11)
It is worth noting that pi∗g˜ is not a proper inner product for m < n.
Proposition 55. C1rod and C2rod are closure measures.
Proof. By Theorem 8 and Proposition 14 the vector field v is lumpable by pi if and
only if Dpiw = 0 implies DpiLwv = 0 for w ∈ Γ(X, kerDpi). But the integrand of (5.9)
and (5.9) is just ‖DpiLwv‖g˜ by (5.11). Since w ∈ kerDpi and g˜ is nondegenerate this
vanishes if and only if Lwv is in the kernel of Dpi and thus if and only if v is exactly
lumpable by pi.
One immediate observation is that C1,2metr are not normalised measures, but this can be
rectified by introducing the normalisation ||Dpi|| = supξ:‖ξ‖g=1 ‖Dpiξ‖g˜ in the denomi-
nator of the integrand.
These closure measures allow for a linear algebra interpretation. The linear operator
w 7→ ∇˚Lw(Dpiv) = Bw takes a particularly simple form for w ∈ kerDpi, namely Bai =
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∂
∂xi
(
∑
j
∂pia
∂xj
vj). The integrand of C2rod in (5.10) is then supw:||w||g=1 ||Bw||g˜, which is
simply the spectral norm ||B||spec =
√
λmax
(
BTB
)
of B, so
C2rod = −
∫
Ω
||B||spec . (5.12)
Of course B = ∇˚LDpiv is independent of the choice of coordinate system, because it is
a covariant object.
5.3.2 Application - Moment Closure
We would like to illustrate an application of this closure measure in the context of
moment equations derived from stochastic dynamics. First, we introduce the space of
statistical moments, describe how to obtain a dynamics on that space starting from
a stochastic differential equation and we briefly state some features of this dynamics.
Second, we introduce the truncation of the moment space, which is a method often used
in practise. This constitutes our lumping candidate and makes this problem tractable
by the measures introduced in this chapter. Third, we compute the closure measure
C2rod for this problem, which simply becomes the spectral norm of a matrix. Finally,
we calculate numerically this closure measure for a Brownian particle trapped in a
one-dimensional double well potential.
A probability measure µ on R gives rise to a sequence of numbers:
m
(N)
k =
∫ N
−N
xkdµ(x) , (5.13)
which, if the limits mk = limN→∞m
(N)
k exist, are called moments of µ. We denote
by M the space of all moment sequences. If µ as a set function is bounded, then the
sequence m = (m0,m1, . . . ) uniquely determines µ. Any dynamics that evolves µt
brings about an evolution of its moments mt. For instance a time dependent random
variable xt and its law Pxt lead to time dependent moments. Amongst the many types
of evolution equations we will discuss here the stochastic differential equations (SDE).
Without going too much into the machinery of stochastic processes, which is not the
topic of this thesis, we just sketch how to arrive to the moment equations via an SDE
description.
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Let Wt be a Wiener process, let a and b be real-valued functions and let xt evolve
according to the SDE
dxt = a dt+ b dWt (5.14)
which is really to be understood as an integral equation and in our case in the Itô-
sense1. Employing Itô’s formula for a change of coordinates x 7→ f(x) gives df =
(af ′+ 1
2
b2f ′′)dt+ bf ′dWt, where ′ denotes differentiation. We can obtain the evolution
of the raw moments by choosing f(x) = xk and taking expectations. In the following
we consider a polynomial drift a(x) =
∑K
k=0 αkx
k and additive noise b(x) = σ. The
time derivative of the kth moment then becomes
m˙k = k ·
K∑
j=0
αj mk+j−1 +
σ2(k − 1)k
2
mk−2 , (5.15)
which depends on the moments (mk−2,mk−1, . . . ,mk−1+K) and thus on higher order
moments for K > 1. This is a generic feature of moment equations, namely that they
are not closed for any set of moments unless one considers a very simple linear stochastic
dynamics. A wide field of research is concerned with ways of closing these equations.
We are not primarily interested in closure methods, but rather closure measures, so in
the following we discuss the ’rate of divergence’-closure measure C2rod in the context of
the moment equations in (5.15).
First of all we note that the system of moment equations (5.15) is linear2 in the moments
and infinite dimensional. In linear algebra terms they are written as
m˙ = Am+ c (5.16)
where
Akl = k
K+k∑
j=k
αj−kδl,j−1 +
σ2(k − 1)k
2
δl,k−2 (5.17)
c1 = a0
c2 = 2σ
2
ck = 0 for k > 2 .
Second we note that:
1The details are found in any introduction to stochastic differential equations, for instance in
[Gar04].
2in fact affine
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Proposition 56. A is not bounded in `p for any 0 < p <∞.
Proof. We want to demonstrate that for any p > 0 we can construct vectors v ∈ `p such
that Av /∈ `p. Let’s take (v(q))
k
= 1
kq
, so that q > 1
p
implies v(q) ∈ `p, and calculate
||Av(q)||pp ≥
N∑
k
∣∣∣∣∣
K+k∑
j=k
kaj−k
1
(j − 1)q +
σ2(k − 1)k
2
1
(k − 2)q
∣∣∣∣∣
p
=
N∑
k
[
σ2p
2p
1
kqp−2p
+O
(
1
kqp−2p+1
)]
. (5.18)
For any q satisfying qp − 2p ≤ 1 the leading term in k is not summable, so (5.18)
diverges as N →∞. Thus any choice of q with 1
p
< q ≤ 1
p
+ 2 makes ||Av(q)||p diverge
even though v(q) ∈ `p.
Even though A is an infinite dimensional `p-unbounded linear operator, we can still
employ the closure measure for a projection onto a finite-dimensional subspace, as we
will see. Typically one is interested in projections onto spaces which carry a statistical
meaning, like the truncated moment space MM , consisting of all raw moments up
to and including the M th order. We denote by pi(M) : M → MM the corresponding
projection. Now we calculate the closure measure C2rod of the dynamics (5.16) for the
projection pi(M). Irrespective of the metric on M we have:
∇˚Lw(Dpi(M)m˙)a =
∑
j
wj
∂
∂mj
(∑
k
∂pi
(M)
a
∂mk
(Am+ c)k
)
=
∑
jk
δakAkjw
j =
∑
j∈N
Aajw
j .
In principle this may diverge, but since w ∈ kerDpi(M) it will be shown in the next
Proposition that the summand vanishes outside of the finite interval J (M,K) ⊂ N for
M and K finite.
Proposition 57. Let w ∈ kerDpi(M), K > 1 and J (M,K) = [M + 1 , M + (K − 1)],
then for all j /∈ J (M,K) the summand Aajwj = 0 vanishes.
Proof. We have Dpi(M)w != 0 and therefore 0 =
∑
j δ
b
jw
j = wb for all b ≤ M . So for
j ≤M we have wj = 0. This establishes the first inequality, namely that j ≥M + 1.
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The other inequality comes from the first term in (5.17). There, Aaj picks up the terms
αi−a for j = i−1, but the summation of i runs only up to K+a so i ≤ K+a ≤ K+M
and therefore j = i − 1 ≤ K + M − 1. If j is bigger than that there is no chance to
pick up any term.
Similarly there is only a finite interval K(M,K) of indices a contributing to Aaj.
Proposition 58. Let w ∈ kerDpi(M) and K > 1. The entry Aaj vanishes for j ∈
J (M,K) and a /∈ K(M,K), where K(M,K) = [max{M + 1− (K − 1), 1} , M + 1 +K].
Proof. From the second term in (5.17) we know that j ≥ a − 2 but from Proposition
57 we know that M +K − 1 ≥ j, so M +K + 1 ≥ a.
On the other hand we know that j ≤ K + a − 1 or else the sum in (5.17) is out of
range. But M + 1 ≤ j (Proposition 57). So M + 1 ≤ a+ (K−1) and rearranging gives
M + 1 − (K − 1) ≤ a. However together with the requirement that 1 ≤ a we obtain
max
{
M + 1− (K − 1), 1} ≤ a.
As a result of these Propositions Aajwj vanishes whenever either j /∈ J (M,K) or
a /∈ K(M,K). The length of the interval LM,K = |K| is 2K if M ≥ K − 1 or K + M
if M < K − 1. So we can define a new matrix B(M,K) of dimension LM,K × (K − 1)
which contains only the potentially nonvanishing contriubutions and whose entries are
B
(M,K)
bi := Amax{0 ,M+1−K}+b , M+i =
{
AM+1−K+b ,M+i if M ≥ K − 1
Ab ,M+i if M < K − 1
.
Finally, we have the following simple form of the closure measure:
C2rod
(
pi(M), m˙,Ω
)
= −
∫
Ω
sup
w:Dpi(M)w=0 , ||w||=1
∥∥∥∇˚LwDpi(M)m˙∥∥∥
= −
∫
Ω
sup
w:Dpi(M)w=0 , ||w||=1
‖Aw‖
= −
∫
Ω
∥∥B(M,K)∥∥
spec
=
∥∥B(M,K)∥∥
spec
(5.19)
where the K-dependence comes in through A.
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We illustrate this measure by means of a simple, yet nontrivial example. Consider a
stochastic dynamics of a particle trapped in a double well potential on R and a diffusion
coefficient σ. The dynamics is driven by the quotient of the potential and an additive
Gaussian noise. The potential Vλ is parameterised by the well height and is given by
Vλ(x) = (x
2 − λ)2 (5.20)
so that the well heights is λ2. The moment equations become
m˙k = −4kmk+2 + 4kλmk + 1
2
σ2k(k − 1)mk−2 (5.21)
and we write m˙ = vλ,σ(m) as a shorthand for the right-hand side. In matrix notation:

m˙1
m˙2
m˙3
m˙4
m˙5
m˙6
...

=

4λ 0 −4 0 0 0 · · ·
0 8λ 0 −8 0 0 · · ·
3σ2 0 12λ 0 −12 0 · · ·
0 6σ2 0 16λ 0 −16 · · ·
0 0 10σ2 0 20λ 0 · · ·
0 0 0 15σ2 0 24λ · · ·
...
...
...
...
...
... . . .


m1
m2
m3
m4
m5
m6
...

+

0
σ2
0
0
0
0
...

.
In Figure 5.2 we plot values of the measure C2rod
(
pi(M), vλ,σ,Ω
)
for the double well
potential at fixed σ = 1/2 and for various values of M and λ. As we showed previously
there is no dependence on Ω. There are two trends. First, we notice a weak tendency
towards higher rates of divergences as we increase the well heights. Moment sequences
that agree in the first M moments will diverge faster if the potential landscape is
more bi-modal. A much stronger trend however is that the rate becomes bigger the
larger the order of truncation M . This seems counterintuitive at first, since surely the
approximation by truncation should improve upon inclusion of ever higher moments.
An explanation is that the low moments may indeed be better approximated, but the
inaccuracy is due to the high moments. These evolve rather quickly (the velocity of
the kth moment scales like k2) and thus lead to high rates of divergence.
Last but not least we relate these results to moment closure maps. These are in some
sense sections of the projection pi(M) : M→MM . The sense in which they are sections
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Figure 5.2: Let vλ,σ generate the time dynamics for the moments of a Brownian par-
ticle trapped in a potential well and pi(M) the projection onto the first M moments.
We depict in this array plot the values of the closure measure C2rod(pi(M), vλ,σ,Ω) =
||B(M,3)||spec for various well heights λ ∈ [0.05, 0.5] and orders of truncationM ∈ [1, 10].
is that a moment closure map H : MM → M ought to satisfy pi(M) ◦H = idMM . The
tripple (M,MM , pi(M)) may however not constitute a fiber bundle and so one may prefer
not to speak of sections. A moment closure is then the precomposition of the induced
dynamics by the closure map, i.e. Dpi(M)v ◦H. The discussion in this subsection and
in particular the example show that any attempt to close this dynamics will result in
deviations from the exact solutions. The closure measure is thus independent of the
choice of H.
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5.4 Grassmannian Closure Measure
In this section we introduce yet another measure, which is based on the exact lumping
condition from Propositions 19 and 25, given by
kerDpi ⊆ kerL∇¯v Dpi ⊆ TX , (5.22)
where L∇¯v Dpi is the covariant derivative of the differential, defined and discussed in
Section 3.5. First we motivate the Grassmannian formulation of the lumping problem,
then we introduce the Grassmannian manifold and the Grassmannian distance, and
finally we discuss two measures that are shown to be closure measures.
The condition (5.22) says that v is exactly lumpable by pi on a domain Ω if and only if
at every point x ∈ Ω the space kerDpix ⊆ TxX is contained in ker
(L∇¯v Dpi)x ⊆ TxX. Of
course a space is either contained in another or not, but one can make this statement
more quantitative by moving to the Grassmannian manifold, whose points are the
subspaces of a vectorspace. These manifolds can be endowed with a metric which
measures the distance of any two subspaces of equal dimension. In the next paragraphs
we introduce Grassmannian manifolds and then elaborate on the formulation of the
lumping condition (5.22) in terms of these manifolds and how to turn this into a closure
measure.
The set of all unoriented k-dimensional subspaces of an n-dimensional vectorspace V n
can be topologised into a compact smooth manifold of dimension k(n − k) which is
denoted by Gr(k, n). This manifold can be turned into a metric space in many ways.
Most of the distances, in fact all those that only depend on the relative configuration
of the subspaces [Won67], are functions of the principal angles : For A,B ∈ Gr(r, n) the
j-th principal angle between A and B is denoted by θj(A,B) and defined recursively
cos (θj(A,B)) = aj · bj (5.23)
aj · bj = max
a∈A
‖a‖=1
max
b∈B
‖b‖=1
(a · b) s.th. a · ai = b · bi = 0 ∀i < j
The standard distance is the Grassmann distance, which is the geodesic distance of the
canonical Riemannian metric and is given by
dGr(k,n)(A,B) =
(
k∑
j=1
θj(A,B)
2
) 1
2
. (5.24)
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This and a whole collection of other distances are found in [YLH14].
A slightly more difficult question, but for us more relevant, regards the "distance" be-
tween two subspaces Ak and B` of different dimension, say k < `. One approach would
be to consider the set of all k-planes contained in B`, which is a closed subset Ω−(B`) =
{X ∈ Gr(k, n) : X ⊆ B`} and constitutes a Schubert variety in Gr(k, n). A natural dis-
tance candidate would be δ−(Ak, B`) = infX∈Ω−(B`) dGr(k,n)(Ak, X). Another, equally
valid approach, would be to consider the set of all `-planes containing Ak, which again
constitutes a Schubert variety Ω+(Ak) = {Y ∈ Gr(`, n) : Ak ⊆ Y }, but this time in
Gr(`, n). Here, the obvious distance would be δ+(Ak, B`) = infY ∈Ω+(Ak) dGr(`,n)(Y,B`).
In [YLH14] the authors Ye and Lim prove that δ+ = δ− and that the common value
defines a natural distance δ, given by
δ(Ak, B`) =
min{k,`}∑
j=1
θj(A
k, B`)
 12 , (5.25)
which is independent of the dimension of the ambient space and of course reduces to
the Grassmannian distance for k = `, by construction.
Any k-plane distribution D on a n-manifold X can be viewed as a section σ of a Grass-
mannian bundle Gr(k, n)→ X given by σ(x) = Dx ∈ Gr(k, TxX). If pi is a submersion
of rank m, then kerDpi ∈ Γ(X,Gr(n −m,n)). The distribution kerL∇¯v Dpi ⊆ TX on
the other hand may not be regular and any information about the dimension of this
distribution at a given point x is contained in the details of v and pi. The only thing one
can say for sure is that for all x ∈ Ω the space ker(Dpi)x is contained in ker(L∇¯v Dpi)x
whenever v is exactly lumpable by pi on Ω. Therefore
C1Gr(pi, v,Ω) = −
∫
Ω
δ
(
kerDpi , kerL∇¯v Dpi
)
(5.26)
is a sound candidate for a closure measure. Alternatively, by the rank-nullity theorem,
one may choose to compare the image spaces. In abuse of notation we will denote the
image space span(A) of a matrix A simply by A. Hence we can define
C2Gr(pi, v,Ω) = −
∫
Ω
δ
(
Dpi , L∇¯v Dpi
)
(5.27)
as another closure measure.
5.4. GRASSMANNIAN CLOSURE MEASURE 111
Proposition 59. Both C1Gr and C2Gr are closure measures.
Proof. Since δ ≥ 0, then so are C1,2Gr ≥ 0. Next we prove that C1,2Gr = 0 if and only
if v is exactly lumpable by pi. By condition (5.22) exact lumpability is equivalent
to kerDpi ⊆ kerL∇¯v Dpi. This clearly implies that the distance δ
(
kerDpi , kerL∇¯v Dpi
)
vanishes. On the other hand if this distance vanishes then one space is contained in
the other. Either kerDpi ⊆ kerL∇¯v Dpi, in which case we have exact lumpability, or
kerL∇¯v Dpi ⊆ kerDpi which implies dim kerL∇¯v Dpi ≤ dim kerDpi. However the rank
of pi is maximal, therefore dim kerDpi is minimal ( i.e. n −m) and dim kerL∇¯v Dpi ≥
dim kerDpi implying that dim kerL∇¯v Dpi = dim kerDpi and therefore inclusion means
equality of these spaces, i.e. exact lumpability. This establishes that C1Gr is a closure
measure. C2Gr is also a closure measure, because C1Gr is one and because A ⊆ B if and
only if B⊥ ⊆ A⊥ in finite-dimensional spaces.
As before we can normalise these measures simply upon division by supx dGr(k,n)(x, y),
which is independent of y and should be at least bounded by pi
2
√
k which is the value
of (5.24) for θj = pi2 for all j ≤ k. Let’s denote the dimension of kerL∇¯v Dpi by ` and
that of kerDpi by k. Since we know that kerDpi has dimension k = n−m and is thus
the smaller dimensional space, we get a normalisation pi
2
√
min{k, `} = pi
2
√
n−m.
Although these measures can be investigated analytically, they might be more useful
for numerical computations. The principal angles can be computed by a singular
value decomposition. Let A be any orhonormal frame in Ak, represented as a matrix
of orthonormal vectors that span Ak. Similarly, let B be any orthonormal frame
in B`. Then there exists U ∈ O(k) and V ∈ O(`) such that ATB = UTΣV and
Σ = diag
(
cos(θ1), cos(θ2), . . . , cos(θmin{k,`}), 0, . . . , 0
)
with θi ≤ θi+1 for all i.
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