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This paper deals with a coupled system of reaction-diffusion equations modeling
the competition of two species with cross diffusion. We discuss the existence of
positive steady-state solutions in relation to the intrinsic birth rates a , a of1 2
species and the cross diffusion coefficients b , b . Our results show that positive12 21
steady-state solutions exist if a and a lie in certain range, or if b and b are1 2 12 21
sufficiently large. Q 1996 Academic Press, Inc.
1. INTRODUCTION
We consider the strongly coupled system of elliptic equations
yD a q b u q b ¨ u s u a y b u y b ¨ .  .1 11 12 1 11 12
in V
yD a q b u q b ¨ ¨ s ¨ a y b u y b ¨ .  .2 21 22 2 21 22 1.1 .
u x s 0, ¨ x s 0 on ­ V , .  .
where D is the Laplacian operator, V is a bounded domain in R n with a
smooth boundary ­ V, and a , a , b , b are nonnegative constants. Thisi i i j i j
system is the steady state of the parabolic system
u y D a q b u q b ¨ u .t 1 11 12
s u a y b u y b ¨ .1 11 12 x , t g V = 0, ` .  .
¨ y D a q b u q b ¨ ¨ .t 2 21 22
s ¨ a y b u y b ¨ .2 21 22
1.2 .
u x , t s 0, ¨ x , t s 0 x , t g ­ V = 0, ` .  .  .  .
u x , 0 s u x , ¨ x , 0 s ¨ x x g V , .  .  .  .0 0
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which represents a model of two competing species with self- and cross-
population pressure. Here u and ¨ denote the population density of two
competing species in the habitat V. The model was first proposed by
w xShigesada et al. in 19 . The basic concept is that for some species, the
primary cause of dispersal is the migration to avoid crowding, rather than
random motion. In the case when b s 0 for i, j s 1, 2, the above systemi j
is the classic Lotka]Volterra competition model. While if either b / 012
or b / 0 the system becomes strongly coupled. This model has attracted21
 .considerable attention in recent years. The parabolic system 1.2 has been
w xstudied in 6, 9, 15, 21 , among others. Some results for the existence of
global solutions and their uniform boundedness are obtained. So far it is
 .not clear whether the solution of 1.2 always exists globally and is
 .uniformly bounded. The steady-state system 1.1 has been investigated in
w x w x2, 7, 11, 12, 16, 20 , etc. In 12, 11 , the existence of non-constant positive
steady-state solutions under zero flux boundary condition i.e., homoge-
.neous Neumann condition is discussed by using bifurcation and singular
perturbation techniques. Non-constant positive solutions are found if
parameters are in a certain range, such as a , b , b are sufficiently2 21 22
w xsmall. In 20 , the system with Dirichlet boundary condition is considered
with the singular perturbation technique. Positive solutions are again
found when certain parameters are small. In these works, all the spatial
domains V are assumed to be a one-dimensional interval.
 .In this paper, we study the existence of positive solutions for 1.1 in the
case where a , b , b are not necessarily small and the spatial domain V2 21 22
is a general n-dimensional bounded domain with a C1qd boundary. We
first give certain sufficient conditions for the general system, using the
method of a fixed point index developed by Amann and Dancer. We then
examine the effect of cross diffusion coefficients b , b by increasing12 21
them sufficiently large. Our results show that if a , b , b are fixed, theni i j i j
 .  .there exist two curves G : a s l a and G : a s l a in the first1 1 1 2 2 2 2 1
quadrant a G 0, a G 0 such that the system has a positive solution if1 2
 .a , a lies in the region bounded by G and G , that is, if either1 2 1 2
 .  .  .  .  .  .i a ) l a ; a ) l a or ii a - l a ; a - l a . The functions1 1 2 2 2 1 1 1 2 2 2 1
 .  .l a are continuous actually differentiable and are given in terms ofi j
eigenvalues of certain elliptic operators. Hence it is possible to approxi-
mate them using numerical methods. To describe the effect of the cross-
diffusion coefficients b , b , we show that if a , b , a , and b are fixed,12 21 i i i i i j
then there exist positive constants b U , b U such that the system has at12 21
least one positive solution whenever b ) b U and b ) b U . Although in12 12 21 21
this paper we only treat the homogeneous Dirichlet boundary condition
for the sake of simplicity, the results are valid for general boundary
conditions including the Neumann and Robin types. In fact, the proof of
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the results for other types of boundary conditions are actually easier. Also,
the boundary conditions for u and ¨ need not be of the same type.
The paper is organized as follows. In Section 2, we discuss a scalar
nonlinear elliptic problem and use the result to establish the existence of
 .semitrivial solutions of 1.1 . Section 3 contains several sufficient condi-
tions for the existence of positive solutions by the method of fixed point
index. We also show that if a , b , and b are fixed for i, j s 1, 2 then thei i j i j
 .  .set of points a , a with which 1.1 has a positive solution is an un-1 2
bounded set containing a region bounded by two continuous curves. In the
final section, we consider the case of large cross-diffusion and show that
the positive solutions exists if b and b are sufficiently large.12 21
2. THE EXISTENCE OF SEMITRIVIAL SOLUTIONS
In this section, we consider the existence of semitrivial solutions of
 .  .problem 1.1 . A nonnegative solution of 1.1 is called semitrivial if it has
 .  .the form u, 0 or 0, ¨ where u and ¨ are nonzero functions. Clearly, if
 .  .u ' u, 0 is a semitrivial solution of 1.1 then the function u solves the
scalar boundary value problem
w xyD a q b u u s u a y b u in V , .1 11 1 11 2.1 .
u s 0 on ­ V ,
 .and if v ' 0, ¨ is a semitrivial solution then ¨ solves the scalar problem
w xyD a q b ¨ ¨ s ¨ a y b ¨ in V , .2 22 2 22 2.2 .
¨ s 0 on ­ V .
 .  .We present the existence of positive solutions of 2.1 , 2.2 in a more
general setting with the nonlinear scalar elliptic problem
yD p x , w w s w a y q x , w in V , .  .
2.3 .
w s 0 on ­ V ,
where a is a nonnegative constant and p and q are nonnegative functions.
 .  .Motivated by problems 2.1 and 2.2 , we impose the following conditions.
ASSUMPTION A. p and q are C 2 functions such that
 .  . w .i p x, w is monotone nondecreasing with respect to w in 0, ` ,
and there is a constant d ) 0 such that
p x , w G d for all x g V , w G 0. .
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 .  .  .ii q x, 0 G 0, lim q x, w s ` uniformly for x g V.w ª`
 .  .  .iii q x, w rp x, w is monotone increasing with respect to w.
2 .  .  .  .Let A ' A x and B ' B x be C V functions with A x ) 0 in V.
It is well known that the eigenvalue problem
yA x Df q B x f s lf in V , f x s 0 on ­ V , 2.4 .  .  .  .
has a principal eigenvalue corresponding to a simple positive eigenfunc-
 .tion. We denote the principal eigenvalue as l A, B to indicate its0
 .dependence on A and B. Observe that if f is a solution of 2.4 then
c ' frA is a solution of the problem
yD A x c q B x c s lc in V , c x s 0 on ­ V . 2.5 .  .  .  .
 .  .   .  ..Hence 2.4 and 2.5 are equivalent. Let l ' l p ?, 0 , q ?, 0 . The0 0
following theorem gives a necessary and sufficient condition for the
 .existence of positive solutions of problem 2.3 .
 .  .THEOREM 2.1. Let assumption A hold. Then problem 2.3 has only the
zero solution when a F l and it has a unique positi¨ e solution when a ) l .0 0
 .Proof. Suppose a F l . We show that problem 2.3 has no positive0
 .solution. In view of Assumption A i ,
­
p x , w w s p x , w q wp x , w G d ) 0 for all x g V , w G 0. .  .  . . w­ w
 .  .Hence the mapping w ¬ p x, w w is continuously invertible. Let g x, w
 .be the inverse function. Then by the inverse function theorem, g x, w ) 0w
 .for all x g V, w G 0. Suppose by contradiction that problem 2.3 has a
 .   ..  .positive solution w. Then the function z x ' p x, w x w x is a positive
solution of the equation
z a y q x , g x , z . .
yD z s in V . 2.6 .
p x , g x , z . .
 .  .  .  .Let f be a positive eigenfunction of 2.4 with A x s p x, 0 , B x s0
 .q x, 0 , and l s l . Then0
f l y q x , 0 . .0 0yDf s in V . 2.7 .0 p x , 0 .
Consider the integral
I ' zDf y f D z dx. .H 0 0
V
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By Green’s identity and the boundary condition z s 0, f s 0 on ­ V,0
­f ­ z0
I s z y f dS s 0. 2.8 .H 0 /­n ­n­ V
 .  .On the other hand, using Eqs. 2.6 and 2.7 , we have
a y q x , g x , z l y g x , 0 .  . . 0
I s zf y dx.H 0 p x , g x , z p x , 0 .  . .V
Since by the assumption a F l , the monotone nondecreasing property of0
p, and the monotone increasing property of g and qrp,
a l q x , 0 q x , g x , w .  . .0F , - ,
p x , g x , w p x , 0 p x , 0 p x , g x , w .  .  .  . .  .
it follows that
a y q x , g x , w l y q x , 0 .  . . 0
- .
p x , g x , w p x , 0 .  . .
 .  .Hence I is negative, contradicting 2.8 . This proves that problem 2.3 has
no positive solution if a F l .0
We next prove the existence of a positive solution when a ) l . Let C0 0
be a fixed positive constant to be specified later. Since by Assumption
 .  .A i , p x, w G d ) 0, there is a positive constant M such that the
function
f x , w ' w a y q x , w q Mp x , w .  .  .
w xis monotone nondecreasing with respect to w in the interval 0, C . This0
can be seen from the relation
w xf x , w s a y q x , w q Mp x , w q w yq q Mp .  .  .w w w
G a q Md y q x , w y q x , w w .  .w
 . w xwhich tends to ` as M ª ` uniformly for x, w g V = 0, C . Define0
E ' w g C V : 0 F w x F C for x g V . .  . 40
 .We construct an operator K : E ¬ C V by
y1K w s yD q M w a y q ?, w q Mp ?, w .  .  .  . .
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 .y1where yD q M is the inverse operator of yD q M in the Banach
 .space C V . It is clear that K is compact and monotone nondecreasing in0
 .E. Furthermore, each fixed point of K is a solution of 2.3 , and vice versa.
To show that K has a positive fixed point, we construct two functions
w, w g E satisfying the relationˆ ˜
0 - w F K w F K w F w. 2.9 .  .  .ˆ ˆ ˜ ˜
We first construct w. Let f be a positive solution of the eigenvalueˆ 0
 .problem 2.4 with
A x s p x , 0 , B x s q x , 0 , and l s l . .  .  .  . 0
Since by assumption a ) l , it follows that0
yp x , 0 Df s f l y q x , 0 - f a y q x , 0 for x g V . .  .  .0 0 0 0
Using the strong maximum principle, we also have ­f r­n - 0 for x g ­ V.0
Hence, by continuity, there exists e ) 0 such that
yp x , g x , ef Df F f a y q x , g x , ef . 2.10 .  .  . .  .0 0 0 0
 .  .Furthermore, since g is the inverse of w ¬ p x, w w, we have g x, 0 s 0
in V. Hence by choosing e sufficiently large, we can ensure that
g x , ef F C for x g V . .0 0
 .  .  .Let w s g x, ef . Then w g E and wp x, w s ef . Multiply erp x, wˆ ˆ ˆ ˆ ˆ0 0
 .to 2.10 . We see that w satisfies the inequalityˆ
yD p x , w w F w a y q x , w . .  .ˆ ˆ ˆ ˆ
 .  .y1Adding Mp x, w w and applying yD q M to both sides, we findˆ ˆ
 .w F K w . The positivity of w in V follows directly from the relationsˆ ˆ ˆ
g x , 0 s 0, f x ) 0 for x g V , .  .0
 .and the monotone increasing property of g x, w with respect to w.
 .We next construct w. In view of Assumption A ii , there exists a positive˜
 .constant C such that q x, C G a in V. Define1 1
C s max p x , C C , w x s g x , C . 4 .  .  .˜2 1 1 2
xgV
  ..  .Then C s p x, w x w x in V and˜ ˜2
D p x , w w s DC s 0 for x g V . 2.11 .  .˜ ˜ 2
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 .  .On the other hand, since by Assumption A i , p x, w is nondecreasing
 .with respect to w, it follows that p x, w w is also nondecreasing for w G 0.
Hence the relation
p x , w x w x s C G p x , C C .  .  . .˜ ˜ 2 1 1
 .  .leads to w x G C in V. This and Assumption A ii yield˜ 1
w x a y q x , w x F w x a y q x , C F 0. .  .  .  . .˜ ˜ ˜ 1
 .Hence by 2.11
yD p x , w w G w a y q x , w in V . .  .˜ ˜ ˜ ˜
 .  .y1Adding Mp x, w w and applying yD q M to both sides, we obtain˜ ˜
 .  . K w F w. By choosing C such that C G max w x and choosing M˜ ˜ ˜0 0 x g V
.  .  .accordingly , we can ensure w g E. We can also ensure w x F w x in V˜ ˆ ˜
by reducing e in the construction of w. Therefore by the monotonicity ofˆ
 .  .  .K, K w F K w . This proves that w and w satisfy 2.9 .ˆ ˜ ˆ ˜
 .Now with relation 2.9 and the continuity and monotonicity of operator
K, we can use a standard iteration scheme to K starting from w and w. Asˆ ˜
a result, the sequences converge to two fixed points w and w which satisfy
the relation
w F w F w F wˆ ˜
Since w is positive in V, both w and w are positive solutions of prob-ˆ
 .lem 2.3 .
It remains to show the uniqueness of the positive solution, which will
follow if we show w s w. Consider the integral
I ' p x , w wD p x , w w y p x , w wD p x , w w dx. .  .  .  . .H
V
By Green’s identity and the boundary condition w s 0, w s 0,
­ ­
I s p x , w w p x , w w y p x , w w p x , w w dx s 0. .  .  .  .H
­n ­n­ V
2.12 .
 .On the other hand, since w and w are solutions of 2.3 , it follows that
a y q x , w a y q x , w .  .
I s wwp x , w p x , w y dx. .  .H p x , w p x , w .  .V
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 .  .In view of Assumptions A, i and A ii ,
q x , w q x , w .  .
p x , w F p x , w , F .  .
p x , w p x , w .  .
and the second inequality is strict whenever w - w. Hence, if w is not
 .identical to w in V then I is necessarily negative, contradicting 2.12 .
This proves w s w, which yields the uniqueness of positive solution
 .of 2.3 .
 .The next theorem gives an upper bound of the solution of 2.3 .
 .  . 2THEOREM 2.2. Suppose p x, w , q x, w are C functions such that
 .p x, w is monotone nondecreasing with respect to w and there exists a positi¨ e
 .  .constant C such that q x, C G a in V. Then any solution w of problem 2.3
 .satisfies w x F C in V.
 .Proof. Let w be a solution of 2.3 . Suppose by contradiction that there
 .exists x g V such that w x ) C. Then the set of x at which this
inequality holds is a nonempty open set. Let V9 be a connected compo-
 .nent of the set. Then by the boundary condition w x s 0 - C on ­ V, it
 .is necessary that V9 ; V. The upper bar means the closure of the set.
 .  .Thus w x ) C in V9 and w x s C on ­ V9, the boundary of V9.
 .Observe that in V9 the right side of 2.3 is negative. Thus by the
 .   ..maximum principle, the function w x p x, w x achieves its maximum
over V9 on ­ V9. This implies
w x p x , w x F Cp x , C in V9. .  .  . .
But by monotonicity of p with respect to w, the above relation leads to
 .w x F C in V9, contradicting the definition of V9.
 .  .Returning to problems 2.1 and 2.2 , we impose the following assump-
tion corresponding to Assumption A.
ASSUMPTION B. For i, j s 1, 2, a , b , and b are nonnegative con-i i j i j
stants with
a ) 0, b ) 0.i i i
As a consequence of Theorems 2.1 and 2.2, we have the following result
 .on the existence of semitrivial solutions of problem 1.1 .
 .THEOREM 2.3. Let Assumption B hold hold and let l ' l 1, 0 be the0 0
 .  .principle eigen¨alue of 2.4 with A s 1, B s 0. Then problem 1.1 has:
 .  .  .i only the tri¨ ial solution 0, 0 when a F a l , a F a l , ii a unique1 1 0 2 2 0
 .  .semitri¨ ial solution u* ' u*, 0 when a ) a l , a F a l , iii a unique1 1 0 2 2 0
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 .  .semitri¨ ial solution v* ' 0, ¨* when a F a l , a ) a l , and iv two1 1 0 2 2 0
semitri¨ ial solutions u*, v* when a ) a l , a ) a l . Furthermore, the1 1 0 2 2 0
functions u*¨*, when they exist, satisfy
u* x F a rb , ¨* x F a rb for x g V . .  .1 11 2 22
 .  .Proof. Observe that problem 2.1 is a special case of problem 2.3
with
p x , u s a q b u , q x , u s b u. .  .1 11 11
Since Assumption B holds, it is easy to see that p, q satisfy Assumption A.
 .Thus by Theorem 2.1, 2.1 has a positive solution if and only if a )1
 .l a , 0 , and the positive solution is unique. Recall that by definition,0 1
 .  .l a , 0 is the principle eigenvalue of 2.4 with A s a , B s 0. Hence0 1 1
l a , 0 s a l 1, 0 s a l . .  .0 1 1 0 1 0
This proves that a ) a l is the necessary and sufficient condition for1 1 0
 .the existence and uniqueness of the semitrivial solution u* ' u*, 0 of
 .  .1.1 . To show that u* x F a rb in V, we use Theorem 2.2 to obtain1 11
 .u* x F C for any constant C such that
q x , C s b C G a . . 11 1
It is clear that C s a rb satisfies the relation. This proves the conclusion1 11
of the theorem regarding u*. The proof for v* is similar.
3. EXISTENCE OF POSITIVE SOLUTIONS
In this section, we examine the existence of positive solutions of prob-
 .lem 1.1 in relation to the intrinsic birth rates a , a , while other parame-1 2
ters are fixed. The main method of this section is the fixed point index of
 .compact operators in a positive cone. We first formulate problem 1.1 as a
fixed point problem in a suitable Banach space. Let N ) a rb , N )1 1 11 2
 .a rb be positive constants. We define the functions f s f , f and2 22 1 2
 .p s p , p by1 2
f u , ¨ s u a y b u y b ¨ q M a q b u q b ¨ .  .1 1 11 12 1 1 11 12
f u , ¨ s ¨ a y b u y b ¨ q M a q b u q b ¨ .  .2 2 21 22 2 2 21 22
p u , ¨ s u a q b u q b ¨ , p u , ¨ s ¨ a q b u q b ¨ .  .  .  .1 1 11 12 2 2 21 22
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where M , M are positive constants sufficiently large so that f is nonde-1 2 1
creasing with respect to u and f is nondecreasing with respect to ¨ for2
 . w x w xu, ¨ g 0, N = 0, N . The existence of M , M follows from the as-1 2 1 2
 .sumption a ) 0, a ) 0. In terms of these functions, problem 1.1 can1 2
be written as
yD q M p u , ¨ s f u , ¨ , yD q M p u , ¨ s f u , ¨ . .  .  .  .  .  .1 1 1 2 2 2
 .  .  .  .Define a compact operator K : C V = C V ¬ C V = C V by0 0
y1 y1K u , ¨ s yD q M f u , ¨ , yD q M f u , ¨ . .  .  .  .  . .1 1 2 2
 .  .  . Then 1.1 becomes p u, ¨ s K u, ¨ . For simplicity of notation, we make
no distinction between a real function and its corresponding substitution
.operator. Observe that p has the Jacobian
­ p , p .1 2 s a q 2b u q b ¨ a q b u q 2b ¨ y b b u¨ .  .1 11 12 2 21 22 12 21­ u , ¨ .
G a a ) 01 2
2  4  .in R ' u G 0, ¨ G 0 . Hence it is invertible. Let q u, ¨ denote theq
 . 2  .inverse of p u, ¨ in R . Then every nonnegative solution of 1.1 is a fixedq
point of the compact operator S ' q( K in the positive cone P of the
 .  .Banach space X ' C V = C V .0 0
To obtain sufficient conditions for the existence of positive solutions of
 .  .1.1 , we consider the fixed point index i S, U of S in the positive cone P.
 .Here U is either an isolated fixed point of S or an open set relative to P
whose boundary in P contains no fixed point. We first calculate the index
 .  .at the trivial and semitrivial solutions 0 s 0, 0 , u* s u*, 0 , and v* s
 .0, ¨* . The next lemma is needed in the calculation.
LEMMA 3.1. Suppose Assumption B holds and a ) a l . Let u* be the1 1 0
 .  .  .positi¨ e solution of 2.1 and let l A, B be the principal eigen¨alue of 2.4 .0
Then
a - l a q 2b u*, 2b u* . .1 0 1 11 11
 .Similarly, if a ) a l and if ¨* is the positi¨ e solution of 2.2 , then2 2 0
a - l a q 2b ¨*, 2b ¨* . .2 0 2 22 22
 .Proof. Let c be a positive solution of 2.5 with
A s a q 2b u*, B s 2b u*, l s l a q 2b u*, 2b u* . .1 11 11 0 1 11 11
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Consider the integral
I s a q 2b u* cD a q b u* u*  .  .H 1 11 1 11
V
y a q b u* u*D a q 2b u* c dx.4 .  .1 11 1 11
Using Green’s identity and the boundary condition u* s 0, c s 0 on ­ V,
­
I s a q 2b u* c a q b u* u* .  .H 1 11 1 11 ­n­ V
­
y a q b u* u* a q 2b u* c dx .  .1 11 1 11 5­n
s 0.
 .  .On the other hand, since u* and c satisfy 2.1 and 2.5 , respectively, it
follows that
Is u*c a qb u* ly2b u* y a q2b u* a yb u* dx. .  .  .  .H 1 11 11 1 11 1 11
V
Using Theorem 2.2, we have a y b u* G 0, and so1 11
I F u*c a q b u* l y 2b u* y a q b u* a y b u* dx .  .  .  .H 1 11 11 1 11 1 11
V
s u*c a q b u* l y a y b u* dx .  .H 1 11 1 11
V
- l y a u*c a q b u* dx. .  .H1 1 11
V
The last inequality is strict because b u* ) 0 in V. Observe that the11
integral part of the last expression is positive. Hence in order that I s 0,
l y a must be positive. This proves the conclusion of the lemma regard-1
ing a . The conclusion regarding a is proved analogously.1 2
 .We calculate the index of S at semitrivial solutions of 1.1 . Define a
wedge W at each fixed point w s 0, u*, v* byw
 4W ' cl c g X : w q rc g P for some r ) 0 ,w
where ‘‘cl’’ means the closure of the set. Let X be the maximal subspacew
of X contained in W . We show that there is a subspace Y of X such thatw w
X s Y [ X . Then the index of S at w can be found by analyzing certainw w
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eigenvalue problems in Y and X as follows. Let T : X ¬ Y be thew w w
projection operator of Y along X . In view of Theorems 2.1 and 2.2 ofw w
w x  .  .17 , i S, w exists if the Frechet derivative S9 w of S at w has no nonzero´
 .  .fixed point in W . In this case, i S, w s 0 if T (S9 w has an eigenvaluew
l ) 1 and
i S, w s i S9 w , 0 .  . .Xw
 .   . .if T (S9 w has no such eigenvalue. Here i S9 w , 0 is the index of theXw
 .linear operator S9 w at 0 in the space X . This approach will be usedw
 .  .  .below to calculate i S, 0 , i S, u* , and i S, v* . For the sake of simplifying
notations, we introduce
l a ' l a q b ¨*, b ¨* , l a ' l a q b u*, b u* . .  .  .  .1 1 0 1 12 12 2 1 0 2 21 21
THEOREM 3.1. Let Assumption B hold and let S be the compact operator
defined abo¨e. Then
 .  .  .i i S, 0 s 1 if a - a l for i s 1, 2, and i S, 0 s 0 if eitheri i 0
a ) a l or a ) a l .1 1 0 2 2 0
 .  .  .  .  .ii i S, u* s 1 if a - l a , and i S, u* s 0 if a ) l a .2 2 1 2 2 1
 .  .  .  .  .iii i S, v* s 1 if a - l a , and i S, v* s 0 if a ) l a .1 1 2 1 1 2
 .  . 4Proof. i Let w s 0. By computation W s u, ¨ : u G 0, ¨ G 0 ,w
 4  .X s 0 . Hence Y s X and T s I. Here I is the identity operator in X.w w
 .  .We first examine the eigenvalues of S9 0 . By chain rule S9 0 s
  ..  .  .  .  .q9 K 0 ( K 9 0 . Since 0 is a solution of 1.1 , it follows that K 0 s p 0 s
0. Thus by the inverse function theorem,
1ra 01y1q9 K 0 s q9 p 0 s p9 0 s . .  .  . .  .  . 0 1ra2
Also by direct computation,
K 9 0 j , h .  .
y1 y1s yD q M a q M a j , yD q M a q M a h .  .  .  . /1 1 1 1 2 2 2 2
 .  .  .for each j , h g X. Hence an eigenvector j , h of S9 0 satisfies
y1
la j s yD q M a q M a j , .  .1 1 1 1 1
y1
la h s yD q M a q M a h .  .2 2 2 2 2
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for some eigenvalue l. Let us rewrite the equations in differential form,
ya Dj s a j q c l j , in V .1 1 1
y a Dh s a h q c l h .2 2 2 3.1 .
j s 0, h s 0 on ­ V ,
where
1 y l
c l s a q M a , i s 1, 2. .  .i i i i /l
 .Clearly, c l and 1 y l have the same sign if l is real.i
 .In the case a - a l for i s 1, 2, problem 3.1 has a nontrivial solutioni i 0
 .  . w xonly if either c l ) 0 or c l ) 0. Hence l - 1. By Theorem 2.2 of 17 ,1 2
r
i S, 0 s i S9 0 , 0 s y1 .  .  . .Xw
 .where r is the sum of multiplicities of eigenvalues of S9 0 in X . Sincew
 4  .X s 0 , it follows that r s 0. Hence i S, 0 s 1.w
 .In the case a ) a l for either i s 1 or i s 2, 3.1 has a nontriviali i 0
 .  .solution for some c l - 0. Hence S9 0 has an eigenvalue greater than 1.i
 .  .This yields i S, 0 s 0, which completes the proof of i .
 .ii Let w s u*. By computation
W s u , ¨ g X : ¨ G 0 , X s u , 0 : u g C V . 4 .  .  . 4w w 0
 .  .4Define Y s 0, ¨ : ¨ g C V . Then X s X [ Y with projection Tw 0 w w
 .  .  .given by u, ¨ ¬ 0, ¨ . We first determine the existence of i S, u* . By
 .   ..  .  .chain rule, S9 u* s q9 K u* ( K 9 u* . Since u* is a solution of 1.1 , it
 .  .follows that K u* s p u* . Hence by inverse function theorem,
y1
a q2b u* b u*1 11 12y1q9 K u* sq9 p u* s p9 u* s . .  .  . .  .  . 0 a qb u*2 21
Also by direct differentiation,
y1 y1K 9 u* j , h s yD q M g j , h , yD q M h j , h .  .  .  .  .  . .1 2
for j , h g X , .
where
g j , h s a y 2b u* q M a q 2b u* j q M b y b u*h , .  .  . .1 11 1 1 11 1 12 12
h j , h s a y b u* q M a q b u* h . .  . .2 21 2 2 21
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 .  .Let j , h g W be a fixed point of S9 u* . Then h is nonnegative. Ifw
h s 0 in V, then j must be nonzero and satisfy the equation
y1
a q 2b u* j s yD q M a y 2b u* q M a q 2b u* j . .  .  . .1 11 1 1 11 1 1 11
Rewriting it in differential form, we have
yD a q 2b u* j s j a y 2b u* in V , j s 0 on ­ V . .  .1 11 1 11
 .This equation is a special case of 2.5 with A s a q 2b u*, B s 2b u*.1 11 11
It has a nonzero solution if and only if a is an eigenvalue. Hence1
a G l A , B s l a q 2b u*, 2b u* . .  .1 0 0 1 11 11
This contradicts the result of Lemma 3.1. Therefore h, being nonnegative,
 .  .is not identically zero. Furthermore, since j , h is a fixed point of S9 u* ,
h satisfies the equation
y1
a q b u* h s yD q M a y b u* q M a q b u* h . .  .  . .2 21 2 2 21 2 2 21
Apply yD q M and simplify the equation. We have2
yD a q b u* h s h a y b u* in V , h s 0 on ­ V . .  .2 21 2 12
Since h is nonnegative and nonzero, it is necessary that
a s l a q b u*, b u* ' l a . .  .2 0 2 21 12 2 1
 .  .Hence S9 u* has no fixed point in W if a / l a . By Theorem 2.1 ofw 2 2 1
w x  .17 , the index i S, u* exists in this case.
 .We next consider the eigenvalues of T (S9 u* . Since by definition
 .  .  .T u, ¨ s 0, ¨ , it follows that every eigenvector of T (S9 u* has the
 .form 0, h where h is a nonzero solution of the equation
y1
lh a q b u* s yD q M h a y b u* q M a q b u* . .  .   .2 21 2 1 21 2 2 21
It can be written as
yD a q b u* h s h a y b u* y C x , l in V , h s 0 on ­ V , .  . .2 21 2 21
3.2 .
where
l y 1
C x , l s a y b u* q M a q b u* . .  . .2 21 2 2 21l
W. H. RUAN572
 .  .  .Comparing 3.2 with 2.5 , it is clear that a is an eigenvalue of 2.5 with2
A s a q b u*, B s b u* q C x , l . .2 21 21
Hence
a G l a q b u*, b u* q C x , l . 3.3 .  . .2 0 2 21 21
 .Observe that the eigenvalue l A, B is monotone increasing with respect0
 .  .  .to B. Hence if a ) l a ' l a q b u*, b u* then 3.3 holds for2 2 1 0 2 21 21
 .  .  .some positive C x, l , and if a - l a then 3.3 can hold only when2 2 1
 .C x, l is negative. Recall that M is chosen so that the function2
f u , ¨ s ¨ a y b u y b ¨ q M a q b u q b ¨ .  . .2 2 21 22 2 2 21 22
is monotone nondecreasing with respect to ¨ for 0 F u F a rb , 0 F ¨ F1 11
 .a rb . Differentiating f with respect to ¨ at u*, 0 and using the fact2 22 2
u* F a rb given by Theorem 2.3, we have1 11
a y b u* q M a q b u* G 0 in V . .2 21 2 2 21
 .This implies that for x g V, C x, l has the same sign as l y 1. Hence if
 .  .  .a ) l a then T (S9 u* has an eigenvalue l ) 1 and if a - l a2 2 1 2 2 1
 . w xthen T (S9 u* has no such eigenvalue. In view of Theorem 2.2 of 17 ,
 .i S, u* s 0 in the former case and
r
i S, u* s i S9 u* , 0 s y1 .  .  . .Xw
in the latter case. Here r is the sum of multiplicities of the eigenvalues l
 .of S9 u* restricted in X such that l ) 1.w
 .  .Now, to show that i S, u* s 1 when a - l a , it suffices to show2 2 1
 .  .r s 0. Suppose j , h is an eigenvector of S9 u* in X . Then h s 0 and jw
is a nonzero solution of the equation
y1
l a q 2b u* j s yD q M a y 2b u* q M a q 2b u* j , .  .  .1 11 1 2 11 1 1 11
 .where l is an eigenvalue of S9 u* in X . The above equation can bew
written as
yD a q 2b u* j s j a y 2b u* y D x , l in V , j s 0 on ­ V ,.  . .1 11 1 11
3.4 .
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where
l y 1
D x , l s a y 2b u* q M a q 2b u* .  . .1 11 1 1 11l
l y 1 f 2u*, 0 .  .1s .
2lu*
 .  .It is clear that 3.4 is a special case of 2.5 with
A s a q 2b u*, B s 2b u* q D x , l . .1 11 11
Hence it has nonzero solution only if
a G l a q 2b u*, 2b u* q D ?, l . . .1 0 1 11 11
In view of Lemma 3.1
l a q 2b u*, 2b u* q D ?, l - l a q 2b u*, 2b u* . .  . .0 1 11 11 0 1 11 11
 .  .Hence D x, l - 0 by the monotonicity of l A, B with respect to B.0
 .  .However, since f is nondecreasing in u, we have f 2u*, 0 G f 0, 0 s 0.1 1 1
 .Hence l y 1 has the same sign as D x, l and thus is negative. This
 .proves that every eigenvalue of S9 u* in X is less than 1, which yieldsw
 .  .r s 0 and i S, u* s 1. The proof of ii is complete.
 .The proof of iii is similar.
We next find a bounded open set U of the positive cone P such that
 .i S,U s 1. The open set is defined by
U ' u , ¨ g X : 0 F u x F N , 0 F ¨ x F N for x g V , 3.5 .  .  .  . 41 2
where N ) a rb are positive constants. From Theorem 2.3, we see that Ui i i i
 .contains the trivial and semitrivial solutions 0, u*, v* of 1.1 . The next
lemma shows that U contains all the nonnegative solutions of problem
 .1.1 .
LEMMA 3.2. Let Assumption B hold. Then e¨ery nonnegati¨ e solution
 .  .  .  .u, ¨ of 1.1 satisfies u x F a rb , ¨ x F a rb in V.1 11 2 22
 .  .Proof. Let u, ¨ be a nonnegative solution of 1.1 . Then u is a
 .solution of 2.3 with
p x , u s a q b u q b ¨ x , a s a , q x , u s b u q b ¨ x . .  .  .  .1 11 12 1 11 12
 .Clearly p is monotone nondecreasing with respect to u and q x, a rb G1 11
 .a . Hence by Theorem 2.2, u x F a rb in V. A similar argument proves1 1 11
 .the relation ¨ x F a rb in V.2 22
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 .The above lemma enables us to show that i S, U exists and is 1.
LEMMA 3.3. Let Assumption B hold and let U be the open set in P defined
 .  .by 3.5 . Then i S, U s 1.
Proof. Let ­U denote the boundary of U in P. Then ­U comprises the
 . < < < <points u, ¨ with either u s N or ¨ s N . Since by definition,CV . CV .1 2
N ) a rb for i s 1, 2, it follows from Lemma 3.2 that ­U contains noi i i i
 .fixed point of S. Thus i S, U exists.
 .To show that i S, U s 1, we define a one-parameter family of opera-
 4 w xtors S by S s q( K for m g 0, 1 , wherem m m
y1 y1K u , ¨ s yD q M f u , ¨ , yD q M f u , ¨ .  .  .  .  . /m 1 1, m 2 2, m
and
f u , ¨ s u m a y b u y b ¨ q M a q b u q b ¨ , .  .  .1, m 1 11 12 1 1 11 12
f u , ¨ s ¨ m a y b u y b ¨ q M a q b u q b ¨ . .  .  .2, m 2 21 22 2 2 21 22
It is easy to verify that S s S and, for each h, a fixed point of S is a1 m
solution of the problem
yD a q b u q b ¨ u s mu a y b u y b ¨ .  .1 11 12 1 11 12
in V
yD a q b u q b ¨ ¨ s m¨ a y b u y b ¨ .  .2 21 22 2 21 22 3.6 .
u x s 0, ¨ x s 0 on ­ V . .  .
 .The converse is also true. Observe that Assumption B still holds for 3.6 .
 .Hence Lemma 3.2 asserts that every fixed point of S satisfies u x Fm
 . w xa rb , ¨ x F a rb in V for each m g 0, 1 . This implies that every1 11 2 22
fixed point of S lies in U but not on ­U. Using the homotopy invariancem
 .  .of index, we see that i S , U is independent of m and hence i S, U sm
 .i S , U .0
 .  .We now calculate i S , U . It is easy to see that when m s 0, 3.6 has0
 .  .only the trivial solution 0. Hence i S , U s i S , 0 . Let w s 0. As in the0 0
 . 4  4proof of Theorem 3.1, we have W s u, ¨ g X : u G 0, ¨ G 0 , X s 0 ,w w
 .  .K 0 s p 0 s 0
1ra 01q9 K 0 s , . . 0 1ra2
and
y1 y1K 9 0 j , h s yD q M M a j , yD q M M a h .  .  .  .  .  . .1 1 1 2 2 2
for j , h g X . .
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 . X  .Hence each eigenvector j , h of S 0 satisfies0
y1 y1
la j s yD q M M a j , la h s yD q M M a h . .  .  .  .1 1 1 1 2 2 2 2
The equations are equivalent to
Dj s 1 y l M jrl, Dh s 1 y l M hrl in V , .  .1 2
j s 0, h s 0 on ­ V .
It is well-known that this problem has no nonzero solution for l G 1.
X  .Hence l - 1. This proves that every eigenvalue of S 0 is less than 1,0
 .which yields i S , 0 s 1 as in the proof of Theorem 3.1. The lemma is0
proved.
Using Theorem 3.1 and Lemmas 3.2 and 3.3, we obtain the following
 .results on the existence of positive solutions of problem 1.1 .
THEOREM 3.2. Let Assumption B hold. Suppose a ) a l for i s 1, 2.i i 0
 .Then 1.1 has a positi¨ e solution if either
i a - l a , a - l a or ii a ) l a , a ) l a . .  .  .  .  .  .1 1 2 2 2 1 1 1 2 2 2 1
 .  .Proof. We show that if either i or ii holds then S has a positive fixed
point in U. In view of Lemma 3.2, 0, u*, v* g U. Suppose by contradiction
that S has no positive fixed point in U. Then by Lemma 3.3 and the
additivity of index,
i S, 0 q i S, u* q i S, v* s i S, U s 1. 3.7 .  .  .  .  .
 .On the other hand, if i holds, then by Theorem 3.1,
i S, 0 s 0, i S, u* s 1, i S, v* s 1, .  .  .
 .  .contradicting 3.7 . While if ii holds, then
i S, 0 s 0, i S, u* s 0, i S, v* s 0 .  .  .
 .again contradicts 3.7 . Hence there must be a positive solution in U. This
completes the proof.
 .Remark. The above theorem shows that the set of points a , a at1 2
 .which 1.1 has a positive solution contains the region bounded by the two
curves
G : a s l a , G : a s l a . .  .1 1 1 2 2 2 2 1
 .  .Since l a and l a are defined for all a G 0, a G 0, respectively, we1 2 2 1 2 1
see that the region is unbounded.
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4. THE SYSTEM WITH LARGE CROSS DIFFUSION
In this final section, we examine the effect of cross diffusion on the
existence of positive solutions. We show that the system always has a
positive solution if b , b are sufficiently large, when other parameters12 21
are fixed. We first prove the following lemma.
LEMMA 4.1. Let Assumption B hold. If a ) a l , then there exists a1 1 0
constant b U ) 0 such that21
a - l a ' l a q b u*, b u* .  .2 2 1 0 2 21 21
for all b G b U . Similarly, if a ) a l , then there exists a constant21 21 2 2 0
b U ) 0 such that12
a - l a ' l a q b ¨*, b ¨* .  .1 1 2 0 1 12 12
for all b G b U .12 12
Proof. Since by assumption a ) a l , it follows from Theorem 2.31 1 0
 .  .that u* is a nonzero solution of 1.1 . The relation a - l a would2 2 1
follow if we show that the function
l b ' l a q b u*, b u* .  .0 2 21
tends to ` as b ª `. Suppose by contradiction that there is a sequence
 4   .4  .b tending to ` but l b is bounded above. Since by definition, l bk k
 .is the principal eigenvalue of problem 2.4 with A s a q b u*, B s b u*,2 21
it follows that for each k there is a positive function f solving thek
problem
yDf s f x f in V , f s 0 on ­ V 4.1 .  .k k k
where
l b y b u* .k 21
f x ' . .k a q b u*2 k
 4   .4The sequence f is bounded above because l b is bounded above.k k
 .On the other hand, since 4.1 has no positive solution for negative f , itk
follows that
l b G yb max u x . .  .k 21
xgV
 4Hence f is also bounded below. This means that there exists a constantk
M ) 0 such that
< <f x F M for x g V , k s 1, 2, . . . . 4.2 .  .k
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 . 5 5 pChoosing the solution f of 4.1 such that f s 1, k s 1, 2, . . . ,L V .k k
 .  .for some p ) nr2 n being the spatial dimension . 4.2 implies that the
 4 p .sequence f f is bounded in L V . Hence by the a priori estimate fork k
 4 2, p .solutions of elliptic equations, the sequence f is bounded in W V .k
g 4  .In view of the Sobolev embedding theorem, f is also bounded in C Vk
 4for some g ) 0. Hence we may choose a subsequence f converging to ak 9
p .  .function f in C V . Since the sequence also converges in L V , it0
follows that
5 5 p 5 5 pf s lim f s 1. 4.3 .L V . L V .0 k 9
k9ª`
 .Thus f is a nonzero function. On the other hand, using 4.2 and the0
 4  .  4  .boundedness of f in C V , we see that f f is bounded in C V .k 9 k 9 k 9
  .4  .Since by assumption, l b is bounded, b ª `, and u* x ) 0 for eachk k
x g V, it follows from the definition of f thatk
lim f x f x s 0 pointwise in V . .  .k 9 k 9
k9ª`
Hence by the dominant convergence theorem,
5 5 plim f f s 0.L V .k 9 k 9
k9ª`
 .  4Applying the a priori estimate again to Eq. 4.1 , we conclude that fk 9
2, p .  .converges to 0 in W V . Thus yields f s 0, contradicting 4.3 . Hence0
  .4l b cannot be bounded above.k
The following result is an immediate consequence of Theorem 3.2 and
the above lemma.
THEOREM 4.1. Let Assumption B hold and suppose a ) a l for i si i 0
U U  .1, 2. Then there exist constants b ) 0, b ) 0 such that 1.1 has a positi¨ e12 21
solution for all b G b U , b G b U .12 12 21 21
Proof. In view of Lemma 4.1, there exist b U ) 0, b U ) 0 such that12 21
a - l a , a - l a for all b G b U , b G b U . .  .1 1 2 2 2 1 12 12 21 21
 .Hence the condition i of Theorem 3.2 is satisfied, and consequently a
positive solution exists.
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