Abstract. In this paper, we provide new formulas for determining the coefficients appearing in the asymptotic expansion for the Barnes G-function n → +∞ for certain classes of asymptotic expansion for the Barnes G-function.
Introduction and main results
Barnes [2, 3, 4, 5] introduced the multiple gamma functions Γ n (z) which is a generalization of the classical gamma function Γ(z). A special case of this multiple gamma functions defined by G(z) = 1/Γ 2 (z) is called the double gamma function or the Barnes G-function. Barnes G-function [1, 22, 32, 33] has wide range of applications in pure and applied mathematics and in theoretical physics. The G-function appears in the theory of p-adic L-functions [22, 24] , in the study of determinants of the Laplacians on the n-dimensional unit sphere [13, 22, 27, 28, 29, 31, 32] . The Barnes G-function also appears in the study of random matrix theory and in analytic number theory [1, 23] . The G-function is also know to satisfy the following functional equation where γ = 0.5772166 . . . is the Euler-Mascheroni constant [1] . Ferreira and López [15] presented the following asymptotic expansion of logarithm of the Barnes G-function in terms of the Bernoulli numbers log G(z + 1) ∼ 1 4 z 2 + z log Γ(z + 1) − 1 2 z(z + 1) + 1 12 log z − log A (1.1)
B 2n+2 2n(2n + 1)(2n + 2)z 2n , as z → +∞ in the sector | arg(z)| < π − δ with any fixed 0 < δ ≤ π. The constant A first appeared in the articles of Kinkelin [1, 18] and Glaisher [1, 16] on the asymptotic expansion of 1 1 as n → +∞, where m ∈ N. The constant A is called Galisher-Kinkelin constant and can be defined by
where ζ is the Riemann zeta function. Here and throughout the entire paper log denotes the principal value of the logarithm. Chen [11] proved the following two general asymptotic expansions for the Barnes G-function
for z → +∞ and | arg(z)| < π, where r is a nonzero real number, ℓ nonnegative integer and the coefficients b n (ℓ, r)(n ∈ N) and a n (ℓ, r)(n ∈ N) are given by
and a n (ℓ, r) =
Xu and Wang [32] proved that the Barnes G-function has the following asymptotic expansion
for z → +∞ and | arg(z)| < π, where r is a nonzero real number and the coefficients b n (r) satisfy the recurrence relation
In this paper B n denotes the nth Bernoulli number. Throughout this paper we denote the Stirling numbers of the first and second kind by s(n, ν) and S(ν, k) respectively and we define them by their double generating function (see, Comtet [14, p. 50] ), [20] and [30] :
for |z| < 1 and k ≥ 1 is a natural number. It known that the Stirling numbers of the second kind can be computed explicitly using the following expression [19] 
The Stirling coefficients γ n are given by the following asymptotic expansion:
as ν → +∞. Nemes [19] proved that the Stirling coefficients have the following representation
Motivated by the paper of Nemes [20] for the Gamma function and the fact that the Barnes G-function is a natural extension of Gamma function and has many properties analogous to that of the Gamma function. Also since the calculation of the higher order terms by the recurrence relations(1.4), (1.5), (1.7) can be somewhat very difficult to compute and knowing the exact value of the later terms in the theory of asymptotic expansions is not necessary and accurate numerical approximations of the higher terms are enough for application purposes [20] . We present various formulas for determining the coefficients appearing in the asymptotic expansion for the Barnes G-function n → +∞. These formulas can be used for numerical computations of the Barnes G-function. Our result in this paper is analogous to the paper of Nemes [20] for the Gamma function. Now we are ready to formulate our main results. Theorem 1.1. Let r = 0 be a real number. The Barnes G-function has the following asymptotic expansion:
for z → +∞ and | arg(z)| < π, where the coefficients b n (r)(n ∈ N) are given by
(1.12) for every integer m > 0 as n → +∞. Theorem 1.2. The coefficients b n (r) in (1.11) have the following asymptotic expansion
as n → +∞, where I 0,n = 1/4 and
for k ≥ 1. Theorem 1.3. Let θ = 0, κ be fixed complex numbers and r = 0 be a real number, if
as n → +∞.
Theorem 1.4. Let r = 0 be a given real number and ℓ ≥ 0 be a given integer. If the Barnes G-function has the following asymptotic expansion:
Theorem 1.5. Let r = 0 be a given real number and ℓ ≥ 0 be a given integer. If the Barnes G-function has the following asymptotic expansion:
The rest of the paper is organized as follows. In Section 2, we prove the formulas in Theorem 1.1-1.5. In Section 3, we provide numerical examples based on the proposed approximations.
The proof of the Theorems
To prove the formulas, we need several lemmas. The first two theorems about the asymptotics of the coefficients of certain formal power series.
.
Assume that F (x, y) is analytic in x and y in a neighborhood of (0, 0), α n = 0 and
We remark that the assumptions on F are automatically satisfied if F is analytic at the origin (see Odlyzko [25, p. 116 
]).
Theorem 2.2 (E.A. Bender and L.B. Richmond, [7] ). Let α(x) be a formal power series with coefficients α k where α 0 = 0. Let p n be the coefficient of x n in (1 + α(x)) θn+κ where θ = 0 and κ are fixed complex numbers. If
The following two lemmas are easy consequences of the well-known formula [17] 
Lemma 2.3. For any n ≥ 0 we have that
Lemma 2.4. We have
Proof of formula 1.12. After a simple algebraic manipulations of (1.1), we obtain G(z + 1) This implies that we have
Applying Lemma 2.4 to the sequence α n (r) = rB 2n+2 2n(2n + 1)(2n + 2)
,
for every n ≥ 1. Since α n (r) = 0 and 0 ≤ lim n→+∞ a n−1 (r) a n (r)
we have a n−1 (r) = o(a n (r)) as n → +∞.
Hence condition (1) of Theorem 2.1 holds. Also condition (2) of Theorem 2.1 holds for every integer m > 0 since for n > 2m
Because F (x, y) = e y is analytic in x and y, it follows that
for every integer positive integer m as n → +∞.
Proof of formula 1.13. Substituting
in (1.12), we obtain
for every integer m > 0 as n → +∞. We can write this expression as
is the falling factorial. The leads us to the formal asymptotic series of the coefficients in (1.13)
which holds as n → +∞. Using the Stirling formula (1.10) we obtain
Using the generating function of the Stirling numbers of the second kind (1.8) one can easily show that
as n → +∞. After substituting this expression and (2.2) into (2.1) and performing the product of the asymptotic series, we have
as n → +∞, where
Proof of formula 1.14. Our starting point is with the following expression
Using the general asymptotic expression (1.12) and Lemma 2.4 obtain
as n → +∞. Because
we have that the condition (1) of Theorem 2.2 holds. Thus, we can conclude that
Proof of formula 1.15. Consider the following well-known power series expansion related the Stirling number of the first and second kind from (1.9)
To prove formula (1.15), we apply Theorem 2.1 to the formal power series
Using the general asymptotic expression (1.12) and Lemma 2.4, we obtain
as n → +∞. This further implies that condition (1) and condition (2) in Theorem 2.1 are satisfied. Using (2.5), we apply Theorem 2.1 to the function
where ℓ ≥ 0 is an integer and r = 0 is a real number. It follows that
We have that
for some constants c 1 > c 2 > 0. It is clear that condition (1) and (2) of Theorem 2.1 hold. Since α n = 0 and
for n > i + j > 1 and for some constant C > 0. This implies that condition (3) of Theorem 2.1 is satisfied with δ = 4π 2 . Hence we conclude that
Proof of formula 1.17. Consider the following as a formal power series n≥0 a n (ℓ, r)x n = exp
We apply Theorem 2.1 to the function
and F (x, y) := e y .
It follows that
as n → +∞, the conditions of Theorem 2.1 are satisfied. Hence we conclude that
Numerical examples
In this section we present numerical examples to support our proposed approximations for the coefficients appearing in the Barnes G-function. We use the relative error as a measure of numerical performance. The relative error E in approximating some value b with b aprrox can be defined as Table 1 and 2 show the numerical performance of our proposed approximation for r = 1, n = 25, 100 and m = 0, 5, 10, 15. Because it is exceedingly time consuming to compute the exact value of b n (r) for r = 1 with n = 100 using (1.7), we present in Table 1 and 2 approximations of b n (r) for r = 1 with n = 100 and with varying m using (3.2) and (3.3). We compute the exact value of b n (r) for n = 25, r = 1 using the following recurrence relation given in (1.7)
From (1.12) we have the following approximation formula
Another family of approximation comes from (1.13) 
