



















Automatic   exploration   of   virtual   worlds   becomes 
more and more necessary because of development of 
virtual   reality   applications   on   computers.   This 
technique   is   especially   useful   to   give   elegant 
solutions   in   two   kinds   of   problems:   scene 













computer  has  a  complete knowledge of   the  scene’s 
geometry   and   topology.   So,   it   should   be   able   to 
propose interesting points of view, according to some 
view quality criteria, and even to intelligently explore 
the   scene,   because   a   set   of   views   of   the   scene, 
without a good transition between these views, does 
not assure a good knowledge of it.








case,   the   computer   has   more   information   on   the 
virtual world to visit than the visitor and it should be 
able   to  propose  a  guided exploration  of   the  world, 
taking into account the desires of the world designer.
In   section   2,   the   problem   of   virtual   worlds 
exploration will be discussed. Authors conception of 
heuristic   search­based   scene   exploration   and   the 
corresponding   implemented   techniques   will   be 
proposed   in   section   3.   In   section   4,   plan­based 
improvements   of   heuristic   search­based   scene 
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2.THE PROBLEM OF VIRTUAL 
WORLDS EXPLORATION
There   are   two   possibilities   when   one   wishes   to 
explore a virtual world with a camera. The first kind 
of   exploration   is  global   exploration,   where   the 




around  the scene and tries  to give the user a  good 
general  knowledge of  it  by exploring first   the most 
interesting   parts   of   the   scene.   Having   a   global 
knowledge   of   the   world   to   be   explored   is   always 
necessary   and,   for   a   great   part   of   scenes,   global 
exploration gives the user sufficient knowledge of the 
scene.
The purpose of   local  exploration  is  a  more precise 
knowledge of a scene, or of a part of it, by immersion 
of the camera inside the scene. The camera is now a 
part   of   the   world   and   it   must   take   into   account 
possible   obstacles   which   could   obstruct   its 
movement.  Local   exploration   is   rarely   sufficient   to 
give   the   user   a   good   knowledge   of   the   explored 





problem easier   to  understand.  The object  A of   the 
scene   cannot   be   seen   by   a   camera   which   moves 
around the scene. In such a case it is necessary to add 
local exploration,  with   immersion of   the camera  in 
















discovered   a   new   virtual   world,   cannot   explore   it 
immediately.   In   such   a   case   a   camera   path 
determination   module   may   compute   an   optimised 
path for the camera, which may be used by the user 
for   later   exploration.   In   off­line   virtual   world 
exploration,   camera   path   determination   is   more 
precise but   it  may be  time consuming.  This   is  not 
really a drawback, as the user decided to understand 
the virtual world later. 
In   this   paper,   only   incremental   global   on­line 
exploration   is   concerned.   Techniques   for   off­line 
exploration,  as  well  as   techniques   to   improve  local 









• some   general   purpose   rules   on   the   camera’s 
movement,
• an   evaluation   function   allowing   the   camera   to 
choose its next position.














the   exploration   is   to   show   some   important   or 
interesting places of this world, the criterion should 
take into account the view of these selected places.
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to   define  more   accurate   viewpoint   quality   criteria 
[Sok06, Ple06, Lee05, Vaz03].
In   this   paper,   we   use   a   geometry­based   criterion 




and   the   notion   of   “importance   of   a   detail”.  More 
precisely, considering that a scene is a set of surfaces, 












In   this   formula,   [e]   denotes   the   smallest   integer, 
greater than or equal to e, for any expression e.




this   task,  we  apply   a   computation   technique  using 
image analysis.    Based on   the  use  of   the  OpenGL 
graphical library and its integrated z­buffer, the used 
technique is described in this section.
If  a  distinct  colour   is  given  to  each surface of   the 
scene, displaying the scene using OpenGL allows to 
obtain a  histogram which gives  information on   the 




the  scene  from  the  current  position of   the camera. 
The ratio of the image space occupied by a colour is 
the area of   the projection of   the visual  part  of   the 
corresponding surface. The sum of these ratios is the 
projected area of the visible part of the scene. In this 
manner,   the   two   good   view   criteria   are   computed 
directly   by   means   of   an   integrated   fast   display 
method.
With  this   technique,   the   same  formula  as  above  is 
used to compute the importance of a point of view 
but now:
Pi(V)  is   the number of pixels  corresponding to  the 













• The   display   cost   with   a   hardware   acceleration 
based z­buffer is not important and a large number 
of polygons can be displayed very quickly.
To   determine   the   starting   point   of   the   scene 
exploration process,   that  is,  a point  of  view with a 






sphere and computing  its   importance as  a  point  of 
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of  obtained   points   of  view does  not   increase.  The 





is   a   very   interesting   and   useful   problem   but, 
surprisingly, very few authors have been interested in 
it [Fou96, Mou96, Jar98, Bar99, Bar00a, Bar00b]. In 

















by  the  camera’s  position  evaluation   function which 
will be presented below. In order to always apply the 
third rule, the following technique is used.
Once   the   supposed   best   point   of   view   has   been 
computed on the surface of the sphere, the camera is 
set  on   this  point  and   the  movement  of   the  camera 
starts by a decision for the camera’s initial movement 




direction,   the   view   direction   from   this   point   is 












heuristic   rules   taking   into   account   the   first   and 
second   heuristic   rules   presented   above,   at   the 
beginning   of   this   section.  This   position   evaluation 








camera,   with   a   minimum   displacement   from   the 
starting point.
The three heuristic rules presented at the beginning of 
this   section   must   be   taken   into   account   for   the 
camera’s   movement.   The   third   rule   is   already 
integrated   as   explained   in   sub­section   3.2.   In   the 
following   lines  we  will   explain   how   the   first   and 
second   rules   will   be   integrated   in   the   evaluation 
function of the camera’s position.
In order to avoid a fast return of  the camera to the 
starting point,  because of  attraction due  to   the  fact 











• The   length   of   the   path   traced   by   the   camera’s 
movement (figure 6a). The length of this path can 
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In   order   to   create   a   heuristic   function  guiding   the 
movement  of   the   camera,  we  can  observe   that   the 
importance of the camera’s distance from the starting 









• The   distance   of   the   current   position   from   the 
starting point (dc).

















a   strategy   based   on   plan   elaboration,   reaching 
interesting   positions   should   be   considered   as   a 
permanent goal.
As  a  partial  goal  of   scene exploration  could  be   to 
reach   an   interesting   position   for   the   camera,   it   is 
possible to imagine three different plans:
1. Direct movement of the camera to the interesting 








quality   of   the   possible   next   positions   of   the 









every   possible   next   position.   So,   the   path   of   the 
camera is not always the shortest one from P1 to P2. 























During exploration,  only  not  yet  seen polygons  are 
taken   into   account   to   determine   the   quality   of   a 
camera position.
How to choose a small set of interesting positions to 






2 1 dcpc 
Figure 4. Distance of the current position 
of the camera from the starting point
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used   when   applying   the   third,   most   general, 
exploration plan presented above.   If IP  denotes the 
interest of the position P, n(P) the next position from 
position   P,   p(P)   the   previous   position   from   the 
position P to reach, pvP the quality as a point of view 
of   the   position   P,   d(P1,   P2)   the   distance   between 
positions P1 and P2 on the surface of the sphere and 
Pc  and Pr  respectivelly   the current  position and  the 
position to reach, the next position of the camera can 
be evaluated using the following formula:
In  this   formula,   the next  position of   the  camera  is 
chosen   in   order   to   have   the   following   conditions 
verified:
• The next camera position is a good point of view
• There   exists   a   position,   before   the   position   to 
reach, which is a good point of view
• The   distance   between   the   next   position   of   the 

















exploration  of   a   scene   representing   an   office.  The 
movement of the camera is represented by the dotted 
line.   This   exploration   is   based   on   the   method 
described   in   section   3.   The   camera’s   motion   is 
smooth   and   the   scene   is   well   understood   after   a 










We   have   chosen   to   comment   on   results   of   the 
proposed   plan­based   method,   obtained   with   two 
scenes: The office scene, already seen in figure 6, and 
a   sphere   with   6   holes,   containing   various   objects 
inside.   This   second   test   scene   is   very   interesting 
















=pvn Pc +pvp P 2 
d Pc ,P2





=pvn Pc +pvp Pr 
d Pc ,Pr 
d nPc  ,p Pr  
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3. Both   distance   and   viewpoint   quality   of   the 
position   to   reach   are   considered,   with   equal 
weights   (ratio   viewpoint   quality/distance  =   1). 
See Figure 9.
4. Both   distance   and   viewpoint   quality   of   the 
position   to   reach   are   considered,   with   the 





































The   presented   techniques   perform   incremental 
determination of the next position of the camera and 
take   into   account   both   viewpoint   quality   and 
positions that should be reached by the camera and 





reach   is   often  more   important   than   the   viewpoint 
quality of the current position. In our opinion this fact 
can be explained by the mode of choice of the initial 




to   reach  only   according   to   their   distance   from  the 







technique   uses   the   second   of   the   three   possible 
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