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Chapter 1
Introduction
It is a classical problem to find the densest sphere packings in n-dimensional
Euclidean space (Rn, (, )). These are only known in dimension 2 and 3, where
T. Hales recently proved the famous Kepler conjecture [13]. The problem be-
comes easier, when restricting to lattice sphere packings, where the centres of
the spheres form a group. Korkine, Zolotareff and Voronoi [25] characterised
the locally densest lattices as those that are perfect and eutactic and gave
an algorithm to enumerate all similarity classes of perfect lattices. Due to
this algorithm all perfect lattices up to dimension 8 are known, and hence
also the densest lattice sphere packings. In dimension 24 the densest lattice
is also known, it is the famous Leech lattice ([5]).
The notion of strongly perfect lattices has been introduced by Boris
Venkov [24], to use the theory of spherical designs to characterise certain
locally densest lattices.
Spherical design have their origin in combinatorics and have been defined
by Delsarte, Goethals and Seidel in 1977 [10]. They have a lot of different
applications e.g. they are used in numerical integration (Pache, de la Harpe,
Venkov [8], [9]) and in quantum information theory ([1]). Beautiful examples
for spherical 5-designs in three dimensions are the regular dodecahedron and
icosahedron. (For a definition of spherical t-designs see Definition 2.7.2).
Strongly perfect lattices are lattices whose set of minimal vectors
S(L) := {l ∈ L|(`, `) = min(L)} where min(L) = min{(`, `)|0 6= ` ∈ L}
forms a spherical 5-design. Which means, by the definition of spherical de-
signs, that the mean value on S(L) equals the integral over the sphere for
all homogeneous polynomials f up to degree 5. Venkov has proved that the
2-design property of S(L) implies that L is eutactic and the 4-design prop-
erty yields that L is perfect (see [24, The´ore`me 6.4]) and therefore strongly
perfect lattices are indeed local maxima of the density function. The Leech
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lattice Λ24, the Barnes-Wall lattice Λ16 and the densest lattices of dimension
2,4,6,7,8 are strongly perfect.
While the classification of perfect lattices gets to complex for dimensions
greater than 8 the full classification of strongly perfect lattices is known up
to dimension 12 (see [24], [18], [19]):
n 1 2 4 6 7 8 10 12
Z A2 D4 E6, E∗6 E7, E∗7 E8 K ′10,K ′∗10 K12
Table 1.1: Strongly perfect lattices of dimension ≤ 12.
It is believed that table [24, Tableau 19.1, 19.2] lists all strongly perfect
lattices up to dimension 23. For all lattices in these tables the dual lattice
L∗ := {x ∈ Rn | (x, `) ∈ Z for all ` ∈ L}
is also strongly perfect, with the only exception of K ′21. As the classification
becomes more and more complex Nebe and Venkov have restricted their
classification in dimension 14 to dual strongly perfect lattices [20] (or, for
a shorter proof see Chapter 3.3). In dimension 14, there is exactly one
similarity class of dual strongly perfect lattices.
In this thesis we continue this work and prove that there are no dual
strongly perfect lattices in dimension 13 and 15. In addition to refinements
of the methods developed in [20] we use a new method (see Theorem 3.1.4)
to narrow down the kissing number of a dual strongly perfect lattice.
In dimension 17 we restrict the classification to universally perfect lattices
and prove that there is no such lattice. A lattice is universally perfect if every
non-empty layer
La := {` ∈ L | (`, `) = a}
of the lattice is a spherical 5-design. This property implies that for all har-
monic polynomials p of degree ≤ 5 the harmonic ϑ-series
ϑp,L =
∑
`∈L
p(`)q(`,`) = 0
vanishes. The dual lattice L∗ is also universally perfect, by the ϑ-transformation
formula, also the dual lattice L∗ then is universally perfect, so this is a
stronger notion than being dual strongly perfect. The ϑ-series are modular
forms of weight k = n
2
+ deg(p) and level N related to the exponent of L∗/L.
The design properties of S(L) and S(L∗) allow to give a finite list of possible
exponents of L∗/L. This enables us to do computations in the finite dimen-
sional space of modular formsMk(Γ0(N)) using MAGMA [3] to exclude the
existence of strongly perfect lattices with given parameters.
7The results in dimension 13 and 15 will be published in [17].
I wish to thank my advisor, Prof. Dr. Gabriele Nebe, for her guidance and
advice, which made this thesis possible. I am deeply grateful to Prof. Dr.
Boris Venkov, who passed away before this thesis was finished, for his advice
and the ideas he shared with me.
Furthermore I would like to thank RWTH Aachen for my scholarship.
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Chapter 2
Lattices
This chapter will be a short introduction about lattices and related topics
such as quadratic forms. We will also introduce harmonic polynomials and
modular forms. This will lead to the Definition of strongly perfect and univer-
sally perfect lattices lattices. Furthermore we will prove important theorems
for the classification which follows in Chapter 3.
2.1 General Definitions and Theorems
Throughout the thesis E := (V, (, )) will be a finite dimensional euclidean
vector space.
2.1.1 Definition
L ⊂ E is called a lattice if there is a R-linear independent tuple B :=
(b1, . . . , bn) with bi ∈ V such that L = 〈b1, . . . , bn〉Z.
• B is called a basis of L.
• G(B) = ((bi, bj))1≤i,j≤n is the Gram matrix of L with respect to the basis
B.
• G(L) denotes a Gram matrix of L with respect to some basis.
• det(L) := det(G(B)) is the determinant of L which is well defined be-
cause it is independent of the choice of basis.
• L∗ := {v ∈ V | (v, L) ⊆ Z} is the dual lattice of L, with the dual basis
B∗ = (b∗1, . . . , b∗n) where (b∗i , bj) = δi,j.
• Ln is the set of all n-dimensional lattices.
9
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• min(L) := min{(`, `) | 0 6= ` ∈ L} is called the minimum of L.
• S(L) := {` ∈ L | (`, `) = min(L)} is the set of minimal vectors.
• |S(L)| is called the kissing number of L and s(L) := |S(L)|
2
.
• Two lattices L and L′ in V are called isometric if there exists an element
g ∈ O(E) of the orthogonal group, with Lg = L′.
• Aut(L) := {g ∈ O(E) | Lg = L} is the automorphism group of L.
2.1.2 Remark
Let L be a lattice in E with its dual L∗ and basis B and B∗. The change of
basis matrix from B∗ to B is
B∗ [id]B = G(B).
Proof: Let A := B[id]B∗ the matrix of change of basis from B to B∗, then it is
δi,j = (b
∗
i , bj) = ei · A · G(B) · etrj ,
where ei ∈ R1×n is the i-th standard unit vector. Therefore we have G(B)A =
In and
G(B) = A−1 = B∗ [id]B
like proposed. 
2.1.3 Lemma
Let L and M be 2 lattices in Rn, then
L∗ ∩M∗ = (L+M)∗ and (L ∩M)∗ = L∗ +M∗.
Proof:
⊆: u ∈ L∗ ∩M∗
⇒ (u, L) ⊆ Z ∧ (u,M) ⊆ Z⇒ (u, L) + (u,M) = (u, L+M) ⊆ Z
⇒ u ∈ (L+M)∗.
⊇: u ∈ (L+M)∗
⇒ (u, v) ∈ Z∀ v ∈ L+M, as L ⊆ L+M and M ⊆ L+M :
⇒ (u, L) ⊆ Z ∧ (u,M) ⊆ Z
⇒ u ∈ L∗ ∩M∗. 
2.1. GENERAL DEFINITIONS AND THEOREMS 11
2.1.4 Definition
A lattice Λ is called integral if Λ ⊆ Λ∗. Λ is called even if (α, α) ∈ 2Z for all
α ∈ Λ. Λ is called classical integral if (α, α) ∈ Z for all α ∈ Λ.
2.1.5 Remark
Let Λ be an even lattice, then Λ is integral.
2.1.6 Remark
Let L be an integral lattice with basis B and (d1, . . . , dn) the elementary di-
visors of G(B) then
L∗/L ∼=
n⊕
i=1
Z/diZ.
Proof: By Remark 2.1.2 holds L∗/L ∼= Zn/ZnG(B). Now there always are
P,Q ∈ GLn(Z) such that PG(B)Q = diag(d1, . . . , dn) with di | di+1. There-
fore
L∗/L ∼= Zn/Zndiag(d1, . . . , dn) ∼= Z/d1Z× . . .Z/dnZ. 
2.1.7 Lemma
Let L be an even lattice in odd dimension n then det(L) is even.
Proof: Let B be some basis of L and
G(B) =

a11 a12 . . . a1n
a12 a22
...
...
. . .
...
a1n . . . . . . ann
 ∈ Symn(Z)
where aii ∈ 2Z for all 1 ≤ i ≤ n, because L is an even lattice. To compute
the determinant of G(B) we use the Leibniz formula:
det(L) = det(G(B)) =
∑
σ∈Sn
sgn(σ)
n∏
i=1
aiσ(i)
where Sn denotes the symmetric group on n elements. If σ has a fixed point
1 ≤ j ≤ n then ajj
∏
i 6=j aiσ(i) is even. If σ has no fixed point it has at least
order 3 because n is odd, and then
n∏
i=1
aiσ(i) =
n∏
i=1
aiσ−1(i),
because of the symmetry of G(B). So we get those summands twice and
therefore the whole sum has to be even. 
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2.1.8 Definition
The level ` of an even lattice is defined as
` := min{c ∈ N | √cL∗ is even}.
2.1.9 Definition
Let Λ be a lattice of level ` with ` = p · q with gcd(p, q) = 1 then
Λ∗p := Λ∗ ∩ 1
p
Λ
is called partial dual lattice of Λ.
From [21, Proposition 1] we know
2.1.10 Lemma
Some identities hold for partial dual lattices:
1. (Λ∗p)∗ = Λ∗q
2. (Λ∗p)∗p = Λ
3. (Λ∗p)∗q = Λ∗.
Proof: 1. The first identity follows because for all λ ∈ Λ∗p and γ ∈ Λ∗q
holds
(λ, γ) ∈ 1
p
Z ∩ 1
q
Z = Z
and therefore
Λ∗p ⊆ (Λ∗q)∗ and Λ∗q ⊆ (Λ∗p)∗
so (Λ∗p)∗ = Λ∗q.
2. For the second identity we will just evaluate
(Λ∗p)∗p = (Λ∗p)∗ ∩ 1
p
Λ∗p 1.= (Λ∗ ∩ 1
q
Λ) ∩ (1
p
Λ∗ ∩ 1
p2
Λ)
(p,q)=1
= Λ.
3. The third identity is just a combination of the first and the second:
(Λ∗p)∗q = ((Λ∗p)∗p)∗ = Λ∗. 
2.1.11 Proposition
Let Λ be an even lattice of level ` = p · q with gcd(p, q) = 1 then
Λ∗p ∩ Λ∗q = Λ and Λ∗p + Λ∗q = Λ∗.
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Proof: As gcd(p, q) = 1 we know that 1
p
Λ ∩ 1
q
Λ = Λ and therefore
Λ∗p ∩ Λ∗q = (Λ∗ ∩ 1
p
Λ) ∩ (Λ ∩ 1
q
Λ) = Λ.
By Lemma 2.1.3 and 2.1.10 we get
Λ∗ = (Λ∗p ∩ Λ∗q)∗ = Λ∗p + Λ∗q. 
2.1.12 Definition
A vector v ∈ L is called primitive if there exists a basis B = (v, b2, . . . , bn) of
L.
2.1.13 Remark
If v ∈ L is primitive, then for all α ∈ Q
αv ∈ L⇒ α ∈ Z.
2.1.14 Lemma
Let Λ be an integral lattice with min(Λ) = m, min(Λ∗) = r and c ∈ Q such
that
√
cΛ∗ is integral then c and cr ∈ Z.
Proof: As det(Λ) det(Λ∗) = 1
Z 3 det(Λ) det(√cΛ∗) = cn ⇒ c ∈ Z
and min(
√
cΛ∗) = cr ∈ Z. 
Now we will define a really prominent class of lattices.
2.1.15 Definition
A lattice Λ with Λ = 〈λ ∈ Λ | (λ, λ) = 2〉 is called a root lattice and x ∈ Λ
with (x, x) = 2 is called a root.
2.1.16 Remark
The irreducible (i.e. not decomposable into orthogonal components) root lat-
tices are classified:
• An := {(x0, . . . , xn) ∈ Zn+1 | x0 + · · · + xn = 0} for n ≥ 1. A possible
Gram matrix for An:
G(BAn) =

2 −1 0 . . . 0
−1 2 −1 . . . 0
0 −1 2 −1 ...
...
. . . . . . . . . −1
0 . . . 0 −1 2

with BAn =

−1 1 0 . . . 0
0 −1 1 0 . . . 0
...
. . . . . . . . .
0 . . . 0 −1 1
 .
14 CHAPTER 2. LATTICES
• Dn := {(x1, . . . , xn) ∈ Zn | x1 + · · · + xn ∈ 2Z} for n ≥ 3. A possible
Gram matrix for Dn:
G(BDn) =

2 −1 0 . . . . . . 0 0
−1 2 −1 0 . . . 0 0
0 −1 2 −1 . . . ... ...
...
. . . . . . . . . . . .
...
...
0 . . . 0 −1 2 −1 −1
0 . . . 0 0 −1 2 0
0 . . . 0 0 −1 0 2

with BDn =

1 −1 0 . . . . . . 0
0 1 −1 0 . . . 0
... 0
. . . . . .
...
...
... 1 −1 0
0
... 0 1 −1
0 0 . . . 0 1 −1

.
• E8 := {(x1, . . . , x8) ∈ Z8 | x1 + · · ·+ x8 = 0} ∪ {(x1, . . . , x8) ∈ 12Z8 |
x1 + · · ·+ x8 = 0}. A possible Gram matrix for E8:
G(B8) =

2 −1 0 0 0 0 0 0
−1 2 −1 0 0 0 0 0
0 −1 2 −1 0 0 0 −1
0 0 −1 2 −1 0 0 0
0 0 0 −1 2 −1 0 0
0 0 0 0 −1 2 −1 0
0 0 0 0 0 −1 2 0
0 0 −1 0 0 0 0 2

with B =

1
2
. . . . . . . . . . . . . . . 1
2
1
2
1
2
−1
2
. . . . . . . . . −1
2
0 −1 1 0 . . . . . . 0
0 0 −1 1 0 . . . 0
...
. . . . . .
...
0 . . . . . . . . . −1 1 0
−1 1 0 . . . . . . . . . 0

.
• E7 := {(x1, . . . , x8) ∈ E8 | x1 + · · ·+ x8 = 0}. A possible Gram matrix
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for E7:
G(B7) =

2 −1 0 0 0 0 0
−1 2 −1 0 0 0 0
0 −1 2 −1 0 0 −1
0 0 −1 2 −1 0 0
0 0 0 −1 2 −1 0
0 0 0 0 −1 2 0
0 0 −1 0 0 0 2

with B =

−1 1 0 . . . . . . . . . 0
0 −1 1 0 . . . . . . 0
...
. . . . . .
...
0 . . . . . . . . . −1 1 0
1
2
1
2
1
2
−1
2
. . . . . . −1
2
 .
• E6 := {(x1, . . . , x8) ∈ E8 | x6 = x7 = x8}. A possible Gram matrix for
E6:
G(B6) =

2 −1 0 0 0 0
−1 2 −1 0 0 0
0 −1 2 −1 0 −1
0 0 −1 2 −1 0
0 0 0 −1 2 0
0 0 −1 0 0 2

with B =

0 −1 1 0 . . . . . . 0
...
. . . . . .
...
0 . . . . . . . . . −1 1 0
1
2
1
2
1
2
−1
2
. . . . . . −1
2
 .
For a proof of this classification see e.g. [11, Theorem 1.2] and for more
details and alternative definitions see [6, Chapter 4.2].
2.1.17 Definition
The localisation Z(p) of Z for a prime number p is defined as
Z(p) := {a
b
∈ Q | p - b}.
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2.1.1 The Sublattices Γ(e) and Γ(t)
In the next two lemmata, which are from [19, Lemma 2.9 and 2.8], we will
see under which circumstances we can find a sublattice of index two, three
or four in a lattice.
2.1.18 Lemma
Let Γ be a lattice such that all norms (γ, γ) are in Z(3) and
2(α, β)2 + (α, α)(β, β) ∈ 3Z(3) for all α, β ∈ Γ
then Γ(t) := {γ ∈ Γ | (γ, γ) ∈ 3Z(3)} is a sublattice of Γ and [Γ : Γ(t)] ∈ {1, 3}.
Proof: By assumption (α, β) ∈ 3Z(3) for all α, β ∈ Γ(t), hence Γ(t) is a sublat-
tice of Γ. As 3Γ ⊆ Γ(t) we get [Γ : Γ(t)] = 3i with i ∈ N0. If i > 0 we can take
α 6= β ∈ Γ\Γ(t) and get (α, α) ≡3 (β, β) because (α, β)2 ≡3 (α, α)(β, β) 6≡3 0.
Hence either α + β or α − β ∈ Γ(t) and therefore either α ∈ −β + Γ(t) or
α ∈ β + Γ(t), so [Γ : Γ(t)] = 3. 
2.1.19 Lemma
Let Γ be a lattice such that all norms (γ, γ) are in Z(2). If Γ(e) := {γ ∈ Γ |
(γ, γ) ∈ 2Z(2)} is a sublattice of Γ, then [Γ : Γ(e)] ∈ {1, 2, 4}. If Γ is integral
then [Γ : Γ(e)] ∈ {1, 2}.
Proof: Obviously (α, β) ∈ 1
2
Z(2) for all α and β in Γ and 2Γ ⊆ Γ(e), hence
[Γ : Γ(e)] = 2r with r ∈ N0 and Γ/Γ(e) forms a F2-vector space. If r > 0 we
can take α1, α2 and α3 ∈ Γ \ Γ(e) and get for 1 ≤ i, j ≤ 3:
(αi + αj, αi + αj) = (αi, αi) + (αj, αj) + 2(αi, αj) ∈ 2(αi, αj) + 2Z(2)
hence αi + αj ∈ Γ(e) if (αi, αj) ∈ Z(2). Clearly either (αi, αk), (αj, αk) or
(αi + αj, αk) is in Z(2) for 1 ≤ i 6= j 6= k ≤ 3. So α1 + Γ(e), α2 + Γ(e) and
α3 + Γ
(e) are F2-linear dependent and we get [Γ : Γ(e)] ≤ 4. In particular if Γ
is integral then αi + αj ∈ Γ(e) for for all αi, αj ∈ Γ \ Γ(e). 
2.2 Quadratic and Bilinear Forms
For the following two sections we will need some facts about quadratic and
bilinear spaces so we will discuss them in advance.
2.2.1 Definition
Let V be a vector space over a field K. A quadratic form q on V is a mapping
q : V → K
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for which holds q(kv) = k2q(v) for all k ∈ K, v ∈ V .
bq : V × V → K : bq(x, y) := q(x+ y)− q(x)− q(y)
defines the bilinear form on V associated to q. The quadratic form q is called
a regular if bq is regular. v ∈ V with q(v) = 0 is called isotropic. If q(v) 6= 0
for all 0 6= v ∈ V , then q is called anisotropic. A vector space together with
its quadratic or bilinear form is called a quadratic or bilinear space.
2.2.2 Definition
Now we choose a basis B := (b1, . . . , bn) of V and define the Gram matrix
G(B) of the symmetric bilinear form b as G(B) := (b(bi, bj))1≤i,j≤n. To get all
Gram matrices of V we take G(V ) := {PG(B)P tr | P ∈ GL(V )}. Hence we
can only define the determinant of V as det(V ) = det(G(V )) ∈ K/K2. For
a regular bilinear/quadratic space we have det(V ) ∈ K◦/(K◦)2 where K◦ are
the unit elements in K.
2.2.3 Remark
Let K be a field of char(K) 6= 2 then each quadratic from corresponds to
exactly one bilinear form as
qb(x) :=
1
2
bq(x, x) = q(x).
So all the following results can be also used for bilinear forms if char(K) 6= 2.
2.2.4 Definition
Let K be a field and (V, q) be a k-dimensional quadratic K-space, then the
quadratic K-space H(V, q˜) := (V⊕Hom(V,K), q˜(v, ϕ) := ϕ(v)+q(v)) is called
the hyperbolic space of (V, q). A quadratic space (W, q′) that is isometric to
H(V, q˜) for some space (V, q) is called hyperbolic.
2.2.5 Lemma
Let K be a field of char(K) 6= 2 and (V, q) a regular quadratic space then
(V, q) ⊥ (V,−q) is a hyperbolic space, in particular (V, q) ⊥ (V,−q) ∼=
H(V, q˜).
Proof: We take the orthogonal space V ⊥ of V in H(V, q˜) and the bilinear
form associated to q˜ which is
bq˜(x+ ϕx, y + ϕy) := q˜(x+ ϕx + y + ϕy)− q˜(x+ ϕx)− q˜(y + ϕy)
= bq(x, y) + ϕx(y) + ϕy(x).
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Now take y + ϕy ∈ V ⊥, then for all x ∈ V holds
0 = bq˜(x, y + ϕy) = bq(x, y) + ϕy(x)
which means
y + ϕy = y − bq(., y).
So V ⊥ = {y− bq(., y) | y ∈ V } and q˜(y− bq(., y)) = −bq(y, y) + q(y) = −q(y).
Therefore V ⊥ ∼= (V,−q) and as V is regular we get H(V, q) = V ⊥ V ⊥, and
we proved the assertion. 
2.2.6 Definition
On the set of isometry classes of finite dimensional K-vector spaces ∼ defines
an equivalence relation by
(V1, q1) ∼ (V2, q2) :⇔ V1 ⊥ H1 ∼= V2 ⊥ H2
where H1 and H2 are hyperbolic spaces.
Let [V, q] := [(V, q)]∼ denote the equivalence class of (V, q). For a fixed field
K we can define an operation on the equivalence classes of quadratic spaces:
[V1, q1] ⊥ [V2, q2] 7→ [V1 ⊥ V2, q1 + q2]
for v1 ∈ V1 and v2 ∈ V2.
2.2.7 Remark
For a fixed field K of char(K) 6= 2 the equivalence classes of quadratic spaces
form a group together with the operation ⊥ defined above. This group is called
the Witt group W (K).
Proof: The operation is associative because the orthogonal summation of
vector spaces is associative and by Lemma 2.2.5 [V,−q] is the inverse of
[V, q]. Obviously [H, q] for a hyperbolic spaces (H, q) is a neutral element for
this operation. 
The following three lemmata are Lemma 2.3.7 and Theorem 2.3.8 in [22].
2.2.8 Lemma
Let Fp be the finite field of order p for an odd prime p, then |F◦p/(F◦p)2| = 2.
We will write F◦p/(F◦p)2 = {1, ε}. Furthermore every element of Fp can be
written as sum of two squares.
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Proof: As
1→ {±1} → F◦p α→ (F◦p)2 → 1
with α(x) := x2 is an exact sequence [F◦p : (F◦p)2] = 2. So we have proved the
first assumption. With
Ax := {a2 − x | a ∈ Fp}
for x ∈ Fp the second assumption follows from Ax ∩ A0 6= ∅, which is easily
seen by |A0| = |Ax| = p+12 for p 6= 2. 
2.2.9 Lemma
All quadratic Fp spaces (V, q) with dim(V ) ≥ 3 are isotropic.
Proof: We only need to show that all spaces (V, q) with dim(V ) = 3 are
isotropic because all spaces of higher dimension have a 3-dimensional sub-
space and hence are isotropic if the subspace is isotropic. Without loss of
generality we can assume that the first two basis vectors of V form a subspace
V ′ with one of the two following Gram matrices(
1 0
0 1
)
∈ G(V ′) or
(
ε 0
0 ε
)
∈ G(V ′).
So we have either q|V ′(x) = x21 + x22 or q|V ′ = ε(x21 + x22), which are both
surjective by Lemma 2.2.8. We can take the third basis vector e3 of V
orthogonal to V ′ because det(G(V ′)) 6= 0. Hence it is possible to construct
an isotropic element by taking v ∈ V ′ such that q(v) = −q(e3) and get
q(v + e3) = 0. 
2.2.10 Lemma
Two quadratic spaces (V1, q1) and (V2, q2) are isometric if and only if they
have equal dimension and det(V1) ≡ det(V2).
Proof: Let (V, q) be a 3-dimensional quadratic space with basis B = (b1, b2, b3)
and Gram matrix
G(B) =
a 0 00 b 0
0 0 −1
 .
(V, q) is isotropic because of Lemma 2.2.9 and hence we can split off a hy-
perbolic plane and get by a change of basis thatc 0 00 1 0
0 0 −1
 ∈ G(V ).
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We call the new basis C = (c1, c2, c3) and get
〈b1, b2〉 ∼= 〈c1, c2〉.
We get by induction that an n-dimensional space W1 with Gram matrix
G(W1) =

a1 0 . . . 0
0 a2
...
...
. . . 0
0 . . . 0 an

is isomorphic to the n-dimensional space W2 with Gram matrix
G(W2) =

∏n
i=1 ai 0 . . . 0
0 1
...
...
. . . 0
0 . . . 0 1

and this proofs the assertion. 
This Theorem is [22, Corollary 2.3.11].
2.2.11 Theorem
For p 6= 2
W (Fp) =
{
Z/2Z× Z/2Z for p ≡ 1 mod 4
Z/4Z for p ≡ 3 mod 4
Proof: Claim: If p ≡4 1 then −1 is a square in Fp and if p ≡4 3 then −1 is
not a square in Fp.
Proof of Claim: F◦p is a group with the multiplication of Fq and has order
p− 1. So if p ≡4 3 then p− 1 ≡4 2 and there can not be an element of order
4 in F◦p, so an element of order 2 such as −1 can not be a square. Now let
p− 1 ≡4 0 then F◦q is a cyclic group of order dividing 4, so every element of
order 2 has to be a square of an element of order 4, which proofs the claim.
We know by Lemma 2.2.10 that all isometry classes of quadratic vector spaces
are determined by determinant and dimension. We have only two possibilities
for the determinant because of Lemma 2.2.8. By Lemma 2.2.9 we can exclude
all spaces of dimension greater or equal to three because those spaces are
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isotropic and hence a hyperbolic space splits off. So for p ≡4 3 we get the
following elements of the Witt group
[Fp, q−1]
[Fp ⊥ Fp, q−1 × q−1]
[Fp ⊥ Fp ⊥ Fp, q−1 × q−1 × q−1] ∼= [Fp ⊥ Fp ⊥ Fp, q−1 × q1 × q1] ∼ [Fp, q1]
[Fp ⊥ Fp, q−1 × q1] ∼ [0]
where qi is defined as the quadratic form with qi(1) = i. So W (p) is clearly
cyclic. And for p ≡4 1 we get
[0], [Fp, q1], [Fp, qε], [Fp ⊥ Fp, q1 × qε]
where ε is the non-square element is F◦ given in Lemma 2.2.8. So W (p) ∼=
Z/2Z× Z/2Z and we have completed the proof. 
2.3 p-adic Invariants
The following chapter will be a short introduction to the theory of genera of
lattices, we will follow [6, Chapter 15.7] in this section. From now on Zp will
denote the p-adic integers, and L will be always be an integral lattice in the
vector space V in this section.
2.3.1 Definition
Two lattices L, L′ ⊆ V are in the same genus if L ⊗ Zp and L′ ⊗ Zp are
isometric for all primes p.
2.3.2 Remark
Two lattices L and L′ with basis B resp. B′ are isometric over Zp if there is
a matrix T ∈ GLn(Zp) such that TG(B)T tr = G(B′).
2.3.3 Theorem
Let L be an integral lattice with basis B and p a prime, then there exists a
matrix T ∈ GLn(Zp) such that
TG(B)T tr =

f1 0 0 0
0 pfp 0
...
... 0
. . . 0
0 . . . 0 pkfpk

where det(fi) is not divisible by p for all 1 ≤ i ≤ k. So we can write
L = L1 ⊥ √pLp ⊥ · · · ⊥
√
pkLpk
with Li = 〈Bi〉 and G(Bi) = fi.
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Proof: We will prove this assertion by induction over n. Let B = (b1, . . . , bn)
be a basis of L. Without loss of generality we can assume that there are some
1 ≤ i, j ≤ n such that (bi, bj) 6≡p 0, because otherwise we continue with 1√pL.
If there is an i such that (bi, bi) 6≡p 0, we can assume w.l.o.g. that i = 1, and
define a new basis B′ of L by b′1 := b1 and
b′k := bk −
(b1, bk)
(b1, b1)
b1 for 2 ≤ k ≤ n
and get L = b1 ⊥ L′ with L′ := 〈b′2, . . . , b′n〉.
Otherwise (bk, bk) ≡p 0 for all 1 ≤ k ≤ n. We have to distinguish two cases.
Case p 6= 2: As (bi, bj) 6≡p 0, also (bi + bj, bi + bj) 6≡p 0 and we can exchange
bi for bi + bj as an element of B and continue as above.
Case p = 2: Without loss of generality we can assume that i = 1 and j = 2.
Now we define a basis B′ of L by b′1 := b1, b′2 := b2 and
b′k := bk +
(b1, b2)(b2, bk)− (b2, b2)(b1, bk)
(b1, b1)(b2, b2)− (b1, b2)2 b1 +
(b1, b2)(b1, bk)− (b1, b1)(b2, bk)
(b1, b1)(b2, b2)− (b1, b2)2 b2
for 3 ≤ i ≤ n. We get
det(〈b1, b2〉) = (b1, b1)(b2, b2)− (b1, b2)2 6≡2 0
and L = 〈b1, b2〉 ⊥ L′ with L′ := 〈b′3, . . . , b′n〉.
So we can continue with L′ with dim(L′) < n in all cases. 
2.3.4 Definition
The orthogonal decomposition given in the theorem above is called the Jordan
decomposition over Zp.
The Kronecker symbol
(
a
n
)
is a generalisation of the Jacobi symbol it is
defined as follows.
2.3.5 Definition
For a prime p we define
(
a
p
)
:=

1 if a is a square mod p
−1 if a is not a square mod p
0 if a ≡ 0 mod p
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and
(
a
−1
)
:=

1 for a > 0
0 for a = 0
−1 for a < 0
(a
2
)
:=

0 for a ∈ 2Z
1 for a ≡ ±1 mod 8
−1 for a ≡ ±3 mod 8
If n =
∏s
i=1 p
ei
i then (a
n
)
:=
s∏
i=1
(
a
pi
)ei
.
The next theorem is [6, Theorem 15.7.9].
2.3.6 Theorem
Let L = L1 ⊥ p 12Lp ⊥ p1Lp2 ⊥ · · · ⊥ pm2 Lpm be the Jordan decomposition for
an odd prime p then the tuples (pi,npi := dim(Lpi), εpi :=
(
det(Lpi )
p
)
) for all
Jordan constituents form a complete set of invariants for the Zp-equivalence
class.
Proof: By Theorem 2.3.3 we know that lattices with equal Jordan decomposi-
tion over Zp clearly have to be isometric over Zp. Furthermore the algorithm
in the proof of Theorem 2.3.3 yields that isometric lattices have at least
equally sized constituents of the Jordan decomposition. So we have to check
whether the Kronecker symbol of the determinant is sufficient to distinguish
the isometry class of the constituent. The Gram matrices of the Jordan
constituents represent symmetric bilinear forms on ni-dimensional Fp-vector
spaces. Two of those bilinear Fp spaces are isometric if and only if they have
equal dimension and determinant by Lemma 2.2.10. The determinant of such
a bilinear space is only determined up to squares and by Lemma 2.2.8 we get
Fp/F2p = {1, ε} for a non-square element ε. Hence npi and εpi determine the
isometry class of Jordan constituent completely. 
2.3.7 Definition
Let npi := dim(Lpi) and εpi :=
(
det(Lpi )
p
)
as in the Theorem above then,
pεpnp(p2)εp2np2 . . . (pm)εpmnpm
is called the p-adic symbol of L.
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2.3.8 Corollary
[6, Theorem 15.9] Two lattices are equivalent over Zp for odd primes p if and
only if they have the same p-adic symbol.
2.3.9 Definition
The 2-adic symbol of a lattice L with Jordan decomposition
L = L1 ⊥
√
2L2 ⊥ 2L4 ⊥ · · · ⊥ 2 k2L2k ⊥ · · ·
is defined given by
1ε1n1t1,S12
ε2n2
t2,S2
. . . (2k)
ε
2k
n
2k
t
2k
,S
2k
. . .
where
• nq := dim(Lq)
• The type Sq of Lq i.e. if Lq is an even lattice Sq = II else Sq = I.
• εq :=
(
det(Lq)
2
)
• The oddity tq of Lq, which is zero if Lq is even and the trace of G(Lq)
if Lq is not even and the Gram matrix is diagonalise (for more details
see [6, §15.5.1]).
A lattice L can have more than one different 2-adic Jordan-decomposition.
The following theorem ([6, Theorem 15.10]) tells us if two lattices are 2-
adically equivalent, depending on their symbols.
2.3.10 Theorem
Two lattices L and L′ are 2-adically equivalent if
1. nq = n
′
q, Sq = S
′
q for all q and
2. for each m ∈ Z for which S2m = II we have∑
q<m
tq − t′q ≡8 4(min(a,m) + min(b,m) + . . . )
where a, b, . . . are the values of q for which εq 6= ε′q.
So the 2-adic genus symbol as defined in 2.3.9 is not unique. An algorithm
called ”sign walking” described in [6, §15.7.5] can be used to create a canon-
ical 2-adic symbol [6, §15.7.6] that uniquely describes the 2-adic equivalence
classes of lattices.
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2.3.11 Definition
Let L be a lattice in the genus G :=
⋃r
i=1[Li], where the [Li] denotes the
isometry class in G with representative Li.
m(L) :=
∑
Li∈G
1
|Aut(Li)|
is called the mass of G.
The following theorem stating a computable form of the Smith-Minkowski-
Siegel mass formula of a genus is by Conway and Sloane [7].
2.3.12 Theorem
Let L be a lattice of dimension n ≥ 2. The mass of the genus of L equals
m(L) = 2pi−
n(n+1)
4
n∏
j=1
Γ
(
j
2
) ∏
p prime
2mp(L)
where
mp(L) =
∏
q
Mp(Lq) ·
∏
q<q′
(
q′
q
)nqnq′
2
· 2n(I,I)−n(II)
for q and q′ from the p-adic Jordan decomposition
L =
⊕
q
√
qLq,
with, for p = 2, n(II) equal to the sum of the dimensions of all even Jordan
constituents and n(I, I) the number of adjacent pairs of type I constituents
in the Jordan decomposition and, for all odd p, n(I, I)− n(II) = 0. Mp(fq)
is the so called diagonal factor which is the reciprocal of the order of a certain
orthogonal group over Fp depending on nq and εq (for explicit values see [7,
Table 1 and 2]).
To evaluate the mass formula we use the program 4.8 by G.Nebe.
2.4 Maximal even Lattices and the Witt Group
For the classification of dual strongly perfect lattices it is often interesting
to have a look at special sub- or superlattices. Among these maximal even
superlattices are especially interesting because any non degenerate rational
quadratic space contains a unique genus of maximal even lattices, which
contains this superlattice.
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2.4.1 Definition
A lattice L is called maximal even if it is even and every superlattices L′ > L
is not even.
For the theory on quadratic forms of finite abelian groups we will follow
[22, chapter 5].
2.4.2 Definition
Let (A,+) be a finite abelian group. A symmetric bilinear form is a mapping
b : A× A :→ Q/Z
which is additive in both variables and symmetric i.e. b(x, y) = b(y, x) for all
y, x ∈ A. b is called regular if the adjoint mapping
b∗ : A→ A∗ = Hom(A,Q/Z) : a 7→ (ba : x 7→ b(a, x))
is a group-isomorphism. A mapping
q : A→ Q/Z
is called a quadratic form if q(na) = n2q(a) for all n ∈ Z, a ∈ A.
q is called a regular quadratic form if the associated bilinear form
bq(x, y) := q(x+ y)− q(x)− q(y)
is regular. An element a ∈ A with q(a) = 0 is called isotropic. If q(a) 6= 0
for all 0 6= a ∈ A, then q is called anisotropic.
2.4.3 Remark
In this chapter (A, q) will always denote a finite abelian group A with a regular
quadratic form q.
2.4.4 Remark
Let L be an maximal even lattice with dual lattice L∗ and the quadratic form
q : L∗ → Q : ` 7→ 1
2
(`, `),
then L∗/L with
q¯ : L∗/L→ Q/Z : `+ L 7→ q(`) + Z
is an anisotropic finite abelian group.
2.4.5 Definition
We call a finite abelian group (A, q) weakly metabolic if there exists a non-
trivial subgroup N of A with N = N⊥.
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2.4.6 Definition
W = {(A, q) | q regular}/{(A, q) | (A, q) weakly metabolic} is called the Witt
group. [(A, q)] will denote the equivalence class of (A, q) and hence the re-
spective element in the Witt group.
2.4.7 Remark
The Witt group forms a group via the orthogonal sum of abelian groups and
[(A,−q)] is the inverse of [(A, q)].
Now we will have a look at [22, Lemma 5.1.2].
2.4.8 Lemma
Let (A, q) be a finite abelian group with quadratic form q then
A = ⊕pAp
for the p-Sylow subgroups Ap of A, such that the decomposition is orthogonal
with respect to bq.
Proof: For x ∈ Ap1 and y ∈ Ap2 , p1 6= p2 we get, for large enough i and j,
that pi1x = 0 and p
j
2y = 0.
Hence
pi1bq(x, y) = 0 = p
j
2bq(x, y).
pi1 and p
j
2 of course are coprime hence there are a and b such that ap
i
1+bp
j
2 = 1,
so we know that bq(x, y) = 0. 
2.4.9 Definition
W (p) denotes the subgroup of the Witt group, which consists of the finite
abelian p-groups.
The next Lemma can also be found in [22, Lemma 5.1.3].
2.4.10 Lemma
Let (A, q) be a finite abelian group with a regular quadratic form q and N ≤ A
a subgroup of A with N ⊆ N⊥ and q(N) = 0. Then
(A˜, q˜) := (A, q) ⊥ (N⊥/N,−q)
where q is the quadratic form on N⊥/N induced by q, is weakly metabolic
and regular.
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Proof: (N⊥/N,−q) is regular, because for every a ∈ N⊥ \ N there exists
b ∈ N⊥ such that bq(a, b) 6= 0, because otherwise a ∈ N = (N⊥)⊥. Therefore
bq(a, b) 6= 0 and q is regular. As (A, q) is also regular we get the regularity
of (A˜, q˜).
We take the subgroup
M := {n+ n | n ∈ N⊥} ⊆ (A, q) ⊥ (N⊥/N, q) = (A˜, q˜)
and get q˜(M) = 0 because
q˜(n+ n) = q(n)− q(n) = 0 ∀ n ∈ N⊥,
so M ⊆M⊥. Furthermore for x+ y ∈M⊥ holds
0 = bq˜(n+ n, x+ y) = bq(n, x)− bq(n, y) = bq(n, x− y)
for all n ∈ N⊥ hence x− y ∈ N and x+ y = x+x ∈ M˜ . Therefore M = M⊥
and M is weakly metabolic. 
The next theorem is Corollary 5.1.4 in [22].
2.4.11 Theorem
The Witt group W ∼= ⊕pW (p) and every element of the Witt group is rep-
resented by an anisotropic form which is the unique anisotropic form in this
equivalence class.
Proof: The isomorphy W ∼= ⊕pW (p) follows directly by Lemma 2.4.8. We
can now choose (A, q) ∈ [A, q] with |A| minimal. If A contains an isotropic
element x with q(x) = 0 we define N := 〈x〉 ⊆ N⊥ and get (A, q) ⊥
(N⊥/N,−q) is weakly metabolic because of Lemma 2.4.10. Therefore [A, q] =
[N⊥/N,−q] with |N⊥/N | < |A|. 
The following lemma which connects the Witt group of finite abelian p
groups with the Witt group of Fp can be found in [22, Theorem 5.1.5].
2.4.12 Theorem
Let p 6= 2 be a prime, then
W (p) ∼= W (Fp).
Proof: We define a canonical map W (Fp)→ W (p) by
(V, q : V → Fp) 7→ (V, 1
p
q : V → Q/Z).
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The mapping is well defined because the images of hyperbolic spaces are
weakly metabolic. Now we will construct an inverse to this map. Let (M, q)
be an abelian quadratic p-group with associated bilinear form bq(x, y) :=
q(x + y) − q(x) − q(y). If pM = 0 then M is canonically a Fp-vector space
and
pq : M → Fp
is a regular bilinear form over Fp. So we can define a mapping
φ : (M, q) 7→ (M, pq)
for all M with pM = 0.
If pkM = 0 but pk−1M 6= 0 for k ≥ 2 then to submodule M1 := pk−1M is
isotropic because
q(pk−1x) = 2bq(pk−1x, pk−1x) = p2k−22bq(x, x) = 2bq(p2k−2x, x) = 0
as 2k−2 ≥ k for all k ≥ 2. So we define M1 := M⊥1 /M1 and get pk−1M1 = 0.
By Lemma 2.4.10 we know that (M, q) ⊥ (M1,−q) is weakly metabolic and
therefore [M, q] = [M1, q]. So we can repeat this and get in finitely many
steps [M, q] = [M j, q] where pM j = 0. Hence M j is an Fp-vector space with
a regular bilinear form pbq. So we can extend the mapping φ to the elements
of W (p):
φ : [M, q] 7→ [M, pq]
and we choose (M, q) in its class such that pM = 0 as we have shown above.
We still need to verify that φ is well defined. Let (M, q) be a weakly metabolic
finite abelian group and pM = 0 then there is a subgroup N ≤M such that
N⊥ = N this subgroup maps to a subspace via φ that is also self orthogonal.
So we can decompose the vector space M = N ⊕ P with N = N⊥. Now we
write the Gram matrix of M in such a way
G(M) =
(
0 A
Atr B
)
where B := G(P ). As M is regular G(M) has to be of full rank and there-
fore A and Atr need to be of full rank. So A is invertible and quadratic.
So dim(N) = dim(P ) and A induces an isomorphism from Hom(N) → P .
Therefore M ∼= N ⊕ N∗ and M is hyperbolic. So weakly metabolic groups
are mapped to hyperbolic spaces and φ is well defined. 
Directly by Theorem 2.4.12 and 2.2.11 follows
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2.4.13 Corollary
For p ≡4 1 we get
W (p) = {[0], [Z/pZ, q1], [Z/pZ, qε], [Z/pZ ⊥ Z/pZ, q1 × qε]}
and for p ≡4 3
W (p) = {[0], [Z/pZ, q−1], [Z/pZ ⊥ Z/pZ, q−1 × q−1], [Z/pZ, q1]}
where qi(1) :=
i
p
.
2.4.14 Theorem
For p = 2:
W (2) ∼= Z/8Z⊕ Z/2Z
with generators
φ = [Z/2Z, qφ] with qφ(1) ≡ 1
4
mod Z
ψ = [Z/4Z ⊥ Z/2Z, qψ ×−qφ] with qψ(1) ≡ 1
8
mod Z
where φ has order 8 and ψ has order 2.
For a proof of this theorem see [22, Chapter 5 Theorem 2.2]
2.4.15 Corollary
Let M be a maximal even lattice then
Syl2(M
∗/M) ∼= A with A ∈ {0,Z/2Z,Z/4Z,Z/2Z⊕ Z/2Z,
Z/4Z⊕ Z/2Z,Z/2Z⊕ Z/2Z⊕ Z/2Z}
Proof: As (M∗/M, q) is an anisotropic quadratic group by Remark 2.4.4 we
know that it corresponds to a minimal representative of an element of the
Witt-group by Theorem 2.4.11. To get the possibilities for the Sylow-2-
subgroup of M∗/M we only need to analyse the minimal representatives of
W (2) as given in Theorem 2.4.14. First we will compute the orthogonal sums
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of φ, writing 2φ for φ ⊥ φ and so on.
φ = [Z/2Z, qφ],
2φ = [Z/2Z ⊥ Z/2Z, qφ × qφ],
3φ = [Z/2Z ⊥ Z/2Z ⊥ Z/2Z, qφ × qφ × qφ],
4φ = [Z/2Z ⊥ Z/2Z ⊥ Z/2Z ⊥ Z/2Z, qφ × qφ × qφ × qφ]
= [Z/2Z⊕ Z/2Z, qχ] where qχ(a) = 1
2
for all a 6= 0,
5φ = [(Z/2Z⊕ Z/2Z) ⊥ Z/2Z, qχ × qφ],
6φ = [(Z/2Z⊕ Z/2Z) ⊥ Z/2Z ⊥ Z/2Z, qχ × qφ × qφ]
= [Z/2Z ⊥ Z/2Z,−qφ ×−qφ],
7φ = [Z/2Z ⊥ Z/2Z ⊥ Z/2Z,−qφ ×−qφ × qφ] = [Z/2Z,−qφ].
Now we can continue and compute the elements of W (2) containing ψ:
ψ = [Z/4Z ⊥ Z/2Z, qψ ×−qφ],
ψ ⊥ φ = [Z/4Z ⊥ Z/2Z ⊥ Z/2Z, qψ ×−qφ × qφ] = [Z/4Z, qψ],
ψ ⊥ 2φ = [Z/4Z ⊥ Z/2Z, qψ × qφ],
ψ ⊥ 3φ = [Z/4Z ⊥ Z/2Z ⊥ Z/2Z, qψ × qφ × qφ]
= [Z/4Z, qρ] where qρ(1) =
3
8
,
ψ ⊥ 4φ = [Z/4Z ⊥ Z/2Z, qρ × qφ],
ψ ⊥ 5φ = [Z/4Z ⊥ Z/2Z ⊥ Z/2Z, qρ × qφ × qφ]
= [Z/4Z,−qρ]
ψ ⊥ 6φ = [Z/4Z ⊥ Z/2Z,−qρ × qφ],
ψ ⊥ 7φ = [Z/4Z ⊥ Z/2Z ⊥ Z/2Z,−qρ × qφ × qφ] = [Z/4Z,−qψ].
So we see that the 2-subgroups of M∗/M can only be equal to one of the
following groups
0,Z/2Z,Z/2Z× Z/2Z,Z/2Z× Z/2Z× Z/2Z,Z/4Z,Z/4Z× Z/2Z. 
For example A∗2/A2 has no 2-subgroup and D
∗
5/D5
∼= Z/4Z. Furthermore
the lattices with Gram matrices (2),
(
2 0
0 2
)
and
2 0 00 2 0
0 0 2
 correspond to
Z/2Z, Z/2Z× Z/2Z and Z/2Z× Z/2Z× Z/2Z.
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2.5 Homogeneous and Harmonic Polynomi-
als
As we will need homogeneous and harmonic polynomials to define and char-
acterise spherical designs and strongly perfect lattices in the next section,
we will learn a few things about them first. The definitions and theorems in
this section with some more detailed proofs can be found in [24] Paragraphs
1 and 2.
2.5.1 Definition
Fn,m := 〈X i11 . . . X inn |
∑n
j=1 ij = m〉R are the homogeneous polynomials over
n variables of degree m. Harmn,m := {f ∈ Fn,m | ∆(f) = 0} ≤ Fn,m where ∆
is the Laplace operator, are called harmonic polynomials. X i := X i11 . . . X
in
n
with
∑
ij = m denotes a monomial in Fn,m.
2.5.2 Definition
The bilinear form
[, ] : Fn,m ×Fn,m → R :
[∑
fiX
i,
∑
giX
i
]
7→
∑ i1! . . . in!
m!
figi
defines an euclidean scalar product.
2.5.3 Exampel
• ω := (X,X) ∈ Fn,2.
• ρα := (X,α) ∈ Harmn,1 for all α ∈ Rn.
• ρ2α − (α,α)n ω ∈ Harmn,2.
• Fn,1 = Harmn,1.
2.5.4 Remark
For f ∈ Fn,m we get [ρmα , f ] = f(α).
2.5.5 Theorem
Fn,m = 〈ρmα | α ∈ Rn〉R.
Proof: We will prove this assertion by proofing U⊥ = 0 instead. So we assume
that f ∈ U⊥ and get
0 = [f, ρmα ] = f(α)
for all α ∈ Rn. But then f = 0 and hence U = Fn,m. 
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2.5.6 Remark
With ∇ := ( ∂
∂X1
, . . . , ∂
∂Xn
) we get
m![g, f ] = g(∇)f
for all g, f ∈ Fn,m.
2.5.7 Theorem
Fn,m = Harmn,m ⊥ ωFn,m−2.
Proof: ∆ : Fn,m → Fn,m−2 is surjective, because for g ∈ ∆(Fn,m)⊥ holds
m![gω, f ] = (gω)(∇)f = g(∇)∆f = (m− 2)![g,∆(f)] = 0.
And as for all f ∈ Harmn,m and g ∈ Fn,m−2 holds
[gω, f ] = g(∇)∆(f) = 0
we get Fn,m = Harmn,m ⊥ ωFn,m−2. 
2.5.8 Theorem
Harmn,m is an irreducible On(R)-module.
For a proof of this theorem see [24, The´ore`me 2.1].
2.6 Extreme Lattices
2.6.1 Definition
The mapping
γ : Ln → R>0 : γ(L) := min(L)
det(L)1/n
is called the Hermite function and γn := sup{γ(L) | L ∈ Ln} is the Hermite
constant.
2.6.2 Remark
The density ∆ of a sphere packing associated with the lattice L
∆(L) :=
Vol(Sn−1)
(√
min(L)/2
)n
Vol(fundamental area)
=
Vol(Sn−1)
2n
(
min(L)n
det(L)
)1/2
=
Vol(Sn−1)
2n
γ(L)n/2
where Sn−1 the unit sphere in Rn. Obviously ∆(L) is maximal if and only if
γ(L) is maximal.
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2.6.3 Definition
The Berge´-Martinet invariant of a lattice L is defined as r(L) := min(L) min(L∗).
2.6.4 Remark
For all n-dimensional lattices holds
r(L) ≤ γ2n.
2.6.5 Definition
Let Symn := {M ∈ Rn×n |M tr = M} then the mapping
Tr : Symn × Symn → R
Tr(A,B) 7→ trace(AB)
defines an euclidean scalar product, which makes (Symn(R),Tr) an euclidean
vector space and hence induces a topology on Symn(R). The positive definite
matrices
Posn(R) := {S ∈ Symn(R) | aSatr > 0 ∀ a ∈ Rn \ {0}}
are an open subset of Symn(R).
2.6.6 Definition
Analogously to the minimum of a lattice we define the minimum of a sym-
metric positive definite matrix F ∈ Posn(R)
min(F ) := min{aFatr | a ∈ Zn \ {0}}.
Furthermore we define the Hermite function
γ˜ : Posn(R)/R∗GLn(Z)→ R>0 : [F ] 7→ min(F )
det(F )1/n
.
where R∗ := R \ {0}.
2.6.7 Definition
A lattice L for which γ˜([G(L)]) is a local maximum of the Hermite function
is called extreme.
2.6.8 Definition
F ∈ Symn(R) is called perfect if 〈xtrx | x ∈ S(F )〉R = Symn(R) with S(F ) :=
{x ∈ Zn | xFxtr = min(F )}. A lattice L is perfect if G(L) is perfect.
2.6.9 Theorem (Korkine, Zolotareff)
F ∈ Symn(R) is perfect if and only if {F} = {A ∈ Symn(R) | xtrAx =
min(F )∀x ∈ S(F )}.
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Proof: To show the assertion we will show that
U := {A ∈ Symn(R) | xtrAx = min(F )∀x ∈ S(F )} = F+{xtrx | x ∈ S(F )}⊥.
For all A ∈ U holds
Tr(xtrx,A− F ) = trace(xtrx(A− F )) = x(A− F )xtr = 0
so (A − F ) ∈ {xtrx | x ∈ S(F )}⊥. Conversely holds for Y ∈ {xtrx | x ∈
S(F )}⊥ that
x(F + Y )xtr = xFxtr + xY xtr = xFxtr + trace(xtrxY ) = min(F )
so F + Y ∈ U . 
2.6.10 Corollary
Let L be a perfect lattice with min(L) ∈ Q then G(L) ∈ Qn×n.
2.6.11 Definition
A lattice L is called eutactic if there are ρx > 0 for all x ∈ S(L) with
G(L)−1 =
∑
x∈S(L)
ρxxx
tr.
2.6.12 Theorem (Voronoi)
A lattice is extreme if and only if it is eutactic and perfect.
For a proof of the Voronoi characterisation see [16, Theorem 3.4.6].
2.7 Strongly Perfect Lattices
The theory of strongly perfect lattices was introduced by Boris Venkov.
Strongly perfect lattices are extreme as we will see in this section and their
properties make them a lot easier to classify than extreme lattices.
At first we will summarise the notation that is used in following sections.
2.7.1 Notation
Let L be a lattice in (Rn, (, )) then
• m := min(L).
• S(L) := {` ∈ L | (`, `) = m} the set of minimal vectors.
• s(L) := |S(L)|
2
the half kissing number.
36 CHAPTER 2. LATTICES
• r(L) := min(L) min(L∗) the Berge´-Martinet invariant.
• La := {` ∈ L | (`, `) = a} and L∗a := {` ∈ L∗ | (`, `) = a}.
• S(L) =: X∪˙ −X.
• Ni,L(α) := Ni := {` ∈ X | (`, α) = i} for α ∈ Rn.
• ni := |Ni|.
2.7.2 Definition
A finite nonempty set ∅ 6= X ⊂ Sn−1(a) := {y ∈ Rn | (y, y) = a} is called a
spherical t-design if ∫
Sn−1
f(x)dx =
1
|X|
∑
x∈X
f(x)
for all f ∈ Fn,m with m ≤ t.
The following important characterisation is taken from [24, The´ore`me
3.2].
2.7.3 Theorem
Let X ⊆ Sn−1(a) then the following assertions are equivalent
1. X is a spherical t-design.
2.
∑
x∈X f(x) = 0 for all f ∈ Harmn,m with m ≤ t.
3. For {e, o} = {t, t − 1} where e even and o odd there is a constant ce
such that ∑
x∈X
(x, α)e = ce(α, α)
e
2 (x, x)
e
2 and
∑
x∈X
(x, α)o = 0
for all α ∈ Rn.
Proof: (1) ⇒ (2): As f 7→ ∫Sn−1 f(x)dx is On-invariant function from Fn,m
on R and X is a spherical design f 7→ ∑x∈X f(x) has to be On-invariant,
too. But Harmn,m is an irreducible On-module so
K := {f ∈ Harmn,m |
∑
x∈X
f(x) = 0}
has to be either equal to 0 or Harmn,m. But if K = 0 then Harmn,m ∼= R and
hence m = 1.
(2) ⇒ (3): We will prove this by induction over t resp. e and o. For o = 1
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(x, α)o = ρα ∈ Harmn,1 and for e = 2 ρ2α − (α,α)n ω ∈ Harmn,2. To finish
induction we apply Theorem 2.5.7
ρkα(x) = h(x) + ω(x)︸︷︷︸
=a
f(x)
where h ∈ Harmn,m and f ∈ Fn,m−2. So with Theorem 2.5.5 we know that
f =
∑
ρk−2β for some β ∈ Rn and because
k(k − 1)(α, α)ρk−2α = ∆(ρkα) = ∆(ωf) = c1f + c2(α, α)ω
∑
ρk−4β
we can develop f in terms of ρα. So we get
∑
x∈X
ρkα =
k−1∑
j=0,j≡2i
bj((α, α)(x, x))
i−j
2
∑
x∈X
ρjα.
So the induction is complete.
(3)⇒ (1): With Theorem 2.5.5 we know that we only have to show that∫
Sn−1
ρmα (x)dx =
1
|X|
∑
x∈X
ρmα (x) =
{
0 for m odd
cm(α, α)
m
2 (x, x)
m
2 for m even
.
By applying ∆ on both sides we get cm =
m−1
m+n−2cm−2 with c0 = |X| and
c1 = 0. 
2.7.4 Remark
With the notation from the theorem above we get
ce =
∏ e
2
j=1 2j − 1∏ e
2
−1
k=0 n+ 2k
ae/2|X|.
The next theorem is [24, The´ore`me 8.1]
2.7.5 Theorem
Let X = −X ⊂ Sn−1(a) := {x ∈ Rn | (x, x) = a} then
∑
x,y∈X
(x, y)2` ≥
∏`
i=1 2i− 1∏`−1
j=0 n+ 2j
a2`|X|2
for all ` ∈ N with equality if and only if X is a spherical (2`+ 1)-design.
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Proof: We will prove this theorem for a = 1 for simplicity of the calculation,
to get the more general result we just need to rescale the sphere. Let c :=∏`
i=1 2i−1∏`−1
j=0 n+2j
|X| then p(α) := ∑x∈X ρ2`x (α) − cω(α)` = 0 if X is a spherical
(2`+ 1)-design (see Theorem 2.7.3).
0 ≤ [p, p] =
∑
x,y∈X
[ρ2`x , ρ
2`
y ]− 2
∑
x∈X
[ρ2`x , cω
`] + c2[ω`, ω`]
2.5.4
=
∑
x,y∈X
(x, y)2` − 2c|X|+ c2[ω`, ω`]
As
[ω`, ω`]
2.5.6
=
1
2`!
ω`(∇)ω` = 1
2`!
ω`−1(∇)∆(ω`)
=
2`(2`+ n− 2
2`!
ω`−1∇ω`−1 = 2`+ n− 2
2`− 1 [ω
`−1, ω`−1]
we get [ω`, ω`] = 1
c
|X|, which we can substitute above
0 ≤
∑
x,y∈X
(x, y)2` − c|X|.

The next theorem is [24, The´ore`me 6.4]
2.7.6 Theorem
Strongly perfect lattices are extreme and in particular perfect.
Proof: A lattice L is extreme if and only if L is perfect and eutactic, by
Voronoi’s Theorem. We will first show that L is perfect if it is strongly
perfect. We take A ∈ 〈xtrx | x ∈ S(L)〉⊥, so Tr(Axtrx) = 0 for all x ∈ S(L).
Tr(Axtrx) =
∑
i,j
ai,jxixj =: pA(x)
2.5.4
= [pA, ρ
2
x] ∈ Fn,2
As S(L) is a spherical 4-design and p2A ∈ Fn,4 we get∫
Sn−1
pA(x)
2dx =
1
|S(L)|
∑
x∈S(L)
pA(x)
2 = 0
but then pA = 0 on Sn−1 because it is continuous. And as pA is a polynomial
pA has to be equal to 0 on Rn. Hence A = 0 and so 〈xtrx | S(L)〉R = Symn(R).
Now we will show that L is eutactic. As S(L) is also a 2-design we get
αInα
tr = (α, α) =
n
|S(L)|
∑
x∈S(L)
(x, α)2 =
n
|S(L)|
∑
x∈S(L)
αxtrxαtr
for all α ∈ Rn. So we get n|S(L)| as eutaxy coefficients for all x. 
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2.7.7 Definition
Let L be an lattice in Rn and S(L) =: X∪˙ − X be the set of its minimal
vectors, then we define
D2L(α) :=
∑
x∈X
(x, α)2
D4L(α) :=
∑
x∈X
(x, α)4
D11L(α1, α2) :=
∑
x∈X
(x, α1)(x, α2)
D1111L(α1, α2, α3, α4) :=
∑
x∈X
(x, α1)(x, α2)(x, α3)(x, α4)
D13L(α1, α2) :=
∑
x∈X
(x, α1)(x, α2)
3
D22L(α1, α2) :=
∑
x∈X
(x, α1)
2(x, α2)
2.
We will write D2 := D2L and so on if it is clear which lattice we are talking
about.
2.7.8 Corollary
Let L be an lattice in Rn and S(L) =: X∪˙ − X be the set of its minimal
vectors. L is strongly perfect if and only if
D2(α) =
s(L) min(L)
n
(α, α) (2.1)
D4(α) =
3s(L) min(L)2
n(n+ 2)
(α, α)2 (2.2)
hold for every α ∈ Rn.
2.7.9 Remark
Let L be strongly perfect lattice and α ∈ L∗ then D2(α), D4(α) and 1
12
(D4(α)−
D2(α)) are integral.
Proof: The assumption is immediately clear for D2 and D4 because (x, α) is
integral for all x ∈ X and α ∈ Λ∗.
D4(α)−D2(α) =
∑
x∈X
(x, α)2((x, α)− 1)((x, α) + 1)
which is divisible by 3 and 22. 
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2.7.10 Corollary
For a strongly perfect lattice L with X∪˙ − X := S(L), and m := min(L)
holds:
(i) D11L(α1, α2) =
s(L)m
n
(α1, α2),
(ii) D1111L(α1, α2, α3, α4)
= s(L)m
2
n(n+2)
((α1, α2)(α3, α4) +(α1, α3)(α2, α4) + (α1, α4)(α2, α3)),
(iii) D13L(α1, α2) =
3s(L)m2
n(n+2)
(α1, α2)(α2, α2),
(iv) D22L(α1, α2) =
s(L)m2
n(n+2)
(2(α1, α2)
2 + (α1, α1)(α2, α2)).
For α1 and α2 ∈ L∗ D11(α1, α2), D1111(α1, α2), D13(α1, α2), D22(α1, α2)
and 1
6
(D13(α1, α2)−D11(α1, α2)) are in Z.
Proof: To show (i) we need
2D11(α1, α2) =
∑
x∈X
(x, α1 + α2)
2 −
∑
x∈X
(x, α1)
2 −
∑
x∈X
(x, α2)
2
= D2(α1 + α2)−D2(α1)−D2(α2) = 2s(L)m
n
(α1, α2)
We get the identity in (ii) if we look at the coefficient of ζ1ζ2ζ3ζ4 in
1
24
D4(ζ1α1 + ζ2α2 + ζ3α3 + ζ4α4).
(iii) and (iv) follow directly from (ii).
D13(α1, α2)−D11(α1, α2) =
∑
x∈X
(x, α1)(x, α2)((x, α2) + 1)((x, α2)− 1)
which is divisible by 2 and 3 if α1 and α2 are in L
∗. 
The following Lemma is [24, The´ore`me 10.4].
2.7.11 Lemma
Let Λ be a strongly perfect lattice of dimension n then the Berge´-Martinet
invariant
r(Λ) = min(Λ) min(Λ∗) ≥ n+ 2
3
.
If equality holds Λ is called a lattice of minimal type and (x, y) ∈ {0,±1} for
all x ∈ S(Λ) and all y ∈ S(Λ∗).
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Proof: Let α be in S(Λ∗) then
(D4−D2)(α) =
∑
x∈S(Λ)
(x, α)4 − (x, α)2︸ ︷︷ ︸
≥0
=
∑
x∈S(Λ)
(x, α)2((x, α)2 − 1)
=
|S(Λ)|min(Λ)
n
min(Λ∗)︸ ︷︷ ︸
≥0
(
3 min(Λ)
n+ 2
min(Λ∗)− 1
)
Therefore 3 min(Λ)
n+2
min(Λ∗)− 1 ≥ 0 and hence
min(Λ) min(Λ∗) ≥ n+ 2
3
.
Equality holds if and only if
∑
x∈S(Λ)(x, α)
2((x, α)2 − 1) equals zero i.e.
(x, α) ∈ {0,±1} for all α ∈ S(Λ∗) and all x ∈ S(Λ). 
2.7.12 Lemma
Let α ∈ Rn be such that (x, α) ∈ {0,±1,±2,±3} for all x ∈ X and Ni(α) :=
Ni,Λ(α) := {x ∈ X | (x, α) = ±i} for i ∈ {2, 3}, then
6|N3(α)|+ |N2(α)| = sm(α, α)
12n
(
3m
n+ 2
(α, α)− 1
)
and
4
∑
x∈N3(α)
x+
∑
x∈N2(α)
x =
sm
6n
(
3m
n+ 2
(α, α)− 1
)
α.
Proof: For such an α and arbitrary γ ∈ Rn holds
D13(γ, α)−D11(γ, α) =
∑
x∈X
(x, α)(x, γ)((x, α)2 − 1)
= 6
∑
x∈N2(α)
(x, γ) + 24
∑
x∈N3(α)
(x, γ).
By Lemma 2.7.10(iii)
(
∑
x∈N2(α)
x+ 4
∑
x∈N3(α)
x− sm
6n
(
3m
n+ 2
(α, α)− 1
)
α, γ) = 0
for all γ ∈ Rn therefore∑
x∈N2(α)
x+ 4
∑
x∈N3(α)
x =
sm
6n
(
3m
n+ 2
(α, α)− 1
)
α.
To show the first assertion just take the scalar product with α on both sides.
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The following corollary can be found in [18, Lemma 2.1].
2.7.13 Corollary
Let α ∈ Rn be such that (x, α) ∈ {0,±1,±2} for all x ∈ X and N2(α) :=
N2,Λ(α) := {x ∈ X | (x, α) = ±2} then
|N2(α)| = sm(α, α)
12n
(
3m
n+ 2
(α, α)− 1
)
and ∑
x∈N2(α)
x =
sm
6n
(
3m
n+ 2
(α, α)− 1
)
α.
The following Lemma is a result of unpublished works of Nebe and Venkov.
2.7.14 Lemma
If n > 10 then for all α ∈ S(Λ∗) that satisfy the conditions of Lemma 2.7.13
|N2(α)| 6= 1
Proof: Assume that N2(α) = {x} then α = cx for a constant c defined in
Lemma 2.7.13. Hence we get 2 = (α, x) = c(x, x) = cmin(Λ). So c = 2
min(Λ)
and (α, α) = 2
min(Λ)
(x, α) = 4
min(Λ)
. But we know from Lemma 2.7.11:
n+ 2
3
≤ min(Λ) min(Λ∗) = 4,
which implies that n ≤ 10. 
The following result is from [19, Lemma 2.4].
2.7.15 Lemma
Choose α ∈ Λ∗r := {β ∈ Λ∗ | (β, β) = r} with rm < 8 where m := min(Λ)
then
|N2(α)| ≤ rm
8− rm.
Furthermore if equality holds above then 〈N2(α)〉 ∼=
√
m
2
A|N2(α)|.
Proof: Since (α, x)2 ≤ (α, α)(x, x) ≤ 8 for all x ∈ X we can apply Lemma
2.7.13 and get for y ∈ N2(α)
4|N2(α)|
r
=
(
y,
2|N2(α)|
r
α
)
2.7.13
= (y,
∑
x∈N2(α)
x) ≤ m+ m
2
(|N2(α)| − 1)
which is equivalent to the assertion. If equality holds above then (x, y) = m
2
for all x 6= y ∈ N2(α) hence they generate the root lattice
√
m
2
A|N2(α)|. 
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As in [19] paragraph 2.3 we can define:
2.7.16 Definition
F := {x1, . . . , xk} be a set of vectors in V with
∑k
i=1 xi = 0, (xi, xi) = a for
all 1 ≤ i ≤ k and (xi, xj) ≤ 0 for all 1 ≤ i < j ≤ m is called an obtuse family.
F is called decomposable if F = F1∪˙F2 such that
∑
x∈F1 x = 0 =
∑
x∈F2 x
and otherwise indecomposable.
2.7.17 Lemma
If F := {x1, . . . , xk} is an indecomposable obtuse family then dim(〈F 〉) + 1 =
|F |.
Proof: To prove this we assume
∑k
i=1 aixi = 0 is a linear relation with at least
one 1 < h ≤ k such that ah 6= a1, and show that then F is decomposable.
Without loss of generality we can assume that a1 = a2 = · · · = a` > a`+1 ≥
· · · ≥ ak.
0 = (xj,
k∑
i=1
xi) = (xj, xj) +
∑
i 6=j
(xi, xj)
⇔ −
∑
i 6=j
(xi, xj) = (xj, xj) = − 1
aj
(xj,
∑
i 6=j
aixi)
⇒ aj
∑
i 6=j
(xi, xj) =
∑
i 6=j
ai(xi, xj)
⇒
∑
i 6=j
(aj − ai)(xi, xj) = 0
As for 1 ≤ j ≤ ` all summands are non positive, they have to be zero and
hence {x1, . . . , x`} ⊥ {x`+1, . . . , xk}. So either F is decomposable or ` = k
and all ai = a1 contradicting the assumption. 
2.7.18 Lemma
Let Λ be a strongly perfect lattice with r(Λ) < 8 and α ∈ S(Λ∗) then |N2(α)| ≤
n.
Proof: Let k := |N2(α)| and N2(α) = {y1, . . . , yk}. Without loss of generality
we can scale Λ such that min(Λ) = 1 and min(Λ∗) = r(Λ). Now we can
orthogonalize yi with respect to α and get:
yi := yi − (yi, α)
(α, α)
α = yi − 2
r(Λ)
α.
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Now (yi, yi) = 1− 4r(Λ) and
(yi, yj) = (yi, yj)− 4
r(Λ)
≤ 1
2
− 4
r(Λ)
< 0 for i 6= j
So the set {yi | 1 ≤ i ≤ k} forms an indecomposable obtuse family and we
get
|{yi | 1 ≤ i ≤ k}| = dim(〈yi | 1 ≤ i ≤ k〉) + 1 ≤ n.

For the next lemma see [20, Lemma 2.2].
2.7.19 Lemma
Let Λ be a strongly perfect lattice with r(Λ) = 8 and α ∈ S(Λ∗) then |N2(α)| ≤
2(n− 1). If equality holds then √m
2
Dn ≤ Λ.
Proof: Let k := |N2(α)| and N2(α) = {y1, . . . , yk}. Without loss of generality
we can scale Λ such that min(Λ) = 1 and min(Λ∗) = r(Λ). With the yi
defined as in Lemma 2.7.18 we get
(yi, yi) = 1− 4
r(Λ)
=
1
2
and
(yi, yj) = (yi, yj)− 1
2
≤ 0 for i 6= j
Then the set {yi | 1 ≤ i ≤ k} forms an obtuse family of vectors which is not
necessarily indecomposable but there are at most n = dim(Λ) indecompos-
able components and hence
|E| =
∑
|Ei| =
∑
dim(Ei) + 1 ≤ 2 dim(E) ≤ 2(n− 1).
If equality holds above then |Ei| = 2 for all i. Now we can write Ei := {vi, wi}
for 1 ≤ i ≤ n− 1. Then 〈v1, w1, v2, v3, . . . , vn−1〉 = 1√2Dn. 
2.7.20 Lemma
Let Λ be a dual strongly perfect lattice with Γ := Λ∗ and min(Λ) min(Γ) < 9
and define
4|N2,Λ(y)||N2,Γ(x)|
min(Λ) min(Γ)
∈ Z
with x ∈ S(Λ) and y ∈ S(Γ).
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Proof: By Lemma 2.7.13 we can write
cy =
∑
xi∈N2,Λ(y)
xi
with c =
2|N2,Λ|
min(Γ)
and
dx =
∑
yj∈N2,Γ(x)
yj
with d =
2|N2,Γ|
min(Λ)
. So
dcy = d
∑
xi∈N2,Λ(y)
xi =
∑
xi∈N2,Λ(y)
∑
yj∈N2,Γ(xi)
yi,
in particular y and dcy ∈ Γ. Since y ∈ S(Γ) it is primitive, which implies
that dc ∈ Z. 
2.8 Bounds
2.8.1 General bounds for the kissing number
Let Λ be strongly perfect. Then we know the following bounds for the kissing
number respectively the half kissing number.
2.8.1 Remark
Because Λ is perfect if it is strongly perfect we get by Definition 2.6.8 that
s(Λ) ≥ n(n+ 1)
2
.
Upper bounds βn for the kissing numbers for lattices in dimension 3 to 23 can
be found in [2, Table 1], the values for dimension 13 to 17 are listed below.
n βn
13 1866
14 3492
15 4962
16 8313
17 11478
Table 2.1: upper bounds for kissing numbers
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2.8.2 Bounds for γn
Upper bounds for γn can be found in the following paper by Cohn and Elkies
[4, Table 3].
n upper bound for γn
13 2.64929463
14 2.775804
15 2.90147762
16 3.02639365
17 3.15067929
Table 2.2: upper bounds for the Hermite constant
2.8.2 Remark
As min(Λ)
det(Λ)n
< γn for all lattices of dimension n and det(Λ
∗) = 1
det(Λ)(
γn
min(Λ∗)
)n
≥ det(Λ) ≥
(
min(Λ)
γn
)n
(
γn
min(Λ)
)n
≥ det(Λ∗) ≥
(
min(Λ∗)
γn
)n
so by using the bounds for γn we get upper and lower bounds for det(Λ) and
det(Λ∗) depending on min(Λ) and min(Λ∗).
2.9 Modular forms and ϑ-series
This section is a short summary about modular forms and ϑ-series estab-
lishing the connection between modular forms and lattices. For this section
f : H 7→ C is a holomorphic function and Γ := SL2(Z) denotes the so called
modular group with an arbitrary element M := ( a bc d ) ∈ Γ.
2.9.1 Definition
f is called a modular form of weight k if
f(τ)|kM := (cτ + d)−kf( Mτ︸︷︷︸
:=aτ+b
cτ+d
) = f(τ) ∀M ∈ Γ
and if f has a Fourier expansion:
f(τ) =
∑
m≥0
αf (m)e
2piimτ
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which is uniformly absolutely-convergent on the set {τ ∈ H|=(τ) ≥ δ} for
δ > 0.
2.9.2 Definition
Γ0(`) ≤ Γ for ` in N are called congruence subgroups of Γ and are defined as
follows:
Γ0(`) := {M ∈ Γ | c ≡ 0 mod `}.
f is called a modular form of weight k to the congruence subgroup Γ0(`) and
the character χ if:
f |kM = χ(M)f ∀ ∈ Γ0(`) and
f |kM is holomorphic at ∞ ∀M ∈ Γ0(`)
2.9.3 Remark
Mk(Γ) resp. Mk(Γ0(`), χ) denote the space of modular forms of weight k.
2.9.4 Definition
f ∈ Mk(Γ0(`), χ) is called a cusp form if f |kM equal zero at ∞ for all
M ∈ Γ. Sk(Γ0(`), χ) ≤Mk(Γ0(`), χ) denotes the space of cusp forms.
2.9.5 Definition
For an integral lattice L the ϑ-series of L with harmonic or spherical coeffi-
cients h ∈ Harmn,k is defined for τ ∈ H:
ϑL,h(τ) :=
∑
`∈L
h(`)epii(`,`)τ .
For h = 1 ∈ Harmn,0 we get a common ϑ-series ϑL := ϑL,1.
The ϑ-series of a lattice is connected with the ϑ-series of its dual lattice
via the ϑ-transformation formula (see e.g. [11, Proposition 3.1])
2.9.6 Theorem
Let L be a lattice and h ∈ Harmn,k then
ϑL,h(−1
τ
) =
(τ
i
)n
2
+k
i−k
√
det(L∗)ϑL∗,h(τ).
As a consequence of the ϑ-transformation formula we get [11, Theorem
2.1].
2.9.7 Theorem
Let L be an even unimodular lattice of dimension n then 8 | n.
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The next theorem is [11, Theorem 3.2].
2.9.8 Theorem
Let L be an even lattice of level ` then ϑL(τ) ∈Mn
2
(Γ0(`), χL) where
χL(M) =
(
(−1)n2 det(L)
d
)
.
2.9.9 Remark
χL from theorem 2.9.8 is the trivial character if det(L) is a square and
n
2
is
even.
2.9.10 Definition
A` :=
(
0 1/
√
`
−√` 0
)
∈ SL2(R) is called the `-th Atkin-Lehner operator.
2.9.11 Remark
Applying the Atkin-Lehner operator to the ϑ-series of an even lattice L of
level ` and dimension n =: 2k yields:
ϑL(τ)|kA` =
(
−
√
`
i
)k√
det(L∗)ϑ√`L∗(τ).
Proof:
ϑL(τ)|kA` = (−
√
`τ)−kϑL(− 1
`τ
) = (−
√
`τ)−kϑ 1√
`
L(−
1
τ
)
= (−
√
`i)−k
√
det(
√
`L∗)ϑ√`L∗(τ)
=
(
−
√
`
i
)k√
det(L∗)ϑ√`L∗(τ). 
For the following theorem see [23] p. 376.
2.9.12 Theorem
ϑL(τ)− ϑL′(τ) ∈ Sn
2
(Γ0(`), χ) if L and L
′ are in the same genus.
The next theorem is by Kitaoka [14].
2.9.13 Theorem
Let L be a lattice of level ` such that ` = p · q with p and q coprime.
Wp :=
(
a b
qc pd
)
∈ SL2(Z)
where a, b, c, d ∈ Z and h and h′ harmonic polynomials, then
ϑL,h(τ)|kWp = C · ϑL∗q ,h′(τ)
where C is a constant factor and h′ is a linear transformation of h.
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2.10 Universally perfect lattices
2.10.1 Definition
A lattice Λ is called universally perfect if
ϑp,Λ(τ) =
∑
λ∈Λ
p(λ)epii(λ,λ)τ = 0
for all p ∈ Harmn,m with m ≤ 4.
2.10.2 Remark
A lattice Λ is universally perfect if and only if all non empty layers Λi :=
{λ ∈ Λ | (λ, λ) = i} are spherical 4-designs. Furthermore Λ∗ is universally
perfect by the ϑ-transformation formula (see Theorem 2.9.6). So particularly
universally perfect lattices are dual strongly perfect.
2.10.3 Theorem
Let Λ be a universally perfect lattice of level ` with ` = p · q such that
gcd(p, q) = 1 then Λ∗p and Λ∗q are universally perfect.
Proof: This theorem is a direct consequence of Theorem 2.9.13. 
2.10.4 Lemma
Let Λ be a universally perfect lattice with ` = p·q, gcd(p, q) = 1 and det(Λ) =∏
i pi
∏
j qj where all pi and qj are prime and pi | p and qj|q. Then
det(Λ∗p) :=
∏
j qj∏
i pi
and
det(Λ∗q) :=
∏
i pi∏
j qj
.
Proof: det(Λ) = [Λ∗ : Λ] = [Λ∗ : Λ∗p][Λ∗p : Λ] and det(Λ∗p) = 1
[Λ∗p:Λ]2 det(Λ).
By Remark 2.1.10 we get [Λ∗ : Λ∗p] = [Λ∗q : Λ]. So we can conclude that
det(Λ∗p) = [Λ
∗q :Λ]
[Λ∗p:Λ] . We know that the group order [Λ
∗p : Λ] divides a power
of p and analogously we get [Λ∗q : Λ] divides a power of q. 
2.10.5 Remark
For min(Λ∗p) holds
min(Λ∗) ≤ min(Λ∗p) ≤ min(Λ)
and
1
p
min(Λ) ≤ min(Λ∗p) ≤ pmin(Λ∗).
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2.10.6 Remark
Let Λ be an integral lattice, then
√
pΛ∗p also is integral, because with Lemma
2.1.3
(
√
pΛ∗p)∗ = (
√
pΛ∗ ∩ 1√
p
Λ)∗ =
√
pΛ∗ +
1√
p
Λ ⊇ √pΛ∗p.
Chapter 3
Classification
In this chapter we will first see what strategy and which techniques we can
apply for the classification of strongly perfect lattices, dual strongly perfect
lattices and universally perfect lattices before we move on to the dimensions
13, 14, 15, and 17.
3.1 Methods for the Classification
3.1.1 Lattices of general type
To start the classification of lattices of general type in a fixed dimension n
we need to compute possible combinations of kissing numbers of potential
lattices L and Berge´-Martinet invariants r(L). For this we will use the bounds
for the kissing number (see table 2.1) and the Hermite constant because
r(L) ≤ γ2n (see table 2.2).
3.1.1 Lemma
Let L be a strongly perfect lattice, s(L) the half kissing number and r(L) the
Berge´-Martinet invariant r(L). Then
s(L)r(L)
12n
(
3r(L)
n+ 2
− 1
)
∈ Z
and
s(L)r(L)
12n
(
3r(L)
n+ 2
− 1
)
≤ βnγ
2
n
24n
(
3γ2n
n+ 2
− 1
)
where βn is the upper bound for the kissing number (given in Table 2.1) and
γn the Hermite constant (see Table 2.2).
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Proof: For α ∈ S(L) we get by Remark 2.7.9
s(L)r(L)
12n
(
3r(L)
n+ 2
− 1
)
=
1
12
(D4(α)−D2(α)) ∈ Z.
The upper bound of this expression follows directly by substituting βn for
2s(L) and γ2n for r(L) (see Remark 2.6.4). 
Now we will have a look at a method that can help to exclude some of the
cases we get by the lemma above. Let Λ be a dual strongly perfect lattice
of with min(Λ) = 1 and min(Λ∗) =: r. Let Γ :=
√
1
r
Λ∗ so min(Γ) = 1. We
write T := 2s(Γ) for the kissing number of Γ and S := 2s(Λ) for the kissing
number of Λ.
X := S(Λ) ∪ S(Γ)
is a spherical 5-design because S(Λ) and S(Γ) are disjoint spherical 5-designs.
As S(Λ) ∩ S(Γ) = ∅ we get |X| = S + T .
Theorem 2.7.5 leads to the following equations and inequality:∑
x1,x2∈X
(x1, x2)
2 =
(S + T )2
n
(3.1)
∑
x1,x2∈X
(x1, x2)
4 =
3(S + T )2
n(n+ 2)
(3.2)
∑
x1,x2∈X
(x1, x2)
6 ≥ 3 · 5(S + T )
2
n(n+ 2)(n+ 4)
(3.3)
3.1.2 Definition
We define fb(x) := (x
2 − 1/4)(x2 + b)2 ∈ R[x] for all b ∈ R.
3.1.3 Remark
fb((x1, x2)) ≤ 0 for all x1 6= ±x2 ∈ S(Λ) or x1 6= ±x2 ∈ S(Γ) since
|(x1, x2)| ≤ 1/2. Furthermore fb(i) = i6 + (2b− 1/4)i4 + (b2− b/2)i2− 1/4b2.
Through
∑
x1,x2∈X fb((x1, x2)) and with the help of (3.1), (3.2) and (3.3),
we can deduce a polynomial in b that has to be smaller or equal to zero for
all b depending on the kissing numbers S and T .
3.1.4 Theorem
With the notation used above we get for all dual strongly perfect lattices Λ
and for all b ∈ R:
0 ≥
∑
x1 6=±x2∈S
fb((x1, x2)) +
∑
x1 6=±x2∈T
fb((x1, x2)) ≥ PS,T (b)
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with
PS,T (b) :=(S + T )
2
(
15
n(n+ 2)(n+ 4)
+ (2b− 1
4
)
3
n(n+ 2)
+ (b2 − b
2
)
1
n
− b
2
4
)
− 2T (
∑
i≤√r
nifb(
i√
r
))− 3
2
(S + T )(1 + b)2
where ni := |{s ∈ S(Λ) | (s, t) = ± i√r}| for a fixed t ∈ S(Γ).
Proof: On the one hand we have
∑
x1,x2∈X
fb((x1, x2)) =
∑
x1,x2∈X
(x1, x2)
6 + (2b− 1
4
)
∑
x1,x2∈X
(x1, x2)
4
+ (b2 − b
2
)
∑
x1,x2∈X
(x1, x2)
2 −
∑
x1,x2∈X
b2
4
≥ (S + T )2
(
15
n(n+ 2)(n+ 4)
+ (2b− 1
4
)
3
n(n+ 2)
+ (b2 − b
2
)
1
n
− b
2
4
)
On the other hand:
∑
x1,x2∈X
fb((x1, x2)) = 2
∑
x1∈S(Λ),x2∈S(Γ)
fb((x1, x2)) + 2
∑
x1∈X
fb((x1, x1))
+
∑
x1 6=±x2∈S(Λ)
fb((x1, x2)) +
∑
x1 6=±x2∈S(Γ)
fb((x1, x2))
= 2T
 ∑
0≤i≤√r
nifb
(
i√
r
)+ 3
2
(S + T )(1 + b)2
+
∑
x1 6=±x2∈S(Λ)
fb((x1, x2)) +
∑
x1 6=±x2∈S(Γ)
fb((x1, x2))
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Altogether:∑
x1 6=±x2∈S(Λ)
fb((x1, x2)) +
∑
x1 6=±x2∈S(Γ)
fb((x1, x2))
=
∑
x1,x2∈X
fb((x1, x2)− 2T
∑
0≤i≤√r
nifb
(
i√
r
)
− 3
2
(S + T )(1 + b)2
≥ (S + T )2
(
15
n(n+ 2)(n+ 4)
+ (2b− 1
4
)
3
n(n+ 2)
+ (b2 − b
2
)
1
n
− b
2
4
)
−
2T ∑
0≤i≤√r
nifb
(
i√
r
)
+
3
2
(S + T )(1 + b)2
 .

3.1.5 Remark
In general it is only possible to determine the ni for r ≤ 8 through using the
equations D2 and D4 for α ∈ S(Λ∗).
3.1.2 Lattices of minimal type
Let Λ be a strongly perfect lattice of minimal type scaled such that min(Λ) =
1 and hence min(Λ∗) = n+2
3
.
3.1.6 Remark
For a strongly perfect lattice Λ of minimal type holds:
• if n is odd then s(Λ)
n
∈ Z.
• if n is even then 2s(Λ)
n
∈ Z.
• if n+ 2 6≡3 0 then s(Λ)3 ∈ Z.
Proof: For α ∈ S(Λ∗) we get by Lemma 2.7.11
D2(α) =
s(Λ)(n+ 2)
n · 3 ∈ Z.
For n ∈ Z \ 2Z we have gcd(n + 2, n) = 1, so we know that n | s(Λ).
For n ∈ 2Z we get gcd(n + 2, n) = 2 and hence n
2
| s(Λ). Furthermore if
(n+ 2) 6∈ 3Z we see that 3 | s(Λ). 
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3.1.7 Remark
Let Λ be a strongly perfect lattice of minimal type with min(Λ) = 1 and
min(Λ∗) = n+2
3
. If there are elements α and β in S(Λ∗) with 0 < (α, β) < n+2
6
then γ := α − β ∈ Λ∗ satisfies n+2
3
< (γ, γ) < 2n+2
3
and |(x, γ)| ≤ 2 for all
x ∈ S(Λ).
3.1.8 Remark
With Λ as above and for all α, β ∈ S(Λ∗) holds 0 ≤ |(α, β)| ≤ (n+2)
6
. If
|(α, β)| ∈ {0, (n+2)
6
} for all α and β in S(Λ∗) then Λ∗ is a rescaled root
lattice.
In [24, The´ore`me 5.7] is shown that A1, A2, D4, E6, E7 and E8 are the only
strongly perfect root lattices and the only root lattices for which the dual
lattice is strongly perfect.
3.1.9 Remark
Let Λ be a strongly perfect lattice of minimal type of dimension
n 6∈ {1, 2, 4, 6, 7, 8}
then there are α, β ∈ Λ∗n+2
3
with 0 < (α, β) < n+2
6
and hence there exists
γ ∈ Λ∗ with n+2
3
< (γ, γ) < 2n+2
3
.
Now we will use the existence of such an element γ to characterise the
possibilities for the kissing number.
3.1.10 Theorem
Let Λ be a dual strongly perfect lattice of minimal type in dimension 9 ≤ n ≤
21 and γ ∈ Λ∗ such that n+2
3
< r := (γ, γ) < 2n+2
3
. Then the half kissing
number n(n+1)
2
≤ s(Λ) ≤ βn
2
and r have to satisfy the following
6|N3(γ)|+ |N2(γ)| = s(Λ)r
12n
(
3r
n+ 2
− 1
)
∈ Z
where 1 ≤ 6|N3(γ)| + |N2(γ)| ≤ βn(n+2)18n and βn is the upper bound for the
kissing number (see 2.1).
Proof: As r < 16 we know that γ satisfies the conditions of Lemma 2.7.12
and therefore we get the equation above. Now we only need to show that
1 ≤ 6|N3(γ)|+ |N2(γ)| ≤ βn(n+ 2)
18n
.
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6|N3(γ)|+ |N2(γ)| 6= 0 because otherwise
(
3r
n+2
− 1) = 0 and r = n+2
3
contra-
dicting the assumption. Furthermore
6|N3(γ)|+ |N2(γ)| = s(Λ)r
12n
(
3r
n+ 2
− 1
)
≤ βn2(n+ 2)
12n · 3
(
6(n+ 2)
(n+ 2)3
− 1
)
=
βn(n+ 2)
18n

For the calculation of all combinations of kissing numbers, (γ, γ) and
6|N3| + |N2(γ)| satisfying Theorem 3.1.10 we use program 4.2, which also
applies Lemmata 3.1.6, 2.7.15 and 2.7.18.
For dual strongly perfect lattices of minimal type we get the following
corollary to Theorem 3.1.4
3.1.11 Corollary
Let Λ be a dual strongly perfect lattice of minimal type, with S := |S(Λ)| and
T := |S(Λ∗)|, then the following inequality holds for all b ∈ R:
0 ≥
∑
x1 6=±x2∈S
fb((x1, x2)) +
∑
x1 6=±x2∈T
fb((x1, x2)) ≥ PS,T (b)
where
PS,T (b) :=(S + T )
2
(
15
n(n+ 2)(n+ 4)
+(2b− 1
4
)
3
n(n+ 2)
+ (b2 − b
2
)
1
n
− b
2
4
)
− 2ST
(
(10− n)
12n(n+ 2)2
(3 + b(n+ 2))2 − n− 1
6n
b2
)
− 3
2
(S + T )(1 + b)2.
Proof: For lattices of minimal type we know that the ni from Theorem 3.1.4
only can be non zero for i = 0 or 1. As∑
x∈S(Λ)
(x, α)2 = n1
3
n+ 2
=
S
n
,
we get n1 = s
n+2
3n
and n0 = S−n1 = S 2n−23n . So we can substitute this in the
formula in Theorem 3.1.4 and get the result above. 
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3.2 Dimension 13
Throughout this section n = 13. We will continue using the notation defined
in 2.7.1 so in particular s(L) is the half kissing number of a lattice L and r(L)
is the Berge´-Martinet invariant. We will first classify the lattices of general
type before turning to the lattices of minimal type.
3.2.1 Theorem
Let L be a strongly perfect lattice of dimension 13 then L is either of minimal
type or only the following values for s(L) and r(L) occur.
s(L) 490 260 390 160 240 320 351 390
r(L) 39
7
6 6 13
2
13
2
13
2
20
3
7
Proof: Let Λ be a strongly perfect lattice of general type in dimension 13
then the Berge´-Martinet invariant
r(Λ) ≤ γ213 ≤ 7.02 < 9
with the upper bound for γ13 from Table 2.2. Now we can apply Lemma
3.1.1, and get that s(Λ) ∈ Z and r(Λ) ∈ Q have to be solutions of
|N2(α)| = s(Λ)r(Λ)
12 · 13
(
r(Λ)
5
− 1
)
with 91 ≤ s(Λ) ≤ 933 (see Table 2.1 and Remark 2.8.1) and |N2(α)| ≤ 16
integral and 15
3
< r(Λ) ≤ 7.02. To compute these solutions we use program
4.1, which also applies the Lemmata 2.7.15 and 2.7.18 and Remark 2.7.9 for
α ∈ S(Λ). This computation directly leads to the values in the table above.
3.2.2 Lemma
All genera of maximal even lattices M with det(M) = 2a3b in dimension 13
are listed in the table below.
Proof: Let M be a maximal even lattice in dimension 13 with det(M) = 2a3b,
then a ∈ {1, 2, 3} by Corollary 2.4.15 and Lemma 2.1.7 and b ∈ {0, 1, 2}
by Corollary 2.4.13. Furthermore the maximal elementary divisor of G(M)
divides 223 by Corollary 2.4.15 and 2.4.13. We also know by Lemma 2.1.7 and
the fact that M is even, that there cannot be an odd number of elementary
divisors that are not even. So we get only the following elementary divisors:
2-elementary divisors 3-elementary divisors
11221 113
11241 11231
11023 11132
.
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genus symbol representative class number
1−124−15 D13 3
1−10235 D6 ⊥ E7 4
1−12217, 1
−1231 E7 ⊥ E6 3
1124−13 , 1
−123−1 A2 ⊥ D11 6
1−12417, 1
1231 E6 ⊥ D7 7
1−10231, 1
123−1 E8 ⊥ A2 ⊥ A31 12
112211, 1
−1132 E8 ⊥ A22 ⊥ A1 7
112411, 1
1132 D9 ⊥ A22 18
Table 3.1: maximal even lattices in dimension 13 of determinant 2a3b
Now we can use program 4.5 to compute all genus symbols with the elemen-
tary divisors above, and pick only the symbols that represent even genera, i.e.
the symbols with an even first component of the 2-adic symbol. To compute
the class number given above we use the program 4.7 which applies Kneser’s
neighbour method to one representative of the genus, and then check if we
have found all lattices with the mass formula (see Theorem 2.3.12). 
3.2.1 Lattices of general type
Strongly perfect lattices
3.2.3 Theorem
Let Λ be a strongly perfect lattice of dimension 13 then Λ is either of minimal
type or there are only the following 3 possible values for s(Λ) and r(Λ):
• s(Λ) = 260 and r(Λ) = 6
• s(Λ) = 390 and r(Λ) = 6
• s(Λ) = 390 and r(Λ) = 7
The proof of this theorem is a direct result of the following lemmata. Fur-
thermore these cases will be excluded if we assume that the dual lattice of Λ
has to be strongly perfect.
3.2.4 Lemma
There is no strongly perfect lattice Λ with r(Λ) = 39
7
and s(Λ) = 490.
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Proof: Scale Λ such that min(Λ) = 13
7
and let Γ := Λ∗. Then for all α, β ∈ Γ
D4(α) = 26(α, α)2 ∈ Z,
1
6
(D13−D11)(β, α) = (α, β)
3
(13(α, α)− 35) ∈ Z.
Now we apply Lemma 2.1.19 and get Γ(e) := {γ ∈ Γ | (γ, γ) ∈ 2Z} is an even
sublattice of Γ with [Γ : Γ(e)] ∈ {2, 4}. For α, β ∈ Γ(e) holds
D22(α, β) =
26
3
(2(α, β)2 − (α, α)(β, β)) ∈ Z,
therefore with Lemma 2.1.18 we get that Γ(t) := {γ ∈ Γ(e) | (γ, γ) ∈ 3Z}
is a sublattice of Γ(e) and hence of Γ with c := [Γ : Γ(t)] ∈ {2, 4, 6, 12}.
Furthermore 313 | det(Γ(t)). But det(Γ(t)) = c2 det(Γ) and by Remark 2.8.2
c2 det(Γ) ≤ 122
(
γ13
min(Λ)
)13
≤ 14641 < 313
we get a contradiction. 
3.2.5 Lemma
There is no strongly perfect lattice Λ with s(Λ) = a · 80 with a ∈ {2, 3}.
Proof: Let min(Λ) = 1 then the dual lattice Λ∗ has min(Λ∗) = 13/2. For
α ∈ Λ∗ exist p, q ∈ Z coprime with (α, α) = p
q
. Then:
D2(α) =
a80p
13q
∈ Z⇒ 13 | p,
D4(α) =
3 · a80p2
13 · 15q2 =
a16p2
13q2
∈ Z⇒ q ∈ {1, 2, 22},
1
12
(D4(α)−D2(α)) = a16p
12 · 13 · q2 (p− 5q) ∈ Z.
For q = 4 the last equation reads
ap
22 · 3 · 13(p− 5 · 2
2) ∈ Z
and hence 2 | p in contradiction to gcd(p, q) = 1. Therefore Γ := 2√
13
Λ∗
is even with min(Γ∗) = 13/4 > min(Γ) = 2 which is a contradiction since
Γ ⊆ Γ∗. 
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3.2.6 Lemma
There is no strongly perfect lattice Λ with s(Λ) = 320.
Proof: Rescale Λ such that min(Λ) = 13
8
and put Γ := Λ∗ then min(Γ) = 4.
For α ∈ Γ holds
D4(α) = 13(α, α)2 ∈ Z,
1
12
(D4−D2)(α) = (α, α)
12
(13(α, α)− 235) ∈ Z
so Γ is even. Now let α and β be in Γ
D22(α, β) =
13
3
(2(α, β)2 + (α, α)(β, β)) ∈ Z
⇒2(α, β)2 + (α, α)(β, β) ∈ 3Z.
By Lemma 2.1.18 the set Γ(t) := {α ∈ Γ∗ | (α, α) ∈ 3Z} is a sublattice of
index 3 in Γ and 313 | det(Γ(t)) so 311 | det(Γ). But because of Remark 2.8.2
we get the following contradiction:
det(Λ∗) ≤
(
γ13
min(Λ)
)13
≤ 577 < 311.

3.2.7 Lemma
There is no strongly perfect lattice Λ with s(Λ) = 351 and r(Λ) = 20
3
.
Proof: Rescale Λ such that min(Λ) = 5
3
and put Γ := Λ∗. Then min Γ = 4.
For α ∈ Γ holds
D4(α) = 15(α, α)2 ∈ Z,
so all norms in Γ are integral. Let α, β be in Γ then
D11(α, β) =
33 · 13 · 5
13 · 3 (α, β) = 3
2 · 5(α, β) ∈ Z.
As (α + β, α + β) is integral we know that 2(α, β) ∈ Z. Hence (α, β) is
integral. Let Γ(e) := {α ∈ Γ | (α, α) ∈ 2Z} be the even sublattice of Γ.
Because Γ is integral, [Γ : Γ(e)] ∈ {1, 2}. For α ∈ Γ(e) we get
1
12
(D4−D2)(α) = 5
4
(α, α)((α, α)− 3) ∈ Z
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Therefore 4 | (α, α) for all α ∈ Γ(e) and hence (α, β) ∈ 2Z for all α, β ∈ Γ(e).
Thus 213 | det(Γ(e)). But
det(Γ(e)) ≤ 4 det(Λ∗) ≤ 4
(
γ13
min(Λ)
)13
≤ 1661 < 213,
which is a contradiction by Remark 2.8.2. 
Now we have now completed the proof of Theorem 3.2.3, so we will continue
with the classification of dual strongly perfect lattices.
Dual strongly perfect lattices
3.2.8 Lemma
There is no dual strongly perfect lattice Λ with r(Λ) = 6 and s(Λ) = s(Λ∗) =
260.
Proof: If Λ is scaled such that min(Λ) = 1
2
, then Γ := Λ∗ has minimum 12
and for all α ∈ Γ holds
1
12
(D4−D2)(α) = 260(α, α)
12 · 13 · 2
(
3 · (α, α)
30
− 1
)
=
(α, α)
12
((α, α)− 10).
So Γ is an even lattice. For α and β ∈ Γ we compute
D22(α, β) =
1
3
(2(α, β)2 + (α, α)(β, β)) ∈ Z.
So for all α, β ∈ S(Γ) holds (α, β) ∈ {0,±3,±6,±12} with (α, β) = ±12 only
if α = ±β. Hence for β ∈ S(Γ)∑
α∈X∗
(α, β)2 = 9n3 + 36n6 + 144 =
s(Γ)122
13
(3.4)
∑
α∈X∗
(α, β)4 = 81n3 + 1296n6 + 20736 =
3s(Γ)124
13 · 15 (3.5)
where ni := |{α ∈ X∗ | (α, β) = ±i}| and S(Γ) = X∗∪˙ −X∗. The equations
(3.4) and (3.5) evaluate to n3 =
448
3
and n6 =
116
3
but this is a contradiction,
because all ni have to be integral. 
3.2.9 Lemma
There is no dual strongly perfect lattice Λ with r(Λ) = 6 and s(Λ) = 260 and
s(Λ∗) = 390.
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Proof: Let Λ be scaled such that min(Λ) = 3/2 then Γ := Λ∗ has minimum
4.
Claim 1: Γ has an even sublattice with minimum 4 which is strongly perfect.
Proof of Claim 1: As we have seen in the proof of Lemma 3.2.8 the lattice√
3Γ is even with min(
√
3Γ) = 12. Furthermore we get for all α, β ∈ Γ
D22(α, β) = 3((α, β)2 + (α, α)(β, β)) ∈ Z,
hence by Lemma 2.1.18
Γ(t) := {α ∈ Γ | (α, α) ∈ Z}
is a sublattice of Γ with [Γ : Γ(t)] ∈ {1, 3}. As min(Γ) = min(Γ(t)) we know
that S(Γ) = S(Γ(t)) and hence Γ(t) is strongly perfect. Γ(t) is even because√
3Γ is even, and we have proven claim 1.
Claim 2: det(Γ(t)) = 2a3b ∈ Z.
Proof of Claim 2: We know that
√
8Λ is even, because for all λ ∈ Λ we get
D4Λ∗(λ) =
3 · 390 · 42
13 · 15 (λ, λ)
2 = 253(λ, λ)2 ∈ Z
and therefore 8(λ, λ) ∈ 2Z. So we get
det(Γ) det(
√
8Λ)︸ ︷︷ ︸
∈Z
= 239.
As Γ(t) is a sublattice of Γ of index dividing 3 we get that
3c det(Γ) = det(Γ(t)) ∈ Z
where c ∈ {0, 2}. This shows that det(Γ(t)) = 2a3b.
Furthermore by Lemma 2.7.11
min((Γ(t))∗) ≥ 5
4
and so we know that for an even superlattice M of Γ(t) holds min(M∗) ≥
min((Γ(t))∗) ≥ 5
4
.
Claim 3:Let M be a maximal even lattice in dimension 13 with det(M) =
2x3y and min(M∗) ≥ 5
4
then M ∼= E6 ⊥ E7.
Proof of Claim 3: We have computed the genera of maximal even lattices
in dimension 13 with determinant only divisible by 2 and 3 in Lemma 3.2.2
and can list all isometry classes of lattices in these genera with program
4.7. Among these 60 isometry classes we find only one class for which holds
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that the dual lattice in this class has minimum greater or equal to 5
4
and this
isometry class is represented by E6 ⊥ E7, in particular min((E6 ⊥ E7)∗) = 43 .
So we know that (Γ(t))∗ ⊇ M∗ contains an element β with (β, β) = 4
3
. But
then we get the contradiction
D4Λ∗(β) =
29
3
6∈ Z.

3.2.10 Lemma
There is no dual strongly perfect lattice with r(Λ) = 6 and s(Λ) = s(Λ∗) =
390.
Proof: Let Λ be scaled such that min(Λ) = 1 and Γ := Λ∗ with min(Γ) = 6.√
2Γ is integral because
D4(α) = 6(α, α)2 ∈ Z
for all α ∈ Γ. Analogously we see that √12Λ is integral. For α, β ∈ Γ:
1
6
(D13−D11)(β, α) = 390
6 · 13(α, β)
(
3
15
(α, α)− 1
)
= (α, β)((α, α)− 5) ∈ Z.
So (α, β) ∈ Z if (α, α) ∈ 2Z and hence Γ(e) := {α ∈ Γ | (α, α) ∈ 2Z} is an
even sublattice of Γ with index one or two (see Lemma 2.1.19). So min(Γ(e)) =
6 and S(Γ(e)) = S(Γ), hence Γ(e) is strongly perfect and min((Γ(e))∗) ≥ 5/6
(see Lemma 2.7.11). With Remark 2.8.2 we get that
41235 ≤ det(Γ) ≤ 316734
det(Γ) = 2a3b with a ∈ {−1, . . . , 16} and b ∈ {0, . . . 13} because √12Λ is
integral. Without loss of generality we can choose b ∈ {7, . . . , 13} because
either 37 is a factor of det(Γ) or of det(
√
6Λ), which must be a dual strongly
perfect lattice with minimum 6 and the same number of minimal vectors.
Then one computes that a is in {−3, . . . , 7}.
We can now have a look at the possible genera of maximal even lattices
because one of these has to be a superlattice of Γ(e). As det(Γ(e)) = 2a
′
3b
with either a′ = a if Γ = Γ(e) or a′ = a + 2 if [Γ : Γ(e)] we know that the
maximal even superlattice M of Γ(e) has to be in one of the genera listed in
Table 3.1.
As min((Γ(e))∗) ≥ 5
6
we know that min(M∗) ≥ 5
6
. By program 4.7 we get 19
such lattices in the genera listed in Table 3.1 and can compute all sublattices
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N of 3-power index such that 37 | det(N) and min(N∗) ≥ 5
6
. We will exclude
all lattices N which have an elementary divisor divisible by 9 because the
level of Γ(e) divides 2x3 for some suitable x.
To do the computation we just described, we use the program 4.7 and get
only one such sublattice:
G(N) :=

4 −1 2 0 −1 2 0 1 −1 1 −1 1 −1
−1 4 −2 1 −1 −1 1 1 1 1 −1 1 −1
2 −2 4 −1 0 0 −1 1 −2 −1 −1 1 1
0 1 −1 4 −2 −1 0 1 0 1 1 0 1
−1 −1 0 −2 4 0 1 0 1 −2 1 0 1
2 −1 0 −1 0 4 1 0 1 1 −1 −1 −2
0 1 −1 0 1 1 4 1 0 −1 −1 −1 0
1 1 1 1 0 0 1 4 0 −1 0 0 0
−1 1 −2 0 1 1 0 0 4 1 0 0 −1
1 1 −1 1 −2 1 −1 −1 1 4 0 1 −1
−1 −1 −1 1 1 −1 −1 0 0 0 4 −1 1
1 1 1 0 0 −1 −1 0 0 1 −1 4 1
−1 −1 1 1 1 −2 0 0 −1 −1 1 1 4

det(N) = 2237 min(N) = 4 min(N∗) = 1 s(N) = 117
As Γ(e) has Minimum 6 it can only be a smaller sublattice of N of index at
least 2 or 3. But with the same MAGMA program we see that there are no
lattices of index 2 or 3 which have a dual lattice with minimum greater or
equal to 5/6. This is a contradiction to the existence of Γ(e) and hence of Γ.
3.2.11 Lemma
There is no dual strongly perfect lattice Λ with r(Λ) = 7 and s(Λ) = s(Λ∗) =
390.
Proof: We can scale Λ such that min(Λ) = 1 and min(Λ∗) = 7 then for
α ∈ S(Λ∗) we get with Corollary 2.7.13
|N2(α)| = 390
12 · 13(α, α)
(
3(α, α)
15
− 1
)
= 7
and write N2(α) = {x1, . . . , x7}.
7∑
i=1
xi = 2α.
Hence
4 = 2(xi, α) =
7∑
j=1
(xi, xj) ≤ 1 + 6
2
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for all i ∈ {1, . . . , 7}. Therefore (xi, xj) = 12 for all i 6= j. Now we can define
y := x1 + x2 + x3 ∈ Λ with (y, y) = 6 and (y, x4) = 32 . We get
1
6
(D13∗(x4, y)−D11∗(x4, y)) = 390 · 7
6 · 13 (y, x4)
(
21
15
(y, y)− 1
)
=
777
2
6∈ Z
contradicting Corollary 2.7.10. 
This section sums up to the
3.2.12 Corollary
There is no dual strongly perfect lattice with n = 13 of general type.
3.2.2 Minimal Type
For this section Λ denotes a dual strongly perfect lattice of minimal type in
dimension 13 scaled such that min(Λ) = 1. Then min(Λ∗) = 5. By Remark
3.1.6 we know that s(Λ) is divisible by 13 and hence we define s1 :=
s(Λ)
13
∈ Z.
By Table 2.1 and Remark 2.8.1 we get that
3 ≤ s1 ≤ 71.
3.2.13 Lemma
If s1 is square free then 5 | s1.
Proof: Let α be in Λ∗, then:
D4(α) =
s1
5
(α, α)2 ∈ Z.
If s1 is not divisible by 5 and square free then
1
5
(α, α) ∈ Z for all α ∈ Λ∗.
Thus Γ :=
√
2
5
Λ∗ is even and integral. min(Γ) = 52
5
= 2 and for Γ∗ =
√
5
2
Λ
we get min(Γ∗) = 5
2
> 2 which is a contradiction. 
3.2.14 Lemma
s1 6= 2i3j for 0 ≤ i ≤ 3 and 0 ≤ j ≤ 2.
Proof: Let α be in Λ∗ with (α, α) =: p
q
and p, q coprime, then:
D4(α) =
s1p
2
5q2
∈ Z⇒ 5 | p and q ∈ {1, 2, 3, 6}
1
12
(D4−D2) = s1p
12 · 5q2 (p− 5q) =

s1p
24·3·5(p− 5 · 2) for q = 2
s1p
22·33·5(p− 5 · 3) for q = 3
s1p
24·33·5(p− 5 · 2 · 3) for q = 6
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So if q = 2 then p needs to be even and if q = 3 then p is divisible by
3. For q = 6 we get 6 | p. So we get a contradiction in all three cases as
gcd(p, q) = 1. Hence q = 1. Therefore Γ :=
√
2/5Λ∗ is even with minimum
2 and Γ∗ ⊇ Γ contradicting min(Γ∗) = 5
2
. 
3.2.15 Theorem
In the following table all possible values for s1 are given. For every s1 all
norms (α, α), with 5 < (α, α) < 10 that can occur in the dual lattice Λ∗ if
s(Λ) = 13s1 are listed in the second (resp. fourth) row of the table.
s1 10 15 16 20 25 27 30 32 35 40
(α, α) 8,9 8,9 15
2
6,8,9 8,9 20
3
6,7,8,9 15
2
8,9 8,9
s1 45 49 50 54 55 60 64 65 70
(α, α) 8,9 60
7
8,9 25
3
8,9 8,9 35
4
8,9 8,9
Table 3.2: kissing numbers and norms in dimension 13
Proof: Let Λ be a dual strongly perfect lattice of minimal type with n = 13
then we know by Remark 3.1.9 that there is an α ∈ Λ∗ such that 5 < (α, α) <
10. As 10 is smaller than 16 all such α satisfy the conditions of Lemma 2.7.12
and we can apply Theorem 3.1.10. We get the possible values for 3 ≤ s1 ≤ 71
and (α, α) as solutions of
6|N3(α)|+ |N2(α)| = s1(α, α)
12
(
3(α, α)
15
− 1
)
,
where 6|N3(α)|+ |N2(α)| ≤ 59 is integral. To compute these solutions we use
program 4.2 which also checks if the Lemmata 2.7.18 and 2.7.15 are satisfied.
Furthermore we apply the Lemmata 3.2.13 and 3.2.14 to exclude some more
cases and get the result above. 
3.2.16 Remark
Evaluating the inequalities in Remark 2.8.2 for n = 13, min(Λ) = 1 and
min(Λ∗) = 5 leads to
3840 ≤ det(Λ∗) ≤ 317831
3.2.17 Lemma
Put Γ := Λ∗. If s1 is odd, then there is a vector γ ∈ Γ with
(γ, γ) ∈ 4Z(2) ∩ [5, 7.82].
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Proof: For all α ∈ Γ holds
1
12
(D4−D2)(α) = s1(α, α)
12 · 5 ((α, α)− 5) ∈ Z.
So for α with (α, α) ∈ 2Z(2) we get (α, α) ∈ 4Z(2), because s1 is odd. Hence
Γ(e) := {γ ∈ Γ | (γ, γ) ∈ 4Z(2)}
is a sublattice of Γ by Lemma 2.1.19. So we get
5 = min(Γ) ≤ min(Γ(e)) ≤ γ13 det(Γ(e)) 113 ≤ γ13(4 det(Γ∗)) 113 ≤ 7.82
and hence there has to be a vector γ ∈ Γ(e) with (γ, γ) ∈ [5, 7.82]. As all
norms in Γ(e) are in 4Z(2) it is in 4Z(2) ∩ [5, 7.82]. 
From Table 3.2 and Lemma 3.2.17 we immediately obtain the following
Corollary.
3.2.18 Corollary
If s1 is odd then s1 = 27.
3.2.19 Lemma
s1 6= 27
Proof: Let Λ be rescaled such that min(Λ) = 5
3
, then Γ := Λ∗ has minimum
3. For all α ∈ Λ∗ with (α, α) =: p
q
for p, q coprime we get
D4(α) =
3 · 27 · 52
15 · 32
p2
q2
= 3 · 5p
2
q2
⇒ q = 1.
For β ∈ Λ∗
1
6
(D13−D11) = (β, α)27 · 5
6 · 3 (
3 · 5
15 · 3(α, α)− 1) =
5
2
(α, β)((α, α)− 3) ∈ Z
Thus for all α ∈ Λ∗ with (α, α) ∈ 2Z we get (α, β) ∈ 2Z. So Γ(e) := {α ∈
Γ | (α, α) ∈ 2Z} is a sublattice of index at most 4. For α ∈ Γ(e):
1
12
(D4−D2)(α) = 27 · 5
12 · 3(α, α)(
1
3
(α, α)− 1)
=
5
4
(α, α)((α, α)− 3) ∈ Z
⇒ (α, α) ∈ 4Z
So 2 | (α, β) for all α, β ∈ Γ(e) and 213 | det(Γ(e)) thus 512 = 29 | det(Γ).
Furthermore we get by Remark 2.8.2
512 | det(Γ) ≤ (γ13/min(Λ))13 ≤ (2.65 · 3
5
) ≤ 415.2 < 512,
which is a contradiction. 
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3.2.20 Lemma
If s1 is not divisible by 3 then Γ := Λ
∗ contains a vector γ with (γ, γ) ∈
3Z(3) ∩ [5, 8.32].
Proof: If s1 is not divisible by 3 then
D22(α, β) =
s1
15
(2(α, β)2 + (α, α)(β, β)) ∈ Z ∀α, β ∈ Γ
implies that 2(α, β)2 + (α, α)(β, β) ∈ 3Z(3). So by Lemma 2.1.18 the lattice
Γ(t) := {γ ∈ Γ | (γ, γ) ∈ 3Z(3)} is a sublattice of Γ. Therefore
5 = min(Γ) ≤ min(Γ(t)) ≤ γ13 det(Γ(t))1/13 ≤ γ13(9 det(Λ∗))1/13 ≤ 8.32.
This implies that there is an element γ ∈ S(Γ(t)) ⊆ Γ with 5 ≤ (γ, γ) ≤ 8.23
and (γ, γ) ∈ 3Z(3). 
Checking the possible values in Table 3.2 we get
3.2.21 Corollary
s1 6∈ {10, 40, 50, 64, 70}.
3.2.22 Lemma
s1 6= 16 and s1 6= 32.
Proof: Let Λ be rescaled such that min(Λ) = 5
4
and min(Λ∗) = 4, then by
evaluating D4 and 1
12
(D4 − D2) we get that Λ∗ is an integral lattice. D22
show that 2(α, β)2 + (α, α)(β, β) is divisible by 3. We apply Lemma 2.1.18
and hence Γ(t) := {α ∈ Λ∗ | (α, α) ∈ 3Z} is a sublattice of Γ of index one or
three.
det(Γ(t)) ≤ 9 det(Λ∗) ≤ 9( γ13
min(Λ)
)13 ≤ 157256
but 313 = 1594323 divides det(Γ(t)). 
If we summarise this we get s1 ∈ {20, 30, 54, 60}, which means that
2s(Λ) ∈ {520, 780, 1404, 1560}. Now we apply Corollary 3.1.11.
3.2.23 Lemma
The only pair (s, t) ∈ {520, 780, 1404, 1560}×{520, 780, 1404, 1560} with non-
positive Ps,t(b) is (520, 520).
3.2.24 Theorem
s1 6= 20
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Proof: This proof will be similar to the proof of Lemma 3.2.6. Let min(Λ) = 1
then the dual lattice Λ∗ has min(Λ∗) = 5. For α ∈ Λ∗ there are p, q ∈ Z
coprime with (α, α) = p
q
.
D4(α) =
3 · 20p2
15 · q2 =
22 · p2
q2
∈ Z
So q ∈ {1, 2}. For q = 2 we get
1
12
(D4−D2) = 20p
12 · 5q2 (p− 5q)
=
p
12
(p− 10)
So p needs to be even in contradiction to gcd(p, q) = 1. Thus Γ :=
√
2Λ∗ is
even with min(Γ) = 10 and min(Γ∗) = 1
2
.
Now let α and β be in Γ
D22(α, β) =
20
15 · 22 (2(α, β)
2 + (α, α)(β, β))
=
1
3
(2(α, β)2 + (α, α)(β, β)) ∈ Z
⇒2(α, β)2 + (α, α)(β, β)) ∈ 3Z.
Like in Lemma 2.1.18 we define Γ(t) := {α ∈ Γ | (α, α) ∈ 3Z} as a sublattice
of index 3 in Γ and get 313 | det(Γ(t)) so 311 | det(Γ). L := √20Γ∗ is an even
dual strongly perfect lattice with min(L) = 10 and G(L) = 20G(Γ∗) ∈ Z13×13.
As det(Γ∗) det(Γ) = 1 and det(
√
20Γ∗) ∈ Z det(√20Γ∗) det(Γ) = 2013 and
hence det(Γ) | 2013 which contradicts 311 | det(Γ). 
3.2.25 Corollary
There is no dual strongly perfect lattice of minimal type in dimension 13.
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3.3 Dimension 14
The dual strongly perfect lattices in dimension 14 already have been classified
by Nebe and Venkov in [20]. With some of the methods developed in Section
3.1 we can get a shorter proof for the classification of lattices of minimal type
and for general type we will go more into detail than [20].
3.3.1 Lattices of general type
Like in dimension 13 we get the following result.
3.3.1 Theorem
Let Λ be a strongly perfect lattice in dimension n = 14 then all possible
values for the half kissing number s(Λ), the Berge´-Martinet invariant r(Λ)
and |N2(α)| for α ∈ S(Λ∗) are listed in the table below.
|N2| 2 2 2 3 3 4 4 4 4 5 5
s(Λ) 324 448 1200 486 672 225 343 363 525 384 504
r(Λ) 56
9
6 28
5
56
9
6 112
15
48
7
224
33
32
5
7 20
3
|N2| 8 8 11 12
s(Λ) 450 567 672 675
r(Λ) 112
15
64
9
22
3
112
15
Proof: Let Λ be a strongly perfect lattice of general type in dimension 14
then the Berge´-Martinet invariant
r(Λ) ≤ γ214 ≤ 7.7 < 9
with the upper bound for γ14 from Table 2.2, so we can apply Lemma 3.1.1.
Hence we only need to compute all solutions of
|N2(α)| = s(Λ)r(Λ)
12 · 14
(
3r(Λ)
16
− 1
)
where 105 ≤ s(Λ) ≤ 1746 (see Table 2.1 and Remark 2.8.1) and |N2(α)| ≤ 35
are both integral and 16
3
< r(Λ) ≤ 7.7 is rational. To compute these solutions
we use program 4.1, which also applies the Lemmata 2.7.15 and 2.7.18 and
Remark 2.7.9 for α ∈ S(Λ). This computation directly leads to the values in
the table above. 
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Strongly perfect lattices
We will start with the classification of strongly perfect lattices of general type
and state [20, Theorem 3.2]:
3.3.2 Theorem
Let Λ be a strongly perfect lattices of general type then
• s(Λ) = 672 with r(Λ) = 6 or 22
3
.
• s(Λ) = 504 with r(Λ) = 20
3
.
We will prove this theorem in the next lemmata.
3.3.3 Lemma
There is no strongly perfect lattice Λ with (s(Λ), r) ∈ {(324, 56
9
), (486, 56
9
), (448, 6),
(343, 48
7
), (225, 112
5
), (675, 112
15
), (1200, 28
5
)}.
Proof: We rescale Λ such that Γ := Λ∗ has minimum 2. In all these cases we
can show that Γ is even, in very similar ways. As an example, we will show
this for s(Λ) = 324. In this case min(Λ) = 28
9
and hence for all α ∈ Γ holds
D4(α) = 42(α, α)2 ∈ Z
1
12
(D4−D2)(α) = (α, α)
2
(7(α, α)− 12) ∈ Z.
Therefore Γ is even. As r(Λ) > 4 and min(Λ) = r(Λ)
2
> 2 we get a contradic-
tion. 
3.3.4 Lemma
There is no strongly perfect lattice Λ with (s(Λ), r) = (363, 224
33
).
Proof: Let Γ := Λ∗ be scaled such that min(Γ) = 4 then Γ is even because
for all α ∈ Γ:
D4(α) = 14(α, α)2 ∈ Z
1
12
(D4−D2)(α) = (α, α)
6
(7(α, α)− 22) ∈ Z.
For all α, β ∈ Γ we get
D22(α, β) =
14
3
(2(α, β)2 + (α, α)(β, β)) ∈ Z.
Therefore we get by Lemma 2.1.18 that Γ(t) ≤ Γ is a sublattice of index 3. So
314 | det(Γ(t)) = 32 det(Γ). But with Remark 2.8.2 we get the contradiction
312 | det(Γ) ≤
(
γ14
min(Λ)
)14
≤ 982 < 312.

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3.3.5 Lemma
There is no strongly perfect lattice Λ with (s(Λ), r) 6= (384, 7).
Proof: Let Γ := Λ∗ be scaled such that min(Γ) = 6 then Γ is even because
for all α ∈ Γ holds:
D4(α) = 7(α, α)2 ∈ Z⇒ (α, α) ∈ Z
1
12
(D4−D2)(α) = (α, α)
12
(7(α, α)− 25) ∈ Z.
For all α, β ∈ Γ we get
D22(α, β) =
7
3
(2(α, β)2 + (α, α)(β, β)) ∈ Z
Therefore we get by Lemma 2.1.18 that Γ(t) ≤ Γ is a sublattice of index
1 or 3. So 314 | det(Γ(t)) | 32 det(Γ). But with Remark 2.8.2 we get the
contradiction
312 | det(Γ) ≤
(
γ14
min(Λ)
)14
≤ 186296 < 312.

3.3.6 Lemma
There is no strongly perfect lattice Λ with (s(Λ), r) = (525, 32
5
)
Proof: Let Λ be scaled such that min(Λ) = 8
5
and put Γ := Λ∗. For all
α, β ∈ Γ holds
D4(α) = 18(α, α)2 ∈ Z,
D22(α, β) = 6(2(α, β)2 + (α, α)(β, β)) ∈ Z,
1
12
(D4−D2) = (α, α)
2
(3(α, α)− 10) ∈ Z.
So Γ(t) := {γ ∈ Γ | (γ, γ) ∈ Z} = Λ ∩ Γ is an even sublattice of Γ of index
1 or 3 by Lemma 2.1.18. Furthermore for α ∈ S(Γ) holds |N2(α)| = 4 and
we put N2(α) = {x1, . . . , x4} for certain xi ∈ S(Λ). By Lemma 2.7.13 we
get
∑4
i=1 xi = 2α and by Lemma 2.7.15 we know 〈x1, . . . , x4〉 = 2√5A4. In
particular (x1, x2, x3, x4) are linearly independent. As (α, α) = 8 ∈ Z we
know that α ∈ Γ(t) = Λ∩Γ. In particular α = 1
2
(x1 +x2 +x3 +x4) ∈ Λ. But
then w.l.o.g α = x1 +x2 = x3 +x4 in contradiction to the linear independence
of the (x1, x2, x3, x4). 
3.3.7 Lemma
There is no strongly perfect lattice Λ with (s(Λ), r) = (567, 64
9
).
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Proof: Let Λ be scaled such that min(Λ) = 8
9
then for α ∈ Λ∗ holds:
D4(α) = 6(α, α)2 ∈ Z⇒ (α, α) ∈ Z,
1
12
(D4−D2) = (α, α)
2
((α, α)− 6) ∈ Z
So Λ∗ is even and analogously 3Λ is also even. By Corollary 2.7.13 we
can write N2(α) = {x1, . . . , x8} where
∑8
i=1 xi = 2α. With Lemma 2.7.15
〈x1, . . . , x8〉 = 23A8, in particular (x1, . . . , x8) is linearly independent. As Λ∗
and 3Λ are even we get
det(Λ∗)︸ ︷︷ ︸
∈Z
det(3Λ)︸ ︷︷ ︸
∈Z
= 328
so det(Λ∗) = 3a. By Remark 2.8.2
2727743 ≤
(
min(Λ∗)
γ14
)14
≤ det(Λ∗) ≤
(
γ14
min(Λ)
)14
≤ 8386710
and we get that det(Λ∗) = 314. As for all xi ∈ N2(α) holds that 3xi 6∈ Λ∗ but
9xi ∈ Λ∗ we get 〈Λ∗, 3x1〉 ≤ Λ is a superlattice of Λ∗ with [〈Λ∗, 3x1〉 : Λ∗] = 3.
As (x1, . . . , x8) is linearly independent and only
∑8
i=0 xi = 2α ∈ Λ we get
Γ := 〈Λ∗, 3x1, . . . , 3x7〉 ≤ Λ of index 37 with det(Γ) = 1. So Γ is even and
unimodular, but such lattices do only exist in dimensions that are divisible
by 8 (see Theorem 2.9.7). 
For the next proof we will follow directly the proof of Lemma 3.4 in [20]
3.3.8 Lemma
There is no strongly perfect lattice Λ with (s(Λ), r) = (450, 112
15
).
Proof: Without loss of generality we assume that Λ is generated by its min-
imal vectors. Rescale such that min(Λ) = 28
15
and let Γ := Λ∗. Then
min(Γ) = 4 then for α ∈ Γ holds:
D4(α) = 21(α, α)2 ∈ Z,
1
12
(D4−D2)(α, α) = (α, α)
4
(7(α, α)− 20) ∈ Z.
hence Γ is an even lattice. Since all generators of Λ are of norm 28
15
, we have
that 15 divides det(Γ) and with Remark 2.8.2
11 · 15 ≤ det(Γ) ≤ 17 · 15.
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Furthermore for all primes p 6= 3, 5 that divide det(Γ) the Sylow p-subgroup
of Γ∗/Γ is generated by isotropic elements and hence cannot be cyclic. In
particular p2 divides det(Γ) and therefore det(Γ) ∈ {22325, 3252, 243 · 5}. Let
M ⊇ Γ be a maximal even superlattice of Γ. Then min(M∗) ≥ min(Λ) = 28
15
.
Assume first that det(M) is even, then the Sylow 2-subgroup of M∗/M has
rank 2 and is anisotropic. As the Sylow 2-subgroup of Γ∗/Γ is generated
by isotropic elements, the index of Γ in M is even. Therefore by Corollary
2.4.15 and 2.4.13 we get det(M) ∈ {3 · 5, 223 · 5, 325} and for the elementary
divisors holds
Elt(M) = 113151 or 11221301 or 11231151.
So we can compute the possible genera with program 4.5 and with program
4.7 we can calculate all isometry classes of lattices in those genera, checking
with the mass formula that each genus is complete. In the table below L is
a sublattice of index 2 of
√
2A4 ⊥ A2 ⊥ E8.
genus symbol Representative class number
1133−1, 1−1351 E8 ⊥ A4 ⊥ A2 8
1−1331, 1135−1 A14 9
112220, 1
−1331, 1135−1 A9 ⊥ A5 93
112220, 1
133−1, 1−1351 E8 ⊥ A4 ⊥ (2, 6) 91
1−122−2, 1−1331, 1−1351 D4 ⊥ A4 ⊥ E6 46
1−122−2, 1133−1, 1135−1 L 48
For none of the 295 relevant maximal even lattices M the dual lattice has
minimum ≥ 28
15
so there is no strongly perfect lattice Λ of dimension 14 with
kissing number 2 · 450 and min(Λ) min(Λ∗) = 112/15. 
Dual strongly perfect lattices
For this section we will closely follow [20].
3.3.9 Lemma
There is no dual strongly perfect lattice Λ with (s(Λ), r) = (672, 22
3
).
Proof: Let Λ be scaled such that min(Λ) = 1
3
then Γ := Λ∗ is even because
for α ∈ Γ holds:
1
12
(D4−D2)(α) = (α, α)
12
((α, α)− 24) ∈ Z.
Furthermore for all α, β ∈ Γ we get
D22(α, β) =
1
3
(2(α, β)∗ + (α, α)(β, β)) ∈ Z,
3.3. DIMENSION 14 75
so by Lemma 2.1.18 Γ(t) is a sublattice of index 3 of Γ. Therefore 312 | det(Γ).
As we assume that Λ is dual strongly perfect, the same argumentation holds
for
√
66Λ instead of Γ and we get that 312 | det(√66Λ). But this is a
contradiction to
det(Γ) det(
√
66Λ) = 6614. 
3.3.10 Lemma
There is no dual strongly perfect lattice Λ with (s(Λ), r) = (504, 20
3
).
Proof: Let Γ := Λ∗ and scale such that min(Γ) = 10,min(Λ) = 2
3
. Then Γ is
an even lattice, because for all α ∈ Γ
1
12
(D4−D2)(α) = (α, α)
4
((α, α)− 8) ∈ Z.
For α ∈ S(Γ) we get by Corollary 2.7.13
N2(α) = {x ∈ S(Λ) | (x, α) = 2} = {x1, . . . , x5}
and with Lemma 2.7.15
〈x1, . . . , x5〉 = 1√
3
A5.
In particular 34 divides det(Γ).
As Γ is strongly perfect as well we get with the same argumentation for√
15Λ. It is even with minimum 10 and hence det(Γ) = 3a5b for some a ≥ 4.
W.l.o.g. we can assume that b ≥ 7. By Remark 2.8.2 we know that
62021704 ≤ det(Γ) ≤ 470688871
so (a, b) ∈ {(4, 9), (5, 8), (6, 8), (7, 7)}. Hence for the elementary divisors of
G(Γ) holds
Elt(G(Γ)) ∈ {1555154, 1653155, 1652156, 17157}.
So we can compute the possible genus symbols with program 4.5 and take
only the symbols of even lattices and get
genus symbol mass
1−737, 1−757 > 1043713033837
173−7, 175−7 > 1043713033837
1935, 1−658 > 52297468940
1−93−5, 165−8 > 52130384375
.
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We can construct Representatives L1, . . . , L4 in these genera by descend-
ing from maximal even lattices of exponent dividing 15 which are the fol-
lowing: A14 (3
15−1), A2 ⊥ A4 ⊥ E8 (3−151), E6 ⊥ E8 (31), A2 ⊥ E8 ⊥ F
(3−15−2) where F is the 4-dimensional maximal even lattice of determinant
52 with Gram matrix
G(F ) =

2 1 1 1
1 2 0 1
1 0 4 2
1 1 2 4
 .
Now we can calculate the ϑ-series of the Li and get
ϑL1 = 1 + 4q
2 + 28q3 + 166q4 + 694q5 + 1866q6 + 4566q7 + 10948q8 +O(q9)
ϑL2 = 1 + 2q
2 + 26q3 + 150q4 + 650q5 + 1920q6 + 5036q7 + 10558q8 +O(q9)
ϑL3 = 1 + 8q
2 + 48q3 + 212q4 + 816q5 + 2592q6 + 6422q7 + 14676q8 +O(q9)
ϑL4 = 1 + 8q
2 + 26q3 + 232q4 + 892q5 + 2502q6 + 6484q7 + 14280q8 +O(q9)
Because of Theorem 2.9.8 we know that ϑLi ∈ M7(Γ0(15), χ) where χ :=(
−3757
·
)
respectively χ :=
(
−3558
·
)
. With Theorem 2.9.12 follows that Si :=
ϑLi−ϑΛ ∈ S7(Γ0(15), χ) if Λ is in the same genus as Li, which has to be true
for one of the Li.
We know that
ϑΛ = 1 + 1008q
5 +O(q6)
so the first five coefficients of Si are determined. Now we take a 2-dimensional
lattice L of level dividing 15 such that det(Li ⊥ L) is a square. For L1 and
L2 we can take the lattice with the Gram matrix
(
4 1
1 4
)
as L and for L3
and L4 we take L = A2. So we get for S˜i := SiϑL by Remark 2.9.11
S˜i|A15 = ϑLi⊥L|A15 − ϑΛ⊥L|A15
=
154√
det(Λ)
(ϑ√15(Li⊥L)∗ − ϑ√15(Λ⊥L)∗)
= c (ϑ√15L∗i − ϑ√15Λ∗)︸ ︷︷ ︸
=:S∗i
ϑ√15L∗
where c = 1 for L1 and L2 and c = 3 for L3 and L4. As we know
ϑ√15Λ∗ = 1 + 1008q
5 +O(q6)
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we also know the first 5 coefficients of S∗i . S7(Γ0(15), χ) is a 10-dimensional
space in both cases and we have got 10 relations on the coefficients of Si,
which are fortunately independent. So we can determine the Si and then
subtract them from ϑLi to get the possible series for ϑΛ:
ϑL1 − S1 = 1 + 1008q5 + 1866q6 + 43456q7 − 211392q8 +O(9)
ϑL2 − S2 = 1 + 1008q5 + 1920q6 + 42860q7 − 208988q8 +O(9)
ϑL3 − S3 = 1 + 1008q5 + 20169q6 − 83565q7 + 156690q8 +O(9)
ϑL4 − S4 = 1 + 1008q5 + 20177q6 − 83655q7 + 157050q8 +O(9).
But in these series either the seventh or eighth coefficient are negative which
is impossible for the ϑ-series of a lattice. 
For the next lemma we will again follow the proof in [20, Lemma 4.4].
3.3.11 Lemma
There is no dual strongly perfect lattice Λ with (s(Λ), r) = (672, 6).
Proof: Let Λ be scaled such that min(Λ) = 1 and put Γ := Λ∗. For α, β ∈ Γ
holds:
D22(α, β) = 3(2(α, β)2 + (α, α)(β, β)) ∈ Z
1
12
(D4−D2)(α) = (α, α)
4
(3(α, α)− 16) ∈ Z
hence Γ(t) := {γ ∈ Γ | (γ, γ) ∈ Z} is an even sublattice of Γ of index 1 or 3
with Γ(t) = Λ ∩ Γ. As Λ is dual strongly perfect and s(Λ) = s(Γ) we get the
same result for
√
6Λ. Now we choose α ∈ S(Γ) and write S(Γ) = X∪˙ − X
such that for all x ∈ X holds (x, α) ≥ 0. Then we define Ni(α) := {x ∈
X | (x, α) = i} and ni := |Ni(α)|, where i ∈ {0, 1, 2, 3, 6}. With the 5-design
property of S(Γ) we get
n0 + n1 + n2 + n3 + 1 = 672
D2Γ(α) = n1 + 4n2 + 9n3 + 6
2 = 1728
D4Γ(α) = n1 + 16n2 + 81n3 + 6
4 = 11664.
Hence
n0 = 1148− 10n3, n1 = 15n3 − 1200, n2 = 723− 6n3. (3.6)
Therefore 80 ≤ n3 ≤ 114. Furthermore n3 is even because with x ∈ N3(α)
also α− x ∈ N3(α).
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Claim 1: n3 ≤ 112.
Proof of Claim 1: We assume that there is an α with |N3(α)| = 114 and
consider the set
N3 := {x := x− 1
2
α | x ∈ N3(α)} ⊆ α⊥.
N3 is an antipodal set (i.e. N3 = −N3) because for −x = −x+ 12α = (−x+
α)− 1
2
α holds (−x+α, α) = 3 and (−x+α,−x+α) = 6 so −x+α ∈ N3(α).
Because N3 is antipodal and for x1, x2 ∈ X holds (x1, x2) ∈ {0,±1,±2,±3, 6}
we get that
(x1, x2) ∈ {±9
2
,±3
2
,±1
2
}.
Now choose some β0 ∈
√
2N3 and put Y := {y ∈
√
2N3 | (y, β0) > 0}, then√
2N3 = Y ∪˙ − Y .
With |N3| = n3 = 114 we get |Y | = 57. We define ai(β) := |{y ∈ Y | (y, β) =
±i}| where i = 1, 3, so a1(β) + a3(β) = 56 and with Theorem 2.7.5
∑
β∈Y
92 + a1(β) + 9a3(β) ≥ |Y |
2
13
92.
So we can assume that 92 +a1(β)+9a3(β) ≥ |Y |13 92 for one fixed β and w.l.o.g.
we can take β = β0.
Therefore we get a3(β0) ≥ 28. So we can write A3 := {y1, . . . , y28} = {y ∈
Y | (y, β0) = 3}. For all yi ∈ A3 we get yi ∈ N3(α) such that yi =
√
2(yi− 12α).
Likewise we can write β0 =
√
2(x0− 12α) for some x0 ∈ N3(α). As (y, β0) = 3
we get that (y, x0) = 3. So (y − x0, y − x0) = 6 and therefore y − x0 ∈ X
in particular x − x0 ∈ N0(α). So with (3.6) 28 ≤ n0 = 1148 − 10n3 and
therefore n3 ≤ 112, which proves Claim 1.
Claim 2: n3 ≥ 114.
Proof of Claim 2: Put S(
√
6Λ) = Z∪˙ − Z and T := Z∪˙X. T ∪˙ − T =
S(Γ) ∪ S(√6Λ) is antipodal and with Theorem 2.7.5 we get
∑
s1,s2∈T
(s1, s2)
6 ≥ 66|T |2 3 · 5
14 · 16 · 18 .
In particular there is some s ∈ T such that∑
s2∈T
(s, s2)
6 ≥ 66|T | 3 · 5
14 · 16 · 18 .
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We may assume without loss of generality that s = α ∈ T . We write ti :=
|{z ∈ Z | (α, z) = ±i√6}|. As
D2Λ(α) = t1 + 2
2t2 = 288
D4Λ(α) = t1 + 2
4t2 = 324
we get t2 = 3 and t1 = 276. With (3.6) we get∑
s∈T
(s, α)6 = 2663t2 + 6
3t1 + 6
6 + 36n3 + (723− 6n3)26 + (15n3 − 1200) ≥ 665
which implies that n3 ≥ 112.4. 
3.3.12 Theorem
There is no dual strongly perfect lattice of general type in dimension 14.
3.3.2 Lattices of minimal type
For this section Λ denotes a dual strongly perfect lattice of minimal type in
dimension 14 scaled such that min(Λ) = 1. Then min(Λ∗) = 16
3
. By Remark
3.1.6 we know that s(Λ) is divisible by 21 and hence we define s1 :=
s(Λ)
21
∈ Z.
By Table 2.1 and Remark 2.8.1 we get that
5 ≤ s1 ≤ 83.
3.3.13 Theorem
Let L be a dual strongly perfect lattice of minimal type then
s1 ∈ {6, 8, 9, 10, 12, 14, 15, 16, 18, 20, 21, 22, 24, 25, 26, 27, 28, 30, 32, 33, 34, 36,
38, 39, 40, 42, 44, 45, 46, 48, 49, 50, 51, 54, 56, 57, 60, 63, 64, 66, 72, 75, 78, 80, 81}.
Proof: Let Λ be a dual strongly perfect lattice of minimal type with n = 14
then we know by Remark 3.1.9 that there is an α ∈ Λ∗ such that
16
3
< (α, α) <
32
3
.
As 32
3
is smaller than 16 all such α satisfy the conditions of Lemma 2.7.12
and we can apply Theorem 3.1.10.
We get the possible values for 5 ≤ s1 ≤ 83 and (α, α) as solutions of
6|N3(α)|+ |N2(α)| = s1(α, α)
8
(
3(α, α)
16
− 1
)
.
Where 6|N3(α)| + |N2(α)| ≤ 110 is integral. To compute these solutions we
use program 4.2 which also checks if the Lemmata 2.7.18, 2.7.15 and 2.7.19
are satisfied. 
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3.3.14 Lemma
There is no dual strongly perfect lattice of minimal type with s1 ∈ {10, 14, 20,
22, 26, 28, 34, 38, 44, 46}.
Proof: All these values for s1 have got in common that they can be written
as 2a · p with a ∈ {1, 2} and p ∈ {5, 7, 11, 13, 17, 19, 23}. Now we can scale Λ
such that min(Λ) = 4
3
. Γ := Λ∗ is even because for all α ∈ Γ
D2(α) = 2a+1p(α, α) ∈ Z,
D4(α) = 2a−1p(α, α)2 ∈ Z,
1
12
(D4−D2)(α) = 2
a−1p(α, α)
12
((α, α)− 4) ∈ Z,
and hence (α, α) is even. With Remark 2.8.2 we get
det(Γ) ≤
(
min(Λ)
γ14
)14
≤ 28729.
As for all α, β ∈ Γ holds
D22(α, β) =
2a−1p
3
(2(α, β)2 + (α, α)(β, β)) ∈ Z
we know by Lemma 2.1.18 that Γ(t) ≤ Γ of index 3 and therefore 312| det(Γ).
But this is a contradiction since 312 > 28729 ≥ det(Γ). 
3.3.15 Lemma
There is no dual strongly perfect lattice of minimal type with s1 ∈ {9, 15, 21,
33, 39, 45}.
Proof: All these values for s1 have got in common that they can be written
as 3a · p with a ∈ {1, 2} and p ∈ {5, 7, 11, 13}. Now we can scale Λ such that
min(Λ) = 8
3
. Put Γ := Λ∗, then min(Γ) = 2 ≤ min(Γ∗) = 8
3
. To obtain a
contradiction we show that Γ is an integral lattice:
Let α ∈ Γ and write (α, α) = u
v
with gcd(u, v) = 1 then
D4(α) = 3a2p(α, α)2 ∈ Z.
This implies that v ∈ {1, 3}. With
1
12
(D4−D2)(α) = 3
a−1p(α, α)
2
((α, α)− 2) = 3
a−1pu
2v2
(u− 2v) ∈ Z
we get that u is even and v = 1, so Γ is even. 
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For the next lemma we will give a proof taken from [20].
3.3.16 Lemma
There is no dual strongly perfect lattice of minimal type with s1 = 25.
Proof: Let Λ be a dual strongly perfect lattice of minimal type with s1 = 25
and rescale Λ such that min(Λ) = 8
15
. Then Γ := Λ∗ is even with min(Γ) = 10
because for all α ∈ Γ we get
D4(α) = 2(α, α)2 ∈ Z,
1
12
(D4−D2)(α) = (α, α)
6
((α, α)− 10) ∈ Z.
And for all α, β ∈ Γ holds
D22(α, β) =
2
3
(2(α, β)2 + (α, α)(β, β)) ∈ Z.
So we get by Lemma 2.1.18 that Γ(t) := {γ ∈ Γ | (γ, γ) ∈ 3Z} is a sublattice
of Γ of index 3. So we know that min(Γ(t)) ∈ 6Z and min(Γ(t)) ≥ 10. With
Remark 2.8.2 we get
1
9
(
min(Γ(t))
γ14
)14
≤ 1
9
det(Γ(t)) = det(Γ) ≤
(
γ14
min(Γ∗)
)14
⇒ min(Γ(t)) ≤ 3 17 γ
2
14
min(Γ∗)
< 17
⇒ min(Γ(t)) = 12.
So there is some β ∈ Γ with (β, β) = 12 by Corollary 2.7.13 |N2(β)| = 4. So
we can write N2(β) := {x1, x2, x3, x4} with x1 +x2 +x3 +x4 = 23β. Therefore
we get that
4
3
= (x1, x1) + (x1, x2) + (x1, x3) + (x1, x4) ≥ 8
15
+ 3
4
15
=
4
3
and so (xi, xj) =
4
15
for i 6= j. Hence 1
3
β ∈ Γ∗. Then for x := 1
3
β − x1 holds
(β, x) = 2 and hence x ∈ N2(β) so we can assume w.l.o.g. that x = x2. But
then 1
3
β = x1 + x2 and thus (x1, x2) =
2
15
. 
3.3.17 Lemma
Let Λ be a dual strongly perfect lattice of minimal type in dimension 14 with
s1 :=
s(Λ)
21
and t1 :=
s(Λ∗)
21
. All possible combinations of s1 and t1 are given in
the following table, where the entry at (t1, s1) gives the minimum with which
Λ is even and “-” where the combination is not possible.
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HHHHHHt1
s1 6 8 12 16 18 24 27 30 32 36 40 42
6 4 4 4 4 4 4 4 4 4 4 4 4
8 8 8 8 8 8 8 8 8 8 8 8 8
12 4 4 4 - 4 4 4 4 - - - -
16 8 8 - 8 8 8 - - - - - -
18 4 4 4 4 4 - - - - - - -
24 8 8 8 8 - - - - - - - -
27 6 6 6 - - - - - - - - -
30 4 4 4 - - - - - - - - -
32 16 16 - - - - - - - - - -
36 4 4 - - - - - - - - - -
40 8 8 - - - - - - - - - -
42 4 4 - - - - - - - - - -
Proof: Up to now we have shown in this section that
(s1, t1) ∈{6, 8, 12, 16, 18, 24, 27, 30, 32, 36, 40, 42, 48, 49, 50, 51, 54, 56, 57, 60,
63, 64, 66, 72, 75, 78, 80, 81}2.
We can now apply Corollary 3.1.11 and get P42s1,42t1(b) is non positive only
in the cases in the table above (for the computation we use program 4.4). To
get the minimum with which a lattice Λ is even we take t1 =
s(Λ∗)
21
and apply
Corollary 2.7.9 we will do this for t1 = 6 as an example. So let Λ be a lattice
with s(Λ∗) = 21 · 6 scaled such that min(Λ) = 4. Then we get for all α ∈ Λ
D4Λ∗(α) = 3(α, α)
2 ∈ Z
1
12
(D4Λ∗ −D2Λ∗)(α) = (α, α)
4
((α, α)− 4) ∈ Z.
So Λ is even. 
3.3.18 Lemma
There is no dual strongly perfect lattice Λ of minimal type in dimension 14
such that s(Λ) = 21s1 with s1 ∈ {8, 16, 40}.
Proof: Let Λ be such a dual strongly perfect lattice and rescale Λ such that
min(Λ) = 2
3
. Put Γ := Λ∗. Then min(Γ) = 8. By Lemma 3.3.17 the lattice
Γ is even. i For all γ ∈ Γ with (γ, γ) < 24 and all x ∈ S(Λ) we have
(γ, x)2 ≤ (γ, γ)(x, x) < 16. Hence |(γ, x)| ≤ 3 for all x ∈ S(Λ).
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Claim 1: For all α, β ∈ S(Γ) we have |(α, β)| ∈ {1, 2, 4}.
Proof of Claim 1: Let α, β ∈ S(Γ) such that (α, β) ≥ 0 and put γ := α− β.
Then γ ∈ Γ satisfies 8 ≤ (γ, γ) ≤ 16 < 24 and (γ, γ) is even. We write
s1 = a · 8 with a ∈ {1, 2, 5} then
1
12
(D4Λ −D2Λ)(γ) = a(γ, γ)
12
((γ, γ)− 8) ∈ Z
which is only true for (γ, γ) ∈ {8, 12, 14}. This means that (α, β) ∈ {4, 2, 1}.
Claim 2: Let s(Γ) = 21t1. Then t1 ∈ {30, 40}.
Proof of Claim 2: Choose α ∈ S(Γ) and let Y := {β ∈ S(Γ) | (α, β) > 0}.
Then S(Γ) = Y
⋃˙ − Y and |Y | = s(Γ) = 21t1. As S(Γ) is also a spherical
4-design we get
1 +
∑
i∈{1,2,4}
ni = 21t1
D2(α) =
∑
i∈{1,2,4}
nii
2 + 82 =
21t1
14
82 = 253t1
D4(α) =
∑
i∈{1,2,4}
nii
4 + 84 =
3 · 21t1
14 · 16 8
4 = 2732t1
where ni := |{y ∈ S(Γ) | (y, α) = i}| for i = 1, 2, 4. This leads to the
following solution for ni:
n1 =
64
5
t1 − 64
n2 = 4t1 + 84
n4 =
21
5
t1 − 21.
Since the ni are integers, we obtain that t1 is divisible by 5. By Lemma
3.3.17 this only leaves the possibility that s1 = 8 and t1 ∈ {30, 40}.
Claim 3: n4 is even, so t1 is odd, which contradicts Claim 2 and hence
completes the proof.
It remains to see that n4 is even, because then
21
5
t1 has to be odd. To see
this, note that for y0 ∈ N4(α) := {y ∈ Y | (y, α) = 4} also α − y0 ∈ N4(α).
So y 7→ α−y is a fixed point free permutation of N4(α) of order 2. Therefore
|N4(α)| must be even. 
3.3.19 Lemma
There is no dual strongly perfect lattice Λ of minimal type with s1 = 27.
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Proof: From the table in Lemma 3.3.17 and the lemma above we know that
s(Λ∗) ∈ {6 · 21, 12 · 21}. Furthermore we know that Λ is even, if it is scaled
such that min(Λ) = 4 and Γ :=
√
9
2
Λ∗ is even with min(Γ) = 6. But this is
a contradiction to Lemma 2.1.14. 
3.3.20 Lemma
There is no dual strongly perfect lattice of minimal type with (s1, t1) ∈ {(6, 32),
(12, 32)}.
Proof: Let s ∈ {6 · 21, 12 · 21} then Γ := Λ∗ is even with min(Γ) = 4 and for
t = 32 ∆ :=
√
12Λ is even with min(∆) = 16. Hence Λ is a lattice of level
12. ∆(t) ≤ ∆ of index 3, hence 312 | det(∆). So with Remark 2.8.2 we get
166 < det(Γ) =2a3b < 28742
44691317869 < det(∆) =2a
′
3b
′
< 7711766477164
where a and a′ ∈ {1, . . . , 27}, b ∈ {1, 2} and b′ ∈ {12, 13}. Furthermore
a+ a′ = 28 and b+ b′ = 14. The 2-adic Jordan decomposition of Γ is
f0 ⊥ 2f1 ⊥ 4f2
where f0 and f2 are even forms and hence have got even dimensions, so
f1 is also an even dimensional form and therefore a ∈ 2Z and hence a′ ∈
{16, 18, 20, 22}. We can now compute the possible elementary divisors and
genera (with program 4.5). There are 68 different genera possible in these
cases. For each genus we construct a representative R and then we calculate
the theta series ϑR⊥B with B = A2 if b = 1 or B = A1 ⊥ A1 if b = 2.
These theta series are modular forms in M8(Γ0(12)) with trivial character
(see Theorem 2.9.8). If Γ is in the same genus as R we get with Theorem
2.9.12 that S := ϑΓ⊥B − ϑR⊥B are cusp forms in S8(Γ0(12)). With
ϑ(Γ⊥B)∗ − ϑ(R⊥B)∗ = 12
4
det(
√
12Γ∗)
S|8A12
and
ϑΓ⊥B = (1 + 21 · 32q2 + . . . )ϑB
ϑ√12(Γ⊥B)∗ = (1 + cw
8 + . . . )ϑ√12B∗
where c = 42 · 6 or 42 · 12. As dim(S8(Γ0(12))) = 11 and we get 10 equations
through the information we know about the theta series of Γ and Γ∗ we get
the the theta series of Γ ⊥ B up to a one-dimensional subspace of S8(Γ0(12)),
but there are no modular forms with non-negative coefficients in this affine
spaces, so there is no suitable theta series for Γ ⊥ B. 
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3.3.21 Theorem
If Λ is a dual strongly perfect lattice then s1 = t1 = 18.
Proof: After all other cases have be excluded we know that (s1, t1) ∈ {(6a, 6b) | a ∈
{1, 2, 3} and b ∈ {1, . . . , 7}}. We know that Λ∗ is even with min(Λ∗) = 4 be-
cause for α ∈ Λ∗ holds:
D2(α) = 12a(α, α) ∈ Z
D4(α) = 3a(α, α)2 ∈ Z
1
12
(D4−D2)(α) = a(α, α)
4
((α, α)− 4) ∈ Z.
The same holds for
√
3Λ in the case b 6= 4 otherwise √6Λ is even. So the
level of Λ is 3 or 6. Let M be a maximal even lattice in dimension 14 of
level dividing 6 then Λ∗ is a sublattice of M . With the program 4.5 we can
determine the genera of maximal even lattices in question and get 11331 and
1122−2, 1−133−1, where E8 ⊥ E6 is a representative of the first genus and
A2 ⊥ D12 of the second. We can now calculate all lattices in these genera
with the help of program 4.7. As min(M∗) ≥ min(Λ∗) = 4
3
we get only two
possible even superlattices of Λ in the genus of E8 ⊥ E6. Taking sublattices
of those maximal even lattices yields that the only lattice up to isometry
satisfying these conditions has gram matrix
G(Λ) :=

4 1 0 −1 −1 −1 1 −2 −2 −2 1 1 1 −2
1 4 −1 −2 −2 1 1 −1 1 −2 −1 −1 2 −2
0 −1 4 −1 2 1 1 1 −2 −1 2 −1 −2 1
−1 −2 −1 4 1 −2 −2 0 0 1 −1 1 −1 0
−1 −2 2 1 4 1 −1 2 −1 1 1 0 −1 1
−1 1 1 −2 1 4 1 2 1 0 1 −2 0 1
1 1 1 −2 −1 1 4 −1 −1 0 2 0 −1 −1
−2 −1 1 0 2 2 −1 4 0 1 1 −2 −1 2
−2 1 −2 0 −1 1 −1 0 4 1 −2 0 1 1
−2 −2 −1 1 1 0 0 1 1 4 0 1 −1 1
1 −1 2 −1 1 1 2 1 −2 0 4 −1 −2 0
1 −1 −1 1 0 −2 0 −2 0 1 −1 4 1 −1
1 2 −2 −1 −1 0 −1 −1 1 −1 −2 1 4 −1
−2 −2 1 0 1 1 −1 2 1 1 0 −1 −1 4

and s1 = t1 = 18. 
3.3.22 Corollary
In dimension 14 there exists up to isometry one dual strongly perfect lattice,
namely Q14. It is of minimal type and s(Q14) = 378.
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3.4 Dimension 15
We will continue using the notation defined in 2.7.1. So in particular s(L) is
the half kissing number of a lattice L and r(L) is the Berge´-Martinet invariant
of L. Throughout this section n = 15.
3.4.1 Theorem
Let Λ be a strongly perfect lattice in dimension n = 15, then all possible values
for the half kissing number s(Λ) and the Berge´-Martinet invariant r(Λ) are
listed in the table below, except the values for lattices of minimal type.
r(Λ) s(Λ)
6 1020, 1530
45/7 833
20/3 306, 459, 612, 765
7 765
15/2 816
68/9 1215
8 765, 1530
153/19 1805
170/21 882, 1764
25/3 459, 918, 1377, 1836, 2295
Proof: Let Λ be a strongly perfect lattice of general type in dimension 15.
The Berge´-Martinet invariant is
r(Λ) ≤ γ215 ≤ 8.42 < 9
with the upper bound for γ15 (see Table 2.2). In particular we can apply
Lemma 3.1.1. Hence we only need to compute all solutions of
|N2(α)| = s(Λ)r(Λ)
12 · 15
(
3r(Λ)
17
− 1
)
where s(Λ) ∈ Z∩ [120, 2481] (see Table 2.1 and Remark 2.8.1) and |N2(α)| ≤
56 and integral and r(Λ) ∈ Q ∩ [17
3
, 8.42]. To compute these solutions we
use the program 4.1, which also applies the Lemmata 2.7.15 and 2.7.18 and
Remark 2.7.9 for α ∈ S(Λ). This computation directly leads to the values in
the table above. 
3.4.2 Lemma
All genera of maximal even lattices M with det(M) = 2a3b in dimension 15
are given in Table 3.3.
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genus symbol representative class number
114217 E8 ⊥ E7 2
1−14211 E8 ⊥ E6 ⊥ A1 5
114417 D15 5
1144−15 , 1
−143−1 D13 ⊥ A2 11
1−14411, 1
1431 D9 ⊥ E6 13
1144−13 , 1
1332 E6 ⊥ E6 ⊥ A3 39
112235, 1
143−1 D12 ⊥ A2 ⊥ A1 25
112231, 1
−1431 D8 ⊥ E6 ⊥ A1 35
112233, 1
−1332 E26 ⊥ A31 98
Table 3.3: maximal even lattices in dimension 15 of determinant 2a3b
Proof: Let M be a maximal even lattice in dimension 15 with det(M) = 2a3b,
then a has to be one, two or three by Corollary 2.4.15 and Lemma 2.1.7 and b
has to equal zero, one or two by Corollary 2.4.13. Furthermore the maximal
elementary divisor divides 223 also by Corollary 2.4.15 and 2.4.13. We also
know by Lemma 2.1.7 and the fact that M is even, that there cannot be an
odd number of elementary divisors that are not even. So we get only the
following 2- respectively 3-elementary divisors
2-elementary divisors 3-elementary divisors
11421 113
11441 11231
11223 11132
.
Now we can use program 4.5 to compute all genus symbols with the elemen-
tary divisors above, and pick only the symbols that represent even genera, i.e.
the symbols with an even first component of the 2-adic symbol. To compute
the class number given above we use the program 4.7 which applies Kneser’s
neighbour method to one representative of the genus, and then check if we
have found all lattices with the mass formula 2.3.12. 
3.4.3 Lemma
For a dual strongly perfect lattice L with dim(L) = 15 and s(L) and s(L∗)
not divisible by 5 we get r(Λ) ∈ 52Z(5). If s(L) and s(L∗) are not divisible by
17 then r(Λ) ∈ 172Z(17).
Proof: Let s(L) and s(L∗) be not divisible by p = 5 or 17. For all α ∈ L and
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all x ∈ L∗ holds
D4L∗(α) =
6s(L∗) min(L∗)2(α, α)2
15 · 17 ∈ Z,
D4L(x) =
6s(L) min(L)2(x, x)2
15 · 17 ∈ Z.
So we scale L such that min(L) = p
6s(L)
and get that L∗ is integral and√
62r(L)s(L)s(L∗)
p2
L is integral as well. So r(L) ∈ p2Z(p). 
3.4.1 Lattices of general type
Some of the cases in the table above can already be excluded because there
is no strongly perfect lattice with these parameters. We will discuss these
cases first before we switch to dual strongly perfect lattices.
Strongly perfect lattices
3.4.4 Lemma
There is no strongly perfect lattice Λ with s(Λ) = 459 and r(Λ) = 20/3.
Proof: Rescale Λ such that min(Λ) = 5
3
then Γ := Λ∗ has minimum 4 and is
integral because for all α, β ∈ Γ holds:
D4(α) =
3 · 459 · 52
15 · 17 · 32 (α, α)
2 = 15(α, α)2 ∈ Z,
D22(α, β) = 5(2(α, β)2 + (α, α)(β, β)) ∈ Z.
Hence Γ(e) := {α ∈ Λ∗ | alpha, α) ∈ 2Z} is a sublattice of Γ of index 1 or 2
(see Lemma 2.1.19) and for α ∈ Γ(e) holds
1
12
(D4−D2)(α) = (α, α)
4
(5(α, α)− 17) ∈ Z.
Therefore 4 divides (α, α) for all α ∈ Γ(e) and
√
1
2
Γ(e) is even. So
215 | det(Γ(e)),
thus 213 | det(Γ). But with Remark 2.8.2
det(Γ) ≤
(
γ15
min(Λ)
)15
< 4100 < 213
we get a contradiction. 
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3.4.5 Lemma
There is no strongly perfect lattice Λ with r(Λ) = 20
3
and s(Λ) = 306.
Proof: Like above we scale Λ such that min(Λ) = 5
3
then Γ := Λ∗ has mini-
mum 4 and is classical integral because for all α ∈ Γ we get
D4(α) =
3 · 306 · 5
15 · 17 · 32 (α, α)
2 = 10(α, α)2 ∈ Z.
By Lemma 2.1.19 we know that Γ(e) := {α ∈ Γ | (α, α) ∈ 2Z} is a sublattice
of Λ∗ of index 1, 2 or 4 because for all α ∈ Γ(e) and all β ∈ Γ holds
1
6
(D13−D11)(β, α) = (α, β)
3
(5(α, α)− 17) ∈ Z
and therefore (α, β) ∈ Z if (α, α) ∈ 2Z. As det(Γ(e)) ∈ Z also 24 det(Γ) ∈ Z.
The lattice Γ(t) := {α ∈ Γ | (α, α) ∈ 3Z(3)} is a sublattice of index 1 or 3 by
Lemma 2.1.18 because for all α, β ∈ Γ
D22(α, β) =
2 · 5
3
(2(α, β)2 + (α, α)(β, β)) ∈ Z.
Hence 313 | 24 det(Γ) but with Remark 2.8.2
det(Γ) ≤
(
γ15
min(Λ)
)15
< 4100 < 2−4313
we get a contradiction. 
3.4.6 Lemma
There is no strongly perfect lattice Λ with s(Λ) = a · 459 with a ∈ {1, 3} and
r(Λ) = 25/3.
Proof: Let Λ be scaled such that min(Λ) = 5
3
then for Γ := Λ∗ we get
min(Γ) = 5. For all α ∈ Γ
D4(α) =
3a459 · 52
15 · 17 · 32 (α, α)
2 = 15a(α, α)2 ∈ Z,
For a = 1 we see directly that (α, α) is integral and for a = 3 we get (α, α) = p
q
with gcd(p, q) = 1 and q ∈ {1, 3}. So in the latter case we know that
1
12
(D4−D2)(α) = a(α, α)
4
(5(α, α)− 17) = 3p
4q2
(5p− 17q) ∈ Z
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and hence for q = 3 we get 3 | p contradicting gcd(p, q) = 1. With
D22(α, β) = 5a(2(α, β)2 + (α, α)(β, β)) ∈ Z.
for all α, β ∈ Γ we know that (α, β) ∈ Z and therefore Γ in an integral lattice.
Hence we know by Lemma 2.1.19 that Γ(e) := {α ∈ Γ | (α, α) ∈ 2Z} is a
sublattice of Γ of index 2. For all α ∈ Γ(e) holds
1
12
(D4−D2)(α) = a(α, α)
4
(5(α, α)− 17) ∈ Z,
so 4 | (α, α). Hence
√
1
2
Γ(e) is even and 215 | det(Γ(e)), therefore 213 | det(Γ).
But with Remark 2.8.2 we get the contradiction
det(Γ) ≤
(
γ15
min(Λ)
)15
< 4100 < 213.

3.4.7 Lemma
There is no strongly perfect lattice Λ with s(Λ) = 2295 and r(Λ) = 25/3.
Proof: Let Λ be scaled such that min(Λ) = 1
3
then Γ := Λ∗ and we get
min(Γ) = 25. As for all α, β ∈ Γ holds
D4(α) =
3 · 2295
15 · 17 · 32 (α, α)
2 = 3(α, α)2 ∈ Z
D22(α, β) = 2(α, β)2 + (α, α)(β, β) ∈ Z
we know that Γ is integral. Hence Γ(e) := {α ∈ Γ | (α, α) ∈ 2Z} is a
sublattice of Γ of index 2 by Lemma 2.1.19. For α ∈ Γ(e) we get
1
12
(D4−D2)(α) = (α, α)
4
((α, α)− 17) ∈ Z
hence 4 divides (α, α) and thus 4 | min(Γ(e)). Obviously min(Γ(e)) ≥ min(Γ),
so min(Γ(e)) ≥ 28. But with Remark 2.8.2 we get the contradiction
min(Γ(e))15 ≤ det(Γ(e))γ1515 = 4 det(Γ)γ1515 ≤ 4
(
γ215
min(Λ)
)15
< 2815. 
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Dual Strongly perfect lattices
3.4.8 Lemma
There is no dual strongly perfect lattice Λ with
r(Λ) ∈
{
45
7
,
15
2
,
153
19
,
170
21
}
.
Proof: These cases follow directly by Lemma 3.4.3. 
3.4.9 Lemma
There is no dual strongly perfect lattice Λ with r(Λ) = 6
Proof: In this case S := |S(Λ)| and T := |S(Λ∗)| ∈ {2040, 3060}. For these
values PS,T (b) from Theorem 3.1.4 is not strictly non positive for all b ∈ R
contradicting Theorem 3.1.4. 
3.4.10 Lemma
There is no dual strongly perfect lattice with s(Λ) = s(Λ∗) = 612 and r(Λ) =
20/3.
Proof: Scale Λ such that min(Λ) = 5
6
then min(Λ∗) = 8 and for all α ∈ Λ∗
holds
D4(α) =
3 · 612 · 52
15 · 17 · 62 (α, α)
2 = 5(α, α)2 ∈ Z,
1
12
(D4−D2)(α) = (α, α)
12
(5(α, α)− 34) ∈ Z.
and hence Λ∗ is an even lattice. As s(Λ) = s(Λ∗) we know that
√
cΛ is even if
min(
√
cΛ) = 8. But c = 8
min(Λ)
= 48
5
6∈ Z in contradiction to Lemma 2.1.14.
3.4.11 Lemma
There is no dual strongly perfect lattice Λ with s(Λ) = s(Λ∗) = 765 and
r(Λ) = 20/3.
Proof: Let Λ be scaled such that min(Λ) = 1
3
, then Γ := Λ∗ has minimum 20
and for all α, β ∈ Γ holds
D4(α) =
3 · 765
15 · 17 · 32 (α, α)
2 = (α, α)2 ∈ Z,
D22(α, β) =
1
3
(2(α, β)2 + (α, α)(β, β)) ∈ Z.
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So Γ is integral and by Lemma 2.1.18 we know that Γ(t) is a sublattice of Γ
of index three. Hence 315 | det(Γ(t)) = 32 det(Γ). As s(Λ) = s(Γ) we get with
exactly the same argument that 313 | det(√60Λ). But then
326 | det(Λ∗) det(
√
60Λ) = 6015
which is a contradiction. 
3.4.12 Lemma
There is no dual strongly perfect lattice Λ with s(Λ) = 612 and s(Λ∗) = 765
and r(Λ) = 20/3.
Proof: Let Λ be scaled such that min(Λ) = 1
3
then Λ∗ is integral and 313 |
det(Λ∗) as we have seen in the proof of Lemma 3.4.11. Now we rescale
Γ :=
√
24Λ, so min(Γ) = 8 and min(Γ∗) = 5
6
. We know that Γ is even by the
proof of Lemma 3.4.10. As for all α, β ∈ Γ holds
D22∗(α, β) =
5
3
(2(α, β)2 + (α, α)(β, β)) ∈ Z
we get that Γ(t) := {γ ∈ Γ | (γ, γ) ∈ 3Z} is a sublattice of Γ of index three
by Lemma 2.1.18. So 315 | det(Γ(t)) = 32 det(Γ). Hence
326 | det(Λ∗) det(Γ) = 2415 det(Λ∗) det(Λ) = 315230
which is a contradiction. 
3.4.13 Lemma
There is no dual strongly perfect lattice Λ with r(Λ) = 7.
Proof: First of all we know that s(Λ) = s(Λ∗) = 765 because r(Λ) = 7 and
Theorem 3.4.1. Let Λ be scaled such that min(Λ) = 1
3
then Γ := Λ∗ has
minimum 21 and is integral by the proof of Lemma 3.4.11. In the same
manner we get that
√
63Λ is integral. By Lemma 2.1.19 Γ(e) is a sublattice
of Γ of index two. Furthermore we get for all α ∈ Γ
1
12
(D4−D2)(α) = (α, α)
12
((α, α)− 17) ∈ Z,
hence (α, α) ∈ 4Z whenever (α, α) is even. Therefore
√
1
2
Γ(e) is even and
215 | det(Γ(e)). Hence follows the contradiction
213 | det(Γ) det(
√
63Λ)︸ ︷︷ ︸
∈Z
= 6315.

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3.4.14 Lemma
There is no dual strongly perfect lattice Λ∗ with r(Λ) = 68
9
.
Proof: With Theorem 3.4.1 we know that s(Λ) = s(Λ∗) = 1215. Now scale
Λ such that min(Λ) = 17
18
then min(Λ∗) = 8 and for all α ∈ Λ∗ holds
D4(α) =
3 · 1215 · 172
15 · 17 · 182 (α, α)
2 =
3 · 17
4
(α, α)2 ∈ Z.
So Λ∗ is even. As s(Λ) = s(Λ∗) we know that
√
cΛ is also even if min(
√
cΛ) =
8. This is the case if c = 8
min(Λ)
= 144
17
6∈ Z in contradiction to Lemma 2.1.14.
3.4.15 Lemma
There is no dual strongly perfect lattice Λ with r(Λ) = 8.
Proof: If r(Λ) = 8 we have by Theorem 3.4.1 that s(Λ) and s(Λ∗) ∈ {765, 1530}.
We scale Λ such that min(Λ) = 1 and put Γ := Λ∗ then min(Γ) = 8. For
α ∈ Γ holds
D4(α) =
3 · a · 765
15 · 17 (α, α)
2 = 9a(α, α)2 ∈ Z
where a ∈ {1, 2}. Therefore √6Γ is even and analogously √48Λ is also even.
Claim 1: If s(Λ∗) = 1530 then s(Λ) = 765.
Proof of Claim 1: For α ∈ S(Λ) we get
|N2,Λ∗(α)| = 1530 · 8
12 · 15
(
3 · 8
17
− 1
)
= 28 = 2(n− 1).
Hence by Corollary 2.7.13 it is 2D15 ≤ Γ and therefore k det(Γ) = det(2D15)
for a square k ∈ Z. If we assume that s(Λ) = 1530 then 2D15 ≤
√
8Λ by
the same argument as above. So we also get that k′ det(
√
8Λ) = det(2D15)
where k′ ∈ Z is a square. As we know that det(2D15) = 232 we get that
det(Γ) = 2a b
c
and det(
√
8Λ) = 2a
′ b′
c′ with a and a
′ even and b, b′, c, c′ ∈ Z odd
squares. But this contradicts
det(Γ) det(
√
8Λ) = 2a+a
′ bb′
cc′
= 245
and hence we have proven Claim 1.
So we can take s(Λ) = 765 without loss of generality and state our second
claim.
Claim 2: There is an even sublattice L of Λ such that 1√
2
L is even and
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strongly perfect with min(L) = 4.
Proof of Claim 2: For all α, β ∈ Γ we get
D22(α, β) =
765
15 · 17(2(α, β)
2 + (α, α)(β, β)) = 3(2(α, β)2 + (α, α)(β, β)) ∈ Z.
Therefore Γ(t) := {γ ∈ Γ | (γ, γ) ∈ Z} is by Lemma 2.1.18 a sublattice of Γ
of index 1 or 3. Furthermore we get for all β, α ∈ Γ(t) that
1
12
(D4−D2)(α) = (α, α)
4
(3(α, α)− 17) ∈ Z
1
12
(D13−D11)(β, α) = (α, β)
2
(3(α, α)− 17) ∈ Z
so Γ(e) := {γ ∈ Γ(t) | (γ, γ) ∈ 2Z} is an even sublattice of index 1, 2 or 4 of
Γ(t) by Lemma 2.1.19. In addition we get L := 1√
2
Γ(e) is an even lattice with
min(L) = 4. As S(Γ(e)) = S(Γ(t) = S(Γ) we know that with Γ(e) also L is
strongly perfect.
Claim 3: det(L) = 2a3b with a, b ∈ Z.
Proof of Claim 3: Because L is even and n = 15 is odd we know by Lemma
2.1.7 the construction of L
det(L) =
1
215
det(Γ(e)) =
2x
215
det(Γ(t)) =
3y
215−x
det(Γ) ∈ 2Z,
where x ∈ {0, 2, 4} and y ∈ {0, 2}. As
det(Γ) det(
√
48Λ)︸ ︷︷ ︸
∈Z
= 260315.
we get that det(Γ) = 2k3l with 12 ≤ k ≤ 60 and l ∈ {−2, . . . , 15}. Hence
det(L) = 2a3b and we proved Claim 3.
So L is an even strongly perfect lattice with det(L) = 2a3b and min(L) = 4
therefore min(L∗) ≥ 17
12
by Lemma 2.7.11. As L is even it must have a
maximal even superlattice M . In Lemma 3.4.2 all possible genera for M are
given. As
min(M∗) ≥ min(L∗) ≥ 17
12
we have to find all such lattices M in those genera of maximal even lattices.
We have already computed all lattices in those genera with program 4.7
during the proof of Lemma 3.4.2. Among these lattices there are only 4
maximal even lattices Mi (i ∈ {1, . . . , 4}) with minimum of the dual lattice
greater or equal to 17
12
. For all Mi holds min(Mi) = 2 and min(M
∗
i ) =
3
2
.
3.4. DIMENSION 15 95
L has to be a sublattice of one of the Mi for 1 ≤ i ≤ 4 of index 2i3j. We
take now all sublattices of index 3 of the Mi and get only one lattice N with
min(N) = 3
2
≥ 17
12
and min(N) = 2. Furthermore N has no sublattice of
index 2 or 3 with minimum of its dual greater or equal to 17
12
. So L has to be
a sublattice of 2-power index. Among the lattices of 2-power index we get
only one sublattice S with min(S) = 4 and min(S) ≥ 17
12
. S has index 16 in
one of the Mi and
s(S) = 1170 6= s(L) = 765.
So S can not be isometric to L.
G(S) =

4 −1 −1 2 −1 −2 2 1 2 −2 −2 2 −2 1 2
−1 4 2 −2 2 2 0 −2 −1 1 1 0 −1 −2 1
−1 2 4 0 2 2 1 −2 −2 2 2 1 0 0 1
2 −2 0 4 0 −2 1 0 1 −1 −1 2 0 1 1
−1 2 2 0 4 2 −1 −1 −1 1 0 0 1 0 0
−2 2 2 −2 2 4 0 −1 −1 1 2 −1 1 0 −1
2 0 1 1 −1 0 4 −1 0 0 0 2 −2 0 2
1 −2 −2 0 −1 −1 −1 4 2 −2 −2 0 0 2 0
2 −1 −2 1 −1 −1 0 2 4 −2 −2 1 0 1 1
−2 1 2 −1 1 1 0 −2 −2 4 2 0 1 0 0
−2 1 2 −1 0 2 0 −2 −2 2 4 −1 1 0 −1
2 0 1 2 0 −1 2 0 1 0 −1 4 −2 1 2
−2 −1 0 0 1 1 −2 0 0 1 1 −2 4 1 −2
1 −2 0 1 0 0 0 2 1 0 0 1 1 4 0
2 1 1 1 0 −1 2 0 1 0 −1 2 −2 0 4

There is no lattice of index 32 in the Mi with minimum of the dual greater
or equal to 17
12
. So we get a contradiction to the existence of L. 
3.4.16 Lemma
There is no dual strongly perfect lattice Λ∗ with s(Λ) = s(Λ) = 918 and
r(Λ) = 25/3.
Proof: Scale Λ such that min(Λ) = 5
6
then put Γ := Λ∗. min(Γ) = 10 and
for all α, β ∈ Γ holds
D4(α) =
3 · 918 · 52
15 · 17 · 62 (α, α)
2 =
15
2
(α, α)2 ∈ Z.
Therefore Γ is even. Furthermore for all α, β ∈ Γ we get
1
6
(D13−D11)(α, β) = (α, β)
4
(5(β, β)− 34) ∈ Z.
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So if for α ∈ Γ holds (α, α) ∈ 4Z then (α, β) ∈ 2Z for all β ∈ Γ. Hence
Γ(e) := {γ ∈ Λ∗ | (γ, γ) ∈ 4Z} is a sublattice of Λ∗ of index 2 or 4 by
Lemma 2.1.19. As 1√
2
Γ(e) is an even lattice we get by Lemma 2.1.7 that
216 | det(Γ(e)). Therefore 212 | det(Γ). As s(Λ) = s(Γ) we get the same result
for
√
12Λ. Hence det(Γ) = 2a3b where a ∈ {12, . . . , 28} and b ∈ {0, . . . , 15}.
Without loss of generality we may assume that b ≥ 8 because otherwise we
can consider
√
12Λ instead of Γ. By Remark 2.8.2(
10
γ15
)15
≤ det(Λ∗) ≤
(
6γ15
5
)15
,
but there is no pair a, b that satisfies this. 
And finally,
3.4.17 Lemma
There is no dual strongly perfect lattice Λ∗ with min(Λ) min(Λ∗) = 25/3.
Proof: s(Λ) = 918a and s(Λ∗) = 918a′ for a, a′ ∈ {1, 2} but s(Λ) = s(Λ∗) =
918 is not possible by Lemma 3.4.16. Let Λ be scaled such that min(Λ) = 5
6
and put Γ := Λ∗. For all α ∈ Γ holds
D4(α) =
3 · 918a · 52
15 · 17 · 62 (α, α)
2 =
15a
2
(α, α)2 ∈ Z
hence for a = 1 Γ is even. For a = 2 holds
1
12
(D4−D2)(α) = (α, α)
4
(5(α, α)− 34) ∈ Z
so Γ is also even for a = 2. Analogously
√
12Λ is an even lattice so the level
` of Λ is dividing 12. For the determinants of Γ and Λ the following holds
det(Γ) det(
√
12Λ) = 1215 = 230315
and
115003649 ≤
(
min(Γ)
γ15
)15
≤ det(Γ) ≤
(
γ15
min(Λ∗)
)15
≤ 133969849
which is also true for
√
12Λ instead of Γ. Therefore det(Λ) = 21935 and
det(Γ) = 211310 or vice versa. We can assume that the determinants are
fixed like that without loss of generality. Now we put L := Γ ⊥ (6) and
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G :=
√
12(Γ ⊥ (6))∗ = (√12Λ) ⊥ (2), which are also lattices of level 12 and
have quadratic determinant. We know that
ϑL(q) = 1 · q0 + 0 · q1 + 0 · q2 + 2 · q3 + 0 · q4 + 2s(Λ)q5 +O(q6)
and
ϑG(q) = 1 · q0 + 2 · q1 + 0 · q2 + 0 · q3 + 2 · q4 + 2s(Γ) · q5 +O(q6)
are modular forms of weight 8 to the modular group Γ0(12) and trivial char-
acter by Theorem 2.9.8 and Remark 2.9.9. If we take a lattice L′ which
is in the same genus as L then S := (ϑL − ϑL′)(q) ∈ S8(Γ0(12)) is a cusp
form by Theorem 2.9.12. Furthermore we get by Remark 2.9.11 with the
Atkin-Lehner operator A12
S ′ := ϑG − ϑL∗i =
4
3
S|A12 ∈ S8(Γ0(12)).
As dim(S8(Γ0(12))) = 11 and we get 5 coefficients for ϑL and ϑG we can
hope to determine S respectively S ′ up to an one-dimensional subspace of
S8(Γ0(12)). But this might be enough to get a contradiction because we
know that all coefficients of the ϑ-series of L and G have to be non-negative
because otherwise they can not correspond to a lattice.
So now we will analyse which genus Λ resp. L possibly can have. As Γ
and
√
12Λ are even we get as 2-adic elementary divisors
Elt2(
√
12Λ) = 0x2y4z and Elt2(Γ) = 0
z2y4x,
where x and z are even, x + y + z = 15 and 2y + 4z = 19. Therefore the
elementary divisors of
√
12Λ can be
21061124, 122741125 or 142343125.
We can now apply the program 4.5 to compute the possible genera and get
2-adic genus symbol 3-adic genus symbol
1+42+35 4
−8 1+103−5
1+42−35 4
+8 1−103+5
1+22−71 4
+6 1−103+5
1+22+71 4
−6 1+103−5
2−111 4
+4 1+103+5
2−115 4
+4 1−103−5
.
We have found lattices in these genera by guessing an by taking sublattices of
the maximal even lattices listed in Lemma 3.4.2 and listed them in program
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below. This program below computes the one-dimensional affine subspaces of
M8(Γ0(12)) which contains ϑL depending on the genus, through the relations
we have for S and S ′, for s(Λ) = 918 and 1836. Then the program checks
whether there is a modular form in those affine subspaces with non-negative
coefficients, but we there is no such modular form which is a contradiction
to the existence of L. 
L1:=MatrixAlgebra(IntegerRing(), 15) ! \
[ 2,-1, 1, 1, 0, 1, 0, 0,-1, 0, 0, 1, 0, 1,-1,\
-1, 6,-3, 1,-2,-1,-1,-2, 1,-1, 2,-1, 0,-1,-2,\
1,-3, 6,-2, 2, 0,-1, 2, 0,-1,-2, 0, 0, 0, 1,\
1, 1,-2, 6,-2, 0, 1,-2, 0, 1, 2, 0, 0, 0,-3,\
0,-2, 2,-2, 6, 0, 2, 0,-2, 2,-2,-2,-2,-2, 2,\
1,-1, 0, 0, 0, 8, 0, 0, 0, 0, 0, 0, 0, 0,-1,\
0,-1,-1, 1, 2, 0, 8,-3,-1, 0,-3,-3,-2,-1, 1,\
0,-2, 2,-2, 0, 0,-3, 8, 0,-1, 2, 0, 0, 0, 2,\
-1, 1, 0, 0,-2, 0,-1, 0, 6, 1, 0,-2, 2, 2, 1,\
0,-1,-1, 1, 2, 0, 0,-1, 1, 6, 1,-1, 0, 1, 1,\
0, 2,-2, 2,-2, 0,-3, 2, 0, 1, 6, 0, 0, 0,-2,\
1,-1, 0, 0,-2, 0,-3, 0,-2,-1, 0, 6, 2, 2,-1,\
0, 0, 0, 0,-2, 0,-2, 0, 2, 0, 0, 2, 4, 2, 0,\
1,-1, 0, 0,-2, 0,-1, 0, 2, 1, 0, 2, 2, 6,-1,\
-1,-2, 1,-3, 2,-1, 1, 2, 1, 1,-2,-1, 0,-1, 6 ];
L2:=MatrixAlgebra(IntegerRing(), 15) ! \
[ 4, 0,-2, 0,-1,-2, 0, 0,-1,-2, 1, 0,-1,-1, 0,\
0, 6,-2, 2, 3,-1,-2, 2, 1,-1, 1, 1, 1,-2,-1,\
-2,-2, 6, 0,-1, 3, 0, 0,-1, 3,-1, 1,-1, 0, 1,\
0, 2, 0, 6, 2, 0, 0, 2, 2, 0, 2,-2,-2, 0, 0,\
-1, 3,-1, 2, 6,-2, 0, 0, 3,-1, 1, 0,-1,-1,-1,\
-2,-1, 3, 0,-2, 6,-1, 1,-2, 2, 0, 1, 0, 0, 0,\
0,-2, 0, 0, 0,-1, 4, 0, 0,-1, 0,-1, 0, 1, 1,\
0, 2, 0, 2, 0, 1, 0, 4, 0,-1, 0,-1, 0,-1,-1,\
-1, 1,-1, 2, 3,-2, 0, 0, 6, 1, 0,-2,-2, 2, 1,\
-2,-1, 3, 0,-1, 2,-1,-1, 1, 6,-1,-1,-1, 1, 2,\
1, 1,-1, 2, 1, 0, 0, 0, 0,-1, 4, 0, 0, 0, 1,\
0, 1, 1,-2, 0, 1,-1,-1,-2,-1, 0, 6, 0,-1,-1,\
-1, 1,-1,-2,-1, 0, 0, 0,-2,-1, 0, 0, 6, 0,-1,\
-1,-2, 0, 0,-1, 0, 1,-1, 2, 1, 0,-1, 0, 6, 3,\
0,-1, 1, 0,-1, 0, 1,-1, 1, 2, 1,-1,-1, 3, 10 ];
L3:=MatrixAlgebra(IntegerRing(), 15) ! \
[ 4,-1,-1,-1, 1, 1, 1, 1,-1, 1, 1, 1, 1,-1, 2,\
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-1, 4, 2,-1, 1, 1,-1,-2, 2, 1,-2, 1, 1,-1,-2,\
-1, 2, 4, 1,-1, 1,-1, 0, 2,-1, 0, 1,-1,-1, 0,\
-1,-1, 1, 6,-2, 2,-2, 1, 1, 0, 3,-2, 0, 2, 2,\
1, 1,-1,-2, 6, 2, 0,-1, 1, 0,-3, 2, 0,-2,-2,\
1, 1, 1, 2, 2, 6,-2,-1, 3, 0, 1, 0, 2, 0, 2,\
1,-1,-1,-2, 0,-2, 6,-1,-1,-2, 1, 2,-2, 0, 2,\
1,-2, 0, 1,-1,-1,-1, 6,-2, 1, 0,-1,-1, 1, 2,\
-1, 2, 2, 1, 1, 3,-1,-2, 8,-3,-2,-1, 3,-1, 0,\
1, 1,-1, 0, 0, 0,-2, 1,-3, 8, 1, 0, 2, 0,-2,\
1,-2, 0, 3,-3, 1, 1, 0,-2, 1, 8, 1, 1, 3, 2,\
1, 1, 1,-2, 2, 0, 2,-1,-1, 0, 1, 6,-2,-2, 0,\
1, 1,-1, 0, 0, 2,-2,-1, 3, 2, 1,-2, 8, 2,-2,\
-1,-1,-1, 2,-2, 0, 0, 1,-1, 0, 3,-2, 2, 6, 0,\
2,-2, 0, 2,-2, 2, 2, 2, 0,-2, 2, 0,-2, 0, 10 ];
L4:=MatrixAlgebra(IntegerRing(), 15) ! \
[ 2, 0, 0, 0, 0, 0, 0, 0, 0,-1, 1, 0,-1, 0, 0,\
0, 4,-2,-2,-2,-2,-2, 0, 0, 2, 2, 2, 2,-2, 2,\
0,-2, 4, 2, 0, 2, 0, 0, 0,-2, 0,-2,-2, 0,-2,\
0,-2, 2, 4, 0, 2, 0, 0, 0,-2, 0,-2,-2, 0,-2,\
0,-2, 0, 0, 6, 0, 2, 2,-2,-2,-2,-2, 0, 0,-2,\
0,-2, 2, 2, 0, 6, 2, 2, 0,-2,-2,-2, 0, 0,-2,\
0,-2, 0, 0, 2, 2, 6, 2,-2, 0,-2, 0, 0, 0,-2,\
0, 0, 0, 0, 2, 2, 2, 8,-4,-1, 1,-2,-1,-4,-4,\
0, 0, 0, 0,-2, 0,-2,-4, 8, 1, 1, 0, 3, 4, 4,\
-1, 2,-2,-2,-2,-2, 0,-1, 1, 8,-2, 3, 4, 1, 3,\
1, 2, 0, 0,-2,-2,-2, 1, 1,-2, 8,-1,-2,-3,-1,\
0, 2,-2,-2,-2,-2, 0,-2, 0, 3,-1, 6, 3, 0, 2,\
-1, 2,-2,-2, 0, 0, 0,-1, 3, 4,-2, 3, 8, 1, 3,\
0,-2, 0, 0, 0, 0, 0,-4, 4, 1,-3, 0, 1, 8, 2,\
0, 2,-2,-2,-2,-2,-2,-4, 4, 3,-1, 2, 3, 2, 8 ];
L5:=OrthogonalSum(OrthogonalSum(Lattice("D",4),Lattice("D",4)),
OrthogonalSum(LatticeWithGram(3*GramMatrix(Lattice("B",5))),
Lattice("B",2)));
L6:=OrthogonalSum(OrthogonalSum(Lattice("D",4),Lattice("D",4)),
OrthogonalSum(LatticeWithGram(3*GramMatrix(Lattice("B",4))),
OrthogonalSum(Lattice("B",1),Lattice("A",2))));
L:=[LatticeWithGram(L1),LatticeWithGram(L2),LatticeWithGram(L3),
LatticeWithGram(L4),LatticeWithGram(2*GramMatrix(L5)),
LatticeWithGram(2*GramMatrix(L6))];
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Z:=Integers();
foo:=function(L,n,level,kiss,min,kissd, mind, L2)
M:=ModularForms(Gamma0(level),Z!((n+Dimension(L2))/2));
B:=Basis(M);
Mn:=ModularForms(Gamma0(level),n/2);
Bn:=Basis(Mn);
BC:=Basis(CuspForms(Gamma0(level),Z!((n+Dimension(L2))/2)));
Y:=[];
for i in [Z!(min/2)+1..#BC] do
for j in [1..Z!(mind/2)] do
Append(~Y,Coefficient(AtkinLehnerOperator(level,BC[i]),j));
end for;
end for;
G:= Matrix(Rationals(),Z!(#BC-min/2),Z!(mind/2),Y);
L_:=OrthogonalSum(L,L2);
T:=M!ThetaSeriesModularForm(L_);
DL_:=LatticeWithGram(level*GramMatrix(Dual(L_:Rescale:=false)));
TD:=M!ThetaSeriesModularForm(DL_);
TLambda:=((Bn[1]+kiss*Bn[Z!(min/2)+1])*ThetaSeriesModularForm(L2));
S:=M!(&+[Coefficient(TLambda-T,i)*BC[i]:
i in [1..Minimum(Z!(min/2),#BC)]]);
TDLambda:=((Bn[1]+kissd*Bn[Z!(mind/2)+1])
*ThetaSeriesModularForm(LatticeWithGram(
level*GramMatrix(Dual(L2:Rescale:=false)))));
SD:=&+[Coefficient(TDLambda-TD,i)*BC[i]:
i in [1..Minimum(Z!(mind/2),#BC)]];
SAL:=AtkinLehnerOperator(level,S);
a,b:=IsSquare(Determinant(DL_));
c:=b*level^(Z!(-Dimension(L_)/4))*(-1)^(Z!(Dimension(L_)/2));
R:=Vector(Rationals(),
[c*Coefficient(SD,i)-Coefficient(SAL,i): i in [1..Z!(mind/2)]]);
U,V:=Solution(G,R);
S_:=&+[BC[i+Z!(min/2)]*U[i]: i in [1..Z!(#BC-min/2)]]+S;
if Dimension(V) eq 1 then
S__:=&+[BC[i+Z!(min/2)]*Basis(V)[1][i]: i in [1..Z!(#BC-min/2)]];
i:=1;
while Coefficient(T+S_,i) ge 0 do
i +:=1;
end while;
if Coefficient(S__,i) le 0 then
T_:=T+S_+Floor(-Coefficient(T+S_,i)/Coefficient(S__,i))*S__;
else
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T_:=T+S_+Ceiling(-Coefficient(T+S_,i)/Coefficient(S__,i))*S__;
end if;
return T+S_,T_;
else
return T-S_,V;
end if;
end function;
G:=LatticeWithGram(Matrix(Z,1,1,[6]));
for m in {918,1836} do
for k in {918,1836} do
if m eq 918 and k eq 918 then
break k;
end if;
for l in L do
a,b:=foo(l,15,12,m,10,k,10,G);
i:=1;
while Coefficient(a,i) ge 0 do
i+:=1;
end while;
flag:=true;
for j in [1..i-1] do
if Coefficient(b,j) lt 0 then
flag:=false;
break;
end if;
end for;
if flag then
print l,a,b;
end if;
end for;
end for;
end for;
3.4.2 Minimal Type
For this section Λ denotes a dual strongly perfect lattice of minimal type in
dimension 15 scaled such that min(Λ) = 1. Then min(Λ∗) = 17
3
. By Remark
3.1.6 we know that s(Λ) is divisible by 45 and hence we define s1 :=
s(Λ)
45
∈ Z.
By Table 2.1 and Remark 2.8.1 we get that
3 ≤ s1 ≤ 55.
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3.4.18 Theorem
Let L be a dual strongly perfect lattice of minimal type then
s1 ∈ {16, 17, 25, 32, 34, 48, 49, 50, 51, 54}.
Proof: Let Λ be a dual strongly perfect lattice of minimal type with n = 15
then we know by Remark 3.1.9 that there is an α ∈ Λ∗ such that 17
3
<
(α, α) < 34
3
. As 34
3
is smaller than 16 all such α satisfy the conditions of
Lemma 2.7.12 and we can apply Theorem 3.1.10.
We get the possible values for 3 ≤ s1 ≤ 55 and (α, α) as solutions of
6|N3(α)|+ |N2(α)| = s1(α, α)
4
(
3(α, α)
17
− 1
)
.
Where 6|N3(α)| + |N2(α)| ≤ 155 is integral. To compute these solutions we
use program 4.2 which also checks if the Lemmata 2.7.18, 2.7.15 and 2.7.19
are satisfied. 
3.4.19 Theorem
There is no dual strongly perfect lattice of minimal type in dimension 15.
Proof: Let Λ be a dual strongly perfect lattice of minimal type in dimension
15. Put S := |S(Λ)| = 90s1 the kissing number and T := |S(Λ∗)| the kissing
number of the dual lattice. By Theorem 3.4.18 we know that
(S, T ) ∈ {1440, 1530, 2250, 2880, 3060, 4320, 4410, 4500, 4590, 4860}2.
Now we can compute PS,T (b) from Corollary 3.1.11 for all the pairs above.
We get that non of the PS,T (b) ≤ 0 for all b ∈ R (e.g. by using program
4.4) and thus non of these pairs can correspond to a dual strongly perfect
lattice. 
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3.5 Dimension 17
Throughout this section n = 17. We will start with a Lemma that narrows
the possible combinations of s(L) the half kissing number and r(L) the Berge´-
Martinet invariant for dual strongly perfect lattices L.
3.5.1 Lemma
For a dual strongly perfect lattice L with dim(L) = 17 and s(L) and s(L∗)
not divisible by 17 then r(Λ) ∈ 172Z(17). If s(L) and s(L∗) are not divisible
by 19 then r(Λ) ∈ 192Z(19).
Proof: If s(L) is not divisible by 17 either min(L) is divisible by 17 (in Z(17))
or all norms (α, α) for α ∈ L∗ are divisible by 17 because
D2(α) =
s(L) min(L)
17
(α, α).
So we can scale L∗ such that it is integral and 17 will divide min(L). So
min(L) min(L∗) ∈ 17Z(17), but if min(L) min(L∗) 6∈ 172Z(17) then 17 would
not divide min(L∗). We can now rescale L such that cL is integral and apply
the same argument as above for cL instead of L∗ and get that min(cL) is
not divisible by 17 hence c is not integral which is a contradiction to Lemma
2.1.14. The second part of the assertion follows analogously by replacing D2
by D4 and 17 by 19. 
3.5.2 Lemma
There is no strongly perfect even lattice Γ of min(Γ) = 4 such that det(Γ) =
2a3b for some a, b ∈ N0.
Proof: Assume that Γ is such an even lattice with det(Γ) = 2a3b, hence for
the maximal even superlattice M holds that det(M) = 2x3y. With Corollary
2.4.15 and 2.4.13 we get the possible elementary divisors for these maximal
even lattices and with the MAGMA program 4.5 we can calculate their pos-
sible genera excluding genera of odd lattices and genera with 3-adic symbol
1±153−2 because they are not maximal as 3−2 represents a hyperbolic plane
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modulo 3.
Elt(M) genus symbol representative class number
11621 1+162+11 E8 ⊥ E8 ⊥ A1 4
11661 1−162+17 1
+163−1 E8 ⊥ E7 ⊥ A2 10
11641 1+164+11 D17 9
116121 1+162−13 1
+163+1 D11 ⊥ E6 27
116121 1−162+17 1
−163−1 D15 ⊥ A2 26
11531121 1−162−15 1
+153+2 D13 ⊥ A2 ⊥ A2 118
11423 1−142+31 D16 ⊥ A1 20
1142261 1−142+33 1
−163+1 D12 ⊥ A5 65
1142261 1−142+37 1
+163−1 D14 ⊥ A2 ⊥ A1 100
1142162 1+142+35 1
−153+2 D12 ⊥ A2 ⊥ A2 ⊥ A1 370
The isometry classes of these genera can be computed using the MAGMA
program 4.7. With the mass formula (see Theorem 2.3.12) we check if a
genus is complete. We get M∗ ≤ Γ∗ and min(Γ∗) ≥ 19
12
, because Γ is strongly
perfect. So min(M∗) ≥ 19
12
which is only true for very few lattices in the
genera above, namely one lattice in the genus of D17, three lattices in the
genus of D15 ⊥ A2 and two lattices in the genus of E8 ⊥ E8 ⊥ A1. As
det(Γ) ≥ 58 by Remark 2.8.2 we know that Γ has to be a sublattice of a
sufficiently large index i with i = 2x3y in M such that i2 det(M) ≥ 58. So
i ≥

3 for M in the genus of D15 ⊥ A2,
4 for M in the genus of D17,
6 for M in the genus of E8 ⊥ E8 ⊥ A1.
But all these lattices do not have a sublattice L of index 2 with min(L∗) ≥ 19
12
and for M in the genus of D15 ⊥ A2 we also get no sublattice of index 3 with
min(L∗) ≥ 19
12
. For the other maximal even lattices we get no sublattice L of
index 9 with min(L∗) ≥ 19
12
, so we get a contradiction. 
3.5.1 Lattices of general type
3.5.3 Theorem
Let L be a strongly perfect lattice of dimension 17 then for s(L) and r(L)
only the values in Table 3.4 occur or L is of minimal type.
Proof: Let Λ be a strongly perfect lattice of general type in dimension 17
then the Berge´-Martinet invariant
r(Λ) ≤ γ217 ≤ 9.93 < 16
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r(Λ) s(Λ)
7 1938
22/3 1938
23/3 2907
8 969, 1938, 2907
25/3 1938, 3876
9 a · 323 with a ∈ {1, . . . , 17}
28/3 969, 1938, 2907, 3876, 4845
Table 3.4: Kissing numbers in Dimension 17
with the upper bound for γ17 from Table 2.2. Now we apply Lemma 3.1.1.
So we only need to compute all solutions of
6|N3|+ |N2(α)| = s(Λ)r(Λ)
12 · 17
(
3r(Λ)
19
− 1
)
where s(Λ) ∈ Z ∩ [153, 5739] (see Table 2.1 and Remark 2.8.1) and 6|N3| +
|N2(α)| ≤ 159 and integral and r(Λ) ∈ Q ∩ [193 , 8.42]. To compute these
solutions we use the program 4.1, which also applies the Lemmata 2.7.15
and 2.7.18 and Remark 2.7.9 for α ∈ S(Λ). Finally we use Lemma 3.5.1 to
exclude some cases and get the values in Table 3.4. 
Strongly perfect lattices
3.5.4 Lemma
There is no strongly perfect lattice Λ with r(Λ) = 9 and s(Λ) ∈ {3876, 4199,
4522, 4845, 5168, 5491}.
Proof: Let s(Λ) = a · 323 with a ∈ {12, 13, 14, 15, 16, 17}. Scale Λ such that
min(Λ) = 1. With Lemma 2.7.12 we get for α ∈ S(Λ∗)
6|N3(α)|+ |N2(α)| = 6a
and
4
∑
x∈N3(α)
x+
∑
x∈N2(α)
x =
4a
3
α.
If we assume that N3(α) 6= ∅, we can take the scalar product with y ∈ N3(α)
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on both sides and get
4a =
4a
3
(α, y) = 4
∑
x∈N3(α)
(x, y) +
∑
x∈N2(α)
(x, y)
≤ 4(1 + 1
2
(|N3(α)| − 1)) + 1
2
|N2(α)| = 2 + 3a− |N3(α)|
⇔ a ≤ 2− |N3(α)|,
hence N3(α) = ∅ and |N2(α)| = 6a. For N2(α) := {xi | 1 ≤ i ≤ 6a} we can
define
x¯i := xi − (xi, α)
(α, α)
α = xi − 9
2
α
and get
(x¯i, x¯i) =
5
9
and (x¯i, x¯j) ≤ 1
18
∀i 6= j
Now we rescale x˜i :=
√
9
5
x¯i to get (x˜i, x˜i) = 1 and (x˜i, x˜j) ≤ 110 for i 6= j. As
the set M := {x˜1 . . . x˜6a} is in the 16-dimensional orthogonal space of α we
get with [12, Table D.16] that |M | = |N2(α)| ≤ 68 hence a ≤ 11. 
Dual strongly perfect lattices
3.5.5 Lemma
There is no dual strongly perfect lattice Λ with r(Λ) = 7.
Proof: In this case s(Λ) = s(Λ∗) = 1938. We can now scale Λ such that
min(Λ) = 1 and min(Λ∗) = 7 then for α ∈ S(Λ∗) we get with Corollary
2.7.13
|N2(α)| = 1938
12 · 17(α, α)
(
3(α, α)
19
− 1
)
= 7.
Let N2(α) := {x1, . . . , x7}, then
7∑
i=1
xi = 2α.
Hence
4 = 2(xi, α) =
7∑
i=1
(xi, xj) ≤ 1 + 6
2
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and therefore (xi, xj) =
1
2
for all i 6= j. Now we can define y := x1 +x2 +x3 ∈
Λ with (y, y) = 6 and (y, x4) =
3
2
and get
1
6
(D13Λ∗(x4, y)−D11Λ∗(x4, y)) = 1938 · 7
6 · 17 (y, x4)
(
21
19
(y, y)− 1
)
=
2247
2
6∈ Z
in contradiction to Corollary 2.7.10. 
3.5.6 Lemma
There is no dual strongly perfect lattice Λ with r(Λ) = 22
3
.
Proof: In this case s(Λ) = s(Λ∗) = 1938 by Theorem 3.5.3. We can now
scale Λ such that min(Λ) = 1
6
and put Γ := Λ∗. We get for all α and β ∈ Γ
D4(α) =
3 · 1938
17 · 19 · 36(α, α)
2 =
(α, α)2
2
∈ Z
D22(α, β) =
1
6
(2(α, β)2 + (α, α)(β, β)) ∈ Z
Hence Γ is even and with Lemma 2.1.18 the set Γ(t) := {γ ∈ Γ | (γ, γ) ∈ 3Z}
is a sublattice of Γ of index 1 or 3. Hence 315| det(Γ). Because s(Λ) = s(Γ) we
get analogously that 315 | det(√6 · 22Λ∗). Therefore we get the contradiction
330| det(Γ) det(Γ∗) = 3174171117. 
3.5.7 Lemma
There is no dual strongly perfect lattice Λ with r(Λ) = 23
3
.
Proof: By Theorem 3.5.3 s(Λ) = s(Λ∗) = 2907. We scale Λ such that
min(Λ) = 1
3
and put Γ := Λ∗ then min(Γ) = 23. For all α, β ∈ Γ holds
D4(α) =
3 · 2907
17 · 19 · 32 (α, α)
2 = 3(α, α)2 ∈ Z
D22(α, β) = 2(α, β)2 + (α, α)(β, β) ∈ Z
hence Γ is an integral lattice. Furthermore we get for all α, β ∈ Γ
1
12
(D4(α)−D2(α)) = (α, α)
4
((α, α)− 19) ∈ Z,
1
6
(D13(β, α)−D11(β, α)) = (α, β)
2
((α, α)− 19) ∈ Z.
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hence we get by Lemma 2.1.19 that Γ(e) := {γ ∈ Γ | (γ, γ) ∈ 2Z} is a even
sublattice of Γ of index 2. Furthermore 1√
2
Γ(e) is even because for (α, α) ∈ 2Z
holds (α, α) ∈ 4Z and (α, β) ∈ 2Z. Therefore 215 | det(Γ) and Analogously
215| det(√3 · 23Λ). But this results in the contradiction as
230 | det(
√
3 · 23Λ) det(Γ) = 3172317. 
3.5.8 Lemma
Let Λ be a dual strongly perfect lattice with r(Λ) = 8 then s(Λ) = s(Λ∗) =
1938.
Proof: For a dual strongly perfect lattice Λ with r(Λ) = 8 we know by
Theorem 3.5.3 that s(Λ) and s(Λ∗) ∈ {969, 1938, 2907}, so we can write
s(Λ) = a · 969 for a ∈ {1, 2, 3}.
We scale Λ such that min(Λ) = 1
6
then for α ∈ Λ∗ holds
D4(α) =
3 · a · 969
17 · 19 · 62 (α, α)
2 =
a
22
(α, α)2 ∈ Z
so Λ∗ is even of minimum 48 and in the same way we get that
√
48 · 6Λ is
also even. Therefore we get that det(Λ∗) = 2a3b for some a, b ∈ N0.
Claim 1: s(Λ) 6= 969.
Proof of Claim 1: Assume that s(Λ) = 969 and rescale Λ such that min(Λ) =
2 and put Γ := Λ∗. Then min(Γ) = 4 and for all α ∈ S(Γ) we get that
D4Γ∗(α) =
3 · 969 · 4
17 · 19 (α, α)
2 = 62(α, α)2 ∈ Z,
so (α, α) ∈ 1
6
Z and therefore (α, β) ∈ 1
12
Z for all β ∈ Γ. Furthermore for all
α, β ∈ Γ holds
1
6
(D13Γ∗ −D11Γ∗)(β, α) = (α, β)(6(α, α)− 19) ∈ Z.
So if α ∈ Γ such that (α, α) ∈ Z, then (α, β) ∈ Z for all β ∈ Γ. In particular
Γ(e) := {γ ∈ Γ|(γ, γ) ∈ 2Z} is an even sublattice of Γ of index 2i3j. Clearly
min(Γ(e)) = 4 and S(Γ) = S(Γ(e)). Hence Γ(e) is strongly perfect. Despite
the rescaling of Λ we know that det(Γ) = 2a
′
3b
′
with a′, b′ ∈ Z and therefore
det(Γ(e)) = 2x3y with x, y ∈ N0. Hence we can apply Lemma 3.5.2 and have
completed the proof of Claim 1.
Claim 2: s(Λ) 6= 2907.
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Proof of Claim 2: Assume that s(Λ) = 2907 and rescale Λ such that min(Λ) =
2 and put Γ := Λ∗. Then we get min(Γ) = 4 and for all α ∈ S(Γ)
|N2(α)| = 2907 · 8
12 · 17
(
3 · 8
19
− 1
)
= 30.
Hence we can write N2(α) = {y1, . . . , y30}. Now we define
yi := yi − (yi, α)
(α, α)
α = yi − 1
2
α,
and get
(yi, yi) = 1 and (yi, yj) ≤ 0 for i 6= j.
So N2 := {y1, . . . , y30} is an obtuse family (see Definition 2.7.16). We can
write
N2 =: E1∪˙ . . . ∪˙Ek
where the Ei are indecomposable and get by Lemma 2.7.17 that dim(〈Ei〉) =
|Ei| − 1. So
∑k
i=1 |Ei| = |N2| = 30 and
k∑
i=0
dim(〈Ei〉) =
k∑
i=0
|Ei| − 1 ≤ 16
as 〈y1, . . . , y30〉 ≤ α⊥ we know that there exists an i such that |Ei| = 2.
Hence we can assume that Ei = {y1, y2} and therefore
0 = y1 + y2 = y1 + y2 − α.
Thus α ∈ Λ∩Γ and we can define L := 〈S(Γ)〉 ≤ Γ. L is an even lattice with
min(L) = 4 and S(L) = S(Γ). As
√
12Γ is even and has det(
√
12Γ) = 2a3b,
we get that the maximal even lattice M has det(M) = 2x3y for some x,
y ∈ N. As L is an even sublattice of Γ we know that L ≤ M and we can
apply Lemma 3.5.2 and hence get Claim 2.
Claim 1 and Claim 2 put together prove the Lemma. 
3.5.9 Lemma
There is no dual strongly perfect lattice Λ with r(Λ) = 25
3
.
Proof: By Theorem 3.4.1 we get s(Λ∗) = a · 1938 with a ∈ {1, 2}. Scale Λ
such that min(Λ) = 1
6
and put Γ := Λ∗ then min(Γ) = 50 and for all α, β ∈ Γ
holds
D4(α) =
3a · 1938
17 · 19 · 62 (α, α)
2 =
a
2
(α, α)2 ∈ Z,
D22(α, β) =
a
6
(2(α, β)2 + (α, α)(β, β)) ∈ Z
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Hence Γ is an integral lattice. By Lemma 2.1.18 we can define the lattice
Γ(t) := {γ ∈ Γ | (γ, γ) ∈ 3Z}, which a sublattice of Γ of index 3. Therefore
315| det(Γ) and analogously we get 315| det(√300Λ). But
det(
√
300Λ) det(Γ) = 30017
is not divisible by 330, which is a contradiction. 
3.5.10 Lemma
There is no strongly perfect lattice Λ with r(Λ) = 9 and s(Λ) ∈ {323, 1615,
2261, 3553}.
Proof: s(Λ) = a · 323 where a ∈ {1, 5, 7, 11}. Let Λ be scaled such that
min(Λ) = 3 and put Γ := Λ∗. Then min(Γ) = 3 and for all α ∈ Γ
D2(α) =
a · 323 · 3
17
(α, α) = a · 3 · 19(α, α) ∈ Z
D4(α) =
a · 323 · 33
17 · 19 (α, α)
2 = a · 33(α, α)2 ∈ Z.
Hence we get (α, α) ∈ 1
3
Z. Assume that not all norms in Γ are integral then
we can take α ∈ Γ such that (α, α) = p
3
where p is not divisible by 3. For
this α holds
1
12
(D4(α)−D2(α)) = a(α, α)
4
(32(α, α)− 19)
=
ap
4 · 3(3p− 19) ∈ Z.
Therefore 3 | p contradiction the assumption. Hence for all α ∈ Γ holds
(α, α) ∈ Z. Furthermore we get for α, β ∈ Γ
D22(α, β) =
a · 323 · 32
17 · 19 (2(β, α)
2 + (α, α)(β, β)) ∈ Z
and as a 6∈ 2Z we get that (α, β) ∈ Z and thus Γ is an integral lattice. So
we get an even sublattice Γ(e) := {γ ∈ Γ | (γ, γ) ∈ 2Z} ≤ Γ of index 2 by
Lemma 2.1.19. With α, β ∈ Γ(e) and
1
12
(D4(α)−D2(α)) = a(α, α)
4
(32(α, α)− 19) ∈ Z
1
6
(D13(β, α)−D11(α, β)) = a(α, β)
2
(32(α, α)− 19) ∈ Z
we get 1√
2
Γ(e) even. In particular 215 | det(Γ). But by Remark 2.8.2
det(Γ) ≤
(
γ17
min(Λ)
)17
≤ 3 < 215
which is a contradiction. 
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3.5.11 Lemma
There is no dual strongly perfect lattice Λ with r(Λ) = 9 and s(Λ) and s(Λ∗) ∈
{646, 1292, 2584, 3230}.
Proof: s(Λ) = a ·323 with a ∈ {2, 4, 8, 10}. We scale Λ such that min(Λ) = 3
2
and put Γ := Λ∗. Then min(Γ) = 6 and for all α ∈ Γ holds
D4(α) =
33a
4
(α, α)2 ∈ Z,
hence (α, α) ∈ 1
3
Z. We write (α, α) = p
3
:
1
12
(D4(α)−D2(α)) = a(α, α)
8
(
32(α, α)
2
− 19
)
=
ap
16 · 32 (3
2p− 38 · 3)
=
ap
16 · 3(3p− 38) ∈ Z.
Thus 3 | p and p is even, so (α, α) ∈ 2Z and Γ is an even lattice. Analogously
follows that
√
4Λ is even. Therefore we know that the level ` of Λ has to
divide 4 and det(Γ) = 2b with b ∈ {1, . . . , 33}. With the bounds from Remark
2.8.2 we get
55130 ≤ det(Γ) ≤ 311625.
So the only possible determinants for Γ and 2Λ are 216, 217 and 218.
For the elementary divisors of G(2Λ) and G(Γ) holds:
Elt(Λ) = 0x2y4z and Elt(Γ) = 0z2y4x
with x + y + z = 17 and x and z even because 2Λ and Γ are even. If
det(2Λ) = 216 then det(Γ) = 218 as det(Γ) det(2Λ) = 234 so we get
y + 2z = 16 and y + 2x = 18
⇒ x− z = 1
which is a contradiction to x and z being both even. Hence det(2Λ) =
det(Γ) = 217. Therefore we have only five possibilities for the elementary
divisors of G(Γ) resp. G(2Λ) and can compute the corresponding genera with
program 4.5.
Elt(Λ) genus symbol
182148 182114
8
162546 162514
6
142944 142914
4
1221342 122131 4
2
217 2171
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As for each configuration of elementary divisors there is only one genus we
see that Γ and 2Λ have to be in the same genus. We put Γ′ := Γ ⊥ A31 and
get 2(Γ′)∗ = 2Λ ⊥ A31 with det(Γ′) = det(2(Γ′)∗) = 220. Obviously Γ′ and
2(Γ′)∗ are still in the same genus and by Theorem 2.9.8
ϑΓ′(τ), ϑ2(Γ′)∗(τ) ∈M10(Γ0(4)).
Furthermore
ϑΓ′ = 1 + 6q + 12q
2 + (2s(Γ) + 8)q3 +O(q4).
By Theorem 2.9.12 holds with q := e2piiτ
ϑΓ′ − ϑ2(Γ′)∗ = 2(s(Γ)− s(Λ))q3 ∈ S10(Γ0(4)).
Using MAGMA we get that dim(S10(Γ0(4))) = 3 and the following basis of
S10(Γ0(4))
b1 := q + 246q
5 − 3136q7 + 15885q9 − 45696q11 +O(q12),
b2 := q
2 + 16q4 − 156q6 + 256q8 + 870q10 +O(q12),
b3 := q
3 − 4q5 − 14q7 + 72q9 + 67q11 +O(q12),
therefore
ϑΓ′ − ϑ2(Γ′)∗ = 2(s(Γ)− s(Λ))b3.
So either s(Γ) 6= s(Λ) or ϑΓ′ = ϑ2(Γ′)∗ . Now we apply the Atkin-Lehner
Operator and by Remark 2.9.11 we get
ϑΓ′ − ϑ2(Γ′)∗ |10A4 = ϑΓ′|10A4 − ϑ2(Γ′)∗|10A4
=
(
−√`
i
)10√
det((Γ′)∗)ϑ2(Γ′)∗ −
(
−√`
i
)10√
det(
1
2
Γ′)ϑΓ′
= ϑ2(Γ′)∗ − ϑΓ′
For s(Λ) 6= s(Γ) we get the following contradiction by using MAGMA
1
2(s(Γ)− s(Λ))(ϑΓ′ − ϑ2(Γ′)∗) = b3|A4 = −
1
256
q +
1
16
q2 − 25
64
q3 +O(q4)
6= − 1
2(s(Γ)− s(Λ))(ϑΓ′ − ϑ2(Γ′)∗).
Hence we know that
ϑΓ′ = ϑ2(Γ′)∗ = ϑΓ′|A4
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which means that ϑΓ′ is an element of the eigenspace to the eigenvalue 1 of
A4 inM(Γ0(4)). We compute this eigenspace with MAGMA and get that it
is generated by the following three forms
e1 := 1− 10560q3 + 3960q4 − 1039104q5 + 168960q6 − 21479040q7 +O(q8)
e2 := q − 796q3 + 8192q4 − 62106q5 + 327680q6 − 1302712q7 +O(q8)
e3 := q
2 − 40q3 + 528q4 − 3936q5 + 20324q6 − 81360q7 +O(q8).
But as
e1 + 6e2 + 12e3 = 1 + 6q + 12q
2 − 15816q3 + 59448q4 +O(q5)
ϑΓ′ can not be in this eigenspace. 
3.5.12 Lemma
Let Λ be a dual strongly perfect lattice. If r(Λ) = 9 and s(Λ) ∈ {969, 2907}
then s(Λ∗) 6∈ {646, 969, 1938, 2907, 3230}.
Proof: Let Λ be such a lattice then s(Λ) = a · 969 with a ∈ {1, 3}. Scale Λ
such that min(Λ) = 1
3
and put Γ := Λ∗ then for all α, β ∈ Γ holds
D4(α) = a(α, α)2 ∈ Z
D22(α, β) =
a
3
(2(α, β)2 + (α, α)(β, β)) ∈ Z.
Thus Γ is integral and therefore Γ(e) ≤ Γ of index 1 or 2 by Lemma 2.1.19.
Furthermore
1
12
(D4−D2)(α) = a(α, α)
12
((α, α)− 19) ∈ Z
so for all (α, α) ∈ 2Z we know that 4 | (α, α). Hence 1√
2
Γ(e) even. So 215
divides det(Γ). For s(Γ) ∈ {969, 2907} we get the same result for 3Λ instead
of Γ. So we get the contradiction
230 | det(Γ) det(3Λ) = 334.
Therefore s(Γ) ∈ {646, 1938, 3230}. For s(Γ) ∈ {646, 3230} L := √27Λ is
classical integral with an even sublattice L(e) := {` ∈ L | (`, `) ∈ 2Z} of
index two or four because for α, β ∈ L
D4L∗(α) = 6b(α, α)
2 ∈ Z
1
6
(D31L∗ −D11L∗)(α, β) = b(α, β)
3
(3(α, α)− 19) ∈ Z
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where b ∈ {1, 5}. So 4 det(L) ∈ Z and we get the contradiction
215 | det(Γ)4 det(L) = 4 · 351.
Hence the only case left is s(Γ) = 1938 but here we get analogously that
L := 9Λ is classical integral with an even sublattice of index two or four and
the same argumentation as above leads to a contradiction. 
3.5.13 Lemma
Let Λ be a dual strongly perfect lattice with r(Λ) = 28
3
and s(Λ) ∈ {969, 1938,
3876, 4845}, then s(Λ∗) = 2907.
Proof: Let Λ be such a lattice with s(Λ) = a · 969 where a ∈ {1, 2, 4, 5} and
scale Λ such that min(Λ) = 1
3
. So we get for α and β ∈ Γ:
D22(α, β) =
a
3
(2(α, β)2 + (α, α)(β, β)) ∈ Z
and hence Γ(t) := {γ ∈ Γ | (γ, γ) ∈ 3Z(3)} ≤ Γ of index 1 or 3 by Lemma
2.1.18. So det(Γ) = 315x where x ∈ Z(3). If s(Γ) ∈ {969, 1938, 3876, 4845}
then also det(
√
84Λ) = 315x′ with x′ ∈ Z(3). But this is a contradiction since
330 - det(Γ) det(
√
84Λ) = 8417,
so s(Γ) = 3 · 969. 
3.5.14 Lemma
Let Λ be a dual strongly perfect lattice with r(Λ) = 28
3
, then s(Λ) ∈ {1938,
2907, 3876}.
Proof: Let Λ be a dual strongly perfect lattice with with r(Λ) = 28
3
the
s(Λ) = a · 969 with a ∈ {1, . . . , 5} and by Lemma 3.5.13 we get w.l.o.g.
s(Λ∗) = 2907. We assume that a ∈ {1, 5} and scale Λ such that min(Λ) = 1
3
and put Γ := Λ. For all α, β ∈ Γ holds
D4(α) =
3 · a · 969
17 · 19 · 32 (α, α)
2 = a(α, α)2 ∈ Z
D22(α, β) =
a
3
(2(α, β)2 + (α, α)(β, β)) ∈ Z.
Hence Γ is integral and by Lemma 2.1.18
Γ(t) := {γ ∈ Γ | (γ, γ) ∈ 3Z} ≤ Γ
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of index 3. As Γ(t) is a sublattice of Γ it follows min(Γ(t)) ≥ min(Γ) = 28
and min(Γ(t)) ∈ 3Z. With Remark 2.8.2
(3−2 det(Γ(t)))
1
17 = det(Λ∗)
1
17 ≤ γ17
min(Λ)
and furthermore
min(Γ(t)) ≤ γ17 det(Γ(t)) 117 ≤ 3 217 γ
2
17
min(Λ)
≤ 33.
Therefore min(Γ(t)) ∈ {30, 33}. So there has to be an element γ ∈ Γ with
(γ, γ) ∈ {30, 33}. But then
1
12
(D4−D2)(γ) = a · 969(γ, γ)
12 · 17 · 3
(
(γ, γ)
19
− 1
)
=
{
a·55
2
for (γ, γ) = 30
a·77
2
for (γ, γ) = 33
∈ Z 
which is not integral for a ∈ {1, 5}. So s(Λ) 6∈ {969, 4845} and therefore
s(Λ) ∈ {1938, 2907, 3876}.
3.5.15 Theorem
If Λ is dual strongly perfect then r(Λ) ∈ {8, 9, 28
3
} or Λ is of minimal type. For
r(Λ) = 8 s(Λ) = s(Λ∗) = 1938, r(Λ) = 9 (s(Λ), s(Λ∗) ∈ {969, 1938, 2907} ×
{1292, 2584} ∪ {(1938, 646), (1938, 1938), (1938, 3230)} and for r(Λ) = 28
3
holds s(Λ) ∈ {1938, 2907, 3876} with s(Λ∗) = 2907.
Universally perfect lattices
Now we are going to give proof that in the cases listed in Theorem 3.5.15
no universally perfect lattice exists. To do this we will use the fact that the
partial dual lattices of an universally perfect lattice Λ is universally perfect
as well. Furthermore the sublattices Λ(e) and Λ(t) of Λ are also universally
perfect, as they consist only of certain layers of Λ.
3.5.16 Remark
Let Λ be a universally perfect lattice, then Λ is dual strongly perfect and hence
(s(Λ), s(Λ∗)) has to assume one of the values from Theorem 3.5.15. In the
following table we give all possible combinations of s(Λ), s(Λ∗) and r(Λ). We
scale Λ such that we can prove that it is even and give min(Λ). Γ := cΛ∗
with c such that Γ is even and for the level ` of Λ holds ` | c. In the last two
columns of the table we give divisors of det(Λ) resp. det(Γ).
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s(Λ) s(Γ) r(Λ) c min(Γ) min(Λ) x| det(Γ) x| det(Λ)
1938 1938 8 48 8 48 2 213315
1938 1938 8 48 48 8 213315 2
646 1938 9 36 6 54 213 213315
969 1292 9 36 54 6 232315 2
969 2584 9 36 54 6 232315 2
1292 969 9 36 6 54 2 232315
1292 1938 9 36 6 54 2 213315
1292 2907 9 36 6 54 2 232
1938 646 9 36 54 6 213315 213
1938 1292 9 36 54 6 213315 2
1938 1938 9 54 9 54 2 213315
1938 1938 9 54 54 9 213315 2
1938 2584 9 36 54 6 213315 2
1938 3230 9 36 54 6 213315 213
2584 969 9 36 6 54 2 232315
2907 1292 9 36 54 6 232 2
2584 1938 9 36 6 54 2 213315
2584 2907 9 36 6 54 2 232
2907 2584 9 36 54 6 232 2
3230 1938 9 36 6 54 213 213315
1938 2907 28
3
336 56 56 213315 233
2907 1938 28
3
336 56 56 233 213315
2907 2907 28
3
336 56 56 233 233
2907 3876 28
3
336 56 56 233 2 · 315
3876 2907 28
3
336 56 56 2 · 315 233
Proof: The proof of the values in the table above works similar for all com-
binations of s(Λ) and s(Λ∗) so we will just prove the first line in the table
as an example. So take s(Λ) = s(Λ∗) = 1938 and r(Λ) = 8. Let Λ be scaled
such that min(Λ) = 48 then for all α ∈ Λ holds
D4Λ∗ =
3 · 1938
17 · 19 · 62 (α, α)
2 =
(α, α)2
2
∈ Z,
hence Λ is even analogously Γ :=
√
6 · 48Λ∗ is also an even lattice. For all
α, β ∈ Λ we get
D22Λ∗(α, β) =
1
6
(2(α, β)2 + (α, α)(β, β)) ∈ Z
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so Λ(t) is a sublattice of index 1 or 3 in Λ by Lemma 2.1.18. Analogously
we get Γ(t) ≤ Γ and therefore 315 | det(Γ). As Λ is universally perfect, Λ(t)
is also universally perfect and we can assume w.l.o.g. that Λ = Λ(t) and get
Λ′ := 1√
3
Λ is already even. Furthermore we get for α, β ∈ Λ′
1
6
(D13−D11)(β, α) = (α, β)
2
(
3(α, α)
2
− 19
)
∈ Z
so we get for (α, α) ∈ 4Z that (α, β) ∈ 2Z and hence
Λ(e) := {λ ∈ Λ′ | (λ, λ) ∈ 4Z} ≤ Λ
is a sublattice of Λ′ of index 1, 2 or 4 and 1√
2
Λ(e) is even. Analogously we get
Γ(e) is a sublattice of Γ of index 1, 2 or 4 and therefore 213 | det(Γ). As Λ′ is
universally perfect so is Λ(e) and we can again assume w.l.o.g. that Λ′ = Λ(e)
and see that Λ˜ := 1√
2
Λ′ is even and min(Λ˜) = 8 and det(Λ˜) is divisible by 2
because Λ˜ is even and n = 17 is odd (see Lemma 2.1.7). 
3.5.17 Remark
For the lattices in the table above we can compute the possible determinants
using Remark 2.8.2 and the divisors given in the table for Λ and Γ.
r(Λ) s(Λ) s(Γ) det(Λ)
8 1938 1938 243315, 240317242316, 244315, 241317, 243316, 245315, 242317,
244316, 246315, 243317, 245316, 247315, 244317, 246316,
248315, 245317
9 646 1938 219332, 221331, 217334, 219333, 221332
9 969 1292 22310
9 969 2584 22310
9 1292 1938 219332, 227327, 221331, 229326, 223330, 231325, 217334,
225329, 233324, 219333, 227328, 221332, 229327, 223331
9 1292 2907 233324
9 1938 1938 -
9 1938 2584 21133, 2537, 21332, 2736, 21531, 21310, 2935, 217, 2339,
21134, 2538, 21333, 2737, 21532
9 1938 3230 21332, 21531, 217, 21333, 21532
9 2584 2907 233324
28
3
1938 2907 2553175, 2453278, 25177, 24131710, 237712, 2483277, 25476,
2443179, 23432712, 240711, 2513276, 2473178, 23732711,
243710, 23331713, 2543275, 2503177, 24032710, 24679,
23631712, 2533176, 2433279, 24978, 23931711, 235713,
2463278, 25277, 24231710, 238712, 2493277, 25576, 2453179,
23532712, 241711, 2523276, 2483178, 23832711, 244710,
23431713
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r(Λ) s(Λ) s(Γ) det(Λ)
28
3
2907 2907 23336710, 23431674, 23533711, 2343978, 23331575, 23432712,
23531276, 2333879, 23535710, 23331713, 23431177, 23331774,
23434711, 23531475, 23331078, 2353779, 23333712, 23431376,
235713, 23436710, 23531674, 23331277, 2353978, 23335711,
23431575, 23532712, 2343879, 23331476, 23431713, 23531177
28
3
3876 2907 2593273, 26572, 2553175, 2453278, 25177, 24131710, 237712,
2623272, 2583174, 2483277, 254762443179, 23432712, 240711,
2653271, 2613173, 2513276, 25775, 2473178, 23732711, 243710,
23331713, 2643172, 2543275, 26074, 2503177, 24032710, 24679,
23631712, 2673171, 2573274, 26373, 2533176, 2433279, 24978,
23931711, 235713, 2603273, 26672, 2563175, 2463278, 25277,
24231710, 238712, 2633272, 2593174, 2493277, 25576, 2453179,
23532712, 241711, 2663271, 2623173, 2523276, 25875, 2483178,
23832711, 244710, 23431713
We also excluded determinants for which we do not get 2-elementary divisors
1a12a2 . . . such that a1 is even because this is necessary to be an even lattice
(see Lemma 2.1.7). To compute this list we used program 4.9. As we see
in the table above for r(Λ) = 9 it is not possible that s(Λ) = s(Λ∗) = 1938
because there are no possible determinants in this case.
3.5.18 Lemma
There is no universally perfect lattice Λ with r(Λ) = 28
3
and for r(Λ) = 9
either s(Λ) or s(Λ∗) = 1938.
Proof: With program 3.5.18 we can show that in these cases there are no
possible partial dual lattices Λp∗ with pq = l the level of Λ and (p, q) =
1. The program works the following way: at first it computes all possible
determinants of Λp∗ (see Lemma 2.10.4) using the possible determinants of
Λ given in the table above. Then the values for min(Λp∗) with
min(Λ) ≥ min(Λp∗) ≥ min(Λ∗)
and pmin(Λp∗) integral or even if p is odd. As Λq∗ = (Λp∗)∗ we need to check if
min(Λq∗) can be m
min(Λp∗) for m ∈ {8, 9, 283 }. Next we check if Λp∗ corresponds
to a lattice L in the table in Remark 3.5.16 which lists all possibilities for uni-
versally perfect lattices. To do this we iterate over all lattices L in the table
above and rescale Λ∗p such that min(
√
cΛ∗p) = min(L) and check whether
c17 det(Λ∗p) is a possible determinant for L given in the table in Remark
3.5.17. For all cases with r(Λ) = 28
3
there is no universally perfect lattice
Λ∗7 or Λ∗48 and therefore Λ can not be universally perfect. For r(Λ) = 9
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and (s(Λ), s(Λ∗)) ∈ {(969, 1292), (969, 2584), (1292, 2907), (2584, 2907)} we
get neither an universally perfect lattice that could be Λ∗4 nor Λ∗9. 
3.5.19 Lemma
There is no universally perfect lattice with r(Λ) = 8
Proof: If r(Λ) = 8 then s(Λ) = s(Λ∗) = 1938. Scale Λ such that min(Λ) = 1
then Γ := Λ∗ has minimum 8 and is even see Remark 3.5.16 and
√
48Λ is
also even. As
|N2,Γ(α)| = 1938 · 8
12 · 17 (α, α)
(
3 · 8
19
(α, α)− 1
)
= 20
for α ∈ S(Λ), we can write N2(α) = {y1, . . . , y20} with yi ∈ S(Γ). Now we
define N2 := {yi := yi − 2α | yi ∈ N2(α)} which is an obtuse family because
(yi, yj) = (yi, yj)− 2(yi, α) ≤ 0.
We can now decompose N2 into indecomposable obtuse families Ei.
Claim 1: The cardinality |Ei| of each indecomposable component is even.
Proof of Claim 1: Assume that |E1| = k for k odd then
y1 + · · ·+ yk = 0
⇔ y1 + · · ·+ yk = 2kα ∈ Γ
and
D11Γ(α, β) = 2
4 · 3 · 19(α, β) ∈ Z ∀ β ∈ Λ
1
6
(D13Γ −D11Γ)(β, α) = 40(α, β) ∈ Z ∀ β ∈ Λ
so 8α ∈ Γ. All together we get 2α ∈ Γ. But this is a contradiction as
(2α, 2α) = 4 < min(Γ) = 8.
Claim 2: There exists an α ∈ S(Λ) such that all |Ei| are divisible by 4.
Proof of Claim 2: Assume that |E1| = k with k ∈ 2Z \ 4Z then we get
as in Claim 1 that 4α ∈ Γ. If this holds for all α ∈ S(Λ) then √4〈S(Λ)〉
is an even universally perfect lattice with minimum 4. As Λ is perfect we
know that 〈S(Λ)〉 is a sublattice of finite index and because the level of Λ
equals 48 we know that for a maximal even superlattice M of
√
4〈S(Λ)〉 holds
det(M) = 2a3b but this is a contradiction to Lemma 3.5.2 so all |Ei| ∈ 4Z.
As we know that dim(〈N2〉) ≤ 16 we get by Lemma 2.7.17 only the following
possibilities for indecomposable components:
y1 + · · ·+ y4 = 0
y5 + · · ·+ y8 = 0
y9 + · · ·+ y12 = 0
y13 + · · ·+ y20 = 0
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or
y1 + · · ·+ y4 = 0
y5 + · · ·+ y8 = 0
y9 + · · ·+ y12 = 0
y13 + · · ·+ y16 = 0
y17 + · · ·+ y20 = 0.
up to ordering. So we get
y1 + · · ·+ y4 = 8α
y5 + · · ·+ y8 = 8α
y9 + · · ·+ y12 = 8α
y13 + · · ·+ y20 = 16α
or
y1 + · · ·+ y4 = 8α
y5 + · · ·+ y8 = 8α
y9 + · · ·+ y12 = 8α
y13 + · · ·+ y16 = 8α
y17 + · · ·+ y20 = 8α.
(yi, yj) = 4 for all yi and yj that do not belong to the same indecomposable
family, because e.g.
(y1, y5) + (y2, y5) + (y3, y5) + (y4, y5) = 8(α, y5) = 16
with (yi, y5) ≤ 4 for i 6= 5.
If we take the scalar product of y1 with the first equation we get
8 + (y2, y1) + (y3, y1) + (y4, y1) = 16
with (yi, y1) ∈ {1, 2, 3, 4} for all i 6= 1 so up to isometry (y1, y2, y3, y4) has
one of the following Gram matrices.
a :=

8 2 2 4
2 8 4 2
2 4 8 2
4 2 2 8
 , b :=

8 3 3 2
3 8 2 3
3 2 8 3
2 3 3 8
 , c :=

8 1 3 4
1 8 4 3
3 4 8 1
4 3 1 8
 .
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The same holds for (y5, . . . , y8), (y9, . . . , y12) and for the second case for
(y13, . . . , y16) and (y17, . . . , y20). For (y13, . . . , y20), in the first case we have
analogously only the following possible Gram matrix, again up to isometry,
d :=

8 3 3 3 3 4 4 4
3 8 3 3 3 4 4 4
3 3 8 4 4 3 3 4
3 3 4 8 4 4 3 3
3 3 4 4 8 3 4 3
4 4 3 4 3 8 3 3
4 4 3 3 4 3 8 3
4 4 4 3 3 3 3 8

.
Put L := 〈y1, . . . , y20〉 which is a sublattice of Λ. We can now combine
all possible Gram matrices for L up to isometry, in both cases and get for
the first case no lattice L with min(L) ≥ 8 and for the second case only all
combinations of a and b with minimum greater or equal 8. In the second case
dim(L) = 16, hence we will expand all possibilities for L to a 17-dimensional
lattices by adding an element v ∈ 8S(Λ∗) and get L˜ := L+ v ≤ Λ.
(v, yi) ∈ {0,±8,±16} and (v, v) = 64
so we can construct all candidates for Gram matrices for L˜ by filling up
the last column resp. line with all possible scalar products of v with the
rest of the basis. For all L˜ with min(L˜) = 8 we can now check whether
min(L˜∗) ≤ min(Λ∗) = 1 and if |L˜∗1| ≥ s(Λ∗) = 1938 as S(Λ∗) ⊆ L˜∗1. Since
X := 〈L˜∗1〉 ≥ 〈S(Λ∗)〉 =: ∆ which is a strongly perfect lattice with min(∆∗) ≥
19
3
. We know that min(X∗) ≥ min(∆∗) ≥ 19
3
, but this is not true for all of
our candidates for L˜. 
3.5.20 Lemma
If Λ is an universally perfect lattices with r(Λ) = 9 then (s(Λ), s(Λ∗)) 6∈
{(646, 1938), (1292, 1938), (2584, 1938), (3230, 1938)}.
Proof: In all these cases Λ is even with min(Λ) = 54 and Γ :=
√
36Λ∗ is
even with min(Γ) = 6. With the program in program 4.10 we get that
min(Γ9∗) = min(Γ) = 6 and min(Γ4∗) = min(Γ∗) = 3
2
hence S(Γ4∗) = S(Γ∗)
and S(Γ9∗) = S(Γ). So Γ9∗ is even and 2Γ4∗ is also even, because 6Γ∗ is even
and 4Γ4∗ ⊆ Γ, which is even, too. So Γ9∗ has level 4 and we can proof that
there is no such lattice, exactly like we did in Lemma 3.5.11. 
We can now conclude this section with the following
3.5.21 Theorem
There is no universally perfect lattice of general type in dimension 17.
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3.5.2 Minimal Type
For this section Λ denotes a dual strongly perfect lattice of minimal type in
dimension 17 scaled such that min(Λ) = 1. Then min(Λ∗) = 19
3
. By Remark
3.1.6 we know that s(Λ) is divisible by 51. Hence we define s1 :=
s(Λ)
51
∈ Z.
By Table 2.1 and Remark 2.8.1 we get
3 ≤ s1 ≤ 112.
3.5.22 Theorem
Let L be a dual strongly perfect lattice of minimal type then
s1 ∈ S1 := {16, 19, 25, 27, 32, 38, 48, 49, 50, 54, 57, 64,
75, 76, 80, 81, 95, 96, 98, 100, 108, 112}.
Proof: Let Λ be a dual strongly perfect lattice of minimal type with n = 17
then we know by Remark 3.1.9 that there is an α ∈ Λ∗ such that
19
3
< (α, α) <
38
3
.
As 38
3
is smaller than 16 all such α satisfy the conditions of Lemma 2.7.12
and we can apply Theorem 3.1.10.
We get the possible values for s1 ∈ Z ∩ [3, 112] and (α, α) as solutions of
6|N3(α)|+ |N2(α)| = s1(α, α)
4
(
3(α, α)
19
− 1
)
.
Where 6|N3(α)| + |N2(α)| ≤ 354 is integral. To compute these solutions we
use program 4.2 which also checks if the Lemmata 2.7.18, 2.7.15, 2.7.19 are
satisfied. Furthermore we apply Lemma 3.5.1 and get only the possibilities
above. 
3.5.23 Lemma
If Λ is a strongly perfect lattice of minimal type in dimension 17 then s(Λ) ∈
{816, 969} and s(Λ) = 816.
Proof: Let Λ be a dual strongly perfect lattice of minimal type in dimension
17. Put S := |S(Λ)| = 102 ∗ s1 the kissing number and T := |S(Λ∗)| the
kissing number of the dual lattice. By Theorem 3.5.22 we know that
(S, T ) ∈ {102s1 | s1 ∈ S1}2.
We can now apply Corollary 3.1.11 and compute P (b)S,T ≤ 0 for all combi-
nations of S and T . Now we get that PS,T (b) ≤ 0 for all b ∈ R is only true
for S ∈ {1632, 1938} where T = 1632 (e.g. by using program 4.4). 
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3.5.24 Lemma
Let Λ be a dual strongly perfect lattice with s(Λ) = 816 then s(Λ∗) 6= 816.
Proof: Scale Λ such the min(Λ) = 19
12
then for α ∈ Λ∗ holds
D4(α) =
3 · 816 · 192
17 · 19 · 122 (α, α)
2 = 19(α, α)2 ∈ Z
1
12
(D4−D2)(α) = 19(α, α)
12
((α, α)− 4) ∈ Z
hence Λ∗ is an even lattice. As s(Λ) = s(Λ∗) we get 48
19
Λ is also even, but
this is a contradiction to Lemma 2.1.14. 
3.5.25 Lemma
There is no dual strongly perfect lattice Λ of minimal type such that s(Λ) =
816 and s(Λ∗) = 918.
Proof: Scale Λ such that min(Λ) = 19
18
then for α ∈ Λ∗ holds
D4(α) =
3 · 918 · 192
17 · 19 · 182 (α, α)
2 =
19
2
(α, α)2 ∈ Z.
Hence Λ∗ is an even lattice. But we know from the proof of Lemma 3.5.24
that
√
72
19
Λ is also even, which is a contradiction to Lemma 2.1.14. 
As a consequence of the lemmata above we get
3.5.26 Theorem
There is no dual strongly perfect lattice of minimal type in dimension 17.
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Chapter 4
List of Programs
This chapter contains the programs, all written in MAGMA [3] used to do the
calculations in this thesis. The first two programs can be used to calculate
all candidates for s(L) for lattices of general respectively minimal type using
Lemma 3.1.1 respectively Theorem 3.1.10.
Program 4.1: Kissing Numbers for lattices of general Type
//compute the possible combinations of n_2(alpha) for alpha
//in S(L^*), s=1/2|S(L)|, and min(L)min(L^*) for strongly
//perfect lattices in dimension n<24, with hermite constant
//gamma and the upperbound for the kissingnumber maxkissing.
Kissingnumbers:=function(n,gamma,maxkissing)
Erg:=[];
P<Z>:=PolynomialRing(Rationals());
if gamma^2 lt 8 then
n2_max:=Floor(gamma^2/(8-gamma^2));
else
n2_max:=Floor(maxkissing/12*gamma^2*(3*gamma^2/(n+2)-1));
end if;
for n_2 in [2 .. n2_max] do
for s in [Floor(n*(n+1)/2) .. Floor(maxkissing/2)] do
f:= P ! s*Z/(12*n)*(3*Z/(n+2)-1)-n_2;
R:=Roots(f);
for r in R do
if (n+2)/3 lt r[1] and r[1] le gamma^2 then
if r[1] lt 8 then
if n_2 le r[1]/(8-r[1]) and n_2 le n then
Append(~Erg,[n_2,s,r[1]]);
end if;
else
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Append(~Erg,[n_2,s,r[1]]);
end if;
end if;
end for;
end for;
end for;
//check if D2(alpha) and D4(alpha) are integral for alpha in L^*.
for a in Erg do
if not(IsIntegral(a[2]*a[3]/n)) or
not(IsIntegral(3*a[2]*a[3]^2/n/(n+2))) then
Exclude(~Erg, a);
end if;
end for;
return Erg;
end function;
Program 4.2: Kissing Numbers for lattices of minimal Type
P<r>:=PolynomialRing(Rationals());
KissingNumbers_mt:=function(n,maxkiss)
S:=[];
max_s:=Integers()!maxkiss/2;
min_s:=Integers()!n*(n+1)/2;
sup_r:=2*(n+2)/3;
inf_r:=(n+2)/3;
max_n2:=Floor(max_s*sup_r/12/n*(3*sup_r/(n+2)-1));
for s in [min_s.. max_s] do
for n2 in [2..max_n2] do
p:=P!s*r/12/n*(3*r/(n+2)-1)-n2;
R:=Roots(p);
for r in R do
if r[1] gt inf_r and r[1] lt sup_r then
if r[1] lt 8 then
if n2 le n and n2 le r[1]/(8-r[1]) then
Append(~S,[s,r[1],n2]);
end if;
else
Append(~S,[s,r[1],n2]);
end if;
end if;
end for;
end for;
end for;
for i in S do
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if IsEven(n) then
if not(IsIntegral(2*i[1]/n)) then
Exclude(~S,i);
end if;
else
if not(IsIntegral(i[1]/n)) then
Exclude(~S,i);
end if;
end if;
if (n+2) mod 3 ne 0 then
if not(IsIntegral(2*i[1]/3/n)) then
Exclude(~S,i);
end if;
end if;
end for;
return S;
end function;
The next two programs compute the polynomial defined in Theorem 3.1.4 resp.
Corollary 3.1.11 for minimal type and check whether it is less or equal to zero for
all b in R.
Program 4.3: for Theorem 3.1.4
//The following function computes n_0, n_1, n_2 used in
//Theorem 3.1.4.
function ni(s,n,r)
A:=Transpose(Matrix(Rationals(),3,3,[1,1,1, 0,1,4, 0,1,16]));
b:=Vector(Rationals(),[s, s*r/n,3*s*r^2/(n*(n+2))]);
return(Solution(A,b));
end function;
//This function checks if the polynomial P(b)_s,t for
//r=min(L)min(L^*) and ni=[n_0, n_1, n_2].
checkpol:=function(n,s,t,r,ni)
P<b>:=PolynomialRing(Rationals());
y:=P!0;
for i in [1..#ni] do
y+:=ni[i]*((i-1)^2/r-1/4)*((i-1)^2/r+b)^2;
end for;
q:=P!(s+t)^2*(15/(n*(n+2)*(n+4))+(2*b-1/4)*3/(n*(n+2))
+(b^2-b/2)*1/n-b^2/4)
-2*t*y-(s+t)*3/2*(1+b)^2;
if Discriminant(q) le 0 then
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if Evaluate(q,0) le 0 then
return q;
else
return false;
end if;
else
return false;
end if;
end function;
Program 4.4: for Corollary 3.1.11
//This takes all kissingnumbers of dimenison n in a list S
//calculates P(b) for all pairs of kissingnumbers and checks
//if P(b) is non positive.
Pol_check:=function(n,S)
R<b>:=PolynomialRing(Rationals());
V:=[];
for t in S do
for s in S do
P:= R ! (s+t)^2 *(15/(n*(n+2)*(n+4))+(2*b-1/4)*3/(n*(n+2))+
(b^2-b/2)*1/n-b^2/4)-2*s*t*((2-2*n)/(12*n)*b^2+
(10-n)/(12*n*(n+2)^2)*(3+b*(n+2))^2)-(s+t)*3/2*(1+b)^2;
// check if P(b) is nonpositive
if Evaluate(P, 0) le 0 then
if Discriminant(P) le 0 then
Append(~V, [t,s]);
end if;
end if;
end for;
end for;
return V;
end function;
This program is based on a SAGE program by David Lorch [15] and includes
functions to compute all genus symbols for certain elementary divisor and to check
whether a genus symbol is a valid symbol.
Program 4.5: Genus Symbols
//Compute all possible padic local symbols
//for p odd and a List L of given dimension
//of the Jordan constituents.
list_all_padic_symbols := function(L)
GL := [];
gen0:=[];
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for j in [1..#L] do
if L[j] ne 0 then
Append(~gen0,[j-1,L[j],1]);
end if;
end for;
List:=[x: x in VectorSpace(GF(2),#gen0)];
for k in List do
gen:=gen0;
for i in [1..#gen] do
if k[i] eq 0 then
gen[i][3]:=-1;
end if;
end for;
Append(~GL, gen);
end for;
return GL;
end function;
//Compute the compartments of a 2-adic symbol.
//This is needed to compute a canonical form of
//the 2-adic symbol.
canonical_2_adic_compartments:=function(twoadic_symbol)
compartments := [];
comp:=[];
for s in twoadic_symbol do
if comp ne [] and comp[#comp][1]+1 ne s[1] then
Append(~compartments,comp);
comp:=[];
end if;
if s[4] eq 1 then
Append(~comp,s);
elif comp ne [] then
Append(~compartments,comp);
comp:=[];
end if;
end for;
if comp ne [] then
Append(~compartments,comp);
end if;
return compartments;
end function;
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//Compute the trains of a 2-adic symbol.
//This is needed to compute a canonical form of
//the 2-adic symbol.
canonical_2_adic_trains:=function(twoadic_symbol)
trains := [];
tr:=[];
for s in twoadic_symbol do
if s[4] eq 1 or tr eq []
or (tr[#tr][4] eq 1 and s[1] eq tr[#tr][1]+1) then
Append(~tr,s);
else
Append(~trains,tr);
tr:=[s];
end if;
end for;
if tr ne [] then
Append(~trains,tr);
end if;
return trains;
end function;
//Get the canonical 2-adic symbol corresponding
//to a given symbol.
canonical_2_adic_reduction:=function(symbol)
// Sign walking:
trains := canonical_2_adic_trains(symbol);
sym:=[];
for j in [1..#trains] do
t:=trains[j];
i:=#t;
while i ge 2 do
if t[i][3] eq -1 then
t[i][3]:=1;
t[i-1][3] *:= -1;
if t[i][4] eq 1 then
t[i][5] := (t[i][5]+4) mod 8;
//take two steps if there is a
//0-dim form inbetween.
if t[i-1][1] ne t[i][1]-1 then
t[i-1][5] := (t[i-1][5]+4) mod 8;
end if;
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else
t[i-1][5] := (t[i-1][5]+4) mod 8;
end if;
end if;
i:=i-1;
end while;
sym cat:=t;
end for;
//write the oddity into the fifth entry of the last
//contstituent of the compartement.
compartments:=canonical_2_adic_compartments(sym);
for c in compartments do
for i in [1..#sym] do
if sym[i] eq c[1] then
index:=i;
break;
end if;
end for;
d:=0;
oddity:=sym[index][5];
for i in [1..#c-1] do
oddity +:= sym[index+i][5];
if sym[index+i][3] eq -1 then
sym[index+i][5]:= (sym[index+i][2]+2)mod 8;
else
sym[index+i][5]:= (sym[index+i][2])mod 8;
end if;
d +:=sym[index+i][5];
end for;
sym[index][5]:=(oddity-d)mod 8;
end for;
return sym;
end function;
//Given a 2-adic local symbols check whether it is a possible symbol.
is_2_adic_genus:=function(symbol)
for s in symbol do
//check if all entries are in the correct range
if not(s[1] in Integers() and s[1] ge 0 and s[3] in {-1,1}) then
return false;
end if;
if not(s[2] in Integers() and s[2] gt 0 and s[4] in {0,1}) then
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return false;
end if;
if not(s[5] in {0,1,2,3,4,5,6,7}) or (s[4] eq 0 and s[5] ne 0) then
return false;
end if;
//trace check for 1 and 2-dimensional forms
if s[2] eq 1 then
if (s[3] eq 1 and not s[5] in {1,7}) or
(s[3] eq -1 and not s[5] in {3,5}) then
return false;
end if;
end if;
if s[2] eq 2 and s[4] eq 1 then
if s[3] eq 1 then
if not s[5] in {0,2,6} then
return false;
end if;
elif s[3] eq -1 then
if not s[5] in {2,4,6} then
return false;
end if;
end if;
end if;
if (s[2] - s[5])mod 2 eq 1 then
return false;
end if;
if s[4] eq 0 and IsOdd(s[2]) then
return false;
end if;
end for;
return true;
end function;
//Compute all possible 2-adic local symbols
//for a List L of given dimension
//of the Jordan constituents.
list_all_twoadic_symbols:=function(L)
symbols:=[[]];
for l in [1..#L] do
if L[l] le 0 then
continue;
end if;
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s:=symbols;
symbols:=[];
for det in {-1,1} do
for type in {0,1} do
for oddity in [0..7] do
for i in [1..#s] do
Append(~symbols,s[i]cat [[l-1,L[l],det,type,oddity]]);
end for;
end for;
end for;
end for;
end for;
for s in symbols do
if not(is_2_adic_genus(s)) then
Exclude(~symbols,s);
end if;
end for;
for i in [1..#symbols] do
symbols[i]:=canonical_2_adic_reduction(symbols[i]);
end for;
symbols:=SetToSequence(Set(symbols));
return symbols;
end function;
//Compute the p-excess of a p_adic symbol.
//(works also for p=2). The excess is needed to
//check wether a symbol may be corresponding to
//an actual form.
excess:=function(local_symbol)
p:=local_symbol[1];
symbol:=local_symbol[2];
excess:=0;
a:=0;
if p eq 2 then
for s in symbol do
excess+:=s[2]-s[5];
if IsOdd(s[1]) and s[3] eq -1 then
a+:=1;
end if;
end for;
excess+:=4*a;
else
134 CHAPTER 4. LIST OF PROGRAMS
for s in symbol do
excess+:=s[2]*(p^s[1]-1);
if IsOdd(s[1]) and s[3] eq -1 then
a+:=1;
end if;
end for;
excess +:=4*a;
end if;
return excess;
end function;
//Compute the dimension of a form with
//the given local symbol.
dimension:=function(local_symbol)
dim:=0;
for s in local_symbol do
dim +:= s[2];
end for;
return dim;
end function;
//Compute the determinat of a form with the given
//genus symbol.
Determinant_of_Genus:=function(G)
det:=1;
for g in G do
symb:=g[2];
p:=g[1];
for s in symb do
det*:=p^(s[1]*s[2]);
end for;
end for;
return det;
end function;
//Check if a given global genus symbol
//corresponds to a form.
is_GlobalGenus:=function(G)
D := Determinant_of_Genus(G);
n := dimension(G[1][2]);
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E := n;
for g in G do
if dimension(g[2]) ne n then
return false;
end if;
p := g[1];
sym := g[2];
v:=0;
b:=1;
for s in sym do
v+:=s[1]*s[2];
b*:=s[3];
end for;
a:=D div p^v;
if KroneckerSymbol(a,p) ne b then
return false;
end if;
if p eq 2 then
if not is_2_adic_genus(sym) then
return false;
end if;
E := E + excess(g) - dimension(g[2]);
else
E:=E + excess(g);
end if;
end for;
if E mod 8 ne 0 then
return false;
end if;
return true;
end function;
//compute all global genus symbols for
//a List [[*p_1,[a_11,..,a_1n]*],[*p_2,[a_21,...,a_2m]*],...]
//corresponding to forms with p_i prime divisors
//of the determinant and a_ij dimensions of Jordan costituents.
list_all_global_symbols:=function(L)
n:=0;
for i in L[1][2] do
n +:=i;
end for;
if L[1][1] ne 2 then
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twoadic_symbols:=list_all_twoadic_symbols(n);
else
twoadic_symbols:=list_all_twoadic_symbols(L[1][2]);
Exclude(~L,L[1]);
end if;
symbols:=[[<2,i>]:i in twoadic_symbols];
for l in L do
s:=symbols;
symbols:=[];
p_adic_symbols:=list_all_padic_symbols(l[2]);
for symb in s do
for psymb in p_adic_symbols do
Append(~symbols,symb cat [<l[1],psymb>]);
end for;
end for;
end for;
#symbols;
for s in symbols do
if not is_GlobalGenus(s) then
Exclude(~symbols,s);
end if;
end for;
return symbols;
end function;
canonize:=function(global_symbol)
if global_symbol[1][1] eq 2 then
twoadic_symbol:=global_symbol[1];
else
return global_symbol;
end if;
global_symbol[1][2]:=canonical_2_adic_reduction(global_symbol[1][2]);
return global_symbol;
end function;
The following program has been written by D. Lorch and G. Nebe [15].
Program 4.6: Genus Symbols of symmetric Matrices
//The following function computes the p-adic genus symbol
//of a symmetric matrix A.
function p_adic_genus_symbol(A, p,bound)
error if not IsSymmetric(A), "A is not a symmetric matrix";
error if not IsPrime(p), "p is not prime";
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//parameter "bound": should be >= 3 + p-valuation of
//the maximal elementary divisor of A (passed as a parameter
//since p_adic_genus is usually called multiple times for the
//same matrix and calculating elementary divisors is expensive)
if p eq 2 then
return two_adic_genus_symbol(A, bound);
end if;
n := NumberOfRows(A);
F_n := MatrixAlgebra(GF(p), n); //F_p^{n \times n}
V_n := VectorSpace(GF(p), n); //F_p^n
Z_n := MatrixAlgebra(Integers(), n); //Z^{n \times n}
//Allows A to be formally defined over
//Rationals() upon calling this routine.
A := ChangeRing(A, Integers());
v := Valuation(Content(A), p);
A := A div (p^v);
A_p := F_n!A; // A over F_p
C := Kernel(A_p);
//If the kernel of A mod p is trivial, A consists only of
//a zero-valuated Jordan constituent. Otherwise, we split
//off the Jordan constituent of the highest p-power:
if Dimension(C) eq 0 then
e0 := KroneckerSymbol(Determinant(A), p);
return [[v, n, e0]];
else
T := ChangeRing(BasisMatrix(C), Integers());
B_p := BasisMatrix(Complement(V_n, C));
A_p := B_p * A_p * Transpose(B_p);
B := ChangeRing(B_p, Integers());
AB := B*A*Transpose(B);
ABI:=Adjoint(AB);
det:=Determinant(AB);
deti:=Integers() ! ((Integers(p^bound) ! det) ^-1);
X:=B*A*Transpose(T);
KOR:= deti*Transpose(X)*ABI*X;
J2 := T * A * Transpose(T)-KOR;
n0 := Rank(A_p);
if IsSquare(Determinant(A_p)) then
e0 := 1;
else
e0 := -1;
end if;
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return [[v, n0, e0]] cat $$(p^v * J2, p,bound);
end if;
end function;
//This function computes the global genus symbol of
//a symmetric matrix A.
function genus_symbol(A)
if not(A in RMatrixSpace(IntegerRing(), NumberOfRows(A),
NumberOfColumns(A))) or (NumberOfRows(A) ne NumberOfColumns(A))
or not(IsSymmetric(A)) or not(IsPositiveDefinite(A)) then
error "Argument gram_matrix must be a symmetric positive
definite integral matrix.";
end if;
divisors:=[d[1]: d in Factorization(Integers()!Determinant(A))|
d[1] gt 2];
g := ElementaryDivisors(A);
h := Factorization(Integers()!g[#g]);
sym := [<2, p_adic_genus_symbol(A, 2, Valuation(g[#g], 2)+3)>];
for t in h do
if t[1] ne 2 then
Append(~sym, <t[1], p_adic_genus_symbol(A, t[1], t[2])>);
end if;
end for;
return sym;
end function;
The following program can be used to compute the isometry classes of lattices
in a certain genus with a given representative L, it is based on a program by G.
Nebe. It does not necessarily find all isometry classes, therefore it is required to
check with the mass formula if the result is complete. It also includes a function to
compute all sublattices of index p of a given lattice L that satisfy certain condition
concerning the minimum of the dual lattice and the level.
Program 4.7: Genera and Sublattices
EnumerateGenus:=function(L,p)
i:=1;
L:=LatticeWithGram(GramMatrix(LLL(L)));
Lambda:=[L];
while i le #Lambda do
G := ChangeRing(AutomorphismGroup(Lambda[i]), GF(p));
//get the projective orbits on L/pL
O := LineOrbits(G);
for o in O do
v := Lambda[i] ! Rep(o).1;
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//test if v is nonsingular.
flag:=false;
for u in Basis(Lambda[i]) do
if not (v,u) mod p eq 0 then
flag:=true;
break;
end if;
end for;
nnn:=Norm(v);
if (nnn mod (2*p)) eq 0 and flag then
//even lattices, works also for p=2
//Adjust the vector such that its norm is divisible
//by 2*p^2
nn:=nnn div (2*p);
if not nn mod (p) eq 0 then
for u in Basis(Lambda[i]) do
if not (v,u) mod p eq 0 then
if p ne 2 then
x:= Integers() ! ((GF(p) ! -nn)/(GF(p) ! (v,u)));
else
x:=1;
end if;
//attention: for p=2, works only if (u,u) even
v:=v+p*x*u;
break u;
end if;
end for;
end if;
N := LLL(Neighbor(Lambda[i], v, p));
N := LatticeWithGram(PairReduceGram(GramMatrix(N)));
new:=true;
//check if N is isometric to a lattice in Lambda
for j in [1..#Lambda] do
if IsIsometric(N,Lambda[j]) then
new:=false;
break j;
end if;
end for;
if new then
Append(~Lambda,N);
end if;
end if;
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end for;
i:=i + 1;
end while;
return Lambda;
end function;
//This function takes a list D of lattices und returns a list of
//all isometry classes of these lattices.
IsoKlassen:=function(D)
i:=1;
while i le #D do
j:=i+1;
while j le #D do
if IsIsometric([D[i]],[D[j]]) then
Exclude(~D,D[j]);
else
j:=j+1;
end if;
end while;
i:=i+1;
end while;
return D;
end function;
//This function computes all sublattices of prime index p of a
//lattice with gram matrix F which have level dividing l and
//for which the dual lattices has minimum greater or equal to m.
SubLattices:=function(F,p,l,m)
S:=[];
G:=AutomorphismGroup([F]);
pI:=Parent(F) ! p;
g:=ChangeRing(G,GF(p));
O:=OrbitsOfSpaces(g,Rank(F)-1);
L:=LatticeWithGram(F);
for o in O do
B:=RMatrixSpace(Integers(),Rank(F)-1,Rank(F))!BasisMatrix(o[2]);
M:=sub<L | VerticalJoin(pI,B)>;
if Minimum(Dual(M:Rescale:=false)) ge m then
FM:=Parent(F) ! GramMatrix(M);
if IsEven(l*Dual(LatticeWithGram(FM):Rescale:=false)) then
Append(~S,FM);
end if;
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end if;
end for;
S:=IsoKlassen(S);
return S;
end function;
The next program has been written by G. Nebe to compute the mass of a genus
with the mass formula.
Program 4.8: Mass formula
R:=RealField(100);
function ordorth(prime,dim,typ)
// Order of the orthogonal group O_{dim}(F_prime) of
// Witt defect typ (=1,-1) if dim is even
o:=2;
if (GF(2) ! dim eq 1) then
m:= (dim-1) div 2;
o:=o*prime^(dim*m);
for i in [1..m] do
o:=o*(1-prime^(-2*i));
end for;
return (Integers() ! o);
end if;
m:=dim div 2;
o:=o*prime^((dim-1)*m);
o:=o*(1-typ*prime^(-m));
m:=m-1;
for i in [1..m] do
o:=o*(1-prime^(-2*i));
end for;
return (Integers() ! o);
end function;
function massdiag(prime,dim,typ)
// Order of the orthogonal group O_{dim}(F_prime) of
// Witt defect typ (=1,-1) if dim is even
// up to a normalizing factor which is a power of p
if (GF(2) ! dim eq 1) then
o:=2;
m:= (dim-1) div 2;
for i in [1..m] do
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o:=o*(1-prime^(-2*i));
end for;
return (1/o);
else
m:=dim div 2;
o:=1;
if (m gt 0) then
o:=2;
o:=o*(1-typ*prime^(-m));
m:=m-1;
for i in [1..m] do
o:=o*(1-prime^(-2*i));
end for;
end if;
return (1/o);
end if;
end function;
function mass2(dim,symbol,det)
// symbol2 = list of 5-tuples
// returns product of global and 2-local factor of the mass
n:=dim;
Mass := 2*Pi(R)^(-n*(n+1)/4);
for j in [1..n] do
Mass := Mass*Gamma(R ! j/2);
end for;
if (GF(2) ! n) eq 1 then
m:=(n-1) div 2;
else
m:=(n-2) div 2;
end if;
L:=RiemannZeta(:Precision:=100);
for j in [1..m] do
Mass:=Mass*Evaluate(L,2*j);
end for;
if GF(2) ! n eq 0 then
s:=m+1;
D:=(-1)^s*det;
chi:=KroneckerCharacter(D);
LS:=LSeries(chi:Precision:=100);
e:= Evaluate(LS, R ! s);
PP:=PrimeDivisors(2*D);
f:=1;
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for p in PP do
f *:=(1-p@chi*p^(-s));
end for;
Mass:=Mass*e*f;
end if;
standard2:=2;
for j in [1..m] do
standard2:=standard2*(1-2^(-2*j));
end for;
Mass:=Mass*standard2;
for s in [1..#symbol] do
for t in [s+1..#symbol] do
e:=symbol[t][1]-symbol[s][1];
e:=e*symbol[t][2]*symbol[s][2]/2;
Mass:=Mass*2^e;
end for;
end for;
nII:=0;
nonfreelove:={};
for i in [1..#symbol] do
s:=symbol[i];
if s[4] eq 0 then
nII:=nII+s[2];
end if;
if s[4] eq 1 and i eq 1 then
Include(~nonfreelove,0);
end if;
if s[4] eq 1 and i eq #symbol then
Include(~nonfreelove,#symbol+1);
end if;
if s[4] eq 1 and i gt 1 then
if symbol[i-1][1] lt s[1]-1 then
Include(~nonfreelove,i-1);
end if;
end if;
if s[4] eq 1 and i lt #symbol then
if symbol[i+1][1] gt s[1]+1 then
Include(~nonfreelove,i+1);
end if;
end if;
if s[4] eq 1 and i gt 1 and symbol[i-1][4] eq 1 and
symbol[i-1][1] eq s[1]-1 then
nII -:= 1;
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end if;
free:=true;
v:=s[1];
if i gt 1 then
if symbol[i-1][1] eq v-1 and symbol[i-1][4] eq 1 then
free:=false;
end if;
end if;
if i lt #symbol then
if symbol[i+1][1] eq v+1 and symbol[i+1][4] eq 1 then
free:=false;
end if;
end if;
d:=0;
if s[3] eq -1 then
d:=4;
end if;
octane:=Integers(8) ! (s[5]+d);
if not free then
t:=0; dim:=s[2]-s[4];
if GF(2) ! dim eq 0 then
dim:=dim+1;
end if;
end if;
if free then
if octane eq Integers(8) ! 2 or octane eq Integers(8) ! (-2) then
t:=0; dim:=s[2]-s[4];
if GF(2) ! dim eq 0 then
dim:=dim+1;
end if;
end if;
if octane eq Integers(8) ! 1 or octane eq Integers(8) ! (-1) or
octane eq Integers(8) ! 0 then
t:=1; dim:=s[2]-s[4];
if GF(2) ! dim eq 1 then
dim:=dim-1;
end if;
end if;
if octane eq Integers(8) ! 3 or octane eq Integers(8) ! (-3) or
octane eq Integers(8) ! 4 then
t:=-1; dim:=s[2]-s[4];
if GF(2) ! dim eq 1 then
dim:=dim-1;
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end if;
end if;
end if;
Mass:=Mass*massdiag(2,dim,t);
// The non-free love-forms are still missing
// They each contribute a factor 1/2 to the total mass
end for;
Mass:=Mass*2^(-nII);
Mass:=Mass*2^(-#nonfreelove);
return Mass;
end function;
function massp(dim,symbol,det,prime)
// returns the prime-local factor of the mass
// symbol = list of 3-tuples, [v,n,d]
// v=valutation, n = dimension, d = determinant of the Jordan component
if (GF(2) ! dim eq 0) then
m:=(dim-2) div 2;
t:=JacobiSymbol(det,prime);
standard:=2*(1-t*prime^(-m-1));
for j in [1..m] do
standard:=standard*(1-prime^(-2*j));
end for;
else
m:=(dim-1) div 2;
standard:=2;
for j in [1..m] do
standard:=standard*(1-prime^(-2*j));
end for;
end if;
Mp:=R ! standard;
for s in [1..#symbol] do
for t in [s+1..#symbol] do
e:=symbol[t][1]-symbol[s][1];
e:=e*symbol[t][2]*symbol[s][2]/2;
Mp:=Mp*prime^e;
end for;
end for;
for s in symbol do
if (GF(2) ! s[2]) eq 1 then
Mp:=Mp*massdiag(prime,s[2],0);
else
m:=s[2] div 2;
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t:=JacobiSymbol((-1)^m,prime)*s[3];
Mp:=Mp*massdiag(prime,s[2],t);
end if;
end for;
return Mp;
end function;
Program 4.9: Calculation of Determinants and Elementary Divisors
//The following function computes all possible combinations
//of elementary divisors for an even lattice with given
//determinant d and level l in dimension n.
el_div:=function(d,l,n)
C:=[];
i:=0;
for q in Factorization(d) do
p:=q[1];
i+:=1;
for j in [1..#Factorization(l)] do
if Factorization(l)[j][1] eq p then
p_max:=Factorization(l)[j][2];
end if;
end for;
C[i]:=p_elt(p,d,p_max,n);
end for;
if i eq 1 then
A:=[[C[1][i]]:i in [1..#C[1]]];
elif i eq 2 then
A:=[[c_1,c_2]:
c_1 in C[1], c_2 in C[2]];
elif i eq 3 then
A:=[[c_1,c_2,c_3]:
c_1 in C[1], c_2 in C[2], c_3 in C[3]];
elif i eq 4 then
A:=[[c_1,c_2,c_3,c_4]:
c_1 in C[1], c_2 in C[2], c_3 in C[3],c_4 in C[4]];
else
A:=[];
print "error";
end if;
return A;
end function;
//Compute all possible determinats for a lattice L with S(L)=a[1]
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//S(L^*)=a[2], min(L)min(L^*)=a[3] and level l=a[4] such that
//L is integral (or even if the flag is set) with min(L)=a[6]
//and L^* integral (or even) with min(L*)=a[5] and a[8]|det(L)
//and a[7]|det(L^*)
possible_dets:=function(a:even:=true)
level:=Integers()!a[4];
m:=a[6]; m_:=a[5];
r:=a[3]/m; r_:=a[3]/m_;
t:=Integers()!a[8]; t_:=Integers()!a[7];
up:=(gamma/r)^n; low:=(m/gamma)^n;
up_:=(gamma/r_)^n; low_:=(m_/gamma)^n;
dets:=[];
l:=level^n;
for d in Divisors(l) do
if d le up and d ge low then
if IsIntegral(d/t) then
Append(~dets,d);
end if;
end if;
end for;
Dets:=[];
for d in dets do
d_:=Integers()!l/d;
if d_ le up_ and d_ ge low_ then
if IsIntegral(d_/t_) then
Append(~Dets,d);
end if;
end if;
end for;
//Apply Lemma 2.1.5.
if IsOdd(n) and even then
for d in Dets do
if IsOdd(d) then
Exclude(~Dets,d);
end if;
end for;
end if;
//Exclude all determinants that do not have valid
//elementary divisors for even lattices.
if even then
for i in Dets do
if #el_div(i,Integers()!a[4],n) eq 0 then
Exclude(~Dets,i);
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end if;
end for;
end if;
return Dets;
end function;
Program 4.10: Universally perfect lattices
//This function computes all p-partial dual lattices for
//a lattice with the parameters specified in "a" (given like
//in Remark 3.5.16), a=[s(L),s(L^*),min(L)min(L^*), level,
//min(L^*), min(L),x|det(L^*),x|det(L)].
//L is the list of candidates for the partial dual lattices
//and D is the list of all possible determinants of each lattice
//in L.
partial_dual_lattices:=function(a,p,L,D)
det:=D[Index(L,a)];
q:=a[4]/p;
//Compute all possible determinants for L^*p.
det_list:=[];
for x in det do i:=1;
flag:=true;
for i in Factorization(x) do
if p mod i[1] eq 0 then
Append(~det_list, x/(i[1]^(2*i[2])));
flag:=false;
end if;
end for;
if flag then
Append(~det_list,x/1);
end if;
end for;
lat:=[];
for mr in {l[3]:l in L} do
//Generate a list of possible minima of L^*p.
min:=[];
for j in [Ceiling(p*a[3]/a[6])..p*a[6]] do
if IsEven(Integers()!p*j) and IsIntegral(q*p*mr/j) and
IsEven(Integers()!(q^2*p*mr/j)) then
Append(~min,j/p);
end if;
end for;
//Compute the partial dual lattices.
for i in [1..#L] do
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if mr eq L[i][3] then
for m in min do
for d in det_list do
if d*(L[i][6]/m)^n in D[i] then
if Denominator(d)*Numerator(d) in det then
Append(~lat,<L[i],Denominator(d)*Numerator(d),m,d>);
end if;
end if;
end for;
end for;
end if;
end for;
end for;
return lat;
end function;
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