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Abstract 
Conditions under which progeny testing gives more rapid genetic 
improvement than performance testing are discussed in terms of genetic 
parameters. So also are conuitions under which progeny testing using 
an alternative trait is preferred- i.e., indirect selection. Pro-
cedures for comparing alternative traits are also given. 
This is the companion paper to that of Biometrics 21, 682-7CJ7, 
1965, in which similar conditions are presented for mass selection. 
1. Introduction 
The efficiency of indirect selection relative to direct selection, under con-
ditions of mass selection, is considered at length in Searle [1965]. Applications 
of results given there have since been seen in studies of egg production, body 
weight and other traits of the domestic fowl (e.g., Nordskog et ~· [1967] and 
Festing and Nordskog [1967]) and in studies of milk yield and other traits in 
dairy cows (e.g., Eisen [1966], Thompson and Loganathan [1968], and Wilton and 
Van Vleck [1968]). And use has also been made of the relative selection index in 
fertility studies of Romney ewes ( Ch 'ang and Rae [ 1972]) and in at least one simu-
lation study (Singh~~· [1967]). All these uses have been under circumstances 
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of mass selection. This ~aper .(the belated companion to the first of this series 
of two) describes properties of relative selection efficiency under conditions of ~ 
progeny-testing. 
2. Relative Selection Efficiency of Progeny-Testing 
A reasonably comprehensive discussion of improving a trait (hereaiter referred 
to as the basic trait) through selection on other, alternative traits is given in 
Searle [ 1965J. He therefore go to the heart of the matter here, insofar as progeny-
testing is concerned, with a minimal description of the notation used. 
He consider the improvement, through selection, of a basic trait with geno-
type represented by y and phenotype by Y. Selection on Y is called direct selec-
tion. Selection on some index I is called indirect selection. We confine atten-
tion to just the additive portion of the genotype, and accordingly define herit-
ability in the narro,., sense as h ~ a~a~, the ratio of the additive genetic 
variance a; to the phenotypic variance cr~. If ~Y is the correlation betvleen I 
and y then tne relative selection efficiency of indirect selection on I compared 
to direct selection on Y is 
RSE(I, Yj y) = ~y//h . (1) 
This is on the basis of assuming (as i·le will) that the intensity of selection is 
the same using I as it is using Y. Before introducing selection on traits other 
than Y we look first at the efficiency of the progeny-test selection index itself. 
The circumstances we deal with are those where the selection index is based 
on phenotypes of progeny of the animals (i.e., parents) among whom selection is 
to be practiced. THo commonly occurring cases are those of using milk yields of 
dairy cows to practice selection among bulls (particularly for bulls used in 
artificial insemination programs); and of using egg production of domestic fowl 
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to practice selection among.coclterels (their sires). It i-Till be assumed, for 
simplicity's srute, that each sire (or, more generally, parent) being tested has 
the same number of progeny, n, and that each progeny has exactly one record. Al-
though this sounds restrictive it imposes only minimum limitations in many practi-
cal applications; e.g., selection practiced on dairy and poultry sires is largely 
based upon just first records of their progeny. Provided there are sufficient 
progeny with records available at the end of the first possible year of such 
availability (e.g., approximately 60-100 progeny), then it is often more economic 
to make selections then (and bring in more young untried sires for testing) than 
it is to keep all sires additional years while waiting for repeat records on their 
progeny. We therefore assume that each sire has n progeny each with one record. 
Suppose that the index Iy is the selection index based on n progeny records 
on Y. Then it is well-known (e.g., Falconer [1960]) that R(Iy, y) tor (1) is 
R(I , y) = . J nh 
Y .4 + h(n - 1) (2) 
and hence 
RSE(Iy, Y, y) = J n 
4 + h(n - 1) (3) 
Equation (2) gives the correlation between the genotype y and the progeny-
test selection index based on n progeny each i-Ti th one record Y. Values of this 
correlation are shown in Table 1 for numbers of progeny ranging from 2 to 200 and 
(SHOW TABLE 1) 
for heritability values from 0.1 to 1.0. A discussion of this table in the con-
text of dairy cow breeding is given in Searle (1964], including reference to a 
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study of observed progeny tests that confirms the underlying derivation of this 
correlation. 
Equation ( 2) gives opportunity to calculate the number of progeny required 
in order that the correlation between the index and the (additive part) of the 
~ . 
sire's genotype shall be of a predetermined magnitude. Thus on rewriting (2) as 
" 
n = ----'4/_h_-...;.1;...__ (4) 
(R(Iy, y)]-2 - 1 
lle can calculate n for any value of h and for a pre-assigned value of R(Iy, y). 
Table 2 {taken from Searle [ 1964]) shows values of n for the same ranges of 
R(Iy, y) and h as are used in Table l. Naturally, the numbers of progeny required 
( SHO'\<T TAB~ _2) 
are small for correlations so lOll as to be valueless (below 0. 80 say) but there-
after the numbers increase rapidly. Tables 1 and 2 are, of course, two different 
ways of tabulating values of the same expression and so their entries correspond. 
Nevertheless, the tables represent ~~o different uses for the same result: Table 1 
provides the correlation be~·reen additive genotype and progeny-test for some known 
number of progeny, whereas Table 2 is useful for deciding, prior to conducting a 
progeny-test program, just how many progeny are needed in order to achieve a pre-
assigned value of the correlation R(Iy, y). 
The poultry and dairy cow examples of progeny testing cited earlier are cases 
where the trait of interest (egg-laying and milk production) cannot be expressed 
by the sire. .Consequently selection on sires could never be based on performance 
records and so the RSE of equation (3) is not applicable. Progeny-testing is 
usually the preferred method of estimating additive genotype in such cases, 
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although an alternative is to use ancestor records, the efficiency of which is 
discussed in Searle [1963]. But there are economically important traits which are 
expressable in both parent and offspring, such as fleece weight in sheep and rate 
of weight gain in beef cattle. In these cases the RSE of (3), which compares 
progeny testing with performance testing, is applicable and can be used to answer 
the question "when is progeny-testing preferred over performance testing?". By 
"preferred over" or 11better than" is meant 11gives greater rate of genetic inWrove-
ment II o And in thiS Sense progeny-testing vlill be preferred OVer performance test-
ing when RSE of (3) exceeds unity. 
Values of (3) can be studied in tuo 1-1ays JUst as are the values of (2) in 
Tables 1 and 2. First, in Table 3, are shown values of RSE given by (3) for the 
(SHOll TABIE 3) 
same values of n and h as in Tables 1 and 2. These values are, by nature of (2) 
• and (3), just those of Table 1 multiplied by h- 2 • Nevertheless they are illumin-
ating: for example, an immediate conclusion is that RSE > 1 on most occasions, 
i.e., except for very small nor for large h, progeny-testing is preferable to 
performance testing. Another feature of Table 3 is that for each value of h there 
is an upper limit on the value of the RSE. This is obtained by letting n tend to 
infinity in (3) giving RSE(n .... co) = h-~, the values of which are shown in the last 
r0'\·1 of Table 3· For example, with an infinitely large number of progeny the 
relative selection efficiency of progeny-testing over performance testing is 3.16, 
for h = 0.1, but only 1.58 for h = 0.4. In making these observations it must not 
be forgotten that ~·Te are assuming single records on all animals. lfere there to be 
m records in the performance test of the parent the RSE of (3), i.e., the values 
in Table 3, would be lessened through multiplication by ~P + (1 - p)fm where p is 
repeatability. 
- 6 -
The second way to look at values of n, h and RSE that satisfy (3) is that of 
asking the same kind of question that leads to Table 2: in this case, "for a given e 
value of h, how many animals are needed in a progeny-test so that the RSE equals 
some pre-assigned value?" This results in rearranging {3) as 
\""~. 
4 - h 
n 010----- (5) 
(RSEr2 - h 
Values of this expression are shown in Table 4, for the same values of h as in· 
(SHOW TABLE 4) 
Tables 1 - 3, and for a range of values of RSE. The latter are chosen as equal or 
greater than unity, representing situations vThen progeny-testing is as good as or 
_b. 
better than performance testing. The upper limit of h 2 on RSE established from 
(3) as n - m and shmm in Table 3 is clearly evident in (5), arising from the non-
negativity of' n. This is reflected in Table 4 by each column ending uith its upper 
limit of RSE shown in parentheses, indicating that no further values of n exist. 
The choice of RSE values shown in the table was made with these upper limits in 
mind, so as to have a range of values as well as values that are, in most cases, 
close to the limits. As with the correspondence bet11een Tables 1 and 2, so also 
is there a correspondence betHeen the entries in Tables 3 and 4. But again the 
two tables have separate uses. Table 3 gives the RSE for a given number of progeny 
and a given heritability, uhereas Table 4 is useful for deciding, prior to conduct-
ing a progeny-test program, just how many progeny are needed in order to achieve 
a pre-assigned increased rate of genetic improvement over performance testing, 
i.e., a pre-assigned value of RSE. It is readily seen that for low values of 
heritability just a relatively small number of progeny (e.g., 10 or less) can give 
RSE values in the neighborhood of 1.15 (up to 1.40 for h = 0.1); and that for high 
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heritability values (0.7 and greater)·progeny-testing can never be better than 
haVing an RSE of 1.19. 'In contrast; for lol~ heritability values but several 
hundreds of progeny it is possible to have RSE's in the neighborhood of 2.00, i.e., 
in the sense being used here, progeny-testing is twice 11as good as 11 performance 
testing. Al.l this is, of course, what one would expect, but it is interesting to 
have comparisons ava:l,lab le, as provided by the tabulated values. 
3. Progeny-Testing With An Alternative Trait 
Taking I as the phenotype X of some trait alternative to Y reduces (1) to 
"'"~"~J/-tt-.y·,~-vmich vle call 
(6) 
where r is the genotypic correlation betvTeen traits X and Y and hx = a~ a~ is the 
heritability of X in the same i'lay that hY.= h = a;Ja~ is of Y. Considerable 
attention uas given to p in Searle [1965], and also to R(I, Y, y) for I being a 
linear combination, under mass selection, of either Y and one X, or of two X's. 
We nov1 consider R(I, Y, y) for I being a progeny~test index. 
3.1. Comparisons with performance testing 
·Denote by IX the selection index based on single records of nx progeny. Then, 
just like (2) 
/ n h ( ) J X X R IX' y = r 4 + h (n - 1) X X (7) 
_...~~ ~.-·;_;).~.·-~<.'r.··'-<V7-:.""~ ··~--- -·~-- ·- -- • 
and similar to (3) 
RSE(IX' Y, y) = rjhhx j-4 ___ n_x ___ = pj-4 ___ n_x ___ ' using ( 6). 
+ h (n - 1) + h (n - 1) y X X X X 
(8) 
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Expressions (7) and (8) are respectively the correlation betv1een progeny-test on 
X and additive genotype y of a parent; and the relative selection efficiency fbr im- ~ 
~rovement in y, of progeny-testing using X compared to performance testing using 
Y. They are therefore directly comparable with ( 2) and ( 3) . Furthermore, they 
are easily obtained from (2) and (3). 
First, from (2) and (7) we see that (7) is (2) multiplied by r and using nx 
and h for n and h; i.e., 
X 
R(Ix, y) = r[R(Ix, x)]. 
Hence values of R(IX' y) from (7) are obtainable from Table .. l by multiplication 
by r, the genetic correlation---F~r example, tor r = 0.8, h = 0.7 and n = 50, 
, , , __ ·' X X 
. ; ~ . . , :·· ' 
we get R(Ix, y) = 0.8(0.95) = 0.76. Also, values of nx obtained from (7) compar-
able to (4) are 
4/h - 1 
X 
n =--------x 
[R(Ix, y)/rr2 
(9) 
- 1 
Hence values of n can be obtained from Table 2 using h for h and, for a pre-
x X 
assigned value of R(IX' y) using the table with R(Ix, y)/r in place of R(Iy, y). 
For example, with r = 0.8 and hx = 0.7, in order to achieve a pre•assigned value 
of R(Ix, y) = 0. 56, enter Table 2 with o. 56/0.8 = 0. 7 for R(Iy, y) and h = o. 7 
and on doing so find that 5 progeny are needed. Note from (9) that the pre-
assigned value of R(IX' y) cannot exceed the genetic correlation - as is eminently 
reasonable. 
Similar relationships exist betl•een (8) and Tables 3 and 4. From (3) and (8) 
we see that (8) is 
RSE(IX' Y, y) = pRSE(IX' X, x), 
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so that values of (8) come from Table 3 by multiplication by p. Similarly, values 
of n obtained from (8) comparable to (5) are 
X 
where 
4 - h X 
n =------x 
(RSE*)-2 - h 
X 
(10) 
RSE'" = RSE(IX' Y, y)/p • (11) 
Thus values of n can be obtained from Table 4 using h for h and, for a pre-
x X 
assigned value of RSE(IX' Y, y), using the table with RSE* in place of RSE. For 
example, with p = 0.8 and h = 0.4, in oraer to achieve a pre-assigned value of 
X 
RSE(IX' Y, y) = 1.24 enter Table 4 with RS~~ = 1.24/0.8 = 1.55 for RSE and h = 0.4, 
and see ~hat 222 progeny are needed. Notice from (10) that the upper limit on 
,_ 
RS~ is h;2, and hence from (11) the corresponding upper limit on RSE(IX' Y, y) 
l. l. 
ish-;, = rh-2 , using (6). Also, if this upper limit is to exceed unity then X y 
r > ~ must be satisfied. y 
3.2. Progeny-tests with the same numbers of progeny 
lle now consider the relative selection efficiency of IX compared to Iy. 
From (3) 
and so, on defining 
RSE(Iy, Y, y) j n - y 
4 + h (n - 1) y y 
RSE(IX' Y, y) 
q = RSE(IX' ty, y) = 
RSE(Iy, Y, y) 
in the manner of Searle [1965l w~ get, using (8), 
(12) 
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n [4 + h· (n - 1)] 
X y y (13) 
n [4 + h (n - 1)] y X X 
This can be rearranged as 
1) /J-4-+_h_~.::....~---1-) 
y y 
(14) 
where each square root term is an RSE like (12) and its value can be obtained 
from Table 3· A study of the behavior of q for variations in r 1 h 1 h , n and n X y X y 
is difficult. Hm.,ever 1 some conclusions can be reached, particularly on assuming 
the same number of progeny whether using X or Y. This is by no means an i~ractical 
assumption and so to begin vTi th we take 
and have 
n = n ;::; n X y 
J4 + h (n - 1) j4h + h h (n - 1) q=p --~Y---""r x xy 
4 + h (n - 1) 4h + h h (n - 1) 
X y X y 
(15) 
(16) 
Progeny-testing with n progeny will be better using the alternative trait X 
than using the basic trait Y uhen q > 1. (We use 'better' and 'poorer' in the 
sense of bringing faster- and slower- improvement in y.) From (16) it is clear 
that q > 1 occurs when 
and, equivalently, 
j 4 + h (n - 1) p > X 
4 + h (n - 1) y 
4h + h h (n - 1) y X y 
4h + h h (n - 1) 
X ~C y 
(rr) 
(18) 
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Because, by definition, r ~ 1, (18) can be true only for h < h , in which case y X 
the right-hand side of (l'r) exceeds unity, i.e., p > 1. Furtherrore, as is evident 
in (6), p > 1 only v7hen r > ~h/hx and one can readily shm-1 that the right-hand 
side of (18) al1·1ays exceeds ¥x, . Hence whenever (18) is satisfied so is 
r > ~h/hx and so both q > l and p > 1; moreover, q can never exceed unity without 
p doing so also. However, for h < h the first expression of (16) shows that y X 
q < p. Tnus we have the following situation: progeny-testing with n progeny will 
be better using X rather than Y (i.e., q > 1) only when h < h and 1-1hen (18) is y X 
satisfied; and then p > q > 1, implying that the increased rate of improvement in 
y ·Hill be greater under mass selection than under progeny-testing. Table 5 gives 
( SHOH TAB IE 5) 
examples o:f the lower limit of r imposed by (18) for h > h and for n = 10, 30, 
X y 
50 and 100. 
Of particular importance in all this is that only if the alternative trait 
has higher heritability than the basic trait, can it be beneficial to use the 
alternative trait; and it will be beneficial only if the genetic correlation 
satisfies (18), e.g., ~~ceeds the values shown in Table 5. Furthe~more, these 
lower limits approach 1.00 as n _, co, This means that only for small numbers of 
progeny ie there nru..ch of a range of values of r that permits q > 1 to be satisfied. 
This is because q _, r as n-co, as is evident from (16). 
Table 5 is based on expressing the inequality q > 1 with n = n = n in terms X y 
of limits on r. But it can also be expressed in terms of n as 
n < L:J_ for h J y 
4(r2h - h ) 
r) = 1 + _x Y 
h h (i - r 2 ) 
X y 
= 1 + 4(p2 - 1) 
h (1 - r 2 ) 
X 
(19) 
(20) 
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Clearly ~ is positive for p > 1, so that when (17) and (18) are satisfied so also 
is n < L1 . Thus is established an upper limit ~ such that progeny-testing using 
an alternative trait is better than using the basic trait with the same number of 
progeny. This means that for a particular alternative trait with p > 1 progeny-
testing based on that trait can only be better than using the basic trait with the 
same number of progeny up to a limited number of progeny- and beyond that limit 
progeny-testing using the basic trait is better. Table 6 shows values of this 
limit for situations in '\>7hich it e:Xists, na:meJ.r for the conditions under which 
p > 1, ivhich are r > .ffi: and h >. h lr2 , as di13cussed in Searle [1965). For y X ':f 
( SHOH TABLE 6) 
exanu;>le, when h = 0.2 and r = 0.9 p > l if h > 0.25, and in fact if h = 0.6 y X X 
then p = 0.9 JO.b/'b.2 = 1.56; and from Table 6 '\ole find that in this case only for 
51 progeny or less, will progeny-testing using the alternative trait be better 
than using the basic trait, ·1-1hen both progeny-tests have the same number of 
progeny. For more than 51 progeny, using the basic trait will be better. 
3·3· Progeny-tests uith different numbers of progeny 
He now consider progeny-tests based on different numbers of progeny: 
the alternative trait and n using the basic trait - as in equation (14). y 
n using 
X 
He have 
just seen when p > 1 that for n belm-1 the llmits ~ given in Table 6, progeny-· 
testing with n = n = n progeny is better using ti1e alternative trait than using X y 
the basic trait, i.e., q > 1. For some cases of nx = ny < ~~ the value of q ivill 
exceed 1.00 sufficiently as to enable use of n < n and still have q > 1. This X y 
means that for some values of n < L1 using fewer progeny than n on the alterna-Y y 
tive trait (i.e., n. < n ") ivill be better than using n progeny with the basic 
X y y 
trait. For example, from Table 6, l7ith r = 0.9, h = 0.2 and h = 0.6, we saw y X 
.. 13,.. 
that L:t = 51; and for n.,. = n = n = 20 < 1'1_ = 51, equation (16) ~ives q = 1.11. 
.. ~ y .i') .. 
This exceeds 1.00 sufflb1ently that we can in fact use _the alternative trait with 
n < 20 and from {14) still have q > 1, i.e., still have the alternative trait X . 
being better than the basic trait. Thus eq~tion (14) gives q = 1.07 for n = 15, 
' .. ... /...... L,ox 
and q = 1.04 for n = 12, so that either 15 or 12 progeny using the alternative 
X 
trait are better than 20 progeny using the basic trait. Clearly, 15 or 12 progeny 
on the alternative trait (q = 1.07 and q = 1.04, respectively) are not as good as 
20 progeny are (q = 1.11), but the important thing is that in these cases q still 
exceeds unity but 1-1i th n < n . X y 
Relationships between n and n can be considered in m::>re general terms X y 
through the use of ( 14 ),. Suppose we aslt "hm1 many progeny are needed· using X to 
be equivalent to progeny-testing with n progeny using Y'? 11 The ans"1er is the y 
solution for n to the equation q = 1. Using {14), this is 
X 
n h (4 - h ) ( ) y y X n = n n , h"", h , r ::: ----.::......:;;._._ ______ _ 
x x Y - Y h [r2 (4 - h ) - n h (1 - r 2 )] X y yy 
Since n > 0 we immediately see that this equivalence can occur only if 
X 
(21) 
(22) 
Since we have already seen that this kind of equivalence occurs for n = n = n < ~ X y -1 
of (19), "'e would expect L2 of (22) to exceed ~ of (19); and it does, as may be 
easily shown. Thus ~ of {22) is an upper limit to the number of progeny using 
the basic trait, above which not even an infinite number of progeny using the 
alternative trait can yield equivalent progeny-testing procedures. For example, 
11ith r = 0.9, hy ::: 0.2, the limit given by (22) is 12 = 81. Hence progeny-testing 
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using alternative traits with genetic coiTelation 0.9 can never be prefeiTed to 
using the basic trait with 81 or IIX)re progeny, no matter ho11 many progeny are 
available for the alternative trait, nor what the heritability of that alternative 
trait may be. For example, "t'lith n = 100 > L... = 81 and n = 200, with h = 0.6, y -2 X X 
equation (14) yields q = o.g( < 1. Thus L1 of (19) and ~ of (22) divide values 
of ny into 3 groups: 
~-~..,.1.: for ny < t 1, there exists nx < ny such that using the alternative 
trait is preferred. 
~~-~~: for L1 ::; ny < L2, there exists nx > ny > ~ such that using the 
alternative trait is preferred. 
9'.£0~: for ny > L2, using the alternative trait can never be preferred. 
The exa.zt!Ple of h = o. 2, h = o. 6 and r = 0. 9 that has been used throughout X y 
this section is illustrated in Figure 1,. "'~ich shows R(Iy, y) and R(IX' y) plotted 
against n. The division of n-values into 3 groups, insofar as n is concerned, is y 
self-evident. 
( SH0\'1 FIGURE 1) 
The division beb1een Group I and Group II values of ny is L1, as discussed in 
the preceding section and tabulated in Table 6. The division between Groups II and 
III is L2 of (22). For Group II values of n , uhere n > n , the lack of complete y X y 
correlation be~~een the alternative and basic traits (i.e., r < 1) can be compen-
sated for in using the alternative trait by having more progeny, but only to a 
certain extent. There is a definite limit beyond which this compensatory effect 
cannot be had, and that limit is L2 which represents the number of progeny using 
the basic trait beyond which not any number of progeny using the alternative trait 
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can be equivalent. Values of L2 are shovm in Table ~r, for r from 0. 50 to o. 98 and 
( SHOH TABLE 7) 
for hy froQ 0.1 to 1.0. Tabulation of ~ for r < 0.50 is not given because ~ is 
then less than 10 (for h > 0.10). As is evident in Table '( and from {22), values y 
of L2 are smaller for small values of r than for large, and also for large values 
of h than for small. In particular, "t'lhen the basic trait has a heritability of y 
0.60 or more, L2 is less than 20 unless r is 0.90 or more. This simply means that 
in these situations using an alternative trait can only be equivalent to using a 
basic trait having high heritability when the latter is used on relatively fevT 
progeny. vllien the progeny-test using the basic trait has more than 20 or so 
progeny it is then more reliable than any progeny-test using an alternative trait 
could be, no matter hovl many progeny were available. On the other hand, L2 is 
large when r is close to 1.00, corresponding to the upper limit on n being y 
infinite v1hen r = 1. In this case the high genetic correlation between the al-
ternative and basic traits means that the t1-10 traits are sufficiently correlated 
genetically that a progeny-test using the alternative trait can be equivalent to 
one using the basic trait even for large numbers of progeny in the latter. ~~en 
they are perfectly correlated, r = 1, the limit is infinite, meaning that for all 
progeny-tests using the basic trait equivalent tests using the alternative trait 
can be found, and in that case n = n (L~/h - 1)/ (4/h - 1). A final and obvious X y X y 
comment, but one worthy of note, is that ~ is independent of hx' the heritability 
of the alternative trait. 
W1th n of {21) being a function of 4 variables, there is difficulty in pre-
x 
senting a table of values that is of both reasonable size and practical use. 
Table 8 is but a small example, for ny = 10, 15, 20 and 25, for hy = 0.3, 0.6 and 
0.5, and for r = 0.75 to 0.95. There are no entries for combinations of these 
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( SHOH TABLE 8) 
values for which n exceeds its limit (see Table ~(). Interpolation for inter-
Y 
mediate cases is not recommended due to the nature of the fUnction, and direct 
calculation from the formula should be made for cases not shown. Generally speak-
ing, for a given value of n", the value of nv increases with increases in r and h __ ; 
~ - ~ 
and it decreases with increases in h • SUch results are as one would expect and 
X. 
are demonstrated by the values in Table 8. 
4. Using Two A~ternative Traits 
Suppose 1-1e wish to compare progeny-tests using two different alternative 
traits x1 and ~ for selection for ill'qlrovement in y. Let hl' h 2 be their heri t-
abilities, r 1, r 2 their genetic correlations with the basic trait and n1, n2 the 
number of progeny used. Then the relative selection efficiency of Ix1 compared to 
rxa is 
RSE(IX1 , IXa, y) = R(~, y )/R(IXa, y) 
/
. n2h2 
-4 _+_h_2_(_n2---1-) (23) 
using (7). Values of the square root ter~ in (23) cari be obtained from Table 1. 
Progeny-testing with n1 progeny using an alternative trait x1 will be equiva-
lent to having n2 progeny using another alternative x2 when R(Ix1 , I~, y) = 1. 
Using (23) and solving for n1 gives 
(24) 
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a result very similar to n of (21). In fact, if we let 
X 
(25) 
then (24) can be expressed as a form of (21) in the manner n1 = nx(n2, h1 , h2 , P1 ). 
Consideration of vrhen progeny-testing using x1 vTill be better than using x2 
(in the sense of faster improvement in y) is achieved through studying 
(26) 
available from (24). Because the denominator of (23) is alvTays positive when 
r~ > r~, a situation that cannot occur 1-Tith (21), lve need to distinguish three 
cases, according as rf <, =, or =:"" ~· In all cases, manipulation of (24) and 
(26) leads to the results that follow. 
Case 1, rf < r~, 
llhen n2 < L2 (h2 , p1 ), x1 is better than ~ with n1 > n2 except that 1-1hen 
hJfh2 > 1/p~ and n2 < L1(h1, h2, p1 ) <·L2(h2, p1 ), then x1 can be better with 
n1 < n2 • And when n2 ~ L2(h2, p1 ) the alternative x1 can never be better than x2 • 
Case 2 r 2 = r 2 
' 1 2 
Equation (24) reduces to 
4/hl- 1 
A.=---- (27) 
It is always possible to have XI better than X2 for n1 > n2, and for h1 > h2 w~ 
can have xl better than x2 for nl < n2. 
- 18 -
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x1 can alue,ys be better than x2 lTi th n1 < n2 when h.jh2 ~ p~; and for 
h.jh2 < p~, ~ can be better than X2 vrith n1 < n2 llhen n2 ~ ~ (h2, hp p2) but 
only "rith n1 > n2 when n2 < ~ (n2, h1, p2). 
Additional results similar to these could be derived for combining the 
alternative traits into selection indices either >-Tith each other or with the basic 
trait, just as was done in the case .of mass selection in Searle [1965]. However, 
the algebraic manipulations increase in complexity and it becomes difficult to 
establish any usable conditions under l1hich some alternatives are preferable to 
others. 
5. Sampling Variances 
Discussion of whether an alternative trait is to be preferred or not has been 
entirely in terms of genetic parameters. In practice these have to be estimated. 
Decisions about using an alternative trait therefore have to be made on the basis 
of estimated RSE's, for example, estimated values of q of (14). Even though the 
sampling distribution of these estimates is unknown, there ,.,ould be some (slight) 
comfort to using the estimates if we could have even approximate standard errors 
for them. Tnis has been done in the case of mass selection, where p of (6) is the 
appropriate measure of relative selection efficiency. Approximate sampling 
variances of an estimator of p have been obtained by Searle [1965], based on 
parent-progeny records for estimating genetic parameters and by Scheinberg [1967] 
based on sibship data. In both cases derivation of the sampling variance is 
tedious, is approximate only, and results in an expression that is too co~licated 
to be studied analytically. Only numerical studies are possible. These diffi-
culties are even vrorse in the case of the san()ling variance of the relative 
- 19-
selection efficiency of progeny-testing, of say RSE(Iy, Y, y) of (3) or of q of 
(14). The added difficulty compared to dealing with p is that whereas p is just 
a simple product of r, h~ and h-t, q involves [4 + h (n - 1)]-i and 
X y X X 
l.. [4 + h (n - 1))~; and the methods of deriving sampling variances do not lead y y 
themselves at all easily to handling this kind of expression. For example, 
adapting Scheinberg's [1967] notation slightly, his exPression (8) is 
A A ~ A-~-1 p = G P P G 
xyyyx:x.yy 
A A A 
r7here P (and G ) are estimated phenotypic (and genotypic) variances - and Gxy yy yy 
is an estimated genotypic covariance. A The comparable expression for q is 
for 
H = j_~p + (n - l)G • yy yy y yy 
The co~lications that result in trying to follow Scheinberg's procedure are 
horrendous - and even if follm-1ed successfUlly yield expressions considerably more 
complicated than his. Furthermore, they have the added complication of involving 
n and n • Their practical value 1-1ould therefore appear to be very limited. X y 
.A feasible alternative might be to obtain 
directly from (14). Cautious use of this in the form 
might be little worse than the excessively complicated procedure of the preceding 
- 20 -
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paragraph. Calculation of var{p) would then be derived :froni'Scheinberg [1967], 
vrhich, in ita use of sib records, is the· appropriate form to use here for progeny.:. 
testing. 
6. Conclusions 
Space precludes summarizing all the conclllsions that could be drawn from the 
preceding discussion but some of the m::>re important ones are now listed. In all 
.·· 
cases these conclusions pertain to progeny-testing. 
1. The relative selection efficiency of progeny-testing compared to performance 
testing is 
RSE(Iy, Y, y) = ~ n/(4 + h(n - 1)] 
with a limiting value of h-t as n ~ m. [See equation (3) and Table 3.] 
2. The number of progeny needed so that RSE(Iy, Y, y) dquals some pre-assigned 
value RSE is 
n = (RSE)2 (4/h - 1)/(1/h - (RSE)2 ] • 
[See equation (5) and Table 4.] 
3· With P = r -J hjhy being the RSE ot the alternative trait X under mass 
selection [equation (6)], the RSE of progeny-testing with X compared to per-
formance testing with Y is 
Values can be calculated from Table 3 by rm.Utiplying by p. [See equation (8).] 
4. The number of progeny needed so that RSE(IX' Y, y) equals some pre-assigned 
value RSE is 
nx = (RSFf-<)2(4/h - 1)/(1/h - (RSE*)2) X X 
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where ~' = RSE/p. [See equations (10) and (11) and Table 4.] 
5. The RSE of progeny-testing with nx progeny using the alternative trait X 
compared to ny progeny with the basic trait Y is 
nx([4 + hx(nx - 1)] = P RSE(IX, X, x) 
n/[4 + hy(ny - f)) RSE(ty, Y, y) 
[See equation (14).] 
6. Progeny-testing vTith n progeny will be better using X rather than Y (i.e., 
q > 1) only when 
j4h + h h (n - 1) h>h andr> Y xy , 
x Y 4h + h h (n • l) 
X X y 
in 1-rhich case p > q > l. [See equation (18) and Table 5·] Equivalent con-
dit"ions are 
for 
[See equation (19) and Table 6.] 
7· Progeny-testing with n progeny using Y is equivalent (q = 1) to using n y .· X 
progeny vTi th X for 
n h (4 - h ) 
n = y Y x 
x h [r2 (4 - h ) - n h (l ~ r 2 )] X y y y . . 
8. 
- 22 -
provided 
[See equation (22) and Tables 7 and 8.] 
~ and L2 divide values of ny into 3 groups: 
(1) ny <~where X can be preferred for rix < ny ; 
(2) L:t_ s: ny < L2 where X can be preferred for ~ > ny ; 
vThere X can never be preferred. 
[See section 3·3 and Figure 1.] 
9· The RSE of progeny-testing with n1 P:t:'Ogeny on JS_ con:q;>ared to n2 on ~ is 
[See equation (23).] Situations where x1 is preferred to~ are discussed in 
Section 4. 
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TABLE 1 
Correlation~!- between progeny-test and additive genotype of a parent. 
No. of Heritability (h) 
progeny 
(n) .1 .2 
·3 .4 .5 .6 ... ( .8 .9 1.0 
2 .. 22 
·31 ·37 .43 .4 .. ( .51 ·55 • 58 .61 .63 6 
·36 .49 o 5r( .63 .68 • '(2 or{5 ·TI .80 .81 10 .45 
·59 o 6r( ·72 ·Tf .80 .82 .as .86 .88 
15 
·53 .66 ·7h ·19 .82 .85 .87 .89 ·90 .91 20 
·59 .·-,2 ! .• '79 ~83 .86 .. .88 .go .91 ·92 ·93 
25 .62 
·15 .82 .86 .88 .go .92 ·93 .94 .g4 
30 .66 .'{8 .84 .87 
·90 .92 ·93 .94 ·95 .95 
40 or{2 .82 .8r( .90 .92 .94 .95 ·95 .96 .96 
50 
-75 .85 .89 .92 .94 ·95 • 95 .g6 .err .97 60 
·78 .8'"( • 91. .93 ·95 .95 .96 .96 .gr .98 
80 .82 .go 
·93 • 95 .96 .c;-r ·97 ., .g8 .98 .98 100 .85 
-92 .94 .96 ·97 • 9'( .98 .gB .g8 ·99 200 o9J. .96 
·97 .98 .98 .98 .98 ·99 ·99 ·99 
·::- Equation (2): R(Iy, y) = ~nh/[4 + (n - l)h] • 
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Number·* of progeny needed in a progeny test in order to estimate 
the additive genotype of a parent 'dth pre-assigned value of the 
coiTelation betl-1een the progeny-test and parent 1 s genotype • 
Pre-assigned 
corr.~;tation 
R(Iy, y) 
.20 
.!~0 
.50 
.60 
.'(0 
.80 
·90 
. 95 
. 98 
• 99 
·:~ Equation (4 ): 
... .. 
.. ~-·~-·· Heritability (h) 
-- _ ... 
'0· 
.1 .2 
·3 .4 
2 1 1 1 
7 4 3 2 
13 .T 5 3 
22 ll 
.7 6 
38 18 ~2 9 
·ro 34 22 16 
16'{ 81 53 39 
361 1'76 115 84 
946 461 300 219 
1,921 936 608 444 
n ,.. __ 4 .... /_h_-_1 __ 
2 .. [R(ry, y n- - 1 
-5 .6 
1 1 
2 2 
3 2 
4 4 
7 6 
13 ll 
30 25 
65' 53 
rro 138 
345 280 
• ·r .8 .9 
1 1 1 
1 1 1 
2 2 2 
3 3 2 
5 4 4 
9 8 '( 
21 18 15 
44 38 32 
115 98 84 
233 .. 198 170 
1.0 
1 
1 
1 
2 
3 
6 
13 
28 
73 
148 
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Relative selection ef'ficiency*··of ·a··progeny-test on n progeny. 
No. of Heritability {h) 
progeny 
(n) .1 .2 
·3 .4 .. ~-5 .6 • '7 .8 ·9 1.0 
2 .~ro .69 .68 • 6·-, • 6 ... ( .66 .65 .65 .64 .63 
6 1.15 1.10 l.o4 .. . ;t;.oo .. --.96 
·93 .89 .86 .84 .81 
10 1.40 1.31 1.22 1.15 l.o8 1.03 
·99 .94 .91 .88 
15 1.67 1.49 1.35 1.25 1.rr 1.10 l.o4 ·99 ·95 ·91 
20 1.84 1.60 1.1~4 1.31 1~22 1.14 1.08 1.02 .g-{ 
·93 
25 1.98 1.69 1.49 1.36 1.25 1.1'l . .' 1.10 l.o4 
·99 .94 
30 2.09 1.'(5 1.54 1.39 1.2'"( 1.18 •'1.11 1.05 1.00 • 95 
40 2.25 1.84 1.60 1.43 1.30 1.21 1.13 l.o6 1.01 .96 
50 2.3'7 1.90 1.64 1.46 1.32 1.22 1.14 l.o8 1.02 .9'( 
60 2.46 1.95 1.66 1.4'( 1. 31~ 1.23 1.15 1.08 1.03 .98 
80 2.59 2.01 1.·ro 1.50 1.36 1.25 1.16 1.09 1.03 .98 
100 2.68 2.05 1.~(3 1.51 1.3'"( 1.26 1.1"( 1.10 l.o4 .99 
200 2.89 2.1.4 l.Tf ... 1-.55 ... 1..-39-·--·1-. 2{ 1.18 1.11 1.05 
·99 
co 3.16 2.24 1.83 1.58 1.41 
..... 1:~-~9 1..20 1.12 1.05 1.00 
···" 
* Equation (3): RSE(Iy, Y, y) = {;J[4 + h(n - \)j ·. 
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TABlE 4 
Number* of progeny needed so that progeny-testing is at least as good as 
performance testing. (Upper limits on RSE shown in parentheses.) 
~- 'L•'~ 
RSE .1 .2 
·3 .4 
1.00 5 5 6 6 
1.05 5 6 7 8 
1.10 6 7 8 9 
1.15 6 7 9 ll 
1.20 '7 8 10 13 
1.25 8 9 11 15 
1.40 10 13 18 33 
1.50 12 16 26 81 
1.55 13 18 32 222 
1.60 14 20 41 (1. 58) 
1.80 19 35 428 
2.00 26 76 (1.83) 
2.20 37 575 
2.50 65 (2.24) 
3.00 351 
3.10 961 (3.16) 
·~ Equation (5): n = --4--__;,h_ 
(RsEr2 - h 
Heritability (h) 
·5 .6 ·7 .8 .9 1.0 
7 9 11 16 31 (1.00) 
9 11 16 30 441 
11 16 zr 121 (1. 054) 
14 22 59 (1.12) 
18 36 (1.195) 
25 85 
343 (1.29) (1.41) 
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TABLE 5 
Lower limit~~" on r 1 the genetic correlation bet"1een an alternative trait 
and a basic trait, such that a progeny-test using n progeny is better 
based on the alternative trait than the basic trait. 
Heritability of-alternative trait (hx) 
Heri tab 111 ty 
of .4 ' .• 6 ~ .... . . .8 . .... 
basic trait No. 
(h ) y 10 
.2 .81 
.4 
.6 
-:~ Equation (18): 
of progeny (n) No. of progeny (n) 
30 50 100 10 30 50 100 
.89 
·93 . 95 ·'t3 .85 .90 .94 
.91 • 96 .g-r .98 
4h + h h (n - 1) 
---:Y::.-...._x~y:..,.___ , 'With h > h • 
4h + h h (n - 1) x Y 
X X y 
No. of progeny (ti) 
10 30 50 100 
.69 .83 .89 ·93" 
.85 . 93 
-95 .98 
.94 . 95 .96 .96 
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TABLE 6 
Maximum number;~ of progeny using the basic trait, for w~ich progeny-testing . 
using an alternative trait can be equa.l.or better 11hen us.ing less progeny. 
Heritability 
of basic 
trait (hy) 
.1 
\ 
.1 
... 
.2 
.1 
.2 
·3 
.1 
. 
.2 
·3 
.1~ 
.1 
.2 
·3 
.4 
·5 
.1 
.2 
·3 
.4 
.5 
.6 
. ~, 
.8 
* Equation (19): 
-T'-<'~ 
Heritability of alternative trait {h ) 
X 
.2 .3 .4 ·5 .6 ·7 .8 
Genetic correlation = 0.4 
1 2 
Genetic correlation= 0.5 
1 3 5 6 7 
1 
Genetic correlation c 0.6 
2 7 ll 13 14 15 
1 3 4 
Genetic correlation ~ 0.7 
13 ).9 23 26 28 29 
4 7 9 10 
2 4 
'·" . 
Genetic correlation = 0.8 
16 35 44 49 53 56 58 
8 14 18 20 22 
2 6 8 10 
2 4 
1 
Genetic correlation = 0.9 
66 101 118 129 136 141 145 
16 33 44 51 56 59 
5 16 23 28 31 
1 8 13 17 
5 8 
3 
4(r2h - h ) 
Maximum = ~ = 1 + x Y • 
h h (1 - r 2 ) xy 
·9 1.0 
3 3 
8 9 
1 2 
16 17 
5 6 
1 2 
30 31 
11 12 
5 5 
2 
59 61 
24 25 
12 13 
6 7 
2 4 
148 150 
62 65 
34 36 
20 22 
11 14 
6 8 
1 4 
1 
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TABI.E ~( 
Maximum number<t~ of progeny using the basic trait :for ,.,hich progeny-testing 
using ali alternative trait can be equivalent or better. 
Heritability Genetic correlation, r, between basic and alternative traits 
of basic 
trait (hYJ .50 .60 .~ro ... (5 .8o .85 .90 -95 .98 
.1 13 21 •37 50 69 101 166 36o 946 
.2 6 10 18 24 33 49 81 175 46o 
·3 4 6 11 15 21 32 52 114 299 
.4 3 5 8 11 16 23 38 83 218 
·5 2 3 6 9 12 18 29 64 169 
.6 1 3 5 7 10 14 24 52 137 
... ( 1 2 4 6 8 12 20 43 ll4 
.8 1 2 3 5 7 10 17 37 97 
·9 1 1 3 4 6 8 14 31 83 ' 
1.0 1 1 2 3 5 .. ( 12 27 72 
r 02 (4-h) 
* Equations (21) and (22): Maximum= ~ = Y • 
hy(1 - r 2 ) 
e 
Number of 
progeny in 
progeny-test 
using basic 
trait 
(n ) y 
10 
15 
20 
25 
* Equation (20): 
e 
TABLE 8 
Number* of progeny required in a progeny-test using an alternative trait 
to be equivalent to a progeny-test using the basic trait. 
Heritability of alternative trait (h ) 
Heritability X 
of ·3 .4 
e 
.:;> 
basic trait Genetic correlation Genetic correlation Genetic correlation 
between traits (r) between traits (r) between traits (r) 
(hy) ·75 .80 .85 ·90 ·95 • ~(5 .80 .85 ·90 ·95 .~(5 .80 .85 ·90 • 95 
·3 49 29 21 16 13 36 21 15 1.4 9 28 17 12 9 7 
! 
.4 .• 180 58 34 23 18 131 42 25 17 13 102 33 19 13 10 
·5 141 55 33 24 103 40 24 17 80 31 19 14 
·3 1~94 '"(5 39 26 20 361 55 29 19 14 281 43 23 15 11 
.4 514 80 42 28 376 58 31 21 292 45 24 16 
• 5 • 207 66 39 151 48 28 118 38 22 
·3 356 74 40 z-r 260 5~· 30 20 202 42 23 16 
.4. 259 71 40 189.,. 5? 30 147 41 23 
r• 
.5 132 57 97 42 75 33 
·3 15'( 59 36 115 43 26 89 34 21 
.4 122 55 89 40 69 . 31 
·5 336 80 245 58 191 46 
~----~---- -·- --------- ~-
n h (4 - h ) 
n "' Y Y x 
x h [r2(4 - h ) - n h (1 - r 2 )] X y yy 
w 
I-' 
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Correlations: R(Iy, y) = j nh 
4 + (n - l)h y 
and 
.8 
.6 
.5 
I 
I 
.4- I 
0 
for h = 0.2, h = 0.6, and r = 0.9. y X 
Correlation, R 
/ 
/ 
! 
I 
10 
/ 
/ 
20 30 40 
As n ~ 001 R(Iy, y) - 1.0 
~- -· 
- -- ·- _ . ..;> 
..... -- ·-
- ·t ·-
i.._:- -;_--·- . ----· -·----------
L = 51 1 
50 60 70 
L = 81 2 
80 
Number of Progeny: n 
FIGURE 1 
As n - oo, R(Ix, y) - .9 
90 100 110 120 130 
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.Appendix 
Derivation or RI , for I = bY, on n records. 
r 
a- -;a2 
ba2 ,., a- ::) b = Yy = y .::;; __ 2_n_h __ 
! Yy 0y2 n * ip(n - l)h 2 4 + (n - l)h 
n2 
cry 
a- a- a-R = Yy = Yy _I_= __ 2_nh __ _ 
Iy a-cr a~ a 4 + (n - l)h 
n + !;(n - l)h 4 1 
y y y y 
n2 h 
= 2nh J4 + (n - l)h j nh 
4 + (n - l)h 4nh c 4 + (n - l)h 
Derivation of R(IX, y) 
I= bX, 
a- ~a a 2rnh cr I a b = X:y = ____ X_,Y.__ __ = X y' X 
0 5(2 4 + (n - l)h 1~ + (n - l)h 
___________ x a2 x 
4n X 
cr- cr- a-
=2l_= Xy~ 
cr- o cr .;".2 cr X y A~ y 
2rnh crJcr X X 
:s --~---
nh 
X 
4 + (n - l)h 
X 
(n - l)h 
X 
