Abstract. Stochastic differential equations are commonly used to describe the dynamics of diffusive systems. Since their introduction, they have also been considered natural candidates for the description of the dynamics of financial returns. In this context we analyze the problem of the analytical characterization of the still unknown probability distribution of returns of the exponential Ornstein-Uhlenbeck model with stochastic volatility, where the price is driven by a Geometric Brownian motion, whose diffusion coefficient is expressed as an exponential function of an hidden variable Y governed by an Ornstein-Uhlenbeck process. We derive closed-form expressions for the probability distribution and its characteristic function in two limit cases. In the first one the fluctuations of Y are larger than the volatility normal level, while the second one corresponds to the assumption of a small stationary value for the variance of Y . Theoretical results are tested numerically by intensive use of Monte Carlo simulations. The effectiveness of the analytical predictions is checked via a careful analysis of the parameters involved in the numerical implementation of the Euler-Maruyama scheme. Both analytical and numerical results we obtain can be exploited for useful applications in stock option pricing and risk management.
Introduction and motivation
Since the pioneering work of Bachelier [1] about the fair price of derivatives contracts exchanged on the Paris markets in the early '900, diffusion processes have been natural candidates for the modeling of the stochastic evolution of financial quantities. Few years later Einstein and, independently, Smoluchowski published their famous works about the diffusion of Brownian particles inside a suspension [2, 3] . Their works were later revisited by Langevin [4] , but from a completely different point of view. Indeed he took the point of view of the single particles and derived a description in terms of differential equations governing the microscopic dynamics under the effects of random collisions. What is more important for our work, he also focused on the equation driving the velocity of the diffusing particles and showed the existence of a stationary regime in which the velocity reaches a constant value. He provided the first example of what we currently call with modern language a mean-reverting process described by a stochastic differential equation (SDE) . Similar arguments but with the language of Fokker-Planck partial differential equation can be found in [5, 6] . In financial context it is quite common to meet quantities that by construction can not indefinitely diffuse but reasonably fluctuate around a stationary value. For example the modeling of interest rate dynamics developed during the '90s entirely deals with mean-reverting rates [7] . Empirical studies have also shown that the volatility, the variable that governs the amplitude of returns fluctuations, is not constant, as postulated by Black and Scholes in their seminal work about option pricing [8] . Indeed, once a suitable volatility proxy is defined, it has been empirically demonstrated that it fluctuates along time switching between regimes with higher and lower activity (bursting effect). Moreover, the assumption of a volatility with a stochastic nature represents a quite effective mechanism responsible for the excess of kurtosis observed for the empirical returns probability distributions. A reasonable assumption for the modeling of volatility is therefore a mean-reverting dynamics. Indeed in financial literature this idea has been widely exploited, as the introduction of several stochastic volatility (SV) models clearly demonstrates [9, 10, 11, 12, 13, 14] . The research in this field has also been strongly enhanced by the pioneering work of Carr and Madan [15] and, more recently, Lewis [16] , through the introduction of FFT numerical techniques. Also the physicists' community has independently developed quite sophisticated models to capture the stochastic nature of volatility. For a review the reader can see [17] and [18, 19, 20, 21] . Our work follows in particular the guidelines of [22] and [23] . Both these articles present an analytical characterization of the probability distribution of financial returns under the assumption of a Geometric Brownian motion coupled through the diffusion coefficient with a SDE that describes the evolution of the volatility. Dragȗlescu -Yakovenko and MasoliverPerelló considered two different models, the former authors presenting an analysis for the Heston one [12] while the latter focusing on the Scott model [9] . Main results have been derived under the assumption that the stochastic process that describes the volatility has reached a stationary regime, a reasonable assumption if the relaxation time is negligible with respect to the time horizon along with the process evolves. Following Masoliver and Perelló we consider the Scott or exponential Ornstein-Uhlenbeck model, in particular for its well known ability to capture some stylized facts observed in real market data such as squared-returns autocorrelation, leverage effects and multiple time scale properties. However we extend their analysis relaxing the assumption of the complete volatility thermalization. A good reason for our choice is that in many financial application the involved time horizon is comparable with the relaxation time of the process. Moreover some exotic financial instruments do depend on the entire history of the process. The characterization of the probability distribution, even if in approximated form, in the out-of-stationary regime can provide some interesting insight in the comprehension of the process evolution and be of practical interest in the field of quantitative finance. The structure of the article is the following. In Section 2 we review the SV model we will deal with providing the reader with the formulation in terms of systems of stochastic differential equations. Section 3 and 4 share the same structure. Each of them consists of two subsections, the first one depicts the framework and describes the analytical results, while the the second puts the theoretical results on numerical tests. Firstly we present a closed-form expression for the returns probability distribution in the limit case of log-volatility fluctuations higher than the volatility normal level. After providing evidences that the approximate solution is effective only in the limit of small log-volatility variance, we derive an exact closed-formula for the characteristic function but for a linearized version of the SV model. Again we check the goodness of the results by means of Fast Fourier Transform (FFT) algorithms and we test them against the Monte Carlo (MC) simulation of the linearized and complete model. The final Section 5 draws the relevant conclusions and suggest some possible applications of the analytical results in the field of financial option pricing. Some of the results presented in Section 3 are partially shared with a paper [24] appeared on the on-line archive during the completion of this work.
The Model
The process we are investigating is a slightly modified version of the stochastic volatility model originally introduced by Scott [9] . In financial and econophysics literature it is commonly referred to as an exponential Ornstein-Uhlenbeck process. However, since we allow for a non-null stationary mean value for the random variable driving the logvolatility of the returns, in our case it should be more correct to speak of an exponential mean-reverting process. A major difference with Scott model is the existence of a parameter ρ, that takes values in [−1, 1] and represents the correlation between the two sources of noise in the diffusive process. As we will see later, ρ different from zero is crucial to obtain a non trivial behavior for the skewness of the returns distribution. Previous considerations translate in the following coupled SDEs
where dW 1 and dW 2 are two independent Wiener processes, while s 0 , µ, m, y 0 , α, γ, k and ρ are constant parameters that can be calibrated on real data. If we define σ(t) = me Y (t) and we set m > 0 in Eq. (1) we recognize the same dynamics of a Geometric Brownian motion, with a constant drift coefficient µ while σ(t), the so-called volatility, characterizes the amplitude of the fluctuations of S. However, the model does not only allow for a time varying σ, but through the exponential function promotes the volatility itself to a random variable driven by the dynamics of Y . By acting on the value of k ≥ 0 we can strongly modify the behavior of Y . The case k = 0 switches off the stochastic nature of Y and it evolves deterministically towards its stationary value γ, with a characteristic time 1/α (α > 0). If k is strictly greater than zero, it is well known that Y follows a Gaussian process, with
We have used the notation E [·] to indicate the expectation with respect the probability distribution of
2 correspond to the usual mean value and variance, respectively. For later convenience, Eq. (1) can be simplified into the following
with boundary condition X(t 0 ) = 0, by applying Itô's Lemma to the centered logarithmic return X(t) = ln S(t) − ln S 0 − µ(t − t 0 ). Equations (2) and (5) summarize the model we want to focus on. In particular, once a time horizon t > t 0 has been fixed, we are interested in the characterization of the returns transition probability distribution p X (X(t)|X 0 , Y 0 ). The returns distribution p X (X(t)) can be readily obtained taking the expectation over the initial distribution of X 0 and Y 0 . In [23] the authors derive an approximate expression for p X under the assumption of a stationary regime for the Y variable, i.e. normally distributed with mean γ = 0 and variance β > 0, p Y 0 ∼ N (γ = 0, β). The further crucial hypothesis the authors assumed to obtain their results was λ . = k/m ≫ 1. This fact was supported by empirical evidences based on the analysis of daily Dow Jones Index returns. In the following section we generalize Masoliver and Perelló's result consistently with the boundary condition of Eq. (2), Y 0 ∼ δ(Y 0 − y 0 ), that is relaxing the request of initial stationarity, and allowing for γ different from zero. We do not relax the condition over λ in order to follow the same solving strategy of the forward Fokker-Planck equation. However we will show the effectiveness of this assumption at the end of the next section providing the results of the numerical MC tests. Before deriving our results, it can be worth to remember that the distribution of returns is surely not the only interesting statistical feature of mean-reverting SV models and literature deals with other properties, such as squared-returns autocorrelation, leverage effects (i.e. past returns and futures volatilities correlation) and multiple time scale properties [23, 25, 26, 27] . However our interest is guided by a possible applications of a closed-form expression for the returns distribution in the field of financial option pricing. Indeed, in a forthcoming work [28] , we will show how the model under consideration here can emerge in a natural way in a risk-neutral description of returns dynamics.
3. Limit case I: k/m ≫ 1
Approximate closed-form expression for the returns distribution
Given the dynamics (2) and (5), the associated transition probability density function p(x, y|x 0 , y 0 ) satisfies the forward Fokker-Planck equation [29] 
with initial condition
Instead of working with x, y and t, it is more convenient to introduce the dimensionless variables
With respect to τ , u and v Eq. (6) becomes
The previous relations can be rewritten in terms of the characteristic function
The condition τ = 0 becomes
while Eq. (8) reduces to
In order to solve Eq. (12), following [23] , we try the ansatz
In Appendix A we show how to obtain the ordinary differential equations (ODEs) satisfied by A, B and C in the limit of small ω 2 and up to order 1/λ. Once the approximate expression of C(ω 1 , y 0 , τ ) is given, we can compute the marginal distribution p X (x|y 0 ) noticing that
It is worth observing that C corresponds to the logarithm of the characteristic function, changed by sign. Hence we can easily obtain the cumulant of order n of p X
This suggests that, instead of computing previous integral directly, we can derive an approximated but closed-form solution by exploiting the Edgeworth expansion [30] . We report below the expansion considering correction to the Gaussian distribution only up to fourth normalized Hermite polynomial [31] 
The explicit expressions of the first four cumulants are given by
where we have introduced the ancillary variable ζ . = α(t − t 0 ). We have checked the consistency of our results when t approaches t 0 with the initial time condition (7) . Indeed, at lowest order in ζ, k 1 , k 2 scale linearly while
and kurtosis κ .
do not diverge, as expected. The analytical expression for C (A.10) (and from it, by simple derivation, the explicit characterization of the cumulants) represents the first original result of this work. However, Eq. (16) has to be considered with care for various reasons. In the first place, it is well known that for an arbitrary choice of k 1 , k 2 , k 3 and k 4 the positive definiteness of the truncated Edgeworth expansion is not guaranteed. Secondly, when dealing with the problem of probability distribution characterization for the sum of n random variables (e.g. identically distributed and with finite moment of every order) higher order terms of the Edgeworth expansion scales with the power of n −r/2 for suitable r. For example the term proportional to H 3 scales with n −1/2 while the terms proportional to H 4 and H 6 (not considered here) scale with n −1 . But for the case under consideration we have n = 1, so in general we can not a priori estimate the goodness of the approximation. Moreover the entire procedure previously described for the derivation of Eq. (16) is strongly based on some approximations. In the next section we will discuss numerical tests based on intensive MC simulations in order to check the robustness of our results.
Numerical Results
Standard numerical techniques to simulate random paths from the dynamics Eq. (2) and Eq. (5) are widely discussed in literature and a classical reference is given by [32] . In particular Chapter 6 is dedicated to discrete schemes of SDEs suitable to generate paths using Monte Carlo methods. In our analysis we implement the Euler-Maruyama scheme. The two crucial parameters to be chosen correspond to the discrete time step ∆t . = (t − t 0 )/NSTEP and the total number of MC paths to be generated, MCPATHS. The time variables are measured in yearly units, so t − t 0 = 1 corresponds to a diffusion process that evolves for one year. We started with ∆t = 10 −1 and then decreased it until ∆t = 10 −4 . At the same time we increased MCPATHS from 10 −3 to 5 · 10 7 . We finally fixed ∆t = 10 −3 and MCPATHS = 5 · 10 6 , because we did not find a significant improvement with smaller value of ∆t. All the numerical MC results have been obtained with a private Micro Beowulf Cluster made of 4 nodes, each of which is an AMD Athlon 64 X2 3800 AM2+ CPUs with 2.00 GByte of RAM, developed by one of the authors (GB ) [33] . The resort to 64 bit architecture can be useful to avoid some problem that can arise with high Monte Carlo statistics. In Fig. 1 we report the returns distributions obtained via MC simulation and the analytical prediction given by the Edgeworth expansion. Curves from bottom to top correspond to increasing values of β: 0.5%, 1%, 2%, 5%, 10%, 25% and 50%, ρ = −0.9, m = 0.1, α = 10, γ = 0, y 0 = 0. From the relation λ 2 = 2 · 10 3 β, we derive λ = 3.16, 4.47, 6.32, 10, 14.14, 22.36, 31.62. The choice γ = 0 guarantees to preserve the interpretation of m as the normal level of the volatility in stationary regime. Indeed, γ = 0 introduces an exponential correction which we could easily deal with by a suitable redefinition of m and a linear shift of Y . The value m = 0.1 implies a yearly volatility of the X process of order 10%, while α equal to 10 corresponds to a relaxation time of 0.1 years. In Fig. 1 we consider the time interval t − t 0 = 0.1 in order to test the goodness of 
the analytical approximation in a non-stationary regime. By eye the agreement is quite good for low values of β (and therefore low λ, but always greater than one) and rapidly worsen for higher values for non-stationary regimes. The peak of the MC distribution moves rightward and the left tail becomes fatter with respect to the analytical prediction. Indeed for the highest β values the Edgeworth expansion starts to oscillate on the tails and becomes negative. In Fig. 2 we show the behavior of the distribution for a positive value of the correlation coefficient, ρ = 0.5, and in stationary regime t − t 0 = 1. After ten relaxation times the Y process has completely thermalized and again we checked the agreement between MC based results and the Edgeworth expansion. As correctly predicted by Eq. (19) ρ governs the sign of the skewness and figures confirm that the asymmetry of the distributions is opposite with respect to the previous case. Again the best agreement corresponds to the lowest β, while highest values for λ are not sufficient to improve it. In order to make our considerations more quantitative we present in Fig. 3 the scaling of mean, variance, skewness and kurtosis with time. In each panel we report the theoretical prediction and the numerical MC results with 95% error bars for β = 0.5% and β = 5%. Tab. 1 contains similar results but for all the β considered in Fig. 1 and t − t 0 = 1. For β ≤ 10% mean and variance computed with Eq. (17) and Eq. (18) are in statistical agreement with the MC estimations and the linear scaling with time theoretically predicted is confirmed. The compatibility of ς is limited to small values of β while the situation is quite unsatisfactory for κ and β ≥ 2%. All these empirical evidences strongly suggest that the expansion of Eq. (12) for ω 2 nearly zero and up to order 1/λ predicts the correct behavior of C(ω 1 , y 0 , τ ) for small β only. The condition λ ≫ 1 is not enough to guarantee that the Edgeworth expansion (16) is a good approximation of the true distribution. When the stationary variance of the log- volatility becomes high the fluctuations of Y sensibly deviate from γ and the exponential function enhances the fluctuations of X. This mechanism is responsible for the growth of the empirical kurtosis at high β.
Limit case II: expansion for small β
The numerical results shown in Sec. 3 suggest that the level of the stationary variance of Y is a crucial parameter and for this reason we focus on it. The intuition behind our choice is that, since β governs the level of the fluctuations of Y around its stationary value, keeping β low allows us to linearize the exponential form of the volatility. Moreover we will show in the next subsection how by means of linearization it is possible to exactly solve the Fokker-Planck equation associated with the system of SDEs. We limit our investigation to 0 < β ≤ 0.1. Higher values can be explored and the goodness of the approximation can be tested comparing numerical results obtained via MC simulation of the linearized and complete dynamics. However, it is important to note that in practical application it is usually required to keep the volatility non negative. The probability for the volatility to become negative can be easily computed and is given by the following formula
β(e −2α(t−t 0 ) + 1)
where Erfc is the complementary error function. After few relaxation times 1/α and for γ of order 0 we have that the probability reduces to one half of Erfc( √ 2α/k). For β = 1% we have a probability of order 10 −45 , while for β = 10% it increases to 4 × 10 −6 , which is still a very small value.
Exact solution for the linearized model
The starting point of our analysis is the linearization of Eq. (5). Since when the Y process termalizes the random variable fluctuates around γ, it is quite natural to expand the exponential around the stationary value. By definingm . = me γ and introducing the random variable Z . = Y − γ + 1, Eq. (5) and Eq. (2) can be rewritten as
To derive the analytical expression of p X (X(t)|X 0 , Z 0 ) we will follow a strategy analogous to the one pioneered by Heston in [12] . For notational convenience we indicate p X (x|x 0 , z 0 ) shortly as p X . The Fokker-Planck backward equation satisfied by p X is readily written down
Heston technique essentially reduces to the observation that, if we assume as a final time condition the expression e ixφ , Eq. (24) is precisely the partial differential equation governing the evolution of the characteristic function f (φ; x 0 , z 0 ) implicitly defined by
We try a solution of the form
We substitute it in Eq. (24) and we geṫ
where the dot stays for a t 0 derivative. If we collect the terms quadratic, linear and independent from z 0 , we have the ODEs satisfied by C, B and A respectively:
with final time conditions
Eq. (28) is a Riccati type ODE and once it has been solved, we insert the solution in Eq. (29) and Eq. (30) and we integrate them out in the usual way. The explicit expression for C, B and A are quite involved. To improve the readability we define some auxiliary variables
Now the desired functions read
and
The three functions A, B and C require some care. Indeed, similarly to the Heston case, non trivial problems emerge due to the multi-valued nature of complex square root and logarithm. In particular, due to "branching" effects the characteristic function can become discontinuous. Following the same arguments discussed in [34, 35, 36] , we checked the smoothness of f (φ; x 0 , y 0 ) for the set of parameters we will use in the next section.
The complete characterization of f (φ; x 0 , y 0 ) is the main result of this paper. The only remaining task to be performed to obtain the probability distribution in the direct space is to Fourier anti-transform it. We stress again that the founded solution is an exact one but for a linearized problem. In the following section we provide a set of β values for which we have numerically tested the effectiveness of the approximation.
Further Numerical Results
The exact solution for the probability distribution of returns in the framework of the linearized problem is given in an implicit way by means of a Fourier anti-transformation Eq. (25), which can not be computed analytically. We compared two different ways for the numerical evaluation of p X : the integration with a trapezoidal approximation and the Fast Fourier Transform (FFT) algorithm. In order to improve the efficiency of the methods one can observe that p X is a real function, so the integrand of Eq. (25) must have its real part even and its imaginary part odd. We can integrate on one half of the entire real axis and take twice the real part of the result. To sum up:
We checked the convergence of the two methods mentioned previously increasing the number of points for the sampling of the integrand. All the results presented in the next figures have been obtained with the FFT algorithm run with 2 22 points on the fixed interval of integration [0, 10 3 ]. The tails of the resulting distribution must decrease to zero, but they are extremely sensitive to the FFT frequency sampling so they have been cut in Fig. 4 . For the reasons explained in Sec. 3.2, we chose ∆t = 10 −4 and MCPATHS= 5 · 10 6 to simulate the dynamics of the exponential and linearized models. In Fig. 4 we report the histograms of returns obtained via MC simulations of the exponential and the linearized models with the p X curve given by the numerical Fourier anti-transformation. m = 0.1, α = 10, γ = 0 and y 0 = 0 are fixed for all the figures and table of this section. Each group of three curves takes β values 0.5%, 1%, 2%, 5% and 10%, from bottom to top respectively. Again each curve has been shifted for the sake of readability. The top frame has been obtained with a positive ρ value (0.5), which is evident from the rightward asymmetry of the curves, while, in the bottom panel, curves have great leftward asymmetry corresponding to ρ = −0.9. The agreement is very good for β = 0.5%, 1% and 2%, in both cases of ρ values. The distributions of returns from exponential model are well reproduced by the ones from linearized model and, as a consequence, by the semi-analytical approximation p X . The agreement worsen when β = 5% increases, as one can well see observing the fatter tail in each panel. All the curves in Fig. 4 show that the return distribution in the linearized model is exactly the one computed via FFT, thus confirming the goodness of the exact solution. Finally we observe the good behavior of all the semi-analytical curves, which, since they are exact solutions of a Fokker-Planck equation, do not become negative or fluctuate like in the case of the Edgeworth expansion considered in the previous sections.
Again, to make the considerations more quantitative, in Fig. 5 the scaling with time of mean, variance, skewness and kurtosis is shown for β = 0.5% and 5%, ρ = −0.9. Then in Tab. 2, numerical values of normalized cumulants computed with MC samples of returns from exponential and linearized models are shown for β = 1%, 2% and t − t 0 = 0.01, 0.1, 0.2, 0.5, 1. The results show that, for β ≤ 2%, mean, skewness and kurtosis from the complete and linearized models agree within the usual 95% MC confidence level, while variance values are not statistically consistent. This is an expected result, since the linearized model can not exactly reproduce the complete one and for this reason we also expect that for higher values of MCPATHS the discrepancies for the other cumulants should emerge. However, we are able to evaluate the relative increases with time from 0.6% to 1%. As expected the disagreement between cumulants computed for the exponential and linearized models increases with the value of β. In comparison with the results given in Sec. 3.2, one can note that the tails of the distribution are better reproduced by the semi-analytical approximation (for mentioned values of β) than by the Edgeworth expansion the other parameters being fixed. Also the general agreement of cumulants for β ≤ 2% is better than to the corresponding results given in Fig. 3 and Tab. 1. 
Conclusions and perspectives
In this paper we deal with the problem of the analytical characterization of the probability distribution of returns under an exponential Ornstein-Uhlenbeck dynamics. Such processes have been widely studied, in particular in the econophysics literature, from the point of view of multi-time scale properties, leverage effect and stationary volatility distribution [17, 21, 23] . However to the best of our knowledge a systematic approach to the study of returns distribution is missing in literature. Our interest is referred to the possibility of a financial application in the context of option pricing of a closed-form expression, even if approximated, for the probability distribution. The first attempt to obtain such a result can be found in [23] under the hypothesis discussed in Sec. 2, in particular under the assumption of the stationary regime for the hidden Y process. We generalize that result to the out-of-stationary regime, with the same constraint of the amplitude of volatility fluctuations, k, higher than its normal level, m (λ = k/m ≫ 1). Indeed we provide a closed-form expression in terms of the Edgeworth expansion. This is the first original result of our work, partially shared with a preprint recently appeared [24] . We strongly test our analytical result with MC simulations of the discrete Euler-Maruyama scheme of Eq. (2) and Eq. (5). The goodness of the approximation is checked with a careful analysis of the discretization step and MC number of paths for a quite reasonable choice of model parameters. We find a good agreement for low values of β, the stationary variance of the log-volatility, while our results worsen when β increases even if λ increases too. For this reason in Sec. 4 we explore the scenario opened by the low β which allows us to expand the exponentials involved in the model up to first order in Y . we verify the smoothness of the real and imaginary part of the characteristic function for the parameters we consider. The final task of Fourier anti-transformation has been accomplished by means of FFT techniques. We test numerically the effectiveness of the analytical expression and find a perfect agreement. Moreover the agreement between the results of the MC simulation of the discrete scheme of both the complete and linearized model make us confident of the numerical convergence of the exponential process for low β values. Our results confirm the capability of the linearization to capture the statistical properties of the returns distribution for moderate values of β.
As future development we will show how the SV model we studied in this work can emerge in a quite natural way in the context of option pricing and risk management. In particular, we will show how to construct an hedged portfolio with associated underling's dynamics following the exponential Ornstein-Uhlenbeck model. The knowledge of a closed-form expression for the characteristic function allows to implement Carr-Madan like approach and to calibrate the Heston-like option price formulae over the implied volatility surfaces. Moreover, we want to perform a numerical comparison between option prices obtained through full MC evaluation, our analytical formulae based on a linearized model and other closed-form expressions available in literature [24, 37] Appendix A. Derivation of A(ω 1 , y 0 , τ ), B(ω 1 , y 0 , τ ) and C(ω 1 , y 0 , τ )
In order to derive approximate relations for the functions A, B and C, we substitute the ansatz (13) in Eq. (12) . From relation (14) we argue that relevant informations correspond to small ω 2 regime and moreover we look for a solution valid in large λ regime. Expanding the exponentials up to order 1/λ and equating the coefficients of ω 2 , ω 
