Abstract. Homotopy algorithms are a class of methods for solving systems of nonlinear equations that are globally convergent with probability one. All homotopy algorithms are based on the construction of an appropriate homotopy map and then the tracking of a curve in the zero set of this homotopy map. The fundamental linear algebra step in these algorithms is the computation of the kernel of the homotopy Jacobian matrix. Problems with large, sparse Jacobian matrices are considered. The curve-tracking algorithms used here require the solution of a series of very special systems. In particular, each (n + 1) (n + 1) system is in general nonsymmetric but has a leading symmetric indefinite n n submatrix (typical of large structural mechanics problems, for example).
The objective is to solve a "parameter-free" system of equations, F(x) O. What this means is that one can design the homotopy to have paths with nice properties. Thus extra attention is devoted to constructing the homotopy, and the curvetracking algorithm can be limited to a well-behaved class of curves. The goal of using these artificial-parameter homotopies is to solve fixed-point and zero-finding problems with homotopies whose zero curves do not have bifurcations or other singular or illconditioned behavior. The mathematical software package HOMPACK [36] used here for comparative purposes is designed for artificial-parameter generic homotopies.
The theory and algorithms for functions F(x) with small, dense Jacobian matrices DR(x) are well developed [33] , [32] . In this paper we focus on large, sparse DR(x), a class of problems about which much less is known. Solving large sparse nonlinear systems of equations via homotopy methods involves sparse rectangular linear systems of equations. The sparsity suggests the use of iterative solution methods. Preconditioning techniques are used to make the iterative methods more efficient. In this paper we are particularly interested in problems where the Jacobian matrix DF(x) is symmetric. Such problems are common, for example, in structural mechanics, where the Jacobian matrix is often the Hessian of a potential energy function.
Section 2 describes the homotopy approach to zero-finding problems and outlines the curve-tracking algorithm used in this paper. Section 3 discusses the linear algebra details of homotopy curve tracking. Several algorithmic possibilities are presented. Section 4 presents numerical results from the application of the various algorithms to three test problems. Some general conclusions from these results are drawn in 5.
2. Homotopy algorithm. The philosophy of artificial-parameter homotopy algorithms is to create homotopies whose zero curves are well behaved, with Jacobian matrices that are well conditioned, and that reach a solution for almost all choices of a parameter. These homotopies may be used to solve fixed-point and zero-finding problems.
In this paper we concentrate on the zero-finding problem F(x) O, where F E n --E n is a C 2 map. The theoretical basis for the homotopy algorithm can be summarized as follows (see [7] for details). Suppose there exists a C 2 Then for almost all a E E m there exists a zero curve q, of Pa along which the Jacobian matrix Dpa has rank n, emanating from (0, x0) and reaching a zero of F at A 1.
Furthermore, -does not intersect itself and is disjoint from any other zeros of p.
Thus, with probability one, picking an a E m (which uniquely determines x0), and following from (0, x0) to (1,) , leads to a zero of F. ,kDF(x)+ (1-A)I is symmetric and sparse. (For the problems of interest, Dxpa(X, ,k) has a "skyline" structure, and is conveniently stored in a packed skyline format, in which the upper triangle is stored in a one-dimensional indexed array. An auxiliary array of diagonal indices is also required.) Assuming that F(x) is C2, a is such that the Jacobian matrix Dpa(X, ) has full rank along 9', and 9' is bounded, the zero curve 9' is C 1 and can be parameterized by arc length s. Thus x x(s), (s) along 9', and pa(X(8),,,(8)) "-'0 identically in s.
The zero curve 9' given by (x(s), A(s)) is the trajectory of the initial value problem
(1)
Since the Jacobian matrix has rank n along 9', the derivative (dx/ds, dA/ds) is uniquely determined by (1), (2) , and continuity, and the initial value problem (1-3) can be solved for x(s), A(s). From (1) it can be seen that the unit tangent (dx/ds, d,k/ds) to 9' is in the one-dimensional kernel of Dpa. Starting at the predicted point Z(), the corrector iteration is (4) [35] , [34] . (7) and (8) Proof. Since (7) and (8) .
The first approach deals with the entire matrix A directly. As we have seen, depending on the choice of last row, it may be that A is nonsymmetric. This immediately eliminates several iterative solvers, at least for these cases. However, we do consider a few versions of this approach where possible in the experiments reported in 4.
The second general approach is to attack (7) and (8) (9)- (12) was proposed by Kamat, Watson, and Junkins [20] , and further investigated by Chan and Saad [6] .
A third general approach, not considered here, would be a block-elimination approach that depends on solving systems involving the n n matrix Dzpa. Observe that block elimination will frequently fail in the homotopy context, because even though rank A n + 1 and rank (Dzpa D,xpa) rank Dpa n, it may very well happen that Dzpa is singular (i.e., rank n-1). Block-elimination strategies are considered by Chan [4] , [3] and Chan and Resasco [5] . Craig [9] and is described in [13] and [16] . Despite the efficiency of the implementation, the convergence rate still depends on cond(AAT) (cond(A)) 2 in general. The cost per iteration of Craig's method is dominated by two matrix-vector products, one involving A and one involving At. Preconditioning (see 3.4) increases the work per iteration substantially.
The second solution method considered here is the SYMMLQ algorithm described in Paige and Saunders [23] . SYMMLQ solves symmetric indefinite systems. It is based on a variant of the Lanczos procedure for tridiagonalizing a symmetric matrix. In [23] it is shown that for symmetric positive definite systems, SYMMLQ is mathematically equivalent to CG. However, unlike CG, which can break down when A is indefinite, SYMMLQ is well defined and numerically stable in this case. Like CG, the cost of one iteration of unpreconditioned SYMMLQ is primarily in a single matrix-vector multiplication.
There are many other CG-like methods (i.e., Krylov subspace methods) for solving nonsymmetric or indefinite problems, but most are not satisfactory in our context. The generalized conjugate gradient method of Concus and Golub [8] and Widlund [37] applies only to matrices with positive definite symmetric part (i.e., the matrix must be positive definite, but not necessarily symmetric), although with preconditioning it can sometimes be used to solve more general problems. The generalized conjugate residual method [12] and ORTHOMIN(k) [29] [38] does not break down in case A is indefinite, but it is observed to have stability problems [26] . ORTHORES is another method with similar properties. GMRES(k) [28] , [31] , like ORTHOMIN(k), is guaranteed to converge when the coefficient matrix is positive definite. However, for an indefinite coefficient matrix, GMRES(k), while it does not break down, may fail because the residual norms at each step, although nonincreasing, do not converge to zero. Other Krylov subspace methods are studied by Axelsson [1] ; Dennis and Turner [10] ; Eisenstat, Elman, and Schultz [11] ; Jea [19] ; Saad [25] ; and Saad and Schultz [27] .
Finally, there are other efficient iterative methods for solving sparse linear systems based on matrix splittings (see Hageman and Young [15] Gill-Murray (GM). The preconditioner is taken as the modified Choleksy factorization GG of a symmetric matrix A (see Gill and Murray [14] ). In particular, if A is "sufficiently" positive definite, then GG A. Otherwise GG A + , where is diagonal with nonnegative diagonal entries. In the matrix splitting approach described in 3.2, we apply GM preconditioning to the symmetric matrix M; in the direct approach we apply GM to the entire matrix A (necessitating the choice c Dpa to make A symmetric). We apply the GM preconditioner on the left when Craig's method is used (i.e., if A is the original matrix, (GG)-A is the preconditioned matrix). In the case of SYMMLQ, the preconditioned system is G-1A(Gt) -, since SYMMLQ requires symmetry.
ILU. The incomplete LU factorization described in [22] Shallow arch problem. This is a relatively small but quite difficult problem from structural mechanics. It results from solving the equilibrium equations for a discretization of a shallow arch under an externally applied load. See [21] and [18] for a more complete description. Although this problem is small, it is included in this study because it is a good test of the accuracy of our methods. To go through the limit point and along the unloading portion of the equilibrium curve requires very accurate Jacobian matrices and numerical linear algebra. In fact, the standard iterative linear equation solver used in HOMPACK is unable to go past the limit point without tweaking the HOMPACK step size control parameters. Dxpa for the and consequently the curve-tracking algorithm does not make progress). It is tempting to conclude from the data that the best method overall is CRILU.
However, it must be pointed out that the ILU factorization fails to exist at turning points and is unstable whenever A is indefinite (as is illustrated by SYILU on the shallow dome problem). We encountered other homotopy curve-tracking runs, on slightly different problems, which failed because the ILU preconditioner failed to exist or generated an overflow, or because of the difficulty caused HOMPACK by inaccurate tangents resulting from ILU. Because of this potential catastrophic failure or instability, it is difficult to seriously consider the ILU preconditioner for use in robust homotopy software. Still, the data do show why the concern of numerical analysts about unstable algorithms is not always shared by others.
The GM preconditioner, meanwhile, is fairly competitive with ILU on the turning point and shallow arch problems. Furthermore, it is more robust in the presence of turning points and when A becomes indefinite. However, the data for the shallow dome problem show that the GM preconditioner may do a very poor job indeed at a few points on the curve. Tables 21-24 indicate that while the average number of iterations is reduced by using the GM preconditioner, the maximum number can actually increase. Thus the net improvement in efficiency is not at all impressive.
The algorithms SSOR and ORTHOMIN(k), discussed earlier, are not shown in the tables because they totally fail at turning points and along unloading portions of equilibrium curves (for reasons stated in 3). When these methods do work, they can be very efficient (e.g., ORTHOMIN(1) on A with c-Dpa took 443 (6092) seconds for the shallow arch problem with n 29 (47)), but that is no consolation for homo- GMRES(k) hs a solid theoretical justification and has been used very successfully in a variety of contexts [28] , [2] , [31] , [30] . Nevertheless, GMRES(k) with k < n performed unacceptably on the test problems here, at least without preconditioning.
For the shallow arch problem with n 29 and tol 10-12, GMRES (29) A succinct, albeit oversimplified, summary of the discussion is that ILU preconditioning is the most efficient, but it may completely fail for some cases, while the Gill-Murray preconditioner rarely fails but may be considerably slower on extremely difficult problems. 
