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ABSTRACT 
A Chebyshev semiiterative (JII-SI) method hased on the optimum Jacobi second- 
degree iterative (JII) method is developed. A comparison of both methods and the 
conjugate gradient (CC) method is made by applying them to the two following 
classes of algebraic linear problems: systems with positive definite and consistently 
ordered matrix, and systems with positive definite and generalized stochastic matrix. 
1. INTRODUCTION 
Let us consider the algebraic linear system 
(1.01) 
where A is a N x N matrix, b is a vector of N components, both known, and 
x is an unknown N-component vector. Two classes of problems (1.01) are 
treated by the methods of interest. 
First, we consider the class of systems of which the matrix A is 
consistently ordered in the sense of Young [12], i.e., for this matrix 
dst@L + &-‘U- kD) ( 1.02) 
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is independent of 5, for all 5 z 0 and all k, where L and U are the strictly 
lower and strictly upper triangular matrices, respectively, such that 
Lij=Ali for i>j, and Lij = 0 otherwise, 
Uii=Aii for i<j, and Ui, = 0 otherwise, 
and D is the diagonal matrix for which Dii = Aij. The most frequently 
encountered example of a consistently ordered (CO) matrix, in the literature, 
is the one related to linear systems arising from the discretization of elliptic 
partial differential equations. 
Second, this work treats a class of matrices having the following structure: 
(1.03) 
where q is a constant verifying 0 < y < 1. Therefore, A is positive definite. 
Moreover, A is a generalized stochastic matrix, since Cy= ,Aij = k, 1 < i < N; 
see [ll, p. 541. Its eigenvalues are easily obtainable; indeed, they are 
A,=(N-l)q+l, (1.04) 
A,=l-y, j = 2,...,N. ( 1.05) 
Stochastic matrices have applications, for example, in statistics, in the theory 
of A-methods for the numerical solution of ordinary differential equations, 
etc.; see [l] and [ll]. 
Henceforth, the first and second problems above described will be 
referred to as the Dirichlet problem and the stochastic problem, respectively. 
In the following section we consider the second-degree Jacobi method 
with optimal parameters (JII method). Section 3 is concerned with the 
development of a Chebyshev semiiterative method based on the JII method, 
i.e., the JII-SI method. Section 4 is devoted to the well-known conjugate- 
gradient method (CC method). 
The main result of this work is attained in Section 5, which deals with the 
comparison of these three methods when they are applied to the classes of 
problems proposed above. 
Section 6 presents some related work. In Section 7 some computational 
results are shown. Final remarks and conclusions are in Section 8. 
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2. JII METHOD 
We shall denote the well-known first-degree iterative Jacobi method 
associated with (1.01) by 
Y 
(n+l) = By’“’ + /., (2.01) 
where B= - D- ’ (L + U) and c = D-lb. The first-degree Jacobi method is 
known to be consistent with (l.Ol), since it satisfies the consistency condition 
(I - B)A-‘b = c. (2.02) 
The second-degree iterative Jacobi method produces a sequence of 
approximate solutions {.r ‘“3 of (1.01) by the recursive relation 
,(ri+‘)= &(“-I)+ ~~b’)+h, n > 0, (2.03) 
where x(“) and r(l) are arbitrary. The N X N matrices E and F are given by 
E= -pl, (2.04) 
F=(l+p-r)l+rB, (2.05) 
and the N-component vector h is calculated by 
h = rc. (2.06) 
The parameters p and r are to be determined; both must be nonnull. 
Suppose the eigenvalues u of B satisfy 
Cr<-u<p<1, p>Cr. (2.07) 
Set s and u; as 
P-ff 
s= 2-(a+P) ’ 
35 
u;= 
1+(1-s”)1’2’ 
(2.08) 
(2.09) 
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According to Frankel [5] and Young [12], the optimal parameters p and r 
must be calculated through 
p=w-1, (2.10) 
2w 
r=2-(a+p)’ 
Form the 2 N X 2 N matrix 
and the 2N-component vector 
c^=[o h]l‘. (2.13) 
If we define the 2 N-component approximation vector u(“) = [ xcn 
then it immediately follows from (2.03) that 
-I) rW]r, 
u(“+ 1) = &&“) + c^. (2.14) 
(2.11) 
(2.12) 
The JII method given hy (2.03), or equivalently by (2.14), is consistent 
with (l.Ol), since 
(2.15) 
where i is the identity matrix of order 2N. On the other hand we see that 
the parameters p and r are optimal in the sense that they minimize the 
spectral radius 
p( l?) = maxliijl, 
j 
(2.16) 
where ii, are the eigenvalues of 8 
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PROPOSITION 2.1. Let the eigenvalues u of B be given. Then the eigenval- 
ues G of l? are calculated by 
ii=;(tkA’/“), (2.17) 
where 
t=t(u)= 
w[2u-(‘y+p)] 
2-(a+P) 
and 
A=?-4(u:-1). 
Proof. From (2.121, th e eigenvalues C must satisfy 
&t( 2i”Z - ziF - E) = 0. 
Recalling (2.04) and (2.W 
det{ii”Z-[(l+p-r)Z+rB]G+pZ}=O. 
So the eigenvalues u and ti are related through 
Q’-[1+r(u-q+pp+p=o. 
Now, taking (2.10) and (2.11) into account, we have 
,_“_ 2u-(c-u+P) ~ 
w 2_(Ly+p) u+w-l=O, 
(2.18) 
(2.19) 
(2.20) 
(2.21) 
(2.22) 
(2.23) 
a second-degree equation in G with obvious solutions given by (2.17). w 
PROPOSITION 2.2. 
L? satisfy 
Consider u satisfying (2.07). Then the eigenvalues li of 
ICI=(w-1)““. (2.24) 
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Proof. Calculating G(P) and i;(a) by J using Proposition 2.1, one finds 
t( p> = - t( cy) = US, 
Hence 
a = Li( a) = - ws/2, (2.25) 
11 = ii( p> = m/2. (2.26) 
Now take u such that (Y < u < /3. Calculating ii(u), it turns out that 
t(u) = 
W(2U - m) 
2-m ’ 
where m = a + /3. As t’(u) = 2w/(2- m> > 0, t(u) is an increasing function. 
Therefore. 
t(u) <t(p) = ws 
and 
SO 
A(u) <A(P). 
C(u)= 
t(u)+i(A(u)(“2 
2 ’ 
,a, = (t’ + lAl)“2 
2 
(2.27) 
[t”+4(w-1)-tye 
= 
2 
=(w-1)1’2, 
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Now, from (2.25) and (2.26) one promptly obtains 
Ial = lb = (w -l)'? n 
As a corollary of Proposition 2.2 one has 
PROPOSITION 2.3. p(i) = (W - 1)“‘. (2.28) 
For an alternative proof see [12, p. 4891. 
It is interesting to note that all the results above are valid for every 
second-degree method with parameters defined in a similar manner. 
Bearing (2.08) and (2.09) m mind, one can see that the condition (2.07) 
leads to p(6) < I, and consequently the condition is sufficient for the 
convergence of the JH method. 
The proof of Proposition 2.2 gives an interesting by-product, namely, the 
presence of at least one eigenvalue u such that (Y < u < /? is sufficient to 
lead to the existence of a complex 6. That is the case for the linear system 
resulting from elliptic Laplace or Poisson equations. On the other hand, if 
there arc only two real distinct eigenvalues u, such that their multiplicities 
total N, then all of the eigenvalues zi are real. 
3. JII-SI METHOD 
Let {x’“‘} be the sequence of approximations of the exact solution X of 
(1.01) generated by some iterative method, hereafter called the basic method. 
A semiiterative method constructs a new sequence of approximations (L;(“)} in 
order to obtain convergence if the basic procedure is not convergent, or to 
accelerate it otherwise. 
In accomplishing this for the basic JH method, we shall define 
(71) = 
Yl 
k=l 
n 
t$‘= c (Y,kdk+‘), 
k=l 
with the restriction E;=,(Y,,~ = 1. Put 
? 
(3.01) 
(3.02) 
(3.03) 
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a=[? FIT. (3.04) 
The errors of the approximations x(I1) and c(“) will be, respectively, 
c’“’ = r(“) _ x (3.05) 
[j’“‘= u(“) _ c (3.06) 
Define 
Since 
it is easy to show that 
where 
e ^ (“I = [ e(“-l) ,q~, (3.07) 
($‘I) = p,,( &po, 
&(I?) = e anksk 
k=l 
Now, introduce the three known measures of convergence 
(3.09) 
(3.10) 
(3.11) 
called, respectively, the average spectral radius, asymptotic average spectral 
radius, and quasiaverage rate of convergence. These measures will be used 
later for comparison analysis of methods. Then the optimal parameters LY,,~ 
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will be determined by minimizing (3.11), combined with the Chebyshev 
extrapolation technique; see [ 10-121. 
Since the parameters LY,,~ vary with the iteration, in contrast to the fixed 
parameters of the JII procedure, it may be possible to obtain acceleration of 
convergence by suitable choice of them. For this purpose, let the eigenvalues 
G be such that 
a,<ii<b<l, b> a, (3.14) 
and define the transformation of ii E [u, b] to the interval [ - 1,1] through 
g = g(G) = 
2i;-(u+6) 
b-a ’ 
(3.15) 
Set 
2-(a+h) 
= ZZ 
b-a 
= g(l). (3.16) 
Performing the well-known calculation required by the Chebyshev minimiza- 
tion of the average spectral radius, one obtains the algorithm 
n z 0, (3.17) 
where the parameters r, are 
2.2” 
ri = 1, ra==_l r,,+1= n > 2. -(3.18) 
The method (3.17) will be called JII-SS method. 
In the determination of optimal parameters by Chebyshev extrapolation, 
the following condition was imposed on P,,(g): 
T,(A) 
?%(B^)=- 
T,,(z) ’ 
(3.19) 
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and T,,(X) denotes the Chebyshev 
minimal average spectral radius is 
polynomial of degree n. Therefore, the 
4. CG METHOD 
I/,! 
(3.20) 
This method has been known for almost four decades, having been 
developed independently by E. Stiefel and by M. R. Hestenes (see [6]), but 
its reputation has been poor for a long time in spite of its several pleasant 
features. Nowadays, this has changed; lots of work concerning this important 
method is being published. See, for instance, [2, 7, 81. 
We shall consider here the simple (original) version, since it gave 
extraordinary performance in the resolution of the stochastic problem. In the 
case of the Dirichlet problem, the interested reader should also refer to [S]. 
Here is the CG algorithm we have used: Given x(“), arbitrary, put 
#)) = #)) = ), _ Ax(“) (4.01) 
and calculate 
x(i+ 1) = x(i) + ap, 
r(i+l) = r(‘) - a ,A&” 
1 
d(l+l) = r(i+l) + picl(‘) 
(4.02) 
(4.03) 
(4.04) 
(4.05) 
(4.06) 
for i=1,2,... 
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One may check convergence, at each step, by inspecting the residual 
r(j) = 12 - Ax”‘. If the residual diminishes in length at each iteration, conver- 
gence is occurring. As observed in [6], h owever the residual criterion for 
stopping the algorithm may sometimes fail. It is possible to construct cases in 
which the values l(r(i))(2 Increase at each step (except for the last) while the 
length of the error vector 11x(‘) - XJ( decreases monotonically. 
According to Hestenes and Stiefel [6], these are some of the features of 
the CC method: 
(1) The solution is obtained in m < N steps, if no roundoff errors occur. 
Normally, m = N. Otherwise (viz., if the procedure does not yield the 
solution after N iterations, but if convergence is occurring), one should 
continue to iterate and will certainly be successful with a few more iterates. 
A good alternative practice is to start the process anew with the last estimate 
obtained as the initial guess. 
(2) The procedure will be stable with respect to roundoff errors if one 
refines the formulas (4.02) and (5.05) to 
IlPll” 1 
cyi = (cl(‘), A,$‘)) z ’ 
(Ir(‘+l) 2 
Pi= I Pi> ,,r(.,l,I” 
where 
PO = 1, 
(Ad (i+ I)> w 
I’i+l=l-Pi(Arl(i+l),d(i+l)) 
(4.07) 
(4.08) 
(4.09) 
(3) The given matrix is unaltered during the process, so that a maximum 
of the original data is preserved. Special properties of the given linear 
system, such as sparsity, remain available during all the calculations. The 
method is therefore especially well suited to handle linear systems derived 
from difference equations approximating boundary problems. 
(4) The following properties have been proved in [6]: 
(,(Q, ,(j)) = 0, i# j, (4.10) 
(d(i), A&j)) = 0, i Zj. (4.11) 
110 NEWTON R. SANTOS 
It is also well known that the CG method is convergent for positive 
definite systems. 
Now, we are concerned with the relation between the CG method’s 
performance and the number of distinct eigenvalues of A, the matrix of 
(1.01). It will be shown that the solution of the system can be attained in 
m < N iterations, where m is the number of distinct eigenvalues. This result 
is not new; see [3]. Nevertheless, by virtue of its importance for the 
convergence analysis of the method, we present a demonstration of this 
result along the following lines. 
Initially, some intermediate results must be considered. Let us look upon 
the CG method as a relaxation method and introduce the usual error function 
.f(x)=+[(x-?)‘,A(x-.r)]. (4.12) 
Clearly, f(x) can be used as a measure of how close the estimate N is to the 
solution X, since f(x) is a norm of the error x - X. It is easy to show that 
the point x(~+‘) generated by the CG method minimizes f(x) on the 
line x = rci) + ,Id”‘. Moreover, by virtue of the property (4.11) and by 
using mathematical induction, we can see that the point xci+‘) minimizes 
f(x) on the (i + l&dimensional plane Bi+,, which is the subspace of R”, 
spanned by the directions d’“‘, d(l), . , d’) or equivalently by the vectors 
r(“), Ar”“, . , Air(“). Moreover, B,j c Bi + 1 for all j < i, and hence Bi + , con- 
tains the points I, j = O,l,. . . , i + 1. So, recalling (4.03), the point x(‘+‘) 
generated by the CG method can be expressed by 
x(i+l) = #)) + a,/)) + ,+Q’“’ + . . . + ,+&(“), (4.13) 
PROPOS~ON 4.1. The point xCi+‘) generuted by the conjugate-grudient 
method sutisfies 
f( xci+‘)) = m$i +(x ‘“)-.r)7‘A[I+Al)i(A)]2(x(“)-.r), (4.14) 
where the minimum is taken with respect to all polynomials pi of degree i. 
Proof. Given an arbitrary starting estimate X(O), let 
x(i+l) = do) + p,(A) do) (4.15) 
where Pi is an ith-degree polynomial. Of course, the selection of a set of 
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coefficients for each P, determines a sequence of vectors xCi). Let us now 
pose the problem of selecting the polynomial Z’, in such a way to minimize 
f(xi+ r) with respect to all possible ith-degree polynomials. 
By introducing the error notation e, = +rCi) - X, from (4.15) we have 
ei+1= [I + @i(A)l (4.16) 
and hence 
_f(x (if’)) =ieT+,Ae;+, (4.17) 
(4.18) 
Expanding (4.151, we obtain 
x(i+ 1) = IT(“) + yor (0) + ylAr(“) + . . . + yiAir(@, (4.19) 
where the y’s are the coefficients of p,. Therefore, in order to minimize 
_f(r (‘+‘)I it suffices to choose the polynomial pi, the coeffkients of which are 
given by yi = cxi, as one can see by comparing (4.13) and (4.19). n 
PROPOSITION 4.2. For the method of conjugute gradients one has 
(4.20) 
for any polynomiaE pi of degree i, where the maximum is tuken ouer all 
eigevwalues h, of A. 
Proof. Write the vector e. as the linear combination 
e,, = c1t3(‘) + c20@) + . . . + c,,D(“), (4.21) 
where the G(~)‘s are the normalized eigenvectors of A. Then, 
Ae,, = cl~,u”’ + c,q,r;(') + * . . + c,,T,o("), (4.22) 
where the nk’s are the corresponding eigenvalues of A. 
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Since the eigenvectors are mutually orthogonal, one finds 
1 N 
f(%) = 2 _c 77& (4.23) 
L-1 
After some calculations have been performed on (4.141, we find that for any 
polynomial p,(A), of degree i, there holds 
Finally, (4.23) and (425) give the thesis. n 
The previous knowledge of the eigenvalue structure of A now becomes of 
principal importance. This fact is a consequence of the proposition helow, 
which is a corollary of the former result. 
PIKXWSI~IYON 4.3. Let A be u mutris with m < N distinct cigencalucs. 
Then the CG method udl concergc in at most m iterutions. 
Proof. It suffices to 
rnth degree polynomial 
eigenvalues of A. 
choose a suitable polynomial p,,, _ ,(A), such that the 
I + h~,,,~_ ,(A) in (4.20) has its m zeros at the nl 
5. COMPARISON OF METHODS 
Let us now compare the three methods in question by applying them to 
the two classes of problems previously described. 
First we shall treat the Dirichlet problem. For this case (cf. [12]) it is 
known that the eigenvalues u of B, the iteration matrix given in (2.01), are 
real, are symmetric in pairs, and verify 
- li<uj<Si=p(B)<l t/j. (5.01) 
A first consequence of condition (5.01) is that the formula (2.03) for the JII 
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method now takes the simplified form 
x(‘L+ 1) = w( Bx(“) + D-lb) f(l- w)X+l). (5.02) 
A second consequence is that both first- and second-degree Jacobi methods 
do converge. 
On the other hand, the eigenvalues ii of g, the iteration matrix of the JII 
method related to (l.Ol), are not all real, as we have already seen in Section 
2. By direct use of Proposition 2.1 we can see that, in this case, the real 
eigenvalues ii of I? are such that 
ws 
-- 
2 
.i+l. (5.03) 
Unfortunately, since some of the ti are complex, they do not all satisfy the 
condition (3.14); therefore, the acceleration of the JII method by applying the 
extrapolation technique may fail. 
PROPOSITION 5.1. Let 6, gioen by (2.~9, be the matrix corresponding to 
the Dirichlet problem. Then 
I ( 2 -lY I P(P,,(@) = max f lcg9 fi E s, 
.a z- -lY 
where S, is the set of all eigenvalues of p,, (6). 
Proof. Put 
g = x + iy = cosh( p + iv) 
(5.04) 
(5.05) 
and 
z = cash t (5.06) 
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= maxe’*-‘. 
CL 
(5.07) 
From (5.05) 
/.L = Re(cosh-’ g) 
- l)l’z]). 
Setting 
g + (g* - 1)1’2 = qeie, 
one finds 
Re(ln[~+(g”-l)1’2])=Inq. (5.08) 
Substituting (5.08) in (5.07) and remembering that t = cash-’ z, we have 
p(p,(B)) = max ’ 
7) z+(n”-1) l/2 ’ 
(5.09) 
which leads to the thesis. n 
LEMMA 5.1. Let g = ke”. Then 
m~{g+(g”-l)l’P)=k+(kZ+l)“E. (5.10) 
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Proof. Put 
Then 
g e - 1 = a* + ib* = rg’+. 
u*=k”cos28-1, b* = k”sin28 
r=(k4-2k”cos28+1)“‘, 
and 
4 = tan-‘( h*/a*) 
We seek C$ that maximizes 
(5.11) 
(5.12) 
We have 
,g +(g” -1y = keiB + r1/2ei+/2 
so 
+[k sinO+rl/“sin(4/2)]‘)“’ 
k”+r+2kr’/“cos 
Hence, 
= k + r112. (5.13) 
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The maximum occurs for 4 = 20. It is observed that by putting 0 = r/2, 
we get 4 = rr, whose value simultaneously maximizes both (5.11) and (5.13). 
Obviously C#J = Z- is a solution of (5.12). 
Substitution of 8 = r/2 into (5.11) leads to 
r = k’+1. (5.14) 
Finally, (5.13) and (5.14) imply the thesis. W 
PROPOSITION 5.2. 
Pb,(Q) G 
k+(k”+l)“” 
_+(z”+1)‘/2 u 
(5.15) 
Proof. By virtue of (+5.03), a = - 19. Then let us calculate I gI by (3.15), 
which gives 
Since, by Proposition 2.3, (ii1 = (W - l)““, we have 
Take again (5.04), for which in general g = kc”. Evidently, 
f;y Ig+(g2-l)“2(<m~lg+(g2-1)1’21 VO. 
B 
SO 
max (g+(g”- 
fi E s, 
1)“2 I< k + (k” + 1)1’2 
(5.16) 
(5.17) 
(5.18) 
(5.19) 
by Lemma 5.1. Now the inequality (5.19) combined with (5.04) gives the 
thesis. n 
It is important to observe that g = ki maximizes the right-hand side of 
(5.181, and as a consequence, if this value of g is an eigenvalue of p,,(d), 
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then for this case 
Pb,,( 8)) = 
k+(k”+l)“’ 
-+(+I)“2 ’ 
(5.20) 
which is the worst value for the asymptotic average spectral radius. When 
,g = ki is not an eigenvalue of p,,(g), the inequality (5.19) will be restricted. 
For the comparison of the JII and JII-SI methods WC shall, however, 
consider the worst situation, i.e., p(p,,( 6)) will he calculated by (5.20). 
PROPOSI~~IW 5.3. 
p,,( I’?). Then 
Let g = keiH with k gicen by (5.17) be an eigenuulur of 
P(P,,(R) a Pm (5.21) 
Proof. Putting d = l/z, it is a straightfonvard matter to show that 
44 4 = P(P,,( a) = 
(w__l)‘/‘+(w-l+(p)“2 
l+(l-#)“p 
(5.22) 
Now put 
Calculating 4’(d), we find 
&( cl) = 
d[C(ci)]-‘D(d)+rz(l-d”)-l’~[(W-l)l’e+C(rl)] 
D”(d) 
(5.23) 
Taking into account that u? > 1 and d E (O,l>, it results that #I’> 0. 
Hence $J is an increasing function of d. 
On the other hand, from (5.22) 
qb(l)=(w-l)“‘+W”“>p(Bc), (5.24) 
4(o)=(u:-l)““=p(B”). n (5.25) 
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Proposition 5.3 shows that the JII-SI method may not accelerate the 
convergence of the JII method in this case. As a matter of fact, the inequality 
(5.21) does not even guarantee its convergence for the problem being 
considered. Fortunately, the convergence can be proved as a consequence of 
the basic result stated below. 
PR~P~~ITI~N 5.4. Let a consistentfirst-degree iterutice methodfor (1.01) 
be written as 
Y 
(~~+l)=Gy(ll)+h, (5.26) 
Define the matrix 
PI(G) = 
2G-(u+b)l 
2-(u+b) ’ 
(5.27) 
where u and b are the parameters of (3.16). Then the semiiterutive method 
with respect to (5.26) converges if 
(5.28) 
Proof. See [9]. n 
PHOPOSITION 5.5. Let A be a positive definite and CO matrix. Then the 
JIl-SI method is convergent. 
Proof. Since the real eigenvalues of B satisfy (5.03), let us take I? = - a 
= ws/2. This choice of parameters may not correspond to an optimal 
algorithm, recalling that some of the ii are complex, but is justified as an 
approach, taking into account that Iii1 < 1 for all ii. So 
P(P,(&) = Pm < 1, (5.29) 
which leads to the thesis. n 
In concluding the analysis of the Dirichlet problem, we shall see that the 
CG method, i.e. the third method of interest, will generally reach the 
solution with m < N iterations, where m depends upon the configuration of 
the mesh adopted for the discretization of the partial differential equation. 
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Let us consider a rectangular mesh with step size h given by h-’ = M, 
for some integer M. The coordinates of an interior mesh point p(xi, yj> are 
x, = x,) + ih, i=1,2 M,, > > (5.30) 
Yj = ~0 + _ih, j= 1,2 >...a&, (5.31) 
where M, ,< M,. The indices i and j, i # j, of two symmetric points (x,, yj) 
and (xj, y,), belonging to the mesh, are hereafter said to he associated. 
For this problem, the eigenvalues uk of B = - D-’ (L + U> (cf. [12, 
p. 2181) are 
uI,=uij=~[cos(irrh)+cos(j~h)], k=1,2,...,N, (5.32) 
where N = M, X M,. From (5.32) it is clear that ui j = uji for every pair of 
associated indices i and j. 
Now, recalling that A = D(I - B), it is evident that the eigenvalues A of 
A corresponding to every uii with associated indices will have, at least, 
multiplicity two. Hence, the number of distinct A is at most 
M,(M, + 1) 
m= 
2 
+M,(M,-M,). (5.33) 
Therefore, by invoking Proposition 4.3, we can state 
PROPOSITION 5.6. Let m be given by (5.33). Then the CC method applied 
to the Dirichlet problem will converge with at most m iterations, if no 
roundoff errors occur. 
Let us now analyse the second problem. 
PROPOSITION 5.7. Let A be u positive definite and generalized stochastic 
matrix given by (1.03) (p.d.g.s. matrix). The eigenvalues 12 of 6, the matrix 
given by (2.12), satisfy 
a<ii<b<l, b>a. (5.34) 
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Proof. Evidently, the eigenvalues u of the matrix B appearing in (2.01) 
are such that 
a=u,<uj=~<l, (5.35) 
where u, = (I- N)y and uJ = (1, j > 1. Furthermore, since B has only two 
real distinct eigenvalues U, whose multiplicities total N, the eigenvalues ic 
are all real and satisfy (3.14). Indeed, by (2.18) and (5.35) we have 
t(u) = 
w[2u -C/(2- N)] 
2-c/(2-N) 
Thus 
t(p) = -t(a) = 
W/N 
2- q(2- N) = lGS. 
(5.36) 
(5.37) 
From (2.191, A(a) = A(p) = 0. Hence, 
a= ic( a) = - tcs/2, (5.38) 
ll=ii;=fi(p)=ws/2. (5.39) 
As s < 1 implies 1 < u) < 2 by (2.09), finally we have b < 1. n 
The condition (5.35) states the convergence of the JII method, and 
Proposition 5.7 will be useful for the convergence analysis of the JII-SI 
method. In order to apply it we firstly need to cite the basic result which 
follows. 
hC>POSI-ITON 5.8. Let the eigenoalues u uf G sutisjy (2.07). Then for n 
large und s sufficiently close to unity one has 
(5.40) 
Proof. See [ 121. n 
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PKOPOSITION 5.9. Let A be a p.d.g.s. matrix. Then the ]lI-Sl method 
comerges. 
Proof. z = b-l > 1. Remembering that p(p,(B^)) = max(lg]/=> and g E 
[ - 1, 11, the thesis follows by Proposition 5.4. n 
Since the eigenvalues Q of 6, in this case, satisfy (5.34), it follows as a 
corollary of Proposition 5.8 that 
(5.41) 
for n suficiently large and s sufliciently close to unity. 
Pno~osr-I-ION 5.11. The CG method applied to the stochastic problem 
conz;erges with at most two iterations, if no roundoff errors occur. 
Proof. The thesis follows from (1.04) and (1.05) combined with Proposi- 
tion 4.3. n 
6. RELATED WORK 
J. de Pillis [3] gives us the stationary degree-two algorithm 
Y(“+2)=(1+A~‘2)(By(“+‘)+ ~-‘@-Acl,“y’“‘, n=O,l,.... (6.01) 
Let U(B), the spectrum of B, be captured by (contained in) a symmetric 
ellipse E, in the complex plane, with semiaxes M (major) and m (minor). 
Then the parameter A is given by 
A= 
i 
’ M-m 
M-t m 
if E is horizontal, (6.02) 
M-m 
-___ 
M+m 
if E is vertical, (6.03) 
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while & is a solution of 
A$“_ 2* ---+1=0. 
M+ rn 
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(6.04) 
de Pillis’s results 13, p. 1381 are: 
(1) The sequence yen) + X, where A? = 17, if and only if the spectrum 
c+(B) of (2.01) satisfies 
a(B)c{z:-l<Rez<l}. (6.05) 
(2) The asymptotic convergence rate is 
R, = -logcc,, $E(O,l). (6.06) 
(3) Special Case for A. Wh en A = 1, then a(B) lies in the real interval 
(- 1, l), and the capturing ellipse E degenerates to a line segment, since 
m = 0 (see [3]). In this case, the algorithm (6.01) reduces to 
p+2) = (1+ q)(&p+‘) + pq - #pp. (6.07) 
When A is positive definite and CO, then from (5.01) and (6.02), A = 1. 
Moreover, we can show that (6.07) coincides, in this case, with the 111 
method [see (5.02)], since M = p(B). In fact, from (6.04) we obtain 
+;++1=0, (6.08) 
whose solution in (0,l) is 
ccI= 
l-(1- Me)1’2 
M 
= (u: - l)‘/“, (6.09) 
where w is the parameter in (2.09). Substitution for this value of $ in (6.07) 
yields (5.02), and our assumption is true. 
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Of course, both methods have the same asymptotic convergence rate, 
which is confirmed by the relations 
R,,=-log+=-$og(u;-l)=R(@. (6.10) 
Consequently, the JII method and the two-part splitting method applied to 
the first linear problem will produce the same sequence of approximation 
vectors for the same initial vectors. 
In the second class of problems, viz., the stochastic problem, the spec- 
trum a(B), satisfying the condition (5.35), guarantees the convergence of the 
JII method, as we have already seen in Section 5. Nevertheless, the condi- 
tion (6.05) is not generally verified (it suffices to consider the case u < - 1; 
this is rule rather than the exception), which in turn leads to a divergent 
two-part sequence. 
Obviously, the results concerning the JII-SI method with respect to the 
two problems remain unchanged. It does not accelerate the JII sequence and 
consequently the two-part sequence in the case of the Dirichlet problem, but 
it significantly improves the JII sequence of the stochastic problem, while 
the two-part sequence is generally divergent. 
de Pillis’s recent paper [4] proposes a tensor algorithm based on the 
two-part splitting method above analysed which, similarly to the JII-SI 
method, generates a sequence of 2 N-vector approximations. Moreover, analo- 
gously to the JII and JII-SI methods, it also requires a priori information on 
spectral limitations of the matrix A, viz., a(A) must be real and straddle the 
origin. That is, the spectral case 
a(A) =[a,b]U[c,d], a<h<O<c<d, (6.11) 
is considered. By setting (Y = 1- a, p = 1- t?, y = 1- c, and 6 = 1- d, we 
obtain the equivalent statement 
(6.12) 
The conditions (6.12) and (2.07) clearly show that the tensor algorithms 
induced by the two-part scheme and the JII method do not compete with 
each other, as they are effective for different classes of problems. That is the 
case, for instance, with the two linear problems of our interest, the matrix of 
which is positive definite, so that their spectra do not straddle the origin. 
Conversely, linear problems possessing a matrix whose spectrum straddles 
the origin are appropriately treated by the tensor algorithm, while the JII 
and JII-SI methods are apt to be inadequate. 
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7. COMPUTATIONAL RESULTS 
In order to obtain an effective performance analysis of the three methods 
in consideration, a number of experiments were carried out for the two 
model problems. A PC was used for small problems, i.e., for algebraic linear 
systems of order less than 40, and an IBM 4341 computer for larger 
problems. 
The iterative process was terminated when the error-i.e., the maximum 
norm of the recursive residual (CC method) or the norm of the difference of 
two successive approximations (other methods&-was less than the relative 
precision of the arithmetic, which was chosen to be lo-” and lo-“. The 
initial approximation was taken to be the zero vector. 
It must be explained that, in the case of the Dirichlet problem, the CG 
method presented roundoff errors which grow excessively as the order of the 
linear system became larger, in spite of using the refined formulas (4.07) to 
(4.09). Consequently, the method required a more accurate tolerance (lO_“’ 
or lo-‘“, according to the order of the linear system, in our experiments) to 
attain the same precision obtained by the other methods. This obviously has 
affected its efficiency, in this case. 
The solution vector is easily checked for the first problem, i.e., the linear 
system related to the Laplace and Poisson equations on the unit square with 
zero boundary values on the first three edges and unity on the fourth. An 
appropriate vector b of (1.01) was taken for the second model problem, such 
that the solution was previously known. 
Due to the good reputation of the SOR (successive overrelaxation) 
method in the case of the Dirichlet problem, we also have included its 
convergence results, in order to give a reference point to the reader inter- 
ested in comparing methods. The slow convergence of SOR in the stochastic 
Iteration count 
111 JII-SI SOR cc: ~ ~ 
N El Es &I Es &I EZ &I &!2 
9 14 17 14 17 09 10 05 05 
16 18 22 18 22 11 13 06 06 
49 29 35 29 36 17 20 12 12 
loo 40 48 40 48 25 29 15 16 
“Notation: F] = lo-“, Ed = lo-“, tolerances. N, order of the 
algebraic linear system. 
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Iteration count 
JII JII-SI SOR CG 
N F, E2 E, ES E, &z E, E2 
9 14 17 14 17 10 11 4 4 
16 20 23 19 22 12 14 9 9 
49 35 42 34 39 20 23 14 15 
100 50 58 48 56 29 33 22 24 
Iteration count 
JII JII-SI SOR CG ____ ___ 
N &I EQ El 62 El Ez 81 &2 
10 23 27 14 16 37 46 2 2 
20 31 37 17 20 68 85 2 2 
50 49 59 22 26 152 189 2 2 
100 69 81 26 30 279 353 2 2 
problem was expected, since the matrix of the associated linear system does 
not have any other special property than positive definiteness. The best 
parameter w was determined empirically and was less than unity, i.e., the 
process has led to underrelaxation. 
The results are given in Tables 1 through 3. 
8. FINAL REMARKS AND CONCLUSIONS 
Programming the methods in consideration is an easy task, since their 
algorithms are suitable for computer implementation. Except for the CG 
method, all of them require roughly only one matrix-vector product and two 
vector additions per iteration. Each iteration of the CG method is more 
expensive, since it involves one matrix-vector multiplication, three inner 
products, and three vector sums; its computational cost becomes even larger 
if the refined formulas (4.07) to (4.09) are used. 
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The JII-SI method presents the most expensive iteration (recall that it 
deals with 2N-component vectors) in spite of its resemblance to the JII and 
SOR algorithms. Nevertheless, it is a good candidate for running on a 
supercomputer with vector parallel architecture, in which case its superiority 
over the basic JII method could be totally exploited, since the iteration costs 
of the two methods would then be equivalent. 
Our experience has been that for the first class of problems, namely the 
Dirichlet problem, the SOR method is the best-suited one, if the optimal 
parameter w is used. That is not a difficulty, since it is easy to compute the 
best w for this case. 
With respect to the stochastic problem, the analysis elaborated allows us 
to conclude that although the JII-SI method does significantly accelerate the 
JII method with substantially better performance, the CG method performs 
best: its convergence cannot be improved on, as it systematically takes at 
most two iterations to attain the solution, no matter what the order of the 
system. 
The author is most grateful to the referee for his remarks and valuable 
suggestions. 
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