Abstract. The approach taking advantage of Jacobi fields to represent explicitly stochastic oscillatory integrals with quadratic phase function, which approach was introduced by N. Ikeda, S. Kusuoka, and S. Manabe, is completed in the general scheme and is testified in several examples.
Introduction and Statement of results
where ζ ∈ C and δ x (η) denotes Watanabe's pull back of the Dirac measure δ x on R N concentrated at x through the non-degenerate and smooth Wiener functional η : W → R N . In [3, 4] , N. Ikeda, S. Kusuoka, and S. Manabe introduced the Jacobi field for Q A and used it to evaluate I(Q A ; ζ) in two cases; one is when Q A is the quadratic Wiener functional related to harmonic oscillator in uniform magnetic field, and the other is when Q A is the generalized stochastic area for Gaussian process. In this paper, we extend their formula to more general quadratic Wiener functionals and η's to complete the Jacobi field approach to stochastic oscillatory integrals. Moreover, all exact expressions of stochastic We are ready to state our results.
Theorem 1.
There exists ε > 0 such that for every ζ ∈ C with |ζ| < ε, det J ζ,N = 0 and it holds that
where
Once the identity (1) has been obtained, it is routine to extend it holomorphically to much wider domain in C. Moreover, we have the following assertion with δ x (η (N ) ) instead of δ 0 (η (N ) ).
Under suitable assumptions, J ζ (·; p) can be characterized only by A and η j 's; Theorem 3. Suppose that 
is the unique element J ∈ H ⊗ C which is differentiable around t = 0 and satisfies that
It should be mentioned that the assumption (b) guarantees the m-times differentiability of A V g around t = 0 in (c).
In [4] , the case where N = M was observed for the special two types of quadratic Wiener functionals as mentioned above. Remembering that the equation (3) was called the Jacobi equation associated with Q A in [3, 4] , we call Theorems 1, 2, and 3 the Jacobi field approach to stochastic oscillatory integrals.
From Theorems 1 and 2, we see that J(·; p) governs the all stochastic oscillatory integrals I(Q A ; ζ). In terms of Grassmannians, we can give another unified interpretation for this phenomenon. Namely, let
Since det J ζ,N = 0 for any 0 ≤ N ≤ M , Φ ζ determines an M -frame in a 2M -dimensional vector space V (2M ) over C, and hence a point, say W ζ , in the Grassmannian GM (M, V (2M )), the set of all M -dimensional vector subspaces of V (2M ). Without loss of generality, we may and will assume that
ζ the i-th row vector of Φ ζ , by the very definition of J ζ,N , we have that
In this manner, through the Plücker coordinates, the point W ζ governs the all stochastic oscillatory integrals I(Q A ; ζ). This kind of representation using the Plücker coordinates was first investigated by K. Hara and N. Ikeda [1] for the classical and generalized stochastic areas.
In Section 2, the proofs of the theorems will be given. Some examples, to which the theorems are applicable, will be discussed in Section 3.
Proofs of Theorems 1, and 3
In this section, we always assume that the assumption (A1) is satisfied.
We shall start this section by recalling the general expression of stochastic oscillatory integral in terms of A V and A F , which was found out in [2] . Let 
Hence what to do is just replacing δ x (η)dµ by dµ and substituting C(η (0) ) = 1, as was stated in Theorem 1.
Proof. While the original proof can be found in [2] , for the sake of completeness and preciseness, we give the proof.
If S : H → H is of trace class and T : H → H is a Hilbert-Schmidt operator, then we have that
For example, see [5, 7] . Substituting (6) with S = −ζA (7), we obtain (4). Since tr A F + tr A 1 = tr A F and det
which, in conjunction with Proposition 1, implies that
Since η i ∈ R and R(A F ) ⊂ R, observe that
Noting that A = A V + A F , we have that
Hence it holds that
By the very definition of
Hence we have that
By (10), we obtain that
From this, Proposition 1, and (9), the assertion of Theorem 1 follows immediately.
Proof of Theorem 2. Let h be as described in (i). It is easily seen that
Due to the Cameron-Martin theorem, we have that
Thus we obtain (2) . If N = M , then A = A # and hence
This implies the second and the third assertions.
Proof of Theorem 3.
For any h ∈ R ⊥ , we have that
By virtue of the assumption (A2) and the expression that
is m-times differentiable around t = 0 and satisfies that
Thus J ζ (·; p) solves (3). If both J 1 , J 2 ∈ H ⊗ C are m-times differentiable around t = 0 and satisfy (3), then, for any h ∈ R ⊥ ,
Hence there exists q = (
Since J 
Examples
In this section, we shall give several examples to which Theorems 1, 2, and 3 are applicable.
Example 1.
In this example, we consider the quadratic Wiener functional related with harmonic oscillator; let d = 1 and set
If we define the symmetric Hilbert-Schmidt operator A : H → H by
and η 1 (t) = t for t ∈ [0, T ]. Then A V is a Volterra operator, A = A V + A F , R(A F ) = {cη 1 | c ∈ R}, and D = 1. Thus the assumptions (A1) and (A2) are fulfilled with m = M = 1 and this η 1 . The condition that (I − ζA)h, g H = 0 for any g ∈ R ⊥ can be rewritten as
where B(h) ∈ C is a constant depending on only h. This is equivalent to that
Solving this with the additional initial condition that h (0) = p, we obtain
Setting b(p) = B( J ζ (·; p)), we conclude from this and (11) that
Furthermore we have that
Since C(η (1) ) = T and tr A F = T 2 /2, by Theorems 1 and 2,
Next let N = 0, i.e., L = {0}. Then A = A and A # h, η 1 H = 0 for any h ∈ H. Due to (11), we obtain that
Hence J ζ,0 = T cos( ζT ).
By Theorem 1, it holds that
W e ζh T /2 dµ = 1 cos( √ ζ T ) .
Example 2.
In this example, we deal with the quadratic Wiener functional corresponding to the classical stochastic area; let d = 2 and put
where w(t) = (w 1 (t), w 2 (t)) denotes the position of w at time t and dw i (t) stands for the Itô integral with respect to w i (t), i = 1, 2. If we define the symmetric Hilbert-Schmidt operator A : H → H by
and D is the 2 × 2 unit matrix. Thus the assumptions (A1) and (A2) are satisfied with m = 1, M = 2, and these η 1 and η 2 . Moreover, we see that
The condition that (I − ζA)h, g = 0 for any g ∈ R ⊥ can be rewritten as
where B(h) ∈ C 2 is a constant vector depending only on h. This is equivalent to that h − ζJh = 0, h(0) = 0.
Solving this with the additional condition that h (0) = p, we obtain that
If we set b(p) = B( J ζ (·; p)), then it follows from this expression and (13) that
and h x = J ζ (·; p x ). By virtue of (13), we see that
Since det C(η (2) ) = T 2 , by Theorems 1 and 2,
Next let N = 0, i.e., L = {0}. Since A = A and A # h, η i H = 0 for any h ∈ H, we have that
This implies that
.
Since η 1 , η 2 H = 0, due to the observation made in Section 1, we have that
If we set h a = J ζ (·; p (a,0) † ) for a ∈ R, then by (13), it holds that
Example 3. As a combination of Examples 1 and 2, we can apply our results to the quadratic Wiener functional associated with harmonic oscillator in uniform magnetic field; let d = 2, α, β 1 , β 2 ∈ R, = 0, and put
Due to the observations in Examples 1 and 2, we have that 
In the sequel, we assume that ζ satisfies that ζ{α 4 ζ 2 +2α 2 (β 1 +β 2 )ζ +(β 1 −β 2 ) 2 } = 0, which implies that ±λ j 's are different from each other. Put
and define
Then we have that
It should be noticed that a ij ζ (t)'s are all symmetric functions of λ 2 1 and λ 2 2 , and hence neither the choice of the sign of λ i 's nor the ordering of λ 1 and λ 2 matters.
From (14), we can conclude that
In particular, we obtain that
which brings us the expression that
In the remaining of this section, we shall give two examples where the number m corresponding to the differentiability in the assumptions (A2) is greater than 1. It is then easily checked that Since η 1 and η 2 are perpendicular to each other, due to the observation made in Section 1, we have that −1/4 γ ζ δ ζ − T (α ζ δ ζ + β ζ γ ζ )}.
Thus we obtain that where I denotes the 2 × 2 unit matrix. Hence the assumptions (A1) and (A2) are satisfied with m = 2n + 1, M = 2n + 2, and these η j 's. Thus our results are applicable to the generalized stochastic area a studied in [1, 2, 3, 4] .
