In this work greedy comparison between particle swarm optimization and artificial bee colony algorithms was made using different test functions. Each algorithm was explained in detail, and the mathematical model behind the algorithms has been presented. It is found that particle swarm optimization is better than artificial bee colony and for a specific test function, artificial bee had failed to find a feasible solution.
INTRODUCTION
PSO is a swarm intelligence optimization algorithm; it belongs to a class of optimization algorithms called meta-heuristics. PSO mimics the social behavior of animals like fish and birds, and it is a simple, powerful optimization algorithm. It was successfully applied to enormous applications in different fields of science and engineerings like machine learning, image processing, data mining, robotics and many others. Initially, PSO is introduced in 1995 by Russell Eberhart and James Kennedy [1] . They were working to develop a model describing the social behavior of animals like a flock of birds and school of fishes. Since 1995, though its simplicity, PSO has become one of the most useful and most popular algorithms to solve various optimization problems in various fields. The key point in this intelligence is the cooperation among those agents. Definitely, the level of the swarm intelligence cannot be reached by an individual unless it cooperates with another party [2] . In 2005, [3] has introduced a swarm intelligence optimization algorithm called artificial bee colony ABC. It is a metaheuristic algorithm that can be used to solve multi-dimensional optimization problems effectively. It mimics the foraging behavior of the honey bee colony and based on the model proposed by [4] . Artificial bee colony, states that there is a population of bees (agents) searching for the richer food source (best solution) in the neighborhood of the hive (search space). Every agent is a candidate solution and associated with only one particular solution in the search space.
PSO ALGORITHM
Consider Figure 1 which is the mathematical model behind the PSO By analogy, we can refer to the members of the swarm and the swarm itself as particles and population respectively, and every particle is a candidate solution to the optimization problem that should be solved. The search space limits all the possible solutions to a problem, and the particles have to reach to the best position (the best solution for the optimization problem) in the space. The position and velocity of a specific particle are denoted by
where k is the index of the particle in the swarm and x is the search space while (t) is a discrete time step and it shows the iteration number of the algorithm. The velocity and position vectors are located in the same space with the same dimensionality. Consider the scheme shown in Figure 1 which illustrates a simple mathematical model describing PSO. Where
is the current location of the particle and it has to move to the new position
. Each particle has its own experience and its own memory about the best position where it was, we shall call it personal best of the k th particle and denoted by ) (t The value of the vector connecting the current location and the personal best is:
Also, the value of the vector connecting the current location to the global best is:
The particle has to move the new position; this movement can be expressed as:
In equation (4), the vector
is the summation of the three sub-movements 1 m , 2 m and 3 m where they are the movement of the particle along the vectors
and gx respectively, so we can write: (3) and (4) completely describe the mathematical model of PSO. However, these equations are simple mathematical model behind the standard PSO, and some situations are necessary to complete the equations. The standard PSO is as follows (9) and (10) are the two rules that should be followed by all particles in the swarm, and that is the exact meaning of the swarm intelligence. By defining these rules on every iteration of PSO, velocity and position of each particle are updated according to this simple mechanism. Each section of the algorithm has its own low-level structure and they affect the global level by interactions between them. Initially, all bees are scouts and search for new solutions randomly. Assume x is a vector of random solutions that initially returned by scout bees.
where n R n  , i=1…n 3.1 Employed bees' section Employed bees exploit the food source and return information about it and they abandon the exhausted one. At ABC we have to do that randomly.
[5] has proposed the following formula: 
Onlooker bees' section
Onlooker bees use probability which is a function of fitness value to select the best solution. Roulette wheel selection method [6] which is fitness value based selection technique. The probability of a solution ( ) should be:
where is the fitness value of the objective function .
Scout bees' section
At the beginning of the algorithm, all the bees are scouts and later convert to employ or onlooker during run time. The employed bees whose position (solution) does not change after a specific time of trails have to abandon their position and convert to scouts. Abandonment criterion which is called limit control is very important to jump from local minimum and continue to search for the global minimum of the optimization problem.
TESTS FUNCTIONS
Different test functions were used to make a comparison between particle swarm optimization and artificial bee colony. Table 1 illustrates a comparison between the two algorithms over different five test function [7] . By observing the standard deviation for the costs and mean cost values of the population, it is clear, that the advantage is at the PSO algorithm. Also, it is found that the ABC algorithm fails to converge to a solution when using the Schwefel's function. 
