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11 Einleitung
1.1 Motivation und Forschungsstand
Regelungstechnik ist eines der a¨ltesten technischen Gebiete der Menschheit. Schon im 3.
Jahrhundert v. Chr. entwickelte Ktesibios aus Alexandria die ersten Wasserstandsreg-
ler, siehe Deninger [52], und auch in der Natur findet das Prinizp der Regelung schon
seit Millionen von Jahren Verwendung, wie z.B. bei der Ko¨rpertemperaturregelung von
Warmblu¨tern oder der natu¨rlichen Regulierung des Klimas. Heute kommt die Regelung
in fast allen Bereichen industrieller Anwendungen vor. Beispiele fu¨r regelungstechnische
Anwendungen sind die Trajektorienregelung von deckengefu¨hrten Hochregallagersyste-
men, vgl. Stach [59], die Regelung von Aktuatoren in der Luftstrecke eines Verbren-
nungsmotors, siehe Jankovic [32], oder Anwendungen in der Luft- und Raumfahrt, wie
zum Beispiel das Folgen einer vorab errechneten Kurve bei einem Notlandemano¨ver ei-
ner Raumfa¨hre, vgl. Bu¨skens [10].
Bei der Regelung ist es das Ziel, ein System durch Wechselwirkungen von Kenntnis und
Einfluss in einen vorher definierten Referenzzustand zu u¨berfu¨hren. Nicht vorherzuse-
hende A¨nderungen der Systeme und unvorhersehbare a¨ußere Einflu¨sse sollen durch die
gewa¨hlte Regelstrategie kompensiert werden. Lunze [42,43] bieten einen guten U¨berblick
u¨ber gebra¨uchliche Ansa¨tze. Des Weiteren sei auf die U¨bersichtsarbeiten von Sontag [57],
Zhou, Doyle und Glover [73], Bryson und Ho [5], Diehl, Ferreau und Haverbeke [1] sowie
Rothfuß, Rudolph und Zeitz [51] bzgl. verschiedener Regelstrategien hingewiesen.
Aufgrund wachsender Anforderungen bzgl. der Performance von Regelungsverfahren be-
steht Entwicklungsbedarf fu¨r die sogenannte modellbasierte optimale Regelung. Diese
Regelgesetze basieren auf einem mathematischen Modell und einer zugrundegelegten
Zielfunktion. Einer der am ha¨ufigsten verwendeten Ansa¨tze bei der modellbasierten op-
timalen Regelung ist die Beru¨cksichtigung eines linearen Modells mit einer quadratischen
Zielfunktion, dem sogenannten LQ-Regler, vgl. Lewis [38] oder Anderson und Moore [2].
Unter der Voraussetzung von systemtheoretischen Eigenschaften wie der Beobachtbar-
keit und der Erreichbarkeit la¨sst sich durch die dabei auftretende sogenannte Riccati-
Gleichung ein simples Regelgesetz formulieren. Treten Sto¨rungen in den systembeschrei-
benden Parametern, wie etwa Wind, eine sich vera¨ndernde Masse oder Temperaturun-
terschiede auf, so kann dies die Modellgu¨te eines zugrundeliegenden Systems deutlich
reduzieren bzw. zu einem instabilen Systemverhalten fu¨hren. Es kann dann notwendig
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sein, dass das Regelgesetz neu berechnet werden muss was oftmals aufgrund von techni-
schen Gru¨nden nicht mo¨glich ist.
Ein weiteres Problem besteht, wenn nicht alle Zusta¨nde eines Systems bekannt sind. Fu¨r
diesen Fall ko¨nnen in machen Fa¨llen die Systemzusta¨nde aus den vorhandenen Messzu-
sta¨nden und den Informationen u¨ber das dynamische Modellverhalten gescha¨tzt werden.
Eine Klasse von Scha¨tzverfahren bilden die sogenannten optimalen Scha¨tz- oder Filter-
verfahren, welche als duale Regelungsprobleme formuliert werden ko¨nnen. Einen U¨ber-
blick u¨ber optimale Scha¨tzverfahren bietet Lewis, Xie, Popa [39]. Einen Zugang zur
Formulierung als duales Problem liefert Hespana [29]. Das bekannteste Scha¨tzverfahren
ist das sogeannte Kalman-Filter, siehe Kalman [33] und Kalman und Bucy [34], welches
bereits in den 60er Jahren bei den Apollo Weltraummissionen zum Mond zum Einsatz
kam. Auch fu¨r Scha¨tzverfahren entstehen jedoch große Schwierigkeiten wenn sich das
zugrunde liegende Modell durch Parametersto¨rungen vera¨ndert, insbesondere bei der
Verwendung der gescha¨tzten Systemzusta¨nde in Kombination mit den Regelverfahren.
Auf dem Gebiet der mathematischen Optimierung sind solche Parametersto¨rungen eben-
falls bekannt. Die Untersuchung optimaler Lo¨sungen unter Sto¨rungen wird dabei als pa-
rametrische Sensitivita¨tsanalyse bezeichnet, dazu ist insbesondere die Arbeit von Fiac-
co [18] zu nennen. Weiter sind in diesem Bereich Methoden entwickelt worden, um pa-
rametrische Sto¨rungen zu untersuchen und neue optimale Lo¨sungen mit geringem Re-
chenaufwand zu approximieren, siehe Bu¨skens [6, 7] und Bu¨skens und Maurer [14]. Fu¨r
die Anwendung dieser Theorie mu¨ssen jedoch notwendige und hinreichende Optimali-
ta¨tsbedingungen erfu¨llt sein.
Der Zusammenhang zwischen optimalen Regelverfahren und der nichtlinearen Optimie-
rung motiviert die Anwendung der parametrischen Sensitivita¨tsanalyse und die darauf
basierenden Approximationsmethoden auf optimale Regelungskonzepte zu erweitern. In
diesem Zusammenhang sind die Arbeiten von Bu¨skens [9, 13] zu nennen, in denen op-
timale Regelungsstrategien fu¨r parameterabha¨ngige Systeme vorgestellt wurden. Diese
erfolgreichen Umsetzungen motivieren die Zusammenha¨nge zwischen der Theorie der op-
timalen Regelverfahren und den aus der Optimierung bekannten notwendigen und hinrei-
chenden Optimalita¨tsbedingungen genauer zu untersuchen. In diesem Kontext stellt sich
zusa¨tzlich die Frage, inwiefern die Approximationsalgorithmen auf sogeannte optimale
Scha¨tzverfahren u¨bertragbar sind und inwieweit sie sich auch fu¨r optimale Scha¨tzstrate-
gien in Zusammenhang mit Regelung eignen.
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1.2 Ziele der Arbeit
Basierend auf der Grundlage, der in Bu¨skens [13] vorgestellten Methode zur Echzeitan-
passung klassischer Riccati-Regler werden in dieser Arbeit zwei Punkte untersucht.
Zum einen werden Optimalita¨tsbedingungen eines nichtlinearen Optimierungsproblems
den Voraussetzungen eines linear quadratischen Regelgesetzes gegenu¨ber gestellt. Dazu
wird das Regelungsproblem in ein nichtlineares Optimierungsproblem transformiert. Es
wird untersucht, welche Eigenschaften an das Regelgesetz gestellt werden mu¨ssen, um die
notwendigen und hinreichenden Optimalita¨tsbedingungen der transformierten Regelauf-
gabe zu erfu¨llen. Weiter wird untersucht, inwiefern die notwendigen und hinreichenden
Optimalita¨tsbedingungen des transfomierten Problems wiederum eine Lo¨sung des linear
quadratische Reglerproblems sichern. Mit der A¨quivalenz zwischen dem nichtlinearen
Optimierunsproblem und dem linear quadratischen Regelungsproblem ko¨nnen die para-
metrische Sensitivita¨tsanalyse sowie deren Anwendung, die Approximation parameter-
gesto¨rter Lo¨sungen, auf die linear quadratischen Reglerprobleme u¨bertragen werden.
Als zweiter Punkt werden die Sensitivita¨tsanalyse und die darauf basierenden Approxi-
mationsmethoden fu¨r die parameterabha¨ngigen linear quadratischen Reglerprobleme auf
optimale Scha¨tz- und Regel-Scha¨tzverfahren erweitert. Dabei wird die Eigenschaft der
optimalen Scha¨tzverfahren genutzt, sich als duales linear quadratisches Reglerproblem
darstellen zu lassen.
Die daraus resultierenden Regel- und Scha¨tzverfahren sowie die gemischten Regel-Scha¨tz-
verfahren werden an praktischen Beispielen numerisch verifiziert und den bereits bekann-
ten Verfahren gegenu¨bergestellt. Dabei wird vorrangig untersucht, inwiefern sich die Al-
gorithmen auf die Optimalita¨t der jeweils zugrunde liegenden Zielfunktion auswirken.
1.3 Aufbau der Arbeit
Diese Arbeit ist wie folgt aufgebaut.
In Kapitel 2 wird eine Einfu¨hrung in die Theorie der nichtlinearen unrestringierten
Optimierung gegeben. Zuna¨chst werden die Problemstellungen eingefu¨hrt sowie die not-
wendigen und hinreichen Optimalita¨tsbedingungen definiert. Weiter werden parameter-
abha¨ngige Optimierungsprobleme sowie die parametrische Sensitivita¨tsanalyse vorge-
stellt und Algorithmen zur Approximation parametergesto¨rter Lo¨sungen angegeben.
In Kapitel 3 werden Begriffe wie Steuerbarkeit, Erreichbarkeit, Dualita¨t und Beobacht-
barkeit definiert sowie weitere zentrale Resultate der Systemtheorie angegeben. Zum
Abschluss des Kapitels werden Aussagen u¨ber Stabilita¨t und den damit zusammenha¨n-
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genden Lyapunov-Funktionen vorgestellt.
In Kapitel 4 wird zuna¨chst das linear quadratische Regulatorproblem definiert und der
zentrale Satz u¨ber die optimale Lo¨sung von linear quadratischen Regulatorproblemen
formuliert. Es werden die Eigenschaften der damit im Zusammenhang stehenden alge-
braischen Riccati-Gleichung vorgestellt. Das linear quadratische Regulatorproblem wird
in ein unrestringiertes nichtlineares Optimierungsproblem transformiert. Weiter werden
die notwendigen und hinreichenden Optimalita¨tsbedingungen des transfomierten Pro-
blems mit den Voraussetzungen der Regelungstheorie in Zusammenhang gebracht.
Kapitel 5 entha¨lt eine Einfu¨hrung in die Theorie der optimalen Scha¨tzverfahren. Dazu
wird zuna¨chst der Luenberger Beobachter als allgemeines Scha¨tzverfahren vorgestellt.
Danach wird mit dem Minimum-Energie-Scha¨tzer ein optimales Scha¨tzverfahren einge-
fu¨hrt, welches dual zu dem in Kapitel 4 vorgestellten linear quadratischen Regulatorpro-
blem ist. In diesem Zusammenhang wird auch auf das stationa¨re Kalman-Bucy Filter
eingegangen. Am Ende des Kapitels wird die Kombination optimaler Scha¨tzverfahren
mit den linear quadratischen Regulatorproblemen vorgestellt, was zu den sogenannten
linear quadratischen Gaußreglern fu¨hrt.
In Kapitel 6 werden die linear quadratischen Regulatorprobleme auf Parametersto¨run-
gen erweitert. Darauf aufbauend wird das Konzept der parametrischen Sensitivita¨ts-
analyse und den damit in Zusammenhang stehenden Approximationsmethoden auf die
parameterabha¨ngigen linear quadratischen Regulatorprobleme angewandt. Die dadurch
erhaltenen Verfahren werden dann auf optimale Scha¨tzsysteme und die gemischten Regel-
Scha¨tzverfahren erweitert. Fu¨r alle drei Methoden werden numerische Untersuchungen
anhand eines Beispiels gemacht.
In Kapitel 7 werden die in dieser Arbeit vorgestellten Algorithmen auf ein Modell ei-
nes sechsrotorigen Fluggerea¨tes, einem sogeannnen Hexakopter, angewendet. Dazu wird
das System modelliert und auf systemtheoretische Eigenschaften wie Steuerbarkeit und
Beobachtbarkeit untersucht. Mit diesen Eigenschaften werden dann Standardverfahren
wie LQ-Regelung, Kalman Scha¨tzung und LQG-Regelung fu¨r das Hexakoptermodell
durchgefu¨hrt. In Erga¨nzung zu dem Beispiel aus Kapitel 6 werden die Approximations-
verfahren fu¨r parametergesto¨rte Regel und Scha¨tzverfahren fu¨r das Hexakoptermodell
numerisch untersucht und den Ausgangsverfahren gegenu¨berstellt.
Zum Schluss wird die Arbeit in Kapitel 8 zusammengefasst und ein Ausblick gegeben.
Alle in dieser Arbeit durchgefu¨hrten numerischen Untersuchungen werden mit dem Pro-
grammpaket MATLAB [60] durchgefu¨hrt, siehe Gilat [23].
52 Nichtlineare unrestringierte
Optimierung
Die mathematische Optimierung ist ein sehr bedeutender Bereich der Mathematik. Da-
bei steht im Vordergrund immer das Ziel, freie Gro¨ßen so zu wa¨hlen, dass ein gewisses
Leistungsmaß seinen maximalen oder minimalen Wert, also sein Optimum, annimmt.
Die zu wa¨hlenden freien Gro¨ßen werden dabei im Allgemeinen auch als Optimierungsva-
riablen oder Optimierungsparameter und das Leistungsmaß als Zielfunktion bezeichnet.
Auf dem Gebiet der mathematischen Optimierung gibt es eine Vielzahl von verschiedenen
Disziplinen, die sowohl Eigenschaften der Zielfunktion wie etwa lineare oder nichtlinea-
re Optimierung sowie differenzierbare und nicht differenzierbare Optimierung, als auch
Einschra¨nkungen bzgl. der Optimierungsvariablen wie z.B. ganzzahlige Optimierung be-
handeln. Weiterhin gibt es die Mo¨glichkeit Restriktionen an die Optimierungsvariablen
zu stellen, in diesem Falle wird von beschra¨nkter Optimierung gesprochen. Im Folgenden
werden jedoch nur die fu¨r diese Arbeit notwendigen Aussagen vorgestellt. Einen umfas-
senden U¨berblick u¨ber differenzierbare Optimierung und den dazugeho¨rigen numerischen
Lo¨sungsverfahren bieten die Arbeiten von Geiger und Kanzow [21,22] oder Nocedal und
Wright [48].
In Abschnitt 2.1 wird zuna¨chst das mathematische Problem der nichtlinearen kontinu-
ierlichen Optimierung definiert. In Abschnitt 2.2 werden notwendige und hinreichende
Bedingungen vorgestellt, mit denen sich Minima einer Zielfunktion u¨ber eine unrestrin-
gierte Optimierungsaufgabe finden lassen. In Abschnitt 2.3 werden Aussagen vorgestellt,
wie sich Optimierungsprobleme unter Sto¨rparametern verhalten sowie Techniken ange-
geben, wie diese Sto¨rungen kompensiert werden ko¨nnen.
2.1 Problemstellung
Zuna¨chst wird das Minimierungsproblem definiert.
Definition 2.1 (Minimierungsproblem)
Gegeben sei eine Menge Z ⊂ Rn und eine Funktion F : Z → R. Das Minimierungspro-
blem wird definiert durch die Aufgabe: Finde z∗ ∈ Z, so dass
F (z∗) ≤ F (z), ∀z ∈ Z. (2.1)
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Z wird auch als zula¨ssige Menge bezeichnet.
Bemerkung 2.2
Die Einschra¨nkung auf eine Minimierung ist ohne Weiteres mo¨glich, da eine ggf. gestell-
te Maximierungsaufgabe durch die Multiplikation mit −1 in eine Minimierungsaufgabe
transformiert werden kann.
Fu¨r ein Optimierungsproblem wird ha¨ufig folgende Schreibweise verwendet:
min
z
F (z) (2.2)
unter z ∈ Z. (2.3)
Zur Lo¨sung solcher Optimierungsprobleme spielen allgemeine, lokale Lo¨sungen und sta-
tiona¨re Punkte eine zentrale Rolle, daher werden diese im Folgenden definiert.
Definition 2.3 (Minimum)
Sei F : Z → R mit Z ⊂ Rn eine Funktion. Ein Punkt z∗ ∈ Z heißt:
i) Globales Minimum von F (auf Z), wenn gilt
F (z∗) ≤ F (z), ∀z ∈ Z.
ii) Strikt globales Minimum von F (auf Z), wenn gilt
F (z∗) < F (z), ∀z ∈ Z, z 6= z∗.
iii) Lokales Minimum von F (auf Z), wenn es eine Umgebung U von z∗ gibt, so dass
gilt
F (z∗) ≤ F (z), ∀z ∈ Z ∩ U.
iv) Striktes lokales Minimum von F (auf Z), wenn es eine Umgebung U von z∗ gibt,
so dass gilt
F (z∗) < F (z), ∀z ∈ Z ∩ U, z 6= z∗.
Fu¨r die Definition eines stationa¨ren Punktes wird die Differenzierbarkeit der Zielfunktion
F beno¨tigt.
Definition 2.4 (Kritische Punkte)
Seien Z ⊂ Rn und F : Z → R eine stetig differenzierbare Funktion. Ein Punkt z∗ ∈ Z
heißt stationa¨rer Punkt von F , wenn gilt
∇F (z∗) = 0.
Die Anforderungen an die Menge Z ko¨nnen sehr vielfa¨ltig sein. Als Standardproblem
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der Optimierung wird (2.2) mit den Beschra¨nkungen
Z = {z ∈ Rn | Gi(z) ≤ 0, i = 1, · · · ,m, Hj(z) = 0, j = 1, · · · ,p}
bezeichnet, wobei die Funktionen Gi : R
n → R, i = 1, · · · ,m als Ungleichungsneben-
bedingungen und Hj : R
n → R, j = 1, · · · ,p als Gleichungsnebenbedingungen be-
zeichnet werden. In technischen Anwendungen spielen zudem oft auch Lo¨sungsra¨ume
von Differentialgleichungen als Beschra¨nkung eine wichtige Rolle, etwa bei optimalen
Steuerprozessen, siehe auch Betts [4] oder Knauer [36]. Im weiteren Verlauf der Arbeit
werden jedoch nur Lo¨sungen von unbeschra¨nkten Optimierungsproblemen betrachtet,
d.h. Z = Rn.
2.2 Optimalita¨tskriterien
In diesem Abschnitt werden notwendige und hinreichende Bedingungen fu¨r lokale Mini-
ma unbeschra¨nkter Optimierungsprobleme bereitgestellt. Unterschieden wird dabei zwi-
schen Bedingungen erster Ordnung und Bedingungen zweiter Ordnung, abha¨ngig davon
ob die erste oder die zweite Ableitung der Zielfunktion F verwendet wurde. Zuna¨chst
werden notwendige Optimalita¨tsbedingungen erster Ordnung betrachtet.
Satz 2.5 (Notwendige Optimalita¨tsbedingungen erster Ordnung)
Seien Z ⊂ Rn eine offene Menge und F : Z → R eine stetig differenzierbare Funktion.
Ist z∗ ein lokales Minimum von F (auf Z), so gilt
∇F (z∗) = 0.
Beweis: Ein Beweis dieser Aussage findet sich in Geiger [21]. 2
Satz 2.5 besagt, dass jede Minimalstelle einen kritischen Punkt definiert. Die meisten
numerischen Verfahren basieren auf dem Auffinden von diesen kritischen Punkten. Wird
die zweite Ableitung der Zielfunktion betrachtet, so lassen sich auch notwendige Bedin-
gungen an diese formulieren.
Satz 2.6 (Notwendige Optimalita¨sbedingungen zweiter Ordnung)
Seien Z ⊂ Rn eine offene Menge und F : Z → R eine zweimal stetig differenzierbare
Funktion. Ist z∗ ein lokales Minimum von F (auf Z), so gilt fu¨r die Hesse-Matrix
∇2F (z∗) ≥ 0.
Beweis: Ein Beweis dieser Aussage ist in Geiger [21] enthalten. 2
Satz 2.5 gibt an, dass jedes Minimum auch ein stationa¨rer Punkt ist. Um jedoch zu
garantieren, dass es sich bei den stationa¨ren Punkten tatsa¨chlich um ein Minumum
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handelt, werden weitere Anforderungen an die Hessematrix der Zielfunktion beno¨tigt.
Der folgende Satz formuliert hinreichende Optimalita¨tsbedingungen.
Satz 2.7 (Hinreichende Optimalita¨tsbedingungen zweiter Ordnunug)
Seien Z ⊂ Rn eine offene Menge und F : Z → R eine zweimal stetig differenzierbare
Funktion. Gelten
a) ∇F (z∗) = 0 und
b) ∇2F (z∗) > 0,
so ist z∗ ein striktes lokales Minimum von F (auf Z).
Beweis: Ein Beweis findet sich z.B. in Geiger [21]. 2
2.3 Parameterabha¨ngige Optimierungsprobleme
In der Regel ha¨ngt die zu minimierende Zielfunktion F , besonders wenn ein praxisrele-
vanter Bezug im Hintergrund steht, nicht allein von den Optimierungsvariablen z ∈ Rn
ab, sondern ebenfalls von Parametern p ∈ Rr.
Fu¨r die Analyse der Zielfunktion sowie der damit zusammenha¨ngenden Optimalstellen,
ist eine Untersuchung bzgl. dieser Parameter von großem Interesse. Dabei wird im Weite-
ren untersucht, wie sich Lo¨sungen des Optimierungsproblems unter Parametersto¨rungen
verhalten und welche Techniken eingesetzt werden ko¨nnen, um die Lo¨sung des gesto¨rten
Optimierungsproblems ohne eine komplette Neuberechnung zu approximieren. Definiert
wird zuna¨chst das parameterabha¨ngige Optimierungsproblem als:
min
z
F (z,p) (2.4)
mit der Zielfunktion F : Rn × Rr → R. Die Definitionen der Minimalstellen ergeben
sich in Analogie zu Definition 2.3 fu¨r einen festen Referenzwert p = p0 ∈ Rr mit
F (z) := F (z,p0). Ebenso ko¨nnen die Aussagen der Sa¨tze 2.5, 2.6 und 2.7, fu¨r feste
p ∈ Rr, zu den notwendigen und hinreichenden Optimalita¨tsbedingungen formuliert
werden. Fu¨r diesen Referenzwert p = p0 ∈ Rr wird das Problem (2.4) als ungesto¨rtes
oder nominelles Problem bezeichnet.
2.3.1 Parametrische Sensitivita¨tsanalyse
Von großer Bedeutung ist die Auswirkung von Sto¨rungen1) auf die Zielfunktion. Die
systematische Untersuchung des Einflusses auf die Zielfunktion bezu¨glich der optimalen
1)Im Fall p 6= p0.
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Lo¨sung z∗ wird als parametrische Sensitivita¨tsanalyse bezeichnet. Einen umfassenden
U¨berblick u¨ber das Thema der parametrischen Sensitivita¨tsanalyse von nichtlinearen
Optimierungsproblemen liefert Fiacco in [18].
Es liegt nahe, dass unter gewissen Voraussetzungen die Lo¨sung z∗ ∈ Rn des Optimie-
rungsproblems (2.4) von dem Sto¨rparameter p ∈ Rr abha¨ngt. Die optimale Lo¨sung kann
als Funktion z(p) : Rr → Rn verstanden werden. In erster Na¨herung spielt die Sensi-
tivita¨tsableitung dz
dp
(p0) eine zentrale Rolle, bezeichnet wird diese als Sensitivita¨t erster
Ordung der Optimallo¨sung.
Der folgende Satz u¨ber implizite Funktionen dient als wichtiges Hilfsmittel bei der Be-
handlung parametrischer Sensitivita¨tsableitungen.
Satz 2.8 (Satz u¨ber implizite Funktionen)
Seien z∗ ∈ Rn und p0 ∈ Rr gegeben. Die Funktion φ : Rn × Rr → Rn mit φ(z∗,p0) = 0
sei im Punkt (z∗,p0) differenzierbar und die Jaccobi-Matrix ∇zφ(z∗,p0) sei invertierbar.
Dann gibt es offene Umgebungen U ⊂ Rn von z∗ und P ⊂ Rr von p0, sowie eine stetig
differenzierbare Funktion
z : P → U, mit φ(z(p),p) = 0 fu¨r alle p ∈ P.
Ist (z,p) ∈ U × P ein Punkt mit φ(z,p) = 0, so folgt z = z(p). Außerdem gilt fu¨r die
JACOBI-Matrix von z
dz
dp
(p0) = − (∇zφ( z∗,p0 ))−1∇pφ(z∗,p0).
Beweis: Ein Beweis la¨sst sich in Heuser [31] oder in Forster [19] finden. 2
Dieser Satz sagt zum einen aus, dass unter den gegebenen Voraussetzungen die Funktion
z(p) : Rr → Rn stetig differenzierbar ist, und zum anderen liefert er eine Berechnungsvor-
schrift fu¨r die Sensitivita¨t dz
dp
(p0). Durch die Anwendung von Satz 2.8 auf die notwendigen
Optimalita¨tsbedingungen des Problems (2.4) la¨sst sich direkt der Sensitivita¨tssatz fu¨r
unbeschra¨nkte Optimierungsprobleme formulieren, siehe Maurer [44].
Satz 2.9 (Sensitivita¨tssatz fu¨r unbeschra¨nkte Optimierungsprobleme)
Sei F : Rn × Rr → R, (z,p) 7→ F (z,p) zweimal stetig differenzierbar bzgl. z, der Gra-
dient ∇zF sei bzgl. p stetig differenzierbar. Weiterhin sei z∗ ∈ Rn eine streng regula¨re
lokale Lo¨sung von (2.4), d.h. z∗ erfu¨lle die notwendigen und hinreichenden Optimali-
ta¨tsbedingungen fu¨r ein festes p0 ∈ Rr. Dann gibt es in einer Umgebung P ⊂ Rr von p0
eine eindeutig bestimmte, stetig differenzierbare Funktion z : P → Rn mit den folgenden
Eigenschaften:
a) z(p0) = z
∗.
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b) Fu¨r alle p ∈ P erfu¨llt z(p) die notwendigen und hinreichenden Optimalita¨tsbedingun-
gen des gesto¨rten, nichtlinearen Optimierungsproblems (2.4).
c) ∇pF (z(p),p)|p=p0 = ∇pF (z∗,p0).
d) dz
dp
(p0) = −∇2zF (z∗,p0)−1∇zpF (z∗,p0).
Beweis: Setze φ(z,p) := ∇zF (z,p), F : Rn×Rr → Rn. Dann ist φ nach Voraussetzung
stetig differenzierbar in (z∗,p0). Da die hinreichenden Optimalita¨tsbedingungen erfu¨llt
sind, gilt φ(z∗,p0) = ∇zF (z∗,p0) = 0 und ∇zφ(z∗,p0) = ∇2zF (z∗,p0) > 0 positiv definit.
Nach Satz 2.8 gibt es also eine Umgebung P ⊂ Rr von p0 und eine eindeutig bestimmte,
stetig differenzierbare Funktion z : P → Rn mit
φ(z(p),p) = ∇zF (z(p),p) = 0, ∀p ∈ P, z(p0) = z∗.
Fu¨r P hinreichend klein gilt aufgrund der Stetigkeit von z(p)
∇2zF (z(p),p) > 0 positiv definit, ∀p ∈ P.
Daher ist z(p) eine strenge lokale Minimalstelle von (2.4). Weiter gilt mit der Kettenregel
∇pF (z(p),p)|p=p0 = ∇zF (z∗,p0)︸ ︷︷ ︸
=0
∇pz(p0) +∇pF (z∗,p0)
woraus c) folgt. Fu¨r d) gilt
0 = ∇pφ(z(p),p)|p=p0 = ∇p∇zF (z(p),p)|p=p0 = ∇2zF (z∗,p0)∇pz(p0) +∇zpF (z∗,p0),
woraus aufgrund der Regularita¨t von ∇2zF (z∗,p0)
∇pz(p0) = −∇2zF (z∗,p0)−1∇zpF (z∗,p0)
folgt. 2
Ein verallgemeinertes Resulatat fu¨r beschra¨nkte NLP Probleme wird in Fiacco [18] be-
schrieben. Dabei werden als Optimalita¨tsbedingungen die so genannten Karush-Kuhn-
Tucker-Bedingungen in Zusammenhang mit der Lagrangefunktion betrachtet. Neben der
Existenz der Funktion z(p) ist ein wesentliches Resulat des Satzes 2.9 die Berechnungs-
vorschrift fu¨r die Sensitivita¨tsableitung ∇pz(p0), die durch die Lo¨sung eines linearen
Gleichungssystems zu erhalten ist. Die dabei beno¨tigten Differentiale ∇2zF und ∇zpF
in (z∗,p0) ko¨nnen analytisch oder numerisch mittels der Zielfunktion berechnet werden.
Die Hessematrix ∇2zF wird in einigen numerischen Verfahren zur Lo¨sung des nominellen
Optimierungsproblems verwendet und muss daher nicht neu berechnet werden.
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2.3.2 Approximation parametergesto¨rter Lo¨sungen
Weicht der Parameter p des parameterabha¨ngigen Optimierungsproblems (2.4) von dem
nominellem Parameter p0 ab, so scheint eine komplette Neuberechnung einer Lo¨sung
z(p) unumgehbar. Diese ist aber mit einem erheblichen Rechenaufwand verbunden und
deshalb in vielen Fa¨llen, insbesondere bei Echtzeitsystemen, zu aufwendig oder technisch
nicht mo¨glich.
Die im vorhergehenden Abschnitt dargelegten Resulate u¨ber die Differenzierbarkeits-
eigenschaften der optimalen Lo¨sung des parameterabha¨ngigen Optimierungsproblems
(2.4) liefern die Grundlage fu¨r Strategien zur Approximation der gesto¨rten Lo¨sungen.
Die Idee ist, die Lo¨sung des Problems (2.4) durch eine Taylorentwicklung erster Or-
dung zu approximieren. Ein wesentliches Hilfsmittel ist dabei das Sensitivita¨tsdifferenti-
al ∇pz(p) aus Satz 2.9, welches mit der nominellen Lo¨sung z(p0) berechnet werden kann.
Die gesto¨rte Lo¨sung kann dann durch
z(p) ≈ z˜(p) := z(p0) +∇pz(p0)∆p, ∆p := p− p0. (2.5)
approximiert werden. Der dabei entstehende Aufwand von einer Matrix-Vektor-Multi-
plikation und einer Vektoraddition ist im Gegensatz zu der Neuberechung der Lo¨sung
numerisch effizienter, wodurch dieses Verfahren zu einem echzeitfa¨higen Algorithmus fu¨r
praktische Probleme wird.
Mit speziellen Techniken ist es sogar mo¨glich nichtlineare Nebenbedingungen des pa-
rametergesto¨rten Optimierungsproblems exakt einzuhalten, siehe Bu¨skens [7], wodurch
sich der numerische Aufwand wieder erho¨ht. Mit diesen Techniken lassen sich besonders
in der Anwendung auf parametergesto¨rte Optimalsteuerungsprobleme in Zusammenhang
mit den sogenannten direkten Verfahren sehr effiziente Echtzeitstrategien entwickeln, sie-
he Bu¨skens [6, 7].
Weiterhin stellt sich die Frage, wie groß der Fehler zwischen Korrektur und exakter Lo¨-
sung in Abha¨ngigkeit der Abweichung ∆p ist. Der nachfolgende Satz liefert eine Aussage,
sowohl fu¨r die Lo¨sung z, als auch fu¨r den Wert der Zielfunktion F und des Gradienten
∇zF bzgl. der Lo¨sung z.
Satz 2.10 (Fehlerabscha¨tzung bei unbeschra¨nkten Problemen)
Es seien die Voraussetzungen des Satzes 2.9 fu¨r das Optimierungsproblem (2.4) erfu¨llt
und die Zielfunktion sei dreimal stetig differenzierbar bzgl. z und p. Dann existiert eine
Umgebung P ⊂ Rr von p0, so dass fu¨r alle p = p0+∆p ∈ P folgende Fehlerabscha¨tzungen
gelten:
‖z(p)− z˜(p)‖ = O(‖∆p‖2), (2.6)
‖F (z(p),p)− F (z˜(p),p)‖ = O(‖∆p‖3), (2.7)
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‖∇zF (z˜(p),p)‖ = O(‖∆p‖2). (2.8)
Beweis: Ein Beweis findet sich in Bu¨skens [7]. 2
Die lineare Gu¨te von z˜(p) ist aufgrund der linearen Taylorapproximation klar. Erstaun-
lich ist jedoch die quadratische Na¨herung im Wert der Zielfunktion F der sich aus einer
linearen Na¨herung ergibt. Ein wichtiger Punkt im Zusammenhang mit dem durch (2.5)
vorgestellten Approximationsverfahren ist die Gro¨ße des Sto¨rgebietes P aus Satz 2.9.
Fu¨r diese ko¨nnen i.A. keine analytischen Aussagen u¨ber die Gro¨ße getroffen werden was
numerische Untersuchungen no¨tig macht.
Folgendes Beispiel illustriert die Anwendung der Echzeitkorrektur auf Basis der parame-
trischen Sensitivita¨tsanalyse.
Beispiel 2.11
Gegeben sei das Problem
min
z
F (z,p) :=
1
3
z3 − pz
mit p > 0 und der nominalen Sto¨rung p0 = 2. Fu¨r den Gradienten bzgl. z gilt
∇zF (z,p) = z2 − p.
Als Lo¨sung folgt mit der der Voraussetzung p > 0
z∗ = ±√p.
Die zweite Ableitung bzgl. z ergibt sich zu
∇2zF (z,p) = 2z,
entsprechend in z∗:
∇2zF (±
√
p,p) = ±2√p.
Aufgrund der hinreichenden Optimalita¨tsbedingungen muss gelten z∗ =
√
p. Die Sensi-
tivita¨t der Zielfunktion bzgl. p ist gegeben durch
∇pF (z,p) = −z.
Fu¨r die gemischte Ableitung gilt
∇zpF (z,p) = −1.
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Die Sensitivita¨tsableitung ist daher, nach Satz 2.9, gegeben durch2)
∇pz(p0) = −∇2zF (z∗,p0)−1∇zpF (z∗,p0) =
1
2
√
p0
.
Wird das Iterationsschema (2.5) fu¨r p0 = 2 im lokalen Minimum z
∗ =
√
2 angewendet,
so ergibt sich die Approximationsfunktion
z(p) ≈ z˜(p) := z(p0) +∇pz(p0)∆p =
√
2 +
∆p
2
√
2
.
Die numerische Ausfu¨hrung der Approximation ist in Tabelle 2.1 dargestellt. Zu erkennen
ist dabei, dass der Fehler der Na¨herung z˜(p) zur exakten Lo¨sung z(p) wie in Satz 2.10
linear und der Fehler der gena¨herten Zielfunktion zum Wert der exakten Zielfunktion
sich qudratisch bzgl. ∆p verha¨lt.
p ∆p z(p) z˜(p) ‖z(p)− z˜(p)‖ ‖F (z(p),p)− F (z˜(p),p)‖
1.0 -1.0 1.000000 1.060660 6.0660·10−02 3.7540·10−03
1.2 -0.8 1.095445 1.131370 3.5925·10−02 1.4293·10−03
1.4 -0.6 1.183215 1.202081 1.8865·10−02 4.2335·10−04
1.6 -0.4 1.264911 1.272792 7.8813·10−03 7.8729·10−05
1.8 -0.2 1.341640 1.343502 1.8626·10−03 4.6541·10−06
2.0 0.0 1.414213 1.414213 0.0000·10−00 0.0000·10−00
2.2 0.2 1.483239 1.484924 1.6842·10−03 4.2105·10−06
2.4 0.4 1.549193 1.555634 6.4410·10−03 6.4371·10−05
2.6 0.6 1.612451 1.626345 1.3894·10−02 3.1216·10−04
2.8 0.8 1.673320 1.697056 2.3736·10−02 9.4722·10−03
3.0 1.0 1.732050 1.767766 3.5716·10−02 2.2246·10−03
Tabelle 2.1: Konvergenzverhalten der Approximation (2.5) fu¨r Beispiel 2.11 mit Sto¨run-
gen von ∆p ∈ [−1,1]. Dargestellt ist der Parameter p die Sto¨rung ∆p zum
nominalen Wert p0, der Wert der exakten Lo¨sung z(p), der Wert der appro-
ximierten Lo¨sung z˜(p) sowie der Fehler. Außerdem ist noch der Fehler der
Zielfunktion zwischen exakter Lo¨sung und approximierter Lo¨sung angegeben.
2)Diese kann hier auch direkt berechnet werden.
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15
3 Grundlagen der Systemtheorie
Fu¨r die systemtheoretische Behandlung von realen Prozessen, insbesondere im Zusam-
menhang mit Steuerung und Regelung, spielen mathematische Modelle eine zentrale
Rolle. Es gibt eine Vielzahl von verschiedenen Modellformen. Modelle lassen sich durch
die folgenden Eigenschaften klassifizieren:
• Parameterabha¨nige und nichtparameterabha¨ngige Modelle
• lineare und nichtlineare Modelle
• statische und dynamische Modelle
• theoretische und experimentelle Modelle
• zeitkontinuierliche und zeitdiskrete Modelle
• Mehrgro¨ßenmodelle und Eingro¨ßenmodelle
Eine genaue Erla¨uterung der einzelnen Eigenschaften la¨sst sich z.B. in Pfeiffer [49] wie-
derfinden. Es gibt eine große Anzahl von weiteren Unterscheidungsmo¨glichkeiten, auf
die im Weiteren nicht na¨her eingegangen wird. Es werden in dieser Arbeit nur Mehr-
gro¨ßenmodelle betrachtet, da Eingro¨ßenmodelle lediglich eine Einschra¨nkung darstellen.
Weiterhin werden sich die Aussagen in dieser Arbeit auf zeitkontinuierliche Modelle be-
schra¨nken. Es sei jedoch angemerkt, dass alle getroffenen Aussagen auch auf zeitdiskrete
Modelle anwendbar sind. Der Ursprung des Modells, d.h., ob das Modell theoretischen
oder experimentellen Erkenntnissen zugrunde liegt, spielt fu¨r die Aussagen dieser Arbeit
keine Rolle. Entscheidend fu¨r die Gu¨te von Regelalgorithmen ist jedoch immer, wie gut
das Modell den zu beschreibenden Prozess wiedergibt. Bezu¨glich der statischen und dy-
namischen Modelle wird sich im Weiteren auf die dynamischen Modelle beschra¨nkt, da
diese die Grundlage fu¨r die Erweiterung der Regel- und Beobachtungsalgorithmen dieser
Arbeit sind. Die meisten realita¨tsnahen Modelle sind nichtlinear, die zugrunde liegende
Theorie der folgenden Abschnitte basiert aber auf linearen Modellen, weshalb sich diese
Arbeit nach einer kurzen Einfu¨hrung auf lineare Systeme beschra¨nkt. Es sei aber ange-
merkt, dass jedes nichtlineare Modell durch Linearisierung um einen Zustand linearisiert
werden, wobei das lineare Modell dann in dem aktuellen Zustand exakt ist und nur dann
vom nichtlinearen Modell abweicht, wenn der aktuelle Zustand ungleich dem Punkt der
Linearisierung ist. Um die Mehoden der parameterabha¨ngigen Optimierung, siehe Ka-
pitel 2, einsetzen zu ko¨nnen werden imWeiteren parameterabha¨ngige Modelle betrachtet.
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Im folgenden Kapitel werden die systemtheoretischen Eigenschaften von linearen Re-
gelungssystemen untersucht. In Abschnitt 3.1 werden die fu¨r den weiteren Verlauf der
Arbeit verwendeten Regelungssysteme definert. In Abschnitt 3.2 werden die Begriffe der
Steuerbarkeit und Erreichbarkeit definiert, zudem wird eine Herleitung der Kriterien zur
U¨berpru¨fbarkeit angegeben. In Abschnitt 3.3 werden die Begriffe Beobachtbarkeit und
Entdeckbarkeit eingefu¨hrt, welche von Bedeutung sind, wenn nicht alle Zusta¨nde des Sys-
tems bekannt sind. Im letzten Abschnitt wird die Stabilita¨t linearer Systeme definiert.
In diesem Zusammenhang wird auch die sogenannte Lyapunov Gleichung eingefu¨hrt,
welche in Kapitel 4 im Zusammenhang mit linear quadratischen Regulatorproblemen
beno¨tigt wird. Im Wesentlichen orientiert sich dieses Kapitel an den in Benner [3] sowie
den in Gru¨ne [24, 25] gemachten Definitionen und Aussagen.
3.1 Regelungssysteme
Dynamische Regelungssysteme sind die Grundlage vieler modellbasierter Regelalgorith-
men. Folgende Definition beschreibt die im Weiteren betrachteten Regelungssysteme.
Definition 3.1 (Nichtlineares Regelungssystem)
Ein nichtlineares parameterabha¨ngiges Regelungssystem ist ein System, das fu¨r t ∈
[t0,tf ], t0 < tf ≤ ∞, den folgenden Gleichungen genu¨gt:
x˙(t) = f(t,x(t),u(t),p), (Zustandsgleichung) (3.1)
x(t0) = x0 ∈ Rn, (Anfangszustand) (3.2)
y(t) = g(t,x(t),u(t),p). (Ausgangsgleichung) (3.3)
Dabei werden die Komponenten definiert als
x(t) : [t0,tf ]→ Rn, (der Zustand) (3.4)
u(t) : [t0,tf ]→ Rm, (die Steuerung) (3.5)
y(t) : [t0,tf ]→ Rl, (Ausgang) (3.6)
p ∈ Rr. (Sto¨rparameter) (3.7)
Es gelten folgende Bezeichnungen:
• Die Dimension n des Zustandsraumes wird als Ordnung des Systems bezeichnet.
• Das System heißt autonom falls die Zustandsgleichung und die Ausgangsgleichung
nicht von der Zeit t abha¨ngig sind, d.h wenn gilt
f(t,x(t),u(t),p) ≡ f(x(t),u(t),p)
g(t,x(t),u(t),p) ≡ g(x(t),u(t),p).
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Leider stellt sich die Handhabung dieser Systeme in der Regelungstechnik als schwierig
heraus. Ha¨ufig mu¨ssen Regelalgorithmen speziell an die spezifischen Modellgleichungen
angepasst werden, etwa durch Auffinden einer so genannten Lyapunov Funktion, siehe
z.B. Sontag [57], oder der Invertierung der Systemdynamik wie z.B. in Widrow und
Walach [69]. Einen generalisierteren Ansatz fu¨r die Analyse und Reglersynthese kann
bei den linearen Regelsystemen gefunden werden, bei denen Aussagen und automatische
Synthese fu¨r die komplette Problemklasse mo¨glich sind.
Definition 3.2 (Lineares Regelungssystem)
Ein System, das fu¨r t ∈ [t0,tf ], t0 < tf ≤ ∞, den folgenden Gleichungen genu¨gt:
x˙(t) = A(t,p)x(t) +B(t,p)u(t) (Zustandsgleichung) (3.8)
x(t0) = x0 ∈ Rn (Anfangszustand) (3.9)
y(t) = C(t,p)x(t) +D(t,p)u(t) (Ausgangsgleichung) (3.10)
heißt lineares Regelungssystem. Dabei sind A(t,p) : [t0,tf ]×Rr → Rn×n, B(t,p) : [t0,tf ]×
R
r → Rn×m, C(t,p) : [t0,tf ]×Rr → Rl×n und D(t,p) : [t0,tf ]×Rr → Rl×m matrixwertige
und hinreichend glatte Funktionen.
Fu¨r autonome Systeme gilt
A(t,p) ≡ A(p), B(t,p) ≡ B(p), C(t,p) ≡ C(p) und D(t,p) ≡ D(p).
Fu¨r parameterunabha¨ngige Systeme gilt
A(t,p) ≡ A(t), B(t,p) ≡ B(t), C(t,p) ≡ C(t) und D(t,p) ≡ D(t).
Lineare Modelle ko¨nnen z.B. durch Linearisierung eines nichtlinearen Modells aus Defi-
nition 3.1 um einen Referenzpunkt (tref,xref,uref,pref) entwickelt werden. Die Systemma-
trizen ergeben sich dann zu
A = ∇xf(tref,xref,uref,pref), B = ∇uf(tref,xref,uref,pref), (3.11)
C = ∇xg(tref,xref,uref,pref), D = ∇ug(tref,xref,uref,pref). (3.12)
Die Gu¨te dieser Linearisierung ha¨ngt dabei entscheidend von dem Abstand des aktuellen
Zustandes x, der Steuerung u, der Zeit t und des Sto¨rparameters p von dem gewa¨hl-
ten Referenzpunkt (tref,xref,uref,pref) ab. Im Punkt (tref,xref,uref,pref) ist die Auswertung
der Linearisierung exakt und entspricht dem nichtlinearen Modell. Fu¨r die Anwendung
auf Regelungsprobleme muss die Linearisierung immer um eine Ruhelage1) des Systems
entwickelt werden, worauf in Abschnitt 3.4 weiter eingegangen wird. Um die eventuell
vorhandene Parameterabha¨ngigkeit im linearen Modell zu beru¨cksichtigen, mu¨ssen in
den meisten Fa¨llen die nichtlinearen Modellgleichungen analytisch linearisiert werden.
Zudem gibt es aber auch Modellierungsansa¨tze in denen von vornherein ein lineares Mo-
1)Ein System befindet sich in einer Ruhelage (x,u), wenn f(x,u) = 0 gilt
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dell nach Definition 3.2 anhand von realen Messdaten identifiziert wird, siehe Tietjen,
Bu¨skens, Blume und Wassel [62].
Der Parameter p wird in diesem Kapitel nicht weiter verwendet, alle Aussagen ko¨nnen
durch die Verallgemeinerung “fu¨r alle p ∈ Rr” erweitert werden. Auch werden im Fol-
genden nur autonome Systeme betrachtet. Dabei ist zu beachten, dass im Gegensatz zu
den Sto¨rparametern, die folgenden Definitionen und Ergebnisse nicht ohne Weiteres auf
den zeitvarianten Fall erweitert werden ko¨nnen, siehe Benner [3].
3.2 Steuerbarkeit und Erreichbarkeit
In diesem Abschnitt werden Kriterien definiert, unter welchen das lineare System aus
Definition 3.2 fu¨r ein festes p ∈ Rr und alle t ≥ t0, aus einem Anfangszustand x(t0) =
x0 in einen Endzustand x(t1) = x1 mit einer geeigneten Steuerfunktion u : [t0, t1] →
R
m u¨berfu¨hrt werden kann. Dazu wird zuna¨chst der Begriff Steuerbarkeit fu¨r lineare
Systeme, entsprechend Definition 3.2, definiert.
Definition 3.3 (Steuerbarkeit und Erreichbarkeit)
Fu¨r das lineare System 3.2 heißt ein Zustand x0 ∈ Rn steuerbar (oder kontrollierbar)
zu einem Zustand x1 ∈ Rn zur Zeit t1 > t0, falls eine Steuerfunktion u : [t0, t1] → Rm
existiert mit
x1 = x(t0,t1; x0,u).
Ein Zustand x1 ∈ Rn heißt erreichbar fu¨r das System (3.2) zu einem Anfangszustand
x0 ∈ Rn zur Zeit t1 > t0, falls eine Steuerfunktion u : [t0, t1]→ Rm existiert mit
x1 = x(t0,t1; x0,u).
Mit diesen Definitionen lassen sich die Steuerbarkeitsmenge und die Erreichbarkeitsmege
definieren: Die Steuerbarkeitsmenge bzgl. x1 wird definiert durch
C(t0) :=
⋃
t1>t0
C(t0,t1), (3.13)
mit C(t0,t1) := {x0 ∈ Rn|∃u : [t0, t1]→ Rm : x(t1; x0,u) = x1}.
Ein System heißt vollsta¨ndig steuerbar, wenn gilt C(t0) = Rn. Entsprechend wird die
Erreichbarkeitsmenge bzgl. x0 definiert durch
R(t0) :=
⋃
t1>t0
R(t0,t1), (3.14)
mit R(t0,t1) := {x1 ∈ Rn|∃u : [t0, t1]→ Rm : x(t1; x0,u) = x1}. Analog zur vollsta¨ndigen
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Steuerbarkeit heißt ein System vollsta¨ndig erreichbar wenn gilt R(t0) = Rn.
Die Steuerbarkeitsmenge beschreibt alle Punkte im Zustandsraum von denen der Punkt
x1 angesteuert werden kann. Die Erreichbarkeitsmenge beschreibt alle Punkte die von
einem Startpunkt x0 erreicht werden ko¨nnen. Tatsa¨chlich sind die Begriffe Steuerbar-
keit und Erreichbarkeit fu¨r kontinuierliche Systeme eng miteinander verbunden. So ent-
spricht die Erreichbarkeitsmenge R(t) fu¨r (3.1) der Steuerbarkeitsmenge C(t) des zeit-
umgekehrten Systems x˙(t) = −f(t,x(t),u(t),p) mit der Zeittransformation t : [0,1] →
t · t0 + (1− t) t1. Fu¨r zeitdiskrete Systeme gilt dies jedoch nicht, siehe Bu¨skens [8].
Die Betrachtung eines beliebigen Punktes x1 ∈ Rn la¨sst sich durch die Transformation
x˜(t) = x(t)− x1, t ∈ [t0,t1] immer auf x1 = 0 transformieren. Weiter gilt ohne Beschra¨n-
kung der Allgemeinheit der Anfangszeitpunkt t0 = 0
2). Daher wird im weiteren Verlauf
dieses Abschnitts immer von einer Anfangszeit t0 = 0 und einem Endzustand x1 = 0
ausgegangen.
Fu¨r lineare Systeme ist es mo¨glich, Aussagen u¨ber die Steuerbarkeitsmenge sowie die
Erreichbarkeitsmenge zu treffen.
Satz 3.4
Fu¨r das System (3.8) gilt fu¨r alle t ≥ 0
R(t) = C(t) = Im ([B AB . . . An−1B]) .
Beweis: Ein Beweis findet sich in Gru¨ne [24]. 2
Die Matrix [B AB . . . An−1B] wird im Weiteren als Steuerbarkeitsmatrix bezeichnet.
Eine direkte Folgerung aus Satz 3.4 ist das Kalman Kriterium:
Satz 3.5 (Kalman-Kriterium)
Das System (3.8) ist genau dann vollsta¨ndig steuerbar, wenn der Rang der Steuerbar-
keitsmatrix voll ist, also
rang
([
B AB . . . An−1B
])
= n.
gilt.
Beweis: Vgl. Gru¨ne [24]. 2
Ist das System (3.8) vollsta¨ndig steuerbar, wird das Matrizenpaar (A,B) als steuerbar
oder kontrollierbar bezeichnet. Ist ein System der Form (3.8) nicht vollsta¨ndig steuerbar,
la¨sst sich (A,B) in seinen steuerbaren und unsteuerbaren Anteil zerlegen.
Satz 3.6 (Trennung des Steuerbarkeitsraumes)
Sei das System (3.8) nicht kontrollierbar mit rang(B AB . . . An−1B) = n˜ < n, dann
existiert eine A¨hnlichkeitstransformation mit einer regula¨ren Matrix T ∈ Rn×n, so dass
2)Dies erfolgt durch die Einfu¨hrung der Zeittransformation t˜ := t− t0
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A˜ := T−1AT und B˜ := T−1B die Form
A˜ =
(
A˜1 A˜2
0 A˜3
)
, B˜ =
(
B˜1
0
)
mit A˜1 ∈ Rn˜×n˜, A˜2 ∈ Rn˜×(n−n˜), A˜3 ∈ R(n−n˜)×(n−n˜), B˜1 ∈ Rn˜×m besitzen. Das Paar(
A˜1, B˜1
)
ist dann steuerbar.
Beweis: Ein Beweis ist in Benner [3] zu finden und basiert auf dem Satz von Cayley-
Hamilton. 2
Die Steuerbarkeitsmatrix wird ha¨ufig sehr groß, zudem fu¨hrt die Berechnung des Ranges
in vielen Fa¨llen zu numerischen Schwierigkeiten. Folgendes Resultat von Popov, Be-
levitch und Hautus stellt eine zusa¨tzliche Charakterisierung der Steuerbarkeit linearer
Systeme dar.
Satz 3.7 (Popov-Belevitch-Hautus Kriterium)
Fu¨r das lineare Regelungssystem (3.8) sind folgende Aussagen a¨quivalent:
a) (A,B) ist vollsta¨ndig steuerbar,
b) rang ([λIn − A,B]) = n fu¨r alle λ ∈ C,
c) rang ([λIn − A,B]) = n fu¨r alle Eigenwerte λ ∈ C von A.
Beweis: Ein Beweis findet sich in Benner [3] oder Gru¨ne [24]. 2
Zur U¨berpru¨fung der Steuerbarkeit eines Systems werden alle Eigenwerte λi und da-
zugeho¨rigen Eigenvektoren vi, i = 1, · · · ,n der Matrix A berechnet und u¨berpru¨ft, ob
viB = 0 gilt. Ein numerisch stabileres Kriterium liefert der Staircase-Algorithmus, hier-
bei wird Satz 3.7, unter Anwendung von Satz 3.6, auf eine stabilere Form mithilfe einer
Singula¨rwertzerlegung von A und B angewendet, siehe Benner [3].
3.3 Beobachtbarkeit und Dualita¨t
In vielen realen Systemen kann der komplette Zustand x ∈ Rn nicht gemessen werden,
sondern nur eine Messgro¨ße y ∈ Rl. Bekannt ist jedoch der Zusammenhang zwischen
dem Zustand x und der Messgro¨ße y, wie in (3.3) bzw. (3.10).
Zu Beginn dieses Abschnitt wird zuna¨chst der Begriff der Beobachtbarkeit eingefu¨hrt.
Basierend darauf wird fu¨r lineare Systeme der Begriff der Dualita¨t definiert, wodurch
a¨quivalente Aussagen u¨ber die Beobachtbarkeit getroffen werden. Des Weiteren wird der
Zusammenhang der Steuerbarkeit des dualen Systems aus Abschnitt 3.2 hergestellt.
Zuna¨chst wird die Definition der Beobachtbarkeit fu¨r die Systeme aus Definition 3.1
vorgestellt, wie sie etwa auch in Wey [68] zu finden ist.
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Definition 3.8 (Beobachtbarkeit)
a) Ein System der Form (3.3) mit Ausgangsfunktion (3.3) heißt beobachtbar in einem
Punkt x0, wenn x0 aus x1, der Steuerfunktion u(t), sowie der Messgro¨ße y(t) fu¨r
t ∈ [t0,t1] eindeutig bestimmt werden kann.
b) Das System heißt vollsta¨ndig beobachtbar, wenn es beobachtbar fu¨r alle x0 ∈ Rn ist.
Fu¨r allgemeine nichtlineare Systeme ist die Beobachtbarkeit i.A. sehr schwer zu u¨ber-
pru¨fen. Systematischer la¨sst sich fu¨r die Beobachtbarkeit, analog zur Steuerbarkeit, fu¨r
lineare autonome Systeme der Form
x˙(t) = Ax(t) + Bu(t), (3.15)
y(t) = Cx(t) (3.16)
mit A ∈ Rn×n, B ∈ Rn×m und C ∈ Rl×n charakterisieren3). Wie in Gru¨ne [24] wird die
Beobachtbarkeit fu¨r lineare Systeme definiert.
Definition 3.9 (Beobachtbarkeit linearer Systeme)
a) Zwei Zusta¨nde x0, x˜0 ∈ Rn heißen unterscheidbar, wenn eine Steuerfunktion u(t), t ∈
[t0,t1] und ein t
∗ ∈ [t0,t1] existieren mit
Cx(t∗; x0,u) 6= Cx(t∗; x˜0,u).
b) Das System (3.15), (3.16) heißt beobachtbar, falls alle Zusta¨nde x0, x˜0 ∈ Rn mit
x0 6= x˜0 unterscheidbar sind.
Wird die Differenz zwischen x(t∗; x0,u) und x(t∗; x˜0,u) betrachtet, gilt aufgrund der Li-
nearita¨t
x(t∗; x0,u)− x(t∗; x˜0,u) = x(t∗; x0 − x˜0,0).
Dies bedeutet, dass die Unterscheidbarkeit nicht von der Steuerfunktion u und damit
auch nicht von der Matrix B abha¨ngig ist, sondern nur von dem Paar (A,C). Zwei
Zusta¨nde x0, x˜0 ∈ Rn sind genau dann unterscheidbar, wenn es ein t∗ > t0 gibt mit
Cx(t∗; x0 − x˜0,0) 6= 0.
Dies motiviert die Definition der unbeobachtbaren Menge:
Definition 3.10 (Menge der unbeobachtbaren Zusta¨nde)
Die Menge der unbeobachtbaren Zusta¨nde wird definiert durch
N =
⋂
t>t0
N (t)
3)Man beachte, dass der Anteil Du(t) in (3.16) durch eine Transformation y˜(t) := y(t) − Du(t) ver-
nachla¨ssigbar ist, da u(t) fu¨r alle t ∈ [t0,t1] bekannt ist.
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mit N (t) = {x0 ∈ Rn|Cx(s,x0,0) = 0, ∀s ∈ [t0,t]}.
Der Zusammenhang zwischen den Systemmatrizen A und C sowie der Menge der unbe-
obachtbaren Zusta¨nde N zeigt folgendes Lemma.
Lemma 3.11
Fu¨r alle t > t0 gilt
N = N (t) =
n−1⋂
i=0
ker
(
CAi
)
Beweis: Ein Beweis findet sich in Gru¨ne [24]. 2
Wa¨hrend sich die steuerbare Menge R u¨ber das Bild der Steuerbarkeitsmatrix
[
B AB . . . An−1B
] ∈ Rn×(n·m)
definiert, siehe Abschnitt 3.2, charakterisiert sich die unbeobachtbare Menge u¨ber den
Kern der Beobachbarkeitsmatrix

C
CA
...
CAn−1

 ∈ R(n·l)×n.
Dies motiviert folgende Definition.
Definition 3.12 (Duales System)
Das duale System eines linearen Regelungssystems der Form (3.15), (3.16) wird definiert
durch
x˙(t) = ATx(t) + CTu(t), (3.17)
y(t) = BTx(t). (3.18)
Nun kann der Begriff der Steuerbarkeit mit dem Begriff der Beobachtbarkeit u¨ber das
duale System in Zusammenhang gebracht werden. Es la¨sst sich folgender Satz zeigen.
Satz 3.13
Fu¨r die steuerbare Menge R und die nichtbeobachbare Menge N des Systems (A,B,C)
sowie fu¨r die steuerbare Menge RT und die nichtbeobachtbare Menge N T des dazugeho¨-
rigen dualen Systems gilt
R⊥ = N T
N⊥ = RT .
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Beweis: Vgl. Gru¨ne [24]. 2
Eine unmittelbare Folgerung des Satzes ist, dass die Steuerbarkeit eines linearen Re-
gelungssystems a¨quivalent zu der Beobachtbarkeit des zugeho¨rigen dualen Systems ist.
Umgekehrt ist das System beobachtbar genau dann, wenn das duale System steuer-
bar ist. Durch diese A¨quivalenz ko¨nnen alle Aussagen aus Abschnitt 3.2, wie etwa die
Charakterisierung der Steuerbarkeit u¨ber den Rang der Steuerbarkeitsmatrix oder die
Zerlegung des Systems in steuerbaren Anteil und nichtsteuerbaren Anteil, durch A¨hn-
lichkeitstransformation sowie das Popov-Belevich-Hautus Kriterium, siehe Satz 3.7, auf
die Beobachtbarkeit angewendet werden, in dem die Steuerbarkeit des dualen Systems
(A˜ B˜) =
(
AT CT
)
betrachtet wird.
3.4 Stabilita¨t und Lyapunov Funktionen
In diesem Abschnitt wird der Begriff der Stabilita¨t bzw. der Stabilisierbarkeit eingefu¨hrt,
der als eine abgeschwa¨chte Variante der Steuerbarkeit aus Abschnitt 3.2 interpretiert
werden kann. Des Weiteren wird in diesem Zusammenhang die sogenannte Lyapunov
Funktion definiert, welche ein wichtiges Hilfsmittel fu¨r die Entwicklung und Lo¨sung li-
nearer Regelgesetze in Kapitel 4 sein wird. Zudem wird der Begriff der Detektierbarkeit
als analoge Eigenschaft der Stabilisierbarkeit des dualen Systems definiert. Dabei wird
sich im Weiteren auf lineare Systeme der Form (3.2) beschra¨nkt, wobei alle Definitionen
und Aussagen auf nichtlineare Systeme der Form 3.1 erweiterbar sind, siehe z.B. Gru¨-
ne [25].
Bei der Definition der Stabilita¨t, spielt die Einflussnahme einer Steuerfunktion
u : [t0,tf ] → Rm, entsprechend der Definitionen 3.1 und 3.2, zuna¨chst keine Rolle. Zur
Einfu¨hrung werden Systeme ohne Steuerung der Form
x˙(t) = f(x(t)), x(t0) = x0 ∈ Rn, (3.19)
bzw. lineare Systeme der Form
x˙(t) = Ax(t), x(t0) = x0 ∈ Rn (3.20)
betrachtet.
Definition 3.14 (Ruhelage)
Ein Zustand x∗ ∈ Rn heißt Ruhelage oder Gleichgewichtspunkt eines Systems (3.19),
falls fu¨r die zugeho¨rige Lo¨sung mit Anfangswert x∗
x(t; x∗) = x∗, ∀t ∈ R
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gilt.
Es ist leicht zu erkennen, dass in einer Ruhelage fu¨r die rechte Seite der Differentialglei-
chung f(x∗) = 0 gelten muss. Zudem kann jedes System mit einer Ruhelage x∗ 6= 0
in ein System ˙˜x(t) = f˜(x˜(t)) mit der Ruhelage x˜∗ = 0 durch die Transformation
f˜(x(t)) := f(x(t)− x∗) u¨berfu¨hrt werden. Im Weiteren werden Eigenschaften der Ruhe-
lage x∗ = 0 eines linearen Systems (3.20) definiert4).
Definition 3.15 (Stabilita¨t)
Die Ruhelage x∗ = 0 eines linearen Systems (3.20) mit Anfangswert x0 ∈ Rn wird
definiert als
a) stabil, falls
∀ > 0, ∃δ > 0 : ‖x(t,x0)‖ ≤ ,∀t > t0, ‖x0‖ ≤ δ.
b) lokal (global) asymptotisch stabil, falls x∗ stabil und es eine offene Umgebung U (U =
R
n im globalen Fall) von 0 gibt mit
lim
t→∞
x(t,x0)→ 0, ∀ x0 ∈ U.
c) lokal (global) exponentiell stabil, falls es eine offene Umgebung U (U = Rn im globalen
Fall) von 0 gibt mit
∃c,σ > 0 : ‖x(t,x0)‖ ≤ ce−σt‖x0‖, ∀t > t0, x0 ∈ U.
Es ist offensichtlich, dass die Aussagekraft in Definition 3.15 zunimmt, d.h. dass insbe-
sondere jede exponentiell stabile Ruhelage asymptotisch stabil ist. Die Motivation der
exponentiellen Stabilita¨t ist durch die Lo¨sung linearer Systeme der Form (3.20) gegeben.
Diese Lo¨sungen ko¨nnen direkt durch
x(t; x0) = e
Atx0, t ≥ 0 (3.21)
angegeben werden, wobei eAt durch die Matrixexponentialfunktion definiert ist, siehe
z.B. Moler [45]. Durch die Jordantransformation charakterisiert sich das Verhalten der
Lo¨sung durch die Exponentialfunktionen der Eigenwerte der Matrix A. Sind also die
Realteile der Eigenwerte von A nicht positiv, nicht doppelt fu¨r Realteil Null und besit-
zen mindestens einen einfachen Realteil, so ist die Lo¨sung stabil. Sind die Realteile der
Eigenwerte von A sogar echt negativ, so ist die Lo¨sung global exponentiall stabil und
4)Bei linearen Systemen (3.20) ist x∗ = 0 natu¨rlich immer eine Ruhelage.
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damit auch asymptotisch stabil. Es ist also mo¨glich die Stabilita¨tseigenschaften linearer
Systeme durch die Untersuchung der Eigenwerte zu u¨berpru¨fen.
Ein weiteres wichtiges Hilfsmittel, zur Untersuchung von Stabilita¨tseigenschaften, bieten
die Lyapunov Funktionen, wobei auch fu¨r nichtlineare Modellfunktionen eine umfangrei-
che Theorie existiert. Im Weiteren werden jedoch nur Lyapunov Funktionen fu¨r lineare
Modellfunktionen betrachtet. Definitionen und Resultate zur Regelung fu¨r den nichtli-
nearen Fall finden sich in Sontag [57] oder Gru¨ne [25]. Fu¨r lineare Systeme definiert sich
die Lyapunov Funktion folgendermaßen.
Definition 3.16 (Lyapunov Funktion)
Sei A ∈ Rn×n. Eine stetig differenzierbare Funktion V : Rn → R+0 heißt Lyapunov
Funktion fu¨r A, falls positive Konstanten c1,c2,c3 > 0 existieren mit sowohl
c1‖x‖2 ≤ V (x) ≤ c2‖x‖2, (3.22)
als auch
∇V (x)Ax ≤ −c3‖x‖2 (3.23)
fu¨r alle x ∈ Rn.
Die Lyapunov Funktion kann auch als eine Art “Energiefeld” interpretiert werden, wobei
die minimale“Energie” in der Ruhelage angenommen wird. Dabei wird die Lie-Ableitung
(LAV )(x) := ∇V (x)Ax, d.h. die Ableitung der Lyapunov Funktion entlang einer Lo¨-
sungstrajektorie ξ(t), t > 0 des linearen Systems betrachtet. Ist (LAV )(x) < 0 fu¨r alle
x 6= x∗ = 0, so bedeutet dies, dass V (ξ(t)) absteigend ist. Gilt zudem (V (x) → 0 ⇒
x → 0), so folgt, dass ξ(t) → 0, t → ∞, was asymptotische Stabilita¨t bedeutet, siehe
auch Sontag [57]. Die Eigenschaften (V (x)→ 0⇒ x→ 0) und (LAV )(x) < 0 sind durch
(3.22) und (3.23) durch Definition 3.16 fu¨r jede Lyapunov Funktion gesichert.
Mit dieser Eigenschaft la¨sst sich der folgende Satz formulieren.
Satz 3.17
Sei x(t; x0) die zu dem System (3.20) mit A ∈ Rn×n und Anfangswert x0 ∈ Rn geho¨rige
Lo¨sung. Existiert eine Lyapunov Funktion V mit Konstanten c1,c2,c3 > 0, so gilt fu¨r
jede Lo¨sung x(t,x0), t > t0 des Anfangswertproblems:
‖x(t,x0)‖ ≤ ce−σt‖x0‖
mit σ = c3
2c2
und c =
√
c2/c1.
Beweis: Ein Beweis ist in Gru¨ne [24] zu finden. 2
Die Aufgabe bei der Untersuchung von Ruhelagen liegt also darin, eine geeignete Lyapu-
nov Funktion zu finden. Ist diese erst einmal gefunden, so ist die asymptotische Stabili-
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ta¨t des Systems ohne Betrachtung der Lo¨sungstrajektorie gezeigt, weshalb dieser Ansatz
auch als direkte Methode bezeichnet wird. Fu¨r nichtlineare Systeme gibt es leider keinen
allgemeinen Ansatz zur Bestimmung einer Lyapunov Funktion. Werden jedoch lineare
Systeme betrachtet, so la¨sst sich eine Lyapunov Funktion finden, welche durch eine po-
sitiv definite bilineare Abbildung der Form V (x) := xTPx, x ∈ Rn definiert wird. Es
la¨sst sich nachweisen, dass diese Funktion die Bedingung (3.22) einer Lyapunov Funkti-
on erfu¨llt. Fu¨r Bedingung (3.23) ergibt sich mit xTPx = (P Tx)Tx durch Anwenden der
Produktregel
∇V (x)Ax = (xTP TAx)T + (P Tx)T Ax = xTPAx+ xTATPx = xT (ATP + PA)︸ ︷︷ ︸
=Q
x.
Die Bedingung (3.23) ist also genau dann erfu¨llt, wenn fu¨r P ∈ Rn×n die zu einer positiv
definiten Matrix Q ∈ Rn×n geho¨rige Gleichung
ATP + PA = −Q (3.24)
erfu¨llt ist. Gleichung (3.24) wird auch als Lyapunov Gleichung bezeichnet. Damit la¨sst
sich ein wichtiges Resultat formulieren, das z.B. auch in Corless [17] zu finden ist.
Satz 3.18
Fu¨r eine Matrix A ∈ Rn×n sind folgende Aussagen a¨quivalent.
a) Das System (3.20) ist exponentiell stabil.
b) Es existieren positiv definite Matrizen P ∈ Rn×n und Q ∈ Rn×n, die die Lyapunov
Gleichung (3.24) erfu¨llen.
c) Fu¨r jede positiv definite Matrix Q ∈ Rn×n besitzt die Lyapunov Gleichung (3.24)
genau eine positiv definite Lo¨sung P ∈ Rn×n.
Beweis: Vgl. Corless [17]. 2
Die vorangehenden Untersuchungen zur Stabilita¨t wurden nur fu¨r Systeme ohne Steuer-
eingang gemacht. Bei Betrachtung linearer Modelle mit einem Steuereingang u(t) der
Form
x˙(t) = Ax(t) + Bu(t), (3.25)
x(0) = x0,
stellt sich die Frage, inwiefern der Begriff der Stabilita¨t hier einzuordnen ist. In Abschnitt
3.2 wurde gezeigt, unter welchen Voraussetzungen ein System vollsta¨ndig steuerbar, also
von einem Anfangspunkt x0 in einen beliebigen Endzustand x1 u¨berfu¨hrbar ist. In vielen
Fa¨llen reicht aber schon eine U¨berfu¨hrung in die Ruhelage x∗ = 0 aus. Diese ist dann
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mo¨glich wenn das System vollsta¨ndig steuerbar ist. Es reicht jedoch in diesem Fall auch
eine etwas abgeschwa¨chtere Eigenschaft aus, welche im Zusammenhang mit der bereits
definierten Stabilita¨t eines Systems steht.
Definition 3.19 (Stabilisierbarkeit)
Ein lineares System der Form (3.25) heißt stabilisierbar, wenn es zu jedem x0 ∈ Rn,
eine Steuerfunktion u(t) gibt, fu¨r die die Bedingung lim
t→∞
x(t; x0) = 0 erfu¨llt ist.
Da in dieser Arbeit Regelalgorithmen untersucht werden, wird die Steuerung u(t) im
Zeitpunkt t > 0 abha¨ngig von dem aktuellen Zustand x(t), durch die Funktion k : Rn →
R
m
u(t) = k(x(t)) (3.26)
beschrieben. Aufgrund der Linearita¨t des Systems, liegt es nahe auch die Steuerfunktion
k als linear anzunehmen, d.h. die Steuerung ist durch die Multiplikation des Zustandes
x(t) mit dem negativen5) einer Matrix K ∈ Rm×n definiert, also
u(t) = −Kx(t). (3.27)
Einsetzen dieser Steuerung in das System (3.25) ergibt
x˙(t) = (A−BK) x(t). (3.28)
Dieses System wird auch als geschlossener Regelkreis bezeichnet, da die Steuerfunktion
u in (3.28) nicht mehr auftritt. Untersucht werden also die Stabilita¨tseigenschaften des
geschlossen Systems mit der Matrix (A− BK). Es gilt folgendes Lemma.
Lemma 3.20
Ein lineares System der Form (3.25) ist genau dann stabilisierbar, wenn ein K ∈ Rm×n
existiert, so dass das System (3.28) asymptotisch stabil ist.
Beweis: Folgt aus Definition 3.19 mit der Steuerung (3.27). 2
Wird die Stabilisierbarkeit als eine abgeschwa¨chte Eigenschaft der Steuerbarkeit be-
trachtet, so kann die Beobachtbarkeit, aufgefasst als Steuerbarkeit des dualen Systems,
durch den Begriff der Detektierbarkeit ebenfalls abgeschwa¨cht werden. Die Detektier-
barkeit wird daher als Stabilisierbarkeit des dualen Systems definiert. Dabei wird wieder
ein System mit Ausgangsmatrix C ∈ Rl×n der Form
x˙(t) = Ax(t) + Bu(t),
y(t) = Cx(t), (3.29)
x(0) = x0,
5)Das Minuszeichen wird aufgrund der vereinfachten Darstellung gewa¨hlt.
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betrachtet. Wie in Abschnitt 3.3 ist das zu (3.29) duale System durch
˙˜x(t) = AT x˜(t) + CT u˜(t), (3.30)
x˜(0) = x˜0,
gegeben.
Definition 3.21 (Detektierbarkeit)
Ein lineares System der Form (3.29) heißt detektierbar oder entdeckbar, wenn es zu jedem
x0 ∈ Rn eine Steuerfunktion u˜(t) gibt, fu¨r die das duale System (3.30) asymptotisch stabil
ist.
Analog zur Stabilisierbarkeit wird auch hier die Steuerung u˜ durch eine Feedbackfunktion
s(x(t)), t > 0, s : Rn → Rl definiert. Im linearen Fall durch die Multiplikation mit dem
negativen des transponierten einer Matrix L ∈ Rn×l durch
u˜(t) = −LT x˜(t), t > 0. (3.31)
Dieses Vorgehen steht in direktem Zusammenhang mit der Konstruktion von Beobach-
tern oder Filtern, welche in Kapitel 5 eingefu¨hrt werden. Es la¨sst sich nun, analog zu
Lemma 3.20, folgende Aussage u¨ber die Detektierbarkeit eines linearen Systems, in Zu-
sammenhang mit dem geschlossenen Regelkreis des dualen Systems
˙˜x(t) = (A− LC)T x˜(t),
x˜(0) = x˜0,
(3.32)
treffen.
Lemma 3.22
Ein lineares System der Form (3.29) ist genau dann detektierbar, wenn ein L ∈ Rm×n
existiert, so dass das System (3.32) asymptotisch stabil ist.
Beweis: Folgt direkt aus den vorangegangenen U¨berlegungen. 2
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4 Linear quadratische
Regulatorprobleme
Optimale Regelungsalgorithmen sind ein zentrales Themengebiet in vielen Bereichen der
Ingenieurswissenschaften. Dabei bedeutet der Begriff “optimal”, dass nicht, wie bei den
meisten Regelansa¨tzen, lediglich ein Referenzzustand erreicht werden soll, sondern dass
der Regelalgorithmus dabei eine vorab definierte Zielfunktion minimiert. In diesem Zu-
sammenhang spielt das linear quadratische Regulatorproblem oder linear quadratische
Regelungsproblem, im Weiteren als LQR Problem bezeichnet, eine wichtige Rolle. Diese
LQR Verfahren entstehen dabei aus der Minimierung eines quadratischen Zielfunktionals
unter der Nebenbedingung einer linearen Differentialgleichung, wie sie z.B. in Definition
3.2 eingefu¨hrt wurde.
Zu Beginn dieses Kapitels wird zuna¨chst das LQR Problem definiert. In Abschnitt 4.1
werden die Eigenschaften der, im Zusammenhang mit der Lo¨sung der LQR Proble-
me bedeutenden, algebraischen Riccati Gleichung vorgestellt. In Abschnitt 4.2 werden
Aussagen u¨ber die Bestimmung optimaler Lo¨sung von LQR Problemen angegeben. Der
Zusammenhang zwischen dem LQR Problem und einem nichtlinearen Optimierungspro-
blem, vgl. Kapitel 2, wird in Abschnitt 4.3 hergestellt. Weiter werden die notwendi-
gen und hinreichenden Optimalita¨tsbedingungen fu¨r LQR Probleme hergeleitet und die
A¨quivalenz zwischen dem LQR Standardproblem und der LQR Formulierung als NLP
Problem bewiesen.
Zuna¨chst wird die Definition des linear quadratischen Regulatorproblems angegeben.
Durch die Formulierung eines optimalen Steuerprozesses mit unendlichem Zeithorizont,
quadratischem Zielfunktional und linearen Nebenbedingungen, ergibt sich folgende For-
mulierung der LQR Aufgabe.
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Definition 4.1 (Linear quadratisches Regulatorproblem (LQR))
Seien A ∈ Rn×n, B ∈ Rn×m, Q ∈ Rn×n, R ∈ Rm×m und x0 ∈ Rn. Das Problem
min
x,u
J(x,u) =
∞∫
0
x(t)TQx(t) + u(t)TRu(t) dt
unter x˙(t) = Ax(t) +Bu(t),
x(0) = x0,
(4.1)
heißt linear quadratisches Regulatorproblem.
Problem (4.1) definiert ein Optimalsteuerungsproblem mit unendlichem Zeithorizont. Im
Verlauf dieses Kapitels wird gezeigt, dass dieses Problem a¨quivalent zu einem endlichdi-
mensionalen Optimierungsproblem, vgl. Kapitel 2, ist. Dabei wird durch die Wahl einer
quadratischen Zielfunktion mit linearer Differentialgleichung als Nebenbedingung, die
optimale Steuerung u(t) durch ein lineares Feedback u(t) = −Kx(t) mit dem Zustand
x(t) und einer Feedbackmatrix K berechnet. In einigen Formulierungen des LQR Pro-
blems wird das Integral in (4.1) zusa¨tzlich mit dem Faktor 1
2
multipliziert, dieses spielt
fu¨r die weitere Betrachtung jedoch keine wesentliche Rolle.
Die Wichtungsmatrizen Q und R stellen frei wa¨hlbare Gro¨ßen dar, welche das Verhal-
ten des Reglers beeinflussen. Dabei gewichtet die Matrix Q das Einschwingverhalten
des Zustandes x und die Matrix R die Steuerenergie, die fu¨r u aufgewendet wird. Die
Wahl der Gewichtungsmatrizen Q und R geht ha¨ufig mit hohem numerischen Untersu-
chungsaufwand einher. Einen fu¨r alle Fa¨lle gu¨ltigen Algorithmus gibt es dabei nicht. Eine
Startgewichtung kann jedoch mit der Bryson Regel, siehe Franklin [20], gefunden werden.
Dabei werden die Matrizen Q und R als Diagonalmatrizen mit den Diagonalwerten
Qii =
1
Maximal akzeptierbarer Wert fu¨r x2i
, i = 1, · · · ,n,
Rjj =
1
Maximal akzeptierbarer Wert fu¨r u2j
, j = 1, · · · ,m
gewa¨hlt, dies fu¨hrt zu der Zielfunktion
J(x,u) =
∞∫
0
n∑
i=1
Qiix
2
i (t) +
m∑
j=1
Rjju
2
j(t) dt.
Die Bezeichnung“Maximal akzeptierbarer Wert”bedeutet nicht, dass diese Werte bei der
Anwendung der LQ-Reglers nicht u¨berschritten werden ko¨nnen, sondern stellt lediglich
eine Richtgro¨ße dar. Diese Wahl der Gewichtungen ist insbesondere von Vorteil, wenn
sich die verschiedenen Zusta¨nde und Steuergro¨ßen, aufgrund unterschiedlicher physika-
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lischer Bedeutungen, nicht in der gleichen Gro¨ßenordnung befinden und kann auch als
Skalierung betrachtet werden. Obwohl diese Regel in vielen Fa¨llen gute Ergebnisse lie-
fert, sind die dadurch gefundenen Gewichtungsmatrizen in den meisten Fa¨llen lediglich
der Beginn erweiterter numerischer Untersuchungen im Sinne von “Trial and Error”, sie-
he Hesse [30].
Es wird sich zeigen, dass die Lo¨sung von LQR Problemen in Zusammenhang mit einer
Matrixgleichung, der sogenannten algebraischen Riccati Gleichung, steht. Aus diesem
Grund wird im folgenden Abschnitt die algebraische Riccati Gleichung definiert und, die
fu¨r die Lo¨sung von LQR Problemen beno¨tigten, Eigenschaften dieser Matrixgleichung
angegeben.
4.1 Die algebraische Riccati Gleichung
In Kapitel 3, Abschnitt 3.4 wurde bereits die Lyapunov-Funktion sowie fu¨r den linearen
Fall die Lyapunov-Gleichung und ihr Zusammenhang mit der Stabilita¨t von Regelungs-
systemen diskutiert. Dabei wurden die Definitionen und Aussagen im Zusammenhang
mit der Stabilita¨t eines Systems, ohne eine Steuerung u, dargestellt. Fu¨r die Betrachtung
von Systemen mit Steuereingang, in denen die Fragestellung der Stabilita¨t zum Begriff
der Stabilisierbarkeit, wie in Definition 3.19, abgewandelt werden muss, ist die algebrai-
sche Riccati-Gleichung ein wichtiges Hilfsmittel. In diesem Abschnitt werden zuna¨chst
die grundlegenden Eigenschaften der algebraischen Riccati Gleichung vorgestellt ohne
eine Herleitung dieser anzugeben. Die hier aufgefu¨hrten Aussagen und Definitionen ori-
entieren sich an den Werken von Doyle und Zhou [72], [73] Lewis [38] und Hespanha [29].
Definition 4.2 (Algebraische Riccati Gleichung)
Sei A ∈ Rn×n, B ∈ Rn×m, Q ∈ Rn×n und R ∈ Rm×m. Sei R invertierbar, dann wird die
algebraische Riccati Gleichung zu dem linearen Regelungssystem
x˙(t) = Ax(t) +Bu(t), x(0) = x0 (4.2)
fu¨r die Matrix P ∈ Rn×n definiert als
ATP + PA− PBR−1BTP +Q = 0. (4.3)
Mit der Definition S = −BR−1BT kann die algebraische Riccati Gleichung (4.3) darge-
stellt werden als
[P, − In]H
[
In
P
]
= 0,
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wobei H durch die zusammengesetzte Matrix
H :=
[
A S
−Q −AT
]
∈ R2n×2n (4.4)
definiert wird. Die Matrix H wird auch als Hamilton Matrix bezeichnet, da die Eigen-
werte symmetrisch zur imagina¨ren Achse angeordnet sind, d.h. dass zu jedem Eigenwert
λ auch der Eigenwert −λ¯ zum Spektrum geho¨rt, siehe Speyer und Chung [58]. Die Ei-
genwerte treten bei hamiltonischen Matrizen daher immer in Quadrupeln λ, −λ, λ¯ und
−λ¯ bzw. bei rein reellen oder rein imagina¨ren Eigenwerten in Paaren λ und −λ auf.
Diese Aussage kann mit Hilfe der schiefsymmetrischen Matrix
J :=
[
0 −In
I 0
]
durch die Eigenschaft
J−1HJ = −JHJ = −HT
nachgewiesen werden, siehe Benner [3]. Im Weiteren wird davon ausgegangen, dass es
keine Eigenwerte auf der imagina¨ren Achse gibt.1) So besitzt die Matrix H n Eigenwerte
mit Reλ > 0 und n Eigenwerte mit Reλ < 0. Wird nun eine Basis zu den stabilen
Eigenwerten2) betrachtet, so la¨sst sich daraus eine Lo¨sung der algebraischen Riccati
Gleichung erzeugen. Zuna¨chst wird jedoch ein Lemma u¨ber den Zusammenhang einer
Lo¨sung der algebraischen Riccati Gleichung mit dem Hamilton System angegeben.
Satz 4.3
Seien P, Z11, Z21, Λ ∈ Rn×n. P = Z21Z−111 ist genau dann eine Lo¨sung der algebraischen
Riccati Gleichung, wenn Z11 invertierbar ist und[
A S
−Q −AT
]
︸ ︷︷ ︸
=H
[
Z11
Z21
]
=
[
Z11
Z21
]
Λ (4.5)
gilt.
Beweis: Vgl. Zhou und Doyle [73]. 2
Durch den vorangegangen Satz ko¨nnen weitere Eigenschaften der Lo¨sungsmatrix P , der
algebraischen Riccati Gleichung, gemacht werden. Insbesondere werden im Folgenden
Lo¨sungen P betrachtet, fu¨r die die Matrix Λ aus Satz 4.3 Eigenwerte mit Reλ < 0
besitzt. Diese Lo¨sung wird als stabilisierende Lo¨sung der algebraischen Riccati Gleichung
1)Es wird spa¨ter gezeigt, dass dies fu¨r die Hamilton Matrix zutrifft, sofern das zugeho¨rige System
stabilisierbar und detektierbar ist.
2)Eigenwerte λ mit Reλ < 0
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bezeichnet.
Lemma 4.4
Sei P eine stabilisierende Lo¨sung der algebraischen Riccati Gleichung (4.3) dann gilt:
a) P ist symmetrisch.
b) Aˆ+ SˆP = Λ und das System
x˙(t) = (A−BR−1BTP )x(t), x(0) = x0 (4.6)
ist asymptotisch stabil.
Beweis: Vgl. Hespanha [29]. 2
Lassen sich Z11 und Z12 aus Satz 4.3 bestimmen, so dass die Matrix Λ ausschließlich
stabile Eigenwerte mit (Reλ <0) besitzt, so wird das System durch die Lo¨sung der
algebraischen Riccati Gleichung asymptotisch stabilisiert. Unter welchen Bedingungen
ein stabiler Eigenraum fu¨r das Hamilton System immer existiert, zeigt der folgende Satz.
Satz 4.5
Sei Q ≥ 0. Ist das System (A, B) stabilisierbar und (A, Q) detektierbar, so besitzt die
Hamilton Matrix (4.4) keinen Eigenwert λ mit Reλ = 0.
Beweis: Der Beweis la¨sst sich durch einen Widerspruch fu¨hren, vgl. Hespanha [29]. 2
Bemerkung 4.6
Durch eine Eigenwertbetrachtung kann leicht gezeigt werden, dass die Detektierbarkeit
von (A, Q) a¨quivalent zu der Detektierbarkeit von (A,
√
Q) ist.
Der folgende Satz gibt an unter welchen Voraussetzungen eine stabilisierende Lo¨sung der
algebraischen Riccati Gleichung gefunden werden kann.
Satz 4.7
Sei Q ≥ 0. Ist das System (A, B) stabilisierbar und (A, √Q) detektierbar, so besitzt die
algebraische Riccati Gleichung (4.3) genau eine stabilisierende Lo¨sung P .
Beweis: Vlg. Hespanha [29]. 2
Satz 4.8
Sei Q ≥ 0. Ist das System (A, B) stabilisierbar und ist zudem (A, √Q) beobachtbar, so
besitzt die algebraische Riccati Gleichung (4.3) genau eine positiv definite stabilisierende
Lo¨sung P .
Beweis: Vgl. Hespanha [29]. 2
Die vorangegangenen Aussagen machen den hohen Stellenwert der algebraischen Ricca-
ti Gleichung klar. Auch ohne Betrachtung des linear quadratischen Regulatorproblems,
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garantiert die positiv definite Lo¨sung P der algebraischen Riccati Gleichung ein asympto-
tisch stabiles Verhalten des geschlossenen Regelkreises (4.6). Auf numerische Lo¨sungs-
verfahren der algebraischen Riccati Gleichung wird in dieser Arbeit nicht eingegangen,
einen U¨berblick hierzu bietet z.B. Bunse-Gerstner [12].
4.2 Optimale Lo¨sung linear quadratischer
Regulatorprobleme
In diesem Abschnitt werden Aussagen u¨ber die optimale Lo¨sung von LQR Problemen
untersucht. Dazu wird eine Umformung der Zielfunktion des LQR Problems angegeben.
Mit dieser kann gezeigt werden, dass die optimale Lo¨sung durch ein lineares Feedback
gegeben ist. Zuna¨chst wird folgendes Lemma beno¨tigt.
Lemma 4.9 (Feedbackinvariante)
Sei P ∈ Rn×n eine beliebige symmetrische Matrix und x : [0,∞) → Rn die Lo¨sung des
Systems (4.2) mit A ∈ Rn×n und B ∈ Rn×m. Fu¨r jede stabilisierende Steuerfunktion
u : [0,∞)→ Rm des Systems (4.2), dh. x(t)→ 0, t→∞, gilt:
∫ ∞
0
x(t)T
(
ATP + PA
)
x(t) + 2x(t)TPBu(t) dt = −x(0)TPx(0) (4.7)
Beweis: Vgl. Hespanha [29]. 2
Dieses Lemma sagt aus, dass der Wert der linken Seite in (4.7) fu¨r jede stabilisierende
Steuerfunktion u(t) identisch ist. Damit la¨sst sich nun folgende Umformung zeigen.
Satz 4.10 (Umformulierung der LQR Zielfunktion)
Sei P ∈ Rn×n eine beliebige symmetrische Matrix, R ∈ Rm×m invertierbar und
x : [0,∞) → Rn die Lo¨sung des Systems (4.2) mit A ∈ Rn×n und B ∈ Rn×m. Fu¨r
jede stabilisierende Steuerfunktion u : [0,∞) → Rm des Systems (4.2), dh. x(t) → 0,
t→∞, gilt:
∞∫
0
x(t)TQx(t) + u(t)TRu(t) dt = J0 +
∞∫
0
(u(t)− u0(t))T R (u(t)− u0(t)) dt (4.8)
mit
u0(t) = −R−1BTPx(t)
J0 = x(0)
TPx(0) +
∞∫
0
x(t)T
(
ATP + PA+Q− PBR−1BTP) x(t) dt.
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Beweis: Ein Beweis ist in Hespanha [29] zu finden. 2
Als direkte Konsequenz gilt der folgende Satz:
Satz 4.11
Sei R ∈ Rm×m invertierbar. Existiert eine symmetrische Lo¨sung P ∈ Rn×n der algebrai-
schen Riccati Gleichung fu¨r die die Matrix
(
A− BR−1BTP) ein asymptotisch stabiles
System definiert, so minimiert das Feedbackgesetz
u(t) = −Kx(t), t ∈ [0,∞) ,
K : = R−1BTP
die LQR Zielfunktion
∞∫
0
x(t)TQx(t) + u(t)TRu(t) dt
Beweis: Vgl. Hespanha [29]. 2
Mit den Aussagen aus Abschnitt 4.1 kann damit der Satz u¨ber die optimale Lo¨sung von
LQR Problemen angegeben werden.
Satz 4.12
Sei (A,B) stabilisierbar und
(
A,
√
Q
)
beobachtbar, Q ∈ Rn×n positiv semidefinit und
R ∈ Rm×m positiv definit, dann gilt:
a) Die algebraische Riccati Gleichung
ATP + PA+Q− PBR−1BTP = 0
besitzt eine eindeutig postiv definite Lo¨sung P ∗.
b) Das Feebdackgesetz
u(t) = −Kx(t), t ∈ [0,∞) ,
K : = R−1BTP ∗
minimiert das LQR Problem (4.1).
c) Der optimale Zielfunktionswert des LQR Problems (4.1) ist durch
J(x,u) = x(0)TP ∗x(0)
gegeben.
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Beweis: Ein Beweis findet sich z.B. in Benner [3]. 2
Bemerkung 4.13
In vielen Fa¨llen wird der LQ-Regler in Kombination mit Referenztrajektorien xref und
dazugeho¨riger Referenzsteuerung uref verwendet. Durch Transformation bzgl. (xref , uref )
a¨ndert sich das Regelgesetz zu
u(t) = −K (x(t)− xref (t)) + uref (t).
4.3 Optimalita¨tsbedingungen fu¨r linear quadratische
Regulatorprobleme
Im vorigen Abschnitt wurde gezeigt, dass die optimale Lo¨sung eines LQR Problems durch
ein lineares Feedbackgesetz gegeben ist. Es wurde angegeben unter welchen Voraus-
setzungen dieses Feebdackgesetz existiert und wie die Feedbackmatrix gewa¨hlt werden
muss, um die Zielfunktion zu minimieren. Um Methoden der parametrischen Sensitivi-
ta¨tsanalyse auf LQR Probleme u¨bertragen zu ko¨nnen, wird das LQR Problem in diesem
Abschnitt in ein NLP Problem transformiert. Weiter werden fu¨r das transformierte LQR
Problem die notwendigen und hinreichenden Optimalita¨tsbedigungen untersucht.
Zuna¨chst wird das in Definition 4.1 eingefu¨hrte LQR Problem betrachtet.
min
x,u
J(x,u) =
∞∫
0
x(t)TQx(t) + u(t)TRu(t) dt
unter x˙(t) = Ax(t) + Bu(t),
x(0) = x0,
Da nach Abschnitt 4.2 die optimale Lo¨sung durch eine lineare Feedbacksteuerung u(t) =
−Kx(t) mit einer konstanten Feedbackmatrix K ∈ Rm×n gegeben ist, kann (4.1) umfor-
muliert werden zu
min
K∈Rm×n
∞∫
0
x(t)T
(
Q+KTRK
)
x(t) dt
unter x˙(t) = (A−BK) x(t), x(0) = x0.
(4.9)
Diese Umformulierung stellt die Transformation von einem unendlichdimensionalen Op-
timierungsproblem in (x, u) in ein endlichdimensionales Optimierungsproblem in K ∈
R
m×n dar. Da die Differentialgleichung in der Nebenbedingung linear ist, kann die exak-
te Lo¨sung in Abha¨ngigkeit von dem Anfangswert x0 ∈ Rn und der Feedbackmatrix K
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durch
x(t;K,x0) = e
(A−BK)tx0, t ∈ [0,∞) . (4.10)
angegeben werden. Durch Einsetzen von (4.10) in (4.9), ergibt sich das unbeschra¨nkte
endlichdimensionale nichtlineare Optimierungsproblem
min
K∈Rm×n
J(K) =
∞∫
0
x(t;K,x0)
T
(
Q+KTRK
)
x(t;K,x0) dt. (4.11)
Besitzt das LQR Problem (4.1) also eine optimale Lo¨sung, so erfu¨llt diese die notwen-
digen Optimalita¨tsbedingungen erster und zweiter Ordnung fu¨r das unbeschra¨nkte Op-
timierungsproblem (4.11), siehe Kapitel 2. Um Resultate, wie z.B. die parametrische
Sensitivita¨tsanalyse, auf das LQR Problem anwenden zu ko¨nnen, muss untersucht wer-
den, unter welchen Bedingungen eine Lo¨sung des NLP Problems (4.11) auch die Bedin-
gungen an die urspru¨ngliche LQR Aufgabenstellung erfu¨llt. Zu diesem Zwecke werden
in den folgenden Abschnitten die notwendigen und hinreichenden Optimalita¨tsbedin-
gungen fu¨r das NLP Problem untersucht und ihre a¨quivalente Bedeutung fu¨r das LQR
Problem beschrieben. Dazu wird im Folgenden der Zusammenhang zwischen dem LQR
Problem und der Lyapunov Gleichung aus Kapitel 3 hergestellt, aus der die algebraische
Riccatigleichung hervorgehen wird.
4.3.1 Zusammenhang von LQR Problemen mit Lyapunov Gleichung
Sei (A, B) stabilisierbar und K ∈ Rm×n so gewa¨hlt, dass die Zielfunktion J(K) fu¨r belie-
bige symmetrische Matrizen Q ∈ Rn×n und R ∈ Rm×m einen endlichen Wert annimmt,
also das System (A−BK) asymptotisch stabil ist. Fu¨r eine vereinfachte Schreibweise
werden die Matrizen
Qˆ = Q+KTRK ∈ Rn×n, (4.12)
Aˆ = A−BK ∈ Rn×n (4.13)
definiert. Die Zielfunktion J(K) des transformierten NLP Problems (4.11) la¨sst sich
dann schreiben als:
J(K) =
∞∫
0
xT0 e
AˆT tQˆeAˆtx0 dt (4.14)
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Aufgrund der Unabha¨ngigkeit von t la¨sst sich der Anfangswert x0 ausklammern zu
J(K) = xT0
∞∫
0
eAˆ
T tQˆeAˆt dt x0. (4.15)
Zu beachten ist dabei, dass der Integralbegriff komponentenweise zu verstehen ist. Mit
der Definition der Matrix
P (K) :=
∞∫
0
eAˆ
T tQˆeAˆt dt (4.16)
la¨sst sich J(K) schreiben als
J(K) = xT0 P (K)x0. (4.17)
Dies zeigt, dass der Wert der Zielfunktion des LQR Problems zwar nicht unabha¨ngig
vom Startwert x0 ist, jedoch ohne Neuberechnung des Integrals fu¨r unterschiedliche x0
bestimmt werden kann, sofern P (K) bekannt ist. Im spa¨teren Verlauf wird die Symmetrie
der Matrix P (K) beno¨tigt. Folgendes Lemma gibt die Voraussetzung an, unter denen
P (K) symmetrisch ist.
Lemma 4.14
Sei das System (A, B) stabilisierbar, K ∈ Rm×n eine Feedbackmatrix fu¨r die die Ziel-
funktion J(K) endlich ist, die Gewichtungsmatrizen Q ∈ Rn×n und R ∈ Rm×m seien
symmetrisch, dann gilt: Die Matrix P (K) ∈ Rn×n ist symmetrisch.
Beweis: Nach Voraussetzung ist das Integral (4.16) endlich. Da Q und R symme-
trisch sind, ist nach Definition auch Qˆ symmetrisch. Es folgt dann Symmetrie direkt aus
(4.15). 2
Da (A−BK) nach Voraussetzung an K ein asymptotisch stabiles System definiert folgt,
dass die Matrix Aˆ invertierbar ist. Anwenden der partiellen Integrationsregel
∫
f ′g =
fg| − ∫ g′f ergibt zusammen mit der Kommutativita¨t3) von Aˆ und eAˆt
P (K) =
∞∫
0
eAˆ
T tQˆ︸ ︷︷ ︸
g
eAˆt︸︷︷︸
f ′
dt = eAˆ
T tQˆ︸ ︷︷ ︸
g
Aˆ−1eAˆt︸ ︷︷ ︸
f
|∞0 −
∫ ∞
0
AˆT eAˆ
T tQˆ︸ ︷︷ ︸
g′
Aˆ−1eAˆt︸ ︷︷ ︸
f
dt.
3)Kann mit Reihenentwicklung von eAˆt gezeigt werden.
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Weiter folgt mit e0 = In, e
AˆT t → 0 fu¨r t→∞ und eAˆt → 0 fu¨r t→∞:
P (K) =
∞∫
0
eAˆ
T tQˆeAˆt dt
= −QˆAˆ−1 − AˆT
∞∫
0
eAˆ
T tQˆAˆ−1eAˆt dt
= −QˆAˆ−1 − AˆT
∞∫
0
eAˆ
T tQˆeAˆt dtAˆ−1.
Durch Rechtsmultiplikation mit Aˆ, folgt
P (K)Aˆ = −QˆAˆ−1Aˆ− AˆTP (K)Aˆ−1Aˆ
= −Qˆ− AˆTP (K),
woraus die Gleichung
P (K)Aˆ+ AˆTP (K) = −Qˆ (4.18)
entsteht. Dies zeigt, dass P (K) einer Lyapunov Gleichung genu¨gt, vgl. (3.24). Im folgen-
den Abschnitt wird gezeigt, dass die Herleitung der Lyapunov Gleichung ein wichtiges
Instrument zur Bestimmung der optimalen Feedbackmatrix K ist.
4.3.2 Notwendige Optimalita¨tsbedingungen
Der Zusammenhang zwischen der Lyapunov Gleichung und der Zielfunktion, des LQR
Problems, ermo¨glicht es, genauere Untersuchungen bzgl. der notwendigen Optimalita¨ts-
bedingungen durchzufu¨hren. Zur Bestimmung einer Feedbackmatrix K werden zuna¨chst
die notwendigen Optimalita¨tsbedingungen, fu¨r die im vorherigen Abschnitt hergeleitete
Formulierung des LQR Problems als NLP Aufgabe, betrachtet. Fu¨r die notwendigen
Optimalita¨tsbedingungen nach Satz 2.5 muss gelten:
dJ(K)
dK
=
d
dK
(
xT0 P (K)x0
)
= 0m×n4). (4.19)
Es ist zu beachten, dass der Ableitungsbegriff komponentenweise fu¨r jeden Eintrag
ki,j , i = 1, · · · ,m, j = 1, · · · ,n der Matrix K zu verstehen ist. Da (4.19) fu¨r alle x0 ∈ Rn
4)0m×n bezeichnet die m mal n dimensionale Nullmatrix.
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gilt, folgt:
dP (K)
dK
= 0n×m×n×n5). (4.20)
Im Weiteren wird die Ableitung der Lyapunov Gleichung (4.18) betrachtet. Unter Be-
achtung der Produktregel gilt
d
dK
(
P (K)Aˆ+ AˆTP (K)
)
= − dQˆ
dK
⇔ dP
dK
(K)Aˆ+ P (K)
dAˆ
dK
+ AˆT
dP
dK
(K) +
dAˆT
dK
P (K) = − dQˆ
dK
.
(4.21)
Durch Einsetzen der notwendigen Bedingung (4.20) in (4.21) ergibt sich die Lyapunov
Gleichung
P (K)
dAˆ
dK
+
dAˆT
dK
P (K) = − dQˆ
dK
.
Einsetzen von Aˆ = A− BK und Qˆ = Q+KTRK ergibt
0 = P (K)
dAˆ
dK
+
dAˆT
dK
P (K) +
d
dK
(
Q+KTRK
)
= P (K)
d
dK
(A− BK) + d
dK
(
AT −KTBT )P (K) + d
dK
(
KTRK
)
= −P (K)BdK
dK
− dK
T
dK
BTP (K) +
dKT
dK
(RK) +
(
KTR
) dK
dK
.
Aus Symmetriegru¨nden folgt
RK − BTP (K) = 0.
Mit der Invertierbarkeit von R gilt:
K = R−1BTP (K). (4.22)
Die Gleichung eignet sich wegen der Abha¨ngigkeit der Matrix P von K nicht zu einer
Berechnung von K. Wird dieses K aber in die Lyapunov Gleichung eingesetzt, so folgt
0 = AˆTP (K) + P (K)Aˆ+ Qˆ
= (A− BK)TP (K) + P (K)(A−BK) +Q+KTRK
= ATP (K)−KTBTP (K) + P (K)A− P (K)BK +Q+KTRK
5)0n×m×n×n bezeichnet den Nulltensor der Dimension n×m× n× n.
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= ATP (K) + P (K)A+Q− (R−1BTP (K))T BTP (K)− P (K)BR−1BTP (K)
+
(
R−1BTP (K)
)T
R
(
R−1BTP (K)
)
= ATP (K) + P (K)A+Q− P (K)BR−TBTP (K)− P (K)BR−1BTP (K)
+ P (K)BR−TBTP (K)
= ATP (K) + P (K)A+Q− P (K)BR−1BTP (K).
Folgernd aus den vorangegangenen U¨berlegungen kann jetzt der Satz u¨ber die notwen-
digen Optimalita¨tsbedingungen fu¨r LQR Probleme formuliert werden.
Satz 4.15 (Notwendige Optimalita¨tsbedingungen fu¨r LQR Probleme)
Sei das System (A, B) stabilisierbar und K ∈ Rm×n so gewa¨hlt, dass (A − BK) ein
asymptotisch stabiles System definiert. Die Gewichtungsmatrix Q sei positiv semidefinit
und das System (A,
√
Q) sei beobachtbar. Zudem sei die Gewichtungsmatrix der Steue-
rung R symmetrisch und invertierbar. Sei K∗ ∈ Rm×n fu¨r alle x0 ∈ Rn die optimale
Lo¨sung des transformierten linear quadratischen Reglulatorproblems
J(K) =
∞∫
0
x(t;K,x0)
T
(
Q+KTRK
)
x(t;K,x0) dt.
Dann gilt
dJ(K∗)
dK
= 0
und
K∗ = R−1BTP (K∗)
wobei P (K∗) die algebraische Riccati Gleichung
0 = ATP + PA+Q− PBR−1BTP
lo¨st.
Beweis: Folgt direkt aus den vorherigen U¨berlegungen. 2
P (K∗) genu¨gt daher der, bereits in Abschnitt 4.1 behandelten, algebraischen Ricca-
ti Gleichung. Diese besitzt nach Satz 4.8 genau eine positiv definite Lo¨sung P ∗ wenn
(A, B) stabilisierbar, (A,
√
Q) beobachtbar und Q positiv semidefinit ist. Unter diesen
Voraussetzungen gilt aufgrund der Eindeutigkeit P ∗ = P (K∗) fu¨r P (K∗) aus Definition
(4.16).
Satz 4.15 fordert, bis auf die positiv Definitheit von R, alle Voraussetzung des Satzes
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4.12. Im Folgenden wird gezeigt, dass diese Voraussetzung an R mit den hinreichen
Optimalita¨tsbedingungen zusammenha¨ngt.
4.3.3 Hinreichende Optimalita¨tsbedingungen
Mit Hilfe der Umformulierung der LQR Zielfunktion in Satz 4.10 ko¨nnen nachfolgend
die hinreichenden Optimalita¨tsbedingungen zweiter Ordnung formuliert werden.
Satz 4.16 (Hinreichende Optimalita¨tsbedingungen fu¨r LQR Probleme)
Sei (A, B) stabilisierbar. Die Gewichtungsmatrix Q sei positiv semidefinit, R positiv de-
finit und das System (A,
√
Q) sei beobachtbar. K∗ sei eine stabilisierende Feedbackmatrix
die die notwendigen Optimalita¨tsbedingungen erfu¨llt. Weiter sei U(K∗) eine Umgebung
der Feedbackmatrix K∗, so dass das System mit u(t) = −Kx(t), K ∈ U(K∗) fu¨r alle
Anfangszusta¨nde x(0) = x0 ∈ Rn asymptotisch stabil ist6). Dann gilt fu¨r die Zielfunktion
des linear quadratischen Reglulatorproblems
J(K) =
∞∫
0
x(t;K,x0)
T
(
Q+KTRK
)
x(t;K,x0) dt :
J(K) ≥ J(K∗) fu¨r alle K ∈ U(K∗).
Beweis: Nach Satz 4.8 hat die algebraische Riccatigleichung eine positiv definite Lo¨-
sung P ∗. Nach Satz 4.15 ist die aus der Feedbackmatrix K∗ = R−1BTP ∗ resultierende
Steuerung u∗(t) = −K∗x(t) asymptotisch stabil. Sei K ∈ U(K∗) nun eine stabilisie-
rende Feedbackmatrix, aus der Umgebung von K∗ mit der resultierenden Steuerung
u(t) = −Kx(t), dann gilt nach Satz 4.10 fu¨r die Zielfunktion J(K):
J(K) =x(0)TP ∗x(0)
+
∞∫
0
x(t)T
(
ATP ∗ + P ∗A− P ∗BR−1BTP ∗ +Q) x(t) dt
+
∞∫
0
(−Kx(t)− u∗(t))TR(−Kx(t)− u∗(t)) dt
(4.23)
6)Diese Umgebung existiert aufgrund der Stetigkeit der Systemmatrizen immer.
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Da P ∗ die algebraische Riccatigleichung erfu¨llt, reduziert sich (4.23) zu
J(K) = x(0)TP ∗x(0) +
∞∫
0
(−Kx(t)− u∗(t))TR(−Kx(t)− u∗(t)) dt
= x(0)TP ∗x(0)
+
∞∫
0
((R−1BTP ∗ −K)x(t))TR((R−1BTP ∗ −K)x(t)) dt
= x(0)TP ∗x(0) +
∞∫
0
x(t)T (K∗ −K)TR(K∗ −K)x(t) dt.
Da R nach Voraussetzung postiv definit ist, folgt die Behauptung. 2
Unter Betrachtung der vorangegangenen Ergebnisse zeigt sich, dass die notwendigen
Optimalita¨tsbedingungen die Wahl von K als K∗ = R−1BTP ∗ fordern, wobei P ∗ die Lo¨-
sung der algebraischen Riccatigleichung ist. Die hinreichenden Optimalita¨tsbedingungen
zweiter Ordnung stehen im Zusammenhang mit der positiven Definitheit von R.
Satz 4.17
Sei (A, B) stabilisierbar. Die Gewichtungsmatrix Q sei positiv semidefinit, R sei positiv
definit und das System (A,
√
Q) sei beobachtbar dann gilt:
Besitzt das NLP Problem (4.11) eine Lo¨sung K∗, d.h. die notwendigen und hinreichen-
den Optimalita¨tsbedingungen sind erfu¨llt, so ist diese Lo¨sung optimal bzgl. des LQR
Steuerprozesses (4.1).
Beweis: Folgt aus Satz 4.15 und Satz 4.16. 2
Dadurch wurde gezeigt, dass die zu Beginn dieses Abschnittes dargestellte Transformati-
on des LQR Steuerprozesses (4.1) in das NLP Problem (4.11), tatsa¨chlich eine A¨quivalenz
darstellt. Das LQR Problem kann daher ohne Einschra¨nkungen als endlichdimensiona-
les nichtlineares Optimierungsproblem betrachtet werden. Aufgrund dieses Ergebnisses
lassen sich weitergehende Ergebnisse der Optimierung, wie etwa die parametrische Sensi-
tivita¨tsanalyse und die darauf basierenden Echtzeitapproximationen gesto¨rter Lo¨sungen,
auf die Klasse der LQR Probleme erweitern. Die daraus entstehenden Verfahren werden,
im Zusammenhang mit den im folgenden Kapitel eingefu¨hrten optimalen Beobachter-
Regler Strukturen, in Kapitel 6 behandelt.
44 4 Linear quadratische Regulatorprobleme
45
5 Optimale Scha¨tzverfahren und
LQG-Regler
In den meisten technischen Anwendungen ist es ha¨ufig nicht mo¨glich alle Zusta¨nde ei-
nes Systems messtechnisch zu erfassen. Die Gru¨nde hierfu¨r sind vielfa¨ltig. Oft sind die
Systeme so kompliziert, dass es technisch nicht umsetzbar ist, entsprechende Sensoren
zu verbauen. Ha¨ufig bestehen wirtschaftliche Gru¨nde, da die Sensoren entweder zu teuer
sind oder durch mo¨gliche Ausfa¨lle, ein zu großes Risiko bei dem Betrieb des Systems
darstellen.
Ein weiteres Problem bei der Erfassung von Zusta¨nden sind die, bei Sensoren, immer
auftretenden Messfehler. Dabei spielt auch hier ein wirtschaftlicher Faktor hinein, denn
qualitativ hochwertige Sensoren haben zwar geringere Messfehler, sind jedoch ha¨ufig
sehr teuer bzw. fehleranfa¨llig, wohingegen bei billigeren bzw. robusteren Sensoren die
Messungenauigkeit und das Rauschlevel meistens deutlich ho¨her sind.
Diese Gru¨nde motivieren die regelungstechnische Behandlung von Systemausga¨ngen,
die u¨ber die Verwendung der Zustandsgro¨ßen, wie in Kapitel 4, hinausgeht. Ein wichti-
ges Konzept bei dem Umgang mit diesen Systemen sind dabei Beobachtersysteme, die
a¨hnlich wie die in Kapitel 4 vorgestellten LQ-Regler auf einem modellbasierten System
wie in Kapitel 3 basieren. Dabei ist neben dem eigentlichen dynamischen System auch
der funktionale Zusammenhang zwischen der Messgro¨ße y und dem Systemzustand x
von Bedeutung. Das Ziel ist dabei, sowohl nicht messbare Systemzusta¨nde mithilfe der
Modellinformationen und den Messausga¨ngen zu scha¨tzen, als auch das Rauschen der
Messwerte anhand des bekannten Modells zu kompensieren. Ein wichtiges Konzept in
der Verwendung von Beobachtersystemen sind sogenannte Filtermethoden, die das Be-
obachtersystem mittels eines Feedbacks an die messbaren Systemzusta¨nde anpassen.
In diesem Kapitel wird zuna¨chst im ersten Abschnitt der Beobachter sowie das dazu-
geho¨rige Beobachtersystem eingefu¨hrt. Dabei wird die Fehlerentwicklung eines linea-
ren Zustandsbeobachters untersucht und der Zusammenhang mit dem dualen System
hergestellt. In Abschnitt 5.2 wird mit dem Minimum-Energie-Scha¨tzer ein Beobachter-
verfahren eingefu¨hrt, das auf einer Zielfunktion a¨hnlich des in Kapitel 4 eingefu¨hrten
LQ-Reglers basiert. Einschra¨nkungen bezu¨glich der Modellannahmen fu¨hren dabei auf
das aus der Literatur bekannte Kalman-Bucy Filter, welches aus der Anwendung des
LQ-Reglers auf das duale System entsteht. Im letzten Abschnitt des Kapitels wird die
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Verknu¨pfung von LQ-Regler mit dem Kalman-Bucy-Filter behandelt, welche zu dem
linear quadratischen Gauß-Regler (LQG) fu¨hrt.
5.1 Beobachter
In diesem Kapitel wird das lineare Regelungssystem mit Ausgangsgleichung entsprechend
Definition 3.2,
x˙(t) = Ax(t) + Bu(t), x(0) = x0
y(t) = Cx(t)
(5.1)
mit x0 ∈ Rn, A ∈ Rn×n, B ∈ Rn×m und C ∈ Rl×n betrachtet. Die DurchgangsmatrixD in
(3.8) kann dabei ohne Beschra¨nkung der Allgemeinheit durch die Transformation yˆ(t) =
y(t)−Du(t) vernachla¨ssigt werden. Im Weiteren wird untersucht, wie aus der Kenntnis
der Messgro¨ße y(t) ein mo¨glichst exakter Scha¨tzwert xˆ(t) fu¨r den Systemzustand x(t)
berechnet werden kann. Dazu wird zuna¨chst der Scha¨tzfehler definiert.
Definition 5.1 (Scha¨tzfehler)
Sei xˆ : [0,∞) 7→ Rn ein beliebiger Scha¨tzwert und x : [0,∞) 7→ Rn der Systemzustand.
Der Scha¨tzfehler e : [0,∞) 7→ Rn wird definiert als die Differenz
e(t) = x(t)− xˆ(t), ∀t ≥ 0. (5.2)
Fu¨r einen sinnvollen Scha¨tzwert des Systems (5.1) muss der Scha¨tzfehler gegen Null
konvergieren. Dies motiviert die Definition des Zustandsbeobachters wie sie z.B. in Ben-
ner [3] zu finden ist.
Definition 5.2 (Zustandsbeobachter)
Ein Zustandsbeobachter fu¨r das System (5.1) ist eine Funktion
xˆ : [0,∞) 7→ Rn,
fu¨r die der Scha¨tzfehler (5.2) die Bedingung
lim
t→∞
e(t) = 0, ∀x0 ∈ Rn
erfu¨llt.
Es stellt sich die Frage, wie ein solcher Zustandsbeobachter bestimmt werden kann.
Eine von Luenberger in [41] eingefu¨hrte Methode ist die Einfu¨hrung eines zusa¨tzlichen
Systems in Abha¨ngigkeit von (5.1) mit der Erweiterung einer virtuellen Steuervariablen
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uobs(t) der Form
˙ˆx(t) = Axˆ(t) + Bu(t) + uobs(t), t ∈ [0,∞)
yˆ(t) = Cxˆ(t),
xˆ(0) = xˆ0.
(5.3)
Ziel der Steuerung uobs(t) ist es, den Scha¨tzfehler (5.2) zu minimieren. Ein naheliegen-
der Ansatz, um dies zu erreichen, ist die Verwendung eines linearen Feedbackgesetzes,
vergleichbar mit dem transformierten LQ-Regler aus Bemerkung 4.13. Mit einer Ru¨ck-
fu¨hrmatrix L ∈ Rn×l, der Differenz zwischen dem gescha¨tzten Ausgang yˆ(t) und dem
gemessenen Ausgang y(t) ergibt sich das Ru¨ckfu¨hrgesetz zu
uobs(t) = L(y(t)− yˆ(t)). (5.4)
Um Aussagen u¨ber die Bedingungen an eine geeignete Ru¨ckfu¨hrmatrix L zu treffen, wird
das dynamische System fu¨r den Scha¨tzfehler e(t) aufgestellt. Mit der Information u¨ber
das lineare System (5.1) und dem Beobachtersystem (5.3) ergibt sich das dynamische
System des Scha¨tzfehlers zu
e˙(t) =
d
dt
(x(t)− xˆ(t))
= Ax(t) + Bu(t)− Axˆ(t)−Bu(t)− LC (x(t)− xˆ(t))
= (A− LC) (x(t)− xˆ(t))
= (A− LC) e(t),
(5.5)
mit dem Anfangsscha¨tzfehler e(0) = x0− xˆ0 ∈ Rn. Ist die Matrix L so gewa¨hlt, dass das
System (5.5) asymptotisch stabil ist, so definiert das System (5.3) mit dem Beobach-
terfeedback (5.4) einen Zustandsbeobachter, der als Luenberger Beobachter bezeichnet
wird. Die folgende Definition fasst die Ergebnisse zusammen.
Definition 5.3 (Luenberger Beobachter)
Seien A ∈ Rn×n, B ∈ Rn×m und C ∈ Rl×n die dem System (5.1) zugeho¨rigen System-
matrizen. Sei L ∈ Rn×l so gewa¨hlt, dass das System
e˙(t) = (A− LC) e(t), e(0) = e0 ∈ Rn
asymptotisch stabil ist. Dann wird der Luenberger Beobachter xˆ(t) als Lo¨sung des dyna-
mischen Systems
˙ˆx(t) = (A− LC) xˆ(t) + Ly(t) + Bu(t), xˆ(0) = xˆ0 ∈ Rn (5.6)
definiert.
Es stellt sich die Frage, unter welchen Bedingungen ein Luenberger Beobachter existiert.
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Der folgende Satz zeigt, dass die Existenz eines Luenberger Beobachters unter Voraus-
setzung der Beobachtbarkeit des Systems (A,C) entsprechend Abschnitt 3.3 gesichert
ist.
Satz 5.4
Ist das System (A,C) beobachtbar, dann existiert ein Luenberger Beobachter fu¨r das
System (5.1).
Beweis: Vgl. Lunze [43]. 2
Nachdem die Bedingungen fu¨r die Existenz eines Luenberger Beobachters gekla¨rt sind,
stellt sich die Frage, wie die Feedbackmatrix L bestimmt werden kann. Dabei gibt es
eine Vielzahl von verschiedenen Methoden, welche in engem Zusammenhang mit der
Bestimmung eines linearen Feedbacks K fu¨r die Systemmatrix (A−BK) des geschlos-
senen Regelkreises stehen. Ein U¨berblick u¨ber die verschiedenen Methoden wird z.B.
in Lunze [43] gegeben. Eine spezielle Vorgehensweise fu¨r die Bestimmung eines linearen
Feedbackgesetzes wurde in dieser Arbeit jedoch bereits in Kapitel 4 mit der Behandlung
linear quadratischer Regulatorprobleme untersucht. Die dabei gezeigte A¨quivalenz zu
NLP Problemen motiviert die Behandlung von Beobachterproblemen als LQR Proble-
me. Es bleibt lediglich zu untersuchen, welche Bedeutung die quadratische Zielfunktion
fu¨r die Konzipierung von Beobachtersystemen hat. Diese U¨berlegungen fu¨hren auf die als
optimale Scha¨tzverfahren bezeichneten Beobachter, welche auch als optimale Lueberger
Beobachter bezeichnet werden ko¨nnen.
5.2 Optimale Scha¨tzverfahren
Die bei der Anwendung von Beobachtersystemen verwendeten Messgro¨ßen y und Steue-
rung u sind, wie bereits in der Einleitung dieses Kapitels motiviert, ha¨ufig mit einem
Messrauschen versehen. Durch Hinzunahme des Rauschterms w(t) ∈ Rl, t > 0 als Mess-
rauschen und v(t) ∈ Rn, t > 0 als Systemrauschen, ergibt sich aus dem urspru¨nglichen
System (5.1) das verrauschte System
x˙(t) = Ax(t) + Bu(t) + v(t), x(0) = x0
y(t) = Cx(t) + w(t)
(5.7)
mit x0 ∈ Rn, A ∈ Rn×n, B ∈ Rn×m und C ∈ Rl×n. Im Weiteren wird eine dem LQ-Regler
a¨hnliche Zielfunktion untersucht.
5.2.1 Der Minimum-Energie-Scha¨tzer
Um ein Beobachterfeedback a¨hnlich zu dem LQR Problem konstruieren zu ko¨nnen, wird
zuna¨chst das Problem des Minimum-Energie-Scha¨tzers (MES) definiert, vgl. Hespanha
[29].
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Definition 5.5 (Minimum-Energie-Scha¨tzer)
Sei t ∈ [0, ∞) fest. Seien y(τ), τ < t und u(τ), τ < t die zu (5.7) geho¨renden Messwerte
bzw. Steuerungen. Weiter seien die Matrizen V ∈ Rn×n und W ∈ Rl×l positiv definit.
Dann definiert sich der Minimum-Energie-Scha¨tzer xˆ(t) als Wert x¯(t) der Lo¨sungstra-
jektorie des Systems
˙¯x(τ) = Ax¯(τ) + Bu(τ) + v¯(τ),
y(τ) = Cx¯(τ) + w¯(τ),
(5.8)
fu¨r die das Messrauschen und das Systemrauschen im Bezug auf das Zielfunktional
JMES(t) =
t∫
−∞
w¯(τ)TWw¯(τ) + v¯(τ)TV v¯(τ) dτ (5.9)
minimal sind.
Zu beachten ist, dass der Minimum-Energie-Scha¨tzer nicht als Anfangswertproblem auf-
gefasst werden soll, sondern die Trajektorie x¯(τ), τ < t lediglich die Differentialgleichung
(5.8) erfu¨llen muss. Fu¨r jedes t ∈ [0, ∞) muss das Optimierungsproblem in Definition
5.5 neu gelo¨st werden, um den aktuellen Scha¨tzwert xˆ(t) = x¯(t) zu berechnen. Die Ge-
wichtungsmatrizen V und W in (5.9) sind vergleichbar mit den Gewichtungsmatrizen
Q und R fu¨r die LQR Probleme in Kapitel. Die Matrix W gewichtet das Rauschen in
den Messwerten. Je gro¨ßerW gewa¨hlt wird, desto genauer werden die Messwerte y ange-
nommen. Starke Sto¨rungen in y wu¨rden sich unmittelbar auf den Scha¨tzwert u¨bertragen.
Die Matrix V hingegen bewertet die Sto¨rungen im Modellverhalten. Ein großer Wert fu¨r
V steht fu¨r eine hohe Genauigkeit des Modells, starke Sto¨rungen in y wu¨rden geringe
Auswirkungen auf den Scha¨tzwert haben.
Einsetzen der Differenz zwischen den Messwerten y(τ) und dem mit C multiplizierten
Scha¨tzwert xˆ(τ) ergibt
JMES(t) =
t∫
−∞
(Cxˆ(τ)− y(τ))T W (Cxˆ(τ)− y(τ)) + v(τ)TV v(τ) dτ. (5.10)
Der folgende Satz zeigt, dass sich die optimale Lo¨sung des MES mit Hilfe der System-
matrizen des ungesto¨rten Systems (5.3) und einer linearen Feedbackmatrix L ∈ Rn×l
berechnen la¨sst.
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Satz 5.6 (Minimum-Energie-Scha¨tzer)
Das System (A,C) sei detektierbar. Die Matrizen V ∈ Rn×n und W ∈ Rl×l seien positiv
definit und (AT ,
√
V −1) sei beobachtbar. Dann besitzt die algebraische Riccatigleichung
AS + SAT + V −1 − SCTWCS = 0 (5.11)
genau eine positiv definite Lo¨sung S. Weiter ist der Minimum-Energie-Scha¨tzer in De-
finition 5.5 gegeben durch die Lo¨sung des Systems
˙ˆx(t) = (A− LC) xˆ(t) + Bu(t) + Ly(t), (5.12)
wobei
L = SCTW. (5.13)
Beweis: Vgl. Hespanha [29]. 2
Der wesentliche Unterschied des MES Problems zum LQR Problem liegt in dem Zeit-
horizont des Zielfunktionals. Wa¨hrend beim LQR Problem ein Zeithorizont von Null bis
unendlich betrachtet wird, um ein asymptotisches Verhalten des Zustandsvektors sowie
des Steuervektors zu erreichen, betrachtet das MES Problem den Zeitraum von minus
Unendlich bis zum aktuellen Zeitpunkt t. Dies charakterisiert die Lo¨sungstrajektorie des
durch (5.12) definierten Systems als die Lo¨sung eines kleinste Quadrate Problems1) zwi-
schen Messwerten und modellierten Zustandsgro¨ßen im Zeitraum minus Unendlich bis t.
Satz 5.6 zeigt, dass die Berechnung der optimalen Feedbackmatrix des MES in a¨hnlicher
Weise wie die Bestimmung des LQ-Reglerfeedbacks durchgefu¨hrt werden kann. Mit den
Aussagen aus Kapitel 4 wird im Folgenden gezeigt, dass das MES Problem a¨quivalent
zu einem dualen LQR Problem ist.
Satz 5.7 (Duales LQR Problem)
Das System (A,C) sei detektierbar. Die Matrizen V ∈ Rn×n und W ∈ Rl×l seien po-
sitiv definit und (AT ,
√
V −1) sei beobachtbar. Dann ist die optimale Lo¨sung des MES
Problems aus Definition 5.5 a¨quivalent zu der Lo¨sung des dualen linear quadratischen
Regulatorproblems
min
xobs,uobs
JD(xobs,uobs) =
∞∫
0
xobs(t)
TV −1xobs(t) + uobs(t)TW−1uobs(t) dt
unter x˙obs(t) = Axobs(t) + Cuobs(t), xobs(0) = xobs,0.
(5.14)
Beweis: Vgl. Lunze [43]. 2
1)Zum Thema kleinste Quadrate Probleme siehe Tietjen [61] oder Schittkowski [54].
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Der u¨berwiegende numerische Aufwand zur Lo¨sung des MES Problems bzw. des dualen
LQR Problems entsteht dabei durch die Bestimmung einer stabilisierenden Lo¨sung der
algebraischen Riccati Gleichung (5.11), wozu z.B. die in Bunse-Gerstner [12] vorgestell-
ten numerischen Methoden verwendet werden ko¨nnen. Analog zu Satz 4.12 gilt fu¨r das
duale LQR Problem (5.14):
Satz 5.8
Das System (A,C) sei detektierbar. Die Matrizen V ∈ Rn×n und W ∈ Rl×l seien positiv
definit und (AT ,
√
V −1) sei beobachtbar, dann gilt:
a) Die algebraische Riccati Gleichung
AS + SAT + V −1 − SCTWCS = 0
besitzt eine eindeutig postiv definite Lo¨sung S∗.
b) Das Feebdackgesetz
uobs(t) = −LTxobs(t), t ∈ [0,∞) ,
L : = S∗CTW
minimiert das duale LQR Problem (5.14).
c) Der optimale Zielfunktionswert des dualen LQR Problems (5.14) ist durch
JD(xobs,uobs) = xobs(0)
TS∗xobs(0)
gegeben.
Beweis: Folgt aus Satz 4.12 angewendet auf das duale LQR Problem (5.14). 2
Der einzige Unterschied zwischen den Aussagen in Satz 4.12 zu dem LQR Problem und
den aus Satz 5.8 zu dem dualen LQR Problem besteht in der Voraussetzung, dass in Satz
5.8 beide Gewichtungsmatrizen positiv definit vorausgesetzt werden, wohingegen die Ge-
wichtungsmatrix Q in Satz 4.12 lediglich als positiv semidefinit vorausgesetzt wird. Diese
strengere Voraussetzung, sofern erfu¨llt, hat keine Auswirkungen auf die in Abschnitt 4.3
dargelegten Resulate bzgl. der Optimalita¨tsbedingungen von LQR Problemen. Die Aus-
sagen aus Abschnitt 4.3 behalten daher auch fu¨r das duale LQR Problem ihre Richtigkeit.
Es ist zu beachten, dass bei der Konstruktion des MES keine Bedingungen an die
Rauschwerte v und w gemacht wurden, obwohl den Sto¨rungen in der Praxis ha¨ufig
stochastische Eigenschaften zugeordnet werden ko¨nnen. Der bekannteste Vertreter des
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MES, das Kalman Filter, entsteht daher durch die Annahme von speziellen stochasti-
schen Eigenschaften fu¨r v und w und wird im folgenden Abschnitt behandelt.
5.2.2 Das stationa¨re Kalman-Bucy Filter
Das Kalman Filter wurde zuerst 1960 von Kalman in [33] fu¨r diskrete Systeme ein-
gefu¨hrt. Kalman und Bucy erweiterten 1961 diese Aussagen auf kontinuierliche Syste-
me [34], weshalb man fu¨r kontinuierliche Systeme ha¨ufig auch vom Kalman-Bucy Filter
spricht. In den meisten Anwendungen wird das Kalman-Bucy Filter immer im Zusam-
menhang mit der Riccati Differentialgleichung betrachtet, wodurch eine zeitvariante Lo¨-
sung der Feedbackmatrix L entsteht, siehe Lewis, Xie und Popa [39]. Diese Filter-Riccati-
Differentialgleichung kann, im Gegensatz zu der des zeitendlichen LQR Problems, zwar
parallel zum Beobachtersystem mit integriert werden, erzeugt aber dennoch einen er-
ho¨hten numerischen Aufwand. Ha¨ufig ist daher eine konstante Filtermatrix L wie bei
der Formulierung des MES Problem wu¨nschenswert. Wird nun das MES Problem aus
Abschnitt 5.2.1 mit speziellen Rauschtermen v und w betrachtet, so ergibt dies das sta-
tiona¨re Kalman-Bucy Filter, vgl. Knobloch [37]. Zu beachten ist, dass das stationa¨re
Kalman-Bucy Filter nur ein Spezialfall des MES Beobachters ist. Aufgrund seiner Po-
pularita¨t in praktischen Anwendungen wird in diesem Abschnitt auf die stochastischen
Eigenschaften des stationa¨ren Kalman-Bucy Filters eingegangen.
Im Folgenden werden die Sto¨rungen v und w als sogenannte stationa¨re normalverteilte
stochastische Prozesse von unkorrelierten Zufallsvariablen2) mit Erwartungswert3) Null
betrachtet, d.h. es gilt fu¨r alle t,s ∈ R
E [v(t)] = 0
E [w(t)] = 0
E [v(t)v(s)T ] = V δ (t− s)
E [w(t)w(s)T ] = Wδ (t− s)
(5.15)
wobei E [·] den Erwartungswert und δ (t− s) die Diracsche δ-Distribution4) bezeichnet.
Die symmetrischen positiv definiten Matrizen V ∈ Rn×n und W ∈ Rl×l werden Kovari-
anzmatrizen von v und w genannt. Weiterhin seien v und w untereinander unkorreliert,
d.h. es gilt
E [v(t)w(s)T ] = 0, ∀t,s ∈ R. (5.16)
Sto¨rungen mit den Eigenschaften (5.15) und (5.16) werden als weißes Rauschen bezeich-
2)Siehe Hu¨bner [27].
3)Siehe Najim [46].
4)Siehe Walter [64].
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net, siehe Zhong [71]. Unter der Voraussetzung dieser Eigenschaften von v und w gilt
fu¨r den MES aus Satz 5.6 folgendes Resultat.
Satz 5.9 (Stationa¨res Kalman-Bucy Filter)
Seien v : R → Rn und w : R → Rl mit den Eigenschaften (5.15) und (5.16) gegeben.
Das System (A,C) sei detektierbar. Die Matrizen V ∈ Rn×n und W ∈ Rl×l seien positiv
definit und (AT ,
√
V −1) sei beobachtbar. Dann besitzt die algebraische Riccatigleichung
AS + SAT + V −1 − SCTWCS = 0
genau eine positiv definite Lo¨sung S∗. Weiter minimiert die Lo¨sung xˆ das Scha¨tzsystem
˙ˆx(t) = (A− LC) xˆ(t) +Bu(t) + Ly(t),
mit
L = S∗CTW.
die Zielfunktion
JKalman(L) = lim
t→∞
E [‖x(t)− xˆ(t)‖2] = lim
t→∞
E [‖e(t)‖2] . (5.17)
Beweis: Vgl. Anderson und Moore [2] oder Locatelli [40]. 2
Das bedeutet, dass der Scha¨tzwert des Beobachtersystems mit der aus der Riccatiglei-
chung berechneten Beobachtermatrix L das mittlere Fehlerquadrat des Scha¨tzfehlers e
asymptotisch minimiert.
5.3 Der Linear Quadratische Gauß-Regler
Der in Kapitel 4 eingefu¨hrte LQ-Regler ist immer auf den exakten Systemzustand x
als Feedback zur Berechnung der Steuerung u angewiesen. Da dieser jedoch, wie zu Be-
ginn dieses Kapitels motiviert, nicht immer zur Verfu¨gung steht, stellt sich die Frage
inwiefern sich ein gescha¨tzter Zustand xˆ aus Scha¨tzern der vorangegangenen Abschnitte
fu¨r eine Feedbackregelung eignet. Der in der Literatur und in der Praxis am ha¨ufigs-
ten verwendete Scha¨tzer ist das im vorherigen Abschnitt eingefu¨hrte Kalman-Filter.
Die Verknu¨pfung zwischen LQ-Regler und Kalman-Filter wird dabei als linear quadra-
tischer Gauß-Regler (LQG) bezeichnet. Die Bezeichnung Gauß-Regler stu¨tzt sich dabei
wieder auf die stochastische Komponente des Kalman Filters bei dem gaußverteiltes wei-
ßes Rauschen angenommen wird. Die Betrachtung des allgemeinen Minimum- Energie-
Scha¨tzverfahrens im Zusammenhang mit dem LQ-Regler findet in der Literatur kaum
Beachtung, stellt aber im Bezug auf den LQG-Regler bis auf die Modellierung des Sys-
temrauschens keine gesonderte Erweiterung dar. Einen verallgemeinerten Ansatz stellt
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dabei die H2-Regelung dar, siehe z.B. Saberi, Sannuti und Chen [53], auf die hier jedoch
nicht na¨her eingegangen werden soll. Im folgenden Abschnitt, welcher sich an Skogestad
und Postlethwaite [56] sowie an Elbert, Jannerup und Soerensen [28] orientiert, wird der
LQG-Regler vorgestellt.
Gegeben sei das lineare System
x˙(t) = Ax(t) + Bu(t),
y(t) = Cx(t),
x(0) = x0,
(5.18)
fu¨r t ∈ [0,∞). Im Weiteren sei vorausgesetzt, dass das System steuerbar und beobacht-
bar ist. In Kapitel 4 wurde gezeigt, dass die optimale Steuerung fu¨r das quadratische
Zielfunktional
∞∫
0
x(t)TQx(t) + u(t)TRu(t) dt
durch das lineare Feedbackgesetz
u(t) = −Kx(t), t ∈ [0,∞)
gegeben ist5). Dabei ist K = R−1BTP und P die eindeutig positiv definite Lo¨sung der
algebraischen Riccati Gleichung
ATP + PA+Q− PBR−1BTP = 0.
Steht anstatt des Zustands x nur der Messausgang y zur Verfu¨gung und ist das System
zudem verrauscht und verha¨lt sich entsprechend der Dynamik
x˙(t) = Ax(t) + Bu(t) + v(t),
y(t) = Cx(t) + w(t),
x(0) = x0,
(5.19)
fu¨r t ∈ [0,∞) mit den Eigenschaften (5.15) und (5.16) fu¨r v und w, dann kann das LQR
Feedbackgesetz nicht mehr angewendet werden. In diesem Fall muss der Systemzustand
fu¨r das Feebackgesetz mit Hilfe eines Scha¨tzverfahrens und einem Anfangsscha¨tzzustand
xˆ0 berechnet werden. Nach Satz 5.6 bzw. Satz 5.9 ist das optimale Beobachtersystem
gegeben durch
˙ˆx(t) = (A− LC) xˆ(t) + Bu(t) + Ly(t), t ∈ [0,∞)
5)Dies ist gesichert, sofern die Voraussetzungen aus Satz 4.12 erfu¨llt sind.
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xˆ(0) = xˆ0,
wobei L = SCTW und S die eindeutig positiv definite Lo¨sung der algebraischen Riccati
Gleichung
AS + SAT + V −1 − SCTWCS = 0
ist. Durch die Aussagen zum LQ-Regler in Kapitel 4 sowie zum Kalman Filter im voran-
gegangenem Abschnitt ist bekannt, dass beide Probleme unabha¨ngig voneinander unter
der Voraussetzung von Steuerbarkeit und Beobachtbarkeit asymptotisch stabile Feed-
backgesetze definieren, d.h. dass sowohl der Zustand x(t) als auch der Scha¨tzfehler e(t)
im Grenzwert gegen Null laufen. Wird das Feedbackgesetz durch die Kopplung von Reg-
ler und Scha¨tzer zu
u(t) = −Kxˆ(t), t ∈ [0,∞) . (5.20)
gea¨ndert, stellt sich die Frage, inwiefern die Resultate zu den getrennten Systemen ihre
Gu¨ltigkeit behalten. Dazu wird das gekoppelte System aus Zustand und Beobachterfehler
betrachtet. Einsetzen der Systeme
x˙(t) = Ax(t)−BKxˆ(t), t ∈ [0,∞)
x(0) = x0
und
e˙(t) = (A− LC) e(t), t ∈ [0,∞)
e(0) = e0 = x0 − xˆ0
mit der Definition des Scha¨tzfehlers e(t) = x(t)− xˆ(t), t ∈ [0,∞) ergibt das gekoppelte
System (
x˙(t)
e˙(t)
)
=
(
A−BK BK
0 A− LC
)(
x(t)
e(t)
)
, t ∈ [0,∞)
(
x(0)
e(0)
)
=
(
x0
x0 − xˆ0
)
.
(5.21)
Der Vorteil in der Verwendung des Scha¨tzfehlers, anstatt des Scha¨tzzustandes, liegt in der
direkten Sichtbarkeit der Ergebnisse in den Systemgleichungen. Die Systemmatrix hat
eine Blockdiagonale Struktur und ihre Eigenwerte bestehen daher aus den Eigenwerten
der Matrizen A − BK und A − LC. Dadurch ist gezeigt, dass sich die Auslegung des
Scha¨tzsystems und des Regelsystems nicht beeinflussen. Um ein stabiles Verhalten der
geregelten beobachteten Systeme zu garantieren, mu¨ssen lediglich die Eigenwerte von
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A − BK und A − LC Stabilita¨tseigenschaften erfu¨llen, was durch die Voraussetzungen
an den LQ-Regler als auch an das Kalman Filter erfu¨llt ist. Dieses Ergebnis wird im
folgenden Satz zusammengefasst.
Satz 5.10 (Separationstheorem)
Die Eigenwerte des geschlossenen Regelkreises des linear quadratischen Gauß-Reglers
setzen sich aus den Eigenwerten der geschlossenen Regelkreise des LQR Problems
(A−BK) und denen des Kalman Filters (A− LC) zusammen.
Beweis: Ist durch die vorangegangenen U¨berlegungen klar. 2
Fu¨r die Auslegung des LQG-Reglers ko¨nnen daher die Feedbackmatrizen K und L un-
abha¨ngig voneinander ausgelegt werden. Da sowohl der LQ-Regler als auch das Kalman
Filter optimale Feedbackgesetze bzgl. einer Zielfunktion sind, liegt es nahe, dass auch
der LQG-Regler eine Zielfunktion minimiert.
Satz 5.11 (Linear quadratischer Gauß-Regler)
Sei das System (3.1) steuerbar und beobachtbar. Weiter gilt fu¨r die Gewichtungsmatrizen
Q und R, dass Q positiv semidefinit, R positiv definit und
(
A,
√
Q
)
beobachtbar ist.
Bezu¨glich des verrauschten Systems (5.19) seien v und w normalverteilte unkorrelierte
Signale mit
E [v(t)] = 0
E [w(t)] = 0
E [v(t)v(s)T ] = V δ (t− s)
E [w(t)w(s)T ] = Wδ (t− s)
mit V und W positiv definit. Das System (A,C) sei detektierbar und (AT ,
√
V −1) sei
beobachtbar. Dann haben die algebraischen Riccati Gleichungen
AS + SAT + V −1 − SCTWCS = 0 (5.22)
ATP + PA+Q− PBR−1BTP = 0. (5.23)
eindeutige positiv definite Lo¨sungen S∗ und P ∗ und das Feedbacksystem
˙ˆx(t) = (A− LC) xˆ(t) + Bu(t) + Ly(t),
u(t) = −Kxˆ(t), t ∈ [0,∞)
xˆ(0) = xˆ0
mit K = R−1BTP ∗ und L = S∗CTW minimiert das Zielfunktional
JLQG(K,L) = lim
t→∞
E


∞∫
0
x(t)TQx(t) + u(t)TRu(t) dt

 . (5.24)
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Beweis: Die Lo¨sung des LQR Problems folgt aus Satz 4.12, die Lo¨sung des Kalman
Scha¨tzers folgt aus Satz 5.9. Die Konstruktion der Zielfunktion wird in Sinha [55] her-
geleitet. 2
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6 Echtzeitanpassung optimaler Regel-
und Scha¨tzalgorithmen
Sto¨rungen in den systembeschreibenden Parametern dynamischer Systeme kommen in
fast allen realen Anwendungen vor. Bei der Entwicklung von Regelungs- und Beobach-
teralgorithmen fu¨r solche Systeme, wie etwa den in dieser Arbeit betrachteten optimalen
Reglern und Scha¨tzern, werden diese Abweichungen ha¨ufig als fest angenommen. Dabei
wird darauf vertraut, dass diese Verfahren einen gewissen Stabilita¨tsbereich bezu¨glich
Sto¨rungen im Systemverhalten kompensieren ko¨nnen. Als zusa¨tzlicher Aspekt kommt
noch die mo¨gliche Vera¨nderung des Zielfunkionals, welche z.B. im Falle des LQ-Reglers
durch die Matrizen Q und R repra¨sentiert ist, hinzu. Bei optimalen Regelungsverfahren
verschlechtern Sto¨rungen in den Parametern den Wert der Zielfunktion und ko¨nnen auch
zu einem instabilen Regelverhalten fu¨hren. Vera¨ndern sich daher im Onlinebetrieb der
Regelung die Parameter, so ist eine Neuberechnung des Regelverfahrens immer wu¨n-
schenswert, ha¨ufig sogar notwendig. Eine Neuberechnung fu¨hrt jedoch immer zu erho¨h-
tem numerischem Aufwand, da hierfu¨r eine neue Lo¨sung, im Fall des LQG-Reglers sogar
zwei neue Lo¨sungen, der algebraischen Riccatigleichung mit den gesto¨rten Systempa-
rametern bestimmt werden mu¨ssen. Da insbesondere regelungstechnische Systeme, wie
z.B. Motorsteuergera¨te oder speicherprogrammierbare Einheiten, eine verminderte Re-
chenkapazita¨t besitzen, kann eine Neuberechnung technisch entweder schwer oder gar
nicht umgesetzt werden. Dies begru¨ndet die Untersuchung echtzeitfa¨higer Anpassungs-
algorithmen fu¨r Regel- und Scha¨tzverfahren. Durch die in Abschnitt 4.3 hergestellte
Schnittstelle zwischen optimalen Reglern und Scha¨tzern aus Kapitel 4 und Kapitel 5
und den nichtlinearen Optimierungsproblemen aus Kapitel 2 ko¨nnen Methoden der Ech-
zeitoptimierung auf optimale Regel- und Scha¨tzalgorithmen angewendet werden. Die in
diesem Kapitel beschriebenen Verfahren beruhen dabei auf der in Abschnitt 2.3 vorge-
stellten Methode der Echzeitapproximation gesto¨rter Optimallo¨sungen basierend auf der
parametrischen Sensitivita¨tsanalyse.
In Abschnitt 6.1 wird zuna¨chst ein Algorithmus zur Echzeitanpassung des LQ-Reglers
vorgstellt. Dabei wird der zentrale Satz u¨ber die Darstellung eines optimalen Feedback-
gesetzes als stetig differenzierbare Funktion bzgl. der Sto¨rparameter angegeben und das
Verfahren an einem Beispiel demonstriert. Im zweiten Abschnitt werden Verfahren zur
Echtzeitanpassung des ME-Scha¨tzers und damit auch des Kalman-Bucy Filters vorge-
stellt. Die Vorgehensweise orientiert sich dabei an den Ergebnissen des ersten Abschnittes
und verwendet den Zusammenhang der optimalen Scha¨tzer als duales Problem des LQ-
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Reglers. Die vorgestellten Ergebnisse werden ebenfalls durch numerische Untersuchungen
anhand eines Beispiels gestu¨tzt. Im letzten Abschnitt werden die Verfahren zur Echt-
zeitanpassung des LQ-Reglers sowie zur Echzeitanpassung des ME-Scha¨tzers kombiniert.
Dies fu¨hrt zu einem adaptiven LQG-Regelverfahren. Fu¨r alle drei Verfahren werden die
Algorithmen an einem Beispiel numerisch untersucht.
6.1 Echtzeitanpassung des LQ-Reglers
Die Echtzeitanpassung des LQ-Reglers auf Basis parametrischer Sensitivita¨tsanalyse
wurde zum ersten Mal in Bu¨skens [11] vorgestellt und spa¨ter in Bu¨skens [13] vero¨f-
fentlicht. In diesem Abschnitt wird zuna¨chst durch die Parameterabha¨ngigkeit der Sy-
stemmatrizen sowie der Gewichtungsmatrizen das parameterabha¨ngige LQR Problem
definiert. Durch eine zu Abschnitt 4.3 analoge Argumentation wird erla¨utert, dass das
parameterabha¨ngige LQR Problem einem endlich-dimensionalen parameterabha¨ngigen
nichtlinearen Optimierungsproblem entspricht. Durch diese A¨quivalenz lassen sich die
Aussagen aus Abschnitt 2.3 auf das parameterabha¨ngige LQR Problem anwenden und
das zentrale Resultat dieses Kapitels, der Approximationssatz fu¨r parameterabha¨ngige
LQR Probleme, beweisen. Zum Abschluss dieses Abschnittes werden die vorgestellten
Methoden zur Echtzeitanpassung des parameterabha¨ngigen LQ-Reglers an einem Bei-
spiel numerisch untersucht.
Sei der Parameter p ∈ Rr gegeben, dazu wird das parameterabha¨ngige lineare System
x˙(t) = A(p)x(t) + B(p)u(t),
x(0) = x0
(6.1)
fu¨r t ∈ [0,∞) definiert. Weitere Gro¨ßen, welche ebenfalls als Parameter behandelt werden
ko¨nnen, sind Vera¨nderungen in den Gewichtungsmatrizen Q und R der Zielfunktion des
LQR Problems, die im Weiteren ebenfalls abha¨ngig von p definiert werden. Analog zu
der Definition des LQR Problems in 4.1 kann damit das parameterabha¨ngige linear
quadratische Regulatorproblem definiert werden.
Definition 6.1 (Parameterabha¨ngiges linear quadratisches Regulatorproblem (PLQR))
Fu¨r p ∈ Rr seien die Abbildungen A : Rr → Rn×n, B : Rr → Rn×m, Q : Rr → Rn×n,
R : Rr → Rm×m und x0 : Rr → Rn definiert. Das Minimierungsproblem
min
x,u
J(x,u,p) =
∞∫
0
x(t)TQ(p)x(t) + u(t)TR(p)u(t) dt
unter x˙(t) = A(p)x(t) +B(p)u(t),
x(0) = x0,
(6.2)
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heißt dann parameterabha¨ngiges linear quadratisches Regulatorproblem.
Offenbar entspricht das PLQR Problem mit einem fest gewa¨hlten p ∈ Rr einem LQR
Problem. In Abschnitt 4.3 wurde gezeigt, dass die optimale Lo¨sung u, unter den Vor-
aussetzungen von Satz 4.12 durch das lineare Feedbackgesetz
u(t) = −K(p)x(t) (6.3)
gegeben ist. Die Ru¨ckfu¨hrmatrix K(p) ist hierbei von dem als fest angenommenen Para-
meter p abha¨ngig. Weiter kann analog zum LQR Fall aus Kapitel 4 auch das unendlich-
dimensionale PLQR Problem a¨quivalent zu einem endlich-dimensionalen Problem
min
K(p)∈Rm×n
J(K(p),p) =
∞∫
0
x(t)T
(
Q(p) +K(p)TR(p)K(p)
)
x(t) dt
unter x˙(t) = (A(p)− B(p)K(p))x(t),
x(0) = x0
(6.4)
transformiert werden. Ist das System (A(p),B(p)) stabilisierbar, (A(p),
√
Q(p)) beob-
achtbar und gilt Q(p) ist positiv semidefinit sowie R(p) ist positiv definit fu¨r ein festes
p ∈ Rr, so kann nach Satz 4.12 die optimale Lo¨sung K(p) durch die Lo¨sung der alge-
braischen Riccati Gleichung bestimmt werden. Da die Differentialgleichung der Neben-
bedingung eine von p und K abha¨ngige eindeutige bestimmte Lo¨sung x(t;K,p) besitzt,
kann diese analog zu Abschnitt 4.3, direkt in die Zielfunktion eingesetzt werden. Dies
fu¨hrt zu dem unbeschra¨nkten nichtlinearen parameterabha¨ngigen Optimierungsproblem
min
K(p)∈Rm×n
J(K(p),p) =
∞∫
0
x(t;K(p),p)T
(
Q(p) +K(p)TR(p)K(p)
)
x(t;K(p),p) dt. (6.5)
Nach Satz 4.15 sind die notwendigen Optimalita¨tsbedingungen erfu¨llt, sofern die Feed-
backmatrix durch
K(p) = R(p)−1B(p)TP (p) (6.6)
gegeben ist, wobei P (p) die Lo¨sung der parameterabha¨ngigen algebraischen Riccati Glei-
chung
A(p)TP + PA(p) +Q(p)− PB(p)R(p)−1B(p)TP = 0 (6.7)
ist, welche unter den Voraussetzungen aus Satz 4.15 eine eindeutige positiv definite
Lo¨sung besitzt. Die hinreichenden Bedingungen zweiter Ordnung sind nach Satz 4.16
erfu¨llt, sofern R(p) positiv definit ist. Das PLQR Problem aus Definition 6.1 ist daher
a¨quivalent zu dem in Abschnitt 2.3 eingefu¨hrten nichtlinearen parametrischen Optimie-
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rungsproblem (2.4)
min
z
F (z,p),
wobei z ∈ Rn·m die Dimension der Eintra¨ge von K(p) besitzt. Soll nun eine Feedbackma-
trix K(p0) fu¨r eine Nominalsto¨rung p0 berechnet werden, so ko¨nnen anstatt der Lo¨sungs-
methoden der algebraischen Riccati Gleichung auch Standardmethoden der nichtlinearen
Optimierung wie etwa sequentiell quadratische Programmierungsmethoden (SQP) ver-
wendet werden. Großdimensionale Probleme ko¨nnen mit effizienten Codes wie z.B. dem
SQP-Verfahren WORHP, siehe Bu¨skens [47], berechnet werden.
A¨ndert sich jedoch der Parameter zu p = p0 + ∆p mit der Sto¨rung ∆p 6= 0, so ist das
durch K(p0) gegebene Feedbackgesetz nicht mehr optimal. In diesem Fall kann es sogar
vorkommen, dass das Regelgesetz instabil wird, was bedeutet, dass der Wert der Zielfunk-
tion nicht weiter beschra¨nkt bleibt. Eine Neuberechnung des Feedbackgesetzes ist daher
immer wu¨nschenswert, in den meisten Fa¨llen sogar notwendig. Eine alternative Mo¨glich-
keit das Regelgesetz anzupassen, bietet die in Abschnitt 2.3.2 vorgestellte Methode zur
Approximation parametergesto¨rter Lo¨sungen von parameterabha¨ngigen Optimierungs-
problemen.
Der folgende Satz zeigt, unter welchen Voraussetzungen die optimale Feedbackmatrix
als eine stetig differenzierbare Funktion K(p) existiert. Zudem gibt er eine genaue Be-
rechnungvorschrift fu¨r die Berechnung der Sensitivita¨tsableitung an.
Satz 6.2 (Approximationssatz fu¨r PLQR Probleme)
Seien die Abbildungen A(p) : Rr → Rn×n, B(p) : Rr → Rn×m, Q(p) : Rr → Rn×n,
R(p) : Rr → Rm×m und x0(p) : Rr → Rn dreimal stetig differenzierbar bzgl. p. Fu¨r
p0 ∈ Rr seien (A(p0),B(p0)) stabilisierbar, (A(p0),
√
Q(p0)) beobachtbar, Q(p0) 6= 0
positiv semidefinit und R(p0) positiv definit. Dann existiert eine Umgebung U(p0) ⊂ Rr
von p0 und eine eindeutig stetig differenzierbare Funktion K : U(p0) → Rm×nmit den
Eigenschaften:
a) Fu¨r alle p ∈ U(p0) erfu¨llt K(p) die notwendigen und hinreichenden Optimalita¨tsbe-
dingungen des gesto¨rten PLQR Problems.
b) Es existiert genau eine positiv definite Lo¨sung P ∗(p) der algebraischen Riccatiglei-
chung
A(p)TP + PA(p) +Q(p)− PB(p)R(p)−1B(p)TP = 0
fu¨r die gilt:
K(p) = R(p)−1B(p)TP ∗(p)
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c) dK(p0)
dp
= −∇2KJ(K(p0),p0)−1∇KpJ(K(p0),p0).
d) Das Feedbackgesetz
u(t) = −K(p)x(t), t ∈ [0,∞)
ist optimal bzgl. der gesto¨rten Zielfunktion J(K(p),p) und definiert ein asymptotisch
stabiles Feedbacksystem mit dem Zielfunktionswert
J(K(p),p) = xT0 P
∗(p)x0.
e) Fu¨r die Approximation
K˜(p) = K(p0) +
dK(p0)
dp
K(p0)∆p (6.8)
gelten die Abscha¨tzungen
‖K(p)− K˜(p)‖ = O (‖∆p‖2)
‖J(K(p),p)− J(K˜(p),p)‖ = O (‖∆p‖3) (6.9)
fu¨r alle p ∈ U(p0).
Beweis: Nach den vorangegangenen U¨berlegungen ist das PLQR Problem a¨quivalent zu
dem unbeschra¨nkten parameterabha¨ngigen Optimierungsproblem (6.5). Nach den Vor-
aussetzungen an A(p), B(p), Q(p) und R(p) sowie dem Satz u¨ber die Lo¨sungsdifferen-
zierbarkeit von gewo¨hlichen Differentialgleichungen, siehe Wilke [70] und Walter [65], ist
auch die Lo¨sung des parameterabha¨ngigen Systems x(t,K,p) dreimal stetig differenzier-
bar bzgl. p und K. Daraus folgt, dass die Zielfunktion J(K,p) des Problems (6.5) dreimal
stetig differenzierbar bzgl. K und p ist und dass ∇KJ(K,p) stetig differenzierbar bzgl. p
ist.
Nach Voraussetzung existiert fu¨r p0 nach Satz 4.12 eine optimale Lo¨sung von (6.5), wel-
che die notwendigen und hinreichenden Optimalita¨tsbedingungen erfu¨llt. Dadurch sind
alle Voraussetzungen aus Satz 2.9 und 2.10 gegeben, wodurch die Behauptungen a) bis e)
folgen. Die Darstellung einer beliebigen Norm in (6.9) ist mit der, durch die Abbildung
der Matrix K ∈ Rm×n auf die Optimierungsvariable z ∈ Rnm, induzierten Norm und der
A¨quivalenz von Normen in endlich-dimensionalen Vektorra¨umen gezeigt. 2
Satz 6.2 zeigt, dass die lineare Approximation des gesto¨rten Feedbackgesetzes (6.8) zu
einer quadratischen Na¨herung des Wertes der Zielfunktion fu¨hrt. Da bei instabilen Re-
gelsystemen die Zielfunktion fu¨r t→∞ ebenfalls Unendlich ist, zeigt das approximierte
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Feedbackgesetz (6.8) neben der Verbesserung der Optimalita¨t auch ein deutlich verbes-
sertes Verhalten bezu¨glich der Stabilita¨t. Dies beruht auf der Tatsache, dass fu¨r die
Lo¨sung eine bzgl. p stetig differenzierbare Funktion K(p) existiert. Um diese Funktion
zu approximieren, wird sie durch eine Taylorreihenentwicklung erster Ordnung bzgl. p
der Form
K(p) ≈ K˜(p) = K(p0) + dK(p0)
dp
∆p (6.10)
entwickelt. Der einzige numerische Mehraufwand in diesem Onlineverfahren ensteht da-
bei durch die Multiplikation der Sensitivita¨tsableitung dK(p0)
dp
mit der Sto¨rung ∆p was
i.A. der Multiplikation eines Tensors der Dimension m × n × r mit einem Vektor der
Dimension r entspricht. Das Feedbackgesetz des PLQ-Reglers a¨ndert sich dadurch zu
u(t) = −
(
K(p0) +
dK(p0)
dp
∆p
)
x(t). (6.11)
Die dabei verwendete Sensitivita¨tsableitung dK
dp
(p0) kann wie die Nominallo¨sung K(p0)
vorab offline bestimmt werden.
Um die Nachweisbarkeit der zuvor vorgestellten Echtzeitanpassung des LQ-Reglers zu
untermauern, werden die Methoden im Folgenden an dem aus der Literatur der Re-
gelungstechnik ha¨ufig verwendeten Beispiels eines invesern Pendels demonstriert. Im
folgenden Beispiel wird sich dabei an der Vorgehensweise aus Bu¨skens [13] orientiert.
Beispiel 6.3 (Adaptive LQR Regelung am Beispiel des inversen Pendels)
Das inverse Pendel ist ein ha¨ufig verwendetes Beispiel zum Testen von Regelungsverfah-
ren. Dabei befindet sich ein Stab mit einem Massenpunkt auf einem an einer La¨ngsachse
beweglichen Wagen. Dieser Stab ist durch ein Gelenk an den Wagen gekoppelt und
kann sich frei in dem Gelenk bewegen, siehe Abbildung 6.1. Das nichtlineare dynamische
System wird durch die Gleichungen
(M +m) d¨+mlα¨ cosα−mlα˙2 sinα = U(
1 +ml2
)
α¨−mlg sinα +mld¨ cosα = 0 (6.12)
beschrieben. Der Zustand d : [0,∞)→ R beschreibt dabei die Position des Wagens, der
Zustand α : [0,∞) → R den Winkel der Auslenkung zur Senkrechten. Die Steuerung
u : [0,∞)→ R beschreibt eine Kraft, welche auf die horizontale Bewegungsrichtung des
Wagens wirkt. Die Konstante m beschreibt die Masse des Stabmassenpunktes, M die
Masse des Wagens. Beide Massen haben in dieser Formulierung die Einheit Kilogramm. l
beschreibt die La¨nge des Stabes in Metern und g = 9.81m/s2 ist die Gravitationskonstan-
te. Mit dem Gewichtungsparameter ξ ∈ (0,1) werden diese Gro¨ßen zu dem Parameter
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P = (M, m, l, ξ)T zusammengefasst. Als Nominalwert wird im Folgenden von
P0 = (10,1,1,0.5)
T
ausgegangen. Die Linearisierung des Systems (6.12), um die Ruhelage (d, d˙, α, α˙)T =
(0, 0, 0, 0)T , ist durch die Vereinfachungen sinα = α und cosα = 1 durch


d˙(t)
d¨(t)
α˙(t)
α¨(t)

 =


0 1 0 0
0 0 − gm
2(M+m)
0
0 0 0 1
0 0 g(M+m)
2l(M+ 1
2
m)
0


︸ ︷︷ ︸
=A(P )


d(t)
d˙(t)
α(t)
α˙(t)

+


0
1
M+ 1
2
m
0
− 1
2l(M+ 1
2
m)


︸ ︷︷ ︸
=B(P )
U(t) (6.13)
gegeben. Die Systemzusta¨nde werden im Weiteren mit X(t) = (d(t), d˙(t), α(t), α˙(t))T
bezeichnet, wodurch das System dann in der bekannten Form
X˙(t) = A(P )X(t) + B(P )U(t) (6.14)
gegeben ist. Als Anfangswert wird im Folgenden von dem Wert
X0 = X(0) = (0.00, 0.00, 0.20, 0.00)
T
ausgegangen. Das Ziel der LQ-Regelung wird durch die Zielfunktion
F (X,U,P ) =
∞∫
0
X(t)TQ(P )X(t) + U(t)2R(P ) dt (6.15)
mit den Wichtungsmatrizen R(P ) = (1− ξ) ∈ R und
Q(P ) =


ξ 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0

 ∈ R4×4 (6.16)
definiert. Dies bedeutet, dass die Position des Wagens gegen Null geregelt werden soll,
gleichzeitig aber mo¨glichst wenig Steuerungsenergie verbraucht wird.
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Abbildung 6.1: Schematische Darstellung des inversen Pendels.
Im Folgenen werden die Voraussetzungen fu¨r die Anwendung des LQ-Reglers u¨berpru¨ft.
Neben der positiven Definitheit von R und der positiven Semidefinitheit von Q die
nach Konstruktion fu¨r alle ξ ∈ (0,1) erfu¨llt sind, wird die Stabilisierbarkeit des Systems
(A(P0),B(P0)) sowie die Beobachtbarkeit von
(
A(P0),
√
Q(P0)
)
beno¨tigt. Da fu¨r die
Steuerbarkeitsmatrix
rang
([
B(P0) A(P0)B(P0) . . . A(P0)
n−1B(P0)
])
= 4,
gilt, folgt fu¨r das System nach dem Kalman-Kriterium, siehe Satz 3.5, die Steuerbarkeit
und damit auch Stabilisierbarkeit. Fu¨r die Beobachtbarkeit von
(
A(P0),
√
Q(P0)
)
, wird
die Steuerbarkeitsmatrix des dualen Systems
(
A(P0)
T ,
√
Q(P0)
T
)
betrachtet. Dabei gilt
rang
([√
Q(P0)
T
A(P0)
T
√
Q(P0)
T
. . .
(
A(P0)
T
)n−1√
Q(P0)
T
])
= 4.
Das duale System
(
A(P0)
T ,
√
Q(P0)
T
)
ist nach Satz 3.5 steuerbar, wodurch das System(
A(P0),
√
Q(P0)
)
, nach Satz 3.13, beobachtbar ist.
Aus der Darstellung von A(P ), B(P ) ist leicht zu erkennen, dass diese dreimal stetig dif-
ferenzierbare Funktionen bzgl. P darstellen. Es sind nun alle Voraussetzungen aus Satz
6.2 erfu¨llt und die optimale Feedbackmatrix K in P0 ist eine eindeutig stetig differen-
zierbare Funktion K : U(P0) → R6×12 fu¨r eine Umgebung U(P0) ⊂ R4. Die numerische
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Lo¨sung des optimalen Feedbackgesetzes ergibt in P0
K(P0) =
( −1.00, −5.57, −260.34, −115.31 ) .
Die Berechnung der Sensitivita¨tsmatrix ergibt
dK
dP
(P0) =


−1.22 · 10−06 −2.50 · 10−06 −1.36 · 10−06 −2.00
−0.21 −0.20 −0.44 −6.46
−21.56 −20.52 −24.23 −48.46
−9.74 −7.01 −68.60 −21.88

 ∈ R1×4×4.
Bei Betrachtung der Feedbackmatrix K(P0) zeigt sich, dass die Steuerung U bzgl. Ab-
weichungen im Winkel α bzw. der Winkelgeschwindigkeit α˙ deutlich sensitiver reagiert
als bei Abweichungen in der Position oder der Geschwindigkleit. In der Sensitivita¨ts-
matrix ist zu erkennen, dass Sto¨rungen in der Pendella¨nge l die sta¨rkste Vera¨nderung
der Feedbackmatrix hervorrufen. Wohingegen Sto¨rungen in der Masse des Wagens M
im Wesentlichen nur einen Einfluss auf die vierte Kompenente in K haben, welche die
Auswirkungen des Fehlers in der Winkelgeschwindigkeit α˙ bewerten.
Es werden im Folgenden verschiedene Sto¨rungen in dem Systemparameter P betrachtet,
um die approximative Anpassung K˜(P ) mit der nominalen Feedbackmatrix K(P0) und
der fu¨r P optimalen Feedbackmatrix K(P ) in Hinblick auf den Wert der Zielfunktion
fu¨r das inverse Pendel numerisch gegenu¨berzustellen. Die Sto¨rungen sind gegeben durch
∆P1 = ( 10.0, 1.0, − 0.4, 0.3 )T
∆P2 = ( 10.0, 1.0, − 0.5, − 0.2 )T
∆P3 = ( 5.0, 0.0, 0.0, 0.0 )
T
∆P4 = ( 0.0, − 0.4, 0.0, 0.0 )T
∆P5 = ( 0.1, − 0.2, 0.1, 0.3 )T
∆P6 = ( − 5.0, − 0.9, − 0.2, − 0.1 )T
∆P7 = ( 7.5, 1.5, 1.0, 0.2 )
T
∆P8 = ( 0.0, 0.0, 0.0, 0.3 )
T .
Daraus ergeben sich die Parameter Pi = P0 + ∆Pi, i = 1, · · · ,8. In Tabelle 6.1 sind
relativen Fehler der Zielfunktion fu¨r die jeweiligen Sto¨rungen dargestellt. Dabei ist die
Sto¨rung in P7 so groß, dass der Zielfunktionswert fu¨r die nominale FeedbackmatrixK(P0)
nicht mehr endlich ist, was bedeutet, dass das System mit der Feedbackmatrix instabil
wird. Das approximierte Feedbackgesetz K˜(P7) liefert dagegen sehr gute Ergebnisse im
Vergleich zu der nominellen Lo¨sung, da es den Fehler der Zielfunktion fu¨r alle Sto¨rungen
verkleinert und aufgrund des endlichen Zielfunktionswertes in P7 sogar den Stabilita¨ts-
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Abbildung 6.2: Zusta¨nde des simulierten inversen Pendel Modells (6.13) mit der Para-
metersto¨rung ∆P1 fu¨r die Feedbackmatrizen K(P0) in schwarz, K˜(P1) in
rot und der optimalen Lo¨sung K(P1) in gru¨n.
bereich vergro¨ßert. Die absoluten Zielfunktionswerte sind in Anhang B.1.2 zu finden.
Im Folgenden wird der Simulationsverlauf fu¨r zwei unterschiedliche Sto¨rungen genauer
betrachtet. Eine Sto¨rung in Tabelle 6.1 wird dabei so gewa¨hlt, dass alle drei Feedbackma-
trizen das System stabilisieren. Fu¨r die zweite Betrachtung wird eine Sto¨rung gewa¨hlt,
fu¨r die die nominale Lo¨sung K(P0) nicht in der Lage ist, dass System zu stabilisieren.
Kleine Sto¨rungen: In Abbildung 6.2 sind die Zusta¨nde und in Abbildung 6.3 die Steue-
rung sowie der Verlauf der Zielfunktion fu¨r die Parametersto¨rung ∆P1 fu¨r das Intervall
t ∈ [0, 30] gezeigt, was den Ergebnissen der ersten Zeile von Tabelle 6.1 entspricht. Dabei
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Abbildung 6.3: Steuerung (links) und Entwicklung der Zielfunktion (rechts) des simulier-
ten inversen Pendel Modells (6.13) mit der Parametersto¨rung ∆P1 fu¨r
die Feedbackmatrizen K(P0) in schwarz, K˜(P1) in rot und der optimalen
Lo¨sung K(P1) in gru¨n.
Sto¨rung |J(K(P0))−J(K(P ))|
J(K(P ))
[%] |J(K˜(P ))−J(K(P ))|
J(K(P ))
[%]
∆P1 556.11 2.97
∆P2 546.84 1.80
∆P3 24.93 0.01
∆P4 0.22 0.00
∆P5 7.34 0.65
∆P6 41.21 1.82
∆P7 ∞ 0.96
∆P8 9.19 0.65
Tabelle 6.1: Sto¨rungen Pi, i = 1, · · · ,8 sowie dazugeho¨rige relative Fehler der Zielfunk-
tion in %.
ist zu erkennen, dass alle Feedbackmatrizen das System stabilisieren. Der Nominalregler
K(P0) zeigt jedoch starke Oszillationen in den Steuerungen die sich in den Zusta¨nden
fortsetzen und nur langsam abnehmen. Bis zum Ende des Zeitbereichs werden die Zu-
sta¨nde mit der Feedbackmatrix K(P0) daher nicht stabilisiert. Dieses unbeabsichtigte
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Abbildung 6.4: Zusta¨nde des simulierten inversen Pendel Modells (6.13) mit der Para-
metersto¨rung ∆P7 fu¨r die Feedbackmatrizen K(P0) in schwarz, K˜(P7) in
rot und der optimalen Lo¨sung K(P7) in gru¨n.
Verhalten ist dabei auf die Parametersto¨rung zuru¨ckzufu¨hren. Die approximierte Feed-
backmatrix hingegen zeigt ein sehr gutes Regelverhalten, welches sich in seiner Auswir-
kung auf das System zwar von dem Systemverhalten des optimalen Reglers unterschei-
det, jedoch im Gegensatz zum Nominalregler keine Schwingungen hervorruft. Daraus
resultiert auch der zeitliche Verlauf der Zielfunktion, wobei zwischen approximierter und
optimaler Lo¨sung kaum ein Unterschied zu erkennen ist. Die Nominallo¨sung K(P0) weist
hingegen einen deutlich ho¨heren Zielfunktionswert auf.
Große Sto¨rungen: In Abbildung 6.4 sind die Zusta¨nde, in Abbildung 6.5 die Steue-
rung und der Verlauf der Zielfunktion fu¨r die Parametersto¨rung ∆P7 fu¨r das Intervall
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Abbildung 6.5: Steuerung (links) und Entwicklung der Zielfunktion (rechts) des simulier-
ten inversen Pendel Modells (6.13) mit der Parametersto¨rung ∆P7 fu¨r
die Feedbackmatrizen K(P0) in schwarz, K˜(P7) in rot und der optimalen
Lo¨sung K(P7) in gru¨n.
t ∈ [0, 30] gezeigt. Bei Betrachtung der Abbildungen ist zu erkennen, dass der No-
minalregler fu¨r diese Sto¨rung das System nicht mehr stabilisiert. Dies resultiert in ein
unbeschra¨nktes Wachstum der Zielfunktion, vgl. Abbildung 6.5 (rechts). Die Approxi-
mation K˜(P7) hingegen zeigt auch fu¨r diese Sto¨rung ein stabiles Verhalten. Die durch
K˜(P7) erzeugten Steuerungen weichen nur leicht von den Steuerungen der optimalen
Feedbackmatrix K(P7) ab. Bei der Betrachtung des zeiltlichen Verlaufs der Zielfunkti-
on, vgl. Abbildung 6.5 (rechts), la¨sst sich kaum ein Unterschied zwischen Approximation
und optimaler Lo¨sung erkennen. Dies liegt vermutlich an der Skalierung dieser Abbil-
dung, bedingt durch den stark anwachsenden Wert der Nominallo¨sung.
Durch das Beispiel wurde gezeigt, dass die approximative Korrektur der Feedbackmatrix
K bzgl. Parametersto¨rungen eine sehr gute Methode darstellt, um ohne hohen nume-
rischen Rechenaufwand auf Parameterunsicherheiten zu reagieren. Dabei verbessert die
adaptive Anpassung nicht nur denWert der Zielfunktion, sondern fu¨hrt unter Umsta¨nden
sogar zu einer Vergro¨ßerung des, bzgl. der Parameter bestehenden, Stabilita¨tsgebietes.
Weiter zeigt sich, dass die vorgestellte Approximationsmethode nicht nur auf Sto¨rungen
in den systembeschreibenden Matrizen anwendbar ist, sondern auch fu¨r A¨nderungen in
der Zielfunktion, durch Sto¨rung der Gewichtungsmatrizen Q und R, ein schnelles Ver-
fahren zur Anpassung des Regelgesetzes darstellt.
Diese Ergebnisse motivieren die vorgestellten Approximationsmethoden auf die, in Ka-
pitel 5 eingefu¨hrten, optimalen Scha¨tzverfahren zu erweitern.
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6.2 Echtzeitanpassung von optimalen Scha¨tzverfahren
Die Analogie zwischen dem LQ-Regler und dem Minimum-Energie-Scha¨tzer durch den
in Abschnitt 3.3 eingefu¨hrten Begriff des dualen Systems, motiviert die Methoden und
Resultate zur Approximation parametergesto¨rter LQR Probleme des vorherigen Ab-
schnittes auf das MES Problem zu u¨bertragen. Grundlage dieser Betrachtung ist dabei
die in Satz 5.7 gezeigte A¨quivalenz der Lo¨sung des Scha¨tzer Problems zu dem dualen
LQR Problem (5.14). Damit lassen sich die Approximationsmethoden fu¨r LQR Proble-
me aus Abschnitt 6.1 auf optimale Scha¨tzverfahren anwenden. Zuna¨chst wird dazu das
parameterabha¨ngige verrauschte lineare System
x˙(t) = A(p)x(t) + B(p)u(t) + v(t),
y(t) = C(p)x(t) + w(t),
x(0) = x0;p
(6.17)
fu¨r t ∈ [0,∞) betrachtet. Fu¨r dieses System kann direkt das parameterabha¨ngige
Minimum-Energie-Scha¨tzer Problem definiert werden.
Definition 6.4 (Parameterabha¨ngiges Minimum-Energie-Scha¨tzer Problem)
Fu¨r den Parameter p ∈ Rr seien y(τ) und u(τ), τ < t die zu dem verrauschten para-
meterabha¨ngigen System (6.17) geho¨renden Messwerte bzw. Steuerungen. Weiter seien
die Matrizen V (p) ∈ Rn×n und W (p) ∈ Rl×l positiv definit. Dann definiert sich der pa-
rameterabha¨ngige Minimum-Energie-Scha¨tzer als Wert x¯(t,p) zum Zeitpunkt t ∈ R der
Lo¨sungstrajektorie des Systems
˙¯x(τ) = A(p)x¯(τ) + B(p)u(τ) + v¯(τ),
y(τ) = C(p)x¯(τ) + w¯(τ),
(6.18)
fu¨r die das Messrauschen und das Systemrauschen im Bezug auf das Zielfunktional
JPMES(t; p) =
t∫
−∞
w¯(τ)TW (p)w¯(τ) + v¯(τ)TV (p)v¯(τ) dτ (6.19)
minimiert werden.
Sofern fu¨r ein festes p ∈ Rr alle Voraussetzungen aus Satz 5.6 erfu¨llt sind, ist die optimale
Lo¨sung von (6.19) durch das dynamische System
˙ˆx(τ) = (A(p)− LC(p)) xˆ(τ) +B(p)u(τ) + Ly(τ),
xˆ(0) = xˆ0;p, τ ∈ (−∞,t]
(6.20)
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mit
L(p) = S(p)C(p)TW (p) (6.21)
gegeben, wobei S(p) die positiv definite Lo¨sung der parameterabha¨ngigen algebraischen
Scha¨tzer Riccatigleichung
A(p)S + SA(p)T + V (p)−1 − SC(p)TW (p)C(p)S = 0 (6.22)
ist. Nach Satz 5.7 ist L(p), bis auf Transponieren, auch die optimale Feedbackmatrix des
parameterabha¨ngigen dualen LQR (PDLQR) Problems
min
xobs,uobs
JPDLQR(xobs,uobs)
=
∞∫
0
xobs(t)
TV (p)−1xobs(t) + uobs(t)TW (p)−1uobs(t) dt
unter x˙obs(t) = A(p)
Txobs(t) + C(p)
Tuobs(t),
xobs(0) = xobs,0;p.
(6.23)
Dieses ist, wie in Abschnitt 6.1 gezeigt, a¨quivalent zu dem endlichdimensionalen unbe-
schra¨nkten Optimierungsproblem
min
L(p)∈Rl×n
JPDLQR(L(p),p) =
∞∫
0
xobs(t;L(p),p)
T
(
Q(p) + L(p)TR(p)L(p)
)
xobs(t;Lp,p) dt.
(6.24)
Durch die A¨quivalenz zum MES Problem ist dadurch gezeigt, dass auch die Zielfunktion
des MES Problems (6.19) daher abha¨ngig von der Scha¨tzer Feedbackmatrix L(p) ist,
d.h. es gilt
JPMES(t;L(p),p) =
t∫
−∞
w¯(τ ;L(p))TW (p)w¯(τ ;L(p)) + v¯(τ ;L(p))TV (p)v¯(τ ;L(p)) dτ.
(6.25)
Es ist jedoch zu beachten, dass der Wert von JPDLQR und JPMES im Optimum durchaus
verschieden sein kann.
In diesem Zusammenhang ko¨nnen die Approximationsmethoden aus Abschnitt 6.1 auch
auf die Feedbackmatrix L(p) des parametergesto¨rten Scha¨tzproblems angewendet wer-
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den. Der folgende Approximationssatz fu¨r Minimum-Energie-Scha¨tzer resultiert daher
als Anwendung von Satz 6.2 auf das duale parameterabha¨ngige LQR Problem (6.24).
Satz 6.5 (Approximationssatz fu¨r parameterabha¨ngige Minimum-Energie-Scha¨tzer)
Seien die Abbildungen A(p) : Rr → Rn×n, C(p) : Rr → Rl×n, W (p) : Rr → Rl×l und
V (p) : Rr → Rn×n dreimal stetig differenzierbar bzgl. p. Das System (A,C) sei detek-
tierbar und (AT ,
√
V −1) sei beobachtbar. Fu¨r p0 ∈ Rr seien (A(p0),C(p0)) detektierbar,
V (p0) und W (p0) positiv definit und (A(p0)
T ,
√
V (p0)−1) beobachtbar. Dann existiert ei-
ne Umgebung U(p0) ⊂ Rr von p0 und eine eindeutig stetig differenzierbare Funktion
L : U(p0)→ Rl×n mit den Eigenschaften:
a) Fu¨r alle p ∈ U(p0) erfu¨llt L(p) die notwendigen und hinreichenden Optimalita¨tsbe-
dingungen des gesto¨rten PDLQR Problems (6.23).
b) Es existiert genau eine positiv definite Lo¨sung S∗(p) der dualen algebraischen Ricca-
tigleichung
A(p)S + SA(p)T + V (p)−1 − SC(p)TW (p)C(p)S = 0
fu¨r die gilt:
L(p) = S∗(p)C(p)TW (p)
c) dL
dp
(p0) = −∇2LJPDLQR(t;L(p0),p0)−1∇LpJPDLQR(t;L(p0),p0), t ∈ R.
d) Das Scha¨tzsystem
˙ˆx(τ) = (A(p)− L(p)C(p)) xˆ(τ) + B(p)u(τ) + L(p)y(τ),
xˆ(0) = xˆ0;p, τ ∈ (−∞,t]
(6.26)
ist optimal bzgl. der gesto¨rten Zielfunktion JPDLQR(L,p) und definiert ein asympto-
tisch stabiles Feedbacksystem mit dem Zielfunktionswert
JPDLQR(L(p),p) = x
T
obs,0;pS
∗(p)xobs,0;p.
e) Fu¨r die Approximation
L˜(p) = L(p0) +
dL
dp
(p0)∆p (6.27)
gelten zudem die Abscha¨tzungen
‖L(p)− L˜(p)‖ = O (‖∆p‖2) (6.28)
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‖JPDLQR(L(p),p)− JPDLQR(L˜(p),p)‖ = O
(‖∆p‖3) (6.29)
fu¨r alle p ∈ U(p0).
f) Fu¨r die Zielfunktion des parameterabha¨ngigen Minimum-Energie-Scha¨tzer Problems
gilt mit der Approximation (6.27)
‖JPMES(t;L(p),p)− JPMES(t; L˜(p),p)‖ = O
(‖∆p‖3) , t ∈ R (6.30)
fu¨r alle p ∈ U(p0).
Beweis: a) bis e) folgt aus der Anwendung von Satz 6.2 auf das parameterabha¨ngige
duale LQR Problem (6.24). f) folgt aus der Differenzierbarkeit der Zielfunktion (6.25). 2
Da das stationa¨re Kalman-Bucy Filter lediglich ein Spezialfall des ME-Scha¨tzers dar-
stellt, lassen sich die Aussagen aus Satz 6.5 ohne Einschra¨nkungen auf das Filter anwen-
den. Zuna¨chst wird dazu der in (5.2) definierte Scha¨tzfehler bzgl. der Abha¨ngigkeit von
L ∈ Rn×l und p ∈ Rr entsprechend
e(t;L,p) = x(t)− xˆ(t;L,p), ∀t ≥ 0 (6.31)
erweitert. Gelten fu¨r p die gleichen Voraussetzungen an v und w wie in (5.15) und
(5.16), so la¨sst sich das parameterabha¨ngige stationa¨re Kalman-Bucy Filter durch die
Minimierungsaufgabe
min
L∈Rn×l
JKBF(L,p) = lim
t→∞
E [e(t;L,p)T e(t;L,p)] (6.32)
formulieren. Durch die A¨quivalenz von (6.32) zum PDLQR Problem la¨sst sich folgendes
Resultat formulieren.
Satz 6.6 (Approximationssatz parameterabha¨ngiges stationa¨res Kalman-Bucy Filter)
Seien die Abbildungen A(p) : Rr → Rn×n, C(p) : Rr → Rl×n, W (p) : Rr → Rl×l und
V (p) : Rr → Rn×n dreimal stetig differenzierbar bzgl. p. Fu¨r p0 ∈ Rr seien (A(p0),C(p0))
detektierbar, V (p0) und W (p0) positiv definit und (A(p0)
T ,
√
V (p0)−1) beobachtbar. Zu-
dem seien v und w normalverteilte unkorrelierte Signale mit
E [v(t)] = 0
E [w(t)] = 0
E [v(t)v(s)T ] = V (p)δ (t− s)
E [w(t)w(s)T ] = W (p)δ (t− s)
fu¨r alle p in einer Umgebung Uˆ (p0) ⊂ Rr um den Nominalwert p0 ∈ Rr. Dann existiert
eine Umgebung U(p0) ⊂ Uˆ (p0) von p0, so dass mit der Approximation (6.27) fu¨r die
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Zielfunktion des stationa¨ren parameterabha¨ngigen Kalman-Bucy Filters gilt:
‖JKBF(L(p),p)− JKBF(L˜(p),p)‖ = O
(‖∆p‖3) . (6.33)
Beweis: Nach den Voraussetzungen an A(p) und C(p) sowie dem Satz u¨ber die Lo¨-
sungsdifferenzierbarkeit von gewo¨hlichen Differentialgleichungen, siehe Wilke [70] und
Walter [65], ist auch die Lo¨sung des Scha¨tzfehlers e(t,L,p) dreimal stetig differenzier-
bar bzgl. p und L. Der Erwartungswert E [·] : Rn → Rn ist fu¨r den Scha¨tzfehler
e : R× Rn×l × U(p0)→ Rn durch
E [e] =
∞∫
−∞
eφ(e) de (6.34)
gegeben, wobei die sogenannte Dichtefunktion φ : Rn → Rn fu¨r die angenommene Nor-
malverteilung durch eine Unendlich oft stetig differentierbare Funktion definiert ist, siehe
Najim [46]. Daraus folgt, dass die Zielfunktion in (6.32) dreimal stetig differenzierbar
bzgl. L und p ist. Nach Satz 5.9 existiert eine optimale Lo¨sung L(p) und nach Satz 2.10
folgt die Abscha¨tzung (6.33). 2
Die angegebenen Approximationsverfahren liefern damit einen echtzeitfa¨higen Algorith-
mus zur Korrektur der Feedbackmatrix L an die Sto¨rgro¨ße p. Im Gegensatz zu der
Echzeitapproximation des LQ-Reglers, ha¨ngt die Gu¨te des Scha¨tzergebnisses des MES
noch direkt von den parameterabha¨ngigen Abbildungen der Systemmatrizen A(p), B(p)
und C(p) ab. Sollten die Abbildungen jedoch auf Basis einer Linearisierung erhalten
werden, kann auch direkt das nichtlineare parameterabha¨ngige Modell, wie in Definition
3.1 verwendet werden. Das approximierte Scha¨tzsystem
˙ˆx(t) =
(
A(p)− L˜(p)C(p)
)
xˆ(t) + B(p)u(t) + L˜(p)y(t), t ∈ [0,∞)
xˆ(0) = xˆ0;p
(6.35)
a¨ndert sich dadurch zu
˙ˆx(t) = f(xˆ(t),u(t),p) + L˜(p) (y(t)− h(xˆ(t),p)) , t ∈ [0,∞)
xˆ(0) = xˆ0;p
(6.36)
Dies kann dann als Approximation des erweiterten Kalman-Bucy Filters, siehe Hay-
kin [26], aufgefasst werden. Analog zu Abschnitt 6.1, wird die Umsetzbarkeit der vorge-
stellten Methoden an zwei Beispielen numerisch untersucht.
Analog zum vorherigen Abschnitt werden die Methoden zur Echtzeitanpassung optimaler
Scha¨tzverfahren an einem Beispiel numerisch umgesetzt. Dabei wird wie in Beispiel 6.3
das Modell eines inversen Pendels betrachtet.
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Beispiel 6.7 (Adaptiven ME-Scha¨tzung am Beispiel des inversen Pendels)
Bei der in Beispiel 6.3 eingefu¨hrten Systemdynamik des inversen Pendels wird im Fol-
genden davon ausgegangen, dass anstatt des vollen Systemzustandes
X(t) = (d(t), d˙(t), α(t), α˙(t))T ∈ R4
lediglich der Messausgang
Y (t) = (d(t), α(t))T ∈ R2,
bestehend aus Position d und Winkel α des inversen Pendels, fu¨r alle t ∈ [0,∞) bekannt
ist. Dieser Zusammenhang kann durch die Beziehung
Y (t) = CX(t), t ∈ [0, ∞)
mit der Ausgangsmatrix
C =
(
1 0 0 0
0 0 1 0
)
∈ R2×4
dargestellt werden. Dadurch ergibt sich das im Weiteren verwendete lineare Modell
X˙(t) = A(P )X(t) + B(P )U(t)
Y (t) = CX(t)
X(0) = X0
(6.37)
fu¨r t ∈ [0,∞) mit A(P ) ∈ R4×4 und B(P ) ∈ R1×4 wie in (6.13). Der Parameter P ist
dabei, wie in Beispiel 6.3, durch P = (M, m, l, ξ) ∈ R4 gegeben und als Nominalwert
wird ebenfalls P0 = (10.0,1.0,1.0,0.5) angenommen
1). Im Gegensatz zu Beispiel 7.3.2,
ha¨ngt die Ausgangsmatrix C hier nicht von dem Parameter P ab. Als Anfangswert wird
wieder X0 = (0.0, 0.0, 0.2, 0.0) gesetzt und die Steuerung U wird im Folgenden als gege-
ben angenommen2). Fu¨r die Anwendung eines optimalen Scha¨tzsystems muss untersucht
werden, ob das System (A(P0),C) beobachtbar ist. Dazu wird die Steuerbarkeitsmatrix
des dualen Systems
(
A(P0)
T , CT
)
betrachtet. Dabei gilt
rang
([
CT A(P0)
T CT . . .
(
A(P0)
T
)n−1
CT
])
= 4.
Das duale System
(
A(P0)
T , CT
)
ist daher nach Satz 3.5 steuerbar, wodurch, nach Satz
3.13, fu¨r (A(P0), C) Beobachtbarkeit gilt. Die Wichtungsmatrizen V und W werden im
1)Der Parameter ξ hat hier keinen Einfluss auf die Berechnung einer Scha¨tzer Feebackmatrix L, wird
aber der Vollsta¨ndigkeit halber angegeben.
2)Die Steuerung wird fu¨r dieses Beispiel mit dem optimalen Feedbackgesetz U(t) = −K(P )X(t),
t ∈ [0, ∞) berechnet
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Folgenden als
V = I4×4
W = I2×2
gewa¨hlt. Daher sind alle Voraussetzungen aus Satz 6.5 erfu¨llt und das optimale parame-
terabha¨ngige Scha¨tzsystem ist dann durch
˙ˆ
X(t) = (A(P )− L(P )C) Xˆ(t) + B(P )U(t) + L(P )Y (t)
Xˆ(0) = Xˆ0
(6.38)
gegeben. Die optimale Scha¨tzer-Feedbackmatrix L in Pˆ0 ist eine eindeutig stetig diffe-
renzierbare Funktion L : U(P0) → R4×2 fu¨r eine Umgebung U(P0) ⊂ R4. Die optimale
Lo¨sung ist durch
L(P0) =


1.74 −0.20
1.04 −0.83
−0.21 4.65
−0.48 10.35


gegeben. Dabei zeigt sich, dass Messsto¨rungen in d große A¨nderungen in den ersten bei-
den Komponenten des Scha¨tzsystems hervorrufen, wohingegen Sto¨rungen in der Messung
von α die dritte und vierte Komponente beeinflussen. Weiter zeigt sich, dass das Scha¨t-
system bei Messunterschieden in α deutlich sensitiver reagiert. Fu¨r die Anwendung der
Approximationsmethode wird zusa¨tzlich der Sensitivita¨tstensor dL
dP
(P0) beno¨tigt. Dieser
ist durch die Matrizen
dL
dM
(P0) =


−2.22 · 10−03 1.93 · 10−02
−7.83 · 10−03 7.91 · 10−02
1.93 · 10−02 −7.72 · 10−03
4.62 · 10−02 −3.99 · 10−02


dL
dm
(P0) =


2.22 · 10−02 −1.93 · 10−01
7.83 · 10−02 −7.91 · 10−01
−1.93 · 10−01 7.72 · 10−02
−4.62 · 10−01 3.99 · 10−01


dL
dl
(P0) =


1.20 · 10−02 −3.34 · 10−02
2.77 · 10−02 7.92 · 10−02
−3.34 · 10−02 −2.19 · 10+00
1.54 · 10−01 −1.01 · 10+01


dL
dξ
(P0) = 04×2
gegeben. Da die Gro¨ße ξ keinen Einfluss auf die Berechnung der Scha¨tzer Feedbackmatrix
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L hat, ist klar, dass die Sensitivita¨tsmatrix dL
dξ
(P0) identisch null ist. Daher wird diese
auch in den Approximationsmethoden vernachla¨ssigt. Weiter ist zu erkennen, dass sich
die Feedbackmatrix am sta¨rksten bei Sto¨rungen in der Pendella¨nge l a¨ndert. Interessant
hervorzuheben ist noch der Zusammenhang zwischen den Sensitivita¨tsmatrizen dL
dM
(P0)
und dL
dm
(P0), da bei genauer Betrachtung die Relation
dL
dm
(P0) = −10 dL
dM
(P0)
auffa¨llt. Diese Eigenschaft ko¨nnte bei einer Implementierung genutzt werden um Spei-
cherplatz zu sparen. Fu¨r die folgenden numerischen Untersuchungen wird der Start-
scha¨tzwert
Xˆ0 = (4.0,0.4,0.4,0.2)
T
angenommen, woraus der Anfangsscha¨tzfehler
E0 = (−4.0,− 0.4,− 0.2,− 0.2)
resultiert. Als Parametersto¨rungen werden die Gro¨ßen
∆P1 = ( 10.0, 1.0, − 0.4, 0.3 )T
∆P2 = ( 10.0, 1.0, − 0.5, − 0.2 )T
∆P3 = ( 5.0, 0.0, 0.0, 0.0 )
T
∆P4 = ( 0.0, − 0.4, 0.0, 0.0 )T
∆P5 = ( 0.1, − 0.2, 0.1, 0.3 )T
∆P6 = ( − 5.0, − 0.9, − 0.2, − 0.1 )T
betrachtet, woraus sich die Parameter Pi = P0 +∆Pi, i = 1, · · · ,6 ergeben. Wie bereits
in Beispiel 7.3.2, wird die Performance der approximierten optimalen Scha¨tzmatrix
L˜(P ) = L(P0) +
dL
dP
(P0)∆P
mit der Nominallo¨sung L(P0) und der fu¨r P optimalen Lo¨sung L(P ) im Scha¨tzsystem
(6.38) bezu¨glich der Zielfunktion
JPMES(L) =
t∫
−∞
w¯(τ ;L)TWw¯(τ ;L) + v¯(τ ;L)TV v¯(τ ;L) dτ. (6.39)
verglichen. Fu¨r die numerischen Untersuchungen wird der Grenzwert t→∞ betrachtet.
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Sto¨rung |JPMES(L(P0))−JPMES(L(P ))|
JPMES(L(P ))
[%] |JPMES(L˜(P ))−JPMES(L(P ))|
JPMES(L(P ))
[%]
∆Pˆ1 13.63 2.24
∆Pˆ2 ∞ 5.41
∆Pˆ3 1.96 0.67
∆Pˆ4 1.66 0.21
∆Pˆ5 0.37 0.01
∆Pˆ6 3.60 0.46
Tabelle 6.2: Sto¨rgro¨ßen sowie dazugeho¨rige relative Fehler in %
In Tabelle 6.2 sind die relativen Fehler des Zielfunktionswertes des parameterabha¨n-
gigen ME-Scha¨tzers mit den verschiedenen Sto¨rungen ∆Pi, i = 1, · · · ,6 aufgetragen.
Fu¨r die nominale Scha¨tzer-Feedbackmatrix L(P0) hat das Scha¨tzergebnis in allen Fa¨llen
den relativen Fehler. Fu¨r die Sto¨rung ∆P2 wird das Scha¨tzersystem mit der Nominallo¨-
sung sogar instabil, was in einem unbeschra¨nkten Wert der Zielfunktion resultiert. Das
Scha¨tzsystem mit der approximierten Scha¨tzer-Feedbackmatrix zeigt dahingegen fu¨r alle
Sto¨rungen ein gutes Verhalten. Dabei ist der relative Fehler der Approximation fu¨r alle
betrachteten Sto¨rungen kleiner als fu¨r die Nominallo¨sung. Selbst fu¨r die starke Sto¨rung
∆P2 bleibt das Scha¨tzsystem mit der approximierten Scha¨tzer-Feedbackmatrix dabei
stabil. Die absoluten Zielfunktionswerte sind in Anhang B.1.2 zu finden.
Im Folgenden werden die Parametersto¨rungen ∆P1 und ∆P2 genauer betrachtet. Die
Sto¨rung ∆P1 als Illustration des Scha¨tzverhaltens fu¨r kleine Sto¨rungen, sowie ∆P2 als
Beispiel fu¨r große Sto¨rungen.
Kleine Sto¨rungen: In Abbildung 6.6 sind die einzelnen Komponenten des Scha¨tzfeh-
lers mit der Parametersto¨rung ∆P1 fu¨r das vorab beschriebene Szenario der Zustands-
scha¨tzung des inversen Pendels mit den drei Scha¨tzer-Feedbackmatrizen L(P0), L˜(P1)
und L(P1) im Zeitraum t ∈ [0,30] dargestellt. Es zeigt sich, dass alle drei Scha¨tzer-
Feedbackmatrizen den Scha¨tzfehler stabilisieren. Dabei sind große Unterschiede in den
Scha¨tzfehlern lediglich in Differenzen der Ableitungen, dem dritten und vierten Scha¨tz-
fehlerzustand zu erkennen. Die geringen Fehler in den ersten beiden Komponenten sind
durch die Gewichtungen V und W begru¨ndet, wodurch ein hohes Vertrauen des Scha¨tz-
systems in die Messwerte Y resultiert. Es zeigt sich, dass die nominale Feedbackmatrix
L(P0) bis zu Sekunde 15 beno¨tigt, um den Scha¨tzfehler zu stabilisieren. Wohingegen
die Approximation und die optimale Lo¨sung bereits nach 8 Sekunden das Scha¨tzsystem
stabilisiert. Zwischen optimaler Lo¨sung und Approximation zeigt sich der Unterschied
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Abbildung 6.6: Scha¨tzfehler des simulierten inversen Pendel Scha¨tzers mit der Parame-
tersto¨rung ∆P1 fu¨r die Feedbackmatrizen L(P0) in schwarz, L˜(P1) in rot
und der optimalen Lo¨sung L(P1) in gru¨n.
in einem deutlich erho¨hten U¨berschwingen der vierten Komponente seitens des appro-
ximierten Feedbackgesetzes. Diese Beobachtung zeigt sich auch bei der Betrachtung des
zeitlichen Verlaufs der Zielfunktion (6.39) in Abbildung 6.7, in der die Nominallo¨sung
den gro¨ßten Zielfunktionswert, sowie die optimale Lo¨sung den kleinsten Zielfunktions-
wert annimmt.
Große Sto¨rungen: In Abbildung 6.8 sind die einzelnen Komponenten des Scha¨tzfehlers
mit der Parametersto¨rung ∆P2 fu¨r das vorab beschriebene Szenario der Zustandsscha¨t-
zung des inversen Pendels mit den drei Scha¨tzer-Feedbackmatrizen L(P0), L˜(P2) und
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Abbildung 6.7: Zeitlicher Verlauf der Zielfunktion des simulierten inversen Pendel
Scha¨tzers mit der Parametersto¨rung ∆P1 fu¨r die Feedbackmatrizen L(P0)
in schwarz, L˜(P1) in rot und der optimalen Lo¨sung L(P1) in gru¨n.
L(P2) im Zeitraum t ∈ [0,30] dargestellt. Fu¨r diese Sto¨rung konvergiert das Scha¨tzsys-
tem mit der Feebackmatrix L(P0) nicht mehr. Dabei divergiert der Scha¨tzfehler in der
dritten und vierten Komponente besonders stark, da hierfu¨r keine Messinformationen in
das System eingehen. Bei der Verwendung des adaptiven Feedbackgesetzes L˜(P2) zeigt
sich jedoch ein stabiles Verhalten des Scha¨tzsystems. Das fu¨r die Sto¨rung berechnete op-
timale Feedbackgesetz liefert auch hier wieder die besten Ergebnisse. Gleiches zeigt sich
auch bei Betrachtung des zeitlichen Verlaufs der Zielfunktion in Abbildung 6.9. Wa¨hrend
der Wert fu¨r die nominale Feedbackmatrix divergiert, konvergieren Approximation sowie
optimale Lo¨sung, wobei die Approximation einen etwas ho¨heren Grenzwert annimmt.
Das vorangegangene Beispiel unterstreicht den praktischen Nutzen der in Satz 6.5 darge-
legten Aussagen fu¨r die Echzeitanpassung von parameterabha¨ngigen optimalen Scha¨tzer-
systemen. Die dabei durchgefu¨hrte Approximation der optimalen Scha¨tzer Feedbackma-
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Abbildung 6.8: Scha¨tzfehler des simulierten inversen Pendel Scha¨tzers mit der Parame-
tersto¨rung ∆P2 fu¨r die Feedbackmatrizen L(P0) in schwarz, L˜(P2) in rot
und der optimalen Lo¨sung L(P2) in gru¨n.
trix hat dabei lediglich den Aufwand einer Tensor-Matrix-Multiplikation und ist dadurch
sehr gut fu¨r eine Onlineumsetzung geeignet. Die dazu beno¨tigten Sensitivita¨tsmatrizen
ko¨nnen durch das Gleichungssystem c) in Satz 6.5 vorab und numerisch stabil berech-
net werden. Das Beispiel hat gezeigt, dass die Approximation nicht nur die Zielfunktion
verbessert, sondern auch den Stabilita¨tsbereich bzgl. Parametersto¨rungen des Scha¨tzsys-
tems deutlich vergro¨ßern kann.
Im na¨chsten Abschnitt wird die Kombination der Approximation von sowohl LQR Feed-
backmatrizen als auch MES Feedbackmatrizen durch die Kopplung des Scha¨tzwertes als
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Abbildung 6.9: Zeitlicher Verlauf der Zielfunktion des simulierten inversen Pendel
Scha¨tzers mit der Parametersto¨rung ∆P2 fu¨r die Feedbackmatrizen L(P0)
in schwarz, L˜(P2) in rot und der optimalen Lo¨sung L(P2) in gru¨n.
Feedback fu¨r die LQ-Regelung betrachtet. Dies fu¨hrt zu Approximationsmethoden fu¨r
den in Kapitel 5 eingefu¨hrten LQG-Regler.
6.3 Echtzeitanpassung des LQG-Reglers
In diesem Abschnitt werden die Resultate zu den Approximationsmethoden aus den
vorangegangen Abschnitten verwendet, um die Echtzeitanpassung des LQG-Reglers zu
untersuchen. Wie in Abschnitt 5.3 wird auch hier als zugrundeliegendes Scha¨tzverfah-
ren das Kalman Filter betrachtet, da dieses das in Literatur und Praxis am ha¨ufigsten
verwendete optimale Scha¨tzverfahren ist und sich theoretische Aussagen u¨ber die Ziel-
funktion treffen lassen. Die durchgefu¨hrte Betrachtung des LQG-Reglers stellt aber von
der Struktur her keine Einschra¨nkung bzgl. anderer auf dem ME-Scha¨tzer basierenden
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optimalen Scha¨tzverfahren in Verbindung mit LQ-Reglern dar.
Fu¨r p ∈ Rr sei das parameterabha¨ngige verrauschte System
x˙(t) = A(p)x(t) + B(p)u(t) + v(t),
y(t) = C(p)x(t) + w(t),
x(0) = x0;p
fu¨r t ∈ [0,∞) wie in (6.17) gegeben. Unter der Voraussetzung, dass anstatt des System-
zustands x nur der Messausgang y zur Verfu¨gung steht, werden die in Abschnitt 6.1 und
Abschnitt 6.2 vorgestellten Methoden zur Approximation parametergesto¨rter Regel- und
Scha¨tzverfahren gekoppelt. Fu¨r p ∈ Rr sind die geschlossenen Regelkreise des Zustandes
sowie fu¨r den Scha¨tzfehler gegeben durch
x˙(t) = (A(p)−B(p)K(p))x(t) + v(t), t ∈ [0,∞)
x(0) = x0(p)
und
e˙(t) = (A(p)− L(p)C(p)) e(t) + L(p)w(t), t ∈ [0,∞)
e(0) = e0 = x0(p)− xˆ0.
Analog zu Abschnitt 5.3 ergibt sich das gekoppelte parameterabha¨ngige System(
x˙(t)
e˙(t)
)
=
(
A(p)−B(p)K(p) B(p)K(p)
0 A(p)− L(p)C(p)
)(
x(t)
e(t)
)
+
(
v(t)
L(p)w(t)
)
(
x(0)
e(0)
)
=
(
x0(p)
x0(p)− xˆ0
)
, t ∈ [0,∞) .
(6.40)
Dies zeigt, dass auch im parametergesto¨rten Fall das Separationstheorem 5.10 erhalten
bleibt und, dass das Stabilita¨tsverhalten durch die Eigenwerte von (A(p)−B(p)K(p))
und (A(p)− L(p)C(p)) gegeben ist.
Satz 6.8 (Separationstheorem fu¨r parameterabha¨ngige Systeme)
Die Eigenwerte des geschlossenen Regelkreises des parameterabha¨ngigen linear quadra-
tischen Gauß-Reglers setzen sich aus den Eigenwerten der geschlossenen Regelkreise des
parameterabha¨ngigen LQR Problems (A(p)−B(p)K(p)) und denen des Kalman Filters
(A(p)− L(p)C(p)) zusammen.
Beweis: Folgt direkt aus der Eigenwertbetrachtung von (6.40). 2
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Daher ko¨nnen die Feedbackmatrizen K(p) und L(p) fu¨r ein festes p ∈ Rr, wie in Ab-
schnitt 5.3 vorgestellt, unabha¨ngig voneinander berechnet werden. Da Sto¨rungen in p
aber zu einem instabilen Verhalten des Systems fu¨hren ko¨nnen, ist eine Neuberechnung
einer oder sogar beider Feedbackmatrizen ha¨ufig notwendig. Durch die Aussage von Satz
6.8 ko¨nnen die in Abschnitt 6.1, fu¨r K(p), und die in Abschnitt 6.2, fu¨r L(p), vorgestell-
ten Approximationsmethoden gekoppelt verwendet werden. Im folgenden Satz werden
die Aussagen zur Approximation des ME-Scha¨tzers aus Satz 6.5 und des LQ-Reglers aus
Satz 6.2 fu¨r den LQ-Regler aus Abschnitt 5.3 zusammengefasst.
Satz 6.9 (Approximationssatz fu¨r den linear quadratischen Gaußregler)
Seien die Abbildungen A(p) : Rr → Rn×n, B(p) : Rr → Rn×m, C(p) : Rr → Rl×n,
W (p) : Rr → Rl×l, V (p) : Rr → Rq×q, Q(p) : Rr → Rn×n, R(p) : Rr → Rm×m und
x0(p) : R
r → Rn dreimal stetig differenzierbar bzgl. p. Fu¨r p0 ∈ Rr seien (A(p0),B(p0))
stabilisierbar, (A(p0),C(p0)) detektierbar, (A(p0),
√
Q(p0)) beobachtbar, Q(p0) positiv se-
midefinit, R(p0), V (p0) und W (p0) positiv definit. Zudem seien v und w normalverteilte
unkorrelierte Signale mit
E [v(t)] = 0
E [w(t)] = 0
E [v(t)v(s)T ] = V (p)δ (t− s)
E [w(t)w(s)T ] = W (p)δ (t− s)
fu¨r alle p in einer Umgebung Uˆ (p0) ⊂ Rr, um den Nominalwert p0 ∈ Rr. Dann existiert
eine Umgebung U(p0) ⊂ Uˆ (p0) von p0 und eine eindeutig stetig differenzierbare Funktion(
K
L
)
: U(p0)→
(
R
u×n
R
n×l
)
mit den Eigenschaften:
a) Fu¨r alle p ∈ U(p0) erfu¨llt L(p) die notwendigen und hinreichenden Optimalita¨ts-
bedingungen des gesto¨rten PDLQR Problems (6.23) und K(p) die notwendigen und
hinreichenden Optimalita¨tsbedingungen des gesto¨rten PLQR Problems 6.1.
b) Es existiert genau eine positiv definite Lo¨sung P ∗(p) der algebraischen Riccatiglei-
chung
A(p)TP + PA(p) +Q(p)− PB(p)R(p)−1B(p)TP = 0
fu¨r die gilt:
K(p) = R(p)−1B(p)TP ∗(p)
und genau eine positiv definite Lo¨sung S∗(p) der dualen algebraischen Riccatiglei-
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chung
A(p)S + SA(p)T + V (p)−1 − SC(p)TW (p)C(p)S = 0
fu¨r die gilt:
L(p) = S∗(p)C(p)TW (p).
c) dL
dp
(p0) = −∇2LJPDLQR(t;L(p0),p0)−1∇LpJPDLQR(t;L(p0),p0), t ∈ R.
d) dK
dp
(p0) = −∇2KJ(K(p0),p0)−1∇KpJ(K(p0),p0).
e) Das dynamische System
˙ˆx(τ) = (A(p)− L(p)C(p)) xˆ(τ) + B(p)u(τ) + L(p)y(τ),
u(t) = −K(p)xˆ(t),
xˆ(0) = xˆ0;p, τ ∈ (−∞,t]
(6.41)
ist optimal bzgl. der gesto¨rten Zielfunktion JLQG(K,L) und definiert ein asymptotisch
stabiles Feedbacksystem.
f) Mit den Approximationen
L˜(p) = L(p0) +
dL
dp
(p0)∆p (6.42)
K˜(p) = K(p0) +
dL
dp
K(p0)∆p (6.43)
gilt fu¨r die Zielfunktion des LQG-Reglers
‖JLQG(K(p),L(p))− JLQG(K˜(p),L˜(p))‖ = O
(‖∆p‖3) (6.44)
fu¨r alle p ∈ U(p0).
Beweis: Durch die Anwendung des Separationstheorems, siehe Satz 6.8, folgen die
Behauptungen a) bis d) direkt aus Satz 6.2 und Satz 6.5. Durch die Voraussetzungen
an die Systemmatrizen, dem Satz u¨ber die Lo¨sungsdifferenzierbarkeit von gewo¨hlichen
Differentialgleichungen und der Definition des Erwartungswertes (6.34) folgt, dass die
Zielfunktion in (5.24) dreimal stetig differenzierbar bzgl. L, K und p ist. Nach Satz 5.11
existiert eine optimale Lo¨sung (L(p),K(p)) und nach Satz 2.10 folgt die Abscha¨tzung
(6.44). 2
Im Folgenden werden die gekoppelten Approximationsmethoden am Beispiel des inver-
sen Pendels illustriert.
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Beispiel 6.10 (Adaptive LQG-Regelung am Beispiel des inversen Pendels)
In diesem Beispiel wird die Echtzeitanpassung des LQG-Reglers am Modell des inversen
Pendels durchgefu¨hrt. Wie im vorherigen Beispiel werden die Ergebnisse der Approxima-
tionen dabei mit denen der Nominallo¨sung sowie der optimalen Lo¨sung verglichen. Die
durch das Separationstheorem gegebene Zusammensetzung des LQG-Reglers aus LQ-
Regler und ME-Scha¨tzer, mit den dazugeho¨rigen Feedbackmatrizen K und L, machte
die Betrachtung mehrerer Kombinationen aus Nominallo¨sung, Approximation und Op-
timallo¨sung mo¨glich. Als Grundlage dient dabei das in Beispiel 6.7 angegebene lineare
Modell
X˙(t) = A(P )X(t) + B(P )U(t),
Y (t) = CX(t),
X(0) = X0
(6.45)
fu¨r t ∈ [0, ∞) mit A(P ) ∈ R4×4, B(P ) ∈ R1×4 und C ∈ R2×4. Der Parameter P ist wie
in Beispiel 6.3 und 6.7 als P = (M, m, l, ξ) ∈ R4 definiert. Der Nominalwert ist durch
P0 = (10.0,1.0,1.0,0.5)
T
gegeben. Als Anfangswerte werden
X0 = (0.0, 0.0, 0.2, 0.0)
T
fu¨r den Zustand und
Xˆ0 = (4.0,0.4,0.4,0.2)
T
fu¨r den Scha¨tzwert betrachtet, wodurch der Anfangsscha¨tzfehler
E0 = (−4.0,− 0.4,− 0.2,− 0.2)T
folgt. Als Wichtungsmatrizen fu¨r den LQ-Regler werden
R(P ) = (1− ξ) ∈ R,
Q(P ) =


ξ 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0

 ∈ R4×4,
mit ξ ∈ (0,1) und fu¨r den Scha¨tzer
V = I4×4
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W = I2×2
betrachtet. Auch hier wird im Folgenden lediglich ein gesto¨rter Startwert des Scha¨tzsys-
tems sowie des Zustandes betrachtet. Dies bedeutet, dass die Rauschterme v und w als
Nullrauschen behandelt werden. Ein kontinuierliches Sto¨rrauschen wie etwa in Beispiel
7.2.2 kann aber als kontinuierlich gesto¨rter Startscha¨tzwert betrachtet werden. Da das
System (6.45) nach Beispiel 6.3 steuerbar und nach Beispiel 6.7 beobachtbar in P0 ist
und alle Systemmatrizen dreimal stetig differenzierbare Abbildungen bzgl. P sind, sind
alle Voraussetzungen aus Satz 6.9 erfu¨llt. Es existiert daher eine Umgebung U(P0) ⊂ R4
und eindeutig stetig differenzierbare Funktionen(
K
L
)
: U(P0)→
(
R
1×4
R
4×2
)
,
die in P0 die optimale Lo¨sung des LQG Problems darstellt. Aufgrund des Separations-
theorems ko¨nnen die Lo¨sungen K(P0) und L(P0) unabha¨ngig voneinander berechnet
werden. Die Lo¨sung sowie die Sensitivita¨ten der zu diesem Problem geho¨renden Feed-
backmatrizen wurden bereits in Beispiel 6.3 fu¨r K(P0) und in Beispiel 6.7 fu¨r L(P0)
angegeben. Der optimale Regel-Scha¨tzalgorithmus ist durch das dynamische System
˙ˆ
X(t) = (A(P )− LC(P )) Xˆ(t) + B(P )U(t) + LY (t),
U(t) = −KXˆ(t)
(6.46)
mit Anfangswert Xˆ(0) = Xˆ0 gegeben. Mo¨gliche Kandidaten fu¨r die Feedbackmatrizen
sind die Nominallo¨sungen K(P0) und L(Pˆ0), die approximierten Lo¨sungen
K˜(P ) = K(P0) +
dK
dP
(P0)∆P (6.47)
und
L˜(P ) = K(P0) +
dK
dP
(P0)∆P, (6.48)
sowie die fu¨r P 6= P0 optimalen Lo¨sungen K(P ) und L(P ).
Im Folgenden wird die Performance fu¨r die Nominallo¨sungen, die Approximationen sowie
fu¨r die optimalen Lo¨sungen der Feedbackmatrizen K und L fu¨r das angegebene Szenario
mit den folgenden sechs Parametersto¨rungen betrachtet.
∆P1 = (10.0, 1.0, − 0.4, 0.3)T
∆P2 = (10.0, 1.0, − 0.5, − 0.2)T
∆P3 = (5.0, 0.0, 0.0, 0.0)
T
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Sto¨rung ζ1 [%] ζ2 [%] ζ3 [%] ζ4 [%] ζ5 [%] ζ6 [%]
∆P1 2299.34 458.74 519.86 96.84 2.57 84.10
∆P2 ∞ 991.17 ∞ 258.61 8.44 210.72
∆P3 94.36 49.05 63.94 34.01 0.40 33.72
∆P4 133.46 5.43 126.12 1.67 0.01 1.66
∆P5 15.26 11.19 0.40 8.09 6.62 1.42
∆P6 3646.90 1075.98 1059.81 276.46 2.52 268.12
Tabelle 6.3: Relative Fehler in % fu¨r die verschiedenen Parametersto¨rungen mit den
Feedbackmatrizen K(P0), K˜(P ) und K(P ) fu¨r den LQ-Regler sowie L(P0),
L˜(P ) und L(P ) fu¨r den Scha¨tzer.
∆P4 = (0.0, − 0.4, 0.0, 0.0)T
∆P5 = (0.1, − 0.2, 0.1, 0.3)T
∆P6 = (−5.0, − 0.9, − 0.2, − 0.1)T
In Tabelle 6.3 sind die relativen Fehler
ζ1 :=
|JLQG(K(P0),L(Pˆ0))− JLQG(K(P ),L(Pˆ ))|
JLQG(K(P ),L(Pˆ ))
ζ2 :=
|JLQG(K(P0),L˜(Pˆ ))− JLQG(K(P ),L(Pˆ ))|
JLQG(K(P ),L(Pˆ ))
ζ3 :=
|JLQG(K˜(P ),L(Pˆ0))− JLQG(K(P ),L(Pˆ ))|
JLQG(K(P ),L(Pˆ ))
ζ4 :=
|JLQG(K˜(P ),L˜(Pˆ ))− JLQG(K(P ),L(Pˆ ))|
JLQG(K(P ),L(Pˆ ))
ζ5 :=
|JLQG(K˜(P ),L(Pˆ ))− JLQG(K(P ),L(Pˆ ))|
JLQG(K(P ),L(Pˆ ))
ζ6 :=
|JLQG(K(P ),L˜(Pˆ ))− JLQG(K(P ),L(Pˆ ))|
JLQG(K(P ),L(Pˆ ))
fu¨r die Parametersto¨rungen ∆Pi, i = 1, · · · ,6 mit den verschiedenen Feedackmatrizen-
kombinationen dargestellt. Die zweite Spalte, in der die Ergebnisse bei Verwendung bei-
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Abbildung 6.10: Zusta¨nde des simulierten inversen Pendel Modells (6.13) mit der Para-
metersto¨rung ∆P1 fu¨r die Feedbackmatrizen K(P0) in schwarz, K˜(P1)
in rot und der optimalen Lo¨sung K(P1) in gru¨n.
der Nominallo¨sungen steht, weist fu¨r alle Sto¨rungen den ho¨chsten relativen Fehler auf.
Weiter ist zu beobachten, dass der Fehler in der Zielfunktion mit steigender Gu¨te der
Feedbackmatrizen abnimmt. Dabei ist aber zu beachten, dass die Verbesserung abha¨ngig
von der Art der Sto¨rung ist. Entweder fu¨hrt eine genauere Regler Feedbackmatrix K zu
einer gro¨ßeren Verbesserung in der Zielfunktion, wie etwa bei ∆P6, oder eine genauere
Scha¨tzerfeedbackmatrix L verkleinert die Zielfunktion mehr als einer Verbesserung in
K, wie etwa mit der Parametersto¨rung ∆P2. Fu¨r ∆P2 sind alle Ergebnisse, in der das
nominale Scha¨tzerfeedback L(P0) verwendet wird, instabil. Durch die Verwendung der
Approximation L˜(P2) wird das System aber stabil. In Anhang B.1.3 sind die Zielfunkti-
onswerte fu¨r die betrachteten Sto¨rungen zu finden.
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Im Folgenden wird auf die Sto¨rungen ∆P1 und ∆P2 genauer eingegangen. Dabei repra¨-
sentiert ∆P1 eine kleine Sto¨rung, fu¨r die alle Kombinationen stabil bleiben und ∆P2 eine
große Sto¨rung, fu¨r die das System fu¨r zwei Varianten instabil wird.
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Abbildung 6.11: Steuerung (links) und Entwicklung der Zielfunktion (rechts) des simu-
lierten inversen Pendel Modells (6.13) mit der Parametersto¨rung ∆P1
fu¨r die Feedbackmatrizen K(P0) in schwarz, K˜(P1) in rot und der op-
timalen Lo¨sung K(P1) in gru¨n.
Kleine Sto¨rungen: In Abbildung 6.10 sind die Zusta¨nde, in Abbildung 6.11 die Steue-
rung und der Verlauf der Zielfunktion fu¨r die Parametersto¨rung ∆P1 in dem Intervall
t ∈ [0, 100] gezeigt. Dabei ist zu erkennen, dass alle Feedbackmatrizen das System
stabilisieren. Fu¨r das System mit den beiden nominalen Feedbackmatrizen K(P0) und
L(P0) ist ein deutliches Schwingen in allen vier Zusta¨nden zu beobachten. Gleiches gilt
fu¨r die Verwendung der Approximation L˜(P ) im Zusammenhang mit K(P0), wobei die
Schwingung schneller abnimmt. Bei der Verwendung der Approximation K˜(P ) im Zu-
sammenhang mit L(P0) findet nur noch ein U¨ber- und ein Unterschwinger statt. Der
Verlauf der Regelung kommt mit zunehmender Approximationsgu¨te dem der optimalen
Feedbackmatrizen K(P ) und L(P ) immer na¨her. Dabei scheint die Verbesserung der
Reglermatrix K einen gro¨ßeren Effekt zu haben als die Verbesserung der Scha¨tzermatrix
L. Dies besta¨tigt sich auch bei der Betrachtung des zeitlichen Verlaufs der Zielfunktion
in Abbildung 6.11 (rechts).
Große Sto¨rungen: Die Simulationsergebnisse fu¨r die große Sto¨rung ∆P2 sind in Ab-
bildung 6.12 fu¨r den Zeitbereich t ∈ [0, 30] dargestellt. Abbildung 6.13 zeigt zusa¨tzlich
die Steuerung und den zeitlichen Verlauf der Zielfunktion. Es ist zu beobachten, dass
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die Systeme, in der die nominale Scha¨tzmatrix L(P0) enthalten ist, in den Zusta¨nden d
und α divergieren. Sobald jedoch die Approximation L˜(P2) bzw. die optimale Scha¨tzer
Feedbackmatrix L(P2) in System 6.46 verwendet wird, konvergieren die Systemzusta¨nde.
Bei Betrachtung des Zielfunktionsverlaufes in Abbildung 6.13 (rechts) zeigt sich, dass
das Regelverhalten mit steigender Gu¨te der Feedbackmatrizen K und L besser, im Sinne
der Zielfunktion, wird.
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Abbildung 6.12: Zusta¨nde des simulierten inversen Pendel Modells (6.13) mit der Para-
metersto¨rung ∆P2 fu¨r die Feedbackmatrizen K(P0) in schwarz, K˜(P2)
in rot und der optimalen Lo¨sung K(P2) in gru¨n.
Durch die Verwendung einer oder beider Approximationen kann ein deutlich verbesser-
tes Regel-Scha¨tzverhalten erzielt werden. Dabei sind verschiedene Kombinationen von
Feedbackmatrizen mo¨glich, wobei die Wahl der verwendeten Feebackmatrizen von den
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Abbildung 6.13: Steuerung (links) und Entwicklung der Zielfunktion (rechts) des simu-
lierten inversen Pendel Modells (6.13) mit der Parametersto¨rung ∆P2
fu¨r die Feedbackmatrizen K(P0) in schwarz, K˜(P2) in rot und der op-
timalen Lo¨sung K(P2) in gru¨n.
jeweiligen Anforderungen wie Systemverhalten, Rechenzeit und Speicheraufwand defi-
niert werden.
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7 Echtzeitanpassung optimaler Regel-
und Scha¨tzverfahren an einem
Hexakopter
Die Verwendung von unbenannten Fluggera¨ten, so genannte “Unmanned Aerial Vehic-
les“ (UVAs), findet immer mehr Beachtung in der mobilen Robotik. Die geringen Kosten
und die Einsatzmo¨glichkeit in gefa¨hrlichen Situationen machen diese Systeme besonders
wertvoll im Bereich der Sicherheitstechnik. Die Verwendung bei der U¨berwachung von
Katastrophenszenarien, schwer erreichbaren technischen Systemen oder in der Film- und
Fotobranche sind nur einige Beispiele in der UVAs verwendet werden. Gesteuert werden
diese Systeme in den meisten Fa¨llen u¨ber eine Funkverbindung zwischen UVA und Be-
diener, wobei das UVA durch einen boardinternen Fluglageregler stabilisiert wird. Mit
den wachsenden Anforderungen an diese Systeme steigen aber auch die Anforderungen
an Fluglageregelung. Auch Parametersto¨rungen des dyamischen Systems spielen eine
wichtige Rolle. Dabei ist es von großer Bedeutung, dass die dabei eingesetzten Rege-
lungsverfahren stabil und echtzeitfa¨hig sind.
Zur Untermauerung der in Kapitel 6 durchgefu¨hrten numerischen Untersuchungen der
Echtzeitanpassung optimaler Regel- und Scha¨tzverfahren werden die Verfahren in diesem
Kapitel an dem Modell eines sechrotorigen Hubschraubers, einem sogenannten Hexako-
pter, umgesetzt. Dazu wird in Abschnitt 7.1.1 ein Modell fu¨r den Hexakopter hergelei-
tet und linearisiert. In Abschnitt 7.1.2 wird das linearisierte Modell auf Steuerbarkeit
u¨berpru¨ft. Da bei dem Hexakopter nicht alle Zusta¨nde durch Sensoren erfasst werden
ko¨nnen, wird in Abschnitt 7.1.3 der Messausgang definiert und das System auf Beob-
achtbarkeit u¨berpru¨ft. In den Abschnitten 7.2.1, 7.2.2 und 7.2.3 werden LQ-Regelung,
Kalman-Filter und LQG-Regelung fu¨r den parameterungesto¨rten Hexakopter angeben,
bevor in den Abschnitten 7.3.1, 7.3.2 und 7.3.3 die Echzeitkorrekturmethoden von LQ-
Regler, Kalman-Filter und LQG-Regelung auf das parametergesto¨rte Hexakoptersystem
angewendet werden.
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7.1 Systemeigenschaften
7.1.1 Modellierung und Linearisierung
In diesem Abschnitt wird das Modell eines Hexakopters, siehe Abbildung 7.1(a), be-
schrieben. Die folgenden Ausfu¨hrungen basieren auf dem in Voos [63] vorgestellten Mo-
dell eines vierrotorigen unbemannten Fluggera¨ts, welches in der Seminarausarbeitung,
siehe Wernsing und Kluth [67], auf ein Modell eines sechsmotorigen unbemannten Flug-
gera¨tes erweitert wurde.
Zuna¨chst werden Begriffe aus der Flugdynamik beno¨tigt. Die Rotation eines Flugobjek-
tes, um die x-Achse, wird Rollen genannt. Die Rollbewegung wird mit einem Rollwinkel
Φ beschrieben. Die Rotation, um die y-Achse, wird als Nicken und das Rotieren um die z-
Achse als Gieren mit entsprechenden Nickwinkeln Θ, bzw. Gierwinkeln Ψ bezeichnet. Die
allgemeine Orientierung im Raum wird durch den Vektor Ω := (Φ,Θ,Ψ)T beschrieben.
Dabei bedeuten positive Winkel der Koordinatenachse, eine Drehung im Uhrzeigersinn.
Wird der Hexakopter in einem inertialen Koordinatensystem betrachtet, so wird die
Schwerpunktkoordinate durch den Positionsvektor r := (x,y,z)T bezeichnet. Eine Trans-
formation von einem ko¨rperfesten in ein inertiales Koordinatensystem, la¨sst sich durch
die Multiplikation der x-,y- und z-Achse, durch eine Drehmatrix R(Ω) der Form
R(Ω) =

cosΨ cosΘ cosΨ sinΘ sinΦ− sinΨ cosΦ cosΨ sinΘ cosΦ + sinΨ sinΦsinΨ cosΘ sinΨ sinΘ sinΦ + cosΨ cosΦ sinΨ sinΘ cosΦ− cosΨ sinΦ
− sinΘ cosΘ sinΦ cosΘ cosΦ

 ,
beschreiben, siehe Abbildung 7.1(c).
Zur Beschreibung der Dynamik des Hexakopters wird ein Kra¨fte- und Momentengleich-
gewicht betrachtet. Dabei erzeugen die einzelnen Rotoren jeweils eine Auftriebskraft
Fi = b · ω2i , i = 1, · · · ,6, die im ko¨rperfesten Koordinatensystem nach oben gerichtet
ist. b bezeichnet den Schubfaktor der Rotoren1) und ωi die Winkelgeschwindigkeit des
jeweiligen Rotors. Dabei ist zu beachten, dass die Drehrichtung der einzelnen Rotoren
abwechselnd verschieden ist, siehe Abbildung 7.1(b). D.h., dass sich die Rotationsge-
schwindigkeiten ω1, ω3 und ω5 rechtsdrehend um die z-Achse bewegen und die Rotati-
onsgeschwindigkeiten ω2, ω4 und ω6 gegen den Uhrzeigersinn drehen. Die Gewichtskraft
G ergibt sich aus der Erdbeschleunigung g2) und der Massem des Hexakopters: G = m·g.
Wird der Positionsvektor r := (x,y,z)T im inertialen Koordinatensystem betrachtet, so
1)Dies ist eine relativ starke Einschra¨nkung und ko¨nnte z.B. durch eine Schubfaktorfunktion verbessert
werden.
2)g = 9.81m/s2 ist in Mitteleuropa eine recht gute Approximation der Gravitationsbeschleunigung. Es
ist aber zu beachten, dass sich g ortsabha¨ngig vera¨ndern kann.
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(a) Darstellung des Hexakopters
y
x
ω1
ω2
ω3
ω4
ω5
ω6
(b) Rotationsrichtungen
der Rotoren
x
y
z
Ψ
Θ
x′
y′
z′
(c) Inertiales und Ko¨rperfestes
Koordinatensystem
Abbildung 7.1: Darstellung des Hexakopters, der Rotorrotationsrichtungen und der Ko-
ordinatensysteme.
ergibt sich aus der Newton’schen Beziehung r¨ = F/m ein Differentialgleichungssystem
der Form
r¨(Ω) =
(
G+R(Ω)
6∑
i=1
Fi
)
m
= g ·

00
1

+R(Ω) b
m
6∑
i=1
ω2i

 00
−1

 .
Das Differentialgleichungssystem fu¨r die Orientierung Ω des Hexakopters ist gegeben
durch
IΩ¨ = −(Ω˙× IΩ˙)−MG +M.
Dabei bezeichnet I den Tra¨gheitstensor mit den Hauptachsentra¨gheiten Ix, Iy und Iz
I :=

Ix 0 00 Iy 0
0 0 Iz

 ,
M := (Mx,My,Mz)
T den Vektor der a¨ußeren Momente (Roll-, Nick- und Giermoment)
und MG := (MGx,MGy,MGz)
T den Vektor der gyroskopischer Momente. Fu¨r den Vektor
der a¨ußeren Momente gilt, mit l als La¨nge des Auslegers zwischen Massenschwerpunkt
und Rotor sowie c als Stro¨mungswiderstand
M =


√
3
2
lb(ω25 + ω
2
6 − ω22 − ω23)
lb
(
ω21 − ω24 + 12(ω22 + ω26 − ω23 − ω25)
)
c(ω22 + ω
2
4 + ω
2
6 − ω21 − ω23 − ω25)

 .
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Die gyroskopischen Momente sind mit der Massentra¨gheit der Rotoren IR durch
MG = IR

Ω˙×

00
1



 (ω1 + ω3 + ω5 − ω2 − ω4 − ω6) (7.1)
=

 IRΘ˙(ω1 + ω3 + ω5 − ω2 − ω4 − ω6)−IRΦ˙(ω1 + ω3 + ω5 − ω2 − ω4 − ω6)
0

 (7.2)
gegeben. Die unterschiedlichen Vorzeichen der Winkelgeschwindigkeiten entstehen aus
den verschiedenen Drehrichtungen der Rotoren. Die Hauptachsentra¨gheiten fu¨r den He-
xakopter sind durch
Ix = sin(60
◦)2
l2m
3
Iy =
l2m
6
+ cos(60◦)2
l2m
3
Iz =
l2m
2
gegeben3), die Massentra¨gheit der Rotoren durch
IR = 0.08 m/12.
Werden nun die Gleichungen bzgl. der Ortskoordinaten sowie die der Orientierung zu-
sammengefasst, so ergibt sich mit dem gesamten Zustandvektor
X = (x1, · · · ,x12) = (x,y,z,x˙,y˙,z˙,Φ,Θ,Ψ,Φ˙,Θ˙,Ψ˙)T , dem Steuervektor U = (ω1, · · · ,ω6),
dem Parametervektor P = (m, l,b,g,c) und
v1(U) =b(ω
2
1 + ω
2
2 + ω
2
3 + ω
2
4 + ω
2
5 + ω
2
6),
v2(U) =
√
3
2
b(ω25 + ω
2
6 − ω22 − ω23),
v3(U) =b
(
ω21 − ω24 +
1
2
(ω22 + ω
2
6 − ω23 − ω25)
)
,
v4(U) =c(ω
2
2 + ω
2
4 + ω
2
6 − ω21 − ω23 − ω25),
v5(U) =ω1 + ω3 + ω5 − ω2 − ω4 − ω6,
3)60◦ ist dabei der Abstand zwischen den Rotorarmen.
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das parameterabha¨ngige Differentialgleichungssystem
X˙ = f(X,U,P ) =


x4
x5
x6
−(cos x7 sin x8 cos x9 + sin x7 sin x9) · v1(U)/m
−(cos x7 sin x8 sin x9 − sin x7 cos x9) · v1(U)/m
g − (cos x7 cos x8) · v1(U)/m
x10
x11
x12
x11x12(Iy − Iz)/Ix − IR/Ixx11 · v5(U) + l/Ix · v2(U)
x10x12(Iz − Ix)/Iy + IR/Iyx10 · v5(U) + l/Iy · v3(U)
x10x11(Ix − Iy)/Iz + 1/Iz · v4(U)


. (7.3)
Dabei kann die Gro¨ße v1 als Auftriebsmoment, v2 als Rollmoment, v3 als Nickmoment,
v4 als Giermoment sowie v5 als gyroskopisches Moment interpretiert werden. Trotz dieser
physikalischen Deutung der Variablen vi, i = 1, · · · ,5 werden hier bei der regelungstech-
nischen Behandlung des Hexakopters die Rotationsgeschwindigkeiten wi, i = 1, · · · ,6
als Steuergro¨ßen, zusammengefasst zu U = (ω1,ω2,ω3,ω4,ω5,ω6), betrachtet. Wie bereits
erwa¨hnt, basieren die meisten Regelungsansa¨tze, insbesondere im Zusammenhang mit
optimaler Regelung, auf einem linearen Modell entsprechend der Definition 3.2. Da die
Systemdynamik des Hexakopters jedoch nichtlinearen Zusammenha¨ngen gehorcht, ko¨n-
nen die linearen Systemmatrizen A ∈ Rn×n und B ∈ Rn×m durch eine analytische Linea-
risierung entsprechend der Ausdru¨cke (3.11) berechnet werden. Da die Lineariesierung
eines nichtlinearen Modells immer um einen Systemzustand bestehend aus Zustandsgro¨-
ße und Steuerung berechnet werden muss, stellt sich die Frage nach einem geeigneten
Entwicklungspunkt (Xref,Uref). Es ist jedoch leicht zu erkennen, dass in einer Ruhelage
sowohl die Ortsgeschwindigkeiten als auch die Winkelgeschwindigkeiten null sein mu¨s-
sen. Dazu mu¨ssen ebenfalls der Nickwinkel und der Rollwinkel verschwinden. Lediglich
der Ortsvektor und der Gierwinkel sind frei, was in einem Ruhezustand
XRuhelage = (frei,frei,frei,0,0,0,0,0,frei,0,0,0)
T (7.4)
resultiert. Eine zugeho¨rige Steuerung U aus der ein Systemverhalten X˙(U) = 0 resultiert
ist durch
URuhelage = (ω¯1,ω¯2,ω¯3,ω¯4,ω¯5,ω¯6)
T (7.5)
mit ω¯i =
√
gm/6b, i = 1, · · · ,6 gegeben. Die daraus entstehende lineare parameterabha¨n-
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gige Systemmatrix A(P ) berechnet sich zu
A(P ) =


0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0 0 0
0 0 0 0 0 0 0 −g 0 0 0 0
0 0 0 0 0 0 g 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 0 0 1
0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0


. (7.6)
Die Systemmatrix der Steuereinflu¨sse B(P ) entsprechend zu
B(P ) =


0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
−2
bω0
m
−2
bω0
m
−2
bω0
m
−2
bω0
m
−2
bω0
m
−2
bω0
m
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 −
L
√
3bω0
Ix
−
l
√
3bω0
Ix
0
l
√
3bω0
Ix
l
√
3bω0
Ix
2
lbω0
Iy
lbω0
Iy
−
lbω0
Iy
−2
lbω0
Iy
−
lbω0
Iy
lbω0
Iy
2
cω0
Iz
−2
cω0
Iz
2
cω0
Iz
−2
cω0
Iz
2
cω0
Iz
−2
cω0
Iz


. (7.7)
Dieses lineare Regelungssystem kann nun zur Konzipierung eines Zustandsreglers ver-
wendet werden.
7.1.2 Steuerbarkeit
Fu¨r die Steuerbarkeitsbetrachtung des Hexakopters wird das linearisierte Modell aus
Abschnitt 7.1.1
X˙(t) = AX(t) +BU(t),
mit den Systemmatrizen A ∈ R12×12 wie in (7.6) und B ∈ R6×12 wie in (7.7) betrachtet.
Diese Matrizen ha¨ngen natu¨rlich von den Systemparametern des Hexakopters Ix, Iy, Iz,
IR, m, L, b und c sowie der Erdbeschleunigung g ab. Sofern jedoch keiner der Parameter
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kleiner gleich null ist4), gilt immer
rang
([
B AB . . . An−1B
])
= 12.
Daher ist das linearisierte System nach dem Kalman-Kriterium, siehe Satz 3.5, voll-
sta¨ndig steuerbar. Zu beachten ist, dass diese Untersuchung natu¨rlich keine allgemeine
Steuerbarkeit des nichtlinearen Hexakoptermodells beweist, da die Linearisierung ledig-
lich im Entwicklungspunkt exakt ist.
7.1.3 Beobachtbarkeit
In praktischen Anwendungen und insbesondere auch bei dem zum Modell geho¨rigen rea-
len Hexakopter kann nicht der gesamte ZustandsvektorX = (x,y,z,x˙,y˙,z˙,Φ,Θ,Ψ,Φ˙,Θ˙,Ψ˙)T
durch Sensoren messtechnisch erfasst werden. Das Modell des Hexakopters wird daher
auf seine Beobachtbarkeitseigenschaften untersucht. Der Hexakopter ist GPS, Kompass
und Gyrossensoren ausgestattet, daher wird angenommen das folgende Zusta¨nde gemes-
sen werden ko¨nnen:
x Ortskoordinate in x-Richtung durch einen GPS Sensor,
y Ortskoordinate in y-Richtung durch einen GPS Sensor,
z Ortskoordinate in z-Richtung durch einen GPS Sensor bzw. Luftdrucksensor,
Ψ Gierwinkel u¨ber einen Kompasssensor,
Φ˙ Nickwinkelgeschwindigkeit u¨ber einen Gyrosensor,
Θ˙ Rollwinkelgeschwindigkeit u¨ber einen Gyrosensor,
Ψ˙ Gierwinkelgeschwindigkeit u¨ber einen Gyrosensor.
Daraus ergibt sich der Messvektor Y =
(
x,y,z,Ψ,Φ˙,Θ˙,Ψ˙
)
. Mit der Beobachtungsmatrix
C =


1 0 0 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 0 0 1

 ∈ R7×12
ergibt sich der Zusammenhang
Y (t) = CX(t).
4)Kleiner null wird aufgrund der physikalischen Plausibilia¨t ausgeschlossen.
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Zusammen mit der Systemmatrix A ∈ R12×12, siehe (7.6), wird durch C die Beobacht-
barkeitsmatrix 

C
CA
...
CAn−1


definiert. Da die Matrix A lediglich von der Erdbeschleunigung g ≈ 9.81m/s2 abha¨ngt,
la¨sst sich leicht u¨berpru¨fen, dass fu¨r die Steuerbarkeitsmatrix des dualen Systems
(
AT ,CT
)
,
rang
([
CT ATCT . . .
(
AT
)n−1
CT
])
= 12,
fu¨r alle g > 0 gilt. Daher ist das duale System nach dem Kalman-Kriterium, siehe Satz
3.5, vollsta¨ndig steuerbar wodurch das erweiterte System
X˙(t) = AX(t) + BU(t)
Y (t) = CX(t),
nach Satz 3.13 vollsta¨ndig beobachtbar ist.
7.2 Regel- und Scha¨tzverfahren
7.2.1 LQ-Regelung
In diesem Abschnitt wird ein LQ-Regler fu¨r das Hexakoptermodell, siehe Abschnitt 7.1.1,
konzipiert. Als Grundlage dient dabei das bereits in Abschnitt 7.1.1 angegebene lineare
Modell
X˙(t) = AX(t) +BU(t),
wobei X = (x,y,z,x˙,y˙,z˙,Φ,Θ,Ψ,Φ˙,Θ˙,Ψ˙)T den Zustand und U = (ω1,ω2,ω3,ω4,ω5,ω6)
T die
Steuerung bezeichnet. Die Systemmatrizen A und B sind durch Linearisierung um die
Ruhelage XR = (frei,frei,frei,0,0,0,0,0,frei,0,0,0)
T bzw. UR = (ω¯1,ω¯2,ω¯3,ω¯4,ω¯5,ω¯6,)
T mit
ω¯i =
√
gm/6b, i = 1, · · · ,6 berechnet worden. Die zugeho¨rigen Systemparameter werden
als
Ix = 0.045kg ·m2, Iy = 0.045kg ·m2, Iz = 0.09kg ·m2,
IR = 0.0133kg ·m2, g = 9.81m/s2, m = 2kg,
l = 0.3m, b = 0.001N/rad2, c = 0.001m·N/rad2
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gewa¨hlt. Wobei zu beachten ist, dass Ix, Iy,Iz und IR aus der den restlichen Parametern
hervorgehen.
Um einen linearen Regler fu¨r das System auszulegen, wird eine Transformation in die
Ruhelage (XR,UR) durchgefu¨hrt. Mit der Transformation
XT(t) = X(t)−XR,
UT(t) = U(t)− UR
(7.8)
ergibt sich das LQR Problem zu
min
UT
∞∫
0
XT(t)
TQXT(t) + UT(t)
TRUT(t) dt
unter X˙T(t) = AXT(t) + BUT(t), XT(0) = X
0
T.
(7.9)
Die Matrix R ∈ R6×6 wird als Einheitsmatrix R = I6×6 und die Matrix Q ∈ R12×12 als
Diagonalmatrix mit den Diagonalelementen
Qdiag = (1,1,100,1,1,10,1,1,1,1,1,1)
T
gesetzt. Nach Abschnitt 7.1.2 ist das Hexakoptersystem (A,B) steuerbar und, daQ vollen
Rang hat, ist
(
A,
√
Q
)
beobachtbar. Zudem sind Q und R positiv definit. Daher sind
alle Voraussetzungen von Satz 4.12 erfu¨llt und das optimale Feedbackgesetz fu¨r (7.9) ist
durch
UT(t) = −KXT(t) (7.10)
gegeben, wobei K = R−1BTP ist. P bezeichnet dabei die positiv definite Lo¨sung der
zugeho¨rigen algebraischen Riccatigleichung. Einsetzen der Transformation (7.8) in (7.10)
ergibt das Regelgesetz
U(t) = −K (X(t)−XR) + UR. (7.11)
Dieses Regelgesetz wird fu¨r den Anfangswert
X0 = (10, 0, 10, 3,−3, 0, 0, 0, pi/2, 1, 2, 0)T
untersucht, welche auch im Weitern Kapitel als Referenz dient. Es wird also von der An-
fangssto¨rung im Ort (10m in x-Richtung und in z-Richtung) ausgegangen und es werden
auch die Ortsgeschwindigkeiten, Lagewinkel und Rotationsgeschwindigkeiten gesto¨rt. Es
wird die Geschwindigkeit in x-Richtung um 3m/s und die Geschwindigkeit in y-Richtung
um −2m/s gesto¨rt. Zudem ist der Hexakopter 90◦ um die z-Achse gedreht (Gierwinkel)
und die Winkelgeschwindigkeiten sind um 1rad/s fu¨r den Nickwinkel bzw. 2m/s fu¨r den
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Abbildung 7.2: 3D Pfad des geregelten Hexakopters mit dem Anfangszustand X0 =
(10, 0, 10, 3,−3, 0, 0, 0, pi/2, 1, 2, 0)T .
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Abbildung 7.3: Ortszustand (links oben), Ortsgeschwindigkeiten (links unten), Lagezu-
stand (Mitte oben), Lagegeschwindigkeit (Mitte unten) und Steuerung
(rechts) des geregelten Hexakopters mit dem Anfangszustand X0 =
(10, 0, 10, 3,−3, 0, 0, 0, pi/2, 1, 2, 0)T .
Rollwinkel gesto¨rt. Die freien Zusta¨nde in der Ruhelage werden dabei auf Null gesetzt,
so dass es das Ziel der Regelaufgabe ist, den Ursprungspunkt zu erreichen. In diesem
Szenario regelt der LQ-Regler den Hexakopter zuverla¨ssig in den Ursprungspunkt zu-
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ru¨ck, siehe Abbildung 7.3. Aufgrund der Anfangsgeschwindigkeiten in x, als auch in
y-Richtung, beschreibt die Trajektorie jedoch eine Schleife bevor der Hexakopter zum
Ende der Bahn langsam in z-Richtung sinkt, vgl. Abbildung 7.2.
Es zeigt sich, dass durch den LQR Entwurf ein zuverla¨ssiger modellbasierter Regelungs-
ansatz entsteht. Es ist jedoch zu beachten, dass diese Regelung unter idealen Bedingun-
gen durchgefu¨hrt wurde, da sowohl alle Zusta¨nde vollsta¨ndig zur Verfu¨gung standen, als
auch keine Sto¨rungen in den Systemparametern vorhanden waren.
7.2.2 Kalman-Filter
In diesem Abschnitt wird ein stationa¨rer Kalman-Bucy Filter fu¨r das in Abschnitt
7.1.1 definierte Modell des Hexakopters vorgestellt. Dabei wird davon ausgegangen,
dass anstatt des Zustandsvektors X = (x,y,z,x˙,y˙,z˙,Φ,Θ,Ψ,Φ˙,Θ˙,Ψ˙)T nur der Messvektor
Y =
(
x,y,z,Ψ,Φ˙,Θ˙,Ψ˙
)
bekannt ist, welcher daru¨berhinaus noch mit einem normalver-
teilten Messrauschen belegt ist. Weiter wird davon ausgegangen, dass sich der Systemzu-
stand entsprechend eines verrauschten Systems verha¨lt. Das Gesamtsystem ist also von
der Form
X˙(t) = f(X(t),U(t)) + v(t), X(0) = X0
Y (t) = CX(t) + w(t),
(7.12)
wobei f : R12 × R6 → R12 wie in Abschnitt 7.1.1 und C ∈ R7×12 aus Abschnitt 7.1.3
gegeben ist. Als Anfangswert wird der Zustand
X0 =
(
10, 0, 10, 3,−3, 0, 0, 0, pi
2
, 1,2, 0
)T
(7.13)
angenommen. Die Rauschterme v und w sind unkorreliert normalverteilt entsprechend
(5.15) mit
V = I12×12
W = I7×7.
Das System wird wie bereits in Abschnitt 7.2.1 vorgestellt mit dem LQ-Regler in den Ur-
sprung geregelt. Die Steuerung u wird daher als gegeben angenommen, da der Scha¨tzwert
keinen Einfluss auf die Steuerung hat. Fu¨r die Konstruktion des Kalman-Bucy Filters
wird das um die Ruhelage (7.4), (7.5) linearisierte Modell
X˙(t) = AX(t) + BU(t) + v(t), X(0) = X0
Y (t) = CX(t) + w(t)
(7.14)
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mit den Systemmatrizen (7.6), (7.7) und (7.1.3) verwendet. Da das System (A, C) nach
Abschnitt 7.1.3 beobachtbar ist, sind alle Voraussetzungen von Satz 5.6 erfu¨llt. Die
algebraische Riccati Gleichung
AS + SAT − SCTWCS + V −1 = 0 (7.15)
besitzt daher eine eindeutige positiv definite Lo¨sung S ∈ Rn×n und der optimale Scha¨t-
zerwert Xˆ ist durch die Lo¨sung des dynamischen Systems
˙ˆ
X(t) = (A− LC) Xˆ(t) + BU(t) + LY (t) (7.16)
Xˆ(0) = Xˆ0 (7.17)
mit der Feedbackmatrix
L = SCTW (7.18)
gegeben. Als Anfangsscha¨tzung des Systemzustandes wird der gesto¨rte Systemzustand
Xˆ0 = (15.0, 5.0, 15.0, 5.5,−0.5, 2.5, 1.0, 1.0, pi/2 + 1, 1.5, 2.5, 0.5)T (7.19)
angenommen, wordurch sich der Anfangsscha¨tzfehler zu
E(0) = Xˆ0 −X0 = (5.0, 5.0, 5.0, 2.5, 2.5, 2.5, 1.0, 1.0, 1.0, 0.5, 0.5, 0.5)T (7.20)
ergibt. In Abbildung 7.4 ist der zeitliche Verlauf der einzelnen Zusta¨nde, Messwerte und
Scha¨tzzusta¨nde der jeweiligen Systemgro¨ßen dargestellt. Die in blau dargestellten ver-
rauschten Messwerte sind natu¨rlich nur fu¨r die Systemgro¨ßen Y =
(
x,y,z,Ψ,Φ˙,Θ˙,Ψ˙
)
vorhanden. In gru¨n ist im jeweiligen Bild der zeitliche Verlauf des Zustandes aufgetra-
gen, welcher in diesem Abschnitt auch als Feedback fu¨r den LQ-Regler dient. In rot ist
der zeitliche Verlauf des Scha¨tzsystems (7.16) fu¨r den jeweiligen Zustand angegeben.
Es zeigt sich, dass der Scha¨tzwert jedes Zustandes gegen den entsprechenden System-
zustand des verrauschten Systems la¨uft. Der gesto¨rte Anfangsscha¨tzwert wird fu¨r die
messbaren Zusta¨nde x, y, z, Ψ, Φ˙, Θ˙ und Ψ˙ deutlich schneller kompensiert als fu¨r die
nicht messbaren Systemgro¨ßen x˙,y˙, z˙, Φ und Θ, was durch den indirekten Einfluss der
Messwerte auf die nicht messbaren Zusta¨nde begru¨ndet ist. Ebenfalls ist zu erkennen,
dass hier der Zustand sowie der Messfehler nie ganz Null werden, da das System durch
den Rauschterm v und der Messfehler durch den Rauschterm w kontinuierlich gesto¨rt
wird.
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Abbildung 7.4: Umsetzung des Kalman-Bucy Filters am Beispiel des Hexakoptermodells.
Zustand des verrauschten Systems in gru¨n, Filterzustand in rot und ver-
rauschte Messwerte in blau.
7.2.3 LQG-Regler
In diesem Abschnitt wird die Anwendung des vorher beschriebenen linear quadratischen
Gauß-Reglers vorgestellt. Dabei wird die in Abschnitt 7.2.1 vorgestellte LQ-Regelung des
Hexakopters mit der des Kalman-Bucy Scha¨tzverfahrens aus Beipiel 7.2.2 gekoppelt. Als
Zustandsru¨ckfu¨hrung fu¨r den LQ-Regler wird dabei nicht der exakte Systemzustand X,
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sondern der mit dem System (7.16) gescha¨tzte Zustand Xˆ verwendet. Vorausgesetzt wird,
wie bereits in Abschnitt 7.2.2, dass sich der Hexakopter entsprechend der nichtlinearen
Systemdynamik
X˙(t) = f(X(t),U(t)) + v(t), X(0) = X0
Y (t) = CX(t) + w(t),
verha¨lt, wobei f : R12 × R6 → R12 wie in Abschnitt 7.1.1 und C ∈ R7×12 aus Abschnitt
7.1.3 gegeben ist. Als Anfangswert wird der Zustand
X0 = (10, 0, 10, 3,−3, 0, 0, 0, pi/2, 1, 2, 0)T (7.21)
angenommen. Fu¨r die Scha¨tzung des Anfangswertes wird von
Xˆ0 = (11, 1, 11, 3.5,−2.5, 0.5, 0.2 0.2, pi/2 + 0.2, 1.1, 2.1, 0.1)T (7.22)
ausgegangen, woraus der Anfangsscha¨tzfehler
E0 = (1, 1, 1, 0.5, 0.5, 0.5, 0.2, 0.2, 0.2, 0.1, 0.1, 0.1) (7.23)
folgt. Die Rauschterme v und w sind unkorreliert normalverteilt entsprechend (5.15) mit
V = 0.01 · I12×12
W = 0.01 · I7×7.
gegeben. Fu¨r das LQR Problem werden die Gewichtungsmatrizen
Q = I12×12
R = I6×6.
gewa¨hlt. Darauf basierend kann fu¨r das System
X˙(t) = AX(t) + BU(t), X(0) = X0
nun das LQR Problem gelo¨st werden. Fu¨r die Berechung des stationa¨ren Kalman-Bucy
Filters wird das lineare System
X˙(t) = AX(t) + BU(t) + v(t), X(0) = X0
Y (t) = CX(t) + w(t)
betrachtet. Die Systemmatrizen A, B und C sind durch (7.6), (7.7) und (7.1.3) gege-
ben. Da das System (A, B) nach Abschnitt 7.1.2 steuerbar und (A, C) nach Abschnitt
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7.1.3 beobachtbar ist und die Matrizen Q, R, V und W positiv definit sind5), sind alle
Voraussetzungen von Satz 5.11 erfu¨llt. Daher haben die Riccatigleichungen (5.22) und
(5.23) nach Satz 5.11 positiv definite Lo¨sungen P und S, wodurch die Feedbackmatrizen
K = R−1BTP und L = SCTW definiert sind.
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Abbildung 7.5: Umsetzung des LQG-Reglers am Beispiel des Hexakoptermodells. Zu-
stand des verrauschten Systems in gru¨n, Filterzustand in rot und ver-
rauschte Messwerte in blau.
5)Fu¨r F wird die Einheitsmatrix angenommen.
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Das Feedbacksystem des LQG-Reglers ist mit der Startscha¨tzung Xˆ0 durch
˙ˆ
X(t) = (A− LC) Xˆ(t) +BU(t) + LY (t),
U(t) = −KXˆ(t),
Xˆ(0) = Xˆ0
(7.24)
fu¨r t ∈ [0,∞) gegeben.
In Abbildung 7.5 ist der zeitliche Verlauf der einzelnen Zusta¨nde, Messwerte und Scha¨tz-
zusta¨nde der jeweiligen Systemgro¨ße dargestellt. Die in blau dargestellten verrauschten
Messwerte sind natu¨rlich nur fu¨r die Systemgro¨ßen Y =
(
x,y,z,Ψ,Φ˙,Θ˙,Ψ˙
)
vorhanden. In
gru¨n ist im jeweiligen Bild der zeitliche Verlauf des, auf der verrauschten nichtlinearen
Systemdynamik basierenden, Zustandes aufgetragen. In rot ist der zeitliche Verlauf des
Scha¨tzsystems (7.24) fu¨r den jeweiligen Zustand angegeben.
Es ist zu erkennen, dass der LQG-Regler das System stabilisiert und die Anfangssto¨-
rung des Systemzustandes nahe zum Nullzustand regelt. Der aus dem Beobachtersystem
resultierende Scha¨tzwert stimmt mit dem tatsa¨chlichen Systemzustand u¨berein. Jedoch
werden sowohl Systemzustand als auch Scha¨tzfehler nie ganz Null, da das System sowie
die Messwerte kontinuierlich durch die Rauschterme v und w gesto¨rt werden.
7.3 Echtzeitanpassung parametergesto¨rter Regel- und
Scha¨tzverfahren
7.3.1 Adaptive LQ-Regelung
In diesem Abschnitt wird die Echzeitanpassung des LQ-Reglers an dem, bereits in den
vorherigen Abschnitten vorgestellten, Hexakoptermodell demonstriert. Dazu wird zu-
na¨chst das in Abschnitt 7.1.1 eingefu¨hrte parameterabha¨ngige lineare Modell
˙ˆ
X(t) = A(P )X(t) +B(P )U(t)
Xˆ(0) = Xˆ0
(7.25)
mit dem Zustandsvektor X = (x,y,z,x˙,y˙,z˙,Φ,Θ,Ψ,Φ˙,Θ˙,Ψ˙)T , dem Steuervektor
U = (ω1,ω2,ω3,ω4,ω5,ω6)
T und dem Parameter P = (m,L,b,g,c) betrachtet. Die Pa-
rameterabha¨ngigen Systemmatrizen A(P ) : Rr → Rn×n und B(P ) : Rr → Rn×m sind
dabei durch (7.6) und (7.7) geben. Die Wichtungsmatrix der Steuerung R ∈ R6×6 wird
als Einheitsmatrix R = I6×6 und die Wichtungsmatrix Q ∈ R12×12 als Diagonalmatrix
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mit den Diagonalelementen
Qdiag = (1,1,100,1,1,10,1,1,1,1,1,1)
T
gesetzt. Mit dem aus der optimalen Feedbackmatrix K entstehenden Regelgesetz
U(t) = −KX(t), t ∈ [0,∞)
und der daraus mit dem Anfangswert X0 resultierenden Lo¨sung X(t;K,X0,P ) ist die
Zielfunktion durch
F (K,X0,P ) =
∞∫
0
X(t;K,X0,P )
T
(
Q+KTRK
)
X(t;K,X0,P ) dt (7.26)
gegeben. Wie bereits in den Abschnitten 7.2.1, 7.2.2 und 7.2.3 wird als Anfangssto¨rung
der Systemzusta¨nde
X0 = (10, 0, 10, 3,−3, 0, 0, 0, pi/2, 1, 2, 0)T (7.27)
betrachtet. Als Nominalparameter wird
P0 =


g
l
b
c
m

 =


9.810 m/s2
0.300 m
0.001 N/rad2
0.001 m·N/rad2
2.000 kg

 (7.28)
gesetzt. Aus der Darstellung von A(P ), B(P ) ist leicht zu erkennen, dass diese drei-
mal stetig differenzierbare Funktionen bzgl. P darstellen. Nach Abschnitt 7.1.2 ist das
System (A(P0),B(P0)) steuerbar und mit Q positiv definit folgt
(
A(P0),
√
Q
)
beobacht-
bar. Daher sind mit R positiv definit alle Voraussetzungen aus Satz 6.2 erfu¨llt. Die
optimale Feedbackmatrix K in P0 ist eine eindeutige stetig differenzierbare Funktion
K : U(P0) → R6×12 fu¨r eine Umgebung U(P0) ⊂ R5. Die optimale Lo¨sung in P0 ist
durch
K(P0) =


−5.77 · 10−01 −2.89 · 10−01 2.89 · 10−01 5.77 · 10−01 2.89 · 10−01 −2.89 · 10−01
0.00 · 10+00 −5.00 · 10−01 −5.00 · 10−01 0.00 · 10+00 5.00 · 10−01 5.00 · 10−01
−4.08 · 10+00 −4.08 · 10+00 −4.08 · 10+00 −4.08 · 10+00 −4.08 · 10+00 −4.08 · 10+00
−1.08 · 10+00 −5.38 · 10−01 5.38 · 10−01 1.08 · 10+00 5.38 · 10−01 −5.38 · 10−01
0.00 · 10+00 −9.32 · 10−01 −9.32 · 10−01 0.00 · 10+00 9.32 · 10−01 9.32 · 10−01
−5.05 · 10+00 −5.05 · 10+00 −5.05 · 10+00 −5.05 · 10+00 −5.05 · 10+00 −5.05 · 10+00
0.00 · 10+00 −6.06 · 10+00 −6.06 · 10+00 −7.86 · 10−17 6.06 · 10+00 6.06 · 10+00
7.00 · 10+00 3.50 · 10+00 −3.50 · 10+00 −7.00 · 10+00 −3.50 · 10+00 3.50 · 10+00
4.08 · 10−01 −4.08 · 10−01 4.08 · 10−01 −4.08 · 10−01 4.08 · 10−01 −4.08 · 10−01
0.00 · 10+00 −2.20 · 10+00 −2.20 · 10+00 0.00 · 10+00 2.20 · 10+00 2.20 · 10+00
2.54 · 10+00 1.27 · 10+00 −1.27 · 10+00 −2.54 · 10+00 −1.27 · 10+00 1.27 · 10+00
5.23 · 10−01 −5.23 · 10−01 5.23 · 10−01 −5.23 · 10−01 5.23 · 10−01 −5.23 · 10−01


T
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gegeben.
Nach Satz 6.2 kann die Sensitivita¨tsmatrix
dK
dP
(P0) ∈ R6×12×5 (7.29)
berechnet werden, diese kann Anhang A.1 entnommen werden. Es wird an dieser Stelle
darauf verzichtet auf die Bedeutung der 360 Eintra¨ge der Sensitivita¨tsmatrix einzugehen.
Stattdessen wird zuna¨chst die ∞-Norm der Sensitivita¨tsableitung bezu¨glich der fu¨nf
Parameter ∥∥∥dKdg (P0)
∥∥∥
∞
= 0.53∥∥dK
dl
(P0)
∥∥
∞ = 21.13∥∥dK
db
(P0)
∥∥
∞ = 4295.24∥∥dK
dc
(P0)
∥∥
∞ = 102.24∥∥dK
dm
(P0)
∥∥
∞ = 2.14
betrachtet. Dabei ist zu erkennen, dass der Rotorwirkungsgrad b mit 4295.24 die mit Ab-
stand ho¨chste Sensitivita¨t aufweist. Sto¨rungen des Stro¨mungswiderstandes c vera¨ndern
ebenfalls das Regelgesetz stark, wenn auch eine Potenz geringer als beim Rotorwir-
kungsgrad. Die Sensitivita¨tsmatrix bzgl. der La¨nge l des Auslegers hat mit 21.13 den
drittgro¨ßten maximalen Eintrag. Bzgl. Sto¨rungen in der Masse m und der Erdbeschleu-
nigung g a¨ndert sich die optimale Feebackmatrix nicht mehr stark.
Im Weiteren wird die Sto¨rung des Parameters P und deren Auswirkung auf die Regelung
des Systems (7.25) numerisch untersucht. Dazu werden fu¨r jede Sto¨rung des Systempa-
rameters P drei verschiedene Regelgesetze betrachtet. Als einfachstes Regelgesetz, mit
dem geringsten numerischen Aufwand, wird die Verwendung der Feebackmatrix K(P0)
betrachtet. Dabei wird davon ausgegangen, dass die zur Nominalsto¨rung geho¨rende Fee-
backmatrix so robust ist, dass Sto¨rungen in P kompensiert werden ko¨nnen. Als zweiter
Regelansatz wird das zum gesto¨rten Parameter P = P0 + ∆P, ∆P 6= 0 berechnete Re-
gelgesetz betrachtet. Dieses ist optimal fu¨r den Parameter P und dient im Weiteren als
Performancegrenze. Der Nachteil dieses Ansatzes liegt jedoch darin, dass fu¨r jede A¨nde-
rung in dem Parameter P eine neue Feedackmatrix K(P ) berechnet werden muss. Diese
beiden Verfahren werden mit dem aus Satz 7.3.1 stammenden Approximationsverfahren
K˜(P ) = K(P0) +
dK
dP
(P0)∆P
verglichen. Dabei besteht der numerische Mehraufwand im Onlinebetrieb lediglich aus
der Multiplikation des Sensitivita¨tssensors dK
dP
(P0) mit dem Sto¨rvektor ∆P . Die Sensi-
tivita¨tsmatrix dK
dP
(P0) kann durch das Gleichungssystem c) in Satz 7.3.1 vorab offline
berechnet werden. Fu¨r die numerische Umsetzung werden die folgenden Parametersto¨-
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rungen betrachtet.
∆P1 = ( 1.00, 0.01, 0.0001, 0.0001, 1.00 )
T
∆P2 = ( − 2.00, 0.20, 0.0005, 0.0000, 0.00 )T
∆P3 = ( 1.00, 0.50, 0.0010, 0.0050, 2.00 )
T
∆P4 = ( − 2.00, − 0.00, 0.0010, 0.0000, 0.00 )T
∆P5 = ( 5.00, 0.00, − 0.0005, 0.0000, − 1.80 )T
∆P6 = ( − 1.00, 0.10, 0.0005, 0.0000, − 1.00 )T
∆P7 = ( 0.10, 0.10, 0.0001, 0.0001, 1.00 )
T
∆P8 = ( 0.00, 1.00, 0.0000, − 0.0005, 0.00 )T
∆P9 = ( 0.00, 1.00, 0.0000, 0.0000, 0.00 )
T
∆P10 = ( 1.00, 0.50, 0.0000, 0.0000, 2.00 )
T
In Tabelle 7.1 sind die relativen Fehler der Zielfunktion fu¨r die Sto¨rungen ∆Pi,
i = 1, · · · ,10 des Hexakoptermodells dargestellt. Fu¨r drei der zehn Sto¨rungen ist der
Fehler fu¨r die Nominallo¨sung nicht mehr endlich, was bedeutet, dass das System mit der
Feedbackmatrix K(P0) instabil wird.
Sto¨rung |J(K(P0))−J(K(P ))|
J(K(P ))
[%] |J(K˜(P ))−J(K(P ))|
J(K(P ))
[%]
∆P1 0.17 0.01
∆P2 0.11 0.06
∆P3 7.79 0.02
∆P4 0.61 0.55
∆P5 9.94 2.17
∆P6 2.47 0.01
∆P7 0.43 0.01
∆P8 ∞ 0.14
∆P9 ∞ 0.13
∆P10 ∞ 0.12
Tabelle 7.1: Sto¨rgro¨ßen ∆Pi, i = 1, · · · ,10 sowie dazugeho¨riger relativer Fehler der Ziel-
funktion in %.
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Das approximierte Feedbackgesetz K˜(P ) liefert dagegen sehr gute Ergebnisse. Es vergro¨-
ßert den Stabilita¨tsbereich, da fu¨r die Sto¨rungen der instabilen Fa¨lle des Nominalreglers
das approximierte Feedbackgesetz stabil ist. Die Zielfunktionswerte der unterschiedlichen
Feedbackmatrizen fu¨r die verschienden Sto¨rungen ko¨nnen Anhang B.2.1 entnommen wer-
den.
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Abbildung 7.6: Darstellung der Zusta¨nde des simulierten Hexakoptersystems 7.25 mit
der Parametersto¨rung ∆P3 fu¨r die Feedbackmatrizen K(P0) in schwarz,
K˜(P ) in rot und der optimalen Lo¨sung K(P ) in gru¨n.
Folgend werden nun zwei Parametersto¨rungen genauer betrachtet. Die Sto¨rung ∆P3, fu¨r
die alle drei Regelansa¨tze das System stabilisieren und die Sto¨rung ∆P10, fu¨r die der
Nominalregler nicht in der Lage ist das System zu stabilisieren.
7.3 Echtzeitanpassung parametergesto¨rter Regel- und Scha¨tzverfahren 115
0 10 20 30 40 50
−20
0
20
40
60
80
ω1
R
o
ta
ti
o
n
sg
es
ch
w
in
d
ig
k
ei
t
in
r
a
d
s
Zeit in s
0 10 20 30 40 50
−20
0
20
40
60
80
ω2
R
o
ta
ti
o
n
sg
es
ch
w
in
d
ig
k
ei
t
in
r
a
d
s
Zeit in s
0 10 20 30 40 50
−20
0
20
40
60
80
ω3
R
o
ta
ti
o
n
sg
es
ch
w
in
d
ig
k
ei
t
in
r
a
d
s
Zeit in s
0 10 20 30 40 50
−20
0
20
40
60
80
ω4
R
o
ta
ti
o
n
sg
es
ch
w
in
d
ig
k
ei
t
in
r
a
d
s
Zeit in s
0 10 20 30 40 50
−20
0
20
40
60
80
ω5
R
o
ta
ti
o
n
sg
es
ch
w
in
d
ig
k
ei
t
in
r
a
d
s
Zeit in s
0 10 20 30 40 50
−20
0
20
40
60
80
ω6
R
o
ta
ti
o
n
sg
es
ch
w
in
d
ig
k
ei
t
in
r
a
d
s
Zeit in s
Abbildung 7.7: Steuerungen des simulierten Hexakoptersystems 7.25 mit der Parameter-
sto¨rung ∆P3 fu¨r die Feedbackmatrizen K(P0) in schwarz, K˜(P ) in rot
und der optimalen Lo¨sung K(P ) in gru¨n.
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Abbildung 7.8: Entwicklung der Zielfunktion fu¨r das simulierte Hexakoptersystems 7.25
mit der Parametersto¨rung ∆P3 fu¨r die Feedbackmatrizen K(P0) in
schwarz, K˜(P ) in rot und der optimalen Lo¨sung K(P ) in gru¨n.
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Kleine Sto¨rungen: In Abbildung 7.6 sind die Zusta¨nde, in Abbildung 7.7 die Steuerung
und in Abbildung 7.8 der Verlauf der Zielfunktion fu¨r die Parametersto¨rung ∆P3 im
Intervall t ∈ [0, 50] gezeigt, was der dritten Zeile von Tabelle 7.1 entspricht. Es ist
zu erkennen, dass alle Feedbackmatrizen das System stabilisieren. Der Nominalregler
K(P0) zeigt jedoch starke Oszillationen in den Steuerungen, die sich in 8 der 12 Zusta¨nde
fortsetzen und nur langsam abnehmen. Dieses unbeabsichtigte Verhalten ist dabei auf die
Parametersto¨rung zuru¨ckzufu¨hren. Die approximierte Feedbackmatrix hingegen zeigt ein
sehr gutes Regelverhalten, das sich in seiner Auswirkung auf das System nur gering von
dem Systemverhalten des optimalen Reglers unterscheidet. Daraus resultiert auch der
zeitliche Verlauf der Zielfunktion wobei zwischen approximierter und optimaler Lo¨sung
kaum ein Unterschied zu erkennen ist, wohingegen die Nominallo¨sungK(P0) bereits nach
4 Sekunden einen deutlich ho¨heren Zielfunktionswert aufweist.
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Abbildung 7.9: Darstellung der Zusta¨nde des simulierten Hexakoptersystems 7.25 mit
der Parametersto¨rung ∆P10 fu¨r die Feedbackmatrizen K(P0) in schwarz,
K˜(P10) in rot und der optimalen Lo¨sung K(P10) in gru¨n.
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Abbildung 7.10: Darstellung der Steuerungen des simulierten Hexakoptersystems 7.25
mit der Parametersto¨rung ∆P10 fu¨r die Feedbackmatrizen K(P0) in
schwarz, K˜(P10) in rot und der optimalen Lo¨sung K(P10) in gru¨n.
Große Sto¨rungen: In Abbildung 7.9 sind die Zusta¨nde, in Abbildung 7.10 die Steue-
rung und in Abbildung 7.11 der Verlauf der Zielfunktion fu¨r die Parametersto¨rung ∆P10
gezeigt. Es la¨sst sich erkennen, dass der Nominalregler fu¨r diese Sto¨rung das System
nicht mehr stabilisiert. Dies resultiert in ein unbeschra¨nktes Wachstum der Zielfunk-
tion, siehe Abbildung 7.11. Weiter zeigt sich, dass fu¨r den Nominalregler K(P0) die
Steuerungen stark oszillieren und sich die Amplitude der Schwingung mit der Zeit ver-
gro¨ßert. Die wachsende Oszillation in den Steuerungen induziert auch ein Schwingen in
den Systemzusta¨nden, speziell in der x, y Ebene und den Nick-Roll (Φ, Θ) Koordina-
ten sowie deren Ableitungen. Die Approximation K˜(P10) hingegen zeigt auch fu¨r diese
Gro¨ße der Sto¨rung ein stabiles Verhalten. Die durch K˜(P10) erzeugten Steuerungen sind
von Ergebnissen des optimalen Reglers K(P10) nahezu nicht unterscheidbar. Bei der
Betrachtung des zeiltlichen Verlaufs der Zielfunktion in Abbildung 7.11 la¨sst sich kein
Unterschied zwischen Approximation und optimaler Lo¨sung erkennen, dies liegt aber
an der Skalierung dieser Abbildung, bedingt durch den stark anwachsenden Wert der
Nominallo¨sung. Quantitativ spiegelt sich der Unterschied der Regelgu¨te in dem Ziel-
funktionswert J(K˜(P10),X0,P10) = 14637.45 und J(K(P10),X0,P10) = 14619.75 durch
die Differenz von 17.7 bzw. 0.12% wieder.
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Abbildung 7.11: Darstellung der Entwicklung der Zielfunktion fu¨r das simulierte Hexa-
koptersystems 7.25 mit der Parametersto¨rung ∆P10 fu¨r die Feedback-
matrizen K(P0) in schwarz, K˜(P10) in rot und der optimalen Lo¨sung
K(P10) in gru¨n.
7.3.2 Adaptive ME-Scha¨tzung
In diesem Abschnitt wird die Echtzeitanpassung des ME-Scha¨tzers am Modell des He-
xakopters illustriert. Grundlage ist dabei das in Abschnitt 7.2.2 vorgestellte Modell des
Hexakopters
X˙(t) = AX(t) +BU(t),
Y (t) = CX(t),
X(0) = X0
fu¨r t ∈ [0,∞) und den Systemmatrizen A ∈ R12×12 (7.6), B ∈ R12×6 (7.7) und C ∈ R7×12
(7.1.3) mit den Systemparametern
g = 9.810 m/s2
l = 0.300 m
b = 0.001 N/rad2
c = 0.001 m·N/rad2
m = 2.000 kg
(7.30)
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Als Startwert wird
X0 = (10, 0, 10, 3,−3, 0, 0, 0, pi/2, 1, 2, 0)T (7.31)
angenommen. Die entscheidenden Systemgro¨ßen fu¨r die Berechnung der Scha¨tzer-Feed-
backmatrix L sind die Matrizen A und C. Da die Matrix C gar nicht von den System-
parametern (7.30) und A nur von der Gewichtskraft g abha¨ngig ist, kann lediglich eine
Sto¨rung in g die Scha¨tzer Feedback-Matrix beeinflussen. Tatsa¨chlich ist L aber auch von
g unabha¨ngig. Es macht daher keinen Sinn Sto¨rungen in den Systemparametern wie in
Abschnitt 7.3.1 zu betrachten. Um jedoch Sto¨rungen in der Messmatrix C darzustellen
wird ein weiterer Sto¨rparameter Pˆ = (pˆ1, · · · , pˆ7)T ∈ R7 eingefu¨hrt, die Messmatrix C
ist dann durch
C(Pˆ ) =


pˆ1 0 0 0 0 0 0 0 0 0 0 0
0 pˆ2 0 0 0 0 0 0 0 0 0 0
0 0 pˆ3 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 pˆ4 0 0 0
0 0 0 0 0 0 0 0 0 pˆ5 0 0
0 0 0 0 0 0 0 0 0 0 pˆ6 0
0 0 0 0 0 0 0 0 0 0 0 pˆ7

 ∈ R7×12
gegeben. Der Parameter Pˆ definiert dabei systematische Sto¨reffekte der Sensoren, wie
sie durch falsche Kalibrierung oder Drift-Off entstehen ko¨nnen, siehe Warren [66]. Als
Nominalparameter wird im Weiteren von
Pˆ0 = (1, 1, 1, 1, 1, 1, 1)
T
ausgegangen. Die Wichtungsmatrizen V und W werden analog zu Abschnitt 7.2.2 als
V = I12×12
W = I7×7
gewa¨hlt. Da im Weiteren die Performance unter Sto¨rungen des Parameters Pˆ untersucht
wird, wird im Folgenden lediglich ein gesto¨rter Startwert des Scha¨tzsystems betrachtet.
Dies bedeutet, dass die Rauschterme v und w als Nullrauschen behandelt werden. Dabei
ist jedoch zu beachten, dass ein kontinuierliches Sto¨rrauschen wie etwa in Abschnitt 7.2.2
als kontinuierlich gesto¨rter Startscha¨tzwert betrachtet werden kann. Als Startscha¨tzwert
wird im Weiteren immer von
Xˆ0 = (11, 1, 11, 3.5,−2.5, 0.5, 0.2, 0.2, pi/2 + 0.2, 1.1, 2.1, 0.1)T
ausgegangen, woraus der Anfangsscha¨tzfehler
E0 = (1, 1, 1, 0.5, 0.5, 0.5, 0.2, 0.2, 0.2, 0.1, 0.1, 0.1)
folgt. Da das System (A, C(Pˆ )) nach Abschnitt 7.1.3 fu¨r Pˆ0 beobachtar, ist sind alle
Voraussetzungen aus Satz 6.5 erfu¨llt. Das optimale parameterabha¨ngige Scha¨tzsystem
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ist dann durch
˙ˆ
X(t) =
(
A− L(Pˆ )C(Pˆ )
)
Xˆ(t) + BU(t) + L(Pˆ )Y (t)
Xˆ(0) = Xˆ0
(7.32)
gegeben. Die optimale Scha¨tzer-Feedbackmatrix L in Pˆ0 ist eine eindeutig stetig diffe-
renzierbare Funktion L : U(Pˆ0) → R12×7 fu¨r eine Umgebung U(Pˆ0) ⊂ R7. Die optimale
Lo¨sung ist durch
L(Pˆ0) =


4.77 · 10+00 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 −3.24 · 10−01 0.00 · 10+00
0.00 · 10+00 4.77 · 10+00 0.00 · 10+00 0.00 · 10+00 3.24 · 10−01 0.00 · 10+00 0.00 · 10+00
0.00 · 10+00 0.00 · 10+00 1.73 · 10+00 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00
1.10 · 10+01 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 −1.86 · 10+00 −0.00 · 10+00
0.00 · 10+00 1.10 · 10+01 0.00 · 10+00 0.00 · 10+00 1.86 · 10+00 0.00 · 10+00 0.00 · 10+00
0.00 · 10+00 0.00 · 10+00 1.00 · 10+00 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00
0.00 · 10+00 1.34 · 10+00 0.00 · 10+00 0.00 · 10+00 5.41 · 10−01 0.00 · 10+00 0.00 · 10+00
−1.34 · 10+00 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 5.41 · 10−01 0.00 · 10+00
0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 1.29 · 10+00 0.00 · 10+00 0.00 · 10+00 4.14 · 10−01
0.00 · 10+00 3.24 · 10−01 0.00 · 10+00 0.00 · 10+00 9.46 · 10−01 0.00 · 10+00 −0.00 · 10+00
−3.24 · 10−01 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 9.46 · 10−01 0.00 · 10+00
0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 4.14 · 10−01 0.00 · 10+00 0.00 · 10+00 9.10 · 10−01


gegeben. Nach Satz 6.5 kann ebenfalls die Sensitivita¨tsmatrix
dL
dPˆ
(Pˆ0) ∈ R12×7×7
berechnet werden, welche Anhang A.2 entnommen werden kann. Vergleichbar mit Ab-
schnitt 7.3.1 wird auch hier zur Veranschaulichung die Unendlichnorm der Sensitivita¨ts-
matrix bezu¨glich der einzelnen Sto¨rgro¨ßen von Pˆ dargestellt.∥∥∥ dLdpˆ1 (Pˆ0)
∥∥∥
∞
= 3.58787∥∥∥ dLdpˆ2 (Pˆ0)
∥∥∥
∞
= 4.42398∥∥∥ dLdpˆ3 (Pˆ0)
∥∥∥
∞
= 0.57735∥∥∥ dLdpˆ4 (Pˆ0)
∥∥∥
∞
= 0.35306∥∥∥ dLdpˆ5 (Pˆ0)
∥∥∥
∞
= 2.54140∥∥∥ dLdpˆ6 (Pˆ0)
∥∥∥
∞
= 1.88192∥∥∥ dLdpˆ7 (Pˆ0)
∥∥∥
∞
= 0.67584
Dabei ist zu erkennen, dass fu¨r alle Sensitivita¨tsmatrizen bzgl. der jeweiligen Sto¨rung
der betragsma¨ßig gro¨ßte Eintrag im Bereich von 0.3 bis 5 liegt.
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Um die Approximationsmethoden aus Satz 6.5 zu demonstrieren, werden im Folgenden
die Sto¨rungen
∆Pˆ1 = ( − 0.30, 0.30, − 0.30, 0.30, 0.30, 0.30, 0.30 )T
∆Pˆ2 = ( − 0.20, 0.50, 0.00, − 0.30, − 0.20, 0.20, 0.00 )T
∆Pˆ3 = ( − 0.10, 0.10, − 0.10, 0.01, − 0.01, 0.01, 0.10 )T
∆Pˆ4 = ( − 0.40, 0.20, − 0.20, 0.10, − 0.14, 0.06, 0.02 )T
∆Pˆ5 = ( 0.10, 0.10, − 0.10, − 0.50, 0.70, 0.30, − 0.10 )T
∆Pˆ6 = ( − 0.80, 0.80, − 0.80, 0.08, 0.08,v0.08, 0.80 )T
∆Pˆ7 = ( − 0.81, 0.81, − 0.90, 0.18, 0.18, 0.09, 0.09 )T
des Parameters Pˆ untersucht, d.h. Pˆ = Pˆ0 + ∆Pˆi, i = 1, · · · ,7. Dabei wird die Perfor-
mance der approximierten optimalen Scha¨tzmatrix
L˜(Pˆ ) = L(Pˆ0) +
dL
dPˆ
(Pˆ0)∆Pˆ
mit der Nominallo¨sung L(Pˆ0) und der fu¨r Pˆ optimalen Lo¨sung L(Pˆ ) im Scha¨tzsystem
(7.32) bezu¨glich der Zielfunktion
JPMES(L) =
t∫
−∞
w¯(τ ;L)TWw¯(τ ;L) + v¯(τ ;L)TV v¯(τ ;L) dτ. (7.33)
verglichen6). Fu¨r die folgenden numerischen Untersuchungen wird immer der Grenzwert
t→∞ betrachtet. Dies ist mo¨glich, da v und w bis auf die Anfangssto¨rung als identisch
Null vorausgesetzt werden.
In Tabelle 7.2 sind die relativen Fehler der Zielfunktion des parameterabha¨ngigen ME-
Scha¨tzers fu¨r verschiedene ∆Pˆi, i = 1, · · · ,7 aufgetragen. Die nominale Scha¨tzer- Feed-
backmatrix L(Pˆ0) hat fu¨r alle Sto¨rungen den gro¨ßten Fehler. Fu¨r zwei Sto¨rungen wird
das Scha¨tzersystem mit der Nominallo¨sung sogar instabil, was in einem unbeschra¨nk-
ten Wert der Zielfunktion und damit des Fehlers resultiert. Das Scha¨tzsystem mit der
approximierten Scha¨tzer-Feedbackmatrix zeigt hingegen fu¨r alle Sto¨rungen ein gutes
Verhalten. Zwar ist der Fehler fu¨r die beiden letzten Sto¨rungen in Tabelle 7.2 deutlich
erho¨ht, im Gegensatz zu der Nominallo¨sung bleibt das Scha¨tzsystem mit der approxi-
mierten Scha¨tzer-Feedbackmatrix aber stabil. Die Zielfunktionswerte ko¨nnen Anhang
B.2.2 entnommen werden.
6)Zur besseren Darstellung wird auf die Notation der Abha¨ngigkeit von t und Pˆ verzichtet.
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Sto¨rung |JPMES(L(Pˆ0))−JPMES(L(Pˆ ))|
JPMES(L(Pˆ ))
[%] |JPMES(L˜(Pˆ ))−JPMES(L(Pˆ ))|
JPMES(L(Pˆ ))
[%]
∆Pˆ1 14.04 2.01
∆Pˆ2 4.08 3.74
∆Pˆ3 2.39 0.28
∆Pˆ4 13.81 3.56
∆Pˆ5 10.58 1.10
∆Pˆ6 ∞ 56.05
∆Pˆ7 ∞ 64.91
Tabelle 7.2: Sto¨rgro¨ßen ∆Pˆi, i = 1, · · · ,7 sowie dazugeho¨riger relativer Fehler der Ziel-
funktion in %.
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Abbildung 7.12: Scha¨tzfehler E(t), t ∈ [0, 10] mit der Parametersto¨rung ∆Pˆ1 fu¨r die
Scha¨tzer-Feedbackmatrizen L(Pˆ0) in schwarz, L˜(Pˆ1) in rot und der op-
timalen Lo¨sung L(Pˆ1) in gru¨n.
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Abbildung 7.13: Darstellung des Verlaufs der Zielfunktion (7.33) mit der Parametersto¨-
rung ∆Pˆ1 fu¨r die Scha¨tzer-Feedbackmatrizen L(Pˆ0) in schwarz, L˜(Pˆ1)
in rot und der optimalen Lo¨sung L(Pˆ1) in gru¨n.
Folgend werden nun zwei Parametersto¨rungen genauer betrachtet. Eine Sto¨rung in Pˆ , so
dass das Scha¨tzsystem fu¨r alle drei Scha¨tzer Feedbackmatrizen gegen den exakten Sys-
temzustand konvergiert und eine Sto¨rung, fu¨r die die nominale Scha¨tzer-Feedbackmatrix
nicht in der Lage ist das System zu stabilisieren, sich mit der approximierten Scha¨tzer
Feedbackmatrix der Scha¨tzfehler aber stabilisieren la¨sst.
Kleine Sto¨rungen: In Abbildung 7.12 sind die einzelnen Komponenten des Scha¨tzfeh-
lers mit der Parametersto¨rung ∆Pˆ1 fu¨r das vorab beschriebene Szenario der Zustands-
scha¨tzung des Hexakoptermodells, mit den drei Scha¨tzer-Feedbachmatrizen L(Pˆ0), L˜(Pˆ1)
und L(Pˆ1) im Zeitraum t = 0 bis t = 10 Sekunden dargestellt. Es ist zu erkennen, dass
alle drei Scha¨tzer-Feedbackmatrizen den Scha¨tzfehler stabilisieren. Dabei zeigt die Fee-
backmatrix L(Pˆ1) das beste Ergebnis, da fu¨r alle Komponenten des Scha¨tzfehlers die
kleinsten U¨ber- und Unterschwinger zu erkennen sind. Deutlich wird auch, dass sich die
approximierte Scha¨tzer Feedbackmatrix L˜(Pˆ1) deutlich besser verha¨lt als die Nominal-
lo¨sung L(Pˆ0). Dieses Verhalten spiegelt sich auch in dem zeitlichen Verlauf der MES
Zielfunktion, siehe Abbildung 7.13, wieder. Dabei ist der Wert des MES Zielfunktionals
(7.33) fu¨r die Nominallo¨sung, im Vergleich der drei Scha¨tzer-Feedbackmatrizen, immer
am gro¨ßten. Bei Betrachtung der optimalen Lo¨sung und der Approximation ist zu er-
kennen, dass der Zielfunktionswert der optimalen Lo¨sung zuna¨chst gro¨ßer ist als der
der approximierten Lo¨sung. Nach ca. einer Sekunde steigt der Wert der approximierten
Lo¨sung jedoch u¨ber den Wert der optimalen Lo¨sung. Weiter ist in Abbildung 7.13 zu
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Abbildung 7.14: Darstellung der Scha¨tzfehler E(t), t ∈ [0, 25] mit der Parametersto¨rung
∆Pˆ6 fu¨r die Scha¨tzer-Feedbackmatrizen L(Pˆ0) in schwarz, L˜(Pˆ6) in rot
und der optimalen Lo¨sung L(Pˆ6) in gru¨n.
erkennen, dass sich als erstes ein stationa¨rer Verlauf, d.h. konstanter Verlauf der Ziel-
funktion, der optimalen Lo¨sung, kurz danach der approximierten Lo¨sung und deutlich
spa¨ter bzgl. der Nominallo¨sung einstellt. Die Grenzwerte der Verla¨ufe ko¨nnen der ersten
Zeile von Tabelle 7.2 entnommen werden.
Große Sto¨rungen: In Abbildung 7.14 sind die einzelnen Komponenten des Scha¨tzfeh-
lers mit der Parametersto¨rung ∆Pˆ6 fu¨r das vorab beschriebene Szenario der Zustands-
scha¨tzung des Hexakoptermodells mit den drei Scha¨tzer-Feedbachmatrizen L(Pˆ0), L˜(Pˆ6)
und L(Pˆ6) im Zeitraum t = 0 bis t = 25 Sekunden dargestellt. Fu¨r diese Parametersto¨-
rung ist die nominale Scha¨tzer-Feedbackmatrix L(Pˆ0) nicht mehr in der Lage das Scha¨tz-
system (7.32) fu¨r alle Systemzusta¨nde zu stabilisieren. Fu¨r die vier Zusta¨nde x, x˙, Θ und
Θ˙ divergiert der Scha¨tzfehler des durch die Nominallo¨sung induzierten Scha¨tzsystems.
Sowohl fu¨r die Optimallo¨sung als auch fu¨r die Approximation konvergieren jedoch alle
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Abbildung 7.15: Darstellung des Verlaufs der Zielfunktion (7.33) mit der Parametersto¨-
rung ∆Pˆ6 fu¨r die Scha¨tzer-Feedbackmatrizen L(Pˆ0) in schwarz, L˜(Pˆ6)
in rot und der optimalen Lo¨sung L(Pˆ6) in gru¨n.
Zusta¨nde des Scha¨tzfehlers gegen null. Deutlich ist dieses auch an dem zeitlichen Verlauf
der MES Zielfunktion in Abbildung 7.15 zu erkennen. Dabei steigt der Zielfunktions-
wert der Nominallo¨sung sehr rasch an und u¨berschreitet nach etwa u¨ber fu¨nf Sekunden
schon den Wert 100. Fu¨r die Approximation als auch fu¨r die Optimallo¨sung zeigt sich ein
stationa¨rer Verlauf der Zielfunktion, dabei ist der Zielfunktionswert der Optimallo¨sung
bereits nach fu¨nf Sekunden stationa¨r, aber der zur Approximation geho¨rende Verlauf
erst nach 20 Sekunden. Dies zeigt sich auch in den Scha¨tzfehlerzusta¨nden bzgl. der vier
Zusta¨nde x, x˙, Θ und Θ˙ in Abbildung 7.14. Hier sind die Scha¨tzfehler bzgl. der optima-
len Lo¨sung bereits nach kurzer Zeit verschwunden, wohingegen die Approximation bis
20 Sekunden schwingt.
7.3.3 Adaptive LQG-Regelung
In diesem Abschnitt werden die Methoden zur Echzeitapproximation des LQG-Reglers
am Beispiel des Hexakoptermodells numerisch umgesetzt. Die Aufgabe besteht dabei aus
einem gekoppelten Regel-Scha¨tz Problem. Als Regler wird das lineare Feedbackgesetz
des LQR Problems, als Scha¨tzer das dynamische Scha¨tzsystem des ME-Scha¨tzers ver-
wendet. Im Weiteren wird das Verhalten des gekoppelten Regel-Scha¨tzverfahrens unter
Parametersto¨rungen betrachtet. Die in Abschnitt 7.3.1 und 7.3.2 eingefu¨hrten Parameter
P ∈ R5 und Pˆ ∈ R7 werden in dem Parameter P˜ ∈ R12 zusammengefasst. Dazu werden
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die Ergebnisse der approximierten Feedbackmatrizen K˜(P˜ ) und L˜(P˜ ) mit den optima-
len Feedbackmatrizen K(P˜ ) und L(P˜ ) und den nominalen Feedbackmatrizen K(P˜0) und
L(P˜0) verglichen.
Als Grundlage dient dabei wieder das in Abschnitt 7.2.2 eingefu¨hrte linearisierte para-
meterabha¨ngige Modell des Hexakopters
X˙(t) = A(P )X(t) + B(P )U(t),
Y (t) = C(Pˆ )X(t),
X(0) = X0
(7.34)
fu¨r t ∈ [0,∞) und den Systemmatrizen A(P ) ∈ R12×12 wie in (7.6), B(P ) ∈ R12×6 wie in
(7.7) und C(Pˆ ) ∈ R7×12 wie in (7.3.2).
Als Startwert wird wie in den Abschnitten zuvor
X0 = (10, 0, 10, 3,−3, 0, 0, 0, pi/2, 1, 2, 0)T
angenommen. Als Startscha¨tzwert wird von
Xˆ0 = (11, 1, 11, 3.5,−2.5, 0.5, 0.2, 0.2, pi/2 + 0.2, 1.1, 2.1, 0.1)T
ausgegangen, woraus der Anfangsscha¨tzfehler
E0 = (1, 1, 1, 0.5, 0.5, 0.5, 0.2, 0.2, 0.2, 0.1, 0.1, 0.1)
resultiert. Als Nominalparameter wird
P0 =


g
l
b
c
m

 =


9.810 m/s2
0.300 m
0.001 N/rad2
0.001 m·N/rad2
2.000 kg


und
Pˆ0 = (1, 1, 1, 1, 1, 1, 1)
T
gesetzt worduch P˜0 durch
P˜0 =
(
P0
Pˆ0
)
gegeben ist. Die Gewichtungsmatrizen R ∈ R6×6 und Q ∈ R12×12 des LQR Problems
werden, wie in Abschnitt 7.3.1,
R = I6×6
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Q = diag (1,1,100,1,1,10,1,1,1,1,1,1)
gesetzt. Die Wichtungsmatrizen V ∈ R12×12 und W ∈ R7×7 werden analog zu Abschnitt
7.3.2 als
V = I12×12
W = I7×7
gewa¨hlt. Analog zu den numerischen Untersuchungen des ME-Scha¨tzers wird im Folgen-
den lediglich ein gesto¨rter Startwert des Scha¨tzsystems sowie des Zustandes betrachtet.
Dies bedeutet, dass die Rauschterme v und w als Nullrauschen behandelt werden. Da-
bei ist jedoch zu beachten, dass ein kontinuierliches Sto¨rrauschen wie etwa in Abschnitt
7.2.2 als kontinuierlich gesto¨rter Startscha¨tzwert betrachtet werden kann. Da das Sys-
tem (7.34) nach den Abschnitten 7.1.2 und 7.1.3 steuerbar und beobachtbar in P˜0 ist,
alle Systemmatrizen dreimal stetig differenzierbare Abbildungen bzgl. P˜ sind und die
Wichtungsmatrizen positiv definit gewa¨hlt wurden, sind alle Voraussetzungen aus Satz
6.9 erfu¨llt. Es existiert daher eine Umgebung U(P˜0) ⊂ R12 und eine eindeutig stetig
differenzierbare Funktion (
K
L
)
: U(P˜0)→
(
R
6×12
R
12×7
)
,
die in P˜0 die optimale Lo¨sung des LQG Problems darstellt. Aufgrund des Separations-
theorems ko¨nnen die Lo¨sungen K(P˜0) und L(P˜0) unabha¨ngig voneinander berechnet
werden. Die Lo¨sungen der zu diesem Problem geho¨renden optimalen Feedbackmatrizen
wurden bereits in Abschnitt 7.3.1 fu¨r K(P˜0) und in Abschnitt 7.3.2 fu¨r L(P˜0) angege-
ben7). Weiter ko¨nnen die Sensitivita¨tstensoren entsprechend Satz 6.9 berechnet werden.
Aufgrund der Unabha¨ngigkeiten von K bzgl. Pˆ und L bzgl. P , sind alle Sensitivita¨tsin-
formationen durch die, bereits in den Abschnitten 7.3.1 und 7.3.2 definierten, Gro¨ßen
dK
dP
(P0) ∈ R6×12×5
dL
dPˆ
(Pˆ0) ∈ R12×7×7
gegeben. Der Regel-Scha¨tzalgorithmus ist durch das dynamische System
˙ˆ
X(t) =
(
A(P )− LC(Pˆ )
)
Xˆ(t) + B(P )U(t) + LY (t),
U(t) = −KXˆ(t)
(7.35)
7)Fu¨r K kann P˜0 durch P0 und fu¨r L durch Pˆ0 ersetzt werden, da die Lo¨sungen der Feedbackmatrizen
jeweils von dem Restanteil des Parameters P˜0 unabha¨ngig sind.
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mit Anfangswert Xˆ(0) = Xˆ0 gegeben. Mo¨gliche Kandidaten fu¨r die Feedbackmatrizen
sind die Nominallo¨sungen K(P0) und L(Pˆ0), die approximierten Lo¨sungen
K˜(P ) = K(P0) +
dK
dP
(P0)∆P (7.36)
und
L˜(Pˆ ) = K(Pˆ0) +
dK
dPˆ
(Pˆ0)∆Pˆ , (7.37)
sowie die fu¨r P 6= P0 und Pˆ 6= Pˆ0 optimalen Lo¨sungenK(P ) und L(Pˆ ). ImWeiteren wird
die Performance fu¨r die Nominallo¨sungen, die Approximationen sowie fu¨r die optimalen
Lo¨sungen der Feedbackmatrizen K und L fu¨r das angegebene Szenario betrachtet. Dabei
ist natu¨rlich auch eine gemischte Verwendung bzgl. der Gu¨te von K und L denkbar, wie
z.B. bei der Verwendung der Nominallo¨sungK(P0) mit der approximierten Lo¨sung L˜(Pˆ ).
Fu¨r die numerische Untersuchung der Approximationsmethoden werden verschiedene
Kombinationen von Parametersto¨rungen betrachtet. Dabei werden die vier Parameter-
sto¨rungen in P , dh. Pi = P0 +∆Pi, i = 1, · · · ,4,
∆P1 = ( 1.00, 0.50, 0.0010, 0.0050, 2.00 )
T
∆P2 = ( − 1.00, 0.10, .0005, 0.0000, − 1.00 )T
∆P3 = ( 1.00, 0.01, .0001, 0.0001, 1.00 )
T
∆P4 = ( 1.00, 0.50, 0.000, 0.0000, 2.00 )
T
(7.38)
mit den vier Paramtersto¨rungen in Pˆ , Pˆj = Pˆ0 +∆Pˆj, j = 1, · · · ,4,
∆Pˆ1 = ( − 0.30, 0.30, − 0.3000, 0.30, 0.30, 0.30, 0.30 )T
∆Pˆ2 = ( − 0.80, 0.80, − 0.8000, 0.08, 0.08, 0.08, 0.80 )T
∆Pˆ3 = ( − 0.10, 0.10, − 0.1000, 0.01, − 0.01, 0.01, 0.10 )T
∆Pˆ4 = ( − 0.40, 0.20, − 0.2000, 0.10, − 0.14, 0.06, 0.02 )T
(7.39)
in allen Permutationen untersucht. Fu¨r jede sich daraus ergebende Parametersto¨rung
P˜i,j =
(
P Ti , Pˆ
T
j
)T
, i = 1, · · · ,4, j = 1, · · · ,4,
werden sieben verschiedene Varianten von Regel-Scha¨tzer Feedbackmatrizen betrachtet.
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In Tabelle 7.3 sind die relativen Fehler
ζ1 :=
|JLQG(K(P0),L(Pˆ0))− JLQG(K(P ),L(Pˆ ))|
JLQG(K(P ),L(Pˆ ))
ζ2 :=
|JLQG(K(P0),L˜(Pˆ ))− JLQG(K(P ),L(Pˆ ))|
JLQG(K(P ),L(Pˆ ))
ζ3 :=
|JLQG(K˜(P ),L(Pˆ0))− JLQG(K(P ),L(Pˆ ))|
JLQG(K(P ),L(Pˆ ))
ζ4 :=
|JLQG(K˜(P ),L˜(Pˆ ))− JLQG(K(P ),L(Pˆ ))|
JLQG(K(P ),L(Pˆ ))
ζ5 :=
|JLQG(K˜(P ),L(Pˆ ))− JLQG(K(P ),L(Pˆ ))|
JLQG(K(P ),L(Pˆ ))
ζ6 :=
|JLQG(K(P ),L˜(Pˆ ))− JLQG(K(P ),L(Pˆ ))|
JLQG(K(P ),L(Pˆ ))
fu¨r die verschiedenen Parametersto¨rungen und Feedackmatrizenkombinationen darge-
stellt. In der dritten Spalte sind die Ergebnisse fu¨r die Nominallo¨sung von LQR Problem
K(P0) als auch der Scha¨tzerfeedbackmatrix L(Pˆ0) dargestellt. Bei der vierten und der
fu¨nften Spalte wird jeweils eine der beiden Matrizen durch die Approximation, K˜(P )
oder L˜(Pˆ ), ersetzt. Die sechste Spalte entha¨lt die Ergebnisse fu¨r den Fall, dass beide
Feedbackmatrizen durch die Approximationen K˜(P ) und L˜(Pˆ ) angepasst werden. In den
Spalten siebten und acht wird dann jeweils eine Feedbackmatrix als optimale Lo¨sung,
K(P ) oder L(Pˆ ), und eine als Approximation verwendet. Die Tabelle mit den Absolut-
werten der verschiedenen Zielfunktionswerte kann in Anhang B.2.3 gefunden werden.
Dabei zeigt sich, dass die Simulationen fu¨r die optimalen Feebackmatrizen fu¨r alle Pa-
rametersto¨rungen den kleinsten Zielfunktionswert haben. Fu¨r die Anwendung beider
Nominallo¨sungen la¨sst sich das System bei 7 der 16 Parametersto¨rungen gar nicht mehr
stabilisieren. Weiter zeigt sich, dass fu¨r vier Sto¨rungen die Approximation des Scha¨t-
zers kein stabiles System erzeugt und fu¨r vier Sto¨rungen die Approximation der Regel-
Feedbackmatrix nicht zu einem stabilen Systemverhalten fu¨hrt. Dabei ha¨ngt dies an den
jeweiligen Systemparametern Pˆ4 fu¨r den Scha¨tzer und P2 fu¨r den Regler. Werden beide
Feedbackmatrizen approximiert so wird das System fu¨r alle Parametersto¨rungen stabili-
siert, dies ist ebenfalls der Fall, wenn dazu auch noch eine der beiden Feedbackmatrizen
optimal ist. Dabei zeigt sich auch, dass die Genauigkeit der LQR-Feedbackmatrix K
einen gro¨ßeren Einfluss auf den Wert der Zielfunktion hat als die Genauigkeit der MES-
Feedbackmatrix L. Dieses hier beobachtete Verhalten ha¨ngt aber sicherlich stark von der
Wahl der Parameter und deren Einfluss ab. Im Allgemeinen la¨sst sich aber feststellen,
dass die Approximationsmethoden beider Feedbackmatrizen eine gute Verbesserung der
130 7 Echtzeitanpassung optimaler Regel- und Scha¨tzverfahren an einem Hexakopter
ζ1 [%] ζ2 [%] ζ3 [%] ζ4 [%] ζ5 [%] ζ6 [%]
Pˆ1 P1 4.58 4.03 1.05 0.38 0.19 0.19
Pˆ1 P2 1.71 1.09 0.88 0.28 0.10 0.18
Pˆ1 P3 1.15 0.54 0.70 0.10 0.08 0.09
Pˆ1 P4 ∞ ∞ 0.86 0.18 0.03 0.16
Pˆ2 P1 ∞ 19.82 ∞ 3.20 0.20 3.19
Pˆ2 P2 ∞ 2.78 ∞ 2.34 0.09 2.26
Pˆ2 P3 ∞ 3.42 ∞ 2.57 0.16 2.44
Pˆ2 P4 ∞ ∞ ∞ 3.87 0.27 3.56
Pˆ3 P1 2.73 2.67 0.41 0.21 0.19 0.02
Pˆ3 P2 1.45 1.24 0.31 0.11 0.09 0.02
Pˆ3 P3 0.45 0.27 0.15 0.03 0.03 0.02
Pˆ3 P4 ∞ ∞ 0.28 0.07 0.06 0.02
Pˆ4 P1 6.96 4.77 0.87 0.30 0.19 0.12
Pˆ4 P2 1.63 1.15 0.65 0.18 0.09 0.09
Pˆ4 P3 0.89 0.41 0.49 0.30 0.06 0.09
Pˆ4 P4 ∞ ∞ 0.78 0.16 0.03 0.12
Tabelle 7.3: Relative Fehler in % fu¨r die verschiedenen Parametersto¨rungen (7.38) und
(7.39) mit den Feedbackmatrizen K(P0), K˜(P ) und K(P ) fu¨r den LQ-Regler
sowie L(P0), L˜(P ) und L(P ) fu¨r den Scha¨tzer.
Zielfunktion mit gleichzeitig, im Verha¨ltnis zur Neuberechnung, wenig Rechenaufwand
erzielen.
Es wird nun das Regelverhalten fu¨r zwei Parameterkombinationen genauer betrachtet,
Pˆ1 und P1 als Beispiel fu¨r eine kleine Sto¨rung und die Kombination Pˆ2 und P4 als Bei-
spiel fu¨r ein große Sto¨rung.
Kleine Sto¨rungen: In Abbildung 7.16 sind die Zusta¨nde, in Abbildung 7.17 die Steue-
rung und in Abbildung 7.18 der Verlauf der Zielfunktionen fu¨r die verschiedenen Feed-
backvariationen mit den Parametersto¨rungen Pˆ1 und P1 im Intervall t ∈ [0, 50] gezeigt.
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Abbildung 7.16: Zusta¨nde des simulierten Hexakoptersystems 7.25 mit den Parameter-
sto¨rungen P1 und Pˆ1 fu¨r die verschiedenen Kombinationen der Feed-
backmatrizen K und L.
Die Zielfunktionswerte entsprechen dabei der ersten Zeile von Tabelle 7.3. Fu¨r diese Sto¨-
rung sind alle Regelgesetze in der Lage, das System zu stabilisieren. In Abbildung 7.16
ist zu erkennen, dass die Verwendung der Nominallo¨sungen beider Feedbackmatrizen
(K(P0),L(Pˆ0)) und die Kombination aus LQR Nominallo¨sung und Approximation der
MES Feedbackmatrix (K(P0),L˜(Pˆ )) im Regelgesetz fu¨r die vier Zusta¨nde x, y, Φ und Θ
sowie deren Ableitungen ein stark osszilierendes Verhalten hervorrufen. Fu¨r alle anderen
Variationen der Feedbackmatrizen K und L sind die Auswirkungen auf die Zusta¨nde
strukturell gleich und besitzen lediglich voneinander verschiedene Zielfunktionswerte.
Dies ist insbesondere in der zeitlichen Entwicklung des Zielfunktionswertes, siehe Ab-
bildung 7.18, erkennbar. Wa¨hrend hier die Feedbackpaare (K(P ),L(Pˆ )), (K˜(P ),L(Pˆ )),
(K(P ),L˜(Pˆ )), (K˜(P ),L˜(Pˆ )) und (K˜(P ),L(Pˆ0)) bereits nach fu¨nf Sekunden ihren statio-
na¨ren Wert auf unterschiedlichen Niveaus erreichen, steigen die Zielfunktionswerte fu¨r
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Abbildung 7.17: Steuerungen des simulierten Hexakoptersystems 7.25 mit den Parame-
tersto¨rungen P1 und Pˆ1 fu¨r die verschiedenen Kombinationen der Feed-
backmatrizen K und L.
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Abbildung 7.18: Entwicklung der Zielfunktion des simulierten Hexakoptersystems 7.25
mit den Parametersto¨rungen P1 und Pˆ1 fu¨r die verschiedenen Kombi-
nationen der Feedbackmatrizen K und L.
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(K(P0),L(Pˆ0)) und (K(P0),L˜(Pˆ )) bis zu Sekunde 50 an
8).
Große Sto¨rungen: In Abbildung 7.19 sind die Zusta¨nde, in Abbildung 7.20 die Steue-
rung und in Abbildung 7.21 der Verlauf der Zielfunktionen fu¨r die verschiedenen Feed-
backvariationen mit den Parametersto¨rungen Pˆ2 und P4 im Intervall t ∈ [0, 50] gezeigt.
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Abbildung 7.19: Zusta¨nde des simulierten Hexakoptersystems 7.25 mit den Parameter-
sto¨rungen P4 und Pˆ2 fu¨r die verschiedenen Kombinationen der Feed-
backmatrizen K und L.
Die Zielfunktionswerte entsprechen dabei der achten Zeile von Tabelle 7.3. In Abbildung
7.19 zeigt sich, dass nicht alle Feedbackkombinationen in der Lage sind, die gewa¨hl-
ten Sto¨rungen zu kompensieren. Sowohl das aus beiden Nominallo¨sungen K(P0) und
L(Pˆ0) konstruierte Regel-Scha¨tzverfahren als auch die Kombinationen aus jeweils einer
Nomniallo¨sung K(P0) bzw. L(P0) und einer approximierten Lo¨sung L˜(Pˆ ) bzw. K˜(P )
divergieren fu¨r angenommene Parametersto¨rungen.
8)Der Darstellung geschuldet, ist der Zeitbereich in diesem Fall nicht bis zum stationa¨ren Verlauf der
Regelerpaare (K(P0),L(Pˆ0)) und (K(P0),L˜(Pˆ )) gewa¨hlt.
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Abbildung 7.20: Steuerungen des simulierten Hexakoptersystems 7.25 mit den Parame-
tersto¨rungen P4 und Pˆ2 fu¨r die verschiedenen Kombinationen der Feed-
backmatrizen K und L.
0 5 10 15 20 25 30
1.5
1.55
1.6
1.65
1.7
1.75
1.8
1.85
1.9
1.95
2
x 104
Zeit in s
W
er
t
d
er
Z
ie
lf
u
n
k
ti
o
n
 
 
KP0,LPˆ0
KP0, L˜Pˆ
K˜P ,LPˆ0
K˜P , L˜Pˆ
K˜P ,LPˆ
KP , L˜Pˆ
KP ,LPˆ
Abbildung 7.21: Entwicklung der Zielfunktion des simulierten Hexakoptersystems 7.25
mit den Parametersto¨rungen P4 und Pˆ2 fu¨r die verschiedenen Kombi-
nationen der Feedbackmatrizen K und L.
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Dabei zeigt sich, dass fu¨r die Feedbackpaare (K(P0),L(Pˆ0)) und (K(P0),L˜(Pˆ )) die vier
Zusta¨nde x, y, Φ und Θ sowie deren Ableitungen divergieren. Fu¨r das Feedbackpaar
(K˜(P ),L(P0)) werden jedoch nur die Zusta¨nde x und Θ und deren Ableitungen nicht sta-
bilisiert. Weiter ist in Abbildung 7.19 ebenfalls zu erkennen, dass fu¨r dieses Feedbackpaar
die Amplitude nicht so stark ansteigt wie fu¨r die Regelung der Feedbackmatrizenpaa-
re (K(P0),L(Pˆ0)) bzw. (K(P0),L˜(Pˆ )). Bei der zeitlichen Entwicklung der Zielfunktion,
siehe Abbildung 7.21, zeigen sich drei verschiedene Stufen. Stufe eins bildet die Kom-
binationen (K(P0),L(Pˆ0)), (K(P0),L˜(Pˆ )) und (K˜(P ),L(P0) in denen mindestens eine
Nominallo¨sung enthalten ist. Diese haben alle einen unendlichen Zielfunktionswert. Die
zweite Stufe besteht aus den Paaren (K˜(P ),L˜(Pˆ )) und (K(P ),L˜(Pˆ )), wobei die Verwen-
dung der optimalen Lo¨sung K(P ) gegenu¨ber der Approximation K˜(P ) nur eine geringe
Verbesserung der Zielfunktion nach sich zieht. Beide Kombinationen stabilisieren das
System nach etwa 15 Sekunden. Deutlich verbessert sich die Zielfunktion aber noch mal
durch die Verwendung der optimalen Lo¨sung L(P ) in der dritten Stufe. Werden fu¨r bei-
de Feedbackmatrizen die optimalen Lo¨sungen verwendet, ist der Zielfunktionswert am
kleinsten. Fu¨r diese beiden Fa¨lle wird das System bereits nach ca. 7 Sekunden stabilisiert.
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8 Zusammenfassung und Ausblick
8.1 Zusammenfassung der Arbeit
In der vorliegenden Arbeit wurden die Zusammenha¨nge zwischen linear quadratischen
Regulatorproblemen (LQR) und allgemeinen nichtlinearen Optimierungsproblemen
(NLP) untersucht. Des Weiteren wurde der in Bu¨skens [13] vorgestellte Ansatz zur Ap-
proximation parametergesto¨rter LQR Probleme aufgegriffen und auf optimale Scha¨tz-
und Regel-Scha¨tzverfahren erweitert. Die dadurch entstandenen Verfahren wurden an
Beispielen numerisch verifiziert und den Ausgangsverfahren gegenu¨bergestellt.
Dazu wurden im zweiten Kapitel die Grundlagen der unbeschra¨nkten nichtlinearen Opti-
mierung vorgestellt. Weiter wurden parameterabha¨ngige Optimierungsprobleme definiert
und das Konzept der parametrischen Sensitivta¨tsanalyse eingefu¨hrt. Zudem wurden Ap-
proximationsmethoden parametergesto¨rter Lo¨sungen vorgestellt.
Im dritten Kapitel wurden die Grundlagen der Systemtheorie angegeben und systemtheo-
retische Begriffe wie Steuerbarkeit, Beobachtbarkeit, Stabilisierbarkeit oder Dualita¨t de-
finiert. Dazugeho¨rige Resultate wurden angegeben und anhand von Beispielen demons-
triert.
Im vierten Kapitel wurde das LQR Problem eingefu¨hrt und wichtige Resultate zu der
algebraischen Riccatigleichung angegeben. Weiter wurden notwendige und hinreichende
Optimalita¨tsbedingungen fu¨r LQR Probleme untersucht.
In Kapitel fu¨nf wurden mit dem Luenberger Beobachter zuna¨chst allgemeine Scha¨tzsys-
teme eingefu¨hrt. Die Betrachtung von Scha¨tzsystemen als duale LQR Probleme fu¨hrt
dabei auf das Konzept des Minimum-Energie-Scha¨tzsystems, woraus als Spezialfall das
in der Praxis ha¨ufig verwendete Kalman-Bucy Filter hervorgeht. Die Verwendung des
optimalen Scha¨tzzustandes als Ru¨ckfu¨hrgro¨ße in der Regelung des LQ-Reglers fu¨hrt auf
den linear quadratischen Gaußregler (LQG). Hier wurde durch das Separationstheorem
gezeigt, dass die getrennte Auslegung von Reglersystem und Scha¨tzsystem keinen Ein-
fluss auf das Stabilita¨tsverhalten des gemischten Regel-Scha¨tzsystems hat.
Im sechsten Kapitel wurden die parameterabha¨ngigen LQR (PLQR) Probleme einge-
fu¨hrt. Das Konzept der parametrischen Sensitivita¨tsanalyse sowie die dazugeho¨rige Ap-
proximationsmethode wurden auf die PLQR Probleme u¨bertragen und als theoretisches
Resultat formuliert. Weiter wurden die dadurch entstandenen Regelalgorithmen an ei-
nem Beispiel numerisch umgesetzt und bzgl. der Gu¨te der Zielfunktion mit den Ausgangs-
verfahren verglichen. Im darauf folgenden Abschnitt wurden zuna¨chst die parameterab-
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ha¨ngigen Minimum-Energie-Scha¨tzprobleme (PMES) eingefu¨hrt. Durch die Darstellung
als duales PLQR Problem wurden die Resultate fu¨r PLQR Probleme auf die PMES Pro-
bleme erweitert. Auch hierfu¨r wurden umfassende numerische Untersuchungen an einem
Beispiel durchgefu¨hrt, um die theoretischen Ergebnisse numerisch zu untermauern. Im
letzten Abschnitt wurden die Methoden und Resultate des PLQR Problems mit den
des PMES Problems zu dem parameterabha¨ngigen linear quadratischen Gauß-Regler
(PLQG) verknu¨pft. Dazu wurde gezeigt, dass das Separationstheorem auch fu¨r parame-
terabha¨ngige Systeme seine Gu¨ltigkeit beha¨lt und die Auslegung von Regel- und Scha¨tz-
verfahren weiterhin unabha¨ngig voneinander durchgefu¨hrt werden kann. Wie fu¨r das
PLQR Problem und das PMES Problem wurden auch hier die theoretischen Ergebnisse
an einem Beispiel numerisch untersucht und die Ergebnisse bzgl. der Zielfunktion mit
den Ausgangsverfahren in Relation gesetzt. Zur Unterstu¨tzung der numerischen Ergeb-
nisse wurde im siebten Kapitel der komplette Entwicklungsprozess von der Modellierung
u¨ber die Auslegung nichtparametergesto¨rter Regel- und Scha¨tzverfahren bis hin zu den
in dieser Arbeit neu vorgestellten Echtzeitanpassungen parametergesto¨rter Scha¨tz und
Regel-Scha¨tzverfahren auf eine sechsrotoriges Hubschraubermodell vorgestellt.
Es zeigt sich, dass die in dieser Arbeit neu hergeleiteten Resultate und Algorithmen fu¨r
Scha¨tz- und Regel-Scha¨tzverfahren die theoretischen und numerischen Aussagen der in
Bu¨skens [13] vorgestellten Echtzeitanpassung von LQ-Reglern besta¨tigen. Die dabei ge-
wa¨hlte Betrachtungsweise, die Verfahren aus Sicht der Optimierung zu beleuchten, ist fu¨r
Regel- und Scha¨tzverfahren ungewo¨hnlich, wird jedoch mit wachsenden Anforderungen
an moderne Verfahren immer wichtiger. Die theoretische Betrachtung und Formulierung
notwendiger und hinreichender Optimalita¨tsbedingungen von LQR Problemen ist in der
Literatur nicht zu finden, wenngleich erwa¨hnt sein muss, dass die Beweise und Um-
formungen die die Richtigkeit dieser Aussagen zeigen verschiedenen Quellen entnommen
wurden. Die numerischen Untersuchungen der Algorithmen bzgl. des Inversen Pendels als
auch des Hexakoptermodells besta¨tigen die Praxisrelevanz der theoretischen Resultate
und zeigen, dass die Verfahren sowohl die Performance bzgl. der Zielfunktion verbes-
sern als auch den Stabilita¨tsbereich bzgl. Parametersto¨rungen entscheidend vergro¨ßern
ko¨nnen.
8.2 Ausblick
Die erzielten Resultate dieser Arbeit motivieren die Behandlung von weiteren Problem-
stellungen die im Zusammenhang mit der parametrischen Sensitivita¨tsanalyse fu¨r Scha¨tz-
und Regelalgorithmen stehen. Einige dieser Problemstellungen werden im Folgenden kurz
erla¨utert.
Die in dieser Arbeit vorgestellten Algorithmen, wie der LQ-Regler, der ME-Scha¨tzer
oder der LQG-Regler, ko¨nnen als Spezialfall des H2-Reglers aufgefasst werden, vgl. Ra-
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isch [50]. Dabei stellt sich Frage, inwiefern sich die erzielten Resultate bzgl. der Sensi-
tivita¨tsanalyse sowie der Approximationsmethoden auf das Konzept der H2-Regelung
erweitern lassen.
Eine weitere Klasse von optimalen Regel-Scha¨tzverfahren stellen die H∞ optimalen Reg-
ler dar, vgl. Chen [16]. Auch ko¨nnte untersucht werden, inwieweit sich die theoretischen
Resultate auf diese Klasse von Verfahren erweitern lassen. In diesem Zusammenhang
wa¨re auch eine parametrische Sensitivita¨tsanalyse gemischter H2/H∞, siehe Khargone-
kar [35], interessant.
Ein weiterer zu untersuchender Punkt betrifft die Sensitivita¨ten der Feedbackmatrizen
K und L. Um eine mo¨glichst genaue und numerisch stabile Lo¨sung der Sensitivita¨ten be-
rechnen zu ko¨nnen, muss ein Gleichungssystem gelo¨st werden, in der zweite Ableitungen
der Zielfunktion vorkommen. Motiviert durch die Bestimmung der Feedbackmatrizen,
welche sowohl u¨ber die algebraische Riccati-Gleichung oder alternativ u¨ber die Lo¨sung
eines nichtlinearen Optimierungsproblmes berechnet werden ko¨nnen, wa¨re es sinnvoll zu
untersuchen, ob die Sensitivita¨ten durch eine Riccati- oder Lyapunov-Gleichung berech-
net werden ko¨nnen, in der lediglich Ableitungen der Systemmatrizen bzgl. der Sto¨rpa-
rameter vorkommen.
Zu guter Letzt wa¨re es interessant, die vorgestellten Verfahren an realen Regelungssyste-
men zu u¨berpru¨fen. Dazu ko¨nnten insbesondere die in dieser Arbeit, entwickelten Regel-
Scha¨tzverfahren fu¨r das Hexakoptermodell, auf einem echten Hexakopter, siehe [15],
umgesetzt werden.
Die erzielten Resultate sowie die mo¨glichen Erweiterungen belegen, dass die Betrachtung
von regelungstechnischen Methoden aus Sicht der Optimierung, insbesondere im Zusam-
menhang mit der parametrischen Sensitivita¨tsanalyse, ein interessantes Forschungsgebiet
darstellen. Dadurch zeigt sich ein großes Potential fu¨r weitere Forschungen, aus sowohl
theoretischer als auch praxisorientierter Sicht.
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A Sensitivita¨tsmatrizen
A.1 Sensitivita¨tsmatrizen zu Abschnitt 7.3.1
dK
dg
(P0) =


−6.33 · 10−09 −3.16 · 10−09 3.16 · 10−09 6.33 · 10−09 3.16 · 10−09 −3.16 · 10−09
1.12 · 10−11 −3.89 · 10−09 −3.89 · 10−09 1.12 · 10−11 3.89 · 10−09 3.89 · 10−09
4.44 · 10−09 3.55 · 10−09 3.55 · 10−09 4.44 · 10−09 5.33 · 10−09 5.33 · 10−09
2.49 · 10−02 1.25 · 10−02 −1.25 · 10−02 −2.49 · 10−02 −1.25 · 10−02 1.25 · 10−02
1.43 · 10−11 2.16 · 10−02 2.16 · 10−02 1.43 · 10−11 −2.16 · 10−02 −2.16 · 10−02
1.20 · 10−01 1.20 · 10−01 1.20 · 10−01 1.20 · 10−01 1.20 · 10−01 1.20 · 10−01
7.86 · 10−11 −2.23 · 10−01 −2.23 · 10−01 7.86 · 10−11 2.23 · 10−01 2.23 · 10−01
2.58 · 10−01 1.29 · 10−01 −1.29 · 10−01 −2.58 · 10−01 −1.29 · 10−01 1.29 · 10−01
−1.11 · 10−10 1.11 · 10−10 −1.11 · 10−10 1.11 · 10−10 −1.11 · 10−10 1.11 · 10−10
−4.01 · 10−11 1.47 · 10−02 1.47 · 10−02 −4.01 · 10−11 −1.47 · 10−02 −1.47 · 10−02
−1.70 · 10−02 −8.50 · 10−03 8.50 · 10−03 1.70 · 10−02 8.50 · 10−03 −8.50 · 10−03
−5.22 · 10−03 5.22 · 10−03 −5.22 · 10−03 5.22 · 10−03 −5.22 · 10−03 5.22 · 10−03


T
dK
dL
(P0) =


−1.55 · 10−09 −7.77 · 10−10 7.77 · 10−10 1.55 · 10−09 7.77 · 10−10 −7.77 · 10−10
1.12 · 10−11 −7.22 · 10−10 −7.22 · 10−10 1.12 · 10−11 7.22 · 10−10 7.22 · 10−10
6.22 · 10−09 5.33 · 10−09 5.33 · 10−09 6.22 · 10−09 7.11 · 10−09 7.11 · 10−09
−4.89 · 10−01 −2.44 · 10−01 2.44 · 10−01 4.89 · 10−01 2.44 · 10−01 −2.44 · 10−01
1.43 · 10−11 −4.23 · 10−01 −4.23 · 10−01 1.43 · 10−11 4.23 · 10−01 4.23 · 10−01
1.78 · 10−09 8.88 · 10−10 8.88 · 10−10 1.78 · 10−09 2.66 · 10−09 2.66 · 10−09
7.86 · 10−11 −7.73 · 10+00 −7.73 · 10+00 7.86 · 10−11 7.73 · 10+00 7.73 · 10+00
8.93 · 10+00 4.47 · 10+00 −4.47 · 10+00 −8.93 · 10+00 −4.47 · 10+00 4.47 · 10+00
−4.44 · 10−10 4.44 · 10−10 −4.44 · 10−10 4.44 · 10−10 −4.44 · 10−10 4.44 · 10−10
−4.01 · 10−11 −4.81 · 10+00 −4.81 · 10+00 −4.01 · 10−11 4.81 · 10+00 4.81 · 10+00
5.55 · 10+00 2.78 · 10+00 −2.78 · 10+00 −5.55 · 10+00 −2.78 · 10+00 2.78 · 10+00
6.82 · 10−01 −6.82 · 10−01 6.82 · 10−01 −6.82 · 10−01 6.82 · 10−01 −6.82 · 10−01


T
dK
db
(P0) =


−5.88 · 10−09 −2.94 · 10−09 2.94 · 10−09 5.88 · 10−09 2.94 · 10−09 −2.94 · 10−09
1.12 · 10−11 −4.44 · 10−09 −4.44 · 10−09 1.12 · 10−11 4.44 · 10−09 4.44 · 10−09
1.78 · 10−09 8.88 · 10−10 8.88 · 10−10 1.78 · 10−09 2.66 · 10−09 2.66 · 10−09
7.32 · 10+01 3.66 · 10+01 −3.66 · 10+01 −7.32 · 10+01 −3.66 · 10+01 3.66 · 10+01
1.43 · 10−11 6.34 · 10+01 6.34 · 10+01 1.43 · 10−11 −6.34 · 10+01 −6.34 · 10+01
1.18 · 10+03 1.18 · 10+03 1.18 · 10+03 1.18 · 10+03 1.18 · 10+03 1.18 · 10+03
7.86 · 10−11 1.16 · 10+03 1.16 · 10+03 7.86 · 10−11 −1.16 · 10+03 −1.16 · 10+03
−1.34 · 10+03 −6.69 · 10+02 6.69 · 10+02 1.34 · 10+03 6.69 · 10+02 −6.69 · 10+02
3.89 · 10−10 −3.89 · 10−10 3.89 · 10−10 −3.89 · 10−10 3.89 · 10−10 −3.89 · 10−10
−4.01 · 10−11 7.21 · 10+02 7.21 · 10+02 −4.01 · 10−11 −7.21 · 10+02 −7.21 · 10+02
−8.32 · 10+02 −4.16 · 10+02 4.16 · 10+02 8.32 · 10+02 4.16 · 10+02 −4.16 · 10+02
5.12 · 10+01 −5.12 · 10+01 5.12 · 10+01 −5.12 · 10+01 5.12 · 10+01 −5.12 · 10+01


T
dK
dc
(P0) =


0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00
0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00
0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00
0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00
0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00
0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00
0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00
0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00
2.22 · 10−10 −2.22 · 10−10 2.22 · 10−10 −2.22 · 10−10 2.22 · 10−10 −2.22 · 10−10
0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00
0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00
−1.02 · 10+02 1.02 · 10+02 −1.02 · 10+02 1.02 · 10+02 −1.02 · 10+02 1.02 · 10+02


T
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dK
dm
(P0) =


−3.55 · 10−09 −1.78 · 10−09 1.78 · 10−09 3.55 · 10−09 1.78 · 10−09 −1.78 · 10−09
1.12 · 10−11 −3.89 · 10−09 −3.89 · 10−09 1.12 · 10−11 3.89 · 10−09 3.89 · 10−09
−1.78 · 10−09 −2.66 · 10−09 −2.66 · 10−09 −1.78 · 10−09 −8.88 · 10−10 −8.88 · 10−10
−3.66 · 10−02 −1.83 · 10−02 1.83 · 10−02 3.66 · 10−02 1.83 · 10−02 −1.83 · 10−02
1.43 · 10−11 −3.17 · 10−02 −3.17 · 10−02 1.43 · 10−11 3.17 · 10−02 3.17 · 10−02
−5.89 · 10−01 −5.89 · 10−01 −5.89 · 10−01 −5.89 · 10−01 −5.89 · 10−01 −5.89 · 10−01
7.86 · 10−11 −5.80 · 10−01 −5.80 · 10−01 7.86 · 10−11 5.80 · 10−01 5.80 · 10−01
6.70 · 10−01 3.35 · 10−01 −3.35 · 10−01 −6.70 · 10−01 −3.35 · 10−01 3.35 · 10−01
5.55 · 10−11 −5.55 · 10−11 5.55 · 10−11 −5.55 · 10−11 5.55 · 10−11 −5.55 · 10−11
−4.01 · 10−11 −3.61 · 10−01 −3.61 · 10−01 −4.01 · 10−11 3.61 · 10−01 3.61 · 10−01
4.16 · 10−01 2.08 · 10−01 −2.08 · 10−01 −4.16 · 10−01 −2.08 · 10−01 2.08 · 10−01
2.56 · 10−02 −2.56 · 10−02 2.56 · 10−02 −2.56 · 10−02 2.56 · 10−02 −2.56 · 10−02


T
A.2 Sensitivita¨tsmatrizen zu Abschnitt 7.3.2
dL
dpˆ1
(P0,Pˆ0) =


−3.03 · 10+00 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00
0.00 · 10+00 2.22 · 10−06 0.00 · 10+00 0.00 · 10+00 2.00 · 10−07 0.00 · 10+00 0.00 · 10+00
0.00 · 10+00 0.00 · 10+00 −6.66 · 10−08 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00
−3.59 · 10+00 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00
0.00 · 10+00 6.75 · 10−06 0.00 · 10+00 0.00 · 10+00 8.44 · 10−07 0.00 · 10+00 0.00 · 10+00
0.00 · 10+00 0.00 · 10+00 −1.33 · 10−07 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00
0.00 · 10+00 9.77 · 10−07 0.00 · 10+00 0.00 · 10+00 1.89 · 10−07 0.00 · 10+00 0.00 · 10+00
0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 −1.14 · 10−01 0.00 · 10+00
0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 −2.22 · 10−08 0.00 · 10+00 0.00 · 10+00 −6.11 · 10−08
0.00 · 10+00 2.00 · 10−07 0.00 · 10+00 0.00 · 10+00 1.44 · 10−07 0.00 · 10+00 0.00 · 10+00
0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 −2.77 · 10−02 0.00 · 10+00
0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 −6.11 · 10−08 0.00 · 10+00 0.00 · 10+00 −7.77 · 10−08


dL
dpˆ2
(P0,Pˆ0) =


−4.44 · 10−07 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00
0.00 · 10+00 −3.03 · 10+00 0.00 · 10+00 0.00 · 10+00 −2.44 · 10−01 0.00 · 10+00 0.00 · 10+00
0.00 · 10+00 0.00 · 10+00 −4.66 · 10−07 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00
−3.20 · 10−06 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00
0.00 · 10+00 −3.59 · 10+00 0.00 · 10+00 0.00 · 10+00 −8.36 · 10−01 0.00 · 10+00 0.00 · 10+00
0.00 · 10+00 0.00 · 10+00 −4.22 · 10−07 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00
0.00 · 10+00 −3.92 · 10−02 0.00 · 10+00 0.00 · 10+00 −1.14 · 10−01 0.00 · 10+00 0.00 · 10+00
0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 −1.44 · 10−07 0.00 · 10+00
0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 −6.66 · 10−08 0.00 · 10+00 0.00 · 10+00 −3.33 · 10−08
0.00 · 10+00 8.08 · 10−02 0.00 · 10+00 0.00 · 10+00 −2.77 · 10−02 0.00 · 10+00 0.00 · 10+00
0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 2.22 · 10−08 0.00 · 10+00
0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 −3.33 · 10−08 0.00 · 10+00 0.00 · 10+00 −8.88 · 10−08


dL
dpˆ3
(P0,Pˆ0) =


−7.99 · 10−07 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00
0.00 · 10+00 4.44 · 10−07 0.00 · 10+00 0.00 · 10+00 2.00 · 10−07 0.00 · 10+00 0.00 · 10+00
0.00 · 10+00 0.00 · 10+00 −5.77 · 10−01 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00
−1.95 · 10−06 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00
0.00 · 10+00 2.49 · 10−06 0.00 · 10+00 0.00 · 10+00 6.00 · 10−07 0.00 · 10+00 0.00 · 10+00
0.00 · 10+00 0.00 · 10+00 −2.00 · 10−07 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00
0.00 · 10+00 2.44 · 10−07 0.00 · 10+00 0.00 · 10+00 2.00 · 10−07 0.00 · 10+00 0.00 · 10+00
0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00
0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 −8.88 · 10−08 0.00 · 10+00 0.00 · 10+00 −4.44 · 10−08
0.00 · 10+00 2.00 · 10−07 0.00 · 10+00 0.00 · 10+00 7.77 · 10−08 0.00 · 10+00 0.00 · 10+00
0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 5.55 · 10−08 0.00 · 10+00
0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 −4.44 · 10−08 0.00 · 10+00 0.00 · 10+00 −4.44 · 10−08


dL
dpˆ4
(P0,Pˆ0) =


−4.44 · 10−07 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00
0.00 · 10+00 8.88 · 10−07 0.00 · 10+00 0.00 · 10+00 2.33 · 10−07 0.00 · 10+00 0.00 · 10+00
0.00 · 10+00 0.00 · 10+00 2.22 · 10−08 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00
−1.60 · 10−06 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00
0.00 · 10+00 2.84 · 10−06 0.00 · 10+00 0.00 · 10+00 4.44 · 10−08 0.00 · 10+00 0.00 · 10+00
0.00 · 10+00 0.00 · 10+00 −1.33 · 10−07 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00
0.00 · 10+00 5.77 · 10−07 0.00 · 10+00 0.00 · 10+00 6.66 · 10−08 0.00 · 10+00 0.00 · 10+00
0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 6.66 · 10−08 0.00 · 10+00
0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 −1.10 · 10−01 0.00 · 10+00 0.00 · 10+00 −2.43 · 10−01
0.00 · 10+00 2.33 · 10−07 0.00 · 10+00 0.00 · 10+00 −1.11 · 10−08 0.00 · 10+00 0.00 · 10+00
0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 1.44 · 10−07 0.00 · 10+00
0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 1.72 · 10−01 0.00 · 10+00 0.00 · 10+00 −7.81 · 10−02


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dL
dpˆ5
(P0,Pˆ0) =


−1.07 · 10−06 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00
0.00 · 10+00 −3.83 · 10−01 0.00 · 10+00 0.00 · 10+00 −1.57 · 10−01 0.00 · 10+00 0.00 · 10+00
0.00 · 10+00 0.00 · 10+00 −2.89 · 10−07 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00
−5.51 · 10−06 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00
0.00 · 10+00 −1.88 · 10+00 0.00 · 10+00 0.00 · 10+00 −6.59 · 10−01 0.00 · 10+00 0.00 · 10+00
0.00 · 10+00 0.00 · 10+00 −3.11 · 10−07 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00
0.00 · 10+00 −4.36 · 10−01 0.00 · 10+00 0.00 · 10+00 −9.04 · 10−02 0.00 · 10+00 0.00 · 10+00
0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 −1.44 · 10−07 0.00 · 10+00
0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 −2.22 · 10−08 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00
0.00 · 10+00 −4.81 · 10−01 0.00 · 10+00 0.00 · 10+00 1.65 · 10−01 0.00 · 10+00 0.00 · 10+00
0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 1.11 · 10−07 0.00 · 10+00
0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 −1.11 · 10−07


dL
dpˆ6
(P0,Pˆ0) =


−3.83 · 10−01 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00
0.00 · 10+00 1.95 · 10−06 0.00 · 10+00 0.00 · 10+00 2.50 · 10−07 0.00 · 10+00 0.00 · 10+00
0.00 · 10+00 0.00 · 10+00 −2.44 · 10−07 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00
−1.88 · 10+00 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00
0.00 · 10+00 8.17 · 10−06 0.00 · 10+00 0.00 · 10+00 9.77 · 10−07 0.00 · 10+00 0.00 · 10+00
0.00 · 10+00 0.00 · 10+00 −2.00 · 10−07 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00
0.00 · 10+00 1.02 · 10−06 0.00 · 10+00 0.00 · 10+00 2.22 · 10−07 0.00 · 10+00 0.00 · 10+00
0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 −9.04 · 10−02 0.00 · 10+00
0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 2.22 · 10−08 0.00 · 10+00 0.00 · 10+00 3.33 · 10−08
0.00 · 10+00 2.50 · 10−07 0.00 · 10+00 0.00 · 10+00 8.88 · 10−08 0.00 · 10+00 0.00 · 10+00
0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 1.65 · 10−01 0.00 · 10+00
0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 3.33 · 10−08 0.00 · 10+00 0.00 · 10+00 1.11 · 10−08


dL
dpˆ7
(P0,Pˆ0) =


−1.33 · 10−06 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00
0.00 · 10+00 1.78 · 10−06 0.00 · 10+00 0.00 · 10+00 2.55 · 10−07 0.00 · 10+00 0.00 · 10+00
0.00 · 10+00 0.00 · 10+00 −1.11 · 10−07 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00
−3.02 · 10−06 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00
0.00 · 10+00 7.11 · 10−06 0.00 · 10+00 0.00 · 10+00 5.77 · 10−07 0.00 · 10+00 0.00 · 10+00
0.00 · 10+00 0.00 · 10+00 −2.11 · 10−07 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00
0.00 · 10+00 1.04 · 10−06 0.00 · 10+00 0.00 · 10+00 1.55 · 10−07 0.00 · 10+00 0.00 · 10+00
0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00
0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 −3.45 · 10−01 0.00 · 10+00 0.00 · 10+00 −5.03 · 10−02
0.00 · 10+00 2.55 · 10−07 0.00 · 10+00 0.00 · 10+00 −3.33 · 10−08 0.00 · 10+00 0.00 · 10+00
0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 3.33 · 10−08 0.00 · 10+00
0.00 · 10+00 0.00 · 10+00 0.00 · 10+00 −4.64 · 10−01 0.00 · 10+00 0.00 · 10+00 2.11 · 10−01


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B Weitere Tabellen zu den Beispielen
B.1 Inverses Pendel
B.1.1 Echzeitanpassung des LQ-Reglers
Sto¨rung J(K(P0)) J(K˜(P )) F (K(P ))
∆P1 2236.95 351.08 340.94
∆P2 6131.39 964.96 947.90
∆P3 749.03 599.62 599.54
∆P4 283.76 283.14 283.14
∆P5 159.76 149.81 148.84
∆P6 107.18 77.28 75.90
∆P7 ∞ 934.64 925.76
∆P8 152.47 140.55 139.64
Tabelle B.1: Sto¨rung Pi, i = 1, · · · ,8 sowie dazugeho¨rige Werte der Zielfunktion (6.15)
fu¨r die drei verschiedenen Feedbackmatrizen K(P0), K˜(Pi) und K(Pi).
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B.1.2 Echzeitanpassung des ME-Scha¨tzers
Sto¨rung JPMES(L(P0)) JPMES(L˜(P )) JPMES(L(P ))
∆P1 28.35 25.51 24.95
∆P2 ∞ 26.52 25.16
∆P3 24.49 24.18 24.02
∆P4 24.48 24.13 24.08
∆P5 24.34 24.25 24.25
∆P6 25.01 24.25 24.14
Tabelle B.2: Sto¨rgro¨ßen sowie dazugeho¨rige Werte der Zielfunktion (7.33) fu¨r die drei
verschiedenen Scha¨tzer Feedbackmatrizen L(Pˆ0), L˜(Pˆ ) und L(Pˆ ).
B.1.3 Echzeitanpassung des LQG-Reglers
Sto¨rung KP0 ,LP0 KP0 ,L˜P K˜P ,LP0 K˜P ,L˜P K˜P ,LP KP ,L˜P KP ,LP
∆P1 234730.97 54662.19 60641.50 19256.90 10034.56 18010.44 9783.16
∆P2 ∞ 234177.62 ∞ 76962.31 23273.21 66683.48 21461.16
∆P3 25029.38 6561.44 21111.11 8498.18 12929.27 8534.91 12877.72
∆P4 12258.28 5535.98 11873.01 5338.17 5250.80 5338.08 5250.72
∆P5 5230.27 4030.18 4556.07 4904.72 4838.27 4602.46 4537.82
∆P6 14657.51 4600.30 4537.08 1472.66 401.05 1440.04 391.19
Tabelle B.3: Darstellung des Zielfunktionswertes fu¨r die verschiedenen Parametersto¨run-
gen mit den Feebackmatrizen KP0, K˜P und KP fu¨r den LQ-Regler sowie
LP0, L˜P und LP fu¨r den Scha¨tzer.
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B.2 Hexakopter
B.2.1 Echzeitanpassung des LQ-Reglers
Sto¨rung J(K(P0)) J(K˜(P )) F (K(P ))
∆P1 13324.50 13302.43 13301.31
∆P2 12221.44 12216.02 12208.50
∆P3 13406.07 12439.49 12437.13
∆P4 11485.17 11478.63 11415.46
∆P5 8935.75 8304.43 8127.83
∆P6 10408.63 10159.10 10158.11
∆P7 13649.08 13591.56 13590.49
∆P8 ∞ 12816.82 12799.00
∆P9 ∞ 12812.04 12795.55
∆P10 ∞ 14637.45 14619.75
Tabelle B.4: Sto¨rgro¨ßen ∆Pi, i = 1, · · · ,10 sowie dazugeho¨riger Werte der Zielfunktion
(7.26) fu¨r die drei verschienden Feedbackmatrizen K(P0), K˜(P ) und K(P ).
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B.2.2 Echzeitanpassung des ME-Scha¨tzers
Sto¨rung JPMES(L(Pˆ0)) JPMES(L˜(Pˆ )) JPMES(L(Pˆ ))
∆Pˆ1 53.28 47.66 46.72
∆Pˆ2 57.64 57.45 55.38
∆Pˆ3 51.83 50.76 50.62
∆Pˆ4 53.00 48.23 46.57
∆Pˆ5 51.21 46.82 46.31
∆Pˆ6 ∞ 75.17 48.17
∆Pˆ7 ∞ 78.58 47.65
Tabelle B.5: Sto¨rgro¨ßen ∆Pˆi, i = 1, · · · ,7 sowie dazugeho¨rige Werte der Zielfunktion
(7.33) fu¨r die drei verschiedenen Scha¨tzer Feedbackmatrizen L(Pˆ0), L˜(Pˆ )
und L(Pˆ ).
B.2 Hexakopter 149
B.2.3 Echzeitanpassung des LQG-Reglers
KP0 ,LPˆ0 KP0 ,L˜Pˆ K˜P ,LPˆ0 K˜P ,L˜Pˆ K˜P ,LPˆ KP ,L˜Pˆ KP ,LPˆ
Pˆ1 P1 14669.44 14592.61 14174.49 14080.19 14054.02 14053.77 14027.17
Pˆ1 P2 11730.11 11658.40 11634.17 11564.52 11543.37 11553.66 11532.40
Pˆ1 P3 15062.34 14971.76 14996.56 14906.55 14879.90 14918.45 14891.79
Pˆ1 P4 ∞ ∞ 16492.39 16380.71 16347.10 16377.66 16351.21
Pˆ2 P1 ∞ 17851.90 ∞ 15376.61 14929.46 15374.25 14899.32
Pˆ2 P2 ∞ 12477.96 ∞ 12424.47 12152.01 12415.16 12140.85
Pˆ2 P3 ∞ 16409.96 ∞ 16274.91 15840.55 16653.69 15866.69
Pˆ2 P4 ∞ ∞ ∞ 18114.37 17485.92 18060.48 17439.03
Pˆ3 P1 14230.96 14222.66 13909.95 13881.75 13879.15 13855.87 13853.20
Pˆ3 P2 11560.60 11537.11 11430.16 11407.81 11405.72 11397.40 11395.30
Pˆ3 P3 14761.66 14735.39 14718.00 14691.06 14688.56 14690.25 14695.76
Pˆ3 P4 ∞ ∞ 16188.70 16156.04 16152.95 16146.93 16144.00
Pˆ4 P1 14908.86 14604.08 14059.48 13980.79 13965.30 13955.32 13938.55
Pˆ4 P2 11650.33 11595.58 11538.33 11484.64 11474.19 11474.58 11463.99
Pˆ4 P3 14923.08 14851.81 14863.38 14794.72 14781.42 14790.33 14790.98
Pˆ4 P4 ∞ ∞ 16371.32 16270.00 16249.28 16264.06 16244.26
Tabelle B.6: Darstellung des Zielfunktionswertes fu¨r die verschiedenen Parametersto¨run-
gen (7.38) und (7.39) mit den Feedbackmatrizen KP0, K˜P und KP fu¨r den
LQ-Regler sowie LP0, L˜P und LP fu¨r den Scha¨tzer.
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