Abstract-Over
I. INTRODUCTION
Agriculture has significant history in India. It contributes 10-15% Gross Domestic Product (GDP) to the India Economy. Agriculture as a business is unique crop production is dependent on many climate and economy factors. The agriculture yield is primarily depends on weather conditions. The volume of data is enormous in Indian agriculture. The data when become information is highly useful for many purposes. The conventional and traditional system of data analysis is agriculture is purely dependent on statistics.
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Data Mining is modern data analysis technique, it has wide range of applications in the agriculture field. Data Mining techniques aim at finding the patterns or information in the data that are both valuable and interesting to the farmer. Data Mining has been used to analyze large data sets and established useful classification and patterns in the data sets. Data Mining is the processor of discovering previously unknown and potentially increasing pattern in large data sets. The mined information is used for representing as a model for prediction.
Data Mining techniques are mainly divided in two groups, classification and clustering techniques. Classification techniques are designed for classifying unknown samples using information provided by a set of classified samples. This set is usually referred to as a training set as it is used to train the classification technique how to perform its classification. Generally, Artificial Neural Networks and Support Vector Machines, these two classification techniques learn from training set how to classify unknown samples. Another classification technique, K-Nearest Neighbor, does not have any learning phase, because it uses the training set every time a classification must be performed. A training set is known, and it is used to classify samples of unknown classification.
In the event training set not available, there is no previous knowledge about the data to classify. In this case, clustering techniques can be used to split a set of unknown samples into clusters. Clustering is a one of the method in data mining, it means that process of grouping a set of physical or abstract objects into class of similar objects. Clustering is grouping of data into similar groups with respect to similarity of the data. There are many clustering methods available and each of them give different grouping of a data set.
Normally, Clustering techniques are divided in hierarchical and partitioning. While hierarchical clustering algorithms builds clusters gradually, partitioning algorithms learn clusters directly. Some of the most used clustering techniques are Density based clustering technique and K-Means approach.
II. DATA MINING TECHNIQUES

A. Multiple Linear Rgression
Multiple Linear Regression (MLR) is the method used to model the linear relationship between a dependent variable and one or more independent variable(s). The dependent variable is sometimes termed as predictant and independent variables are called predictors. MLR is based on least squares and probably the most widely used method in climatology for developing models to reconstruct climate variables from tree ring services.
B. K-Means Approach
The K-Means approach is one of the most used clustering in the data mining. The idea behind the KMeans approach is very simple that certain partition of the data in K clusters, the center of the cluster can be computed as the mean of the all sample belonging to a cluster. The center of the cluster can be considered as the representative of the cluster. The center is quite close to all samples in the cluster.
C. K-Nearest Neighbor
The K-Nearest Neighbor technique is one of the classification technique in data mining. It does not have learning phase because it uses the training set every time a classification is performed. Nearest Neighbor search also known as proximity search, similarity search or closest point search and it is an optimization problem for finding closest points in metric spaces.
D. Artificial Neural Networks
An Artificial Neural Network (ANN) is an attractive alternative for building a knowledge-discovery environment for a crop production system. An ANN can use yield history with measured input factors for automatic learning and automatic generation of a system model. A Multilayer Perceptron (MLP) is a feed forward Artificial Neural Network model that maps sets of input data into a set of appropriate output. The MLP consists of an input and an output layer with one or more hidden layers of non linearly activating nodes. Each node in one layer connects with a certain weight to every node in the following layer.
E. Support Vector Machines
Support Vector Machines (SVMs) are binary classifiers able to classify data samples in two disjoint classes. The basic idea behind this technique comes from the simplified case in which the two classes are linearly separable. SVM are a set of related supervised learning method used for classification and regression. i.e. the SVM can build a model that predicts whether a new example falls into category or the other. A support vector machine is a concept is statistics and computer science for a set of related supervised learning methods that analyze data and recognize patterns used for classification and regression analysis. The SVM takes a set of input data and predicts for each given input which of two possible classes forms the input making the SVM a non probabilistic binary linear classifier.
III. LITERATURE SURVEY
Clustering techniques are widely used in data compression in image processing, it is otherwise known as vector quantization [1] . Clustering in data mining was brought to routine by greatest development in information retrieval and text mining [2] , [3] . This techniques has been used in different areas such as spatial data base applications GIS or astronomical data [4] . This techniques can also been studied in sequence and heterogeneous data analysis [5] and web applications [6] .
In the agricultural science, Data Mining clustering techniques are found in Grading apples before marketing [7] , detecting weeds on precision agriculture [8] .
Data Mining is the Process of discovering meaningful new correlation, patterns and trends by shifting through large amount of data, using pattern recognition technologies as well as statistical and mathematical techniques. Data Mining techniques are often used to studied soil characteristics. As an example, the K-Mean approach is used for classifying soils in combination with GPS based techniques [9] and K-Means approach is used to perform forecasts of the pollution in the atmosphere [10] .
The researchers worked on Rainfall variability analysis and its impact on crop productivity [11] . In this case study collected the weekly rainfall data and number of rainy days recorded from 1958 to 1996 (39 years) at the main Dry farming research station. The correlation and regression studies were worked out using rainfall(x) as independent variable and yield(y) as dependent variable to derive information on rainfall-yield relationship and to develop yield prediction model for important crops.
A number of studies have been carried out on the application of data mining techniques for agricultural data sets. For example, the K-Nearest Neighbor is applied for simulating daily precipitations and other weather variables [12] and the different possible changes of the weather scenarios are analyzed using SVMs [13] .
From the research article [14] , the researcher express that large amount of data which is collected and stored for analysis. Making appropriate use of these data often leads to considerable gains in efficiency and therefore economic advantages.
The researchers [15] explain comparison of different classifiers and the outcome of research could improve the management and systems of soil uses throughout large fields that include agriculture, horticulture, environmental and land use management.
IV. PROPOSED MODEL
Density based clustering technique tries to divide the data into non-equal clusters, based on the mathematical model "Euclidean distance". According to the model the process is done in the following steps:
1. Picking the no of parameters for the no of independent factors. 2. Picking the no of clusters to be divided up on the data.
3. Now pick up the first 'n' no of points in the given data, where n is "no of clusters" and with 'm' co-ordinates where 'm' is no of parameters as (x,y,…m). 4. Now these choosen points are calculating the distance from one to another in the complete data set as shown below. i. A={ (x 1 ,y 1 ,… 
V. RESULTS
The data available in this paper has been obtained for the years from 1955 to 2009 in East Godavari district of Andhra Pradesh in India. The data is taken in four input variables. They are year, area of sowing in hectares, rainfall in centimeters and production in metric tons. Table I describes the estimation of crop yield where the minimum and maximum production defines the lowest and approximated highest crop yield for the specific year for East Godavari District region in Andhra Pradesh, India using density based clustering technique. The co-relational Model MLR bring a co-relation between dependent variables and independent variables, here independent variables are rainfall, area of sowing, production per acre and time duration of crop grown. Table II shows exact production comparison with MLR estimations for East Godavari District region in Andhra Pradesh, India. The models MLR and density based clustering when compared, give us the best mechanism to utilize in order to predict the crop yield and regulate the production by controlling the independent factors.
In Fig. 1 the estimated results by MLR and Density based clustering technique are compared with respect to exact production to give out the best co-relational model to fit the prediction analysis. 
VI. CONCLUSIONS
In this paper Density based clustering technique was presented in order to find and evaluate the agricultural yield data. While evaluating with this model an attempt is made to predict the crop production over three specific regions of Andhra Pradesh in India. This model estimates the crop yield by taking several parameters which were explained earlier. Though there are different clustering techniques available in data mining. Density based clustering techniques is found suitable for the approximate prediction. In the subsequent work a comparison of the yield prediction can be made by applying different data mining techniques such as KMeans approach, K-Nearest Neighbor, Support Vector Machine.
