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Representations of Yangians with Gelfand-Zetlin bases
By Maxim Nazarov at York and Vitaly Tarasov at St. Petersburg
We study a certain family of finite-dimensional modules over the Yangian Y(glN ) .
The Yangian Y(glN ) is a canonical deformation of the universal enveloping algebra
U(glN [u]) in the class of Hopf algebras [D1]. The classification of the irreducible
finite-dimensional Y(glN ) -modules has been obtained in [D2] by generalizing the
results of the second author [ T1,T2 ]. These modules are parametrized by all pairs
formed by a sequence of monic polynomials P1(u), . . . , PN−1(u) ∈ C[u] and a
power series f(u) ∈ 1 + u−1C[[u−1]] .
The algebra Y(glN ) comes equipped with a distinguished maximal commutative
subalgebra A(glN ) . This subalgebra is generated by the centres of all algebras in
the chain
Y(gl1) ⊂ Y(gl2) ⊂ . . . ⊂ Y(glN ).
Continuing [C], we study finite-dimensional Y(glN ) -modules with a semisimple
action of the subalgebra A(glN ) . We will call these modules tame. We provide
a characterization of the irreducible tame modules in terms of the polynomials
P1(u), . . . , PN−1(u) ; see Theorem 4.1.
It turns out that the spectrum of the action of the subalgebra A(glN ) in every
irreducible tame module is simple. The eigenbases of A(glN ) in the latter modules
are called Gelfand-Zetlin bases. In Section 3 we provide explicit formulas for the
action of the generators of the algebra Y(glN ) introduced in [D2] on the vectors of
these bases. Moreover, each of these bases contains the vector ξ0 called singular.
For every vector ξ of the Gelfand-Zetlin basis we point out an element b ∈ Y(glN )
such that b · ξ0 = ξ .
The algebra Y(glN ) admits a homomorphism onto the universal enveloping alge-
bra U(glN ) . Denote this homomorphism by πN . The image of the centre of Y(glN )
with respect to πN coincides with the centre Z(glN ) of the algebra U(glN ) . So any
finite-dimensional Y(glN ) -module obtained via the homomorphism πN is tame.
The results of Section 3 can be regarded as a generalization of the classical formulas
of [GZ]. For more details on the connection between the formulas of [GZ] and the
Yangian Y(glN ) see our publication [NT]. It has inspired the publication [M].
For each M = 0, 1, 2, . . . there is a homomorphism of Y(glN ) to the commutant
in U(glM+N ) of the subalgebra U(glM ) . The image of this homomorphism along
with the centre Z(glM ) generates the commutant [O]. For any dominant integral
weights λ and µ of the Lie algebras glM+N and glM denote by Vλ,µ the subspace
in the irreducible glM+N -module of the highest weight λ formed by all singular
vectors with respect to glM of the weight µ . The latter homomorphism makes Vλ,µ
into an irreducible tame Y(glN ) -module.
Furthermore, for any h ∈ C there is an automorphism of the algebra Y(glN )
preserving the subalgebra A(glN ) . Applying this automorphism to an irreducible
finite-dimensional Y(glN ) -module V amounts to changing u by u + h in the
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respective polynomials P1(u), . . . , PN−1(u) and the series f(u) . Denote the re-
sulting Y(glN ) -module by V (h) . We prove that up to the choice of the series f(u)
every irreducible tame Y(glN ) -module splits into a tensor product of modules of
the form Vλ,µ(h) ; see Theorem 4.1.
Consider the Y(glN ) -module V (h) where the module V is obtained from the
the fundamental glN -module C
N via the homomorphism πN . The above stated
splitting property of any irreducible tame Y(glN ) -module was established in [C],
Theorem 3.9 under two extra conditions. First, the spectrum of the action of the
algebra A(glN ) in this module was assumed to be simple. Second, this module was
assumed to be a subquotient of the module V (h)⊗ . . .⊗ V (h′) where the number
of tensor factors is less than N . It was also conjectured in [C] that both these
conditions could be removed. So we confirm this conjecture in the present article.
The Yangian Y(glN ) can be viewed [D3] as a degeneration of the quantum univ-
ersal enveloping algebra Uq(ĝlN ) . All the results presented in this article have their
quantum counterparts. We will give them in a forthcoming publication. Note that
Theorem 4.11 from [GRV] is the counterpart of our formulas for the action of Y(glN )
in the module V (h) ⊗ . . .⊗ V (h′) where V = CN as above while the parameters
h, . . . , h′ ∈ C are in general position; see Theorem 2.9 and Corollary 3.9 here.
It is our pleasure to thank Ivan Cherednik and Grigori Olshanski for numerous
creative conversations. The first author was supported by the University of Wales
Research Fellowship. The second author should like to thank the Mathematics
Department of the University of Wales at Swansea for hospitality.
1. Preliminaries on Yangians
In this section we gather several known facts about the Yangian of the Lie algebra
glN . This is a complex associative unital algebra Y(glN ) with the countable set
of generators T
(s)
ij where s = 1, 2, . . . and i, j = 1, . . . , N . The defining relations
in the algebra Y(glN ) are
(1.1) [T
(r)
ij , T
(s+1)
kl ]− [T
(r+1)
ij , T
(s)
kl ] = T
(r)
kj T
(s)
il − T
(s)
kj T
(r)
il ; r, s = 0, 1, 2, . . .
where T
(0)
ij = δij · 1 . We will also use the following matrix form of these relations.
Let Eij ∈ End(C
N ) be the standard matrix units. Introduce two formal vari-
ables u, v and consider the Yang R -matrix
R(u, v) = (u− v) · id +
N∑
i,j=1
Eij ⊗Eji ∈ End(C
N )
⊗ 2
[u, v].
Introduce the formal power series in u−1
Tij(u) = T
(0)
ij + T
(1)
ij u
−1 + T
(2)
ij u
−2 + . . .
and combine all these series into the single element
T (u) =
N∑
i,j=1
Eij ⊗ Tij(u) ∈ End(C
N )⊗ Y(glN ) [[u
−1]].
REPRESENTATIONS OF YANGIANS 3
For any associative unital algebra X denote by ιs its embedding into a finite
tensor product X⊗n as the s -th tensor factor:
ιs(x) = 1
⊗ (s−1) ⊗ x⊗ 1⊗ (n−s), x ∈ X; s = 1, . . . , n.
Introduce also the formal power series with the coefficients in End(CN )
⊗2
⊗Y(glN )
T1(u) = ι1 ⊗ id
(
T (u)
)
, T2(v) = ι2 ⊗ id
(
T (v)
)
, R12(u, v) = R(u, v)⊗ 1.
Then the relations (1.1) can be rewritten as
(1.2) R12(u, v)T1(u)T2(v) = T2(v)T1(u)R12(u, v)
The relations (1.2) imply that for any formal series f(u) ∈ 1 + u−1C[[u−1]]
the assignement of the generating series Tij(u) 7→ f(u) · Tij(u) determines an
automorphism of the algebra Y(glN ) . We will denote by ωf this automorphism.
The element T (u) of the algebra End(CN )⊗Y(glN ) [[u
−1]] is invertible; denote
(1.3) T (u)−1 = T˜ (u) =
N∑
i,j=1
Eij ⊗ T˜ij(u).
Then the relations (1.2) along with the equality R(u, v)R(−u,−v) = 1− (u− v)2
imply that the assignment Tij(u) 7→ T˜ij(−u) determines an automorphism of the
algebra Y(glN ) . We will denote by σN this automorphism; it is clearly involutive.
We will also make use of the automorphism τN determined by the assignement
Tij(u) 7→ T˜N−j+1,N−i+1(u).
Lemma 1.1. Suppose that i 6= l and k 6= j . Then the coefficients of the series
Tij(u) commute with those of T˜kl(u) .
Proof. Multiplying (1.2) on the left and on the right by T2(v)
−1 we obtain the
equality
T1(u)R12(u, v)T2(v)
−1 = T2(v)
−1R12(u, v)T1(u).
Since i 6= l and k 6= j by multiplying the latter equality by Eii ⊗ Ekk ⊗ 1 on the
left and by Ejj ⊗Ell ⊗ 1 on the right we obtain that
Eij ⊗ Ekl ⊗
[
Tij(u) , T˜kl(−v)
]
= 0 
Due to (1.1) every sequence of pairwise distinct indices k = (k1, . . . , kM) where
1 6 ki 6M +N , determines an embedding of algebras
(1.4) ϕk : Y(glM )→ Y(glM+N ) : Tij(u) 7→ Tkikj (u).
We will also make use of the embedding of the same algebras ψk = σM+N ϕk σM .
The embedding ϕk with k = (1, . . . ,M) will be called standard. We will identify
the algebra Y(glM ) and its image in Y(glM+N ) with respect to the standard
embedding.
Now let k = (k1, . . . , kM) and l = (k1, . . . , kN) be two sequences such that
(1.5) { k1, . . . , kM } ⊔ { l1, . . . , lN } = {1, . . . ,M +N }.
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Corollary 1.2. The images of the embeddings ϕk and ψl in Y(glM+N ) commute.
Proof. The image of the mapping ψl coincides with that of σM+N ϕl and we have
σM+N ϕl
(
Tmn(u)
)
= T˜lmln(u). Due to Lemma 1.1 the coefficients of the series
Tkikj (u) commute with those of T˜lmln(u) for all possible i, j,m, n 
Consider the elements Eij as generators of the Lie algebra glN . The algebra
Y(glN ) contains the universal enveloping elgebra U(glN ) as a subalgebra: due
to (1.1) the assignment Eji 7→ T
(1)
ij defines the embedding. Moreover, there is a
homomorphism
(1.6) πN : Y(glN )→ U(glN ) : Tij(u) 7→ δij + Eji u
−1.
Note that this homomorphism is by definition identical on the subalgebra U(glN ) .
By (1.3) the automorphism σN of the algebra Y(glN ) is also identical on U(glN ) .
Let Z(glM ) denote the center of the universal enveloping algebra U(glM ) . By
the definition (1.4) the image ϕk
(
U(glM )
)
is contained in U(glM+N ) . For the
proof of the following proposition see [O].
Proposition 1.3. The centralizer of the subalgebra ϕk
(
U(glM )
)
in U(glM+N )
coincides with
ϕk
(
Z(glM )
)
· πM+N ψl
(
Y(glN )
)
.
We will now describe an alternative set of generators for the algebra Y(glN ) . These
generators were introduced in [D2], and we will call them Drinfeld generators. Let
i = (i1, . . . , im) and j = (j1, . . . , jm) be two sequences of indices such that
(1.7) 1 6 i1 < . . . < im 6 N and 1 6 j1 < . . . < jm 6 N.
Consider the sum over all permutations g of 1, 2, . . . , m
Qij(u) =
∑
g
Ti1jg(1)(u)Ti2jg(2)(u− 1) . . . Timjg(m)(u−m+ 1) · sign g ;
here the series in (u − 1)−1, . . . , (u − m + 1)−1 should be re-expanded in u−1 .
Denote
(1.6) Am(u) = Qii(u) for i = (1, . . . , m).
We will set A0(u) = 1 . The series AN (u) is called the quantum determinant for
the algebra Y(glN ) . The following proposition is well known; a detailed proof can
be found in [MNO], Section 2.
Proposition 1.4. The coefficients at u−1, u−2, . . . of the series AN (u) are free
generators for the centre of the algebra Y(glN ) .
Consider the ascending chain of algebras
(1.8) Y(gl1) ⊂ Y(gl2) ⊂ . . . ⊂ Y(glN )
determined by the standard embeddings. Denote by A(glN ) the subalgebra of
Y(glN ) generated by the centres of all the algebras in (1.8); this subalgebra is
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commutative. By Proposition 1.4 the coefficients of the series A1(u), . . . , AN (u)
generate the subalgebra A(glN ) . The subalgebra A(glN ) is maximal commutative
in Y(glN ) . This fact is contained in [C], Theorem 2.2. However, we will not use
this fact in the present article. Now for every m = 1, . . . , N − 1 denote
(1.9) Bm(u) = Qij(u), Cm(u) = Qji(u), Dm(u) = Qjj(u)
where i = (1, . . . , m) and j = (1, . . . , m− 1, m+ 1) . The coefficients of the series
Am(u), Bm(u), Cm(u); m = 1, . . . , N − 1
along with those of AN (u) generate the algebra Y(glN ) ; see [D2], Example. We
will call the coefficients of all these series the Drinfeld generators for Y(glN ) .
Remark. Consider the fixed point subalgebra in Y(glN ) with respect to all auto-
morphisms of the form ωf . This algebra is called the Yangian for the simple Lie
algebra slN and denoted by Y(slN ) . The coefficients of all the series
Am−1(u− 1)A
−1
m (u− 1)A
−1
m (u)Am+1(u), A
−1
m (u)Bm(u), Cm(u)A
−1
m (u)
with m = 1, . . . , N − 1 are generators of the algebra Y(slN ) ; see again [D2],
Example. The algebra Y(glN ) is isomorphic to the tenzor product of its centre
and the algebra Y(slN ) ; see [MNO], Section 2 for the proof of this claim.
Now let i and j be any two sequences of indices satisfying the condition (1.7).
Introduce the increasing sequences ı˘= (im+1, . . . , iN ) and ˘= (jm+1, . . . , jN ) such
that
{ i1, . . . , im }⊔{ im+1, . . . , iN } = { j1, . . . , jm }⊔{ jm+1, . . . , jN } = {1, . . . , N }.
Let ε be the sign of the permutation (i1, . . . , in) 7→ (j1, . . . , jn) . Introduce also
the sequences
ı˜ = (N − iN + 1, . . . , N − im+1 + 1),
˜ = (N − jN + 1, . . . , N − jm+1 + 1).
Lemma 1.5. In the algebra Y(glN )[[u
−1]] we have the equalities
σN
(
Qij(u)
)
= ε ·Q˘ ı˘ (− 1− u) /AN(m− 1− u),(1.10)
τN
(
Qij(u)
)
= ε ·Qı˜ ˜ (u−m) /AN(u).(1.11)
Proof. Let H ∈ End(CN )
⊗m
denote the antisymmetrization map normalized so
that H2 = m!H . Then introduce the map
Hm = ι1 . . . ιm(H) ∈ End(C
N )
⊗m
.
Introduce also the formal power series with the coefficients in End(CN )
⊗N
⊗Y(glN )
T1(u) = ι1 ⊗ id
(
T (u)
)
, . . . , TN (v) = ιN ⊗ id
(
T (u)
)
.
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Then we have
T1(u)T2(u− 1) . . . Tm(u−m+ 1) · (Hm ⊗ 1) =(1.12)
(Hm ⊗ 1) · Tm(u−m+ 1) . . . T2(u− 1)T1(u) ;
see [MNO], Section 2 for the proof of this equality. In particular, when m = N
this equality implies that
T1(u)T2(u− 1) . . . TN (u−N + 1) · (HN ⊗ 1) = HN ⊗AN (u).
Therefore we have
Tm+1(u−m)Tm+2(u−m− 1) . . . TN (u−N + 1) · (HN ⊗ 1) =
T˜m(u−m+ 1) . . . T˜2(u− 1) T˜1(u) ·
(
HN ⊗AN (u)
)
.(1.13)
By multiplying the latter equality on the left by IN ⊗ 1 where IN equals
Eimim ⊗ . . .⊗Ei1i1 ⊗ Ejm+1jm+1 ⊗ . . .⊗ EjNjN
we obtain that
ε ·Q˘ ı˘ (u−m) = σN
(
Qij(m− 1− u)
)
AN (u).
Replacing here the variable u by m− 1− u we obtain (1.10). The equality (1.12)
also implies
T˜m(u−m+ 1) . . . T˜2(u− 1) T˜1(u) · (Hm ⊗ 1) =
(Hm ⊗ 1) · T˜1(u) T˜2(u− 1) . . . T˜m(u−m+ 1).
Therefore by multiplying the equality (1.13) on the left by JN⊗1 where JN equals
EN−j1+1,N−j1+1⊗ . . .⊗ EN−jm+1,N−jm+1⊗
EN−iN+1,N−iN+1⊗ . . .⊗ EN−im+1+1,N−im+1+1
we obtain that
ε ·Qı˜ ˜ (u−m) = τN
(
Qij(u)
)
AN (u) 
By making use of Lemma 1.1 and Proposition 1.4 along with the equality (1.10) we
obtain the following corollary to Lemma 1.5.
Corollary 1.6. The coefficients of the series Qij(u) commute with those of Tikjl(u)
for all k, l = 1, . . . ,m .
Using the definitions (1.6) and (1.9) we obtain one more corollary to Lemma 1.5.
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Corollary 1.7. In the algebra Y(glN )[[u
−1]] we have the equalities
τN
(
Am(u)
)
= AN−m(u−m) /AN(u); m = 1, . . . , N ;
(1.14)
τN
(
Bm(u)
)
= −BN−m(u−m) /AN(u); m = 1, . . . , N − 1;
τN
(
Cm(u)
)
= −CN−m(u−m) /AN (u); m = 1, . . . , N − 1;
(1.15)
τN
(
Dm(u)
)
= DN−m(u−m) /AN (u); m = 1, . . . , N.
Remark. The automorphism τN of the algebra Y(glN ) is not involutive. Lemma
1.5 shows that
τ 2N
(
Tij(u)
)
= Tij(u−N) ·AN (u)/AN (u− 1).
For more comments on the automorphism τ 2N of Y(glN ) see [MNO], Section 5.
Now let an arbitrary M = 0, 1, 2, . . . be fixed. Denote
ı¯ = (1, . . . ,M,M + i1, . . . ,M + im),
¯ = (1, . . . ,M,M + j1, . . . ,M + jm).
Corollary 1.8. In the algebra Y(glM+N )[[u
−1]] we have the equality
Qı¯ ¯(u) = ψl
(
Qij(u)
)
·AM (u−m) for l = (M + 1, . . . ,M +N).
Proof. Introduce the sequences
m = (M + im+1, . . . ,M + iN ) and n = (M + jm+1, . . . ,M + jN ) .
By making use of Lemma 1.5 we then obtain the equalities
ψl
(
Qij(u)
)
= ε · σM+N ϕl σN
(
Qij(u)
)
=
ε · σM+N ϕl
(
Q˘ ı˘ (− 1− u) /AN(m− 1− u)
)
= σM+N
(
Qnm(−1− u) ·Qll(m− 1− u)
−1
)
=
(
Qı¯ ¯ (u) /AM+N(u+N −m)
)
·
(
AM (u−m) /AM+N (u+N −m)
)−1
= Qı¯ ¯ (u) ·AM (u−m)
−1

Remark. By making use of Corollary 1.8 we obtain for each m = 1, . . . , N − 1 the
following four equalities in the algebra Y(glN )[[u
−1]] :
Am(u) = Am−1(u− 1) · ψm,m+1
(
T11(u)
)
,
Bm(u) = Am−1(u− 1) · ψm,m+1
(
T12(u)
)
,
Cm(u) = Am−1(u− 1) · ψm,m+1
(
T21(u)
)
,
Dm(u) = Am−1(u− 1) · ψm,m+1
(
T22(u)
)
.
These equalities can be regarded as an alternative description of the Drinfeld gen-
erators for the algebra Y(glN ) .
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Proposition 1.9. We have the commutation relations in Y(glN )[[u
−1, v−1]]
[Am(u), Bn(v)] = 0 if m 6= n,(1.16)
[Cm(u), Bn(v)] = 0 if m 6= n,(1.17)
[Bm(u), Bn(v)] = 0 if |m− n| 6= 1,(1.18)
(u− v) · [Am(u), Bm(v)] = Bm(u)Am(v)−Bm(v)Am(u),(1.19)
(u− v) · [Cm(u), Bm(v)] = Dm(u)Am(v)−Dm(v)Am(u).(1.20)
Proof. Let m and n be any subsequences of i and j respectively. Suppose that
m and n are of the same length. Then by Corollary 1.6 the coefficients of the
series Qmn(u) commute with those of Qij(u) . This proves (1.16) to (1.18). For
the proof of the relations (1.19) to (1.20) see [NT], Section 1 
The proof of the next proposition is also contained in [NT], Section 1.
Proposition 1.10. The following relation holds in the algebra Y(glN )[[u
−1]] :
(1.21) Cm(u)Bm(u− 1) = Dm(u)Am(u− 1)− Am+1(u)Am−1(u− 1).
There is a natural Hopf algebra structure on Y(glN ) [D1]. The comultiplication
Y(glN )→ Y(glN )
⊗2
is defined by the assignement of the generating series
(1.22) Tij(u) 7→
N∑
k=1
Tik(u)⊗ Tkj(u).
Here and in what follows we take the tensor product over C[[u−1]] of the elements
from the algebra Y(glN )[[u
−1]] .
We will now consider the images of the Drinfeld generators for the algebra Y(glN )
with respect to the comultiplication
(1.23) ∆(n) : Y(glN )→ Y(glN )
⊗n
.
Let i and j be any two sequences of indices satisfying the condition (1.7).
Proposition 1.11. We have the equality
∆(n)
(
Qij(u)
)
=
∑
k(1),k(2), ... ,k(n−1)
Qik(1)(u)⊗Qk(1)k(2)(u)⊗ . . .⊗Qk(n−1)j(u).
where k(1),k(2), . . . ,k(n−1) run through all the increasing sequences of the integers
1, . . . , N of the length m .
Proof. We employ arguments similar to those used in the proof of Lemma 1.5. Let
H ∈ End(CN )
⊗m
be the antisymmetrization map inroduced therein. Introduce
the formal power series with the coefficients in End(CN )
⊗m
⊗ Y(glN )
Tk(u) = ιk ⊗ id
(
T (u)
)
; k = 1, . . . ,m.
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Then we have the relation
m! · T1(u)T2(u− 1) . . . Tm(u−m+ 1) · (H ⊗ 1) =(1.24)
(H ⊗ 1) · T1(u)T2(u− 1) . . . Tm(u−m+ 1) · (H ⊗ 1) .
Put
I = Ei1i1 ⊗ . . .⊗ Eimjm , J = Ej1j1 ⊗ . . .⊗ Ejmjm , K = Ei1j1 ⊗ . . .⊗Eimjm .
Then by the definition (1.6) we have the equality
(1.25) K ⊗Qij(u) = (I ⊗ 1) · T1(u)T2(u− 1) . . . Tm(u−m+ 1) · (HJ ⊗ 1).
Introduce the formal power series with coefficients in End(CN )
⊗m
⊗Y(glN )
⊗n
Tk[s](u) = ιk ⊗ ιs
(
T (u)
)
; k = 1, . . . , m; s = 1, . . . , n
where ιk and ιs are respectively the embeddings End(C
N ) → End(CN )
⊗m
and
Y(glN )→ Y(glN )
⊗n
. For any k = 1, . . . , m by the definition (1.22) we then have
id⊗∆(n)
(
Tk(u)
)
= Tk[1](u)Tk[2](u) . . . Tk[n](u).
Therefore from the equality (1.25) we obtain that
K ⊗∆(n)
(
Qij(u)
)
= (I ⊗ 1) · T1[1](u)T1[2](u) . . . T1[n](u)×
T2[1](u− 1)T2[2](u− 1) . . . T2[n](u− 1)× . . .×
Tm[1](u−m+ 1)Tm[2](u−m+ 1) . . . Tm[n](u−m+ 1) · (HJ ⊗ 1)
where I⊗1 and HJ⊗1 are now elements of the product End(CN )
⊗m
⊗Y(glN )
⊗n
.
Observe that the coefficients of the series Tk[s] commute with those of Tl[r] if
k 6= l and s 6= r . Thus the right hand side of the latter equality coincides with
(I ⊗ 1) · T1[1](u)T2[1](u− 1) . . . Tm[1](u−m+ 1)×
T1[2](u)T2[2](u− 1) . . . Tm[2](u−m+ 1)× . . .×
T1[n](u)T2[n](u− 1) . . . Tm[n](u−m+ 1)× (HJ ⊗ 1).
By applying the relation (1.24) repeatedly we now obtain that
K ⊗∆(n)
(
Qij(u)
)
= (m!)n−1 ×
(I ⊗ 1) · T1[1](u)T2[1](u− 1) . . . Tm[1](u−m+ 1) · (H ⊗ 1)×
T1[2](u)T2[2](u− 1) . . . Tm[2](u−m+ 1) · (H ⊗ 1)× . . .×
T1[n](u)T2[n](u−m+ 1) . . . Tm[n](u−m+ 1) · (HJ ⊗ 1).
Proposition 1.11 follows from this equality and from the relation (1.24) 
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Corollary 1.12. We have the equality ∆(n)
(
AN (u)
)
=
(
AN (u)
)⊗n
.
Note that ∆(n)
(
Am(u)
)
6=
(
Am(u)
)⊗n
in general. However, the next corollary will
be sufficient for our purposes. Endow the algebra Y(glN ) with the Z -grading deg
determined by
(1.26) deg T
(s)
ij = i− j; s = 0, 1, 2, . . . ;
see the relations (1.1). We will extend this grading to the algebra Y(glN )[[u
−1]]
by assuming that deg u−1 = 0 . The definitions (1.6) and (1.9) then show that
degAm(u) = 0, degBm(u) = −1, degCm(u) = 1.
The algebras Y(glN )
⊗n
and Y(glN )
⊗n
[[u−1]] then acquire grading by the group
Zn . We will fix the lexicographical ordering on the group Zn .
Corollary 1.13. For every m = 1, . . . , N we have the equality
∆(n)
(
Am(u)
)
=
(
Am(u)
)⊗n
+ terms of the smaller degrees.
Proof. Let us apply Lemma 1.11 to i = j = (1, . . . ,m) . Then degQik(1)(u) < 0
unless k(1) = i . Repeating this argument we obtain the required statement 
In Section 4 we will make use of the following observation. For each permutation g
of 1, 2, . . . , N denote by Ag(glN ) the subalgebra in Y(glN ) generated by all the
coefficients of the series Qii(u) where
(1.27) i =
(
1, . . . , N
)
\ g(m+ 1), . . . , g(N) ; m = 1, . . . , N.
Proposition 1.14. Let V be any finite-dimensional module of the algebra Y(glN ) .
The images in End(V ) of all the subalgebras Ag(glN ) are conjugated to each other.
Proof. Denote by θ the action of the algebra Y(glN ) in V . Take the embedding
of the algebra U(glN ) into Y(glN ) defined by Eji 7→ T
(1)
ij . By the relations (1.1)
we have
[Eji , T
(s)
kl ] = δil · T
(s)
kj − δkj · T
(s)
il ; s = 1, 2, . . . .
Therefore the image of glN in End(V ) contains an element G such that
expG · θ
(
T
(s)
ij
)
= θ
(
T
(s)
g(i) g(j)
)
· expG ; s = 1, 2, . . . .
The latter equalities along with (1.12) imply that for each m = 1, . . . , N we have
expG · θ
(
Am(u)
)
= θ
(
Qii(u)
)
· expG
where the increasing sequence i is defined in (1.27) 
2. Modules with Gelfand-Zetlin bases
In this section we will consider certain family of finite-dimensional modules over
the algebra Y(glN ) . Some of them will be irreducible and have a simple spectrum
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with respect to the action of the maximal commutative subalgebra A(glN ) . The
eigenbases of A(glN ) in the latter modules will be called Gelfand-Zetlin bases. We
will determine the eigenvalues of the coefficients of the series A1(u), . . . , AN (u)
corresponding to the vectors of these bases. The action of the remaining Drinfeld
generators of the algebra Y(glN ) on the vectors of these bases will be described in
Section 3.
Consider the matrix units Eij with i, j = 1, . . . , N as generators of the Lie
algebra glN . For every non-increasing sequence of integers λ = (λ1, . . . , λN )
denote by Vλ the irreducible glN -module of the highest weight λ . If ξ ∈ Vλ is
the highest weight vector then we have Eii · ξ = λi ξ and Eij · ξ = 0 for i < j .
Denote by Tλ the set of all arrays Λ with integral entries of the form
λN1 λN2 . . . . . . . . . . . . . λNN
λN−1,1 λN−1,2 . . . λN−1,N−1
. . . . .
.
λ21 λ22
λ11
where λNi = λi and λmi 6 λi for all i and m . An array Λ ∈ Tλ is called a
Gelfand-Zetlin scheme if λmi > λm−1,i > λm,i+1 for all possible m and i . Denote
by Sλ the subset in Tλ consisting of the Gelfand-Zetlin schemes.
There is a canonical decomposition of the space Vλ into the direct sum of one-
dimensional subspaces associated with the acsending chain of subalgebras
(2.1) U(gl1) ⊂ U(gl2) ⊂ . . . ⊂ U(glN )
determined by the standard embeddings. These subspaces are parametrized by the
elements ot the set Sλ . For each m = 1, 2, . . . , N − 1 the subspace VΛ ⊂ Vλ
corresponding to the scheme Λ ∈ Sλ is contained in an irreducible glm -submodule
of the highest weight (λm1, λm2, . . . , λmm) . These conditions define the subspace
VΛ uniquely, cf. [GZ]. The highest weight subspace in Vλ corresponds to the
scheme Λ where λmi = λi for every m = 1, . . . , N .
Consider the Z -grading on the algebra U(glN ) such that the degree of the
element Eij equals j− i . It is the grading by the eigenvalues of the adjoint action
in U(glN ) of the element NE11 + (N − 1)E22 + . . .+ ENN . Endow the space Vλ
with the Z -grading by the eigenvalues of the action of the same element. Then
the action of U(glN ) in the space Vλ becomes a graded action. Note that every
subspace VΛ in Vλ is a weight subspace and hence homogeneous; its degree equals
(2.2)
N∑
m=1
(N −m+ 1)
(
m∑
i=1
λmi −
m−1∑
i=1
λm−1,i
)
=
N∑
m=1
m∑
i=1
λmi .
Let us now make use of the homomorphism πN : Y(glN ) → U(glN ) defined
by (1.6). Note that this homomorphism preserves the Z -grading on the algebra
Y(glN ) introduced in the end of Section 1. For each m = 1, . . . , N and any Λ ∈ Tλ
introduce the rational function
(2.3) αmΛ(u) =
m∏
i=1
(u+ λmi − i+ 1)
(u− i+ 1)
;
note that αmΛ(u) can be also regarded as a formal power series in u
−1 .
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Lemma 2.1. The subspace VΛ ⊂ Vλ is an eigenspace for the coefficients of
the series πN
(
Am(u)
)
, the eigenvalues are the respective coefficients of the series
αmΛ(u) .
Proof. By the definition (1.6) we have
πN
(
Am(u)
)
∈
m∏
i=1
(u+ Eii − i+ 1)
(u− i+ 1)
+ U(glm)[[u
−1]] · nm
where nm is the subalgebra in glm spanned by the elements Eij with i < j .
Due to Proposition 1.4 the coefficients of the series πN
(
Am(u)
)
belong to the
center of the algebra U(glm) and act in any irreducible glm -submodule of Vλ via
scalars. Applying these coefficients to the highest weight vector in an irreducible
glm -submodule of Vλ we get the statement of Lemma 2.1 by the definition of the
subspace VΛ 
Note that due to the conditions λm1 > λm2 > . . . > λmm the scheme Λ ∈ Sλ can
be uniquely restored from the collection of rational functions α1Λ(u), . . . , αNΛ(u) .
Therefore the action in Vλ of the commutative subalgebra πN
(
A(glN )
)
in U(glN )
has a simple spectrum.
Remark. The subalgebra πN
(
A(glN )
)
in U(glN ) coincides with the subalgebra
generated by the centres of all the algebras in (2.1). The latter subalgebra in
U(glN ) is maximal commutative [C], Theorem 2.2.
Let M run through the set {0, 1, 2, . . .} . Fix the standard embedding of the alge-
bra U(glM ) into U(glM+N ) . For any pair of non-increasing sequences of integers
(2.4) λ = (λ1, . . . , λM , λM+1, . . . , λM+N ) and µ = (µ1, . . . , µM )
denote by Vλ,µ the subspace in the glM+N -module Vλ formed by all the singular
vectors with respect to glM of the weight µ . Denote by Sλ,µ the subset in Sλ
formed by all the arrays
Λ = (λli | 1 6 i 6 l 6M +N )
such that λli = µi for every l = 1, . . . ,M . The space Vλ,µ is the direct sum of
the subspaces VΛ in Vλ where Λ runs through the set Sλ,µ . We will assume that
the set Sλ,µ is not empty.
The action in Vλ of the centralizer of the subalgebra U(glM ) in U(glM+N )
preserves the subspace Vλ,µ by the definition of this subspace. By Proposition 1.3
the image of the homomorphism
πM+N ψl : Y(glN )→ U(glM+N ); l = (M + 1, . . . ,M +N)
commutes with the subalgebra U(glM ) in U(glM+N ) . We will regard Vλ,µ as a
module over the Yangian Y(glN ) by making use of this homomorphism. Introduce
the rational function
αµ(u) =
M∏
i=1
(u+ µi − i+ 1)
(u− i+ 1)
;
it can be also regarded as a formal power series in u−1 . We have αM,Λ(u) = αµ(u)
for every Λ ∈ Sλ,µ .
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Proposition 2.2. Suppose that m ∈ {1, . . . , N} and Λ ∈ Sλ,µ . The subspace
VΛ ⊂ Vλ,µ is an eigenspace for the coefficients of the series Am(u) , the eigenvalues
being the respective coefficients of the series αM+m,Λ(u)/αµ(u−m) .
Proof. Let us apply Corollary 1.8 to i = j = (1, . . . ,m) . Then we get the equality
ψl
(
Am(u)
)
= AM+m(u)/AM (u−m); l = (M + 1, . . . ,M +N)
in the algebra Y(glM+N )[[u
−1]] . By applying to this equality the homomorphism
πM+N and then making use of Lemma 2.1 we obtain the required statement 
The space Vλ,µ inherits from Vλ the Z -grading. Consider the Z -grading deg on
the algebra Y(glN ) defined by (1.26).
Proposition 2.3. The action of the algebra Y(glN ) in the space Vλ,µ is graded.
Proof. The action of the algebra U(glM+N ) in the space Vλ is a graded action.
The homomorphism πM+N : Y(glM+N ) → U(glM+N ) preserves the Z -grading.
But the embedding ψl : Y(glN )→ Y(glM+N ) with l = (M + 1, . . . ,M +N) also
preserves the Z -grading. Indeed, we have ψl = σM+N ϕl σM . Here the embedding
ϕl : Y(glN ) → Y(glM+N ) preserves deg by definition. But due to (1.3) we have
deg · σN = − deg and similarly deg · σM+N = − deg 
Denote by Λ 0 the array ( κli | 1 6 i 6 l 6M +N ) where
(2.5) κli =

µi if l < M,
min
(
λi, µi−l+M
)
if l >M and i > l −M,
λi if l > M and i 6 l −M.
Lemma 2.4. We have Λ 0 ∈ Sλ,µ .
Proof. For every i 6 N we have κM+N,i = λi by definition. Since the set Sλ,µ
is non-empty, we have the inequality λi 6 µi−N for every i > N . Therefore
κM+N,i = λi for i > N also. Similarly, for every i 6 M we have λi > µi
and κMi = µi . Since the sequences λ and µ are non-increasing, we have the
inequalities κli > κl−1,i > κl,i−1 for all possible l and i 
Observe that for any scheme Λ ∈ Sλ,µ we have the inequalities λli 6 κli for all
l and i . Therefore the subspace VΛ 0 in Vλ,µ has the maximal degree, see (2.2).
Thus we obtain the following corollary to Proposition 2.3.
Corollary 2.5. The subspace VΛ 0 ⊂ Vλ,µ is annihilated by the action of any
element in Y(glN ) of a positive degree.
We will denote by Tλ,µ the subset in Tλ formed by the arrays Λ such that λli = µi
for each l = 1, . . . ,M and λli 6 κli for all l and i . We have αM,Λ(u) = αµ(u)
for every Λ ∈ Tλ,µ .
Let β = ( β1, β2, . . . ) and γ = ( γ1, γ2, . . . ) be any two non-increasing sequences
of integers such that βi > γi for each i = 1, 2, . . . and βi = γi for every i large
enough. The skew Young diagram corresponding to the sequences β, γ is the set
{ (i, j) ∈ Z2 | i > 1, βi > j > γi }
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We shall employ the usual graphic representation of a diagram: a point (i, j) ∈ Z2 is
represented by the unit box on the plane R2 with the centre (i, j) , the coordinates
i and j on R2 increasing from top to bottom and from left to right respectively.
The content of the box corresponding to (i, j) is the difference j − i . Here is the
diagram corresponding to the sequences
β = ( 6, 6, 4, 2, 0, -2, -3, -3, . . . ) and γ = ( 3, 2, 2, 1, -3, -3, . . . );
in this diagram we have indicated the content of the bottom box for every column.
−→ j|
y
i 3 4
0 1
-2
-6 -5
-8
Now consider the scheme Λ 0 ∈ Sλ,µ . We have κM+m,M+m > κM+N,M+N =
λM+N and κM+m,i > κMi for all possible m and i . For every m = 0, 1, . . . , N
denote by κ(m) the skew Young diagram corresponding to the sequences
( κM+m,1, κM+m,2 , . . . , κM+m,M+m, λM+N , λM+N . . . ),
( κM1, κM2 , . . . , κMM , λM+N , λM+N . . . ).
Thus the diagram κ(0) is empty. The diagram κ(N) will be denoted by λ/µ .
Lemma 2.6. Any column of the diagram κ(m) consists of at most m boxes. For
m > 1 the diagram κ(m−1) is obtained from κ(m) by removing the bottom box from
every column of the height m .
Proof. If M = 0 then both κ(m) and κ(m−1) are usual Young diagrams. The
latter diagram is obtained from the former by removing the row m . Lemma 2.6 is
then evidently true. We will suppose that M > 1 . If the top and the bottom boxes
of a column in κ(m) are (i, j) and (i+l, j) respectively then κMi < j 6 κM+m,i+l .
But for every l > m we have the ineqialities κMi > κM+m,i+m > κM+m,i+l since
Λ 0 ∈ Sλ,µ . This proves the first statement of Lemma 2.6.
To prove the second statement observe that κM+m−1,i differs from κM+m,i
only if i > m > 1 and κM+m,i > κM,i−m+1 . In this case we have κM+m−1,i =
κM,i−m+1 . Each of the columns corresponding to j with κM,i−m+1 < j 6 κM+m,i
has the height m . The box (i, j) is then the bottom box of this column. The row
i of κ(m−1) is obtained from that of κ(m) by removing each of these boxes 
Note that the condition Sλ,µ 6= ∅ on the sequences (2.4) is equivalent to the
condition that any column of the diagram λ/µ consists of at most N boxes. Now
for every m = 1, . . . , N − 1 introduce the polynomial in u
(2.6) Pm,λ/µ(u) =
∏
k
(u+ k)
where k runs through the collection of the contents of the bottom boxes in the
columns of the height m in the diagram λ/µ . We will make use of the following
observation.
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Proposition 2.7. For every m = 1, . . . , N − 1 we have the equality
αM+m+1,Λ 0(u)αM+m−1,Λ 0(u− 1)
αM+m,Λ 0(u)αM+m,Λ 0(u− 1)
=
Pm,λ/µ(u− 1)
Pm,λ/µ(u)
.
Proof. For every m = 0, . . . , N introduce the polynomial
Qm(u) =
∏
k
(u+ k)
where k runs through the collection of the contents of the bottom boxes in the
columns of the height m in the diagram κ(m) . Then by Lemma 2.6 we have
(2.7) Pm,λ/µ(u) = Qm(u)
/
Qm+1(u+ 1); m = 1, . . . , N − 1.
On the other hand, by the definition (2.3) and again by Lemma 2.6 we have
(2.8)
αM+m,Λ 0(u)
αM+m−1,Λ 0(u)
= (u−M −m+ 1) ·
Qm(u+ 1)
Qm(u)
; m = 1, . . . , N.
By comparing (2.7) and (2.8) we obtain the required statement 
The relations (1.2) imply that for any h ∈ C the assignment Tij(u) 7→ Tij(u+ h)
determines an automorphism of the algebra Y(glN ) ; here the series in (u + h)
−1
should be re-expanded in u−1 . We will denote by Vλ,µ(h) the Y(glN ) -module
obtained from Vλ,µ by the pullback through this automorphism.
Let us now make use of the comultiplication (1.23). For every s = 1, . . . , n fix
some h(s) ∈ C along with a pair of non-increasing sequences of integers
λ(s) =
(
λ
(s)
1 , . . . , λ
(s)
M(s)
, λ
(s)
M(s)+1
, . . . , λ
(s)
M(s)+N
)
and µ(s) =
(
µ
(s)
1 , . . . , µ
(s)
M(s)
)
where M (s) ∈ { 0, 1, 2, . . .} . Suppose that each of the sets Sλ(s),µ(s) is not empty.
Consider the Y(glN ) -module
(2.9) W = Vλ(1),µ(1)
(
h(1)
)
⊗ . . .⊗ Vλ(n),µ(n)
(
h(n)
)
.
In Section 3 we will prove that the Y(glN ) -module W is irreducible provided
h(r) − h(s) /∈ Z for all r 6= s . Theorem 2.9 below is contained in [C], Theorem 2.6.
However, we will give here the proof.
For each m = 1, . . . , N and every collection of schemes Λ(s) ∈ Sλ(s),µ(s) where
s = 1, . . . , n introduce the rational function
(2.10) χm,Λ(1), ... ,Λ(n)(u) =
n∏
s=1
αM(s)+m,Λ(s)
(
u+ h(s)
)
αµ(s)
(
u−m+ h(s)
) ;
it can be also regarded as a formal power series in u−1 .
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Proposition 2.8. For any collection of schemes Λ(s) ∈ Sλ(s),µ(s) with s = 1, . . . , n
there exists a non-zero vector ξ in W such that for every m = 1, . . . , N we have
the equality
Am(u) · ξ = ξ · χm,Λ(1), ... ,Λ(n)(u).
Proof. We will derive this statement from Corollary 1.13. Each of the vector spaces
Vλ(1),µ(1) , . . . , Vλ(n),µ(n) is Z -graded. Their tensor product acquires grading by the
group Zn ; we have fixed the lexicographical ordering on the group Zn .
For each s = 1, . . . , n and every Λ(s) ∈ Sλ(s),µ(s) choose a non-zero vector
ξΛ(s) in the subspace VΛ(s) ⊂ Vλ(s),µ(s) . The vectors ξΛ(1) ⊗ . . . ⊗ ξΛ(n) form a
homogeneous basis in W . By Corollary 1.13 and Proposition 2.3 for every m =
1, . . . , N we have the equality of formal series in u−1
Am(u) · ξΛ(1) ⊗ . . .⊗ ξΛ(n) = ξΛ(1) ⊗ . . .⊗ ξΛ(n) · χm,Λ(1), ... ,Λ(n)(u) + Ξ(u)
where Ξ(u) involves only the basic vectors in W with the degrees smaller than
that of ξΛ(1) ⊗ . . .⊗ ξΛ(n) . Proposition 2.8 now follows 
Theorem 2.9. Suppose that h(r) − h(s) /∈ Z for all r 6= s . Then there is a basis(
ξΛ(1), ... ,Λ(n) |Λ
(s) ∈ Sλ(s),µ(s) ; s = 1, . . . , n )
in the space W such that for every m = 1, . . . , N we have the equality
(2.11) Am(u) · ξΛ(1), ... ,Λ(n) = ξΛ(1), ... ,Λ(n) · χm,Λ(1), ... ,Λ(n)(u).
The equalities (2.11) determine the vector ξΛ(1), ... ,Λ(n) uniquely up to a scalar
factor.
Proof. Since h(r) − h(s) /∈ Z for all r 6= s , the collection of the schemes
Λ(s) ∈ Sλ(s),µ(s) ; s = 1, . . . , n
can be uniquely restored from the the collection of the rational functions
χm,Λ(1), ... ,Λ(n)(u); m = 1, . . . , N.
Thus the action in W of the commutative algebra A(glN ) has a simple spectrum by
Proposition 2.8. The vector ξΛ(1), ... ,Λ(n) ∈W can be determined as an eigenvector
of this action satisfying the equality (2.11) for every m = 1, . . . , N 
Let V be an irreducible finite-dimensional module of the algebra Y(glN ) . A basis
in the vector space V consisting of the eigenvectors of the subalgebra A(glN ) in
Y(glN ) will be called a Gelfand-Zelin basis. In Section 4 we will demonstrate that
any module V which admits such a basis, can be obtained from some module W
by applying to the algebra Y(glN ) an automorphism of the form ωf .
A non-zero vector ξ ∈ V is called singular if it is annihilated by all the coeffi-
cients of the series C1(u), . . . , CN−1(u) . The vector ξ is then unique up to a scalar
multiplier and is an eigenvector for the coefficients of the series A1(u), . . . , AN (u) ;
see [D2], Theorem 2. Moreover, then
(2.12)
Am+1(u)Am−1(u− 1)
Am(u)Am(u− 1)
· ξ =
Pm(u− 1)
Pm(u)
· ξ ; m = 1, . . . , N − 1
for certain monic polynomials P1(u), . . . , PN−1(u) with the coefficients in C .
These N − 1 polynomials are called the Drinfeld polynomials of the module V .
Every collection of N − 1 monic polynomials arises in this way. The modules with
the same Drinfeld polynomials may differ only by an automorphism of the algebra
Y(glN ) of the form ωf . The following properties [D2] of the vector ξ will be used
in Section 4.
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Proposition 2.10. The vector ξ is annihilated by every coefficient of the series
Tij(u) with i > j . Furthermore, we have
Tm+1,m+1(u−m)
Tm,m(u−m)
· ξ =
Pm(u− 1)
Pm(u)
· ξ ; m = 1, . . . , N − 1.
Denote by V the irreducible Y(glN ) -module obtained from V by the pullback
through the automorphism τN . Let P 1(u), . . . , PN−1(u) be the Drinfeld polyno-
mials of the module V . The next proposition will be also used in Section 4.
Proposition 2.11. For each m = 1, . . . , N−1 we have Pm(u) = PN−m(u−m) .
Proof. By the equalities (1.14) the automorphism τN preserves the subalgebra in
Y(glN ) generated by the coefficients of the series C1(u), . . . , CN−1(u) and AN (u) .
Therefore V and V have the same singular vectors. The required statement now
follows from the equalities (1.15) and (2.12). 
In the remainder of this section we will point out a singular vector in the module
W and evaluate the corresponding Drinfeld polynomials provided W is irreducible.
For every s = 1, . . . , n determine the scheme
Λ
(s)
0 = ( κ
(s)
li | 1 6 i 6 l 6M
(s) +N ) ∈ Sλ(s),µ(s)
in the way analogous to (2.5): we put
κ
(s)
li =

µ
(s)
i if l < M
(s),
min
(
λ
(s)
i , µ
(s)
i−l+M(s)
)
if l >M (s) and i > l −M (s),
λ
(s)
i if l > M
(s) and i 6 l −M (s).
Choose a non-zero vector ξ
Λ
(s)
0
in the subspace V
Λ
(s)
0
⊂ Vλ(s),µ(s) . Consider the
vector ξ0 = ξΛ(1)0
⊗ . . .⊗ ξ
Λ
(n)
0
in the space W .
Proposition 2.12. The vector ξ0 in W is annihilated by all the coefficients of
the series C1(u), . . . , CN−1(u) . For each m = 1, . . . , N we have the equality
(2.13) Am(u) · ξ0 = ξ0 · χm,Λ(1)0 , ... ,Λ
(n)
0
(u).
Proof. Denote by X(n) the vector subspace in Y(glN )
⊗n
[[u−1]] spanned by all
homogeneous elements whose degree in Zn has at least one positive component.
Since degCm(u) = 1 , by the definition of the comultiplication (1.23) we have
∆(n)
(
Cm(u)
)
∈ X(n) ; m = 1, . . . , N − 1.
Therefore Cm(u) ·ξ0 = 0 by Corollary 2.5. Furthermore, by Corollary 1.13 we have
∆(n)
(
Am(u)
)
∈
(
Am(u)
)⊗n
+X(n) ; m = 1, . . . , N − 1.
Thus by Proposition 2.2 the vector ξ0 satisfies (2.13) for every m = 1, . . . , N 
We now obtain the following corollary to Propositions 2.7 and 2.12.
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Corollary 2.13. Suppose that the module W is irreducible. Then the vector ξ0
in W is singular. The Drinfeld polynomials of the module W are
(2.14)
n∏
s=1
Pm,λ(s)/µ(s)
(
u+ h(s)
)
; m = 1, . . . , N − 1.
This fact will be substantially used in Section 4.
3. Action of the Drinfeld generators
In this section we will keep fixed the sequences λ(1), µ(1), . . . , λ(n), µ(n) along with
the parameters h(1), . . . , h(n) ∈ C . From now on until the end of this section we
will be assuming that h(r)−h(s) /∈ Z for all r 6= s . For each m = 0, . . . , N denote
ρm(u) =
n∏
s=1
αµ(s)(u−m+ h(s))M(s)+m∏
i=1
(
u− i+ 1 + h(s)
)
=
n∏
s=1
 m∏
i=1
(
u− i+ 1 + h(s)
)M(s)+m∏
i=1+m
(
u+ µ
(s)
i−m − i+ 1 + h
(s)
) ;
it is a polynomial in u of the degree
rm =M
(1) + . . .+M (n) +mn.
Note that for each m = 1, . . . , N − 1 we have the equality
(3.1) ρm(u) ρm(u− 1) = ρm+1(u) ρm−1(u− 1).
Consider the action of the coefficients of the formal Laurent series in u−1
(3.2) ρm(u)Am(u) and ρm(u)Bm(u), ρm(u)Cm(u), ρm(u)Dm(u)
in the Y(glN ) -module W . Denote by am(u) and bm(u), cm(u), dm(u) the series
with the coefficients in End(W ) corresponding to the series (3.2). Observe that
am(u) is a polynomial in u by Theorem 2.9.
Proposition 3.1. For every m = 1, . . . , N − 1 these bm(u), cm(u) and dm(u)
are polynomial in u . The degrees of bm(u) and cm(u) do not exceed rm − 1 .
Proof. Due to Proposition 1.11 each of the images
∆(n)
(
Bm(u)
)
, ∆(n)
(
Cm(u)
)
, ∆(n)
(
Dm(u)
)
∈ Y(glN )[[u
−1]]
is a finite sum of the series of the form
Qk(0)k(1)(u)⊗Qk(1)k(2)(u)⊗ . . .⊗Qk(n−1)k(n)(u)
where k(0),k(1), . . . ,k(n) are increasing sequences of the integers 1, . . . , N of the
length m . For each k(s) =
(
k
(s)
1 , . . . , k
(s)
m
)
denote
k¯(s) =
(
1, . . . ,M (s),M (s) + k
(s)
1 , . . . ,M
(s) + k(s)m
)
.
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Due to Corollary 1.8 for each s = 1, . . . , n the action of the coefficients of the
series Qk(s−1)k(s)(u) in the module Vλ(s),µ(s)
(
h(s)
)
can be defined as that of the
coefficients of
πM(s)+N
(
Qk¯(s−1)k¯(s)
(
u+ h(s)
)
·A
(s)
M
(
u−m+ h(s)
)−1)
∈ U(glM(s)+N )[[u
−1]]
in the subspace Vλ(s),µ(s) ⊂ Vλ(s) . But the product
πM(s)+N
(
Qk¯(s−1)k¯(s)
(
u+ h(s)
))
·
M(s)+m∏
i=1
(
u− i+ 1 + h(s)
)
is a polynomial in u by the definition of the homomorphism πM(s)+N . By Lemma
2.1 the coefficients of
πM(s)+N
(
A
(s)
M
(
u−m+ h(s)
))
∈ U(glM(s)+N )[[u
−1]]
act in Vλ(s),µ(s) as the respective coefficients of the series αµ(s)
(
u − m + h(s)
)
.
Therefore bm(u), cm(u) and dm(u) are polynomial in u . Now observe that
Bm(u), Cm(u) ∈ Y(glN )[[u
−1]] · u−1
by the definition (1.9). Since the degree of the polynomial ρm(u) equals rm the
degrees of the polynomials bm(u) and cm(u) do not exceed rm − 1 
In particular, am(u) and bm(u), cm(u), dm(u) can be evaluated at any point u ∈ C .
Let us now fix for every s = 1, . . . , n a scheme
Λ(s) = (λ
(s)
li | 1 6 i 6 l 6M
(s) +N ) ∈ Tλ(s),µ(s) .
For every m = 0, . . . , N consider the polynomial
̟m,Λ(1), ... ,Λ(n)(u) = ρm(u) · χm,Λ(1), ... ,Λ(n)(u)
=
n∏
s=1
M(s)+m∏
i=1
(
u+ λ
(s)
M(s)+m,i
− i+ 1 + h(s)
)
;
see the definition (2.10). Note that all the rm zeroes of this polynomial
ν
(s)
mi = i− λ
(s)
M(s)+m,i
− 1− h(s)
are pairwise distinct due to our assumption on the parameters h(1), . . . , h(n) . Also
that we have the equality ̟0,Λ(1), ... ,Λ(n)(u) = ρ0(u).
Endow the set of the pairs (l, j) where l = 1, . . . , N and j = 1, 2, . . . with the
following relation of precedence: (m, i) ≺ (l, j) if i < j or i = j and m > l . Let
ξ0 be the singular vector in W constructed in the end of Section 2. Consider the
vector in W
(3.3) ξ =
→∏
(l,j)
∏
(r,t)
bl(ν
(r)
lj − t)
 · ξ0
where the product in brackets is taken over the set F of all pairs (r, t) such that
r = 1, . . . , n and j 6M (r) + l ; t = 1, . . . , κ
(r)
M(r)+l,j
− λ
(r)
M(r)+l,j
.
Here for each fixed l the elements bl(ν
(r)
lj − t) ∈ End(W ) commute because of
the relation (1.18). The products in brackets do not commute with each other in
general. We arrange them from the left to the right according to the above relation
of precedence for the pairs (l, j) .
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Theorem 3.2. For every m = 1, . . . , N we have the equality
am(u) · ξ = ̟m,Λ(1), ... ,Λ(n)(u) · ξ.
Proof. We will employ the induction on the number of the factors bl(ν
(r)
lj − t) in
(3.3). If there is no factors then Λ(r) = Λ
(r)
0 for every r = 1, . . . , n and ξ = ξ0 .
In particular, the required equality then holds by Proposition 2.12.
Assume that the product in (3.3) contains at least one factor. Let (l, j) be
the minimal pair such that the corresponding set F is not empty. Let us fix an
arbitrary r ∈ {1, . . . , n} such that
λ
(r)
M(r)+l,j
< κ
(r)
M(r)+l,j
.
Denote by Ω(r) the array obtained from Λ(r) by increasing the (M (r)+ l, j) -entry
by 1 . Then Ω(r) ∈ Tλ(r),µ(r) and
(3.4) ξ = bl(ν
(r)
lj − 1) · η
where the vector η is determined in the way analogous to (3.3) by the sequence
of schemes Λ(1), . . . ,Ω(r), . . . ,Λ(n) instead of Λ(1), . . . ,Λ(r), . . . ,Λ(n) . If l 6= m
then
̟m,Λ(1), ... ,Ω(r), ... ,Λ(n)(u) = ̟m,Λ(1), ... ,Λ(r), ... ,Λ(n)(u).
By the relation (1.16) and by the inductive assumption we get
am(u) · ξ = am(u) bl(ν
(r)
lj − 1) · η = bl(ν
(r)
lj − 1) am(u) · η =
bl(ν
(r)
lj − 1)̟m,Λ(1), ... ,Ω(r), ... ,Λ(n)(u) · η = ̟m,Λ(1), ... ,Λ(r), ... ,Λ(n)(u) · ξ.
Now suppose that l = m ; then by the definition of Ω(r) we have
̟m,Λ(1), ... ,Ω(r), ... ,Λ(n)(u) =
u− ν
(r)
mj + 1
u− ν
(r)
mj
̟m,Λ(1), ... ,Λ(r), ... ,Λ(n)(u).
In particular, by the inductive assumption we then have
am(ν
(r)
mj − 1) · η = ̟m,Λ(1), ... ,Ω(r), ... ,Λ(n)(ν
(r)
mj − 1) · η = 0.
Therefore by the relation (1.19) and again by the inductive assumption we get
am(u) · ξ = am(u) bm(ν
(r)
mj − 1) · η
=
u− ν
(r)
mj
u− ν
(r)
mj + 1
bm(ν
(r)
mj − 1) am(u) · η
=
u− ν
(r)
mj
u− ν
(r)
mj + 1
bm(ν
(r)
mj − 1)̟m,Λ(1), ... ,Ω(r), ... ,Λ(n)(u) · η
= ̟m,Λ(1), ... ,Λ(r), ... ,Λ(n)(u) · ξ 
Therefore the vector ξ determined by (3.3) satisfies the equality (2.11) for every
m = 1, . . . , N . By Theorem 2.9 we can choose ξΛ(1), ... ,Λ(n) = ξ as soon as we
prove that ξ 6= 0 . We will describe first the action on the vector ξ of the coefficients
of the polynomials bm(u) and cm(u) for m = 1, . . . , N − 1 . Then we will prove
that the vector ξ does not vanish.
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Proposition 3.3. If Λ(r) /∈ Sλ(r),µ(r) for some r ∈ {1, . . . , n} then ξ = 0 .
Proof. As well as in the proof of Theorem 3.2 we will employ the induction on the
number of the factors bl(ν
(r)
lj − t) in (3.3). If there is no factors then Λ
(r) = Λ
(r)
0
for every r = 1, . . . , n and we have nothing to prove.
Assume that the product in (3.3) contains at least one factor. Let (l, j) be the
minimal pair such that the corresponding set F is not empty. Fix an arbitrary
r ∈ {1, . . . , n} such that
λ
(r)
M(r)+l,j
< κ
(r)
M(r)+l,j
.
Introduce the array Ω(r) ∈ Tλ(r),µ(r) and determine the vector η ∈W in the same
way as it was done in the proof of Theorem 3.2. Then we have the equality (3.4).
Suppose that Ω(r) ∈ Sλ(r),µ(r) and Λ
(s) ∈ Sλ(s),µ(s) for any s 6= r . Otherwise
η = 0 by the inductive assumption so that ξ = 0 due to (3.4).
By Theorem 3.2 the vector ξ is an eigenvector for the coefficients of the poly-
nomials a1(u), . . . , an−1(u) . Therefore by Theorem 2.9
̟m,Λ(1), ... ,Λ(r), ... ,Λ(n)(u) = ̟m,Υ(1), ... ,Υ(r), ... ,Υ(n)(u); m = 1, . . . , N
for certain schemes
Υ(r) ∈ Sλ(r),µ(r) ; r = 1, . . . , n.
Consider the roots ν
(r)
mi of the polynomial ̟m,Λ(1), ... ,Λ(r), ... ,Λ(n)(u) . Since the
array Ω(r)∈ Sλ(r),µ(r) we have the inequalities
ν
(r)
m1 + h
(r) < ν
(r)
m2 + h
(r) < . . . < ν
(r)
m,M(r)+m
+ h(r) if m 6= l;
ν
(r)
l1 + h
(r) < . . . < ν
(r)
lj + h
(r) 6 ν
(r)
l,j+1 + h
(r) < . . . < ν
(r)
l,M(r)+l
+ h(r) .
Moreover, we have h(s) − h(r) /∈ Z for any s 6= r by our assumption. Therefore
the array Λ(r) can be uniquely restored from the collection of the polynomials
̟m,Λ(1), ... ,Λ(r), ... ,Λ(n)(u); m = 1, . . . , N.
Thus Λ(r) = Υ(r) ∈ Sλ(r),µ(r) and the Proposition 3.3 is proved 
From now on we will suppose that Λ(s) ∈ Sλ(s),µ(s) for each s = 1, . . . , n . Let
an index m ∈ {1, . . . , N − 1} be fixed. By Proposition 3.1 to determine the
polynomials bm(u) · ξ and cm(u) · ξ it suffices to evaluate them at rm points.
We will evaluate these polynomials at u = ν
(s)
mi where s = 1, . . . , n and i =
1, . . . ,M (s) +m .
Let the indices s and i be fixed. Denote by Λ
(s)
+ the array obtained from Λ
(s)
by increasing the (M (s) + m, i) -entry by 1 . If Λ
(s)
+ ∈ Sλ(s),µ(s) then denote by
ξ+ the vector in W determined in the way analogous to (3.3) by the sequence of
schemes Λ(1), . . . ,Λ
(s)
+ , . . . ,Λ
(n) instead of Λ(1), . . . ,Λ(s), . . . ,Λ(n) . Denote by
γ
(s)
mi the product
n∏
r=1
M(r)+m+1∏
j=1

(
κ
(r)
M(r)+m+1,j
− λ
(s)
M(s)+m,i
+ i− j + h(r) − h(s)
)
if j 6 i(
λ
(r)
M(r)+m+1,j
− λ
(s)
M(s)+m,i
+ i− j + h(r) − h(s)
)
if j > i ,
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multiplied by the product
n∏
r=1
M(r)+m−1∏
j=1

(
κ
(r)
M(r)+m−1,j
− λ
(s)
M(s)+m,i
+ i− j − 1 + h(r) − h(s)
)
if j < i(
λ
(r)
M(r)+m−1,j
− λ
(s)
M(s)+m,i
+ i− j − 1 + h(r) − h(s)
)
if j > i .
Lemma 3.4. If Λ
(s)
+ ∈ Sλ(s),µ(s) then γ
(s)
mi 6= 0 .
Proof. Any factor in the product γ
(s)
mi corresponding to r 6= s is not zero since
h(r) − h(s) /∈ Z then. Since Λ(s),Λ
(s)
0 ,Λ
(s)
+ ∈ Sλ(s),µ(s) we have the inequalities
κ
(s)
M(s)+m+1,j
> κ
(s)
M(s)+m,j
> κ
(s)
M(s)+m,i
> λ
(s)
M(s)+m,i
if j 6 i ,
λ
(s)
M(s)+m+1,j
6 λ
(s)
M(s)+m,j−1
6 λ
(s)
M(s)+m,i
if j > i ,
κ
(s)
M(s)+m−1,j
> κ
(s)
M(s)+m,j+1
> κ
(s)
M(s)+m,i
> λ
(s)
M(s)+m,i
if j < i ,
λ
(s)
M(s)+m−1,j
6 λ
(s)
M(s)+m,j
6 λ
(s)
M(s)+m,i
if j > i .
These inequalities show that any factor in the product γ
(s)
mi corresponding to r = s
is also non-zero 
Theorem 3.5. We have
cm
(
ν
(s)
mi
)
· ξ =
{
− γ
(s)
mi · ξ+ if Λ
(s)
+ ∈ Sλ(s),µ(s) ;
0 otherwise.
Proof. If Λ(r) = Λ
(r)
0 for every r = 1, . . . , n then Λ
(s)
+ /∈ Sλ(s),µ(s) in particular.
On the other hand then ξ = ξ0 and by Proposition 2.12 we have cm(ν
(s)
mi ) · ξ = 0 .
Assume that the product in (3.3) contains at least one factor. Let (l, j) be the
minimal pair such that the corresponding set F is not empty. Fix an arbitrary
r ∈ {1, . . . , n} such that
λ
(r)
M(r)+l,j
< κ
(r)
M(r)+l,j
.
Introduce the array Ω(r) ∈ Tλ(r),µ(r) and determine the vector η ∈W in the same
way as it was done in the proof of Theorem 3.2. Then we have the equality (3.4).
Moreover, then Ω(r) ∈ Sλ(r),µ(r) since Λ
(r) ∈ Sλ(r),µ(r) by our assumption.
Let us prove first that the following equality holds for any (l, j, r) 6= (m, i, s) :
(3.5) cm
(
ν
(s)
mi
)
bl
(
ν
(r)
lj − 1
)
· η = bl
(
ν
(r)
lj − 1
)
cm
(
ν
(s)
mi
)
· η.
If l 6= m then we obtain (3.5) directly from the relation (1.17). But if l = m then
ν
(r)
mj − 1 6= ν
(s)
mi . Indeed, for r 6= s it follows from the assumption h
(r) − h(s) /∈ Z .
Since Ω(r) ∈ Sλ(r),µ(r) we also have ν
(r)
mj − 1 6= ν
(r)
mi . Due to Theorem 3.2 we then
also have the equalities
am
(
νmj(r)− 1
)
· η = ̟m,Λ(1), ... ,Ω(r), ... ,Λ(n)
(
ν
(r)
mj − 1
)
· η = 0,
am
(
νmi(s)
)
· η = ̟m,Λ(1), ... ,Ω(r), ... ,Λ(n)
(
ν
(s)
mi
)
· η = 0.
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Therefore by the relation (1.20) we again obtain that
cm
(
ν
(s)
mi
)
bm
(
ν
(r)
mj − 1
)
· η = bm
(
ν
(r)
mj − 1
)
cm
(
ν
(s)
mi
)
· η .
If λ
(s)
M(s)+m,i
= κ
(s)
M(s)+m,i
then Λ
(s)
+ /∈ Sλ(s),µ(s) . On the other hand, by applying
the equality (3.5) repeatedly we then get
cm
(
ν
(s)
mi
)
· ξ = cm
(
ν
(s)
mi
) →∏
(l,j)
∏
(r,t)
bl(ν
(r)
lj − t)
 · ξ0
=
→∏
(l,j)
∏
(r,t)
bl(ν
(r)
lj − t)
 cm(ν(s)mi) · ξ0 = 0
as we have claimed. Now we will assume that λ
(s)
M(s)+m,i
< κ
(s)
M(s)+m,i
.
For every r = 1, . . . , n consider the array Υ(r) the array obtained from Λ(r)
by changing all the (M (r) + l, j) -entries corresponding to the pairs (l, j) ≺ (m, i)
for κ
(r)
M(r)+l,j
and also by increasing the (m, i) -entry by 1 if r = s . Then Υ(r) ∈
Tλ(r),µ(r) for any r . Determine the vector ζ in the way analogous to (3.3) by the
sequence of schemes Υ(1), . . . ,Υ(n) instead of Λ(1), . . . ,Λ(n) . Due to Theorem
3.2 we then have
am
(
ν
(s)
mi − 1
)
· ζ = ̟m,Υ(1), ... ,Υ(n)
(
ν
(s)
mi − 1
)
· ζ = 0 .
We then also have ξ = p bm
(
ν
(s)
mi − 1
)
· ζ where
p =
→∏
(l,j)≺(m,i)
∏
(r,t)
bl(ν
(r)
lj − t)
 .
Therefore by applying the equality (3.5) repeatedly and using Proposition 1.10
along with the equality (3.1) we get
cm
(
ν
(s)
mi
)
· ξ = p cm
(
ν
(s)
mi
)
bm
(
ν
(s)
mi − 1
)
· ζ = − p am+1
(
ν
(s)
mi
)
am−1
(
ν
(s)
mi − 1
)
· ζ =
−̟m+1,Υ(1), ... ,Υ(n)
(
ν
(s)
mi
)
̟m−1,Υ(1), ... ,Υ(n)
(
ν
(s)
mi − 1
)
p · ζ = − γ
(s)
mi p · ζ .
Here if Λ
(s)
+ ∈ Sλ(s),µ(s) then p · ζ = ξ+ by definition. If Λ
(s)
+ /∈ Sλ(s),µ(s) then
p · ζ = 0 by Proposition 3.3 
Proposition 3.6. If Λ(r) ∈ Sλ(r),µ(r) for every r = 1, . . . , n then ξ 6= 0 .
Proof. As well as in the proof of Theorem 3.2 we will employ the induction on the
number of the factors bl(ν
(r)
lj − t) in (3.3). If there is no factors then Λ
(r) = Λ
(r)
0
for every r = 1, . . . , n and ξ = ξ0 6= 0 .
Assume that the product in (3.3) contains at least one factor. Let (l, j) be the
minimal pair such that the corresponding set F is not empty. Fix an arbitrary
r ∈ {1, . . . , n} such that
λ
(r)
M(r)+l,j
< κ
(r)
M(r)+l,j
.
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Introduce the array Ω(r) ∈ Tλ(r),µ(r) and determine the vector η ∈W in the same
way as it was done in the proof of Theorem 3.2. Then we have the equality (3.4).
Since Λ(r) ∈ Sλ(r),µ(r) we also have Ω
(r) ∈ Sλ(r),µ(r) . Therefore η 6= 0 by the
inductive assumtion. On the other hand, by Theorem 3.5 we then have
cl
(
ν
(r)
lj
)
· ξ = γ
(r)
lj · η
where γ
(r)
lj 6= 0 due to Lemma 3.4. Therefore ξ 6= 0 
Now consider the array Λ
(s)
− obtained from Λ
(s) by decreasing the (M (s) +m, i) -
entry by 1 . If Λ
(s)
− ∈ Sλ(s),µ(s) then denote by ξ− the vector in W determined
in the way analogous to (3.3) by the sequence of schemes Λ(1), . . . ,Λ
(s)
− , . . . ,Λ
(n)
instead of Λ(1), . . . ,Λ(s), . . . ,Λ(n) . Denote by β
(s)
mi the product
n∏
r=1
min(i,M(r)+m+1)∏
j=1
λ
(r)
M(r)+m+1,j
− λ
(s)
M(s)+m,i
+ i− j + 1 + h(r) − h(s)
κ
(r)
M(r)+m+1,j
− λ
(s)
M(s)+m,i
+ i− j + 1 + h(r) − h(s)
×
n∏
r=1
min(i,M(r)+m)−1∏
j=1
λ
(r)
M(r)+m−1,j
− λ
(s)
M(s)+m,i
+ i− j + h(r) − h(s)
κ
(r)
M(r)+m−1,j
− λ
(s)
M(s)+m,i
+ i− j + h(r) − h(s)
.
Lemma 3.7. The product β
(s)
mi 6= 0 and is well defined.
Proof. Any factor in the product β
(s)
mi corresponding to r 6= s is non-zero and
well defined since h(r) − h(s) /∈ Z then. Since Λ(s),Λ
(s)
0 ∈ Sλ(s),µ(s) we have the
inequalities
κ
(s)
M(s)+m+1,j
> λ
(s)
M(s)+m+1,j
> λ
(s)
M(s)+m,j
> λ
(s)
M(s)+m,i
if j 6 i ,
κ
(s)
M(s)+m−1,j
> λ
(s)
M(s)+m−1,j
> λ
(s)
M(s)+m,j+1
> λ
(s)
M(s)+m,i
if j < i .
These inequalities show that any factor in the product β
(s)
mi corresponding to r = s
is also non-zero and well defined 
Theorem 3.8. We have
bm
(
ν
(s)
mi
)
· ξ =
{
β
(s)
mi · ξ− if Λ
(s)
− ∈ Sλ(s),µ(s) ;
0 otherwise.
Proof. We will use again some of the arguments which appeared in the proofs of
Theorem 3.2 and Proposition 3.3. Consider the vector bm
(
ν
(s)
mi
)
· ξ ∈ W . Let us
check first that for any l = 1, . . . , N we have
(3.6) al(u) bm(ν
(s)
mi ) · ξ = ̟l,Λ(1), ... ,Λ(s)
−
, ... ,Λ(n)
(u) bm(ν
(s)
mi ) · ξ.
Indeed, if l 6= m then
̟
l,Λ(1), ... ,Λ
(s)
−
, ... ,Λ(n)
(u) = ̟l,Λ(1), ... ,Λ(s), ... ,Λ(n)(u).
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On the other hand, by the relation (1.16) and by Theorem 3.2 we then have
al(u) bm(ν
(s)
mi ) · ξ = bm(ν
(s)
mi ) al(u) · ξ = ̟l,Λ(1), ... ,Λ(s), ... ,Λ(n)(u) bm(ν
(s)
mi ) · ξ .
Suppose that l = m ; then by the definition of Λ
(s)
− we have
̟
m,Λ(1), ... ,Λ
(s)
−
, ... ,Λ(n)
(u) =
u− ν
(s)
mj − 1
u− ν
(s)
mj
̟m,Λ(1), ... ,Λ(s), ... ,Λ(n)(u).
Since due to Theorem 3.2
(3.7) am(ν
(s)
mi ) · ξ = ̟m,Λ(1), ... ,Λ(s), ... ,Λ(n)(ν
(s)
mi ) · ξ = 0,
by the relation (1.19) and again by Theorem 3.2 we get the equalities
am(u) bm(ν
(s)
mi ) · ξ =
u− ν
(s)
mi − 1
u− ν
(s)
mi
bm(ν
(s)
mi ) am(u) · ξ
= ̟
m,Λ(1), ... ,Λ
(s)
−
, ... ,Λ(n)
(u) bm(ν
(s)
mi ) · ξ .
Since Λ(s) ∈ Sλ(s),µ(s) the array Λ
(s)
− can be uniquely restored from the collection
of the polynomials
̟
l,Λ(1), ... ,Λ
(s)
−
, ... ,Λ(n)
(u); l = 1, . . . , N.
Thus if Λ
(s)
− /∈ Sλ(s),µ(s) then bm(ν
(s)
mi ) · ξ = 0 by Theorem 2.9 as we have claimed.
Assume that Λ
(s)
− ∈ Sλ(s),µ(s) . Then due to Theorem 2.9 and Proposition 3.6
the equalities (3.6) imply that
(3.8) bm(ν
(s)
mi ) · ξ = β · ξ−
for some β ∈ C . We will prove that β = β
(s)
mi here.
Let us compare the action of the element cm(ν
(s)
mi + 1) on the both sides of the
equality (3.8). On the right hand side wy Theorem 3.5 we have
cm(ν
(s)
mi + 1) β · ξ = −β γ · ξ
where γ is analogue of γ
(s)
mi for the collection of schemes Λ
(1), . . . ,Λ
(s)
− , . . . ,Λ
(n)
instead of Λ(1), . . . ,Λ(s), . . . ,Λ(n) . In particular, here γ 6= 0 by Lemma 3.4. On
the left hand side by applying Proposition 1.10 and using the equality (3.7) we get
cm(ν
(s)
mi + 1) bm(ν
(s)
mi ) · ξ = −am+1(ν
(s)
mi + 1) am−1(ν
(s)
mi ) · ξ
= −̟m+1,Λ(1), ... ,Λ(s), ... ,Λ(n)(ν
(s)
mi + 1)̟m−1,Λ(1), ... ,Λ(s), ... ,Λ(n)(ν
(s)
mi ) · ξ .
Since ξ 6= 0 by Proposition 3.6, we finally obtain that
β = ̟m+1,Λ(1), ... ,Λ(s), ... ,Λ(n)(ν
(s)
mi + 1)̟m−1,Λ(1), ... ,Λ(s), ... ,Λ(n)(ν
(s)
mi ) γ
−1 = β
(s)
mi .
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Thus we have proved Theorem 3.8 
Due to Proposition 3.6 we can choose ξΛ(1), ... ,Λ(n) = ξ . Theorems 3.2 and 3.5 , 3.8
then completely describe the action of the Drinfeld generators of the algebra Y(glN )
in the module W . Since the vector ξΛ(1), ... ,Λ(n) is uniquely determined by the
equalities (2.11), we obtain the following corollary to Lemmas 3.4 , 3.7.
Corollary 3.9. Y(glN ) -module W is irreducible if h
(r)−h(s) /∈ Z for all r 6= s .
4. Classification theorem
Let V be any irreducible finite-dimensional module over the algebra Y(glN ) . Let
P1(u), . . . , PN−1(u) be the Drinfeld polynomials corresponding to V . For each
m = 1, . . . , N − 1 consider the collection of zeroes of the polynomial Pm(−u)(
zmi | i = 1, . . . , degPm
)
.
Theorem 4.1. The following three conditions are equivalent.
a) For all m > l we have zli − zmj 6= 0, . . . , m− l unless (m, i) = (l, j) .
b) Up to some automorphism ωf of Y(glN ) the module V has the form (2.9)
where h(r) − h(s) /∈ Z for all r 6= s .
c) The action in the module V of the subalgebra A(glN ) is semisimple.
Proof. Due to Theorem 2.9 the condition (b) implies (c). We will demonstrate that
(a) implies (b) and that (c) implies (a). Suppose that the condition (a) is satisfied.
In particular, then we have umi 6= ulj unless (m, i) = (l, j) . Consider the partition
of the set of all zeroes
Z =
{
zmi |m = 1, . . . , N − 1; i = 1, . . . ,degPm
}
= Z(1) ⊔ . . . ⊔ Z(n)
where Z(1), . . . ,Z(n) are the maximal subsets in Z such that
z , w ∈ Z(s) ⇒ z − w ∈ Z ; s = 1, . . . , n.
Furthermore for each s = 1, . . . , n introduce the partition
Z(s) = Z
(s)
1 ⊔ . . . ⊔ Z
(n)
N−1
into the subsets of zeroes of the polynomials P1(−u), . . . , PN−1(−u) respectively.
We will suppose that Z 6= ∅ ; otherwise the module V is one -dimensional and
there we have Tij(u) 7→ f(u) · δij for certain series f(u) ∈ 1 + u
−1C[[u−1]] . For
each s = 1, . . . , n we will point out a parameter h(s) ∈ C and a skew Young
diagram λ(s)/µ(s) whose columns are of the height at most N − 1 such that
(4.1) Pm,λ(s)/µ(s)
(
u+ h(s)
)
=
∏
z ∈Z
(s)
m
(u+ z); m = 1, . . . , N − 1.
Then by Corollary 2.13 the module V will have the same Drinfeld polynomials as
the module (2.9). Therefore the condition (b) will be also satisfied.
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Let any s ∈ { 1, . . . , n } be fixed such that Z(s) 6= ∅ . Denote #Z(s) = p . Let
z1, . . . , zp be the elements of the set Z
(s) ; we will assume that zk − zk−1 < 0 for
all possible indices k . Put h(s) = z1 . Suppose that z1 ∈ Z
(s)
q . Then assign to
each k = 1, . . . , p the column
(4.2)
{
(i, j) ∈ Z2 | j = q − k + 1, zk − z1 6 j − i < zk − z1 +m
}
where zk ∈ Z
(s)
m . Note that here for k = 1 we have i > 1 . By our assumption for
any k > 1 we have the inequality
(4.3) zk − z1 < zk−1 − z1 .
Moreover, if zk−1 ∈ Z
(s)
l we also have the inequality
(4.4) zk − z1 +m < zk−1 − z1 + l .
If m 6 l it follows from (4.3). If m > l then zk−1 − zk 6= 1, . . . ,m − l by the
condition (a) so that (4.4) again follows from (4.3). Therefore the collection of all
columns (4.2) is a skew Young diagram. Denote this diagram by λ(s)/µ(s) ; the
equalities (4.1) then evidently hold. Thus we have proved that (a) implies (b).
It remains to prove that the condition (c) implies (a). We will consider first the
case N = 2 . Denote by Vk(h) the Y(gl2) -module Vλ,µ(h) with λ = (k, 0) and
µ = ∅ . Then up to some authomorphism ωf every irreducible finite-dimensional
Y(gl2) -module has the form
W = Vk(1)
(
h(1)
)
⊗ . . .⊗ Vk(n)
(
h(n)
)
for certain k(1), . . . , k(n) ∈ { 1, 2 . . .} and h(1), . . . , h(n) ∈ C . Moreover, if we
denote
X (s) =
{
h(s), h(s) + 1, . . . , h(s) + k(s)
}
; s = 1, . . . , n
then the condition X (r)∩X (s) 6= ∅ implies that either X (r) ⊂ X (s) or X (r) ⊃ X (s) .
These two facts are contained in [T2]; see also [CP1], Theorems 4.1 and 4.11.
Furthermore, by Proposition 2.8 for any choice of the elements x(s) ∈ X (s) with
s = 1, . . . , n there exists a non-zero vector ξ ∈W such that
(4.5) A1(u) · ξ = ξ ·
n∏
s=1
u+ x(s)
u+ h(s)
, A2(u) · ξ = ξ ·
n∏
s=1
u+ k(s) + h(s)
u+ h(s)
.
Put ρ1(u) = (u+h
(1)) . . . (u+h(n)) . Consider the formal Laurent series in u−1
(4.6) ρ1(u)A1(u), ρ1(u)B1(u), ρ1(u)C1(u), ρ1(u)D1(u).
By the definition of the comultiplication (1.23) the action in W of every coeffi-
cient of these series at u−1, u−2, . . . vanishes. Denote by a(u), b(u), c(u), d(u) the
polynomials in u with the coefficients in End(W ) corresponding to the series (4.6).
Suppose that the Drinfeld polynomial P (u) of the Y(gl2) -module W has mul-
tiple zeroes. We have to show that the action in W of the subalgebra A(gl2) is
then not semisimple. Due to Corollary 2.13 we have
P (u) =
n∏
s=1
k(s)∏
j=1
(
u+ j − 1 + h(s)
)
.
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Let z be the zero of the polynomial P (−u) of the maximal multiplicity. For
some r ∈ { 1, . . . , n } we have z ∈ X (r) . We will assume that the set X (r) is
minimal amongst those of X (1), . . . ,X (n) which contain z . Then the condition
X (r) ∩ X (s) 6= ∅ implies that X (r) ⊂ X (s) . In particular, for x = k(r) + h(r) we
have
(4.7) x 6= h(s), k(s) + h(s) + 1 ; s = 1, . . . , n.
Now set
x(s) =
{
x if x ∈ X (s);
h(s) otherwise
and consider a non-zero vector ξ ∈W satisfying the corresponding equalities (4.5).
Put α(u) = (u+x(1)) . . . (u+x(n)) . Then we have a(u) ·ξ = α(u) ·ξ . In particular,
(4.8) a(−x) · ξ = α(−x) · ξ = 0 ,
da
du
(−x) · ξ =
dα
du
(−x) · ξ = 0 .
Introduce the vectors in W
ξ ′ = b(−x) · ξ , ξ ′′ =
db
du
(−x) · ξ .
We shall prove that
a(u) · ξ ′ = α(u)
u+ x− 1
u+ x
· ξ ′ ;(4.9)
a(u) · ξ ′′ = α(u)
u+ x− 1
u+ x
· ξ ′′ −
α(u)
(u+ x)2
· ξ ′ .(4.10)
and that ξ ′ 6= 0 . Then the equalities (4.9), (4.10) will imply that the action in W of
the subalgebra in Y(gl2) generated by the coefficients of A1(u) is not semisimple.
Due to (4.8) by the relation (1.19) we have
a(u) · ξ ′ = a(u) b(−x) · ξ =
u+ x− 1
u+ x
b(−x) a(u) · ξ
= α(u)
u+ x− 1
u+ x
b(−x) · ξ = α(u)
u+ x− 1
u+ x
· ξ ′ ;
a(u) · ξ ′′ = a(u)
db
du
(−x) · ξ
=
u+ x− 1
u+ x
db
du
(−x) a(u) · ξ +
1
u+ x
[ a(u), b(−x)] · ξ
= α(u)
u+ x− 1
u+ x
db
du
(−x) · ξ −
α(u)
(u+ x)2
b(−x) · ξ
= α(u)
u+ x− 1
u+ x
· ξ ′′ −
α(u)
(u+ x)2
· ξ ′ .
Thus we have proved (4.9) and (4.10). Furthermore, due to the second equality in
(4.5) by the relation (1.21) we have
c(1− x) · ξ ′ = c(1− x) b(−x) · ξ = ρ1(1− x) ρ1(−x)A2(1− x) · ξ
= ξ ·
n∏
s=1
(
k(s) + h(s) + 1− x
) (
h(s) − x
)
.
Every factor in the above product differs from zero due to (4.7) so that ξ ′ 6= 0 .
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Thus if the action of A(gl2) in an irreducible finite-dimensional Y(gl2) -module
is semisimple then the corresponding Drinfeld polynomial has no multiple zeroes.
Hence (c) implies (a) for N = 2 . Let us now prove that (c) implies (a) for N > 3 .
Let ξ ∈ V be a singular vector. Suppose that the action in the module V of
the subalgebra A(glN ) is semisimple. Note that due to (1.14) the action of A(glN )
in the Y(glN ) -module V is then also semisimple.
Let the indices m, l ∈ {1, . . . , N − 1} such that m > l be fixed. Consider the
embedding ϕl,m+1 of the algebra Y(gl2) into Y(glN ) . By Proposition 1.14 the ac-
tion of A(gl2) in V corresponding to this embedding is semisimple. The action
of A(gl2) in the irreducible Y(gl2) -subquotient of V generated by the vector ξ is
then also semisimple. But due to Proposition 2.10 in the module V we have
Tm+1,m+1(u− 1)
Tl,l(u− 1)
· ξ =
Tm+1,m+1(u− 1)
Tm,m(u− 1)
·
Tm,m(u− 1)
Tm−1,m−1(u− 1)
· . . . ·
Tl+1,l+1(u− 1)
Tl,l(u− 1)
· ξ =
Pm(u+m− 2)
Pm(u+m− 1)
·
Pm−1(u+m− 3)
Pm−1(u+m− 2)
· . . . ·
Pl(u+ l − 2)
Pl(u+ l − 1)
· ξ
so that the Drinfeld polynomial of the above introduced subquotient equals
Pm(u+m− 1)Pm−1(u+m− 2) . . . Pl(u+ l − 1).
As we have already proved all zeroes of this polynomial are simple. Therefore
(4.11) zli − zmj 6= m− l unless (m, i) = (l, j).
By Proposition 2.11 the Drinfeld polynomial of the irreducible Y(gl2) -subquotient
of the module V generated by the vector ξ then equals
Pm(u+m− 1)Pm−1(u+m− 2) . . . P l(u+ l − 1) =
PN−m(u+N − 1)PN−m+1(u+N − 1) . . . PN−l(u+N − 1).
All zeroes of this polynomial are also simple. Replacing here N −m and N − l by
l and m respectively we obtain that the polynomials Pl(u) and Pm(u) of the
module V have no common zeroes.
Let us now assume that m > l . Fix an arbitrary k ∈ {1, . . . ,m− l} and put
k = (l, l + 1, . . . , l + k,m+ 1).
Consider the embedding ϕk of the algebra Y(glk+2) into Y(glN ) . By Proposition
1.14 the action of A(glk+2) in V corresponding to this embedding is semisimple.
The action of A(glk+2) in the irreducible Y(glk+2) -subquotient of V generated
by the vector ξ is then also semisimple. Due to Proposition 2.10 the first and the
last Drinfeld polynomials of this subquotient are respectively Pl(u+ l − 1) and
Pm(u+m− k − 1)Pm−1(u+m− k − 2) . . . Pl+k(u+ l − 1).
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As we have already proved, these two polynomials have no common zeroes. Thus
(4.12) zli − zmj 6= m− l − k unless (m, i) = (l, j) ; k = 1, . . . , m− l.
The statements (4.11) and (4.12) constitute the condition a). We have completed
the proof of Theorem 4.1 
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