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VALUE DISTRIBUTION THEORETICAL PROPERTIES OF
THE GAUSS MAP OF PSEUDO-ALGEBRAIC MINIMAL
SURFACES
YU KAWAKAMI
Abstract. In this thesis, we study value distribution theoretical prop-
erties of the Gauss map of pseudo-algebraic minimal surfaces in n-
dimensional Euclidean space. After reviewing basic facts, we give es-
timates for the number of exceptional values and the totally ramified
value numbers and the corresponding unicity theorems for them.
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2 Y. KAWAKAMI
1. Introduction
In this thesis we study some value distribution theoretical properties of
the Gauss map of complete minimal surfeces.
In 3-dimensional Euclidean space R3, the Gauss map of a minimal surface
is considered as a meromorphic function on the corresponding open Rie-
mann surface. This has given rise to many problems, because via Enneper-
Weierstrass representation there is remarkable analogy between the minimal
surface theory and the value distribution theory of meromorphic functions.
Among them, a very interesting problem is the following : if g is the Gauss
map of a non-flat complete regular minimal surfece, how many values can
g omit? In 1961 Osserman [29] proved that g can omit at most a subset
of points of logarithmic capacity 0. In 1981, Xavier [34] proved that g can
omit at most 6 values. Finally, in 1988 Fujimoto [7] proved that g can omit
at most 4 values. Since there are a lot of examples of complete minimal
surfaces whose Gauss maps omit 4 values (for example, the classical Scherk
surface), “4” is the best possible upper bound. Moreover, Fujimoto [10]
proved that the totally ramified value number νg, which gives more detailed
information than the number of exceptional values Dg, satisfies νg ≤ 4, and
this inequality is also best possible. Since the totally ramified value number
is a rational number, it is remarkable that its upper bound is an integer.
On the other hand, Osserman [28] proved that the Gauss map of non-flat
algebraic minimal surfaces M can omit at most 3 values. By an algebraic
minimal surface, we mean a complete regular minimal surface with finite
total curvature. However there is no known example with Dg = 3. On the
other hand there are many examples, of almost all topological types, with
Dg = 2 ([6] and [25]). Therefore, it has been widely believed that the sharp
upper bound of Dg is “2”. Moreover, as in the case of Fujimoto’s theorem,
it has been implicitly believed that the same is true for the totally ramified
value number νg.
In this situation, we obtained the following results. At first, we investigate
the totally ramified value number of algebraic minimal surfaces and discov-
ered algebraic minimal surfaces with νg = 2.5, i.e., strictly larger than 2
[19]. This overthrew the above implicitly believed upper bound “2”. Next,
the author, Kobayashi and Miyaoka [20] introduced the class of pseudo-
algebraic minimal surfaces in R3 which includes algebraic minimal surfaces
as a proper subclass and obtained estimates for the number of exceptional
values and the totally ramified value number of the Gauss map in this class.
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These are the best possible estimates for pseudo-algebraic minimal surfaces
and some special cases of algebraic minimal surfaces. By these estimates, we
can understand the relationship between Fujimoto’s result and Osserman’s
in this class and reveal the geometrical meaning behind them. We also give
a kind of unicity theorem, which asks the least number of values at which if
two Gauss maps g1 and g2 have the same inverse image then g1 = g2, for this
class. Moreover we [21] also proved an analog of these results for pseudo-
algebraic minimal surfaces in 4-dimensional Euclidean space R4, revealed
the relationship between Fujimoto’s result [7] and Hoffman-Osserman’s [15]
for this class. Recently, Jin and Ru [18] extend our results to algebraic min-
imal surfaces in n-dimensional Euclidean space Rn and get a ramification
estimate for this class.
In this thesis, we give a detailed review of all the above mentioned, i.e., we
study value distribution theoretical properties of the Gauss map of pseudo-
algebraic minimal surfaces in Euclidean space. We believe our results give
an important step toward the solution of Osserman’s question (i.e., Dg ≤ 2?
for algebraic minimal surfaces) and a new perspective to study the Gauss
map of minimal surfaces.
This paper is organized as follow. In Section 2, we recall basic facts on
complete minimal surfaces in Euclidean space used in this paper. In Section
3, we first explain the Gauss map of minimal surfaces in R3 and define
the pseudo-algebraic minimal surfaces in R3. Next, we give some results of
value distribution theoretical properties (ramification estimate and unicity
theorem) for this class. Finally, we give some results on Nevanlinna theory
of the Gauss map. In Section 4, we give some analogous results (ramification
estimate and unicity theorem) for pseudo-algebraic minimal surfaces in R4.
In Section 5, we extend Jin and Ru’s result and give some results on the
Gauss map of pseudo-algebraic minimal surfaces in Rn.
Acknowledgement.
The author thanks Profs Ryoichi Kobayashi, Shin Nayatani and Reiko Miyaoka
for many helpful comments and suggestions.
2. Basic facts on complete minimal surfaces in Rn
In this section, we collect some basic facts on complete minimal surfaces,
in particular algebraic minimal surfaces.
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2.1. The Gauss map of minimal surfaces in Rn. At first, we recall some
facts on a surface in Euclidean space. LetM be a oriented real 2-dimensional
differentiable manifold and x = (x1, . . . , xn) : M → Rn is an immersion. For
a point p ∈ M , take a local coordinate system (u1, u2) around p which are
positively oriented. The tangent plane of M at p is given by
Tp(M) = {λ ∂x
∂u1
+ µ
∂x
∂u2
| λ, µ ∈ R}
and the normal space of M at p is given by
Np(M) = {N |
(
N,
∂x
∂u1
)
=
(
N,
∂x
∂u2
)
= 0}
where (X,Y ) denotes the inner product of vectors X and Y . The metric ds2
on M induced from the standard metric on Rn, called the first fundamental
form on M , is given by
ds2 = (dx, dx) = g11(du
1)2 + 2g12du
1du2 + g22(du
2)2
where
gij =
( ∂x
∂ui
,
∂x
∂uj
)
(1 ≤ i, j ≤ 2)
and the second fundamental form of M with respect to a unit normal vector
N is given by
dσ2 = b11(N)(du
1)2 + 2b12(N)du
1du2 + b22(N)(du
2)2
where
bij(N) =
( ∂2x
∂ui∂uj
, N
)
(1 ≤ i, j ≤ 2) .
Then the mean curvature of M for the normal direction N at p is defined
by
(1) Hp(N) =
g11b22(N) + g22b11(N)− 2g12b12(N)
2{g11g22 − (g12)2} .
Definition 2.1. A surfaceM is called aminimal surface in Rn ifHp(N) =
0 for all p ∈M and N ∈ Np(M).
A local coordinate system (u1, u2) on an open set U inM is called isother-
mal on U if ds2 can be represented as
ds2 = λ2{(du1)2 + (du2)2}
for a positive smooth function λ on U .
Theorem 2.2 (S. S. Chern, [3]). For every surface M , there is a system
of isothermal local coordinates whose domains cover the whole M .
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Proposition 2.3. For an oriented surface M with a metric ds2, if we
take two positively oriented isothermal local coordinates (u, v) and (x, y),
then w = u +
√−1v is a holomorphic function in z = x + √−1y on the
common domain.
Let x : M → Rn be an oriented surface with a Riemannian metric ds2.
To each positive isothermal local coordinate system (u, v) we associate the
complex function z = u+
√−1v. By Proposition 2.3, we may regard M as
a Riemann surface. Then the metric ds2 is given by
ds2 = λz
2(du2 + dv2)
where
λz
2 =
(∂x
∂u
,
∂x
∂u
)
=
(∂x
∂v
,
∂x
∂v
)
Set complex differentiations
∂xi
∂z
=
∂xi
∂u
−√−1∂x
i
∂v
,
∂xi
∂z¯
=
(∂xi
∂z
)
.
following Osserman [29] and φi = (∂x
i/∂z)dz (i = 1, . . . , n), we may rewrite
the metric
(2) ds2 =
1
2
(
|φ1|2 + . . . + |φn|2
)
.
Define the Laplacian △z = ∂2/∂u2 + ∂2/∂v2 in terms of the complex local
coordinate z = u +
√−1v. If we take another complex local coordinate
ζ, then we have △ζ = |dz/dζ|2△z. Since λζ = λz|dz/dζ|, the operator
△ = (1/λz2)△z does not depend on the choice of complex local coordinate
z, which is called the Laplace-Bertrami operator.
Proposition 2.4. It holds that
(i) (△x,X) = 0 for each X ∈ Tp(M),
(ii) (△x,N) = 2H(N) for each N ∈ Np(M).
Proof. By the assumptions, we have
λ2 =
(∂x
∂u
,
∂x
∂u
)
=
(∂x
∂v
,
∂x
∂v
)
,
(∂x
∂u
,
∂x
∂v
)
= 0
Differentiating these identities, we have(∂2x
∂u2
,
∂x
∂u
)
=
( ∂2x
∂u∂v
,
∂x
∂v
)
,
( ∂2x
∂v∂u
,
∂x
∂v
)
+
(∂x
∂u
,
∂2x
∂v2
)
= 0 .
These imply (
△zx, ∂x
∂u
)
=
(
△zx, ∂x
∂v
)
= 0 .
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Since ∂x/∂u and ∂x/∂v generate the tangent plane, we conclude the asser-
tion (i) of Proposition 2.4. On the other hand, for every normal vector N
to M it holds that
H(N) =
b11(N) + b22(N)
2λ2
=
(△x,N)
2
.
It shows (ii) of Proposition 2.4. 
Theorem 2.5. Let x = (x1, . . . , xn) : M → Rn be a surface. Then M is
minimal if and only if each xi is a harmonic function on M , namely,
△zxi =
( ∂2
∂u2
+
∂2
∂v2
)
xi = 0 (1 ≤ i ≤ n)
for every complex local coordinate z = u+
√−1v.
Proof. By (i) of Proposition 2.4, △zx = 0 if and only if △zx is per-
pendicular to the normal space of M . This is equivalent to the condition
H(N) = 0 for each N ∈ Np(M) by (ii) of Proposition 2.4. 
Corollary 2.6. There exists no compact minimal surface without bound-
ary in Rn.
Proof. For a minimal surface x = (x1, . . . , xn) : M → Rn, if M is com-
pact, then each xi takes the maximum values at a point in M . By the
maximum principle of harmonic functions, xi is a constant. This is imposi-
ble because x is an immersion. 
Next, we recall the Gauss map of a surface immersed in Rn. We consider
the set of all oriented 2-linear subspaces in Rn and denote it by G2,n(R).
We identify it with the quadric Qn−2(C) in the (n − 1)-dimensional com-
plex projective space Pn−1(C) as following. To each P ∈ G2,n(R), taking a
positively oriented basis {X,Y } of P such that
(3) |X| = |Y |, (X,Y ) = 0
we assign the point Φ(P ) = π(X − √−1Y ), where π denotes the natural
projection of Cn\{0} onto Pn−1(C), namely, the map which maps each p =
(w1, . . . , wn)(6= (0, . . . , 0)) to the equivalence class
(w1 : · · · : wn) = {(cw1, . . . , cwn)|c ∈ C\{0}}
As is easily seen, the value Φ(P ) does not depend on the choice of a positive
basis of P satisfying (3) but does only on P . On the other hand, Φ(P ) is
contained in the quadric
Qn−2(C) = {(w1 : · · · : wn)|(w1)2 + · · · + (wn)2 = 0}(⊂ Pn−1(C)) .
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In fact, for a positive basis {X,Y } satisfying (3) we have
(X −√−1Y,X −√−1Y ) = (X,X) − 2√−1(X,Y )− (Y, Y ) = 0 .
Conversely, take an arbitrary point Q ∈ Qn−2(C). It is easily seen that there
is a unique oriented 2-plane P such that Φ(P ) = Q. This shows that Φ is
bijective. Thus the set of all oriented 2-planes in Rn is identified with the
quadric Qn−2(C).
Now, consider a surface x = (x1, . . . , xn) : M → Rn. For each point
p ∈ M , the oriented tangent plane Tp(M) is canonically identified via Φ
with an element of G˜2,n(R) ∼= Qn−2(C) after the parallel translation which
maps p to the origin.
Definition 2.7. The Gauss map of a surface M is defined as the map
of M into Qn−2(C) which maps each point p ∈M to Φ(Tp(M)).
For a positively oriented isothermal local coordinate (u, v) the vectors
X =
∂x
∂u
, Y =
∂x
∂v
give a positive basis of Tp(M) satisfying the condition (3). Therefore, the
Gauss map g is locally given by
(4) g = π(X −√−1Y ) =
(∂x1
∂z
:
∂x2
∂z
: · · · : ∂x
n
∂z
)
,
where z = u+
√−1v. We may write g = (φ1 : · · · : φn) with globally defined
holomorphic 1-forms φi = (∂x
i/∂z)dz (1 ≤ i ≤ n).
Theorem 2.8. A surface x : M → Rn is minimal if and only if the Gauss
map g : M → Pn−1(C) is holomorphic.
Proof. Assume that M is minimal. We then have
∂
∂z¯
(∂x
∂z
)
= △x = 0
by Theorem 2.5. This shows that ∂x/∂z satisfies Cauchy-Riemann’s equa-
tion. Hence, the Gauss map g is holomorphic.
Conversely, assume that g is holomorphic. For a complex local coordinate
z we set fi = ∂x
i/∂z (1 ≤ i ≤ n). After a suitable change of indices, we
may assume that fn has no zero. Since fi/fn are holomorphic, we have
△zxi = ∂
2xi
∂z¯∂z
=
∂
∂z¯
( fi
fn
fn
)
=
∂
∂z¯
( fi
fn
)
fn +
fi
fn
∂fn
∂z¯
= fi
1
fn
∂fn
∂z¯
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for i = 1, 2, . . . , n. Write
1
fn
∂fn
∂z¯
= h1 +
√−1h2
with real-valued functions h1, h2 and take the real parts of both sides of the
above equation to see
△zx = 2
(∂x
∂u
h1 +
∂x
∂v
h2
)
∈ Tp(M).
According to (i) of Propotion 2.4, we obtain (△zx,△zx) = 0 and so△zx = 0.
This implies that M is a minimal surface by Theorem 2.5. 
We say that a holomorphic 1-form φ on a Riemann surface M has no real
periods if
ℜ
∫
γ
φ = 0
for every cycle γ ∈ H1(M,Z). If φ has no real period, then the quantity
x(z) = ℜ
∫
γzz0
φ
depends only on z and z0 for a piecewise smooth curve γ
z
z0
in M joining z0
and z and so x is a well-defined function of z on M , which we denoted by
x(z) = ℜ
∫ z
z0
φ
from here on. Related to Theorem 2.8, we show here the following construc-
tion theorem of minimal surfaces.
Theorem 2.9. Let M be an open Riemann surface and φ1, . . . , φn a col-
lection of holomorphic 1-forms on M such that they have no common zeros,
no real periods and locally satisfy
(5) f1
2 + · · ·+ fn2 = 0
for holomorphic functions fi with φi = fidz. Set
(6) xi = ℜ
∫ z
z0
φi
for an arbitrarily fixed point z0 ofM . Then, the surface x = (x
1, . . . , xn) : M →
Rn is a minimal surface immersed in Rn such that the Gauss map is the map
g = (φ1 : · · · : φn) : M → Qn−2(C) and the induced metric is given by
(7) ds2 =
1
2
(|φ1|2 + · · ·+ |φn|2)
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Remark 2.10. We call the condition that each φi has no real periods
“period condition”.
Proof. By assumption, each xi is well-defined single-valued function on
M . Consider the map x = (x1, . . . , xn) : M → Rn. Since ∂xi
∂z
= fi, by (5) we
have
f1
2 + · · · + fn2 =
(∂x
∂u
,
∂x
∂u
)
− 2√−1
(∂x
∂u
,
∂x
∂v
)
−
(∂x
∂v
,
∂x
∂v
)
= 0
for z = u+
√−1v. This gives that(∂x
∂u
,
∂x
∂u
)
=
(∂x
∂v
,
∂x
∂v
)
,
(∂x
∂u
,
∂x
∂v
)
= 0 .
Moreover, the Cauchy-Schwarz inequality implies∑
i<j
|∂(x
i, xj)
∂(u, v)
|2 =
(∂x
∂u
,
∂x
∂u
)(∂x
∂v
,
∂x
∂v
)
−
(∂x
∂u
,
∂x
∂v
)2
=
1
4
(|f1|2+. . .+|fn|2) > 0
which mean that x is an immersion. Then, the induced metric is given by
ds2 =
(∂x
∂u
,
∂x
∂u
)
(du2 + dv2) =
1
2
(|f1|2 + . . .+ |fn|2)|dz|2
and (u, v) gives isothermal coordinate for the induced metric ds2. On the
other hand, by (4) the Gauss map g of M is given by g = (f1 : · · · : fn) with
holomorphic functions fi and so holomorphic. According to Theorem 2.8,
the surface M is a minimal surface. 
LetM be a Riemann surface with a metric ds2 which is conformal, namely,
represented as
(8) ds2 = λz
2|dz|2
with a positive smooth function λz in term of a complex local coordinate z.
Definition 2.11. For each point p ∈ M we define the Gauss curvature
of M at p by
(9) Kds2 = −△ log λz
(
= −△z log λz
λ2z
)
.
For a minimal surface M immersed in Rn, using (7), we find expression
(10) Kds2 = −
4|φ ∧ φ′|2
|φ|6
where
|φ|2 =
n∑
k=1
|fk|2, |φ ∧ φ′|2 =
∑
i<j
|fif ′j − fjf ′i |2 .
This implies that the curvature of a minimal surface is always nonpositive.
10 Y. KAWAKAMI
If a minimal surface is flat (i.e., the Gauss curvature vanishes everywhere
), then (10) implies that fi/fi0 ≡ const.(1 ≤ i ≤ n) for some i0 with fi0 6≡ 0
and, therefore, that the Gauss map g is a constant map.
Proposition 2.12. For a minimal surface M immersed in Rn, M is flat,
or equivalently, the Gauss map of M is a constant map if and only if it lies
in a plane.
Proof. The Gauss map of a surface which lies in a plane is obviously a
constant map. Conversely, we assume that the Gauss map g = (g1 : · · · : gn)
is constant. This means that every tangent plane Tp(M) of M (p ∈ M)
is perpendicular to (n − 2) particular linearly independent normal vectors
N1, . . . , Nn−2. We then have(∂x
∂u
,Nk
)
=
(∂x
∂v
,Nk
)
(1 ≤ k ≤ n− 2)
as function in local coordinates u and v. Therefore, each (x,Nk) is a constant
function for k = 1, . . . , n− 2 and so M lies in a plane. 
2.2. Algebraic minimal surfaces and its Gauss map. Next, we intro-
duce the total curvature of a minimal surface and recall some properties of
algebraic minimal surfaces. Let x = (x1, . . . , xn) : M → Rn be a minimal
surface and ds2 the metric on M induced from Rn. According to (10), the
Gauss curvature Kds2 is nonpositive.
Definition 2.13. The total curvature of a minimal surface M is defined
by
τ(M) =
∫
M
Kds2dA (≥ −∞)
where dA is the area form of (M , ds2).
According to (7) and (10), the total curvature of M is
(11) τ(M) =
∫
M
Kds2dA = −2
∫
M
|φ ∧ φ′|2
|φ|4 du dv .
The relation between the Gauss map and the total curvature can be made
explicit by introducing the Fubini-Study metric on Qn−2(C). On Pn−1(C),
there is a unique unitary invariant Ka¨hler metric called the Fubini-Study
metric which can be written as
ds2 = 2
|w ∧ dw|2
|w|4
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in homogeneous coordinates (w1 : · · · : wn) of Pn−1(C), where |w ∧ dw|2 =∑
i<j |widwj −wjdwi|2. The induced metric on the image under the Gauss
map g is
ds2 = 2
|φ ∧ φ′|2
|φ|4 |dz|
2 .
If we denote the image area under the Gauss map as A(g), then
(12) A(g) = −τ(M) .
When the total curvature of a complete minimal surface is finite, the surface
is called an algebraic minimal surface.
Now, we give the following characterization of algebraic minimal surfaces.
Theorem 2.14 (Chern-Osserman[4], Huber[14]). An algebraic minimal
surface x : M → Rn satisfies the followings :
(i) M is conformally equivalent to M\{p1, . . . , pk} where M is a com-
pact Riemann surface, and p1, . . . , pk are finitely many points of M .
(ii) Each φi (1 ≤ i ≤ n) can be extended to M as a meromorphic 1-form.
Proposition 2.15 (Chern-Osserman, [4]). Let x : M =M\{p1, . . . , pk} →
Rn be an algebraic minimal surface. Then φ = (φ1, . . . , φn) has a pole of
order µj ≥ 2 at each pj.
Proof. Let Dj = {z ∈ C | |z| < 1} be the local coordinate centered at
pj ∈M . At z = 0, the functions fi have at worst a pole of order νij , and so
we can write ∑
|fi|2 = c|z|2νj + higher order terms
for some c > 0 and νj = max{ν1j , . . . , νnj} ≥ 1. Assume that νj = 1. Then
for some constants (c1, · · · , cn) ∈ Cn,
fi =
ci
z
+ higher order terms (i = 1, . . . , n) .
Note
∑
fi
2 = 0 forces
(13)
n∑
i=1
(ci)
2 = 0
We put
ψi = fi − ci
z
so that each ψi is a holomorphic function near z = 0. Note that
ℜ(ci log z) = ℜ
∫
(fi − ψi)dz = xi −ℜ
∫
ψidz .
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Hence in a punctured neighborhood of z = 0, the real part of the function
ci(log z) is a well-defined harmonic function. However imaginary part of the
complex logarithm is a multi-valued function near the origin, each ci must
be real. By (13), each ci must be zero, which this is a contradiction. 
In this thesis, we study the Gauss map of the follwing class of complete
minimal surfaces that includes algebraic minimal surfaces.
Definition 2.16. We call a complete minimal surface in Rn pseudo-
algebraic, if the following conditions are satisfied:
(i) Each φi (i = 1, . . . , n) is defined on a puncutured Riemann surface
M = M\{p1, . . . , pk}, pj ∈ M , where M is a compact Riemann
surface.
(ii) Each φi can be extended to M as a meromorphic 1-form.
We call M the basic domain of the pseudo-algebraic minimal surface under
consideration.
Since we do not assume the period condition on M , a pseudo-algebraic
minimal surface is defined on some covering surface of M , in the worst case,
on the universal covering.
3. The Gauss map of pseudo-algebraic minimal surfaces in R3
In this section, we shall study the Gauss map of pseudo-algebraic minimal
surfaces in R3.
3.1. Pseudo-algebraic minimal surfaces in R3. First we shall study
the Gauss map of a surface in R3. In R3, each oriented plane P is uniquely
determined by the unit normal vector such that it is perpendicular to P and
the system {X, Y, N} is a positive orthonormal basis of R3 for arbitrarily
chosen positively oriented orthonormal basis {X, Y} of P . For an oriented
surface in R3 the tangent plane is uniquely determined by positively oriented
unit normal vector. On the other hand, the sphere S2 of all unit normal
vectors in R3 is identified with the extended complex plane Cˆ = C ∪ {∞}
by the stereographic projection ̟.
Definition 3.1. For minimal surface M immersed in R3, the Gauss map
g :M → Cˆ of M is defined as the map which maps each point p ∈M to the
point ̟(Np) ∈ Cˆ, where Np is the positively oriented normal vector Np of
M at p.
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Next, Definition 3.1 is canonically identified with the special case of that
for Definition 2.7. Indeed, their relationship is explained as follows. We take
an arbitrary point (w1 : w2 : w3) ∈ Q1(C). Set wi = xi −
√−1yi (1 ≤ i ≤ 3)
with real numbers xi, yi and
W = (w1, w2, w3), X = (x1, x2, x3), Y = (y1, y2, y3)
Since (w1)2+(w2)2+(w3)2 = 0, they satisfy the condition (3). Multiplying
W by a suitable constant, we may assume that |X| = |Y | = 1. Then, the
unit normal vector of the plane which has a positive basis {X,Y } is given
by
N = X × Y = ℑ(w2w3, w3w1, w1w2) .
For the case where w1 6= √−1w2, we assign to W the point
z =
w3
w1 −√−1w2
and otherwise, the point z = ∞. This correspondence is continuous inclu-
sively at ∞. Since |w1|2 + |w2|2 + |w3|2 = |X|2 + |Y |2 = 2, we have
1
2
(1
z
− z
)
=
w1
w3
,
√−1
2
(1
z
+ z
)
=
w2
w3
, |w3|2 = 4|z|
2
(|z|2 + 1)2 .
These yields
N =
( 2ℜz
|z|2 + 1 ,
2ℑz
|z|2 + 1 ,
|z|2 − 1
|z|2 + 1
)
.
This shows that the point S2 corresponding to W ∈ Q1(C) is mapped to
the above point z by the stereographic projection.
Let x = (x1, x2, x3) : M → R3 be a surface whose the Gauss map g in the
sense of Definition 2.7 is not a constant map. For a complex local coordinate
z = u+
√−1v, g is reperesented as g = (φ1 : φ2 : φ3) = (f1 : f2 : f3), where
(14) φi = fidz (1 ≤ i ≤ 3) .
Set
(15) hdz = φ1 −
√−1φ2, g = φ3
φ1 −
√−1φ2
.
Then the above “g” is the Gauss map in the sense of Definition 3.1. There-
fore, we see that these definitions are biholomorphically the same. From
here on we identify these two definitions. Theorem 2.8 implies :
Proposition 3.2. For a surfaceM immersed R3, M is a minimal surface
if and only if the Gauss map is meromorphic on M .
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We explain here Enneper-Weierstrass representation for minimal surfaces
in R3.
Theorem 3.3. Let x = (x1, x2, x3) : M → R3 be a non-flat minimal sur-
face immersed in R3. Consider the holomorphic 1-forms φ1, φ2, φ3 and
hdz, and the meromorphic function g which is defined by (14) and (15)
respectively. Then,
(i) we have
(16) φ1 =
1
2
(1− g2)hdz, φ2 =
√−1
2
(1 + g2)hdz, φ3 = ghdz
and we recover the immersion x by the real Abel-Jacobi map
(17) x(z) = ℜ
∫ z
z0
(φ1, φ2, φ3)
up to translation.
(ii) the metric induced from the standard metric on R3 is given by
(18) ds2 =
|h|2(1 + |g|2)2
4
|dz|2 .
(iii) the poles of g of order k coincides exactly with the zeros of hdz of
order 2k (We call it “ the regularity condition”) .
Remark 3.4. We call the above (hdz, g) the Weierstrass data of M .
Next, we can show the following restatement of Theorem 2.9 and Theorem
2.14 for n = 3.
Theorem 3.5. Let M be an open Riemann surface, hdz a non-zero holo-
morphic 1-form and g a non-constant meromorphic function M . Assume
that the poles of g of order k coincides exactly with the zeros of hdz of order
2k and that the holomorphic 1-forms φ1, φ2, φ3 defined by (16) have no real
periods. Then, for the functions x1, x2, x3 defined by (17), the surface
x = (x1, x2, x3) : M → R3
is a minimal surface immersed in R3 whose Gauss map is the map g and
whose induced metric is given (18).
Theorem 3.6. An algebraic minimal surface x : M → R3 satisfies the
following :
(i) M is conformally equivalent to M \ {p1, . . . , pk} where M is a com-
pact Riemann surface, and p1, . . . , pk are finitely many points of M .
(ii) The Weierstrass data (hdz, g) is extended meromorphically to M .
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Here, we give some examples. We denote the number of exceptional values
of g by Dg.
Example 3.7 (Enneper surface). OnM = C, we consider the Weierstrass
data
(hdz, g) = (dz, z)
The regularity condtion satisfied and the period condition is satisfied since
M is simply connected. The resulting minimal surface x : C → R3 is called
Enneper surface. It is an algebraic minimal surface with total curvature
−4π and Dg = 1.
Example 3.8 (Catenoid). On M = C\{0}, we consider the Weierstrass
data
(hdz, g) =
(dz
z2
, z
)
.
The data satisfies the regularity condtion and the period condition. The re-
sulting minimal surface x : C\{0} → R3 is called catenoid. It is an algebraic
minimal surface with total curvature −4π and Dg = 2.
Other than Catenoid, there are many examples of algebraic minimal sur-
faces with Dg = 2, which include those of hyperbolic type.
Theorem 3.9 (Miyaoka-Sato [25]). There exist algebraic minimal sur-
faces with Dg = 2, for
(i) G = 0, k ≥ 2
(ii) G = 1, k ≥ 3
(iii) G ≥ 2, k ≥ 4
When G = 0 and k = 2, all such minimal surfaces are classified. Examples
for G = 0 and k = 3 given below [[25], Proposition 3.1] are important for
later argument: let M = P1 \ {±i,∞}, and define a Weierstrass data by
(19)


g(z) = σ
z2 + 1 + a(t− 1)
z2 + t
hdz =
(z2 + t)2
(z2 + 1)2
dz, (a− 1)(t− 1) 6= 0
σ2 =
t+ 3
a{(t− 1)a+ 4} .
For any a, t satisfying σ2 < 0, we obtain an algebraic minimal surface whose
Gauss map omits two values σ, σa.
Applying the covering method to this surface (see Remark 3.21), we obtain
examples of (ii) and (iii). However as these examples have all the same
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image in R3, Miyaoka and Sato further constructed mutually non-congruent
examples for G = 1 and k = 4, by generalizing Costa’s surface [[25],Theorem
3]. For details see Remark 3.22.
Example 3.10 (Helicoid). On M = C, we consider the Weierstrass data
(hdz, g) = (e−zdz,
√−1ez) .
The regularity condition satisfied and the period condition is vacuously sat-
isfied. The resulting minimal surface x : C→ R3 is helicoid. It is a minimal
surface with infinite total curvature and Dg = 2.
Example 3.11 (Jorge-Meeks surface[17]). Let Σr = {z ∈ C|zr = 1}. We
take M = Cˆ\Σr and consider
(hdz, g) =
( dz
(zr − 1)2 , z
r−1
)
.
Then we can show that (hdz, g) is a Weierstrass data defining an algebraic
minimal surface with total curvature −4(r − 1)π and when r ≥ 3, Dg = 0.
Example 3.12 (Costa surface). Let M be the square torus on which the
Weierstrass ℘ functions satisfies (℘′)2 = 4℘(℘2 − a2). Let M be given by
removing 3 points satisfying ℘ = 0,±a from M . On M , we consider the
Weierstrass data
(hdz, g) =
(
℘(z)dz,
℘(z)
℘′(z)
)
,
where A = 2
√
2π℘(1/2). Then we can show that the minimal surface defined
by this Weierstrass data is an algebraic minimal surface with total curvature
−12π and Dg = 1.
In general, for a given meromorphic function g on M , it is not so hard to
find a holomorphic 1-form hdz satisfying the regularity condition. However,
the period condition always causes trouble. When the period condtion is
not satisfied, we anyway obtain a minimal surface on the universal covering
surface of M .
Here we notice that the triple of holomorphic 1-forms
eiθ(φ1, φ2, φ3), θ ∈ R
also satisfies the regularity condition. The corresponding Weierstrass data
is given by
(20)
{
gθ(z) = g(z)
hθdz = eiθhdz .
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As the period condition is scarcely satisfied by these data, we get an S1 pa-
rameter family of minimal surfaces defined on the universal covering surface
by (17), which is called the associated family. Note that all surfaces in this
family have the same Gauss map.
As easily seen from (10) and the assertion (ii) of Theorem 3.3, the Gauss
curvature of M is given by
(21) Kds2(p) = −
4|g′|2
|h|2(1 + |g|2)4
and the total curvature by
(22) τ(M) = −
∫
M
( 2|g′|
1 + |g|2
)2
du ∧ dv = −4πd, d ∈ N ∪ {∞} .
For a complete minimal surface in R3, the definition of “pseudo-algebraic”
is as follows.
Definition 3.13. We call a complete minimal surface in R3 pseudo-
algebraic, if the following conditions are satisfied:
(i) The Weierstrass data (hdz, g) is defined on a Riemann surface M =
M \ {p1, . . . , pk}, pj ∈M , where M is a compact Riemann surface.
(ii) (hdz, g) can be extended meromorphically to M .
We call M the basic domain of the pseudo-algebraic minimal surface under
consideration.
Remark 3.14. Gacksta¨tter called such surfaces abelian minimal surfaces
[13].
Algebraic minimal surfaces and their associated surfaces are certainly
pseudo-algebraic. Another important example is Voss’ surface. The Weier-
strass data of this surface is defined on M = C \ {a1, a2, a3} for distinct
a1, a2, a3 ∈ C, by
(23)


g(z) = z
hdz =
dz
Πj(z − aj) .
As this data does not satisfy the period condition, we get a minimal surface
x : D→ R3 on the universal covering disk ofM . In particular, it has infinite
total curvature. We can see that the surface is complete and the Gauss
map omits four values a1, a2, a3,∞. Starting from M = C \ {a1, a2}, we get
similarly a complete minimal surface x : D→ R3, of which Gauss map omits
three values a1, a2,∞. The completeness restricts the number of points aj’s
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to be less than four. In both cases, all elements in the associated family
have infinite total curvature.
Remark 3.15. There exists a complete minimal surface which is “not”
pseudo-algebraic with Dg = 4. For details see [23].
3.2. Ramification estimate and unictiy theorem.
Definition 3.16. We call b ∈ P1(C) a totally ramified value of g when
at any inverse image of b, g branches. We regard exceptional values also as
totally ramified values. Let {a1, . . . , aro , b1, . . . , bl0} ⊂ P1(C) be the set of
totally ramified values of g, where aj ’s are exceptional values. For each aj,
put νj =∞, and for each bj, define νj to be the minimum of the multiplicity
of g at points g−1(bj). Then we have νj ≥ 2. We call
νg =
∑
aj ,bj
(1− 1
νj
) = r0 +
l0∑
j=1
(1− 1
νj
)
the totally ramified value number of g.
A natural meaning of this number is explained in the framework of we
need the second main theorem in the Nevanlinna theory. We refer to [22]
for this theory. Note that though νg is a rational number. Fujimoto proved
the following.
Theorem 3.17 (Fujimoto [10]). Let x : M → R3 be a non-flat complete
minimal surface, g be its Gauss map. Then we have
Dg ≤ νg ≤ 4 .
On the other hand, Osserman proved the following theorem.
Theorem 3.18 (Osserman [28]). Let x : M → R3 be a non-flat algebraic
minimal surface, g be its Gauss map. Then we have
Dg ≤ 3
However, there is no known example with Dg = 3. Since there are many
example with Dg = 2, many people believe “2” is the best possible upper
bound of Dg. Moreover, as in the case of Fujimoto’s theorem (Theorem
3.17), it has been implicitly believed that the same is true for νg. However,
we discovered that this is false by the following result.
Theorem 3.19 (Kawakami [19]). The Gauss map of the algebraic minimal
surfaces given in (19) has totally ramified value number 2.5.
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In fact, it has two exceptional values, and another totally ramified value
at z = 0 where g′(z) = 0.
Now, we give the ramification estimates of the Gauss map of pseudo-
algebraic minimal surfaces in R3.
Theorem 3.20 (Kawakami, Kobayashi and Miyaoka [20]). Consider a
pseudo-algebraic minimal surface with the basic domainM =M\{p1, . . . , pk}.
Let G be the genus of M , and let d be the degree of g considered as a map
on M . Then we have
(24) Dg ≤ 2 + 2
R
, R =
d
G− 1 + k/2 ≥ 1 .
More precisely, if the number of (not necessarily totally) ramified values
other than the exceptional values of g is l, we have
Dg ≤ 2 + 2
R
− l
d
.(25)
On the other hand, the totally ramified value number of g satisfies
(26) νg ≤ 2 + 2
R
.
In particular, we have
(27) Dg ≤ νg ≤ 4 ,
and for algebraic minimal surfaces, the second inequality is a strict inequal-
ity. (25) and (26) are best possible in both algebraic and non-algebraic cases.
Proof. The proof of Theorem 3.20 is given by a refinement of the proof
of Osserman’s theorem in [28]. In order to simplify the argument, we may
assume without loss of generality that g is neither zero nor pole at pj, and
moreover, zeros and poles of g are simple. By completeness, hdz has poles
of order µj ≥ 1 at pj. By Proposition 2.15, the period condition implies
µj ≥ 2, however here we do not assume this. Let αs be (simple) zeros of g,
βt (simple) poles of g. The following table shows the relation between zeros
and poles of g, hdz and ghdz. The upper index means the order.
z αs βt pj
g 01 ∞1
hdz 02 ∞µj
ghdz 01 01 ∞µj
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Applying the Riemann-Roch formula to the meromorphic differential hdz or
ghdz on M , we obtain
2d−
k∑
j=1
µj = 2G − 2 .
Note that this equality depends on the above setting of zeros and poles of
g, though d is an invariant. Thus we get
(28) d = G− 1 + 1
2
k∑
j=1
µj ≥ G− 1 + k
2
,
and
(29) R ≥ 1 .
When M is an algebraic minimal surface or its associated surface, we have
µj ≥ 2 and so R > 1.
Now, we prove (25) (and (24)). Assume g omits r0 = Dg values, and
let n0 be the sum of the branching orders of g at these exceptional values.
Moreover, let nb be the sum of branching orders at the inverse images of
non-exceptional (not necessarily totally) ramified values b1, . . . , bl of g. We
see
(30) k ≥ dr0 − n0 , nb ≥ l .
Let ng be the total branching order of g. Then applying Riemann-Hurwitz’s
theorem to the meromorphic function g on M , we obtain
(31) ng = 2(d+G− 1) = n0 + nb ≥ dr0 − k + l .
If we denote
νi = ming−1(bi){multiplicity of g(z) = bi} ,
we have 1 ≤ νi ≤ d. Now the number of exceptional values satisfies
(32) Dg = r0 ≤ ng + k − l
d
= 2 +
2
R
− l
d
where we have used (31), hence (29) implies
Dg ≤ 2 + 2
R
≤ 4 .
In particular for algebraic minimal surfaces and its associated family, we
have R > 1 so that
Dg ≤ 3 ,
which is nothing but Osserman’s theorem.
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Next, we show (26). Let b1, . . . , bl0 be the totally ramified values which are
not exceptional values. Let nr be the sum of branching orders at b1, . . . , bl0 .
For each bi, the number of points in the inverse image g
−1(bi) is less than
or equal to d/νi, since νi is the minimum of the multiplicity at all g
−1(bi).
Thus we obtain
(33) dl0 − nr ≤
l0∑
i=1
d
νi
.
This implies
l0 −
l0∑
i=1
1
νi
≤ nr
d
,
hence using the first inequality in (30) and nr ≤ nb, we get
νg = r0 +
l0∑
i=1
(1− 1
νi
) ≤ k + n0
d
+
nr
d
≤ ng + k
d
= 2 +
2
R
.

The sharpness of (25) and (26) follows from:
(1) When d = 2 we have
Dg ≤ 2 + 2
R
− l
2
, νg ≤ 2 + 2
R
.
The surface given by (19) attains both equalities, since R = 4, l = 1
and Dg = 2, νg = 2.5. Thus (25) and (26) are sharp.
(2) Voss’ surface satisfies d = 1 and G = 0. Thus when k = 3, we get
R = 2, l = 0 hence Dg = 3 = 2 + 2/2. When k = 4, we have R = 1,
l = 0 and Dg = 4 = 2 + 2/1. These show that (25) and (26) are
sharp in non-algebraic pseudo-algebraic case, too.
Remark 3.21. There exists a way of construction of algebraic minimal
surfaces by a covering method of Klotz-Sario [1]. Indeed, if x : M → R3 is
an algebraic minimal surface, and if π : Mˆ →M is a non-branched covering
surface of M = M \ {p1, . . . , pk}, then we obtain a new algebraic minimal
surface by xˆ = x ◦ π : Mˆ → R3. This surface has the same image as the
original one, but the domain Mˆ has different topological type. Nevertheless,
we can see that the ratio R is invariant under this construction, via a little
algebraic argument. Certainly, Dg and νg are also invariant under covering
construction.
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Remark 3.22. The inequality (24) is also best possible for algebraic min-
imal surfaces in the following sence. In [[25], Theorem 3], Miyaoka and Sato
constructed two infinite series of mutually distinct algebraic minimal sur-
faces of the fixed topological type G = 1 and k = 4, whose Gauss map omits
2 values. These surfaces are given as follows. Let M be the square torus
on which the Weierstrass ℘ function satisfies (℘′)2 = 4℘(℘2 − a2). Let M
be given by removing 4 points satisfying ℘ = 0,±a,∞ from M . Define the
Weierstrass data by
(Case 1) g =
σ
℘j℘′
, hdz =
℘d℘
℘′
, j = 1, 2, 3 . . . ,
(Case 2) g =
σ
℘j℘′
, hdz =
℘j+1d℘
℘′
, j = 2, 4, 6 . . . ,
Then choosing a suitable σ, we obtain algebraic minimal surfaces with g
omitting 2 values 0 and ∞. Since the degree of g is d = 2j + 3 in both
cases and R = d/2 = (2j + 3)/2, 2 + 2/R tends to 2 (= Dg) as close as
we like. (Costa’s surface (Example 3.12) is given by j = 0, in which case
(G, k, d) = (1, 3, 3), and g omits just one value 0.)
Remark 3.23. The inequality (25) gives more informations than (24). In
particular, (25) implies that the more branch points g has in M , the less is
the number of exceptional values.
Remark 3.24. When we prove Throrem 3.20 for algebraic minimal sur-
faces, we use “local” period conditions as µj ≥ 2. However we do not use
“global” period conditions i.e., the element of H1(M,Z). Thus we do not
understand how this affect the estimete of Dg or νg. This is our future
problem.
The geometrical meaning of the ration “R” is given in the next subsection.
Theorem 3.20 implies the following known facts:
Corollary 3.25 (cf. Osserman [28], Fang [5], Gacksta¨tter [13]). For al-
gebraic minimal surfaces, we have:
(i) When G = 0, Dg ≤ 2 holds.
(ii) When G = 1 and M has a non-embedded end, Dg ≤ 2 holds. If
G = 1 and Dg = 3 occur, d = k follows and g does not branch in
M , so is a non-branched covering of P1(C) \ {3 points}.
Proof. It is easy to see that r0 = 3 implies R ≤ 2, hence
G− 1 + 1
2
k∑
j=1
µj ≤ 2(G − 1) + k .
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As we have µj ≥ 2 in the algebraic case, it follows
(34) k ≤ 1
2
k∑
j=1
µj ≤ G− 1 + k .
Thus we obtain (i). When G = 1, we get µj = 2 for all j, which means that
all the ends are embedded ([17]), and R = 2. But since R =
d
k/2
, we obtain
d = k. Finally from (25), we get l = 0, which means that g does not branch
in M . 
Remark 3.26. Fang [[5], Theorem 3.1] shows that algebraic minimal sur-
faces with d ≤ 4 satisfy Dg ≤ 2 (see [33] for d ≤ 3).
Here, We give two applications of Theorem 3.20. First one is a unicity
theorem for the Gauss map of pseudo-algebraic minimal surfaces.
Theorem 3.27 (Kawakami, Kobayashi and Miyaoka [20]). Consider two
pseudo-algebraic minimal surfaces M1,M2 with the same basic domain M =
M \ {p1, . . . , pk}. Let G be the genus of M , and let g1, g2 be the Gauss map
of M1 and M2 respectively. Assume that g1 and g2 have the same degree d
when considered as a map on M , but assume g1 6= g2 as a map M → P1(C).
Let c1, . . . , cq ∈ P1(C) be distinct points such that g−11 (cj)∩M = g−12 (cj)∩M
for 1 ≤ j ≤ q. Then
(35) q ≤ 4 + 2
R
, R =
d
G− 1 + k/2
follows. In particular, q ≤ 6, and for algebraic minimal surfaces we have
q ≤ 5.
Proof. Put
δj = ♯(g
−1
1 (cj) ∩M) = ♯(g−12 (cj) ∩M) ,
where ♯ denotes the number of points. Then we have
(36) qd ≤ k +
q∑
j=1
δj + ng ,
using the same notation as in proof of Theorem 3.20. Consider a meromor-
phic function ϕ =
1
g1 − g2 on M . Then at each point of g
−1
1 (cj)∩M , ϕ has
a pole, while the total number of the poles of ϕ is at most 2d, hence we get
(37)
q∑
j=1
δj ≤ 2d .
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Then from (36) and (37), we obtain
qd ≤ k + 2d+ ng ,
and
q ≤ 2d+ ng + k
d
= 4 +
2
R
follows immediately. 
Remark 3.28. Fujimoto [9] gives an example of two pseudo-algebraic
minimal surfaces with q = 6, of which Gauss maps do not coincide. For
algebraic case, whether q = 5 is best possible or not is an interesting open
problem.
Next, for later use, we mention Gacksta¨tter’s result [13] :
Proposition 3.29 (Gacksta¨tter [13]). If the Gauss map of an algebraic
minimal surface with G = 1 omits 3 values a1, a2, a3 ∈ P1(C), then all
branch points of g are located at the end points, and g is a non-branched
covering map of P1(C) \ {a1, a2, a3}.
This follows immediately from Corollary 3.25 (ii). Thus the Gauss map
descends to P1(C)\{3 points}, but the minimal surface is not obtained from
a covering of a minimal surface defined on P1(C) \ {3 points}, otherwise, by
(ii) of Corollary 3.25, Dg ≤ 2. This implies that hdz can not descends to
P1(C) \ {3 points}.
The following is obvious:
Proposition 3.30 (Kawakami, Kobayashi and Miyaoka [20]). If the Gauss
map g of a pseudo-algebraic minimal surface omits r values a1, . . . , ar ∈
P1(C) for r = 3, 4, and has no branch points in the basic domain M , then g
is a non-branched covering of P1(C) \ {a1, . . . , ar}.
Since r ≥ 3, the universal covering surface ofM and of P1(C)\{a1, . . . , ar}
are disks, which we denote by D and Ω, respectively. When g has no branch
points in M , the lifted map g : D → Ω is a non-branched holomorphic
map, i.e., a hyperbolic isometry. Since the degree of g restricted to M is
d, the fundamental domain of M is given by ∪dj=1Ui ⊂ D, where each Ui is
diffeomorphic to P1(C) \ {a1, . . . , ar}.
Example 3.31. Voss’ surfaces are examples for d = 1.
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3.3. Some results on Nevanlinna theory of the Gauss map. In this
subsection, We state some links to the Nevanlinna theory.
We consider the case where the universal covering surface of M is a unit
disk D. In order to adjust to the Nevanlinna theory, we use the hyperbolic
metric ωh with curvature −4π on D, and the Fubini-Study metric ωFS with
curvature 4π on P1(C) (hence P1(C) has area 1). Then by Gauss-Bonnet’s
theorem for a complete punctured Riemann surfaces with hyperbolic metric,
we have
(38) 2πχ(M) =
∫
M
Khωh = −4π
∫
M
ωh = −4πAhyp(M) ,
where Ahyp(M) is the hyperbolic area of M , hence for the fundamental
domain F of M , we get
(39) Ahyp(F ) = G− 1 + k
2
.
Remark 3.32. The Gauss-Bonnet theorem (38) for a punctured Riemann
surface (M,ωh) is often used without proof, so here we give a brief proof.
Let Dεj be the disk with radius εj around pj , j = 1, 2, . . . , k. We denote
Mε = M \ ∪jDεj , and by ε → 0, we mean all εj → 0. Consider any
metric σ on M which is flat in all Dεj . Denoting locally (as Ka¨hler forms)
σ =
i
2
σ˜dz ∧ dz¯ and ωh = i
2
ω˜hdz ∧ dz¯, we have by Stokes’ theorem
−
∑
j
∫
∂Dεj
dc log(σ/ωh) =
∫
Mε
ddc log(σ/ωh) =
∫
Mε
ddc log σ˜−
∫
Mε
ddc log ω˜h ,
where d = ∂ + ∂¯, dc = (∂ − ∂¯)/(4πi), (here ∂ is the half of Osserman’s
one). Because ddc log ω˜ = −Kω
2π
dAω holds where Kω and dAω are the Gauss
curvature and the area form of ω, respectively, taking the limit ε → 0 and
applying the Gauss-Bonnet’s theorem to (M,σ), we obtain
lim
ε→0
∑
j
∫
Mε
(ddc log σ˜ − ddc log ω˜h) = −χ(M)− 2Ahyp(M) .
Next, take a local coordinate on each Dεj so that z = 0 corresponds to pj.
Then we can express σ =
i
2
dz ∧ dz¯ and ωh = i
2π
dz ∧ dz¯
|z|2(log |z|−2)2 on Dεj .
Noting that dc =
1
4π
(−1
r
∂
∂θ
dr + r
∂
∂r
dθ
)
, we obtain
lim
ε→0
∑
j
∫
∂Dεj
dc log(σ/ωh) = k ,
which implies (38) and (39). 
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Next, let d be the degree of g, then the area AFS(F ) of F with respect
to the induced metric g∗ωFS is d. Thus we obtain
(40) AFS(F ) =
d
G− 1 + k/2Ahyp(F ) = RAhyp(F ) .
We now know the meaning of the ratio R; the ratio of the area of the
fundamental domain with respect to the induced Fubini-Study metric to
the one with respect to the hyperbolic metric on D.
Remark 3.33. Even when the conformal type of M is not hyperbolic,
the ratio R is meaningful in Theorem 3.20.
Now, we recall Shimizu-Ahlfors’ theorem on the characteristic function
Tg(r) of g, which states
Tg(r) =
∫ r
0
dt
t
∫
C(t)
g∗ωFS .
Here C(t) is the subdisk of D with radius 0 < t < 1. In order to develop the
Nevanlinna theory on meromorphic functions on the unit disk, we need the
growth order of Tg(r) compared with∫ r
0
dt
t
∫
C(t)
ωh ≈ 1
2
log
1
1− r ,
where r is sufficiently close to 1 (strictly, the left hand side is
1
2
log
1
1− r2 ).
We always use this approximation formula in the following discussion, be-
cause in the Nevanlinna theory, a bounded quantity is ignored.
If we replace the Fubini-Study metric by a singular metric Ψ on P1(C)
with area 1, we have
(41) Tg(r) ≥
∫ r
0
dt
t
∫
C(t)
g∗Ψ .
This is shown rather easily by using Crofton’s formula in the integral ge-
ometry [22]. When the image g(M) is P1(C) \ {r points}, where r = 3 or
4, the singular metric Ψ on P1(C) induced by the hyperbolic metric on Ω
normalized so that the area of g(M) (counted without multiplicity) is 1 fits
the case. Using this metric, we give a few computable examples.
Proposition 3.34 (Kawakami, Kobayashi and Miyaoka [20]). Consider a
pseudo-algebraic minimal surface with the basic domainM =M\{p1, . . . , pk},
and assume that g branches only at pj’s.
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(i) If Dg = 3, we have
(42) Tg(r) ≥ log 1
1− r .
This is satisfied by Voss’ surface with k = 3, and an algebraic mini-
mal surface with G = 1 and Dg = 3, if any.
(ii) If Dg = 4, we have
(43) Tg(r) ≥ 1
2
log
1
1− r .
This is satisfied by Voss’ surface with k = 4.
Proof. Let D be the universal covering disk of M , and Ω that of P1(C)\
{a1, . . . , ar0}, where a1, . . . , ar0 are the exceptional values of g. Let ωh and
ωΩ be the hyperbolic metric with curvature −4π. Denote by g : D→ Ω the
lifted Gauss map. Since this is not branched, g is a hyperbolic isometry. To
obtain the characteristic function Tg(r), normalize the metric ωΩ so that the
fundamental domain of P1(C)\{a1, . . . , ar0} has area 1. When Dg = r0 = 3,
this area with respect to ωΩ is G − 1 + 3/2 = 1/2 by (39), thus we use the
metric 2ωΩ in (43), and we get
Tg(r) ≥
∫ r
0
dt
t
∫
C(t)
2g∗ωΩ = 2
∫ r
0
dt
t
∫
C(t)
ωh
= log
1
1− r .
The last assertion in (i) follows from Proposision 5.3. When Dg = r0 = 4,
we need no change of the metric, and get (ii). 
4. The Gauss map of pseudo-algebraic minimal surfaces in R4
In this section, we shall study the Gauss map of pseudo-algebraic minimal
surfaces in R4.
4.1. Pseudo-algebraic minimal surfaces in R4. First we shall study
the Gauss map of a surface in R4. The Gauss map g of a surface in R4 is a
holomorphic map into Q2(C). We shall inquire into the structure of Q2(C).
We define the map ψ1 : Q
2(C)→ P1(C) by
ψ1(w) =

(w
1 −√−1w2 : w3 +√−1w4), w = (w1 : w2 : w3 : w4) ∈ Q2(C)\E
limu 6∈E,u→w ψ1(w), otherwise
where E = {(w1 : w2 : w3 : w4) ∈ Q2(C) |w1−√−1w2 = w3+√−1w4 = 0}.
Since we can check the value limu 6∈E,u→w ψ1(w) exists in P1(C), we define φ.
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Similarly, for each w = (w1 : w2 : w3 : w4) ∈ Q2(C) we define
ψ2(w) =

(w
1 −√−1w2 : −w3 +√−1w4), w ∈ Q2(C)\E′
limu 6∈E′,u→w ψ2(w), otherwise
where E = {(w1 : w2 : w3 : w4) ∈ Q2(C) |w1−√−1w2 = w3−√−1w4 = 0}.
By using these maps, we define the map Ψ = (ψ1, ψ2) : Q
2(C) → P1(C) ×
P1(C). If we consider the map Ψ∗ : P1(C)× P1(C)→ Q2(C) defined by
Ψ∗((z : w), (u, v)) = (zu+wv :
√−1(zu−wv) : wu− zv : −√−1(wu+ zv)),
we can easily check that Ψ∗◦Ψ and Ψ◦Ψ∗ are both identity maps. Therefore,
Ψ is bijective and so the quadric Q2(C) is biholomorphic with P1(C)×P1(C).
Let x : M → R4 be a surface. Take a complex local coordinate z on M ,
we set φi = (∂x
i/∂z)dz (i = 1, . . . , 4) and define the map
g = (g1, g2) = ((φ1−
√−1φ2 : φ3+
√−1φ4), (φ1−
√−1φ2 : −φ3+
√−1φ4)) .
Instead of the Gauss map g : M → Q2(C), we consider the map g : M →
P1(C)× P1(C), which we call the Gauss map of M in the following.
Next, we explain the Enneper-Weierstrass representation theorem for min-
imal surfaces in R4.
Theorem 4.1. Let x = (x1, x2, x3, x4) : M → R4 be a non-flat minimal
surface immersed in R4. Consider the holomorphic 1-forms φ1, φ2, φ3, φ4
which is defined by
φi =
∂xi
∂z
dz (i = 1, . . . , 4) .
and the holomorphic 1-form and the meromorphic functions which is defined
by
(44) hdz = φ1 −
√−1φ2, g1 = φ3 +
√−1φ4
φ1 −
√−1φ2
, g2 =
−φ3 +
√−1φ4
φ1 −
√−1φ2
Then,
(i) we have
(45)


φ1 =
1
2(1 + g1g2)hdz ,
φ2 =
√−1
2 (1− g1g2)hdz ,
φ3 =
1
2(g1 − g2)hdz ,
φ4 = −
√−1
2 (g1 + g2)hdz
and we recover the immersion x by the real Abel-Jacobi map
(46) x(z) = ℜ
∫ z
z0
(φ1, φ2, φ3, φ4)
THE GAUSS MAP OF MINIMAL SURFACES 29
up to translation.
(ii) the metric induced from the standard metric in R4 is given by
(47) ds2 =
1
4
|h|2(1 + |g1|2)(1 + |g2|2)|dz|2 .
(iii) the zeros of hdz of order k coincide exactly with the poles g1 or g2
of order k. (We call it “the regularity condition”).
We also can show the following restatement of Theorem 2.9 for n = 4.
Theorem 4.2. Let M be an open Riemann surface, hdz a non-zero holo-
morphic 1-form and g1 and g2 are meromorphic functions on M . Assume
that the zeros of hdz of order k coincide exactly with the poles g1 or g2 of
order k and the holomorphic 1-forms φ1, φ2, φ3, φ4 defined by (45) have
no real periods. Then, for the functions x1, x2, x3, x4 defined by (46), the
surface
x = (x1, x2, x3, x4) : M → R4
is a minimal surface immersed in R4 whose Gauss map is the map g =
(g1, g2) and whose induced metric is given by (47).
Now the Gauss curvature K of M is given by
K = − 8|h|2(1 + |g1|2)(1 + |g2|2)
(
|g′1|2
(1 + |g1|2)2 +
|g′2|2
(1 + |g2|2)2
)
and the total curvature by
τ(M) =
∫
M
KdA = −
∫
M
(
2|g′1|2
(1 + |g1|2)2 +
2|g′2|2
(1 + |g2|2)2
)
|dz|2
where dA is the area form of M . When the total curvature of a complete
minimal surface is finite, the surface is called an algebraic minimal surface.
The following theorem is the restatement for Theorem 2.14 for n = 4.
Theorem 4.3 (Huber-Osserman). An algebraic minimal surface x : M →
R4 satisfies the followings :
(i) M is conformally equivalent to M\{p1, . . . , pk} where M is a com-
pact Riemann surface, and p1, . . . , pk are finitely many points of M .
(ii) The Weierstrass data (hdz, g1, g2) extend meromorphically to M .
For a complete minimal surface in R4, the definition of “pseudo-algebraic”
is as follows.
Definition 4.4. We call a complete minimal surface in R4 pseudo-algebraic,
if the following conditions are satisfied:
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(i) The Weierstrass data (hdz, g1, g2) is defined on a Riemann surface
M = M\{p1, . . . , pk} where M is a compact Riemann surface, and
p1, . . . , pk ∈M .
(ii) The Weierstrass data (hdz, g1, g2) can extend meromorphically to
M .
We call M the basic domain of the pseudo-algebraic minimal surface under
consideration.
Algebraic minimal surfaces are certainly pseudo-algebraic. The following
examples are also pseudo-algebraic.
Example 4.5 (Mo-Osserman [24]). Let M = C\{a1, a2, a3} for distinct
a1, a2, a3 ∈ C, the Weierstrass data is defined on M by
(hdz, g1, g2) =
( dz∏3
i=1(z − ai)
, z, z
)
.
As this data does not satisfy period condition, we get a minimal surface
x : D→ R4 on the universal covering disk of M . In particular, it has infinite
total curvature. We can see that the surface is complete and both g1 and g2
omit four values a1, a2, a3,∞. This surface does not lie fully in R4 because
the component function x3 is equal to 0. Thus it is one-degenerate. (For
details, see [15])
Example 4.6 (Mo-Osserman [24]). Let M = C\{a1, a2} for distinct
a1, a2 ∈ C, the Weierstrass data is defined on M by
(hdz, g1, g2) =
( dz∏2
i=1(z − ai)
, z, 0
)
.
As this data does not satisfy period condition, we also get a complete mini-
mal surface with infinite total curvature x : D→ R4 on the universal covering
disk of M . We can see that g1 omits three values a1, a2,∞. This surface is
a complex curve in C2 ≃ R4 because the Gauss map g2 is constant.
4.2. Ramification estimate and unicity theorem. We give bound es-
timates for the totally ramified value number of the Gauss map of pseudo-
algebraic minimal surfaces in R4.
Theorem 4.7 (Kawakami, [21]). Consider a non-flat pseudo-algebraic
minimal surface in R4 with the basic domain M = M\{p1, . . . , pk}. Let G
be the genus of M , di be the degree of gi considered as a map M and νgi be
the totally ramified value number of gi.
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(i) In the case g1 6≡ const. and g2 6≡ const., then νg1 ≤ 2, or νg2 ≤ 2,
or
(48)
1
νg1 − 2
+
1
νg2 − 2
≥ R1 +R2 ≥ 1, Ri = di
2G− 2 + k (i = 1, 2)
and for an algebraic minimal surface, R1 +R2 > 1 .
(ii) In the case where one of g1 and g2 is costant, say g2 ≡ const., then
(49) νg1 ≤ 2 +
1
R1
, R1 =
d1
2G − 2 + k ≥ 1
and for an algebraic minimal surface, R1 > 1 .
Proof. By a suitable rotation of the surface, we may assume that both
g1 and g2 are no pole at pj, and have only simple poles. By the complete-
ness, hdz has poles of order µj ≥ 1 at pj. By Proposition 2.15, the period
condition implies µj ≥ 2, however here we do not assume this. Let αs be
(simple) poles of g1, βt (simple) poles of g2. The following table shows the
relation between zeros and poles of g1, g2 and hdz. The upper index means
the order.
z αs βt pj
g1 ∞1
g2 ∞1
hdz 01 01 ∞µi
Applying the Riemann-Roch formula to the meromorphic differential hdz
on M , we obtain
d1 + d2 −
k∑
i=1
µi = 2G− 2 .
Note that this equality depends on above setting of poles of g1 and g2,
though d1 and d2 are invariant. Thus we get
(50) d1 + d2 = 2G− 2 +
k∑
i=1
µi ≥ 2G− 2 + k
and
(51) R1 +R2 =
d1 + d2
2G− 2 + k ≥ 1 .
WhenM is an algebraic minimal surface, we have µj ≥ 2 and so R1+R2 > 1.
Now we prove (i). Assume gi is not constant and omits ri0 values. Let
ni0 be the sum of the branching orders of gi at the inverse image of these
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exceptional values. We see
(52) k ≥ diri0 − ni0.
Let bi1, . . . , bil0 be the totally ramified values which are not exceptional val-
ues, and nir the sum of branching orders of gi at the inverse image of these
values. For each bij , we denote
νij = ming−1(bij){multiplicity of g(z) = bij} ,
then the number of points in the inverse image g−1i (bij) is less than or equal
to di/νij . Thus we obtain
(53) dil0 − nir ≤
l0∑
j=1
di
νij
.
This implies
(54) l0 −
l0∑
j=1
1
νij
≤ nir
di
.
Let ni1 be the total branching order of gi. Then applying Riemann-Hurwitz’s
theorem to the meromorphic function gi on M , we obtain
(55) ni1 = 2(di +G− 1) .
By (52), (54) and (55), we get
(56) νgi = ri0 +
l0∑
j=1
(1− 1
νij
) ≤ ni0 + k
di
+
nir
di
≤ ni1 + k
di
= 2 +
1
Ri
.
When νg1 > 2 and νg2 > 2,
1
νgi − 2
≥ Ri (i = 1, 2) .
Hence we get
1
νg1 − 2
+
1
νg2 − 2
≥ R1 +R2 .
Next, we show (ii). Then, the simple poles of g1 coincides exactly with
the simple zeros of hdz and hdz has a pole of order µj at each pj. Applying
the Riemann-Roch formula to the meromorphic differential hdz on M , we
obtain
d1 −
k∑
i=1
µi = 2G− 2 .
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Thus we get
(57) d1 = 2G− 2 +
k∑
i=1
µi ≥ 2G− 2 + k
and
(58) R1 =
d1
2G− 2 + k ≥ 1 .
When M is an algebraic minimal surface, we have µj ≥ 2 and so R1 > 1.
By (56), we get
νg1 ≤ 2 +
1
R1
.
Thus, we complete the proof of this theorem. 
We have the following result as an immediate consequence of Theorem
4.7.
Corollary 4.8 (cf. Fujimoto[7], Hoffman-Osserman[15]). Let x : M →
R4 be a pseudo-algebraic minimal surface, g = (g1, g2) be its Gauss map.
(i) In the case g1 6≡ const. and g2 6≡ const., if both g1 and g2 omit more
than four values, then M must be a plane. In particular, if M is
an algebraic minimal surface and if both g1 and g2 omit more than
three values, then M must be a plane.
(ii) In the case where one of g1 and g2 is constant, say g2 ≡ const., if g1
omits more than three values, then M must be a plane. In particular,
if M is an algebraic minimal surface and if g1 omits more than two
values, then M must be a plane.
Example 4.5 and Example 4.6 show Corollary 4.8 is the best possible for
pseudo-algebraic minimal surfaces. The following example shows Corollary
4.8 (ii) is the best possible also for algebraic minimal surfaces.
Example 4.9 (Kawakami, [21]). Let M = C\{0}, the Weierstrass data
is defined on M by
(hdz, g1, g2) =
(dz
z3
, z, c
)
.
where c is a complex number. As this data satisfy the regularity condition,
the period condition on M and the surface is complete, we get an algebraic
minimal surface x : M → R4 whose Gauss map g1 omits two values 0,∞.
Remark 4.10. In Section 5, We state the results on remification estimate
for the Gauss map g : M → Pn−1(C) of a complete minimal surface in Rn.
However these results do not cover Theorem 4.7 and Corollary 4.8 because
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corresponding hyperplanes in P3(C) are not necessary located in general
position. (For details, see [14, p353].)
Next, we give the unicity theorem for the Gauss map of a pseudo-algebraic
minimal surface in R4.
Theorem 4.11 (Kawakami, [21]). Consider two non-flat pseudo-algebraic
minimal surfaces in R4, MA and MB with the same basic domain M =
M\{p1, . . . , pk}. Let G be the genus of M , and gA = (gA1, gA2), gB =
(gB1, gB2) be the Gauss map of MA and MB respectively. For each i (i =
1, 2), assume that both gAi and gBi have the same degree di when considered
as a map on M .
(i) In the case gA1 6≡ gB1 and gA2 6≡ gB2, let a1, . . . , ap ∈ Cˆ, b1, . . . , bq ∈
Cˆ be distinct points such that g−1A1(aj) ∩M = g−1B1(aj) ∩M for 1 ≤
j ≤ p, g−1A2(bk) ∩M = g−1B2(bk) ∩M for 1 ≤ k ≤ q respectively. If
p > 4 and q > 4, then
(59)
1
p− 4 +
1
q − 4 ≥ R1 +R2 ≥ 1, Ri =
di
2G− 2 + k (i = 1, 2) .
In particular, if p ≥ 7 and q ≥ 7 then gA ≡ gB.
(ii) In the case gA1 6≡ gB1 and gA2 ≡ gB2 ≡ const., let a1, . . . , ap ∈ Cˆ be
distinct points such that g−1A1(aj) ∩M = g−1B1(aj) ∩M for 1 ≤ j ≤ p.
Then
(60) p ≤ 4 + 1
R1
, R1 =
d1
2G− 2 + k .
In particular, if p ≥ 6 then gA ≡ gB.
Proof. Put
δj = ♯(g
−1
A1 (aj) ∩M) = ♯(g−1B1(aj) ∩M)
where ♯ denotes the number of points. Then we have
(61) pd1 ≤
p∑
j=1
δj + n11 + k
using the same notation as in proof of Theorem 4.7. Consider a meromorphic
function ϕ = 1/(gA1 − gB1) on M . ϕ has a pole, while the total number of
the poles of ϕ is at most 2d1, we get
(62)
p∑
j=1
δj ≤ 2d1 .
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Then from (61) and (62), we obtain
pd1 ≤ 2d1 + n11 + k
and
(63) p ≤ 2d1 + n11 + k
d1
= 4 +
1
R1
.
Similarly we obtain
(64) q ≤ 4 + 1
R2
.
From (63) and (64), we get (59) and (60) immediately. 
We give an example which shows (p, q) = (7, 7) in Theorem 4.11 (i) is the
best possible for pseudo-algebraic minimal surfaces.
Example 4.12 (Kawakami, [21]). Taking a complex number α with α 6=
0,±1, we consider the Weierstrass data
(hdz, g1, g2) =
( dz
z(z − α)(αz − 1) , z, z
)
and the universal covering surface M of C\{0, α, 1/α}. Then we can con-
stract a pseudo-algebraic minimal surface on M . On the other hand, we can
constract a pseudo-algebraic minimal surface on M whose Weierstrass data
is
(hdz, g¯1, g¯2) =
( dz
z(z − α)(αz − 1) ,
1
z
,
1
z
)
.
For the maps gi and g¯i, we have gi 6≡ g¯i and g−1i (αj) = g¯i−1(αj) for six
values
α1 := 0, α2 :=∞, α3 := α, α4 := 1
α
, α5 := 1, α6 := −1.
We also give an example which shows p = 6 in Theorem 4.11 (ii) is the
best possible for pseudo-algebraic minimal surfaces.
Example 4.13 (Kawakami, [21]). Taking a complex number α with α 6=
0,±1, we consider the Weierstrass data
(hdz, g1, g2) =
( dz
z(z − α) , z, 0
)
and the universal covering surface M of C\{0, α}. Then we can constract
a pseudo-algebraic minimal surface on M . On the other hand, we can con-
stract a pseudo-algebraic minimal surface on M whose Weierstrass data is
(hdz, g¯1, g¯2) =
( dz
z(z − α) ,
1
z
, 0
)
.
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For the maps g1 and g¯1, we have g1 6≡ g¯1 and g−11 (αj) = g¯1−1(αj) for five
values
α1 := 0, α2 :=∞, α3 := α, α4 := 1, α5 := −1.
5. The Gauss map of pseudo-algebraic minimal surfaces in Rn
In this section, we shall study the Gauss map of pseudo-algebraic minimal
surfaces in Rm.
5.1. Some results of algebraic curves in the projective space. In this
subsection, we give some resuls on a holomorphic map of a compact Rimann
surface with genus G (it is denoted by MG) into P
n(C) (we call it “algebraic
curve”) to show ramification estimates for the Gauss map.
First, we recall some results on algebraic curve.
Definition 5.1. An algebraic curve f : MG → Pn(C) is said to be linearly
nondegenerate if the image of f is not included in any hyperplane in Pn(C).
Assume that f : MG → Pn(C) is an algebraic curve. For a fixed homoge-
neous coordinates (w0 : · · · : wn) we set
Vi = {(w0 : · · · : wn) |wi 6= 0} (0 ≤ i ≤ n) .
Then, every p ∈ MG has a neighborhood U of p such that f(U) ⊂ Vi for
some i and f has a representation
f = (f0 : · · · : fi−1 : 1 : fi+1 : · · · : fn)
on U with holomorphic functions f0, . . . , fi−1, fi+1, . . . , fn.
Definition 5.2. For an open subset U of MG we call a representation
f = (f0 : · · · : fn) to be a reduced representation of f on U if f0, . . . , fn are
holomorphic functions on U and have no common zero.
Let f : MG → Pn(C) be a linearly nondegerate algebraic curve. Take a
point p ∈ M . For a suitable choice of homogeneous coordinates (w0 : · · · :
wn) ∈ Pn(C), the equation of the curve can be put locally into the normal
form
(65) (w0 : · · · : wn) = (zδ0 + · · · : · · · : zδn + · · · ) ,
where
0 = δ0 < δ1 < · · · < δn
and z is a complex local coordinate with z(p) = 0 on MG. The integers
νi = δi+1 − δi − 1, 0 ≤ i ≤ n− 1
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are called the stationary induces of order i at the point z = 0 (Geometrically,
this is the order of the associated curve of rank i, i.e., the curve formed by
the osculating spaces of dimension i). And we have
(66)
∑
0≤i≤n−1
(n− i)νi(p) + 1
2
n(n+ 1) = δ1(p) + · · ·+ δn(p) .
The stationary points, i.e., points with a non-zero stationary index, are
isolated and hence are finite in number. We will denote by σi the sum of all
stationary indices of order i. Then Plu¨cker formula are
(67) νi−1 − 2νi + νi+1 = 2(G− 1)− σi, 0 ≤ i ≤ n− 1,
with the convention ν−1 = νn = 0 . Plu¨cker formula is a generalization of
Riemann-Hurwitz’s theorem. For the proof of Plu¨cker formula, see [[10],
p177]. From (67) it follows that
(68)
∑
0≤i≤n−1
(n− i)σi = (n+ 1) deg(f) + n(n+ 1) ,
where deg(f) is the degree of f .
Definition 5.3. Let H1, . . . ,Hq be hyperplanes in P
n(C) and L1, . . . , Lq
be the corresponding linear forms. We say that H1, . . . ,Hq are general
position if for any injective map µ : {0, 1, . . . , n} → {1, . . . , q}, Lµ(0), . . . , Lµn
are linearly independent.
Theorem 5.4 (Chern-Osserman [4], Jin and Ru [18]). Let MG be a com-
pact Riemann surface with genus G and let be f : MG → Pn(C) be a linearly
nondegenerate algebraic curve. Let H1, . . . ,Hq be the hyperplanes in P
n(C),
located in general position. Let E = ∪qj=1f−1(Hj). Then,
{q − (n + 1)}deg(f) ≤ 1
2
n(n+ 1){2(g + 1) + ♯E} ,
where ♯ denotes the number of points.
Proof. We denote E = {p1, . . . , ps}. First of all, if f(MG) intersects
Hj at certain point pl ∈ E with some multiplicity vpl(Lj(f)), where Lj
is the linear form corresponding to Hj. Then, by the definition, for every
1 ≤ j ≤ q,
(69)
∑
1≤l≤s
vpl(Lj(f)) = deg(f) .
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Secondly, since the hyperplanes H1, . . . ,Hq are in general position, at most
n hyperplanes can intersect f(MG) at pl, hence there exists subset A ⊂
{1, 2, . . . , q} with ♯A = n such that
(70)
∑
1≤j≤q
vpl(Lj(f)) ≤
∑
i∈A
vpl(Li(f)) .
Take a complex local coordinate z for MG at pl such that z(pl) = 0. At
pl, the maximum possible value of vpl(Lj(f)), i ∈ A, is δn(pl), and for the
unique hyperplane wn = 0 . A second hyperplane can intersect f(MG) at
pl with multiplicities at most δn−1(pl), etc. It follows that
(71)
∑
i∈A
vpl(Li(f)) ≤ δ1(pl) + · · ·+ δn(pl) .
By (66), we get
δ1(pl) + · · · + δn(pl) =
∑
0≤i≤n−1
(n− i)νi(pl) + 1
2
n(n+ 1) .
Combining this with (68), (69), (70), and (71), we get
q deg(f) ≤ (n + 1) deg(f) + n(n+ 1)(G − 1) + 1
2
n(n+ 1)♯E .

Now, we extend Theorem 5.4 to the degenerate case. Assume that f : MG →
Pn(C) be an algebraic curve (not necessarily linearly nondegenerate) and
f(MG) is contained in some r-dimensional projective subspace of P
n(C),
however it is not in any subspace of dimensional lower than r, where 1 ≤ r ≤
n. Then f : MG → Pr(C) is a linearly nondegenerate algebraic curve. Let
H1, . . . ,Hq be the hyperplanes in P
n(C), located in general position. Then
their restrictions to Pr(C), H1 ∩ Pr(C), . . . ,Hq ∩ Pr(C) are in n-subgeneral
position in Pr(C), i.e. n + 1 of them (regared as linear forms) span the
(r + 1)-demensional complex plane Cr+1. The difficulty of degenerate case
is that hyperplanes H1, . . . ,Hq in P
n(C) in general position may not nec-
essarily in general position after being restricted to Pr(C). So we have to
use the following techniques of Nochka to overcome this difficulty. These
techniques are essential in the solution of the Cartan conjecture (cf. [10]) .
Theorem 5.5 (Nochka, [10], [32]). Let H1, . . . ,Hq be hyperplanes in
Pr(C) in n-subgeneral position with 2n−r+1 ≤ q. Let L1, . . . , Lq be the cor-
responding linear forms. Then there exists a function ω : {1, . . . , q} → (0, 1]
called a Nochka weight and a real number θ ≥ 1 called Nochka constant
satisfying the following properties:
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(i) If j ∈ {1, . . . , q}, then 0 ≤ ω(j)θ ≤ 1.
(ii) q − 2n + r − 1 = θ(∑qj=1 ω(j) − r − 1) .
(iii) If ∅ 6= B ⊂ {1, . . . , q} with ♯B ≤ n+1, then ∑j∈B ω(j) ≤ dimL(B),
where L(B) is the linear space generated by {Lj | j ∈ B}.
(iv) 1 ≤ (n+ 1)/(r + 1) ≤ θ ≤ (2n− r + 1)/(r + 1) .
(v) Given real numbers λ1, . . . , λq with λj ≥ 1 for 1 ≤ j ≤ q, and given
any Y ⊂ {1, . . . , q} with 0 < ♯Y ≤ n+ 1, there exists a subset M of
Y with ♯M = dimL(Y ) such that {Lj}j∈M is a basis for L(Y ) where
L(Y ) is the linear space generated by {Lj | j ∈ Y }, and∏
j∈Y
λ
ω(j)
j ≤
∏
j∈M
λj .
Theorem 5.6 (Jin and Ru [18]). Let f : MG → Pn(C) be a non-constant
algebraic curve. Assume that f(MG) is contained in some r-dimensional
projective subspace of Pn(C), however it is not in any subspace of dimension
lower than r, where 1 ≤ r ≤ n. Let H1, . . . ,Hq be the hyperplanes in Pn(C),
located in general position. Let E = ∪qj=1f−1(Hj). Then
(q − 2n+ r − 1) deg(f) ≤ 1
2
r(2n− r + 1){2(G − 1) + ♯E} .
Proof. By the assumption, f : MG → Pk(C) is linearly non-degenerate.
Since H1, . . . ,Hq are general position, their restrictions to P
r(C), H1 ∩
Pr(C), . . . ,Hq ∩Pr(C) are in n-subgeneral position in Pr(C). For simplicity,
we still denote Hj ∩ Pr(C) as Hj, 1 ≤ j ≤ q. Let Lj be the linear forms
defining Hj, 1 ≤ j ≤ q. Let ω(j) be the Nochka weights associated to the
hyperplanes Hj, 1 ≤ j ≤ q. We denotes E = {p1, . . . , ps}. For any point
pl ∈ E, taking λj = evpl (Lj(f)), and using (v) of Theorem 5.5, there exists
LPl,1, . . . , LPl,r such that they are linearly independent, and that
q∏
j=1
eω(j)vpl (Lj(f)) ≤
r∏
j=1
evpl (Lpl,j(f)) .
This gives
(72)
q∑
j=1
ω(j)vpl(Lj(f)) ≤
r∑
j=1
vpl(Lpl,j(f)) .
In the same way as (71), we have
(73)
r∑
j=1
vpl(Lpl,j(f)) ≤ δ1(pl) + · · · + δn(pl) .
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By (66), we get
(74) δ1(pl) + · · ·+ δn(pl) =
∑
0≤i≤r−1
(r − i)νi(Pl) + 1
2
r(r + 1) .
Thus we have
(75)
q∑
j=1
s∑
l=1
ω(j)vpl(Lj(f)) ≤ (r + 1) deg(f) +
r(r + 1)
2
(2G− 2 + ♯E) .
By (68), we have
(76)
q∑
j=1
ω(j) deg(f) ≤ (r + 1) deg(f) + r(r + 1)
2
(2G− 2 + ♯E) .
Using (ii) and (iv) of Theorem 5.5, we get
(q−2n+r−1) deg(f) ≤ θk(k + 1)
2
(2G−2+♯E) ≤ r(2n − r + 1)
2
(2G−2+♯E) .
We have thus proved the theorem. 
In the following theorem, we modify Theorem 5.6 to the case that E is
an arbitrary finite subset of M .
Theorem 5.7 (Jin and Ru [18]). Let f : MG → Pn(C) be a non-constant
algebraic curve. Assume that f(MG) is contained in some r-dimensional
projective subspace of Pn(C), however it is not in any subspace of dimension
lower than r, where 1 ≤ r ≤ n. Let H1, . . . ,Hq be the hyperplanes in Pn(C),
located in general position and let L1, . . . , Lq be the corresponding linear
forms. Let E be a finite subset of MG. Then
(q−2n+r−1) deg(f) ≤
q∑
j=1
∑
p 6∈E
min{r, vp(Lj(f))}+1
2
r(2n−r+1){2(G−1)+♯E},
where vp(Lj(f)) is the vanishing order of Lj(f) at the point p.
Proof. The above inequality trivially holds for q ≤ 2n − r + 1 . So we
assume that q > 2n−r+1 . By the assumeption, f : MG → Pr(C) is linearly
nondegenerate. SinceH1, . . . ,Hq are in general position, their restriction (to
Pr(C)) H1 ∩ Pr(C), . . . ,Hq ∩ Pr(C) are in n-subgeneral position in Pr(C).
For simplicity, we still denote Hj ∩Pr(C) as Hj (1 ≤ j ≤ q). Let ω(j) be the
Nochka weights associated to the hyperplanes Hj. (1 ≤ j ≤ q). We denote
by lj the corresponding linear form Lj(f). For p ∈ E, taking λj = evp(lj),
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and using (v) in Theorem 5.5, there exist Lp,1, . . . , Lp,r such that they are
linearly independent, and that
q∏
j=1
eω(j)vp(lj(f)) ≤
r∏
j=1
evp(lp,j(f)) .
This gives
(77)
q∑
j=1
ω(j)vp(lj(f)) ≤
r∑
j=1
vp(lp,j(f)) .
For p 6∈ E, taking λj = evp(lj)−min{r,vp(lj)}, and applying Theorem 5.5, we
have
(78)
q∑
j=1
ω(j)[vp(lj)−min{r, vp(lj)}] ≤
r∑
j=1
[vp(lj)−min{r, vp(lj)}] .
Without loss of generality, we assume that
(79) vp(lp,1) ≤ vp(lp,2) ≤ · · · ≤ vp(lp,r) .
In the same way of (71), we have
(80) vp(lp,j) ≤ δj(p) .
We consider the case of p ∈ E. In this case, by (66), (77) ,and (80), we
have
∑
0≤i≤r−1
(r − i)νi(p) ≥
r∑
j=1
vp(lp,j)− r(r + 1)
2
≥
q∑
j=1
ω(j)vp(lj)− r(r + 1)
2
.
Thus
(81)
∑
0≤i≤r−1
∑
p∈E
(r − i)νi(p) ≥
q∑
j=1
∑
p∈E
ω(j)vp(lj)− r(r + 1)
2
♯E .
We consider the case of p 6∈ E. Then we can show the following inequality
(82)
r∑
j=1
vp(lj)−
r∑
j=1
min{r, vp(lj)} ≤
k∑
j=1
(δi(p)− i) .
Indeed, assume that vp(lp,j) ≤ r for 1 ≤ j ≤ r0, and vp(lp,j) > r for
k0 < j ≤ r ,where 1 ≤ r0 ≤ r . Then
r∑
j=1
vp(lj)−
r∑
j=1
min{r, vp(lj)} =
r∑
j=r0
(vp(lj)− r) .
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On the other hand, since δj(p) ≥ j and vp(lp,j) ≤ δj(p) for j = 1, . . . , k , we
get
r∑
i=0
(δi(p)− i) ≥
r∑
j=r0
(vp(lj)− j) ≥
r∑
j=r0
(vp(lj)− r) .
Combining the above two inequalities, we obtain (82). By (66) and (82), we
have
(83)∑
0≤i≤r−1
∑
p 6∈E
(r−i)νi(p) =
r∑
i=0
∑
p 6∈E
(δi(p)−i) ≥
r∑
j=0
∑
p 6∈E
(vp(lj)−min{r, vp(lj)}) .
By (78), this implies that
(84)
∑
0≤i≤r−1
∑
p 6∈E
(r − i)νi(p) ≥
q∑
j=0
∑
p 6∈E
ω(j)[(vp(lj)−min{r, vp(lj)}] .
By (66), (81), and (82), we get
(r + 1) deg(f) + r(r + 1)(G− 1) =
∑
p∈M
( ∑
0≤i≤r−1
(r − i)νi(p)
)
≥
q∑
j=1
ω(j) deg(f)−
q∑
j=1
∑
p 6∈E
ω(j)min{r, vp(lj)} − r(r + 1)
2
♯E
Therefore
( q∑
j=1
ω(j)−(r+1)
)
deg(f) ≤
q∑
j=1
∑
p 6∈E
ω(j)min{r, vp(lj)}+r(r + 1)
2
(2G−2+♯E).
By (i), (ii) and (iv) in Theorem 5.5, we have
(q − 2n + r − 1)deg(f) = θ
( q∑
j=1
ω(j) − (r + 1)
)
deg(f)
≤
q∑
j=1
∑
p 6∈E
θω(j)min{r, vp(lj)}+ θr(r + 1)
2
(2G− 2 + ♯E)
≤
q∑
j=1
∑
p 6∈E
min{r, vp(lj)}+ r(2n − r + 1)
2
(2G− 2 + ♯E) .
We have thus proved the theorem. 
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5.2. Ramification estimate and examples. In the paper [18], Jin and
Ru obtain the ramification estimate for the Gauss map of algebraic minimal
surfaces in Rn by using Theorem 5.7. We extend the result to pseudo-
algebraic minimal surfaces, and get the follwing estimate with invariant
“R”. Here, one says that g is ramified over a hyperplane H = {[w] ∈
Pn−1(C) | a0w0 + · · · + an−1wn−1 = 0} with multiplicity at least ν if all
the zeros of the function gH = (g,A) have orders at least ν, where A =
(a0, . . . , an−1) . If the image of g omits H, we shall say that g is ramified
over H with multiplicity ∞.
Theorem 5.8 (cf. Jin and Ru [18]). Consider a pseudo-algebraic min-
imal surface in Rn with the basic domain M = MG\{p1, . . . , pk}. Let
g : M → Pn−1(C) be its Gauss map and d be the degree of g considered as a
map MG. Assume that the image g(M) is contained in some r-dimensional
projective subspace of Pn−1(C), however it is not in any subspace of dimen-
sion lower than r, where 1 ≤ r ≤ n − 1. Let H1, . . . ,Hq be the hyperplanes
in Pn−1(C), located in general position. If the map g is ramified over Hj
with the multiplicity at least νj for each j, then we have
(85)
q∑
j=1
(
1− r
νj
)
≤ (2n− r − 1)
(
1 +
r
2R
)
, R =
d
2G− 2 + k ≥ 1 .
In particular, we have
(86)
q∑
j=1
(
1− r
νj
)
≤ (2n − r − 1)(r + 2)
2
and for algebraic minimal surfaces, the inequality is a strict inequality.
Proof. Consider that the holomorphic 1-forms φi = ∂x
i (1 ≤ i ≤ n).
For each j = 1, . . . , k, let µj be the maximum order of poles of φi at pj. We
can easily find a non-zero vector (a1, . . . , an) so that φ = a1φ1 + · · ·+ anφn
has a pole of order µj at pj. Applying the Riemann-Roch formula to the
meromorphic 1-form φ on MG, we obtain
d−
k∑
j=1
µj = 2G− 2
Since φ has poles of order µj ≥ 1 by completeness, we get
(87) d = 2G− 2 +
k∑
j=1
µj ≥ 2G − 2 + k ,
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and
(88) R ≥ 1 .
When M is an algebraic minimal surfaces, we have µj ≥ 2 by the period
condition and so R > 1 .
Now, we prove (86). In this situation, the Gauss map g can be extended
holomorphically onMG. Let {H1, . . . ,Hr0 , Hˆ1, . . . , Hˆl0} be the set of totally
ramified hyperplanes of g, located in general position, where {H1, . . . ,Hr0}
are exceptional hyperplanes. Assume that g : MG → Pr(C) is linearly non-
degenerate, where 1 ≤ r ≤ n − 1. Apply Theorem5.7 to g with E =
{p1, . . . , pk}, we have
(r0 + l0 − (2n − r − 1))d ≤
r0∑
j=1
∑
p 6∈E
min{r, vp(Lj(g))} +
l0∑
j=1
∑
p 6∈E
min{r, vp(Lˆj(g))}
+
1
2
r(2n− r − 1){2(G − 1) + k} ,
where Lj are linear forms defining Hj, Lˆj are linear forms defining Hˆj.
Since H1, . . . ,Hr0 are exceptional hyperplanes, for p 6∈ E, vp(Lj(g)) = 0 for
1 ≤ j ≤ r0. On the other hand, by the definition, for p ∈M , we have
min{r, vp(Lˆj(g))} ≤ rmin{1, vp(Lˆj(g))} ≤ r
νj
vp(Lˆj(g)) .
Thus we have
(r0 + l0 − (2n − r − 1))d ≤
l0∑
j=1
∑
p 6∈E
r
νj
vp(Lˆj(g)) +
1
2
r(2n− r − 1){2(G − 1) + k}
=
l0∑
j=1
∑
p∈M
r
νj
vp(Lˆj(g)) +
1
2
r(2n− r − 1){2(G − 1) + k}
=
l0∑
j=1
dr
νj
+
1
2
r(2n− r − 1){2(G − 1) + k}
This implies that
r0 +
l0∑
j=1
(
1− r
νj
)
≤ (2n − r − 1) + 1
2d
r(2n− r − 1){2(G − 1) + k}
= (2n − r − 1)
(
1 +
r
2R
)
.
We have thus proved the theorem. 
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We have the following result as an immediate consequence of Theorem
5.8.
Corollary 5.9 (cf. Fujimoto [9], Chern-Osserman [4], Ru [30]). The
Gauss map of a non-flat pseudo-algebraic minimal surface in Rn can omit
at most n(n + 1)/2 hyperplanes in Pn−1(C) located in general position. In
particular, for an algebraic minimal surface, the Gauss map can omit at
most (n− 1)(n + 2)/2 hyperplanes in general position in Pn−1(C).
Here, we shall show that, for an arbitrary odd number n, the numeber
n(n+ 1)/2 of Corollary 5.9 is the best-possible, namely, there exist pseudo-
algebraic minimal surfaces in Rn whose the Gauss maps are linearly nonde-
generate and omit n(n + 1)/2 hyperplanes in general position. This result
is a modification of Fujimoto’s result [[10], p193].
Theorem 5.10 (cf. Fujimoto [10]). For an arbitrarily given odd number
n, there is a pseudo-algebraic minimal surfaces in Rn whose Gauss map is
linearly nondegenerate and omit n(n+ 1)/2 hyperplanes in Pn−1(C) located
in general position.
To prove this, we first give the following algebraic result.
Lemma 5.11 (Fujimoto, [10] p193). Let n be an odd number. For 0 ≤ t ≤
(n− 1)/2, we consider (t+ 1)n polynomials
fi(u) = (u− a0)n−i (1 ≤ i ≤ n)
fn+i(u) = (u− a1)n−i(u− b1)i−1 (1 ≤ i ≤ n)
...
ftn+i(u) = (u− at)n−i(u− bt)i−1(1 ≤ i ≤ n) ,
where aσ, bτ are mutually distinct complex numbers. If we take aσ and bτ
(0 ≤ σ ≤ t, 1 ≤ τ ≤ t) suitably, then arbitrarily chosen n polynomials among
them are linearly independent.
Proof of Theorem 5.10 For a given odd number n, we set m = n − 1,
k = m/2 and define n functions
h2l+1(z) = z
l + z2k−l (0 ≤ l ≤ k − 1) ,
h2l+2(z) =
√−1(zl − z2k−l) (0 ≤ l ≤ k − 1)
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and
h2k+1(z) = 2
√−kzk .
Next, we take suitable constants aσ (0 ≤ σ ≤ k) and bτ (1 ≤ τ ≤ k) such
that the polynomials fi (1 ≤ i ≤ q = n(n + 1)/2) have the properties in
Lemma 5.11 for t = k. By changing the variable u suitably, we may assume
that a0 = 0. Set
M = C\{a1, . . . , ak, b1, . . . , bk}
and consider the universal covering π : M˜ →M . Set
ψ(z) =
1
(z − a1)(z − b1) . . . (z − ak)(z − bk)
and define n holomorphic functions g˜i = ψhi (1 ≤ i ≤ n) . Then we see
(g˜1)
2 + (g˜2)
2 + · · ·+ (g˜n)2 = 0
For brevity, we denote the functions g˜i◦π and g˜i by the abbreviated notation
gi in the following.
We consider the functions xi defined by
xi = ℜ
∫ z
z0
φi
for the holomorphic 1-forms φi = gidz (1 ≤ i ≤ n). By Enneper-Weierstrass
representation (Theorem 2.9), the surface x = (x1, . . . , xn) : M˜ → Rn is a
minimal surface. Moreover, its Gauss map may be rewritten as g = (g1 :
· · · : gn) and therefore g = (h1 : · · · : hn). Since the polynomials
P2l+1(u) = u
l + u2k−l (0 ≤ l ≤ k − 1) ,
P2l+2(u) =
√−1(ul − u2k−l) (0 ≤ l ≤ k − 1)
and
P2k+1(u) = 2
√
−kuk
are linearly independent over C, the Gauss map g is linearly nondegenerate.
Moreover, since P1, . . . , Pn give a basis of the vector space of all polynomials
of degree ≤ n− 1, we can find some constants cij such that
fi =
n∑
j=1
cijPj (1 ≤ i ≤ q)
Now we consider q hyperplanes
Hi : ci1w
1 + ci2w
2 + · · · + cinwn = 0 (1 ≤ i ≤ q).
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These are located in general position because n arbitrary polynomials among
the f ′is are linearly independent. On the other hand, for each j = 1, . . . , q
we can write
n∑
j=1
cijhj(z) =
n∑
j=1
cijPj = fi(z) = (z − aτ )ri(z − bτ )si
with suitable non-negative integers ri, si. In view of the definition ofM , this
implies that each fi(z) vanishes nowhere on M˜ . Consequently, the Gauss
map g omits q hyperplanes Hj located in general position.
The metric on M induced from Rn is given by
ds2 =
1
2
∑k−1
l=0 (|z|2l + |z|2(2k−l) + 4k|z|2k
(|z − a1||z − b1| · · · |z − ak||z − bk|)2 |dz|
2
and by
ds2 =
1
2
∑k−1
l=0 (|ζ|2l + |ζ|2(2k−l)) + 4k|ζ|2k
|1− a1ζ||1− b1ζ| · · · |1− akζ||1− bkζ|
|dζ|2
|ζ|2
around the ∞ if we take a complex local coordinate ζ = 1/z. The surface
with this metric is complete. Indeed, if there is a piecewise smooth curve
γ(t) (0 ≤ t < 1) in M˜ with finite length, which tends to the boundary of M˜ ,
then the curve γ˜ = π◦γ inM tends to one of the points a1, . . . , ak, b1, . . . , bk
and ∞. This is impossible as is easily seen by the above representations of
ds2. We have thus proved the theorem. ✷
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