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BOUNDARY REGULARITY FOR MINIMAL GRAPHS AND MEAN
CURVATURE FLOWS WITH HIGHER CODIMENSION
QI DING, J. JOST, AND Y.L. XIN
Abstract. In this paper, we derive global bounds for the Ho¨lder norm of the gradient of
minimal graphs, and as well as solutions of graphic mean curvature flows with arbitrary
codimension. In particular, the minimal graphs obtained in [15, 2] satisfy a global C1,γ-
estimate for any γ ∈ (0, 1).
1. Introduction
Minimal graphs u = (u1, · · · , um) in Rn+m over some domain Ω ⊂ Rn satisfy a system
of m quasilinear elliptic equations where m is the codimension. More precisely, we have
(1.1) gij∂iju
α = 0 in Ω,
where (gij) is the inverse matrix of gij = δij+
∑
α ∂iu
α∂ju
α. One of the classical problems
in the field is the Dirichlet problem, that is, to find solutions with
(1.2) uα = ψα on ∂Ω
for some given ψ. As it turns out, in order to obtain the existence and regularity of
solutions, some conditions on the geometry of the boundary of Ω and on the boundary
data are needed.
For m = 1, the problem is quite well understood, in particular thanks to the classical
paper [5] of Jenkins and Serrin. For higher codimension, that is, for m > 1, the situation
is more difficult and less well studied. A counterexample due to Lawson and Osserman
[9] tells us that the situation is fundamentally different from the case m = 1. Important
progress was made by M.-T. Wang [15] with an existence result for boundary values ψ
that are close to 0 in some suitable norm. A crucial C1,γ-estimate in that context was
only provided later by Thorpe [12]. Thorpe shows (Lemma 5.2 in [12] which is formulated
for maximal spacelike graphs in Minkowski space, but also works for minimal graphs in
Euclidean space) that for C3-boundary data on a bounded smooth domain, a solution with
small C1-norm satisfies a C1,γ-estimate. Here, see Theorem 2.3 and Corollary 2.4, we can
weaken the condition on the derivatives of u and need only the C2-norm of the boundary
data. The proof relies on a blow-up argument that would lead to a contradiction with
Allard’s regularity theorem for varifolds if we had a sequence of solutions with unbounded
Ho¨lder norms for their derivatives. The same technique can also be applied to the interior
curvature estimates of the mean curvature flow with Huisken’s monotonicity formula, and
we obtain a corresponding global C1,γ-estimate in Theorem 3.3 with the parabolic method
of [10]. Equipped with these estimates, we can then also derive existence theorems for
the Dirichlet problem for minimal graphs as in [2], see Theorem 4.2, and for the mean
curvature flow, see Theorem 4.1, on mean convex domains for boundary data that are
sufficiently small or do not deviate too much from codimension 1 data.
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2. A priori C1,γ-boundary estimate for minimal graphs
Let Rn be the standard n-dimensional Euclidean space, and Rn+ be a half space defined
by {(x1, · · · , xn) ∈ R
n| xn > 0}. Let Br(y) denote the ball in R
n with radius r > 0
and centered at y ∈ Rn. For any domain Ω ⊂ Rn and any vector-valued function f =
(f1, · · · , fm) ∈ C1(Ω,Rm), we define
sup
Ω
∣∣ 2∧ df ∣∣ = sup
x∈Ω
∣∣ 2∧ df(x)∣∣ = sup
x∈Ω,1≤i<j≤n
µi(x)µj(x),
where {µk(x)}
n
k=1 are the singular values of df(x).
Lemma 2.1. Let lα be an affine linear function in R
n−1 for α = 1, · · · ,m. Assume that
u = (u1, · · · , um) ∈ C1,γ(Rn+,R
m) is a smooth solution of the minimal surface system
(2.1)
{
gij∂iju
α = 0 in Rn+
uα = lα on ∂R
n
+
for α = 1, · · · ,m,
where (gij) is the inverse matrix of gij = δij +
∑
α ∂iu
α∂ju
α. If supRn+
∣∣∣∧2 du∣∣∣ < 1 and
|Du| is uniformly bounded in Rn+, then u is affine linear.
Proof. The proof will use a reflection argument to obtain a minimal graph on all of Rn
and splitting arguments for its tangent cone at infinity. The key analytical fact is that
by a formula of [14], the function v(x,Φ(x)) =
√
det
(
δij +
∑m
α=1 ∂xiΦ
α∂xjΦ
α
)
defined in
(2.6) is strongly subharmonic under the assumptions of the lemma.
By the standard Schauder theory for elliptic equations, u is smooth in Rn+. In a neigh-
borhood of ∂Rn+ in R
n
+, u = (u
1, · · · , um) has the Taylor expansion:
uα(x′, xn) = lα(x
′) + xnϕ
α(x′) +O(x2n),
where ϕα(x′) are smooth functions of x′ ∈ Rn−1. Let M+ denote the graph {(x, u(x)) ∈
R
n × Rm|x ∈ Rn+}. Let 0
k denote the origin of Rk for any integer k > 0. There is an
isometric (linear) transform T : Rn × Rm → Rn × Rm with T (0n+m) = 0n+m such that
T (Rn−1 ×Rm) ⊂ Rn−1 ×Rm, ∂(T (M+)) = ∂Rn+ ×{0
m}. In particular, for any x′ ∈ Rn−1
T ((x′, 0, l1(x
′), · · · , lm(x
′))) ∈ Rn−1 × {0m+1}.
Moreover, T (M+) is a graph over a neighborhood of ∂Rn+ in R
n
+ with the graphic
function uˆ = (uˆ1, · · · , uˆm), and uˆ is smooth up to the boundary with uˆα = ∂xk uˆ
α = 0 on
∂Rn+ for each k = 1, · · · , n− 1 and α = 1, · · · ,m. Let
gˆij = δij +
∑
α
∂xi uˆ
α∂xj uˆ
α,
and (gˆ−1ij ) be the inverse matrix of (gˆij). Then
(2.2) lims→0
gˆij
∣∣∣
(·,s)
= δij + δinδjn
∑
α
(∂xn uˆ
α)2
∣∣∣
x=0
,
and
(2.3) lim
s→0
gˆij
∣∣∣
(·,s)
= δij − δinδjn
∑
α(∂xn uˆ
α)2
1 +
∑
α(∂xn uˆ
α)2
∣∣∣∣
x=0
.
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It is clear that ∂2xkxl uˆ
α = 0 for any 1 ≤ k, l ≤ n − 1 on ∂Rn+. By the minimal surface
system (2.1), we have
(2.4)
∂2xnxnuˆ
α
1 +
∑
α(∂xn uˆ
α)2
= 0
on ∂Rn+ for each α = 1, · · · ,m, which implies
∂2xnxnuˆ
α = 0.
We shall now extend T (M+) by reflection to a complete minimal submanifold in Rn+m.
For that purpose, let M− be the hypersurface in Rn− × R
m defined by setting
T (M−) = {(x′, xn, y)| ∈ R
n−1 × R× Rm| (x′,−xn,−y) ∈ T (M
+ \ ∂M+)}.
Then there is a hypersurface M in Rn × Rm such that
T (M) = T (M−) ∪ T (M+).
Since T (M−) is a rigid motion of T (M+ \ ∂M+), T (M−) is minimal. Hence T (M) is
minimal outside ∂Rn+ × {0
m}. By the definition of T (M−), T (M−) can be written as a
graph over a neighborhood of ∂Rn− in R
n
− with the graphic function w satisfying
w(x′,−xn) = −uˆ(x
′, xn).
We extend w to ∂Rn− by letting w
α(0) = 0 for each α. Then
(2.5) ∂xkw
α = ∂2xkxlw
α = ∂2xnxnw
α = 0 on ∂Rn−
for any 1 ≤ k, l ≤ n − 1 and α = 1, · · · ,m. Hence T (M) can be written as a graph over
a neighborhood U of ∂Rn+ in R
n with the graphic function u˜ satisfying u˜ = uˆ on U ∩ Rn+
and u˜ = w on U ∩ Rn−. From the properties of uˆ and w, we conclude that u˜ ∈ C
2(U),
and u˜ satisfies the minimal surface system on U . Note that T (M) is minimal outside
∂Rn+ × {0
m}. Then T (M) is a complete minimal submanifold in Rn+m, and hence M is
also minimal.
Since |Du| is uniformly bounded in Rn+, thenM
+ has Euclidean volume growth. By the
definition of M , M also has Euclidean volume growth. From the compactness theorem for
varifolds, there is a sequence ri → ∞ such that
1
ri
M converges as i → ∞ to a stationary
varifold V∗ in the varifold sense. Namely, V∗ is a tangent cone of M at infinity. It is clear
that there is a Lipschitz homogeneous function u∗ on R
n
+ with supRn+
∣∣∣∧2 du∗∣∣∣ < 1 and
supRn+ |Du∗| ≤ supRn+ |Du| such that
sptV∗ ∩
(
R
n
+ × R
m
)
= graphu∗ = {(x, u∗(x)) ∈ R
n × Rm|x ∈ Rn+}.
From the curvature estimates of minimal graphs (see Theorem 4.1 in [15] for instance),
graphu∗ is smooth. Then
1
ri
M ∩ K converges as i → ∞ to sptV∗ ∩ K smoothly for any
compact set K ⊂ Rn+×R
m, and V∗ has multiplicity one almost everywhere. Denote M∗ =
sptV∗. From the definition of varifold convergence, {(x
′, l1(x
′), · · · , lm(x
′))|x′ ∈ Rn−1} is
contained in M∗.
If M∗ is flat, then the monotonicity of r
−nV ol(M∗ ∩ Br(0)) on r > 0 implies flatness
of M . Thus, assume that M∗ is not flat. Assume that M∗ is not a regular cone, i.e,
M∗ \ {0
n+m} is not smooth. We choose a singular point z of M∗ and blow up M∗ at z,
then we get a minimal cone M∗∗, which splits R isometrically. If M∗∗ is not regular, then
we continue to blow up M∗∗ at its singular point. By this dimension reduction argument,
there is a sequence of smooth minimal hypersurfaces Σi, which is obtained from M by
scalings and translations along vectors in Rn−1, such that Σi converges to a minimal cone
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C containing the origin in the varifold sense, where C splits a Euclidean factor Rn−k with
2 ≤ k ≤ n and the singular set of C has Hausdorff dimension n − k. Hence there is
a Lipschitz homogeneous function φ on Rk+ and a linear function φˆ on R
n−k such that
C ∩
(
R
n
+ × R
m
)
can be represented as a graph over Rn+ with the graphic function
Φ(x1, · · · , xn) = φ(x1, · · · , xk) + φˆ(xk+1, · · · , xn),
and supRn+
∣∣∣∧2 dΦ∣∣∣ < 1, supRn+ |DΦ| ≤ supRn+ |Du|.
We define a function v on graphΦ by
(2.6) v(x,Φ(x)) =
√√√√det(δij + m∑
α=1
∂xiΦ
α∂xjΦ
α
)
.
Then the formula of [14] for the Laplacian ∆Cv on C implies
(2.7) ∆Cv ≥ δ|AC |
2
on the regular part of C for some δ > 0, where AC is the second fundamental form of C
in Rn×Rm. Let C∗ be a regular minimal cone in R
k ×Rm such that C is a product of C∗
and Rn−k, and C∗ ∩ (R
k
+ ×R
m) = graphφ. Note that the function v is independent of the
variable xk+1, · · · , xn. Let v∗ be a function on graphφ defined by
v∗(x1, · · · , xk, φ(x1, · · · , xk)) = v(x,Φ(x))
for any x = (x1, · · · , xn) ∈ R
n
+. Let ∆C∗ be the Laplacian on C∗, and AC∗ be the second
fundamental form of C∗ in R
k × Rm. From (2.7), we have
(2.8) ∆C∗v∗ ≥ δ|AC∗ |
2
on the regular part of C∗.
By the definition of M,C∗, there is an isometric (linear) transform T∗ : R
k × Rm →
R
k×Rm with T∗(0
k+m) = 0k+m such that T∗(R
k−1×Rm) ⊂ Rk−1×Rm, ∂(T∗(graphφ)) =
∂Rk+×{0
m}, and T∗(C∗) is symmetric with respect to ∂R
k
+×{0
m}. Let T−1∗ be the inverse
of T∗. Then we can extend v∗ ◦ T
−1
∗ to T∗
(
C∗ \ graphφ
)
by putting
(2.9)
v∗ ◦ T
−1
∗ (x1, · · · , xk−1, xk, y1, · · · , ym) = v∗ ◦ T
−1
∗ (x1, · · · , xk−1,−xk,−y1, · · · ,−ym)
for all (x1, · · · , xk−1,−xk,−y1, · · · ,−ym) ∈ T∗(graphφ). Then it is clear that ∆C∗v∗ ≥
δ|AC∗ |
2 on C∗ \ graphφ. Since C∗ is a regular cone, then v∗ is smooth on Γ∗ , C∗ ∩
∂B1(0
k+m), which implies ∆C∗v∗ ≥ δ|AC∗ |
2 on C∗ \{0
k+m} from (2.8). Hence we conclude
that v∗ satisfies
(2.10) ∆Γ∗v∗ ≥ δ|AΓ∗ |
2 on Γ∗,
where ∆Γ∗ is the Laplacian on Γ∗, and AΓ∗ is the second fundamental form of Γ∗ in
∂B1(0
k+m). From the maximum principle, v∗ is a constant, which implies the flatness of
C∗ (see [14]). This contradicts the assumption and completes the proof. 
Let Ω be a bounded domain in Rn with C2-boundary, and let κΩ be the maximal
principal curvature of ∂Ω. Let us recall the local W 2,p-estimates for elliptic differential
equations (see Theorem 9.4.1 and Theorem 11.3.2 in [8] for instance).
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Lemma 2.2. Let L = aijDxixj + b
iDxi + c. Assume L is uniformly elliptic with λ · In ≤
(aij) ≤ Λ · In for some constants Λ > λ > 0, and a
ij ∈ C0(Ω), bi, c ∈ L∞(Ω), f ∈ Lp(Ω)
for some 1 < p <∞. Then there is a unique solution w ∈ W 2,p(Ω) to Lw = f a.e. in Ω.
Moreover, there is a constant c0 > 0 depending only on n, p,Λ/λ,R, κΩ and the modulus
of continuity of aij such that for any x ∈ ∂Ω
(2.11) ||w||W 2,p(Ω∩BR(x)) ≤ c0
(
||w||Lp(Ω∩B2R(x)) + ||f ||Lp(Ω∩B2R(x))
)
.
Now we derive a priori C1,γ-boundary estimates for minimal graphs with arbitrary
codimension.
Theorem 2.3. Let Ω be a bounded domain in Rn with C2-boundary. For each γ ∈ (0, 1),
let u = (u1, · · · , um) ∈ C1,γ(Ω,Rm) be a smooth solution of the minimal surface system
(2.12)
{
gij∂iju
α = 0 in Ω
uα = ψα on ∂Ω
for α = 1, · · · ,m,
with gij = δij +
∑
α ∂iu
α∂ju
α. If supΩ
∣∣∣∧2 du∣∣∣ < 1− ǫ for some ǫ ∈ (0, 1), then |u|C1,γ(Ω)
is bounded by a constant depending only on n, ǫ, |u|C1(Ω), |ψ|C2(Ω) and κΩ.
Proof. Let us prove it by contradiction. Assume there are a sequence of domains Ωk with
lim supk κΩk <∞ and a sequence of solutions uk ∈ C
1,γ(Ωk,R
m) to (2.12) with boundary
data ψk satisfying lim supk |ψk|C2(Ωk) <∞ so that supΩk |Duk| ≤ c, supΩk
∣∣∣∧2 duk∣∣∣ < 1−ǫ
for some c > 0, ǫ ∈ (0, 1), and |uk|C1,γ(Ωk) →∞ as k →∞. Thus, the he Ho¨lder norm of
Duk on Ω: [Duk]γ,Ωk = λ
γ
k for some sequence of numbers λk converging to ∞. There are
points zk ∈ Ωk such that
[Duk]γ,Ωk(zk) ≥
(
1− k−1
)
λγk.
Set
u˜k(x) = λk
(
uk
(
x
λk
+ zk
)
− uk(zk)
)
, ψ˜k(x) = λk
(
ψk
(
x
λk
+ zk
)
− ψk(zk)
)
,
and Ω˜k = λk(Ωk − zk). For any ǫ > 0, there are points yk ∈ Ωk such that |Duk(yk) −
Duk(zk)| ≥
(
1− (1 + ǫ)k−1
)γ
λγk|yk − zk|
γ . So we have
(2.13)
|Du˜k(λk(yk − zk))−Du˜k(0)| = |Duk(yk)−Duk(zk)|
≥
(
1− (1 + ǫ)k−1
)γ
λγk|yk − zk|
γ =
∣∣(1− (1 + ǫ)k−1)λk(yk − zk)∣∣γ .
For any ξk, ηk ∈ Ω˜k,
(2.14)
|Du˜k(ξk)−Du˜k(ηk)| =
∣∣∣∣Duk ( ξkλk + zk
)
−Duk
(
ηk
λk
+ zk
)∣∣∣∣
≤λγk
∣∣∣∣ ξkλk − ηkλk
∣∣∣∣γ = |ξk − ηk|γ .
Hence we have
[Du˜k]γ,Ω˜k
(0) ≥ 1− k−1,
and
[Du˜k]γ,Ω˜k
(x) ≤ 1
for each x ∈ Ω˜k. In particular, u˜k satisfies the minimal surface system with u˜k = ψ˜k on
∂Ω˜k.
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It is clear that Ω˜k converges to a domain Ω∞ which is R
n or
R
n
θ,τ , {x ∈ R
n| 〈x, θ〉 < τ}
for some (θ, τ) ∈ Sn−1 × R ⊂ Rn × R. Here, Rnθ,τ is a half space perpendicular to the θ
direction. Denote Mk = graphu˜k = {(x, u˜k(x))| x ∈ Ω˜k}. By the compactness of varifolds,
there is a subsequence Mik of Mk converging to a stationary varifold M∞ in the sense of
Radon measures, which can be represented as a graph over Ω∞ with the Lipschitz graphic
function u∞ such that supΩ∞ |Du∞| ≤ c, [Du∞]γ,Ω∞ ≤ 1, supΩ∞
∣∣∣∧2 du∞∣∣∣ ≤ 1 − ǫ and
u∞ is linear on ∂Ω∞. From Theorem 4.1 of M.T. Wang [15], u∞ is smooth in Ω∞. If
Ω∞ = R
n
θ,τ for some (θ, τ) ∈ S
n−1×R., then u∞ is a linear vector-valued function according
to Lemma 2.1, and u˜ik converges to u∞ in C
1-norm. By the proof of Lemma 2.1, u∞ is
also a linear vector-valued function provided Ω∞ = R
n.
Let us deduce the contradiction for the case of Ω∞ = R
n
θ,τ first. For any R ≥
4max{c, τ}, sup
Ω˜k
|Du˜k| ≤ supΩk |Duk| ≤ c implies
[Du˜k]γ,Ω˜k∩BR(0)
(0) = [Du˜k]γ,Ω˜k
(0) ≥ 1− k−1.
Since [Du˜k]γ,Ω˜k
≤ 1, |ψ˜k|
C2
(
Ω˜k
) are uniformly bounded and the maximal principal cur-
vature κ
Ω˜k
→ 0, by Lemma 2.2 and the uniqueness theorem (see Theorem 8.1 in [4] for
instance), u˜k ∈ W
2,p(Ω˜k) for p =
2n
1−γ , and |u˜k|W 2,p(Ω˜k∩B2R(0))
is bounded independent
of k from (2.11). Then the Sobolev imbedding theorem implies that there is a constant
0 < ǫγ,R < 1 such that
[u˜k] 1+γ
2
,Ω˜k∩BR(0)
≤ 1/ǫγ,R.
Choosing ǫγ,R sufficiently small if necessary, then there is a point ξk ∈ Ω˜k∩BR(0)\Bǫγ,R(0)
so that
(2.15) |Du˜k(ξk)−Du˜k(0)| ≥
(
1− k−1
)
|ξk|
γ .
However, (2.15) contradicts that u˜ik converges to a linear function in the C
1-norm. Hence
Ω∞ 6= R
n
θ,τ .
For the case of Ω∞ = R
n, we can also get the contradiction from the above argument.
This suffices to complete the proof. 
By Theorem 2.3, the solution u in Theorem 5.3 of [2] is C1,γ for each γ ∈ (0, 1). For
any vector-valued function f ∈ C2(Ω,Rm), set vf =
√
det (δij +
∑
α ∂if
α∂jfα).
Corollary 2.4. Let Ω be a bounded domain in Rn with C2-boundary, and ψ ∈ C2(Ω,Rm).
For each γ ∈ (0, 1), let u = (u1, · · · , um) ∈ C1,γ(Ω,Rm) be a smooth solution of the
minimal surface system in Ω with u = ψ on ∂Ω. If supΩ vu < 3, then |u|C1,γ(Ω) is bounded
by a constant depending only on n, ǫ, |u|C1(Ω), |ψ|C2(Ω) and κΩ.
Proof. With the Bernstein theorem in higher codimension (see [6][7]), it follows that any
smooth solution u to the minimal surface system in Rn+ with linear boundary data and
supRn+ vu < 3 must be linear. Following the proof of Theorem 2.3 step by step, we complete
the proof. 
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3. A priori C1,γ-boundary estimate for mean curvature flow
For a point x = (x, t) ∈ Rn × R = Rn+1, we set |x| = max{|x|, |t|1/2} and the cylinder
QR(x) =
{
y = (y, s) ∈ Rn+1| |x− y| < R, s < t
}
.
For a domain V ⊂ Rn+1, we define the parabolic boundary PV to be the set of all points
x ∈ ∂V such that for any ǫ > 0, the cylinder Qǫ(x) contains points not in V . Let Ω be a
bounded domain in Rn, and VΩ,T = Ω× (0, T ). Then PVΩ,T = Ω×{0} ∪ ∂Ω× [0, T ). For
any set V ′ ⊂ Rn+1, γ1 ∈ (0, 1], and a (vector-valued) function f defined on V
′, we set
[f ]γ1;V ′(x) = sup
y∈V ′\{x}
|f(y)− f(x)|
|y − x|γ1
on V ′,
and [f ]γ1;Ω = supx∈V ′ [f ]γ1;Ω(x). For γ2 ∈ (0, 2] and x = (x, t) ∈ V
′, put
〈f〉γ2;V ′(x) = sup
(x,s)∈V ′\{x}
|f(x, s)− f(x)|
|s − t|γ2/2
on V ′,
and 〈f〉γ2;Ω = supx∈V ′〈f〉γ2;Ω(x). Now for any a > 0, we write a = k+γ with a nonnegative
integer k and γ ∈ (0, 1). Let D denote the spatial and ∂t the time derivative. Set
(3.1) |f |a;V ′ =
∑
i+2j≤k
|Di∂jt f |V ′ +
∑
i+2j=k
[Di∂jt f ]γ;V ′ +
∑
i+2j=k−1
〈Di∂jt f〉γ+1;V ′ .
We say f ∈ Ha(V
′) if |f |a;V ′ <∞.
Let BR denote the ball in R
n+m centered at the origin with radius R > 0. Let us define
a parabolic operator for f = (f1, · · · , fm) ∈ H2(VΩ,T ) by
(3.2) Lfα =
∂fα
dt
− gijDijf
α for α = 1, · · · ,m,
where (gij) is the inverse matrix of gij = δij +
∑
αDif
αDjf
α. We say Lf = 0 if Lfα = 0
for each α. By Proposition 2.2 in [15], Lf = 0 implies that graphf(·,t) moves by mean
curvature flow.
Theorem 3.1. For R > 0, let f = (f1, · · · , fm) satisfy Lf = 0 in QR with f(0) = 0,
where 0 is the origin of Rn ×R. If sup
∣∣∣∧2 df ∣∣∣ < 1− ǫ for some ǫ ∈ (0, 1), then there is a
constant c = c(n,m, ǫ, |Df |0) depending only on n,m, ǫ, |Df |0 such that at the origin 0
(3.3) |D2f | ≤ cR−1.
Proof. By scaling, we only need to prove this Theorem with R = 1. Put Q = Q1 and
dQ(x) = infy∈PQ |x−y|. Let us prove it by contradiction. Let fi be a sequence of smooth
solutions of the mean curvature flow in Q1 with fi(0) = 0 ∈ R
m, sup
∣∣∣∧2 dfi∣∣∣ ≤ 1− ǫ and
lim supi |Dfi|0 <∞ such that
(3.4) lim
i→∞
(
sup
x∈Q
dQ(x)|D
2fi(x)|
)
=∞.
Denote Ri = supx∈Q dQ(x)|D
2fi(x)|. There are points xi = (xi, ti) ∈ Q such that Ri =
dQ(xi)|D
2fi(xi)|. Set
(3.5) f˜i(x, t) =
1
dQ(xi)
fi
(
dQ(xi)x+ xi, d
2
Q(xi)t+ ti
)
,
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then f˜i still satisfies Lf˜i = 0 with Ri = |D
2f˜i(0)|. Moreover, sup
∣∣∣∧2 df˜i∣∣∣ ≤ 1 − ǫ,
lim supi |Df˜i|0 <∞ and
(3.6) Ri = sup
QdQ(xi)(xi)
dQ(x)
dQ(xi)
|D2f˜i|
∣∣∣∣
(d−1Q (xi)(x−xi),d
−2
Q (xi)(t−ti))
= sup
y∈Q
dQ(y)|D
2f˜i(y)|.
Put M it = graphf˜i(·,t). Since M
i
t is a Lipschitz graph with uniform Lipschitz constant,
then
(3.7)
∫
M it∩B1
e
|X|2
4t
is uniformly bounded independent of i, t ∈ [−1, 0). For any sequence tj ∈ (0, 1] with
tj → 0, there are sequences li,j → ∞ as i → ∞ such that {li,j}i is a subsequence of
{li,j−1}i for each j ≥ 2, and the limit
(3.8) lim
i→∞
∫
M
li,j
−tj
∩B1/2
e
− |X|
2
4tj
exists for any j. Up to the choice of the subsequence of tj , li,j, we assume that the limit
(3.9) t
n
2
j limi→∞
∫
M
li,j
−tj
∩B1/2
e
− |X|
2
4tj
exists (and is not equal ∞) as j → ∞. By Huisken’s monotonicity formula (see formula
(1.2) in [1] for example),
(3.10)
∫ −tk
−tj
(−t)
n
2
(∫
M
li,j
t ∩B1/2
∣∣∣∣HM li,jt − X2t
∣∣∣∣2 e |X|24t
)
dt ≤ t
n
2
j
∫
M
li,j
−tj
∩B1/2
e
−
|X|2
4tj
− t
n
2
k
∫
M
li,j
−tk
∩B1/2
e
− |X|
2
4tk + cn
∫ −tk
−tj
(−t)
n
2
∫
M
li,j
t ∩B1
e
|X|2
4t ,
where cn is a constant depending only on n. Note that M
i
t is a Lipschitz graph with
uniform Lipschitz constant. Then we infer
(3.11) lim
j→∞
∫ 0
−tj
(−t)
n
2
(
lim
i→∞
∫
M
li,j
t ∩B1/2
∣∣∣∣HM li,jt − X2t
∣∣∣∣2 e |X|24t
)
dt = 0.
There is a sequence lj with lj ∈ {li,j}i, such that we have
(3.12) lim
j→∞
∫ 0
−tj
(−t)
n
2
(∫
M
lj
t ∩B1/2
∣∣∣∣HM ljt − X2t
∣∣∣∣2 e |X|24t
)
dt = 0.
and limj→∞Rlj tj =∞.
Set
(3.13) f̂i(x, t) = Rli f˜li
(
x
Rli
,
t
R2li
)
,
and Σit = graphf̂i(·,t). Then Σ
i
t is a sequence of mean curvature flow in BRli (0)×R
m with
t ∈ [−R2li , 0], sup
∣∣∣∧2 df̂i∣∣∣ ≤ 1− ǫ and lim supi |Df̂i|0 <∞ such that
(3.14) Rli = sup
x∈QRli
dQRli
(x)|D2f̂i(x)|.
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In particular, |D2f̂i(x)| ≤
1
2 on QRli/2
. Hence from (3.12) we have
(3.15) lim
j→∞
∫ 0
−R2lj
tj
(−t)
n
2
∫
Σ
lj
t ∩BRlj
/2
∣∣∣∣RljHΣljt − RljX2t
∣∣∣∣2 e− |X|24t
 dt = 0.
Since f̂i satisfies Lf̂i = 0, then |∂tf̂i(x)| ≤
1
2n by |D
2f̂i(x)| ≤
1
2 on QRli/2
. By the
Arzela-Ascoli Theorem, we can assume that fˆi converges to f∞ on any bounded domain
K ⊂ QRi/2. Furthermore, sup
∣∣∣∧2 df∞∣∣∣ ≤ 1 − ǫ, |Df∞|0 < ∞ and Df∞ are (global)
Lipschitz. Denote Σ∞t = graphf∞(·,t). By the Fatou Lemma, we conclude
(3.16)
∫ 0
−1
(−t)
n
2
(∫
Σ∞t ∩BR
∣∣∣∣HΣ∞ − X2t
∣∣∣∣2 e− |X|24t
)
dt = 0
for any R > 0. Hence Σ∞t are self-shrinkers for each t < 0. Therefore, they are smooth by
Allard’s regularity theorem. From [3], Σ∞t is an n-plane for each t. Hence Σ
i
t converges
to Σ∞t locally smoothly (see [16] for instance), but this contradicts |D
2f̂i(0)| = 1. This
suffices to complete the proof. 
Lemma 3.2. For R ∈ (0, 1), let f = (f1, · · · , fm) satisfy Lf = 0 in Q1 with f(0) = 0.
If sup
∣∣∣∧2 df ∣∣∣ < 1 − ǫ for some ǫ ∈ (0, 1), then there is a constant c = c(n,m, ǫ, |Df |0)
depending only on n,m, ǫ, |Df |0 such that for any ξ ∈ R
n ×Rm and ι ∈ Rm
(3.17) sup
QR/2
|Df − ξ| ≤ c
(
R−1 sup
x∈QR
|f(x)− ξ · x− ι|+R
)
.
Proof. By considering supx∈Q d
2
Q(x)|D
3fi(x)| instead of supx∈Q dQ(x)|D
2fi(x)| in (3.4),
it is not hard to get that
sup
Q3R/4
|D3f | ≤ cR−2,
where c = c(n,m, ǫ, |Df |0) is a general constant depending only on n,m, ǫ, |Df |0. By
Lf = 0, it follows that
sup
Q3R/4
|D∂tf | ≤ c.
Set g(x) = f(x)− ξ · x− ι for each ξ ∈ Rn×Rm and ι ∈ Rm, then Dg = Df − ξ. With an
interpolation inequality (see the proof of Lemma 4.1 of [10] for instance), for any x ∈ QR/2
we have
(3.18) |Dg(x)| ≤ c
(
R−1 sup
y∈QR/2(x)
|g|+R
)
,
which suffices to complete the proof. 
Denote Br = Br(0) ⊂ R
n for short, and B+r = Br ∩R
n
+.
Theorem 3.3. For any bounded domain Ω with C2-boundary and ψ = (ψ1, · · · , ψm) ∈
H2
(
VΩ,T
)
, let f = (f1, · · · , fm) ∈ H2
(
VΩ,T
)
be a smooth solution of Lf = 0 in VΩ,T with
f = ψ in PVΩ,T and Lψ = 0 on ∂Ω × {0}. If supVΩ,T
∣∣∣∧2 df ∣∣∣ < 1 − ǫ for some ǫ ∈ (0, 1),
then there are constants γ′ ∈ (0, 12 ] and C depending only on n,m, ǫ, |Df |VΩ,T , |ψ|2;VΩ,T
and κΩ such that |f |1+γ′;VΩ,T ≤ C.
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Proof. We shall first derive Ho¨lder estimates for Df on ∂Ω × (0, T ) by following the idea
of the proof of Theorem 12.5 in [10]. From Appendix I, let fˆ be a solution of (5.6) in
B+1 × (−1, 0) with fˆ = 0 in (∂B
+
1 ∩ {xn = 0}) × (−1, 0]. Denote Q
+
r = Qr ∩ {xn > 0} for
each r ∈ (0, 1]. For any x = (x, t) ∈ Q+r , put x
′ = (x, 0), ζ = Dfˆα(x′) and ζn = Dxn fˆ
α(x′).
Then 〈ζ, y〉 = ζnyn for any y = (y1, · · · , yn) ∈ R
n. From Lemma 7.32 in [10], there are a
constant γ′ ∈ (0, 12 ] and a general constant C depending only on n,m, ǫ, |Df |VΩ,T , |ψ|2;VΩ,T
and κΩ such that
(3.19) sup
y∈Qr
∣∣∣∣∣ζn − fˆα(y)yn
∣∣∣∣∣ ≤ Crγ′ ,
which implies
(3.20) sup
y∈Qxn(x)
∣∣∣fˆα(y) − 〈ζ, y〉∣∣∣ ≤ Cxnrγ′ .
Let F be the mapping in Appendix I, and F (y) = (F (y), ty) for each y = (y, ty). From
Lemma 3.2, it follows that
(3.21)
∣∣∣Dfα∣∣F−1(x) −Dψα∣∣F−1(x) − (DF )T ∣∣F−1(x)ζ∣∣∣
≤
C
δxn
sup
y∈Qδxn(F
−1(x))
∣∣∣fα(y) − 〈Dψα∣∣F−1(x), y〉 − 〈ζ,DF ∣∣F−1(x)y〉 − 〈ζ, x〉∣∣∣ .
Here, δ is a positive constant ≤ 1 to be defined later. The bound of |ψ|2;VΩ,T implies
(3.22)
∣∣∣ψα(y)− 〈Dψα∣∣F−1(x), y〉∣∣∣ ≤ Cδ2x2n
for y ∈ Qδxn(F
−1(x)). With the definition of F ,
(3.23)
∣∣∣〈ζ, F (y)〉 − 〈ζ,DF ∣∣F−1(x)y〉 − 〈ζ, x〉∣∣∣ ≤ Cδ2x2n
for y ∈ Qδxn(F
−1(x)). Combining the definition of fˆ in Appendix I and (3.22)(3.23), we
conclude that
(3.24)∣∣∣(DF )T ∣∣F−1(x)Dfˆα∣∣x − (DF )T ∣∣F−1(x)ζ∣∣∣ ≤ Cδxn supz∈F (Qδxn(F−1(x)))
∣∣∣fˆα(z)− 〈ζ, z〉∣∣∣ + Cδxn.
We choose a suitable δ > 0 depending on κΩ and get
(3.25) |Dfˆα(x)− ζ| ≤
C
xn
sup
y∈Qxn(x)
∣∣∣fˆα(y) − 〈ζ, y〉∣∣∣+Cxn.
Combining the two inequalities (3.20) and (3.25) and r ∈ (0, 1] yields
(3.26)
∣∣∣Dfˆα(x)−Dfˆα(x′)∣∣∣ ≤ Crγ′ .
From Lemma 7.32 in [10] again,
(3.27)
∣∣∣Dfˆα(0)−Dfˆα(x′)∣∣∣ ≤ Crγ′ .
With (3.26) and (3.27), it follows that
(3.28)
∣∣∣Dfˆα(x)−Dfˆα(0)∣∣∣ ≤ Crγ′ .
Hence we complete the estimate of the C1,γ
′
-norm of f on ∂Ω× (0, T ).
BOUNDARY REGULARITY FOR MINIMAL GRAPHS AND MEAN CURVATURE FLOWS 11
For the Ho¨lder estimates of Df on Ω × {0} and ∂Ω × {0}, see Theorem 12.7 and
Theorem 12.9 in [10]. Combining the interior estimates of f (Theorem 3.1 and Lemma
3.2), we complete the proof. 
4. Existence theorems
Let Ω be a bounded domain in Rn with ∂Ω ∈ C2, and ϕ = (ϕ1, · · · , ϕm) be a vector-
valued function in C∞(Ω,Rn). For any δ > 0, we choose a smooth function ξδ(t) on R
with compact support in (−δ, δ) such that ξδ(0) = 0, ξ
′
δ(0) = 1 and −δ ≤ ξ
′
δ ≤ 1. Set
aϕij = δij +
∑
α ϕ
α
i ϕ
α
j and (a
ij
ϕ ) be the inverse matrix of (a
ϕ
ij). Put
ϕαδ (x, t) = ϕ
α(x) + ξδ(t)
∑
i,j
aijϕ ∂ijϕ
α
for each α = 1, · · · ,m and (x, t) ∈ Ω × R. Denote VΩ = Ω × [0,∞). Then for any
sufficiently small ǫ > 0 there is such a function ξδ depending on ǫ, |ϕ|4,Ω so that Lϕδ = 0
on ∂Ω × {0},
(4.1) |Lϕαδ | =
∣∣∣∣∣∣ ∂∂tϕαδ −
∑
i,j
aijϕδ∂ijϕ
α
δ
∣∣∣∣∣∣ ≤ (1 + ǫ)n|D2ϕα| in VΩ
and
|ϕδ|2;VΩ ≤ 2n|ϕ|2,Ω, |ϕδ|a;VΩ ≤ (1 + ǫ)|ϕ|a,Ω
for any 1 ≤ a ≤ 32 .
Let Ω be a mean convex domain with smooth boundary and (1 + 2ǫ)ϕ be a smooth
function satisfying the inequality (1.3) in Theorem 1.1 of [2]. Let us consider the flow
(4.2)

∂fα
dt
=gijDijf
α in VΩ,T
fα =ϕαδ on PVΩ,T
for α = 1, · · · ,m,
where (gij) is the inverse matrix of gij = δij +
∑
α f
α
i f
α
j .
Theorem 4.1. For sufficiently small δ > 0, there is a vector-valued function f = (f1, · · · , fm) ∈
H2(VΩ,T ) for each T > 0 such that Lf = 0 in VΩ with f = ψ in PVΩ. Moreover, there
are constants CΩ > 0 and ǫΩ ∈ (0, 1) depending only on n,m, κΩ, |ϕ|2,Ω as in Theorem
1.1 of [2] such that supVΩ |Df | ≤ CΩ and supVΩ
∣∣∣∧2 df ∣∣∣ < 1− ǫ.
Proof. Let T be the maximal time of existence of the C2-solution to Lf = 0 in VΩ,T such
that supVΩ,T |Df | ≤ CΩ and supVΩ,T
∣∣∣∧2 df ∣∣∣ < 1 − ǫ, where CΩ > 0 and ǫΩ ∈ (0, 1) are
constants depending only on n,m, κΩ, |ϕ|2,Ω as in Theorem 1.1 of [2]. It is clear that T > 0
by the short-time existence of the flow (see Theorem 8.2 in [10]) and Schauder theory for
linear parabolic equations. From Theorem 3.3, there are constants γ′, C ′Ω depending only
on n,m, κΩ, |ϕ|2,Ω such that |f |1+γ′;VΩ,T ≤ C
′
Ω. Hence for any t ∈ (0,min{δ, T}]
sup
Ω
(|Df(x, t)| − |Dϕ(x)|) ≤ |f |1+γ′;VΩ,T t
γ′/2 ≤ δγ
′/2C ′Ω.
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Combining (4.1) and |ϕδ|2;VΩ ≤ 2n|ϕ|2,Ω, we choose a sufficiently small δ > 0 and fix it
independently of T , and then get
(4.3)
∣∣∣∣∣∣ ∂∂tϕαδ −
∑
i,j
gij∂ijϕ
α
δ
∣∣∣∣∣∣ ≤ (1 + 2ǫ)n|D2ϕα| in VΩ,min{δ,T},
where (gij) is the inverse matrix of gij = δij +
∑
α f
α
i f
α
j . For t ∈ (min{δ, T}, T ), we have
(4.4)
∣∣∣∣∣∣ ∂∂tϕαδ −
∑
i,j
gij∂ijϕ
α
δ
∣∣∣∣∣∣ =
∣∣∣∣∣∣
∑
i,j
gij∂ijϕ
α
∣∣∣∣∣∣ ≤ n|D2ϕα|.
Moreover, |ϕδ|1;VΩ ≤ (1 + ǫ)|ϕ|1,Ω on VΩ,T . By the assumption on ϕ and the proof of
Theorem 1.1 of [2], we conclude that T =∞, and thus complete the proof. 
In the above Theorem, the solution f satisfies
(4.5) |f |1+γ′;VΩ ≤ C
′
Ω.
Theorem 4.2. For any mean convex bounded C2 domain Ω, let ψ ∈ C2(Ω,Rm) be the
vector-valued function given in Theorem 1.1 of [2]. Then for any γ ∈ (0, 1) there is a
solution u = (u1, · · · , um) ∈ C∞(Ω,Rm) ∩C1,γ(Ω,Rm) of the minimal surface system
(4.6)
{
gijuαij = 0 in Ω
uα = ψα on ∂Ω
for α = 1, · · · ,m,
with gij = δij +
∑
α u
α
i u
α
j .
Proof. There is a sequence of smooth mean convex domains Ωk converging to Ω such that
∂Ωk converges to ∂Ω in C
2-norm. For example, these domains can be constructed by the
level-set flow. Let ψk = (ψ
1
k, · · · , ψ
m
k ) be a sequence of smooth vector-valued functions
on Ωk converging to ψ in the C
2-norm such that (1 + 2ǫk)ψk satisfies the inequality
(1.3) in Theorem 1.1 of [2] for the domain Ωk instead of Ω. By Theorem 4.1, there is
a smooth function fk = (f
1
k , · · · , f
m
k ) solving (4.2) in VΩk such that supVΩk
|Dfk| ≤ CΩ,
|fk|1+γ′;VΩk ≤ C
′
Ω, and supVΩk
∣∣∣∧2 dfk∣∣∣ < 1− ǫ. Here, CΩ, C ′Ω and ǫΩ ∈ (0, 1) are constants
depending only on n,m, κΩ, |ϕ|2,Ω. Note that fk(·, t) converges to the solution uk of
the minimal surface system (4.6) in Ωk. Then supΩk |Duk| ≤ CΩ, |uk|1+γ′,Ωk ≤ C
′
Ω, and
supΩk
∣∣∣∧2 duk∣∣∣ ≤ 1− ǫ.
By the compactness theorem of stationary varifolds or the Arzela-Ascoli Theorem,
there is a subsequence of uk converging to u∗, which is a solution of the minimal surface
system (4.6) in Ω with supΩ |Du∗| ≤ CΩ, |u∗|1+γ′,Ω ≤ C
′
Ω, and supΩ
∣∣∣∧2 du∗∣∣∣ ≤ 1 − ǫ.
By Lemma 2.2 and the uniqueness theorem (see Theorem 8.1 in [4] for instance), u∗ ∈
W 2,p(Ω) for p = n1−γ and each γ ∈ (0, 1). Then the Sobolev imbedding theorem implies
u∗ = (u
1
∗, · · · , u
m
∗ ) ∈ C
1,γ(Ω,Rm). 
As a corollary, it is not hard to verify that the solution u in Theorem 1.1 in [15] is C1,γ
for each γ ∈ (0, 1).
Corollary 4.3. Let Ω be a convex bounded C2-domain in Rn, and ψ ∈ C2(Ω,Rm) and
let β0 be the constant in Theorem 1.2 in [2]. Then for any γ ∈ (0, 1) there is a solution
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u = (u1, · · · , um) ∈ C∞(Ω,Rm) ∩ C1,γ(Ω,Rm) of the minimal surface system (4.6) with
boundary ψ such that supΩ vu < β0.
5. Appendix I
For studying the boundary regularity of parabolic systems, we usually only need to
consider a similar system on a portion of a half space by a coordinate transformation.
Let Br be a ball with radius r and centered at the origin in R
n. Let Ω be a domain in Rn
with C2-boundary. We assume that there is a coordinate change F : B1 → F (B1) ⊂ R
n
such that F,F−1 are C2-maps with F (B1∩∂Ω) ⊂ {y|y
m = 0} and F (B1∩Ω) ⊂ {y|y
m > 0}
and such that the matrix DFDF T has eigenvalues between two constants Λ−1F and ΛF
with 2 ≥ ΛF ≥ Λ
−1
F ≥
1
2 > 0. Hence ΛF converges to 1 as DF converges to the identity
matrix. Moreover, we assume that
(5.1) sup
B1
|D2F | ≤ ΛF − 1.
For a C2 vector-valued function f in VΩ,T = Ω × (0, T ), we define a new function f˜ by
f˜(F (x), t) = f(y, t). Then Df = DF ·Df˜ . Put
(5.2) Aij(y,Df˜(y, t)) = δij + ∂yk f˜
α(y, t)∂xiF
k(F−1(y)) · ∂yl f˜
α(y, t)∂xjF
l(F−1(y)).
Now we assume that f satisfies the flow
(5.3)
∂f
∂t
− gij∂2xixjf = 0 in VΩ,T
with f = ψ on PVΩ,T , where (g
ij) is the inverse matrix of gij = δij +
∑
α f
α
i f
α
j . Then
(5.4) 0 = ∂tf˜ − ∂xiF
kAij∂xjF
l∂2ykyl f˜ −A
ij∂2xixjF
k∂yk f˜ .
Set ψ˜ by ψ = ψ˜ ◦ F , and fˆ = f˜ − ψ˜ so that fˆ = 0 on F (∂Ω ∩B1)× [0, T ). Put
(5.5)
Gkl(y,Dfˆ) =Aij(y,Dfˆ +Dψ˜)∂xiF
k∂xjF
l,
Θ(y,Dfˆ) =Aij(y,Dfˆ +Dψ˜)∂2xixjF
k
(
∂yk fˆ + ∂yk ψ˜
)
+Gkl(y,Dfˆ)∂2ykylψ˜ − ∂tψ˜.
Then fˆ satisfies the parabolic system
(5.6) ∂tfˆ = G
kl(y,Dfˆ(y))∂2ykyl fˆ +Θ(y,Dfˆ(y)).
Hence there is a positive constant λf depending only on n,m, ΛF , |Df |0 and |Dψ|0 such
that
(5.7) λ−1f In ≤ (G
kl) ≤ ΛF In
and |Θ| ≤ cnΛF |ψ|2;VΩ,T in VΩ,T . Here, cn is a constant depending only on n.
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