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The agent oriented approach is doing great steps towards its (not yet reached) maturity; from a 
software engineering point of view, it is today positively used for the analysis and design of complex 
systems. In this paper, which is related to the activity of the AgentLink AOSE TFG (Agent Oriented 
Software Engineering Technical Forum Group), we provide a perspective of current research trends in 
this area with a specific attention for results coming from European groups. We start with a discussion 
of what are agents, specially from the perspective of the software engineer. We present recent trends in 
modelling agents and multi-agent systems, and then we review the different activities in the agent 
development process: from analysis and design to implementation, verification and finally testing.  
 
1  Introduction 
With the increasing amount of successful applications 
and techniques based on the agent paradigm, which have 
validated the feasibility of the approach, there is a big 
concern on its applicability in an industrial context. This 
implies the definition of repeatable, reusable, measurable 
and robust software process and techniques for the 
development of multi-agent systems (MAS). For this 
reason, a lot of effort in the agent field has been devoted 
to the definition of methods and tools for supporting 
agent oriented software engineering (AOSE). This 
involves the definition of modelling languages for the 
specification of MAS, techniques for requirements 
elicitation and analysis, architectures and methods for 
designing agents and their organizations, platforms for 
implementation and deployment of MAS, and validation 
and verification methods. Taking into account the 
diversity of influences in the agent paradigm (from 
distributed objects to knowledge base systems, but also 
from other fields such as Psychology, Biology and Social 
sciences) there are many methodological approaches, 
which should get unified and integrated in a common 
body of knowledge and practices. This is one of the aims 
of current actions at EU level, such as the AgentLink 
(www.agentlink.org) effort, or the collaboration in 
standardization organizations such as FIPA 
(www.fipa.org). 
In this paper we try to provide a perspective of 
current research trends in this area, specially in EU 
groups. This can be useful as a starting reference point to 
look for specific matters (in this sense there is an 
extensive bibliography), and is complemented in relevant 
topics with other papers in this special issue.  
The paper starts with a discussion of what are 
agents, specially from the perspective of the software 
engineer (section 2). This is followed by a presentation 
of trends in modelling this kind of systems (section 3). 
Then, different activities in the development process for 
MAS are reviewed: analysis and design (section 4), 
implementation (section 5), verification and testing 
(section 6). Finally, the conclusions (section 7) provide a 
view, from the authors of this paper, on what lines of 
work and trends should follow research in this area. 
 
2  From Objects to Agents and Multi-
Agent Systems 
When dealing with the agent notion and how to engineer 
agent-based applications, one question often arises: may 
agents be considered as an extension of objects and then 
classical object-oriented software engineering be used as 
well to build agent-based applications? Several papers 
have tried to answer this question [76][106], others have 
compared agents with programs [46] or with components 
[7]. Many authors agree on the fact that distinguishing 
agents and objects is difficult because they share some 
aspects, but they also differ, mainly on notions such as 
autonomy and interaction. Both agents and objects 
encapsulate their state, which in objects is determined by 
the values of a set of variables whilst in agents this can 
be defined in terms of goals, beliefs, facts, etc., what 
determines a mental state. Objects may have control over 
their state by using private attributes or methods but any 
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object forcing the former one to perform the action 
described by the method. An object, contrary to an agent, 
has then a limited control over its behaviour because the 
decision on which method to execute is taken by an 
external actor (the caller). An agent can determine which 
behaviour to follow (depending on its goals, its internal 
state and its knowledge from the environment) and not 
because someone else forces it to do something. 
Therefore, the notion of autonomy is stronger in agents. 
This autonomy in agents implies that usually they 
have their own thread of control, whilst, most of the time, 
objects are passive entities, becoming active just when 
one of their methods is invoked by another object. This 
difference may be alleviated by the notion of active 
objects in which an object has its own thread of control. 
However, agents have some features which make them 
something more than active objects. According to Van 
Parunak and Odell [76], agents exhibit a dynamic 
autonomy (their behaviour can be reactive as they react 
to changes in their environment, proactive as they are 
able to take initiatives to proceed into goal-directed 
actions, and social  as they communicate with other 
agents in organizations) as well as an unpredictable 
autonomy (their behaviour depends on their state, their 
individual goals, and their interactions with others). 
Active objects would become agents if they are able to 
take “initiatives”. However, this distinction is not always 
well established. For this reason some works in the agent 
domain, for instance, on formalization of coordination 
issues, usually are more related to classical concurrency 
theory and do not consider intentional aspects of agents. 
What makes really the difference, according to many 
authors is the social dimension of agents (for instance, 
the Huhns-Singh test [58] states that a system containing 
one or more reputed agents should change substantively 
if another of the reputed agents is added to the system). 
Agents cannot be considered in isolation and are social 
entities, which communicate and interact with other 
entities that share a common environment. 
Communication between objects is defined in terms of 
messages that activate methods, but in the agent domain, 
this communication is richer both in the diversity of 
mechanisms and in the language, which is defined at a 
more abstract level, in terms of ontologies and speech 
acts, for instance. This social perspective is reflected also 
in the definition of organizations with social rules and 
relationships among agents [42].  
Therefore, the use of object-oriented software 
engineering techniques can be applied for the 
development of MAS, but some extensions are required 
to deal with social issues (organization, interaction, 
coordination, negotiation, cooperation), more complex 
behaviour (autonomy, mental state, goals, tasks), and a 
greater degree of concurrency and distribution. 
2.1  Definition of Agents 
In [91], an agent is defined as anything that can be 
viewed as perceiving its environment through sensors 
and acting upon that environment through effectors. For 
Ferber, agents are still plunged into an environment but 
he endows agents with additional characteristics [41]. An 
agent becomes then able to communicate directly or not 
with other agents, it is driven by a set of tendencies, 
possesses resources of its own, has a limited 
representation of its environment, possesses skills and 
can offer services, and may be able to reproduce itself. 
Its behaviour tends towards satisfying its goals, taking 
into account the resources and skills available to it in 
accordance with its perception, its representation and the 
communication it receives. Depending on the nature of 
applications in which agents are used, different labels 
exist for agents [46][77]: agents are qualified as being 
autonomous, intelligent or mobile, for instance. This 
plethora of labels makes the term “agent” almost 
meaningless because it can be used too frequently to 
characterise anything, so [69] recommends to formally 
define the notion of agency. In this paper agents are 
characterized through their essential properties: an agent 
is able to act, is autonomous, proactive, communicates 
with others, and perceives its environment
1.  
2.2  Definition of Multi-Agent Systems 
(MAS) 
Most of the authors agree on viewing a MAS as a system 
composed of agents that communicate and collaborate to 
achieve specific personal or collective tasks. This is 
related to what was said before, an agent is not an 
isolated entity but it is only understandable when located 
in an environment where other agents exist, with which it 
can interact. 
MAS are appropriate to deal with complex and open 
problems. The organization facilitates managing 
complexity by determining structures, norms and 
dependencies. In some cases, the organization is 
explicitly a subject of analysis and design (e.g., [42] 
[111]). But in certain approaches, the organization 
emerges at run time (e.g., [10][36][93]). This allows the 
analysis of emergent behaviours in systems in which is 
not easy to know their structure in advance. From the 
point of view of AOSE, this means that both top-down 
and bottom-up approaches are feasible when building a 
MAS, depending on the problem under study.  
2.3  MAS Meta-models 
Meta-modelling is a means to define concepts used in a 
system. This can facilitate analysis and design by 
identifying activities for instantiating the meta-model 
entities with respect to the target application (i.e., the 
meta-model identifies which elements should the 
developer look for, and what relationships and 
constraints exist for those elements). For instance, 
Aalaadin defines one of the first meta-models for MAS 
in terms of three main concepts: Agents, Groups and 
Roles [42]. With this meta-model, the developer has an 
organizational-driven approach to build a MAS. An 
organization is a structural relationship between a 
collection of agents and is described by a set of 
interaction modes. Agents are defined by their function 
in the organisation (Role) and belong to one or more 
Groups, possibly for gaining some capabilities.  
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Meta-models are also useful to integrate concepts. 
This is the approach of the MESSAGE project [21], 
whose aim was to define a methodology for the 
development of telecom applications using agent 
technology. MESSAGE adopted concepts and notations 
from different methodologies in a common framework. 
Its definition was made using meta-models. Furthermore, 
these meta-models were used to build graphical editors 
[51]. In order to cope with complexity of MAS, 
MESSAGE structured the specification of meta-models 
in five viewpoints: organization, agent, goals/tasks, 
domain, and interactions.  
In the object world, the notion of object is clearly 
defined by a set of criteria and almost all developers 
agree on what makes a system object oriented. Meta-
modelling is then possible relying on standard notations 
such as UML [90]. On the contrary, no universally 
accepted structural representation of the elements (agent, 
role, behaviour, ontology, etc.) that compose an actual 
MAS, with their relationships, exists yet. This has led 
several existing agent-oriented methodologies to propose 
their own concepts and system structure illustrated by a 
particular MAS meta-model. This lack of unification at 
the MAS meta-model level, and then at the agents 
concepts level, therefore prevents developers from 
reusing fragments of existing agent-oriented 
methodologies to build their own methodology especially 
dedicated to their needs (this is the methodology 
composition process suggested by the method 
engineering approach [17][54]; this proposes to create a 
new methodology starting from existing methodology 
parts, called method fragments, that a method engineer 
defines and stores in a method base). 
A further step in this direction would be the 
standardisation of the process that is necessary to follow 
in order to build a new methodology. This would be 
desirable to make agent-oriented engineering used in the 
industrial world. From this perspective, some initial 
attempts have been made to find a unified meta-model 
based on several methodologies [11], or by trying to 
reach an agreement in the agent community with the 
work of the FIPA Modelling TC or the AgentLink III 
AOSE TFG. 
3  Modelling Agents 
Modelling agents and MAS needs adapted modelling 
languages, notations and tools. Agents, as said above, are 
not far from objects and most of the modelling methods 
are based on tools coming from the object-oriented 
domain. The most generally accepted modelling 
language used for object-oriented software engineering is 
UML. UML is a de facto standard, and most modelling 
tools are already based on it, which facilitates the 
development of tools. However, UML does not provide 
all the notation elements to model all the specific features 
of agents.  
UML extension abilities (i.e., stereotypes, tagged 
values, constraints) have been used to support agent-
oriented modelling. For instance, Agent-UML (AUML) 
[3] extends UML sequence diagrams to specify Agent 
Interaction Protocols by providing mechanisms to define 
agent roles, agent lifelines (interaction threads, which can 
split into two or more lifelines and merge at some 
subsequent points using connectors like AND, OR or 
XOR), nested and interleaved protocols (patterns of 
interaction that can be reused with guards and 
constraints), and extended semantics for UML messages 
(for instance, to indicate the associated communicative 
act, and whether messages are synchronous or not).  
Also in the context of AUML there are proposals for 
extending class diagrams into agent class diagrams [2]. 
Here an agent class consists of several elements:  
•  An agent name used to differentiate objects from 
agents in a diagram and providing an agent with 
three information: instance, role and class. 
•  A state description that looks similar to the attribute 
compartment in class diagrams but expresses well-
formed formulae for logical descriptions of the state, 
it may be used to model beliefs, desires and 
intentions of agents, for instance. 
•  Actions that can be reactive or proactive. 
•  Methods implementing services, as in UML classes. 
•  Capabilities describing what an agent can do.  
•  Organisation belonging, which specifies the different 
groups in which an agent evolves, the roles it plays 
and under which constraints it evolves in these 
groups. 
•  Agent head automata, which define the behaviour of 
an agent.  
AUML is under study in the FIPA Modelling TC, 
and being modified in order to take into account new 
features in UML 2.0 [57]. For example, communication 
between agents are now captured by enhanced sequence 
diagrams, which become interaction diagrams, in which 
agents can change their role, add or delete roles during 
interactions, and notions of loop or break are added to the 
AND, OR and XOR connectors that were available. 
AUML is being smoothly introduced as an add-on into 
different agent-oriented toolkits, such as OpenTool for 
ADELFE [10] and the INGENIAS Development Kit 
[82]. 
Another proposal for agent-oriented modelling as an 
UML profile is AORML (Agent-Object-Relationship 
Modelling Language) [104]. Here, agents are considered 
from two perspectives: external and internal. The 
external AOR model describes the perspective of an 
external observer who is watching the agents and their 
interactions. Agent Diagrams are used to depict the agent 
types and objects of the domain and their relationships, 
while interactions are modelled using Interaction Frame 
Diagrams (possible interactions between two agent 
types), Interaction Sequence Diagrams (instances of 
interaction processes) and Interaction Pattern Diagrams 
(general interaction patterns). An internal model adopts 
the view of a particular agent to be modelled and depicts, 
using three kinds of diagrams (Reaction Frame 
Diagrams, Reaction Sequence Diagrams, Reaction 
Pattern Diagrams), the world represented by the mental 
state of this agent.  
A more recent extension of UML for MAS is AML, 
which is described in another paper of this special issue 
[25]. Two UML profiles for AML are given and enable 
implementing AML in CASE tools based on UML 1.* or 
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designer is free to customise AML through the definition 
of extensions to this language. 
There are also approaches based on OPM (Object 
Process Methodology) [37]. OPM considers processes 
and objects as equally important classes of things, which 
together describe the function, structure and behaviour of 
systems. A single diagramming tool, Object-Process 
Diagrams (OPDs), is enough for modelling the system. 
This has been extended in OPM/MAS [99] by taking 
MAS building blocks from Gaia methodology. For 
instance, organization, society, platform, rule, role, user, 
protocol, belief, desire, fact, goal, intention, and service 
are modelled as OPM objects. And the behavioural 
concepts such as agent, task, and messaging are modelled 
using the process concept. Another approach [74], taking 
inspiration from OPM, allows zooming through different 
abstraction layers and apply this feature to SODA [79], a 
methodology that addresses the coordination aspects of 
agent societies. The analysis of complexity is also 
considered from the perspective of interactions in  [83]. 
In section 4.3 we discuss how the management of 
complexity can be also addressed by considering 
complementary aspects of a MAS. 
4  Analysing and Designing Agents 
According to Sommerville [97], all the different kinds of 
software development processes share some fundamental 
activities. These include specification (consisting in the 
definition of software functionalities and constraints, i.e., 
requirements analysis), design and implementation 
(consisting in the production of the software), validation 
(where the produced software should be validated against 
customer requirements) and evolution (the software 
evolves according to customer new needs). In this section 
we discuss the first two items of this list: specification 
analysis and design. 
During the specification phase, the designer collects 
and analyzes the software requirements, which are 
usually considered from two perspectives: User and 
System. The latter being the detailed and more technical 
expression of what the customer specifies in the User 
Requirements. System Requirements consist of 
functional (services the software should provide), non–
functional (constraints on the services) and domain 
requirements (coming from the application domain).  
Design consists in converting system specifications 
into an executable system. This is usually achieved by 
structuring the software into modules, defining the data 
to be managed and the interfaces between components. 
Sometimes a specific attention is given to the algorithms 
that are necessary to solve the problem. 
A fundamental contribution in defining the impact of 
agents in these phases has been argued by Jennings [63] 
in the sense that agents can be a successful solution for 
two major problems of contemporary approaches: 
rigidity of components interactions and limitedness of 
available system’s organizational structures. 
In the next sub-sections we present existing 
contributions in this area (with a specific attention for 
European ones) according to their key features. 
Specifically, we consider formal and non formal 
approaches, multi-views paradigms, agent design life 
cycles and some other remaining issues. 
4.1   Formal approaches 
Many authors looked at the problem of analysis and 
design of agent-oriented systems with a formal approach. 
This usually includes the adoption of a mathematical 
formalism to obtain a correct specification of the system 
to be; the output of a formal method is a formal 
specification that can be used for implementing the 
system, verifying its correspondence with user 
requirements or evaluating the final result [85].  
Several of these works adopt a kind of logic (usually 
a modal logic [96]) to represent the system. As an 
example, LORA (Logic of Rational Agents) [107] which 
is founded on a first-order logic, includes a BDI (Belief-
Desire-Intention) [87] component (used for the agent 
architecture), a temporal component (used for specifying 
the system dynamics), and an action component (used to 
represent agents’ actions). LORA is adopted by MABLE 
(a language for the design of MAS) that allows an 
automatic verification of the agent system [108]. 
Situation Calculus [71] is another expression of this 
field of research; it is a first-order logic (with some 
extensions to second-order logic) capable of representing 
dynamic domains. IndiGolog [34] is a recent 
implementation of situation calculus, supporting the 
high-level programming of robotic intelligent agents that 
can perform online planning and plan execution in 
partially unknown environments. In IndiGolog (that is 
part of the GOLOG [67] family), environment dynamics 
is modelled using situation calculus while the agent 
behaviour is designed in a procedural way. 
Another formal approach is due to M. Luck and M. 
D’Inverno [69] and it is an application of the Z language 
[98] to the specification of agents. Z is based on first 
order predicate calculus with the original introduction of 
the concept of schema. A schema is composed of a 
declarative part (declaration of variables and their types) 
and another part where variables are related and their 
constraints expressed. Agents in Z are defined within a 
four-layer hierarchy that includes: entities (inanimate 
objects with attributes), objects (entities with 
capabilities), agents (objects with goals), autonomous 
agents (agents with motivations). In this work the authors 
take profit of the great number of existing experiences in 
Z for inheriting a great number of tools that include code 
production and model checking capabilities. Another 
approach that uses the Z formalism (and statecharts) can 
be found in [56]. 
4.2   Non-formal Approaches 
Non-formal approaches to the specification and design of 
agent systems are mostly based on the use of structured 
natural language and graphical notations. Among these, 
for system requirements specification, UML-related 
diagrams like use-case and sequence diagrams are very 
common use. These approaches are mainly requirement-
oriented and they often aim at capturing system 
functionalities through a set of heuristics and views. 
Several agent-oriented design methodologies 
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include a complete design process, not only system 
specification aspects. We can fundamentally identify 
three categories of non-formal specifications: functional-
oriented [62] (often adopting use-case diagrams), goal-
oriented approaches [103] (that aim at identifying the 
goals of the system and eventually dividing them among 
agents), and, finally, role-oriented approaches [65] (they 
adopt the role as the key abstraction for specifying a 
MAS, they are often also concerned about designing 
roles/agents coordination). While the functional and 
goal-oriented specifications are well-known and widely 
adopted in the object-oriented context, role-guided 
specifications are more specific of the agent community. 
Functional specifications (mostly looking at 
European works) are adopted in the PASSI methodology 
[29] and the ROADMAP [64], an extension of Gaia 
[109], both of them adopting use-case diagrams.  
PASSI starts analysis with use-cases and arrives to 
code production and testing in an iterative process. It 
includes an extensive patterns reuse practice and it is 
conceived to be supported by a specific design tool 
(PTK), since several of its activities are partially 
automated. 
Identification and modelling of system goals is part 
of the MESSAGE methodology [21], which is based on a 
set of meta-models supporting five different views of the 
MAS: organization, agent, tasks/goals, interactions, and 
environment. INGENIAS [82] refines and extends these 
meta-models, and uses them to build support tools for all 
stages of the development cycle. Furthermore, for 
requirements elicitation, INGENIAS proposes to base on 
Activity Theory to analyse intentional and social issues 
of the system, by providing a set of contradiction patterns 
that guide the developer in the identification of conflicts 
in the specification about the agent and the organization 
goals [47]. 
Tropos [16] starts from the i* framework [110], 
which has been developed mainly thinking on 
information systems, actors, beliefs, commitments and 
goals are used to model system organization. Tropos uses 
this requirements analysis approach and incorporates it in 
a complete process that moves from the specification to 
detailed design. 
One of the key features of agency consists in 
interaction; we can even note that this is also the 
fundamental aspect of some standardization attempts 
coming from FIPA (Abstract Architecture Specification 
[43]) or OMG MAF (Mobile Agent Facility [78]). As a 
consequence, many authors devoted their attention to 
capturing interaction aspects often by modelling agents’ 
roles [65][18].  
European methodologies that give a prominent 
importance to role modelling are Gaia [109], SODA [79] 
and RICA [94] (but also the cited MESSAGE, 
INGENIAS, and PASSI).  
Gaia has been, probably, the most influent 
methodology concerning the analysis of the system as a 
society/organization consisting on a set of roles that are 
later assigned to agents. Gaia’s roles are related with one 
another, and participate in pre-defined patterns of 
interactions with other roles. Implementation issues are 
not dealt in this methodology since considered depending 
on the chosen deployment agent platform. Although 
initially Gaia suffered from the limitation of being 
conceived for closed systems and ignoring the possibility 
of self-interesting agents, a new release of it [111] 
included concepts like organizational rules as the way to 
manage more complex open systems.  
SODA (Societies in Open and Distributed Agent 
Spaces) [79] aims at modelling the behaviour of agent 
societies (considered as not deducible from the behaviour 
of single agents) and their environments (that can be 
open, distributed, dynamic and unpredictable). It has a 
specific attention for agent interactions (starting from a 
role model) but does not face the design of the agent’s 
inner structure.  
Another methodology that puts in a prominent 
position roles is RICA (Role/Interaction/Communicative 
Action) [94]. It integrates relevant aspects of Agent 
Communication Languages (ACL) and Organisational 
Models and it is itself based on the concepts of 
Communicative Roles and Interactions. 
Other authors concentrated their efforts to 
coordination among agents [27][80]. A coordination-
based approach should consider system openness, the 
presence of self-interested agents and MAS social laws 
that rule the overall behaviour of the agents thus 
encompassing single-role modelling issues.  
Coordination is sometimes pursued by adopting a 
programmable coordination media (like the MARS 
system presented in [19]), but other authors specifically 
conceived their design methodologies for dealing with 
coordination. 
Another interesting methodology specifically 
conceived for coordination of robotic agents is 
Cassiopeia [38]. Cassiopeia design process is based on 
the concept of role, agent, dependency, and group; an 
agent is seen as a set of roles (there can be individual 
roles, relational roles and organizational roles). The 
methodology enumerates several different layers, among 
them the organizational roles layer describes the 
dynamics of the groups by defining the roles that the 
agents have to play to let the group appear. Dependencies 
among roles can be of three types: functional, resource-
based or goal-based and in this sense the methodology 
partially recalls the already cited i* framework.  
Cassiopeia assumes that agents are cooperative and 
this is the same hypothesis that is behind the ADELFE 
methodology, which focuses on adaptive MAS [9]. 
Adaptive software can be profitably used in situations in 
which the environment is unpredictable or the system is 
open. Contrary to Cassiopeia, in ADELFE agents are not 
characterised by roles but by the cooperation rules they 
follow. These rules are described in a proscriptive way, 
they express what are non cooperative situations, and 
make an agent locally decide why and when changing its 
interactions with others. Cooperation is thus viewed as 
the engine of adaptation according to the AMAS 
(Adaptive Multi-Agent System) theory [22].  
Other contributions about non-formal agent design 
come from MaCMAS/UML [84], which is a fragment of 
methodology devoted to deal with large/complex MAS, 
and the works on modelling electronic institutions and 
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4.3  Multi-view Approaches 
Multi-views, multi-perspectives, multi-level approaches 
base their philosophy on three well-known methods for 
tackling complexity, already mentioned by Booch [12]: 
Abstraction, Decomposition, Hierarchy. After all, as it 
can be deduced from the discussion in sections 2 and 3, 
agent-oriented systems can be more complex than object-
oriented ones and therefore a well structured way to 
manage this complexity is necessary. 
The structuring of a MAS in several viewpoints 
appears in many methodologies. One of the first to 
propose this was Vowels Engineering, which has been 
the basis for the MAGMA approach [35]. It considers the 
five Latin vowels (initially only the first four): Agent, 
Environment, Interactions, Organization, and User. 
Different techniques can be applied to analyse and design 
each aspect. Agents can be conceived as simple automata 
or complex knowledge-based systems. Interactions can 
be studied as physical models, e.g., wavelength 
propagation, or as speech acts. Organizations can be 
inspired in biological models or ruled by sociological 
models. The purpose of this methodology is to consider 
component libraries that provide solutions for each 
aspect, so that the designer can instantiate an agent 
model, an organization model, and so on. The 
methodology proposes to consider vowels (aspects) in a 
certain order, depending on the kind of system being 
developed. For instance, if social relationships are 
important, the development process should start with the 
organization. If the process starts with agents, then the 
system will have an organization that probably emerges 
as a result of the interactions of individual agents. These 
viewpoints have been applied similarly in the MESSAGE 
[21] and INGENIAS methodologies [81], which redefine 
viewpoints as organization, agent, domain/environment, 
goals/tasks, and interactions. 
The concept of level in agency is also another way of 
considering several views. It has been initially introduced 
by Newell [75] and Jennings [63] recalled the knowledge 
level and complemented it with a new social level. The 
knowledge level is concerned with the agent seen as an 
asocial problem solver while the social level looks at the 
agent organization as its main focus. 
Other works in this direction presented different 
perspectives [28][32], which are more directed to the 
representation of the system from a different point of 
view (architectural, social, knowledge, computer, 
resource, autonomy) rather than a different level of 
abstraction. 
Other examples of methodologies that emphasize the 
modelling of the MAS from different viewpoints are 
MAS-CommonKADS [60] (organization, tasks, 
experience, agents, communications, coordination, and 
design), ODAC [50], which uses the five ODP 
viewpoints (enterprise, information, computational, 
technology and engineering) [61], and MASSIVE [68] 
(that includes seven views: environment, task, role, 
interaction, society, architectural, system). 
4.4   Agent Design Life Cycle Models 
The whole set of activities and phases needed to develop 
and maintain a software system is usually addressed as a 
Software (Engineering or Development) Process. 
Fuggetta in [48] defines it as “the coherent set of 
policies, organizational structures, technologies, 
procedures, and artifacts that are needed to conceive, 
develop, deploy, and maintain (evolve) a software 
product”, sometimes this is also known as a Software 
Life Cycle Process [59]. Usually the sequence of phases 
(here we mean high level activities or set of activities) 
that compose a Software Process is ruled by a software 
life cycle model. Examples of software life cycle models 
are the waterfall model, the prototyping model, the 
evolutionary development, the incremental/iterative 
delivery, the spiral model, and so on.  
A classification of many agent-oriented 
methodologies according to the software life cycle model 
they adopt, can be found in [24]. The paper remarks that 
current research in the area of AOSE methodologies 
underestimate the importance of the process model in the 
development of MAS; according to the authors, this is 
confirmed by the fact that in many cases, AOSE 
methodologies do not make explicit reference to the 
underlying process model. Anyway, most of them 
propose iterative and incremental development process in 
the same way as the Unified Process. 
Some novelties about life cycle models for agents 
come from the application of the Extreme Programming 
[5] and Agile Manifesto [4] principles to agents. 
Proposed design approaches [26][66] seem to show that 
besides the respect for the main principles of this 
research stream (attention for code rather than 
documentation, central role of customer, and so on) a 
fundamental importance in MAS agile design is played 
by its ontological aspects (both of the cited approaches 
give great importance to drawing some ontological 
models of the problem domain). 
4.5   Other Issues In Designing Agents  
Despite of the number of works we have discussed, we 
are still leaving apart some specific areas. These for 
instance include the design of Internet specific 
applications by means of agents (see [112]); the 
importance of this field is growing up in conjunction 
with the studies on web-services [72] (and their 
extensions to agent-services [33]). 
Another important aspect of design is evaluation. In 
the last years several works have been proposed on this 
topic. Some look at specific attributes of the 
methodology to evaluate it (this is the case of [23][100]) 
while some others more generically try to identify the 
elements that a methodology should include to deal with 
specific aspects of agency like for instance managing 
complexity [83]. 
Finally, we would like to report some studies on the 
composition of new methodologies based on the reuse of 
existing portions of them (usually called method 
fragments). These works start with experiences from 
classical software engineering [17][86] and have their 
primary justification in the claim that one single design 
methodology cannot be suited to face all problems and 
developing contexts. According to this paradigm, each 
class of problems should be faced by a specific 
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development group and other factors affecting the 
software production (like for instance strategic choices 
about implementing environment and technologies).  
Actually, a wide repository of method fragments 
coming from diffused agent methodologies (Gaia, MaSE, 
PASSI, Prometheus, Tropos) is included in the Open 
Process Framework [44]. A similar approach is pursued 
by the FIPA Methodology Technical Committee, whose 
results can also be found in works of some of its 
members [31][45]. Although some experiences exist in 
supporting tools for object-oriented approaches [102], the 
lack of specific agent-oriented instruments and the 
intrinsic complexity of the approach has still limited the 
diffusion of this paradigm. 
5  Implementing Agents 
Agent systems can be implemented and deployed on a 
variety of target platforms. There are agent-oriented 
platforms that conform to some standards such as FIPA 
or MAF [78], but it can be the case that a MAS is finally 
realized on more conventional technology, for instance, 
as Java distributed objects or components. Here we 
describe both agent platforms (section 5.1) and proposals 
for transformation from MAS design models to 
implementation (section 5.2). Finally, in section 5.3 we 
consider agent-oriented programming languages.  
5.1  Agent Platforms 
Agent platforms support developers by providing a set of 
reusable components and services for the implementation 
and deployment of agents. Most of them are compliant 
with standards. In Europe, JADE can be considered as 
the reference FIPA compliant platform. Other platforms 
are more focused to support agent coordination, such as 
TuCSoN and Islander. 
JADE (Java Agent DEvelopment Framework) [6] 
originates as a collaboration between the research labs of 
Telecom Italia (TILAB) and Univ. Parma, and currently 
is distributed as open source software under the terms of 
the LGPL (Lesser General Public License Version 2). 
JADE illustrates well the implementation of FIPA 
management architecture components: the Agent 
Communication Channel, the Agent Management 
System, and the Directory Facilitator. Agent 
communication is performed through message passing, 
where FIPA ACL is the language to represent messages, 
and with libraries that implement FIPA protocols, which 
can be used as reusable components when building 
agent-based applications. This facilitates the task of 
developers who can rely on agent lifecycle management 
by JADE and have some guarantee of interoperability 
with other FIPA compliant agent systems. JADE 
supports both reactive and deliberative agents by 
defining a structure for agent behaviours, which can be 
Java classes implementing state machines or rule 
systems, by an integration of JESS (Java Expert System 
Shell, available at http://herzberg.ca.sandia.gov/jess/) in 
the platform. Furthermore, JADE provides some tools for 
agent debugging (sniffer agents) and monitoring, and 
other common services such as naming and yellow 
pages. As a result of the EU IST project LEAP 
(Lightweight Extensible Agent Platform), JADE 
incorporated facilities for agent mobility and can be 
deployed on mobile lightweight Java environments down 
to J2ME-CLDC. Currently, LEAP libraries are 
distributed as an add-on of JADE distribution from 
version 3.0 onwards. A board has been constituted 
recently with the purpose of driving its evolution and 
consolidating JADE as a de-facto standard middleware 
for agent-based applications. 
Another approach for agent communication, instead 
of message passing, is the use of a tuple spaces, a classic 
mechanism for coordination. This is illustrated by 
TuCSoN (Tuple Centres Spread over the Networks), by 
the Univ. Bologna [88]. An interesting feature of this 
kind of systems is the ability to define coordination laws 
(something that is not common for tuple space 
approaches in general). Islander+AMELI [40] also 
provides a coordination middleware, by exploiting  the 
concept of electronic institutions to implement complex 
negotiation processes. 
5.2  Transformation from Design to 
Implementation 
As a modelling paradigm agents contribute to the use of 
abstract concepts that are close to those used when 
reasoning about human behaviours and organizations. 
This can facilitate analysis and design activities but the 
gap to implementation is greater than with other 
paradigms, which are closer to current computational 
frameworks. In this sense, although there are well-
established agent platforms, such as JADE, it is common 
to see agent systems that are implemented on more 
conventional platforms, usually depending on the 
application environment and constraints (for instance, a 
robotic system or a J2EE server). In order to solve this 
kind of situations, some integrated development 
environments (IDEs) provide tools for modelling with 
agent concepts and a process for transforming agent 
specifications into code for the target platforms.  
Finally, when considering multiple target platforms, 
the trend is to follow the OMG Model Driven 
Architecture (MDA) approach [73]. Basically, the idea is 
to specify the meta-model of a MAS modelling language, 
which is platform independent, and those of the target 
platforms. Mappings define rules or algorithms that 
determine how instances of types in the MAS meta-
model result in the generation of instances of types in the 
meta-model specifying a target platform. This approach 
has been discussed in [1] and is used by the INGENIAS 
Development Kit (IDK) to generate code on JADE, 
Servlets, Robocode tanks, and other systems [51]. It is 
also proposed by MetaDIMA [52] and Agent Factory 
[30]. 
5.3  Agent-Oriented Programming 
Languages 
The use of agent-oriented programming languages 
facilitates the understanding of agent features. There is 
an extensive review of this in an accompanying paper of 
this special issue [13], which considers imperative, 
declarative and hybrid approaches. Basically, the 
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emphasis either on mobility issues, or on an intentional 
behaviour model, or on a communication model. CLAIM 
[39] is probably the most complete in considering all 
these issues and being applied to real applications. Many 
provide support for a BDI model, such as dMARS, 
3APL, or Coo-BDI. 
6  Verification and Testing 
Verification and testing techniques for MAS usually 
apply known results from concurrent and distributed 
computing.  
Verification is normally based on formal theories, 
that allow the analysis of a system in order to determine 
whether certain properties hold. These can be liveness 
(whether the system will progress) or safety properties 
(whether the system will do right things), thus answering 
to the question is the system being built right? When the 
property consists on whether the application fulfils the 
requirements, we usually refer to it as validation. 
Testing, on the other hand, is usually defined as the 
activity of looking for errors in the final implementation. 
What is interesting to note in the case of MAS when 
discussing verification and testing is whether 
organizational, cognitive, development, evolution, and 
motivational concepts are considered, because the 
consequences of having concurrent and distributed 
processes are already a subject extensively covered in the 
literature since the seventies. Winograd & Flores [105] 
already criticised that many approaches try to work with 
these properties through techniques that were conceived 
for other purposes, without taking advantage of specific 
agent characteristics. In this context, verification and 
testing of MAS have not just imported techniques from 
other paradigms, but they have also created new 
approaches to solve this problem. 
An example of the first formal approaches for 
verification in the agent domain is DESIRE [15], a 
design and specification framework that describes agents 
and the MAS itself as networks of tasks organized in a 
hierarchy. The interaction and coordination among 
agents is specified as interchanges of pieces of 
information and control dependencies. Properties to be 
verified are represented with temporal logics: what is a 
conflict among goals or how to choose among design 
alternatives. Checking properties consists of 
demonstrating that these are satisfied in a concrete 
problem using the DESIRE representation of the system. 
Although this allows proving complex properties of the 
system and the domain, it has the limitation of the agent 
model as being task-oriented.  
Other formal approaches have shown limited scope 
because they are assuming a fixed agent model, usually 
more as a kind of reactive process rather than intentional, 
and demand too detailed specifications, which makes 
these techniques work for toy examples but unaffordable 
for real cases, apart of the learning curve that they imply 
for developers. For these reasons, there are several 
approaches that try to mix the goodness of formal 
languages with the expressive power of semi-formal 
(usually graphical) languages.  
An example of this is the use of model checking 
techniques to verify the satisfaction of requirements in 
Tropos [49]. Specifications with the graphical language 
of Tropos are translated into Formal Tropos, adding 
temporal logic constructs. This offers the possibility of 
verifying the specification with formal methods. 
Recently we start to see the application of theories 
coming from other fields, such as Sociology. Activity 
Theory, for instance, has been applied to the 
identification of contradiction patterns (e.g., conflicts 
between individual goals and community goals) by 
translating concepts for the social science to agent 
concepts, in this case for INGENIAS and Tropos [47]. 
Activity Theory is also being considered for analysing 
social coordination in the TuCSoN platform [89]. 
Concerning testing, apart of debugging tools that 
help the developer to follow messages exchange and in 
some cases to introspect agents (as in the case of MadKit 
[53]) an interesting approach is the use of data mining 
tools for analysing and presenting results to the 
developer. This is used for the JADE platform in the 
ACLAnalyser tool [14]. Another work, specifically 
conceived for the JADE platform and including both a 
test method (aimed at testing single agent features with a 
regression testing approach) and a supporting tool is 
presented in [20]. 
7  Conclusion 
The agent-oriented approach, from a software 
engineering point of view, is mainly used for analysis 
and design of complex systems. Implementation and 
deployment of these systems may take a variety of forms, 
sometimes following agent related standards (such as 
FIPA and MAF) but usually as conventional distributed 
objects or component based software. Thus, the main 
benefit of agent-orientation at present seems to be at the 
level of modelling. The coupling with that diversity of 
target platforms is motivating approaches in the AOSE 
community which are in line with the OMG Model 
Driven Architecture (MDA) approach. Following this, 
and considering the state-of-the-art as reported in this 
work, we think the agent approach can be profitably used 
for modelling the solution at a platform independent 
level, and then some tools could provide proper 
transformations to specific target platforms. 
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