1.
Introduction. This note is a sequel to [5] ; the notations are the same. An important property of the Moore-Penrose inverse T f of a matrix, or a bounded linear operator, or a densely-defined closed linear operator Ton a Hubert space is the relation of T f to extremal solutions of the equation Tu=y (see [2] , [4] , [7] ). We develop proximal properties of generalized inverses in normed spaces within the general setting of [5] and demonstrate their relations to extremal, minimal, and best approximate solutions. If there exists a P 0 e 3P' M such that any (and hence all) of the statements in Proposition 1 hold, we say that M is an orthogonally-complemented subspace of N. We emphasize that if M=&(P 0 ) is orthogonally complemented by J^(P 0 ), it is not necessarily true that ^T(P 0 ) * s orthogonally complemented by ^(P 0 )-Also, orthogonal complements are not necessarily unique. Hubert spaces are an exceptional case; if M is a closed subspace of a Hilbert space, then M 1 -is the unique orthogonal complement of M in the above sense, and also M L has M as an orthogonal complement. In this case the corresponding projectors will be selfadjoint. Finally we remark that in a normed linear space every one-dimensional subspace is an orthogonal complement for some hyperplane, for let 5'=sp{^}, H = l. Take (by the Hahn-Banach theorem) ƒ e N* with ||/|| = 1 and f(e)=l. Define P by Px=x-f(x)e.
Preliminaries. Let
Then &(P)=jT(f) and ||/-P|| = 1. In general, in normed linear spaces, orthogonally-complemented subspaces are rare. Note that by Proposition 1, the existence of a R-O.P.I. implies that é%(T) is an orthogonally-complemented subspace of N 2 . Also, the existence of a L-O.P.
I. implies that ^P(T)A_J^(T)
since J/ (P)\_0l(P) by Proposition 1 and since Jf(T)czâl (P) and The importance of right-orthogonal, left-orthogonal, and orthogonal partial inverses lies in their connection with the existence of extremal solutions, minimal solutions, and best approximate solutions of the equation co Tx = y. THEOREM 
If U is a right-orthogonal partial inverse of T e A(V, N 2 ), then for y e 3)(JJ) the equation (1) has v=Uy as an extremal solution. If in addition, nearest points from 8%(T) are unique (in particular if N 2 is strictly convex), then the existence of an extremal solution implies that y e ®(U)=0t(T)®rf{Q).

THEOREM 4. IfU is a left-orthogonal partial inverse of T and the equation (1) has a solution, then Uy is a (not-necessarily unique) solution of minimal norm.
THEOREM 5. If U is an orthogonal partial inverse of T, and if in N 2 nearest points from â$(T) are unique, then for all y e 3>(U), x=UTUy= Tp^y is a (not-necessarily unique) best approximate solution of (I).
COROLLARY 6. Let H x and H 2 be Hubert spaces and let T:3(T)cz H 1 ->H 2 . Then (1) has an extremal solution if and only if the orthogonal projection of y onto M(T) lies in 0l(T).In this case (1) has a (unique) best approximate solution if and only if the orthogonal projection of any (every) extremal solution onto JV*(T) lies in ^(T). If T has an orthogonal partial inverse, then (1) has a unique best approximate solution whenever it has an extremal solution.
This corollary basically contains the results given in Erdelyi and Ben-Israel [2, §2] . For matrices, it is well known that ||^4JC-Z?|| 2 is minimized by x= Ub if U satisfies AUA=A and AUis selfadjoint (see e.g. Rao and Mitra [8] ). This is a special case of Theorem 3. Also if Ax=b has a solution, then the unique solution of smallest norm is x=Ub where AJJA-A and UA is selfadjoint. This follows as a special case of Theorem 4 plus the use of strict convexity which gives uniqueness. Finally the wellknown results for a bounded or densely-defined closed linear operator on a Hubert space with closed or nonclosed range (see, e.g., [4] ) are also corollaries.
In view of Theorem 5, which gives the existence of best approximate solutions, it is useful to consider another kind of generalized inverse. DEFINITION The proofs and some additional results will be published elsewhere.
