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Abst rac t - -F i r s t ,  sohtions that lie in a cone intersected with an annular type region are obtained 
for the third-order di~erenee equation Asu(t) + a(t)f(u(t)) = O, 2 < t < T + 2, satisfying the 
boundary conditions u(0) = u(1) = u(T + 3) = 0, in the cases that .f is either superlinear or 
subUnear. The second pm't is devoted to determining wlues of A for which there exist positive 
solutions of Asu(t)  + Aa(t)](u(t)) = 0, 2 _< t < T + 2, satisfying the boundary conditions u(0) - 
u(1) ffi u(T + 3) = 0, when both Hmf_,o+(f(z) /z  ) and l im=-.oo(f(z)/z) exist as positive real 
numbers. ~) 1998 Elsevier Science Ltd. All rights reserved. 
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1. INTRODUCTION 
For notation, given a < b in Z, we employ intervals to denote discrete sets such as [a, b] = 
{a, a + 1, . . . ,  b}, [a, b) = {a, . . . ,  b - 1}, [a, co) = {a, a + 1,... }, etc. Let T _> 1 be fixed. 
The first part of this paper is devoted to finding positive solutions of the nonlinear third-order 
difference quation 
aau(t)  + a(t)/(u(t)) = 0, t • [2, T + 2], (1.1) 
satisfying the boundary conditions 
u(O) -- u(1) = u(T + 3) = O, (1.2) 
where 
CA) / : R + --, R + is continuous (R + denotes the nonnegative r als), and 
(B) a(t) is a positive valued function defined on [0,T + 2], 
and where f satisfies certain superlinear or sublinear conditions which involve the extended real- 
valued l imits 
fo = lira f(x),  and (1.3) 
x- ,O  + X 
foo = (1.4) 
Z--tOO X 
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The function f is said to be superlinear when f0 = 0 and foo = c¢, and is ~id to be aub|inear 
when f0 = eo and foo = 0. 
The second part of this paper focuses on determining eigenvalues, A, for which there axe positive 
solutions of 
+ = 0, t e [2, T + 2], (1.5) 
which also satisfy the boundary conditions (1.2), where CA) and (B) hold, as well the condition 
(C) f0 and foo both exist as positive real numbers. 
For the continuous case when n = 2, boundary value problems analogous to (1.1),(1.2) and 
(1.5),(1.2) arise in various nonlinear phenomena for which only positive solutionJ axe meaningful; 
see, for example [1-4]. 
In this work, we establish analogues of results obtained by Erbe and Wang [5] in terms 
of (1.1),(1.2), and then in terms of (1.5),(1.2), we extend the recent result~ of Henderson [6] 
as analogues of eigenvalue properties obtained by Henderson and Wang [7]. Our methods fol- 
low much along the lines of those developed by Merdivenci [8-10], whose studies were devoted to 
second-order systems of difference equations and then generalized to2n th order systems involving 
superlineaxity and sublineaxity conditions on the nonlinear term. Ultimately, motivational works 
axe found in papers such as [4,11-15] which dealt with nonlinear elliptic problems in annular 
regions. Moreover, closely related to this work are the results of [16-20], which axe devoted to 
solutions of boundary value problems for ordinary differential equations that lie in annulax-like 
regions intersected with a cone. 
Our main tool in addressing both problems (1.1),(1.2) and (1.5),(1.2) is a fixed-point theorem 
for positive operators. This theorem can be found in [21]. Many of thq~ works cited above 
have involved using this fixed-point theorem, due to concavity conditions on positive solutions. 
Recently, Eloe [6] obtained some impressive results that generalize concavity for finite differences. 
In that work, he also established generalized concavity analogues for Green's function$ that axe 
related to our boundary value problems. 
In Section 2, we state the generalized concavity properties by Eloe [6] for a Green's function 
that will be used in defining positive operators on a cone. We also state the fixed-point theorem 
from [21]. In Section 3, we provide an appropriate Banach space and cone in order to apply 
the fixed-point heorem yielding solutions of (1.1),(1.2) for both case of .f sup~linear and f 
sublineax. In Section 4, using the same Banach space and cone, we again apply the fixed-point 
theorem yielding solutions of (1.5),(1.2) for an open interval of eigenvalues. 
2. PREL IMINARIES  
In this section, we state the fixed-point theorem which was mentioned in the Introduction. 
This fixed-point theorem will be applied to a completely continuous summation operator whose 
kernel, G(t, s), is the Green's function for 
-Asu( t )  = O, 
satisfying (1.2). Haxtman [22] has shown that 
G(t, s) > 0, 
so that from the boundary conditions (1.2) 
C(t, s) > 0, 
t e [2, T + 2], (2.1) 
on [2, T + 2] x [0, T], (2.2) 
on [0, T + 3] x [0, T]. (2.s) 
An excellent reference on sign conditions and upper bounds for G(t, s) appears in the book by 
Agaxwal [23]. For our purposes, for each s E [0, ~ ,  let r(s) E [0, T + 3] be defined by 
cCrCs),8) = max oCt, s). 
tEI0,T+3] 
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(We remark that r(s) • [2, T + 2].) So, we can state 
O(t, s) <_ G(r(s), s), t • [0,T + 3], s E [0, T]. (2.4) 
In his paper on general concavity properties for finite differences, Eloe [6] proved that 
2 
G(t,s)> (T+l)(T+2)G(v(s) ,s) ,  t• [2 ,T+2] ,  s• [0 ,T ] .  (2.5) 
Inequalities (2.4) and (2.5) are of fundamental importance in defining positive operators to which 
we will apply the following fixed-point heorem [21]. 
THEOREM 2.1. Let B be a Banach apace, and let P c B be a cone in B. Assume f~l, f~2 are 
open subsets orb with 0 • ftl C ~1 C ~'~2, and let 
A: P n (~2 \ fh) --* P, 
be a completely continuous operator such that, either 
(i) IIAull < Ilutl, u • • n ofh and IIAull > Ilulh u • p n 0~'~2, or  
(ii) [[Au[[ > HuH, u • P n ~'~1 and [[Au[[ _< [[u[[, u • P A Of~2. 
Then, A has a fixed point in P n ( fi2 \ fh ). 
3. SOLUT IONS OF  (1 ,1 ) , (1 .2 )  IN  A CONE 
In this section, we make our first application on Theorem 2.1. Note, that u(t) is a solution 
of (1.1),(1.2) if and only if 
T 
u(t) = ~ G(t, s)a(s)f(u(s)), t • [0, T + 3]. 
s----0 
For our construction, let 
B = {u: [0, T + 3] --* R [ u(0) = u(1) = u(T + 3) = 0}, 
with norm HuH = maxte[0,T+3 ] [u(t)[. (B, [[ • [[) is a Banach space. Define a cone, :P, by 
P = {u • B l u(t) >_ on[0 ,T+3] ,  and min u(t) >_ 2 } 
te[2,T+2] (T + 1)(T + 2) HuH " 
Also, we define the number a • [0, T + 3] by 
T T 
~"~GCa, s )a(s )= max ~-~GCt, s)aCs). (3.1) 
tE[0,T+3] s----2 
8----2 
We remark that a E [2, T + 2]. 
THEOREM 3.1. Assume that Conditions (A) and (B) are satisfied. If, either 
(i) f0 = 0 and fo¢ = co  (i.e., f is supexlinear), or 
(ii) fo = oo and foo = oo (i.e., f is sublinear), 
then (1.1),(1.2) has at least one solution which belongs to P. 
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PROOF. Define a summation operator A : P -* B by 
T 
Au(t) = ~ G(t, s)a(s)f(u(s)), u • 7). (3.2) 
s=0 
We will exhibit a fixed point of A that lies in the cone 7 ). 
Observe first that from (2.3), if u • 7 ), then Au(t) >_ 0 on [0, T + 3]. From properties of G, Au 
satisfies the boundary conditions (1.2). Moreover, for u • 7), we have from (2.4) 
T T 
A~(t) = ~ G(t, s)a(,)/(~(s)) < ~ G(r(s), s)a(s)/(~(s)), 
8=0 s=O 
t • [0, T + 3], 
and so, 
T 
IIAull _< ~ c(rCs), s)aCs)/(uCs)). 
$=0 
Thus, ff u • 7), then (2.5) and (3.3) imply 
(3.3) 
T 
min Au(t) = rain ~G(Ls)a(s)f(u(s)) 
tE[2,Tq-2] tE[2,T+2] s--0 
T 2 
>- ~ (T + 1)(T + 2) G(r(s), s)a(s)f(u(s)) 
s=0 
2 
-> ( T + 1)(T + 2)IIAutl. 
As a consequence, A : 7) --* 7). In addition, it is immediate that A is completely continuous. 
Let us now consider the cases of the theorem. 
CASZ (i). Assume f0 = 0 and foo = oo. From f0 = 0, there exist ~/> 0 and HI > 0 such that 
/(z) <_ 1?x, for 0 < x < H and 
T 
~ G(~(,),,)~(,) < i 
$=0 
Define the open subset f/1 by 
~ = {x • ~ I miami < H1}. 
Then, for u • P n ~1,  we have I1~11 -- HI ,  and from (2.4), 
T T 
A~(t) < ~ C(~(s), s)a(s)/(~(s)) < ~ G(~(,), s)~(,)~(,) 
s=O s~O 
T 
_< v'~'-':~ c(r(s),  s)a(s)ll~ll _< Ilull, te  [0 ,T+ 3], 
s=0 
and we conclude 
llAull < llull, for u • P n 0fh. 
Next, from/oo -- oo, there exist A > 0 and/~2 > 0 such that .f(x) _> Ax, for x _> ~r2 and 
(3.4) 
( 2 )T 
A (T+I ) (T+2)  ~G(a,s)a(s)>_l. 
sgffi2 
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Set//2 -- max{2Hx, ((T + 1)(T + 2)/2)H2), and define 
n2 = {x • B I Ilxll < H2}. 
If u • 7 ~, with II~[I = S2, then mintE[2,T+2 ] U(~) > (2/(T + 1)(T + 2))[lull ~ H2 and 
T T 
A~z(cr) = .~ G(a, s)a(s)f(u(s)) >_ ~ G(~, s)a(s)f(u(s)) 
J=0 s=2 
T 
T ( 2 )EG(o.,$)a($),,u,[ ~ ,.u,H" 
-> E G((r,s)a(s)Au(s) >_ A "(T + 1)(T + 2 / s=2 
$=2 
Consequently, llAull > llull, and so 
[IA~I[ ~ I{ui[, for u • ~ N ~2.  (3.5) 
The application of Theorem 2.1 to (3.4) and (3.5) yields that A has fixed point u E ~DN(~2\~I). 
As such, the fixed point u is a desired solution of (1.1),(1.2) for the case of f superlinear. 
CASE (ii). Assume f0 = oo and foo = 0. From f0 = oo, there exists f/> 0 and J1 > 0 such that 
f(z) >_ @z, for 0 < x _< J1 and 
( 2 )T 
f/ (T+I ) (T+2)  EG(a 's )a (s ) -> l '  
$=2 
In this case, define 
nl = {x ~ B I llxll < J1}. 
Then, for u e P n 0f~l, we have f(u(s)) >_ Ou(s), s • [0,T], and moreover, u(s) 
(2/(T + 1)(T + 2))11,,11, s • [2, T + 2]. Thus, 
T T 
Au(~) > ~ e(~, ~)a(81/(~(811 > ~ a(~, 81a(sl~(s) 
#=2 $=2 ( )T 
> • (T+ 1)(T+2) ~"~G(a,s)a(s)lul[ > llull. 
$=2 
> 
From which we have 
llAull > llull, for It E ~l) N ~1"  (3.6) 
For the final part of the proof, we deal with foo = 0. In this case, there exist A > 0 and J2 > 0 
such that f(x) _< Ax, for x >_ J2 and 
T 
~ G(~(~), 8)a(8) < 1. 
~=0 
There are two subcases, (I) f is bounded, and (II) f is unbounded. 
SUBCASE (I). For this subcase, suppose M > 0 is such that f(x) <_ M, for all 0 < x < oo. Let 
J2 = max{2Jx, M ~'~ffi0 G(r(s), s)a(s)}. Then, for u E 7 ) with Hull = J2, we have 
T T 
A~(t) = ~ G(t, s)a(s)/(~(,)) < M ~ G(~(,), ~)a(~) _< II~li, 
a~0 $=0 
t E [0,T + 3], 
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so that IIA~II < Ilull. So, if 
then 
~2 = {~ • B I Ilxll < s2}, 
IIAull < I1~11, for u • 7) n ~2.  (3.7) 
SUBCASE (II). For this subcase, let J2 > max{2Jl, J2} be such that .f(x) <L f(J2), for 0 < z < 
J2. If we choose u • 7) with llul[ = J2, then 
T T 
Au(t) < E G(v(s), s)a(s)f(u(s)) <E G(r(s), s)a(s)/(J2) 
$=0 $=0 
T T 
E G(rCs), s)a(s)AJ2 = i E GCr(s), s)a(s)ll,II ~ I1"11, 
$=0 $=0 
t e [0,T + 3]. 
In this case, if 
~2 = {x • ~ I IIxU < J2}, 
then 
IIAull _< Ilull, for u • 7) f3 8G2. (3.8) 
Thus, from the two subcases, an application of Theorem 2.1 to (3.6),(3.7) or (3.6),(3.8) yields 
a fixed point of A which belongs to 7 ) N (fl2 \ ft2). This fixed point is a solution of (1.1),(1.2) for 
the case of f sublinear. The proof is complete. | 
4. THE E IGENVALUE PROBLEM (1 .5 ) , (1 .2 )  
In this section, we will apply Theorem 2.1 to the eigenvalue problem (1.5),(1.2). The arguments 
of this section follow along the lines of those set forth in the previous ection. In this setting, we 
note that u(t) is a solution of (1.5),(1.2) if, and only if, 
T 
~(t) = A ~ G(t, s).(s)/(~(s)), t e [0,T + 3]. 
We define a summation operator A : 7 ) --* B by 
T 
A~(t) = ~ ~ act, slaCs)/(~(.)), 
$ffi=0 
and we seek a fixed point of A that lies in the cone P. 
(T + 1)(T + 2) < A < 1 
2 C~ff i2G(a,s)a(s)) (foo _ e ) - - ( Ts~ffioG(V(s),s)a(s)) (.fo +e) 
uET), (4.2) 
l=0 
Let the Banach space (B, [[ • H) and the cone 7 ) C B be as in Section 3. Also, let the number 
a e [2,T + 2] be as defined in (3.1). 
THEOREM 4.1. Assume that Conditions (A), (8), and (C) are sat~fied. Then, for each A satis- 
fying 
(T + 1)(T + 2) 1 
< ~ < , (4.1) 
2 Cffi~2G(a,s)a(s))foo (T~ffioG(r(s),s)a(s)) .fo 
there endsts t least one solution of (1.5),(1.2) that lles in 7). 
PROOF. Let A be given as in (4.1). Then, let e > 0 be such that 
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Arguments identical to those in the first part of the proof Theorem 3.1 yield that A : ~ --. 
and that A is completely continuous. 
The existence of f0 as a positive real number, from Assumption (C), implies there exists H1 > 0 
such that f(z) < (fo + e)z, for 0 < x _< HI. So, for u • P with Ilull = HI, we have from (2.4) 
T T 
A15(t) < ~ G(~(s), s)~(s)/(15(s)) < ~ ~ G(~(s), s)~(s)(/0 + ~)15(s) 
/=0 s=0 
T 
_< ~'~'-"~ G(r(s),s)o,(,s)(,fo +,~)111511 <_ 111511, t • [0,T + 31. 
s=O 
Therefore, IIA1511 <- 111511. Hence, if we set 
a l  = {Z • B t Ilzll < H1},  
then 
IIA1511 _< Ilull, for 15 • ~ C~ ~'~1. (4.3) 
Next, Assumption (C) states that foo is a positive real number. Thus, there exists an/~2 > 0 
such that f ix) >_ (foo - e)z, for all x _> H2. Let//2 = max{2H1, (( T + 1)(T + 2)/2)H2}, and 
define 
92 = {z • B I Ilzll < H2}. 
If 15 • ~ with 111511 = Hn, then mintel2,T+2] u(t)i2/(T + 1)iT + 2))111511 >_ ~,~ and 
T T 
A15(~) = ~ ~ C(~, s)~(s)/(15(s)) > ~ ~ O(~, s)~(s)/(15(s)) 
s-~0 s----2 
T 
> ~ ~ G(~, s)a(s)if= - ~)15(s) 
s=2 
T 
-<~ (T+I ) (T+2)  ,=2 
Thus, HAull >- Hull, and so 
IIAull >_ [[ul[, for u • ~ N 892. (4.4) 
Applying Theorem 2.1 to (4.3) and (4.4), we conclude that A has a fixed point uit) • PN(~2\fh).  
The fixed point u(t) is a solution of (1.5),(1.2) corresponding to the given value of ~. The proof 
is complete. | 
THEOREM 4.2. Assume that Conditions (A), (B), and (C) are satisfied. Then, for each ~ saris- 
( T + 1)iT + 2) 1 
< ~ < (4.5) 
2 (.=~oi~,s)aCs))fo (.=~0G('is),.)a(8)) I~' 
there exists at least one solution of (1.5),(1.2) that lies m 7'. 
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PROOF. Let A be given as in (4.5), and choose e > 0 such that 
(T + 1)(T + 2) 1 
<A< 
2 C~ffi2G(a,s)a(s))(fo-e) C=~oGO'(s),s)a(s)) (foo+e) 
Let A be the cone preserving, completely continuous operator that was defined by (4.2). 
Beginning with f0, there exists an H1 > 0 such that f(x) >_ (fo - e)x, for 0 < x < HI. So, for 
u • 7) and Ilull = 81 ,  we have 
T T 
A~(~) = ~ ~ G(~, s)a(s)/(~(s)) >~ ~ G(~, s)a(s)/(~(s)) 
s-----0 s--2 
T 
> ~ ~ G(~, s)a(s)(/o - ~)~(s) 
s----2 
-- )~ (T + I~T + 2) ~ a(~,, s)a(s)(/o - ~)llull -> Ilull. 
a~2 
Therefore, if we let 
then 
~zz = {x • ~ I Ilxll < H1}, 
IIAull ~ I1~11, for u • 7) n ~x .  (4.6) 
There remains to consider foo. There exists H2 > 0 such that f(m) _< (foo + e)z, for all x _> H2. 
There are the two subcases, 
(a) f is bounded, and 
(b) f is unbounded. 
For Case (a), suppose M > O is such that f(z) <_ M, for al l0 < x < co. Let //2 = 
max{2Hx, MA ~ffi0 G(v(s), s)a(s)}. Also, let 
N2 = (x • B I Ilxll < S2}. 
Then, for u • 7) N 0f12, we have 
T T 
Au(t) = ~ ~ G(t, s)a(s)/(u(s)) _< ~M ~ G(r(s), s)a(s) < Ilull, t • [0, Y + 3], 
$~0 a~O 
and so, 
IIAull < Ilull, for ~/ • ~D N ~2.  (4.7) 
For Case (b), let//2 > max{2Hz, H2) be such that f(x) _< f(H2), for 0 < x _< H2. Let 
~2 = {z • B I Ilzll < S2}. 
Choosing u • 7 ) n 0ft2, 
T T 
A~(t) < ~ ~ a(~(s), s)a(s)/(~Cs)) <~ ~ a(~(s), s)a(s)/(H2) 
a----0 a----0 
T T 
< ~ ~ G(~(s), s)a(s)(/~ + ~)H~ = ~ ~ C(~(s), s)aCs)(/~ + ~)11~11 
m----O a=O 
and so 
Ilull, t ~ [0, T + 3], 
[[Aull < Hull, for u E 7) N ~'~2. (4.81 
In each of the subcMes, we apply Theorem 2.1 to (4.6),(4.7) or (4.6),(4.8) to obtain a fixed 
point of A that lies in 7) n (f/2 \ f~l). This fixed point is a solution of (1.5),(1.2) corresponding 
to the given A. The proof is complete. II 
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