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Abstract
A cost-optimal model predictive scheduling algorithm is presented that operates
in a day-ahead market. The underlying optimizer is a heuristic branch and
bound algorithm that finds the constrained optimal scheduling of a freezer with
respect to hourly changing energy price. The method is also able to iteratively
re-estimate the heat capacity of the freezer.
Simulation experiments were performed on a freezer model identified from
measurement data. Results show that the proposed algorithm successfully de-
creased the cost of operation, however the computational complexity increases
when the price is growing.
The proposed method can be generalized for home appliances of different
kind.
Keywords: Smart grids; Demand side management; Model predictive control;
Heuristics; Scheduling algorithms
1. Introduction
One of the major technical challenges nowadays is the efficient manage-
ment of energy production and consumption. Facing the constrained energy
resources and energy production capacity together with the rapidly increasing
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and dynamically changing energy consumption, electrical energy providers and5
line operators, and also the electrical appliances themselves are providing more
and more smart solutions with economical, technical and environmental goals,
that facilitates the development of smart grid technologies and solutions both
on the demand and on the supplier sides.
The approaches from the supplier side include the methods of optimized10
pricing Joe-Wong et al. (2012) that aim at balancing the electrical grid subject
to variations in the supply (e.g. caused by the changing availability of renew-
able energy sources), and also in the demand. As a result of optimized pricing,
hourly changing electrical energy prices are available for the day-ahead elec-
tricity market (see e.g. Spot (2010)), that is continuously expanding, and the15
amount of energy being traded through them is increasing. The authors of
Tianhu et al. (2017) analyzed the effect and potential contribution capability
of microgrid to electric power system demand-supply adjustment in hour-ahead
electricity market through Price-Based demand response and they concluded
that the overall operation efficiency and flexibility both improved. In the work20
Kim et al. (2015) a new framework has been proposed considering decentralized
energy coordination and generation that can be utilized in energy dispatch or
energy flow scheduling.
The demand side tools and techniques of energy management are also de-
veloping rapidly. This area includes the optimal operation of certain electrical25
appliances with controllable on/off switching taking into account the dynami-
cally changing electrical energy prices and the operating constraints. An opti-
mal day-ahead microgrid scheduling method for an office building considering
weather scenarios is developed in Shimomachi et al. (2014), while an optimal
residential load control method with price prediction is reported in the paper30
Mohsenian-Rad and Leon-Garcia (2010). Household appliances can also be a
subject of optimal operation or scheduling, see e.g. the paper Du and Lu (2011).
A method is proposed in Ba´ez-Gonza´lez et al. (2016) to minimize the energy
cost associated to olive oil production in a day-ahead market.
The optimal energy demand management tasks with changing electrical en-35
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ergy prices most often lead to model based optimization problems for which
efficient solution methods are available in the literature. In Sou et al. (2011)
a mixed integer linear programming based approach is used for the optimal
scheduling of domestic appliances in a smart environment. The use of coop-
erative particle swarm optimization and similar soft computing methods was40
reported in Pedrasa et al. (2010) to energy consumption optimization in smart
home applications. An optimal scheduling algorithm has been given in Setlhaolo
and Xia (2014) where the optimal scheduling of different household appliances
has been formulated as a nonlinear integer programming problem and solved
by genetic algorithm. An adaptive scheme has been proposed for temperature45
control in household freezers with low-end sensing and actuation equipment in
Leva et al. (2010).
On the other hand, model predictive control (MPC) is a powerful and popu-
lar method for solving multivariable optimal control problems in energy related
control and scheduling applications, too (see e.g. Ma et al. (2014) and Rodrigues50
et al. (2017)). The online estimation of the model parameters (e.g. in a vary-
ing temperature situation) enables the controller to adjust the used model to
the actual system, e.g. in the work Pedersen et al. (2017), where the demand
response potential of a refrigerator system being used in a supermarket has
been proposed together with an estimator of the actual food temperature. The55
authors of Elliott and Rasmussen (2013) propose a decentralized MPC archi-
tecture for a multi evaporator-air conditioning system that is decentralized and
modular, in order to avoid competing controllers and the practical difficulty
of implementing a centralized controller. Model predictive control can also be
used in the charging control of electrical vehicles in a Smart Grid as presented60
in Di Giorgio et al. (2014). The model predictive approach, however, requires
to have a reliable dynamical model of the controlled dynamical system. The
authors of the work Sossan et al. (2016) propose a grey-box modeling approach
for household refrigerators as a basis of a demand side management application.
In Schne´ et al. (2014), the authors provide a dynamical model of a household65
refrigerator together with a parameter identification.
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The general aim of this work is to propose a theoretically sound yet computa-
tionally effective method for cost optimal adaptive scheduling of cooling/heating
appliances. Because of the computationally exhaustive nature of the standard
MPT toolbox Herceg et al. (2013) available for this purpose (see in Ba´lint and70
Magyar (2016)), heuristic elements were needed to develop a computationally
feasible method Ba´lint et al. (2017b). In addition, the need for an adaptive
version of the method has also arisen to follow the change in the load of the
cooling/heating appliances Ba´lint et al. (2017a). Based on the earlier attempts
Ba´lint et al. (2017a), this paper proposes an effective method for cost opti-75
mal adaptive scheduling of cooling appliances together with a simple way of
estimating the model parameters needed for the scheduling.
The paper is organized as follows. The problem is defined in Section 2
together with the dynamical model of the freezer. The scheduling problem is
formulated as a model predictive control problem in Section 3, two proposed80
heuristic algorithms are also presented here. The case study of a simple freezer
is given in Section 4, which is followed by the discussion of the results in Section
5. Finally, the most important concluding remarks and some future research
directions are given in Section 6.
2. Problem statement85
The problem of cost-optimal scheduling of freezers possesses important spe-
cialties that can be effectively utilized in the proposed heuristic solution. These
specialties are present both in the dynamic models of the freezers and in the
special control aim driven by the time-dependent electricity prices.
2.1. Dynamic model of freezers for scheduling90
In the simplest case, a freezer can be regarded as a container that is cooled
by a cooling liquid circuit driven by an electrical motor. The schematic picture
of the main elements of this simple freezer is shown in Fig. 1.
The containment is characterized by its air temperature Ta. It is heated
by the outer environment through the door of the freezer, and cooled by the95
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Figure 1: The schematic picture of the freezer
wall with temperature Tw. A liquid cooling system with liquid temperature
Tc provides cooling when the cooling binary switch S is on, while there is no
cooling of the wall when it is switched off (S = 0). The side wall is also heated
by the outer environment.
The variables and parameters of the freezer model are collected in Table 1.100
The engineering model. The simplest possible dynamic model that describes
the dynamics of the above described freezer can be constructed from the energy
balances for the containment air and that of the wall in the following form
(see Hangos and Cameron (2001))
Ca
dTa
dt
= Kw(Tw − Ta) +Ko(To − Ta) (1)
Cw
dTw
dt
= Kw(Ta − Tw) +Kx(To − Tw) + S ·Kc(Tc − Tw) (2)
with the variables and parameters collected in Table 1.105
The first terms in the right-hand side of the equations correspond to the heat
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Table 1: Model variables and parameters
meaning symbol classification unit
containment air temperature Ta state variable
◦C
wall temperature Tw state variable
◦C
binary switch status S input variable −
outer air temperature To parameter
◦C
cooling liquid temperature Tc parameter
◦C
minimal inner air temperature Ta,min parameter
◦C
maximal inner air temperature Ta,max parameter
◦C
minimal wall temperature Tw,min parameter
◦C
maximal wall temperature Tw,max parameter
◦C
air-wall heat transfer coeff. Kw parameter
kW
◦C
air-env. heat transfer coeff. Ko parameter
kW
◦C
wall-env. heat transfer coeff. Kx parameter
kW
◦C
wall-cool. liq. heat transfer coeff. Kc parameter
kW
◦C
heat capacity of the containment Ca parameter
kJ
◦C
heat capacity of wall Cw parameter
kJ
◦C
transfer between the containment air and the wall, the second transfer terms
correspond to the transfer between the outer environment and the containment
air or the wall, respectively, and the last term in the second equation describes
the effect of the cooling liquid. The parameters of the model are assumed to be110
constant.
The state and input variables. Now we can identify the state (x) and input
variables (u) of the dynamic model as follows:
x =
Ta
Tw
 , u = S (3)
where S is the state of the switch.
Piecewise affine model. Let us define two operating modes of the freezer: the
cooling and the reheating modes. In both cases the state space model is in the
6
standard linear time-invariant affine model form
x˙ = Ax+Bu+ f (4)
y = C x (5)
but the value of the coefficient matrices A,B,C differ.
Cooling dynamics. The first case is when the switch is closed (S = 1), i.e. the
refrigerator is cooling. Then the parameter matrices and vectors are
Aon =
−Kw+KoCa KwCa
Kw
Cw
−(KwCw + KcCw + KxCw )
 , (6)
Bon =
 0
TcKc
Cw
 , fon =
KoToCa
KxTo
Cw
 , C =
1 0
0 1
 . (7)
Reheating dynamics. The second case is when the switch is open (S = 0), i.e.
the freezer is reheated to the environmental temperature. Then the parameter
matrices and vectors are as follows:
Aoff =
−Kw+KoCa KwCa
Kw
Cw
−(KwCw + KxCw )
 , (8)
Boff =
0
0
 , foff =
KoToCa
KxTo
Cw
 , C =
1 0
0 1
 . (9)
More details on the engineering model together with a parameter set relevant
to a household refrigerator can be found in Ba´lint et al. (2017b).115
2.2. Changing energy prices on a day-ahead market
In the modern power grid the day-ahead market serves as the marketplace
for trading power. The service provider gives the electricity price, i.e. the price
for electrical energy, for the next 24 hours. Fig. 2 shows the hourly electricity
7
prices for a week, where each line corresponds to the prices of a day. There120
is supposed to be no uncertainty in the energy price in the day-ahead period,
i.e. the price is always supposed to be known for the next 24 hours. As it
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Figure 2: Electricity price of a day-ahead market for a week. Source: Spot (2010)
is apparent in Fig. 2, the energy price of the same period for different days
is highly fluctuating, so the price-optimal operation of home appliances in a
day-ahead market can be formulated as an optimal scheduling problem (see in125
Joe-Wong et al. (2012)). The real data used for the simulations are obtained
from the report of Spot (2010).
Operating cost. Given the dynamically changing but known-ahead price for elec-
trical energy consumed by the cooling electrical motor (denoted by p(t)) as a
function of time t, the aim of the control is to minimize the operating cost, that
is in the following general form
∫ 24h
τ=0
(p(τ) · S(τ))dτ . (10)
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The above integral computes the operating cost using the on/off status of the
switch, the electrical power of the motor and the time-dependent cost of elec-
trical energy in continuous time.130
3. Optimal scheduling of freezers
The control aim, i.e. to minimize the operating cost drawn up in subsection
2.2 suggests the use of model predictive control theory for this problem. More-
over, since the control law is the switching sequence of the freezers binary input,
the problem to be solved is a constrained optimal scheduling problem.135
3.1. Model predictive control and scheduling
In order to be able to apply the tools of model predictive control theory, one
needs a suitable predictive model that describes the behavior of the controlled
plant (freezer). The cost function usually formed as a combination of quality
and/or economic expectations against the system, moreover, constraints are also140
introduced to the system’s (state) variables which usually define some regions
of safety operation for the system.
System model. As a first step the continuous-time model (6-9) is discretized
with sampling time h in order to get the discrete-time piecewise affine (PWA)
system model used in the sequel.
Σi :
 xk+1 = Φi xk + Γi uk + hf iyk = C xk , i ∈ {on; off}, (11)
where xk stands for the value of the vector valued signal x at the discrete time
instant k, matrices Φ = eAh and Γ = A−1(eAh − I)B are the state- and
input matrices of the state equation discretized by sampling time h, and f is145
the constant vector in the continuous time model.
Cost function. The operating cost to be minimized (i.e. the price of the con-
sumed electrical energy) is the discrete sum (12) which can be regarded as
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an approximation of (10). Although the sampling time h is kept considerably
smaller than one hour (i.e. the sampling time of the price) the values of (10)
and (12) may be different.
cost =
N∑
j=1
pj uj h , (12)
where N is supposed to be the prediction horizon size. It is supposed that the
price levels of the next day are known at least H = N h time (prediction time)
before midnight.
Constraints. The state constraints of the form (13) can be used directly in the
MPC framework.
x ≤ xk ≤ x , (13)
where the lower and upper bounds of the state variables are evaluated component-
wise. The freezer air and wall temperatures has to obey the following constraints
(14).
x =
 Ta,min
Tw,min
 , x =
 Ta,max
Tw,max
 . (14)
Summarized, the MPC problem is to minimize (12) in uk with respect to150
(11) and the constraints (13). In each iteration the optimization of the cost (12)
is performed from the actual time to a fixed size prediction horizon H = N h,
and the first element of the optimizing input sequence is applied to the real
system.
3.2. Heuristic optimal scheduling algorithm155
The integer (binary) variables in the optimization problem to be solved dur-
ing the model predictive scheduling formulated in Section 3.1 makes it difficult
to solve the problem using off-the-shelf tools Herceg et al. (2013). An effective
heuristic scheduling algorithm is proposed in this section that can be used as
the optimizer of the MPC problem.160
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Heuristics. The proposed algorithm is a version of branch and bound type op-
timization where the branch step introduces possible switching sequences and
the bound step decreases the size of the solution space based on the following
three heuristic rules Ba´lint et al. (2017b):
Rule 1: Any scheduling sequence that yields an x breaking the bounds (13) is165
not allowed.
Rule 2: Between any two scheduling sequences the one yields a higher x at a
higher cost is not optimal.
Rule 3: Any scheduling sequence containing a cooling step that could have
been performed later for a lower energy price is not optimal.170
The first two rules are easy to implement. The idea to apply Rule 3 is the
preliminary determination of price-equivalent cooling time tpi for all subsequent
price periods of the day. For the ith time period (hour), it can be calculated as
tpi =
⌈
pi+1
pi
h
⌉
, i = 1, . . . , 24, (15)
where pi is the price for the i
th time interval and d.e represents the ceiling
function.
Using the price-equivalent cooling times (15), it is possible to determine the
reference states used in Rule 3 as follows. Off-line dynamical simulations of (11)
are performed from the initial state x for a times tpi , respectively. The final state175
of the simulations are denoted by xri and can be used as the reference values of
the comparison: If the actual state x < xri during the period t
p
i then switching
the cooling on yields a suboptimal sequence.
The pseudo code of the proposed optimal heuristic scheduling procedure
HeuristicScheduler() is given in Algorithm 1. The two procedures used180
in Algorithm 1 are described as follows. Procedure DeleteRow(K, i) simply
deletes the ith row of matrix (or vector)K. Procedure FindMinimalElement(s)
returns the minimal element of the vector s.
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Algorithm 1 Heuristic scheduling algorithm
1: procedure HeuristicScheduler(Σ, x, x, x, xr, p, N)
2: c← [ ], U ← [ ], X ← x . Initialization
3: for i← 0, N do
4: U ←
[
UT UT
0 . . . 0 1 . . . 1
]T
, X ←
[
X
X
]
, c←
[
c
c
]
. Branch
5: for k ← 1, rows(U) do
6: Xk,i+1 ← Σ(Xk,i, Uk,i) . Simulate the dynamics (11)
7: ck ← ck + Uk,i · pi · h3600 . Calculate cost
8: if Xk,i+1 /∈ [x,x] then . Bound (Rule 1)
9: DeleteRow(X,k); DeleteRow(U ,k); DeleteRow(c,k)
10: end if
11: if Xk,i+1 < x
r
k and Uk,i+1 = 1 then . Bound (Rule 3)
12: DeleteRow(X,k); DeleteRow(U ,k); DeleteRow(c,k)
13: end if
14: end for
15: for k, l← 1 : rows(U), k 6= l do . Bound (Rule 2)
16: if Xk,i+1 > Xl,i+1 and ck > cl then
17: DeleteRow(X,k); DeleteRow(U ,k); DeleteRow(c,k)
18: else
19: if Xl,i+1 > Xk,i+1 and cl > ck then
20: DeleteRow(X,l); DeleteRow(U ,l); DeleteRow(c,l)
21: end if
22: end if
23: end for
24: end for
25: ckopt ← FindMinimalElement(c) . Find the minimal cost
26: return Ukopt,., Xkopt,. . The minimizing input sequence
27: end procedure
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It is important to note, that the calculation of tpi and x
r
i can be calculated
off-line, once a day, preferably when the service provider gives the prices of the185
next day.
3.3. Adaptive extension
An obvious step towards the improvement of the heuristic scheduler Algo-
rithm 1 is to take into account the changes of system parameters during normal
operation of the freezer (e.g. when putting in and out goods). Having a pre-190
cise model of the freezer under control it is possible to design a cost optimal
scheduling sequence.
The key parameter behind the adaptivity is the heat capacity Ca of the
interior air since this compartment contains the goods. The actual heat capacity
Cacta is supposed to vary between a minimal value Camin that corresponds to the
empty freezer and a maximal value (Camax). The change in the heat capacity can
only be detected from the available temperature measurements (Ta) taking place
in the freezer. The adaptivity of the model predictive scheduler is implemented
as a parameter estimation step in which an estimate Cesta the actual value of
the freezer interior heat capacity is being determined based on the available
temperature measurements. The sensitivity of the proposed adaptive method
depends on a predefined temperature difference limit (∆T ). The heat capacity
is re-estimated every iteration when
|Ta(n)− Tma (n)| > ∆T , (16)
where Ta(n) is the air temperature of the model (11) and T
m
a (n) denotes the
measured value of the air temperature at the n-th time instant, respectively.
The pseudo code of the proposed adaptive scheduler is given in Algorithm 2,195
where input parameter Σ denotes the PWA dynamics (11). The main difference
between the previously presented Algorithm 1 and Algorithm 2 is the fact, that
Algorithm 2 performs an online parameter estimation step in the beginning of
the control loop and calls Algorithm 1 as a subroutine. The online estimation of
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the interior heat capacity is based on the previous temperature measurements.200
Algorithm 2 Adaptive heuristic scheduling algorithm
1: procedure AdaptiveScheduler(Σ, x, x, x, xr,xm, ∆T , p, N)
2: if |Xk,i+1 − xm| > ∆T then
3: Σ′ ←ParameterEstimation(Σ,xm) . Calculating of Cesta
4: end if
5: Ukopt,. ←HeuristicScheduler(Σ′, x, x, x, xr, p, N) . Algorithm 1
6: return Ukopt,.
7: end procedure
Online estimation of Ca. The online estimation of Ca (denoted by Parame-
terEstimation() in Algorithm 2) is performed at the beginning of a control
cycle if the difference between the model output temperature and the measured
temperature xm is greater than the predefined ∆T value (see condition (16)).
The estimation is basically a bisection method used for finding the root of the
difference ∆Ta(Ca) (17) with respect to the heat capacity parameter Ca (see
Ba´lint et al. (2017a) for details).
∆Ta(Ca) = T
m
a (n)− Ta(Ca, n) , (17)
where Ta(Ca, n) is the containment air temperature computed from the dis-
cretized version of model (11). The root of (17) is denoted by Cesta (n).
The search interval for the value of Cesta (n) is an interval of length 10Camin
with one of the end points being the previous guess for the interior heat capacity,
i.e. Cesta (n − 1). The other end point of the search interval is Cesta (n − 1) ±
10Camin depending on the sign of the difference Ta(n) − Tma (n). The number
of necessary iterations of the above bisection algorithm depends on the desired
tolerance ε in the following form
NCa = log2
(
10Camin
εCamin
)
= log2
(
10
ε
)
. (18)
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3.4. The steps of the adaptive model predictive scheduling method
As a summary of the above, the following steps should be carried out when
using the proposed scheduling method on a new freezer system.205
1. Calibrating the dynamic model before real-time application using the old
hysteresis type on-off control, with nominal load (see section 4.1 of the
Case study).
2. Sensitivity analysis with respect to parameter uncertainties should be car-
ried out using the method described in Ba´lint et al. (2017b).210
3. Determination of the minimal necessary prediction horizon size by using
simulation (see section 4.2 in the Case study)
4. Real-time execution of the adaptive scheduling algorithm that adapts the
operation to the changing load conditions. (see section 4.3 in the Case
study)215
4. Case Study
A simple case study is used to illustrate the use and the properties of the
the proposed cost-optimal scheduling method. A simple freezer (RIO S-68) for
storing ice-cream in a shop was used, the parameters of which were estimated
using measured data. This model was used to illustrate the operation and220
properties of the scheduling algorithms.
4.1. Freezer modeling and identification
The first step of the model predictive scheduling is to develop a reliable
model of the system, in the present case a freezer, to be scheduled.
Freezer description225
A relatively small freezer operating in a grocery shop is chosen for the case
study, that is used for storing ice cream. The containment volume of the freezer
is approximately 0.3 m3 with 9.5 kg ice cream stored in it during the experiments.
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The temperature of the containment Ta and that of the wall Tw was measured
by Pt100 temperature sensors using 1 s sampling time. The freezer was operating230
in an automatic temperature regulating mode keeping the -27 oC setpoint using
a conventional hysteresis type on/off controller. The actual status (on/off) of
the switch S was also recorded. The electric power of the cooling motor was
240 W.
The measured data were collected for 48 hours using a personal computer.235
Parameter estimation
The piecewise affine model described in subsection 2.1 was used for the
parameter estimation.
Estimation method. A quadratic loss function characterizing the measure of fit
was used in the following form:
V (θ) =
∫ tf
t=t0
wa(Ta(t)− Tˆa(t))2 + ww(Tw(t)− Tˆw(t))2dt (19)
where Tˆa and Tˆw are the model-predicted values of the containment and the wall
temperatures, respectively, θ is the vector of model parameters, and wa = 3,240
ww = 1 are weighting factors.
The Matlab function fminsearch was used for minimizing the above loss
function with respect to the parameter values. A plausibility region was given
to each parameter based on physical insight that was taken into account during
the optimization.245
Estimation results. Together with the estimated value of the parameters, the
value of the loss function (19) was also computed as a function of the possible
parameter values. The level set curves of the loss function were also investigated
and evaluated in order to gain information about the correlation of the estimated
parameter values and about sensitivities with respect to parameter variations.250
The results indicated that the estimates of some parameter pairs, for example
of (Tc,Kc) are highly correlated, in this case physical insight was used to choose
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the actual value of one of them. Using this regularization, the estimated values
shown in Table 2 were obtained.
Table 2: Estimated freezer parameter set
meaning symbol estimated value unit
cooling liquid temperature Tc -43.6
◦C
air-wall heat transfer coeff. Kw 0.0241
kW
◦C
air-env. heat transfer coeff. Ko 0.0021
kW
◦C
wall-env. heat transfer coeff. Kx 0.0186
kW
◦C
wall-cool. liq. heat transfer coeff. Kc 0.173
kW
◦C
heat capacity of the containment Ca 40.1
kJ
◦C
heat capacity of wall Cw 71.4
kJ
◦C
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Figure 3: The measured and model predicted temperatures
The quality of the estimation is characterized by plotting the measured con-255
tainment and wall temperatures against their model predicted values using the
estimated parameter values in the model. In Fig. 3 a good agreement of the
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measured and model predicted temperatures are shown that indicates the good
quality of the model for model predictive scheduling purposes. Of course, a bet-
ter prediction quality could be obtained with a more detailed an sophisticated260
model but the aim of this model is to catch the qualitative dynamical behavior
of the system with the simplest possible dynamics. The simplicity of the model
is crucial from the implementation point of view (e.g. on a MCU).
Sensitivity investigations
We investigated the sensitivity of the model predicted temperatures with265
respect to the critical model parameter, the heat capacity of the containment Ca.
This parameter depends on the mass and specific heat of the actual content, that
is the goods stored in the freezer (in this case the ice cream). This parameter
may change in time depending on the load and consumption of the stored freezer
content.270
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Figure 4: The level set curves of the loss function with parameters Ko and Ca.
The sensitivity analysis shows that the estimated value of Ca is independent
of the other parameters (no high correlation is observed), and it influences
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critically the model response. Fig. 4 shows the level set curves of the loss
function in the parameter sub-space for the parameters Ko and Ca. A definite
sharp minimum is observed, that shows the strong influence of Ca on the loss.275
4.2. Heuristic model predictive scheduling
The aim of the first set of simulation experiments were to investigate the
effect of prediction horizon size (H) on the performance of Algorithm 1. In
order to make it difficult for the model predictive scheduler to find the optimal
solution, Wednesday, i.e. the day with the highest price variability (see Figure280
2) has been chosen for the experiments. The comparative simulation results are
given in Fig. 5, where the times spent with the solution of the optimization
problem at each iteration are depicted for the whole day. The results are in
line with the engineering expectations i.e. a larger prediction horizon tends to
be computationally more demanding. It can easily be seen in Fig. 5 that H285
amount of time before the energy price is increasing the optimization problem
to be solved gets computationally more demanding.
Table 3 gives a more complete picture of the computational effect of the
horizon size. It is apparent that days with smaller price variance (e.g. Monday,
see Fig. 2) have a smaller total optimization time (i.e. complexity). It is290
important to note that from the point of view of the complexity the number of
price growth steps is much more important than the degree of price growth. It
can be seen that the overall optimization time (i.e. complexity) of a day is in
strong correlation with the number of price growth steps.
Another aspect of horizon size has also been investigated, namely the effect295
of horizon size on the daily price obtained by the model predictive scheduler.
Table 4 shows the results of the experiment. The reference values obtained from
the classical hysteresis control can be seen in the last row of the table. It is easy
to see, that
(i) the size of prediction horizon does not have a serious effect on the daily300
cost obtained by the algorithm,
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Figure 5: Top: The effect of prediction horizon H on the optimization time topt. Bottom:
Hourly changing energy price for the examined day (Wednesday). It is apparent that H
amount of time before the energy price is increasing the optimization problem to be solved
gets computationally more demanding.
Table 3: The effect of the prediction horizon size on the cumulative optimization time (given
in seconds) for a whole day of the week, i.e.
∑
i∈day tp(i). The number of price growth steps
are shown in the last row.
H [h] Mon. Tu. Wed. Th. Fri. Sat. Sun.
1 7 10 7 7 8 8 7
2 30 47 35 32 36 36 26
4 130 327 168 153 180 187 113
8 427 2675 926 731 1051 914 642
12 1023 6900 1882 1381 1881 2377 1213
24 3507 26504 4743 4843 5099 6637 2540
Number of price increases
9 17 11 11 14 12 9
(ii) the proposed method outperforms the classical control method on each of
the examined days.
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Table 4: The effect of the prediction horizon size on the daily operating cost [e/kWh]. As a
reference, the daily values yielded by the classical hysteresis control algorithm are shown in
the last row.
H [h] Mon. Tu. Wed. Th. Fri. Sat. Sun.
1 0.442 0.445 0.607 0.487 0.509 0.565 0.597
2 0.440 0.442 0.604 0.484 0.503 0.563 0.595
4 0.442 0.445 0.607 0.487 0.506 0.566 0.595
8 0.438 0.437 0.602 0.482 0.501 0.561 0.593
12 0.440 0.442 0.604 0.485 0.503 0.563 0.595
24 0.440 0.445 0.604 0.485 0.503 0.563 0.595
hysteresis (classical) control
Ts = 60s 0.464 0.464 0.638 0.510 0.531 0.594 0.627
4.3. Adaptive scheduling
Heat capacity is a crucial parameter of thermal systems since it has a serious305
effect on the dynamics (e.g. time constant) of the system. It is expected that
the more accurate estimate Cesta of the actual heat capacity C
act
a enables the
adaptive heuristic scheduler to approach the optimal solution. The next set of
simulation experiments were aimed to highlight the differences between the non-
adaptive and the adaptive model predictive schedulers, i.e. between Algorithm310
1 and Algorithm 2, respectively. Fig. 6 gives an overview on the effect of
adaptivity on the results. During the experiments, the system was exposed to
the price pattern of Wednesday (Fig. 2)
The upper plot of Fig. 6 shows the interior air temperature (Ta) of the
system controlled by the non-adaptive MPC for Wednesday. The dashed line315
denotes the temperature calculated by the MPC algorithm, the solid line cor-
responds to the actual interior air temperature of the simulated freezer. The
second plot is similar, but the dashed line denotes the inner air temperature
calculated by the adaptive MPC algorithm (that iteratively re-estimates the
heat capacity Ca). On the first two plots dotted line denotes the upper limit of320
the air temperature, Ta,max. The plot at the bottom (Fig. 6) shows the actual
value of the heat capacity Ca that changes due to the changing goods in the
freezer, the non-adaptive MPC is supposed to know the heat capacity at the
initial time (dashed) while the adaptive algorithm follows the actual value be
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re-estimating the parameter Ca if the condition (16) is true.325
It is easy to see, that due to the lack of correct information about the heat
capacity, the non-adaptive scheduler operates in a conservative way and (e.g.
after 15:00) keeps the temperature at a level lower than it is necessary. Moreover,
when the non-adaptive scheduler overestimates the heat capacity of the system
and the price level increases at the next hour (e.g. at 4:00 and 6:00), the system330
tends to overshoot, as it can be seen on the upper plot of Fig. 6. The middle
plot shows the case of adaptive scheduling: due to the estimated actual heat
capacity Cesta , the scheduler uses a more precise model of the freezer and able
to set a temperature nearer to the upper limit that yields a lower cost of the
operation (see Table 5).335
The bottom plot of Fig. 6 shows a few situations when the adaptive MPC
uses a higher Cesta value than the actual C
act
a of the freezer, e.g. at 7:00 am. In
such cases the air temperature violates the upper temperature limit for a short
period, due to the fact, that the scheduler overestimates the heat capacity (and
thus the time constant) of the system.340
Table 5: The daily operating costs [e/kWh] for H = 2 hours in the case of the nonadaptive
and the adaptive algorithms.
Algorithm Mon. Tu. Wed. Th. Fri. Sat. Sun.
Nonadaptive 0.440 0.442 0.604 0.484 0.503 0.563 0.595
Adaptive 0.430 0.430 0.589 0.474 0.491 0.550 0.580
5. Discussion
5.1. Specialties of the problem and their use in choosing the parameters of the
algorithm
There are two important special properties of the dynamic model of the
freezer (see in Eqs. (1)-(2) in the continuous time, and consequently in Eq. (11)345
in the discrete time case) that are utilized in developing the heuristic rules in
the proposed method (both in the constant and the adaptive cases)
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(i) the model input S is discrete valued, u(k) = S(k) ∈ {0, 1},
(ii) the response of the model output variables Ta and Tw is strictly monotonous
for a (step) change in input: when the switch is on, then the temperatures350
are decreasing, otherwise increasing.
Fig. 3 shows that it is indeed the case. Furthermore, the dominant time constant
of the system can also be estimated roughly from the figure, that shows the
dynamic response under normal, non-optimized operating conditions.
Besides of the use of measured data similar to Fig. 3 for parameter estima-355
tion of another freezer, the data can be used for choosing the sampling rate and
the error tolerance limits of the temperature values in the algorithm accordingly.
The value of the prediction horizon should also be chosen considering the
dynamic response of the system to a step response: it should be long enough to
cover the majority of the change in this response.360
5.2. Effect of energy price
The simulation experiments performed in subsections 4.2 and 4.3 show that
both versions of the proposed model predictive schedulers are able to decrease
the energy costs in a day-ahead market environment. The simulation experi-
ments also show that the proposed algorithms are really useful in the energy365
price growth periods. Of course, in price falling periods the optimization prob-
lem to be solved is trivial and in such cases there is not a big difference between
the proposed ones and classical methods. The proposed MPC based scheduler
is sensitive to the rapid changes in the heat capacity, in such cases (primarily
when Ca is falling) the air temperature may overshoot.370
5.3. Generalization
The specialties discussed in the previous subsection 5.1 can be used to find
other possibilities for applying the proposed adaptive cost-optimal model pre-
dictive scheduling method. These cases include the following items.
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• Multiple independent equipments375
When more than one freezer operate in a household, shop or plant that
are independent of each other but have the same dynamically changing
electricity price, then one can optimize their operation in parallel and
independently of each other to get an overall optimum in cost.
• Freezer chambers380
Freezers in supermarkets or large industrial freezers are typically of dis-
tributed parameter nature, or consist of freezer chambers. These chambers
have their individual cooling motor that cools their back walls, but they are
connected to their neighboring chambers through their side walls. There-
fore, these chambers are not independent of each other but can be regarded385
as a multiple-input multiple-output system with the cooling switches as
inputs and chamber temperatures as outputs. Here the monotonicity con-
ditions (ii) of subsection 5.1 should be checked that do not necessarily
hold in this case.
• Heaters390
Simple heaters or boilers equipped with a constant power heating device
controlled by a binary switch obey both conditions of subsection 5.1, so
the proposed heuristic method can be applied. However, the monotonicity
conditions hold in another form: the response of the model output tem-
perature variables is strictly monotonous for a (step) change in input such395
that when the switch is on, then the temperatures are increasing, otherwise
decreasing.
5.4. Advantages and disadvantages of the proposed cost-optimal adaptive schedul-
ing method
Advantages400
• simple and effective, easy to use and implement even in embedded
hardware thanks to the preparatory off line steps (see Section 3.4)
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• it scales well for multiple freezers/heaters that operate independently
and in parallel (see Section 5.3)
• most often only a short prediction horizon (1-2 hours) are only needed,405
so the algorithm is essentially a real-time one, it can handle frequently
changing energy price level. This property ensures that a proper
control action is generated even when the energy price is not given
accurately for the next 24 hours but only for the prediction horizon
(1-2 hours) in a sliding window.410
Disadvantages
• It uses a very simple 2nd order model that is never accurate in prac-
tice. This is circumvented by calibrating the model, i.e. fitting the
model parameters to the real dynamic response (see Section 4.1)
• the parameters of the algorithm (most importantly the sampling rate415
and the prediction horizon) should be determined empirically using
simulation before real-time application.
6. Conclusions and future work
A cost-optimal model predictive scheduling algorithm was proposed in this
paper that operates in a day-ahead market environment and thus it is a possible420
tool for demand side management. The optimization algorithm behind the
method is a heuristic branch and bound algorithm that finds the cost-optimal
scheduling sequence of a freezer in presence of constraints and hourly changing
energy price. Since the interior air heat capacity of a freezer (or refrigerator) is
a parameter that changes during use, the proposed model predictive scheduling425
algorithm was extended with a conditional identification step that provides an
estimate of the actual heat capacity of the controlled system.
Simulation experiments were performed on a freezer model with parameters
identified from measurement data. The experiments show that the proposed
cost-optimal scheduling algorithm was able to decrease the cost of operation.430
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Moreover, it was shown that the prediction horizon does not affect the reached
optimal cost. It is also apparent from the experiments that the computational
complexity increases when the price is growing which is consistent with the engi-
neering expectations. However, the number of price growths is more important
than the value of the price. The dependence of the complexity on the parame-435
ters of the algorithms is important for a possible future micro-controller based
implementation of the scheduler, since those computational platforms are able
to tackle only a limited complexity.
The proposed method can be generalized for multiple home appliances of
different kind, and for heating appliances, too.440
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