Abstract-This paper proposed a new algorithm named multitwin support vector machines (MTSVM). At the same time, its application in speaker recognition was studied. The MTSVM tried to find nonparallel plane for every class which the data in the same class are closer to, and the data in the other classes are as far as possible. The MTSVM is different from the normal one-to-all multi-class twin support vector machines (TSVM) where the constrains from other classes are distributed in one quadratic programming problem (QPP). However, in MTSVM, the constraint from every other class is acted on the QPP separately. The feasibility and validity of MTSVM in artificial data and Chains Corpus for speaker recognition are showed in a series of experiments.
I. INTRODUCTION
In the last decade, the Support Vector Mahines (SVM) has become a powerful paradigm for pattern classification and regression [1] . SVM attempts to solve two optimization tasks involving the minimization of a convex quadratic function subject to linear inequality constraints to regulate the tradeoff between stucture complexity and empirical risk. In the recent years, there are many SVM algorithms focusing on how to reduce the training and testing time [2] . In [3] , equality constraints were used instead of inequality constraints which avoids the problems of QPPs so as to improve the speed of solving the optimization. Mangasarian and Wild [4] proposed a nonparallel plane classifier for binary data classification named the generalized eigenvalue proximal support vector machine (GEPSVM). This approach is focus on the generalized eigenvalue problems in which the optimization problems are solved with two MATLAB commands. Another nonparallel plane classifier named as twin support vector machine (TWSVM) [5] tried to generate two parallel planes such that each plane is closer to one of the two classes and is as far as to other classes, with the similar formula like SVM. In application fields, the algorithms are focus on using different kernels to get more accurate results in special feature spaces [6] .
In this paper, we recreated a multi-class SVM based on TWSVM according to the application of speaker recognition. Different from the normal multi-class TWSVM under the oneto-all structure, the approach attempts to get the constraints from the other classes separately. From the theories and the experiments in the next sections, we can see the proposed algorithm can get more accurate classifying results and in a more efficient way.
In general, there are two categories in speaker recognition tasks, which are speaker identification and speaker verification [6] , [7] . Speaker identification is the task of assigning an unknown voice to one of the speakers which the models of the speakers are stored in a fixed set of the system. On the contrary, the tasks of speaker verification are to verify whether the voice is a impostor. The main difference between the two categories is that, in the speaker identification case the system provides one model for each speaker, while, in the speaker verification case the system must at least provide two models: one for the hypothesized speaker and one for the background model [8] .
There are two main problems attracting the researcher in the world: what is the best feature space for speaker recognition and what is the best model for this task. The linear predictive coding (LPC), Mel-frequency cepstral coefficients (MFCCs) and perceptual linear prediction (PLP) are usually used for speech parametrization. The statistical modules, including probability and determinability moduls, are the common used methods. The probability module, such as Gaussian Mixture Model (GMM) and Hidden Markov Model (HMM), are general models simulating the human processes in speech processing, but this is very difficult without the prior probability. The determinability modules, such as SVM, are used to find a determinative margin for every class. Now, there are many papers have combined the two modules in different ways [6] .
In this paper, the main features of the speech utterances are instantaneous frequencies like [9] , [8] . We studied the discriminating represents of MTSVM under the different frequency features in our system. The rest of the paper is organized as follows: Section II dwells on MTSVM. In the Section III, speaker recognition system using MTSVM including the speech database used in the system and the feature space are detailed. Some experimental results are shown in Section IV and the conclusions is included in Section V.
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II. MULTI-TWIN SUPPORT VECTOR MACHINES

A. Linear MTSVM
Suppose the classing data are included in three data sets, in the terms of A, B and C. The data points belonging to class 1 are represented by matrices A m1×n = (x 1 ; x 2 ; ..., x m1 ), x i ∈ R n , the data points belonging to class 2 are in the matrix B m2×n = (x 1 ; x 2 ; ..., x m2 ), x i ∈ R n and the data in the class 3 stored in C m3×n = (x 1 ; x 2 ; ..., x m3 ), x i ∈ R n respectively. The mi is the number of data samples belonging to the class i and the n is the dimension of the data points.
To the class 1, the linear MTSVM classifier is to find the linear margin by solving the following quadratic programming problem.
(1) where
m2×1 and e 3 ∈ R m3×1 . The Lagrangian corresponding to the problem 1 is given by
where α 2 ∈ R m2×1 ,α 3 ∈ R m3×1 are the vectors of Lagrange multipliers. The KKT necessary and sufficient optimality conditions for MTSVM are given by
Define
Combining the equation (3) to (8), we obtain the Wolfe dual of MTSVM as follows: After we get the parameters α 2 and α 3 , the vector u 1 is get. The linear plane for class 1 is as follows:
The other two linear planes can be get in same way. The represent of the linear MTSVM on the artificial data in two dimensional space is as Fig.1 .
B. Kernel MTSVM
When we extend the optimization results to nonlinear case, the following kernel-generated surface instead of linear plane for class 1 [5] .
where D=[B;C]. The optimization problem become:
(12) The same ways using K.K.T. conditions are used to get the nonlinear plane for class 1.
We obtain the Wolfe dual of nonlinear MTSVM as: The represent of the nonlinear MTSVM on artificial data in two dimensional space is as Fig.2 .
III. SPEAKER RECOGNITION USING MTSVM
A. Speech Database Description
The CHAINS corpus [10] contains the recordings of 36 speakers obtained in two different sessions with a time separation of about two months. The first recording session was carried out in a professional recording studio and another was carried out in a quiet office environment with familiar equipments. Across the two recording sessions, each speaker provided recordings in six different speaking styles. In this paper, we make use of three different speaking styles: NORM (speakers read a prepared text alone at a comfortable rate); FAST (the same prepared text was read at a fast rate); and WHSP (a whispered reading of the same material). The NORM condition, which belongs to the first recording session of the corpus, is used as training material while speech recorded in the second session in the FAST and WHSP styles is used as test material, in order to examine robustness with respect to both stylistic and channel characteristics.
B. Speech Features Space
Three acoustic features or their combinations are studied in this work: MFCC (Mel Frequency Cepstrum Coefficient) [6] , [7] together with the formants, Instantaneous Frequencies [8] , MFCC together with Instantaneous Frequencies. The MFCC feature takes human perception sensitivity with respect to frequencies into consideration, and thus are best for speech/speaker recognition in the recent years. But the amplitude spectrum typically employed is highly sensitive to changes in speaking conditions such as changing channels and speaking style [7] , [8] . Thus, in [8] , the instantaneous frequencies are used to get more robust classifier in speaker 
C. Speaker Recognition Based on MTSVM
In this work, we studied the representations of nonlinear MTSVM in high dimension and big scale data corpus. The kernel used in this system is exponential radius basis function (ERBF) kernel.
In order to compare the results of MTSVM and GMM (Gaussian Mixture Model), and to study the representations of different acoustic features combinations, the structure of this work is as the Fig.3 .
IV. EXPERIMENTAL RESULTS
In this work, a series of experiments focusing on comparisons on different acoustic features combinations and nonlinear MTSVM with ERBF kernel are proposed. The databases [10] are used. And MFCC, formants, instantaneous frequencies and their combinations are studied in comparison with previous systems.
The first experiment is implemented to test the feasibility of our system. One of session of the speaker's utterances, are selected from [10] to train the MTSVM. Another session utterances of every selected speaker are used to test the system. In this experiment, we studied representations of the system with the number of speaker from 3 to 15. The MFCC and formants provide 15-dimension feature space. After frame blocking and windowing, we selected 200 vectors in 15 dimensions for every speaker as implementation vectors in training and testing stages. The results are shown in Fig.4 . and Fig.5 . From the results, we can see that the training time will be increase, and the correctness will be reduced with the The second experiment is to compare the results between the different acoustic features combinations on the same training and testing data set. We select 20 speaker utterances, 10 in every session from the database [10] . For a selected speaker, the NORMAL style utterances is used to train the MTSVM, TSVM and SVM. And WHSP style utterance is used as test material. The same frame blocking and windowing are implemented to the utterances of two database. 
V. CONCLUSION
In this paper, we focused on the recreation algorithm MTSVM based on TSVM and its application in speaker recognition. A series of experiments and simulations on the artificial data and normal speech database showed the better represents than many other algorithms. In the future works, we will focus on on-line MTSVM training methods and the more robust frequency features combinations.
