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Abstract
Various recent results about monadic second order logic and its fragments are pre-
sented. These results have been obtained in the framework of the EU TMR Project
GETGRATS.
1 Introduction: Monadic Second Order Logic
In this report we are interested in Monadic Second Order Logic (MSOL)
and its fragments. Recall that MSOL is rst order logic plus variables and
quantiers on sets. In this introduction we motivate our interest for this topic.
It is by now commonly accepted that logic can be useful in verifying cor-
rectness properties of computer systems (be them hardware or software). In
the logical approach to system verication, the system is modeled as a tran-
sition system, that is a set of states plus a set of actions which change the
state of the system. Then, correctness properties are expressed in some logical
language, so that checking correctness of the system reduces to verifying the
satisfaction relation between a model and a formula. Usually this process may
be automatized (at least partially), thus reducing the risk of errors.
Now, MSOL is interesting for system verication because it subsumes
many logics currently used in Computer Science in the eld of verication of
systems (be them hardware or software), for example: modal logic, temporal
logic, mu{calculus, tree automata, etc.
Another context whereMSOL is important is descriptive complexity. This
last concept, introduced by Fagin in the seventies, is an approach to the funda-
mental problems of computational complexity; while ordinary computational
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complexity studies the amount of resources, such as time or space, necessary
to solve a problem, descriptive complexity focuses on the expressibility of
problems in logical systems.
In this paper we are concerned with the expressiveness of monadic second
order logic and its fragments. In fact, according to the standard tarskian
semantics, every logical formula denes a set of structures, so one can ask
which class of structures is dened by which kind of logical formulas. In the
next sections we outline some results obtained in this topic within the project
GETGRATS.
We note that MSOL is the monadic fragment of full second order logic
(that is, the fragment where second order quantiers range over sets, rather
than on relations of any nite arity). However, since in this paper we are
interested only in monadic second order formulas, sometimes we may suppress
the word \monadic" when talking about second order formulas.
2 Logical structures
In the following sections we are going to discuss a number of logics. These
logics will always be interpreted over transition systems, given by a set of
states equipped with one or more binary relations, and with a distinguished
state called the root of the system. Systems may be also enriched with some
unary predicates (to be interpreted by sets of states of the system).
Graphs are dened like transition systems, but they are allowed to have
just one relation.
Among transition systems we have n{ary trees. For every positive integer
n, let T
n
be the transition system given by the complete, innite n{ary tree
f1; : : : ; ng

, equipped with the relations r
1
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This is a joint work with David Janin of the University of Bordeaux.
Recall that for every integer n, (monadic) 
n
is the set of all formulas of
MSOL with n alternations between existential second order quantiers and
universal second order quantiers, beginning with an existential one. 
n
is
dened in the same way, but the formulas in 
n
must begin with a universal
second order quantier.
We consider the logicMSOL interpreted over T
2
; this logic is known under















hierarchy collapses; this fact
should be contrasted with the result of [14], which says that the 
n
hierarchy
is innite over arbitrary transition systems (even on nite graphs).











, S2S does not even collapse to boolean combinations of 
2
.
Of course the second, stronger result has been obtained by building on the
rst.
4 About the mu{calculus and its hierarchy problem
Recall that the modal mu{calculus (C), introduced in [10], is modal logic
plus a least xpoint operator and a greatest xpoint operator. Intuitively,
least xpoints express the termination of certain computations, and greatest
xpoints express non{termination. The least xpoint of a monotone function
F on a powerset always exists (by a classical theorem of Tarski [16]) and is
denoted by X:F (X), where X is a xpoint variable; and dually, the greatest
xpoint of F again always exists, and is denoted by X:F (X).
Like modal logic, mu{calculus is interpreted over transition systems. Note
that over any tree-like structure T
n
, the box and diamond operators of modal
logic associated to each relation r
i
coincide, and we denote them simply by r
i
.
That is, if  is a mu{calculus formula, r
i
 means that  is true on the i{th
successor of the current node.
Within C one can dene a hierarchy 

n
given by the number of alterna-




is dened in the same way but the formula must begin with a least
xpoint.
It has been open for a decade whether the xpoint alternation hierarchy of
the mu{calculus is innite. Starting from 1996 the following series of results
have been obtained: rst,
Theorem 4.1 [4] The 

n
hierarchy is innite (on transition systems).
However, the paper gives no explicit examples of \hard" formulas. A
second result has been:
Theorem 4.2 (see the Ph. D. thesis [11])

Let a = r
1
; b = r
2
; c = r
3
. There is an explicit formula in the modal mu{
calculus over T
3
which requires three alternating xpoints, that is:




 P is a unary predicate;
 I() means that there is an innite path over the letters a; b which contains
innitely many nodes verifying ; formally:
I() = Y:Z:(( ^ (aZ _ bZ)) _ aY _ bY );
 and dually, J() means that along all paths over a; b, the nodes verifying
 are only nitely many; formally:
J() = Y:Z:(( _ (aZ ^ bZ)) ^ aY ^ bY ):






in this logic which requires n alternations; 
n
, together with
its \dual" formula  
n
, is inductively dened by:
 
0
(P ) =  
0
(P ) = P ;
 
n+1
(P ) = X
n


















The rst result has been rewritten in the journal version [13], in the frame-
work of GETGRATS.
Finally, a completely satisfactory result about the hierarchy problem is:






with respect to reductions which are contractions in the metric
space of binary trees (decorated with any xed nite alphabet).
Intuitively, W
n
expresses the existence of a winning strategy for one player






) follows by a diagonal argument.
In the same vein, Arnold proved also that the sequence 
n




(again w.r.t. contractions); since 
n
is expressible with only two xpoint
variables, this proves that the 

n





On the binary tree, one may consider Buchi automata, a kind of automata
introduced by Buchi in [5] for studying decidability problems. These automata
are given by:

a nite set Q of states;

a nite set  of letters;















a set A of accepting states.
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Buchi automata work on binary trees, where nodes are decorated with ele-
ments of . Let t be such a tree, that is, a function from f1; 2g

to . A run
of the automaton is a function r from f1; 2g

to Q such that the root state
is initial, and for every w 2 f1; 2g

, the quadruple r(w); t(w); r(w1); r(w2)
matches some rule of the automaton.
A run is accepting if along every path there is an innity of accepting
states. A Buchi automaton recognizes a tree when it has an accepting run on
it. A set of decorated binary trees is dened by the automaton if it is the set
of all trees recognized by the automaton.
In [12], we have the following:
Theorem 5.1 A set of decorations of the binary tree is denable by a Buchi
automaton if and only if it is denable by a formula of the level 
2
of S2S,
provided one does not put the prex ordering in the syntax of the latter logic
(contrary to Rabin's original denition of S2S).
In the submitted paper [8], the result is extended to all trees. However,
it must be said that this extension is already used in the paper [7], on which
more will be said in the next section.
6 On bisimulation invariant 
n
This is a joint work with David Janin.
We say that a formula  is invariant under bisimulation if, whenever
M;M
0
are bisimilar transition systems and M satises , then M
0
satises 
as well. We note that some MSOL formulas are invariant under bisimulation
(for instance, any formula saying \there is a state in the predicate P which
is reachable from the root") and some are not (for instance, \the predicate P
contains at least two states").
We start from a nice result about the relations between mu{calculus and
MSOL, that is:
Theorem 6.1 [9] On graphs, the bisimulation invariant fragment of MSOL
coincides with the mu{calculus.
In the same vein, in [7], we show the following:
Theorem 6.2 The bisimulation invariant fragment of 
n
coincides with the




only if n = 0; 1; 2.
It must be said that the case n = 0 was already known, see [17].
7 The closed monadic 
1
hierarchy




The closed (monadic) 
n
hierarchy within MSOL has been proposed for
descriptive complexity purposes in [1]. The idea is to intersperse freely rst
order quantiers between second order quantiers. The classes obtained in
this way seem to be more robust than the ordinary classes 
n
. It is open
whether the closed 
n
hierarchy collapses (for 
n
, as we said, the hierarchy is
innite by [14]).
In particular, we consider the class closed 
1
, and we hierarchize it accord-
ing to the number of alternations between rst order quantiers and second
order (necessarily existential) quantiers.
In the paper [3], we show the following:
Theorem 7.1 On T
2
, the closed 
1
hierarchy collapses at level 2. In other
words, to express any closed 
1
formula, it is enough to use second order
quantiers, then rst order, then second order, then rst order.











enriched with the ordering relation on f1; 2g

.
The proof requires introducing a new kind of tree automata, which we call
\search automata", and which characterize closed 
1
on the binary tree.
8 Conclusion
Of course many problems aboutMSOL and its fragments remain open. Among
the most interesting ones we recall:

Is Theorem 6.1 also true over nite graphs?





The model checking problem consists in deciding whether a given nite
transition system veries a given mu{calculus formula. The problem is in
NP . Is it in P ?
The last problem is maybe the most interesting; proving that the answer is
positive would give great benets in system verication; and proving that the
answer is negative would be a giant step in complexity theory...
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