Occlusion is the most common reason for lowered recognition yield in free-flow license-plate reading systems. (Non-)occluded characters can readily be learned in separate neural networks but not together. Even a small proportion of occluded characters in the training set will already significantly reduce the overall recognition yield. This paper shows that a modular network can handle a realistic mixture of (non-) occluded characters with a 99.8% recognition yield per character.
Introduction
Systems for automatic license plate reading (ALPR) are used for intelligent traffic systems like travel-time measurements, 10. electronic toll collection, 4. parking management 5 . and law enforcement. 9 . The juridical consequences of mistakes in vehicle identification make reliable recognition a key issue in all these areas, but become especially crucial in free-flow toll collection, because the large amount of passing vehicles per day will preclude any degree of operator-based post correction.
The conditions at the road side are far from optimal for Optical Character Recognition (OCR). Changing illumination, low contrast, low resolution (average 15 pixels per character), and other distortions like dirt, screws, and bent plates make ALPR a challenging task. Also the adherence to law regulations on camera instalment may be an issue. Recent studies have shown that even under these far from optimal conditions state-of-the-art ALPR-systems deliver a yield per license plate reading of up to 92.6% at an error rate of 1%. The most common cause for an image to be rejected by the ALPR-system is occlusion. A vehicle license plate is said to suffer from occlusion if one or more of its characters are not or only partly visible. Typical sources of occlusion are dirt, fullpaper submitted to World Scientific 14-4-02 : 11:49 1/9
overlapping parts (tow bars, bolts, wires, ladders, chains, etc.), and the actual camera angle. Figure 1 shows some typical license plates suffering from occlusion. In most tolling facilities the cameras are mounted at an angle above the road. In combination with a possible fender at the back of the car or a somewhat deeper placing, the top of the license plate may become invisible ( Figure 2 ). This last type of occlusion, where a part of the top misses on all characters, is most common and accounts for almost 1 out of every 2.5 of the rejected (6.4%) or falsely recognized (1.0%) images. Due to the nature of top occlusion, plate finding and segmentation are not a problem.
1.
The actual reject is done by the character recogniser making it the perfect candidate for further yield improvement of the ALPR-system. Though only a very small portion of the characters suffer from occlusion (typically 0.4*(1+6.4) =2%), we will show that solving the recognition problem in this niche area has a distinct influence on the overall performance.
Section 2 investigates the effect of enlarging the training data with additional occluded character samples. It illustrates the shortcoming of monolithic networks for the task at hand. The next sections show benefits of the construction of dedicated neural classifiers. Ensuing section 5 describes a framework for combining these dedicated neural networks. Finally section 6 gives some conclusions and recommendations.
Extending the training set
The original ALPR-system consists of several neural network classifiers with different features.
2. A final answer is made by combining the results of all classifiers. The training sets used to build these neural networks consist of 100,000 samples each, extracted from non-occluded characters. Figure 3 shows the classification scheme and error rate for four such feature networks:
3. feature 2 with connected components, feature 4 with side view, feature 7 with zoning to 7 x 6 pixels and feature 8 with contour tracing. All characters are classified by a neural network trained with only non-occluded characters (NN(0%)). For the feature 2 network we use 30 inputs, for the feature 4 network 34 inputs, for the feature 7 network 42 inputs and finally for the feature 8 fullpaper submitted to World Scientific 14-4-02 : 11:49 2/9 network 64 inputs. Typical top occlusion ranges from 15% to 30% of the total character height and results in errors up to 50%.
Characters (normal and occluded)
NN (0%)
Use decision NN (0%) Figure 3 . The error rate in reading 'H' for four of the neural networks in the ALPR-system as function of the missing part of the character top.
All characters inclusive the occluded ones are scaled to a fixed height in order to normalize the image on which the neural network operates. The error rate stays low to increases rapidly on passing a 10% distortion threshold to a 60-85% error, whereas an experienced human operator is capable of correctly recognizing characters with up to 30% occlusion (see Figure 4 ). These numbers change slightly per feature, but per character the threshold will vary between 8 ('E') and 63% ('L'). These figures hold only for noise free character images.
A first attempt to improve the generalization capabilities of neural classifiers is by adding additional samples to the training data. This is because various papers have demonstrated that adding i.i.d noise to the training data increases the performance of the neural network classifier.
7. 8. We have added samples extracted from characters with various amounts of occlusion. The inclusion of additional samples indeed increases the generalization capabilities of neural networks for occluded characters as can be seen from the lower error rate in Figure 5 . An actual recognition rate for occluded characters increases from 30% to 95.4%! Meanwhile the recognition rate for non-occluded characters decreases from 99.9% down to 97.5%: apparently the network "forgets" about the normal ones.
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The occluded characters make up only 2% of all characters encountered in reallife. Using this fact to calculate the change in the overall recognition rate delivers (0.975 -0.999)*98% + (0.954 -0.30)*2%= -1.04%! So the overall performance of the neural network trained with occluded and non-occluded characters is worse than the performance of the network trained by non-occluded characters only! Characters (normal and occluded)
Use decision NN (0%-30%) Figure 5 . The effects of adding additional samples to the training set. The error rate decreases for occluded characters but increases for non-occluded characters.
Even more variations in the training set lead to even better performance on the occluded characters but also to a further decrease of the overall recognition rate. In contrast to popular believe, adding noise seems not adequate to obtain a better generalization performance for highly structured distortions like occlusion ( Figure  5 ).
Building dedicated experts
The previous section shows that, a single neural network cannot solve adequately the overall classification task in the presence of a small but highly structured distortion. Instead of trying to solve the total classification problem with only one neural network, several dedicated neural networks can be trained, 17 . each of them dedicated to recognize characters with a certain amount of occlusion. Figure 6 shows that each of the specialized neural networks performs significantly better on occluded characters than the "standard" neural network. However, each of the specialists has a very bad recognition rate on samples with other distortions. The specificity of the neural network can be related to the way occluded characters are handled. Top occlusion takes the top from a character and may therefore loose some characteristic marks; input normalization create a standardized image of the remainder by stretching the object in two dimensions to the fixed height. As a consequence, the error curve has a "batch-tub" outlook of which the curvature is dependent on the amount of occlusion as well as on the particular character.
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One may therefore assume that a better recognizer can be constructed by selecting from a set of dedicated recognizers: each valid for a range of occlusion values. The construction of a final decision by voting among the participating networks has not readily brought the desired quality improvement. Figure 6 . The recognition rate of the dedicated neural networks on both samples for which they have been trained and samples for which they have not been trained.
Hence we firstly assume the existence of a theoretical classification scheme that always selects the neural network whose training sets match the actual amount of occlusion of the input character. For zero occlusion the original neural network is used. This classification scheme and its performance for four of the features is shown in Figure 7 . Characters with x% occlusion Figure 7 . A theoretical classification scheme that always uses the neural network with the matching amount of occlusion in the training set.
However, in practice this theoretical scheme cannot be realized. One might be able to distinguish between occlusion and non-occlusion, but not between a whole range of different amounts of occlusion. Instead of building a neural network for each specific amount of occlusion one can therefore try to build a neural network for a single, selected set of occlusions. As the available images show that occlusion fullpaper submitted to World Scientific 14-4-02 : 11:49 5/9
normally varies from 15 to 30%, one neural network was trained that covers this range. Such a "ranged" neural network performs reasonable well for the whole range of occlusions (Figure 8 ). But also in this case one has to select the correct network to perform the classification. Hence, the problem is how to select the correct neural network if one doesn't known the type of sample (i.e. the amount of occlusion) one is looking at. To this purpose we will now develop decision-based multiple classifier arrangements. 
Classifier arrangements
In the previous section we have shown that occlusion is a serious problem but, with some restrictions on the input space, an appropriate classifier can be built to correctly classify occluded characters. In the quest for a final classification system whose answers are valid for all possible input patterns we find the need for some degree of association-based classification.
12.
The first approach is based on an output space partition in which per classifier difficult classes are identified and used to combine the answers for the various classifiers. It is directed for high support and high confidence rules in the form "cod_set => y" where y is a (class of) character label. As shows from Table 1 , the confidence threshold for occluded recognition varies widely per character. However where the Bayesian likelihood of the unknown P(X|class) is an improbable guestimation, we need more constructive measures based on the application characteristics.
Overall there are two approaches to the isolation of such difficult classes. Both methods start with a "normal" training of the complete classification problem, i.e. one output neuron for each class. The performance of the resulting network is analyzed by inspecting the confusion matrix and identifying those classes that cannot be reliably resolved. The constructive approach is based on the ideas of Ha.
6.
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A post-processing module is compiled that combines several network outputs into more trustworthy outputs. Table 1 . Recognition threshold for noise free occluded characters.
The alternative method is based on the learning capabilities of the MLP-network. This learning approach redefines the learning task of the network. Additional outputs are defined to include combined classes and all training data is relabelled. This new learning set is then used to train a MLP-network. Both approaches have been tried with varying success for the reading of non-occluded characters. 15. A closer look at the confusion matrix for each of the constructed classifiers shows that there is no particular class or classes that are responsible for the major part of the classification errors. The distortions that occur in the real-life images bear a larger impact than the intrinsic recognition threshold determined for noise-free occluded characters.
The second approach is based on an input partition in which the region of an unknown input pattern is estimated so that the answer of the classifier build for that region can be used. However, where we have to distinguish between characters with different levels of occlusion, section 3 has learned that such may still not be sufficient. Instead of selecting between character classes we have to provide for overall classification criteria.
Literature provides us with various ways of building classification systems based on multiple classifiers.
11. 14. 18. Two approaches for the selection of the proper classifier in a multiple classifier arrangement have been investigated here. The first one uses an explicit signal that selects the correct neural. The second approach uses the answer of the neural network to decide whether the input character suffers from occlusion. Section 2 shows that if one is able to select the correct classifier for the amount of occlusion, a significant performance boost can be realized. An explicit signal that detects the presence of occlusion can be based on the width/height ratio of the characters as this value is fixed for each character. Due to all types of distortion prospectively present in the images it is impossible to reliably estimate the amount of occlusion for a particular character. Even for non-occluded characters the width/ height ratio differs between 1.0 and 5.2! fullpaper submitted to World Scientific 14-4-02 : 11:49
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For multi-layer Perceptron neural networks one can also view the actual output of the network as a confidence level indicating the certainty of correctness of the recognized character. For most of the characters without any occlusion this value is 0.99. If the character is somehow occluded, a lower confidence level is given or even an advice to reject (no confidence level). This relation between the amount of occlusion and the output level exists for all classes and can therefore be used as a means to detect the presence of occlusion. The final classification scheme is outlined in Figure 9 . Figure 9 . The final classification scheme using the network output to detect the presence of occlusion and a second loop to improve the yield.
A character is first classified by the standard (non-occlusion) neural network. If the output level is acceptable the character is considered to be recognized. If the output level is not acceptable, the character is assumed to suffer from occlusion. Now the "ranged" neural network is used to perform the classification. Also for the output of the second neural network it is tested whether occlusion is present. If confirmed, then the answer of the second neural (occlusion trained) is accepted else fullpaper submitted to World Scientific 14-4-02 : 11:49 8/10 the answer of the standard network is accepted. By using the answer of the original system, if the occluded network gives a "no occlusion" decision, we guarantee that the second classifier will only alter the overall classifier behaviour for those input patterns it can reliable provide an answer for. This multiple stage classification scheme has three major advantages. First the behaviour of the system in the normal situation, with no occlusion, is not altered. Second, the existing and tested neural networks do not have to be rebuilt and lastly the scheme allows for an incremental construction of the final classification system. The overall results are listed in Table 2 . With the described approach it was possible to obtain the same performance for non-occluded characters whereas for occluded characters the recognition rate increases from 30% (70% error) to 98% (2% error). This results in an overall performance increase of (0.98 -0.3)*2% = 1.36%. In earlier publications we gave a breakdown on the overall automatic license plate recognition system. 3 . Though the characters have all a different sensitivity for occlusion, handling all characters differently within a single multiple classifier would destroy the main architectural benefit: simple things are handle directly, more complex things have to wait some more. So, in line with Figure 9 , we use two multiple classifiers and combine them over the Bayes' decision-maker and template matcher.
Discussion
Occlusion is introduced here as a problem in automatic license-plate recognition. Clearly, its relevance is not confined to that area. Any camera-based text reading is afflicted by such distortions; whether the camera position or the vision object is fixed makes no difference. Highly structured distortions like occlusion cannot be easily mastered by a single neural network. A modular classification scheme that utilizes dedicated neural networks can however successfully tackle the problem. The proposed construction allows for a gradual refinement of the overall classification without the need of retraining previously build neural classifiers. For instance, the scheme can be easily extended with occlusion in other directions.
fullpaper submitted to World Scientific 14-4-02 : 11:49
9/10
In ALPR, occlusion does not occur often. Where we have shown that the negative effect on the idealistic classifier can be remedied, the subject itself could dwindle to the periphery of scientific relevance. However, the on-going miniaturisation of micro-electronic imaging devices will push occlusion more towards the centre. No doubt, occlusion will be a major tumble-stone for held-held micro-cameras such as intelligent pens.
