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ren Personen an der geistigen Herstellung der vorliegenden Arbeit beteiligt. Mir ist
bekannt, dass die Nichteinhaltung dieser Erklärung zum nachträglichen Entzug des
Hochschulabschlusses führen kann.




Die wachsende Anzahl an Robotikanwendungen, in denen mehrere Roboter ein ge-
meinsames Ziel verfolgen, erfordert eine gesonderte Betrachtung der Interaktion zwi-
schen diesen Robotern mit Bezug auf den damit entstehenden Datenaustausch. Die-
ser muss hierbei effizient betrieben werden und die Sicherheit des gesamt Systems
gewährleisten. Diese Masterarbeit stellt eine Simulationsumgebung vor, welche an-
hand von Testszenarien und Austauschstrategien Roboterkonstellationen prüft und
Messergebnisse ausliefert. Zu Beginn der Arbeit werden drei Datenaustauschverfah-
ren betrachtet und anschließend Publikationen vorgestellt, in denen Datenaustausch
betrieben wird und Simulatoren für die Nutzbarkeit der Simulationsumgebung unter-
sucht. Die anschließenden Kapitel behandeln das Konzept und die Implementierung
der Testumgebung erläutert, wobei Roboter aus einer Menge von Hardware Kom-
ponenten und Zielen beschrieben werden. Der Aufbau des Experiments umfasst die
verschiedenen Umgebungen, Testszenarien und Roboterkonfiguration. Der Aufbau be-
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In der heutigen Zeit spielt die Kommunikation zwischen Systemen in allen Bereichen
der Technik eine immer größer werdende Rolle. So kommunizieren im Bereich der
Robotik verschiedenartige Roboter oder Autos miteinander, um ein gemeinsames Ziel
zu erreichen beziehungsweise um sich über das aktuelle Verkehrsgeschehen und ih-
re Positionen auszutauschen. Diese Kommunikation ergibt sich aus dem effizienteren
Arbeiten mehrerer Teilsysteme im Vergleich zu einem großen System. Dieser Trend
wird nicht nur im Bereich der Robotik sichtbar, sondern auch im Bereich der Daten-
banken, wo mehrere kleine Maschinen sich zusammen schließen und Arbeitsteilung
betreiben, um größere teure Maschinen zu ersetzen.
Die Kommunikation zwischen mehreren Systemen wird dabei in allen Robotikberei-
chen benötigt. Jedoch spielt sie in den Publikationen eine untergeordnete Rolle, da sie
nur im Hintergrund agiert und die Fokussierung auf dem Hauptsystem liegt. Dies sorgt
zum Einen dafür, dass unnütze Daten die Bandbreite und Effektivität des Datenkanals
belasten und zum Anderen die Übertragung sicherheitsrelevanter Daten die Sicherheit
des gesamt Systems gefährden. Zudem muss die Kommunikation auf die Begrenzun-
gen der Hardware des Systems angepasst werden. Ein Roboter kann zur Erfüllung
seiner Ziele die kompletten Daten eines Modells bekommen. Falls der Speicher nicht
für die Datenmenge ausgelegt ist, muss eine Vorverarbeitung auf Seiten des sen-
denden Systems stattfinden oder der Roboter muss die eingehenden Informationen
selbst Filtern und Verarbeiten, bevor er die für ihn relevanten Angaben abspeichert.
Das Ziel dieser Arbeit ist es, mittels verschiedener Testszenarien und Konfiguratio-
nen die Kommunikation zwischen vielen unterschiedlichen Robotern zu messen und
auszuwerten. Dafür wird eine Testumgebung aufgesetzt, in welcher verschiedene Ro-
boter eine Aufgabe erfüllen müssen. Diese Roboter gehen dabei mit unterschiedlichen
Strategien vor, um ihre Aufgabe zu beenden und haben unterschiedliche Kommunika-
tionsverhalten, um ihre Fortschritte untereinander auszutauschen. Außerdem werden
zusätzliche Umgebungen getestet, um Arbeitsbereiche im realen Leben zu repräsen-
tieren. Die Resultate dieser Testläufe werden in der Auswertung verglichen und die
unterschiedlichen Strategien auf ihre Tauglichkeit überprüft. Das Ergebnis dieser Ar-
beit ist ein Vergleich der unterschiedlichen Datenaustauschverfahren hinsichtlich ihrer
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Effektivität bezüglich Zeit- und Energieverbrauch und der Menge ausgetauschter Da-
ten.
Im Kapitel zwei werden Grundlagen der weiteren Arbeit beschrieben. Dies umfasst
Wortdefinitionen und ihre Eigenschaften und die unterschiedlichen Datenaustausch-
verfahren. In diesem Abschnitt werden zudem Anforderungen an ein Robotiksystem
aufgestellt, nach welchem die Auswertung bemessen wird.
Im folgenden Kapitel werden eine Reihe von verwandten Arbeiten aufgeführt und
erläutert. Diese umfassen Frameworks, welche Datenaustausch betreiben und Publi-
kationen zum Thema Sicherheit und Standardisierung. Des Weiteren werden verschie-
dene Simulatoren genannt und beschrieben, welche für die Entwicklung der Testum-
gebung betrachtet wurden.
Abschnitte vier und fünf beschreiben das Konzept sowie die Implementierung der
Testumgebung, wobei die Umsetzung und Anforderungen der Testumgebung erörtert
werden. Im Bezug darauf wird die Simulationsumgebung vorgestellt und die genutz-
te Simulationskomponente aufgezeigt. Das Ergebnis ist eine erweiterbare Testumge-
bung, welche für weitere Tests genutzt werden kann.
Im Kapitel sechs wird der Aufbau des Experiments beschrieben. Dieser umfasst die
verschiedenen Strategien und Umgebungen und beschreibt deren Funktionsweisen.
Dieses Kapitel dient zur Vorbereitung auf das nächste, in welchem die Auswertung
der Testdaten stattfindet.
Der letzte Teil umfasst die Zusammenfassung der Arbeit und gibt einen Ausblick auf
fortführende Versuche, weitere Arbeiten und Experimente.
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2. GRUNDLAGEN
Im folgenden Kapitel werden die Grundlagen dieser Arbeit erläutert und wichtige Be-
griffe erklärt. Dabei werden die Anforderungen des Models@run.time Paradigmas de-
finiert und verschiedene Datenaustauschstrategien vorgestellt. Diese Strategien wer-
den in der weiteren Arbeit aufgegriffen und anhand der Anforderungen evaluiert. Da-
bei wird ein Multiagentensystem implementiert, mit dessen Hilfe Testszenarien durch-
gespielt werden.
2.1. MODELS@RUN.TIME
Models@run.time ist laut Fouquet et al. [16] das Erstellen von Modellen zur Lauf-
zeit, wobei auf Änderungen des darunterliegenden Problemraums reagiert wird und
diese zur Konstruktion eines neuen Modells beitragen. Hierbei werden die Struktur,
die Ziele und das Verhalten des Systems an den Problemraum angepasst. In aktuel-
len Veröffentlichungen werden hauptsächlich MDE (Model driven engineering) Tech-
niken genutzt, um Models@run.time Anwendungen zu implementieren. Dabei wird
die Grenze zwischen Designzeit und Laufzeit ausgeblendet. Als Anwendungsszenario
wird Models@run.time zum Verwalten der Komplexität der dynamischen Anpassung
oder Nachprüfung in komplexen, heterogenen und verteilten Systemen verwendet.
An dieser Stelle wird eine sichere Abstraktionsschicht auf dem laufenden System als
Reflexion verwendet. Da Models@run.time in verteilten Systemen genutzt wird, erge-
ben sich viele Anforderungen an das Paradigma.
Als Anforderung an Models@run.time gilt es, den Speicherbedarf zu reduzieren, da
die Anwendungen auch auf den kleinsten Geräten lauffähig sein müssen. Dies lässt
sich mittels lazy loading Techniken erreichen, wobei nicht genutzte Modellelemente
nicht geladen werden. Dies führt jedoch dazu, dass nur Geräte mit mehr Leistung
komplexere Entscheidungen treffen können und Geräte mit geringerer Leistung von
diesen abhängig sind. Falls ein Master-Knoten ausfällt, kann das gesamte System aus-
fallen und keine sichere Abarbeitung gewährleisten. Darüber hinaus würde die Netz-
werklast eines solchen Systems steigen, da alle Informationen durch Kommunikation
untereinander übertragen werden müssen.
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Ebenso wie der Speicherbedarf müssen Abhängigkeiten in Größe und Anzahl re-
duziert werden. Da jedoch ein Gerät alle Abhängigkeiten eines Modellierungsframe-
works benötigt, um lauffähig zu sein, darf das Modellierungsframework keine großen,
nutzlosen oder Drittanbieter-Abhängigkeiten enthalten. Dies erhöht die Zeit, um einen
neuen Knoten zu initialisieren oder zu aktualisieren.
Durch das Laufen verschiedener Teilsysteme auf unterschiedlichen Geräten ist es
möglich, dass das Kommunizieren untereinander zu Zugriffsverletzungen führt, wes-
halb Threadsicherheit eine Anforderung an Models@run.time stellt. Kontextmodelle
sollten hierfür sichere und konsistente Lese- und Schreibrechte für kollaborierende
Knoten bereitstellen und das Modifizieren der Modelle von externen Knoten erlau-
ben. Außerdem sollte eine Verbindung zu klassischen Designwerkzeugen bestehen,
um eine Kompatibilität zu Designumgebungen bereit zu stellen.
Des Weiteren ist ein effizientes Marshalling (Umwandeln strukturierter Daten in ein
Austauschformat), Unmarshalling (Wiederherstellen der strukturierten Daten aus dem
Austauschformat) und Klonen des eigenen Modells Voraussetzung für die effiziente
Kommunikation. Modelle müssen vor dem Austausch in ein Format überführt wer-
den, welches die Daten komprimiert beinhaltet und damit die übertragene Dateigröße
gering hält. Dieses Format muss zudem wieder schnell integriert werden können. Das
Klonen wird genutzt, um auf einer eigenen sicheren Version zu arbeiten und diese spä-
ter mit dem Modell zu verschmelzen. Diese Anforderungen sorgen für ein effizientes,
verteiltes System.
2.2. MULTI-AGENTEN SYSTEME
Ein Multiagentensystem (MAS) besteht aus mehreren autonomen Agenten, wobei
diese zusammenarbeiten, um ein gemeinsames Ziel zu erreichen. Dabei nutzt jeder
Agent seine eigenen Informationen und kann sich in der Spezifikation von den an-
deren Einheiten unterscheiden. Vorausgesetzt wird hierbei, dass jeder Agent stets
die Wahrheit über seine Daten ausgibt und nie falsche Informationen an kooperie-
rende Einheiten übergibt. Agenten werden hierbei in zwei Kategorien eingeteilt: Zum
einen in wohlwollende Agenten und zum anderen in eigens interessierte Agenten.
Kooperative, wohlwollende Agenten arbeiten zusammen, um ein gemeinsames Ziel
zu erreichen, wohingegen Agenten mit eigenem Interesse zwar mit anderen Agenten
interagieren und kommunizieren, dies jedoch nur, um ihr eigenes Ziel zu erreichen.
Die Interaktion zwischen Agenten wird einerseits für den Ressourcenaustausch und
andererseits für die mögliche Verbindung von Teilproblemen genutzt. Dabei sollten
selbstständige Agenten immer mit weniger selbstständigen Agenten direkt kommu-
nizieren, um Informationen und Aufgaben zu verteilen. Als Problem können dabei in-
konsistente, unvollständige und veraltete Daten auftreten, die untereinander ausge-
tauscht werden.
20
Abbildung 2.1.: Datenaustauschverfahren a) Agenten und ihre Kollaboration, b) Total-
Complete c) Partial-Complete d) Partial-Subset
2.3. KONTEXT
Als Kontext werden alle Arten von Informationen bezeichnet, welche einen Zustand
einer Entität darstellen und die Interaktion von mehreren Einheiten charakterisieren.
Kontext kann hierbei eine spezielle Information sein oder sich aus mehreren Informa-
tionen zusammensetzen. In einer Welt stellt der Kontext zum Beispiel die Beschaffen-
heit des Untergrunds dar oder ob ein Bereich passierbar ist oder nicht. Der Kontext
hat dabei einige Eigenschaften. Er kann zeitabhängig sein und sich stetig verändern
oder eine Positionsabhängigkeit oder räumliche Abhängigkeit beschreiben. Außerdem
ist der Kontextzusammenhang größtenteils unabhängig und es sind mehrere verteilte
Kontextquellen vorhanden.
2.4. DATENAUSTAUSCHVERFAHREN
In Multiagentensystemen kommunizieren Agenten untereinander, um Ziele zu erfül-
len. Bei dieser Kommunikation findet stets ein Datenaustausch statt, wobei dieser je
nach zugrunde liegendem System und Modell der Agenten sich nach Art und Daten
unterscheidet. Diese Arbeit baut hierbei auf die Strategien des Datenaustausches auf,
welche in der Arbeit „Adaptive Exchange of Distributed Partial Models@run.time for
Highly Dynamic Systems“ von S. Götz et al. [17] vorgestellt wurden. In der Abbildung
2.1 sind die drei Austauschstrategien anhand von drei untereinander kollaborierenden
Agenten dargestellt. Es wird mittels Pfeilen die Kollaborationsbeziehung der Agenten
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untereinander und mittels Bausteinen das Wissen jedes Agenten abgebildet. Bereich
a) in Abbildung 2.1 stellt hierbei den Startzustand dar, bevor eine Kommunikation statt-
findet.
Total-Complete beschreibt den kompletten Modellaustausch, welcher im Bereich
b) der Abbildung 2.1 abgebildet ist. Diese Strategie sorgt dafür, dass jedes Teilsystem
sein komplettes Wissen mit jedem anderen Teilsystem austauscht und am Ende, wie
in der Abbildung 2.1 gezeigt, jedes Teilsystem das komplette Wissen besitzt. Diese
Strategie wird am häufigsten verwendet, da jeder Agent seine Entscheidung mit den
meisten Informationen treffen kann. Außerdem werden beim Austausch keine Ein-
schränkungen getroffen, wodurch der Implementierungsaufwand minimal bleibt. Die
auftretenden Probleme bei dieser Strategie liegen dabei beim steigenden Speicher-
verbrauch und bei einer hohen Belastung der Kommunikationswege. Dies führt zu
einem ansteigenden Energieverbrauch. Zudem wird die Sicherheit gefährdet, da ein
Roboter alle Daten enthält und bei einem Zugriff von Außen entwendet werden kön-
nen. Dagegen spricht außerdem, dass ein Roboter meistens nicht alle Informationen
für die Abarbeitung seiner Ziele benötigt.
Partial-Complete ist eine modifizierte Form der Total-Complete Strategie und führt
eine Hierarchie ein. In Abbildung 2.1 c) ist dieser Ansatz abgebildet, wobei nur Agent 1
mit den anderen zwei Agenten kommunizieren darf und diese untereinander ihr kom-
plettes Modell austauschen. Nach dem Datenaustausch besitzt nur Agent 1 das kom-
plette Wissen und Agent 2 und 3 besitzen ihr Wissen und das von Agent 1. Dieser
Ansatz reduziert die Nachteile des Total-Complete Ansatzes und kann bei Kenntnis-
sen des Teilsystems die Kollaboration verbessern und überflüssigen Datenaustausch
vermeiden. Daraus kann sich ergeben, dass die lokalen Entscheidungen nicht mehr
optimal getroffen werden, da sekundär wichtige Daten zur Entscheidungshilfe nicht
mehr untereinander kommuniziert werden. Eine Entscheidung muss trotzdem stets
möglich sein.
Partial-Subset ist die letzte Datenaustauschstrategie, welche in der Arbeit von S.
Götz et al. [17] vorgestellt wird und minimiert die Kommunikation innerhalb des Sys-
tems noch weiter. Hierbei werden nur Teile des Wissens zwischen kollaborierenden
Agenten ausgetauscht. Dabei muss anhand der Kollaboration festgestellt werden, wel-
ches Wissen ein Teilsystem benötigt, um seine Ziele möglichst optimal zu verfolgen.
In Abbildung 2.1 d) ist dieses Szenario dargestellt. Agent 1 tauscht hierbei nur ein
Viertel seines Wissens mit Agent 2 und die Hälfte mit Agent 3 aus. Dieser Ansatz ver-
bessert den Speicherverbrauch, Energieverbrauch und die Performance. Durch den
geringeren Teil an Wissen, den jedes Teilsystem besitzt, wird eine höhere Sicherheit
der kompletten Daten erreicht.
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2.5. ZUSAMMENFASSUNG
Dieses Kapitel gab einen Einblick in die grundlegenden Begriffe und Datenaustausch-
strategien, welche in der weiteren Arbeit miteinander verglichen werden. Dabei stell-
ten sich Anforderungen an ein Multiagentensystem heraus, welche im Folgenden in
einer Liste zusammengefasst sind. Auf diese Anforderungen baut die Evaluation der
Testszenarien und Datenaustauschstrategien auf, wobei diese in der späteren Arbeit
gemessen und miteinander verglichen werden. Die Anforderungen 8-10 sind hierbei
optional, da sie vom zugrundeliegenden Framework beeinflusst werden und nicht von
der Datenaustauschstrategie oder dem Testszenario.
• A1: Speicherplatzoptimierung der Agenten.
• A2: Zeitoptimierung für eine effiziente und schnelle Abarbeitung.
• A3: Energieoptimierung des kompletten Systems.
• A4: Kommunikationsminimierung für schnelleren Datenaustausch.
• A5: Optimale Ressourcennutzung.
• A6: Sicherheit durch geringe Datenhaltung.
• A7: Performanceoptimierung des Systems.
• A8: (Optional) Abhängigkeiten des Programmierframeworks reduzieren.
• A9: (Optional) Threadsicherheit bei der Kommunikation gewährleisten.




Der Austausch von Informationen spielt in allen cyberphysikalischen Systemen eine
immer größer werdende Rolle. Sobald mehrere Agenten miteinander kommunizieren
und Daten austauschen wollen, stellt sich die Frage, wie diese Aufgabe gelöst wird.
Hierbei bieten Frameworks zum Erstellen von Multiagentensystemen mitgelieferte
Austauschverfahren, die der Benutzer direkt verwenden kann. In diesem Kapitel wer-
den unterschiedliche Frameworks beschrieben und eine Auswahl an Simulationsum-
gebungen präsentiert, welche für die spätere Implementierung untersucht werden.
3.1. PLATTFORMEN
Viele Plattformen beschäftigen sich mit der Umsetzung einer Models@run.time An-
wendung und mit der Implementierung einer Models@run.time Infrastruktur. Dabei
werden direkt oder auch indirekt Konzepte des Datenaustausches umgesetzt und
diese auf verschiedene Arten im Hintergrund implementiert. Im Folgenden werden
verschiedene Frameworks in Bezug auf ihre Kommunikationsstrukturen und verwen-
deten Datenaustauschverhalten untersucht.
3.1.1. EMF UND KMF
Das Kevoree Modeling Framework (KMF) [15] wurde entworfen, um den Anforderun-
gen des Models@run.time Paradigmas gerecht zu werden. In den meisten Fällen wer-
den verteilte Systeme auf der Grundlage des Eclipce Modeling Framework (EMF) [16]
erstellt, welches alle Funktionen bietet um eine Madels@run.time Infrastruktur zu im-
plementieren. EMF ist ein EMOF Implementierungs- und Codegenerierungstool, um
Werkzeuge und Anwendungen auf der Basis eines strukturierten Datenmodells zu
kreieren. Außerdem stellt es Werkzeuge und Laufzeitunterstützung für Domain-spezi-
fische Sprachen bereit. EMF bietet die Möglichkeit mit anderen EMF Anwendungen
zu interagieren und beinhaltet eine Serialisierungsmethode basierend auf XMI.
Der Vorteil von EMF ist eine transparente Kompatibilität des Models@run.time Para-
digmas mit mehreren Designumgebungen. Der generierte Code beinhaltet ein
25
Observer- und ein Visitor-Pattern und ist sauber. Er ermöglicht einfaches Teilen
von Modellen mittels eines XMI Marshaller und Unmarshallers. Zudem bietet
EMF ein langsames Laden von Ressourcen, indem einzelne Modellelemente
nur auf Nachfrage geladen werden und in der Anwendung gecacht werden kön-
nen.
Als Nachteil hingegen gilt eine große Abhängigkeitsstruktur, die eng mit der Eclip-
seumgebung verbunden ist, und jedes Teilsystem benötigt. EMF nutzt außer-
dem statische Register, was zu Inkompatibilitäten führt und gewährleistet keine
Threadsicherheit. Weiterhin benötigen das Marshalling, Unmarshalling und Clo-
ning zu viel Speicherplatz und Zeit.
Die Nachteile und Einschränkungen, welche EMF aufwirft, werden mittels verschie-
dener Umsetzungen im Kevoree Modeling Framework verringert. Generell verfolgt
das Framework die Ziele die Kompatibilität mit EMF und den dazugehörigen Design-
umgebungen und Marshalling und Unmarshalling Algorithmen zu gewährleisten, um
eine Kollaboration zwischen diesen zu gestatten. Hinzu kommt, dass KMF die Pro-
grammiersprache Scala nutzt, da diese wichtige Eigenschaften mitliefert. Scala um-
fasst zum Beispiel: ByteCode Kompatibilität mit Java Bibliotheken, sowie das Konzept
von Traits (vergleichbar mit Interfaces) und Options. Außerdem ist XML direkt in Sca-
la integriert und die Programmiersprache bietet unveränderliche Listen, welche zur
Speicheroptimierung genutzt werden. KMF stellt eine generische Models@run.time
Infrastruktur zur Verfügung, um Heterogenität und Verteilung zu managen. Damit dies
möglich ist, werden temporäre Objekte vermieden, da die Arbeit des Garbage Collec-
tor zeitintensiv ist. Des Weiteren werden unveränderliche Objekte geteilt, um Spei-
cher zu minimieren und direkter Speicherzugriff für Modelle genutzt, um das Puffern
beim Speichern und Laden zu sparen. KMF liefert die gleichen Eigenschaften wie EMF,
was der Codegenerierung und dem Marshalling und Unmarshalling entspricht, bietet
jedoch mittels KMF-Path eine effiziente Modellnavigation über Attribut Identifikations-
nummern. Das Kevoree Modeling Framework setzt dabei die Anforderungen an eine
Models@run.time Architektur um.
Speicherbedarf wird reduziert, indem die Vererbungsbeziehungen im generierten
Code beschränkt werden. Die Vererbung wird nur für die generierten Klassen
und für die Klassen des Java und Scala Frameworks verwendet. Des Weiteren
sind die Abhängigkeiten auf Java und Scala begrenzt und es werden keine Bi-
bliotheken Dritter verwendet.
Threadsicherheit ist aufgrund des dauerhaften Zugriffs von Außen sehr wichtig. Je-
des Modell muss dauerhaft lesbar sein und gleichzeitig Modifikation von außen
zulassen. Der generierte Code erzeugt intern veränderliche Listen, wobei diese
für externe Zugriffe geklont werden. Der Zugriff von Außen kann nun über die





Modell klonen 3588ms 398ms
Modell speichern 7021ms 2630ms
Speicherbedarf X (104MB) V (61MB)
Abhängigkeiten X (15MB) V (Scala Bibliothek - 1,7MB)
langsames Laden V V (Proxy Unterstützung)
Threadsicherheit X V (veränderliche Listen)
Effizientes (un)marshalling ~ V
Designwerkzeugkompatibilität V V (durch XMI)
Tabelle 3.1.: Vergleich EMF und KMF [16]
Laden, Serialisieren und Klonen werden bei der Kommunikation und beim Abspei-
chern und Laden von Daten dauerhaft benötigt und sorgen somit für eine stetige
Belastung der Hardware. KMF versucht diese mittels Domain-spezifischer statt
genereller Algorithmen zu verringern und damit einen reflexiven Aufruf zu ver-
meiden und eine flache Reflexivität zu erzeugen. Das Speichern und Laden wird
direkt in und aus dem Stream kreiert, wodurch das Erstellen von DOM Struktu-
ren vermieden wird. Zum Austausch von Daten steht eine API bereit, welche
Formate wie zum Beispiel JSON und XMI anbietet. Die XML API ist zu dem ein
Teil der Scala Standardbibliothek und benötigt aus diesem Grund keine neuen
Abhängigkeitsstrukturen.
Im Vergleich zwischen KMF und EMF verhält sich hinsichtlich der Anforderungen auf
eine Models@run.time Infrastruktur KMF in allen Punkten besser als EMF. In der Tabel-
le 3.1 sind die Evaluationsergebnisse aus der Arbeit [16] von Fouquet et al. zu sehen,
wobei Vorteile mit einem „V“, negative Aspekte mit einem „X“ und Punkte, in denen
Optimierungspotenzial besteht, mit einer „~“ markiert sind. Dabei ist zu erkennen,
dass die Zeit zum Speichern, Laden und Klonen um ein Vielfaches gesenkt ist und
der Speicherbedarf aufgrund geringerer Abhängigkeiten stark minimiert ist. Als Ein-
schränkung gilt jedoch, dass KMF ursprünglich mit EMF Werkzeugen implementiert
ist. Zudem gibt es keine umgekehrten Beziehungen im generierten Code und EMF
erlaubt Modellelementen Relationen mit anderen Elementen von verschiedenen Me-
tamodellen. Dies ist bei KMF nur in konkreten Anwendungsfällen realisiert. Dennoch
bietet KMF eine schnelle Infrastruktur für verteilte, speicheroptimierte Systeme.
3.1.2. DEECO
Das DEECo Systems [10] ist ein Ensemble-Based Component Systeme (EBCS), wo-
bei die traditionelle Komponentenarchitektur durch das Zusammenfassen von mehre-
ren Komponenten zu Ensembles verändert wird. Die Komponenten, welche zu einem
Ensemble gehören, verfolgen hierbei ein Ziel und interagieren bedingt durch Rück-
kopplungsschleifen. Ensemble-Based Component Systems übernehmen besondere
Punkte von vier Forschungsgebieten: agent-oriented Systems, component-based soft-
ware engineering, ensemble-oriented Systems und control system engineering. Aus
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Abbildung 3.1.: Beispiel Konfiguration in SeSaMe [7]
dem Bereich agent-oriented Systems werden autonome Aspekte übernommen, wo-
bei Agenten nur einen Teilblick auf das gesamte System haben, um Entscheidungen
zu treffen. Dies sorgt dafür, dass sich das Verhalten des gesamten Systems aus dem
Verhalten aller Agenten ergibt. Der Prozess der Systemarchitektur basierend auf Kom-
ponenten wird vom Forschungsbereich component-based software engineering über-
nommen. Dazu zählt Komponenten-wiederverwendbar, gut eingekapselt und ersetz-
bar zu halten und den Komponenten-basierten Entwicklungsprozess beizubehalten.
Aus dem Forschungsbereich ensemble oriented systems übernehmen EBCS eine At-
tribut basierte Kommunikation und das dynamische Anpassen von Ensembles durch
das Hinzufügen und Entfernen von Komponenten. Steuerrückkopplungsschleifen, wel-
che die Abarbeitungsphasen auf den Komponenten ausführen, sind aus dem Bereich
control system engineering und sorgen für ein robustes System.
DEECo ist die Implementierung eines EBCS in Java und setzt die oben genannten
Funktionen um. Ein Ensemble besteht aus einem Koordinator und einer Menge an
Teilnehmern, wobei mittels einer Regel definiert wird, welche Daten kommuniziert
werden. Aus dem DEECo Computationales Model [2] lässt sich schließen, dass trotz
der genauen Angabe der zu verteilenden Daten alle Daten einer Komponente über-
tragen werden, jedoch nur die benötigten Daten verwendet werden. Dies sorgt für
einen größeren Datenaustausch und damit einen Zeit- und Ressourcenverlust. Durch
das Senden von größeren Datenmengen ist der Datenschutz in Gefahr.
Komponenten können in mehreren Ensembles vorkommen und jeweils unterschied-
liche Rollen spielen. Dabei findet in Ensembles jeweils eine one-to-many Kommunika-
tion statt, wobei nur der Koordinator Daten empfängt und wieder an alle Teilnehmer
sendet. Außerdem findet der Datenaustausch entweder periodisch in einem bestimm-
ten Zeitintervall statt oder wird von Funktionen ausgelöst.
3.1.3. SESAME
SeSaMe [7] ist als Middleware für Smart Spaces entworfen und baut auf A-3 auf,
welches ebenfalls von den Autoren entwickelt wurde. Als Grundlage für solch eine
Infrastruktur wird eine robuste und zuverlässige Umgebung zur Integration verschie-
dener Geräte benötigt, sowie eine gut definierte Schnittstelle und Abstraktion für die
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Abbildung 3.2.: Aufseher-Begleiter Architektur und MAPE-k Schleife [7] & [18]
Entwicklung diverser nutzerspezifischer Anwendungen. Weiterhin muss dieses Sys-
tem eine effiziente Lösung zum Koordinieren und Organisieren der Vielzahl an mit-
einander interagierenden Geräten besitzen. Das System sollte außerdem sich selbst
konfigurieren und sein Verhalten auf die unterschiedlichen Bedürfnisse der Umgebung
anpassen.
A-3 [18] ist eine selbst organisierende Middleware zum Designen und Implementie-
ren von hoch skalierbaren verteilten Systemen. Hierfür nutzt A-3 eine Gruppenabstrak-
tion, wobei jeder Knoten verschiedene Rollen in verschiedenen Gruppen spielen kann.
Die Gruppen unterscheiden sich in zwei Arten: die Anwendungs- und Koordinierungs-
gruppen. Erstere bilden die logische Sicht und Zweitere teilen diese im Hintergrund in
verschiedene Strukturen auf. Knoten mit gleichen Eigenschaften werden zu Gruppen
hinzugefügt und bilden Cluster aus, wobei diese als Einheit agieren. Die Gruppen-
strukturen ändern sich im System automatisch beim Hinzufügen und Entfernen von
Knoten, dabei kann eine Struktur wie in Abbildung 3.1 entstehen.
In der Abbildung 3.2 ist die Gruppenabstraktion dargestellt, wobei jede Gruppe aus
einem Superviser und einer Vielzahl von Followern besteht. Der Superviser jeder Grup-
pe sorgt für die Kommunikation mit anderen. In einer Koordinierungsgruppe entschei-
det der Superviser die Gruppe zu teilen, falls sie zu viele Follower besitzt oder mit
einer anderen Gruppe zusammen zu legen, falls es zu wenig Follower sind. In den
Gruppen besteht für den Superviser die Möglichkeit, Nachrichten an nur einen, an
alle oder an ausgewählte Follower zu senden, wobei ein Follower jeweils nur den
Superviser kontaktieren kann. Die Follower speichern Informationen des Supervisers
und übermitteln neue aufgenommene Daten an ihn. Falls der Superviser ausfällt, wird
mittels Auswahlverfahren ein neuer Superviser unter den Followern bestimmt. Durch
das redundante Abspeichern von Informationen kann ein Ausfall ohne großen Informa-
tionsverlust vonstatten gehen.
Wie in der Abbildung 3.2 zu sehen ist, führt jeder Superviserknoten in den Koordinie-
rungsgruppen die MAPE (Monitoring, Analysis, Planning, and Execution) Schleife aus.
Zur Koordination dieser Überwachungsschleifen ist es wichtig, dass ihr Zustand peri-
odisch abgespeichert wird und keine Deadlocks in der Analyse- oder Planungsphase
auftreten. Die verschiedenen Schleifen befinden sich dabei meistens zu unterschiedli-
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Abbildung 3.3.: Architektur von SeSaMe [7]
chen Zeitpunkten in verschiedenen Phasen.
Um die Sicherung des Systems zu gewährleisten, wird ein Tupelraum angelegt, wel-
cher verschiedene Informationen von Änderungen und Kommunikationen speichert.
Dieser Raum umfasst vier Tupelarten.
• Application group tuples beinhalten alle Gruppen, die in der logischen Anwen-
dung existieren. Dabei enthält jedes eine Beschreibung des Supervisers und der
in ihr befindlichen Elemente.
• Communication tuples enthalten alle Nachrichten, welche in dem System ge-
sendet wurden mit einem Zeitstempel, wann sie gelöscht werden sollen.
• Coordination tuples halten ein Tupel für jede Koordinierungsgruppe vor, wobei
die interne Struktur dieser Gruppen repräsentiert wird. In diesen Tupel lagern
eine Beschreibung der Gruppe sowie eine Beschreibung ihrer Elemente.
• State management tuples speichern Duplikate der Informationen von Knoten
und erlauben es allen Knoten auf diese zu zugreifen.
SeSaMe [7] baut auf A-3 auf und erweitert diesen Ansatz in ihrer Architektur wie
in Abbildung 3.3 zu erkennen ist, um einen Management Layer, einen Component
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Abbildung 3.4.: Referenz Architektur von SAPERE [33]
Layer, eine Semantikschicht und Konfigurationsregeln. Die Semantikschicht basiert
auf RDF (Resource Description Framework) und ermöglicht es, verschiedene Sensorik
und unterschiedliche Computerelemente in das System zu integrieren. Dabei werden
verschiedene semantische Ontologien genutzt, um Komponenten einzubinden. In der
Publikation wird zum Beispiel eine Sensor Ontologie vorgestellt.
In der Abbildung 3.1 ist eine Beispielkonfiguration der Gruppenabstraktion abgebil-
det. Diese ist geteilt in den Management Layer, welcher die Smart Space Manager
(SSM) enthält und den Component Layer, welcher die untergeordnete Struktur dar-
stellt und damit die Sensoren, Aktoren, Displays und Computerelemente abbildet.
Die Kommunikationskriterien sowie die Rollenabbildung sind identisch zu A-3, jedoch
spielen die SSMs eine größere Rolle. Sie verwalten das Entfernen und Hinzukom-
men von neuen Knoten und sind gemeinsam Superviser von allen Supervisern in der
Komponentenschicht. Durch das Verbinden mit anderen SSMs können Informationen
geteilt und Komponenten besser verwaltet werden. Die Follower senden periodisch
Statusinformationen an die Superviser, um dessen Aktualität zu sichern.
Die Konfigurationsregeln stellen eine Sprache dar, welche zu jeder Gruppe angibt,
aus welchen Elementen diese besteht und wie sie sich entwickelt hat. Weiterhin ent-
halten die Konfigurationsregeln Informationen darüber, ab wann eine Gruppe voll aus-
gelastet ist oder wie viel Ressourcen noch zur Verfügung stehen. Der Datenaustausch
ist in diesem Framework durch die Gruppen und ihre Rollen spezifiziert, wodurch die
Kommunikation innerhalb der Gruppenstruktur überschaubar bleibt und der Datenaus-
tausch von jedem Superviser überwacht und bestimmt wird.
3.1.4. SAPERE
Das Framework SAPERE von Zambonelli et al. [33] („Self-aware Pervasive Service
Ecosystems“) ist ein Natur-inspirierter Ansatz für das Designen und Entwickeln von
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adaptiven und selbst organisierenden Systemen in allen Computeranwendungen. Das
Modell basiert auf räumlich voneinander entfernten und chemisch inspirierten Wech-
selwirkungen zwischen Diensten und Geräten, um selbst Adaptivität und selbst Ma-
nagement bei diesen zu fördern. Hierbei wird die Welt als verteiltes Rechenökosystem
betrachtet. In der Abbildung 3.4 ist die Referenz-Architektur von SAPERE dargestellt.
Die Architektur umfasst eine räumliche nicht Schichten basierte Grundlage, welche
über der aktuellen Netzwerkwelt liegt. In der Architektur kommunizieren die Agenten
über definierte „Eco-Laws“ miteinander und tauschen dabei ihr Wissen aus. Nutzer
können entweder auf Daten oder Dienste zugreifen oder neue Daten und Dienstkom-
ponenten hinzufügen.
Die Agenten in dem System dienen zum Beispiel als Repräsentation von Sensoren,
Aktoren, Diensten, Daten oder Nutzern und interagieren miteinander. Da jeder Agent
eine Ressource repräsentiert, kann hiermit in Echtzeit der Ausfall dieser verarbeitet
werden. Die Verbindungen zwischen Ressource und Agent werden als „Live Seman-
tic Annotations“ (LSAs) bezeichnet und als Tupel von Name-Wertpaaren verwaltet. Sie
dienen als Beobachter für die dahinter befindlichen Ressourcen. Die Interaktionsricht-
linien zwischen den LSAs sind die „Eco-Laws“, welche dynamisch auf Veränderungen
im System reagieren und entweder neu erstellt oder gelöscht werden. Es wird dabei
zwischen vier Arten von „Eco-Laws“ unterschieden.
Bindungen bilden die Hauptform von Interaktionen zwischen nebeneinander befind-
lichen Agenten. Sie können dazu genutzt werden auf Informationen zuzugreifen
und neue Informationen zu entdecken. Dabei erzeugen sie eine virtuelle Ver-
knüpfung zwischen zwei LSAs. Solange diese Verbindung existiert, können die
LSAs aufeinander zugreifen und Aktionen untereinander ausführen. Sobald je-
doch eine Änderung bei einer LSA auftritt und die Verknüpfungsbedingungen
nicht länger erfüllt sind, wird die Bindung entfernt.
Die Aggregat „Eco-Law“ dient der Erstellung einer Zusammenfassung aller verfüg-
baren Informationen. Dabei werden LSAs verbunden und eine Zusammenfas-
sung des Kontextes vom gesamten System kreiert.
Zerfallsregeln ermöglichen es, Komponenten aus der SAPERE Umgebung zu entfer-
nen. Diese Art dient als Müllsammler und löscht LSAs, welche entweder nicht
länger in dem System benötigt werden oder von keiner Komponente mehr ge-
wartet werden.
Die verteilten „Eco-Laws“ sorgen für eine globale Interaktion, da sie das Senden
von Informationen an entlegene LSAs ermöglichen. Dabei wird die Informati-
on über mehrere LSAs geleitet. Außerdem wird mittels dieser „Eco-Laws“ das
Suchen von globalen Komponenten und die Fernanzeige von Dienstleistungen
ermöglicht.
In der Publikation „Pervasive Middleware Goes Social: the SAPERE Approach“ [13]
wird die SAPERE Architektur auf die Verknüpfungen zwischen Nutzern, Diensten und
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Abbildung 3.5.: Arbeitsablauf einer DECIDE Komponente [12]
Geräten hinsichtlich der Verbindungen in einem Sozialen Netzwerk angewandt. Dabei
wird das Netzwerk anhand der räumlichen Nähe zwischen zwei Agenten bestimmt.
Jedes Smartphone und jeder Server wird hierbei einem Profil zugeordnet und enthält
eine LSA zur Integration in das Netzwerk. Die Verbindungen zwischen den Objekten
sind nun durch die sozialen Relationen zwischen den Profilen möglich. Falls sich zwei
Smartphones in Reichweite befinden und eine soziale Verbindung zwischen ihnen be-
steht, können diese nun durch „Eco-Laws“ untereinander kommunizieren. Dabei gibt
jeder Nutzer die Regeln zum Austausch von Informationen in den Sicherheitsoptio-
nen des sozialen Netzwerkes an, auf welche LSAs zugreifen. Die LSAs haben nun
die Aufgabe, anhand dieser Regeln die Informationen zu verteilen. Es ist jedoch nicht
nur die Kommunikation zwischen Nutzern möglich, es kann auch eine Kommunikati-
on zwischen Nutzer und Infrastrukturknoten oder zwischen zwei Infrastrukturknoten
stattfinden. Diese Knoten nutzen hierfür Gruppenprofile, wobei Gruppen untereinan-
der kommunizieren können und diese ihre privaten Sicherheitseinstellungen besitzen.
Nutzern ermöglicht diese Funktion, Gruppen in ihrer Nähe beizutreten. Diese Anwen-
dung verbindet den Datenaustausch mit dem Sicherheitsaspekt in einem verteilten
System.
3.1.5. DECIDE
DECIDE [12] ist ein Framework, welches die Kontrollschleifen auf mehrere Knoten
eines selbst-adaptiven verteilten Systems aufsplittet. Dies sorgt für mehr Flexibilität
und verhindert, dass der Ausfall des Masterknotens das komplette System ausfallen
lässt und kein manuelles Eingreifen nötig ist. Das zweite Ziel in DECIDE besteht darin,
zur Laufzeit das System zu prüfen und die Richtigkeit zu bestimmen, um die Qualitäts-
anforderungen von kritischer selbst-adaptiver Software zu gewähren.
In der Abbildung 3.5 ist der Arbeitsablauf einer DECIDE Komponente dargestellt.
Dieser ist in vier Schritte unterteilt und wird dauerhaft ausgeführt. In Schritt eins wird
eine lokale Fähigkeitsanalyse durchgeführt. Dabei werden viele Beiträge erstellt, um
die Verwirklichung der Qualitätsanforderungen zu erreichen. Dieser Schritt wird nur
beim Starten einer neuen Komponente und beim Auftreten von großen lokalen Ände-
rungen ausgeführt. Als lokale Änderungen werden hierbei aufgefasst: das Nichterrei-
chen einer Konfiguration, welche die Anforderungen erfüllt, das Auftreten von Fehlern
in der Komponente oder das Verändern der Umgebung im positiven oder negativen
Sinne. Schritt zwei erfüllt im Allgemeinen den gleichen Zweck wie Schritt eins, wird
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jedoch nur bei Gruppenänderungen und dem Starten neuer Komponenten ausgelöst.
Zudem werden Gruppenänderungen ausgeführt, falls eine andere Komponente eine
lokale Änderung ausführt oder das System verlässt. Im dritten Schritt wird nun ein Bei-
trag ausgewählt, welcher die Anforderungen erfüllt. Schritt vier, die Ausführung der
lokalen Kontrollschleife, wird fast dauerhaft ausgeführt, falls es keine großen Änderun-
gen gibt. Das System baut auf einer Kommunikationsstruktur auf, welche Änderungen
an andere Teilsysteme weiter propagiert. Diese Struktur wird im Hintergrund durch die
Kevoree und Deeco Plattform ermöglicht, auf welche schon in vorherigen Abschnitten
eingegangen wurde. Die Logik innerhalb der DECIDE Plattform wird mittels stochasti-
schem Verhaltens und formalen Modellen beschrieben, welche als kontinuierlich zeit-
liche Markov-ketten bezeichnet sind. Zum Repräsentieren der verwendeten Sensorik
wird mittels Automaten die Fehlerwahrscheinlichkeit und der Energieverbrauch jedes
Sensors aufgezeigt. DECIDE bietet eine kompakte Plattform für verteilte adaptive Sys-
teme, welche auf Wahrscheinlichkeiten beruht.
3.2. SICHERHEIT
Die Sicherheit spielt in adaptiven Systemen eine wichtige Rolle. Dabei geht es um
die Sicherheit von Daten und Gegenständen. Der Artikel „Topology Aware Adaptive
Security“ [27] beschreibt den Einfluss der Topologie einer Umgebung auf die Um-
setzung von Sicherheitsmerkmalen. Eine Topologie bezieht sich auf die Verbindungen
von Strukturen und erfasst gleichzeitig Eigenschaften wie Verbundenheit und Gren-
zen. Es wird speziell zwischen physikalischen Topologien, wo sich Gegenstände und
Agenten im Raum befinden und digitalen Topologien, wie Verschachtelt und Abhän-
gig virtuelle Umgebungen konfiguriert sind, unterschieden. Durch cyber-physikalische
Systeme wird diese Grenze immer mehr verwischt, da zum Beispiel digitale Objekte,
wie Softwareanwendungen, auf physikalische Objekte, wie Haushaltsgeräte, zugrei-
fen können. In Topologien lassen sich drei Beziehungen beschreiben. Die Enthalten-
beziehung gibt an, ob sich ein Objekt in einem Bereich befindet. Die Nähebeziehung
bestimmt den Abstand zwischen zwei Objekten oder Agenten oder identifiziert ledig-
lich, ob sie sich in der selben Umgebung befinden. Die Erreichbarkeitsbeziehung stellt
fest, ob ein Agent einen Bereich betreten kann oder ob er auf ein Objekt zugreifen
kann.
Das System muss ein Bewusstsein entwickeln, wann eine Sicherheitsverletzung
eintreten kann. Dafür erkennt es anhand sich ändernder Zustände, ob eine neue Kon-
figuration zulässig oder unzulässig ist. Dies wird mittels der topologischen Beziehun-
gen, Authentifizierungsmechanismen und Authorisierungsmechanismen bestimmt und
ausgewertet. Falls eine Konfiguration auftritt, welche nicht sicher ist, wird diese sofort
korrigiert, indem Sicherheitsmaßnahmen ausgeführt werden. Diese können eine Ver-
schiebung von Objekten in sichere Bereiche oder das Sperren von digitalen Dokumen-
ten betreffen. Eine Analyse und Auflistung aller Fehlerquellen sorgt für eine schnelle
Fehlererkennung, jedoch ist dies sehr speicherintensiv. Der Speicheraufwand dieses
Ansatzes wird minimiert, indem nur Fehlerquellen der aktuellen Konfiguration betrach-
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tet werden, anstatt alle möglichen Konfigurationen. Das Auftreten von Änderungen
in der Topologie lässt aktuelle Sicherheitsmaßnahmen ungültig werden. Diese Ände-
rungen können mittels der MAPE Schleife identifiziert werden und daraufhin neue
Sicherheitsmaßnahmen erstellt werden. Für die adaptive Sicherheit ist es notwendig,
dass die Analyse und Planung von Aktivitäten effizient zur Laufzeit durchgeführt wird.
Dies wird mittels der Enthaltenbeziehung erreicht, da diese den Suchraum begrenzt.
Die Privatsphäre von Nutzern kann nur erhalten werden, wenn persönliche und sen-
sible Informationen nicht unerlaubt gesammelt, gespeichert oder verschickt werden.
Zu diesen Daten zählen digitale Dokumente, wie Bilder und Textnachrichten, und In-
teraktionsinformationen, wie GPS Informationen und Sensorinformationen. Der Da-
tenschutz ändert sich außerdem, wenn die Daten woanders aufbewahrt werden, da
Datenschutzrichtlinien standortabhängig sind und die Richtlinien sich von Land zu Land
unterscheiden. Durch das Einhalten von Datenschutzanforderungen wird die Zufrie-
denheit der Nutzer erhöht.
3.3. FÜHRUNGSTHEORIE
In Multi Agenten Systemen stellt sich stets die Frage der Aufgabenverteilung und
Organisation. Diese Frage wird in der Führungstheorie besprochen und anhand ver-
schiedener Strukturen Vor- und Nachteile erarbeitet. In der Publikation über komplexe
Führungstheorie von Lichtenstein et al. [25] werden verschiedene Strukturen vorge-
stellt, wie sie in Firmen und Gesellschaften umgesetzt werden. In der Führung hat
sich herausgestellt, dass hierarchische Ansichten in der komplexen Welt weit verbrei-
tet, jedoch weniger nützlich sind, da sie nicht stets zu dem besten Ergebnis führen.
Dabei ist eine führende Persönlichkeit nicht stets der richtige Weg, um zu einem ef-
fizienten Resultat zu gelangen. Eine Person alleine ist oft nicht in der Lage komplexe
Ereignisse zu planen, weil diese zu aufwendig sind. Es gibt verschiedene Führungs-
arten, welche in der Wirtschaft verwendet werden, zum Beispiel: geteilte Führung,
kollektive Führung, verteilte Führung, relationale Führung, adaptive Führung und Füh-
rung als aufstrebende, organisierende Meta-Fähigkeit. Die komplexe Führungstheorie
übernimmt dabei den Ansatz eines komplexen adaptiven Systems. Das heißt, dass
keine hierarchischen Interaktionen mehr stattfinden, sondern das heterogene Agen-
ten untereinander kommunizieren. Hierbei kann die Führung als komplexer, dynami-
scher Prozess betrachtet werden, wobei aus der Interaktion zwischen Menschen oder
Agenten neue Ideen oder Ereignisse entstehen und sich Führungen bilden können. Ein
Agent kann dabei seine Rollen zu beliebigen Zeitpunkten an das System anpassen.
Die Agenten tauschen bei einem Treffen ihr Wissen und ihre Ziele aus und können
dabei Kollaborationen eingehen, falls diese für das Erreichen der Ziele wichtig sind.
Außerdem müssen Agenten ihre Ziele bearbeiten, wenn ein Konflikt mit den Zielen
des anderen Agenten auftritt. Für den Datenaustausch stellt sich die Frage, welche
Führungstheorie in der Umsetzung am praktischsten ist, wobei in dieser Arbeit auf





Teil 1 Agent Management
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(ACC)
Teil 3 Agent Software Integration
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Teil 8 Human/Agent Interaction
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ring
Teil 10 Agent Security
Teil 11 Agent Mobility
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Teil 13 FIPA-97 Developers Guide
Tabelle 3.2.: FIPA Spezifikation [6]
3.4. ANWENDUNGSBEREICHE DES DATENAUSTAUSCHES
Datenaustausch findet überall da statt, wo mehrere Teilsysteme miteinander kom-
munizieren und Wissen austauschen. Im Bereich der SLAM Algorithmen gibt es Ver-
fahren, in denen mehrere Roboter eine Welt erkunden. In den Artikeln [11] von W.
Burgard et al. und [24] von A. León et al. wird definiert, dass es keine Einschränkun-
gen in der Kommunikationsstruktur gibt, wodurch stets die kompletten Daten ausge-
tauscht werden. Es wird jedoch eine maximale Kommunikationsreichweite definiert,
in welcher sich zwei Roboter befinden müssen, um Daten austauschen zu können. In
diesen Arbeiten werden die Daten benötigt, um lokal die neuen Informationen in die
aktuelle eigene Karte zu integrieren. Da Messsensorik bei Robotern, je nach verwen-
deter Hardware eine relative Fehlerwahrscheinlichkeit besitzen, können Fehler beim
Kartenzusammenführen auftreten, da diese nicht direkt auf einander passen müssen.
3.5. FIPA STANDARDS
Die FIPA (Foundation for Intelligent Physical Agents) [28] ist eine nicht-profitorientierte
Organisation, welche im Jahr 1996 in der Schweiz gegründet wurde. Im Jahr 2005
ist die FIPA von der IEEE als Normierungsgremium anerkannt worden. Die FIPA pro-
duziert Softwarespezifikationen für Multi-Agenten Systeme über Agenteninteraktion,
um die Kompatibilität von Agenten zu maximieren und die Entwicklung von MAS zu
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Abbildung 3.6.: MAS Interaktion mit AIPS [28]
erleichtern. Die FIPA spezifiziert hierbei keine Algorithmen, sondern Kommunikations-
protokolle, welche durch Kontextnachrichten mit bestimmten Semantiken Informatio-
nen austauschen. Die Interaktionssemantik kann in verschiedenen Dimensionen be-
stimmt werden. Diese sind: Das interne Verhalten von Agenten, die externe Inter-
aktion zum Austausch von Inhalt und Kontext und die Interaktion des Systems zum
Nachrichtentransport oder zur Verwaltung.
In der Tabelle 3.2 sind die verschiedenen Teile der Spezifikationen dargestellt. Da-
bei gehören die Teile 1-7 zu der FIPA-97 Spezifikation, dem ersten Ergebnisdokument
der FIPA, und die Teile 8-13 zu der FIPA-98 Spezifikation, der erweiterten zweiten
Version. Die ersten drei Teile, Agenten Management, Agent Communication Langua-
ge (ACC) und Agent Software Integration, beschreiben technische Aspekte von MAS.
Die darauffolgenden vier Teile Personal Travel Assistance, Personal Assistant, Audi-
o-Visual Entertainment and Broadcasting und Network Management and Provisioning
beschreiben, wie die ersten Teile verwendet werden, um mit ihnen Teil 4-7 zu im-
plementieren. In der zweiten Version werden die vier normativen Teile Human/Agent
Interaction, Agent Security, Agent Mobility und Ontologie Service beschrieben und die
zwei informativen Bereiche Product Design and Manufacturing und der FIPA-97 Deve-
lopers Guide. Ab dem Jahr 2000 werden die Spezifikationen nicht mehr nach einem
jährlichen Zeitplan, sondern nach dem Lebenszyklus der Spezifikationen erneuert.
Das Agenteninteraktionsmodell der FIPA, welches oft als Agent Communications
Language bezeichnet wird, ist eine Protokollsammlung (Agent Interaction Protocol Sui-
te AIPS). In der Abbildung 3.6 wird die Interaktion verschiedener MAS aufgezeigt. Die
Kommunikation findet über einen Gateway statt, über welchen Nachrichten der AIPS
übertragen werden. Das AIPS enthält verschiedene semantische Protokolle für die
Agentenkommunikation, einschließlich: Interaction Process, Communication Act, Con-
tent Language und Content Ontology. Das CA (Communicative Act) Protokoll definiert
Kommunikation als eine Menge von CAs, wobei das Interaction Prozess (IP) Protokoll
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einen alternativen prozess-orientierten Kontext für den Nachrichtenaustausch bietet.
CAs nutzen das BDI Prinzip, welches für Belief, Desire und Intentions steht. Dabei
werden sie mit Annahmen über die Umwelt, ihr Wissen über das angestrebte Ziel und
Absichten wie dieses Ziel zu erreichen ist, versehen. Codierungsprotokolle erlauben
es verschiedene Codierungsformate wie XML, Strings oder Bit-Effiziente Codierung
für den Informationsaustausch zu nutzen. Die Semantic Language (SL) definiert die
Semantik der CAs als Logik von mentalen Haltungen und Aktionen und ist als forma-
le Sprache 1.Ordnung formuliert. Außerdem beschreibt das Nachrichtenprotokoll drei
architektonische Elemente, welche als Nachrichtenknoten fungieren. Nachrichtenin-
itiatoren oder Kommunikationskunden fragen nach Funktionen, wobei Teilnehmer nur
Nachrichten anfordern und als Serviceanbieter agieren. Vermittler arbeiten wie Mak-
ler oder Verzeichnisdienste, welche zwischen den Elementen verhandeln. All diese
Funktionen stellt das AIPS bereit.
In den ersten Versionen der FIPA Spezifikation aus dem Jahr 1997 und 1998, wur-
de der Nachrichtentransport als ein Agent modelliert, jedoch war dies nicht effizient
und ist jetzt als Service ohne Agent umgesetzt. Außerdem hat die FIPA in der FIPA
Modelling TC den Ursprung für AUML (Agent modelling language) entwickelt.
Aktuell gibt es etwa 20 Standardisierungsinitiativen, welche sich mit verteilten Sys-
temen auseinandersetzen. Dies sind die FIPA, IETF, OMG, W3C, OASIS, UN/CEFACT,
WSI, BMI.org, WfMC, SQL, theOGC, Rosettanet und W3C Standards. Die FIPA ent-
wickelt mehr bit-effiziente Codierungen für Geräte mit einer geringen Bandbreite, wie
zum Beispiel Mobiltelefone und definiert dabei bis zu 20 verschiedene Kommunikati-
onsprimitive und erlaubt dadurch mehr semantischen Kontext in der Nachrichtenüber-
tragung. Desweiteren definiert die FIPA eine Menge wiederverwendbarer Interakti-
onsmuster und Prozesse, welche generisch über heterogenen Anwendungsdomänen
und Protokollen verwendet werden.
3.5.1. JADE FRAMEWORK
JADE (Java Agent Development Framework) [5] ist eine Opensource Plattform für
peer-to-peer Agenten basierte Anwendungen, vertrieben von der Telecom Italia. JADE
vereinfacht die Implementierung von Multi-Agenten-Systeme. Daher ist es eine Midd-
leware, die mittels der FIPA Spezifikationen und durch eine Reihe von grafischen
Tools die Fehlersuche und Bereitstellungsphase unterstützt. Weiterhin ist JADE in Ja-
va implementiert und erlaubt eine gute Laufzeiteffizienz, Wiederverwendbarkeit der
Software, Agentenmobilität und die Realisierung verschiedener Agentenarchitekturen.
Agenten werden in Containern, die als JVM (Java Virtual Machines) bezeichnet wer-
den, abgelegt, wobei mehrere Container auf einer Maschine laufen oder auf mehrere
Maschinen verteilt sind. Container sind dann mit anderen Containern direkt verbunden
und bilden eine Plattform. Diese Plattformen benötigen einen Hauptcontainer, welcher
das AMS (Agent Management System) als einen Agenten und den DF (Directory Fa-
cilitator) als einen anderen Agenten beinhaltet. Diese beiden Agenten beinhalten die
Grundfunktionalitäten des Hinzufügens und Entfernens von Agenten und Containern
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und wissen über angebotene Dienste Bescheid. Die Agenten kommunizieren über
Nachrichten der FIPA ACL, wobei jeder Agent eine Warteschlange an eingehenden
Nachrichten hält, um diese nacheinander abzuarbeiten und währenddessen selbst in
einem Thread läuft. Durch eine einfache, leistungsfähige Aufgabenabarbeitung, ein
Kompositionsmodell sowie Peer-to-Peer Kommunikation mit dem asynchronen Mes-
sage-Passing Paradigma, der Dienstunterstützung durch den DF mit dem gelbe Seiten
Dienst zur Verwaltung aller Agenten und erweiterten Funktionen wird die Entwicklung
eines verteilten Systems erleichtert. Mittels verschiedener Oberflächen wird die Konfi-
guration der Anwendung modifiziert, welche die darin befindlichen Agenten und ihren
Lebenszyklus überwacht und das Testen neuer Agenten erleichtert.
3.5.2. JACK FRAMEWORK
JACK Intelligent Agent [20] ist ein kommerzielles Java Framework für die Entwicklung
von MAS. Es wird von der Agent Oriented Software Pty, Ltd. (AOS) entwickelt und ist
eine Weiterentwicklung von dem Procedural Reasoning System (PRS) und dem Dis-
tributed Multi-Agent Reasoning System (dMARS). JACK kann auf mehreren CPUs mit
mehreren Threads laufen und besteht aus einer Sammlung von Agenten, welche nach
dem BDI Prinzip funktionieren. Das bedeutet, dass jeder Agent durch seine Ziele, sein
Wissen und seine sozialen Fähigkeiten definiert ist und anhand der Eingabeinformatio-
nen der Umwelt agiert. Darüber hinaus sorgt JACK für eine leistungsfähige Kapselung
der Agenten und die Interaktion der Anwendung muss nicht explizit programmiert
werden.
Die Eigenschaften, welche JACK bietet, vereinfachen den Überblick und die Pro-
grammierung. Die Agent Run-time ist der Kern der Anwendung und fasst Pläne, Er-
eignisse, spezifische Agenten und Fähigkeiten zusammen. Die JACK Plan Language
(JPL) dient der Erstellung von Plänen und der Verwaltung von Aktionen, Unterauf-
gaben und der Überprüfung von Bedingungen. Durch Fähigkeiten können komplexe
Verhaltensweisen abstrahiert werden und zwischen Agenten wiederverwendet wer-
den. Außerdem bietet JACK ein JDE (JACK Development Environment), welches die
Programmierung in Java zulässt und durch mehrere Oberflächen die Erstellung eines
MAS vereinfacht. Aufgrund der Java Programmierung ist JACK Plattform unabhängig
und kann mittels des JACK Object Modellers Objekte in für Menschen lesbare Do-
kumente umwandeln. Der Funktionsumfang wird mittels weiterer Erweiterungen ver-
größert. Dies sind zum Beispiel ein Eclipse Plugin oder das Hinzufügen von kollaborie-
renden Gruppen (JACK Teams) sowie das Erweitern durch eine kognitive Architektur,
welche realistischeres Verhalten hervorruft.
3.6. SIMULATOREN
Für das Testen von Anwendungen stehen zwei Möglichkeiten bereit. Zum einen las-
sen sich Multi-Agent Systeme bauen, in denen Hardware in einer realistischen Umge-
bung in Echtzeit getestet wird und dabei Messungen vorgenommen werden oder zum
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anderen wird ein Simulator genutzt, welcher auf einer Maschine den Ablauf eines Sze-
narios testet. Jede dieser Möglichkeiten hat ihre Vor- und Nachteile. Eine reale Testum-
gebung mit Robotern bietet real auftretende Fehlerquellen, wobei nur Szenarien mit
der vorhandenen Hardware getestet werden können. Ein Simulator kann jedoch kom-
plexere Szenarien mit unterschiedlichen Umgebungen bereitstellen und eine höhere
Vielfalt an Agenten implementieren. Zudem kann eine Konfiguration öfters durchge-
spielt werden, womit Fehlerquellen ausgeschaltet werden können. Da ein Simulator
für diese Aufgabe das geeignete Werkzeug ist, werden in diesem Abschnitt weitere
Simulatoren betrachtet.
Simulatoren sind entweder speziell für verschiedene Anwendungsbereiche ange-
fertigt oder allgemein gehalten mit Grundfunktionalitäten, auf denen sich eine neue
Anwendung aufbauen lässt. Meistens werden Simulatoren mit Grundfunktionalitäten
erweitert, um bestimmte Anwendungsbereiche zu beschreiben. Für die Visualisierung
verschiedener Szenarien ist es von Vorteil Bewegungsabläufe und Informationen für
den Nutzer schnell visuell zugänglich zu gestalten. Dies sorgt dafür, dass Schwachstel-
len einer Konfiguration schneller wahrgenommen werden und dadurch eine umfang-
reichere Auswertung gewährleistet werden kann. Eine visuelle, bildliche Darstellung
ist für das menschliche Auge schneller wahrnehmbar als eine textbasierte Darstellung.
Ein Simulator stellt einen Kontext bereit, mit dem kontext-sensitive Anwendungen
getestet werden. Dabei muss ein Simulator verschiedene Aufgaben erfüllen: (1) prü-
fen und demonstrieren von kontext-sensitiven Anwendungen, (2) reproduzierbaren
Kontextverlauf bereitstellen, (3) Modifikation des Kontextes zulassen und (4) eine rea-
listische und umfassende Simulationsumgebung zur Verfügung stellen. In diesem Ab-
schnitt werden einige Simulatoren vorgestellt und in der Zusammenfassung anhand
von Merkmalen klassifiziert.
3.6.1. LOCATION EVENT SIMULATOR
Der Location Event Simulator [29] (LES) testet Umgebungen mit generischen Positi-
onsdaten im großen Maßstab. Das Konzept des Simulators basiert dabei auf einem
prozessorientierten Hybridsimulationsmodell. Dieses Modell beinhaltet einerseits das
Verhalten von Objekten, bestehend aus körperlichen Bewegungen und Stillständen
an Warteschlangen, und andererseits ein kontinuierliches, mechanisches Modell, ein
diskretes Ereigniswarteschlangenmodell und ein Sensormodell, kombiniert in Verbin-
dung mit anderen physikalischen Modellen.
Im Hintergrund arbeitet jedes Objekt ein kontinuierliches Verhalten ab, bis ein Ereig-
nis eintritt und sich der Zustand, definiert in Geschwindigkeit oder Position, ändert. Alle
simulierten Ereignisse sind im selben Format repräsentiert, welches von echten phy-
sikalischen Sensoren generiert wird. Durch eine globale Uhr wird dafür gesorgt, dass
alle Prozesse in diskreten Zeitschritten und zum selben Zeitpunkt abgearbeitet wer-
den. Außerdem enthält der Simulator eine Zustandsübergangssteuerung, welche die
Startposition von allen Objekten festlegt und mechanische Modelle und Warteschlan-
genmodelle beinhaltet, die Objekte beim Betreten und Verlassen der Welt steuern.
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Abbildung 3.7.: Anwendungsbeispiel und Aufbau des SimuContext System [8]
Das Verhalten von Objekten ergibt sich aus simplen Verhaltensweisen, wobei simp-
le Verhaltensweisen wiederum zu komplexeren Verhaltensweisen kombiniert werden
können. Sanmugalingam und Coulouris geben simple Verhaltensweisen, wie geradli-
niges Bewegen und das Finden des kürzesten Weges zum Zielpunkt bereits vor. Falls
keine Kollision auftritt, werden diese Verhaltensweisen abgearbeitet. Durch das Hinzu-
fügen von Zwischenzielen kann der Weg beliebig modifiziert werden.
Zur Veranschaulichung dieser Funktionen wird eine Oberfläche bereitgestellt. In die-
ser lässt sich das Weltmodell zum Beispiel mit simpler Raumgeometrie und dem Ein-
bauen von Türen beliebig anpassen. Um Objekte in die Welt zu integrieren, müssen
Warteschlangen angelegt und platziert werden. Zudem funktioniert der Simulator als
alleinstehendes Programm und kann zum Steigern der Geschwindigkeit die Oberflä-
che abschalten und alle Ergebnisse in ein Dokument schreiben.
3.6.2. SIMUCONTEXT SIMULATOR
Das Kontextsimulationssystem SimuContext [8] abstrahiert die Komplexität der Schnitt-
stelle zu einer physischen Kontextquelle und erleichtert das Testen und Demonstrieren
von kontext-sensitiven Anwendungen. In der linken Grafik in Abbildung 3.7 wird das
Prinzip des Simulators dargestellt, in dem zwei Kontextquellen Kontextinformationen
an das Programm senden. Das Programm reagiert hierbei sowohl auf Benutzereinga-
ben als auch auf Sensordaten.
Mittels des Simulators kann eine schnelle Prüfung und Demonstration von kontext-
sensitiven Systemen gewährleistet werden und durch die Konfiguration mehrerer Kon-
texte kann die Umgebung realistisch dargestellt und beliebig erweitert werden.
In dem rechten Diagramm in Abbildung 3.7 ist der Aufbau des SimuContext Sys-
tems zu sehen. Das Framework liest aus einem Spezifikationsdokument die Werte
eines Kontextes ein und übergibt diese der Anwendung. Für das Erstellen dieses Do-
kuments wird eine Umgebung bereitgestellt, welche Wertebereich, Format und wei-
tere Einstellmöglichkeiten bietet. Der SimuContext Simulator kann durch eine Java
Klassenbibliothek in ein existierendes Programm eingebunden werden.
Trotz der Vorstellung einer Oberfläche und der Implementierung besitzt der Simula-
tor keine Internetseite unter seinem Namen. Jedoch ist die zugrunde liegende Idee
von einigen anderen Systemen, wie dem „Java Context Awareness Framework“ (JCAF)




Die JAS (Java Agent-based Simulation) [31] Bibliothek ist ein Simulationswerkzeug,
welches auf die Modellierung von Agenten basierten Simulationen spezialisiert ist. Es
ist in Java programmiert und baugleich zur Swarm Bibliothek, welche von dem San-
ta Fe Institute entwickelt wurde. Der Funktionsumfang von JAS entsteht durch die
Nutzung freier Bibliotheken, welche zuverlässig und gut getestet sind. Beispielsweise
erlaubt das jas.graph Paket das Verwalten von in Beziehung stehenden Objekten und
damit das Erstellen von Sozialen Netzwerkanalysen. In JAS werden Agenten in grund-
legenden Komponenten organisiert und es bietet eine Sammlung von Bauteilen und
Regeln, um Simulationen zu erstellen.
JAS stellt verschiedene Charakteristiken bereit. Zum einen bietet es eine diskrete
ereignis-basierte Zeitsimulationsumgebung und nutzt unterschiedliche Zeiteinheiten
wie Ticks, Sekunden, Minuten, Tage usw. und kann dabei Ereignisse feuern, welche
auf die Computerzeit reagieren. Zum anderen nutzt JAS generische Algorithmen und
neuronale Netzwerke und stellt eine Datenbank zum Speichern von Daten zur Verfü-
gung. Durch das Sim2Web Paket wird ein Projekt im Internet veröffentlicht und kann
hierbei ferngesteuert werden.
3.6.4. SIAFU
Siafu [26] ist ein in Java programmierter Simulator, welcher als alleinstehendes Pro-
gramm heruntergeladen wird. Er ist ein geeignetes Demonstrationswerkzeug für mo-
bile Dienste und Anwendungen, welches auf Gruppenaktivitäten ausgerichtet ist. Für
eine übersichtliche Ausgabe bietet er eine interaktive Oberfläche, auf der Kontextinfor-
mationen von einzelnen Diensten oder Objekten angezeigt werden und eine Karte, die
deren Anwendung und Auswahl erleichtert. Falls eine spätere Auswertung der Daten
vorgenommen werden soll, können diese außerdem separiert in CSV Dateien gespei-
chert werden, welche den kompletten Datenstrom enthalten. Für die Verwendung des
Simulators bietet das Tool eine ausführliche Dokumentation, einige Beispiele und Tu-
torien. Siafu ist dafür in drei wichtige Komponenten unterteilt: dem Agentenmodell,
dem Weltmodell und dem Kontextmodell, welche individuell vom Nutzer angepasst
werden.
Das Agentenmodell enthält die Entscheidungslogik von Agenten und definiert, was
der Agent aufgrund der ihm zur Verfügung stehenden Kontextinformationen erledigt.
Die umliegenden Kontextinformationen gibt das Kontextmodell wieder, wobei die um-
gebenen Objekte durch das Weltmodell repräsentiert werden. Als vorgegebene Ar-
beitsweisen bietet Siafu eine zufallsbedingte Bewegung von Agenten, jedoch kann
mittels der Oberfläche ein Zielpunkt gesetzt werden, zu dem sich der Agent bewegt.
Durch eine, im Simulator rechts oben befindliche, Skala kann die Geschwindigkeit der
Simulation reguliert werden.
Das Weltmodell besteht aus drei Teilen: Der Simulationsumgebung, interessanten
Orten und einem globalen Ereignismodell. Im Hintergrund findet eine Definition dieser
Orte durch Bilddateien statt. Die zwei wichtigsten Bilddateien sind die Hintergrund-
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karte, welche die Umgebung beschreibt und die Alphakarte, welche Orte definiert,
die nicht besucht werden können. Um Wege zu finden wird zu Beginn die Alphakar-
te zum Aufbauen einer Gradientenkarte genutzt, welche im Hintergrund vorgehalten
wird. Außerdem kann das Weltmodell Agenten an neue Orte anlegen oder entfernen.
Im Kontextmodell werden die Kontextvariablen verwaltet. Diese sind durch ihre
möglichen Werte und ihre Verteilung innerhalb der Umgebung spezifiziert. Der Simu-
lator bietet durch das Nutzen von Bilddateien einen einfachen Mechanismus um den
Kontext zu verwalten. Dabei benötigt er nur die Bilddatei und ein dazugehöriges Ka-
librierungsdokument. Die Bilddatei bildet dafür jeden Pixel der Karte mit einem Wert
ab.
Siafu wird in vielen Forschungsarbeiten bereits verwendet. Zum Beispiel im Dia-
Sim [9] Simulator, welcher Pervasive Computing Anwendungen simuliert. Dieser um-
fasst ein Programmierungstool zum Erstellen von Anwendungen und eine Emulati-
onsschicht. Siafu dient hierbei als Visualisierungstool. Im Artikel von Henne, Szongott
und Smith [19] wird der Mobile Security & Privacy (MoSP) Simulator vorgestellt, wel-
cher die Infizierung von mobiler Software prüft, indem eine Welt simuliert wird, in
der Smartphones untereinander mit bestimmten Latenzzeiten Viren übertragen. Da-
bei wird eine GPS Simulation genutzt, welche eine offene Welt außerhalb von Häu-
sern simuliert. Siafu erweitert diese mittels Innenräumen, um öffentliche Lokalitäten
zu repräsentieren und die Simulationswelt zu vergrößern.
3.6.5. SUMO
Der SUMO (Simulation of Urban MObility) [4] Simulator beschäftigt sich mit Stra-
ßenverkehrssimulationen und ist im Bereich Verkehrstechnik weit verbreitet. Er dient
der Evaluation von Infrastruktur- oder Richtlinienänderungen und kann dabei Algorith-
men zur Ampelsteuerung auf ihre Verwendbarkeit prüfen oder automatisch erzeugte
Ampelalgorithmen von SUMO verwenden. SUMO ist seit 2001 als freie Verkehrssi-
mulationsumgebung verfügbar und umfasst Werkzeuge zur Visualisierung, Wegfin-
dung, Emissionsberechnung und Netzwerkimportierung. Mittels der Benutzerober-
fläche werden Straßenkarten erstellt und in der Simulation mit Straßenfahrzeugen,
öffentlichen Verkehrsmitteln und Fußgängern befüllt, wobei diese explizit modelliert
sind. Desweiteren gibt es keine künstlichen Grenzen in der Anzahl der simulierten
Fahrzeuge und in der Netzwerkgröße und SUMO unterstützt verschiedene Importfor-
mate wie OpenStreetMap oder Visum. SUMO ist zudem in C++ implementiert und
bietet unterschiedliche Schnittstellen zur Fernsteuerung der Simulation.
3.6.6. UDEL MODELS
UDelModels [23] ist eine Sammlung von Werkzeugen zur Simulation von städtischen
Netzwerken und beinhaltet einen Simulator für realistische Vermehrung und realisti-
sche städtische Mobilität. Zudem bietet es eine Oberfläche zum Erstellen von Stadt-
karten und ein Instrument zur Visualisierung an. UdelModels dient der schnelleren
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Abbildung 3.8.: Personenmodell des Mobilitätssimulators [8]
Entwicklung von Protokollen für hoch skalierbare Netzwerke und besteht aus zwei
Hauptelementen: dem Vermehrungssimulator und dem Mobilitätssimulator.
Der Vermehrungssimulator sorgt für die realistische Ausbreitung verschiedener Si-
gnale und verwendet hierfür einen Ray-Tracing Ansatz. Dabei wird die Reflexion auf
dem Boden und an den Häusern, die Transmission durch Wände, sowie die Übertra-
gung in Innenräumen und die Beugung über und um Gebäude betrachtet. Der Ver-
mehrungssimulator generiert aus der eingegebenen Stadtkarte eine Matrix für die
Ausbreitungscharakteristik zwischen allen Ortspaaren. Hierbei werden die Matrizen
für außen-außen, innen-innen und außen-innen Ortspaaren erstellt, um eine realisti-
sche Übertragung von Signalen zwischen den unterschiedlichen Position auf der Karte
zu definieren.
Der Mobilitätssimulator basiert auf Zeitnutzungsberichten verschiedener Forschungs-
richtungen zum Thema Arbeitszeiten und Mobilität in Großstädten. Damit werden Ar-
beitsstartzeit und Endzeit sowie Pausenzeiten und Mittagszeiten simuliert. Als Merk-
male für den Mobilitätssimulator gelten realistische Arbeitstagaktivitäten. Zu diesen
zählen das Abhalten von Meetings, realistische Mobilität am Arbeitsplatz und das
Erreichen des Arbeitsplatzes per Auto, Straßenbahn oder zu Fuß. Für diesen Zweck
nutzt der Mobilitätssimulator ein Personenmodell, welches ein dreischichtiges hierar-
chisches Modell ist. In Abbildung 3.8 ist das Personenmodell dargestellt, wobei alle
Modelle sich nach der Tageszeit orientieren. Das Activity Model gibt an, wann Per-
sonen eine Aktivität beginnen und beenden und wo diese stattfindet. In der zweiten
Schicht, dem Task Model, wird bestimmt, welche Aufgabe auf Arbeit erledigt wird.
Zum Beispiel kann ein Arbeiter an seinem Schreibtisch arbeiten oder an einem Mee-
ting teilnehmen. In der letzten Schicht, dem Agent Model, wird bestimmt, wie sich
Agenten in der Stadtarchitektur zu ihrem Ziel navigieren.
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3.6.7. OMNET++
Das OMNeT++ (Objective Modular Network Testbed in C++) [32] Simulationsframe-
work simuliert Netzwerkprotokolle und Rechnernetze und kann Leistungsanalysen
durchführen. Es ist in C++ programmiert und stellt eine Eclipse-basierte Entwicklungs-
umgebung zur Programmierung bereit. Trotz der Programmierung in C++ können auch
Module mit Java erstellt werden und ein Bauteil oder ein Protokoll simulieren, wobei
die Simulation im Hintergrund diskret ereignis-basiert erfolgt.
OMNeT++ umfasst mehrere Frameworks und Simulatoren und erreicht damit einen
hohen Funktionsumfang. Das INET Framework enthält die Standardprotokolle und um-
fasst dabei Internetprotokolle wie TCP, UDP und IPv4 und verschiedene Funkprotokol-
le. OverSim und Veins sind zwei Simulatoren, welche im INET Framework integriert
sind. Der OverSim Simulator ist ein freies Überlagerungs- und Peer-to-Peer-Netzwerk
Simulations Framework. Veins [30] ist ein freier Simulator zur Kommunikation zwi-
schen Fahrzeugen und nutzt einen ereignis-basierten Netzwerksimulator und ein Mi-
krosimulationsmodell für den Verkehr. Dabei wird ein realistischer Verkehrsfluss erzielt
und mittels der SUMO oder der OMNeT++ Oberfläche wird die Simulation schnell
erstellt und interaktiv lauffähig gestaltet. INETMANET ist eine Erweiterung des IN-
ET Frameworks und beinhaltet experimentelle Protokolle für MANETS (mobile ad-hoc
networks). Zudem enthält OMNeT++ noch MIXIM, welches sich auf niedrige Schich-
ten der Protokolle konzentriert und Castalia, der ein Simulator für Wireless Sensor
Networks (WSN) und Body Area Networks (BAN) ist.
3.6.8. ZUSAMMENFASSUNG DER SIMULATOREN
Es sind viele Simulatoren im Internet verfügbar, wobei sich der Zweck und Ansatz
in vielen Punkten unterscheidet. Zum Beispiel können Netzwerke simuliert werden
oder Anwendungsbereiche wie Städte, Räume oder Verkehr dargestellt werden, in
denen auch eine Netzwerkkommunikation auf unterer Ebene stattfindet. Für die Simu-
lation verschiedener Datenaustauschstrategien ist es wichtig, mehrere Agenten zu
simulieren, sowie den kompletten Zugriff auf die Software zu besitzen um spezielle
Messungen und Daten zu erfassen. Dafür wird ein Simulator benötigt der die Visuali-
sierung darstellt, jedoch viele Möglichkeiten der Modifikation bietet, um die speziellen
Messungen und unterschiedlichen Strategien einzubinden. In der Tabelle 3.3 ist eine
Zusammenfassung der Vor- und Nachteile der hier beschrieben Simulatoren zusam-
mengestellt.
Simulator Vorteile Nachteile
LES • Keine Internetpräsenz• Kein Download
SimuContext
(Java)






• Visualisierungsumgebung• Diskrete Event Simulation
für das Zeitmanagement• Netzwerk Simulation• Nutzt Hypersonic
Datenbank• Graphenunterstützung• XML & SVG Eingabe und
Ausgabe
• Letztes Update 2006• Schlechte Dokumentation• Keine aktuelle Webseite
Siafu
(Java)
• Visualisierungsumgebung• Dokumentation• Kontextdefinition durch





• Visualisierungsumgebung• Dokumentation• Konstruieren von
Testumgebungen• Offener Quellcode• Simulationen zur
Erstellung von
Verkehrsflüssen












Mobilitätsverhalten• SUMO zur Visualisierung• Tutorials• Offener Quellcode• Vielfalt an Algorithmen
• Nur für Verkehrsszenarien
geeignet
Tabelle 3.3.: Zusammenfassung mir Vor- und Nachteile verschiedener Simulatoren
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3.7. ZUSAMMENFASSUNG
Die in diesem Kapitel untersuchten Publikationen nutzen verschiedene Arten der Kom-
munikation, sowie unterschiedliche Konzepte der Implementierung ihrer Frameworks.
Dabei werden Elemente vorgestellt, welche zum Erstellen eines Multiagentensys-
tems genutzt werden können. Die Zusammenfassung beinhaltet die Tabelle 3.4 in
welcher alle Publikationen außer den Simulatoren aufgeführt sind. Hierbei wird kurz
erläutert, welche Erkenntnisse aus diesen Arbeiten in die spätere Umsetzung einflie-
ßen. Dabei handelt es sich um Evaluationskriterien, Kommunikationsstrukturen und
Modellkonzepte.
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Tabelle 3.4.: Zusammenfassung der Publikationen
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4. KONZEPT
In dem Abschnitt „Konzept“ wird auf die verschiedenen Messeigenschaften eingegan-
gen, nach denen jedes Testszenario evaluiert wird. Dabei wird die benötigte Zeit, die
verbrauchte Energie und der Datenaustausch der jeweiligen Konfiguration gemessen
und ausgewertet. Außerdem werden verschiedene Karteneigenschaften identifiziert,
um ein breites Umgebungsspektrum zu erreichen. Zum Schluss dieses Kapitels wird
der Aufbau und die Arbeitsweise jedes Roboters erläutert und deren Kommunikation
untereinander.
4.1. MESSUNG
Bei der Evaluation des Experiments wird wie in Abbildung 4.1 dargestellt, auf die
benötigte Zeit und Energie und auf den gesamten Datenaustausch der Konfigurati-
on geachtet, um diese miteinander zu vergleichen. Diese Eigenschaften dienen zum
Erfüllen der Anforderungen A2, A3 und A4 aus dem Abschnitt 2.5, welche an ein
Multiagentensystem gestellt werden. Der Vergleich dieser Messwerte mit den dazu-
gehörigen Strategien ergibt, wie optimal die gesamte Ressourcenausnutzung ist (A5)
und wie optimiert das System in puncto Performance interagiert (A7). Zudem wird die
gesamt Größe des Modells gemessen, welches jeder Roboter am Ende eines Szena-
rios lokal vorhält. Dies gibt uns einen Überblick, wie groß ein Teilsystem sein muss,
um eine Konfiguration zu durchlaufen und erfasst wie optimal sich Strategien zuein-
ander verhalten (A1). Die Anforderungen A8-A10 werden als optional für diese Arbeit
betrachtet, da keine unterschiedlichen Programmierframeworks und keine verschiede-
nen Marshalling, Unmarshalling und Klonalgorithmen verwendet werden. Außerdem
spielt die Threadsicherheit bei der Anwendung keine Rolle. Im Folgenden wird auf die
gemessenen Werte genauer eingegangen.
4.1.1. ZEIT
Die Zeit spielt in allen Umgebungen eine wichtige Rolle, da in vielen Szenarien Arbeits-
abläufe schnell und effizient erledigt werden müssen. In der Simulationsumgebung
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Abbildung 4.1.: Messeigenschaften und ihr Zusammenhang
werden hierbei zwei unterschiedliche Zeiteinheiten gemessen. Zum einen wird die
Zeit gestoppt, welche benötigt wird, um eine Aufgabe komplett zu erfüllen, wobei in
Zeitschritten gemessen wird. Ein Zeitschritt ist dabei ein Durchlauf jedes Verhaltens,
welches der Roboter beinhaltet. Das bedeutet, dass in jedem Schritt jeder Roboter
einmal alle seine Aktionen abarbeiten kann. Diese Zeitschritte dienen dem globalen
Vergleich der unterschiedlichen Konfigurationen und enthalten die gleichen Arbeitsab-
läufe pro Roboter und pro Simulation. Zum anderen wird die Rechenzeit jedes Robo-
ters errechnet und abgespeichert, um zu prüfen, wie sich die Rechenzeit zwischen
den Robotern und Konfiguration unterscheidet und zu bestimmen, wie viel Zeit ein
kompletter Konfigurationsdurchlauf benötigt.
4.1.2. DATENAUSTAUSCH
Für den Datenaustausch gibt es drei Verfahren, die in dieser Arbeit betrachtet werden.
Diese sind in Abbildung 2.1 aufgeführt und wurden in Abschnitt 2.4 bereits erläutert.
Zum Auswerten der Verfahren werden zwei Testszenarien benötigt, wobei die Ver-
fahren „partial-complete“ und „partial-subset“ in einem Szenario geprüft werden. Für
diese zwei Strategien wird ein Master benötigt, um eine Hierarchie aufzubauen, die
den Datenaustausch realisiert. In Abbildung 4.2 ist eine Beispielhierarchie gegeben,
die mehrere Ebenen enthalten kann, um Abhängigkeiten unterschiedlicher Roboter-
typen darzustellen. Das Verfahren „total-complete“ benötigt keinen Masteragenten,
da jeder Agent mit jedem anderen kommunizieren kann und bei einem Treffen in der
Welt sein komplettes Wissen mit ihm teilt.
Da der Datenaustausch auf unterschiedliche Art und Weise stattfinden kann, stellt
sich die Frage, wie dieser messtechnisch erfasst werden muss. KMF [16] bietet die
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Abbildung 4.2.: Hierarchie für die Arbeit der Roboter
Abbildung 4.3.: Zustandsdiagramm für den Energieverbrauch
Möglichkeit, Daten als XML oder JSON untereinander zu übertragen. Dabei unter-
scheidet sich die Datengröße je nach Optimierung und Kodierung der Informationen.
Aus diesem Grund wird die Informationsmenge gemessen, welche übertragen wird.
Die Informationsmenge gibt die Anzahl der Elemente in den verschiedenen Formaten
an. Zum Beispiel wäre ein übermittelter Datensatz beschrieben als 35 Integerwerte
und 15 Stringwerte. Dies entspricht insgesamt 50 Datenelementen, welche übermit-
telt werden. Hierdurch wird Format unabhängig gemessen und es muss keine Opti-
mierung betrachtet werden.
4.1.3. ENERGIE
Die verbrauchte Energie pro Konfiguration ist wie die Zeit, ein Maß für die Effizi-
enz jedes Szenarios. Die Energie wird durch die Zusammenstellung und die Aktivität
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der Hardwarekomponenten eines Roboters berechnet. Jede Hardwarekomponente re-
agiert wie der Energiezustandsgraph in Abbildung 4.3. Dieser Graph repräsentiert die
Unterschiede beim Energieverbrauch von Hardwarekomponenten, da diese in der Rea-
lität unterschiedliche Energiewerte besitzen. Dabei hat jeder Agent die Möglichkeit,
Hardwarekomponenten je nach Bedarf an- oder auszuschalten, um Energie zu sparen.
Jede Komponente hat hierfür vier statische Energiewerte. Der „Anschalten“-Wert be-
schreibt die Energie, welche beim Starten einer Komponente verbraucht wird. Die-
se unterscheidet sich oftmals von dem „Arbeiten“-Wert, da meist ein höherer Start-
strom benötigt wird. Der Wert des Überganges „Ausschalten“ ist oft gering und der
„Aus“-Wert null, weil keine Standbyphase angenommen wird. Die verbrauchte En-
ergie wird zum Einen für alle Agenten gemeinsam bestimmt und jeweils für jeden
Agenten einzeln, um einen Vergleich der Konfigurationen aufzuzeigen. In verschiede-
nen Konfigurationen ist es möglich, dass Roboter aufeinander warten und dabei einen
gewissen Energieverbrauch besitzen.
4.1.4. UMGEBUNG
Die Umgebungen werden definiert durch verschiedene Karten, um eine Vielzahl von
möglichen Arealen darzustellen. Dabei werden Karten verwendet, welche zum Bei-
spiel große Flächen beinhalten. Dies entspricht in der Realität Lagerhallen oder Sälen.
Außerdem wird mit verwinkelten Gängen und Sackgassen gearbeitet, um ein Höh-
lensystem oder ein Labyrinth zu beschreiben. Dies kann für Erkundungsszenarien in
Bergwerken oder zum Kartografieren von Höhlensystemen genutzt werden. Umge-
bungen mit kleinen Räumen und großen Verbindungsgängen repräsentieren eine Eta-
ge in einem Gebäude. Sie sind ein guter Ansatz für Reinigungsszenarien. Die unter-
schiedlichen Areale und ihre verschiedenen Eigenschaften evaluieren die getesteten
Techniken auf ihre Alltagstauglichkeit und ihren Einsatz in den unterschiedlichsten Ge-
bieten.
4.2. AUFBAU DER ROBOTER
In der Simulationsumgebung agieren mehrere Roboter miteinander, um gemeinsame
Ziele zu verwirklichen. Damit eine realitätsnahe Simulation geschaffen wird, sind die
Roboter wie echte Roboter zusammengesetzt. In Abbildung 4.4 stellt der Agent einen
autonomen Roboter dar, welcher aus Hardwarekomponenten zusammengesetzt ist
und eine Menge von Zielen erfüllt. Durch das Zusammensetzen von Robotern aus
verschiedenen Hardwarekomponenten werden verschiedenartige Roboter erzeugt. In
dem Erkundungs- und Reinigungsszenario, welches in dieser Arbeit verwendet wird,
arbeiten Erkundungsroboter, Staubsaugerroboter und Wischroboter zusammen, um
eine Umgebung zu reinigen. Auf das Szenario wird im Aufbau des Experiments in
Kapitel 6 näher Bezug genommen.
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Abbildung 4.4.: Aufbau der Roboter in der Simulationsumgebung
4.2.1. HARDWAREKOMPONENTEN
Hardwarekomponenten sorgen dafür, dass der Energieverbrauch der Anwendung ge-
messen wird. Sie implementieren dabei den Energiezustandsgraphen und bieten die
Möglichkeit, sich getrennt an- oder abzuschalten. Diese Funktion reguliert den Ener-
gieverbrauch beim Warten auf neue Informationen.
Die Hardwarekomponenten setzen sich aus einer Menge an Grundkomponenten
und aus speziellen Arbeitskomponenten zusammen und beinhalten alle Arten von
Sensorik, die der Roboter benötigt. Zu den Grundkomponenten jedes Roboters gehö-
ren eine Recheneinheit, eine Kommunikationseinheit und ein Akku. Die Recheneinheit
ist nötig, um eine softwaretechnische Abarbeitung zu gewährleisten und beschreibt
damit einen Miniaturrechner, der sich auf jeden Roboter befindet. Die Kommunikati-
onseinheit sorgt für die Interaktion zwischen den Robotern. Falls diese nicht vorhan-
den ist, kann der Roboter nur mit den eigens erfassten Daten versuchen, sein Ziel
zu erreichen. Der Akku enthält die Informationen über die Restenergie des Roboters
und gibt den Zeitpunkt an, wann dieser neu geladen werden muss. Wenn eine Kon-
figuration Roboter mit Akkus besitzt, muss eine Ladestation existieren, um diese bei
Bedarf anzusteuern. Die speziellen Arbeitskomponenten dienen der Realisierung ver-
schiedener Arbeiten. So wird zum Beispiel eine Wischeinheit benötigt, um den Boden
zu wischen. Diese Hardwarekomponenten sind jedoch optional und müssen nicht bei
jedem Roboter existent sein.
4.2.2. ZIELE UND VERHALTEN
Jeder Roboter besitzt eine Menge an Zielen, welche angeben, was seine Aufgabe ist
und zu welchem Ziel er gelangen will. Für jedes Ziel existiert eine Vorbedingung und ei-
ne Nachbedingung. Diese zeigen an, wann ein Ziel erfüllt ist und welche Bedingungen
gegeben sein müssen, damit diesem Ziel nachgegangen werden kann. In der Abbil-
dung 4.4 ist außerdem zu sehen, dass jedes Ziel auf Verhalten zugreift. Dieses Ver-
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halten bildet die Arbeitsgrundlage und implementiert die Funktionalität des Roboters.
Hierbei ist zu beachten, dass das Verhalten eine oder mehrere Hardwarekomponenten
benötigen kann. Zum Beispiel braucht das Wischerverhalten die Hardwarekomponen-
te „Wischeinheit“, um zu funktionieren. Dieser Zusammenhang bedeutet, dass Ziele
abhängig von Hardwarekomponenten sind, da sie sonst nicht erfüllt werden können.
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5. IMPLEMENTIERUNG
In der Implementierung wird die Umsetzung der Simulationsumgebung anhand des
Konzepts vorgestellt. Zudem wird die Wahl des Simulators beschrieben, der für die Vi-
sualisierung verwendet wird. Im Folgenden wird der Aufbau der Anwendung anhand
eines Klassendiagramms erläutert und die Schnittstelle zum verwendeten Simulator
sowie die Erweiterbarkeit dargestellt. Zudem wird das verwendete Modell vorgestellt,
welches beim Datenaustausch von Roboter zu Roboter übertragen wird und der Ur-
sprung der verwendeten Energiewerte aufgezeigt.
5.1. PROGRAMMAUFBAU
Der Programmaufbau der Simulationsumgebung ist in Abbildung 5.1 dargestellt. Hier-
bei ist eine minimierte Form des Klassendiagramms dargestellt, die das Programm in
vier übergeordnete Pakete unterteilt. Diese vier Pakete bilden die Grundkomponenten
der Simulationsumgebung. Das Paket Siafu im Klassendiagramm beschreibt den Si-
mulator und die Schnittstelle dazu, welche zur Visualisierung und zur Verwaltung einer
speziellen Simulation genutzt wird. Dahinter befindet sich das RobotFactory Paket.
In diesem werden die Roboter erzeugt und die Verknüpfung zu Siafu bereitgestellt.
Als nächstes kommt das RobotCore Paket, welches die Verwaltung der Roboter be-
inhaltet und weiterhin das Modell umfasst, das jeder Roboter lokal vorhält. Das letzte
Paket GoalBehaviors umfasst die Ziele, die Hardwarekomponenten und das Verhal-
ten der Roboter, wie es in Abbildung 4.4 bereits im Konzept erläutert wurde. In den
folgenden Abschnitten wird genauer auf die verschiedenen Pakete eingegangen. Je-
des detaillierte Klassendiagramm enthält an dieser Stelle grau hinterlegte Klassen,
welche die Schnittstellen zu den anderen Paketen visualisieren.
5.1.1. SIAFU
Siafu [26] wird als Simulator in der Testumgebung verwendet, da er in Java program-
miert ist und eine Oberfläche zur Visualisierung der Szenarien bietet. Zudem bietet er
einen offenen Quellcode zur Bearbeitung und ist gut dokumentiert. Die Schnittstelle
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Abbildung 5.1.: Klassendiagramm in Pakete unterteilt
zur Erweiterung ist bereits vorgegeben und kann auf unterschiedliche Klassen ver-
größert werden. Im Abschnitt 3.6.4 wurde Siafu bereits mit seiner Funktionsweise
und den Vor- und Nachteilen, die er bereitstellt, beschrieben. In der Testumgebung
wird jedoch nur die Visualisierung von Siafu benutzt, da die komplette Agentenimple-
mentierung und Interaktion neu auf die verschiedenen Szenarien angepasst ist. In der
Abbildung 5.2, sind die verwendeten Klassen und Schnittstellen dargestellt. Die Klas-
sen AgentModel, WorldModel und ContextModel werden in der Simulationsumge-
bung implementiert und erzeugen die abstrakten Oberklassen BaseAgentModel, Ba-
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Abbildung 5.2.: Schnittstelle zu Siafu
seWorldModel und BaseContextModel. Die Klasse AgentModel dient zur Erzeugung
der Agenten und zum Abarbeiten ihrer Funktionalität, wohingegen das WorldModel
und ContextModel keine Funktionalität bereitstellen, da die Welt in der Simulation
nicht verändert wird. Die SiafuWorld und der Agent dienen lediglich der Visualisierung
auf der Siafu Oberfläche.
5.1.2. ROBOTERERSTELLUNG
Der erste Schritt beim Starten einer Simulation ist das Erstellen der Roboter. Dies
wird in dem RobotFactory Paket verwaltet, welches in Abbildung 5.2 im Detail dar-
gestellt ist. Hierbei wird das Factory Pattern verwendet, um die Erstellung mehrerer
verschiedener Roboter zu erlauben. Jeder Roboter erstellt sich bereits mit den be-
nötigten Hardwarekomponenten und bekommt je nach Strategie verschiedenen Ziele
zugewiesen. Jeder Agent besitzt hierfür einen RobotCore, welcher die kompletten In-
formationen abspeichert. Die Schnittstelle ICommunicationAdapter bildet das Binde-
glied zwischen Siafu und der Anwendung. Falls in fortführenden Arbeiten der Simula-
tor durch einen anderen ersetzt werden soll, muss nur dieses Paket neu implementiert
werden, was einen einfachen Austausch zur Folge hat.
Das Abstrakte Fabrik (Factory) Entwurfsmuster bietet die Möglichkeit eine Gruppe
von Objekten an einer zentralen Stelle im Programm zu erstellen und zu verwal-
ten. Dies sorgt für eine Übersicht der im Programm enthaltenen Objekte und
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Abbildung 5.3.: Kernklassen-Paket der Anwendung
einen Zugriff auf diese von einem zentralem Punkt aus.
Programmablauf In Siafu werden alle Informationen der Simulation gespeichert
und der komplette Ablauf simuliert. Hierbei wird zuerst die Welt erstellt, indem eine
Karte geladen wird. Daraufhin werden die Agenten erstellt und in einer Liste vorge-
halten. Diese Agenten werden in jedem Zeitschritt einmal ausgeführt und erledigen
dann ihre internen Arbeiten, welche in ihren Zielen und dann direkt in ihrem Verhal-
ten implementiert sind. Auf das Verhalten der Roboter wird im Folgenden genauer
eingegangen.
5.1.3. DER KERN DER ROBOTER
Der Roboterkern ist die Hauptkomponente der Simulationsumgebung und steuert das
komplette Verhalten des Roboters und verwaltet den lokalen Wissensstand. In Abbil-
dung 5.3 ist der genaue Aufbau des Roboters dargestellt. Dabei stellt nach Außen der
ICommunicationProvider eine Schnittstelle zu Siafu bereit und nach Innen besitzt der
Roboterkern mehrere Ziele und Hardwarekomponenten, welche die Schnittstelle zum
GoalBehaviors Paket darstellt. Der Akku, welchen der Roboter direkt besitzt, wird
nicht als Klasse der Hardwarekomponenten betrachtet, da er die Energiemessung
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Abbildung 5.4.: Paket mit Zielen und Verhalten des Roboters
durchführt. Zudem wird ein Role Object Pattern implementiert, um eine Rollenhier-
archie unter den Robotern aufstellen zu können. Dieses Rollensystem kann um eine
beliebige Anzahl vergrößert werden und somit die Vielfalt an Simulationen erweitern.
Aktuell kann jeder Roboter nur Follower oder Master Rollen annehmen, davon jedoch
unterschiedlich viele. Mit dieser Konstellation wird eine Hierarchie, wie bereits im Kon-
zept in Abbildung 4.2 dargestellt, aufgebaut. Außerdem besitzt jeder Agent eine Liste
von Roboterwissen, welche er bei der Kommunikation mit unterschiedlichen Agen-
ten aufbaut und erweitert. Das Roboterwissen enthält das allgemeine Wissen über
alle Roboter, die in dem Szenario teilnehmen. Zum lokalen Wissen gehört zudem das
Wissen über die Welt, welches als eine Menge von Feldern aufgebaut ist. Die Felder
besitzen eine Position und eine Liste von Zuständen und jedes Feld stellt einen Pixel in
der zugrunde liegenden Karte dar. Die Welt besitzt dazu eine Liste an Weltzuständen,
die angibt, ob bestimmte Aufgaben schon erfüllt sind.
Das Role Object Pattern ermöglicht einem Objekt, kontextbezogene Rollen zu bezie-
hen, wobei neue Rollen zum Objekt hinzugefügt, als auch wieder entfernt wer-
den können. Diese Rollen stellen dabei eigene Objekte dar und enthalten einen
eigenen Funktionsumfang.
5.1.4. ZIELE UND VERHALTEN
Das letzte Paket der Simulationsumgebung in Abbildung 5.4 umfasst die Ziele und die
Hardwarekomponenten des Roboters, welche in direkter Verbindung mit dem Robo-
terkern stehen. Die Oberklasse HardwareComponent implementiert den Energiezu-
standsgraphen als Zustandsentwurfsmuster und erlaubt das An- und Ausschalten von
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Komponenten. Jede spezielle Komponente enthält die vier benötigten Energiewerte,
welche fest implementiert sind und sich anhand von realen Komponenten ergeben.
Auf die genutzten Energiewerte wird später in diesem Kapitel genauer eingegangen.
Die Zielklasse implementiert das Kompositum Entwurfsmuster, um eine hierarchi-
sche Zielstruktur aufzubauen. Jedes SubGoal enthält eine Liste von Behaviors, um
die Aufgaben des Roboters zu bearbeiten. Diese Verhalten besitzen jeweils ein De-
mand Objekt, das angibt welche Hardwarekomponenten der Roboter besitzen muss,
um dieses Verhalten zu nutzen. Zum Beispiel benötigt das Staubsaugerverhalten auch
eine Saugeinheit an dem Roboter. Die Unterziele werden spezifiziert in optionale und
nicht optionale Ziele. Diese Ziele werden final implementiert und mit Verhalten verse-
hen. Optionale Ziele umfassen Verhalten, welche nicht an der Erfüllung der gesamten
Aufgabe beteiligt sind, jedoch für die funktionierende Simulation notwendig sind. Da
eine Ladestation in der Simulation auch als Agent dargestellt wird, diese jedoch nur
die Roboter lädt, benötigt sie ein Ziel, welches dauerhaft arbeitet und nicht in der Si-
mulation beendet wird. Nicht-optionale Ziele hingegen müssen ihre Nachbedingung
erreichen, um das Programm erfolgreich zu beenden. Eine Simulation gilt dann als
beendet, wenn kein Roboter mehr Ziele besitzt oder nur noch optionale Ziele bei den
Robotern ablaufen. Masterziele werden, wenn sie nur aus optionalen Zielen bestehen,
auch als optionales Ziel betrachtet. Falls jedoch ein nicht-optionales Ziel in der Zielliste
enthalten ist, ist das Masterziel ein nicht-optionales Ziel.
Das Kompositum-(Composite) Entwurfsmuster wird genutzt zum Aufbauen von
Teil-Ganzes Hierarchien, welche Baumstrukturen im Programm entsprechen. Das
Ziel dieses Entwurfsmusters ist es mittels einer abstrakten Klasse, primitive Ob-
jekte und ihre Behälterobjekte darzustellen, um diese einheitlich nutzen zu kön-
nen.
Das Zustands-(State) Entwurfsmuster ermöglicht das Abbilden und Implementieren
von endlichen Automaten in einer objektorientierten Software. Damit werden Ar-
beitsabläufe besser dargestellt und Fehlersicherheit gewährleistet.
5.1.5. AUSTAUSCHMODELL
Der Datenaustausch wird als Verhalten eines Roboters implementiert und unterschei-
det sich darin, welche Daten ausgetauscht werden und mit wem Daten ausgetauscht
werden. Beim Datenaustausch wird das Modell aus Abbildung 5.5 als Standardmo-
dell verwendet. Ein Roboter extrahiert seine lokalen Informationen und erstellt ein
Element der Robot Klasse und füllt dieses mit seinen lokalen Daten. Dieses Objekt
wird nun an den Kommunikationspartner geschickt. Dieser liest es aus und erweitert
seine lokalen Daten mit diesen Informationen. Je nach Kommunikationsart können Vor-
verhandlungen stattfinden, um auszuhandeln, welche Informationen überhaupt über-
tragen werden. Jeder Datenaustausch wird mit seinen Parametern für die Evaluation
erfasst und abgespeichert.
Das Datenmodell ist mittels EMF erzeugt. In Abbildung 5.5 ist zu erkennen, dass
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Abbildung 5.5.: Lokales Datenmodell für den Austausch
Hardwarekomponente Anschalten Arbeiten Ausschalten Aus
Recheneinheit 5W 5W 5W 0,5W
Kommunikationseinheit 1W 1W 0W 0W
Fahreinheit 19W 19W 0W 0W
Erkundungseinheit 15W 6W 0W 0W
Saugeinheit 13W 13W 0W 0W
Wischeinheit 19W 19W 0W 0W
Tabelle 5.1.: Energiewerte der Hardwarekomponenten
das Modell Informationen von der Welt und den darin befindlichen Roboterkonstella-
tionen beinhaltet, welches dem Roboterwissen entspricht, um mehr Wissen für die
Optimierung der Algorithmen zu liefern.
5.2. ENERGIEWERTE
Als Grundlage für die Energiewerte der verschiedenen Komponenten werden Elemen-
te der Firma „IRobot“ betrachtet, welche Staubsauger und Wischroboter produzie-
ren. Die verwendeten Akkus in dem Simulationsbeispiel besitzen eine Spannung von
14,4V und eine Stromstärke im Bereich von 3000-3500mA. Daraus ergibt sich eine
Leistung von 43-50W. In der Evaluation wird ein Wert von 48W angenommen, wel-
cher eine Stromstärke von 3300mA entspricht. Für die verwendete Ladestation wird
eine Ladeleistung von 80 Watt angenommen, was einer Ladestromstärke von ca. 5,5A
bei 14,4V entspricht. Dieser Wert liegt über einer Standardladestation, ist jedoch als
Schnellladestation gedacht. Diese zwei Komponenten verwalten jeweils nur diese En-
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Abbildung 5.6.: Raspberry Pi2 und WLAN Stick von Edimax
Abbildung 5.7.: iRobot Roomba 886 Staubsaugerroboter [22] (a), iRobot Braava 390t
Bodenwischroboter [21] (b) und SICK S100 Laserscanner [1] (c)
ergiewerte. Die anderen Hardwarekomponenten besitzen jedoch vier Energiewerte,
um allen Übergängen im Energiezustandsgraphen zu entsprechen. In der Tabelle 5.1
sind alle Energiewerte in W angegeben, wie sie in den Testszenarien verwendet wer-
den. Im Folgenden werden die Werte genauer betrachtet und ihre zugrunde liegenden
Hardware aufgezeigt.
Recheneinheit: Das Raspberry Pi2 wird als Referenz für die Energiewerte verwendet
und ist in Abbildung 5.6 a) abgebildet. In der Webquelle [14] sind die Energiewer-
te von verschiedenen Raspberry Konfigurationen aufgezeigt, wobei wir einen hö-
heren Verbrauch von 5W annehmen, welcher nur im ausgeschaltetem Zustand
auf einen Standby Strom von 0,5W sinkt. Die Recheneinheit ist die einzige Kom-
ponente, welche beim Ausschalten und beim Ausbleiben Strom verbraucht.
Kommunikationseinheit: Ein Wlan Stick wie in Abbildung 5.6 b) dargestellt, wird
als Kommunikationseinheit in allen Szenarien verwendet. Dieser ist mit 1W als
Verbrauch angenommen.
Erkundungseinheit: Als Erkundungseinheit wird ein Laserscanner wie in Abbildung
5.7 c) dargestellt genutzt. Dieser Verbraucht circa 6W im Betrieb und da er eine
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gewisse Startzeit benötigt, wird die Startleistung mit 15W angenommen.
Fahreinheit: Die Fahreinheit wird mit 19W angenommen.
Saugeinheit: Der Roomba in Abbildung 5.7 a) ist ein von IRobot produzierter Staub-
saugerroboter und hat eine angegebene Arbeitszeit von knapp 1,5h. Es wird an-
genommen, dass die Saugeinheit weniger verbraucht, als die Fahreinheit. Aus
diesem Grund wird von einem Verbrauch von 13W für die Saugeinheit ausgegan-
gen.
Wischeinheit: Die IRobot Braava Serie beschreibt Wischroboter, wie in Abbildung
5.7 b). Dieser wird mit einem Verbrauch von 19W angenommen und ist damit
höher als der Verbrauch der Saugeinheit und genauso groß wie der Verbrauch
der Fahreinheit.
Je nach der Hardwarekombination, welche in späteren Szenarien getestet werden
soll, können diese Werte beliebig ohne Programmieraufwand angepasst werden. Die
verwendeten Roboter können mit gewissen Modifikationen für diese Testszenarien
genutzt werden und sind deswegen als Beispielenergiekomponenten ausgewählt.
5.3. ZUSAMMENFASSUNG
Die Implementierung umfasst den kompletten Aufbau der Simulationsumgebung. Es
wird dargestellt, dass das Programm leicht erweiterbar ist und die Pakete eine Erstel-
lung von neuen Konfigurationen erlaubt. Die Energiewerte der Hardwarekomponenten




6. AUFBAU DES EXPERIMENTS
Der Aufbau des Experiments beschreibt alle Verhalten und Informationen über die Ex-
perimente, welche in der Evaluation durchgeführt werden. Dazu zählen die verschie-
denen Testszenarien, wie das Erkunden, Staubsaugen und Wischen der Umgebung
sowie die Karten selbst, auf denen diese Szenarien durchlaufen. Außerdem umfasst
das Experiment fünf unterschiedliche Konfigurationen, welche verschiedene Einstel-
lungen repräsentieren und mittels Parameter modifiziert werden können. Die Konfigu-
rationen stellen die verschiedenen Austauschstrategien dar und enthalten unterschied-
liche Funktionalitäten, um die Effektivität einer Konfiguration zu steigern. Zudem wer-
den Annahmen aufgestellt, welche für alle Experimente gelten müssen, damit die
Messwerte verglichen werden können.
6.1. TESTSZENARIO
In der Evaluation werden drei Testszenarien getestet, wobei vier Arten von Robotern
genutzt werden. Die Szenarien bauen alle aufeinander auf, wobei jedes vorherige Sze-
nario, wieder in einem späteren Szenario mit abläuft. Dies liegt an den Annahmen,
dass ein Staubsaugerroboter nur dort saugen darf, wo bereits ein Erkundungsroboter
die Karte erkundet hat. Außerdem darf ein Wischroboter nur an Stellen wischen wo
bereits gesaugt wurde. Diese Annahmen werden im Abschnitt 6.2 aufgezählt. Damit
bilden die Reinigungsszenarien eine Fortsetzung des Erkundungsszenarios. Diese An-
nahmen sorgen dafür, dass eine Kommunikation unter den Roboter stattfinden muss,
da sie sonst ihre Aufgaben nicht erfüllen können.
Damit jeder Roboter feststellen kann, inwiefern er alle Informationen von den ande-
ren Robotern besitzt, werden die Zustände der Welt betrachtet. Diese geben an, wie-
weit bereits ein Szenario wie die Erkundung der Welt abgeschlossen ist. Falls diese
Zustände bereits lokal bei dem Roboter gespeichert sind, kann er damit bestimmen,
ob die Nachbedingungen seiner Ziele erfüllt sind.
Die Ladestation stellt die Funktionalität zum Laden aller in der Nähe befindlichen Ro-
boter bereit. Außerdem wird sie in verschiedenen Konfiguration auch als Master
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genutzt, da sie einen festen Zielpunkt bildet. Die Ladestation wird als Master zur
Kommunikation zwischen den Robotern und zur Steuerung der Roboter verwen-
det.
Der Erkundungsroboter besitzt eine Erkundungseinheit, welche ihm erlaubt in ei-
nem Radius festzustellen, ob dieser Bereich begehbar ist oder nicht. Mit dieser
Information baut er die Umgebungskarte für die anderen Roboter auf.
Der Saugroboter arbeitet auf begehbaren Bereichen und saugt diese mit einer Saug-
einheit. Dafür benötigt der Saugroboter die Informationen des Erkundungsrobo-
ters.
Der Wischroboter arbeitet nach dem Staubsaugerroboter und wischt die schon ge-
saugten Bereiche.
Das Erkunden der Umgebung ist ein Szenario, in welchem nur Erkundungsroboter
benötigt werden. Diese arbeiten zusammen, um die Karte schnellstmöglich zu erkun-
den. Für die Evaluation wird dieses Szenario mit ein bis zehn Robotern durchgeführt,
um die Werte anhand unterschiedlich vieler Agenten zu messen und zu vergleichen.
Durch den Energieverbrauch kommt jeder Erkundungsroboter zu einer Arbeitszeit von
knapp 1,5h. Danach muss er wieder die Ladestation aufsuchen, um dort entweder
mit dem Master zu kommunizieren oder den Akku zu laden.
Das Erkunden und Saugen der Umgebung erweitert das Erkunden der Karte, in-
dem die Karte noch gesaugt wird. Hierfür wird mindestens ein Saugroboter benötigt
und eine Menge von Erkundungsrobotern. Für die Evaluation werden 10 Erkundungs-
roboter angenommen, welche sich ausschalten, sobald sie die Umgebung erkundet
haben. Die Staubsaugerroboter werden wieder von eins bis zehn variiert, um einen
Vergleich mit veränderter Menge von Agenten zu erhalten. Jeder Saugroboter kann
in diesem Szenario seine Arbeit erst beginnen, wenn er einmal Information über die
Umgebung erhält.
Das Erkunden, Saugen und Wischen der Umgebung ist eine Erweiterung des
vorherigen Szenarios um die Komponente Wischen. Hierfür werden wie in den vorhe-
rigen Szenarien Saugroboter und Erkundungsroboter benötigt. Diese werden nur um
die Wischroboter erweitert, wobei diese wieder von eins bis zehn variieren. Die Saug-
roboter und Erkundungsroboter werden mit zehn pro Kategorie angenommen. Diese
Konstellation benötigt wieder die Kommunikation untereinander, da einige Roboter
nicht ohne andere Arbeiten können.
6.2. ANNAHMEN DER UMGEBUNG
Zum Ausführen des Experiments werden einige Annahmen vorausgesetzt, welche je-
de Konfiguration und jeder Roboter einhalten muss. Diese Annahmen sorgen dafür,
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Abbildung 6.1.: Rechteckige Karte
dass der Startzustand und der Endzustand jeder Strategie der Gleiche ist und dass
die Kennzahlen der Messung genauer verglichen werden können. Hierbei gibt es ver-
schiedene Annahmen, für die Roboter, für die Karte, für den Startzustand und für den
Endzustand. In der folgenden Aufzählung sind alle Annahmen, welche für die Experi-
mente getroffen werden, aufgezählt.
1. Roboterabhängigkeiten• bevor der Akku leer ist, zurück zur Ladestation fahren• Bewegen nur auf begehbaren Bereichen• Saugen nur auf Feldern, die schon erkundet sind• Wischen nur auf Feldern, die schon gesaugt sind
2. Kartenspezifikationen• Karte bleibt während der Simulation unverändert
3. Roboterspezifikation• Roboter fällt nicht aus• Hardwarekomponenten arbeiten fehlerfrei• kein Datenverlust bei Datenaustausch• in einem Zeitschritt ist der komplette Datenaustausch möglich
4. Startzustand• Roboter beginnen ihre Arbeit an der Ladestation• alle Roboter beginnen mit vollem Akku• Größe des Akkus ist bei jedem Roboter und jeder Konfiguration gleich
5. Endzustand• alle Roboter beenden ihre Aufgabe an der Ladestation
6.3. KARTEN
Für das Experiment werden drei Karten verwendet, welche in Abbildung 6.1 und Ab-
bildung 6.2 dargestellt sind. Diese Karten umfassen verschiedene Eigenschaften, um
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Abbildung 6.2.: Karten eines Labyrinths und der Informatik Fakultät der TU Dresden
die Testszenarien in den unterschiedlichsten Umgebungen zu evaluieren. Jede Karte
wird von der Anwendung als PNG eingelesen, wobei jeder Pixel der Ursprungskarte
einem Feld in der Anwendung entspricht und jeder Roboter die Größe eines Feldes
besitzt. Der rote Punkt in jeder Karte entspricht dem Startpunkt der Roboter und ist in
den ersten zwei Karten identisch.
Die erste Karte in Abbildung 6.1 entspricht einer offenen Halle, in der es jederzeit
vorkommen kann, dass sich Roboter begegnen. Diese Karte bietet 66.000 begehbare
Felder. Damit ist sie die kleinste Karte, die in der Evaluation genutzt wird und zeigt die
Unterschiede aller Szenarien anhand einer einzigen großen Fläche. Die zweite Karte
stellt ein Labyrinth dar, wie in Abbildung 6.2 rechts zu erkennen ist und wird bereits
von Siafu [26] als Beispielkarte verwendet. Das Labyrinth umfasst 165.500 begehba-
re Felder und ist damit die größte Karte, die verwendet wird. Es symbolisiert Minen
oder Bergwerke und stellt damit hauptsächlich ein Erkundungsszenario dar, da unter
diesen realen Bedingungen keine Reinigung nötig ist. Zudem bietet es kleine verwin-
kelte Gänge und zwei große Freiflächen. Die letzte Karte ist die Darstellungen einer
Etage der Informatik Fakultät der Technischen Universität Dresden. Sie stellt damit ein
Grundbeispiel für das Reinigungsszenario dar und repräsentiert Gebäude mit langen
Gängen und kleinen bis großen Räumlichkeiten, welche von den Gängen begehbar
sind. Der Startpunkt befindet sich in einem Raum, welcher relativ mittig liegt, um ei-
nen gleichen Abstand in alle Richtungen zu besitzen. Mit 105.000 begehbare Feldern
ist die Informatikfakultät ein Szenario mittlerer Größe.
Für eine spätere Erweiterung ist es möglich mehrere Karten problemlos hinzuzufü-
gen und den Nutzungsbereich damit zu erweitern.
6.3.1. TESTKONFIGURATION
Es gibt fünf Konfigurationen, mit denen die Evaluation durchgeführt wird. Diese un-
terscheiden sich in der Art und Weise, wie der Datenaustausch stattfindet und in
verschiedenen Algorithmen bei denen geprüft wird, ob eine bessere Abarbeitung mit
ihnen möglich ist. Die ersten drei Einstellungen bieten die meisten Unterschiede, wo-
bei die Vierte und Fünfte Konfiguration nur andere Algorithmen enthalten und mehr
68
Abbildung 6.3.: Ablauf der ersten Konfiguration
Informationen der beteiligten Roboter benötigen, um Entscheidungen von einer zen-
tralen Stelle zu treffen.
6.3.2. KOORDINIERUNG UND KOMMUNIKATION ÜBER MASTER (1)
Die erste Konfiguration beschreibt den alles wissenden Master. Hierbei übernimmt
der Master die komplette Steuerung aller Roboter und steht dauerhaft mit ihnen in
Kontakt. In Abbildung 6.3 ist der Ablauf dieser Konfiguration anhand eines Aufgaben-
modells dargestellt. Der Master weiß am Anfang, wie viele Roboter er für die Erfül-
lung der Aufgabe zur Verfügung hat und weiß immer, wo sich jeder Roboter auf seiner
Karte befindet. Er berechnet anhand seiner Informationen einen neuen Zielpunkt für
jeden Roboter der seinen letzten Zielpunkt erreicht hat und schick ihm diesem mit
dem Weg, den er zurückzulegen hat. Sobald ein Roboter am Zielpunkt angekommen
ist, erkundet, saugt oder wischt er den um sich befindlichen Bereich und schickt diese
Informationen dem Master. Sobald das Testszenario erfüllt ist, werden alle Roboter
zurückgeholt und der Durchlauf beendet.
Dieses Szenario ist nur möglich, wenn zum Beispiel eine komplette Abdeckung der
Karte mit WLAN gewährleistet ist. Für das Labyrinth wäre dieser Fall nicht real, da in
einer Mine oder einem Stollen dies nicht gegeben ist. Außerdem benötigt der Master
immer wieder die aktuellen Akkuwerte jedes Roboters, um ihn, wenn nötig, zum La-
den zu schicken. Der Master ist der einzige Roboter, der die Welt lokal abspeichert. Die
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Abbildung 6.4.: Standardablauf jedes Roboters
anderen Roboter speichern nur den Weg, den sie bis zu ihrem neuen Ziel zurücklegen
müssen. Dies führt dazu, dass alle untergeordneten Agenten mit wenig Rechenleis-
tung auskommen und keine Informationen über die Welt besitzen. So können sie nicht
von extern verwendet werden, womit eine höhere Sicherheit gewährleistet wird. Falls
jedoch der Master in dieser Konfiguration ausfällt, kann das gesamt Ziel nicht mehr er-
reicht werden.
6.3.3. KOMMUNIKATION UNTEREINANDER OHNE MASTER (2)
Die zweite Konfiguration umfasst das Austauschverfahren „total-complete“, wobei es
keinen Master gibt und Roboter dann Informationen austauschen, wenn sie sich in
Reichweite befinden. In Abbildung 6.4 ist das Standardverhalten dargestellt, nach wel-
chem jeder Roboter in diesem und in den folgenden Konfigurationen agiert. Hierbei
sucht sich jeder Roboter ein Ziel anhand seiner lokal gespeicherten Daten und begibt
sich dann zu diesem. Jedes Ziel, welches ein Roboter sucht, ist das nächstliegende.
Falls es dabei mehrere Ergebnisse gibt, wird zufällig eines dieser Ziele ausgewählt.
Aus diesem Grund kann jeder Durchlauf unterschiedliche Ergebnisse liefern. Am Ziel
angekommen, erledigt er seine jeweilige Aufgabe und speichert die gewonnen Infor-
mationen lokal ab. Dieser Kreislauf wiederholt sich solange, bis die komplette Aufgabe
erfüllt ist. Wenn sich zwei Roboter treffen, tauschen sie ihre kompletten Informationen
aus. Da dieser Austausch bei jedem Abarbeitungsschritt wiederholt werden würde,
ist für die Evaluation angenommen, dass zwei Roboter erst wieder nach 100 Abarbei-
tungsschritten miteinander kommunizieren können.
Da bei diesem Szenario jeder Roboter alle Informationen besitzt, ist die Sicherheit
der Daten nicht gewährt. Sobald auf einen Roboter von außen durch unbefugte Per-
sonen zugegriffen wird, gehen alle Informationen verloren. Jedoch sorgt diese Konfi-
guration für eine hohe Ausfallsicherheit, da beim Ausfall eines Roboters nur wenige
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Abbildung 6.5.: Verschiedene Datenaustauschmöglichkeiten
Daten verloren gehen, wenn er vorher seine Informationen bereits verteilt hat.
6.3.4. MASTER ALS DATENSAMMLER UND VERTEILER (3)
Die Konfiguration drei umfasst einen Master und mehrere Arbeiterroboter. Der Mas-
ter befindet sich an der Ladestation und tauscht Informationen mit den Robotern aus,
wenn diese ihren Akku aufladen. Dieses Szenario umfasst das Datenaustauschver-
fahren „partial-complete“ und „partial-subset“, je nachdem, welche Einstellungen ge-
wählt sind. Dabei dürfen die Roboter nicht untereinander Daten austauschen, sondern
nur mit dem Master. In der Abbildung 6.5 sind die verschiedenen Austauscheinstellun-
gen dargestellt, wobei Teil a der Abbildung 6.5 die Standardkommunikation darstellt.
In dem ersten Verfahren in Abbildung 6.5 c tauschen die Roboter alle ihre Informa-
tionen untereinander aus, wobei Daten ausgetauscht werden, die ein Roboter schon
besitzt oder die er nicht benötigt. In der zweiten Einstellung im Teil b schickt der Ro-
boter alle Informationen zum Master, jedoch bekommt er nur Felder zurück, welche
nur die Zustände besitzen, die er benötigt. Die letzte Einstellung in Abbildung 6.5
d umfasst einen minimierten Datenaustausch. Hierbei werden nur Daten gesendet,
die einen neueren Zeitstempel haben, als das letzte Treffen zurück liegt. Der Master-
roboter schickt ebenso nur neuere Informationen und Daten, welche die benötigten
Zustände haben, zurück.
In dieser Konfiguration dient der Master nur als Datensammler und Datenverteiler.
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Abbildung 6.6.: Abhängigkeiten der Roboter in der Hierarchie
Er besitzt keine Funktionalität, um die Konfiguration zu beschleunigen. Aus diesem
Grund ist diese Konfiguration gut geeignet, um einen Vergleich der Datenaustausch-
verfahren untereinander zu betreiben. Die Roboter, welche Informationen zusammen-
tragen, haben die gleiche Funktionsweise wie die Roboter aus Konfiguration zwei in
Abbildung 6.5 d. Die Roboter speichern in dieser Konfiguration nur die benötigten Da-
ten, wodurch jeder Roboter mit weniger Speicher als in Konfiguration zwei auskommt.
Falls der Master ausfällt, würde jedoch die komplette Kommunikation stillstehen, wes-
halb beispielsweise ein neuer Master gewählt werden muss. Dies wird jedoch in der
Evaluation nicht betrachtet. In der Abbildung 6.6 ist die Kommunikationshierarchie dar-
gestellt, wie sie in dieser Konfiguration und den nächsten Konfigurationen aufgebaut
wird. So wird deutlich, dass der Masterroboter drei Mal seine Masterrolle spielt, um
somit den Datenaustausch so zu beschränken, dass jeder Roboter nur die nötigen
Daten erhält. Aus diesem Grund befinden sich in der unteren Baumebene die Erkun-
dungsroboter, auf welchen alle Informationen aufbauen. Eine Ebene darüber befinden
sich die Saugroboter und in der obersten Ebene die Wischroboter. Neue Informationen
werden durch die Masterrollen an die übergeordnete Schicht weitergegeben.
Im Folgenden werden noch zwei Erweiterungen dieser Konfiguration betrachtet und
eine Einstellmöglichkeit für diese erörtert. Diese Modifikation dienen dazu Schwach-
stellen auszumerzen und die Effizienz der Konfiguration zu steigern.
Zielkalkulation (Konfiguration 4) Diese Modifikation der Konfiguration drei wird als
neue Konfiguration betrachtet, ist jedoch nur eine neue Funktionalität, die dem Mas-
ter hinzugefügt wird. Dieser kann jetzt neue Ziele für die Roboter bestimmen, wenn
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diese mit ihm beim Datenaustausch kommunizieren. Der Master legt dabei Ziele fest,
die so weit wie möglich auseinander liegen. Damit wird versucht Dopplungen beim
Besuchen von Feldern zu vermeiden und die gesamt Aufgabe effizienter zu lösen.
Bereichsabhängig arbeiten (Konfiguration 5) Diese Erweiterung wird als Konfigu-
ration fünf betrachtet und befasst sich mit dem Punkt, in dem jeder Roboter einen
neuen Zielpunkt auswählt. In der Grundkonfiguration sucht jeder Roboter die nächst-
liegenden Ziele und sucht von diesen zufällig eines heraus. Dabei kann es passieren,
dass sich ein Roboter schnell von der Position entfernt, die ihm der Master zugewie-
sen hat und in Gebiete vordringt in denen bereits andere Roboter arbeiten. Deshalb
sucht nun jeder Roboter ein nahe liegendes Ziel mit der Prämisse das Ziel zu bevorzu-
gen, welches auch nah an dem Masterziel liegt. Diese Erweiterung ist wichtig, wenn
kompakte wichtige Bereiche abgesucht werden sollen.
Informationen zählen Jeder Roboter hat die Möglichkeit allein seiner Aufgabe nach-
zugehen. Jedoch müssen aufgrund der Abhängigkeiten unter den Robotern Informa-
tionen ausgetauscht werden, bevor die Saugroboter und Wischroboter arbeiten kön-
nen. Diese Einstellmöglichkeit gibt an, nach wie vielen neu erhaltenen Informationen
ein Roboter den Master anfährt, um seine Informationen zu teilen. Dabei wird in tau-
sender Schritten gezählt und jede Ergänzung der lokalen Weltinformationen wird hin-
zugezählt. Mit dieser Einstellmöglichkeit wird erreicht, dass Roboter ihre Arbeit eher
beginnen und Daten eher beim Master gesichert werden. Ansonsten würde jeder
Roboter 1,5h arbeiten, bevor er den Master ansteuert aufgrund eines leeren Akkus.
6.4. ZUSAMMENFASSUNG
Das Experiment umfasst Testszenarien, bei denen mehrere Roboter miteinander Ar-
beiten und Kommunizieren müssen, um eine komplexe Aufgabe zu erfüllen. Die ge-
zeigten Karten zeigen ein Spektrum an verschiedenen Welten und die in diesem Ka-
pitel vorgestellten Konfigurationen beinhalten alle zu testenden Datenaustauschver-
fahren. Alle eingeführten Konfiguration und Karten werden anhand der verschiedenen





In der Evaluation werden die Testszenarien und Konfigurationen aus dem Aufbau des
Experiments durchgeführt und anhand der im Konzept definierten Messkriterien un-
tersucht. Für die Messungen wurden zwei Rechner genutzt. Der erste Rechner besitzt
zwei Intel R© Xeon R© CPU L5640 mit 2.27GHz und 24Gb Arbeitsspeicher. Der zweite
Computer enthält einen AMD-FXTM-8350 acht Kern Prozessor mit 4.02GHz und 16Gb
Arbeitsspeicher. Zur Durchführung der Messungen wurde die Oberfläche der Simula-
tion deaktiviert, um die Geschwindigkeit zu erhöhen. Zudem wurde die Anwendung
Multithreaded programmiert, damit mehrere Simulationen parallel arbeiten können.
Jedes Simulationsszenario ist fünfmal durchgelaufen, um einen Durchschnittswert für
die Messergebnisse zu bekommen. Dabei gibt jede Messung jeweils mehrere Mess-
dateien für die verschiedenen Roboter und für die Informationen der kompletten Kom-
munikation zwischen allen Robotern aus.
Die Evaluation ist in die Ergebnisse der drei unterschiedlichen Umgebungen geglie-
dert, da sich diese in den Konfigurationsergebnissen unterscheiden. Für jede Umge-
bung werden die Rechenzeit, die Anzahl der Iterationsschritte, der Energieverbrauch
und der benötigte Datenaustausch betrachtet und ein Fazit der Ergebnisse gezogen.
Diagramme Alle Diagramme, welche in diesem Kapitel dargestellt sind, besitzen
den gleichen Aufbau und die gleiche Struktur, um sofort Zusammenhänge zwischen
ihnen visuell hervorzuheben. Auf der x-Achse jedes Diagramms ist die Anzahl der Ro-
boter dargestellt, die für die Konfiguration genutzt werden. Die ersten zehn Roboter
sind jeweils nur Erkundungsroboter, weshalb für diesen Bereich das Erkundungssze-
nario betrachtet wird. Die Roboter 11-20 sind Saugroboter, welche das Testszenario,
um die Komponente des Saugens erweitern. Die letzten zehn Roboter entsprechen
Wischrobotern, wodurch hier das Testszenario nochmals erweitert wird. Jeder Robo-
ter kann hierbei nur seine spezielle Aufgabe erfüllen und keine andere.
Die y-Achse jedes Diagramms beschreibt die gemessenen Werte jeder Konfigura-
tion. Sie unterscheiden sich hierbei in den verschiedenen Maßeinheiten und sind für
einige Diagramme logarithmisch skaliert, um die Relationen besser darzustellen. Die
Legende unter jedem Diagramm beinhaltet den Namen der verwendeten Konfigura-
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Abbildung 7.1.: Rechenzeit der Konfigurationen bei Karte 1
tionen sowie bei den Konfigurationen 3 bis 5 die Anzahl der neuen Informationen
nach denen jeder Roboter zum Master zurückkehren soll. Dies ist zum Beispiel als
„K:3 I:1000“ geschrieben und bedeutet, dass er bei Konfiguration 3 nach 1000 neuen
Informationen zum Master zurückkehren soll. Falls in den letzten drei Konfiguratio-
nen keine Informationen zum Zurückkehren angegeben sind, bedeutet dies, dass der
Roboter erst zurückkehrt, wenn sein Akku fast leer ist. Diese Einstellung wird im Fol-
genden als I0 betrachtet. Zur besseren Visualisierung sind stets alle Konfigurationen in
jedem Diagramm mit der gleichen Farbe visualisiert und die Informationskomponente
jeder Konfiguration wird durch eine Helligkeitsabstufung dargestellt.
7.1. KARTE OFFENE HALLE
Die erste Karte enthält nur eine offene Fläche und ist mit 65.000 begehbaren Feldern
die kleinste verwendete Karte. Da diese Karte die wenigsten begehbaren Felder be-
sitzt und nur einen großen Raum darstellt ist die Wahrscheinlichkeit hoch, dass sich
Roboter während ihrer Arbeit mehrfach treffen.
7.1.1. RECHENZEIT
Die Rechenzeit umfasst die gesamte Zeit, welche eine Konfiguration vom Starten aller
Komponenten bis zum Beenden aller Komponenten bei der Simulation benötigt. Da
die Rechenzeit sowohl alle Messungen als auch das Abspeichern dieser beinhaltet,
sind die genauen Messwerte nicht für das Ergebnis entscheidend.
In der Abbildung 7.1 sind alle Konfigurationen auf einen Blick dargestellt. Anhand
des Diagramms ist zu erkennen, dass bei allen Konfigurationen die Rechenzeit für
jeden Roboter, der hinzukommt kontinuierlich ansteigt. Nur die Konfiguration 1 kann
nach einem Anstieg zu Beginn einer neuen Robotergattung die Rechenzeit mit jedem
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Abbildung 7.2.: Iterationsschritte aller Konfigurationen
neuen Roboter wieder senken. Die Konfiguration 5 benötigt in der Simulation die meis-
te Rechenzeit, da der Algorithmus zum Suchen eines neuen Zieles bei jedem Roboter
mehr Rechenzeit benötigt. Die Konfigurationen 3 und 4 benötigen etwa die gleiche
Rechenzeit und halten sich im Mittelfeld der Messungen auf. Trotz der hohen Anzahl
an Kommunikationen zwischen den Robotern, besitzt die Konfiguration 2 eine gute
Rechenzeit. Dies liegt jedoch daran, dass für die Tests kein komplettes Exportieren
und Importieren des Modells vorgenommen wird. Jeder Austausch ist so program-
miert, dass er direkt mit der Welt des anderen Roboters arbeiten kann, da sonst die
Rechenzeit der Simulationen zu hoch ist. Als Ergebnis der Betrachtung der Rechenzeit
benötigten alle Durchläufe eine gesamte Zeit von sieben Tagen für die Abarbeitung
von 3000 Simulationen. Dies entspricht durchschnittlich drei Minuten pro Simulation.
7.1.2. ITERATIONSSCHRITTE
Die Iterationsschritte beschreiben, in wie vielen Durchgängen der Roboter eine Kon-
figuration durchgelaufen ist. Hierbei stellt ein Konfigurationsschritt die Abarbeitung
jedes Verhaltens aller Roboter dar. Für die Annahme, dass ein Iterationsschritt eine
Sekunde benötigt, ist es möglich, die Iterationsschritte als Abarbeitung in Sekunden
zu betrachten. Die minimalen, maximalen und durchschnittlichen Werte der Iterations-
schritte zeigen in der Konfiguration 3 signifikante Abweichungen und in der Konfigura-
tion 5 minimale Abweichungen, wie in den Abbildungen A.1 bis A.20 im Anhang zu
erkennen ist.
In der Abbildung 7.2 sind alle Konfigurationen im Vergleich dargestellt ohne die Funk-
tionalität, dass die Konfigurationen 3 bis 5 nach einer Anzahl an eingeholten Informatio-
nen zurück zum Master fahren. In dem Diagramm, wie auch in den Abbildungen 7.3,
7.4 und 7.5 existieren jeweils Maximas, wenn neue Robotergattungen hinzukommen.
Diese nehmen jedoch exponentiell ab. Ab einer Anzahl von fünf Robotern einer Art
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Abbildung 7.3.: Iterationsschritte aller Einstellungen der Konfiguration 3
gibt es aufgrund der Größe der Karte kaum noch einen Zeitgewinn. Die Konfiguration
1 kann wegen der dauerhaften Verbindung zum Master die Zeit beim Hinzufügen einer
neuen Roboterart geringhalten und erledigt das Szenario im Durchschnitt in 3800 Ite-
rationsschritten. Die Konfigurationen 3 bis 5 arbeiten in der selben Geschwindigkeit.
Durch das Hinzukommen von neuen Roboterarten entstehen bei diesen Konfigura-
tionen Treppenstufen, da zuerst ein Erkundungsroboter wieder zum Master zurück-
kehren muss, bevor der erste Saugroboter seine Arbeit beginnen kann. Das gleiche
Problem tritt bei der Abhängigkeit des Wischroboters vom Saugroboter auf. Diese
Konfigurationen beenden die komplette Aufgabe in durchschnittlich 30.000 Iteratio-
nen. Die zweite Konfiguration benötigt etwas mehr als doppelt so viel Zeit wie die
Konfiguration 1 und beendet ihre komplette Simulation in etwa 9300 Iterationsschrit-
ten. Hierbei ist es möglich, dass Roboter eine Kette bilden und hintereinander auf den
Feldern arbeiten, um somit wenig Wartezeiten zu besitzen.
In den Abbildungen 7.3, 7.4 und 7.5 sind die Konfigurationen 3 bis 5 mit ihren je-
weiligen unterschiedlichen Einstellungen dargestellt. Die Einstellung I0 ist aufgrund
der langen Zeit, in der sie nur mit eigenen Informationen arbeitet, die schlechteste in
allen Konfigurationen. Bei der Konfiguration 3 gibt es zufällige Abweichungen, wobei
hier bei jeder Einstellung gute oder schlechte Ergebnisse erscheinen können. Die Kon-
figuration 4 hingegen zeigt bei einer Einstellung von I5000 die besten Ergebnisse und
bei der Konfiguration 5 werden mittels der Einstellungen I3000 und I4000 die besten
Zeiten erzielt. Dies hängt mit der Größe der Karte und der Funktion, dass der Master
neue Ziele für die Roboter definiert, zusammen.
7.1.3. ENERGIEVERBRAUCH
Der Energieverbrauch der Konfigurationen ist in Abbildung 7.6 mit der Einstellung
I0 für alle Konfigurationen dargestellt. Der Verbrauch ist für die Konfiguration 1 mit
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Abbildung 7.4.: Iterationsschritte aller Einstellungen der Konfiguration 4
660Wh bei 30 Robotern am niedrigsten, da sie auch die wenigsten Iterationsschrit-
te benötigt. Es ist zu erkennen, dass jede Kurve einen Sprung vollzieht, wenn eine
neue Roboterart hinzukommt. Da die Erkundungseinheit weniger Energie verbraucht
als die Saugeinheit und diese wiederum weniger Energie verbraucht als die Wischein-
heit, steigen die Kurven im späteren Verlauf stärker an. Durch eine höhere Anzahl an
Robotern steigt auch der Energieverbrauch des gesamten Systems an. Dieser Anstieg
wird durch die geringer werdende Anzahl benötigter Iterationen nur leicht gemindert.
Die Konfiguration 2 verbraucht im Durchschnitt 910Wh, die anderen Konfigurationen
befinden sich im Bereich zwischen 2,4-3kWh, wobei die Konfiguration K:3 I:5000 unter
den Konfigurationen 3 bis 5 den geringsten Energieverbrauch aufweist.
In den Abbildungen 7.7, 7.8 und 7.9 sind die Konfigurationen mit ihren unterschied-
lichen Einstellungen abgebildet. Dabei ist zu erkennen, dass zwischen den Einstel-
lungen keine großen Unterschiede existieren und die minimalen Unterschiede nur
aufgrund besserer Durchläufe bestehen.
7.1.4. DATENAUSTAUSCH
Der Datenaustausch umfasst alle Daten, die mittels einer Kommunikationsschnittstel-
le zwischen zwei Robotern ausgetauscht werden. Dies beinhaltet zum einen den Aus-
tausch von Datensätzen zur Erweiterung der lokalen Daten und zum anderen Infor-
mationen über neue Ziele oder die Vorinformation, dass ein Roboter neues Wissen
besitzt und es übertragen will. Die Messungen beschreiben jeweils die Anzahl der
Kommunikationen zwischen den Robotern und dem kompletten Datenaustausch, wel-
cher in Anzahl an Informationen ausgedrückt ist. Ein Integer-, String- oder Doublewert
entspricht jeweils einem Element, das übermittelt wird. Damit fällt die Komprimierung
der Daten nicht ins Gewicht.
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Abbildung 7.5.: Iterationsschritte aller Einstellungen der Konfiguration 5
KONFIGURATION EINS
In der Konfiguration 1 werden vier Arten von Informationen übermittelt. Dies sind die
Daten der Erkundungsroboter, Saugroboter und Wischroboter und die Informationen
des Masters über neue Ziele und den Weg dorthin. In der Abbildung 7.10 ist darge-
stellt, wie sich die Anzahl der Kommunikationen zusammensetzt. Hierbei entstehen
Stufen, wenn eine neue Roboterart hinzukommt. Der Anstieg der Stufe entspricht
den neuen Zielinformationen, die übermittelt werden müssen und den Informationen,
welche die neue Roboterart zusammentragen muss. Als Ergebnis wird in dieser Kon-
figuration 46000mal miteinander kommuniziert.
Die Hauptinformationen werden jedoch von den Robotern an den Master gesendet.
In dem Diagramm in Abbildung 7.11 ist zu erkennen, wie sich der komplette Datenaus-
tausch zusammensetzt. Die Zielinformationen, die der Master übermittelt, nehmen
nur einen geringen Anteil des Datenaustausches ein. Die Abweichungen der ausge-
tauschten Informationen sind zudem sehr gering, wie in Abbildung A.21 im Anhang
zu sehen ist.
KONFIGURATION ZWEI
Die Konfiguration 2 besteht nur aus dem kompletten Datenaustausch, der stattfindet,
wenn sich Roboter treffen. Da die Roboter regelmäßig ihren Akku aufladen müssen,
treffen sie sich stets spätestens bei der Ladestation wieder. In der Abbildung 7.12 ist
dargestellt, wie oft eine Kommunikation mit den dazu gehörigen Minimal- und Maxi-
malwerten in dieser Einstellung stattfindet. Je mehr Roboter an einem Szenario teil-
nehmen, desto öfters treffen sie sich und tauschen Daten aus. Da diese Karte eine of-
fene Fläche darstellt, findet der Datenaustausch oft statt. Die Kurve zeigt aus diesem
Grund einen mehr als linearen Anstieg. Am Ende des Szenarios sind es circa 4700
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Abbildung 7.6.: Energieverbrauch aller Konfigurationen
Kommunikationen. In der Abbildung 7.11 wird der komplette Datenaustausch der Kon-
figuration mit seinen minimalen und maximalen Werten angezeigt. Dieser steigt wie
die Anzahl der Kommunikationen stetig an. Da die komplette Kommunikation aus dem
Austausch von Weltwissen und Roboterinformationen besteht, stellen die drei Lini-
en, welche in der Abbildung 7.11 parallel zur x-Achse verlaufen, das Roboterwissen
dar, welches mit ausgetauscht wird. Dieses Wissen ist im Vergleich zum kompletten
Austausch verschwindend klein, weshalb es in dieser Konfiguration nicht gesondert
betrachtet wird.
KONFIGURATION DREI BIS FÜNF
Die in diesem Abschnitt beschriebenen Daten sind mit der Datenaustauschvariante
berechnet worden, in der nur die Informationen übertragen werden, die ein Roboter
in Bezug auf die unterstützten Zustände und den neusten Zeitstempeln benötigt. Im
Abschnitt Datenaustauschvarianten wird der Unterschied dieser Varianten speziell be-
trachtet.
Die Konfiguration 3 erweitert die Konfiguration 2 um einen Nachrichtentyp. Jeder
Roboter teilt dem Master durch eine kurze Nachricht mit, dass er neue Daten für ihn
bereithält und übermittelt diese dann. In der Abbildung 7.14 ist dargestellt, wie sich die
Kommunikation zusammensetzt. Ein kleiner Teil entspricht den Mitteillungen der Ro-
boter an den Master, der Hauptteil umfasst jedoch die eigentliche Kommunikation. In
der Abbildung 7.15 wird der komplette Informationsaustausch dargestellt. In diesem
Diagramm ist zu sehen, dass die Mitteilungen zwar Kommunikationen ausmachen, je-
doch in der Gesamtheit unwesentlich ins Gewicht fallen. In der Konfiguration 4 und 5
werden noch die Datensätze hinzugefügt, welche der Master an die Roboter schickt,
um neue Ziele zu übermitteln. Da diese Datensätze kaum Informationen enthalten,
fallen sie, wie in Abbildung 7.17 nicht im Datenaustausch auf. In der Abbildung 7.16
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Abbildung 7.7.: Energieverbrauch aller Einstellungen der Konfiguration 3
ist zu erkennen, dass diese Datensätze trotzdem einen Teil der Kommunikationen aus-
machen. In der Abbildung 7.18 und 7.19 sind die Diagramme für die Konfiguration 5
dargestellt, die sich im Allgemeinen nicht von denen aus Konfiguration 4 unterschei-
den.
In der Abbildung 7.20 ist dargestellt, wie oft bei der Konfiguration 3 Datenaustausch
betrieben wird. Dieses Diagramm stimmt mit den Abbildungen 7.22 und 7.24 überein,
da die Einstellungen, in denen die Roboter schneller zum Master zurückkehren, öfters
Informationen austauschen als die Konfigurationen, in denen sie später den Master
ansteuern. Trotz der Zunahme an Kommunikationen ist in den Abbildungen 7.21, 7.23
und 7.25 zu erkennen, dass die Menge an ausgetauschten Daten beim Austausch von
unterstützten Zuständen und mittels Zeitstempeln in etwa gleich sind. Außerdem ist
die Menge an Roboterwissen, die übertragen wird, bei allen Konfigurationen gering,
weshalb sie vernachlässigt werden kann.
DATENAUSTAUSCHVARIANTEN
Es gibt drei Austauschvarianten, welche in den Konfigurationen 3 bis 5 genutzt wer-
den können. Diese wurden im Aufbau des Experiments bereits vorgestellt. In diesem
Bereich werden die Datenaustauschmengen und die Anzahl der Kommunikationen für
die Austauschstrategien „total-complete“, „partial-complete“ und „partial-subset“ be-
trachtet und verglichen. Die Konfiguration 1 wird als optimale Strategie betrachtet, da
sie am schnellsten ist und den geringsten Datenaustausch benötigt. Konfiguration 2
stellt die Strategie „total-complete“ dar und die Konfiguration 3 wird in den drei Aus-
tauschvarianten betrachtet, wobei der komplette Austausch als „partial-complete“ und
der Austausch mittels Zeitstempeln und unterstützten Zuständen als „partial-subset“
betrachtet wird. In der Abbildung 7.26 ist dargestellt, wie oft der reine Datenaustausch
in den Konfigurationen 2 bis 5 und jeder Datenaustausch in Konfiguration 1 stattfindet.
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Abbildung 7.8.: Energieverbrauch aller Einstellungen der Konfiguration 4
Hierbei ist zu erkennen, dass die Konfiguration 1 die meiste Kommunikation betreibt.
Die Konfiguration 2 betreibt 10mal so viel Kommunikation wie die Konfigurationen 3
bis 5, welche in der untersten Linie zusammenliegen. In der Abbildung 7.27 ist der
komplette Datenaustausch mittels der Menge von übertragenen Daten dargestellt.
Die Konfiguration 1 hat den geringsten Datenaustausch mit 8 Millionen Elementen,
danach kommen die Konfigurationen 3 bis 5 mit der „partial-subset“ Variante mit je-
weils circa 21 Millionen Elementen. Wenn nur die Daten anhand der Zustände geprüft
werden, werden in Konfiguration 3 100 Millionen Daten übertragen und wenn alle
Elemente übertragen werden, dann sind es 120 Millionen Daten. Die Konfiguration
2 erreicht mit 680 Millionen Elementen den höchsten Wert bei einer Anzahl von 30
Robotern.
7.1.5. ENDMODELL JEDES ROBOTERS
Die Größe des lokalen Modells, welches jeder Roboter in seiner Konfiguration abspei-
chern muss, unterscheidet sich in den verschiedenen Austauschvarianten und Konfi-
gurationen. In der Abbildung 7.28 ist dargestellt, wie sich das Endmodell des Masters
in den verschiedenen Konfigurationen verhält. Da die Konfiguration 2 keinen Master
besitzt, ist sie in diesem Diagramm auch nicht aufgeführt. Das Modell nimmt in al-
len Konfigurationen den selben Verlauf, da der Master alle Daten der Konfiguration
bei sich abspeichert. Muss dieser jedoch noch Zeitstempel für jedes Feld und jeden
Zustand mitführen, um den Datenaustausch in Konfiguration 3 bis 5 zu verringern,
erhöht sich der Speicheraufwand um 60%. Bei den Erkundungsrobotern ist dies ähn-
lich, wie in Abbildung 7.29 zu sehen ist. Diese müssen nun auch Zeitstempel für Fel-
der und Zustände lokal abspeichern. Da in der Konfiguration 1 die Roboterarten keine
Weltinformationen lokal speichern, ist ihr lokales Modell am geringsten. Nachdem ver-
schiedene Roboterarten hinzukommen, ändert sich für die Modelle der Roboter in den
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Abbildung 7.9.: Energieverbrauch aller Einstellungen der Konfiguration 5
Abbildung 7.10.: Unterteilung der Anzahl an Kommunikationen bei der Konfiguration 1
Konfigurationen 3 bis 5 nicht mehr viel, da sie nur ihre benötigten Zustände lokal ab-
speichern und keine Informationen der anderen Roboterarten benötigen. Da jedoch in
Konfiguration 2 jeder Roboter seine Daten mit anderen Robotern komplett austauscht,
erhöht sich das lokale Wissen jedes Roboters. Er besitzt nun mehr Wissen, als er für
seine Abarbeitung benötigt. In Abbildung 7.30 ist die Größe der Endmodelle der Saug-
roboter dargestellt, welche erst ab einer Roboteranzahl von 10 hinzukommen und sich
wie die Modelle der Erkundungsroboter in den Konfigurationen verhalten. Im letzten
Diagramm in Abbildung 7.31 sind die Endmodelle der Wischroboter enthalten, die
wie die Saugroboter und Erkundungsroboter reagieren und erst ab 20 Robotern dem
Testszenario Wischroboter beitreten.
7.1.6. ZUSTANDSDATENAUSTAUSCH BEI VERSCHIEDENEN
EINSTELLUNGEN
In der Abbildung 7.32 ist der komplette Datenaustausch bei der Konfiguration 4 mit ver-
schiedenen Einstellungen zu sehen, wobei nur anhand der Zustände betrachtet wird,
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Abbildung 7.11.: Aufbau des kompletten Datenaustausches der Konfiguration 1
Abbildung 7.12.: Abweichungen bei der Anzahl an Kommunikationen in der Konfigura-
tion 2
welche Daten ohne Speicherung eines Zeitstempels ausgetauscht werden. Hierbei
ist zu erkennen, dass die Konfigurationen, welche schneller den Weg zum Master ein-
schlagen, mehr Elemente bei der Kommunikation übertragen. In Abbildung 7.20 wird
deutlich, dass die Anzahl der Kommunikationen zunimmt, wenn die Roboter schnel-
ler zurückkehren. Daraus ergibt sich, dass je mehr Kommunikation stattfindet, desto
mehr Daten werden in dieser Datenaustauschvariante übertragen.
7.2. ERGEBNISSE OFFENE KARTE
In der kleinsten Umgebung, welche in diesem Bereich getestet wurde, hat sich he-
rausgestellt, dass die Konfiguration 1 mit einer kompletten Kontrolle über einen Mas-
ter die besten Ergebnisse liefert. Konfiguration 1 schneidet in allen Bereichen mit den
besten Ergebnissen ab. Das einzige Problem ist das komplette Aufrechterhalten der
Kommunikation zwischen dem Master und den Arbeiterrobotern. Für das Wischsze-
nario erreicht die Konfiguration 2 die zweitbesten Ergebnisse, hat jedoch den größten
Datenaustausch aller Konfigurationen. Die Konfigurationen 3 bis 5 schneiden für das
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Abbildung 7.13.: Menge des kompletten Datenaustausches der Konfiguration 2
Abbildung 7.14.: Unterteilung der Anzahl an Kommunikationen bei der Konfiguration 3
Wischszenario am schlechtesten ab, da die Abhängigkeiten unter den Roboterarten
zu einer Wartezeit für die Saug- und Wischroboter führen. Falls jedoch nur das Er-
kundungsszenario betrachtet wird, können die Konfigurationen 3 bis 5 trotz geringer
Abweichungen mit den Konfigurationen 1 und 2 mithalten.
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Abbildung 7.15.: Aufbau des kompletten Datenaustausches der Konfiguration 3
Abbildung 7.16.: Unterteilung der Anzahl an Kommunikationen bei der Konfiguration 4
Abbildung 7.17.: Aufbau des kompletten Datenaustausches der Konfiguration 4
87
Abbildung 7.18.: Unterteilung der Anzahl an Kommunikationen bei der Konfiguration 5
Abbildung 7.19.: Aufbau des kompletten Datenaustausches der Konfiguration 5
Abbildung 7.20.: Anzahl an Wissensinteraktionen bei der Konfiguration 3
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Abbildung 7.21.: Kompletten Datenaustausch bei allen Einstellungen der Konfigurati-
on 3
Abbildung 7.22.: Anzahl an Wissensinteraktionen bei der Konfiguration 4
Abbildung 7.23.: Kompletten Datenaustausch bei allen Einstellungen der Konfigurati-
on 4
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Abbildung 7.24.: Anzahl an Wissensinteraktionen bei der Konfiguration 5
Abbildung 7.25.: Kompletten Datenaustausch bei allen Einstellungen der Konfigurati-
on 5
Abbildung 7.26.: Anzahl an Wissensinteraktionen bei den Datenaustauschvarianten
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Abbildung 7.27.: Vergleich der drei Datenaustauschvarianten
Abbildung 7.28.: Größe des Endmodells vom Master
Abbildung 7.29.: Größe des Endmodells der Erkundungsroboter
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Abbildung 7.30.: Größe des Endmodells der Saugroboter
Abbildung 7.31.: Größe des Endmodells der Wischroboter
Abbildung 7.32.: Kompletter Datenaustausch bei Betrachtung von unterstützten
Zuständen
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Abbildung 7.33.: Rechenzeit der Konfigurationen bei Karte 2
7.3. KARTE LABYRINTH
Die zweite verwendete Karte zeigt ein Labyrinth, welches mehrere große Flächen,
kleine Gänge und Sackgassen besitzt. Diese Umgebung stellt mit 165.500 begehba-
ren Feldern die Größte der betrachteten Karten dar. Da diese Umgebung, eine un-
terirdische Mine oder eine unentdeckte Berghöhle repräsentiert, ist sie für ein Reini-
gungsszenario nicht vorgesehen. Aus diesem Grund wird für diese Umgebung nur ein
Erkundungsszenario angenommen, weshalb nur 1-10 Erkundungsroboter daran teil-
nehmen. Dies führt dazu, dass alle folgenden Diagramm in der x-Achse nur von 1-10
durchnummeriert sind.
7.3.1. RECHENZEIT
Die Rechenzeit umfasst, wie im Bereich der ersten Karte bereits erläutert, die komplet-
te Ablaufzeit einer Konfiguration. In der Abbildung 7.33 ist zu sehen, dass durch eine
Hinzunahme von Robotern die Rechenzeit fast jeder Konfiguration ansteigt. Bei der
Konfiguration 1 bleibt die Rechenzeit konstant, da hier nur der Master die komplette
Logik enthält und die Roboter steuert. Außerdem ist zu erkennen, dass die Konfigu-
ration 5 in allen Einstellungen die höchste Rechenzeit benötigt. Dies liegt an dem
höheren Aufwand für die Berechnung neuer Ziele. Die große Karte sorgt für eine ge-
samte Rechenzeit aller Konfiguration von 26 Tagen. Dies ergibt eine durchschnittliche
Rechenzeit von 38 Minuten für einen Durchlauf.
7.3.2. ITERATIONSSCHRITTE
Die Anzahl der Iterationsschritte verhält sich in dieser Umgebung identisch zur Umge-
bung mit der offenen Karte. In der Abbildung 7.34 ist dargestellt, wie sich die Iterati-
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Abbildung 7.34.: Iterationsschritte aller Konfigurationen
Abbildung 7.35.: Iterationsschritte aller Einstellungen der Konfiguration 3
onsschritte in den Konfigurationen zueinander verhalten. Jede Kurve zeigt einen expo-
nentiellen Abstieg, wobei ab einer Anzahl von sechs Robotern kein großer Zeitgewinn
mehr erreicht wird. Zudem ist zu sehen, dass die Konfiguration 1 am schnellsten mit
13000 Schritten ist, da diese keine Felder doppelt untersucht. Außerdem ist die Kon-
figuration 4 mit 27000 genauso schnell, wie die Konfiguration 2, was ein Resultat der
großen Karte darstellt, da sich Roboter auch hier meistens nur an der Ladestation be-
gegnen und dort Informationen austauschen. Die Konfiguration 3 benötigt die meisten
Schritte für die Abarbeitung der Aufgabe nur dicht gefolgt von Konfiguration 5. Im An-
hang sind die Abbildung A.22 bis A.41 aufgeführt, welche jeweils die maximalen und
minimalen Messergebnisse der Iterationsschritte für jede Konfiguration darstellen. Es
treten an diesem Punkt keine großen Abweichungen innerhalb der Konfiguration auf.
In der Abbildung 7.35 werden alle Zeitschritte der Konfiguration 3 miteinander ver-
glichen, wobei alle Einstellungen mit einem hohen I Wert, wie zum Beispiel die Ein-
stellung I5000, bei einer großen Karte ein besseres Ergebnis als die Einstellung I1000
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Abbildung 7.36.: Iterationsschritte aller Einstellungen der Konfiguration 4
Abbildung 7.37.: Iterationsschritte aller Einstellungen der Konfiguration 5
liefert. Die Abbildung 7.36 zeigt den Vergleich aller Einstellungen bei der Konfiguration
4. In dieser Konfiguration nähern sich alle Einstellungen mit einer größer werdenden
Anzahl von Robotern einander an, weshalb kein Unterschied mehr zwischen ihnen im
späteren Verlauf erkennbar ist. Bei einer geringen Anzahl von Robotern schneiden je-
doch die höheren I Einstellungen, wie zum Beispiel I5000 oder I0 am besten ab. In der
Konfiguration 5 in Abbildung 7.37 sind diese Ergebnisse ähnlich, jedoch sind die Re-
sultate im allgemeinen schlechter als in Konfiguration 4. Die Ergebnisse zeigen, dass
eine Kontrolle durch den Master mit der Zuweisung von Zielen bessere Ergebnisse
liefert als die eigenständige Arbeit der Roboter.
7.3.3. ENERGIEVERBRAUCH
Der Energieverbrauch verhält sich, wie in Abbildung 7.38 dargestellt, proportional zur
Anzahl verwendeter Roboter und wird nur durch die schnellere Geschwindigkeit der
Konfiguration gemindert. Die Tendenzen in der Abbildung 7.38 entsprechen den Dia-
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Abbildung 7.38.: Energieverbrauch aller Konfigurationen
Abbildung 7.39.: Anzahl an Wissensinteraktionen bei den Konfigurationen
grammen mit den Iterationsschritten. Die Konfiguration 1 hat einen Energieverbrauch
von 750Wh bei zehn Erkundungsrobotern. Dahinter befinden sich die Konfigurationen
2 und 4 mit einem doppelt so hohen Energieverbrauch. In den Abbildungen A.42, A.43
und A.44, welche sich im Anhang befinden, sind die Verbrauchsgeraden der Konfigu-
rationen 3 bis 5 dargestellt, welche die gleiche Reihenfolge aufweisen, wie die im
Abschnitt 7.1.2 aufgeführten Diagramme.
7.3.4. DATENAUSTAUSCH
Der Datenaustausch wird zum Vergleich anhand der Anzahl der Kommunikationen und
der Menge der ausgetauschten Daten betrachtet. Da im Abschnitt 7.1.4 bereits der
komplette Aufbau der Ergebnisse der einzelnen Konfigurationen betrachtet wurde und
dieser sich nicht von einer Umgebung zur anderen unterscheidet, wird in dieser Sek-
tion nur der komplette Datenaustausch aller Konfigurationen betrachtet. In der Abbil-
96
Abbildung 7.40.: Vergleich der des Datenaustausches der Konfigurationen
dung 7.39 ist dargestellt, wie oft Kommunikation in einer Konfiguration stattfindet.
Aufgrund der dauerhaften Kommunikation zwischen dem Master und den Robotern
in Konfiguration 1 liegt diese Konfiguration mit knapp 50000 Kommunikationen bei
zehn Erkundungsrobotern am höchsten. In der Konfiguration 2 werden 5000mal Infor-
mationen ausgetauscht, was bei zehn Robotern eine große Anzahl an Treffen ergibt.
Die Konfigurationen 3 bis 5 befinden sich mit 200-400 Kommunikationen am niedrigs-
ten im Diagramm, wobei ein Großteil dieser Interaktionen der Austausch von neuen
Zielen ausmacht. Die Abbildung 7.40 zeigt ein Diagramm, wo dargestellt ist wie viele
Elemente bei allen Interaktionen zwischen zwei Robotern ausgetauscht wurden. Die
Konfigurationen 3 bis 5 haben nur Informationen ausgetauscht, die ihren unterstützten
Zuständen und neueren Daten entsprechen. Die Konfiguration 1 erreicht hierbei eine
Anzahl von 2,2 Millionen Elementen die ausgetauscht werden. Dahingegen schneiden
die Konfiguration 3 bis 5 mit 18 Millionen Austauschen bei zehn Erkundungsrobotern
schlechter ab. Nur die Konfiguration 2 tauscht knapp 2,4 Milliarden Elemente in ei-
nem Durchlauf untereinander aus. Dies ergibt zwischen Konfiguration 1 und 2 einen
Anstieg von 1000%. In dem Abschnitt 7.1.6 wurde bereits erwiesen, dass sich der
Datenaustausch in der Konfiguration 3 bis 5 bei der Wahl einer anderen Austausch-
variante proportionale zu der Anzahl an Kommunikationen verhält. Aus diesem Grund
wurden diese Tests in diesem Bereich weggelassen. Das Endmodell, welches bereits
in der offenen Karte analysiert wurde, verhält sich in dieser Umgebung wie in den vor-
herigen Umgebungen. Allerdings ist es angestiegen, da sich die Anzahl begehbarer
Felder erhöht hat und diese im lokalen Wissen jedes Roboters gespeichert werden.
7.4. ERGEBNISSE DES LABYRINTHS
In der Karte mit dem Labyrinth hat sich herausgestellt, dass die Konfiguration 1, wie
bereits in der offenen Umgebung, in allen Bereichen mit den besten Ergebnissen ab-
schneidet. Die Konfiguration 2 wird in dieser Umgebung von der Konfiguration 4 ein-
geholt, da innerhalb des Erkundungsszenarios keine unterschiedlichen Roboterarten
existieren und aus diesem Grund keine Wartezeiten für die Roboter entstehen. Durch
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Abbildung 7.41.: Rechenzeit der Konfigurationen bei Karte 3
die große Karte verteilt der Algorithmus zum Organisieren neuer Ziele die Roboter so
in der Umgebung, dass sie keine Bereiche doppelt untersuchen und somit eine höhere
Effektivität erreichen. Trotz diesem Algorithmus gelingt es der Konfiguration 4 nicht,
eine höhere Geschwindigkeit als die Konfiguration 2 zu erreichen, da zwei Roboter,
sobald sie sich in der Konfiguration 2 treffen, unterschiedliche Wege einschlagen, wo-
durch es nur selten zur Dopplung von Aufgaben an einem Bereich kommt. Bezüglich
der Rechenzeit liegt die Konfiguration 4 knapp vor der Konfiguration 2 und im Bereich
Datenaustausch liegt jede weitere Konfiguration weit besser als Konfiguration 2.
7.5. KARTE VON DER FAKULTÄT INFORMATIK DER
TECHNISCHEN UNIVERSITÄT DRESDEN
Die Grundrisskarte der ersten Etage der Fakultät Informatik der Technischen Universi-
tät Dresden dient als Paradebeispiel für eine Umgebung, in der ein Reinigungsszenario
stattfinden soll. Die Umgebung ist mit 105.000 begehbaren Feldern die zweitgrößte
Karte mit der die Konfigurationen getestet werden. Die Karte besitzt lange Gänge,
welche jeden Raum der Etage miteinander verbindet. In dieser Umgebung werden,
aufgrund der Abhängigkeiten, die bereits in den vorherigen Umgebungen sichtbar wur-
den, in der Konfiguration 4 und 5 nur die Einstellungen I0 getestet.
7.5.1. RECHENZEIT
Die Rechenzeit der Konfigurationen ist in Abbildung 7.41 dargestellt, wobei eine Erhö-
hung der Rechenzeit mit einer größeren Anzahl von Roboter stattfindet. Aufgrund des
Hinzukommens neuer Roboterarten steigt für die Konfiguration 1 die Rechenzeit in
Stufen, da für jede Robotergattung einmal mehr die ganze Karte abgearbeitet werden
muss. Die Konfiguration 2 besitzt bei 23 und bei 30 Robotern jeweils eine markante
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Abbildung 7.42.: Iterationsschritte aller Konfigurationen
Abbildung 7.43.: Iterationsschritte aller Einstellungen der Konfiguration 3
Abweichung der Anstiegsgerade. Dies liegt an der unterschiedlichen Kommunikations-
anzahl die zufällig je nach Wahl des Weges auftreten kann.
7.5.2. ITERATIONSSCHRITTE
Die Iterationsschritte stellen in dieser Umgebung den gleichen Verlauf, wie im Ab-
schnitt 7.1.2 der offenen Umgebung dar. In der Abbildung 7.42 sind die Iterationsschrit-
te der verschiedenen Konfigurationen in einem Diagramm graphisch veranschaulicht.
In den Konfiguration 3 bis 5 entsteht eine Stufenform, welche durch das Hinzukom-
men neuer Roboterarten entsteht. In der Konfiguration 2 entsteht in dieser Umgebung
auch eine Stufenform, da durch die abgetrennten Räumlichkeiten Roboter den Kontakt
untereinander verlieren und als letzte Hilfe an der Ladestation auf neue Informationen
warten müssen. Bei einer Anzahl von 30 Robotern benötigt die Konfiguration 1 hierbei
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Abbildung 7.44.: Energieverbrauch aller Konfigurationen
circa 9300 Iterationsschritte. Die Konfiguration 2 braucht bereits 21.000 Schritte und
die Konfigurationen 3 bis 5 befinden sich bei etwa 40.000 Iterationsschritten. Anhand
der Abbildung A.45 bis A.54 im Anhang ist festzustellen, dass es aufgrund der Struktur
der Umgebung größere Unterschiede innerhalb einer Konfiguration gibt. Die Konfigu-
rationen 3 bis 5 sind schneller, wenn sie länger Informationen einsammeln, als gleich
zum Master zurückzukehren, dies wird in der Abbildung 7.43 sichtbar, in welcher die
Iterationsschritte der Konfiguration 3 mit den unterschiedlichen Einstellmöglichkeiten
aufgeführt sind.
7.5.3. ENERGIEVERBRAUCH
Der Energieverbrauch der Konfigurationen verhält sich, wie in der offenen Umgebung
und dem Labyrinth mit einem Anstieg, der sich je nach Energieverbrauch der Robo-
terarten und der Anzahl der Roboter in der Konfiguration bestimmt. In der Abbildung
7.44 ist der Energieverbrauch der verschiedenen Konfigurationen nochmals graphisch
dargestellt. Es ist zu erkennen, dass Konfigurationen, die weniger Iterationsschritte be-
nötigen, einen geringeren Energieverbrauch besitzen. In der Abbildung 7.45 ist dieser
Zusammenhang nochmals mittels des Energieverbrauchs der kompletten Konfigura-
tion dargestellt. Bei einer Anzahl von 30 Robotern besitzt die Konfiguration 1 einen
Energieverbrauch von 1,2kWh, gefolgt von der Konfiguration 2 mit 1,7kWh. Die Kon-
figurationen 3 bis 5 besitzen einen Energieverbrauch von 3-6kWh, je nachdem wie
die Einstellungen für I gewählt werden. Für größere I, wie zum Beispiel I5000 ist der
Energieverbrauch geringer als für I2000, da es sich bei einer großen Umgebung lohnt,
mehr Informationen einzusammeln.
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Abbildung 7.45.: Energieverbrauch aller Einstellungen der Konfiguration 3
Abbildung 7.46.: Anzahl an Wissensinteraktionen bei den Konfigurationen
7.5.4. DATENAUSTAUSCH
Der Datenaustausch wird wie bereits in den vorherigen Umgebungen anhand der An-
zahl an Kommunikationen und anhand der ausgetauschten Elemente beschrieben. In
der Abbildung 7.46 ist veranschaulicht, wie sich die Anzahl der Kommunikationen in
den verschiedenen Konfigurationen untereinander verhält. Die Konfiguration 1 über-
nimmt mit einer Menge von 56.000 Kommunikationen bei 30 Robotern die meisten
Kommunikationen aller Konfigurationen, ist jedoch, wie in Abbildung 7.47 dargestellt,
die Konfiguration mit dem geringsten Datenaustausch mit insgesamt 2,4 Millionen
Elementen. Für die Abbildung 7.47 sind die Konfigurationen 3 bis 5 mit der Einstel-
lung durchgelaufen, dass nur Daten ausgetauscht werden, welche den unterstützten
Zuständen entsprechen und einen neueren Zeitstempel besitzen. Die Konfiguration
2 besitzt mit 18.000 Kommunikationen mehr als die Konfigurationen 3 bis 5, welche
nur circa 700 Kommunikationen durchführen. Die Konfigurationen 3 bis 5 liegen im
kompletten Datenaustausch nur mit 30 Millionen Elementen über der Konfiguration 1.
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Abbildung 7.47.: Vergleich der des Datenaustausches der Konfigurationen
Die Konfiguration 2 führt mit 2,9 Milliarden Elementen, wie in jeder Umgebung den
meisten Datenaustausch aus. Die Diagramme über die Größe des Endmodells un-
terscheiden sich im Verlauf nicht von denen der offenen Umgebung, besitzen jedoch
mehr Informationen durch den Anstieg der Anzahl an begehbaren Felder.
7.6. ERGEBNISSE DER KARTE DER FAKULTÄT INFORMATIK
Die Karte hat gezeigt, dass die Konfiguration 1 auch in dieser Umgebung die effek-
tivste ist, da sie global durch den Master die besten Entscheidungen treffen kann.
Die Konfiguration 2 hat in dieser Umgebung, durch die Gänge und kleinen Räume an
Effektivität verloren und begibt sich in die Regionen der Konfigurationen 3 bis 5, ist
jedoch noch etwas schneller. Je unübersichtlicher die Umgebungen werden, desto ef-
fektiver werden die Konfigurationen 3 bis 5, da sie im Vergleich zu Konfiguration 2 mit
dem geringsten Datenaustausch auskommen und nur wichtige Informationen lokal
abspeichern müssen.
7.7. ZUSAMMENFASSUNG
Die Evaluation hat anhand mehrerer Testszenarien verschiedene Abhängigkeiten zwi-
schen den Messwerten und den Voreinstellungen ergeben. Je nach Wahl der Konfi-
guration und der Anzahl der Roboter lassen sich die Ergebnisse in verschiedene Rich-
tungen variieren. So wird mittels der Erhöhung der Anzahl von Robotern die Anzahl
der benötigten Iterationsschritte gemindert, jedoch wird dadurch der benötigte En-
ergieverbrauch erhöht. Nur die Konfiguration 1 hat mittels optimaler Verfahren den
Energieverbrauch bei steigender Anzahl an Robotern gesenkt. Dies ergibt sich aus der
optimalen Zeitnutzung, da die benötigten Iterationsschritte schneller gesunken sind,
als der Energieverbrauch durch die höhere Anzahl von Robotern angestiegen ist. Die
Rechenzeit lässt sich aufgrund der parallel durchgeführten Messungen schwer verglei-
chen. Jedoch ist aufgefallen, dass sich die benötigte Rechenzeit erhöht, je größer der
Datenaustausch ist.
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Die verschiedenen Umgebungen haben bei den Konfigurationen einen entscheiden-
den Einfluss. So schneidet zum einem beim Nutzen einer kleinen Karte die Konfigura-
tion 2 mit einem kompletten Datenaustausch zwischen allen Agenten besser ab, als
die Konfigurationen 3 bis 5, bei denen die Kommunikation nur über den Master statt-
findet. Zum anderen wird, je größer und verwinkelter die Karte ist, die Konfiguration
2 immer schlechter. In diesen Umgebungen punkten dann die Konfigurationen 3 bis
5. In allen Szenarien und Tests hat sich ergeben, dass der Master aus Konfiguration
4 und 5 durch das Verteilen neuer Daten die Effektivität der gesamten Konfiguration
steigert. Dieser Algorithmus erhöht zwar die Rechenzeit dieser Konfiguration, wobei
diese jedoch, aufgrund der besseren Ergebnisse in den Iterationsschritten, wieder mi-
nimiert wird.
Eine Umgebung beeinflusst zudem die Anzahl der Treffen zwischen zwei Robotern,
da in einer kleinen offenen Karte, die Wahrscheinlichkeit hierfür größer ist, als in ei-
ner weiträumigen Karte. Die Anzahl von Begegnungen wirkt sich in der Konfiguration
direkt auf die Menge der ausgetauschten Informationen aus, da, zwei Roboter so-
fort ihre Informationen austauschen, sobald sie sich begegnen. Durch das Erweitern
des Datenmodells ist es zwar möglich, dass mittels einer erhöhten Rechenzeit der
Datenaustausch minimiert wird, zusätzlich würde sich die Größe des Endmodells je-
des Roboters erhöhen. Dies Option ist in der Arbeit nicht betrachtet und müsste bei
späteren Testreihen geprüft werden.
Die Größe des Endmodells jedes Agenten hängt von der Wahl der Konfiguration
ab und von der Funktionalität die auf dem Agenten implementiert ist. Mit der Konfi-
guration 1 enthält nur der Master das komplette Wissen der Welt in seinem lokalen
Modell und die restlichen Agenten arbeiten mit dem Minimum an Informationen. Trotz
der vielen Vorteile und besten Ergebnisse, welche die Konfiguration 1 liefert, ist sie
doch in der Realität nur schwer anwendbar. Einerseits muss eine komplette Kommuni-
kationsstruktur unter den Robotern aufgebaut sein, welche nicht abbrechen darf und
andererseits ist der Ausfall des Masters nicht zu kompensieren. Falls die Bewegun-
gen der Roboter außerdem fehleranfällig sind oder die Karte sich verändert, besteht
keine Möglichkeit für den Roboter, sich anhand seiner lokalen Informationen neu zu
lokalisieren. Dieser Anwendungsfalls wurde bereits in den Annahmen für die Testsze-
narien ausgeschlossen und wurde in dieser Arbeit nicht betrachtet. Jedoch haben die
Daten ergeben, dass die Nutzung eines Masters die lokalen Informationen der Agen-
ten minimieren kann. Allerdings muss jeder Roboter eine gewisse Anzahl an lokalen
Informationen vorhalten.
Das Ergebnis der Evaluation ist, dass es keine optimale Konfiguration oder Einstell-
möglichkeit für alle Szenarien gibt. Es müssen anhand der zugrundeliegenden Infor-
mationen der Anwendungsumgebung, der zur Verfügung stehenden Hardware und
der verfügbaren Zeit entschiedenen werden, welche Konfiguration oder welche Ein-
stellmöglichkeiten die effektivste Lösung hervorbringen, wobei jede Konfiguration ihre





Zu Beginn dieser Arbeit standen verschiedene Datenaustauschvarianten, welche in
der Arbeit [17] von S. Götz et al. dargestellt sind. Diese Varianten zeigen drei ver-
schiedene Strategien, wie der Datenaustausch zwischen mehreren Agenten in einem
Multiagentensystem stattfinden kann. Die erste Variante umfasst den kompletten Aus-
tausch von Informationen zwischen zwei Agenten und wird als „total-complete“ Va-
riante bezeichnet. In der „partial-komplett“ Variante findet ein kompletter Austausch
zwischen kollaborierenden Roboter statt und in der „partial-subset“ Einstellung wer-
den nur Informationen übertragen, die für die Abarbeitung jedes Agenten notwendig
sind. Jedoch sind diese Austauschstrategien theoretischer Art beschrieben und es
findet keine Prüfung dieser Strategien anhand unterschiedlicher Szenarien oder Um-
gebungen statt. Zudem stellt sich die Frage, ob bereits mittels dieser Strategien die
beste Konfiguration für ein Testszenario gefunden werden kann oder ob es andere
Faktoren gibt, die einen größeren Einfluss auf die Abarbeitung des Testszenarios be-
sitzen.
Diese Problematik wurde in dieser Arbeit aufgegriffen und es wurde überprüft, wie
sich diese Varianten im Vergleich zueinander und zu anderen Konfigurationen und Ein-
stellungen verhalten. Das Ziel dieser Arbeit bestand darin, eine Testumgebung zu ent-
wickeln, welche für diese Varianten ein Testszenario durchläuft und die Informationen
des Durchlaufs abspeichert, um diese für eine Auswertung zu nutzen. Die entwickelte
Testumgebung muss in der Lage sein, problemlos neue Roboter mit neuen Verhalten
zu erstellen und diese auf derselben Umgebung arbeiten zu lassen. Dabei sollen au-
ßerdem verschiedene Umgebungen in die Testumgebung integriert werden können,
um andere Umgebungsbeschaffenheiten zu repräsentieren.
Für die Arbeit war es notwendig zu prüfen, welche Publikationen sich bereits mit
dem Datenaustausch in Mutiagentensystemen befassen und ob es bereits Simula-
tionsumgebungen gibt, welche für diesen Anwendungsfall genutzt werden können.
Alle Frameworks, welche im Abschnitt 3 aufgeführt sind, nutzen eine Art der Daten-
kommunikation, um zwischen den verschiedenen Agenten zu kommunizieren. Der
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Großteil aller Publikationen tauscht zwischen den Agenten ihr komplettes Wissen aus
ohne zu prüfen, ob dieser Ansatz in den meisten Fällen sinnvoll ist. Dies führt dazu,
dass der Datenaustausch in allen Frameworks eine untergeordnete Rolle spielt und
jeweils nur nebenbei in einer Arbeit erwähnt wird. Die Simulatoren, welche in der
Arbeit vorgestellt werden, bieten nur eine geringe Anzahl an Modifikationsmöglichkei-
ten, wobei Siafu die meisten Vorteile an diesen Anwendungsbereich mitgebracht hat.
Ansonsten existiert kein Simulator, welcher direkt die benötigten Eigenschaften und
Einstellmöglichkeiten bietet, um die Messungen ohne großen Aufwand durchzufüh-
ren.
Das entwickelte Konzept dieser Arbeit besteht darin, eine Simulationsumgebung
zu schaffen, in der mittels geringer Implementierung neue Roboterkonfigurationen
erstellt werden können. Die Visualisierung der Konfigurationen, welche in der Umge-
bung durchlaufen werden, wird mittels dem Simulator Siafu dargestellt. Dies dient
zur Visualisierung der Arbeitswege und dem Darstellen von Begegnungen zwischen
zwei Robotern. Die Simulationsumgebung bietet eine Vielzahl von Konfigurationsmög-
lichkeiten für Roboter. Die Darstellung unterschiedlicher Kollaborierungsrelationen ist
durch die Verwendung von Rollen möglich, da diese eine unterschiedliche Verbindung
zwischen Agenten repräsentieren können. Das Verhalten und die Ziele der Roboter
können durch die Implementierungen von neuen Funktionalitäten oder durch das Zu-
sammenfügen existenter Verhalten kombiniert und neu erstellt werden. Die Hardware-
komponenten, welche die Zusammensetzung eines realen Roboters repräsentieren,
können durch neue Komponenten ergänzt und durch neue Energiewerte modifiziert
werden.
Das Ergebnis dieser Arbeit besteht nicht nur in der Erstellung einer Simulationsum-
gebung für die verschiedenen Testszenarien, sondern auch in der Messung der von S.
Götz et al. in der Arbeit [17] vorgestellten Datenaustauschvarianten. Für diesen Zweck
wurden fünf Roboterkonfigurationen implementiert, welche die unterschiedlichen Aus-
tauschvarianten nutzen. Die Konfigurationen sind mit unterschiedlichen Funktionalitä-
ten ausgestattet, um die Effektivität der Varianten im Vergleich zu unterschiedlichen
Algorithmen zu testen. Zum Testen der Konfigurationen dienen drei vorgegebene Um-
gebungen, welche sich in Aufbau und Beschaffenheit unterscheiden.
Für die Messungen der fünf Konfigurationen werden verschiedene Einstellmöglich-
keiten genutzt, um einen Vergleich der Konfigurationen zu erreichen. Die Anzahl der
Roboter ist die Grundeinstellung für jede Konfiguration. Diese wird bis zu einer An-
zahl von 30 Robotern erhöht, wobei ab einer gewissen Anzahl neue Roboterarten der
Konfiguration beitreten, welche von den vorherigen Robotern abhängig sind. Weiter-
hin wird die Rechenzeit betrachtet, die eine Konfiguration benötigt, um einmal kom-
plett abgearbeitet zu werden. Außerdem wird die Abarbeitung einer Konfiguration in
Schritten dargestellt, wobei diese die Abarbeitung der internen Verhalten jedes Robo-
ters beschreibt. Die Schritte dienen den globalen Vergleichen der Konfigurationen und
können als Zeitschritte betrachtet werden. Für den Energieverbrauch wird für jeden
Arbeitsschritt die benötigte Energie jedes Roboters abgespeichert und somit der ge-
samte Energieverbrauch einer Konfiguration dargestellt. Die letzte Messvariable ent-
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spricht dem Datenaustausch, der für jede Kommunikation zwischen zwei Robotern
aufgezeichnet wird. Mittels dieser Messwerte wird die Effektivität einer Konfiguration
bestimmt.
Die Auswertung der Daten hat ergeben, dass es eine Abhängigkeit zwischen der
Anzahl der Roboter, der Abhängigkeiten von unterschiedlichen Roboterarten, der Auf-
bau der verschiedenen Roboter, der Umgebung und der gewählten Kommunikation
gibt. All diese Punkte sorgen, je nachdem wie sie gewählt werden, für den optimalen
Ablauf eines Testszenarios. Die Einstellmöglichkeiten beeinflussen dabei die Zeit, die
Energie, die Rechenleistung, den Speicheraufwand der Agenten und den entstehen-
den Datenaustausch zwischen den Agenten. Die Ergebnisse der Arbeit beschreiben,
dass es keine optimale Konfiguration für die Abarbeitung eines Testszenarios gibt, da
jede Konfiguration seine Vor- und Nachteile besitzt. Für die Verwendung der richtigen
Konfiguration ist es notwendig die Daten untereinander abzuwägen und für sich die
richtige Einstellung zu wählen.
Im Ausblick zu dieser Arbeit ist festzustellen, dass eine erste Simulationsumgebung
zum Testen verschiedener Roboterkonfigurationen entstanden ist. Durch das Verwen-
den von verschiedenen Datenaustauschvarianten kann die Kommunikation in einem
Multiagentensystem optimiert werden und der Speicheraufwand verschiedener Agen-
ten gesenkt werden. Jedoch gibt es bei weitem mehr als fünf Roboterkonfiguratio-
nen, welche miteinander verglichen werden können. Da die Konfigurationsergebnisse
in unterschiedlichen Umgebungen variieren, ist es sinnvoll für einen Anwendungsfall
die passende Einstellung zu bestimmen.
Die Umsetzung von neuen Konfigurationen kann bessere Ergebnisse hervorbringen
und für eine Umgebung die Geschwindigkeit und benötigte Energie senken. Es
ist möglich mehrere existierende Konfigurationen zu kombinieren, um damit die
Vorteile dieser zu verbinden. Durch das Kombinieren und Erstellen von neuen
Roboterarten existieren neue Wege, Roboter zusammenzubauen. Die Umge-
bung erlaubt durch die Verwendung unterschiedlicher Hardwarekomponenten
den Vergleich dieser und das Finden der richtigen Komponente für einen neuen
Roboter.
Das Einbauen von zufällig auftretenden Fehlern sorgt bei einer Simulation für eine
realistischere Darstellung der Umgebung, da es in der Realität zu Ausfällen und
Messfehlern der Hardware kommen kann, welche durch die Simulation reprä-
sentiert werden müssen.
Das Variieren der Startposition ist eine Funktionalität, welche nicht in den unter-
suchten Szenarien getestet wurde. In einer Reinigungssimulation ist es möglich,
dass durch die Wahl einer anderen Startposition eine effektivere Abarbeitung ge-
währleistet werden kann. Dies kann noch in späteren Tests geprüft werden, da
eine zentralere Position positive Effekte auf eine Simulation haben kann.
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Verändernde Umgebungen in der Realität werden in der aktuellen Simulation nicht
betrachtet. Diese Funktionalität ist jedoch mittels des Simulators Siafu zur Lauf-
zeit der Simulation möglich, da die Umgebung modifiziert und bearbeitet werden
kann. Diese Eigenschaft wurde nicht in die aktuelle Simulationsumgebung inte-
griert, damit die aktuellen Ergebnisse der Evaluation vergleichbar sind.
Das Testen mit echten Robotern ist im Umfang dieser Arbeit nicht möglich gewe-
sen. Es kann nur festgestellt werden, ob sich Konfigurationen wirklich wie in der
Simulation verhalten oder ob eine Vielzahl neuer Fehlerquellen auftaucht, um
welche die Simulationsumgebung erweitert werden muss.
An dieser Arbeit ist zu erkennen, dass die Variation des Datenaustausches einen
Unterschied bei der Kommunikation in einem Multiagentensystem ausmacht. Die Si-
mulationsumgebung ermöglicht das Testen verschiedener Konfigurationen anhand un-
terschiedlicher Umgebungen. Trotz der gesammelten Ergebnisse dieser Arbeit gibt es
noch viele Punkte, welche wiederum getestet werden können. In dem Ausblick ist zu
erkennen, dass es noch viel Potenzial für weiterführende Arbeiten gibt. Das Testen in
der realen Umgebung stellt hierbei den nächsten Schritt dar, um die Konfigurationen
in einer realen Umgebung zu optimieren.
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