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ON SHOKUROV-TYPE B-DIVISORIAL ALGEBRAS OF
HIGHER RANK
VLADIMIR LAZIC´
Abstract. The purpose of this paper is to lay the foundations for
the theory of higher rank b-divisorial algebras of Shokurov type.
We develop techniques to deal with such objects and propose two
natural conjectures regarding Shokurov algebras and adjoint alge-
bras. We confirm these conjectures in the case of affine curves.
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1. Introduction
Let X be a normal algebraic variety and k(X) the field of rational
functions on X . In this paper we study algebras of rational functions
of rank r, that is subalgebras R of k(X)[T1, . . . , Tr]. The key example
of rank 1 is the canonical algebra
R(X/Z,KX +∆) =
⊕
i≥0
π∗OX(⌊i(KX +∆)⌋),
where π : X → Z is a projective morphism between normal varieties,
the pair (X,∆) is klt and KX +∆ is Q-Cartier.
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Algebras of higher rank also appear naturally. The key example here
is the Cox ring, that is
R(X/Z,D1, . . . , Dr) =
⊕
m∈Nr
π∗OX
(⌊∑
miDi
⌋)
,
where Di are Q-divisors on X .
There has been a huge progress recently on finite generation of these
algebras. It is shown in [BCHM06] that canonical algebras are finitely
generated, and also that adjoint dlt Cox rings are finitely generated
(for the precise statement see [BCHM06, Corollary 1.1.9]). Therefore
it is desirable to study general natural conditions that imply finite
generation of R.
The main new input came from [Sho03]. Shokurov treats the rank 1
case and introduces boundedness and saturation conditions. Saturation
was the main ingredient to prove the finite generation of the canonical
algebra, and it behaves well under restriction (see Lemma 4.7 below).
The purpose of this note is to show that these techniques can be ex-
tended to the higher rank algebras and that one could expect, perhaps
surprisingly, that they work.
Here we make two natural conjectures about higher rank finite gen-
eration; for the precise definitions of Shokurov and adjoint algebras see
Section 4 below.
Conjecture A. Let (X,∆) be a relative weak Fano klt pair projec-
tive over a normal affine variety Z where KX + ∆ is Q-Cartier. Let
S ⊂ Nr be a finitely generated monoid and let m : S →Mob(X) be a
superadditive map such that the system m(S) is bounded and A(X,∆)-
saturated. Let C be a rational polyhedral cone in int SR.
Then the Shokurov algebra R(X,m(C ∩ S)) is a finitely generated
OZ-algebra.
Conjecture B. Let π : X → Z be a projective morphism between
normal varieties, let S ⊂ Nr be a finitely generated monoid and let
m : S → Mob(X) be a superadditive map such that the system m(S)
is adjoint. Let C be a rational polyhedral cone in intSR.
Then the adjoint algebra R(X,m(C ∩S)) is a finitely generated OZ-
algebra.
The definition of adjoint algebra presented in this paper is still rather
tentative and should be taken with caution. We expect that its definite
form will be clear very soon and similar to the current one.
Ideally we would like the conjectures to extend to the whole cone
SR, however this is in general not possible, see Remark 5.7.
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Our main contribution here is to show that these conjectures hold if
X is an affine curve (Theorem 6.1 below). I expect the proof in higher
dimensions to proceed along the general lines of the proof presented
here and to employ the techniques developed in this paper.
The major new input is to pass from discrete objects (superadditive
maps from finitely generated monoids to spaces of integral b-divisors)
to continuous objects (superlinear maps from rational polyhedral cones
to spaces of real b-divisors). Irrationality issues encountered on the way
are solved using Diophantine techniques different in flavour from those
applied in [Sho03, Cor07, HM07].
The behaviour of the restricted volume function, see [ELM+06], ap-
plied to the restricted Cox ring gives a good perspective on what is
happening in the general case.
Adjoint b-divisorial algebras of rank 1 appear as restrictions of canon-
ical algebras to codimension 1 log canonical centres, see [CKL08].
Algebras of higher rank also appear naturally if one tries to prove
finite generation of the canonical ring by induction on the dimension
without the Minimal Model Programme. This paper is the first step
in a larger programme of work towards this goal, see [Laz08].
1.1. Notation and conventions. All varieties in this paper are nor-
mal over an algebraically closed field k of characteristic zero. Through-
out I use the language of b-divisors; for an accessible introduction see
[Cor07]. In particular, let us recall the following definitions.
Definition 1.1. The group of Weil divisors on a variety X is denoted
by WDiv(X).
A (proper) model over X is a variety Y with a proper birational
morphism f : Y → X . Therefore we have the induced homomorphism
f∗ : WDiv(Y )→WDiv(X). The group
Div(X) = lim←−WDiv(Y ),
where the limit is taken over all models Y over X , is called the group
of b-divisors on X , and its elements are b-divisors on X . The group of
rational (respectively real) b-divisors is denoted by Div(X)Q (respec-
tively Div(X)R). The trace of a b-divisor D on a model Y is denoted
by DY .
The proper transform b-divisor D̂ of an R-divisor D is given by
D̂Y = f
−1
∗ D for every model f : Y → X . I abuse the notation and
write D instead of D̂.
The Cartier closure of an R-Cartier divisor D on X is the b-divisor
D given by DY = f
∗D for every model f : Y → X .
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A b-divisorD descends to a model f : Y → X ifD = DY (considered
as a b-divisor on X by the isomorphism f∗ : Div(Y )→ Div(X)).
A b-divisor M on X is mobile if there is a model Y over X such
that MY is free and M = MY . Observe that if a mobile b-divisor M
descends to a model W → X , then MW is free.
The cone of all mobile b-divisors on X is denoted by Mob(X), and
similarly for rational and real mobile b-divisors.
The canonical b-divisor on X is denoted by KX .
Definition 1.2. Let (X,∆) be a pair where KX + ∆ is a Q-Cartier
divisor. The discrepancy b-divisor is defined to be
A(X,∆) := KX −KX +∆.
We obviously have ⌈A(X,∆)⌉ ≥ 0 if and only if (X,∆) is a klt pair.
In this paper I use the adjunction formula with differents as ex-
plained in [K+92, Chapter 16].
I denote the sets of non-negative rational and real numbers by Q+
and R+ respectively. If S =
∑
Nei is a submonoid of N
n, I denote by SR
its associated cone, that is SR =
∑
R+ei. Also I denote SQ =
∑
Q+ei.
A monoid S ⊂ Nn is saturated if S = SR ∩ Nn.
Let e1, . . . , en be generators of a monoid S and let κ1, . . . , κn be
positive integers. The submonoid S ′ = ∑ni=1Nκiei of S is called a
truncation of S.
For any point s in a cone C ⊂ Rn, the set R+s is called a ray in
C. A ray in C is rational if it contains a rational point, otherwise it
is irrational . Rays R1, . . . , Rm are said to be linearly independent if
si ∈ Ri are linearly independent for any choice of si. A k-dimensional
plane (or a k-plane) in Rn containing the origin is rational if it is
spanned by k linearly independent rational rays, or equivalently if there
are linear functions ℓi : R
n → R for i = 1, . . . , n − k with rational
coefficients such that H = ⋂n−ki=1 ker(ℓi).
All k-planes in this paper contain the origin unless explicitly stated
otherwise.
For a cone C ⊂ Rn, I denote CQ = C ∩Qn. The dimension of a cone
C =∑R+ei is the dimension of the space ∑Rei.
In this paper the relative interior of a cone C = ∑R+ei ⊂ Rn,
denoted by relint C, is the topological interior of C in the space ∑Rei
union the origin. If dim C = n, we instead call it the interior of C and
denote it by int C.
All cones considered are convex and strongly convex, that is they do
not contain lines.
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If C ⊂ Rn is a closed cone and R a ray in the boundary of C, a
tangent hyperplane to C through R is any hyperplane T ⊃ R such that
C is contained in one of the half-spaces into which T divides Rn.
Definition 1.3. A submonoid S = ∑Nei of Nn (respectively a cone
C =∑R+ei in Rn) is called simplicial if its generators ei are linearly
independent in Rn, and the ei form a basis of S (respectively C).
Let C ⊂ Rn be a polyhedral cone and let f : C → R be a function.
We say f is piecewise linear (PL) on C if there is a finite polyhedral
decomposition C = ⋃ Ci such that f|Ci is linear for every i. If in addition
C and all Ci are rational cones then we say f is rationally piecewise
linear (Q-PL).
Assume furthermore that f is linear on C and dim C = n. The linear
extension of f to Rn is the unique linear function ℓ : Rn → R such that
ℓ|C = f .
1.2. Acknowledgements. I would like to wholeheartedly thank my
supervisor Alessio Corti for encouragement and support. A paragraph
here is not enough to express how much I have benefited from con-
versations with him and from his ideas. I would also like to thank
Shigefumi Mori, Burt Totaro, Nick Shepherd-Barron and Anne-Sophie
Kaloghiros for useful discussions and comments. I am supported by
Trinity College, Cambridge.
2. Convex geometry
Firstly we recall a definition.
Definition 2.1. Let C be a cone in Rn and let ‖ · ‖ be any norm on
Rn. A function f : C → R is
• superlinear if λf(x) + µf(y) ≤ f(λx + µy) for every x, y ∈ C
and every λ, µ ≥ 0;
• superadditive if f(x) + f(y) ≤ f(x+ y) for every x, y ∈ C;
• positively homogeneous if f(λx) = λf(x) for every x ∈ C and
every λ ≥ 0;
• locally Lipschitz if for every point x ∈ int C there are a closed
ball Bx ⊂ C centred at x and a constant λx such that |f(y)−
f(z)| ≤ λx‖y − z‖ for all y, z ∈ Bx.
Every locally Lipschitz function is continuous on int C. Therefore if
a function is locally Lipschitz, we say it is locally Lipschitz continuous .
The following proposition is an easy consequence of the definitions.
Proposition 2.2. A function f is superlinear if and only if it is su-
peradditive and positively homogeneous.
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The next result can be found in [HUL93].
Proposition 2.3. Let C be a cone in Rn and let f : C → R be a con-
cave function. Then f is locally Lipschitz continuous on the topological
interior of C with respect to any norm ‖ · ‖ on Rn.
In particular, let C be a rational polyhedral cone and assume a func-
tion g : CQ → Q is superadditive and satisfies g(λx) = λg(x) for all
x ∈ CQ and all λ ∈ Q+. Then g extends to a unique superlinear func-
tion on C.
Proof. Since f is locally Lipschitz if and only if −f is locally Lipschitz,
we can assume f is convex. Fix x = (x1, . . . , xn) ∈ int C, and let ∆ =
{(y1, . . . , yn) ∈ Rn+ :
∑
yi ≤ 1}. It is easy to check that translations
of the domain do not affect the result, so we may assume x ∈ int∆ ⊂
int C.
Firstly let us prove that f is bounded above on ∆. Let {ei} be the
standard basis in Rn, y = (y1, . . . , yn) ∈ ∆ and let y0 = 1 −
∑
yi ≥ 0.
Then
f(y) = f
(∑
yiei + y0 · 0
)
≤
∑
yif(ei) + y0f(0)
≤ max{f(0), f(e1), . . . , f(en)} =: M.
For each γ > 0 denote Bx(γ) = {z ∈ Rn : ‖z − x‖ ≤ γ}. Choose
δ such that Bx(2δ) ⊂ int∆. Again by translating the domain and
composing f with a linear function we may assume that x = 0 and
f(0) = 0. Then for all y ∈ B0(2δ) we have
−f(y) = −f(y) + 2f(0) ≤ −f(y) + f(y) + f(−y) = f(−y) ≤M,
so |f | ≤M on B0(2δ).
Fix u, v ∈ B0(δ). Set α = ‖v−u‖/δ and w = v+α−1(v−u) ∈ B0(2δ)
so that v = αw/(α+ 1) + u/(α+ 1). Then convexity of f gives
f(v)− f(u) ≤ α
α+ 1
f(w) +
1
α + 1
f(u)− f(u)
=
α
α + 1
(
f(w)− f(u)) ≤ 2Mα = 2M
δ
‖v − u‖.
Similarly f(u)− f(v) ≤ 2M‖u− v‖/δ, giving
|f(v)− f(u)| ≤ L‖v − u‖
for all u, v ∈ B0(δ) and L = 2M/δ.
For the second claim, it is enough to apply the proof of the first
part of the lemma with respect to the sup-norm ‖ · ‖∞; observe that
‖ · ‖∞ takes values in Q on CQ. Applied to the interior of C and to
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the relative interiors of the faces of C shows g is locally Lipschitz, and
therefore extends to a unique superlinear function on the whole C. 
The following result is classically referred to as Gordan’s lemma.
Lemma 2.4. Let S ⊂ Nr be a finitely generated monoid and let C ⊂
Rr be a rational polyhedral cone. Then the monoid S ∩ C is finitely
generated.
Proof. Assume first that dim C = r. Let ℓ1, . . . , ℓm be linear functions
on Rr with integral coefficients such that C = ⋂mi=1{z ∈ Rr : ℓi(z) ≥ 0}
and define S0 = S and Si = Si−1 ∩ {z ∈ Rr : ℓi(z) ≥ 0} for i =
1, . . . , m; observe that S ∩C = Sm. Assuming by induction that Si−1 is
finitely generated, by [Swa92, Theorem 4.4] we have that Si is finitely
generated.
Now assume dim C < r and letH be a rational hyperplane containing
C. Let ℓ be the linear function with rational coefficients such that
H = ker(ℓ). From the first part of the proof applied to the functions ℓ
and −ℓ we have that the monoid S ∩ H is finitely generated. Now we
proceed by descending induction on r. 
The following lemmas will turn out to be indispensable and they
show that in the context of our assumptions it is enough to check
additivity (respectively linearity) of the map at one point only.
Lemma 2.5. Let S = ∑ni=1Nei be a monoid and let f : S → G be
a superadditive map to a monoid G. Assume that there is a point
s0 =
∑
siei ∈ S with all si > 0 such that f(s0) =
∑
sif(ei) and
that f(κs0) = κf(s0) for every positive integer κ. Then the map f is
additive.
Proof. For p =
∑
piei ∈ S, let κ0 be a big enough positive integer such
that κ0si ≥ pi for all i. Then we have
n∑
i=1
κ0sif(ei) = κ0f(s0) = f(κ0s0) ≥ f(p) +
n∑
i=1
f
(
(κ0si − pi)ei
)
≥
n∑
i=1
f(piei) +
n∑
i=1
f
(
(κ0si − pi)ei
)
≥
n∑
i=1
pif(ei) +
n∑
i=1
(κ0si − pi)f(ei) =
n∑
i=1
κ0sif(ei).
Therefore all inequalities are equalities and f(p) =
∑
pif(ei). 
Analogously we can prove a continuous counterpart of the previous
result.
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Lemma 2.6. Let C = ∑ni=1R+ei be a cone in Rr and let f : C → V
be a superlinear map to a cone V . Assume that there is a point s0 =∑
siei ∈ C with all si > 0 such that f(s0) =
∑
sif(ei). Then the map
f is linear.
3. Forcing Diophantine approximation
In this section I will prove the following.
Theorem 3.1. Let S ⊂ Nr be a finitely generated monoid and let
f : SR → R be a superlinear map. Assume that there is a real number
c > 0 such that for every s1, s2 ∈ S, either f(s1 + s2) = f(s1) + f(s2)
or f(s1 + s2) ≥ f(s1) + f(s2) + c. Let C be a rational polyhedral cone
in intSR. Then f|C is rationally piecewise linear.
Corollary 3.2. Let S ⊂ Nr be a finitely generated monoid and let
f : SR → R be a superlinear map such that f(S) ⊂ Z. Let C be a ratio-
nal polyhedral cone in intSR. Then f|C is rationally piecewise linear.
Remark 3.3. In Theorem 3.1 and Corollary 3.2, instead of S ⊂ Nr we
can assume that S ⊂ Qr and that SR is strongly convex.
Example 3.4. The condition f(S) ⊂ Z in Corollary 3.2 is crucial. Let
S = N(−1, 1) +N(1, 0) ⊂ R2 and let x1 = (1, 0) and xn = (1/2n, 1) for
n ≥ 2. Let Cn = R+xn + R+xn+1 and observe that R2+ =
⋃
n≥1 Cn ∪(
R+(0, 1)+R+(−1, 1)
)
. Define the sequences of positive rational num-
bers f(xn) and εn as follows: set f(x2) = 3 and ε2 = 23/8. Assume
f(xn−1) and εn−1 are defined; then set f(xn) = (f(xn−1) + εn−1)/2
and choose εn such that f(xn) − 1/2n < εn < εn−1; we can always
arrange limn→∞ εn ∈ Q. Set f(−1, 1) = limn→∞ f(xn) − 1, f(0, 1) =
limn→∞ f(xn), f(x1) = 1/2, f(αxn+ βxn+1) = αf(xn) + βf(xn+1) and
f(−α, α+β) = αf(−1, 1)+βf(0, 1) for α, β ≥ 0. Obviously f(S) ⊂ Q
and it is easy to check that f is superlinear and continuous, but it is
not PL on the subcone
⋃
n≥2 Cn ∪ R+(0, 1).
Throughout this section I will use without explicit mention basic
properties of closed cones, see [Deb01, Section 6.3].
Lemma 3.5. Let S = Nr+1 and let f : SR → R be a superlinear map.
Assume that there is a real number c > 0 such that for every s1, s2 ∈ S,
either f(s1+ s2) = f(s1) + f(s2) or f(s1+ s2) ≥ f(s1) + f(s2) + c. Let
x = (1, x1, . . . , xr) ∈ intSR and let R be a ray in SR not containing x.
Then there exists a ray R′ ⊂ R+x+R not containing x such that the
map f |R+x+R′ is linear.
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Proof. By induction, I assume Theorem 3.1 when dimSR = r.
The proof consists of three parts. In Steps 2-8 I assume the compo-
nents of x are linearly independent over Q. In Step 9 I assume that x
is a rational point while the remaining case when x is a non-rational
point which belongs to a rational hyperplane is settled in Step 10.
Step 1: Let H be any 2-plane not contained in a rational hyperplane.
Points of the form (1, z1, . . . , zr), where 1, z1, . . . , zr are linearly inde-
pendent over Q, are dense on the line L = H ∩ (z0 = 1). Otherwise
there would exist an open neighbourhood U on L such that for each
point z ∈ U there is a rational hyperplane Hz ⊃ Rz. But the set of
rational hyperplanes is countable.
On the other hand, fix a rational point t ∈ Rr+1\H and observe
rational hyperplanes containing R+t. I claim that the set of points
which are intersections of those hyperplanes and the line L are dense
on L. To see this, let y = (1, y1, . . . , yr) be a point in H and let
A = (α0z0 + · · ·+ αrzr = 0) be any hyperplane containing y and t. H
is given as a solution of a system of r− 1 linear equations in z0, . . . , zr,
thus y is a solution of a system of r linear equations and the components
of y are linear functions in α0, . . . , αr, where αi are linearly dependent
over Q (since t ∈ A). Therefore, without loss of generality, wiggling
αi for i < r we can obtain a point y
′ ∈ L arbitrarily close to y which
belongs to a rational hyperplane A′ = (α′0z0+· · ·+α′rzr = 0) containing
t. Furthermore, if H contains a rational point t0, then y
′ cannot belong
to a rational plane A˜ of dimension < n − 1 since otherwise H would
be contained in a rational hyperplane generated by A˜ and t0.
Step 2: In Steps 2-8 I assume that the real numbers 1, x1, . . . , xr are
linearly independent over Q.
For a real number α let ‖α‖ := min{α− ⌊α⌋, ⌈α⌉ − α}. By [Cas57,
Chapter I, Theorem VII] there are infinitely many positive integers q
such that
(1) ‖qxi‖ < q−1/r
for all i. Fix such a q big enough so that the ball of radius 1/q centred
at x is contained in intSR and so that q1/r > r, and in particular∑ ‖qxi‖ < 1. Let pi be positive integers with |qxi − pi| < q−1/r.
Let
p̂i =
{
⌊qxi⌋ if pi = ⌈qxi⌉
⌈qxi⌉ if pi = ⌊qxi⌋.
Let e0, e1, . . . , er be the standard basis of R
r+1. Set
u0 = qe0 +
∑
piei
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and
ui = qe0 +
∑
j 6=i
pjej + p̂iei
for i = 1, . . . , r. From (1) we have
(2) ‖x− u0/q‖∞ < q−1−1/r.
It is easy to see that u0, . . . , ur are linearly independent and that
(3)
(
1−
∑
‖qxi‖
)
u0 +
∑
‖qxi‖ui = qx.
Assume that for every open cone U containing x the map f|U is not
linear . Then in Steps 3-7 I will prove that for all q ≫ 0 satisfying (1)
we have
(4) f(x) =
(
1−
∑
‖qxi‖
)
f(u0/q) +
∑
‖qxi‖f(ui/q) + eq,
where eq ≥ c(1−
∑ ‖qxi‖)/q. I will then derive a contradiction in Step
8.
Step 3: Let K =∑i≥0R+ui and Ki = R+x+∑j 6=iR+uj for i = 0, . . . , r;
observe that K = ⋃i≥0Ki. Define the sequences vn ∈ Nr+1 and jn ∈ N
as follows: set v0 =
∑
i≥0 ui. If vn is defined then, since the components
of x are linearly independent over Q, there is a unique jn ∈ {0, . . . , r}
such that vn belongs to the interior of Kjn. Set vn+1 = vn+ujn. Define
the sequence of non-negative real numbers en by
f(vn+1) = f(vn) + f(ujn) + en.
Step 4: In this step I assume that for all n ≥ n0 with jn = 0 we have
en ≥ c. Then we have
(5) f(vn) =
r∑
i=0
α
(n)
i f(ui) + e
(n),
where α
(n)
i ∈ N and e(n) ≥ c(α(n)0 −n0). Observe that vn =
∑r
i=0 α
(n)
i ui,
and therefore from Lemma 3.6 we have
qx = lim
n→∞
vn/n =
r∑
i=0
lim
n→∞
(α
(n)
i /n)ui.
Since ui are linearly independent, from (3) we obtain
lim
n→∞
α
(n)
0 /n = 1−
∑
‖qxi‖
and
lim
n→∞
α
(n)
i /n = ‖qxi‖ for i > 0.
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Dividing (5) by n, taking a limit when n→∞ and using continuity of
f and Lemma 3.6 we obtain
f(qx) =
(
1−
∑
‖qxi‖
)
f(u0) +
∑
‖qxi‖f(ui) + êq,
where êq ≥ c(1−
∑ ‖qxi‖). Dividing now by q we get (4).
Step 5: In Steps 5-7 I assume there are infinitely many n with jn = 0
and en = 0. Then by Lemma 2.6 the map f |R+vn+R+u0 is linear for
each such n (observe that when r = 1 this finishes the proof since then
x ∈ int(R+vn + R+u0)). But then we have
f(vn/n + u0) = f(vn/n) + f(u0),
so letting n→∞ and using Lemma 3.6 we get
f(qx+ u0) = f(qx) + f(u0),
thus the map f |R+x+R+u0 is linear by Lemma 2.6.
Let us first prove that there is an (r+1)-dimensional polyhedral cone
Cr+1 such that R+x + R+u0 ⊂ Cr+1, (R+x + R+u0) ∩ int Cr+1 6= ∅ and
f|Cr+1 is linear. Let t ∈ intSR\(Rx+Ru0) be a rational point. By Step
1 there is a rational hyperplane H ∋ t such that there is a nonzero
w ∈ H∩ relint(R+x+R+u0), and there does not exist a rational plane
of dimension < n− 1 containing w. By Theorem 3.1 applied to H∩SR
there is an r-dimensional cone Cr =
∑r
i=1R+hi ⊂ H ∩ SR such that
w ∈ relint Cr and f|Cr is linear. Set Cr+1 = Cr + R+x + R+u0. Now if
w =
∑
µihi with all µi > 0, since f is linear on Cr we have
f
(
x+ u0 +
∑
µihi
)
= f(x+ u0 + w)
= f(x) + f(u0) + f(w) = f(x) + f(u0) +
∑
µif(hi),
so the map f|Cr+1 is linear by Lemma 2.6.
Step 6: Let C = R+g1+· · ·+R+gm be any (r+1)-dimensional polyhedral
cone containing x such that f|C is linear and let ℓ be the linear extension
of f|C to R
r+1. Assume that for a point h ∈ SR we have f |R+h = ℓ|R+h.
There are real numbers λi such that
h =
∑
i
λigi.
Then setting e :=
∑
(1 + |λi|)gi + h =
∑
(1 + |λi|+ λi)gi ∈ C we have
f(e) = ℓ
(∑
(1 + |λi|+ λi)gi
)
=
∑
(1 + |λi|+ λi)ℓ(gi)
=
∑
(1 + |λi|)ℓ(gi) + ℓ(h) =
∑
(1 + |λi|)f(gi) + f(h),
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so f is linear on the cone C + R+h by Lemma 2.6. Therefore the set
Ĉ = {z ∈ SR : f(z) = ℓ(z)} is an (r + 1)-dimensional closed cone.
Step 7: Since f is not linear in any open neighbourhood of x we have
x /∈ int Ĉ. Therefore there is a tangent hyperplane T to Ĉ containing x.
Let W1 and W2 be the half-spaces such that W1 ∩W2 = T , W1 ∪W2 =
Rr+1 and Ĉ ⊂ W1. Since (R+x + R+u0) ∩ int Ĉ 6= ∅ we must have
(Rx+ Ru0) ∩W2 6= ∅.
By Step 1 applied to the 2-plane Rx + Ru0, for every non-negative
ε < q−1−1/r −max{‖qxi‖/q} let
xε = (1, xε,1, . . . , xε,r) ∈ (Rx+ Ru0) ∩W2
be such that 0 < ‖x− xε‖∞ ≤ ε and the components of xε are linearly
independent over Q. The map f |R+u0+R+xε is not linear since otherwise
we would have f(xε) = ℓ(xε). Observe that |qxε,i−pi| < q−1/r for every
i. Then as in Step 4 we have
f(qxε) =
(
1−
∑
‖qxε,i‖
)
f(u0) +
∑
‖qxε,i‖f(ui) + êq,
where êq ≥ c(1 −
∑ ‖qxε,i‖). Finally dividing by q and letting ε → 0
we obtain (4).
Step 8: Therefore for all q ≫ 0 satisfying (1) we have (4). Then since
f is locally Lipschitz around x there is a constant L > 0 such that
c(q1/r − r)q−1−1/r < c
(
1−
∑
‖qxi‖
)
/q ≤ eq
=
(
f(x)−
(
1−
∑
‖qxi‖
)
f(u0/q)−
∑
‖qxi‖f(ui/q)
)
=
((
f(x)− f(u0/q)
)
+
∑
‖qxi‖
(
f(u0/q)− f(ui/q)
))
≤ L‖x− u0/q‖∞ +
∑
‖qxi‖L‖u0/q − ui/q‖∞
< Lq−1−1/r +
r∑
i=1
q−1/rLq−1 = L(r + 1)q−1−1/r,
where I used (1) and (2). Hence L > c(q1/r − r)/(r + 1) for q ≫ 0, a
contradiction.
Thus if 1, x1, . . . , xr are linearly independent over Q then there is
an open cone containing x where f is linear, so the lemma follows. In
particular there are linearly independent rational rays R1, . . . , Rr+1 ⊂
intSR such that R ⊂ int(R1 + · · ·+Rr+1) and the map f |R1+···+Rr+1 is
linear.
Step 9: Assume now that x is a rational point. By induction I assume
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there does not exist a rational hyperplane containing R+x and R. By
clearing denominators I can assume x = (κ, x1, . . . , xr) where κ, xi ∈ N.
Fix q big enough so that the ball of radius 1/q centred at x is con-
tained in intSR and so that q1/r > r. Fix a positive ε < q−1−1/r. By
Step 1 there is a point
xε = (κ, xε,1, . . . , xε,r) ∈ R+x+R
such that ‖x − xε‖∞ ≤ ε and the components of xε are linearly inde-
pendent over Q. Set u0 = qx, define integers pi and p̂i with respect to
xε as in Step 2 and set
ui = qκe0 +
∑
j 6=i
pjej + p̂iei
for i = 1, . . . , r. Then u0, . . . , ur are linearly independent and we have(
1−
∑
‖qxε,i‖
)
u0 +
∑
‖qxε,i‖ui = qxε.
With respect to xε define the sequences vn ∈ Nr+1 and (jn, en) ∈
N× R+ as in Step 3. Assume that for all n ≥ n0 with jn = 0 we have
en ≥ c. Then as in Step 4 we obtain
(6) f(qxε) =
(
1−
∑
‖qxε,i‖
)
f(u0) +
∑
‖qxε,i‖f(ui) + êq,
where êq ≥ c(1 −
∑ ‖qxε,i‖). If (6) stands for every ε < q−1−1/r then
dividing (6) by q and letting ε→ 0 we get
f(x) = f(x) + eq
where eq ≥ c/q, a contradiction. Therefore there is a positive ε <
q−1−1/r such that there are infinitely many n with jn = 0 and en = 0.
But then as in Step 5 we have that the map f |R+x+R+xε is linear and
we are done.
Step 10: Assume finally that x is a non-rational point contained in a
rational hyperplane; let H be a rational plane of the smallest dimension
containing x and set k = dimH . Let R = R+v.
By Theorem 3.1 there is a rational cone C = ∑ki=1R+gi ⊂ H with
gi being rational points such that f|C is linear and x ∈ relint C, or
equivalently x =
∑
λigi with all λi > 0. Take a rational point y =∑k
i=1 gi. Then by Step 9 there is a point x
′ = αy + βv with α, β > 0
such that the map f |R+y+R+x′ is linear. Now we have
f
(∑
gi + x
′
)
= f(y + x′) = f(y) + f(x′) =
∑
f(gi) + f(x
′),
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so the map f |C+R+x′ is linear by Lemma 2.6. Taking µ = max
i
{α/(λiβ)}
and setting vˆ = µx+ v ∈ relint(R+x+R), it is easy to check that
vˆ =
∑
(µλi − α/β)gi + x′/β ∈ C + R+x′,
so the map f |R+x+R+vˆ is linear. 
Lemma 3.6. Assume the notation from Lemma 3.5. Then
lim
n→∞
vn/n = qx.
Proof. I work with the standard scalar product 〈·, ·〉 and the induced
Euclidean norm ‖ · ‖; denote wn = vn/(n+ r+1). It is enough to prove
limn→∞wn = qx. By restricting to the hyperplane (z0 = q) in R
r+1 I
assume the ambient space is Rr.
u1
u0 u2
W1
W2
qx
H1
H3
H2
σ0
Hρ
Step 1: Let σ denote the simplex with vertices u0, . . . , ur and let d =
√
2
be the diameter of σ. For each i, let σi be the simplex with vertices qx
and uj for j 6= i. The points wn belong to σ and
wn+1 =
1
n + r + 2
(
(n+ r + 1)wn + ujn
)
,
so we immediately get
(7) ‖wn − wn+1‖ ≤ d/(n+ r + 2).
For α = 1, . . . ,
(
r+1
2
)
let Hα be all hyperplanes containing the faces of
the simplices σi which contain qx.
Step 2: Let us prove that for each α and for each n,
(8) dist{wn+1, Hα} < dist{wn, Hα}
if the segment [wn, wn+1] does not intersect Hα, and otherwise
(9) dist{wn+1, Hα} < d/(n+ r + 2).
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To this end, if Hα contains ujn, then obviously dist{wn+1, Hα} <
dist{wn, Hα}. If Hα does not contain ujn, then ujn and wn are on
different sides of Hα. Now if the segment [wn, wn+1] does not intersect
Hα then (8) is obvious, whereas otherwise (9) follows from (7).
Step 3: Now assume that for each α, there are infinitely many segments
[wn, wn+1] intersecting Hα. Then from (8) and (9) we get
lim
n→∞
dist{wn, Hα} = 0
and thus the sequence wn accumulates on each of the hyperplanes Hα.
But
⋂
αHα = {qx}, so limn→∞wn = qx.
Step 4: Finally let α0 be such that no segment [wn, wn+1] intersects
Hα0 for all n ≥ n0 and lim
n→∞
dist{wn, Hα0} = ρ > 0 (the sequence
dist{wn, Hα0} converges by (8)). Therefore there is a hyperplane Hρ
parallel to Hα0 such that dist{Hρ, Hα0} = ρ and the sequence wn ac-
cumulates on Hρ; let W1 and W2 be the two half-spaces such that
W1 ∪ W2 = Rr and W1 ∩ W2 = Hρ. Relabelling we can assume
u0, . . . , ur−1, qx ∈ W1 and wn, ur ∈ W2 for all n ≥ n0; observe that
then ujn ∈ {u0, . . . , ur−1} for all n ≥ n0.
By change of coordinates I may assume that Hα0 contains the origin.
Fix a nonzero vector a perpendicular to Hα0 such that W2 ⊂ {z ∈ Rr :
〈a, z〉 ≥ 0}. Since W2 ∩ Hα0 = ∅ the linear function 〈a, ·〉 attains its
minimum m > 0 on the compact set W2 ∩ σ. Then since 〈a, ujn〉 ≤ 0
for n ≥ n0 we have
dist{wn, Hα0} − dist{wn+1, Hα0} =
〈a, wn − wn+1〉
‖a‖
=
〈a, wn − ujn〉
(n + r + 2)‖a‖ ≥
m
(n+ r + 2)‖a‖ ,
and therefore
dist{wn0, Hα0} ≥
m
‖a‖
∑
n≥n0
1
n+ r + 2
= +∞,
a contradiction. 
Corollary 3.7. Let S ⊂ Nr+1 be a finitely generated monoid and let
f : SR → R be a superlinear map. Assume there is a real number c > 0
such that for every s1, s2 ∈ S, either f(s1 + s2) = f(s1) + f(s2) or
f(s1 + s2) ≥ f(s1) + f(s2) + c. Let C be a polyhedral cone in intSR.
Then for every 2-plane H the map f|C∩H is piecewise linear.
Proof. If C = ⋃ Ci is a finite subdivision of C into rational simplicial
cones, then f|C∩H is PL if and only if f|Ci∩H is PL for every i, so I assume
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C is simplicial. Take a basis g1, . . . , gr+1 ∈ S of C, set s :=
∑
gi and
let 0 < α ≪ 1 be a rational number such that gi + α(gi − s) ∈ intSR
for all i. Take g′i ∈ S ∩ R+
(
gi + α(gi − s)
)
. It is easy to check that g′i
are linearly independent and that C ⊂ int(∑R+g′i). Therefore I can
assume S = Nr+1.
By Lemma 3.5, for every ray R ⊂ C ∩H there is a polyhedral cone
CR with R ⊂ CR ⊂ C∩H such that there is a polyhedral decomposition
CR = CR,1 ∪ CR,2 with f|CR,1 and f|CR,2 being linear maps, and if R ⊂
relint(C ∩H), then R ⊂ relint CR.
Let ‖ · ‖ be the standard Euclidean norm and let S = {z ∈ Rr+1 :
‖z‖ = 1} be the unit sphere. Restricting to the compact set S ∩C ∩H
we can choose finitely many polyhedral cones Ci with C ∩ H =
⋃ Ci
such that each f|Ci is PL. But then f|C∩H is PL. 
Lemma 3.8. Let f be a superlinear function on a polyhedral cone C ⊂
Rr+1 with dim C = r + 1 such that for every 2-plane H the function
f|H∩C is piecewise linear. Then f is piecewise linear.
Proof. I will prove the lemma by induction on the dimension.
Step 1: Fix a ray R ⊂ C. In this step I prove that for any ray R′ ⊂ C
there is an (r+ 1)-dimensional cone C(r+1) ⊂ C containing R such that
the map f|C(r+1) is linear and C(r+1) ∩ (R +R′) 6= R.
Let Hr ⊃ (R + R′) be any hyperplane. By induction there is an r-
dimensional polyhedral cone C(r) =
∑r
i=1R+ei ⊂ Hr ∩ C containing R
such that f|C(r) is linear and C(r) ∩ (R+R′) 6= R. Set e0 = e1+ · · ·+ er.
Let H2 be a 2-plane such that H2 ∩ Hr = R+e0. Since f|H2∩C is PL,
there is a point er+1 ∈ H2 ∩ C such that f |R+e0+R+er+1 is linear. Set
C(r+1) = R+e1 + · · ·+ R+er+1. Then we have
f
(∑
ei
)
= f(e0 + er+1) = f(e0) + f(er+1) =
∑
f(ei),
so the map f|C(r+1) is linear by Lemma 2.6. Observe that choosing er+1
appropriately we can ensure that the cone C(r+1) is contained in either
of the half-spaces into which Hr divides R
r+1.
Step 2: Fix a ray R ⊂ C and let C(r+1) be any (r+1)-dimensional cone
such that f|C(r+1) is linear. Let ℓ be the linear extension of f|Cr+1 to
Rr+1. Let Ĉ = {z ∈ C : f(z) = ℓ(z)}; it is a closed cone by Step 6 of
the proof of Lemma 3.5.
I claim Ĉ is a locally polyhedral cone (and thus polyhedral). Other-
wise, fix a boundary ray R∞ and let H be any hyperplane containing
R∞ such that H ∩ int Ĉ 6= ∅. Let Rn be a sequence of boundary rays
which converge to R∞ and they are all on the same side of H .
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Let T ⊃ R∞ be any hyperplane tangent to Ĉ. Fix an (r − 1)-
plane Hr−1 ⊂ T containing R∞ and let H⊥r−1 be the unique 2-plane
orthogonal to Hr−1. For each n consider a hyperplane H
(n)
r generated
by Hr−1 and Rn (if Rn ⊂ Hr−1 then we can finish by induction on
the dimension). Let ‖ · ‖ be the standard Euclidean norm and let
S = {z ∈ Rr+1 : ‖z‖ = 1} be the unit sphere. The set of points⋃
n∈N
(
S ∩H⊥r−1 ∩H(n)r
)
has a limit P∞ on the circle S ∩H⊥r−1 and let
H
(∞)
r be the hyperplane generated by Hr−1 and P∞; without loss of
generality I can assume all Rn are on the same side of H
(∞)
r .
Now by the construction in Step 1, there is an (r + 1)-dimensional
cone C∞ such that C∞ ∩ H(∞)r is a face of C∞, f|C∞ is linear and C∞
intersects hyperplanes H
(n)
r for all n ≫ 0. In particular Rn ⊂ C∞ for
all n≫ 0 and int C∞∩Ĉ 6= ∅. Let w ∈ int C∞∩Ĉ and let B ⊂ int C∞ be
a small ball centred at w. Then the cone B ∩ Ĉ is (r + 1)-dimensional
(otherwise the cone Ĉ would be contained in a hyperplane) and thus
C∞ ∩ Ĉ is an (r + 1)-dimensional cone. Therefore the linear extension
of f|C∞ coincides with ℓ and thus C∞ ⊂ Ĉ. Since Rn 6⊂ int Ĉ we must
have Rn ⊂ C∞ ∩H(∞)r , and we finish by induction on the dimension.
Step 3: Again fix a ray R ⊂ C. By Steps 1 and 2 there is a collection of
(r + 1)-dimensional polyhedral cones {Cα}α∈IR such that R ⊂ Cα ⊂ C
for every α ∈ IR, for every ray R′ ⊂ C there is α ∈ IR such that
Cα ∩ (R + R′) 6= R and for every two distinct α, β ∈ IR the linear
extensions of f|Cα and f|Cβ to R
r+1 are not the same function. I will
prove that IR is a finite set.
For each α ∈ IR let xα be a point in int Cα and let Hα = (R+R+xα)∪
(−R+R+xα). Let Rα ⊂ Hα be the unique ray orthogonal to R. Let R⊥
be the hyperplane orthogonal to R. For each α let S∩R⊥∩Hα = {Qα}.
If there are infinitely many cones Cα, then the set {Qα : α ∈ IR} has
an accumulation point Q∞. Let H∞ = (R+R+Q∞) ∪ (−R+R+Q∞),
let Hn be a sequence in the set {Hα} such that lim
n→∞
Qn = Q∞ where
S ∩R⊥ ∩Hn = {Qn}, and let Cn be the corresponding cones in {Cα}.
By assumptions of the lemma there is a point y ∈ H∞ such that
f |R+R+y is linear. Let x be a point on R and let H be any hyperplane
such that H ∩ (Rx + Ry) = R(x + y). By induction there are r-
dimensional polyhedral cones C1, . . . , Ck in H ∩ C such that x+ y ∈ Ci
for all i, there is a small r-dimensional ball B(r) ⊂ H centred at x+ y
such that B(r) ∩ C = B(r) ∩ (C1 ∪ · · · ∪ Ck) and the map f|Ci is linear for
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every i. Fix i and let gij be generators of Ci. Then
f
(∑
j
gij + x+ y
)
=
∑
j
f(gij) + f(x+ y)
=
∑
j
f(gij) + f(x) + f(y),
so f is linear on the cone C˜i = Ci+R+x+R+y by Lemma 2.6. Therefore
if we denote C˜ = C1+ · · ·+Ck+R+x+R+y, then f|eC is PL and there is
a small ball B(r+1) centred at x+ y such that B(r+1) ∩ C = B(r+1) ∩ C˜.
Take a ball Bε of radius ε≪ 1 centred at x+y such that x /∈ Bε and
Bε ∩ C = Bε ∩ C˜. Since ‖Qn − Q∞‖ < ε for n ≫ 0, then considering
the subspace generated by R,Qn and Q∞ we obtain that Hn intersects
intBε for n ≫ 0. Since C˜ =
⋃ C˜i, there is an index i0 such that
C˜i0 ∩ intBε intersects infinitely many Hn. In particular, C˜i0 ∩ int Cn 6= ∅
for infinitely many n and therefore C˜i0∩Cn is an (r+1)-dimensional cone
as in Step 2. Thus for every such n the linear extensions of f|eCi0 and
f|Cn to R
r+1 are the same since they coincide with the linear extension
of f|eCi0∩Cn , which is a contradiction and IR is finite.
Step 4: Finally, we have that for every ray R ⊂ C the map f |S
α∈IR
Cα
is PL and there is small ball BR centred at R ∩ S such that BR ∩ C =
BR∩
⋃
α∈IR
Cα. There are finitely many open sets intBR which cover the
compact set S∩C and therefore we can choose finitely many polyhedral
cones Ci with C =
⋃ Ci such that f|Ci is PL for every i. Thus f is PL. 
Proof of Theorem 3.1. By Corollary 3.7 and Lemma 3.8 the map f|C
is PL; in other words we can choose finitely many polyhedral cones Ci
with C = ⋃ Ci such that f|Ci is linear for each i. We can assume the
linear extensions of the maps f|Ci and f|Cj to R
r are not the same by
Step 6 of the proof of Lemma 3.5.
Let H be a hyperplane which contains a common (r−1)-dimensional
face of cones Ci and Cj and assume H is not rational. Then similarly
as in Step 1 of the proof of Lemma 3.5 there is a point x ∈ Ci ∩ Cj
whose components are linearly independent over Q. By the proof of
Lemma 3.5 there is an r-dimensional cone C˜ such that x ∈ int C˜ and
the map f|eC is linear. But then as in Step 2 of the proof of Lemma 3.8
the cones C˜ ∩ Ci and C˜ ∩ Ci are r-dimensional and linear extensions of
f|Ci and f|Cj coincide since they are equal to the linear extension of f|eC,
a contradiction. Therefore all (r − 1)-dimensional faces of the cones
Ci belong to rational hyperplanes and thus Ci are rational cones. Thus
the map f|C is Q-PL. 
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4. b-Divisorial algebras
Definition 4.1. Let X be a variety and let S be a submonoid of Nr.
If m : S → Div(X) is a superadditive (respectively additive) map, the
system of b-divisors m(S) = {m(s)}s∈S is called superadditive (respec-
tively additive).
The system m(S) (respectively the map m) is called bounded if the
following two conditions are satisfied:
• there is a reduced divisor F on X such that Suppm(s)X ⊂ F
for every s ∈ S, that is m has bounded support on X ,
• for every s ∈ S, the limit lim
κ→∞
m(κs)/κ exists in Div(X)R.
If S ′ is a truncation of a finitely generated monoid S, the superad-
ditive system m(S ′) is called a truncation of the system m(S).
Let π : X → Z be a projective morphism of normal varieties and let
m : S → Div(X) be a bounded superadditive map such thatOX(m(s))
is a coherent sheaf for all s ∈ S. Let us consider a b-divisorial S-graded
OZ-algebra
R(X,m(S)) =
⊕
s∈S
π∗OX(m(s)).
R(X,m(S)) is canonically a graded subalgebra of k(Z)[T1, . . . , Tr].
Since here we are interested primarily in finite generation questions,
I almost always assume that Z is affine.
Definition 4.2. Let X be a variety, let S be a monoid and letm : S →
Mob(X) be a superadditive map. Let F be a b-divisor on X with
⌈F⌉ ≥ 0.
We say the system m(S) is F-saturated (or that it satisfies the satu-
ration condition with respect to F) if for all s, s1, . . . , sn ∈ S such that
s = ξ1s1 + · · ·+ ξnsn for some non-negative rational numbers ξi, there
is a model Ys,s1,...,sn → X such that for all models Y → Ys,s1,...,sn we
have
Mob⌈ξ1m(s1)Y + · · ·+ ξnm(sn)Y + FY ⌉ ≤m(s)Y .
If the models Ys,s1,...,sn do not depend on s, s1, . . . , sn, we say the system
m(S) is uniformly F-saturated .
Remark 4.3. It is important to understand that the numbers ξi in the
previous definition are rational, and that s is not merely an integral
combination of si. This fact is crucial in proofs.
Lemma 4.4. Let X be a variety, let S be a monoid and let m : S →
Mob(X) be a superadditive map. Let F be a b-divisor on X with
⌈F⌉ ≥ 0. The system m(S) is F-saturated if and only if for all s ∈ S
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and all positive integers λ and µ, there is a model Ys,λ,µ → X such that
for all models Y → Ys,λ,µ we have
Mob⌈(λ/µ)m(µs)Y + FY ⌉ ≤m(λs)Y .
Proof. Necessity is clear. For sufficiency, fix s, s1, . . . , sn ∈ S and fix
non-negative rational numbers ξi such that s = ξ1s1 + · · ·+ ξnsn. Let
λ be a positive integer such that λξi ∈ N for all i. Then on all models
Y higher than Ys,1,λ we have
Mob⌈ξ1m(s1)Y + · · ·+ ξnm(sn)Y + FY ⌉
= Mob
⌈
(1/λ)
(
λξ1m(s1)Y + · · ·+ λξnm(sn)Y
)
+ FY
⌉
≤ Mob⌈(1/λ)m(λs)Y + FY ⌉ ≤m(s)Y .
Therefore we can take Ys,s1,...,sn := Ys,1,λ. 
Definition 4.5. Let (X,∆) be a relative weak Fano klt pair projective
over an affine variety Z where KX +∆ is Q-Cartier, and let S ⊂ Nr be
a finitely generated monoid.
A Shokurov algebra on X is the b-divisorial algebra R(X,m(S)),
where m : S →Mob(X) is a superadditive map such that the system
m(S) is bounded and A(X,∆)-saturated.
Remark 4.6. If dimSR = 1, the previous definition reduces to the
definition of the Shokurov algebra as given in [Cor07].
The next result says that saturation is preserved under restriction.
Lemma 4.7. Let (X,∆) be a relative weak Fano pair projective over
an affine variety Z and let S be a prime component in ∆. Let S be a
finitely generated monoid and assume the system of mobile b-divisors
{Ms}s∈S on X is (A(X,∆)+ S)-saturated. Assume also that S is not
contained in SuppMsX for any s ∈ S. Then the system {resSMs}s∈S
on S is A(S,Diff(∆− S))-saturated.
Proof. This is analogous to [Cor07, Lemma 2.3.43, Lemma 2.4.3]. In
particular, the claim follows as soon as we have the surjectivity of the
restriction map
H0
(
Y,
⌈∑
ξiMsiY + (A(X,∆) + S)Y
⌉)
→ H0(SY , ⌈∑ ξiMsiY |SY +A(S,Diff(∆− S))SY ⌉)
for all ξi ∈ Q+ and all si ∈ S, on log resolutions f : Y = Ys1,...,sn → X
where MsiY is free for every i. The obstruction to surjectivity is the
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group
H1
(
Y,
⌈∑
ξiMsiY +A(X,∆)Y
⌉)
= H1
(
Y,KY +
⌈− f ∗(KX +∆) +∑ ξiMsiY ⌉).
But this group vanishes by Kawamata-Viehweg vanishing since −(KX+
∆) is nef and big and all MsiY are nef. 
Definition 4.8. Let π : X → Z be a projective morphism of varieties,
let S ⊂ Nr be a finitely generated monoid and let δ : S → N be an
additive map. Assume {Bs}s∈S is a system of effective Q-b-divisors on
X such that
(1) the system {δ(s)Bs}s∈S is superadditive and bounded,
(2) for each s ∈ S there is a divisor ∆s on X such that KX +∆s is
klt and lim
κ→∞
(1/κ)BκsX ≤ ∆s,
(3) for each s ∈ S there is a model Ys over X and a mobile b-divisor
Ms such that
MsY = Mob
(
δ(s)(KY +BsY )
)
for every model Y over Ys.
Let m : S →Mob(X) be the superadditive map given by m(s) =Ms
for all s ∈ S.
If the systemm(S) is F-saturated for some b-divisor F with ⌈F⌉ ≥ 0,
we say the system m(S) is adjoint and that the algebra R(X,m(S))
is an adjoint algebra on X .
5. Finite generation revisited
Lemma 5.1. Let X be a variety projective over an affine variety Z, let
S =∑ni=1Nei be a monoid and letm : S →Mob(X) be a superadditive
map. If there are positive integers κ1, . . . , κn and a truncation S ′ =∑n
i=1Nκiei of S such that R(X,m(S ′)) is finitely generated, then the
algebra R(X,m(S)) is finitely generated.
Proof. It is enough to observe that R(X,m(S)) is an integral exten-
sion of R(X,m(S ′)): for any ϕ ∈ R(X,m(S)) we have ϕκ1···κn ∈
R(X,m(S ′)). That concludes the proof. 
Lemma 5.2. Let X be a variety projective over an affine variety Z.
Assume a monoid S is finitely generated and let m : S → Mob(X)
be a superadditive map. If there exists a rational polyhedral refinement
SR =
⋃k
i=1∆i such that m|∆i∩S is an additive map up to truncation for
each i, then the algebra R(X,m(S)) is finitely generated.
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Proof. Let {eij : j ∈ Ii} be a finite set of generators of ∆i∩S by Lemma
2.4 and let κij be positive integers such that m|Pj∈Ii Nκijeij is additive
for each i. Set κ :=
∏
i,j κij and let S ′ =
∑
i,j Nκeij be a truncation of
S.
Let e˜ =
∑
i,j λijκeij ∈ ∆i ∩ S ′ for some λij ∈ N. Then
∑
i,j λijeij ∈
∆i ∩ S and thus there are µj ∈ N such that
∑
i,j λijeij =
∑
j∈Ii
µjeij.
From here we have
e˜ = κ
∑
j∈Ii
µjeij ∈
∑
j∈Ii
Nκeij
and therefore ∆i ∩ S ′ =
∑
j∈Ii
Nκeij is a truncation of
∑
j∈Ii
Nκijeij;
in particular m|∆i∩S′ is additive for each i.
I claim the algebra R(X,m(S ′)) is finitely generated, and thus the
algebra R(X,m(S)) is finitely generated by Lemma 5.1. To this end
let Y → X be a model such that m(κeij) for all i, j descend to Y . Let
s =
∑
j∈Ii
νijκeij ∈ ∆i ∩ S ′ for some i and some νij ∈ N. Then
m(s) =
∑
j∈Ii
νijm(κeij) =
∑
j∈Ii
νijm(κeij)Y
=
∑
j∈Ii
νijm(κeij)Y =m(s)Y ,
and thus m(s) descends to Y and
R(X,m(S ′)) =
⊕
s∈S′
H0(Y,m(s)Y ).
Fix i and consider the free monoid Ŝi =
⊕
j∈Ii
Nκeij ; the associated
Cox ring R(Y, {m(κeij)Y }j∈Ii) is finitely generated by [HK00, Lemma
2.8]. The canonical projection Ŝi → ∆i ∩ S ′ gives the surjection
R(Y, {m(κeij)Y }j∈Ii)→ R(X,m(∆i ∩ S ′)),
thus the algebra R(X,m(∆i ∩S ′)) is finitely generated for each i. The
set of generators of R(X,m(∆i ∩ S ′)) for all i generates R(X,m(S ′))
and the claim follows. 
Definition 5.3. Let S be a monoid and let f : S → G be a superad-
ditive map to a monoid G.
For every s ∈ S, the smallest positive integer ιs, if it exists, such
that f(Nιss) is an additive system is called the index of s (otherwise
we set ιs =∞).
I can finally make a connection with superlinear functions.
Lemma 5.4. Let X be a variety, S a finitely generated monoid and let
f : S → G be a superadditive map to a monoid G which is a subset of
WDiv(X) or Div(X), such that for every s ∈ S the index ιs is finite.
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Then there is a unique superlinear function f ♯ : SR → GR such that
for every s ∈ S there is a positive integer λs such that f(λss) = f ♯(λss).
Furthermore, let C be a rational polyhedral subcone of SR. Then f|C∩S
is additive up to truncation if and only if f ♯|C is linear.
Proof. The construction will show that f ♯ is the unique function with
the stated properties. To start with, fix a point s ∈ SQ and let κ be a
positive integer such that κs ∈ S. Set
f ♯(s) :=
f(ικsκs)
ικsκ
.
This is well-defined: take another κ′ such that κ′s ∈ S. Then by the
definition of the index we have
f(ικsικ′sκκ
′s) = ικsκf(ικ′sκ
′s) = ικ′sκ
′f(ικsκs),
so f(ικsκs)/ικsκ = f(ικ′sκ
′s)/ικ′sκ
′.
Now let s ∈ SQ, let ξ be a positive rational number and let λ be a
sufficiently divisible positive integer such that λξs ∈ S. Then
f ♯(ξs) =
f
(
(ιλξsλ)ξs
)
ιλξsλ
= ξ
f
(
(ιλξsλξ)s
)
ιλξsλξ
= ξf ♯(s),
so f ♯ is positively homogeneous (with respect to rational scalars). It is
also superadditive: let s1, s2 ∈ SQ and let κ be a sufficiently divisible
positive integer such that f(κs1) = f
♯(κs1), f(κs2) = f
♯(κs2) and
f
(
κ(s1 + s2)
)
= f ♯
(
κ(s1 + s2)
)
. By superadditivity of f we have
f(κs1) + f(κs2) ≤ f
(
κ(s1 + s2)
)
,
so dividing the inequality by κ we obtain superadditivity of f ♯.
Let E be any divisor on X , respectively any geometric valuation E
over X , when G ⊂WDiv(X), respectively G ⊂ Div(X). Consider the
function f ♯E given by f
♯
E(s) = multE f
♯(s). Proposition 2.3 applied to
each f ♯E shows that f
♯ extends to a superlinear function on the whole
SR.
For the statement on cones, necessity is clear. Assume f ♯|C is linear
and by Lemma 2.4 let e1, . . . , en be generators of C ∩ S. For s0 =
e1 + · · ·+ en we have
(10) f ♯(s0) = f
♯(e1) + · · ·+ f ♯(en).
Let µ be a positive integer such that f(µs0) = f
♯(µs0) and f(µei) =
f ♯(µei) for all i. From (10) we obtain
f(µs0) = f(µe1) + · · ·+ f(µen),
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and Lemma 2.5 implies that f ♯ is additive on the truncation Ŝ =∑
Nµei of C ∩ S. 
Definition 5.5. In the context of Lemma 5.4, the function f ♯ is called
the straightening of f .
Remark 5.6. In the context of the assumptions of Lemma 5.4 let
s ∈ S. Let λ be a positive integer such that f ♯(λs) = f(λs). Then for
every positive integer µ we have
f(µλs) ≥ µf(λs) = µf ♯(λs) = f ♯(µλs) ≥ f(µλs),
so f(µλs) = µf(λs). Therefore the index ιs is the smallest integer λ
such that f ♯(λs) = f(λs).
Remark 5.7. The formulations of Conjectures A and B are in general
the best possible, that is we cannot extend the results to the boundary
of the cone SR. For let X be a variety, let S = N2 and assume m : S →
Mob(X) is a superadditive map such that the systemm(S) is bounded
and F-saturated. Let n : S →Mob(X) be the superadditive map given
by
n(s) =
{
m(s), s ∈ SR\ intSR,
m(2s), s ∈ intSR.
Since saturation is the property of rays by Lemma 4.4, the system n(S)
is again F-saturated. However the algebra R(X,n(S)) is not finitely
generated since the map n♯ is not continuous on the whole SR.
6. Curve case
In this section I will confirm Conjectures A and B on an affine curve.
Theorem 6.1. Let X be an affine curve, let S be a finitely generated
submonoid of Nr and let m : S → Mob(X) be a superadditive map such
that the system m(S) is bounded and F-saturated. Let C be a rational
polyhedral cone in intSR.
Then the algebra R(X,m(C ∩ S)) is finitely generated.
Remark 6.2. Observe that on a curve b-divisors are just the usual
divisors. Also all divisors move in the corresponding linear systems, so
the saturation condition reads
⌈(µ/ν)m(νs) + F⌉ ≤m(µs)
for every s ∈ S and all positive integers µ and ν. By boundedness the
limit lim
µ→∞
m(µs)/µ exists for every s ∈ S. Therefore for each s ∈ S
the algebra R(X,m(Ns)) is finitely generated, see [Cor07, 2.3.10], and
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thus the index of every s ∈ S is finite. Furthermore the map m♯|C is
Q-PL if and only if for every prime divisor E in the support of m(S)
the function m♯E |C is Q-PL, see the proof of Lemma 5.4. Also the
saturation condition on a curve is a component-wise condition, so from
now on I assume the system m(S) is supported at a point.
Lemma 6.3. Let X be an affine curve, let S be a finitely generated
monoid and let m : S → Mob(X) be a superadditive map such that the
system m(S) is bounded, supported at a point P and F-saturated. Let
m♯ : SR → Mob(X)R be the straightening of m.
Then there exists a constant 0 < b ≤ 1/2 with the following property:
for each s ∈ S either m♯(s) = m(s) or m♯(s) = m(s) + esP for some
es with b ≤ es ≤ 1− b.
Proof. Let F = −fP with f < 1. Fix s ∈ S and assumem♯(s) 6=m(s).
Then there is the smallest positive integer λ such that m
(
(λ+ 1)s
) 6=
(λ+ 1)m(s); in particular
m(λs) = λm(s)
and
m
(
(λ+ 1)s
)
= (λ+ 1)m(s) + eλsP
for some eλs ≥ 1. From the saturation condition we have⌈(
λ/(λ+ 1)
)
m
(
(λ+ 1)s
)− fP ⌉ ≤m(λs),
that is ⌈
m(λs) +
(
λ/(λ+ 1)
)
eλsP − fP
⌉ ≤ m(λs).
This implies λ/(λ+ 1) ≤ f , and so 1/(λ+ 1) ≥ 1− f . Therefore
m♯(s) ≥ 1
λ+ 1
m
(
(λ+ 1)s
)
=m(s) +
1
λ + 1
eλsP ≥m(s) + (1− f)P.
On the other hand, let κ be a positive integer such that m♯(κs) =
m(κs). Then saturation gives
⌈(1/κ)m(κs)− fP ⌉ ≤m(s),
that is
⌈m♯(s)− fP ⌉ ≤m(s).
Hence
m♯(s)−m(s) ≤ fP.
In particular if f ≤ 1/2 then m♯(s) = m(s) for every s ∈ S. Set
b := min{1− f, 1/2}. 
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Lemma 6.4. Let X be an affine curve, let S be a finitely generated
monoid and let m : S → Mob(X) be a superadditive map such that
the system m(S) is bounded, supported at a point P and F-saturated.
Let b be the constant from Lemma 6.3. Then for each s ∈ S we have
ιs ≤ 1/b.
Proof. Let m♯ : SR → Mob(X)R be the straightening of m. Observe
that Lemma 6.3 implies that m(s) = ⌊m♯(s)⌋ for each s ∈ S, and this
in turn implies that the index ιs is the smallest integer λ such that
m♯(λs) is an integral divisor (cf. Remark 5.6).
Now fix s ∈ S, assume ιs > 1 and let m♯(ιss) = m(ιss) = µsP .
Notice that ιs and µs must be coprime: otherwise assume p is a prime
dividing both ιs and µs. Then
m♯
(
(ιs/p)s
)
= (µs/p)P
is an integral divisor and so ιs is not the index of s, a contradiction.
Therefore there is an integer 1 ≤ κ ≤ ιs−1 such that κµs ≡ 1 (mod ιs),
and therefore
m♯(κs) = (κµs/ιs)P and m(κs) =
(
(κµs − 1)/ιs
)
P.
Combining this with Lemma 6.3 we obtain
bP ≤m♯(κs)−m(κs) = (1/ιs)P,
and finally ιs ≤ 1/b. 
Finally we have
Proof of Theorem 6.1. By Lemma 2.4 the monoid S ′ = C ∩S is finitely
generated and let e1, . . . , en be its generators. We have S ′R = C and m♯
is continuous on S ′R. Setting κ := ⌊1/b⌋! for b as in Lemma 6.3, and
taking the truncation Ŝ =∑ni=1Nκei of S ′ we have that m♯(s) =m(s)
for every s ∈ Ŝ by Lemma 6.4 and S ′R = ŜR. By Remark 6.2 I assume
the system m(S) is supported at a point.
By Corollary 3.2 applied to the monoid Ŝ the map m♯| bSR is Q-PL
and thus the algebra R(X,m(S ′)) is finitely generated by Lemmas 5.2
and 5.4. 
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