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1 Introduction
The interferometric measurement technique known as
electro-optic holography [1-5] is a modern noncontact mea-
surement method based on the interference phenomenon
[6,7] and phase shifting [1,7,8]. Like other modern non-
destructive digital interferometric techniques, this method
can be used for very accurate measurement of static and
dynamic shape deformation of structures in many areas of
industry [9–15]. Subsequent processing of the measured data
enables a strain and stress analysis of the structures to
be performed [2,16]. In contrast to classical holographic
measurement techniques [17], modern optoelectronic array
detectors are used for recording the intensity of the interfer-
ence field, e.g. CCD, together with highly precise phase shift-
ing devices that enable very accurate evaluation of the phase
change of the object wave field. This phase change of the
object wave field is closely related to changes in the shape of
the measured object surface that are caused, for example, by
loading of the structure under investigation. Electro-optic
holography is an attractive modern method for measuring,
displacements and strains in the field of experimental stress
analysis. The technique can be used for measuring both
optically smooth and rough surfaces during static or dynamic
events.
The automatic evaluation process is studied during static
displacement measurement, using the electro-optic holo-
graphic method to obtain the required measurement accu-
racy with various types of phase calculation algorithms.
Several multistep phase evaluation algorithms are proposed,
and a complex analysis is carried out with respect to main
factors that influence the measurement and evaluation pro-
cess in practice [18-21]. This paper proposes a mathematical
model for analysing the main measurement factors. This
model enables an analysis of the accuracy and stability of the
proposed phase evaluation algorithms with respect to chosen
parameters of the affecting factors. An analysis is preformed
of several phase calculation algorithms using this model. It is
shown that the influence of various measurement errors can
be effectively reduced by a suitable choice of phase measuring
algorithms. The analysis can be used for a general compari-
son of any phase evaluation algorithm in phase shifting.
2 Principle of the measurement
method
The method uses the interaction of arbitrary coherent
wave fields with the tested object in order to determine the
change in the shape of the object. Information about the dis-
placement of the object surface is then coded into the phase
of the object field, the physical properties of which are modi-
fied after reflection from the tested object. To determine
this phase we allow the object wave field to interfere with the
reference wave field. From the measured values of the re-
corded intensity of the interference field we are able to obtain
phase values. Consider now for simplicity two linearly polar-
ized coherent wave fields with the same polarization vector.
Then for the resulting intensity of the interference field in the
plane (x,y) of the detector for two different states of the tested
object we obtain [5,6]
        I x y A x y B x y x yi i, , , cos ,    , (1)
          I x y A x y B x y x y x yzi i, , , cos , ,      , (2)
where A and B are functions that characterize the mean inten-
sity and modulation of the recorded interference signal,  is
the phase difference between the object and the reference
field, Ii and Izi are the values of the intensity in the i-th frame
with phase shift i,  is the change of the phase of the object
field. It is necessary to capture at least three phase-shifted
interferograms to determine phase values  unambiguously
with the phase shifting technique [1,7].
For static measurements, N phase-shifted interference
patterns are recorded in two different states of the investi-
gated object, e.g. in different loading states. In the general
case we can derive the following equation for the phase
change  of the object wave field at some point (x,y)
©  Czech Technical University Publishing House http://ctn.cvut.cz/ap/ 35
Acta Polytechnica Vol. 42  No. 4/2002
Analysis of Phase Evaluation Algorithms
in an Interferometric Method for Static
Deformation Measurement
J. Novák
This article describes and analyses an interferometric method for measuring displacements and deformation. The method can be used for a
very accurate evaluation of the change in the surface shape of structures used in industry. The paper proposes several multistep phase
calculation algorithms and describes an automatic evaluation process using the measurement technique. A complex analysis is also
performed of various factors that can have a negative effect on the practical measurement and evaluation process. An analysis is made of the
proposed multistep phase calculation algorithms using the proposed error model. It is shown that the resulting phase measurement errors
can be effectively reduced by using suitable phase calculation algorithms. The analysis can be applied for a complex comparison of the
accuracy and stability of such algorithms.
Keywords: noncontact deformation measurement, phase calculation algorithms, error analysis.
  
    





I x y I x y C D C D
I x y I x y








































C Q Q Qi i i  11 12 13cos sin  (4a)
D Q Q Qi i i  21 22 23cos sin  (4b)
and N is the number of phase shifted intensity measurements
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Equation (3) is a general phase calculation algorithm. The
calculated phase values  are located in the range [-,].
The discontinuous distribution of the evaluated phase val-
ues, so called wrapped phase values, must be reconstructed
(unwrapped) using suitable mathematical techniques [23,24].
The unwrapped phase values  are then closely related to
the optical path difference between the object and reference
beam and subsequently also to the displacement of the object
surface. This relation can be expressed for any observed point
P on the object surface as
        

P W P P P 
2
s d , (7)
where  is the phase change of the object wave field for two
different states of the object,  is the wavelength of light, d is
the displacement vector, and s is the sensitivity vector. The
sensitivity vector is defined as [2]
      s a bP P P 2

, (8)
where a is the illumination direction and b is the observation
direction. The displacement vector d can be determined from
(7) [25]. The principal scheme for measurement of
displacements is shown in Fig. 1.
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Fig. 1: Measurement of displacements
Fig. 2: Experimental scheme of the measurement system
3 Experimental arrangement for
deformation measurement
We now focus on practical implementation of the
described measurement technique for measuring the change
in the shape of the measured object. Figure 2 shows an
experimental scheme of the measurement system with a
piezotranslator used as a phase shifting device. Phase shifting
is implemented into the reference beam by shifting a small
plane mirror M1 mounted on a very precise piezoelectric
transducer PZT. The beam of light from the source of
coherent radiation (laser) is divided into two beams by the
beamsplitter BS1. The first beam (reference beam) reflects
successively from mirror M1, mirror M2 and beamsplitter BS2.
The second beam (object beam) reflects from mirror M3 and
test object O. Then the object beam passes through beam-
splitter BS2. Both beams (reference and object) interfere, and
the CCD sensor detects the resulting intensity of the interfer-
ence field in a chosen plane (x,y). The main element in the
whole experimental measuring system is the computer with
the control unit, which controls the precise shifting of the
piezotranslator and detection of the intensity of the light with
a CCD sensor.
4 Analysis of the Measurement and
Phase Evaluation Process
The overall accuracy of interferometric measuring tech-
niques is expressed in terms of systematic and random errors
during the measurement process. There are many factors that
can influence the measurement accuracy. The sensitivity of
phase calculation with respect to parameters A, B and  in the
interference equation (2) depends on the specific phase mea-
suring algorithm used for measurement evaluation. Gen-
erally, errors in interferometric measurements can be classi-
fied into two distinct categories: systematic and random errors.
In order to identify the parameters which introduce errors
into the measurement and evaluation process the different
components of the interferometric system are considered (see
Table 1). In practice, some of these errors can be avoided in
advance, e.g. by proper choice of components of the measur-
ing system. The most important types of errors in the de-
scribed measuring technique are random and systematic er-
rors caused by the phase shifting device and by the detector.
A very interesting and important task for practical use of
the method is to find out the accuracy of the method for
a given measurement arrangement. In the case of small
changes in  the error of the phase difference  can be ex-
pressed as
           cos2 tan , (9)
where function (tan) depends on the values of the inten-
sity detection error, the phase shift error and the form of the
particular evaluation algorithm.
Functions tan can be derived for different values of
the phase shift  from (3). In our work, a numerical model
was proposed for determining the influence of the most
important measurement factors on the phase evaluation
process. A study was made of the impact on the overall
accuracy and stability of the phase evaluation algorithms
in this method. Random and systematic errors of the
phase shifting device and the detector were simulated with a
computer program and the resulting phase error was de-
termined. It was assumed that the random errors behave as
normally distributed quantities with the mean value zero. The
error of the phase shifting device can be modelled by the
expression [19, 26]
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Parameters Error origin Classification
Laser Variation of mean intensity Systematic
Variation of coherence Systematic
Variation of laser frequency Systematic
Photon noise Random
Phase shifting device Miscalibration of phase shift Systematic
Non-linearity of phase shift Systematic
Inequality of phase shift Random
Detector Electronic noise Random
Quantization noise Random
Non-linear detection Systematic
Optical parts Geometrical aberrations Systematic
Environmental parameters Vibrations Random
Fluctuations of refractive index Random





















where i is the phase shift, ck are coefficients of systematic
errors of the phase shifting device, and 	

is the random
error of the phase shifting device. Coefficients ck describe
the real (nonlinear) behaviour of the chosen phase shift-
ing device. However, the first two coefficients c1 and c2 are
most significant for the measurement and evaluation process
in practice. The standard deviation of the random error
distribution can be determined for our model from the ac-
curacy of the phase shifting device. Assume now that we
use a very precise piezoelectric translator for phase shifting.
The non-linearity is then in the range 0.01–0.2% and the
repeatability of the shifting is 
(1–10) nm [27]. From the
repeatability of the phase shifting device we can calculate the







where W is the change of the optical path difference caused
by shifting a small mirror in the path of the reference beam,
and  is the wavelength of light. In the case of a He-Ne laser
with the wavelength   632.8 nm, the phase error will be
approximately in the range 0.2–0.01 radians. The error in
detection of the intensity of the observed interference field
can be modelled on the basis of









where I is the intensity of the interference field, dk are coef-
ficients that characterize the systematic errors in intensity
detection, and 	I is the random error in intensity detec-
tion. Coefficients dk describe the real (nonlinear) behaviour
of the given detector of the intensity of the interference
field. The most important factor for a real description of
the detector response on the incident light is coefficient d1,
which describes the second order non-linear response of
the detector. The standard deviation that characterizes the
distribution of random errors during the detection process of
the interference signal can be simulated as a fraction of the in-
tensity incident onto the detector, i.e. 	I pI , where values of
p can be considered in the range 0.1–1% with respect to
the properties of the currently produced detectors used for
recording the intensity of the interference field.
It is important to know which properties of the individual
elements of the measurement system are needed in order to
obtain the required accuracy of the calculated phase values
using some of the phase calculation algorithms. These factors
were implemented into a numerical model that can simulate
the impact on the measurement accuracy of the individual
parameters that describe these factors [20]. The model of
the intensity distribution for the i-th measurement can be
expressed as
 I A B Ii i i    cos      , (13a)
 A I I B I I  0 02R R, , (13b)
where IR is the intensity of the reference beam, I0 is the
intensity of the object beam, A is the mean intensity of the
interference signal, B is the modulation of the interference
signal,  is the phase change of the object beam, i is the
phase shift in i-th intensity measurement, i is the phase
shift error, and I is the detection error. The resulting error
of phase values  is then given by
         , (14)
where are the calculated phase values and  are the original
phase values. For the performed error analysis values 
were considered in the range (, ). Now we can study
the influence of the described factors on the accuracy of phase
calculation for individual phase measuring algorithms
in electro-optic holography. A root-mean-square 	

of calcu-
lated phase errors was chosen as an error characteristic, i.e.










where M is the number of computer simulations of a phase
evaluation. More than 500 simulation cycles were performed
to guarantee the reliability of the results. The parameters
considered in the error analysis of the phase calculation algo-
rithms are shown in Table 2.
From (3) we can derive many phase calculation algorithms
by a suitable choice of phase shift values  and the number of
recorded intensity frames N needed for calculation. In identi-
cal measurement conditions, i.e. with the same error factors,
the algorithms will differ in their sensitivity to these factors.
The following text describes several phase calculation algo-
rithms for electro-optic holography and these algorithms are
compared using our model. For simplification of description,
the differences between the different intensity measurements
were denoted as
a I I b I Ii, k i k i, k zi zk   , , (16)
where Ii and Izi are the i-th intensity measurements in two dif-
ferent states of the observed object. Ii and Izi are functions of
the phase shift i in the i-th measurement of the intensity of
the interference field. The derived phase calculation algo-
rithms are shown in Table 3. They were denoted as A1–A9.
Figure 3 shows the relationship between the error of phase
values () and phase values  from the range (,), which
enables a comparison of the accuracy and stability of the
phase calculation algorithms.
We can observe that the resulting phase error () is very
dependent on phase values , and the algorithms differ in
the accuracy and stability of phase calculation in the given
range. With increasing number of steps N the phase error de-
creases, but the phase error also depends on the properties of
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the particular algorithm, not only on the number of steps. On
the basis of this error analysis we can conclude that the most
accurate algorithms are multi-step algorithms A7, A8 and
A11. The five-step algorithm also seems to have relatively
very good properties as regards measurement errors. How-
ever, the three-step phase calculation algorithms A1 and A2
are the least accurate and least stable of all compared algo-
rithms. The third three-step algorithm A3 is evidently rather
more accurate than the other three-step algorithms.
From a practical viewpoint, the time needed for the mea-
surement and its automatic evaluation is also important.
Therefore the time for phase calculation using various phase
evaluation algorithms was also determined. Table 4 shows the
relative computing time, which is taken as the ratio of the
computing time for a given algorithm and the minimum
computing time for all the algorithms. The computing time
was obtained using the computer simulation of phase evalua-
tion with different phase calculation algorithms. It is reason-
able to assume that phase calculation algorithms with a larger
number of steps N are more time consuming, but on the basis
of our analysis we can see that the increase in computing time
is not very rapid. The difference in computing time between
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Table 3
the fastest three-step and the slowest eleven-step algorithm is
approximately 25 %.
It can also be seen that the computing time does not
depend directly on the increasing number of steps N. For
example, the computing time for algorithms A1, A2 and
A4, which differ in the number of steps required for phase
evaluation, is practically the same. In order to determine the
computing time it is necessary to consider the number of
mathematical operations needed for phase calculation with
each particular algorithm. However, it should be noted that
the time for the phase shifting process itself, i.e. shifting the
piezotranslator between individual captured intensity frames,
needs to be included in the total time for phase evaluation.
If we try to summarize the results of the performed analy-
sis, it will in most cases in practice be sufficient to use five-step
phase calculation algorithms, which are very accurate and less
time consuming. To obtain greater measurement accuracy,
algorithms with a larger number of steps can be used, but
the practical application of phase calculation algorithms with
a greater number of intensity measurements depends on
the specific character of the measurement. These algorithms
need a longer time to record all frames, which may not sat-
isfy the requirements for the measurement, e.g. in the case of
a measurement in an environment with quickly changing
thermo-mechanical parameters.
5 Conclusion
We have described a noncontact interferometric measure-
ment technique that can be used for deformation measure-
ment in industry. The method is based on the principle of in-
terference of arbitrary coherent wave fields and the phase
shifting technique for automatic analysis of a measurement in
real time. It can be used for very precise testing of various
types of structures and objects in science and engineering. In
order to detect the interference field, modern optoelectronic
elements are used together with computers. This enables the
measurement analysis to be carried out automatically in real
time using suitable phase calculation algorithms. A general
equation for phase evaluation was described, and several
phase calculation algorithms were derived. Complex error
analysis was performed on them. The influence of the main
factors that affect the accuracy of phase evaluation was consid-
ered in the error analysis. It is shown that phase measurement
errors can be decreased by a proper choice of the phase calcu-
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lation algorithm. The analysis can be applied for comparing
any phase measurement algorithms.
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