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DUALITY AND MAPPING TORI IN HEEGAARD FLOER HOMOLOGY
IAN ZEMKE
Abstract. We show that the graph TQFT for Heegaard Floer homology satisfies a strong version
of Atiyah’s duality axiom for a TQFT. As an application, we compute some Heegaard Floer mixed
invariants of 4-dimensional mapping tori in terms of Lefschetz numbers on HF+.
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1. Introduction
Heegaard Floer homology is a package of invariants associated to 3- and 4-manifolds introduced
by Ozsva´th and Szabo´ [OS04e] [OS06]. To a connected, closed, oriented 3-manifold Y with a Spinc
structure s, they construct Z[U ]-modules
HF−(Y, s), HF∞(Y, s) and HF +(Y, s),
as well as a Z-module ĤF (Y, s). If Y1 and Y2 are 3-manifolds and W is a cobordism from Y1 to Y2
which is equipped with a Spinc structure t, they construct a cobordism map
F ◦W,t : Λ
∗(H1(W ;Z)/Tors)⊗Z HF ◦(Y1, t|Y1)→ HF ◦(Y2, t|Y2),
for ◦ ∈ {+,−,∞,∧}.
IfX is a smooth, closed, oriented 4-manifold with a Spinc structure t, by combining the information
contained in the cobordism maps associated to the + and − flavors, Ozsva´th and Szabo´ define a
mixed invariant
ΦX,t : Λ
∗(H1(X;Z)/Tors)⊗Z Z[U ]→ Z/±1.
Throughout this paper, we will work over the ground field F2 := Z/2Z, instead of Z.
This research was supported by NSF grant DMS-1703685.
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1.1. Heegaard Floer mixed invariants of mapping tori. If V = V0⊕V1 is a finite dimensional,
relatively graded vector space over a field k, and F : V → V is a map which preserves the relative
grading, the Lefschetz number of F is defined as
Lef(F : V → V ) := tr(F |V0)− tr(F |V1) ∈ k.
Whenever s is a Spinc structure on Y 3 with c1(s) non-torsion, the group HF
+(Y, s) is a finitely
generated vector space over F2. In this paper, we prove the following result about 4-manifolds which
admit a non-separating cut:
Theorem 1.1. Suppose that X4 is a closed, oriented 4-manifold with b+2 (X) > 1 and Y
3 ⊆ X is a
closed, oriented, non-separating 3-dimensional submanifold. Write W for the cobordism obtained by
cutting X along Y . Suppose s ∈ Spinc(W ) is a Spinc structure whose restrictions to both copies of Y
in ∂W agree and are non-torsion, and ξ ∈ Λ∗(H1(W ;Z)/Tors)⊗ F2[U ]. Then the mixed invariants
of X satisfy
Lef
(
F+W,s(ξ ⊗−) : HF +(Y, s|Y )→ HF +(Y, s|Y )
)
=
∑
t∈Spinc(X)
t|W=s
ΦX,t(ξ).
A motivating example of a 4-manifold which admits a non-separating cut is a mapping torus. If
Y is a closed, oriented 3-manifold and φ : Y → Y is an orientation preserving diffeomorphism, the
mapping torus Xφ of the pair (Y, φ) is defined as
Xφ :=
Y × [0, 1]
(y, 1) ∼ (φ(y), 0) .
By specializing Theorem 1.1, we obtain the following:
Corollary 1.2. Suppose Y 3 is closed, oriented 3-manifold and φ : Y → Y is an orientation preserv-
ing diffeomorphism such that the mapping torus Xφ has b
+
2 (Xφ) > 1. If s ∈ Spinc(Y ) is non-torsion
and φ∗(s) = s, then the mixed invariants of Xφ satisfy
Lef
(
φ∗ : HF +(Y, s)→ HF +(Y, s)
)
=
∑
t∈Spinc(Xφ)
t|Y =s
ΦXφ,t(1).
The simplest example of a mapping torus is the manifold Y × S1. For this manifold, we can say
a bit more about the mixed invariants. The projection map pi : Y × S1 → Y induces a map
pi∗ : Spinc(Y )→ Spinc(Y × S1).
We say that a Spinc structure on Y × S1 is S1-invariant if it is in the image of pi∗. As with the
analogous situation in Seiberg-Witten theory [Bal01], the adjunction inequality gives the following:
Proposition 1.3. If Y 3 has b1(Y ) > 1 and s ∈ Spinc(Y ) is non-torsion, then
ΦY×S1,pi∗(s)(1) = χ(HF
+(Y, s)).
Furthermore, if t ∈ Spinc(Y × S1) is not S1-invariant, then
ΦY×S1,t(1) = 0.
Remark 1.4. Theorem 1.1 and the subsequent corollaries fail if s|Y is torsion. For example, consider
T4 ∼= T3 × S1. Since T4 is symplectic, it follows that ΦT4,t(1) = 1 if c1(t) = 0 and ΦT4,t(1) = 0
otherwise [OS04a, Theorem 1.1]. On the other hand, HF +(T3, s) is not finitely generated over F2
for the torsion Spinc structure on T3, and HF +red(T3, s) vanishes for all Spin
c structures on T3.
By extending the techniques of this paper using twisted coefficients, one can prove a refinement
of Theorem 1.1 which applies to torsion Spinc structures on Y and allows one to separate out the
mixed invariants of different Spinc structures on X which restrict to s on W . We will not consider
twisted coefficients in this paper, to simplify the notation.
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1.2. Trace and cotrace cobordisms and the graph TQFT. The main technical input required
for Theorem 1.1 is a result about the graph TQFT for Heegaard Floer homology, which is constructed
in [Zem15]. The graph TQFT provides a construction of cobordism maps between disconnected 3-
manifolds (a situation where the maps from [OS06] are not defined). Constructing such maps comes
at the expense of incorporating basepoints more explicitly into the TQFT structure. If (Y,w)
consists of a 3-manifold Y (possibly disconnected, or empty) together with a collection of basepoints
w ⊆ Y , there are F2[U ]-modules
HF−(Y,w, s), HF∞(Y,w, s) and HF +(Y,w, s),
as well as a vector space ĤF (Y,w, s) over F2. The construction of multi-pointed Heegaard Floer
complexes for connected 3-manifolds is due to Ozsva´th and Szabo´ [OS08]. Implicitly, the homology
groups discussed earlier were for connected 3-manifolds with a single basepoint.
We use the following notion of cobordism between multi-pointed 3-manifolds (from [Zem15]):
Definition 1.5. We say a pair (W,Γ) is a ribbon graph cobordism from (Y1,w1) to (Y2,w2) if
the following hold:
(1) W is a cobordism from Y1 to Y2 and Γ ⊆W is an embedded graph.
(2) Γ ∩ ∂W = w1 ∪w2.
(3) Each basepoint in w1 ∪w2 has valence 1 in Γ, and Γ has no valence 0 vertices.
(4) Each vertex of Γ is decorated with a cyclic ordering of the edges adjacent to it.
In [Zem15], the author describes functorial cobordism maps associated to ribbon graph cobordisms.
Some background on the construction is provided in Section 4. If (W,Γ) : (Y1, w1) → (Y2, w2)
is a graph cobordism between two singly pointed, connected 3-manifolds, and Γ is a path from
w1 to w2, then the graph cobordism map for (W,Γ) agrees with the map defined by Ozsva´th
and Szabo´ in [OS06]. The dependence on the path Γ is also explored in [Zem15]. According to
[Zem15, Theorem G], the cobordism maps from [OS06] are independent of the choice of path on the
+,− and ∞ flavors, but not always on the ∧ flavor.
In [OS04d], Ozsva´th and Szabo´ describe the effect of orientation reversal on the Heegaard Floer
complexes. Writing −Y for Y with its opposite orientation, there is a natural chain isomorphism
(1) CF−(−Y,w, s) ∼= CF−(Y,w, s)∨ := HomF2[U ](CF−(Y,w, s),F2[U ]),
which is defined on the level of Heegaard diagrams (see [OS04d, Proposition 2.5]). Phrased another
way, there is a natural pairing between CF−(Y,w, s) and CF−(−Y,w, s), which we call the trace
pairing.
Following an influential paper of Witten [Wit88], Atiyah describes an axiomatic framework for
TQFTs [Ati88], which features a duality axiom concerning orientation reversal. According to
Atiyah’s duality axiom, one should expect the duality isomorphism from Equation (1) to have an
interpretation in terms of cobordism maps.
If (Y,w) is a multi-pointed 3-manifold, the 4-manifold with embedded graph (Y × [0, 1],w× [0, 1])
can be viewed as a graph cobordism in three ways, depending on which ends we identity as incoming
and outgoing. We suggestively call these the identity cobordism, the trace cobordism, and the
cotrace cobordism. We illustrate the three configurations in Figure 1.1. The graph TQFT from
[Zem15] assigns maps to the trace and cotrace cobordisms, though it is not at all obvious that they
are the trace and cotrace maps, with respect to the duality isomorphism from Equation (1). In this
paper we prove the following:
Theorem 1.6. If (Y,w) is a multi-pointed 3-manifold, the trace graph cobordism (Y × [0, 1],w ×
[0, 1]) : (Y unionsq −Y,w unionsqw)→ ∅ induces the trace map
tr : CF−(Y,w, s)⊗F2[U ] CF−(−Y,w, s)→ F2[U ].
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trace cotraceidentity
Figure 1.1. The identity, trace and cotrace graph cobordisms. All are
equal to (Y × [0, 1],w × [0, 1]), but have different ends identified as incoming or
outgoing.
Similarly, the cotrace graph cobordism (Y × [0, 1],w × [0, 1]) : ∅ → (Y unionsq −Y,w unionsq w) induces the
cotrace map
cotr : F2[U ]→ CF−(Y,w, s)⊗F2[U ] CF−(−Y,w, s).
Remark 1.7. If C is a finitely generated, free module over a ring R, then there are canonical
isomorphisms
HomR(C,C) ∼= HomR(C ⊗R C∨,R) ∼= HomR(R, C∨ ⊗R C).
Under the above isomorphisms, the identity map, the trace map and the cotrace map are all iden-
tified. Hence Theorem 1.6 implies that the cobordism map for (Y × [0, 1],w× [0, 1]) is independent
of which ends of Y × [0, 1] are identified as incoming, and which ends are identified as outgoing.
Remark 1.8. The trace and cotrace formulas from Theorem 1.6 follow from a more general compu-
tation of the graph cobordism map for a three ended 4-manifold obtained from a Heegaard triple.
See Theorem 9.1 for more on this.
We note that Ozsva´th and Szabo´ proved several similar, but slightly weaker results about duality
in Heegaard Floer homology. Firstly, they proved the isomorphism in Equation (1). Secondly,
they described the effect of turning around cobordisms. If W : Y1 → Y2 is a cobordism between
two connected 3-manifolds (implicitly with a choice of basepoints in Y1 and Y2, and a path in W
connecting the basepoints) and W∨ : −Y2 → −Y1 is the cobordism obtained by turning around W ,
they showed in [OS06, Theorem 3.5] that
(2) F−W∨,s = (F
−
W,s)
∨.
It’s a straightforward algebraic exercise to show that Equation (2) can be derived from Theorem 1.6.
1.3. Lefschetz numbers on torsion complexes over F2[[U ]]. We now describe a simple algebraic
result about computing the Lefschetz number of a map on a chain complex over F2[[U ]]. Although
essentially elementary, this result is central to the proof of Theorem 1.1. For algebraic reasons, the
formula is easiest to state if we work over the power series ring F2[[U ]], instead of the polynomial
ring F2[U ].
If C is a relatively graded, finitely generated chain complex over a field k and F : C → C is a
chain map which preserves the relative grading, then
(3) (tr ◦(F ⊗ id) ◦ cotr)(1) = Lef(F∗ : H∗(C)→ H∗(C)) ∈ k.
Note that if k does not have characteristic 2, the trace map in Equation (3) must be replaced by a
signed version of the trace map, sometimes called the supertrace.
It is clear that if C is instead a chain complex over F2[[U ]], the above composition on the left side
of Equation (3) does not give the Lefschetz number of F∗ on H∗(C) as a vector space over F2. A
key step in the proof of Theorem 1.1 is to formulate the correct analog of Equation (3) for chain
complexes over the ring F2[[U ]].
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Suppose C is a free, finitely generated chain complex over F2[[U ]]. We can take the formal
derivative of the differential on C to get a +1 graded chain map
Φ : C → C.
More explicitly, the map Φ is obtained by taking the differential ∂ on C, writing it as a matrix in
terms of a basis of C, and then differentiating each entry of the matrix. The map Φ is independent
of the choice of basis, up to chain homotopy.
We define the chain complexes
C− := C, C∞ := C ⊗F2[U ] F2[U,U−1], and C+ := (C ⊗F2[U ] F2[U,U−1])/C,
and write H−(C), H∞(C) and H+(C) for the respective homology groups. The short exact sequence
0→ C− → C∞ → C+ → 0,
induces a long exact sequence relating the homology groups H−(C), H∞(C) and H+(C). We let
δ : H+(C)→ H−(C)
denote the connecting homomorphism. Since we are working over the power series ring F2[[U ]], it
is not hard to see that whenever H+(C) is finitely generated over F2, the module H∞(C) vanishes,
implying that δ is an isomorphism.
We can now state our formula for the Lefschetz number of an endomorphism of a chain complex
over F2[[U ]] with torsion homology groups:
Proposition 1.9. Suppose that C is a free, finitely generated chain complex over F2[[U ]] such that
H+(C) is finite dimensional over F2. If F : C → C is a chain map which preserves the relative
grading and commutes with the action of U , then Lef
(
F∗ : H+(C) → H+(C)
)
is equal to the
coefficient of U−1 in the expression
(tr ◦δ−1 ◦ (F ⊗ Φ∨) ◦ cotr)(1).
In the above Proposition, Φ∨ denotes the dual of the map Φ : C → C, and δ denotes the connecting
homomorphism δ : H+(C ⊗ C∨)→ H−(C ⊗ C∨).
Remark 1.10. The above algebraic result is stated over F2, since the Heegaard Floer complexes
we will work with will have coefficients in F2[U ]. Nonetheless, the above formula can be stated
for complexes over Q[[U ]], however the maps tr and Φ∨ must be replaced by signed versions. See
Remark 3.4.
In the context of Heegaard Floer complexes, the formal derivative map Φ appearing in Propo-
sition 1.9 is the map induced by the “broken path” graph cobordism shown in Figure 1.2 (see
Lemma 4.5, below). When dealing with the Heegaard Floer complexes, we will usually write Φw for
the broken path graph cobordism map, where w ∈ Y is the basepoint corresponding to the broken
path. For a quick summary of how the expression from Proposition 1.9 appears when computing
the mixed invariants from Theorem 1.1, see Figure 11.1.
The map Φw and some analogs have been studied in other contexts. An early appearance was in
[Sar15], where Sarkar proved a formula for a mapping class group action that involved an analogous
map on link Floer homology. The map Φw appears in the formula for the pi1(Y,w)-action on
CF−(Y,w, s), proven by the author in [Zem15]. Analogous maps appear in the link Floer TQFT
[Juh16] [Zem16], where they have a similar graphical interpretation in terms of certain dividing sets
on cylindrical link cobordisms. The link Floer homology analogs of Φw also feature in a connected
sum formula for involutive knot Floer homology [Zem17].
6 IAN ZEMKE
Φw =
w
w
Figure 1.2. The “broken path” graph cobordism inducing the map
Φw : CF
−(Y,w, s) → CF−(Y,w, s). This graph cobordism induces the map which
features algebraically in Proposition 1.9. The underlying 4-manifold is Y × [0, 1].
1.4. Comparison to Seiberg-Witten theory. There are isomorphisms between the 3-dimensional
Heegaard Floer invariants from [OS04e] and the 3-dimensional Seiberg-Witten Floer invariants ap-
pearing in [KM07]. This result has been established by Kutluhan-Lee-Taubes ([KLT10a], [KLT10b],
[KLT10c], [KLT11], [KLT12]) and independently by Colin-Ghiggini-Honda ([CGH10], [CGH12a],
[CGH12b], [CGH12c]), the latter using [Tau10]. A proof of the equivalence between the 4-dimensional
theories is expected, though hasn’t yet appeared in the literature.
There are several similar results to Theorem 1.1 which have already been proven using Seiberg-
Witten theory. An analog to Theorem 1.1 was proven by Frøyshov using a version of Monopole Floer
homology [Frø10, Theorem 7]. Another example is Baldridge’s computation of the Seiberg-Witten
invariants of 4-manifolds with a free circle action [Bal01].
IfX is a 4-manifold which has the homology of S1×S3, Mrowka, Ruberman, and Saveliev construct
a Seiberg-Witten invariant λSW (X) as a corrected count of irreducible monopoles [MRS11] (note
that our Theorem 1.1 does not apply to such manifolds). The invariant has been further considered
by Lin, Ruberman and Saveliev in [LRS17], and under the assumption that a generator of H3(Y ;Z)
can be realized as a rational homology sphere Y ⊆ X, it is shown in [LRS17] that the invariant
λSW (X) is related to the Lefschetz number of the map induced by the cobordism obtained by
cutting X along Y .
1.5. Organization. In Section 2 we provide some background on Heegaard Floer homology. Sec-
tion 3 is purely algebraic and covers the proof of Proposition 1.9. Section 4 covers some background
and preliminary results about the graph TQFT for Heegaard Floer homology. In Section 5 we de-
scribe a handle decomposition of the trace cobordism. In Sections 6 and 7, we describe two technical
tools which will be useful later in the paper: the generalized 1- and 3-handle maps, and doubled
Heegaard diagrams. In Section 8 we describe the behavior of the graph TQFT with respect to
connected sums, and prove that the maps Ozsva´th and Szabo´ used to prove the Ku¨nneth theorem
are in fact graph cobordism maps. In Section 9 we show that the graph cobordism map for the 4-
manifold obtained from a Heegaard triple is simply the holomorphic triangle map on that Heegaard
triple. In Section 10 we compute the cobordism maps for the trace and cotrace graph cobordisms,
proving Theorem 1.6. Finally, in Section 11, we combine all of the results of the paper and prove
the Lefschetz number formula for the mixed invariants of mapping tori, Theorem 1.1.
1.6. Acknowledgments. I would like to thank Ciprian Manolescu, my Ph.D. advisor, for suggest-
ing the mapping torus problem as a motivating problem for research, as well as providing valuable
suggestions and direction along the way. I would also like to thank Andra´s Juha´sz, Jianfeng Lin,
Robert Lipshitz, Thomas Mark and Peter Ozsva´th for valuable discussions and suggestions. In ad-
dition, the author is indebted to Robert Lipshitz, Peter Ozsva´th and Dylan Thurston for providing
some suggestions for proving Theorem 9.1.
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2. Background on Heegaard Floer homology
2.1. Multi-pointed Heegaard diagrams. To define Heegaard Floer homology for multi-pointed
3-manifolds, we use the following definition:
Definition 2.1. If (Y,w) is a connected, closed 3-manifold with a nonempty collection of basepoints
w, we say that H = (Σ,α,β,w) is a multi-pointed Heegaard diagram for (Y,w) if the following
are satisfied:
(1) Σ ⊆ Y is an embedded surface containing the points w, which splits Y into two handlebodies,
Uα and Uβ, oriented so that Σ = ∂Uα = −∂Uβ.
(2) α = {α1, . . . , αg(Σ)+|w|−1} and β = {β1, . . . , βg(Σ)+|w|−1} each consist of g(Σ)+ |w|−1 pairwise
disjoint, simple closed curves on Σ.
(3) The collection α bounds pairwise disjoint compressing disks in Uα, and β bounds pairwise dis-
joint compressing disks in Uβ.
(4) Each of the sets α and β are homologically independent in H1(Σ \w;Z).
It follows from the above definition that if (Σ,α,β,w) is a multi-pointed Heegaard surface, then
each connected component of Σ \ α and Σ \ β is homeomorphic to a sphere with some number of
disks removed, and each component of Σ \α and Σ \ β contains exactly one w basepoint.
2.2. The Heegaard Floer complexes. If (Y,w) is a connected, closed, oriented 3-manifold with
basepoints w and a Spinc structure s, Ozsva´th and Szabo´ define F2[U ]-modules
HF−(Y,w, s), HF∞(Y,w, s), HF +(Y,w, s), and ĤF (Y,w, s)
in [OS04e] (when |w| = 1) and [OS08] (when |w| > 1). We view U as acting by zero on ĤF (Y,w, s).
To define these homology groups, one first picks a multi-pointed Heegaard diagramH = (Σ,α,β,w)
for (Y,w). There are two tori,
Tα := α1 × · · · × αn and Tβ := β1 × · · · × βn,
inside of the symmetric product Symn(Σ), where n := |α| = |β| = g(Σ) + |w| − 1. There is a map
sw : Tα ∩ Tβ → Spinc(Y ),
defined in [OS04e, Section 2.6]. The chain complex CF−(H, s) is generated over F2[U ] by intersection
points x ∈ Tα ∩ Tβ with sw(x) = s. If φ is a homology class of disks in Symn(Σ), with boundary
on Tα ∪Tβ, and µ(φ) = 1, then the moduli spaceM(φ) is generically 1-dimensional, and has a free
action of R. We let M̂(φ) denote the quotient
M̂(φ) :=M(φ)/R.
The differential on CF−(H, s) counts Maslov index 1 holomorphic strips in Symn(Σ) via the formula
∂(x) =
∑
y∈Tα∩Tβ
∑
φ∈pi2(x,y)
µ(φ)=1
#M̂(φ)Unw(φ) · y.
Under the strong s-admissibility assumption on the diagram H (see [OS04e, Section 4.2.2]), the total
number of holomorphic disks contributing to ∂(x) is finite. In the above expression, nw(φ) denotes
the total multiplicity of the homology class φ over the w basepoints. The complexes CF∞(H, s),
CF +(H, s) and ĈF (H, s) are obtained algebraically from CF−(H, s) by the formulas
CF∞ := CF− ⊗F2[U ] F2[U,U−1], CF + := CF∞/CF− and
ĈF := CF− ⊗F2[U ] F2[U ]/(U = 0).
The short exact sequence 0 → CF−(H, s) → CF∞(H, s) → CF +(H, s) → 0 yields a long exact
sequence on homology. We let
δ : HF +(H, s)→ HF−(H, s)
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denote the connecting homomorphism.
Finally, the groups HF±red(H, s) are defined by
HF−red(H, s) := ker
(
HF−(H, s)→ HF∞(H, s))
and
HF +red(H, s) := coker
(
HF∞(H, s)→ HF +(H, s)).
The connecting homomorphism δ induces an isomorphism from HF +red(H, s) to HF−red(H, s). We
note that unlike HF− or HF +, the module HF±red is always finitely generated over F2.
We need the following naturality result:
Proposition 2.2. If H1 and H2 are two strongly s-admissible diagrams for (Y,w), then there is a
transition map
ΨH1→H2 : CF
−(H1, s)→ CF−(H2, s),
which is well defined up to chain homotopy. Furthermore
ΨH→H ' idCF−(H,s) .
If H1,H2 and H3 are three s-admissible Heegaard diagrams, then
ΨH1→H3 ' ΨH2→H3 ◦ΨH1→H2 .
We refer the reader to [JT12] for more about the problem of naturality, however we make a
few remarks. If H1 and H2 are two admissible Heegaard diagrams for (Y,w), one can always
connect H1 and H2 by a sequence of elementary Heegaard moves. Using this fact, Ozsva´th and
Szabo´ construct a transition map ΨH1→H2 from HF
−(H1, s) to HF−(H2, s) in [OS04e]. They show
that ΨH1→H2 is a quasi-isomorphism, though it isn’t obviously independent of the sequence of
intermediate Heegaard diagrams between H1 and H2. The main result of [JT12] is that the map
ΨH1→H2 is independent (on homology) from the choice of Heegaard moves from H1 to H2. Using
this, it is possible to define a single F2[U ]-module HF−(Y,w, s) as the transitive limit of the groups
HF−(H, s) (see [JT12, Definition 1.1]). In fact, using some additional results proven by Lipshitz
(see [Lip06, Proposition 11.4]), one can show that ΨH1→H2 is in fact a chain homotopy equivalence,
and that ΨH1→H2 is well defined up to F2[U ]-equivariant chain homotopy. We refer the reader to
[HM15, Proposition 2.3] for an overview of this last fact.
For some of the neck-stretching arguments we use in this paper, an important tool will be Lip-
shitz’s cylindrical reformulation of Heegaard Floer homology [Lip06]. Lipshitz constructs a chain
complex, generated by intersection points x ∈ Tα ∩Tβ, as above, but with a differential that counts
holomorphic curves in Σ× [0, 1]×R, with boundary on β × {0} ×R and α× {1} ×R. We describe
some additional technical details about this approach in Section 2.5. The cylindrical reformula-
tion is motivated by the “tautological correspondence” between (jD,Sym
n(jΣ))-holomorphic maps
u : D→ Symn(Σ) and (jS , jΣ× jD)-holomorphic maps u′ : S → Σ×D, where S is a Riemann surface
and piD ◦ u′ is an n-fold branched cover of D. Here Symn(jΣ) and jΣ × jD denote the product almost
complex structures. See [OS04e, Lemma 3.6] and [Lip06, Section 13] for more details about the
tautological correspondence and the equivalence between the two constructions.
2.3. Duality and the Heegaard Floer complexes. If (Σ,α,β,w) is a diagram for (Y,w), then
(Σ,β,α,w) is a diagram for (−Y,w). In [OS06, Section 5], Ozsva´th and Szabo´ define a pairing map
〈, 〉F2 : CF∞(Y,w, s)⊗F2 CF∞(−Y,w, s)→ F2,
by the formula
(4) 〈U i · x, U j · y〉F2 =
{
1 if i+ j = −1 and x = y
0 otherwise.
We use the notation 〈, 〉F2 instead of Ozsva´th and Szabo´’s notation 〈, 〉, to emphasize that the
pairing 〈, 〉F2 is not a map of F2[U ] modules. As such, the pairing map 〈, 〉F2 cannot have an
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interpretation in terms of the cobordism maps. Using the pairing 〈, 〉F2 , Ozsva´th and Szabo´ show in
[OS04d, Proposition 2.5] (see also [OS06, Section 5.1]) that there is a chain isomorphism over F2[U ]
between
(5) CF−(−Y,w, s) ∼= HomF2(CF +(Y,w, s),F2).
As described in the introduction, there is also a trace pairing, which will have an interpretation
in terms of cobordisms. The trace map
tr : CF−(Y,w, s)⊗F2[U ] CF−(−Y,w, s)→ F2[U ],
is defined by the formula
tr(U i · x, U j · y) =
{
U i+j if x = y
0 otherwise,
using the two diagrams (Σ,α,β) for Y and (Σ,β,α) for −Y . Since there is a bijection between
flowlines from x to y on (Σ,α,β) and flowlines from y to x on (Σ,β,α), it follows that
tr(∂(x),y) = tr(x, ∂∨(y)).
Hence there is a chain isomorphism
(6) CF−(−Y,w, s) ∼= HomF2[U ](CF−(Y,w, s),F2[U ]).
Despite its slightly different appearance, the duality isomorphism from Equation (6) equivalent
to the isomorphism proven by Ozsva´th and Szabo´ in Equation (5), as we explain in the following
lemma:
Lemma 2.3. If C is a free, finitely generated chain complex over F2[U ], then
HomF2(C
+,F2) ∼= HomF2[U ](C,F2[U ]),
where C+ := (C ⊗ F2[U,U−1])/C.
Proof. Note that we can write C+ as C⊗F2[U ] (F2[U,U−1]/F2[U ]). Using tensor-hom adjunction, we
have
HomF2(C
+,F2) ∼= HomF2(C ⊗F2[U ] (F2[U,U−1]/F2[U ]),F2)
∼= HomF2[U ](C,HomF2(F2[U,U−1]/F2[U ],F2)).
We note that it is easy to construct an isomorphism
HomF2(F2[U,U−1]/F2[U ],F2) ∼= F2[U ]
of F2[U ]-modules. The main claim now follows. 
There is also a cotrace map
cotr : F2[U ]→ CF−(Y,w, s)⊗F2[U ] CF−(−Y,w, s),
which we can define as the dual of the trace map with domain CF−(−Y,w, s)⊗F2[U ] CF−(Y,w, s).
On the level of generators, the cotrace map takes the form
cotr(1) =
n∑
i=1
xi ⊗ x∨i ,
for a basis x1, . . . ,xn of CF
−(Y,w, s).
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2.4. Heegaard Floer mixed invariants. To a closed, oriented 4-manifold X with b+2 (X) > 1,
Ozsva´th and Szabo´ define a mixed invariant ΦX,t [OS06], which is a map
ΦX,t : Λ
∗(H1(X;Z)/Tors)⊗F2 F2[U ]→ F2.
In this section, we describe Ozsva´th and Szabo´’s construction, and state some basic properties. For
notational reasons, we will focus on ΦX,s(1).
An important component of the construction of the mixed invariant is the following definition:
Definition 2.4. An admissible cut of a 4-manifold X is a closed, connected 3-manifold N3 ⊆
X, which separates X into two connected submanifolds, X1 and X2, meeting along N , such that
b+2 (Xi) > 0 and such that the restriction map
H2(X;Z)→ H2(X1;Z)⊕H2(X2;Z)
is an injection.
Given an admissible cut N ⊆ X, we construct a cobordism W1 : S3 → N by removing a 4-ball
from X1. We construct a cobordism W2 : N → S3 similarly. The condition that b+2 (Xi) > 0 ensures
that both
F∞W1,t|W1 : Λ
∗(H1(W1;Z)/Tors)⊗HF∞(S3)→ HF∞(N, t|N )
and
F∞W2,t|W2 : Λ
∗(H1(W2;Z)/Tors)⊗HF∞(N, t|N )→ HF∞(S3)
vanish [OS06, Lemma 8.2]. It follows that if N is an admissible cut, the maps F−W1,t|W1 and F
+
W2,t|W2
factor through HF±red, as in the following diagram:
HF−(S3)
HF +(N, t|N ) HF +red(N, t|N ) HF−red(N, t|N ) HF−(N, t|N )
HF +(S3)
F−
W1,t|W1
F+
W2,t|W2
δ
∼=
.
The mixed invariant ΦX,t is then defined as
ΦX,s(1) = 〈(F+W2,t|W2 ◦ δ
−1 ◦ F−W1,t|W1 )(1), 1〉F2 ,
where 1 ∈ HF−(S3) denotes the top degree generator, and 〈, 〉F2 : HF +(S3) ⊗F2 HF−(S3) → F2 is
the pairing map from Equation (4). Phrased another way, the invariant ΦX,s(1) is defined as the
coefficient of U−1 in the expression (F+W2,t|W2 ◦ δ
−1 ◦ F−W1,t|W1 )(1).
More generally, if ξ1 ∈ F2[U ]⊗ Λ∗(H1(X1;Z)/Tors) and ξ2 ∈ F2[U ]⊗ Λ∗(H1(X2;Z)/Tors), then
the invariant ΦX,t(ξ1 ∧ ξ2) ∈ F2 is defined as the coefficient of U−1 in the expression
(7) F+W2,t|W2 (ξ2 ⊗ δ
−1(F−W1,t|W1 (ξ1))).
Computing the mixed invariants can sometimes be done in the presence of a non-admissible
cut N ⊆ X with a Spinc structure t on N which is non-torsion. This situation is described in
[OS04b, Section 2]. Suppose that X is a closed 4-manifold which has a (not necessarily admissible)
cut N dividing X into two pieces X1 and X2. Suppose further that we pick Spin
c structures s1 and
s2 on X1 and X2, respectively, such that s1 and s2 restrict to the same Spin
c structure t ∈ Spinc(N),
and that t is non-torsion.
In the above situation, the fact that t is non-torsion implies that HF−(N, t),HF∞(N, t) and
HF +(N, t) are all torsion modules over F[U ] (i.e. there is a nonzero element in F2[U ] which annihi-
lates them). In fact, according to [OS04b, Lemma 2.3], for sufficiently large m and `, the action of
(1 +Um!)` annihilates HF∞(N, t) and is the identity on HF−red(N, t). For sufficiently large m and `,
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the map obtained by multiplication by (1 +Um!)` is independent of m and `. Furthermore, the map
HF∞(N, t)→ HF +(N, t) is trivial [OS04b, Corollary 2.4], so that HF +red(N, t) = HF +(N, t). Hence,
composing the action of (1+Um!)` with the inverse of the connecting homomorphism δ yields a map
ΠredY : HF
−(N, t)→ HF +(N, t).
We can then define the invariant
ΦX,N,s1,s2(1) := 〈(F+W2,s2 ◦ΠredY ◦ F−W1,s1)(1), 1〉F2 .
More generally, if ξ ∈ Λ∗(H1(X;Z))⊗ F2[U ] is an arbitrary element, we can define ΦX,N,s1,s2(ξ) by
adapting the expression in Equation (7).
To simplify the algebra in the definition of ΦX,N,s1,s2 , it is convenient to work with completed
versions of the chain complexes over the ring F2[[U ]]. We define complexes CF−,CF∞ and CF+ by
tensoring with F2[[U ]], the power series ring in the variable U . When t is non-torsion, the module
HF∞(N, t) vanishes and we have
HF−(N, t) = HF−red(N, t) and HF
+(N, t) = HF +(N, t) = HF +red(N, t).
It follows that the connecting homomorphism
δ : HF+(N, t)→ HF−(N, t)
is an isomorphism. We can define a completed version of the mixed invariant
(8) ΦX,N,s1,s2(1) := 〈(F+W2,s2 ◦ δ−1 ◦ F−W1,s1)(1), 1〉F2 .
More generally, we can define ΦX,N,s1,s2(ξ) for ξ ∈ Λ∗(H1(X;Z)/Tors)⊗ F2[U ], as in Equation (7).
Proposition 2.5. Suppose that X is a closed 4-manifold with b+2 (X) > 1 which has a connected cut
N which separates X into two cobordisms, X1 and X2. If s1 ∈ Spinc(X1) and s2 ∈ Spinc(X2) are
two Spinc structures which restrict to the same non-torsion Spinc structure t ∈ Spinc(N), then the
mixed invariants defined above satisfy the relation
ΦX,N,s1,s2(ξ) = ΦX,N,s1,s2(ξ) =
∑
t∈Spinc(W )
t|Xi=si
ΦX,s(ξ).
Proof. Let us focus on ξ = 1, for notational simplicity. The second equality follows from [OS04b,
Proposition 2.5]. The first equality follows since there are natural maps CF ◦ → CF◦, which commute
with the maps in the long exact sequence for HF−,HF∞ and HF +, and also commute with the
cobordism maps. This identifies ΦX,N,s1,s2(1) with the U
−1 coefficient of the element
(9) (F+W2,s2 ◦ δ−1 ◦ (1 + Um!)` ◦ F−W1,s1)(1) ∈ HF+(S3),
for sufficiently large m and `. However (1 + Um!)` acts by the identity on HF−(N, t), for large m,
since HF∞(N, t) vanishes, so Equation (9) reduces to Equation (8). 
2.5. Almost complex structures, moduli spaces and transversality. We now describe some
technical details about the almost complex structures and holomorphic curves we consider in this
paper, and state some transversality results which will be helpful for some gluing arguments that
appear in Section 6.
If (Σ,α,β,w) is a multi-pointed Heegaard diagram we will primarily be interested in almost
complex structures on the cylindrical 4-manifold Σ × [0, 1] × R which satisfy the following axioms
(taken from [Lip06]):
(J1) J is tamed by the product symplectic form;
(J2) J is split (i.e. equal to jΣ × jD) in a cylindrical neighborhood of w × [0, 1]× R.
(J3) J is translation invariant in the R factor.
(J4) J(∂/∂s) = ∂/∂t.
(J5) J preserves the 2-planes T (Σ× {(s, t)}) for all (s, t) ∈ [0, 1]× R.
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For the purposes of a gluing argument in Section 6, these will not be generic enough, so we state
an alternate fifth axiom (also from [Lip06]):
(J5′) There is a 2-plane distribution ξ on Σ × [0, 1] such that the restriction of ω to ξ is non-
degenerate, J preserves ξ and the restriction of J to ξ is compatible with ω. We further
assume that ξ is tangent to Σ× {pt} near (α ∪ β)× [0, 1]× R and near Σ× {0, 1} × R.
As in [Lip06], we are interested in holomorphic curves u : S → Σ × [0, 1] × R, such that S is a
Riemann surface with boundary and n := g(Σ)+ |w|−1 positive punctures p1, . . . , pn and n negative
punctures q1, . . . , qn, and such that the following are satisfied:
(M1) S is a smooth (not nodal) Riemann surface.
(M2) u(∂S) ⊆ (α× {1} × R) ∪ (β × {0} × R).
(M3) limz→pi(piR ◦ u)(z) = −∞ and limz→qi(piR ◦ u)(z) =∞.
(M4) u has finite energy.
(M5) piD ◦ u is locally non-constant.
(M6) u is an embedding.
We also will need to consider a weaker version of the (M5) axiom:
(M5′) There is no non-empty open subset U ⊆ S such that piD ◦ u|U is constant, and takes value
near {0, 1} × R (in the sense of (J5′)).
It is important for our purposes to have a precise formula for the dimension of the moduli spaces
M(φ). The Maslov index µ(φ) provides the expected dimension, though in general the actual
dimension of the moduli space M(φ) may differ from the Maslov index when transversality is not
achieved, or if there are non-embedded curves in the moduli space.
To deal with the presence of curves which are potentially non-embedded, it is helpful to consider
a refinement of the moduli space M(φ) which takes into account the topological source curve S. If
S is a topological source curve and φ is a homology class, we can consider the moduli space
M(S, φ)
of holomorphic curves u : S → Σ× [0, 1]×R representing the homology class φ, which satisfy (M1)–
(M5). Near a holomorphic curve u where D∂ achieves transversality, M(S, φ) will be a smooth
manifold of dimension equal to the Fredholm index of D∂ at u. We note that it is reasonable to
consider these refinements of the moduli spacesM(φ) according to the topology of the source curve
S, since according to [Lip06, Equation 6], the Fredholm index at a curve u : S → Σ × [0, 1] × R is
determined by the Euler characteristic of S and the homology class of φ.
It follows from [Lip06, Corollary 4.3] that if u : S → Σ× [0, 1]× R is a holomorphic curve which
is an embedding, then the Fredholm index agrees with the Maslov index, so the expected dimension
of M(S, φ) is µ(φ). More generally, the Fredholm index satisfies
ind(u) = µ(φ)− 2 sing(u),
where sing(u) is the number of double points of u, in an equivalent singularity (see [Lip14, Proposi-
tion 4.2’]).
Given a submanifold X ⊆ Symn(D) and a point p ∈ Σ \ (α ∪ β), we will need to consider the
matched moduli space
M(S, φ,X) := {u ∈M(S, φ) : ρp(u) ∈ X},
where n = np(φ) and ρ
p :M(S, φ)→ Symn(D) is the map
(10) ρp(u) := (u ◦ piD)
(
(u ◦ piΣ)−1(p)
)
.
We will be exclusively interested in subsets X ⊆ Symn(D) which avoid the fat diagonal in Symn(D),
i.e., the codimension 2 subset consisting of tuples with at least one repeated entry.
We need the following transversality result:
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Proposition 2.6. Suppose J is a generic almost complex structure on Σ × [0, 1] × R satisfying
(J1)–(J5). Then near any holomorphic curve u : S → Σ × [0, 1] × R, satisfying (M1)–(M5), the
moduli space M(S, φ) is a transversely cut out smooth manifold of dimension
ind(u) = µ(φ)− 2 sing(u).
Similarly if X ⊆ Symn(D) is a submanifold which avoids the fat diagonal, then near any curve u ∈
M(S, φ,X) satisfying (M1)–(M5), the space M(S, φ,X) is a transversely cut out smooth manifold
of dimension
ind(u) = µ(φ)− 2 sing(u)− codim(X).
If J is a generic almost complex structure on Σ× [0, 1]× R which satisfies (J1)–(J4) and (J5′),
then the same statements holds at any holomorphic curve u : S → Σ × [0, 1] × R which satisfies
(M1), (M2), (M3), (M4) and (M5′), with no multiply covered closed components, and with no
components S0 such that piD ◦ u|S0 is constant and takes on a value near {0, 1} ×R (in the sense of
(J5′)).
The proof of the statements involving the unmatched moduli spaces M(S, φ) can be found in
[Lip06, Sections 3, 4] (see also [Lip14]). The statement about the matched moduli spaces is handled
by adapting [MS04, Theorem 3.4.1]. In analogy to the situation in [MS04], the proof thatM(S, φ,X)
is transversely cut out is substantially simplified by assuming that X avoids the fat diagonal in
Symn(D). We note that the condition that X avoids the fat diagonal also implies that there are no
multiply covered closed components. We refer the reader to [JT12, Section 9.3] for a more somewhat
detailed account of proving the statement about the matched moduli spaces M(φ, S,X).
Analogously, we need to describe the almost complex structures which we use to define the holo-
morphic triangle maps. We let ∆ denote a triangular region in the complex plane, which has three
boundary components, and three cylindrical ends, each identified with [0, 1]× [0,∞). As in [Lip06],
we will primarily consider almost complex structures on Σ×∆ which satisfy the following axioms:
(J ′1) J is tamed by the split symplectic form on Σ×∆.
(J ′2) There is a finite collection of points P ⊆ Σ \ (α ∪ β ∪ γ) with at least one point in each
component of Σ \ (α ∪ β ∪ γ) such that J is split on product neighborhood of P ×∆.
(J ′3) In the cylindrical ends of ∆, J is equal to a cylindrical almost complex structure satisfying
(J1)–(J5).
(J ′4) The projection map pi∆ : Σ ×∆ → ∆ is holomorphic and the tangent space of each fiber of
piΣ is a complex line.
There will be some instances when we need to consider a more generic set of almost complex
structures on Σ × ∆. We need the following alternate axioms for almost complex structures on
Σ×∆:
(J ′3′) In the cylindrical ends of ∆, J agrees with cylindrical almost complex structures satisfying
(J1)-(J4) and (J5′), above.
(J ′4′) The 2-planes of T ({p} ×∆) are complex lines of J for all p ∈ Σ.
(J ′5′) The 2-planes T (Σ × {d}), for d ∈ ∆, are complex lines for J near (α ∪ β ∪ γ) × ∆ and on
Σ× U for an open subset U ⊆ ∆ containing the three components of ∂∆.
Remark 2.7. We view ∆ as having three cylindrical ends, so in (J ′5′), we pick neighborhood of ∂∆
which does not contain the vertices of ∆, but instead should be viewed as containing a cylindrical
neighborhood of {0, 1} × [0,∞) in the cylindrical ends of ∆.
Given a source surface S and a homology class of triangles ψ, we can again consider the moduli
space of curvesM(S, ψ) satisfying the obvious analogs of (M1)–(M4), for triangles. If p ∈ Σ\(α∪β)
is a point, we can also consider a map ρp :M(S, ψ)→ Symnp(ψ)(∆), defined analogously to Equation
(10). If X ⊆ Symn(∆) is a subset (which we will always assume avoids the fat diagonal), then we
can consider the matched moduli space M(S, ψ,X), as before. In analogy to Proposition 2.6, we
state a useful transversality result for holomorphic curves mapping into Σ×∆:
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Proposition 2.8. Suppose that J is a generic almost complex structure on Σ × ∆ which satisfies
(J ′1)–(J ′4). Then near any holomorphic curve u : S → Σ×∆, satisfying the analogs of (M1)–(M4)
for triangles, the moduli space M(S, ψ) is a transversely cut out smooth manifold of dimension
ind(u) = µ(ψ)− 2 sing(u).
Similarly if X ⊆ Symn(∆) is a submanifold which avoids the fat diagonal, then near any curve
u ∈ M(S, ψ,X) satisfying (M1)–(M4), the space M(S, ψ,X) is a transversely cut out smooth
manifold of dimension
ind(u) = µ(φ)− 2 sing(u)− codim(X).
If J is a generic almost complex structure on Σ × ∆ which satisfies (J ′1), (J ′2), (J ′3′), (J ′4′)
and (J ′5′), then the same statements holds at any holomorphic curve u : S → Σ×∆ which satisfies
the analogs of (M1), (M2), (M3), (M4) and (M5′) for triangles, with no multiply covered closed
components, and with no components S0 such that pi∆ ◦ u|S0 is constant and takes on a value near
∂∆ (in the sense of (J ′5′))
A sketch of the proof can be found in [JT12, Section 9.3]. The argument follows from adapting
[Lip06, Sections 3, 4] for the unmatched moduli spaces and [MS04, Theorem 3.4.1] for the matched
moduli spaces.
3. Lefschetz numbers and torsion complexes over F[[U ]]
In this section, we prove Proposition 1.9, a formula for the Lefschetz number of an endomorphism
of a chain complex whose homology is torsion over the power series ring F2[[U ]].
3.1. Background on chain complexes over F[U ]. We assume that all chain complexes have a
relative Z2 grading, which is lowered by ∂, and which is preserved by the action of U . If C is such
a complex, which is also free and finitely generated over F2[U ], we define chain complexes C−, C∞
and C+ by the formulas
C− := C, C∞ := C− ⊗F2[U ] F2[U,U−1] and C+ := C∞/C−.
We write H◦(C) for the homology group H∗(C◦), for ◦ ∈ {+,−,∞}. The short exact sequence
0→ C− → C∞ → C+ → 0
induces a long exact sequence on homology
· · · → H+(C) δ−→ H−(C)→ H∞(C)→ H+(C)→ · · · ,
where δ denotes the connecting homomorphism. We denote by H±red(C) the modules
H−red(C) := ker(H
−(C)→ H∞(C)) and H+red(C) := coker(H∞(C)→ H+(C)).
The connecting homomorphism δ induces an isomorphism from H+red(C) to H
−
red(C).
We note that the above constructions work if C is a free, finitely generated chain complex over
the power series ring F2[[U ]], and we will use the same notation.
There is a classification theorem for free, finitely generated chain complexes over a PID, similar to
the classification theorem for finitely generated modules over a PID. We state the following version,
specialized to the ring F2[[U ]]:
Lemma 3.1. If C is a free, finitely generated chain complex over F2[[U ]], then C is chain isomorphic
to a direct sum of 1-step complexes (i.e. a complex with a single generator over F2[[U ]], and vanishing
differential) and 2-step complexes of the form a
Un−−→ b (i.e. a complex with two generators over
F2[[U ]], a and b, with ∂(a) = Un · b).
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Proof. The classification theorem for finitely generated chain complexes over a PID (see, e.g.,
[HMZ16, Lemma 6.1]) says that any free, finitely generated chain complex over a PID R can be
written as a direct sum of 1-step complexes, and 2-step complexes of the form a
p−→ b, for various
p ∈ R. In our case, R = F2[[U ]], and we need to reason that for any 2-step complex which appears,
the element p can be taken to be a nonnegative power of U . Write p = Un(1 + Uq(U)) for some
q(U) ∈ F2[[U ]]. Since 1 + Uq(U) is a unit in F2[[U ]], the complex
a
Un(1+Uq(U))−−−−−−−−−→ b
is chain isomorphic to the complex
a′ U
n
−−→ b′
under the map a 7→ a′ and b 7→ (1 + Uq(U))−1b′. 
Another fact that will be useful to us (and our motivation for using the ring F2[[U ]] instead of
F2[U ]) is the following:
Lemma 3.2. If C is a finitely generated, free chain complex over F2[[U ]] and H+(C) is finite
dimensional over F2, then H∞(C) = {0}.
Proof. By Lemma 3.1, since H+(C) is finite dimensional, we know that C is homotopy equivalent
over F2[[U ]] to a sum of complexes of the form a
Un−−→ b. However, the ∞-flavor homology of such a
chain complex clearly vanishes. 
There is a natural trace map
(11) tr : C ⊗F2[U ] C∨ → F2[U ]
defined by the formula tr(x⊗ y) = y(x). Recalling that C is finitely generated and free, there is a
cotrace map
cotr : F2[U ]→ C ⊗F2[U ] C∨,
which can be defined as the dual of a trace map. If x1, . . . ,xn is a basis for C, then the cotrace map
takes the form
cotr(1) =
n∑
i=1
xi ⊗ x∨i .
The trace and cotrace maps are easily seen to be chain maps, and can of course also be defined over
F2[[U ]].
3.2. The differentiated differential endomorphism Φ. We now describe the map Φ : C → C,
obtained by formally differentiating the differential. Suppose that C is a free, finitely generated
chain complex over F2[U ], with a chosen basis B = {x1, . . . ,xn}. We note that the construction
works equally well over F2[[U ]]. We can write
(12) ∂(xi) =
n∑
j=1
Pij · xj ,
for Pij ∈ F2[U ]. Let P ′ij be denote the derivative of Pij with respect to U . We then define the map
ΦB : C → C
by the formula
ΦB(xi) =
n∑
j=1
P ′ij · xj .
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Viewing ∂ as a matrix over the basis B, we can differentiate the expression ∂2 = 0 using the Leibniz
rule to see that ΦB is a chain map. Similarly, if x ∈ C, applying the Leibniz rule to the expression
ΦB(x) (viewed as a product of a matrix and a column vector) implies the relation
ΦB = ∂ ◦ d
dU
∣∣∣∣
B
+
d
dU
∣∣∣∣
B
◦ ∂.
The map d/dU |B is defined by writing an element x ∈ C in terms of the basis B, and then differ-
entiating the coefficients of the basis elements. The map d/dU |B of course does not commute with
the action of U .
The map ΦB is independent of the chosen basis, up to chain homotopy, in the following sense:
Lemma 3.3. If B1 and B2 are two bases of C over F2[U ], then the maps ΦB1 and ΦB2 are chain
homotopic over F2[U ].
Proof. Consider the more general situation, where (C1, ∂1) and (C2, ∂2) are chain complexes over
F2[U ] with bases B1 and B2 and F : C1 → C2 is a F2[[U ]]-equivariant chain map. Differentiating
the matrix equation (written in terms of the bases B1 and B2)
F ◦ ∂1 + ∂2 ◦ F = 0,
we get that
F ◦ ΦB1 + ΦB2 ◦ F ' 0.
By specializing to the case that (C1, ∂1) = (C2, ∂2) and F : C1 → C2 is the identity map, but the
bases B1 and B2 are different, we obtain the lemma statement. 
3.3. The Lefschetz number formula. In this section, we prove Proposition 1.9, our formula for
the Lefschetz number of a map on a torsion chain complex over F2[[U ]].
If C is a free, finitely generated complex over F2[[U ]] and H+(C) is finitely generated over F2,
then by Lemma 3.1, H+(C ⊗ C∨) is also finitely generated over F2, so by Lemma 3.2, we know
H∞(C ⊗ C∨) vanishes, and hence
H±red(C ⊗ C∨) = H±(C ⊗ C∨).
Furthermore the connecting homomorphism δ is an isomorphism from H+(C⊗C∨) to H−(C⊗C∨).
If C is a free, finitely generated chain complex such that H∞(C) = {0} and F : C → C is a
grading preserving chain map, we define the quantity ∆(C,F ) to be the coefficient of U−1 in the
expression
(13) (tr ◦(F ⊗ Φ∨) ◦ δ−1 ◦ cotr)(1).
The following observation is fundamental to the proof of Theorem 1.1, though the proof is essen-
tially a straightforward computation:
Proposition 1.9. Suppose that C is a free, finitely generated chain complex over F2[[U ]] such that
H+(C) is finite dimensional over F2. If F : C → C is a chain map which preserves the relative
grading and commutes with the action of U , then
∆(C,F ) = Lef
(
F∗ : H+(C)→ H+(C)
)
.
Proof. Applying Lemma 3.1 shows that C is chain homotopy equivalent to a sum of complexes of the
form a
Un−−→ b. Let us first verify the case that C consists of a single 2-step complex, and F : C → C
is the the identity map. In this case
Lef
(
F∗ : H+(C)→ H+(C)
)
= χ(H+(C)) = n.
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The dual complex C∨ is the 2-step complex b∨ U
n
−−→ a∨. The complex (C ⊗ C∨)− is shown below:
(C ⊗ C∨)− =
ab∨
bb∨ aa∨
ba∨
Un Un
Un Un
.
With this notation, the map 1⊗ Φ∨ takes the form
(1⊗ Φ∨) =
ab∨
bb∨ aa∨
ba∨
nUn−1
nUn−1
.
The homology group H−(C ⊗ C∨) is equal to
H−(C ⊗ C∨) = {[U i(aa∨ + bb∨)], [U i(ba∨)] : 0 ≤ i ≤ n− 1}.
It is easy to compute that
H+(C ⊗ C∨) = {[U iab∨], [U iaa∨], [U ibb∨] : −n ≤ i ≤ −1}/([U iaa∨] = [U ibb∨]).
The connecting homomorphism δ is computed to satisfy
δ([U iab∨]) = [U i+n(aa∨ + bb∨)] and δ([U iaa∨]) = [U i+nba∨].
It is now an easy matter to compute
(tr ◦(id⊗Φ∨) ◦ δ−1 ◦ cotr)(1) = nU−1,
which verifies the claim in this case, since n = χ(H+(C)) = Lef(idH+(C) : H
+(C)→ H+(C)).
We now consider the case that C is still the 2-step complex a
Un−−→ b, but F : C → C is an
arbitrary chain map which preserves the relative grading. Since F preserves the relative grading, it
follows that F (a) = p(U)a and F (b) = q(U)b for some p(U) and q(U). Since F is a chain map,
it follows that p(U) = q(U). Hence F is equal to multiplication by p(U), for some p(U) ∈ F2[[U ]].
Write
p(U) = k + Up0(U),
where k ∈ F2 and p0(U) ∈ F2[[U ]]. Clearly
Lef
(
F∗ : H+(C)→ H+(C)
)
= kn.
On the other hand, it is easy to compute that
(tr ◦(F ⊗ Φ∨) ◦ δ−1 ◦ cotr)(1) = knU−1,
so that ∆(C,F ) = Lef
(
F∗ : H+(C)→ H+(C)
)
.
Finally, having verified the claim for 2-step complexes, we need to verify it for direct sums of
2-step complexes. Let us write C = C1 ⊕ · · · ⊕ Cn, where each Ci is a 2-step complex. We have
H+(C) = H+(C1)⊕ · · · ⊕H+(Cn),
and we can write
C ⊗ C∨ =
∑
i,j
Ci ⊗ C∨j ,
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We can decompose F and Φ∨ as
F =
∑
i,j
Fij , and Φ
∨ =
n∑
k=1
Φ∨k
where Fij = pij ◦ F ◦ pii and pii : C → C is projection onto the Ci summand and Φ∨i is defined
similarly. The trace and cotrace maps on C ⊗ C∨ decompose as
cotr =
n∑
i=1
cotri, and tr =
n∑
i=1
tri,
where tri and cotri are the trace and cotrace maps on Ci ⊗ C∨i . We can write
δ =
∑
i,j
δji
where δji is the connecting homomorphism for the complex Ci ⊗ C∨j . Finally, it is a simple matter
to compute ∆(C,F ) from the definition:
(tr ◦(F ⊗ Φ∨) ◦ δ−1 ◦ cotr)(1)
=
(( n∑
i=1
tri
)
◦
(∑
i,j,k
Fij ⊗ Φ∨k
)
◦
(∑
i,j
(δji )
−1
)
◦
( n∑
i=1
cotri
))
(1)
=
n∑
i=1
(tri ◦(Fii ⊗ Φ∨i ) ◦ (δii)−1 ◦ cotri)(1).
By our result for 2-step complexes, the above is equal to
n∑
i=1
Lef
(
(Fii)∗ : H+(Ci)→: H+(Ci)
) · U−1,
which is clearly Lef
(
F∗ : H+(C)→ H+(C)
) · U−1, completing the proof. 
Remark 3.4. The above result can also be stated over Q[[U ]], though we must modify the maps tr
and Φ to take into account signs. Writing (x) = (−1)gr(x), the graded version of the map tr is
defined
tr(x⊗ y) := (x)y(x).
Similarly a graded version of the map Φ can be defined as
Φ(xi) =
n∑
i=1
(xi)P
′
ij · xj ,
where Pij are as in Equation (12). For the two step complex a
Un−−→ b, an easy computation shows
that ∆(C, idC) = (b) · n which is the Euler characteristic of H+(C), over Q.
4. The graph TQFT for Heegaard Floer homology
In this section, we provide an overview of the graph TQFT for Heegaard Floer homology, con-
structed by the author [Zem15], and prove some properties which are relevant to this paper. The
graph TQFT uses the following notion of cobordism between multi-pointed 3-manifolds:
Definition 4.1. (1) A ribbon graph is a graph with no valence zero vertices, together with a choice
of cyclic ordering of the edges adjacent to each vertex.
(2) A ribbon graph cobordism (W,Γ) : (Y1,w1)→ (Y2,w2) between two multi-pointed 3-manifolds
is a pair consisting of a 4-manifold W with ∂W = −Y1 unionsq Y2 as well as a ribbon graph Γ ⊆ W
such that Γ ∩ Yi = wi and each basepoint of wi has valence 1 in Γ.
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To a ribbon graph cobordism (W,Γ) : (Y1,w1)→ (Y2,w2), equipped with a Spinc structure s on
W , the author constructs a cobordism map
FAW,Γ,s : CF
−(Y1,w1, s|Y1)→ CF−(Y2,w2, s|Y2),
in [Zem15]. The graph cobordism maps from [Zem15] extend the construction of cobordism maps
due to Ozsva´th and Szabo´ in [OS06] (which are implicitly for cobordisms equipped with a path from
the basepoint in Y1 and the basepoint in Y2). We note that the map F
A
W,Γ,s is denoted FW,Γ,s in
[Zem15]. There is a variation, written FBW,Γ,s, which we will also consider in this paper.
In Sections 4.1 and 4.2, we will provide more details about the construction of the graph cobordism
maps, and explain the distinction between the type-A maps and the type-B maps. In Sections 4.3,
4.4 and 4.5 we will describe some relations which are satisfied by the graph cobordism maps.
4.1. Ingredients of the graph TQFT. Before summarizing the construction of the graph cobor-
dism maps from [Zem15], we will describe some maps which feature in the construction, and some
important relations for these maps.
The following maps are used in the construction:
(1) Handle attachment maps for 1-, 2-, and 3-handles, attached away from the basepoints.
(2) Handle attachment maps for 0- and 4-handles, which add or remove a copy of S3, with a single
basepoint.
(3) Free-stabilization maps for adding or removing basepoints in a 3-manifold.
(4) Relative homology maps associated to paths between two basepoints in a multi-pointed 3-
manifold.
The original cobordism maps from [OS06] are built as a composition of maps of type (1) in the
above list (handle attachment maps for handles of index 1, 2 and 3). We now describe the maps of
type (2), (3) and (4), which are new to the construction in [Zem15].
The 0-handle and 4-handle maps are defined using the canonical isomorphism
CF−(Y unionsq S3,w ∪ {w0}, s unionsq s0) ∼= CF−(Y,w, s)⊗F2[U ] CF−(S3, w0, s0).
Under this isomorphism, the 0-handle map F0 and the 4-handle map F4 take the form
F0(x) = x× c0 and F4(x× c0) = x,
where c0 ∈ CF−(S3, w0, s) is a cycle which generates the homology group HF−(S3, w0, s0) ∼= F2[U ].
The free-stabilization maps
S+w : CF
−(Y,w, s)→ CF−(Y,w ∪ {w}, s)
and
S−w : CF
−(Y,w ∪ {w}, s)→ CF−(Y,w, s)
are constructed somewhat analogously to the 1-handle and 3-handle maps defined by Ozsva´th and
Szabo´. One picks a diagram (Σ,α,β,w) for (Y,w) such that w ∈ Σ \ (α ∪ β). A diagram (Σ,α ∪
{α0},β∪{β0},w∪{w}) for (Y,w∪{w}) is then constructed by adding the basepoint w, as well two
new curves, α0 and β0, both contained in a disk on Σ which is disjoint from α ∪ β ∪w, such that
|α0 ∩ β0| = 2. Writing θ+ and θ− for the higher and lower graded intersection points of α0 ∩ β0, the
free-stabilization maps are defined by the formulas
S+w (x) = x× θ+,
S−w (x× θ+) = 0 and S−w (x× θ−) = x.
For appropriately stretched almost complex structure, these are chain maps, which commute with
the transition maps for changing the Heegaard diagram (Σ,α,β). See [Zem15, Section 6] for more
details on the construction. On the level of graph cobordisms, they are the maps induced by the
graphs inside of Y × [0, 1] on the left side of Figure 4.1.
We note that the formulas for the free-stabilization maps resemble the formulas for the 1-handle
and 3-handle maps from [OS06]. This is, of course, no accident. We can write S+w as the composition
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of a 0-handle map (which adds a copy of S3 and the basepoint w), as well as a canceling 1-handle
(which cancels the 0-handle topologically, but leaves the basepoint w in Y ). Analogously, the map
S−w can be written as a composition of a 3-handle map (with attaching 2-sphere bounding a small
ball containing the basepoint w), followed by the 4-handle map.
Another map which appears in the graph TQFT is the map Φw, which is an endomorphism of
the complex CF−(Y,w, s) when w ∈ w. It can be defined on CF−(Y,w, s) by the formula
Φw(x) = U
−1 ∑
y∈Tα∩Tβ
∑
φ∈pi2(x,y)
µ(φ)=1
nw(φ)#M̂(φ)Unw(φ) · y.
In Lemma 4.5, we prove that the broken graph cobordism (Y × [0, 1],Γw) on the right side of
Figure 4.1 induces the map Φw. As the cobordism for Φw in Figure 4.1 suggests, the map Φw
satisfies Φw ' S+wS−w when w is not the only basepoint (so that S+w and S−w can be defined).
Remark 4.2. If w is the only basepoint on Y , then the map Φw coincides with the formal derivative
of the differential on CF−(Y,w, s), as defined in Section 3. If w = {w1, . . . , wn} is a collection of
basepoints on Y , then the formal derivative map of CF−(Y,w, s) is instead chain homotopic to
Φw1 + · · ·+ Φwn .
S+wS
−
w Φw
w w
w
Figure 4.1. The graph cobordism inducing the free-stabilization maps S+w
and S−w (on the left) and the broken path graph cobordism (Y × [0, 1],Γw)
inducing the map Φw (on the right). The maps S
+
w and S
−
w are only defined
in the presence of an additional basepoint (so that both ends have at least one
basepoint), whereas the map Φw is defined regardless of whether there are additional
basepoints or not.
The next maps which feature in the construction of the graph TQFT are the relative homology
maps. Suppose (Σ,α,β,w) is a multi-pointed Heegaard diagram, and λ is a path on Σ between
two basepoints w1 and w2. If φ ∈ pi2(x,y), we can define a quantity a(λ, φ) ∈ F2 by summing the
changes in multiplicity of φ across each of the α curves as one travels along the path λ. Using the
quantities a(λ, φ), we can define a −1 graded endomorphism
Aλ : CF
−(Σ,α,β,w, s)→ CF−(Σ,α,β,w, s)
using the formula
Aλ(x) =
∑
y∈Tα∩Tβ
∑
φ∈pi2(x,y)
µ(φ)=1
a(φ, λ)#M̂(φ)Unw(φ) · y.
By counting the ends of 2-dimensional moduli spaces, one obtains the equality
∂ ◦Aλ +Aλ ◦ ∂ = 0.
Note that one can consider more general Heegaard Floer complexes than the ones considered in this
paper, where one associates a variable to each basepoint. In this more general case, if λ is a path
from w1 to w2, then ∂ ◦Aλ +Aλ ◦ ∂ = Uw1 + Uw2 .
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Instead of including the factor a(λ, φ), which counts the sums of changes in the multiplicities of φ
across the α curves, in the definition of Aλ, one could instead include a factor obtained by counting
changes across only the β curves, which we will denote by b(λ, φ). Doing so yields a map Bλ, which
is also a chain map. For a path λ with ends on two basepoints, w1 and w2, the maps Aλ and Bλ
are in general not equal, or even chain homotopic. Instead, since the quantities a(λ, φ) and b(λ, φ)
satisfy
a(λ, φ) + b(λ, φ) = nw1(φ)− nw2(φ),
it follows that Aλ and Bλ satisfy the relation
(14) Aλ +Bλ = UΦw1 + UΦw2 .
For an immersed, closed curve γ in Σ, one can define maps Aγ and Bγ , using the same formula
as the maps Aλ and Bλ. When γ is a closed curve in Σ, the maps Aγ and Bγ are chain maps. In
contrast to Equation (14), since a(γ, φ) = b(γ, φ) when γ is a closed loop, we have that
Aγ = Bγ .
Indeed it is not hard to see that Aγ is the map induced by the action of H1(Y ;Z)/Tors described
in [OS04e], using the homology class induced by γ under the inclusion Σ ↪→ Y .
We now list some useful relations between the maps described above, which will be important for
this paper:
(R1) S−wS
+
w ' 0.
(R2) S+wS
−
w ' Φw.
(R3) S±w′Φw ' ΦwS±w′ if w 6= w′.
(R4) Aλ1Aλ2 +Aλ2Aλ1 ' #((∂λ1) ∩ (∂λ2)) · U .
(R5) If λ is a path from w1 to w2 and λ
′ is a path from w2 to w3 then Aλ +Aλ′ = Aλ′∗λ, where ∗
denotes concatenation.
(R6) If λ is a path from w1 to w2 (and w1 6= w2) then A2λ ' U .
(R7) If λ is a path from w to another basepoint, then ΦwAλ +AλΦw ' id.
(R8) S±wS
±′
w′ ' S±
′
w′ S
±
w .
(R9) If e is an edge which we can write as the concatenation of two edges, e1 and e2, whose
intersection consists of a single vertex v, then Ae ' S−v Ae2Ae1S+v .
(R10) If λ is a path from w to another basepoint, then S−wAλS
+
w ' id.
(R11) If λ is a path from w1 to w2 (and w1 6= w2) then S−w1AλS+w2 ' φ∗, where φ is a diffeomorphism
of Y which moves w1 to w2 along λ, and is supported in a neighborhood of λ.
Most of the above relations are proven in [Zem15]. Relation (R1) is immediate from the formulas
for the maps. Relation (R2) is [Zem15, Lemma 14.16]. Relation (R3) can be proven from the fact
S±w′ are chain maps on the complexes which have distinct variables for each basepoint, by adapting
the proof of Lemma 3.3. Relation (R4) is [Zem15, Lemma 5.10]. Relation (R5) follows from the fact
that a(λ∗λ′, φ) = a(λ, φ)+a(λ′, φ). Relation (R6) is [Zem15, Lemma 5.12]. Relation (R7) is [Zem15,
Lemma 14.7]. Relation (R8) is [Zem15, Proposition 6.23]. Relation (R9) is [Zem15, Lemma 7.8].
Relation (R10) is [Zem15, Lemma 14.12]. Relation (R11) is [Zem15, Theorem 14.13].
4.2. Outline of the construction of the graph cobordism maps. We now briefly summarize
the construction of the graph cobordism maps, in terms of the maps described in the last section.
The first step toward constructing the cobordism maps for a graph cobordism (W,Γ) is to remove
a collection of 4-balls from W , to ensure that all connected components of W have at least one
incoming and one outgoing boundary end. A single arc is added to Γ for each 4-ball we remove.
Each arc has one endpoint on a new boundary 3-sphere, as well as a point on Γ. Writing (W ′,Γ′) for
any graph cobordism obtained by puncturing W and adding strands to Γ in the above manner, the
map FAW,Γ,s is then defined as the composition of F
A
W ′,Γ′,s|W ′ together with 0-handle and 4-handle
maps for the 4-balls we removed. Using [Zem15, Lemma 13.1], it follows that the induced cobordism
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maps are independent from which 4-balls we removed, and which arcs we pick to connect them to Γ
(and in fact the maps are invariant under additional puncturing).
We henceforth assume that each component of W has non-empty incoming and outgoing ends.
For a cobordism obtained by attaching 1-, 2- or 3-handles, the maps are essentially the same as
the ones described by Ozsva´th and Szabo´ in [OS06].
For graph cobordisms of the form (Y × [0, 1],Γ) : (Y,w1) → (Y,w2), the graph cobordism maps
can be described as a composition of the free-stabilization maps, and the relative homology maps,
as we now describe. It is more convenient to project the graph Γ ⊆ Y × [0, 1] into Y , and define a
map for a ribbon graph embedded in Y , which has designated incoming and outgoing vertices. We
call such a graph, embedded in Y , a ribbon flow graph, and write Γ : w1 → w2. For a ribbon
flow graph Γ : w1 → w2 in Y , a map
AΓ : CF
−(Y,w1, s)→ CF−(Y,w2, s)
is constructed in [Zem15, Section 7], which we call the type-A graph action map. The type-A
graph cobordism map for a graph cobordism (Y × [0, 1],Γ) is equal to the type-A graph action map
for the graph obtained by projecting Γ into Y .
Given a flow graph Γ : w1 → w2 in Y , to construct the graph action map, one decomposes the
graph Γ into a sequence of elementary flow graphs (possibly subdividing edges by adding vertices).
In [Zem15], such a decomposition is described as an Cerf decomposition of a flow graph. There are
3 types of elementary flow graphs (see [Zem15, Definition 7.3]), as follows:
Type (1) |w1| = |w2| and each edge of Γ connects a vertex in w1 to a vertex in w2.
Type (2) There is a single vertex v0 of Γ which is not in w1 or w2, and all edges of Γ connect either
w1 to w2, or connect a point of w1 or w2 to v0.
Type (3) |w1| = |w2| ± 2, and all edges of Γ, except for a single edge e, connect w1 to w2. Further-
more e connects two vertices of w1 together, or connects two vertices of w2 together.
Examples of elementary flowgraphs are shown in Figure 4.2.
Type (1) Type (2) Type (3)
v0
e1
e2 e3
w2
w1
w2
w1
w2
w1
Figure 4.2. Examples of the three types of elementary flow graphs. These
graphs are embedded in a fixed 3-manifold Y .
The graph action map AΓ for an elementary flow graph Γ : w1 → w2 of Type (1) is equal to the
composition of |E(Γ)| terms of the form
(15) S−w1AeS
+
w2 ,
where e is an edge of Γ and w1 and w2 are the incoming and outgoing ends of e. Note that by (R11),
the induced map AΓ is the diffeomorphism map obtained by moving w1 to w2 along the edges of Γ.
Also, we note that it’s easy to use Relations (R1)–(R11) to see that the map is independent of the
ordering of the terms of the form S−w1AeS
+
w2 .
The graph action map AΓ for an elementary flow graph Γ : w1 → w2 of Type (2) is defined as
follows. Let v0 be the interior vertex, and let e1, . . . , en denote the edges adjacent to v0, ordered in
any way which is compatible with the cyclic ordering. The graph action is defined as a composition
of expressions of the form shown in Equation (15), for the edges e which are not incident to v0, as
well as the map
(16) S−v0Aen · · ·Ae1S+v0 .
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The map appearing in Equation (16), turns out to be invariant under cyclic permutation of the
edges e1, . . . , en, and hence only depends on their cyclic orders [Zem15, Lemma 7.12].
Finally, the graph action map for AΓ for an elementary flow graph of Type (3) is defined as follows.
Let e denote the edge of Γ which does not have a vertex in both w1 and w2, and write v1 and v2 for
the two vertices of e. If v1, v2 ∈ w1, the map AΓ is defined as a composition of terms as in Equation
(15), for the edges of Γ which have an end in both w1 and w2, as well as a single term of the form
S−v1S
−
v2Ae.
If instead v1, v2 ∈ w2, the map is defined by replacing the above expression with AeS+v1S+v2 .
The map AΓ is independent up to chain homotopy of the choice of Cerf decomposition of the flow
graph Γ, and is also invariant under subdivision of the edges of Γ [Zem15, Theorem B].
We note that the map AΓ is defined somewhat asymmetrically, since we chose to use the Aλ maps,
which count changes across the α curves. We could instead define a graph action map BΓ, by using
the construction described above and replacing each instance of Aλ with Bλ.
The type-A graph cobordism map is defined as a composition of the 0-, 1-, 2-, 3- and 4-handles,
as well as the type-A graph action map. The type-B graph cobordism map is defined similarly, but
using the type-B graph action map. The type-A and type-B versions of the graph cobordism maps
are related as follows:
Lemma 4.3 ([HMZ16, Lemma 5.9]). The type-A and type-B graph cobordism maps satisfy the
relation
FAW,Γ,s ' FBW,Γ,s,
where Γ is the ribbon graph obtained by reversing the cyclic orderings on Γ.
4.3. Further relations in the graph TQFT. In this section, we discuss two useful relations. The
first is the vertex breaking relation, which computes the effect of changing the cyclic ordering at a
vertex, and the second is the computation of the broken path cobordism map.
Lemma 4.4. Suppose that (W,Γ) is a graph cobordism, and v0 is a vertex in the interior of Γ, and
e1 and e2 are two edges incident to v0, which are adjacent in the cyclic ordering. Let Γ
′ denote
the ribbon graph obtained by switching the relative ordering of e1 and e2. Let Γ
′′ denote the graph
obtained by removing a connected subarc from the interiors of each of the edges e1 and e2 (as in
Figure 4.3). Then
FAW,Γ,s + F
A
W,Γ′,s ' U · FAW,Γ′′,s.
The same relation holds with all three type-A maps replaced by type-B maps.
+ ' U ·e1
e2
e3
en
e1
e2e3
en
e3
env0 v0 v0
Figure 4.3. The vertex breaking relation for changing the relative order-
ing of two vertices. Note that it’s not necessary to change the embedding of the
graph in the middle diagram (we are actually just changing the cyclic ordering),
though we do so for notational clarity in the middle picture.
Proof. It is sufficient to show the analogous relation for the graph action map. Suppose that Γ :
w1 → w2 is a ribbon flow graph, embedded in Y . Since the graph action map is defined as a
composition of the graph action maps for elementary flow graphs, only one of which will contain the
vertex v0, it is sufficient to show the claim for an elementary flow graph of Type (2), which contains
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the vertex v0 as the interior vertex. Let e1, . . . , en be the edges adjacent to v0, indexed compatibly
with their cyclic ordering. Let w′1 denote the set of vertices in w1 which are adjacent to the edges in
e1, . . . , en, and let w
′
2 denote the vertices in w2 which are adjacent to an edge in e1, . . . , en. Write
S−w′1 for the composition of the maps S
−
v for v ∈ w′1 (note that by Relation (R8) the order of the
vertices in w′1 does not affect the composition). By definition, the graph action is a composition of
maps as in Equation (15), for edges not adjacent to v0, as well as a term of the form
S−w′1Aen · · ·Ae2Ae1S
+
w′2
.
Using Relation (R4), we obtain the relation
S−w′1Aen · · ·Ae2Ae1S
+
w′2
+ S−w′1Aen · · ·Ae1Ae2S
+
w′2
' U · S−w′1Aen · · ·Ae3S
+
w′2
.
By definition, the expression S−w′1Aen · · ·Ae1Ae2S
+
w′2
is the graph action map AΓ′ (technically there
are other terms in the composition for edges e which go from w1 to w2, which we are not writing, how-
ever these coincide for all three maps). We now claim that the third expression S−w′1Aen · · ·Ae3S
+
w′2
is chain homotopic to the graph action map AΓ′′ . Note that this is not quite obvious, since it is not
the expression induced by a Cerf decomposition of the graph Γ′′, however, by adding trivial strands
using Relation (R10), and subdividing edges using Relation (R9), it is straightforward to manipulate
the expression so that it is the map induced by a Cerf decomposition for the graph Γ′′. 
We now consider the broken path cobordism (Y × [0, 1],Γw), shown in Figure 4.1.
Lemma 4.5. If (Y,w) is a multi-pointed 3-manifold (possibly with only one basepoint) and (Y ×
[0, 1],Γw) is the broken path cobordism shown in Figure 4.1, then
FY×[0,1],Γw,s ' Φw.
The statement holds regardless of whether |w| = 1 or |w| > 1, and for both the A and B versions of
the maps.
Proof. If |w| > 1, the result follows from Relation (R2) since (Y × [0, 1],Γw) is a composition of a
free-destabilization cobordism and a free-stabilization cobordism. In the case when w consists of a
single point w, we use invariance of the graph cobordism maps under isotopies of the graph. We
pick a new basepoint w′ 6∈ w, as well as a path λ from w to w′. There is a basepoint swapping graph
cobordism (Y × [0, 1],ΓXλ ) from (Y, {w,w′}) to (Y, {w,w′}) which swaps the basepoints w and w′
along the path λ. This is obtained by picking a path λ′ which is isotopic to λ in Y , but intersects
λ only at ∂λ. The graph ΓXλ is obtained by simultaneously moving w to w
′ along λ, and moving
w′ to w along λ′. The graph ΓXλ ⊆ Y × [0, 1] is well defined up to isotopy, since Y × [0, 1] is a
4-manifold (unlike the analogous situation in 3-manifolds, where there are two non-isotopic choices
of crossings). We can decompose the broken path cobordism (Y × [0, 1],Γw) into a composition of a
free-stabilization graph cobordism at w′, followed by a basepoint swapping cobordism (Y ×[0, 1],ΓXλ ),
followed by a free-destabilization cobordism at w′. The configuration is shown in Figure 4.4.
By [Zem15, Proposition 14.27], the cobordism (Y × [0, 1],ΓXλ ) induces the map
FAY×[0,1],ΓXλ ,s ' ΦwAλ +AλΦw′ .
Using this, we compute that
FAY×[0,1],Γ,s ' S−w′(ΦwAλ +AλΦw′)S+w′
' S−w′ΦwAλS+w′ (R1), (R2)
' ΦwS−w′AλS+w′ (R3)
' Φw (R10).
Replacing the Aλ maps with Bλ yields the result for the type-B maps, as well. 
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w
w
w
w
=
FY×[0,1],Γw,s
S+w′
FY×[0,1],ΓXλ ,s
S−w′
w′
w′w
w
Figure 4.4. Manipulating the broken path cobordism (Y × [0, 1],Γw) so
that a basepoint swapping cobordism appears in the middle. Unlike in 3
dimensions, the basepoint swapping graph cobordism (W,ΓXλ ) is well defined up to
an isotopy of the graph, and the crossing shown in our picture carries no meaning.
4.4. Graphs and the actions of U and H1(Y ;Z)/Tors. In this section, we describe how the
F2[U ]-module action and the action of H1(Y ;Z)/Tors are encoded into the graph cobordism maps.
We consider the graph cobordisms (Y × [0, 1],Γγ) and (Y × [0, 1],ΓU ) shown in Figure 4.5.
γ
Aγ = U =
(Y × [0, 1],Γγ) (Y × [0, 1],ΓU )
Figure 4.5. Graph cobordisms for the action of [γ] ∈ H1(Y ;Z)/Tors and
for action of U . The two loops on the cobordism for the U map are both null-
homologous.
Proposition 4.6. Suppose γ is a closed, embedded loop in Y which intersects w, and let Γγ ⊆
Y × [0, 1] be the graph Γγ := ({w} × [0, 1]) ∪ (γ × { 12}), shown in Figure 4.5. Then
FAY×[0,1],Γγ ,s ' FBY×[0,1],Γγ ,s ' Aγ
where Aγ denotes the action of H1(Y ;Z)/Tors. Let ΓU ⊆ Y × [0, 1] denote the graph on the right
side of Figure 4.5. Then
FAY×[0,1],ΓU ,s ' FBY×[0,1],ΓU ,s ' U.
It’s convenient to break the computation into manageable pieces. If λ is a path from w to w′ in Y ,
then let Γgλ and Γ
uprise
λ denote the graphs in of Y × [0, 1], with a trivalent vertex shown in Figure 4.6.
Lemma 4.7. The graph cobordism maps for (Y × [0, 1],Γgλ ) and (Y × [0, 1],Γupriseλ ) satisfy
FAY×[0,1],Γgλ ,s ' BλS
+
w′ and F
A
Y×[0,1],Γupriseλ ,s ' S
−
w′Bλ.
If Γ
g
λ and Γ
uprise
λ denote the graphs with the opposite cyclic order, then
FA
Y×[0,1],Γgλ ,s
' AλS+w′ and FAY×[0,1],Γupriseλ ,s ' S
−
w′Aλ.
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w
ww′ w
ww′
(Y × [0, 1],Γgλ ) (Y × [0, 1],Γupriseλ )
Figure 4.6. The graph cobordisms (Y × [0, 1],Γgλ ) and (Y × [0, 1],Γupriseλ ) con-
sidered in Lemma 4.7. These depend on a choice of path, λ, from w to w′ in
Y .
Proof. In [HMZ16, Lemmas 5.5 and 5.6] it is computed (directly from the definition of the graph
action map) that
FAY×[0,1],Γgλ ,s ' (Aλ + UΦw)S
+
w′ and F
A
Y×[0,1],Γupriseλ ,s ' S
−
w′(Aλ + UΦw).
By using Equation (14) and Relations (R1) and (R2), we see that
(Aλ + UΦw)S
+
w′ ' (Bλ + UΦw′)S+w′ ' BλS+w′ ,
and similarly
S−w′(Aλ + UΦw) ' S−w′(Bλ + UΦw′) ' S−w′Bλ.
To prove the statements about the graph cobordisms with the opposite cyclic orders, we use
Lemma 4.3, which shows that the effect of switching the cyclic ordering is to replace the Aλ maps
with the Bλ maps, and vice-versa. 
We can now compute the graph cobordism maps for (Y × [0, 1],Γγ) and (Y × [0, 1],ΓU ):
Proof of Proposition 4.6. Let us first consider the cobordism (Y × [0, 1],Γγ), shown on the left side
of Figure 4.5. Write γ as a concatenation of two arcs, λ1 and λ2, which both have one endpoint
at w, as well as another endpoint at new basepoint, w′. We first claim that the graph cobordism
map for (Y × [0, 1],Γγ) is invariant under splitting the single vertex in the interior of the graph into
two vertices connected by an edge, as shown in Figure 4.7. One way of establishing this equality
would be to compute directly from the definition. This is not hard, though somewhat tedious. For
convenience, we will instead appeal to the link cobordism interpretation of the graph cobordism
maps [Zem16, Section 14], from which it follows that ribbon-equivalent graphs induce the same map
(see [Zem16, Theorem C]). After splitting this vertex into two vertices, the resulting graph cobordism
can be written as the composition of the two graph cobordisms, (Y × [0, 1],Γupriseλ2) and (Y × [0, 1],Γgλ1).
Lemma 4.7 describes the maps induced by (Y × [0, 1],Γupriseλ2) and (Y × [0, 1],Γgλ1). Using that
computation, we see that
FY×[0,1],Γγ ,s ' S−w′Bλ2Bλ1S+w′ .
By Relation (R9), this is chain homotopic to Bγ . We note also that Bγ = Aγ , since the quantities
a(γ, φ) and b(γ, φ) agree for any homology class φ, when γ is a closed curve, completing the proof
of the formula for the cobordism map for (Y × [0, 1],Γγ).
We now compute the map for the graph cobordism (Y × [0, 1],ΓU ) from Figure 4.5. We use the
previous result for (Y × [0, 1],Γγ), as well as the vertex breaking relation from Lemma 4.4. It is
convenient to consider the more general case that the loops in ΓU are not necessary null-homologous,
and instead have homology classes γ1 and γ2. As shown in Figure 4.8, by using the vertex breaking
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' '
γ
w
w
γ
w
w
λ1
λ2
w
w′
w
w
Figure 4.7. Computing the cobordism map for (Y × [0, 1],Γγ). On the left
is the graph cobordism (Y × [0, 1],Γγ). In the middle is a ribbon equivalent graph
cobordism. On the right is the composition of (Y × [0, 1],Γupriseλ2) and (Y × [0, 1],Γgλ1),
The concatenation λ2 ∗λ1 is equal to the closed curve γ. In Proposition 4.6 we show
that the induced map is the H1(Y ;Z)/Tors action map, Aγ .
relation, and the computation of the induced map of the left cobordism in Figure 4.5, we have that
the cobordism on the right of Figure 4.5 has induced map
U +Aγ1Aγ2 .
The graph ΓU from the proposition statement is obtained by picking γ1 and γ2 to be null-homologous
in H1(Y ;Z), so that Aγ1 and Aγ2 vanish. The remaining term in the above formula is U , completing
the proof. 
' +
U · idAγ2Aγ1
γ1
γ2
γ1
γ2 U ·
Figure 4.8. Computing the graph cobordism on the left by using the
vertex breaking relation. The vertex breaking relation is proven in Lemma 4.4.
The cyclic orders are counterclockwise, with respect to the page.
4.5. Relative homology maps and holomorphic triangle maps. In this section, we describe
the interaction of the relative homology maps with the holomorphic triangle maps. Suppose that
(Σ,α,β,γ,w) is a multi-pointed Heegaard triple. In [OS04e, Section 8], Ozsva´th and Szabo´ con-
struct a 4-manifold Xα,β,γ , as well as a map
sw : pi2(x,y, z)→ Spinc(Xα,β,γ).
The holomorphic triangle map
Fα,β,γ,s : CF
−(Σ,α,β, sα,β)⊗F2[U ] CF−(Σ,β,γ, sβ,γ)→ CF−(Σ,α,γ, sα,γ)
is defined by counting holomorphic triangles, which represent Maslov index 0 homology classes of
triangles ψ with sw(ψ) = s.
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If λ is a path between two basepoints on the Heegaard surface Σ, and φ is a homology class of
disks, let a(λ, φ), b(λ, φ) and c(λ, φ) denote the sum of the changes of multiplicities of φ, across only
the α,β or γ curves, respectively. Let Aλ, Bλ and Cλ denote the map which counts holomorphic
disks with an extra factor of a(λ, φ), b(λ, φ) or c(λ, φ), respectively (on any of the three complexes
involved in the triple). We have the following:
Lemma 4.8. If s ∈ Spinc(Xα,β,γ), then the holomorphic triangle map Fα,β,γ,s satisfies the relations
Fα,β,γ,s(Aλ ⊗ id) +Aλ ◦ Fα,β,γ,s(id⊗ id) ' 0
Fα,β,γ,s(Bλ ⊗ id) + Fα,β,γ,s(id⊗Bλ) ' 0
Fα,β,γ,s(id⊗Cλ) + Cλ ◦ Fα,β,γ,s(id⊗ id) ' 0.
Proof. Let us consider the first relation, as the other two follow from nearly identical arguments. We
count the ends of Maslov index 1 triangles. The ends of the space of index 1 holomorphic triangles
consists of pairs of an index 0 holomorphic triangle together with an index 1 holomorphic disk. If
x,y and z are fixed intersection points, and ψ ∈ pi2(x,y, z) is a Maslov index 1 homology class of
triangles, the total number of ends of M(ψ) is zero. Hence, summing over all such classes, for fixed
x,y and z, we get
0 =
∑
ψ∈pi2(x,y,z)
µ(ψ)=1
sw(ψ)=s
a(λ, ψ)#∂M(ψ)Unw(ψ).
Furthermore, if ψ is a class of homology triangles and φ is a class of homology disks, we have
a(λ, ψ + φ) = a(λ, ψ) + a(λ, φ). Also, if φ is a homology class of disks on (Σ,β,γ) then a(λ, φ) = 0.
Hence
Fα,β,γ,s(Aλ ⊗ id) +AλFα,β,γ,s(id⊗ id) = ∂α,γHAα,β,γ,s +HAα,β,γ,s(∂α,β ⊗ id + id⊗∂β,γ),
where HAα,β,γ,s counts holomorphic triangles with sw(ψ) = s with an additional factor of a(λ, ψ).
The other chain homotopies are constructed similarly. 
5. Morse theory on the identity cobordism
In this section, we describe a handle decomposition of the trace cobordism Y ×[0, 1] : −Y unionsqY → ∅,
and also describe the singular homology of mapping tori.
5.1. A handle decomposition of the trace cobordism. In this section, we describe how a
Heegaard diagram for Y induces a handle decomposition of the trace cobordism. In this section, it’s
more convenient to view the trace cobordism as Y × [−1, 1], instead of Y × [0, 1].
Suppose f : Y → [1, 3] be a Morse function which induces the diagram (Σ,α,β,w), i.e., f is a
Morse function which admits a gradient like vector field such that the following hold:
(1) f has |w| index 0 critical points, all with critical value 1.
(2) f has g(Σ) + |w| − 1 index 1 critical points, all with critical values in (1, 2), whose ascending
manifolds intersect Σ along α.
(3) f−1(2) = Σ.
(4) f has g(Σ) + |w| − 1 index 2 critical points, all with critical values in (2, 3) whose descending
manifolds intersect Σ along β.
(5) f has |w| index 3 critical points, all with critical value 3.
We construct a Morse function F : Y × [−1, 1]→ [0, 3] by the formula
F (y, s) = (1− s2) · f(y).
It is easy to see that the critical set of F is equal to Crit(f)× {0} ⊆ Y × [−1, 1]. Furthermore, if p
is a critical point of f , then
ind(p,0)(F ) = indp(f) + 1.
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For our purposes, it is important to precisely describe the attaching spheres of the handles. To
this end, we define the following submanifolds:
Wt := F
−1([0, t]), Mt := F−1(t), Yt := f−1([t, 3]), and Σt := f−1(t).
We now prove a useful lemma for describing the level sets of the trace cobordism:
Lemma 5.1. Suppose that t ∈ [1, 3] is a regular value of f . The projection map piY : Y ×[−1, 1]→ Y
restricts to a homeomorphism between Mt ∩ (Y × [−1, 0]) and Yt. The map piY also restricts to a
homeomorphism between Mt ∩ (Y × [0, 1]) and Yt. On each of the above sets, the map piY is a
diffeomorphism away from Y × {0}. Putting these maps together yields a homeomorphism between
Mt and Yt ∪Σt −Yt, which is a diffeomorphism away from Mt ∩ (Y × {0}).
Proof. To see that piY induces a homeomorphism on the stated spaces, it is sufficient to show that
it is bijective, and maps between the stated subsets, which is an easy exercise from the definitions
of the maps f and F . To see that piY induces a local diffeomorphism on each of Mt ∩ (Y × [−1, 0))
and Mt ∩ (Y × (0, 1]), one simply needs to show that ∂/∂s 6∈ T(y,s)Mt. However it is easily checked
that ∂/∂s ∈ T(y,s)Mt iff s = 0. 
Using Lemma 5.1, we obtain the following description of the handles and their attaching spheres
for Y × [−1, 1]:
(Index 1) F has |w| index 1 critical points, corresponding to the index 0 critical points of f . All
have critical value equal to 1. The attaching 0-sphere in Y unionsq −Y of each of these critical
points is equal to the union of the corresponding index 0 critical point of f in Y , together
with its image in −Y .
(Index 2) F has g(Σ)+|w|−1 index 2 critical points, which have attaching sphere equal to the union
of the descending flow lines of the index 1 critical points of f in Y (which have ends on the
attaching 0-spheres of the 1-handles described above), concatenated with their images in
−Y . They have critical values in (1, 2). The framings are discussed in more detail, below.
(Index 3) F has g(Σ) + |w| − 1 index 3 critical points. We can view the attaching spheres as being
in M2 = F
−1(2), which is homeomorphic to Uβ ∪Σ −Uβ by Lemma 5.1. The descending
manifolds of the index 2 critical points of f are 2-dimensional disks in Uβ ⊆ Y , which
meet Σ along the β curves. The union of these disks with their images in −Uβ ⊆ −Y are
spheres in M2 = Uβ ∪Σ −Uβ, and these spheres are the attaching spheres of the index 3
critical points of F . They have critical values in (2, 3).
(Index 4) F has |w| index 4 critical points, corresponding to the |w| index 3 critical points of f .
They all have critical value equal to 3.
We now discuss the framings of the index 2 critical points in somewhat more detail. Note that
the exact framing of the attaching spheres of the 2-handles in M1+ ∼= Y #w − Y (where Y #w − Y
denotes the manifold obtained by adding a connected sum tube near each point in w) depends on
some additional data (such as a choice of gradient like vector field), however the framing of the
portion of the link in Y can be taken to be the mirror of the framing of the portion in −Y . Up to
isotopy, a framing is uniquely determined by this property.
Remark 5.2. A handlebody decomposition of the cotrace cobordism can be obtained by turning
around the above decomposition for the trace cobordism.
5.2. Singular homology of mapping tori. Given a diffeomorphism φ : Y 3 → Y 3, we now describe
the singular homology of Xφ.
First, let us recall the algebraic mapping cone construction. If (C1, ∂1) and (C2, ∂2) are two chain
complexes, and F : C1 → C2 is a degree zero chain map, the mapping cone of F , written as
Cone(C1
F−→ C2),
is defined to be the complex
Cone(C1
F−→ C2) := C1[1]⊕ C2,
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with differential
∂ =
(−∂1 0
F ∂2
)
.
Proposition 5.3. Suppose that X4 is a smooth, oriented 4-manifold and Y 3 ⊆ X4 is a smooth,
oriented, non-separating cut. Let W 4 be the result of cutting X along Y , and let ι0 and ι1 denote
the two inclusions of Y into W (corresponding to the two copies of Y in ∂W ). Then CCW∗ (X;Z) is
quasi-isomorphic to
Cone(CCW∗ (Y ;Z)
(ι0)∗−(ι1)∗−−−−−−−→ CCW∗ (W ;Z)).
Remark 5.4. Note that the above proposition specializes in the case of a mapping torus to show
that CCW∗ (Xφ;Z) is quasi-isomorphic to Cone(CCW∗ (Y ;Z)
id∗−φ∗−−−−−→ CCW∗ (Y ;Z)).
Proof of Proposition 5.3. The proof is by explicit construction of a CW decomposition of X whose
homology is that of the mapping cone. Pick a CW decomposition of Y , and pick a CW decom-
position of W which extends this fixed decomposition (on both boundary components). The CW
decomposition of Y naturally yields a CW decomposition of Y × [0, 1], via the product construc-
tion. If ei is a cell of dimension i in our decomposition for Y , then there are three cells in our
decomposition for Y × [0, 1], namely ei × {0}, ei × {1} and ei × [0, 1]. Furthermore
∂(ei × [0, 1]) = ei × {1} − ei × {0}.
We can construct a CW decomposition of X, by taking our CW decomposition for W , and adding
in the cells of the form ei × [0, 1], where ei is a cell in Y . Manifestly, we have an isomorphism of
groups
CCW∗ (X;Z) ∼= CCW∗ (Y ;Z)[1]⊕ CCW∗ (W ;Z),
and the differential on CCW∗ (X;Z) is given by
∂ =
( −∂Y 0
(ι1)∗ − (ι0)∗ ∂W
)
,
which is the mapping cone. 
6. Generalized 1-handle and 3-handle maps
In [OS06], Ozsva´th and Szabo´ define cobordism maps associated to attaching a 4-dimensional
1-handle or 3-handle. For our purposes, it is useful to define a map associated to attaching many
1-handles or 3-handles simultaneously. In this section we describe such a map, and prove some key
properties which will be useful for our analysis of the trace and cotrace cobordisms.
6.1. Definition of the generalized 1- and 3-handle maps. Suppose that H = (Σ,α,β,w) is
a multi-pointed Heegaard diagram, and that (Σ0, ξ, ζ,w0) is a diagram for (S
1 × S2)#g(Σ0). Using
[OS04e, Lemma 9.1] (when |w| = 1) and [OS08, Proposition 6.5] (when |w| > 1), we see that there
are relatively graded isomorphisms
HF−(Σ0, ξ, ζ,w0) ∼= V g(Σ0)+|w0|−1 ⊗F2 F2[U ], and ĤF (Σ0, ξ, ζ,w0) ∼= V g(Σ0)+|w0|−1,
where V ∼= H1(S1;F2). In particular, there is a well defined top degree element on homology. We
also assume that |ζi∩ξj | = 2δij , where δij denotes the Kronecker-delta. This last assumption implies
that the top degree element of homology is realized as a top degree intersection point Θ+ξ,ζ ∈ Tξ∩Tζ .
There is also a well defined bottom degree intersection point Θ−ξ,ζ . Note that we don’t require ξ to
be small isotopies of the ζ curves, however this is the simplest example.
Suppose we have an embedding f : w0 → Σ \ (α ∪ β ∪w). Write p ⊆ Σ for the image w0 under
f . We join the diagrams (Σ,α,β,w) and (Σ0, ξ, ζ,w0) by adding a connected sum tube at each
pair of points identified by w0 and p, identified by f . We remove the basepoints w0, and obtain a
diagram
(Σ #fΣ0,α ∪ ξ,β ∪ ζ,w).
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An example is shown in Figure 6.1. We define the generalized 1-handle map
F ξ,ζ1 : CF
−(Σ,α,β,w)→ CF−(Σ #fΣ0,α ∪ ξ,β ∪ ζ,w)
by the formula
(17) F ξ,ζ1 (x) = x⊗Θ+ξ,ζ .
In the opposite direction, we define the generalized 3-handle map via the formula
F ξ,ζ3 (x× θ) = x · 〈θ,Θ−ξ,ζ〉,
where 〈, 〉 : CF−(Σ0, ξ, ζ)⊗F2[U ] CF−(Σ0, ξ, ζ)→ F2[U ] is the map given by
(18) 〈U i · x, U j · y〉 =
{
U i+j if x=y,
0 otherwise.
(Σ,α,β,w) (Σ0, ξ, ζ,w0) (Σ#fΣ0,α ∪ ξ,β ∪ ζ,w)
p w0
f
f
Figure 6.1. An example of the generalized 1-handle operation. The con-
nected sum is taken at the points p ⊆ Σ and w0 ⊆ Σ0, using the identification
given by f . Only a small portion of the Heegaard surface Σ is shown.
6.2. Holomorphic disks and the generalized 1-handle and 3-handle maps. We now show
that the generalized 1-handle and 3-handle maps defined in Section 6.1 are chain maps, for appropri-
ate choices of almost complex structures. Write ∂0 for the differential on CF
−(Σ,α,β) for an almost
complex structure J , which is split on a cylindrical neighborhood of p× [0, 1]× R. Write ∂J(T ) for
the differential on CF−(Σ #fΣ0,α ∪ ξ,β ∪ ζ,w), for an almost complex structure J(T ) which is
obtained by taking the connected sum of J with an almost complex structure on Σ0× [0, 1]×R, and
inserting a neck of length T into each connected sum tube. We will prove the following (compare
[OS04d, Proposition 6.4]):
Proposition 6.1. Suppose that (Σ,α,β,w) is a Heegaard diagram with collection of points p ⊆
Σ \ (α∪β ∪w). Further suppose that (Σ0, ξ, ζ,w0) is a diagram for (S1 × S2)#g(Σ0), satisfying the
assumptions described in the previous section, and that f : w0 → p is a fixed bijection, so that the
generalized 1-handle and 3-handle maps are defined. For sufficiently large T , the differential ∂J(T )
satisfies
∂J(T ) ◦ F ξ,ζ1 = F ξ,ζ1 ◦ ∂0 and ∂0 ◦ F ξ,ζ3 = F ξ,ζ3 ◦ ∂J(T ).
Proof. The first relation can be restated as
〈∂J(T )(x×Θ+ξ,ζ),y × θ〉 = 〈∂0(x),y〉 · 〈Θ+ξ,ζ , θ〉,
where 〈, 〉 denotes the pairing from Equation (18). The second relation can be restated as
〈∂J(T )(x× θ),y ×Θ−ξ,ζ〉 = 〈∂0(x),y〉 · 〈θ,Θ−ζ,ξ〉.
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Let us consider first the claim about F ξ,ζ1 . If φ0 ∈ pi2(θ, θ′) is a class on (Σ0, ξ, ζ), then by the
definition of the Maslov grading on CF−(Σ0, ξ, ζ,w0), one has
(19) µ(φ0) = 2nw0(φ0) + gr(θ, θ
′),
where gr(θ, θ′) is the drop in grading from θ to θ′. Combining this with the Maslov index formula from
[Lip06, Equation (6)] implies that if φ#φ0 ∈ pi2(x× θ,y× θ′) is a class on (Σ#fΣ0,α∪ ξ,β ∪ ζ,w),
then
µ(φ#φ0) = µ(φ) + µ(φ0)− np(φ)− nw0(φ0)
= µ(φ) + gr(θ, θ′).
(20)
Furthermore, if φ#φ0 has a representative for all large T , then we can extract a limit to a broken
representative of both φ and φ0. In particular, by transversality of holomorphic curves of index 1
or less on (Σ,α,β), the existence of holomorphic representatives for arbitrarily large T implies that
µ(φ) ≥ 0, with equality to zero iff φ is the constant class.
Since we are computing ∂J(T )(x×Θ+ξ,ζ), we only consider classes where θ = Θ+ξ,ζ . Since Θ+ξ,ζ is the
top graded intersection point, we have that gr(Θ+ξ,ζ , θ
′) ≥ 0 for any intersection point θ′ ∈ Tξ ∩ Tζ .
In light of Equation (20), there are two cases which can arise:
(1) µ(φ) = 0 and gr(Θ+ξ,ζ , θ
′) = 1;
(2) µ(φ) = 1 and gr(Θ+ξ,ζ , θ
′) = 0.
In the first case, φ must be a constant disk, since it has Maslov index zero and admits a broken
holomorphic representative for a cylindrical almost complex structure. Hence φ0 ∈ pi2(Θ+ξ,ζ , θ′)
is an index 1 disk which has zero multiplicity over w0. As Θ
+
ξ,ζ is a cycle in ĈF (Σ0, ξ, ζ,w0),
all holomorphic disks of this form cancel, modulo 2, and hence (all together) such disks make no
contribution to the differential ∂J(T )(x⊗Θ+ξ,ζ).
In the second case, we have θ = θ′ = Θ+ξ,ζ . If φ#φ0 admits holomorphic representatives for
arbitrarily long neck lengths, then we can extract (potentially broken) limiting curves U and U0
representing φ and φ0, respectively. Since µ(φ) = 1, the broken curve U consists of a single, non-
broken holomorphic strip, u. Write w0 = {w1, . . . , wk} and p = {p1, . . . , pk}, where the map
f : w0 → p satisfies f(wi) = pi. There must be a holomorphic strip u0 in the broken curve U0 which
matches u, i.e., which satisfies
ρp(u) = ρw0(u0),
where
ρp :M(φ)→ Symn1(D)× · · · × Symnk(D)
is the map defined by the formula
ρp(u) =
(
(u ◦ piD)((u ◦ piΣ)−1(p1)), . . . , (u ◦ piD)((u ◦ piΣ)−1(pk))
)
.
Here ni is the integer
ni := npi(φ) = nwi(φ0),
and the map ρw0 is defined analogously to ρp.
The argument now diverges slightly, depending on whether |w0| = 1 or |w0| > 1. In the case that
|w0| > 1, we can consider almost complex structures satisfying (J1)–(J5), whereas when |w0| = 1,
we will have to consider slightly more generic almost complex structures. We first consider the case
that |w0| > 1, as this case is slightly simpler.
We claim that the broken curve U0, described above, consists of exactly the unbroken holomorphic
strip u0 (and no other curves). This follows from expected dimension counts, and transversality, as
we now describe.
Write φ′0 for the homology class of u0. For a generic choice of almost complex structure on
Σ× [0, 1]×R, the set ρp(u) will be disjoint from the fat diagonal whenever u has Maslov index 1. In
the case that |w0| > 1, it is not hard to see that the curve u0 will satisfy conditions (M1)–(M5) (the
important point being that since ρw0(u0) is not in the fat diagonal, the curve u0 must satisfy (M5)).
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Using Proposition 2.6 we see that for generic almost complex structure on Σ0×[0, 1]×R, if S0 denotes
the source curve of u0, and if X ⊆ Symn1(D)× · · · Symnk(D) is a smooth submanifold avoiding the
fat diagonal, then M(S0, φ′0, X) is a smooth manifold of dimension µ(φ′0) − codim(X) − 2 sing(u0)
near u0. We consider
X(φ) := {ρp(u) : u ∈M(φ)} ⊆ Symn1(D)× · · · × Symnk(D),
which has codimension 2(n1 + · · ·+ nk)− 1. Near u0, we have
dimM(S0, φ′0, X(φ)) = µ(φ′0)− codim(X(φ))− 2 sing(u0) ≤ 1,
with equality iff u0 is embedded and µ(φ
′
0) = 2(n1 + · · · + nk). It follows that u0 is an embedding
and has Maslov index 2(n1 + · · ·+nk). There can’t be any remaining curves of U0, since they would
have Maslov index at least 1 by transversality, and hence would raise the Maslov index of φ0 above
2(n1 + · · ·+ nk), contradicting our assumption. Hence φ′0 = φ0.
Hence any sequence of curves representing φ#φ0 for a sequence of almost complex structures J(Ti),
with Ti approaching ∞, limits to a pair (u, u0) ∈ M(φ) ×M(φ0) which satisfies ρp(u) = ρw0(u0).
We call a such pair (u, u0) a prematched disk.
We now wish to use gluing results about holomorphic curves to describe a neighborhood of a
prematched disk in the compactification of the space of holomorphic curves on (Σ #fΣ0)× [0, 1]×R.
Since φ has index 1, the space M(φ)/R is a finite set, so we can use a “Morse-type” gluing lemma,
where the asymptotics of the curves we are gluing are fixed. The relevant gluing theorem for our
purposes is [Lip06, Proposition A.2]. If we were considering φ with higher Maslov index, (so that
both of the factors of the fibered product were positive dimensional manifolds) then we would need
harder “Morse-Bott” gluing results like those described in [Bou02].
In our case, if the almost complex structures achieve transversality at u and u0, then it follows
from [Lip06, Proposition A.2] that there is a neighborhood U of (u, u0) in the compactification of
the space of holomorphic disks on (Σ #fΣ0)× [0, 1]× R such that
U ∩
( ⋃
T>0
M̂J(T )(φ#φ0) ∪ {(u, u0)}
)
∼= (0, 1].
For a d ∈ Symn1(D)× · · · × Symnk(D) which avoids the fact diagonal, we consider the space
M(φ0,d) := {u ∈M(φ0) : ρw0(u) = d}.
If d is point which is not in the fat diagonal, then by Proposition 2.6, for a generic choice of almost
complex structures, the space M(φ0,d) is transversely cut out and a 0-dimensional manifold. We
will show if we fix a d as above, then for a generic choice of almost complex structure we in fact
have
(21)
∑
φ0∈pi2(Θ+ξ,ζ,Θ+ξ,ζ)
npi (φ0)=ni
#M(φ0,d) ≡ 1 (mod 2).
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Note that assuming Equation (21), the main statement follows, since using the argument described
thus far, we see that
∂J(T )(x×Θ+ξ,ζ) =
∑
θ′∈Tα∩Tβ
φ#φ0∈pi2(x×Θ+ξ,ζ,y×θ′)
µ(φ#φ0)=1
#M̂(φ#φ0)Unw(φ) · y × θ′
=
∑
φ∈pi2(x,y)
µ(φ)=1
∑
φ0∈pi2(Θ+ξ,ζ,Θ+ξ,ζ)
nwi (φ0)=npi (φ)
#M̂(φ#φ0)Unw(φ) · y ×Θ+ξ,ζ
=
∑
φ∈pi2(x,y)
µ(φ)=1
∑
u∈M̂(φ)
( ∑
φ0∈pi2(Θ+ξ,ζ,Θ+ξ,ζ)
nwi (φ0)=npi (φ)
#M(φ0, ρw(u))
)
Unw(φ) · y ×Θ+ξ,ζ
=
∑
φ∈pi2(x,y)
µ(φ)=1
∑
u∈M̂(φ)
Unw(φ) · y ×Θ+ξ,ζ
= ∂0(x)⊗Θ+ξ,ζ .
Hence it remains to establish the count from Equation (21). To prove it, one first shows invariance
from d. To do this, one picks a path d(t), avoiding the fat diagonal, between two points d(0) and
d(1). Let us write dt for the image of the path d(t). One then considers the moduli space
M(dt) :=
⋃
φ0∈pi2(Θ+ξ,ζ,Θ+ξ,ζ)
µ(φ0)=2(n1+···+nk)
M(φ0,dt).
For generically chosen almost complex structure, the space M(dt) is a 1-manifold, with ends which
correspond to curves which match d(0) or d(1), as well as ends which correspond to Maslov index
1 holomorphic strips breaking off (note that by the dimension counts from Proposition 2.6, further
degenerations do not occur for a generically chosen almost complex structure). The total number
of ends corresponding to strip breaking is zero (mod 2), since ∂̂(Θ+ξ,ζ) = 0. Having now established
independence from d, one considers a path d(t), where t ranges over [1,∞), in Symn1(D) × · · · ×
Symnk(D), of n1 + · · · + nk points which become spaced out more and more in D, and approach
the β boundary of D. The count is then reduced to counting the number of index 2 β boundary
degenerations which match a point in the upper half plane. According to [OS08, Theorem 5.5], the
count of such curves is 1, modulo 2. Hence, by gluing n1 + · · · + nk curves together, we establish
Equation (21), with d = dt, for some sufficiently large t.
We now consider the case that |w0| = 1. In this case, the conditions (J1)–(J5) don’t prevent
curves u0 appearing which don’t satisfy (M5), since for example a closed copy of Σ0 × {(s, t)}
could appear. As in the proof of stabilization invariance from [Lip06, Section 12] one solution to
this problem is to consider almost complex structures satisfying (J1)–(J4) and (J5′), which achieve
transversality at curves satisfying (M1)–(M3) and (M5′), and have no multiply covered components.
In this case, the assumption that d avoids the fat diagonal implies that no curve in M(φ0,d) has
a multiply covered component. Hence, for a generic choice of almost complex structure, the space
M(φ0,d) will be transversely cut out by Proposition 2.6. We now establish the count appearing
in Equation (21). The argument proceeds in a familiar fashion. By considering holomorphic disks
matching a point along a path d(t) avoiding the fat diagonal, we can establish that the count
#M(φ0,d) is independent of d. However we cannot degenerate a collection d towards the boundary
to reduce to the count of boundary degenerations since the almost complex structures we consider
are not harshly perturbed near Σ × {0, 1} × R. Nevertheless, we describe a trick, which is (upon
some reflection) morally equivalent. First, we note that by degenerating the set d into |d| points,
spaced farther and farther apart in [0, 1] × R, but not approaching {0, 1} × R, we can reduce the
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count to the case when d consists of a single point d ∈ [0, 1] × R. In this case, we wish to count
M(φ0, d) when φ0 is an index 2 class with domain [Σ0]. To count M(φ0, d) in this case, we argue
by the following trick: we perform a free-stabilization at the point w0 on the diagram (Σ0, ξ, ζ, w0).
There is an index 1 class, formed by taking the connected sum of the bigon B on (S2, α0, β0, w, w0)
which has multiplicity 1 in the connected sum region, together with the class φ0, as shown in
Figure 6.2. For sufficiently stretched neck, by our previous argument, the count #M̂(B#φ0) is
equal to #M(B) ·#M(φ0, d) = #M(φ0, d). On the other hand, we can splice in a new bigon in the
stabilization region to B#φ0, as in Figure 6.2. This yields a Maslov index 2 class. For sufficiently
stretched almost complex structure, there are exactly two ends. One corresponds to the index 2
class breaking into a bigon, as well as a representative of B#φ0. This strip breaking contributes
#M(φ0, d) total ends to the moduli space. There is another end corresponding to an index 2 α
boundary degeneration, which has 1 representative modulo 2 by [OS08, Theorem 5.5]. As there are
no other ends, we conclude that
#M(φ0, d) ≡ 1 (mod 2).
This completes the proof in the case that |w0| = 1. The first equation in proposition statement now
follows.
A straightforward modification proves the relation ∂0 ◦F ξ,ζ3 = F ξ,ζ3 ◦ ∂J(T ), completing the proof.

w0
φ0
(Σ0, ξ, ζ, w0)
B#φ0
Figure 6.2. Counting #M(φ0, d) when |w0| = 1. The domain of the index 2
class φ0 is shown on top. A gluing argument shows that #M(φ0, d) is equal to
the number of representatives of the class B#φ0, shown on the lower left, on a
free-stabilization of (Σ0, ξ, ζ). To count the number of representatives of this class,
we splice in another bigon, and count the ends of the index 2 moduli space on
the bottom right. There are 2 ends, one corresponding to strip breaking (i.e. a
holomorphic representative of the bigon breaking off), and another corresponding
to an α boundary degeneration forming.
6.3. Holomorphic triangles and generalized 1-handle and 3-handle maps. We now address
the interaction of the holomorphic triangle maps with the generalized 1-handle and 3-handle maps.
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The result should be thought of as a stronger version of the holomorphic triangle map computation
used to show the well-definedness of the 1-handle map ([OS06, Theorem 4.10]).
Suppose that (Σ,α,β,γ,w) and (Σ0, ξ, ζ, τ ,w0) are Heegaard triples. Suppose further that
(Σ0, ξ, ζ, τ ,w0) satisfies the following:
(T1) The Heegaard triple (Σ0, ξ, ζ, τ ,w0) is related by a sequence of handleslides and isotopies to
a triple where all three sets of attaching circles are equal.
(T2) The collections ξ, ζ, τ can be ordered so that |ξi ∩ ζj | = |ξi ∩ τj | = |ζi ∩ τj | = 2δij , where δij
denotes the Kronecker delta function.
Condition (T1) allows us to interpret the triangle counts on (Σ0, ξ, ζ, τ ,w0) as being associated
to a sequence of Heegaard moves on a diagram for (S1 × S2)#g(Σ0). Together, Conditions (T1) and
(T2) imply that there are well defined top degree intersection points
Θ+ξ,ζ ∈ Tξ ∩ Tζ , Θ+ζ,τ ∈ Tζ ∩ Tτ , and Θ+ξ,τ ∈ Tξ ∩ Tτ .
Similarly there are well defined bottom degree intersection points Θ−ξ,ζ ,Θ
−
ξ,τ , and Θ
−
ζ,τ .
As in the previous section, if we pick an embedding f : w0 → Σ \ (α ∪ β ∪ γ ∪w), we can form
the connected sum of the two Heegaard triples at the points identified by f , and obtain a Heegaard
triple
(Σ #fΣ0,α ∪ ξ,β ∪ ζ,γ ∪ τ ,w).
In [OS04e, Section 8] Ozsva´th and Szabo´ describe a 4-manifold Xα,β,γ associated to the Heegaard
triple (Σ,α,β,γ). We review the construction presently. Let ∆ denote a triangle, with edges labeled
eα, eβ and eγ (in that order, clockwise). We let Uα, Uβ and Uγ denote the 3-dimensional handlebody,
with boundary Σ, determined by the curves α,β, and γ. The 4-manifold Xα,β,γ is defined by
(22) Xα,β,γ :=
(
(Σ×∆) unionsq (Uα × eα) unionsq (Uβ × eβ) unionsq (Uγ × eγ)
)
/∼
where ∼ is the relation determined by gluing Uσ× eσ to Σ×∆ along Σ× eσ for each σ ∈ {α,β,γ},
using the natural identification.
We begin with the following topological lemma about 4-dimensional Spinc structures:
Lemma 6.2. Suppose (Σ,α,β,γ,w) and (Σ0, ξ, ζ, τ ,w0) are arbitrary Heegaard triples, with a
chosen embedding f : w0 → Σ \ (α ∪ β ∪ γ ∪w), with which we take the connected sum. Writing
Xα∪ξ,β∪ζ,γ∪τ for the 4-manifold constructed from the triple (Σ #fΣ0,α ∪ ξ,β ∪ ζ,γ ∪ τ ,w), there
is a natural isomorphism
Spinc(Xα∪ξ,β∪ζ,γ∪τ ) ∼= Spinc(Xα,β,γ)× Spinc(Xξ,ζ,τ ).
Proof. The claim is proven by analyzing two Mayer-Vietoris exact sequences. We will define a map
from Spinc(Xα∪ξ,β∪ζ,γ∪τ ) to Spinc(Xα,β,γ)× Spinc(Xξ,ζ,τ ) as a composition of a restriction map,
and the inverse of another restriction map, as we now describe. For notational clarity, let XΣ,α,β,γ
denote the 4-manifold constructed from the Heegaard triple (Σ,α,β,γ). Note that topologically
XΣ #fΣ0,α∪ξ,β∪ζ,γ∪τ is obtained by gluing XΣ\N(p),α,β,γ to XΣ0\N(w0),ξ,ζ,τ along |w0| thrice punc-
tured copies of S3. We leave it to the reader to analyze the Mayer-Vietoris exact sequence for
cohomology and verify that the map
Spinc(XΣ #fΣ0,α∪ξ,β∪ζ,γ∪τ )→ Spinc(XΣ\N(p),α,β,γ)× Spinc(XΣ0\N(w0),ξ,ζ,τ )
is an isomorphism. Finally, it is not hard to verify that
XΣ,α,β,γ \XΣ\N(p),α,β,γ ,
is a topologically a 4-ball, so a similar argument shows that the restriction map
Spinc(XΣ,α,β,γ)→ Spinc(XΣ\N(p),α,β,γ)
is also an isomorphism. 
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Note that Condition (T1) implies that the 4-manifold Xξ,ζ,τ is diffeomorphic to the 4-manifold
Xξ,ξ,ξ. Upon filling in each end with 3-handles and 4-handles we obtain obtain (S
1 × S3)#g(Σ0). In
particular, there is a unique Spinc structure s0 ∈ Spinc(Xξ,ζ,τ ) which restricts to the torsion Spinc
structure on each end of Xξ,ζ,τ . Using Lemma 6.2, it follows that if s ∈ Spinc(Xα,β,γ), then there
is a well defined Spinc structure
s#s0 ∈ Spinc(Xα∪ξ,β∪ζ,γ∪τ ).
Proposition 6.3. Suppose that (Σ,α,β,γ,w) and (Σ0, ξ, ζ, τ ,w0) are Heegaard triples with a
fixed embedding f : w0 → Σ \ (α ∪ β ∪ γ ∪ w) and consider the triple (Σ#fΣ0,α ∪ ξ,β ∪ ζ,γ ∪
τ ,w). Furthermore, suppose that (Σ0, ξ, ζ, τ ,w0) satisfies Conditions (T1) and (T2), above. If
s ∈ Spinc(Xα,β,γ), then for almost complex structure sufficiently stretched on the connected sum
necks, we have the relations
Fα∪ξ,β∪ζ,γ∪τ ,s#s0(F
ξ,ζ
1 (x), F
ζ,τ
1 (y)) = F
ξ,ζ
1 (Fα,β,γ,s(x,y))
F ξ,ζ3 (Fα∪ξ,β∪ζ,γ∪τ ,s#s0(F
ξ,ζ
1 (x),y × θ)) = Fα,β,γ,s(x, F ζ,τ3 (y × θ))
F ξ,ζ3 (Fα∪ξ,β∪ζ,γ∪τ ,s#s0(x× θ, F ζ,τ1 (y))) = Fα,β,γ,s(F ξ,ζ3 (x× θ),y)
Proof. Writing out the definitions of the above maps, we wish to show
Fα∪ξ,β∪ζ,γ∪τ ,s#s0(x×Θ+ξ,ζ ,y ×Θ+ζ,τ ) = Fα,β,γ,s(x,y)⊗Θ+ξ,τ
〈Fα∪ξ,β∪ζ,γ∪τ ,s#s0(x×Θ+ξ,ζ ,y × θ), z×Θ−ξ,τ 〉 = 〈Fα,β,γ,s(x,y), z〉 · 〈θ,Θ−ζ,τ 〉
〈Fα∪ξ,β∪ζ,γ∪τ ,s#s0(x× θ,y ×Θ+ζ,τ ), z×Θ−ξ,τ 〉 = 〈Fα,β,γ,s(x,y), z〉 · 〈θ,Θ−ξ,ζ〉,
where 〈, 〉 denotes the pairing map in Equation (18).
We will focus on the first formula involving the generalized 1-handle map. The two formulas
involving the generalized 3-handle map follow from a straightforward adaptation of the following
argument.
We first claim that if ψ0 ∈ pi2(θ1, θ2, θ3) is a homology triangle on (Σ0, ξ, ζ, τ ,w0) which restricts
to the torsion Spinc structure on each end of the cobordism Xξ,ζ,τ then
(23) µ(ψ0) = − gr(Θ+ξ,ζ , θ1)− gr(Θ+ζ,τ , θ2) + gr(Θ+ξ,τ , θ3) + 2
∑
w∈w0
nw(ψ0).
One simple way to verify this formula is to first observe that it is true for some class of triangles,
since invariance of ĤF ((S1×S2)#g(Σ0),w0) shows that the triangle map on ĈF (which counts index
0 triangles which have zero multiplicity on all of the basepoints) maps the element Θ+ξ,ζ ⊗ Θ+ζ,τ to
Θ+ξ,τ . As there is a unique Spin
c structure on Xξ,ζ,τ which restricts to the torsion Spin
c structure
on each end, it follows that if ψ′0 is another triangle in pi2(θ1, θ2, θ3), then the difference ψ0 − ψ′0 is
a sum of doubly periodic domains. Hence it is sufficient to show that the formula respects splicing
disks into a homology class of triangles. To see that the formula respects this, we can now apply
the index formula for disks from Equation (19).
Now if ψ#ψ0 is a class triangles in pi2(x× θ1,y× θ2, z× θ3), then the formula for the index from
[Sar11] implies that
µ(ψ#ψ0) = µ(ψ) + µ(ψ0)− 2
∑
w∈w0
nw(ψ0).
Combining this with the expression from Equation (23) we see that
(24) µ(ψ#ψ0) = µ(ψ)− gr(Θ+ξ,ζ , θ1)− gr(Θ+ζ,τ , θ2) + gr(Θ+ξ,τ , θ3).
Given a triangle ψ#ψ0 ∈ pi2(x×Θ+ξ,ζ ,y ×Θ+ζ,τ , z× θ3), Equation (24) specializes to the formula
(25) µ(ψ#ψ0) = µ(ψ) + gr(Θ
+
ξ,τ , θ3).
From here, the argument proceeds in a similar manner to the proof of Proposition 6.1. Given a
sequence of holomorphic triangles in the homology class ψ#ψ0 for a sequence of almost complex
38 IAN ZEMKE
structures J(Ti), with necks of length Ti inserted along the connected sum tubes, where Ti → ∞,
we can extract a limit consisting of a broken holomorphic triangle U representing ψ, and a broken
holomorphic triangle U0 representing ψ0. From the index formula appearing in Equation (25), it
follows that µ(ψ) = 0 and gr(Θ+ξ,τ , θ3) = 0. It follows that U consists of a single index 0 holomorphic
triangle and that θ3 = Θ
+
ξ,τ .
As in Proposition 6.1, the next step is to analyze the curves appearing in U0. Write p =
{p1, . . . , pk} and w0 = {w1, . . . , wk}, where f(wi) = pi. As with the case of disks, we consider
the map
ρw0 :M(ψ0)→ Symn1(∆)× · · · × Symnk(∆)
defined by the formula
ρw0(u) :=
(
(u ◦ pi∆)((u ◦ piΣ)−1(w1)), . . . , (u ◦ pi∆)((u ◦ piΣ)−1(wk))
)
.
Here the integers ni are defined as ni := npi(ψ) = nwi(ψ0). If d ∈ Symn1(∆)× · · · × Symnk(∆), we
can consider the matched moduli space
M(ψ0,d) := {u0 ∈M(ψ0) : ρw0(u0) = d}.
We will show that for generic d (i.e. not in the fat diagonal), and appropriately generic almost
complex structure, the matched moduli spaceM(ψ0,d) is a manifold of dimension µ(ψ0)−codim(d),
which is transversally cut out, and also to establish the count
(26)
∑
ψ0∈pi2(Θ+ξ,ζ,Θ+ζ,τ ,Θ+ξ,τ )
nwi (φ0)=ni
#M(ψ0,d) ≡ 1 (mod 2).
Assuming this, one then applies the gluing result [Lip06, Proposition A.2] to show that if µ(ψ) = 0,
and ψ0 ∈ pi2(Θ+ξ,ζ ,Θ+ζ,τ ,Θ+ξ,τ ), then for sufficiently stretched almost complex structure
#M(ψ#ψ0) =
∑
u∈M(ψ)
#M(ψ0, ρp(u)).
Using this, the main result follows from the following manipulation
Fα∪ξ,β∪ζ,γ∪τ ,s#s0(x×Θ+ξ,ζ ,y ×Θ+ζ,τ )
=
∑
θ3∈Tξ∩Tτ
∑
ψ#ψ0∈pi2(x×Θ+ξ,ζ,y×Θ+ζ,τ ,z×θ3)
µ(ψ#ψ0)=0
sw(ψ#ψ0)=s#s0
#M(ψ#ψ0)Unw(ψ#ψ0) · z× θ3
=
∑
ψ∈pi2(x,y,z)
µ(ψ)=0
sw(ψ)=s
∑
ψ0∈pi2(Θ+ξ,ζ,Θ+ζ,τ ,Θ+ξ,τ )
#M(ψ#ψ0)Unw(ψ) · z×Θ+ξ,τ
=
∑
ψ∈pi2(x,y,z)
µ(ψ)=0
sw(ψ)=s
∑
ψ0∈pi2(Θ+ξ,ζ,Θ+ζ,τ ,Θ+ξ,τ )
∑
u∈M(ψ)
#M(ψ0, ρp(u))Unw(ψ) · z×Θ+ξ,τ
=
∑
ψ∈pi2(x,y,z)
µ(ψ)=0
sw(ψ)=s
∑
u∈M(ψ)
Unw(ψ) · z×Θ+ξ,τ
= F ξ,τ1 (Fα,β,γ,s(x,y)).
Hence it remains to show that the moduli spaces M(ψ0,d) are transversely cut out, and to
establish the count from Equation (26). As in Proposition 6.1, the argument proceeds slightly
differently, depending on whether |w0| > 1 or |w0| = 1.
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We first consider the case that |w0| > 1. In this case, we can use almost complex structures
satisfying (J ′1)–(J ′4). If d is a not in the fat diagonal (i.e. has no repeated entries) and u0 ∈
M(ψ0,d) satisfies the analogs of (M1), (M2), (M3) and (M4), then it is easy to see that it also
satisfies (M5). Proposition 2.8 shows that M(ψ0,d) is 0-manifold which is transversely cut out.
To obtain the count in Equation (26), one proceeds as in Proposition 6.1 by first showing that the
quantity on the left side is independent of d using a Gromov compactness argument, then showing
that the count in Equation (26) is equal to 1 (modulo 2) by degenerating d. To degenerate d, one
considers a path d(t), with t ∈ [1,∞), consisting of |d| points in ∆, which travel into one of the
cylindrical ends of ∆, such that the spacing between two points is at least t, and that the points
individually approach the edge eα of ∂∆. In the limit, one obtains |d| cylindrical α boundary
degenerations, each of which matches a single point in the upper half plane, as well as a single
holomorphic triangle u′0 ∈ pi2(Θ+ξ,ζ ,Θ+ζ,τ ,Θ+ξ,τ ) which has zero multiplicity on the points in w0.
Using Equation (23), we see that u′0 has Maslov index 0. Condition (T1) on the Heegaard triple
(Σ0, ξ, ζ, τ ,w0), as well as invariance of ĤF , then implies that the total number of holomorphic
triangles representing index 0 classes in pi2(Θ
+
ξ,ζ ,Θ
+
ζ,τ ,Θ
+
ξ,τ ) with multiplicity zero on w0, is 1, since
the triangle map can be interpreted as a transition map. The total count of index 2 α boundary
degenerations which match a fixed point in the upper half plane is 1, by [OS08, Theorem 5.5]. By
gluing index 0 triangles to the |dt| index 2 disks, using [Lip06, Proposition A.2], we can establish
Equation (26) for d(t), when t is sufficiently large.
We now consider the case that |w0| = 1. In this case, we must consider more generic almost
complex structures satisfying (J ′1), (J ′2), (J ′3′)–(J ′5′) to achieve transversality, since the almost
complex structures we considered for |w0| > 1 do not achieve transversality at curves with image
Σ0 × {d}. The argument proceeds with the same strategy as before. The count in Equation (26) is
shown to be independent of d, for d avoiding the fat diagonal, using the same argument. To establish
the stated count, we degenerate the points d, however we must use a slightly different degeneration
than we used when |w0| > 1. We pick a path d(t) (for t ∈ [1,∞)), avoiding the fat diagonal,
consisting of |d| points all traveling into the α-β end of ∆, and with spacing between points which
increases without bound. However we assume that the points do not approach ∂∆, in the cylindrical
end of ∆. We do this because condition (J ′5′) requires that the almost complex structure not be
harshly perturbed near ∂∆ (so we can’t assume the matched moduli spaces achieve transversality
when we let d contain points near ∂∆). In the limit, we obtain an index 0 holomorphic triangle
representing a class in pi2(Θ
+
ξ,ζ ,Θ
+
ζ,τ ,Θ
+
ξ,τ ) with zero multiplicity over w0, as well as |d| index 2
holomorphic strips on (Σ0, ξ, τ ,w0), representing classes in pi2(Θ
+
ξ,τ ,Θ
+
ξ,τ ), which each match a
single point d ∈ [0, 1] × R. The total count of index 0 triangles with zero multiplicity on w0 is 1,
by invariance of ĤF , and the total count of holomorphic disks in index 2 classes in pi2(Θ
+
ξ,ζ ,Θ
+
ξ,ζ)
matching a single point d ∈ [0, 1] × R is 1, as shown in the proof of Proposition 6.1. A gluing
argument then establishes Equation (26) at d(t), for sufficiently large t. 
6.4. Further remarks on the generalized 1-handle and 3-handle maps. We now describe
some special cases of the generalized 1-handle and 3-handle maps which will be used later in this
paper.
As a first example, the 1-handle map from [OS06] is equal to a generalized 1-handle maps with
(Σ0, ξ, ζ,w0) taken to be a singly based diagram for S
1×S2, with Heegaard surface a torus, and with
two isotopic attaching curves. Similarly the 1-handle map from [Zem15] is a generalized 1-handle
map with (Σ0, ξ, ζ,w0) a doubly based diagram for S
3, with two isotopic attaching curves and a
Heegaard surface equal to S2.
We can also view the free-stabilization map S+w (see Section 4.1) as a special case of the generalized
1-handle map, as we now describe. Suppose that (Σ,α,β,w) is an arbitrary Heegaard diagram, and
suppose that we wish to perform a free-stabilization at a point w ∈ Σ \ (α ∪ β ∪ w). The free-
stabilization operation adds two new curves, α0 and β0, each of which bounds a disk containing w,
and which intersect at two points, θ+ and θ−. The map S+w is defined by the formula S
+
w (x) = x×θ+.
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We can alternative view the map S+w as the composition of a zero handle map, which adds a copy
of the diagram (S2, w) (with no attaching curves), followed by a 1-handle map connecting the copy
of S2 with Σ. In particular, the holomorphic disk and triangle counts of Propositions 6.1 and 6.3
can be applied to free-stabilizations by first taking the disjoint union of the diagrams (S2, w) and
(Σ,α,β,w), and then connecting them with a 1-handle. More generally, we make the following
remark:
Remark 6.4. In a similar manner to the free-stabilization maps, the generalized 1-handle and 3-
handle maps can be defined when we wish to attach a diagram (Σ0, ξ, ζ,w0∪w1) for (S1×S2)#g(Σ0)
to a diagram (Σ,α,β,w), using an embedding f : w0 → Σ \ (α∪β ∪w). To do this, we first add a
copy of (S2, w) to (Σ,α,β,w) for each basepoint w ∈ w1, and then use the generalized 1-handle map
for joining (Σ0, ξ, ζ,w0 ∪w1) to (Σ,α,β,w)∪
∐
w∈w1(S
2, w) using the obvious extension of f to all
of w0 ∪w1. In this case, the generalized 1-handle map has domain CF−(Σ,α,β,w), and codomain
CF−(Σ#fΣ0,α∪ ξ,β ∪ ζ,w∪w1). Similarly the holomorphic triangle counts from Proposition 6.3
can be applied when we are given two Heegaard triples, (Σ,α,β,γ,w) and (Σ0, ξ, ζ, τ ,w0 ∪ w1),
and a map f : w0 → Σ \ (α ∪ β ∪ γ ∪w) used to form their connected sum.
7. Doubling a Heegaard diagram
Suppose that H = (Σ,α,β,w) is a multi-pointed Heegaard diagram for (Y,w). In this section we
describe two natural diagrams for (Y,w),
Dα(H) and Dβ(H),
which can be constructed from the diagram H. We will call these diagrams the doubled Heegaard
diagrams of H. They will appear when we compute the trace and cotrace cobordism maps.
7.1. Construction of the doubled diagrams. We first describe the construction of the diagram
Dα(H). Pick a regular neighborhood N(Σ) ∼= Σ × [−1, 1] of Σ in Y , such that Σ is embedded as
Σ × {0}. Let N ′(w) denote a collection of |w| pairwise disjoint closed disks in Σ \ (α ∪ β), each
containing a single basepoint of w in its boundary (i.e. the disks N ′(w) are obtained by translating
a regular neighborhood N(w) slightly so that w ⊆ ∂N ′(w)). We remove (intN ′(w))× [−1, 1] from
N(Σ) to obtain a handlebody of genus 2g(Σ)+|w|−1, which we denote by UΣ. We will write Σ #wΣ
for −∂UΣ, and we note that Σ #wΣ is a Heegaard splitting of Y with w ⊆ Σ#wΣ. We have oriented
Σ #wΣ so that Y \ UΣ is the α-handlebody, and UΣ is the β-handlebody. We will write Σ #wΣ for
the boundary of UΣ. We pick a set of compressing curves ∆ on Σ #wΣ for the handlebody UΣ. Let
α ⊆ Σ #wΣ denote the images of the original α curves on Σ \ N ′(w), and let β ⊆ Σ #wΣ denote
the images of the original β curves on Σ \ N ′(w). Note that the curves α ∪ β ⊆ Σ #wΣ bound
compressing disks in Y \ UΣ. The diagram Dα(H) is defined as
Dα(H) := (Σ #wΣ,α ∪ β,∆,w).
If we instead want Y \ UΣ to play the role of the β-handlebody, we can construct the diagram
Dβ(H) := (Σ #wΣ,∆,α ∪ β,w).
An example of a neighborhood of a basepoint in a doubled Heegaard diagram is shown in Figure 7.1.
There is a natural way to construct the compressing curves ∆ on Σ #wΣ, as we now describe.
Define the subsurface
Σ(w) := Σ \ (intN ′(w)),
where N ′(w) is a collection of disks described above. Pick a collection of closed arcs
A ⊆ (∂N ′(w)) \w
such that the setA contains one arc per component of ∂Σ(w). We then form the surface Σ(w) \AΣ(w),
where \A denotes the boundary connected sum along A. The surface Σ(w) \AΣ(w) has one puncture
per basepoint of w, and is homeomorphic to (Σ #wΣ) \N(w).
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Σ
Σ #wΣ
UΣ
Y \ UΣ
Uα
Uβ
Y \ UΣ
H = (Σ,α,β,w) Dα(H) = (Σ #wΣ,α ∪ β,∆,w)
w
w
Figure 7.1. A neighborhood of a basepoint w ∈ w in a Heegaard diagram
H and its double Dα(H). The red and blue shaded strips denote portions of
compressing disks attached to the Heegaard surface. On the right, a single ∆ curve
is shown, between Σ and Σ.
We now pick a collection of pairwise disjoint, properly embedded arcs d1, . . . , d2n on Σ(w), which
have endpoints on A, and which form a basis of H1(Σ(w), A;Z) (here n = |α| = |β| = g(Σ)+|w|−1).
We take the arcs di on Σ(w), and concatenate them with their mirrors on Σ(w) to form a collection
of 2n simple closed curves δ1, . . . , δ2n on Σ #wΣ. In the definition of the doubled Heegaard diagram,
above, we can take ∆ = {δ1, . . . , δ2n} as our choice of compressing curves for the handlebody UΣ.
We call this construction the doubling procedure.
We now show that any set of curves ∆, constructed using the doubling procedure above, form a
valid set of attaching curves, in the sense of Definition 2.1. They clearly satisfy requirements (1)–(3).
It remains to show the following:
Lemma 7.1. The curves ∆ are homologically independent in (Σ #wΣ) \w.
Proof. As described above, we have a diffeomorphism (Σ #wΣ) \N(w) ∼= Σ(w) \AΣ(w). Consider
the composition
H1(Σ(w) \AΣ(w);Z)→ H1(Σ(w) \AΣ(w),Σ(w);Z)→ H1(Σ(w), A;Z).
The first map is the natural map, and the second map is the inverse of the excision isomorphism.
The composition sends δi to di. Since the di are linearly independent by assumption, it follows that
the δi are as well. 
7.2. Computing the transition map from H to Dα(H). It will be important for our purposes
to have a simple formula for the transition maps ΨH→Dα(H) and ΨDα(H)→H. In this section, we
describe a candidate map and prove that it is the transition map.
We note that if β is any set of attaching curves on Σ, then (Σ #wΣ,β ∪ β,∆,w) is a diagram
for (S1 × S2)#g(Σ) with |w| basepoints, because it’s the double of the diagram (Σ,β,β,w). Hence
HF−(Σ #wΣ,β∪β,∆,w) admits a top degree generator Θ+β∪β,∆, which is well defined on the level
of homology. Note also that there is a generalized 1-handle map
Fβ,β1 : CF
−(Σ,α,β,w)→ CF−(Σ #wΣ,α ∪ β,β ∪ β,w),
as described in Section 6.
The main result of this section is the following:
Proposition 7.2. If H = (Σ,α,β,w) is a multi-pointed Heegaard diagram, and ∆ is any set of
attaching curves obtained by the doubling procedure described in Section 7.1, then the transition map
ΨH→Dα(H) satisfies the formula
ΨH→Dα(H) ' Fα∪β,β∪β,∆(Fβ,β1 ,Θ+β∪β,∆).
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Remark 7.3. In Proposition 7.1, we have omitted a Spinc structure in the triangle map Fα∪β,β∪β,∆.
We will see that the triple (Σ #wΣ,α ∪ β,β ∪ β,∆) represents surgery on a link embedded in
Y#(S1 × S2)#|β| which topological cancels the summands of S1 × S2 added by the generalized
1-handle map. Thus, by attaching 3-handles and 4-handles to Xα∪β,β∪β,∆ we obtain the identity
cobordism Y × [0, 1], so there is a unique Spinc structure on Xα∪β,β∪β,∆ which extends to s on
Y × [0, 1].
The proof of Proposition 7.2 is somewhat involved, though the idea is quite simple to state: the
expression in Proposition 7.2 represents the cobordism map for a collection of topologically canceling
1-handles and 2-handles. If the reader is satisfied with this level of reasoning, they can safely skip
the remainder of the proof. For the undeterred reader, we now embark upon providing a proper
proof of Proposition 7.2.
The first step is to specify a collection of 0-spheres and a framed link. Let Dβi ⊆ Y denote a
choice of compressing disk for βi ∈ β. Inside of the handlebody Uβ, we pick regular neighborhoods
N(Σ) and N(Dβi) of Σ and the compressing disks Dβi , respectively. Further, we pick trivializing
diffeomorphisms
τi : N(Dβi)→ Dβi × [−1, 1] and τ ′ : N(Σ)→ Σ× [0, 1],
such that τi(Dβi) = Dβi × {0} and τ ′(Σ) = Σ× {0}.
Using the maps τi and τ
′, we can specify 0-spheres S1, . . . , Sn and a framed link L ⊆ Y (S1, . . . , Sn).
We define the 0-sphere Si ⊆ Y to be
(27) Si :=
{(
0, 12
)
,
(
0,− 12
)} ⊆ Dβi × [−1, 1],
and we define the link component `i ⊆ Y (S1, . . . , Sn) of L to be
(28) `i :=
{
(0, t) : t ∈ [− 12 , 12]} ⊆ Dβi × [−1, 1].
A neighborhood of the disk Dβi and the nearby 0-sphere Si and link component `i are shown in
Figure 7.2.
The trivialization τi of N(Dβi) determines a framing of the link component `i, which is given as a
vector field along `i that projects to a single vector in T0Dβi under the projection map Dβi×[−1, 1]→
Dβi .
βi Dβi
Si
Σ× {0}
Σ× {1}
A− A+
`i
Figure 7.2. The Heegaard surface Σ′ ⊆ Y (S1, . . . , Sn) inside the neighbor-
hood N(Dβi) of the compressing disk Dβi . A neighborhood N(Σ) ⊆ Uβ of
the original Heegaard surface Σ is identified with Σ× [0, 1]. The original Heegaard
surface Σ is identified with Σ × {0}. The surface Σ′ is the union of Σ × {0}, a
portion of Σ× {1}, and the two annuli A− and A+. Surgery on the knot `i cancels
surgery on the 0-sphere Si.
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We can specify a Heegaard surface
Σ′ ⊆ Y (S1, . . . , Sn),
as follows. Outside of the union of the neighborhoods N(Dβi), the surface Σ
′ is equal to Σ #wΣ =
∂((Σ \N ′(w))× [0, 1]). Inside of N(Dβi), we define the surface Σ′ by the formula
Σ′ ∩N(Dβi) :=
(
(Σ× {0}) ∩N(Dβi)
) ∪ ((Σ× {1}) ∩ (Dβi × ([−1,− 12] ∪ [ 12 , 1]))) ∪A− ∪A+,
where A− and A+ are two annular subsets of Dβi ×
{− 12} and Dβi ×{ 12}, respectively. The surface
Σ′ is shown in Figure 7.2.
It is not hard to see that the two diffeomorphisms τi and τ
′ also determine a diffeomorphism
(29) φ : Σ #wΣ→ Σ′,
up to isotopy (examine Figure 7.2).
For each 0-sphere Si, there is a 1-handle map FSi , defined in [Zem15, Section 8]. The definition is
similar to, but not identical to the definition of the 1-handle map from [OS06]. The definition of the
map FSi from [Zem15] agrees with the generalized 1-handle map from Section 6.1 when (Σ0, ξ, ζ,w)
is a doubly based diagram for S3, with Heegaard surface Σ0 = S
2, and ξ and ζ both consisting of a
single curve, intersecting at two points.
The next step is to relate the generalized Fβ,β1 appearing in Proposition 7.2 with a cobordism
map:
Lemma 7.4. Suppose (Σ,α,β,w) is a Heegaard diagram for Y , and let S1, . . . , Sn be the 0-spheres
in Uβ, described above. Let φ : Σ #wΣ → Y (S1, . . . , Sn) denote the embedding describe above. The
generalized 1-handle map Fβ,β1 agrees with the composition of the 1-handle maps for the 0-spheres
S1, . . . , Sn ⊆ Y in the following sense:
φ∗ ◦ Fβ,β1 ' FSn ◦ FSn−1 ◦ · · · ◦ FS1 .
Proof. If we ignore almost complex structures, the result is obvious, since the two maps are both
defined by the formula x 7→ x×Θ+
β,β
. However the two maps have different requirements concerning
how the almost complex structure on (Σ #wΣ)× [0, 1]× R must be stretched.
By definition, an almost complex structure can be used to compute the map FSi if the change
of almost complex structure map associated to additional stretching along the two necks parallel
to the two new α and β curves preserves the intersection points of the form x × θ+ (see [Zem15,
Definition 6.9]). By analyzing the proof that 1-handle maps commute with each other, it follows
that we can pick a single almost complex structure to compute the composition FSn ◦· · ·◦FS1 , which
has been stretched on 2|β| necks simultaneously (see [Zem15, Proposition 6.23] for a proof of this
fact, though this will also follow from the argument we present below).
On the other hand, an almost complex structure for Fβ,β1 must be stretched on the |w| connected
sum necks between Σ and Σ.
Schematically, the two almost complex structures are shown in Figure 7.3. It is not a-priori
obvious that a single almost complex structure can be chosen to compute both maps.
To show that Fβ,β1 and FSn ◦ · · · ◦ FS1 agree, it is sufficient to show that if J1 can be used to
compute Fβ,β1 and J2 can be used to compute the composition FSn ◦ · · · ◦ FS1 , then the change of
almost complex structures map ΨJ1→J2 satisfies
(30) ΨJ1→J2(x×Θ+β,β) = x×Θ
+
β,β
.
The strategy is to stretch along all 2|β|+|w| necks simultaneously. Fix an almost complex structure
J on (Σ #wΣ)× [0, 1]×R. If T = (T1, . . . , Tk) is a tuple of positive numbers with k = 2|β|+ |w|, let
us write J(T) for the almost complex structure on (Σ #wΣ)× [0, 1]×R obtained from J by inserting
necks of length T1, . . . , Tk along the |w| connected sum tubes of Σ #wΣ, and along the 2|β| curves
which are parallel to the β curves on Σ (as in Figure 7.3).
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Fβ,β1 FSn ◦ · · · ◦ FS1
Figure 7.3. A schematic of the almost complex structures used to com-
pute the maps Fβ,β1 and FSn ◦ · · · ◦ FS1 . The dashed lines indicate where we
stretch the almost complex structures for the two maps. Shown is the subset of
Σ #wΣ corresponding to Σ.
We claim the following: If T and T′ are two tuples of neck lengths, and all of the components of
T and T′ are sufficiently large, then
(31) ΨJ(T)→J(T′)(x×Θ+β,β) = x×Θ
+
β,β
.
Importantly, we don’t assume anything about the relative sizes of the components of T and T′.
We note that the main lemma statement follows immediately from Equation (31), since using
it we can choose a single almost complex structure which can be used to compute both Fβ,β1 and
FSn ◦ · · · ◦FS1 , since the change of almost complex structure map associated to additional stretching
along any of the necks preserves the element x×Θ+
β,β
.
To establish Equation (31), note that the change of almost complex structure map ΨJ(T)→J(T′)
can be computed by counting Maslov index 0 holomorphic strips for a non-cylindrical almost complex
structure which agrees with J(T) on (Σ #wΣ)×[0, 1]×(−∞,−1] and agrees with J(T′) on (Σ #wΣ)×
[0, 1]× [1,∞). Suppose we are given two sequences of tuples, Ti and T′i, such that each component
of each tuple individually approaches +∞. We can pick a sequence of interpolating almost complex
structures Ĵi between J(Ti) and J(T
′
i) on (Σ #wΣ) × [0, 1] × R such that the almost complex
manifold ((Σ #wΣ)× [0, 1]× R, Ĵi) contains the almost complex submanifold
(Σ \Ni(w)× [0, 1]× R, J0|Σ\Ni(w)×[0,1]×R),
where J0 is a fixed, cylindrical almost complex structure on Σ× [0, 1]× R and Ni(w) is a sequence
of regular neighborhoods of w such that Ni+1(w) ⊆ Ni(w) and
⋂
iNi(w) = w. If we are given a
sequence of Ĵi-holomorphic curves ui on (Σ #wΣ)× [0, 1]× R, which represent the Maslov index 0
class φ#φ0 ∈ pi2(x×Θ+β,β,y× θ), where φ is a class on (Σ,α,β) and φ0 is a class on (Σ,β,β). The
index formula from Equation (20) shows that
(32) µ(φ#φ0) = µ(φ) + gr(Θ
+
β,β
, θ).
Adapting [Lip06, Sublemma A.12], by letting i→∞, we can extract a (potentially broken) limiting
curve on Σ × [0, 1] × R, for the cylindrical almost complex structure J0, representing the class φ.
Since J0 is cylindrical, by transversality we must have µ(φ) ≥ 0. Using Equation (32) and the fact
that the change of almost complex structure map counts index 0 holomorphic disks, we conclude
that µ(φ) = 0 and gr(Θ+
β,β
, θ) = 0. Transversality implies that φ is the constant homology class.
Since gr(Θ+
β,β
, θ) = 0, it follows that Θ+
β,β
= θ. It is straightforward to simply examine the diagram
(Σ0,β,β) and observe that the only nonnegative homology class in pi2(Θ
+
β,β
,Θ+
β,β
) which has zero
multiplicity on the basepoints is the constant class.
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Hence, if T and T′ have components which are all sufficiently large, the map ΨJ(T)→J(T′), when
applied to x × Θ+
β,β
, counts only the constant homology classes. This establishes equation (31),
completing the proof. 
We now focus our attention on the triangle map Fα∪β,β∪β,∆(−,Θ+β,β) appearing in the statement
of Proposition 7.2. In Equation (28), we described a framed link L ⊆ Y (S1, . . . , Sn) which topolog-
ically cancels the 0-spheres S1, . . . , Sn ⊆ Y , defined in Equation (27). Recall that the framing of L,
as well as the embedding of Σ #wΣ into Y (S1, . . . , Sn) depended on our choice of trivializations of
N(Σ) and N(Dβi). We give the following alternate description of the framings of L:
Lemma 7.5. Let φ : Σ #wΣ → Y (S1, . . . , Sn) denote the embedding defined above (which depends
on the trivializations τi and τ
′ of N(Dβi) and N(Σ)). Suppose that `i ∈ L is the link component
corresponding to the curve βi ∈ β.
(1) Suppose bi ⊆ Σ \N ′(w) is a properly embedded arc which intersects βi once, intersects none of
the other βj curves, and which intersects the boundary of Σ \N ′(w) at two points. Then `i is
isotopic to the knot obtained by doubling bi onto Σ #wΣ.
(2) The framing on `i given by the trivializations of N(Σ) and N(Dβi), described above, agrees with
the framing induced by a normal vector to the tangent space of Σ #wΣ.
Proof. Both claims are easily verified by drawing a picture (examine Figure 7.2). 
We note that Proposition 7.2 is stated in terms of an arbitrary ∆, constructed using the doubling
procedure from Section 7.2. We describe a choice of ∆ which is particularly convenient for our
purposes. Pick a collection b1, . . . , bn of pairwise disjoint arcs in H1(Σ(w), A;Z), which have both
endpoints on A, and which are dual to the curves β1, . . . , βn in the sense that |βi ∩ bj | = δij , where
δij denotes the Kronecker-delta. Additionally, we construct arcs b
′
1, . . . , b
′
n on Σ(w) by isotoping
βi (which intersects bi in a single point) along bi (in either direction), until it intersects ∂Σ(w) at
two points. We let ∆ be the collection of curves determined by doubling b1, . . . , bn, b
′
1, . . . , b
′
n onto
Σ #wΣ. An example of the arcs b1, . . . , bn, b
′
1, . . . , b
′
n is shown in Figure 7.4.
b′ibiβ
Figure 7.4. The arcs bi and b
′
i on Σ(w) := Σ \ intN ′(w). On the left are
the curves β ⊆ Σ. On the right, the surface Σ(w) is shown, as well as the arcs
A ⊆ ∂N ′(w) (shown in bold), and the arcs bi and b′i (both shown as dashed lines).
We now show that the ∆ curves constructed by doubling the arcs b1, . . . , bn, b
′
1, . . . , b
′
n forms a
valid set of attaching curves. By Lemma 7.1, this amounts to proving the following:
Lemma 7.6. If b1, . . . , bn, b
′
1, . . . , b
′
n denote the arcs described above, then the classes [b1], . . . , [bn],
[b′1], . . . , [b
′
n] form a basis of H1(Σ(w), A;Z).
Proof. As [b′i] is homologous to [βi], it is sufficient to show that the classes [b1], . . . , [bn], [β1], . . . , [βn]
form a basis of H1(Σ(w), A;Z). The claim can then be proven by induction on the number of β
curves. In the case that β is empty, the surface Σ(w) is a collection of disks, and H1(Σ(w), A;Z)
vanishes. Assuming the claim holds for any diagram where |β| = k− 1, we can prove that the claim
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also holds for diagrams with |β| = k by surgering out a curve βk ∈ β and considering the effect on
H1(Σ(w), A;Z). Using a Mayer-Vietoris exact sequence for the subspaces N(βk) and Σ(w) \βk, it’s
easy to see that
rankH1(Σ(w), A;Z) = rankH1(Σ(w)(βk), A;Z) + 2.
Furthermore, a basis of H1(Σ(w), A;Z) is obtained from a basis of H1(Σ(w)(βk), A;Z) by adding
the two generators [βk] and [bk], where bk is a dual arc to βk. 
Lemma 7.7. Let Σ #wΣ be embedded in Y (S1, . . . , Sn) as described above (using fixed trivializations
of N(Σ) and N(Dβi)). With the choice of ∆ considered in Lemma 7.6, the map Fα∪β,β∪β,∆(−,Θ+β∪β,∆)
is the 2-handle map, for surgery on the framed link L ⊆ Y (S1, . . . , Sn), with the framing induced by
the trivializations of N(Σ) and N(Dβi), described above.
Proof. Let us write δ = {δ1, . . . , δn} for the curves obtained by doubling b1, . . . , bn and let us write
δ′ = {δ′1, . . . , δ′n} for the curves obtained by doubling b′1, . . . , b′n. By definition
∆ = δ′ ∪ δ.
The 2-handle map is defined by picking a Heegaard triple which is subordinate to a bouquet for the
framed 1-dimensional attaching spheres of the 2-handles. In this case, the triple (Σ #wΣ,α∪β,β∪
β,∆) is not quite a triple subordinate to a bouquet of the framed link L, however we will show
that it is related to such a triple by a sequence of handleslides, which is sufficient for the lemma
statement, since the associativity relations for holomorphic triangles can then be used to show that
the the triangle map for the triple (Σ #wΣ,α∪β,β∪β,∆) is chain homotopic to the 2-handle map.
First handleslide each β curve across the corresponding curve in β. Let β̂ denote the resulting
curves, and let us now consider the triple (Σ #wΣ,α ∪ β, β̂ ∪ β,∆). Note that to handleslide the
curve βi over βi, we need to pick a path from βi to βi. The arc bi (which intersects βi exactly once)
provides two choices of path from βi to βi, and we choose the one which is consistent with our choice
for the arcs b′i in the construction of the curves ∆. It follows that β̂i is isotopic to δ
′
i. Clearly we
can pick β̂i so that
|β̂i ∩ δ′j | =
{
2 if i = j,
0 otherwise,
and |β̂i ∩ δj | = 0 for all i and j. According to Lemma 7.5, the link component `i ∈ L corresponding
to the curve βi is isotopic to the knot obtained by pushing δi off of Σ #wΣ. The framing from
Lemma 7.5 is the one which is tangent to Σ #wΣ. Hence δi is a longitude of `i. Furthermore, βi is
a meridian of `i.
The curves δi and βi are dual, in the sense that
|βi ∩ δj | =
{
1 if i = j,
0 otherwise.
Since βi ∪ δj is also disjoint from the β̂j and δ′j curves, it follows that a regular neighborhood of
βi ∪ δi is a diffeomorphic to a once punctured torus Fi, which doesn’t intersect any of the other βj
or δj curves, or any of the β̂j or δ
′
j curves. We note that
(Σ #wΣ) \
n⋃
i=1
(Fi ∪ β̂i)
is homeomorphic to a collection of punctured disks, each containing exactly one w basepoint. There
are thus disjoint, embedded arcs on (Σ #wΣ) (avoiding β̂, β and δ and δ
′, except at their endpoints)
connecting each δi to one of the basepoints. The union of these arcs (pushed slightly off of Σ #wΣ)
is a bouquet for L, and the triple (Σ #wΣ,α ∪ β, β̂ ∪ β,∆) is, by definition, subordinate to this
bouquet for L. 
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We can now prove Proposition 7.2, by showing that
ΨH→Dα(H) ' Fα∪β,β∪β,∆(Fβ,β1 ,Θ+β∪β,∆).
Proof of Proposition 7.2. The composition appearing in the proposition statement is unchanged (up
to chain homotopy) by isotopies or handleslides of the ∆ curves amongst each other. As any two
sets of attaching curves for the fixed handlebody UΣ are related by a sequence of handleslides and
isotopies, it is sufficient to show the claim for the ∆ curves considered in Lemma 7.7. The main
proposition statement is now a consequence of Lemmas 7.4 and 7.7, as well as invariance of the
cobordism maps under 4-dimensional handle cancellations. 
Analogously, the proof of Proposition 7.2 adapts to compute the transition map in the opposite
direction:
Proposition 7.8. If H = (Σ,α,β,w) is a multi-pointed Heegaard diagram, then the transition map
ΨDα(H)→H satisfies
ΨDα(H)→H ' Fβ,β3 (Fα∪β,∆,β∪β(−,Θ+β∪β,∆)).
8. Connected sums and graph cobordisms
If (Σ1,α1,β1, w1) and (Σ2,α2,β2, w2) are two singly pointed Heegaard diagrams for (Y1, w1) and
(Y2, w2), then the diagram (Σ1#Σ2,α1 ∪ α2,β1 ∪ β2, w) is a diagram for (Y1#Y2, w), where the
connected sum is taken near w1 and w2, and w is a basepoint in the connected sum region of Σ1#Σ2.
In [OS04d, Theorem 1.5], Ozsva´th and Szabo´ construct a map from
CF−(Σ1,α1,β1, w1)⊗F2[U ] CF−(Σ2,α2,β2, w2) to CF−(Σ1#Σ2,α1 ∪α2,β1 ∪ β2, w)
and prove that it is a quasi-isomorphism.
In [HMZ16], the graph cobordism maps from [Zem15] are studied in relation to connected sums,
and it is proven that there are natural graph cobordisms between Y1 unionsq Y2 and Y1#Y2 which induce
chain homotopy equivalences.
In this section, we prove that the map used by Ozsva´th and Szabo´ to prove the connected sum
formula are in fact equal to the graph cobordism maps considered in [HMZ16].
We will write E1 for the map which Ozsva´th and Szabo´ considered in [OS04d, Theorem 1.5]. It is
defined as a composition of two generalized 1-handle maps, and a triangle map, via the formula
(33) E1(x,y) := Fα1∪α2,β1∪α2,β1∪β2(Fα2,α21 (x)⊗ Fβ1,β11 (y)).
We note that the formula for E1 is not symmetric in Y1 and Y2. By switching the roles of Y1 and
Y2, we can define a (potentially different) map E2 by the formula
(34) E2(x,y) := Fα1∪α2,α1∪β2,β1∪β2(Fα1,α11 (y)⊗ Fβ2,β21 (x)).
We will often refer to E1 and E2 as the intertwining maps.
An alternate way of constructing a map is to construct a graph cobordism
(W,Γ) : (Y1 unionsq Y2, {w1, w2})→ (Y1#Y2, w),
and consider the induced graph cobordism map. We will take the 4-manifold W to be obtained by
attaching a 1-handle to Y1 unionsq Y2 at w1 and w2, i.e., gluing a copy of D3 × [−1, 1] to (Y1 unionsq Y2)× [0, 1]
along regular neighborhoods of (w1, 1) and (w2, 1) in (Y1unionsqY2)×{1}. We view D3 as the unit ball in
R3 and pick a point v ∈ S2 = ∂D3. We take the basepoint in Y1#Y2 to be w := (v, 0) ∈ S2× [−1, 1],
which sits inside of the connected sum region of Y1#Y2. We define the graph Γ to be
Γ :=
({w1, w2} × [0, 1]) ∪ ({(0, 0, 0)} × [−1, 1]) ∪ {(tv, 0) : t ∈ [0, 1]}.
We give Γ the ribbon structure induced by the cyclic ordering of the boundary manifolds Y1, Y2, Y1#Y2
(read left to right). This is shown in Figure 8.1.
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Y1 Y2
w1 w2
Y1#Y2
w
Y1 Y2
w1 w2
Y1#Y2
w
(W,Γ) (W ′,Γ′)
Figure 8.1. The graph cobordisms (W,Γ) and (W ′,Γ′) for connected sums
used to define the maps EA1 and E
B
1 (left) as well as G
A
1 and G
B
1 (right).
In the case that Y1 and Y2 have more basepoints, the cobordisms have additional
1-handles or 3-handles, and additional graph components. The cyclic order on the
trivalent vertices are shown.
Define graph cobordism maps EA1 and E
A
2 by
(35) EA1 := F
A
W,Γ,t and E
A
2 := F
A
W,Γ,t
,
where Γ is the ribbon graph obtained by taking Γ and reversing the cyclic orderings. Also t is the
unique Spinc structure on Y1#Y2 which extends s1 unionsq s2. We define maps EB1 and EB2 analogously,
by using the type-B graph cobordism maps. Note that
EA1 ' EB2 and EA2 ' EB1 ,
by Lemma 4.3.
We can also define a graph cobordism (W ′,Γ′) from (Y1#Y2, w) to (Y1 unionsq Y2, {w1, w2}). We define
W ′ to be the cobordism obtained by turning around and reversing the orientation of W , and we take
Γ′ to be the graph Γ, with reversed cyclic ordering. We define maps GA1 and G
A
2 by the formulas
(36) GA1 := F
A
W ′,Γ′,t and G
A
2 := F
A
W ′,Γ′,t,
where t is the unique 4-dimensional Spinc structure extending s1 unionsq s2 on Y1 unionsq Y2. We define maps
GB1 and G
B
2 analogously.
We will prove the following in this section:
Proposition 8.1. The connected sum maps Ei, EAi and EBi satisfy the relations
E1 ' EB1 ' EA2 and E2 ' EA1 ' EB2 .
As a first hint that the intertwining maps Ei and the graph cobordism maps EAi and EBi are related,
we note that in [HMZ16, Proposition 5.4] it is shown that the maps EAi and E
B
i are chain homotopy
equivalences, and hence give an alternate proof of the connected sum formula [OS04d, Theorem 1.5],
which Ozsva´th and Szabo´ proved by considering the map E1.
Remark 8.2. The connected sum maps Ei, EAi and EBi can all be defined when (Y1,w1) and (Y2,w2)
are multi-pointed manifolds, as long a bijection f : w1 → w2 is specified, as we now describe. If
(Y1,w1) and (Y2,w2) are two multi-pointed 3-manifolds, with a bijection f : w1 → w2 one can
add a connected sum tube between Y1 and Y2 for each pair of basepoints in w1 and w2. In each
connected sum tube, we add a basepoint. We write w for the new basepoints, and Y1 #wY2 for the
manifold obtained by this connected sum operation. In the case that Y1 and Y2 are connected, we of
course have (non-canonically) Y1 #wY2 ∼= Y1#Y2#(S1×S2)#(|w|−1). For multi-pointed 3-manifolds,
one can define intertwining connected sum maps Ei essentially the same as in Equation (33), using
the generalized 1-handle operation from Section 6 followed by a triangle map. A graph cobordism
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(W,Γ) can be defined from (Y1 unionsq Y2,w1 ∪ w2) to (Y1 #wY2,w) by attaching |w| 1-handles, and
constructing a graph with |w| components, each with 3 edges and a single trivalent vertex. There
are 2|w| potential choices of cyclic orderings on this graph. For definiteness, we pick the cyclic
order on Γ induced by the cyclic ordering of the boundaries of W given by Y1, Y2, Y1 #wY2 (read
left to right). Proposition 8.1, as well as the proof we give, apply in this more general context of
multi-pointed 3-manifolds.
8.1. Properties of the connected sum graph cobordism maps. In this section we describe
some properties of the connected sum graph cobordism maps EAi , E
B
i , G
A
i and G
B
i , defined in
Equations (35) and (36). We will mostly focus on taking connected sums of singly pointed 3-
manifolds, but all the statements we make can be generalized in a straightforward manner to the
more general context of multi-pointed 3-manifolds, as in Remark 8.2 and the discussion which
followed.
It will be useful for our purposes to have a more explicit description of the maps EA1 and E
B
1 :
Lemma 8.3. Suppose (Y1, w1) and (Y2, w2) are two singly pointed 3-manifolds, and (Y1#Y2, w) is
their connected sum, with the connected sum taken at w1 ∈ Y1 and w2 ∈ Y2. The maps EA1 and EB1
from Equation (35) satisfy
EA1 ' φ∗S−ψ(w2)AλF1ψ∗, and EB1 ' φ∗S
−
ψ(w2)
BλF1ψ∗,
where
• ψ is a diffeomorphism of Y1 unionsq Y2, which is supported in a neighborhood of {w1, w2} and
moves w1 and w2 along paths in Y1 and Y2 outside of where the 1-handle is attached;
• F1 is the 1-handle map for attaching a 1-handle with feet centered at w1 and w2;
• λ is a path from ψ(w1) to ψ(w2) in Y1#Y2, obtained by concatenating the paths used to
construct ψ with a path across the connected sum region;
• φ is a diffeomorphism of Y1#Y2 which is supported in a neighborhood of the path λ and
moves ψ(w1) to the point w.
If (Y1,w1) and (Y2,w2) are two multi-pointed 3-manifolds, with a chosen bijection f : w1 → w2,
then the connected sum maps EA1 and E
B
1 are a composition of |w| maps, each taking the above
formula.
Remark 8.4. It might appear overly fastidious to keep track of the diffeomorphisms ψ and φ. For
many applications, this is not necessary, however it will be necessary for the proof of Proposition 8.1,
which is our main application of Lemma 8.3.
Proof of Lemma 8.3. The key is to manipulate the graph, so that it has the configuration shown
in Figure 8.2. More precisely, first one moves the basepoints w1 and w2 away from the feet of the
1-handle, using a diffeomorphism ψ, then one attaches the 1-handle. Next, one inserts a trivalent
graph which deletes w2 and doesn’t move ψ(w1), as considered in Lemma 4.7. Finally one moves
ψ(w2) into the connected sum region using the diffeomorphism φ. Using the computation from
Lemma 4.7 for a cylindrical cobordism containing a trivalent graph, the entire graph cobordism map
becomes
EA1 ' φ∗S−ψ(w2)AλF1ψ∗
The formula for EB1 follows from a simple modification of the above argument. The claim about
the formulas for EA1 and E
B
1 when Y1 and Y2 have several basepoints follows by applying the above
argument at each pair of basepoints. 
Analogously to Lemma 8.3, we have the following:
Lemma 8.5. Suppose that (Y1, w1) and (Y2, w2) are two singly pointed 3-manifolds, and G
A
1 and
GB1 are the cobordism maps for the graph cobordism (W
′,Γ′), which consists of a 3-handle cobordism
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Y1 Y2
w1 w2
Y1#Y2
w
Figure 8.2. Computing EA1 by manipulating the graph inside the con-
nected sum graph cobordism. One first moves the basepoints w1 and w2
slightly away from the feet of the 1-handle (corresponding to the diffeomorphism
ψ). Then one attaches a 1-handle at w1 and w2. This is followed by a copy of
the (Y1#Y2)× [0, 1], containing a trivalent graph. Finally one moves the basepoint
ψ(w1) into the connected sum region, using the diffeomorphism φ.
containing a graph with three edges and a single trivalent vertex (described above and shown in
Figure 8.1). Then
GA1 ' φ∗F3AλS+w′2ψ∗ and G
B
1 ' φ∗F3BλS+w′2ψ∗,
where
• ψ is a diffeomorphism of Y1#Y2, supported in a neighborhood of the connected sum region,
which pushes w slightly into Y1;
• w′2 is a new basepoint in the Y2 side of Y1#Y2, near the connected sum region;
• λ is a path from ψ(w) to w′2 crossing over the connected sum region;
• φ is diffeomorphism of Y1unionsqY2 which is supported in a neighborhood of w1 and w2 and moves
ψ(w) to w1 and moves w
′
2 to w2.
If (Y1,w1) and (Y2,w2) are two multi-pointed 3-manifolds, with a chosen bijection f : w1 → w2,
then the maps GA1 and G
B
1 are a composition of |wi| maps, each given by one of the above formulas.
Proof. The proof is identical to the proof of Lemma 8.3. 
An important property of the maps EAi , E
B
i , G
A
i and G
B
i is that they are chain homotopy inverses
of each other:
Proposition 8.6. The maps EAi , and G
A
i satisfy the relations
EAi ◦GAi ' id and GAi ◦ EAi ' id,
for i = 1, 2. The same relation hold for the type-B maps EBi and G
B
i .
A direct proof of Proposition 8.6 can be found in [HMZ16, Proposition 5.2], in the context of
3-manifolds with a single basepoint. The proof extends without change to the case when Y1 and
Y2 each have extra basepoints which are not involved in the connected sum (i.e. when we take two
multi-pointed 3-manifolds, (Y1,w1) and (Y2,w2), and take their connected sum at just one pair of
basepoints w1 ∈ w1 and w2 ∈ w2). The full version of Proposition 8.6, where the cobordisms for
EAi and G
A
i involve |wi| 1-handles or 3-handles, with each handle containing a trivalent vertex, can
then be proven by applying the composition law.
The idea of the proof of [HMZ16, Proposition 5.2] was to consider a doubly pointed diagram for
(Y1#Y2, {w1, w2}) which was obtained by taking a diagrams for (Y1, w1) and (Y2, w2) and attaching a
1-handle with feet near w1 and w2. By degenerating the almost complex structure appropriately, one
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can compute the holomorphic disks counted by the differential on the diagram for (Y1#Y2, {w1, w2}),
and verify the relations
AλF1F3Aλ ' Aλ + UF1F3 and F3AλF1 ' id .
Using these two relations, it is straightforward to manipulate the expressions for GA1 ◦ FA1 and
FA1 ◦GA1 obtained by combining Lemmas 8.3 and 8.5.
Remark 8.7. Analogous to Proposition 8.6, there is a proof of the Ku¨nneth theorem for knot Floer
homology [OS04c, Theorem 7.1] using link cobordisms for connected sums [Zem17, Proposition 5.1].
The argument uses the link cobordism maps from [Zem16]. In fact, Proposition 8.6 can be derived
from [Zem17, Proposition 5.1], since the graph cobordism maps from [Zem15] are an algebraic
reduction of the link cobordism maps from [Zem16]. See [Zem16, Theorem C and Section 14] for
more on the connection between the graph cobordism maps from [Zem15] and the link cobordism
maps from [Zem16].
8.2. Proof of Proposition 8.1: Ei and EBi are equal.
Proof of Proposition 8.1. We will show that E1 ' EB1 . Once we establish this, the relation E2 ' EB2
will also follow, since both E2 and EB2 are simply the maps obtained by switching the roles of Y1
and Y2 in the definitions of E1 and EB1 . We will also only consider the case that Y1 and Y2 are singly
pointed. The case that they are multi-pointed follows from a straightforward modification of the
argument we present.
As EB1 and G
B
1 are chain homotopy inverses of each other by Proposition 8.6, it is sufficient to
show that
GB1 ◦ E1 ' id .
By Lemma 8.5, this amounts to showing that
(37) φ∗F3BλS+w′2ψ∗E1 ' idCF−(Σ1,α1,β1)⊗CF−(Σ2,α2,β2),
where ψ is a diffeomorphism pushing w into Y1 slightly, w
′
2 is a new basepoint in the Y2 side of
Y1#Y2, λ is a path from ψ(w) to w
′
2 crossing the connected sum region, and φ is a diffeomorphism
of Y1 unionsq Y2 which moves ψ(w) to w1 and w′2 to w2.
The remainder of the proof establishes Equation (37). We warn the reader that the proof is
quite involved, though the strategy is relatively straightforward to summarize. Using properties
of the graph TQFT and the holomorphic triangle counts used to show the well definedness of the
generalized 1-handle and 3-handle maps, we will manipulate the expression in Equation (37) until it
becomes a holomorphic triangle count on Σ1 unionsq Σ2 which counts the same holomorphic triangles as
appear in the transition map associated to a small isotopy of the attaching curves on each diagram.
Pick diagrams (Σ1,α1,β1, w1) and (Σ2,α2,β2, w2) for (Y1, w1) and (Y2, w2), respectively. We can
form a diagram for (Y1#Y2, w) by taking the connected sum of the two diagrams at w1 and w2, and
placing a single basepoint w in the connected sum region. We also need to consider doubly pointed
diagrams for (Y1#Y2, {ψ(w), w′2}), where ψ and w′2 are as above. To get such a diagram, we need to
add an additional pair of attaching curves to (Σ1#Σ2,α1 ∪α2,β1 ∪ β2). There are two convenient
choices, which are shown in Figure 8.3 and are labeled by ζ and τ . The curves marked with τ are
chosen so that they can compute the free-stabilization maps at w′2, and the curves marked with ζ
can be used to compute the 3-handle map (we are abusing notation and writing ζ or τ for both a
curve and a small Hamiltonian translate). We will write F ζ,ζ3 for F3, for emphasis.
Rewriting Equation (37) using the definition of E1, we wish to show that
(38) φ∗F
ζ,ζ
3 BλS
+
w′2
ψ∗Fα1∪α2,β1∪α2,β1∪β2(F
α2,α2
1 (−), Fβ1,β11 (−))
' idCF−(Σ1,α1,β1)(−)⊗ idCF−(Σ2,α2,β2)(−).
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ψ(w) w′2 ψ(w)
Σ1 Σ2 Σ1 Σ2
w′2
ζ ζ
τ τλ λ
Figure 8.3. The pairs of attaching curves labeled τ and ζ in the connected
sum region of Σ1#Σ2. The ζ curves can be used to compute the 3-handle map
F3 = F
ζ,ζ
3 , while the τ curves can be used to compute the free-stabilization map
S+w′2
. The path λ is also shown (dashed).
Noting that ψ can be chosen to fix the Heegaard surface Σ1#Σ2 ⊆ Y1#Y2, as well as the curves αi
and βi, we can bring ψ∗ inside the triangle map so that the composition on the left side of Equation
(38) becomes
(39) φ∗F
ζ,ζ
3 BλS
+
w′2
Fα1∪α2,β1∪α2,β1∪β2(ψ∗F
α2,α2
1 (−), ψ∗Fβ1,β11 (−)).
We define the following sets of attaching curves on Σ1#Σ2:
Lτ := α1 ∪ {τ} ∪α2, Lζ := α1 ∪ {ζ} ∪α2,
Mτ := β1 ∪ {τ} ∪α2, Mζ := β1 ∪ {ζ} ∪α2,
Rτ := β1 ∪ {τ} ∪ β2, Rζ := β1 ∪ {ζ} ∪ β2.
Using the relation between the triangle maps and the generalized 1-handle maps in Proposition 6.3
(see Remark 6.4), we can pull the expression S+w′2
inside the triangle map (for appropriately chosen
almost complex structures) to see that Equation (39) is chain homotopic to
(40) φ∗F
ζ,ζ
3 BλFLτ ,Mτ ,Rτ (S
+
w′2
ψ∗F
α2,α2
1 (−), S+w′2ψ∗F
β1,β1
1 (−)).
The expression in Equation (40) isn’t quite sufficient to compute the composition since it still
implicitly involves a change of diagrams map to handleslide the two τ curves into the position of the
two ζ curves. Hence, we insert the transition map Ψ
Rτ→Rζ
Lτ→Lζ immediately to the left of the triangle
map in Equation (40) to rewrite Equation (40) as
φ∗F
ζ,ζ
3 BλΨ
Rτ→Rζ
Lτ→Lζ FLτ ,Mτ ,Rτ (S
+
w′2
ψ∗F
α2,α2
1 (−), S+w′2ψ∗F
β1,β1
1 (−)).
By the construction of the transition maps, we have
Ψ
Rτ→Rζ
Lτ→Lζ = Ψ
Rζ
Lτ→Lζ ◦Ψ
Rτ→Rζ
Lτ .
Individually, each of Ψ
Rζ
Lτ→Lζ and Ψ
Rτ→Rζ
Lτ can be computed by a holomorphic triangle map. For
example, the map Ψ
Rτ→Rζ
Lτ satisfies
Ψ
Rτ→Rζ
Lτ (−) ' FLτ ,Rτ ,Rζ (−,Θ+Rτ ,Rζ ),
where Θ+Rτ ,Rζ ∈ CF−(Σ1#Σ2,Rτ ,Rζ) is a cycle which represents the top degree element of homol-
ogy. The map Ψ
Rζ
Lτ→Lζ takes a similar form. A straightforward argument using associativity of the
triangle maps (twice) shows that
φ∗F
ζ,ζ
3 BλΨ
Rζ
Lτ→LζΨ
Rτ→Rζ
Lτ FLτ ,Mτ ,Rτ (S
+
w′2
ψ∗F
α2,α2
1 (−), S+w′2ψ∗F
β1,β1
1 (−))
'φ∗F ζ,ζ3 BλFLζ ,Mτ ,Rζ (ΨMτLτ→LζS+w′2ψ∗F
α2,α2
1 (−),ΨRτ→RζMτ S+w′2ψ∗F
β1,β1
1 (−)).
(41)
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We now wish to change the Mτ to Mζ , in the above triangle map. Naturality of Heegaard Floer
homology implies that
(42) Ψ
Mζ→Mτ
Lζ ◦Ψ
Mτ→Mζ
Lζ ' idCF−(Σ1#Σ2,Lζ ,Mτ ) .
Inserting Equation (42) into Equation‘(41), and using associativity of the triangle maps together
with the fact that Ψ
Mζ→Mτ
Lζ can be realized as the triangle map FLζ ,Mζ ,Mτ (−,Θ+Mζ ,Mτ ), we see
that
φ∗F
ζ,ζ
3 BλFLζ ,Mτ ,Rζ (Ψ
Mτ
Lτ→LζS
+
w′2
ψ∗F
α2,α2
1 ,Ψ
Rτ→Rζ
Mτ S
+
w′2
ψ∗F
β1,β1
1 )
'φ∗F ζ,ζ3 BλFLζ ,Mτ ,Rζ (ΨMζ→MτLζ Ψ
Mτ→Mζ
Lζ Ψ
Mτ
Lτ→LζS
+
w′2
ψ∗F
α2,α2
1 ,Ψ
Rτ→Rζ
Mτ S
+
w′2
ψ∗F
β1,β1
1 )
'φ∗F ζ,ζ3 BλFLζ ,Mζ ,Rζ (ΨMτ→MζLζ ΨMτLτ→LζS+w′2ψ∗F
α2,α2
1 ,Ψ
Rζ
Mτ→MζΨ
Rτ→Rζ
Mτ S
+
w′2
ψ∗F
β1,β1
1 ).
We condense the above expression slightly by combining some of the transition maps to arrive at
the expression
(43) φ∗F
ζ,ζ
3 BλFLζ ,Mζ ,Rζ (Ψ
Mτ→Mζ
Lτ→Lζ S
+
w′2
ψ∗F
α2,α2
1 (−),ΨRτ→RζMτ→MζS+w′2ψ∗F
β1,β1
1 (−)).
Lemma 4.8 allows us to bring Bλ inside the triangle map to see that Equation (43) is chain homotopic
to
(44) φ∗F
ζ,ζ
3 FLζ ,Mζ ,Rζ (Ψ
Mτ→Mζ
Lτ→Lζ S
+
w′2
ψ∗F
α2,α2
1 (−), BλΨRτ→RζMτ→MζS+w′2ψ∗F
β1,β1
1 (−)).
We now define a map
(45) Top+(Σ2,α2,α2) : CF
−(Σ1,α1,β1, w1)→ CF−(Σ1,α1,β1, w1)⊗ CF−(Σ2,α2,α2, w′2)
by the formula
Top+(Σ2,α2,α2)(x) = x⊗Θ+α2,α2 ,
where Θ+α2,α2 ∈ CF−(Σ2,α2,α2, w′2) is the top degree generator. We claim that
(46) Ψ
Mτ→Mζ
Lτ→Lζ S
+
w′2
ψ∗F
α2,α2
1 (−) ' F ζ,ζ1 ψ′∗ Top+(Σ2,α2,α2)(−),
where ψ′ is the diffeomorphism of Σ1 obtained by pushing w1 to ψ(w), and F
ζ,ζ
1 is the 1-handle map
for attaching a 1-handle with feet at w1 and w2, using attaching curves in the 1-handle region equal to
Hamiltonian translates of ζ. Equation (46) follows from the fact that the generalized 1-handle map is
well defined (i.e. the holomorphic triangle counts of Proposition 6.3, as well as the change of almost
complex structure computation of Lemma 7.4). This is demonstrated schematically in Figure 8.4.
We remark that technically we are using the well-definedness of a version of the generalized 1-
handle map where we allow additional basepoints on our diagram for (S1 × S2)#g(Σ0), though the
holomorphic disk and triangle counts from Section 6 can be adapted to this situation with only
minor notational changes (see Remark 6.4).
Using Equation (45), Equation (44) now becomes
(47) φ∗F
ζ,ζ
3 FLζ ,Mζ ,Rζ (F
ζ,ζ
1 ψ
′
∗Top
+
(Σ2,α2,α2)
(−), BλΨRτ→RζMτ→MζS+w′2ψ∗F
β1,β1
1 (−)).
Using the relation between the triangle maps and the generalized 3-handle maps from Proposition 6.3,
we see that, for an appropriate choice of almost complex structure, Equation (47) is equal to
(48) φ∗Fα1∪α2,β1∪α2,β1∪β2(ψ
′
∗Top
+
(Σ2,α2,α2)
(−), F ζ,ζ3 BλΨRτ→RζMτ→MζS+w′2ψ∗F
β1,β1
1 (−)).
We remark that the underlying Heegaard surface of the triangle count in Equation (48) is the disjoint
union Σ1 unionsq Σ2, since we surger out ζ when moving the 3-handle map inside the triangle map.
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Top+(Σ2,α2,α2)
Fα2,α21
S+w′2
ψ∗
Ψ
Mτ→Mζ
Lτ→Lζ
F ζ,ζ1 ψ
′
∗
(Σ1,α1,β1, w1)
w1
ψ(w)
w′2
w′2
w
ψ(w)
τ
ζ
w1
Figure 8.4. A schematic of the relation Ψ
Mτ→Mζ
Lτ→Lζ S
+
w′2
ψ∗F
α2,α2
1 (−) '
F ζ,ζ1 ψ
′
∗Top
+
(Σ2,α2,α2)
(−). The relation follows from the well-definedness of the gen-
eralized 1-handle map, since both compositions can be interpreted as a version of
the generalized 1-handle map, with the connected sum operation being taken near
ψ(w).
We now wish to rearrange the terms appearing in the right component of the triangle map. Recall
that ψ is the diffeomorphism of Y1#Y2 which moves w into the Y1 side of Y1#Y2. The diffeomorphism
ψ and the curves ζ and τ can be chosen so that ψ fixes w′2, τ and ζ, implying
(49) Ψ
Rτ→Rζ
Mτ→MζS
+
w′2
ψ∗ = ψ∗Ψ
Rτ→Rζ
Mτ→MζS
+
w′2
.
Define λ′′ := ψ−1(λ), so that tautologically
(50) ψ∗Bλ′′ ' Bλψ∗.
Using Equations (49) and (50), we see that
(51) F ζ,ζ3 BλΨ
Rτ→Rζ
Mτ→MζS
+
w′2
ψ∗F
β1,β1
1 (−) ' F ζ,ζ3 ψ∗Bλ′′ΨRτ→RζMτ→MζS+w′2F
β1,β1
1 (−).
We note that F
β1,β1
1 commutes with S
+
w′2
since 1-handles and free-stabilization maps commute with
each other [Zem15, Proposition 6.23] by a change of almost complex structure computation similar
to Lemma 7.4. Furthermore
(52) Ψ
Rτ→Rζ
Mτ→MζF
β1,β1
1 (−) ' Fβ1,β11 Ψβ2∪{τ}→β2∪{ζ}α2∪{τ}→α2∪{ζ}(−)
by the holomorphic triangle computation of Proposition 6.3.
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Since the relative homology map Bλ′′ commutes with 1-handle maps by [Zem15, Lemma 8.6] (or
by just examining the domains of the holomorphic curves appearing in Proposition 6.1) we note that
(53) Bλ′′F
β1,β1
1 ' Fβ1,β11 Bλ0 ,
for a path λ0 in Y2 from w2 to w
′
2, contained in a neighborhood of w2 ∈ Y2.
Using Equations (52) and (53), we conclude that Equation (51) is chain homotopic to
(54) F ζ,ζ3 ψ∗F
β1,β1
1 Bλ0Ψ
β2∪{τ}→β2∪{ζ}
α2∪{τ}→α2∪{ζ}S
+
w′2
(−).
We now claim that
(55) F ζ,ζ3 ψ∗F
β1,β1
1 (−) ' Top+(Σ1,β1,β1) S
−
w2(−),
where
Top+(Σ1,β1,β1)
: CF−(Σ2,α2,β2, w
′
2)→ CF−(Σ1,β1,β1, ψ(w1))⊗ CF−(Σ2,α2,β2, w′2)
is defined by the formula Top+(Σ1,β1,β1)
(x) = Θ+β1,β1 ⊗ x, analogously to the map in Equation (45).
Equation (55) essentially follows immediately from the formulas of the maps involved, however one
should also use an argument similar to Lemma 7.4 to ensure that a single almost complex structure
can be chosen which allows both sides of the equivalence to be computed simultaneously.
F
β1,β1
1
(Σ2,α2 ∪ {ζ},β2 ∪ {ζ}, w2, w′2)
w′2
ζ
ζ
S−w2
w2
F ζ,ζ3 ψ∗ Top
+
(Σ1,β1,β1)
w′2
ζ
ζ w
′
2
ψ(w1)
w′2
Figure 8.5. A schematic of the relation F ζ,ζ3 ψ∗F
β1,β1
1 (−) '
Top+(Σ1,β1,β1)
S−w2(−). The relation follows from the formulas for the maps in
the composition.
Using Equation (55), we see that Equation (54) is chain homotopic to
(56) Top+(Σ1,β1,β1)
S−w2Bλ0Ψ
β2∪{τ}→β2∪{ζ}
α2∪{τ}→α2∪{ζ}S
+
w′2
(−).
Since the maps appearing in Equation (56) are all natural, we will omit writing the transition map.
This reduces Equation (56) to
(57) Top+(Σ1,β1,β1)
S−w2Bλ0S
+
w′2
(−).
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By Relation (R11) (the basepoint moving relation) the expression in Equation (57) is chain homo-
topic to
(58) Top+(Σ1,β1,β1)
φλ0∗ (−),
where φλ0 is the diffeomorphism of Y1unionsqY2 obtained by moving w2 to w′2 along the path λ0. Inserting
Equation (58) into Equation (48), we see that
(GB1 ◦ E1)(−,−) ' φ∗Fα1∪α2,β1∪α2,β1∪β2(ψ′∗Top+(Σ2,α2,α2)(−),Top
+
(Σ1,β1,β1)
φλ0∗ (−)).
Bringing φ∗ inside the triangle map cancels the diffeomorphism maps already inside the triangle
map, and we are simply left with
(GB1 ◦ E1)(−,−) ' Fα1∪α2,β1∪α2,β1∪β2(Top+(Σ2,α2,α2)(−),Top
+
(Σ1,β1,β1)
(−)).
The above triangle map counts triangles on Σ1 unionsq Σ2, and is in fact just the tensor product of two
transition maps,
Ψβ1→β1α1 (−)⊗Ψβ2α2→α2(−),
completing the proof. 
8.3. A concrete example of Proposition 8.1. In this section, we give a concrete example of two
intertwining maps which are related by the vertex breaking relation which is satisfied by the graph
cobordism maps for connected sums. According to Proposition 8.1, the intertwining maps are equal
to the graph cobordism maps for connected sums, so we can view this as a partial illustration of
Proposition 8.1. We will consider intertwining maps
E1, E2 : CF−(S3, w′1, w1)⊗F2[U ] CF−(S3, w2, w′2)→ CF−(S3, w′1, w, w′2),
corresponding to taking the connected sum of the two copies of S3 at w1 and w2. The two basepoints
w1 and w2 are replaced with a single basepoint w in the connected sum region. We consider
two doubly pointed diagrams, (S2, α1, β1, w
′
1, w1) and (S
2, α2, β2, w2, w
′
2), both for S
3, which have
|αi ∩ βi| = 2. The two maps E1 and E2 are defined by adapting the formulas in Equations (33) and
(34). The diagrams for the domain the range of E1 and E2 are shown in Figure 8.6.
w′1 w1
α1 β1
w2 w
′
2
α2 β2
w′1
α1 β1
w′2
α2 β2
w
Ei
Figure 8.6. The Heegaard diagrams in the domain and the range of the
intertwining maps E1 and E2.
The maps E1 and E2 are a slight variation to the maps featured in Proposition 8.1, since in our
present situation, the basepoints w1 and w2 are merged together, while w
′
1 and w
′
2 are not merged
with any other basepoints. Nonetheless, we can define graph cobordism maps EA1 and E
B
1 for the
graph cobordisms obtained by adding a 1-handle with feet centered at w1 and w2, and adding a
graph as in Figure 8.1. The proof of Proposition 8.1 goes through without change to show that
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E1 ' EB1 and E2 ' EB2 . We note that using the vertex breaking relation from Lemma 4.4, the maps
EB1 and E
B
2 satisfy
EB1 + E
B
2 ' UEBi (Φw1 ⊗ Φw2),
for any i ∈ {1, 2}. In this section, we will show by explicit computation that the maps E1 and E2
satisfy the same relation:
Proposition 8.8. Let (Y1,w1) = (S
3, {w′1, w1}) and (Y2,w2) = (S3, {w2, w′2}). The intertwining
maps E1 and E2 for taking the connected sum of (Y1,w1) and (Y2,w2) at w1 ∈ w1 and w2 ∈ w2
satisfy the relation
E1 + E2 ' UEi(Φw1 ⊗ Φw2),
for either i ∈ {1, 2}.
The proof of the above proposition is carried out below and follows from the computations stated
in Lemmas 8.12, 8.13 and 8.14.
Remark 8.9. In this example, we will explicitly compute E1 and E2 by counting holomorphic triangles,
to verify Proposition 8.8. Using an explicit count of holomorphic disks, it is also possible to compute
EAi and E
B
i and show that Ei = EBi . We will leave this to the motivated reader.
Remark 8.10. This example may be interesting for another reason. The proof of the connected sum
formula [OS04d, Properties 6.1] uses the fact that the triangle maps used to define the intertwining
maps E1 and E2 can be approximated to first order (in terms of an area filtration) by a map which
counts small triangles. The map which counts small triangles is obviously an isomorphism on the
underlying groups of the chain complexes, however it is not obvious whether there are other (non-
small) triangles which are counted by the actual holomorphic triangle maps. Proposition 8.1 indicates
that in general there should be non-small holomorphic triangles which are counted, since otherwise
we would expect E1 and E2 to be equal. In this example, we will compute an intertwining map
explicitly, and show that there are non-small triangle classes which have holomorphic representatives,
for arbitrary almost complex structures.
Remark 8.11. This example uses “Morse-Bott” gluing of holomorphic curves (i.e. gluing holomorphic
curves along non-isolated asymptotics), unlike the gluing results used elsewhere in this paper. To
make this fully rigorous, one could try to adapt the arguments from [Bou02] to our setting. Since
this is just an illustrative example, we will not worry about providing a reference for such gluing
results.
We now begin the computation. Both E1 and E2 can be computed by counting holomorphic
triangles on the triple
(S2, ξ, ζ, τ , w′1, w, w
′
2) = (S
2, {ξ1, ξ2}, {ζ1, ζ2}, {τ1, τ2}, w′1, w, w′2)
shown in Figure 8.7, however the two maps count different homology classes of triangles.
The Maslov index of a homology class of triangles ψ ∈ pi2(x1 × x2, y1 × y2, z1 × z2) satisfies
(59) µ(ψ) = gr(x1 × y1, z1) + gr(x2 × y2, z2) + 2(nw + nw′1 + nw′2)(ψ),
where gr(xi× yi, zi) denotes the drop in Maslov grading from xi× yi to zi. In the above formula we
adopt the convention that the top graded intersection point is in grading zero, so xi, yi and zi each
take grading in {−1, 0}. Equation (59) can be proven by verifying the claim for any single class of
triangles (for example a disjoint union of two 3-gons), and then verifying that the stated formula
respects splicing in homology classes of disks and triply periodic domains.
Let us write X+ and X− for the intersection points of α1 ∩ β1, and let us write Y + and Y − for
the two intersection points of α2 ∩ β2. The complex CF−(S2 unionsq S2, {α1, α2}, {β1, β2}) is generated
over F2[U ] by the intersection points X+Y +, X+Y −, X−Y + and X−Y −.
For the map E1, we identify CF−(S2unionsqS2, {α1, α2}, {β1, β2}) with CF−(S2unionsqS2, {ξ1, ζ2}, {ζ1, τ2}),
by identifying α1, α2, β1 and β2 with ξ1, ζ2, ζ1, and τ2, respectively. Note that there is no ambiguity
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x+1
ξ1 ξ2
z+1 y+1 x
+
2
z+2 y+2
ζ1 ζ2
τ2τ1
B Bw
′
1
w
w′2
Figure 8.7. A Heegaard triple (S2, ξ, ζ, τ , w′1, w, w
′
2) which can be used to
compute both E1 and E2.
in such an identification, since the change of almost complex structure maps on (S2, αi, βi) are
always equal to the identity map on the level of intersection points, since the only nonnegative index
0 homology classes of disks are the constant ones. Under this identification, the map E1 is defined
by the formula
E1(X,Y ) = Fξ,ζ,τ (F ξ2,ζ21 (X)⊗ F ζ1,τ11 (Y )),
for X ∈ {X+, X−} and Y ∈ {Y +, Y −}.
Similarly the map E2 is defined by first identifying CF−(S2unionsqS2, {α1, α2}, {β1, β2}) with CF−(S2unionsq
S2, {ζ1, ξ2}, {τ1, ζ2}) by identifying α1, α2, β1 and β2 with ζ1, ξ2, τ1 and ζ2, respectively. After making
this identification, the map E2 is defined by the formula
E2(X,Y ) = Fξ,ζ,τ (F ξ1,ζ11 (Y )⊗ F ζ2,τ21 (X)).
As a first step towards Proposition 8.8, we prove the following:
Lemma 8.12. The maps E1 and E2 satisfy
Ei(X+, Y +) = z+1 z+2 , Ei(X+, Y −) = z+1 z−2 and Ei(X−, Y +) = z−1 z+2
for both i = 1 and i = 2. Moreover, Φw1 ⊗ Φw2 vanishes on the three intersection points X+Y +,
X+Y − and X−Y +.
Proof. We begin with the computation of Φwi . Note that on the complexes CF
−(S2, α1, β1, w′1, w1)
and CF−(S2, α2, β2, w2, w′2), the maps Φwi count representatives of the single bigon going over wi,
and hence it’s easy to verify that
(60) Φw1(X
−) = X+, Φw1(X
+) = 0, Φw2(Y
−) = Y + and Φw2(Y
+) = 0.
As a consequence Φw1 ⊗ Φw2 vanishes on X+Y +, X+Y − and X−Y +.
We now proceed with the holomorphic triangle computation. We use Equation (59) for the Maslov
index of a homology class of triangles. For triangles counted by E1 or E2 when applied to any element
except X−Y −, the term µ(x1× y1, z1) +µ(x2× y2, z2) appearing in the Maslov index formula takes
values in {−1, 0, 1, 2}. Since the remaining terms in the Maslov index expression are even and
nonnegative, this implies that any Maslov index 0 homology class which contributes to Ei(X+, Y +),
Ei(X+, Y −) or Ei(X−, Y +) has
µ(x1 × y1, z1) + µ(x2 × y2, z2) = nw(ψ) = nw′1(ψ) = nw′2(ψ) = 0.
From here it is easy to check by considering domains on the diagram that the only holomorphic
triangles which can be counted have domain equal to a pair of small triangles, and that
Ei(X+, Y +) = z+1 z+2 , Ei(X+, Y −) = z+1 z−2 and Ei(X−, Y +) = z−1 z+2 .

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As a next step, we prove the following:
Lemma 8.13. The maps E1 and E2 satisfy
UEi(Φw1 ⊗ Φw2)(X−, Y −) = U · z+1 z+2 .
Proof. This follows from Equation (60) and Lemma 8.12. 
Using Lemmas 8.12 and 8.13, in order to show Proposition 8.8, it is sufficient to show that
(E1 + E2)(X−, Y −) = U · z+1 z+2 .
To this end, we will perform the following computation:
Lemma 8.14. The maps E1 and E2 satisfy
E1(X−, Y −) = z−1 z−2 + C1U · z+1 z+2 and E2(X−, Y −) = z−1 z−2 + C2U · z+1 z+2
for constants C1, C2 ∈ F2 which depend on the choice of almost complex structure. Furthermore, for
any generic choice of almost complex structure, the constants C1 and C2 satisfy
C1 + C2 = 1 ∈ F2.
Proof. We first describe the homology classes of triangles which are counted by Ei(X−, Y −). For
any triangle ψ ∈ pi2(x1 × x2, y1 × y2, z1 × z2) counted by Ei(X−, Y −), we have
gr(x1 × y1) = gr(x2 × y2) = −1,
using the convention that the top graded intersection point is in grading zero. Hence the expression
gr(x1 × y1, z1) + gr(x2 × y2, z2),
appearing in Equation (59), takes values in {−2,−1, 0}. Examining Equation (59), for a class ψ
which could contribute to Ei(X−, Y −) there are two possible cases:
(1) nw(ψ) = nw′1(ψ) = nw′2(ψ) = 0, z1 = z
−
1 and z2 = z
−
2 .
(2) nw(ψ) + nw′1(ψ) + nw′2(ψ) = 1, z1 = z
+
1 and z2 = z
+
2 .
Any triangle satisfying Condition (1) consists of a pair of 3-gons, with zero multiplicity on any
of the basepoints. Furthermore, such classes always have a unique holomorphic representative, and
thus contribute z−1 z
−
2 to both E1(X−, Y −) and E2(X−, Y −).
We now consider classes satisfying Condition (2). By examining the diagram, one can verify that
there are no nonnegative, index 0 classes of triangles with nw(ψ) = 0 and nw′1(ψ) + nw′2(ψ) = 1.
Hence the only remaining possibility for triangles satisfying Condition (2) is for
nw(ψ) = 1, nw′1(ψ) = nw′2(ψ) = 0 and gr(x1 × y1, z1) = gr(x2 × y2, z2) = −1.
Analogous to equation (59), the Maslov index of a triangle ψ1 ∈ pi2(x1, y1, z1) on (S2, ξ1, ζ1, τ1)
satisfies
µ(ψ1) = gr(x1 × y1, z1) + 2(nw1 + nw′1)(ψ),
and similarly for a class ψ2 on (S
2, ξ2, ζ2, τ2). It follows that if ψ = ψ1#ψ2 is an index 0 homology
class which contributes to either E1(X−, Y −) or E2(X−, Y −), which also satisfies Condition (2), then
ψ1 and ψ2 both have Maslov index 1. There are two index 1 classes, θ1 and θ
′
1, on (S
2, ζ1, ξ1, τ1) which
can contribute to E1(X−, Y −), and similarly there are two index 1 classes, θ2 and θ′2, on (S2, ζ2, ξ2, τ2)
which can contribute to E1(X−, Y −). The map E1 counts representatives of the connected sum classes
θ1#θ2, θ
′
1#θ2, θ1#θ
′
2 and θ
′
1#θ
′
2. These classes are shown in Figure 8.8.
Similarly there are two index 1 classes, ρ1 and ρ
′
1, on (S
2, ξ1, ζ1, τ1) which can contribute to
E2(X−, Y −), as well two index 1 classes, ρ2 and ρ′2, on (S2, ξ2, ζ2, τ2), which can contribute to
E2(X−, Y −). These four classes are shown in Figure 8.8. The expression E2(X−, Y −) is computed
by counting representatives of ρ1#ρ2, ρ
′
1#ρ2, ρ1#ρ
′
2 and ρ
′
1#ρ
′
2.
We define the sets of classes
Θ := {θ1#θ2, θ′1#θ2, θ1#θ′2, θ′1#θ′2}
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x+1
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′
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′
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′
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′
1
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ξ1
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′
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ρ′1 ρ
′
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Figure 8.8. Index 1 homology classes θ1, θ
′
1, θ2, θ
′
2, ρ1, ρ
′
1, ρ2, ρ
′
2 which con-
tribute to E1 and E2. Representatives of the index 0 classes in Θ =
{θ1#θ2, θ′1#θ2, θ1#θ′2, θ′1#θ′2} are counted by E1(X−, Y −). Representatives of the
index 0 classes in P = {ρ1#ρ2, ρ′1#ρ2, ρ1#ρ′2, ρ′1#ρ′2} are counted by E2(X−, Y −).
and similarly
P := {ρ1#ρ2, ρ′1#ρ2, ρ1#ρ′2, ρ′1#ρ′2}.
If J is an almost complex structure on Σ × ∆, we will write MJ(Θ) and MJ(P ) for the disjoint
unions of the moduli spaces of each of the elements of Θ and P , respectively.
Note that the constants C1 and C2 appearing the lemma statement are given by
C1 = #MJ(Θ) and C2 = #MJ(P ).
The lemma statement follows from the fact that
#MJ(Θ) + #MJ(P ) ≡ 1 (mod 2),
for generic J , which is proven in Lemma 8.15, below.
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
Lemma 8.15. For a generic choice of almost complex structure J on Σ×∆, we have
#MJ(Θ) + #MJ(P ) ≡ 1 (mod 2).
As a first step towards the above lemma, we will show the following:
Lemma 8.16. For a generic choice of almost complex structure J on Σ×∆, the quantity #MJ(Θ)+
#MJ(P ) is independent (modulo 2) of the almost complex structure J .
Proof. This follows from standard Floer theoretic arguments (compare [Lip06, Lemma 2.19]).
As a first step, let us consider a path (Jt)t∈[0,1] of almost complex structures on Σ ×∆ which is
fixed for all t on the cylindrical ends of Σ×∆. In this case, we will show that
#MJ0(Θ) ≡ #MJ1(Θ) (mod 2)
and
#MJ0(P ) ≡ #MJ1(P ) (mod 2).
Consider the 1-dimensional moduli spaces
⋃
tMJt(P ) and
⋃
tMJt(Θ). There are ends of
⋃
tMJt(Θ)
corresponding to J0 and J1 holomorphic triangles. We claim that the only other ends correspond to
an index 1 holomorphic strip breaking off. If ψ is an index −1 homology class of triangles, then for
a generic path Jt, at all but finitely many t, the space MJt(ψ) will be empty. However at finitely
many t ∈ [0, 1] the space MJt(ψ) may be nonempty. At such t, a sequence of index 0 holomorphic
triangles may break into an index 1 disk and an index −1 triangle. In principle, another possible
degeneration would be for a sequence of holomorphic triangles to split into an index 0 holomorphic
triangle, and a non-constant index 0 holomorphic disk on one of the ends. This sort of degeneration
is prohibited for our present choice of Jt, since we’ve assumed that the path Jt is constant (in t) on
the cylindrical ends of Σ×∆, so index 0 strips are constant, by transversality.
Upon direct inspection, the only way for a sequence of index 0 triangles in
⋃
tMJt(Θ) or
⋃
tMJt(P )
to break into an index −1 holomorphic triangle and an index 1 holomorphic strip are for the index
1 strip to be a bigon which doesn’t go over the connected sum point. By examining the domains of
the classes in Θ and P , we see that degenerations come in pairs. For example, if there is an end of⋃
tMJt(θ1#θ2) corresponding to a sequence of triangles breaking into an index −1 triangle and a
bigon on (S2, ζ1, τ1), then there is a corresponding end of
⋃
tMJt(θ′1#θ2), arising when a sequence of
holomorphic triangles breaks into the same index −1 triangle, and a (different) bigon on (S2, ζ1, τ1).
Reasoning in this way, we see that the total number of ends of
⋃
tMJt(Θ) is equal (modulo 2) to
#MJ0(Θ)+#MJ1(Θ), so the latter quantity is 0 (modulo 2). The claim for
⋃
tMJt(P ) follows sim-
ilarly. Hence the quantity #MJ(Θ) + #MJ(P ) depends on at most the cylindrical almost complex
structures appearing in the ends of Σ×∆.
We now can consider the effect of changing the almost complex structure on each cylindrical end,
individually. We first consider the ξ-τ end of Σ × ∆. Suppose Jξ,τ and J ′ξ,τ are two choices of
cylindrical almost complex structures on the ξ-τ end of Σ × ∆. Suppose J is an almost complex
structure which agrees with Jξ,τ on the ξ-τ end of Σ×∆. Let J˜ξ,τ denote a non-cylindrical almost
complex structure on Σ × [0, 1] × R, which is equal to Jξ,τ on Σ × [0, 1] × (−∞,−1] and J ′ξ,τ on
Σ× [0, 1]× [1,∞). We now construct a 1-parameter family of almost complex structures (Jt)t∈[1,∞].
Viewing the ξ-τ cylindrical end of Σ × ∆ as Σ × [0, 1] × [1,∞), we construct Jt by splicing J˜ξ,τ
into J , on the ξ-τ end of Σ × ∆. We do this in a way so that Σ × [0, 1] × [−1,∞) is pasted onto
Σ × [0, 1] × [1 + t,∞). Note that J1 agrees with J ′ξ,τ on the ξ-τ end. Also J∞ (the pointwise limit
of Jt) is equal to J , and hence agrees with Jξ,τ on the ξ-τ end.
We consider the ends of the space
⋃
tMJt(Θ)unionsq
⋃
tMJt(P ). As in the previous case, strip breaking
can occur at finite t ∈ [1,∞). By the same argument as in the case where Jt was fixed in the ends
of Σ × ∆, strip breaking occurs in pairs within each of ⋃tMJt(Θ) and ⋃tMJt(P ), so such ends
contribute an even number of points to either #∂
⋃
tMJt(Θ) or #∂
⋃
tMJt(P ).
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There is a final type of end of
⋃
tMJt(Θ) unionsq
⋃
tMJt(P ), corresponding to t = ∞. These ends
correspond to an index 0 holomorphic strip on (S2#S2, {ξ1, ξ2}, {τ1, τ2}) for the (non-cylindrical)
almost complex J˜ξ,τ breaking off, and leaving an index 0 holomorphic triangle for the almost com-
plex structure J∞ = J . The homology classes of such curves are easy to describe. The index 0
disk corresponds to the bigon on (S2, ξ1, τ1) which goes over the connected sum point, glued to the
bigon on (S2, ξ2, τ2) which also goes over the connected sum point. The remaining holomorphic
triangle consists of the disjoint union of two 3-gons, which have zero multiplicity in the connected
sum region. The union of two 3-gons has a unique holomorphic representative by the Riemann
mapping theorem. Such ends do not come in pairs inside of either
⋃
tMJt(Θ) or
⋃
tMJt(P ), indi-
vidually, though they do come in pairs inside of the union
⋃
t(MJt(Θ)unionsqMJt(P )). More specifically,
these ends correspond to curves in
⋃
tMJt(θ′1#θ′2) splitting into an index 0 holomorphic strip u
on (S2#S2, {ξ1, ξ2}, {τ1, τ2}), as well as a holomorphic triangle consisting of a union of two 3-gons.
There is a corresponding end of
⋃
tMJt(P ) which arises when a sequence of holomorphic trian-
gles in
⋃
tMJt(ρ′1#ρ′2) breaks into the same index 0 holomorphic strip u, as well as a (different)
pair of holomorphic 3-gons. Such ends contribute 1 to both of the counts of #∂
⋃
tMJt(Θ) and
#∂
⋃
tMJt(P ).
Changes of the almost complex structure on the other two ends of Σ ×∆ are handled similarly.
the situation is somewhat simpler for changing the almost complex structures on the ξ-ζ and ζ-τ
ends, than on the ξ-τ end: by looking at the homology classes that appear, it is easy to see there are
no ends in
⋃
tMJt(Θ) or
⋃
tMJt(P ) corresponding to sending t = ∞ when we change the almost
complex structure on the ξ-ζ and ζ-τ ends. 
We can now prove Lemma 8.15, showing that in fact #MJ(Θ) + #MJ(P ) ≡ 1 (mod 2) for
arbitrary, generic J .
Proof of Lemma 8.15. The argument proceeds by a neck stretching argument. Let J(T ) denote an
almost complex structure with a neck length of T inserted between the two copies of S2.
Let us define the sets of homology classes
Θ1 = {θ1, θ′1}, Θ2 = {θ2, θ′2}, P1 = {ρ1, ρ′1}, and P2 = {ρ2, ρ′2}.
We define maps ρwi from M(Θi) and M(Pi) to ∆ by the formula
ρwi(u) = (pi∆ ◦ u)
(
(piΣ ◦ u)−1(wi)
)
.
For sufficiently large T , by using Morse-Bott gluing, the moduli spaceMJ(T )(Θ) is homeomorphic
to the fibered product
(61) MJ(T )(Θ) ∼=M(Θ1)×ρwi M(Θ2).
Similarly, for sufficiently large T , the moduli spaceMJ(T )(P ) is homeomorphic to the fibered product
(62) MJ(T )(P ) ∼=M(P1)×ρwi M(P2).
Note that to be absolutely rigorous, one would need Morse-Bott gluing results (see Remark 8.11).
We define the 1-dimensional, immersed submanifolds of ∆
d(θi) := ρ
wi(M(θi)), and d(ρi) := ρwi(M(ρi),
and define d(θ′i) and d(ρ
′
i) similarly.
Note that the space M(θ1) has two ends, corresponding to the two ways of breaking θ1 into a
bigon and a 3-gon. Similarly M(θ′1) has two ends, corresponding to the two ways of degenerating
θ′1 into a bigon and 3-gon. Note that each of d(θ1) and d(θ
′
1) has exactly one boundary point in the
interior of ∆, corresponding to a sequence of index 1 triangles degenerating into a holomorphic bigon
and 3-gon. Nonetheless the two boundary points of d(θ1) and d(θ
′
1) in the interior of ∆ coincide as
points of ∆. Let us define d(Θ1) := d(θ1) ∪ d(θ′1). The set d(Θ1) is thus an immersed 1-manifold
in ∆, with two asymptotic ends in the cylindrical ends of ∆. One asymptotic end is in the ξ-ζ end
of ∆, and one asymptotic end of d(Θ1) is in the ξ-τ end.
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We define d(Θ2), d(P1) and d(P2) analogously, which are also immersed 1-manifolds with no
ends in the interior of ∆, but each with exactly two asymptotic ends in the cylindrical ends of ∆. A
similar analysis shows that d(Θ2) is an immersed 1-manifold without boundary, and has asymptotic
ends in the ζ-τ and ξ-τ ends of ∆. The immersed submanifold d(P1) has one asymptotic end in the
ζ-τ and ξ-τ ends of ∆, while d(P2) has asymptotic ends in the ξ-ζ and ξ-τ ends of ∆.
Note that (S2, ξ1, τ1) and (S
2, ξ2, τ2) each have a single bigon going over the connected sum
point, and each of these bigons has a unique representative. Each of these bigons gives a map
ui : [0, 1] × R → S2, such that {0} × R is mapped to τi and {1} × R is mapped to ξi. Define the
points p1, p2 ∈ [0, 1] by
{p1} := pi[0,1](u−11 (w1)), and {p2} := pi[0,1](u−12 (w2)).
For a generic choice of almost complex structure, there are two possibilities:
Case (1): p1 < p2;
Case (2): p2 < p1.
By our fibered product description in Equation (61), we have that
#M(Θ) = #(d(Θ1) ∩ d(Θ2)).
In both Case (1) and Case (2), by drawing a picture, we can compute the algebraic intersection
number. In Case (1), the intersection number is 1, and in Case (2), the intersection number is 0.
Similarly, using our fibered product description, we also have that
#M(P ) = #(d(P1) ∩ d(P2)).
Using the same reasoning as before, we have now that in Case (1), the intersection number is 0, and
in Case (2), the intersection number is 1. Case (1) is illustrated in Figure 8.9.
eξ
eζ
eτ
d(Θ2)
p1 p2
d(Θ1)
eξ
eζ
eτ
d(P1)
p1 p2
d(P2)
Figure 8.9. The 1-dimensional submanifolds d(Θ1), d(Θ2), d(P1), and
d(P2) of ∆, in Case (1). The total count #d(Θ1) ∩ d(Θ2) + #d(P1) ∩ d(P2)
is 1. Both #d(Θ1) ∩ d(Θ2) and #d(P1) ∩ d(P2) change in passing from Case (1)
to Case (2), but their sum remains 1.
In both Case (1) and Case (2), we have
#M(Θ) + #M(P ) ≡ 1 (mod 2),
completing the proof. 
9. Heegaard triples and graph cobordisms
Given a Heegaard triple (Σ,α,β,γ,w), Ozsva´th and Szabo´ construct a smooth 4-manifold Xα,β,γ
[OS04e, Section 8]. The manifold Xα,β,γ has boundary
∂Xα,β,γ = −Yα,β unionsq −Yβ,γ unionsq Yα,γ .
The construction of Xα,β,γ is described in Equation (22), of this paper.
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There is a graph Γα,β,γ ⊆ Xα,β,γ , defined as follows. Let v0 ∈ ∆ be a chosen center point. A
graph Γ0 ⊆ ∆ can be defined by attaching three edges to v0, which extend radially from v0 to the
vertices of ∆. The graph Γα,β,γ is defined as
Γα,β,γ := w × Γ0.
We give Γα,β,γ the cyclic order determined by giving the ends ofXα,β,γ the ordering−Yα,β,−Yβ,γ , Yα,γ
(read left to right). A picture is shown in Figure 9.1.
−Yα,β−Yβ,γ
Yα,γ
U
α ×
e
α
Uβ × eβ
U
γ
×
e γ
Σ×∆
v0
Γα,β,γ
Figure 9.1. The 4-manifold with embedded graph (Xα,β,γ ,Γα,β,γ).
A natural question is whether the holomorphic triangle map Fα,β,γ,s, defined by the formula
(63) Fα,β,γ,s(x,y) =
∑
ψ∈pi2(x,y,z)
µ(ψ)=0
sw(ψ)=s
#M(ψ)Unw(ψ) · z,
is chain homotopic to the graph cobordism map for (Xα,β,γ ,Γα,β,γ). We answer this question in
the affirmative:
Theorem 9.1. Suppose that (Σ,α,β,γ,w) is a multi-pointed Heegaard triple, and let (Xα,β,γ ,Γα,β,γ) :
(Yα,β unionsq Yβ,γ ,w unionsq w) → (Yα,γ ,w) denote the ribbon graph cobordism described above. If s ∈
Spinc(Xα,β,γ), the graph cobordism map F
B
Xα,β,γ ,Γα,β,γ ,s
is chain homotopic to the triangle map
Fα,β,γ,s defined in Equation (63), as a map
CF−(Σ,α,β,w, sα,β)⊗F2[U ] CF−(Σ,β,γ,w, sβ,γ)→ CF−(Σ,α,γ,w, sα,γ),
where sα,β, sβ,γ and sα,γ denote the restrictions of s to the ends of Xα,β,γ .
Remark 9.2. A sketch of a similar result was communicated to the author by Lipshitz, Ozsva´th and
Thurston [LOT].
Proof. We can obtain a handle decomposition for the cobordism Xα,β,γ by examining the handle
decomposition of the trace cobordism described in Section 5.1. We start with a Morse function fβ
on Uβ which has |w| index 0 critical points, as well as |β| index 1 critical points whose ascending
manifolds intersect Σ along the β curves, and has Σ as its maximal level set. By adapting the handle
decomposition for the trace cobordism from Section 5.1, we can give Xα,β,γ the following handle
decomposition:
• a 1-handle attached for each index 0 critical point of fβ, with one foot attached at an index
0 critical point of fβ in Uβ ⊆ Yα,β, and the other foot attached at the corresponding critical
point of fβ in −Uβ ⊆ Yβ,γ ;
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• a collection of |β| 2-handles, whose framed attaching link L is formed by taking the descend-
ing manifolds of the index 1 critical points of fβ in Uβ ⊆ Yα,β, and concatenating them
across the 1-handles with their mirrors in −Uβ ⊆ Yβ,γ .
We can isotope the handles in this decomposition so that each of the 1-handles are attached with
one foot at a basepoint w ∈ w ⊆ Yα,β and the other foot on the corresponding basepoint in Yβ,γ .
Furthermore, we can perform an isotopy of the graph Γα,β,γ , so that the two edges connected to
Yα,β and Yβ,γ , as well as the trivalent vertex, are contained in the interior of the corresponding
1-handle.
The cobordism map FBXα,β,γ ,Γα,β,γ ,s is thus equal to the connected sum graph cobordism map E
B
1
from Section 8 (with Yα,β playing the role of Y1, and Yβ,γ playing the role of Y2), followed by the
2-handle map for surgery on L.
We will write Yα,β #wYβ,γ for the manifold obtain by adding |w| connected sum tubes between
Yα,β and Yβ,γ , and we will abuse notation slightly and write w for the for the basepoints in the
connected sum regions of Yα,β #wYβ,γ . The graph Γα,β,γ intersects Yα,β #wYβ,γ at w.
It is convenient to start our computation of FXα,β,γ ,Γα,β,γ ,s at the diagram (Σ unionsq Σ,α ∪ γ,β ∪
β,w unionsqw). Hence we begin by composing with the transition map
idCF−(Σ,α,β)⊗Ψ(Σ,β,γ)→(Σ,γ,β).
We will omit writing this transition map for most of the argument, to condense the notation, however
it will reappear at the end.
By Proposition 8.1, we know that the graph cobordism map EB1 is chain homotopic to the Ozsva´th-
Szabo´ intertwining map
E1 : CF−(Σ,α,β,w, sα,β)⊗F2[U ] CF−(Σ,γ,β,w, sβ,γ)
→ CF−(Σ #wΣ,α ∪ γ,β ∪ β,w, sα,β#sβ,γ),
defined by the formula
E1(−,−) := Fα∪γ,β∪γ,β∪β(Fγ,γ1 (−)⊗ Fβ,β1 (−)).
We now pick curves ∆ on Σ #wΣ as in Section 7.1, for a doubled diagram. Adapting the proof
of Lemma 7.7, we see that the triple (Σ #wΣ,α∪ γ,β ∪β,∆,w) is (after performing a sequence of
handleslides and isotopies) subordinate to a bouquet for the framed link L ⊆ Uβ∪β.
Thus the graph cobordism map FXα,β,γ ,Γα,β,γ ,s(−,−) is chain homotopic to the composition
(64) Fα∪γ,β∪β,∆(Fα∪γ,β∪γ,β∪β(F
γ,γ
1 (−)⊗ Fβ,β1 (−))⊗Θ+β∪β,∆).
The associativity relations for the triangle maps yield that Equation (64) is chain homotopic to
(65) Fα∪γ,β∪γ,∆(F
γ,γ
1 (−)⊗ Fβ∪γ,β∪β,∆(Fβ,β1 (−)⊗Θ+β∪β,∆)).
The final Heegaard diagram in this composition is the double of the diagram (Σ,α,γ), so we must
post-compose with a transition map to undo the doubling operation. Proposition 7.8 shows that the
transition map associated to undoing the doubling operation satisfies
(66) Ψ(Σ #wΣ,α∪γ,∆)→(Σ,α,γ)(−) ' F
γ,γ
3 Fα∪γ,∆,γ∪γ(−⊗Θ+∆,γ∪γ).
Composing Equation (65) with Equation (66), we see that the graph cobordism map for (Xα,β,γ ,Γα,β,γ)
is chain homotopic to
(67) Fγ,γ3 Fα∪γ,∆,γ∪γ(Fα∪γ,β∪γ,∆(F
γ,γ
1 (−)⊗ Fβ∪γ,β∪β,∆(Fβ,β1 (−)⊗Θ+β∪β,∆))⊗Θ
+
∆,γ∪γ).
Applying the associativity relations to the left two triangle maps in Equation (67), we conclude that
Equation (67) is chain homotopic to
(68) Fγ,γ3 Fα∪γ,β∪γ,γ∪γ(F
γ,γ
1 (−)⊗ Fβ∪γ,∆,γ∪γ(Fβ∪γ,β∪β,∆(Fβ,β1 (−)⊗Θ+β∪β,∆)⊗Θ
+
∆,γ∪γ)).
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Using the holomorphic triangle counts from Proposition 6.3, we conclude that Equation (68) is equal
to
(69) Fα,β,γ(−⊗ Fγ,γ3 (Fβ∪γ,∆,γ∪γ(Fβ∪γ,β∪β,∆(Fβ,β1 (−)⊗Θ+β∪β,∆)⊗Θ
+
∆,γ∪γ))).
By Propositions 7.2 and 7.8, the composition
(70) Fγ,γ3 (Fβ∪γ,∆,γ∪γ(Fβ∪γ,β∪β,∆(F
β,β
1 (−)⊗Θ+β∪β,∆)⊗Θ
+
∆,γ∪γ)
is chain homotopic to
(71) Ψ(Σ,γ,β)→(Σ,β,γ),
since Equation (70) represents the composition of a change of maps for doubling, followed by the
transition map for undoing the doubling operation, by Propositions 7.2 and 7.8. Using the fact
that Equations (70) and (71) are chain homotopic, our expression for the graph cobordism map for
(Xα,β,γ ,Γα,β,γ) from Equation (69) reduces to
(72) Fα,β,γ(−⊗Ψ(Σ,γ,β)→(Σ,β,γ)(−)).
On the other hand, we started the proof by composing with the transition map
idCF−(Σ,α,β)⊗Ψ(Σ,β,γ)→(Σ,γ,β).
Composing Equation (72) with this transition map, which we have been omitting from the formula
until now, leaves just Fα,β,γ(−,−), completing the proof. 
10. Duality and the graph TQFT
In this section, we prove Theorem 1.6 by computing the maps induced by the trace and cotrace
cobordisms.
10.1. Turning around graph cobordisms. If (W,Γ) : (Y1,w1)→ (Y2,w2) is a graph cobordism,
then we can turn around (W,Γ) to get a graph cobordism
(W∨,Γ∨) : (−Y2,w2)→ (−Y1,w1).
Here we give Γ∨ the same cyclic order as Γ. In this section, we extend the duality result of [OS06,
Theorem 3.5] to graph cobordisms, by proving that the graph cobordism map for (W∨,Γ∨) is the
dual of the cobordism map for (W,Γ).
We note that we are using the Turaev interpretation of Spinc structures, and we view a 4-
dimensional Spinc structure as a homology class of almost complex structures defined on the com-
plement of a set of points, and we view a 3-dimensional Spinc structure as a homology class of
non-vanishing vector fields (see [OS04e, Section 2.6] and [OS06, Section 2.2] for more details). If
s ∈ Spinc(W ), then the restrictions of s to the ends of Y1 and Y2 are defined by taking the 2-plane
field of tangencies to Y1 and Y2, and then taking the orthogonal complement in Y1 and Y2, which
yields a non-vanishing vector field on Y1 and Y2. However turning around a cobordism now reverses
the orientations of the ends with which we compute the orthogonal complement of the 2-plane field,
thus resulting in conjugating (i.e. multiplying it by −1) the restriction of s to these 3-manifolds.
Using this convention, if FAW,Γ,s is a map from CF
−(Y1,w1, s1) to CF−(Y2,w2, s2), then the turned
around graph cobordism (W∨,Γ∨) induces a map
FAW∨,Γ∨,s : CF
−(−Y2,w2, s2)→ CF−(−Y1,w1, s1).
Proposition 10.1. If (W,Γ) : (Y1,w1)→ (Y2,w2) is a ribbon graph cobordism, then
FAW∨,Γ∨,s ' (FAW,Γ,s)∨,
with respect to the natural pairing between CF−(Y,w, s) and CF−(−Y,w, s). The same holds for
the type-B graph cobordism maps.
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Proof. It is sufficient to show the claim for a cobordism obtained by attaching a single 0-, 1-, 3- or
4-handle, a collection of 2-handles, or a graph cobordism with underlying 4-manifold Y × [0, 1].
Note that when we turn around a k-handle, we get a 4 − k handle. Duality between the 1- and
3-handle maps follows exactly as in [OS06, Section 5] and is immediate from the formulas. The
argument for the 2-handle maps is the same as in [OS06, Section 5]: if W is a 2-handle cobordism
whose map can be computed by counting triangles in the triple (Σ,α,β,β′), then the turned around
cobordism W∨ is a 2-handle cobordism, whose map can be computed by counting triangles in the
triple (Σ,β,β′,α). Since the holomorphic triangles on the two triples are in bijection, it is easy to
see that the maps Fα,β,β′,s(−,Θ+β,β′) and Fβ,β′,α,s(Θ+β,β′ ,−) are dual to each other.
We now consider the new maps appearing in the graph TQFT. These were summarized in Sec-
tion 4.2. Firstly, it is clear that the 0-handle and 4-handle maps are dual to each other. The remain-
ing maps to consider are the graph action maps (which give the graph cobordism maps for graph
cobordisms with underlying 4-manifold Y × [0, 1]). If Γ : V0 → V1 is an embedded flow graph in Y
between two disjoint collections of vertices V0, V1 ⊆ Y , then the map AΓ : CF−(Y, V0)→ CF−(Y, V1)
is defined as a composition of free-stabilization maps S±w and relative homology maps Aλ, for various
edges λ and vertices w of a subdivision of Γ. The graph action map BΓ is defined by replacing each
instance of Aλ in the formula for AΓ with Bλ. We claim that
(73) (AΓ)
∨ ' BΓ∨ .
Here Γ
∨
: V1 → V0 is the flow graph in Y obtained by turning Γ around (i.e. viewing it as a flow
graph from V0 to V1) and reversing all of the cyclic orders. To establish Equation (73), observe that
from the definition of the graph action map [Zem15, Section 7], the formula for BΓ∨ can be obtained
by taking the formula for AΓ, reversing the order of all maps (hence reversing the cyclic orders at
each vertex), replacing every free-stabilization S+w with the corresponding free de-stabilization S
−
w
(and vice versa), and replacing each Aλ map with Bλ. Just like with the 1-handle and 3-handle
maps, it is straightforward to see that the maps S+w and S
−
w are dual to each other. Similarly, the
two maps
Bλ : CF
−(Σ,β,α)→ CF−(Σ,β,α)
and
Aλ : CF
−(Σ,α,β)→ CF−(Σ,α,β)
are dual to each other, since they count the same holomorphic curves, with the same factor, since
the roles of the α and β curves have been changed on the two diagrams. Equation (73) follows. It
follows that
(FAW,Γ,s)
∨ = FB
W∨,Γ∨,s.
Applying Lemma 4.3 shows that
FB
W∨,Γ∨,s ' FAW∨,Γ∨,s,
completing the proof for the type-A maps. The same argument works for the type-B maps. 
10.2. Trace and cotrace cobordism maps. In this section, we prove that the trace and cotrace
graph cobordisms induce the trace and cotrace maps.
Theorem 1.6. If (Y,w) is a multi-pointed 3-manifold, the trace graph cobordism (Y × [0, 1],w ×
[0, 1]) : (Y unionsq −Y,w unionsqw)→ ∅ induces the trace map
tr : CF−(Y,w, s)⊗F2[U ] CF−(−Y,w, s)→ F2[U ].
Similarly, the cotrace graph cobordism (Y × [0, 1],w × [0, 1]) : ∅ → (Y unionsq −Y,w unionsq w) induces the
cotrace map
cotr : F2[U ]→ CF−(Y,w, s)⊗F2[U ] CF−(−Y,w, s).
The formulas hold for both the type-A and type-B graph cobordism maps.
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Proof of Theorem 1.6. We first consider the trace cobordism. Pick a diagram (Σ,α,β,w) for Y .
We note that according to [OS06, Proposition 4.3], the 4-manifold Xα,β,α is diffeomorphic to Y ×
[0, 1] \N(Uα × { 12}), where Uα ⊆ Y is the α handlebody. Each α curve determines a compressing
disk in Uα. The union of this disk in Uα, together with its image in −Uα, determines a 2-sphere
in Yα,α ⊆ Xα,β,α. Let (X ′,Γ′) denote the graph cobordism obtained by attaching |α| 3-handles
to (Xα,β,α,Γα,β,α), along these 2-spheres in Yα,α. The cobordism (W
′,Γ′) is diffeomorphic to
(Y × [0, 1],w× [0, 1]) with |w| 4-balls removed, and graph Γ′ obtained by adding a strand from each
3-sphere in the boundary of W ′ to one of the components of w × [0, 1].
Let α′ be small Hamiltonian translates of the α curves. Note that Xα,β,α is diffeomorphic to
Xα,β,α′ . Using Theorem 9.1, the cobordism map for Xα,β,α′ is chain homotopic to the holomorphic
triangle map Fα,β,α′ . The type-B graph cobordism map for the trace cobordism
FBY×[0,1],w×[0,1] : CF
−(Σ,α,β)⊗ CF−(Σ,β,α)→ F2[U ]
can thus be computed as the composition of the change of diagrams map id⊗Ψα→α′β , followed by
the triangle map Fα,β,α′ , followed by |α| 3-handle maps and |w| 4-handle maps. If we identify
CF−(S3, w) with F2[U ] via the 4-handle map, the graph cobordism map for the trace cobordism
thus takes the form
FBY×[0,1],w×[0,1](x⊗ y)
=Fα,α
′
3 (Fα,β,α′(x⊗Ψα→α
′
β (y)))
=〈Fα,β,α′(x⊗Ψα→α′β (y)),Θ−α,α′〉
= tr(Fα′,α,β(Θ
+
α′,α ⊗ x)⊗Ψα→α
′
β (y))
= tr(Ψβα→α′(x)⊗Ψα→α
′
β (y))
= tr(x⊗ y).
The first equality follows from the topological reasoning of the previous paragraph. The second
equality is the definition of the 3-handle map. The third equality follows from observing that
Fα,β,α′ and Fα′,α,β count the same holomorphic triangles, and also noting that Θ
−
α,α′ = Θ
+
α′,α.
The fourth equality is obtained by observing that the triangle map in the fourth line computes the
transition map. The final equality follows by noting that
Φα→α
′
β : CF
−(Σ,β,α)→ CF−(Σ,β,α′),
is the dual of
Φβα′→α : CF
−(Σ,α′,β)→ CF−(Σ,α,β),
and that Φβα′→α ◦ Φβα→α′ ' idCF−(Σ,α,β).
As the graph cobordism (Y × [0, 1],w × [0, 1]) has no vertices of valence 3 or greater, it follows
that
FAY×[0,1],w×[0,1] ' FBY×[0,1],w×[0,1]
by Lemma 4.3, so the same formula holds for the type-A graph cobordism maps.
The statement about the cotrace cobordism follows from the formula for the trace cobordism map,
together with Proposition 10.1, since the cotrace cobordism is obtained by turning around the trace
cobordism. 
11. Mixed invariants of mapping tori
In this section, we prove our formula for the mixed invariants of mapping tori (and more generally,
for 4-manifolds with a non-separating cut). Suppose that φ : Y → Y is a diffeomorphism. We
consider the mapping torus of φ, defined as
Xφ :=
Y × [0, 1]
(y, 1) ∼ (φ(y), 0) .
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Note that only the based mapping class group MCG(Y,w) acts on Heegaard Floer homology,
while a general diffeomorphism φ : Y → Y may not fix the basepoint w. Given a φ which does
not fix w, we can isotope φ so that φ(w) = w. This doesn’t change the diffeomorphism type of
Xφ, though a-priori the resulting diffeomorphism map φ∗ could depend on a choice of path from
φ(w) to w. Fortunately, the map induced on HF +(Y,w, s) is independent of choice of isotopy, since
the pi1(Y,w)-action vanishes on HF
+(Y,w, s) [Zem15, Theorem G]. Thus an arbitrary orientation
preserving diffeomorphism φ induces a well defined map on HF +(Y,w, s), for which we will write
φ∗.
Our main theorem concerns the more general situation of a 4-manifold X4 with a closed, oriented,
non-separating cut Y 3:
Theorem 1.1. Suppose that X4 is a closed, oriented 4-manifold with b+2 (X) > 1 and Y
3 ⊆ X is a
closed, oriented, non-separating 3-dimensional submanifold. Write W for the cobordism obtained by
cutting X along Y . Suppose s ∈ Spinc(W ) is a Spinc structure whose restrictions to both copies of Y
in ∂W agree and are non-torsion, and ξ ∈ Λ∗(H1(W ;Z)/Tors)⊗ F2[U ]. Then the mixed invariants
of X satisfy
Lef
(
F+W,s(ξ ⊗−) : HF +(Y, s|Y )→ HF +(Y, s|Y )
)
=
∑
t∈Spinc(X)
t|W=s
ΦX,t(ξ).
By specializing, we obtain the following relation for the mixed invariants of mapping tori:
Corollary 1.2. Suppose Y 3 is a closed, oriented 3-manifold and φ : Y → Y is an orientation
preserving diffeomorphism such that the mapping torus Xφ has b
+
2 (Xφ) > 1. If s ∈ Spinc(Y ) is
non-torsion and φ∗(s) = s, then the mixed invariants of Xφ satisfy
Lef
(
φ∗ : HF +(Y, s)→ HF +(Y, s)
)
=
∑
t∈Spinc(Xφ)
t|Y =s
ΦXφ,t(1).
Proof of Theorem 1.1. Let us first consider the case that ξ = 1 ∈ F2[U ]⊗ Λ∗(H1(W ;Z)/Tors). We
cut out a regular neighborhood of Y , identified with Y ×[0, 1]. We then cut this regular neighborhood
into three copies of Y × [0, 1], and pick an arc Γ ⊆ X with the configuration shown in Figure 11.1.
As in Figure 11.1, we cut W into three graph cobordisms. The first, which we denote by (X1,Γ1), is
a cotrace cobordism from ∅ to Y unionsq −Y . The second, which we denote by (X2,Γ2), has underlying
4-manifold X2 = W unionsq (−Y × [0, 1]) and graph Γ2 consisting of a single path in W , and a broken
path in (−Y × [0, 1]). Finally we define (X3,Γ3) to be the bottom most cobordism in Figure 11.1,
which is the trace cobordism.
Define N := Y unionsq−Y , viewed as the intersection of X1 and X2. Since s|Y is non-torsion, it follows
from [OS04b, Lemma 2.3] and Lemma 3.1, that HF∞(N, s|N ) (the completed module over F2[[U ]])
vanishes, and HF−(N, s|N ) is a finite dimensional vector space over F2. Furthermore
HF−(N, s|N ) = HF−red(N, s|N ) ∼= HF +red(N, sN ) = HF +(N, sN ) = HF+(N, sN ).
By adapting the formula from Equation (8) slightly, we can define a mixed invariant ΦX,Γ,N,s|X1 ,s|X2∪X3
over F2[[U ]], associated to the cut N and the graph Γ ⊆ X. Note that we are abusing notation
slightly, since s is not a Spinc structure on X, but instead on W . However, it is easy to see that s
uniquely determines Spinc structures on X1 and X2 ∪X3.
By Lemma 4.5, the cobordism map induced by (X2,Γ2) is F
−
W,s ⊗ Φ∨w. Theorem 1.6 shows that
(X1,Γ1) and (X3,Γ3) induce the trace and cotrace maps, respectively. Lemma 4.5, shows that
(X2,Γ2) induces the map FW,s⊗Φ∨w. From the definition of ∆(CF−(Y, s|Y ), F−W,s) in Equation (13),
we have
(74) ΦX,N,Γ,s|X1 ,s|X2∪X3 = ∆(CF
−(Y, s|Y ), F−W,s).
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Y unionsq Y = N
∅
∅
cotr
FW,s ⊗ Φ∨w
tr
Y unionsq Y
(X1,Γ1)
(X2,Γ2)
(X3,Γ3)
Figure 11.1. Decomposing the path cobordism (X,Γ) into three graph
cobordisms. We use the cut N = Y unionsq−Y to compute the mixed invariants for X.
Now Proposition 1.9 identifies
(75) ∆(CF−(Y, s|Y ), F−W,s) = Lef
(
F+W,s : HF
+(Y, s|Y )→ HF +(Y, s|Y )
)
.
We now wish to apply Proposition 2.5 to show that ΦX,N,s|X1 ,s|X2∪X3 is the sum of mixed invariants
in the theorem statement. We note that Proposition 2.5 is only stated for connected cuts and graphs
which consist of a path, intersecting the cut exactly once, so we must make an additional argument.
We define a new decomposition of (X,Γ) into three graph cobordisms X ′1, X
′
2, and X
′
3. These are
shown in Figure 11.2. The cobordism X ′2 is defined by taking a regular neighborhood of N = Y unionsq−Y
(X ′1,Γ
′
1)
(X ′2,Γ
′
2)
(X ′3,Γ
′
3)
N ′ = Y#Y
N = Y unionsq Y
Figure 11.2. A decomposition of (X,Γ′) with a connected cut N ′. The
graph Γ′ is obtained by adding a trivial strand to Γ, near the top of the picture.
Once we trim off trivial strands, we are left with a decomposition of X into two
path cobordisms which meet along a connected cut.
inside of X1, and gluing on a neighborhood of the arc Γ1 (i.e. adding a 1-handle to a neighborhood
of N). We define X ′1 to be X1\X ′2, and we define X ′3 to be X2∪X3. We let Γ′ be the graph obtained
by adding a trivial strand to Γ, which extends radially out of the chosen regular neighborhood of
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Γ1 and into X
′
1. We let Γ
′
1,Γ
′
2 and Γ
′
3 be the intersections of X
′
1, X
′
2 and X
′
3 with Γ
′, respectively.
Finally, we let N ′ denote the cut Y#− Y = ∂X ′1.
Note that the cut N ′ divides (X,Γ′) into two graph cobordisms, the first of which is a path
cobordism, and the second is a path cobordism with a trivial strand added. As trivial strands do
not effect the graph cobordism maps (this follows from Relation (R10)), and the graph cobordism
maps agree with the path cobordism maps for paths, we conclude from Proposition 2.5 that
(76) ΦX,N ′,Γ′,s|X′1 ,s|X′2∪X′3
(1) =
∑
t∈Spinc(X)
t|W=s
ΦX,t(1).
Note again, that we are abusing notation slightly with Spinc structures, as s is not defined on X ′2∪X ′3,
however s uniquely determines a Spinc structure on X ′2 ∪X ′3, since topologically it is obtained from
W by attaching a 1-handle.
Since the connecting homomorphism δ commutes with the graph cobordism maps, the following
diagram commutes:
HF−(S3)
HF +(N ′, s|N ′) HF−(N ′, s|N ′)
HF +(N, s|N ) HF−(N, s|N )
HF +(S3)
F−
X′1,Γ′1,s|X′1
∼=
δ
F+
X′2,Γ′2,s|X′2
F−
X′2,Γ′2,s|X′2
∼=
δ
F+
X′3,Γ′3,s|X′3
Noting X ′1∪X ′2 = X1 and X ′3 = X2∪X3, the above commutative diagram and the Spinc composition
law for graph cobordisms imply that
(77) ΦX,N,Γ,s|X1 ,s|X2∪X2 (1) = ΦX,N ′,Γ′,s|X′1 ,sX′2∪X′3
(1).
Combining Equations (74), (75), (76), and (77), the theorem statement now follows for ξ = 1 ∈
F2[U ]⊗ Λ∗(H1(W ;Z)/Tors).
We now consider the theorem statement when ξ 6= 1. If ξ = Un ·ξ1∧· · ·∧ξn, where ξi ∈ H1(W ;Z),
then by Proposition 4.6, the cobordism map F−W,s(ξ ⊗ −) is equal to the graph cobordism map
F−W,Γξ,s(−), for a graph Γξ obtained by splicing in a loop for each ξi, and a pair of null-homologous
loops for each power of U (using the cyclic orderings shown in Figure 4.5). Using this fact, the
argument follows with only minor notational change from the ξ = 1 case. 
11.1. Mixed invariants of Y × S1 for non-torsion Spinc structures. We now consider the 4-
manifold Y ×S1, which has slightly more structure than an arbitrary mapping torus. The projection
map pi : Y × S1 → Y induces a map
pi∗ : Spinc(Y )→ Spinc(Y × S1).
Similarly there is a restriction map
r : Spinc(Y × S1)→ Spinc(Y ),
obtained by restricting a Spinc structure to Y × {pt}.
To describe the map pi∗, we briefly recall the Turaev interpretation of Spinc structures on 3-
manifolds, and the analogous interpretation for 4-manifolds, which are used in [OS04e]. If Y 3 is a
3-manifold, the set Spinc(Y ) can be describe as the set of homology classes of non-vanishing vector
fields on Y , where two non-vanishing vector fields are said to be homologous if they are homotopic
on the complement of a finite set of points. Similarly if X4 is a 4-manifold, the set Spinc(X) can
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be described as homology classes of almost complex structures, defined on the complement of a
finite set of points P ⊆ X. Two almost complex structures J1 and J2, defined on the complement
of P1 and P2, are said to be homologous if there is a compact 1-manifold C ⊆ X, with boundary
containing P1 and P2, such that J1 and J2 are homotopic through almost complex structures on the
complement of C.
If s ∈ Spinc(Y ) corresponds to the non-vanishing vector field v on Y , then the orthogonal com-
plement v⊥ is an oriented 2-plane field on Y . We pull back this 2-plane field under the map
pi : Y × S1 → Y to get an oriented 2-plane field on Y × S1. This specifies an almost complex struc-
ture on Y ×S1, up to homotopy through almost complex structures, and hence a Spinc structure on
Y ×S1. It is straightforward to see that this correspondence is well defined on the level of homology
classes of vector fields and almost complex structures. Furthermore
r ◦ pi∗ = id |Spinc(Y ).
Definition 11.1. We say that a Spinc structure on Y × S1 is S1-invariant if it is in the image of
pi∗ : Spinc(Y )→ Spinc(Y × S1).
We prove the following:
Proposition 1.3. If Y 3 has b1(Y ) > 1 and s ∈ Spinc(Y ) is non-torsion, then
ΦY×S1,pi∗(s)(1) = χ(HF
+(Y, s)).
Furthermore, if t ∈ Spinc(Y × S2) is not S1-invariant, then
ΦY×S1,t(1) = 0.
Proof. The proof is no different than the proof of the analogous result for the Seiberg-Witten in-
variant [Bal01, Lemma 5], and follows quickly from the adjunction inequality. Note that the second
statement, together with Theorem 1.1, implies the first statement. By considering the mapping cone
formula from Proposition 5.3, we see that
(78) H2(Y × S1;Z) ∼= H1(Y ;Z)⊕H2(Y ;Z).
Furthermore, the first summand is generated by tori of the form
Fγ := γ × S1,
where γ ∈ H1(Y ;Z). The second summand is generated by H2(Y ;Z) under the inclusion Y ×{pt} ⊆
Y × S1. From our description of the map pi∗, it is clear that if [Fγ ] is in the first summand of
Equation (78), and [F ] is in the second summand, then
pi∗(s + PD[γ]) = pi∗(s) + PD[Fγ ] and r(s + PD[F ]) = r(s).
Hence it is sufficient to show that
Φpi∗(s)+PD[F ](1) = 0
for any surface F embedded in Y × {pt}, which represents a non-zero class in H2(Y ;Z). If [F ] 6=
0 ∈ H2(Y ;Z), we pick γ to be an element of H1(Y ;Z) such that #(F ∩ γ) > 0 (which can be found
since H2(Y ;Z) is torsion free). If we can show
(79) |〈c1(pi∗(s) + PD[F ]), [Fγ ]〉|+ [Fγ ] · [Fγ ] > 0 = 2g(Fγ)− 2,
we will be done, since we can apply the standard adjunction inequality [OS06, Theorem 1.5]. This
is now an easy computation. Firstly, [Fγ ] · [Fγ ] = 0, and 〈c1(pi∗(s)), [Fγ ]〉 = 0, as both the 2-plane
field defining pi∗(s) and the torus Fγ are S1-invariant, so the 2-plane field defining pi∗(s) restricts to
the trivial 2-plane bundle on Fγ . Hence the left side of Equation (79) is 2[F ] · [Fγ ] = 2#(F ∩ γ),
which is positive, by construction. 
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