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Abstract
Higher-order Markov chains play a very important role in many fields, ranging
from multilinear PageRank to financial modeling. In this paper, we propose two
accelerated higher-order power methods for computing the limiting probability dis-
tribution of higher-order Markov chains, namely higher-order power method with
momentum and higher-order quadratic extrapolation method. The convergence
results are established, and numerical experiments are reported to show that the
proposed algorithms are effective. In particular, the non-parametric higher-order
quadratic extrapolation method is very competitive to some existing methods in
the literature.
Keywords: Higher-order Markov chains, Limiting probability distribution vec-
tor, Transition probability tensor, Power method, Quadratic extrapolation, Mo-
mentum methods
1 Introduction
Markov chains are powerful tools to analyze and predict traffic flows, communications
networks, genetic issues, and a variety of stochastic (probabilistic) processes over time,
in which the probability of each event depends only on the state attained in the previous
event. Considering a stochastic process {Xt, t = 0, 1, 2, . . .} that takes on a finite set
{1, 2, . . . , n} ≡ 〈n〉. An element in 〈n〉 is called a state of the process. The definition of
a Markov Chain can be given as follows.
Definition 1 Assume there exists a fixed probability pi,j independent of time such that
Prob(Xt+1 = i|Xt = j,Xt−1 = it−1, . . . , X0 = i0) = Prob(Xt+1 = i|Xt = j) = pi,j,
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where i, j, i0, i1, . . . , it−1 ∈ 〈n〉 and {Xt}(t = 0, 1, 2, . . .) is a stochastic process. Then this
is called a Markov chain process.
The probability pi,j represents the probability that the process will make a transition
to state i given that currently the process is state j. Clearly one has
pi,j ≥ 0,
n∑
i=1
pi,j = 1, j = 1, . . . , n.
The matrix P = (pi,j) is called the one-step transition probability matrix of the process.
A vector x¯ is said to be a limiting or stationary probability distribution of a finite Markov
chain having n states with
x¯i ≥ 0, ∀i,
n∑
i=1
x¯i = 1, andP x¯ = x¯.
In real world, there are many situations that one would like to employ higher-order
Markov chain models as a mathematical tool to analyze data sequences, in which the
probability of Xt+1 = i not only depends on the adjacent time state Xt but also depends
on more previous time states. The (m − 1)th order Markov chain model is given as
follows.
Definition 2 Assume there exists a fixed probability pi1,i2,...,im independent of time such
that
0 ≤ pi1,i2,...,im = Prob(Xt+1 = i1|Xt = i2, . . . , Xt−m+2 = im) ≤ 1,
where i1, . . . , im ∈ 〈n〉 and
∑n
i1=1
pi1,i2,...,im = 1. Then this is called a (m − 1)
th order
Markov chain process.
It is clear that the (m − 1)th order Markov chain process will reduces to first-order
Markov chain when m = 2. The probability pi1,i2,...,im represents that process make tran-
sition to the state i1 given that currently the process is in the state i2 and previously
the process is in the states i3, . . . , im. Tensor P = (pi1,i2,...,im) is called transition prob-
ability tensor. A number of applications can be found in the literature, for example,
chemistry[6, 11], physics[1] and multilinear PageRank[8].
In [13], Li and Ng established the following approximated tensor model for Higher-
order Markov chains:
x = Pxm−1, x ≥ 0, ‖x‖1 = 1, (1)
where Pxm−1 is defined by:
(Pxm−1)i =
n∑
i2,...,im=1
pii2···imxi2 · · ·xim , i = 1, 2, . . . , n.
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and x = (xi) is called a stationary probability distribution vector of higher-order Markov
chains.And the stationary probability distribution vector is unique under some conditions
[4, 7, 13, 9].
Later, many researchers employed the higher-order Markov chains model to explore
some applications such as in random walk[2] and multilinear PageRank[8]. Gleich, Lim
and Yu [8] first studied the following multilinear PageRank model:
x = θPˆxm−1 + (1− θ)v, (2)
where tensor Pˆ is a transition probability tensor, v is transition probability vector, and
θ ∈ (0, 1) is a damping parameter. We can rewrite the equation (2) as follows
x = Pxm−1, ‖x‖1 = 1, P = θPˆ + (1− θ) ∗ V, (3)
where V = (vi1i2...,im) with vi1i2...,im = vi1 , ∀i2, . . . , im. It is easy to see that the tensor P
is also a transition probability tensor.
Recently, Li et al. [12] investigated the uniqueness of the fixed-point for the equation
(3) and presented some perturbation analysis. For Multilinear PageRank model (2),
several iterative algorithms (a fixed-point algorithm, a shifted fixed-point algorithm, a
inner-outer iteration algorithm, an inverse iteration algorithm and a Newton algorithm)
are proposed by Gleich et al. [8]. Furthermore, Meini and Poloni [15] proposed the
Perron-based iteration and Cipolla et al. [3] presented some extrapolation methods for
fixed-point multilinear PageRank computations.
As for solving the tensor equations (1), Li and Ng[13] extended the power method
to compute the tensor equation (1). They given the convergence analysis of the pro-
posed iterative algorithm. In [14], Liu et al. proposed some relaxation algorithms for
solving equation (1) by introducing some parameters. And a truncated power method
is presented in [5] for sparse Markov chains. Power-type methods are very popular due
to their simplicity and efficiency, especially for large-scale problems [5, 8]. However, as
shown in [21], the convergence rate of the higher-order power method will be slow when
the spectral gap is small. Moreover, they point out that there exists irreducible and ape-
riodic transition probability tensors where the Z-eigenvector type power iteration fails
to converge.
In this paper, we propose two algorithms for solving the stationary probability dis-
tribution of higher-order Markov chains by accelerating the higher-order power method.
The main contributions of this paper are
• to present a novel higher-order power method with momentum for Z-eigenvector
computations of tensor;
• to propose a non-parametric higher-order quadratic extrapolation method to com-
pute the stationary probability distribution of higher-order Markov chains;
• to establish the convergence theorems for the proposed algorithms;
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• to use the proposed algorithms for some applications such as fixed-point multilinear
PageRank computations.
The rest of this paper is organized as follows. In section 2, we will show some
preliminary knowledge and some existing methods. In Section 3, we propose two novel
iterative algorithms for calculating the limiting probability distribution vector of higher-
order Markov chains. In Section 4, the convergence theorems for the proposed methods
are established. Numerical experiments are given and analyzed in Section 5. The last
section is the conclusions.
2 The existing methods
We first describe notations and show some preliminary knowledge on tensors. Let R
be the real field. An mth-order n-dimensional real tensor P consists of nm entries
in real numbers: P = (ai1i2···im), pi1i2···im ∈ R, for any i1, i2, . . . , im ∈ [n], where
[n] = {1, 2, . . . , n}. P is called non-negative(or,respectively,positive) if pi1i2···im ≥ 0(or,
respectively, pi1i2···im > 0). Given two vectors x, y ∈ R
n, we define
P(xm−1 − ym−1) ≡ Pxm−1 −Pym−1.
Let x+ = max(x, 0) and proj(x) =
x+
‖x+‖1
. It is easy to get that proj(x) is a transition
probability vector. We also show the definition of irreducible tensors as follows.
Definition 1 An m-order n-dimensional tensor P is called reducible if there exists a
nonempty proper index subset I ⊂ {1, 2, . . . , n} such that
Pi1i2...im = 0, ∀i1 ∈ I, ∀i2, . . . , im /∈ I.
If P is not reducible, then we call P irreducible.
In [13], Li et al. proposed the following higher-order power method(HOPM) for
solving the tensor equation (1).
HOPM
1. Given a transition probability tensor P, maximum kmax, termination tolerance ǫ and
an initial point x0;
2. Initialize k = 1.
3. xk = Px
m−1
k−1 ;
4. δ = ‖xk − xk−1‖;
5. k = k + 1;
6. until δ < ǫ.
Remark 1. The main computational cost of the algorithm depends on the cost of
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performing tensor operation. Assume that there are O(N) nonzero entries (sparse data)
in tensor P, the cost of this tensor calculation are of O(N) arithmetic operations. Under
some suitable conditions, they established the linear convergence of the above algorithm.
In [14], Liu et al. proposed several relaxation methods for computing tensor equation
(1). In particular, by using relaxation technique to the higher-order power method, they
developed a novel algorithm as follows.
Relaxation higher-order power method, RHOPM
1. Given a transition probability tensor P, γ > 0, termination tolerance ǫ and an initial
point x0;
2. Initialize k = 1.
3. yk = Px
m−1
k−1 ;
4. xˆk = γyk + (1− γ)xk−1, xk = proj(xˆk)
5. δ = ‖xk − xk−1‖;
6. k = k + 1;
7. until δ < ǫ.
3 Two accelerated Power methods
In this section, we will propose two accelerated higher-order power methods, referred
to as the higher-order power method with momentum term and higher-order quadratic
extrapolation method, respectively.
3.1 Higher-order power method with momentum
In [18, 16], some accelerated first-order methods are proposed by adding momentum
terms to classic gradient method, called heavy-ball method and Nesterov’s accelerated
gradient method (NAG), respectively. Recently, Xu et al. [22] proposed a power method
with momentum for principal component analysis.
Motivated by the ideas of the above papers, in this subsection, we propose the fol-
lowing algorithms for solving the tensor equations (1) by adding a momentum term to
higher-order power method, referred to as the HOPMM.
HOPMM
1. Given a transition probability tensor P, maximum kmax, β > 0, termination tolerance
ǫ and an initial point x0;
2. Initialize k = 1.
3. repeat
4. xk = Px
m−1
k−1 ;
5. δ = ‖xk − xk−1‖;
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6. periodically,
7. xˆk = xk − β(xk−1 − xk−2), xk = proj(xˆk);
8. k = k + 1;
9. until δ < ǫ.
Remark 3. The β(xk−1−xk−2) is called momentum term. By choosing a suitable param-
eter β, the HOPMM will performs better than higher-order power method. In particular,
if β = 0, the HOPMM will reduces to higher-order power method that proposed by Li
et al.[13]. Compared with the RHOPM, our proposed method uses three iterative points
to generate next iterative point. In the HOPMM, we will execute extrapolation step at
every 3 steps.
How to choose the parameter β is crucial for the performance of HOPMM. However,
it is difficulty to select the parameter β so far. Thus we further propose a free-parameter
method for solving the tensor equation (1) in the following subsection.
3.2 Higher-order quadratic extrapolation method
In this subsection, we extend the quadratic extrapolation method in [10] for solving the
tensor equation (1), referred to as the QEHOPM. For the classic quadratic extrapolation
method, Sidia in [20] has proved that this method is faster than power method. The
QEHOPM is shown as follows.
QEHOPM
1. Given a transition probability tensor P, maximum kmax, β > 0, termination tolerance
ǫ and an initial point x0;
2. Initialize k = 1.
3. repeat
4. xk = Px
m−1
k−1 ;
5. δ = ‖xk − xk−1‖;
6. periodically,
7. xˆk = Quadratic Extrapolation(xk−3, . . . , xk), xk = proj(xˆk);
8. k = k + 1;
9. until δ < ǫ
The quadratic extrapolation algorithm is defined as follows.
Quadratic Extrapolation
function xˆ = Quadratic Extrapolation(xk−3, . . . , xk){
for j = k − 2 : k do
yj = xj − xk−3;
end
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Y = (yk−2 yk−1); γ3 = 1;(
γ1
γ2
)
= −Y +yk;
β0 = γ1 + γ2 + γ3;
β1 = γ2 + γ3;
β2 = γ3;
xˆ = β0
β0+β1+β2
xk−2 +
β1
β0+β1+β2
xk−1 +
β2
β0+β1+β2
xk;
}
Using the following Gram-Schmidt to solve γ1 and γ2.
Gram-Schmidt
1. Compute the reduced QR factorization Y = QR using 2 steps of Gram-Schmidt.
2. Compute the vector −QTyk.
3. Solve the upper triangular system:
R
(
γ1
γ2
)
= −QTyk;
for R
(
γ1
γ2
)
using back substitution.
Note that quadratic extrapolation should not be applied too often. In this paper, we
will apply quadratic extrapolation at every 4 steps.
4 Convergence analysis for the proposed methods
In this section, we present the convergence analysis of the proposed algorithms. Before
giving these Theorems, some lemmas that established by Li et al. in [13, 14] are shown
as follows.
Lemma 1 If P is a non-negative transition probability tensor of order m and dimension
n, then there exists a nonzero non-negative vector x¯ satisfies (1). In particular, if P is
irreducible, then x¯ must be positive.
Lemma 2 Suppose P is a non-negative transition probability tensor of order m and
dimension n. If δm >
m−2
m−1
, the δm is given as follows
δm := min
S⊂〈n〉
{
min
i2,...,im∈〈n〉
∑
i∈S′
pi,i2,...,im + min
i2,...,im∈〈n〉
∑
i∈S
pi,i2,...,im
}
. (4)
where 〈n〉 = {1, 2, . . . , n}, S is a subset of 〈n〉 and S ′ be its complementary set in
{1, 2, . . . , n}, i,e., S ′ = {1, 2, . . . , n}\S. then the nonzero non-negative vector x¯ in
Lemma 1 is unique.
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Lemma 1 and Lemma 2 give the existence and uniqueness conditions of the solution
for equation (1), respectively.
Lemma 3 Suppose P is a non-negative transition probability tensor of order m and
dimension n and x, y ∈ Rn are transition probability vectors. Then we have
‖P(xm−1 − ym−1)‖1 ≤ ηm‖x− y‖1, (5)
where ηm = (1− δm)(m− 1).
The proof of Lemma 3 can be found in the Lemma 2 of [14].
Lemma 4 Let xˆ, y ∈ Rn and ‖xˆ‖1 = 1, ‖y‖1 = 1. If x = proj(xˆ), then ‖xˆ − y‖1 ≥
‖x− y‖1.
The proof can be obtained by Lemma 3 of [14].
Based on these above Lemmas, we establish the following convergence Theorems for
HOPMM and QEHOPM, respectively.
4.1 Convergence analysis for the HOPMM
Theorem 1 Let P be a non-negative transition probability tensor of order m and di-
mension n with δm >
m−2
m−1
and x¯ is a solution of equation (1). Then, if β < 1 − ηm
the iterative sequence {xk} generated by HOPMM exists a convergent subsequence {xkn}
that converges to the solution x¯ for any initial transition probability vector x0, i.e.,
lim
n→∞
xkn = x¯. (6)
Proof. According to the Lemma 2 and condition δm >
m−2
m−1
, we get that equation (1) has
a unique solution x¯. From the HOPMM, it is easy to get that xk ≥ 0 for all k.
Let eˆk = xˆk − x¯ and ek = xk − x¯. By Algorithm 1, we can obtain
eˆk = xk − β(xk−1 − xx−2)− x¯, (7)
where β > 0.
By substituting the x¯ = P x¯m−1 and xk = Px
m−1
k−1 into (7), we have
eˆk = P(x
m−1
k−1 − x¯
m−1) + β(xk−2 − x¯) + β(x¯− xk−1)
= P(xm−1k−1 − x¯
m−1) + βek−2 − βek−1.
(8)
By Lemma 3, we have
‖P(xm−1k−1 − x¯
m−1)‖1 ≤ ηm‖ek−1‖1. (9)
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and
‖ek−1‖1 = ‖Px
m−1
k−2 − Px¯
m−1‖1 ≤ ηm‖ek−2‖1 (10)
Then, by (9) and (10), we have
‖eˆk‖1 ≤ (ηm + β)‖ek−1‖1 + β‖ek−2‖1
≤ (ηm + β)ηm‖ek−2‖1 + β‖ek−2‖1
(11)
By Lemma (4), we can obtain
‖ek‖1 ≤ ‖eˆk‖1 ≤ [(ηm + β)ηm + β]‖ek−2‖1. (12)
If β < 1−ηm, it is easy to get (ηm+β)ηm+β < 1, which proves that the the iterative
sequence {xk} generated by HOPMM exists a convergent subsequence {xkn}.
4.2 Convergence analysis for the QEHOPM
Now, we establish the convergence Theorem for QEHOPM.
Theorem 2 Assume P is a non-negative transition probability tensor of order m and
dimension n with δm >
m−2
m−1
and x¯ is a solution of equation (1). Then, the iterative
sequence {xk} generated by QEHOPM has a convergent subsequence {xkn} that converges
to the solution x¯ for any initial transition probability vector x0, i.e.,
lim
n→∞
xkn = x¯. (13)
Proof. According to the Lemma 2 and condition δm >
m−2
m−1
, we get that equation (1) has
a unique solution x¯. From the QEHOPM, it is easy to get that xk ≥ 0 for all k.
Let eˆk = xˆk − x and ek = xk − x. By Algorithm 2, we can obtain
eˆk = α1xk + α2xk−1 + α3xk−2 − x¯ (14)
where α1 =
β2
β0+β1+β2
, α2 =
β1
β0+β1+β2
, α3 =
β0
β0+β1+β2
.
By substituting the xk = Px
m−1
k−1 , x¯ = P x¯
m−1 into (7), we have
eˆk = α1Px
m−1
k−1 + α1P x¯
m−1 − α1P x¯
m−1 + α2xk−1 + α3xk−2 − x¯
= α1P(x
m−1
k−1 − x¯
m−1) + (α1 − 1)x¯+ α2xk−1 + (1− α1 − α2)xk−2
= α1P(x
m−1
k−1 − x¯
m−1) + (1− α1)(xk−2 − x¯) + α2(xk−1 − x¯+ x¯− xk−2)
= α1P(x
m−1
k−1 − x¯
m−1) + (1− α1 − α2)ek−2 + α2ek−1
(15)
By Lemma 3, we have
‖P(xm−1k−1 − x¯
m−1)‖1 ≤ ηm‖ek−1‖1. (16)
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and
‖ek−1‖1 = ‖Px
m−1
k−2 − Px¯
m−1‖1 ≤ ηm‖ek−2‖1 (17)
Then, by (15),(16) and (17), we have
‖eˆk‖1 ≤ (α1ηm + α2)‖ek−1‖1 + α3‖ek−2‖1
= [(α1ηm + α2)ηm + α3]‖ek−2‖1.
(18)
By Lemma (4), we can obtain
‖ek‖1 ≤ ‖eˆk‖1 ≤ [(α1ηm + α2)ηm + α3]‖ek−2‖1. (19)
It is easy to get that 0 ≤ ηm < 1 when δm >
m−2
m−1
. Then, we have
(α1ηm + α2)ηm + α3 < 1. (20)
Now, by (19) and (20), we can get that sequence {ek} has a convergent subsequence
{ekn} that will converges to zero vector, which proves that the iterative sequence {xk}
has a convergent subsequence {xkn} that converges to the solution x¯. This completes
the proof of the theorem. 
5 Numerical experiments
In this section, a number of numerical experiments are presented to verify the effi-
ciency and superiority of our methods, compared with the original higher-order power
method(HOPM)[14], the relaxation higher-order power method((RHOPM))[14], the shifted
power method(S)[8] and the inner-outer iteration method(IO)[8]. Three measure indexes
are reported, including the number of iterations(denoted IT), the CPU time in sec-
onds(denoted by CPU) and the relative residual(denoted by RR) defined by ‖Pxm−1k −
xk‖1.
In the numerical experiments, all initial points are chosen to be x0 = ones(n, 1)/n,
all algorithms are performed with Tensor Toolbox 2.6 in MATLAB R2010a and are
terminated when the condition
‖xk+1 − xk‖ < 10
−10
is satisfied. The maximum iterative number is set to 1000. The curve of the norm of
relative residual vector versus the number of iteration step is plotted. The selection of
parameter in RHOPM are the same to that of in [14].
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5.1 Numerical results for higher-order Markov chains
In this subsection, we test the proposed methods(i.e., QEHOPM and HOPMM), HOPM
and RHOPM for solving the limiting probability distribution vector of the transition
probability tensor.
The first three tensors come from DNA sequence data in the works of Raftery et al.
[19]. On the other hand, their orders m are 3 and their numbers of states n are 3 or 4 by
considering three categories({A/G,C,T). By using the Matlab multi-dimensional array
notation, we can list the transition probability tensors as follows
(i)P(:, :, 1) =

 0.6000 0.4083 0.49350.2000 0.2568 0.2426
0.2000 0.3349 0.2639

 , P(:, :, 2) =

 0.5217 0.3300 0.41520.2232 0.2800 0.2658
0.2551 0.3900 0.3190

 ,
P(:, :, 3) =

 0.5565 0.3648 0.45000.2174 0.2742 0.2600
0.2261 0.3610 0.2900

 .
(ii)P(:, :, 1) =

 0.5200 0.2986 0.44620.2700 0.3930 0.3192
0.2100 0.3084 0.2346

 , P(:, :, 2) =

 0.6514 0.4300 0.57760.1970 0.3200 0.2462
0.1516 0.2500 0.1762

 ,
P(:, :, 3) =

 0.5638 0.3424 0.49000.2408 0.3638 0.2900
0.1954 0.2938 0.2200

 .
(iii)
P(:, :, 1) =


0.2091 0.2834 0.2194 0.1830
0.3371 0.3997 0.3219 0.3377
0.3265 0.0560 0.3119 0.2961
0.1723 0.2608 0.1468 0.1832

 ,
P(:, :, 2) =


0.1952 0.2695 0.2055 0.1690
0.3336 0.3962 0.3184 0.3342
0.2954 0.0249 0.2808 0.2650
0.1758 0.3094 0.1953 0.2318

 ,
P(:, :, 3) =


0.3145 0.3887 0.3248 0.2883
0.0603 0.1203 0.0451 0.0609
0.2293 0.3628 0.2487 0.2852
0.2293 0.3628 0.2487 0.2852

 .
P(:, :, 4) =


0.1685 0.2429 0.1789 0.1425
0.3553 0.4180 0.3402 0.3559
0.3189 0.0484 0.3043 0.2885
0.1571 0.2907 0.1766 0.2131

 .
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Table 1: Numerical results for the tensors (i)-(v).
Example 1 Algorithm. CPU IT RR
(i) QEHOPM 0.0150 5 1.11e-16
HOPMM (β = 0.045) 0.0206 9 6.21e-11
RHOPM(γ = 0.12) 0.0316 16 2.90e-11
HOPM 0.0279 15 2.76e-11
(ii) QEHOPM 0.0085 5 5.55e-17
HOPMM (β = 0.0045) 0.0128 7 5.35e-11
RHOPM(γ = 0.12) 0.0271 15 3.52e-11
HOPM 0.0279 9 6.58e-11
(iii) QEHOPM 0.0215 13 1.26e-12
HOPMM (β = 0.01) 0.0281 17 7.76e-11
RHOPM(γ = 0.12) 0.0494 29 9.08e-11
HOPM 0.0396 21 3.97e-11
(iv) QEHOPM 0.0136 8 3.95e-11
HOPMM (β = 0.03) 0.0197 10 8.25e-11
RHOPM (β = 1.2) 0.0282 16 4.12e-11
HOPM 0.0230 13 3.42e-11
By considering three categories ({A,C/T,G}), we construct a transition probability
tensor of order 4 and dimension 3 for the DNA sequence in [17]:
(iv)P(:, :, 1, 1) =

 0.3721 0.2600 0.41570.4477 0.5000 0.4270
0.1802 0.2400 0.1573

 , P(:, :, 2, 1) =

 0.3692 0.2673 0.31750.4667 0.5594 0.5079
0.1641 0.1733 0.1746

 ,
P(:, :, 3, 1) =

 0.4227 0.2958 0.23530.4124 0.5563 0.5588
0.1649 0.1479 0.2059

, P(:, :, 1, 2) =

 0.3178 0.2632 0.31940.5212 0.6228 0.5833
0.1610 0.1140 0.0972

,
P(:, :, 2, 2) =

 0.2836 0.2636 0.30420.5012 0.6000 0.5250
0.2152 0.1364 0.1708

, P(:, :, 3, 2) =

 0.3382 0.2396 0.37660.5147 0.6406 0.4935
0.1471 0.1198 0.1299

,
P(:, :, 1, 3) =

 0.3204 0.2985 0.35000.4854 0.5000 0.5000
0.1942 0.2015 0.1500

, P(:, :, 2, 3) =

 0.4068 0.2816 0.35940.3898 0.5143 0.4219
0.2034 0.2041 0.2188

,
P(:, :, 3, 3) =

 0.3721 0.3529 0.30000.5349 0.3971 0.5500
0.0930 0.2500 0.1500

 .
Figure 1 ploted the norm of relative residual vector versus the number of iteration
step for the above examples. Compared with HOPM, RHOPM need more iterations
while HOPMM is much faster. Noticed that QEHOPM is the best one. Especially for
12
(i) and (ii), only one quadratic extrapolation can reach to the solution.
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Figure 1: The norm of relative residual vector versus the number of iteration for (i)-(iv).
The numerical results are reported in Table 1. As we can see, from the Table 1, the
number of the iteration steps in QEHOPM and HOPMM are less than that of HOPM and
RHOPM. Furthermore, our methods(i.e., QEHOPM and HOPMM) spend less time than
HOPMPM and RHOPM. Specially, QEHOPM performs the best among all methods.
5.2 Numerical results for multilinear PageRank
In this subsection, we display the numerical results when the tested algorithms are ap-
plied for solving the multilinear PageRank. We use 29 stochastic tensors that constructed
by Gleich et al[8]. For the sake of fairness, we rewrite the codes of IO, S and HOPM
by using the function ttv of the package Tensor Toolbox 2.6. The vector v is set to 1
n
e,
where e = ones(n, 1), and the damping parameter θ is set to 0.85.
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Table 2: The numerical results for multilinear PageRank with θ = 0.85.
HOPM QEHOPM RHOPM IO S
IT CPU IT CPU IT CPU IT CPU IT CPU
R3,1 130 0.2141 13 0.0193 34 0.0368 60 0.5886 44 0.0783
R3,2 21 0.0843 13 0.0220 29 0.0334 55 0.3816 37 0.0708
R3,3 21 0.0822 13 0.0218 17 0.0220 55 0.3814 37 0.0681
R3,4 70 0.1359 13 0.0203 19 0.0205 39 0.3800 21 0.0414
R3,5 103 0.1617 29 0.0350 115 0.1022 160 1.9054 158 0.2571
R4,1 134 0.1857 102 0.0978 146 0.1287 166 1.9235 191 0.3081
R4,2 261 0.2957 33 0.0356 318 0.2866 158 1.8214 296 0.4762
R4,3 101 0.1550 70 0.0702 125 0.1137 147 1.4540 155 0.2752
R4,4 262 0.3049 172 0.1639 181 0.1646 167 1.9003 232 0.3767
R4,5 162 0.2413 41 0.0514 144 0.1648 160 2.2219 220 0.4797
R4,6 225 0.2751 29 0.0356 225 0.1976 155 1.6964 269 0.4301
R4,7 120 0.1703 110 0.1044 132 0.1159 141 1.6796 170 0.2723
R4,8 300 0.3332 57 0.0572 279 0.2490 136 1.5656 296 0.4816
R4,9 144 0.1996 49 0.0537 132 0.1158 144 1.6666 196 0.3150
R4,10 364 0.3767 113 0.1092 130 0.1242 154 1.8034 172 0.2779
R4,11 133 0.2074 64 0.0726 115 0.1015 174 1.6932 195 0.3086
R4,12 88 0.1495 43 0.0451 80 0.0728 140 1.5340 137 0.2395
R4,13 151 0.2028 122 0.1161 162 0.1428 177 2.0442 215 0.3434
R4,14 134 0.1915 33 0.0363 117 0.1041 135 1.5947 181 0.2915
R4,15 238 0.2808 33 0.0374 238 0.2088 154 1.7142 276 0.4491
R4,16 149 0.1969 101 0.0976 138 0.1203 167 1.9701 209 0.3348
R4,17 208 0.2491 35 0.0377 136 0.1209 177 1.9880 186 0.3062
R4,18 141 0.1897 49 0.0518 156 0.1419 209 2.3378 215 0.3558
R4,19 120 0.1733 92 0.0904 113 0.1022 125 1.4163 163 0.3173
R6,1 106 0.1659 30 0.0347 60 0.0542 162 1.5742 163 0.2793
R6,2 98 0.1679 46 0.0511 88 0.0773 130 1.3974 123 0.2517
R6,3 67 0.1325 28 0.0289 74 0.0667 109 1.0417 103 0.1839
R6,4 85 0.1482 26 0.0293 52 0.0504 129 1.3442 131 0.2406
R6,5 66 0.1288 26 0.0299 47 0.0455 113 0.9191 106 0.1970
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The numerical results are displayed in Table 2. As we can see from Table 2, the
proposed QEHOPMmethod is faster than HOPM, RHOPM, IO and S, i.e., the number of
the iteration steps in QEHOPM method is the least. Moreover, the proposed QEHOPM
method spends less time than HOPM, RHOPM, IO and S. In a word, from the above
results, we conclude that QEHOPM algorithm is effective and competitive.
6 Conclusion
In this paper, we have proposed two accelerated higher-order power method for higher-
order Markov chains and multilinear PageRank, referred to as the HOPMM and QE-
HOPM, respectively. In particular, the QEHOPM method is non-parametric. We estab-
lished the convergence theorem for the proposed algorithms. Numerical experiments are
carried out to illustrate that HOPMM outperform the higher-order power method and
the QEHOPM is the best one.
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