In this work, the real nonnegative inverse eigenvalue problem is solved for a particular class of permutative matrix. The necessary and sufficient condition there is also shown to be sufficient for the symmetric nonnegative inverse eigenvalue problem. A result due to Johnson and Paparella [MR3452738; Linear Algebra Appl. 493 (2016), 281-300] is extended to include normalized lists that satisfy the new sufficient condition.
Introduction
The longstanding real nonnegative inverse eigenvalue problem (RNIEP) is to determine necessary and sufficient conditions on a multiset (herein, list) of real numbers Λ = {λ 1 , . . . , λ n } such that Λ is the spectrum an n-by-n nonnegative matrix (entrywise).
If A is an n-by-n nonnegative matrix with spectrum Λ, then Λ said to be realizable and the matrix A is called a realizing matrix for Λ. If the realizing matrix is required to be symmetric, then the problem is known as the symmetric nonnegative inverse eigenvalue problem (SNIEP). Both problems are unsolved when n ≥ 5.
It is well-known that if Λ is realizable, then
and ρ(Λ) := max
Condition (2) follows from the Perron-Frobenius theorem. For additional background and results on the RNIEP and the general nonnegative inverse eigenvalue problem (NIEP), there are several surveys [3, 7] and a monograph [12] . A list of real numbers Λ = {λ 1 , . . . , λ n } is called a Suleȋmanova spectrum if s 1 (Λ) ≥ 0 and Λ contains exactly one positive element. In the seminal work on the NIEP, Suleȋmanova [17] announced that every such spectrum is realizable. Friedland [5] and Perfect [14] proved Suleȋmanova's result via companion matrices (for other proofs, see references in [5] ). More recently, Paparella [13] gave a constructive proof that every Suleȋmanova spectrum is realizable by utilizing permutative matrices, which are defined in the sequel.
Fiedler [4] showed that every Suleȋmanova spectrum is symmetrically realizable. Since every symmetric matrix is diagonalizable, it follows that every Suleȋmanova spectrum is diagonalizably realizable, and, hence, a solution to the diagonzalizable real nonnegative inverse eigenvalue problem (DRNIEP). Johnson et al. [6] showed that the RNIEP and SNIEP are distinct; Laffey [9] showed that that not every realizable list is diagonalizably realizable; and, more recently, Cronin and Laffey [2] showed that the SNIEP and the DRNIEP are distinct. Thus, with a slight abuse of notation, we have
It is natural to ask whether every Suleȋmanova spectrum is realizable by a nonnegative asymmetric matrix. A positive answer is given by Soto and Ccapa [16] , however it will be shown in the sequel that permutative matrices provide a simple proof of this fact. In addition, we solve the RNIEP for a particular class of permutative matrix and derive a novel sufficient condition for the SNIEP. We find the position of this sufficient condition with respect to other well-known conditions for sufficiency [10, 11] . A result due to Johnson and Paparella [8, Theorem 6.3 ] is extended to include normalized lists that satisfy the new sufficient condition.
Notation & Background
The following notation is adopted throughout this work. For n ∈ N, we let n denote the set {1, . . . , n}. We let F n denote the set of all column vectors with entries from a field F and M n (F) denote the set of all square n-by-n matrices with entries from a field F. As is customary, if A ∈ M n (F), then a ij denotes the (i, j)-entry of A; if x ∈ F n , then x i denotes the i th entry of x. For x ∈ F, we let diag(x) denote the diagonal matrix such that d ii = x i . The spectrum of A ∈ M n (F) is denoted by σ(A).
For the following, the size of each object will be clear from the context in which it appears: I denotes the identity matrix; e denotes the all-ones vector; and J denotes the all-ones matrix, i.e., J := ee ⊤ .
Definition 2.1. A list of real numbers Λ = {λ 1 , . . . , λ n } is called a Suleȋmanova spectrum if s 1 (Λ) ≥ 0 and Λ contains exactly one positive element.
Denote by S n the symmetric group of order n. For π ∈ S n and x ∈ F n , let π(x)
where π 1 , . . . , π n ∈ S n and x ∈ C n .
Remark 2.3. Definition 2.2 differs from the definition of permutative matrix given in [13] , which involves permutation matrices. Since permutation matrices are permutative, it follows that the definition given here is exactly what is desired.
In [13] , permutative matrices were utilized to give a simple, constructive proof of the following result.
Theorem 2.4 (Suleȋmanova [17] ). Every Suleȋmanova spectrum is realizable.
We summarize the relevant results from [13] . For x ∈ C n , if
Furthermore, if Λ = {λ 1 , λ 2 , . . . , λ n } is a list of complex numbers and
then P x has spectrum Λ. Let Σ := n k=1 x k . Since every row of P x sums to Σ, it follows that (Σ, e) is a righteigenpair for P x . Furthermore, if δ i := x 1 − x i = Σ, then (δ i , v i ) is a right-eigenpair for P x , where
3. Diagonalizable Realizibility of Suleȋmanova Spectra Lemma 3.1. The matrix formed from the eigenvectors of (3) given by
where n ≥ 2, is invertible whenever x ≥ 0 and x 1 = Σ.
Proof. Following the properties of the determinant,
Since Σ = x 1 and x i ≥ 0, ∀i ∈ n , it follows that δ i = Σ, ∀i ∈ n \{1}, i.e., det(S) = 0. Therefore S is invertible.
i.e., P S = SD. Since S is invertible, it follows that P = SDS −1 .
Remark 3.3. Theorem 3.2 demonstrates that symmetry is not essential in the realization of Suleȋmanova spectra.
New Sufficient Condition
In this section we give necessary and sufficient conditions for a list to be realizable by a permutative matrix of the form (3). The following result gives a complete characterization and a novel sufficient condition for the DRNIEP (in Section 6, this condition will be shown to be sufficient for the SNIEP).
list of real numbers, then Λ is realizable by a matrix of the form (3) if and only if
and
Proof. Immediate in view of (4).
If C n := {λ ∈ R n | λ satisfies (6) and (7)}, then C n is a polyhedral cone, and is finitely generated (i.e., it has finitely-many extreme directions). It is useful to determine the extreme 5 directions of C n . To this end, let
and, with a slight abuse of notation, let
In [13] it was shown that
The following result demonstrates that the columns of M n are the extreme directions of
Proof. If λ ∈ span(M n ), then there is a unique vector y such that λ = M n y = ey 1 + n i=2 y i (e 1 − e i ), where y i ∈ R, ∀i ∈ n . In particular, λ 1 = n k=1 y k and
and these inequalities are nonnegative if and only if y i ≥ 0, i = 1, . . . , n, i.e, if and only if λ ∈ coni (M n ).
Relating Theorem 4.1 to Known Sufficient Conditions
Marijuán et al. [10] mapped various sufficient conditions for the RNIEP displaying their connections to one another. By finding the location of Theorem 4.1 within their map may provide a measure of importance to the RNIEP. The following are known sufficient conditions for the RNIEP. 
Theorem 5.2 (Suleȋmanova [17] ). If Λ = {λ 1 , . . . , λ n } satisfies λ 1 ≥ |λ i | for all λ i ∈ Λ and
Remark 5.3. To differentiate Suleȋmanova spectra from spectra that satisfy the condition in Theorem 5.2, we will refer to the condition of Theorem 5.2 as the Suleȋmanova condition.
then {λ 1 , . . . , λ n } is realizable by a nonnegative diagonalizable matrix. λ j ≥ 0 and λ ji ≤ 0 for all j ∈ r and i ∈ t j . If for every j ∈ r , it follows that λ j + δ ≤ 0 and
We note the following relations.
Theorem 5.6.
Theorem 4.1 is independent of Ciarlet.

Theorem 4.1 is independent of Perfect 1.
3. Suleȋmanova spectrum are independent of Ciarlet.
Suleȋmanova spectrum imply Theorem 4.1 and the inclusion is strict. 7
Theorem 4.1 implies Suleȋmanova's condition and the inclusion is strict.
Theorem 4.1 implies Salzmann and the inclusion is strict.
Proof. 3. Notice that {3, −1, −2} is a Suleȋmanova spectra but doesn't satisfy Ciarlet and the list {2, 1, −1} satisfies Ciarlet but is not a Suleȋmanova spectra.
Notice that
4. Follows directly from Theorem 2.4 and the list {3, 1, −1} demonstrates that the inclusion is strict.
.e, if λ has only one nonnegative term, then (6) demonstrates that λ satisfies Suleȋmanova's condition. Assume that p ≥ 2. Notice that for all k ∈ p \{1},
Therefore, λ satisfies Suleȋmanova's condition; the list {2, 1, −1} demonstrates that the inclusion is strict.
Thus, for all k ∈ ⌊(n + 1)/2⌋ \{1},
Therefore, λ satisfies Salzmann and the list {3, 1, −2, −2} demonstrates that the inclusion is strict. 
Theorem 4.1 and the SNIEP
In this section, it is shown that any list satisfying (6) and (7) is SNIEP realizable.
The following result is due to Fiedler [4] . 
Fiedler uses this result to show the following. Proof. Proceed by induction on n. The result is trivial for the base-case when n = 1; if n = 2 and λ = M 2 y, y ≥ 0, then
and the nonnegative matrix y 1 y 2 y 2 y 1 has eigenvalues λ 1 = y 1 + y 2 and λ 2 = y 1 − y 2 .
Assume that the result holds for all lists of length k, with k ≥ 2. If λ ∈ coni (M k+1 ), then there are nonnegative scalars y 1 , . . . , y k+1 such that
. . .
and β := y 1 , then α ∈ coni (M k ) and β ∈ coni (M 1 ). The result follows by applying Theorem 6.2 with θ = y k+1 .
The proof of Theorem 6.3 is similar to the proof that Fiedler gives in showing that every Suleimanova spectrum is symmetrically realizable. Detracting from both demonstrations is that they are not constructive, i.e., a realizing matrix is not explicitly given. Johnson and Paparella [8] give a constructive proof that every Suleimanova spectrum is symmetrically realizable via similarity by Hadamard matrices, which we will show gives a constructive proof for lists satisfying (6) and (7).
Definition 6.4 (Hadamard matrix). A matrix H = [h ij ] is called a Hadamard matrix if
h ij ∈ {−1, 1} and HH ⊤ = nI.
A positive integer n is called a Hadamard order if there is a Hadamard matrix of order n. It is well-known, and otherwise easy to establish, that if n is a Hadamard order greater than one, then n can not be odd. It is also well-known that every power of two is a Hadamard order. In particular, Sylvester [18] showed that if
, n > 0 then W 2 n is a Hadamard matrix of order 2 n . The matrix W 2 n is also known as the Walsh matrix or order 2 n . When the first row and column of a Hadamard matrix H is positive, we say that H is a normalized Hadamard matrix. Furthermore, any Hadamard matrix can be normalized 10 to obtain another Hadamard matrix by scaling the rows and columns as needed. As such, and without loss of generality, we may assume that any Hadamard matrix is a normalized Hadamard matrix. A real list Λ = {λ 1 , . . . , λ n } is called normalized if λ 1 = 1 ≥ λ 2 ≥ · · · ≥ λ n . Johnson and Paparella [8] used Hadamard matrices to establish the following result (recall that a nonnegative matrix A is called doubly stochastic if every row and column sum to unity). In particular, it is shown that if D = diag(λ 1 , . . . , λ n ), H is a normalized Hadamard matrix of order n, and A = n −1 HDH ⊤ , then A is a symmetric, doubly stochastic matrix with spectrum Λ. We show that this result extends to normalized lists satisfying (6) and (7) .
In what follows, conv (M n ) denotes the convex hull of the columns of M n .
. . , λ n }, and H be a normalized Hadamard matrix of order n. Then the matrix n −1 HDH ⊤ is a symmetric, doubly stochastic matrix with spectrum Λ.
Proof. For every k ∈ n , let D k := λ k e k e ⊤ k and let
Notice that D = He k (He k ) ⊤ = HIH ⊤ = nI. Since λ ∈ conv (M), it follows that there are nonnegative scalars y 1 , . . . , y n summing to unity such that λ 1 = n k=1 y k = 1 and λ i = y 1 − y i for i ∈ n \{1}. Notice that Λ is normalized and
The matrix n −1 HDH ⊤ is clearly symmetric, has spectrum Λ, and is doubly stochastic e is a right eigenvector corresponding to the Perron root 1.
Remark 6.7. Notice that (λ i , n −1/2 He i ) is a right-eigenpair of n −1 HDH ⊤ , ∀i ∈ n . In particular, (λ 1 , n −1/2 e) is a right-eigenpair.
The following lemma will be useful for our next main result.
then α ∈ coni (M m ) and β ∈ coni (M n ).
. . . Proof. The result follows by a straightforward application of Lemma 6.1, Theorem 6.6, Lemma 6.8, and Observation 6.9. We conclude by noting that the conditions in Section 5 are sufficient for SNIEP realizability [11] ; thus, the map contained in Figure 1 applies to the SNIEP.
