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Abstract. A supersymmetric lift of a symmetric function is a special sequence of doubly symmetric lifts
which satisfies a cancellation property relating neighboring lifts in the sequence. We obtain contour integral
formulas for observables of particle systems in terms of supersymmetric lifts of certain associated generating
functions. We also obtain a family of supersymmetric lifts of multivariate Bessel functions and of Schur
functions, along with contour integral formulas them. These formulas are amenable to local asymptotics at
the extremal edge of particle systems arising from unitarily invariant random matrices and decompositions
of representations of the unitary group. We focus on several settings where the Airy point process arises.
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2 ANDREW AHN
1. Introduction
1.1. Overview. In this article, we present a new approach to study the local extremal asymptotics of particle
systems given by the eigenvalues of random matrices with unitarily invariant distributions and quantized
analogues arising from decompositions of representations of the unitary group. This approach is based on
new contour integral formulas for the observables of these particle systems which cohere with the operations
of sums and projections for random matrices, and with tensor products and restrictions for representations
of the unitary group.
We consider the generating function
S(z1, . . . , zN ) := E
[
F`(z1, . . . , zN )
F`(0, . . . , 0)
]
(1.1)
over the particle system ` = (`1 ≥ · · · ≥ `N ). Here, F` is the multivariate Bessel function B`(z1, . . . , zN ) in
the random matrix setting, and is the Schur function sλ(e
z1 , . . . , ezN ) with exponentiated variables where
` = (λ1+N−1N , . . . ,
λN
N ) in the quantized setting. These generating functions were introduced by Bufetov-
Gorin [BG15] and Gorin-Sun [GS18] to study the global fluctuations of particle systems. We introduce a
notion of supersymmetric lifts of S and find that observables of ` are given in terms of these lifts. Briefly, a
supersymmetric lift of S is a sequence {S˜(z1, . . . , zN+k/w1, . . . , wk}∞k=0 of doubly symmetric functions such
that the k = 0 element in the sequence is S and higher elements in the sequence reduce to lower ones via a
cancellation property. If S is the Bessel generating function for ` and c ∈ C, then
E
[
N∑
i=1
ec`i
]
=
1
2pii
∮
0
S˜(0, . . . , 0︸ ︷︷ ︸
N times
, u+ c/u)
(
u+ c
u
)N
du(1.2)
for some contour positively oriented around 0. Expectations of higher moments are given in terms of higher
lifts of S. If S is a Schur generating function, the formulas differ slightly, see Section 1.4.
Through these formulas, we show that the rightmost particles of an N -particle system converge to the
Airy point process, under limiting conditions on the generating functions (1.1). We apply this to sums and
projections of unitarily invariant random matrices with deterministic eigenvalues and quantized analogues.
Among these applications, we find a local manifestation of the free central limit theorem [Voi85] and stability
of Airy fluctuations for sums of sufficiently projected random matrices. In the quantized setting, we show
analogous results where tensor products and restrictions replace the roles of sums and projections respectively.
In our setting of applications, the generating functions are given by multivariate Bessel and Schur func-
tions. We find a family of supersymmetric lifts for these functions, based on determinantal formulas for
the so-called supersymmetric Schur functions from the work of Moens-van der Jeugt [MvdJ03], and obtain
contour integral formulas for the lifts. The amenability of these formulas to steepest descent analysis plays
a pivotal role in our local asymptotic results.
The inspiration behind the formula (1.2) and its relatives come from the work [BC14] where Borodin-
Corwin study Macdonald processes to obtain fluctuations of the free energy of the O’Connell-Yor polymer.
In particular, they observed that the action of a distinguished family of difference operators, whose eigen-
functions are given by the Macdonald symmetric functions, yield contour integral formulas for observables
of Macdonald processes. We adapt this approach to our setting in which the systems are not Macdonald
processes, where the main new ingredient is the formalism of supersymmetric lifts.
We note that the works of Bufetov-Gorin and Gorin-Sun [BG15, BG18, GS18] use a related family of
operators and their action on the generating functions (1.1) to obtain global fluctuations for a large collection
of models subsuming ours. The representation for this action differs considerably from our formulas, for
example their prelimit formulas are given by a certain combinatorial expansion. Thus our analysis is distinct
from these works. It remains to be seen whether this alternative choice of operators is amenable to local
asymptotics at the level of generality considered in this article.
We comment on several natural extensions of our method. By considering observables across multiple
levels of constant order projections and restrictions, we can find Airy line ensembles in the limit under the
same settings considered in this article. Our method also appears flexible enough to consider alternative
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limit regimes, such as outliers at the edge or growing order of summands and tensor products. Although we
do not pursue these directions in this article, we plan to visit them in the future.
1.2. Unitarily Invariant Random Matrices. We study the eigenvalues of
H(1) + · · ·+H(n)(1.3)
at the spectral edge as N →∞, where H(1), . . . ,H(n) are independent, random N ×N Hermitian matrices.
For us, the matrices H(i) are unitarily invariant, meaning that the distribution of H(i) is unchanged by
conjugation of unitary matrices. More specifically, we focus on H(i) with deterministic eigenvalues, which
are the extremal measures in the family of unitarily invariant probability measures on Hermitian random
matrices, and H(i) coming from projections of these extremal random matrices.
Without any assumptions on the spectrum of H(i) or n, the edge behavior of (1.3) does not have a
universal description. Our results highlight three settings where the GUE statistics appear, which we briefly
summarize in words:
• The limiting spectral distributions of H(i) match and n is sufficiently large (but finite).
• Each H(i) is a principal N ×N submatrix of a unitarily invariant M ×M matrix with deterministic
spectrum where the ratio N/M is sufficiently small (but nonzero).
• The limiting spectral distributions of H(i) are well-behaved and n = 2.
Before stating our main results, and further describing the ideas behind these settings, we discuss some
of previous developments in this direction.
The classical example of a unitarily invariant Hermitian matrix is the Gaussian Unitary Ensemble (GUE)
[AGZ10, Chapter 2.5]. The GUE is a highly integrable model and enjoys a central position in a variety of
universality results within and beyond random matrix theory. Perhaps the first such result in this direction
is due to Wigner [Wig55]. He established that the GUE spectrum, upon rescaling by 1/
√
N , converges to
the semicircle law, and moreover that the same convergence holds for Wigner matrices, which are N × N
matrices with i.i.d. (up to being Hermitian) centered, variance 1 entries.
This global universality result for the Wigner class can be refined to the local level both in the bulk
[EYY12, Agg19] and the edge of the spectrum [Sos99, TV10]. Furthermore, the limiting point processes in
the bulk and edge of the GUE were identified by [TW94] in terms of correlation functions. In particular, the
edge is described by the Airy point process which is a determinantal point process with correlation kernel
KAiry(x, y) =
Ai(x) Ai′(y)−Ai(y) Ai′(x)
x− y
where Ai is the Airy function.
For n = 1 (no sums) and H(1) an N × N corner submatrix of an M ×M (M ≥ N) unitarily invariant
matrix with deterministic eigenvalues, the eigenvalues of H(1) are a determinantal point process with explicit
correlation kernel [Met13]. For n = 2 where H(1) is GUE and H(2) has deterministic spectrum, the eigenvalue
point process is known to be determinantal as well [Joh01] (see also [BH96]). In the cases above, the local
asymptotics at the edge are accessible via analysis of the correlation kernel. For example, it is known that
if H(1) is GUE and H(2) has deterministic spectrum, then the edge fluctuations are given by the Airy
point process under assumptions on the asymptotic spectrum of H(2), see [BK04, ABK05, CW14, CP16]).
This can be extended to the case where H(1) is Wigner [LS15]. In general, the eigenvalues of (1.3) are
not determinantal. In lieu of determinantal formulas, our approach is based on formulas for the expected
exponential moments, and we show convergence of the Laplace transforms of the k-point correlation functions,
see Section 1.5 for more details.
For additive random matrix models (1.3), as far as the author is aware, there were no results on local
GUE asymptotics at the edge beyond the case where one of the summands is Wigner prior to this work.
However, we note [BES18, BES20] show eigenvalue rigidity at the spectral edge of (1.3) for H(i) with power
law behavior at the edge. In another direction, [CL19] establishes that for the bulk of the spectrum, the
local statistics of H(1) +H(2) match that of the GUE for H(1), H(2) with deterministic spectra, under mild
assumptions.
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We now discuss our main results. Let RN := {x ∈ RN : x1 ≥ · · · ≥ xN} and M denote the set of
compactly supported Borel probability measures.
Assumption 1.1. For each positive integer N , let X
(1)
N , X
(2)
N , . . . be a sequence of independent N × N
unitarily invariant, random Hermitian matrices with deterministic eigenvalues `(1) := `(1)(N), `(2) :=
`(2)(N), . . . ∈ RN respectively. Assume that there exists m(i) ∈M such that
lim
N→∞
1
N
N∑
j=1
δ
`
(i)
j
:= m(i) weakly, lim
N→∞
sup
1≤j≤N
dist(`
(i)
j , supp m
(i)) = 0
for each i ≥ 1.
Given positive integers M ≥ N , let PN denote the N ×M rectangular identity matrix whose (i, j) entry
is δi,j . We study the eigenvalues
PNX
(1)
M1
P ∗N + · · ·+ PNX(n)MnP ∗N(1.4)
We say that a sequence of point processes XN converges to a point process X if for each k ≥ 1, the
k-point correlation functions of XN converge weakly to the k-point correlation function of X as N →∞, see
[HKPV09, Chapter 1] for an excellent introduction to point processes and k-point correlation functions.
In the statements of our first two main results, τ(m) is a constant depending only on m, given by (5.1)
in Section 5. We give a sense of the size of τ(m) through an example in the discussion below.
Theorem 1.1. Let n ≥ τ(m) be an integer. Under Assumption 1.1, if ` ∈ RN are the eigenvalues of
X
(1)
N + · · ·+X(n)N
and m(1) = · · · = m(n) = m, then there exist explicit constants E ∈ R, V > 0 such that
N2/3
`i − E
V
i = 1, . . . , N
converges to the Airy point process as N →∞.
Theorem 1.2. Let τi ≥ τ(m(i)) and Mi be an integer such that limN→∞Mi/N = τi for 1 ≤ i ≤ n. Under
Assumption 1.1, if ` ∈ RN are the eigenvalues of
PNX
(1)
M1
P ∗N + · · ·+ PNX(n)MnP ∗N ,
then there exist explicit constants E ∈ R, V > 0 such that
N2/3
`i − E
V
i = 1, . . . , N
converges to the Airy point process as N →∞.
To demonstrate that our approach can be applied to study free convolutions of only a few summands we
prove Airy asymptotics for the sum of two matrices under suitable assumptions. The general theorem is
given by Theorem 5.4. We state here a special case:
Theorem 1.3. Under Assumption 1.1, suppose ` ∈ RN are the eigenvalues of
X
(1)
N +X
(2)
N
and the density of m(i) is proportional to
(x− αi)ai(βi − x)bi1(αi,βi) dx
for some αi < βi, bi ≥ −1/2, −1 < ai ≤ −1/2, for i = 1, 2. Then there exist explicit constants E ∈ R, V > 0
such that
N2/3
`i − E
V
i = 1, . . . , N
converges to the Airy point process as N →∞.
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Let us interpret these results further. It is known due to Voiculescu [Voi91] that if the empirical measures
of X
(1)
N , . . . , X
(n)
N converge (e.g. under Assumption 1.1) and if Mi/N → τi ≥ 1, then the empirical measure
of the eigenvalues of (1.4) converges to a probability measure piτ1m
(1)  · · ·  piτnm(n) as N → ∞. Here,
 is a commutative and associative binary operation on probability measures known as the free additive
convolution and piτ is a unary operation for τ ≥ 1 known as the free compression.
The free central limit theorem [Voi85, Spe90] states that as n tends to ∞, after translation and dilation,
mn weakly converges to the semicircle law, which we recall is the global spectral limit for the GUE. Similarly
piτm tends to the semicircle law as τ →∞ after translation and dilation; in fact, piτm is equal to a dilation
of mτ for τ an integer.
The appearance of GUE statistics in the n → ∞ limit can be understood by the following heuristic.
Suppose XN is a N × N unitarily invariant, random Hermitian matrix with deterministic eigenvalues and
X
(1)
N , X
(2)
N , . . . is a sequence of i.i.d. copies of XN . Using moment formulas for Haar unitary matrix elements
and the classical central limit theorem, it is shown in [GS18, Appendix A] that for fixed N
lim
n→∞
1√
n
(
X
(1)
N + · · ·+X(n)N −
n
N
tr(XN ) · IdN
)
=
√
N
N2 − 1cN
(
YN − 1
N
tr(YN ) · IdN
)
where cN :=
1
N tr(X
2
N )− ( 1N tr(XN ))2. Since 1N tr(YN ) → 0 in probability as N → ∞, we get the heuristic
approximation
X
(1)
N + · · ·+X(n)N ∼
n
N
tr(XN ) · IdN +
√
n
N
cN · YN(1.5)
for n and N large, ignoring commutation of limit issues. One can obtain a similar heuristic approximation
PNXMP
∗
N ∼
1
M
tr(XM ) · IdN +
√
1
M
cM · YN(1.6)
forN andM large, e.g. by asymptotics of the log Harish-Chandra-Itzykson-Zuber integral [GGPN14, Nov15].
Thus the limits of self-convolutions and compressions to the semicircle law may be viewed as a realization
of the approximations (1.5) and (1.6) at the level of global statistics. These heuristic approximations also
suggest that local GUE edge statistics should appear for suitably large n and τ with N tending to ∞.
Theorem 1.1 gives a bound τ(m) on how large n needs to be for this to happen. Theorem 1.2 states that
once you hit the threshold for GUE edge statistics by free compression, these statistics are stable under
addition of such matrices.
To give a sense of τ(m), consider the Bernoulli measure 12 (δ−1 +δ1). We can compute that τ(Bernoulli) =
82, and with minor modifications to our proofs (see Remark 5) we can lower this to approximately 68.
However, by incorporating specific information about the Bernoulli measure, our methods can show that the
optimal τ(m) is given by 2 as a strict lower bound for GUE edge statistics. Likewise, for general m, τ(m)
is large relative to the optimal threshold for GUE statistics. Taking into consideration specific properties
about m, our methods can further improve τ(m) and, in some cases, give the optimal threshold.
In a different direction, Theorem 1.3 suggests that the sum of two well-behaved matrices exhibit GUE
edge statistics by a family of examples. It would be interesting to identify the family of measure m(1),m(2)
for which the conclusion of Theorem 1.3 continues to hold. At the current point of development in our
methods, such a general result is out of reach.
1.3. Decompositions of Representations of the Unitary Group. We now discuss our main results on
measures arising from the decomposition of representations of the unitary group. A signature of length N is
an N -tuple (λ1 ≥ · · · ≥ λN ) of non-increasing integers. Let GTN denote the set of all signatures of length N
and U(N) denote the N -dimensional unitary group. The isomorphism classes of irreducible representations
of U(N) are in one-to-one correspondence with GTN by indexing the former by its highest weight, see e.g.
[FH91, Wey39]. Given a finite dimensional representation V of U(N), let
V =
⊕
λ∈GTN
cλVλ
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be its decomposition into irreducible components. We associate to V the measure
PV (λ) =
cλ dimVλ
dimV
.
In words, the probability of λ is proportional to the dimension of the isotypic component corresponding to
λ. We associate to a random signature λ the particle system with positions {λi +N − i}Ni=1.
We study λ ∼ PV where
V :=
(
V
(1)
M1
|U(N)
)
⊗ · · · ⊗
(
V
(n)
Mn
|U(N)
)
(1.7)
and V
(i)
Mi
is an irreducible representation of U(Mi) for 1 ≤ i ≤ n. For n = 1, PV can be identified with a
marginal of a uniform lozenge tiling model on a sawtooth domain. These tiling models are well-understood,
with explicit descriptions for the global limit shape and fluctuations [Pet15], as well as local asymptotics in
the bulk and edge [Pet14, DJM16, DM18].
More generally, (1.7) may be viewed as a discrete analogue of (1.4). It can be obtained by geometric
quantization of (1.4), see [CNS18, §1.3 & Appendix D] for details. Conversely, (1.7) recovers (1.4) by a
semiclassical limit [BG15, Proposition 1.5].
Suppose λ(i)(N) is the signature associated to V
(i)
N . It is known [CS09, Corollary 1.2 & Corollary 1.4]
(see also [Bia95]) that if
1
N
N∑
j=1
δ
ε(N)(λ
(i)
j +N−j)
converges weakly to some m(i), Mi/N → τi ≥ 1, and ε(N) = o(1/N), then
1
N
N∑
j=1
δε(N)(λj+N−j) → piτ1m(1)  · · · piτnm(n)(1.8)
weakly in probability, for λ ∼ PV as in (1.7). The idea here is that for ε(N) = o(1/N), as N tends to infinity,
the semiclassical limit is approached quickly enough to recover random matrix asymptotics.
For ε(N) = 1/N , Bufetov-Gorin [BG15] found that the asymptotic behavior changes due to the persistence
of quantum effects in the limit. In this regime, the right hand side of (1.8) is replaced by a measure
m(1)|τ1 ⊗ · · · ⊗ m(n)|τn , where ⊗ is a binary operation on measures with density bounded by 1, known
as the quantized free convolution, and ·|τ is a unary operation for τ ≥ 1 which we call the quantized free
compression. The operations ⊗, ·|τ are nontrivial twists of , piτ , and can be defined in terms of the latter
by a variant of the Markov-Krein correspondence, see [BG15, Theorem 1.10] and Theorem 4.4 in this article.
We note that Bufetov-Gorin [BG18] also determined the global fluctuations under this regime.
While the global asymptotics of (1.7) are understood, previous works do not address local asymptotics
for n > 1, i.e. where there is a tensor product. Using our methods, we are able to access the local behavior
at the edge, and prove analogues of Theorems 1.1 and 1.2 in the quantized setting. We now present our
main results for the quantized model.
Let M1 ⊂M be the set of Borel probability measures with density bounded by 1.
Assumption 1.2. For each positive integer N , let V
(1)
N , V
(2)
N , . . . be a sequence of irreducible representations
of U(N) corresponding to signatures λ(1) := λ(1)(N), λ(2) := λ(2)(N), . . . ∈ GTN respectively. Assume that
there exists m(i) ∈M1 such that
lim
N→∞
1
N
N∑
j=1
δ
λ
(i)
j
+N−j
N
= m(i) weakly, lim
N→∞
sup
1≤j≤N
dist
(
λ
(i)
j +N − j
N
, supp m(i)
)
= 0
for each i ≥ 1.
In the the theorems below, τq(m) is a constant depending only on m, given by (6.1) in Section 6.
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Theorem 1.4. Let n ≥ τq(m). Under Assumption 1.2, if λ ∼ PV for
V := V
(1)
N ⊗ · · · ⊗ V (n)N ,
and m(1) = · · · = m(n) = m, then there exist explicit constants E ∈ R, V > 0 such that
N2/3
λi+N−i
N − E
V
i = 1, . . . , N
converges to the Airy point process as N →∞.
Theorem 1.5. Let τi ≥ τq(m(i)) and Mi be an integer such that limN→∞Mi/N = τi for 1 ≤ i ≤ n. Under
Assumption 1.2, if λ ∼ PV for
V :=
(
V
(1)
M1
|U(N)
)
⊗ · · · ⊗
(
V
(n)
Mn
|U(N)
)
,
then there exist explicit constants E ∈ R,V > 0 such that
N2/3
λ+N−i
N − E
V
i = 1, . . . , N
converges to the Airy point process as N →∞.
We note that a quantized analogue of Theorem 1.3 can be obtained using ideas from the proof of Theo-
rem 1.5. In the interest of space and avoiding repetition, we do not state any formal results in this direction.
Just as Theorems 1.1 and 1.2 can be understood as local manifestations of the heuristic approximations
(1.5) and (1.6) to the GUE, Theorems 1.4 and 1.5 may be viewed as local manifestations of analogous
heuristic approximations to the GUE, see [GP15, Nov15]. These approximations are also consistent with
the fact that m⊗n and m|τ tend to the semicircle law as n and τ tend to ∞, after dilating and translating,
which can be proved by asymptotics of the quantized R-transforms defined in [BG15, §1.3].
An interesting feature of our approach is that the proofs of Theorems 1.4 and 1.5 run almost parallel with
those of Theorems 1.1 and 1.2. Thus the approach clearly indicates homologous features in the two settings
at the level of methods.
1.4. Supersymmetric Lifts. Our main results on edge fluctuations are obtained through new formulas
for expected exponential moments for the particle systems arising from (1.4) and (1.7). The fundamental
objects behind these formulas are the Schur generating functions for discrete particle systems on Z, and the
multivariate Bessel generating functions for particle systems on R, which were used in [GS18, BG15, BG18,
BG19] to study global fluctuations. In particular, the formulas are given in terms of certain lifts of these
generating functions.
Given ` ∈ RN and λ ∈ GTN , the multivariate Bessel function and rational Schur function are respectively
defined by
B`(z1, . . . , zN ) :=
det
(
ezi`j
)N
i,j=1∏
1≤i<j≤N (zi − zj)
, sλ(z1, . . . , zN ) :=
det
(
z
λj+N−j
i
)N
i,j=1∏
1≤i<j≤N (zi − zj)
.
Given a random ` ∈ RN and a random λ ∈ GTN , the multivariate Bessel generating function of ` and the
Schur generating function of λ are functions in (z1, . . . , zN ) defined by
E
[B`(z1, . . . , zN )
B`(0, . . . , 0)
]
, E
[
sλ(e
z1 , . . . , ezN )
sλ(1, . . . , 1)
]
respectively, given that the expectations exist in a neighborhood of (0, . . . , 0). The former was introduced
in [GS18] and the latter in [BG15, BG18, BG19]. We note that our definition of Schur generating function
differs from that of Bufetov-Gorin in that they view theirs as a function of xi = e
zi . The reason for our
convention is to facilitate parallel treatment of the Schur and multivariate Bessel generating functions.
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Definition 1.6. Let Ω ⊂ C be a neighborhood and S be an analytic symmetric function on ΩN . We say that
a family {S˜k}k≥0 is a supersymmetric lift of S on the domain Ω if S˜k(x1, . . . , xN+k/y1, . . . , yk) is analytic
and symmetric in (x1, . . . , xN+k) ∈ ΩN+k and in (y1, . . . , yk) ∈ Ωk, and satisfies
S˜k(x1, . . . , xN+k/y1, . . . , yk)
∣∣∣
xN+k=yk
= S˜k−1(x1, . . . , xN+k−1/y1, . . . , yk−1),
S˜0(x1, . . . , xN ) = S(x1, . . . , xN )
We drop the subscript and say S˜ is a supersymmetric lift of S.
Below, we use the notation (ak) to denote the k-vector with every component equal to a.
Theorem 1.7. Suppose that ` is a random element of RN with multivariate Bessel generating function
S : ΩN → C for some domain Ω 3 0. If S˜ is a supersymmetric lift of S on Ω, then for any c1, . . . , ck ∈ C
we have
E
 k∏
i=1
N∑
j=1
eci`j
 = 1
(2pii)k
∮
· · ·
∮
S˜(u1 + c1, . . . , uk + ck, 0
N/u1, . . . , uk)
×
∏
1≤i<j≤k
(uj + cj − ui − ci)(uj − ui)
(uj − ui − ci)(uj + cj − ui)
k∏
i=1
(
ui + ci
ui
)N
dui
ci
where the ui-contour is contained in Ω and positively oriented around 0 for 1 ≤ i ≤ k and the uj-contour
contains ui + ci whenever i < j, assuming such a set of contours in Ω exists.
Theorem 1.8. Suppose that λ is a random element of GTN with Schur generating function S : ΩN → C
for some domain Ω 3 0. If S˜ is a supersymmetric lift of S on Ω, then for any c1, . . . , ck ∈ C we have
E
 k∏
i=1
N∑
j=1
eci(λj+N−j)
 = 1
(2pii)k
∮
· · ·
∮
S˜(u1 + c1, . . . , uk + ck, 0
N/u1, . . . , uk)
×
∏
1≤i<j≤k
(euj+cj − eui+ci)(euj − eui)
(euj − eui+ci)(euj+cj − eui)
k∏
i=1
(
eui+ci − 1
eui − 1
)N
dui
eci − 1
where the ui-contour is contained in Ω and positively oriented around 0 for 1 ≤ i ≤ k and the uj-contour
contains ui + ci whenever i < j, assuming such a set of contours in Ω exists.
To analyze the particle systems arising from (1.4) and (1.7), we seek analyzable formulas for supersym-
metric lifts of their multivariate Bessel generating functions and Schur generating functions respectively. For
the eigenvalues of (1.4), the multivariate Bessel generating function is given by
n∏
i=1
B`(i)(z1, . . . , zN , 0Mi−N )
B`(i)(0Mi)
.
It can be easily seen that supersymmetric lifts respect product and functional restrictions. Thus to analyze
the eigenvalues of (1.4) through Theorem 1.7, we seek a supersymmetric lift of B` with a form suitable for
asymptotic analysis.
Fix p ∈ C. For m = N + k, define
B`,p(u1, . . . , um/v1, . . . , vk)
=
(−1)Nk∏mi=1∏kj=1(ui − vj)∏
1≤i<j≤m(ui − uj)
∏
1≤i<j≤k(vj − vi)
det

ep(u1−v1)
u1−v1 · · · e
p(u1−vk)
u1−vk e
u1`1 · · · eu1`N
...
. . .
...
...
. . .
...
ep(um−v1)
u1−v1 · · · e
p(um−vk)
u1−vk e
um`1 · · · eum`N

Then {B`,p(u1, . . . , uN+k/v1, . . . , vk)}∞k=0 define a supersymmetric lift of B`(u1, . . . , uN ), stated formally in
Theorem 3.1.
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Theorem 1.9. Fix p ∈ C \ {`1, . . . , `N}. We have
B`,p(u1, . . . , uk, 0N/v1, . . . , vk)
B`(0N ) =
∏k
i,j=1(ui − vj)∏
1≤i<j≤k(ui − uj)(vj − vi)
det
(
1
ui − vj
B`,p(ui, 0N/vj)
B`(0N )
)k
i,j=1
.
If u, v ∈ C \ {0} such that u 6= v, then
B`,p(u, 0N/v)
B`,p(0N ) = (u− v)
( v
u
)N (ep(u−v)
u− v +
∫ ∞
p
dw
∮
dz
2pii
· 1
w − z
ezu
ewv
N∏
i=1
w − `i
z − `i
)
where the z-contour is positively oriented around `1, . . . , `N , and the w-contour is a ray from p to ∞ which
is disjoint from the z-contour such that
Re(wv) > 0
for |w| large.
Supersymmetric lifts are not unique, and here we have a supersymmetric lift for each p ∈ C. These lifts
were motivated by formulas for the supersymmetric Schur functions from [MvdJ03] and are closely related
to finite rank perturbations of normalized multivariate Bessel and Schur functions studied in [GS18, CG18]
where formulas similar to that of Theorem 1.9 were obtained. We elaborate further on these connections
and alternative choices of lifts in Appendix A.
With Theorem 1.9 we can asymptotically analyze these supersymmetric lifts via steepest descent. In the
analysis, we must choose p ∈ C in such a way that the contours are steepest descent curves.
For the quantized model, we can similarly find that we require supersymmetric lifts of the rational Schur
functions. We find that
sλ,p(e
u1 , . . . , euk , 1N/ev1 , . . . , evk)
sλ(1N )
:=
k∏
i=1
1
evi
(
ui
eui − 1 ·
evi − 1
vi
)N
×
k∏
i,j=1
eui − evj
ui − vj
∏
1≤i<j≤k
(ui − uj)(vi − vj)
(eui − euj )(evi − evj )
Bλ+δN ,p(u1, . . . , uk, 0N/v1, . . . , vk)
Bλ+δN ,p(0N )
provide a family of supersymmetric lifts of the rational Schur functions. It follows that a significant portion
of the analysis in the quantized model is joint with that of the random matrix model.
1.5. Outline. Our starting point is the set of formulas Theorems 1.7 and 1.8 which link our models to
supersymmetric lifts of the generating function S(z1, . . . , zN ), discussed in the overview. Through these
formulas, we establish Theorem 2.4 which gives a set of asymptotic conditions under which the largest
particles of a particle system converge to the Airy point process. These asymptotic conditions are general
and abstract, and essentially say that the supersymmetric lifts asymptotically behave in a manner such that
the observables converge to the Laplace transform of the k-point correlation functions of the Airy point
process. The proofs of these results are contained in Section 2.
The remainder of the article is devoted to showing that supersymmetric lifts of the generating functions
in our setting (of deterministic eigenvalues of unitarily invariant matrices and quantized analogues) satisfy
the hypotheses of Theorem 2.4. In Section 3, we show that B`,p and sλ,p give supersymmetric lifts of the
multivariate Bessel and Schur functions, and prove Theorem 1.9. We study the asymptotics of B`,p by
steepest descent under the limit where 1N
∑N
i=1 δ`i weakly converges to some m. These asymptotics provide
the bridge between the Theorem 2.4 and our setting. The core object in our analysis is the function
Su(z) = uz −
∫
log(z − x)dm(x)− log u.
The steepest descent analysis in Section 3 assumes that Su(z) satisfies desired asymptotic properties. This
leaves the subsequent sections to verifying that these conditions are met.
In Section 4, we show that the hypotheses of Theorem 2.4 may be simplified in the random matrix and
quantized setting. We combine the asymptotics from Section 3 with Theorem 2.4 so that our main results are
reduced to the establishing the existence of a critical point at a natural boundary point of the inverse Cauchy
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transform of the limiting measure, along with a technical inclusion property. An important ingredient in this
section is analytic subordination. The subordination phenomenon for addition and projection of random
matrices was first observed in [Voi93], and has been an important tool in the study of these models, see
e.g. [Bel08, Bel14, BES18]. Our development of analytic subordination in the quantized setting is based
on a bijective connection between the random matrix and quantized settings. This connection is given by a
variant of the Markov-Krein correspondence which was first observed in [BG15].
Section 5 is devoted to the proofs of our main results Theorems 1.1 to 1.3, where we check the simplified
hypotheses from Section 4. The proof of Theorem 1.1 relies on monotonicity properties about the Cauchy
transform and the fact that the level sets of Su(z) are easily understood for |z| large. Here, |z| large
corresponds to the setting where n (the number of summands or tensor factors) is large. The proof of
Theorem 1.2 relies on an intermediate result which shows that the hypotheses of Section 4 are stable under
sums. We note that the ideas behind this intermediate result were inspired by the techniques of [BES18].
To prove Theorem 1.3, we prove a more general result Theorem 5.4 which follows from controlling the level
sets of Su(z) with a monotonicity assumption on ReSu(z).
We conclude with the proofs of Theorems 1.4 and 1.5 in Section 6. The proof of Theorem 1.4 is essentially
the same as that of Theorem 1.1, with mild modifications to go from the random matrix setting to the
quantized setting. The proof of Theorem 1.5 is based on the importation of the intermediate result used in
the proof of Theorem 1.2 into the quantized setting via a variant of the Markov-Krein correspondence.
Notation 1. Given a function f(w1, . . . , wN ) we write
f(w1, . . . , wk, a
N−k) := f(w1, . . . , wk, a, . . . , a),
rather than the usual indication where aN−k is exponentiation. Let Br(z) := {w ∈ C : |z − w| < r},
C± := {z ∈ C : ± Im z > 0}, RN := {x ∈ RN : x1 ≥ · · · ≥ xN}, and GTN := {λ ∈ ZN : λ1 ≥ · · · ≥ λN}. We
denote by M the set of compactly supported Borel probability measures on R and M0 the subset of M of
measures with density ≤ 1.
Acknowledgements
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Alexei Borodin, Leonid Petrov, and Yi Sun for helpful suggestions and conversations. The author was
partially supported by National Science Foundation Grant DMS-1664619.
2. Conditions for Airy Fluctuations
The main result in this section gives a set of asymptotic conditions on the multivariate Bessel or Schur
generating functions, which we recall below, under which Airy fluctuations appear at the edge of the particle
system.
Given variables z = (z1, . . . , zN ), ` ∈ RN , and λ ∈ GTN , the multivariate Bessel function and rational
Schur function are respectively defined by
B`(z1, . . . , zN ) :=
det
(
ezi`j
)N
i,j=1
∆(z)
, sλ(z) :=
det
(
z
λj+N−j
i
)N
i,j=1
∆(z)
(2.1)
where ∆(z) :=
∏
1≤i<j≤N (zi − zj) is the Vandermonde determinant. Both are symmetric functions in z,
and the latter is a homogeneous rational function of degree
∑N
i=1 λi with possible poles at xi = 0.
The multivariate Bessel generating function of a random particle system ` = (`1, . . . , `N ) on R is the map
(z1, . . . , zN ) 7→ E
[B`(z1, . . . , zN )
B`(0, . . . , 0)
]
,
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given that the expectation exists for (z1, . . . , zN ) in a neighborhood of (0, . . . , 0). If λ is a random element
of GTN , then the Schur generating function of λ is the map
(z1, . . . , zN ) 7→ E
[
sλ(e
z1 , . . . , ezN )
sλ(1, . . . , 1)
]
given that the expectation exists for (z1, . . . , zN ) in a neighborhood of (0, . . . , 0).
Definition 2.1. Let Ω ⊂ C be a neighborhood and S be an analytic symmetric function on ΩN . We say
that a family {S˜k}k≥0 is a supersymmetric lift of S (on the domain Ω) if S˜k(x1, . . . , xN+k/y1, . . . , yk) is
analytic and symmetric in (x1, . . . , xN+k) ∈ ΩN+k and in (y1, . . . , yk) ∈ Ωk, and satisfies
S˜k(x1, . . . , xN+k/y1, . . . , yk)
∣∣∣
xN+k=yk
= S˜k−1(x1, . . . , xN+k−1/y1, . . . , yk−1),
S˜0(x1, . . . , xN ) = S(x1, . . . , xN )
(2.2)
In this case, we drop the subscript and say S˜ is a supersymmetric lift of S.
Fix a domain Ω ⊂ C containing 0. Let z ∈ Ω \ {0} and A be a meromorphic function on Ω whose only
pole in Ω is at 0 and has real values on Ω ∩ R \ {0}. Let ΓA(Ω, z) denote the set of all simply closed curves
γ in Ω such that
• z ∈ γ ∩ R with A′(z) = 0 and A′′(z) > 0,
• γ is positively oriented around 0, and
• ReA(z) > ReA(z) for z ∈ γ \ {z}.
0 z
Ω
γ
Re(A(z)) = Re(A(z))
Figure 1. Illustration of an element γ ∈ ΓA(Ω, z). Shaded region corresponds to
{ReA(z) < ReA(z)}.
Definition 2.2. A sequence of multivariate Bessel generating functions SN in N is Airy edge appropriate if
there exists a triple (A,Ω, z), a sequence of meromorphic AN : Ω→ C with real values on Ω ∩ R \ {0}, and
supersymmetric lifts S˜N of SN on Ω such that
(i) AN → A uniformly on compact subsets of Ω \ {0},
(ii) ΓA(Ω, z) is nonempty,
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(iii) SN is defined on Ω
k, and for each k ∈ Z+ and c1, . . . , ck > 0, we have
S˜N (Nu1 +N
2/3c1, . . . , Nuk +N
2/3ck, 0
N/Nu1, . . . , Nuk)
k∏
i=1
(
ui +N
−1/3ci
ui
)N
= FN (u1, . . . , uk) exp
(
N
k∑
i=1
∫ ui+N−1/3ci
ui
AN (z) dz
)(2.3)
where FN is uniformly bounded over compact subsets of (Ω \ {0})k, and if z1(N), . . . , zk(N) → z as
N →∞, then
lim
N→∞
FN (z1(N), . . . , zk(N)) = 1.(2.4)
Definition 2.3. A sequence of Schur generating functions SN in N is Airy edge appropriate if it satisfies
(i),(ii) in Definition 2.2, and
(iii’) SN is defined on Ω
k, and for each k ∈ Z+ and c1, . . . , ck > 0, we have
S˜N (u1 +N
−1/3c1, . . . , uk +N−1/3ck, 0N/u1, . . . , uk)
k∏
i=1
(
eui+N
−1/3ci − 1
eui − 1
)N
= FN (u1, . . . , uk) exp
(
N
k∑
i=1
∫ ui+N−1/3ci
ui
AN (z) dz
)(2.5)
where FN is uniformly bounded over compact subsets of (Ω \ {0})k, and (2.4) holds.
Theorem 2.4. Assume that either
(i) ` ∈ RN is a random particle system varying in N with an Airy edge appropriate sequence of multivariate
Bessel generating functions, or
(ii) ` := 1N (λ1 + N − 1, . . . , λN ) where λ is a random element of GTN varying in N with an Airy edge
appropriate sequence of Schur generating functions.
Then there exists a sequence zN of critical points of AN converging to z such that
N2/3
`i −AN (zN )
(A′′N (zN )/2)1/3
i = 1, . . . , N
converges to the Airy point process as N →∞.
Remark 1. Note that our discrete particle systems on Z must have supports growing of order N , whereas
our continuous particle systems do not have this restriction. The difference in scaling between Airy appro-
priateness for the multivariate Bessel and Schur generating functions reflects the fact that under our scaling
limits, we preserve the size of the support for continuous particle systems and consider supports growing
O(N) for discrete particle systems.
These lifts are not unique, and this freedom of choice will be relevant for us later.
2.1. Important Examples of Supersymmetric Lifts.
Example 2.1. For multiplicative functions, there is a natural multiplicative supersymmetric lift. If
F (x1, . . . , xN ) =
N∏
i=1
f(xi)
for some analytic f on Ω, then
F˜ (x1, . . . , xN+k/y1, . . . , yk) =
N+k∏
i=1
f(xi)
k∏
j=1
1
f(yj)
is a supersymmetric lift of F on Ω \ {z : f(z) = 0}.
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Example 2.2. If F and G are symmetric functions with supersymmetric lifts F˜ and G˜ on Ω respectively,
then F˜ · G˜ is a supersymmmetric lift of F ·G on Ω.
Example 2.3. Suppose {F˜k}k≥0 is a supersymmetric lift of a function F . Then {F˜k}k≥1 is a supersymmetric
lift of F˜1.
The key fact which links Theorem 2.4 with our random matrix and quantized models is the coherency of
multivariate Bessel generating functions with the operations of matrix products and projections.
Lemma 2.5. Let X and Y be independent N × N unitarily invariant, Hermitian random matrices with
(possibly random) eigenvalues x,y ∈ RN respectively. If the multivariate Bessel generating functions S1, S2
of x,y are defined in some neighborhood of 0, then the multivariate Bessel generating function of the eigen-
values of X + Y is given by
S1(z1, . . . , zN )S2(z1, . . . , zN )
and the multivariate Bessel generating function of the eigenvalues of PhXP
∗
h is given by
S1(z1, . . . , zh, 0
N−h)
for 1 ≤ h ≤ N .
Proof. It suffices to check these properties for deterministic x and y. This is an immediate consequence of
the Harish-Chandra-Itzykson-Zuber integral formula [HC57, IZ80] which states
B`(z1, . . . , zN )
B`(0, . . . , 0) =
N−1∏
i=1
i! ·
det
(
ezi`j
)N
i,j=1
∆(z)∆(`)
=
∫
U(N)
etr diag(z1,...,zN )U diag(`1,...,`N )U
∗
dU.

The rational Schur functions are identified with the irreducible characters of U(N). Observe that any class
function on U(N) is a symmetric function of the eigenvalues of U ∈ U(N). More precisely, let u1, . . . , uN be
the eigenvalues of U , then a class function on U(N) is of the form
U 7→ f(u1, . . . , uN )
for some symmetric f .
Proposition 2.6 ([Wey39]). The irreducible character of U(N) associated to λ ∈ GTN is the symmetric
function sλ(u1, . . . , uN ) on the eigenvalues of U ∈ U(N).
Lemma 2.7. Let V and W are finite dimensional representations with λ, µ ∈ GTN distributed as PV ,PW
respectively. If the Schur generating functions S1, S2 of λ, µ are defined in some neighborhood of 0, then the
Schur generating function of PV⊗W is given by
S1(z1, . . . , zN )S2(z1, . . . , zN )
and the Schur generating function of PV |U(h) is given by
S1(z1, . . . , zh, 0
N−h)
for 1 ≤ h ≤ N .
Proof. It suffices to check these properties for deterministic λ and µ. Then S1 and S2 are the normalized
characters corresponding to the representations λ and µ, respectively. By definition of PV⊗W and PV |U(h) ,
their Schur generating functions correspond to characters of V ⊗W and V |U(h) respectively. 
The remainder of this section is devoted to the proof of Theorem 2.4. We first formulas for observables
using operators which have the Schur and multivariate Bessel functions as eigenfunctions. These formulas
are in terms of supersymmetric lifts of the corresponding generating function. The proof of Theorem 2.4 is
then a steepest descent analysis of this formula, under the assumption of Airy appropriateness.
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2.2. Operators and Supersymmetric Lifts. In this subsection, we prove Theorems 1.7 and 1.8.
For t ∈ C, define the operators DNc , DNc on functions in (x1, . . . , xN ) by
DNc :=
N∑
i=1
∏
j 6=i
ezi+c − ezj
ezi − ezj Tc,xi , D
N
c :=
N∑
i=1
∏
j 6=i
zi + c− zj
zi − zj Tc,zi
where Tc,xi maps g(x1, . . . , xi, . . . , xN ) to g(x1, . . . , xi + c, . . . , xN ). By direct computation, we have the
eigenrelations
DNt sλ(e
z1 , . . . , ezN ) =
(
N∑
i=1
ec(λi+N−i)
)
sλ(e
z1 , . . . , ezN ), λ ∈ GTN
DNc B`(z1, . . . , zN ) =
(
N∑
i=1
ec`i
)
B`(z1, . . . , zN ), ` ∈ RN
Thus, if S(z1, . . . , zN ) is the Schur generating function of a random λ ∈ GTN , then
DNc1 · · ·DNckS(z1, . . . , zN )
∣∣∣
zi=0
= E
 k∏
i=1
N∏
j=1
eci(λj+N−j)
(2.6)
and if S(z1, . . . , zN ) is the multivariate Bessel generating function of a particle system {`i}Ni=1, then
DNc1 · · ·DNckS(x1, . . . , xN )
∣∣∣
zi=0
= E
 k∏
i=1
N∑
j=1
eci`j
(2.7)
The action of DNc on a function can be described in terms of a supersymmetric lift.
Proposition 2.8. Let a1, . . . , aN , c1, . . . , ck ∈ C and Ω ⊂ C be a neighborhood of {a1, . . . , aN}. If S : ΩN →
C is a continuous symmetric function, S˜ is a supersymmetric lift of S on Ω, then
DNc1 · · ·DNckS(a1, . . . , aN ) =
1
(2pii)k
∮
· · ·
∮
S˜(a1, . . . , aN , u1 + c1, . . . , uk + ck/u1, . . . , uk)
×
∏
1≤i<j≤k
(euj+cj − eui+ci)(euj − eui)
(euj − eui+ci)(euj+cj − eui)
k∏
i=1
 N∏
j=1
eui+ci − eaj
eui − eaj
 dui
eci − 1
(2.8)
where the ui-contour is contained in Ω and positively oriented around the poles a1, . . . , aN for 1 ≤ i ≤ k,
and the uj-contour contains ui + ci whenever i < j, assuming such a set of contours in Ω exists.
Proof. By continuity, we may assume a1, . . . , aN are distinct. For k = 1, we have
DNc S(a1, . . . , aN ) =
1
2pii
∮
S˜(a1, . . . , aN , u+ c/u)
N∏
j=1
eu+c − eaj
eu − eaj
du
ec − 1
by the residue theorem and the cancellation property (2.2). The general case follows by induction and
Examples 2.1 to 2.3. 
Remark 2. Proposition 2.8 was first observed for multiplicative functions in [BC14, Proposition 2.2.11]
in the general context of Macdonald difference operators. The application of the operators DNc to general
symmetric functions has not been considered before in the literature.
Analogously, we have a description for the action of DNc .
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Proposition 2.9. Let a1, . . . , aN , c1, . . . , ck ∈ C and Ω ⊂ C be a neighborhood of {a1, . . . , aN}. If S : ΩN →
C is a continuous symmetric function, S˜ is a supersymmetric lift of S, and Ω is suitably large, then
DNc1 · · ·DNckS(a1, . . . , aN ) =
1
(2pii)k
∮
· · ·
∮
S˜(a1, . . . , aN , u1 + c1, . . . , uk + ck/u1, . . . , uk)
×
∏
1≤i<j≤k
(uj + cj − ui − ci)(uj − ui)
(uj − ui − ci)(uj + cj − ui)
k∏
i=1
 N∏
j=1
ui + ci − aj
ui − aj
 dui
ci
(2.9)
where the ui-contour is contained in Ω and positively oriented around the poles a1, . . . , aN for 1 ≤ i ≤ k.
Moreover, the uj-contour contains ui + ci whenever i < j.
We therefore obtain Theorems 1.7 and 1.8.
2.3. Proof of Theorem 2.4. We first prove the theorem for multivariate Bessel generating functions, then
point out the minor modifications required to adapt the argument for Schur generating functions. We begin
with a lemma which will be useful for the proof and later parts of this article:
Lemma 2.10. Let c := (c1, . . . , ck) ∈ Rk. Given ξ ≥ 0 and c > 0, there exist constants C2 > C1 > 0 such
that
C1N
−kξ ≤
∣∣∣∣∣ D
(
u+N−ξc;−u)
∆ (u+N−ξc) ∆(−u)
∣∣∣∣∣ ≤ C2N−kξ(2.10)
for u ∈ Ck such that
min
(
min
1≤i<j≤k
(|ui − uj |, ∣∣ui +N−ξci − uj −N−ξcj∣∣) , min
1≤i,j≤k
(∣∣ui +N−ξci − uj∣∣)) ≥ cN−ξ.(2.11)
Proof. Note that
D
(
u+N−ξc;−u)
∆ (u+N−ξc) ∆(−u) = N
−kξ
k∏
i=1
ci ·
∏
1≤i<j≤k
ui +N
−ξci − uj
ui +N−ξci − uj −N−ξcj
ui − uj −N−ξcj
ui − uj .
By (2.11), we have constants C ′2 > C
′
1 > 0 such that
C ′1 <
∣∣∣∣ ui +N−ξci − ujui +N−ξci − uj −N−ξcj ui − uj −N
−ξcj
ui − uj
∣∣∣∣ < C ′2
for every 1 ≤ i < j ≤ k. The lemma now follows. 
The existence of a sequence of critical points zN of AN such that zN → z follows from the uniform
convergence AN → A on compact subsets of Ω \ {0}. We show that for any c1, . . . , ck > 0,
E
 k∏
i=1
N∑
j=1
eN
2/3ci`j
 = [eN2/3AN (zN )∑ ci · e 12A′′N (zN )∑ c3i /12
(2pii)k
∮
Re z1=v1
dz1
c1
· · ·
∮
Re zm=vk
dzk
ck
×
∏
1≤i<j≤k
(zj +
cj
2 − zi − ci2 )(zj − cj2 − zi + ci2 )
(zj − cj2 − zi − ci2 )(zj + cj2 − zi + ci2 )
·
k∏
i=1
exp
( ci
2
A′′N (zN )z
2
i
)]
· (1 + o(1))
(2.12)
where the contours are oriented so that the imaginary parts increase and v1, . . . , vk ∈ R satisfy
vi +
ci
2
< vj − cj
2
, 1 ≤ i < j ≤ k.(2.13)
Indeed, by changing variables wi = [A
′′
N (zN )/2]
−1/3zi, Proposition B.1 implies that the right hand side of
(2.12) is
eN
2/3AN (zN )
∑
ci E
 k∏
i=1
∞∑
j=1
eci(A
′′
N (zN )/2)
1/3ai
 (1 + o(1))
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where a1, a2, . . . denotes the Airy point process. Thus, (2.12) implies Theorem 4.3. Throughout this proof,
we use C as a positive constant independent of N which may vary from line to line.
By (2.7) and Proposition 2.9, changing variables so that ui is replaced by Nui, we have
E
 k∏
i=1
N∑
j=1
eN
2/3ci`j

=
1
(2pii)k
∮
· · ·
∮
∆(u+N−1/3c)∆(−u)
D(u+N−1/3c;−u) S˜N (Nu+N
2/3c, 0N/Nu)
k∏
i=1
(
ui +N
−1/3ci
ui
)N
dui
where u = (u1, . . . , uk) and c = (c1, . . . , ck).
Step 1. In this step, we construct the contours for our steepest descent analysis. By assumption, we
have the existence of some γ∞ ∈ ΓA(U, z). We can choose γ∞ to have bounded arc length and to be a
linear segment through z in the positive imaginary direction near the critical point z since A′′(z) > 0. By
the uniform convergence AN → A on compact subsets of Ω, ΓAN (Ω, zN ) is nonempty for large N , and there
is a sequence γ ∈ ΓAN (Ω, zN ) such that γ converges to γ∞, has uniformly bounded arc length in N , and is
a line segment through zN in the positive imaginary direction in a constant order neighborhood of zN .
The contours we use are microscopic variations of the contour γ. Fix t1, . . . , tk ∈ R so that
ti + ci < tj , 1 ≤ i < j ≤ k.(2.14)
By perturbing γ on the order of N−1/3, we can choose contours γ1, . . . , γk so that
• γi is a linear segment in the positive imaginary direction through zN + N−1/3ti in a neighborhood
of zN +N
−1/3ti;
• for each 1 ≤ i < j ≤ k, γi is encircled by the γj contour such that
dist(γi, γj) ≥ max(ci, cj)N−1/3,
• γi has uniformly bounded arc length in N ;
• γi → γ∞ as N →∞ for 1 ≤ i ≤ k.
Choose δ > 0 so that
N−1/3+ε ≤ δ ≤ N−ε(2.15)
for some small ε > 0. We decompose the contours γi as
γi = γ
1
i ∪ γ2i
where
γ1i = Bδ(z +N
−1/3ti) ∩ γi, γ2i = γi \ γ1i .(2.16)
By (2.15), we have for sufficiently large N
Re[AN (z)−AN (u)] > 1
4
|A′′N (z)|δ2, u ∈
m⋃
i=1
γ2i .(2.17)
Step 2. In this step, we rewrite our expectation in a form suitable for steepest descent. By the property
(2.3) in our Airy appropriate assumption, we have
E
 k∏
i=1
N∑
j=1
eN
2/3cisj

=
1
(2pii)k
∮
· · ·
∮
FN (u)
∆(u+N−1/3c)∆(−u)
D(u+N−1/3c;−u) exp
(
N
k∑
i=1
∫ ui+N−1/3ci
ui
AN (z) dz
)
(1 + o(1)) dui
(2.18)
AIRY POINT PROCESS VIA SUPERSYMMETRIC LIFTS 17
where the ui-contour is γi and o(1) is uniform over (u1, . . . , uk) ∈ γ1 × · · · × γk. By Taylor expanding, the
above becomes
1
(2pii)k
∮
· · ·
∮
F˜N (u)
∆(u+N−1/3c)∆(−u)
D(u+N−1/3c;−u)
k∏
i=1
exp
(
N2/3ciAN (ui) +N
1/3 c
2
i
2
A′N (ui) +
c3i
6
A′′N (ui)
)
dui
(2.19)
where F˜N absorbs the e
o(1) from the Taylor expansion and 1+o(1) into the FN term. By Airy appropriateness,
F˜N is uniformly bounded on γ1 × · · · × γk and
lim
N→∞
F˜N (zN +N
−1/3v1, . . . , zN +N−1/3vk) = 1,
for v1, . . . , vk ∈ C. Recalling the decomposition γi = γ1i ∪ γ2i , write
E
 k∏
i=1
h∑
j=1
eN
2/3cisj
 = ∑
Υ∈{1,2}k
IΥ(2.20)
where IΥ is as in (2.19) except with the ui-contour being γ
Υi
i for Υ = (Υ1, . . . ,Υk).
Step 3. We analyze each IΥ in (2.20). We show that I(1k) is the dominating term and exhibits the desired
asymptotic behavior. Before, proceeding, we make the following useful note. For ui ∈ γ1i , we may set
ui = zN +N
−1/3
(
zi − ci
2
)
, Re zi = ti +
ci
2
, Im zi ∈ (−N1/3δ,N1/3δ)
Let γzi denote the zi-contour obtained from this transformation on γ
1
i .
By Taylor expanding about zN , the fact A
′
N (zN ) = 0, and (2.15), we have
N2/3ciAN (ui) +
1
2
N1/3c2iA
′
N (ui) +
1
6
c3iA
′′
N (ui)
= N2/3ci
(
AN (zN ) +
N−2/3
2
A′′N (zN )(zi − ci/2)2
)
+
1
2
c2iA
′′
N (zN )(zi − ci/2) +
1
6
c3iA
′′
N (zN ) + o(1)
= N2/3ciAN (zN ) +
1
2
A′′N (zN ) ·
c3i
12
+
1
2
ciA
′′
N (zN )z
2
i + o(1), for ui ∈ γ1i .
(2.21)
I(1k). Set Li to be the infinite vertical contour Re zi = vi := ti +
ci
2 oriented upwards. Note that (2.14)
implies that v1, . . . , vk satisfy (2.13). We show that
I(1k) =
[
eN
2/3AN (zN )
∑
ci
e
1
2A
′′
N (zN )
∑
c3i /12
(2pii)k
∮
L1
dz1 · · ·
∮
Lk
dzk
× ∆(z + c/2)∆(−z + c/2)
D(z + c/2;−z + c/2) ·
k∏
i=1
exp
(
1
2
ciA
′′
N (zN )z
2
i
)]
· (1 + o(1))
(2.22)
By (2.21),
I(1k) = e
N2/3AN (zN )
∑
ci
e
1
2A
′′
N (zN )
∑
c3i /12
(2pii)k
∮
γz1
dz1 · · ·
∮
γzk
dzk
×FN (z)∆(z + c/2)∆(−z + c/2)
D(z + c/2;−z + c/2)
k∏
i=1
exp
(
1
2
ciA
′′
N (zN )z
2
i
)
where obtain FN by change of variables on F˜N and absorption of the eo(1) term from (2.21). Note that FN
is uniformly bounded on γz1 × · · · γzk and satisfies
lim
N→∞
FN (z) = 1, z ∈ γz1 × · · · × γzk .
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We have
I(1k) = J1 − J2 + J3
where
J1 := e
N2/3AN (zN )
∑
ci
e
1
2A
′′
N (zN )
∑
c3i /12
(2pii)k
∮
L1
dz1 · · ·
∮
Lk
dzk
∆(z + c/2)∆(−z + c/2)
D(z + c/2;−z + c/2)
k∏
i=1
exp
(
1
2
ciA
′′
N (zN )z
2
i
)
J2 := e
N2/3AN (zN )
∑
ci
e
1
2A
′′
N (zN )
∑
c3i /12
(2pii)k
(∮
L1
dz1 · · ·
∮
Lk
dzk −
∮
γz1
dz1 · · ·
∮
γzk
dzk
)
× ∆(z + c/2)∆(−z + c/2)
D(z + c/2;−z + c/2) ·
k∏
i=1
exp
(
1
2
ciA
′′
N (zN )z
2
i
)
J3 := e
N2/3AN (zN )
∑
ci
e
1
2A
′′
N (zN )
∑
c3i /12
(2pii)k
∮
γz1
dz1 · · ·
∮
γzk
dzk
×
(
FN (z)− 1
)∆(z + c/2)∆(−z + c/2)
D(z + c/2;−z + c/2)
k∏
i=1
exp
(
1
2
ciA
′′
N (z)z
2
i
)
Then the desired statement (2.22) is
I(1m) = J1 · (1 + o(1))(2.23)
so we want to show that J2, J3 are decaying relative to J1. We note that
J1 = Ce
N2/3AN (zN )
∑
ci(2.24)
for some constant C > 0 by Proposition B.1.
We can write Li = γzi ∪ (Li \ γzi). Then J2 is a sum of terms
JC2 := e
N2/3AN (zN )
∑
ci
e
1
2A
′′
N (zN )
∑
c3i /12
(2pii)k
∮
C1
dz1 · · ·
∮
Ck
dzk
∆(z + c/2)∆(−z + c/2)
D(z + c/2;−z + c/2)
k∏
i=1
exp
(
1
2
ciA
′′
N (zN )z
2
i
)
indexed by tuples C := (C1, . . . , Ck) of contours such that Ci = γzi or Li \ γzi for each 1 ≤ i ≤ k such that
Ci = Li \ γzi for at least one 1 ≤ i ≤ k. By (2.15) and (2.17), if zi ∈ Li \ γzi then∣∣∣∣exp(12 ciA′′N (zN )z2i
)∣∣∣∣ ≤ e−CN2/3δ2 ≤ e−CN2ε .
Thus
JC2 = e
N2/3AN (zN )
∑
ci−CN2ε = J1 · o(1)
by (2.24). Summing over all such tuples C, we obtain
J2 = J1 · o(1).
Since
F(z)− 1 = o(1)
and F is uniformly bounded, we may apply dominated convergence to obtain
J3 = J1 · o(1)
where we used (2.24) again. Combining our asymptotics, we obtain (2.22) via (2.23).
IΥ, Υ 6= (1k). We show that
IΥ = I(1k) · o(1), Υ 6= (1k).(2.25)
We have the bound
I(1k) = Ce
N2/3AN (zN )
∑
ci
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for some C > 0 by (2.23) and (2.24). We have FN and N
−k/3∆(u + c)∆(u)/D(u + c;−u) are uniformly
bounded for u ∈ γ1 × · · · × γk and in N ; the latter follows from Lemma 2.10. This implies that
|IΥ| ≤ C · N
k/3
(2pii)k
∮
γ
Υ1
1
d|u1| · · ·
∮
γ
Υk
k
d|uk|
k∏
i=1
∣∣∣∣exp(N2/3ciAN (ui) + 12N1/3c2iA′N (ui) + 16 c3iA′′N (ui)
)∣∣∣∣ .
For ui ∈ γΥii ,∣∣∣∣exp(N2/3ciAN (ui) + 12N1/3c2iA′N (ui) + 16 c3iA′′N (ui)
)∣∣∣∣ ≤
{
C · eN2/3AN (zN )ci if ui ∈ γ1i
C1e
N2/3(AN (zN )−C2δ2) if ui ∈ γ2i ,
where the bound on γ2i comes from (2.17). By (2.15), the latter bound for ui ∈ γ2i is
C1e
N2/3AN (zN )−C2N2ε .
Since Υi = 2 for some i, we obtain
|IΥ| ≤ C1Nk/3eN2/3AN (zN )
∑
ci · e−C2N2ε = I(1k) · o(1).
By (2.20), we obtain
E
 k∏
i=1
h∑
j=1
eN
2/3cisj
 = I(1k) · (1 + o(1)).
From (2.22), we obtain (2.12), thus proving the theorem for multivariate Bessel generating functions.
For the case of Schur generating functions, we have by (2.8) and Proposition 2.8
E
 k∏
i=1
N∑
j=1
eN
2/3ci`j

=
1
(2pii)k
∮
· · ·
∮
∆(eu+N
−1/3c)∆(−eu)
D(eu+N−1/3c;−eu) S˜N (u+N
−1/3c, 0N/u)
k∏
i=1
(
eui+N
−1/3ci − 1
eui − 1
)N
dui.
Notice that choosing the contours as above, we can apply Airy appropriateness of the Schur generating
functions to obtain (2.18) where we absorb
∆(eu+N
−1/3c)∆(−eu)
D(eu+N−1/3c;−eu)
D(u+N−1/3c;−u)
∆(u+N−1/3c)∆(−u)
into the F term — the resulting F term will still be uniformly bounded along γ1× · · · × γk and satisfy (2.4)
by an analogue of Lemma 2.10 for
D(eu+N
−1/3c;−eu)
∆(eu+N−1/3c)∆(−eu) .
The remainder of the proof is identical to the multivariate Bessel case.
3. Supersymmetric Lifts
The central objects in this section are a family of supersymmetric lifts for the Schur and multivariate
Bessel functions. The main results of this section are contour integral formulas (Theorem 3.2 and (3.5)) for
these lifts, and asymptotics of these lifts (Theorem 3.6).
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3.1. A Determinantal Family of Lifts. Let x = (x1, . . . , xm), y = (y1, . . . , yn), p ∈ C,
D(x;y) :=
m∏
i=1
n∏
j=1
(xi + yj), Ep(x;y) :=
(
ep(xi−yj)
xi − yj
)
1≤i≤m
1≤j≤n
.
Let δm = (m− 1,m− 2, . . . , 0), and for any ` = (`1, . . . , `m) ∈ Cm, let
A`(x) :=
(
exi`j
)
1≤i,j≤m .
Given integers N, k ≥ 0, p ∈ C, set u = (u1, . . . , uN+k), v = (v1, . . . , vk), and define
B`,p(u/v) := (−1)Nk D(u;−v)
∆(u)∆(−v) det
(
Ep(u;v) A`(u)
)
(3.1)
which is valid by extension as an analytic function in `1, . . . , `N , u1, . . . , uN+k, v1, . . . , vk ∈ C. Note that
this is a doubly symmetric function in u ∈ CN+k and v ∈ Ck. Given λ ∈ GTN , define
sλ,p(e
u/ev) := (−1)Nk
k∏
i=1
e−vi · D(e
u;−ev)
∆(eu)∆(−ev) det
(
Ep(u;v) Aλ+δN (u)
)
(3.2)
which is a doubly symmetric function in u ∈ CN+k and v ∈ Ck.
Remark 3. Note that sλ,p(x/y) is ill-defined for x = (x1, . . . , xN+k) and y = (y1, . . . , yk) without specifying
branches of log xi, log yj . In this article, we always write sλ,p(e
u/ev) or otherwise specify the branch.
Theorem 3.1. For fixed p, α ∈ C, B`,p(u1, . . . , uN+k/v1, . . . , vk) and sλ,p(eu1 , . . . , euN+k/ev1 , . . . , evk) are
respective supersymmetric lifts of B`(u1, . . . , uN ) and sλ(eu1 , . . . , euN ) on C for ` ∈ RN and λ ∈ GTN .
Proof of Theorem 3.1. We prove that B`,p is a supersymmetric lift of B` for `1, . . . , `N distinct. Continuity
in ` implies the general statement. The proof for sλ is similar. For k = 0,
B`,p(u1, . . . , uN ) = B`(u1, . . . , uN ).
It remains to check the cancellation property
B`,p(u1, . . . , uN+k/v1, . . . , vk)
∣∣∣
u1=v1
= B`,p(u2, . . . , uN+k/v2, . . . , vk).
In (3.1), bring the term u1 − v1 from D(u;−v) into the first column of the matrix in the determinant.
Sending u1 → v1 and observing
lim
u1→v1
(u1 − v1)e
p(u1−v1)
u1 − v1 = 1
proves the cancellation property. 
Theorem 3.2. Let p, α ∈ C, ` ∈ RN , u = (u1, . . . , uk), v = (v1, . . . , vk) ∈ (C\{0, α, . . . , (N −1)α})k where
u1, . . . , uk, v1, . . . , vk are distinct. Then
B`,p(u, 0, α, . . . , (N − 1)α/v)
B`(0, α, . . . , (N − 1)α) =
D(u;−v)
∆(u)∆(−v) det
(
1
ui − vj
B`,p(ui, 0, α, . . . , (N − 1)α/vj)
B`(0, α, . . . , (N − 1)α)
)k
i,j=1
.(3.3)
If α 6= 0, p /∈ {`1, . . . , `N} and u, v ∈ C \ {0, α, . . . , (N − 1)α} such that u 6= v, then
B`,p(u, 0, α, . . . , (N − 1)α/v)
B`(0, α, . . . , (N − 1)α)
= (u− v)
N∏
i=1
v − (i− 1)α
u− (i− 1)α
(
ep(u−v)
u− v +
∫ ∞
p
dw
∮
dz
2pii
· α
e(w−z)α − 1
ezu
ewv
N∏
i=1
ewα − e`iα
ezα − e`iα
)
(3.4)
where the z-contour is positively oriented around `1, . . . , `N , and the w-contour is a ray from p to ∞ which
is disjoint from the z-contour such that
min
0≤i<N
Re
(
w
(
v − (N − b)α)) > 0
for |w| large.
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The proof of Theorem 3.2 is contained in Section 3.3. By taking α→ 0, we obtain Theorem 1.9.
It turns out that understanding these lifts of multivariate Bessel functions is sufficient in understanding
these lifts of Schur functions. To see why this is so, observe that
sλ(e
u1 , . . . , euN ) =
∆(u1, . . . , uN )
∆(eu1 , . . . , euN )
Bλ+δN (u1, . . . , uN )
and
sλ,p(e
u/ev) =
k∏
i=1
e−vi · D(e
u;−ev)
D(u;−v)
∆(u)∆(v)
∆(eu)∆(ev)
Bλ+δN ,p(u/v;N,α).
for u = (u1, . . . , uN+k) and v = (v1, . . . , vk). For our particular application, the above implies
sλ,p(e
u1 , . . . , euk , 1N/ev1 , . . . , evk)
sλ(1N )
=
k∏
i=1
1
evi
(
ui
eui − 1 ·
evi − 1
vi
)N
× D(e
u1 , . . . , euk ;−ev1 , . . . ,−evk)
D(u1, . . . , uk;−v1, . . . ,−vk)
∆(u1, . . . , uk)∆(v1, . . . , vk)
∆(eu1 , . . . , euk)∆(ev1 , . . . , evk)
Bλ+δN ,p(u1, . . . , uk, 0N/v1, . . . , vk)
Bλ+δN ,p(0N )
(3.5)
where the branches of 1N are chosen to be (e0, . . . , e0).
3.2. Asymptotics of Lifts. The Cauchy transform of a finite Borel measure m is the map Gm : C \
supp m→ C defined by
Gm(z) =
∫
R
dm(x)
z − x .
Fixing m ∈M, define
Su(z) := zu−
∫
log(z − x)dm(x)− log u.
We have the relation
∂
∂z
Su(z) = u−Gm(z), z ∈ C \ supp m.
For z0 ∈ C \ supp m, let
D−u,z0 := {z ∈ C \ supp m : ReSu(z) < ReSu(z0)}
D+u,z0 := {z ∈ C \ supp m : ReSu(z) > ReSu(z0)}
Definition 3.3. Let O be the set of u ∈ C such that there exists a unique zu ∈ C \ supp m satisfying
(i) u = Gm(zu) and G
′
m(zu) 6= 0;
(ii) there exists a simple closed curve γ which is positive oriented around supp m and contains zu such
that
γ \ {zu} ⊂ D−u,zu .
Given p ∈ C \ supp m, let Op be the set of u ∈ O which the properties (i),
(ii’) there exists a simple closed curve γ which is positive oriented around supp m ∪ {p} and contains zu
such that
γ \ {zu} ⊂ D−u,zu .
(iii) p is in a component of D+u,zu whose boundary contains zu.
Clearly, O :=
⋃
p∈C\suppmOp and both Op and O are open subsets of C.
Proposition 3.4. Let z0 ∈ C \ supp m, u := G(z0), and c ∈ R. Then there exists a unique unbounded
connected component of {z ∈ C \ supp m : ReSu(z) > c} and of {z ∈ C \ supp m : ReSu(z) < c}.
Proposition 3.5. If u ∈ C such that there exists zu ∈ C \ supp m satisfying
• u = G(zu) and G′(zu) 6= 0;
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D−u
D+u
D+u zu
γ
supp(m)
Figure 2. Level lines (dashed) of Su for u ∈ O
• there exists a simple closed curve γ positively oriented around supp m and through zu such that
γ \ {zu} ⊂ D−u,zu
then zu is the unique such point and u ∈ O. Furthermore, zu is contained in the boundaries of exactly
three connected components of D−u,zu ∪ D+u,zu : the unbounded components of D−u,zu , D+u,zu , and a bounded
component of D+u,zu (see Figure 2.
Propositions 3.4 and 3.5 are proved in Section 3.4.
Since the existence of zu implies its uniqueness, we may write G
[−1]
m (u) := zu and D±u := D±u,zu for u ∈ O.
Then G
[−1]
m is a right inverse of Gm, but not necessarily a left inverse. We emphasize that we use the boxed
superscript [−1] to indicate that this inverse is defined only on O. However, we will be able to work strictly
with this choice of inverse for the remainder of the article. If there is ambiguity in the measure m, we include
an additional m in the subscript: Sm,u, D±m,u,z0 , D±m,u, Om,p, Om.
Assumption 3.1. Suppose ` ∈ RN and m ∈M such that
lim
N→∞
1
N
N∑
j=1
δ`j = m weakly, lim
N→∞
sup
1≤i≤N
dist(`i, supp m) = 0.
Under Assumption 3.1 with mN :=
1
N
∑N
j=1 δ`j , we have GmN , G
′
mN converge to Gm, G
′
m uniformly on
compact subsets of Om. Thus
lim
N→∞
G[−1]mN (u) = G
[−1]
m (u)
uniformly over compact subsets of Om.
Theorem 3.6. Under Assumption 3.1 with mN :=
1
N
∑N
j=1 δ`j , if p ∈ C \ supp m and K ⊂ Om,p compact,
then
B`,p(Nu, 0N/Nv)
B`(0N ) =
D(u;−v)
∆(u)∆(−v)
∆(G
[−1]
mN (u))∆(−G[−1]mN (v))
D(G
[−1]
mN (u);−G[−1]mN (v))
×
k∏
i=1
1√
G′mN (G
[−1]
mN (ui))G
′
mN (G
[−1]
mN (vi))
exp
(
N
(
SmN ,ui(G[−1]mN (ui))− SmN ,vi(G[−1]mN (vi))
))
(1 + o(1))
(3.6)
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uniformly over (u,v) = (u1, . . . , uk, v1, . . . , vk) ∈ K2k. The branches are chosen so that G′mN
(
G
[−1]
mN (u)
)−1/2
points locally from G
[−1]
mN (u) in the direction of the unbounded component of D+mN ,u.
By (3.5), Theorem 3.6 implies asymptotics for sλ,p.
We divide the remainder of this section into three parts. In the first, we derive a contour integral formula
for the normalized lift B`,p. In the second, we provide the proofs of the results Propositions 3.4 and 3.5
about Su. In the third, we use these formulas to prove Proposition 3.8.
3.3. Contour Integral Formula. We prove Theorem 3.2 through a formula for more general normalizations
of B`,p.
Proposition 3.7. Let ` ∈ RN , ξ := (ξ1, . . . , ξN ) ∈ CN with distinct components, u := (u1, . . . , uk),
v := (v1, . . . , vk) ∈ (C \ {ξ1, . . . , ξN})k such that u1, . . . , uk, v1, . . . , vk are distinct. Define the vectors
a(u) = (e`1u, . . . , e`Nu), b(v) =
(
ep(ξ1−v)
v − ξ1 ,
ep(ξ2−v)
v − ξ2 , . . . ,
ep(ξN−v)
v − ξN
)
and denote the transpose of a vector u by u′. Then
B`,p(u, ξ/v)
B`(ξ) =
D(u;−v)
∆(u)∆(−v) det
(
1
ui − vj
B`,p(ui, ξ/vj)
B`(ξ)
)k
i,j=1
.(3.7)
If ξ1, . . . , ξN are distinct and u, v ∈ C \ {ξ1, . . . , ξN} such that u 6= v, then
B`,p(u, ξ/v)
B`(ξ) = (u− v)
N∏
i=1
v − ξi
u− ξi
(
ep(u−v)
u− v + a(u)
′A`(ξ)−1b(v)
)
.(3.8)
Proof. We may assume `1, . . . , `N are distinct by continuity. Suppose u1, . . . , uk, v1, . . . , vk, ξ1, . . . , ξN are
distinct. By (3.1), we have
B`,p(u, ξ/v) = D(v;−ξ)
D(u;−ξ)
D(u;−v)
∆(u)∆(−v)
1
∆(ξ)
det
(
Ep(u;v) A`(u)
Ep(ξ;v) A`(ξ)
)
.
Using the block matrix determinant formula
det
(
M11 M12
M21 M22
)
= det
(
M22
)
det
(
M11 −M12M−122 M21
)
where M11,M22 are square matrices and M22 is invertible, we obtain
B`,p(u, ξ/v) = D(v;−ξ)
D(u;−ξ)
D(u;−v)
∆(u)∆(−v)B`(ξ) det
(
Ep(u;v)−A`(u)A`(ξ)−1Ep(ξ;v)
)
where we used the alternant formula for multivariate Bessel functions (2.1). Then
B`,p(u, ξ/v)
B`(ξ) =
D(u;−v)
∆(u)∆(−v) det
(
N∏
l=1
vj − ξl
ui − ξl
(
ep(ui−vj)
ui − vj + a(ui)
′A`(ξ)−1b(vj)
))k
i,j=1
.(3.9)
When k = 1, this gives us (3.8). For general k, observe that the (i, j) entry of the matrix in (3.9) is
1
ui − vj
B`,p(ui, ξ/vj)
B`(ξ)
by the k = 1 case (3.8). This proves (3.7). 
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Proof of Theorem 3.2. We have (3.3) as a direct consequence of (3.7) with Ξ = ((N − 1)α, (N − 2)α, . . . , 0).
We now prove (3.4). Using (3.8), we have
B`,p(u, 0, α, . . . , (N − 1)α/v)
B`(0, α, . . . , (N − 1)α)
= (u− v)
N∏
i=1
v − (i− 1)α
u− (i− 1)α
ep(u−v)
u− v +
N∑
a,b=1
e`au
[
A`((N − 1)α, . . . , 0)−1
]
a,b
ep(N−b)α−pv
v − (N − b)α
(3.10)
and note that
A`((N − 1)α, (N − 2)α, . . . , 0) = AδN (`1α, `2α, . . . , `Nα)′.
This is a Vandermonde matrix in e`1α, . . . , e`Nα whose inverse is given by[
A`((N − 1)α, . . . , 0)−1
]
a,b
= (−1)b−1eb−1(e`1α, . . . , ê`aα, . . . , e`Nα)
∏
i6=a
1
e`aα − e`iα
where the eb’s denote the elementary symmetric polynomials. The summation over a, b in (3.10) becomes
N∑
a=1
e`au
∏
i 6=a
1
e`aα − e`iα
N∑
b=1
(−1)b−1eb−1(e`1α, . . . , ê`aα, . . . , e`Nα)
∫ ∞
p
ew(N−b)α
ewv
dw
where the line integral is a ray from p to ∞ such that
Re
(
w
(
(N − b)α− v)) < 0
for every b = 1, . . . , N and |w| large. By the generating series for the elementary symmetric polynomials,
this becomes
N∑
a=1
∫ ∞
p
e`au
ewv
∏
i 6=a
ewα − e`iα
e`aα − e`iα dw =
∫ ∞
p
dw
∮
dz
2pii
· α
e(w−z)α − 1
ezu
ewv
N∏
i=1
ewα − e`iα
ezα − e`iα
where the z-contour is positively oriented around `1, . . . , `N and does not intersect the w-contour. Inputting
the double contour integral formula into (3.10) yields (3.4). 
3.4. Components and Level Lines. In this section we prove Propositions 3.4 and 3.5.
Proof of Proposition 3.4. Observe that for any ε > 0, there exists r0 > 0, which can be chosen to depend
continuously in c, inf supp m, sup supp m, large enough so that
{z ∈ C \ supp m : |z| > r0,Re(zu) < −ε|z|} ⊂ {z : ReSu(z) > c},
{z ∈ C \ supp m : |z| > r0,Re(zu) > ε|z|} ⊂ {z : ReSu(z) < c}.(3.11)
which proves the existence of unbounded connected components of {ReSu(z) > c} and {ReSu(z) < c}.
Indeed, (3.11) is implied by the domination of the linear term in
ReSu(z) = Re(zu)−
∫
log |z − x| dm(x)− Re log u
as |z| → ∞. From the form above, we can choose r0 to vary continuously in c, inf supp m, sup supp m.
We show that there exist real functions ε+(r) and ε−(r) such that
max (|ε+(r)|, |ε−(r)|) = o(1) ∧ ε,
{z : ReSu(z) = c} ∩ {|z| ≥ r0} =
{
riu¯eiε+(r) : r ≥ r0
}
∪
{
−riu¯eiε−(r) : r ≥ r0
}(3.12)
which proves the uniqueness of the unbounded connected components of {ReSu(z) > c} and {ReSu(z) < c}.
To prove (3.12), we show that, ReSu(z) = ReSu(|z|eiθ) as a function of θ with |z| = r0 fixed is monotone
over each of the two arcs in {|Re(zu)| ≤ εr0 : |z| = r0} for r0 sufficiently large; indeed, this monotonicity
implies that the boundary between {ReSu(z) > c} and {ReSu(z) < c} is crossed exactly once in each of
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these arcs. The estimate on ε± is then a consequence of the domination of ReSu by the linear term Re(zu).
If z = x+ iy and f is analytic in z, then
f ′(z) = (Re f)x(z)− i(Re f)y(z)
by Cauchy-Riemann. This implies
Re
[
d
dt
f(γ(t))
]
= Re[f ′(γ(t))γ′(t)] = (Re f)x(γ(t)) Re γ′(t) + (Re f)y(γ(t)) Im γ′(t) =
d
dt
Re f(γ(t))
where in the latter we view γ(t) as a curve in R2. Using this fact and setting z = |z|eiθ, we have
d
dθ
ReSu(z) = Re
[
d
dθ
Su(z)
]
= Re
(
izu−
∫
iz dm(x)
z − x
)
= Re(izu) +O(1)
as |z| → ∞, where the O(1) term can be bounded by a constant order term depending continuously in
c, inf supp m, sup supp m. Since Re(izu)/|z| is bounded away from zero on each of the arcs of {|Re(zu)| ≤
εr0 : |z| = r0}, we obtain the desired monotonicity statement by choosing |z| large enough. 
Proof of Proposition 3.5. Suppose zu satisfies (i) and (ii) in Definition 3.3. We show that zu is contained in
the boundaries of exactly three components of D−u,zu ∪D+u,zu : the unbounded components of D−u,zu and D+u,zu
and a bounded component of D+u,zu . We prove uniqueness afterwards.
Since zu is a critical point of Su such that S ′′u(zu) = G′(zu) 6= 0, we have Su is locally quadratic at zu
and {ReSu(z) = ReSu(zu)} locally consists of two curves orthogonally intersecting at zu. Each local sector
between two adjacent curves in {ReSu(z) = ReSu(zu)} emanating from zu, belongs to a component of D+u,zu
or D−u,zu . Let D+1 ,D+2 denote the components of D+u,zu for two of these local sectors and D−1 ,D−2 denote the
components of D−u,zu .
By Definition 3.3, there exists a curve γ positively oriented around supp m and containing G[−1](u) such
that γ \ {G[−1](u)} ⊂ D−u,zu . This implies that D− := D−1 = D−2 , one of D+1 ,D+2 (say D+1 ) is a bounded set,
and D+2 does not intersect supp m. By harmonicity of ReSu(z) and the maximum principle, we must have
that D+2 is unbounded.
To see that D− is unbounded, first suppose Reu ≥ 0. Then ReSu(t) decreases on {t < inf supp m}. Since
γ ⊂ D− encircles supp m, there exists a ∈ D− such that a < inf supp m. Then (−∞, a] ⊂ D− by the noted
monotonicity. Thus D− is the unbounded component of D−u . The argument for Reu ≤ 0 is similar.
It remains to show that zu is the unique point in C \ supp m satisfying (i) and (ii) in Definition 3.3.
Suppose for contradiction that we have two such points z1, z2. Assume that ReSu(z1) ≥ ReSu(z2). Then
z2 is contained in the boundary of a bounded and the unbounded component of D+u,z2 denoted D1,D2
as above. By harmonicity and the maximum principle, cl(D1) intersects supp m. Then cl(D1 ∪ D2) is
a connected, unbounded subset of C intersecting supp m. Thus any closed curve around supp m must
intersect cl(D1 ∪ D2) ⊂ D+u,z2 . However, this is incompatible with the existence of closed curve γ around
supp m satisfying γ \ {z2} ⊂ D−u,z2 by the fact that ReSu(z1) ≥ ReSu(z2) — a contradiction. 
3.5. Proof of Theorem 3.6. In [GS18], Gorin-Sun study similar asymptotics arising from normalized
multivariate Bessel functions. Due to common features in the asymptotics, we adapt the organization in
[GS18, §3.4] to our setting.
Our first step is to prove a special case of Theorem 3.6 where we take k = 1 and impose separation
between our variables.
Proposition 3.8. Fix ξ > 0 arbitrarily small. Under Assumption 3.1 with mN :=
1
N
∑N
j=1 δ`j , if p ∈
C \ supp m and K ⊂ Om,p is compact, then
B`,p(Nu, 0N/Nv)
B`(0N ) =
u− v
G
[−1]
mN (u)−G[−1]mN (v)
1√
G′mN (G
[−1]
mN (u))G
′
mN (G
[−1]
mN (v))
× exp
(
N
(
SmN ,u(G[−1]mN (u))− SmN ,v(G[−1]mN (v))
))
(1 + o(1))
(3.13)
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uniformly over (K×K)∩{|u− v| ≥ ξ}. The branch is chosen so that G′mN (G[−1]mN (u))−1/2 points locally from
G
[−1]
mN (u) in the direction of the unbounded component of D+mN ,u.
Proof. We prove this proposition by steepest descent.
Let K := KN := (K × K) ∩ {|u − v| ≥ ξ}. Throughout this proof, we use C and C ′ to denote positive
constants which are independent of N and (u, v) ∈ K; it may depend on ξ and vary from line to line. Let
Su := SmN ,u, Su := Sm,u, and Du := Dm,u.
We have
B`,p(Nu, 0N/Nv)
B`(0N ) = N(u− v)
(
eN(u−v)p
N(u− v)
( v
u
)N
+
∫ ∞
p
dw
∮
dz
2pii
· 1
w − z exp
(
N(Su(z)− Sv(w))
))
where the z-contour contains `1, . . . , `N and the w-contour is an infinite ray from p to ∞ which is disjoint
from the z-contour and such that
Re(w · v) > 0
for |w| large.
We divide this proof into four steps. The first two steps deal with deforming the z- and w- contours to
steepest descent contours whereas the third and fourth steps carry out the steepest descent analysis. More
specifically, the first step identifies contours in terms of limiting functions Su and Sv. The second step then
chooses steepest descent contours in terms of Su and Sv, using the limiting versions to extract desirable large
N properties. Using these contours, we split B`,p(Nu, 0N/Nv)/B`(0N ) into two main parts. We demonstrate
that one of these parts gives the leading order term in the third step and demonstrate that the other vanishes
relative to the leading order in the fourth step.
supp(m)
G[−1](u)
p
supp(m)
G[−1](v)
Figure 3. Representative diagrams of γ∞z (left) and γ
∞
w (right). Shaded regions correspond
to D−u and D−v .
Step 1. Let u ∈ Om. By Definition 3.3, we have that G[−1](u) is a critical point of Su(z) which is locally
quadratic and lies in the boundary of the unbounded component of D+u , the unbounded component of D−u ,
and a bounded component of D+u . By the conditions of Definition 3.3, we can find a simple, closed curve
γ∞z := γ
∞
z,u and a simple curve γ
∞
w := γ
∞
w,v for u, v ∈ K such that
(1) γ∞z passes through G
[−1](u);
(2) in a neighborhood of G[−1](u), γ∞z is a line segment in the direction [−S ′′u(G[−1](u))]−1/2;
(3) γ∞z is positively oriented around supp m ∪ {p};
(4) γ∞z \ {G[−1](u)} ⊂ D−u ;
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(5) γ∞z has finite arc length;
where the branch of [−S ′′u(G[−1](u))]−1/2 is taken to agree with the positive orientation of γ∞z , and
(1) γ∞w starts from p and passes through G
[−1](v);
(2) in a neighborhood of G[−1](v), γ∞w is a line segment in the direction [S ′′v (G[−1](v))]−1/2;
(3) there exists some large r > 0 such that γ∞w \Br(0) is a ray in some direction w0 where
Re(w0 · v) > c(3.14)
for some c > 0;
(4) γ∞w \ {G[−1](v)} ⊂ D+v ;
(5) γ∞w ∩Br(0) has finite arc length;
where the branch of [S ′′v (G[−1](v))−1/2 is taken so that γ∞w points locally in the direction of the unbounded
component of D+v . Note that conditions (3) and (4) for γ∞w are consistent because the linear term in Sv(w)
dominates for |w| large. See Figure 3 for a depiction of these contours.
The contours γ∞z , γ
∞
w may be chosen to vary continuously over u, v ∈ K. We may also choose r independent
of u, v ∈ K.
Step 2. By the weak convergence mN → m, we have that GmN (z) → Gm(z), Su(z) → Su(z) uniformly
over u ∈ K and z in compact subsets of C \ supp m. These convergences also imply that
yu := G
[−1]
mN (u) converges to G
[−1]
m (u)
uniformly for u ∈ K. Thus we may choose our steepest descent contours γz and γw such that
(1) γz passes through yu;
(2) in a constant order neighborhood of yu, γz is a line segment in the direction [−S′′u(yu)]−1/2;
(3) γz is positively oriented around {`i}Ni=1 ∪ {p};
(4) γz converges to γ
∞
z as N →∞;
where the branch of [−S′′u(yu)]−1/2 is taken to be consistent with the orientation of γz, and
(1) γw starts from p and passes through yv;
(2) in a constant order neighborhood of yv, γw is a line segment in the direction [S
′′
v (yv)]
−1/2;
(3) there exists some large r > 0, uniform over v ∈ K and N sufficiently large, such that γw \Br(0) is a
ray in the direction w0 given by (3.14);
(4) γw converges to γ
∞
w as N →∞;
where the branch of [S′′u(yv)]
−1/2 is taken to point from yv locally in the direction of the unbounded connected
component of {ReSv(w) > ReSv(yv)}. Furthermore,
(1) the contours γz, γw can be chosen to vary continuously in (u, v) ∈ K;
(2) the arc lengths of γz, γw \ Br(0) can be chosen to be uniformly bounded for all (u, v) ∈ K and N
sufficiently large;
(3) since |u− v| ≥ ξ, γz, γw may chosen so that
min
(
dist(γw, yu),dist(γz, yv)
) ≥ C(3.15)
for (u, v) ∈ K;
(4) the curve γz,w, defined as the part of γw enclosed by γz, is a union of a uniformly bounded (for
(u, v) ∈ K and N sufficiently large) number of connected, bounded curves.
By deforming the z- and w-contours to γz,γw respectively, we obtain
B`,p(Nu, 0N/Nv)
B`(0N ) = N(u− v)
(
I(u, v) + L(u, v)
)
(3.16)
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where
I(u, v) :=
∫
γw
dw
∮
γz
dz
2pii
· 1
w − z exp
(
N(Su(z)− Sv(w))
)
,
L(u, v) :=
∫
γz,w
exp
(
N(Su(w)− Sv(w))
)
dw +
( v
u
)N eN(u−v)p
N(u− v) .
The term L(u, v) is continuous in u, v.
Choose δ := δ(N) > 0 small so that
N−1/2+ε ≤ δ ≤ N−1/3−ε(3.17)
for some small ε > 0. We decompose the contours γz, γw as
γz = γ
1
z ∪ γ2z , γw = γ1w ∪ γ2w
where
γ1z = Bδ(yu) ∩ γz, γ2z = γz \ γ1z
γ1w = Bδ(yv) ∩ γw, γ2w = γw \ γ1w.
We establish that for sufficiently large N
ReSu(z) < ReSu(yu) for z ∈ γz \ {yu},(3.18)
ReSv(w) > ReSv(yv) for w ∈ γw \ {yv}(3.19)
and
Re[Su(yu)− Su(z)] > 1
4
|S′′u(yu)|δ2 for z ∈ γ2z ,(3.20)
Re[Sv(w)− Sv(yv)] > 1
4
|S′′v (yv)|δ2 for w ∈ γ2w.(3.21)
From our choice of contours, we know that for a fixed c > 0 small enough and N sufficiently large that
ReSu(z) is maximized at yu for z ∈ Bc(yu) and ReSv(w) is minimized at yv for w ∈ Bc(yv). Thus the
inequalities above follow from showing that Re[Su(yu) − Su(z)] and Re[Sv(w) − Sv(yv)] are greater than
some positive constant for z ∈ γz \Bc(yu), w ∈ γw \Bc(yv), and N large. This follows from the convergences
• yu converges to G[−1]m (u) uniformly for u ∈ K,
• Su(z) converges to Su(z) uniformly for z in compact subsets of C \ supp m,
which we noted earlier.
Step 3. We establish that
I(u, v) =
1
yv − yu
−i
N
√−S′′u(yu)√S′′v (yv)eN(Su(yu)−Sv(yv))(1 + o(1)).(3.22)
We have
I(u, v) = I1(u, v) + I2(u, v) + I3(u, v) + I4(u, v)
where
I1(u, v) :=
1
yv − yu
[∫
γ1z
exp(NSu(z))
dz
2pii
][∫
γ1w
exp(−NSv(w)) dw
]
,
I2(u, v) :=
∫
γ2z
dz
2pii
∫
γw
dw · 1
w − z exp
(
N(Su(z)− Sv(w))
)
,
I3(u, v) :=
∫
γ1z
dz
2pii
∫
γ2w
dw · 1
w − z exp
(
N(Su(z)− Sv(w))
)
,
I4(u, v) :=
∫
γ1z
dz
2pii
∫
γ1w
dw
[
1
w − z −
1
yv − yu
]
exp
(
N(Su(z)− Sv(w))
)
.
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Note that yu 6= yv for (u, v) ∈ K, since
GmN (yu) = u 6= v = GmN (yv).
I1(u, v). We show that
I1(u, v) =
1
yv − yu
−i
N
√−S′′u(yu)√S′′v (yv)eN(Su(yu)−Sv(yv))(1 + o(1)).(3.23)
For |z − yu| < δ, we have
Su(z) = Su(yu) +
1
2
S′′u(yu)(z − yu)2 + Eu(z)(3.24)
where
|Eu(z)| < C|z − yu|3.(3.25)
We analyze two of the main factors in I1(u, v). The first of these is
J+(u) :=
∫
γ1z
exp
(
NSu(z)
) dz
2pii
= J+1 (u)− J+2 (u) + J+3 (u)
where
J+1 (u) := e
NSu(yu)
∫
Lu
exp
(N
2
S′′u(yu)(z − yu)2
) dz
2pii
,
J+2 (u) := e
NSu(yu)
∫
Lu−γ1z
exp
(N
2
S′′u(yu)(z − yu)2
) dz
2pii
,
J+3 (u) := e
NSu(yu)
∫
γ1z
exp
(N
2
S′′u(yu)(z − yu)2
)(
exp
(
NEu(z)
)
− 1
)
dz
2pii
where Lu is the line passing through yu in the direction [−S′′u(yu)]−1/2. The main contributing factor to
J+(u) is given by
J+1 (u) = e
NSu(yu)[−S′′u(yu)]−1/2
∫ ∞
−∞
e−
N
2 t
2 dt
2pii
=
−i√−2piNS′′u(yu)eNSu(yu).
We bound J+2 (u), J
+
3 (u) relative to |J+1 (u)|. For sufficiently large N , we have
|J+2 (u)| ≤ |eNSu(yu)||S′′u(yu)|−1/2
∫
R\(−δ|S′′u (yu)|1/2,δ|S′′u (yu)|1/2)
e−
N
2 t
2 dt
2pi
≤ |eNSu(yu)||S′′u(yu)|−1/2 ·O
(
e−
δ2N
2 |S′′u (yu)|N−1
)
≤ e−CN1/2 |J+1 (u)|
where the second inequality uses asymptotics of the error function, and the last inequality uses (3.17) and
the fact that |S′′u(yu)| is bounded away from 0 for (u, v) ∈ K by compactness. For sufficiently large N , we
also have
|J+3 (u)| ≤ |eNSu(yu)||S′′u(yu)|−1/2
∫ δ|S′′u (yu)|1/2
−δ|S′′u (yu)|1/2
e−
N
2 t
2
∣∣∣eNEu(yu+[−S′′u (yu)]−1/2t) − 1∣∣∣ dt
2pi
≤ |eNSu(yu)||S′′u(yu)|−1/2
∫ δ|S′′u (yu)|1/2
−δ|S′′u (yu)|1/2
e−
N
2 t
2 · CNδ3 dt
2pi
≤ |J+1 (u)| · o(1)
where we use (3.17) and (3.25) in the last two inequalities. Thus
J+(u) =
−i√−2piNS′′u(yu)eNSu(yu)(1 + o(1)).
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The second factor of I1(u, v) that we consider is
J−(v) :=
∫
γ1w
exp
(
−NSv(w)
)
dw = J−1 (v)− J−2 (v) + J−3 (v)
where
J−1 (v) = e
−NSv(yv)
∫
Lv
exp
(
−N
2
S′′v (yv)(w − yv)2
)
dw,
J−2 (v) = e
−NSv(yv)
∫
Lv−γ1w
exp
(
−N
2
S′′v (yv)(w − yv)2
)
dw,
J−3 (v) = e
−NSv(yv)
∫
γ1w
exp
(
−N
2
S′′v (yv)(w − yv)2
)(
exp
(
−NEv(w)
)
− 1
)
dw
where Lv is the line passing through yv in the direction [S′′v (yv)]
−1/2. The main contributing factor to J−(v)
is given by
J−1 (v) = e
−NSv(yv)[S′′v (yv)]
−1/2
∫ ∞
−∞
e−
N
2 t
2
dt =
√
2pi√
NS′′v (yv)
e−NSv(yv).
By following the same argument as for J+2 (u), J
+
3 (u), we can bound J
−
2 (v), J
−
3 (v) relative to J
−
1 (v) and
obtain
J−(v) =
√
2pi√
NS′′v (yv)
e−NSv(yv)(1 + o(1)).
Since
I1(u, v) =
1
yv − yu J
+(u)J−(v),
(3.23) follows.
I2(u, v) and I3(u, v). By compactness of K, we have that |S′′u(yu)| and |S′′v (yv)| are bounded away from 0
for (u, v) ∈ K. By (3.17) and (3.20), for z ∈ γ2z we have∣∣∣exp(N(Su(z)− Su(yu)))∣∣∣ < exp(−1
4
S′′u(yu)δ
2N
)
= O(e−N
ε
)(3.26)
Similarly, by (3.17) and (3.21), for w ∈ γ2w we have∣∣∣exp(N(Sv(yv)− Sv(w)))∣∣∣ < exp(−1
4
S′′v (yv)δ
2N
)
= O(e−N
ε
).(3.27)
By (3.14), for w ∈ γw \Br(0), we have∣∣∣exp(−NSv(w))∣∣∣ = ∣∣∣∣exp(−N(wv − ∫ log(w − x)dmN (x)− log u))∣∣∣∣
< exp
(
−Nc′|w|
)
for some c′ > 0 and r large enough, independent of N, (u, v) ∈ K. This implies that∫
γw\Br(0)
∣∣∣exp(N(Sv(yv)− Sv(w)))∣∣∣ d|w| ≤ O(e−CN )(3.28)
By (3.19), (3.26), and the bounded arc lengths of γz, γw ∩Br(0), we have∣∣∣∣∣
∫
γ2z
dz
2pii
∫
γw∩Br(0)
dw · 1
w − z exp
(
N(Su(z)− Sv(w))
)∣∣∣∣∣ ≤ O(e−Nε) exp(N(Su(yu)− Sv(yv))).
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We note that the singularity 1/(w − z) at any intersection point between γ2z and γw ∩ Br(0) is logarithmic
and therefore integrable. By (3.26), (3.28), and the bounded arc length of γz, we have∣∣∣∣∣
∫
γ2z
dz
2pii
∫
γw\Br(0)
dw · 1
w − z exp
(
N(Su(z)− Sv(w))
)∣∣∣∣∣ ≤ O(e−CN ) exp(N(Su(yu)− Sv(yv))).
These two bounds imply that
|I2(u, v)| ≤ O(e−Nε) exp
(
N(Su(yu)− Sv(yv))
)
= |I1(u, v)| · o(1).
Similarly, to bound I3(u, v), we use∣∣∣∣∣
∫
γ1z
dz
2pii
∫
γ2w∩Br(0)
dw · 1
w − z exp
(
N(Su(z)− Sv(w))
)∣∣∣∣∣ ≤ O(e−Nε) exp(N(Su(yu)− Sv(yv)))∣∣∣∣∣
∫
γ1z
dz
2pii
∫
γ2w\Br(0)
dw · 1
w − z exp
(
N(Su(z)− Sv(w))
)∣∣∣∣∣ ≤ O(e−CN ) exp(N(Su(yu)− Sv(yv))).
The first inequality follows from (3.18), (3.27), and the bounded arc lengths of γz, γw ∩ Br(0). The second
inequality follows from (3.18), (3.28), and the bounded arc length of γz. Thus
|I3(u, v)| ≤ O(e−Nε) exp
(
N(Su(yu)− Sv(yv))
)
= |I1(u, v)| · o(1).
I4(u, v). By (3.24) and
1
w − z −
1
yv − yu =
1
yv − yu
(
(z − yu)− (w − yv)
w − z
)
,
we have
I4(u, v) =
eN(Su(yu)−Sv(yv))
yv − yu
∫
γ1z
dz
2pii
∫
γ1w
dw
× (z − yu)− (w − yv)
w − z exp
(
N
2
(
S′′u(yu)(z − yu)2 − S′′v (yv)(w − yv)2 + Eu(z)− Ev(w)
))
.
By compactness of K, |S′′u(yu)| and |S′′v (yv)| are bounded away from 0 for (u, v) ∈ K. By (3.15) and (3.17),
we have
|w − z| ≥ C, z ∈ γ1z , w ∈ γ1w.
Furthermore, we have
|z − yu| ≤ δ, |w − yv| ≤ δ, z ∈ γ1z , w ∈ γ1w.
These considerations imply
|I4(u, v)| ≤ Cδ
∣∣∣∣eN(Su(yu)−Sv(yv))yv − yu
∣∣∣∣ ∫ δ−δ ds
∫ δ
−δ
dt e−NC
′(s2+t2)
≤ Cδ
∣∣∣∣eN(Su(yu)−Sv(yv))N(yv − yu)
∣∣∣∣ = |I1(u, v)| · o(1)
where we use (3.25) in the first inequality and the equality uses (3.17).
We conclude (3.22) from the analyses for I1(u, v), I2(u, v), I3(u, v), I4(u, v).
Step 4. We now analyze the term L(u, v). Recall that the curve γz,w is a union of connected curves
γ0z,w, γ
1
z,w, . . . , γ
n
z,w where γ
0
z,w is a curve from a0 := p to b0 ∈ γw ∩ γz and γiz,w has endpoints ai, bi ∈ γw ∩ γz
for 1 ≤ i ≤ n. Moreover, ai, bi vary continuously in u, v for 0 ≤ i ≤ n. Since
Su(z)− Sv(z) = (u− v)z − log(u/v),
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we have
L(u, v) =
( v
u
)N eN(u−v)p
N(u− v) +
n∑
i=0
∫
γiz,w
exp
(
N(Su(w)− Sv(w))
)
dw
=
eN(Su(p)−Sv(p))
N(u− v) +
n∑
i=0
1
N(u− v)
(
eN(Su(bi)−Sv(bi)) − eN(Su(ai)−Sv(ai))
)
=
n∑
i=0
1
N(u− v)e
N(Su(bi)−Sv(bi)) −
n∑
i=1
1
N(u− v)e
N(Su(ai)−Sv(ai))
where the last equality uses a0 = p. In particular, we end up with a finite sum of terms of the form
1
N(u− v)e
N(Su(a)−Sv(a)),
up to sign, where a ∈ γw ∩ γz.
By (3.15) and (3.17), we have a ∈ γ2z ∩ γ2w. Then (3.20) and (3.21) imply
Re[Su(a)− Sv(a)] < Re[Su(yu)− Sv(yv)]− 1
4
|S′′u(yu)|δ2.
It follows that∣∣∣∣ 1N(u− v)eN(Su(a)−Sv(a))
∣∣∣∣ < Ce− 14 |S′′u (yu)|δ2N 1N(u− v) |eN(Su(yu)−Sv(yv))| < |I(u, v)| · o(1)
where we use the fact that |S′′u(yu)| is bounded away from 0 for all u such that (u, v) ∈ K, and the fact that
C−1|v − u| < |yv − yu| < C|v − u|, (u, v) ∈ K.
The latter inequality follows from observing that
yv − yu = G[−1]mN (v)−G[−1]mN (u) =
1
G′mN (yu)
(v − u) +O(|v − u|2) = − 1
S′′u(yu)
(v − u) +O(|v − u|2)
for |v − u| small. Thus
|L(u, v)| = |I(u, v)| · o(1).
By (3.16), (3.22) and our bound for |L(u, v)|, we have
B`,p(Nu, 0N/Nv)
B`(0N ) =
u− v
yu − yv
i√−S′′u(yu)√S′′v (yv)eN(Su(yu)−Sv(yv))(1 + o(1)).
To complete the proof of the theorem, we show that
Su(yu) = HmN (u)
and
i√−S′′u(yu) = 1√S′′u(yu)
where the latter branch is chosen so that [S′′u(yu)]
−1/2 is in the direction of the unbounded component of
{ReSu(z) > ReSu(yu)}. The first equality is obvious by definition of HmN . For the second equality, recall
that
√−S′′u(yu) is tangent to γz at yu and γz is positively oriented around supp mN . Thus clockwise rotation
by pi/2 points in the direction of the unbounded component of {ReSu(z) > ReSu(yu)}, which is exactly
multiplication by −i. The theorem follows. 
We now prove Theorem 3.6.
Proof of Theorem 3.6. Since Om,p is open, we can choose ε > 0 so that Kε := {z ∈ C : dist(z,K) ≤ ε} ⊂
Om,p. We may assume that the boundaries Kδ ⊂ Kε for 0 < δ < ε may be parametrized by finitely many
smooth curves of bounded arc length, for example we may replace K with a cover formed by a union of
finitely many balls in Om,p. Let
0 < δ1 < · · · < δ2k ≤ ε
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and suppose γ1, . . . , γ2k are simple contours with images ∂Kδ1 , . . . , ∂Kδ2k and are positively oriented around
Kδ1 , . . . ,Kδ2k respectively. Then γ1, . . . , γ2k are disjoint and contained in Om,p. We have
B`,p(Nu, 0N/Nv)
B`(0N ) =
D(u;−v)
∆(u)∆(−v) det
(
1
ui − vj
B`,p(Nui/Nvj)
B`(0N )
)k
i,j=1
=
D(u;−v)
∆(u)∆(−v) det
(
1 + o(1)
G
[−1]
mN (ui)−G[−1]mN (vj)
)
k∏
i=1
exp
(
N
(
SmN ,u(G[−1]mN (ui))− SmN ,v(G[−1]mN (vi))
))
√
G′mN (G
[−1]
mN (ui))G
′
mN (G
[−1]
mN (vi))
=
D(u;−v)
∆(u)∆(−v)
∆(G
[−1]
mN (u))∆(−G[−1]mN (v))
D(G
[−1]
mN (u);−G[−1]mN (v))
k∏
i=1
exp
(
N
(
SmN ,u(G[−1]mN (ui))− SmN ,v(G[−1]mN (vi))
))
√
G′mN (G
[−1]
mN (ui))G
′
mN (G
[−1]
mN (vi))
(1 + o(1))
uniformly over (u,v) ∈ γ1 × · · · × γk, where the first equality is Theorem 3.2, the second follows from
Proposition 3.8, and the third from the Cauchy determinant formula. Setting
BN (u,v) :=
D(u;−v)
∆(u)∆(−v)
∆(G
[−1]
mN (u))∆(−G[−1]mN (v))
D(G
[−1]
mN (u);−G[−1]mN (v))
k∏
i=1
exp
(
N
(
SmN ,u(G[−1]mN (ui))− SmN ,v(G[−1]mN (vi))
))
√
G′mN (G
[−1]
mN (ui))G
′
mN (G
[−1]
mN (vi))
,
we have that both BN (u,v) and B`,p(Nu, 0N/Nv)/B`(0N ) are analytic in Kε. Since the former function is
nonzero on Kε, so is the latter. Then for (u,v) ∈ K2k, we have
B`,p(Nu, 0N/Nv)
B`(0N )
1
BN (u,v)
=
1
(2pii)2k
∮
γ1
dz1
z1 − u1 · · ·
∮
γk
dzk
zk − uk
∮
γk+1
dw1
w1 − v1 · · ·
∮
γ2k
dwk
wk − vk
× B`,p(Nz1, . . . , Nzk, 0
N/Nw1, . . . , Nwk)
B`(0N )
1
BN (z1, . . . , zk, w1, . . . , wk)
= 1 + o(1)
for (u,v) ∈ K2k by Cauchy’s integral formula. This completes our proof. 
4. Simplification of Hypotheses
The main results of this section (Theorem 4.3 and Theorem 4.5) provide a set of sufficient conditions
for Airy-appropriateness, at the expense of some generality. Theorem 4.3 gives conditions in the random
matrix setting and Theorem 4.5 gives analogous conditions in the quantized setting. The advantage of these
conditions is that checking Airy appropriateness is reduced to checking certain properties about the limiting
measures. The key ingredients in the proofs are Theorem 2.4 and analytic subordination in the free additive
convolution, free compression, and its quantized analogues. Our applications (Theorems 1.1 to 1.5) are
proved in Sections 5 and 6 using the developments in this section.
We begin by describing the free additive convolution and free compression. Assume throughout this
section that the measures m,m(1),m(2), . . . are compactly supported Borel probability measures on R.
Theorem 4.1 ([BB07, Theorem 4.1], [Bel14, Theorem 6]). There exist a unique compactly supported measure
m(1) m(2) and unique analytic functions ω1, ω2 : C+ → C+ such that
lim
t↗∞
ωi(it)
it
= 1
Imω1(z), Imω2(z) ≥ Im z(4.1)
Gm(1)m(2)(z) = Gm(1)(ω1(z)) = Gm(2)(ω2(z))(4.2)
z = ω1(z) + ω2(z)− 1
Gm(1)m(2)(z)
.(4.3)
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for all z ∈ C+. Furthermore, if neither m(1) nor m(2) are a single atom, then ω1, ω2 extend continuously to
C+ ∪ R with values in C ∪ {∞}.
The measure m(1) m(2) is known as the free additive convolution of m(1) and m(2). The free additive
convolution first appeared in the work of [Voi86] in terms of the R-transform, i.e. a generating function
of certain quantities known as free cumulants. The existence of subordination functions, giving us our
definition, was established in [Voi93] under some mild restrictions. We omit the proof, but refer the reader
to an elementary complex analytic proof due to Belinschi and Bercovici [BB07] using Denjoy-Wolff fixed
points. The continuity of ω1, ω2 on C+ ∪ R was established by Belinschi [Bel14].
Theorem 4.2 ([BB04, Theorem 2.5]). For each τ ≥ 1, there exists a unique compactly supported measure
piτm and unique analytic function ωτ : C+ → C+ such that
lim
t↗∞
ωτ (it)
it
= 1
Imωτ (z) ≥ Im z
Gpiτm(z) = τGm(ωτ (τz))
z = ωτ (τz) +
1− τ
Gpiτm(z)
for all z ∈ C+. Furthermore, ωτ extends continuously to C+ ∪ R with values in C ∪ {∞}.
The measure piτm is called the free compression of m by compression factor τ ≥ 1. The original statement
of [BB04, Theorem 2.5] was in terms of the convolution semigroup mτ initialized at m, which is uniquely
characterized by the properties mτ1 mτ2 = m(τ1+τ2) and m1 = m. For τ > 0 an integer, we obtain
mτ by dilating the domain of piτm by a factor of τ . In terms of the Cauchy transform, the relation is
Gpiτm(z) = τGmτ (τz).
It can be checked that  is a commutative and associative binary operation, and piτ is distributive over .
Although we are in the setting where our measures are compactly supported, we note that the operations
described above can be extended to arbitrary probability measures on R, see e.g. [MS17] for details.
Fix m ∈M, and let
E− := inf supp m, E+ := sup supp m
We write E±(m) when there is ambiguity in the measure m. Observe that
G is strictly decreasing : (E+,∞) 1:1−→ (0, G(E+)) and (−∞, E−) 1:1−→ (G(E−), 0).(4.4)
Let
G(E−) := lim
x↗E−
G(x), G(E+) := lim
x↘E+
G(x),
the existence of these limits in [−∞,∞] are guaranteed by monotonicity of G.
Theorem 4.3. Suppose τi ≥ 1 and Mi is an integer such that limN→∞Mi/N = τi for 1 ≤ i ≤ n. Under
Assumption 1.1, let ` ∈ RN denote the eigenvalues of
PNX
(1)
M1
P ∗N + · · ·+ PNX(n)MnP ∗N ,
m(i) := 1Mi
∑Mi
j=1 δ`(i)j (Mi)
, and
m := piτ1m
(1)  · · · piτnm(n).
Suppose that
A(u) = G[−1]
m(1)
(u/τ1) + · · ·+G[−1]m(n)(u/τn) +
1−∑ni=1 τi
u
has a minimal real positive critical point z ∈ (0,min1≤i≤nE+(m(i))) ⊂
⋂n
i=1 Om(i) which satisfies A′′(z) > 0.
(i) Then z = Gm(E+(m)).
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(ii) If there exists pi ∈ C \ supp m such that
ΓA
(
n⋂
i=1
τiOm(i),pi , z
)
6= ∅(4.5)
for 1 ≤ i ≤ n, then the multivariate Bessel generating functions of `(N) are Airy edge appropriate
where
AN (u) = G
[−1]
m(1)
(Nu/M1) + · · ·+G[−1]m(n)(Nu/Mn) +
(
1−
∑n
i=1Mi
N
)
1
u
.
(iii) If
Gm(i)({z ∈ C : Re z ≥ G[−1]m(i)(z/τi)}) ⊂ Om(i),pi(4.6)
for some pi ∈ C \ supp m, for each 1 ≤ i ≤ n, then (4.5) is satisfied.
Remark 4. The assumption (4.6) is purely technical, and we believe that the critical point and second
derivative condition on A should be sufficient for Airy appropriateness.
In words, Theorem 4.3 gives a reformulation of Theorem 2.4 in the setting where the measures sums and
projections of unitarily invariant random matrices with deterministic spectra. Theorem 4.3 (ii) states that
we must check that A(u) has a minimal real positive critical point with A′′(z) > 0 and that (4.5) holds.
Theorem 4.3 (iii) allows to us to check (4.6) in place of (4.5).
We present an analogous result for Schur generating functions in the quantized setting. The key connection
between the random matrix and quantized models is given by a variant of the Markov-Krein correspondence.
Theorem 4.4 ([BG15, Theorem 1.10]). There exists a bijection Q :M1 →M such that
exp (−Gm(z)) = 1−GQm(z)(4.7)
for m ∈M1.
The so-called Markov-Krein correspondence is a variant of the bijection above, directly related by conju-
gation of the map on measures which reflects about the origin, see [BG15, §1.5] and references therein for
details.
The quantized free convolution of m(1),m(2) ∈M1 is defined by
m(1) ⊗m(2) := Q−1(Qm(1) Qm(2)).
Given τ ≥ 1, the quantized free compression of m ∈M1 by compression factor τ is defined by
m|τ = Q−1piτQm.
Theorem 4.5. Suppose τi ≥ 1 and Mi is an integer such that limN→∞Mi/N = τi for 1 ≤ i ≤ n. Under
Assumption 1.2, let λ ∈ GTN be distributed as PV where
V :=
(
V
(1)
M1
|U(N)
)
⊗ · · · ⊗
(
V
(n)
Mn
|U(N)
)
,
m(i) := 1Mi
∑Mi
j=1 δλ(i)
j
(Mi)+Mi−j
Mi
, and
m := m(1)
∣∣
τ1
⊗ · · · ⊗m(n)∣∣
τn
.
Suppose that
A(u) = G[−1]
m(1)
(u/τ1) + · · ·+G[−1]m(n)(u/τn) +
1−∑ni=1 τi
1− e−u
has a minimal real positive critical point z ∈ (0,min1≤i≤nE+(m(i))) ⊂
⋂n
i=1 Om(i) which satisfies A′′(z) > 0.
(i) Then z = Gm(E+(m)).
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(ii) If there exists pi ∈ C \ supp m such that
ΓA
(
n⋂
i=1
τiOm(i),pi , z
)
6= ∅(4.8)
for 1 ≤ i ≤ n, then the Schur generating functions of λ(N) are Airy edge appropriate where
AN (u) = G
[−1]
m(1)
(Nu/M1) + · · ·+G[−1]m(n)(Nu/Mn) +
(
1−
∑n
i=1Mi
N
)
1
1− e−u .
(iii) If
Gm(i)({z ∈ C : Re z ≥ G[−1]m(i)(z/τi)}) ⊂ Om(i),pi(4.9)
for some pi ∈ C \ supp m, for each 1 ≤ i ≤ n, then (4.8) is satisfied.
4.1. Domain of the Inverse Cauchy Transform. In preparation for the proofs of Theorems 4.3 and 4.5,
we obtain conditions under which G[−1](u) = zu is a left inverse of G (we already know it is always a right
inverse).
Throughout this subsection, fix m ∈M and let G := Gm. By the expansion
G(z) =
1
z
+O(1)
we know that G is an invertible meromorphic map taking a neighborhood of ∞ to a neighborhood of 0. We
have a candidate inverse G[−1] defined on O. Below, we show that O contains a punctured neighborhood of
0 and that G[−1] is the inverse of G on this neighborhood. Given that p is close enough to the support, we
further glean that this neighborhood is contained in Op.
Proposition 4.6. Let p ∈ C \ supp m and for r > 0, set Dr := {z ∈ C : dist(z, supp m) ≥ r}.
(i) We have (G(E−), G(E+))\{0} is the maximal punctured neighborhood of 0 contained in O, and G[−1]◦G
is the identity on R \ [E−, E+].
(ii) If r ≥ 4(E+ − E−) and p ∈ C \ supp m such that sup{|p− x| : x ∈ supp m} ≤ r/4 , then G(Dr) ⊂ Op
and G[−1] ◦G is the identity on Dr.
Proof. We use the following claim. For z0 ∈ C \ supp m, if u = G(z0), G′(z0) 6= 0, and D−u,z0 is connected,
then G(z0) ∈ O and G[−1](G(z0)) = z0. To see this fact, observe Su is locally quadratic at the critical
point z0. Then the connectedness of D−u,z0 implies that z0 belongs to the boundary of D−u,z0 and two distinct
components D1,D2 of D+u,z0 . At least one of D1,D2, say D1, must be bounded because the unbounded
component of D+u,z0 is unique by Proposition 3.4. Since ReSu is harmonic, the maximum principle implies
cl(D1) intersects supp m. We also cannot have cl(D2) intersect supp m without violating the connectedness
of D−u,z0 ⊂ C \ supp m. Thus D2 is unbounded. By the connectedness of D−u,z0 , we can find a simple closed
curve γ through z0 such that γ \ {z0} ⊂ Du,z0 and γ is positively oriented around supp m, see Figure 2.
We prove (i). If u ∈ (G(E−), G(E+)) \ {0}, there is a unique zu ∈ R \ [E−, E+] such that u = G(zu) by
(4.4), and we have G′(zu) 6= 0. Observe that D−u,zu has no bounded components because
ReSu(z) = uRe z −
∫
log |z − x|dm(x)− log |u|
is decreasing to −∞ as | Im z| increases to ∞ for fixed Re z. By Proposition 3.4, D−u,zu consists of a single
unbounded component and is therefore connected. By our claim, u ∈ O and G[−1](u) = zu. The maximality
of the punctured neighborhood follows from the fact that G[−1] is continuous on O so that if G(E+) ∈ O or
G(E−) ∈ O, then G[−1](G(E+)) = E+ or G[−1](G(E−)), both of which are contradictions since G[−1] maps
into C \ supp m (see Definition 3.3).
We now prove (ii). Fix z0 ∈ Dr and set u = G(z0). For any fixed x0 ∈ supp m, we have
Re
(
(z0 − x0)2
(z0 − x)2
)
= Re
(
1 + 2 · x− x0
z0 − x +
(x− x0)2
(z0 − x)2
)
> 1− 2 · 1
4
− 1
16
> 0
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for every x ∈ supp m, since |x − x0| < E+ − E− and r ≥ 4(E+ − E−). This shows that 1/(z0 − x)2 is
contained in the half-plane {w : Re(w(z0 − x0)2) > 0} for each x ∈ supp m and therefore
G′(z0) = −
∫
R
dm(x)
(z0 − x)2 ∈ {w : Re(w(z − x0)
2) < 0}.
In particular, G′(z0) 6= 0. Observe that if z1 ∈ C \ supp m such that
|z1 − x| ≤ r/4 for x ∈ supp m,
then
ReSu(z1) > ReSu(z0).
Indeed, we have ∣∣∣∣z1 − xz0 − x
∣∣∣∣ < 14
for x ∈ supp m, so that
Re
(
Su(z1)− Su(z0)
)
= Re
(
G(z0)(z1 − z0)
)
−
∫
R
log
∣∣∣∣z1 − xz0 − x
∣∣∣∣ dm(x)
= Re
(
−1 +
∫
R
z1 − x
z0 − xdm(x)
)
−
∫
R
log
∣∣∣∣z1 − xz0 − x
∣∣∣∣ dm(x) > log 4− 54 > 0.
This means that cl(D−u,z0) does not intersect supp m. Thus, D−u,z0 does not contain any bounded components,
as such a component must intersect supp m by harmonicity of ReSu and the maximum principle. By
Proposition 3.4, D−u,z0 consists of a single unbounded component and is therefore connected, see Figure 4.
By our claim, u ∈ O and G[−1](u) = z0. Furthermore, we see that there is only one bounded component of
D+u,zu and that this component contains {p ∈ C \ supp m : |p− x| ≤ E+ − E−}. 
z0
Figure 4. A representative diagram illustrating the level curve {ReSu(z) = ReSu(z0)}
for z0 far from the support. The shaded region is contained in D−u,z0 and the red segments
indicate the support.
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4.2. Free Additive Convolution and Free Compression. For this subsection, we fix τ1, . . . , τn ≥ 1, let
m := piτ1m
(1)  · · · piτnm(n) and denote by G the Cauchy transform of m.
By iterating Theorems 4.1 and 4.2, we obtain
Proposition 4.7. There exist analytic functions ωi : C+ → C+ for 1 ≤ i ≤ n such that
lim
t↗∞
ωi(it)
it
= 1;(4.10)
Imωi(z) ≥ Im z(4.11)
G(z) = τiGm(i)(ωi(τiz))(4.12)
z = ω1(τ1z) + · · ·+ ωn(τnz) + 1−
∑n
i=1 τi
G(z)
(4.13)
for all z ∈ C+, where the inequality (4.11) is strict if none of the measures m(1), . . . ,m(n) are single atoms.
Furthermore, if m(i) is not a single atom for each 1 ≤ i ≤ n, then ω1, ω2 extend continuously to C+∪R with
values in C ∪ {∞}.
Proof. Let Gj denote the Cauchy transform of piτ1m
(1)  · · ·  piτjm(j). By Theorem 4.1, for each j =
1, . . . , n− 1, we have analytic ω˜(j)1 , ω˜(j)2 : C+ → C+ such that
Gj+1(z) = Gj(ω˜
(j)
1 (z)) = Gpiτj+1m(j+1)(ω˜
(j)
2 (z))
z = ω˜
(j)
1 (z) + ω˜
(j)
2 (z)−
1
Gj+1(z)
(4.14)
Set ω
(1)
1 = ω˜
(1)
1 and define iteratively in increasing j = 1, . . . , n− 1
ω
(j+1)
j+1 = ω˜
(j)
2 , ω
(j+1)
i = ω
(j)
i ◦ ω˜(j)1 (1 ≤ i ≤ j).
Inducting in j, we have
Gj+1(z) = Gpiτim(i)(ω
(j+1)
i ), 1 ≤ i ≤ j + 1
z = ω
(j+1)
1 (z) + · · ·+ ω(j+1)j+1 (z)−
j
Gj+1(z)
.
The base case j = 1 is given by (4.14) and for j > 1 we use the previous induction step (replacing j with
j − 1 above), replace z with ω˜(j)1 (z), and combine it with (4.14). In particular, for j = n− 1, this is
G(z) = Gpiτim(i)(ω
(n)
i (z)), 1 ≤ i ≤ n
z = ω
(n)
1 (z) + · · ·+ ω(n)n (z) +
1− n
G(z)
.(4.15)
On the other hand, Theorem 4.2 provides analytic ηi : C+ → C+ such that
Gpiτim(i)(z) = τiGm(i)(ηi(τiz))
z = ηi(τiz) +
1− τi
Gpiτim(i)(z)
.
(4.16)
Set ωi(z) = ηi(τiω
(n)
i (z/τi)). Replacing z in the equation above with ω
(n)
i (z) and combining it with (4.15),
we obtain (4.12) and (4.13) as desired. Properties (4.10), (4.11), uniqueness, and continuity on C+ ∪ R are
inherited from ω˜
(j)
1 , ω˜
(j)
2 and ηi.
It remains to prove that Imωi(z) > Im z for z ∈ C+ if none of m(1), . . . ,m(n) are single atoms. If
Imωi(w) = Imw for some w ∈ C+, then equality propagated through the compositions so that there exists
ζ ∈ C+ such that Im ηi(ζ) = Im ζ. Since Im ηi(z) ≥ Im z for all z ∈ C+, we know Im ηi(z)− z is an analytic
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map from C+ to C+ ∪ R which achieves a real value at ζ. Thus ηi(z)− z is a constant a ∈ R. Then (4.16)
implies
z = τiz + a+
1− τi
τiGm(i)(τiz + a)
which becomes
Gm(i)(z) =
1
z − aτi−1
.
which is the Cauchy transform of a single atom at a/(τi − 1). This completes the proof. 
Let ω1, . . . , ωn be as in Proposition 4.7. Then (4.12) and Proposition 4.6 imply that
ωi(τiz) = G
[−1]
m(i)
(G(z)/τi)(4.17)
for z in a neighborhood of ∞.
Our next task is to obtain a useful representation for the subordination functions in terms of a Cauchy
transform of a measure. For this, we need the following representation theorem which is a converse of the
fact that the Cauchy transform of a finite positive Borel measure on R is a map from C+ → C− and satisfies
1/z + o(1/|z|) as z →∞.
Proposition 4.8. Suppose G : C+ → C− is analytic and lim supy→∞ y|G(iy)| = c < ∞. Then there is a
unique positive Borel measure µ on R such that
G(z) =
∫
R
1
z − tdµ(t) and µ(R) = c.
This is a consequence of the Nevanlinna representation theorem for self-maps of the upper half plane (see
e.g. [Akh65, Chapter III] or [BES18, Lemma 3.1]). We omit the proof, though the details can be found in
[MS17, Theorem 10].
For µ a finite positive Borel measure, we recall that the Cauchy transform admits the inversion formula
µ(I) = lim
ε→0
− 1
pi
∫
I
ImGµ(x+ iε) dx(4.18)
for any interval I ⊂ R with nonempty interior such that the endpoints of I are not atoms of µ (see e.g.
[AGZ10, Theorem 2.4.3]).
Proposition 4.9. Let ω1, . . . , ωn be as in Proposition 4.7 and suppose none of the measures m
(1), . . . ,m(n)
are single atoms. Then there exist finite positive Borel measures µ1, . . . , µn such that
ωi(z)− z = κi +
∫
R
dµi(z)
x− z , z ∈ C \ suppµi,(4.19)
for some κi ∈ R and suppµi ⊂ [τiE−(m), τiE+(m)] for i = 1, . . . , n. In particular ωi is real-valued and
increasing on (τiE+(m),∞) and (−∞, τiE−(m)).
Proof. Fix i ∈ {1, . . . , n}. From the asymptotic expansions of G(z) and G[−1]i (u) near z = ∞ and u = 0
respectively, we have
ωi(z) = G
[−1]
i (G(z/τi)/τi) = z − κi − ci/z +O(1/|z|2)(4.20)
in a neighborhood of ∞ for some κi, ci ∈ R by (4.17). Since none of m(1), . . . ,m(n) are single atoms,
Proposition 4.7 implies Imωi(z) > Im z for z ∈ C+ so that ωi(z)−z is a map from C+ to C+. Proposition 4.8
and (4.10) imply that there exists a finite positive Borel measure µi such that
z − ωi(z)− κi = Gµi(z)
and µi(R) = ci. We note that ci must be positive (µi is nonzero), otherwise violating the strict inequality
Imωi(z) > Im z.
We thus arrive at the integral representation (4.19) which extends to z ∈ C\suppµi. From (4.12) we know
that Imωi(z) = 0 for z ∈ C \ [τiE−(m), τiE+(m)]. By (4.18), we obtain suppµi ⊂ [τiE−(m), τiE+(m)]. 
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The monotonicity of ωi implies that the limit
ωi(τiE+(m)) := lim
t↘τiE+(m)
ωi(t)
is well-defined. By (4.18), (E+(m
(i)),∞) is the maximal right semi-infinite interval on which Gm(i) is
real-valued. Since Gm(i) is also real-valued on (ωi(τiE+(m)),∞) by (4.12), we must have
ωi(τiE+(m)) ≥ E+(m(i))(4.21)
Plugging in z = G[−1](u) into (4.13) and using (4.17), we obtain
G[−1](u) = G[−1]
m(1)
(u/τ1) + · · ·+G[−1]m(n)(u/τn) +
1−∑ni=1 τi
u
(4.22)
for u in a punctured neighborhood of 0 containing (G(E−(m)), G(E+(m))) \ {0}.
4.3. Proof of Theorem 4.3. Let G denote the Cauchy transform of m, E± := E±(m), and E
(i)
± :=
E±(m(i)).
Proof of (i). We rule out z < G(E+) and z > G(E+). If z > G(E+), then by minimality of z and monotonicity
(4.4) of G, we have that A is analytic with nonzero derivative in a neighborhood of (0, G(E+)]. By (4.22),
we know that A = G[−1] in a neighborhood of ∞. Then A has an inverse in a connected neighborhood U
of (0, G(E+)] which must be G. Since A is real valued on U ∩ R, this implies that G is real valued in a
neighborhood of E+ contradicting the inversion formula (4.18) and that sup supp m = E+. If z < G(E+),
then there exists x0 ∈ (E+,∞) such that z = G(x0) so that
A′(z) = 1
G′(x0)
< 0
which contradicts z is a critical point. Thus z = G(E+).
Proof of (ii). Let `(i) := `(i)(Mi) for 1 ≤ i ≤ n. By iterated applications of Lemma 2.5, the multivariate
Bessel generating function for ` is given by
n∏
i=1
B`(i)(z1, . . . , zN , 0Mi−N )
B`(i)(0Mi)
so a supersymmetric lift is given by
S˜N (z1, . . . , zN+k/w1, . . . , wk) =
n∏
i=1
B`(i),pi(z1, . . . , zN+k, 0Mi−N/w1, . . . , wk)
B`(i)(0Mi)
Set u = (u1, . . . , uk), c = (c1, . . . , ck), write Si,u = Sm(i),u and Gi(z) = Gm(i)(z). By Theorem 3.6, if
u1, . . . , uk ∈ Om(i),pi , then
B`(i),pi(Nu+N2/3c, 0Mi/Nu)
B`(i)(0N )
= F
(i)
N (u)
k∏
j=1
exp
(
Mi
(
Si, NMi (uj+N−1/3cj)
(
G
[−1]
i (N(uj +N
−1/3cj)/Mi)
)− Si, NMi uj(G[−1]i (Nuj/Mi)))
)
= F
(i)
N (u)
k∏
j=1
exp
(
N
∫ ui+N−1/3ci
ui
(
G
[−1]
i (Nz/Mi)−
1
Nz/Mi
)
dz
)
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where
F
(i)
N (u) =
D
(
N
Mi
(u+N−1/3c);− NMiu
)
∆
(
N
Mi
(u+N−1/3c)
)
∆
(− NMiu)
∆
(
G
[−1]
i (
N
Mi
(u+N−1/3c))
)
∆
(−G[−1]i ( NMiu))
D
(
G
[−1]
i (
N
Mi
(u+N−1/3c));−G[−1]i ( NMiu)
)
×
k∏
j=1
1√
G′i(G
[−1]
i (
N
Mi
(uj +N−1/3cj)))G′i(G
[−1]
i (
N
Mi
uj))
and we use the fact that
d
du
Si,u(G[−1]i (u)) = G[−1]i (u)−
1
u
.
Suppose u, v tend to some u ∈ Om(i),pi as N →∞. Then
G
[−1]
i (u)−G[−1]i (v) =
1
G′i(G
[−1]
i (u))
(u− v)(1 + o(1)).
It follows that if u1, . . . , uk → u as N →∞, then
F
(i)
N (u) = 1 + o(1).
Observe that
u+N−1/3c
u
= exp
(∫ u+N−1/3c
u
1
z
dz
)
,
for c > 0 fixed, u 6= 0, and where the integral is over a horizontal line segment from u to u+N−1/3c. Thus,
S˜N satisfies (2.3) with
AN (z) =
n∑
i=1
G
[−1]
i (Nz/Mi) +
1−∑ni=1Mi/N
z
which clearly converges to A(u) on compact subsets of Ω = ⋂ni=1 τiOm(i),pi . Using (4.5), we conclude that
the multivariate Bessel generating functions for ` are Airy edge appropriate.
Proof of (iii). Suppose (4.6) holds. We must show (4.5), i.e. construct a curve γ in
Ω :=
n⋂
i=1
τiOm(i),pi
such that
(a) z ∈ γ with A′(z) = 0 and A′′(z) > 0,
(b) γ is positively oriented around 0, and
(c) ReA(z) > ReA(z) for z ∈ γ \ {z}.
Since we assume that A′(z) = 0 and A′′(z) > 0, (a) is satisfied by any contour through z.
Using the representation from Proposition 4.9, we have
ωi(z)− z = κi +
∫
R
dµi(x)
x− z(4.23)
where µi is a finite Borel measure with suppµi ⊂ [τiE−, τiE+]. Thus we view ωi as a continuous function on
C \ [τiE−, τiE+) where the extension to τiE+ is by monotonicity (we can of course extend to τiE− as well).
From the representation above, we have Reωi(x+ it) is increasing as |t| increases for x ≥ τiE+. This gives
us
ωi(τiE+) < Reωi(τiE+ + it), t 6= 0.(4.24)
and
G({z ∈ C : Re z ≥ E+}) = τiGi(ωi({z ∈ C : Re z ≥ τiE+}))
⊂ τiGi({z ∈ C : Re z ≥ ωi(τiE+)}) = τiGi({z ∈ C : Re z ≥ G[−1]i (G(E+)/τi)}) ⊂ τiOm(i),pi
(4.25)
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where the first equality uses (4.12), the second equality uses (4.17), and the final inclusion is our assumption
(4.6). In particular, the monotonicity of G and positivity of z gives
(0, G(E+)] = G([E+,∞)) ⊂ τiOm(i),pi .
By Proposition 4.6 (i),
(0, G(E+)] ⊂ (0, τiGi(E(i)+ )).
Applying G
[−1]
i ◦ τ−1i , we have
[G
[−1]
i (G(E+)/τi),∞) ⊂ (E(i)+ ,∞).
Using (4.17) again, we can choose ε > 0 so that
ωi(τiE+)− ε > E(i)+ , i = 1, . . . , n.
supp(m)
E+
δ
R
ϕ
z
γ
0
Figure 5. A depiction of the curve ϕ (left) and its image γ (right) under G.
Since ωi(z) = z +O(1) as z →∞, we can choose R > 0 so that
Gi(ωi(τiz)) ∈ Om(i),pi , |z| ≥ R
by Proposition 4.6 (ii). Fix a small δ > 0 to be determined. Let ϕ := ϕ1 ∪ ϕ2 be the curve where (i) ϕ1 is
the piecewise linear curve which is a line segment from E+− δ+ iR to E+ and from E+ to E+− δ− iR, and
(ii) ϕ2 is a clockwise arc from E+ − δ− iR to E+ − δ+ iR with large enough radius so that ϕ2 ⊂ {|z| ≥ R}.
Clearly, the real part of ϕ is uniquely maximized at E+. We have
G(ϕj) = τiGi(ωi(τiϕ
j)) ⊂ τiOm(i),pi , i = 1, . . . , n
for j = 2 by our choice of R. By (4.25), the openness of Om(i),pi , and the continuity of Gi ◦ ωi at τiE+,
we can choose δ > 0 sufficiently small so that the above holds for j = 1 as well. Thus γ := G(ϕ) ⊂ Ω, see
Figure 5 for an illustration of ϕ and γ. Clearly G(E+) = z ∈ γ, thus γ satisfies (a). Since ϕ is positively
oriented around ∞, γ satisfies (b). Finally, we have
A(G(z)) = G[−1](G(z)) = z, z ∈ ϕ.
Since the real part of ϕ is maximized at E+, we have
A(G(E+)) > A(u), u ∈ γ \ {G(E+)}.
This proves γ satisfies (c), completing the proof.

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4.4. Subordination for Quantized Operations and Proof of Theorem 4.5. Due to the parallels in
the proofs, we point out the modifications needed to adapt the proof of Theorem 4.3 to that of Theorem 4.5.
We emphasize that in the quantized setting, we have
m = m(1)
∣∣
τ1
⊗ · · · ⊗m(n)∣∣
τn
and
A(u) = G[−1]
m(1)
(u/τ1) + · · ·+G[−1]m(n)(u/τn) +
1
1− e−u
in the setting of Theorem 4.5. We discuss analytic subordination in the quantized setting:
By definition of quantized free convolution and quantized free compression, we have
Qm = piτ1Qm(1)  · · · piτnQm(n).
Thus (4.12), (4.13) give us the existence of analytic maps ω1, . . . , ωn ∈ C+ → C+ such that
GQm(z) = τiGQm(i)(ωi(τiz)), z = ω1(τ1z) + · · ·+ ωn(τnz) +
1−∑ni=1 τi
GQm(z)
.
Recall that ωi extends to C \ suppQm. By (4.7), we obtain
Gm(z) = τiGm(i)(ωi(τiz)),
1
GQm(z)
=
1
1− e−Gm(z)(4.26)
which imply
ωi(τiz) = G
[−1]
m(i)
(Gm(z)/τi), z = ω1(τ1z) + · · ·+ ωn(τnz) + 1−
∑n
i=1 τi
1− e−Gm(z)
where the former holds for z in a neighborhood of ∞ and the latter for z ∈ C+. Setting z = G[−1]m (u) for u
in a punctured neighborhood of 0 in the latter, we obtain
G[−1]m (u) = G
[−1]
m(1)
(u/τ1) + · · ·+G[−1]m(n)(u) +
1
1− e−u(4.27)
for u in some punctured neighborhood of 0.
Proof of (i). The proof is the same as that of Theorem 4.3 (i), where we use A(u) = G[−1]m (u) from (4.27).
Proof of (ii). Let λ(i) := λ(i)(Mi) for 1 ≤ i ≤ n. By iterated applications of Lemma 2.7, the Schur generating
function for λ is given by
n∏
i=1
sλ(i)(e
z1 , . . . , ezN , 0Mi−N )
sλ(i)(0
Mi)
so a supersymmetric lift is given by
S˜N (z1, . . . , zN+k/w1, . . . , wk) =
n∏
i=1
sλ(i),pi(e
z1 , . . . , ezN+k , 0Mi−N/w1, . . . , wk)
sλ(i)(0
Mi)
.
We can use (3.5) to write
S˜N (u1, . . . , uk, 0
N/v1, . . . , vk) =
n∏
i=1
[
k∏
j=1
1
evj
(
uj
euj − 1 ·
evj − 1
vj
)Mi
× D(e
u1 , . . . , euk ;−ev1 , . . . ,−evk)
D(u1, . . . , uk;−v1, . . . ,−vk)
× ∆(u1, . . . , uk)∆(v1, . . . , vk)
∆(eu1 , . . . , euk)∆(ev1 , . . . , evk)
Bλ(i)+δMi ,Npi(u1, . . . , uk, 0Mi/v1, . . . , vk)
Bλ(i)+δMi ,Npi(0Mi)
]
.
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Set u = (u1, . . . , uk), c = (c1, . . . , ck), write Si,u = Sm(i),u and Gi(z) = Gm(i)(z). We can show that
S˜N (u+N
−1/3c, 0N/u) = FN (u)
k∏
j=1
(
uj +N
−1/3cj
uj
euj − 1
euj+N
−1/3cj
)∑n
i=1 Mi
×
n∏
i=1
exp
(
N
∫ ui+N−1/3ci
ui
(
G
[−1]
i (Nz/Mi)−
1
Nz/Mi
)
dz
)
for u1, . . . , uk ∈ Ω :=
⋂n
i=1 τiOm(i),pi , where
FN (u) = 1 + o(1)
if u1, . . . , uk → u as N →∞ for some u ∈ Ω. To see this, we use the fact that
Bλ(i)+δMi ,Npi(u+N−1/3c, 0Mi/u)
Bλ(i)+δMi ,Npi(0Mi)
=
Bλ(i)+δMi
N ,pi
(Nu+N2/3c, 0Mi/Nu)
Bλ(i)+δMi
N ,pi
(0Mi)
where the right hand side has the same limit as in the proof of Theorem 4.3 (ii) with (λ(i) + δMi)/N = `
(i).
Observe that
u+N−1/3c
u
= exp
(∫ u+N−1/3c
u
dz
z
)
,
eu+N
−1/3c − 1
eui − 1 = exp
(∫ u+N−1/3c
u
dz
1− e−z
)
for c > 0 fixed, u 6= 0, and where the integrals are over a horizontal line segment from u to u + N−1/3c.
Thus, S˜N satisfies (2.5) with
AN (z) =
n∑
i=1
G
[−1]
i (Nz/Mi) +
1−∑ni=1Mi/N
1− e−z
which clearly converges to A(u) on compact subsets of Ω. Using (4.8), we conclude that the Schur generating
functions for λ are Airy edge appropriate.
Proof of (iii). The proof is verbatim identical to that of Theorem 4.3 (iii), where we use the subordination
functions ω1, . . . , ωn obtained in the quantized setting.
5. Applications: Random Matrices
We prove Theorems 1.1 to 1.3 in this section. We reformulate them in terms of Airy edge appropriateness.
Let
x(m) := 4(E+(m)− E−(m)) + E+(m), τ(m) :=
(
1 +
G(x(m))2
G′(x(m))
)−1
.(5.1)
Theorem 5.1. Under the hypotheses of Theorem 1.1 with τ(·) as above, the multivariate Bessel generating
functions for ` form an Airy edge appropriate sequence where
AN (u) =
n∑
i=1
Gm(i)(u) +
1− n
u
,
m(i) := 1N
∑N
j=1 δ`(i)j
, and zN is the minimal positive critical point of AN .
Theorem 5.2. Under the hypotheses of Theorem 1.2 with τ(·) as above, the multivariate Bessel generating
functions for ` form an Airy appropriate sequence where
AN (u) =
n∑
i=1
G−1
m(i)
(Nu/Mi) +
1−∑ni=1Mi/N
u
,
m(i) := 1Mi
∑Mi
j=1 δ`(i)j (Mi)
, and zN is the minimal positive critical point of AN .
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Remark 5. By tracking the arguments, the results above continue to hold if we replace x(m) with c(E+ −
E−) +E+ in the definition of τ(m) where c solves log c− c+1c = 0. Then c ≈ 3.59112, reducing the value of
τ(m).
We state a general theorem about Airy fluctuations for two matrix summands which imply Theorem 1.3.
Definition 5.3. Let M be the set of m ∈M such that
• m has a continuous nonzero density ρ on (E−, E+) satisfying
C−1 ≤ ρ(x)
(E+ − x)t ≤ C, x ∈ (E+ − ε, E+)(5.2)
for some C ≥ 1, 0 ≤ t < 1, and ε > 0 sufficiently small, and
• for each ξ > E+,
Gm({z ∈ C : Re z ≥ ξ}) ⊂ Op(5.3)
for some p ∈ C \ supp m.
Remark 6. The set M is closed under translation and dilation.
Theorem 5.4. Under Assumption 1.1, suppose m(1),m(2) ∈M and ` ∈ RN are the eigenvalues of
X
(1)
N +X
(2)
N .
Then the multivariate Bessel generating functions for ` form an Airy appropriate sequence where
AN (u) := G
[−1]
m(1)
(u) +G
[−1]
m(2)
(u)− 1
u
, u ∈ Om(1) ∩Om(2) ,
m(i) := 1N
∑N
j=1 δ`(i)j
, and zN is the minimal critical point of AN .
The main work is in analyzing the Cauchy transform and subordination functions to show that our
applications satisfy the hypotheses of Theorem 4.3. Throughout this section, we write
G′(E+) = lim
z↘∞
G′(z)
where the right hand side limit exists in [−∞,∞) by monotonicity. We state a useful lemma.
Lemma 5.5. Fix m ∈M and let G := Gm. For z ∈ R \ [E−, E+], we have
−G(z)
2
G′(z)
≤ 1,
G(z)G′′(z)− 2G′(z)2 ≥ 0.
Furthermore, −G(z)2/G′(z) is increasing on (E+,∞) and decreasing on (−∞, E−) such that
lim
z→±∞−
G(z)2
G′(z)
= 1.
The inequalities and monotonicity statements are strict if m is not a single atom.
Proof. By Cauchy-Schwarz, for z ∈ R \ [E−, E+] we have the inequalities
G(z)2 ≤ −G′(z), G′(z)2 ≤ 1
2
G(z)G′′(z)
where we use the fact that the sign of 1z−x for x ∈ supp(m) is negative for z < E− and positive for z > E+.
The inequalities above imply the desired inequalities. In particular, we have
− d
dz
G(z)2
G′(z)
=
G(z)2G′′(z)− 2G(z)G′(z)2
G′(z)2
{ ≥ 0 if z > E+,
≤ 0 if z < E−.
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This proves the monotonicity statement. Observe that the inequalities are equalities if and only if m is a
single atom. Finally, we see that
lim
z→±∞−
G(z)2
G′(z)
= lim
z→±∞
(∫
dm(x)
1− xz
)2
∫
dm(x)
(1− xz )2
= 1.

5.1. High Compression/Self-Convolution and Proof of Theorem 5.1. We prove Theorem 5.1. The
main input beyond Theorem 4.3 is a result which asserts that the inverse Cauchy transform of a free
compression of m has a minimal real positive critical point with positive second derivative for suitably
large compressions. Since the free compression gives rise to the free additive convolution semigroup up to
dilation, an alternative interpretation is that such a critical point exists for suitably large self-convolutions
of m. Let G := Gm and E± := E±(m) in this subsection.
Proposition 5.6. If τ ≥ τ(m), then
A(u) := G[−1](u/τ) +
1− τ
u
has a minimal real positive critical point z ∈ (0, τG(E+)) such that A′′(z) > 0 and
G[−1](z/τ)− E+ ≥ 4(E+ − E−).(5.4)
Furthermore, z = Gpiτm(E+(piτm)) and G
′
piτm(E+(piτm)) = −∞.
Proof. We first show that A has a minimal real positive critical point. Plug in u = τG(z) to obtain
A(τG(z)) = z +
1− τ
τG(z)
d
dz
A(τG(z)) = 1 + (1− 1/τ)G
′(z)
G(z)2
valid in a neighborhood of (E+,∞). By Lemma 5.5, G′/G2 is negative and strictly increasing on (E+,∞)
with limit −1 at ∞. The condition τ ≥ τ(m) implies
1
1− 1/τ ≤
1
1− 1/τ(m) = −
G′(x(m))
G(x(m))2
so that
lim
z↗∞
d
dz
A(τG(z)) = 1/τ,
d
dz
A(τG(z))
∣∣∣
z=x0
≤ 0.
Thus, we see that there is a unique critical point ξ of A ◦ τG in [x(m),∞), and that
d2
dz2
A(τG(z)) > 0.
Then z := τG(ξ) is the minimal positive critical point of A in (0, τG(x(m))] and
A′′(z) > 0.
By definition of x(m) and the fact that ξ ≥ x(m), we obtain (5.4).
By Theorem 4.3 (i), z = Gpiτm(E+(piτm)). By (4.22), we have
A(u) = G[−1]piτm(u)
for u ∈ (0, z) on which it is strictly decreasing from ∞ to E+(piτm). On the other hand
1 =
d
dz
A(Gpiτm(z)) = G
′
piτm(z)A
′(Gpiτm(z)), z ∈ (0, E+(piτm)).
Letting z ↘ E+(piτm), we see that G′piτm(E+(piτm)) = −∞ because A′(z) = 0. 
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Proof of Theorem 5.1. We want to apply Theorem 4.3 (iii) for
A(u) := nG[−1](u) + 1− n
u
.
Writing
A(v) :=
1
n
A(v/n) = G[−1](v/n) + 1− n
v
,
we can apply Proposition 5.6 to A and see that A has a minimal real positive critical point z ∈ (0, G(E+))
such that A′′(z) > 0, and
G[−1](z)− E+ > 4(E+ − E−).
In particular, the latter implies
dist(z, supp m) > 4(E+ − E−), Re z ≥ G[−1](z).
Thus, if we choose p ∈ C \ supp m so that |p− x| ≤ E+ − E− for x ∈ supp m, then
G({z ∈ C : Re z ≥ G[−1](z)}) ⊂ Om,p
holds by Proposition 4.6 (ii). Thus the hypotheses of Theorem 4.3 (iii) are satisfied. 
5.2. Minimal Critical Points and Proof of Theorem 5.2. We develop some properties about the
inverse Cauchy transform of the free additive convolution of two measures, given some hypotheses on the
free summands. This is summarized by Proposition 5.7 which gives a condition under which the analytic
continuation of the inverse Cauchy transform for the free additive convolution of two measures has a minimal
real positive critical point with positive second derivative. With these properties, we prove Theorem 5.2 in
this subsection and Theorem 5.4 in the next subsection by an application of Theorem 4.3.
Proposition 5.7. Let m(1),m(2) ∈M, m := m(1) m(2) and ω1, ω2 be as in Theorem 4.1. If
lim
z↘E+(m(i))
G′
m(i)
(z)
Gm(i)(z)
2
= −∞, i = 1, 2,
and
A(u) := G[−1]
m(1)
(u) +G
[−1]
m(2)
(u)− 1
u
, u ∈ Om(1) ∩Om(2) ,
then ωi(E+(m)) > E
(i)
+ (m) for i = 1, 2, and z := Gm(E+(m)) ∈
(
0,mini=1,2Gm(i)(E+(m
(i)))
)
is the
minimal positive critical point of A. Moreover,
A′′(z) > 0.
Proof. Write Gi := Gm(i) , E
(i)
± := E±(m
(i)) for i = 1, 2, G := Gm, E± := E±(m). Let
I(z) :=
(
1− Im z
Imω1(z)
)(
1− Im z
Imω2(z)
)
, z ∈ C \ [E−, E+].
By (4.1), we have
I(z) ≤ 1, z ∈ C \ [E−, E+].(5.5)
From the equalities∫ dm(i)(x)
|ωi(z)−x|2 −
∣∣∣∫ dm(i)(x)ωi(z)−x ∣∣∣2∣∣∣∫ dm(i)(x)ωi(z)−x ∣∣∣2 =
Im 1Gi(ωi(z))
Imωi(z)
− 1 =
Im 1G(z)
Imωi(z)
− 1, i = 1, 2,
(
Im 1G(z)
Imω1(z)
− 1
)(
Im 1G(z)
Imω2(z)
− 1
)
=
(
Imω2(z)
Imω1(z)
− Im z
Imω1(z)
)(
Imω1(z)
Imω2(z)
− Im z
Imω2(z)
)
= I(z)
where the latter follows from (4.3), we obtain
I(z) = − G
′
i(ωi(z))
Gi(ωi(z))2
− 1 = −G
′
i(ωi(z))
G(z)2
− 1, z : ωi(z) ∈ R \ [E(i)− , E(i)+ ](5.6)
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By monotonicity, ωi(E+) := limz↘E+ ωi(z) exists, for i = 1, 2. We claim that
ωi(E+) > E
(i)
+ , i = 1, 2.(5.7)
Assume for contradiction that ω1(E+) ≤ E(1)+ . By strict monotonicity, ω1([E+,∞)) = [ω1(E+),∞), and
there exists a unique x1 ∈ [E+,∞) such that ω1(x1) = E(1)+ . If ω2(E+) ≤ E(2)+ , then similarly there is a
unique x2 ∈ [E(2)+ ,∞) such that ω2(x2) = E(2)+ . In this case, assume without loss of generality that x1 ≥ x2.
Then, in any case, ω2([x1,∞)) ⊂ [E(2)+ ,∞). Thus
lim
z↘x1
(
− G
′
1(ω1(z))
G1(ω1(z))2
− 1
)(
− G
′
2(ω2(z))
G2(ω2(z))2
− 1
)
=∞
because, as z approaches x1 from above, both factors are increasing by Lemma 5.5, and the first factor
diverges to ∞ by our hypothesis. However, this contradicts (5.5) by way of (5.6). This proves (5.7).
We now know that G(E+) is finite because G(E+) = Gi(ωi(E+)) < Gi(E
(i)
+ ). By Proposition 4.6 (i),
(0, G(E+)] ⊂ Om(1) ∩Om(2) . By (4.22), we have
A(u) = G[−1](u)
on (0, G(E+)). In particular, A is strictly decreasing on (0, G(E+)) by (4.4). So if G(E+) is a critical point
of A, it is the minimal positive critical point.
We show that G(E+) is a critical point of A. By (4.3), we may write
A(G(z)) = z = ω1(z) + ω2(z)− 1
G(z)
valid for z in a neighborhood of (E+,∞). Then
A′(G(z)) = ω
′
1(z)
G′(z)
+
ω′2(z)
G′(z)
+
1
G(z)2
, z ∈ (E+,∞)
Taking derivatives on either side of (4.2) implies
A′(G(z)) = 1
G′1(ω1(z))
+
1
G′2(ω2(z))
+
1
G(z)2
.
Thus the critical point equation we seek is
1
G′1(ω1(E+))
+
1
G′2(ω2(E+))
+
1
G(E+)2
= 0.
This is equivalent to
I(E+) = 1(5.8)
by (5.6). In other words, we want to show that (5.5) is saturated at E+.
We now prove (5.8). Since ωi(E+) > E
(i)
+ , we may choose ε > 0 small enough so that ωi([E+ − ε, E+]) is
contained in a compact subset of {ω ∈ C+ ∪ R : Reω > E(i)+ } for i = 1, 2. Then by the observation
lim
t↘0
ImG(x+ it) = lim
t↘0
ImGi(ωi(x+ it)), x ∈ [E+ − ε, E+], i = 1, 2,(5.9)
we have for x ∈ [E+− ε, E+] that ω1(x+ it) ∈ R if and only if ω2(x+ it) ∈ R. Indeed (5.9) is 0 exactly when
ωi(x) is real for i = 1, 2 — note that we used the fact that ωi(x) is away from the support of m
(i) when
x ∈ [E+ − ε, E+].
We claim there exists a real monotone sequence {xn} in (E+ − ε, E+) such that xn ↗ E+ as n → ∞
and Imω1(xn) > 0; therefore Imω2(xn) > 0 on this sequence as well. Assume for contradiction that such a
sequence {xn} does not exist. Then there would exist some δ ∈ (0, ε) such that ω1(x) ∈ R for x ∈ [E+−δ, E+).
From (5.9), we would have
lim
t↘0
ImG(x+ it) = 0, x ∈ [E+ − δ, E+).
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The inversion formula for the Cauchy transform would then imply [E+ − δ, E+) ⊂ R \ supp m which can
only happen if m has an atom at E+. However, this would contradict the finiteness of G(E+), proving the
claim. On this sequence {xn}, we have
lim
t↘0
(
1− t
Imω1(xn + it)
)(
1− t
Imω2(xn + it)
)
= 1.
Then I(xn) = 1 since ωi(xn) > E
(i)
+ for i = 1, 2. By taking n → ∞, we obtain (5.8). We have shown that
E+ is the minimal positive critical point of A.
It remains to show that A′′(G(E+)) > 0. It will be convenient to set
Fi(z) =
1
Gi(z)
, i = 1, 2.
Since G(E+) ∈ Om(2) and Om(2) is open, we have G[−1]2 defined in a neighborhood of G(E+), and likewise
the functional inverse of F2 is defined in a neighborhood of F (E+). Moreover,
F−12 (F1(ω1(z))) = G
[−1]
2 (G1(ω1(z))) = ω2(z)
in a neighborhood of E+ by (4.2). Then
A(G1(ω)) = ω +G[−1]2 (G1(ω))−
1
G1(ω)
= ω + F−12 (F1(ω))− F1(ω)
in a neighborhood of ω1(E+). We have
d2
dω2
A(G1(ω)) = F
′′
1 (ω)
(F ′2 ◦ F−12 ◦ F1)(ω)
− F
′
1(ω)
2
(F ′2 ◦ F−12 ◦ F1)(ω)3
(F ′′2 ◦ F−12 ◦ F1)(ω)− F ′′1 (ω).
The left hand side can also be expressed as
d2
dω2
A(G1(ω)) = A′′(G1(ω))G′1(ω)2 +A′(G1(ω))G′′1(ω).
Using (4.2) and the fact that G(E+) is a critical point of A, we arrive at
A′′(G(E+))G′1(ω1(E+))2 = −
F ′′1 (ω1(E+))
F ′2(ω2(E+))
(
F ′2(ω2(E+))− 1
)
− F
′
1(ω1(E+))
2
F ′2(ω2(E+))3
F ′′2 (ω2(E+))
upon evaluating at ω = ω1(E+). The right hand side is positive because
F ′i (ωi(E+))− 1 =
−G′i(ωi(E+))−Gi(ωi(E+))2
Gi(ωi(E+))2
> 0
F ′′i (ωi(E+)) =
−G′′i (ωi(E+))Gi(ωi(E+)) + 2G′i(ωi(E+))2
Gi(ωi(E+))3
< 0
for i = 1, 2, where both lines follow from Lemma 5.5 and ωi(E+) > E
(i)
+ . Thus A′′(G(E+)) > 0. 
Proof of Theorem 5.2. Our goal is to apply Theorem 4.3 (iii) to
A(u) := G[−1]
m(1)
(u/τ1) + · · ·+G[−1]m(n)(u/τn) +
1−∑ni=1 τi
u
= G
[−1]
piτ1m
(1)(u) + · · ·+G[−1]piτnm(n)(u) +
1− n
u
where the equality follows from
G
[−1]
piτim
(i)(u) = G
[−1]
m(i)
(u) +
1− τi
u
which is a special case of (4.22).
Let Gj := Gpiτ1m(1)···piτjm(j) and Ej := E+(piτ1m(1)  · · · piτjm(j)). Set
Aj(u) := G[−1]piτ1m(1)(u) + · · ·+G
[−1]
piτjm
(j)(u) +
1− j
u
.
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We claim that for each j = 1, . . . , n, Gj(Ej) ∈
(
0,min1≤i≤j Gpiτim(i)(E+(piτim
(i)))
)
is the minimal real
positive critical point of Aj and
A′′j (Gj(Ej)) > 0.
We proceed by induction. The claim for j = 1 follows from Proposition 5.6. Suppose we know the claim
holds for j − 1 ∈ {1, . . . , n− 1}. Since
Aj−1(u) = G[−1]j−1 (u)
for u ∈ (0,Gj−1(Ej−1)), we take take a derivative and send u → Gj−1(Ej−1) to see that G′j−1(Ej−1) = −∞.
Thus
lim
z↘Ej−1
G′j−1(Ej−1)
Gj−1(Ej−1)2 = −∞, limz↘E+(piτjm(j))
G′
piτjm
(j)(z)
Gpiτjm(j)(z)
2
= −∞
where the latter follows from Proposition 5.6. Writing
Aj(u) = G[−1]j−1 (u) +G[−1]piτjm(j)(u)−
1
u
,
our claim follows for j by Proposition 5.7. In particular, for j = n, we have that A(u) has a minimal
positive critical point z := G(E+) ∈
(
0,min1≤i≤nGpiτim(i)(E+(piτim
(i)))
)
where G is the Cauchy transform
of piτ1m
(1)  · · · piτnm(n), E+ := E+(m), and A′′(z) > 0.
By Proposition 5.6, for each i = 1, . . . , n, we have
G
[−1]
m(i)
(z/τi)− E+(m(i)) > G[−1]m(i)(Gpiτim(i)(E+(piτim
(i)))/τi)− E+(m(i)) > 4
(
E+(m
(i))− E−(m(i))
)
so that
dist(z, supp m(i)) > 4
(
E+(m
(i))− E−(m(i))
)
, Re z ≥ G[−1]m (z/τi)
for each 1 ≤ i ≤ n. For each 1 ≤ i ≤ n, choose pi ∈ C \ supp m so that |pi − x| ≤ E+(m(i))− E−(m(i)) for
x ∈ supp m(i). Then
Gm(i)({z ∈ C : Re z ≥ G[−1]m(i)(z/τi)}) ⊂ Om(i),pi
holds by Proposition 4.6 (ii). Thus the hypotheses of Theorem 4.3 (iii) are satisfied. 
5.3. Two Free Summands.
Proof of Theorem 5.4. We apply Theorem 4.3 (iii) to
A(u) := G[−1]
m(1)
(u) +G
[−1]
m(2)
(u)− 1
u
.
Let ω1, ω2 denote the associated subordination functions. Fix i ∈ {1, 2}. Assume t > −1 so that the integral∫ 1
0
(1− x)t dx converges. Given any integer k ≥ 1, we have∫ 1
0
(1− x)t
(z − x)k dx ∼
{
log |z − 1| if t = k − 1,
|z − 1|t−k+1 if t < k − 1
as z approaches 1 with | arg(z− 1)| < pi− c for some small constant c > 0. Since m(i) satisfies (5.2) for some
exponent −1 < ti < 1, we have∫
dm(i)(x)
(ω − x)2 ∼ (ω − E
(i)
+ )
ti−1, ω ↘ E(i)+ ;∣∣∣∣∫ dm(i)(x)ω − x
∣∣∣∣ ∼ { ∣∣ log(ω − E(i)+ )∣∣ ∨ (ω − E(i)+ )ti if −1 < ti ≤ 01 if 0 < ti < 1 , ω ↘ E(i)+ ,
which implies
lim
ω↘E(i)+
− G
′
i(ω)
Gi(ω)2
→∞.
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Thus Proposition 5.7 implies ωi(E+) > E
(i)
+ , z := G(E+) ∈
(
0,mini=1,2Gi(E
(i)
+ )
)
is the minimal positive
critical point of A and satisfies A′′(z) > 0. By definition of M, we have m(1),m(2) satisfy (4.6), thus
completing the proof. 
We conclude this section with examples of measures in M, including a proof of Theorem 1.3. Fix m ∈M.
We require a preliminary discussion about the sublevel sets of S. Observe that (5.2) implies ReSu(z) extends
continuously to C \ {E−}. Fix z ∈ C with Re z > E+. We check that
D−G(z) := {w ∈ C \ {E−} : ReSG(z)(w) < ReSG(z)(z)}
is connected and unbounded. Indeed, D−G(z) contains D−G(z) ⊂ C \ supp m which has a unique unbounded
component by Proposition 3.4. Thus if D−G(z) is not connected then it must have a bounded component and
the harmonic principle implies that any bounded component must intersect supp m. However, if x0 is in this
intersection and ± Im z ≥ 0, then
ReSG(z)(x0 ± it) = Re(x0G(z))± Re(itG(z))−
∫
log |x0 + it− x|dm(x)− Re logG(z)
is strictly decreasing to −∞ as t ∈ (0,∞) increases, since ∓ ImG(z) ≥ 0 and ReG(z) > 0 — a contradiction.
Thus D−G(z) must be connected.
The property Re z > E+ also implies that
S ′G(z)(w)
∣∣
w=z
= 0, S ′′G(z)(w)
∣∣
w=z
= −G′(z) 6= 0.
Thus SG(z)(w) is locally quadratic at w = z, and z is contained in the boundary of D−G(z) and two distinct
components of
D+G(z) := {w ∈ C \ {E−} : ReSG(z) > ReSG(z)}.
By the uniqueness of the unbounded component of D+G(z) ⊂ D+G(z), we see that one of these components of
D+G(z) is bounded and must therefore intersect supp m.
Lemma 5.8. If m ∈M and
D+G(z) ∩ supp m(5.10)
is an interval containing E+ for any z ∈ C with Re z > E+, then m ∈M.
Proof. By our discussion above, (5.10) implies that D+G(z) has a single bounded component containing E+
in its interior and z on its boundary. Thus, we can find γ ⊂ C \ supp m passing through z such that
γ \ {z} ⊂ D−G(z). In view of the discussion above, we have z ∈ O and z = G−1(G(z)). Furthermore, for
any compact subset K of {z ∈ C : Re z ≥ ξ} and any ξ > E+, we can choose p close enough to E+ so that
G(K) ⊂ Op. By Proposition 4.6 (ii), we see that (5.3) holds. 
Example 5.1 (Nonpositivity of Cauchy Transform on Support). If m ∈M and ReGm(z) extends continu-
ously to a nonpositive function on (E−, E+), then m ∈M. Indeed, for Re z ≥ E+, we have
∂
∂x
ReSG(z)(x) = Re
(
G(z)−G(x)) > 0
for all x ∈ (E−, E+]. Since D+G(z) intersects (E−, E+] nontrivially, we must have that D+G(z) ∩ supp m is an
interval containing E+. By Lemma 5.8, m ∈M.
We provide a couple concrete examples of measures in M.
Example 5.2 (Jacobi Measure for a Range of Exponents). We consider measures m with density of the
form
1
Za,b
xa(1− x)b1(0,1)
where Za,b is a normalization constant. To satisfy integrability, we require a, b > −1. We show that m ∈M
for a ≥ −1/2 and −1 < b ≤ −1/2. Since M is closed under dilations and translations, this implies measures
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with density proportional to (x − α)a(β − x)b1(α,β) with (a, b) ∈ [−1/2,∞) × (−1,−1/2] are contained in
M. Let G(z) denote the Cauchy transform of m. Then ReG(z) extends to C \ {a, b} coinciding with the
principal value integral on (a, b). By [EMOT54, §15.2, Eq.(33)], this can be exactly evaluated for z ∈ (0, 1)
by
ReG(z) = −za(1− z)bpi cot(bpi) + Γ(a+ 1)Γ(b)
Γ(a+ b+ 1)
2F1(−α− β, 1; 1− β; 1− z) z ∈ (0, 1)
where we recall the Gauss hypergeometric function
2F1(a, b; c; z) =
∞∑
k=0
(a)k(b)k
(c)k
zk
k!
for z ∈ (0, 1) and (x)k = x(x + 1) · · · (x + k − 1). We see that both summands are nonpositive if a ≥ −1/2
and −1 < b ≤ −1/2. Thus, ReG(z) ≤ 0 for z ∈ (0, 1). By Example 5.1, we see that m ∈M.
With strict inequalities a > −1/2 and −1 < b < −1/2, we can see that ReG(z) is negative on (0, 1). As
a result, small perturbations of these measures in the support, for example in L∞ norm of the densities,
preserve this negative sign and therefore remain in M.
Our final example, the uniform measure of an interval, does not satisfy the nonpositivity condition, but
satisfies (5.3).
Example 5.3 (Uniform Measure). The uniform measure on [0, 1] has Cauchy transform
G(z) = log
(
z
z − 1
)
.
First, observe that
∂
∂x
ReSG(z)(x) = Re (G(z)−G(x)) = log
∣∣∣∣ zz − 1
∣∣∣∣− log ∣∣∣∣ xx− 1
∣∣∣∣
is decreasing for x ∈ (0, 1) which implies ReSG(z)(x) is a unimodal function on (0, 1). This implies D+G(z) ∩
supp m is an interval. Thus it remains to show 1 ∈ D+G(z) for Re z > 1. We can see that
∂
∂z
(SG(z)(1)− SG(z)(z)) = (1− z)G′(z) = 1
z
Then for z with Re z > 1 and Im z ≥ 0, we have
SG(z)(1)− SG(z)(z) =
∫ Re z
1
1
s
ds+
∫ Im z
0
i
Re z + it
dt.
Then
Re
(SG(z)(1)− SG(z)(z)) = ∫ Re z
1
1
s
ds+
∫ Im z
0
t
(Re z)2 + t2
dt > 0.
The argument for Im z ≤ 0 is similar, or use conjugate symmetry. Thus, 1 ∈ D+G(z) for Re z > 1.
More generally, one can show that the Jacobi measure with parameters 0 ≤ a ≤ 1/2, −1/2 ≤ b ≤ 0 is
contained in M using a similar unimodality argument combined with checking 1 ∈ D+G(z) for Re z > 1. We
do not a provide a rigorous proof for the sake of brevity.
6. Applications: Representations of the Unitary Group
We conclude with proofs of Theorems 1.4 and 1.5 which are immediate consequences of the following
theorems by Theorem 2.4. Given m ∈M1, let
τq(m) :=
(
1 +
(eGm(x(m)) − 1)2
eGm(x(m))G′m(x(m))
)−1
(6.1)
where we recall x(m) = 4(E+ − E−) + E+.
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Theorem 6.1. Under the hypotheses of Theorem 1.4 with τq(·) as above, the Schur generating functions for
λ form an Airy edge appropriate sequence where
AN (u) =
N∑
i=1
G−1
m(i)
(u) +
1− n
1− e−u ,
m(i) := 1N
∑N
j=1 δλ(i)
j
+N−j
N
, and zN is the minimal positive critical point of AN .
Theorem 6.2. Under the hypotheses of Theorem 1.5 with τq(·) as above, the Schur generating functions for
λ form an Airy edge appropriate sequence where
AN (u) =
n∑
i=1
G−1
m(i)
(Nu/Mi) +
1−∑ni=1Mi/N
1− e−u ,
m(i) := 1Mi
∑Mi
j=1 δλ(i)
j
(Mi)+Mi−j
Mi
, and zN is the minimal positive critical point of AN .
6.1. Proofs of Theorem 6.1 and 6.2. The proof of Theorem 6.1 follows a path analogous to that of
Theorem 5.1. The proof of Theorem 6.2 relies heavily on (4.7).
For m ∈M1, we note that
(E−(Qm), E+(Qm)) ⊂ (E−(m), E+(m))(6.2)
Indeed, Gm(z) is positive and real for z ∈ (E+(m),∞) so that GQm(z) is positive for z ∈ (E+(m),∞) by
(4.7). This implies E+(Qm) ≤ E+(m) from (4.18), and we can likewise show E−(Qm) ≥ E−(m).
Proposition 6.3. If τ ≥ τq(m), then
A(u) := G[−1]m (u/τ) +
1− τ
1− e−u
has a minimal real positive critical point z ∈ (0, τGm(E+(m))) such that A′′(z) > 0 and
G[−1]m (z/τ)− E+(m) > 4(E+(m)− E−(m)).
Furthermore, z = Gm|τ (E+(m|τ )) and G′m|τ (E+(m|τ )) = −∞.
Proof. We omit the details as the proof is virtually identical to that of Proposition 5.6. The key difference
is that Theorem 5.1 relies on the strict monotonicity of −G′/G2 = (d/dz)(1/G). Here, we use the strict
monotonicity of
− e
Gm(z)G′m(z)
(eGm(z) − 1)2 =
d
dz
1
1− e−Gm(z)
which follows from the fact that
1
1− e−Gm(z) =
1
GQm(z)
by (4.7). 
Proof of Theorem 6.1. The proof is essentially the same as that of Theorem 5.1 where we use Proposition 6.3
in place of Proposition 5.6. 
Lemma 6.4. If m ∈ M1, 0 < Gm(E+(m)) < ∞, and G′m(E+(m)) = −∞, then E+(m) = E+(Qm),
0 < GQm(E+(Qm)) <∞, and G′Qm(E+(Qm)) = −∞.
Proof. By (4.7), we have 0 < GQm(E+(m)) <∞. Taking derivatives of (4.7), we obtain
e−Gm(z)Gm(z)′ = G′Qm(z)
from which we see that G′Qm(E+(m)) = −∞. Since GQm(z) is finite for z ∈ (E+(Qm),∞) and E+(Qm) ≤
E+(m) by (6.2), we must have E+(Qm) = E+(m). 
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Proof of Theorem 6.2. We show that we can apply Theorem 4.5 (iii). We have
A(u) = G[−1]
m(1)
(u/τ1) + · · ·+G[−1]m(n)(u/τn) +
1−∑ni=1 τi
1− e−u .
By Proposition 6.3,
0 < Gm(i)|τi (E+(m
(i)|τi)) <∞, G′m(i)|τi (E+(m
(i)|τi)) = −∞.
Then Lemma 6.4 implies E(i) := E+(m
(i)|τi) = E+(piτiQm(i)),
0 < GpiτiQm(i)(E
(i)) <∞, G′piτiQm(i)(E
(i)) = −∞.
Iterating Proposition 5.7 as in the proof of Theorem 5.2, we obtain
AQ(v) := G[−1]Qm(1)(v/τ1) + · · ·+G
[−1]
Qm(n)(v/τn) +
1−∑ni=1 τi
v
has a minimal positive critical point zQ = GQm(E+(Qm)) ∈
(
0,min1≤i≤nGpiτiQm(i)(E
(i)))
)
and A′′Q(zQ) >
0. Moreover, we have subordination functions ω1, . . . , ωn satisfying
GpiτiQm(i)(ωi(z)) = GQm(z), i = 1, . . . , n
and
ωi(E+(Qm)) > E(i).
From this, we see that ωi(z) is real for z ∈ (E+(Qm),∞). By (4.26), these same functions satisfy
Gm(i)|τi (ωi(z)) = Gm(z), i = 1, . . . , n.(6.3)
It follows that E := E+(Qm) = E+(m). Indeed, the inequality E+(Qm) ≤ E+(m) from (6.2) cannot be
strict because (6.3) implies Gm(z) is real for z ∈ (E+(Qm),∞) so that E+(m) ≤ E+(Qm) by (4.18).
We have that z := Gm(E) is finite by (4.7) and the finiteness of zQ. Therefore, the map GQm(G
[−1]
m (u))
is an invertible map from (0, z] to (0, zQ]. Similarly, GpiτiQm(i)(G
[−1]
m(i)|τi
(u)) is an invertible map from
(0, Gm(i)|τi (E
(i))] to (0, GpiτiQm(i)(E
(i))] for 1 ≤ i ≤ n. Moreover, (4.7) shows that
GQm(G[−1]m (u)) = 1− e−u, GpiτiQm(i)(Gm(i)|τi (u)) = 1− e
−u
on their respective domains. In particular, the maps agree. Thus, z ∈
(
0,min1≤i≤nGm(i)|τi (E
(i))
)
. Fur-
thermore,
AQ(1− e−u) = G[−1]Qm (1− e−u) = G[−1]m (u) = A(u), u ∈ (0, Gm(E+(m))]
by (4.22) and (4.27), so that z is the minimal positive critical point of A and A′′(z) > 0. Finally, we argue
as in the proof of Theorem 5.2 to prove (4.9). 
AIRY POINT PROCESS VIA SUPERSYMMETRIC LIFTS 55
Appendix A. Supersymmetric Lifts
A.1. Supersymmetric Schur Functions. We describe a general family of symmetric lifts of the Schur
functions subsuming those used in this article and a special case which gives the supersymmetric Schur
functions.
Let δN = (N − 1, N − 2, . . . , 1, 0) and λ = (λ1 ≥ · · · ≥ λN ) ∈ ZN . Set x = (x1, . . . , xN+k) and
y = (y1, . . . , yk). Given some function f : Ω ⊂ C→ C, define
F (x,y) = (f(xi, yj))1≤i≤N+k
1≤j≤k
and
sλ,f (x/y) := (−1)Nk D(x;−y)
∆(x)∆(−y) det
(
F (x,y) Aλ+δN (x)
)
.
Theorem A.1. If
lim
x→y(x− y)f(x, y) = 1,
then sλ,f (x/y) is a supersymmetric lift of sλ(x1, . . . , xN ) on Ω.
Proof. The proof is identical to that of Theorem 3.1. 
In the case where f(x, y) = 1/(x−y), we have a connection with the algebra of supersymmetric polynomials
which we now briefly define. We refer the reader to [Mac95, I, 3, Examples 23 & 24], [Moe07, Chapter 2] for
further details.
Let Λn denote the algebra of symmetric polynomials in n-variables x1, . . . , xn and
Λ = lim←−
n
Λn
be the algebra of symmetric functions where the projection Λn+1 → Λn is the map setting xn+1 = 0. Denote
by prn : Λ → Λn the natural projections. Since the Newton power sums pk form an algebraic basis for
Λ, an algebra homomorphism on Λ is determined by its action on the Newton power sums. The algebra
of supersymmetric polynomials in ordinary variables (x1, . . . , xm) and dual variables (y1, . . . , yn), denoted
Λm,n, is the image of the map pr
super
m,n : Λ→ C[x1, . . . , xm, y1, . . . , yn] determined by
p0 7→ 1, pk 7→
m∑
i=1
xki −
n∑
j=1
ykj .
From this definition, it is apparent that setting xm = yn cancels these two variables. Thus, if we fix an
element g ∈ Λ and a positive integer, then prsupern+k,kg for k ≥ 0 is a supersymmetric lift of prng.
In particular, we consider the Schur function sλ ∈ Λ, defined by the projective limit of sλ(x1, . . . , xn) ∈ Λn.
The supersymmetric Schur function sλ(x1, . . . , xm/y1, . . . , yn) is the image of sλ ∈ Λ by the map prsuperm,n .
Then sλ(x1, . . . , xn+k/y1, . . . , yk) for k ≥ 0 is a supersymmetric lift of sλ(x1, . . . , xn).
Theorem A.2 ([MvdJ03]). For λ ∈ GTN , we have
sλ(x1, . . . , xN+k/y1, . . . , yk) = sλ,f (x1, . . . , xN+k/y1, . . . , yk)
where f(x, y) = 1/(x− y).
We note that Moens and Van der Jeugt show a more general formula for sλ(x1, . . . , xm/y1, . . . , yn) where
they do not require the condition m− n = N for λ ∈ GTN . Their notation differs from ours by yi 7→ −yi.
We are able to obtain contour integral expressions for the supersymmetric Schur functions which resemble
the contour integral formula Theorem 3.2 for the supersymmetric lift of the multivariate Bessel function used
in this article. Recall that ∆(x1, . . . , xk) =
∏
1≤i<j≤k(xi − xj).
Theorem A.3. Suppose λ ∈ GTN , x = (x1, . . . , xk),y = (y1, . . . , yk), and 0 < q < 1. Then
sλ(x, 1, q, . . . , q
N−1/y)
sλ(1, q, . . . , qN−1)
=
∏k
i,j=1(xi − yj)
∆(x)∆(−y) det
(
1
xi − yj
sλ(xi, 1, q, . . . , q
N−1/yj)
sλ(1, q, . . . , qN−1)
)k
i,j=1
.(A.1)
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If x, y ∈ C \ {1, q, . . . , qN−1}, then
sλ(x, 1, q, . . . , q
N−1/y)
sλ(1, q, . . . , qN−1)
= (x− y)
N∏
i=1
y − qi−1
x− qi−1
(
1
x− y +
∮ ∮
log q
qw−z − 1 ·
pieσipiw
sinpiw
· x
z
yw+1
(
N∏
i=1
qw − qλi+N−i
qz − qλi+N−i
)
dw dz
(2pii)2
)(A.2)
where σ ∈ {+1,−1} such that σ = sign(arg y) whenever |y| = 1, the z-contour contains {λr +N − r}Nr=1 and
the w-contour is a union of two rays, with initial point p ∈ (−1, 0), positively oriented around the z-contour
and 0, 1, 2, . . .. If |y| 6= 1, we take these rays to satisfy
Re(w · log y) > 0
for |w| large.
Proof. Set `i = λi +N − i and
a(x) = (x`1 , . . . , x`N ), b(y) =
(
1
y − qN−1 ,
1
y − qN−2 , . . .
1
y − 1
)
and denote the transpose of a vector u by u′. Arguing as in the proof of Proposition 3.7, we obtain (A.1)
and
sλ(x, q
N−1, qN−2, . . . , 1/y)
sλ(qN−1, qN−2, . . . , 1)
= (x− y)
N∏
i=1
y − qi−1
x− qi−1
(
1
x− y + a(x)
′A−1` b(y)
)
where
A` :=

q(N−1)`1 q(N−1)`2 · · · q(N−1)`N
q(N−2)`1 q(N−2)`2 · · · q(N−2)`N
...
...
. . .
...
1 1 · · · 1
 .
Using the inverse Vandermonde formula and assuming that |y| > qN−1, we have
a(x)′A−1` b(y) =
N∑
a,b=1
(−1)b−1 x
`a
y − qN−b
eb−1(q`1 , . . . , q̂`a , . . . , q`N )∏
j 6=a(q`a − q`j )
=
∞∑
k=0
N∑
a,b=1
(−1)b−1x
`aqk(N−b)
yk+1
eb−1(q`1 , . . . , q̂`a , . . . , q`N )∏
j 6=a(q`a − q`j )
=
∞∑
k=0
N∑
a=1
x`a
yk+1
∏
j 6=a
qk − q`j
q`a − q`j
where the final line follows from the generating function for the elementary symmetric functions. The sum
in a can be contracted into a contour yielding
∞∑
k=0
∮
1
yk+1
dz
2pii
· x
z log q
qk−z − 1
N∏
j=1
qk − q`j
qz − q`j
where the z-contour is positively oriented around {`1, . . . , `N} and no other poles of the integrand. Since
the poles of pisinpiz have residue (−1)k for k ∈ Z, we obtain (A.2) by analytically continuing y 
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A.2. Finite Rank Perturbations of Normalized Schur Functions. In [GS18], Gorin-Sun consider the
following function. Let 0 < b1, . . . , bk ≤ N be distinct integers and a1, . . . , ak ∈ C. Given ` = (`1 > · · · > `N ),
define
B`(a1, . . . , ak/b1, . . . , bk) :=
Bλ(a1, . . . , ak, N − 1, . . . , b̂i1 , . . . , b̂ik , . . . , 0)
B`(N − 1, . . . , 0)
where i1, . . . , ik is the permutation of 1, . . . , k such that bi1 > · · · > bik . Then B` satisfies a cancellation
property:
B`(a1, . . . , ak/b1, . . . , bk)|ak=bk = B`(a1, . . . , ak−1/b1, . . . , bk−1)
with B` = 1 for k = 0.
Theorem A.4 ([GS18, Theorem 3.2]). Set a = (a1, . . . , ak) and b = (b1, . . . , bk). Then
B`(a1, . . . , ak/b1, . . . , bk) =
D(a,−b)
∆(a)∆(−b) det
(
1
ai − bjB`(ai/bj)
)k
i,j=1
(A.3)
If a ∈ C and b ∈ {0, . . . , N − 1}, then
B`(ai/bj) = (−1)N−b+1 Γ(N − b)Γ(b+ 1)Γ(a−N + 1)(a− b)
Γ(a+ 1)
∮
dz
2pii
∮
dw
2pii
zaw−b−1
z − w ·
N∏
i=1
w − eλi
z − eλi(A.4)
where the z-contour is positively oriented around eλi+N−i and avoids the negative real axis and the w-contour
is positively oriented around the z-contour and 0.
We therefore similar determinantal and contour integral formulas in B` as in B`. A similar contour integral
formula exists for Schur functions [CG18, Theorem 3.4] and [GS18, Equation 3.10].
Appendix B. Laplace Transform for the Airy Point Process
Proposition B.1. Let (ai)
∞
i=1 denote the Airy point process. For any c1, . . . , cn > 0, we have
E
 n∏
i=1
∞∑
j=1
eciaj
 = e∑ni=1 c3i /12
(2pii)n
∫
Re z1=υ1
dz1
c1
· · ·
∫
Re zn=υn
dzn
cn
× exp
(
−
n∑
i=1
ciz
2
i
)
·
∏
1≤i<j≤n
(zj +
cj
2 − zi − ci2 )(zj − cj2 − zi + ci2 )
(zj − cj2 − zi − ci2 )(zj + cj2 − zi + ci2 )
(B.1)
where the contours are oriented with increasing imaginary part and υ1 < · · · < υn are chosen so that
υj +
cj
2
< υi − ci
2
, 1 ≤ i < j ≤ n.(B.2)
Remark 7. Due to the exponential decay, we may choose arbitrary points υ1, . . . , υn satisfying the inequality
above.
Proof. Let
Mn(c1, . . . , ck; ck+1, . . . , cn) = E
[∑
e
∑n
i=1 ciaji
]
where the sum is over (j1, . . . , jn) ∈ Zn>0 such that j1, . . . , jk are distinct. This gives the recursion
Mn(c1, . . . , ck; ck+1, . . . , cn) = Mn(c1, . . . , ck+1; ck+2, . . . , cn)
+
k∑
`=1
Mn−1(c1, . . . , c` + ck+1, . . . , ck; ck+2, . . . , cn).
(B.3)
This follows from the fact that if (j1, . . . , jn) ∈ Zn>0 such that j1, . . . , jk, are distinct, then jk+1 is either
distinct from j1, . . . , jk or is equal to j` for some 1 ≤ ` ≤ k.
58 ANDREW AHN
Note that we want to compute
Mn( ; c1, . . . , cn) = E
 n∏
i=1
∞∑
j=1
eciaj
 .
On the other hand, we can compute
Mn(c1, . . . , cn; ) =
e
∑n
i=1 c
3
i /12
(2pii)n
∫
iR
dz1
c1
· · ·
∫
iR
dzn
cn
× exp
(
−
n∑
i=1
ciz
2
i
)
·
∏
1≤i<j≤n
(zj +
cj
2 − zi − ci2 )(zj − cj2 − zi + ci2 )
(zj − cj2 − zi − ci2 )(zj + cj2 − zi + ci2 )
(B.4)
where the contours are oriented with increasing imaginary part. This was shown in [BG16, Page 5] (wherein
the quantity Mn(c1, . . . , cn; ) coincides with R(c1, . . . , cn)). Observe that (B.1) and (B.4) have the same
integrand but differ in the domain of integration.
Throughout, fix υ1 < · · · < υn such that (B.2) holds. We show that
Mn(c1, . . . , ck; ck+1, . . . , cn) = In(c1, . . . , ck; ck+1, . . . , cn)(B.5)
where
In(c1, . . . , ck; ck+1, . . . , cn) =
e
∑n
i=1 c
3
i /12
(2pii)n
∫
iR
dz1
c1
· · ·
∫
iR
dzk
ck
∫
iR+υk+1
dzk+1
ck+1
· · ·
∫
iR+υn
dzn
cn
× exp
(
−
n∑
i=1
ciz
2
i
)
·
∏
1≤i<j≤n
(zj +
cj
2 − zi − ci2 )(zj − cj2 − zi + ci2 )
(zj − cj2 − zi − ci2 )(zj + cj2 − zi + ci2 )
.
The desired equality (B.1) is for k = 0. By (B.4), the equality (B.5) holds for k = n. Then by (B.3), it
suffices to show
In(c1, . . . , ck; ck+1, . . . , cn) = In(c1, . . . , ck+1; ck+2, . . . , cn)
+
k∑
`=1
In−1(c1, . . . , c` + ck+1, . . . , ck; ck+2, . . . , cn).
(B.6)
to prove (B.5) in general. The recursion (B.6) follows from moving the zk+1-integral for
In(c1, . . . , ck; ck+1, . . . , cn)
from iR+ υk+1 to iR which produces
In(c1, . . . , ck; ck+1, . . . , cn) = In(c1, . . . , ck+1; ck+2, . . . , cn)
+
k∑
`=1
Res
zk+1=z`+
c`
2 +
ck+1
2
e
∑n
i=1 c
3
i /12
(2pii)n−1
∫
R
dz1
c1
· · ·
∫
R
dzk
ck
∫
R+iυk+2
dzk+2
ck+2
· · ·
∫
R+iυn
dzn
cn
× exp
(
−
n∑
i=1
ciz
2
i
)
·
∏
1≤i<j≤n
(zj +
cj
2 − zi − ci2 )(zj − cj2 − zi + ci2 )
(zj − cj2 − zi − ci2 )(zj + cj2 − zi + ci2 )
(B.7)
where the first term on the right hand side is the new integral after moving the zk+1-integral and the
summation in ` corresponds to the residues at zk+1 = z`+
c`
2 +
ck+1
2 that are picked up due to the constraints
on υ1, . . . , υn and the term ∏
1≤i<j≤n
(zj +
cj
2 − zi − ci2 )(zj − cj2 − zi + ci2 )
(zj − cj2 − zi − ci2 )(zj + cj2 − zi + ci2 )
.
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Extracting the integrand from the `th summand. We have
I := Res
zk+1=z`+
c`
2 +
ck+1
2
e
∑n
i=1 c
3
i /12
(2pii)n−1
exp
(
−
n∑
i=1
ciz
2
i
)
·
∏
1≤i<j≤n
(zj +
cj
2 − zi − ci2 )(zj − cj2 − zi + ci2 )
(zj − cj2 − zi − ci2 )(zj + cj2 − zi + ci2 )
=
ck+1c`
ck+1 + c`
e
∑n
i=1 c
3
i /12
(2pii)n−1
exp
− ∑
i 6=k+1
ciz
2
i − ck+1
(
z` +
c`
2
+
ck+1
2
)2
×
∏
i<j
i,j 6=`,k+1
(zj +
cj
2 − zi − ci2 )(zj − cj2 − zi + ci2 )
(zj − cj2 − zi − ci2 )(zj + cj2 − zi + ci2 )
×
∏
i 6=`,k+1
(z` +
c`
2 − zi − ci2 )(z` − c`2 − zi + ci2 )
(z` − c`2 − zi − ci2 )(z` + c`2 − zi + ci2 )
×
∏
i 6=`,k+1
((z` +
c`
2 +
ck+1
2 ) +
ck+1
2 − zi − ci2 )((z` + c`2 + ck+12 )− ck+12 − zi + ci2 )
((z` +
c`
2 +
ck+1
2 )− ck+12 − zi − ci2 )((z` + c`2 + ck+12 ) + ck+12 − zi + ci2 )
We note that the factor ck+1c`ck+1+c` comes from the cross term where i = `, j = k+ 1. Cancellation between the
last two lines yields
I =
ck+1c`
ck+1 + c`
e
∑n
i=1 c
3
i /12
(2pii)n−1
exp
− ∑
i6=`,k+1
ciz
2
i − (c` + ck+1)
(
z` +
ck+1
2
)2
+
1
4
ck+1c`(c` + ck+1)

×
∏
i<j
i,j 6=`,k+1
(zj +
cj
2 − zi − ci2 )(zj − cj2 − zi + ci2 )
(zj − cj2 − zi − ci2 )(zj + cj2 − zi + ci2 )
×
∏
i 6=`,k+1
((z` +
c`
2 +
ck+1
2 ) +
ck+1
2 − zi − ci2 )(z` − c`2 − zi + ci2 )
((z` +
c`
2 +
ck+1
2 ) +
ck+1
2 − zi + ci2 )(z` − c`2 − zi − ci2 )
.
Changing variables by replacing z` +
ck+1
2 with z`, we obtain
I =
ck+1c`
ck+1 + c`
e
∑n
i6=k,` c
3
i /12+(ck+c`)
3/12
(2pii)n−1
exp
− ∑
i6=`,k+1
ciz
2
i − (c` + ck+1)z2`

×
∏
i<j
i,j 6=`,k+1
(zj +
cj
2 − zi − ci2 )(zj − cj2 − zi + ci2 )
(zj − cj2 − zi − ci2 )(zj + cj2 − zi + ci2 )
×
∏
i6=`,k+1
(z` +
c`
2 +
ck+1
2 − zi − ci2 )(z` − c`2 − ck+12 − zi + ci2 )
(z` +
c`
2 +
ck+1
2 − zi + ci2 )(z` − c`2 − ck+12 − zi − ci2 )
.
where the z`-variable is now being integrated over iR− ck+12 . Since the poles of z` occur at
zi − ci
2
− c`
2
− ck+1
2
, zi +
ci
2
+
c`
2
+
ck+1
2
we can shift the z`-contour back to iR without picking up any additional residues. Recalling that I corre-
sponds to the integrand of the `th summand in (B.7), we have shown (B.6). 
60 ANDREW AHN
References
[Agg19] Amol Aggarwal. Bulk universality for generalized Wigner matrices with few moments. Probab. Theory Related
Fields, 173(1-2):375–432, 2019.
[Akh65] N. I. Akhiezer. The classical moment problem and some related questions in analysis. Translated by N. Kemmer.
Hafner Publishing Co., New York, 1965.
[AGZ10] Greg W. Anderson, Alice Guionnet, and Ofer Zeitouni. An introduction to random matrices, volume 118 of Cam-
bridge Studies in Advanced Mathematics. Cambridge University Press, Cambridge, 2010.
[ABK05] Alexander I. Aptekarev, Pavel M. Bleher, and Arno B. J. Kuijlaars. Large n limit of Gaussian random matrices
with external source. II. Comm. Math. Phys., 259(2):367–389, 2005.
[BES20] Zhigang Bao, La´szlo´ Erdo˝s, and Kevin Schnelli. Spectral rigidity for addition of random matrices at the regular
edge. J. Funct. Anal., 279(7):108639, 94, 2020.
[BES18] Zhigang Bao, Laszlo Erdos, and Kevin Schnelli. On the support of the free additive convolution, 2018.
[BB04] S. T. Belinschi and H. Bercovici. Atoms and regularity for measures in a partially defined free convolution semigroup.
Math. Z., 248(4):665–674, 2004.
[BB07] S. T. Belinschi and H. Bercovici. A new approach to subordination results in free probability. J. Anal. Math.,
101:357–365, 2007.
[Bel08] Serban Teodor Belinschi. The Lebesgue decomposition of the free additive convolution of two probability distribu-
tions. Probab. Theory Related Fields, 142(1-2):125–150, 2008.
[Bel14] Serban Teodor Belinschi. L∞-boundedness of density for free additive convolutions. Rev. Roumaine Math. Pures
Appl., 59(2):173–184, 2014.
[Bia95] Philippe Biane. Representations of unitary groups and free convolution. Publ. Res. Inst. Math. Sci., 31(1):63–79,
1995.
[BK04] Pavel Bleher and Arno B. J. Kuijlaars. Large n limit of Gaussian random matrices with external source. I. Comm.
Math. Phys., 252(1-3):43–76, 2004.
[BC14] Alexei Borodin and Ivan Corwin. Macdonald processes. Probab. Theory Related Fields, 158(1-2):225–400, 2014.
[BG16] Alexei Borodin and Vadim Gorin. Moments match between the KPZ equation and the Airy point process. SIGMA
Symmetry Integrability Geom. Methods Appl., 12:Paper No. 102, 7, 2016.
[BH96] E. Bre´zin and S. Hikami. Correlations of nearby levels induced by a random potential. Nuclear Phys. B, 479(3):697–
706, 1996.
[BG15] Alexey Bufetov and Vadim Gorin. Representations of classical Lie groups and quantized free convolution. Geom.
Funct. Anal., 25(3):763–814, 2015.
[BG18] Alexey Bufetov and Vadim Gorin. Fluctuations of particle systems determined by Schur generating functions. Adv.
Math., 338:702–781, 2018.
[BG19] Alexey Bufetov and Vadim Gorin. Fourier transform on high-dimensional unitary groups with applications to random
tilings. Duke Math. J., 168(13):2559–2649, 2019.
[CP16] Mireille Capitaine and Sandrine Pe´che´. Fluctuations at the edges of the spectrum of the full rank deformed GUE.
Probab. Theory Related Fields, 165(1-2):117–161, 2016.
[CL19] Ziliang Che and Benjamin Landon. Local spectral statistics of the addition of random matrices. Probab. Theory
Related Fields, 175(1-2):579–654, 2019.
[CW14] Tom Claeys and Dong Wang. Random matrices with equispaced external source. Comm. Math. Phys., 328(3):1023–
1077, 2014.
[CNS18] Benoˆıt Collins, Jonathan Novak, and Piotr S´niady. Semiclassical asymptotics of GLN (C) tensor products and
quantum random matrices. Selecta Math. (N.S.), 24(3):2571–2623, 2018.
[CS09] Benoˆıt Collins and Piotr S´niady. Asymptotic fluctuations of representations of the unitary groups, 2009.
[CG18] Cesar Cuenca and Vadim Gorin. q-deformed character theory for infinite-dimensional symplectic and orthogonal
groups, 2018.
[DJM16] Erik Duse, Kurt Johansson, and Anthony Metcalfe. The cusp-Airy process. Electron. J. Probab., 21:Paper No. 57,
50, 2016.
[DM18] Erik Duse and Anthony Metcalfe. Universal edge fluctuations of discrete interlaced particle systems. Ann. Math.
Blaise Pascal, 25(1):75–197, 2018.
[EMOT54] A. Erde´lyi, W. Magnus, F. Oberhettinger, and F. G. Tricomi. Tables of integral transforms. Vol. II. McGraw-Hill
Book Company, Inc., New York-Toronto-London, 1954. Based, in part, on notes left by Harry Bateman.
[EYY12] La´szlo´ Erdo˝s, Horng-Tzer Yau, and Jun Yin. Bulk universality for generalized Wigner matrices. Probab. Theory
Related Fields, 154(1-2):341–407, 2012.
[FH91] William Fulton and Joe Harris. Representation theory, volume 129 of Graduate Texts in Mathematics. Springer-
Verlag, New York, 1991. A first course, Readings in Mathematics.
[GP15] Vadim Gorin and Greta Panova. Asymptotics of symmetric polynomials with applications to statistical mechanics
and representation theory. Ann. Probab., 43(6):3052–3132, 2015.
[GS18] Vadim Gorin and Yi Sun. Gaussian fluctuations for products of random matrices, 2018.
AIRY POINT PROCESS VIA SUPERSYMMETRIC LIFTS 61
[GGPN14] I. P. Goulden, Mathieu Guay-Paquet, and Jonathan Novak. Monotone Hurwitz numbers and the HCIZ integral.
Ann. Math. Blaise Pascal, 21(1):71–89, 2014.
[HC57] Harish-Chandra. Differential operators on a semisimple Lie algebra. Amer. J. Math., 79:87–120, 1957.
[HKPV09] J. Ben Hough, Manjunath Krishnapur, Yuval Peres, and Ba´lint Vira´g. Zeros of Gaussian analytic functions and
determinantal point processes, volume 51 of University Lecture Series. American Mathematical Society, Providence,
RI, 2009.
[IZ80] C. Itzykson and J. B. Zuber. The planar approximation. II. J. Math. Phys., 21(3):411–421, 1980.
[Joh01] Kurt Johansson. Universality of the local spacing distribution in certain ensembles of Hermitian Wigner matrices.
Comm. Math. Phys., 215(3):683–705, 2001.
[LS15] Ji Oon Lee and Kevin Schnelli. Edge universality for deformed Wigner matrices. Rev. Math. Phys., 27(8):1550018,
94, 2015.
[Mac95] I. G. Macdonald. Symmetric functions and Hall polynomials. Oxford Mathematical Monographs. The Clarendon
Press, Oxford University Press, New York, second edition, 1995. With contributions by A. Zelevinsky, Oxford
Science Publications.
[Met13] Anthony P. Metcalfe. Universality properties of Gelfand-Tsetlin patterns. Probab. Theory Related Fields, 155(1-
2):303–346, 2013.
[MS17] James A. Mingo and Roland Speicher. Free probability and random matrices, volume 35 of Fields Institute Mono-
graphs. Springer, New York; Fields Institute for Research in Mathematical Sciences, Toronto, ON, 2017.
[MvdJ03] E. M. Moens and J. van der Jeugt. A determinantal formula for supersymmetric Schur polynomials. J. Algebraic
Combin., 17(3):283–307, 2003.
[Moe07] Els Moens. Supersymmetric Schur functions and Lie superalgebra representations. PhD thesis, Ghent University,
2007.
[Nov15] Jonathan Novak. Lozenge tilings and Hurwitz numbers. J. Stat. Phys., 161(2):509–517, 2015.
[Pet14] Leonid Petrov. Asymptotics of random lozenge tilings via Gelfand-Tsetlin schemes. Probab. Theory Related Fields,
160(3-4):429–487, 2014.
[Pet15] Leonid Petrov. Asymptotics of uniformly random lozenge tilings of polygons. Gaussian free field. Ann. Probab.,
43(1):1–43, 2015.
[Sos99] Alexander Soshnikov. Universality at the edge of the spectrum in Wigner random matrices. Comm. Math. Phys.,
207(3):697–733, 1999.
[Spe90] Roland Speicher. A new example of “independence” and “white noise”. Probab. Theory Related Fields, 84(2):141–
159, 1990.
[TV10] Terence Tao and Van Vu. Random matrices: universality of local eigenvalue statistics up to the edge. Comm. Math.
Phys., 298(2):549–572, 2010.
[TW94] Craig A. Tracy and Harold Widom. Level-spacing distributions and the Airy kernel. Comm. Math. Phys.,
159(1):151–174, 1994.
[Voi85] Dan Voiculescu. Symmetries of some reduced free product C∗-algebras. In Operator algebras and their connections
with topology and ergodic theory (Bus¸teni, 1983), volume 1132 of Lecture Notes in Math., pages 556–588. Springer,
Berlin, 1985.
[Voi86] Dan Voiculescu. Addition of certain noncommuting random variables. J. Funct. Anal., 66(3):323–346, 1986.
[Voi91] Dan Voiculescu. Limit laws for random matrices and free products. Invent. Math., 104(1):201–220, 1991.
[Voi93] Dan Voiculescu. The analogues of entropy and of Fisher’s information measure in free probability theory. I. Comm.
Math. Phys., 155(1):71–92, 1993.
[Wey39] Hermann Weyl. The Classical Groups. Their Invariants and Representations. Princeton University Press, Princeton,
N.J., 1939.
[Wig55] Eugene P. Wigner. Characteristic vectors of bordered matrices with infinite dimensions. Ann. of Math. (2), 62:548–
564, 1955.
