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1 概要
分類やクラスタリング等のデータマイニング手
法は、大規模なデータに適用されるため機械学習
アルゴリズムを必要としている。分類とは、「これ
はボートだよ」「これは木」などの言い方で子供の
質問に答える行為である。分類は、事前にわかって
いる参照構造に基づいて行われる。この参照構造
は、様々なデータポイントの空間を、通常は重なら
ないように複数のクラスに分けたものである。こ
のようなデータの分類は、日常生活でも頻繁に使
われている。例えば、新聞やインターネットニュー
スグループの記事は、政治やスポーツ、ビジネス、
世界、エンターテイメントなどの話題に応じて分
類されています。また、医療分野では、けがや病
気の分類に膨大な数の分類体系を必要としている。
本研究では、迷惑メールでデータを用いて、様々
な分類アルゴリズムで分類し、アルゴリズムの精
度を比較する。
キーワード：機会学習、データマイニング、WEKA、
分類
2 はじめに
現状、スパムメールデータのアルゴリズムにお
いては、ルールベース分類が用いられている。そ
こで、ルールベース分類が最適なのかを他の統計
的アルゴリズム、距離ベースアルゴリズムと比較
する。本研究では、データマイニングの作業のため
の多くの機会学習のアルゴリズムで構成されてい
るオープンソースソフトウェアWEKA:Waikato
Environment for knowledge Analysis を使って、
様々な分類アルゴリズムの比較を行います。[1][2]
計算実験で使うアルゴリズムや手法は、 統計
的分類であるナイーブベイズ分類器 、ベイジア
ンネットワーク、距離ベース分類であるRBFネッ
トワーク、 SMOアルゴリズム、K近傍法、Single
Conjunctive Rule Learner、ルールベース分類であ
るC4.5アルゴリズムによる決定木を用いる。デー
タに関しては、検証用としてよく知られている迷
惑メールのデータを用いる。インスタンス数 4601
（1813は迷惑メール）、属性数 58。
3 分類手法
分類には、幅広いカテゴリーがあり、分類体系
のカテゴリ化は明確ではないが、よく使われるカ
テゴリは、図１に示すように、統計的アルゴリズ
ムと構造的アルゴリズムである。統計的アルゴリ
ズムには３種類ある。その中の一つである回帰ア
ルゴリズムは、連続変数の値を予測する等の予測
に適している。このアルゴリズムは、自分たちの
データはある特定のモデルに十分適合するという
仮定に基づく。他の２種類は、ベイズの定理から
派生したものである。最近の統計的手法で成功し
ているアルゴリズムの中には、ベイズの定理と分
類問題の様々な属性間の関係を表現する確率的な
ネットワーク構造を組み合わせたものがある。構
造的アルゴリズムは、ルールベースのアルゴリズ
ムと、距離ベースのアルゴリズム、ニューラルネッ
トワークの３つに大きく分けられる。ルールベー
スのアルゴリズムには、if-then ルールや決定木が
含まれ、距離ベースのアルゴリズムは、関数的な
ものと最近傍法に大きく分かれる。ニューラルネッ
トワークはそれ自信で１つのカテゴリを形成する。
本研究で用いるアルゴリズム手法を説明する。
3.1 単純ベイズ分類器
分類アルゴリズムの中で最も著名である。[3]単
純ベイズ分類器は、独立性仮定と共にベイズの定
理を適用することに基づいた単純な確率的分類器
である。確率モデルの性質に基づいて、単純ベイ
ズ分類器は、教師あり学習の設定で効率的に訓練
可能である。多くの実用例では、単純ベイズ分類
器のパラメータ推定には最尤法が使われる。つま
図 1: 分類アルゴリズムの全体像
り、単純ベイズ分類器を使用するにあたって、ベ
イズ確率やその他のベイズ的手法を使う必要はな
い。近年、ベイズ分類問題の解析によって、単純
ベイズ分類器の効率性に理論的証拠があることが
示された。単純ベイズ分類器の利点は、分類に不
可欠なパラメータ（変数群の平均と分散）を計算
するのに、訓練例データが少なくて済む点である。
変数群は独立であると仮定されているため、各ク
ラスについての変数の分散だけが必要であり、共
分散行列全体は不要である。
3.2 ベイジアンネットワーク
ベイジアンネットワークは、因果関係を確立に
より記述するグラフィカルモデルの一つで複雑な
因果関係の推論を有向グラフ構造により現すとと
もに、個々の変数を条件付き確立で表す確立推論
のモデルである。[4] 簡単に言うと、ベイズ定理の
能力と、決定木などの構造的アプローチの長所を
組み合わせようと試みる手法である。人工知能の
分野では、ベイジアンネットワークを確率推論ア
ルゴリズムとして 1980年頃から研究が進められ、
既に長い研究と実用化の歴史がある。[5]
3.3 RBFネットワーク
RBFネットワークは有限個の入出力データを補
完する方法として提案された 3層から構成される
ニューラルネットワークである。[6] また、多層
パーセプトロンと同じく任意の非線形関数の近似
が可能である。RBFネットワークの大きな特徴の
ひとつに，最小二乗法によって関数の最良近似法
を導くことができる点が挙げられる。つまり、多
層パーセプトロンなどでよく問題となるローカル
ミニマムの問題がない。これによってネットワーク
は少ない訓練データで安定した学習が可能である。
3.4 SMOアルゴリズム
シーケンシャル最小限の最適化（SMO）は、効
率的にサポートベクターマシンのトレーニング中
に発生する最適化問題を解くためのアルゴリズム
である。[7]
3.5 K近傍アルゴリズム
k近傍法（ k-NN）[8]は、特徴空間における最も
近い訓練例に基づいた統計分類の手法であり、パ
ターン認識でよく使われる。インスタンスに基づ
く学習の一種であり、怠惰学習の一種である。そ
の関数は局所的な近似に過ぎず、全ての計算は分
類時まで後回しにされる。また、回帰分析にも使
われる。このアルゴリズムの単純なバージョンは、
単に標本と既存のベクトルとの距離を計算すれば
よいが、データが増えれば計算量も膨大となる。
3.6 Single Conjunctive Rule Learner
Single Conjunctive Rule Learnerは一般的には、
帰納的学習として知られている機会学習アルゴリ
ズムである。[9][10]
3.7 C4.5アルゴリズムによる決定木
C4.5はロス・キンランが開発した決定木を生成
するためのアルゴリズムである。C4.5はキンラン
の ID3アルゴリズムの拡張である。C4.5が生成す
る決定木はクラス分けのために使うことができ、
このため、C4.5はしばしば統計学的クラス分類器
とみなされている。[11]
3.8 データ
本研究で用いるデータ [12]は、インスタンス数
4601（1813は迷惑メール）、属性数 58のスパム
メールのデータである。データは、個人のメール
ボックスから集められたもので、迷惑メールと判
断されたものが１８１３ある。属性は、すべて数
字で、迷惑メールと判断されたものと、そうでな
いものが１つ。また、連続した大文字の配列の長
さである属性が 3つ。残りは、特定の単語や文字が
いくつあるかである。訓練データは、テストデー
タは交差検証法にて 10分割して使用する。メール
は、インターネットの出現と共に利用可能になっ
た最初のアプリケーションである。現在ほとんど
のメールクライアントには、何らかのルールベー
ス分類が実装されており、くずかごのアイコンを
表すアイコンフォルダに迷惑メールを直接放り込
むことができる。メール分類技術が興味深い理由
の中で、特徴的なものは、分類はだまそうとする
誰かがいるということだ。実際迷惑メールの発信
者は、同じ分類技術を用いてメール分類スキーム
をだます可能性があるので、常に監視し続ける必
要がある。
4 WEKA
4.1 WEKAとは
Wekaは JAVA言語を用いた様々なデータマイ
ニングアルゴリズムを実装したニュージーランド
のワイカト大学によって開発されたデータマイニ
ングシステムで、実世界のデータマイニングの問
題に対して、機械学習の技術と応用を発展させるた
めの最先端のソフトウェアである。Wekaは、デー
タの前処理 、分類、回帰、クラスタリング、相関
ルールのためのアルゴリズムを実装しており、可
視化ツールも使うことができる。新しい機会学習
方式も、このパッケージを使用して開発することが
できる。Wekaは一般公有使用許諾（GPL）に基づ
きオープンソースのソフトウェアである。[13]通常
はWEKAで使用されるデータファイルは、ARFF
ファイル形式である。
これは、データファイル（最前：属性名、属性タ
イプ、属性値とデータ）において異なることを示
すために特別なタグで構成されている。Wekaイ
ンターフェイスのメインは、エクスプローラであ
る。一旦データセットが読み込まれると、エクス
プローラの他のパネルがさらに分析を実行するた
めに使用される。[?] シミュレーション結果は、正
しい分類インスタンスとそうでないものの割合、
分類器作成時間、K統計量、平均絶対誤差、二乗
平均平方根という数値で評価する。
5 結果
WEKAで提供されるナイーブベイズ分類器、ベ
イジアンネットワーク、RBFネットワーク、SMO
アルゴリズム、K近傍法、Single Conjunctive Rule
Learner、C4.5アルゴリズムによる決定木を用い
て、75パーセントのデータは訓練データ、残りは
テストデータとして計算実験を行った。シミュレー
ション結果は、正しい分類インスタンスとそうで
ないものの割合、計算時間、K統計量、平均絶対
誤差、二乗平均平方根という数値で評価する。
シミュレーションの結果は、表 1、表 2、図 2に
示す。表 1は、主にそれぞれのシュミレーション
の正確さと計算時間の結果を表している。表 2は、
シミュレーションの際のエラーに基づいた結果を
示している。図 2は、シュミレーション結果をグ
ラフで表したものである。
表 1: シミュレーション結果
表 2: シュミレーションエラー結果
図 2: アルゴリズムの比較グラフ
6 考察
上記の表 1、図 2 より最も良い精度が C4.5 ア
ルゴリズムによる 92.98パーセントと最も悪い精
度が単純ベイズ分類手法の 79.29パーセントとい
うことがわかる。モデルを構築するために必要な
合計時間もある分類アルゴリズムを比較する上で
重要なパラメータとなる。K近傍法が計算時間が
0.01、単純ベイズ分類アルゴリズムも 0.16とかな
り早い。最も計算時間が長いアルゴリズムは、RBF
ネットワークで 1.1である。K統計量は、データ
の信頼性を測る指標である。単純ベイズ分類手法
と Single Conjunctive learnerが 0.6以下と悪い値
が出ているが、その他のアルゴリズムでは、およ
そ 0.6から 0.85の間の値なので、分類は、正確で
妥当性があると言える。また、表 2から、それぞ
れのアルゴリズムの誤差を観察できる。この実験
は一般的に使用される指標である平均絶対誤差と
平均二乗偏差を用いて、比較する。誤差が大きい
のは、Single Conjunctive learner、単純ベイズ分
類アルゴリズム、RBFネットワークである。その
他のアルゴリズムは、平均絶対誤差が平均でおよ
そ 0.1と比較的誤差が小さいと言える。平均絶対
誤差と平均二乗偏差共に、低ければ低いほど、能
力が高い分類ということが言える。
7 結論
本研究では、よく知られている機会学習手法を
迷惑メール分類に応用して行った。結論としては、
Weka を使い、7 つの分類アルゴリズムで評価す
るという目的を達成できた。また、C4.5 アルゴリ
ズムによる決定木では、精度が 91％、分類器を作
成する時間 0.93秒、K統計量が 0.85となり、最も
精度の高い分類であることがわかった。また、誤
差に関しても、C4.5 アルゴリズムによる決定木が
0.0892 と最も優れている。K 近傍法では、精度が
93％、分類器を作成する時間が 0.01秒、K統計
量が 0.80となった。よって、今回のデータでは、
C4.5 アルゴリズムによる決定木とK 近傍法が迷
惑メール判別においては、適したアルゴリズムで
あることがわかった。しかし、C4.5 アルゴリズム
による決定木は、大規模なデータになると分類器
作成に時間がかかりすぎるので、それを考慮に入
れると、k 近傍法アルゴリズムが適していること
がわかった。
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