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Introduction
La première mise en équation du mouvement d’un fluide fut réalisée par L. Euler en
1755. Il s’agit d’un des premiers exemples d’équations aux dérivées partielles dans l’histoire
des mathématiques. C’est au cours du 19-ième siècle que l’on a su modéliser un écoulement
visqueux. Les équations régissant ce type d’écoulement portent le nom d’équations de Navier-
Stokes. Elles résultent du principe de conservation de la masse, du principe fondamental de la
dynamique et du premier principe de la thermodynamique. Le système est complété par des
"lois de comportement" qui dépendent de la nature du fluide considéré. Parmi les différents
modèles d’écoulements étudiés, celui qui va nous intéresser dans ce travail est l’écoulement
isentropique d’un gaz parfait. Ce modèle idéal correspond aux situations où les échanges
de chaleur entre le gaz et le milieu extérieur ainsi que la dissipation énergétique dûe aux
frottements sont négligés.
Le modèle de l’écoulement isentropique d’un gaz parfait dans une région bornée Ω de RN
(N = 2 ou N = 3) se réduit aux deux équations suivantes :
∂tρ+ div(ρu) = 0, (1)
∂t(ρu) + div(ρu⊗ u)− µ∆u− (λ+ µ)∇divu+∇p = ρ f . (2)
L’équation (1), appelée équation de continuité, traduit le principe de conservation de la
masse tandis que l’équation (2), dite équation de quantité de mouvement, se déduit d’une
combinaison du principe fondamental de la dynamique et de l’équation (1). Dans ce modèle,
le premier principe de la thermodynamique et les lois de comportement évoquées plus haut
permettent de se ramener à seulement deux inconnues : la densité ρ et la vitesse u du fluide
qui dépendent du temps et de la position dans Ω. En effet, la pression p du fluide dépend
de la densité via la relation p = a ργ (où a > 0 et γ > 1 sont des constantes physiques) et
la température du fluide est liée à la densité et la pression par la loi de Boyle (ou loi des
gaz parfaits). Le système est alors complété par des conditions limites convenables et des
conditions initiales de la forme :{
ρ(0,x) = ρ0(x) dans Ω,
u(0,x) = u0(x) dans Ω.
(3)
La première preuve générale concernant l’existence d’une solution (ρ,u) au système (1-3)
fut obtenue par P-L. Lions à la fin des années 90 pour des conditions limites homogènes sur
la frontière de Ω :
u(t,x) = 0 sur ∂Ω. (4)
Cette approche fut perfectionnée au début des années 2000 par E. Feireisl qui relaxa certaines
contraintes qui, dans les travaux de P-L. Lions, portaient sur la constante adiabatique γ. A
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l’heure actuelle, il n’existe pas, à notre connaissance, de preuve de l’unicité de la solution
pour le problème (1-4).
Le cas de conditions limites non homogènes fut examiné par S. Novo en 2005 dans le cas
particulier où l’ouvert Ω est de la forme :
Ω = B(x0, R0) \ S
où B(x0, R0) ⊂ R3 est la boule ouverte de centre x0, de rayon R0 > 0 et S un ensemble
compact (possédant au moins la propriété du cône) inclus dans B(x0, R02 ). Les conditions
limites étudiées sont définies par :{
u(t,x) = a∞ sur ∂B(x0, R0),
u(t,x) = 0 sur ∂S,
(5)
où a∞ ∈ R3 \ {0}.
Dans ce cas, le système étudié (au sens physique du terme, c’est-à-dire l’ensemble des parti-
cules situées dans Ω) n’est plus fermé. Il y a échange de matière avec le milieu extérieur et,
par conséquent, pour avoir un problème bien posé, il faut connaître la quantité de fluide qui
pénètre dans Ω. La "zone d’entrée" du fluide extérieur étant définie par :
Γe = {x ∈ ∂Ω : a∞ · n(x) < 0}
où n(x) désigne la normale sortante de Ω au point x ∈ ∂Ω. Il faut prescrire la densité du
fluide sur cette zone et, dans son travail, S. Novo considère le cas où :
ρ(t,x) = ρ∞ sur Γe, (6)
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avec ρ∞ ∈ R∗+. Il démontre alors l’existence d’une solution au système (1-3)-(5-6).
Afin d’éclairer le propos de cette thèse, et parce qu’elle reprend les idées développées par
les auteurs cités, il nous semble judicieux de commencer par évoquer certaines des grandes
lignes directrices de leurs preuves.
La méthode de Lions et Feireisl
Commençons par décrire la méthode de Lions et Feireisl dont nous mettrons de côté les
différences (voir par exemple [NoSt] pages 327-329) pour exposer les idées essentielles. La
stratégie consiste à perturber le système (1-4). Le nouveau système s’écrit :{
∂tρ+ div(ρu) = ε∆ρ,
∂t(ρu) + div(ρu⊗ u)− µ∆u− (λ+ µ)∇divu+∇(a ργ + δ ρβ) + ε∇ρ · ∇u = ρ f , (7)
avec les conditions limites :{
u(t,x) = 0 sur ∂Ω× (0, T ),
∂nρ(t,x) = 0 sur ∂Ω× (0, T ), (8)
où ∂nρ(t,x) = ∇ρ(t,x) · n(x).
Enfin, le système est complété par les conditions initiales (3). La résolution du problème
d’existence s’effectue alors en quatre étapes.
- Dans la première étape, on construit une suite de "solutions approchées" du problème
(3)-(7-8) par une méthode de type Galerkin. En ajoutant le terme diffusif ε∆ρ à l’équation
de continuité, on obtient une équation de type parabolique pour ρ lui assurant ainsi une
certaine régularité. Entre autres choses, cette régularité justifie les calculs qui fournissent
une estimation d’énergie pour les solutions approchées obtenues, à savoir pour t ∈ [0, T ],
E[ρ,u](t) + ε
∫ t
0
∫
Ω
δβρβ−2|∇ρ|2 + µ
∫ t
0
∫
Ω
|∇u|2 + (λ+ µ)
∫ t
0
∫
Ω
|divu|2
≤ E[ρ0,u0] +
∫ t
0
∫
Ω
ρ f · u,
(9)
où :
E[ρ,u](t) :=
1
2
∫
Ω
ρu2(t) +
∫
Ω
(
a
γ − 1ρ
γ(t) +
δ
β − 1ρ
β(t)
)
.
Le terme de convection ε∇ρ · ∇u apparaîssant dans l’équation de mouvement permet juste-
ment l’obtention de l’estimation ci-dessus.
- Dans la seconde étape, on exploite l’inégalité d’énergie et la régularité de la suite des densi-
tés (dûe à la régularisation parabolique de l’équation de continuité). Cela permet de justifier
la compacité de la suite des solutions approchées. Les fonctions limites obtenues, notées ρε
(qui est à valeurs positives) et uε satisfont alors les équations (7). Plus précisément, l’équa-
tion de continuité "perturbée" est satisfaite au sens fort tandis que l’équation de mouvement
est vérifiée au sens des distributions dans Ω × (0, T ). L’inégalité d’énergie précédente est
aussi préservée.
- La troisième étape consiste à faire tendre ε vers 0 et à étudier les propriétés de compa-
cité de la famille (ρε,uε)ε. Ces propriétés, particulièrement difficiles à établir, s’obtiennent
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en combinant la notion de solution renormalisée de l’équation de continuité (terme issu de
l’étude des équations de transport de R. DiPerna et P-L. Lions) avec la propriété de compa-
cité (découverte par P-L. Lions) de la quantité ρε(pε − (λ + 2µ) divuε) appelée flux effectif
visqueux (où pε désigne la pression du fluide, dans notre cas, pε = aργε + δρβε ). C’est pour
mener à bien cette étape qu’est introduit le terme dit de pression artificielle δρβ qui figure
dans l’équation de mouvement de (7) (où δ > 0 et β ≥ 6). Comme il s’agit d’un point clef
de la preuve, nous allons en esquisser les grandes lignes.
(i) Partant de l’estimation d’énergie (9), on commence par justifier que la suite des den-
sités (ρε)ε est bornée dans L∞(0, T ;Lβ(Ω)) et que la suite des vitesses (uε)ε est bornée
dans L2(0, T ;W1,20 (Ω)), ce qui fournit, pour des suites extraites convenablement choisies, les
résultats de convergence suivants :{
ρε
∗
⇀ ρ dans L∞(0, T ;Lβ(Ω)),
uε ⇀ u dans L
2(0, T ;W1,20 (Ω)),
(ρ étant une fonction à valeurs positives comme limite de fonctions à valeurs positives).
(ii) En testant l’équation de mouvement avec la fonction : (t,x) 7→ B[ρε(t, .)− 1|Ω|
∫
Ω ρε(t,y)dy](x)
(B est un relèvement continu de la divergence) et en exploitant l’équation de continuité, on
justifie l’existence d’une constante C > 0, indépendante de ε, telle que :∫ T
0
∫
Ω
ρβ+1ε (t,x)dxdt ≤ C. (10)
Cette estimation "améliorée" (par rapport à celle que fournit l’inégalité d’énergie (9)) assure
que la suite des pressions pε = aργε + δρβε ne converge pas vers une mesure mais bien vers
une fonction intégrable. Plus précisément, il existe des fonctions ργ et ρβ telles que : ργε ⇀ ργ dans L
β+1
γ (Ω× (0, T )),
ρβε ⇀ ρ
β dans L
β+1
β (Ω× (0, T )),
(iii) En exploitant des résultats de compacité déduits des équations (7), on peut justifier la
convergence de ρεuε et de ρεuε ⊗ uε vers ρu et ρu⊗ u. Ainsi, pour les fonctions limites ρ et
u, on obtient au sens des distributions dans Ω× (0, T ) :{
∂tρ+ div(ρu) = 0,
∂t(ρu) + div(ρu⊗ u)− µ∆u− (λ+ µ)∇divu+∇(a ργ + δ ρβ) = ρ f , (11)
ainsi que les conditions initiales (8). A ce stade, il s’agit donc de montrer que ργ = ργ et
ρβ = ρβ.
(iv) Le couple (ρ,u) satisfaisant l’équation de continuité ∂tρ+div(ρu) = 0 est suffisamment
régulier (en particulier la densité ρ est largement L2) pour être une solution renormalisée
de cette équation. Cela signifie que pour toute fonction b ∈ C(R+) ∩ C1(R∗+) (b′ ayant un
comportement "convenable" au voisinage de 0 et de +∞) on a au sens des distributions :
∂tb(ρ) + div(b(ρ)u) + (ρb
′(ρ)− b(ρ))divu = 0.
En utilisant la fonction b définie par b(s) = s ln(s) et en intégrant, on obtient :∫
Ω
(ρ ln ρ)(t)−
∫
Ω
ρ0 ln ρ0 +
∫ t
0
∫
Ω
ρdivu = 0. (12)
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Par ailleurs, comme on l’a dit, l’équation de continuité "perturbée" figurant dans (7) est
vérifiée au sens fort par ρε et uε. En multipliant cette équation par b′(ρε) et en intégrant par
parties, on obtient
∫
Ω(ρε ln ρε)(t)−
∫
Ω(ρε ln ρε)(0) +
∫
Ω ρεdivuε ≤ 0. En passant à la limite, il
vient pour tout t ∈ [0, T ] :∫
Ω
(ρ ln ρ)(t)−
∫
Ω
ρ0 ln ρ0 +
∫ t
0
∫
Ω
ρdivu ≤ 0. (13)
(Les barres désignent à nouveau les limites des suites correspondantes : ρ ln ρ = limε→0 ρε ln ρε
et ρdivu = limε→0 ρεdivuε.)
En combinant (12) et (13), on obtient donc :∫
Ω
[(ρ ln ρ)(t)− (ρ ln ρ)(t)] ≤
∫ t
0
∫
Ω
[ρdivu− ρdivu]. (14)
(v) L’avant dernier point concerne la compacité du flux effectif visqueux. Ce résultat est
obtenu en combinant les équations (7) et les résultats de convergence obtenus. Il dit en
substance que le terme ρε(pε− (λ+ 2µ) divuε) converge vers ρp− (λ+ 2µ) ρdivu où p est la
limite de pε, c’est-à-dire, p = a ργ + δ ρβ. Ce résultat se traduit alors par l’égalité :
aργ+1 + δρβ+1 − (λ+ 2µ) ρdivu = aρργ + δρρβ − (λ+ 2µ) ρdivu sur Ω× (0, T ).
(vi) Conclusion. Le résultat ci-dessus combiné à l’inégalité (14) conduit à :∫
Ω
[(ρ ln ρ)(t)− (ρ ln ρ)(t)] ≤ 1
λ+ 2µ
∫
Ω
[a(ρργ − ργ+1) + δ(ρρβ − ρβ+1)]. (15)
Pour terminer la preuve, on fait appel à l’analyse convexe. Comme la fonction s 7→ s ln(s)
est convexe sur R+, on peut affirmer que (ρ ln ρ)(t)− (ρ ln ρ)(t) est à valeurs positives sur Ω.
Pour des raisons du même ordre, les fonctions a(ρργ − ργ+1) et δ(ρρβ − ρβ+1) sont à valeurs
négatives sur Ω. Il résulte donc de (15) que pour tout t ∈ [0, T ], (ρ ln ρ)(t) = (ρ ln ρ)(t).
Ainsi, la convergence faible commute avec une fonction strictement convexe, d’où ρε converge
fortement vers ρ d’abord dans L1(Ω × (0, T )) puis, par interpolation, dans Lp(Ω × (0, T ))
pour tout réel p ∈ [1, β + 1[. On en déduit ainsi que ργ = ργ et ρβ = ρβ. Enfin, on peut
passer à la limite inférieure dans l’inégalité d’énergie (9) et on obtient alors dans (0, T ) :
E[ρ,u](t) + µ
∫ t
0
∫
Ω
|∇u|2 + (λ+ µ)
∫ t
0
∫
Ω
|divu|2 ≤ E[ρ0,u0] +
∫ t
0
∫
Ω
ρ f · u. (16)
- La quatrième étape concerne le passage à la limite sur le terme de pression artificielle : on
nomme ρδ et uδ les solutions obtenues à l’étape précédente et on étudie leur comportement
lorsque δ → 0. Cette partie reprend en les adaptant les idées évoquées plus haut. Précisons
cependant que l’inégalité (16) permet seulement de montrer que la suite des densités est bor-
née (indépendamment de δ) dans L∞(0, T ;Lγ(Ω)). Sans contrainte suffisante sur γ (γ ≥ 2)
cela ne permet pas d’appliquer les résultats concernant les solutions renormalisées de l’équa-
tion de continuité. Le contournement de ce problème est réalisé à l’aide d’une observation
(faite par E. Feireisl) concernant l’amplitude des oscillations de la densité qui dit qu’il existe
une constante C > 0 (indépendante de δ) telle que :
sup
k>0
(
lim sup
δ→0
‖Tk(ρδ)− Tk(ρ)‖Lγ+1(Ω×(0,T ))
)
≤ C. (17)
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où ρ est la limite faible de ρδ et Tk une fonction de troncature. Grâce à (17), on peut montrer
que la suite (ρδ,uδ) converge vers une solution du système (1-4).
La méthode de S. Novo
Abordons maintenant le travail effectué par S. Novo (cf. [Novo1] ou [Novo 2]) pour traiter
le problème (1-3)-(5-6). Le point de départ de la méthode consiste à se ramener à la situation
traitée par Lions et Feireisl en travaillant dans un ouvert D contenant Ω = B(x0, R0) \ S
(D est une boule ouverte telle que Ω ⊂ D et, en particulier, la frontière Γe sur laquelle est
considérée la condition limite (6) est intérieure à D). Plus précisément, le système traité
s’écrit :
∂tρ+ div(ρu) = ε∆ρ,
∂t(ρu) + div(ρu⊗ u)− µ∆u− (λ+ µ)∇divu+∇(a ργ + δ ρβ)+
ε∇ρ · ∇u+ kχE(u− u∞) = ρ f .
(18)
Les équations sont étudiées sur D× (0, T ). Par rapport au système (7), un terme de pénali-
sation, kχE(u− u∞), a été ajouté en vue de la prise en compte des conditions limites sur la
vitesse : k désigne un entier naturel non nul, E = D \Ω et u∞ ∈ [D(R3)]3 est un champ tel
que u∞(x) = 0 pour x ∈ ∂D et prenant en compte les conditions (5) à savoir :{
u∞(x) = a∞ sur un voisinage de ∂B(x0, R0),
u∞(x) = 0 sur un voisinage de S.
(19)
Les équations (18) sont envisagées avec les conditions limites :{
u(t,x) = 0 sur ∂D × (0, T ),
∂nρ(t,x) = 0 sur ∂D × (0, T ), (20)
et les conditions initiales : {
ρ(0,x) = ρ˜0(x) dans D,
u(0,x) = u˜0(x) dans D,
(21)
où ρ˜0 et u˜0 sont des prolongements de ρ0 et u0. On prolonge simplement u0 par 0 en dehors de
Ω alors le prolongement considéré pour ρ0 est plus spécifique : il dépend de ρ∞ et permettra
la prise en compte de la condition limite (6). Nous évoquerons ce problème un peu plus loin.
- Avec ce système, il est possible de reprendre les arguments des deux premières étapes de
la méthode Lions-Feireisl à ceci près que l’on travaille désormais avec l’inégalité d’énergie :
E[ρ,u](t) + ε
∫ t
0
∫
D
δβρβ−2|∇ρ|2 + µ
∫ t
0
∫
D
|∇u|2 + (λ+ µ)
∫ t
0
∫
D
|divu|2
≤ E[ρ˜0, u˜0] +
∫ t
0
∫
D
ρ f · u− k
∫ t
0
∫
E
(u− u∞) · u ,
(22)
où :
E[ρ,u](t) :=
1
2
∫
D
ρu2(t) +
∫
D
(
a
γ − 1ρ
γ(t) +
δ
β − 1ρ
β(t)
)
.
Introduction 7
- Ensuite, en notant (ρk,uk) le couple solution obtenu à l’issue de ce qui précède, on étudie le
comportement de cette suite lorsque k tend vers+∞. A ce stade le problème essentiel vient de
l’inégalité d’énergie (22) satisfaite par ρk et uk : elle ne permet pas d’obtenir des estimations
indépendantes de k à cause du terme −k ∫ t0 ∫E(u− u∞) · u apparaîssant au second membre.
Cette difficulté est résolue en travaillant sur la base d’une nouvelle estimation d’énergie
obtenue en combinant (22) avec de nouvelles relations intégrales (issues de l’utilisation de
u∞ comme fonction test dans les équations (18)). Cette nouvelle inégalité est de la forme :
1
2
∫
D
ρk (uk − u∞)2(t) +
∫
D
(
a
γ − 1ρ
γ
k(t) +
δ
β − 1ρ
β
k(t)
)
+ ε
∫ t
0
∫
D
δβρβ−2k |∇ρk|2
+µ
∫ t
0
∫
D
|∇(uk − u∞)|2 + (λ+ µ)
∫ t
0
∫
D
|div(uk − u∞)|2 + k
∫ t
0
∫
E
|uk − u∞|2
≤ 1
2
∫
D
ρ˜0 (u˜0 − u∞)2 +
∫
D
(
a
γ − 1 ρ˜
γ
0(t) +
δ
β − 1 ρ˜
β
0 (t)
)
+ ...−
∫ t
0
∫
D
ρβkdivu∞ ,
(23)
où les points de suspension désignent des termes dans lesquels le facteur k n’apparaît pas.
Cette nouvelle inégalité permet de récupérer les estimations souhaitées et on peut ensuite
reprendre les arguments de compacité issus de la régularisation parabolique de l’équation
de continuité. On obtient ainsi l’existence d’un couple (ρε,uε) qui est solution des équations
(7) : l’équation de continuité est satisfaite au sens fort sur D × (0, T ) alors que l’équation
de mouvement est vérifiée au sens des distributions uniquement sur Ω × (0, T ) (à cause du
terme de pénalisation). Toujours à cause du terme de pénalisation, on montre qu’en plus des
conditions (19) et (20), on a la relation :
uε = u∞ sur E × (0, T ). (24)
Enfin, le passage à la limite dans l’inégalité d’énergie (23) fournit l’inégalité suivante valable
pour tout t ∈ [0, T ] :
1
2
∫
D
ρε (uε − u∞)2(t) +
∫
D
(
a
γ − 1ρ
γ
ε (t) +
δ
β − 1ρ
β
ε (t)
)
+ ε
∫ t
0
∫
D
δβρβ−2ε |∇ρε|2
+µ
∫ t
0
∫
D
|∇(uε − u∞)|2 + (λ+ µ)
∫ t
0
∫
D
|div(uε − u∞)|2
≤ 1
2
∫
D
ρ˜0 (u˜0 − u∞)2 +
∫
D
(
a
γ − 1 ρ˜
γ
0(t) +
δ
β − 1 ρ˜
β
0 (t)
)
+ ...−
∫ t
0
∫
D
ρβεdivu∞ .
(25)
- L’étape suivante concerne le passage à la limite sur ε. Elle reprend les points (i) à (vi)
précédemment décrits à quelques modifications près.
(i) Partant de l’estimation d’énergie satisfaite par ρε et uε, on justifie les résultats de conver-
gence suivants : {
ρε
∗
⇀ ρ dans L∞(0, T ;Lβ(D)),
uε ⇀ u dans L
2(0, T ;W1,20 (D)),
où ρ est une fonction à valeurs positives comme limite de fonctions à valeurs positives et
u = u∞ sur E × (0, T ) à cause de (24).
(ii) En testant l’équation de mouvement avec une fonction convenable, on montre que pour
tout ouvert Ω′ relativement compact dans Ω, il existe une constante C(Ω′) > 0, indépendante
de ε, telle que : ∫ T
0
∫
Ω′
ρβ+1ε (t,x)dxdt ≤ C(Ω′).
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On en déduit que la suite des pressions pε = aργε +δρβε converge vers une fonction localement
intégrable sur Ω. Plus précisément, il existe des fonctions ργ et ρβ telles que pour tout ouvert
Ω′ relativement compact dans Ω, on ait : ργε ⇀ ργ dans L
β+1
γ (Ω′ × (0, T )),
ρβε ⇀ ρ
β dans L
β+1
β (Ω′ × (0, T )).
(iii) Des résultats de compacité servent ensuite à justifier la convergence de ρεuε et ρεuε⊗uε
vers ρu et ρu ⊗ u, ainsi que la prise en compte des conditions initiales (21). On en déduit
alors que les fonctions limites ρ et u vérifient au sens des distributions :{
∂tρ+ div(ρu) = 0 dans D × (0, T ),
∂t(ρu) + div(ρu⊗ u)− µ∆u− (λ+ µ)∇divu+∇(a ργ + δ ρβ) = ρ f dans Ω× (0, T ).
A nouveau, il s’agit d’établir que ργ = ργ et ρβ = ρβ.
(iv) En reprenant les idées associées au concept de solution renormalisée, on prouve que∫
D
[(ρ ln ρ)(t)− (ρ ln ρ)(t)] ≤
∫ t
0
∫
D
[ρdivu− ρdivu] ,
où ρdivu désigne la limite faible dans un espace convenable de ρεdivuε. Compte tenu du fait
que uε = u∞ sur E × (0, T ), on en déduit que ρdivu = ρdivu∞ = ρdivu sur E × (0, T ). Par
conséquent l’inégalité ci-dessus se réduit à :∫
D
[(ρ ln ρ)(t)− (ρ ln ρ)(t)] ≤
∫ t
0
∫
Ω
[ρdivu− ρdivu]. (26)
(v) Le résultat de compacité du flux effectif visqueux donne à nouveau l’égalité :
aργ+1 + δρβ+1 − (λ+ 2µ) ρdivu = aρργ + δρρβ − (λ+ 2µ) ρdivu sur Ω× (0, T ). (27)
(vi) Conclusion. En combinant (26) et (27), on retrouve la relation :∫
D
[(ρ ln ρ)(t)− (ρ ln ρ)(t)] ≤ 1
λ+ 2µ
∫
Ω
[a(ρργ − ργ+1) + δ(ρρβ − ρβ+1)]. (28)
En appliquant à (28) des arguments d’analyse convexe déjà évoqués, on montre que ρε
converge fortement vers ρ d’abord dans L1(D× (0, T )) puis, par interpolation, dans Lploc(Ω×
(0, T )) pour tout réel p ∈ [1, β + 1[ et dans Lp(D × (0, T )) pour tout réel p ∈ [1, β[. On en
déduit ainsi que ργ = ργ et ρβ = ρβ.
Pour envisager la poursuite de la preuve, il faut aussi pouvoir passer à la limite dans l’inéga-
lité d’énergie (25) satisfaite par ρε et uε. L’un des problèmes rencontrés concerne le terme∫ t
0
∫
D ρ
β
εdivu∞ dont on ne peut pas obtenir la limite avec les "moyens conventionnels" mobili-
sés par ce type de situation comme la convergence dominée (a priori, ρε ne converge pas vers
ρ dans Lβ(D × (0, T ))) ou le lemme de Fatou (pas d’information sur le signe de divu∞). La
difficulté est ici levée car le champ u∞ construit par S. Novo est à divergence nulle sur D \Ω′
où Ω′ est un ouvert relativement compact dans Ω. Ainsi,
∫ t
0
∫
D ρ
β
εdivu∞ =
∫ t
0
∫
Ω′ ρ
β
εdivu∞ et
on peut alors conclure que ce terme converge vers
∫ t
0
∫
D ρ
βdivu∞ car ρε converge vers ρ dans
Lβ(Ω′ × (0, T )).
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Enfin, indiquons le sens donné à la condition limite (6). En utilisant l’équation de continuité
∂tρ+div(ρu) = 0, on obtient (formellement) en intégrant par parties pour une fonction test
η ∈ D(R3 × (0, T )),∫ T
0
∫
Ω
(ρ∂tη + ρu · ∇η)dxdt =
∫ T
0
∫
∂Ω
ρu · n η dSdt. (29)
Or on sait que u(t,x) = a∞ sur E × (0, T ). Ainsi, sur E × (0, T ), l’équation de continuité
se réduit à ∂tρ + ∇ρ · a∞ = 0 avec la condition initiale ρ(0,x) = ρ˜0(x). Cela conduit
(formellement) à :
ρ(t,x) = ρ˜0(x− ta∞) pour (t,x) ∈ (0, T )× E tel que x− ta∞ ∈ E.
En choisissant le prolongement ρ˜0 de sorte que ρ˜0(x) = ρ∞ sur E = D \ Ω, on obtient :
ρ(t,x) = ρ∞ sur (0, T )×De, (30)
où De est une région incluse dans E et dont la frontière contient Γe (cf. schéma ci-dessous).
En considérant des fonctions η ∈ D(R3 × (0, T )) s’annulant au voisinage de ∂B \ Γe, la
relation (29) devient :∫ T
0
∫
Ω
(ρ∂tη + ρu · ∇η)dxdt =
∫ T
0
∫
Γe
ρu · n η dSdt.
Puis en tenant compte de (30), on déduit :∫ T
0
∫
Ω
(ρ∂tη + ρu · ∇η)dxdt =
∫ T
0
∫
Γe
ρ∞a∞ · n η dSdt. (31)
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C’est par la relation ci-dessus qu’est prise en compte la condition limite sur ρ.
- La dernière étape de la preuve concerne le passage à la limite sur δ. S. Novo y reprend
les arguments développés par Lions et Feireisl (le résultat concernant l’amplitude des os-
cillations reste valable) et développe l’idée de prolongement de l’équation de continuité : la
solution (ρ,u) de l’équation (1), valable sur Ω × (0, T ), est prolongée de manière à ce que
cette équation soit valable sur une région plus vaste (par exemple RN×(0, T )). Cela autorise
une plus large gamme de fonctions tests utilisée pour démontrer la convergence forte de la
suite des densités (cette idée était déjà exploitée par Lions et nous l’avons reprise sous une
forme sensiblement différente). En achevant cette partie de la preuve, S. Novo peut alors
conclure à l’existence d’une solution au système (1-3)-(5-6).
Notre travail
Dans cette thèse, nous nous plaçons dans le sillage du travail de S. Novo et nous traitons,
sur quelques exemples, des cas de conditions aux limites non homogènes et non constantes
(en temps et en espace).
Un travail préliminaire, ne figurant pas dans cette thèse, a été accompli pour étudier les
équations (1-3) dans un contexte 1D. En effet, si on trouve, dans la littérature, des résul-
tats concernant certains types d’équations de Navier-Stokes en dimension 1 avec conditions
limites non homogènes (voir [AnKaMo]), ce n’est pas le cas, à notre connaissance, pour le
modèle particulier de l’écoulement isentropique d’un gaz parfait. La recherche d’un cadre
multidimensionnel susceptible de présenter suffisamment d’analogies pour y transposer cer-
taines des idées développées dans le modèle 1D nous conduit, dans un premier temps, à
étudier un écoulement bidimensionnel entre deux parois parallèles (voir chapitre II). Cette
première étude nous sert ensuite de point de départ pour étendre nos résultats à d’autres
configurations géométriques (au chapitre III).
Si la géométrie du domaine étudié Ω joue un rôle important dans notre démonstration, le
cadre bidimensionnel ou tridimensionnel ne nous semble pas déterminant. Par contre, la mé-
thode employée laisse peu d’espoir quant à la possibilité de traiter les cas où la vitesse au
bord de Ω change de direction au cours de l’écoulement (flux et reflux). Du point de vue
physique, cette limitation ne paraît pas incongrue dans la mesure où notre modèle traite la
condition de bord sur la densité, ρ∞, comme une donnée du problème (elle n’est donc pas
affectée par ce qui se passe dans Ω alors qu’il semblerait normal qu’elle le soit en cas de flux
et de reflux).
Le premier chapitre de cette thèse regroupe l’essentiel des résultats spécifiques à l’étude
des équations de Navier-Stokes qui seront régulièrement utilisés par la suite. Ainsi, on y
trouvera les théorèmes "classiques" concernant les solutions renormalisées de l’équation de
continuité ou encore les propriétés du flux effectif visqueux. Quelques résultats, comme ceux
concernant l’équation de continuité qui ont été développés spécifiquement pour ce travail,
sont accompagnés d’une preuve.
Dans le second chapitre, nous nous intéressons à un écoulement bidimensionnel entre
deux parois parallèles et, par conséquent, nous considérons un domaine plan rectangulaire Ω.
L’objet du chapitre est de prouver l’existence d’une solution au système (1-3) avec conditions
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limites non homogènes : {
u(t,x) = a∞(t,x), sur (0, T )× ∂Ω,
ρ(t,x) = ρ∞(t,x), sur (0, T )× Γe,
où Γe = {x ∈ ∂Ω : a∞(t,x)·n(x) < 0 } (dans notre travail, nous supposons que cet ensemble
est indépendant du temps). La condition limite sur la vitesse a∞ est supposée de classe C2
tandis que la condition limite sur la densité ρ∞ appartient à L∞((0, T )× Γe).
Ce chapitre est fractionné en 7 parties qui, exceptée la première, se concluent toutes par un
théorème servant de point de départ à la suivante.
- La première partie, appelée "Présentation du problème", s’attache à décrire le modèle
étudié. Comme dans l’article de S. Novo (cf. [Novo 1]), nous utilisons une méthode de pé-
nalisation qui conduit à travailler sur une extension D du domaine étudié. La manière de
"prolonger" le champ a∞ en dehors de Ω joue un rôle important dans la preuve. Une des
spécificités de notre méthode est que nous n’utilisons pas directement une "extension" conve-
nable de a∞ mais plutôt un champ qui converge vers une telle extension. Plus précisément,
pour α > 0, nous introduisons un champ de vecteurs uα∞ qui, lorsque α → 0, converge (en
un sens à préciser) vers un champ U∞ tel que :
U∞(t,x) = a∞(t,x) sur ∂Ω× (0, T ).
(Jusqu’à la partie F, afin se conformer aux notations choisies dans cette thèse, le champ uα∞
est simplement noté u∞.)
Dans les parties A, B et C, nous reprenons les trois premières étapes du travail de S. Novo.
Plus précisément :
- Dans la partie A, nous partons du système d’équations (18) avec les conditions limites
(20) et les conditions initiales (21). Nous prouvons alors l’existence d’une suite de solutions
approchées pour ce système par une méthode de type Galerkin.
- Dans la partie B, nous montrons qu’il existe une suite extraite de la famille des solutions
approchées qui converge vers une solution (ρk,uk) du système (18-20-21).
- Dans la partie C, nous passons à la limite dans le terme de pénalisation et étudions donc
le comportement de la suite (ρk,uk)k>0 lorsque k → ∞. Comme dans le travail de S. Novo
(voir [Novo 1] ou [Novo 2]), cela nous conduit à travailler avec la nouvelle inégalité d’énergie
(25). Au terme de cette étape, on obtient un couple (ρε,uε) qui satisfait (24) ainsi que les
relations :
∂tρ+ div(ρu) = ε∆ρ sur D × (0, T ),
et, dans D′(Ω× (0, T )),
∂t(ρu) + div(ρu⊗ u)− µ∆u− (λ+ µ)∇divu+∇(a ργ + δ ρβ) + ε∇ρ · ∇u = ρ f .
- La partie D concerne le passage à la limite ε→ 0. L’argumentaire reprend alors les étapes
(i) à (vi) précédemment exposées. La nouveauté réside en fait dans le passage à la limite
dans l’estimation d’énergie (25) et, plus particulièrement, en ce qui concerne l’étude du terme∫ t
0
∫
D ρ
β
εdivu∞ pour lequel la construction du champ u∞ joue un rôle essentiel.
- La partie E est consacrée à la prise en compte des conditions limites sur la densité et,
en particulier, à l’obtention d’une relation intégrale semblable à (31). Cela nous conduit à
étudier le flot (t,x) 7→ X(t,x) associé au champ de vecteurs u∞. Dans notre modèle, ce flot
est tel que l’application (t,x) 7→ X(t, .)−1(x) est un difféomorphisme de (0, T ) × Γe sur un
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ouvert Ge qui est inclus dans D \Ω et dont la frontière contient Γe. Alors, en notant (ρδ,uδ)
le couple solution obtenu à l’issue de la partie D, nous montrons que :∫ T
0
∫
Ω
(ρδ∂tη + ρδuδ · ∇η)dxdt =
∫ T
0
∫
Γe
ρ˜∞u∞ · n η dSdt, (32)
où ρ˜∞ est la fonction définie sur (0, T )× Γe par :
ρ˜∞(t,x) =
ρ˜0(X(t, .)
−1(x))
exp
(∫ t
0 divu∞(s,X(s,x)) ds
) . (33)
(ρ˜0 désigne le prolongement de ρ0 et la relation (32) est valable pour toute fonction η ∈
D(R2 × (0, T )) à support dans (R2 \ Γs)× (0, T ) où Γs := {x ∈ ∂Ω : a∞(t,x) · n(x) > 0 }.)
- La partie F concerne le passage à la limite sur le terme de pression artificiel (δ → 0).
Nous utilisons la relation (33) afin de choisir convenablement un prolongement de ρ0, ρ˜0,
qui permettra de prendre en compte la condition limite ρ∞ ∈ L∞((0, T ) × Γe) et nous
reprenons l’argumentaire associé à l’amplitude des oscillations développé par E. Feireisl. A
l’issue de cette étape, nous obtenons l’existence d’un couple (ρα,uα) satifaisant, entre autres,
les équations (1-2) au sens des distributions dans Ω× (0, T ) et :
uα = u
α
∞ sur E × (0, T ),
où, comme précédemment, E = D \ Ω.
- Enfin, dans la partie G qui conclut le chapitre II, nous étudions le comportement de la
suite (ρα,uα)α>0 lorsque α → 0. Cette étape reprend, pour l’essentiel, les idées de la partie
F mais elle s’en distingue par la méthode employée pour prolonger (ρα,uα) en dehors de Ω.
Nous utilisons ici les résultats développés au chapitre I concernant ce que nous avons appelé
la "formulation intégrale de l’équation de continuité".
Dans le troisième chapitre, nous étudions deux exemples dont la résolution est inspirée
par les idées développées au chapitre II. Si nous n’avons pas donné de preuve détaillée, nous
avons veillé à fournir des jalons précis qui doivent permettre de construire une démonstration
rigoureuse.
- Dans un premier temps, nous indiquons les difficultés qui, dans le chapitre II, ont été réso-
lues en exploitant les spécificités géométriques du problème. Notre objet est alors de montrer
comment surmonter ces difficultés dans un contexte géométrique différent.
- Le premier exemple traité concerne le modèle étudié par S. Novo pour lequel nous en-
visageons des conditions limites non constantes (en temps et en espace). Pour faciliter la
comparaison avec le travail du chapitre II, le problème est étudié dans un cadre 2D mais une
adaptation en dimension 3 ne présenterait pas de difficulté particulière.
- Le second exemple concerne à nouveau un écoulement bidimensionnel dans un domaine
rectangulaire. Cependant, la condition d’adhérence sur les parois est ici remplacée par une
condition de glissement. La méthode d’extension de la condition limite a∞ diffère alors de
celle présentée au chapitre II.
Les résultats de ce chapitre permettent d’espérer que certaines des pistes envisagées dans ce
travail puissent être approfondies de manière à résoudre une plus large gamme de problèmes.
Le dernier chapitre porte sur le système (du chapitre II) linéarisé au voisinage d’une so-
lution stationnaire. Les équations de Navier-Stokes linéarisées ont déjà fait l’objet d’études
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et, dans un article (voir [Neustu]), J. Neustupa montre l’existence et l’unicité d’une solution
dans un espace de fonctions continues (pour des conditions limites différentes de celles étu-
diées ici). C’est sur la base de cet article qu’a été effectué le travail de ce chapitre et l’on
retrouvera en particulier l’idée de l’étude du flot exploité à propos de l’équation de continuité
linéarisée. Précisons cependant que notre résultat n’est pas optimal dans la mesure où des
résultats plus généraux existent dans la littérature (cf. [GeLe] qui traite ce problème avec
des hypothèses moins contraignantes sur la solution stationnaire mais avec des outils plus
"sophistiqués").
L’étude d’un système d’équations linéarisées peut conduire à traiter des problèmes de contrôle,
de stabilisation ou encore à étudier le système non linéaire dont il est issu. Ici, l’objectif était
de montrer que le système obtenu était exponentiellement stable ou stabilisable à l’aide de
conditions limites ad hoc. Plusieurs pistes ont été envisagées : exploitation du bilan éner-
gétique du système, méthode d’extension de Fursikov (voir [Furs 1] et [Furs 2]) ou encore
théorèmes caractérisant les semi-groupes exponentiellement stables (cf. [Zheng]). C’est cette
dernière piste qui s’est révélée féconde mais seulement sur le cas particulier du système mo-
nodimensionnel à coefficients constants. Ce travail est présenté en fin de chapitre.
Enfin, une petite bibliographie termine cette thèse. Afin de faciliter la lecture de ce
document, nous avons pu la limiter à peu de titres car ces dernières années ont vu apparaître
un certain nombre d’ouvrages regroupant l’état de l’art au sujet des équations de Navier-
Stokes.
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Chapitre I
Outils mathématiques
Dans ce chapitre, on regroupe divers résultats qui sont spécifiques à l’étude des équations
de Navier-Stokes et qui apparaîssent à de nombreuses reprises par la suite. En général, nous
ne donnerons pas de preuve pour les résultats accompagnés d’une référence. Les exceptions
à cette règle concernent les cas suivants :
- la preuve était laissée à titre d’exercice au lecteur,
- notre énoncé diffère légèrement de celui donné par l’auteur et, par conséquent, notre dé-
monstration est une adaptation de celle fournie dans l’ouvrage de référence.
Le premier paragraphe concerne des espaces fonctionnels adaptés à la prise en compte
des conditions initiales. On énonce aussi des résultats de compacité relatifs à ces espaces.
Le second paragraphe présente des outils d’analyse convexe plus ou moins classiques dont
nous avons évoqué l’utilité en introduction.
Les paragraphes 3 et 5 concernent respectivement la notion de solution renormalisée et la
compacité du flux effectif visqueux.
Quant au paragraphe 4, il nous permet de mettre en évidence les relations entre le flot d’un
champ de vecteurs et la solution de l’équation de transport associée (voir par exemple [Di-
PeLi]). De plus, nous y introduisons des résultats qui interviennent dans les parties E et G
du chapitre II et qui sont reliés au prolongement des solutions de l’équation de continuité.
1 Fonctions continues à valeurs dans un Banach muni de
la topologie faible
1.1 L’espace C([0,T];Xw)
On désigne par X un espace de Banach séparable et X ′ son dual topologique.
Définition. On note C([0, T ];Xw) l’ensemble des applications f : [0, T ]→ X telles que pour
tout ξ ∈ X ′, la fonction t 7→ 〈f(t), ξ〉X,X′ soit continue sur [0, T ].
Remarques.
1. Le fait que l’espace X soit séparable permet d’affirmer que les fonctions faiblement me-
surables de [0, T ] dans X sont mesurables (Théorème de Pettis).
2. La topologie sur C([0, T ];Xw) est définie par la famille de semi-normes (‖.‖ξ)ξ∈X′ où par
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définition :
‖f‖ξ := sup
t∈[0,T ]
|〈f(t), ξ〉X,X′|.
Par conséquent, dire qu’une suite (fn)n converge vers f dans C([0, T ];Xw) signifie :
Pour tout ξ ∈ X ′, 〈fn(.), ξ〉 converge uniformément vers 〈f(.), ξ〉 sur [0, T ].
Proposition I.1 C([0, T ];Xw) est inclus dans L∞(0, T ;X).
Preuve. Soit f ∈ C([0, T ];Xw). Pour chaque réel t ∈ [0, T ], on définit l’application linéaire
Tt ∈ X ′′ par :
〈Tt, ξ〉X′′,X′ := 〈f(t), ξ〉X,X′
Tt est une forme linéaire continue sur X ′ et d’après une conséquence du théorème de Hahn-
Banach, ‖Tt‖X′′ = ‖f(t)‖X . D’autre part, compte-tenu que f ∈ C([0, T ];Xw), on a pour
chaque ξ ∈ X ′ :
sup
t∈[0,T ]
|〈Tt, ξ〉X′′,X′| <∞ .
D’après le théorème de Banach-Steinhaus, cela conduit à
sup
t∈[0,T ]
‖Tt‖X′′ <∞ ,
c’est-à-dire à :
sup
t∈[0,T ]
‖f(t)‖X <∞ .
ce qui prouve le résultat voulu.

Donnons un critère pour qu’une suite soit relativement compacte dans C([0, T ];Xw).
Théorème I.2 On suppose que X et Y sont des espaces de Banach tels que :
X est réflexif, séparable et X ↪→ Y (injection continue),
Y ′ ↪→ X ′ (injection continue et dense).
On considère une suite (fn)n d’applications de [0, T ] dans X telle que :
- La suite (fn)n est bornée dans L∞(0, T ;X),
- Pour chaque entier n, fn ∈ C([0, T ];Xw),
- Pour chaque ζ ∈ Y ′, la suite (〈fn, ζ〉Y,Y ′)n est uniformément équicontinue sur [0, T ].
Alors (fn)n est relativement compacte dans C([0, T ];Xw).
Comme ce résultat est une version légèrement modifiée d’un théorème donné dans [Lions 1]
(cf. page 177), nous en donnons une preuve.
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Preuve. Par hypothèse, il existe un réel R > 0 tel que pour tout n ≥ 1, on ait :
‖fn‖L∞(0,T ;X) ≤ R.
Notons alors B := {x ∈ X : ‖x‖X ≤ R}. X étant réflexif, d’après le théorème de Banach-
Alaoglu-Bourbaki, B muni de la topologie induite par σ(X,X ′) est un espace compact. De
plus, X étant réflexif et séparable, X ′ l’est aussi et, par conséquent, la topologie induite sur
B est métrisable. Plus précisément, on peut définir cette métrique par :
d(x1, x2) :=
∞∑
k=1
1
2k
|〈x1 − x2, ξk〉X,X′|,
où (ξk)k est une suite d’éléments de X ′ dense dans B′ := {ξ ∈ X ′ : ‖ξ‖X′ ≤ 1} (cf.
[Brézis] page 48). Comme Y ′ est dense dans X ′, on peut choisir les ξk dans Y ′ (on a alors
〈x1 − x2, ξk〉X,X′ = 〈x1 − x2, ξk〉Y,Y ′).
Ainsi, montrer que la suite (fn)n est relativement compacte dans C([0, T ];Xw) revient à
prouver qu’elle l’est dans C([0, T ], B).
- Pour chaque t ∈ [0, T ], la suite (fn(t))n est relativement compacte dans B (car B est
compacte).
- Soit ε > 0. On choisit un entier Kε tel que : R2Kε−1 ≤ ε. On a alors pour s, t ∈ [0, T ] :
d(fn(s), fn(t)) =
∞∑
k=1
1
2k
|〈fn(s)− fn(t), ξk〉|
≤
Kε∑
k=1
1
2k
|〈fn(s)− fn(t), ξk〉|+
∞∑
k=Kε+1
1
2k
‖fn(s)− fn(t)‖X ‖ξk‖X′
≤
Kε∑
k=1
1
2k
|〈fn(s)− fn(t), ξk〉|+
∞∑
k=Kε+1
1
2k
2R
≤
Kε∑
k=1
1
2k
|〈fn(s)− fn(t), ξk〉|+ ε.
Puis, pour chaque entier k ∈ {1, ..., Kε}, comme la suite (〈fn, ξk〉Y,Y ′)n est uniformément
équicontinue sur [0, T ], il existe δk > 0 et Nk ≥ 1 tels que pour tous s, t ∈ [0, T ] vérifiant
|s− t| ≤ δk et pour tout n ≥ Nk, on a : |〈fn(s)− fn(t), ξk〉| ≤ ε.
On pose alors : N := max{Nk, k ∈ {1, ..., Kε}} et δ := min{δk, k ∈ {1, ..., Kε}}. Ainsi, pour
tous s, t ∈ [0, T ] tels que |s− t| ≤ δ et pour tout n ≥ N , on a :
d(fn(s), fn(t)) ≤
Kε∑
k=1
1
2k
ε+ ε ≤ 2ε.
Donc la suite (fn)n est uniformément équicontinue sur [0, T ].
Par le théorème d’Ascoli, on en déduit que (fn)n est relativement compacte dans C([0, T ], B).

1.2 Les espaces L∞(0,T;Lp(Ω)) et C([0,T];Lpw(Ω)) (1 ≤ p <∞)
Soient Ω un ouvert borné de RN (N ≥ 1) et p un réel appartenant à [1,∞[. D’après
la Proposition I.1, tout élément de C([0, T ];Lpw(Ω)) appartient à L∞(0, T ;Lp(Ω)). Voici un
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critère permettant de savoir si un élément de L∞(0, T ;Lp(Ω)) (admet un représentant qui)
appartient à C([0, T ];Lpw(Ω)) :
Proposition I.3 ([NoSt] page 300)
Soit f un élément de L∞(0, T ;Lp(Ω)) tel que pour tout η ∈ D(Ω), on ait :
d
dt
(∫
Ω
f(.)η dx
)
∈ L1(0, T ).
Alors il existe g ∈ C([0, T ];Lpw(Ω)) telle que :
f(t) = g(t) p.p. sur [0, T ].
Le théorème suivant donne résultat de convergence forte associé à la convergence dans
C([0, T ];Lpw(Ω)) :
Théorème I.4 ([NoSt] page 300)
On suppose ici que 1 < p < ∞. Soient q ∈ [1,∞) et (gn)n une suite de fonctions dans
C([0, T ];Lpw(Ω)) telle que :
gn → g dans C([0, T ];Lpw(Ω)).
Si Lp(Ω) ↪→↪→ W−1,q(Ω) (injection compacte), alors, pour tout r ∈ [1,+∞[,
gn → g dans Lr(0, T ;W−1,q(Ω)).
Nous terminons la liste des résultats associés à C([0, T ];Lpw(Ω)) par le lemme suivant figurant
dans [NoSt] (page 321) :
Lemme I.5 Soient ρ ∈ C([0, T ];L1w(Ω)) et u ∈ L2(0, T ;W 1,2(Ω)) tels que :
ρ ≥ 0 p.p. sur Ω× (0, T ) et ρu2 ∈ L∞(0, T ;L1(Ω)).
On suppose que p.p. sur (0, T ), (ρu)(t) = q(t) où q ∈ C([0, T ];Lpw(Ω)) pour un certain p tel
que 1 ≤ p <∞.
Alors :
- Pour tout t ∈ [0, T ], q(t) = 0 p.p. sur {x ∈ Ω / ρ(t,x) = 0}.
- Il existe u˜ ∈ L2(0, T ;W 1,2(Ω)) tel que :
u˜(t) = u(t) p.p. sur (0, T ) et (ρu˜)(t) = q(t) pour tout t ∈ [0, T ].
2 Quelques résultats d’analyse convexe
On récapitule ici des résultats, plus ou moins classiques, concernant les notions de limites
faibles ou fortes et les opérateurs convexes et/ou monotones. Tous les résultats présentés
sont issus de [NoSt] (pages 183-188).
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Dans tout le paragraphe, Ω désigne un ouvert de RN .
Théorème I.6 Soient p ∈ [1,∞) et f : R+ → R une fonction convexe et semi-continue
inférieurement. On considère une suite (ρn)n d’éléments de Lp(Ω) telle que :
ρn ≥ 0 p.p. sur Ω,
ρn ⇀ ρ dans Lp(Ω),
f(ρn)⇀ f(ρ) dans L1(Ω).
Alors :
f(ρ) ≤ f(ρ) p.p. sur Ω.
Théorème I.7 Soient p ∈ ] 1,∞) et f : R+ → R une fonction strictement convexe. On
considère une suite (ρn)n d’éléments de Lp(Ω) telle que :
ρn ≥ 0 p.p. sur Ω,
ρn ⇀ ρ dans Lp(Ω),
f(ρn)⇀ f(ρ) dans L1(Ω).
Alors :
ρn → ρ dans L1(Ω).
Dans toute la suite, on suppose de plus que Ω est un ouvert borné de RN . Ainsi, un élément
f ∈ L1(Ω) se plonge dans C(Ω)′ en posant :
〈f , ϕ〉 :=
∫
Ω
f(x)ϕ(x) dx
Voici un résultat relatif aux opérateurs monotones qui est une adaptation du Lemme 3.35
page 186 figurant dans [NoSt].
Théorème I.8 Soient P, Q : R+ → R+ deux fonctions croissantes sur R+. On considère
une suite (ρn)n d’éléments de L1(Ω) telle que :
ρn ≥ 0 p.p. sur Ω,
P (ρn)⇀ P (ρ) dans L1(Ω),
Q(ρn)⇀ Q(ρ) dans L1(Ω),
P (ρn)Q(ρ)⇀ P (ρ) Q(ρ) dans L1(Ω),
P (ρ)[Q(ρn)−Q(ρ)]⇀ 0 dans L1(Ω),
P (ρn)Q(ρn)
∗
⇀ P (ρ)Q(ρ) dans C(Ω)′,
avec, pour tout n, P (ρn)Q(ρn) ∈ L1(Ω) et P (ρ)Q(ρ) ∈ L1(Ω).
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Alors,
P (ρ) Q(ρ) ≤ P (ρ)Q(ρ) p.p. sur Ω.
Preuve. Soit B = B(a, r) une boule ouverte de centre a et de rayon r > 0 incluse dans Ω.
Pour ε ∈]0, d(a, ∂Ω)− r[, on considère une fonction κε ∈ D(RN) telle que :
0 ≤ κε(x) ≤ 1 pour tout x ∈ RN ,
κε(x) = 1 pour x ∈ B,
κε(x) = 0 pour |x− a| > r + ε,
κε(x)
ε→0−→ χB(x) pour tout x ∈ RN .
Soient g : Ω → R+ une fonction mesurable et pour k > 0, Ωg,k := {x ∈ Ω : g(x) ≤ k}.
Compte-tenu de la monotonie des fonctions P et Q, on a :∫
Ωg,k
[P (ρn)− P (g)] [Q(ρn)−Q(g)]κεdx ≥ 0.
d’où :∫
Ωg,k
P (ρn)Q(ρn)κε −
∫
Ωg,k
P (ρn)Q(g)κε −
∫
Ωg,k
Q(ρn)P (g)κε +
∫
Ωg,k
P (g)Q(g)κε ≥ 0.
Comme P et Q sont à valeurs positives, il vient :∫
Ω
P (ρn)Q(ρn)κε −
∫
Ωg,k
P (ρn)Q(g)κε −
∫
Ωg,k
Q(ρn)P (g)κε +
∫
Ωg,k
P (g)Q(g)κε ≥ 0.
Puis, étant donné que P (g), Q(g) appartiennent à L∞(Ωg,k) et que κε ∈ C(Ω), les hypothèses
de convergence conduisent à :∫
Ω
P (ρ)Q(ρ)κε −
∫
Ωg,k
P (ρ)Q(g)κε −
∫
Ωg,k
Q(ρ)P (g)κε +
∫
Ωg,k
P (g)Q(g)κε ≥ 0.
Utilisons cette relation avec g := ρn, il vient :∫
Ω
P (ρ)Q(ρ)κε −
∫
Ωρn,k
P (ρ)[Q(ρn)−Q(ρ)]κε −
∫
Ωρn,k
P (ρ)Q(ρ)κε
−
∫
Ωρn,k
P (ρn)Q(ρ)κε +
∫
Ωρn,k
P (ρn)Q(ρn)κε ≥ 0.
Par convergence dominée, nous obtenons en faisant k →∞ :∫
Ω
P (ρ)Q(ρ)κε −
∫
Ω
P (ρ)[Q(ρn)−Q(ρ)]κε −
∫
Ω
P (ρ)Q(ρ)κε
−
∫
Ω
P (ρn)Q(ρ)κε +
∫
Ω
P (ρn)Q(ρn)κε ≥ 0.
Puis avec nos hypothèses de convergence, un nouveau passage à la limite sur n donne :
2
∫
Ω
P (ρ)Q(ρ)κε − 2
∫
Ω
P (ρ)Q(ρ)κε ≥ 0.
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En faisant tendre ε vers 0, il vient :∫
B
P (ρ)Q(ρ) ≥
∫
B
P (ρ)Q(ρ).
Puisque cette inégalité est valable pour toute boule B incluse dans Ω, on obtient bien le
résultat voulu.

En combinant le théorème précédent et les résultats d’analyse convexe, on obtient le :
Théorème I.9 Soient p ∈ [1,∞) et (ρn)n une suite d’éléments de Lp+1(Ω) telle que :
ρn ≥ 0 p.p. sur Ω,
ρn ⇀ ρ dans Lp+1(Ω),
ρpn ⇀ ρ
p dans L
p+1
p (Ω),
ρp+1n
∗
⇀ ρp+1 dans C(Ω)′,
avec ρp+1 ∈ L1(Ω).
(i) On a alors ρ ρp ≤ ρp+1 p.p. sur Ω.
(ii) Si de plus, ρ ρp = ρp+1 p.p. sur Ω, alors ρp = ρp p.p. sur Ω.
Preuve.
- Le point (i) est une conséquence directe du Théorème I.8 en considérant les fonctions P et
Q définies par P (s) = s et Q(s) = sp.
- Démontrons donc (ii).
D’abord, comme la fonction s 7→ sp est convexe, le Théorème I.6 assure que :
ρp ≤ ρp p.p. sur Ω.
Démontrons donc l’inégalité inverse. Considérons la fonction κε définie dans la preuve pré-
cédente et un réel α > 0. La croissance (sur R+) de la fonction s 7→ sp permet d’écrire :∫
Ω
[ρpn − (ρ+ ακε)p] [ρn − (ρ+ ακε)] ≥ 0,
ce qui conduit à :∫
Ω
ρp+1n −
∫
Ω
ρpn(ρ+ ακε)−
∫
Ω
ρn(ρ+ ακε)
p +
∫
Ω
(ρ+ ακε)
p+1 ≥ 0.
Les hypothèses de convergence donnent :∫
Ω
ρp+1 −
∫
Ω
ρp(ρ+ ακε)−
∫
Ω
ρ(ρ+ ακε)
p +
∫
Ω
(ρ+ ακε)
p+1 ≥ 0.
Comme ρp+1 = ρ ρp, il vient :
−α
∫
Ω
ρpκε −
∫
Ω
ρ(ρ+ ακε)
p +
∫
Ω
(ρ+ ακε)
p+1 ≥ 0,
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donc :
α
∫
Ω
[(ρ+ ακε)
p − ρp]κε ≥ 0.
En divisant par α puis en faisant α→ 0+, on obtient :∫
Ω
[ρp − ρp]κε ≥ 0.
En faisant tendre ε vers 0, il vient : ∫
B
ρp ≥
∫
B
ρp.
Cette inégalité étant valable pour toute boule B de Ω, on en déduit que : ρp ≥ ρp p.p. sur
Ω, ce qui termine la preuve.

3 Solutions renormalisées de l’équation de continuité
Nous avons regroupé dans ce paragraphe des résultats concernant l’équation de continuité,
à savoir : ∂tρ+ div(ρu) = 0.
3.1 Le lemme de Friedrichs
Considérons une fonction ω ∈ D(RN) telle que :
ω(x) ≥ 0 , ∫RN ω(x) dx = 1 , supp (ω) ⊂ B(0, 1),
et, pour ε > 0, posons :
ωε(x) :=
1
εN
ω(
x
ε
).
Etant donnée f ∈ L1loc(RN), on note Sε(f) := f ∗ ωε son produit de convolution avec ωε.
Ainsi, pour tout x ∈ RN :
Sε(f)(x) =
∫
RN
ωε(y)f(x− y) dy.
Rappelons le résultat classique suivant (disponible par exemple dans [NoSt] page 303) :
Théorème I.10 Soient p et q deux réels ≥ 1 et f ∈ Lp(0, T ;Lq(RN)). Alors :
Sε(f) ∈ Lp(0, T ;C∞(RN)) et Sε(f) ε→0−→ f dans Lp(0, T ;Lq(RN)).
Le lemme suivant, appelé "lemme de Friedrichs", est utilisée dans la preuve de la Proposition
I.13 et sera utilisé à de nombreuses reprises au cours du chapitre II.
Lemme I.11 ([NoSt] page 305)
Soient Ω un ouvert de RN , q, β deux éléments de [1,+∞] tels que (q, β) 6= (1,∞) et 1
q
+ 1
β
≤ 1
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et p, α deux éléments de [1,+∞] tels 1
p
+ 1
α
≤ 1.
Si ρ ∈ Lα(0, T ;Lβloc(Ω)) et u ∈ Lp(0, T ;W1,qloc(Ω) alors :
div(Sε(ρu))− div(Sε(ρ)u)→ 0 dans Ls(0, T ;Lrloc(Ω)),
avec s et r définis par :
1
s
=
1
α
+
1
p
et r ∈
 [1,
βq
β+q
] si β <∞ ou q = 1,
[1, q[ si β =∞ et q > 1.
3.2 Prolongement de l’équation de continuité
Prolonger le domaine (en espace) sur lequel l’équation de continuité est satisfaite est une
opération que nous répèterons à de nombreuses reprises car cela permet d’employer une plus
large gamme de fonctions tests.
Proposition I.12 ([NoSt] page 306)
Soient Ω un ouvert borné de RN , ρ ∈ L2(Ω × (0, T )), u ∈ L2(0, T ;W20(Ω)) et f ∈ L1(Ω ×
(0, T )) tels que :
∂tρ+ div(ρu) = f dans D′(Ω× (0, T )).
Alors en prolongeant ρ, u et f par 0 sur (RN\Ω)× (0, T ), on a :
∂tρ+ div(ρu) = f dans D′(RN × (0, T )).
3.3 Equation de continuité et solutions renormalisées
Dans toute cette section 3.3, Ω désigne un ouvert quelconque de RN .
Définition. Un couple (ρ,u) ∈ Lp(0, T ;Lploc(Ω))× L2(0, T ;W1,2loc(Ω)) (p ≥ 1) tel que :
ρ ≥ 0 p.p. sur Ω× (0, T ) et ∂tρ+ div(ρu) = 0 dans D′(Ω× (0, T )),
est appelé une solution renormalisée de l’équation de continuité si, et seulement si, on a
∂tb(ρ) + div(b(ρ)u) + (ρb
′(ρ)− b(ρ))divu = 0 dans D′(V × (0, T )),
pour toute fonction b ∈ C(R+) ∩ C1(R∗+) telle qu’il existe des réels c > 0, λ0 > −1 et
λ1 ∈ ]− 1,−1 + p2 ] vérifiant : |b
′(t)| ≤ ctλ0 pour t ∈]0, 1],
|b′(t)| ≤ ctλ1 pour t ∈ [1,+∞[.
Remarques. Sous les conditions de la définition,
1. Compte tenu de la contrainte λ0 > −1, la fonction B : s 7→ s b′(s) − b(s), définie a
priori sur R∗+, est automatiquement prolongée par continuité en 0 par B(0) = −b(0). Ainsi
B ∈ C(R+).
2. On peut montrer l’existence d’une constante C > 0 telle que pour tout s ∈ R+,
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|b(s)| ≤ C(1 + s1+λ1) et |B(s)| ≤ C(1 + s1+λ1).
(On justifie ainsi l’intégrabilité locale de chacun des termes de l’équation.)
La proposition suivante fournit des conditions suffisantes pour qu’une solution de l’équation
de continuité soit une solution renormalisée. L’hypothèse essentielle de l’énoncé qui suit est
l’intégrabilité au moins L2 de la densité ρ.
Proposition I.13 ([NoSt] page 307-309)
On considère des réels β ≥ 2, z ≥ 1 et des fonctions :
ρ ∈ Lβ(0, T ;Lβloc(Ω)) , u ∈ L2(0, T ;W1,2loc(Ω)) , f ∈ Lz(0, T ;Lzloc(Ω)),
satisfaisant :
ρ ≥ 0 p.p. sur Ω× (0, T ) et ∂tρ+ div(ρu) = f dans D′(Ω× (0, T )).
(i) Soit b ∈ C1(R+) telle qu’il existe c > 0 et un réel λ1 ∈ ]− 1, β2 − 1]∩ ]− 1, βz′ ] vérifiant :
|b′(t)| ≤ ctλ1 pour t ∈ [1,+∞[ .
Alors :
∂tb(ρ) + div(b(ρ)u) + (ρb
′(ρ)− b(ρ))divu = b′(ρ) f dans D′(Ω× (0, T )).
(ii) Supposons que f = 0 et considérons b ∈ C(R+) ∩ C1(R∗+) telle qu’il existe c > 0 et des
réels λ0 > −1, λ1 ∈ ]− 1, β2 − 1] vérifiant : |b
′(t)| ≤ ctλ0 pour t ∈]0, 1],
|b′(t)| ≤ ctλ1 pour t ∈ [1,+∞[ .
On a alors :
∂tb(ρ) + div(b(ρ)u) + (ρb
′(ρ)− b(ρ))divu = 0 dans D′(Ω× (0, T )).
Nous terminons ce paragraphe par un résultat de régularité en temps pour la densité valable
pour certaines catégories de solutions renormalisées.
Proposition I.14 ([NoSt] page 310)
Soient Ω un ouvert borné de RN , β ∈ ]1,+∞[, u ∈ L2(0, T ;W1,2(Ω)) et ρ ∈ L∞(0, T ;Lβ(Ω))
tels que :
ρ ≥ 0 p.p. sur Ω× (0, T ) et ρ ∈ C([0, T ];Lβw(Ω)).
On suppose qu’il existe θ ∈ ]0, β
4
[ tel que :
∂t(ρ
θ) + div(ρθu) + (θ − 1)ρθdivu = 0 dans D′(Ω× (0, T )).
Alors ρ ∈ C([0, T ];Lp(Ω)) pour tout réel p ∈ [1, β[.
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4 Formulation intégrale de l’équation de continuité
Dans tout le paragraphe, nous considérons un champ de vecteurs u ∈ C1([0, T ]×R2) à
support compact.
4.1 Flot associé à un champ de vecteurs
Proposition I.15
(i) Pour chaque (t0,x0) ∈ [0, T ]×R2, le problème de Cauchy :{
dy
dt
(t) = u(t,y(t)),
y(t0) = x0,
admet une unique solution définie sur [0, T ], notée Y(.; t0,x0).
(ii) L’application Y : [0, T ]× [0, T ]×R2 → R2 , (s, t,x) 7→ Y(s; t,x) est de classe C1 et les
dérivées partielles secondes suivantes existent et sont continues sur [0, T ]× [0, T ]×R2 :
∂2Y
∂s ∂t
=
∂2Y
∂t ∂s
et, pour i = 1, 2,
∂2Y
∂s ∂xi
=
∂2Y
∂xi ∂s
.
(iii) L’application X : [0, T ] × R2 → R2 , t 7→ X(t,x) := Y(t; 0,x) est de classe C1 sur
[0, T ]×R2 et pour tout (t,x) ∈ [0, T ]×R2,
∆X(t,x) := det(∇xX(t,x)) = exp
(∫ t
0
divu(s,X(s,x)) ds
)
.
Preuve. Comme u est à support compact, on peut affirmer que u est K-Lipschitzienne
sur [0, T ] ×R2 pour un certain K > 0. Cette propriété permet d’affirmer que pour chaque
(t0,x0) ∈ [0, T ]×R2, le problème de Cauchy :{
dy
dt
(t) = u(t,y(t)),
y(t0) = x0,
admet une unique solution globale, c’est-à-dire définie sur [0, T ] (On renvoie à [Demail] page
134 pour plus de détails). Toujours d’après [Demail] (cf. Chapitre XI pages 286-291), comme
u est de classe C1 sur [0, T ]×R2, on obtient les résultats de régularité annoncés pour Y (et
donc aussi pour X). Ainsi, le seul point à justifier est le calcul de det(∇xX(t,x)).
On part de la relation
∂X
∂t
(t,x) = u(t,X(t,x)),
que l’on dérive par rapport à xi (pour i = 1, 2) de sorte que pour tout (t,x) ∈ [0, T ] ×R2,
on obtient :
∂2X
∂t∂xi
(t,x) =
∂u
∂x1
(t,X(t,x))
∂X1
∂xi
(t,x) +
∂u
∂x2
(t,X(t,x))
∂X2
∂xi
(t,x).
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En notant ∇xu(t,x) =
 ∂u
1
∂x1
(t,x) ∂u
1
∂x2
(t,x)
∂u2
∂x1
(t,x) ∂u
2
∂x2
(t,x)
 la relation précédente s’écrit alors :
∂
∂t
(
∂X
∂xi
)
(t,x) = ∇xu(t,X(t,x)) ∂X
∂xi
(t,x).
Désignons par ∆X(t,x) le déterminant de la matrice :
∇xX(t,x) =
 ∂X1∂x1 (t,x) ∂X1∂x2 (t,x)
∂X2
∂x1
(t,x) ∂X2
∂x2
(t,x)
 = (∂X
∂x1
(t,x),
∂X
∂x2
(t,x)
)
.
Nous avons alors :
∂t∆X(t,x)
= ∂t det
(
∂X
∂x1
,
∂X
∂x2
)
(t,x)
= det
(
∂
∂t
∂X
∂x1
(t,x),
∂X
∂x2
(t,x)
)
+ det
(
∂X
∂x1
(t,x),
∂
∂t
∂X
∂x2
(t,x)
)
= det
(
∇xu(t,X(t,x)) ∂X
∂x1
(t,x),
∂X
∂x2
(t,x)
)
+ det
(
∂X
∂x1
(t,x),∇xu(t,X(t,x)) ∂X
∂x2
(t,x)
)
.
Or, un résultat classique d’algèbre linéaire nous dit que pour toute matrice M ∈ M2,2(R)
et C1, C2 ∈M2,1(R), on a :
det(M C1, C2) + det(C1,M C2) = tr(M) det(C1, C2).
Alors en prenant M := ∇xu(t,X(t,x)), on en déduit que :
∂∆X
∂t
(t,x) = divu(t,X(t,x))∆X(t,x).
Comme ∆X(0,x) = det(∇xX(0,x)) = det(I2) = 1, il vient :
∆X(t,x) = exp
(∫ t
0
divu(s,X(s,x)) ds
)
,
ce qui termine la preuve.

Nous donnons maintenant un "théorème de transport" :
Proposition I.16 Soient f ∈ W 1,1((0, T ) × R2) et O un ouvert borné de R2. Pour tout
t ∈ [0, T ], on pose :
O(t) := {X(t,x) , x ∈ O} et Q(t) :=
∫
O(t)
f(t,y) dy,
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où X désigne l’application définie dans la Proposition I.15 (iii).
Alors Q ∈ W 1,1(0, T ) et pour tout t ∈ [0, T ],
Q(t) = Q(0) +
∫ t
0
∫
O(s)
[∂tf + div(f u)] dyds.
Preuve. On commence par examiner le cas où f ∈ C∞([0, T ]×R2).
Le changement de variable y := X(t,x) conduit à :
Q(t) =
∫
O
f(t,X(t,x))∆X(t,x) dx =
∫
O
f(F (t,x))∆X(t,x) dx =
∫
O
Ψ(t,x) dx,
où on a posé :
F : [0, T ]×R2 → [0, T ]×R2 , (t,x) 7→ F (t,x) := (t,X(t,x)),
Ψ : [0, T ]×R2 → [0, T ]×R2 , (t,x) 7→ Ψ(t,x) := f(F (t,x))∆X(t,x),
et :
∆X(t,x) = exp
(∫ t
0
divu(s,X(s,x)) ds
)
.
On vérifie facilement que F est une bijection de [0, T ]×R2 sur [0, T ]×R2 dont l’application
réciproque est
F−1 : [0, T ]×R2 → [0, T ]×R2 , (t, ξ) 7→ F−1(t, ξ) = (t,Y(0; t, ξ)).
De plus, d’après la Proposition I.15, F est de classe C1 sur [0, T ]×R2.
- Ainsi, pour chaque x ∈ R2, l’application
Ψ(.,x) : t ∈ [0, T ] 7→ f(F (t,x))∆X(t,x),
est de classe C1 sur [0, T ] et sa dérivée vaut :
∂Ψ
∂t
(t,x) = [(∂tf)(F (t,x)) + (∇f)(F (t,x)) · u(F (t,x))]∆X(t,x) + f(F (t,x))∂∆X∂t (t,x)
= [(∂tf)(F (t,x)) + (∇f)(F (t,x)) · u(F (t,x))]∆X(t,x)
+f(F (t,x))divu(t,X(t,x))∆X(t,x)
= [∂tf + div(f u)] ◦ F (t,x)∆X(t,x).
Comme O est un ouvert borné et compte-tenu de la régularité de f , u et ∆X, il existe une
constante C = C(T,O) > 0 telle que, sur [0, T ]×O,
∣∣∣∂Ψ
∂t
(t,x)
∣∣∣ ≤ C. On en déduit que Q est
de classe C1 sur [0, T ] et que :
Q′(t) =
∫
O
[∂tf + div(f u)] ◦ F (t,x)∆X(t,x) dx.
En faisant le changement de variable (t,x) = F−1(t,y), on obtient :
Q′(t) =
∫
O(t)
[∂tf + div(f u)](t,y) dy,
et on récupère le résultat voulu en intégrant en temps.
Le cas général s’obtient en utilisant la densité de C∞([0, T ]×R2) dans W 1,1((0, T )×R2 (cf.
[NoSt] page 41).

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4.2 Equation de continuité sous forme intégrale
Si Ω est un ouvert borné à frontière Lipschitzienne et g : [0, T ] ×R2 → R une solution
"régulière" de l’équation de continuité ∂tg + div(g u) = 0, alors un calcul direct fournit
l’égalité : ∫ T
0
∫
R2\Ω
[g ∂tη + g u · ∇η] dxdt = −
∫ T
0
∫
∂Ω
g η u · n dSdt,
où η ∈ D(R2 × (0, T )).
L’objet de ce qui suit est d’obtenir ce type de relation dans un contexte plus général (voir
le Lemme I.20). La raison de ce travail apparaîtra lors de la partie G du chapitre II où
nous chercherons à construire des prolongements "intéressants" des solutions de l’équation
de continuité.
Lemme I.17 On suppose que ∇xu ∈ [C1([0, T ]×R2)]2×2.
(i) L’application Y : [0, T ] × [0, T ] ×R2 → R2 , (s, t,x) 7→ Y(s; t,x) est de classe C2 sur
[0, T ]× [0, T ]×R2.
(ii) L’application J : [0, T ]×R2 → R définie par :
J(t,x) := exp
(∫ t
0
divu(s,Y(s; t,x)) ds
)
,
est de classe C1 sur [0, T ]×R2 et pour tout (t,x) ∈ [0, T ]×R2,
∂tJ(t,x) +∇xJ(t,x) · u(t,x) = J(t,x) divu(t,x).
(iii) Pour toute fonction g ∈ C1(R2), l’application ĝ : [0, T ]×R2 → R définie par :
ĝ(t,x) :=
g(Y(0; t,x))
J(t,x)
,
est de classe C1 sur [0, T ]×R2 et pour tout (t,x) ∈ [0, T ]×R2,
∂tĝ(t,x) + div(ĝ u)(t,x) = 0.
Preuve. L’assertion (i) provient des résultats de régularité concernant les équations diffé-
rentielles (nous renvoyons de nouveau à [Demail]). Le résultat de régularité concernant J est
alors immédiat.
En remarquant que Y(s; t,X(t,x)) = Y(s; t,Y(t; 0,x)) = Y(s; 0,x) = X(s,x), on a pour
tout (t,x) ∈ [0, T ]×R2,
J(t,X(t,x)) = exp
(∫ t
0
divu(s,Y(s; t,X(t,x)) ds
)
= exp
(∫ t
0
divu(s,X(s,x)) ds
)
= ∆X(t,x).
En dérivant cette égalité par rapport au temps, il vient compte tenu de la Proposition I.15 :
∂tJ(t,X(t,x)) +∇xJ(t,X(t,x)) · ∂tX(t,x) = ∂t∆X(t,x)
= divu(t,X(t,x))∆X(t,x),
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soit :
∂tJ(t,X(t,x)) +∇xJ(t,X(t,x)) · u(t,X(t,x)) = divu(t,X(t,x)) J(t,X(t,x)).
Puis, comme X(t, .) est une bijection de R2 sur lui-même, il vient :
∂tJ(t,x) +∇xJ(t,x) · u(t,x) = divu(t,x) J(t,x) sur R2 × [0, T ],
ce qui prouve (ii).
La régularité de ĝ dans (iii) est une conséquence immédiate des points précédents. De plus,
pour (t,x) ∈ [0, T ] ×R2, ĝ(t,X(t,x)) = g(x)
J(t,X(t,x))
. En dérivant cette relation par rapport à
t, on obtient :
∂tĝ(t,X(t,x)) +∇xĝ(t,X(t,x)) · ∂tX(t,x)
= −g(x) ∂tJ(t,X(t,x)) +∇xJ(t,X(t,x)) · u(t,X(t,x))
J(t,X(t,x))2
.
Or :
∂tĝ(t,X(t,x)) +∇xĝ(t,X(t,x)) · ∂tX(t,x) = ∂tĝ(t,X(t,x)) +∇xĝ(t,X(t,x)) · u(t,X(t,x))
et :
g(x)
∂tJ(t,X(t,x)) +∇xJ(t,X(t,x)) · u(t,X(t,x))
J(t,X(t,x))2
= g(x)
J(t,X(t,x)) divu(t,X(t,x))
J(t,X(t,x))2
= ĝ(t,X(t,x)) divu(t,X(t,x)).
D’où ∂tĝ(t,X(t,x)) +∇xĝ(t,X(t,x)) · u(t,X(t,x)) = −ĝ(t,X(t,x)) divu(t,X(t,x)), ce qui,
en utilisant le changement de variable x := X(t, .)−1(y), fournit la relation voulue.

Lemme I.18 Soit Ω un ouvert borné de R2 à frontière Lipschitzienne. Pour g ∈ C1(R2)
avec g ≥ 0, l’application ĝ : [0, T ]×R2 → R définie par :
ĝ(t,x) :=
g(Y(0; t,x))
J(t,x)
est continue sur [0, T ] × R2 et elle possède la propriété suivante : pour toute fonction b ∈
C(R+) ∩ C1(R∗+) telle que |b
′(s)| ≤ ctλ0 pour s ∈]0, 1],
|b′(s)| ≤ csλ1 pour s ∈ [1,+∞[, (c > 0 , λ0, λ1 ∈ ]− 1,∞ [),
et pour toute fonction η ∈ D(R2 × (0, T )), on a :∫ T
0
∫
Ωc
[b(ĝ) ∂tη + b(ĝ)u · ∇η − (ĝ b′(ĝ)− b(ĝ)) divu η] dxdt = −
∫ T
0
∫
∂Ω
b(ĝ) η u · n dSdt.
(Ωc désigne le complémentaire de Ω dans R2 et n la normale sortante de Ω).
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Preuve.
- Etape 1. On commence par examiner le cas où u ∈ C1([0, T ]×R2) est à support compact
et tel que ∇xu ∈ [C1([0, T ] ×R2)]2×2. On se donne b et η comme dans l’énoncé du lemme.
Pour h ∈]0, 1] et s ∈ R+, on pose bh(s) = b(s + h). Comme bh ∈ C1(R+), le Lemme I.17
(iii) (on multiplie l’équation de continuité par b′h(ĝ)) et une formule de Green conduisent
directement à :∫ T
0
∫
Ωc
[bh(ĝ) ∂tη + bh(ĝ)u · ∇η − (ĝ b′h(ĝ)− bh(ĝ)) divu η] dxdt = −
∫ T
0
∫
∂Ω
bh(ĝ) η u · n dSdt,
ce qui s’écrit : ∫ T
0
∫
Ωc
[bh(ĝ) ∂tη + bh(ĝ)u · ∇η −Bh(ĝ) divu η] dxdt
= −
∫ T
0
∫
Ωc
h b′h(ĝ) divu η dxdt−
∫ T
0
∫
∂Ω
bh(ĝ) η u · n dSdt,
où on a noté pour s ≥ 0, B(s) := s b′(s) − b(s) et Bh(s) = B(s + h). Rappelons que
B est continue sur R+ (après un éventuel prolongement par continuité en 0 en posant
B(0) = −b(0)) et que pour s ≥ 0 :
|b(s)| ≤ C(1 + sλ1+1) et |B(s)| ≤ C(1 + sλ1+1).
Par conséquent pour h ∈]0, 1] :
|bh(s)| ≤ C(1 + (s+ 1)λ1+1) et |Bh(s)| ≤ C(1 + (t+ 1)λ1+1).
On peut alors appliquer le théorème de convergence dominée pour obtenir :
lim
h→0
∫ T
0
∫
Ωc
[bh(ĝ) ∂tη + bh(ĝ)u · ∇η −Bh(ĝ) divu η] dxdt
=
∫ T
0
∫
Ωc
[b(ĝ) ∂tη + b(ĝ)u · ∇η −B(ĝ) divu η] dxdt,
et
lim
h→0
∫ T
0
∫
∂Ω
bh(ĝ) η u · n dSdt =
∫ T
0
∫
∂Ω
b(ĝ) η u · n dSdt.
Ensuite, notons que si s+ h ≥ 1, |h b
′(s+ h)| ≤ chλ1+1 si λ1 < 0,
|h b′(s+ h)| ≤ c h (s+ 1)λ1 si λ1 ≥ 0,
et si s+ h < 1,  |h b
′(s+ h)| ≤ chλ0+1 si λ0 < 0,
|h b′(s+ h)| ≤ c h si λ0 ≥ 0.
Finalement, en tenant compte du fait que ĝ est bornée (car continue) sur supp η, on aboutit
à :
|h b′h(ĝ(t,x)) η(t,x)| ≤ C |η(t,x)|hα sur Ωc × (0, T ),
où C > 0 et α > 0. On en déduit que :
lim
h→0
∫ T
0
∫
Ωc
h b′h(ĝ) divu η dxdt = 0.
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En conclusion, on obtient :∫ T
0
∫
Ωc
[b(ĝ) ∂tη + b(ĝ)u · ∇η − (ĝ b′(ĝ)− b(ĝ)) divu η] dxdt = −
∫ T
0
∫
∂Ω
b(ĝ) η u · n dSdt.
- Etape 2. On traite le cas général où u ∈ C1([0, T ]×R2) est à support compact. Pour α > 0,
on définit le champ de vecteurs uα en régularisant par convolution (en espace) le champ u,
c’est-à-dire par :
uα(t,x) =
∫
|z|≤1
ω(z)u(t,x− α z) dz,
où ω ∈ D(R2) est telle que :
0 ≤ ω(z) ≤ 1 , supp (ω) ⊂ B(0, 1) ,
∫
R2
ω(z) dz = 1.
Le champ uα est alors de classe C1 sur [0, T ] ×R2, à support compact et tel que ∇xuα ∈
[C1([0, T ]×R2)]2×2. D’après l’étape 1, nous avons l’égalité :∫ T
0
∫
Ωc
[b(ĝα) ∂tη+b(ĝα)uα·∇η−(ĝα b′(ĝα)−b(ĝα)) divuα η] dxdt = −
∫ T
0
∫
∂Ω
b(ĝα) η uα·n dSdt,
où
ĝα(t,x) :=
g(Yα(0; t,x))
Jα(t,x)
,
avec :
Jα(t,x) := exp
(∫ t
0
divuα(s,Yα(s; t,x)) ds
)
,
et Yα(.; t0,x0) qui désigne la solution du problème de Cauchy :{
dy
dt
(t) = uα(t,y(t)),
y(t0) = x0.
Vu la régularité de u, on vérifie facilement que lorsque α → 0, uα (respectivement divuα)
converge uniformément vers u (respectivement divu ) sur tout compact de [0, T ]×R2.
Le champ de vecteurs U := [0, T ]×R2 ×R+ → R2 , (t,x, α) 7→ U(t,x, α) défini par :
U(t,x, α) :=
{
uα(t,x) si α > 0,
u(t,x) si α = 0,
étant clairement continu sur [0, T ]×R2 ×R+, les théorèmes concernant les équations diffé-
rentielles avec paramètres nous assurent que la solution du problème de Cauchy :{
dy
dt
(t) = U(t,y(t), α),
y(t0) = x0,
dépend continuement de (t, t0,x0, α). En particulier, compte-tenu des notations ci-dessus,
pour tout (s, t,x) ∈ [0, T ]× [0, T ]×R2,
Yα(s; t,x)
α→0−→ Y(s; t,x).
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Comme divuα converge uniformément vers divu sur tout compact de [0, T ] × R2, on en
déduit que (cf. remarque ci-après) pour tout (s, t,x) ∈ [0, T ]× [0, T ]×R2 :
divuα(s,Yα(s; t,x))
α→0−→ divu(s,Y(s; t,x)).
On peut donc passer à la limite α → 0 dans l’égalité intégrale ci-dessus et obtenir par
convergence dominée :∫ T
0
∫
Ωc
[b(ĝ) ∂tη + b(ĝ)u · ∇η − (ĝ b′(ĝ)− b(ĝ)) divu η] dxdt = −
∫ T
0
∫
∂Ω
b(ĝ) η u · n dSdt,
ce qui termine la preuve.

Remarque. Dans la preuve précédente, nous avons utilisé le résultat suivant :
LEMME : Soient K un espace métrique compact et (fn : K → R)n une suite de fonctions
continues qui converge uniformément vers f : K → R. Si (xn)n est une suite à termes dans
K qui converge vers x ∈ K, alors fn(xn) converge vers f(x).
PREUVE. Première méthode.
Soit ε > 0 fixé. Pour n ≥ 0, on a
|fn(xn)− f(x)| ≤ |fn(xn)− fn(x)|+ |fn(x)− f(x)|.
Comme fn converge uniformément vers f , elle converge simplement et il existe donc N1 > 0
tel que |fn(x)− f(x)| ≤ ε dès que n ≥ N1.
Du fait de la convergence uniforme de fn vers f , le théorème d’Ascoli nous dit que la suite
(fn)n est équicontinue sur K. En particulier, elle est équicontinue en x. Il existe donc δ > 0
tel que pour tout n ≥ 0, |fn(y)−fn(x)| ≤ ε dès que d(xn, x) ≤ δ. Or, puisque (xn)n converge
vers x, il existe N2 > 0 tel que d(xn, x) ≤ δ dès que n ≥ N2.
Ainsi, pour n ≥ max{N1, N2}, |fn(xn)− f(x)| ≤ 2ε. Ce qui termine la preuve.
Deuxième méthode.
On travaille dans le Banach E := C(K;R) muni de la norme ‖g‖E := supy∈K |g(y)|. Notre
hypothèse de convergence uniforme se traduit par :
fn → f dans E. (1)
Pour n ≥ 0, on pose φn : E → R , g 7→ 〈φn , g〉E′,E := g(xn). Alors φn ∈ E ′ et l’hypothèse
de convergence sur (xn)n se traduit par :
φn
∗
⇀ φ dans E ′, (2)
où φ : E → R est la forme linéaire définie par 〈φ , g〉E′,E := g(x).
En combinant (1) et (2), il vient :
〈φn , fn〉E′,E → 〈φ , f〉E′,E,
ce qui termine la preuve.
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C.Q.F.D
Nous souhaitons maintenant examiner la possibilité d’étendre la formule intégrale du Lemme
I.18 au cas où g est seulement intégrable et à valeurs positives sur R2. Nous allons effectuer
quelques hypothèses supplémentaires afin d’obtenir un résultat suffisant pour les applications
que nous avons en vue.
Notations. Soit Ω un ouvert borné de R2 à frontière Lipschitzienne. Pour chaque t ∈ [0, T ],
on décompose la frontière de Ω sous la forme ∂Ω = Γte ∪ Γt0 ∪ Γts avec :
Γte := {x ∈ ∂Ω : u(t,x) · n(x) < 0} , Γt0 := {x ∈ ∂Ω : u(t,x) · n(x) = 0},
Γts := {x ∈ ∂Ω : u(t,x) · n(x) > 0},
où n est le vecteur normal (unitaire) sortant de Ω.
Nous supposons que :
Hypothèses de régularité de la zone frontière entrante
(H1) L’ensemble Γte est indépendant de t et on le note simplement Γe.
(H2) Il existe une courbe plane paramétrée de classe C1, γe : [0, 1] → R2, injective et
régulière (i.e. pour tout σ ∈ [0, 1], dγe
dσ
(σ) 6= 0) telle que γe(]0, 1[) = Γe.
Dans ces conditions, le vecteur normal unitaire en x = γe(σ) est donné par : n(x) =
(
γ′e(σ)
|γ′e(σ)|
)⊥
,
où v⊥ désigne le vecteur déduit de v par rotation vectorielle d’angle ±pi
2
.
Lemme I.19 Avec les hypothèses (H1)− (H2), l’application :
Ge : [0, T ]× [0, 1]→ R2 , (t, σ) 7→ Y(0; t, γe(σ))
induit un C1−difféomorphisme local de (0, T )× (0, 1) sur un ouvert borné Ge de R2. De plus,
pour tout (t, σ) ∈ (0, T )× (0, 1),
|JacGe(σ, t)| = −|γ′e(σ)|
u(t, γe(σ)) · n(γe(σ))
J(t,X(t, γe(σ)))
.
Preuve. La régularité C1 de Ge résulte du Lemme I.17 (et de (H2)).
Pour tout (σ, t) ∈ [0, 1]× [0, T ],
JacGe(σ, t) = det
(
∇xY(0; t, γe(σ)) γ′e(σ),
∂Y
∂t
(0; t, γe(σ))
)
.
Or, en remarquant que pour tout (t, ξ) ∈ [0, T ]×R2, on a : Y(0; t,X(t, ξ)) = ξ et en dérivant
cette relation par rapport à t, il vient :
∂Y
∂t
(0; t,X(t, ξ)) +
∂Y
∂x1
(0; t,X(t, ξ))
∂X1
∂t
(t, ξ) +
∂Y
∂x2
(0; t,X(t, ξ))
∂X2
∂t
(t, ξ) = 0,
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soit :
∂Y
∂t
(0; t,X(t, ξ)) +∇xY(0; t,X(t, ξ)) ∂tX(t, ξ) = 0.
Comme ∂tX(t, ξ) = u(t,X(t, ξ)), il vient :
∂Y
∂t
(0; t,X(t, ξ)) = −∇xY(0; t,X(t, ξ))u(t,X(t, ξ)).
Lorsque ξ décrit R2, x := X(t, ξ) décrit aussi R2, donc on a pour tout (t,x) ∈ [0, T ]×R2 :
∂Y
∂t
(0; t,x) = −∇xY(0; t,x)u(t,x).
Ainsi, pour (σ, t) ∈ [0, 1]× [0, T ],
JacGe(σ, t) = det [∇xY(0; t, γe(σ)) γ′e(σ),−∇xY(0; t, γe(σ))u(t, γe(σ))]
= − det∇xY(0; t, γe(σ)) det[γ′e(σ),u(t, γe(σ))]
= − det(∇xX(t, γe(σ))−1) det[γ′e(σ),u∞(t, γe(σ))]
= −exp
(
−
∫ t
0
divu(s,X(s, γe(σ))) ds
)
det[γ′e(σ),u(t, γe(σ))].
Or | det[γ′e(σ),u(t, γe(σ))]| = |γ′e(σ)| |n(γe(σ)) · u(t, γe(σ))| > 0 donc JacGe(σ, t) 6= 0. Ainsi,
d’après le théorème d’inversion locale, Ge est bien un C1-difféomorphisme local. De plus
comme exp
(∫ t
0 divu(s,X(s, γe(σ))) ds
)
= J(t,X(t, γe(σ))), la formule ci-dessus conduit bien
à :
|JacGe(σ, t)| = |γ′e(σ)|
∣∣∣∣∣u(t, γe(σ)) · n(γe(σ))J(t,X(t, γe(σ)))
∣∣∣∣∣ = −|γ′e(σ)|u(t, γe(σ)) · n(γe(σ))J(t,X(t, γe(σ))) .
Comme Ge est un C1-difféomorphisme local de l’ouvert (0, T )× (0, 1) sur Ge := Ge((0, T )×
(0, 1)), l’ensemble Ge est un ouvert inclus dans Ge([0, T ]× [0, 1]) qui est compact (car Ge est
continue sur [0, T ]× [0, 1]). Donc Ge := Ge((0, T )× (0, 1)) est bien un ouvert borné de R2.

Lemme I.20 En plus des hypothèses (H1)− (H2), on suppose que l’application :
Ge : (0, T )× (0, 1)→ R2 , (t, σ) 7→ Y(0; t, γe(σ))
induit un C1−difféomorphisme de (0, T )× (0, 1) sur un ouvert (borné) Ge de R2.
Considérons g ∈ Lp(R2) avec g ≥ 0 et p ∈ [1,∞[.
(i) L’application ĝ : [0, T ]×R2 → R définie par :
ĝ(t,x) :=
g(Y(0; t,x))
J(t,x)
,
appartient à L∞(0, T ;Lp(R2)).
(ii) Pour toute fonction b ∈ C(R+) ∩ C1(R∗+) telle que : |b
′(s)| ≤ csλ0 pour s ∈ ]0, 1],
|b′(s)| ≤ csλ1 pour s ∈ [1,+∞[, (c > 0, λ0 ∈ ]− 1,∞ [ , λ1 ∈ ]− 1,−1 + p]),
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et pour toute fonction η ∈ D((0, T )×R2 \ (∪t∈(0,T ){t} × Γts)), on a :∫ T
0
∫
Ωc
[b(ĝ) ∂tη + b(ĝ)u · ∇η − (ĝ b′(ĝ)− b(ĝ)) divu η] dxdt = −
∫ T
0
∫
Γe
b(ĝ) η u · n dSdt.
Preuve.
- Etape 1 : Régularité de ĝ.
Soit t ∈ (0, T ). Le changement de variable x := X(t, z) conduit à :
∫
R2
|ĝ(t,x)|pdx =
∫
R2
[
g(Y(0; t,x))
J(t,x)
]p
dx =
∫
R2
[
g(z)
J(t,X(t, z))
]p
| det(∇zX(t, z))|dz.
Or J(t,X(t, z)) = det(∇zX(t, z)) = exp
(∫ t
0 divu(s,X(s, z))ds
)
. Comme u est de classe C1
sur R2 × [0, T ] et à support compact, divu est bornée sur R2 × [0, T ] et par conséquent il
existe des constantes Jm > 0 et JM > 0 telles que pour tout (t,x) ∈ [0, T ]×R2, on ait :
Jm ≤ J(t,x) ≤ JM . (3)
On a donc : ∫
R2
|ĝ(t,x)|pdx =
∫
R2
g(z)p
J(t,X(t, z))p−1
dz ≤ J1−pm
∫
R2
g(z)pdz.
Ainsi, ‖ĝ(t)‖Lp(R2) ≤ J
1−p
p
m ‖g‖Lp(R2) ce qui prouve que ĝ ∈ L∞(0, T ;Lp(R2)).
- Etape 2 : Formule intégrale.
Considérons une suite (gn)n≥1 d’éléments de D(R2) qui converge vers g dans Lp(R2). Sans
perte de généralité, on peut supposer que :
- Pour tout n ≥ 1 et x ∈ R2, gn(x) ≥ 0,
- Il existe un ensemble N ⊂ R2 de mesure nulle tel que (gn)n≥1 converge simplement vers g
sur R2 \ N et gn(x) ≤ h(x) pour x ∈ R2 \ N où h ∈ Lp(R2).
Pour chaque entier n, on note ĝn la fonction définie par :
ĝn(t,x) :=
gn(Y(0; t,x))
J(t,x)
.
D’après le Lemme I.18, nous avons (en particulier pour des fonctions b et η qui satisfont les
hypothèses du Lemme I.20 (ii)) :∫ T
0
∫
Ωc
[b(ĝn) ∂tη+ b(ĝn)u · ∇η− (ĝn b′(ĝn)− b(ĝn)) divu η] dxdt = −
∫ T
0
∫
Γe
b(ĝn) η u ·n dSdt.
- Pour t ∈ (0, T ), l’application x ∈ R2 7→ Y(0; t,x) ∈ R2 est un C1−difféomorphisme de R2
sur lui-même et par conséquent l’ensemble {x ∈ R2 : Y(0; t,x) ∈ N} est de mesure nulle
cf. remarque 1 ci-après). On peut donc affirmer que (ĝn)n≥1 converge simplement presque
partout sur Ωc vers ĝ. Or on sait que pour s ≥ 0 :
|b(s)| ≤ C(1 + sλ1+1) et |B(s)| ≤ C(1 + sλ1+1).
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Ainsi, presque partout sur Ωc,
|b(ĝn(t))| ≤ C(1 + ĥ(t)λ1+1) et |B(ĝn(t))| ≤ C(1 + ĥ(t)λ1+1),
avec ĥ(t,x) := h(Y(0;t,x))
J(t,x)
et ĥ ∈ L∞(0, T ;Lp(R2)) (d’après l’étape 1). Compte-tenu des
hypothèses faites sur λ1, ĥ(t)λ1+1 ∈ L1(R2). Ainsi, par convergence dominée, on obtient :
lim
n→∞φn(t) =
∫
Ωc
[b(ĝ(t)) ∂tη(t) + b(ĝ(t))u(t) · ∇η(t)− (ĝ(t) b′(ĝ(t))− b(ĝ(t))) divu(t) η(t)] dx,
où on a posé :
φn(t) :=
∫
Ωc
[b(ĝn(t)) ∂tη(t)+ b(ĝn(t))u(t) ·∇η(t)− (ĝn(t) b′(ĝn(t))− b(ĝn(t))) divu(t) η(t)] dx.
- Par ailleurs, pour tout t ∈ (0, T ),
|φn(t)| ≤
∫
Ωc
[b(ĝn(t)) |∂tη(t)|+ b(ĝn(t)) |u(t) · ∇η(t)|+ |B(ĝn(t)| |divu(t) η(t)|] dx
≤ C
∫
Ωc
(1 + ĥ(t)λ1+1)[ |∂tη(t)|+ |u(t) · ∇η(t)|+ |divu(t) η(t)|] dx
≤ C.
D’où une nouvelle aplication du théorème de convergence dominée conduit à :
lim
n→∞
∫ T
0
∫
Ωc
[b(ĝn) ∂tη + b(ĝn)u · ∇η − (ĝn b′(ĝn)− b(ĝn)) divu η] dxdt
=
∫ T
0
∫
Ωc
[b(ĝ) ∂tη + b(ĝ)u · ∇η − (ĝ b′(ĝ)− b(ĝ)) divu η] dxdt.
- D’autre part : ∫ T
0
∫
Γe
b(ĝn) η u · n dSdt =
∫ T
0
∫ 1
0
b
(
gn(Ge(t, σ))
J(t, γe(σ))
)
η(t, γe(σ))u(t, γe(σ)) · n(γe(σ))|γ′e(σ)| dσ dt.
Vu que
|JacGe(σ, t)| = −|γ′e(σ)|
u(t, γe(σ)) · n(γe(σ))
J(t,X(t, γe(σ))
,
le changement de variable x = Ge(t, σ) conduit à :∫ T
0
∫
Γe
b(ĝn) η u · n dSdt =
−
∫
Ge
b
(
gn(x)
J(t(x), γe(σ(x))
)
η(t(x), γe(σ(x))) J(t(x),X(t(x), γe(σ(x))) dx,
où on a posé : G−1e (x) = (t(x), σ(x)).
Or, pour presque tout x ∈ Ge, gn(x) n→∞−→ g(x) et :
b
(
gn(x)
J(t(x), γe(σ(x)))
)
≤ C + C
(
gn(x)
J(t(x), γe(σ(x)))
)1+λ1
≤ C + C
(
h(x)
J(t(x), γe(σ(x)))
)1+λ1
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avec h1+λ1 ∈ L1(R2).
On peut donc appliquer le théorème de convergence dominée et obtenir :
lim
n→∞
∫ T
0
∫
Γe
b(ĝn) η u · n dSdt =
−
∫
Ge
b
(
g(x)
J(t(x), γe(σ(x))
)
η(t(x), γe(σ(x))) J(t(x),X(t(x), γe(σ(x))) dx,
ce qui en faisant le changement de variable (t, σ) = G−1e (x) donne :
lim
n→∞
∫ T
0
∫
Γe
b(ĝn) η u · n dSdt =
∫ T
0
∫
Γe
b(ĝ) η u · n dSdt.
On obtient alors l’égalité voulue.

Remarques.
1. Dans la preuve ci-dessus, nous utilisons le résultat suivant :
LEMME : Soit f : U → V un C1-difféomorphisme entre deux ouverts U et V de RN . Alors
pour tout ensemble négligeable A inclus dans U, f(A) est aussi un ensemble négligeable.
PREUVE. Notons (Un)n≥1 une suite croissante d’ouverts relativement compacts dans U telle
que :
Un ⊂ Un ⊂ Un+1 pour tout n ≥ 1, et U = ∪∞n=1Un.
Soit A un ensemble négligeable inclus dans U . Pour chaque entier n ≥ 1, on pose An :=
A ∩ Un. Ainsi, f(A) = ∪∞n=1f(An) et f(An) ⊂ f(An+1). Par continuité supérieure de la
mesure de Lebesgue (notée µ), on a :
µ(f(A)) = lim
n→∞µ(f(An)).
Or la mesure de Lebesgue est régulière et donc :
µ(f(An)) = inf{µ(O′) , O′ ∈ OV : O′ ⊃ f(An)},
où OV désigne l’ensemble des ouverts inclus dans V . Ceci peut aussi s’écrire :
µ(f(An)) = inf{µ(f(O)) , O ∈ OU : O ⊃ An} = inf{µ(f(O)) , O ∈ OU : Un ⊃ O ⊃ An}.
Pour O ∈ OU tel que Un ⊃ O ⊃ An, le théorème de changement de variable donne :
µ(f(O)) =
∫
O |Jacf(x)| dx. Or Jacf est borné sur Un (qui est compact) et donc :
µ(f(O)) ≤
(
sup
Un
|Jacf |
)∫
O
dx ≤
(
sup
Un
|Jacf |
)
µ(O).
Ainsi,
µ(f(An)) ≤
(
sup
Un
|Jacf |
)
inf{µ(O) , O ∈ OU : Un ⊃ O ⊃ An}.
Or An est négligeable et µ est régulière, d’où : µ(An) = inf{µ(O) , O ∈ OU : Un ⊃ O ⊃
An} = 0. Finalement, µ(f(An)) = 0 pour tout n ≥ 1. Donc µ(f(A)) = limn→∞ µ(f(An)) = 0,
ce qui prouve que f(A) est négligeable.
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C.Q.F.D.
2. En utilisant le changement de variable x = Ge(t, σ) employé dans la preuve précédente,
on peut montrer que l’application :
g 7→ ĝ|(0,T )×Γe
est linéaire continue de Lp(R2) vers Lp((0, T )× Γe; |u · n|dSdt).
De plus, en utilisant la définition de ĝ, on voit que si g ∈ Lp(R2) ∩ L∞(R2), alors ĝ ∈
L∞((0, T )× Γe) et :
‖ĝ‖L∞((0,T )×Γe) ≤
‖g‖L∞(R2)
Jm
,
où Jm est la constante figurant dans (3).
5 Le flux effectif visqueux
Le flux effectif visqueux est la quantité p(ρ) − (2λ + µ)divu, où ρ est la densité, p la
pression et u la vitesse du fluide étudié. Pour le système des équations de Navier-Stokes, elle
jouit d’une remarquable propriété "de compacité" découverte par P-L. Lions.
5.1 Les opérateurs de Riesz
Les résultats suivants sont extraits de [NoSt] (page 205) et [Feireisl]. S(RN) désigne
l’ensemble des fonctions à décroissance rapide (à valeurs réelles).
Notations. Pour j ∈ {1, ..., N}, on note mj : RN → C, ξ 7→ − iξj|ξ|2 et, pour f ∈ S(R
N), on
pose :
Aj(f) := F−1(mj F(f)),
où F et F−1 désignent la tranformée de Fourier et la transformée inverse :
F(f)(ξ) := 1
(2pi)N/2
∫
RN
e−ix·ξf(x) dx , F−1(f)(x) := 1
(2pi)N/2
∫
RN
eix·ξf(ξ) dξ.
Propriétés de Aj.
- Pour f ∈ S(RN), la fonction Aj(f) appartient à C∞(RN), est à valeurs réelles et vérifie :
lim
|x|→∞
Aj(f)(x) = 0
On a de plus pour tout j ∈ {1, ..., N} : ∆Aj(f) = ∂jf .
- Pour f, g ∈ S(RN), ∫RN Aj(f)g dx = − ∫RN f Aj(g) dx.
- L’application Aj : S(RN) −→ S ′(RN) est linéaire continue.
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Compte-tenu des propriétés ci-dessus, en posant :
Rk,j := ∂kAj (k ∈ {1, ..., N}),
on obtient les résultats suivants :
Propriétés de Rk,j.
- Pour f ∈ S(RN), la fonction Rk,j(f) appartient à C∞(RN) et est à valeurs réelles.
- Pour f ∈ S(RN), on a :
Rk,j(f) = F−1
(
ξkξj
|ξ|2 F(f)
)
.
Le théorème des multiplicateurs de Marcinkiewicz (cf. [NoSt] page 50) permet de justifier
le résultat suivant : pour tout p ∈ (1,∞) et pour tout f ∈ S(RN), l’application Rk,j(f)
appartient à Lp(RN) et il existe une constante c(p) > 0 telle que :
‖Rk,j(f)‖Lp(RN ) ≤ c(p)‖f‖Lp(RN ).
Par densité de S(RN) dans Lp(RN), on peut donc prolonger l’opérateurRk,j en un opérateur
linéaire continu de Lp(RN) dans lui-même (encore noté Rk,j) :
Rk,j : Lp(RN) −→ Lp(RN)
avec, pour tout f ∈ Lp(RN),
‖Rk,j(f)‖Lp(RN ) ≤ c(p)‖f‖Lp(RN ).
Pour ce prolongement, on dispose des résultats suivants :
Propriétés de Rk,j.
- Rk,j = Rj,k,
- Pour tous f ∈ Lp(RN) et g ∈ Lp′(RN), ∫RN Rk,j(f)g dx = ∫RN f Rk,j(g) dx,
- Pour tout f ∈ Lp(RN), ∑Nj=1Rj,j(f) = f .
Les opérateurs Rk,j interviennent dans la formulation du lemme des commutateurs :
Lemme des commutateurs ([NoSt] page 207)
Soient p, q ∈ (1,∞) tels que 1
p
+ 1
q
< 1. On suppose que :
fn ⇀ f dans Lp(RN) et gn ⇀ g dans Lq(RN).
Alors, pour tous k, j ∈ {1, ..., N},
fnRk,j(gn)− gnRk,j(fn)⇀ fRk,j(g)− gRk,j(f) dans Lr(RN) ou` 1r = 1p + 1q .
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Citons enfin le résultat suivant (cf. [Erban]) : si Ω est un ouvert borné de RN , alors pour
tout p ∈ (1,∞) et pour tout f ∈ S(RN), on a :
‖Aj(f)‖W 1,p(Ω) ≤ c(p,Ω)‖f‖Lp(RN ).
Ainsi, en convenant de prolonger chaque élément de Lp(Ω) par 0 en dehors de Ω et en utilisant
un raisonnement par densité, on peut donc considérer l’opérateur Aj comme un opérateur
linéaire continu de Lp(Ω) dans W 1,p(Ω).
On obtient ainsi pour f ∈ Lp(Ω) et g ∈ Lp′(Ω) (1 < p <∞) :∫
Ω
Aj(f)g dx = −
∫
Ω
f Aj(g) dx.
De même la relation ∆Aj = ∂j se "prolonge" en :∫
Ω
∇Aj(g) · ∇f dx =
∫
Ω
g ∂jf dx,
pour g ∈ Lp(Ω) et f ∈ W 1,p′0 (Ω).
5.2 Le théorème du flux effectif visqueux
Notations. Ω désigne un ouvert borné de R2 à frontière Lipschitzienne.
- Pour f ∈ H−1(Ω) et η ∈ D(Ω), on note Aj(η f) l’élément de H−1(Ω) défini par :
〈Aj(η f), ϕ〉H−1,H10 = −〈f, ηAj(ϕ)〉H−1,H10
- Pour p ∈ ]1,∞[, on note p∗ =
{
2p
2−p si p < 2
∞ sinon le réel tel que W
1,p(Ω) s’injecte de manière
compacte dans Lq(Ω) pour tout q ∈ [1, p∗[ (cf. les théorèmes d’injection de Sobolev en
dimension 2).
Ce qui suit est une version 2D du théorème apparaîssant dans [NoSt] page 338. Les différences
entre l’énoncé ci-dessous et celui de l’ouvrage cité résultent des théorèmes d’injection de
Sobolev (le livre se place dans un contexte 3D).
Théorème I.21 Soient d, s, r, z ∈ ] + 1,+∞[ et w ∈ [2,+∞] tels que :
1
d
+
1
z
< 1 ,
1
d∗
+
1
r
< 1 ,
1
d∗
+
1
s
< 1 , r′ ≤ w.
On note Ω un ouvert borné de R2. On suppose que :
qn → q dans C([0, T ];Lzw(Ω)),
un ⇀ u dans L2(0, T ;W1,2(Ω)),
pn ⇀ p dans Lr(Ω× (0, T )),
Fn ⇀ F dans Ls(Ω× (0, T )),
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{
gn → g dans C([0, T ];Ldw(Ω)),
gn ⇀ g dans L
w(Ω× (0, T )),
et que la suite (fn)n vérifie l’une des hypothèses suivantes :{
fn ⇀ f dans L
2(0, T ;H−1(Ω)),
pour tout η ∈ D(Ω), Aj(η fn)→ Aj(η f) dans L2(0, T ;Lz′(Ω)), (j = 1, 2), (4)
ou
fn ⇀ f dans L
2(0, T ;L2(Ω)). (5)
On suppose enfin que :
∂tqn + div(qn ⊗ un)− µ∆un − (λ+ µ)∇divun +∇pn = Fn dans D′(Ω× (0, T )),
et
∂tgn + div(gnun) = fn dans D′(Ω× (0, T )).
(i) On a alors :
gn [pn − (λ+ 2µ)divun]→ g [p− (λ+ 2µ)divu] dans D′(Ω× (0, T )).
(ii) De plus, si d > 2, alors, à des suites extraites près,
gn divun ⇀ g divu dans L2(0, T ;L
2d
d+2 (Ω)),
gnpn → gp dans D′(Ω× (0, T )).
En fait gp ∈ Lmin{2, rwr+w }(0, T ;Lmin{ 2dd+2 , rwr+w }(Ω)) et on a :
gp− (λ+ 2µ)g divu = gp− (λ+ 2µ)g divu p.p. dans Ω× (0, T ).
Preuve.
Etape 1 : Utilisation de l’équation de continuité
Par hypothèse, pour tout φ ∈ D(Ω× (0, T )), nous avons :
−
∫ T
0
∫
Ω
gn∂tφ dxdt−
∫ T
0
∫
Ω
gnun · ∇φ dxdt = 〈fn, φ〉. (6)
Comme W 1,2(Ω) s’injecte continuement dans Lk(Ω) pour tout k ∈ [+1,+∞), nous avons :
gn ∈ L∞(0, T ;Ld(Ω)),
gnun ∈ L2(0, T ;Lβ(Ω)),
fn ∈ L2(0, T ;H−1(Ω)),
où β est un réel tel que β ∈ [1, d [ qui sera précisé ultérieurement. En conséquence, en
notant Eβ l’ensemble des (classes de) fonctions φ ∈ L2(0, T ;L2(Ω)) à support compact dans
Ω× (0, T ) telles que : 
∂tφ ∈ L1(0, T ;Ld′(Ω)),
∇φ ∈ L2(0, T ;Lβ′(Ω)),
φ ∈ L2(0, T ;H10 (Ω)),
et en exploitant la densité de D(Ω× (0, T )) dans Eβ , on voit que la relation (6) vaut encore
pour tout élément de Eβ.
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En particulier, pour η ∈ D(Ω), ϕ ∈ D(Ω × (0, T )) et i = 1, 2, la fonction définie par
φ(x, t) := η(x)Ai(ϕ)(x, t) est une fonction test admissible pour (6). On obtient alors :
−
∫ T
0
∫
Ω
η gnAi(∂tϕ) dxdt−
∫ T
0
∫
Ω
gnun · [Ai(ϕ)∇η + η∇Ai(ϕ)] dxdt =
∫ T
0
〈fn, ηAi(ϕ)〉dt.
Compte-tenu des propriétés de Ai, nous avons :
−
∫ T
0
∫
Ω
η gnAi(∂tϕ) dxdt =
∫ T
0
∫
Ω
Ai(η gn)∂tϕdxdt
= −〈∂tAi(η gn), ϕ〉D′,D ,
puis,
−
∫ T
0
∫
Ω
gnun · Ai(ϕ)∇η dxdt =
∫ T
0
∫
Ω
Ai(gnun · ∇η)ϕdxdt
= 〈Ai(gnun · ∇η), ϕ〉D′,D ,
et aussi,
−
∫ T
0
∫
Ω
gnun · η∇Ai(ϕ) dxdt = −
∫ T
0
∫
Ω
2∑
j=1
gnu
j
nη∂jAi(ϕ) dxdt
= −
∫ T
0
∫
Ω
2∑
j=1
η gnu
j
nRi,j(ϕ) dxdt
= −
∫ T
0
∫
Ω
2∑
j=1
Ri,j(η gnujn)ϕdxdt
= −〈
2∑
j=1
Ri,j(η gnujn), ϕ 〉D′,D .
Enfin, ∫ T
0
〈fn, ηAi(ϕ)〉H−1,H10dt = −〈Ai(η fn), ϕ〉D′,D.
On obtient donc dans D′(Ω× (0, T )) :
−∂tAi(η gn) +Ai(gnun · ∇η)−
2∑
j=1
Ri,j(η gnujn) = −Ai(η fn).
Comme {
gn ∈ L∞(0, T ;Ld(Ω)) ∩ Lw(0, T ;Lw(Ω)),
gnun ∈ L2(0, T ;Lβ(Ω)),
on a : 
Ai(η gn) ∈ L∞(0, T ;W 1,d(Ω)) ∩ Lw(0, T ;W 1,w˜(Ω)),
Ai(gnun · ∇η) ∈ L2(0, T ;W 1,β(Ω)),
Ri,j(η gnujn) ∈ L2(0, T ;Lβ(Ω)),
pour tout w˜ ∈ [1,∞) ∩ [1, w] (on peut donc prendre w˜ = w sauf dans le cas où w = ∞).
Comme 1
d
+ 1
z
< 1 c’est-à-dire d > z′, on peut choisir β de sorte que β > z′ et alors, en
exploitant le fait que Ai(η fn) ∈ L2(0, T ;Lz′(Ω)), on voit que :
∂tAi(η gn) ∈ L2(0, T ;Lz′(Ω)).
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Etape 2 : Exploitation de l’équation de quantité de mouvement
Pour tout Φ ∈ [D(Ω× (0, T )]2),
−
∫ T
0
∫
Ω
qn · ∂tΦ−
∫ T
0
∫
Ω
qn ⊗ un : ∇Φ + µ
∫ T
0
∫
Ω
∇un : ∇Φ
+(λ+ µ)
∫ T
0
∫
Ω
divun divΦ−
∫ T
0
∫
Ω
pn divΦ =
∫ T
0
∫
Ω
Fn · Φ .
(7)
Vu la régularité des différents termes (en particulier le fait que qn ⊗ un soit une matrice de
type (2,2) à coefficients dans L2(0, T ;Lγ(Ω)) pour tout réel γ ∈ [1, z[, on en déduit que (7)
se prolonge à toute fonction Φ ∈ Ls′(0, T ;Ls′(Ω)) à support compact dans Ω × (0, T ) telle
que : {
∂tΦ ∈ L1(0, T ;Lz′(Ω))
∇Φ ∈ [L2(0, T ;Lγ′(Ω))]2×2 ∩ [Lmax(2,r′)(0, T ;Lmax(2,r′)(Ω))]2×2 (8)
En particulier pour η˜ ∈ D(Ω) et ψ ∈ D(0, T ), posons :
Φ : (x, t) 7→ ψ(t)η˜(x)A(η gn)(x, t) = (ψ(t)η˜(x)A1(η gn)(x, t) , ψ(t)η˜(x)A2(η gn)(x, t) )
Nous savons que ∂tAi(η gn) ∈ L2(0, T ;Lz′(Ω)) et aussi que Ai(η gn) ∈ L∞(0, T ;W 1,d(Ω)) ∩
Lw(0, T ;W 1,w˜(Ω)). Or, w ≥ 2, w ≥ r′ et, puisque γ ∈ [1, z[ et que 1
d
+ 1
z
< 1, on
peut choisir γ de sorte que d > γ′. Ainsi les conditions (8) sont satisfaites. Enfin comme
W 1,d(Ω)) ↪→ Ls′(Ω)), la fonction définie ci-dessus appartient bien à Ls′(0, T ;Ls′(Ω)). On
peut donc l’utiliser comme fonction test pour (7).
Nous avons alors :∫ T
0
∫
Ω
qn · ∂tΦ
=
∫ T
0
∫
Ω
qn · [ψt η˜A(η gn) + ψ η˜∂tA(η gn)]
=
∫ T
0
ψt
∫
Ω
η˜qn · A(η gn) +
∫ T
0
ψ
∫
Ω
2∑
i=1
η˜qin[Ai(gnun · ∇η)−
2∑
j=1
Ri,j(η gnujn) +Ai(η fn)]
=
∫ T
0
ψt
∫
Ω
η˜qn · A(η gn) +
∫ T
0
ψ
∫
Ω
2∑
i=1
η˜qinAi(gnun · ∇η)−
∫ T
0
ψ
∫
Ω
2∑
i,j=1
Ri,j(η˜qin) η gnujn
+
∫ T
0
ψ
∫
Ω
2∑
i=1
η˜qinAi(η fn),
et :∫ T
0
∫
Ω
qn ⊗ un : ∇Φ =
∫ T
0
∫
Ω
2∑
i,j=1
qinu
j
n∂j (ψ η˜Ai(η gn))
=
∫ T
0
ψ
∫
Ω
2∑
i,j=1
qinu
j
n(∂j η˜)Ai(η gn) +
∫ T
0
ψ
∫
Ω
2∑
i,j=1
η˜qinu
j
nRi,j(η gn),
Par ailleurs,∫ T
0
∫
Ω
∇un : ∇Φ =
∫ T
0
ψ
∫
Ω
2∑
i,j=1
∂ju
i
n∂j (η˜Ai(η gn))
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=
∫ T
0
ψ
∫
Ω
2∑
i,j=1
∂ju
i
n(∂j η˜)Ai(η gn) +
∫ T
0
ψ
∫
Ω
2∑
i,j=1
η˜∂ju
i
n∂jAi(η gn)
=
∫ T
0
ψ
∫
Ω
2∑
i,j=1
∂ju
i
n(∂j η˜)Ai(η gn) +
∫ T
0
ψ
∫
Ω
2∑
i,j=1
∂j(η˜u
i
n)∂jAi(η gn)
−
∫ T
0
ψ
∫
Ω
2∑
i,j=1
(∂j η˜)u
i
n∂jAi(η gn).
Mais alors, exploitant la relation
∫
Ω∇Ai(g) · ∇f dx =
∫
Ω g ∂if dx valable pour g ∈ L2(Ω) et
f ∈ H10 (Ω) on obtient (en prenant g := ηgn(t) ∈ Lw(Ω) (w ≥ 2) et f := uin) :∫ T
0
ψ
∫
Ω
2∑
i,j=1
∂j(η˜u
i
n)∂jAi(η gn) =
∫ T
0
ψ
∫
Ω
2∑
i=1
∇(η˜uin) · ∇Ai(η gn)
=
∫ T
0
ψ
∫
Ω
2∑
i=1
∂i(η˜u
i
n)(η gn)
=
∫ T
0
ψ
∫
Ω
div(η˜un)(η gn)
=
∫ T
0
ψ
∫
Ω
η˜divun (η gn) +
∫ T
0
ψ
∫
Ω
∇η˜ · un (η gn).
Ainsi, finalement :
∫ T
0
∫
Ω
∇un : ∇Φ =
∫ T
0
ψ
∫
Ω
2∑
i,j=1
∂ju
i
n(∂j η˜)Ai(η gn) +
∫ T
0
ψ
∫
Ω
η˜divun η gn
+
∫ T
0
ψ
∫
Ω
∇η˜ · un (η gn)−
∫ T
0
ψ
∫
Ω
2∑
i,j=1
(∂j η˜)u
i
n∂jAi(η gn).
Puis, étant donné que
∑2
i=1 ∂iAi =
∑2
i=1Ri,i = Id, il vient :∫ T
0
∫
Ω
divun divΦ =
∫ T
0
∫
Ω
divun
2∑
i=1
∂i[ψη˜Ai(η gn)]
=
∫ T
0
ψ
∫
Ω
2∑
i=1
divun (∂iη˜)Ai(η gn) +
∫ T
0
ψ
∫
Ω
2∑
i=1
η˜ divun ∂iAi(η gn)
=
∫ T
0
ψ
∫
Ω
2∑
i=1
divun (∂iη˜)Ai(η gn) +
∫ T
0
ψ
∫
Ω
η˜ divun η gn.
De même : ∫ T
0
∫
Ω
pn divΦ =
∫ T
0
ψ
∫
Ω
pn
2∑
i=1
(∂iη˜)Ai(η gn) +
∫ T
0
ψ
∫
Ω
η˜ pn η gn.
Enfin, ∫ T
0
∫
Ω
Fn · Φ =
∫ T
0
ψ
∫
Ω
η˜Fn · A(η gn).
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En substituant les égalités précédentes dans (7), il vient :
−
∫ T
0
ψt
∫
Ω
η˜qn · A(η gn)−
∫ T
0
ψ
∫
Ω
2∑
i=1
η˜qinAi(gnun · ∇η) +
∫ T
0
ψ
∫
Ω
2∑
i,j=1
Ri,j(η˜qin) η gnujn
−
∫ T
0
ψ
∫
Ω
2∑
i=1
η˜qinAi(η fn)−
∫ T
0
ψ
∫
Ω
2∑
i,j=1
qinu
j
n(∂j η˜)Ai(η gn)−
∫ T
0
ψ
∫
Ω
2∑
i,j=1
η˜qinu
j
nRi,j(η gn)
+µ
∫ T
0
ψ
∫
Ω
2∑
i,j=1
∂ju
i
n(∂j η˜)Ai(η gn) +
∫ T
0
ψ
∫
Ω
η˜divun η gn +
∫ T
0
ψ
∫
Ω
∇η˜ · un (η gn)

−µ
∫ T
0
ψ
∫
Ω
2∑
i,j=1
(∂j η˜)u
i
n∂jAi(η gn) + (λ+ µ)
(∫ T
0
ψ
∫
Ω
divun
2∑
i=1
(∂iη˜)Ai(η gn)
+
∫ T
0
ψ
∫
Ω
η˜ divun η gn
)
−
∫ T
0
ψ
∫
Ω
pn
2∑
i=1
(∂iη˜)Ai(η gn)−
∫ T
0
ψ
∫
Ω
η˜ pn η gn =∫ T
0
ψ
∫
Ω
η˜Fn · A(η gn).
En réordonnant les termes, on obtient∫ T
0
ψ
∫
Ω
η˜ η gn [pn − (λ+ 2µ)divun]
= −
∫ T
0
ψ
∫
Ω
η˜Fn · A(η gn) + (λ+ µ)
∫ T
0
ψ
∫
Ω
divun
2∑
i=1
(∂iη˜)Ai(η gn)
−µ
∫ T
0
ψ
∫
Ω
2∑
i,j=1
(∂j η˜)u
i
n∂jAi(η gn) + µ
∫ T
0
ψ
∫
Ω
2∑
i,j=1
∂ju
i
n(∂j η˜)Ai(η gn)
+µ
∫ T
0
ψ
∫
Ω
∇η˜ · un (η gn)−
∫ T
0
ψt
∫
Ω
η˜qn · A(η gn)
−
∫ T
0
ψ
∫
Ω
2∑
i=1
η˜qinAi(gnun · ∇η)−
∫ T
0
ψ
∫
Ω
2∑
i=1
η˜qinAi(η fn)
−
∫ T
0
ψ
∫
Ω
2∑
i,j=1
qinu
j
n(∂j η˜)Ai(η gn) +
∫ T
0
ψ
∫
Ω
2∑
i,j=1
[Ri,j(η˜qin) η gn − η˜qinRi,j(η gn)]ujn
−
∫ T
0
ψ
∫
Ω
pn∇η˜ · A(η gn),
ce que nous écrirons :
∫ T
0
ψ
∫
Ω
η˜ η gn [pn − (λ+ 2µ)divun] =
11∑
k=1
Ikn.
Nous allons déterminer la limite de chaque intégrale. Au préalable, nous devons établir
quelques résultats de convergence.
Etape 3 : Quelques résultats de convergence
Pour commencer, rappelons le théorème de Lions-Aubin dont nous utiliserons la version
suivante :
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Théorème de Lions-Aubin ([NoSt] page 59)
Soient X, Y et B trois espaces de Banach tels que : X ↪→↪→ B ↪→ Y . Si (fn)n est une suite
de fonctions telle que :
(fn)n est borne´e dans L
1(0, T ;X),
(fn)n est borne´e dans L
q(0, T ;B) (1 ≤ q ≤ ∞),
(∂tfn)n est borne´e dans L
1(0, T ;Y ).
Alors (fn)n est relativement compacte dans Lp(0, T ;B) pour tout p ∈ [1, q[.
- Nous savons que pour tout n, ∂tgn = fn − div(gnun) où la suite (fn)n est bornée dans
L2(0, T ;H−1(Ω)) et (div(gnun))n dans L2(0, T ; (W 1,β0 (Ω))′) pour un réel β choisi dans [1, d[
(car (gn)n est bornée dans L∞(0, T ;Ld(Ω)), (un)n dans L2(0, T ;W1,2(Ω)) et W1,2(Ω) s’in-
jecte continuement dans Lk(Ω) pour tout réel k ≥ 1).
Il en résulte que la suite (∂tgn)n est bornée dans L2(0, T ; (W 1,m0 (Ω))′) où m := max{2, β}.
Mais alors, du fait des injections continues Ld(Ω) ↪→↪→ H−1(Ω) ↪→ (W 1,m0 (Ω))′ (la première
injection est compacte), le théorème de Lions-Aubin nous dit que la suite (gn)n est relative-
ment compacte dans Lp(0, T ;H−1(Ω)) pour tout p ∈ [1,∞). Il existe donc une suite extraite
(encore notée (gn)n) et une fonction g ∈ Lp(0, T ;H−1(Ω)) telles que :
gn → g dans Lp(0, T ;H−1(Ω)) (1 ≤ p <∞).
- Compte tenu de la convergence faible de (un)n vers u dans L2(0, T ;W1,2(Ω)), le résultat
ci-dessus permet de prouver la convergence de (gn un)n vers g u dans D′(Ω × (0, T )). Or,
(gnun)n est bornée dans L2(0, T ;Lβ(Ω)) (β ∈ [1, d[), d’où :
gnun ⇀ g u dans L
2(0, T ;Lβ(Ω)) (1 ≤ β < d).
- Par hypothèse, pour chaque t ∈ [0, T ], la suite (gn(t))n converge faiblement vers g(t) dans
Ld(Ω). On en déduit que (Ai(η gn(t)))n (i = 1, 2) converge vers Ai(η g(t)) dans D′(Ω) en
fait dans W 1,d(Ω) faible). Or, comme la suite (η gn)n est bornée dans Ld(Ω),(Ai(η gn))n est
bornée dans W 1,d(Ω). Mais nous savons que W 1,d(Ω) ↪→↪→ Lα(Ω) (injection compacte) dès
que α ∈ [1, d∗[. Ainsi, nous pouvons affirmer que (sans extraction de sous-suite) :
Ai(η gn(t))→ Ai(η g(t)) dans Lα(Ω) (1 ≤ α < d∗).
De plus, pour tout t ∈ [0, T ] :
‖Ai(η gn(t))‖Lα(Ω) ≤ Cα‖Ai(η gn(t))‖W 1,d(Ω)
≤ CαC(d,Ω)‖η gn(t)‖Ld(Ω)
≤ CαC(d,Ω)‖η‖L∞(Ω)‖gn‖L∞(0,T ;Ld(Ω))
≤ C.
Dans ces conditions le théorème de convergence dominée permet d’affirmer que :
Ai(η gn)→ Ai(η g) dans Lp(0, T ;Lα(Ω)) (1 ≤ p <∞ , 1 ≤ α < d∗).
- Un raisonnement similaire exploitant l’injection compacte de Ld(Ω) dans H−1(Ω) et la
continuité des opérateurs Ri,j permet d’établir que :
Ri,j(η gn)→Ri,j(η g) dans Lp(0, T ;H−1(Ω)) (1 ≤ p <∞).
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- A l’aide de "l’équation de quantité de mouvement", on peut montrer que la suite (∂tqn)n
est bornée dans L1(0, T ; (W 1,m0 (Ω))′) pour un certain entier m ≥ 1. Comme (qn)n est bornée
dans L∞(0, T ;Lz(Ω)) et que Lz(Ω) ↪→↪→ H−1(Ω) ↪→ (W 1,m0 (Ω))′ (la première injection
est compacte), le théorème de Lions-Aubin nous assure que la suite (qn)n est relativement
compacte dans Lp(0, T ;H−1(Ω)) pour tout p ∈ [1,∞). Cela permet alors de justifier (comme
dans le cas de gn et un) le fait que pour tous i, j ∈ {1, 2} :
qinu
j
n ⇀ q
iuj dans L2(0, T ;Lδ(Ω)) (1 ≤ δ < z).
- Enfin, un raisonnement similaire à celui effectué sur gn exploitant ici la convergence de
(qn)n vers q dans C([0, T ];Lzw(Ω)) permet d’établir que :
Ai(η qjn)→ Ai(η qj) dans Lp(0, T ;Lγ(Ω)) (1 ≤ p <∞ , 1 ≤ γ < z∗).
Etape 4 : Passage à la limite dans les onze intégrales
- Convergence de I1n := −
∫ T
0 ψ
∫
Ω η˜Fn · A(η gn).
Nous savons que{
Fn converge faiblement vers F dans L
s(0, T ;Ls(Ω)),
A(η gn) converge fortement vers A(η g) dans Lp(0, T ;Lα(Ω)) (1 ≤ p <∞ , 1 ≤ α < d∗).
Comme 1
d∗ +
1
s
< 1, cela permet d’affirmer que :
I1n
n→∞−→ −
∫ T
0
ψ
∫
Ω
η˜F · A(η g).
- Convergence de I2n := (λ+ µ)
∫ T
0 ψ
∫
Ω divun
∑2
i=1(∂iη˜)Ai(η gn).
Nous savons que{
divun converge faiblement vers divu dans L
2(0, T ;L2(Ω)),
Ai(η gn) converge fortement vers Ai(η g) dans Lp(0, T ;Lα(Ω)) (1 ≤ p <∞ , 1 ≤ α < d∗).
Comme d∗ > 2,
I2n
n→∞−→ (λ+ µ)
∫ T
0
ψ
∫
Ω
divu
2∑
i=1
(∂iη˜)Ai(η g).
- Convergence de I3n := −µ
∫ T
0 ψ
∫
Ω
∑2
i,j=1(∂j η˜)u
i
n∂jAi(η gn).
Nous savons que ∂jAi = Ri,j et :{
un converge faiblement vers u dans L
2(0, T ;W 1,2(Ω)),
Ri,j(η gn) converge fortement vers Ri,j(η g) dans Lp(0, T ;H−1(Ω)) (1 ≤ p <∞).
Donc :
I3n
n→∞−→ −µ
∫ T
0
ψ
∫
Ω
2∑
i,j=1
(∂j η˜)u
i∂jAi(η g).
- Convergence de I4n := µ
∫ T
0 ψ
∫
Ω
∑2
i,j=1 ∂ju
i
n(∂j η˜)Ai(η gn).
Nous savons que :{
∂ju
i
n converge faiblement vers ∂ju
i dans L2(0, T ;L2(Ω)),
Ai(η gn) converge fortement vers Ai(η g) dans Lp(0, T ;Lα(Ω)) (1 ≤ p <∞ , 1 ≤ α < d∗).
CHAPITRE I - Outils mathématiques 51
Donc (d∗ > 2) :
I4n
n→∞−→ µ
∫ T
0
ψ
∫
Ω
2∑
i,j=1
∂ju
i(∂j η˜)Ai(η g).
- Convergence de I5n := µ
∫ T
0 ψ
∫
Ω∇η˜ · un (η gn).
Comme gnun converge faiblement vers g u dans L2(0, T ;Lβ(Ω)) (1 ≤ β < d),
I5n
n→∞−→ µ
∫ T
0
ψ
∫
Ω
∇η˜ · u (η g).
- Convergence de I6n := −
∫ T
0 ψt
∫
Ω η˜qn · A(η gn).
Nous savons que :{
qn converge faiblement vers q dans L
p(0, T ;Lz(Ω)) (1 ≤ p <∞),
A(η gn) converge fortement vers A(η g) dans Lp(0, T ;Lα(Ω)) (1 ≤ p <∞ , 1 ≤ α < d∗).
Comme 1
d
+ 1
z
< 1 et d∗ > d, on a bien 1
d∗ +
1
z
< 1 et donc :
I6n
n→∞−→ −
∫ T
0
ψt
∫
Ω
η˜q · A(η g).
- Convergence de I7n := −
∫ T
0 ψ
∫
Ω
∑2
i=1 η˜q
i
nAi(gnun · ∇η) =
∫ T
0 ψ
∫
Ω
∑2
i=1Ai(η˜qin) gnun · ∇η.
Nous savons que :{
gnun converge faiblement vers g u dans L
2(0, T ;Lβ(Ω)) (1 ≤ β < d),
Ai(η˜ qin) converge fortement vers Ai(η˜ qi) dans Lp(0, T ;Lγ(Ω)) (1 ≤ p <∞ , 1 ≤ γ < z∗).
Comme 1
d
+ 1
z
< 1 et z∗ > z, on a bien 1
d
+ 1
z∗ < 1 et donc :
I7n
n→∞−→
∫ T
0
ψ
∫
Ω
2∑
i=1
Ai(η˜qi) g u · ∇η = −
∫ T
0
ψ
∫
Ω
2∑
i=1
η˜qiAi(g u · ∇η).
- Convergence de I8n := −
∫ T
0 ψ
∫
Ω
∑2
i=1 η˜q
i
nAi(η fn).
En travaillant avec l’hypothèse (4), nous avons :{
qin converge faiblement vers q
i dans Lp(0, T ;Lz(Ω)) (1 ≤ p <∞),
Ai(η fn) converge fortement vers Ai(η f) dans L2(0, T ;Lz′(Ω)),
et donc :
I8n
n→∞−→ −
∫ T
0
ψ
∫
Ω
2∑
i=1
η˜qiAi(η f).
En travaillant avec l’hypothèse (5), nous écrivons d’abord I8n :=
∫ T
0 ψ
∫
Ω
∑2
i=1Ai(η˜qin) η fn, et
nous savons que :{
fn converge faiblement vers f dans L
2(0, T ;L2(Ω)),
Ai(η˜qin) converge fortement vers Ai(η˜qi) dans Lp(0, T ;Lγ(Ω)) (1 ≤ p <∞ , 1 ≤ γ < z∗).
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Comme z∗ > 2, il vient :
I8n
n→∞−→
∫ T
0
ψ
∫
Ω
2∑
i=1
Ai(η˜qi) η f = −
∫ T
0
ψ
∫
Ω
2∑
i=1
η˜qiAi(η f).
- Convergence de I9n := −
∫ T
0 ψ
∫
Ω
∑2
i,j=1 q
i
nu
j
n(∂j η˜)Ai(η gn).
Nous savons que :{
qinu
j
n converge faiblement vers q
iuj dans L2(0, T ;Lδ(Ω)) (1 ≤ δ < z),
Ai(η gn) converge fortement vers Ai(η g) dans Lp(0, T ;Lα(Ω)) (1 ≤ p <∞ , 1 ≤ α < d∗).
Comme 1
d
+ 1
z
< 1 et d∗ > d, on a bien 1
d∗ +
1
z
< 1 et donc en choisissant convenablement δ
et α, il vient :
I9n
n→∞−→ −
∫ T
0
ψ
∫
Ω
2∑
i,j=1
qiuj(∂j η˜)Ai(η g).
- Convergence de I10n :=
∫ T
0 ψ
∫
Ω
∑2
i,j=1[Ri,j(η˜qin) η gn − η˜qinRi,j(η gn)]ujn.
Nous savons que :{
qinu
j
n converge faiblement vers q
iuj dans L2(0, T ;Lδ(Ω)) (1 ≤ δ < z),
gnu
j
n converge faiblement vers g u
j dans L2(0, T ;Lβ(Ω)) (1 ≤ p <∞ , 1 ≤ β < d).
Comme 1
d
+ 1
z
< 1, on peut choisir δ et β de sorte que 1
δ
+ 1
β
< 1. Alors le lemme des
commutateurs nous donne :
I10n
n→∞−→
∫ T
0
ψ
∫
Ω
2∑
i,j=1
[Ri,j(η˜qi) η g − η˜qiRi,j(η g)]uj.
- Convergence de I11n := −
∫ T
0 ψ
∫
Ω pn∇η˜ · A(η gn).
Nous savons que{
pn converge faiblement vers p dans L
r(0, T ;Lr(Ω)),
A(η gn) converge fortement vers A(η g) dans Lp(0, T ;Lα(Ω)) (1 ≤ p <∞ , 1 ≤ α < d∗).
Comme 1
d∗ +
1
r
< 1, cela permet d’affirmer que :
I11n
n→∞−→ −
∫ T
0
ψ
∫
Ω
p∇η˜ · A(η g).
Nous avons finalement prouvé que :
lim
n→∞
(∫ T
0
ψ
∫
Ω
η˜ η gn [pn − (λ+ 2µ)divun]
)
= −
∫ T
0
ψ
∫
Ω
η˜F · A(η g) + (λ+ µ)
∫ T
0
ψ
∫
Ω
divu
2∑
i=1
(∂iη˜)Ai(η g)
−µ
∫ T
0
ψ
∫
Ω
2∑
i,j=1
(∂j η˜)u
i∂jAi(η g) + µ
∫ T
0
ψ
∫
Ω
2∑
i,j=1
∂ju
i(∂j η˜)Ai(η g)
+µ
∫ T
0
ψ
∫
Ω
∇η˜ · u (η g)−
∫ T
0
ψt
∫
Ω
η˜q · A(η g)
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−
∫ T
0
ψ
∫
Ω
2∑
i=1
η˜qiAi(gu · ∇η)−
∫ T
0
ψ
∫
Ω
2∑
i=1
η˜qiAi(η f)
−
∫ T
0
ψ
∫
Ω
2∑
i,j=1
qiuj(∂j η˜)Ai(η g) +
∫ T
0
ψ
∫
Ω
2∑
i,j=1
[Ri,j(η˜qi) η g − η˜qiRi,j(η g)]uj
−
∫ T
0
ψ
∫
Ω
p∇η˜ · A(η g).
Etape 5 : Equation intégrale pour les fonctions limites et premières conclusions
A l’aide des hypothèses de convergence du théorème, nous pouvons facilement passer à la
limite dans les différentes équations pour obtenir au sens des distributions sur Ω× (0, T ) :
∂tq+ div(q⊗ u)− µ∆u− (λ+ µ)∇divu+∇p = F,
et
∂tg + div(g u) = f.
En reproduisant les raisonnements des étapes 1 et 2 sur ces équations, il vient alors :∫ T
0
ψ
∫
Ω
η˜ η g [p− (λ+ 2µ)divu]
= −
∫ T
0
ψ
∫
Ω
η˜F · A(η g) + (λ+ µ)
∫ T
0
ψ
∫
Ω
divu
2∑
i=1
(∂iη˜)Ai(η g)
−µ
∫ T
0
ψ
∫
Ω
2∑
i,j=1
(∂j η˜)u
i∂jAi(η g) + µ
∫ T
0
ψ
∫
Ω
2∑
i,j=1
∂ju
i(∂j η˜)Ai(η g)
+µ
∫ T
0
ψ
∫
Ω
∇η˜ · u (η g)−
∫ T
0
ψt
∫
Ω
η˜q · A(η g)
−
∫ T
0
ψ
∫
Ω
2∑
i=1
η˜qiAi(gu · ∇η)−
∫ T
0
ψ
∫
Ω
2∑
i=1
η˜qiAi(η f)
−
∫ T
0
ψ
∫
Ω
2∑
i,j=1
qiuj(∂j η˜)Ai(η g) +
∫ T
0
ψ
∫
Ω
2∑
i,j=1
[Ri,j(η˜qi) η g − η˜qiRi,j(η g)]uj
−
∫ T
0
ψ
∫
Ω
p∇η˜ · A(η g),
ce qui nous conduit à l’égalité :
lim
n→∞
(∫ T
0
ψ
∫
Ω
η˜ η gn [pn − (λ+ 2µ)divun]
)
=
∫ T
0
ψ
∫
Ω
η˜ η g [p− (λ+ 2µ)divu].
Or la suite (gnpn)n est bornée dans L
rw
r+w (Ω×(0, T )) (car w ≥ r′ et donc 1
w
+ 1
r
≤ 1) et la suite
(gndivun)n est bornée dans L
2w
w+2 (Ω×(0, T )) (w ≥ 2). Ainsi, la suite (gn[pn−(λ+2µ)divun])n
est bornée dans, disons, L1(Ω × (0, T )). Or toute fonction de D(Ω × (0, T )) est limite (au
sens L∞) d’une suite de fonctions dans D(Ω)⊗D(0, T ). Donc l’égalité ci-dessus conduit en
fait à :
gn [pn − (λ+ 2µ)divun]→ g [p− (λ+ 2µ)divu] dans D′(Ω× (0, T )),
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ce qui prouve le point (i) du théorème.
Etape 6 : Cas particulier où d > 2
Dans ce cas, la suite (gndivun)n) est aussi bornée dans L2(0, T ;L
2d
d+2 (Ω)) qui est un espace
réflexif. Donc il existe une fonction g divu ∈ L2(0, T ;L 2dd+2 (Ω)) telle que (modulo le choix
d’une suite extraite) :
gn divun ⇀ g divu dans L
2(0, T ;L
2d
d+2 (Ω)).
Mais alors, on en déduit que :
gn pn → g [p− (λ+ 2µ)divu] + (λ+ 2µ)g divu dans D′(Ω× (0, T )).
En notant g p la distribution définie par : g p := g [p− (λ+ 2µ)divu] + (λ+ 2µ)g divu, nous
avons en fait au vu de la régularité des différents termes :
g p ∈ Lmin{2, rwr+w }(0, T ;Lmin{ 2dd+2 , rwr+w }(Ω)),
et donc :
g p := g [p− (λ+ 2µ)divu] + (λ+ 2µ)g divu p.p. sur Ω× (0, T ),
ce qui termine la preuve du théorème.

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Chapitre II
Présentation du problème
1 Introduction
1.1 Description du modèle
On s’intéresse à l’écoulement isentropique d’un fluide confiné entre deux plaques planes
parallèles. Nous travaillerons sur un modèle bidimensionnel où la région étudiée est l’ouvert
Ω := {x = (x1, x2) ∈ R2 : 0 < x1 < 1 et 0 < x2 < h} = (0, 1)× (0, h).
Les droites d’équations x2 = 0 et x2 = h (h > 0) représentent alors les plaques.
Le fluide étudié est un gaz parfait compressible caractérisé à chaque instant t et en chaque
point x ∈ Ω par sa densité ρ(t,x), sa pression p(t,x) et sa vitesse u(t,x) qui satisfont les
équations de Navier-Stokes à savoir :{
∂tρ+ div(ρu) = 0 dans Ω× (0, T ),
∂t(ρu) + div(ρu⊗ u)− µ∆u− (λ+ µ)∇divu+∇p = ρ f dans Ω× (0, T ),
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avec les conditions initiales : {
ρ(0,x) = ρ0(x) dans Ω,
u(0,x) = u0(x) dans Ω.
Nous travaillons dans le cas dit barotrope où la pression p dépend uniquement de la densité
selon la relation :
p = a ργ (a > 0 , γ > 1).
Nous supposons que :
- Les coefficients de viscosité du fluide µ et λ sont tels que : µ > 0 et µ+ λ ≥ 0,
- La force volumique f appartient à L∞(Ω× (0, T )),
- Le champ des vitesses initial u0 ∈ L2(Ω) et la densité initiale ρ0 ∈ Lγ(Ω) sont tels que :
ρ0 ≥ 0 p.p. sur Ω et √ρ0u0 ∈ L2(Ω).
Le système est complété par des conditions limites pour la vitesse données par :
u(t,x) = a∞(t,x) sur (0, T )× ∂Ω,
où le champ de vecteurs a∞ est de classe C2 sur [0, T ]×R2. Sans perte de généralité, nous
pouvons supposer que a∞ est à support compact.
Nous supposons aussi que pour tous (t, x2) ∈ [0, T ]× (0, h) :
a∞(t, 0, x2) · e1 > 0 et a∞(t, 1, x2) · e1 > 0,
et que le champ vérifie la condition d’adhérence au contact des plaques à savoir :
a∞(t, x1, 0) = a∞(t, x1, h) = 0 sur (0, T )× (0, 1).
La frontière de Ω notée ∂Ω est alors décomposée en trois zones :
Γe = {0} × (0, h) = {x ∈ ∂Ω : a∞(t,x) · n(x) < 0},
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Γ0 = [0, 1]× {0, h} = {x ∈ ∂Ω : a∞(t,x) · n(x) = 0},
Γs = {1} × (0, h) = {x ∈ ∂Ω : , a∞(t,x) · n(x) > 0},
où n désigne la normale sortante de Ω.
Γe est la zone frontière par laquelle le fluide extérieur entre dans la région étudiée et Γs est la
zone frontière par laquelle le fluide sort de Ω. Pour fermer le système, nous devons prescrire
la densité du fluide dans la zone frontière entrante :
ρ(t,x) = ρ∞(t,x) sur (0, T )× Γe,
où ρ∞ ∈ L∞((0, T )× Γe).
1.2 La notion de solution
Les différentes notions de solution sont définies dans [NoSt] page 413. En accord avec cette
classification, nous allons montrer l’existence d’une solution faible renormalisée d’énergie
bornée. Contentons-nous pour le moment d’expliciter la notion de solution faible d’énergie
bornée.
Un couple (ρ,u) est dit solution faible du système :
∂tρ+ div(ρu) = 0 dans Ω× (0, T ),
∂t(ρu) + div(ρu⊗ u)− µ∆u− (λ+ µ)∇divu+ a∇(ργ) = ρ f dans Ω× (0, T ),
ρ(t,x) = ρ∞(t,x) sur Γe × (0, T ),
u(t,x) = a∞(t,x) sur ∂Ω× (0, T ),
ρ(0,x) = ρ0(x) dans Ω,
u(0,x) = u0(x) dans Ω,
lorsqu’il satisfait les conditions suivantes :
ρ ∈ L∞(0, T ;Lγ(Ω)) et ρ ≥ 0 p.p. sur Ω× (0, T ),
u ∈ L2(0, T ;W1,2(Ω)) avec u(t,x) = a∞(t,x) sur ∂Ω× (0, T ),
ρ ∈ C([0, T ];Lγw(Ω)) et ρu ∈ C([0, T ];L
2γ
γ+1
w (Ω)) avec
{
ρ(0) = ρ0,
(ρu)(0) = ρ0u0.
L’équation de continuité est satisfaite au sens des distributions dans Ω× (0, T ) :
ρt + div(ρu) = 0.
L’équation de quantité de mouvement est aussi satisfaite au sens des distributions dans
Ω× (0, T ) :
∂t(ρu) + div(ρu⊗ u)− µ∆u− (λ+ µ)∇divu+ a∇(ργ) = ρ f .
La condition limite sur la densité est prise en compte de la manière suivante : pour tout
η ∈ D((R2 \ Γs)× (0, T )),∫ T
0
∫
Ω
(ρ ∂tη + ρu · ∇η) dxdt =
∫ T
0
∫
Γe
ρ∞a∞ · n η dSdt.
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De plus, nous dirons qu’il s’agit d’une solution faible d’énergie bornée si, pour presque tout
t ∈ (0, T ), nous avons :
E(t) + µ
∫ t
0
∫
Ω
[∇(u−U∞)]2dxds+ (λ+ µ)
∫ t
0
∫
Ω
[div(u−U∞)]2dxds
≤ E(0) +
∫ t
0
∫
Ω
ρ f · (u−U∞) dxds−
∫ t
0
∫
Ω
ρ ∂tU∞ · (u−U∞) dxds
−µ
∫ t
0
∫
Ω
∇U∞ : ∇(u−U∞) dxds− (λ+ µ)
∫ t
0
∫
Ω
divU∞div(u−U∞) dxds
−
∫ t
0
∫
Ω
(ρu) · [((u−U∞) · ∇)U∞] dxds− a
∫ t
0
∫
Ω
ργ divU∞ dxds
−
∫ t
0
∫
Γe
a
γ − 1ρ
γ
∞U∞ · n dSds,
avec :
E(t) :=
1
2
∫
Ω
ρ(t)(u−U∞)(t)2 dx+
∫
Ω
a
γ − 1ρ(t)
γ dx.
Dans l’inégalité ci-dessus,U∞ désigne un champ de vecteurs, défini sur [0, T ]×Ω, qui coïncide
avec a∞ sur [0, T ]× ∂Ω (la définition de ce champ est donnée en partie G).
2 Le modèle de départ
2.1 Extension du domaine d’étude
On considère un ouvert borné D contenant Ω de la forme ci-dessous.
Ce domaine contient le rectangle (−1,+2)× (0, h) dont on prolonge les bords [−1, 2]× {0}
et [−1, 2]×{h} de manière à obtenir une frontière de classe C3 : cette régularité du domaine
nous sera utile pour exploiter un théorème de régularité parabolique (cf. partie B).
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2.2 Extension des données
On prolonge f et u0 par 0 en dehors de Ω de sorte que :
f ∈ L∞(D × (0, T )) et u0 ∈ L2(D).
Comme dans le travail de S. Novo évoqué en introduction, la prise en compte de la condition
de bord sur la densité résulte d’une extension convenable de la densité initiale ρ0. Dans ce
qui suit, nous adoptons la démarche suivante :
- Dans les parties A à E, ρ0 désignera la condition initiale sur la densité "pour le modèle
étendu" : il s’agira d’une fonction définie sur D dont la régularité joue un rôle important
dans le déroulement de la preuve. C’est pourquoi nous préciserons au début de chaque partie
quelles sont les hypothèses portant sur ρ0.
- Dans les parties F et G, ρ0 désignera la condition initiale du problème étudié : il s’agira alors
d’une fonction de Lγ(Ω) que nous chercherons à prolonger convenablement. Ce prolongement,
qui sera alors notre condition initiale sur la densité pour le modèle étendu, dépendra de ρ∞
et sera construit de sorte à ce que, par passage à la limite, on "récupère" la condition de
bord sur la densité. Ce point sera donc détaillé lors des parties F et G.
2.3 Un champ de vecteurs ad hoc
On définit maintenant, sur [0, T ] × R2, un champ de vecteurs u∞ qui va permettre de
prendre en compte les conditions limites sur la vitesse. La construction de ce champ joue un
rôle essentiel dans notre preuve.
Parmi les critères exigés, nous voulons, en dehors de Ω, un champ "assez régulier" (afin que
le flot associé soit au moins de classe C1) et qui soit à divergence positive au voisinage des
frontières Γe et Γs (c’est dans ce but que nous utilisons une fonction de troncature wα).
Les raisons de ces contraintes apparaîtront en parties D (paragraphe 5) et E. Avant cela,
l’essentiel est que ce champ vérifie les conditions suivantes :
u∞ ∈ L∞(0, T ;H10(D)) , ∇u∞ ∈ [L∞((0, T )×D)]2×2 , ∂tu∞ ∈ L∞((0, T )×D).
Etape 1 : Définition de deux champ annexes
Pour simplifier, notons a∞(t, 0, x2) =
(
A0(t, x2)
B0(t, x2)
)
et a∞(t, 1, x2) =
(
A1(t, x2)
B1(t, x2)
)
.
Compte-tenu des hypothèses faites sur a∞, les fonctions Ai et Bi (i = 0, 1) sont de classe C2
à support compact sur [0, T ]×R et satisfont :
Ai(t, x2) > 0 sur [0, T ]×]0, h[,
Ai(t, x2) = 0 sur [0, T ]× {0, h},
Bi(t, x2) = 0 sur [0, T ]× {0, h}.
Pour α ∈ ]0, h
8
[, on introduit la fonction wα ∈ C∞(R) telle que :
0 ≤ wα(s) ≤ 1 pour s ∈ R,
wα(s) = 0 pour s ∈ [−α, α] ∪ [h− α, h+ α],
wα(s) = 1 pour s ∈]−∞,−2α] ∪ [2α, h− 2α] ∪ [h+ 2α,∞[,
|w′α(s)| ≤ Cα pour s ∈ ]− 2α,−α] ∪ [α, 2α] ∪ [h− 2α, h− α] ∪ [h+ α, h+ 2α].
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On pose alors : Bα0 (t, x2) := B0(t, x2)wα(x2) et Bα1 (t, x2) := B1(t, x2)wα(x2).
Nous pouvons alors définir les champs de vecteurs uα∞ et uαE de classe C2 sur [0, T ]×R2 par
uα∞(t,x) = p0(x1)
(
A0(t, x2)
Bα0 (t, x2)
)
+ p1(x1)
(
A1(t, x2)
Bα1 (t, x2)
)
+ v∞(x),
uαE(t,x) = p0(x1)
(
(1 + Cαx1)A0(t, x2)
Bα0 (t, x2)
)
+ p1(x1)
(
(1 + Cα(x1 − 1))A1(t, x2)
Bα1 (t, x2)
)
,
où v∞ ∈ [D(Ω)]2, Cα > 0 seront précisés plus loin et où les fonctions p0, p1 ∈ D(R) sont
telles que :
0 ≤ p0(s) ≤ 1 sur R, p0(s) = 1 sur [−14 , 14 ], supp (p0) ⊂ [−12 , 12 ],
0 ≤ p1(s) ≤ 1 sur R, p1(s) = 1 sur [34 , 54 ], supp (p1) ⊂ [12 , 32 ].
Propriétés. On note Ωb := Ω \ ([14 , 34 ]× [h4 , 3h4 ]).
(i) Le champ v∞ ∈ [D(Ω)]2 est choisi de sorte que :
supp(v∞) ⊂ [18 , 78 ]× [0, h] et
∫
Ωb
divuα∞(t,x) dx ≥ 0 sur [0, T ].
(ii) La constante Cα > 0 est choisie de sorte que :
divuαE(t,x) ≥ 0 sur ([−14 , 14 ]× [0, h]) ∪ ([34 , 54 ]× [0, h])× [0, T ],
et
uαE(t,x) · e1 ≤ 0 sur (]−∞,−18 ]× [0, h])× [0, T ].
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Justification.
(i) On pose ω := (1
4
, 3
4
)× (h
4
, 3h
4
). En notant n la normale sortante de l’ouvert considéré, nous
avons (formule de Green) :∫
Ωb
divuα∞(t,x) dx =
∫
∂Ωb
uα∞(t,x) · n(x) dS(x)
=
∫
∂Ω
uα∞(t,x) · n(x) dS(x)−
∫
∂ω
uα∞(t,x) · n(x) dS(x).
Comme α ∈]0, h
8
[, on a Bαi (t, x2) = Bi(t, x2) (i = 0, 1) pour x2 =
h
4
ou x2 = 3h4 . Ainsi,∫
Ωb
divuα∞(t,x) dx est en fait indépendante de α et peut s’écire sous la forme :∫
Ωb
divuα∞(t,x) dx = f(t)−
∫
∂ω
v∞(x) · n(x) dS(x)
où
f(t) :=
∫
∂Ω
[
p0(x1)
(
A0(t, x2)
B0(t, x2)
)
+ p1(x1)
(
A1(t, x2)
B1(t, x2)
)]
· n(x) dS(x)
−
∫
∂ω
[
p0(x1)
(
A0(t, x2)
B0(t, x2)
)
+ p1(x1)
(
A1(t, x2)
B1(t, x2)
)]
· n(x) dS(x).
Il suffit donc de choisir v∞ de sorte
∫
∂ω v∞(x) · n(x) dS(x) ≤ mint∈[0,T ] f(t) pour obtenir le
résultat souhaité. Pour ce faire, on peut considérer un champ de la forme :
v∞(x) = −Cω(x− cω)ηω(x)
où Cω est une constante strictement positive, cω est le centre du rectangle ω et ηω une
fonction de classe C∞ à support dans Ω telle que ηω(x) = 1 pour tout x ∈ ω.
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(ii) On remarque que :
- Pour x1 ∈ [−14 , 14 ], divuαE(t,x) = CαA0(t, x2) + ∂x2Bα0 (t, x2),
- Pour x1 ∈ [34 , 54 ], divuαE(t,x) = CαA1(t, x2) + ∂x2Bα1 (t, x2),
- Pour x1 ∈ ]−∞, 0], uαE(t,x) · e1 = p0(x1)(1 + Cαx1)A0(t, x2).
Ainsi, posons :
Mα0 := max
(t,x2)∈[0,T ]×[α,h−α]
∣∣∣∣∣∂x2Bα0 (t, x2)A0(t, x2)
∣∣∣∣∣ et Mα1 := max(t,x2)∈[0,T ]×[α,h−α]
∣∣∣∣∣∂x2Bα1 (t, x2)A1(t, x2)
∣∣∣∣∣ .
Il suffit de prendre Cα > max{Mα0 ,Mα1 , 8} pour obtenir les résultats voulus.

Etape 2 : Définition de u∞
On définit maintenant le champ u∞ : [0, T ]×R2 → R2 par :
u∞(t,x) =
{
uα∞(t,x) si x ∈ Ω,
uαE(t,x) si x ∈ R2 \ Ω.
C’est ce champ de vecteurs qui va être utilisé dans la suite. Compte-tenu de ce qui précède,
voici ses principales caractériques :
Récapitulatif des propriétés de u∞.
(i) Le champ u∞ est continu sur R2 × [0, T ] et à support compact avec :
u∞|Ω×[0,T ] ∈ C2(Ω× [0, T ]) et u∞|(R2\Ω)×[0,T ] ∈ C2((R2 \ Ω)× [0, T ]).
(ii) u∞ appartient à L∞(0, T ;H10(D)). De plus,
∂xiu∞ ∈ L∞((0, T )×R2) (i = 1, 2) et ∂tu∞ ∈ L∞((0, T )×R2).
(iii) Enfin, nous avons aussi :
∫
Ωb
divu∞(t,x)dx ≥ 0, sur [0, T ]
divu∞(t,x) ≥ 0 sur ([−14 , 0] ∪ [1, 54 ])× [0, h]× [0, T ],
u∞(t,x) · n(x) < 0 sur Γe × [0, T ],
u∞(t,x) · n(x) = 0 sur Γ0 × [0, T ],
u∞(t,x) · n(x) > 0 sur Γs × [0, T ],
u∞(t,x) · e1 ≥ 0 sur [1,+∞[×[0, h]× [0, T ],
u∞(t,x) · e1 ≤ 0 sur ]−∞,−18 ]× [0, h]× [0, T ].
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Remarque. Concernant la constante Cα apparaîssant dans l’expression de uαE (et donc de
u∞), on notera que rien ne permet d’exclure qu’elle "n’explose pas" lorsque α → 0. Or,
comme nous l’avons annoncé en introduction, les conditions limites sur la vitesse seront
effectivement prises en compte lorsque le coefficient α tendra vers 0 (ce qui sera fait en
partie G). Nous verrons que l’éventualité "Cα →∞" n’est pas un problème dans la mesure
où, lorsque nous effectuerons ce passage à la limite, les valeurs prises u∞ en dehors de Ω
n’interviendront plus dans l’inégalité d’énergie manipulée.
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Chapitre II - Partie A
Approximation de Galerkin
Nous présentons ici le système de départ de notre travail (noté (S) par la suite). Le
premier paragraphe précise la notion de "solution approchée" pour ce système et en donne
une reformulation plus facile à manipuler.
Dans le second paragraphe, nous prouvons l’existence d’une solution approchée sur un petit
intervalle de temps. La preuve est basée sur la reformulation précédemment obtenue ainsi
que le théorème du point fixe de Banach.
Le troisième paragraphe fournit une inégalité d’énergie pour les solutions approchées du sys-
tème (S). Cette inégalité est la source des estimations indispensables pour prouver l’existence
de solutions approchées sur l’intervalle de temps considéré [0, T ]. Cette preuve d’existence
est l’objet du dernier paragraphe.
1 Position du problème
Nous cherchons à obtenir une solution approchée (ρ,u) du système (S) suivant :
∂tρ+ div(ρu) = ε∆ρ dans D × (0, T ),
∂t(ρu) + div(ρu⊗ u)− µ∆u− (λ+ µ)∇divu
+∇(a ργ + δ ρβ) + ε (∇ρ · ∇)u+ k χE(u− u∞) = ρ f dans D × (0, T ),
avec les conditions limites : {
∂nρ(t,x) = 0 sur (0, T )× ∂D,
u(t,x) = 0 sur (0, T )× ∂D,
et les conditions initiales : {
ρ(0,x) = ρ0(x) sur D,
u(0,x) = u0(x) sur D.
Dans ces équations, δ, ε, β, k sont des réels strictement positifs avec β > max{γ, 6} et χE
est la fonction caractéristique de l’ensemble E = D \ Ω.
Dans les calculs et les énoncés qui suivent, la lettre C désigne une constante qui dépend
uniquement des données du problème (D, T , u∞, f , ...). La valeur de C n’est pas nécessai-
rement la même entre deux lignes de calcul. Par ailleurs, on numérote les constantes (C1,
C2, ...) suceptibles d’être utilisées pour d’autres résultats et on indique éventuellement leur
dépendance vis-à-vis de certains paramètres.
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1.1 L’équation de continuité avec terme dissipatif
Pour commencer, nous citons quelques résultats relatifs à l’équation parabolique sui-
vante :
(EC)

∂tρ+ div(ρu) = ε∆ρ dans D × (0, T ),
∂nρ = 0 sur ∂D × (0, T ),
ρ(0,x) = ρ0(x) sur D,
où les données sont u ∈ L∞(0, T ;W1,∞0 (D)) et ρ0 ∈ W 1,∞(D). On note ρm et ρM les bornes
inférieures et supérieures de ρ0 et on suppose que :
0 < ρm ≤ ρM < +∞.
Définition.On appelle solution faible de l’équation (EC) toute fonction ρ ∈ L2(0, T ;W 1,2(D))
telle que pour tout η ∈ W 1,2(D), la fonction t ∈ (0, T ) 7→ ∫D ρ(t,x) η(x) dx appartient à
W 1,2(0, T ), satisfait dans D′(0, T ) :
d
dt
(∫
D
ρ η dx
)
−
∫
D
(ρu) · ∇η dx+ ε
∫
D
∇ρ · ∇η dx = 0,
et vérifie : (
∫
D ρ η dx)(0) =
∫
D ρ0 η dx.
On dispose des résultats suivants :
Théorème II.A.1 ([NoSt] page 345)
(i) L’équation (EC) admet une unique solution faible ρ = S(u, ρ0). En fait, il s’agit d’une
solution forte qui possède la régularité suivante :
ρ ∈ C([0, T ];W 1,2(D)) ∩ L2(0, T ;W 2,2(D)) et ∂tρ ∈ L2(D × (0, T )).
(ii) Pour tout t ∈ [0, T ] et pour presque tout x ∈ D, on a :
ρm exp
(
−
∫ t
0
‖divu(s)‖L∞(D)ds
)
≤ ρ(t,x) ≤ ρM exp
(∫ t
0
‖divu(s)‖L∞(D)ds
)
.
(iii) Il existe une constante C1(K, ‖ρ0‖) qui dépend de manière croissante de K ∈ R+ et de
‖ρ0‖ := ‖ρ0‖W 1,2(D) telle que pour u1, u2 ∈ L∞(0, T ;W1,∞0 (D)) vérifiant :
‖ui‖L∞(0,T ;W1,∞0 (D)) ≤ K, (i = 1, 2),
on ait :
‖ρi‖L∞(0,T ;W 1,2(D)) ≤ C1(K, ‖ρ0‖) (i = 1, 2),
et, pour tout t ∈ [0, T ],
‖ρ2 − ρ1‖C([0,t];L2(D)) ≤ t C1(K, ‖ρ0‖)‖u2 − u1‖L∞(0,t;W1,∞0 (D)),
où on a noté ρi := S(ui, ρ0) (i = 1, 2).
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1.2 Une projection orthogonale dans L2(D)
Considérons l’application
T : L2(D)→ L2(D) , η 7→ T (η) = u,
où u est la solution faible du problème de Dirichlet :{ −∆u = η dans D,
u = 0 sur ∂D.
Autrement dit, u est l’unique fonction dans W 1,20 (D) telle que pour tout ϕ ∈ W 1,20 (D), on
ait : ∫
D
∇u · ∇ϕ dx =
∫
D
η ϕ dx.
T est un opérateur autoadjoint compact et donc, il existe une base hilbertienne de L2(D),
(φk)k≥1, constituée de vecteurs propres de T (les fonctions φk appartiennent à C∞(D) ∩
L∞(D) d’après [Brézis] page 193).
Pour n ∈ N∗, on note alors Xn l’espace vectoriel engendré par φ1, φ2, ..., φn. On munit cet
espace de la norme :
‖v‖Xn := ‖v‖L2(D).
Son espace dual X∗n est alors muni de la norme usuelle :
‖ζ‖X∗n := sup‖v‖Xn=1
(
〈ζ, v〉X∗n,Xn
)
.
On note alors Pn : L2(D)→ Xn la projection orthogonale sur Xn qui est définie par :
Pn(u) :=
n∑
k=1
(u|φk)L2(D) φk.
On donne ici quelques propriétés de cet opérateur (cf. [NoSt] page 336).
Proposition II.A.2 : Propriétés de Pn
(1) ‖Pn‖L(L2(D);L2(D)) = 1 et, pour tous u, v ∈ L2(D),∫
D
Pn(u) v dx =
∫
D
uPn(v) dx.
De plus, pour tout u ∈ L2(D),
lim
n→∞ ‖Pn(u)− u‖L2(D) = 0.
(2) Projection sur Xn d’éléments de W 1,20 (D) :
Il existe c > 0 (indépendante de n) telle que pour tout u ∈ W 1,20 (D),
‖Pn(u)‖W 1,2(D) ≤ c‖u‖W 1,2(D).
On a de plus :
lim
n→∞ ‖Pn(u)− u‖W 1,20 (D) = 0.
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(3) Projection sur Xn d’éléments de W 1,20 (D) ∩W 2,2(D) :
Il existe c > 0 (indépendante de n) telle que pour tout u ∈ W 1,20 (D) ∩W 2,2(D),
‖Pn(u)‖W 2,2(D) ≤ c‖u‖W 2,2(D).
On a de plus :
lim
n→∞ ‖Pn(u)− u‖W 2,2(D) = 0.
(4) Injection dans W−1,2(D) :
Pour tout u ∈ L2(D),
‖Pn(u)‖W−1,2(D) ≤ c‖u‖W−1,2(D),
et :
lim
n→∞ sup
u∈L2(D)
(‖Pn(u)− u‖W−1,2(D)
‖u‖L2(D)
)
= 0.
1.3 Notion de solution approchée
Dans toute la suite de cette partie, on fixe un entier naturel non nul n et on pose
Xn := Xn ×Xn. Le produit scalaire sur Xn est défini par :
< u,v > :=
∫
D
u · v dx.
Xn est alors un espace vectoriel euclidien de dimension 2n, et on note (Φi)i=1,..,2n une base
orthonormée de cet espace.
Définition. On appelle solution approchée de (S) toute fonction u ∈ C([0, T ];Xn) telle que
pour tout Φ ∈ Xn et pour tout t ∈ [0, T ], on ait :∫
D
(ρu)(t) · Φ =
∫
D
ρ0u0 · Φ +
∫ t
0
∫
D
[ρ f − div(ρu⊗ u) + µ∆u+ (λ+ µ)∇divu
−∇(a ργ + δ ρβ)− ε (∇ρ · ∇)u− k χE (u− u∞)] · Φ,
où ρ = S(u, ρ0).
Nous allons montrer que l’existence d’une solution appprochée peut se démontrer par une
méthode de point fixe. Afin de réécrire le problème sous forme adéquate, nous commençons
par introduire des opérateurs M et N dans le paragraphe suivant.
1.4 Etude de deux opérateurs
Définition. Soit ρ ∈ L1(D) telle que ρm := infessD ρ soit strictement positif. On note alors
Mρ : Xn → X∗n , u 7→ Mρ(u) l’application définie par :
〈Mρ(u),Φ〉X∗n,Xn =
∫
D
ρ(x)u(x) · Φ(x)dx.
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Proposition II.A.3 ([FeNoPe])
(1) Avec les notations de la définition, il existe une constante C > 0 telle que :
‖Mρ‖L(Xn,X∗n) ≤ C‖ρ‖L1(D),
et Mρ est un isomorphisme d’espaces vectoriels dont l’application réciproque vérifie :
‖M−1ρ ‖L(X∗n,Xn) ≤
1
ρm
.
(2) Il existe une constante C2 > 0 telle que :
‖M−1ρ2 −M−1ρ1 ‖L(X∗n,Xn) ≤
C2
ρ1mρ2m
‖ρ2 − ρ1‖L1(D),
en notant ρ1m := infessD ρ1 et ρ2m := infessD ρ2 (supposées toutes deux strictement positives).
(3) Soit ρ ∈ W 1,1(D × (0, T )) tel que pour presque tout (x, t) ∈ D × (0, T ), on ait :
ρ(t,x) ≥ ρm > 0
Alors pour tout v ∈ H1(0, T ;X∗n) et Φ ∈ Xn on a dans D′(0, T ) :
d
dt
(
<M−1ρ(.)v(.),Φ >
)
= − <M−1ρ(.)M∂tρ(.)M−1ρ(.)v(.),Φ > + <M−1ρ(.)∂tv(.),Φ >,
(où < ., . > désigne le produit scalaire dans Xn).
Démonstration. On démontre la propriété (3) qui ne figure pas dans [FeNoPe].
- Etape 1 : On suppose que ρ ∈ C1([0, T ], L1(D)) avec pour presque tout (x, t) ∈ D× (0, T ) :
ρ(t,x) ≥ ρm > 0 .
On rappelle que (Φk)k∈{1,...,2n} désigne une base orthonormée de Xn (les Φk appartiennent à
C∞(D)∩L∞(D)). On note alors (Φ∗k)k∈{1,...,2n} sa base duale et, pour t ∈ [0, T ],M(t) désigne
la matrice deMρ(t) dans ces bases. Le coefficient ligne i et colonne j deM(t) est donc donné
par :
Mi,j(t) =
∫
D
ρ(t,x)Φi(x) · Φj(x) dx.
Il est clair que l’application M : [0, T ]→ GLn(R) est de classe C1 sur [0, T ] et :
dMi,j
dt
(t) =
∫
D
ρt(t,x)Φi(x) · Φj(x) dx
Comme l’application : A ∈ GLn(R) 7→ A−1 ∈ GLn(R) est de classe C∞, il en résulte que
l’application :
M−1 : [0, T ]→ GLn(R), t 7→M(t)−1
est de classe C1 sur [0, T ] et, pour t ∈ [0, T ], on a :
dM−1
dt
(t) = −M(t)−1dM
dt
(t)M(t)−1.
Soit f : [0, T ]→ R , t 7→ f(t) =<M−1ρ(t)v(t),Φ >. Notons [Φ] la matrice colonne de Φ dans
CHAPITRE II - Partie A 73
la base (Φk)k∈{1,...,2n} et V (t) la matrice colonne de v(t) dans la base (Φ∗k)k∈{1,...,2n}. On peut
alors écrire (en notant [Φ]T la transposée de [Φ]) :
f(t) =<M−1ρ(t)v(t),Φ > = [Φ]TM(t)−1V (t).
Comme V ∈ [W 1,1(0, T )]2n, la fonction f est en fait dérivable p.p. sur (0, T ) et pour presque
tout t ∈ (0, T ), on a :
f ′(t) = [Φ]T
(
−M(t)−1dM
dt
(t)M(t)−1V (t) +M(t)−1V ′(t)
)
,
soit finalement :
f ′(t) = − <M−1ρ(t)Mρt(t)M−1ρ(t)v(t),Φ > + <M−1ρ(t)vt(t),Φ >,
ce qui établit le résultat voulu.
- Etape 2 : ρ ∈ W 1,1(D × (0, T )) avec pour presque tout (x, t) ∈ D × (0, T ) :
ρ(t,x) ≥ ρm > 0. .
On note (ρk)k une suite de fonctions dans C1([0, T ];L1(D)) telle que :
(i) ρk → ρ dans L1(D × (0, T )),
(ii) pour tout intervalle compact J inclus dans (0, T ), ∂tρk converge vers ∂tρ dans L1(D×J)
et, il existe un certain rang kJ à partir duquel, pour tout t ∈ J et presque tout x ∈ D,
on a : ρk(t,x) ≥ ρm.
Pour construire une telle suite, on procède par régularisation en posant : ρk = ωk ∗ρ où (ωk)k
est une suite régularisante en temps et ρ est définie par :
ρ(t) =
{
ρ(t) si t ∈ (0, T ),
0 si t ∈ R \ (0, T ).
D’après l’étape précédente, pour ψ ∈ D(0, T ), on a :
−
∫ T
0
<M−1ρk(t)v(t),Φ > ψ′(t) dt = −
∫ T
0
<M−1ρk(t)M∂tρk(t)M−1ρk(t)v(t),Φ > ψ(t)dt
+
∫ T
0
<M−1ρk(t)vt(t),Φ > ψ(t)dt.
Ce que l’on peut aussi écrire sous la forme :
−
∫ T
0
<M−1ρk(t)v(t),Φ > ψ′(t)dt = −
∫ T
0
<M−1ρk(t)
(
M∂tρk(t) −M∂tρ(t)
)
M−1ρk(t)v(t),Φ > ψ(t)dt
−
∫ T
0
<M−1ρk(t)M∂tρ(t)M−1ρk(t)v(t),Φ > ψ(t)dt
+
∫ T
0
<M−1ρk(t)vt(t),Φ > ψ(t)dt.
On souhaite passer à la limite dans cette égalité (k →∞).
On conserve les notations précédentes : Mk(t) désignant la matrice deMρk(t), son coefficient
ligne i et colonne j est donné par :
(Mk)i,j(t) =
∫
D
ρk(t,x)Φi(x) · Φj(x) dx.
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Compte-tenu de (i), on peut affirmer Mk
k→∞−→ M dans L1(0, T )2n×2n et donc, à une suite
extraite près,Mk converge simplement presque partout sur (0, T ) versM . Les coefficients de
la matriceMk(t)−1 s’exprimant comme des fractions rationnelles en les coefficients deMk(t),
on en déduit que pour presque tout t ∈ (0, T ) :
<M−1ρk(t)vt(t),Φ > ψ(t)
k→∞−→<M−1ρ(t)vt(t),Φ > ψ(t),
et :
<M−1ρk(t)M∂tρ(t)M−1ρk(t)v(t),Φ > ψ(t)
k→∞−→<M−1ρ(t)M∂tρ(t)M−1ρ(t)v(t),Φ > ψ(t).
Par ailleurs, compte tenu de (ii), il vient à partir d’un certain rang et pour tout t ∈ J (J
étant un intervalle compact inclus dans (0, T ) et contenant le support de ψ) :
‖M−1ρk(t)‖L(X∗n,Xn) ≤
1
ρm
,
et donc :
| <M−1ρk(t)vt(t),Φ > ψ(t)| ≤
1
ρm
‖vt(t)‖X∗n|ψ(t)|‖Φ‖Xn .
Enfin, comme ‖M∂tρ(t)‖L(Xn,X∗n) ≤ C‖∂tρ(t)‖L1(D), on a aussi pour k suffisamment grand :
<M−1ρk(t)M∂tρ(t)M−1ρk(t)v(t),Φ > ψ(t) ≤
C
ρ2m
‖∂tρ(t)‖L1(D)‖v(t)‖X∗n|ψ(t)|‖Φ‖Xn .
Ces résultats permettent d’utiliser le théorème de convergence dominée pour passer à la
limite dans
∫ T
0 <M−1ρk(t)M∂tρ(t)M−1ρk(t)v(t),Φ > ψ(t)dt et
∫ T
0 <M−1ρk(t)vt(t),Φ > ψ(t)dt.
Concernant la première intégrale
∫ T
0 < M−1ρk(t)
(
M∂tρk(t) −M∂tρ(t)
)
M−1ρk(t)v(t),Φ > ψ(t)dt,
remarquons d’abord que :
‖M∂tρk(t) −M∂tρ(t)‖L(Xn,X∗n) ≤ C‖∂tρk(t)− ∂tρ(t)‖L1(D),
ce qui permet d’écrire que :∣∣∣∣∣−
∫ T
0
<M−1ρk(t)
(
M∂tρk(t) −M∂tρ(t)
)
M−1ρk(t)v(t),Φ > ψ(t)dt
∣∣∣∣∣
≤
∫
J
C
ρ2m
‖∂tρk(t)− ∂tρ(t)‖L1(D)‖v(t)‖X∗n‖Φ‖Xn|ψ(t)|dt.
Donc, d’après (ii), il vient :
lim
k→∞
(
−
∫ T
0
<M−1ρk(t)
(
M∂tρk(t) −M∂tρ(t)
)
M−1ρk(t)v(t),Φ > ψ(t)dt
)
= 0,
ce qui donne le résultat voulu.

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Définition. Soient f ∈ L∞(D) et u∞ ∈ L1(D). Pour ρ ∈ W 1,2(D), on note :
Nρ : Xn → X∗n , u 7→ Nρ(u)
l’application définie par :
〈Nρ(u),Φ〉X∗n,Xn =
∫
D
[ρf − div(ρu⊗ u) + µ∆u+ (λ+ µ)∇divu−∇(a ργ + δ ρβ)
−ε(∇ρ · ∇)u− kχE (u− u∞)] · Φ dx.
La proposition qui suit est une conséquence directe du Théorème II.A.1 (on retrouvera ces
résultats, sous une forme légèrement différente, dans [NoSt] pages 354-355).
Proposition II.A.4 Soient u ∈ L∞(0, T ;W1,∞0 (D)) tel que ‖u‖L∞(0,T ;W1,∞0 (D)) ≤ K et
ρ = S(u, ρ0). Pour tous t1, t2 ∈ [0, T ] :
‖
∫ t2
t1
Nρ(s)(u(s))ds‖X∗n ≤ |t2 − t1|C3(K, ‖ρ0‖, ρM),
et, pour tout t ∈ [0, T ],
‖
∫ t
0
Nρ2(s)(u2(s))ds−
∫ t
0
Nρ1(s)(u1(s))ds‖X∗n ≤ t C4(K, ‖ρ0‖, ρM) ‖u2 − u1‖L∞(0,t;W1,∞0 (D)),
où les constantes C3(K, ‖ρ0‖, ρM) et C4(K, ‖ρ0‖, ρM) dépendent de manière croissante de K,
de ‖ρ0‖ := ‖ρ0‖W 1,2(D) et de ρM .
1.5 Reformulation du problème
Nous sommes maintenant en mesure de présenter la notion de solution approchée sous
une forme plus intéressante.
On note L0 : Xn → R la forme linéaire définie par :
〈L0,Φ〉X∗n,Xn =
∫
D
ρ0(x)u0(x) · Φ(x) dx.
Compte-tenu des notations précédentes, une solution approchée est en fait une fonction
u ∈ C([0, T ];Xn) telle que pour tout t ∈ [0, T ] :
Mρ(t)(u(t)) = L0 +
∫ t
0
Nρ(s)(u(s))ds,
avec ρ = S(u, ρ0), soit encore :
u(t) =M−1ρ(t)
(
L0 +
∫ t
0
Nρ(s)(u(s))ds
)
.
Une solution approchée vérifie donc l’équation u = F(u) avec :
F(u)(t) =M−1ρ(t)
(
L0 +
∫ t
0
Nρ(s)(u(s))ds
)
.
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2 Existence locale en temps d’une solution approchée
Pour K > 0 et T1 > 0, on note :
BK,T1 = {v ∈ C([0, T1];Xn)/ ∀t ∈ [0, T1], ‖v(t)‖W1,∞(D) ≤ K}.
BK,T1 est un sous-ensemble complet dans C([0, T1];Xn) muni de la topologie de la conver-
gence uniforme (toutes les normes sont équivalentes sur Xn). Nous allons prouver le résultat
suivant :
Proprosition II.A.5 On peut choisir K > 0 suffisament grand et T1 > 0 suffisament petit
de sorte que la fonction
F : BK,T1 → BK,T1 , u 7→ F(u)
définie par :
F(u)(t) =M−1ρ(t)
(
L0 +
∫ t
0
Nρ(s)(u(s))ds
)
,
avec ρ = S(u, ρ0), soit une contraction dans BK,T1. Il existe donc une unique solution ap-
prochée sur l’intervalle [0, T1].
Démonstration.
(1) Pour u ∈ C([0, T ];Xn), la fonction ρ = S(u, ρ0) appartient C([0, T ];W 1,2(D)) et est
minorée par une constante strictement positive (cf. Théorème II.A.1). Donc, d’après la Pro-
position II.A.3, l’application :
t ∈ [0, T ] 7→ Mρ(t) ∈ Isom(Xn,X∗n)
est continue. D’autre part, les applications :
A ∈ Isom(Xn,X∗n) 7→ A−1 ∈ Isom(X∗n,Xn),
et :
t ∈ [0, T ] 7→
∫ t
0
Nρ(s)(u(s)) ds ∈ X∗n,
sont aussi continues et donc :
F(u) ∈ C([0, T ];Xn).
(2) Soit u ∈ BK,T1 . Pour t ∈ [0, T1], on a (cf. Propositions II.A.3 et II.A.4) :
‖F(u)(t)‖Xn ≤ ‖M−1ρ(t)‖L(X∗n,Xn)
(
‖L0‖X∗n + ‖
∫ t
0
Nρ(s)(u(s)) ds‖X∗n
)
≤ 1
ρm(t)
(
‖L0‖X∗n + tC3(K, ‖ρ0‖, ρM)
)
,
où ρm(t) désigne la borne inférieure essentielle de la fonction ρ(t) sur Ω. D’après le Théorème
II.A.1, 1
ρm(t)
≤ 1
ρm
eKt et donc :
‖F(u)(t)‖Xn ≤
eKt
ρm
(
‖L0‖X∗n + tC3(K, ‖ρ0‖, ρM)
)
.
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Les normes étant équivalentes sur Xn, il existe une constante cn > 0 telle que :
‖.‖W1,∞(D) ≤ cn‖.‖Xn ,
et par conséquent :
‖F(u)(t)‖W1,∞(D) ≤ cn‖F(u)(t)‖Xn ≤ cn
eKt
ρm
(
‖L0‖X∗n + tC3(K, ‖ρ0‖, ρM)
)
.
On choisit K de sorte que : K > cn
ρm
‖L0‖X∗n . Comme :
lim
t→0+
cn
eKt
ρm
(
‖L0‖X∗n + tC3(K, ‖ρ0‖, ρM)
)
=
cn
ρm
‖L0‖X∗n ,
on peut choisir T1 > 0 de sorte que pour tout t ∈ [0, T1] on ait :
cn
eKt
ρm
(
‖L0‖X∗n + tC3(K, ‖ρ0‖, ρM)
)
≤ K.
Ainsi F est une application de BK,T1 dans lui-même.
(3) On montre maintenant que F est une contraction de BK,T1 .
Soient u1 et u2 appartenant à BK,T1 .
‖F(u1)(t)−F(u2)(t)‖Xn
≤ ‖M−1ρ1(t) −M−1ρ2(t)‖L(X∗n,Xn)
(
‖L0‖X∗n + ‖
∫ t
0
Nρ1(s)(u1(s)) ds‖X∗n
)
+ ‖M−1ρ2(t)‖L(X∗n,Xn)‖
∫ t
0
(
Nρ1(s)(u1(s))−Nρ2(s)(u2(s))
)
ds‖X∗n
≤ ‖M−1ρ1(t) −M−1ρ2(t)‖L(X∗n,Xn)
(
‖L0‖X∗n + T1C3(K, ‖ρ0‖, ρM)
)
+
1
ρ2m(t)
‖
∫ t
0
(
Nρ1(s)(u1(s))−Nρ2(s)(u2(s))
)
ds‖X∗n
≤ ‖M−1ρ1(t) −M−1ρ2(t)‖L(X∗n,Xn)
(
‖L0‖X∗n + TC3(K, ‖ρ0‖, ρM)
)
+
eKT1
ρm
‖
∫ t
0
(
Nρ1(s)(u1(s))−Nρ2(s)(u2(s))
)
ds‖X∗n .
Le Théorème II.A.1 et les Propositions II.A.3, II.A.4 conduisent aux majorations suivantes :
‖M−1ρ1(t) −M−1ρ2(t)‖L(X∗n,Xn) ≤
C2
ρ1m(t)ρ2m(t)
‖ρ1(t)− ρ2(t)‖L1(D)
≤ C2 e
2KT1
ρ2m
‖ρ1 − ρ2‖L∞(0,T1;L1(D))
≤ C2 e
2KT1
ρ2m
mes(D)
1
2‖ρ1 − ρ2‖L∞(0,T1;L2(D))
≤ C2 e
2KT1
ρ2m
mes(D)
1
2T1C1(K, ‖ρ0‖)‖u1 − u2‖L∞(0,T1;W 1,∞(D))
≤ T1C ′(K, ‖ρ0‖, ρm)‖u1 − u2‖C([0,T1];Xn),
où C ′(K, ‖ρ0‖, ρm) := C2 e2KT1ρ2m mes(D)
1
2C1(K, ‖ρ0‖)C(n), C(n) étant une constante telle que
pour tout Φ ∈ Xn, on ait : ‖Φ‖W 1,∞(D) ≤ C(n)‖Φ‖Xn .
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D’autre part :
‖
∫ t
0
(
Nρ1(s)(u1(s))−Nρ2(s)(u2(s))
)
ds‖X∗n ≤ T1C4(K, ‖ρ0‖, ρM) ‖u1 − u2‖L∞(0,T1;W 1,∞0 (D))
≤ T1C ′′(K, ‖ρ0‖, ρM)‖u1 − u2‖C([0,T1];Xn),
avec : C ′′(K, ‖ρ0‖, ρM) := C4(K, ‖ρ0‖, ρM)C(n). Au final, en combinant ces diverses estima-
tions et en posant
C ′′′(K, ‖ρ0‖, ρm, ρM) := (‖L0‖X∗n+TC3(K, ‖ρ0‖, ρM))C ′(K, ‖ρ0‖, ρm)+
eKT
ρm
C ′′(K, ‖ρ0‖, ρM),
on obtient :
‖F(u1)(t)−F(u2)(t)‖Xn ≤ T1C ′′′(K, ‖ρ0‖, ρm, ρM)‖u1 − u2‖C([0,T1];Xn).
Si on choisit T1 de sorte qu’en plus de la condition précédente, on ait : T1C ′′′(K, ‖ρ0‖, ρm, ρM) <
1, alors F est une contraction dans BK,T1 .
Le théorème du point fixe de Banach assure alors l’existence et l’unicité de u ∈ BK,T1 tel que
F(u) = u. Ce qui nous fournit l’existence et l’unicité d’une solution approchée sur l’intervalle
[0, T1].

3 Estimations a priori
3.1 Une inégalité d’énergie
Proposition II.A.6 Si u est une solution approchée de (S) sur [0, T ′] (où T ′ ≤ T ) alors
pour tout t ∈ [0, T ′], on a :
1
2
∫
D
ρu2(t) dx+
∫
D
(
a
γ − 1ρ
γ +
δ
β − 1ρ
β
)
(t) dx+ ε
∫ t
0
∫
D
(
aγργ−2 + δβρβ−2
)
|∇ρ|2 dxds
+µ
∫ t
0
∫
D
[∇u]2 dxds+ (λ+ µ)
∫ t
0
∫
D
[divu]2 dxds+ k
∫ t
0
∫
E
(u− u∞)2 dxds
≤
1
2
∫
D
ρ0u
2
0 dx+
∫
D
(
a
γ − 1ρ
γ
0 +
δ
β − 1ρ
β
0
)
dx+
∫ t
0
∫
D
ρ f ·u dxds−k
∫ t
0
∫
E
(u−u∞) ·u∞ dxds.
Démonstration. La fonction u est telle que :
u(t) =M−1ρ(t)
(
L0 +
∫ t
0
Nρ(s)(u(s))ds
)
avec : ρ = S(u, ρ0). Vu les propriétés de ρ (Théorème II.A.1) et la Proposition II.A.3, on a
Nρ(u) ∈ L∞(0, T ′;X∗n), de sorte que la fonction v définie par :
v(t) = L0 +
∫ t
0
Nρ(s)(u(s))ds,
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appartient en fait à H1(0, T ′;X∗n). D’après la proposition II.A.2 (3), on a pour Φ ∈ Xn :
d
dt
(< u(.),Φ >) =
d
dt
(
<M−1ρ(.)v(.),Φ >
)
= − <M−1ρ(.)Mρt(.)M−1ρ(.)v(.),Φ > + <M−1ρ(.)vt(.),Φ > dans D′(0, T ′).
En tenant compte de la régularité de ρ, en particulier du fait que ρ ∈ L∞(0, T ′;L1(D)) et
ρt ∈ L2(0, T ′;L2(D))), on voit alors que : ∂tu ∈ L2(0, T ;Xn) et donc u ∈ H1(0, T ′;Xn). On
en déduit que :
d
dt
(∫
D
(ρu)(t) · Φ dx
)
=
∫
D
[∂tρ(t)u(t) + ρ(t)∂tu(t)] · Φ dx dans D′(0, T ).
En dérivant (en temps) la relation :∫
D
(ρu)(t) · Φ dx =
∫
D
ρ0(x)u0(x)Φ(x) dx+
∫ t
0
∫
D
[ρ(s) f(s)− div(ρu⊗ u)(s) + µ∆u(s)
+(λ+ µ)∇divu(s)−∇(a ργ + δ ρβ)(s)− ε (∇ρ · ∇)u(s)− kχE(u− u∞)(s)] · Φ dxds,
on obtient : ∫
D
[∂tρ(t)u(t) + ρ(t)∂tu(t)] · Φ dx
=
∫
D
[ρ(t) f(t)− div(ρu⊗ u)(t) + µ∆u(t) + (λ+ µ)∇divu(t)
−∇(a ργ + δ ρβ)(t)− ε (∇ρ · ∇)u(t)− kχE(u− u∞)(t)] · Φ dx.
Puisque la fonction u est de la forme : u(t) =
∑2n
i=1 < u(t),Φi > Φi =
∑2n
i=1(
∫
D u(t)·Φi dx) Φi,
en utilisant la relation ci-dessus et la linéarité de l’intégrale, il vient :∫
D
[∂tρ(t)u(t) + ρ(t)∂tu(t)] · u(t) dx
=
∫
D
[ρ(t) f(t)− div(ρu⊗ u)(t) + µ∆u(t) + (λ+ µ)∇divu(t)
−∇(a ργ + δ ρβ)(t)− ε (∇ρ · ∇)u(t)− kχE(u− u∞)(t)] · u(t) dx.
Or,∫
D
∂tρ(t)u(t)
2 dx+
∫
D
ρ(t)∂tu(t) · u(t) dx = d
dt
(
1
2
∫
D
ρu2 dx
)
(t) +
1
2
∫
D
∂tρ(t)u(t)
2 dx,
∫
D
∆u(t) · u(t) dx = −
∫
D
[∇u]2(t) dx,
∫
D
∇divu(t) · u(t) dx = −
∫
D
[divu]2(t) dx,
et : ∫
D
χE(u− u∞)(t) · u(t) dx =
∫
E
(u(t)− u∞(t))2 dx+
∫
E
(u(t)− u∞(t)) · u∞(t) dx.
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Par ailleurs :∫
D
∇
(
aργ + δρβ
)
(t) · u(t) dx =
∫
D
(
aγργ−1 + δβρβ−1
)
(t)∇ρ(t) · u(t) dx
=
∫
D
(
aγργ−2 + δβρβ−2
)
(t)∇ρ(t) · (ρu)(t) dx
=
∫
D
∇
(
aγ
γ − 1ρ
γ−1 +
δβ
β − 1ρ
β−1
)
(t) · (ρu)(t) dx
= −
∫
D
(
aγ
γ − 1ρ
γ−1 +
δβ
β − 1ρ
β−1
)
(t)div(ρu)(t) dx.
(Dans le calcul ci-dessus, concernant le deuxième ligne, rappelons que si γ − 2 peut-être
négatif, ρ est à valeurs strictement positives d’après le Théorème II.A.1.)
Comme ∂tρ+ div(ρu) = ε∆ρ, il vient :∫
D
∇
(
aργ + δρβ
)
(t) · u(t) dx
= −
∫
D
(
aγ
γ − 1ρ
γ−1 +
δβ
β − 1ρ
β−1
)
(t)(ρt(t)− ε∆ρ(t)) dx
= − d
dt
[∫
D
(
a
γ − 1ρ
γ +
δ
β − 1ρ
β
)
dx
]
(t)− ε
∫
D
(
aγργ−2 + δβρβ−2
)
|∇ρ|2(t) dx.
En combinant ces diverses relations, on aboutit à :
d
dt
[
1
2
∫
D
ρu2 dx+
∫
D
(
a
γ − 1ρ
γ +
δ
β − 1ρ
β
)
dx
]
(t) + ε
∫
D
(
aγργ−2 + δβρβ−2
)
|∇ρ|2(t) dx
+µ
∫
D
[∇u(t)]2 dx+ (λ+ µ)
∫
D
[divu(t)]2 dx+ k
∫
E
(u(t)− u∞(t))2 dx
=
∫
D
(ρ f)(t) · u(t) dx− k
∫
E
(u(t)− u∞(t)) · u∞(t) dx
−
∫
D
(
1
2
∂tρ(t)u(t)
2 + div(ρu⊗ u)(t) · u(t) + ε(∇ρ(t) · ∇)u(t) · u(t)
)
dx.
Comme ∇(1
2
u(t)2) = (u(t) · ∇)u(t), on a :∫
D
1
2
∂tρ(t)u(t)
2 =
∫
D
[ε∆ρ(t)− div(ρu)(t)] 1
2
u(t)2 dx
=
∫
D
[−ε∇ρ(t) + (ρu)(t)] · [(u(t) · ∇)u(t)]dx
= −
∫
D
ε(∇ρ(t) · ∇)u(t) · u(t)dx+
∫
D
(ρu)(t) · [(u(t) · ∇)u(t)]dx,
et d’autre part, en intégrant aussi par parties :∫
D
div(ρu⊗ u)(t) · u(t) dx =
2∑
i=1
∫
D
∂i(ρu
iu)(t) · u(t) dx
=
2∑
i=1
−
∫
D
(ρuiu)(t) · ∂iu(t) dx
= −
∫
D
(ρu)(t) ·
(
2∑
i=1
ui∂iu(t)
)
dx
= −
∫
D
(ρu)(t) · [(u(t) · ∇)u(t)]dx.
CHAPITRE II - Partie A 81
Finalement :∫
D
1
2
∂tρ(t)u(t)
2 = −
∫
D
ε(∇ρ(t) · ∇)u(t) · u(t)dx−
∫
D
(ρu)(t) · [(u(t) · ∇)u(t)]dx.
On obtient donc dans D′(0, T ′) :
d
dt
[
1
2
∫
D
ρu2 dx+
∫
D
(
a
γ − 1ρ
γ +
δ
β − 1ρ
β
)
dx
]
(t) + ε
∫
D
(
aγργ−2 + δβρβ−2
)
|∇ρ|2(t) dx
+µ
∫
D
[∇u(t)]2 dx+ (λ+ µ)
∫
D
[divu(t)]2 dx+ k
∫
E
(u(t)− u∞(t))2 dx
=
∫
D
(ρ f)(t) · u(t) dx− k
∫
E
(u(t)− u∞(t)) · u∞(t) dx.
Vu la régularité de ρ et u, la fonction :
E : [0, T ′]→ R , t 7→ 1
2
∫
D
ρ(t)u2(t) dx+
∫
D
(
a
γ − 1ρ(t)
γ +
δ
β − 1ρ(t)
β
)
dx,
est continue sur [0, T ′] et, d’après l’égalité ci-dessus, possède une dérivée qui appartient à
L1(0, T ′). On peut donc intégrer entre 0 et t ∈ [0, T ′] et obtenir :
E(t) + ε
∫ t
0
∫
D
(
aγργ−2 + δβρβ−2
)
|∇ρ|2(s) dxds
+µ
∫ t
0
∫
D
[∇u(s)]2 dxds+ (λ+ µ)
∫ t
0
∫
D
[divu(s)]2 dxds+ k
∫ t
0
∫
E
(u(s)− u∞(s))2 dxds
= E(0) +
∫ t
0
∫
D
(ρ f)(s) · u(s) dxds− k
∫ t
0
∫
E
(u(s)− u∞(s)) · u∞(s) dxds.
Comme ρ(0) = ρ0, E(0) = 12
∫
D ρu
2(0) dx+
∫
D
(
a
γ−1ρ
γ
0 +
δ
β−1ρ
β
0
)
dx. Or, par définition de la
notion de solution approchée, pour tout Φ ∈ Xn, on a :∫
D
ρ(0)u(0) · Φ dx =
∫
D
ρ0u0 · Φ dx.
En particulier pour Φ = u(0), il vient :∫
D
ρ(0)u(0)2dx =
∫
D
ρ0u0 · u(0) dx
=
∫
D
√
ρ0u0 ·
√
ρ(0)u(0) dx
≤ 1
2
∫
D
(
ρ0u
2
0 + ρ(0)u(0)
2
)
dx,
ce qui conduit à
∫
D ρ(0)u(0)
2dx ≤ ∫D ρ0u20dx. Ainsi
E(0) ≤ 1
2
∫
D
ρ0 u
2
0 dx+
∫
D
(
a
γ − 1ρ
γ
0 +
δ
β − 1ρ
β
0
)
dx,
ce qui termine la preuve.

Remarque.On observera que la démonstration ci-dessus conduit à une égalité d’énergie sous
forme différentielle. Cependant cette égalité n’est pas préservée par certains des passages à
la limite qui vont être ultérieurement effectués (en fait, dès la partie D pour laquelle les
résultats de convergence sur la suite des densités sont insuffisants). Comme seule l’inégalité
sous forme intégrale est conservée tout au long de la preuve, nous ne retenons que cette
dernière.
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3.2 Estimation a priori d’une solution approchée
Nous souhaitons nous assurer que l’on peut reproduire le raisonnement fait au para-
graphe 2 (existence locale en temps d’une solution approchée) pour aboutir en un nombre
fini d’étapes à l’existence d’une solution approchée sur [0, T ]. Pour ce faire, nous allons avoir
besoin d’un certain nombre d’estimations. C’est l’objet de cette section.
Soit u une solution approchée du système (S) sur [0, T ′] (avec T ′ ≤ T ). Pour t ∈ [0, T ′],
on note :
E(t) =
1
2
∫
D
ρ(t)u(t)2 dx+
∫
D
Pδ(ρ)(t) dx,
où, pour ρ ≥ 0, on a posé :
Pδ(ρ) =
a
γ − 1ρ
γ +
δ
β − 1ρ
β.
On remarquera que pour tout exposant p ∈ [0, β], il existe cp > 0 tel que :
ρp ≤ cp[1 + Pδ(ρ)].
3.2.1 Estimations indépendantes de n
Dans les calculs suivants, les constantes intervenant lors des majorations sont indépen-
dantes de n. Cela nous permettra de réutiliser la plupart des résultats dans la partie B.
On travaille sur l’inégalité d’énergie de la proposition II.A.6. Pour t ∈ [0, T ′],∣∣∣∣∫ t
0
∫
D
(ρ f)(s) · u(s) dxds
∣∣∣∣ ≤ ∫ t
0
∫
D
ρ(s)C‖f‖L∞(D×(0,T ))|u(s)|dxds
≤ C
∫ t
0
∫
D
[
1
2
ρ(s) +
1
2
ρ(s)u(s)2
]
dxds
≤ c1T + c1
∫ t
0
∫
D
Pδ(ρ)(s) dxds+ C
∫ t
0
∫
D
1
2
ρ(s)u(s)2dxds
≤ C + C
∫ t
0
E(s) ds,
et ∣∣∣∣−k ∫ t
0
∫
E
(u(s)− u∞(s)) · u∞(s) dxds
∣∣∣∣ ≤ k ∫ t
0
∫
E
1
2
[
(u(s)− u∞(s))2 + u∞(s)2
]
dxds
≤ k
2
∫ t
0
∫
E
(u(s)− u∞(s))2 dxds+ C.
Du fait des calculs précédents et de la Proposition II.A.6, on obtient :
E(t) + ε
∫ t
0
∫
D
(
aγργ−2 + δβρβ−2
)
|∇ρ|2 dxds
+µ
∫ t
0
∫
D
[∇u]2 dxds+ (λ+ µ)
∫ t
0
∫
D
[divu]2 dxds+
k
2
∫ t
0
∫
E
(u− u∞)2 dxds
≤ C + C
∫ t
0
E(s) ds.
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En particulier, pour tout t ∈ [0, T ′], on a : E(t) ≤ C+C ∫ t0 E(s) ds. Par le lemme de Gronwall,
on déduit que pour tout t ∈ [0, T ′] :
E(t) ≤ C.
Mais alors en revenant à l’inégalité précédente on voit que l’on peut énoncer le :
Lemme II.A.7 Si u est solution approchée du système (S) sur [0, T ′] (avec T ′ ≤ T ), alors
il existe une constante C indépendante de n telle que :
supt∈[0,T ′]E(t) ≤ C,
ε
∫ T ′
0
∫
D
(
aγργ−2 + δβρβ−2
)
|∇ρ|2 dxdt ≤ C,
∫ T ′
0
∫
D
[∇u(s)]2 dxdt ≤ C,
∫ T ′
0
∫
E
(u− u∞)2 dxdt ≤ C.
3.2.2 Estimations complémentaires dépendant de n
Les normes étant équivalentes sur Xn, on a pour tout v ∈ Xn,
‖∇v‖L∞(D) ≤ Cn‖∇v‖L2(D).
On déduit donc du Lemme II.A.7 que si u est solution approchée du système (S) sur [0, T ′]
(avec T ′ ≤ T ) : ∫ T ′
0
‖divu(s)‖L∞(D) ds ≤Mn,
ce qui, en accord avec le Théorème II.A.1 (ii), conduit à l’encadrement suivant valable pour
tout t ∈ [0, T ′] et pour presque tout x ∈ D :
ρme
−MnT ≤ ρ(t,x) ≤ ρMe+MnT .
Notons donc :
an := ρme
−MnT et An := ρMeMnT .
Alors pour tout t ∈ [0, T ′] :∫
D
u(t)2 dx ≤ 1
an
∫
D
ρ(t)u(t)2 dx ≤ 2
an
E(t) ≤ C(n).
L’équivalence des normes sur Xn conduit alors à :
pour tout t ∈ [0, T ′], ‖u(t)‖W1,∞0 (D) ≤ Kn.
Puis le Théorème II.A.1 (iii) donne :
‖ρ‖C([0,T ′];W 1,2(D)) ≤ C1(Kn, ‖ρ0‖) = Bn.
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On a donc établi le :
Lemme II.A.8 Si u est une solution approchée de (S) sur [0, T ′] (avec T ′ ≤ T ), alors
il existe des constantes strictement positives an, An, Bn et Kn (qui ne dépendent que des
données du problème et de n) telles que :
pour tout t ∈ [0, T ′] et presque tout x ∈ D, an ≤ ρ(t,x) ≤ An,
‖u‖L∞(0,T ′;W1,∞0 (D)) ≤ Kn , ‖ρ‖C([0,T ′];W 1,2(D)) ≤ Bn,
où ρ = S(u, ρ0).
4 Existence d’une solution approchée sur [0,T]
On se propose maintenant de montrer l’existence d’une solution approchée sur [0, T ].
On note u la solution approchée obtenue sur [0, T1] au paragraphe 2 et ρ = S(u, ρ0).
On définit pour T2 > T1 :
B
(2)
K,T2
=
{
v ∈ C([0, T2];Xn)/
(
∀t ∈ [0, T2], ‖v(t)‖W1,∞(D) ≤ K
)
et (v|[0,T1] = u)
}
.
Pour u ∈ B(2)K,T2 , on pose :
F(u)(t) =M−1ρ(t)
(
L0 +
∫ t
0
Nρ(s)(u(s))ds
)
, ou` ρ = S(u, ρ0).
Enfin, on note h := T2 − T1 > 0.
Etape 1.
Soient u ∈ B(2)K,T2 .
- Pour t ∈ [0, T1], on a d’après le Lemme II.A.8 :
‖F(u)(t)‖W1,∞(D) = ‖u(t)‖W1,∞(D) ≤ Kn.
- Pour t ∈ [T1, T2], ‖F(u)(t)‖W1,∞(D) ≤ C(n)‖F(u)(t)‖Xn (la constante C(n) résulte de
l’équivalence des normes sur Xn) et
‖F(u)(t)‖Xn ≤ ‖M−1ρ(t)‖L(X∗n,Xn)
(
‖L0 +
∫ T1
0
Nρ(s)(u(s)) ds+
∫ t
T1
Nρ(s)(u(s)) ds‖X∗n
)
≤ ‖M−1ρ(t)‖L(X∗n,Xn)
(
‖L0 +
∫ T1
0
Nρ(s)(u(s)) ds‖X∗n + ‖
∫ t
T1
Nρ(s)(u(s)) ds‖X∗n
)
.
Or, toujours en notant ρm(t) := infessx∈D ρ(t,x),
‖M−1ρ(t)‖L(X∗n,Xn) ≤
1
ρm(t)
,
et, en remarquant que ρ est solution de ∂tρ+div(ρu) = ε∆ρ sur (T1, T2)×Ω avec la condition
initiale ρ(T1) = ρ(T1), d’après le Théorème II.A.1 (ii), on a :
1
ρm(t)
≤ 1
ρm(T1)
eKh,
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où ρm(T1) est la borne inférieure essentielle de la fonction ρ(T1) sur D. D’après la Proposition
II.A.7 : 1
ρm(T1)
≤ 1
an
et donc :
‖M−1ρ(t)‖L(X∗n,Xn) ≤
1
an
eKh.
D’autre part, nous avons :
‖L0 +
∫ T1
0
Nρ(s)(u(s)) ds‖X∗n = ‖Mρ(T1)u(T1)‖X∗n
≤ ‖Mρ(T1)‖L(Xn,X∗n)‖u(T1)‖Xn .
Or, d’après le Lemme II.A.8 :
‖Mρ(T1)‖L(Xn,X∗n) ≤ C(n)‖ρ(T1)‖L∞(D) ≤ C(n)An,
et
‖u(T1)‖Xn ≤ C(n)‖u(T1)‖W1,∞(D) ≤ C(n)Kn.
Donc :
‖L0 +
∫ T1
0
Nρ(s)(u(s)) ds‖X∗n ≤ C(n)2AnKn.
Toujours en tenant compte du fait que ρ est solution de ∂tρ+div(ρu) = ε∆ρ sur (T1, T2)×Ω
avec la condition initiale ρ(T1) = ρ(T1), par la Proposition II.A.4, il vient
‖
∫ t
T1
Nρ(s)(u(s)) ds‖X∗n ≤ (t− T1)C3(K, ‖ρ(T1)‖W 1,2(D), ρM(T1)) ≤ hC3(K,Bn, An),
où ρM(T1) désigne la borne supérieure (essentielle) de ρ(T1).
Donc, pour t ∈ [T1, T2], on aboutit à :
‖F(u)(t)‖W1,∞(D) ≤ C(n)
an
eKh
(
C(n)2AnKn + hC3(K,Bn, An)
)
.
Finalement, pour t ∈ [0, T2], on a :
‖F(u)(t)‖W1,∞(D) ≤ Kn + C(n)
an
eKh
(
C(n)2AnKn + hC3(K,Bn, An)
)
.
Choisissons K de sorte que : K > Kn + C(n)
3
an
AnKn. Comme :
lim
h→0+
[
Kn +
C(n)
an
eKh
(
C(n)2AnKn + hC3(K,Bn, An)
)]
= Kn +
C(n)3
an
AnKn,
on peut choisir h > 0 suffisament petit de telle sorte que, pour tout t ∈ [0, T2], on ait :
‖F(u)(t)‖W 1,∞(D) ≤ K.
Ainsi F est une application de B(2)K,T2 dans lui-même.
Etape 2.
On montre maintenant que, pour h assez petit, F est une contraction de B(2)K,T2 .
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Soient u1 et u2 appartenant à B
(2)
K,T2
.
- Pour t ∈ [0, T1], on a : ‖F(u1)(t)−F(u2)(t)‖Xn = 0.
- Pour t ∈ [T1, T2],
‖F(u1)(t)−F(u2)(t)‖Xn
≤ ‖M−1ρ1(t) −M−1ρ2(t)‖L(X∗n,Xn)
(
‖L0 +
∫ T1
0
Nρ1(s)(u1(s)) ds‖X∗n + ‖
∫ t
T1
Nρ1(s)(u1(s)) ds‖X∗n
)
+ ‖M−1ρ2(t)‖L(X∗n,Xn)‖
∫ t
T1
(
Nρ1(s)(u1(s))−Nρ2(s)(u2(s))
)
ds‖X∗n .
Les majorations suivantes découlent du Théorème II.A.1 et des Propositions II.A.3 et II.A.4 :
‖M−1ρ1(t) −M−1ρ2(t)‖L(X∗n,Xn) ≤
C2
ρ1m(t)ρ2m(t)
‖ρ1(t)− ρ2(t)‖L1(D)
≤ C2 e
2Kh
a2n
‖ρ1 − ρ2‖L∞(T1,T2;L1(D))
≤ C2 e
2Kh
a2n
mes(D)1/2‖ρ1 − ρ2‖C([T1,T2];L2(D))
≤ C2 e
2Kh
a2n
mes(D)1/2 hC1(K, ‖ρ(T1)‖) ‖u1 − u2‖C([T1,T2];W1,∞0 (D))
≤ hC2 e
2KT
a2n
mes(D)1/2C1(K,Bn) ‖u1 − u2‖C([T1,T2];W1,∞0 (D))
≤ hC ′(K,Bn) ‖u1 − u2‖C([T1,T2];Xn).
On a toujours :
‖L0 +
∫ T1
0
Nρ(s)(u(s)) ds‖X∗n ≤ C(n)2AnKn.
D’après la Proposition II.A.4 et le Lemme II.A.8,
‖
∫ t
T1
Nρ1(s)(u1(s)) ds‖X∗n ≤ hC3(K, ‖ρ(T1)‖W 1,2(D), ρM(T1)) ≤ T C3(K,Bn, An),
et :
‖
∫ t
T1
(
Nρ1(s)(u1(s))−Nρ2(s)(u2(s))
)
ds‖X∗n
≤ hC4(K, ‖ρ(T1)‖W 1,2(D), ρM(T1))‖u1 − u2‖C([T1,T2];W1,∞)(D)
≤ hC4(K,Bn, An)C(n)‖u1 − u2‖C([T1,T2];Xn).
Enfin la Proposition II.A.3 (1) et le Théorème II.A.1 donnent :
‖M−1ρ2(t)‖L(X∗n,Xn) ≤
1
ρ2m(t)
≤ e
Kh
ρm(T1)
≤ e
KT
an
.
Donc, pour t ∈ [T1, T2], tout ceci conduit à :
‖F(u1)(t)−F(u2)(t)‖Xn ≤ h [C ′(K,Bn)
(
C(n)2AnKn + T C3(K,Bn, An)
)
+
eKT
an
C(n)C4(K,Bn, An) ] ‖u1 − u2‖C([T1,T2];Xn)
≤ hC ′′(K, an, An, Bn)‖u1 − u2‖C([T1,T2];Xn).
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Finalement pour tout t ∈ [0, T2],
‖F(u1)(t)− F(u2)(t)‖Xn ≤ hC ′′(K, an, An, Bn)‖u1 − u2‖C([T1,T2];Xn).
Si on choisit h de sorte que :
hC ′′(K, an, An, Bn) < 1,
alors F est une contraction dans B(2)K,T2 . Le théorème du point fixe de Banach assure alors
l’existence et l’unicité de u ∈ B(2)K,T2 tel que F(u) = u. On en déduit l’existence d’une solution
approchée sur l’intervalle [0, T2].
Etape 3.
On peut alors reproduire le raisonnement ci-dessus et utiliser les valeurs de K et h précé-
demment obtenues pour prouver l’existence d’une solution approchée sur [0, T2 + h], puis
sur [0, T2 + 2h], etc... Cela permet d’obtenir l’existence d’une solution approchée de (S) sur
[0, T ] en un nombre fini d’étapes.
Nous avons donc montré le résultat suivant :
Théorème II.A.9 Pour ρ0 ∈ W 1,∞(D), à valeurs > 0 sur D et pour n ≥ 1, il existe un
champ de vecteurs u ∈ C([0, T ],Xn) tel que pour tout Φ ∈ Xn,∫
D
(ρu)(t) · Φ dx =
∫
D
ρ0u0 · Φ dx+
∫ t
0
∫
D
[ρ f − div(ρu⊗ u) + µ∆u+ (λ+ µ)∇divu
−∇(a ργ + δ ρβ)− ε (∇ρ · ∇)u− k χE (u− u∞)] · Φ dx,
où ρ est la solution forte de l’équation parabolique :
∂tρ+ div(ρu) = ε∆ρ dans D × (0, T ),
∂nρ = 0 sur ∂D × (0, T ),
ρ(0,x) = ρ0(x) dans D.
La fonction ρ est telle que :
ρ ∈ C([0, T ];L2(D)) ∩ L2(0, T ;W 2,2(D)) et ∂tρ ∈ L2(0, T ;L2(D)).
En notant :
E(t) =
1
2
∫
D
ρ(t)u(t)2 dx+
∫
D
(
a
γ − 1ρ
γ +
δ
β − 1ρ
β
)
(t) dx,
on a, pour tout t ∈ [0, T ],
E(t) + ε
∫ t
0
∫
D
(
aγργ−2 + δβρβ−2
)
|∇ρ|2 dxds
+µ
∫ t
0
∫
D
[∇u]2 dxds+ (λ+ µ)
∫ t
0
∫
D
[divu]2 dxds+ k
∫ t
0
∫
E
(u− u∞)2 dxds
≤
1
2
∫
D
ρ0u
2
0 dx+
∫
D
(
a
γ − 1ρ
γ
0 +
δ
β − 1ρ
β
0
)
dx+
∫ t
0
∫
D
ρ f ·u dxds−k
∫ t
0
∫
E
(u−u∞) ·u∞ dxds.
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De plus, il existe une constante C > 0, indépendante de n telle que :
sup
t∈[0,T ]
E(t) ≤ C,
ε
∫ T
0
∫
D
(
aγργ−2 + δβρβ−2
)
|∇ρ|2 dxdt ≤ C,∫ T
0
∫
D
[∇u(s)]2 dxdt ≤ C,∫ T
0
∫
E
(u− u∞)2 dxdt ≤ C.
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Chapitre II - Partie B
Passage à la limite sur n
La partie A a permis de montrer l’existence, pour tout entier n ≥ 1, d’une solution
approchée du système (S) à valeurs dans un espace de dimension 2n (Xn).
L’objet du premier paragraphe de cette partie est d’étudier les propriétés de convergence de
la suite des solutions approchées. Outre les majorations issues du Théorème II.A.9, on utilise
particulièrement les propriétés de compacité de la suite des densités. Ces propriétés sont les
conséquences des effets régularisants de l’équation de continuité avec terme dissipatif (qui
est de type parabolique).
Dans le paragraphe 2, dédié au passage à la limite dans les différentes équations du système,
nous utilisons abondamment les espaces et les résultats de compacité cités au chapitre I
(paragraphe 1).
Enfin, dans le paragraphe 3, nous nous intéressons à l’inégalité d’énergie satisfaite par "la"
limite des solutions approchées et le paragraphe 4 résume les résultats obtenus.
1 Convergence de la suite des solutions approchées
Pour chaque entier n ∈ N∗, on note désormais un la solution approchée obtenue dans la
partie A (cf. Théorème II.A.9) et ρn = S(un, ρ0). On suppose désormais que ρ0 ∈ W 1,∞(D)∩
W 2,2(D) avec :
0 < ρm ≤ ρ0(x) ≤ ρM <∞ sur D et ∂nρ0(x) = 0 sur ∂D.
Pour t ∈ [0, T ], on pose :
En(t) =
1
2
∫
D
ρn(t)un(t)
2 dx+
∫
D
Pδ(ρn)(t) dx,
où
Pδ(ρ) =
a
γ − 1ρ
γ +
δ
β − 1ρ
β.
1.1 Premiers résultats de convergence
Rappelons que d’après le Théorème II.A.9, il existe une constante C > 0 indépendante
de n telle que :
pour tout t ∈ [0, T ], En(t) ≤ C,
ε
∫ T
0
∫
D
(
aγργ−2n + δβρ
β−2
n
)
|∇ρn|2 dxdt ≤ C,
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∫ T
0
∫
D
[∇un(s)]2 dxdt ≤ C,∫ T
0
∫
E
(un − u∞)2 dxdt ≤ C.
En particulier, on en déduit que :
- la suite (un)n est bornée dans L2(0, T ;W1,20 (D)),
- la suite (ρn)n est bornée dans L∞(0, T ;Lβ(D)),
Il en résulte que, à des suites extraites près,
un ⇀ u dans L
2(0, T ;W1,20 (D)),
ρn
∗
⇀ ρ dans L∞(0, T ;Lβ(D)),
et, comme ρn est à valeurs positves, ρ ≥ 0 presque partout sur D × (0, T ).
Complétons les estimations obtenues :
- La suite (un)n étant bornée dans L2(0, T ;W1,20 (D)) (donc dans L2(0, T ;Lp(D)) pour tout
p ∈ [1,∞)) et la suite (ρn)n étant bornée dans L∞(0, T ;Lβ(D)), il en résulte que :
(ρnun)n est borne´e dans L
2(0, T ;Lm(D)) (1 ≤ m < β).
- La suite (√ρn un)n étant bornée dans L∞(0, T ;L2(D)) et la suite (ρn)n étant bornée dans
L∞(0, T ;Lβ(D)), on peut affirmer (en utilisant l’inégalité de Hölder) que :
(ρnun)n est borne´e dans L
∞(0, T ;L
2β
β+1 (D)).
Donc :
ρnun ⇀ h dans L
2(0, T ;Lm(D)),
ρnun
∗
⇀ h dans L∞(0, T ;L
2β
β+1 (D)).
- La suite (un)n étant bornée dans L2(0, T ;W1,20 (D)) et la suite (ρnun)n étant bornée dans
L∞(0, T ;L
2β
β+1 (D)), il en résulte que pour 1 ≤ r < 2β
β+1
:
(ρn|un|2)n est borne´e dans L2(0, T ;Lr(D)),
et par conséquent, pour tous i, j ∈ 1, 2,
ρn u
i
nu
j
n ⇀ gi,j dans L
2(0, T ;Lr(D)).
1.2 La convergence forte de la densité
On souhaite établir la convergence forte de la suite (ρn)n. Pour cela, on exploite un
résultat de régularité parabolique pour l’équation de continuité avec terme dissipatif (voir le
théorème ci-dessous). Ce résultat sera combiné au théorème de Lions-Aubin (cf. Chapitre I).
Comme D est de classe C3, on peut utiliser le résultat de régularité parabolique suivant :
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Théorème II.B.1 ([NoSt] page 344)
(1) Soient p et q deux réels de l’intervalle (1,+∞), ρ0 ∈ Lq(D) et b ∈ Lp(0, T ;Lq(D)).
L’équation : 
ρt − ε∆ρ = divb dans D × (0, T ),
∂nρ(t,x) = 0 sur ∂D × (0, T ),
ρ(0,x) = ρ0(x) dans D,
admet une unique solution ρ dans Lp(0, T ;W 1,q(D)), c’est-à-dire telle que pour tout η ∈
W 1,q
′
(D) on ait :
(i) La fonction t ∈ (0, T ) 7→ ∫D ρ(t,x)η(x) dx appartient à W 1,1(0, T ),
(ii) Dans D′(0, T ),
d
dt
(∫
D
ρ η dx
)
+ ε
∫
D
∇ρ · ∇η dx = −
∫
D
b · ∇η dx
(iii)
∫
D ρ(0,x)η(x) dx =
∫
D ρ0(x)η(x) dx
En fait ρ appartient aussi à C([0, T ];Lq(D)) et il existe une constante C = C(p, q) > 0 telle
que :
ε1−
1
p‖ρ‖L∞(0,T ;Lq(D)) + ε‖∇ρ‖Lp(0,T ;Lq(D)) ≤ C
(
ε1−
1
p‖ρ0‖Lq(D) + ‖b‖Lp(0,T ;Lq(D))
)
.
(2) Soient p et q deux réels de l’intervalle (1,+∞) avec p ≥ 2, ρ0 ∈ W 2,q(D) telle que
∂nρ0(x) = 0 sur ∂D et g ∈ Lp(0, T ;Lq(D)).
L’équation : 
ρt − ε∆ρ = g dans D × (0, T ),
∂nρ(t,x) = 0 sur ∂D × (0, T ),
ρ(0,x) = ρ0(x) dans D,
admet une unique solution ρ dans Lp(0, T ;W 1,q(D)).
En fait ρ appartient aussi à Lp(0, T ;W 2,q(D))∩C([0, T ];W 1,q(D)) avec ∂tρ ∈ Lp(0, T ;Lq(D)).
De plus il existe une constante C = C(p, q) > 0 telle que :
ε1−
1
p‖ρ‖L∞(0,T ;W 1,q(D)) + ε‖ρ‖Lp(0,T ;W 2,q(D)) + ‖∂tρ‖Lp(0,T ;Lq(D))
≤ C
(
ε1−
1
p‖ρ0‖W 2,q(D) + ‖g‖Lp(0,T ;Lq(D))
)
.
Remarque. Dans la partie (2) du théorème ci-dessus, la condition "ρ0 ∈ W 2,q(D)" n’est
pas optimale (voir le Lemme 7.37 page 344 dans [NoSt] pour plus de détails), mais elle est
suffisante pour nos objectifs.
Dans ce qui suit, nous appliquons les résultats du Théorème II.B.1.
Etape 1.
On utilise la première partie du théorème II.B.1 avec : ”b” = bn = ρnun. On a vu que la
suite (bn)n est bornée dans L2(0, T ;Lm(D)) (1 ≤ m < β) et dans L∞(0, T ;L
2β
β+1 (D)). Par
conséquent : {
(∇ρn)n est borne´e dans L2(0, T ;Lm(D)) (1 ≤ m < β),
(∇ρn)n est borne´e dans Lp(0, T ;L
2β
β+1 (D)) (1 ≤ p <∞).
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Etape 2.
On s’intéresse maintenant à divbn = ∇ρn · un + ρn divun.
- On sait que la suite (∇un)n est bornée dans L2(0, T ;L2(D)2) et que la suite (ρn)n est
bornée dans L∞(0, T ;Lβ(D)), donc :
(ρn divun)n est borne´e dans L
2(0, T ;L
2β
β+2 (D)) (1)
- D’autre part, la suite (un)n est bornée dans L2(0, T ;W1,20 (D)), donc dans L2(0, T ;L2β(D))
et la suite (∇ρn)n est bornée dans Lp(0, T ;L
2β
β+1 (D)) pour tout 1 < p < +∞. On a donc
pour presque tout t ∈ (0, T ) :
‖∇ρn(t) · un(t)‖Lr(D) ≤ ‖∇ρn(t)‖
1
2
L
2β
β+1 (D)
‖un(t)‖
1
2
L2β(D),
avec :
1
r
=
1
2(
2β
β+1
) + 12
2β
=
β + 2
4β
.
Donc :∫ T
0
‖∇ρn(t) · un(t)‖rLr(D)dt ≤
∫ T
0
(
‖∇ρn(t)‖
r
2
L
2β
β+1 (D)
‖un(t)‖
r
2
L2β(D)
)
dt
≤
(∫ T
0
‖∇ρn(t)‖β
L
2β
β+1 (D)
dt
) 2
β+2
(∫ T
0
‖un(t)‖2L2β(D)dt
) β
β+2
≤ ‖∇ρn‖
2β
β+2
Lβ(0,T ;L
2β
β+1 (D))
‖un‖
2β
β+2
L2(0,T ;L2β(D)).
On peut donc affirmer que
(∇ρn · un)n est borne´e dans Lr(0, T ;Lr(D)) avec r = 4ββ+2 (2)
Finalement en combinant (1) et (2), comme r > max{2, 2β
β+2
}, il vient :
(divbn)n est borne´e dans L
2(0, T ;L
2β
β+2 (D)).
On utilise alors la seconde partie du Théorème II.B.1 avec ”g” = gn := divbn (ici, ”p” = 2
et ”q” = q(β) := 2β
β+2
). On en déduit que :
(ρn)n est borne´e dans L
2(0, T ;W 2,q(β)(D)),
(∂tρn)n est borne´e dans L
2(0, T ;Lq(β)(D)).
Etant donné que W 2,q(β)(D) ↪→↪→ Lq(β)(D), d’après le théorème de Lions-Aubin (avec
X = W 2,q(β)(D), B = Y = Lq(β)(Ω)), la suite (ρn)n est relativement compacte dans
Ls(0, T ;Lq(β)(D)) pour 1 ≤ s < 2. En particulier comme q(β) < 2, à une suite extraite
près, on a :
ρn → ρ dans Lq(β)(D × (0, T )).
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D’autre part, on sait aussi que (ρ
β
2
n )n est bornée dans L∞(0, T ;L2(D)) et L2(0, T ;W 1,2(D))
puisque (cf. Théorème II.A.9)
∫ T
0
∫
D ρ
β
ndxdt ≤ C et
∫ T
0
∫
D ρ
β−2
n |∇ρn|2dxdt ≤ C. Comme
W 1,2(D) s’injecte continuement dans, disons, L6(D), la suite est aussi bornée dans L2(0, T ;L6(D)).
Alors, par interpolation :
‖ρ
β
2
n (t)‖Lr(D) ≤ ‖ρ
β
2
n (t)‖2/5L2(D)‖ρ
β
2
n (t)‖3/5L6(D),
avec : r = 10
3
. En intégrant, il vient :∫ T
0
‖ρ
β
2
n (t)‖rLr(D)dt ≤
∫ T
0
‖ρ
β
2
n (t)‖4/3L2(D)‖ρ
β
2
n (t)‖2L6(D)dt
≤ ‖ρ
β
2
n ‖2/3L∞(0,T ;L2(D))
(∫ T
0
‖ρ
β
2
n (t)‖2L6(D)dt
)
≤ ‖ρ
β
2
n ‖2/3L∞(0,T ;L2(D))‖ρ
β
2
n ‖2L2(0,T ;L6(D))
≤ C.
Comme
∫ T
0 ‖ρ
β
2
n (t)‖rLr(D)dt =
∫ T
0
∫
D ρ
5β
3
n (t,x) dxdt, on voit finalement que (ρn)n est bornée
dans L
5β
3 (D×(0, T )). Combiné au fait que ρn converge fortement vers ρ dans Lq(β)(D×(0, T )),
cela permet de conclure que pour tout p ∈ [1, 5β
3
),
ρn → ρ dans Lp(D × (0, T )).
Conséquences.
- On peut maintenant affirmer que :
ρnun ⇀ ρu dans L
2(0, T ;Lm(D)), (1 ≤ m < β),
ρnun
∗
⇀ ρu dans L∞(0, T ;L
2β
β+1 (D)).
- Comme (ρn)n est borne´e dans L2(0, T ;W 2,q(β)(D)) (avec q(β) := 2ββ+2), on a :
ρ ∈ L2(0, T ;W 2,q(β)(D)).
- Enfin, puisque la suite (∇ρn)n est bornée dans L2(0, T ;Lβ(D)) et (∂tρn)n est bornée dans
L2(0, T ;Lq(β)(D)), on a :
∇ρn ⇀ ∇ρ dans L2(0, T ;Lβ(D)),
∂tρn ⇀ ∂tρ dans L
2(0, T ;Lq(β)(D)).
2 Passage à la limite dans les équations
2.1 Passage à la limite dans l’équation de continuité
Comme (ρn,un) vérifie l’équation de continuité au sens fort surD×(0, T ), on peut déduire
des résultats de convergence précédents que : ∂tρ + div(ρu) = ε∆ρ dans D′(D × (0, T ))..
Mais alors, compte tenu de la régularité du couple (ρ,u), on a en fait :
∂tρ+ div(ρu) = ε∆ρ p.p. sur D × (0, T )
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De plus, l’application
L2(0, T ;W 2,q(β)(D)) → L2(0, T ;W 1− 1q(β) ,q(β)(∂D))
z 7→ ∂nz|∂D
est linéaire continue et ρn converge faiblement vers ρ dans L2(0, T ;W 2,q(β)(D)), d’où :
∂nρn|∂D ⇀ ∂nρ|∂D dans L2(0, T ;W 1−
1
q(β)
,q(β)(∂D)).
Donc :
∂nρ|∂D = 0.
Il reste à vérifier que : ρ(0) = ρ0 (notons que cette relation a bien un sens car : ρ ∈
C([0, T ];Lβ(D)) d’après le (1) du théorème II.B.1).
On part de l’équation de continuité satisfaite par ρn sur laquelle on utilise la fonction test :
(t,x) 7→ ψ(t) η(x) avec η ∈ D(D) et ψ ∈ C∞([0, T ]) telle que ψ(T ) = 0. On obtient à la suite
de quelques intégrations par parties :
−ψ(0)
∫
D
ρn(0)η dx =
∫ T
0
∫
D
[ρnψtη + ψ (ρnun · ∇η − ε∇ρn · ∇η)]dxdt,
avec :
−ψ(0)
∫
D
ρn(0)η dx = −ψ(0)
∫
D
ρ0η dx.
Or, du fait des résultats de convergence obtenus :
lim
n→∞
∫ T
0
∫
D
[ρnψtη + ψ (ρnun · ∇η − ε∇ρn · ∇η)]dxdt
=
∫ T
0
∫
D
[ρψtη + ψ (ρu · ∇η − ε∇ρ · ∇η)]dxdt.
Puis, vu la régularité de ρ, en intégrant par parties et en tenant compte de l’équation de
continuité, on a : ∫ T
0
∫
D
[ρψtη + ψ (ρu · ∇η − ε∇ρ · ∇η)]dxdt
= −ψ(0)
∫
D
ρ(0)η dx−
∫ T
0
∫
D
ψ η (ρt + div(ρu)− ε∆ρ) dxdt
= −ψ(0)
∫
D
ρ(0)η dx,
ce qui donne :
−ψ(0)
∫
D
ρ0η dx = −ψ(0)
∫
D
ρ(0)η dx.
Cette égalité étant valable pour tout η ∈ D(D) et ψ ∈ C∞([0, T ]) telle que ψ(T ) = 0, on a
bien : ρ0 = ρ(0).
Conclusion : La fonction ρ est solution forte de l’équation
ρt + div(ρu) = ε∆ρ dans D × (0, T ),
∂nρ(t,x) = 0 sur ∂D × (0, T ),
ρ(0,x) = ρ0(x) dans D.
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2.2 Convergence forte de (∇ρn)n
Par un raisonnement semblable à celui du paragraphe 2.1, on peut montrer que, pour
tous η ∈ D(D) et ψ ∈ C∞([0, T ]) telle que ψ(0) = 0, on a :
lim
n→∞
(
−ψ(T )
∫
D
ρn(T )η dx
)
= −ψ(T )
∫
D
ρ(T )η dx,
ce qui permet d’affirmer que ρn(T )⇀ ρ(T ) dans, disons, L2(D). Il en résulte que :
1
2
∫
D
ρ(T )2dx ≤ lim inf
n→∞
1
2
∫
D
ρn(T )
2dx.
En multipliant l’équation de continuité par ρ et en intégrant en espace, il vient :
d
dt
(
1
2
∫
D
ρ2dx
)
−
∫
D
ρu · ∇ρ dx = −ε
∫
D
|∇ρ|2dx,
soit :
d
dt
(
1
2
∫
D
ρ2dx
)
+ ε
∫
D
|∇ρ|2dx = −1
2
∫
D
ρ2divu dx.
Donc :
1
2
∫
D
ρ(T )2dx+ ε
∫ T
0
∫
D
|∇ρ(t)|2dxdt = 1
2
∫
D
ρ20dx−
1
2
∫ T
0
∫
D
ρ(t)2divu(t) dxdt.
De même pour ρn :
1
2
∫
D
ρn(T )
2dx+ ε
∫ T
0
∫
D
|∇ρn(t)|2dxdt = 1
2
∫
D
ρ20dx−
1
2
∫ T
0
∫
D
ρn(t)
2divun(t) dxdt.
Compte-tenu du fait que 4 < 5
3
β, on a :
ρn → ρ dans L4(D × (0, T )).
Or pour i = 1, 2,
∂iun ⇀ ∂iu dans L
2(0, T ;L2(D)),
donc :
lim
n→∞
(∫ T
0
∫
D
ρn(t)
2divun(t) dxdt
)
=
∫ T
0
∫
D
ρ(t)2divu(t) dxdt.
Mais alors :
lim inf
n→∞
(
1
2
∫
D
ρn(T )
2dx+ ε
∫ T
0
∫
D
|∇ρn(t)|2dxdt
)
= lim inf
n→∞
(
1
2
∫
D
ρ20dx−
1
2
∫ T
0
∫
D
ρn(t)
2divun(t) dxdt
)
=
1
2
∫
D
ρ20dx−
1
2
∫ T
0
∫
D
ρ(t)2divu(t) dxdt
=
1
2
∫
D
ρ(T )2dx+ ε
∫ T
0
∫
D
|∇ρ(t)|2dxdt.
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Or :
lim inf
n→∞
(
1
2
∫
D
ρn(T )
2dx+ ε
∫ T
0
∫
D
|∇ρn(t)|2dxdt
)
≥ lim inf
n→∞
1
2
∫
D
ρn(T )
2dx+ lim inf
n→∞ ε
∫ T
0
∫
D
|∇ρn(t)|2dxdt
≥ 1
2
∫
D
ρ(T )2dx+ lim inf
n→∞ ε
∫ T
0
∫
D
|∇ρn(t)|2dxdt.
On a donc :
1
2
∫
D
ρ(T )2dx+ ε
∫ T
0
∫
D
|∇ρ(t)|2dxdt ≥ 1
2
∫
D
ρ(T )2dx+ lim inf
n→∞ ε
∫ T
0
∫
D
|∇ρn(t)|2dxdt,
ce qui conduit à : ∫ T
0
∫
D
|∇ρ(t)|2dxdt ≥ lim inf
n→∞
∫ T
0
∫
D
|∇ρn(t)|2dxdt.
Comme∇ρn converge faiblement vers∇ρ dans L2(0, T ;Lβ(D)) et donc dans L2(0, T ;L2(D)),
on a aussi : ∫ T
0
∫
D
|∇ρ(t)|2dxdt ≤ lim inf
n→∞
∫ T
0
∫
D
|∇ρn(t)|2dxdt,
ce qui donne finalement :∫ T
0
∫
D
|∇ρ(t)|2dxdt = lim inf
n→∞
∫ T
0
∫
D
|∇ρn(t)|2dxdt.
Ainsi, à une suite extraite près, on a : ∇ρn ⇀ ∇ρ dans L
2(0, T ;L2(D)),
‖∇ρn‖L2(0,T ;L2(D)) n→∞−→ ‖∇ρ‖L2(0,T ;L2(D)),
ce qui prouve que ∇ρn converge fortement vers ∇ρ dans L2(0, T ;L2(D)).
On a vu que la suite (∇ρn)n est bornée dans L2(0, T ;Lm(D)) et dans Lp(0, T ;L
2β
β+1 (D)) pour
tout (m, p) ∈ [1, β)× [1,+∞). Par interpolation, il vient donc :
‖∇ρn(t)‖Lr(D) ≤ ‖∇ρn(t)‖
1
2
Lβ/2(D)
‖∇ρn(t)‖
1
2
L
2β
β+1 (D)
,
avec : r = 4β
β+5
. D’où par Hölder :
∫ T
0
‖∇ρn(t)‖rLr(D)dt ≤
∫ T
0
(
‖∇ρn(t)‖Lβ/2(D)‖∇ρn(t)‖
L
2β
β+1 (D)
) 2β
β+5
dt
≤
(∫ T
0
‖∇ρn(t)‖2Lβ/2(D)dt
) β
β+5
(∫ T
0
‖∇ρn(t)‖
2β
5
L
2β
β+1 (D)
dt
) 5
β+5
≤
(
‖∇ρn‖L2(0,T ;Lβ/2(D))‖∇ρn‖
L
2β
5 (0,T ;L
2β
β+1 (D))
) 2β
β+5
≤ C.
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Donc (∇ρn)n est bornée dans Lr(0, T ;Lr(D)). Comme la suite (∇un)n est bornée dans
L2(0, T ;L2(D)2), par Hölder, la suite ((∇ρn · ∇)un)n est bornée dans Lr(β)(0, T ;Lr(β)(D))
avec : r(β) = 4β
3β+5
. Donc à l’aide du résultat de convergence forte de (∇ρn)n, on peut dire
que (∇ρn · ∇)un converge faiblement vers (∇ρ · ∇)u dans Lr(β)(0, T ;Lr(β)(D)).
Conclusion : Nous avons établi les résultats de convergence suivants : ∇ρn → ∇ρ dans L
2(0, T ;L2(D)),
(∇ρn · ∇)un → (∇ρ · ∇)u dans Lr(β)(0, T ;Lr(β)(D)).
avec r(β) = 4β
3β+5
.
2.3 Passage à la limite dans l’équation de quantité de mouvement
2.3.1 Convergence forte de la suite (ρnun)n
Nous savons que pour tout Φ ∈ Xn et t ∈ [0, T ] :∫
D
(ρnun)(t) · Φ =
∫
D
ρ0u0 · Φ +
∫ t
0
∫
D
[ρn f − div(ρnun ⊗ un) + µ∆un + (λ+ µ)∇divun
−∇(a ργn + δ ρβn)− ε (∇ρn · ∇)un − k χE (un − u∞)] · Φ.
Nous pouvons réécrire cette relation en utilisant l’opérateur de projection orthogonale sur
Xn que nous noterons Pn et qui est défini pour Φ = (Φ1,Φ2) ∈ L2(D) par :
PnΦ = (PnΦ
1, PnΦ
2)
(Pn a été défini au Chapitre II paragraphe 1.2).
Pour tout Φ ∈ L2(D) et t ∈ [0, T ] :∫
D
Pn(ρnun)(t) · Φ =
∫
D
ρ0u0 · Φ +
∫ t
0
∫
D
[ρn f − div(ρnun ⊗ un) + µ∆un + (λ+ µ)∇divun
−∇(a ργn + δ ρβn)− ε (∇ρn · ∇)un − k χE (un − u∞)] ·PnΦ.
On en déduit alors que dans D′(0, T ) :
d
dt
(∫
D
Pn(ρnun) · Φ
)
=
∫
D
[ρn f − div(ρnun ⊗ un) + µ∆un + (λ+ µ)∇divun
−∇(a ργn + δ ρβn)− ε (∇ρn · ∇)un − k χE (un − u∞)] ·PnΦ.
Nous allons utiliser les relations ci-dessus pour établir quelques résultats sur Pn(ρnun).
Etape 1.
- Rappelons que la suite (ρnun)n est bornée dans L2(0, T ;Lm(D)) (1 ≤ m < β) et dans
L∞(0, T ;L
2β
β+1 (D)). Pour t ∈ [0, T ] :
‖Pn(ρnun)(t)‖L2(D) ≤ C‖(ρnun)(t)‖L2(D).
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La suite (Pn(ρnun))n est donc bornée dans L2(0, T ;L2(D)).
- Pour Φ ∈W1,20 (D), vu les propriétés de Pn, on a :
|
∫
D
Pn(ρnun)(t) · Φ dx | = |
∫
D
(ρnun)(t) ·Pn(Φ) dx |
≤ ‖(ρnun)(t)‖
L
2β
β+1 (D)
‖Pn(Φ)‖
L
2β
β−1 (D)
≤ ‖(ρnun)(t)‖
L
2β
β+1 (D)
C‖Pn(Φ)‖W1,2(D)
≤ C‖ρnun‖
L∞(0,T ;L
2β
β+1 (D))
‖Φ‖W1,20 (D)
≤ C‖Φ‖W1,20 (D).
Donc (Pn(ρnun))n est bornée dans L∞(0, T ;W−1,2(D)).
- D’après la Proposition II.A.2,
lim
n→∞ωn = 0 avec ωn = sup
z∈L2(D)
(‖Pn(z)− z‖W−1,2(D)
‖z‖L2(D)
)
.
On a alors :∫ T
0
‖Pn(ρnun)(t)− (ρnun)(t)‖2W−1,2(D)dt ≤
∫ T
0
∫
D
ωn‖(ρnun)(t)‖2L2(D)dt
≤ ωn‖ρnun‖2L2(0,T ;L2(D)).
Comme (ρnun)n est bornée dans L2(0, T ;L2(D)), il vient :
‖Pn(ρnun)− (ρnun)‖L2(0,T ;W−1,2(D)) n→∞−→ 0.
Or, (ρnun)n converge faiblement vers ρu dans L2(0, T ;Lm(D)) (1 ≤ m < β), donc aussi dans
L2(0, T ;W−1,2(D)). Par conséquent :
Pn(ρnun)⇀ ρu dans L
2(0, T ;W−1,2(D)).
Etape 2.
On souhaite établir la convergence forte de Pn(ρnun) vers ρu. Pour ce faire, nous allons
chercher à majorer ∂tPn(ρnun) afin d’utiliser le théorème de Lions-Aubin. On part de la
relation satisfaite dans D′(0, T ) et on va estimer chacun des membres de droite de l’égalité.
Notons W 2,20 (D) = D(D)
W 2,2(D)
et considérons Φ ∈W2,20 (D).
- Estimation de
∫
D ρn(t)f(t) ·Pn(Φ) dx.
|
∫
D
ρn(t)f(t) ·Pn(Φ) dx | ≤ C
∫
D
ρn(t)|Pn(Φ)| dx
≤ C‖ρn(t)‖L2(D)‖Pn(Φ)‖L2(D)
≤ C‖ρn‖L∞(0,T ;L2(D))‖Φ‖L2(D)
≤ C‖Φ‖W2,20 (D).
- Estimation de
∫
D div(ρn(t)un(t)⊗ un(t)) ·Pn(Φ) dx.
|
∫
D
div(ρn(t)un(t)⊗ un(t)) ·Pn(Φ) dx | = |
2∑
i=1
∫
D
div(ρn(t)u
i
n(t)un(t))Pn(Φ
i) dx |
= | −
2∑
i=1
∫
D
ρn(t)u
i
n(t)un(t) · ∇Pn(Φi) dx |
≤ C‖ρn(t)|un(t)|2‖
L
2β
β+2 (D)
‖∇Pn(Φ)‖
[L
2β
β−2 (D)]2
.
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Or, d’après les propriétés de Pn :
‖∇Pn(Φ)‖
[L
2β
β−2 (D)]2
≤ C‖∇Pn(Φ)‖[W1,2(D)]2 ≤ C‖Pn(Φ)‖W2,2(D)2 ≤ C‖Φ‖W2,20 (D)2 ,
et donc :
|
∫
D
div(ρn(t)un(t)⊗ un(t)) ·Pn(Φ) dx | ≤ C‖ρn(t)|un(t)|2‖
L
2β
β+2 (D)
‖Φ‖W2,20 (D),
avec (ρn|un|2)n qui est bornée dans L2(0, T ;L
2β
β+2 (D)) (car 2β
β+2
< 2β
β+1
).
- Estimation de
∫
D ∆un(t) ·Pn(Φ) dx.
|
∫
D
∆un(t) ·Pn(Φ) dx | = | −
∫
D
∇un(t) : ∇Pn(Φ) dx |
≤ C‖∇un(t)‖L2(D)‖∇Pn(Φ)‖L2(D)
≤ C‖un(t)‖W1,20 (D)‖Pn(Φ)‖W1,20 (D)
≤ C‖un(t)‖W1,20 (D)‖Φ‖W2,20 (D),
et (un)n est bornée dans L2(0, T ;W1,20 (D)).
- Estimation de
∫
D∇divun(t) ·Pn(Φ) dx.
|
∫
D
∇divun(t) ·Pn(Φ) dx | = |
2∑
i=1
∫
D
∂idivun(t)Pn(Φ
i) dx |
= | −
2∑
i=1
∫
D
divun(t)∂iPn(Φ
i) dx |
≤ C‖divun(t)‖L2(D)‖∇Pn(Φ)‖L2(D)
≤ C‖un(t)‖W1,20 (D)‖Pn(Φ)‖W1,20 (D)
≤ C‖un(t)‖W1,20 (D)‖Φ‖W2,20 (D),
et (un)n est bornée dans L2(0, T ;W1,20 (D)).
- Estimation de
∫
D∇(ρn(t)β) ·Pn(Φ) dx.
|
∫
D
∇(ρn(t)β) ·Pn(Φ) dx | = | −
∫
D
ρn(t)
βdivPn(Φ) dx |
≤ ‖ρβn(t)‖L4/3(D)‖divPn(Φ)‖L4(D)
≤ ‖ρn(t)‖βL4β/3(D)C‖∇Pn(Φ)‖[W1,2(D)]2
≤ C‖ρn(t)‖βL4β/3(D)‖Pn(Φ)‖W2,20 (D)
≤ C‖ρn(t)‖βL4β/3(D)‖Φ‖W2,20 (D).
Comme (ρn)n est bornée dans L4β/3(D×(0, T )), on affirmer que (‖ρn(.)‖βL4β/3(D))n est bornée
dans L4/3(0, T ).
- Estimation de
∫
D∇(ρn(t)γ) ·Pn(Φ) dx.
Par des calculs analogues aux précédents, on obtient :
|
∫
D
∇(ρn(t)γ) ·Pn(Φ) dx | ≤ C‖ρn(t)‖γL4γ/3(D)‖Φ‖W2,20 (D).
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Comme (ρn)n est bornée dans L4γ/3(D× (0, T )), on affirmer que (‖ρn(.)‖γL4γ/3(D))n est bornée
dans L4/3(0, T ).
- Estimation de
∫
D(∇ρn(t) · ∇)un(t) ·Pn(Φ) dx.
|
∫
D
(∇ρn(t) · ∇)un(t) ·Pn(Φ) dx | ≤ ‖(∇ρn(t) · ∇)un(t)‖Lr(β)(D)‖Pn(Φ)‖
L
4β
β−5 (D)
≤ C‖(∇ρn(t) · ∇)un(t)‖Lr(β)(D)‖Pn(Φ)‖W1,2(D)
≤ C‖(∇ρn(t) · ∇)un(t)‖Lr(β)(D)‖Φ‖W2,20 (D).
Comme ((∇ρn · ∇)un)n est bornée dans Lr(β)(D × (0, T )) avec r(β) = 4β3β+5 , on affirmer que
la suite (‖(∇ρn · ∇)un(.)‖Lr(β)(D))n est bornée dans Lr(β)(0, T ).
- Estimation de k
∫
E(un(t)− u∞(t)) ·Pn(Φ) dx.
|k
∫
E
(un(t)− u∞(t)) ·Pn(Φ) dx | ≤ k‖un(t)− u∞(t)‖L2(E)‖Pn(Φ)‖L2(D)
≤ C‖un(t)− u∞(t)‖L2(E)‖Φ‖W2,20 (D),
et on sait que la suite (‖un(.)− u∞(.)‖L2(E))n est bornée dans L2(0, T ).
- Bilan : Les majorations précédentes permettent d’écrire que∣∣∣∣∣ ddt
(∫
D
Pn(ρnun) · Φ dx
)∣∣∣∣∣ ≤ Gn(t)‖Φ‖W2,20 (D),
avec :
Gn(t) = C
(
1 + ‖ρn(t)|un(t)|2‖
L
2β
β+2 (D)
+ ‖un(t)‖W1,20 (D) + ‖ρn(t)‖
β
L4β/3(D)
+ ‖ρn(t)‖γL4γ/3(D)
+‖(∇ρn(t) · ∇)un(t)‖Lr(β)(D) + ‖un(t)− u∞(t)‖L2(E)
)
et la suite (Gn)n est bornée dans Lr(β)(0, T ) (car r(β) < 4/3). On en déduit que (∂tPn(ρnun))n
est bornée dans L4/3(0, T ; (W2,20 (D))′) où, rappelons-le,W
2,2
0 (Ω) = D(Ω)
W 2,2(Ω)×D(Ω)W
2,2(Ω)
.
Combiné au fait que (Pn(ρnun))n est bornée dans L2(0, T ;L2(Ω)), dans L∞(0, T ;W−1,2(Ω)),
et que :
L2(Ω) ↪→↪→ W−1,2(Ω) = (W 1,20 (Ω))′ ↪→ (W 2,20 (Ω))′,
on peut affirmer grâce au Théorème de Lions-Aubin que (Pn(ρnun))n est relativement com-
pacte dans Lp(0, T ;W−1,2(Ω)) pour tout 1 ≤ p < ∞. Donc en tenant compte des résultats
de convergence obtenus à l’étape 1, on peut dire que, modulo le choix d’une suite extraite,
Pn(ρnun)→ ρu dans Lp(0, T ;W−1,2(Ω)) (1 ≤ p <∞).
Comme ρnun = [ρnun −Pn(ρnun)] +Pn(ρnun) et que (cf. étape 1) :
ρnun −Pn(ρnun)→ 0 dans L2(0, T ;W−1,2(D)),
il vient :
ρnun → ρu dans L2(0, T ;W−1,2(D)).
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Mais alors, vu que un ⇀ u dans L2(0, T ;W1,20 (D)), on en déduit que pour toute fonction
ϕ ∈ D(D × (0, T )) et pour i, j ∈ {1, 2},∫ T
0
∫
D
ρnu
i
n(u
j
nϕ) dxdt
n→∞−→
∫ T
0
∫
D
ρui(ujϕ) dxdt.
Autrement dit, ρnuinujn → ρuiuj dans D′(D × (0, T )). Or, nous avons vu au paragraphe 1.1
que ρnuinujn ⇀ gi,j dans L2(0, T ;Lr(D)) (r ∈ [1, 2ββ+1 [), d’où gi,j = ρuiuj et, par conséquent,
on aboutit à :
ρnu
i
nu
j
n ⇀ ρu
iuj dans L2(0, T ;Lr(D)),
pour tous i, j ∈ {1, 2} et tout r ∈ [1, 2β
β+1
[.
2.3.2 Equation de quantité de mouvement satisfaite par (ρ,u)
Récapitulons d’abord les résultats de convergence obtenus :
un ⇀ u dans L
2(0, T ;W1,20 (D)),
ρn → ρ dans Lp(D × (0, T )) (1 ≤ p < 5β3 ),∇ρn → ∇ρ dans L2(0, T ;L2(D)),
∂tρn ⇀ ∂tρ dans L
2(0, T ;L
2β
β+2 (D)),
ρnun ⇀ ρu dans L
2(0, T ;Lm(D)) (1 ≤ m < β),
(∇ρn · ∇)un ⇀ (∇ρ · ∇)u dans L
4β
3β+5 (D × (0, T )),
ρnu
i
nu
j
n ⇀ ρu
iuj dans L2(0, T ;Lr(D)) (1 ≤ r < 2β
β+1
).
Reprenons l’égalité suivante pour Φ dans W2,20 (D) :
d
dt
(∫
D
Pn(ρnun) · Φ
)
=
∫
D
[ρn f − div(ρnun ⊗ un) + µ∆un + (λ+ µ)∇divun
−∇(a ργn + δ ρβn)− ε (∇ρn · ∇)un − k χE (un − u∞)] ·PnΦ,
et testons cette relation sur ψ ∈ D(0, T ). On obtient :
−
∫ T
0
∫
D
Pn(ρnun)(t) · Φψ′(t) dxdt
= −
∫ T
0
∫
D
ρn(t)un(t) ·Pn(Φ)ψ′(t) dxdt
=
∫ T
0
∫
D
ρn(t)f(t) ·Pn(Φ)ψ(t) dxdt+
2∑
i=1
∫ T
0
∫
D
ρn(t)u
i
n(t)un(t) · ∇Pn(Φi)ψ(t) dxdt
−µ
∫ T
0
∫
D
∇un(t) : ∇Pn(Φ)ψ(t) dxdt− (λ+ µ)
∫ T
0
∫
D
divun(t)divPn(Φ)ψ(t) dxdt
+
∫ T
0
∫
D
(a ργn(t) + δ ρ
β
n(t))divPn(Φ)ψ(t) dxdt− ε
∫ T
0
∫
D
(∇ρn(t) · ∇)un(t) ·Pn(Φ)ψ(t) dxdt
−k
∫ T
0
∫
E
(un(t)− u∞(t)) ·Pn(Φ)ψ(t) dxdt.
Etant donné que Φ ∈ W2,20 (D), on peut dire que Pn(Φ) converge fortement vers Φ dans
W2,20 (D). En particulier :{
Pn(Φ)→ Φ dans Lp(D) pour tout p ∈ [1,∞),
∇Pn(Φ)→ ∇Φ dans [Lp(D)]2 pour tout p ∈ [1,∞).
CHAPITRE II - Partie B 103
Les résultats de convergence obtenus permettent alors de passer à la limite n → ∞ dans
chacune des intégrales et d’obtenir :
= −
∫ T
0
∫
D
ρ(t)u(t) · Φψ′(t) dxdt
=
∫ T
0
∫
D
ρ(t)f(t) · Φψ(t) dxdt+
2∑
i=1
∫ T
0
∫
D
ρ(t)ui(t)u(t) · ∇Φi ψ(t) dxdt
−µ
∫ T
0
∫
D
∇u(t) : ∇Φψ(t) dxdt− (λ+ µ)
∫ T
0
∫
D
divu(t)divΦψ(t) dxdt
+
∫ T
0
∫
D
(a ργ(t) + δ ρβ(t))divΦψ(t) dxdt− ε
∫ T
0
∫
D
(∇ρ(t) · ∇)u(t) · Φψ(t) dxdt
−k
∫ T
0
∫
E
(u(t)− u∞(t)) · Φψ(t) dxdt.
Puis, sachant que D(D)⊗D(0, T ) est séquentiellement dense dans D(D× (0, T )), on obtient
dans [D′(D × (0, T ))]2 :
∂t(ρu)+div(ρu⊗u)−µ∆u−(λ+µ)∇divu+∇(a ργ+δ ρβ)+ε (∇ρ·∇)u+kχE(u−u∞) = ρ f ,
ce qui fournit l’équation voulue.
2.3.3 Condition initiale pour ρu
On souhaite vérifier que : (ρu)(0) = ρ0u0. Commençons par nous assurer que cette égalité
a un sens.
On sait déjà que ρu ∈ L∞(0, T ;L 2ββ+1 (D)). De plus, d’après l’équation de quantité de mou-
vement pour Φ ∈ D(D) :
d
dt
(∫
D
ρu · Φ
)
=
∫
D
ρ f · Φ +
2∑
i=1
∫
D
ρuiu · ∇Φi −
∫
D
µ∇u : ∇Φ− (λ+ µ)
∫
D
divu divΦ
+
∫
D
(a ργ + δ ρβ)divΦ + ε
∫
D
(∇ρ · ∇)u · Φ− k
∫
D
χE (un − u∞) · Φ,
ce qui, compte-tenu de la régularité des différents termes de l’expression, permet d’établir
que :
d
dt
(∫
D
ρu · Φ dx
)
∈ L1(0, T ).
On peut donc affirmer à l’aide de la Proposition I.3 qu’il existe q ∈ C([0, T ];L
2β
β+1
w (D)) tel
que (ρu)(t) = q(t) p.p. sur (0, T ). Mais alors en accord avec le Lemme I.5, quitte à changer
u sur un ensemble de mesure nulle sur (0, T ), on a en fait :
ρu ∈ C([0, T ];L
2β
β+1
w (D)).
On souhaite maintenant montrer la convergence dePn(ρnun) vers ρu dans C([0, T ];W−1,2w (D)).
On sait déjà que
Pn(ρnun) est borne´e dans L
∞(0, T ;W−1,2(D)). (3)
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De plus, comme ρn ∈ C([0, T ];Lβ(D)) et un ∈ C([0, T ];Xn), on a pour s, t ∈ [0, T ] (en
utilisant l’équivalence des normes sur Xn) :
‖ρn(t)un(t)− ρn(s)un(s)‖Lβ(D)
≤ ‖(ρn(t)− ρn(s))un(s)‖Lβ(D) + ‖ρn(t)(un(t)− un(s))‖Lβ(D)
≤ ‖ρn(t)− ρn(s)‖Lβ(D)‖un(s)‖L∞(D) + ‖ρn(t)‖Lβ(D)‖un(t)− un(s)‖L∞(D)
≤ ‖ρn(t)− ρn(s)‖Lβ(D)cn‖un‖C([0,T ],Xn) + ‖ρn‖C([0,T ];Lβ(D))cn‖un(t)− un(s)‖Xn ,
ce qui montre que ρnun ∈ C([0, T ];Lβ(D)). Mais alors pour tout Φ ∈W1,20 (D),
| < Pn(ρnun)(t)−Pn(ρnun)(s),Φ >W−1,2(D),W1,20 (D) |
= |
∫
D
[Pn(ρnun)(t)−Pn(ρnun)(s)] · Φ dx|
= |
∫
D
[(ρnun)(t)− (ρnun)(s)] ·Pn(Φ) dx|
≤ ‖(ρnun)(t)− (ρnun)(s)‖L2(D)‖Pn(Φ)‖L2(D)
≤ C‖(ρnun)(t)− (ρnun)(s)‖L2(D)‖Φ‖W1,20 (D).
Ainsi, ‖Pn(ρnun)(t)−Pn(ρnun)(s)‖W−1,2(D) ≤ C‖(ρnun)(t)− (ρnun)(s)‖L2(D), ce qui montre
que Pn(ρnun) ∈ C([0, T ];W−1,2(D)), et donc :
Pn(ρnun) ∈ C([0, T ];W−1,2w (D)). (4)
Enfin on a vu que pour Φ ∈ W 2,20 (D) :∣∣∣∣∣ ddt
(∫
D
Pn(ρnun) · Φ dx
)∣∣∣∣∣ ≤ Gn(t)‖Φ‖W2,20 (D),
où (Gn)n est bornée dans L4/3(0, T ). On a donc pour s, t ∈ [0, T ] :∣∣∣∣∫
D
[Pn(ρnun)(t)−Pn(ρnun)(s)] · Φ dx
∣∣∣∣ ≤ ∣∣∣∣∫ t
s
Gn(τ)dτ
∣∣∣∣ ‖Φ‖W2,20 (D)
≤
∣∣∣∣∫ t
s
dτ
∣∣∣∣1/4 ‖Gn‖L4/3(0,T ) ‖Φ‖W2,20 (D)
≤ C |t− s|1/4‖Φ‖W2,20 (D).
On voit donc que
(Pn(ρnun))n est uniformement equicontinue de [0, T ] sur (W
2,2
0 (D))
′. (5)
D’après (3), (4) et (5), le Théorème I.2 utilisé avec X = W−1,2(D) et Y = (W2,20 (D))′,
assure que la suite (Pn(ρnun))n est relativement compacte dans C([0, T ];W−1,2w (D)). Donc
à une suite extraite près, on peut dire que :
Pn(ρnun)→ ρu dans C([0, T ];W−1,2w (D)).
En particulier, pour tout Φ ∈ [D(D)]2 :
lim
n→∞
∫
D
Pn(ρnun)(0) · Φ dx =
∫
D
(ρu)(0) · Φ dx.
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Or par définition de la notion de solution approchée, pour tout n :
∫
DPn(ρnun)(0) · Φ dx =∫
D ρ0u0 ·PnΦ dx. Comme ρ0u0 ∈ L2(D) et que Pn(Φ)→ Φ dans L2(D), on a :
lim
n→∞
∫
D
Pn(ρnun)(0) · Φ dx =
∫
D
ρ0u0 · Φ dx,
et donc : ∫
D
(ρu)(0) · Φ dx =
∫
D
ρ0u0 · Φ dx,
ce qui prouve le résultat voulu.
3 Passage à la limite dans l’inégalité d’énergie
Nous avons vu que le couple (ρn,un) vérifie pour tout t ∈ [0, T ] :
1
2
∫
D
ρnu
2
n(t) dx+
∫
D
(
a
γ − 1ρ
γ
n +
δ
β − 1ρ
β
n
)
(t) dx+ ε
∫ t
0
∫
D
(
aγργ−2n + δβρ
β−2
n
)
|∇ρn|2 dxds
+µ
∫ t
0
∫
D
[∇un]2 dxds+ (λ+ µ)
∫ t
0
∫
D
[divun]
2 dxds+ k
∫ t
0
∫
E
(un − u∞)2 dxds
≤
1
2
∫
D
ρ0u
2
0 dx+
∫
D
(
a
γ − 1ρ
γ
0 +
δ
β − 1ρ
β
0
)
dx+
∫ t
0
∫
D
ρn f ·u dxds−k
∫ t
0
∫
E
(un−u∞)·u∞ dxds.
On considère une fonction ψ ∈ D(0, T ) telle que ψ(t) ≥ 0 pour tout t ∈ [0, T ]. On multiplie
l’inégalité ci-dessus par ψ et on intègre en temps. Nous allons étudier la limite (n→∞) de
chacune de ces intégrales.
- Passage à la limite dans 1
2
∫ T
0
∫
D ρnu
2
n(t)ψ(t) dxdt.
On sait que ρnu2n ⇀ ρu2 dans L2(0, T ;Lr(D)) avec 1 ≤ r < 2ββ+1 , on a donc :
1
2
∫ T
0
∫
D
(ρnu
2
n)(t)ψ(t) dxdt
n→∞−→ 1
2
∫ T
0
∫
D
(ρu2)(t)ψ(t) dxdt.
- Passage à la limite dans
∫ T
0
∫
D
(
a
γ−1ρ
γ
n +
δ
β−1ρ
β
n
)
(t)ψ(t) dxdt.
On sait que ρn → ρ dans, disons, L4β/3(D × (0, T )), donc :∫ T
0
∫
D
(
a
γ − 1ρ
γ
n +
δ
β − 1ρ
β
n
)
(t)ψ(t) dxdt
n→∞−→
∫ T
0
∫
D
(
a
γ − 1ρ
γ +
δ
β − 1ρ
β
)
(t)ψ(t) dxdt.
- Passage à la limite dans
∫ T
0 (ε
∫ t
0
∫
D
(
aγργ−2n + δβρ
β−2
n
)
|∇ρn|2 dxds)ψ(t) dt.
Puisque ρn → ρ dans L4β/3(D × (0, T )) et que ∇ρn → ∇ρ dans L2(D × (0, T )), on peut
supposer que ρn et ∇ρn convergent simplement p.p. sur D× (0, T ) vers respectivement ρ et
∇ρ. Par conséquent (β > 2) :
δβρβ−2n |∇ρn|2 CVS p.p.−→ δβρβ−2|∇ρ|2.
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De plus on a vu que, pour tout t ∈ [0, T ] et tout n,∫ t
0
∫
D
δβρβ−2n |∇ρn|2 dxds ≤ C.
En minorant par 0 le terme aγργ−2n |∇ρn|2, le lemme de Fatou permet alors d’affirmer que :
lim inf
n→∞
∫ t
0
∫
D
(
aγργ−2n + δβρ
β−2
n
)
|∇ρn|2 dxds ≥
∫ t
0
∫
D
δβρβ−2|∇ρ|2 dxds.
Comme la suite d’intégrales :
∫ T
0 (ε
∫ t
0
∫
D
(
aγργ−2n + δβρ
β−2
n
)
|∇ρn|2 dxds)ψ(t) dt est bornée,
une nouvelle application du lemme de Fatou permet d’obtenir :
lim inf
n→∞
∫ T
0
(∫ t
0
∫
D
(
aγργ−2n + δβρ
β−2
n
)
|∇ρn|2 dxds
)
ψ(t) dt
≥
∫ T
0
(∫ t
0
∫
D
δβρβ−2|∇ρ|2 dxds
)
ψ(t) dt.
- Passage à la limite dans
∫ T
0 (µ
∫ t
0
∫
D[∇un]2 dxds)ψ(t) dt.
Comme ∇un ⇀ ∇u dans [L2(D × (0, T ))]2, on a directement que :
lim inf
n→∞ µ
∫ t
0
∫
D
[∇un]2 dxds ≥ µ
∫ t
0
∫
D
[∇u]2 dxds.
D’autre part, on sait que µ
∫ t
0
∫
D[∇un]2 dxds ≤ C pour tout t ∈ [0, T ] et tout n, donc la suite
d’intégrales
∫ T
0 (µ
∫ t
0
∫
D[∇un]2 dxds)ψ(t) dt est bornée. Par Fatou, on a donc :
lim inf
n→∞
∫ T
0
(
µ
∫ t
0
∫
D
[∇un]2 dxds
)
ψ(t) dt ≥
∫ T
0
(
µ
∫ t
0
∫
D
[∇u]2 dxds
)
ψ(t) dt.
- Passage à la limite dans
∫ T
0
(
(λ+ µ)
∫ t
0
∫
D[divun]
2 dxds
)
ψ(t) dt.
Par des arguments similaires au cas qui vient d’être étudié, on obtient :
lim inf
n→∞
∫ T
0
(
(λ+ µ)
∫ t
0
∫
D
[divun]
2 dxds
)
ψ(t) dt ≥
∫ T
0
(
(λ+ µ)
∫ t
0
∫
D
[divu]2 dxds
)
ψ(t) dt.
- Passage à la limite dans
∫ T
0
(
k
∫ t
0
∫
E(un − u∞)2 dxds
)
ψ(t) dt.
Comme un − u∞ ⇀ u− u∞ dans L2(D × (0, T )), on a directement que :
lim inf
n→∞ k
∫ t
0
∫
E
(un − u∞)2 dxds ≥ k
∫ t
0
∫
E
(u− u∞)2 dxds.
D’autre part, on sait que k
∫ t
0
∫
E(un − u∞)2 dxds ≤ C pour tout t ∈ [0, T ] et tout n, donc la
suite d’intégrales
∫ T
0
(
k
∫ t
0
∫
E(un − u∞)2 dxds
)
ψ(t) dt est bornée. Par Fatou, on a donc :
lim inf
n→∞
∫ T
0
(
k
∫ t
0
∫
E
(un − u∞)2 dxds
)
ψ(t) dt ≥
∫ T
0
(
k
∫ t
0
∫
E
(u− u∞)2 dxds
)
ψ(t) dt.
CHAPITRE II - Partie B 107
- Passage à la limite dans
∫ T
0
(∫ t
0
∫
D ρn f · un dxds
)
ψ(t) dt.
Comme ρnun ⇀ ρu dans, disons, L2(0, T ;L2(D)), on a pour tout t ∈ [0, T ] :∫ t
0
∫
D
ρn f · un dxds n→∞−→
∫ t
0
∫
D
ρ f · u dxds.
Puis, pour tout t ∈ [0, T ]∣∣∣∣(∫ t
0
∫
D
ρn f · un dxds
)
ψ(t)
∣∣∣∣ ≤ ‖ρnun‖L2(0,T ;L2(D))‖f‖L2(0,T ;L2(D))ψ(t) ≤ C ψ(t).
Donc, par convergence dominée, on peut conclure que :∫ T
0
(∫ t
0
∫
D
ρn f · un dxds
)
ψ(t) dt
n→∞−→
∫ T
0
(∫ t
0
∫
D
ρ f · u dxds
)
ψ(t) dt.
- Passage à la limite dans
∫ T
0
(
−k ∫ t0 ∫E(un − u∞) · u∞ dxds)ψ(t) dt.
Comme un ⇀ u dans L2(0, T ;L2(D)), on a pour tout t ∈ [0, T ] :
−k
∫ t
0
∫
E
(un − u∞) · u∞ dxds n→∞−→ −k
∫ t
0
∫
E
(u− u∞) · u∞ dxds.
Puis, pour tout t ∈ [0, T ]∣∣∣∣(∫ t
0
∫
E
(un − u∞) · u∞ dxds
)
ψ(t)
∣∣∣∣ ≤ ‖un − u∞‖L2(0,T ;L2(E))‖u∞‖L2(0,T ;L2(E))ψ(t) ≤ C ψ(t).
Donc, par convergence dominée, on peut conclure que :∫ T
0
(
−k
∫ t
0
∫
E
(un − u∞) · u∞ dxds
)
ψ(t) dt
n→∞−→
∫ T
0
(
−k
∫ t
0
∫
E
(u− u∞) · u∞ dxds
)
ψ(t) dt.
Finalement, en passant à la limite inférieure dans l’inégalité on obtient (les intégrales du
membre de droite convergent simplement tandis que la limite inférieure de la somme des
intégrales du membre de gauche est minorée par la somme des limites inférieures) :
∫ T
0
(
1
2
∫
D
ρu2(t)ψ(t) dx
)
ψ(t) dt+
∫ T
0
(∫
D
(
a
γ − 1ρ
γ +
δ
β − 1ρ
β
)
(t) dx
)
ψ(t) dt
+
∫ T
0
(
ε
∫ t
0
∫
D
δβρβ−2|∇ρ|2 dxds
)
ψ(t) dt+
∫ T
0
(
µ
∫ t
0
∫
D
[∇u]2 dxds
)
ψ(t) dt
+
∫ T
0
(
(λ+ µ)
∫ t
0
∫
D
[divu]2 dxds
)
ψ(t) dt+
∫ T
0
(
k
∫ t
0
∫
E
(u− u∞)2 dxds
)
ψ(t) dt
≤
1
2
∫
D
ρ0u
2
0 dx
∫ T
0
ψ(t) dt+
∫
D
(
a
γ − 1ρ
γ
0 +
δ
β − 1ρ
β
0
)
dx
∫ T
0
ψ(t) dt
+
∫ T
0
(∫ t
0
∫
D
ρ f · u dxds
)
ψ(t) dt− k
∫ T
0
(∫ t
0
∫
E
(u− u∞) · u∞ dxds
)
ψ(t) dt,
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c’est-à-dire, dans D′(0, T ),
1
2
∫
D
ρu2(t) dx+
∫
D
(
a
γ − 1ρ
γ +
δ
β − 1ρ
β
)
(t) dx+ ε
∫ t
0
∫
D
δβρβ−2|∇ρn|2 dxds
+µ
∫ t
0
∫
D
[∇u]2 dxds+ (λ+ µ)
∫ t
0
∫
D
[divu]2 dxds+ k
∫ t
0
∫
E
(u− u∞)2 dxds ≤
1
2
∫
D
ρ0u
2
0 dx+
∫
D
(
a
γ − 1ρ
γ
0 +
δ
β − 1ρ
β
0
)
dx+
∫ t
0
∫
D
ρ f ·u dxds−k
∫ t
0
∫
E
(u−u∞) ·u∞ dxds.
En fait, comme chacun des différents termes est au moins intégrable sur (0, T ), l’inégalité
ci-dessus a lieu presque partout sur (0, T ).
4 Récapitulatif des résultats de la partie B
Nous avons prouvé le résultat suivant :
Théorème II.B.2 Pour ρ0 ∈ W 1,∞(D) ∩W 2,2(D) tel que :
0 < ρm ≤ ρ0(x) ≤ ρM <∞ sur D et ∂nρ0(x) = 0 sur ∂D,
il existe un couple (ρ,u) de fonctions vérifiant au sens fort :
∂tρ+ div(ρu) = ε∆ρ dans D × (0, T ),
∂nρ(t,x) = 0 sur ∂D × (0, T ),
ρ(0,x) = ρ0(x) dans D,
et au sens des distributions dans D × (0, T ) :
∂t(ρu) + div(ρu⊗ u)− µ∆u− (λ+ µ)∇divu+∇(aργ + δρβ)
+ε(∇ρ · ∇)u− kχE(u− u∞) = ρ f .
Ces fonctions ont les propriétés de régularité suivantes :
ρ ∈ L∞(0, T ;Lβ(D)) et ρ ≥ 0 p.p. sur D × (0, T ),
u ∈ L2(0, T ;W1,20 (D)),
ρ ∈ C([0, T ];Lβ(D)) et ρu ∈ C([0, T ];L
2β
β+1
w (D)) avec
{
ρ(0) = ρ0,
(ρu)(0) = ρ0u0,
et aussi :
ρ ∈ L2(0, T ;W 2,q(β)(D)) ∩ L 5β3 (D × (0, T )) (q(β) = 2β
β+2
),
∇ρ ∈ L2(0, T ;Lβ(D)) , ∂tρ ∈ L2(0, T ;Lq(β)(D)),
ρu ∈ L2(0, T ;Lm(D)) (1 ≤ m < β), ρ|u|2 ∈ L2(0, T ;Lr(D)) (1 ≤ r < 2β
β+1
).
Enfin, presque partout sur (0, T ),
1
2
∫
D
ρu2(t) dx+
∫
D
(
a
γ − 1ρ
γ +
δ
β − 1ρ
β
)
(t) dx+ ε
∫ t
0
∫
D
δβρβ−2|∇ρ|2 dxds
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+µ
∫ t
0
∫
D
[∇u]2 dxds+ (λ+ µ)
∫ t
0
∫
D
[divu]2 dxds+ k
∫ t
0
∫
E
(u− u∞)2 dxds
≤
1
2
∫
D
ρ0u
2
0 dx+
∫
D
(
a
γ − 1ρ
γ
0 +
δ
β − 1ρ
β
0
)
dx+
∫ t
0
∫
D
ρ f ·u dxds−k
∫ t
0
∫
E
(u−u∞) ·u∞ dxds.
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Chapitre II - Partie C
Passage à la limite sur k
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Chapitre II - Partie C
Passage à la limite sur k
Dans cette partie, nous passons à la limite sur le terme de pénalisation (k → ∞).
La première étape consiste à se munir d’une nouvelle inégalité d’énergie et c’est l’objet du
premier paragraphe. Ensuite, dans les paragraphes suivants, on se contente plus ou moins
de reprendre les arguments développés en partie B.
1 Obtention d’une nouvelle inégalité d’énergie
Pour chaque entier k ∈ N∗, on note désormais (ρk,uk) le couple solution obtenu dans
la partie B. On souhaite désormais récupérer des majorations en norme indépendantes de k
pour ρk et uk. D’après le théorème II.B.2, nous savons que pour presque tout t ∈ (0, T ) :
1
2
∫
D
ρku
2
k(t) dx+
∫
D
(
a
γ − 1ρ
γ
k +
δ
β − 1ρ
β
k
)
(t) dx+ ε
∫ t
0
∫
D
δβρβ−2k |∇ρk|2 dxds
+µ
∫ t
0
∫
D
[∇uk]2 dxds+ (λ+ µ)
∫ t
0
∫
D
[divuk]
2 dxds+ k
∫ t
0
∫
E
(uk − u∞)2 dxds ≤
1
2
∫
D
ρ0u
2
0 dx+
∫
D
(
a
γ − 1ρ
γ
0 +
δ
β − 1ρ
β
0
)
dx+
∫ t
0
∫
D
ρk f ·u∞ dxds−k
∫ t
0
∫
E
(uk−u∞)·u∞ dxds.
Cette inégalité pose problème à cause du terme −k ∫ t0 ∫E(uk −u∞) ·u∞ dxds. Nous allons la
modifier en utilisant l’équation de quantité de mouvement et l’équation de continuité.
1.1 Relation issue de l’équation de quantité de mouvement
Pour tout Φ ∈ [D′(D × (0, T ))]2, nous avons :
−
∫ T
0
∫
D
ρk(t)uk(t) · Φt(t) dxdt−
2∑
i=1
∫ T
0
∫
D
ρk(t)u
i
k(t)uk(t) · ∇Φi dxdt
+µ
∫ T
0
∫
D
∇uk(t) : ∇Φ dxdt+ (λ+ µ)
∫ T
0
∫
D
divuk(t)divΦ dxdt
−
∫ T
0
∫
D
(a ργk(t) + δ ρ
β
k(t))divΦ dxdt+ ε
∫ T
0
∫
D
(∇ρk(t) · ∇)uk(t) · Φ dxdt
+k
∫ T
0
∫
E
(uk(t)− u∞(t)) · Φ dxdt =
∫ T
0
∫
D
ρk(t)f(t) · Φ dxdt.
Examinons chacun des termes constituant cette égalité.
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- Estimation de
∫ T
0
∫
D ρk(t)uk(t) · Φt(t) dxdt.
Comme ρkuk ∈ L2(0, T ;Lm(D)) pour tout m ∈ [1, β), on peut écrire :∣∣∣∣∣
∫ T
0
∫
D
ρk(t)uk(t) · Φt(t) dxdt
∣∣∣∣∣ ≤ ‖ρkuk‖L2(0,T ;Lβ−1(D))‖Φt‖L2(0,T ;Lβ−1β−2 (D)).
- Estimation de
∫ T
0
∫
D ρk(t)u
i
k(t)uk(t) · ∇Φi dxdt (i = 1, 2).
Comme ρk|uk|2 ∈ L2(0, T ;Lr(D)) pour tout r ∈ [1, 2ββ+1), on a :∣∣∣∣∣
∫ T
0
∫
D
ρk(t)u
i
k(t)uk(t) · ∇Φi dxdt
∣∣∣∣∣ ≤ C‖ρk|uk|2‖L2(0,T ;L 2ββ+2 (D))‖∇Φi‖L2(0,T ;L 2ββ−2 (D)).
- Estimation de
∫ T
0
∫
D∇uk(t) : ∇Φ dxdt.∣∣∣∣∣
∫ T
0
∫
D
∇uk(t) : ∇Φ dxdt
∣∣∣∣∣ ≤ C‖∇uk‖L2(0,T ;[L2(D)]2)‖∇Φ‖L2(0,T ;[L2(D)]2).
- Estimation de
∫ T
0
∫
D divuk(t)divΦ dxdt.∣∣∣∣∣
∫ T
0
∫
D
divuk(t)divΦ dxdt
∣∣∣∣∣ ≤ C‖∇uk‖L2(0,T ;[L2(D)]2)‖∇Φ‖L2(0,T ;[L2(D)]2).
- Estimation de
∫ T
0
∫
D(a ρ
γ
k(t) + δ ρ
β
k(t))divΦ dxdt.
Comme ρk ∈ Lp(D × (0, T )) pour tout p ∈ [1, 5β3 ), on a :∣∣∣∣∣
∫ T
0
∫
D
(a ργk(t) + δ ρ
β
k(t))divΦ dxdt
∣∣∣∣∣ ≤ C‖ρβk‖L2(0,T ;L4/3(D))‖∇Φ‖L2(0,T ;[L4(D)]2).
- Estimation de
∫ T
0
∫
D(∇ρk(t) · ∇)uk(t) · Φ dxdt.
Comme (∇ρk · ∇)uk ∈ Lr(β)(D × (0, T )) avec r(β) = 4β3β+5 , on a :∣∣∣∣∣
∫ T
0
∫
D
(∇ρk(t) · ∇)uk(t) · Φ dxdt
∣∣∣∣∣ ≤ C‖(∇ρk · ∇)uk‖Lr(β)(D×(0,T ))‖Φ‖L 4ββ−5 (D×(0,T )).
- Estimation de
∫ T
0
∫
E (uk(t)− u∞(t)) · Φ dxdt.∣∣∣∣∣
∫ T
0
∫
E
(uk(t)− u∞(t)) · Φ dxdt
∣∣∣∣∣ ≤ ‖uk − u∞‖L2(D×(0,T ))‖Φ‖L2(D×(0,T )).
- Estimation de
∫ T
0
∫
D ρk(t)f(t) · Φ dxdt.∣∣∣∣∣
∫ T
0
∫
D
ρk(t)f(t) · Φ dxdt
∣∣∣∣∣ ≤ C‖ρk‖L2(D×(0,T ))‖Φ‖L2(D×(0,T )).
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Considérons donc le Banach :
B := {Φ ∈ L 4ββ−5 (D × (0, T )) / Φt ∈ L2(0, T ;L
β−1
β−2 (D)),
∇Φ ∈ L2(0, T ; [L4(D)]2) et Φ|∂(D×(0,T )) = 0}
muni de la norme :
‖Φ‖B := ‖Φ‖
L
4β
β−5 (D×(0,T ))
+ ‖Φt‖
L2(0,T ;L
β−1
β−2 (D))
+ ‖∇Φ‖L2(0,T ;[L4(D)]2),
ainsi que la fonction Λk : B −→ R définie par :
Λk(Φ) =
∫ T
0
∫
D
ρk(t)uk(t) · Φt(t) dxdt+
2∑
i=1
∫ T
0
∫
D
ρk(t)u
i
k(t)uk(t) · ∇Φi dxdt
−µ
∫ T
0
∫
D
∇uk(t) : ∇Φ dxdt− (λ+ µ)
∫ T
0
∫
D
divuk(t)divΦ dxdt
+
∫ T
0
∫
D
(a ργk(t) + δ ρ
β
k(t))divΦ dxdt− ε
∫ T
0
∫
D
(∇ρk(t) · ∇)uk(t) · Φ dxdt
−k
∫ T
0
∫
E
(uk(t)− u∞(t)) · Φ dxdt+
∫ T
0
∫
D
ρk(t)f(t) · Φ dxdt.
Vu les estimations précédentes, il existe une constante Ck > 0 telle que :
|Λk(Φ)| ≤ Ck
(
‖Φ‖
L
4β
β−5 (D×(0,T ))
+ ‖Φt‖
L2(0,T ;L
β−1
β−2 (D))
+ ‖∇Φ‖L2(0,T ;[L4(D)]2)
)
.
Λk est donc linéaire continue sur B et identiquement nulle sur [D(D× (0, T ))]2 qui est dense
dans B : Λk est donc indentiquement nulle sur B.
En particulier, pour la fonction Φ := ψu∞, avec ψ ∈ D(0, T ), nous avons : Λk(ψu∞) = 0.
On en déduit que :
−
∫ T
0
ψt
∫
D
ρk(t)uk(t) · u∞(t) dxdt
=
∫ T
0
ψ
∫
D
ρk(t)uk(t) · ∂tu∞(t) dxdt+
2∑
i=1
∫ T
0
ψ
∫
D
ρk(t)u
i
k(t)uk(t) · ∇ui∞(t) dxdt
−µ
∫ T
0
ψ
∫
D
∇uk(t) : ∇u∞(t) dxdt− (λ+ µ)
∫ T
0
ψ
∫
D
divuk(t)divu∞(t) dxdt
+
∫ T
0
ψ
∫
D
(a ργk(t) + δ ρ
β
k(t)) divu∞(t) dxdt− ε
∫ T
0
ψ
∫
D
(∇ρk(t) · ∇)uk(t) · u∞(t) dxdt
−k
∫ T
0
ψ
∫
E
(uk(t)− u∞(t)) · u∞(t) dxdt+
∫ T
0
ψ
∫
D
ρk(t)f(t) · u∞(t) dxdt.
Donc dans D′(0, T ) :
d
dt
(∫
D
ρkuk · u∞ dx
)
=
∫
D
ρkuk · ∂tu∞ dx+
2∑
i=1
∫
D
ρku
i
kuk · ∇ui∞ dx
−µ
∫
D
∇uk : ∇u∞ dx− (λ+ µ)
∫
D
divuk divu∞ dx
+
∫
D
(a ργk + δ ρ
β
k) divu∞ dx− ε
∫
D
(∇ρk · ∇)uk · u∞ dx
−k
∫
E
(uk − u∞) · u∞ dx+
∫
D
ρkf · u∞ dx.
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Vu la régularité de ρk, uk et de u∞, on vérifie aisément que : ddt (
∫
D ρkuk · u∞ dx) ∈ L1(0, T ).
De plus, comme ρkuk ∈ C([0, T ],L
2β
β+1
w (D)) et u∞ ∈ C(D × [0, T ]), on peut dire que :
t 7→ ∫D ρk(t)uk(t) · u∞(t) dx est continue sur [0, T ].
Comme (ρkuk)(0) = ρ0u0, il vient pour tout t ∈ [0, T ] :∫
D
ρk(t)uk(t) · u∞(t) dx
=
∫
D
ρ0u0 · u∞(0) dx+
∫ t
0
∫
D
ρkuk · ∂tu∞ dxds
+
2∑
i=1
∫ t
0
∫
D
ρku
i
kuk · ∇ui∞ dxds− µ
∫ t
0
∫
D
∇uk : ∇u∞ dxds
−(λ+ µ)
∫ t
0
∫
D
divuk divu∞ dxds+
∫ t
0
∫
D
(a ργk + δ ρ
β
k) divu∞ dxds
−ε
∫ t
0
∫
D
(∇ρk · ∇)uk · u∞ dxds− k
∫ t
0
∫
E
(uk − u∞) · u∞ dxds
+
∫ t
0
∫
D
ρkf · u∞ dxds
(1)
1.2 Relation issue de l’équation de continuité
En reproduisant le même raisonnement qu’en section 1.1, on obtient à partir de l’équation
de continuité ∂tρk + div(ρkuk) = ε∆ρk (en utilisant pour fonction test Φ := ψ 12 |u∞|2 où
ψ ∈ D(0, T )) :
1
2
∫
D
ρk(t)u∞(t)2dx =
1
2
∫
D
ρ0u∞(0)2dx−
∫ t
0
∫
D
[ε∇ρk + ρkuk] · [(u∞ · ∇)u∞]dxds
+
∫ t
0
∫
D
ρk∂tu∞ · u∞ dxds
(2)
1.3 Inégalité d’énergie pour (ρk,uk)
On part de l’inégalité d’énergie déjà connue à laquelle on retranche la relation (1) et on
ajoute la relation (2). Après avoir réordonné les termes, il vient pour presque tout t ∈ (0, T ) :
1
2
∫
D
ρk(uk − u∞)2(t) dx+
∫
D
(
a
γ − 1ρ
γ
k +
δ
β − 1ρ
β
k
)
(t) dx+ ε
∫ t
0
∫
D
δβρβ−2k |∇ρk|2 dxds
+µ
∫ t
0
∫
D
[∇(uk−u∞)]2 dxds+(λ+µ)
∫ t
0
∫
D
[div(uk−u∞)]2 dxds+k
∫ t
0
∫
E
(uk−u∞)2 dxds ≤
1
2
∫
D
ρ0(u0 − u∞(0))2 dx+
∫
D
(
a
γ − 1ρ
γ
0 +
δ
β − 1ρ
β
0
)
dx+
∫ t
0
∫
D
ρk f · (uk − u∞) dxds
−
∫ t
0
∫
D
ρk∂tu∞ · (uk − u∞) dxds− µ
∫ t
0
∫
D
∇u∞ : ∇(uk − u∞) dxds
−(λ+ µ)
∫ t
0
∫
D
divu∞ div(uk − u∞) dxds+ ε
∫ t
0
∫
D
[(∇ρk · ∇)(uk − u∞)] · u∞ dxds
−
∫ t
0
∫
D
ρkuk · [((uk − u∞) · ∇)u∞] dxds−
∫ t
0
∫
D
(
aργk + δρ
β
k
)
divu∞ dx.
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2 Convergence de la suite (ρk,uk)k
2.1 Estimations indépendantes de k
Pour t ∈ [0, T ], on pose :
E(t) =
1
2
∫
D
ρk(t)(uk − u∞)(t)2 dx+
∫
D
Pδ(ρk)(t) dx,
où
Pδ(ρ) =
a
γ − 1ρ
γ +
δ
β − 1ρ
β.
On remarquera que pour tout exposant p ∈ [0, β], il existe cp > 0 tel que :
ρp ≤ cp[1 + Pδ(ρ)].
L’inégalité d’énergie précédente se met sous la forme :
E(t) + ε
∫ t
0
∫
D
δβρβ−2k |∇ρk|2 dxds
+µ
∫ t
0
∫
D
[∇(uk − u∞)]2 dxds+ (λ+ µ)
∫ t
0
∫
D
[div(uk − u∞)]2 dxds+ k
∫ t
0
∫
E
(uk − u∞)2 dxds
≤ E(0) +
7∑
j=1
Ij(t).
- Estimation de I1(t) :=
∫ t
0
∫
D ρkf · (uk − u∞) dxds.
|I1(t)| ≤ C
∫ t
0
∫
D
ρk|uk − u∞(t)| dxds
≤ C
∫ t
0
∫
D
[
1
2
ρk +
1
2
ρk(uk − u∞)2
]
dxds
≤ C + C
∫ t
0
∫
D
Pδ(ρk) +
1
2
ρk(t)(uk − u∞)2 dxds
≤ C + C
∫ t
0
E(s) ds.
- Estimation de I2(t) := − ∫ t0 ∫D ρk∂tu∞ · (uk − u∞) dxds.
|I2(t)| ≤ ‖∂tu∞‖L∞(D×(0,T ))
∫ t
0
∫
D
ρk|uk − u∞| dxds
≤ C
∫ t
0
∫
D
[
1
2
ρk +
1
2
ρk(uk − u∞)2
]
dxds
≤ C
∫ t
0
∫
D
(
Pδ(ρk) +
1
2
ρk(uk − u∞)2
)
dxds
≤ C + C
∫ t
0
E(s) ds.
- Estimation de I3(t) := −µ ∫ t0 ∫D∇u∞ : ∇(uk − u∞) dxds.
|I3(t)| ≤ µ‖∇u∞‖L2(0,T ;[L2(D))]2)
(∫ t
0
∫
D
[∇(uk − u∞)]2dxds
)1/2
≤ Cµ
(∫
0
∫
D
[∇(uk − u∞)]2dxds
)1/2
≤ C + µ
2
∫
0
∫
D
[∇(uk − u∞)]2dxds.
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- Estimation de I4(t) := −(λ+ µ) ∫ t0 ∫D divu∞ div(uk − u∞) dxds.
|I4(t)| ≤ (λ+ µ)‖divu∞‖L2(0,T ;L2(D))
(∫ t
0
∫
D
[div(uk − u∞)]2dxds
)1/2
≤ C(λ+ µ)
(∫
0
∫
D
[div(uk − u∞)]2dxds
)1/2
≤ C + λ+ µ
2
∫
0
∫
D
[div(uk − u∞)]2dxds.
- Estimation de I5(t) := ε
∫ t
0
∫
D(∇ρk · ∇(uk − u∞)) · u∞ dxds.
|I5(t)| ≤ ε‖u∞‖L∞(D×(0,T ))
∫ t
0
∫
D
|∇ρk||∇(uk − u∞)| dxds
≤ Cε
∫ t
0
∫
D
|∇ρk||∇(uk − u∞)| dxds
≤ Cε2
∫ t
0
∫
D
|∇ρk|2dxds+ µ
4
∫ t
0
∫
D
[∇(uk − u∞)]2dxds.
Sachant que ρk est solution forte de l’équation de continuité, en multipliant cette équation
par ρk et en intégrant par parties sur D, il vient :
d
dt
(
1
2
∫
D
ρ2kdx
)
+ ε
∫
D
|∇ρk|2dx = −
∫
D
ρk div(ρkuk) dx
= +
∫
D
∇ρk · ρkuk dx
= −1
2
∫
D
ρ2kdivuk dx.
D’où en intégrant sur [0, t] (t ∈ [0, T ]) :
ε
∫ t
0
∫
D
|∇ρk|2dxds ≤ 1
2
‖ρ0‖2L2(D) −
1
2
∫ t
0
∫
D
ρ2k divuk dxds
≤ C − 1
2
∫ t
0
∫
D
ρ2k div(uk − u∞) dxds+
1
2
∫ t
0
∫
D
ρ2k divu∞ dxds
≤ C + C
∫ t
0
∫
D
ρ4kdxds+
λ+ µ
4
∫ t
0
∫
D
[div(uk − u∞)]2 dxds
+C
∫ t
0
∫
D
ρ2kdxds
≤ C + C
∫ t
0
∫
D
Pδ(ρk)dxds+
λ+ µ
4
∫ t
0
∫
D
[div(uk − u∞)]2 dxds.
Finalement :
|I5(t)| ≤ C + C
∫ t
0
E(s) ds+
µ
4
∫ t
0
∫
D
[∇(uk − u∞)]2dxds+ λ+ µ
4
∫ t
0
∫
D
[div(uk − u∞)]2 dxds.
- Estimation de I6(t) := − ∫ t0 ∫D(ρkuk · [((uk − u∞) · ∇)u∞] dxds. On a :
|I6(t)| ≤ C
∫ t
0
∫
D
ρk|uk||uk − u∞||∇u∞| dxds
≤ C
∫ t
0
∫
D
ρk|uk||uk − u∞| dxds
≤ C
∫ t
0
∫
D
ρk
(
|uk − u∞|2 + |uk − u∞||u∞|
)
dxds
≤ C
∫ t
0
∫
D
ρk|uk − u∞|2dxds+ C
∫ t
0
∫
D
ρk|uk − u∞|dxds.
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Or :
∫ t
0
∫
D ρk|uk − u∞|dxds ≤ C + C
∫ t
0
∫
D Pδ(ρk) dxds+
1
2
∫ t
0
∫
D ρk|uk − u∞|2dxds, donc :
|I6(t)| ≤ C + C
∫ t
0
E(s)ds.
- Estimation de I7(t) := − ∫D (aργk + δρβk) (t) divu∞ dxds.
|I7(t)| ≤ ‖u∞‖L∞(D×(0,T ))
∫ t
0
∫
D
(
aργk + δρ
β
k
)
(t) dxds
≤ C
∫ t
0
∫
D
(
aργk + δρ
β
k
)
(t) dxds
≤ C
∫ t
0
E(s) ds.
Du fait des calculs précédents, on obtient finalement que p.p. sur (0, T ) :
E(t) + ε
∫ t
0
∫
D
δβρβ−2k |∇ρk|2 dxds
+
µ
4
∫ t
0
∫
D
[∇(uk − u∞)]2 dxds+ λ+ µ
4
∫ t
0
∫
D
[div(uk − u∞)]2 dxds+ k
∫ t
0
∫
E
(uk − u∞)2 dxds
≤ C + C
∫ t
0
E(s) ds.
En particulier, E(t) ≤ C + C ∫ t0 E(s) ds. Donc, par le lemme de Gronwall, on aboutit à :
E(t) ≤ C p.p. sur (0, T ).
Conclusion. Il existe une constante C > 0 indépendante de k telle que :
1
2
∫
D
ρk(t)(uk − u∞)(t)2 dx+
∫
D
Pδ(ρk)(t) dx ≤ C p.p. sur (0, T ),
ε
∫ T
0
∫
D
δβρβ−2k |∇ρk|2 dxds ≤ C,∫ T
0
∫
D
[∇(uk − u∞)]2 dxds ≤ C,
k
∫ T
0
∫
E
(uk − u∞)2 dxds ≤ C.
2.2 Premiers résultats de convergence
Pour a, b ∈ R2, on a : |a|2 ≤ 2|a−b|2+2|b|2, d’où on déduit de ce qui précède que p.p.
sur (0, T ) :
1
2
∫
D
ρk(t)u
2
k(t) dx ≤
∫
D
ρk(t)(uk − u∞)(t)2 dx+
∫
D
ρk(t)u∞(t)2 dx
≤
∫
D
ρk(t)(uk − u∞)(t)2 dx+ ‖u∞‖2L∞(D×(0,T ))
∫
D
ρk(t) dx ≤ C.
De même :∫ T
0
∫
D
[∇uk]2 dxds ≤ 2
∫ T
0
∫
D
[∇(uk − u∞)]2 dxds+ 2
∫ T
0
∫
D
[∇u∞]2 dxds ≤ C.
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Nous pouvons affirmer que :
- la suite (uk)k est bornée dans L2(0, T ;W1,20 (D)),
- la suite (ρk)k est bornée dans L∞(0, T ;Lβ(D)),
Il en résulte qu’à des suites extraites près :
uk ⇀ u dans L
2(0, T ;W1,20 (D)),
ρk
∗
⇀ ρ dans L∞(0, T ;Lβ(D)),
avec : ρ ≥ 0 presque partout sur D × (0, T ) et u = u∞ p.p. sur E × (0, T ) (car ‖uk −
u∞‖L2(E×(0,T )) k→∞−→ 0).
On peut compléter les estimations obtenues de même que dans la partie B :
- La suite (uk)k étant bornée dans L2(0, T ;W1,20 (D)) (donc dans L2(0, T ;Lp(D)) pour tout
p ∈ [1,∞)) et la suite (ρk)k étant bornée dans L∞(0, T ;Lβ(D)), il en résulte que :
(ρkuk)k est borne´e dans L
2(0, T ;Lm(D)) (1 ≤ m < β).
- La suite (√ρk uk)k étant bornée dans L∞(0, T ;L2(D)) et la suite (ρk)k étant bornée dans
L∞(0, T ;Lβ(D)), on peut affirmer (en utilisant l’inégalité de Hölder) :
(ρkuk)k est borne´e dans L
∞(0, T ;L
2β
β+1 (D)).
Donc :
ρkuk ⇀ h dans L
2(0, T ;Lm(D)),
ρkuk
∗
⇀ h dans L∞(0, T ;L
2β
β+1 (D)).
- La suite (uk)k étant bornée dans L2(0, T ;W1,20 (D)) et la suite (ρkuk)k étant bornée dans
L∞(0, T ;L
2β
β+1 (D)), il en résulte que pour 1 ≤ r < 2β
β+1
:
(ρk|uk|2)k est borne´e dans L2(0, T ;Lr(D)),
et par conséquent pour tous i, j ∈ 1, 2,
ρk u
i
ku
j
k ⇀ gi,j dans L
2(0, T ;Lr(D)).
2.3 La convergence forte de la densité
Il suffit de répeter les raisonnements effectués dans la partie B (Théorème II.B.1 de
régularité parabolique et Théorème de Lions-Aubin) pour conclure que :
- Pour tout p ∈ [1, 5β
3
) :
ρk → ρ dans Lp(D × (0, T )),
puis que :
ρkuk ⇀ ρu dans L
2(0, T ;Lm(D)), (1 ≤ m < β),
ρkuk
∗
⇀ ρu dans L∞(0, T ;L
2β
β+1 (D)).
- La suite (ρk)k est borne´e dans L2(0, T ;W 2,q(β)(D)) (avec q(β) := 2ββ+2) et donc :
ρ ∈ L2(0, T ;W 2,q(β)(D)).
- La suite (∇ρk)k est bornée dans L2(0, T ;Lβ(D)) et (∂tρk)k est bornée dans L2(0, T ;Lq(β)(D)),
d’où :
∇ρk ⇀ ∇ρ dans L2(0, T ;Lβ(D)),
∂tρk ⇀ ∂tρ dans L
2(0, T ;Lq(β)(D)).
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3 Passage à la limite dans les équations
Dans cette section, les raisonnements étant très proches de ceux déjà effectués en partie
B, nous ne détaillons ici que les points nécessitant une nouvelle approche.
3.1 Passage à la limite dans l’équation de continuité avec dissipa-
tion
Il suffit de reproduire la démarche correspondante de la partie B pour vérifier que ρ est
solution forte de : 
ρt + div(ρu) = ε∆ρ dans D × (0, T ),
∂nρ(t,x) = 0 sur ∂D × (0, T ),
ρ(0,x) = ρ0(x) dans D.
3.2 Convergence forte de (∇ρk)k
Ici encore, nous pouvons reprendre mot-à-mot le raisonnement correspondant de la partie
B et obtenir que{ ∇ρk → ∇ρ dans L2(0, T ;L2(D)),
(∇ρk · ∇)uk → (∇ρ · ∇)u dans Lr(β)(0, T ;Lr(β)(D)),
avec r(β) = 4β
3β+5
.
3.3 Passage à la limite dans l’équation de quantité de mouvement
Nous savons que le couple (ρk,uk) vérifie l’équation de quantité de mouvement suivante
au sens des distributions dans D × (0, T ) :
∂t(ρu) + div(ρu⊗ u)− µ∆u− (λ+ µ)∇divu+∇(aργ + δρβ) + ε(∇ρ · ∇)u− kχE(u− u∞)
= ρ f .
Le principal problème pour passer à la limite dans cette équation vient du fait que le com-
portement du terme kχE(uk − u∞) pour k → ∞ n’est pas connu (notre seule information
est que la suite de terme général k‖uk − u∞‖2L2(0,T ;L2(E)) est bornée).
3.3.1 Convergence forte de la suite (ρkuk)k
Nous allons utiliser le théorème de Lions-Aubin. Rappelons d’abord que la suite (ρkuk)k
est bornée dans L∞(0, T ;L
2β
β+1 (D)).
Nous avons vu au paragraphe 1.1 que de l’équation de mouvement satisfaite par (ρk,uk)
reste valable pour les fonctions de l’ensemble :
B :=
{
Φ ∈ L 4ββ−5 (D × (0, T )) / Φt ∈ L2(0, T ;L
β−1
β−2 (D)),
∇Φ ∈ L2(0, T ; [L4(D)]2) et Φ|∂(D×(0,T )) = 0
}
.
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En particulier, nous utilisons une fonction test de la forme (t,x) 7→ ψ(t)Φ(x) avec ψ ∈
D(0, T ) et Φ ∈W2,20 (Ω) (où W 2,20 (Ω) = D(Ω)
W 2,2(Ω)
). On obtient alors dans D′(0, T ) :
d
dt
(∫
Ω
ρkuk · Φ
)
=
∫
Ω
ρk(t) f(t) · Φ +
2∑
i=1
∫
Ω
ρk(t)u
i
k(t)uk(t) · ∇Φi − µ
∫
Ω
∇uk(t) : ∇Φ
−(λ+ µ)
∫
Ω
divuk(t) divΦ +
∫
Ω
(a ργk(t) + δ ρ
β
k)(t) divΦ
−ε
∫
Ω
(∇ρk(t) · ∇)uk(t) · Φ.
Le fait de prendre une fonction test à support dans Ω permet de faire disparaître le terme
gênant kχE(uk − u∞).
Estimons chacun des membres de droite de cette égalité.
- Estimation de
∫
Ω(ρk(t)f(t) · Φ dx.
|
∫
Ω
(ρk(t)f(t) · Φ dx| ≤ C
∫
Ω
ρk(t)|Φ| dx
≤ C‖ρk(t)‖L2(Ω)‖Φ‖L2(Ω)
≤ C‖ρk‖L∞(0,T ;L2(D))‖Φ‖L2(Ω)
≤ C‖Φ‖W2,20 (Ω).
- Estimation de
∑2
i=1
∫
Ω ρk(t)u
i
k(t)uk(t) · ∇Φi =
∫
Ω ρk(t)uk(t) · [(uk(t) · ∇)Φ].
|
2∑
i=1
∫
Ω
ρk(t)u
i
k(t)uk(t) · ∇Φi| ≤ C‖ρk(t)|uk(t)|2‖
L
2β
β+2 (Ω)
‖∇Φ‖
L
2β
β−2 (Ω)
≤ C‖ρk(t)|uk(t)|2‖
L
2β
β+2 (D)
‖Φ‖W 2,20 (Ω),
et (ρk|uk|2)n est bornée dans L2(0, T ;L
2β
β+2 (D)).
- Estimation de
∫
Ω∇uk(t) : ∇Φ dx.
|
∫
Ω
∇uk(t) : ∇Φ dx| ≤ C‖∇uk(t)‖[L2(Ω)]2‖∇Φ‖[L2(Ω)]2
≤ C‖uk(t)‖W1,2(Ω)‖Φ‖W1,20 (Ω)
≤ C‖uk(t)‖W1,20 (D)‖Φ‖W2,20 (Ω),
et (uk)k est bornée dans L2(0, T ;W1,20 (D)).
- Estimation de
∫
Ω divuk(t)divΦ dx.
|
∫
Ω
divuk(t)divΦ dx| ≤ C‖divuk(t)‖L2(Ω)‖divΦ‖L2(Ω)
≤ C‖uk(t)‖W1,20 (D)‖Φ‖W1,20 (Ω),
et (uk)k est bornée dans L2(0, T ;W1,20 (D)).
- Estimation de
∫
Ω ρ
β
k(t)divΦ dx.
|
∫
Ω
ρβk(t)divΦ dx| ≤ ‖ρβk(t)‖L4/3(Ω)‖divΦ‖L4(Ω)
≤ ‖ρk(t)‖βL4β/3(D)C‖∇Φ‖[W1,2(Ω)]2
≤ C‖ρk(t)‖βL4β/3(D)‖Φ‖W2,20 (Ω).
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Comme (ρk)k est bornée dans L4β/3(D × (0, T )), on peut affirmer que la suite de fonctions
t 7→ ‖ρk(t)‖βL4β/3(D) est bornée dans L4/3(0, T ).
- Estimation de
∫
Ω ρ
γ
k(t)divΦ dx.
Par des calculs analogues aux précédents, on obtient :
|
∫
Ω
ργk(t)divΦ dx| ≤ C‖ρk(t)‖γL4γ/3(D)‖Φ‖W2,20 (Ω),
où la suite t 7→ ‖ρk(t)‖γL4γ/3(D) est bornée dans L4/3(0, T ).
- Estimation de
∫
Ω(∇ρk(t) · ∇)uk(t) · Φ dx.
|
∫
Ω
(∇ρk(t) · ∇)uk(t) · Φ dx| ≤ ‖(∇ρk(t) · ∇)uk(t)‖Lr(β)(Ω)‖Φ‖
L
4β
β−5 (Ω)
≤ C‖(∇ρk(t) · ∇)uk(t)‖Lr(β)(D)‖Φ‖W1,20 (Ω)
≤ C‖(∇ρk(t) · ∇)uk(t)‖Lr(β)(D)‖Φ‖W2,20 (Ω).
Comme ((∇ρk · ∇)uk)k est bornée dans Lr(β)(0, T ;Lr(β)(D)) avec r(β) = 4β3β+5 , la suite
(‖(∇ρk · ∇)uk(.)‖Lr(β)(D))k est bornée dans Lr(β)(0, T ).
- Bilan : Nous déduisons de ce qui précède la majoration :∣∣∣∣∣ ddt
(∫
Ω
ρkuk · Φ dx
)∣∣∣∣∣ ≤ Gk(t)‖Φ‖W2,20 (Ω),
avec :
Gk(t) = C
(
1 + ‖ρk(t)|uk(t)|2‖
L
2β
β+2 (D)
+ ‖uk(t)‖W1,20 (D) + ‖ρk(t)‖
β
L4β/3(D)
+ ‖ρk(t)‖γL4γ/3(D)
+‖(∇ρk(t) · ∇)uk(t)‖Lr(β)(D)
)
,
où (Gk)k est une suite bornée dans L4/3(0, T ). On en déduit que (∂t(ρkuk))k est bornée dans
L4/3(0, T ; (W2,20 (Ω))
′).
Or nous savons que (ρkuk)k est bornée dans L2(0, T ;Lm(Ω)) (1 ≤ m < β), dans L∞(0, T ;L
2β
β+1 (Ω))
et donc dans L∞(0, T ;W−1,2(Ω))). Comme :
L2(Ω) ↪→↪→ W−1,2(Ω) ↪→ (W 2,20 (Ω))′
ces résultats nous assurent (théorème de Lions-Aubin) que (ρkuk)k est relativement compacte
dans Lp(0, T ;W−1,2(Ω)) pour tout 1 ≤ p <∞. Donc, à une suite extraite près :
ρkuk → ρu dans Lp(0, T ;W−1,2(Ω)) (1 ≤ p <∞).
Sachant que, uk ⇀ u dans L2(0, T ;W1,20 (D)), en reprenant le raisonnement déjà effectué en
partie B, on obtient :
ρku
i
ku
j
k ⇀ ρu
iuj dans L2(0, T ;Lr(Ω)),
pour tous i, j ∈ {1, 2} et tout r ∈ [1, 2β
β+1
[.
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3.3.2 Equation de quantité de mouvement satisfaite par (ρ,u)
Les résultats de convergence obtenus sont les suivants :
uk ⇀ u dans L
2(0, T ;W1,20 (D)),
ρk → ρ dans Lp(D × (0, T )) (1 ≤ p < 5β3 ),
∇ρk → ∇ρ dans L2(0, T ;L2(D)),
∂tρk ⇀ ∂tρ dans L
2(0, T ;L
2β
β+2 (D)),
ρkuk ⇀ ρu dans L
2(0, T ;Lm(D)) (1 ≤ m < β),
(∇ρk · ∇)uk ⇀ (∇ρ · ∇)u dans L
4β
3β+5 (D × (0, T )),
ρku
i
ku
j
k ⇀ ρu
iuj dans L2(0, T ;Lr(Ω)) (1 ≤ r < 2β
β+1
).
On peut alors facilement passer à la limite dans l’équation de quantité de mouvement et
obtenir dans [D′(Ω× (0, T ))]2 :
∂t(ρu) + div(ρu⊗ u)− µ∆u− (λ+ µ)∇divu+∇(a ργ + δ ρβ) + ε (∇ρ · ∇)u = ρ f .
3.3.3 Condition initiale pour ρu
Dans ce paragraphe, on souhaite vérifier que
(ρu)(0) = ρ0u0.
- On sait déjà que :
ρu ∈ L∞(0, T ;L 2ββ+1 (D)). (3)
- De plus, d’après l’équation de quantité de mouvement pour Φ ∈ D(Ω) :
d
dt
(∫
Ω
ρu · Φ
)
=
∫
Ω
ρ f · Φ +
∫
Ω
ρu · [(u · ∇)Φ]−
∫
Ω
µ∇u : ∇Φ− (λ+ µ)
∫
Ω
divu divΦ
+
∫
Ω
(a ργ + δ ρβ)divΦ + ε
∫
Ω
(∇ρ · ∇)u · Φ,
ce qui, compte-tenu de la régularité des différents termes de l’expression, permet d’établir
que :
d
dt
(∫
D
ρu · Φ dx
)
∈ L1(0, T ).
D’où par la Proposition I.3, il existe q ∈ C([0, T ];L
2β
β+1
w (Ω)) tel que (ρu)(t) = q(t) p.p. sur
(0, T ). Mais alors à l’aide du Lemme I.5, quitte à changer u sur un ensemble de mesure nulle
sur (0, T ), on a en fait :
ρu ∈ C([0, T ];L
2β
β+1
w (Ω)),
ce qui implique que
ρu ∈ C([0, T ];W−1,2w (Ω)). (4)
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- On souhaite maintenant montrer la convergence de ρkuk vers ρu dans C([0, T ];W−1,2w (Ω)).
On sait déjà que ρkuk ∈ C([0, T ];L
2β
β+1
w (D)) et donc que ρkuk ∈ C([0, T ];W−1,2w (Ω)). Enfin
on a vu que pour Φ ∈W2,20 (Ω) :∣∣∣∣∣ ddt
(∫
Ω
ρkuk · Φ dx
)∣∣∣∣∣ ≤ Gk(t)‖Φ‖W2,20 (Ω),
où (Gk)k est bornée dans L4/3(0, T ). On a donc pour s, t ∈ [0, T ] :∣∣∣∣∫
Ω
[(ρkuk)(t)− (ρkuk)(s)] · Φ dx
∣∣∣∣ ≤ ∣∣∣∣∫ t
0
Gk(τ)dτ
∣∣∣∣ ‖Φ‖W2,20 (Ω)
≤
∣∣∣∣∫ t
0
dτ
∣∣∣∣1/4 ‖Gk‖L4/3(0,T ) ‖Φ‖W2,20 (Ω)
≤ C |t− s|1/4‖Φ‖W2,20 (Ω).
On voit donc que (ρkuk)k est uniformément équicontinue de [0, T ] sur (W2,20 (Ω))′. En combi-
nant ce dernier résultat avec (3) et (4), d’après le Théorème I.2 utilisé avec X =W−1,2(Ω) et
Y = (W2,20 (Ω))
′, la suite (ρkuk)k est relativement compacte dans C([0, T ];W−1,2w (Ω)). Ainsi,
à une suite extraite près, on peut dire que :
(ρkuk)→ ρu dans C([0, T ];W−1,2w (Ω)).
En particulier, pour tout Φ ∈ [D(Ω)]2 :
lim
k→∞
∫
Ω
(ρkuk)(0) · Φ dx =
∫
Ω
(ρu)(0) · Φ dx.
Or, pour tout k, (ρkuk)(0) = ρ0u0 et donc :∫
Ω
(ρu)(0) · Φ dx =
∫
Ω
ρ0u0 · Φ dx,
ce qui prouve le résultat voulu.
4 Passage à la limite dans l’inégalité d’énergie
Nous avons vu que le couple (ρk,uk) vérifie p.p sur (0, T ) :
1
2
∫
D
ρk(uk − u∞)2(t) dx+
∫
D
(
a
γ − 1ρ
γ
k +
δ
β − 1ρ
β
k
)
(t) dx+ ε
∫ t
0
∫
D
δβρβ−2k |∇ρk|2 dxds
+µ
∫ t
0
∫
D
[∇(uk−u∞)]2 dxds+(λ+µ)
∫ t
0
∫
D
[div(uk−u∞)]2 dxds+k
∫ t
0
∫
E
(uk−u∞)2 dxds ≤
1
2
∫
D
ρ0(u0 − u∞(0))2 dx+
∫
D
(
a
γ − 1ρ
γ
0 +
δ
β − 1ρ
β
0
)
dx+
∫ t
0
∫
D
ρk f · (uk − u∞) dxds
−
∫ t
0
∫
D
ρk∂tu∞ · (uk − u∞) dxds− µ
∫ t
0
∫
D
∇u∞ : ∇(uk − u∞) dxds
−(λ+ µ)
∫ t
0
∫
D
divu∞ div(uk − u∞) dxds+ ε
∫ t
0
∫
D
[(∇ρk · ∇)(uk − u∞)] · u∞ dxds
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−
∫ t
0
∫
D
ρkuk · [((uk − u∞) · ∇)u∞] dxds−
∫ t
0
∫
D
(
aργk + δρ
β
k
)
divu∞ dx.
Pour passer à la limite inférieure (k →∞) dans cette inégalité, on raisonne comme dans la
partie B : on considère une fonction ψ ∈ D(0, T ) telle que ψ(t) ≥ 0 pour tout t ∈ [0, T ], on
multiplie l’inégalité par ψ et on intègre en temps.
Le passage à la limite dans les termes du membre de gauche de l’inégalité s’effectue de
manière analogue à ce qui a été fait en partie B (seul le terme k
∫ t
0
∫
E(uk − u∞)2 dxds est
simplement minoré par 0).
Concernant les termes du membre de droite, ils sont tous convergents.
La limite de − ∫ t0 ∫D (aργk + δρβk) divu∞ dx s’obtient en utilisant la convergence forte de ρk
vers ρ dans Lp(D × (0, T )) (1 ≤ p < 5β
3
). Les autres termes ne posent pas de problème
spécifique et se traitent à l’aide des résultats de convergence faible obtenus.
On obtient alors presque partout sur (0, T ).
1
2
∫
D
ρ(u− u∞)2(t) dx+
∫
D
(
a
γ − 1ρ
γ +
δ
β − 1ρ
β
)
(t) dx+ ε
∫ t
0
∫
D
δβρβ−2|∇ρ|2 dxds
+µ
∫ t
0
∫
D
[∇(u− u∞)]2 dxds+ (λ+ µ)
∫ t
0
∫
D
[div(u− u∞)]2 dxds ≤
1
2
∫
D
ρ0(u0 − u∞(0))2 dx+
∫
D
(
a
γ − 1ρ
γ
0 +
δ
β − 1ρ
β
0
)
dx+
∫ t
0
∫
D
ρ f · (u− u∞) dxds
−
∫ t
0
∫
D
ρ∂tu∞ · (u− u∞) dxds− µ
∫ t
0
∫
D
∇u∞ : ∇(u− u∞) dxds
−(λ+ µ)
∫ t
0
∫
D
divu∞ div(u− u∞) dxds+ ε
∫ t
0
∫
D
[(∇ρ · ∇)(u− u∞)] · u∞ dxds
−
∫ t
0
∫
D
ρu · [((u− u∞) · ∇)u∞] dxds−
∫ t
0
∫
D
(
aργ + δρβ
)
divu∞ dx.
5 Récapitulatif des résultats de la partie C
Nous avons prouvé le résultat suivant :
Théorème II.C.1 Pour ρ0 ∈ W 1,∞(D) ∩W 2,2(D) tel que :
0 < ρm ≤ ρ0(x) ≤ ρM <∞ sur D et ∂nρ0(x) = 0 sur ∂D,
il existe un couple de fonctions (ρ,u) vérifiant au sens fort :
∂tρ+ div(ρu) = ε∆ρ dans D × (0, T ),
∂nρ(t,x) = 0 sur ∂D × (0, T ),
ρ(0,x) = ρ0(x) dans D,
et au sens des distributions dans Ω× (0, T ) :
∂t(ρu) + div(ρu⊗ u)− µ∆u− (λ+ µ)∇divu+∇(aργ + δρβ) + ε(∇ρ · ∇)u = ρ f .
Ces fonctions ont les propriétés de régularité suivantes :
ρ ∈ L∞(0, T ;Lβ(D)) et ρ ≥ 0 p.p. sur D × (0, T ),
CHAPITRE II - Partie C 126
u ∈ L2(0, T ;W1,20 (D))
ρ ∈ C([0, T ];Lβ(D)) et ρu ∈ C([0, T ];L
2β
β+1
w (D)) avec
{
ρ(0) = ρ0,
(ρu)(0) = ρ0u0,
et aussi :
ρ ∈ L2(0, T ;W 2,q(β)(D)) ∩ L 5β3 (D × (0, T )) (q(β) = 2β
β+2
),
∇ρ ∈ L2(0, T ;Lβ(D)) , ∂tρ ∈ L2(0, T ;Lq(β)(D)),
ρu ∈ L2(0, T ;Lm(D)) (1 ≤ m < β), ρ|u|2 ∈ L2(0, T ;Lr(D)) (1 ≤ r < 2β
β+1
).
Enfin, presque partout sur (0, T ),
1
2
∫
D
ρ(u− u∞)2(t) dx+
∫
D
(
a
γ − 1ρ
γ +
δ
β − 1ρ
β
)
(t) dx+ ε
∫ t
0
∫
D
δβρβ−2|∇ρ|2 dxds
+µ
∫ t
0
∫
D
[∇(u− u∞)]2 dxds+ (λ+ µ)
∫ t
0
∫
D
[div(u− u∞)]2 dxds ≤
1
2
∫
D
ρ0(u0 − u∞(0))2 dx+
∫
D
(
a
γ − 1ρ
γ
0 +
δ
β − 1ρ
β
0
)
dx+
∫ t
0
∫
D
ρ f · (u− u∞) dxds
−
∫ t
0
∫
D
ρ∂tu∞ · (u− u∞) dxds− µ
∫ t
0
∫
D
∇u∞ : ∇(u− u∞) dxds
−(λ+ µ)
∫ t
0
∫
D
divu∞ div(u− u∞) dxds+ ε
∫ t
0
∫
D
[(∇ρ · ∇)(u− u∞)] · u∞ dxds
−
∫ t
0
∫
D
ρu · [((u− u∞) · ∇)u∞] dxds−
∫ t
0
∫
D
(
aργ + δρβ
)
divu∞ dx.
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Passage à la limite sur ε
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Chapitre II - Partie D
Passage à la limite sur ε
Nous développons maintenant les étapes (i) à (vi) évoquées en introduction : en effet,
par rapport aux parties précédentes, il n’est plus possible de faire appel de la même manière
aux résultats de régularité parabolique.
Le paragraphe 2 fournit les premières estimations issues de l’inégalité d’énergie et, en sec-
tion 2.3, nous utilisons un relèvement continu de la divergence (l’opérateur de Bogovskii)
afin d’obtenir l’estimation améliorée de la densité (points (i) et (ii)).
A nouveau, le passage à la limite dans les équations (paragraphe 3) utilise les espaces fonc-
tionnels du chapitre I (point (iii)).
La notion de solution renormalisée (point (iv)) et la compacité du flux effectif visqueux
(point (v)) apparaîssent au paragraphe 4. Ce paragraphe se termine sur l’emploi des ré-
sultats d’analyse convexe rappelés au chapitre I, prouvant ainsi la convergence forte de la
densité (point (vi)).
Le paragraphe 5 est consacré au passage à la limite dans l’inégalité d’énergie qui présente
une difficulté particulière liée au terme
∫ t
0
∫
D ρ
β
εdivu∞. La façon dont nous avons construit le
champ u∞ dans la partie "Présentation du problème" permettra de surmonter cette difficulté.
1 Prise en compte de conditions initiales plus générales
Jusqu’à présent, nous avons travaillé avec des conditions initiales (ρ0,u0) telles que u0 ∈
L2(D) et ρ0 ∈ W 1,∞(D) ∩W 2,2(D) avec :
0 < ρm ≤ ρ0(x) ≤ ρM <∞ sur D et ∂nρ0(x) = 0 sur ∂D.
Désormais, on suppose seulement que u0 ∈ L2(D), ρ0 ∈ Lβ(D) avec :
ρ0 ≥ 0 p.p. sur D et √ρ0u0 ∈ L2(D).
Pour ε > 0, on note Dε := {x ∈ D / d(x, ∂D) > 2ε} et on pose :
ρ0,ε = Sε(ρ0χDε) + ε,
où Sε est un opérateur régularisant en espace (cf. Chapitre I paragraphe 3). On montre alors
que : 
ρ0,ε ∈ C∞(R2), ∇ρ0,ε = 0 sur ∂D,
ε ≤ ρ0,ε(x) ≤ ρM,ε <∞ pour tout x ∈ D,
ρ0,ε
ε→0−→ ρ0 dans Lβ(D).
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Par densité de [D(D)]2 dans L2(D), il existe vε ∈ [D(D)]2 tel que : ‖√ρ0u0 − vε‖L2(D) ≤ ε.
On définit alors :
u0,ε :=
vε√
ρ0,ε
,
et on en déduit directement que :
√
ρ0,εu0,ε
ε→0−→ √ρ0u0 dans L2(D).
Ces résultats de convergence conduisent à :
1
2
∫
D
ρ0,ε(u0,ε − u∞(0))2 dx+
∫
D
Pδ(ρ0,ε) dx
ε→0−→ 1
2
∫
D
ρ0(u0 − u∞(0))2 dx+
∫
D
Pδ(ρ0) dx.
D’autre part,
‖ρ0,εu0,ε − ρ0u0‖
L
2β
β+1 (D)
≤ ‖√ρ0,ε
(√
ρ0,εu0,ε −√ρ0u0
)
‖
L
2β
β+1 (D)
+ ‖
(√
ρ0,ε −√ρ0
)√
ρ0u0‖
L
2β
β+1 (D)
≤ ‖√ρ0,ε‖L2β(D)‖√ρ0,εu0,ε −√ρ0u0‖L2(D) + ‖√ρ0,ε −√ρ0‖L2β(D)‖√ρ0u0‖L2(D)
≤ ‖ρ0,ε‖2Lβ(D)‖
√
ρ0,εu0,ε −√ρ0u0‖L2(D) + ‖√ρ0,ε −√ρ0‖L2β(D)‖√ρ0u0‖L2(D).
Or, ‖ρ0,ε‖2Lβ(D) converge vers ‖ρ0‖2Lβ(D) quand ε→ 0 et on a vu que ‖
√
ρ0,εu0,ε−√ρ0u0‖L2(D)
tend vers 0. Enfin, comme ρ0,ε
ε→0−→ ρ0 dans Lβ(D), on obtient par convergence dominée que
‖√ρ0,ε −√ρ0‖L2β(D) ε→0−→ 0. Finalement,
ρ0,εu0,ε
ε→0−→ ρ0u0 dans L
2β
β+1 (D).
Pour ε > 0, on note désormais (ρε,uε) le couple de fonctions obtenu à l’issue de partie C
avec les conditions initiales (ρ0,ε,u0,ε).
2 Convergence de la suite (ρε,uε)ε
2.1 Estimations indépendantes de ε
2.1.1 Utilisation de l’inégalité d’énergie
Pour t ∈ [0, T ], on pose :
Eε(t) =
1
2
∫
D
ρε(t)(uε − u∞)(t)2 dx+
∫
D
Pδ(ρε)(t) dx,
où
Pδ(ρ) =
a
γ − 1ρ
γ +
δ
β − 1ρ
β.
Comme précédemment, pour tout exposant p ∈ [0, β], il existe cp > 0 tel que :
ρp ≤ cp[1 + Pδ(ρ)]
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L’inégalité d’énergie se met sous la forme :
Eε(t) + ε
∫ t
0
∫
D
δβρβ−2ε |∇ρε|2 dxds
+µ
∫ t
0
∫
D
[∇(uε − u∞)]2 dxds+ (λ+ µ)
∫ t
0
∫
D
[div(uε − u∞)]2 dxds
≤ Eε(0) +
7∑
j=1
Ij(t),
avec : 
I1(t) :=
∫ t
0
∫
D ρεf · (uε − u∞) dxds,
I2(t) := − ∫ t0 ∫D ρε∂tu∞ · (uε − u∞) dxds,
I3(t) := −µ ∫ t0 ∫D∇u∞ : ∇(uε − u∞) dxds,
I4(t) := −(λ+ µ) ∫ t0 ∫D divu∞ div(uε − u∞) dxds,
I5(t) := ε
∫ t
0
∫
D[∇ρε · ∇(uε − u∞)] · u∞ dxds,
I6(t) := − ∫ t0 ∫D ρεuε · [((uε − u∞) · ∇)u∞] dxds,
I7(t) := − ∫D (aργε + δρβε) (t) divu∞ dxds.
et :
Eε(0) =
1
2
∫
D
ρ0,ε(u0,ε − u∞(0))2 dx+
∫
D
Pδ(ρ0,ε) dx.
Comme la suite (Eε(0))ε converge, elle est bornée. D’autre part, les différentes intégrales
Ij(t), j = 1, ..., 7, se majorent exactement comme dans la partie C (cf. paragraphe 2.1)
excepté le cas de I5(t) que nous détaillons.
|I5(t)| ≤ ε‖u∞‖L∞(D×(0,T ))
∫ t
0
∫
D
|∇ρε||∇(uε − u∞)| dxds
≤ Cε
∫ t
0
∫
D
|∇ρε||∇(uε − u∞)| dxds
≤ Cε2
∫ t
0
∫
D
|∇ρε|2dxds+ µ
4
∫ t
0
∫
D
[∇(uε − u∞)]2dxds.
Comme ε ∈ (0, 1], on a en fait :
|I5(t)| ≤ Cε
∫ t
0
∫
D
|∇ρε|2dxds+ µ
4
∫ t
0
∫
D
[∇(uε − u∞)]2dxds.
Sachant que ρε est solution forte de l’équation de continuité, en multipliant cette équation
par ρε et en intégrant par parties sur D, il vient :
d
dt
(
1
2
∫
D
ρ2εdx
)
+ ε
∫
D
|∇ρε|2dx = −
∫
D
ρε div(ρu) dx
= +
∫
D
∇ρε · ρεuε dx
= −1
2
∫
D
ρ2εdivuε dx.
D’où en intégrant sur [0, t] (pour t ∈ [0, T ]) :
ε
∫ t
0
∫
D
|∇ρε|2dxds ≤ 1
2
‖ρ0‖2L2(D) −
1
2
∫ t
0
∫
D
ρ2ε divuε dxds
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≤ C − 1
2
∫ t
0
∫
D
ρ2ε div(uε − u∞) dxds+
1
2
∫ t
0
∫
D
ρ2ε divu∞ dxds
≤ C + C
∫ t
0
∫
D
ρ4εdxds+
λ+ µ
4
∫ t
0
∫
D
[div(uε − u∞)]2 dxds
+C
∫ t
0
∫
D
ρ2εdxds
≤ C + C
∫ t
0
∫
D
Pδ(ρε)dxds+
λ+ µ
4
∫ t
0
∫
D
[div(uε − u∞)]2 dxds.
Finalement :
|I5(t)| ≤ C + C
∫ t
0
Eε(s) ds+
µ
4
∫ t
0
∫
D
[∇(uε − u∞)]2dxds+ λ+ µ
4
∫ t
0
∫
D
[div(uε − u∞)]2 dxds.
On obtient donc p.p. sur (0, T ) :
Eε(t) + ε
∫ t
0
∫
D
δβρβ−2ε |∇ρε|2 dxds
+
µ
4
∫ t
0
∫
D
[∇(uε − u∞)]2 dxds+ λ+ µ
4
∫ t
0
∫
D
[div(uε − u∞)]2 dxds ≤ C + C
∫ t
0
Eε(s) ds.
En particulier, Eε(t) ≤ C + C ∫ t0 Eε(s) ds. Donc, par le lemme de Gronwall, on aboutit à :
Eε(t) ≤ C p.p. sur (0, T ).
Conclusion. Il existe une constante C > 0 indépendante de ε telle que :
1
2
∫
D
ρε(t)(uε − u∞)(t)2 dx+
∫
D
Pδ(ρε)(t) dx ≤ C p.p. sur (0, T ),
ε
∫ T
0
∫
D
δβρβ−2ε |∇ρε|2 dxds ≤ C,∫ T
0
∫
D
[∇(uε − u∞)]2 dxds ≤ C,
ε
∫ T
0
∫
D
|∇ρε|2 dxds ≤ C.
La dernière majoration découle de l’inégalité établie plus haut à savoir :
ε
∫ t
0
∫
D
|∇ρε|2dxds ≤ C + C
∫ t
0
∫
D
Pδ(ρε)dxds+
λ+ µ
4
∫ t
0
∫
D
[div(uε − u∞)]2 dxds.
Comme en partie C, les résultats ci-dessus permettent de montrer que :
sup
t∈(0,T )
∫
D
ρε(t)u
2
ε(t) dx ≤ C,
∫ T
0
∫
D
[∇uε]2 dxds ≤ C.
Complétons la liste des estimations que nous pouvons directement obtenir :
- La suite (uε)ε étant bornée dans L2(0, T ;W1,20 (D)) (donc dans L2(0, T ;Lp(D)) pour tout
p ∈ [1,∞)) et la suite (ρε)ε étant bornée dans L∞(0, T ;Lβ(D)), il en résulte que :
(ρεuε)ε est borne´e dans L
2(0, T ;Lm(D)) (1 ≤ m < β).
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- La suite (√ρε uε)ε étant bornée dans L∞(0, T ;L2(D)) et la suite (ρε)ε étant bornée dans
L∞(0, T ;Lβ(D)), en utilisant l’inégalité de Hölder, il vient :
(ρεuε)ε est borne´e dans L
∞(0, T ;L
2β
β+1 (D)).
- La suite (uε)ε étant bornée dans L2(0, T ;W1,20 (D)) et la suite (ρεuε)ε étant bornée dans
L∞(0, T ;L
2β
β+1 (D)), il en résulte que pour 1 ≤ r < 2β
β+1
:
(ρε|uε|2)ε est borne´e dans L2(0, T ;Lr(D)).
- Puisque (ρεuε)ε est bornée dans, disons, L2(0, T ;Lβ/2(D)) et dans L∞(0, T ;L
2β
β+1 (D)), par
interpolation, il vient pour t ∈ [0, T ] :
‖ρε(t)uε(t)‖
L
4β−6
β+1 (D)
≤ ‖ρε(t)uε(t)‖
β−4
2β−3
L
2β
β+1 (D)
‖ρε(t)uε(t)‖
β+1
2β−3
Lβ/2(D)
.
Donc : ∫ T
0
‖ρε(t)uε(t)‖
4β−6
β+1
L
4β−6
β+1 (D)
dt ≤
∫ T
0
‖ρε(t)uε(t)‖
2β−8
β+1
L
2β
β+1 (D)
‖ρε(t)uε(t)‖2Lβ/2(D)dt
≤ ‖ρεuε‖
2β−8
β+1
L∞(0,T ;L
2β
β+1 (D))
‖ρεuε‖2L2(0,T ;Lβ/2(D))dt
≤ C,
ce qui signifie que : (ρεuε)ε est bornée dans Ls(β)(0, T ;Ls(β)(D)) avec s(β) = 4β−6β+1 . Notons
alors que :
‖ρεu2ε‖
L
4β−6
3β−2 (D×(0,T ))
≤ ‖ρεuε‖
L
4β−6
β+1 (D×(0,T ))
‖uε‖L2(D×(0,T )),
ce qui montre aussi que (ρεu2ε)ε est bornée dans Lt(β)(0, T ;Lt(β)(D)) avec t(β) =
4β−6
3β−2 .
2.1.2 Utilisation de résultats de régularité parabolique
Sachant que (ρεuε)ε est bornée dans Ls(β)(0, T ;Ls(β)(D)) et que ρε est solution forte de
l’équation de continuité, le théorème de régularité parabolique II.B.1 permet d’affirmer que :
ε1−
1
p‖ρε‖L∞(0,T ;Lq(D)) + ε‖∇ρε‖Lp(0,T ;Lq(D)) ≤ C
(
ε1−
1
p‖ρ0,ε‖Lq(D)‖bε‖Lp(0,T ;Lq(D))
)
,
avec : p = q = s(β) > 1 et bε = ρεuε.
Comme s(β) < β, le terme ‖ρ0,ε‖Lq(D) est borné et par conséquent :
(ε∇ρε)ε est borne´e dans Ls(β)(0, T ;Ls(β)(D)) avec s(β) = 4β−6β+1 .
2.2 Premiers résultats de convergence
Nous pouvons affirmer que (modulo des extractions de sous-suites) :
uε ⇀ u dans L
2(0, T ;W1,20 (D)),
ρε
∗
⇀ ρ dans L∞(0, T ;Lβ(D)),
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avec ρ ≥ 0 presque partout sur D × (0, T ) et u = u∞ p.p. sur E × (0, T ). Mais aussi que :
ρεuε ⇀ h dans L
2(0, T ;Lm(D)) (1 ≤ m < β),
ρεuε
∗
⇀ h dans L∞(0, T ;L
2β
β+1 (D)),
ρεuε ⇀ h dans L
s(β)(0, T ;Ls(β)(D)) (s(β) = 4β−6
β+1
),
et pour tous i, j ∈ 1, 2,
ρε u
i
εu
j
ε ⇀ gi,j dans L
2(0, T ;Lr(D)) (1 ≤ r < 2β
β+1
).
Enfin, d’après les conclusions du paragraphe 2.1.1, ε∇ρε → 0 dans L2(0, T ;L2(D)). Comme
de plus (ε∇ρε)ε est bornée dans Ls(β)(0, T ;Ls(β)(D)) et que s(β) > 2 (pour β > 4), on
obtient par interpolation :
ε∇ρε → 0 dans Lp(0, T ;Lp(D)) (1 ≤ p < s(β)).
Puis par Hölder, il vient :
ε(∇ρε · ∇)uε → 0 dans Lq(0, T ;Lq(D)) (1 ≤ q < 4β−63β−2).
2.3 Estimations complémentaires concernant la densité
Précédemment, la convergence forte de la suite des densités était assurée par compacité
(théorème de Lions-Aubin) à l’aide des résultats de régularité parabolique de l’équation de
continuité avec terme disspatif ("ε∆ρ"). Dans cette partie, la convergence forte va résulter
de l’utilisation des divers outils présentés au chapitre I. La première étape, qui l’objet de ce
paragraphe, est d’établir que la suite (ρε)ε est en fait bornée dans un espace de type Lp pour
un certain p > β.
2.3.1 Le problème de la divergence
Théorème D.1 Soient p ∈]1,+∞[, G un ouvert borné de RN à frontière Lipschitzienne et :
Lp0(G) := {f ∈ Lp(G) /
∫
G
f(x) dx = 0}
Alors il existe une application linéaire et continue BG : Lp0(G) −→W1,p0 (G) telle que :
(i) Pour tout f ∈ Lp0(G),
div (BG(f)) = f.
(ii) Pour tout f ∈ Lp0(G),
‖BG(f)‖W1,p0 (G) ≤ C(p,G)‖f‖Lp(G).
(iii) Si g ∈ Lq(G) (1 < q <∞) et div(g) ∈ Lp(G) avec g · n|∂G = 0, alors :
‖BG(div(g))‖Lq(G) ≤ C(q,G)‖g‖Lq(G).
Remarques. Ce résultat provient de [NoSt] page 169. BG est appelé opérateur de Bogovskii.
Précisons que pour un champ de vecteurs g ∈ Lq(G) tel que div(g) ∈ Lp(G), il est possible
de donner un sens à la trace normale de g sur ∂G (cf. [NoSt] pages 163-165) ce qui justifie
la condition g · n|∂G = 0.
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2.3.2 Estimation améliorée pour la densité
Nous allons utiliser le résultat précédent afin de justifier que la suite (ρε)ε est bornée
dans Lβ+1(0, T ;Lβ+1loc (Ω)). Nous savons que l’équation de quantité de mouvement :
∂t(ρεuε) + div(ρεuε ⊗ uε)− µ∆uε − (λ+ µ)∇divuε +∇(a ργε + δ ρβε ) + ε (∇ρε · ∇)uε = ρεf ,
a lieu dans D′(Ω × (0, T )). En reproduisant les mêmes calculs qu’en partie C (paragraphe
1.1), on peut justifier que les fonctions de l’ensemble :
B :=
{
Φ ∈ L 4ββ−5 (Ω× (0, T )) / Φt ∈ L2(0, T ;L
β−1
β−2 (Ω)),
∇Φ ∈ L2(0, T ; [L4(Ω)]2) et Φ|∂(Ω×(0,T )) = 0
}
sont des fonctions test admissibles pour cette équation. On définit alors la fonction :
hε : [0, T ]→W1,β0 (Ω) , t 7→ hε(t) = B[ηρε(t)−mε(t)],
avec
mε(t) :=
1
|Ω|
∫
Ω
ηρε(t) dx,
où B = BΩ désigne l’opérateur de Bogovskii du Théorème II.D.1 et η ∈ D(Ω) telle que
η(x) ≥ 0 pour tout x ∈ Ω.
Comme ρε ∈ L∞(0, T ;Lβ(D)) et ∂tρε ∈ L2(0, T ;L
2β
β+2 (D)), le Théorème II.D.1 nous dit que :
hε ∈ L∞(0, T ;W1,β0 (Ω)) et ∂thε ∈ L2(0, T ;W
1, 2β
β+2
0 (Ω)),
avec :
∂thε = B[η∂tρε − ∂tmε] et ∂tmε = 1|Ω|
∫
Ω
η∂tρε dx.
Par conséquent, la fonction Φ := ψ hε, où ψ ∈ D(0, T ), est une fonction test admissible pour
l’équation de mouvement. Il vient :
−
∫ T
0
∫
Ω
ρε(t)uε(t) · [ψ′(t)hε(t) + ψ(t)∂thε(t)] dxdt
−
∫ T
0
ψ(t)
∫
Ω
ρε(t)uε(t) · [(uε(t) · ∇)hε(t)] dxdt+ µ
∫ T
0
ψ(t)
∫
Ω
∇uε(t) : ∇hε(t) dxdt
+(λ+ µ)
∫ T
0
ψ(t)
∫
Ω
divuε(t)divhε(t) dxdt−
∫ T
0
ψ(t)
∫
Ω
(a ργε (t) + δ ρ
β
ε (t))divhε(t) dxdt
+
∫ T
0
ψ(t)
∫
Ω
[ε(∇ρε(t) · ∇)uε(t)− ρε(t)f(t)] · hε(t) dxdt = 0.
Or :
−
∫ T
0
ψ(t)
∫
Ω
(a ργε (t) + δ ρ
β
ε (t))divhε(t) dxdt
= −
∫ T
0
ψ(t)
(∫
Ω
(a ργε (t) + δ ρ
β
ε (t)) [η ρε(t)−mε(t)] dx
)
dt
= −
∫ T
0
ψ(t)
(∫
Ω
(a ργ+1ε (t) + δ ρ
β+1
ε (t))η dx
)
dt+
∫ T
0
ψ(t)mε(t)
(∫
Ω
(a ργε (t) + δ ρ
β
ε (t)) dx
)
dt,
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et donc :∫ T
0
ψ(t)
(∫
Ω
(a ργ+1ε (t) + δ ρ
β+1
ε (t))η dx
)
dt
= −
∫ T
0
∫
Ω
ρεuε · [ψ′hε + ψ∂thε] dxdt−
∫ T
0
ψ
∫
Ω
ρεuε · [(uε · ∇)hε] dxdt
+µ
∫ T
0
ψ
∫
Ω
∇uε : ∇hε dxdt+ (λ+ µ)
∫ T
0
ψ
∫
Ω
divuεdivhε dxdt
+
∫ T
0
ψmε
(∫
Ω
(a ργε + δ ρ
β
ε ) dx
)
dt+
∫ T
0
ψ
∫
Ω
[(ε∇ρε · ∇)uε − ρε f ] · hε dxdt
(1)
Etape 1.
Commençons par quelques estimations (dans les calculs qui suivent, les constantes sont
indépendantes de ε mais pas de η).
‖hε(t)‖W1,β0 (Ω) ≤ C(β,Ω)‖η ρε(t)−mε(t)‖Lβ(Ω)
≤ C
(
‖η‖L∞(Ω) ‖ρε(t)‖Lβ(Ω) + |mε(t)|
)
,
et :
|mε(t)| ≤ 1|Ω|‖η‖L∞(Ω) ‖ρε(t)‖L1(Ω) ≤ C ‖ρε‖L∞(0,T ;L1(Ω)) ≤ C.
Donc, pour tout t ∈ [0, T ], ‖hε(t)‖W1,β0 (Ω) ≤ C.
Par ailleurs :
∂thε(t) = B[η∂tρε − ∂tmε]
= B
[
η∂tρε − 1|Ω|
∫
Ω
η∂tρε dx
]
= B
[
η (ε∆ρε − div(ρεuε))− 1|Ω|
∫
Ω
η (ε∆ρε − div(ρεuε)) dx
]
= B
[
η div (ε∇ρε − ρεuε)− 1|Ω|
∫
Ω
η div (ε∇ρε − ρεuε) dx
]
.
Or, comme η ∈ D(Ω), il vient en intégrant par parties :∫
Ω
η div (ε∇ρε − ρεuε) dx =
∫
∂Ω
η (ε∇ρε − ρεuε) · n dS−
∫
Ω
∇η · (ε∇ρε − ρεuε) dx
= −
∫
Ω
∇η · (ε∇ρε − ρεuε) dx.
D’autre part,
η div (ε∇ρε − ρεuε) = div[η (ε∇ρε − ρεuε)] +∇η · (ε∇ρε − ρεuε) .
On peut donc écrire que ∂thε(t) = B[f1,ε + f2,ε] avec :
f1,ε := div[η (ε∇ρε − ρεuε)] et f2,ε := ∇η · (ε∇ρε − ρεuε)− 1|Ω|
∫
Ω
∇η · (ε∇ρε − ρεuε) dx.
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Grâce au Théorème II.D.1 (iii), on a :
‖B[f1,ε(t)]‖L2(Ω) ≤ ‖f1,ε(t)‖L2(Ω) ≤ C(ε‖∇ρε(t)‖L2(Ω) + ‖(ρεuε)(t)‖L2(Ω)).
Donc, avec les estimations obtenues (cf. paragraphe 2.1.1),
‖B[f1,ε]‖L2(0,T ;L2(Ω)) ≤ C.
Par le Théorème II.D.1 (ii), on obtient de même :
‖B[f2,ε]‖L2(0,T ;L2(Ω)) ≤ C.
En résumé, les majorations (indépendantes de ε) que nous avons obtenues sont :
‖hε‖L∞(0,T ;W1,β0 (Ω)) ≤ C,‖mε‖L∞(0,T ) ≤ C,
‖∂thε‖L2(0,T ;L2(Ω)) ≤ C.
Etape 2.
Avec ce qui précède, nous pouvons estimer chacune des intégrales apparaissant dans le
membre de droite de (1) :
- Estimation de
∫ T
0 ψt(t)
∫
Ω ρε(t)uε(t) · hε(t) dxdt.∣∣∣∣∣
∫ T
0
ψt(t)
∫
Ω
ρε(t)uε(t) · hε(t) dxdt
∣∣∣∣∣ ≤
∫ T
0
|ψt(t)| ‖ρε(t)uε(t)‖
L
2β
β+1 (Ω)
‖hε(t)‖
L
2β
β−1 (Ω)
dt
≤
∫ T
0
|ψt| ‖ρε(t)uε(t)‖
L
2β
β+1 (Ω)
C‖hε(t)‖W1,β0 (Ω)dt
≤ C
∫ T
0
|ψt(t)| dt.
- Estimation de
∫ T
0 ψ(t)
∫
Ω ρε(t)uε(t) · ∂thε(t) dxdt.∣∣∣∣∣
∫ T
0
ψ(t)
∫
Ω
ρε(t)uε(t) · ∂thε(t) dxdt
∣∣∣∣∣ ≤ ‖ψ‖L∞(0,T )
∫ T
0
‖ρε(t)uε(t)‖L2(Ω)‖∂thε(t)‖L2(Ω)dt
≤ ‖ψ‖L∞(0,T )‖ρεuε‖L2(0,T ;L2(Ω))‖∂thε‖L2(0,T ;L2(Ω))
≤ C‖ψ‖L∞(0,T ).
- Estimation de
∫ T
0 ψ(t)
∫
Ω ρε(t)uε(t) · [(uε(t) · ∇)hε(t)] dxdt.∣∣∣∣∣
∫ T
0
ψ(t)
∫
Ω
ρε(t)uε(t) · [(uε(t) · ∇)hε(t)] dxdt
∣∣∣∣∣
≤ C‖ψ‖L∞(0,T )
∫ T
0
‖ρε(t)|uε(t)|2‖
L
2β
β+2 (Ω)
‖∇hε(t)‖
L
2β
β−2 (Ω)
dt
≤ C‖ψ‖L∞(0,T )
∫ T
0
‖ρε(t)|uε(t)|2‖
L
2β
β+2 (Ω)
C‖hε(t)‖W1,β0 (Ω)dt
≤ C‖ψ‖L∞(0,T )‖ρε|uε|2‖
L1(0,T ;L
2β
β+2 (Ω))
‖hε‖L∞(0,T ;W1,β0 (Ω))
≤ C‖ψ‖L∞(0,T ).
CHAPITRE II - Partie D 137
- Estimation de
∫ T
0 ψ(t)
∫
Ω∇uε(t) : ∇hε(t) dxdt.∣∣∣∣∣
∫ T
0
ψ(t)
∫
Ω
∇uε(t) : ∇hε(t) dxdt
∣∣∣∣∣ ≤ ‖ψ‖L∞(0,T )
∫ T
0
‖∇uε(t)‖[L2(Ω)]2‖∇hε(t)‖[L2(Ω)]2dt
≤ ‖ψ‖L∞(0,T )C‖uε‖L2(0,T ;W1,2(Ω))C‖hε‖L2(0,T ;W1,20 (Ω))
≤ C‖ψ‖L∞(0,T )‖uε‖L2(0,T ;W1,2(Ω))‖h‖L2(0,T ;W1,β0 (Ω))
≤ C‖ψ‖L∞(0,T ).
- Estimation de
∫ T
0 ψ(t)
∫
Ω divuε(t) divhε(t) dxdt.
On obtient de même que ci-dessus :∫ T
0
ψ(t)
∫
Ω
divuε(t) divhε(t) dxdt ≤ C‖ψ‖L∞(0,T ).
-Estimation de
∫ T
0 ψ(t)mε(t)
(∫
Ω(a ρ
γ
ε (t) + δ ρ
β
ε (t)) dx
)
dt.
∣∣∣∣∣
∫ T
0
ψ(t)mε(t)
(∫
Ω
(a ργε (t) + δ ρ
β
ε (t)) dx
)
dt
∣∣∣∣∣
≤ ‖ψ‖L∞(0,T )‖mε‖L∞(0,T )
∫ T
0
(
a‖ρε(t)‖γLγ(Ω) + δ‖ρε(t)‖βLβ(Ω)
)
dt
≤ C‖ψ‖L∞(0,T ).
- Estimation de
∫ T
0
∫
Ω ε(∇ρε(t) · ∇)uε(t) · hε(t) dxdt.
En utilisant le résultat du paragraphe 2.1.2, il vient :∣∣∣∣∣
∫ T
0
∫
Ω
ε(∇ρε(t) · ∇)uε(t) · hε(t) dxdt
∣∣∣∣∣
≤ C‖ψ‖L∞(0,T )
∫ T
0
ε ‖∇ρε(t)‖
L
4β−6
β+1 (Ω)
‖∇uε(t)‖[L2(Ω)]2‖hε(t)‖
L
4β−6
β−4 (Ω)
dt
≤ C‖ψ‖L∞(0,T ) ε ‖∇ρε‖
L
4β−6
β+1 (Ω×(0,T ))
‖∇uε‖[L2(Ω×(0,T ))]2‖hε‖
L
4β−6
β−4 (Ω×(0,T ))
≤ C‖ψ‖L∞(0,T ).
- Estimation de
∫ T
0 ψ(t)
∫
Ω ρε(t) f(t) · h(t) dxdt.∣∣∣∣∣
∫ T
0
ψ(t)
∫
Ω
ρε(t) f(t) · hε(t) dxdt
∣∣∣∣∣ ≤ C‖ψ‖L∞(0,T )‖ρε(t)‖L∞(0,T ;Lβ(Ω))‖hε‖L∞(0,T ;L ββ−1 (Ω))
≤ C‖ψ‖L∞(0,T ).
Finalement, nous avons obtenu la majoration suivante :∫ T
0
ψ(t)
(∫
Ω
(a ργ+1ε (t) + δ ρ
β+1
ε (t))η dx
)
dt ≤ C
(
‖ψ‖L∞(0,T ) + ‖ψt‖L1(0,T )
)
.
Choisissons ψ = ψm ∈ D(0, T ) telle que :
0 ≤ ψm(t) ≤ 1 , ψm(t) = 1 sur [ 1m , T − 1m ] , |ψ′m(t)| ≤ cm sur [0, T ].
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On a alors :
‖ψm‖L∞(0,T ) + ‖ψ′m‖L1(0,T ) ≤ T +
∫ 1/m
0
cmdt+
∫ T
T−1/m
cmdt ≤ T + 2 c.
On peut alors appliquer le lemme de Fatou et obtenir :∫ T
0
∫
Ω
(a ργ+1ε (t) + δ ρ
β+1
ε (t))η dxdt ≤ C,
où la constante C est indépendante de ε mais dépend de η qui appartient à D(Ω).
Conséquence. Pour k ∈ N, notons :
Ωk := {x ∈ Ω : d(x, ∂Ω) > 2−k}.
Les ensembles Ωk constituent une suite croissante d’ouverts telle que ∪k∈NΩk = Ω. Pour
chaque entier k, on peut trouver une fonction ηk ∈ D(Ω) telle que :
ηk ≥ 0 sur Ω, ηk = 1 sur Ωk
On a alors :∫ T
0
∫
Ωk
(a ργ+1ε (t) + δ ρ
β+1
ε (t)) dxdt ≤
∫ T
0
∫
Ω
(a ργ+1ε (t) + δ ρ
β+1
ε (t))ηk dxdt ≤ C(ηk),
de sorte que la suite (ρε)ε est bornée dans Lβ+1(Ωk × (0, T )).
En utilisant le procédé diagonal, on peut alors montrer qu’il existe des fonctions ρβ ∈
L
β+1
β
loc (Ω × (0, T )) et ργ ∈ L
β+1
γ
loc (Ω × (0, T )) et une suite extraite encore notée (ρε)ε telle
que pour tout k ∈ N :  ρβε ⇀ ρβ dans L
β+1
β (Ωk × (0, T )),
ργε ⇀ ρ
γ dans L
β+1
γ (Ωk × (0, T )).
2.4 Convergence de ρεuε vers ρu
La fonction ρε vérifie l’équation de continuité au sens fort et par conséquent pour tout
η ∈ W 1,
2β
β−1
0 (D) :∣∣∣∣∣ ddt
(∫
D
ρεη dx
)∣∣∣∣∣ =
∣∣∣∣∫
D
(ε∆ρε(t)− div(ρεuε)(t)) η dx
∣∣∣∣
=
∣∣∣∣− ∫
D
(ε∇ρε(t)− ρε(t)uε(t)) · ∇η dx
∣∣∣∣
≤ ε‖∇ρε(t)‖L2(D)‖∇η‖L2(D) + ‖(ρεuε)(t)‖
L
2β
β+1 (D)
‖∇η‖
L
2β
β−1 (D)
≤ C Gε(t)‖η‖
W
1,
2β
β−1
0 (D)
,
avec :
Gε(t) := ε‖∇ρε(t)‖L2(D) + ‖(ρεuε)(t)‖
L
2β
β+1 (D)
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On remarque (cf. paragraphes 2.1, 2.2) que (Gε)ε est bornée dans L2(0, T ). Donc :
d
dt
(∫
D
ρεη dx
)
∈ L2(0, T ).
Comme ρε ∈ L∞(0, T ;Lβ(D)), la proposition I.3 permet d’affirmer que modulo le choix d’un
représentant convenable :
ρε ∈ C([0, T ];Lβw(D)).
De plus, pour s, t ∈ [0, T ], on a :∣∣∣∣∫
D
ρε(t)η dx−
∫
D
ρε(s)η dx
∣∣∣∣ ≤ C (∫ t
s
Gε(τ) dτ
)
‖η‖
W
1,
2β
β−1
0 (D)
≤ C
(∫ t
s
dτ
)1/2
‖Gε‖L2(0,T )‖η‖
W
1,
2β
β−1
0 (D)
≤ C|t− s|1/2‖η‖
W
1,
2β
β−1
0 (D)
.
Ainsi que la famille (ρε)ε est uniformément équicontinue de [0, T ] dans W−1,
2β
β+1 (D). Comme
nous savons que la suite (ρε)ε est bornée dans L∞(0, T ;Lβ(D)) et que chaque élément de
cette suite appartient à C([0, T ];Lβw(D)), cela montre (d’après le Théorème I.2 appliqué à
X = Lβ(D) et Y = W−1,
2β
β+1 (D)) qu’à une suite extraite près :
ρε → ρ dans C([0, T ];Lβw(D))
Or Lβ(D) ↪→↪→ W−1,2(D) (injection compacte), donc par le Théorème I.4 :
ρε → ρ dans Lp(0, T ;W−1,2(D)) (1 ≤ p <∞).
Comme uε ⇀ u dans L2(0, T ;W1,20 (D)), on obtient grâce aux résultats de convergence du
paragraphe 2.2 que :
ρεuε ⇀ h = ρu dans L
2(0, T ;Lm(D)) (1 ≤ m < β),
ρεuε
∗
⇀ h = ρu dans L∞(0, T ;L
2β
β+1 (D)),
ρεuε ⇀ h = ρu dans L
s(β)(0, T ;Ls(β)(D)) (s(β) = 4β−6
β+1
).
3 Passage à la limite dans les équations
3.1 Passage à la limite dans l’équation de continuité
On sait que : 
ρεuε ⇀ ρu dans L
2(0, T ;Lm(D)) (1 ≤ m < β),
ρε
∗
⇀ ρ dans L∞(0, T ;Lβ(D)),
ε∇ρε → 0 dans L2(0, T ;L2(D)),
et que, p.p. dans D × (0, T ), ∂tρε + div(ρεuε) = ε∆ρε.
On en déduit facilement que :
∂tρ+ div(ρu) = 0 dans D′(D × (0, T )).
CHAPITRE II - Partie D 140
Comme de plus, ρε → ρ dans C([0, T ];Lβw(D)), pour tout η ∈ D(D), on a :
lim
ε→0
∫
D
ρε(0,x)η(x) dx =
∫
D
ρ(0,x)η(x) dx.
Or, pour tout ε, ρε(0) = ρ0,ε qui converge vers ρ0 dans Lβ(D), donc :∫
D
ρ(0,x)η(x) dx =
∫
D
ρ0(x)η(x) dx,
ce qui donne :
ρ(0) = ρ0.
3.2 Passage à la limite dans l’équation de quantité de mouvement
3.2.1 Un résultat de convergence forte pour (ρεuε)ε
Pour commencer, nous souhaitons prouver un résultat de convergence dans un espace du
type C([0, T ], Xw). On procède en deux étapes.
Etape 1.
Pour Φ ∈ [D(Ω)]2, l’équation de mouvement donne D′(0, T ) :
d
dt
(∫
Ω
ρεuε · Φ dx
)
=
∫
Ω
(ρεuε) · [(uε · ∇)Φ] dx− µ
∫
Ω
∇uε : ∇Φ dx
−(λ+ µ)
∫
Ω
divuε divΦ dx+
∫
Ω
(a ργε + δ ρ
β
ε ) divΦ dx
−ε
∫
Ω
[(∇ρε · ∇)uε)] · Φ dx+
∫
Ω
ρε f(.) · Φ dx.
Etudions chacun des termes constituant cette égalité.
- Estimation de
∫
Ω ρε(t)uε(t) · [(uε(t) · ∇)Φ] dx.∣∣∣∣∫
Ω
ρε(t)uε(t) · [(uε(t) · ∇)Φ] dx
∣∣∣∣ ≤ C‖ρε(t)|uε(t)|2‖
L
2β
β+2 (Ω)
‖∇Φ‖
L
2β
β−2 (Ω)
,
et (‖ρε|uε|2‖
L
2β
β+2 (Ω)
)ε est bornée dans L2(0, T ).
- Estimation de
∫
Ω∇uε(t) : ∇Φ dx.∣∣∣∣∫
Ω
∇uε(t) : ∇Φ dx
∣∣∣∣ ≤ C‖∇uε(t)‖[L2(Ω)]2‖∇Φ‖[L2(Ω)]2 ,
et (‖∇uε‖[L2(Ω)]2)ε est bornée dans L2(0, T ).
- Estimation de
∫
Ω divuε(t)divΦ dx.∣∣∣∣∫
D
divuε(t)divΦ dx
∣∣∣∣ ≤ C‖∇uε(t)‖[L2(Ω)]2‖∇Φ‖[L2(Ω)]2 ,
et (‖∇uε‖[L2(D)]2)ε est bornée dans L2(0, T ).
- Estimation de
∫
Ω(a ρ
γ
ε (t) + δ ρ
β
ε (t))divΦ dx.
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Considérons un entier k tel que supp (Φ) ⊂ Ωk (rappelons que, d’après le paragraphe 2.3,
Ωk = {x ∈ Ω : d(x, ∂Ω) > 2−k}). Comme ρε ∈ Lβ+1(Ωk × (0, T )), on a :∣∣∣∣∫
Ω
(a ργε (t) + δ ρ
β
ε (t))divΦ dx
∣∣∣∣ ≤ C‖ρε‖βLβ+1(Ωk)‖∇Φ‖[Lβ+1(Ω)]2),
et (‖ρε‖βLβ+1(Ωk))ε est bornée dans L
β+1
β (0, T ).
- Estimation de ε
∫
Ω(∇ρε(t) · ∇)uε(t) · Φ dx.
Comme ε∇ρε est bornée dans Ls(β)(D × (0, T )) avec s(β) = 4β−6β−4 > 2, on a :∣∣∣∣ε ∫
Ω
(∇ρε(t) · ∇)uε(t) · Φ dx
∣∣∣∣ ≤ C‖ε∇ρε(t)‖Ls(β)(Ω)‖∇uε(t)‖[L2(Ω)]2‖Φ‖
L
4β−6
β+1 (Ω)
,
et (‖ε∇ρε‖Ls(β)(Ω)‖∇uε‖[L2(Ω)]2)ε est bornée dans L
4β−6
3β−7 (0, T ).
- Estimation de
∫
Ω ρε(t)f(t) · Φ dx.
Nous avons ∣∣∣∣∫
Ω
ρε(t)f(t) · Φ dx
∣∣∣∣ ≤ C‖ρε(t)‖L2(Ω)‖Φ‖L2(Ω) ≤ C‖Φ‖L2(Ω).
Finalement, on aboutit à :∣∣∣∣∣ ddt
(∫
Ω
ρεuε · Φ dx
)∣∣∣∣∣ ≤ Gkε(t)‖Φ‖W1,β+10 (Ωk),
avec :
Gkε(t) = C
(
‖ρε(t)|uε(t)|2‖
L
2β
β+2 (Ω)
+ ‖∇uε(t)‖[L2(Ω)]2 + ‖ρε(t)‖βLβ+1(Ωk)
+‖ε∇ρε(t)‖Ls(β)(Ω)‖∇uε(t)‖[L2(Ω)]2 + 1
)
.
La suite (Gkε)ε est bornée dans L
β+1
β (0, T ).
On constate que d
dt
(
∫
Ω ρεuε · Φ dx) ∈ L1(0, T ) et comme on sait que ρεuε ∈ L∞(0, T ;L
2β
β+1 (D)),
en accord avec la Proposition I.3 et le Lemme I.5, on peut dire que :
ρεuε ∈ C([0, T ];L
2β
β+1
w (Ω)).
D’autre part, pour s, t ∈ [0, T ], nous avons :∣∣∣∣∫
Ω
ρε(t)uε(t) · Φ dx−
∫
Ω
ρε(s)uε(s) · Φ dx
∣∣∣∣ ≤ (∫ t
s
Gkε(τ) dτ
)
‖Φ‖W1,β+10 (Ωk)
≤ |t− s| 1β+1‖Gkε‖
L
β+1
β (0,T )
‖Φ‖W1,β+10 (Ωk)
≤ Ck|t− s|
1
β+1‖Φ‖W1,β+10 (Ωk),
où la constante Ck dépend de Ωk qui contient le support de Φ.
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Etape 2.
Maintenant, fixons Φ ∈W1,β+10 (Ω) et α > 0. On peut alors écrire pour Φ ∈ [D(Ω)]2 :∣∣∣∣∫
Ω
(ρεuε)(t) · Φ dx−
∫
Ω
(ρεuε)(s) · Φ dx
∣∣∣∣
≤
∣∣∣∣∫
Ω
(ρεuε)(t) · Φ dx−
∫
Ω
(ρεuε)(s) · Φ dx
∣∣∣∣+ ∣∣∣∣∫
Ω
[(ρεuε)(t)− (ρεuε)(s)] · [Φ− Φ] dx
∣∣∣∣
≤
∣∣∣∣∫
Ω
(ρεuε)(t) · Φ dx−
∫
Ω
(ρεuε)(s) · Φ dx
∣∣∣∣+ 2‖ρεuε‖
L∞(0,T ;L
2β
β+1 (Ω))
‖Φ− Φ‖
L
2β
β−1 (Ω)
≤
∣∣∣∣∫
Ω
(ρεuε)(t) · Φ dx−
∫
Ω
(ρεuε)(s) · Φ dx
∣∣∣∣+ C‖Φ− Φ‖
L
2β
β−1 (Ω)
≤
∣∣∣∣∫
Ω
(ρεuε)(t) · Φ dx−
∫
Ω
(ρεuε)(s) · Φ dx
∣∣∣∣+ C ′‖Φ− Φ‖W1,β+10 (Ω).
On choisit Φ ∈ [D(Ω)]2 de sorte : ‖Φ − Φ‖W1,β+10 (Ω) ≤
α
2C′ , puis on choisit k de sorte que
supp (Φ) ⊂ Ωk et on obtient :∣∣∣∣∫
Ω
(ρεuε)(t) · Φ dx−
∫
Ω
(ρεuε)(s) · Φ dx
∣∣∣∣ ≤ Ck|t− s| 1β+1‖Φ‖W1,β+10 (Ωk) + α2 .
Il existe donc θ > 0 tel que pour tout ε > 0 et pour tous s, t ∈ [0, T ] tels que |s− t| ≤ θ, on
ait : ∣∣∣∣∫
Ω
(ρεuε)(t) · Φ dx−
∫
Ω
(ρεuε)(s) · Φ dx
∣∣∣∣ ≤ α.
Ainsi, pour chaque Φ ∈ W1,β+10 (Ω), la famille de fonctions (t 7→
∫
Ω(ρεuε(t) · Φ dx)ε est
uniformément équicontinue sur [0, T ]. Comme (ρεuε) est bornée dans L∞(0, T ;L
2β
β+1 (D)) et
que chaque élément de la famille appartient à C([0, T ];L
2β
β+1
w (Ω)), par application du théorème
I.3 pour X = L
2β
β+1 (Ω) et Y = (W 1,β+10 (Ω))′ = W
−1,β+1
β (Ω), cela montre que :
ρεuε → ρu dans C([0, T ];L
2β
β+1
w (Ω)).
Conséquence. Comme L
2β
β+1 (Ω) ↪→↪→ W−1,2(Ω) (injection compacte), on en déduit de ce
qui précède (Théorème I.4) :
ρεuε → ρu dans Lp(0, T ;W−1,2(Ω)) (1 ≤ p <∞).
Comme uε converge faiblement vers u dans L2(0, T ;W1,20 (Ω)), pour tout i = 1, 2, on peut
dire que :
ρεu
i
εuε ⇀ ρu
iu dans L2(0, T ;L
2β
β+1 (Ω)).
Finalement, pour tous i, j = 1, 2 :
ρεu
i
εu
j
ε ⇀ ρu
iuj dans L2(0, T ;Lr(Ω)) (1 ≤ r < 2β
β+1
),
dans Lt(β)(0, T ;Lt(β)(Ω)) (t(β) = 4β−6
3β−2).
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3.2.2 Equation de quantité de mouvement
Les résultats de convergence obtenus permettent de passer à la limite dans l’équation de
quantité de mouvement :
∂t(ρεuε) + div(ρεuε ⊗ uε)− µ∆uε − (λ+ µ)∇divuε +∇(a ργε + δ ρβε ) + ε (∇ρε · ∇)uε = ρε f ,
et d’obtenir dans D′(Ω× (0, T )) :
∂t(ρu) + div(ρu⊗ u)− µ∆u− (λ+ µ)∇divu+∇(a ργ + δ ρβ) = ρ f .
Enfin, comme (ρεuε)(0) = ρ0,εu0,ε p.p. sur Ω, que ρ0,εu0,ε converge vers ρ0u0 dans L
2β
β+1 (Ω)
et que ρεuε converge vers ρu dans C([0, T ];L
2β
β+1
w (Ω)), il vient :
(ρu)(0) = ρ0u0 p.p. sur Ω.
4 Convergence forte de la densité
On utilise ici le flux visqueux effectif aργ+1ε +δ ρβ+1ε −(λ+2µ) ρεdivuε dont les "propriétés
de compacité" ont été citées au chapitre I.
4.1 Etape 1 : le flux effectif visqueux
Nous appliquons le théorème du flux effectif visqueux (Théorème I.11) avec les corres-
pondances suivantes :
- ”qn” = ρεuε converge vers ”q” = ρu dans C([0, T ];L
2β
β+1
w (Ω)) (”z” = 2ββ+1),
- ”un” = uε converge faiblement vers ”u” = u dans L2(0, T ;W1,2(Ω)),
- ”pn” = aργε + δρβε converge faiblement vers ”p” = aργ + δρβ dans L
β+1
β (Ωk × (0, T )) pour
tout k (”r” = β+1
β
),
- ”Fn” = ρεf − ε(∇ρε · ∇)uε converge faiblement vers ”F” = ρ f dans Ls(Ωk × (0, T )) pour
tout k (en prenant, par exemple ”s” = 4β−5
3β−2 , cf. paragraphe 2.2),
- ”gn” = ρε converge faiblement vers ”g” = ρ dans Lβ+1(Ωk×(0, T )) pour tout k (”w” = β+1)
et dans C([0, T ], Lβw(D)) (”d” = β > 2 et donc d∗ =∞),
- ”fn” = ε∆ρε ∈ L2(0, T ;H−1(Ω)) avec :
< ε∆ρε(t), η >H−1(Ω),H10 (Ω) = −
∫
Ω
ε∇ρε(t) · ∇η dx,
et donc : ‖ε∆ρε(t)‖H−1(Ω) ≤ ‖ε∇ρε(t)‖L2(Ω) ∈ L2(0, T ), ce qui montre bien que ε∆ρε ∈
L2(0, T ;H−1(Ω)).
De plus, pour η ∈ D(Ω) et ϕ ∈ D(Ω), on a :
| < Aj[η ε∆ρε(t)], ϕ >H−1(Ω),H10 (Ω) | = |− < ε∆ρε(t),Aj[η ϕ] >H−1(Ω),H10 (Ω) |
=
∣∣∣∣∫
Ω
ε∇ρε(t) · ∇Aj[η ϕ] dx
∣∣∣∣
≤ ε‖∇ρε(t)‖
L
2β
β−1 (Ω)
‖∇Aj[η ϕ]‖
L
2β
β+1 (Ω)
≤ ε‖∇ρε(t)‖
L
2β
β−1 (Ω)
‖Aj[η ϕ]‖
W
1,
2β
β+1
0 (Ω)
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≤ ε‖∇ρε(t)‖
L
2β
β−1 (Ω)
‖η ϕ‖
L
2β
β+1 (Ω)
≤ Cη ε‖∇ρε(t)‖
L
2β
β−1 (Ω)
‖ϕ‖
L
2β
β+1 (Ω)
.
Ainsi, Aj[η ε∆ρε](t) ∈ Lz′(Ω) avec z′ := 2ββ−1 et
‖Aj[η ε∆ρε](t)‖Lz′ (Ω) ≤ Cη ε‖∇ρε(t)‖
L
2β
β−1 (Ω)
.
Or, s(β) = 4β−6
β+1
> 2β
β−1 = z
′, donc (voir les résultats de convergence du paragraphe 2.2)
‖ε∇ρε‖
L2(0,T ;L
2β
β−1 (Ω))
→ 0, ce qui montre que :
‖Aj[η ε∆ρε]‖L2(0,T ;Lz′ (Ω)) ε→0−→ 0.
- Enfin, les conditions portant sur les exposants sont satisfaites.
Les hypothèses du théorème du flux effectif visqueux étant réunies, on peut l’appliquer sur
l’ouvert Ωk.
Comme ”d” = β > 2, d’après le point (ii) du théorème,
ρε divuε ⇀ ρ divu dans L
2(0, T ;L
2β
β+2 (Ω)),
et
aργ+1ε + δρ
β+1
ε → [aργ+1 + δρβ+1]k dans D′(Ωk × (0, T )),
avec : [aργ+1 + δρβ+1]k−(2λ+µ) ρ divu = ρ(a ργ+δ ρβ−(2λ+µ)ρ divu p.p. dans Ωk×(0, T ).
Vu la régularité des différents termes intervenant dans cette égalité, on en déduit que :
[aργ+1 + δρβ+1]k ∈ L1(0, T ;L1(Ωk))
D’autre part, nous savons que la suite (ργ+1ε )ε est bornée dans L
β+1
γ+1 (Ωk × (0, T )), donc :
ργ+1ε ⇀ [ρ
γ+1]k dans L
β+1
γ+1 (Ωk × (0, T )).
La suite (ρβ+1ε )ε est bornée dans L1(Ωk × (0, T )) donc dans C(Ωk × [0, T ])′. Comme C(Ωk ×
[0, T ]) est séparable,
ρβ+1ε ⇀ [ρ
β+1]k dans C(Ωk × [0, T ])′.
On peut donc affirmer que :
aργ+1ε + δρ
β+1
ε ⇀ a [ρ
γ+1]k + δ [ρβ+1]k dans C(Ωk × [0, T ])′,
ce qui implique que : a [ργ+1]k+δ [ρβ+1]k = [aργ+1 + δρβ+1]k. Mais, étant donné que [aργ+1 + δρβ+1]k ∈
L1(0, T ;L1(Ω)), cela entraîne :
[ρβ+1]k ∈ L1(Ωk × (0, T )).
Les résultats précédents sont valables pour tout k ∈ N et on a bien sûr :
[ρβ+1]k+1|Ωk×(0,T ) = [ρβ+1]k et [ργ+1]k+1|Ωk×(0,T ) = [ργ+1]k .
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On peut donc définir des fonctions :
ργ+1 ∈ Lβ+1γ+1 (0, T ;L
β+1
γ+1
loc (Ω)) et ρβ+1 ∈ L1(0, T ;L1loc(Ω))
telles que pour tout k ∈ N :{
ργ+1ε ⇀ ρ
γ+1 dans L
β+1
γ+1 (Ωk × (0, T )),
ρβ+1ε ⇀ ρ
β+1 dans C(Ωk × [0, T ])′.
Ces résultats de convergence ont lieu modulo le choix de suites extraites convenables. Il faut
donc appliquer le procédé diagonal pour obtenir une suite extraite de (ρε)ε satisfaisant les
conditions ci-dessus.
On en déduit :
aργ+1 + δρβ+1 − (λ+ 2µ) ρ divu = ρ(a ργ + δ ρβ)− (λ+ 2µ)ρ divu p.p. dans Ω× (0, T ).
4.2 Etape 2 : utilisation de l’équation de continuité renormalisée
4.2.1 Obtention d’une équation satisfaite par ρ ln(ρ)
Vu que ρ ∈ L∞(0, T ;Lβ(D)) (avec β > 2), u ∈ L2(0, T ;W1,20 (D)) et que ∂tρ+div(ρu) = 0
dans D′(D × (0, T )), on peut utiliser la proposition I.8 pour obtenir ∂tρ+ div(ρu) = 0 dans
D′(R2 × (0, T )) en ayant prolongé ρ et u par 0 en dehors de D.
On dispose alors aussi des équations renormalisées de la Proposition I.9 et, d’autre part, la
Proposition I.10 nous assure que ρ ∈ C([0, T ];Lp(D)) pour tout p ∈ [1, β).
On exploite l’équation de continuité renormalisée de la Proposition I.9 (ii) pour une fonction
b ∈ C(R+) ∩ C1(R∗+) telle que :
|b′(s)| ≤ csλ0 pour s ∈]0, 1],
|b′(s)| ≤ csλ1 pour s ∈ [1,+∞[,
b(0) = 0,
(c > 0, λ0 ∈ ]− 1,+∞[, λ1 ∈ ]− 1, β2 − 1]),
et pour une fonction test de la forme :
ϕ(t,x) = ψ(t)φ(x),
où ψ ∈ D(0, T ) et φ ∈ D(R2) avec φ(x) = 1 sur D.
Compte-tenu de l’hypothèse b(0) = 0, les intégrales sur R2 × (0, T ) se réduisent à des
intégrales sur D × (0, T ) et on obtient donc :
−
∫ T
0
ψt(t)
∫
D
b(ρ)φ dx−
∫ T
0
ψ(t)
∫
D
b(ρ)u ·∇φ dx+
∫ T
0
ψ(t)
∫
D
(ρb′(ρ)− b(ρ)) divuφ dx = 0.
Puis comme ∇φ = 0 sur D, il vient :
−
∫ T
0
ψt(t)
∫
D
b(ρ) dx+
∫ T
0
ψ(t)
∫
D
(ρb′(ρ)− b(ρ)) divu dx = 0,
soit :
d
dt
(∫
D
b(ρ) dx
)
+
∫
D
(ρb′(ρ)− b(ρ))divu dx = 0 dans D′(0, T ).
CHAPITRE II - Partie D 146
On utilise la fonction b définie par : b(s) = s ln(s) qui satisfait bien les conditions voulues et
on obtient alors :
d
dt
(∫
D
ρ ln(ρ) dx
)
+
∫
D
ρ divu dx = 0 dans D′(0, T ).
Comme ρ ∈ L∞(0, T ;Lβ(D)) et divu ∈ L2(0, T ;L2(D)), la fonction t 7→ ∫D ρ(t)divu dx
appartient en fait à L2(0, T ). Donc d
dt
(
∫
D ρ ln(ρ) dx) ∈ L2(0, T ).
Par ailleurs, comme ρ ∈ C([0, T ];Lp(D)) (p ∈ [1, β)), on peut montrer que la fonction
t 7→ ∫D ρ(t) ln(ρ(t)) dx est continue sur [0, T ]. On peut donc intégrer sur [0, t] et obtenir (en
tenant compte que ρ(0) = ρ0) :∫
D
ρ(t) ln(ρ(t)) dx−
∫
D
ρ0 ln(ρ0) dx+
∫ t
0
∫
D
ρ divu dxds = 0. (2)
4.2.2 Obtention d’une inéquation satisfaite par ρε ln(ρε)
On exploite ici le résultat suivant :
Proposition II.D.2 ([NoSt] page 351)
Soient β ≥ 2, V un ouvert de R2 et ρ ∈ L∞(0, T ;Lβloc(V )) , u ∈ L2(0, T ;W1,2loc(V )) satisfai-
sant :
ρ ≥ 0 p.p. sur V × (0, T ), ∆ρ ∈ Lploc(V × (0, T )) (p ∈ [1,∞ [),
∂tρ+ div(ρu) = ε∆ρ dans D′(V × (0, T )).
Soit b ∈ C1(R+) ∩ C2(R∗+) une fonction convexe telle que :
|b′(t)| ≤ ctλ1 pour t ∈ [1,+∞[, (c > 0, −1 < λ1 ≤ β2 − 1).
Alors on a :
∂tb(ρ) + div(b(ρ)u) + (ρb
′(ρ)− b(ρ))divu− ε∆(b(ρ)) ≤ 0 dans D′(V × (0, T )).
Nous utilisons cette proposition avec la fonction b(h) définie par :
b(h)(s) = s ln(s+ h) pour s ∈ R+,
où h est un réel > 0 fixé. On obtient alors dans D′(D × (0, T )) :
∂t [ρε ln(ρε + h)] + div [ρε ln(ρε + h)u] +
ρ2ε
ρε + h
divuε − ε∆ [ρε ln(ρε + h)] ≤ 0.
Compte tenu de la régularité de ρε et uε, à savoir : ρε ∈ L2(0, T ;W 2,q(β)(D)), ∂tρε ∈
L2(0, T ;Lq(β)(D)) (q(β) = 2β
β+2
) et uε ∈ L2(0, T ;W1,2(D)), on peut justifier que cette in-
égalité vaut en fait presque partout sur D × (0, T ). On en déduit par intégration sur D
(rappelons que uε et ∂nρε sont nuls sur ∂D) :
d
dt
(∫
D
ρε ln(ρε + h) dx
)
+
∫
D
ρ2ε
ρε + h
divuε dx ≤ 0 p.p. sur (0, T ),
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puis en intégrant en temps (ρε ∈ C([0, T ];Lβ(D)) et ρε(0) = ρ0,ε) :∫
D
ρε(T ) ln(ρε(T ) + h) dx−
∫
D
ρ0,ε ln(ρ0,ε + h) dx+
∫ T
0
∫
D
ρ2ε
ρε + h
divuε dx ≤ 0.
Pour h ∈]0, 1], l’étude de la fonction s 7→ s ln(s+h) montre qu’il existe C > 0 (indépendante
de h) de sorte que pour tout s ≥ 0, |s ln(s + h)| ≤ C + Cs2. Par convergence dominée on
obtient alors facilement :∫
D
ρε(T ) ln(ρε(T ) + h) dx
h→0−→
∫
D
ρε(T ) ln(ρε(T )) dx,
et : ∫
D
ρ0,ε ln(ρ0,ε + h) dx
h→0−→
∫
D
ρ0,ε ln(ρ0,ε) dx.
Par ailleurs, on sait que : ρε divuε ∈ L2(0, T ;L
2β
β+2 (D) et on remarque que :
- Pour tout (x, t) ∈ D × (0, T ), ρε(x,t)
ρε(x,t)+h
h→0−→ 1
- Pour tout h > 0, 0 ≤ ρε(x,t)
ρε(x,t)+h
≤ 1.
Une nouvelle application du théorème de convergence dominée donne :∫ T
0
∫
D
ρ2ε
ρε + h
divuε dx
h→0−→
∫ T
0
∫
D
ρε divuε dx,
ce qui conduit finalement à :∫
D
ρε(T ) ln ρε(T ) dx−
∫
D
ρ0,ε ln(ρ0,ε) dx+
∫ T
0
∫
D
ρε divuε dx ≤ 0. (3)
4.2.3 Passage à la limite dans l’inéquation satisfaite par ρε ln(ρε)
- Nous savons que ρε divuε converge faiblement vers ρ divu dans L2(0, T ;L
2β
β+2 (Ω)), ce qui
entraine que ∫ T
0
∫
Ω
ρε divuε dx
ε→0−→
∫ T
0
∫
Ω
ρ divu dx.
- Sur E×(0, T ), nous avons : uε = u∞ et on sait que ρε converge vers ρ dans L∞(0, T ;Lβ(D))
faible ∗, donc : ∫ T
0
∫
E
ρε divuε dx
ε→0−→
∫ T
0
∫
E
ρ divu∞ dx.
- Une étude de la fonction s 7→ s ln(s) montre que pour tout s ≥ 0, |s ln(s)| ≤ C(1 + s2).
Donc :
‖ρε(T ) ln ρε(T )‖
L
β
2 (D)
≤ ‖C(1 + ρε(T )2)‖
L
β
2 (D)
≤ C
(
1 + ‖ρε(T )‖Lβ(D)
)
≤ C
(
1 + ‖ρε‖L∞(0,T ;Lβ(D))
)
≤ C.
Quitte à extraire une suite, on peut donc affirmer qu’il existe une fonction ρ(T ) ln ρ(T ) telle
que :
ρε(T ) ln(ρε(T ))⇀ ρ(T ) ln ρ(T ) dans L
β
2 (D).
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Par ailleurs, comme ρ0,ε converge vers ρ0 dans Lβ(D), on a aussi :
ρ0,ε ln(ρ0,ε)→ ρ0 ln ρ0 dans L
β
2 (D).
Le passage à la limite ε→ 0 dans l’inégalité (3) conduit donc à :∫
D
ρ(T ) ln ρ(T ) dx−
∫
D
ρ0 ln(ρ0) dx+
∫ T
0
∫
Ω
ρ divu dx+
∫ T
0
∫
E
ρ divu∞ dx ≤ 0. (4)
4.3 Les résultats de convergence forte
Etape 1.
En combinant les résultats (2) (pour t = T ) et (4) (paragraphes 4.2.1 et 4.2.3), on obtient∫
D
ρ(T ) ln ρ(T ) dx−
∫
D
ρ(T ) ln ρ(T ) dx ≤
∫ T
0
∫
D
ρ divu dx−
∫ T
0
∫
Ω
ρ divu dx−
∫ T
0
∫
E
ρ divu∞ dx.
Vu que u = u∞ sur E × (0, T ), il reste :∫
D
ρ(T ) ln ρ(T ) dx−
∫
D
ρ(T ) ln ρ(T ) dx ≤
∫ T
0
∫
Ω
[ρ divu− ρ divu] dx.
Or, nous savons que aργ+1+δρβ+1−(λ+2µ) ρ divu = ρ(a ργ+δ ρβ)−(λ+2µ) ρ divu presque
partout sur Ω× (0, T ), ce qui conduit à :∫
D
ρ(T ) ln ρ(T ) dx−
∫
D
ρ(T ) ln ρ(T ) dx+ ≤ 1
λ+ 2µ
∫ T
0
∫
Ω
[
a(ρργ − ργ+1) + δ(ρρβ − ρβ+1)
]
dx.
Etant donné que :
- la fonction s 7→ s ln(s) est continue et convexe sur R+,
- la suite (ρε(T ))ε converge faiblement vers ρ(T ) dans Lβ(Ω) puisque ρε → ρ dans C([0, T ];Lβw(D)),
- ρε(T ) ln(ρε(T )) converge faiblement vers ρ(T ) ln ρ(T ) dans L
β
2 (D),
le Théorème I.12 permet d’affirmer que :
ρ(T ) ln ρ(T ) ≤ ρ(T ) ln ρ(T ) p.p. sur D,
et par conséquent que :∫ T
0
∫
Ω
[
a(ρργ − ργ+1) + δ(ρρβ − ρβ+1)
]
dx ≥ 0. (5)
De plus, nous savons que pour tout k,
ρε ⇀ ρ dans L
β+1(Ωk × (0, T )),
ρβε ⇀ ρ
β dans L
β+1
β (Ωk × (0, T )),
ρβ+1ε ⇀ ρ
β+1 dans C(Ωk × [0, T ])′,
avec ρβ+1 ∈ L1(Ωk × (0, T )). D’où par le Théorème I.15 (i), il vient ρρβ ≤ ρβ+1 p.p. dans
Ωk × (0, T ). Ceci étant vrai pour tout k, on a donc démontré que :
ρρβ ≤ ρβ+1 p.p. dans Ω× (0, T ).
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Pour des raisons similaires, on a aussi :
ρργ ≤ ργ+1 p.p. dans Ω× (0, T ).
En exploitant l’inégalité intégrale (5), il vient donc :
ρρβ = ρβ+1 et ρργ = ργ+1 p.p. dans Ω× (0, T ).
Mais alors le Théorème I.15 (ii) conduit à :
ρβ = ρβ et ργ = ργ.
Etape 2.
D’après ce qui précéde, nous avons∫
D
ρ(T ) ln ρ(T ) dx−
∫
D
ρ(T ) ln ρ(T ) dx ≤ 0,
et
ρ(T ) ln ρ(T ) ≤ ρ(T ) ln ρ(T ) p.p. sur D,
ce qui conduit à :
ρ(T ) ln ρ(T ) = ρ(T ) ln ρ(T ) p.p. sur D.
Mais alors nous sommes dans les conditions pour utiliser le Théorème I.13 avec la fonction
f : s 7→ s ln(s) qui est bien strictement convexe sur R+. On en déduit que la suite ρε(T )
converge fortement vers ρ(T ) dans L1(D).
Remarque. Pour obtenir ce résultat, il a fallu une extraction de suite effectuée au para-
graphe 4.2.3 pour obtenir la convergence faible de la suite (ρε(T ) ln ρε(T ))ε. On peut repro-
duire les raisonnements précédents et prouver la convergence forte de ρε(t) vers ρ(t) dans
L1(D) mais ce résultat serait alors obtenu modulo le choix d’une nouvelle suite extraite (dé-
pendant de t). Nous souhaitons donc prouver la convergence forte ρε(t) vers ρ(t) dans L1(D)
pour tout t ∈ [0, T ] sans nouvelle extraction. C’est l’objet de l’étape suivante.
Etape 3.
Montrons maintenant que pour tout t ∈ [0, T ), ρε(t) converge fortement vers ρ(t) dans L1(D).
Raisonnons par l’absurde. Fixons t ∈ [0, T ) et supposons l’existence de α > 0 et d’une suite
extraite (ρεn)n telle que pour tout n,
‖ρεn(t)− ρε(t)‖L1(D) ≥ α (6)
En reprenant mot-à-mot les calculs du paragraphe 4.2.2 et en intégrant sur [0, t] (au lieu de
[0, T ]), on obtient pour tout n :∫
D
ρεn(t) ln ρεn(t) dx−
∫
D
ρ0,εn ln(ρ0,εn) dx+
∫ t
0
∫
D
ρεn divuεn dx ≤ 0,
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puis, quitte à extraire une suite de (εn)n, on peut trouver une fonction ρ(t) ln ρ(t) telle que :
ρεn(t) ln ρεn(t)⇀ ρ(t) ln ρ(t) dans L
β/2(D).
On obtient alors une relation similaire à celle du paragraphe 4.2.3 à savoir :∫
D
ρ(t) ln ρ(t) dx−
∫
D
ρ0 ln(ρ0) dx+
∫ t
0
∫
Ω
ρ divu dx+
∫ t
0
∫
E
ρ divu∞ dx ≤ 0.
Combiné aux résultats des paragraphes 4.1 et 4.2.1, il vient :∫
D
ρ(t) ln ρ(t) dx−
∫
D
ρ(t) ln ρ(t) dx ≤ 1
λ+ 2µ
∫ t
0
∫
Ω
[
a(ρργ − ργ+1) + δ(ρρβ − ρβ+1)
]
dx.
Mais on sait déjà que a(ρργ − ργ+1) + δ(ρρβ − ρβ+1) = 0 p.p. sur Ω× (0, T ), donc :∫
D
ρ(t) ln ρ(t) dx−
∫
D
ρ(t) ln ρ(t) dx ≤ 0. (7)
Or, comme précédemment, du fait de la convexité de la fonction s 7→ s ln(s), nous avons :
ρ(t) ln ρ(t) ≤ ρ(t) ln ρ(t) p.p. sur D.
En utilisant (7), il vient donc que ρ(t) ln ρ(t) = ρ(t) ln ρ(t) p.p. sur D. La stricte convexité
de s 7→ s ln(s) donne alors (Théorème I.13) : ρεn(t)→ ρ(t) dans L1(D) ce qui contredit (6)
et termine la preuve.
Finalement, pour tout t ∈ [0, T ],
ρε(t)→ ρ(t) dans L1(D).
Etape 4.
Pour tout t ∈ [0, T ],
‖ρε(t)− ρ(t)‖L1(D) ≤ ‖ρε(t)‖L1(D) + ‖ρ(t)‖L1(D)
≤ C‖ρε(t)‖Lβ(D) + ‖ρ(t)‖L1(D)
≤ C‖ρε‖L∞(0,T ;Lβ(D)) + ‖ρ(t)‖L1(D)
≤ C + ‖ρ(t)‖L1(D) ∈ L1(0, T ).
Ainsi, par convergence dominée, on a :
∫ T
0 ‖ρε(t)− ρ(t)‖L1(D)dt ε→0−→ 0, soit :
ρε → ρ dans L1(D × (0, T )).
Conclusion. Par interpolation, on peut alors établir que{
ρε → ρ dans Lp(D × (0, T )) (1 ≤ p < β),
ρε → ρ dans Lp(0, T ;Lploc(Ω)) (1 ≤ p < β + 1).
Quitte à considérer une nouvelle suite extraite, on supposera désormais que ρε converge
simplement presque partout vers ρ sur D.
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5 Passage à la limite dans l’inégalité d’énergie
5.1 Premiers résultats
Nous savons que pour presque tout t ∈ (0, T ) :
1
2
∫
D
ρε(uε − u∞)2(t) dx+
∫
D
(
a
γ − 1ρ
γ
ε +
δ
β − 1ρ
β
ε
)
(t) dx+ ε
∫ t
0
∫
D
δβρβ−2ε |∇ρε|2 dxds
+µ
∫ t
0
∫
D
[∇(uε − u∞)]2 dxds+ (λ+ µ)
∫ t
0
∫
D
[div(uε − u∞)]2 dxds ≤
1
2
∫
D
ρ0,ε(u0,ε − u∞(0))2 dx+
∫
D
(
a
γ − 1ρ
γ
0,ε +
δ
β − 1ρ
β
0,ε
)
dx+
∫ t
0
∫
D
ρε f · (uε − u∞) dxds
−
∫ t
0
∫
D
ρε∂tu∞ · (uε − u∞) dxds− µ
∫ t
0
∫
D
∇u∞ : ∇(uε − u∞) dxds
−(λ+ µ)
∫ t
0
∫
D
divu∞ div(uε − u∞) dxds+ ε
∫ t
0
∫
D
[(∇ρε · ∇)(uε − u∞)] · u∞ dxds
−
∫ t
0
∫
D
ρεuε · [((uε − u∞) · ∇)u∞] dxds−
∫ t
0
∫
D
(
aργε + δρ
β
ε
)
divu∞ dxds.
Comme dans les parties précédentes, on considère ψ ∈ D(0, T ) telle que, pour tout t ∈ [0, T ],
ψ(t) ≥ 0. On multiplie par ψ l’inégalité ci-dessus et on intègre. Notre inégalité s’écrit alors :
6∑
k=1
Ikε ≤
7∑
k=1
Jkε
où on a posé : 
I1ε :=
1
2
∫ T
0 ψ(t)
∫
D ρε(t)(uε − u∞)2(t) dxdt,
I2ε :=
∫ T
0 ψ(t)
∫
D
(
a
γ−1ρ
γ
ε +
δ
β−1ρ
β
ε
)
(t) dxdt,
I3ε :=
∫ T
0 ψ(t)
∫ t
0
∫
D
(
aργε + δρ
β
ε
)
divu∞ dxdsdt,
I4ε := ε
∫ T
0 ψ(t)
∫ t
0
∫
D δβρ
β−2
ε |∇ρε|2 dxdsdt,
I5ε := µ
∫ T
0 ψ(t)
∫ t
0
∫
D[∇(uε − u∞)]2 dxdsdt,
I6ε := (λ+ µ)
∫ T
0 ψ(t)
∫ t
0
∫
D[div(uε − u∞)]2 dxdsdt,
et : 
J1ε :=
[
1
2
∫
D ρ0,ε(u0,ε − u∞(0))2 dx+
∫
D
(
a
γ−1ρ
γ
0,ε +
δ
β−1ρ
β
0,ε
)
dx
] ∫ T
0 ψ(t)dt,
J2ε :=
∫ T
0 ψ(t)
∫ t
0
∫
D ρε f · (uε − u∞) dxdsdt,
J3ε := −
∫ T
0 ψ(t)
∫ t
0
∫
D ρε∂tu∞ · (uε − u∞) dxdsdt,
J4ε := −µ
∫ T
0 ψ(t)
∫ t
0
∫
D∇u∞ : ∇(uε − u∞) dxdsdt,
J5ε := −(λ+ µ)
∫ T
0 ψ(t)
∫ t
0
∫
D divu∞ div(uε − u∞) dxdsdt,
J6ε := ε
∫ T
0 ψ(t)
∫ t
0
∫
D[(∇ρε · ∇)(uε − u∞)] · u∞ dxdsdt,
J7ε := −
∫ T
0 ψ(t)
∫ t
0
∫
D ρεuε · [((uε − u∞) · ∇)u∞] dxdsdt.
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Nous avons donc :
lim inf
ε→0
(
6∑
k=1
Ikε
)
≤ lim inf
ε→0
(
7∑
k=1
Jkε
)
.
Rappelons quelques-uns des résultats de convergence obtenus :
ρε → ρ dans Lp(D × (0, T )) (1 ≤ p < β), (8)
uε ⇀ u dans L
2(0, T ;W1,20 (D)), (9)
ρεuε ⇀ ρu dans L
2(0, T ;Lm(D)) (1 ≤ m < β), (10)
ρεu
i
εu
j
ε ⇀ ρu
iuj dans L2(0, T ;Lr(D)) (1 ≤ r < 2β
β+1
), (11)
ε(∇ρε · ∇)uε → 0 dans Lq(0, T ;Lq(D)) (1 ≤ q < 4β−63β−2). (12)
Etape 1
Commençons par étudier les termes du membre de droite de l’inégalité ci-dessus.
Premièrement, d’après le choix des conditions initiales (cf. paragraphe 1), nous avons :
lim
ε→0 J
1
ε =
[
1
2
∫
D
ρ0(u0 − u∞(0))2 dx+
∫
D
(
a
γ − 1ρ
γ
0 +
δ
β − 1ρ
β
0
)
dx
] ∫ T
0
ψ(t)dt
Ensuite, en utilisant les résultats (9), (10) et (12), on voit que chacune des intégrales suivantes
converge simplement et que :
limε→0 J2ε =
∫ T
0 ψ(t)
∫ t
0
∫
D ρ f · (u− u∞) dxdsdt,
limε→0 J3ε = −
∫ T
0 ψ(t)
∫ t
0
∫
D ρ∂tu∞ · (u− u∞) dxdsdt,
limε→0 J4ε = −µ
∫ T
0 ψ(t)
∫ t
0
∫
D∇u∞ : ∇(u− u∞) dxdsdt,
limε→0 J5ε = −(λ+ µ)
∫ T
0 ψ(t)
∫ t
0
∫
D divu∞ div(u− u∞) dxdsdt,
limε→0 J6ε = 0,
limε→0 J7ε := −
∫ T
0 ψ(t)
∫ t
0
∫
D ρu · [((u− u∞) · ∇)u∞] dxdsdt.
Ainsi :
lim inf
ε→0
(
7∑
k=1
Jkε
)
=
[
1
2
∫
D
ρ0(u0 − u∞(0))2 dx+
∫
D
(
a
γ − 1ρ
γ
0 +
δ
β − 1ρ
β
0
)
dx
] ∫ T
0
ψ(t)dt
+
∫ T
0
ψ(t)
∫ t
0
∫
D
ρ f · (u− u∞) dxdsdt−
∫ T
0
ψ(t)
∫ t
0
∫
D
ρ∂tu∞ · (u− u∞) dxdsdt
−µ
∫ T
0
ψ(t)
∫ t
0
∫
D
∇u∞ : ∇(u−u∞)dxdsdt−(λ+µ)
∫ T
0
ψ(t)
∫ t
0
∫
D
divu∞ div(u−u∞)dxdsdt
−
∫ T
0
ψ(t)
∫ t
0
∫
D
ρu · [((u− u∞) · ∇)u∞] dxdsdt.
Etape 2
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Regardons maintenant les intégrales Ikε .
En utilisant (8), (10) et (11) :
lim inf
ε→0 I
1
ε ≥
1
2
∫ T
0
ψ(t)
∫
D
ρ(t)(u− u∞)2(t) dxdt.
Avec (8), on a directement :
lim inf
ε→0
∫ T
0
ψ(t)
∫
D
a
γ − 1ρ
γ
ε (t) dxdt =
∫ T
0
ψ(t)
∫
D
a
γ − 1ρ
γ(t) dxdt,
et aussi :
lim inf
ε→0
∫ T
0
ψ(t)
∫ t
0
∫
D
aργε divu∞ dxdsdt =
∫ T
0
ψ(t)
∫ t
0
∫
D
aργ divu∞ dxdsdt.
Puis, en exploitant (9),
lim inf
ε→0 I
5
ε ≥ µ
∫ T
0
ψ(t)
∫ t
0
∫
D
[∇(u− u∞)]2 dxdsdt,
et
lim inf
ε→0 I
6
ε ≥ (λ+ µ)
∫ T
0
ψ(t)
∫ t
0
∫
D
[div(u− u∞)]2 dxdsdt.
Finalement,
lim inf
ε→0
6∑
k=1
Ikε ≥
1
2
∫ T
0
ψ(t)
∫
D
ρ(t)(u− u∞)2(t) dxdt+
∫ T
0
ψ(t)
∫
D
a
γ − 1ρ
γ(t) dxdt
+
∫ T
0
ψ(t)
∫ t
0
∫
D
aργ divu∞ dxdsdt+ lim inf
ε→0 Iε
+µ
∫ T
0
ψ(t)
∫ t
0
∫
D
[∇(u− u∞)]2 dxdsdt+ (λ+ µ)
∫ T
0
ψ(t)
∫ t
0
∫
D
[div(u− u∞)]2 dxdsdt
où :
Iε :=
∫ T
0
ψ(t)
∫
D
δ
β − 1ρ
β
ε (t) dxdt+ ε
∫ T
0
ψ(t)
∫ t
0
∫
D
δβρβ−2ε |∇ρε|2 dxdsdt
+
∫ T
0
ψ(t)
∫ t
0
∫
D
δ ρβε divu∞ dxdsdt.
Le principal problème est donc l’étude de lim infε→0 Iε. Nous avons évidemment :
lim inf
ε→0 Iε ≥ lim infε→0 I
E
ε + lim infε→0 I
Ωb
ε + lim infε→0 I
Ω\Ωb
ε ,
où Ωb := Ω \ ([14 , 34 ]× [h4 , 3h4 ]) et :
IEε :=
∫ T
0
ψ(t)
∫
E
δ
β − 1ρ
β
ε (t) dxdt+ ε
∫ T
0
ψ(t)
∫ t
0
∫
E
δβρβ−2ε |∇ρε|2 dxdsdt
+
∫ T
0
ψ(t)
∫ t
0
∫
E
δ ρβε divu∞ dxdsdt,
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IΩbε :=
∫ T
0
ψ(t)
∫
Ωb
δ
β − 1ρ
β
ε (t) dxdt+ ε
∫ T
0
ψ(t)
∫ t
0
∫
Ωb
δβρβ−2ε |∇ρε|2 dxdsdt
+
∫ T
0
ψ(t)
∫ t
0
∫
Ωb
δ ρβε divu∞ dxdsdt,
IΩ\Ωbε :=
∫ T
0
ψ(t)
∫
Ω\Ωb
δ
β − 1ρ
β
ε (t) dxdt+ ε
∫ T
0
ψ(t)
∫ t
0
∫
Ω\Ωb
δβρβ−2ε |∇ρε|2 dxdsdt
+
∫ T
0
ψ(t)
∫ t
0
∫
Ω\Ωb
δ ρβε divu∞ dxdsdt.
Nous allons étudier chacun des trois termes ci-dessus.
5.2 Etude des termes problématiques
5.2.1 Limite inférieure de IEε
Le lemme suivant résulte de la manière dont nous avons construit le champ u∞ à l’exté-
rieur de Ω.
Lemme II.D.3
lim inf
ε→0 I
E
ε ≥
∫ T
0
ψ(t)
∫
E
δ
β − 1ρ
β(t) dxdt+
∫ T
0
ψ(t)
∫ t
0
∫
E
δ ρβ divu∞ dxdsdt.
Preuve.
- Etape 1 : une relation intégrale satisfaite par ρ.
On part de l’équation renormalisée de la Proposition I.13 (ii) que l’on utilise avec la fonction
bk définie par :
bk(s) =
δ
β − 1Tk(s)
β,
où k est un réel strictement positif fixé. La fonction Tk est une fonction "de troncature"
définie pour s ∈ R par :
Tk(s) := k T (
s
k
),
où T ∈ C∞(R) est une fonction croissante et concave sur R telle que :
T (s) :=
{
s pour s ≤ 1,
2 pour s ≥ 3.
On a alors :
∂tbk(ρ) + div(bk(ρ)u) + (ρb
′
k(ρ)− bk(ρ))divu = 0 dans D′(R2 × (0, T )).
On utilise une fonction test de la forme (t,x) 7→ ψ(t)η(x) où η ∈ D(R2) avec supp(η) ⊂
R2 \ Ω. Comme bk(0) = 0 et que ρ et u sont nuls en dehors de D, on a :
−
∫ T
0
ψ′(t)
∫
E
bk(ρ) η dxdt−
∫ T
0
ψ(t)
∫
E
bk(ρ)u · ∇η dxdt
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+
∫ T
0
ψ(t)
∫
E
(ρb′k(ρ)− bk(ρ)) divu η dxdt = 0,
soit dans D′(0, T ) :
d
dt
(∫
E
bk(ρ) η dx
)
+
∫
E
(ρb′k(ρ)− bk(ρ)) divu η dx =
∫
E
bk(ρ)u · ∇η dx.
On en déduit que
d
dt
(∫
E
bk(ρ) η dx
)
∈ L1(0, T ). (13)
Comme ρ ∈ C([0, T ];Lp(D)) (1 ≤ p < β), on peut aussi montrer que
t 7→
∫
E
bk(ρ(t)) η dx est continue sur [0, T ]. (14)
En exploitant (13) et (14), on voit que l’on peut intégrer entre 0 et t et obtenir (en tenant
compte du fait que u = u∞ sur E × (0, T )) :∫
E
bk(ρ(t)) η dx+
∫ t
0
∫
E
[ρ(s)b′k(ρ(s))− bk(ρ(s))] divu∞ η dx
=
∫
E
bk(ρ0) η dx+
∫ t
0
∫
E
bk(ρ(s))u∞ · ∇η dxds.
On souhaite passer à la limite k →∞. On a : bk(s)
k→∞−→ δsβ
β−1 pour tout s ∈ R+,
|bk(s)| ≤ δsββ−1 pour tout k > 0, s ∈ R+,
et :  sb′k(s)− bk(s)
k→∞−→ δsβ pour tout s ∈ R+,
|sb′k(s)− bk(s)| ≤ C sβ pour tout k > 0, s ∈ R+.
Comme ρ ∈ L∞(0, T ;Lβ(D)), par convergence dominée le passage à la limite k →∞ donne
pour tout t ∈ [0, T ] : ∫
E
δ
β − 1ρ(t)
β η dx+
∫ t
0
∫
E
δ ρ(s)β divu∞ η dxds
=
∫
E
δ
β − 1ρ
β
0 η dx+
∫ t
0
∫
E
δ
β − 1ρ(s)
β u∞ · ∇η dxds.
- Etape 2 : Relation intégrale satisfaite par ρε.
En préambule, rappelons le résultat qui sert de justification aux calculs ci-dessous (voir
[NoSt] page 43)
LEMME : Soit O un ouvert de RN , v ∈ W 1,p(O) et G ∈ C1(R) avec G′ bornée. Alors,
G(v) ∈ W 1,p(O) et, pour i = 1, ..., N , ∂iG(v) = G′(v)∂iv.
La fonction bk définie lors de l’étape précédente est de classe C∞ sur R+, elle est bornée sur
R+ ainsi que ses dérivées premières et secondes. On remarque aussi que :
bk(s) =
{
sβ pour s ≤ k,
0 pour s ≥ 3k,
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b′k(s) =
{
β sβ−1 pour s ≤ k,
0 pour s ≥ 3k,
et
b′′k(s) =
{
β (β − 1) sβ−2 pour s ≤ k,
0 pour s ≥ 3k.
Enfin, pour tout k > 0 et pour tout s ∈ R+,
|bk(s)| ≤ C sβ,
|b′k(s)| ≤ C sβ−1,
|b′′k(s)| ≤ C sβ−2.
(15)
où C > 0 est une constante indépendante de k.
On part de l’équation de continuité satisfaite au sens fort par (ρε,uε) sur D× (0, T ) que l’on
multiplie par b′k(ρε)η où η ∈ D(R2) avec supp(η) ⊂ R2 \Ω, puis on intègre sur E× (0, t) (en
tenant compte du fait que uε = u∞ sur E × (0, t)) :∫ t
0
∫
E
b′k(ρε)∂tρεη dxds+
∫ t
0
∫
E
b′k(ρε) div(ρεu∞)η dxds = ε
∫ t
0
∫
E
b′k(ρε)∆ρε η dxds.
Or, nous avons ∫ t
0
∫
E
b′k(ρε)∂tρεη dxds =
∫
E
bk(ρε(t))η dx−
∫
E
bk(ρ0,ε)η dx
et : ∫ t
0
∫
E
b′k(ρε) div(ρεu∞)η dxds
=
∫ t
0
∫
E
b′k(ρε) (ρε divu∞ +∇ρε · u∞) η dxds
=
∫ t
0
∫
E
div(bk(ρε)u∞))η dxds+
∫ t
0
∫
E
[ρεb
′
k(ρε)− bk(ρε)] divu∞ η dxds
=
∫ t
0
∫
∂E
bk(ρε)u∞ · n η dSds−
∫ t
0
∫
E
bk(ρε)u∞ · ∇η dxds
+
∫ t
0
∫
E
[ρεb
′
k(ρε)− bk(ρε)] divu∞ η dxds.
Comme u∞ = 0 sur ∂D × (0, T ) et η|Γe∪Γs = 0, on a :∫ t
0
∫
∂E
bk(ρε)uε · n η dSds = 0.
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Ainsi, ∫ t
0
∫
E
b′k(ρε) div(ρεu∞)η dxds =
−
∫ t
0
∫
E
bk(ρε)u∞ · ∇η dxds+
∫ t
0
∫
E
[ρεb
′
k(ρε)− bk(ρε)] divu∞ η dxds.
Enfin,
ε
∫ t
0
∫
E
b′k(ρε) η∆ρε dxds = ε
∫ t
0
∫
∂E
b′k(ρε) η ∂nρε dSds− ε
∫ t
0
∫
E
∇(b′k(ρε) η) · ∇ρε dxds.
Comme ∂nρε = 0 sur ∂D × (0, T ) et η|Γe∪Γs = 0, ε
∫ t
0
∫
∂E b
′
k(ρε) ∂nρε η dSds = 0. D’où :
ε
∫ t
0
∫
E
b′k(ρε)∆ρε η dxds
= −ε
∫ t
0
∫
E
∇(b′k(ρε) η) · ∇ρε dxds
= −ε
∫ t
0
∫
E
[b′′k(ρε) η∇ρε + b′k(ρε)∇η] · ∇ρε dxds
= −ε
∫ t
0
∫
E
b′′k(ρε) |∇ρε|2η dxds− ε
∫ t
0
∫
E
∇[bk(ρε)] · ∇η dxds
= −ε
∫ t
0
∫
E
b′′k(ρε) |∇ρε|2η dxds− ε
∫ t
0
∫
∂E
bk(ρε)∂nη dSds+ ε
∫ t
0
∫
E
bk(ρε)∆η dxds.
On obtient ainsi : ∫
E
bk(ρε(t))η dx+
∫ t
0
∫
E
[ρεb
′
k(ρε)− bk(ρε)] divu∞ η dxds
+ε
∫ t
0
∫
E
b′′k(ρε) |∇ρε|2η dxds+ ε
∫ t
0
∫
∂E
bk(ρε)∂nη dSds
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=
∫
E
bk(ρ0,ε)η dx+
∫ t
0
∫
E
bk(ρε)u∞ · ∇η dxds+ ε
∫ t
0
∫
E
bk(ρε)∆η dxds.
Compte-tenu des estimations (15), on peut utiliser le théorème de convergence dominée pour
passer à la limite k →∞ et obtenir :∫
E
δ
β − 1ρ
β
ε (t)η dx+
∫ t
0
∫
E
δ ρβε divu∞ η dxds
+ε
∫ t
0
∫
E
δβρβ−2ε |∇ρε|2η dxds+ ε
∫ t
0
∫
∂E
δ
β − 1ρ
β
ε∂nη dSds
=
∫
E
δ
β − 1ρ
β
0,εη dx+
∫ t
0
∫
E
δ
β − 1ρ
β
εu∞ · ∇η dxds+ ε
∫ t
0
∫
E
δ
β − 1ρ
β
ε∆η dxds.
Etape 3 : Passage à la limite sur ε
On considère une fonction w ∈ C∞(R) satisfaisant les conditions suivantes :
0 ≤ w(s) ≤ 1 pour tout s ∈ R,
w(s) = 1 sur (−∞,−1
4
] ∪ [5
4
,∞),
w(s) = 0 sur [−1
8
, 9
8
],
w′(s) ≤ 0 sur [−1
4
,−1
8
],
w′(s) ≥ 0 sur [9
8
, 5
4
],
puis une fonction ϕ ∈ D(R2) telle que ϕ(x) = 1 sur un ouvert contenant D. On définit alors
η ∈ D(R2) par :
η(x) := w(x1)ϕ(x).
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Le support de η est inclus dans R2 \Ω et on peut donc utiliser les relations des deux étapes
précédentes. Nous avons donc :∫
E
δ
β − 1ρ(t)
β η dx+
∫ t
0
∫
E
δ ρ(s)β divu∞ η dxds
=
∫
E
δ
β − 1ρ
β
0 η dx+
∫ t
0
∫
E
δ
β − 1ρ(s)
β u∞ · ∇η dxds
(16)
et (en remarquant que ∇η(x) · n(x) = 0 sur ∂E) :∫
E
δ
β − 1ρ
β
ε (t)η dx+
∫ t
0
∫
E
δ ρβε divuε η dxds+ ε
∫ t
0
∫
E
δβρβ−2ε |∇ρε|2η dxds
=
∫
E
δ
β − 1ρ
β
0,εη dx+
∫ t
0
∫
E
δ
β − 1ρ
β
εuε · ∇η dxds+ ε
∫ t
0
∫
E
δ
β − 1ρ
β
ε∆η dxds
(17)
Nous décomposons le terme :
IEε :=
∫ T
0
ψ(t)
∫
E
δ
β − 1ρε(t)
β dxdt+
∫ T
0
ψ(t)
∫ t
0
∫
E
δρβε divu∞ dxds dt
+
∫ T
0
ψ(t)
∫ t
0
∫
E
εδβρβ−2ε |∇ρε|2 dxds dt
sous la forme IEε = I(E1)ε + I(E2)ε avec :
I(E1)ε :=
∫ T
0
ψ(t)
∫
E
δ
β − 1ρε(t)
β η dxdt+
∫ T
0
ψ(t)
∫ t
0
∫
E
δρβε divu∞ η dxds dt
+
∫ T
0
ψ(t)
∫ t
0
∫
E
εδβρβ−2ε |∇ρε|2 η dxds dt,
et :
I(E2)ε :=
∫ T
0
ψ(t)
∫
E
δ
β − 1ρε(t)
β (1− η) dxdt+
∫ T
0
ψ(t)
∫ t
0
∫
E
δρβε divu∞ (1− η) dxds dt
+
∫ T
0
ψ(t)
∫ t
0
∫
E
εδβρβ−2ε |∇ρε|2 (1− η) dxds dt.
Etape 3.1 : Etude de lim infε→0 I(E1)ε
- Nous savons que ρβ0,ε converge vers ρ
β
0 dans L1(D × (0, T )), donc :∫ T
0
ψ(t)
∫
E
δ
β − 1ρ
β
0,εη dxdt
ε→0−→
∫ T
0
ψ(t)
∫
E
δ
β − 1ρ
β
0η dxdt
- Sur [−1
4
,−1
8
] × [0, h], ∇η(x) = −|w′(x1)| e1 et u∞(t) · e1 ≤ 0 (cf. la construction de u∞
dans la partie "Présentation du problème"), donc u∞(t,x) · ∇η(x) ≥ 0.
- Sur [9
8
, 5
4
]× [0, h], ∇η(x) = +|w′(x1)| e1 et u∞(t) · e1 ≥ 0, donc : u∞(t,x) · ∇η(x) ≥ 0.
- Sur [(−∞,−1
4
]∪ [−1
8
, 0]∪ [1, 9
8
]∪ [5
4
,∞)]× [0, h], ∇η(x) = 0 et donc : u∞(t,x) ·∇η(x) ≥ 0.
Finalement, u∞(t,x) · ∇η(x) ≥ 0 sur E × (0, T ). Comme ρε converge simplement p.p. vers
ρ sur D × (0, T ), on déduit par le lemme de Fatou que :
lim inf
ε→0
∫ t
0
∫
E
δ
β − 1ρ
β
εu∞ · ∇η dxds ≥
∫ t
0
∫
E
δ
β − 1ρ
βu∞ · ∇η dxds.
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Puis, une nouvelle application de Fatou conduit à :
lim inf
ε→0
∫ T
0
ψ(t)
(∫ t
0
∫
E
δ
β − 1ρ
β
εu∞ · ∇η dxds
)
dt ≥
∫ T
0
ψ(t)
(∫ t
0
∫
E
δ
β − 1ρ
βu∞ · ∇η dxds
)
dt.
Enfin :∣∣∣∣∣
∫ T
0
ψ(t)
(
ε
∫ t
0
∫
E
δ
β − 1ρ
β
ε∆η dxds
)
dt
∣∣∣∣∣ ≤ C‖ψ‖L1(0,T )ε‖ρε‖βL∞(0,T ;Lβ(D))‖∆η‖L∞(D×(0,T ))
≤ Cε,
donc : ∫ T
0
ψ(t)
(
ε
∫ t
0
∫
E
δ
β − 1ρ
β
ε∆η dxds
)
dt
ε→0−→ 0.
En combinant ces résultats, il vient :
lim inf
ε→0 I
(E1)
ε ≥
∫ T
0
ψ(t)
∫
E
δ
β − 1ρ
β
0η dxdt+
∫ T
0
ψ(t)
(∫ t
0
∫
E
δ
β − 1ρ
βu∞ · ∇η dxds
)
dt,
puis, grâce à la relation (16) :
lim inf
ε→0 I
(E1)
ε ≥
∫ T
0
ψ(t)
∫
E
δ
β − 1ρ(t)
β η dxdt+
∫ T
0
ψ(t)
(∫ t
0
∫
E
δ ρ(s)β divu∞ η dxds
)
dt.
Etape 3.2 : Etude de lim infε→0 I(E2)ε
A l’aide du lemme de Fatou, on obtient
lim inf
ε→0
∫ T
0
ψ(t)
∫
E
δ
β − 1ρε(t)
β (1− η) dxdt ≥
∫ T
0
ψ(t)
∫
E
δ
β − 1ρ(t)
β (1− η) dxdt.
D’autre part, nous avons bien sûr :
lim inf
ε→0
∫ T
0
ψ(t)
∫ t
0
∫
E
εδβρβ−2ε |∇ρε|2 (1− η) dxds dt ≥ 0.
Reste le terme :
∫ T
0 ψ(t)
∫ t
0
∫
E δρ
β
ε divu∞ (1− η) dxds dt. On remarque que x 7→ 1− η(x) est à
valeurs positives dans ([−1
4
, 0]∪[1, 5
4
])×[0, h] et est identiquement nulle sur le complémentaire
de cet ensemble dans E). Comme u∞ est à divergence positive sur ([−14 , 0] ∪ [1, 54 ])× [0, h],
le lemme de Fatou donne :
lim inf
ε→0
∫ T
0
ψ(t)
∫ t
0
∫
E
δρβε divu∞ (1− η) dxds dt ≥
∫ T
0
ψ(t)
∫ t
0
∫
E
δρβ divu∞ (1− η) dxds dt.
Ainsi :
lim inf
ε→0 I
(E2)
ε ≥
∫ T
0
ψ(t)
∫
E
δ
β − 1ρ(t)
β (1− η) dxdt+
∫ T
0
ψ(t)
∫ t
0
∫
E
δρβ divu∞ (1− η) dxds dt.
Conclusion : En combinant les résultats précédents, il vient :
lim inf
ε→0 I
E
ε ≥
∫ T
0
ψ(t)
∫
E
δ
β − 1ρ(t)
β dxdt+
∫ T
0
ψ(t)
∫ t
0
∫
E
δρβ divu∞ dxds dt.

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5.2.2 Limite inférieure de IΩbε
Lemme II.D.4
lim inf
ε→0 I
Ωb
ε ≥
∫ T
0
ψ(t)
∫
Ωb
δ
β − 1ρ
β(t) dxdt+
∫ T
0
ψ(t)
∫ t
0
∫
Ωb
δ ρβ divu∞ dxdsdt.
Preuve. Par Fatou,
lim inf
ε→0
∫ T
0
ψ(t)
∫
Ωb
δ
β − 1ρ
β
ε (t) dxdt ≥
∫ T
0
ψ(t)
∫
Ωb
δ
β − 1ρ
β(t) dxdt.
D’autre part, on a évidemment :
lim inf
ε→0 ε
∫ T
0
ψ(t)
∫ t
0
∫
Ωb
δβρβ−2ε |∇ρε|2 dxds ≥ 0,
Pour étudier la limite inférieure du dernier terme,
∫ T
0 ψ(t)
∫ t
0
∫
Ωb
δ ρβε divu∞ dxdsdt, nous al-
lons exploiter l’équation de quantité de mouvement.
Etape 1 : Utilisation de l’équation de quantité de mouvement satisfaite par (ρε,uε)
On considère la fonction
h : [0, T ]→W1,p0 (Ω) , t 7→ h(t) = B[divu∞(t)−m(t)],
avec
m(t) :=
1
|Ωb|
∫
Ωb
divu∞(t) dx,
où B = BΩb désigne l’opérateur de Bogovskii du Théorème II.D.1, la fonction h étant pro-
longée par 0 en dehors de Ωb.
Comme u∞ ∈ C2([0, T ]× Ω), le Théorème II.D.1 nous dit que pour p > 1 (arbitraire) :
h ∈ L∞(0, T ;W1,p0 (Ω)) et ∂th ∈ L∞(0, T ;W1,p0 (Ω)),
avec :
∂th = B[∂tdivu∞(t)− ∂tm(t)] et ∂tm(t) = 1|Ωb|
∫
Ωb
∂tdivu∞(t) dx.
Par conséquent, la fonction Φ := φh, où φ ∈ D(0, T ), est une fonction test admissible pour
l’équation de mouvement (cf paragraphe 2.3.2). Il vient :
−
∫ T
0
∫
Ω
ρε(t)uε(t) · [φ′(t)h(t) + φ(t)∂th(t)] dxdt
−
∫ T
0
φ(t)
∫
Ω
ρε(t)uε(t) · [(uε(t) · ∇)h(t)] dxdt+ µ
∫ T
0
φ(t)
∫
Ω
∇uε(t) : ∇h(t) dxdt
+(λ+ µ)
∫ T
0
φ(t)
∫
Ω
divuε(t)divh(t) dxdt−
∫ T
0
φ(t)
∫
Ω
(a ργε (t) + δ ρ
β
ε (t))divh(t) dxdt
+
∫ T
0
φ(t)
∫
Ω
[ε(∇ρε(t) · ∇)uε(t)− ρε(t)f(t)] · h(t) dxdt = 0,
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soit dans D′(0, T ) :
d
dt
(∫
Ω
ρεuε · h dx
)
=∫
Ω
(ρεuε)(t) · ∂th(t) dx+
∫
Ω
ρε(t)uε(t) · [(uε(t) · ∇)h(t)] dx− µ
∫
Ω
∇uε(t) : ∇h(t) dx
−(λ+ µ)
∫
Ω
divuε(t)divh(t) dx+
∫
Ω
(a ργε (t) + δ ρ
β
ε (t))divh(t) dx
−
∫
Ω
[ε(∇ρε(t) · ∇)uε(t)− ρε(t)f(t)] · h(t) dx.
Vu la régularité des différents termes du membre de droite, on voit que d
dt
(
∫
Ω ρεuε · h dx) ∈
L1(0, T ). Or on sait que ρεuε ∈ C([0, T ];L
2β
β+1
w (Ω)). Dans ces conditions, la régularité de h
permet d’affirmer que t 7→ ∫Ω(ρεuε)(t) ·h(t) dx est continue sur [0, T ]. Ainsi, on voit que l’on
peut intégrer en temps la relation précédente et obtenir :∫
Ω
(ρεuε)(t) · h(t) dx =
∫
Ω
(ρεuε)(0) · h(0) dx
+
∫ t
0
∫
Ω
(ρεuε)(s) · ∂th(s) dxds+
∫ t
0
∫
Ω
ρε(s)uε(s) · [(uε(s) · ∇)h(s)] dxds
−µ
∫ t
0
∫
Ω
∇uε(s) : ∇h(s) dxds− (λ+ µ)
∫ t
0
∫
Ω
divuε(s)divh(s) dxds
+
∫ t
0
∫
Ω
(a ργε (s) + δ ρ
β
ε (s))divh(s) dxds
−
∫ t
0
∫
Ω
[ε(∇ρε(s) · ∇)uε(s)− ρε(s)f(s)] · h(s) dxds.
Puis en multipliant par ψ et en intégrant il vient :∫ T
0
ψ(t)
∫
Ω
(ρεuε)(t) · h(t) dxdt =
∫ T
0
ψ(t)dt
∫
Ω
(ρεuε)(0) · h(0) dx
+
∫ T
0
ψ(t)
∫ t
0
∫
Ω
(ρεuε)(s) · ∂th(s) dxdsdt+
∫ T
0
ψ(t)
∫ t
0
∫
Ω
ρε(s)uε(s) · [(uε(s) · ∇)h(s)] dxdsdt
−µ
∫ T
0
ψ(t)
∫ t
0
∫
Ω
∇uε(s) : ∇h(s) dxdsdt− (λ+ µ)
∫ T
0
ψ(t)
∫ t
0
∫
Ω
divuε(s)divh(s) dxdsdt
+
∫ T
0
ψ(t)
∫ t
0
∫
Ω
(a ργε (s) + δ ρ
β
ε (s))divh(s) dxdsdt
−
∫ T
0
ψ(t)
∫ t
0
∫
Ω
[ε(∇ρε(s) · ∇)uε(s)− ρε(s)f(s)] · h(s) dxdsdt.
Or : ∫ T
0
ψ(t)
∫ t
0
∫
Ω
(a ργε (s) + δ ρ
β
ε (s))divh(s) dxdsdt
=
∫ T
0
ψ(t)
∫ t
0
(∫
Ωb
(a ργε (s) + δ ρ
β
ε (s)) [divu∞(s)−m(s)] dx
)
dsdt
=
∫ T
0
ψ(t)
∫ t
0
∫
Ωb
(a ργε (s) + δ ρ
β
ε (s))divu∞(s) dxdsdt
−
∫ T
0
ψ(t)
∫ t
0
m(s)
∫
Ωb
(a ργε (s) + δ ρ
β
ε (s)) dxdsdt,
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et donc : ∫ T
0
ψ(t)
∫ t
0
∫
Ωb
δ ρβε (s)divu∞(s) dxdsdt =∫ T
0
ψ(t)
∫
Ω
(ρεuε)(t) · h(t) dxdt−
∫ T
0
ψ(t)dt
∫
Ω
(ρεuε)(0) · h(0) dx
−
∫ T
0
ψ(t)
∫ t
0
∫
Ω
(ρεuε)(s) · ∂th(s) dxdsdt−
∫ T
0
ψ(t)
∫ t
0
∫
Ω
ρε(s)uε(s) · [(uε(s) · ∇)h(s)] dxdsdt
+µ
∫ T
0
ψ(t)
∫ t
0
∫
Ω
∇uε(s) : ∇h(s) dxdsdt+ (λ+ µ)
∫ T
0
ψ(t)
∫ t
0
∫
Ω
divuε(s)divh(s) dxdsdt
−
∫ T
0
ψ(t)
∫ t
0
∫
Ωb
a ργε (s)divu∞(s) dxdsdt+
∫ T
0
ψ(t)
∫ t
0
m(s)
∫
Ωb
(a ργε (s) + δ ρ
β
ε (s)) dxdsdt
+
∫ T
0
ψ(t)
∫ t
0
∫
Ω
[ε(∇ρε(s) · ∇)uε(s)− ρε(s)f(s)] · h(s) dxdsdt.
On passe à la limite inférieure dans cette égalité :
- Vu que ρεuε converge vers ρu dans C([0, T ];L
2β
β+1
w (Ω)),
lim
ε→0
∫ T
0
ψ(t)
∫
Ω
(ρεuε)(t) · h(t) dxdt =
∫ T
0
ψ(t)
∫
Ω
(ρu)(t) · h(t) dxdt,
et :
lim
ε→0
∫ T
0
ψ(t)dt
∫
Ω
(ρεuε)(0) · h(0) dx =
∫ T
0
ψ(t)dt
∫
Ω
(ρu)(0) · h(0) dx.
- Comme ρεuε converge faiblement vers ρu dans L2(0, T ;Lm(Ω)) (1 ≤ m < β),
lim
ε→0
∫ T
0
ψ(t)
∫ t
0
∫
Ω
(ρεuε)(s) · ∂th(s) dxdsdt =
∫ T
0
ψ(t)
∫ t
0
∫
Ω
(ρu)(s) · ∂th(s) dxdsdt.
- La convergence faible de ρεuiεujε (i, j = 1, 2) vers ρuiuj dans L2(0, T ;Lr(Ω)) (1 ≤ r < 2ββ+1)
permet d’affirmer que :
lim
ε→0
∫ T
0
ψ(t)
∫ t
0
∫
Ω
ρε(s)uε(s) · [(uε(s) · ∇)h(s)] dxdsdt =
∫ T
0
ψ(t)
∫ t
0
∫
Ω
ρ(s)u(s) · [(u(s) · ∇)h(s)] dxdsdt.
- Puisque uε converge faiblement vers u dans L2(0, T ;W1,2(Ω)), on a :
lim
ε→0µ
∫ T
0
ψ(t)
∫ t
0
∫
Ω
∇uε(s) : ∇h(s) dxdsdt = µ
∫ T
0
ψ(t)
∫ t
0
∫
Ω
∇u(s) : ∇h(s) dxdsdt,
et
lim
ε→0(λ+µ)
∫ T
0
ψ(t)
∫ t
0
∫
Ω
divuε(s)divh(s) dxdsdt = (λ+µ)
∫ T
0
ψ(t)
∫ t
0
∫
Ω
divu(s)divh(s) dxdsdt.
- Comme on sait que ε(∇ρε ·∇)uε ε→0−→ 0 dans Lq(0, T ;Lq(Ω)) (1 ≤ q < 4β−63β−2) et que ρε
ε→0−→ ρ
dans Lp(0, T ;Lp(Ω)) (1 ≤ q < β), il vient :
lim
ε→0
∫ T
0
ψ(t)
∫ t
0
∫
Ω
[ε(∇ρε(s) · ∇)uε(s)− ρε(s)f(s)] · h(s) dxdsdt =
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−
∫ T
0
ψ(t)
∫ t
0
∫
Ω
ρ(s)f(s) · h(s) dxdsdt,
et
lim
ε→0
∫ T
0
ψ(t)
∫ t
0
∫
Ωb
a ργε (s)divu∞(s) dxdsdt =
∫ T
0
ψ(t)
∫ t
0
∫
Ωb
a ργ(s)divu∞(s) dxdsdt.
- Enfin par le lemme de Fatou (compte-tenu du fait que m(s) ≥ 0 sur [0, T ]) il vient :
lim inf
ε→0
∫ T
0
ψ(t)
∫ t
0
m(s)
∫
Ωb
(a ργε (s) + δ ρ
β
ε (s)) dxdsdt ≥
∫ T
0
ψ(t)
∫ t
0
m(s)
∫
Ωb
(a ργ(s) + δ ρβ(s)) dxdsdt.
Finalement nous venons d’obtenir que :
lim inf
ε→0
∫ T
0
ψ(t)
∫ t
0
∫
Ωb
δ ρβε (s)divu∞(s) dxdsdt ≥∫ T
0
ψ(t)
∫
Ω
(ρu)(t) · h(t) dxdt−
∫ T
0
ψ(t)dt
∫
Ω
(ρu)(0) · h(0) dx
−
∫ T
0
ψ(t)
∫ t
0
∫
Ω
(ρu)(s) · ∂th(s) dxdsdt−
∫ T
0
ψ(t)
∫ t
0
∫
Ω
ρ(s)u(s) · [(u(s) · ∇)h(s)] dxdsdt
+µ
∫ T
0
ψ(t)
∫ t
0
∫
Ω
∇u(s) : ∇h(s) dxdsdt+ (λ+ µ)
∫ T
0
ψ(t)
∫ t
0
∫
Ω
divu(s)divh(s) dxdsdt
−
∫ T
0
ψ(t)
∫ t
0
∫
Ωb
a ργ(s)divu∞(s) dxdsdt+
∫ T
0
ψ(t)
∫ t
0
m(s)
∫
Ωb
(a ργ(s) + δ ρβ(s)) dxdsdt
−
∫ T
0
ψ(t)
∫ t
0
∫
Ω
ρ(s)f(s) · h(s) dxdsdt.
Etape 2 : Utilisation de l’équation de quantité de mouvement satisfaite par (ρ,u)
Comme précédemment, on peut justifier que, pour l’équation de quantité de mouvement :
∂t(ρu) + div(ρu⊗ u)− µ∆u− (λ+ µ)∇divu+∇(a ργ + δ ρβ) = ρ f ,
les fonctions Φ ∈ L 4ββ−5 (Ω×(0, T )) telles que Φt ∈ L2(0, T ;L
β−1
β−2 (Ω)),∇Φ ∈ L2(0, T ; [L4(Ω)]2×2),
divΦ ∈ L∞(Ω × (0, T )) et Φ|∂(Ω×(0,T )) = 0 sont des fonctions tests admissibles. Par consé-
quent, l’application Φ := (t,x) 7→ φ(t)h(t,x) (φ ∈ D(0, T )) convient. En réitérant les mêmes
raisonnements qu’à l’étape 1, on obtient d’abord :∫
Ω
(ρu)(t) · h(t) dx =
∫
Ω
(ρu)(0) · h(0) dx
+
∫ t
0
∫
Ω
(ρu)(s) · ∂th(s) dxds+
∫ t
0
∫
Ω
ρ(s)u(s) · [(u(s) · ∇)h(s)] dxds
−µ
∫ t
0
∫
Ω
∇u(s) : ∇h(s) dxds− (λ+ µ)
∫ t
0
∫
Ω
divu(s)divh(s) dxds
+
∫ t
0
∫
Ω
(a ργ(s) + δ ρβ(s))divh(s) dxds
+
∫ t
0
∫
Ω
ρ(s)f(s) · h(s) dxds,
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puis en multipliant par ψ ∈ D(0, T ) et en intégrant :∫ T
0
ψ(t)
∫ t
0
∫
Ωb
δ ρβ(s)divu∞(s) dxdsdt =∫ T
0
ψ(t)
∫
Ω
(ρu)(t) · h(t) dxdt−
∫ T
0
ψ(t)dt
∫
Ω
(ρu)(0) · h(0) dx
−
∫ T
0
ψ(t)
∫ t
0
∫
Ω
(ρu)(s) · ∂th(s) dxdsdt−
∫ T
0
ψ(t)
∫ t
0
∫
Ω
ρ(s)u(s) · [(u(s) · ∇)h(s)] dxdsdt
+µ
∫ T
0
ψ(t)
∫ t
0
∫
Ω
∇u(s) : ∇h(s) dxdsdt+ (λ+ µ)
∫ T
0
ψ(t)
∫ t
0
∫
Ω
divu(s)divh(s) dxdsdt
−
∫ T
0
ψ(t)
∫ t
0
∫
Ωb
a ργ(s)divu∞(s) dxdsdt+
∫ T
0
ψ(t)
∫ t
0
m(s)
∫
Ωb
(a ργ(s) + δ ρβ(s)) dxdsdt
−
∫ T
0
ψ(t)
∫ t
0
∫
Ω
ρ(s)f(s) · h(s) dxdsdt.
- Conclusion : En comparant les résultats des étapes 1 et 2, on aboutit finalement à :
lim inf
ε→0
∫ T
0
ψ(t)
∫ t
0
∫
Ωb
δ ρβε (s)divu∞(s) dxdsdt ≥
∫ T
0
ψ(t)
∫ t
0
∫
Ωb
δ ρβ(s)divu∞(s) dxdsdt
et donc à :
lim inf
ε→0 I
Ωb
ε ≥
∫ T
0
ψ(t)
∫
Ωb
δ
β − 1ρ
β(t) dxdt+
∫ T
0
ψ(t)
∫ t
0
∫
Ωb
δ ρβ divu∞ dxdsdt.

5.2.3 Limite inférieure de IΩ\Ωbε
Lemme II.D.5
lim inf
ε→0 I
Ω\Ωb
ε ≥
∫ T
0
ψ(t)
∫
Ω\Ωb
δ
β − 1 ρ(t)
β dxdt+
∫ T
0
ψ(t)
∫ t
0
∫
Ω\Ωb
δ ρβ divu∞ dxdsdt
Preuve. Nous avons évidemment
lim inf
ε→0 ε
∫ T
0
ψ(t)
∫ t
0
∫
Ω\Ωb
δβρβ−2ε |∇ρε|2 dxds ≥ 0.
Comme de plus, ρε converge fortement vers ρ dans Lp(0, T ;Lp(Ω \ Ωb)) (1 ≤ p < β + 1), on
a par convergence dominée :
lim inf
ε→0
∫ T
0
ψ(t)
∫
Ω\Ωb
δ
β − 1 ρε(t)
β dxdsdt =
∫ T
0
ψ(t)
∫
Ω\Ωb
δ
β − 1 ρ(t)
β dxdt,
et :
lim inf
ε→0
∫ T
0
ψ(t)
∫ t
0
∫
Ω\Ωb
δ ρβε divu∞ dxdsdt =
∫ T
0
ψ(t)
∫ t
0
∫
Ω\Ωb
δ ρβ divu∞ dxdsdt,
ce qui fournit directement le résultat voulu.

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5.3 Conclusion
Les résultats des lemmes II.D.3, II.D.4 et II.D.5 montrent que :
lim inf
ε→0 Iε ≥
∫ T
0
ψ(t)
∫
D
δ
β − 1 ρ(t)
βdxdt+
∫ T
0
ψ(t)
∫ t
0
∫
D
δ ρβ divu∞ dxdsdt.
On aboutit donc à l’inégalité d’énergie suivante dans D′(0, T ) :
1
2
∫
D
ρ(u− u∞)2(t) dx+
∫
D
(
a
γ − 1ρ
γ +
δ
β − 1ρ
β
)
(t) dx
+µ
∫ t
0
∫
D
[∇(u− u∞)]2 dxds+ (λ+ µ)
∫ t
0
∫
D
[div(u− u∞)]2 dxds ≤
1
2
∫
D
ρ0(u0 − u∞(0))2 dx+
∫
D
(
a
γ − 1ρ
γ
0 +
δ
β − 1ρ
β
0
)
dx+
∫ t
0
∫
D
ρ f · (u− u∞) dxds
−
∫ t
0
∫
D
ρ∂tu∞ · (u− u∞) dxds− µ
∫ t
0
∫
D
∇u∞ : ∇(u− u∞) dxds
−(λ+ µ)
∫ t
0
∫
D
divu∞ div(u− u∞) dxds−
∫ t
0
∫
D
ρu · [((u− u∞) · ∇)u∞] dxds
−
∫ t
0
∫
D
(
aργ + δρβ
)
divu∞ dx.
Du fait de la régularité L1(0, T ) (au moins) de chacun des membres de l’inégalité, cette
relation vaut en fait presque partout sur (0, T ).
6 Récapitulatif des résultats de la partie D
Nous venons de démontrer le résultat suivant :
Théorème II.D.6 Pour ρ0 ∈ Lβ(D) et u0 ∈ L2(D) tels que :
ρ0 ≥ 0 p.p. sur D et √ρ0u0 ∈ L2(D),
il existe un couple (ρ,u) tel que :
ρ ∈ L∞(0, T ;Lβ(D)) et ρ ≥ 0 p.p. sur D × (0, T ),
u ∈ L2(0, T ;W1,20 (D)) et u = u∞ p.p. sur E × (0, T ),
ρ ∈ C([0, T ];Lβw(D)) , ρu ∈ C([0, T ];L
2β
β+1
w (Ω)) avec
{
ρ(0) = ρ0,
(ρu)(0) = ρ0u0.
Ce couple satisfait l’équation de continuité au sens des distributions dans D × (0, T ) :
∂tρ+ div(ρu) = 0,
et l’équation de quantité de mouvement est satisfaite au sens des distributions dans Ω×(0, T ) :
∂t(ρu) + div(ρu⊗ u)− µ∆u− (λ+ µ)∇divu+∇(aργ + δρβ) = ρ f .
CHAPITRE II - Partie D 167
De plus, ces fonctions ont les propriétés suivantes :
ρ ∈ C([0, T ];Lp(D)) (1 ≤ p < β), ρ ∈ Lβ+1(0, T ;Lβ+1loc (Ω)),
ρu ∈ L2(0, T ;Lm(D)) (1 ≤ m < β), ρ|u|2 ∈ L2(0, T ;Lr(D)) (1 ≤ r < 2β
β+1
).
Enfin, presque partout sur (0, T ),
1
2
∫
Ω
ρ(u− u∞)2(t) dx+
∫
D
(
a
γ − 1ρ
γ +
δ
β − 1ρ
β
)
(t) dx
+µ
∫ t
0
∫
Ω
[∇(u− u∞)]2 dxds+ (λ+ µ)
∫ t
0
∫
Ω
[div(u− u∞)]2 dxds ≤
1
2
∫
D
ρ0(u0 − u∞(0))2 dx+
∫
D
(
a
γ − 1ρ
γ
0 +
δ
β − 1ρ
β
0
)
dx+
∫ t
0
∫
Ω
ρ f · (u− u∞) dxds
−
∫ t
0
∫
Ω
ρ∂tu∞ · (u− u∞) dxds− µ
∫ t
0
∫
Ω
∇u∞ : ∇(u− u∞) dxds
−(λ+ µ)
∫ t
0
∫
Ω
divu∞ div(u− u∞) dxds−
∫ t
0
∫
Ω
ρu · [((u− u∞) · ∇)u∞] dxds
−
∫ t
0
∫
D
(
aργ + δρβ
)
divu∞ dx.
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Prise en compte des conditions limites
Table des matières
1 Propriétés générales 170
1.1 Invariance du domaine D . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 171
1.2 Le domaine De . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 172
1.3 Un difféomorphisme . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 174
2 Conditions limites et équation de continuité 176
2.1 Transport des particules . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 176
2.2 Equation de continuité sous forme intégrale dans Ω . . . . . . . . . . . . . . 178
3 Conditions limites et estimation d’énergie 183
4 Récapitulatif des résultats de la partie E 185
Chapitre II - Partie E
Prise en compte des conditions limites
La fonction ρ obtenue à l’issue du théorème II.D.6 étant seulement une fonction inté-
grable, la condition limite sur la densité :
ρ(t,x) = ρ∞(t,x) sur Γe × (0, T )
doit être interprétée en un sens convenable (en l’occurrence par une formulation intégrale).
Dans un premier temps, nous mettons en évidence le lien existant en les valeurs de ρ l’instant
0 (c’est-à-dire les valeurs de ρ0) dans une région, De, située en dehors de Ω et les valeurs de
ρ dans cette même région à l’instant t (paragraphe 2, proposition II.E.6).
Le fait que De soit en "contact" avec la frontière Γe permet d’obtenir, d’une part, une
première relation intégrale correspondant à la prise en compte des conditions de bord pour ρ
(paragraphe 2, proposition II.E.7) et, d’autre part, une seconde relation intégrale (paragraphe
3) qui fournit une nouvelle inégalité d’énergie (l’avantage de cette dernière est qu’elle nous
ramène à "ce qui se passe dans Ω" en nous débarassant des termes définis sur D \ Ω).
Le premier paragraphe de cette partie introduit la région De ainsi qu’un ouvert Ge dont
l’intérêt apparaîtra en début de partie F.
1 Propriétés générales
D’après la construction du champ u∞ (cf. "Présentation du problème"), nous savons que :
(i) u∞ est continu sur [0, T ]×R2 et à support compact,
(ii) u∞ est (globalement) Lipschitzien sur [0, T ]×R2.
On en déduit que (cf. [Demail]), pour chaque (t0,x0) ∈ [0, T ]×R2, le problème de Cauchy :{
dy
dt
(t) = u∞(t,y(t)),
y(t0) = x0,
admet une unique solution définie sur [0, T ] et notée Y(.; t0,x0).
L’application
Y : [0, T ]× [0, T ]×R2 → R2 , (s, t,x) 7→ Y(s; t,x),
est continue et, pour chaque (t0,x0) ∈ [0, T ] ×R2, s ∈ [0, T ] 7→ Y(s; t,x) est de classe C1
sur [0, T ].
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1.1 Invariance du domaine D
Lemme II.E.1 Soit y : [0, T ] −→ R2 une solution de l’équation différentielle
dy
dt
(t) = u∞(t,y(t)).
S’il existe t0 ∈ [0, T ] tel que y(t0) ∈ D, alors y(t) ∈ D pour tout t ∈ [0, T ].
Preuve. En effet, raisonnons par l’absurde et supposons l’existence de t1 ∈ [0, T ] (t1 6= t0)
tel que y(t1) n’appartienne pas à D.
Alors par continuité de y, il existe t ∈ [0, T ] tel que y(t) ∈ ∂D et donc y est la solution du
problème de Cauchy :
(P)
{
dy
dt
(t) = u∞(t,y(t)),
y(t) = y,
où on a noté y := y(t). Mais, vu que u∞ = 0 sur ∂D × [0, T ], la fonction :
Φ : [0, T ]→ R2, t 7→ Φ(t) = y,
est solution de (P) sur [0, T ]. Par unicité de la solution, y = Φ, ce qui est absurde.

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1.2 Le domaine De
On pose :
De := {x ∈ D : x1 < 0}
Lemme II.E.2 Soit y : [0, T ] −→ R2 une solution de l’équation différentielle :
dy
dt
(t) = u∞(t,y(t)).
(i) S’il existe t0 ∈ [0, T ] tel que y(t0) ∈ De, alors y(t) ∈ De pour tout t ∈ [0, t0].
(ii) S’il existe t0 ∈ [0, T ] tel que y(t0) 6∈ De, alors y(t) 6∈ De pour tout t ∈ [t0, T ].
Intuitivement, si une particule de fluide franchit la frontière Γe à un instant donné, alors elle
poursuit sa trajectoire à droite de Γe dans D : cela est lié au fait que u∞(t,x) · e1 > 0 sur
Γe× (0, T ). Ainsi, une particule de fluide peut sortir de De mais aucune ne peut y entrer : la
région De est négativement invariante (pour cette terminologie, voir [Amann], chapitre 4).
Preuve. Démontrons le point (i). Pour t ∈ [0, T ], on note y(t) := (y1(t), y2(t)).
D’après le Lemme II.E.1, comme y(t0) ∈ D, pour tout t ∈ [0, T ], y(t) ∈ D. On raisonne par
l’absurde et on suppose l’existence de t1 ∈ [0, t0[ tel que y(t1) ∈ D \De (et donc y1(t1) ≥ 0).
Comme y1(t0) < 0, par continuité de y1, l’ensemble Z := {t ∈ [t1, t0] /y1(t) = 0} est non
vide (et majoré). Il admet donc une borne supérieure qui, par continuité de y1, est en fait
un maximum. On peut donc définir
t := max{t ∈ [t1, t0] /y1(t) = 0}.
La maximalité de t ∈ [t1, t0] implique que y1(t) ≤ 0 pour t ∈ [t, t0]. Or, on constate que :
y1(t) = 0 et
dy1
dt
(t) = u∞(t,y(t)) · e1 > 0.
Donc il existe α′ > 0 tel que ]t, t+ α′ [⊂ [t, t0] et y1(t) > 0 pour t ∈ ]t, t+ α′ [, ce qui conduit
à la contradiction recherchée.
Le point (ii) est une conséquence directe de (i).

Conséquence du Lemme II.E.2
Pour chaque (t0,x0) ∈ [0, T ]×R2, notons YE(.; t0,x0) la solution du problème de Cauchy :{
dy
dt
(t) = uαE(t,y(t)),
y(t0) = x0.
Vu la régularité de uαE, l’application
YE : [0, T ]× [0, T ]×R2 → R2 , (s, t,x) 7→ YE(s; t,x),
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est de classe C2.
Pour (t0,x0) ∈ [0, T ] × De, d’après le Lemme II.D.2, Y(s; t0,x0) ∈ De pour s ∈ [0, t0]. Vu
que u∞ = uαE sur [0, T ]×De, l’unicité de la solution au problème de Cauchy :{
dy
dt
(t) = uαE(t,y(t)) sur [0, t0],
y(t0) = x0,
assure que
Y(s; t0,x0) = YE(s; t0,x0) pour s ∈ [0, t0].
Ainsi, en exploitant la continuité de Y et YE, on obtient le
Lemme II.E.3 Les applications Y et YE coïncident sur le fermé :
F := {(s, t,x) ∈ [0, T ]× [0, T ]×De : s ≤ t}.
Voici un autre résultat lié au fait que u∞(t,x) · e1 > 0 sur Γe× (0, T ). Il nous permettra, de
justifier que l’application Ge (voir le Lemme I.19 ou la section suivante) est un difféomor-
phisme.
Lemme II.E.4 Soit y : [0, T ] −→ R2 une solution de l’équation différentielle :
dy
dt
(t) = u∞(t,y(t)).
S’il existe t0 ∈ [0, T ] tel que y(t0) ∈ Γe, alors y(t) 6∈ De pour tout t ∈ ]t0, T ].
Preuve. Soit t0 ∈ [0, T [ tel que y(t0) ∈ Γe (le cas particulier t0 = T est immédiat). Comme
précédemment, pour t ∈ [0, T ], on note y(t) := (y1(t), y2(t)). Nous avons alors :
y1(t0) = 0 et
dy1
dt
(t0) = u∞(t0,y(t0)) · e1 > 0.
Il existe donc un réel α′ > 0 tel que t0 + α′ ≤ T et y1(t) > 0 pour t ∈ ]t0, t0 + α′].
Raisonnons par l’absurde et supposons l’existence de t1 ∈ ]t0, T ] tel que y(t1) ∈ De. On a donc
y1(t1) ≤ 0 et, d’après ce qui précède, t1 > t0+α′. L’ensemble Z := {t ∈ [t0+α′, t1] /y1(t) = 0}
est non vide et minoré. Il admet donc une borne inférieure qui, par continuité de y1, est en
fait un minimum de sorte qu’on puisse définir :
t := min{t ∈ [t0 + α′, t1] /y1(t) = 0}.
La minimalité de t implique que y1(t) ≥ 0 pour t ∈ [t0, t]. Or, on constate que :
y1(t) = 0 et
dy1
dt
(t) = u∞(t,y(t)) · e1 > 0,
ce qui conduit à l’existence de α′′ > 0 tel que y1(t) < 0 pour t ∈ [t − α′′, t[. D’où la
contradiction recherchée.

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1.3 Un difféomorphisme
Les hypothèses de régularité de la frontière Γe exposées au chapitre I paragraphe 4.2 sont
bien satisfaites avec :
γe := [0, 1]→ R2 , σ 7→ γe(σ) := (σ h, 0).
D’après le Lemme I.19 et le Lemme II.E.3, l’application
Ge : [0, T ]× [0, 1]→ R2 , (t, σ) 7→ Ge(t, σ) = Y(0; t, γe(σ)),
est de classe C1 sur [0, T ]× [0, 1] et induit un C1-difféomorphisme local de (0, T )× (0, 1) sur
un ouvert borné Ge := Ge((0, T )× (0, 1)) (car ici, Y(0; t, γe(σ)) = YE(0; t, γe(σ)) et, puisque
uαE est de classe C2, YE ∈ C2([0, T ]× [0, T ]×R2)).
Lemme II.E.5 L’application Ge induit un C1-difféomorphisme de (0, T ) × (0, 1) sur un
ouvert Ge inclus dans De de mesure non nulle.
Preuve. L’inclusion de Ge dans De résulte du Lemme II.E.2. Ainsi, vu ce qui précède, il
suffit de montrer que Ge est injective.
Soient (σ1, t1) et (σ2, t2) ∈ (0, 1)× (0, T ) tels que Ge(σ1, t1) = Ge(σ2, t2) = y0. Cela signifie
que les fonctions Y(.; t1, γe(σ1)) et Y(.; t2, γe(σ2)) coïncident avec la solution Y du problème
de Cauchy : {
dY
ds
(s) = u∞(s,Y(s)),
Y(0) = y0.
Supposons que l’on ait t1 6= t2. Pour fixer les idées, traitons le cas t1 < t2. Comme Y(t1) =
γe(σ1) ∈ Γe, d’après le Lemme II.E.4, pour tout s ∈]t, T ], Y(s) 6∈ De et donc, en particulier,
Y(t2) 6∈ Γe, c’est-à-dire γe(σ2) 6∈ Γe, ce qui est absurde. On a donc forcément t1 = t2, et donc
γe(σ1) = Y(t1) = Y(t2) = γe(σ2). Par injectivité de γe, il vient σ1 = σ2. Finalement, on voit
que (σ1, t1) = (σ2, t2). La fonction Ge est bien injective.

Remarque. Il est possible de visualiser l’ouvert Ge. En effet, sa frontière est donnée par
∂Ge = Ge(∂([0, T ]× [0, 1])) soit :
∂Ge = {Ge(0, σ) , σ ∈ [0, 1]} ∪ {Ge(T, σ) , σ ∈ [0, 1]}
∪ {Ge(t, 0) , t ∈ [0, T ]} ∪ {Ge(t, 1) , t ∈ [0, T ]}.
Or, Ge(0, σ) = γe(σ) pour tout σ ∈ [0, 1], Ge(t, 0) = γe(0) et Ge(t, 1) = γe(1) pour tout
t ∈ [0, T ]. Ainsi,
∂Ge = Γe ∪ {Ge(T, σ) , σ ∈ [0, 1]},
et on peut donner la représentation suivante de Ge :
CHAPITRE II - Partie E 175
Notons Γg le support de la courbe plane paramétrée
g : [0, 1]→ R2 , σ 7→ Ge(T, σ).
Comme g est de classe C1 sur [0, 1], son support est négligeable. Ainsi ∂Ge, comme réunion
de deux supports d’arcs de classe C1 sur [0, 1], est bien de mesure nulle. En effet, on a le :
LEMME : Soit Φ : [0, 1] → R2 un arc paramétré de classe C1. Alors µ(Φ([0, 1])) = 0 (où µ
est la mesure de Lebesgue).
PREUVE : Comme Φ est de classe C1 sur [0, 1], il existe C > 0 de sorte que Φ soit C-
Lipschitzienne sur [0, 1]. Considérons un entier N ≥ 1.
Pour k ∈ {1, ..., N}, on a :
|Φ(σ)− Φ( k
N
)| ≤ C
N
pour σ ∈ [k−1
n
, k
n
].
Ainsi, en notant D(a, r) le disque ouvert de centre a ∈ R2 et de rayon r > 0, on a :
Φ([0, 1]) ⊂
k=N⋃
k=1
D(Φ( k
N
), C
N
).
Mais alors par additivité et positivité de la mesure :
µ(Φ([0, 1])) ≤ ∑k=Nk=1 µ(D(Φ( kN ), CN )) ≤ ∑k=Nk=1 pi(CN )2 ≤ pi C2N .
Finalement µ(Φ([0, 1])) ≤ limN→∞ pi C2N = 0. Ce qui prouve le résultat voulu.
C.Q.F.D
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2 Conditions limites et équation de continuité
Les résultats de la partie D ont été obtenus pour ρ0 ∈ Lβ(D). Désormais, nous supposons
de plus que sa restriction à De est continue :
ρ0|De ∈ C(De).
Dans cette section et la suivante (2 et 3), (ρ,u) désigne le couple solution obtenu à l’issue
de la partie D (cf. Théorème II.D.6).
2.1 Transport des particules
Vu que le champ uαE est de classe C1 sur [0, T ] ×R2 (en fait, il est même de classe C2
mais nous n’avons pas besoin ici d’une telle régularité), d’après les résultats du Chapitre I
(cf. paragraphe 3), pour tout réel t ∈ [0, T ], l’application
XE(t, .) : R
2 → R2 , x 7→ XE(t,x) = YE(t; 0,x)
est un C1-difféomorphisme de R2 sur R2 dont le jacobien vaut
Jac [XE(t, .)](x) = exp
(∫ t
0
divuαE(s,XE(s,x)) ds
)
.
Son application réciproque XE(t, .)−1 : R2 → R2 , y 7→ XE(t, .)−1(y) = YE(0; t,y) est aussi
un C1-difféomorphisme et, pour tout y ∈ R2,
Jac [XE(t, .)
−1](y) =
1
Jac [XE(t, .)](XE(t, .)−1(y))
=
1
exp
(∫ t
0 divu
α
E(s,XE(s,YE(0; t,y)) ds
) .
Or, XE(s,YE(0; t,y)) = YE(s; t,y) et donc, en posant :
JE(t,y) := exp
(∫ t
0
divuαE(s,YE(s; t,y)) ds
)
,
on a :
Jac [XE(t, .)
−1](y) =
1
JE(t,y)
.
On remarquera que, d’une part,
JE(t,XE(t,x)) := Jac [XE(t, .)](x).
et que, d’autre part, uαE étant à support compact, il existe des constantes Jm > 0 et JM > 0
telle que sur R2 × [0, T ], on ait :
Jm ≤ JE(t,x) ≤ JM .
Proposition II.E.6 Pour tout t ∈ [0, T ],
ρ(t,x) =
ρ0(YE(0; t,x))
JE(t,x)
p.p. sur De.
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Preuve. Soient t ∈ [0, T ] et x ∈ De. On choisit r > 0 de sorte B = B(x, r) ⊂ De. On définit
alors :
B0 := {y ∈ R2 / XE(t,y) ∈ B} = {YE(0; t, z); z ∈ B},
et pour s ∈ [0, t],
B(s) := {XE(s,y) , y ∈ B0} = {YE(s; t, z) , z ∈ B}.
Comme les applications XE(s, .), s ∈ [0, T ], sont des C1-difféomorphismes de R2 sur lui-
même, les ensembles B0(= B(0)) et B(s) sont des ouverts. De plus, d’après le Lemme II.E.2,
ces ouverts sont inclus dans De.
Rappelons que le couple (ρ,u) du Théorème II.D.6 prolongé par 0 en dehors de D vérifie
∂tρ+ div(ρu) = 0 dans D′(R2 × (0, T )). En notant Sα (α > 0) l’opérateur de régularisation
en espace à savoir (cf. Chapitre I) :
Sα(ρ)(t,x) =
∫
R2
ωα(x− y)ρ(t,y) dy,
on obtient en utilisant le lemme de Friedrichs (Lemme I.11) :
∂t (Sα(ρ)) + div (Sα(ρ)u) = rα p.p. dans R
2 × (0, T ),
avec
rα = div (Sα(ρ)u)− divSα(ρu) , rα α→0−→ 0 dans L
2β
β+2 (0, T ;L
2β
β+2
loc (R
2)).
On sait que ρ ∈ L∞(0, T ;Lβ(D)) et que ρ(t) = 0 sur R2 \D, donc :
Sα(ρ) ∈ L∞(0, T ;C∞(R2)).
De plus, d’après l’équation de continuité, on a ∂tSα(ρ) = −divSα(ρu) avec ρu ∈ L∞(0, T ;L
2β
β+1 (D)),
et ρu = 0 en dehors de D. Ainsi :
∂tSα(ρ) ∈ L∞(0, T ;C∞(R2)).
Pour s ∈ [0, t], on définit alors :
Q(s) :=
∫
B(s)
Sα(ρ)(s,y)dy.
Les hypothèses de la Proposition I.16 étant satisfaites, on peut écrire :
Q(t) = Q(0) +
∫ t
0
∫
B(s)
[∂tSα(ρ)(s,y) + div (Sα(ρ)(s,y)u
α
E(s,y))] dyds.
Or, B(s) est inclus dans De (donc dans E) et nous savons que u = u∞ = uαE sur E × (0, T ),
donc :
Q(t) = Q(0) +
∫ t
0
∫
B(s)
[∂tSα(ρ)(s,y) + div (Sα(ρ)(s,y)u(s,y))] dyds
= Q(0) +
∫ t
0
∫
B(s)
rα(s,y)dyds.
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En faisant α→ 0 le lemme de Friedrichs et le Théorème I.10 nous donnent :∫
B(t)
ρ(t,y)dy =
∫
B(0)
ρ0(y)dy.
Dans l’intégrale où figure ρ0, faisons le changement de variable y := YE(0; t, z) = XE(t, .)−1(z),
z ∈ B = B(t). Comme Jac[XE(t, .)−1](z) = 1JE(t,z) , on trouve :∫
B
ρ(t,y)dy =
∫
B
ρ0(XE(t, .)
−1(z))
1
JE(t, z)
dz =
∫
B
ρ0(YE(0; t, z))
1
JE(t, z)
dz.
La fonction ρ0(YE(0; t, .)) 1JE(t,.) est continue sur De car ρ0 est continue sur De et l’application
z ∈ De 7→ YE(0; t, z) est continue et à valeurs dans De d’après le Lemme II.E.2. Donc :
lim
r→0
1
pir2
∫
B(x,r)
ρ0(YE(0; t, z))
1
JE(t, z)
dz =
ρ0(YE(0; t,x))
JE(t,x)
pour tout x ∈ De.
Le théorème des points de Lebesgue nous assure que pour presque tout x ∈ De,
lim
r→0
1
pir2
∫
B(x,r)
ρ(t,y)dy = ρ(t,x).
On obtient donc
ρ(t,x) =
ρ0(YE(0; t,x))
JE(t,x)
p.p. sur De,
ce qui termine la preuve.

2.2 Equation de continuité sous forme intégrale dans Ω
Pour θ ∈ R+, on note Ωθ l’ouvert défini par :
Ωθ := (−θ, 1)× (0, h)
Cette collection d’ouverts (bornés et Lipschitziens) possède les propriétés suivantes :
(i) Pour chaque θ ∈ [0, 1], Ω ⊂ Ωθ ⊂ D et Ωθ \ Ω ⊂ De.
(ii) χΩθ converge simplement (presque partout sur R2) vers χΩ lorsque θ → 0.
(iii) Pour chaque θ ∈ ]0, 1], la frontière de Ωθ se décompose sous la forme d’une réunion
disjointe ∂Ωθ = Γθe ∪ Γθ0 ∪ Γs où :
Γθ0 := {x ∈ ∂Ωθ : u∞(t,x) · n(x) = 0} ⊃ Γ0 et d(Γθe,Ω) > 0.
(iv) Il existe une application
H : [0, 1]× [0, 1]→ R2 , (θ, σ) 7→ H(θ, σ)
de classe C1 telle que pour chaque θ ∈ [0, 1], H(θ, .) est une courbe plane paramétrée
simple et régulière vérifiant :
H(θ, .)(]0, 1[) = Γθe et H(0, .) = γe.
En l’occurence,
H(θ, σ) := (−θ , σ h ).
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La formule intégrale suivante correspond à la prise en compte des particules fluides qui
rentrent dans Ω (en passant par la zone frontière entrante Γe).
Proposition II.E.7 Pour toute fonction η ∈ D((R2 \ Γs) × (0, T )) et pour toute fonction
b ∈ C(R+) ∩ C1(R∗+) telle que : |b
′(s)| ≤ csλ0 pour s ∈ ]0, 1],
|b′(s)| ≤ csλ1 pour s ∈ [1,+∞[, (c > 0, λ0 ∈ ]− 1,+∞[, λ1 ∈ ]− 1,
β
2
− 1]),
on a : ∫ T
0
∫
Ω
[b(ρ)∂tη + b(ρ)u · ∇η] dxdt−
∫ T
0
∫
Ω
[ρ b′(ρ)− b(ρ)] divu η dxdt
=
∫ T
0
∫
Γe
b
(
ρ0(YE(0; t,x))
JE(t,x)
)
η(t,x)u∞(t,x) · n(x) dS(x)dt.
Preuve. Comme (ρ,u) est une solution renormalisée de l’équation de continuité, on a dans
D′(R2 × (0, T )) :
∂tb(ρ) + div(b(ρ)u) +B(ρ)divu = 0,
où B(s) = s b′(s)− b(s). On régularise par convolution en espace et on obtient :
∂t (Sα[b(ρ)]) + div (Sα[b(ρ)]u) + Sα[B(ρ) divu] = rα dans D′(R2 × (0, T )),
avec :
rα = div (Sα[b(ρ)]u)− divSα[b(ρ)u] , rα α→0−→ 0 dans L1(0, T ;L1loc(R2)).
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Compte tenu de la régularité des différents termes, cette équation a lieu presque partout
dans R2 et on peut donc multiplier par η puis intégrer sur Ωθ pour obtenir :∫ T
0
∫
Ωθ
(∂tSα[b(ρ)] + div (Sα[b(ρ)]u) + Sα[B(ρ) divu]) η dxdt =
∫ T
0
∫
Ωθ
rαη dxdt.
Or : ∫ T
0
∫
Ωθ
∂tSα[b(ρ)] η dxdt = −
∫ T
0
∫
Ωθ
Sα[b(ρ)] ∂tη dxdt,
et d’autre part, en tenant de compte du fait que η|Γs = 0,∫ T
0
∫
Ωθ
div (Sα[b(ρ)]u) η dxdt
=
∫ T
0
∫
∂Ωθ
Sα[b(ρ)]u · nθ η dSdt−
∫ T
0
∫
Ωθ
Sα[b(ρ)]u · ∇η dxdt
=
∫ T
0
∫
Γθe
Sα[b(ρ)]u · nθ η dSdt−
∫ T
0
∫
Ωθ
Sα[b(ρ)]u · ∇η dxdt,
où nθ désigne la normale sortante de Ωθ. Finalement :∫ T
0
∫
Γθe
Sα[b(ρ)]u · nθ η dSdt+
∫ T
0
∫
Ωθ
Sα[B(ρ) divu]η dxdt =
∫ T
0
∫
Ωθ
[Sα[b(ρ)]∂tη + Sα[b(ρ)]u · ∇η] dxdt+
∫ T
0
∫
Ωθ
rαη dxdt.
Etape 1 : Passage à la limite α→ 0
A l’aide du Théorème I.10 (propriétés de convergence de Sα), on obtient facilement que :∫ T
0
∫
Ωθ
(Sα[b(ρ)]∂tη + Sα[b(ρ)]u · ∇η)dxdt α→0−→
∫ T
0
∫
Ωθ
(b(ρ) ∂tη + b(ρ)u · ∇η)dxdt,
et : ∫ T
0
∫
Ωθ
Sα[B(ρ) divu] η dxdt
α→0−→
∫ T
0
∫
Ωθ
B(ρ) divu η dxdt.
Puis, vu les propriétés de rα,
∫ T
0
∫
Ωθ
rα η dxdt
α→0−→ 0.
Il reste donc à étudier la limite du terme :
Iα(θ) :=
∫ T
0
∫
Γθe
Sα[b(ρ)]u · nθ η dSdt.
Par définition,
Sα[b(ρ)](t,x) =
∫
R2
ωα(y)b(ρ(t,x− y)) dy =
∫
|z|≤1
ω(z)b(ρ(t,x− αz)) dz.
Pour α ∈ ]0, θ[ (θ = d(Γθe,Ω)), x ∈ Γθe, et z ∈ R2 tel que |z| ≤ 1, on a :
- ou bien x− αz ∈ De et, par conséquent (cf. Proposition II.E.5),
ρ(t,x− αz) = ρ0(YE(0; t,x− αz))
JE(t,x− αz)
- ou bien x− αz 6∈ D et, dans ce cas, ρ(t,x− αz) = 0.
CHAPITRE II - Partie E 181
Ainsi :
Sα[b(ρ)](t,x) =
∫
|z|≤1
ω(z)b
(
ρ0(YE(0; t,x− αz))χDe(x− αz)
JE(t,x− αz)
)
dz.
Par continuité de ρ0 sur De et par continuité de b sur R+, on a pour tout z ∈ R2 :
ω(z)b
(
ρ0(YE(0; t,x− αz))χDe(x− αz)
JE(t,x− αz)
)
α→0−→ ω(z)b
(
ρ0(YE(0; t,x))
JE(t,x)
)
.
Puis, comme ρ0 est bornée (car continue) sur De et que JE est bornée sur (0, T ) ×R2 (cf.
début du paragraphe 2.1), on a aussi pour tout z ∈ R2 :∣∣∣∣∣ω(z)b
(
ρ0(YE(0; t,x− αz))χDe(x− αz)
JE(t,x− αz)
)∣∣∣∣∣ ≤ C ω(z).
Donc, par convergence dominée, pour tout (t,x) ∈ (0, T )× Γθe,
Sα[b(ρ)](t,x)
α→0−→ b
(
ρ0(YE(0; t,x))
JE(t,x)
)
.
Comme on a aussi pour (t,x) ∈ (0, T )×Γθe, |Sα[b(ρ)](t,x)| ≤ C, de nouveau par convergence
dominée, on obtient :
Iα(θ)
α→0−→
∫ T
0
∫
Γθe
b
(
ρ0(YE(0; t,x))
JE(t,x)
)
η(t,x)u∞(t,x) · nθ(x) dS(x)dt.
On obtient donc :∫ T
0
∫
Γθe
b
(
ρ0(YE(0; t,x))
JE(t,x)
)
η(t,x)u∞(t,x) · nθ(x) dS(x)dt =
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∫ T
0
∫
Ωθ
[b(ρ) ∂tη + b(ρ)u · ∇η −B(ρ) divu η] dxdt.
Etape 2 : Passage à la limite θ → 0.
Nous avons : ∫ T
0
∫
Ωθ
[b(ρ) ∂tη + b(ρ)u · ∇η −B(ρ) divu η] dxdt =∫ T
0
∫
D
[b(ρ) ∂tη + b(ρ)u · ∇η −B(ρ) divu η] χΩθ(x) dxdt.
Donc par convergence domminée :∫ T
0
∫
Ωθ
[b(ρ) ∂tη + b(ρ)u · ∇η −B(ρ) divu η] dxdt θ→0−→
∫ T
0
∫
Ω
[b(ρ) ∂tη + b(ρ)u · ∇η −B(ρ) divu η] dxdt.
D’autre part, chaque x ∈ Γθe se met sous la forme x = H(θ, σ) pour un certain σ ∈]0, 1[, de
sorte que dS(x) = |∂σH(θ, σ)| dσ et nθ(x) =
(
∂σH(θ,σ)
|∂σH(θ,σ)|
)⊥
, (v⊥ désignant l’image de v par la
rotation vectorielle d’angle +pi/2). Nous avons donc :∫ T
0
∫
Γθe
b
(
ρ0(YE(0; t,x))
JE(t,x)
)
η(t,x)u∞(t,x) · nθ(x) dS(x)dt
=
∫ T
0
∫ 1
0
b
(
ρ0(YE(0; t,H(θ, σ))
JE(t,H(θ, σ))
)
η(t,H(θ, σ))u∞(t,H(θ, σ)) ·
(
∂H
∂σ
(θ, σ)
)⊥
dσ dt.
Comme H est de classe C1, toutes les fonctions apparaîssant dans l’intégrale ci-dessus sont
continues sur [0, 1]× [0, T ]. Donc en utilisant à nouveau le théorème de convergence dominée,
on aboutit à :
lim
θ→0
∫ T
0
∫
Γθe
b
(
ρ0(YE(0; t,x))
JE(t,x)
)
η(t,x)u∞(t,x) · nθ(x) dS(x)dt
=
∫ T
0
∫ 1
0
b
(
ρ0(YE(0; t,H(0, σ))
JE(t,H(0, σ))
)
η(t,H(0, σ))u∞(t,H(0, σ)) ·
(
∂H
∂σ
(0, σ)
)⊥
dσ dt.
Comme H(0, σ) = γe(σ), l’égalité ci-dessus correspond à :
lim
θ→0
∫ T
0
∫
Γθe
b
(
ρ0(YE(0; t,x))
JE(t,x)
)
η(t,x)u∞(t,x) · nθ(x) dS(x)dt
=
∫ T
0
∫
Γe
b
(
ρ0(YE(0; t,x))
JE(t,x)
)
η(t,x)u∞(t,x) · n(x) dS(x)dt.
On aboutit donc à :∫ T
0
∫
Γe
b
(
ρ0(YE(0; t,x))
JE(t,x)
)
η(t,x)u∞(t,x) · n(x) dS(x)dt =
∫ T
0
∫
Ω
[b(ρ) ∂tη + b(ρ)u · ∇η −B(ρ) divu η] dxdt,
ce qui termine la preuve.

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3 Conditions limites et estimation d’énergie
Proposition II.E.8 Pour tout t ∈ [0, T ],∫
E
Pδ(ρ(t)) dx+
∫ t
0
∫
E
(
aργ + δρβ
)
divu∞ dx ds ≥
∫
E
Pδ(ρ0) dx+
∫ t
0
∫
Γe
Pδ
(
ρ0(YE(0; t,x))
JE(t,x)
)
u∞ · n dSds.
Preuve. Comme (ρ,u) est une solution renormalisée de l’équation de continuité, on peut
utiliser la Proposition I.13 (ii) avec la fonction bk ∈ C1(R+) définie par :
bk(s) = Pδ(Tk(s)),
où Pδ(s) := a s
γ
γ−1 +
δ sβ
β−1 et où Tk est définie comme en partie D par :
Tk(s) := k T (
s
k
),
où T ∈ C∞(R) est une fonction croissante et concave sur R telle que :
T (s) :=
{
s pour s ≤ 1,
2 pour s ≥ 3.
On obtient alors :
∂tbk(ρ) + div (bk(ρ)u) + (ρ b
′
k(ρ)− bk(ρ)) divu = 0 dans D′(R2 × (0, T )).
Donc, en régularisant en espace, il vient :
∂tSα[bk(ρ)] + div (Sα[bk(ρ)]u) + Sα [(ρ b
′
k(ρ)− bk(ρ)) divu] = rα p.p. dans R2 × (0, T ),
où, d’après le Théorème I.10, Sα[bk(ρ)] ∈ L∞(0, T ;C∞(R2)), Sα [(ρ b′k(ρ)− bk(ρ)) divu] ∈
L2(0, T ;C∞(R2)) et, selon le lemme de Friedrichs, rα
α→0−→ 0 dans, disons, L1(0, T ;L1loc(R2)).
Ainsi, ∂tSα[bk(ρ)] ∈ L1(0, T ;L1loc(R2)), ce qui implique que Sα[bk(ρ)] ∈ C([0, T ], L1loc(R2)).
On peut donc intégrer l’égalité ci-dessus sur Eθ × (0, t), avec Eθ := D \ Ωθ (θ ∈ ]0, 1]) et
obtenir :∫
Eθ
Sα[bk(ρ)](t) +
∫ t
0
∫
Eθ
div (Sα[bk(ρ)]u) +
∫ t
0
∫
Eθ
Sα [(ρ b
′
k(ρ)− bk(ρ)) divu]
=
∫
Eθ
Sα[bk(ρ)](0) +
∫ t
0
∫
Eθ
rα.
Comme u = 0 sur ∂D, nous avons :∫ t
0
∫
Eθ
div (Sα[bk(ρ)]u) dxds =
∫ t
0
∫
∂Eθ
Sα[bk(ρ)]u · n dSds
= −
∫ t
0
∫
∂Ωθ
Sα[bk(ρ)]u · nθ dSds,
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où nθ est la normale sortante de Ωθ.
En tenant compte du fait que, sur Γs, u · nθ ≥ 0, on a :∫ t
0
∫
∂Ωθ
Sα[bk(ρ)]u · nθ dSds =
∫ t
0
∫
Γθe
Sα[bk(ρ)]u · nθ dSds+
∫ t
0
∫
Γs
Sα[bk(ρ)]u · nθ dSds
≥
∫ t
0
∫
Γθe
Sα[bk(ρ)]u · nθ dSds.
Ainsi, ∫ t
0
∫
Eθ
div (Sα[bk(ρ)]u) dxds ≤ −
∫ t
0
∫
Γθe
Sα[bk(ρ)]u · nθ dSds,
et on en déduit que :∫
Eθ
Sα[bk(ρ)](t) +
∫ t
0
∫
Eθ
Sα [(ρ b
′
k(ρ)− bk(ρ)) divu]
≥
∫
Eθ
Sα[bk(ρ0)] +
∫ t
0
∫
Γθe
Sα[bk(ρ)]u · nθ dSds+
∫ t
0
∫
Eθ
rα.
On peut alors reprendre les arguments de la preuve de la Proposition II.E.7.
D’abord, on fait tendre α vers 0 et on obtient :∫
Eθ
bk(ρ(t)) +
∫ t
0
∫
Eθ
(ρ b′k(ρ)− bk(ρ)) divu
≥
∫
Eθ
bk(ρ0) +
∫ t
0
∫
Γθe
bk
(
ρ0(YE(0; t,x))
JE(t,x)
)
u∞ · nθ dSds.
Puis un argument de convergence dominée permet d’effectuer le passage à la limite θ → 0
qui conduit à l’inégalité :∫
E
bk(ρ(t)) +
∫ t
0
∫
E
(ρ b′k(ρ)− bk(ρ)) divu
≥
∫
E
bk(ρ0) +
∫ t
0
∫
Γe
bk
(
ρ0(YE(0; t,x))
JE(t,x)
)
u∞ · n dSds.
Notons que :
sb′k(s)− bk(s) =
 as
γ + δsβ si s ≤ k,
−( a
γ−1k
γ + δ
β−1k
β) si s ≥ 3k,
et on peut prouver que pour tout s ∈ R+, |sb′k(s)− bk(s)| ≤ C (sγ + sβ).
Comme ρ ∈ L∞(0, T ;Lβ(D)), u = u∞ sur E × (0, T ) avec divu∞ ∈ L∞(D × (0, T )), par
convergence dominée on obtient pour k →∞ :
∫
E
Pδ(ρ(t))+
∫ t
0
∫
E
(
aργ + δρβ
)
divu∞ ≥
∫
E
Pδ(ρ0)+
∫ t
0
∫
Γe
Pδ
(
ρ0(YE(0; t,x))
JE(t,x)
)
u∞ ·n dSds.

Remarque. En tenant compte de l’inégalité de la Proposition II.E.8 dans l’estimation
d’énergie du Théorème II.D.6, on obtient une nouvelle estimation : pour presque tout
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t ∈ (0, T ),
EΩ(t) + µ
∫ t
0
∫
Ω
[∇(u− u∞)]2 dxds+ (λ+ µ)
∫ t
0
∫
Ω
[div(u− u∞)]2 dxds
≤ EΩ(0) +
∫ t
0
∫
Ω
ρf · (u− u∞) dxds−
∫ t
0
∫
Ω
ρ ∂tu∞ · (u− u∞) dxds
−µ
∫ t
0
∫
Ω
∇u∞ : ∇(u− u∞) dxds− (λ+ µ)
∫ t
0
∫
Ω
divu∞div(u− u∞) dxds
−
∫ t
0
∫
Ω
ρu · [((u− u∞) · ∇)u∞] dxds−
∫ t
0
∫
Ω
(aργ + δρβ) divu∞ dxds
−
∫ t
0
∫
Γe
Pδ
(
ρ0(YE(0; t,x))
JE(t,x)
)
u∞ · n dSds.
avec :
EΩ(t) =
1
2
∫
Ω
ρ(t)(u− u∞)(t)2 dx+
∫
Ω
(
a
γ − 1ρ(t)
γ +
δ
β − 1ρ(t)
β
)
dx
4 Récapitulatif des résultats de la partie E
Nous avons prouvé le :
Théorème II.E.8 Pour ρ0 ∈ Lβ(D) et u0 ∈ L2(D) tels que :
ρ0|De ∈ C(De), ρ0 ≥ 0 p.p. sur D et
√
ρ0u0 ∈ L2(D),
il existe un couple (ρ,u) tel que :
ρ ∈ L∞(0, T ;Lβ(D)) et ρ ≥ 0 p.p. sur D × (0, T ),
u ∈ L2(0, T ;W1,20 (D)) et u = u∞ p.p. sur E × (0, T ),
ρ ∈ C([0, T ];Lβw(D) et ρu ∈ C([0, T ];L
2β
β+1
w (Ω)) avec
{
ρ(0) = ρ0,
(ρu)(0) = ρ0 u0.
Ce couple satisfait l’équation de continuité au sens des distributions dans D × (0, T ) :
∂tρ+ div(ρu) = 0,
et l’équation de quantité de mouvement est satisfaite au sens des distributions dans Ω×(0, T ) :
∂t(ρu) + div(ρu⊗ u)− µ∆u− (λ+ µ)∇divu+∇(aργ + δρβ) = ρ f .
Ces fonctions ont aussi les propriétés suivantes :
ρ ∈ C([0, T ];Lp(D)) (1 ≤ p < β), ρ ∈ Lβ+1(0, T ;Lβ+1loc (Ω)),
ρu ∈ L2(0, T ;Lm(D)) (1 ≤ m < β), ρ|u|2 ∈ L2(0, T ;Lr(D)) (1 ≤ r < 2β
β+1
).
De plus, pour toute fonction η ∈ D((R2 \ Γs)× (0, T )),∫ T
0
∫
Ω
[ρ∂tη + ρu · ∇η] dxdt =
∫ T
0
∫
Γe
ρ0(YE(0; t,x))
JE(t,x)
η(t,x)u∞(t,x) · n(x) dS(x)dt,
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et, pour toute fonction b ∈ C(R+)∩C1(R∗+) satifaisant les conditions de la Proposition I.13
(ii), ∫ T
0
∫
Ω
[b(ρ)∂tη + b(ρ)u · ∇η] dxdt−
∫ T
0
∫
Ω
[ρ b′(ρ)− b(ρ)] divu∇η dxdt
=
∫ T
0
∫
Γe
b
(
ρ0(YE(0; t,x))
JE(t,x)
)
η(t,x)u∞(t,x) · n(x) dS(x)dt
Enfin, presque partout sur (0, T ), on dispose des inégalités :
EΩ(t) + µ
∫ t
0
∫
Ω
[∇(u− u∞)]2 dxds+ (λ+ µ)
∫ t
0
∫
Ω
[div(u− u∞)]2 dxds
≤ EΩ(0) +
∫ t
0
∫
Ω
ρf · (u− u∞) dxds−
∫ t
0
∫
Ω
ρ ∂tu∞ · (u− u∞) dxds
−µ
∫ t
0
∫
Ω
∇u∞ : ∇(u− u∞) dxds− (λ+ µ)
∫ t
0
∫
Ω
divu∞div(u− u∞) dxds
−
∫ t
0
∫
Ω
ρu · [((u− u∞) · ∇)u∞] dxds−
∫ t
0
∫
Ω
(aργ + δρβ) divu∞ dxds
−
∫ t
0
∫
Γe
Pδ
(
ρ0(YE(0; t,x))
JE(t,x)
)
u∞ · n dSds,
avec :
EΩ(t) =
1
2
∫
Ω
ρ(t)(u− u∞)(t)2 dx+
∫
Ω
(
a
γ − 1ρ(t)
γ +
δ
β − 1ρ(t)
β
)
dx,
et aussi :
E(t) + µ
∫ t
0
∫
Ω
[∇(u− u∞)]2 dxds+ (λ+ µ)
∫ t
0
∫
Ω
[div(u− u∞)]2 dxds
≤ E(0) +
∫ t
0
∫
Ω
ρ f · (u− u∞) dxds−
∫ t
0
∫
Ω
ρ∂tu∞ · (u− u∞) dxds
−µ
∫ t
0
∫
Ω
∇u∞ : ∇(u− u∞) dxds− (λ+ µ)
∫ t
0
∫
Ω
divu∞ div(u− u∞) dxds
−
∫ t
0
∫
Ω
ρu · [((u− u∞) · ∇)u∞] dxds−
∫ t
0
∫
D
(
aργ + δρβ
)
divu∞ dxds,
avec :
E(t) :=
1
2
∫
Ω
ρ(t)(u− u∞)2(t) dx+
∫
D
(
a
γ − 1ρ(t)
γ +
δ
β − 1ρ(t)
β
)
dx.
187
Chapitre II - Partie F
Passage à la limite sur δ
Table des matières
1 Choix des conditions initiales 188
2 Convergence de la suite (ρδ,uδ) 190
2.1 Estimations indépendantes de δ . . . . . . . . . . . . . . . . . . . . . . . . . 190
2.2 Premiers résultats de convergence . . . . . . . . . . . . . . . . . . . . . . . . 192
2.3 Estimation complémentaire concernant la densité . . . . . . . . . . . . . . . 192
2.3.1 Opérateur de régularisation en temps . . . . . . . . . . . . . . . . . . 193
2.3.2 Estimation indépendante de δ portant sur la densité . . . . . . . . . . 193
2.4 Convergence de ρδuδ vers ρu . . . . . . . . . . . . . . . . . . . . . . . . . . . 201
3 Passage à la limite dans les équations 201
3.1 Passage à la limite dans l’équation de continuité . . . . . . . . . . . . . . . . 201
3.2 Passage à la limite dans l’équation de quantité de mouvement . . . . . . . . 202
3.2.1 Un résultat de convergence forte pour ρδuδ . . . . . . . . . . . . . . . 202
3.2.2 L’équation de quantité de mouvement et sa condition initiale . . . . . 204
4 Convergence forte de la densité dans L1(Ω× (0, T )) 204
4.1 Passage à la limite dans ∂t[b(ρδ)] + div[b(ρδ)uδ] +B(ρδ) divuδ = 0 . . . . . . 204
4.2 Le flux effectif visqueux . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 206
4.3 Amplitude des oscillations . . . . . . . . . . . . . . . . . . . . . . . . . . . . 207
4.4 (ρ,u) est une solution renormalisée de l’équation de continuité . . . . . . . . 210
4.5 Convergence forte de la densité . . . . . . . . . . . . . . . . . . . . . . . . . 215
5 Conditions limites et inégalité d’énergie 219
5.1 Mise en évidence des conditions limites . . . . . . . . . . . . . . . . . . . . . 219
5.2 Estimation d’énergie . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 221
6 Récapitulatif des résultats de la partie F 223
Chapitre II - Partie F
Passage à la limite sur δ
Dans le premier paragraphe, nous détaillons la manière de choisir la densité initiale ρ0
sur E de façon à pouvoir prendre en compte une condition limite ρ∞ ∈ L∞((0, T ) × Γe).
Cette construction trouvera sa justification au paragraphe 5.
Les paragraphes 2 et 3 reprennent, avec quelques adaptations, les arguments développés en
début de partie D (dont l’estimation améliorée de la densité via un opérateur de Bogovskii).
Le paragraphe 4 constitue la partie la plus délicate. En effet, à cause du manque d’intégra-
bilité de la suite des densités, les résultats concernant les solutions renormalisées ne peuvent
être appliqués directement. La méthode, dûe à E. Feireisl, va alors consister à récupérer le
même type de résultats en faisant intervenir une méthode de troncature. Le point clé de
la preuve est le caractère borné de l’amplitude des oscillations de la densité (paragraphe 4,
section 3).
1 Choix des conditions initiales
On considère maintenant un couple (ρ0,u0) tel que u0 ∈ L2(Ω) et ρ0 ∈ Lγ(Ω) avec ρ0 ≥ 0
p.p. sur Ω et √ρ0u0 ∈ L2(Ω).
On choisit pour condition limite sur la densité ρ∞ ∈ L∞((0, T ) × Γe). On note alors ρ̂∞
l’élément de L∞((0, T )× (0, 1)) défini par :
ρ̂∞(t, σ) := ρ∞(t, γe(σ)),
et on pose aussi :
ĴE(t, σ) := JE(t, γe(σ)).
Etape 1.
Soit ρe : R2 −→ R la fonction définie par :
ρe(x) =
{
ρ̂∞(G−1e (x)) ĴE(G
−1
e (x)) si x ∈ Ge,
0 sinon.
Cette fonction est à support compact (Ge est un ouvert inclus dans De, cf. Lemme II.E.5)
et à valeurs positives. De plus, il existe une constante M∞ > 0 (M∞ := ‖ρ∞‖L∞((0,T )×Γe) JM
avec JM := ‖JE‖L∞(R2×[0,T ])) telle que, p.p. sur R2,
|ρe(x)| ≤M∞.
On définit alors, pour δ > 0, ρe,δ := ρe ∗ωδ où ωδ est un noyau régularisant en espace. Ainsi,
ρe,δ ∈ C∞(R2) ∩ L∞(R2) et, pour tout x ∈ R2,
|ρe,δ(x)| ≤M∞.
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De plus,
ρe,δ
δ→0−→ ρe dans Lp(R2) (1 ≤ p <∞).
Quitte à considérer une suite extraite, on peut supposer que ρe,δ converge simplement p.p.
vers ρe sur R2. Puisque Ge est de mesure non nulle, on a pour presque tout y ∈ Ge
ρe,δ(y)
δ→0−→ ρ̂∞(G−1e (y)) ĴE(G−1e (y)).
L’application Ge étant un C1−difféomorphisme de (0, T ) × (0, 1) sur Ge, on en déduit que
pour presque tout (t, σ) ∈ (0, T )× (0, 1),
ρe,δ(Ge(t, σ))
δ→0−→ ρ∞(t, γe(σ)) JE(t, γe(σ)).
Etape 2.
Pour δ > 0, on pose Aδ := {x ∈ Ω / ρ0(x) ≤ δ
−1
β+1} et on note ρ0,δ : D −→ R la fonction :
ρ0,δ(x) =
{
ρ0(x)χAδ(x) si x ∈ Ω,
ρe,δ(x) si x ∈ E.
On a alors : 
ρ0,δ ∈ L∞(Ω), ρ0,δ|De ∈ C(De),
ρ0,δ
δ→0−→ ρ0 dans Lγ(Ω),
|ρ0,δ(x)| ≤ ρ0(x) pour x ∈ Ω.
On obtient par convergence dominée que :
√
ρ0,δu0
δ→0−→ √ρ0u0 dans L2(Ω),
et :
ρ0,δu0
δ→0−→ ρ0u0 dans L
2γ
γ+1 (Ω).
Enfin, pour x ∈ Ω, 0 ≤ δ ρβ0,δ(x) ≤ δ
1
β+1 . Ainsi :
δ ρβ0,δ
δ→0−→ 0 dans L1(Ω).
Ces différents résultats de convergence permettent de justifier que :
1
2
∫
Ω
ρ0,δ(u0 − u∞(0))2 dx+
∫
Ω
Pδ(ρ0,δ) dx
δ→0−→ 1
2
∫
Ω
ρ0(u0 − u∞(0))2 dx+
∫
Ω
a
γ − 1ρ
γ
0 dx.
Remarquons que ρ0,δ
δ→0−→ ρe dans Lp(E) (1 ≤ p < ∞). Par conséquent la suite de terme
général :
Eδ(0) :=
1
2
∫
Ω
ρ0,δ(u0 − u∞(0))2 dx+
∫
D
(
a
γ − 1ρ
γ
0,δ +
δ
β − 1ρ
β
0,δ
)
dx.
est bornée (indépendamment de δ).
On note désormais (ρδ,uδ) le couple de fonctions limites obtenues à l’issue de partie E avec
les conditions initiales (ρ0,δ,u0).
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2 Convergence de la suite (ρδ,uδ)
2.1 Estimations indépendantes de δ
Comme dans les parties précédentes, nous partons de l’inégalité d’énergie valable pour
presque tout t ∈ (0, T ) :
Eδ(t) + µ
∫ t
0
∫
Ω
[∇(uδ − u∞)]2dxds++(λ+ µ)
∫ t
0
∫
Ω
[div(uδ − u∞)]2dxds
≤ Eδ(0) +
∫ t
0
∫
Ω
ρδ f · (uδ − u∞) dxds−
∫ t
0
∫
Ω
ρδ ∂tu∞ · (uδ − u∞) dxds
−µ
∫ t
0
∫
Ω
∇u∞ : ∇(uδ − u∞) dxds− (λ+ µ)
∫ t
0
∫
Ω
divu∞div(uδ − u∞) dxds
−
∫ t
0
∫
Ω
(ρδuδ) · [((uδ − u∞) · ∇)u∞] dxds−
∫ t
0
∫
D
(
aργδ + δρ
β
δ
)
divu∞ dxdt,
avec :
Eδ(t) =
1
2
∫
Ω
ρδ(t)(uδ − u∞)(t)2 dx+
∫
D
(
a
γ − 1ρδ(t)
γ +
δ
β − 1ρδ(t)
β
)
dx,
et, comme d’habitude,
Pδ(ρ) =
a
γ − 1ρ
γ +
δ
β − 1ρ
β.
Les constantes apparaîssant dans les calculs ci-dessous sont indépendantes de δ. Notons que
pour p ∈ [0, γ], il existe cp > 0 (indépendante de δ) telle que pour tout ρ ∈ R+ :
ρp ≤ cp[1 + aγ−1ργ] ≤ cp[1 + Pδ(ρ)].
- Estimation de I1(t) =
∫ t
0
∫
Ω ρδ f · (uδ − u∞) dxds.
|I1(t)| ≤ C
∫ t
0
∫
Ω
ρδ|uδ − u∞| dxds
≤ C
∫ t
0
∫
Ω
[
1
2
ρδ +
1
2
ρδ(uδ − u∞)2
]
dxds
≤ C + C
∫ t
0
∫
Ω
Pδ(ρδ) dxds+ C
∫ t
0
∫
Ω
1
2
ρδ(uδ − u∞)2dxds
≤ C + C
∫ t
0
Eδ(s) ds.
- Estimation de I2(t) = − ∫ t0 ∫Ω ρδ∂tu∞ · (uδ − u∞) dxds.
|I2(t)| ≤ C
∫ t
0
∫
Ω
ρδ|uδ − u∞| dxds ≤ C
∫ t
0
(1 + Eδ(s))ds.
- Estimation de I3(t) = −µ ∫ t0 ∫Ω∇u∞ : ∇(uδ − u∞) dxds.
|I3(t)| ≤ C
∫ t
0
(
‖∇u∞(s)‖[L2(Ω)]2‖∇(uδ − u∞)(s)‖[L2(Ω)]2
)
ds
≤ C
∫ t
0
‖∇(uδ − u∞)(s)‖[L2(Ω)]2ds
≤ C + µ
2
∫ t
0
∫
Ω
[∇(uδ − u∞)]2dxds.
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- Estimation de I4(t) = −(λ+ µ) ∫ t0 ∫Ω divu∞div(uδ − u∞) dxds.
|I4(t)| ≤ C
∫ t
0
(
‖divu∞(s)‖L2(Ω)‖div(uδ − u∞)(s)‖L2(Ω)
)
ds
≤ C
∫ t
0
‖div(uδ − u∞)(s)‖L2(Ω)ds
≤ C + λ+ µ
2
∫ t
0
∫
Ω
[div(uδ − u∞)]2dxds.
- Estimation de I5(t) = − ∫ t0 ∫Ω(ρδuδ) · [((uδ − u∞) · ∇)u∞] dxds.
|I5(t)| ≤
∫ t
0
∫
Ω
ρδ |uδ| |uδ − u∞|.|∇u∞| dxds
≤ C
∫ t
0
∫
Ω
ρδ
(
|uδ − u∞|2 + |u∞| |uδ − u∞|
)
dxds
≤ C
∫ t
0
∫
Ω
ρδ(uδ − u∞)2dxds+ C
∫
Ω
ρδ|uδ − u∞|dxds
≤ C
∫ t
0
∫
Ω
ρδ(s)(uδ − u∞)(s)2dxds
+C
(
1
2
∫ t
0
∫
Ω
ρδ(s) dxds+
1
2
∫ t
0
∫
Ω
ρδ(s)(uδ − u∞)(s)2dxds
)
≤ C + C
∫ t
0
Eδ(s) ds.
- Estimation de I6(t) = − ∫ t0 ∫D (aργδ + δρβδ ) divu∞ dxds.
|I6(t)| ≤ C
∫ t
0
∫
D
(
aργδ + δρ
β
δ
)
dxds ≤ C
∫ t
0
Eδ(s) ds.
On aboutit finalement à :
Eδ(t) +
µ
2
∫ t
0
∫
Ω
[∇(uδ − u∞)]2 dxds+ λ+ µ
2
∫ t
0
∫
Ω
[div(uδ − u∞)]2 dxds
≤ C + C
∫ t
0
Eδ(s) ds.
En particulier, p.p. sur (0, T ),
Eδ(t) ≤ C + C
∫ t
0
Eδ(s) ds.
Par le lemme de Gronwall, on en déduit que Eδ(t) ≤ C p.p. sur (0, T ).
On obtient alors que : ∫ T
0
∫
Ω
[∇(uδ − u∞)]2 dxds ≤ C.
Puis, en exploitant que pour tous a, b ∈ R2, a2 ≤ 2(a− b)2 + 2b2, il vient p.p. sur (0, T ) :
1
2
∫
Ω
ρδ(t)uδ(t)
2dx ≤
∫
Ω
ρδ(t)(uδ − u∞)(t)2dx+
∫
Ω
ρδ(t)u∞(t)2dx
≤ 2Eδ(t) + C
∫
Ω
ρδ(t) dx
≤ C.
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et aussi :∫ T
0
∫
Ω
[∇uδ]2dxds ≤ 2
∫ T
0
∫
Ω
[∇(uδ − u∞)]2dxds+ 2
∫ T
0
∫
Ω
(∇u∞)2dxds ≤ C.
Comme uδ = u∞ sur E × (0, T ), on a en fait ∫ T0 ∫D[∇uδ]2dxds ≤ C.
Conclusion. Il existe une constante C > 0, indépendante de δ, telle que :
‖√ρδuδ‖L∞(0,T ;L2(D)) ≤ C, (1)
‖ρδ‖L∞(0,T ;Lγ(D)) ≤ C, (2)
δ
1
β ‖ρδ‖L∞(0,T ;Lβ(D)) ≤ C, (3)
‖uδ‖L2(0,T ;W1,20 (D)) ≤ C. (4)
Ensuite, par Hölder, on en déduit de (2) et (4) que :
‖ρδuδ‖L2(0,T ;Lm(D)) ≤ C (1 ≤ m < γ). (5)
puis, en exploitant (1) et (2) :
‖ρδuδ‖
L∞(0,T ;L
2γ
γ+1 (D))
≤ C. (6)
Enfin toujours par Hölder, en exploitant (4) et (6) puis (4) et (5), il vient :
‖ρδu2δ‖L2(0,T ;Lp(D)) ≤ C (1 ≤ p < 2γγ+1),
‖ρδu2δ‖L1(0,T ;Lq(D)) ≤ C (1 ≤ q < γ).
2.2 Premiers résultats de convergence
On déduit de ce qui précède que (modulo le choix de suites extraites convenables)
uδ ⇀ u dans L2(0, T ;W
1,2
0 (D)),
ρδ
∗
⇀ ρ dans L∞(0, T ;Lγ(D)),
avec ρ ≥ 0 p.p. sur D × (0, T ) et u = u∞ p.p. sur E × (0, T ).
Mais aussi :
ρδuδ ⇀ h dans L
2(0, T ;Lm(D)) (1 ≤ m < γ),
ρδuδ
∗
⇀ h dans L∞(0, T ;L
2γ
γ+1 (D)),
et pour tous i, j ∈ {1, 2} :
ρδ u
i
δu
j
δ ⇀ gi,j dans L
2(0, T ;Lp(D)) (1 ≤ p < 2γ
γ+1
).
2.3 Estimation complémentaire concernant la densité
Comme en partie D, nous allons utiliser les opérateurs de Bogovskii pour obtenir un
meilleur résultat d’intégrabilité pour la suite des densités. Cependant, la suite (ρδ)δ n’ayant
pas les mêmes propriétés de régularité que la suite (ρε)ε, nous allons devoir utiliser en plus
un opérateur de régularisation en temps.
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2.3.1 Opérateur de régularisation en temps
Considérons κ ∈ D(R) telle que :
κ(τ) ≥ 0, ∫R κ(τ) dτ = 1, supp (κ) ⊂]− 1,+1[
et pour α > 0, posons :
κα(τ) :=
1
α
κ
(
τ
α
)
.
Pour f ∈ L1loc(R;L1(R2)), on note :
S˜α(f) := f ∗ κα.
soit pour tout (t,x) ∈ R×R2 :
S˜α(f)(t,x) =
∫
R
κα(t− τ)f(τ,x) dτ.
Nous avons le résultat suivant :
Théorème II.F.1 ([NoSt] page 303)
Soient p et q deux réels ≥ 1.
(i) Si f ∈ Lp(R;Lq(R2)), on a :
S˜α(f) ∈ C∞(R;Lq(R2)) et S˜α(f) α→0−→ f dans Lp(R;Lq(R2)).
(ii) Si f ∈ C(R;Lq(R2)), on a :
S˜α(f) ∈ C∞(R;Lq(R2)),
et pour tout intervalle compact J ⊂ R :
S˜α(f)
α→0−→ f dans C(J ;Lq(R2)).
2.3.2 Estimation indépendante de δ portant sur la densité
Etape 1.
Commençons par examiner la classe des fonctions tests admissibles pour l’équation de quan-
tité de mouvement. Nous savons que pour tout Φ ∈ [D(Ω× (0, T ))]2,
−
∫ T
0
∫
Ω
ρδuδ · Φt dxdt−
∫ T
0
∫
Ω
ρδuδ · [(uδ · ∇)Φ] dxdt+ µ
∫ T
0
∫
Ω
∇uδ : ∇Φ dxdt
+(λ+ µ)
∫ T
0
∫
Ω
divuδ divΦ dxdt−
∫ T
0
∫
Ω
(a ργδ + δ ρ
β
δ ) divΦ dxdt−
∫ T
0
∫
Ω
ρδf · Φ dxdt = 0.
Examinons chacune des intégrales de cette égalité.
- Sachant que ρδuδ ∈ L2(0, T ;Lm(D)) (1 ≤ m < β), nous avons :∣∣∣∣∣
∫ T
0
∫
Ω
ρδuδ · Φt dxdt
∣∣∣∣∣ ≤ ‖ρδuδ‖L2(0,T ;Lβ−1(D))‖Φt‖L2(0,T ;Lβ−1β−2 (Ω)).
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- Comme ρδ|uδ|2 ∈ L2(0, T ;L
2β
β+2 (D)) et 2β
β−2 < β (car β > 4),∣∣∣∣∣−
∫ T
0
∫
Ω
ρδuδ · [(uδ · ∇)Φ] dxdt
∣∣∣∣∣ ≤ C‖ρδ|uδ|2‖L2(0,T ;L 2ββ+2 (D))‖∇Φ‖L2(0,T ;[L 2ββ−2 (Ω)]2)
≤ C‖ρδ|uδ|2‖
L2(0,T ;L
2β
β+2 (D))
‖∇Φ‖L2(0,T ;[Lβ(Ω)]2).
- Vu que uδ ∈ L2(0, T ;W1,20 (D)),∣∣∣∣∣µ
∫ T
0
∫
Ω
∇uδ : ∇Φ dxdt
∣∣∣∣∣ ≤ µ‖uδ‖L2(0,T ;W1,2(Ω))‖∇Φ‖L2(0,T ;[L2(Ω)]2)
≤ µ‖uδ‖L2(0,T ;W1,2(Ω))‖∇Φ‖L2(0,T ;[Lβ(Ω)]2).
et : ∣∣∣∣∣(λ+ µ)
∫ T
0
∫
Ω
divuδdivΦ dxdt
∣∣∣∣∣ ≤ C‖uδ‖L2(0,T ;W1,2(Ω))‖divΦ‖L2(0,T ;L2(Ω))
≤ C‖uδ‖L2(0,T ;W1,2(Ω))‖∇Φ‖L2(0,T ;[Lβ(Ω)]2).
- Pour n ∈ N∗, notons à nouveau
Ωn := {x ∈ Ω : d(x, ∂Ω) > 2−n}.
On sait alors que ρδ ∈ Lβ+1(Ωn × (0, T )). Par conséquent, si supp(Φ) ⊂ Ωn, alors :∣∣∣∣∣
∫ T
0
∫
Ω
(a ργδ + δ ρ
β
δ )divΦ dxdt
∣∣∣∣∣
≤ C
(
‖ργδ‖
L
β+1
β (Ωn×(0,T ))
+ ‖ρβδ ‖
L
β+1
β (Ωn×(0,T ))
)
‖∇Φ‖[Lβ+1(Ωn×(0,T ))]2
≤ C‖ρδ‖Lβ+1(Ωn×(0,T ))‖∇Φ‖[Lβ+1(Ωn×(0,T ))]2 .
- Enfin, puisque ρδ ∈ L2(0, T ;Lβ(D)),∣∣∣∣∣
∫ T
0
∫
Ω
ρδ f · Φ dxdt
∣∣∣∣∣ ≤ C‖ρδ‖L2(0;T ;Lβ(D))‖Φ‖L2(0;T ;L ββ−1 (Ω)).
Ainsi, par un argument de densité, on peut justifier que l’équation de mouvement reste
valable pour les fonctions Φ ∈ Lβ+1(Ω× (0, T )) à support compact dans Ω× (0, T ) et telles
que :
∇Φ ∈ [Lβ+1(0, T ;Lβ+1(Ω))]2×2) et Φt ∈ L2(0, T ;L
β−1
β−2 (Ω)).
Etape 2.
Nous allons construire une fonction test admissible. On se donne un entier naturel n, une
fonction η ∈ D(Ωn) et on considère la fonction bk ∈ C(R+) ∩ C1(R∗+) définie par
bk(s) = Tk(s)
θ
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avec θ > 0 qui sera précisé ultérieurement et Tk qui désigne la fonction de troncature est
définie pour s ∈ R par :
Tk(s) := k T (
s
k
),
où T ∈ C∞(R) est une fonction croissante et concave sur R telle que :
T (s) :=
{
s pour s ≤ 1,
2 pour s ≥ 3.
Nous savons que dans D′(R2 × (0, T )) :
∂tbk(ρδ) + div (bk(ρδ)uδ) +Bk(ρδ)divuδ = 0,
en notant
Bk(s) = s b
′
k(s)− bk(s) =
{
s b′(s)− b(s) si s ≤ k,
−b(2k) si s ≥ 3k.
Notons I = (t0, t1) avec : 0 < t0 < t1 < T et posons αI = min{t0, T − t1}. En utilisant S˜α
pour α < αI , on obtient dans D′(R2 × I) :
∂tS˜α [bk(ρδ)] + divS˜α [bk(ρδ)uδ] + S˜α[Bk(ρδ)divuδ] = 0. (7)
Comme bk(ρδ) et Bk(ρδ) appartiennent à Lq(R2× I) pour tout q ∈ [1,∞] (ces fonctions sont
bornées et à support dans D), nous avons d’après le Théorème II.F.1 :
- S˜α[bk(ρδ)] ∈ C∞(I;Lq(R2)), S˜α[bk(ρδ)uδ] ∈ C∞(I;Lq(R2)) pour tout réel q ≥ 1,
et :
- S˜α[Bk(ρδ)divuδ] ∈ C∞(I;L2(R2)).
Donc, d’après (7), divS˜α [bk(ρδ)uδ] ∈ C∞(I;L2(R2)) et la relation (7) est en fait vérifiée
presque partout dans R2 × I.
On pose alors :
hδ(t) = B
(
S˜α[bk(ρδ)]η −mδ
)
,
avec :
mδ(t,x) :=
1
|Ωn|
∫
Ωn
S˜α[bk(ρδ)](t, z)η(z) dz,
où B l’opérateur de Bogovskii sur Ωn (cf. Théorème II.D.1).
Vu les propriétés de régularité de S˜α(bk(ρδ)), on peut affirmer que hδ et ∂thδ ∈ L∞(I;W1,q0 (Ωn))
pour tout q ∈ (1,∞). On remarquera que pour tout q ∈ (1,∞),
‖mδ(t)‖Lq(Ωn) ≤ C(n, η)‖S˜α[bk(ρδ)](t)‖Lq(Ωn)
(ce type de majoration sera utilisé dans l’étape 3).
Par conséquent, pour ψ ∈ D(I), la fonction Φ := ψ h est une fonction test admissible pour
l’équation de quantité de mouvement.
Etape 3.
En injectant hδ dans l’équation de quantité de mouvement, on obtient :
−
∫
I
∫
Ω
ρδ uδ · [ψthδ + ψ∂thδ] dxdt−
∫
I
ψ
∫
Ω
ρδ uδ · [(uδ · ∇)hδ] dxdt+ µ
∫
I
ψ
∫
Ω
∇uδ : ∇hδ dxdt
+(λ+ µ)
∫
I
ψ
∫
Ω
divuδ divhδ dxdt−
∫
I
ψ
∫
Ω
(a ργδ + δ ρ
β
δ ) divhδ dxdt−
∫
I
ψ
∫
Ω
ρδ f · hδ dxdt = 0.
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Or :
−
∫
I
ψ
∫
Ω
(a ργδ + δ ρ
β
δ ) divhδ dxdt
= −
∫
I
ψ(t)
∫
Ωn
(a ργε + δ ρ
β
δ )
(
S˜α[bk(ρδ)] η −mδ(t)
)
dxdt
= −
∫
I
ψ
∫
Ωn
(a ργδ + δ ρ
β
δ )S˜α[bk(ρδ)] η dxdt+
∫
I
ψ(t)mδ(t)
(∫
Ωn
(a ργδ + δ ρ
β
δ ) dx
)
dt,
et donc : ∫
I
ψ
∫
Ωn
(a ργδ + δ ρ
β
δ )S˜α[bk(ρδ)] η dxdt
= −
∫
I
∫
Ω
ρδ uδ · [ψthδ + ψ∂thδ] dxdt−
∫
I
ψ
∫
Ω
ρδ uδ · [(uδ · ∇)hδ] dxdt
+µ
∫
I
ψ
∫
Ω
∇uδ : ∇hδ dxdt+ (λ+ µ)
∫
I
ψ
∫
Ω
divuδ divhδ dxdt
+
∫
I
ψ(t)mδ(t)
∫
Ω
(a ργδ + δ ρ
β
δ ) dxdt−
∫
I
ψ
∫
Ωn
ρδ f · hδ dxdt.
Majorons chacune des intégrales du membre de droite de cette égalité. Dans les calculs
suivants, toutes les constantes apparaîssant sont indépendantes de δ mais pas de η et Ωn.
- Estimation de J1 :=
∫
I
∫
Ω ρδ uδ · ψt hδ dxdt.
Comme W
1, 2γ
2γ−1
0 (Ωn) ↪→ L
2γ
γ−1 (Ωn), on a :
|J1| ≤ ‖ρδuδ‖
L∞(I;L
2γ
γ+1 (Ω))
‖ψt‖L1(I)‖hδ‖
L∞(I;L
2γ
γ−1 (Ωn))
≤ ‖ρδuδ‖
L∞(0,T ;L
2γ
γ+1 (Ω))
‖ψt‖L1(I)C‖hδ‖
L∞(I;W
1,
2γ
2γ−1
0 (Ωn))
≤ C‖ψt‖L1(I)‖hδ‖
L∞(I;W
1,
2γ
2γ−1
0 (Ωn))
.
Puis, d’après le Théorème II.D.1 (ii),
‖hδ‖
L∞(I;W
1,
2γ
2γ−1
0 (Ωn))
≤ C‖S˜α[bk(ρδ)]η −mδ‖
L∞(I;L
2γ
2γ−1 (Ωn))
≤ C‖S˜α[bk(ρδ)]‖
L∞(I;L
2γ
2γ−1 (Ωn))
.
Finalement :
|J1| ≤ C‖ψt‖L1(I)‖S˜α[bk(ρδ)]‖
L∞(I;L
2γ
2γ−1 (Ωn))
.
- Estimation de J2 :=
∫
I ψ
∫
Ω ρδ(t)uδ(t) · ∂thδ dxdt.
|J2| ≤ ‖ρδuδ‖L2(I;Lm(Ω))‖ψ‖L∞(I)‖∂thδ‖L2(I;L mm−1 (Ωn)) ≤ C ‖ψ‖L∞(I)‖∂thδ‖L2(I;L mm−1 (Ωn)),
avec m ∈]1, γ[.
Or
∂thδ = B
(
∂tS˜α[bk(ρδ)]η − ∂tmδ
)
= B
(
−div(S˜α[bk(ρδ)uδ])η − S˜α[Bk(ρδ) divuδ]η − ∂tmδ
)
,
CHAPITRE II - Partie F 197
et :
∂tmδ(t) =
1
|Ωn|
∫
Ωn
(
−div(S˜α[bk(ρδ(t))uδ(t)])η − S˜α[Bk(ρδ(t)) divuδ(t)]η
)
dx
=
1
|Ωn|
∫
Ωn
S˜α[bk(ρδ(t))uδ(t)] · ∇η dx− 1|Ωn|
∫
Ωn
S˜α[Bk(ρδ(t)) divuδ(t)]η dx.
Ainsi ∂thδ = B[g1 + g2 + g3] avec :
g1(t) := −div(S˜α[bk(ρδ)uδ]η),
g2(t) := S˜α[bk(ρδ(t))uδ(t)] · ∇η − 1|Ωn|
∫
Ωn
S˜α[bk(ρδ(t))uδ(t)] · ∇η dx,
g3(t) := −S˜α[Bk(ρδ(t)) divuδ(t)]η + 1|Ωn|
∫
Ωn
S˜α[Bk(ρδ(t)) divuδ(t)]η dx.
On a alors compte-tenu du point (iii) du Théorème II.D.1 :
‖B[g1]‖L2(I;L mm−1 (Ωn)) ≤ C‖S˜α[bk(ρδ)uδ]‖L2(I;L mm−1 (Ωn)),
puis par le point (ii) et les théorèmes d’injection de Sobolev :
‖B[g2]‖L2(I;L mm−1 (Ωn)) ≤ C‖B[g2]‖L2(I;W1,e(m)0 (Ωn))
≤ C‖g2‖L2(I;Le(m)(Ωn))
≤ C‖S˜α[bk(ρδ)uδ]‖L2(I;Le(m)(Ωn)),
et :
‖B[g3]‖L2(I;L mm−1 (Ωn)) ≤ C‖S˜α[Bk(ρδ) divuδ]‖L2(I;Le(m)(Ωn)),
où
e(m) :=
{
2m
3m−2 si m ∈]1, 2[,
> 1 si m ≥ 2.
(Pour m ≥ 2, L2(Ωn) ↪→ L mm−1 (Ωn) et, en dimension 2, nous avons W 1,1(Ωn) ↪→ L2(Ωn).
Ainsi, pour m ≥ 2, nous pouvons choisir (arbitrairement) e(m) strictement supérieur à 1.
Nous excluons le cas e(m) = 1 car le Théorème II.D.1 ne s’applique pas pour l’exposant 1.)
En remarquant que m
m−1 ≥ e(m), on a finalement :
|J2| ≤ C ‖ψ‖L∞(I)
(
‖S˜α[bk(ρδ)uδ]‖L2(I;L mm−1 (Ωn)) + ‖S˜α[Bk(ρδ) divuδ]‖L2(I;Le(m)(Ωn))
)
.
- Estimation de J3 :=
∫
I ψ
∫
Ω ρδ uδ · [(uδ · ∇)hδ] dxdt.
On a pour p ∈ ]1, γ[ :
|J3| ≤ C‖ρδ|uδ|2‖L1(I;Lp(Ω))‖ψ‖L∞(I)‖∇hδ‖
L∞(I;[L
p
p−1 (Ωn)]2)
≤ C ‖ψ‖L∞(I)‖hδ‖
L∞(I;W
1,
p
p−1
0 (Ωn)]
2)
≤ C ‖ψ‖L∞(I)‖S˜α[bk(ρδ)]‖
L∞(I;L
p
p−1 (Ωn))
.
- Estimation de J4 := µ
∫
I ψ
∫
Ω∇uδ : ∇hδ(t) dxdt.
|J4| ≤ C‖∇uδ‖L2(I;[L2(Ω)]2)‖ψ‖L∞(I)‖∇hδ‖L2(I;[L2(Ωn)]2)
≤ C‖ψ‖L∞(I)‖hδ‖L2(I;W1,20 (Ωn))
≤ C ‖ψ‖L∞(I)‖S˜α[bk(ρδ)]‖L2(I;L2(Ωn)).
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- Estimation de J5 := (λ+ µ)
∫
I ψ
∫
Ω divuδ divhδ(t) dxdt.
De même que précédemment :
|J4| ≤ C ‖ψ‖L∞(I)‖S˜α[bk(ρδ)]‖L2(I;L2(Ωn)).
- Estimation de J6 :=
∫
I ψ(t)mδ(t)
(∫
Ωn
(a ργδ + δ ρ
β
δ ) dx
)
dt.
Nous avons :
|J6| ≤ ‖ψ‖L∞(I)‖mδ‖L1(I)‖a ργδ + δ ρβδ ‖L∞(I;L1(Ω))
≤ C‖ψ‖L∞(I)‖S˜α[bk(ρδ)]‖L1(I;L1(Ωn)).
- Estimation de J7 := − ∫I ψ ∫Ω ρδ f · hδ dxdt.
|J7| ≤ C‖ψ‖L∞(I)‖ρδ‖L∞(I;Lγ(Ω))‖hδ‖
L1(I;L
γ
γ−1 (Ωn))
≤ C‖ψ‖L∞(I)‖hδ‖L1(I;W 1,e(γ)0 (Ωn))
≤ C‖ψ‖L∞(I)‖S˜α[bk(ρδ)]‖L1(I;Le(γ)(Ωn)).
Concernant les majorations de S˜α[bk(ρδ)], on note que pour p ∈ ]1, γ[, pp−1 ≥ 2γ2γ−1 ≥ e(γ).
En combinant les résultats précédents, on obtient donc :∫
I
ψ(t)
(∫
Ωn
(a ργδ (t) + δ ρ
β
δ (t))S˜α[bk(ρδ)](t)η(x) dx
)
dt ≤
C
(
‖ψ‖L∞(I) + ‖ψt‖L1(I)
)
×
[
‖S˜α[bk(ρδ)]‖
L∞(I;Lmax{
p
p−1 ,2}(Ωn))
+ ‖S˜α[bk(ρδ)uδ]‖L2(I;L mm−1 (Ωn))
+‖S˜α[Bk(ρδ) divuδ]‖L2(I;Le(m)(Ωn))
]
.
On souhaite maintenant faire tendre α vers 0.
Rappelons que ρδ appartient à, disons, C([0, T ];L1(Ω)) (cf. Bilan de la partie E) et donc que
bk(ρδ) ∈ C([0, T ], Lq(Ω)) pour tout q ∈ [1,∞). A l’aide du Théorème II.F.1 (ii), on déduit
que :
‖S˜α[bk(ρδ)]‖
L∞(I;Lmax{
p
p−1 ,2}(Ωn))
α→0−→ ‖bk(ρδ)‖
L∞(I;Lmax{
p
p−1 ,2}(Ωn))
.
Puis par le point (i) de ce même théorème :
‖S˜α[bk(ρδ)uδ]‖L2(I;L mm−1 (Ωn))
α→0−→ ‖bk(ρδ)uδ‖L2(I;L mm−1 (Ωn)),
‖S˜α[Bk(ρδ) divuδ]‖L2(I;Le(m)(Ωn)) α→0−→ ‖Bk(ρδ) divuδ‖L2(I;Le(m)(Ωn)),
Enfin, l’application
Λ : Lβ+1(0, T ;Lβ+1(Ωn))→ R , g 7→
∫
I
ψ(t)
(∫
Ωn
(a ργδ (t) + δ ρ
β
δ (t))g(t)η(x) dx
)
dt,
est une forme linéaire continue. D’après le Théorème II.F.1 (i), comme S˜α[bk(ρδ)] converge
vers bk(ρδ) dans Lβ+1(0, T ;Lβ+1(Ωn)) lorsque α → 0, on peut passer à la limite dans le
membre de gauche de l’inégalité.
Bilan de l’étape 3. Finalement, nous avons montré que∫
I
ψ(t)
(∫
Ωn
(a ργδ (t) + δ ρ
β
δ (t))bk(ρδ)(t)η(x) dx
)
dt ≤ C
(
‖ψ‖L∞(I) + ‖ψt‖L1(I)
)
×[
‖bk(ρδ)‖
L∞(I;Lmax{
p
p−1 ,2}(Ωn))
+ ‖bk(ρδ)uδ‖L2(I;L mm−1 (Ωn)) + ‖Bk(ρδ) divuδ‖L2(I;Le(m)(Ωn))
]
,
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où C est une constante indépendante de δ (mais pas de η, ni de n), m, p ∈ ]1, γ[ et
e(m) =
{
2m
3m−2 si m ∈]1, 2[,
> 1 si m ≥ 2.
Etape 4.
On remarque que pour tout k > 0 et pour tout s ≥ 0,
|bk(s)| ≤ sθ et |Bk(s)| ≤ C sθ.
On en déduit :
‖bk(ρδ)‖
L∞(I;Lmax{
p
p−1 ,2}(Ωn))
≤ ‖ρθδ‖L∞(I;Lmax{ pp−1 ,2}(Ωn)) ≤ ‖ρδ‖
θ
L∞(I;Lmax{
θp
p−1 ,2θ}(Ωn))
,
et pour un réel arbitraire r > 1 :
‖bk(ρδ)uδ‖L2(I;L mm−1 (Ωn)) ≤ ‖ρ
θ
δuδ‖L2(I;L mm−1 (Ωn))
≤ ‖ρθδ‖L∞(I;L mrmr−m−r (Ωn))‖uδ‖L2(I;Lr(Ωn))
≤ C‖ρδ‖θ
L∞(I;L
θmr
mr−m−r (Ωn))
‖uδ‖L2(I;W1,2(Ω)).
Enfin, vu que e(m) < 2,
‖Bk(ρδ) divuδ‖L2(I;Le(m)(Ωn)) ≤ C‖ρθδdivuδ‖L2(I;Le(m)(Ωn))
≤ C‖ρθδ‖
L∞(I;L
2e(m)
2−e(m) (Ωn))
‖divuδ‖L2(I;L2(Ωn))
≤ C‖ρδ‖θ
L∞(I;L
2e(m)θ
2−e(m) (Ωn))
‖divuδ‖L2(I;L2(Ωn)).
Or, nous savons que :
‖ρδ‖L∞(0,T ;Lγ(Ω)) ≤ C et ‖uδ‖L2(0,T ;W1,2(Ω)) ≤ C.
Ainsi, pour que chacune des quantités ‖bk(ρδ)‖
L∞(I;Lmax{
p
p−1 ,2}(Ωn))
, ‖bk(ρδ)uδ‖L2(I;L mm−1 (Ωn))
et ‖Bk(ρδ) divuδ‖L2(I;Le(m)(Ωn)) soit majorée indépendamment de δ, il suffit de choisir θ de
sorte que les exposants max{ θp
p−1 , 2θ}, θmrmr−m−r et 2e(m)θ2−e(m) soient tous trois inférieurs ou égaux
à γ.
Prenons θ := 1
2
(γ − 1).
- Si γ ∈ ]1, 2], on obtient le résultat voulu en choisissant par exemple m = p = 3γ
γ+2
∈ ]1, γ[
et r = 6γ
γ−1 .
- Si γ > 2, on obtient le résultat voulu en choisissant par exemple m = p = 2γ+1
γ+1
(ainsi, m,
p ∈ ]1, γ[∩]1, 2[) et r = 2γ m.
Dans ces conditions, l’inégalité précédente devient :∫
I
ψ(t)
(∫
Ωn
(a ργδ (t) + δ ρ
β
δ (t))bk(ρδ)(t)η(x) dx
)
dt ≤ C
(
‖ψ‖L∞(I) + ‖ψt‖L1(I)
)
,
où C = C(n, η).
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Remarque. Dans les calculs ci-dessus, la notation de norme pour écrire ‖ . ‖L∞(I;Lθq(Ωn)) est
quelque peu abusive car, en fait, nous ne nous imposons pas la condition θq ≥ 1. Cependant,
si θq < 1, alors pour f dans, disons, L1(Ωn), nous avons :
‖f‖Lθq(Ωn) =
(∫
[|f |≤1]
|f(x)|θqdx+
∫
[|f |≥1]
|f(x)|θqdx
) 1
θq
≤
(∫
[|f |≤1]
dx+
∫
[|f |≥1]
|f(x)|dx
) 1
θq
≤
(
mes(Ωn) + ‖f‖L1(Ωn)
) 1
θq .
Ce résultat permet alors de justifier les majorations précédemment obtenues.
Si on choisit des fonctions ψ et η à valeurs positives, le théorème de convergence monotone
permet de passer à la limite quand k tend vers +∞ et donne :∫
I
ψ(t)
(∫
Ω
(a ργδ (t) + δ ρ
β
δ (t)) ρ
θ
δ(t)η(x) dx
)
dt ≤ C
(
‖ψ‖L∞(I) + ‖ψt‖L1(I)
)
.
Pour m ∈ N assez grand, choisissons ψ = ψm ∈ D(I) telle que :
0 ≤ ψm(t) ≤ 1, ψm(t) = 1 sur [ t0 + 1/m, t1 − 1/m ], |ψ′m(t)| ≤ cm sur I.
Remarquons alors que :
‖ψm‖L∞(I) + ‖ψ′m‖L1(I) ≤ T +
∫ t0+1/m
t0
cmdt+
∫ t1
t1−1/m
cmdt ≤ T + 2 c.
On peut alors appliquer le lemme de Fatou et obtenir :∫
I
∫
Ω
(a ργ+θδ (t) + δ ρ
β+θ
δ (t))η(x) dxdt ≤ C.
La constante C étant indépendante de I, par convergence monotone, il vient :∫ T
0
(∫
Ω
(a ργδ (t) + δ ρ
β
δ (t))ρ
θ
δ(t)η(x) dx
)
dt ≤ C.
On considère maintenant une fonction η ∈ D(Ωn) à valeurs positives ou nulles et telle que
η(x) = 1 pour x ∈ Ωn−1 (ce qui est possible car Ωn−1 ⊂ Ωn−1 ⊂ Ωn). On obtient alors :∫ T
0
∫
Ωn−1
(a ργ+θδ + δ ρ
β+θ
δ ) dxdt ≤
∫ T
0
∫
Ω
(a ργ+θδ + δ ρ
β+θ
δ )η(x) dxdt ≤ C(n, η).
Conclusion.
D’après ce qui précède, pour tout entier n, il existe une constante Cn > 0 telle que :
‖ρδ‖Lγ+θ(Ωn×(0,T )) ≤ Cn et δ
1
β+θ ‖ρδ‖Lβ+θ(Ωn×(0,T )) ≤ Cn,
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où θ = γ−1
2
.
En utilisant le procédé diagonal, on en déduit l’existence de ργ ∈ L γ+θγ (0, T ;L
γ+θ
γ
loc (Ω)) telle
que pour tout n :
ργδ ⇀ ρ
γ dans L
γ+θ
γ (0, T ;L
γ+θ
γ (Ωn)).
On remarque par ailleurs que :
δρβδ → 0 dans L
β+θ
β (0, T ;L
β+θ
β (Ωn)).
2.4 Convergence de ρδuδ vers ρu
La fonction ρδ vérifie l’équation de continuité au sens des distributions sur D× (0, T ) et
par conséquent pour tout η ∈ D(D), on a dans D′(0, T ) :∣∣∣∣∣ ddt
(∫
D
ρδη dx
)∣∣∣∣∣ =
∣∣∣∣∫
Ω
ρδ uδ · ∇η dx
∣∣∣∣ ≤ ‖(ρδuδ)‖
L
2γ
γ+1 (D)
‖∇η‖
L
2γ
γ−1 (D)
.
On constate donc que d
dt
(
∫
D ρδη dx) ∈ L∞(0, T ) et, comme ρδ ∈ L∞(0, T ;Lγ(D)), cela permet
d’affirmer que :
ρδ ∈ C([0, T ];Lγw(Ω)).
D’autre part, grâce au calcul précédent, on voit que pour s, t ∈ [0, T ], on a :∣∣∣∣∫
D
ρδ(t)η dx−
∫
D
ρδ(s)η dx
∣∣∣∣ ≤ |t− s| ‖ρδuδ‖
L∞(0,T ;L
2γ
γ+1 (D))
‖∇η‖
L
2γ
γ−1 (Ω)
≤ C|t− s|‖η‖
W
2γ
γ−1
0 (D)
.
En raisonnant par densité, on voit que l’inégalité ci-dessus reste vraie pour η ∈ W
2γ
γ−1
0 (D).
Ainsi, la famille (ρδ)δ est uniformément équicontinue de [0, T ] dans W−1,
2γ
γ+1 (D). Comme
la suite (ρδ)δ est bornée dans L∞(0, T ;Lγ(Ω)) et que chacun de ses éléments appartient à
C([0, T ];Lγw(D)), le Théorème I.2 nous assure qu’ à une suite extraite près :
ρδ → ρ dans C([0, T ];Lγw(D)).
Comme Lγ(D) ↪→↪→ W−1,2(D) (injection compacte), on a (Théorème I.4) :
ρδ → ρ dans Lp(0, T ;W−1,2(D)) (1 ≤ p <∞).
Etant donné que uδ converge faiblement vers u dans L2(0, T ;W1,20 (D)), cela suffit pour
affirmer que :
ρδuδ
∗
⇀ ρu dans L∞(0, T ;L
2γ
γ+1 (D)).
3 Passage à la limite dans les équations
3.1 Passage à la limite dans l’équation de continuité
Sachant que : 
ρδ
∗
⇀ ρ dans L∞(0, T ;Lγ(D)),
ρδuδ
∗
⇀ ρu dans L∞(0, T ;L
2γ
γ+1 (D)),
∂tρδ + div(ρδuδ) = 0 dans D′(D × (0, T )),
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on en déduit que ∂tρ + div(ρu) = 0 dans D′(D × (0, T )). De plus, comme ρδ → ρ dans
C([0, T ];Lγw(D)), on a pour tout η ∈ D(D) :
lim
δ→0
∫
D
ρδ(0,x)η(x) dx =
∫
D
ρ(0,x)η(x) dx.
Or, ρδ(0) = ρ0,δ qui converge fortement vers ρ0 dans Lγ(D), donc :
∫
D ρ(0)η dx =
∫
D ρ0η dx
ce qui donne :
ρ(0) = ρ0.
3.2 Passage à la limite dans l’équation de quantité de mouvement
3.2.1 Un résultat de convergence forte pour ρδuδ
Pour obtenir un résultat de convergence forte pour ρδuδ, nous allons commencer par
prouver un résultat de convergence dans un espace du type C([0, T ];Lpw(Ω)), comme cela a
déjà été fait en partie D (utilisation du Théorème I.2).
Pour Φ ∈ D(Ω), l’équation de mouvement donne dans D′(0, T ) :
d
dt
(∫
Ω
ρδuδ · Φ dx
)
=
∫
Ω
ρδuδ · [(uδ · ∇)Φ]dx− µ
∫
Ω
∇uδ : ∇Φ dx− (λ+ µ)
∫
Ω
divuδ divΦ dx
+
∫
Ω
(a ργδ + δ ρ
β
δ ) divΦ dx+
∫
Ω
ρδ f · Φ dx.
Estimons chacune des intégrales du membre de droite.
- Estimation de I1(t) :=
∫
Ω ρδ(t)uδ(t) · [(uδ(t) · ∇)Φ]dx.
Comme (ρδ|uδ|2)δ est bornée dans L2(0, T ;Lp(Ω)) pour p ∈ [1, 2γγ+1), on a :
|I1(t)| ≤ C‖ρδ(t)|uδ(t)|2‖
L
4γ
3γ+1 (Ω)
‖∇Φ‖
[L
4γ
γ−1 (Ω)]2
.
- Estimation de I2(t) := −µ ∫Ω∇uδ : ∇Φ dx.
|I2(t)| ≤ C‖∇uδ(t)‖[L2(Ω)]2‖∇Φ‖[L2(Ω)]2 .
et la suite de fonctions t 7→ ‖∇uδ(t)‖[L2(Ω)]2 est bornée dans L2(0, T ).
- Estimation de I3(t) := −(λ+ µ) ∫Ω divuδ divΦ dx.
De même que ci-dessus :
|I3(t)| ≤ C‖∇uδ(t)‖[L2(Ω)]2‖∇Φ‖[L2(Ω)]2 .
- Estimation de I4(t) :=
∫
Ω(a ρ
γ
δ + δ ρ
β
δ ) divΦ dx.
Comme précédemment, pour k ∈ N, on pose Ωk := {x ∈ Ω : d(x, ∂Ω) > 2−k}. Pour k
suffisamment grand, on aura supp(Φ) ⊂ Ωk. Alors, d’après les résultats du paragraphe 2.3,
il existe Ck > 0 telle que
‖ρδ‖Lγ+θ(Ωk×(0,T )) ≤ Ck et δ
1
β+θ ‖ρδ‖Lβ+θ(Ωk×(0,T )) ≤ Ck.
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Comme δ ∈]0, 1[, on a :
δ‖ρδ‖βLβ+θ(Ωk×(0,T )) ≤ δ
β
β+θ ‖ρδ‖βLβ+θ(Ωk×(0,T )) ≤ Ck
et donc :
|I4(t)| ≤ C(‖ρδ‖γLγ+θ(Ωk×(0,T )) + δ‖ρδ‖
β
Lβ+θ(Ωk×(0,T )))‖∇Φ‖[Lβ+θθ (Ω)]2 .
et la suite de fonctions t 7→ ‖ρδ(t)‖γLγ+θ(Ωk×(0,T )) + δ‖ρδ(t)‖
β
Lβ+θ(Ωk×(0,T )) est bornée dans
L
β+θ
β (0, T ).
- Estimation de I5(t) :=
∫
Ω ρδ(t)f(t) · Φ dx.
|I5(t)| ≤ C‖ρδ(t)‖Lγ(Ω)‖Φ‖
L
γ
γ−1 (Ω)
≤ C ‖Φ‖
L
γ
γ−1 (Ω)
.
Compte-tenu de ces estimations, on constate que : d
dt
(
∫
Ω ρδuδ · Φ dx) ∈ L1(0, T ). Comme on
sait que ρδuδ ∈ L∞(0, T ;L
2γ
γ+1 (Ω)), la Proposition I.3 permet d’affirmer que :
ρδuδ ∈ C([0, T ];L
2γ
γ+1
w (Ω)).
De plus, toujours d’après les estimations précédentes, on voit que :∣∣∣∣∣ ddt
(∫
Ω
ρδuδ · Φ dx
)∣∣∣∣∣ ≤ Gkδ (t)‖Φ‖W1, β+θθ0 (Ω),
où (Gkδ)δ est une suite de fonctions bornée dans L
β+θ
β (0, T ) :
Gkδ (t) := C
(
‖ρδ(t)|uδ(t)|2‖
L
4γ
3γ+1 (Ω)
+ ‖∇uδ(t)‖[L2(Ω)]2 + ‖ρδ(t)‖γLγ+θ(Ωk×(0,T ))
+δ‖ρδ(t)‖βLβ+θ(Ωk×(0,T )) + 1
)
.
On en déduit que pour s, t ∈ [0, T ] :∣∣∣∣∫
Ω
(ρδuδ)(t) · Φ dx−
∫
Ω
(ρδuδ)(s) · Φ dx
∣∣∣∣ ≤ Ck |t− s| θβ+θ ‖Φ‖
W
1,
β+θ
θ
0 (Ω)
,
où la constante Ck dépend du domaine Ωk contenant le support de Φ. Cela montre que
(t 7→ ∫Ω(ρδuδ)(t) · Φ dx)δ est uniformément équicontinue de [0, T ].
En procédant comme dans la partie D (cf. paragraphe 3.2.1) et en utilisant le fait que
(ρδuδ) est bornée dans L∞(0, T ;L
2γ
γ+1 (Ω)), on montre que pour chaque Φ ∈ W1,
β+θ
θ
0 (Ω), la
suite de fonctions t 7→ ∫Ω(ρδuδ)(t) · Φ dx est uniformément équicontinue de [0, T ]. Comme
(ρδuδ) appartient à C([0, T ];L
2γ
γ+1
w (Ω)), le Théorème I.2 (appliqué à X = L
2γ
γ+1 (Ω) et Y =
(W
1,β+θ
θ
0 (Ω))
′ =W−1,
β+θ
β (Ω)) combiné au Lemme I.5 montre que :
ρδuδ → ρu dans C([0, T ];L
2γ
γ+1
w (Ω)).
Comme de plus L
2γ
γ+1 (Ω) ↪→↪→ W−1,2(Ω) (injection compacte), on en déduit que pour tout
1 ≤ p <∞ :
ρδuδ → ρu dans Lp(0, T ;W−1,2(Ω)).
On peut alors assurer que pour tous i, j ∈ {1, 2} :
ρδu
i
δu
j
δ ⇀ ρu
iuj dans L2(0, T ;Lp(Ω)) (1 ≤ p < 2γ
γ+1
).
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3.2.2 L’équation de quantité de mouvement et sa condition initiale
Les résultats de convergence obtenus permettent de passer à la limite dans l’équation de
mouvement et d’obtenir dans D′(Ω× (0, T )) :
∂t(ρu) + div(ρu⊗ u)− µ∆u− (λ+ µ)∇divu+∇(a ργ) = ρ f .
Enfin, comme (ρδuδ)(0) = ρ0,δu0 (qui converge vers ρ0u0 dans L
2γ
γ+1 (Ω)) et que ρδuδ → ρu
dans C([0, T ];L
2γ
γ+1
w (Ω)), il vient :
(ρu)(0) = ρ0u0.
4 Convergence forte de la densité dans L1(Ω× (0, T ))
La preuve de la convergence forte de la densité s’effectue par des méthodes analogues à
celles utilisées en partie D avec quelques nuances cependant.
En effet, il faut remarquer que nous avons seulement ρ ∈ L∞(0, T ;Lγ(Ω)) avec éventuel-
lement γ < 2. Or la Proposition I.13 s’applique dans le cas d’une densité au moins L2 :
nous ne pouvons pas passer directement de l’équation de continuité ∂tρ + div(ρu) = 0 à
ses "variantes" ∂t[b(ρ)] + div[b(ρ)u] + B(ρ) divu = 0. L’hypothèse γ ≥ 2 faisant (peut-être)
défaut, cela nous oblige à suivre une démarche quelque peu différente initiée par E. Feireisl.
4.1 Passage à la limite dans ∂t[b(ρδ)] + div[b(ρδ)uδ] +B(ρδ) divuδ = 0
Soit b ∈ C0(R+) ∩ C1(R∗+) telle que :{ |b′(s)| ≤ ctλ0 pour s ∈ ]0, 1],
|b′(s)| ≤ ctλ1 pour s ∈ [1,+∞[, (c > 0, λ0 ∈ ]− 1,+∞[, λ1 ∈ ]− 1, γ/2− 1[).
Pour s ∈ R∗+, on pose B(s) := s b′(s)− b(s) (et B(0) = −b(0)).
Ces hypothèses permettent de justifier l’existence d’une constante C > 0 telles pour tout
s ≥ 0, on ait :
|b(s)| ≤ C(1 + sλ1+1) et |B(s)| ≤ C(1 + sλ1+1).
Comme (ρδ)δ est bornée dans L∞(0, T ;Lγ(D)), on en déduit que :
b(ρδ) ∈ L∞(0, T ;L
γ
λ1+1 (D)) et B(ρδ) ∈ L∞(0, T ;L
γ
λ1+1 (D)),
avec :
‖b(ρδ)‖
L∞(0,T ;L
γ
λ1+1 (D))
≤ C et ‖B(ρδ)‖
L∞(0,T ;L
γ
λ1+1 (D))
≤ C,
où la constante C ci-dessus est indépendante de δ et où γ
λ1+1
> 2.
En prolongeant ρδ et uδ par 0 en dehors de D et en exploitant les Propositions I.12 et I.13,
nous pouvons affirmer que :
∂t[b(ρδ)] + div[b(ρδ)uδ] +B(ρδ) divuδ = 0 dans D′(R2 × (0, T )).
En particulier pour η ∈ D(D), on a :
d
dt
(∫
D
b(ρδ) η
)
−
∫
D
b(ρδ)uδ · ∇η +
∫
D
B(ρδ) divuδ η = 0 dans D′(0, T ).
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Mais alors en choisissant r ∈ ]2,∞[ de sorte que λ1+1
γ
+ 1
2
+ 1
r
= 1, il vient :∣∣∣∣∫
D
b(ρδ)uδ · ∇η
∣∣∣∣ ≤ ‖b(ρδ)(t)‖
L
γ
λ1+1 (D)
‖uδ(t)‖L2(D)‖∇η‖Lr(D)
≤ C‖uδ(t)‖W1,2(D)‖η‖W 1,r0 (D),
et aussi : ∣∣∣∣∫
D
B(ρδ)(t)divuδ(t) η
∣∣∣∣ ≤ ‖B(ρδ)(t)‖
L
γ
λ1+1 (D)
‖divuδ(t)‖L2(D)‖η‖Lr(D)
≤ C‖uδ(t)‖W1,2(D)‖η‖W 1,r0 (D).
D’une part, ceci montre que d
dt
(
∫
D b(ρδ) η) ∈ L2(0, T ) et donc, d’après la Proposition I.3, il
existe une fonction qδ ∈ C([0, T ];L
γ
λ1+1
w (D)) telle que pour presque tout t ∈ [0, T ], qδ(t) =
b(ρδ(t)). Or nous savons que ρδ ∈ C([0, T ];Lp(D)) pour p ∈ [1, β), ce qui permet de montrer
que la fonction t 7→ b(ρδ(t)) appartient à, disons, C([0, T ], L1(D)). Par conséquent l’égalité
qδ(t) = b(ρδ(t)) vaut en fait pour tout t ∈ [0, T ].
D’autre part, vu que la suite de fonctions t 7→ ‖uδ(t)‖W1,2(D) est bornée dans L2(0, T ), on
vérifie facilement à l’aide des inégalités ci-dessus que (b(ρδ))δ est uniformément équicontinue
de [0, T ] sur (W 1,r0 (D))′. Par le Théorème I.2, on déduit donc que :
b(ρδ)→ b(ρ) dans C([0, T ];L
γ
λ1+1
w (D)).
Comme L
γ
λ1+1 (Ω)) ↪→↪→ W−1,2(Ω) (injection compacte), on a d’après le Théorème I.4 :
b(ρδ)→ b(ρ) dans Lp(0, T ;W−1,2(D)) (1 ≤ p <∞).
Or la suite (b(ρδ)uδ)δ est bornée dans L2(0, T ;Lm(D)) (1 ≤ m < γλ1+1) et uδ converge
faiblement vers u dans L2(0, T ;W1,2(Ω)), d’où :
b(ρδ)uδ ⇀ b(ρ)u dans L
2(0, T ;Lm(D)) (1 ≤ m < γ
λ1+1
).
Enfin, comme B(ρδ) divuδ est bornée dans L2(0, T ;L
2γ
2λ1+2+γ (D)), on a :
B(ρδ) divuδ ⇀ B(ρ) divu dans L
2(0, T ;L
2γ
2λ1+2+γ (D)).
Pour η ∈ D(R2 × (0, T )), nous avons donc :
−
∫ T
0
∫
R2
[b(ρδ) ηt + b(ρδ)uδ · ∇η] dxdt+
∫ T
0
∫
R2
B(ρδ)divuδ η dxdt = 0,
ce qui s’écrit aussi :
−
∫ T
0
∫
D
[b(ρδ) ηt + b(ρδ)uδ · ∇η] dxdt+
∫ T
0
∫
D
B(ρδ)divuδ η dxdt
−
∫ T
0
∫
R2\D
[b(ρδ) ηt + b(ρδ)uδ · ∇η] dxdt+
∫ T
0
∫
R2\D
B(ρδ)divuδ η dxdt = 0.
Le passage à la limite δ → 0 dans les deux premières intégrales résulte de ce qui précède et
donne directement :
−
∫ T
0
∫
D
[b(ρδ) ηt + b(ρδ)uδ · ∇η] dxdt+
∫ T
0
∫
D
B(ρδ)divuδ η dxdt
CHAPITRE II - Partie F 206
y δ → 0
−
∫ T
0
∫
D
[b(ρ) ηt + b(ρ)u · ∇η] dxdt+
∫ T
0
∫
D
B(ρ)divu η dxdt.
Puis, sur R2 \D, comme ρδ = 0 et uδ = 0 = u, on a simplement :
−
∫ T
0
∫
R2\D
[b(ρδ) ηt+b(ρδ)uδ·∇η] dxdt+
∫ T
0
∫
R2\D
B(ρδ)divuδ η dxdt = −
∫ T
0
∫
R2\D
b(0) ηt dxdt.
Ainsi, en prolongeant u par 0, en convenant que b(ρ) := b(0) et B(ρ)divu := 0 sur (R2 \
D)× (0, T ), le passage à la limite dans l’équation
−
∫ T
0
∫
R2
[b(ρδ) ηt + b(ρδ)uδ · ∇η] dxdt+
∫ T
0
∫
R2
B(ρδ)divuδ η dxdt = 0
donne finalement :
∂t[b(ρ)] + div[b(ρ)u] +B(ρ) divu = 0 dans D′(R2 × (0, T )).
En conclusion, nous venons d’établir que :
Proposition II.F.2 Pour toute fonction b ∈ C0(R+) ∩ C1(R∗+) telle que :{ |b′(t)| ≤ ctλ0 pour t ∈ ]0, 1],
|b′(t)| ≤ ctλ1 pour t ∈ [1,+∞[, (c > 0, λ0 ∈ ]− 1,+∞[, λ1 ∈ ]− 1, γ/2− 1[),
on a (modulo le choix d’une suite extraite convenable)
b(ρδ)→ b(ρ) dans C([0, T ];L
γ
λ1+1
w (D)),
b(ρδ)uδ ⇀ b(ρ)u dans L
2(0, T ;Lm(D)) (1 ≤ m < γ
λ1+1
),
B(ρδ) divuδ ⇀ B(ρ) divu dans L
2(0, T ;L
2γ
2λ1+2+γ (D)),
et en posant u = 0, b(ρ) := b(0) et B(ρ)divu := 0 sur (R2 \ D) × (0, T ), on obtient dans
D′(R2 × (0, T )) :
∂t[b(ρ)] + div[b(ρ)u] + B(ρ) divu = 0.
4.2 Le flux effectif visqueux
On considère à nouveau la fonction Tk définie pour s ∈ R par :
Tk(s) := k T (
s
k
)
où T ∈ C∞(R) est une fonction croissante et concave sur R telle que :
T (s) :=
{
s pour s ≤ 1,
2 pour s ≥ 3.
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Pour simplifier, on pose
Tk(s) := s T ′k(s)− Tk(s) =
{
0 si s ≤ k,
−2k si s ≥ 3k.
La fonction Tk satisfait les conditions de la Proposition II.F.2 permettant ainsi d’écrire que :
∂t[Tk(ρ)] + div[Tk(ρ)u] + Tk(ρ)divu = 0 dans D′(R2 × (0, T )).
Nous savons aussi que :
Tk(ρδ)
∗
⇀ Tk(ρ) dans L
∞(D × (0, T )),
Tk(ρδ) divuδ ⇀ Tk(ρ) divu dans L2(D × (0, T )).
De plus, d’après le paragraphe 2.3, pour tout n,
ργδTk(ρδ)⇀ ρ
γTk(ρ) dans L
γ+θ
γ (0, T ;L
γ+θ
γ (Ωn)).
Nous appliquons le théorème du flux effectif visqueux (Théorème I.21) avec les correspon-
dances suivantes :
- ”qn” = ρδuδ converge vers ”q” = ρu dans C([0, T ];L
2γ
γ+1
w (Ω)) (”z” = 2γγ+1),
- ”un” = uδ converge faiblement vers ”u” = u dans L2(0, T ;W1,2(Ω)),
- ”pn” = aργδ + δρ
β
δ converge faiblement vers ”p” = aργ dans L
β+θ
β (Ωn × (0, T )) (”r” = β+θβ ),
- ”Fn” = ρδf converge faiblement vers ”F” = ρf dans Lγ+θ(Ωn × (0, T )) (”s” = γ + θ),
- ”gn” = Tk(ρδ) converge faiblement vers ”g” = Tk(ρ) dans L∞(Ω × (0, T )) (”w” = ∞) et
dans C([0, T ];Ldw(Ω)) (”d” est un réel > 1 arbitraire),
- ”fn” = −Tk(ρδ) divuδ ∈ L2(Ω× (0, T )) et ”f” = −Tk(ρ) divu. Les conditions sur les expo-
sants étant remplies, toutes hypothèses sont bien satisfaites.
Comme d > 2 on en déduit en raisonnant comme en partie D (c’est-à-dire d’abord sur Ωn
puis en étendant les résultats à Ω tout entier) :
Tk(ρδ) divuδ ⇀ Tk(ρ) divu dans L
2(0, T ;L
2d
d+2 (Ω)),
(aργδ + δρ
β
δ )Tk(ρδ)→ a ργTk(ρ) dans D′(Ω× (0, T )),
avec a ργTk(ρ) ∈ L1(0, T ;L1loc(Ω)) et :
a ργTk(ρ)− (λ+ 2µ)Tk(ρ) divu = a ργTk(ρ)− (λ+ 2µ)Tk(ρ) divu p.p. dans Ω× (0, T ).
4.3 Amplitude des oscillations
Nous allons établir le résultat suivant :
Lemme II.F.3
(i) Il existe une constante C > 0 indépendante de δ telle que :
lim sup
δ→0
∫ T
0
∫
Ω
|Tk(ρδ)− Tk(ρ)|γ+1 ≤ C.
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(ii) De plus :
lim sup
δ→0
∫ T
0
∫
Ω
|Tk(ρδ)− Tk(ρ)|γ+1 ≤
∫ T
0
∫
Ω
[
ργTk(ρ)− ργ Tk(ρ)
]
.
Preuve. Soit K un ouvert relativement compact dans Ω.
Etape 1.
Compte tenu du paragraphe précédent, nous avons :∫ T
0
∫
K
[
ργTk(ρ)− ργ Tk(ρ)
]
= lim
δ→0
(∫ T
0
∫
K
[
ργδTk(ρδ)− ργ Tk(ρ)
])
= lim
δ→0
(∫ T
0
∫
K
(ργδ − ργ)(Tk(ρδ)− Tk(ρ)) +
∫ T
0
∫
K
(ργ − ργ) (Tk(ρ)− Tk(ρ))
)
.
Or, ρδ ≥ 0 sur K× (0, T ), ρδ ⇀ ρ dans Lγ(Ω× (0, T )), ργδ ⇀ ργ dans L
γ+θ
γ (K× (0, T )) faible,
et la fonction s 7→ sγ est convexe sur R+. Donc par application du Théorème I.12, on a :
ργ ≤ ργ p.p sur K × (0, T ). De même, en utilisant la concavité de la fonction s 7→ Tk(s), il
vient Tk(ρ) ≥ Tk(ρ) p.p. sur K × (0, T ). Tout ceci conduit à :∫ T
0
∫
K
(ργ − ργ) (Tk(ρ)− Tk(ρ)) ≥ 0.
Par ailleurs, en remarquant que |(tγ − sγ)(Tk(t)− Tk(s))| ≥ |Tk(t)− Tk(s)|γ+1, on obtient :∫ T
0
∫
K
(ργδ − ργ)(Tk(ρδ)− Tk(ρ)) ≥
∫ T
0
∫
K
|Tk(ρδ)− Tk(ρ)|γ+1.
Finalement :∫ T
0
∫
K
[
ργTk(ρ)− ργ Tk(ρ)
]
≥ lim sup
δ→0
∫ T
0
∫
K
|Tk(ρδ)− Tk(ρ)|γ+1 (8)
Etape 2.
Maintenant, sachant que :
a ργTk(ρ)− (λ+ 2µ)Tk(ρ) divu = a ργTk(ρ)− (λ+ 2µ)Tk(ρ) divu p.p. dans Ω× (0, T ),
il vient :∫ T
0
∫
K
[
ργTk(ρ)− ργ Tk(ρ)
]
=
λ+ 2µ
a
∫ T
0
∫
K
[
Tk(ρ) divu− Tk(ρ) divu
]
=
λ+ 2µ
a
lim
δ→0
∫ T
0
∫
K
[
Tk(ρδ) divuδ − Tk(ρ) divuδ
]
=
λ+ 2µ
a
lim
δ→0
∫ T
0
∫
K
divuδ
[
(Tk(ρδ)− Tk(ρ)) + (Tk(ρ)− Tk(ρ))
]
≤ λ+ 2µ
a
lim sup
δ→0
‖divuδ‖L2(Ω×(0,T ))
[
‖Tk(ρδ)− Tk(ρ)‖L2(K×(0,T )) + ‖Tk(ρ)− Tk(ρ)‖L2(K×(0,T ))
]
≤ C lim sup
δ→0
[
‖Tk(ρδ)− Tk(ρ)‖L2(K×(0,T )) + ‖Tk(ρ)− Tk(ρ)‖L2(K×(0,T ))
]
.
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Comme ‖Tk(ρ)− Tk(ρ)‖L2(K×(0,T )) ≤ lim infδ→0 ‖Tk(ρ)− Tk(ρδ)‖L2(K×(0,T )), on a :∫ T
0
∫
K
[
ργTk(ρ)− ργ Tk(ρ)
]
≤ C lim sup
δ→0
‖Tk(ρδ)− Tk(ρ)‖Lγ+1(K×(0,T )) (9)
où la constante C est indépendante de K.
Etape 3.
- En combinant (8) et (9), on obtient :
C lim sup
δ→0
‖Tk(ρδ)− Tk(ρ)‖Lγ+1(K×(0,T )) ≥ lim sup
δ→0
∫ T
0
∫
K
|Tk(ρδ)− Tk(ρ)|γ+1.
Nous avons donc établi que :
lim sup
δ→0
∫ T
0
∫
K
|Tk(ρδ)− Tk(ρ)|γ+1 ≤ C,
où la constante C est indépendante de k, de K.
- Considérons maintenant un ouvert relativement compact K tel que |Ω \K| ≤ 1
kγ+1
. On a
alors :∫ T
0
∫
Ω
|Tk(ρδ)− Tk(ρ)|γ+1 ≤
∫ T
0
∫
K
|Tk(ρδ)− Tk(ρ)|γ+1 +
∫ T
0
∫
Ω\K
|Tk(ρδ)− Tk(ρ)|γ+1
≤ C +
∫ T
0
∫
Ω\K
(2k)γ+1
≤ C + 2γ+1T.
Ainsi, il existe une constante C telle que pour tout k, on ait :
lim sup
δ→0
∫ T
0
∫
Ω
|Tk(ρδ)− Tk(ρ)|γ+1 ≤ C,
ce qui prouve le point (i).
- Soit ε > 0 et un ouvert relativement compact Kε tel que |Ω \Kε| ≤ εkγ+1 . Alors :∫ T
0
∫
Ω
|Tk(ρδ)− Tk(ρ)|γ+1 ≤
∫ T
0
∫
Kε
|Tk(ρδ)− Tk(ρ)|γ+1 +
∫ T
0
∫
Ω\Kε
|Tk(ρδ)− Tk(ρ)|γ+1
≤
∫ T
0
∫
Kε
|Tk(ρδ)− Tk(ρ)|γ+1 +
∫ T
0
∫
Ω\Kε
(2k)γ+1
≤
∫ T
0
∫
Kε
|Tk(ρδ)− Tk(ρ)|γ+1 + 2γ+1Tε.
Mais alors en exploitant (8), il vient :
lim sup
δ→0
∫ T
0
∫
Ω
|Tk(ρδ)− Tk(ρ)|γ+1 ≤
∫ T
0
∫
Kε
[
ργTk(ρ)− ργ Tk(ρ)
]
+ 2γ+1Tε.
Utilisons le Théorème I.8 avec P (s) = sγ, Q(s) = Tk(s). Nous savons que pour tout n :
ργδ ⇀ ρ
γ dans L
γ+θ
γ (Ωn × (0, T )),
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Tk(ρδ)
∗
⇀ Tk(ρ) dans L
∞(Ω× (0, T )).
On en déduit facilement que :
ργδTk(ρ)⇀ ρ
γTk(ρ) dans L
γ+θ
γ (Ωn × (0, T )),
et aussi :
ργ[Tk(ρδ)− Tk(ρ)]⇀ 0 dans L
γ+θ
θ (Ωn × (0, T )).
Enfin, nous savons aussi par le paragraphe 4.3 que :
ργδTk(ρδ)⇀ ρ
γTk(ρ) dans L
γ+θ
γ (0, T ;L
γ+θ
γ (Ωn)).
Ainsi, toutes les hypothèses voulues sont satisfaites et on peut affirmer que : ργTk(ρ) ≥
ργ Tk(ρ) p.p. sur Ωn × (0, T ). Ce résultat étant valable pour tout entier n, l’inégalité a donc
lieu presque partout sur Ω× (0, T ). On en déduit que :
lim sup
δ→0
∫ T
0
∫
Ω
|Tk(ρδ)− Tk(ρ)|γ+1 ≤
∫ T
0
∫
Ω
[
ργTk(ρ)− ργ Tk(ρ)
]
+ 2γ+1Tε.
Cette dernière inégalité étant satisfaite pour tout ε > 0, on obtient :
lim sup
δ→0
∫ T
0
∫
Ω
|Tk(ρδ)− Tk(ρ)|γ+1 ≤
∫ T
0
∫
Ω
[
ργTk(ρ)− ργ Tk(ρ)
]
,
ce qui termine la preuve.
¦
4.4 (ρ,u) est une solution renormalisée de l’équation de continuité
Les résultats qui suivent sont donnés à titre d’exercice dans [NoSt] (page 388) :
Lemme II.F.4 Soient Q un ouvert borné de RN , s ∈] + 1,+∞[ et (fn)n une suite de
fonctions à valeurs ≥ 0 qui converge faiblement vers f dans Ls(Q). Alors, il existe une
constante C > 0 telle que pour tout réel p ∈ [1, s[,
supn ‖fnχ[fn≥k]‖Lp(Q) ≤ Ck1−s/p (i)
supn ‖Tk(fn)− fn‖Lp(Q) ≤ Ck1−s/p (ii)
‖Tk(f)− f‖Lp(Q) ≤ Ck1−s/p (iii)
‖Tk(f)− f‖Lp(Q) ≤ Ck1−s/p (iv)
Preuve. On pose C := supn ‖fn‖Ls(Q).
- Démontrons le résultat (i).
On note [fn ≥ k] := {x ∈ Q : fn(x) ≥ k}. On a :
mes([fn ≥ k]) ≤
∫
[fn≥k]
fn(x)
k
dx ≤ 1
k
∫
Q
fn(x)χ[fn≥k](x)dx ≤
1
k
‖fn‖Ls(Q)‖χ[fn≥k]‖L ss−1 (Q),
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donc :
mes([fn ≥ k]) ≤ C
k
mes([fn ≥ k]) s−1s ,
ce qui implique : mes([fn ≥ k]) ≤ Csks .
On en déduit :
‖fn χ[fn≥k]‖Lp(Q) ≤ ‖fn‖Ls(Q)‖χ[fn≥k]‖L sps−p (Q)
≤ Cmes([fn ≥ k])
s−p
sp ≤ C
(
Cs
ks
) 1
p
− 1
s ≤ C
s
p
k
s
p
−1 ,
et donc :
‖fn χ[fn≥k]‖Lp(Q) ≤ Cs k1−
s
p ,
ce qui prouve le point (i).
- Démontrons le résultat (ii).
On remarque que :
|Tk(fn)− fn| ≤ |fn|χ[fn≥k].
Ainsi, ‖Tk(fn)− fn‖Lp(Q) ≤ ‖fn χ[fn≥k]‖Lp(Q) ce qui conduit à :
‖Tk(fn)− fn‖Lp(Q) ≤ Cs k1−
s
p ,
ce qui prouve (ii) en passant à la borne supérieure.
- Démontrons le résultat (iii).
La suite (Tk(fn))n étant bornée dans L∞(Q), il existe une suite extraite telle que :
Tk(fn)
∗
⇀ Tk(f) dans L
∞(Q).
Mais alors, compte-tenu des hypothèses, Tk(fn) − fn ⇀ Tk(f) − f dans Lp(Q). Par semi-
continuité inférieure de la norme, il vient :
‖Tk(f)− f‖Lp(Q) ≤ lim inf
n→∞ ‖Tk(fn)− fn‖Lp(Q),
ce qui, à l’aide de (ii) , conduit à :
‖Tk(f)− f‖Lp(Q) ≤ Cs k1−
s
p .
- Démontrons le résultat (iv).
En utilisant le fait que ‖f‖Ls(Q) ≤ lim infn→∞ ‖fn‖Ls(Q) ≤ C et en reprenant mot à mot les
raisonnement des parties (i) et (ii), on obtient :
‖Tk(f)− f‖Lp(Q) ≤ Cs k1−
s
p ,
ce qui termine la preuve.
¦
Nous allons montrer que (ρ,u) est une solution renormalisée de l’équation de continuité.
Pour cela, nous partons des résultats de la Proposition II.F.2, en particulier du fait que dans
D′(R2 × (0, T )) :
∂t[Tk(ρ)] + div[Tk(ρ)u] + Tk(ρ) divu = 0,
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avec Tk(s) := s T ′k(s)− Tk(s).
Comme Tk(ρ) ∈ L∞(R2 × (0, T )), u ∈ L2(0, T ;W1,2(R2)) et Tk(ρ)divu ∈ L2(R2 × (0, T )),
on peut interpréter l’équation ci-dessus comme une équation de continuité et lui appliquer
la Proposition I.13.
On considère une fonction b ∈ C1(R+) telle qu’il existe c > 0 et λ1 ∈ ]−1, γ/2−1] vérifiant :
|b′(s)| ≤ csλ1 pour s ∈ [1,+∞[.
On pose alors pour M > 0,
bM(s) := b(TM(s)) ou` TM(s) =M T (
s
M
).
On a bien sur bM ∈ C1(R+) et b′M(s) = 0 pour s ≥ 3M . On peut donc appliquer la
Proposition I.13 (i) à l’équation ci-dessus avec la fonction bM , ce qui donne dans D′(R2 ×
(0, T )) :
∂tbM(Tk(ρ)) + div[bM(Tk(ρ))u] +
(
Tk(ρ) b
′
M
(
Tk(ρ)
)
− bM(Tk(ρ))
)
divu
= −Tk(ρ) divu b′M(Tk(ρ)).
On considère alors une fonction test ϕ ∈ D(R2 × (0, T )) et on obtient :
−
∫ T
0
∫
V
bM(Tk(ρ))∂tϕ−
∫ T
0
∫
V
bM(Tk(ρ))u · ∇ϕ
+
∫ T
0
∫
V
[
Tk(ρ) b
′
M(Tk(ρ))− bM(Tk(ρ))
]
divuϕ = −
∫ T
0
∫
V
Tk(ρ) divu b′M(Tk(ρ))ϕ.
On souhaite effectuer le passage à la limite k →∞ dans cette égalité.
- On applique le Lemme II.F.4 (iii) pour, disons, p = 1 (ici : ”Q” := D×(0, T ), ”fn” := ρδ et
”s” := γ). Le théorème de convergence dominée permet alors de justifier chacun des passages
à la limite suivants : ∫ T
0
∫
D
bM(Tk(ρ))∂tϕ
k→∞−→
∫ T
0
∫
D
bM(ρ)∂tϕ∫ T
0
∫
D
bM(Tk(ρ))u · ∇ϕ k→∞−→
∫ T
0
∫
D
bM(ρ)u · ∇ϕ∫ T
0
∫
D
[
Tk(ρ) b
′
M(Tk(ρ))− bM(Tk(ρ))
]
divuϕ
k→∞−→
∫ T
0
∫
D
[ρ b′M(ρ)− bM(ρ)] divuϕ
- Sur R2 \D, nous avons Tk(ρ) = Tk(0) = 0 et Tk(ρ) divu = 0 de sorte que :∫ T
0
∫
R2\D
bM(Tk(ρ))∂tϕ =
∫ T
0
∫
R2\D
bM(0)∂tϕ
∫ T
0
∫
R2\D
bM(Tk(ρ))u · ∇ϕ =
∫ T
0
∫
R2\D
bM(0)u · ∇ϕ∫ T
0
∫
R2\D
[
Tk(ρ) b
′
M(Tk(ρ))− bM(Tk(ρ))
]
divuϕ =
∫ T
0
∫
R2\D
−bM(0) divuϕ
−
∫ T
0
∫
R2\D
Tk(ρ) divu b′M(Tk(ρ))ϕ = 0.
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- Il reste à calculer la limite de :
Ik = −
∫ T
0
∫
D
Tk(ρ) divu b′M(Tk(ρ))ϕ
= −
∫ T
0
∫
E
Tk(ρ) divu b′M(Tk(ρ))ϕ−
∫ T
0
∫
Ω
Tk(ρ) divu b′M(Tk(ρ))ϕ = I1k + I2k .
Rappelons que Tk(ρ) divu est la limite faible dans L2(0, T ;L2(D)) de la suite de terme général
Tk(ρδ) divuδ (cf. Proposition II.F.2). Or, sur E × (0, T ), nous savons que uδ = u∞. Comme
la suite (Tk(ρδ))δ est bornée dans L∞(D × (0, T )), elle converge (modulo une éventuelle
extraction) pour la topologie faible-∗ vers Tk(ρ), de sorte que, sur E × (0, T ), Tk(ρ) divu =
Tk(ρ) divu∞. Mais alors :
|I1k | =
∣∣∣∣∣
∫ T
0
∫
E
Tk(ρ) divu∞ b′M(Tk(ρ))ϕ
∣∣∣∣∣
≤
(
sup
[0,3M ]
|b′M |
)
‖ϕ‖L∞(E×(0,T ))‖divu∞‖L∞(E×(0,T ))‖Tk(ρ)‖L1(E×(0,T )).
Or, |Tk(s)| ≤ χ[s≥k](s) s et donc, d’après le Lemme II.F.4 :
‖Tk(ρδ)‖L1(E×(0,T )) ≤ ‖χ[ρδ≥k]ρδ‖L1(E×(0,T )) ≤ C k1−γ.
On en déduit que :
‖Tk(ρ)‖L1(E×(0,T )) ≤ lim inf
δ→0
‖Tk(ρδ)‖L1(E×(0,T )) ≤ C k1−γ.
D’où |I1k | ≤
(
sup[0,3M ] |b′M |
)
‖ϕ‖L∞(E×(0,T ))‖divu∞‖L∞(E×(0,T ))C k1−γ et par conséquent :
lim
k→∞
I1k = 0.
D’autre part, posons :
Qk,M := {(x, t) ∈ Ω× (0, T ) / Tk(ρ)(t,x) ≤ 3M}.
Pour (x, t) ∈ (Ω× (0, T )) \Qk,M , on a b′M(Tk(ρ)(t,x)) = 0 et donc :
I2k = −
∫
Qk,M
Tk(ρ) divu b′M(Tk(ρ))ϕ,
ce qui conduit à :
|I1k | ≤
(
sup
[0,3M ]
|b′M |
)
‖ϕ‖L∞(Ω×(0,T ))
∫
Qk,M
|Tk(ρ) divu|.
Or (la dernière ligne de calcul correspond à un résultat d’interpolation) :
‖Tk(ρδ) divuδ‖L1(Qk,M ) ≤ ‖Tk(ρδ)χ[ρδ≥k] divuδ‖L1(Qk,M )
≤ ‖Tk(ρδ)χ[ρδ≥k]‖L2(Qk,M ) ‖divuδ‖L2(Qk,M )
≤ ‖Tk(ρδ)χ[ρδ≥k]‖
γ−1
2γ
L1(Qk,M )
‖Tk(ρδ)χ[ρδ≥k]‖
γ+1
2γ
Lγ+1(Qk,M )
‖divuδ‖L2(Qk,M ).
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Comme ‖Tk(ρδ)χ[ρδ≥k]‖L1(Qk,M ) ≤ ‖ρδχ[ρδ≥k]‖L1(Qk,M ), d’après le Lemme II.F.4 (i) :
‖Tk(ρδ)χ[ρδ≥k]‖L1(Qk,M ) ≤ Ck1−γ.
Par ailleurs :
‖Tk(ρδ)χ[ρδ≥k]‖Lγ+1(Qk,M ) ≤ ‖Tk(ρδ)‖Lγ+1(Qk,M )
≤ ‖Tk(ρδ)− Tk(ρ)‖Lγ+1(Qk,M ) + ‖Tk(ρ)‖Lγ+1(Qk,M )
≤ ‖Tk(ρδ)− Tk(ρ)‖Lγ+1(Qk,M ) + ‖Tk(ρ)‖Lγ+1(Qk,M ).
Or ‖Tk(ρ)‖Lγ+1(Qk,M ) ≤ 3M mes(Qk,M)
1
γ+1 ≤ C. D’autre part, d’après le Lemme II.F.3 (i) :
‖Tk(ρδ)− Tk(ρ)‖Lγ+1(Qk,M ) ≤ ‖Tk(ρδ)− Tk(ρ)‖Lγ+1(Qk,M ) + ‖Tk(ρ)− Tk(ρ)‖Lγ+1(Qk,M )
≤ ‖Tk(ρδ)− Tk(ρ)‖Lγ+1(Qk,M ) + lim infδ→0 ‖Tk(ρ)− Tk(ρδ)‖Lγ+1(Qk,M )
≤ 2 lim sup
δ→0
‖Tk(ρ)− Tk(ρδ)‖Lγ+1(Qk,M ) ≤ C.
D’où :
‖Tk(ρδ)χ[ρδ≥k]‖Lγ+1(Qk,M ) ≤ C.
Enfin, puisque ‖divuδ‖L2(Qk,M ) ≤ ‖divuδ‖L2(Ω×(0,T )) ≤ C, il vient en combinant ces diverses
majorations :
‖Tk(ρδ) divuδ‖L1(Qk,M ) ≤ C
(
k1−γ
) γ−1
2γ ,
et donc :
‖Tk(ρ)divu‖L1(Qk,M ) ≤ lim infδ→0 ‖Tk(ρδ) divuδ‖L1(Qk,M ) ≤ C
(
k1−γ
) γ−1
2γ ,
ce qui montre finalement que :
lim
k→∞
I2k = 0.
En conclusion, le passage à la limite k →∞ conduit à :
−
∫ T
0
∫
V
bM(ρ)∂tϕ−
∫ T
0
∫
V
bM(ρ)u · ∇ϕ+
∫ T
0
∫
V
[ρ b′M(ρ)− bM(ρ)] divuϕ = 0,
où ρ et u sont prolongés par 0 en dehors de D.
On remarque qu’il existe C > 0 telle que pour tout s ∈ R+ et pour tout M > 0,{ |bM(s)| ≤ C(1 + s1+λ1),
|sb′M(s)| ≤ C(1 + s1+λ1).
On peut alors utiliser le théorème de convergence dominée pour faire M → ∞ et obtenir
dans D′(R2 × (0, T )) :
∂tb(ρ) + div[b(ρ)u] + (ρ b
′(ρ)− b(ρ)) divu = 0. (10)
On montre aussi que :
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(a) Le résultat ci-dessus vaut encore pour b ∈ C(R+) ∩ C1(R∗+) telle que :{ |b′(s)| ≤ csλ0 pour s ∈ ]0, 1],
|b′(s)| ≤ csλ1 pour s ≥ 1, (c > 0, λ0 ∈ ]− 1,+∞[, λ1 ∈ ]− 1, γ/2− 1]).
Pour cela, il suffit de considérer la fonction bh définie par : bh(s) := b(s + h), pour
laquelle (10) est satisfaite, et d’utiliser le théorème de convergence dominée pour faire
h→ 0.
(b) En utilisant la Proposition I.14 avec la fonction b : s 7→ sγ/5 et l’équation (10), on
obtient :
ρ ∈ C([0, T ];Lp(Ω)) pour p ∈ [1, γ[.
On en déduit que, pour les fonctions b ∈ C(R+) ∩ C1(R∗+) comme ci-dessus,
b(ρ) ∈ C([0, T ];Lp(D)) pour p ∈ [1, γ
λ1+1
[.
Résumons les résultats obtenus :
Proposition II.F.5 Pour toute fonction b ∈ C(R+) ∩ C1(R∗+) telle que :{ |b′(t)| ≤ ctλ0 pour t ∈ ]0, 1],
|b′(t)| ≤ ctλ1 pour t ≥ 1, (c > 0, λ0 ∈ ]− 1,+∞[, λ1 ∈ ]− 1, γ/2− 1]),
on a dans D′(R2 × (0, T )) :
∂tb(ρ) + div[b(ρ)u] + (ρ b
′(ρ)− b(ρ)) divu = 0,
avec :
b(ρ) ∈ C([0, T ];Lp(D)) pour p ∈ [1, γ
λ1+1
[.
4.5 Convergence forte de la densité
Pour k > 0, on considère la fonction Lk : R+ → R définie par :
Lk(s) =
{
s ln(s) pour s ∈ [0, k],
s ln(k) + s
∫ s
k
Tk(z)
z2
dz pour s ≥ k.
On remarque que Lk ∈ C(R+) ∩ C1(R∗+) avec :
L′k(s) =
{
ln(s) + 1 pour s ∈ ]0, k],
ln(k) +
∫ s
k
Tk(z)
z2
dz + Tk(s)
s
pour s ≥ k,
et donc, pour s ∈ R+, sL′k(s)− Lk(s) = Tk(s).
De plus, pour s ≥ 3k, L′k(s) = ck où ck := ln(k) +
∫ 3k
k
Tk(z)
z2
dz + 2
3
. Ainsi, pour tout s ∈ R+,
Lk(s) = cks + lk(s) où lk ∈ C(R+) ∩ C1(R∗+) est une fonction satifaisant les conditions des
Propositions II.F.2 et II.F.5 (on peut choisir, par exemple, λ0 = λ1 = −12).
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La Proposition II.F.2 combinée aux résultats de convergence déjà connus pour ρδ et uδ donne
alors : 
Lk(ρδ)→ Lk(ρ) dans C([0, T ];Lγw(D)),
Lk(ρδ)uδ ⇀ Lk(ρ)u dans L
2(0, T ;Lm(D)) (1 ≤ m < γ),
Tk(ρδ) divuδ ⇀ Tk(ρ) divu dans L
2(0, T ;L2(D)).
En posant Lk(ρ) := Lk(0) = 0 et Tk(ρ)divu := 0 sur (R2 \ D) × (0, T ), nous avons dans
D′(R2 × (0, T )) :
∂t[Lk(ρ)] + div[Lk(ρ)u] + Tk(ρ) divu = 0. (11)
D’autre part, d’après la Proposition II.F.5, on a aussi :
∂tLk(ρ) + div[Lk(ρ)u] + Tk(ρ) divu = 0 (12)
On considère alors une fonction φ ∈ D(R2) telle que φ(x) = 1 sur D que l’on teste sur (11)
et (12). Comme Lk(ρ) = Lk(ρ) = Lk(0) = 0 et Tk(ρ) = Tk(ρ) = Tk(0) = 0 en dehors de D,
en faisant la différence des deux relations, on obtient dans D′(0, T ) :
d
dt
(∫
D
[
Lk(ρ)− Lk(ρ)
]
φ
)
−
∫
D
[
Lk(ρ)− Lk(ρ)
]
u ·∇φ+
∫
D
[
Tk(ρ) divu− Tk(ρ) divu
]
φ = 0.
Or, φ(x) = 1 et ∇φ(x) = 0 sur D, d’où :
d
dt
(∫
D
[
Lk(ρ)− Lk(ρ)
])
+
∫
D
[
Tk(ρ) divu− Tk(ρ) divu
]
= 0.
Compte-tenu de la régularité L2 en temps du terme
∫
D
[
Tk(ρ) divu− Tk(ρ) divu
]
, l’égalité
ci-dessus a en fait lieu presque partout sur (0, T ). Alors en intégrant en temps, compte-tenu
que (dans Lγ(D) faible) :
Lk(ρ)(0) = lim
δ→0
Lk(ρδ(0)) = lim
δ→0
Lk(ρ0,δ) = Lk(ρ0) = Lk(ρ(0)),
il vient : ∫
D
[
Lk(ρ)(T )− Lk(ρ)(T )
]
=
∫ T
0
∫
Ω
[
Tk(ρ) divu− Tk(ρ) divu
]
.
Etape 1.
Nous savons que :
- ρδ(T ) converge faiblement vers ρ(T ) dans Lγ(D),
- Lk(ρδ(T )) converge faiblement vers Lk(ρ)(T ) dans Lγ(D),
- Lk est continue et convexe sur R+,
donc par le Théorème I.6, Lk(ρ(T )) ≤ Lk(ρ)(T ) p.p. dans Ω et par conséquent :
0 ≤
∫
D
[
Lk(ρ)(T )− Lk(ρ)(T )
]
Ainsi :
0 ≤
∫ T
0
∫
D
[
Tk(ρ) divu− Tk(ρ) divu
]
,
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ce qui s’écrit aussi :
0 ≤
∫ T
0
∫
Ω
[
Tk(ρ) divu− Tk(ρ) divu
]
+
∫ T
0
∫
E
[
Tk(ρ) divu− Tk(ρ) divu
]
,
avec : ∫ T
0
∫
Ω
[
Tk(ρ) divu− Tk(ρ) divu
]
=∫ T
0
∫
Ω
[
Tk(ρ)− Tk(ρ)
]
divu+
∫ T
0
∫
Ω
[
Tk(ρ) divu− Tk(ρ) divu
]
,
et donc : ∫ T
0
∫
Ω
[
Tk(ρ) divu− Tk(ρ) divu
]
≤∫ T
0
∫
Ω
[
Tk(ρ)− Tk(ρ)
]
divu+
∫ T
0
∫
E
[
Tk(ρ) divu− Tk(ρ) divu
]
.
Etape 2 : Utilisation de l’amplitude des oscillations.
A l’aide du théorème du flux effectif visqueux nous avons vu que dans Ω× (0, T ) :
Tk(ρ) divu− Tk(ρ) divu = a
λ+ 2µ
(
ργTk(ρ)− ργTk(ρ)
)
,
et d’après le Lemme II.F.3 (ii) :∫ T
0
∫
Ω
[
ργTk(ρ)− ργ Tk(ρ)
]
≥ lim sup
δ→0
∫ T
0
∫
Ω
|Tk(ρδ)− Tk(ρ)|γ+1.
Ainsi :∫ T
0
∫
Ω
[
Tk(ρ) divu− Tk(ρ) divu
]
=
a
λ+ 2µ
∫ T
0
∫
Ω
[
ργTk(ρ)− ργ Tk(ρ)
]
≥ a
λ+ 2µ
lim sup
δ→0
∫ T
0
∫
Ω
|Tk(ρδ)− Tk(ρ)|γ+1,
de sorte que :
lim sup
δ→0
∫ T
0
∫
Ω
|Tk(ρδ)− Tk(ρ)|γ+1 ≤
λ+ 2µ
a
∫ T
0
∫
Ω
[
Tk(ρ)− Tk(ρ)
]
divu+
λ+ 2µ
a
∫ T
0
∫
E
[
Tk(ρ) divu− Tk(ρ) divu
]
.
Estimons chacune des intégrales du membre de droite.
- Estimation de Ik :=
∫ T
0
∫
Ω
[
Tk(ρ)− Tk(ρ)
]
divu.
Par interpolation :
|Ik| ≤ ‖Tk(ρ)− Tk(ρ)‖L2(Ω×(0,T ))‖divu‖L2(Ω×(0,T ))
≤ ‖Tk(ρ)− Tk(ρ)‖
γ−1
2γ
L1(Ω×(0,T ))‖Tk(ρ)− Tk(ρ)‖
γ+1
2γ
Lγ+1(Ω×(0,T ))‖divu‖L2(Ω×(0,T ))
D’après les résultats (iii) et (iv) du Lemme II.F.4, on a :
‖Tk(ρ)− Tk(ρ)‖L1(Ω×(0,T )) ≤ Ck1−γ,
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puis la Proposition II.F.3 nous dit que :
‖Tk(ρ)− Tk(ρ)‖Lγ+1(Ω×(0,T )) ≤ lim sup
δ→0
‖Tk(ρ)− Tk(ρδ)‖Lγ+1(Ω×(0,T )) ≤ C.
On en déduit que |Ik| ≤ C (k1−γ)
γ−1
2γ et donc que :
lim
k→∞
Ik = 0.
- Estimation de Jk :=
∫ T
0
∫
E
[
Tk(ρ) divu− Tk(ρ) divu
]
.
Sur E × (0, T ), Tk(ρδ)divuδ = Tk(ρδ)divu∞ et donc : Tk(ρ)divu = Tk(ρ)divu∞, ainsi :
|Jk| =
∣∣∣∣∣
∫ T
0
∫
E
[Tk(ρ)− Tk(ρ)] divu∞
∣∣∣∣∣
≤ ‖Tk(ρ)− Tk(ρ)‖L1(E×(0,T ))‖divu∞‖L∞(E×(0,T )).
Mais toujours d’après le Lemme II.F.3,
‖Tk(ρ)− Tk(ρ)‖L1(E×(0,T )) ≤ Ck1−γ
et donc |Jk| ≤ Ck1−γ. On en déduit :
lim
k→∞
Jk = 0.
En combinant ces deux résultats, il vient :
lim
k→∞
lim sup
δ→0
∫ T
0
∫
Ω
|Tk(ρδ)− Tk(ρ)|γ+1 = 0.
On écrit alors que :
‖ρδ−ρ‖L1(Ω×(0,T )) ≤ ‖ρδ−Tk(ρδ)‖L1(Ω×(0,T ))+‖Tk(ρδ)−Tk(ρ)‖L1(Ω×(0,T ))+‖Tk(ρ)−ρ‖L1(Ω×(0,T )).
Grâce au Lemme II.F.4 (cf. (ii) et (iv)) et à la limite ci-dessus, il vient :
ρδ → ρ dans L1(Ω× (0, T )).
Par interpolation, il vient :
ρδ → ρ dans Lp(Ω× (0, T )) (1 ≤ p < γ),
et pour tout n :
ρδ → ρ dans Lp(0, T ;Lp(Ωn)) (1 ≤ p < γ + θ),
ce qui entraîne :
ργ = ργ.
Finalement, l’équation de quantité de mouvement dans D′(Ω× (0, T )) s’écrit :
∂t(ρu) + div(ρu⊗ u)− µ∆u− (λ+ µ)∇divu+∇(a ργ) = ρ f .
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5 Conditions limites et inégalité d’énergie
5.1 Mise en évidence des conditions limites
Lemme II.F.6
(i) Pour toute fonction η ∈ D((R2 \ Γs)× (0, T )),∫ T
0
∫
Ω
(ρ ηt + ρu · ∇η) dxdt =
∫ T
0
∫
Γe
ρ∞ u∞ · n η dSdt
(ii) Pour toute fonction η ∈ D((R2 \ Γs)× (0, T )) et b ∈ C(R+) ∩ C1(R∗+) telle que :{ |b′(t)| ≤ ctλ0 pour t ∈ ]0, 1],
|b′(t)| ≤ ctλ1 pour t ≥ 1, (c > 0, λ0 ∈ ]− 1,+∞[, λ1 ∈ ]− 1, γ/2− 1]),
nous avons :∫ T
0
∫
Ω
(b(ρ) ηt + b(ρ)u · η)−
∫ T
0
∫
Ω
(ρb′(ρ)− b(ρ)) divu η =
∫ T
0
∫
Γe
b(ρ∞)u∞ · n η dSdt.
Preuve.
- Démontrons (i).
Rappelons que, d’après le Théorème II.E.8, pour η ∈ D((R2 \ Γs)× (0, T )), on a :∫ T
0
∫
Ω
(ρδ ηt + ρδ uδ · ∇η) dxdt =
∫ T
0
∫
Γe
ρe,δ(YE(0; t,x))
JE(t,x)
u∞ · n η dSdt.
Comme
{
ρδ
∗
⇀ ρ dans L∞(0, T ;Lγ(Ω)),
ρδuδ
∗
⇀ ρu dans L∞(0, T ;L
2γ
γ+1 (Ω)),
on a directement :
∫ T
0
∫
Ω
(ρδ ηt + ρδ uδ · ∇η) dxdt δ→0−→
∫ T
0
∫
Ω
(ρ ηt + ρu · ∇η) dxdt.
D’autre part, le changement de variable x := γe(σ) donne :∫ T
0
∫
Γe
ρe,δ(YE(0; t,x))
JE(t,x)
u∞ · n η dSdt =
∫ T
0
∫ 1
0
ρe,δ(Ge(t, σ))
JE(t, γe(σ))
u∞(t, γe(σ)) · (γ′e(σ))⊥ η(t, γe(σ)) dσdt.
D’après le paragraphe 1, on a
ρe,δ(Ge(t,σ))
JE(t,γe(σ))
δ→0−→ ρ∞(t, γe(σ)) pour presque tout (t, σ) ∈ (0, T )× (0, 1),∣∣∣ρe,δ(Ge(t,σ))
JE(t,γe(σ))
∣∣∣ ≤ C pour presque tout (t, σ) ∈ (0, T )× (0, 1).
Donc par convergence dominée :∫ T
0
∫ 1
0
ρe,δ(Ge(t, σ))
JE(t, γe(σ))
u∞(t, γe(σ)) · (γ′e(σ))⊥ η(t, γe(σ)) dσdt δ→0−→
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∫ T
0
∫ 1
0
ρ∞(t, γe(σ))u∞(t, γe(σ)) · (γ′e(σ))⊥ η(t, γe(σ)) dσdt,
soit :∫ T
0
∫
Γe
ρe,δ(YE(0; t,x))
JE(t,x)
u∞(t,x)·n η(t,x) dSdt δ→0−→
∫ T
0
∫
Γe
ρ∞(t,x)u∞(t,x)·n(x) η(t,x) dSdt.
Ainsi : ∫ T
0
∫
Ω
(ρ ηt + ρu · ∇η) dxdt =
∫ T
0
∫
Γe
ρ∞ u∞ · n η dSdt.
- Montrons maintenant le point (ii).
Soit b ∈ C(R+) ∩ C1(R∗+) telle que : |b
′(s)| ≤ csλ0 pour s ∈ ]0, 1],
|b′(s)| ≤ csλ1 pour s ∈ [1,+∞[,
où c > 0, λ0 > −1 et −1 < λ1 ≤ γ2 − 1. Pour k > 0, on pose bk(s) := b(Tk(s)). On a donc
pour tout s ≥ 0,
|bk(s)| ≤ C(1 + sλ1+1) et |sb′k(s)− bk(s)| ≤ C(1 + sλ1+1).
D’après le Théorème II.E.8,∫ T
0
∫
Ω
(bk(ρδ) ηt + bk(ρδ)uδ · ∇η)−
∫ T
0
∫
Ω
(ρδb
′
k(ρδ)− bk(ρδ)) divuδ η =
∫ T
0
∫
Γe
bk
(
ρe,δ(YE(0; t,x))
JE(t,x)
)
u∞ · n η dSdt.
Sachant que
{
ρδ → ρ dans L∞(0, T ;Lp(Ω)) (1 ≤ p < γ),
uδ
∗
⇀ u dans L2(0, T ;W1,2(Ω)),
on obtient directement :
∫ T
0
∫
Ω
(bk(ρδ) ηt + bk(ρδ)uδ · ∇η)−
∫ T
0
∫
Ω
(ρδb
′
k(ρδ)− bk(ρδ)) divuδ η δ→0−→
∫ T
0
∫
Ω
(bk(ρ) ηt + bk(ρ)u · η)−
∫ T
0
∫
Ω
(ρb′k(ρ)− bk(ρ)) divu η.
Comme pour le point (i), les résultats du paragraphe 1 conduisent à
∫ T
0
∫
Γe
bk
(
ρe,δ(YE(0; t,x))
JE(t,x)
)
u∞ · n η dSdt δ→0−→
∫ T
0
∫
Γe
bk(ρ∞)u∞ · n η dSdt.
Ainsi, on obtient :∫ T
0
∫
Ω
(bk(ρ) ηt + bk(ρ)u · ∇η)−
∫ T
0
∫
Ω
(ρb′k(ρ)− bk(ρ)) divu η =
∫ T
0
∫
Γe
bk(ρ∞)u∞ · n η dSdt.
On effectue par convergence domminée le passage à la limite k → ∞ et on obtient alors le
résultat voulu.
¦
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5.2 Estimation d’énergie
Comme nous n’avons démontré la convergence forte de ρδ vers ρ que dans Ω, nous ne
pouvons passer à la limite que dans l’inégalité suivante valable presque partout sur (0, T ),
EΩ,δ(t) + µ
∫ t
0
∫
Ω
[∇(uδ − u∞)]2dxds+ (λ+ µ)
∫ t
0
∫
Ω
[div(uδ − u∞)]2dxds
≤ EΩ,δ(0) +
∫ t
0
∫
Ω
ρδ f · (uδ − u∞) dxds−
∫ t
0
∫
Ω
ρδ ∂tu∞ · (uδ − u∞) dxds
−µ
∫ t
0
∫
Ω
∇u∞ : ∇(uδ − u∞) dxds− (λ+ µ)
∫ t
0
∫
Ω
divu∞div(uδ − u∞) dxds
−
∫ t
0
∫
Ω
(ρδuδ) · [((uδ − u∞) · ∇)u∞] dxds−
∫ t
0
∫
Ω
(
aργδ + δρ
β
δ
)
divu∞ dxds
−
∫ t
0
∫
Γe
Pδ
(
ρ0,δ(YE(0; t,x))
JE(t,x)
)
u∞ · n dSds,
où
Pδ(ρ) =
a
γ − 1ρ
γ +
δ
β − 1ρ
β,
et
EΩ,δ(t) =
1
2
∫
Ω
ρδ(t)(uδ − u∞)(t)2 dx+
∫
Ω
(
a
γ − 1ρδ(t)
γ +
δ
β − 1ρδ(t)
β
)
dx.
Le passage à la limite dans cette inégalité s’effectue comme en partie D : on mutiplie par une
fonction test ψ ∈ D(0, T ) à valeurs positives ou nulles et on passe passe à la limite inférieure.
Précisons l’étude des termes qui nécessitent un traitement particulier.
- Etude de lim infδ→0
∫ T
0 ψ(t)(
∫ t
0
∫
Ω
(
aργδ + δρ
β
δ
)
divu∞ dxds)dt.
En reprenant les arguments développés en section 5.2.2 (partie D), nous avons :∫ T
0
ψ(t)
∫ t
0
∫
Ωb
(a ργδ (s) + δ ρ
β
δ (s))divu∞(s) dxdsdt =∫ T
0
ψ(t)
∫
Ω
(ρδuδ)(t) · h(t) dxdt−
∫ T
0
ψ(t)dt
∫
Ω
(ρδuδ)(0) · h(0) dx
−
∫ T
0
ψ(t)
∫ t
0
∫
Ω
(ρδuδ)(s) · ∂th(s) dxdsdt−
∫ T
0
ψ(t)
∫ t
0
∫
Ω
ρδ(s)uδ(s) · [(uδ(s) · ∇)h(s)] dxdsdt
+µ
∫ T
0
ψ(t)
∫ t
0
∫
Ω
∇uδ(s) : ∇h(s) dxdsdt+ (λ+ µ)
∫ T
0
ψ(t)
∫ t
0
∫
Ω
divuδ(s)divh(s) dxdsdt
+
∫ T
0
ψ(t)
∫ t
0
m(s)
∫
Ωb
(a ργδ (s) + δ ρ
β
δ (s)) dxdsdt−
∫ T
0
ψ(t)
∫ t
0
∫
Ω
ρδ(s)f(s) · h(s) dxdsdt
où
h : [0, T ]→W1,p0 (Ω) , t 7→ h(t) = B[divu∞(t)−m(t)],
avec
m(t,x) :=
1
|Ωb|
∫
Ωb
divu∞(t) dx,
où B = BΩb désigne l’opérateur de Bogovskii du Théorème II.D.1, la fonction h étant pro-
longée par 0 en dehors de Ωb.
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Des calculs analogues à partir de l’équation de mouvement satisfaite par (ρ,u) donnent∫ T
0
ψ(t)
∫ t
0
∫
Ωb
a ργ(s)divu∞(s) dxdsdt =∫ T
0
ψ(t)
∫
Ω
(ρu)(t) · h(t) dxdt−
∫ T
0
ψ(t)dt
∫
Ω
(ρu)(0) · h(0) dx
−
∫ T
0
ψ(t)
∫ t
0
∫
Ω
(ρu)(s) · ∂th(s) dxdsdt−
∫ T
0
ψ(t)
∫ t
0
∫
Ω
ρ(s)u(s) · [(u(s) · ∇)h(s)] dxdsdt
+µ
∫ T
0
ψ(t)
∫ t
0
∫
Ω
∇u(s) : ∇h(s) dxdsdt+ (λ+ µ)
∫ T
0
ψ(t)
∫ t
0
∫
Ω
divu(s)divh(s) dxdsdt
+
∫ T
0
ψ(t)
∫ t
0
m(s)
∫
Ωb
(a ργ(s) + δ ρβ(s)) dxdsdt−
∫ T
0
ψ(t)
∫ t
0
∫
Ω
ρ(s)f(s) · h(s) dxdsdt.
Dans la première égalité, on peut passer à la limite inférieure : tous les termes convergent
simplement sauf
∫ T
0 ψ(t)
∫ t
0 m(s)
∫
Ωb
(a ργδ (s) + δ ρ
β
δ (s)) dxdsdt qui se traite avec le lemme de
Fatou car m(s) ≥ 0. On obtient ainsi le second membre de l’égalité ci-dessus. On en déduit
donc que :
lim inf
δ→0
∫ T
0
ψ(t)
∫ t
0
∫
Ωb
(a ργδ (s) + δ ρ
β
δ (s))divu∞(s) dxdsdt ≥∫ T
0
ψ(t)
∫ t
0
∫
Ωb
a ργ(s)divu∞(s) dxdsdt.
Ensuite, on sait que ρδ converge vers ρ dans Lp(0, T ;Lp(Ω \ Ωb)) pour p ∈ [1, γ + θ[ et que
δρβδ converge vers 0 dans L
β+θ
β (0, T ;L
β+θ
β (Ω \ Ωb)), d’où :
lim
δ→0
∫ T
0
ψ(t)
∫ t
0
∫
Ω\Ωb
(a ργδ (s) + δ ρ
β
δ (s))divu∞(s) dxdsdt =
∫ T
0
ψ(t)
∫ t
0
∫
Ω\Ωb
a ργ(s)divu∞(s) dxdsdt.
Ainsi,
lim inf
δ→0
∫ T
0
ψ(t)
∫ t
0
∫
Ω
(a ργδ (s) + δ ρ
β
δ (s))divu∞(s) dxdsdt ≥∫ T
0
ψ(t)
∫ t
0
∫
Ω
a ργ(s)divu∞(s) dxdsdt.
- Etude de lim infδ→0
∫ T
0 ψ(t)
∫ t
0
∫
Γe
Pδ
(
ρ0,δ(YE(0;t,x))
JE(t,x)
)
u∞ · n dSdsdt.
D’après le paragraphe 1,∫ t
0
∫
Γe
Pδ
(
ρ0,δ(YE(0; t,x))
JE(t,x)
)
u∞ · n dSds
=
∫ t
0
∫
Γe
Pδ
(
ρe,δ(YE(0; t,x))
JE(t,x)
)
u∞ · n dSds
=
∫ t
0
∫ 1
0
Pδ
(
ρe,δ(Ge(t, σ))
JE(t, γe(σ))
)
u∞(t, γe(σ)) · (γ′e(σ))⊥ dσds.
Or, toujours d’après le paragraphe 1, on sait que :
ρe,δ(Ge(t,σ))
JE(t,γe(σ))
δ→0−→ ρ∞(t, γe(σ)) pour presque tout (t, σ) ∈ (0, T )× (0, 1),∣∣∣ρe,δ(Ge(t,σ))
JE(t,γe(σ))
∣∣∣ ≤ C pour presque tout (t, σ) ∈ (0, T )× (0, 1).
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On obtient donc directement par convergence dominée
lim
δ→0
∫ t
0
∫
Γe
Pδ
(
ρ0,δ(YE(0; t,x))
JE(t,x)
)
u∞ · n dSds =
∫ t
0
∫ 1
0
a
γ − 1 ρ∞(t, γe(σ))
γ u∞(t, γe(σ)) · (γ′e(σ))⊥ dσds,
avec : ∣∣∣∣∣
∫ t
0
∫
Γe
Pδ
(
ρ0,δ(YE(0; t,x))
JE(t,x)
)
u∞ · n dSds
∣∣∣∣∣ ≤ C,
où C > 0 est une constante indépendante de δ ∈ ]0, 1]. D’où, une nouvelle application du
théorème de convergence dominée donne :
lim inf
δ→0
∫ T
0
ψ(t)
∫ t
0
∫
Γe
Pδ
(
ρ0,δ(YE(0; t,x))
JE(t,x)
)
u∞ · n dSdsdt =
∫ T
0
ψ(t)
∫ t
0
∫
Γe
a
γ − 1ρ
γ
∞ u∞ · n dSdsdt.
Finalement, on aboutit à l’inégalité (valable d’abord dans D′(0, T ) puis, en raison de la
régularité des différents termes, p.p. sur (0, T )) :
E(t) + µ
∫ t
0
∫
Ω
[∇(u− u∞)]2dxds+ (λ+ µ)
∫ t
0
∫
Ω
[div(u− u∞)]2dxds
≤ E(0) +
∫ t
0
∫
Ω
ρ f · (u− u∞) dxds−
∫ t
0
∫
Ω
ρ ∂tu∞ · (u− u∞) dxds
−µ
∫ t
0
∫
Ω
∇u∞ : ∇(u− u∞) dxds− (λ+ µ)
∫ t
0
∫
Ω
divu∞div(u− u∞) dxds
−
∫ t
0
∫
Ω
(ρu) · [((u− u∞) · ∇)u∞] dxds− a
∫ t
0
∫
Ω
ργ divu∞ dxds
−
∫ t
0
∫
Γe
a
γ − 1ρ
γ
∞ u∞ · n dSds,
avec :
E(t) =
1
2
∫
Ω
ρ(t)(u− u∞)(t)2 dx+
∫
Ω
a
γ − 1ρ(t)
γ dx.
6 Récapitulatif des résultats de la partie F
Nous avons montré le résultat suivant :
Théorème II.F.7 Soient ρ∞ ∈ L∞((0, T )× Γe), ρ0 ∈ Lγ(Ω) et u0 ∈ L2(Ω) tels que :
ρ0 ≥ 0 p.p. sur Ω et √ρ0u0 ∈ L2(Ω).
Il existe un couple de fonctions (ρ,u) telles que :
ρ ∈ L∞(0, T ;Lγ(Ω)) et ρ ≥ 0 p.p. sur Ω× (0, T ),
u ∈ L2(0, T ;W1,2(Ω)) avec u(t,x) = u∞(t,x) sur ∂Ω× (0, T ),
ρ ∈ C([0, T ];Lγw(Ω)) et ρu ∈ C([0, T ];L
2γ
γ+1
w (Ω)) avec
{
ρ(0) = ρ0,
(ρu)(0) = ρ0u0.
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De plus,
ρ ∈ C([0, T ];Lp(D)) (1 ≤ p < γ), ρ ∈ Lγ+θ(0, T ;Lγ+θloc (Ω)) (θ = γ−12 ),
ρu ∈ L2(0, T ;Lm(D)) (1 ≤ m < γ), ρ|u|2 ∈ L2(0, T ;Lr(D)) (1 ≤ r < 2γ
γ+1
).
L’équation de continuité est satisfaite au sens des distributions dans Ω× (0, T ) :
∂tρ+ div(ρu) = 0.
L’équation de quantité de mouvement est aussi satisfaite au sens des distributions dans
Ω× (0, T ) :
∂t(ρu) + div(ρu⊗ u)− µ∆u− (λ+ µ)∇divu+ a∇(ργ) = ρ f .
Pour toute fonction η ∈ D((R2 \ Γe)× (0, T )), on a :∫ T
0
∫
Ω
(ρ ∂tη + ρu · ∇η) dxdt =
∫ T
0
∫
Γe
ρ∞u∞ · n η dSdt.
De plus, si b ∈ C(R+) ∩ C1(R∗+) est telle que : |b
′(t)| ≤ ctλ0 pour t ∈ ]0, 1],
|b′(t)| ≤ ctλ1 pour t ∈ [1,+∞[, (c > 0, λ0 ∈ ]− 1,+∞[, λ1 ∈ ]− 1,
γ
2
− 1)[),
on a :∫ T
0
∫
Ω
(b(ρ) ∂tη + b(ρ)u · ∇η)−
∫ T
0
∫
Ω
(ρb′(ρ)− b(ρ)) div(u) η =
∫ T
0
∫
Γe
b(ρ∞)u∞ · n η dSdt.
Enfin, presque partout sur (0, T ), nous avons :
E(t) + µ
∫ t
0
∫
Ω
[∇(u− u∞)]2dxds+ (λ+ µ)
∫ t
0
∫
Ω
[div(u− u∞)]2dxds
≤ E(0) +
∫ t
0
∫
Ω
ρ f · (u− u∞) dxds−
∫ t
0
∫
Ω
ρ ∂tu∞ · (u− u∞) dxds
−µ
∫ t
0
∫
Ω
∇u∞ : ∇(u− u∞) dxds− (λ+ µ)
∫ t
0
∫
Ω
divu∞div(u− u∞) dxds
−
∫ t
0
∫
Ω
(ρu) · [((u− u∞) · ∇)u∞] dxds− a
∫ t
0
∫
Ω
ργ divu∞ dxds
−
∫ t
0
∫
Γe
a
γ − 1ρ
γ
∞ u∞ · n dSds,
avec :
E(t) =
1
2
∫
Ω
ρ(t)(u− u∞)(t)2 dx+
∫
Ω
a
γ − 1ρ(t)
γ dx.
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Chapitre II - Partie G
Passage à la limite sur α
La restriction à Ω de u∞ est un champ uα∞ (voir le début du chapitre II) qui, lorsque
α tend vers 0, converge vers un champ U∞. Ce dernier coïncide sur ∂Ω avec le champ de
vecteurs a∞ que nous nous sommes donné pour condition limite. Une partie du paragraphe
1 concerne les propriétés de convergence de uα∞ vers U∞.
L’autre partie du travail effectué au paragraphe 1 est d’obtenir des résultats en vue de
construire des prolongements intéressants pour les solutions obtenues au Théorème II.F.7 (à
cet effet, nous utilisons les résultats du chapitre I, paragraphe 4). Remarquons que, dans les
parties précédentes, il nous suffisait de prolonger la densité et la vitesse par 0 en dehors de
D pour que l’équation de continuité soit vérifiée dans D′((0, T )×R2). Ce prolongement nous
a été fort utile pour prouver la convergence forte de la densité. Or, maintenant, l’inégalité
d’énergie à notre disposition ne fournit plus d’estimations sur D× (0, T ) mais seulement sur
Ω × (0, T ). Il en résulte que les résultats de convergence et les équations obtenues pour les
fonctions limites seront seulement valable sur Ω×(0, T ). C’est donc pour pouvoir se ramener
à une situation proche de celles qui précèdent que nous nous intéressons à ces problèmes de
prolongement.
Avec ces résultats préparatoires, les arguments développés par la suite reprennent, pour
l’essentiel, ceux de la partie F.
1 Résultats préliminaires
1.1 Le champ U∞ et ses propriétés
Nous considérons maintenant le champ de vecteurs U∞ de classe C2 sur [0, T ]×R2 défini
par
U∞(t,x) = p0(x1)
(
A0(t, x2)
B0(t, x2)
)
+ p1(x1)
(
A1(t, x2)
B1(t, x2)
)
+ v∞(x).
Les fonctions pi, Ai, Bi (i = 1, 2) et le champ v∞ ont été définis dans la partie "Présentation
du problème".
On désigne par Y(.; t,x) la solution du problème de Cauchy :{
dy
ds
(s) = U∞(s,y(s)),
y(t) = x.
Comme U∞ = 0 sur ∂D × (0, T ) et que U∞ · e1 > 0 sur Γe × (0, T ), par des arguments
analogues à ceux développés en partie E, on montre le
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Lemme II.G.1 La fonction
Ge : (0, T )× (0, 1)→ R2 , (t, σ) 7→ Ge(t, σ) = Y(0; t, γe(σ))
induit un C1−difféomorphisme de (0, T )× (0, 1) sur un ouvert borné Ge inclus dans De.
Son application réciproque est notée :
G−1e : Ge → (0, T )× (0, 1) , x 7→ G−1e (x) = (t(x), σ(x)).
D’après le Lemme II.G.1, on peut définir la fonction g : R2 → R par :
g(x) =
{
ρ∞(t(x), γe(σ(x))) J(t(x), γe(σ(x))) si x ∈ Ge,
0 sinon,
où
ρ∞ ∈ C([0, T ]× Γe) et J(t,x) := exp
(∫ t
0
divU∞(s,Y(s; t,x)) ds
)
.
Cette fonction est à support compact et est bornée sur R2. Notons aussi que sa restriction
aux ouverts Ge et R2 \ Ge est continue.
Dans ces conditions, d’après le Lemme I.20, on a le
Lemme II.G.2 La fonction ĝ définie sur [0, T ]×R2 par :
ĝ(t,x) =
g(Y(0; t,x))
J(t,x)
appartient à L∞(0, T ;Lp(R2)) pour tout p ∈ [1,∞[.
De plus, pour toute fonction b ∈ C(R+) ∩ C(R∗+) telle que : |b
′(t)| ≤ ctλ0 pour t ∈]0, 1],
|b′(t)| ≤ ctλ1 pour t ∈ [1,+∞[, (c > 0, λ0 ∈ ]− 1,∞ [, λ1 ∈ ]− 1,−1 + p]),
et pour toute fonction η ∈ D((0, T )× (R2 \ Γs)), on a :∫ T
0
∫
Ωc
[b(ĝ) ∂tη+b(ĝ)U∞ ·∇η−(ĝ b′(ĝ)−b(ĝ)) divU∞ η] dxdt = −
∫ T
0
∫
Γe
b(ρ∞) ηU∞ ·n dSdt,
où Ωc = R2 \ Ω.
1.2 Le champ uα∞ et ses propriétés
Nous reprenons maintenant le champ de vecteurs uα∞ de classe C2 sur [0, T ]×R2 défini
par
uα∞(t,x) = p0(x1)
(
A0(t, x2)
Bα0 (t, x2)
)
+ p1(x1)
(
A1(t, x2)
Bα1 (t, x2)
)
+ v∞(x).
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On désigne par Yα(.; t,x) la solution du problème de Cauchy :{
dy
ds
(s) = uα∞(s,y(s)),
y(t) = x.
Lemme II.G.3 : Propriétés de convergence de uα∞
On pose
∆0 := {x ∈ R2 : x2 = 0} et ∆h := {x ∈ R2 : x2 = h}.
Lorsque α tend vers 0,
(i) Les champs uα∞ et ∂tuα∞ convergent uniformément vers U∞ et ∂tU∞ sur R2 × [0, T ],
(ii) Pour i = 1, 2, les champs ∂xiuα∞, et ∂t∂xiuα∞ convergent simplement vers ∂xiU∞, et
∂t∂xiU∞ sur (R2 \ (∆0 ∪∆h))× [0, T ] : ils convergent donc simplement presque partout sur
R2 × [0, T ].
De plus, ils convergent uniformément sur tout compact de (R2 \ (∆0 ∪∆h))× [0, T ].
(iii) Il existe C > 0 telle que pour tout α > 0,
|∂xiuα∞(t,x)| ≤ C,
|∂tuα∞(t,x)| ≤ C,
|∂t∂xiuα∞(t,x)| ≤ C,
sur R2 × [0, T ].
Ainsi, pour tout réel p ≥ 1,
∂xiu
α
∞
α→0−→ ∂xiU∞ dans Lp(0, T ;Lploc(R2)),
∂tu
α
∞
α→0−→ ∂tU∞ dans Lp(0, T ;Lploc(R2)),
∂t∂xiu
α
∞
α→0−→ ∂t∂xiU∞ dans Lp(0, T ;Lploc(R2)).
Preuve. Rappelons que Bα0 est défini par :
Bα0 (t, x2) := B0(t, x2)wα(x2),
où B0 ∈ C2([0, T ]×R) est à support compact et où wα ∈ C∞(R) est telle que :
0 ≤ wα(s) ≤ 1 pour s ∈ R,
wα(s) = 0 pour s ∈ [−α, α] ∪ [h− α, h+ α],
wα(s) = 1 pour s ∈ ]−∞,−2α] ∪ [2α, h− 2α] ∪ [h+ 2α,∞[,
|w′α(s)| ≤ Cα pour s ∈ ]− 2α,−α] ∪ [α, 2α] ∪ [h− 2α, h− α] ∪ [h+ α, h+ 2α].
(cf. Présentation du problème.)
Etape 1. Pour t ∈ [0, T ] et x2 ∈ R,
|Bα0 (t, x2)−B0(t, x2)| = |B0(t, x2)| [1− wα(x2)].
- Ainsi, |Bα0 (t, x2)−B0(t, x2)| = 0 dès que |x2| ≥ 2α et |h− x2| ≥ 2α.
- Dans le cas contraire, comme B0(t, 0) = 0, par l’inégalité des accroissements finis, on obtient
pour x2 ∈ R tel que |x2| ≤ 2α :
|B0(t, x2)| = |B0(t, x2)−B0(t, 0)| ≤ sup
u∈[0,x2]
(|∂x2B0(t, u)|) |x2| ≤ Cα,
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et comme |1− wα(x2)| ≤ 1, il vient |Bα0 (t, x2)−B0(t, x2)| ≤ Cα.
Vu que B0(t, h) = 0, on obtient de même |Bα0 (t, x2) − B0(t, x2)| ≤ Cα pour x2 ∈ R tel que
|h− x2| ≤ 2α.
Bilan 1 : Nous avons établi que
|Bα0 (t, x2)−B0(t, x2)| ≤ Cα sur [0, T ]×R,
ce qui prouve que Bα0 converge uniformément vers B0 lorsque α→ 0.
Etape 2. Pour t ∈ [0, T ] et x2 ∈ R,
∂Bα0
∂x2
(t, x2) =
∂B0
∂x2
(t, x2)wα(x2) +B0(t, x2)w
′
α(x2).
Pour x2 ∈ R \ {0, h}, il est clair que : ∂B
α
0
∂x2
(t, x2)
α→0−→ ∂B0
∂x2
(t, x2).
De plus, pour (t, x2) ∈ [0, T ]×K, où K est une partie compacte de R \ {0, h}, on a :
∂Bα0
∂x2
(t, x2) =
∂B0
∂x2
(t, x2) de`s que α <
1
2
d(K, {0, h}).
Enfin notons que ∂B
α
0
∂x2
(t, x2) =
∂B0
∂x2
(t, x2) dès que |x2| ≥ 2α et |h − x2| ≥ 2α. Dans le cas
contraire, par l’inégalité des accroissements finis (comme ci-dessus) et en exploitant le fait
que w′α(x2) ≤ Cα , on obtient : |∂B
α
0
∂x2
(t, x2)| ≤ |∂B0∂x2 (t, x2)| + C pour x2 ∈ R tel que |x2| ≤ 2α
ou |h− x2| ≤ 2α. Finalement,
∣∣∣∂Bα0
∂x2
(t, x2)
∣∣∣ ≤ C sur [0, T ]×R.
Bilan 2 : En résumé, nous obtenons :
∂x2B
α
0 (t, x2)
α→0−→ ∂x2Bα0 (t, x2) sur [0, T ]× (R \ {0, h}),
∂x2B
α
0 (t, x2) = ∂x2B
α
0 (t, x2) sur [0, T ]×K de`s que α < 12d(K, {0, h}),
|∂x2Bα0 (t, x2)| ≤ C sur [0, T ]×R.
Etape 3. Pour t ∈ [0, T ] et x2 ∈ R,
∂Bα0
∂t
(t, x2) =
∂B0
∂t
(t, x2)wα(x2)
avec ∂tB0(t, 0) = ∂tB0(t, h) = 0. On peut reprendre les raisonnements des étapes 1 et 2 pour
les appliquer à ∂tB0 et obtenir des résultats similaires.
Bilan 3 : Nous avons
|∂tBα0 (t, x2)− ∂tB0(t, x2)| ≤ Cα sur [0, T ]×R,
ce qui prouve que ∂tBα0 converge uniformément vers ∂tB0 lorsque α→ 0. De plus :
∂x2∂tB
α
0 (t, x2)
α→0−→ ∂x2∂tBα0 (t, x2) sur [0, T ]× (R \ {0, h}),
∂x2∂tB
α
0 (t, x2) = ∂x2∂tB
α
0 (t, x2) sur [0, T ]×K de`s que α < 12d(K, {0, h}),
|∂x2∂tBα0 (t, x2)| ≤ C sur [0, T ]×R.
Conclusion. Des constatations analogues peuvent être effectuées sur Bα1 . Vu la définition des
champs uα∞ et U∞, les bilans 1, 2 et 3 suffisent à prouver les résultats énoncés.
CHAPITRE II - Partie G 230

Lemme II.G.4
(i) Pour tout (s, t,x) ∈ [0, T ]× [0, T ]×R2,
Yα(0; t,x)
α→0−→ Y(0; t,x).
(ii) La fonction
Gαe : (0, T )× (0, 1)→ R2 , (t, σ) 7→ Gαe (t, σ) = Yα(0; t, γe(σ)),
induit un C1−difféomorphisme de (0, T )× (0, 1) sur un ouvert borné Gαe inclus dans De.
Preuve. Le point (i) résulte de la convergence uniforme de uα∞ vers U∞ et des résultats
concernant les équations différentielles à un paramètre (cf. la preuve du Lemme I.18 pour
une situation analogue). Le point (ii) se démontre comme en partie E (puisque nous avons
uα∞ = 0 sur ∂D × (0, T ) et que uα∞ · e1 > 0 sur Γe × (0, T )).

Dans ces conditions, on a le
Lemme II.G.5
(i) La fonction ĝα : [0, T ]×R2 → R définie par :
ĝα(t,x) =
g(Yα(0; t,x))
Jα(t,x)
,
où
Jα(t,x) = exp
(∫ t
0
divuα∞(s,Y
α(s; t,x)) ds
)
,
appartient à L∞(0, T ;Lp(R2)) pour tout p ∈ [1,∞[.
(ii) Pour toute fonction b ∈ C(R+) ∩ C(R∗+) telle que |b
′(t)| ≤ ctλ0 pour t ∈ ]0, 1],
|b′(t)| ≤ ctλ1 pour t ∈ [1,+∞[, (c > 0, λ0 ∈ ]− 1,∞ [, λ1 ∈ ]− 1,−1 + p]),
et pour toute fonction η ∈ D((0, T )× (R2 \ Γs)), on a :∫ T
0
∫
Ωc
[b(ĝα) ∂tη+b(ĝ
α)uα∞·∇η−(ĝα b′(ĝα)−b(ĝα)) divuα∞ η] dxdt = −
∫ T
0
∫
Γe
b(ĝα) η uα∞·n dSdt,
où Ωc = R2 \ Ω.
(iii) Lorsque α→ 0, ĝα converge vers ĝ dans Lp(0, T ;Lploc(R2)).
Avec les notations de (ii), on a :
lim
α→0
∫ T
0
∫
Ωc
[b(ĝα) ∂tη + b(ĝ
α)uα∞ · ∇η − (ĝα b′(ĝα)− b(ĝα)) divuα∞ η] dxdt =
∫ T
0
∫
Ωc
[b(ĝ) ∂tη + b(ĝ)U∞ · ∇η − (ĝ b′(ĝ)− b(ĝ)) divU∞ η] dxdt,
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et :
lim
α→0
∫ T
0
∫
Γe
b(ĝα) η uα∞ · n dSdt =
∫ T
0
∫
Γe
b(ρ∞) ηU∞ · n dSdt.
Preuve. Les résultats (i) et (ii) du lemme résultent du Lemme I.20. Reste à établir la partie
(iii).
Etape 1.
Soit t ∈ [0, T ] fixé.
- Etape 1.1 Pour x ∈ R2 \ (∆0 ∪ ∆h) et s ∈ [0, T ], Y(s; t,x) ∈ R2 \ (∆0 ∪ ∆h) (en effet,
sur ∆0 ∪∆h, le champ U∞ étant nul, ces droites sont constituées de points singuliers : pour
x ∈ ∆0 ∪ ∆h, Y(s; t,x) = x pour tout s ∈ [0, T ]). Comme divuα∞ converge uniformément
vers divU∞ sur [0, T ]×K où K est un voisinage compact de Y(s; t,x) dans R2 \ (∆0 ∪∆h)
et que Yα(s; t,x) converge vers Y(s; t,x) lorsque α tend vers 0, on en déduit que :
divuα∞(s,Y
α(s; t,x))
α→0−→ divU∞(s,Y(s; t,x)).
Comme de plus, d’après le Lemme II.G.3, divuα∞ est borné (indépendamment de α) sur
R2 × [0, T ], on obtient par convergence dominée :∫ t
0
divuα∞(s,Y
α(s; t,x))ds
α→0−→
∫ t
0
divU∞(s,Y(s; t,x))ds,
et donc :
Jα(t,x)
α→0−→ J(t,x) pour x ∈ R2 \ (∆0 ∪∆h) (1)
- Etape 1.2 Comme l’application x ∈ R2 7→ Y(0; t,x) ∈ R2 est un C1−difféomorphisme (cf
Proposition I.15), l’ensemble :
N := {x ∈ R2 : Y(0; t,x) ∈ ∂Ge}
est de mesure nulle. Ainsi, pour presque tout x ∈ R2, ou bien Y(0; t,x) ∈ Ge, ou bien
Y(0; t,x) ∈ R2 \ Ge.
- Si Y(0; t,x) ∈ Ge, alors g étant continue sur l’ouvert Ge et Yα(0; t,x) convergeant vers
Y(0; t,x) lorsque α tend vers 0, on en déduit que :
g(Yα(0; t,x))
α→0−→ g(Y(0; t,x)).
- Si Y(0; t,x) ∈ R2 \Ge, alors g étant continue sur l’ouvert R2 \Ge et Yα(0; t,x) convergeant
vers Y(0; t,x) lorsque α tend vers 0, on en déduit aussi que :
g(Yα(0; t,x))
α→0−→ g(Y(0; t,x)).
Finalement,
g(Yα(0; t,x))
α→0−→ g(Y(0; t,x)) presque partout sur R2 (2)
Conculsion. En combinant les résultats (1) et (2), on voit que, pour t ∈ [0, T ] fixé,
ĝα(t,x)
α→0−→ ĝ(t,x) presque partout sur R2.
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Etape 2.
D’après le Lemme II.G.3, Jα est bornée indépendamment de α sur [0, T ] × R2. Comme
de plus g est bornée sur R2, il existe C > 0 telle que pour tout α > 0 et tout x ∈ R2,
|ĝα(t,x)| ≤ C. On en déduit par convergence dominée que, pour tout t ∈ [0, T ] et pour tout
ouvert borné U ⊂ R2,
FαU (t) :=
∫
U
|ĝα(t,x)− ĝ(t,x)|p dx
converge simplement vers 0 lorsque α→ 0.
Mais alors en remarquant qu’il existe une constante C(U) > 0 telle que |FαU (t)| ≤ C(U) pour
tout t ∈ [0, T ], une nouvelle application du théorème de convergence dominée conduit à :∫ T
0
FαU (t) dt
α→0−→ 0.
Ainsi, on vient de prouver que ĝα converge vers ĝ dans Lp(0, T ;Lploc(R2)).
Etape 3.
Nous savons que, pour tout p ≥ 1, ĝ
α α→0−→ ĝ dans Lp(0, T ;Lploc(R2)),
uα∞
α→0−→ U∞ dans Lp(0, T ;W1,ploc(R2)) (Lemme II.G.3).
on en déduit donc par convergence dominée que :
lim
α→0
∫ T
0
∫
Ωc
[b(ĝα) ∂tη + b(ĝ
α)uα∞ · ∇η − (ĝα b′(ĝα)− b(ĝα)) divuα∞ η] dxdt =
∫ T
0
∫
Ωc
[b(ĝ) ∂tη + b(ĝ)U∞ · ∇η − (ĝ b′(ĝ)− b(ĝ)) divU∞ η] dxdt.
Or d’après (ii),∫ T
0
∫
Ωc
[b(ĝα) ∂tη+b(ĝ
α)uα∞·∇η−(ĝα b′(ĝα)−b(ĝα)) divuα∞ η] dxdt = −
∫ T
0
∫
Γe
b(ĝα) η uα∞·n dSdt,
et d’après le Lemme II.G.2,∫ T
0
∫
Ωc
[b(ĝ) ∂tη+b(ĝ)U∞ ·∇η−(ĝ b′(ĝ)−b(ĝ)) divU∞ η] dxdt = −
∫ T
0
∫
Γe
b(ρ∞) ηU∞ ·n dSdt.
On en déduit donc :
lim
α→0
∫ T
0
∫
Γe
b(ĝα) η uα∞ · n dSdt =
∫ T
0
∫
Γe
b(ρ∞) ηU∞ · n dSdt,
ce qui termine la preuve.

NOTATION. Pour toute la suite, on pose
ρα∞ := ĝ
α et ρ∞ := ĝ.
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2 Convergence de la suite (ρα,uα)
Pour α > 0, on note désormais (ρα,uα) le couple de fonctions limites obtenues à l’issue de
partie F avec les conditions initiales (ρ0,u0) et la condition de bord ρα∞|(0,T )×Γe ∈ L∞((0, T )×
Γe). On rappelle que le champ u∞ utilisé depuis le début est tel que u∞|Ω = uα∞|Ω.
2.1 Estimations indépendantes de α
Nous savons que pour presque tout t ∈ (0, T ),
Eα(t) + µ
∫ t
0
∫
Ω
[∇(uα − uα∞)]2dxds++(λ+ µ)
∫ t
0
∫
Ω
[div(uα − uα∞)]2dxds
≤ Eα(0) +
∫ t
0
∫
Ω
ρα f · (uα − uα∞) dxds−
∫ t
0
∫
Ω
ρα ∂tuα · (uα − uα∞) dxds
−µ
∫ t
0
∫
Ω
∇uα∞ : ∇(uα − uα∞) dxds− (λ+ µ)
∫ t
0
∫
Ω
divuα∞div(uα − uα∞) dxds
−
∫ t
0
∫
Ω
(ραuα) · [((uα − uα∞) · ∇)uα∞] dxds−
∫ t
0
∫
Ω
aργα divu
α
∞ dxdt
−
∫ t
0
∫
Γe
P (ρα∞)u
α
∞ · n dSds,
avec :
Eα(t) =
1
2
∫
Ω
ρα(t)(uα − uα∞)(t)2 dx+
∫
Ω
P (ρα(t)) dx et P (ρ) :=
a
γ − 1ρ
γ.
Les constantes apparaîssant dans les calculs ci-dessous sont indépendantes de α. Notons que
pour p ∈ [0, γ], il existe cp > 0 (indépendante de α) telle que pour tout ρ ∈ R+ :
ρp ≤ cp[1 + aγ−1ργ] ≤ cp[1 + P (ρ)].
- Estimation de I1(t) =
∫ t
0
∫
Ω ρα f · (uα − uα∞) dxds.
|I1(t)| ≤ C
∫ t
0
∫
Ω
ρα|uα − uα∞| dxds
≤ C
∫ t
0
∫
Ω
[
1
2
ρα +
1
2
ρα(uα − uα∞)2
]
dxds
≤ C + C
∫ t
0
∫
Ω
P (ρα) dxds+ C
∫ t
0
∫
Ω
1
2
ρα(uα − uα∞)2dxds
≤ C + C
∫ t
0
Eα(s) ds.
- Estimation de I2(t) = − ∫ t0 ∫Ω ρα∂tuα∞ · (uα − uα∞) dxds.
|I2(t)| ≤ C
∫ t
0
∫
Ω
ρα|uα − uα∞| dxds ≤ C
∫ t
0
(1 + Eα(s))ds.
- Estimation de I3(t) = −µ ∫ t0 ∫Ω∇uα∞ : ∇(uα − uα∞) dxds.
|I3(t)| ≤ C
∫ t
0
(
‖∇uα∞(s)‖[L2(Ω)]2‖∇(uα − uα∞)(s)‖[L2(Ω)]2
)
ds
≤ C
∫ t
0
‖∇(uα − uα∞)(s)‖[L2(Ω)]2ds
≤ C + µ
2
∫ t
0
∫
Ω
[∇(uα − uα∞)]2dxds.
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- Estimation de I4(t) = −(λ+ µ) ∫ t0 ∫Ω divuα∞div(uα − uα∞) dxds.
|I4(t)| ≤ C
∫ t
0
(
‖divuα∞(s)‖L2(Ω)‖div(uα − uα∞)(s)‖L2(Ω)
)
ds
≤ C
∫ t
0
‖div(uα − uα∞)(s)‖L2(Ω)ds
≤ C + λ+ µ
2
∫ t
0
∫
Ω
[div(uα − uα∞)]2dxds.
- Estimation de I5(t) = − ∫ t0 ∫Ω(ραuα) · [((uα − uα∞) · ∇)uα∞] dxds.
|I5(t)| ≤
∫ t
0
∫
Ω
ρα |uα| |uα − uα∞|.|∇uα∞| dxds
≤ C
∫ t
0
∫
Ω
ρα
(
|uα − uα∞|2 + |uα∞| |uα − uα∞|
)
dxds
≤ C
∫ t
0
∫
Ω
ρα(uα − uα∞)2dxds+ C
∫
Ω
ρα|uα − uα∞|dxds
≤ C
∫ t
0
∫
Ω
ρα(s)(uα − uα∞)(s)2dxds
+C
(
1
2
∫ t
0
∫
Ω
ρα(s) dxds+
1
2
∫ t
0
∫
Ω
ρα(s)(uα − uα∞)(s)2dxds
)
≤ C + C
∫ t
0
Eα(s) ds.
- Estimation de I6(t) = − ∫ t0 ∫Ω aργαdivuα∞ dxds.
|I6(t)| ≤ C
∫ t
0
∫
Ω
ργαdxds ≤ C
∫ t
0
Eα(s) ds.
- Estimation de I7(t) = − ∫ t0 ∫Γe P (ρα∞)uα∞ · n dSds.
Nous avons : ∣∣∣∣∣
∫ t
0
∫
Γe
a
γ − 1(ρ
α
∞)
γ uα∞ · n dSds
∣∣∣∣∣ =∣∣∣∣∣
∫ t
0
∫ 1
0
a
γ − 1
(
g(Yα(0; s, γe(σ)))
Jα(s, γe(σ))
)γ
uα∞(s, γe(σ)) · (γ′e(σ))⊥ dσds
∣∣∣∣∣
En utilisant les résultats du Lemme II.G.3 et la définition de g (qui appartient à L∞(R2)),
on voit que :
|I7(t)| ≤ C.
On aboutit finalement à :
Eα(t) +
µ
2
∫ t
0
∫
Ω
[∇(uα − uα∞)]2 dxds+
λ+ µ
2
∫ t
0
∫
Ω
[div(uα − uα∞)]2 dxds
≤ C + C
∫ t
0
Eα(s) ds.
En particulier, p.p. sur (0, T ), Eα(t) ≤ C + C ∫ t0 Eα(s) ds ce qui, par le lemme de Gronwall,
montre que Eα(t) ≤ C p.p. sur (0, T ).
On obtient alors que : ∫ T
0
∫
Ω
[∇(uα − uα∞)]2 dxds ≤ C.
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Puis, en exploitant que pour tous a, b ∈ R2, a2 ≤ 2(a− b)2 + 2b2, il vient p.p. sur (0, T ) :
1
2
∫
Ω
ρα(t)uα(t)
2dx ≤
∫
Ω
ρα(t)(uα − uα∞)(t)2dx+
∫
Ω
ρα(t)u
α
∞(t)
2dx
≤ 2Eα(t) + C
∫
Ω
ρα(t) dx
≤ C,
et aussi :∫ T
0
∫
Ω
[∇uα]2dxds ≤ 2
∫ T
0
∫
Ω
[∇(uα − uα∞)]2dxds+ 2
∫ T
0
∫
Ω
(∇uα∞)2dxds ≤ C.
Conclusion. Il existe une constante C > 0 indépendante de α telle que :
‖ραu2α‖L∞(0,T ;L1(Ω)) ≤ C,
‖ρα‖L∞(0,T ;Lγ(Ω)) ≤ C,
‖uα‖L2(0,T ;W1,2(Ω)) ≤ C,
avec uα = uα∞ sur ∂Ω× (0, T ).
Par Hölder, on en déduit aussi que :
‖ραuα‖L2(0,T ;Lm(Ω)) ≤ C (1 ≤ m < γ),
‖ραuα‖
L∞(0,T ;L
2γ
γ+1 (Ω))
≤ C,
‖ραu2α‖L2(0,T ;Lp(Ω)) ≤ C (1 ≤ p < 2γγ+1),
‖ραu2α‖L1(0,T ;Lq(Ω)) ≤ C (1 ≤ q < γ).
2.2 Premiers résultats de convergence
On déduit de ce qui précède que (modulo le choix de suites extraites convenables)
uα ⇀ u dans L2(0, T ;W1,2(Ω)),
ρα
∗
⇀ ρ dans L∞(0, T ;Lγ(Ω)),
avec ρ ≥ 0 p.p. sur Ω × (0, T ) et u = U∞ p.p. sur ∂Ω × (0, T ) (car uα∞ converge vers U∞
dans, disons, L2(0, T ;W1,2(Ω))).
Mais aussi :
ραuα ⇀ h dans L
2(0, T ;Lm(Ω)) (1 ≤ m < γ),
ραuα
∗
⇀ h dans L∞(0, T ;L
2γ
γ+1 (Ω)),
et pour tous i, j ∈ {1, 2} :
ρα u
i
αu
j
α ⇀ gi,j dans L
2(0, T ;Lp(Ω)) (1 ≤ p < 2γ
γ+1
).
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2.3 Estimation complémentaire concernant la densité
En reproduisant de manière analogue les raisonnements effectués en partie F (section
2.3), on obtient le résultat suivant :
Lemme II.G.6 Pour tout entier n, il existe une constante Cn > 0 telle que :
‖ρα‖Lγ+θ(Ωn×(0,T )) ≤ Cn,
où θ = γ−1
2
et Ωn = {x ∈ Ω : d(x, ∂Ω) > 2−n}.
Il existe ργ ∈ L γ+θγ (0, T ;L
γ+θ
γ
loc (Ω)) telle que pour tout n :
ργα ⇀ ρ
γ dans L
γ+θ
γ (0, T ;L
γ+θ
γ (Ωn)).
2.4 Convergence de ραuα vers ρu
La fonction ρα vérifie l’équation de continuité au sens des distributions sur Ω× (0, T ) et
par conséquent pour tout η ∈ D(Ω), on a∣∣∣∣∣ ddt
(∫
Ω
ραη dx
)∣∣∣∣∣ =
∣∣∣∣∫
Ω
ρα uα · ∇η dx
∣∣∣∣ ≤ ‖(ραuα)‖
L
2γ
γ+1 (Ω)
‖∇η‖
L
2γ
γ−1 (Ω)
.
On constate donc que d
dt
(
∫
Ω ραη dx) ∈ L∞(0, T ) et, comme ρα ∈ L∞(0, T ;Lγ(Ω)), cela permet
d’affirmer que :
ρα ∈ C([0, T ];Lγw(Ω)).
D’autre part, grâce au calcul précédent, on voit que pour s, t ∈ [0, T ], on a :∣∣∣∣∫
Ω
ρα(t)η dx−
∫
Ω
ρα(s)η dx
∣∣∣∣ ≤ |t− s| ‖ραuα‖
L∞(0,T ;L
2γ
γ+1 (Ω))
‖∇η‖
L
2γ
γ−1 (Ω)
≤ C|t− s|‖η‖
W
2γ
γ−1
0 (Ω)
.
En raisonnant par densité, on montre que l’inégalité ci-dessus reste vraie pour η ∈ W
2γ
γ−1
0 (Ω).
Ainsi, la famille (ρα)α est uniformément équicontinue de [0, T ] dans W−1,
2γ
γ+1 (Ω). Comme
la famille (ρα)α est bornée dans L∞(0, T ;Lγ(Ω)) et que chaque élément de cette famille
appartient à C([0, T ];Lγw(Ω)), le Théorème I.2 nous assure qu’à une suite extraite près :
ρα → ρ dans C([0, T ];Lγw(Ω)).
Comme Lγ(Ω) ↪→↪→ W−1,2(Ω) (injection compacte), on a (Théorème I.4) :
ρα → ρ dans Lp(0, T ;W−1,2(Ω)) (1 ≤ p <∞).
Etant donné que uα converge faiblement vers u dans L2(0, T ;W1,2(Ω)), cela suffit pour
affirmer que :
ραuα
∗
⇀ ρu dans L∞(0, T ;L
2γ
γ+1 (Ω)).
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3 Passage à la limite dans les équations
3.1 Passage à la limite dans l’équation de continuité
Sachant que : 
ρα
∗
⇀ ρ dans L∞(0, T ;Lγ(Ω)),
ραuα
∗
⇀ ρu dans L∞(0, T ;L
2γ
γ+1 (Ω)),
∂tρα + div(ραuα) = 0 dans D′(Ω× (0, T )),
on obtient
∂tρ+ div(ρu) = 0 dans D′(Ω× (0, T )).
De plus, comme ρα → ρ dans C([0, T ];Lγw(Ω)), on a pour tout η ∈ D(Ω) :
lim
α→0
∫
Ω
ρα(0,x)η(x) dx =
∫
Ω
ρ(0,x)η(x) dx.
Or, ρα(0) = ρ0, ce qui conduit à :
ρ(0) = ρ0.
3.2 Passage à la limite dans l’équation de quantité de mouvement
3.2.1 Un résultat de convergence forte pour ραuα
Pour η ∈ D(Ω), l’équation de mouvement donne dans D′(0, T ) :
d
dt
(∫
Ω
ραuα · Φ dx
)
=
∫
Ω
ραuα · [(uα · ∇)Φ]dx− µ
∫
Ω
∇uα : ∇Φ dx− (λ+ µ)
∫
Ω
divuα divΦ dx
+
∫
Ω
a ργαdivΦ dx+
∫
Ω
ρα f · Φ dx.
Estimons chacune des intégrales du membre de droite.
- Estimation de I1(t) :=
∫
Ω ρα(t)uα(t) · [(uα(t) · ∇)Φ]dx.
Comme (ρα|uα|2)α est bornée dans L2(0, T ;Lp(Ω)) pour p ∈ [1, 2γγ+1), on a :
|I1(t)| ≤ C‖ρα(t)|uα(t)|2‖
L
4γ
3γ+1 (Ω)
‖∇Φ‖
[L
4γ
γ−1 (Ω)]2
,
et la suite ‖ρα|uα|2‖
L
4γ
3γ+1 (Ω)
est bornée dans L2(0, T ).
- Estimation de I2(t) := −µ ∫Ω∇uα : ∇Φ dx.
|I2(t)| ≤ C‖∇uα(t)‖[L2(Ω)]2‖∇Φ‖[L2(Ω)]2 ,
et la suite de fonctions t 7→ ‖∇uα(t)‖[L2(Ω)]2 est bornée dans L2(0, T ).
- Estimation de I3(t) := −(λ+ µ) ∫Ω divuα divΦ dx.
De même que ci-dessus :
|I3(t)| ≤ C‖∇uα(t)‖[L2(Ω)]2‖∇Φ‖[L2(Ω)]2 .
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- Estimation de I4(t) :=
∫
Ω a ρ
γ
αdivΦ dx.
Soit k ∈ N tel que supp(Φ) ⊂ Ωk où, comme précédemment, Ωk := {x ∈ Ω : d(x, ∂Ω) >
2−k}. D’après le paragraphe 2.3, il existe Ck > 0 telle que ‖ρα‖Lγ+θ(Ωk×(0,T )) ≤ Ck et donc :
|I4(t)| ≤ C‖ρα‖γLγ+θ(Ωk×(0,T ))‖∇Φ‖[L γ+θθ (Ω)]2 ,
et la suite de fonctions t 7→ ‖ρα(t)‖γLγ+θ(Ωk×(0,T )) est bornée dans L
γ+θ
θ (0, T ).
- Estimation de I5(t) :=
∫
Ω ρα(t)f(t) · Φ dx.
|I5(t)| ≤ C‖ρα(t)‖Lγ(Ω)‖Φ‖
L
γ
γ−1 (Ω)
≤ C ‖Φ‖
L
γ
γ−1 (Ω)
.
Compte-tenu de ces estimations, on constate que d
dt
(
∫
Ω ραuα · Φ dx) ∈ L1(0, T ). Comme on
sait que ραuα ∈ L∞(0, T ;L
2γ
γ+1 (Ω)). A l’aide de la Proposition I.3, cela permet de justifier
que :
ραuα ∈ C([0, T ];L
2γ
γ+1
w (Ω)).
De plus, on voit que : ∣∣∣∣∣ ddt
(∫
Ω
ραuα · Φ dx
)∣∣∣∣∣ ≤ Gkα(t)‖Φ‖W1, γ+θθ0 (Ω),
où (Gkα)δ est une suite de fonction bornée dans L
γ+θ
γ (0, T ) :
Gkα(t) := C
(
‖ρα(t)|uα(t)|2‖
L
4γ
3γ+1 (Ω)
+ ‖∇uα(t)‖[L2(Ω)]2 + ‖ρα(t)‖γLγ+w(Ωk×(0,T )) + 1
)
.
On en déduit que pour s, t ∈ [0, T ] :∣∣∣∣∫
Ω
(ραuα)(t) · Φ dx−
∫
Ω
(ραuα)(s) · Φ dx
∣∣∣∣ ≤ Ck |t− s| θγ+θ ‖Φ‖
W
1,
γ+θ
θ
0 (Ω)
où la constante Ck dépend du domaine Ωk contenant le support de Φ.
Cela montre que (t 7→ ∫Ω(ραuα)(t) · Φ dx)α est uniformément équicontinue de [0, T ].
En procédant comme dans la partie D et en utilisant le fait que (ραuα) est bornée dans
L∞(0, T ;L
2γ
γ+1 (Ω)), on montre que, pour chaque Φ ∈W1,
γ+θ
θ
0 (Ω), la suite (t 7→
∫
Ω(ραuα)(t) ·
Φ dx)α est uniformément équicontinue de [0, T ]. Comme (ραuα) appartient à C([0, T ];L
2γ
γ+1
w (Ω)),
le Théorème I.2 appliqué à X = L
2γ
γ+1 (Ω)), Y = (W1,
γ+θ
θ
0 (Ω))
′ =W−1,
γ+θ
γ (Ω), et combiné au
Lemme I.5, montre que :
ραuα → ρu dans C([0, T ];L
2γ
γ+1
w (Ω)).
Comme de plus L
2γ
γ+1 (Ω) ↪→↪→ W−1,2(Ω) (injection compacte), on en déduit que pour tout
1 ≤ p <∞ :
ραuα → ρu dans Lp(0, T ;W−1,2(Ω)).
On peut alors établir que pour tous i, j ∈ {1, 2} :
ραu
i
αu
j
α ⇀ ρu
iuj dans L2(0, T ;Lp(Ω)) (1 ≤ p < 2γ
γ+1
).
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3.2.2 L’équation de quantité de mouvement et sa condition initiale
Les résultats de convergence obtenus permettent de passer à la limite dans l’équation de
quantité de mouvement et d’obtenir dans D′(Ω× (0, T )) :
∂t(ρu) + div(ρu⊗ u)− µ∆u− (λ+ µ)∇divu+∇(a ργ) = ρ f .
Enfin, comme (ραuα)(0) = ρ0u0 et que ραuα → ρu dans C([0, T ];L
2γ
γ+1
w (Ω)), il vient :
(ρu)(0) = ρ0u0.
4 Convergence forte de la densité dans L1(Ω× (0, T ))
4.1 Prolongement extérieur
Désormais, sur (R2 \ Ω) × [0, T ], la fonction ρ est prolongée par ρ∞ et u est prolongée
par U∞. De même, la fonction ρα est prolongée par ρα∞ et uα est prolongée par uα∞ (cf.
paragraphe 1).
D’après la partie F, pour toute fonction b ∈ C(R+) ∩ C1(R∗+) telle que : |b
′(s)| ≤ csλ0 pour s ∈]0, 1] , (λ0 > −1)
|b′(s)| ≤ csλ1 pour t ∈ [1,+∞[ , (−1 < λ1 ≤ γ2 − 1)
et pour toute fonction η ∈ D((R2 \ Γs)× (0, T )), on a :∫ T
0
∫
Ω
(b(ρα) ∂tη + b(ρα)uα · ∇η)−
∫ T
0
∫
Ω
(ραb
′(ρα)− b(ρα)) div(uα) η
=
∫ T
0
∫
Γe
b(ρα∞)u
α
∞ · n η dSdt.
D’autre part, d’après le paragraphe 1, nous avons∫ T
0
∫
Ωc
(b(ρα∞) ∂tη + b(ρ
α
∞)uα · ∇η)−
∫ T
0
∫
Ωc
(ρα∞b
′(ρα∞)− b(ρα∞)) div(uα) η
= −
∫ T
0
∫
Γe
b(ρα∞)u
α
∞ · n η dSdt.
En sommant ces deux relations nous obtenons compte-tenu de notre convention de prolon-
gement,
−
∫ T
0
∫
R2
(b(ρα) ∂tη + b(ρα)uα · ∇η) +
∫ T
0
∫
R2
(ραb
′(ρα)− b(ρα)) div(uα) η = 0,
soit en posant V := R2 \ Γs,
∂tb(ρα) + div(b(ρα)uα) + [ραb
′(ρα)− b(ρα)] divuα = 0 dans D′((0, T )× V ).
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4.2 Passage à la limite dans ∂tb(ρα) + div(b(ρα)uα) +B(ρα) divuα = 0
Soit b ∈ C0(R+) ∩ C1(R∗+) telle que :{ |b′(t)| ≤ ctλ0 pour t ∈]0, 1], (−1 < λ0)
|b′(t)| ≤ ctλ1 pour t ≥ 1, (−1 < λ1 < γ/2− 1).
Comme précédemment, pour simplifier les notations, on pose pour s ∈ R∗+, B(s) := s b′(s)−
b(s) et B(0) = −b(0). On a alors pour tout s ≥ 0,
|b(s)| ≤ C(1 + sλ1+1) et |B(s)| ≤ C(1 + sλ1+1).
Comme (ρα)α est bornée dans L∞(0, T ;Lγ(Ω)), on en déduit que :
b(ρα) ∈ L∞(0, T ;L
γ
λ1+1 (Ω)) et B(ρα) ∈ L∞(0, T ;L
γ
λ1+1 (Ω)),
avec :
‖b(ρα)‖
L∞(0,T ;L
γ
λ1+1 (Ω))
≤ C et ‖B(ρα)‖
L∞(0,T ;L
γ
λ1+1 (Ω))
≤ C,
où la constante C ci-dessus est indépendante de α et où γ
λ1+1
> 2.
Etape 1 : Limite dans Ω.
D’après ce qui précède,
∂t[b(ρα)] + div[b(ρα)uα] +B(ρα) divuα = 0 dans D′(V × (0, T )).
En particulier pour η ∈ D(Ω), on a :
d
dt
(∫
Ω
b(ρα) η
)
−
∫
Ω
b(ρα)uα · ∇η +
∫
Ω
B(ρα) divuα η = 0 dans D′(0, T ).
Mais alors en choisissant r ∈ ]2,∞[ de sorte que λ1+1
γ
+ 1
2
+ 1
r
= 1, il vient :∣∣∣∣∫
Ω
b(ρα)uα · ∇η
∣∣∣∣ ≤ ‖b(ρα)(t)‖
L
γ
λ1+1 (Ω)
‖uα(t)‖L2(Ω)‖∇η‖Lr(Ω)
≤ C‖uα(t)‖W1,2(Ω)‖η‖W 1,r0 (Ω),
et ∣∣∣∣∫ 1
0
B(ρα)(t)divuα(t) η
∣∣∣∣ ≤ ‖B(ρα)(t)‖
L
γ
λ1+1 (Ω)
‖divuα(t)‖L2(Ω)‖η‖Lr(Ω)
≤ C‖uα(t)‖W1,2(Ω)‖η‖W 1,r0 (Ω).
D’une part, ceci montre que d
dt
(
∫
Ω b(ρα) η) ∈ L2(0, T ) et donc, d’après la Proposition I.3, il
existe qα ∈ C([0, T ];L
γ
λ1+1
w (Ω)) telle que qα(t) = b(ρα(t)) pour presque tout t ∈ [0, T ]. Comme
ρα ∈ C([0, T ];Lp(Ω)) pour p ∈ [1, γ), on peut montrer que b(ρα) ∈ C([0, T ];L1(Ω)), ce qui
justifie l’égalité qα(t) = b(ρα(t)) pour tout t ∈ [0, T ].
D’autre part, vu que la suite (‖uα(.)‖W1,2(Ω))α est bornée dans L2(0, T ), on vérifie facilement
à l’aide des inégalités ci-dessus que (b(ρα))α est uniformément équicontinue de [0, T ] sur
(W 1,r0 (Ω))
′. Par le théorème I.2, on déduit :
b(ρα)→ b(ρ) dans C([0, T ];L
γ
λ1+1
w (Ω)).
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Comme L
γ
λ1+1 (Ω)) ↪→↪→ W−1,2(Ω) (injection compacte), on a pour tout réel p ≥ 1 :
b(ρα)→ b(ρ) dans Lp(0, T ;W−1,2(Ω)).
Vu que la suite b(ρα)uα est bornée dans L2(0, T ;Lm(Ω)), (1 ≤ m < γλ1+1), et que uα converge
faiblement vers u dans L2(0, T ;W1,2(Ω)), on obtient :
b(ρα)uα ⇀ b(ρ)u dans L
2(0, T ;Lm(Ω)) (1 ≤ m < γ
λ1+1
).
Enfin, comme B(ρα) divuα est bornée dans L2(0, T ;L
2γ
2λ1+2+γ (Ω)), on a :
B(ρα) divuα ⇀ B(ρ) divu dans L
2(0, T ;L
2γ
2λ1+2+γ (Ω)).
Etape 2 : Passage à la limite dans la formulation intégrale.
Pour η ∈ D(V × (0, T )), nous pouvons écrire :
−
∫ T
0
∫
V
[b(ρα) ηt + b(ρα)uα · ∇η] dxdt+
∫ T
0
∫
V
B(ρα)divuα η dxdt = 0,
ce qui s’écrit aussi :
−
∫ T
0
∫
Ω
[b(ρα) ηt + b(ρα)uα · ∇η] dxdt+
∫ T
0
∫
Ω
B(ρα)divuα η dxdt
−
∫ T
0
∫
V \Ω
[b(ρα) ηt + b(ρα)uα · ∇η] dxdt+
∫ T
0
∫
V \Ω
B(ρα)divuα η dxdt = 0.
Le passage à la limite α→ 0 dans les deux premières intégrales résulte de l’étape 1 et donne
−
∫ T
0
∫
Ω
[b(ρα) ηt + b(ρα)uα · ∇η] dxdt+
∫ T
0
∫
Ω
B(ρα)divuα η dxdt
↓ α→ 0
−
∫ T
0
∫
Ω
[b(ρ) ηt + b(ρ)u · ∇η] dxdt+
∫ T
0
∫
Ω
B(ρ)divu η dxdt.
Puis, sur V \ Ω, comme ρα = ρα∞ et uα = uα∞, donc d’après le Lemme II.G.5 (iii),
−
∫ T
0
∫
V \Ω
[b(ρα) ηt + b(ρα)uα · ∇η] dxdt+
∫ T
0
∫
V \Ω
B(ρα) divuα η dxdt
↓ α→ 0∫ T
0
∫
V \Ω
[b(ρ∞) ηt + b(ρ∞)U∞ · ∇η] dxdt+
∫ T
0
∫
V \Ω
B(ρ∞) divU∞ η dxdt.
Ainsi, en convenant que b(ρ) := b(ρ∞) et B(ρ)divu := B(ρ∞) divU∞ sur (R2 \ Ω) × (0, T ),
le passage à la limite donne finalement :
∂t[b(ρ)] + div[b(ρ)u] +B(ρ) divu = 0 dans D′(V × (0, T )).
Récapitulons les résultats obtenus :
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Proposition II.G.7 Pour toute fonction b ∈ C0(R+) ∩ C1(R∗+) telle que :{ |b′(t)| ≤ ctλ0 pour t ∈ ]0, 1] (−1 < λ0),
|b′(t)| ≤ ctλ1 pour t ∈ [1,+∞[ (−1 < λ1 < γ/2− 1),
on a 
b(ρα)→ b(ρ) dans C([0, T ];L
γ
λ1+1
w (Ω)),
b(ρα)uα ⇀ b(ρ)u dans L
2(0, T ;Lm(Ω)) (1 ≤ m < γ
λ1+1
),
B(ρα) divuα ⇀ B(ρ) divu dans L
2(0, T ;L
2γ
2λ1+2+γ (Ω)),
et en posant b(ρ) := b(ρ∞) et B(ρ)divu := B(ρ∞) divU∞ sur (R2 \ Ω) × (0, T ), on obtient
dans D′(V × (0, T )) :
∂t[b(ρ)] + div[b(ρ)u] +B(ρ) divu = 0.
4.3 Le flux effectif visqueux
Nous considérons à nouveau la fonction Tk définie pour s ∈ R par :
Tk(s) := k T (
s
k
)
où T ∈ C∞(R) est une fonction croissante et concave sur R telle que :
T (s) :=
{
s pour s ≤ 1,
2 pour s ≥ 3.
La fonction Tk satisfait les conditions de la Proposition II.G.7 permettant ainsi d’écrire
∂t[Tk(ρ)] + div[Tk(ρ)u] + Tk(ρ)divu = 0 dans D′(V × (0, T )).
On a aussi :
Tk(ρα)
∗
⇀ Tk(ρ) dans L
∞(Ω× (0, T )),
Tk(ρα) divuα ⇀ Tk(ρ) divu dans L2(Ω× (0, T )),
et pour tout n,
ργαTk(ρα)⇀ ρ
γTk(ρ) dans L
γ+θ
γ (0, T ;L
γ+θ
γ (Ωn)).
Nous appliquons le théorème du flux effectif visqueux (Théorème I.21) avec les correspon-
dances suivantes :
- ”qn” = ραuα converge vers ”q” = ρu dans C([0, T ];L
2γ
γ+1
w (Ω)) (”z” = 2γγ+1),
- ”un” = uα converge faiblement vers ”u” = u dans L2(0, T ;W1,2(Ω)),
- ”pn” = aργα converge faiblement vers ”p” = aργ dans L
γ+θ
γ (Ωn × (0, T )) (”r” = γ+θθ ),
- ”Fn” = ραf converge faiblement vers ”F” = ρf dans Lγ+θ(Ωn × (0, T )) (”s” = γ + θ),
- ”gn” = Tk(ρα) converge faiblement vers ”g” = Tk(ρ) dans L∞(Ω × (0, T )) (”w” = ∞) et
dans C([0, T ], Ldw(Ω)) (”d” > 1 quelconque),
- ”fn” = −Tk(ρδ) divuδ ∈ L2(Ω× (0, T )) et ”f” = −Tk(ρ) divu.
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Comme d > 2 on en déduit par application du théorème (on raisonne comme en partie D et
F) :
Tk(ρα) divuα → Tk(ρ) divu dans L2(0, T ;L 2dd+2 (Ω)),
aργαTk(ρδ)→ a ργTk(ρ) dans D′(Ω× (0, T )),
avec a ργTk(ρ) ∈ L1(0, T ;L1loc(Ω)) et :
a ργTk(ρ)− (λ+ 2µ)Tk(ρ) divu = a ργTk(ρ)− (λ+ 2µ)Tk(ρ) divu p.p. dans Ω× (0, T ).
4.4 Amplitude des oscillations
En reproduisant à l’identique la preuve faite en partie F, nous pouvons obtenir le :
Lemme II.G.8
(i) Il existe une constante C > 0 indépendante de α telle que :
lim sup
α→0
∫ T
0
∫
Ω
|Tk(ρα)− Tk(ρ)|γ+1 ≤ C.
(ii) De plus :
lim sup
α→0
∫ T
0
∫
Ω
|Tk(ρα)− Tk(ρ)|γ+1 ≤
∫ T
0
∫
Ω
[
ργTk(ρ)− ργ Tk(ρ)
]
.
4.5 (ρ,u) est une solution renormalisée de l’équation de continuité
D’après le paragraphe 4.3, nous savons que, dans D′(V × (0, T )),
∂t[Tk(ρ)] + div[Tk(ρ)u] + Tk(ρ) divu = 0.
avec Tk(s) := s T ′k(s)− Tk(s).
Comme Tk(ρ) ∈ L∞(R2×(0, T )), u ∈ L2(0, T ;W 1,2(R2)) et que Tk(ρ)divu ∈ L2(R2×(0, T )),
on peut interpréter l’équation ci-dessus comme une équation de continuité et lui appliquer
la Proposition I.13.
On considère une fonction b ∈ C1(R+) telle que :
|b′(t)| ≤ ctλ1 pour t ≥ 1 (−1 < λ1 ≤ γ/2− 1).
On pose alors pour M > 0,
bM(s) := b(TM(s)) ou` TM(s) =M T (
s
M
)
On a alors bM ∈ C1(R+) et b′M(s) = 0 pour s ≥ 3M . On peut donc appliquer la Proposition
I.13 (i) à l’équation ci-dessus avec la fonction bM , ce qui donne dans D′(V × (0, T )) :
∂tbM(Tk(ρ)) + div[bM(Tk(ρ))u] +
(
Tk(ρ) b
′
M
(
Tk(ρ)
)
− bM(Tk(ρ))
)
divu
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= −Tk(ρ) divu b′M(Tk(ρ)).
On considère alors une fonction test ϕ ∈ D(V × (0, T )) de sorte que :
−
∫ T
0
∫
V
bM(Tk(ρ))∂tϕ−
∫ T
0
∫
V
bM(Tk(ρ))u · ∇ϕ
+
∫ T
0
∫
V
[
Tk(ρ) b
′
M(Tk(ρ))− bM(Tk(ρ))
]
divuϕ = −
∫ T
0
∫
V
Tk(ρ) divu b′M(Tk(ρ))ϕ.
On souhaite effectuer le passage à la limite k →∞ dans cette égalité.
- On applique alors le Lemme II.F.4 (iii) pour p = 1, Q := Ω×(0, T ) et fn = ρα. Le théorème
de convergence dominée donne alors les résultats suivants :∫ T
0
∫
Ω
bM(Tk(ρ))∂tϕ
k→∞−→
∫ T
0
∫
Ω
bM(ρ)∂tϕ,
∫ T
0
∫
Ω
bM(Tk(ρ))u · ∇ϕ k→∞−→
∫ T
0
∫
Ω
bM(ρ)u · ∇ϕ,∫ T
0
∫
Ω
[
Tk(ρ) b
′
M(Tk(ρ))− bM(Tk(ρ))
]
divuϕ
k→∞−→
∫ T
0
∫
Ω
[ρ b′M(ρ)− bM(ρ)] divuϕ.
- Sur V \ Ω, nous avons Tk(ρ) = Tk(ρ∞) avec ρ∞ ∈ L∞((R2 \ Ω) × (0, T )). Comme nous
avons prolongé ρ par ρ∞ sur (R2 \ Ω) × (0, T ), le théorème de convergence dominée donne
directement : ∫ T
0
∫
V \Ω
bM(Tk(ρ))∂tϕ
k→∞−→
∫ T
0
∫
V \Ω
bM(ρ)∂tϕ,∫ T
0
∫
V \Ω
bM(Tk(ρ))u · ∇ϕ k→∞−→
∫ T
0
∫
V \Ω
bM(ρ)u · ∇ϕ,∫ T
0
∫
V \Ω
[
Tk(ρ) b
′
M(Tk(ρ))− bM(Tk(ρ))
]
divuϕ
k→∞−→
∫ T
0
∫
V \Ω
[ρ b′M(ρ)− bM(ρ)] divuϕ.
- Il reste à calculer la limite de :
Ik := −
∫ T
0
∫
V
Tk(ρ) divu b′M(Tk(ρ))ϕ.
On pose alors Qk,M := {(x, t) ∈ Ω× (0, T ) / Tk(ρ)(t,x) ≤ 3M}.
Pour (x, t) ∈ (Ω × (0, T )) \ Qk,M , on a b′M(Tk(ρ)(t,x)) = 0. De plus, en dehors de Ω,
Tk(ρ) = Tk(ρ∞) et u = u∞. On peut donc écrire :
Ik = −
∫
Qk,M
Tk(ρ) divu b′M(Tk(ρ))ϕ−
∫ T
0
∫
V \Ω
Tk(ρ∞) divu∞ b′M(Tk(ρ∞))ϕ.
Vu que ρ∞ est bornée, pour k suffisament grand, on a : Tk(ρ∞) = 0 et donc :
|Ik| ≤ max
[0,3M ]
|b′M | ‖ϕ‖L∞(V×(0,T ))
∫
Qk,M
|Tk(ρ) divu|.
Or :
‖Tk(ρα) divuα‖L1(Qk,M ) ≤ ‖Tk(ρα)χ[ρα≥k] divuα‖L1(Qk,M )
≤ ‖Tk(ρα)χ[ρα≥k]‖L2(Qk,M ) ‖divuα‖L2(Qk,M )
≤ ‖Tk(ρα)χ[ρα≥k]‖
γ−1
2γ
L1(Qk,M )
‖Tk(ρα)χ[ρα≥k]‖
γ+1
2γ
Lγ+1(Qk,M )
‖divuα‖L2(Qk,M ).
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Comme ‖Tk(ρα)χ[ρα≥k]‖L1(Qk,M ) ≤ ‖ραχ[ρα≥k]‖L1(Qk,M ), d’après le Lemme II.F.4 (i) :
‖Tk(ρα)χ[ρα≥k]‖L1(Qk,M ) ≤ Ck1−γ.
Par ailleurs :
‖Tk(ρα)χ[ρα≥k]‖Lγ+1(Qk,M ) ≤ ‖Tk(ρα)‖Lγ+1(Qk,M )
≤ ‖Tk(ρα)− Tk(ρ)‖Lγ+1(Qk,M ) + ‖Tk(ρ)‖Lγ+1(Qk,M )
≤ ‖Tk(ρα)− Tk(ρ)‖Lγ+1(Qk,M ) + ‖Tk(ρ)‖Lγ+1(Qk,M ).
Or ‖Tk(ρ)‖Lγ+1(Qk,M ) ≤ 3M mes(Qk,M)
1
γ+1 ≤ C. D’autre part, d’après le Lemme II.G.8 (i) :
‖Tk(ρα)− Tk(ρ)‖Lγ+1(Qk,M ) ≤ ‖Tk(ρα)− Tk(ρ)‖Lγ+1(Qk,M ) + ‖Tk(ρ)− Tk(ρ)‖Lγ+1(Qk,M )
≤ ‖Tk(ρα)− Tk(ρ)‖Lγ+1(Qk,M ) + lim infδ→0 ‖Tk(ρ)− Tk(ρα)‖Lγ+1(Qk,M )
≤ 2 lim sup
α→0
‖Tk(ρ)− Tk(ρα)‖Lγ+1(Qk,M ) ≤ C.
D’où :
‖Tk(ρα)χ[ρα≥k]‖Lγ+1(Qk,M ) ≤ C.
Enfin, puisque ‖divuα‖L2(Qk,M ) ≤ ‖divuα‖L2(Ω×(0,T )) ≤ C, il vient en combinant ces diverses
majorations :
‖Tk(ρα) divuα‖L1(Qk,M ) ≤ C
(
k1−γ
) γ−1
2γ ,
et donc :
‖Tk(ρ)divu‖L1(Qk,M ) ≤ lim infδ→0 ‖Tk(ρα) divuα‖L1(Qk,M ) ≤ C
(
k1−γ
) γ−1
2γ ,
ce qui montre finalement que :
lim
k→∞
Ik = 0.
En conclusion,
−
∫ T
0
∫
V
bM(ρ)∂tϕ−
∫ T
0
∫
V
bM(ρ)u · ∇ϕ+
∫ T
0
∫
V
[ρ b′M(ρ)− bM(ρ)] divuϕ = 0,
soit :
∂tbM(ρ) + div[bM(ρ)u] + (ρ b
′
M(ρ)− bM(ρ)) divu = 0 dans D′(V × (0, T )).
Or, nous avons : { |b′M(s)| ≤ C(1 + s1+λ1) pour s ∈ R+,
|s b′M(s)− bM(s)| ≤ C(1 + s1+λ1) pour s ∈ R+,
où C > 0 est une constante indépendante de M .
On peut alors utiliser le théorème de convergence dominée pour faire M → ∞ et obtenir
dans D′(V × (0, T )) :
∂tb(ρ) + div[b(ρ)u] + (ρ b
′(ρ)− b(ρ)) divu = 0.
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Comme en partie F, ce résultat conduit à la proposition suivante :
Proposition II.G.9 Pour toute fonction b ∈ C(R+) ∩ C1(R∗+) telle qu’il existe c > 0,
λ0 > −1, λ1 ∈ ]− 1, γ/2− 1] vérifiant :{ |b′(t)| ≤ ctλ0 pour t ∈ ]0, 1],
|b′(t)| ≤ ctλ1 pour t ∈ [1,+∞[, (c > 0, λ0 ∈ ]− 1,+∞], λ1 ∈ ]− 1, γ/2− 1]),
on a dans D′(V × (0, T )) :
∂tb(ρ) + div[b(ρ)u] + (ρ b
′(ρ)− b(ρ)) divu = 0.
avec :
b(ρ) ∈ C([0, T ];Lp(Ω)) pour p ∈ [1, γ
λ1+1
[.
4.6 Convergence forte de la densité
Il s’agit maintenant de montrer que ργ = ργ.
Pour k > 0, on considère la fonction :
Lk(s) =
{
s ln(s) pour s ∈ [0, k[,
s ln(k) + s
∫ s
k
Tk(z)
z2
dz pour s ≥ k.
Rappelons quelques-uns des résultats déjà exploités en partie F (section 4.5) :
- On sait que Lk ∈ C(R+) ∩ C1(R∗+) avec :
L′k(s) =
{
ln(s) + 1 pour s ∈ ]0, k],
ln(k) +
∫ s
k
Tk(z)
z2
dz + Tk(s)
s
pour s ≥ k,
et pour s ∈ R+, sL′k(s)− Lk(s) = Tk(s).
- Pour tout s ∈ R+, Lk(s) = cks+ lk(s) où lk ∈ C(R+)∩C1(R∗+) est une fonction satisfaisant
les conditions des Propositions II.G.7 et II.G.9 (avec, par exemple, λ0 = λ1 = −12). On a
donc : 
Lk(ρδ)→ Lk(ρ) dans C([0, T ];Lγw(Ω)),
Lk(ρδ)uδ ⇀ Lk(ρ)u dans L
2(0, T ;Lm(Ω)) (1 ≤ m < γ),
Tk(ρδ) divuδ ⇀ Tk(ρ) divu dans L
2(0, T ;L2(Ω)),
avec Lk(ρ) := Lk(ρ∞) et Tk(ρ)divu := Tk(ρ∞) divU∞ sur (R2 \ Ω)× (0, T ).
D’après la Proposition II.G.7, dans D′(V × (0, T )),
∂t[Lk(ρ)] + div[Lk(ρ)u] + Tk(ρ) divu = 0.
D’autre part, compte tenu des résultats du paragraphe précédent (Proposition II.G.9), on a
aussi :
∂tLk(ρ) + div[Lk(ρ)u] + Tk(ρ) divu = 0 dans D′(V × (0, T )).
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On considère une fonction wm ∈ C∞(R) telle que 0 ≤ wm(s) ≤ 1 et :
wm(s) =
{
1 pour s ≤ 1− 2
m
,
0 pour s ≥ 1− 1
m
.
De plus, wm est décroissante sur [1− 2m , 1− 1m ] et il existe c > 0 tel que |w′m(s)| ≤ cm.
On considère aussi une fonction η ∈ D(R2) telle que η(x) = 1 sur un ouvert contenant Ω.
On teste les deux équations précédentes sur la fonction φm ∈ D(V ) définie par :
φm(x) = η(x)wm(x1).
Comme Lk(ρ) = Lk(ρ) = Lk(ρ∞) et Tk(ρ) = Tk(ρ) = Tk(ρ∞) en dehors de Ω, on obtient
dans D′(0, T ) :
d
dt
(∫
Ω
[
Lk(ρ)− Lk(ρ)
]
φm
)
−
∫
Ω
[
Lk(ρ)− Lk(ρ)
]
u · ∇φm
+
∫
Ω
[
Tk(ρ) divu− Tk(ρ) divu
]
φm = 0.
En faisant appel aux justifications habituelles, on peut intégrer en temps cette égalité et
obtenir alors : ∫
Ω
[
Lk(ρ)(T )− Lk(ρ)(T )
]
φm =∫ T
0
∫
Ω
[
Lk(ρ)− Lk(ρ)
]
u · ∇φm −
∫ T
0
∫
Ω
[
Tk(ρ) divu− Tk(ρ) divu
]
φm.
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Etape 1 : Passage à la limite m→∞.
Nous savons que :
- ρα(T ) converge faiblement vers ρ(T ) dans Lγ(Ω),
- Lk(ρα(T )) converge faiblement vers Lk(ρ)(T ) dans Lγ(Ω),
- Lk est continue et convexe sur R+,
donc par le Théorème I.6, Lk(ρ(T )) ≤ Lk(ρ)(T ) p.p. dans Ω et par conséquent :
0 ≤
∫
Ω
[
Lk(ρ)(T )− Lk(ρ)(T )
]
φm.
Par ailleurs,∫ T
0
∫
Ω
[
Lk(ρ)− Lk(ρ)
]
u · ∇φm
=
∫ T
0
∫
Ω
[
Lk(ρ)− Lk(ρ)
]
(u−U∞) · ∇φm +
∫ T
0
∫
Ω
[
Lk(ρ)− Lk(ρ)
]
U∞ · ∇φm.
On remarque que, par construction, U∞ · e1 ≥ 0 sur [0, T ]× ([0, 14 ]∪ [34 , 1])× (0, h). Or, pour
x ∈ Ω,
- Si x1 ∈ ]−∞, 1− 2m [∪ ]1− 1m ,+∞[, ∇φm(x) = 0,
- Si x1 ∈ [1− 2m , 1− 1m ], ∇φm(x) = −|w′m(x1)| e1.
Ainsi, dans tous les cas, U∞ · ∇φm ≤ 0 sur Ω× (0, T ) (au moins pour m assez grand).
De plus, en répétant le raisonnement effectué précédemment, on montre que pour chaque
t ∈ [0, T ], Lk(ρ)(t) ≥ Lk(ρ)(t) p.p. sur Ω. On a donc :∫ T
0
∫
Ω
[
Lk(ρ)− Lk(ρ)
]
U∞ · ∇φm ≤ 0.
Comme Lk(ρ) − Lk(ρ) = lk(ρ) − lk(ρ) ∈ L∞(Ω × (0, T )) et en tenant compte du fait que
u−U∞ ∈W1,20 (Ω), il vient :∣∣∣∣∣
∫ T
0
∫
Ω
[
Lk(ρ)− Lk(ρ)
]
(u−U∞) · ∇φm
∣∣∣∣∣
≤
∫ T
0
∫
Ω
∣∣∣lk(ρ)− lk(ρ)∣∣∣ |u−U∞|
d(x, ∂Ω)
|d(x, ∂Ω)∇φm|
≤ ‖lk(ρ)− lk(ρ)‖L∞(Ω×(0,T )) × C√
m
∥∥∥∥∥ |u−U∞|d(., ∂Ω)
∥∥∥∥∥
L2(Ω×(0,T ))
≤ C√
m
.
Donc :
lim
m→∞
∫ T
0
∫
Ω
[
Lk(ρ)− Lk(ρ)
]
(u−U∞) · ∇φm = 0.
Enfin, en utilisant le théorème de convergence dominée sur
∫ T
0
∫
Ω
[
Tk(ρ) divu− Tk(ρ) divu
]
φm,
on obtient finalement :
0 ≤
∫ T
0
∫
Ω
[
Tk(ρ) divu− Tk(ρ) divu
]
.
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Etape 2 : Utilisation de l’amplitude des oscillations.
L’inégalité précédente conduit à :
0 ≤
∫ T
0
∫
Ω
[
Tk(ρ)− Tk(ρ)
]
divu+
∫ T
0
∫
Ω
[
Tk(ρ) divu− Tk(ρ) divu
]
,
d’où : ∫ T
0
∫
Ω
[
Tk(ρ)− Tk(ρ)
]
divu ≥
∫ T
0
∫
Ω
[
Tk(ρ) divu− Tk(ρ) divu
]
.
En exploitant le théorème du flux effectif visqueux nous avons vu que :
Tk(ρ) divu− Tk(ρ) divu = a
λ+ 2µ
(
ργTk(ρ)− ργTk(ρ)
)
,
donc : ∫ T
0
∫
Ω
[
Tk(ρ)− Tk(ρ)
]
divu ≥ a
λ+ 2µ
∫ T
0
∫
Ω
(
ργTk(ρ)− ργTk(ρ)
)
.
Or le Lemme II.G.8 nous dit que :∫ T
0
∫
Ω
[
ργTk(ρ)− ργ Tk(ρ)
]
≥ lim sup
α→0
∫ T
0
∫
Ω
|Tk(ρα)− Tk(ρ)|γ+1
Ainsi : ∫ T
0
∫
Ω
[
Tk(ρ)− Tk(ρ)
]
divu ≥ a
λ+ 2µ
lim sup
α→0
∫ T
0
∫
Ω
|Tk(ρα)− Tk(ρ)|γ+1. (3)
Par interpolation, on obtient :∣∣∣∣∣
∫ T
0
∫
Ω
[
Tk(ρ)− Tk(ρ)
]
divu
∣∣∣∣∣
≤ ‖Tk(ρ)− Tk(ρ)‖L2(Ω×(0,T ))‖divu‖L2(Ω×(0,T ))
≤ ‖Tk(ρ)− Tk(ρ)‖
γ−1
2γ
L1(Ω×(0,T ))‖Tk(ρ)− Tk(ρ)‖
γ+1
2γ
Lγ+1(Ω×(0,T ))‖divu‖L2(Ω×(0,T )).
Avec les résultats (iii) et (iv) du Lemme II.F.4, il vient :
‖Tk(ρ)− Tk(ρ)‖L1(Ω×(0,T )) ≤ Ck1−γ,
puis le Lemme II.G.8 permet d’écrire :
‖Tk(ρ)− Tk(ρ)‖Lγ+1(Ω×(0,T )) ≤ lim sup
α→0
‖Tk(ρ)− Tk(ρα)‖Lγ+1(Ω×(0,T )) ≤ C.
On en déduit
∣∣∣∫ T0 ∫Ω [Tk(ρ)− Tk(ρ)] divu∣∣∣ ≤ C (k1−γ) γ−12γ et donc :
lim
k→∞
∫ T
0
∫
Ω
[
Tk(ρ)− Tk(ρ)
]
divu = 0.
En reprenant (3), il vient :
lim
k→∞
lim sup
α→0
∫ T
0
∫
Ω
|Tk(ρα)− Tk(ρ)|γ+1 = 0
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On écrit alors que :
‖ρα−ρ‖L1(Ω×(0,T )) ≤ ‖ρα−Tk(ρα)‖L1(Ω×(0,T ))+‖Tk(ρα)−Tk(ρ)‖L1(Ω×(0,T ))+‖Tk(ρ)−ρ‖L1(Ω×(0,T )).
Ce qui, grâce au Lemme II.F.4 ((ii), (iv)), conduit à :
ρα → ρ dans L1(Ω× (0, T )).
Par interpolation, il vient :
ρα → ρ dans Lp(Ω× (0, T )) (1 ≤ p < γ),
et pour tout n :
ρα → ρ dans Lp(0, T ;Lp(Ωn)) (1 ≤ p < γ + θ),
ce qui entraîne :
ργ = ργ.
Ainsi, dans D′(Ω× (0, T )) :
∂t(ρu) + div(ρu⊗ u)− µ∆u− (λ+ µ)∇divu+∇(a ργ) = ρ f .
5 Conditions limites et inégalité d’énergie
5.1 Mise en évidence des conditions limites
Lemme II.G.9
(i) Pour toute fonction η ∈ D((R2 \ Γs)× (0, T )),∫ T
0
∫
Ω
(ρ ηt + ρu · ∇η) dxdt =
∫ T
0
∫
Γe
ρ∞U∞ · n η dSdt.
(ii) Pour toute fonction η ∈ D((R2 \ Γs)× (0, T )) et b ∈ C(R+) ∩ C1(R∗+) telle que |b
′(t)| ≤ ctλ0 pour t ∈ ]0, 1],
|b′(t)| ≤ ctλ1 pour t ∈ [1,+∞[, (c > 0, λ0 > −1, λ1 ∈ ]− 1,
γ
2
− 1]),
nous avons :∫ T
0
∫
Ω
(b(ρ) ηt + b(ρ)u · η)−
∫ T
0
∫
Ω
(ρb′(ρ)− b(ρ)) divu η =
∫ T
0
∫
Γe
b(ρ∞)U∞ · n η dSdt.
Preuve.
- Démontrons (i).
D’après le Théorème II.F.7, pour η ∈ D((R2 \ Γs)× (0, T )), on a :∫ T
0
∫
Ω
(ρα ηt + ρα uα · ∇η) dxdt =
∫ T
0
∫
Γe
ρα∞u
α
∞ · n η dSdt.
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Comme
{
ρα
∗
⇀ ρ dans L∞(0, T ;Lγ(Ω)),
ραuα
∗
⇀ ρu dans L∞(0, T ;L
2γ
γ+1 (Ω)),
il vient :
∫ T
0
∫
Ω
(ρα ηt + ρα uα · ∇η) dxdt α→0−→
∫ T
0
∫
Ω
(ρ ηt + ρu · ∇η) dxdt.
D’autre part, d’après le Lemme II.G.5 (iii) (en prenant b(s) := s),∫ T
0
∫
Γe
ρα∞ u
α
∞ · n η dSdt α→0−→
∫ T
0
∫
Γe
ρ∞U∞ · n η dSdt.
Ainsi : ∫ T
0
∫
Ω
(ρ ηt + ρu · ∇η) dxdt =
∫ T
0
∫
Γe
ρ∞U∞ · n η dSdt.
- Montrons maintenant le point (ii).
Soit b ∈ C(R+) ∩ C1(R∗+) telle que : |b
′(t)| ≤ ctλ0 pour t ∈ ]0, 1],
|b′(t)| ≤ ctλ1 pour t ∈ [1,+∞[,
où c > 0, λ0 > −1 et −1 < λ1 ≤ γ2 − 1. Pour k > 0, on pose bk(s) := b(Tk(s)). On a donc
pour tout s ≥ 0,
|bk(s)| ≤ C(1 + sλ1+1) et |sb′k(s)− bk(s)| ≤ C(1 + sλ1+1).
D’après le Théorème II.F.7,∫ T
0
∫
Ω
(bk(ρα) ηt + bk(ρα)uα · ∇η)−
∫ T
0
∫
Ω
(ραb
′
k(ρα)− bk(ρα)) divuα η =∫ T
0
∫
Γe
bk(ρ
α
∞)u
α
∞ · n η dSdt.
Sachant que
{
ρα → ρ dans L∞(0, T ;Lp(Ω)) (1 ≤ p < γ),
uα
∗
⇀ u dans L2(0, T ;W1,2(Ω)),
on obtient directement :
∫ T
0
∫
Ω
(bk(ρα) ηt + bk(ρα)uα · ∇η)−
∫ T
0
∫
Ω
(ραb
′
k(ρα)− bk(ρα)) divuα η α→0−→∫ T
0
∫
Ω
(bk(ρ) ηt + bk(ρ)u · η)−
∫ T
0
∫
Ω
(ρb′k(ρ)− bk(ρ)) divu η.
Comme pour le point (i), les résultats du Lemme II.G.5 (iii) conduisent à∫ T
0
∫
Γe
bk(ρ
α
∞)u
α
∞ · n η dSdt α→0−→
∫ T
0
∫
Γe
bk(ρ∞)U∞ · n η dSdt.
Ainsi, on obtient :∫ T
0
∫
Ω
(bk(ρ) ηt + bk(ρ)u · ∇η)−
∫ T
0
∫
Ω
(ρb′k(ρ)− bk(ρ)) divu η =
∫ T
0
∫
Γe
bk(ρ∞)U∞ · n η dSdt.
On effectue par convergence domminée le passage à la limite k → ∞ et on obtient alors le
résultat voulu.

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5.2 Estimation d’énergie
D’après le théorème II.F.7, presque partout sur (0, T ),
Eα(t) + µ
∫ t
0
∫
Ω
[∇(uα − uα∞)]2dxds+ (λ+ µ)
∫ t
0
∫
Ω
[div(uα − uα∞)]2dxds
≤ Eα(0) +
∫ t
0
∫
Ω
ρα f · (uα − uα∞) dxds−
∫ t
0
∫
Ω
ρα ∂tu
α
∞ · (uα − uα∞) dxds
−µ
∫ t
0
∫
Ω
∇uα∞ : ∇(uα − uα∞) dxds− (λ+ µ)
∫ t
0
∫
Ω
divuα∞div(uα − uα∞) dxds
−
∫ t
0
∫
Ω
(ραuα) · [((uα − uα∞) · ∇)uα∞] dxds−
∫ t
0
∫
Ω
aργα divu
α
∞ dxds
−
∫ t
0
∫
Γe
a
γ − 1(ρ
α
∞)
γ uα∞ · n dSds,
où
Eα(t) =
1
2
∫
Ω
ρα(t)(uα − uα∞)(t)2 dx+
∫
Ω
a
γ − 1ρα(t)
γ dx.
Le passage à la limite dans cette inégalité s’effectue comme dans les parties D et F : on
mutiplie par une fonction test ψ ∈ D(0, T ) à valeurs positives ou nulles et on passe à la
limite inférieure (on exploite les résultats de convergence de uα∞ vers U∞ du Lemme II.G.3).
Précisons l’étude des termes qui nécessitent un traitement particulier.
- Etude de lim infα→0
∫ T
0 ψ(t)(
∫ t
0
∫
Ω aρ
γ
α divu
α
∞ dxds)dt.
En reprenant les arguments développés en section 5.2.2 (partie D), nous avons :∫ T
0
ψ(t)
∫ t
0
∫
Ωb
a ργα(s)divu
α
∞(s) dxdsdt =∫ T
0
ψ(t)
∫
Ω
(ραuα)(t) · hα(t) dxdt−
∫ T
0
ψ(t)dt
∫
Ω
(ραuα)(0) · hα(0) dx
−
∫ T
0
ψ(t)
∫ t
0
∫
Ω
(ραuα)(s) · ∂thα(s) dxdsdt−
∫ T
0
ψ(t)
∫ t
0
∫
Ω
ρα(s)uα(s) · [(uα(s) · ∇)hα(s)] dxdsdt
+µ
∫ T
0
ψ(t)
∫ t
0
∫
Ω
∇uα(s) : ∇hα(s) dxdsdt+ (λ+ µ)
∫ T
0
ψ(t)
∫ t
0
∫
Ω
divuα(s)divhα(s) dxdsdt
+
∫ T
0
ψ(t)
∫ t
0
mα(s)
∫
Ωb
a ργα(s) dxdsdt−
∫ T
0
ψ(t)
∫ t
0
∫
Ω
ρα(s)f(s) · hα(s) dxdsdt,
où
hα : [0, T ]→W1,p0 (Ω) , t 7→ hα(t) = B[divuα∞(t)−mα(t)],
avec
mα(t) :=
1
|Ωb|
∫
Ωb
divuα∞(t) dx,
où B = BΩb désigne l’opérateur de Bogovskii du Théorème II.D.1, la fonction hα étant
prolongée par 0 en dehors de Ωb.
Des calculs analogues à partir de l’équation de quantité de mouvement satisfaite par (ρ,u)
donnent ∫ T
0
ψ(t)
∫ t
0
∫
Ωb
a ργ(s)divU∞(s) dxdsdt =
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∫ T
0
ψ(t)
∫
Ω
(ρu)(t) · h(t) dxdt−
∫ T
0
ψ(t)dt
∫
Ω
(ρu)(0) · h(0) dx
−
∫ T
0
ψ(t)
∫ t
0
∫
Ω
(ρu)(s) · ∂th(s) dxdsdt−
∫ T
0
ψ(t)
∫ t
0
∫
Ω
ρ(s)u(s) · [(u(s) · ∇)h(s)] dxdsdt
+µ
∫ T
0
ψ(t)
∫ t
0
∫
Ω
∇u(s) : ∇h(s) dxdsdt+ (λ+ µ)
∫ T
0
ψ(t)
∫ t
0
∫
Ω
divu(s)divh(s) dxdsdt
+
∫ T
0
ψ(t)
∫ t
0
m(s)
∫
Ωb
a ργ(s) dxdsdt−
∫ T
0
ψ(t)
∫ t
0
∫
Ω
ρ(s)f(s) · h(s) dxdsdt,
où
h : [0, T ]→W1,p0 (Ω) , t 7→ h(t) = B[divU∞(t)−m(t)],
avec
m(t) :=
1
|Ωb|
∫
Ωb
divU∞(t) dx.
En utilisant les résultats du Lemme II.G.3, on voit que :{
hα → h dans Lp(0, T ;W1,p0 (Ωb)),
∂thα → ∂th dans Lp(0, T ;W1,p0 (Ωb)).
Dans la première égalité, on peut alors passer à la limite inférieure : tous les termes convergent
simplement sauf
∫ T
0 ψ(t)
∫ t
0 mα(s)
∫
Ωb
a ργα(s) dxdsdt qui se traite avec le lemme de Fatou car
mα(s) = m(s) ≥ 0 pour tout α ∈]0, h8 [ (cf. présentation du problème). On obtient ainsi le
second membre de l’égalité ci-dessus. On en déduit donc que :
lim inf
α→0
∫ T
0
ψ(t)
∫ t
0
∫
Ωb
a ργα(s)divu
α
∞(s) dxdsdt ≥
∫ T
0
ψ(t)
∫ t
0
∫
Ωb
a ργ(s)divU∞(s) dxdsdt.
Ensuite, on sait que ρα converge vers ρ dans Lp(0, T ;Lp(Ω \ Ωb)) pour p ∈ [1, γ + θ[ et que
divuα∞ converge vers divU∞ dans Lp(0, T ;Lp(Ω \ Ωb)) pour tout p ≥ 1. D’où :
lim
α→0
∫ T
0
ψ(t)
∫ t
0
∫
Ω\Ωb
a ργα(s)divu
α
∞(s) dxdsdt =
∫ T
0
ψ(t)
∫ t
0
∫
Ω\Ωb
a ργ(s)divU∞(s) dxdsdt.
Ainsi,
lim inf
α→0
∫ T
0
ψ(t)
∫ t
0
∫
Ω
a ργα(s)divu
α
∞(s) dxdsdt ≥
∫ T
0
ψ(t)
∫ t
0
∫
Ω
a ργ(s)divU∞(s) dxdsdt.
- Etude de lim infα→0
∫ T
0 ψ(t)
∫ t
0
∫
Γe
a
γ−1(ρ
α
∞)
γ uα∞ · n dSdsdt.
Nous avons : ∫ T
0
ψ(t)
∫ t
0
∫
Γe
a
γ − 1(ρ
α
∞)
γ uα∞ · n dSdsdt =
∫ T
0
ψ(t)
∫ t
0
∫ 1
0
a
γ − 1
(
g(Yα(0; s, γe(σ)))
Jα(s, γe(σ))
)γ
uα∞(s, γe(σ)) · (γ′e(σ))⊥ dσdsdt.
Or nous savons que, lorsque α→ 0, Yα(0; s, γe(σ)) converge vers Y(0; s, γe(σ)) ∈ Ge (Lemme
II.G.4), que g est continue sur Ge et que Jα(s, γe(σ)) converge vers J(s, γe(σ)) (voir (1) dans la
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preuve du Lemme II.G.5). Comme de plus uα∞ converge uniformémént versU∞ sur [0, T ]×R2
(Lemme II.G.3), on obtient facilement que pour tout (s, σ) ∈ [0, T ]× (0, 1) :(
g(Yα(0; s, γe(σ)))
Jα(s, γe(σ))
)γ
uα∞(s, γe(σ)) · (γ′e(σ))⊥
↓ α→ 0(
g(Y(0; s, γe(σ)))
J(s, γe(σ))
)γ
U∞(s, γe(σ)) · (γ′e(σ))⊥.
Par ailleurs, vu les propriétés des fonctions impliquées, on montre l’existence d’une constante
C > 0 telle que pour tout (s, σ) ∈ [0, T ]× (0, 1) :∣∣∣∣∣
(
g(Yα(0; s, γe(σ)))
Jα(s, γe(σ))
)γ
uα∞(s, γe(σ)) · (γ′e(σ))⊥
∣∣∣∣∣ ≤ C
Ainsi, par convergence dominée, il vient :
lim
α→0
∫ T
0
ψ(t)
∫ t
0
∫
Γe
a
γ − 1(ρ
α
∞)
γ uα∞ · n dSdsdt =
∫ T
0
ψ(t)
∫ t
0
∫ 1
0
a
γ − 1
(
g(Y(0; s, γe(σ)))
J(s, γe(σ))
)γ
U∞(s, γe(σ)) · (γ′e(σ))⊥ dσdt,
soit :
lim inf
α→0
∫ T
0
ψ(t)
∫ t
0
∫
Γe
a
γ − 1(ρ
α
∞)
γ uα∞ · n dSdsdt =
∫ T
0
ψ(t)
∫ t
0
∫
Γe
a
γ − 1ρ
γ
∞U∞ · n dSdsdt.
Finalement, on aboutit à l’inégalité (valable d’abord dans D′(0, T ) puis, en raison de la
régularité des différents termes, p.p. sur (0, T )) :
E(t) + µ
∫ t
0
∫
Ω
[∇(u−U∞)]2dxds+ (λ+ µ)
∫ t
0
∫
Ω
[div(u−U∞)]2dxds
≤ E(0) +
∫ t
0
∫
Ω
ρ f · (u−U∞) dxds−
∫ t
0
∫
Ω
ρ ∂tU∞ · (u−U∞) dxds
−µ
∫ t
0
∫
Ω
∇U∞ : ∇(u−U∞) dxds− (λ+ µ)
∫ t
0
∫
Ω
divU∞div(u−U∞) dxds
−
∫ t
0
∫
Ω
(ρu) · [((u−U∞) · ∇)U∞] dxds− a
∫ t
0
∫
Ω
ργ divU∞ dxds
−
∫ t
0
∫
Γe
a
γ − 1ρ
γ
∞U∞ · n dSds,
avec :
E(t) =
1
2
∫
Ω
ρ(t)(u−U∞)(t)2 dx+
∫
Ω
a
γ − 1ρ(t)
γ dx.
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6 Récapitulatif des résultats de la partie G
Nous avons montré le résultat suivant :
Théorème II.G.10 Soient ρ∞ ∈ C([0, T ]× Γe), ρ0 ∈ Lγ(Ω) et u0 ∈ L2(Ω) tels que :
ρ0 ≥ 0 p.p. sur Ω et √ρ0u0 ∈ L2(Ω).
Il existe un couple de fonctions (ρ,u) telles que :
ρ ∈ L∞(0, T ;Lγ(Ω)) et ρ ≥ 0 p.p. sur Ω× (0, T ),
u ∈ L2(0, T ;W1,2(Ω)) avec u(t,x) = U∞(t,x) = a∞(t,x) sur ∂Ω× (0, T ),
ρ ∈ C([0, T ];Lγw(Ω)) et ρu ∈ C([0, T ];L
2γ
γ+1
w (Ω)) avec
{
ρ(0) = ρ0,
(ρu)(0) = ρ0u0.
De plus,
ρ ∈ C([0, T ];Lp(D)) (1 ≤ p < γ), ρ ∈ Lγ+θ(0, T ;Lγ+θloc (Ω)) (θ = γ−12 ),
ρu ∈ L2(0, T ;Lm(D)) (1 ≤ m < γ), ρ|u|2 ∈ L2(0, T ;Lr(D)) (1 ≤ r < 2γ
γ+1
).
L’équation de continuité est satisfaite au sens des distributions dans Ω× (0, T ) :
∂tρ+ div(ρu) = 0.
L’équation de quantité de mouvement est aussi satisfaite au sens des distributions dans
Ω× (0, T ) :
∂t(ρu) + div(ρu⊗ u)− µ∆u− (λ+ µ)∇divu+ a∇(ργ) = ρ f .
Pour toute fonction η ∈ D((R2 \ Γe)× (0, T )), on a :∫ T
0
∫
Ω
(ρ ∂tη + ρu · ∇η) dxdt =
∫ T
0
∫
Γe
ρ∞U∞ · n η dSdt.
De plus, si b ∈ C(R+) ∩ C1(R∗+) est telle que : |b
′(t)| ≤ ctλ0 pour t ∈]0, 1] , (λ0 > −1)
|b′(t)| ≤ ctλ1 pour t ∈ [1,+∞[ , (−1 < λ1 ≤ γ2 − 1)
on a :∫ T
0
∫
Ω
(b(ρ) ∂tη + b(ρ)u · ∇η)−
∫ T
0
∫
Ω
(ρb′(ρ)− b(ρ)) divu η =
∫ T
0
∫
Γe
b(ρ∞)U∞ · n η dSdt.
Enfin, presque partout sur (0, T ), nous avons :
E(t) + µ
∫ t
0
∫
Ω
[∇(u−U∞)]2dxds+ (λ+ µ)
∫ t
0
∫
Ω
[div(u−U∞)]2dxds
≤ E(0) +
∫ t
0
∫
Ω
ρ f · (u−U∞) dxds−
∫ t
0
∫
Ω
ρ ∂tU∞ · (u−U∞) dxds
−µ
∫ t
0
∫
Ω
∇U∞ : ∇(u−U∞) dxds− (λ+ µ)
∫ t
0
∫
Ω
divU∞div(u−U∞) dxds
−
∫ t
0
∫
Ω
(ρu) · [((u−U∞) · ∇)U∞] dxds− a
∫ t
0
∫
Ω
ργ divU∞ dxds
−
∫ t
0
∫
Γe
a
γ − 1ρ
γ
∞U∞ · n dSds,
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avec :
E(t) =
1
2
∫
Ω
ρ(t)(u−U∞)(t)2 dx+
∫
Ω
a
γ − 1ρ(t)
γ dx.
7 Commentaire relatif à la régularité de la condition de
bord ρ∞
Dans le théorème précédent, nous avons dû supposer que ρ∞ ∈ C([0, T ]×Γe) afin que la
fonction g : R2 → R définie par :
g(x) =
{
ρ∞(t(x), γe(σ(x))) J(t(x), γe(σ(x))) si x ∈ Ge,
0 sinon,
soit continue sur chacun des ouverts Ge et R2 \ Ge (cette propriété étant utilisée lors de la
preuve du Lemme II.G.5 et du passage à la limite dans l’estimation d’énergie).
Cependant, il est tout à fait possible de récupérer le même résultat que celui du Théorème
II.G.10 pour une condition de bord ρ∞ appartenant seulement à L∞((0, T )×Γe). Cela nous
obligerait à développer une nouvelle partie. Nous allons nous contenter d’en indiquer le
principe de départ. Dans ce qui suit nous reprenons les notations du début de la partie G.
- On se donne un élément ρ∞ de L∞((0, T )× Γe) et on définit alors g ∈ L∞(R2) par :
g(x) =
{
ρ∞(t(x), γe(σ(x))) J(t(x), γe(σ(x))) si x ∈ Ge,
0 sinon,
g est à support compact (inclus dans Ge) et, dans ces conditions, le Lemme II.G.2 reste
valable.
- Ensuite, pour κ > 0, on définit la fonction gκ ∈ D(R2) en régularisant par convolution la
fonction g :
gκ(x) = Sκ(g)(x) =
∫
R2
g(y)ωκ(x− y) dy,
de sorte que : { ‖gκ‖L∞(R2) ≤ ‖g‖L∞(R2) pour tout κ > 0,
gκ
κ→0−→ g dans Lp(R2) (p ∈ [1,+∞[).
On dispose alors du résultat suivant :
Lemme II.G.11
(i) La fonction ĝκ : [0, T ]×R2 → R définie par :
ĝκ(t,x) =
gκ(Y(0; t,x))
J(t,x)
,
où
J(t,x) = exp
(∫ t
0
divU∞(s,Y(s; t,x)) ds
)
,
appartient à L∞(0, T ;Lp(R2)) pour tout p ∈ [1,∞[.
(ii) Pour toute fonction b ∈ C(R+)∩C(R∗+) telle qu’il existe c > 0 et des réels λ0 ∈ ]−1,∞ [
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et λ1 ∈ ]− 1,−1 + p] vérifiant : |b
′(t)| ≤ ctλ0 pour t ∈]0, 1],
|b′(t)| ≤ ctλ1 pour t ∈ [1,+∞[,
et pour toute fonction η ∈ D((0, T )× (R2 \ Γs)), on a :∫ T
0
∫
Ωc
[b(ĝκ) ∂tη+b(ĝκ)U∞·∇η−(ĝκ b′(ĝκ)−b(ĝκ)) divU∞ η] dxdt = −
∫ T
0
∫
Γe
b(ĝκ) ηU∞·n dSdt.
(iii) Lorsque κ→ 0, ĝκ converge vers ĝ dans Lp(0, T ;Lp(R2)).
Avec les notations de (ii), on a :
lim
κ→0
∫ T
0
∫
Ωc
[b(ĝκ) ∂tη + b(ĝκ)U∞ · ∇η − (ĝκ b′(ĝκ)− b(ĝκ)) divU∞ η] dxdt =
∫ T
0
∫
Ωc
[b(ĝ) ∂tη + b(ĝ)U∞ · ∇η − (ĝ b′(ĝ)− b(ĝ)) divU∞ η] dxdt,
et :
lim
α→0
∫ T
0
∫
Γe
b(ĝκ) ηU∞ · n dSdt =
∫ T
0
∫
Γe
b(ρ∞) ηU∞ · n dSdt.
(iv) Enfin,
ĝκ|(0,T )×Γe κ→0−→ ĝ|(0,T )×Γe dans Lp((0, T )× Γe; |U∞ · n|dtdS).
Les démonstrations des points (i) à (iii) sont semblables à celles effectuées en début de par-
tie. Le point (iv) du lemme résulte de la remarque 2 page 41 et son inérêt est de permettre
le passage à la limite κ→ 0 dans l’inégalité d’énergie.
Avec ces résultats, pour tout κ > 0, on note (ρκ,uκ) le couple de fonctions du Théorème
II.G.10 avec la condition de bord ĝκ|(0,T )×Γe ∈ C([0, T ]× Γe). Il suffit alors de reproduire les
raisonnements effectués en partie G pour obtenir l’analogue du Théorème II.G.10 avec, cette
fois-ci, ρ∞ ∈ L∞((0, T )× Γe).
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Chapitre III
Etude de deux autres exemples
On se propose ici de présenter d’autres situations particulières pour lesquelles, en s’ins-
pirant d’un certain nombre de points développés au chapitre II, on peut obtenir des résultats
d’existence pour le modèle d’écoulement isentropique d’un gaz parfait.
1 Introduction
1.1 Présentation des points clés
Nous continuons à envisager un problème posé sur un ouvert borné Ω à frontière Lip-
schitzienne. Dans ce domaine, l’écoulement est toujours régi par les équations :{
∂tρ+ div(ρu) = 0,
∂t(ρu) + div(ρu⊗ u)− µ∆u− (λ+ µ)∇divu+∇(a ργ) = ρ f , (1)
avec les conditions initiales : {
ρ(0,x) = ρ0(x) dans Ω,
u(0,x) = u0(x) dans Ω,
(2)
et les conditions limites :{
u(t,x) = a∞(t,x) sur (0, T )× ∂Ω,
ρ(t,x) = ρ∞(t,x) sur (0, T )× Γe, (3)
où :
Γe = {x ∈ ∂Ω : a∞(t,x) · n(x) < 0},
(n(x) désigne toujours la normale sortante de Ω au point x ∈ ∂Ω).
Comme précédemment, nous notons :
Γ0 = {x ∈ ∂Ω : a∞(t,x) · n(x) = 0} , Γs = {x ∈ ∂Ω : a∞(t,x) · n(x) > 0}
et nous ne traiterons que des cas où ces ensembles sont indépendants du temps. De plus,
nous supposerons que Γe est le support d’une courbe plane paramétrée γe : [0, 1] → R2,
injective, régulière et de classe C1.
Pour montrer l’existence d’une solution (ρ,u) au problème (1-3), on peut distinguer, dans la
preuve exposée au chapitre II, un certain nombre d’étapes qui sont directement reliées à la
géométrie du domaine étudié et aux conditions limites imposées. Ces étapes reposent, entre
autres, sur la construction du champ de vecteurs u∞ (il s’agit du champ défini sur un ouvert
D contenant Ω, nul sur le bord de D et qui coïncide avec a∞ sur ∂Ω).
Nous distinguons trois points clés :
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Point n˚ 1 - Le passage à la limite ε→ 0 dans l’estimation d’énergie (chapitre II, partie D).
Dans le chapitre II, ce passage à la limite est possible grâce aux propriétés de u∞ dans un
certain nombre de régions de D. Plus précisément, nous remarquons les zones suivantes :
- Une zone intérieure à Ω et en contact avec ∂Ω, notée Ωb, sur laquelle nous avons∫
Ωb
divu∞(t,x) dx ≥ 0 sur [0, T ].
(Voir la preuve du Lemme II.D.4.)
- Une zone extérieure à Ω et en contact avec ∂Ω (notée Ω+ sur le schéma ci-dessous) sur
laquelle nous avons divu∞(t,x) ≥ 0,
- Une zone "externe" à la précédente (notée Ω′+ sur le schéma ci-dessous) sur laquelle
u∞ est à divergence positive et tel que u∞(t,x) soit "orienté dans le sens de ∇dΩ(x)"
(où dΩ(x) := d(x,Ω)). (Concernant l’emploi des régions Ω′ et Ω′+, on se reportera à la
démonstration du Lemme II.D.3 où l’on utilise la relation (17) avec une fonction test η
qui dépend de manière croissante de dΩ(x). Cela permet d’avoir u∞(t,x) · ∇η(x) ≥ 0
et d’utiliser le lemme de Fatou.)
Point n˚ 2 - La reconnaissance d’une région appelée De, incluse dans D \ Ω et dont la
frontière contient Γe, qui possède la propriété suivante : aucune courbe intégrale du système
différentiel dy
dt
(t) = u∞(t,y(t)) ne peut entrer dans De (cf. Chapitre II, partie E). Cette
propriété assure l’existence d’un ouvert Ge inclus dans De sur lequel le prolongement de la
densité initiale ρ0 va permettre la prise en compte des conditions limites sur ρ (voir le Lemme
II.E.5 et le paragraphe 1 de la partie F).
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Point n˚ 3 - La construction d’une famille d’ouverts (Ωθ)θ∈[0,1] qui permet de justifier : 1)
la formulation intégrale qui prend en compte la condition limite sur la densité et, 2), une
inégalité intégrale permettant de ramener l’inégalité d’énergie sur D à une inégalité d’énergie
sur Ω (cf. Chaptre II, partie E, paragraphes 2 et 3).
Dans le chapitre II, ces ouverts (bornés et Lipschitziens) possèdent les propriétés suivantes :
(i) Pour chaque θ ∈ [0, 1], Ω ⊂ Ωθ ⊂ D et Ωθ \ Ω ⊂ De.
(ii) χΩθ converge simplement (presque partout sur R2) vers χΩ lorsque θ → 0.
(iii) Pour chaque θ ∈ ]0, 1], la frontière de Ωθ se décompose sous la forme d’une réunion
disjointe ∂Ωθ = Γθe ∪ Γθ0 ∪ Γs où :
Γθ0 := {x ∈ ∂Ωθ : u∞(t,x) · n(x) = 0} ⊃ Γ0 et d(Γθe,Ω) > 0.
(iv) Il existe une application
H : [0, 1]× [0, 1]→ R2 , (θ, σ) 7→ H(θ, σ),
de classe C1 telle que pour chaque θ ∈ [0, 1], H(θ, .) est une courbe plane paramétrée
simple et régulière vérifiant :
H(θ, .)(]0, 1[) = Γθe et H(0, .) = γe.
Les propriétés ci-dessus appellent quelques remarques :
- On notera, par exemple dans la preuve de la Proposition II.E.7, l’importance jouée par le
fait que Γθe soit "suffisamment éloigné" de Ω (d(Γθe,Ω) > 0) afin de pouvoir passer à la limite
α→ 0 dans le terme ∫ T0 ∫Γθe Sα[b(ρ)]u · nθ η dSdt.
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- Ensuite, notre collection d’ouverts (Ωθ)θ∈[0,1] est indépendante du temps t et, par consé-
quent, il est peu probable qu’on puisse trouver de tels ensembles dans le cas où le champ u∞
est non stationnaire à cause de la propriété Γθ0 ⊃ Γ0 où Γθ0 := {x ∈ ∂Ωθ : u∞(t,x) ·n(x) =
0}. L’exemple traité au chapitre II est donc, de ce point de vue, tout à fait exceptionnel.
Mais, comme nous allons le voir, cette dernière propriété n’est pas indispensable pour notre
objet : ce point sera traité en détail ultérieurement.
1.2 Propriétés d’invariance vis-à-vis du flot d’un champ de vecteurs
Avant d’examiner les exemples proposés, nous allons énoncer dans ce paragraphe quelques
résultats généraux utiles pour répondre au point n˚ 2. Dans un premier temps, nous avions
obtenus le Lemme III.2 (qui n’est probablement pas optimal mais qui suffit pour nos applica-
tions). En prenant connaissance de l’ouvrage Ordinary Differential Equations de H. Amann
(cf. [Amann], pages 211-220), nous avons décidé de nous en servir pour améliorer notre tra-
vail. Nous présentons ces différents résultats sous une forme adaptée à notre propos.
Dans ce qui suit, u : [0, T ] × RN → RN , (t,x) 7→ u(t,x) désigne un champ de vecteurs
continu, globalement Lipschitzien sur [0, T ]×RN . Ainsi, pour chaque (t0,x0) ∈ [0, T ]×RN ,
le problème de Cauchy : 
dy
ds
(s) = u(s,y(s)),
y(t0) = x0,
admet une unique solution sur [0, T ] notée Y(.; t0,x0).
L’application
Y : [0, T ]× [0, T ]×RN → RN , (s, t,x) 7→ Y(s; t,x),
est continue.
Définitions. Soit M un sous-ensemble de RN .
- On dit que M est positivement invariant si, et seulement si, pour tout x ∈ M, pour tout
t ∈ [0, T ], Y(s; t,x) ∈M dès que s ∈ [t, T ].
- On dit que M est négativement invariant si, et seulement si, pour tout x ∈M, pour tout
t ∈ [0, T ], Y(s; t,x) ∈M dès que s ∈ [0, t].
- On dit que M est invariant si, et seulement si, il est positivement et négativement inva-
riant, c’est-à-dire si, et seulement si, pour tout x ∈ M, pour tout t ∈ [0, T ], Y(s; t,x) ∈ M
pour tout s ∈ [0, T ].
Voici quelques conséquences de nos définitions :
Lemme III.1 Soit M un sous-ensemble de RN .
(i) Si M est positivement invariant (ou négativement invariant) alors M l’est aussi.
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(ii)M est positivement invariant si, et seulement si,Mc est négativement invariant.Preuve.
- Démontrons le point (i). Supposons que M soit positivement invariant (le cas où M est
négativement invariant est analogue). Considérons x ∈ M et t ∈ [0, T ] et prouvons que,
pour tout s ≥ t, Y(s; t,x) ∈ M. Puisque x ∈ M, il existe une suite (xk)k≥1 à valeurs dans
M qui converge vers x. Comme M est positivement invariant, Y(s; t,xk) ∈ M pour tout
k ≥ 1 dès que s ≥ t. Or, par continuité de Y, Y(s; t,xk) k→∞−→ Y(s; t,x) et donc :
Y(s; t,x) ∈M pour s ∈ [t, T ].
- Le point (ii) se prouve en raisonnant par l’absurde.

Le résultat suivant fournit un critère simple pour montrer qu’une région est négativement
invariante (il est à rapprocher de ce que nous avons fait dans la preuve du Lemme II.E.2).
Lemme III.2 Soient m un entier naturel non nul et f1, ..., fm des applications de classe
C1 sur RN à valeurs réelles. On considère l’ouvert O de RN défini par :
O =
m⋂
j=1
f−1j (]−∞, 0[)
et on suppose que pour tout x ∈ ∂O,
u(t,x) = 0 pour tout t ∈ [0, T ],
ou :
il existe j ∈ {1, ...,m} tel que x ∈ f−1j ({0}) et ∇fj(x) · u(t,x) > 0 pour tout t ∈ [0, T ].
Alors O est négativement invariant.
Preuve. Soient x0 ∈ O et t0 ∈ ]0, T ]. Pour s ∈ [0, T ], on pose
y(s) := Y(s; t0,x0).
Il s’agit de montrer que pour tout s ∈ [0, t0], y(s) ∈ O. Procédons par l’absurde et supposons
l’existence de s0 ∈ [0, t0[ tel que y(s0) 6∈ O. Alors, O étant un ouvert (voir la remarque ci-
dessous), il existe s1 ∈ [s0, t0[ tel que :
y(s1) ∈ ∂O et y(s) ∈ O pour tout s ∈ ]s1, t0]. (4)
Par hypothèse, nous sommes dans l’un des deux cas suivants :
- Cas 1 : u(t,y(s1)) = 0 pour tout t ∈ [0, T ],
ou bien
- Cas 2 : Il existe j ∈ {1, ...,m} tel que fj(y(s1)) = 0 et ∇fj(y(s1)) · u(t,y(s1)) > 0 pour
tout t ∈ [0, T ].
Dans le premier cas, y(s1) est un point singulier de u et donc y(s) = y(s1) pour tout
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s ∈ [0, T ] (théorème de Cauchy-Lipschitz). Cela contredit le fait que y(t0) ∈ O.
Dans le second cas, on pose φ : [0, T ] → R , s 7→ φ(s) = fj(y(s)). Alors φ est de classe C1
sur [0, T ] et, pour t ∈ [0, T ],
φ′(s) = ∇fj(y(s)) · y′(s) = ∇fj(y(s)) · u(s,y(s)).
En particulier :
φ(s1) = 0 et φ
′(s1) > 0.
On en déduit qu’il existe δ > 0 tel que φ(s) > 0 pour s ∈ ]s1, s1+δ]. D’ou, y(s) 6∈ f−1j (]−∞, 0[)
et donc y(s) 6∈ O pour s ∈ ]s1, s1 + δ] ce qui contredit (4).

Remarque. Dans la preuve ci-dessus, nous avons utilisé le résultat suivant :
LEMME : Soient O un ouvert de RN et γ : [0, 1]→ RN une application continue telle que :
γ(0) 6∈ O et γ(1) ∈ O.
Alors il existe s ∈ [0, 1] tel que γ(s) ∈ ∂O et, pour s ∈ ]s, 1], γ(s) ∈ O.
PREUVE :
-Etape 1. Commençons par montrer que l’ensemble γ−1(∂O) = {s ∈ [0, 1] : γ(s) ∈ ∂O} est
non vide.
Si γ(0) ∈ ∂O, alors il n’y a rien à prouver. Sinon, γ(0) ∈ Oc = RN \ O (l’exposant "c"
désigne le complémentaire dans RN) et on pose alors :
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I0 := {s ∈ [0, 1] : γ(s) ∈ Oc} = γ−1(Oc) et I1 := {s ∈ [0, 1] : γ(s) ∈ O} = γ−1(O)
Vu que 0 ∈ I0 et 1 ∈ I1, I0 et I1 sont donc non vides. De plus, ce sont des ouverts de [0, 1].
Comme [0, 1] est connexe, on ne peut pas avoir I0 ∪ I1 = [0, 1]. Puique RN \ (O ∪ Oc) =
Oc ∩ O = ∂O, cela signifie que l’ensemble {s ∈ [0, 1] : γ(s) ∈ ∂O} est effectivement non
vide.
-Etape 2.
L’ensemble γ−1(∂O) est non vide et majoré par 1, donc il admet une borne supérieure s. De
plus, γ−1(∂O) est fermé dans [0, 1], donc s ∈ γ−1(∂O). Ensuite, pour montrer que si s ∈ [0, 1]
est tel que s > s, alors γ(s) ∈ O, il suffit de raisonner par l’absurde : on suppose qu’il existe
s0 ∈ ]s, 1] tel que γ(s0) 6∈ O et on applique le raisonnement de la première étape à γ|[s0,1] :
on en déduit l’existence de s1 ∈ [s0, 1] tel que γ(s1) ∈ ∂O ce qui contredit la maximalité de
s.
C.Q.F.D.
Le résultat qui suit est à rapprocher du Lemme II.E.4. Il nous permettra de montrer que
l’application Ge introduite lors du Lemme I.19 (voir aussi Lemme II.E.5) est un difféomor-
phisme.
Lemme III.3 Sous les hypothèses du Lemme III.2, notons
Γ :=
{
x ∈ ∂O : ∃j ∈ {1, ...,m},
{
fj(x) = 0,
∇fj(x) · u(t,x) > 0 pour tout t ∈ [0, T ].
}
.
Alors pour tout x ∈ Γ et pour tout t ∈ [0, T ],
Y(s; t,x) 6∈ O pour s ∈ ]t, T ].
Preuve. Par l’absurde, supposons l’existence de x0 ∈ Γ, t0 ∈ [0, T [ et s0 ∈ ]t0, T ] tels
que Y(s0; t0,x0) ∈ O. Puisque O est négativement invariant, O l’est aussi (Lemme III.1
(ii)). Par conséquent,
Y(s; t0,x0) ∈ O pour s ∈ [0, s0], (5)
avec :
O ⊂
m⋂
j=1
f−1j (]−∞, 0[) =
m⋂
j=1
f−1j (]−∞, 0]).
Soit j0 ∈ {1, ...,m} tel que fj0(x0) = 0 et ∇fj0(x0) · u(t,x0) > 0. Alors, en introduisant la
fonction φ : [0, T ] → R , s 7→ φ(s) = fj0(Y(s; t0,x0)), qui est de classe C1 sur [0, T ], on
obtient
φ(t0) = 0 et φ
′(t0) > 0.
On en déduit qu’il existe δ > 0 tel que φ(s) > 0 pour s ∈ ]t0, t0 + δ]. D’ou, Y(s; t0,x0) 6∈
f−1j0 (]−∞, 0]) et donc Y(s; t0,x0) 6∈ O pour s ∈ ]t0, t0 + δ], ce qui contredit (5).

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2 Premier exemple
Nous reprenons ici la situation envisagée par S. Novo dans [Novo 1] qui modélise un
écoulement autour d’une aile d’avion. Nous restons dans un cadre bidimensionnel mais nous
allons travailler avec des conditions limites non constantes. Le domaine d’étude Ω est de la
forme :
Ω = B \ S
où B := B(0, 1) est le disque de centre 0 de rayon 1 et S un compact, à frontière Lipschit-
zienne, inclus dans B(0, 1
2
).
Les conditions de bord sur la vitesse et la densité sont données par :
u(t,x) = a∞(t,x) sur (0, T )× ∂B,
u(t,x) = 0 sur (0, T )× ∂S,
ρ(t,x) = ρ∞(t,x) sur (0, T )× Γe,
où a∞ est de classe C2 sur [0, T ]×R2 et tel que :
|a∞(t,x)| > 0 sur [0, T ]× ∂B. (6)
Nous supposons aussi que le champ a∞ est tel que :
Γe := {x ∈ ∂B : x1 < 0},
Γ0 := {x ∈ ∂B : x1 = 0} ∪ ∂S = {(0, 1), (0,−1)} ∪ ∂S,
Γs := {x ∈ ∂B : x1 > 0}.
(7)
(En particulier, a∞(t,x) = |a∞(t,x)| e1 pour x ∈ {(0, 1), (0,−1)}.)
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2.1 Construction d’un champ de vecteurs ad hoc
Comme au chapitre II, nous allons construire un champ de vecteurs u∞ : R2 → R2 "par
morceaux". Ici, nous allons distinguer les régions B et Bc = R2 \B.
2.1.1 Définition de deux champs annexes
Etape 1 : Construction de la "composante" de u∞ sur Bc.
Pour (t,x) ∈ [0, T ]×R2, on pose :
A∞(t,x) := ψ1(|x|) a∞(t, x|x|),
où ψ1 : R→ R est une application de classe C∞ sur R telle que :
ψ1(s) =
{
1 si s ∈ [1
2
, 5
2
],
0 si s ∈ ]−∞, 1
4
] ∪ [3,+∞[.
Le champ de vecteur A∞ est alors de classe C2 sur [0, T ]×R2 et identiquement nul en dehors
de D := B(0, 3).
Pour tout (t,x) ∈ [0, T ]×R2, nous définissons uE(t,x) par :
uE(t,x) = A∞(t,x) + C ϕ(|x|) (|x| − 1) x|x| ,
où C est une constante réelle strictement positive (qui sera précisée plus loin) et ϕ : R→ R
une application de classe C∞ sur R telle que :
ϕ(s) =
{
1 si s ∈ [1
2
, 2],
0 si s ∈ ]−∞, 1
4
] ∪ [3,+∞[.
Ainsi, uE est de classe C2 sur [0, T ] ×R2 et à support dans D. De plus, pour tout (t,x) ∈
[0, T ]× ∂B,
uE(t,x) = a∞(t,x).
Lemme III.4 Nous pouvons choisir C > 0 de sorte que :
divuE(t,x) ≥ 0 pour 1 ≤ |x| ≤ 2 et t ∈ [0, T ],
et :
uE(t,x) · x ≥ 0 pour 3
2
≤ |x| ≤ 2 et t ∈ [0, T ].
Preuve. Pour x ∈ R2 tel que |x| ≥ 1, un calcul direct donne :
divuE(t,x) = divA∞(t,x) + C
(
ϕ′(|x|)(|x| − 1) + ϕ(|x|)(2− 1|x|)
)
,
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et
uE(t,x) · x|x| = A∞(t,x) ·
x
|x| + C ϕ(|x|) (|x| − 1).
Donc, si |x| ∈ [1, 2] et en notant A21 := {x ∈ R2 : 1 ≤ |x| ≤ 2},
divuE(t,x) ≥ −‖divA∞‖L∞((0,T )×A21) + C, (8)
et, d’autre part, si |x| ∈ [3
2
, 2],
uE(t,x) · x|x| ≥ −‖ |A∞| ‖L∞((0,T )×A21) +
C
2
. (9)
Les inégalités (8) et (9) permettent alors de conclure.

Etape 2 : Construction de la "composante" de u∞ sur B.
Pour tout (t,x) ∈ [0, T ]×R2, nous définissons uB(t,x) par :
uB(t,x) = ψ0(|x|) a∞(t,x) + v∞(x),
où ψ0 : R→ R est une application de classe C∞ sur R telle que :
ψ0(s) =
{
1 si s ∈ [3
4
, 5
2
],
0 si s ∈ ]−∞, 1
2
] ∪ [3,+∞[,
et v∞ ∈ [D(R2)]2 est un champ de vecteurs dont le support est inclus dans l’anneau {x ∈
R2 : 1
2
≤ |x| ≤ 1} et qui est choisi de sorte que pour tout t ∈ [0, T ],∫
Ωb
divuB(t,x) dx ≥ 0 ou` Ωb := {x ∈ R2 : 34 ≤ |x| ≤ 1}.
Ainsi, uB est de classe C2 sur [0, T ] ×R2 et à support dans D. De plus, pour tout (t,x) ∈
[0, T ]× ∂B,
uB(t,x) = a∞(t,x).
2.1.2 Définition et récapitulatif des propriétés de u∞
Pour tout (t,x) ∈ [0, T ]×R2, nous définissons u∞(t,x) par :
u∞(t,x) =
{
uE(t,x) si (t,x) ∈ [0, T ]×Bc,
uB(t,x) si (t,x) ∈ [0, T ]×B.
On en déduit alors que :
(i) Le champ u∞ est continu sur [0, T ]×R2 et à support compact avec :
u∞|[0,T ]×B ∈ C2([0, T ]×B) et u∞|[0,T ]×(R2\B) ∈ C2([0, T ]× (R2 \B)).
(ii) u∞ appartient à L∞(0, T ;H10(D)). De plus,
∂xiu∞ ∈ L∞((0, T )×R2) (i = 1, 2) et ∂tu∞ ∈ L∞((0, T )×R2).
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(iii) Enfin, nous avons aussi :
∫
Ωb
divu∞(t,x)dx ≥ 0 sur [0, T ],
divu∞(t,x) ≥ 0 sur [0, T ]× A21,
u∞(t,x) · x ≥ 0 sur [0, T ]× A23
2
,
u∞(t,x) = 0 sur [0, T ]×B(0, 12),
où nous avons noté ARr := {x ∈ R2 : r ≤ |x| ≤ R}.
2.2 Schéma de la preuve
Nous souhaitons présenter ici les grandes lignes de la preuve de l’existence d’une solution
au problème (1)-(2)-(10) où :
u(t,x) = a∞(t,x) sur (0, T )× ∂B,
u(t,x) = 0 sur (0, T )× ∂S,
ρ(t,x) = ρ∞(t,x) sur (0, T )× Γe.
(10)
2.2.1 Ce qui ne change pas
Le point de départ est identique à celui de la partie A du chapitre II en transposant les
notations (E désigne toujours D \Ω, u∞ est le champ présenté ci-dessus, ...). Les arguments
mis en avant dans les parties A, B et C peuvent être repris mot-à-mot (le domaine D
considéré, ici un disque, a largement la classe requise pour pouvoir exploiter les résultats de
régularité parabolique du Théorème II.B.1). On aboutit donc au Théorème II.C.1.
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2.2.2 Passage à la limite dans l’inégalité d’énergie de la partie D
Tous les résultats de la partie D du chapitre II, du paragraphe 1 au paragraphe 4, peuvent
être reproduits à l’identique. On obtient de même tous les résultats du paragraphe 5.1 et le
premier "nouveau problème" apparaît lorqu’il faut étudier lim infε→0 Iε où :
Iε :=
∫ T
0
ψ(t)
∫
D
δ
β − 1ρ
β
ε (t) dxdt+ ε
∫ T
0
ψ(t)
∫ t
0
∫
D
δβρβ−2ε |∇ρε|2 dxdsdt
+
∫ T
0
ψ(t)
∫ t
0
∫
D
δ ρβε divu∞ dxdsdt.
(Rappelons que ψ ∈ D(0, T ) est une fonction à valeurs positives ou nulles.)
Nous avons toujours :
lim inf
ε→0 Iε ≥ lim infε→0 I
E
ε + lim infε→0 I
Ωb
ε + lim infε→0 I
Ω\Ωb
ε ,
où E := D \ Ω, Ωb := {x ∈ R2 : 34 ≤ |x| ≤ 1} = A13
4
et :
IEε :=
∫ T
0
ψ(t)
∫
E
δ
β − 1ρ
β
ε (t) dxdt+ ε
∫ T
0
ψ(t)
∫ t
0
∫
E
δβρβ−2ε |∇ρε|2 dxdsdt
+
∫ T
0
ψ(t)
∫ t
0
∫
E
δ ρβε divu∞ dxdsdt,
IΩbε :=
∫ T
0
ψ(t)
∫
Ωb
δ
β − 1ρ
β
ε (t) dxdt+ ε
∫ T
0
ψ(t)
∫ t
0
∫
Ωb
δβρβ−2ε |∇ρε|2 dxdsdt
+
∫ T
0
ψ(t)
∫ t
0
∫
Ωb
δ ρβε divu∞ dxdsdt,
IΩ\Ωbε :=
∫ T
0
ψ(t)
∫
Ω\Ωb
δ
β − 1ρ
β
ε (t) dxdt+ ε
∫ T
0
ψ(t)
∫ t
0
∫
Ω\Ωb
δβρβ−2ε |∇ρε|2 dxdsdt
+
∫ T
0
ψ(t)
∫ t
0
∫
Ω\Ωb
δ ρβε divu∞ dxdsdt.
Comme au chapitre II, il s’agit d’étudier séparément la limite inférieure de chacune des trois
quantités IEε , IΩbε et IΩ\Ωbε .
(a) Limite inférieure de IEε .
Commençons par remarquer que, sur B(0, 1
2
), divu∞ est identiquement nulle par construc-
tion. Ainsi, nous pouvons écrire IEε = IE
′
ε + I
S
ε où :
IE
′
ε :=
∫ T
0
ψ(t)
∫
E′
δ
β − 1ρ
β
ε (t) dxdt+ ε
∫ T
0
ψ(t)
∫ t
0
∫
E′
δβρβ−2ε |∇ρε|2 dxdsdt
+
∫ T
0
ψ(t)
∫ t
0
∫
E′
δ ρβε divu∞ dxdsdt,
avec E ′ = D \B, et
ISε :=
∫ T
0
ψ(t)
∫
S
δ
β − 1ρ
β
ε (t) dxdt+ ε
∫ T
0
ψ(t)
∫ t
0
∫
S
δβρβ−2ε |∇ρε|2 dxdsdt.
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En exploitant les résultats de convergence connus et lemme de Fatou, il vient directement :
lim inf
ε→0 I
S
ε ≥
∫ T
0
ψ(t)
∫
S
δ
β − 1ρ
β(t) dxdt. (11)
Nous allons maintenant reprendre les différentes étapes de la preuve du Lemme II.D.3.
En reproduisant le raisonnement de l’étape 1, nous obtenons pour toute fonction η ∈ D(R2)
avec supp(η) ⊂ R2 \B et, pour tout t ∈ [0, T ],∫
E′
δ
β − 1ρ(t)
β η dx+
∫ t
0
∫
E′
δ ρ(s)β divu∞ η dxds
=
∫
E′
δ
β − 1ρ
β
0 η dx+
∫ t
0
∫
E′
δ
β − 1ρ(s)
β u∞ · ∇η dxds.
(12)
En reprenant le raisonnement de l’étape 2, comme ∂E ′ = ∂D ∪ ∂B, u∞ = 0 sur ∂D× (0, T )
et η|∂B = 0, il vient : ∫
E′
δ
β − 1ρ
β
ε (t)η dx+
∫ t
0
∫
E′
δ ρβε divu∞ η dxds
+ε
∫ t
0
∫
E′
δβρβ−2ε |∇ρε|2η dxds+ ε
∫ t
0
∫
∂E′
δ
β − 1ρ
β
ε∂nη dSds
=
∫
E′
δ
β − 1ρ
β
0,εη dx+
∫ t
0
∫
E′
δ
β − 1ρ
β
εu∞ · ∇η dxds+ ε
∫ t
0
∫
E′
δ
β − 1ρ
β
ε∆η dxds.
Concernant la troisième étape, on choisit ici la fonction η sous la forme :
η(x) := w(|x|)ϕ(x),
où w ∈ C∞(R) satisfait les conditions suivantes :
0 ≤ w(s) ≤ 1 pour tout s ∈ R,
w(s) = 1 pour s ≥ 2,
w(s) = 0 pour s ≤ 3
2
,
w′(s) ≥ 0 pour s ∈ [3
2
, 2].
La fonction ϕ ∈ D(R2) est telle que ϕ(x) = 1 sur un ouvert contenant D. Le support de η
est inclus dans R2 \B et on peut donc utiliser les deux relations précédentes. En remarquant
que ∇η(x) · n(x) = 0 sur ∂E ′, il vient∫
E′
δ
β − 1ρ
β
ε (t)η dx+
∫ t
0
∫
E′
δ ρβε divu∞ η dxds+ ε
∫ t
0
∫
E′
δβρβ−2ε |∇ρε|2η dxds
=
∫
E′
δ
β − 1ρ
β
0,εη dx+
∫ t
0
∫
E′
δ
β − 1ρ
β
εu∞ · ∇η dxds+ ε
∫ t
0
∫
E′
δ
β − 1ρ
β
ε∆η dxds.
(13)
Nous décomposons alors le terme IE′ε sous la forme IE
′
ε = I
(E′1)
ε + I
(E′2)
ε avec :
I(E
′
1)
ε :=
∫ T
0
ψ(t)
∫
E′
δ
β − 1ρε(t)
β η dxdt+
∫ T
0
ψ(t)
∫ t
0
∫
E′
δρβε divu∞ η dxds dt
+
∫ T
0
ψ(t)
∫ t
0
∫
E′
εδβρβ−2ε |∇ρε|2 η dxds dt,
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et :
I(E
′
2)
ε :=
∫ T
0
ψ(t)
∫
E′
δ
β − 1ρε(t)
β (1− η) dxdt+
∫ T
0
ψ(t)
∫ t
0
∫
E′
δρβε divu∞ (1− η) dxds dt
+
∫ T
0
ψ(t)
∫ t
0
∫
E′
εδβρβ−2ε |∇ρε|2 (1− η) dxds dt.
(a1) Etude de lim infε→0 I
(E′1)
ε :
- Nous savons que ρβ0,ε converge vers ρ
β
0 dans L1(D × (0, T )), donc :∫ T
0
ψ(t)
∫
E′
δ
β − 1ρ
β
0,εη dxdt
ε→0−→
∫ T
0
ψ(t)
∫
E′
δ
β − 1ρ
β
0η dxdt.
- Sur A23
2
= {x ∈ R2 : 3
2
≤ |x| ≤ 2}, ∇η(x) = w′(|x|) x|x| et u∞(t,x) · x ≥ 0 (cf. la
construction de u∞), donc u∞(t,x) · ∇η(x) ≥ 0.
- Sur E ′ \ A23
2
, ∇η(x) = 0 et donc : u∞(t,x) · ∇η(x) ≥ 0.
Finalement, u∞(t,x) · ∇η(x) ≥ 0 sur E ′ × (0, T ). Comme ρε converge simplement p.p. vers
ρ sur D × (0, T ), on déduit par le lemme de Fatou que :
lim inf
ε→0
∫ t
0
∫
E′
δ
β − 1ρ
β
εu∞ · ∇η dxds ≥
∫ t
0
∫
E′
δ
β − 1ρ
βu∞ · ∇η dxds.
Puis, une nouvelle application de Fatou conduit à :
lim inf
ε→0
∫ T
0
ψ(t)
(∫ t
0
∫
E′
δ
β − 1ρ
β
εu∞ · ∇η dxds
)
dt ≥
∫ T
0
ψ(t)
(∫ t
0
∫
E′
δ
β − 1ρ
βu∞ · ∇η dxds
)
dt.
Enfin :∣∣∣∣∣
∫ T
0
ψ(t)
(
ε
∫ t
0
∫
E′
δ
β − 1ρ
β
ε∆η dxds
)
dt
∣∣∣∣∣ ≤ C‖ψ‖L1(0,T )ε‖ρε‖βL∞(0,T ;Lβ(D))‖∆η‖L∞(D×(0,T )) ≤ Cε
et donc : ∫ T
0
ψ(t)
(
ε
∫ t
0
∫
E′
δ
β − 1ρ
β
ε∆η dxds
)
dt
ε→0−→ 0.
En combinant ces résultats, il vient :
lim inf
ε→0 I
(E′1)
ε ≥
∫ T
0
ψ(t)
∫
E′
δ
β − 1ρ
β
0η dxdt+
∫ T
0
ψ(t)
(∫ t
0
∫
E′
δ
β − 1ρ
βu∞ · ∇η dxds
)
dt,
puis, grâce à la relation (12),
lim infε→0 I
(E′1)
ε ≥∫ T
0
ψ(t)
∫
E′
δ
β − 1ρ(t)
β η dxdt+
∫ T
0
ψ(t)
(∫ t
0
∫
E′
δ ρ(s)β divu∞ η dxds
)
dt.
(14)
(a2) Etude de lim infε→0 I(E
′2)
ε :
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A l’aide du lemme de Fatou, on obtient
lim inf
ε→0
∫ T
0
ψ(t)
∫
E′
δ
β − 1ρε(t)
β (1− η) dxdt ≥
∫ T
0
ψ(t)
∫
E′
δ
β − 1ρ(t)
β (1− η) dxdt.
D’autre part, nous avons bien sûr :
lim inf
ε→0
∫ T
0
ψ(t)
∫ t
0
∫
E′
εδβρβ−2ε |∇ρε|2 (1− η) dxds dt ≥ 0.
Reste le terme
∫ T
0 ψ(t)
∫ t
0
∫
E′ δρ
β
ε divu∞ (1− η) dxds dt. On remarque que x 7→ 1− η(x) est à
valeurs positives dans A
3
2
1 et est identiquement nulle sur le complémentaire de cet ensemble
dans E ′. Comme u∞ est à divergence positive sur A
3
2
1 , le lemme de Fatou donne :
lim inf
ε→0
∫ T
0
ψ(t)
∫ t
0
∫
E′
δρβε divu∞ (1− η) dxds dt ≥
∫ T
0
ψ(t)
∫ t
0
∫
E′
δρβ divu∞ (1− η) dxds dt.
Ainsi :
lim infε→0 I
(E′2)
ε ≥∫ T
0
ψ(t)
∫
E′
δ
β − 1ρ(t)
β (1− η) dxdt+
∫ T
0
ψ(t)
∫ t
0
∫
E′
δρβ divu∞ (1− η) dxds dt.
(15)
(a3) Conclusion.
En combinant les résultats (11), (14) et (15), il vient :
lim inf
ε→0 I
E
ε ≥
∫ T
0
ψ(t)
∫
E
δ
β − 1ρ(t)
β dxdt+
∫ T
0
ψ(t)
∫ t
0
∫
E
δρβ divu∞ dxds dt. (16)
(b) Limite inférieure de IΩbε .
Nous pouvons reproduire ici la preuve du Lemme II.D.4. La propriété essentielle utilisée pour
la démonstration étant que
∫
Ωb
divu∞(t,x) dx ≥ 0 pour tout t ∈ [0, T ]. On en déduit donc
que :
lim inf
ε→0 I
Ωb
ε ≥
∫ T
0
ψ(t)
∫
Ωb
δ
β − 1ρ
β(t) dxdt+
∫ T
0
ψ(t)
∫ t
0
∫
Ωb
δ ρβ divu∞ dxdsdt. (17)
(c) Limite inférieure de IΩ\Ωbε .
Nous décomposons IΩ\Ωbε sous la forme :
IΩ\Ωbε = I
A
ε + I
B′
ε ,
où A := A
3
4
1
2
= {x ∈ R2 : 1
2
≤ |x| ≤ 3
4
}, B′ := Ω ∩B(0, 1
2
) = B(0, 1
2
) \ S,
IAε :=
∫ T
0
ψ(t)
∫
A
δ
β − 1ρ
β
ε (t) dxdt+ ε
∫ T
0
ψ(t)
∫ t
0
∫
A
δβρβ−2ε |∇ρε|2 dxdsdt
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+
∫ T
0
ψ(t)
∫ t
0
∫
A
δ ρβε divu∞ dxdsdt,
et
IB
′
ε :=
∫ T
0
ψ(t)
∫
B′
δ
β − 1ρ
β
ε (t) dxdt+ ε
∫ T
0
ψ(t)
∫ t
0
∫
B′
δβρβ−2ε |∇ρε|2 dxdsdt
+
∫ T
0
ψ(t)
∫ t
0
∫
B′
δ ρβε divu∞ dxdsdt.
Tout d’abord, nous avons
lim inf
ε→0 ε
∫ T
0
ψ(t)
∫ t
0
∫
A
δβρβ−2ε |∇ρε|2 dxds ≥ 0.
Comme de plus, pour tout compact K inclus dans Ω, ρε converge fortement vers ρ dans
Lp((0, T )×K) (1 ≤ p < β + 1). Donc, pour K = A, on a par convergence dominée :
lim inf
ε→0
∫ T
0
ψ(t)
∫
A
δ
β − 1 ρ
β
ε dxdt =
∫ T
0
ψ(t)
∫
A
δ
β − 1 ρ
β dxdt,
et aussi :
lim inf
ε→0
∫ T
0
ψ(t)
∫ t
0
∫
A
δ ρβε divu∞ dxdsdt =
∫ T
0
ψ(t)
∫ t
0
∫
A
δ ρβ divu∞ dxdsdt.
Donc :
lim infε→0 IAε ≥∫ T
0
ψ(t)
∫
A
δ
β − 1 ρ
β dxdt+
∫ T
0
ψ(t)
∫ t
0
∫
A
δ ρβ divu∞ dxdsdt.
(18)
Par ailleurs, sur B′, le champ u∞ est identiquement nul, ce qui conduit directement à
lim inf
ε→0
∫ T
0
ψ(t)
∫ t
0
∫
B′
δ ρβε divu∞ dxdsdt = 0 =
∫ T
0
ψ(t)
∫ t
0
∫
B′
δ ρβ divu∞ dxdsdt.
Ensuite, par le lemme de Fatou, on a :
lim inf
ε→0
∫ T
0
ψ(t)
∫
B′
δ
β − 1 ρε(t)
β dxdt ≥
∫ T
0
ψ(t)
∫
B′
δ
β − 1 ρ
β(t) dxdt.
Enfin, on a toujours :
lim inf
ε→0 ε
∫ T
0
ψ(t)
∫ t
0
∫
B′
δβρβ−2ε |∇ρε|2 dxds ≥ 0,
et donc :
lim infε→0 IB
′
ε ≥∫ T
0
ψ(t)
∫
B′
δ
β − 1 ρ
β dxdt+
∫ T
0
ψ(t)
∫ t
0
∫
B′
δ ρβ divu∞ dxdsdt.
(19)
Finalement, avec (18) et (19), on obtient :
lim infε→0 IΩ\Ωbε ≥∫ T
0
ψ(t)
∫
Ω\Ωb
δ
β − 1 ρ(t)
β dxdt+
∫ T
0
ψ(t)
∫ t
0
∫
Ω\Ωb
δ ρβ divu∞ dxdsdt.
(20)
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(d) Conclusion.
En combinant les résultats des paragraphes (a), (b) et (c), on aboutit à :
lim inf
ε→0 Iε ≥
∫ T
0
ψ(t)
∫
D
δ
β − 1 ρ(t)
β dxdt+
∫ T
0
ψ(t)
∫ t
0
∫
D
δ ρβ divu∞ dxdsdt,
ce qui permet d’obtenir l’inégalité d’énergie souhaitée et conduit au Théorème II.D.6.
2.2.3 Vérification du point n˚ 2
Reprenons les différents lemmes apparaîssant dans la partie E du chapitre II.
- Le Lemme II.E.1 reste valable (ici, D = B(0, 3)).
- Le domaine De est maintenant défini par :
De := {x ∈ R2 : 1 < |x| < 3 et x1 < 0}.
En observant que :
De = f
−1
1 (]−∞, 0[) ∩ f−12 (]−∞, 0[) ∩ f−13 (]−∞, 0[)
où : 
f1 : R
2 → R , x 7→ f1(x) = x1,
f2 : R
2 → R , x 7→ f2(x) = 1− |x|2,
f3 : R
2 → R , x 7→ f3(x) = |x|2 − 9,
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le résultat du Lemme II.E.2 peut alors être vu comme une conséquence directe des hypothèses
faites sur a∞ (cf. (6) et (7)), de la construction de u∞ et du Lemme III.2.
Ensuite, le Lemme III.3 permet de prouver le Lemme II.E.4.
- Les propriétés de régularité de la frontière sont bien satisfaites avec :
γe := [0, 1]→ R2 , σ 7→ γe(σ) = (cos(pi2 + σpi) , sin(pi2 + σpi)).
Dès lors, on dispose d’arguments suffisants pour démontrer le Lemme II.E.5 et la Proposition
II.E.6.
2.2.4 Vérification du point n˚ 3
Il nous reste à préciser la collection d’ouverts qui permettra d’obtenir les résultats ana-
logues à ceux énoncés dans les Propositions II.E.7 et II.E.8.
Notons A = (0, 1) et B = (0,−1) les deux points de Γ0 ∩ ∂B et, pour θ ∈ [0, 1], définissons
les points :
Aθ := (−θ, 1) et Bθ := (−θ,−1).
Enfin, on considère la fonction
H : [0, 1]× [0, 1]→ R2 , (θ, σ) 7→ H(θ, σ) := (cos(pi
2
+ σpi)− θ , sin(pi
2
+ σpi) ),
et, on pose alors :
Γθe := {H(θ, σ) σ ∈]0, 1[ }.
On désigne alors par Ωθ la partie de D, privée de S, délimitée par l’arc du cercle (extérieur
à De) de centre 0 et de rayon 1 reliant A à B, le segment ΓθB reliant B à Bθ, l’arc du cercle
Γθe et le segment ΓθA reliant Aθ à A (cf. schéma ci-dessous).
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Cette collection d’ouverts possède les propriétés suivantes :
(i) Pour chaque θ ∈ [0, 1], Ω ⊂ Ωθ ⊂ D et Ωθ \ Ω ⊂ De.
(ii) χΩθ converge simplement (presque partout sur R2) vers χΩ lorsque θ → 0.
(iii) Pour chaque θ ∈ ]0, 1], la frontière de Ωθ se décompose sous la forme d’une réunion
disjointe ∂Ωθ = Γθe ∪ Γθ0 ∪ Γs où :
Γθ0 := Γ
θ
A ∪ ΓθB ∪ Γ0 et d(Γθe,Ω) > 0.
(iv) L’application H : [0, 1] × [0, 1] → R2 , (θ, σ) 7→ H(θ, σ) est de classe C1 et telle que
pour chaque θ ∈ [0, 1], H(θ, .) est une courbe plane paramétrée simple et régulière
vérifiant :
H(θ, .)(]0, 1[) = Γθe et H(0, .) = γe.
Nous sommes en mesure, moyennant quelques adaptations, de prouver un résultat analogue
à celui de la Proposition II.E.7, à savoir la :
Proposition III.5 Pour toute fonction η ∈ D((R2 \ Γs) × (0, T )) et pour toute fonction
b ∈ C(R+) ∩ C1(R∗+) telle que |b
′(t)| ≤ ctλ0 pour t ∈]0, 1],
|b′(t)| ≤ ctλ1 pour t ∈ [1,+∞[, (c > 0, λ0 ∈ ]− 1,+∞[, λ1 ∈ ]− 1,
β
2
− 1]),
on a : ∫ T
0
∫
Ω
[b(ρ)∂tη + b(ρ)u · ∇η] dxdt−
∫ T
0
∫
Ω
[ρ b′(ρ)− b(ρ)] divu η dxdt
=
∫ T
0
∫
Γe
b
(
ρ0(YE(0; t,x))
JE(t,x)
)
η(t,x)u∞(t,x) · n(x) dS(x)dt.
Preuve. Pour k > 0, considérons la fonction Tk définie par :
Tk(s) := k T (
s
k
)
où T ∈ C∞(R) est une fonction croissante et concave sur R telle que :
T (s) :=
{
s pour s ≤ 1,
2 pour s ≥ 3.
Nous utilisons le fait que (ρ,u) soit une solution renormalisée de l’équation de continuité
pour obtenir dans D′(R2 × (0, T )) : ∂tbk(ρ) + div(bk(ρ)u) +Bk(ρ)divu = 0 où
bk(s) := b(Tk(s)) et Bk(s) = s b
′
k(s)− bk(s).
On régularise par convolution en espace et on obtient :
∂t (Sα[bk(ρ)]) + div (Sα[bk(ρ)]u) + Sα[Bk(ρ) divu] = rα dans D′(R2 × (0, T )),
avec :
rα = div (Sα[bk(ρ)]u)− divSα[bk(ρ)u] et rα α→0−→ 0 dans L1(0, T ;L1loc(R2)).
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Compte-tenu de la régularité des différents termes, cette équation a lieu presque partout
dans (0, T )×R2 et on peut donc multiplier par η puis intégrer sur (0, T )×Ωθ pour obtenir :∫ T
0
∫
Ωθ
(∂tSα[bk(ρ)] + div (Sα[bk(ρ)]u) + Sα[Bk(ρ) divu]) η dxdt =
∫ T
0
∫
Ωθ
rαη dxdt.
Or : ∫ T
0
∫
Ωθ
∂tSα[bk(ρ)] η dxdt = −
∫ T
0
∫
Ωθ
Sα[bk(ρ)] ∂tη dxdt,
et d’autre part, en tenant de compte du fait que η(t,x)|Γs = 0 et u(t,x)|∂S = 0,∫ T
0
∫
Ωθ
div (Sα[bk(ρ)]u) η dxdt
=
∫ T
0
∫
∂Ωθ
Sα[bk(ρ)]u · nθ η dSdt−
∫ T
0
∫
Ωθ
Sα[bk(ρ)]u · ∇η dxdt
=
∫ T
0
∫
Γθe
Sα[bk(ρ)]u · nθ η dSdt+
∫ T
0
∫
ΓθA∪ΓθB
Sα[bk(ρ)]u · nθ η dSdt
−
∫ T
0
∫
Ωθ
Sα[bk(ρ)]u · ∇η dxdt,
où nθ désigne la normale sortante de Ωθ. Finalement :∫ T
0
∫
Γθe
Sα[bk(ρ)]u · nθ η dSdt+
∫ T
0
∫
Ωθ
Sα[Bk(ρ) divu]η dxdt
−
∫ T
0
∫
Ωθ
(Sα[bk(ρ)]∂tη + Sα[bk(ρ)]u · ∇η) dxdt−
∫ T
0
∫
Ωθ
rαη dxdt
= −
∫ T
0
∫
ΓθA∪ΓθB
Sα[bk(ρ)]u · nθ η dSdt.
Etape 1 : Passage à la limite α→ 0
A l’aide du Théorème I.10 (propriétés de convergence de Sα), on obtient facilement que :∫ T
0
∫
Ωθ
(Sα[bk(ρ)]∂tη + Sα[bk(ρ)]u · ∇η)dxdt α→0−→
∫ T
0
∫
Ωθ
(bk(ρ) ∂tη + b(ρ)u · ∇η)dxdt,
et : ∫ T
0
∫
Ωθ
Sα[Bk(ρ) divu] η dxdt
α→0−→
∫ T
0
∫
Ωθ
Bk(ρ) divu η dxdt.
Puis, vu les propriétés de rα,
∫ T
0
∫
Ωθ
rα η dxdt
α→0−→ 0.
Etudions la limite du terme :
Iα(θ) :=
∫ T
0
∫
Γθe
Sα[bk(ρ)]u · nθ η dSdt.
Par définition,
Sα[bk(ρ)](t,x) =
∫
R2
ωα(y)bk(ρ(t,x− y)) dy =
∫
|z|≤1
ω(z)bk(ρ(t,x− αz)) dz.
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Pour α ∈ ]0, d(Γθe, ∂De)[, x ∈ Γθe, et z ∈ R2 tel que |z| ≤ 1, on a bien x − αz ∈ De et, par
conséquent,
ρ(t,x− αz) = ρ0(YE(0; t,x− αz))
JE(t,x− αz) .
Ainsi :
Sα[bk(ρ)](t,x) =
∫
|z|≤1
ω(z)bk
(
ρ0(YE(0; t,x− αz))
JE(t,x− αz)
)
dz.
Par continuité de ρ0 sur De et par continuité de b sur R+, on a pour tout z ∈ R2 :
ω(z)bk
(
ρ0(YE(0; t,x− αz))
JE(t,x− αz)
)
α→0−→ ω(z)bk
(
ρ0(YE(0; t,x))
JE(t,x)
)
.
Puis, comme bk est bornée sur R+, on a aussi pour tout z ∈ R2 :∣∣∣∣∣ω(z)bk
(
ρ0(YE(0; t,x− αz))
JE(t,x− αz)
)∣∣∣∣∣ ≤
(
sup
R+
|bk|
)
ω(z).
Donc, par convergence dominée, pour tout (t,x) ∈ (0, T )× Γθe,
Sα[bk(ρ)](t,x)
α→0−→ bk
(
ρ0(YE(0; t,x))
JE(t,x)
)
.
Comme on a aussi pour (t,x) ∈ (0, T ) × Γθe, |Sα[bk(ρ)](t,x)| ≤ supR+ |bk|, de nouveau par
convergence dominée, on obtient :
Iα(θ)
α→0−→
∫ T
0
∫
Γθe
bk
(
ρ0(YE(0; t,x))
JE(t,x)
)
η(t,x)u∞(t,x) · nθ(x) dS(x)dt.
Considérons maintenant l’intégrale :
Jα(θ, k) :=
∫ T
0
∫
ΓθA∪ΓθB
Sα[bk(ρ)]u · nθ η dSdt.
En observant que chacun des segments ΓθA et ΓθB est de longueur θ, on obtient facilement
l’existence de Ck > 0 telle que pour tout α > 0 :
|Jα(θ, k)| ≤ Ck θ,
où Ck :=
(
supR+ |bk|
)
× ‖ |u∞| ‖L∞((0,T )×De) (rappelons que u = u∞ sur [0, T ]× E).
Ainsi, pour tout α > 0,∣∣∣∣∣
∫ T
0
∫
Γθe
Sα[bk(ρ)]u · nθ η dSdt+
∫ T
0
∫
Ωθ
Sα[Bk(ρ) divu]η dxdt
−
∫ T
0
∫
Ωθ
[Sα[bk(ρ)]∂tη + Sα[bk(ρ)]u · ∇η] dxdt−
∫ T
0
∫
Ωθ
rαη dxdt
∣∣∣∣∣ = |Jα(θ, k)| ≤ Ck θ.
En passant à la limite (α→ 0), on obtient :∣∣∣∣∣
∫ T
0
∫
Γθe
bk
(
ρ0(YE(0; t,x))
JE(t,x)
)
η(t,x)u∞(t,x) · nθ(x) dS(x)dt
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−
∫ T
0
∫
Ωθ
[bk(ρ) ∂tη + bk(ρ)u · ∇η −Bk(ρ) divu η] dxdt
∣∣∣∣∣ ≤ Ckθ.
Etape 2 : Passage à la limite θ → 0.
Nous avons : ∫ T
0
∫
Ωθ
[bk(ρ) ∂tη + b(ρ)u · ∇η −Bk(ρ) divu η] dxdt =∫ T
0
∫
D
[bk(ρ) ∂tη + b(ρ)u · ∇η −Bk(ρ) divu η] χΩθ(x) dxdt.
Donc par convergence domminée :∫ T
0
∫
Ωθ
[bk(ρ) ∂tη + b(ρ)u · ∇η −Bk(ρ) divu η] dxdt θ→0−→
∫ T
0
∫
Ω
[bk(ρ) ∂tη + b(ρ)u · ∇η −Bk(ρ) divu η] dxdt.
D’autre part, chaque x ∈ Γθe se met sous la forme x = H(θ, σ) pour un certain σ ∈]0, 1[, de
sorte que dS(x) = |∂σH(θ, σ)| dσ et nθ(x) =
(
∂σH(θ,σ)
|∂σH(θ,σ)|
)⊥
, (v⊥ désignant l’image de v par la
rotation vectorielle d’angle −pi/2). Nous avons donc :∫ T
0
∫
Γθe
bk
(
ρ0(YE(0; t,x))
JE(t,x)
)
η(t,x)u∞(t,x) · nθ(x) dS(x)dt
=
∫ T
0
∫ 1
0
bk
(
ρ0(YE(0; t,H(θ, σ))
JE(t,H(θ, σ))
)
η(t,H(θ, σ))u∞(t,H(θ, σ)) ·
(
∂H
∂σ
(θ, σ)
)⊥
dσ dt.
Comme H est de classe C1, toutes les fonctions apparaîssant dans l’intégrale ci-dessus sont
continues sur [0, 1]× [0, T ]. Donc en utilisant à nouveau le théorème de convergence dominée,
on aboutit à :
lim
θ→0
∫ T
0
∫
Γθe
bk
(
ρ0(YE(0; t,x))
JE(t,x)
)
η(t,x)u∞(t,x) · nθ(x) dS(x)dt
=
∫ T
0
∫ 1
0
bk
(
ρ0(YE(0; t,H(0, σ))
JE(t,H(0, σ))
)
η(t,H(0, σ))u∞(t,H(0, σ)) ·
(
∂H
∂σ
(0, σ)
)⊥
dσ dt.
Comme H(0, σ) = γe(σ), l’égalité ci-dessus correspond à :
lim
θ→0
∫ T
0
∫
Γθe
bk
(
ρ0(YE(0; t,x))
JE(t,x)
)
η(t,x)u∞(t,x) · nθ(x) dS(x)dt
=
∫ T
0
∫
Γe
bk
(
ρ0(YE(0; t,x))
JE(t,x)
)
η(t,x)u∞(t,x) · n(x) dS(x)dt.
Le passage à la limite θ → 0 dans l’inégalité obtenue à l’issue de la première étape aboutit
donc à : ∫ T
0
∫
Γe
bk
(
ρ0(YE(0; t,x))
JE(t,x)
)
η(t,x)u∞(t,x) · n(x) dS(x)dt =
∫ T
0
∫
Ω
[bk(ρ) ∂tη + bk(ρ)u · ∇η −Bk(ρ) divu η] dxdt.
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Etape 3 : Passage à la limite k →∞.
On vérifie facilement que :{
bk(s)
k→∞−→ b(s) pour s ∈ R+,
|bk(s)| ≤ C(1 + sλ1+1), pour s ∈ R+, k > 0,
et {
Bk(s)
k→∞−→ B(s) pour s ∈ R+,
|Bk(s)| ≤ C(1 + sλ1+1) pour s ∈ R+, k > 0.
Ainsi, par le théorème de convergence dominée on obtient :
∫ T
0
∫
Γe
b
(
ρ0(YE(0; t,x))
JE(t,x)
)
η(t,x)u∞(t,x) · n(x) dS(x)dt =
∫ T
0
∫
Ω
[b(ρ) ∂tη + b(ρ)u · ∇η −B(ρ) divu η] dxdt,
ce qui termine la preuve.

De la même manière, nous pouvons établir la relation intégrale qui permet de relier les
conditions limites et l’estimation d’énergie.
Proposition III.6 Pour tout t ∈ [0, T ],∫
E
Pδ(ρ(t)) dx+
∫ t
0
∫
E
(
aργ + δρβ
)
divu∞ dx ds ≥
∫
E
Pδ(ρ0) dx+
∫ t
0
∫
Γe
Pδ
(
ρ0(YE(0; t,x))
JE(t,x)
)
u∞ · n dSds.
Preuve. (ρ,u) étant une solution renormalisée de l’équation de continuité, on peut utiliser
la Proposition I.13 (ii) avec la fonction bk ∈ C1(R+) définie par :
bk(s) = Pδ(Tk(s)),
où Pδ(s) := a s
γ
γ−1 +
δ sβ
β−1 . On obtient alors :
∂tbk(ρ) + div (bk(ρ)u) + (ρ b
′
k(ρ)− bk(ρ)) divu = 0 dans D′(R2 × (0, T )).
Donc, en régularisant en espace, il vient :
∂tSα[bk(ρ)] + div (Sα[bk(ρ)]u) + Sα [(ρ b
′
k(ρ)− bk(ρ)) divu] = rα p.p. dans R2 × (0, T ),
où, d’après le Théorème I.10, Sα[bk(ρ)] ∈ L∞(0, T ;C∞(R2)), Sα [(ρ b′k(ρ)− bk(ρ)) divu] ∈
L2(0, T ;C∞(R2)) et, selon le lemme de Friedrichs, rα
α→0−→ 0 dans, disons, L1(0, T ;L1loc(R2)).
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Ainsi, ∂tSα[bk(ρ)] ∈ L1(0, T ;L1loc(R2)), ce qui implique que Sα[bk(ρ)] ∈ C([0, T ], L1loc(R2)).
On peut donc intégrer l’égalité ci-dessus sur Eθ × (0, t), avec Eθ := D \ Ωθ (θ ∈ ]0, 1]) et
obtenir :∫
Eθ
Sα[bk(ρ)](t) +
∫ t
0
∫
Eθ
div (Sα[bk(ρ)]u) +
∫ t
0
∫
Eθ
Sα [(ρ b
′
k(ρ)− bk(ρ)) divu]
=
∫
Eθ
Sα[bk(ρ)](0) +
∫ t
0
∫
Eθ
rα.
Comme u = 0 sur ∂D ∪ ∂S, nous avons :∫ t
0
∫
Eθ
div (Sα[bk(ρ)]u) dxds =
∫ t
0
∫
∂Eθ
Sα[bk(ρ)]u · n dSds
= −
∫ t
0
∫
∂Ωθ
Sα[bk(ρ)]u · nθ dSds,
où nθ est la normale sortante de Ωθ.
En tenant compte du fait que, sur Γs, u · nθ ≥ 0, on a :∫ t
0
∫
∂Ωθ
Sα[bk(ρ)]u · nθ dSds =
∫ t
0
∫
Γθe
Sα[bk(ρ)]u · nθ dSds+
∫ t
0
∫
ΓθA∪ΓθB
Sα[bk(ρ)]u · nθ dSds
+
∫ t
0
∫
Γs
Sα[bk(ρ)]u · nθ dSds
≥
∫ t
0
∫
Γθe
Sα[bk(ρ)]u · nθ dSds+
∫ t
0
∫
ΓθA∪ΓθB
Sα[bk(ρ)]u · nθ dSds.
Or il existe Ck > 0 tel que pour tout α > 0,∣∣∣∣∣
∫ t
0
∫
ΓθA∪ΓθB
Sα[bk(ρ)]u · nθ dSds
∣∣∣∣∣ ≤ Ck θ,
et donc ∫ t
0
∫
Eθ
div (Sα[bk(ρ)]u) dxds ≤ −
∫ t
0
∫
Γθe
Sα[bk(ρ)]u · nθ dSds+ Ck θ.
On en déduit que :∫
Eθ
Sα[bk(ρ)](t) +
∫ t
0
∫
Eθ
Sα [(ρ b
′
k(ρ)− bk(ρ)) divu]
≥
∫
Eθ
Sα[bk(ρ0)] +
∫ t
0
∫
Γθe
Sα[bk(ρ)]u · nθ dSds+
∫ t
0
∫
Eθ
rα − Ck θ.
On fait tendre α vers 0 et on obtient :∫
Eθ
bk(ρ(t)) +
∫ t
0
∫
Eθ
(ρ b′k(ρ)− bk(ρ)) divu
≥
∫
Eθ
bk(ρ0) +
∫ t
0
∫
Γθe
bk
(
ρ0(YE(0; t,x))
JE(t,x)
)
u∞ · nθ dSds− Ck θ.
Puis un argument de convergence dominée permet d’effectuer le passage à la limite θ → 0
qui conduit à l’inégalité :∫
E
bk(ρ(t)) +
∫ t
0
∫
E
(ρ b′k(ρ)− bk(ρ)) divu
≥
∫
E
bk(ρ0) +
∫ t
0
∫
Γe
bk
(
ρ0(YE(0; t,x))
JE(t,x)
)
u∞ · n dSds.
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Enfin, à nouveau par convergence dominée, on obtient pour k →∞ :∫
E
Pδ(ρ(t))+
∫ t
0
∫
E
(
aργ + δρβ
)
divu∞ ≥
∫
E
Pδ(ρ0)+
∫ t
0
∫
Γe
Pδ
(
ρ0(YE(0; t,x))
JE(t,x)
)
u∞ ·n dSds.

2.2.5 Conclusion
Une fois l’intégralité des résultats de la partie E obtenue, il suffit alors de reproduire le
raisonnement de la partie F du chapitre II pour obtenir un résultat d’existence qui correspond
au Théorème II.F.7.
3 Second exemple
Nous considérons un domaine rectangulaire Ω de la forme :
Ω = ]− 1, 1[× ]− h, h[ (h > 0).
Les conditions de bord sur la vitesse et la densité sont données par :{
u(t,x) = a∞(t,x) sur (0, T )× ∂Ω,
ρ(t,x) = ρ∞(t,x) sur (0, T )× Γe,
où a∞ est de classe C2 sur [0, T ]×R2 et tel que pour tout t ∈ [0, T ],{
a∞(t,x) · e1 > 0 pour x ∈ ∂Ω tel que |x1| = 1,
a∞(t,x) = |a∞(t,x)| e1 et |a∞(t,x)| > 0 pour x ∈ ∂Ω tel que |x2| = h. (21)
CHAPITRE III - Etude de deux autres exemples 287
Ainsi, nous avons :
Γe := {−1}×]− h,+h[, Γ0 := [−1,+1]× {−h, h}, Γs := {+1}×]− h,+h[.
Par rapport au modèle étudié au chapitre II, nous avons remplacé les conditions d’adhérence
(u = 0) sur les plaques planes par des conditions "de glissement" (u = a∞ avec a∞ ·n = 0),
signifiant ainsi que les droites d’équations : x2 = ±h ne représentent plus des "obstacles
physiques".
Enfin, nous supposons aussi que ρ∞ ∈ L∞((0, T )× Γe).
3.1 Construction d’un champ de vecteurs ad hoc
Comme précédemment, nous construisons un champ de vecteurs u∞ : [0, T ]×R2 → R2
"par morceaux".
Notons :
D := B(0, R) ou` R := 2(
√
1 + h2 + 1),
et E := D \ Ω.
3.1.1 Construction de u∞ sur Ωc
Nous partageons Ωc = R2 \ Ω en quatre secteurs :
S1 := {x ∈ Ωc : |x2| ≤ hx1}, S2 := {x ∈ Ωc : x2 ≥ h |x1|},
S3 := {x ∈ Ωc : |x2| ≤ −hx1} et S4 := {x ∈ Ωc : x2 ≤ −h |x1|}.
On pose aussi Ei := D ∩ Si pour i = 1, 2, 3, 4.
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On désigne par ϕ : R→ R une appplication de classe C∞ telle que :
ϕ(s) = 1 pour s ≤ R− 1,
ϕ′(s) ≤ 0 pour R− 1 ≤ s < R,
ϕ(s) = 0 pour s ≥ R.
Pour x ∈ S1, on pose p1(x) = (1, x2x1 ) et :
u∞(t,x) = ϕ(|x|)
[
a∞(t,p1(x)) + C (x1 − 1) x|x|
]
.
Pour x ∈ S2, on pose p2(x) = (hx1x2 , h) et :
u∞(t,x) = ϕ(|x|)
[
a∞(t,p2(x)) + C
(
x2
h
− 1
)
x
|x|
]
.
Pour x ∈ S3, on pose p3(x) = (−1,−x2x1 ) et :
u∞(t,x) = ϕ(|x|)
[
a∞(t,p3(x)) + C (−x1 − 1) x|x|
]
.
Pour x ∈ S4, on pose p4(x) = (−hx1x2 ,−h) et :
u∞(t,x) = ϕ(|x|)
[
a∞(t,p4(x)) + C
(
−x2
h
− 1
)
x
|x|
]
.
où C est une constante strictement positive (il s’agit bien de la même constante pour chacune
des expressions de sorte qu’il y ait bien continuité de u∞ sur Ωc).
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Lemme III.7 Nous pouvons choisir C > 0 de sorte que :
divu∞(t,x) ≥ 0 pour t ∈ [0, T ] et x ∈ tel que |x| ≤ R− 1,
et :
u∞(t,x) · x ≥ 0 pour t ∈ [0, T ] et x ∈ E tel que R− 2 ≤ |x| ≤ R− 1.
Preuve. Pour x ∈ E1, on note A1∞(t,x) = a∞(t,p1(x)). Si, de plus, |x| ≤ R−1, on obtient :
divu∞(t,x) = divA1∞(t,x) + C
(
2x1 − 1
|x|
)
,
et
u∞(t,x) · x|x| = A
1
∞(t,x) ·
x
|x| + C (x1 − 1).
Une étude élémentaire de la fonction g1 : x ∈ E1 7→ 2x1−1|x| montre que celle-ci présente un
minimum sur E1 atteint en (1, 0) et donc que g1(x) ≥ 1 pour tout x ∈ E1.
Ainsi, pour tout t ∈ [0, T ] et pour x ∈ E1 tel que |x| ≤ R− 1, on a :
divu∞(t,x) ≥ −‖divA1∞‖L∞((0,T )×E1) + C. (22)
D’autre part, si de plus |x| ≥ R− 2 = 2√1 + h2, on remarque alors que x1 ≥ 2 (cf schéma).
D’où :
u∞(t,x) · x|x| ≥ −‖ |A
1
∞| ‖L∞((0,T )×E1) + C. (23)
On obtient des inégalités analogues à (22) et (23) sur chacune des régions E2, E3 et E4, ce
qui permet de choisir la constante C convenablement.

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3.1.2 Construction de u∞ sur Ω
Pour tout (t,x) ∈ [0, T ]× Ω, nous définissons u∞(t,x) par :
u∞(t,x) = a∞(t,x) + v∞(x),
où v∞ ∈ [D(R2)]2 est un champ de vecteurs dont le support est inclus dans Ω et qui est
choisi de sorte que pour tout t ∈ [0, T ],∫
Ωb
divu∞(t,x) dx ≥ 0 ou` Ωb := {x ∈ Ω : |x1| ≥ 12 et |x2| ≥ h2}.
3.1.3 Récapitulatif des propriétés de u∞
Nous déduisons de ce qui précède que :
(i) Le champ u∞ est continu sur [0, T ]×R2, à support compact inclus dans D et coïncide
avec a∞ sur [0, T ]× ∂Ω. De plus :
u∞|[0,T ]×Ω ∈ C2([0, T ]× Ω) et u∞|[0,T ]×Si ∈ C2([0, T ]× Si) (1 ≤ i ≤ 4).
(ii) u∞ appartient à L∞(0, T ;H10(D)). De plus,
∂xiu∞ ∈ L∞((0, T )×R2) (i = 1, 2) et ∂tu∞ ∈ L∞((0, T )×R2).
(iii) Enfin, nous avons aussi :
∫
Ωb
divu∞(t,x)dx ≥ 0 sur [0, T ],
divu∞(t,x) ≥ 0 sur [0, T ]× (Ωc ∩B(0, R− 1)),
u∞(t,x) · x ≥ 0 sur [0, T ]× AR−1R−2,
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où nous avons noté AR−1R−2 := {x ∈ R2 : R− 2 ≤ |x| ≤ R− 1}.
3.2 Description de la preuve
Nous présentons ici les grandes lignes de la preuve de l’existence d’une solution au pro-
blème (1)-(2)-(24) où : {
u(t,x) = a∞(t,x) sur (0, T )× ∂Ω,
ρ(t,x) = ρ∞(t,x) sur (0, T )× Γe. (24)
3.2.1 Reprise des parties A, B et C
Le point de départ est à nouveau celui de la partie A du chapitre II. En reprenant
mot-à-mot les arguments développés dans les parties A, B et C, on aboutit au Théorème
II.C.1.
3.2.2 Passage à la limite dans l’inégalité d’énergie de la partie D
Tous les résultats de la partie D du chapitre II, du paragraphe 1 au paragraphe 4, peuvent
être reproduits à l’identique. Les résultats du paragraphe 5.1 restent valables et le problème
consiste à nouveau à étudier lim infε→0 Iε où :
Iε :=
∫ T
0
ψ(t)
∫
D
δ
β − 1ρ
β
ε (t) dxdt+ ε
∫ T
0
ψ(t)
∫ t
0
∫
D
δβρβ−2ε |∇ρε|2 dxdsdt
+
∫ T
0
ψ(t)
∫ t
0
∫
D
δ ρβε divu∞ dxdsdt,
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où ψ ∈ D(0, T ) est une fonction à valeurs positives ou nulles.
Nous avons :
lim inf
ε→0 Iε ≥ lim infε→0 I
E
ε + lim infε→0 I
Ωb
ε + lim infε→0 I
Ω\Ωb
ε ,
où E := D \ Ω, Ωb := {x ∈ Ω : |x1| ≥ 12 et |x2| ≥ h2} et :
IEε :=
∫ T
0
ψ(t)
∫
E
δ
β − 1ρ
β
ε (t) dxdt+ ε
∫ T
0
ψ(t)
∫ t
0
∫
E
δβρβ−2ε |∇ρε|2 dxdsdt
+
∫ T
0
ψ(t)
∫ t
0
∫
E
δ ρβε divu∞ dxdsdt,
IΩbε :=
∫ T
0
ψ(t)
∫
Ωb
δ
β − 1ρ
β
ε (t) dxdt+ ε
∫ T
0
ψ(t)
∫ t
0
∫
Ωb
δβρβ−2ε |∇ρε|2 dxdsdt
+
∫ T
0
ψ(t)
∫ t
0
∫
Ωb
δ ρβε divu∞ dxdsdt,
IΩ\Ωbε :=
∫ T
0
ψ(t)
∫
Ω\Ωb
δ
β − 1ρ
β
ε (t) dxdt+ ε
∫ T
0
ψ(t)
∫ t
0
∫
Ω\Ωb
δβρβ−2ε |∇ρε|2 dxdsdt
+
∫ T
0
ψ(t)
∫ t
0
∫
Ω\Ωb
δ ρβε divu∞ dxdsdt.
La démarche étant analogue à celle exposée au chapitre II et dans le précédent exemple,
nous ne la détaillons pas. Indiquons cependant que, pour minorer la limite inférieure de IEε ,
nous utilisons ici une fonction test η de la forme :
η(x) := w(|x|)ϕ(x),
où w ∈ C∞(R) satisfait les conditions suivantes :
0 ≤ w(s) ≤ 1 pour tout s ∈ R,
w(s) = 1 pour s ≥ R− 1,
w(s) = 0 pour s ≤ R− 2,
w′(s) ≥ 0 pour s ∈ [R− 2, R− 1].
La fonction ϕ ∈ D(R2) est telle que ϕ(x) = 1 sur un ouvert contenant D (le support de η
est bien inclus dans R2 \ Ω).
On aboutit à la relation :
lim inf
ε→0 Iε ≥
∫ T
0
ψ(t)
∫
D
δ
β − 1 ρ(t)
β dxdt+
∫ T
0
ψ(t)
∫ t
0
∫
D
δ ρβ divu∞ dxdsdt,
ce qui permet d’obtenir l’inégalité d’énergie souhaitée et conduit au Théorème II.D.6.
3.2.3 Vérification du point n˚ 2
Reprenons les différents lemmes apparaîssant dans la partie E du chapitre II.
- Le Lemme II.E.1 reste valable (ici, D = B(0, R)).
- Le domaine De est maintenant défini par :
De := {x ∈ R2 : x1 < −1 , |x2| < −hx1 et |x| < R} = int(E3).
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Le champ u∞ est bien de classe C2 sur [0, T ]×De par construction et on remarque que :
De = f
−1
1 (]−∞, 0[) ∩ f−12 (]−∞, 0[) ∩ f−13 (]−∞, 0[) ∩ f−14 (]−∞, 0[),
où : 
f1 : R
2 → R , x 7→ f1(x) = x1 + 1,
f2 : R
2 → R , x 7→ f2(x) = x2 + hx1,
f3 : R
2 → R , x 7→ f3(x) = −x2 + hx1,
f3 : R
2 → R , x 7→ f3(x) = |x|2 −R2.
Le résultat du Lemme II.E.2 est alors une conséquence directe de la construction de u∞ et
du Lemme III.2.
Le fait que pour tout t ∈ [0, T ] et pour tout x ∈ Γe, on ait u∞(t,x) · n(x) > 0 permet de
prouver le Lemme II.E.4 à l’aide du Lemme III.3.
- La frontière Γe possède les propriétés de régularité exposées au chapitre I avec le paramé-
trage :
γe := [0, 1]→ R2 , σ 7→ γe(σ) = (−1 , h(2σ − 1) )
Dès lors, on dispose d’arguments suffisants pour démontrer le Lemme II.E.5 et la Proposition
II.E.6.
3.2.4 Vérification du point n˚ 3 et conclusion
Il nous reste à préciser la collection d’ouverts (Ωθ)θ∈[0,1] évoquée au paragraphe 1.
Notons A = (−1, h) et B = (−1,−h) (ces points appartiennent à Γ0) et, pour θ ∈ [0, 1],
définissons les points :
Aθ := (−1− θ, h) et Bθ := (−1− θ,−h).
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Enfin, on considère la fonction
H : [0, 1]× [0, 1]→ R2 , (θ, σ) 7→ H(θ, σ) := (−1− θ , (2σ − 1)h ),
et, on pose alors :
Γθe := {H(θ, σ) σ ∈ ]0, 1[ }.
On désigne alors par Ωθ la partie de D, délimitée par la partie de ∂Ω (extérieure à De) reliant
A à B, le segment ΓθB reliant B à Bθ, le segment Γθe et le segment ΓθA reliant Aθ à A (cf.
schéma ci-dessous).
Cette collection d’ouverts possède les propriétés suivantes :
(i) Pour chaque θ ∈ [0, 1], Ω ⊂ Ωθ ⊂ D et Ωθ \ Ω ⊂ De.
(ii) χΩθ converge simplement (presque partout sur R2) vers χΩ lorsque θ → 0.
(iii) Pour chaque θ ∈ ]0, 1], la frontière de Ωθ se décompose sous la forme d’une réunion
disjointe ∂Ωθ = Γθe ∪ Γθ0 ∪ Γs où :
Γθ0 := Γ
θ
A ∪ ΓθB ∪ Γ0 et d(Γθe,Ω) > 0.
(iv) L’application H : [0, 1] × [0, 1] → R2 , (θ, σ) 7→ H(θ, σ), est de classe C1 et telle que
pour chaque θ ∈ [0, 1], H(θ, .) est une courbe plane paramétrée simple et régulière
vérifiant :
H(θ, .)(]0, 1[) = Γθe et H(0, .) = γe.
Alors, en raisonnant comme dans l’exemple précédent, l’intégralité des résultats de la partie
E peut être obtenue. Il suffit ensuite de reproduire le raisonnement de la partie F du chapitre
II pour obtenir un résultat d’existence correspondant au Théorème II.F.7.
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3.3 Comparaison avec la méthode du chapitre II
Il est possible de s’inspirer de la construction de u∞ utilisée ici afin de traiter le problème
du chapitre II. A quelques détails près, la preuve est analogue à celle qui vient d’être exposée
et elle présente alors l’avantage d’être plus simple (la partie G disparaît).
Cependant, pour traiter des problèmes avec des conditions limites de type "adhérence à la
paroi" (u = 0), la méthode du chapitre II nous semble assez facilement adaptable pour
certains types d’ouverts réguliers. Ainsi par exemple, sur l’ouvert Ω représenté ci-dessous, il
n’est pas difficile d’imaginer des ouverts D et Ωb qui permettraient de construire un champ
u∞ sur le modèle de celui détaillé dans la partie "Présentation du problème". On pourrait
alors reprendre la preuve du chapitre II. Par contre, il n’est pas évident de se ramener à une
situation analogue à celle du second exemple. Ainsi, la stratégie d’extension des conditions
de bord traitée dans le second exemple du chapitre III ne rend pas forcément inintéressante
celle du chapitre II.
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Chapitre IV
Equations de Navier-Stokes linéarisées
1 Description du modèle
1.1 La solution stationnaire du modèle non linéaire
Nous travaillons toujours sur Ω = (0, 1) × (0, h) et D désigne l’ouvert de frontière de
classe C3 décrit au chapitre II (partie "Présentation du problème").
On considère un couple (Q,V) solution stationnaire (au sens fort) du système :{
div(QV) = 0 dans Ω× (0, T ),
div(QV ⊗V)− µ∆V − (λ+ µ)∇divV + a∇(Qγ) = Q f dans Ω× (0, T ),
satisfaisant les conditions limites :{
Q(x) = q∞(x), sur Γe,
V(x) = a∞(x), sur ∂Ω,
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où les données sont f ∈ L∞(Ω), q∞ ∈ C1(Γe) qui est à valeurs strictement positives et
a∞ ∈ C2(R2) qui vérifie :
a∞(x) = 0 sur ∂Ω \ (Γe ∪ Γs) et a∞(x) · e1 > 0 sur Γe ∪ Γs.
On se retrouve ainsi dans une situation analogue à celle traitée dans le chapitre II. Dans
toute la suite, nous supposons que Q et V ont les propriétés de régularité suivantes :
Hypothèses de travail :
(H1) Q ∈ C1(Ω) avec Q(x) > 0 sur Ω,
(H2) V est la restriction à Ω d’un champ de vecteurs encore noté V supposé de classe C2
sur R2, à support compact dans R2 tel que V(x) = 0 sur ∂D.
1.2 Le système linéarisé
On considère alors le système linéarisé au voisinage de (Q,V) à savoir :{
∂tρ+ div(ρV) = −div(QV),
∂tu− µQ∆u− λ+µQ ∇divu+ (u · ∇)V + (V · ∇)u+ ρ(V · ∇)V + aγQγ−2∇ρ = ρQf ,
(1)
avec les conditions limites : {
ρ(t,x) = 0 sur Γe,
u(t,x) = 0 sur ∂Ω,
(2)
et les conditions initiales : {
ρ(0,x) = ρ0(x) dans Ω,
u(0,x) = u0(x), dans Ω.
(3)
L’objet des paragraphes qui suivent est de montrer que ce système admet une unique solution
dans un espace de fonctions et en un sens à préciser.
2 L’équation de continuité linéarisée
Dans cette partie, on s’intéresse à l’équation de continuité linéarisée (ECL) à savoir :
(ECL)

∂tρ+ div(ρV) = g dans Ω× (0, T ),
ρ(t,x) = 0 sur Γe × (0, T ),
ρ(0,x) = ρ0(x) dans Ω,
où les données sont g ∈ L2(Ω) et ρ0 ∈ L2(Ω). Nous allons étudier cette équation par une
méthode de semi-groupes.
2.1 Etude du flot associé à V
Nous reprenons l’étude du flot associé à un champ de vecteurs entamée au chapitre I,
paragraphe 4. Nous nous contenterons de démontrer les résultats additionnels utiles pour la
suite.
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Pour chaque couple (t0,x0) ∈ R×R2, on note Y(.; t0,x0) la solution du problème de Cauchy
suivant :
(P)
{
dy
dt
(t) = V(y(t)),
y(t0) = x0,
et lorsque t0 = 0, on note simplement X(.,x0) = Y(.; 0,x0). Ici, le champ de vecteurs V
ne dépend que de la variable d’espace, est de classe C2 sur R2 et à support compact (donc
globalement Lipschitzien sur R2). On déduit directement des résultats classiques sur les
équations différentielles les propriétés suivantes :
Lemme IV.1
(i) Pour tout couple (t0,x0) ∈ R×R2, le problème de Cauchy (P) admet une unique solution
maximale définie sur R.
(ii) La fonction Y : R×R×R2 → R2, (s; t0,x0) 7→ Y(s; t0,x0) est de classe C2.
(iii) Pour tous s, t ∈ R, x ∈ R2, Y(s; t,x) = X(s− t, x).
(iv) Pour tous s, t ∈ R, x ∈ R2, X(t,X(s,x)) = X(t+ s,x).
(v) Pour tous t ∈ R et x ∈ R2, det(∇xX(t,x)) = exp
(∫ t
0 divV(X(s,x))ds
)
.
(vi) Il existe un réel C1 > 0 tel que pour tous t ∈ R et x ∈ D, ‖∂xiX(t,x)‖ ≤ eC1|t|.
Preuve. Les résultats (i)− (iv) sont classiques et (v) a déjà été établi (cf. Chapitre I). On
démontre seulement (vi).
Par définition, nous avons pour tous t ∈ R et x ∈ R2, ∂X
∂t
(t,x) = V(X(t,x)) ce qui conduit
par dérivation par rapport à xi à :
d
dt
∂xiX(t,x) =M(t,x) ∂xiX(t,x),
où M(t,x) ∈M2,2(R) est la matrice :
M(t,x) := ∇V(X(t,x)).
Donc en tenant compte du fait que ∂xiX(0,x) = ei, on a pour t ∈ R :
∂xiX(t,x) = exp
(∫ t
0
M(s,x) ds
)
ei.
Alors, en notant ‖|.‖|2 la norme matricielle subordonnée à la norme euclidienne à savoir :
‖|A‖|2 := sup‖x‖=1 ‖Ax‖, il vient :
‖∂xiX(t,x)‖ ≤ ‖| exp
(∫ t
0
M(s,x) ds
)
‖|2.
Comme il s’agit d’une norme multiplicative, on a :
‖| exp
(∫ t
0 M(s,x) ds
)
‖|2 ≤ exp
(
‖| ∫ t0 M(s,x) ds)‖|2).
Puis les normes matricielles étant équivalentes, on peut écrire :
‖| exp
(∫ t
0 M(s,x) ds
)
‖|2 ≤ exp
(
c‖| ∫ t0 M(s,x) ds)‖|∞),
où ‖|A‖|∞ := sup‖x‖∞=1 ‖Ax‖∞ = sup (|A1,1|+ |A1,2|, |A2,1|+ |A2,2|) et ‖x‖∞ := max{|x1|, |x2|}.
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Mais alors :
‖|
∫ t
0
M(s,x) ds)‖|∞ ≤
∣∣∣∣∫ t
0
‖|M(s,x)‖|∞ds
∣∣∣∣ ≤M |t|,
où M = supi,j∈{1,2}{|(∇V)i,j(x)|,x ∈ R2} (M < ∞ car V est de classe C2 à support
compact). En posant C1 := cM , on obtient alors :
‖∂xiX(t,x)‖ ≤ eC1|t|.

De plus, comme cela a été fait aux chapitres II (partie E) et III, nous pouvons établir
quelques propriétés de nature géométrique pour les courbes intégrales liées au fait que V
s’annule sur ∂D et que V · e1 soit > 0 sur Γe ∪ Γs. Notons :
De := {x ∈ D : x1 < 0} et Ds := {x ∈ D : x1 > 1}.
Lemme IV.2 Soit (t0,x0) ∈ R×R2.
(i) S’il existe un réel s tel que Y(s; t0,x0) ∈ D, alors pour tout réel t, Y(t; t0,x0) ∈ D.
(ii) S’il existe un réel s tel que Y(s; t0,x0) 6∈ De, alors pour tout réel t ≥ s,
Y(t; t0,x0) 6∈ De.
(iii) S’il existe un réel s tel que Y(s; t0,x0) ∈ Ds, alors pour tout réel t ≥ s,
Y(s; t0,x0) ∈ Ds.
2.2 Un générateur infinitésimal A
- On travaille dans l’espace L2(Ω) et on définit :
V (Ω) := {q ∈ L2(Ω) : ∇q ·V ∈ L2(Ω)}
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où ∇q ·V est défini au sens des distributions sur Ω par :
〈∇q ·V, ϕ〉 := −
∫
Ω
q div(ϕV) dx , ϕ ∈ D(Ω).
L’affirmation ∇q ·V ∈ L2(Ω) signifie qu’il existe g ∈ L2(Ω) tel que pour tout ϕ ∈ D(Ω), on
ait : 〈∇q ·V, ϕ〉 = ∫Ω g ϕ dx.
- De même, pour q ∈ L2(Ω), on définit la distribution div(qV) ∈ D′(Ω) par :
〈div(qV), ϕ〉 := −
∫
Ω
q∇ϕ ·V dx , ϕ ∈ D(Ω).
On vérifie facilement que, dans D′(Ω), div(qV) = q div(V) + ∇q · V et, par conséquent,
V (Ω) pourrait aussi bien être défini par V (Ω) := {q ∈ L2(Ω) : div(qV) ∈ L2(Ω)}.
- On munit V (Ω) du produit scalaire :
(p|q)V (Ω) :=
∫
Ω
p q dx+
∫
Ω
(∇p ·V) (∇q ·V) dx.
On vérifie facilement qu’on dispose alors d’un espace de Hilbert.
Les applications q 7→ ∇q ·V et q 7→ div(qV) sont alors linéaires et continues de V (Ω) dans
L2(Ω).
- On pose enfin :
Ve(Ω) := {q ∈ C1(Ω) : q(x) = 0 sur Γe}
V (Ω)
.
Proposition IV.3 L’opérateur (A,D(A)) défini par :
Aq := −div(qV) et D(A) = Ve(Ω),
est le générateur infinitésimal d’un semi-groupe continu sur L2(Ω).
Preuve. On applique le théorème de Hille-Yosida.
(i) Il est clair que D(A) est dense dans L2(Ω).
(ii) On pose m := 1
2
supx∈R2 |divV(x)| et Ak := A− k IdL2(Ω) où k est un réel à préciser tel
que k > m. Montrons que Ak est dissipatif.
Pour q ∈ C1(Ω) telle que q(x) = 0 sur Γe, on a par les formules de Green :
(Akq|q)L2(Ω) = −
∫
Ω
q div(qV) dx− k
∫
Ω
q2dx
= −
∫
∂Ω
q2V · n dS+
∫
Ω
(∇q) · qV dx− k
∫
Ω
q2dx
= −
∫
∂Ω
q2V · n dS+ 1
2
∫
∂Ω
q2V · n dS− 1
2
∫
Ω
q2divV dx− k
∫
Ω
q2dx
= −1
2
∫
∂Ω
q2V · n dS−
∫
Ω
q2(
1
2
divV + k) dx
≤ 0.
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Par densité, on en déduit que (Akq|q)L2(Ω) ≤ 0 pour tout q ∈ D(A).
(iii) Soient λ > 0 et f ∈ L2(Ω). Montrons que l’équation d’inconnue q ∈ D(A) :
(E) : λ q − Akq = f,
admet au moins une solution. Commençons par traiter le :
- Cas particulier : f ∈ D(Ω).
On pose
φ : (0,∞)×R2 → R , (t,x) 7→ e−(λ+k) t f(X(−t,x))
J(t,x)
,
et pour x ∈ R2,
q(x) :=
∫ ∞
0
φ(t,x) dt =
∫ ∞
0
e−(λ+k) t
f(X(−t,x))
J(t,x)
dt.
Rappelons que J(t,x) a été défini au chapitre I (cf. Lemme I.17). Il s’agit d’une fonction de
classe C1 sur R×R2 définie par :
J(t,x) = exp
(∫ t
0
(divV)(X(s− t,x)) ds
)
.
On a donc (cf. Lemme IV.1) :
J(t,X(t,x)) = det(∇xX(t,x)) = exp
(∫ t
0
(divV)(X(s,x)) ds
)
et e−2m|t| ≤ J(t,x) ≤ e2m|t|.
Enfin, on rapelle que J vérifie :
∂tJ +∇xJ ·V = J divV sur R×R2.
On observe alors que, pour k assez grand,
- Pour chaque x ∈ R2, la fonction t 7→ φ(t,x) est intégrable sur (0,∞) car :
|φ(t,x)| ≤ (sup
Ω
|f |) e(2m−λ−k)t.
- Pour chaque t > 0, la fonction x 7→ φ(t,x) est de classe C1 sur R2 et pour i ∈ {1, 2},
∂xiφ(t,x) =
e−(λ+k) t
J(t,x)
(∇f)(X(−t,x)) · ∂xiX(−t,x)− φ(t, x)
∂xiJ(t,x)
J(t,x)
,
avec :
∂xiJ(t,x) =
(∫ t
0
[∇(divV)(X(s− t,x)) · ∂xiX(s− t,x)] ds
)
J(t,x).
En posant M := supR2 ‖∇(divV)‖ et le Lemme IV.1 (vi), on obtient :∣∣∣∣∣∂xiJ(t,x)J(t,x)
∣∣∣∣∣ ≤
∫ t
0
M eC1(t−s) ds ≤ M
C1
(eC1t − 1),
et donc :
|∂xiφ(t,x)| ≤
(
sup
Ω
‖∇f‖
)
e(2m+C1−(λ+k))t +
M
C1
(eC1t − 1)(sup
Ω
|f |) e(2m−λ−k)t.
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Ainsi, pour k > 2m+ C1, q est de classe C1 sur R2 et on a :
∂xiq(x) =
∫ ∞
0
[
e−(λ+k) t
J(t,x)
(∇f)(X(−t,x)) · ∂xiX(−t,x)− φ(t, x)
∂xiJ(t,x)
J(t,x)
]
dt.
Par conséquent,
div(qV)(x) = (∇q)(x) ·V(x) + q(x) divV(x)
=
∫ ∞
0
e−(λ+k) t
J(t,x)
(∇f)(X(−t,x)) · (∂x1X(−t,x)V1(x) + ∂x2X(−t,x)V2(x)) dt
−
∫ ∞
0
e−(λ+k)t
J(t,x)2
f(X(−t,x))∇J(t,x) ·V(x) dt
+
∫ ∞
0
e−(λ+k)t
J(t,x)
f(X(−t,x)) divV(x) dt
=
∫ ∞
0
e−(λ+k)t
J(t,x)
(∇f)(X(−t,x)) · (∂x1X(−t,x)V1(x) + ∂x2X(−t,x)V2(x)) dt
+
∫ ∞
0
e−(λ+k)t
J(t,x)2
f(X(−t,x))[−∇J(t,x) ·V(x) + J(t,x)divV(x)] dt
=
∫ ∞
0
e−(λ+k)t
J(t,x)
(∇f)(X(−t,x)) · (∂x1X(−t,x)V1(x) + ∂x2X(−t,x)V2(x)) dt
+
∫ ∞
0
e−(λ+k)t
J(t,x)2
f(X(−t,x))∂tJ(t,x) dt.
Or, en dérivant par rapport à s la relation X(s− t,x) = X(−t,X(s,x)), on obtient :
∂tX(s− t,x) = ∂x1X(−t,X(s,x))∂tX1(s,x)) + ∂x2X(−t,X(s,x))∂tX2(s,x))
= ∂x1X(−t,X(s,x))V1(X(s,x)) + ∂x2X(−t,X(s,x))V2(X(s,x)),
puis en prenant s = 0, il vient :
∂tX(−t,x) = ∂x1X(−t,x)V1(x) + ∂x2X(−t,x)V2(x),
d’où :
div(qV)(x) =
∫ ∞
0
e−(λ+k)t
J(t,x)
(∇f)(X(−t,x)) · ∂tX(−t,x)dt
+
∫ ∞
0
e−(λ+k)t
J(t,x)2
f(X(−t,x))∂tJ(t,x) dt
=
∫ ∞
0
e−(λ+k)t
(∇f)(X(−t,x)) · ∂tX(−t,x) + f(X(−t,x))∂tJ(t,x)
J(t,x)2
dt
=
∫ ∞
0
e−(λ+k)t
d
dt
(
−f(X(−t,x)
J(t,x)
)
dt
= f(x)−
∫ ∞
0
(λ+ k)e−(λ+k)t
f(X(−t,x))
J(t,x)
dt
= f(x)− (λ+ k)q(x).
CHAPITRE IV - Equations de Navier-Stokes linéarisées 307
Donc (λ+ k)q(x) + div(qV)(x) = f(x).
Puis, d’après le Lemme IV.2, pour x ∈ De et t > 0, on aX(−t,x) ∈ De. Comme supp(f) ⊂ Ω,
on en déduit que q(x) = 0 sur De et donc sur Γe par continuité. Ainsi, q est bien solution de
(E).
- Cas général : f ∈ L2(Ω).
On considère une suite (fn)n d’éléments de D(Ω) qui converge vers f dans L2(Ω). Sans perte
de généralité, on peut supposer que (fn)n converge simplement presque partout vers f et
qu’il existe g ∈ L2(Ω) telle que pour tout n et presque tout x ∈ R2, on ait : |fn(x)| ≤ g(x)
(les fonctions fn et g sont prolongées par 0 en dehors de Ω). On pose alors :
qn(x) :=
∫ ∞
0
e−(λ+k)t
fn(X(−t,x))
J(t,x)
dt.
Remarquons d’abord que :
∫
D
qn(x)
2dx =
∫
D
(∫ ∞
0
e−(λ+k)t
fn(X(−t,x))
J(t,x)
dt
)2
dx
≤
∫
D
[∫ ∞
0
e−λtdt
∫ ∞
0
e−(λ+2k)t
fn(X(−t,x))2
J(t,x)2
dt
]
dx
≤ 1
λ
∫ ∞
0
(∫
D
e−(λ+2k)t
fn(X(−t,x))2
J(t,x)2
dx
)
dt.
L’application X(t, .) induisant une bijection de D sur D (c’est une conséquence de Lemme
IV.2 (i) et du fait que X(t, .)−1 = X(−t, .)), on effectue le changement de variable x =
X(t,y). On a donc, d’après le Lemme IV.1,
dx = exp
(∫ t
0(divV)(X(s,y))ds
)
dy avec | ∫ t0(divV)(X(s,y))ds| ≤ 2mt.
De plus J(t,X(t,y)) = exp
(∫ t
0(divV)(X(s,y))ds
)
, ce qui conduit à :
∫
D
qn(x)
2dx =
1
λ
∫ ∞
0
(∫
D
e−(λ+2k−2m)t fn(y)2 e
−
∫ t
0
(divV)(X(s,y))dsdy
)
dt
≤ 1
λ
∫ ∞
0
(∫
D
e−(λ+2k−2m)t fn(y)2dy
)
dt
≤ 1
λ
(∫ ∞
0
e−(λ+2k−2m)tdt
)
‖fn‖2L2(D)
≤ 1
λ(2k − 2m+ λ)‖fn‖
2
L2(D).
En particulier, en posant :
Q˜(x) :=
∫ ∞
0
e−(λ+k)t
g(X(−t,x))
J(t,x)
dt
on peut affirmer que Q˜ ∈ L2(D) avec ‖Q˜‖L2(D) ≤ 1λ(2k−2m+λ)‖g‖2L2(D) ce qui implique que
pour presque tout x ∈ D, |Q˜(x)| <∞.
Alors, en remarquant que :
e−(λ+k) tfn(X(−t,x)) C.V.S.−→ e−(λ+k) tf(X(−t,x)) p.p. sur (0,∞),
CHAPITRE IV - Equations de Navier-Stokes linéarisées 308
et que pour tout n et presque tout x ∈ D,
e−(λ+k) t
∣∣∣∣∣fn(X(−t,x))J(t,x)
∣∣∣∣∣ ≤ e−(λ+k)t g(X(−t,x))J(t,x) ∈ L1(0,∞),
on peut affirmer à l’aide du théorème de convergence dominée que :
qn(x)
C.V.S.−→ q(x) p.p. surD,
où
q(x) :=
∫ ∞
0
e−(λ+k)t
f(X(−t,x))
J(t,x)
dt.
Puis, comme |qn(x)| ≤ Q˜(x) p.p. surD, une nouvelle application du théorème de convergence
dominée conduit à :
qn → q dansL2(D).
Enfin, comme div(qnV) = fn−(λ+k)qn, on a, d’après ce qui précède, div(qnV)→ f−(λ+k)q
dans L2(D). Par ailleurs, div(qnV)→ div(qV) dans D′(D), d’où div(qV) = f − (λ+ k)q.
Finalement, q ∈ Ve(Ω) et satisfait l’équation (E).
En conclusion, Ak est un opérateur m-dissipatif à domaine dense dans L2(Ω) : il engendre
donc un semi-groupe continu de contractions sur L2(Ω). Par conséquent, A engendre un
semi-groupe continu noté (SA(t))t≥0 et on a :
‖SA(t)‖L(L2(Ω)) ≤ ek t.

2.3 Opérateur adjoint de A
Lemme IV.4 L’opérateur (A∗, D(A∗)), adjoint de (A,D(A)), est une extension de l’opéra-
teur (A′, D(A′)) défini par :
A′ξ := ∇ξ ·V et D(A′) = Vs(Ω),
où on a noté :
Vs(Ω) := {ξ ∈ C1(Ω) : ξ(x) = 0 sur Γs}
V (Ω)
.
Preuve. Notons Fs := {ξ ∈ C1(Ω) : ξ(x) = 0 sur Γs} et considérons ξ ∈ Fs. Pour q ∈ C1(Ω)
telle que q(x) = 0 sur Γe, on a d’après la formule de Green :
(Aq|ξ)L2(Ω) = −
∫
Ω
div(qV) ξ dx
= −
∫
∂Ω
q ξV · n dS+
∫
Ω
qV · ∇ξ dx
=
∫
Ω
q∇ξ ·V dx.
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En raisonnant par densité, on voit que le résultat ci-dessus vaut en fait pour tout q ∈ D(A).
On en déduit que D(A∗) ⊃ Fs et que pour ξ ∈ Fs, A∗ξ := ∇ξ · V. Compte-tenu que
Vs(Ω) = Fs
V (Ω), un nouveau raisonnement par densité conduit à :
(Aq|ξ)L2(Ω) =
∫
Ω
q∇ξ ·V dx
pour tous q ∈ D(A) et ξ ∈ Vs(Ω).
On en déduit que D(A∗) ⊃ Vs(Ω) et que pour tout ξ ∈ Vs(Ω), A∗ξ := ∇ξ ·V. Ce qui établit
le résultat voulu.

Proposition IV.5 (A′, D(A′)) est le générateur infinitésimal d’un semi-groupe continu
(S ′(t))t≥0 sur L2(Ω).
Preuve. La preuve est semblable à celle effectuée pour A. Nous allons en détailler unique-
ment certains aspects.
(i) Tout d’abord, D(A′) est bien dense dans L2(Ω).
(ii) On pose à nouveau m := 1
2
supx∈R2 |divV(x)| et A′k := A′ − k IdL2(Ω) où k est un réel à
préciser tel que k > m. Montrons que A′k est dissipatif.
Pour ξ ∈ C1(Ω) telle que ξ(x) = 0 sur Γs, on a par une formule de Green :
(A′kξ|ξ)L2(Ω) =
∫
Ω
ξ∇ξ ·V dx− k
∫
Ω
ξ2dx
=
1
2
∫
∂Ω
ξ2V · n dS− 1
2
∫
Ω
divV ξ2 dx− k
∫
Ω
ξ2dx
=
1
2
∫
Γe
ξ2V · n dS−
∫
Ω
(
1
2
divV + k) ξ2 dx
≤ 0,
car V(x) · n(x) ≤ 0 sur Γe.
Par densité, on en déduit que (A′kξ|ξ)L2(Ω) ≤ 0 pour tout ξ ∈ D(A′).
(iii) Maintenant considérons λ > 0, f ∈ L2(Ω) et montrons que l’équation d’inconnue
ξ ∈ D(A′) :
(E) : λ ξ − A′kξ = f,
admet au moins une solution. Comme avant, nous commençons par traiter le cas particulier
où f ∈ D(Ω).
On pose alors
φ : (0,∞)×R2 → R , (t,x) 7→ e−(λ+k)tf(X(t,x)),
et pour x ∈ R2,
ξ(x) :=
∫ ∞
0
φ(t,x) dt =
∫ ∞
0
e−(λ+k)t f(X(t,x)) dt.
- Pour chaque x ∈ R2, la fonction t 7→ φ(t,x) est intégrable sur (0,∞),
- Pour chaque t > 0, la fonction x 7→ φ(t,x) est de classe C1 sur R2 et pour i ∈ {1, 2},
∂xiφ(t,x) = e
−(λ+k)t (∇f)(X(t,x)) · ∂xiX(t,x),
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avec (cf. Lemme IV.1, (vi)) ‖∂xiX(−t,x)‖ ≤ eC1t et donc :
|∂xiφ(t,x)| ≤
(
sup
Ω
‖∇f‖
)
e(C1−(λ+k))t.
Ainsi, pour k > max{m,C1}, ξ est de classe C1 sur R2 et on a :
∂xiξ(x) =
∫ ∞
0
e−(λ+k) t(∇f)(X(−t,x)) · ∂xiX(−t,x)dt.
Par conséquent,
(∇ξ)(x) ·V(x) =
∫ ∞
0
e−(λ+k)t (∇f)(X(t,x)) · (∂x1X(t,x)V1(x) + ∂x2X(t,x)V2(x)) dt
=
∫ ∞
0
e−(λ+k)t (∇f)(X(t,x)) · ∂tX(t,x)dt
=
∫ ∞
0
e−(λ+k)t
d
dt
[f(X(t,x))] dt
= −f(x) +
∫ ∞
0
(λ+ k)e−(λ+k)t f(X(t,x)) dt
= −f(x) + (λ+ k)ξ(x).
Donc, on obtient : (λ+ k)ξ(x)− (∇ξ)(x) ·V(x) = f(x).
Ensuite, en exploitant le Lemme IV.2, pour x ∈ Ds et t > 0, on a X(t,x) ∈ Ds. Comme
supp(f) ⊂ Ω, on en déduit que ξ(x) = 0 sur Ds et donc sur Γs par continuité. Ainsi, ξ est
bien solution de (E).
Nous pouvons alors répéter le raisonnement par densité effectué dans la preuve de la Propo-
sition IV.3 et montrer que pour f ∈ L2(Ω), la fonction ξ définie par :
ξ(x) :=
∫ ∞
0
e−(λ+k)t f(X(t,x)) dt,
appartient à Vs(Ω) et satisfait l’équation (E).
Ainsi, A′k est un opérateur m-dissipatif à domaine dense dans L2(Ω) : il engendre donc un
semi-groupe continu de contractions dans L2(Ω). Par conséquent,A′ engendre un semi-groupe
continu noté (S ′(t))t≥0.

Corollaire IV.6 Les opérateurs (A∗, D(A∗)) et (A′, D(A′)) sont identiques.
Preuve : L2(Ω) étant réflexif et A étant m-dissipatif, on peut affirmer que (A∗, D(A∗)) est
aussi le générateur infinitésimal d’un semi-groupe continu (S∗(t))t≥0 dans L2(Ω).
Considérons alors ξ ∈ D(A′) ⊂ D(A∗). La théorie des semi-groupes nous dit que le problème
de Cauchy :
(P )
{
du
dt
(t) = A∗u(t), t ≥ 0
u(0) = ξ,
admet une unique solution classique qui est : u : t ∈ R+ 7→ u(t) = S∗(t)ξ.
Mais, d’autre part, pour les mêmes raisons, la fonction : v : t ∈ R+ 7→ v(t) = S ′(t)ξ satisfait
le système : {
dv
dt
(t) = A′v(t), t ≥ 0
v(0) = ξ,
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et comme A∗ est une extension de A′, v est donc solution de (P ), ce qui conduit à u = v
et donc pour tout t ≥ 0, pour tout ξ ∈ D(A′), S∗(t)ξ = S ′(t)ξ. Or D(A′) est dense dans
L2(Ω) et S ′(t) et S∗(t) sont des applications continues sur L2(Ω), d’où : S∗(t) = S ′(t). Les
semi-groupes étant identiques, leurs générateurs infinitésimaux le sont aussi.

2.4 Solution faible pour l’équation de continuité linéarisée
Définition. Etant données g ∈ L2(0, T ; Ω) et ρ0 ∈ L2(Ω), on appelle solution faible du
système d’équations :
(ECL)

∂tρ+ div(ρV) = g dans Ω× (0, T ),
ρ(t,x) = 0 dans Γe × (0, T ),
ρ(0,x) = ρ0(x) dans Ω.
toute fonction ρ ∈ L2(0, T ;L2(Ω)) telle que pour tout ξ ∈ D(A∗), la fonction t 7→ (ρ(t)|ξ)L2(Ω),
- appartient à H1(0, T ),
- satisfait au sens des distributions sur (0, T ) :
d
dt
(ρ(.)|ξ)L2(Ω) = (ρ(.)|A∗ξ)L2(Ω) + (g(.)|ξ)L2(Ω),
- vérifie (ρ(0)|ξ)L2(Ω) = (ρ0|ξ)L2(Ω).
Les résultats qui précèdent conduisent directement à la proposition suivante :
Proposition IV.7 Pour tous g ∈ L2(0, T ;L2(Ω)) et ρ0 ∈ L2(Ω), le système d’équations
(ECL) admet une unique solution faible ρ ∈ L2(0, T ;L2(Ω)) donnée par :
ρ(t) = SA(t)ρ0 +
∫ t
0
SA(t− s) g(s) ds.
Cette fonction appartient en fait à C([0, T ];L2(Ω)) et on a l’estimation :
‖ρ(t)‖2L2(Ω) ≤ C2(T )(‖ρ0‖2L2(Ω) + ‖g‖2L2(0,T ;L2(Ω))),
où C2(T ) > 0 est une constante qui dépend de manière croissante de T .
3 Etude de l’équation de quantité de mouvement linéa-
risée
On s’intéresse maintenant à l’équation :
(EML)

∂tu+ Bu = F dans Ω× (0, T ),
u(t,x) = 0 sur ∂Ω× (0, T ),
u(0,x) = u0(x) dans Ω,
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où F ∈ L2(0, T ;H−1(Ω)), u0 ∈ L2(Ω) et :
Bu = − µ
Q
∆u− λ+ µ
Q
∇divu+ (u · ∇)V + (V · ∇)u.
On définit la forme bilinéaire b : H10(Ω)×H10(Ω)→ R par :
b(u,v) = µ
∫
Ω(∇u) : ∇( 1Qv) + (λ+ µ)
∫
Ω divu div(
1
Q
v) +
∫
Ω[(u · ∇)V · v + (V · ∇)u · v].
Définition. On appelle solution faible de (EML) toute fonction u dans C([0, T ];L2(Ω)) ∩
L2(0, T ;H10(Ω)) telle que u(0) = u0 et, pour tout v ∈ H10(Ω),
d
dt
(∫
Ω
u(.) · v dx
)
+ b(u(.),v) = 〈F(.),v〉H−1,H10 dans D′(0, T ).
Avec les hypothèses de travail (H1)− (H2), il est clair que b est continue et H10(Ω)-coercive.
On peut donc appliquer le théorème de J-L. LIONS pour obtenir directement la proposition
suivante :
Proposition IV.8 Pour tous F ∈ L2(0, T ;H−1(Ω)) et u0 ∈ L2(Ω), l’équation (EML) admet
une unique solution faible u dans C([0, T ];L2(Ω))∩L2(0, T ;H10(Ω)) et il existe une constante
C3(T ) = C3(Q,V, T ) > 0 (qui dépend de manière croissante de T ) telle que :
‖u‖2C([0,T ];L2(Ω)) + ‖u‖2L2(0,T ;H10(Ω)) ≤ C3(T )
(
‖u0‖2L2(Ω) + ‖F‖2L2(0,T ;H−1(Ω))
)
.
4 Etude du système complet
4.1 Notation et position du problème
Notation. Soit F : L2(Ω)→ H−1(Ω) l’application définie par :
F [q] := qF− aγQγ−2∇q
où
F =
1
Q
f − (V · ∇)V avec f ∈ L∞(Ω).
Ainsi, pour tout Φ ∈ H10(Ω),
〈F [q],Φ〉 =
∫
Ω
qF · Φ dx+ aγ
∫
Ω
q div(Qγ−2Φ) dx.
On vérifie facilement que F est linéaire et continue : il existe donc C4 > 0 telle que :
‖F [q]‖2H−1(Ω) ≤ C4‖q‖2L2(Ω).
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Enfin, on note C5 > 0 une constante telle que pour tout v ∈ H10(Ω), on ait :
‖div(Qv)‖2L2(Ω) ≤ C5‖v‖2H10(Ω).
Notion de solution. On se propose de montrer que, pour tout couple (ρ0,u0) ∈ L2(Ω) ×
L2(Ω) le système :
(ECL)

∂tρ+ div(ρV) = −div(Qu) dans Ω× (0, T ),
ρ(t,x) = 0 sur Γe × (0, T ),
ρ(0,x) = ρ0(x) dans Ω,
(EML)

∂tu+ Bu = F [ρ] dans Ω× (0, T ),
u(t,x) = 0 sur ∂Ω× (0, T ),
u(0,x) = u0(x) dans Ω,
admet une unique solution faible (ρ,u) dans L2(0, T ;L2(Ω))×L2(0, T ;H10(Ω)), ce qui signifie
que :
- Pour tout ϕ ∈ D(A∗), t 7→ ∫Ω ρ(t)ϕdx appartient à H1(0, T ) et :
d
dt
(
∫
Ω ρϕ dx) =
∫
Ω ρ∇ϕ ·V dx−
∫
Ω div(Qu)ϕdx dans D′(0, T ),
(
∫
Ω ρϕ dx)(0) =
∫
Ω ρ0 ϕdx.
- Pour tout Φ ∈ H10(Ω), t 7→
∫
Ω u(t) · Φ dx appartient à H1(0, T ) et :
d
dt
(
∫
Ω u · Φ dx) + b(u,Φ) = 〈F [ρ],Φ〉 dans D′(0, T ),
(
∫
Ω u · Φ dx)(0) =
∫
Ω u0Φ dx.
4.2 Existence locale en temps
Soit T1 > 0 un réel inférieur ou égal à T qui sera précisé ultérieurement. On se propose
de montrer l’existence d’une solution par une méthode de point fixe.
Pour cela, on se donne y ∈ L2(0, T1;L2(Ω)) et on note alors uy la solution (au sens du
paragraphe 3) du système :
∂tu+ Bu = F [y] dans Ω× (0, T1),
u(t,x) = 0 sur ∂Ω× (0, T1),
u(0,x) = u0(x) dans Ω.
Puis on désigne par ρy ∈ L2(0, T1;L2(Ω)) la solution au sens des semi-groupes (cf. paragraphe
2) de 
∂tρ+ div(ρV) = −div(Quy) dans Ω× (0, T1),
ρ(t,x) = 0 sur Γe × (0, T1),
ρ(0,x) = ρ0(x) dans Ω.
On définit ainsi une application Π : L2(0, T1;L2(Ω)) → L2(0, T1;L2(Ω)), y 7→ ρy. On se
propose de montrer que :
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Proposition IV.9 Il existe un entier naturel N tel que pour T1 = TN , Π est une contraction
sur L2(0, T1;L2(Ω)).
Preuve : Soient y1, y2 ∈ L2(0, T1;L2(Ω)) et u1 = uy1 , u2 = uy2 , ρ1 = ρy1 , ρ2 = ρy2 . Comme
u1 − u2 est solution de l’équation :
∂tu+ Bu = F [y1 − y2] dans Ω× (0, T1),
u(t,x) = 0 dans ∂Ω× (0, T1),
u(0,x) = 0 dans Ω,
nous avons l’estimation pour tout t ∈ [0, T1] :
‖u1(t)− u2(t)‖2L2(Ω)) + ‖u1 − u2‖2L2(0,T1;H10(Ω)) ≤ C3(T ) ‖F [y1 − y2]‖
2
L2(0,T1;H−1(Ω))
≤ C3(T )C4‖y1 − y2‖2L2(0,T1;L2(Ω)).
Puis, ρ1 − ρ2 est solution de l’équation :
∂tρ+ div(ρV) = −div(Q[u1 − u2]) dans Ω× (0, T1),
ρ(t,x) = 0 dans Γe × (0, T1),
ρ(0,x) = 0 dans Ω,
ce qui signifie que pour tout t ∈ [0, T1] :
ρ1(t)− ρ2(t) = −
∫ t
0
SA(t− s)div(Q[u1(s)− u2(s)]) ds,
donc :
‖ρ1(t)− ρ2(t)‖2L2(Ω) ≤ C2(T )‖div(Q[u1 − u2])‖2L2(0,T1;L2(Ω))
≤ C2(T )C5‖u1 − u2‖2L2(0,T1;H10(Ω))
≤ C2(T )C3(T )C4C5‖y1 − y2‖2L2(0,T1;L2(Ω)).
(où C5 a été défini au paragraphe précédent).
Ainsi :
‖Π(y1)− Π(y2)‖L2(0,T1;L2(Ω)) ≤ C(T )T
1
2
1 ‖y1 − y2‖L2(0,T1;L2(Ω)),
avec C(T ) :=
√
C2(T )C3(T )C4C5. Donc Π est contractante pour T1 < 1C(T )2 . Il suffit donc
de choisir un entier N tel que N > T C(T )2.

Corollaire IV.10 Pour T1 choisi comme dans la proposition précédente, le système (ECL)−
(EML) admet une unique solution faible (ρ,u) dans L2(0, T1;L2(Ω))× L2(0, T1;H10(Ω)).
4.3 Existence et unicité de la solution
Théorème IV.11 Le système (ECL)− (EML) admet une unique solution sur (0, T ).
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Preuve. Existence.
On pose :
F2 := {y ∈ L2(0, 2T1;L2(Ω)) : y|(0,T1) = ρ}.
où ρ est la solution du système sur (0, T1) obtenue précédemment. On reprend le procédé
décrit au paragraphe 4.2 en travaillant cette fois sur (0, 2T1) (on note Π2 la fonction associée).
Soient y1, y2 ∈ F2 et ρ1 = ρy1 , ρ2 = ρy2 .
Nous pouvons reprendre à l’identique les calculs de la proposition précédente et obtenir ainsi
pour tout t ∈ [0, 2T1] :
‖ρ1(t)− ρ2(t)‖2L2(Ω) ≤ C2(T )C3(T )C4C5‖y1 − y2‖2L2(0,2T1;L2(Ω)).
Comme y1 et y2 appartiennent à F2, on a y1|(0,T1) = y2|(0,T1) = ρ, d’où : ρ1|(0,T1) = ρ2|(0,T1) = ρ
(ce qui justifie le fait que Π2 est bien une application à valeurs dans F2). Par conséquent,
‖ρ1 − ρ2‖2L2(0,2T1;L2(Ω)) = ‖ρ1 − ρ2‖2L2(T1,2T1;L2(Ω))
=
∫ 2T1
T1
‖ρ1(t)− ρ2(t)‖2L2(Ω)
≤ C2(T )C3(T )C4C5T1‖y1 − y2‖2L2(0,2T1;L2(Ω))
≤ C(T )2T1‖y1 − y2‖2L2(0,2T1;L2(Ω)).
On obtient donc :
‖Π2(y1)− Π2(y2)‖L2(0,2T1;L2(Ω)) ≤ C(T )T
1
2
1 ‖y1 − y2‖L2(0,2T1;L2(Ω)).
Compte tenu du choix de T1, on voit que Π2 est bien une contraction de F2 dans F2, ce qui
montre l’existence d’une solution pour le système complet (ECL)− (EML) sur (0, 2T1). On
reproduit ensuite le raisonnement précédent sur (0, 3T1), (0, 4T1), ..., (0, NT1) = (0, T ) ce
qui termine la preuve de l’existence.
Unicité.
Soient (ρ,u) et (ρ,u) deux solutions faibles du système (ECL)− (EML) sur (0, T ). On pose
alors :
T ′ := sup{t ∈ (0, T ) :
∫ t
0
‖ρ(s)− ρ(s)‖L2(Ω)ds = 0}.
Raisonnons par l’absurde et supposons que T ′ < T . On applique alors la fonction Π à ρ et
ρ sur l’intervalle (0, T ′ + T1) (éventuellement sur (0, T ) si T ′ + T1 > T ) et on obtient par les
mêmes calculs que précédemment :
‖Π(ρ)(t)− Π(ρ)(t)‖2L2(Ω) ≤ C2(T )C3(T )C4C5‖ρ− ρ‖2L2(0,T ′+T1;L2(Ω)).
Comme ρ|(0,T ′) = ρ|(0,T ′), on a Π(ρ)(t) = Π(ρ)(t) sur (0, T ′), ce qui conduit à :
‖Π(ρ)− Π(ρ)‖L2(0,T ′+T1;L2(Ω)) ≤ C(T )T
1
2
1 ‖ρ− ρ‖L2(0,T ′+T1;L2(Ω)).
Mais comme ρ et ρ sont des solutions du système complet, Π(ρ) = ρ et Π(ρ) = ρ, donc :
‖ρ− ρ‖L2(0,T ′+T1;L2(Ω)) ≤ C(T )T
1
2
1 ‖ρ− ρ‖L2(0,T ′+T1;L2(Ω)).
Comme C(T )T
1
2
1 < 1, il vient : ‖ρ − ρ‖L2(0,T ′+T1;L2(Ω)) = 0 c’est-à-dire ρ(t) = ρ(t) sur
(0, T ′ + T1) ce qui contredit la définition de T ′. Donc T ′ = T ce qui termine la preuve.

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5 Un résultat de stabilité exponentielle pour le modèle
monodimensionnel à coefficients constants
5.1 Le modèle 1D à coefficients constants
Nous travaillons désormais sur l’intervalle Ω := (0, 1) et la solution stationnaire est
supposée constante sur Ω, c’est-à-dire, pour tout x ∈ Ω :
Q(x) = Q0 > 0 et V (x) = V0 > 0
Le système linéarisé au voisinage de (Q, V ) devient donc :{
∂tρ+ V0ρx = −Q0ux,
∂tu− νQ0uxx + V0ux + aγQ
γ−2
0 ρx = 0.
(Le second membre de l’équation de mouvement linéarisée est nul car Q et V sont constants
sur Ω.)
Les conditions limites s’écrivent :{
ρ(t, x) = 0 sur (0, T )× {0},
u(t, x) = 0 sur (0, T )× ∂Ω,
et les conditions initiales : {
ρ(0, x) = ρ0(x) dans Ω,
u(0, x) = u0(x) dans Ω.
Les données sont ρ0 ∈ L2(Ω) et u0 ∈ L2(Ω).
L’existence et l’unicité d’une solution faible pour ce système pourrait être abordée comme
précédemment. Cependant, compte-tenu du but recherché, nous allons employer directement
la théorie des semi-groupes qui est ici facilement utilisable.
5.2 Un générateur infinitésimal à résolvante compacte
Proposition IV.12 On munit Z := L2(Ω;C)× L2(Ω;C) du produit scalaire suivant :
〈
(
ρ
u
)
,
(
q
v
)
〉 := aγQγ−20
∫
Ω
ρ(x)q(x) dx+Q0
∫
Ω
u(x)v(x) dx.
Alors l’opérateur linéaire non borné (L,D(L)) défini par :
L
(
ρ
u
)
=
( −V0ρx −Q0ux
ν
Q0
uxx − V0ux − aγQγ−20 ρx
)
,
avec :
D(L) := H1{0}(Ω;C)×H10 (Ω;C) := {ρ ∈ H1(Ω;C) : ρ(0) = 0} ×H10 (Ω;C),
est le générateur infinitésimal d’un semi-groupe continu de contraction sur Z.
Preuve. D(L) est bien dense dans Z.
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Par ailleurs, pour (ρ, u) ∈ D(L), nous avons :
〈L
(
ρ
u
)
,
(
ρ
u
)
〉 = aγQγ−20
∫
Ω
(−V0ρx −Q0ux)ρ dx
+Q0
∫
Ω
(
ν
Q0
uxx − V0ux − aγQγ−20 ρx)u dx
= −aγQγ−20 V0
∫
Ω
ρxρ dx− aγQγ−10
∫
Ω
(ux ρ+ ρxu)dx
−ν
∫
Ω
|ux|2dx−Q0V0
∫
Ω
uxu dx.
Or, Re(
∫
Ω ρxρ dx) =
1
2
|ρ(1)|2, Re(∫Ω uxu dx) = 0 et Re(∫Ω(ux ρ+ ρxu)dx) = 0, d’où :
Re
(
〈L
(
ρ
u
)
,
(
ρ
u
)
〉
)
= −aγQ
γ−2
0 V0
2
|ρ(1)|2 − ν
∫
Ω
|ux|2dx ≤ 0.
Maintenant, étant donnés λ > 0 et
(
f
g
)
∈ Z, montrons que l’équation :
(E) : λ
(
ρ
u
)
− L
(
ρ
u
)
=
(
f
g
)
,
admet une solution dans D(L).
L’équation (E) s’écrit donc :
(E)
{
λρ+ V0ρx +Q0ux = f,
λu− ν
Q0
uxx + V0ux + aγQ
γ−2
0 ρx = g.
Pour prouver l’existence d’une solution, nous allons nous inspirer de la méthode employée
dans [GeLe] c’est-à-dire procéder par régularisation.
Pour ε > 0, on considère le système :
(E)ε
{
λρ− ερxx + V0ρx +Q0ux = f,
λu− ν
Q0
uxx + V0ux + aγQ
γ−2
0 ρx = g,
avec les conditions limites :
(CL)ε
{
ρ(0) = ρx(1) = 0,
u(0) = u(1) = 0.
Etape 1 : Montrons que le système (E)ε − (CL)ε admet une unique solution (ρε, uε) dans
H1{0}(Ω;C)×H10 (Ω;C).
On pose V := H1{0}(Ω;C)×H10 (Ω;C) que l’on munit de la norme :
‖(ρ, u)‖V :=
∫
Ω
(|ρx(x)|2 + |ux(x)|2)dx.
et du produit scalaire associé. On définit alors l’application A : V × V → C par :
A
((
ρ
u
)
,
(
q
v
))
:= aγQγ−20
[
λ
∫
Ω
ρ q dx+ ε
∫
Ω
ρxqxdx+ V0
∫
Ω
ρxq dx+Q0
∫
Ω
uxq dx
]
+Q0
[
λ
∫
Ω
u v dx+
ν
Q0
∫
Ω
uxvxdx+ V0
∫
Ω
uxv dx+ aγQ
γ−2
0
∫
Ω
ρxv dx
]
CHAPITRE IV - Equations de Navier-Stokes linéarisées 318
Il est clair que A est une forme sesquilinéaire continue sur V . De plus, pour (ρ, u) ∈ V ,
Re
(
A
((
ρ
u
)
,
(
ρ
u
)))
= aγQγ−20
[
λ
∫
Ω
|ρ|2 dx+ ε
∫
Ω
|ρx|2dx+ V0
2
|ρ(1)|2
]
+Q0
[
λ
∫
Ω
|u|2 dx+ ν
Q0
∫
Ω
|ux|2dx
]
≥ C‖(ρ, u)‖2V ,
avec C > 0. Donc A est coercive.
Le théorème de Lax-Milgram assure l’existence et l’unicité d’un couple (ρε, uε) ∈ V tel que
pour tous (q, v) ∈ V ,
A
((
ρε
uε
)
,
(
q
v
))
= F
(
q
v
)
,
où F : V → C est la forme anti-linéaire continue définie par :
F
(
q
v
)
= aγQγ−20
∫
Ω
f(x) q(x) dx+Q0
∫
Ω
g(x) v(x) dx.
Il en résulte que pour tout q ∈ H1{0}(Ω),
λ
∫
Ω
ρε q dx+ ε
∫
Ω
ρεxqxdx+ V0
∫
Ω
ρεxq dx+Q0
∫
Ω
uεxq dx =
∫
Ω
f q dx, (4)
et pour tout v ∈ H10 (Ω),
λ
∫
Ω
uε v dx+
ν
Q0
∫
Ω
uεxvxdx+ V0
∫
Ω
uεxv dx+ aγQ
γ−2
0
∫
Ω
ρεxv dx =
∫
Ω
g v dx. (5)
On en déduit :
- d’abord que les équations constituant (E)ε sont satisfaites au sens des distributions sur Ω,
- puis, compte tenu de la régularité des différents termes, que ρεxx et uεxx appartiennent en
fait à L2(Ω). Par conséquent les équations constituant (E)ε ont lieu au sens fort.
En multipliant la première équation du système par q (q ∈ H1{0}(Ω;C)) et en intégrant sur
Ω, on obtient :
λ
∫
Ω
ρε q dx− ε
∫
Ω
ρεxxqdx+ V0
∫
Ω
ρεxq dx+Q0
∫
Ω
uεxq dx =
∫
Ω
f q dx,
puis en intégrant par partie le second terme, il vient :
λ
∫
Ω
ρε q dx− ερεx(1)q(1) + ε
∫
Ω
ρεxqxdx+ V0
∫
Ω
ρεxq dx+Q0
∫
Ω
uεxq dx =
∫
Ω
f q dx.
En comparant cette égalité avec (4), on en déduit que : ρεx(1) = 0.
Etape 2 : Estimations sur la suite (ρε, uε)ε.
Comme A
((
ρε
uε
)
,
(
ρε
uε
))
= F
(
ρε
uε
)
, il vient :
Re
[
A
((
ρε
uε
)
,
(
ρε
uε
))]
= Re
[
F
(
ρε
uε
)]
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= Re
(
aγQγ−20
∫
Ω
f ρε dx+Q0
∫
Ω
g uε dx
)
≤ aγQγ−20
(
Cλ
∫
Ω
|f |2dx+ λ
2
∫
Ω
|ρε|2 dx
)
+Q0
(
C ′λ
∫
Ω
|g|2dx+ λ
2
∫
Ω
|uε|2 dx
)
.
Or,
Re
[
A
((
ρ
u
)
,
(
ρε
uε
))]
=
aγQγ−20
[
λ
∫
Ω
|ρε|2 dx+ ε
∫
Ω
|ρεx|2dx+
V0
2
|ρε(1)|2
]
++Q0
[
λ
∫
Ω
|uε|2 dx+ ν
Q0
∫
Ω
|uεx|2dx
]
,
ce qui conduit à :
aγQγ−20
[
λ
2
∫
Ω
|ρε|2 dx+ ε
∫
Ω
|ρεx|2dx+
V0
2
|ρε(1)|2
]
+Q0
[
λ
2
∫
Ω
|uε|2 dx+ ν
Q0
∫
Ω
|uεx|2dx
]
≤ aγQγ−20 Cλ
∫
Ω
|f |2dx+Q0C ′λ
∫
Ω
|g|2dx.
Donc 
(uε)ε est borne´e dans H
1
0 (Ω),
(ρε)ε est borne´e dans L
2(Ω),
(
√
ερεx)ε est borne´e dans L
2(Ω),
(ρε(1))ε est borne´e dans C.
Etape 3 : Existence de la solution de (E) dans D(L).
On déduit de ce qui précède l’existence de ρ ∈ L2(Ω), u ∈ H10 (Ω) et l ∈ C tels que, modulo
une extraction de sous-suites, 
uε ⇀ u dans H10 (Ω),
ρε ⇀ ρ dans L2(Ω),
ρε(1)→ l dans C.
Enfin, on a aussi, ερεx → 0 dans L2(Ω) (au sens fort).
Comme l’égalité λρε − ερεxx + V0ρεx + Q0uεx = f a lieu au sens classique, on en déduit que
pour tout ϕ ∈ D(Ω;C),
λ
∫
Ω
ρε ϕdx+ ε
∫
Ω
ρεxϕxdx− V0
∫
Ω
ρεϕx dx+Q0
∫
Ω
uεxϕdx =
∫
Ω
f ϕ dx,
ce qui, vu les résultats de convergence ci-dessus, conduit à :
λ
∫
Ω
ρϕ dx− V0
∫
Ω
ρϕx dx+Q0
∫
Ω
uxϕdx =
∫
Ω
f ϕ dx.
Donc l’égalité : λρ + V0ρx + Q0ux = f a lieu au sens des distributions. Mais alors, ρx =
1
V0
(f − λρ−Q0ux) ∈ L2(Ω), donc, en fait, ρ ∈ H1(Ω).
D’autre part, d’après (4), nous avons pour tout q ∈ H1{0}(Ω),
V0
∫
Ω
ρεxq dx = −λ
∫
Ω
ρε q dx− ε
∫
Ω
ρεxqxdx−Q0
∫
Ω
uεxq dx+
∫
Ω
f q dx,
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et donc :
lim
ε→0
∫
Ω
ρεxq dx =
1
V0
(
−λ
∫
Ω
ρ q dx−Q0
∫
Ω
uxq dx+
∫
Ω
f q dx
)
=
1
V0
∫
Ω
(f − λρ−Q0ux) q dx
=
∫
Ω
ρxq dx.
Or d’après (5), pour tout v ∈ H10 (Ω),
λ
∫
Ω
uε v dx+ ν
∫
Ω
uεxvxdx+ V0
∫
Ω
uεxv dx+ aγQ
γ−2
0
∫
Ω
ρεxv dx =
∫
Ω
g v dx,
donc en passant à la limite il vient :
λ
∫
Ω
u v dx+ ν
∫
Ω
uxvxdx+ V0
∫
Ω
uxv dx+ aγQ
γ−2
0
∫
Ω
ρxv dx =
∫
Ω
g v dx,
ce qui implique λu − νuxx + V0ux + aγQγ−20 ρx = g au sens des distribution dans Ω. On en
déduit facilement que uxx ∈ L2(Ω) et donc que u ∈ H2(Ω) ∩H10 (Ω).
En résumé, nous avons établi que le couple (ρ, u) appartient à H1(Ω) × H2(Ω) ∩ H10 (Ω) et
satisfait, au sens fort, les équations suivantes :
λρ+ V0ρx +Q0ux = f, (6)
λu− ν
Q0
uxx + V0ux + aγQ
γ−2
0 ρx = g. (7)
Il reste à établir que ρ(0) = 0 et la preuve sera complète.
D’après (6), pour tout q ∈ H1{0}(Ω), on a (après une intégration par parties) :
λ
∫
Ω
ρ q dx+ V0ρ(1)q(1)− V0
∫
Ω
ρ qxdx+Q0
∫
Ω
uxq dx =
∫
Ω
f q dx. (8)
Puis en revenant à (4) et en faisant aussi une intégration par parties, on obtient :
λ
∫
Ω
ρε q dx+ ε
∫
Ω
ρεxqxdx+ V0ρ
ε(1)q(1) dx− V0
∫
Ω
ρεqx dx+Q0
∫
Ω
uεxq dx =
∫
Ω
f q dx.
En passant à la limite, il vient :
λ
∫
Ω
ρ q dx+ V0 l q(1)− V0
∫
Ω
ρ qxdx+Q0
∫
Ω
uxq dx =
∫
Ω
f q dx (9)
En comparant (8) et (9), on déduit que ρ(1) = l.
D’autre part, sachant que l’équation λuε − ν
Q0
uεxx + V0u
ε
x + aγQ
γ−2
0 ρ
ε
x = g a lieu au sens fort
et que ρε(0) = 0, on en déduit que pour tout v ∈ H1(Ω),
λ
∫
Ω
uεv dx+
ν
Q0
∫
Ω
uεxvx dx+V0
∫
Ω
uεxv dx+aγQ
γ−2
0 ρ
ε(1)v(1)−aγQγ−20
∫
Ω
ρεvx dx =
∫
Ω
g v dx.
En passant à la limite, on obtient donc :
λ
∫
Ω
uv dx+
ν
Q0
∫
Ω
uxvx dx+ V0
∫
Ω
uxv dx+ aγQ
γ−2
0 l v(1)− aγQγ−20
∫
Ω
ρvx dx
=
∫
Ω
g v dx
(10)
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Enfin, d’après (7), on a pour tout v ∈ H1(Ω) :
λ
∫
Ω
uv dx+
ν
Q0
∫
Ω
uxvx dx+ V0
∫
Ω
uxv dx+ aγQ
γ−2
0 [ρ(1) v(1)− ρ(0)v(0)]
−aγQγ−20
∫
Ω
ρvx dx =
∫
Ω
g v dx
(11)
En comparant (10) et (11), on en déduit que ρ(0) = 0.

Proposition IV.13 Pour tout λ > 0, la résolvante R(λ;L) = (λI − L)−1 est un opérateur
compact de Z dans Z.
Preuve. Soient λ > 0 et
(
fn
gn
)
n
une suite bornée dans Z. Notons (ρn, un) ∈ D(L) la
solution de l’équation :
(En) : λ
(
ρ
u
)
− L
(
ρ
u
)
=
(
fn
gn
)
.
On a alors :
λ
∥∥∥∥∥
(
ρn
un
)∥∥∥∥∥
2
Z
−
〈
L
(
ρn
un
)
,
(
ρn
un
)〉
=
〈(
fn
gn
)
,
(
ρn
un
)〉
≤
∥∥∥∥∥
(
fn
gn
)∥∥∥∥∥
Z
∥∥∥∥∥
(
ρn
un
)∥∥∥∥∥
Z
Comme Re
[〈
L
(
ρn
un
)
,
(
ρn
un
)〉]
≤ 0, il vient :
∥∥∥∥∥
(
ρn
un
)∥∥∥∥∥
Z
≤ 1
λ
∥∥∥∥∥
(
fn
gn
)∥∥∥∥∥
Z
.
La suite (ρn, un)n est donc bornée dans Z.
De plus, d’après (En), on a :
λρn + V0ρ
n
x +Q0u
n
x = f
n, (12)
λun − ν
Q0
unxx + V0u
n
x + aγQ
γ−2
0 ρ
n
x = g
n. (13)
En multipliant (13) par un puis en intégrant sur Ω, on obtient :
λ
∫
Ω
|un|2dx+ ν
Q0
∫
Ω
|unx|2dx+ V0
∫
Ω
unxu
n dx− aγQγ−20
∫
Ω
ρnunx dx =
∫
Ω
gnun dx.
En prenant la partie réelle, il vient :
λ
∫
Ω
|un|2dx+ ν
Q0
∫
Ω
|unx|2 = aγQγ−20 Re
[∫
Ω
ρnunx dx
]
+Re
[∫
Ω
gnun dx
]
≤ C
∫
Ω
|ρn|2dx+ ν
2Q0
∫
Ω
|unx|2dx+ C
∫
Ω
|gn|2dx+ λ
2
∫
Ω
|un|2dx.
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Donc :
λ
2
∫
Ω
|un|2dx+ ν
2Q0
∫
Ω
|unx|2 ≤ C
∫
Ω
|ρn|2dx+ C
∫
Ω
|gn|2dx.
Ce qui montre que (un)n est bornée dans H10 (Ω;C).
Mais alors, d’après (12), comme ρnx =
1
V0
(fn − λρn −Q0unx), on voit que (ρnx)n est bornée
dans L2(Ω) et donc que (ρn)n est bornée dans H1{0}(Ω;C).
Finalement, la suite (ρn, un)n est bornée dans H1{0}(Ω;C)×H10 (Ω;C). Or cet espace s’injecte
de manière compacte dans Z. La suite (ρn, un)n est donc relativement compacte dans Z.

Remarque. Compte-tenu de l’équation résolvante - pour tout λ, µ ∈ ρ(L), R(µ;L) =
R(λ;L) + (λ − µ)R(µ;L)R(λ;L) -, on voit que R(µ;L) est compacte pour tout µ ∈ ρ(L)
(ρ(L) désignant ici l’ensemble résolvant de L).
Corollaire IV.14 Le spectre σ(L) de L est dénombrable et ne contient que des valeurs
propres de L.
Preuve. Soit λ0 > 0 fixé. Nous savons que R0 := R(λ0;L) est compacte de Z dans lui-même,
donc son spectre σ(R0) est dénombrable, n’admet que 0 pour éventuel point d’accumulation
et tout élément non nul du spectre est une valeur propre de R0. On note µn, n ∈ N∗, les
éléments de σ(R0) autres que 0.
Comme L est un opérateur fermé, on peut affirmer que pour tout λ ∈ C, dès que λI − L
est une bijection de D(L) dans Z, R(λ;L) = (λI − L)−1 est continue de Z dans Z. Ainsi,
un nombre complexe λ 6= λ0 appartient à l’ensemble résolvant de L si, et seulement si, pour
tout z ∈ Z, l’équation :
(Eλ) : λx− Lx = z,
d’inconnue z ∈ D(L) admet une unique solution . Or, (Eλ) s’écrit de manière équivalente
sous la forme : (λ − λ0)x + (λ0I − L)x = z. Le changement d’inconnue x := R0y, y ∈ Z,
conduit alors à résoudre :
(E ′λ) : (λ− λ0)R0y + y = z,
soit (car λ 6= λ0) :
(E ′λ) : (
1
λ0−λI −R0)y = 1λ0−λz.
- Si 1
λ0−λ 6∈ {µn, n ≥ 1}, alors ( 1λ0−λI − R0) est bijectif et donc l’équation (E ′λ) admet une
solution unique y ∈ Z. Donc (Eλ) admet une solution unique et donc λ ∈ ρ(L).
- Si 1
λ0−λ ∈ {µn, n ≥ 1} (c’est-à-dire si λ est de la forme λ = λ0− 1µn ), alors ( 1λ0−λI −R0) est
non injectif et donc l’équation (E ′λ) n’aura pas de solution unique (elle en aura une infinité ou
aucune). Par conséquent, λ n’appartient pas à l’ensemble résolvant de L. De plus, l’équation
homogène associée à (E ′λ) admet une solution non nulle y ∈ Z, donc l’équation homogène
associée à (Eλ) admet x := R0y pour solution (x 6= 0). Donc λ est une valeur propre de L.
En résumé, le spectre de L est : σ(L) = {λ0 − 1µn , n ≥ 1} et ne contient que des valeurs
propres.
CHAPITRE IV - Equations de Navier-Stokes linéarisées 323

5.3 Stabilité exponentielle
Proposition IV.15 Le semi-groupe (SL(t))t≥0 engendré par L est exponentiellement stable,
i.e. il existe M > 0 et ω < 0 tel que pour t ≥ 0, on ait :
‖SL(t)‖L(Z) ≤M eωt.
Preuve. Pour la démonstration nous faisons appel à un résultat de F.L. Huang (cf. [Zheng]
page 55) :
Théorème Un semi-groupe continu (S(t))t≥0 sur un espace de Hilbert H est exponentielle-
ment stable si, et seulement si, son générateur infinitésimal (A,D(A)) satisfait les conditions
suivantes :
sup {Re(λ);λ ∈ σ(A)} < 0 et sup
{
‖R(λ;A)‖L(H);λ ∈ ρ(A) /Re(λ) ≥ 0
}
<∞.
(SL(t))t≥0 est donc exponentiellement stable si, et seulement si,
(i) sup {Re(λ);λ ∈ σ(L)} < 0
et :
(ii) sup
{
‖R(λ;L)‖L(H);λ ∈ ρ(L) /Re(λ) ≥ 0
}
<∞
On raisonne par l’absurde.
Etape 1 : Supposons que (i) soit fausse. Comme (SL(t))t≥0 est un semi-groupe de contrac-
tions, on a : ρ(L) ⊃ {λ ∈ C /Re(λ) > 0} et donc σ(L) ⊂ {λ ∈ C /Re(λ) ≤ 0}. D’où
sup {Re(λ);λ ∈ σ(L)} = 0.
Il existe donc une suite (λn)n de valeurs spectrales telle que limn→∞Re(λn) = 0. D’après le
corollaire IV.14, toute valeur spectrale est valeur propre et il existe donc une suite (zn)n où
zn =
(
ρn
un
)
∈ D(L) telle que pour tout n ≥ 1 :
 ‖zn‖Z = 1,(λnI − L)zn = 0.
On a donc Re[〈(λnI − L)zn, zn〉] = 0. Mais par ailleurs :
Re[〈(λnI − L)zn, zn〉] = Re(λn)‖zn‖2Z −Re[〈(Lzn, zn〉]
= Re(λn) +
aγQγ−20 V0
2
|ρn(1)|2 + ν
∫
Ω
|unx|2dx,
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d’où :  ρ
n(1)→ 0 dans C,
unx → 0 dans L2(Ω).
Comme (un)n est à termes dans H10 (Ω), on en déduit que :
un → 0 dans H10 (Ω).
La relation (λnI − L)zn = 0 signifie que : λnρ
n + V0ρ
n
x +Q0u
n
x = 0,
λnu
n + V0u
n
x − νQ0unxx + aγQ
γ−2
0 ρ
n
x = 0.
- Supposons que limn→∞ λn = 0, alors on déduit de ces équations et de ce qui précède que : ρ
n
x → 0 dans L2(Ω),
unxx → 0 dans L2(Ω).
Comme (ρn)n est à termes dans H1{0}(Ω), on en déduit que :
ρn → 0 dans H1{0}(Ω).
Mais alors la suite de terme général ‖zn‖2Z = aγQγ−20 ‖ρn‖2L2(Ω) + Q0‖un‖2L2(Ω) converge vers
0 ce qui contredit l’hypothèse ‖zn‖Z = 1.
- Par conséquent, le suite (λn)n ne converge pas vers 0 et donc, quitte à considérer une suite
extraite, on peut supposer qu’il existe un réel δ > 0 tel que pour tout n, on ait : |λn| ≥ δ.
On peut donc écrire la relation (λnI − L)zn = 0 sous la forme :
ρn + V0
λn
ρnx +
Q0
λn
unx = 0,
un + V0
λn
unx − νλnQ0unxx +
aγQγ−20
λn
ρnx = 0.
On déduit de la première ligne que : ρ
n + V0
λn
ρnx → 0 dans L2(Ω),
( 1
λn
ρnx)n est borne´e dans L
2(Ω),
et de la seconde que :  −
ν
λnQ0
unxx +
aγQγ−20
λn
ρnx → 0 dans L2(Ω),
( 1
λn
unxx)n est borne´e dans L
2(Ω).
Mais alors :
∫
Ω(ρ
n + V0
λn
ρnx) ρ
n dx→ 0 c’est-à-dire :∫
Ω
|ρn|2dx+ V0
λn
∫
Ω
ρnx ρ
n dx→ 0 (14)
De même :
∫
Ω(− νλnQ0unxx +
aγQγ−20
λn
ρnx) ρ
n dx→ 0, c’est-à-dire :
− ν
λnQ0
∫
Ω
unxxρ
n dx+
aγQγ−20
λn
∫
Ω
ρnx ρ
n dx→ 0 (15)
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Or :
− ν
λnQ0
∫
Ω
unxx ρ
n dx = − ν
λnQ0
unx(1) ρ
n(1) +
ν
λnQ0
∫
Ω
unx ρ
n
x dx.
En utilisant une inégalité de Nirenberg, il vient :∣∣∣∣∣− νλnQ0unx(1) ρn(1)
∣∣∣∣∣ ≤ νQ0‖ 1λnunxx‖1/2L2(Ω)‖ 1λnun‖1/2L2(Ω)|ρn(1)|.
Or les termes ‖ 1
λn
unxx‖L2(Ω) et ‖ 1λnun‖L2(Ω) sont bornés et on sait que ρn(1) converge vers 0,
donc :
lim
n→∞
(
− ν
λnQ0
unx(1) ρ
n(1)
)
= 0.
D’autre part, ∣∣∣∣∣ νλnQ0
∫
Ω
unx ρ
n
x
∣∣∣∣∣ ≤ νQ0‖unx‖L2(Ω)‖ 1λnρnx‖L2(Ω),
et on sait que ‖unx‖L2(Ω) converge vers 0 alors que ‖ 1λnρnx‖L2(Ω) est borné, donc :
lim
n→∞
(
ν
λnQ0
∫
Ω
unx ρ
n
x
)
= 0.
Par conséquent limn→∞− νλnQ0
∫
Ω u
n
xx ρ
n dx = 0, ce qui implique d’après (15) que :
lim
n→∞
aγQγ−20
λn
∫
Ω
ρnx ρ
n dx = 0.
Mais alors en exploitant (14), il vient :
lim
n→∞
∫
Ω
|ρn|2dx = 0,
ce qui est absurde car on aurait alors ‖zn‖2Z = aγQγ−20 ‖ρn‖2L2(Ω) +Q0‖un‖2L2(Ω) → 0.
En conclusion, (i) est vérifiée.
Etape 2 : Supposons maintenant que (ii) soit fausse.
Il existe alors une suite (λn)n à termes dans ρ(L) telle queRe(λn) ≥ 0 et limn→∞ ‖R(λn;L)‖L(Z) =
+∞. Or, par définition :
‖R(λn;L)‖L(Z) = sup
{‖R(λn;L)f‖Z
‖f‖Z ; f ∈ Z \ {0}
}
= sup
{ ‖z‖Z
‖(λnI − L)z‖Z ; z ∈ D(L) \ {0}
}
Il existe donc une suite (zn)n où zn =
(
ρn
un
)
∈ D(L) telle que pour tout n ≥ 1 :
 ‖zn‖Z = 1,(λnI − L)zn → 0.
On a donc Re[〈(λnI − L)zn, zn〉]→ 0 avec :
Re[〈(λnI − L)zn, zn〉] = Re(λn)‖zn‖2Z −Re[〈(Lzn, zn〉]
= Re(λn) +
aγQγ−20 V0
2
|ρn(1)|2 + ν
∫
Ω
|unx|2dx.
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d’où : 
Re(λn)→ 0 dans R,
ρn(1)→ 0 dans C,
unx → 0 dans L2(Ω).
Comme (un)n est à termes dans H10 (Ω), on en déduit que :
un → 0 dans H10 (Ω).
On est alors ramené à une situation analogue à celle de l’étape 1. En reprenant à l’identique
la démarche suivie, on obtient alors la contradiction souhaitée, ce qui termine la preuve.

327
Bibliographie
[AnKaMo] S.N. Antontsev, A.V. Kazhikov and V.N.Monakhov. Boundary Values Problems
in Mechanics of Nonhomogeneous Fluids. North-Holland, Amsterdam (1990).
[Amann] Herbert Amann. Ordinary Differential Equations. An Introduction to Nonlinear Ana-
lysis. de Gruyter Studies in mathematics (1990).
[Brezis] Haïm Brézis. Analyse Fonctionnelle, Théorie et Applications. Masson (1983).
[Demail] Jean-Pierre Demailly. Analyse Numérique et Equations Différentielles. Presses uni-
versitaires de Grenoble (1991).
[Di-PeLi] R.J. Di-Perna and P.L. Lions. Ordinary Differential Equations, Transport Theory
and Sobolev Spaces. Inventiones Mathematicae 98 (1989), pages 511-547.
[Erban] Radek Erban. On existence of solutions to the Navier-Stokes Equations of a Two-
dimensional Compressible Flow. Math. Meth. Appl. Sci. 26 (2003), pages 489-517.
[FeNoPe] Eduard Feireisl, Antonín Novotný and Hana Petzeltova. On existence of Glo-
bally Defined Weak Solution to the Navier-Stokes Equations. J. math. fluid mech. 3
(2001), pages 358-392.
[Feireisl] Eduard Feireisl. Dynamics of Viscous Compressible Fluids. Oxford Lecture Series in
Mathematics and its Applications, 26, Oxford University Press (2003).
[Furs 1] A. V. Fursikov. Real Processes and Realizability of a Stabilisation Method for the
Navier-Stokes Equations by Boundary Feedback Control. Nonlinear Problems in Ma-
thematical Physics and Related topics II, Birman et al., Kluwer Academic/Plenum
Publishers (2002), pages 137-177.
[Furs 2] A. V. Fursikov. Stabilizability of the two-dimensionnal Navier-Stokes Equations with
Help of Boundary Feedback Control. J. Math. Fluid Mech. 3 (2001), pages 259-301.
[GeLe] Guiseppe Geymonat and Pénélope Leyland. Transport and Propagation of a Com-
pressible Fluid in a Bounded Region. Arch. Rat. Mech. and Anal. 100 (1987), pages
53-81.
[Kazh] A.V. Kazhikov. Boundary-value Problems for the Navier-Stokes Equations of a Vis-
cous Gas. Lecture Notes in Math. 1431 (1990), pages 169-172.
328
[KaSe] A.V. Kazhikov and V.V. Shelukhin. Unique Global Solutions in Time of Initial
Boundary Value Problems for One-dimensional Equations of a Viscous Gas. J. Appl.
Math. Mech. 41 (1977), pages 273-283.
[Lions 1] Pierre-Louis Lions. Mathematical Topics in Fluid Mechanics, Volume 1 : Incompres-
sible Models. Oxford Lecture Series in Mathematics and its Applications, 10, Oxford
University Press (1996).
[Lions 2] Pierre-Louis Lions. Mathematical Topics in Fluid Mechanics, Volume 2 : Compres-
sible Models. Oxford Lecture Series in Mathematics and its Applications, 10, Oxford
University Press (1998).
[Neustu] Jiri Neustupa. A Semi Group Generated by the Linearized Navier-Stokes Equations
for Compressible Fluids and its Uniform Growth Bound in Hölder Spaces. Navier-
Stokes Equations : Theory and Numerical Methods, London : Adisson Wesley (1998),
pages 96-109.
[Novo 1] Sébastien Novo. Compressible Navier-Stokes Model with Inflow-Outflow Boundary
Conditions. J. math. fluid mech. 7 (2005), pages 485-514.
[Novo 2] Sébastien Novo. Quelques problèmes aux limites pour des équations de Navier-Stokes
compressibles et isentropiques. Thèse de l’Université de Toulon et du Var (2002).
[NoSt] Antonín Novotný and Ivan Straškraba. Introduction to the Mathematical Theory
of Compressible Flow. Oxford Lecture Series in Mathematics and its Applications, 27,
Oxford University Press (2004).
[Zheng] Songmu Zheng. Non Linear Parabolic Equations and Hyperbolic-Parabolic Coupled
Systems. Pitman Monographs and Survey in Pure and Applied Mathematics, 76 (1995).
Quelques problèmes aux limites pour les équations de Navier-Stokes 
 
Résumé.  
Cette thèse, composée de quatre chapitres, aborde sur quelques exemples le problème de 
l'existence de solutions aux équations de Navier-Stokes pour le modèle de l'écoulement 
isentropique d'un gaz parfait. 
  Le premier chapitre regroupe les théorèmes classiques utilisés pour étudier les équations de 
Navier-Stokes. Nous y avons ajouté quelques résultats, spécifiquement développés pour ce 
travail, qui concernent l'équation de conservation de la masse. 
   Dans le second chapitre, nous nous intéressons à un écoulement bidimensionnel entre deux 
parois parallèles. Le domaine sur lequel sont étudiées les équations est alors un rectangle et le 
système d'équations est complété par des conditions initiales et des conditions limites portant 
sur la densité et la vitesse du gaz. Nous fournissons alors une preuve de l'existence d'une 
solution à ce problème en nous appuyant sur une extension convenable des conditions de 
bord. 
  Dans le troisième chapitre, en nous inspirant des idées exploitées au chapitre précédent, nous 
développons l'étude de deux nouveaux exemples. Le premier concerne un problème 
d'écoulement autour d'une aile d'avion et le second exemple reprend le modèle du chapitre 
deux en modifiant la vitesse sur le bord du domaine. 
  Le quatrième et dernier chapitre traite de l'existence d'une solution aux équations de Navier-
Stokes linéarisées au voisinage d'une solution stationnaire. Nous prouvons un tel résultat dans 
le cas d'un écoulement semblable à celui étudié au chapitre deux. Enfin, nous terminons ce 
chapitre en démontrant le caractère exponentiellement stable du système étudié dans le cas 
monodimensionnel. 
 
 
Few boundary value problems for the Navier-Stokes equations 
 
Abstract. 
This thesis, divided in four chapters, deals with the existence of solutions to the Navier-Stokes 
equations modelling the isentropic flow of a perfect gas.  
In the first chapter, classical theorems used to study the Navier-Stokes equations are collected. 
Some results, specifically developed for this work and concerning the mass conservation 
equation, have been added.  
In the second chapter, we consider a two dimensional flow between parallel walls. The 
domain in which the equations are stated is a rectangle and the system is completed by initial 
and boundary conditions for the gas density and its velocity. The existence of solutions to this 
problem is established by defining a suitable extension of the boundary conditions.  
In chapter three, based on the ideas developed in the previous chapter, we study two other 
examples. The first one corresponds to a flow around a plane wing and the second one takes 
up again the problem of chapter two by modifying the boundary conditions for the velocity.  
The last chapter deals with the existence of solutions to the Navier-Stokes equations 
linearized about a stationary solution. Such a result is proved in the case of a domain and 
boundary conditions similar to the ones studied in chapter two. Finally, we end this chapter by 
proving the exponential stability of the corresponding one dimensional system.  
 
 
 
