Abstract
Introduction
Allowing a mathematically sound integration of different concepts into a single minimisation framework, variational methods belong to the best performing and best understood methods for computing the optical flow. In particular, their ability to estimate optical flow at those locations where image information is not available makes them very attractive. They can be designed in such a way that they preserve motion boundaries [9, 22, 23, 25, 29] , treat large displacements correctly [1, 2, 4, 9, 22] , are robust with respect to illumination changes [9] or perform favorably in the presence of noise and occlusions [4, 5, 9] . But only if several of these concepts are combined within a single energy functional, methods are obtained that allow for a highly accurate and dense estimation of the results and thus show the true potential of variational techniques [5, 9, 22] .
However, there is a also a prize to pay when using variational methods: The regularizer, that yields the desired filling-in-effect at locations without image information, also leads to a coupling of neighboring pixels in the optimization problem. This in turn requires a joint optimization of all pixels by solving one or more large systems of equations. Often standard iterative numerical schemes such as the Gauß-Seidel method are applied for this purpose: While they are easy to implement, they require thousands of iterations to reach the desired numerical accuracy. Unfortunately, people inferred from this fact that variational methods are too slow for real-time performance.
From a numerical viewpoint, however, such basic iterative solvers are not the end of the road: Very promising, in particular in the context of variational methods, are so called bidirectional multigrid schemes [7, 8, 20, 27, 30] . They overcome limitations of iterative solvers by creating a sophisticated hierarchy of equation system with excellent error reduction properties. During the last years such methods became more and more popular and have been used for various tasks such as photometric stereo [21] , variational deconvolution [13] or image restoration [17] . Also in the field of optical flow estimation such methods have been applied more frequently [6, 19, 16, 18, 26] . Recently, even first realtime implementations have been presented, that, however, were limited to basic variational methods only [10, 11] .
In our paper we combine both the excellent quality of recent variational methods and the speed of numerical multigrid strategies. To this end, we present an improved version of the approach of Brox et al. [9] and develop a highly efficient numerical scheme for its optimization. While the model allows the computation of the lowest angular errors in the literature, the implementation allows the estimation of more than six of these high quality flow field per second on standard PCs if sequences of size 160 × 120 are used.
Our paper is organized as follows. In Section 2 we give a short review on the method of Brox et al. and improve it by a separate robustification of the data terms. A suitable optimization strategy for the obtained energy functional is presented in Section 3. Section 4 describes discretization aspects, the choice of a basic iterative solver and the development of a highly efficient multigrid method. Qualitative experiments and performance benchmarks are presented in Section 5 while a summary concludes this paper.
The Variation Model
In this section we derive our variational model for the real-time approach. Since its formulation is essentially based on the method of Brox et al. [9] let us start be giving a short review on this technique.
The Approach of Brox et al.
Let I(x) be a presmoothed image sequence with x := (x, y, t) where (x, y) denotes the location within a rectangular domain Ω and t ≥ 0 denotes time. Furthermore let u = (u, v, 1) be the wanted displacement field between two frames of that sequence at time t and time t + 1. Then, the 2-D variant of the algorithm of Brox et al. computes the optical flow as minimizer of the energy functional
where the data term is given by
and the smoothness term reads
Here α and β are non-negative weights. While the first part of the data term models the assumption that the grey value of objects does not change over time, the second one renders the approach more robust against varying illumination. This is achieved by assuming constancy of the spatial image gradient ∇I = (I x , I y ) . In order to allow for a correct estimation of large displacements, the linearization of both assumptions is postponed to the optimization and the numerical scheme. Moreover, a non-quadratic penalizer ψ is applied to both the data and the smoothness term. While such a robust function in the data term increases the performance with respect to outliers, a non-quadratic penalizer in the smoothness term models the assumption of a piecewise smooth flow field. In both cases a regularized version of the total variation (TV) [24, 15] is used that is given by ψ(s 2 ) = √ s 2 + 2 . The regularization parameter is thereby set to 10 −3 .
Separate Robustification
Instead of applying a single robust function to the whole data term we propose a splitting such that deviations from the grey value and the gradient constancy assumption are penalized separately. Thus, the original energy functional in (1) becomes
with the new data terms
This modification has the following advantage when using the total variation as robust function: Let s 1 and s 2 be two constraints. Then, instead of s 2 1 + αs 2 2 we ob-
. Setting α * = √ α one can easily verify that the proposed variant does only penalize such cases more severely where both assumptions are not fulfilled, i.e. |s 1 | = 0 and |s 2 | = 0. As a consequence, those solutions are favored by the new approach where at least one of the data terms holds.
The Euler-Lagrange Equations
Let us now derive the Euler-Lagrange equations that are necessary conditions for the minimizer of the proposed energy functional. Following the calculus of variations and using abbreviations of type I * := ∂ * I (x + u) for spatial derivatives and I * z := I * (x + u) − I * (x) for temporal differences, we obtain
with reflecting Neumann boundary conditions.
The Optimization
In this section, we discuss a suitable optimization procedure for our energy functional. In accordance with [9] we propose a fixed point iteration of the form
which is semi-implicit in the data and fully implicit in the smoothness term. Compared to an explicit scheme this offers a faster convergence and a better stability.
Incremental Computation
In a next step we perform those linearization that have been intentionally postponed from the modeling phase to the optimization. To this end, we split the unknown iteration variable u k+1 into the known variable u k and an un-
This allows us to perform a Taylor expansion and linearize the temporal differences
Moreover, we simplify our notation by introducing the vector I ∇ := (I x , I y , I z ) and defining the symmetric tensors S := I ∇ I ∇ and T := I ∇x I ∇x + I ∇y I ∇y that are positive semi-definite by construction. Then, the partly linearized fixed point iteration can be rewritten as
with the nonlinear abbreviations
Coarse-to-Fine Warping
Since the underlying energy functional is non-convex, this fixed point iteration should be embedded in a multiresolution framework in order to avoid local minima. Such a proceeding yields the well-known warping technique: Starting from a coarse version, the original problem is successively refined while being compensated by the already computed motion at the same time. The motion increment that remains to be solved at each level is the solution of the nonlinear equation system (11)- (12) with respect to du k and dv k . Note that this problem, however, is convex due to the usage of a convex penalizer such as regularized TV in both data and smoothness term.
The Numerical Scheme
In our numerical section, we derive a highly efficient nonlinear solver for the aforementioned nonlinear system of equations (11)- (12) . This is done in three steps: First, we propose a suitable discretization. Then, we select a nonhierachical nonlinear method that serves as basic solver for our multigrid approach. And finally, we develop such a multigrid approach -a full approximation scheme (FAS) [7] .
Discretization
Let us now discuss how the nonlinear equation system for the motion increment at each resolution level k can be discretized appropriately. To this end, we consider the unknown functions du k (x) and dv k (x) on a rectangular pixel grid with grid size h , l ∈ {x, y}, temporal derivatives are calculated with a simple two point stencil. Expressions of type I x + u k that are required for the computation of the tensors S and T are obtained by a backward registration approach based on linear interpolation. The resulting tensor components (n, m) at pixel i are denoted by S nmi and T nmi . Finally, we define by N l (i) the set of neighbors of pixel i in direction of dimension l. Then, a finite difference approximation of the nonlinear equation system for the motion increment at level k is given by 
The Point Coupled Gauß-Seidel Method
Since the pixels du k i and dv k i are point coupled explicitly in the data term and implicitly in both the smoothness and the data term -as argument of the nonlinear expressions Ψ k -a solver is desirable that reflects this property. Therefore we propose the usage of a Gauß-Seidel solver with coupled point relaxation (CPR) and frozen coefficients [17] . This amounts to setting the nonlinear expressions fixed and performing one Gauß-Seidel relaxation step where du 
with matrix entries
and right hand side
where n is the iteration index of the point coupled Gauß-Seidel solver. Moreover, N − l (i) := {j ∈ N l (i) | j < i} denotes the set of already processed pixels, while N + l (i) := {j ∈ N l (i) | j > i} stands for the set of pixels that have yet to be processed.
Instead of using a linear solver with frozen coefficients one may also think of solving the nonlinear 2 ×2 system by means of a point coupled Newton-Gauß-Seidel method [8] .
However, experiments have shown that such a proceeding is much more expensive in terms of computational costs and thus not efficient enough for our purpose.
An Efficient Multigrid Algorithm
Common iterative solvers such as the presented point coupled Gauß-Seidel solver have one decisive drawback: Since only locally neighboring pixels are coupled in the relaxation scheme, it may take several thousand iterations to spread information over large distances. As a consequence, only high frequencies (local wavelength) of the error are reduced, while low frequencies (global wavelength) remain almost undamped. This leads to a convergence rate that is typically very fast at the beginning, but slows down significantly already after a few iterations.
In order to overcome this problem bidirectional multigrid methods [7, 8, 20, 27, 30 ] make use of coarser levels where they obtain useful correction steps. How this works exactly is now described in detail by the example of a nonlinear 2-grid cycle which forms the basic entity of our implementation.
The Basic Nonlinear 2-Grid Cylce (FAS)
Let us start by reformulating the nonlinear system (13)- (14) as
where
) stands for the right hand side. Then, the FAS [7] strategy works as follows:
I. We perform a presmoothing relaxation step. By applying our basic solver (point coupled Gauß-Seidel) several times we reduce all high frequency components in the error. 
Implementation Details
In our implementation we have used one W-cycle as solver at each warping level. Thereby, the number of pre-and prostmoothing iterations was set to 5 each. The transfer between the different grids was realized by non-dyadic versions of averaging and constant interpolation as proposed in [10] while for the construction of the nonlinear coarse grid operators a discretization coarse grid approximation (DCA) [8] approach was used. In this context, one should note that it is important to restrict the tensors S and T in such a way that their positive semi-definiteness is preserved. Then, the point coupled Gauß-Seidel method can still be applied (the data term provides uniqueness of the solution at each level).
Results
Let us start by evaluating the qualitative performance of the proposed approach. To this end, we used the Yosemite sequence with clouds by Lynn Quam and computed the average angular error [3] for our model with α = 16.5, β = 160, D = 10 −1 and S = 10 −3 . This synthetic benchmark is one of the most popular benchmarks, since it combines divergent and translational motion, has a large motion discontinuity and non-constant illumination in the sky region. In Table 1 our results are compared to the best results from the literature. As one can see, our approach performs favourably: With an average angular error of 1.72
• and 2.42
• , it outperforms all other techniques including the original method of Brox et al. [9] . In this context one 
6.88
• should note that the 3-D version of our approach is not realtime capable due to its blockwise computation of the flow fields. However, the corresponding result is still listed in order to show the full potential of the improved model. In order to get a visual impression of the quality of the estimation we have compared the magnitude of the computed flow field and the ground truth in Figure 2 . Evidently, the computed result matches the ground truth very well. The discontinuity at the horizon is preserved and the sky region is estimated correctly, as well. This confirms our observations of a small angular error.
After we have evaluated the quality of our method, let us investigate the efficiency of the proposed numerical scheme. To this end we have run our implementation (with the same parameters as before) on a standard desktop PC with 3.06 GHz Pentium4 CPU and compared it to its basic solver as well an optimized variant of a Quasi-Newton scheme [9, 14, 28] . As test sequence served a downsampled variant of the Rheinhafen sequence by Nagel of size 160 × 120. This and other challenging traffic sequence are available at http://i21www.ira.uka.de/image sequences All solvers were stopped at exactly that relative error e rel := e 2 / x 2 that was achieved by our multigrid implementation. In this context one should note that this error refers to the final result which is the outcome of sequence of nonlinear equation systems: Thus, errors on coarser warping levels influence the result on a finer warping level such that errors propagate.
The obtained speedups are presented in Table 2 . As on can see, the proposed approach outperforms the other methods by far. With a speedup factor of 180 it is even more than two orders of magnitude faster than its basic solver. Moreover, it achieves real-time performance of an unseen quality with more than 6 dense flow fields per second.
The corresponding flow field is shown in Figure 3 . One can see that the result looks very realistic. While the van in the foreground moves faster, the cars in the background move slower. Moreover, the boundaries of the objects are rather sharp. One should keep in mind that the computation of such a high quality flow field took only 150 milliseconds.
Summary and Conclusions
In this paper we have shown that state-of-the-art accuracy and real-time performance in optical flow computation are not contradictive. Our contributions are twofold: Firstly, we have demonstrated that a modification of the approach of Brox et al. [9] which uses a separate instead of a joint robustification yields a model that computes the currently best angular errors in the literature. Secondly, and more importantly, we have focused on deriving a highly efficient multigrid algorithm for this method. It is based on a coarse-tofine warping strategy combined with a full approximation scheme (FAS) as numerical solver for the resulting nonlinear systems of equations. Benchmarks have shown that this multigrid algorithm is more than two orders of magnitude more efficient than a basic iterative solver of Gauß-Seidel type. As a consequnce, the computation of six dense high quality flow fields per second became possible on standard PCs for sequences of size 160 × 120.
We hope that our work contributes to render variational optical flow techniques more attractive for time-critical applications such as robot navigation or driver assistance sys-
