In this paper we consider Lur'e systems where a linear dynamical system is feedback interconnected to a multilayer perceptron nonlinearity, corresponding to recurrent neural networks with two hidden layers. For this class of nonlinear systems, we present sucient conditions for global asymptotic stability based on quadratic and Lur'e-Postnikov Lyapunov functions. Su cient conditions for dissipativity are derived with respect to a supply rate of quadratic form (including the cases of passivity and nite L 2 -gain) and a storage function of quadratic form and quadratic from with integral terms. All derived conditions are expressed as matrix inequalities.
Introduction
The aim of this paper is to investigate a class of nonlinear systems, that is parametrized by multilayer perceptrons, resulting into recurrent neural networks with two hidden layers. For the autonomous case the links between classical Lur'e systems that contain sector nonlinearities, Lur'e systems with multilayer perceptron nonlinearity and recurrent neural networks with two hidden layers are discussed. It is well-known that multilayer perceptrons with one or more hidden layers are universal approximators in the sense that they are able to approximate any static continuous nonlinear function arbitrarily well on a compact interval 2, 7, 11] . In that sense 'generality' is preserved after parametrizing nonlinear systems by means of multilayer perceptrons, and at the same time 'structure' is brought into the problem, through the layered architecture with alternating linear operations (matrix-vector multiplications) and static nonlinear operations (sector nonlinearities). This layered structure and the fact that the two-hidden layer recurrent neural networks contain sector nonlinearities, are exploited in order to derive matrix inequalities as su cient conditions for global asymptotic stability. The case of a quadratic Lyapunov function is discussed with respect to the Kalman-YakubovichPopov (KYP) Lemma. Another criterion is derived by means of a Lur'e-Postnikov Lyapunov function. Hence, like for many problems arising in systems and control theory 3], stability of recurrent neural networks is another example within the unifying framework of matrix inequalities.
In the area of nonlinear H 1 control, the problem of extending results from linear H 1 control to input a ne and general nonlinear systems received considerable interest. Solutions have been presented for the state and output feedback case, in terms of the solution to Hamilton-Jacobi-Isaac equations 1, 8, 9, 17, 18, 21] . The notion of dissipativity as proposed by Willems 20] and later developed by Hill and Moylan for nonlinear systems 4, 5] , plays an important role in this context. In this paper we investigate dissipativity of non-autonomous two-hidden layer recurrent neural networks. This is done with respect to a supply rate of quadratic form (including the cases of passivity and nite L 2 -gain) and a storage function of quadratic form and quadratic from with integral terms. Like for the autonomous case, conditions are expressed as matrix inequalities.
Finally, the derived matrix inequalities for internal and I/O stability can be used in order to analyze or design linear or neural controllers based on a recurrent neural network model for a given nonlinear plant. Such recurrent neural networks might be either used as black box models, identi ed from I/O measurements on the plant, or as grey box models where only the unknown nonlinear part of the system is represented by a multilayer perceptron, based e.g. upon the Lur'e representation of the two-hidden layer recurrent neural network.
For a supply rate with nite L 2 -gain this nally leads to nonlinear H 1 control design for multilayer recurrent neural networks in a standard plant framework. A similar approach has been taken for discrete time multilayer recurrent neural networks in NL q theory, with applications to stabilizing and controlling systems that have one or multiple equilibria, are periodic, quasi-periodic or chaotic 15].
This paper is organized as follows. In Section 2 autonomous two-hidden layer recurrent neural networks are de ned and the link with Lur'e systems is discussed. In Section 3 some motivating examples of two-hidden layer recurrent neural networks are presented with respect to model-based neural control design and their interpretation as non-autonomous two-hidden layer recurrent neural networks in a standard plant framework. In Section 4 the absolute stability problem of autonomous two-hidden layer recurrent neural networks has been studied for the case of a quadratic Lyapunov function in relation to the KYP Lemma. In Section 5 the absolute stability problem is investigated for a Lur'e-Postnikov Lyapunov function. In Section 6 dissipativity of non-autonomous two-hidden layer recurrent neural networks is studied for two types of storage functions: quadratic and quadratic with integral terms.
2 Lur'e systems and neural networks
In this Section we discuss some relationships between Lur'e systems and multilayer recurrent neural networks.
De nition 1 Lur'e system]. A Lur'e system consists of a linear time invariant system (A; B; C; D), feedback interconnected to a static nonlinearity 
and correspond to a multilayer recurrent neural network or multilayer Hop eld network with one hidden layer and zero bias terms. The interconnection matrices are A 2 R n n , B 2 R n n h , C 2 R n h n with the number of hidden neurons n h equal to m. Hop The nonlinearity (:) is a multilayer perceptron with one hidden layer and zero bias terms.
Multilayer perceptrons with one hidden layer, which are of the form B 2 (C 2 y + 2 ), where 2 2 R n h is a bias vector, are universal approximators in the sense that they can approximate any continuous static nonlinearity arbitrarily well on a compact interval 7, 11] .
In this paper we are interested to investigate stability of recurrent neural networks that contain a second additional hidden layer.
De nition 2 autonomous two-hidden layer recurrent neural networks]. The autonomous nonlinear system with state space description _ x = Ax + B 1 (Nx + H 2 (Cx)); (6) state vector x 2 R n and interconnection matrices A 2 R n n , B 2 R n n h 1 , N 2 R n h 1 n , H 2 R n h 1 n h 2 , C 2 R n h 2 n is a two-hidden layer recurrent neural network. 1 (:), 2 (:) are static nonlinearities that belong to sector 0; k 1 ] and 0; k 2 ] respectively. The number of hidden neurons in the hidden layers are n h 1 ; n h 2 respectively. Zero bias terms are assumed.
For N = 0 the two-hidden layer recurrent neural network (6) (11) might be identi ed using a prediction error algorithm. The gradient of the cost function can be computed using a sensitivity method (called Narendra's dynamic backpropagation in the eld of neural networks 12]). A second motivation for studying twohidden layer recurrent neural networks is with respect to nonlinear models that are derived from physical laws and are representable in Lur'e system form (8) . One may study the system then by approximating the static nonlinearity with a multilayer perceptron. Now, let us in connection to the model M consider a nonlinear state feedback controller C 1 , a linear dynamic output feedback controller with saturation C 2 and a nonlinear output feedback controller C 3 :
C 2 : 
with controller state z 2 R nz and reference input d 2 R l . The matrices are of dimension W 2 R m n hu , V 2 R n hu n , E 2 R nz nz , F 2 R nz l , F 2 2 R nz l , G 2 R m nz , H 2 R m l , H 2 2 R m l , W EF 2 R nz n hz , V E 2 R n hz nz , V F 2 R n hz l , V F 2 2 R n hz l , W GH 2 R m n hu , V G 2 R n hu nz , V H 2 R n hu l , V H 2 2 R n hu l with n hu , n hz the number of hidden neurons in the hidden layers. The closed-loop systems will be represented in the following form.
De nition 3 non-autonomous two-hidden layer recurrent neural network]. The non-autonomous nonlinear system with state space description 
4 Absolute stability criteria: quadratic Lyapunov function
According to Lemma 1, autonomous recurrent neural network with two hidden layers (6) can be represented as classical Lur'e systems (9) . Hence a su cient condition for absolute stability of (9) 
It is however impossible to satisfy the latter inequality.
The problem that (26) cannot be satis ed is due to the fact that (:) has been assumed to belong to sector 0; 1). One has to exploit the fact that 1 (:), 2 (:) belong to a sector 0; k] in this case. Therefore Theorem 2 is modi ed as follows. The latter corresponds to kHk 2 < 2 3] . Hence application of Theorem 3 avoids the problems that were described in Corollary 2.
5 Absolute stability criteria: Lur'e-Postnikov Lyapunov function
In the previous Section stability of the two-hidden layer recurrent neural network was analysed with respect to a quadratic Lyapunov function, after representing the system as a classical Lur'e system (9) . In this Section we consider again the representation (6) where Z is assumed to be a full rank matrix. Then, if there exist a P = P T > 0 and diagonal matrices ?, , T, such that the matrix inequality
is satis ed, the two-hidden layer recurrent neural network (6) is globally asymptotically stable (or absolutely stable in the large) with the origin as unique equilibrium point.
Proof: Let us rst de ne z = Nx+H 2 (y) with y = Cx. One has the following inequalities for the sector conditions on 1 (:), 2 (:):
where n T i , h T i , c T j denote the i-th row of the matrices N, H and the j-th row of the matrix C 
Dissipativity
Let us consider the two-hidden layer recurrent neural network with input u 2 R m , output y 2 R l and state vector x 2 R n :
In this Section we will analyze I/O properties of this system. Therefore, we associate to (33) a supply rate of the quadratic form 4, 5] s(u; y) = u T y T ] A T P + PA ? E T Q 22 E PB + k 1 N T k 2 C T T k 3 ; where Z is assumed to be a full rank matrix. also be based on the matrix inequalities by minimizing the maximum eigenvalue of the matrix inequality in the unknown parameter vector of the controller, the unknown matrices of the storage function and the diagonal matrices related to inequalities from the sector conditions. The resulting nonlinear optimization problem are non-convex and possibly non-di erentiable (when the two largest eigenvalues of the matrix inequality coincide) 14]. Such an approach for linear and neural control design based on matrix inequalities has been applied e.g. in NL q theory for discrete time multilayer recurrent neural networks 15].
Conclusion
In this paper absolute stability and dissipativity of recurrent neural networks with two hidden layers has been studied. The link between these systems and their Lur'e representations has been discussed. Su cient conditions for internal and I/O stability are derived from Lyapunov functions and storage functions that are either quadratic or quadratic plus integral term and are expressed as matrix inequalities. Supply rates with nite L 2 -gain lead to nonlinear H 1 control for multilayer recurrent neural networks, based on matrix inequalities. After parametrization of nonlinear systems by multilayer perceptrons, generality is preserved and the layered structure of the networks is exploited in deriving the results.
