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EXPECTATIONS, CONCAVE TRANSFORMS, CHOW WEIGHTS AND
ROTH’S THEOREM FOR VARIETIES
NATHAN GRIEVE
Abstract. We explain how complexity of rational points on projective varieties can be
interpreted via the theories of Chow forms and Okounkov bodies. Precisely, we study discrete
measures on filtered linear series and build on work of Boucksom and Chen, Boucksom-et-al
and Ferretti. For example, we show how asymptotic volume and Seshadri constants are
related to the theories of Chow weights and Okounkov bodies for very ample linear series.
We also consider arithmetic applications within the context of Diophantine approximation.
In this direction, we establish Roth-type theorems which can be expressed in terms of
normalized Chow weights and measures of local positivity.
1. Introduction
1.1. In recent years, we have made progress in understanding the role that discrete measures
play in the study of linear series on projective varieties and questions related to arithmetic,
Diophantine approximation, convexity and combinatorics. One important result in this
direction is work of Faltings and Wu¨stholz, [11]. There, certain discrete measures play an
important role in the proof of their main results which concern Diophantine approximation
for projective varieties, [11, Theorems 8.1, 9.1 and 9.3]. As observed by Ferretti, [12] and
[13], the expectations of such measures are related to Chow weights of projective varieties.
More recently, in [4] and [6], discrete measures are used to study filtered linear series. These
works establish explicit relationships between certain distributions on filtered linear series,
jumping numbers, vanishing sequences, and the theory of Okounkov bodies.
1.2. Here, we are motivated by these considerations in addition to work of McKinnon and
Roth, [23], [24], Ru and Vojta [29], Ru [28], Ru and Wang [30] and our own contributions
to this circle of ideas, [15], [16]. A key feature to these works is that they pertain to Dio-
phantine approximation and Roth-type theorems for projective varieties over number and,
respectively, function fields. One application of our main result here, see Theorem 1.1 be-
low, indicates how Geometric Invariant Theory, especially the theory of Chow weights, is
related to the Roth-type theorems as formulated in [23]. We study expectations of distribu-
tions on filtered linear series. In doing so, we extend work of Boucksom and Chen, [4], and
Mathematics Subject Classification (2010): 14C20, 14L24, 14J10, 14G05, 14J20, 11G50.
1
2 NATHAN GRIEVE
Boucksom-et-al, [6], [5]. The idea of using such measures to study arithmetic and Diophan-
tine properties of linear series is due to Faltings and Wu¨stholz, [11]. The role that Geometric
Invariant Theory plays within this circle of ideas was made precise by Ferretti, [12] and [13].
1.3. The purpose of this article is to reveal and establish significant nontrivial connections
between, on the one hand, diophantine and arithmetic aspects of linear series on projective
varieties, and, on the other hand, measures of growth and positivity of line bundles. In par-
ticular, complexity of rational points should be measured on rational curves, [22, Conjecture
2.7], [24, Conjecture 4.2]. Further, as is a consequence to what we do here, this complexity
can be interpreted via the theory of Chow forms and Okounkov bodies.
1.4. To describe our main results, let X be an irreducible normal projective variety, over an
algebraically closed field k of characteristic zero, and Z ( X a proper subscheme. Suppose
that L is a very ample line bundle on X . Let
(1.1) βZ(L) :=
∫ ∞
0
Vol(π∗L− tE)
Vol(L)
dt
be the asymptotic volume constant of L along Z. Here E is the exceptional divisor of the
blowing-up π : X˜ = BlZ(X)→ X of X along Z.
1.5. A special case of our main result is:
Theorem 1.1. Let X be an irreducible normal projective variety, Z ( X a proper subscheme
and L a very ample line bundle on X. In this context, the asymptotic volume constant βZ(L)
can be described as a normalized Chow weight:
(1.2) βZ(L) =
eX(c)
(dimX + 1)(degLX)
.
In (1.2), eX(c) denotes the Chow weight of X in P
n
k
with respect to a filtered basis for
H0(X,L) and c = (a0(L), . . . , an(L)) the weight vector determined by the vanishing numbers
of L with respect to the filtration induced by the exceptional divisor E.
1.6. Theorem 1.1 is a consequence of more general results which are of independent interest
(see Theorems 4.3 and 5.2). For example, Theorem 5.2 contains a number of equivalent de-
scriptions of βZ(L) and shows how it can be expressed as an expectation which is determined
by the concave transform of the Okounkov body of L.
Theorem 1.1 also has a consequence for Seshadri constants.
Corollary 1.2. Suppose that Z = x ∈ X is a point and let ǫ(L;Z) be the Seshadri constant
of L along Z. It then holds true that:
(1.3) ǫx(L) = ǫ(L;Z) 6
eX(c)
(dimX)(degLX)
.
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1.7. Theorem 1.1 and Corollary 1.2 motivate the question as to the extent to which the
asymptotic volume constant βZ(L) and the Seshadri constant ǫ(L;Z) can be compared for
higher dimensional subvarieties Z ( X . With this in mind, we mention that, arguing as in
[1, Lemma 5.4], there exists the inequality:
βZ(L) >
1
dimX + 1
ǫ(L;Z).
Further, in case that Z = x is a point, then this inequality can be further refined so as to
take the form:
βx(L) >
dimX
dimX + 1
ǫx(L),
[23, Corollary 4.4].
1.8. Theorem 1.1 and Corollary 1.2 have implications for rational points of varieties over
arithmetic fields. These kinds of applications are now well established in the literature ([23],
[24], [15], [30], [29], [17], [16]). Our results here extend and complement these existing
Roth-type theorems.
1.9. To formulate our arithmetic applications, let K be a number field or a function field
(charK = 0), K an algebraic closure of K, and fix a finite extension F/K, K ⊆ F ⊆ K.
Let X be a geometrically irreducible, geometrically normal projective variety over K and L
a very ample line bundle on X , defined over K. Let Z ( X be a subscheme, defined over
F, let eX(c) be the Chow weight of X in P
n
F
with respect to a filtered basis for H0(XF, LF)
and let c = (a0(L), . . . , an(L)) be the weight vector determined by the vanishing numbers of
L with respect to the filtration obtained by blowing-up X along Z. Let λZ,v(·) be the Weil
function of Z with respect to a fixed place v of K, fix a finite set S of such places and let
hL(·) be the logarithmic height of L.
1.10. Having fixed our arithmetic context, one consequence of Theorem 1.1 is:
Theorem 1.3. Let δ > 0. There exists constants aδ and bδ so that either:
hL(x) 6 aδ
or
(1.4)
∑
v∈S
λZ,v(x) 6
(
(degLX) (dimX + 1)
eX(c)
+ δ
)
hL(x) + bδ
for all K-rational points x ∈ X outside of some proper subvariety W ( X. In case that
Z = x ∈ X is a point, then the righthand side of (1.4) is at most:(
dimX + 1
(dimX)ǫ(L;Z)
+ δ
)
hL(x) + bδ.
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1.11. Theorem 1.3 improves our understanding of [23, Theorem 6.2], [15, Theorem 1.1] and
[30, Theorem 1.8]. We also mention that our approach to proving Roth’s theorem, in the
function field setting, [15], can also be adapted to establish a form of Theorem 1.3, in the
spirit of proof of [15, Theorem 1.1]. We state that result as Theorem 1.4 below. A key
point in this regard is the use of Schmidt’s Subspace Theorem in place of the theorems of
Faltings and Wu¨stholz, [11]. Furthermore, the overall method of proof can be expressed
conceptually via the concepts of vanishing sequences which are diophantine constraints, in
the sense defined in [15]. Those concepts from [15] admit natural extensions to the context
that we consider here. Alternatively, when K is a number field, using [23, Theorem 6.1],
that form of Theorem 1.3, along the lines of [23, Theorem 6.2] and [15, Theorem 1.1], is an
immediate consequence of Theorem 1.1. Finally, we mention that, in Section 6, we build on
the main examples of [6]. In doing so, we show how those examples are related to the results
that we obtain here.
1.12. To further motivate Theorem 1.1 and also to provide an additional arithmetic conse-
quence, we note also that it may be used to give a formulation of the main results of [23]
and [15]. Recall that the approximation constant αy(L) for a K-rational point y ∈ X(K) is
defined in [22, Definition 2.3], [23, Section 2] and [15, Section 3].
Theorem 1.4. Let y ∈ X(K) be an F-rational point, and eX(c) the Chow weight of X in P
n
F
with respect to a filtered basis for H0(XF, LF) and c = (a0(L), . . . , an(L)) the weight vector
determined by the vanishing numbers of L with respect to the filtration of the section ring
R(LF) obtained by blowing up X at y. Finally, let αy(L) denote the approximation constant
of y with respect to L and degLX the degree of X with respect to L. Then, we these notations
and hypothesis, it holds true that either:
αy(L) >
eX(c)
(dimX + 1)(degLX)
or
αy(L) = αy(L|W )
for some proper subvariety W ( X, defined over K and containing y as an F-rational point.
Proof. By Theorem 1.1, the asymptotic volume constant equals the normalized Chow weight:
βy(L) =
eX(c)
(dimX + 1)(degLX)
.
Thus, Theorem 1.4 follows by [23, Theorem 6.2], when K is a number field, and [15, Theorem
1.1], when K is a function field. 
1.13. Finally, we mention that Theorem 1.1 also has some overlap with the works [5], [2]
and others. For example, when the subscheme Z ( X determines a divisorial valuation
on the function field of X , then the asymptotic volume constant βZ(L) coincides with the
integrated volume in the sense of [2]. In particular, Theorem 1.1 then gives some indication
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of how concepts in Geometric Invariant Theory, for example the theory of Chow weights,
also enter into the study of log canonical and adjoint stability thresholds. We refer to [2,
Theorem C], for instance, for more details. Furthermore, as explained in [5], within the
context of test configurations, the normalized Chow weight appears as the expectation of
the Duistermaat-Heckman measure and, in particular, it appears as one part of defining the
Donaldson-Futaki invariant.
Acknowledgements. This work was conducted while I was a postdoctoral fellow at the
University of New Brunswick, where I was financially supported by an AARMS postdoctoral
fellowship, and while I was a postdoctoral fellow at Michigan State University. I thank
Jacques Hurtubise, Shin-Yao Jow, Steven Lu, Aaron Levin, Mike Roth and Julie Wang for
helpful discussions and comments on topics related to this work.
2. Preliminaries
2.1. In this section, we briefly record the concepts of positivity which are of primary impor-
tance for our purposes here. More details can be found in [20], [7] and [8].
2.2. Unless stated otherwise, we work over an algebraically closed field k with char(k) = 0.
By a variety over k, we mean a possibly reducible, possibly singular projective variety over
k. Equivalently, we mean a reduced projective scheme over Spec(k). Let X be an irreducible
variety of dimension d.
2.3. Let L be a line bundle on X with section ring
R(X,L) :=
⊕
m>0
H0(X,mL).
The volume of L is:
VolX(L) = Vol(L) := lim sup
m→∞
h0(X,mL)
md/d!
= lim
m→∞
h0(X,mL)
md/d!
.
In particular:
h0(X,mL) =
Vol(L)
d!
md +O(md−1),
for all m ≫ 0. More generally, there is a concept of volume for numerical classes of R-
divisors on X . From this point of view, Vol(·) becomes a continuous function on the real
Ne´ron-Severi space of X .
2.4. Let Z ( X be a subvariety of dimension ℓ > 0. The restricted volume of L along Z is:
VolX|Z(L) := lim sup
m→∞
h0(X|Z,mL)
mℓ/ℓ!
= lim
m→∞
h0(X|Z,mL)
mℓ/ℓ!
.
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Here h0(X|Z,mL) denotes the dimension of the image of the restriction map
H0(X,mL)→ H0(Z,mL|Z).
There is also a concept of restricted volume of numerical classes of R-divisors along Z
(provided that Z is not contained in the augmented base locus of the given R-divisor).
2.5. If Z ( X is a subscheme, then π : X˜ = BlZ(X) → X denotes the blowing-up of X
along Z with exceptional divisor E. Let L be a big line bundle on X . For each nonnegative
real number t > 0, consider the R-line bundle Lt := π
∗L− tE on X˜ . The asymptotic volume
constant is defined to be:
(2.1) βZ(L) :=
∫ ∞
0
Vol(Lt)
Vol(L)
dt.
Note that (2.1) extends a similar concept which was introduced, in the case that Z is a
point, in [23, Section 4]. In addition, it is also very much related to the concept of integrated
volume in the sense of [2] and the references therein.
2.6. Note also that if we set:
teff := sup{t ∈ R>0 : Lt is effective},
then:
βZ(L) =
∫ teff
0
Vol(Lt)
Vol(L)
dt.
2.7. The Seshadri constant of a nef line bundle L along Z is given by:
ǫ(L;Z) := sup{t > 0 : π∗L− tE is nef},
compare [27, Equation 2.1]. It can also be described in terms of the s-invariant:
s(L;Z) := 1/ǫ(L;Z),
[20, page 303]. When we do this, we also obtain a relationship to the concept of asymptotic
regularity, [20, Theorem 5.4.22, page 310]. Also note that the concept of asymptotic regu-
larity can be expressed, asymptotically, in terms of symbolic powers of ideals. Indeed, this
is a consequence of [9, Theorem A]. Finally, when Z = x is a point, then, as is established
in [20, Proposition 5.1.9], an important inequality is:
ǫx(L) = ǫ(L,Z) 6
(
Ld
multx(X)
)1/d
,
for multx(X) the multiplicity of X along x in the sense of [14, page 79].
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2.8. A basic inequality that relates βZ(L) and ǫ(L;Z) may be obtained by arguing as in [1,
Lemma 5.4]. In particular:
βZ(L) >
1
dimX + 1
ǫ(L;Z).
Further, in case that Z = x is a point, then this inequality can be further refined so as to
take the form:
βx(L) >
dimX
dimX + 1
ǫx(L),
[23, Corollary 4.4].
2.9. Given a polynomial function f(m), represented by a polynomial of degree at most d in
m for large m, we denote by n.l.c.(f) the normalized leading coefficient of f . This is defined
to be the number e for which f(m) = emd/d! + O(md−1).
3. Filtered linear series, discrete measures and concave transforms
3.1. In this section, we refine analytic aspects of filtered series, for example concepts consid-
ered in [4] and [6]. Specifically, we determine the limit expectation of the discrete measures
considered there. This result is stated as Proposition 3.1. We use that observation in our
proof of Theorem 4.3 and Proposition 5.1. What we discuss in this section has some overlap
with [5, Section 5] which we also refer to for more details.
3.2. Fix a big line bundle L = OX(D) on X . Here D is a big Cartier divisor on X . In
particular, the volume of L is nonzero. Let F• = F•R(L) be a decreasing, left-continuous,
multiplicative, pointwise bounded below and linearly bounded above R-filtration of the graded
k-algebra R(L), [4, Definition 1.3]. Then:(
F tH0(X, kL)
)
·
(
F sH0(X,mL)
)
⊆ F t+sH0(X, (k +m)L),
for all integers k,m and all real numbers s, t ∈ R. The vanishing numbers of F• have the
property that:
amin(mL) = a0(mL) 6 . . . 6 anm(mL) = amax(mL);
they are defined by:
aj(mL) = aj(mL,F
•) = inf
{
t ∈ R : codimF tH0(X,mL) > j + 1
}
.
Put:
amin(||L||) := lim inf
m→∞
amin(mL)
m
and
amax(||L||) := lim sup
m→∞
amax(mL)
m
.
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3.3. For each a ∈ R, let δa(t) denote the Dirac distribution with support a ∈ R. For each
integer m > 0, define discrete measures on the real line R:
(3.1) νm = νm(t) :=
1
h0(X,mL)
∑
j
δm−1aj(mL)(t),
[4, page 1213] and [6, page 813]. Because of [4] and [6], we can consider the limit of the
discrete measures νm:
ν = lim
m→∞
νm.
3.4. The result of this section, Proposition 3.1, relates the expectation of the discrete
measures (3.1) to the concept of concave transform of Okounkov bodies. With this in mind,
following [21, Section 1] and [4, Section 1.1], fix a nonsingular point x ∈ X . By an admissible
flag of irreducible subvarieties of X , about x, we mean a flag:
(3.2) X• : X = X0 ⊇ X1 ⊇ X2 ⊇ . . . ⊇ Xd−1 ⊇ Xd = {x}
of irreducible subvarieties of X where each Xi has codimension i in X and has the property
that it is non-singular at the non-singular point x.
3.5. Let D be a Cartier divisor on X and put L = OX(D). Fixing an admissible flag (3.2),
we obtain a rank d valuation like function:
(3.3) νX• = νX•,D : H
0(X,L)→ Zd
⋃
{∞}, s 7→ νX•(s) = (ν1(s), . . . , νd(s)).
Such functions (3.3) are defined inductively. They also have the properties that:
• νX•(s) =∞ if and only if s = 0;
• νX•(s1+s2) > min{νX•(s1), νX•(s2)}, with respect to the lexicographical order on Z
d,
for all nonzero sections s1, s2 ∈ H
0(X,L); and
• given another Cartier divisor B on X , if M = OX(B), then
νX•,D+B(s⊗ t) = νX•,D(s) + νX•,B(t)
for all nonzero sections s ∈ H0(X,L) and t ∈ H0(X,M).
3.6. We also need basic facts about Okounkov bodies, [21], [19]. Again, for the most part,
our exposition follows [21, Section 1] and [4, Section 1.1] closely. The graded semigroup of
D with respect to the flag X• is the subsemigroup Γ(D) of N
d+1 ⊆ Rd+1 defined by the
condition that:
Γ = Γ(D) = ΓX•(D) = {(νX•(s), m) : 0 6= s ∈ H
0(X,L⊗m), m > 0}.
The graded semigroup Γ determines ∆(D), the Okounkov body of D, as the compact convex
set:
∆(D) = ∆X•(D) = Σ(Γ)
⋂
(Rd × {1}) ⊆ Rd.
Here, Σ(Γ) ⊆ Rd+1 is the closed convex cone (with vertex at the origin) spanned by Γ.
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3.7. More generally, by a graded linear series W• = {Wm} associated to D, we mean a
collection of finite dimensional subspaces
Wm ⊆ H
0(X,L⊗m),
for each m > 0, with W0 = k, and which also satisfy the condition that:
Wℓ ·Wm ⊆Wℓ+m,
for each ℓ,m > 0. In this situation, the graded semigroup of a graded linear series W• is the
subsemigroup:
Γ = Γ(W•) = ΓX•(W•) ⊆ N
d+1 ⊆ Rd+1
defined by the conditions that:
Γ := {(νX•(s), m) : 0 6= s ∈ Wm, m > 0}.
As before, the graded semigroup Γ determines ∆(W•), the Okounkov body of W•, as the
closed convex subset of Rd defined by:
∆(W•) = ∆X•(W•) = Σ(Γ)
⋂
(Rd × {1}) ⊆ Rd.
Here, Σ(Γ) = Σ(W•) is the closed convex cone (with vertex at the origin) spanned by Γ.
3.8. Finally, given F•, a decreasing, left-continuous, multiplicative pointwise bounded below
and linearly bounded above R-filtration of the section ring R(L), we put, for each t ∈ R,
and each m ∈ N(X,L),
W tm := F
mtH0(X,L⊗m).
The Okounkov bodies associated to the graded subalgebras
W t• = R(L)
t :=
⊕
m∈N(X,L)
W tm ⊆ R(L)
allow for the definition of the concave transform of F•. Specifically, as in [4, Definition 1.8],
the concave transform of F• is the concave function
GF• : ∆(D)→ [−∞,∞[
defined by the conditions that:
GF•(y) := sup{t ∈ R : y ∈ ∆(W
t
•)}.
3.9. For later use we record:
Proposition 3.1. Suppose that L is a big line bundle on X. Let λ be the restriction of
Lebesgue measure of Rd to ∆(L)◦, the interior of the Okounkov body of L, and let (GF•)∗λ
be its pushforward to R by GF•. The limit expectation, E(ν), of ν can be described as:
(3.4) E(ν) =
d!
Vol(L)
∫ amax(||L||)
0
t · d((GF•)∗λ).
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Proof. If
g(t) := lim
m→∞
m−dFmtH0(X,mL),
then as is a consequence of the discussion given in [4, Proof of Theorem 1.11], the expectation
E(ν), of the limit measure ν, can also be described as:
(3.5) E(ν) =
d!
Vol(L)
∫ amax(||L||)
0
g(t)dt.
So, in particular, one consequence of [4, Theorem 1.11] is:
E(ν) =
d!
Vol(L)
=
∫ amax(||L||)
0
t · d((GF•)∗λ).

4. Filtrations of very ample series, discrete measures, and Chow weights
4.1. Fix a very ample line bundle L on X and let F• = F•R(L) be a decreasing, left-
continuous, multiplicative, pointwise bounded below and linearly bounded above R-filtration
of the section ring R(L). It turns out that the discrete measures νm, determined by the
filtration F•, are related to Chow and Hilbert weights for X in Pn
k
with respect to a suitably
defined projective embedding which is compatible with the filtration F•. This is the content
of Theorem 4.3 which is the main result of this section.
4.2. Some of the presentation we give here, regarding Chow and Hilbert weights, is based on
what is done in [25, Section 13], [26, Section 2] and [10, Section 4]. Also, we should mention
that the interactions amongst Chow weights, filtrations and discrete measures is implicit in
work of Faltings and Wu¨stholz, [11, Section 4], and was made explicit by Ferretti in [12,
Section 1] and [13, Proof of Theorem 1.3]. Here, we continue with these lines of investigation.
In doing so, we further develop the theory presented in the works [11], [12], [13], [4], [6], and
[23]; see also Section 5.
4.3. Fix a basis σ0, . . . , σn ∈ H
0(X,L), for V := H0(X,L) which is compatible with the
filtration F•H0(X,L), in the sense that each section σj is identified with the vanishing
number aj(L), and regard X as a variety in P
n
k
:= Projk[x0, . . . , xn] with the sections σi the
pullback of the coordinate functions xi, for i = 0, . . . , n = h
0(X,L)− 1.
4.4. We assume that the vanishing numbers ai(L) are rational numbers. We then obtain a
rational weight vector:
c = (a0(L), . . . , an(L)) ∈ R
n+1,
with 0 6 a0(L) 6 . . . 6 an(L).
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4.5. Let S := k[x0, . . . , xn] and let I be the homogeneous ideal of X in P
n
k
with respect to
the embedding afforded by our chosen basis σ0, . . . , σn ∈ H
0(X,L) which is compatible with
the filtration F•. Then, as in [10, Section 4.3], we let
s(m, c) = sI(m, c) = max{(b1 + · · ·+ bHilb(m)) · c},
form ∈ Z>0, where the maximum is taken over all monomials x
b1 , . . . ,xbHilb(m) whose residue
classes modulo I form a basis for (S/I)m.
4.6. Put ri := an − ai, for i = 0, . . . , n, define the weight of a monomial
xb = xb00 . . . x
bn
n ∈ S,
for
b = (b0, . . . , bn) ∈ N
n+1,
with respect to a rational weight vector
r = (r0, . . . , rn) ∈ R
n+1,
with r0 > . . . > rn = 0, to be:
weight(xb) :=
n∑
i=0
biri
and define the weight of a polynomial
f(x0, . . . , xn) =
∑
finite
bbx
b
to be the greatest weight of a monomial occurring in it:
weight(f) := max{weight(xb) : bb 6= 0}.
4.7. When m≫ 0, the natural map
H0(Pn
k
,OPn
k
(m))→ H0(X,mL)
is surjective and we define the weight of a section
σ ∈ H0(X,mL),
which we denote by weight(σ), to be the least weight of the polynomials in the xi which
reduce to it. On the other hand, we define the weight of a basis of H0(X,mL) to be the sum
of the weights of its members. We denote, in what follows, the minimum weight of such a
monomial basis by w(m, r).
4.8. The function w(m, r) is a polynomial in m, for m ≫ 0, of degree d + 1 and the
Chow weight eX(r) of X in P
n
k
with respect to the weight vector r is its normalized leading
coefficient:
eX(r) := n.l.c.(w(m, r));
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equivalently, for large m, the polynomial w(m, r) has the form:
(4.1) w(m, r) =
eX(r)
(d+ 1)!
md+1 +O(md).
We then deduce, using the definitions of w(m, r) and s(m, c), that
(4.2) w(m, r) = mHilbS/I(m)an − s(m, c),
for all m≫ 0. It then follows, from (4.1) and (4.2), that
(4.3) s(m, c) = −
eX(r)
(d+ 1)!
md+1 +mpHilbS/I(m)an +O(m
d),
for
(4.4) pHilbS/I(m) =
(degLX)
d!
md +O(md−1)
the Hilbert polynomial of S/I.
4.9. Using (4.4), we can rewrite (4.3) in the form
(4.5) s(m, c) =
−eX(r) + (d+ 1) (degLX) an
(d+ 1)!
md+1 −O(md).
In particular, (4.5) implies that the n.l.c. of the polynomial s(m, c) is:
(4.6) eX(c) := n.l.c.(s(m, c)) = −eX(r) + (d+ 1)(degLX)an.
4.10. For later use, we record:
Proposition 4.1. Regard X as a projective variety in Pn
k
with embedding determined by
a filtered basis for H0(X,L). Then, in this setting, the discrete measures νm(t), defined in
(3.1), have expected value:
(4.7) E(νm) =
s(m, c)
mh0(X,mL)
.
Proof. The key point is that, for m≫ 0, the natural map
H0(Pn
k
,OPn
k
(m))→ H0(X,mL)
is surjective and it follows that there exists a basis
s0, . . . , snm ∈ H
0(X,mL),
for nm := h
0(X,mL)− 1, with the property that:
weight(si) = man(L)− ai(mL),
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for i = 0, . . . , nm. As one consequence of this fact, it follows that, using (4.2), for m≫ 0,
s(m, c) =
nm∑
j=0
aj(mL)
and so, since
h0(X,mL)E(νm) =
nm∑
j=0
∫ amax(mL)
0
t · δaj(mL)m−1(t)dt,
it follows that
E(νm) =
s(m, c)
mh0(X,mL)
as desired. 
4.11. As one consequence of Proposition 4.1, we have:
Corollary 4.2. In the setting of Proposition 4.1, the limit expectation E(ν) has the form:
(4.8) E(ν) =
eX(c)
(d+ 1)(degLX)
= an −
eX(r)
(d+ 1)(degLX)
.
Proof. We know that:
(4.9) E(ν) = lim
m→∞
E(νm) = lim
m→∞
s(m, c)
mh0(X,mL)
and so, combining (4.9), (4.4) and (4.6), we then have
E(ν) =
eX(c)
(d+ 1)(degLX)
= an −
eX(r)
(d+ 1)(degLX)
as desired. 
4.12. In the setting of Proposition 4.1, we refer to the quantity:
eX(c)
(d+ 1)(degLX)
= an −
eX(r)
(d+ 1)(degLX)
as the normalized Chow weight of X in Pn
k
with respect to the respective weight vectors
c and r. Having fixed this piece of terminology, we can now state the main result of this
section.
Theorem 4.3. Let ∆(L) be the Okounkov body of L with respect to an admissible flag and
let GF• : ∆(L) → [−∞,∞[ be the concave transform of F
• determined by this flag. Then,
in this setting, the normalized Chow weight of X in Pn
k
, with respect to F•, is related to the
expectation of the measure determined by GF• and ∆(L) via:
(4.10)
eX(c)
(d+ 1)(degLX)
=
d!
Vol(L)
∫ amax(||L||)
0
t · d((GF•)∗λ).
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Proof. Combine Corollary 4.2 and Proposition 3.1. 
5. Filtrations and discrete measures determined by exceptional divisors
5.1. We now assume that X is normal. Let k(X) be the function field of X . We study
filtrations of linear series which are induced by exceptional divisors over X . In doing so, we
contribute to the theory of [4], [6], and [23]. Our main result is Theorem 5.2.
5.2. Fix a real valuation v on X , [6, Section 2]. Then v is a valuation on k(X), trivial on
k, and has values in (R,+). It also has centre cX(v) on X . Let L be a big line bundle on X
and fix m > 0. We can trivialize mL near cX(v) and identify elements of H
0(X,mL) with
regular functions. In doing so, we obtain a well-defined function:
(5.1) v : H0(X,mL)→ [0,∞].
The function (5.1) has the property that:
v(σ1 + σ2) > min{v(σ1), v(σ2)},
for each σ1, σ2 ∈ H
0(X,mL). It also determines a decreasing, left-continuous, multiplicative
R-filtration of the graded algebra R(L). The pieces of this filtration F•v = F
•
vR(L) are
defined by:
F tvH
0(X,mL) := {σ ∈ H0(X,mL) : v(σ) > t},
for each m > 0 and each t ∈ R. The valuation v has linear growth, [6, Definition 2.9], when
amax(||L||) is finite, [6, page 818]. Under this hypothesis, versions of Proposition 5.1 and
Theorem 5.2 below also apply to that context.
5.3. We use Proposition 3.1 and ideas from [6] to relate the concave transforms and asymp-
totic volume constants. Let v = E be the exceptional divisor of a blowing-up of X along
a subscheme and F•v the filtration of R(L) induced by E. As in [6, Lemma 2.22], for each
t < amax(||L||), put:
Vol(L, v > t) := lim
m→∞
d!
md
dimFmtv H
0(X,mL).
In this notation, we first observe:
Proposition 5.1. Let X be an irreducible normal projective variety. Fix an exceptional
divisor v = E of a blowing-up of X along a subscheme, and let L be a big line bundle on X.
Fix an admissible flag X• of irreducible subvarieties of X and let GF•v denote the concave
transform determined by L and v. Finally, let λ be the restriction of Lebesgue measure to
the interior of the Okounkov body of L. Then, with these notations and hypothesis, the limit
expectation E(ν), of the measures νm, can be described as:
E(ν) =
∫ amax(||L||)
0
Vol(L, v > t)
Vol(L)
dt =
d!
Vol(L)
∫ amax(||L||)
0
t · d((GF•v )∗λ).
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Proof. The measure ν is:
(5.2) ν = ν(t) = lim
m→∞
νm.
Thus, using the relations (3.4) and (3.5), which we obtained in Proposition 3.1, it follows
that
E(ν) =
∫ amax(||L||)
0
Vol(L, v > t)
Vol(L)
dt =
d!
Vol(L)
∫ amax(||L||)
0
t · d((GF•v )∗λ)
as desired. 
5.4. We now fix a subscheme Z ( X and we let π : X˜ = BlZ(X) → X be the blowing-up
of X along Z, with exceptional divisor E. Let F•v be the filtration of R(L) determined by
the exceptional divisor v = E. Here L is an ample line bundle on X . Several equivalent
descriptions of βZ(L) are given in the following result.
Theorem 5.2. Let X be an irreducible normal projective variety. Suppose that L is an ample
line bundle on X and that F•v is the decreasing, left-continuous, multiplicative, pointwise
bounded below and linearly bounded above R-filtration of R(L) determined by v = E the
exceptional divisor on X˜, the blowing-up of X along a subscheme Z ( X. In this context,
the asymptotic volume constant βZ(L) equals the limit expectation E(ν):
(5.3) βZ(L) = E(ν) =
∫ amax(||L||)
0
dt · VolX˜ |E(L− tE)
Vol(L)
dt,
provided that E is prime. Furthermore, in general (so E need not be prime), let GF•v denote
the concave transform determined by L and v and denote by λ the restriction of the Lebesgue
measure to the interior of the Okounkov body of L with respect to X•. Then, with these
notations and hypothesis, the asymptotic volume constant βZ(L) can be described as:
(5.4) βZ(L) = E(ν) =
d!
Vol(L)
∫ amax(||L||)
0
t · d((GF•v )∗λ).
Finally, when L is assumed to be very ample, the asymptotic volume constant βZ(L) can be
described as a normalized Chow weight:
(5.5) βZ(L) = E(ν) =
eX(c)
(d+ 1)(degLX)
.
Here eX(c) is the Chow weight of X in P
n
k
with respect to a filtered basis for H0(X,L) and
c = (a0(L), . . . , an(L)) is the weight vector determined by the vanishing numbers of L with
respect to the filtration F•v .
Proof of Theorem 5.2 and Theorem 1.1. As in [6, Theorem 2.24], the limit measure ν can
be described as:
(5.6) ν =
dVolX˜|E(L− tE)
Vol(L)
dt.
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Further:
amax(||L||) = sup {t > 0 : L− tE is big} .
The descriptions of βZ(L) given in (5.3) and (5.4) follow from Proposition 5.1, the description
of ν given in (5.6), together with the fact that, by normality,
Vol(L, v > t) = Vol(π∗L− tE).
Finally, (5.5) follows from (5.4) combined with Theorem 4.3. 
5.5. As one consequence of Theorem 5.2, we note that, when L is assumed to be very ample,
we obtain an upper bound for the Seshadri constant of L along points of X .
Corollary 5.3. Let X be an irreducible normal projective variety and Z = x ∈ X a point.
Suppose that L is a very ample line bundle on X. Let ǫ(L;Z) be the Seshadri constant of L
along Z. It then holds true that:
(5.7) ǫ(L;Z) 6
eX(c)
d(degLX)
.
Proof of Corollary 5.3 and Corollary 1.2. By [23, Corollary 4.2], it holds true:
(5.8) βZ(L) >
d
d+ 1
ǫ(L;Z).
Thus (5.7) follows by combining (5.8) and (5.5). 
6. Examples
In this section, we use [6] to illustrate our results.
6.1. The case of curves. Let X be a non-singular irreducible curve and L an ample line
bundle on X . The Okounkov body ∆(L), for each point p ∈ X , is the interval:
∆(L) = [0, degL] ⊆ R.
Further, for the case that v = ordq(·), for q ∈ X , the resulting concave transform
GF•v : [0, degL]→ R
is defined by:
(6.1) GF•v =
{
GF•v (t) = t, when q = p; and
GF•v (t) = degL− t, otherwise,
see [6, page 829].
We can then use the description of the concave transform given in (6.1), to compute the
corresponding expectations E(ν) = βq(L). To this end, we first note:
amax(||L||) = degL
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and
Vol(L) = degL.
On the other hand, when GF•v = t, we have∫ degL
0
t · d((GF•v )∗λ) =
∫
∆(L)
t ◦GF•vdt =
∫ degL
0
tdt =
(degL)2
2
,
so that:
(1)!
Vol(L)
∫ degL
0
t · d((GF•v )∗λ) =
1
degL
∫ degL
0
tdt =
degL
2
.
Similarly, when GF•v (t) = degL− t, we have:
(1)!
Vol(L)
∫ degL
0
t · d((GF•v )∗λ) =
1
degL
∫ degL
0
(degL− t)dt =
degL
2
too.
6.2. The case of P2. Suppose that X = P2
k
and L = OP2
k
(1). In this case, we can consider
the flag defined by a point p on a line ℓ. The Okounkov body ∆(L) is then the simplex:
∆(L) = {(x, y) ∈ R2+ : x+ y 6 1}.
Further, let v = ordz(·), for a point z ∈ X . Then:
(6.2) GF•v =
{
GF•v (x, y) = x+ y when z = p; and
GF•v (x, y) = 1− x, otherwise,
see [6, page 829]. We can then use the description of the concave transform, given in (6.2),
to compute the corresponding expectations E(ν).
We first consider the case that
GF•v = GF•v (x, y) = x+ y.
In this case, amax(||L||) = 1, Vol(L) = 1 and∫ 1
0
t · d((GF•v )∗λ) =
∫∫
∆(L)◦
t ◦GF•vdλ =
∫ 1
0
∫ 1−x
0
(x+ y)dydx =
1
3
.
Thus:
(2)!
Vol(L)
∫ 1
0
t · d((GF•v )∗λ) =
(2)!
Vol(L)
∫∫
∆(L)◦
t ◦GF•vdλ =
2
3
.
Next, we consider the case that
GF•v (x, y) = 1− x.
In this case, we also have∫ 1
0
t · d((GF•v )∗λ) =
∫ ∫
∆(L)◦
t ◦GF•v dλ =
∫ 1
0
∫ 1−x
0
(1− x)dydx =
1
3
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so that again:
(2)!
Vol(L)
∫ 1
0
t · d((GF•v )∗λ) =
(2)!
Vol(L)
∫∫
∆(L)◦
t ◦GF•vdλ =
2
3
.
6.3. Relation to Chow weights. Consider the 2-tuple embedding:
φ : P1s,t → P
2
x,y,z,
defined by:
[s, t] 7→ [s2 : st : t2].
Put L = OP1(2) = φ
∗OP2(1) and consider the point p = [1 : 0] ∈ P
1. The sections
σ2 = s
2, σ1 = st, σ0 = t
2 ∈ H0(P1, L)
vanish, respectively, to orders
a2(L) = 2, a1(L) = 1 and a0(L) = 0
at p. Put
c = (a0, a1, a2)
and let X denote the image of φ. Then X is the degree 2 plane curve with defining equation
given by:
xz − y2 = 0.
Thus, as explained in [10, page 1304] for example, the Chow weight eP1(c) of P
1 in P2 with
respect to the embedding φ and the weights c is given by:
eP1(c) = 2(3)−min{(0, 1, 2) · (1, 0, 1), (0, 1, 2) · (0, 2, 0)} = 4.
The normalized Chow weight is thus:
eP1(c)
(2)(2)
=
4
4
= 1;
Note also that:
βp(L) =
∫ 2
0
2− t
2
dt = 1 =
degL
2
.
7. Proof of Theorem 1.3
7.1. Finally, we establish Theorem 1.3. Our conventions about absolute values, height
functions, approximation constants and Weil functions are consistent with those of [23], [15]
and [16]. We also refer to the works [3], [18] and [31] for further relevant background.
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Proof of Theorem 1.3. By (5.5), which we established in Theorem 5.2, we obtain:
1
βZ(L)
=
(dimX + 1) (degLX)
eX(c)
.
Further, in case that Z = x ∈ X is a point, then, by [23, Corollary 4.2], we have:
1
βZ(L)
=
(dimX + 1)(degLX)
eX(c)
6
dimX + 1
(dimX)ǫ(L;Z)
.
The conclusions desired by Theorem 1.3 then follow from results given in [16]; see also [30]
and [29] for similar forms of these results. 
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