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Abstract
Since more than 50 years texture in image material is a topic of research.
Hereby, color was ignored mostly. This study compares 70 different con-
figurations for texture analysis, using four features. For the configurations
we used: (i) a gray value texture descriptor: the co-occurrence matrix and
a color texture descriptor: the color correlogram, (ii) six color spaces, and
(iii) several quantization schemes. A three classifier combination was used
to classify the output of the configurations on the VisTex texture database.
The results indicate that the use of a coarse HSV color space quantization
can substantially improve texture recognition compared to various other gray
and color quantization schemes.
1 Introduction
Texture, as feature for the human visual system, reveals scene depth and surface
orientation. Moreover, it describes properties like smoothness, coarseness, and
regularity of a region. Among other features, humans use these “quite effectively”,
as Rosenfeld [10] (p. 314) stated. So, he concluded: “computer vision is feasible”
[10] (p. 314). With respect to texture, the latter was illustrated by the numerous
texture analysis algorithms, developed in the last 50 years [10].
However, most texture analysis techniques developed, can only deal with gray-
scale images. As Palm [9] already denoted: “The integration of color and texture is
still exceptional”. Ma¨enpa¨a¨ and Pietika¨inen [8] and Palm [9] recently determined
that color is of importance in texture recognition. In their research they used
different color spaces and quantization schemes.
This research, on the one hand, extends their approach using six color spaces
combined with five different quantization schemes (see Section 3). On the other
hand, we are interested in the effect of the precision of quantization schemes for
both the gray-scale and color spaces. Two texture analysis techniques are applied:
the co-occurrence matrix and the color correlogram, described in Section 2. The
experimental setup and the classifiers used, are described in Sections 4 and 5. This
paper ends with the results and the discussion in Section 6 and 7.
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2 The co-occurrence matrix and color correlogram
The co-occurrence matrix is found to be a good texture analysis method [11, 13].
Huang et al. [4] extended the co-occurrence matrix to the color domain with the
introduction of the color correlogram. In this section the co-occurrence matrix
and color correlogram will be defined. In addition, a pilot study will be described
with which we determined what texture features to use for the main experiment.
2.1 The co-occurrence matrix
The co-occurrence matrix is constructed from an image by estimating the pairwise
statistics of pixel luminance. In order to (i) provide perceptual intuitive results and
(ii) tackle the computational burden, luminance was quantized into an arbitrary
number of clusters of luminance values, which we will name: gray values.
The co-occurrence matrix Cd¯(i, j) counts the co-occurrence of pixels with gray
values i and j at a given distance d¯. The distance d¯ is defined in polar coordi-
nates (d, α), with discrete length and orientation. In practice, α takes the values
0◦, 45◦, 90◦, 135◦, 180◦, 225◦, 270◦, and 315◦. The co-occurrence matrix Cd¯(i, j)
can now be defined as follows:
Cd¯(i, j) = Pr(I(p1) = i ∧ I(p2) = j | |p1 − p2| = d¯), (1)
where Pr is probability, and p1 and p2 are positions in the gray-scale image I.
Let N be the number of gray-values in the image, then the dimension of the
co-occurrence matrix Cd¯(i, j) will be N × N . This algorithm yields a symmetric
matrix, which has the advantage that only angles up to 180◦ need to be considered.
One co-occurrence matrix is defined for each distance (d¯) by averaging the four
co-occurrence matrices of the different angles (i.e., 0◦, 45◦, 90◦, and 135◦).
Because of the high dimensionality of the matrix, the individual elements of
the co-occurrence matrix are rarely used for means of texture analysis. Instead, a
large number of textual features can be derived from the matrix, such as: energy,
entropy, correlation, inverse difference moment, inertia, Haralick’s correlation [3],
cluster shade, and cluster prominence [1]. These features characterize the content
of the image.
Note that in order to apply the co-occurrence matrix on color images, these im-
ages have to be converted to gray-value images. This conversion will be described
in Section 3.
2.2 The color correlogram
In Equation 1, i and j denote two gray-values. For the color correlogram not the
luminance is quantized, but a color space is quantized. Subsequently, the color
correlogram can be defined by Equation 1, with i and j being two quantized color
values (i.e., clusters of colors).
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2.3 Feature selection for gray-scale texture analysis
To determine which feature-distance combinations perform best, a pilot study
was done on gray-value texture analysis, using the MeasTex database1 as texture
database and the co-occurrence matrix as texture analysis method. For each image
in the database eight features (i.e., energy, entropy, correlation, inverse difference
moment, inertia, Haralick’s correlation [3], cluster shade, and cluster prominence
[1]) were calculated for four distances d¯ (i.e., 1, 2, 5, and 10).
For each distance set, every possible combination of features was fed to a
statistic classifier using a linear discriminant function (see Section 5). A 100%
classification was found with d¯ = 1, when a combination of four features (i.e.,
entropy, inverse difference moment, cluster prominence, and Haralick’s correlation)
was used. Therefore, we chose this configuration for the main experiment. A
detailed report discussing this study is available online [16].
3 Color spaces
A color space specifies colors as tuples of (typically three) numbers, conform cer-
tain specifications. One can describe color spaces using two important notions:
perceptual uniformity and device dependency. Perceptually uniform means that
two colors that are equally distant in the color space are perceptually equally dis-
tant. A color space is device dependent when the actual color displayed depends
on the device used.
In the remainder of this section, the color spaces with their quantization
schemes as used in this experiment, will be described. The quantization of color
images transformed into gray-scale images will not be described for every color
space since it is equal for every color space: the gray-scale axis is divided in the
number of bins needed for the specific quantization scheme.
3.1 The RGB color space
The RGB color space is the most used color space for computer graphics. It is
device dependent and not perceptually uniform. Each color-axis (R, G, and B)
is equally important. Therefore, each axis should be quantized with the same
precision. The conversion from a RGB image to a gray value image simply takes
the sum of the R,G, and B values and divides the result by three.
3.2 The HSV color space
The HSV (Hue, Saturation, and Value) color space is more closely related to human
color perception than the RGB color space [7], but is still not perceptual uniform.
In addition, it is device-dependent.
Hue is the color component of the HSV color space. When Saturation is set
to 0, Hue is undefined. The Value-axis represents the gray-scale image. The most
common quantization of HSV is in 162 (18× 3× 3) bins.
1http://www.cssip.uq.edu.au/meastex/meastex.html
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3.3 The YUV and YIQ color spaces
The YUV and YIQ color spaces are developed for television broadcasting. The
YIQ color space is the same as the YUV color space, where the I-Q plane is a 33◦
rotation of the U-V plane. The Y signal represents the luminance of a pixel and
is the only channel used in black and white television. The U and V for YUV and
I and Q for YIQ are the chromatic components.
The Y channel is defined by the weighted values of R(0.299), G(0.587), and
B(0.144) . The YUV and YIQ color spaces are device-dependent and not percep-
tually uniform. When the YUV and YIQ color spaces are quantized, each axis is
quantized with the same precision. In addition, to optimize color appearance the
YUV color space is often sampled. The samplings we used to construct the color
correlogram are: 4:4:4, 4:2:2, and 4:1:1, where the numbers denote the relative
amount of respectively Y on each row, U and V on each even-numbered row, and
U and V on each odd-numbered row in the image.
3.4 The CIE XYZ and LUV color spaces
The first color space developed by the Commission Internationale de l’Eclairage
(CIE) is the XYZ color space. The Y component is the luminance component de-
fined by the weighted sums of R(0.212671), G(0.715160), and B(0.072169). The X
and Z are the chromatic components. The XYZ color space is a device-independent
color space, but is perceptually not uniform. In quantizing the XYZ space, each
axis is quantized with the same precision.
The CIE LUV color space is a projective transformation of the XYZ color
space that is perceptually uniform and device-independent. The L-channel of the
LUV color space is the luminance of the color. The U and V channels are the
chromatic components. So, when U, and V are set to 0, the L-channel represents
a gray-scale image. In quantizing the LUV space, each axis is quantized with the
same precision.
4 Method
The texture database used in the experiments is the VisTex2 texture database,
which consists of 19 labeled classes. The classes with less than 10 images were not
used in this experiment, which results in four classes: bark (13 images), food (12
images), fabric (20 images), and leaves (17 images). In order to generate more data
for the classifiers, we adapted the approach of Ma¨enpa¨a¨ and Pietika¨inen [8], Palm
[9], and Singh, Markou, and Singh [12]: the original images were split into four
sub-images, resulting in a database of 248 textures. Next, the training and test
set for the classifiers were composed using random picking, with the prerequisite
that each class had an equal amount of training data. For classification, three
classifiers were combined (see Section 5).
The co-occurrence matrix and color correlogram (see Section 2) were used as
texture analysis methods in combination with six color spaces (see Section 3), and
2http://vismod.media.mit.edu/vismod/imagery/VisionTexture/vistex.html
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a set of quantization schemes (see Table 1). For both texture analysis methods,
for each color space, five quantization schemes were applied.
Table 1: The quantization schemes applied on the six color spaces, for each texture
descriptor. Note that YUV* is sampled for the color correlogram (see Section 3.3).
Color space Quantization scheme (in bins)
Co-occurrence matrix Color correlogram
RGB 8, 16, 32, 64, 128 8, 64, 216, 512, 4096
HSV 8, 16, 32, 64, 128 27, 54, 108, 162, 324
YIQ, YUV*, XYZ, & LUV 8, 16, 32, 64, 128 8, 27, 64, 125, 216
5 Three classifier combination
To classify the texture images we used:
1. The statistic classifier is based on discriminant analysis with a linear dis-
criminant function y that decides on class membership. An input vector x
is assigned to a class Ck if yk(x) > yj(x), for all j 6= k.
2. The probabilistic neural network approximates the probability density func-
tion of the training examples presented. It consists of three layers after the
input layer: the pattern layer, the summation layer, and the output layer.
The outcome is a classification decision in binary form.
3. The K-nearest neighbor classifier works with the following algorithm: sup-
pose the data set contains Nk data points in class Ck and N points in total,
so that
∑
k = N . The classifier then works by drawing a hypersphere around
the point to classify, x, which encompasses K points. To minimize the proba-
bility of misclassifying x, x is assigned to the class Ck for which the ratio
Kk
K
is largest, where Kk is the number of points from class Ck. For the present
research K was set to 1. Hence, x was assigned to the same class as the class
of the nearest point of the training set.
They were combined using the technique of majority voting [6]: when at least two
of the three classifiers agree on the class label of a sample texture, this label is
given else the label false is given.
6 Results
In Table 2, for both texture descriptors, for each color space, the quantization
scheme performing best, with its percentage of correct classification, is provided.
For the co-occurrence matrix, the HSV 32 bins, and LUV 8 bins configurations
performed best. In combination with the color correlogram, the HSV 162 bins
configuration performed best.
The confusion matrices in Table 3 provide the complete results of each of these
three configurations. Entrance (i, j) gives the percentage of samples that was
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classified to class j while they should be classified to class i. In total, 70 different
configurations were applied: 30 for the co-occurrence matrix and 40 for the color
correlogram.
In addition, it was found that the color correlogram performs better than or
equal to the co-occurrence matrix for all color spaces and quantization schemes
used. For both the color correlogram and the co-occurrence matrix, the most pre-
cise quantization schemes did not perform as good as the more coarse quantizations
(see Table 2). The complete results are available online3.
Table 2: The best classification results (%) of the co-occurrence matrix and the
color correlogram, for each color space - quantization scheme (#bins) combination.
Color space Co-occurrence Color correlogram
#bins % #bins %
RGB 8 56% 8 68%
HSV 32 58% 162 74%
YIQ 8 54% 125 53%
YUV (4:4:4; 4:2:2; 4:1:1) 8 54% 27; 27; 125 52%; 56%; 52%
XYZ 64 56% 8 71%
LUV 8 58% 27 66%
Table 3: Three confusion matrices in one (from left to right): (i) the co-occurrence
matrix in the 8-bins LUV color space, (ii) the co-occurrence matrix in the 32-bins
HSV color space, and (iii) the color correlogram in the 162-bins HSV color space.
LUV-8 Co-occurrence matrix
Food Fabric Leaves Bark False
Food 70 / 60 / 70 10 / 10 / 10 0 / 0 / 10 20 / 0 / 0 0 / 30 / 10
Fabric 13 / 8 / 0 65 / 78 / 93 0 / 0 / 0 18 / 5 / 3 4 / 9 / 4
Leaves 14 / 14 / 7 0 / 7 / 18 54 / 43 / 71 18 / 7 / 4 14 / 29 / 0
Bark 25 / 25 / 8 17 / 17 / 33 17 / 8 / 17 33 / 25 / 25 8 / 25 / 17
7 Discussion
In the present research, first, a combination of texture features was determined
performing best for gray value texture analysis. Next, 70 configurations for tex-
ture analysis of color images were compared with each other, using the VisTex
texture database. Each configuration can be described by the texture analysis
algorithm, the color space, and the quantization scheme used. The classification
of the textures was done by a three classifier combination.
For all color space-quantization combinations the color correlogram performed
better than or equal to the co-occurrence matrix (see Table 2). This sustained
[8, 9] that color is of importance in texture classification, which can be explained
by the fact that different colors can have the same luminance.
3http://eidetic.ai.ru.nl/egon/publications/BNAIC2004-Complete results.pdf
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The CIE LUV color space was expected to yield the best classification results
for the color correlogram, since it was the only perceptually uniform color space.
However, the HSV color space performed best. This can be explained by (i) the
fact that the HSV color space is approximately perceptually uniform [7] and (ii) the
relatively high precision in color (Hue) quantization of the HSV 162 bins scheme.
Further, please note that one of the classes (named Bark) was classified more
often incorrect than correct (see Table 3), due to its overlap with features of
other classes. This limited the overall classification performance severely. In other
studies (e.g., Singh et al.[12]) some classes of the VisTex database were left out for
this reason. The use of specialized classifiers can possibly tackle such problems.
An interesting result is the fact that using more bins did not improve perfor-
mance. In no instance the largest number of bins gave the best results. This result
is consistent with the notion of the existence of a limited number of color categories
in which one can represent colors [2, 14, 15]. In addition, it is computationally
cheap. This, in contrast with the quantization schemes proposed by Ma¨enpa¨a¨ and
Pietika¨inen [8] who used quantization schemes with up to 32768 color bins.
With the further optimization of the configuration of the color quantization
scheme for the HSV color space and the development of specialized classifiers, we
expect to develop an optimized, computationally cheap color texture classifier.
Such a classifier can be used in a broad range of settings (e.g., computer/robot
vision [10] and content-based image and video retrieval [5, 15]), for image segmen-
tation, shape detection, and for image classification in general [7, 10].
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