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ABSTRACT 
We prove a version of the closed range theorem within Bishop’s constructive mathematics. This is 
applied to show that ifan operator Ton a Hilbert space has an adjoint and a complete range, then 
both T and T’ are sequentially open. 
1. INTRODUCTION 
In this paper we continue our constructive exploration of the theory of opera- 
tors, in particular operators on a Hilbert space ([5], [6], [7]). We work entirely 
within Bishop’s constructive mathematics, which we regard as mathematics 
with intuitionistic logic. For discussions of the merits of this approach to 
mathematics - in particular, the multiplicity of its models - see [3] and [ll]. The 
technical background needed in our paper is found in [I] and [IO]. 
Our main aim is to prove the following result, the constructive Closed Range 
Theorem for operators on a Hilbert space (cf. [18], pages 99-103): 
Theorem 1. Let H be a Hilbert space, and T a linear operator on H such that T* 
exists and ran(T) is closed. Then ran(T) and ker(T) are both located, and 
ran( T *) is closed. 
(Recall that a subset S of a normed space X is located if 
p(x, S) = inf {[Ix - s(] : s E S} 
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exists for each x E X.) This theorem will enable us to produce one good con- 
structive substitute for the classical open mapping theorem of functional ana- 
lysis. 
Note that although classically the existence of the adjoint implies that the 
operator T in Theorem 1 is bounded, it seems that the most we can say .con- 
structively is that T is sequentially continuous, a weaker property than con- 
tinuity; see [5] (Theorem 4) and [7] (Corollary 2). 
To set the scene for our main results, consider how the closed range theorem 
is proved classically. One trivial proof uses the polar decomposition of the op- 
erator T *, to obtain a partial isometry mapping the closed set ran(T) onto the 
closure of ran( T *). However, the existence of an exact polar decomposition in 
constructive analysis requires the range of the operator to be located from the 
outset [12]. 
The first move in another standard classical proof is to observe that 
ran(T*T) is dense in ran( T*): this is shown by noting the trivial identity 
ker( T * T) = ker( T *) and then taking orthogonal complements. (Unfortunate- 
ly, this simple proof does not work constructively - see [5]; but the final result 
does hold, as we shall see shortly.) So it will suffice to prove that if ran(T) is 
closed, then so is ran( T*T). To this end, let (xn) be a sequence such that 
(T* TX,) converges to a limit [ E H. Applying the Uniform Boundedness 
Theorem to the bounded linear functionals fn defined on the Hilbert space 
ran(T) by 
fn(Tx) = (TX, TX,) = (x, T*Tx,), 
we obtain M > 0 such that I]& )I 5 M for each .n. Hence the linear functional 
TX H (x, [) on ran(T) is bounded by M. By the Riesz Representation Theorem, 
there exists TX, E ran(T) such that 
(x, I) = (TX, TX,) = (x, T*Tx,) 
for all x. It follows that < = T * TX, E ran( T * T). 
This proof fails constructively in two places: first, in its use of the Uniform 
Boundedness Theorem, which, in its standard classical form, does not look 
susceptible of constructive proof (although a contrapositive version is provable 
and is used below); and secondly, in its application of the Riesz Representation 
Theorem, which requires the linear functional to be not just bounded but 
normable - that is, have a norm - a property that, in view of the extra hy- 
potheses needed for a constructive version of the least-upper-bound principle 
([l], page 37, (4.3)), cannot be guaranteed. Fortunately, all these difficulties can 
be overcome, as we will show in the rest of this paper. 
2. THE MAIN RESULTS 
We first extend a lemma which appeared, with an incorrect proof, as Lemma 2 
of [5]. For the proof of this lemma we need to observe 
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l that a subset S of the Hilbert space H is weakly totally bounded if for 
eachy E H, {(x,y) : x E S} is a totally bounded subset of C; and 
l that a nonempty, weakly totally bounded, convex subset of a Hilbert 
space is located [ 161. 
Lemma 2. If T is an operator with an aa’joint on a Hilbert space H, then 
ran( TT*) is dense in ran(T). 
Proof. For each positive integer n the closed ball B, = B(O, n) in H is weakly 
totaiiy bounded. So for each y E H the set 
{(TT*x,y) : x E B,} = {(x, TT*y) :x E B,} 
is totally bounded in C. In other words, TT*(B,) is weakly totally bounded; 
since it is convex and contains 0, it is located. Given x E H and E > 0, we need 
only show that p( TX, TT*(B,)) < E f or some n. To this end, construct an in- 
creasing binary sequence (A,) such that 
X,=O+p(Tx,TT*(B,))>$, 
A,, = 1 =+ p(Tx, TT*(B,)) < E. 
We may assume that XI = 0. If A,, = 0, then, applying the Separation Theorem 
(11, page 336, (4.3), and [ 131, Theorem 2) and the Riesz Representation Theorem 
([l], page 419, (2.3)), choose a unit vector y,, E H such that 
(TT*z,yn) +4 < (%Y,) (z E Bn). 
If A, = 1, set y,, = 0. The sequence (T l yn) converges to 0 : for if A, = 0, then 
41T*ynl12 < W*(ny,),y,J +t < (Tx,y,) I IIWI 
and so llT*y,l12 < n-l IITxll. Choose a positive integer N such that 
(Xi T’y‘v) < E/2: If x,v = Oj then 
f 5 (WYN) = lx, T’yhi) < 5, 
a contradiction. Hence AN = 1. q 
Our next two lemmas will enable us to prove that if the range of our operator T 
is closed, then so is that of T * T. Their .proofs employ techniques similar to 
those used in [ 151. 
Lemma 3. Let H be a Hilbert space, let T be a linear operator on H such that T’ 
exists and ran(Tl i.v mmnldp Q.& I& (~-1 hP o FP~WWPP in H wrh thnt (T*T,yn) \ _ , .I _ _ . . _= _I _ _, \e.,t, YC I ““‘1.wV”“W *..LA Y-l,. “,..+I \’ 
converges to 0. Then for all positive numbers a, b with a < b, either 1) TX, 1) > a for 
some n or else II TX,, I( < b for all n. 
Proof. Let (nk)p= 1 be a strictly increasing sequence of positive integers such 
that 
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and, taking 120 = 0, set 
Sk =max{llTxjII : nk_1 <j 5 nk}. 
Construct an increasing binary sequence (&) such that 
iik =o + Sk <b, 
xk = 1 =+ sk > a. 
We may assume that X1 = 0. Define a sequence (yk) in ran(T) as follows: if 
Xk=O,setyk=O;ifXk=l-_k-,,chOOSejwithnk_l <jsFZkandllTXjll > 
a, and set yi = TXj/(kllTXj(l) for all i 2 k. Then (yk) is a Cauchy sequence: in 
fact, llyi - ykll 5 l/k whenever i 2 k. So (yk) converges to a limit Tz in ran(T). 
Choosing a positive integer N such that llzll < Na, consider any integer k 2 N. 
If xk = 1 - &-I, then TZ = Txj/(kllTxjll) for somej with IITxjll > a, SO 
a/k < IITxjll/k = (Txj, Tz) = (T*Txj,z) 5 llzll/k2 < (Na)/k2 < a/k, 
a contradiction. Hence xk = &_ 1 for all k 2 N. It follows that either xk = 1 
for some k or else & = 0 for all k. 0 . 
Lemma 4. Let H be a Hilbert space, let T be a linear operator on H such that T * 
exists and ran(T) is complete, and let (xn) be a sequence in H such that (T * TX,,) 
converges to 0. Then for all positive numbers a, b with a < b, either II TX,, II > a for 
infinitely many n or else 11 TX,, II < b for all suficiently large n. 
Proof. Let (nk)p=, be a strictly increasing sequence of positive integers such 
that 
IIT*Txjll < & (j 2 nk). 
By successively applying Lemma 3’to the sequences (xnk, xnk + I,. . .), construct 
an increasing binary sequence (&) such that 
xk = 0 =3 3j 2 nk(a < IITxjll), 
xk = 1 + vj 2 nk(llTXjll < b). 
We may assume that At = 0. Define a sequence (yk) in ran(T) as follows: if 
& = 0, choose j 1 nk such that l[Txjll > a and set yk = Txi/(kllTXjll); if xk = 
1 - xk _ I, set _Yi = yk - 1 for all i 2 k. Then (yk) is a Cauchy sequence and so 
converges to a limit Tz E ran(T). Choosing a positive integer N such that 
llzll < Nay consider any integer k > N. If &=1-&-r, then 
Tz = Txj/((k - l)llTxjll) for somejwith IITxill > a, so 
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(k- l)-‘a < (k- I)-‘]ITXj(( 
= (Txj, Tz) 
= (T*Txj,z) 
I (k - 1)-211zll 
< (k - l)-2Na 
< (k - l)%, 
a contradiction. Hence xk = xk _ 1 for all k 2 N. It follows that either Xk = 1 
for some k or else & = 0 for all k. In the former case, for each k there exists 
J’ > nk such that IlTxj(l > a; in the latter, there exists k such that [[Txjll < b for 
allj > nk. q 
Although the proofs of Lemmas 3 and 4 are similar, it does not appear that 
either of those lemmas can be derived as a consequence of the other (cf. [4]). 
Lemma 5. Let H be a Hilbert space, let T be a linear operator on H such that T * 
exists and ran(T) is complete, and let (xn) be a sequence in H such that (T’Tx,) 
converges to 0. Then ( Tx~) converges to 0. 
Proof. By Lemma 4, for each E > 0 either I] TX, II > e/2 for infinitely many n or 
else )(Tx,jI < E for all sufficiently large n. In the former case, by passing to an 
appropriate subsequence, we may assume that I(Tx,jj > e/2 and 
IIT*Tx, 1) < nM2 for all n. Applying the Uniform Boundedness Theorem ([I], 
page 392, Problem 20; see also [17], page 61) to the bounded linear functionals 
TXH (TX, nTx,) on ran(T), we can find Tz Eran(T) such that the sequence 
(I (Tz, nTx,J I) is unbounded. This contradicts the fact that 
I(Tz,nTx,)( = I(z,nT*Tx,)( 5 nP1((z([ -+ 0 as n + 00. 0 
Before the next result we make a couple of observations: 
l A sequentially continuous linear map between normed spaces maps 
Cauchy sequences to Cauchy sequences [9]. 
a If an operator on a Hilbert space has an adjoint, then the operator is se- 
quentially continuous. (The proof involves a minor modification to that of 
Theorem 4 in [5].) 
Lemma 6. Let H be a Hilbert space, and Tan operator on H such that T’ exists 
and ran( T) is closed. Then ran( T * T) is closed. 
Proof. Since T* is one-one on ran(T), there exists a linear mapping S : 
ran( T *T) --i ran(T) such that ST*Tx = TX for all x E H. Let (x,J be a se- 
quence in H such that T * TX,, 3 0. By Lemma 5, S is sequentially continuous. 
Hence if (T*Tx~) is a Cauchy sequence, then so is (TX,,). Since ran(T) is com- 
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plete, there exists x E H such that TX, + TX. But T* is sequentially con- 
tinuous, so T * TX, + T * TX. Thus ran( T * T) is closed. 0 
We can now give the Proof of Theorem 1. Let H be a Hilbert space, and T a 
linear operator on H such that T’ exists and ran(T) is closed. By Lemmas 2 
and 6, ran( T*T) is both dense in ran(T*) and complete. Hence ran( T*) is 
complete. Moreover, for each x E H there exists y E H such that T*x = T*Ty; 
so 
x= Ty+(x- Ty), 
where Ty E ran(T) and 
x - Ty E ker(T*) = ran(T)‘. 
It follows from Lemma 5 of [S] that both ran(T) and ker( T *) are located. In- 
terchanging the roles of T and T* in the foregoing,, we now see that ran( T*) 
and ker( T) are located. q 
3. AN OPEN MAPPING THEOREM 
Recall that a linear mapping T : X -+ Y between normed spaces is 
l open if there exists r > 0 such that for each y E ran(T) with ]I y(] < r there 
exists x E X such that ]lx]j 5 1 and TX = y; 
l sequentially open if whenever TX,, -+ 0 there exists a sequence (yn) in 
ker( T) such that x, - y,, + 0. 
Clearly, openness implies sequential openness. In classical mathematics open- 
ness and sequential openness are equivalent; this equivalence does not hold 
constructively ([7], Theorem 5). 
The classical Open Mapping Theorem states that a bounded linear mapping 
T of a Banach space X into a normed space Y is open if and only if ran( T) is 
complete. A number of attempts have been made to prove this theorem, or 
something classically equivalent o it, constructively (see [19], [8], and [7]), using 
the full property of openness, but the theorems they have produced have had 
restrictive conditions on the locatedness of the image of a ball under T. A less 
restrictive result, using sequential openness rather than openness, appeared in 
[14], and provides one direction of implication in the following constructive 
Sequential Open Mapping Theorem. 
Theorem 7. Let T be a sequentially continuous linear mapping of a Banach space 
X into a normed space Y, with a located kernel. Then T is sequentially open if and 
only ifran is complete. 
Proof. Assume first that T is sequentially open, and let (TX,) be a Cauchy se- 
quence in ran(T). Then the linear mapping T-’ : ran(T) -+ X/ ker(T) is se- 
quentially continuous, so (xn) is a Cauchy sequence in X/ ker(T). Since the 
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latter space is complete, there exists x E X such that p(x - xn, ker(T)) 4 0. 
Choosing a sequence (J+J in ker(T) such that /Ix - x, - yn]] ---) 0, we see that 
T(x -.x, - Y,J + 0 and therefore that TX,, + TX. Hence ran(T) is complete. 
Now assume, conversely, that ran(T) is complete. Then T : X/ ker(T) -+ 
ran(T) is sequentially continuous, so, by Banach’s Inverse Mapping Theorem 
[14], the inverse mapping from ran(T) onto X/ ker( T) is sequentially con- 
tinuous. This is equivalent o T being sequentially open. Cl 
For an operator with an adjoint on a Hilbert space, we can remove the hy- 
pothesis that the kernel be located. To do so, we note that in view of Lemma 2, 
we can adapt the proof of Theorem 2 of [5] to show that any sequentially open 
operator on H with an adjoint has located range and kernel. 
Theorem 8. Let T be a linear operator on a Hiibert space H such that T* exists. 
Then T is sequentially open ifand only ifit has complete range. 
Proof. If T is sequentially open, then ker( T) is located, as we noted above, and 
it follows from Theorem 7 that ran(T) is complete. Conversely, if ran(T) is 
complete, then ker(T) is located, by Theorem 1 above, and Theorem 7 shows 
that T is sequentially open. Cl 
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