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ON THE EXTENSION OF HOLOMORPHIC SECTIONS FROM
REDUCED UNIONS OF STRATA OF DIVISORS
CHEN-YU CHI
Abstract. In this paper we study the problem of extension of holomorphic sections
of line bundles/vector bundles from reduced unions of strata of divisors. An extension
theorem of Ohsawa–Takegoshi type is proved. As consequences we deduce several
qualitative results on extension from snc divisors and generic global generation of
vector bundles.
1. Introduction
In the current work we study the possibility of extending holomorphic sections
of an adjoint or a pluricanonical bundle on a complex manifold simultaneously
from several strata of an effective divisor. The situation of simple normal crossing
will be our main concern. Before describing the question to study and stating
the main results we first fix terminology and notation which will be in force
throughout the whole paper. In the following X will be a connected complex
manifold and S : (Sj, σj , hj) (j = 1, . . . , q) be a family of data which consist of a
holomorphic line bundle Sj on X, a nonzero holomorphic section σj of Sj , and a
smooth hermitian metric hj on Sj fro every j. The Cartier divisor div(σj) will
also be denoted by Sj . Note that we allow data with different indices to coincide.
Definition 1.1. (1) For any J ⊆ {1, . . . , q} we let SJ =
⋂
j∈J Sj (as an analytic
subspace of X) and
(
SJ , σJ , hJ
)
=
⊗
j /∈J(Sj , σj, hj). We denote (S
∅, σ∅, h∅) by
(S, σS, hS). For any α• = (α1, . . . , αq) ∈ Rq, we let
|σS|2α•hS =
q∏
j=1
|σj|2αjhj and |σJ |2α•hJ =
∏
j /∈J
|σj|2αjhj (J ⊆ {1, . . . , q}).
(2) (Transversal strata) A nonempty analytic set W in X is called an (S)-
transversal stratum associated to some J ⊆ {1, . . . , q} if W is an irreducible
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component of SJ such that there exists a nowhere dense analytic subset W1 of
W satisfying the following conditions: along W \W1 the divisors Sj (j ∈ J) are
smooth and intersect transversally, and (W \W1) ∩
⋃
j /∈J Sj = ∅. If this is the
case, we denote J by JW .
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(3) (Adjunction maps) For an transversal stratum W associated to J , we let
SW denote the line bundle SJ |Wreg . For any integer m > 0 and any holomorphic
vector bundle F , we have the adjunction map
Γ
(
X, (KX ⊗ S)⊗m ⊗ F
) (·)W // Γ(Wreg, (KWreg ⊗ SW )⊗m ⊗ F |Wreg),
which depends at most on the choice of the defining sections σj and on the order
in which Sj are listed.
(4) (Admissible families) A family W of transversal strata is called (S)-
admissible if there is no inclusion relation between the members of W . For
such a family we let
J(W) :=
⋃
W∈W
JW
and
J0(W) := {JW |W ∈ W}.
(5) (Underlying spaces of admissible families) For an admissible family W
we let
W := (⋃
W∈W W
)
red
.
Question (Simultaneous extension from admissible family of starta).
Given an admissible family W and a section u ∈ Γ(W , (KX ⊗S)⊗m⊗F |W), can
one find a section U ∈ Γ(X, (KX ⊗ S)⊗m ⊗ F) such that U |W = u? Suppose
that m = 1 and u is L2 with respect to some metric, can U be chosen so that
its L2-norm (with respect certain corresponding metric) is controlled by that of
u in some manner?
Our main technical result is the following quantitative extension theorem, the
statement of which is tedious. The author may want to first go to its qualita-
tive consequences (by starting from Definition 1.3) Theorems 2, 4, and 5 and
1It is clear that if j ∈ JW for some admissible W then Sj 6= Sj′ (as divisors) for every j′ 6= j.
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their corollaries, and come back for the precise conditions and estimates when
necessary.
Theorem 1. Let
(
X,S, (F, hF ),W , γ•, δ, δ•, ε, A,H
)
consist of
(i) a complex manifold X admitting a projective morphism to a Stein space,
(ii) a family of data S : (Sj, σj , hj) (j = 1, . . . , q) which consist of a holomor-
phic line bundle Sj on X, a nonzero holomorphic section σj of Sj, and a
smooth hermitian metric hj on Sj for every j,
(iii) a holomorphic vector bundle F on X with a measurable hermitian metric
hF ,
(iv) an S-admissible family W ,
(v) numbers γj > 0, δ > 0, 0 6 δj < 1, and ε > 0 such that
γj > 0 and δj = δ for every j ∈ J(W),
(vi) A ∈ (−∞,∞] such that |σS|2γ•hS < eA,
(vii) a function H on (−A,∞) which is strictly positive, nonincreasing, and
integrable with lim
y→−A
H(y) ∈ (0,∞), which we denote by H(−A+).
Assume that either hF is smooth or (F, hF ) is a line bundle with a singular
metric.2 If on X \⋃qj=1 Sj we have
ΘhF −
∑
j∈J(W)
(
δ(tj − 1) + εH(−A+)sγj
)
Θhj ⊗ idF
−
∑
j /∈J(W)
(
εH(−A+)sγj − δj
)
Θhj ⊗ idF >Nak 0
for s ∈ [0, 1] and (tj) ∈
∏
j∈J(W)
[0, Tj]
(
Tj :=
∑
W : j∈JW
|JW |
)
,
(1.1)
2A measurable hermitian metric h on a holomorphic line bundle F on X is called a singular
metric if the local weights of h are locally integrable quasi-psh functions. For any locally closed
complex submanifold Y of X , the restriction h|Y may not be a singular metric.
Convention. For any measurable section u of KY ⊗F |Y , the condition
∫
Y
〈u〉2h <∞ will always mean
that
∫
Y \Y ′
〈u〉2h <∞ and u|Y ′ = 0 where Y ′ is the union of components of Y along which h takes the
value ∞ almost everywhere. We define the multiplier ideal sheaf I(h|Y ) to be zero if h|Y takes the
value ∞.
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and if
H
(− log |σS|2γ•hS ) |σS|2δ•−2hS∏
J∈J0(W)
( ∑
j∈J
|σj |2hj
)δ|J | is locally bounded from below,(1.2)
then for any collection of sections
uW ∈ Γ
(
Wreg,KWreg ⊗ SW ⊗ F |W )
)
(W ∈ W)
with3 ∫
Wreg
|σJW |2δ•
hJW∏
J ′∈J0(W)\{JW }
( ∑
j∈J ′
|σj|2hj
)δ |J ′| 〈 uWσJW 〉2hF <∞ (W ∈ W),(1.3)
there exists U ∈ Γ(X,KX ⊗ S ⊗ F ) such that UW = uW for every W ∈ W and
∫
X
H
(− log |σS|2γ•hS ) |σS|2δ•hS∏
J∈J0(W)
( ∑
j∈J
|σj|2hj
)δ|J | 〈 UσS
〉2
hF
6
(
1
ε
+
∫ ∞
−A+
H(t)dt
) ∑
W∈W
B|JW |−1(δ)∑
j∈JW
γj
∫
Wreg
|σJW |2δ•
hJW∏
J ′∈J0(W)\{JW }
( ∑
j∈J ′
|σj|2hj
)δ |J ′| 〈 uWσJW 〉2hF
(1.4)
where
Bk−1(δ) = πk
∫
∆k−1
dσ1 · · · dσk−1(
σ1 · · · σk−1(1− σ1 − · · · − σk−1)
)(1−δ) (B0(δ) := 1)
with
∆k−1 =
{
(σ1, . . . , σk−1) ∈ [0,∞)k
∣∣ σ1 + · · ·+ σk−1 6 1}.
We remark that the integrability condition (1.3) implies that uW vanishes
on W ∩ W ′ for distinct W and W ′ in W . Theorem 1 is derived in Section
4 as a special case of a slightly more general result, Theorem 3.1. The proof
of Theorem 3.1 occupies both Sections 2 and 3. Many proofs of theorems of
Ohsawa–Takegoshi type can be separated into two parts, as we explain now.
3 Let h be a measurable hermitian metric on a complex vector bundle E over a complex manifold
M . For any measurable section u of KM ⊗E, we first define a nonnegative (n, n)-form 〈u〉2h as follows:
on a chart (V, {zk = xk+iyk}) we let 〈u〉2h|V = |f |2h dx1∧dy1∧· · ·∧dxn∧dyn if u|V = dz1∧· · ·∧dzn⊗f .
The L2-norm of u with respect to h is defined to be
∫
M
〈u〉2h ∈ [0,∞].
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Roughly speaking, given a holomorphic section u on a “center” Z, the first part
of the argument modifies a rather arbitrary extension U0, the L
2-norm of which
one does not have estimate of, to obtain an extension Ft with L
2-norm bounded
by a quantity It with a parameter t. It usually appears as the L
2-norm of U0
with respect to some “density” χt supported in a neighborhood Vt of Z on which
u is defined; when t → −∞, the “mass” associated to the χt concentrates to
the center. The second part of the argument rests on showing that lim inf
t→−∞ It is
bounded by the L2-norm of u over Z with respect to a suitable measure. In
Section 2 we formalize the first part of argument into a metatheorem (Theorem
2.3), the proof of which follows very closely that of Theorem 2.1 in [20]. A
difference between our treatment and that of [20] is that we introduce not only
one but two “weight functions” ψ and φ. They usually appear as the same
function in previous work of other authors (e. g., Ψ in [20]), but allowing them
to be different makes the curvature conditions in our extension theorem more
flexible. As for the second part of argument, an upper bound of lim inf
t→−∞ It can be
given by the L2-norm of u with respect to an abstractly defined measure due to
Ohsawa [29] (see also [20] and [14]). However, even when Z is a simple normal
crossing divisor, Ohsawa’s measure for a general singular metric does not seem
to have explicit expressions,4 which is often necessary in practical applications.
When the centers of extension bear sufficient regularity one may obtain a more
explicit upper bound. We give in Section 3 an explicit upper bound of lim inf
t→−∞ It
by direct computations. Roughly speaking, the function ψ defines the center
Z, and φ determines the way the aforementioned neighborhood Vt shrinks. In
previous studies where explicit upper bounds are obtained, one mainly considers
the situation φ = ψ = log |σS|2hS with σS a holomorphic section of some vector
bundle E such that ∧rkEdσS is essentially nonzero along its zero set Z = Z(σS);
if this is the case, Vt shrinks to Z as a usual tubular neighborhood shrinks when
its radius tends to zero, and the computation is rather simple. In our proof of
Lemma 3.3 both φ and ψ are less regular and hence complicate the calculation,
4However, the author was informed by by Dano Kim that more explicit understanding of the Ohsawa
measure does exist according to his unpublished work.
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which was achieved by using suitably chosen local coordinate systems related to
blow-ups.
Remark 1.2. We emphasize that in Theorem 1 the numbers γj and δj with
j /∈ J(W) are allowed to zero. When they are set to be zero, the curvatures
Θj
(
j /∈ J(W)) do not appear in (1.1), and this is the reason in the statements
of many results below these curvatures play no role. It could be possible that
in some situations taking some of the above numbers to be nonzero may help
validating (1.1); if this is the case, it is not hard to modify suitably the curvature
conditions in the statements of corresponding results.
The condition (1.1) suggests the following definition.
Definition 1.3. Given two real (1, 1)-currents T1 and T2 on X, we say that T1
locally dominates sufficiently small multiples of T2 (Notation: T1 < ±T2) if for
every point p ∈ X there exist a neighborhood V of p and a number c0 > 0 such
that (T1−cT2)|V is a positive (1, 1)-current for every c ∈ (−c0, c0). (Note that T1
is not only required to dominate positive but also negative multiples of T1. This
always holds when, e.g., T1 is a Ka¨hler current.) There is obviously a natural
extension of this definition to endomorphism-valued (1, 1)-currents in the sense
of Nakano.
In the following we assume that X, (Sj , σj, hj) (j = 1, . . . , q), and W are as in
the statement of Theorem 1.
Definition 1.4. (1) (SNC families) We say that an admissible family W is
(S-)snc if S1 + · · · + Sq has simple normal crossing along W for every W ∈ W .
(Note that all admissible families are snc when the divisor S is reduced and of
simple normal crossing.)
(2) (Minimal transversal strata) An transversal stratum is called a minimal
stratum if W ∩ Sj = ∅ for every j /∈ JW .
(3) (Derived families) For an S-snc familyW we letW ′ be the family consisting
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of maximal members (with respect to inclusion) of{
W ′
∣∣∣∣∣ W ′ is a stratum of the snc divisorW ∩ SJW on W for some W ∈ W
}
.
W ′ is also an S-snc family. More generally, we letW (k) = (W (k−1))′ for all k ∈ N
(W (0) :=W).
Theorem 2. Suppose that W is an S-snc family. if (F, hF ) is either
- a holomorphic vector bundle with a smooth hermitian metric, or
- a holomorphic line bundle with a singular hermitian metric such that
I(hF |W ) = OW for every W ∈
⋃dimX
k=0 W (k),
and if
√−1ΘhF < ±
√−1Θhj ⊗ idF for every j ∈ J(W), then the restriction
map
Γ(X,KX ⊗ S ⊗ F ) // Γ
(W, (KX ⊗ S ⊗ F )|W)(1.5)
is surjective.
We remark that in the case that S = S1+ · · ·+ Sq itself be an snc divisor and
F be an ample line bundle, if W is the (scheme-theoretic) complete intersection
S1 ∩ · · · ∩ Sk for some k 6 q, then the surjectivity of (1.5) can be obtained as
follows: we consider the Koszul resolution
0 //MN // · · · //M1 // OX // OW // 0
where
Ml = ⊕J⊆{1,...,k}, |J |=lOX(−SJ)
and the morphisms are induced by the sections σj. Applying the Kawamata–
Viehweg vanishing theorem, we have for l > 0 that
H l
(
X,Ml⊗OX(KX ⊗S⊗F )
) ≃ ⊕J⊆{1,...,k}, |J |=lH l(X,OX(KX ⊗SJ ⊗F )) = 0,
and simple diagram chasing yields the desired surjectivity. However, the above
argument cannot be applied for much more general W as in Theorem 2, even
if F is assumed ample. On the other hand, Cao, Demailly, and Matsumura
[4] have obtained a very general qualitative extension theorem for an adjoint
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line bundle KX⊗E equipped with a singular metric h together with some quasi-
psh function ψ with analytic singularities satisfying certain curvature conditions.
However, the singular metric case of Theorem 2 is not an immediate consequence
of their result, in the sense that [4] extends sections from the analytic subspace
V
(I(he−ψ)), which does not seem to have an explicit description when h is a less
explicit singular metric, even if V
(I(ψ)) defines a simple normal crossing divisor;
in our case the center for extension is rather explicit, namely, the underlying
space associated to an admissible family. The proof of Theorem 2 will be given
in Section 4 based on a strategy of successive extension-correction suggested by
Demailly, the idea of which appeared already in [14]. Validity of the strong
openness conjecture [21] (especially the slightly stronger forms in [22] and [25])
is used in the proof of the singular metric case of Theorem 2 (cf. Lemma 4.1), and
this is the place the triviality of multiplier sheaves plays a role. It is tempting
to believe that applying the strong openness will enable removing the triviality
condition on multiplier sheaves, but the situation is actually subtler. It is thus
interesting to ask the following question:
Question 1. Suppose that W is an S-snc family. Let (F, hF ) be a holomorphic
line bundle on X with a singular hermitian metric such that
√−1ΘhF < ±
√−1Θhj ⊗ idF
(
j ∈ J(W)).
Suppose that hF |W∩SJ is well-defined for every W and for every J . Define
Γ
(
S, I(hF |S)(KX ⊗ S ⊗ F )|S
)
to consist of all elements u = (uW ) such that
uW |W∩SJ is locally L2 with respect to hF |W∩SJ for every W ∈ W and J ⊆
{1, . . . , q}. Is it true that Γ(S, I(hF |S)(KX ⊗ S ⊗ F )|S) lies in the image of the
restriction map (1.5)?
Note that if we drop the well-definedness requirement then Ohsawa [31] has
provided a counterexample to the statement considered in the above question.
The following is an immediate consequence of Theorem 2.
Corollary 3. Suppose that F is a holomorphic vector bundle such that OP(F )(1)
admits a smooth hermitian metric with strictly positive curvature.5 For an snc
5For example, X is projective and F is an ample vector bundle in the sense of Hartshorne.
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family W , the restriction map
Γ
(
X,KX ⊗ S ⊗ detF ⊗ SymkF
)

Γ
(W ,KX ⊗ S ⊗ detF ⊗ SymkF |W)
is surjective.
Proof. Let r = rkF and let P(F )
p // X be the natural projection. We let
S˜ : (S˜j, σ˜j , h˜j) := p∗(Sj, σj , hj)
and let W˜ be the family consisting of p−1W (W ∈ W). We have the following
commutative diagram
Γ
(
P(F ),KP(F ) ⊗ S˜ ⊗OP(F )(r + k)
)
// Γ
(W˜,KP(F ) ⊗ S˜ ⊗OP(F )(r + k)|W˜)
Γ
(
X,KX ⊗ S ⊗ detF ⊗ Symk(F )
)≃
OO
// Γ
(W ,KX ⊗ S ⊗ detF ⊗ Symk(F )|W).
≃
OO
The proof is then completed by applying Theorem 2 to (P(F ), S˜) with W˜ and
F = OP(F )(r + k). 
The following analogue of invariance of plurigenera can be proved by incorpo-
rating Theorem 1 with essentially the same argument of [6], a variant of that of
[32] and [35]. For completeness we provide a proof of it in Section 5.
Theorem 4. Suppose that W is an S-snc family of minimal strata, and that
(Li, hLi) (i = 1, . . . ,m) are holomorphic line bundles on X with singular hermit-
ian metrics such that
√−1ΘhLi < ±
√−1Θhj
(
i = 1, . . . ,m and j ∈ J(W)).(1.6)
Then for any collection of sections
uW ∈ Γ
(
W, I(hL1|W ) · · · I(hLm|W ) · ⊗mi=1KW ⊗ SW ⊗ Li|W
)
(W ∈ W)
there exists a section
U ∈ Γ
(
X, I((hL1 ⊗ · · · ⊗ hLm) 1m) · ⊗mi=1KX ⊗ S ⊗ Li)
such that UW = uW for every W ∈ W .
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It is natural to ask whether or not we may drop the condition thatW consists
of only minimal strata, when, for example, all hLi are smooth. It is tempting to
attack the general case with the aforementioned successive extension-correction
process, as exploited in the proof of Theorem 2, but there is at least one essential
obstacle in establishing a pluricanonical analogue of Lemma 4.1(2). Roughly
speaking, in applying Theorem 1 to extend a section u = (uW ), one has to verify
the finiteness (1.3) of the integrals∫
W
|σJW |2δ•
hJW∏
J ′∈J0(W)\{JW }
( ∑
j∈J ′
|σj |2hj
)δ |J ′| 〈 uWσJW 〉2hF (W ∈ W).
In the case of Lemma 4.1(2) the problematic vanishing of the factors in the de-
nominator of the integrand is taken care of by the vanishing assumption u ∈ ker β
together with the triviality of I(hF |W∩SJ ) (and validity of the strong openness
conjecture). In the pluricanonical case an obstacle appears when one proceed
Pa˘un’s one-tower argument as the proof of Lemma 5.2.1. More precisely, at that
stage one uses the singular metric hk−1 defined by some collection Uk−1 of ex-
tensions of u twisted by some auxiliary objects. Intuitively speaking, since hk−1
runs out the vanishing of u, nothing can take care of the denominator of the
integrand. On the other hand, in situations with slightly more positivity and
better integrability one may overcome the above obstacle. For example, we have
the following extension theorem:
Theorem 5. Suppose that
(1) Li (i = 1, . . . ,m − 1) are holomorphic line bundles on X with singular
hermitian metrics hLi such that
√−1ΘhLi > 0 for every i,
(2) L is a Q-line bundle with L⊗m = ⊗m−1i=1 Li and hL6is a singular metric on
L such that
√−1ΘhL < ±
√−1Θhj
(
j ∈ J(W)) and I(hL) = OX ,
(3) hT is a singular metric on (KX ⊗ S ⊗ L)⊗m with
√−1ΘhT > 0.
Assume that for every W ∈ ⋃dimXk=0 W (k) and J ⊆ {1, . . . , q} we have
I(|σS|−2+
2
m
hS
hL|W ) = OW(1.7)
6Note that we do not require hmL = h1 ⊗ · · · ⊗ hm−1.
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and there exists a number ε0 > 0 such that
7
I(|σJW |−2+2ε
hJW
h1−δLi h
ε0
T |W
)
= OW for all δ > 0 and ε > 0.(1.8)
Then the restriction map
Γ
(
X, (KX ⊗ S ⊗ L)⊗m
) α // Γ(W, (KX ⊗ S ⊗ L)⊗m|W)
is surjective.
Theorem 5 will be proved in Section 6 by the successive extension-correction
process together with Lemma 6.1, a pluricanonical analogue of Lemma 4.1. The
proof of Lemma 6.1 incopporates the strong openness conjecture with the ap-
proach of Pa˘un [33], [1], and [3]. The metrics considered in this approach do not
run out the vanishing coming from a section to be extended, and hence help over-
come the aforementioned obstacle. A typical situation fulfilling the conditions
(1), (2), and (1.7) in Theorem 5 is the following. Let A be an ample Q-divisor
and ∆ an effective Q-divisor. Suppose that (X,S + ∆+ A) is a log-smooth dlt
pair with xS + ∆ + Ay = S such that m(∆ + A) is Cartier for some m ∈ N.
Then we may write m(∆ + A) as ∆1 + · · · + ∆m−1 (cf. [16]) where ∆i are all
reduced simple normal crossing divisors. We may simply take Li (resp. hLi ) to
be ∆i (resp. the metric associated to a defining section of ∆i), and take hL to
be hA · h∆ where hA is a smooth metric with strictly positive curvature and h∆
is the metric associated to a defining section of ∆.
Applying Theorem 4 with W = {{x}} and J(W) = J{x}, we obtain the fol-
lowing funny nonvanishing result.
Corollary 6. If (Li, hLi) (i = 1, . . . ,m) are holomorphic line bundles on X with
singular hermitian metrics and if x is a 0-dimensional transversal stratum of S
at which all hLi take finite values, and if
√−1ΘhLi < ±
√−1Θhj (i = 1, . . . ,m and j ∈ J{x}),
then I((hL1 ⊗ · · ·⊗hLm) 1m)OX(⊗mi=1KX ⊗S⊗Li) admits a global section which
is nonvanishing at x.
7Note that (1.8) implies that hLi |W and hT |W are well-defined singular metrics on W according to
our convention.
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The following result is obtained by takingW = {{x}} in the proof of Corollary
3 and replace the bundle KX ⊗ S ⊗ detF by its m-th power.
Corollary 7. If F is a holomorphic vector bundle such that OP(F )(1) admits
a smooth hermitian metric with strictly positive curvature, and if x is a 0-
dimensional transversal stratum of S, then
OX
(
(KX ⊗ S ⊗ detF )⊗m ⊗ SymkF
)
is generated by globally sections at x, and hence generically globally generated,
for every k,m > 0.
Remark 1.5. As parallel to the vanishing theorems of Griffiths [19] and of
Demailly [9], the same extension/generic generation statements as in Corollaries
3 and 7 hold with (KX ⊗ S ⊗ detF )⊗m ⊗ SymkF replaced by the bundle V in
the following situations:
(1) For holomorphic vector bundles Fi (i = 1, . . . , h) such that OP(Fi)(1) admit
smooth hermitian metrics with strictly positive curvature, we may take
V = (KX ⊗ S)⊗m ⊗⊗hi=1(detFi)⊗m ⊗ SymkiFi
since ⊗hi=1SymkiFi is a direct summand of Symk(F1⊕· · ·⊕Fh) (k = k1+· · ·+kh).
(2) For a holomorphic vector bundle F such that OP(F )(1) admit smooth her-
mitian metrics with strictly positive curvature, we may take8
V = (KX ⊗ S)⊗m ⊗ (detF )⊗m·h(λ) ⊗ ΓλF.
This can be seen by Manivel’s idea that ΓλF is a direct summand of ⊗h(λ)i=1 SymλiF
(cf. [17] 8.3, Corollary 2).
Finally we would like to talk about the original motivation of the current paper
and propose a question. In their seminal work [15], Demailly, Hacon, and Pa˘un
considers the following statements.
8For every r-dimensional complex vector space E the (equivalent classes of) irreducible representa-
tions Eλ of GL(E) (cf. [17] 8.2) can be listed according to parameters λ = (λ1, . . . , λr) ∈ Z>0 such
that λ1 > · · · > λr. We let h(λ) := |{k |λk > 0}|. For any vector bundle F we let ΓλF denote the
vector bundle associated to the λ-th irreducible representation.
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Existence of good minimal models (GMMn). Every n-dimensional klt pseudo-
effective pair (X,∆) admits a good minimal model.
Nonvanishing (NVn). If (X,∆) is an n-dimensional klt pair and KX + ∆ is
pseudoeffective, then κ(KX +∆) > 0.
DLT Extension (DLTn). If (X,S +B) is an n-dimensional dlt pair such that
xS +By = S, KX + S +B is nef, and KX + S +B ∼Q D for some effective D
such that S ⊆ suppD, then the restriction map
H0
(
X,m(KX + S + B)
)
// H0
(
S,m(KX + S + B)|S
)
is surjective for sufficiently divisible m > 0.
We let (NVslcn ) stand for the statement of (NVn) with klt replaced by semi-log
canonical. It is shown ([15] Theorems 1.4 and 1.8) that (GMMn) holds if both
(NVslcn ) and (DLTn) hold; (DLTn) holds if (X,S+B) is assumed to be a plt pair,
i.e., if S is a prime divisor. Along this line the problem of extension from simple
normal crossing divisors becomes crucial. In essentially all known extension
results with L2-estimates, when the center is not smooth, only sections which
vanish along suitable analytic subsets can be extended. In view of this, the author
started to examine the possibility of proving a variant of (DLTn), which aims at
extending sections from minimal strata instead of from the whole snc divisor, and
this was the original motivation of the current work. On the other hand, if one
insists to apply extension theorems to attack the snc extension problem,9 it seems
that not many strategies of dealing with the vanishing issue, if any, have come
out other than the aforementioned successive extension-correction. However,
even with the method successive extension-correction, one has to start from the
bottom level, namely, extension from minimal strata. Unfortunately, the results
established in this paper, which require stronger curvature assumption, is not
sufficient for establishing the expected variant of (DLTn). Nevertheless, we ask
9There appeared a different attempt towards proving (DLTn), due to Gongyo and Matsumura [18],
by using theorems of injectivity instead of theorems of Ohsawa–Takegoshi type. An advantage of their
approach is that the condition S ⊆ D in (DLTn) is naturally incorporated in the framework of theorem
of injectivity. However, the task is then turned to finding singular metrics with specific behaviour, the
existence of which is not clear at the moment.
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the following question, an affirmative answer to which will be very helpful in
proving that (GMMn) holds if (NVn) does, as indicated in the survey[5].
Question 2. Is the following statement true?
Let (X,S,W, c1, . . . , cq) consist of
- a projective manifold X,
- a family of data S : (Sj, σj , hj) (j = 1, . . . , q) which consist of a holomor-
phic line bundle Sj on X, a nonzero holomorphic section σj of Sj, and
a smooth hermitian metric hj on Sj for every j such that (the divisor)
S1 + · · ·+ Sq is of simple normal crossing,
- a minimal stratum W of S, and
- a collection of positive numbers c1, . . . , cq.
There exists a constant C depending only on (X,S,W, c1, . . . , cq) such that, for
any holomorphic line bundle F on X with a singular hermitian metric hF such
that √−1ΘhF > 0 and
√−1ΘhF >
√−1(c1Θh1 − · · · − cqΘq),
if u is a holomorphic section of KW ⊗ SW ⊗ F on W , then there exists a holo-
morphic section U of KX ⊗ S ⊗ F with∫
X
〈U〉2hS⊗hF 6 C
∫
W
〈u〉2hJW⊗hF .
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for his warm hospitality and generosity in sharing many of his interesting and
challenging ideas and in sparing plenty of time for discussions. The strategy of
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2. A general scheme for entension of holomorphic sections
In this section we provide the first part of the proof of Theorem 1 in a form of a
metatheorem, Theorem 2.3. Although our argument models on that for Theorem
2.1 in [20], we include a proof here for completeness since some adjustments are
made as explained in the introduction.
The following setting will be in force throughout the current section.
Setting. Let
(
Y, (E, h), Z, Z0, ψ, φ,A,G
)
consist of
(i) a Ka¨hler manifold Y ,
(ii) an analytic subspace Z = V (IZ) of Y ,
(iii) an analytic set Z0 of Y ,
(iv) a holomorphic vector bundle E on Y with a smooth hermitian metric h,
(v) two usc functions Y
ψ // [−∞,∞) and Y φ // [−∞, A) with A ∈ (−∞,∞],
and
(vi) a strictly positive function G ∈ C∞((−A,∞))
such that
φ|Y \Z0 is smooth and φ−1(−∞) = Z0,(2.1)
ψ|Y \Z0 is smooth and I(ψ) ⊆ IZ ,(2.2)
√−1
(
Θh + ∂∂ψ ⊗ idE
)
> 0 in the sense of Nakano on Y \ Z0,(2.3)
and
√−1
(
Θh +
(
∂∂ψ +
G′(−φ)
G(−φ) ∂∂φ
)
⊗ idE
)
>Nak 0 on Y \ Z0.(2.4)
Before giving the precise statement of the theorem, we first introduce two
families of functions, one of which will be used to construct weights for L2-norms,
and another will be used to construct truncations when dealing with singularity
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Definition 2.1. 10 For A ∈ (−∞,∞], we define GA to be the set of functions
G ∈ C∞((−A,∞)) such that
G(j)(−A+) := lim
y→−A+
G(j)(y) (j = 0, 1, 2) all exist and are strictly positive,
G′′ > 0, G′2 −GG′′ > 0, and
G′(∞) := lim
y→∞G
′(y) exists and is strictly positive.(2.5)
It is clear that G > 0 and G′ > 0 for every G ∈ GA. See Section 4 for a
practical construction of such functions G.
Definition 2.2. For every 0 < a < b we let
Xa,b :=
{
χ ∈ C∞(R)
∣∣∣∣χ > 0, supp χ ⊆ (a, b), and ∫
R
χ = 1
}
.
For any χ ∈ Xa,b we define τχ ∈ C∞(R) by integrating χ twice with initial values
τ ′χ(b) = 1 and τχ(b) = b.
We remark that τχ is convex and remains constant on (−∞, a], and τχ(y) = y
for every y ∈ [b,∞); in particular, τχ > a and 0 6 τ ′χ 6 1.
We state the following metatheorem.
Theorem 2.3. Given (u,Ω, U0, G) consisting of
(i) a section u ∈ Γ(Z,OY (KY ⊗ E)|Z),
(ii) a relatively compact open subset Ω of Y admitting a complete Ka¨hler
metric,
(iii) a section U0 ∈ Γ
(
Y,OY (KY ⊗ E)
)
such that U0|Z∩Ω = u|Z∩Ω, and
(iv) G ∈ GA,
if χ ∈ Xa,b for some a < b and
lim inf
t→−∞
∫
Ω
χ(φ− t) e−ψ〈U0〉2h <∞,
then there exists UΩ ∈ Γ
(
Ω,OY (KY ⊗ E)
)
such that UΩ|Z∩Ω = u|Z∩Ω and∫
Ω
G′′(−φ) e−ψ〈UΩ〉2h 6 G′(∞) lim inf
t→−∞
∫
Ω
χ(φ− t) e−ψ〈U0〉2h.(2.6)
10GA here essentially consists of all functions G with G′′(·) = cA(·)e−(·) fulfilling the conditions in
Theorem 2.1 of [20].
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The proof of this theorem will be reduced to the following result.
Lemma 2.4. Let (u,G,Ω, U0) be as in Theorem 2.3, and a < b be real numbers
such that (G/G′)(−b) > b − a.11 For every χ ∈ Xa,b there exists a section
Uχ ∈ Γ
(
Ω,OY (KY ⊗ E)
)
such that Uχ|Ω∩Z = u|Ω∩Z and∫
Ω
G′′
(− τχ(φ)) e−ψ〈Uχ − (1− τ ′χ(φ))U0〉2h 6 G′(∞) ∫
Ω
χ(φ) e−ψ〈U0〉2h.
Proof of Theorem 2.3 assuming Lemma 2.4. Select a sequence tj → −∞ as j →
∞ such that
lim
j→∞
∫
Ω
χ(φ− tj) e−ψ〈U0〉2h = lim inf
t→−∞
∫
Ω
χ(φ− t) e−ψ〈U0〉2h.
Let aj := a + tj and bj := b + tj. We have (G/G
′)(−bj) > bj − aj = b − a for
j sufficiently large. Applying Lemma 2.4 with the functions χj(·) := χ(· − tj) ∈
Xaj ,bj we obtain sections
Uχj ∈ Γ
(
Ω,OY (KY ⊗E)
)
such that∫
Ω
G′′
(− τχj (φ)) e−ψ〈Uχj − (1− τ ′χj(φ))U0〉2h 6 G′(∞) ∫
Ω
χj(φ) e
−ψ〈U0〉2h.
Fix a sequence of relatively compact open sets
O1 ⊆ O2 ⊆ · · · ⊆ Om ⊆ Om+1 ⊆ · · ·
of Y such that Y \ Z = ⋃
m
Om. There exists a strictly increasing sequence jm
such that b + tjm 6 min
Om
φ for every m ∈ N. Then τχjm (φ)|Om = φ|Om and
τ ′χjm(φ)|Om = 1, and hence∫
Om
G′′
(− τχjm(φ)) e−ψ〈Uχjm〉2h 6 G′(∞) ∫
Ω
χjm(φ) e
−ψ〈U0〉2h (m ∈ N).
To get the desired section, we seek to apply Lemma A.2.2 with
(M,Um, wm) =
(
Ω, Uχjm , G
′′(− τχjm(φ))).
11This holds when b→ −∞ with b− a bounded by a fixed constant. By (2.5) we have lim
y→∞
G(y)
y =
lim
y→∞
G′(y) = G′(∞) > 0, and hence (G′/G)(y)→ 0 as y →∞.
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Note that wm converges to w = G
′′(−φ) almost everywhere as m→∞, and it is
direct to check that the conditions of Lemma A.2.2 are fulfilled to yield a section
UΩ ∈ Γ
(
Ω,OY (KY ⊗ E)
)
such that UΩ|Z∩Ω = u|Z∩Ω and∫
Ω
G′′(−φ) e−ψ〈UΩ〉2h 6 G′(∞) lim inf
m→∞
∫
Ω
χjm(φ) e
−ψ〈U0〉2h.

Now it remains to prove Lemma 2.4, and the rest of this section constitutes a
proof.
2.1 (∂-equations with truncated data). For simplicity, in the following dis-
cussions we denote τχ by τ for χ ∈ Xa,b. We manually extend the domains of τ ,
τ ′, and τ ′′ = χ to include −∞ by defining
τ (j)(−∞) := lim
y→−∞ τ
(j)(y) = τ (j)(a) (j = 0, 1, 2).(2.7)
Then τ(φ), τ ′(φ), and τ ′′(φ) are all smooth functions on Y whose restrictions to
the open neighborhood φ−1
(
[−∞, a)) of Z0 are constant functions. In particular,
ηχ := ∂
((
1− τ ′(φ))U0),(2.8)
can be viewed as a smooth E-valued (n, 1)-form on Y . We also note that τ ′(φ),
τ ′′(φ), and ηχ all vanish on φ−1
(
[−∞, a)). We will first obtain a solution γ = γχ
to the ∂-equation
∂γ = η(2.9)
on Ω \ Z with L2-estimate and define
Uχ :=
(
1− τ ′(φ))U0 − γχ.
Then we shall obtain by a limiting process a holomorphic extension UΩ of u|Z∩Ω
on Ω with L2-estimate.
2.2 (Choosing auxiliary weight functions by solving ODEs). We first
explain the presence of part of the conditions in Definition 2.1, following the
ODE approach in [20]. To exploit Theorem A.1.1 to solve the aforementioned
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∂-equation with L2-estimate, for any χ ∈ Xa,b we consider functions λ, µ, and ν
of the form (with τχ denoted by τ)
λ = s(−τ ◦ φ), µ = t(−τ ◦ φ), and ν = w(−τ ◦ φ)
where s > 0, t > 0, and w are smooth functions on (−A,∞), and define
ĥ(·, ·) := h(·, ·)e−ψ and h˜(·, ·) = h(·, ·)e−ψe−ν ,(2.10)
whose restriction on Y \ Z0 is then smooth. To check the validity of (A.1), we
proceed a direct calculation and obtain12
λΘ
h˜
− ∂∂λ− 1
µ
∂λ ∧ ∂λ = λΘ
ĥ
+ λ∂∂ν − ∂∂λ− 1
µ
∂λ ∧ ∂λ
= s(−τ ◦ φ)Θĥ + (s′ − sw′) ◦ (−τ ◦ φ) ·
(
(τ ′ ◦ φ) ∂∂φ+ (τ ′′ ◦ φ) ∂φ ∧ ∂φ
)
+
(
sw′′ − s′′ − s
′2
t
)
◦ (−τ ◦ φ) · ∂(τ ◦ φ) ∧ ∂(τ ◦ φ)
= (s′ − sw′) ◦ (−τ ◦ φ) · (τ ′′ ◦ φ) ∂φ ∧ ∂φ
+ s(−τ ◦ φ)Θĥ + (s′ − sw′) ◦ (−τ ◦ φ) · (τ ′ ◦ φ) ∂∂φ
+
(
sw′′ − s′′ − s
′2
t
)
◦ (−τ ◦ φ) · ∂(τ ◦ φ) ∧ ∂(τ ◦ φ).
As in [20], we impose the following conditions on s, t, and w:
s > 0, t > 0, s′ − sw′ = 1 and sw′′ − s′′ − s
′2
t
= 0.(2.11)
Then (e−ws)′ = e−w, and hence s is of the form ew
∫
e−w. By setting G =
∫
e−w,
we have G′ = e−w > 0,
s =
G
G′
, and w = − logG′.(2.12)
The second condition in (2.11) implies that s′′ − sw′′ − s′w′ = (s′ − sw′)′ = 0,
and hence
t =
−s′2
s′′ − sw′′ = s
−s′/s
w′
.(2.13)
A direct computation yields that
(s′/s)w′ =
(
G′
G
− G
′′
G′
)(
−G
′′
G′
)
= −(G
′2 −GG′′)G′′
GG′2
12Hereinafter we omit ⊗idE from all appearances of (1, 1)-forms for simplicity.
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and
s+ t = s
(
1− s
′/s
w′
)
= s
(
w′ − (s′/s)
w′
)
= s
(−1/s
w′
)
=
−1
w′
=
G′
G′′
.
Therefore, that G =
∫
e−w and the strictly positivity of s and t imply that
G > 0, G′ > 0, G′′ > 0, and G′2 −GG′′ > 0,(2.14)
It is easy to see that, conversely, if s, t, and w are determined by (2.12) and (2.13)
according to a smooth function G on (−A,∞) satisfying (2.14), then (2.11) holds.
Note that every G ∈ GA fulfils (2.14). We note for later use that
e−w = G′ and
e−w
s+ t
= G′′.(2.15)
2.3 (Solving the ∂-equations). Now we assume that G ∈ GA and that the
functions t and u are constructed as in (2.12) and (2.13).
Lemma 2.3.1. If b− a 6 s(−b), then
√−1
(
λΘh˜ − ∂∂λ−
1
µ
∂λ ∧ ∂λ
)
>Nak
√−1χ(φ) ∂φ ∧ ∂φ
for every χ ∈ Xa,b.
Proof. We have
√−1
(
λΘh˜ − ∂∂λ−
1
µ
∂λ ∧ ∂λ
)
=
√−1
(
(τ ′′ ◦ φ) ∂φ ∧ ∂φ+ s(−τ ◦ φ)Θĥ + (τ ′ ◦ φ) ∂∂φ
)
=
√−1
(
(χ ◦ φ) ∂φ ∧ ∂φ+
[
s(−τ ◦ φ) (Θh + ∂∂ψ)+ (τ ′ ◦ φ) ∂∂φ]).
It suffices to show that the last term is nonnegative if b− a 6 s(−b). Note that
s = GG′ . By applying Lemma 2.3.2 below with S = s, we see that
13
√−1
(
s(−τ ◦ φ)(Θh + ∂∂ψ)+ (τ ′ ◦ φ) ∂∂φ)
>
√−1(τ ′ ◦ φ)
(
s(−φ)(Θh + ∂∂ψ)+ ∂∂φ) > 0
by our curvature assumption (2.3) and (2.4). 
13This conclusion corresponds to (5.7) in [20], which was stated there without a proof. It can be
verified via Lemma 2.3.2 here, which I learned via private communication with Guan and Zhou. The
proof given here follows essentially their argument.
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Lemma 2.3.2. For any χ ∈ Xa,b and any C1 function S, if S′ < 1 and b− a 6
S(−b), then S(− τχ(y)) > S(−y) τ ′χ(y).
Proof. We only need to consider those y lying in (a, b) since τ ′(y) = 0 if y 6 a,
and τ(y) = y if y > b. For y ∈ (a, b), then
S
(− τ(y))− S(−y) τ ′(y)
= S
(− τ(y))− S(−y) + S(−y)− S(−y) τ ′(y)
> −τ(y) + y + S(−y)(1− τ ′(y)) by the mean value theorem and S′ < 1
=
∫ b
y
(
τ ′(z)− 1)dz + S(−y)(1− τ ′(y))
> (b− y)(τ ′(y)− 1)+ S(−y)(1− τ ′(y)) since (τ ′ − 1)′ = τ ′′ > 0
>
(
1− τ ′(y))(S(−b)− b+ a) > 0.

Recall the right hand side of (2.9):
ηχ = ∂
((
1− τ ′(φ))U0) = −χ(φ) ∂φ ∧ U0
To apply Theorem A.1.1, first note that Ω \Z0 admits a complete Ka¨hler metric
by Lemma A.2.1. Besides, since λ and µ are smooth on Y , they are bounded
on the relatively compact set Ω \ Z0. As for condition (A.1), for every v ∈
Dn,1(Ω\Z0, E|Ω\Z0) and (a fixed Ka¨hler metric g) we have pointwise that
(ηχ, v)g,h˜ = −
(
χ(φ) ∂φ ∧ U0, v
)
g,h˜
= −(√χ(φ)U0,√χ(φ) ι∂φv)g,h˜,
and hence by Lemma 2.3.1,∣∣(ηχ, v)L2
g,h˜
∣∣2 = ∣∣∣∣∫
Ω\Z0
(√
χ(φ)U0,
√
χ(φ) ι∂φv
)
g,h˜
dVg
∣∣∣∣2
6
∫
Ω\Z0
χ(φ) |U0|2g,h˜ dVg
∫
Ω\Z0
√−1χ(φ) (∂φ ∧ ∂φ)[v, v]
g,h˜
dVg
6 C ′
∫
Ω\Z0
√−1
(
λΘh˜ − ∂∂λ−
1
µ
∂λ ∧ ∂λ
)
[v, v]g,h˜ dVg
where
C ′ =
∫
Ω\Z0
χ(φ) |U0|2g,h˜ dVg =
∫
Ω\Z0
G′
(− τχ(φ)) e−ψ χ(φ) 〈U0〉2h.
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Since w′ = s
′−1
s < 0 and e
−w = G′, we have C ′ 6 G′(∞) Iχ with
Iχ :=
∫
Ω\Z0
χ(φ) e−ψ〈U0〉2h <∞.(2.16)
By Theorem A.1.1, there exists a measurable E-valued (n, 0)-form γχ such that
∂γχ = ∂
((
1− τ ′(φ))U0) on Ω \ Z0 in the sense of current(2.17)
and ∫
Ω\Z0
G′′
(− τχ(φ)) e−ψ |γχ|2g,h dVg 6 G′(−∞) Iχ.(2.18)
We let
Uχ :=
(
1− τ ′(φ))U0 − γχ.
By (2.17), Uχ is a holomorphic section of KY ⊗E on Ω\Z0. Since G′′
(− τ(φ))|Ω
has strictly positive lower bounds, (2.18) implies that∫
Ω\Z0
〈γχ〉2h 6 esupΩ ψ
∫
Ω\Z0
e−ψ |γχ|2g,h dVg <∞.(2.19)
We clearly have ∫
Ω
〈(
1− τ ′(φ))U0〉2h <∞,
and hence ∫
Ω\Z0
〈Uχ〉2h <∞.
Since h is smooth, Uχ extends to a holomorphic section ofKY ⊗E on Ω. As noted
right after (2.8), τ ′(φ) vanishes on an open neighborhood of Z0, say, V . Thus,
the measurable section γχ|V ∩Ω, which coincides with the holomorphic section
Uχ|V ∩Ω − U0|V ∩Ω, is holomorphic. Now the last inequality in (2.19) implies that
the local expression of γχ|V ∩Ω lies in the ideal sheaf I(ψ) ⊆ IZ . This shows that
Uχ|Ω∩Z = U0|Ω∩Z = u|Ω∩Z . Finally, the required L2-estimate is simply (2.18).
This completes the proof of Lemma 2.4.
3. Extension of twisted canonical sections from an admissible family
of strata with L2-estimates
In this section we prove an extension theorem which is slightly more general
than Theorem 1. This will be done by applying Theorem 2.3 with a particular
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choice of the functions ψ and ϕ. The estimate (1.4) will be obtained by estab-
lishing an explicit upper bound of the right hand side of (2.6). See Lemma 3.3
for the detail.
Theorem 3.1. Suppose that
(
X,S, (F, hF ),W , δ, δ•, γ•, A
)
and
uW ∈ Γ
(
Wreg,KWreg ⊗ SW ⊗ F |W
)
(W ∈ W),
satisfy (i)-(vii) and (1.3) in the statement of Theorem 1, and that G ∈ GA.
(I) Assume that hF is smooth. If on X \
⋃q
j=1 Sj we have
Θ˜ :=
√−1
(
ΘhF +
( q∑
j=1
δjΘhj + δ
∑
W∈W
|JW | ∂∂ log
∑
j∈JW
|σj|2hj
)
⊗ idF
)
> 0
(3.1)
and
√−1
(
Θ˜− G
′(− log |σS|2γ•hS )
G
(− log |σS|2γ•hS )
q∑
j=1
γjΘhj ⊗ idF
)
> 0(3.2)
in the sense of Nakano, and if
G′′
(− log |σS|2γ•hS ) |σS|2δ•−2hS∏
J∈J0(W)
( ∑
j∈J
|σj |2hj
)δ|J | is locally bounded from below,(3.3)
then for any collection of sections
uW ∈ Γ
(
Wreg,KWreg ⊗ SW ⊗ F |W )
)
(W ∈ W)
such that ∫
Wreg
|σJW |2δ•
hJW∏
J ′∈J0(W)\{JW }
( ∑
j∈J ′
|σj|2hj
)δ |J ′| 〈 uWσJW 〉2hF <∞ (W ∈ W),(3.4)
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there exists U ∈ Γ(X,KX ⊗ S ⊗ F ) such that UW = uW for every W ∈ W and
∫
X
G′′
(− log |sS|2γ•hS ) |sS|2δ•hS∏
J∈J0(W)
( ∑
j∈J
|sj|2hj
)δ|J | 〈UsS
〉2
hF
6 G′(∞)
∑
W∈W
B|JW |−1(δ)∑
j∈JW
γj
∫
Wreg
|σJW |2δ•
hJW∏
J ′∈J0(W)\{JW }
( ∑
j∈J ′
|sj|2hj
)δ |J ′| 〈 uWσJW 〉2hF
(3.5)
with
Bk−1(δ) = πk
∫
∆k−1
dσ1 · · · dσk−1(
σ1 · · · σk−1(1− σ1 − · · · − σk−1)
)(1−δ) (B0(δ) := 1)
and
∆k−1 =
{
(σ1, . . . , σk−1) ∈ [0,∞)k
∣∣ σ1 + · · ·+ σk−1 6 1}.
(II) Suppose that (F, hF ) is a line bundle with a hermitian metric. The statement
in (I) still holds if we drop the smoothness assumption on hF and replace (3.1)
and (3.2) by the following family of conditions:
ΘhF −
∑
j∈J(W)
(
δ(tj − 1)
+G
′(−A+)
G(−A+) sγj
)
Θhj −
∑
j /∈J(W)
( G′(−A+)
G(−A+) sγj
−δj
)
Θhj > 0
for s ∈ [0, 1] and (tj) ∈
∏
j∈J(W)
[0, Tj ] with Tj :=
∑
W : j∈JW
|JW |.
(3.6)
Proof. We may restrict the above data to X \ H for any analytic hypersurface
H which contains no W ∈ W and, by (1.2) and Riemann’s extension theorem,
it suffices to prove the theorem on X \H. In particular, we may assume that X
is Stein, all vector bundles involved are trivial, and S is a reduced snc divisor.
Thus we have the adjunction maps
Γ(X,KX ⊗ S ⊗ F )
(·)SJ // Γ
(
SJ ,KSJ ⊗ (SJ ⊗ F )|SJ
)
.
In the situation of (II), we may apply the standard regularization process
(e.g., 4.1 of [15]) and reduce to the (I) with X a Stein manifold and F a line
bundle. Note that (3.6) is preserved by the regularization process since Θ˜s,t• is
a linear combination of ΘhF and Θj (j = 1, . . . , q) with constant coefficients.
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Besides, when hF is smooth, (3.6) implies both (3.1) and (3.2). This can be
seen by Lemma A.3.1 and the fact that G′/G is strictly decreasing. Therefore,
it remains to prove (I) assuming that X is Stein.
We may assume that, for every J ⊆ {1, . . . , q}, the family W contains either
all or none of the irreducible components of SJ . More precisely, for every J ⊆
{1, . . . , q} let QJ be the union of all irreducible components of SJ which are not
a member of W . It suffices to remove from X a hypersurface which contains⋃
J QJ but contains no W ∈ W .
Let J0 = J0(W)
(
= {JW |W ∈ W}
)
. For every J ∈ J0, let
uJ ∈ Γ
(
SJ ,KSJ ⊗ SJ ⊗ F |SJ
)
be the section determined by uJ |W = uW for everyW associated to J , and fix an
“initial extension” U0 ∈ Γ(X,KX ⊗ S ⊗ F ) such that (U0)SJ = uJ (J ∈ J0). We
fix an exhaustion Ω1 ⋐ Ω2 ⋐ · · · of X with strongly pseudoconvex open subsets.
It is clear that the proof will be completed by applying Lemma 3.2 below with
Ω = Ωk for every k together with a normal family argument. 
Lemma 3.2. If Ω is a relatively compact open subset of X admitting a com-
plete Ka¨hler metric, then there exists UΩ ∈ Γ
(
Ω,OX(KX ⊗ S ⊗ F )
)
such that
(UΩ)SJ∩Ω = uJ |SJ∩Ω for every J ∈ J0 and∫
Ω
G′′
(− log |σS|2γ•hS ) |σS|2δ•hS∏
J∈J0
( ∑
j∈J
|σj|2hj
)δ|J | 〈 UσS
〉2
hF
6 G′(∞)
∑
J∈J0
B|J |(δ)∑
j∈J
γj
∫
SJ
|σJ |2δ•
hJ∏
J ′∈J0\{J}
( ∑
j∈J ′
|σj |2hj
)δ|J | 〈uJσJ 〉2hF .
Proof. Applying Theorem 2.3 with
Y = X \
( ⋃
j /∈⋃ J0
Sj ∪
( ⋃
J∈J0
SJ
)
sing
)
,
h = hS ⊗ hF , Z = Y ∩
⋃
j∈⋃ J0
Sj, Z0 = Y ∩
⋃
J∈J0
SJ ,
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ψ = log
(
|σS|2(1−δ•)hS
∏
J∈J0
(∑
j∈J
|σj |2hj
)δ|J |)
, and φ = log |σS|2γ•hS ,
we see that the proof will be completed by Lemma 3.3 below. 
Lemma 3.3.
lim sup
t→−∞
∫
Ω
χ(φ− t) e−ψ〈U0〉2hS⊗hF
6
∑
J∈J0
B|J |−1(δ)∑
j∈J
γj
∫
SJ
|σJ |2δ•
hJS∏
J ′∈J0\{J}
( ∑
j∈J ′
|σj |2hj
)δ|J ′| 〈uJσJ 〉2hF .
Proof. It will be convenient to set t = log ε and define χ˜(s) := χ(log s). We now
analyse the integral
I(ε) =
∫
Ω
χ(φ− log ε) e−ψ 〈U0〉2hS⊗hF =
∫
Ω
χ˜(eφ/ε) 〈U0〉2hS⊗hF
|σS|2(1−δ•)hS
∏
J∈J0
( ∑
j∈J
|σj |2hj
)δ|J | .
We choose for every p ∈ Ω a relatively compact open neighborhood Vp satisfying
the following conditions: if p /∈ W , then V p ∩W = ∅; if p ∈ W , then V p ∩W =
V p ∩ SJp. We let
Ap(x) := |σJp(x)|2(1−δ•)hJp ·
∏
J∈J0\{Jp}
(∑
j∈J
|σj(x)|2hj
)δ|J |
(x ∈ X)(3.7)
and
A˜p(x) :=
(
|σJp(x)|2γ•
hJp
) 1∑
j∈Jp
γj =
( ∏
j /∈Jp
|σj(x)|2γjhj
) 1∑
j∈Jp
γj (x ∈ X).
If Jp consists of j1 < · · · < jk, there exist an open neighborhood Vp of p, a coor-
dinate system (z1, . . . , zn) on Vp, and a frame ej of Sj |Vp for every j ∈ {1, . . . , q}
such that σji |Vp = zieji (i = 1, . . . , k = |Jp|) . We let (xi, yi) := (Rezi, Imzi), and
let ϕj (j = 1, . . . , q) and ϕ
Jp denote the local weights of hj (j = 1, . . . , q) and h
Jp
with respect to the associated local frames, respectively. Note that both Ap and
A˜p are strictly positive on Vp. We let (ξi, ηi) = (Re ζi, Im ζi) with
ζi := zi e
−12ϕji A˜
1
2
p (i = 1, . . . , |Jp|).
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We will write |Jp| as k = k(p) from now on for simplicity. By shrinking Vp
suitably we may assume that the following statements hold.
(ξ1, η1, . . . , ξk, ηk, xk+1, yk+1, . . . , xn, yn) is a real coordinate system on Vp
with respect to which the open set Vp is represented by the cartescian
product Dp × V ′p with
Dp =
{
(ξ•, η•) ∈ R2k
∣∣∣∣∑ki=1 |ξi|2 + |ηi|2 6 R2
}
for some R = Rp < 1 and V
′
p ⊆ R2n−2k ≃ Cn−k an open set.
The closure V p is compact and is disjoint from Dj if j /∈ Jp; in particular,
Ap and A˜p both have strictly positive lower bounds on V p.
The coordinate systems (z1, . . . , zn) and (ξ1, η1, . . . , ξk, ηk, xk+1, yk+1, . . . , xn, yn)
and the frame sections e1, . . . , eq are all defined on a neighborhood of V p.
With respect to such a coordinate system we have
eψ =

|ζ21 · · · ζ2k |1−δ
(|ζ1|2 + · · ·+ |ζk|2)δkApA˜−kp if p ∈ Ω ∩ ⋃
J∈J0
SJ ;
|ζ21 · · · ζ2k |1−δApA˜−(1−δ)kp if p ∈ Ω \
⋃
J∈J0
SJ
(3.8)
and
eφ = |ζ1|2α1 · · · |ζk|2αk with (α1, . . . , αk) := (γj1, . . . , γjk).(3.9)
Choose a partition of unity {̺l}l∈N subordinate to {Vp}p∈X . By the local finite-
ness of the partition of unity, we may assume that there is a finite set P ⊆ Ω
and l(p) ∈ N such that (∑p∈P ̺l(p))|Ω = 1 and supp ̺l(p) ⊆ Vp for every p ∈ P .
Note that I(ε) 6
∑
p∈P
Ip(ε) where
Ip(ε) :=
∫
Vp
̺l(p) χ˜(e
φ/ε) e−ψ 〈U0〉2hS⊗hF .
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We adopt the following abbreviations
(x, y) = (x1, y1, . . . , xn, yn), dx dy = dx1 dy1 · · · dxn dyn,
(ξ, η) = (ξ1, η1, . . . , ξk, ηk), dξ dη = dξ1 dη1 · · · dξk dηk,
(x′, y′) = (xk+1, yk+1, . . . , xn, yn), dx′ dy′ = dxk+1 dyk+1 · · · dxn dyn
and write
U0
∣∣
Vp
= Up ⊗ e1 ⊗ · · · ⊗ eq ⊗ (dz1 ∧ · · · ∧ dzn)
with Up a holomorphic section of F on Vp. If in particular p ∈
⋃
J∈J0
SJ , we also
write
uJp
∣∣
SJp∩Vp = up ⊗ e
Jp
∣∣
SJp∩Vp ⊗ (dzk+1 ∧ · · · ∧ dzn),
with up a holomorphic section of F |SJp on SJp ∩ Vp; if this is the case, since
(U0)J = uJ for every J ∈ J0, we have on SJp ∩ Vp
Up(0, . . . , 0, zk+1, · · · , zn) = up(zk+1, · · · , zn).(3.10)
We let
Ξ(p)(ξ, η, x′, y′) := ̺l(p)(ξ, η, x′, y′) ·
∣∣Up(z)∣∣2hF e−ϕJp A−1p .(3.11)
It is direct to see that there exist bounded functions τi, υi, τ˜i, and υ˜i (i = 1, . . . , k)
on V p such that
e
−∑j∈Jp ϕj dx dy = (A˜p)−k (1 + k∑
i=1
(ξiτi + ηiυi)
)
dξ dη dx′ dy′(3.12)
and
Ξ(p)(ξ, η, x′, y′)− Ξ(p)(0, 0, x′, y′) =
k∑
i=1
(ξiτ˜i + ηiυ˜i).(3.13)
Now we are ready to analyse Ip(ε).
Claim 1. Ip(ε)→ 0 as ε→ 0 if p ∈ P \
⋃
J∈J0 SJ .
Consider the polar coordinate systems in the ξiηi-directions:
ξi +
√−1 ηi = ζi = ri e
√−1 θi (i = 1, . . . , k).
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By (3.8), (3.9), (3.12), (3.13), and that both Ap and A˜p have strictly positive
lower bounds on V p, there exists a constant Cp > 0 independent of ε such that
Ip(ε) =
∫
Vp
χ˜(eφ/ε) Ξ(p)(ξ, η, x′, y′)
(
1 +
∑k
i=1(ξiτi + ηiυi)
)
dξ dη dx′ dy′
|ζ21 · · · ζ2k |1−δA˜δkp
6 Cp
∫
∏
i[0, R
1/αi)
χ
(
log
r2α11 · · · r2αkk
ε
)
(r1 · · · rk)2δ dr1
r1
· · · drk
rk
,
which converges to 0 as ε → 0 by the dominated convergence theorem, since χ
is compactly supported.
Claim 2. If p ∈ P ∩ ⋃
J∈J0
SJ , then
lim sup
ε→0
Ip(ε) 6
B|Jp|−1(δ)∑
j∈Jp γj
∫
V ′p
Ξ(p)(0, 0, x′, y′) dx′ dy′.
To see this, note that χ, τj, υj, τ˜j, υ˜j, and Ξ
(p) are all bounded on V p, and
hence there exists a constant Cp > 0 independent of ε such that
Ip(ε) =
∫
Vp
χ˜(eφ/ε) Ξ(p)(ξ, η, x′, y′)
(
1 +
∑k
i=1(ξiτi + ηiυi)
)
dξ dη dx′ dy′(|ζ21 · · · ζ2k |)1−δ(|ζ1|2 + · · ·+ |ζk|2)δk
6 I(0)p (ε)
∫
V ′p
Ξ(p)(0, 0, x′, y′) dx′ dy′ + 2Cp I(1)p (ε)
∫
V ′p
dx′ dy′
where
I(m)p (ε) :=
∫
BR(0)
χ˜(eφ/ε)
(|ζ1|2 + · · ·+ |ζk|2)m2 dξ dη(|ζ21 · · · ζ2k |)1−δ(|ζ1|2 + · · ·+ |ζk|2)δk (m = 0, 1).
We consider the following “spherical coordinate system” in the total ξη-direction:
ξi +
√−1 ηi = ζi = σ
1
2
i r e
√−1 θi (i = 1, . . . , k; σk := 1− σ1 − · · · − σk−1),
with
r ∈ [0, 1), (σ1, . . . , σk−1) ∈ ∆k−1, and (θ1, . . . , θk) ∈ [0, 2π]k
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where
∆k−1 =
{
(σ1, . . . , σk−1) ∈ [0,∞)k
∣∣ σ1 + · · ·+ σk−1 6 1}.
A direct commutation shows that
|ζ21 · · · ζ2k |1−δ
(|ζ1|2 + · · ·+ |ζk|2)δk = (σ1 · · · σk−1 σk)1−δ r2k,
eφ = σα11 · · · σαk−1k−1 σαkk r2(α1+···+αk),
and
dξ dη =
1
2k−1
r2k
dr
r
dσ1 · · · dσk−1 dθ1 · · · dθk.
Thus
I(m)p (ε) = 2π
k
∫
∆k−1
(∫ R
0
χ
(
log
(
∏
i σ
αi
i )r
2
∑
i αi
ε
)
rm
dr
r
)
dσ1 · · · dσk−1
(σ1 · · · σk−1 σk)1−δ .
Note that ∫
∆k−1
dσ1 · · · dσk−1
(σ1 · · · σk−1 σk)1−δ <∞ for every δ ∈ (0, 1].
Since χ is compactly supported,
χ
(
log
(
∏
i σ
αi
i )r
2
∑
i αi
ε
)
→ 0 as ε→ 0
for almost every (σ1, . . . , σk−1, r) ∈ ∆k−1× [0, R), and hence I(1)p (ε)→ 0 as ε→ 0
by the dominated convergence theorem. Finally,
I(0)p (ε) = 2π
k
∫
∆k−1
(∫ R
0
χ
(
log
(
∏
i σ
αi
i )r
2
∑
i αi
ε
)
dr
r
)
dσ1 · · · dσk−1
(σ1 · · · σk−1 σk)1−δ
=
πk∑
i αi
∫
∆k−1
∫ (∏i σαii )R2
∑
i αi
ε
0
χ(log v)
dv
v
 dσ1 · · · dσk−1
(σ1 · · · σk−1 σk)1−δ
−→ π
k∑
i αi
∫
∆k−1
dσ1 · · · dσk−1
(σ1 · · · σk−1 σk)1−δ as ε→ 0
by the monotone convergence theorem (
∫∞
0 χ(log v)
dv
v
=
∫
R
χ = 1). This com-
pletes the proof of Claim 2.
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In summary,
lim sup
ε→0
I(ε) 6
∑
p∈P∩⋃J∈J0 SJ
B|Jp|−1(δ)∑
j∈Jp γj
∫
V ′p
Ξ(p)(0, 0, x′, y′) dx′ dy′.
By (3.7), (3.10), and (3.11),∫
V ′p
Ξ(p)(0, 0, x′, y′) dx′ dy′
=
∫
V ′p
̺l(p)(0, 0, x
′, y′)
∣∣up(zk(p)+1, . . . , zn)∣∣2hF e−ϕJp(0,0,x′,y′)
Ap(0, 0, x′, y′)
dx′ dy′
=
∫
SJ∩Vp
̺l(p)
〈uJp〉2hJp⊗hF
|σJp|2(1−δ)
hJp
∏
J∈J0\{Jp}
( ∑
j∈J
|σj|2hj
)δ|J | .
Therefore,
lim sup
ε→0
I(ε) 6
∑
J∈J0
B|J |−1(δ)∑
j∈J
γj
∫
SJ
|σJ |2δ•
hJ∏
J ′∈J0\{J}
( ∑
j∈J ′
|σj |2hj
)δ|J ′| 〈uJσJ 〉2hF .

4. Quantitative and qualitative consequences of Theorem 1
4.1 (Proof of Theorem 1). Theorem 1 is a specialization of Theorem 3.1 with
a particular type of function G. As pointed out in [20] (in a slightly different
manner), a function G ∈ C∞(−A,∞) lies in GA if
- G(j)(−A+) (j = 0, 1, 2) all exist and are strictly positive,
- G′(−A+)2 −G(−A+)G′′(−A+) > 0,
- G′′ is strictly positive and nonincreasing, and
- G′(∞) := lim
y→∞G
′(y) exists and is strictly positive.
For example, given a number ε > 0 and a smooth function H on (−A,∞) which
is strictly positive, nonincreasing, and integrable with H(−A+) ∈ (0,∞), one
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can construct a function Gε,H ∈ GA as follows. Let
G1(y) :=
1
ε
+
∫ y
−A+
H(t)dt and Gε,H(y) :=
1
ε2H(−A+) +
∫ y
−A+
G1(t)dt.
It is direct to see the four conditions above hold for Gε,H , and hence Gε,H ∈ GA.
Compare the statements of Theorem 1 and Theorem 3.1. We have
G′ε,H(∞) =
1
ε
+
∫ ∞
−A+
H(t)dt
and
G′ε,H
(− log |σS|2γ•hS )
Gε,H
(− log |σS|2γ•hS ) 6
G′ε,H(A
+)
Gε,H(−A+) = εH(−A
+).
Now we examine conditions (3.1), (3.2), and (3.6) with G = Gε,H . When F is a
line bundle (3.6) is equivalent to (1.1). When hF is smooth, by Lemma A.3.1,
we see that (3.1) and (3.2) are implied by taking s = 0 and s = 1 in (1.1). The
rest of the conditions are easily translated.
4.2 (Proof of Theorem 2). In the following we assume that W is an S-snc
family. We first prove a lemma which enables extension of sections satisfying
certain vanishing conditions.
Consider the restriction maps:
Γ(X,KX ⊗ S ⊗ F ) α // Γ
(W, (KX ⊗ S ⊗ F )|W)
β

Γ
(W ′, (KX ⊗ S ⊗ F )|W ′).
Lemma 4.1. (1) ker β ⊆ imα if (F, hF ) is a holomorphic vector bundle with a
smooth hermitian metric such that
√−1ΘhF < ±
√−1Θhj ⊗ idF for j ∈ J(W).
(2) Suppose that (F, hF ) is a holomorphic line bundle with a singular hermitian
metric such that
√−1ΘhF < ±
√−1Θhj for j ∈ J(W). Given u ∈ ker β, if
I(hF |W ) = OW for every W ∈ W along which u is not identically 0, then
u ∈ imα.
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Proof. Suppose we have14 any u = (uW )W∈W ∈ ker β. In order to apply Theorem
1 it suffices to take H(y) = y−2 and show that the integrability condition (1.3)∫
W
|σJW |2δ
hJW∏
J ′∈J0(W)\{JW }
( ∑
j∈J ′
|σj|2hj
)δ |J ′| 〈 uWσJW 〉2hF <∞ (W ∈ W)
holds for some 0 < δ < 1. We are allowed to replace X with a suitable relatively
compact open subset, as indicated in Remark 5.1 in Section 5, and hence the
verification of (1.3) is purely local. For a point p ∈W suppose that
{j ∈ JW | p ∈ Sj} = {1, . . . , k}
and (Vp, {zj}) a coordinate patch with center p on which F and all Sj are trivial
and σj is represented by zj for j = 1, . . . , k. Express uW as a holomorphic vector-
valued function (u1, . . . , ur) and hF is a measurable hermitian matrix hab of order
r. Ignoring nonvanishing factors in the integrand, it suffices to show that, for a
fixed set of positive integers
mj1...jm (1 6 j1 6 · · · 6 jl 6 k and 1 6 l 6 k)
we have ∫
Vp
∑
a,b
habuaub
k∏
l=1
∏
16j16···6jl6k
( l∑
m=1
|zjm|2
)δ lmj1···jl |z1 · · · zk|2 <∞
for sufficiently small δ > 0. Since u ∈ ker β, u1, . . . , ur all vanish along the zero
set of the function z1 · · · zk, i. e., there exist holomorphic functions v1, . . . , vr on
V such that ua = z1 · · · zk va (a = 1, . . . , r), and hence the integral becomes∫
Vp
∑
a,b
habvavb
k∏
l=1
∏
16j16···6jl6k
( l∑
m=1
|zjm|2
)δ lmj1···jl .
For (1) of Theorem 2, since hF is smooth, the integral is clearly finite for suffi-
ciently small δ > 0. As for (2), the integral is finite for sufficiently small δ > 0
by the affirmative answer to the strong openness conjecture. 
14Since W is reduced and W is an snc family, a section u ∈ Γ(W , (KX ⊗ S ⊗ F )|W) can always be
represented uniquely by its “restrictions” (via adjunction) uW ∈ Γ(W,KW ⊗ SW ⊗ F |W ) (W ∈ W).
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Now we can proceed the proof of Theorem 2, which is a slight modification
from a strategy suggested by Demailly. Suppose that W (m) ) (W (m+1)) = ∅.
Consider a section u ∈ Γ(W , (KX ⊗ S ⊗ F )|W) and its restrictions:
Γ(X,KX ⊗ S ⊗ F ) //
**❱❱❱
❱❱
❱❱
❱❱
❱❱
❱❱
❱❱
❱❱
❱❱
!!❈
❈
❈
❈
❈
❈
❈
❈
❈
❈
❈
❈
❈
❈
❈
❈
❈
❈
❈
❈
❈
❈
❈
❈
❈
❈
❈
❈
❈
❈
❈
❈
❈
❈
❈
❈
❈
Γ
(W, (KX ⊗ S ⊗ F )|W)

u
❴

Γ
(W(1), (KX ⊗ S ⊗ F )|W(1))

u1
❴

...

...
❴

Γ
(W(m), (KX ⊗ S ⊗ F )|W(m)) um.
By Lemma 4.1, um = Um|W(m) for some Um ∈ Γ(X,KX ⊗ S ⊗ F ). In particular,
um−1 − Um|S
W(m)
= 0. Suppose we have created
Um, . . . , Um−k+1 ∈ Γ(X,KX ⊗ S ⊗ F )
such that
um−k − (Um + · · ·+ Um−k+1)|W(m−k+1) = 0.
Lemma 4.1 again yields some Um−k ∈ Γ(X,KX ⊗ S ⊗ F ) such that
um−k − (Um + · · ·+ Um−k+1)|W(m−k) = Um−k|W(m−k).
Repeating this procedure we will reach the stage k = m and obtain the desired
extension.
5. Extension of pluricanonical forms from strata of a snc divisor
In this section we prove Theorem 4. In the proof we will assume X to be
projective for simplicity, as is justified by the following remark.
Remark 5.1. Let X
pi // T be a projective morphism to a Stein space given by
assumption. Consider the statement of Theorem 4. Let Z =W , which is a (not
necessarily connected) closed submanifold ofX, and let IW,i denote I(hLi|W ) and
let IZ,i denote the ideal sheaf of OZ such that IZ,i|W is IW,i for every W ∈ W .
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The canonical maps
Γ(X,⊗mi=1KX ⊗ S ⊗ Li)
ρ(T )
//
∏
W∈W
Γ(W,⊗mi=1KW ⊗ SW ⊗ Li|W )
∏
W∈W
Γ
(
W, (
∏m
i=1 IW,i) · ⊗mi=1KW ⊗ SW ⊗ Li|W
)ι(T )
OO
are obtained by taking global sections of the following canonical morphisms of
OT -modules:
π∗OX(⊗mi=1KX ⊗ S ⊗ Li)
ρ // π∗OX(⊗mi=1KX ⊗ S ⊗ Li)⊗OX OX/IZ
π∗OX(⊗i=1KX ⊗ S ⊗ Li)⊗OX I ′/IZ
ι
OO
where I ′ denotes the preimage of the ideal product I1,Z · · · Im,Z of OZ under
the natural map OX → OZ . Proving Theorem 4 amounts to showing that
im ι(T ) ⊆ im ρ(T ); since T is Stein, this is further equivalent to show that
im ι ⊆ im ρ or, equivalently, that im ι(T ′) ⊆ im r(T ′) for every relatively com-
pact open subset T ′ of T . We will see soon that, in the proof of Theorem 4,
we need to tensor the relevant sheaves by some auxiliary line bundles to achieve
global generation of some coherent sheaves and surjectivity of some maps be-
tween coherent sheaves. When replacing T by any of such T ′, Serre’s Theorems
A and B about tensoring with coherent π-ample bundles both hold, and the
aforementioned global generation and surjectivity holds as in the case T is a
point.
We will use the following special form of Theorem 1:
Lemma 5.2. Suppose that W consists of minimal strata and (F, hF ) is a holo-
morphic line bundle on X with a singular metric such that
√−1ΘhF < ±
√−1Θhj
(
j ∈ J(W)).(5.1)
Then for every δ > 0 sufficiently small, there exists a constant C = C(S, δ) > 0
such that, for every collection of sections vW ∈ Γ(W,KW⊗SW⊗F |W ) (W ∈ W),
35
if ∫
W
〈vW 〉2hJW⊗hF <∞,(5.2)
then there exists V ∈ Γ(X,KX ⊗ S ⊗ F ) such that VW = vW for every W ∈ W
and ∫
X
〈V 〉2hS⊗hF 6 C
∫
W
〈vW 〉2hJW⊗hF .(5.3)
This special form can be obtained from Theorem 1 with H(y) = e−
1
2y, ε = δ,
δj = 0 for j /∈ J(W), and γj = 1 (resp. 0) for j ∈ J(W) (resp. j /∈ J(W)).
Since W consists of minimal strata, σJW and ∑j∈J ′ |σj |2hj (J ′ ∈ J0(W) \ {JW})
are all nonvanishing along every W ∈ W . This takes care of all factors of in the
denominator of the integrand (1.3).
We first fix some auxiliary objects to be used later. We choose an ample line
bundle A on X and a smooth metric hA on A such that the following conditions
hold:
(A0) Every holomorphic section of ⊗mi=1(KX ⊗S⊗Li⊗A)|W on W extends to
X holomorphically.
(A1) For each r = 0, 1, . . . ,m − 1, the line bundle (m − r)A is generated by
global sections {t(r)p }16p6N .
(A2) The coherent sheaves IW,i · (KW ⊗ SW ⊗ Li|W + A|W ) is generated by
global sections {si,l}16l6N for 1 6 i 6 m and W ∈ W .
(A3) For every W ∈ W the natural multiplicative map
m⊗
i=1
Γ
(
W, IW,i · (KW ⊗ SW ⊗ Li|W + A|W )
)
−→ Γ(W, I1,W · · · Im,W · ⊗mi=1(KW ⊗ SW ⊗ Li|W + A|W ))
is surjective (cf. [6] Appendix 2).
5.1 (Reduction to the construction of a metric h∞ on ⊗mi=1(KX⊗S⊗Li)).
To obtain the desired section U on X, we will apply Lemma 5.2 with some
singular metric hF on
F := (KX ⊗ S)⊗(m−1) ⊗⊗mi=1Li
36
to the collection15
vW = dσ
⊗(m−1)
W ∧ uW (W ∈ W)
(vW viewed as sections of KW ⊗ SW ⊗ F |W ). More precisely, we will define
hF := h
m−1
m∞ (hL1 ⊗ · · ·hLm)
1
m
where h∞ is a singular metric on ⊗mi=1KX ⊗ S ⊗ Li such that
√−1Θh∞ > 0(5.4)
and
|dσmW ∧ uW |h∞ 6 1 for every W ∈ W such that uW is not identically 0.(5.5)
For hF so constructed, (5.1) holds for sufficiently small δ > 0 in view of (1.6)
and (5.4). For (5.2), we only need to consider those W along which uW is not
identically zero. On these components, by (5.5), we have16
〈dσ⊗(m−1)W ∧ uW 〉2hJW⊗hF 6 〈uW 〉
2
m
(hJW⊗hL1)⊗···⊗(hJW⊗hLm)
.
By (A3), for p = 1, . . . , N there exist
tW,i; p,k ∈ Γ
(
W, IW,i ·(KW⊗SW⊗Li|W⊗A|W )
)
(i = 1, . . . ,m and k = 1, . . . , np)
such that
uW ⊗ t(0)p =
np∑
k=1
tW,1; p,k ⊗ · · · ⊗ tW,m; p,k.
Then ( N∑
p=1
∣∣t(0)p ∣∣ 2mh⊗mA )〈uW 〉 2m(hJW⊗hL1)⊗···⊗(hJW⊗hLm)
6
N∑
p=1
np∑
k=1
〈tW,1; p,k ⊗ · · · ⊗ tW,m; p,k〉
2
m
(hJW⊗hL1)⊗···⊗(hJW⊗hLm)⊗hmA
.
15Here dσW is defined to be dσj1 ∧ · · · ∧ dσjk as a section of detN∗W/X ⊗ SW if JW consists of
j1 < · · · < jk.
16 Let h be a measurable hermitian metric on a complex vector bundle E over a complex manifold
M . For any measurable section u ofK⊗mM ⊗E, we first define a nonnegative (n, n)-form 〈u〉
2
m
h as follows:
on a chart (V, {zk = xk+iyk}) we let 〈u〉
2
m
h |V = |f |
2
m
h dx1∧dy1∧· · ·∧dxn∧dyn if u|V = dz1∧· · ·∧dzn⊗f .
When m = 1, the L2-norm of u with respect to h is defined to be
∫
M
〈u〉2h ∈ [0,∞].
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Let
MW := min
W
∑
p
∣∣t(0)p ∣∣ 2mh⊗mA (> 0).
By (A1) and Ho¨lder’s inequality,∫
W
〈dσ⊗(m−1)W ∧ uW 〉2hJW⊗hF 6
1
MW
N∑
p=1
np∑
k=1
m∏
i=1
(∫
W
〈tW,i; p,k〉2hJW⊗hL1⊗hA
) 1
m
<∞.
Now it remains to construct the metric h∞ satisfying (5.4) and (5.5).
5.2 (Pa˘un’s simplification of Siu’s iteration). For every positive integer k
we write k = ⌊ km⌋m+ r. We let
L(k) := (L1 ⊗ · · · ⊗ Lm)⊗⌊
k
m⌋ ⊗ L1 ⊗ · · · ⊗ Lr
and let
Bk := (KX ⊗ S)⊗k ⊗ L(k) ⊗ A⊗m
where A is the ample line bundle chosen in 5.1. We will use several specific sets
of indices. We let
Λr := {1, . . . , N}r (r = 1, . . . ,m− 1)
and define
s
(r)
I := s1,i1 ⊗ · · · ⊗ sr,ir
(
I = (i1, . . . , ir) ∈ Λr
)
with the convention that Λ0 = {0} and s(0)0 := 1 for r = 0. We let
Λ̂m := {1, . . . , N}m
and define
ŝ
(m)
I = s1,i1 ⊗ · · · ⊗ sm,im
(
I = (i1, . . . , ir) ∈ Λr
)
.
We consider for each k ≥ m the following statement:
(Ek): There exists a family of sections
Uk : U (k)I,p ∈ Γ(X,Bk) (I ∈ Λr, 1 6 p 6 N)
such that
(5.6) U
(k)
I,p |W = dσ⊗kW ∧ u⊗⌊k/m⌋W ⊗ s(r)I ⊗ t(r)p
for every I ∈ Λr and p = 1, . . . , N .
We let hk denote the singular metric on Bk defined by the family Uk of sections.
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Lemma 5.2.1. (Ek) holds for all k > m. Moreover, there exists a constant
C0 > 0 which only depends on S, δ, uW , {t(r)p }, and {sl,i} such that∫
X
∑
I∈Λr
p=1,...,N
〈U (k)I,p 〉2hS⊗hk−1⊗hr∗ 6 C0(5.7)
for all k > m where r = k − ⌊k/m⌋m and
r∗ :=
{
r if r 6= 0,
m if r = 0.
Proof. (Em) holds by (A0) in 5.1. Now assume the validity of (E)k−1 for some
k > m. Note that Bk = KX ⊗ S ⊗ Bk−1 ⊗ Lr∗ and hence
Bk|W = KW ⊗ detN∗W/X ⊗ SW ⊗ (Bk−1 ⊗ Lr∗)|W .
We will apply Lemma 5.2 with
(F, hF ) = (Bk−1 ⊗ Lr∗, hk−1 ⊗ hr∗).
In the following we will show that∫
W
〈u⊗⌊k/m⌋W ⊗ s(r)I ⊗ t(r)p ∧ dσ⊗(k−1)W 〉2hk−1⊗hr∗ 6 C ′ (W ∈ W)(5.8)
for some positive number C ′ which only depends on the data S and the choices
of {t(r)p } and {sl,i} in (A2) and (A3) in 5.1. Were this done, (5.8) implies (Ek)
by Lemma 5.2. The verification of (5.8) is separated into two cases:
Case 1. r 6= 0, i.e., ⌊k/m⌋ = ⌊(k − 1)/m⌋.
We fix smooth auxiliary metrics h′ and h(r−1) on
(KW ⊗ L(m)|W )⊗⌊k/m⌋ ⊗ (detN∗W/X ⊗ SW )⊗(k−1) and K⊗(r−1)W ⊗ L(r−1)|W ,
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respectively. We let h := h′ ⊗ h(r−1) ⊗ h⊗mA on Bk−1|W . Writing I = (I ′, i) with
I ′ ∈ Λr−1, we have
〈u⊗⌊k/m⌋W ⊗ s(r)I ⊗ t(r)p ∧ dσ⊗(k−1)W 〉2hk−1⊗hr
=
〈u⊗⌊k/m⌋W ⊗ s(r)I ⊗ t(r)p ∧ dσ⊗(k−1)W 〉2h⊗hr∑
I ′∈Λr−1
p′=1,...,N
∣∣u⊗⌊(k−1)/m⌋W ⊗ s(r−1)I ′ ⊗ t(r−1)p′ ∧ dσ⊗(k−1)W ∣∣2h
6
∣∣t(r)p ∣∣2h⊗(m−r)A
N∑
p′=1
∣∣t(r−1)p′ ∣∣2h⊗(m−r+1)A
〈sr,i〉2hA⊗hr .
By (A1) and the choices of sr,i,
C1,W := max
i,r
∫
W
∣∣t(r)p ∣∣2h⊗(m−r)A
N∑
p′=1
∣∣t(r−1)p′ ∣∣2h⊗(m−r+1)A
〈sr,i〉2hA⊗hr <∞.
Case 2. r = 0, i.e., ⌊k/m⌋ = ⌊(k − 1)/m⌋+ 1 and k − 1 = ⌊k−1m ⌋m+m− 1.
We fix smooth metrics h(m−1), h˜, and h′ on
K
⊗(m−1)
W ⊗ L(m−1)|W , KW ⊗ (Lm ⊗ A)|W ,
and
(K⊗mW ⊗ L(m)|W )⊗⌊(k−1)/m⌋ ⊗ (detN∗W/X ⊗ SW )⊗(k−1),
respectively, and let h := h′ ⊗ h(m−1) ⊗ h⊗mA on Bk−1|W . We have
〈u⊗⌊k/m⌋W ⊗ s(0)0 ⊗ t(0)p ∧ dσ⊗(k−1)W 〉2hk−1⊗hLm
=
〈u⊗⌊k/m⌋W ⊗ t(0)p ∧ dσ⊗(k−1)W 〉2h⊗hLm∑
I ′∈Λm−1
p′=1,...,N
∣∣u⊗⌊(k−1)/m⌋W ⊗ s(m−1)I ′ ⊗ t(m−1)p′ ∧ dσ⊗(k−1)W ∣∣2h
=
〈uW ⊗ t(0)p 〉2h(m−1)⊗h⊗mA ⊗hLm∑
I ′∈Λm−1
∣∣s(m−1)I ′ ∣∣2h(m−1)⊗h⊗(m−1)A N∑l′=1 ∣∣t(m−1)p′ ∣∣2hA
.
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By multiplying both the numerator and the denominator by the same positive
factor
∑N
i=1 |sm,i|2h˜, the expression becomes∣∣uW ⊗ t(0)p ∣∣2h(m−1)⊗h˜⊗h⊗(m−1)A∑
I∈Λ∗m
∣∣ŝ(m)I ∣∣2h(m−1)⊗h˜⊗h⊗(m−1)A ·
N∑
i=1
〈sm,i〉2hA⊗hLm
N∑
p′=1
∣∣t(m−1)p′ ∣∣2hA
.
By (A1) and the choice of sm,i,
C2,W :=
N∑
i=1
∫
W
〈sm,i〉2hA⊗hLm
N∑
p′=1
∣∣t(m−1)p′ ∣∣2hA
<∞.
By (A2) and (A3), uW ⊗ t(0)p is a linear combination of {ŝ(m)I }I∈Λ̂m. The Cauchy–
Schwartz inequality implies that
C3,W := max
p=1,...,N
sup
W
∣∣uW ⊗ t(0)p ∣∣2h(m−1)⊗h˜⊗h⊗(m−1)A∑
I∈Λ∗m
∣∣ŝ(m)I ∣∣2h(m−1)⊗h˜⊗h⊗(m−1)A <∞.
In this case we have∫
W
〈u⊗⌊k/m⌋W ⊗ s(0)0 ⊗ t(0)p ∧ dσ⊗(k−1)W 〉2hk−1⊗hLm 6 C2,WC3,W .
In summary, it suffices to take
C ′ := max
W∈W
{C1,W , C2,WC3,W}.
By Lemma 5.2, there exists a family of sections
Uk : U (k)I,p (I ∈ Λk, 1 6 p 6 N)
of Bk over X such that
U
(k)
I,p |W = u⊗⌊k/m⌋W ⊗ s(r)I ⊗ t(r)p ∧ dσ⊗kW
and ∫
X
∑
I∈Λr
p=1,...,N
〈U (k)I,p 〉2hS⊗hk−1⊗hr 6 C0 := CC ′.
This completes the proof. 
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5.3 (Siu’s construction of the metric h∞). We first make some general
setting which will be in force till the end of 5.3. For any w0 = (w
1
0, . . . , w
n
0 ) ∈ Cn
and any r > 0, we let Dr(w0) denote {(w1, . . . , wn) : |wν − wν0 | < r, 1 6 ν 6 n},
the polydisk in Cn centered at w0 with polyradii (r, . . . , r). Choose a finite
open cover {V ′α}α∈A of X such that each V ′α is biholomorphic to D1(0) and Vα
(α ∈ A) also cover X where Vα ⊆ V ′α corresponds to D1/3(0). We let V ′′α be the
open set corresponding to D1/2(0). We also require that Li|V ′α (i = 1, . . . ,m) ,
Dj|V ′α (j = 1, . . . , q), and A|V ′α (and hence Bk|V ′α, k > m) are trivial for all α.
Finally, suppose that U
(k)
I,p given by Lemma 5.2.1 are represented by holomorphic
functions F
(k)
α; I,p on V
′
α.
Lemma 5.3.1. There exists C ′0 > 0 such that
1
l
log
N∑
p=1
∣∣F (lm)α; 0,p(x)∣∣2 ≤ C ′0
for all x ∈ Vα (α ∈ A) and l ∈ N.
The essential part of this result is the uniformity of C ′0 with respect to l ∈ N.
Proof. For each x ∈ V ′′α with coordinate wx = (w1x, . . . , wnx), we let Dx be the
subset of V ′α corresponding to D1/3(wx). Since
⋃
x∈Vα Dx ⋐ V
′
α, there exists
M > 0 such that on all Dx we have (according to the notation in 5.2)
(5.9)
∑
I,p
∣∣F (k+1)α; I,p ∣∣2∑
I ′,p′
∣∣F (k)α; I ′,p′∣∣2dV ≤M
∑
I,p
〈U (k+1)I,p 〉2hD⊗hk−1⊗hr∗
where dV = du1 ∧ dv1 ∧ · · · ∧ dun ∧ dvn and (uν , vν) = (Rewν, Imwν). For each
m 6 k 6 lm − 1, by Jensen’s inequality, (5.9), and Lemma 5.2.1,
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1Vol
(
D1/3(wx)
) ∫
D1/3(wx)
log
∑
I,p
∣∣F (k+1)α; I,p ∣∣2dV
− 1
Vol
(
D1/3(wx)
) ∫
D1/3(wx)
log
∑
I ′,p′
∣∣F (k)α; I ′,p′∣∣2dV
6 log
(
1
Vol
(
D1/3(wx)
) ∫
D1/3(wx)
∑
I,p
∣∣F (k+1)α; I,p ∣∣2∑
I ′,p′
∣∣F (k)α; I ′,p′∣∣2dV
)
6 log
(
9
π
∫
Dx
∑
I,p
〈U (k+1)I,p 〉2hD⊗hk−1⊗hr∗
)
6 log
9MC0
π
.
Summing telescopically the above computation from k = m to k = lm − 1, by
the sub-mean-value inequality, we obtain
1
l
log
N∑
p=1
∣∣F (lm)α; 0,p(x)∣∣2
6
1
lVol
(
D1/3(wx)
) ∫
D1/3(wx)
log
N∑
p=1
∣∣f˜ (lm)α; 0,p∣∣2dV
6
9n
lπn
∫
D1/3(wx)
log
N∑
p=1
∣∣F (m)α; 0,p∣∣2dV + (l − 1)ml log 9nMC0πn .
Note that
∫
D1/3(wx)
log
N∑
p=1
∣∣F (m)α; 0,p∣∣2dV , when viewed as a function in x on V ′′α is
a psh function. Therefore it is bounded from above on Vα. Since we have only
finitely many α, it suffices to take
C ′0 =
9n
lπn
max
α
sup
x∈Vα
∫
D1/3(wx)
log
N∑
p=1
∣∣F (m)α; 0,p∣∣2dV + (l − 1)ml log 9nMC0πn (<∞).

The last step is a limiting process to obtain the metric h∞.
Lemma 5.3.2. There exists a singular metric h∞ on (KX⊗S)⊗m⊗L(m) satisfying
(5.4) and (5.5).
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Proof. On each α we let
F (∞)α := lim
k→∞
(
sup
l>k
1
l
log
N∑
p=1
∣∣F (lm)α; 0,p∣∣2
)∗
where ( )∗ stands for the operation of upper semicontinuous regularization. By
Lemma 5.3.1, {(
sup
l>k
1
l
log
N∑
p=1
∣∣F (lm)α; 0,p∣∣2
)∗}
k∈N
is a decreasing sequence of plurisubharmonic functions on V ′α which are bounded
from above by C ′0 on Vα, and hence F
(∞)
α is also plurisubharmonic and bounded
from above by C ′0 on Vα.
Let gαβ and aαβ ∈ O∗X(Vα ∩ Wβ), α, β ∈ I be the transition functions of
(KX ⊗ S)⊗m ⊗ L(m) and A respectively. By the definition of F (lm)α; 0,p}, we have
F
(lm)
α; 0,p =
(
gαβ
)l
aαβF
(lm)
β; 0,p
and hence
1
l
log
N∑
p=1
∣∣F (lm)α; 0,p∣∣2 = log |gαβ|2 + ml log |aαβ|2 + 1l log
N∑
p=1
∣∣F (lm)β; 0,p∣∣2.
Taking lim
k→∞
(sup
l>k
)∗ to both sides, we get rid of the term involving aαβ and
obtain
e−F
(∞)
β = |gαβ|2e−F
(∞)
α .
This shows that the set of local data e−F
(∞)
(α ∈ A) define a singular metric on
(KX ⊗ S)⊗m ⊗ L(m), which we denote by h∞, with
√−1Θh∞ > 0.
It remains to show (5.5). Suppose that uW is not identically zero along W .
By Lemma 5.2.1,
U
(lm)
0,p |W = dσ⊗(lm)W ∧ u⊗lW ⊗ t(0)p
for p = 1, . . . , N . Suppose that dσ⊗mW ∧ uW and t(0)p are represented by functions
uα and t
(0)
α;p on Vα ∩W , respectively. Then we have F (lm)α; 0,p = ulαt(0)α;p for each p,
and hence
1
l
log
N∑
p=1
∣∣F (lm)α; 0,p∣∣2∣∣∣
W∩Vα
= log |uα|2 + 1
l
log
N∑
p=1
∣∣t(0)α;p∣∣2.
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Since (
sup
l>k
1
l
log
N∑
p=1
∣∣F (lm)α; 0,p∣∣2
)∗∣∣∣∣∣
W∩Vα
> sup
l>k
1
l
log
N∑
p=1
∣∣F (lm)α; 0,p∣∣2∣∣∣
W∩Vα
,
we obtain that
F (∞)α |W∩Vα = lim
k→∞
(
sup
l>k
1
l
log
N∑
p=1
∣∣F (lm)α; 0,p∣∣2
)∗∣∣∣∣∣
W∩Vα
> log |uα|2.
This shows that e−F
(∞)
α |uα|2 6 1 for each α and hence completes the proof. 
6. Extension of pluricanonical forms from strata of a snc divisor 2
In this section we prove a pluricanonical analogue (Lemma 6.1) of Lemma
4.1, from which Theorem 5 can be derived by the successive extension-correction
process. We adopt the following setting which will be in force throughout the
whole section:
Setting. Let
(
X,S, (L•, h•), (L, hL), hT ,W
)
consist of
(i) a complex manifold X admitting a projective morphism to a Stein space,
(ii) a family of data S : (Sj, σj , hj) (j = 1, . . . , q) which consist of a holomor-
phic line bundle Sj on X, a nonzero holomorphic section σj of Sj, and a
smooth hermitian metric hj on Sj for every j,
(iii) holomorphic line bundles Li (i = 1, . . . ,m − 1) on X with singular her-
mitian metrics hLi such that
√−1ΘhLi > 0 for every i,
(iv) a Q-line bundle L with Lm = ⊗m−1i=1 Li and a singular metric hL such that√−1ΘhL < ±
√−1Θhj
(
j ∈ J(W)) and I(hL) = OX ,
(v) a singular metric hT on (KX ⊗ S ⊗ L)⊗m with
√−1ΘhT > 0, and
(vi) an S-admissible family W .
Assume that for every W ∈ W we have
I(|σS|−2+
2
m
hS
hL|W ) = OW(6.1)
and there exists a number 0 < ε0 < 1 such that
I(|σJW |−2+2ε
hJW
h1−δLi h
ε0
T |W
)
= OW for all δ > 0 and ε > 0.(6.2)
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The proof of the following lemma incorporate the validity of the strong open-
ness conjecture with the argument initiated by Pa˘un [33] (see also [1], [3]), which
will occupy the rest of this section.
Lemma 6.1. ker β ⊆ imα for the restriction maps:
Γ
(
X, (KX ⊗ S ⊗ L)⊗m
) α // Γ(W , (KX ⊗ S ⊗ L)⊗m|W)
β

Γ
(W ′, (KX ⊗ S ⊗ L)⊗m|W ′).
.
In view of Remark 5.1, we will assume that X is projective from now on. We
will use the following special form of Theorem 1 repeatedly, which is obtained in
exactly the same way we derived Lemma 5.2:
Lemma 6.2. Suppose that (F, hF ) is a holomorphic line bundle on X with a
singular metric such that
√−1ΘhF < ±
√−1Θhj
(
j ∈ J(W)).(6.3)
Then for every δ0 > 0 sufficiently small, there exists a constant C0 = C0(S, δ0) >
0 such that, for every collection of sections
vW ∈ Γ(W,KW ⊗ SW ⊗ F |W ) (W ∈ W),
if ∫
W
〈vW 〉2hJW⊗hF
|σJW |2
hJW
∏
J ′∈J0(W)\{JW }
( ∑
j∈J ′
|σj|2hj
)δ0 |J ′| <∞ (W ∈ W),(6.4)
then there exists V ∈ Γ(X,KX ⊗ S ⊗ F ) such that VW = vW for every W ∈ W
and ∫
X
〈V 〉2hS⊗hF 6 C0
∫
W
〈vW 〉2hJW⊗hF
|σJW |2
hJW
∏
J ′∈J0(W)\{JW }
( ∑
j∈J ′
|σj|2hj
)δ0 |J ′| .(6.5)
Now let u = (uW ) ∈ ker β. We will show that there exists a section
U ∈ Γ(X, (KX ⊗ S ⊗ L)⊗m)
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such that UW = uW for every W ∈ W . Many parts of the following discussions
will be parallel to those in Section 5.
We first fix some auxiliary objects to be used later. Let
Q(r) := ⊗ri=1KX ⊗ S ⊗ Li (0 6 r 6 m− 1).
We fix a smooth metric h˜Q(r) on Q
(r) for every r and choose an ample line bundle
A on X with a smooth metric hA on A such that the following conditions hold:
(A′0) Every holomorphic section of (KX ⊗S⊗L)⊗m⊗A|W onW extends to X
holomorphically.
(A′1) For each r = 0, 1, . . . ,m − 1, the line bundle Q(r) ⊗ A is generated by
global sections {t(r)p }16p6N .
(A′3)
√−1(ΘhA +Θh˜(r)) is strictly positive for 0 6 r 6 m− 1.
6.1 (Reduction to the construction of a metric h∞ on (KX ⊗ S ⊗L)⊗m).
Similarly, it suffices to create a singular metric h∞ on (KX⊗S⊗L)⊗m such that
√−1Θh∞ > 0(6.6)
and
|dσmW ∧ uW |h∞ 6 1 for every W ∈ W such that uW is not identically 0.(6.7)
We will apply Lemma 6.2 to the collection
vW = dσ
⊗(m−1)
W ∧ uW (W ∈ W)
(vW viewed as sections of KW ⊗ SW ⊗ F |W ) with the singular metric
hF = h
m−1
m∞ · hL
on
F = (KX ⊗ S)⊗(m−1) ⊗ L⊗m.
The curvature condition (6.3) holds by (6.6) since
√−1ΘhL < ±
√−1Θj for
every j ∈ J(W) by assumption. For (6.4), we only need to consider those W
along which uW is not identically zero. On these components, by (6.7), we have
〈dσ⊗(m−1)W ∧ uW 〉2hJW⊗hF 6 〈uW 〉
2
m
(hJW ·hL)m ,
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and hence the integral in (6.4) is dominated by∫
W
〈uW 〉
2
m
(hJW ·hL)m
|σJW |2
hJW
∏
J ′∈J0(W)\{JW }
( ∑
j∈J ′
|σj|2hj
)δ0 |J ′| .(6.8)
Since u ∈ ker β, it vanishes along the divisor W ∩ SJW on W . The condition
(6.1) implies that
I(|σJW |−2+
2
m
hJW
hL|W ) = OW (i = 1, . . . ,m− 1),
and hence ∫
W
〈uW 〉
2
m
(hJW ·h)m
|σJW |2
hJW
<∞.
Thus (6.8) is finite if we choose δ0 > 0 to be sufficiently small, by the strong
openness conjecture. Then we may apply Lemma 6.2 to obtain the desired section
U .
6.2 (Pa˘un’s modified iteration). Write every integer k = mq+r with integers
q > 0 and 0 6 r 6 m− 1.
Lemma 6.2.1. For every k > m, there exists a family of sections
Uk : U (k)p ∈ Γ
(
X, (KX ⊗ S ⊗ L)⊗mq ⊗Q(r) ⊗ A
)
(1 6 p 6 N)
such that
(6.9) U (k)p |W = (dσ⊗mW ∧ uW )q ⊗ t(r)p (p = 1, . . . , N).
Remark 6.3. For future references, we note that the proof of Lemma 6.2.1 does
not use any property of (L, hL) but that L
m = ⊗m−1i=1 Li.
Proof. The statement holds for the m-th stage by (A′0). For k > m, when the
statement for the k-th stage is proved, we let hk denote the singular metric on
(KX ⊗ S ⊗ L)⊗mq ⊗ Q(r) ⊗ A defined by the family Uk of sections. Fix smooth
metrics h˜Li on Li (i = 1, . . . ,m− 1).
Now suppose that the statement holds before the (k + 1)-th stage.
Case 1. r < m− 1.
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Note that k + 1 = mq + (r + 1) and
(KX⊗S⊗L)⊗mq⊗Q(r+1)⊗A = KX⊗S⊗Lr+1 ⊗ (KX ⊗ S ⊗ L)⊗mq ⊗Q(r) ⊗ A.
We consider metrics on
Lr+1 ⊗ (KX ⊗ S ⊗ L)⊗mq ⊗Q(r) ⊗ A
of the form
h
(k+1)
δ,ε = (h
(1−δ)
Lr+1
· h˜δLr+1)⊗
(
h1−εk · (h⊗qT ⊗ h˜Q(r) ⊗ hA)ε
)
(0 < δ < 1, 0 < ε < 1),
the curvatures of which are
Θ
(k+1)
δ,ε = (1− δ)ΘhLr+1 +
[
δΘh˜Lr+1
+ (1− ε)Θhk + ε(qΘT +Θh˜
Q(r)
+ΘA)
]
.
Note that the current in the last parenthesis is strictly positive by (A3) and that√−1ΘhT > 0. Therefore, once ε > 0 is chosen (no matter how small it is), if
δ > 0 is taken to be sufficiently small,
√−1 [· · · ] must dominate a Ka¨hler form.
Since
√−1ΘLr+1 by assumption, we have
√−1Θ(k+1)δ,ε < ±
√−1Θj
(
j ∈ J(W)),
and this verifies (6.3). Now we analyse the singularity of the integrand in (6.4):
〈(dσ⊗mW ∧ uW )q ⊗ t(r+1)p 〉2hJW⊗h(k+1)δ,ε
|σJW |2
hJW
∏
J ′∈J0(W)\{JW }
( ∑
j∈J ′
|σj|2hj
)δ0 |J ′|
uW in the numerator and the factor h
1−ε
k in the metric will contribute together
a factor |u|2qε by the construction of hk. Since u = (uW ) ∈ ker β, this vanishing
factor together with |σJW |2
hJW
in the denominator form a factor which is not more
singular than |σJW |−2+2qε. On the other hand, the rest source of singularity in
the numerator comes from h1−δLr+1h
qε
T . By choosing ε > 0 so small that qε 6 ε0,
we have
I(|σJW |−2+2qεh1−δLr+1hqεT |W) = OW ,
and hence ∫
W
〈(dσ⊗mW ∧ uW )q ⊗ t(r+1)p 〉2hJW⊗h(k+1)δ,ε
|σJW |2
hJW
<∞ (W ∈ W).
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Finally, we may take δ0 > 0 sufficiently small so that (6.4) holds by the strong
openness conjecture. Applying Lemma 6.2 then proves the statement of the
(k + 1)-th stage in this case.
Case 2. r = m− 1.
We have k + 1 = m(q + 1) + 0 and
(KX ⊗ S ⊗ L)⊗m(q+1) ⊗ A = KX ⊗ S ⊗ (KX ⊗ S ⊗ L)⊗mq ⊗Q(m−1) ⊗ A.
As Q-line bundles we have
(KX ⊗ S ⊗ L)⊗mq ⊗Q(m−1) ⊗ A = (KX ⊗ S ⊗ L)⊗(mq+m−1) ⊗ L⊗ A.
Therefore it has two particular metrics
hk = hmq+m−1 and h
mq+m−1
m
T · (hL1 ⊗ · · · ⊗ hLm−1)
1
m ⊗ hA,
and we consider their convex combinations
h(k+1)ε = h
1−ε
k ·
(
h
mq+m−1
m
T · (hL1 ⊗ · · · ⊗ hLm−1)
1
m ⊗ hA
)ε
(0 < ε < 1),
the curvatures of which are
Θ(k+1)ε = (1− ε)Θhk + ε
(
(q + 1−m−1)ΘT +m−1
∑m−1
i=1
ΘhLi +ΘA
)
.
All the curvature forms involved are semipositive and
√−1ΘA is a Ka¨hler form,
and hence (6.3) holds. We may choose ε > 0 so that ε(q + 1 − m−1) 6 ε0.
Verification of (6.4) in this case is similar to that in Case 1 and is slightly simpler:
the vanishing of |σJW |2
hJW
is completely cancelled out by that of uW , and the
integrability can then be obtained by (6.2) and Ho¨lder’s inequality. Applying
Lemma 6.2 then proves the statement of the (k + 1)-th stage completely. 
6.3 (The construction of the metric h∞). By (A′1) and Lemma 6.2.1, we
know in particular that for every section t (fixed in this section) of A, the sets
Eq :=
{
F ∈ Γ(X, (KX ⊗ S ⊗ L)⊗mq ⊗ A) ∣∣F |W = u⊗q ⊗ t} (q ∈ N)
are nonempty. We define for every
F ∈ Γ(X, (KX ⊗ S ⊗ L)⊗mq ⊗ A)
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that
||F || 2mq :=
∫
X
〈F 〉
2
mq
(hS ·hL)⊗mq⊗hA,
which is finite by the initial assumption (iv) in the initial setting. Then for every
t there exists a section Fmin(t) = Fmin ∈ Eq such that ||Fmin||
2
mq 6 ||F || 2mq for
every F ∈ Eq. More precisely, for a fixed q we pick a sequence Fn ∈ Eq such that
||Fn||
2
mq converges to inf
F∈Eq
||F || 2mq as n → ∞. By the sub-mean-value inequality
Fn admits a subsequence which converges uniformly to some F∞. By Fatou’s
lemma we see that ||F∞|| = inf
F∈Eq
||F || 2mq , and it suffices to take Fmin = F∞.
Lemma 6.3.1. There exists a constant C > 0 such that
||Fmin||
2
mq 6 C for all q ∈ N.
Proof. We will apply Lemma 6.2 to extend the section u⊗q ⊗ t from W to a
section F ′ on X with finite L2-norm. Write
(KX ⊗ S ⊗ L)⊗mq ⊗ A = KX ⊗ S ⊗ (KX ⊗ S)mq−1 ⊗ (Lm)⊗q ⊗ A
and equip the underlined line bundle (which is
(
(KX ⊗ S ⊗ L)⊗mq ⊗ A
)mq−1
mq ⊗ L⊗ A 1mq
as a Q-divisor) with the metric h
mq−1
mq
Fmin
· hL · h
1
mq
A . The curvature condition (6.3)
holds obviously by the presence of the factor h
1
mq
A . As for (6.4), the integrand is
〈dσ⊗(mq−1)W ∧ u⊗qW ⊗ t〉2
hJW⊗h
mq−1
mq
Fmin
·hL·h
1
mq
A
|σJW |2
hJW
∏
J ′∈J0(W)\{JW }
( ∑
j∈J ′
|σj|2hj
)δ0 |J ′| .
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We may write the numerator as follows:
〈dσ⊗(mq−1)W ∧ u⊗qW ⊗ t〉2
hJW⊗h
mq−1
mq
Fmin
·hL·h
1
mq
A
=
〈(
dσ
⊗(mq−1)
W ∧ u⊗qW ⊗ t
)⊗mq〉 2mq
(hJW )mq⊗hmq−1Fmin ·h
mq
L ·hA
=
〈(
(dσmW ∧ uW )⊗q ⊗ t
)⊗mq−1 ⊗ t⊗ u⊗qW 〉 2mq
hmq−1Fmin
·hA·(hJW ·hL)mq
=
∣∣∣((dσmW ∧ uW )⊗q ⊗ t)⊗mq−1∣∣∣ 2mq
hmq−1Fmin
· |t|2hA ·
〈
u⊗qW
〉 2
mq
(hJW ·hL)mq
=
∣∣(dσmW ∧ uW )⊗q ⊗ t∣∣2mq−1mqhFmin · |t|2hA · 〈uW 〉 2m(hJW ·hL)m = |t|2hA · 〈uW 〉 2m(hJW ·hL)m .
Then
〈dσ⊗(mq−1)W ∧ u⊗qW ⊗ t〉2
hJW⊗h
mq−1
mq
Fmin
·hL·h
1
mq
A
|σJW |2
hJW
= |t|2hA ·
〈
uW
(σJW )⊗m
〉 2
m
hmL
Since u ∈ ker β, the singularity of
〈
uW
(σJW )⊗m
〉 2
m
hmL
is not worse than |σJW |−2+
2
m
hJW
hL.
By the initial assumption (6.1) we have
I(|σS|−2+
2
m
hS
hL|W ) = OW (W ∈ W).
For sufficiently small δ0 > 0 we have, by the strong openness conjecture,
∫
W
〈dσ⊗(mq−1)W ∧ u⊗qW ⊗ t〉2
hJW⊗h
mq−1
mq
Fmin
·hL·h
1
mq
A
|σJW |2
hJW
∏
J ′∈J0(W)\{JW }
( ∑
j∈J ′
|σj|2hj
)δ0 |J ′|
6
∫
W
|t|2hA∏
J ′∈J0(W)\{JW }
( ∑
j∈J ′
|σj|2hj
)δ0 |J ′|
〈
uW
(σJW )⊗m
〉 2
m
hmL
<∞.
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Then we apply Lemma 6.2 to obtain an extension F ′ such that∫
X
〈F ′〉2
hS⊗h
mq−1
mq
Fmin
·hL·h
1
mq
A
6 C0(S, δ0)
∫
W
|t|2hA∏
J ′∈J0(W)\{JW }
( ∑
j∈J ′
|σj |2hj
)δ0 |J ′|
〈
uW
(σJW )⊗m
〉 2
m
hmL
=: C1.
Now we write the integrand on the left hand side more explicitly:
〈F ′〉2
hS⊗h
mq−1
mq
Fmin
·hL·h
1
mq
A
= 〈F ′⊗mq〉
2
mq
hmq−1Fmin
⊗(hS ·hL)mq·hA
=
〈
F ′⊗mq
F
⊗(mq−1)
min
⊗ F⊗(mq−1)min
〉 2
mq
hmq−1Fmin
⊗(hS ·hL)mq·hA
=
〈
F ′⊗mq
F
⊗(mq−1)
min
〉 2
mq
(hS·hL)mq·hA
.
Thus, ∫
X
〈
F ′⊗mq
F
⊗(mq−1)
min
〉 2
mq
(hS ·hL)mq ·hA
6 C1 (C1 being independent of q ∈ N).(6.10)
The proof of lemma will be completed if we can show that
||Fmin||
2
mq 6
∫
X
〈
F ′⊗mq
F
⊗(mq−1)
min
〉 2
mq
(hS·hL)mq ·hA
=
∣∣∣∣∣
∣∣∣∣∣ F ′⊗mqF⊗(mq−1)min
∣∣∣∣∣
∣∣∣∣∣
2
mq
.(6.11)
Were this false, by Ho¨lder’s inequality, we have
||F ′|| 2mq = ||F ′⊗mq|| 2(mq)2 =
∣∣∣∣∣
∣∣∣∣∣ F ′⊗mqF⊗(mq−1)min ⊗ F⊗(mq−1)min
∣∣∣∣∣
∣∣∣∣∣
2
(mq)2
6
∣∣∣∣∣
∣∣∣∣∣ F ′⊗mqF⊗(mq−1)min
∣∣∣∣∣
∣∣∣∣∣
2
mq
mq
(mq)2
·
∣∣∣∣∣∣F⊗(mq−1)min ∣∣∣∣∣∣ 2mq(mq−1) mq(mq−1)(mq)2
< ||Fmin||
2
mq
mq
(mq)2 ·
∣∣∣∣∣∣F⊗(mq−1)min ∣∣∣∣∣∣ 2mq(mq−1) mq(mq−1)(mq)2 = ||Fmin|| 2mq ,
a contradiction to the minimality of Fmin. 
Now we apply the above discussion to the sections t
(0)
p (p = 1, . . . , N) to obtain
corresponding minimal extensions
Fq,p,min ∈ Γ
(
X, (KX ⊗ S ⊗ L)⊗mq ⊗ A
)
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of u⊗q ⊗ t(0)p (p = 1, . . . , N). Let Fα,q,p be the functions locally representing
Fq,p,min on trivializing charts. For every q ∈ N, we have a singular metric on the
Q-line bundle (KX ⊗ S ⊗ L)⊗m ⊗ A
1
q with local weights
ϕq,α =
1
q
log
N∑
p=1
|Fq,p,α|2.
As in 5.3, the construction will be completed if the regularized upper limit ϕα
of ϕq,α exists as q → ∞ and is a locally integrable psh function on those W ∈
W along which u is not identically zero for every α. It suffices to show that
ϕq,α (q ∈ N) are uniformly bounded from above on every compact set. This can
be seen by applying Jensen’s inequality and Lemma 6.3.1.
Appendix A. Preliminaries for solving variants of the ∂-equation
Let X be a complex manifold of complex dimension n.
A.1 (Solving twisted ∂-equations). The following theorem serves as a stan-
dard framework of solving twisted ∂-equations with L2-estimate, which can be
obtained following the proof of (6.1) Theorem in [7].
Theorem A.1.1. Let (X, g) be an n-dimensional Ka¨hler manifold admitting a
complete Ka¨hler metric (which is not necessarily g), (E, h) a holomorphic vector
bundle on X with a smooth hermitian metric, and λ and µ two strictly positive
bounded smooth functions. Let
R = Rh,λ,µ :=
√−1
(
λΘh −
(
∂∂λ− 1
µ
∂λ ∧ ∂λ
)
⊗ idE
)
.
For any η ∈ L2g,h(X,∧n,qT ∗X ⊗ E) (with q > 1) and any nonnegative constant
C, if CR is semipositive, ∂η = 0, and
|(η, v)L2g,h|2 6 C
∫
X
R[v, v]g,h dVg(A.1)
for every v ∈ Dn,q(X,E), then there exist a locally Lebesgue integrable E-valued
(n, q − 1)-form γ and a locally Lebesgue integrable E-valued (n, q)-form β such
that
∂γ = η in the sense of current
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and ∫
X
1
λ+ µ
|γ|2g,h dVg 6 C.
A.2 (Auxiliary facts when dealing with complements of analytic sub-
sets). The following lemma is crucial in obtaining estimates in L2-norms with
weight functions singular along analytic subsets from which holomorphic sec-
tions are to be extended. In our discussions it will mainly be applied to fulfil the
completeness requirement in Lemma A.1.1.
Lemma A.2.1 ([8] Lemma 1.5). Given an analytic set Z and a relatively com-
pact open set Ω in a Ka¨hler manifold X, if Ω admits a complete Ka¨hler metric,
so does Ω \ Z.
For sequences of holomorphic sections of a holomorphic vector bundle with
a smooth hermitian metric, convergence locally in L2 coincides with uniform
convergence on every compact subset. This fact has the following generalization,
which is a slight modification of Lemma 4.6 of [20]:
Lemma A.2.2. Let Z be an analytic subset of a hermitian manifold (M, g).
Suppose that there are
(1) open subsets O1 ⊆ O2 ⊆ · · · ⊆ Om of M such that M \ Z =
⋃
m
Om,
(2) a sequence Um of Lebesgue measurable sections of KM ⊗ E, E being a
hermitian holomorphic vector bundle equipped with a smooth hermitian
metric h, for every point p ∈M\(Z)sing there exists an open neighborhood
Vp of p and an index mp such that Um|Vp (m > mp) are all holomorphic,
and
(3) a sequence wm of positive Lebesgue measurable functions on M such that
for every compact subset K of M \Z there exists an index mK such that
the family of functions wm (m > mK) are uniformly bounded away both
from 0 and from ∞, and
If wm converges to a function w almost everywhere, and if lim inf
m→∞
∫
Om
wm〈Um〉2h
exists as a real number, then Um admits a subsequence which converges uniformly
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on every compact subset of M to a section U ∈ Γ(M,OM (KM ⊗ E)) such that∫
M
w〈U〉2h 6 lim inf
m→∞
∫
Om
wm〈Um〉2h.
Proof. By passing to a subsequence we may assume that
∫
Om
wm〈Um〉2h actually
converges asm→∞. We may also assume Z to be a submanifold by considering
(M \ Zsing, Z \ Zsing) instead of (M,Z) and then extending the obtained section
onM \Zsing to M by the second Riemann extension theorem. Besides, it suffices
to show, as we will do in the next paragraph, that every point p ∈ M admits
an open neighborhood Np on which Um with m sufficiently large form a normal
family. More precisely, were this done, then M is covered by countably many
such open sets Np1, Np2 , . . . , and an application of the diagonal method yields a
subsequence Umk which converges uniformly on every compact subset of M to a
limit U , which is clearly a holomorphic section of KM⊗E onM by the condition
(2). Then for every j we have∫
Oj
w〈U〉2h 6 lim
k→∞
∫
Omk
wmk〈Umk〉2h
by Fatou’s lemma, and hence∫
M
w〈U〉2h =
∫
M\Z
w〈U〉2h = lim
j→∞
∫
Oj
w〈U〉2h 6 lim
m→∞
∫
Om
wm〈Um〉2h
By the monotone convergence theorem. Therefore it remains to find the desired
neighborhood Np for every p ∈M .
Since the statement is purely local, we may assume that M is an open subset
of Cn. It suffices to find a neighborhood Np for every p ∈ M such that Um for
m sufficiently are uniformly bounded with respect to the euclidean L2 norms on
Np. For p ∈M \Z such Np exists obviously since both wm and the metric h have
strictly positive uniform lower and upper bounds. For p ∈ Z, we may further
assume that
(M,Z, p) =
(
D2(0)
n, {0} ×D2(0)n−1, (0, . . . , 0)
)
where DR(0) := {z ∈ C | |z| < R}
)
, and that E is the trivial bundle. Without
any control on wm, we need to apply the following elementary fact (cf. Lemma
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4.4 of [20]): for fixed 0 < r < 1 and for every holomorphic function F on D2(0)
n,
we have ∫
D1(0)n
|U |2 dλ 6 1
1− r2
∫(
D1(0)\Dr(0)
)
×D1(0)n−1
|U |2 dλ.
This inequality can be directly verified by expanding F as a power series centered
at (0, . . . , 0) and using the fact that different monomial functions are mutually
orthogonal with respect to the L2-norms on both sides. For m sufficiently large(
D1(0) \Dr(0)
)×D1(0)n−1 is covered by Om, and hence∫(
D1(0)\Dr(0)
)
×D1(0)n−1
|U |2 dλ
is bounded by a fixed multiple of
∫
Om
wm〈Um〉h. This completes the proof. 
A.3 (Comparison of curvatures).
Lemma A.3.1. Let υ1, . . . , υq be strictly positive smooth functions on a complex
manifold X. For an integer 1 6 l 6 q we have
√−1 ∂∂ log
k∑
i=1
υi >
k∑
i=1
υi∑
• υ•
√−1 ∂∂ log υi.
Proof. We let λi :=
υi∑
·
υ·
.
√−1 ∂∂ log
k∑
i=1
υi =
√−1
(∑
i ∂∂ υi∑
· υ·
−
∑
r ∂ υr∑
· υ·
∧
∑
s ∂ υs∑
· υ·
)
=
√−1
(∑
i
υi∑
· υ·
∂∂ υi
υi
−
(∑
r
υr∑
· υ·
∂ υr
υr
)
∧
(∑
s
υs∑
· υ·
∂ υs
υs
))
=
√−1
(∑
i
λi
∂∂ υi
υi
−
(∑
r
λr
∂ υr
υr
)
∧
(∑
s
λs
∂ υs
υs
))
=
∑
i
λi
√−1
(
∂∂ υi
υi
− ∂ υi
υi
∧ ∂ υi
υi
)
+
√−1
∑
r,s
(
λrδrs − λrλs
)∂ υr
υr
∧ ∂ υs
υs
=
∑
i
λi
√−1 ∂∂ log υi +
√−1
∑
r,s
(
λrδrs − λrλs
)∂ υr
υr
∧ ∂ υs
υs
.
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The second sum in the last line can be seen to be a semipositive (1, 1)-form.
More precisely, for any (a1, . . . , am) ∈ Ck we have∑
r,s
(
λrδrs − λrλs
)
aras =
(∑
i
λi|ai|2
)(∑
i
λi
)
−
∣∣∣∑
r
λrar
∣∣∣2 > 0
by the Cauchy-Schwarz inequality. 
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