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Abstract
A Banach space X is said to be Q.H.I. if every infinite dimensional
quotient space of X is H.I.: that is, a space is Q.H.I. if the H.I. property is
not only stable passing to subspaces, but also passing to quotients and to
the dual. We show that Gowers-Maurey’s space is Q.H.I.; then we provide
an example of a reflexive H.I. space X whose dual is not H.I., from which
it follows that X is not Q.H.I..
1 Introduction
In the following, by space (resp. subspace), we shall always mean infinite
dimensional Banach space (resp. closed subspace). We recall the central
definition of [GM] A Banach space is said to be hereditarily indecomposable
(or H.I.) if it has no decomposable subspace. In others words, a space X
is H.I. if for any ǫ > 0, any subspaces Y and Z of X, there exist vectors
y ∈ Y , z ∈ Z, such that ‖y‖ = ‖z‖ = 1 and ‖y − z‖ ≤ ǫ.
We now give some notation that is useful for the construction of Gowers-
Maurey’s space and similar spaces. Let c00 be the space of sequences of
scalars all but finitely many of which are zero. Let e1, e2, . . . be its unit
vector basis. If E ⊂ N, then we shall also use the letter E for the projection
from c00 to c00 defined by E(
∑∞
i=1 aiei) =
∑
i∈E aiei. If E,F ⊂ N, then
we write E < F to mean that supE < inf F . An interval of integers is
a subset of N of the form {a, a + 1, . . . , b} for some a, b ∈ N. For N in
N, EN denotes the interval {1, . . . , N}. The range of a vector x in c00,
written ran(x), is the smallest interval E such that Ex = x. We shall
write x < y to mean ran(x) < ran(y); notice that this is only defined on
c00. If x1 < · · · < xn we shall say that x1, . . . , xn are successive.
Let X be the class of Banach sequence spaces such that (ei)∞i=1 is a
normalized bimonotone basis. Notice that for p ≥ 1, lp is in X . We denote
by B(lp) the unit ball of lp ∩ c00.
By a block basis in a space X ∈ X we mean a sequence x1, x2, . . . of
successive non-zero vectors inX (such a sequence must be a basic sequence)
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and by a block subspace of a space X ∈ X we mean a subspace generated
by a block basis.
Let f be the function log2(x+ 1). If X ∈ X , and all successive vectors
x1, . . . , xn in X satisfy the inequality f(n)
−1∑n
i=1 ‖xi‖ ≤ ‖
∑n
i=1 xi‖, then
we say that X satisfies an f -lower estimate. We denote by X (f) the set of
Banach spaces in X satisfying an f -lower estimate.
A function h : [1,+∞)→ [1,+∞) belongs to the Schlumprecht class F
of functions if it satisfies the following five conditions:
(i) h(1) = 1 and h(x) < x for every x > 1;
(ii) h is strictly increasing and tends to infinity;
(iii) limx→∞ x
−qh(x) = 0 for every q > 0;
(iv) the function x/h(x) is concave and non-decreasing;
(v) h(xy) ≤ h(x)h(y) for every x, y ≥ 1.
We notice that f and
√
f belong to F .
Given X in X , given g in F , a functional x∗ in X∗ is an (M,g)− form
if ‖x∗‖∗ ≤ 1 and x∗ = ∑Mj=1 x∗j for some sequence x∗1 < · · · < x∗M of
successive functionals such that ‖x∗j‖∗ ≤ g(M)−1 for each j. Notice that if
X ∈ X (f), then every (M,f)-form is in the unit ball of X∗.
Let X be a Banach space. Let y be a subspace ofX. We shall denote by
IdY the identity map from Y to X. An operator from Y to X is said to be
finitely singular if its restriction to some finite codimensional subspace is
an isomorphism into. It is said to be infinitely singular if it is not finitely
singular. An operator S from Y to X is said to be strictly singular if
the restriction of S to a subspace is never an isomorphism into. This is
equivalent to saying that for any ǫ > 0, any Z, there exists z in Z such
that ‖S(z)‖ ≤ ǫ‖z‖.
By Proposition 2.c.4 of [LT], if S is strictly singular, then for every
Z and every ǫ > 0, there exists Z ′ ⊂ Z such that ‖S/Z′‖ ≤ ǫ. If S
is strictly singular and T is an operator, then TS and ST are strictly
singular whenever they are defined. We denote by S(Y,X) the space of
strictly singular operators from Y to X.
Let T be an operator from Y to X. By Proposition 2.c.10 of [LT], if
T is of the form Id + S, where S is strictly singular, then it is finitely
singular, that is, an isomorphism on some finite codimensional subspace.
It is said to be an Id + S-isomorphism if it is of the form Id + S and an
isomorphism on the whole subspace Y . If T is an Id + S-isomorphism,
then so is T−1 = Id− (T − Id)T−1. If T and U are Id+ S-isomorphisms,
then so is TU when it is defined. The subspaces Y and Z of X are said to
be Id + S-isomorphic if there exists an Id + S isomorphism from Y onto
Z.
We finally recall a classical notion: two Banach spaces X and X ′ are
totally incomparable if no subspace of X is isomorphic to a subspace of X ′.
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2 Definition: Q.H.I. spaces
2.1 Definition
A Banach space X is quotient hereditarily indecomposable (or Q.H.I.) if
every infinite dimensional quotient space of X is H.I..
Remark Any Q.H.I. space is H.I. as a quotient space of itself.
Proposition 1 Let X be a Banach space. Assume that for every infinite
codimensional and infinite dimensional subspace Y , X/Y is H.I.. Then X
is Q.H.I..
Proof It is enough to prove that X is H.I.. Assume X is not H.I.. Then
X contains a direct sum Y ⊕ Z. Let W be an infinite dimensional and
infinite codimensional subspace of Y (for example the space generated by
the even vectors of a basic sequence in Y ). Then X/W contains a space
isomorphic to the sum Y/W ⊕ Z, so X/W is not H.I..
Proposition 2 If X is reflexive and Q.H.I., then so is X∗.
Proof A space X is Q.H.I. if and only if any subspace of a quotient of
X is indecomposable. For a reflexive space, this property passes to the
dual.
2.2 Notation
We shall often refer to the space defined by Gowers and Maurey in [GM],
and to the techniques developped in their article. When we shall refer to
a lemma of [GM], we shall write it with the letters GM.
By space (resp. subspace), we shall always mean infinite dimensional
space (resp. subspace). Let X be a Banach space, Y be a subspace of X.
An operator on X is said to be finitely singular if its restriction to
some finite codimensional subspace is an isomorphism into. It is said to
be infinitely singular if it is not finitely singular. It is said to be strictly
singular if all its restrictions are infinitely singular.
An operator from Y to X is said to be an Id + S-isomorphism if it is
an isomorphism of the form Id+ S, where S is strictly singular.
The subspace Y is said to be quasi-maximal if Y and any subspace W
of X have Id+ S-isomorphic subspaces.
We know from [F] that if X is H.I., then every subspace of X is quasi-
maximal; as an easy consequence, if X has a quasi-maximal H.I. subspace
then X is H.I..
Two Banach spaces X and X ′ are totally incomparable if no subspace
of X is isomorphic to a subspace of X ′.
For p ≥ 1, B(lp) denotes the unit ball of lp∩c00. An interval of integers
E is a subset of N of the form {m,m + 1, . . . , n}. The letter E will also
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denote the projection defined on c00 by E(
∑+∞
i=1 λiei) =
∑
i∈E λiei. The
range of a vector x in c00, denoted ran(x) is the smallest interval E such
that Ex = x. We say that E and F are successive if maxE < minF . Two
vectors in c00 are said to be successive if their ranges are successive.
Let X be the set of Banach spaces with a bimonotone basis. Let f
be the function x → log2(x + 1). A space X in X is said to satisfy an
f -lower estimate if any successive vectors x1 < · · · < xn in X satisfy the
inequality ‖∑ni=1 xi‖ ≥ f(n)−1∑ni=1 ‖xi‖. Let Xf be the set of Banach
spaces satisfying an f -lower estimate. An (M,f)-form is a vector of X∗ of
the form f(M)−1
∑M
i=1 x
∗
i , where the x
∗
i ’s are successive vectors in the unit
ball of X∗. If X ∈ Xf , then every (M,f)-form is in the unit ball of X∗.
3 Successive vectors in a quotient space
In this section, we want to define a notion of successive vectors and of ln+1 -
vectors in a quotient space of a reflexive space in Xf . As a quotient space
needs not have a basis, we cannot use the usual definition. Furthermore,
our new definition does not necessarily coincide with the usual one when the
quotient space has a basis. The first lemmas are rather technical; they allow
us to show Lemma 7, which is, with the definition of successive vectors and
of ln+1 -averages in a quotient space, the main tool used afterwards.
3.1 Notation
Let 0 < ∆ < 1.
Definition Let W be a Banach space. Let (wn) and (w
′
n) be two se-
quences in W . They are said to be ∆-equivalent if for all n,
‖wn − w′n‖ ≤ ∆n inf(‖wn‖, ‖w′n‖).
Definitions Let W be a Banach space with a basis. A sequence (wn)
in W is said to be almost successive if it is ∆-equivalent to a sequence of
successive vectors in W . Let V be a subset of W . A sequence (wn) in W
is said to be almost in V if it is ∆-equivalent to a sequence of vectors in
V .
Lemma 1 Let W be a Banach space in X . Let (wi) be a successive
sequence in W and (w′i) be ∆-equivalent to (wi). Then
‖∑ni=1 w′i‖ ≤ (1 + 2∆)‖∑ni=1 wi‖.
Proof By definition,
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‖∑ni=1 w′i‖ ≤ ‖∑ni=1 wi‖+ n∑
i=1
∆i‖wi‖,
so, as the basis in W is bimonotone,
‖∑ni=1 w′i‖ ≤ (1 + 2∆)‖∑ni=1 wi‖.
Lemma 2 Let W be a space in X . Let (wn) be a sequence in W such
that wn/‖wn‖ w→0. Then (wn) has an almost successive subsequence.
Proof We may assume (wn) is a norm 1 sequence. Assume we have
already selected wn1 , . . . , wnk−1 satisfying the conclusion; let t1, . . . , tk−1
be the associated successive sequence. Let E be an interval containing the
first vector of the basis and the range of t1 + · · · + tk−1. There exists nk
such that ‖Ewnk‖ ≤ ∆k/4. Let t′k = wnk −Ewnk . There exists an interval
F such that Ft′k is equal to t
′
k up to ∆
k/4. If we let tk = Ft
′
k, we have
that tk > tk−1, and ‖tk − wnk‖ ≤ ∆k/2, from which it follows that
‖tk − wnk‖ ≤ ∆k inf(‖tk‖, ‖wnk‖),
so the sequence wn1 , . . . , wnk and the successive sequence t1, . . . , tk are ∆-
equivalent.
¿From now on, X stands for a reflexive Banach space in Xf , Y for
an infinite dimensional and infinite codimensional subspace of X, and we
assume that ∆ = 10−4.
3.2 Successive vectors in X/Y
Definitions Given z in X, we denote by zˆ its class in X/Y .
A couple denotes a sequence ((z˜n, z
∗
n)) in X ×X∗.
For an element (z˜, z∗) in X × X∗, the range is the smallest interval
containing ran(z˜) and ran(z∗).
A couple is said to be successive if the sequence of ranges is successive.
Let (zn)n∈N be a sequence in X/Y . A couple (z˜n, z
∗
n) is said to be
associated to (zn) if (̂˜zn) and (zn) are ∆-equivalent and (z∗n) is almost in
B(Y ⊥).
Let λ > 1. A couple associated to (zn) is said to be λ-associated to (zn)
if for all n, ‖z˜n‖ ≤ λ‖zn‖ and z∗n(z˜n) ≥ (1/3)‖zn‖.
Definition Let λ > 1. Let (zn)n∈N be a sequence in X/Y . We say that
(zn) is λ-successive if it is λ-associated to some successive couple ((z˜n, z
∗
n)).
We shall then call (z˜n) a λ-lifting, (z
∗
n) a λ-functional.
Remark If (zn) is λ-successive, then for any λ
′ ≥ λ, any subsequence
(z′n) of (zn), z
′
n is λ
′-successive.
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Lemma 3 Let (zn) be a 400-successive sequence in X/Y . Then for all
n,
(4f(n))−1
n∑
i=1
‖zi‖ ≤ ‖∑ni=1 zi‖.
Proof Let (zn) be a 400-successive sequence. Let (z
∗
n) in X
∗ be the
successive functional associated to (zn), let (y
∗
n) in B(Y
⊥) be the almost
successive functional ∆-equivalent to (z∗n). By Lemma 1 , we have that
‖∑ni=1 y∗i ‖ ≤ (1 + 2∆)‖∑ni=1 z∗i ‖,
so
‖∑ni=1 y∗i ‖ ≤ (1 + 2∆)(1 +∆)f(n) ≤ (1 + 4∆)f(n),
It follows that
‖∑ni=1 zi‖ ≥ ((1 + 4∆)f(n))−1
(
n∑
i=1
y∗i
)(
n∑
i=1
zi
)
,
‖∑ni=1 zi‖ ≥ ((1+4∆)f(n))−1
(
(
n∑
i=1
z∗i )(
n∑
i=1
z˜i)− (
n∑
i=1
‖z∗i − y∗i ‖)(
n∑
i=1
‖z˜i‖)
)
,
‖∑ni=1 zi‖ ≥ ((1 + 4∆)f(n))−1(1/3 − 800∆) n∑
i=1
‖zi‖ ≥ (4f(n))−1
n∑
i=1
‖zi‖.
Lemma 4 Let (zn) be a sequence in X/Y such that zn/‖zn‖ w→0. Then
(zn) has a 3-successive subsequence.
Proof We may assume that (zn) is a norm 1 sequence. Let (z˜n
′) be a
lifting for (zn) such that ‖z˜n′‖ ≤ 1 + ∆n. The sequence (z˜n′) is bounded,
so, passing to a subsequence, we may assume that (z˜n
′) converges weakly.
Let y be the weak limit of (z˜n
′). The vector y has norm 1, and belongs to
Y , because for every y∗ in Y ⊥, y∗(z˜n
′) = y∗(zn) tends to 0.
Let y˜n = z˜n
′ − y. We have
‖y˜n‖ ≤ 2 + ∆n.
We have that y˜n
w→0 so passing to a further subsequence, we may assume by
Lemma 1 that (y˜n) is almost successive; let (z˜n) be a successive sequence
equivalent to (y˜n). We have that
‖z˜n‖ ≤ (1 + ∆n)‖y˜n‖ ≤ 3‖zn‖.
Now let (y′∗n ) be a dual sequence in B(Y
⊥) such that for all n, y′∗n (zn) =
1. Passing to a subsequence, we may assume that y′∗n
w→y∗ and that for all
n, |y∗(zn)| ≤ 1/6. Let y∗n = 1/2(y′∗n − y∗). We have that y∗n ∈ B(Y ⊥) and
y∗n(zn) = 1/2(y
′∗
n (zn)− y∗(zn)) ≥ 5/12,
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for n greater than some N . Furthermore, y∗n
w→0. Passing to a new subse-
quence, by Lemma 3, we may assume that (y∗n) is almost successive. Let
(z∗n) be the equivalent successive sequence. Then
z∗n(z˜n) ≥ y∗n(zn)− ‖z∗n − y∗n‖‖z˜n‖,
so that
z∗n(z˜n) ≥ 5/12 − 3.∆n ≥ 1/3.
Definition Let λ > 1. Let (zn) be a sequence in X/Y . For any finite
subset E of N, zE denotes the sum
∑
i∈E zi. For j ≥ 0, n ≥ 0, let En(j)
be the interval [2jn+ 1, 2jn+ 2j ]. We say that (zn) is λ-supersuccessive if
for every j, the sequence (zEn(j))n≥1 is λ-successive.
Lemma 5 Let (zn) be a norm 1 sequence in X/Y such that zn
w→0. Then
(zn) has a 3-supersuccessive subsequence.
Proof It is enough to prove by induction that there exists an inclusion
decreasing sequence of subsequences (z1n)n∈N , . . . , (z
k
n)n∈N such that for all
k, all j ≤ k, the sequence (zkEn(j))n≥1 is 3-successive. Indeed, the result
then follows by taking a diagonal subsequence.
Assume the induction hypothesis is true for k−1. The sequence (zk−1En(k))
converges weakly to 0 and by Lemma 3, it is bounded below, so by Lemma
4, it admits a 3 - successive subsequence (zk−1Eni (k)
)i∈N. Let E = ∪iEni . We
let (zkn)n∈N be the sequence (z
k−1
n )n∈E. It is a subsequence of (z
k−1
n )n∈N.
Furthermore, it is easy to check that the sequence (zkEn(j))n≥1 is still suc-
cessive for j ≤ k − 1, and by construction, this is also true for j = k.
3.3 ln+1 vectors in X/Y
Definitions: ln+1 -vectors Let ǫ0 = 1/40, let C > 0.
An ln+1 -vector with constant C in X is a vector x of the form
∑n
i=1 xi
such that the sequence (xi) is successive and for all i, ‖xi‖ ≤ C‖x‖/n.
An ln+1 -average in X is a norm 1 l
n+
1 -vector in X.
An ln+1 -vector in X/Y is a vector x of the form
∑n
i=1 xi such that the
sequence (xi) is 3-successive and for all i, ‖xi‖ ≤ (1 + ǫ0)‖x‖/n.
Let x be a ln+1 -vector in X/Y of the form
∑n
i=1 xi. An l
n+
1 -lifting for x
is a lifting x˜ =
∑n
i=1 x˜i, where (x˜i)1≤i≤n is a 3-lifting for (xi)1≤i≤n.
An ln+1 -average in X/Y is an l
n+
1 -vector in X/Y the l
n+
1 -lifting of which
has norm 1.
Lemma 6 Let n ∈ N. Let x = ∑ni=1 xi be a ln+1 -average in X/Y , let
x˜ be an ln+1 -lifting for x. Then x˜ is a l
n+
1 -average with constant 4 and
‖x˜‖ ≤ 4‖x‖.
Proof We know that the vectors (x˜i) are successive in X. Now
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‖x− ̂˜x‖ ≤ n∑
i=1
‖xi − ̂˜xi‖ ≤ n∑
i=1
∆i‖xi‖ ≤ 2∆(1 + ǫ0)/n‖x‖.
It follows that
‖x‖ ≤ (1 − 2∆(1 + ǫ0)/n)−1‖̂˜x‖ ≤ (1− 2∆(1 + ǫ0)/n)−1‖x˜‖.
So
‖x˜i‖ ≤ 3‖xi‖ ≤ 3(1 + ǫ0)‖x‖/n ≤ 4‖x˜‖/n,
so x˜ is a ln+1 with constant 4. Furthermore,
‖x˜‖ ≤
n∑
i=1
‖x˜i‖ ≤ 3
n∑
i=1
‖xi‖ ≤ 3(1 + ǫ0)‖x‖ ≤ 4‖x‖.
Lemma 7 Let Z ⊂ X/Y . Then Z contains a 4-successive basic sequence
(Zn) of l
2n+
1 -averages, such that for all n, the 4-lifting Z˜n is a l
2n+
1 -lifting.
Such a sequence will be called an average basic sequence in Z.
Proof As Z is reflexive, there exists a basic sequence (zn) of unit
vectors such that zn
w→0. By Lemma 5, we may assume that (zn) is 3-
supersuccessive.
We now prove the result by induction. Assume we have chosen the
first n− 1 terms Z1, . . . , Zn−1 of the sequence. Let (Z˜j , Z∗j )1≤j≤n−1 be the
associated 4-successive couple. Let T satisfy 4f(2nT ) < (1 + ǫ0)
T and let
N = nT . Let Z ′1, . . . , Z
′
2N be the sequence Z2N r+1, . . . , Z2N r+2N , for some
r such that, with this notation,
min
j≤n,p≤2N−j
ran(( ˜Z ′Ep(j), Z ′Ep(j)∗)) > ran((Z˜n−1, Z∗n−1)).
For any j ≤ N , the sequence (Z ′Enj) is 3-successive. Now assume no
decomposition of any Z ′Ep(j) as
∑2n
k=1 Z
′
Ek(j−1)
is an l2
n+
1 decomposition. It
follows by induction that
‖Z ′Ep(j)‖ ≤ (2n/(1 + ǫ0))j ,
so that
‖Z ′E1(T )‖ ≤ 2N/(1 + ǫ0)T .
But (zn) is 3-successive so by Lemma 3,
‖Z ′E1(T )‖ = ‖Z ′1 + · · · + Z ′2N ‖ ≥ 2N/4f(2N ),
a contradiction by choice of N .
It follows that one of the Z ′Ep(j) is a l
2n+
1 -vector; we choose Zn to be
the associated l2
n+
1 -average. By choice of r, the couple (Z˜n, Z
∗
n) satisfies
(Z˜n, Z
∗
n) > (Z˜n−1, Z
∗
n−1).
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4 Rapidly Increasing Sequences
4.1 R.I.S.-vectors in a space of the class Xf
We now define R.I.S.-vectors in a Banach space X in Xf . In fact, the
properties of R.I.S. are not interesting in all spaces in Xf , but only on those
of Gowers-Maurey’s type; we give a sense to this expression in the following
paragraph, defining GM-type spaces, and then state several lemmas true
in GM-type spaces.
Definitions Let J be a set of integers {jn, n ∈ N}, such that f(j1) >
256 and for all n, log log log jn+1 ≥ 4j2n, let K = {j1, j3, j5, . . .}, let L =
{j2, j4, j6, . . .}.
Let L′ ⊂ L. An L′-sequence is a successive sequence x∗1 < · · · < x∗k with
k ∈ K, such that for all i, x∗i is an (Mi, f)-form where Mi is an element in
L′ greater than j2k. An L
′-sum is a vector of the form 1/
√
f(k)
∑k
i=1 x
∗
i ,
where x∗1, . . . , x
∗
k is a L
′-sequence.
A space X is of GM-type if it belongs to Xf , and if there exists a set S
of L-sums in B(X∗) such that every vector in X has either the supremum
norm, or is normed by an (M,f)-form, or by an element in S.
Notice that Gowers-Maurey’s space is of GM-type (the set S being the
set of special sums), but that a GM-type space needs not be H.I.. Notice
also that a space of GM-type satisfies a f -lower estimate, so by Lemma
GM3, every block subspace contains ln+1 -vectors with arbitrary constants
and lengths.
Definition We recall that a R.I.S. of length N with constant ǫ in X is a
successive sequence (xi)
N
i=1 of l
ni
1 -averages with constant C in X such that
(ni) satisfies n1 ≥ 4(1 + ǫ)Mf (N/ǫ′)/ǫ′ and ǫ′/2f(nk)1/2 ≥ |ran(xk−1)| for
k = 2, . . . , N , where ǫ′ = min{ǫ, 1} and Mf (x) = f−1(36x2).
A R.I.S.-vector is a non-zero multiple of the sum of a R.I.S..
We now show some lemmas very similar to those of [GM]; we have to
state them because we shall use different constants, and because they can
be applied to any GM-type space, which will be useful in the last part of
the article.
Lemma 8 Let X have GM-type. Let N ∈ L, let n ∈ [logN, expN ], let
(xi)
N
i=1 be a R.I.S. of length M with constant ǫ in X. Then ‖
∑n
i=1 xi‖ ≤
(1 + ǫ+ ǫ′)nf(n)−1.
Proof As X has GM-type, all the hypothesis of Lemma GM7 are satis-
fied. The conclusion then follows from Lemma GM9.
Lemma 9 Let X have GM-type. Let N ∈ L. Let M = N1/40. Let
x1, . . . , xN be a R.I.S. in X with constant 4. Then
∑N
i=1 xi is a l
M
1+-vector
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with constant 6.
Proof Let m = N/M , let x =
∑N
i=1 xi, and for 1 ≤ j ≤ M let yj =∑jm
i=(j−1)m+1 xi. By Lemma 8, ‖yj‖ ≤ 5mf(m)−1, while ‖
∑m
j=1 yj‖ =
‖x‖ ≥ Nf(N)−1, so x is an lM+1 -vector with constant 5f(N)/f(m) ≤ 6.
Lemma 10 Every GM-type space is reflexive.
Proof We follow the proof that Gowers-Maurey’s space is reflexive. Let
X have GM-type. We show that the canonical basis e1, e2, . . . of X is
boundedly complete and shrinking (we refer to [LT] for the definition of
these notions). It follows from the fact that X belongs to Xf that the basis
is boundedly complete. Now assume it is not shrinking. Then we can find
ǫ > 0, a norm-1 functional x∗ in X∗, and a sequence of successive vectors
x1, x2, . . . such that x
∗(xn) ≥ ǫ for every n. It follows that
∑
n∈A xn is
a l
|A|
1+-vector with constant ǫ
−1 for any A ⊂ N. Given N ∈ L, we may
construct a R.I.S. y1, . . . , yN with constant ǫ
−1 with such ln+1 -vectors, and
we have x∗(y1 + · · · + yN) ≥ ǫN . For N large enough, this contradicts
Lemma 8.
Definition Let X have GM-type. Let x∗1, . . . , x
∗
k be an L-sequence of
lenght k, where each x∗i is an (Mi, f)-form. A sequence of successive vectors
x1 < · · · < xk in X is said to be a R.I.S. associated to x∗1, . . . , x∗k if for
every i, xi is a normalized R.I.S. of lenght Mi and constant 4, M1 = j2k
and 1/2f((Mi)
1/40)1/2 ≥ |ran(xi−1)|.
Remark Because of the increasing condition, and by Lemma 9, a R.I.S.
associated to an L-sequence of length k is a R.I.S. with constant 6.
Lemma 11 Let X have GM-type. Let x be a norm 1 R.I.S.-vector in
X of length N1 ∈ L and constant 4 and let x∗ be an (N2, f)− form in X∗
with N2 ∈ L, and assume N1 6= N2. Let k ∈ K be such that N1 ≥ j2k,
N2 ≥ j2k. Then for every interval E, |x∗(Ex)| ≤ 1/k2.
Proof The proof relies on Lemmas GM4 and GM5, which we may apply
since X satisfies an f -lower estimate. First, by Lemma 9, x is a l
N ′
1
+
1 -
average with constant 6, where N ′1 = N
1/40
1 .
Now if N2 < N1, then N2 < N
′
1 by the lacunarity of L. By Lemma
GM4, |x∗(Ex)| = |(Ex∗)(x)| ≤ 18/f(N2) ≤ 18/f(j2k) ≤ k−2.
If N1 < N2, then Mf (N1) < N2 by the lacunarity of L, so we may
apply Lemma GM5 to x′, the sum of the R.I.S. whose normalized sum is
x. It follows that |x∗(Ex′)| ≤ 5, while ‖x′‖ ≥ N1/f(N1) ≥ 5k2.
Lemma 12 Let X have GM-type. Let k ∈ K. Let x1 < . . . < xk in X
be a R.I.S. associated to some L-sequence. Let x =
∑k
i=1 xi.
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Assume that for every L-sum in S, every interval E, |z∗(Ex)| ≤ 1/4.
Then
‖x‖ ≤ 7k/f(k).
Proof By Lemma GM9 of [GM], for any K0 ⊂ K, there exists a func-
tion gK0 belonging to the ”Schlumprecht” class F of functions, such that
gK0(x) =
√
f(x) when x ∈ K0, and gK0(x) = f(x) when x ∈ [logN, expN ],
for any N ∈ J \K0.
Now take K0 = K \ {k}, and let g be the function associated to K0.
By the hypothesis, for any interval E,
‖Ex‖ ≤ 1 ∨ sup{|x∗(Ex)| :M ≥ 2, x∗ (M,g) − form}.
As x1, . . . , xk is a R.I.S. with constant 6, it is an easy consequence of
Lemma GM7 that ‖x‖ ≤ 7k/f(k).
4.2 R.I.S.-vectors in a quotient space
We finally define R.I.S. in a quotient space X/Y where X has GM-type
and link them with the R.I.S. in X.
Definition Let X have GM-type. Let Z ⊂ X/Y . Let (Zn) be an
average basic sequence in Z.
A R.I.S. of length M in Z is a subsequence (Zni)
N
i=1 of (Zn) such that
2n1 ≥ 16Mf (N) and 1/2f(2ni)1/2 ≥ ran(Z˜ni−1) for i = 2, . . . , N .
Lemma 13 Let X have GM-type. Let Z ⊂ X/Y . Let M ∈ L. Let
z =
∑M
i=1 Zni be a R.I.S.-vector of length M in Z. Let z˜ =
∑M
i=1 Z˜ni be the
sum of the sequence of the associated lni+1 -liftings. Then z˜ is a R.I.S.-vector
in X with constant 4. Furthermore ‖z˜‖ ≤ 80‖z‖.
Proof The first part is a direct consequence of Lemma 6 and of the
definitions. For the second, notice that
‖z˜‖ = ‖Z˜n1 + · · ·+ Z˜nM‖ ≤ 5M/f(M)
by Lemma 8, while
‖z‖ = ‖Zn1 + · · ·+ ZnM ‖ ≥ (
M∑
i=1
‖Zni‖)/4f(M)
by Lemma 3. As ‖Zni‖ ≥ (1/4)‖Z˜ni‖ ≥ 1/4 by Lemma 6, it follows that
‖z˜‖ ≤ 80‖z‖.
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5 Gowers-Maurey’s space is Q.H.I.
We refer to [GM] for the definition of Gowers-Maurey’s space, which we
shall denote by X. Gowers and Maurey have proved that X is H.I.. Now
let Y be any infinite dimensional and infinite codimensional subspace of
X. We shall prove that X/Y is H.I.. We first show a Lemma similar to
Lemma GM2.
Lemma 14 Let x∗1, . . . , x
∗
k be a special sequence in X. Let x1 < . . . < xk
be a R.I.S associated to x∗1, . . . , x
∗
k. Let x =
∑k
i=1 xi.
Assume that for every interval E, |(∑ki=1 x∗i )(Ex)| ≤ 2, then
‖x‖ ≤ 7k/f(k).
Proof We already know that X has GM-type. By Lemma 12, it is
enough to prove that for any special function z∗, every interval E, |z∗(Ex)| ≤
1/4. We follow the proof of Lemma GM2. Let z∗ be such a function of
the form f(k)−1/2
∑k
i=1 z
∗
i . Let t be maximal such that z
∗
t = x
∗
t , or 0 if no
such t exists. Assume i 6= j or one of i, j is greater than t+ 1. Then since
σ is an injection, we can find l 6= l′ in L such that z∗i is an (l, f)-form and
xj is a norm 1 R.I.S.-vector of length l
′. It follows then from Lemma 11
that |z∗i (Exj)| ≤ k−2. Now choose an interval F such that∣∣∣∣∣
(
t∑
i=1
z∗i
)
(Ex)
∣∣∣∣∣ =
∣∣∣∣∣
(
k∑
i=1
x∗i
)
(Fx)
∣∣∣∣∣ ≤ 2.
It follows that∣∣∣∣∣
(
k∑
i=1
z∗i
)
(Ex)
∣∣∣∣∣ ≤ 2 + |z∗t+1(xt+1)|+ k2.k−2 ≤ 4,
and that |z∗(Ex)| ≤ 4f(k)−1/2 < 1/4.
Conclusion Let Z and Z ′ be two subspaces of X/Y . We want to prove
that their sum is not direct. Lemma 7 allows us to consider an average
basic sequence (Zn) (resp. (Z
′
n)) in Z (resp. Z
′). Let δ > 0, let k ∈ K be
such that 2.104/
√
f(k) ≤ δ.
LetM1 = j2k. We may build with vectors of the average basic sequence
(Zn) a R.I.S. vector in Z of length M1, of the form z1 =
∑M1
j=1 z
j
1. Let
z˜1 =
∑M1
j=1 z˜
j
1. By Lemma 13, z˜1 is the sum of a R.I.S. with constant 4,
and we may assume it is of norm 1.
Let (zj∗1 ) be the successive functional in X
∗ associated to (zj1), (y
j∗
1 )
be the almost successive functional in B(Y ⊥) ∆-equivalent to (zj∗1 ). Let
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z′∗1 = f(M1)
−1(
∑M1
j=1 z
j∗
1 ). We have that (1 + ∆)
−1z′∗1 is a (M1, f)-form,
and
z′∗1 (z˜1) = f(M1)
−1
M1∑
j=1
zj∗1 (z˜
j
1),
so
z′∗1 (z˜1) ≥ (3f(M1))−1
M1∑
j=1
‖zj1‖,
and by Lemma 13 and Lemma 2,
z′∗1 (z˜1) ≥ 1/240
M1∑
j=1
‖z˜j1‖ ≥ 1/960.
It follows that we may find a (M1, f)-form z
∗
1 in Q such that z
∗
1(z˜1) =
10−3 up to 1/k. Furthermore there is an element y∗1 in B(Y
⊥), such that
‖y∗1 − z∗1‖ ≤ 1/f(M1)
M1∑
j=1
∆j ≤ ∆.10−3/2 ≤ ∆min{‖y∗1‖, ‖z∗1‖}.
Let M2 = σ(z
∗
1). As Q is dense, we had infinitely many choices for z
∗
1 ,
so we may assume we chose z∗1 such that 1/2f((M2)
1/40)1/2 ≥ |ran(z˜1)|. As
in above, we may find a R.I.S. vector z2 in Z
′, whose lifting z˜2 is of norm 1,
and a (M2, f)-form z
∗
2 in Q such that |z∗2(z2)− 10−3| ≤ 1/k, and such that
the couple (z˜2, z
∗
2) is successive to (z˜1, z
∗
1). Going on in the same way, we
build sequences (zi), (z˜i), (z
∗
i ) and (y
∗
i ) such that for all i, zi is in Z if i is
odd, in Z ′ if i is even, z∗i is a (Mi, f)-form, ‖y∗i − z∗i ‖ ≤ ∆imin{‖y∗i ‖, ‖z∗i ‖}
1/2f((Mi)
1/40)1/2 ≥ |ran(z˜i−1)|, and (z˜i, z∗i ) is successive to (z˜i−1, z∗i−1).
So by construction, z∗1 , . . . , z
∗
k is a special sequence, (z
∗
i ) and (y
∗
i ) are
∆-equivalent (so that the sequence (z∗i ) is almost in B(Y
⊥)), and z1, . . . , zk
is a R.I.S. associated to z∗1 , . . . , z
∗
k.
It follows from Lemma 1 that ‖∑ki=1 y∗i ‖ ≤ (1 + 2∆)√f(k) so
‖∑ki=1 zi‖ ≥ ((1 + 2∆)√f(k))−1
(
k∑
i=1
y∗i
)(
k∑
i=1
zi
)
,
‖∑ki=1 zi‖ ≥ ((1 + 2∆)√f(k))−1
(
k∑
i=1
z∗i (z˜i)− 2∆‖
∑k
i=1 z˜i‖
)
,
‖∑ki=1 zi‖ ≥ ((1 + 2∆)√f(k))−1 (10−3k − 1− 2∆k) ≥ 4.10−4k/√f(k).
On the other hand, for all interval E, |(∑ki=1 z∗i )(∑ki=1(−1)iz˜i)| ≤ 2, so
by Lemma 14,
‖∑ki=1(−1)iz˜i‖ ≤ 7k/f(k).
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It follows that
‖∑ki=1(−1)izi‖ ≤ ‖∑ki=1(−1)iz˜i‖+ k∑
i=1
‖zi − ̂˜zi‖ ≤ 7k/f(k)+2∆ ≤ 8k/f(k).
If z denotes the sum of the odd vectors, z′ the sum of the even vectors,
we have that z ∈ Z, z′ ∈ Z ′, and
‖z − z′‖ ≤ 2.104f(k)−1/2‖z + z′‖ ≤ δ‖z + z′‖.
As δ is arbitrary, it follows that the sum of Z and Z ′ is not direct, and
finally, that X/Y is H.I..
Remark As X is reflexive, it follows from Proposition 2 that X∗ is H.I..
6 There exists a H.I. space X such that
X ∗ is not H.I.
In this section, we build a H.I., not Q.H.I. space X as a certain sum of two
GM-type H.I. spaces X1 and X2. The space X ∗ will contain a direct sum
of two subspaces. By a simple generalization explained in the Appendix,
it is even possible to build a H.I. space X such that X ∗ contains a direct
sum of n subspaces.
6.1 Proposition 3
For i = 1, 2, let Xi be a H.I. Banach space, let Zi be a subspace of Xi.
Assume that Z1 and Z2 are isometric, and that X1/Z1 and X2/Z2 are
infinite dimensional and totally incomparable. By abuse of notation, we
identify both Z1 and Z2 with a same space Z. Let X be the quotient space
(X1 ×X2)/{(z,−z), z ∈ Z}. Then X is H.I. and X ∗ is not H.I..
Proof For xi in Xi, i = 1, 2, we denote by xˆi the class of xi in Xi/Zi,
by ̂(x1, x2) the class of (x1, x2) in X . By definition,
‖ ̂(x1, x2)‖ = inf
z∈Z
(‖x1 + z‖+ ‖x2 − z‖).
It follows that the space X1 = { ̂(x1, 0), x1 ∈ X1} is isometric to X1,
the space X2 = { ̂(0, x2), x2 ∈ X2} is isometric to X2, and the space
Z = { ̂(z, 0), z ∈ Z} = { ̂(0, z), z ∈ Z} is isometric to Z. As an easy
consequence, we have the relation
X/Z = X1/Z ⊕ X2/Z ≃ X1/Z1 ⊕X2/Z2,
so
Z⊥ ≃ (X1/Z1)∗ ⊕ (X2/Z2)∗,
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and this proves that X ∗ is not H.I.. It remains to show that X is H.I.. For
i = 1, 2, we define a linear operator φi : X → Xi/Zi by φi( ̂(x1, x2)) = x̂i.
It is easy to check that φi is well defined. Now let W be a subspace of
X . There exists an i such that φi/W is infinitely singular: indeed, if φ1/W
and φ2/W are both finitely singular, then there exists a subspace V of W
on which φ1 and φ2 are isomorphisms into, so that X1/Z1 and X2/Z2 have
isomorphic subspaces, a contradiction.
Now assume for example that φ1/W is infinitely singular. As a conse-
quence, there exists a norm 1 sequence (wn)n∈N such that φ1(wn)
+∞→ 0.
By definition of φ1, this means that d(wn,X2) +∞→ 0. It follows easily that
W and X2 have Id + S-isomorphic subspaces. As X2 is isometric to X2,
it is H.I.; it follows that Z is quasi-maximal in X2, so W and Z have also
Id+ S-isomorphic subspaces.
We have now proved that for every subspace W of X , W and Z have
Id + S-isomorphic subspaces. This means that Z is quasi-maximal in X .
As Z is H.I., this implies that X is H.I..
6.2 Proposition 4
For i = 1, 2, there exist Xi reflexive Q.H.I. Banach space, Zi subspace of
Xi, such that Z1 and Z2 are isometric, and such that X1/Z1 and X2/Z2
are totally incomparable.
6.3 Definition of X1 and X2
We shall define two spaces Xi of the form (c00, ‖.‖i) for i = 1, 2, following a
Gowers-Maurey’s method, in which we force X1 and X2 to have isometric
subspaces Z1 and Z2. The Banach spaces involved in Proposition 4 are the
completion of the spaces X1 and X2.
Let (en)n∈N be the canonical unit basis of c00.
Let Q be the set of sequences with finite range, rational coordinates
and maximum at most one in modulus. We recall that J is a set of integers
{jn, n ∈ N}, such that f(j1) > 256 and for all n, log log log jn+1 ≥ 4j2n, that
K = {j1, j3, j5, . . .}, and L = {j2, j4, j6, . . .}. Furthermore, we let L1 =
{j2, j6, j10, . . .}, L2 = {j4, j8, . . .}. For i = 1, 2, let σi be an injection from
the collection of finite sequences of successive elements of Q to Li. For i =
1, 2, we choose Xi to be of the form (c00, ‖.‖i), and Zi = span{e2n+1, n ∈
N}. We may identify Z1 and Z2 with the same algebraic space Z, and Z⊥1
and Z⊥2 with the same algebraic space Z
⊥ = span{e∗2n, n ∈ N}. We now
need some definitions.
Definitions A dual couple is a couple (G,H) of balanced bounded con-
vex subsets of c00.
Let (G,H) be a dual couple.
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A N -Schlumprecht sum in G is a sum of the form 1/f(N)
∑N
i=1 x
∗
i ,
where the x∗i ’s are successive in G. A Schlumprecht sum in G is a N -
Schlumprecht sum in G for some N . The set of Schlumprecht sums in G
is denoted by Σ(G). In the same way, we define Schlumprecht sums in H.
A special sequence in G is a sequence of successive vectors x∗1 < . . . <
x∗k, with k ∈ K, such that for i = 1, . . . , k, x∗i is an Mi-Schlumprecht sum
in G with Mi ≥ j2k, and Mi = σ1(x∗1, . . . , x∗i−1) for i = 2, . . . , k.
A special sum in G is a sum of the form 1/
√
f(k)
∑k
i=1 x
∗
i , where x
∗
1 <
. . . < x∗k is a special sequence in G. The set of special sums in G is denoted
by S(G).
We similarly define special sequences and special sums in H replacing
σ1 by σ2 in the above definition.
An associated dual couple is a dual couple (G,H) such that there exist
two multivalued functions a : G → H and b : H → G satisfying the four
following properties.
(a) for all x∗ ∈ G, all y∗ ∈ a(x∗), y∗ − x∗ is in Z⊥;
(b) for all x∗ ∈ G, all y∗ ∈ a(x∗), ran(y∗) ⊂ ran(x∗);
(c) for all x∗ ∈ G ∩ Z⊥, a(x∗) = {0};
(d) for allN -Schlumprecht sum x∗ inG, a(x∗) contains anN -Schlumprecht
sum in H,
and the four similar properties for b.
Definitions Let (G,H) be an associated dual couple.
A shadow sequence in G is a sequence of successive vectors x∗1 < . . . <
x∗k such that there exists a special sequence y
∗
1 < . . . < y
∗
k in H such that
for all i, x∗i is an Mi-Schlumprecht sum in G belonging to b(y
∗
i ), where
Mi is the integer associated to y
∗
i in the definition of the special sequence.
A shadow sequence in G can be thought of as the ”shadow” of a special
sequence in H.
A shadow sum in G is a sum of the form 1/
√
f(k)
∑k
i=1 x
∗
i , where
x∗1 < . . . < x
∗
k is a shadow sequence in G. The set of shadow sums in G is
denoted by s(G,H).
We similarly define shadow sequences and shadow sums in H, and de-
note the set of shadow sums by s(H,G).
To define the norms, we shall now build by induction an associated
dual couple (C,D) where C (resp. D) is meant to be almost the dual
unit ball of X1 (resp. X2). We shall build C as ∪n∈NCn, building the
increasing sequence Cn by induction. We shall also build a by induction,
defining a function an from Cn to Dn at each step n; but to simplify the
notation, we shall denote all the terms of the sequence by a (and we shall
do symmetrically the same for D and b).
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In this situation, Property (a) ensures that the subspaces Z1 and Z2
are isometric. Properties (b) and (d) allow us to give convenient properties
to the images by a of the special sequences, that is the shadow sequences.
Property (c) introduces an asymmetry, and as a consequence, the quotient
spaces X1/Z1 and X2/Z2 will be totally incomparable.
Construction At the first step, we define (C0,D0) to be (B(l1), B(l1)),
a and b by a(
∑
i∈N λie
∗
i ) = b(
∑
i∈N λie
∗
i ) =
∑
i odd λie
∗
i . It is easy to check
that (C0,D0) is an associated dual couple.
Now assume we are given an associated dual couple (Cn−1,Dn−1), with
functions a : Cn−1 → Dn−1 and b : Dn−1 → Cn−1.
We define C ′n−1 to be Σ(Cn−1) ∪ S(Cn−1) ∪ s(Cn−1,Dn−1), and Cn to
be the set of elements of the form E(
∑M
i=1 λix
∗
i ), where E is an interval
projection,
∑M
i=1 |λi| = 1, and for all i, x∗i is in C ′n−1. We define Dn in a
similar way.
We now extend a to Cn. Let x
∗ ∈ Cn. If x∗ ∈ Z⊥, then we let
a(x∗) = {0}. We now define a construction if x∗ is not in Z⊥.
The set a(x∗) may be already defined or not (it is when x∗ is in Cn−1);
if not we may assume a(x∗) = ∅. Then we add new values to the set a(x∗)
in each of the following cases (notice that at least one of the possibili-
ties happens, so that a is well defined on the whole of Cn, but that the
possibilities are not exclusive).
- If x∗ is a Schlumprecht sum of the form f(N)−1
∑N
i=1 x
∗
i with x
∗
i ∈
Cn−1 then we add to a(x
∗) the set f(N)−1
∑N
i=1 a(x
∗
i ).
- If x∗ is a special sum of the form f(k)−1/2
∑k
i=1 x
∗
i where x
∗
i is an
(Mi, f)-form in Cn−1 then we add to the set a(x
∗) the set of all sums of
the form f(k)−1/2
∑k
i=1 y
∗
i , where y
∗
i is an (Mi, f)-form in a(x
∗
i ).
- If x∗ is a shadow sum of the form f(k)−1/2
∑k
i=1 x
∗
i with x
∗
i ∈ b(y∗i )
and y∗1 , . . . , y
∗
k is a special sum in Dn−1, then we add to the set a(x
∗) the
singleton {f(k)−1/2∑ki=1 y∗i }.
- If x∗ is the projection of a convex combination of elements of the
three previous forms, that is, x∗ = ran(x∗)(
∑
i λix
∗
i ), then we add to the
set a(x∗) the set ran(x∗)(
∑
i λia(x
∗
i )), a(x
∗
i ) being defined as above whether
x∗i is a Schlumprecht sum, a special sum, or a shadow sum in Cn−1. Notice
that we only use this construction when x∗ is not in Z⊥.
It is then easy to check that a (resp. b) takes its values in Dn (resp. in
Cn) and that it still satisfies the four properties (a)-(d), so (Cn,Dn) is a
dual couple.
We finally define C as ∪n∈NCn and D as ∪n∈NDn; the multifunction
a (resp. b) is defined on C (resp. D), so (C,D) is a dual couple.
We define X1 by its norm ‖.‖1 = supx∗∈C < x∗, . >, X2 by its norm
‖.‖2 = supy∗∈D < y∗, . >.
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6.4 Z1 and Z2 are isometric subspaces
Let z be an element of Z. Then
‖z‖1 = sup
x∗∈C
(< x∗, z >) ≤ sup
x∗∈C,y∗∈a(x∗)
(< x∗ − y∗, z > + < y∗, z >).
Now by definition of a, x∗ − y∗ ∈ Z⊥, so < x∗ − y∗, z >= 0; and as y∗ is
in D, (< y∗, z >) ≤ ‖z‖2. It follows that ‖z‖1 ≤ ‖z‖2, and by symmetry,
‖z‖1 = ‖z‖2.
6.5 X1 and X2 are reflexive and Q.H.I.
By symmetry, it is enough to show that for example X1 is reflexive and
Q.H.I..
Remarks With the definition following Lemma 7, a special sequence in
X1 (resp. X2) is an L1 (resp. L2)-sequence, a shadow sequence in X1
(resp. X2) is an L2 (resp. L1)-sequence. Notice also that the space X1
(resp. X2) has GM-type, the set S1 (resp. S2) being the set of special and
shadow sums, and so it is reflexive.
Lemma 15 Let X have GM-type. Let x∗1, . . . , x
∗
k be a L1-sequence in
X∗. Let x1 < . . . < xk in X be a R.I.S. associated to x
∗
1, . . . , x
∗
k. Let
x = x1 + . . . + xk. Then for every L2-sum z
∗ of length k in X∗, every
interval E, |z∗(Ex)| ≤ 1/4.
Proof
Let z∗ be an L2-sum, E be an interval. Then z
∗ = 1/
√
f(k)
∑k
i=1 z
∗
i ,
where z∗i is a (li, f)-form, and li is in L2. For every j, xj is a norm 1 R.I.S.
of length in L1. As L1 and L2 are disjoint, and the lengths are greater than
j2k by definition of an L-sequence and of an associated R.I.S., it follows
from Lemma 11 that |z∗i (Exj)| ≤ 1/k2. Finally,
|z∗(Ex)| ≤ 1/
√
f(k) ≤ 1/4.
Remark The result is also true for an L1-sum and a R.I.S. associated
to a L2-sequence.
Lemma 16 Let x∗1, . . . , x
∗
k be a special sequence in X
∗
1 . Let x1 < . . . < xk
be associated to x∗1, . . . , x
∗
k. Let x =
∑k
i=1 xi.
Assume that for every interval E, |(∑ki=1 x∗i )(Ex)| ≤ 2, then
‖x‖ ≤ 7k/f(k).
Proof We already know that X1 has GM-type, so from Lemma 15, for
every shadow sum z∗, every interval E, |z∗(Ex)| ≤ 1/4. We may now
apply the same proof as in Lemma 14, replacing σ by σ1. Lemma 12 then
gives the conclusion.
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Proposition X1 is Q.H.I..
Proof As we said above, X1 is of GM-type, like Gowers-Maurey’s space.
Furthermore, we have proved Lemma 16, which is similar to Lemma 14 in
the case of Gowers-Maurey’s space. It follows that our final proof that
Gowers-Maurey’s space is Q.H.I. is still valid in the case of X1.
6.6 X1/Z1 and X2/Z2 are totally incomparable.
Lemma 17 Let y∗1, . . . , y
∗
k be a special sequence in Z
⊥
2 . Let x1 < . . . < xk
in X1 be associated to y
∗
1, . . . , y
∗
k. Let x =
∑k
i=1 xi. Then
‖x‖ ≤ 7k/f(k).
Proof The space X1 is of GM-type, so, because of Lemma 12, it is
enough to show that for every interval E, every special or shadow sum z∗
in X∗1 , |z∗(Ex)| ≤ 1/4. By Lemma 15, this is true for every special sum.
Now let E be an interval and let z∗ be a shadow sum in X∗1 .
For every i, let Mi be such that y
∗
i is an (Mi, f)-form. There exists a
special sequence t∗1, . . . , t
∗
k in X
∗
2 such that z
∗ = 1/
√
f(k)
∑k
i=1 z
∗
i with for
every i, z∗i ∈ b(t∗i ); let Ni be such that t∗i is an (Ni, f)-form; by construction
z∗i is also an (Ni, f)-form. Let I = sup{i/Mi = Ni}, or 0 if no such I exists.
For i < I, because σ2 is an injection, we have that t
∗
i = y
∗
i . It follows that
t∗i is in Z
⊥
2 , so b(t
∗
i ) = {0}, and z∗i = 0. For i > I, z∗i is an (Ni, f)-form,
and Ni is an element of L2 greater than j2k and different from all Mj ,
j = 1, . . . , k. It follows by Lemma 11 that |z∗i (Exj)| ≤ 1/k2. Finally,
|z∗(Ex)| ≤ 1/
√
f(k)(0 + |z∗I (xI)|+ k2.k−2) ≤ 2/
√
f(k) ≤ 1/4.
Total incomparability We now assume that there exists an isomor-
phism α between a subspace W1 of X1/Z1 and a subspace W2 of X2/Z2
and we intend to find a contradiction.
First we notice that X2/Z2 has a basis (namely the basis (e
′
2n)n∈N dual
to the basis (e∗2n)n∈N). Let (wn) be an average basic sequence in W1. Up
to a perturbation on α, we may assume that the sequence (α(wn)) is a
sequence of unit vectors, successive with respect to (e′2n).
Now let k ∈ K. In span{(wn)}, we may find a R.I.S vector x1 =∑M1
i=1 x
i
1 inX1 of lengthM1 = j2k, such that x˜1 =
∑M1
i=1 x˜
i
1 is of norm 1. For
i = 1, . . . ,M1, let y
i∗
1 ∈ Z⊥2 be a functional that norms α(xi1) and such that
ran(yi∗1 ) ⊂ ran(α(xi1)), and let y′∗1 be the (M1, f)-form f(M1)−1
∑M1
i=1 y
i∗
1 .
We have that y′∗1 is in Z
⊥
2 and
y′∗1 (α(x1)) = f(M1)
−1
M1∑
i=1
‖α(xi1)‖,
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so by Lemma 7 and Lemma 9,
y′∗1 (α(x1)) ≥ (4‖α−1‖f(M1))−1
M1∑
i=1
‖x˜i1‖ ≥ (20‖α−1‖)−1.
We may then choose a (M1, f)-form y
∗
1 in B(Z
⊥
2 ) such that y
∗
1 is in Q,
such that ran(y∗1) ⊂ ran(α(x1)), and such that y∗1(α(x1)) ≥ (25‖α−1‖)−1.
We then defineM2 = σ2(y
∗
1), and we may assume we chose y
∗
1 such that
1/2f((M2)
1/40)1/2 ≥ |ran(x˜1)|. We now let x2 be a R.I.S. of length M2 in
span{(wn)}, such that ran(x˜2) > ran(x˜1). Following in the same way, we
obtain sequences xi, y
∗
i for i = 1, . . . , k, such that the sequence y
∗
1, . . . , y
∗
k
is a special sequence in Z⊥2 and x˜1, . . . , x˜k is associated to y
∗
1, . . . , y
∗
k.
It follows that
‖α(∑ki=1 xi)‖ ≥ f(k)−1/2 k∑
i=1
y∗i (α(xi)) ≥ (25‖α−1‖)−1kf(k)−1/2,
while as (x˜i) is associated to (y
∗
i ), by Lemma 17,
‖∑ki=1 x˜i‖ ≤ 7kf(k)−1,
and
‖∑ki=1 xi‖ ≤ 7kf(k)−1 + 2∆ ≤ 8kf(k)−1,
It follows that ‖α‖ ≥ (200‖α−1‖)−1√f(k), and this for any k, contra-
dicting the boundedness of the operator α.
7 Appendix
We give a sketch of the proof of the existence of a H.I. space X such that
X ∗ contains a direct sum of n subspaces.
7.1 Proposition
For i = 1, . . . , n, let Xi be a H.I. Banach space, let Zi be a subspace of
Xi. Assume that the spaces Zi are all isometric to a same space Z, and
that for any i 6= j, Xi/Zi and Xj/Zj are infinite dimensional and totally
incomparable. Let Z[1,n] = {(z1, . . . , zn) ∈ Z1 × · · · × Zn /
∑n
i=1 zi = 0}.
Let X be the quotient space (X1×· · ·×Xn)/Z[1,n]. Then X is H.I. and X ∗
contains a direct sum of n subspaces.
Proof
We use the same notation as in the case n = 2, in particular we let
Z = { ̂(z, . . . , 0), z ∈ Z}, and we show that
Z⊥ ≃
n⊕
i=1
(Xi/Zi)
∗.
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Now we consider W a subspace of X . There exists at most one value
iW of i such that φi/W is finitely singular, otherwise two quotient spaces
Xi/Zi and Xj/Zj would have isomorphic subspaces.
It follows easily that W and XiW have Id + S-isomorphic subspaces,
and finally that X is H.I..
7.2 Proposition
For i = 1, . . . , n, there exist Xi Q.H.I. reflexive Banach space, Zi subspace
of Xi, such that all Zi are isometric, and such that for any i 6= j, Xi/Zi
and Xj/Zj are totally incomparable.
We make a construction similar to the case n = 2, using a partition of
L in n subsets L1, . . . , Ln. We build n balanced bounded convex subsets
C1, . . . , Cn of c00, and multifunctions aij : Ci → Cj for i 6= j, such that
for all i 6= j, (Ci, Cj) is an associated dual couple. The difference is that
we have n− 1 kinds of shadow sequences in each Ci (those coming special
sequences in Cj for all j 6= i). Defining aij for the new kinds of shadow
sums is not difficult. The proof of the proposition then follows exactly the
case n = 2.
7.3 Remark
We recall a definition from [F]: a Banach space is said to be HDn if the
maximum number of subspaces in a direct sum is finite and equal to n.
Here, for i = 1, . . . , n, Xi is reflexive Q.H.I., so by Proposition 2, X
∗
i is
H.I., so it follows from Corollary 1 of [F] that X∗1 ⊕ . . .⊕X∗n is HDn. Now
X ∗ is a subspace of X∗1 ⊕ . . . ⊕ X∗n, so it is HDm for some m ≤ n, and
it contains the direct sum of n subspaces Z⊥, so m = n; but X ∗ is not
decomposable, otherwise X would be decomposable. So X ∗ is an example
of a non decomposable HDn space.
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