A systematic analysis of a continuous version of a binomial lattice, containing a real parameter γ and covering the Toda field equation as γ → ∞, is carried out in the framework of group theory. The symmetry algebra of the equation is derived. Reductions by one-dimensional and two-dimensional subalgebras of the symmetry algebra and their corresponding subgroups, yield notable field equations in lower dimensions whose solutions allow to find exact solutions to the original equation. Some reduced equations turn out to be related to potentials of physical interest, such as the Fermi-Pasta-Ulam and the Killingbeck potentials, and others. An instanton-like approximate solution is also obtained which reproduces the Eguchi-Hanson instanton configuration for γ → ∞. Furthermore, the equation under consideration is extended to (n+1)-dimensions. A spherically symmetric form of this equation, studied by means of the symmetry approach, provides conformally invariant classes of field equations comprising remarkable special cases. One of these (n = 4) enables us to establish a connection with the Euclidean Yang-Mills equations, another appears in the context of Differential Geometry in relation to the socalled Yamabe problem. All the properties of the reduced equations are shared by the spherically symmetric generalized field equation.
Introduction
The continuous (or long-wave) approximations of chains of particles can provide a fruitful theoretical framework to be used as a guide in the study of the corresponding original discrete systems. These models are generally formulated as nonlinear field equations. When such equations are integrable, exact solutions can be found as, for example, solitons, vortices and shock-wave.
Continuous limits of lattice systems may be considered as phenomenological models with a proper identity, and their study could be interesting apart from the reduction procedure applied in passing to the continuous representation [1] . This feature is shared by different models, among which the well-known continuous form u xx + u yy − k(e u ) zz = 0 (1.1)
of the two-dimensional discrete Toda equation, where u = u(x, y, z), plays a basic role [2] . (Subscripts denote partial derivatives and k = ±1). Indeed, Eq. (1.1) appears in a variety of physical areas, running from the theory of Hamiltonian systems to general relativity [3] , [4] . In the latter context, Eq. (1.1) occurs in the theory of self-dual Einstein spaces, where is rechristened heavenly equation [4] , [5] . This emerges as a limit case from the Toda molecule equation [5] , which is exactly integrable [6] .
Another nonlinear field equation associated with a nonlinear lattice which deserves to be investigated is ∆ ≡ u xx + u yy − k 1 + u γ
where γ is a (real) parameter such that γ = 0, 1. Really, after suitable rescalings, Eq. (1.2) can be interpreted as the continuous limit of a uniform two-dimensional nonlinear lattice of N particles interacting through the nearest-neighbor potential [7] φ(r n ) = a n b n 1 + b n r n γ
where a n and b n are constants of the n-th nonlinear spring, r n = y n − y n+1 , and y n is the displacement of the n-particle from its equilibrium position. We shall call "binomial lattice" the chain described by the potential (1.3).
We notice that the function (1.3) covers the Toda potential (γ → ∞) [8] , the harmonic potential (γ = 2), and the potential used by Fermi, Pasta and Ulam in their computer experiment in the early's 1950 (γ = 3) [9] .
As one expects, for γ → ∞ Eq. (1.2) becomes Eq. (1.1). The purpose of this paper is both to find the symmetry structure and exact solutions of Eq. (1.2). An effective method to get insight into the symmetry properties of Eq. (1.2) and, consequently, to construct explicit configurations, is based on the reduction approach [10] , which exploits group-theoretical techniques. Applying this procedure, we obtain the symmetry algebra of Eq. (1.2). The generator of the corresponding symmetry group has been determined in part with the help of a computer, by means of the symbolic language MAPLE V Release 4 [11] . Our result is that Eq. (1.2) admits a finite-dimensional Lie group of symmetries, i.e. a local group G of transformations acting on the independent variables (x, y, z) and the dependent variable u with the property that whenever u(x, y, z) is a solution of Eq. (1.2), then u ′ = (g • u)(x ′ , y ′ , z ′ ) is also a solution for any g ∈ G.
We remind the reader that in contrast with what happens for Eq. (1.2), the Toda equation (1.1), handled within the group theory [12] , allows an infinitedimensional symmetry algebra, a realization of which is given by generators obeying a Virasoro algebra without a central charge (Witt algebra). Furthermore, certain reduced equations give rise to instanton and meron-like solutions endowed with integer and fractional topological numbers, respectively.
Thus, the comparative analysis of the properties of Eqs. (1.1) and (1.2) is of particular relevance, keeping in mind also the fact that both the equations come from the continuous approximation of physically significant lattice systems.
Another important characteristic common to Eqs. (1.1) and (1.2) is that they are related to nonlinear systems of the hydrodynamical type [3] . Although interesting, here this aspect will not be treated.
The main results achieved in this article are presented in the Sections in which the paper is organized.
In Sec. 2 we find the symmetry algebra of Eq. (1.2). It turns out that the related independent infinitesimal operators obey a closed set of commutation rules. Starting from special linear combinations of these operators, in Sec. 3 the corresponding symmetry group transformations are derived. These provide reduced differential equations leading to exact solutions to Eq. (1.2). Notable cases arise for γ = 3, −2, 3 . This choice of values is motivated by the fact that, in correspondence, the function (1.3) coincides with potentials of physical interest, such as the Fermi-Pasta-Ulam (γ = 3) [9] and a potential involved in the Thomas-Fermi model of an atom (γ = 5/2) ( [13] , p. 116). We point out that for γ = 3, a remarkable representation of the inverse Weierstrass function is given in terms of the Gauss hypergeometric function. In Sec. 4, we obtain an approximate instanton-like configuration, holding for large values of the parameter γ, which reproduces the Eguchi-Hanson instanton solution of Eq. (1.1) in the limit γ → ∞ [14] .
In Sec. 5 we extend Eq. (1.2) to the (n + 1)-dimensional case. The exploration of the symmetry properties of this more general nonlinear field equation, that is Eq. (5.1), has been suggested by the purpose of ascertaining whether a link might exist between Eq. (5.1) and certain problems inherent in Yang-Mills theory and Differential Geometry [15] , [16] , [17] .
Precisely, we show that applying the reduction technique to the spherically symmetric version of Eq. (5.1), a connection can be established between so-lutions of Eq. (5.1) and solutions of a reduced nonlinear ordinary differential equation, i.e. Eq. (5.15), which is invariant under conformal transformations. Equation (5.15) comprises interesting cases, which come from n = 1, 3, 4, 6 and 10 respectively. For instance, for n = 10, Eq. (5.15) can be interpreted as an extended (elliptic) form of the equation governing the Thomas-Fermi model of an atom, while for n = 4, Eq. (5.15) turns out to be related to Euclidean Yang-Mills equations via 't Hooft's ansatz [17] . The properties of Eq. (5.15) can be reflected on those of Eq. (5.1). This is illustrated in Sec. 6.
Finally, Sec. 7 contains some concluding remarks, while in Appendixes A, B, C and D details of the calculation are reported.
Group analysis
To the aim of looking for the symmetry algebra of Eq. (1.2), we shall apply the standard procedure described in [10] . In doing so, let us introduce the vector field
where ξ, η, ζ and φ are functions of x, y, z, u, and ∂ x = ∂ ∂x , and so on. A local group of transformations is a symmetry group for Eq. (1.2), if and only if
whenever ∆ = 0 for every generator V of G, where pr (2) V is the second prolongation of V [10] . Equation (2.2) give rise to a set of constraints in the form of partial differential equations which enable us to determine the coefficients ξ, η, ζ and φ. This has been carried out in part using a computer, by means of the symbolic language of [11] . However, to facilitate the understanding of the method to non specialist readers, in Appendix A we write pr (2) V explicily. A general element of the symmetry algebra of Eq. (1.2) is
3) where c 1 , c 2 , ..., c 6 are arbitrary constants. The expression (2.3) holds for any allowed value of γ (γ = 0, 1), except for γ = 2 3 , 2. We shall come back to these cases later.
From (2.3) we obtain the following independent generators of the symmetries of Eq. (1.2):
(2.9)
These operators satisfy the commutation relations
(2.14)
We deduce that the operators (2.4)-(2.9) form the basis of a six-dimensional solvable Lie algebra L containing a three-dimensional ideal {V 2 , V 3 , V 4 } which is isomorphic to the algebra of E 2 , the Euclidean group in the plane. The center of L is zero, while its derived algebra is
This decomposition is not unique. We can easily write other decompositions of this kind). The symbol £ stands for the operation of semidirect sum. (To keep the length of the paper reasonable, here we shall not explain the algebraic terminology used above. Anyway, the reader unfamiliar with the previous mathematical concepts, could address, for instance, to [18] ). From the elements V 1 and V 6 we give the generator of the coordinate scale transformation, that is V 0 = V 1 + V 6 = x∂ x + y∂ y + z∂ z ; V 3 , V 4 , V 5 generate x, y and z-translations, V 2 is a rotation symmetry operator, and V 1 and V 6 have the meaning of generators of two dilations together with a translation of 2 γ γ−2 along the ∓u directions, respectively.
As we have already mentioned, the symmetry generator (2.3) does not include the value γ = 2 3 . This is due to the fact that a special case emerges, just for γ = 2 3 , in solving the equations determining the coefficients involved in (2.1). In this case, to the generators (2.4)-(2.9) of the symmetries of Eq. (1.2), one needs to add another operator, namely
which commutes with
A second special case to be dealt with separately is γ = 2, in correspondence of which Eq. (1.2) becomes the linear wave equation
This equation is the continuous approximation of the lattice system arising from the harmonic potential φ(r n ) = 1 4 a n b n r 2 n (see (1.3) ). The symmetry algebra related to Eq. (2.17) is represented by the vector fields
where f is an arbitrary solution of the wave equation f xx + f yy − 2kf zz = 0. The commutation rules fulfilled by G 1 ,...,G 9 can be easily found. For brevity, the case γ = 2 3 and γ = 2 will not be further discussed. We remind only the reader interested in going deep into the case γ = 2, that an exhaustive analysis of an equation of the type (2.17) is performed in [10] .
Exact solutions from reduced equations
The technique of symmetry reduction of a field equation amounts essentially to finding the invariants (symmetry variables) of a given subgroup of the symmetry group allowed by the equation under consideration [10] . This method is usually preceded by the classification of the subalgebras of the symmetry algebra. The classification scheme is based on the adjoint action of the symmetry group [18] . However, because of the finite-dimensionality of the symmetry algebra (2.10)-(2.14), we shall adopt a more heuristic procedure. In other words, since for practical purposes generally one confines oneself to handle only low-dimensional symmetry subalgebras, which can be recognized in our case directly by inspection, we do not need to employ the adjoint subgroup classification method.
For each symmetry group generator V , we can obtain a basis set of invariants I(x, y, z, u) by solving the first order partial differential equation
In the following, we shall build up the reduction of Eq. (1.2) by the onedimensional subalgebras {V 1 }, {V 2 }, {V 6 }, and by the two-dimensional subalgebras
Reductions by two-dimensional subalgebras
The reduced equations associated with the two-dimensional subalgebras i) {V 1 , V 2 }, ii) {V 1 , V 5 } and iii) {V 2 , V 6 }, turn out to be nonlinear ordinary differential equations which can be solved to give exact solutions to Eq. (1.2).
Case i) A basis of invariants of the subgroup of the subalgebra {V 1 , V 2 } is furnished by the system of equations V 1 I = 0, V 2 I = 0, which have to be satisfied simultaneously. We obtain
from which the reduced equation
into Eq. (3.3), we get
where c is a constant of integration. Equation (3.6) leads to the relation
z 0 being an arbitrary constant, and
The integral at the left-hand side of (3.7) can be calculated resorting to the formula (see [19] , p. 284)
where arg(1 + bX) < π, Reµ > 0 and 2 F 1 denotes the Gauss hypergeometric function. Indeed, setting in (3.7) X = θ 4 γ and using (3.9) with µ = γ 4 and ν = 1 2 , we find √ c, we have .2), we obtain the solution
to the equation
Case ii) The subgroup of the subalgebra {V 1 , V 5 } admits the basis of invariants
Then, the reduced equation of Eq. (1.2) coming from the symmetry variables η and B(η) takes the form 
Eq. (3.15) can be cast into the linear differential equation
Resorting to the MATHEMATICA symbolic language, we find the general solution 
Case iii) A set of basis invariants for the subgroup of the subalgebra {V 2 , V 6 } is
These give rise to the reduced equation
dτ . Equation (3.21) can be written as
Thus, a particular solution of Eq. (3.22) is
which yields (see (3.20) and (3.24))
Reductions by one-dimensional subalgebras
In opposition to what happens in the case of two-dimensional (symmetry) subalgebras, the one-dimensional subalgebras provide reduced equations of (1.2) given by partial differential equations in two independent variables. Hence, in order to arrive at reduced ordinary differential equations, we have to apply again the reduction procedure. This emerges in dealing with the one-dimensional subalgebras i) {V 1 }, ii) {V 2 } and iii) {V 6 }. Case i) Associated with the symmetry vector field V 1 , the basis of invariants
can be constructed. Then, substitution from the variables (3.26) into Eq. (1.2) yields the reduced equation 
29)
The reduction by the vector field T 1 leads to the invariants
which once replaced into Eq. (3.27) provide the ordinary differential equation
dη . This equation can be simplified by putting
Indeed, we have
where the following
is a special solution. Now, taking account of (3.35), (3.33), (3.31) and (3.26), we find
Furthermore, we observe that (3.32) allows the constant solution U = k 2 a−2 a−1 , to which the solution (symmetric of (3.36) with respect to the exchange y → x):
Another interesting reduced equation can be derived from the symmetry generator T 2 . The related invariants are
The introduction of (3.38) into Eq. (3.27) gives 
that is an equation belonging to the class
(a 1 , a 2 are constants) studied by Flower and by other authors, the references of them are quoted in ( [20] , p. 560).
Case ii) The symmetry subalgebra {V 2 } gives rise to the reduced equation
where the basis of invariants
has been used. A group analysis of Eq. (3.45) provides the vector fields
We note that for γ = 2 3 , in addition to S 1 , S 2 , S 3 a further generator exists, i.e.
The reduced equation coming from (3.47) reads
where
A particular solution of Eq. (3.51) is
which yields
from (3.52), with τ = x 2 + y 2 .
On the other hand, the generator (3.48) leads to the reduced equation
In correspondence of (3.56), the following solution
to Eq. (1.2) is found.
Case iii)
By solving the equation V 6 I = 0, we get the set of basis invariants
Then, from (1.2) we have the reduced equation
The group tecnique can be applied to obtain a further reduction of Eq. (3.59). In doing so, we find the symmetry generator
From (3.60) we deduce the independent vector fields
which fulfill the commutation relations
It is noteworthy that Eqs. (3.65)-(3.66) define a Lie algebra isomorphic to the algebra sm(2) of the similitude group in R 2 , governed by the rules [21] :
. This can be checked by identifying N 1 , N 2 , N 3 , N 4 with −X 4 , −X 1 , X 2 , X 3 , respectively. Now let us examine the generator N 1 , whose a set of symmetry variables is
The reduced equation of (3.59) emerging from (3.67) reads
which is solved by
where a and b are constants of integration. Combining together (3.69), (3.67) and (3.58), we obtain the class of ∞ 2 -solutions
At this stage it is instructive to look for other nontrivial solutions of (1.2). To this aim, let us set
into Eq. (3.59). Then, this equation takes the form
By way of example, we seek a solution of the type ψ = ψ(ξ), where ξ = x−vy and v is a (real) constant. In such a manner Eq. (3.72) transforms into the (nonlinear) ordinary differential equation . The integral at the left-hand side of (3.76) can be evaluated by Eq. (3.9) . Indeed, putting in (3.76) X = ψ γ , from Eq. (3.9) we find , and e) γ = −1 (see (1.3) ). The first two choices correspond, respectively, to the Fermi-Pasta-Ulam potential [9] and to a potential whose nonlinear part, 1/ 1 − [23] . We recall that a Coulomb potential perturbed by a second degree polynomial can be used to study the ground state properties of a hydrogen atom.
For brevity, below we handle in detail only the cases a) and b).
Case a)
For γ = 3, Eq. (3.74) can be integrated straightforwardly. Hence, first we shall evaluate ψ explicitly from (3.74).
Subsequently, we shall compare the expression of ψ determined in such a way with that coming from (3.77). In doing so, let us reshape Eq. (3.74) into
after the rescaling η = 2 3(1+v 2 ) ξ, with c = − 2 3(1+v 2 ) g 3 and k = 1. Equation (3.79) is a special version of the equation 
Thus, we infer that
from (3.78). Combining (3.84) together with (3.77), it can be shown (see Appendix B) that the remarkable formula
holds, where ℘ −1 stands for the inverse Weierstrass function (g 2 = 0), σ = − 
where b = 8k 3c(1+v 2 ) , and
(see [19] , p. 1042). Consequently,
from (3.78).
4 Instanton-like approximate solution Equation (3.59) can be exploited as well to give approximate solutions to Eq. (1.2) of the instanton-like type. To this purpose, it is convenient to write Eq. (3.59) in the form 
which is conformally invariant, in the sense that if W (η, η) is a solution of Eq. (4.2), the function W = W (η,η) given by
is also a solution, where η = f (η), η = f (η), and
We notice that the Liouville equation emerges as a symmetry reduction of the continuous Toda equation (1.1) [12] corresponding to the generator V 6 (∞) = z∂ z + 2∂ u , coming from (2.9) for γ → ∞. Equation (4.2) affords the general solution
for k = −1, where f (η) denotes an arbitrary holomorphic function. This expression can be exploited to get (exact) instanton solutions to Eq. (1.1) [12] , [14] . Conversely, we are not able to obtain exact instanton solutions to Eq. (4.1). However, we can find (heuristically) an approximate instanton-like solution, which arises from the assumption
where W 0 satisfies (4.4), ǫ = 1 γ−2 is such that |ǫ| ≪ 1, and φ is a function of η, η to be determined.
Substitution from (4.5) into (4.1) gives
for large values of γ. At this point we choose k = −1, f = η, f = η in (4.4). Then, W 0 becomes the instanton configuration
(4.8)
With the help of (4.8), Eq. (4.7) can be written as
in polar coordinates (x = r cos θ, y = r sin θ), where
We are interested in solutions of (4.9) of the type g = g(r, 0). Therefore, by introducing the change of variable r =
, Eq. (4.9) takes the form
It is noteworthy that, in general, this equation can be solved exactly. In fact, its homogeneous part coincides with a special case of the hypergeometric equation defining the Legendre functions ( [24] , p. 331). Precisely, the homogeneous part of (4.11) allows the independent integrals g 1 (t) = P 1 (t) ≡ t, (4.12)
where P 1 and Q 1 are the Legendre polynomial and the Legendre function of the second kind, respectively, corresponding to n = 1. In terms of r 2 , we have
14)
Furthermore, a particular solution to Eq. (4.11) is 
In order to confer an instanton character to the solution (4.18), we need to choose c 2 = −4. Thus, the function W becomes singularity free, precisely:
For small values of ǫ, the function (4.19) can be used as a good approximation of the regular solution W I (r) of Eq. 
Extension of Eq. (1.2) to (n + 1)-dimensions
Let us consider the generalized version
of Eq. (1.2), where u = u(x 1 , . . . , x n , z), with (x 1 , . . . , x n ) ∈ R n . Assuming that u = u(r, z), where r = x 2 1 + · · · + x 2 n , Eq. (5.1) can be written as
The application of the symmetry approach to Eq. (5.2) provides the symmetry generator
with k 1 , k 2 , k 3 arbitrary constants.
From (5.3) we get the operators 6) which satisfy the commutation relations
The symmetry operator G 2 is of particular interest. In fact, it gives rise to the invariants r ′ = r, W ′ (r ′ ) = W (r), with
which leads to the ordinary differential equation
Equation (5.9) becomes Now we look for a transformation of the type 12) which leaves Equation (5.10) invariant, in the sense that
A straightforward calculation shows that this can be accomplished if
In this case Eq. (5.10) takes the form
Furthermore, it is easy to see that if ψ(r) is a solution of Eq. (5.15), i.e.
2 ψ(r), wherer = λr and λ is a real parameter, is also a solution. To summarize, we have Proposition. Equation (5.15) is invariant under the conformal transformation
The positive (spherically symmetric) regular solution to Eq. (5.15) is given by ψ(r) = a 19) with a = − 8kn n+2
n−2 4 , where k and n are to be chosen in such a way that a > 0.
We notice that Eq. (5.15) comprises remarkable special cases, which are listed in the following Table:   Table II Case n γ Equation ( The solutions of the original Equation (5.9), related to cases a), ..., e), arise from
(see (5.11) ). It is noteworthy that Eq. (5.15) appears in the context of Differential Geometry [15] , [16] , in particular it is related to the socalled Yamabe problem, which consists essentially in establishing when a Riemannian metric can be changed by a conformal (lenght) factor to have constant scalar curvature [25] .
Moreover, some special cases of Eq. (5.15) play a basic role in certain branches of physics. Precisely, the equation of case b) of the Table II 2 , mimics the inverse square potential appearing in the treatment of the scattering states in conformally invariant Quantum Mechanics [22] . Finally, Eq. d) is associated with the Fermi-Pasta-Ulam potential.
To conclude the group analysis of Eq. (5.2), we mention another nontrivial reduction, which can be written down starting from the generator Table II can be considered as a reduction form of the Yang-Mills equations (see later). This is a well-known result [16] , [17] . What is new, is the link between special solutions of the Yang-Mills equations and special solutions of the field equation (5.1) for n = 4. To this aim, let us start from Eq. (5.10), which can be written as
via the transformations 
where Ω and r are expressed by (6.2). In general, Eq. (6.1) may be investigated using phase-space variables.
Here we restrict ourselves to the case α = n+2 n−2 , in correspondence of which Eq. (6.1) reads
Equation (6.4) can be solved exactly. Indeed, we easily find
where c is a constant of integration. By choosing for example c = 0, a simple calculation gives
or, in the variable ψ(r) (see (6.2)):
This function represents a regular solution to the equation 
to the field equation (5.1) γ = 2n n−2 . Equation (6.4) admits also singular solutions [16] . The link between this kind of solutions and the corresponding ones of Eq. (5.1) can be obtained via (6.3) . At this stage, we point out that for n = 4, a connection can be established between solutions of Eq. (5.1) and solutions of the Euclidean Yang-Mills (YM) equations. To pursue this goal, let us introduce some preliminaries.
The pure YM equations (i.e., in absence of matter fields) are
, where the summation convention is understood. The fields A µ (x) take values on the Lie algebra G of a compact semisimple Lie group G (the gauge group). By choosing SU(2) as the gauge group, we can write
, where σ a are the Pauli matrices and A a µ = iTr{A µ (x)σ a }. On the othe hand, the tensor F µν associated with A µ (x), defined by
is expressed by
with F a µν (x) = iTr{F µν (x)σ a }. Now, inserting the 't Hooft ansatz [17] A a µ = −η aµν ∂ ν ln ψ(x) (6.14)
into Eq. (6.10), where the tensor η aµν will be specified later (see Appendix D), we obtain the equation
K being a constant. By writing ∇ 2 in spherical coordinates and putting K = 2 3 , Eq. (6.15) becomes just Eq. (6.8) for n = 4. Then, by virtue of (6.7), (6.2), (6.6) and (6.3), from (6.14) we find the solution to the Yang-Mills equations (6.12): 16) where u is the regular solution
to the nonlinear field equation (see (5.2)) 
Conclusion
Using a group-theoretical approach, we have investigated the nonlinear field equation (1.2), arising from a lattice of the binomial type as a continuous approximation, and its extension (5.1) to (n + 1)-dimensions. For γ → ∞, both equations take the form of Toda field equations. We have determined the symmetry algebra (2.10)-(2.14) admitted by Eq. (2.2). This algebra is finite-dimensional, while that allowed by the Toda field equation (1.1) is infinite-dimensional. This result constitutes a first discrimination between the two equations. Another important difference is that Eq. (1.1) enjoys the conformal invariance property. On the contrary, this property is not valid for Eq. (1.2), but it is regained through Eq. (5.15) (n = 2). In other words, the conformal invariance property holds again within the generalized equation (5.1). This feature enables us to build up conformal versions of physically interesting models, listed in Table II . These conformal models afford both regular and singular solutions reflecting on the solutions of Eq. Appendix C: some values of W (r) and W I (r) for fixed γ [17] η aµν η bρλ ǫ abc = ǫ cab η aµν η bρλ = δ µρ η cνλ − δ µλ η cνρ − δ νρ η cµλ + δ νλ η cµρ .
( with the help of (D.2). Now, the YM field (6.11) can be written as (see (6.14) and (D.2))
Hence, the tensor F µν (see (6.12) ) takes the form
where the shorthand notation
is used. Keeping in mind (D.7) and (D.6), the quantities ∂ µ F µν and [A µ , F µν ] (see Eq. (6.12)) can be elaborated as follows:
Then, putting (D.9) and (D.10) into the YM equations (6.10) and exploiting the commutation rule (D.5), after some manipulations we obtain
+σ µρ (−∆ µνρ + 2∆ ρ ∆ ν ∆ µ ) = 0. 
