proposed the approximate Bayesian bootstrap, a two-stage resampling procedure, as a method of creating multiple imputations when missing data are ignorable. Kim (2002) showed that the multiple imputation variance estimator is biased for moderate sample sizes when this method is used. To reduce the bias, Kim (2002) proposed modifying the number of samples drawn at the first stage of the Bayesian bootstrap procedure. In this note, we suggest an alternative method for reducing the bias via a simple correction factor applied to the standard multiple imputation variance estimate. The proposed correction is more easily implemented and more efficient than the procedure proposed by Kim (2002).
I
The basic idea in imputation is to 'fill in' missing data with 'appropriate' values to create a completed dataset, thereby allowing standard methods to be applied. In multiple imputation, M>1 completed datasets are created and the M analyses are combined, with inferences based on both the within and between imputation variability. To fix ideas, suppose that we intend to sample N, independent, identically distributed random variables, {Y 1 , . . . , Y N }, each with mean m and variance s2; the goal is to make inferences about m. Suppose we obtain n out of the N observations, the remaining (N−n) being missing. To 'fill in' the missing data, Rubin & Schenker (1986) proposed the approximate Bayesian bootstrap method, in which, in the first stage, n values are resampled with replacement from the observed data, {Y 1 , . . . , Y n }, say. Rubin (1987, pp. 123-4) showed that the Bayesian bootstrap gives an asymptotically unbiased estimator of m and its variance as both N, the intended sample size, and M, the number of imputations, go to infinity. However, for N of moderate size, Kim (2002) showed that the approximate Bayesian bootstrap imputation variance estimator is biased. To reduce the bias, Kim (2002) proposed sampling d<n observations at the first stage of the Bayesian bootstrap, where d is a function of n and N. In this note we propose an alternative method for reducing the bias via a simple correction factor applied to the standard multiple imputation variance estimator. The proposed correction is more easily implemented and more efficient than the procedure proposed by Kim (2002) .
M   
Missing data are assumed to be ignorable, so that the observed {Y 1 , . . . , Y n } is a completely random sample. In estimating m, the approximate Bayesian bootstrap fills in the missing Y i 's using the following steps.
Step 1. Independently select n random variables with replacement from the observed {Y 1 , . . . , Y n }.
Step 2. Select the (N−n) missing Y i 's with replacement from the n Y i 's drawn in Step 1; these give the imputed values {Y * n+1 , . . . , Y * N }.
Step 3. Estimate m by
, and the within-imputation variance by
Step 4. Repeat Steps 1-3 independently M times. Analyses of the M datasets yield m @ m and Um=va @r(m @ m), for m=1, . . . , M.
The multiple imputation estimator of m (Rubin, 1987, p. 76 ) is m @ *=M−1 WM m=1 m @ m, and the variance estimator is
where
Um is the average within-imputation variance, and
is the between-imputation variance. Kim (2002) showed for finite N that, up to order N−2 terms, the expected value of (1) is
whereas, up to order N−2 terms, the variance of the multiple imputation estimator m @ * is
The difference between (3) and (2) is
showing that the bias can be large for relatively small N. To reduce the bias, Kim (2002) proposed reducing the number of independent draws from the observed {Y 1 , . . . , Y n } in
Step 1 of the approximate Bayesian bootstrap, from n to d= (n−1)(N−n−1)(N−2) (N−1)(N−n +1)+N+n−1 <n.
Although this modification reduces the finite sample bias, the procedure cannot be implemented using standard imputation software; for example PROC MI in SAS (SAS Institute, 2001) only Miscellanea allows n draws in Step 1. In addition, for the estimation of m, this modified procedure is less efficient than Rubin & Schenker's (1986) approximate Bayesian bootstrap imputation procedure. In this note, our alternative proposal is simply to multiply the standard multiple imputation variance estimator, V C in (1), by a correction factor f that reduces the bias, where
The 'corrected' variance estimator is therefore
Note that f does not depend on any unknown parameters since the unknown variance, s2, cancels in the ratio. Furthermore,
so that V C * is unbiased up to order N−2 terms. Finally, we consider the case where there is stratification and the observations are grouped into G imputation cells. Suppose that, without loss of generality, the first n g out of the N g observations in the gth cell are observed, for g=1, . . . , G. Then, the proposed multiple imputation variance estimate is
, where V C g is defined in a similar manner to (1) and
this estimator is unbiased up to order N−2 terms.
S 
We performed a simulation study similar to that reported by Kim (2002) , in which we have a single random sample of size N, with only n subjects observed. We considered total sample sizes N=20 and N=100, response rates p=n/N=0·8, 0·6, 0·4, and M=3, 10. We considered two distributions for the Y i 's, namely N(5, 1) and x2(5). The main interest is in the estimation of var(m @ ). Table 1 presents the simulation variance, the average of the V C 's in (1) and the average of V C *= f V C in (5) over 10 000 simulation replications for each design configuration. Table 1 also presents the relative biases of the variance estimators, defined as 100(S−V C )/S and 100(S−V C *)/S, where S is the simulation variance. The results show that the proposed variance estimator reduces the bias of V C , and appears to be approximately unbiased. Results from the simulations, not presented in Table 1 , indicate that the estimator of m from Kim's method is approximately 95% efficient when compared to Rubin & Schenker's (1986) approximate Bayesian bootstrap; the latter result confirms a similar finding reported in Kim (2002) . 
