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applied  as  a  tool  for  people  to  perceive  the world,  the  study  of  natural  language 
understanding on the semantic level of the problem. This thesis regards the classical 
theories  of  metaphor  as  underlying  technologies,  integrates  linguistics,  cognitive 
science, brain science, and machine learning methods, and applies statistics analysis 
in  large‐size  corpus,  to  carefully  study  and  discuss  various  stages  of  tasks  in 
computational linguistics. 
Firstly, this thesis re‐considers the feasibility of similarity theory from the point of 
view of  statistical  natural  language,  then,  designs  a  new Chinese metaphor  theory 
statistical  model,  and  constructs  a  “two‐stage”  classification  model  of  Chinese 
metaphor computation.  In contrast to existing methods of artificial annotation, this 
thesis uses machine  learning methods  to automatically extract  the optimal  feature 
templates. The experimental results demonstrate that the accuracy of the proposed 
algorithm achieves an equalized  level with that of the artificial annotation method, 
and  even  performs  several  improvements.  The more  important  significance  is,  the 
algorithm  focuses  on  the  large‐size  corpus,  uses  the machine  learning methods  to 
replace  the  artificial  way  of  subjectivity.  Therefore,  such  a  method  is  worth  for 
promotion. 
Secondly,  in  terms  of  the  representation  similarities,  this  work  discusses  the 
metaphor  processing  mechanism  in  human  brain,  so  as  to  establish  an  attribute 
essence  based method,  called  “attribute matching method”,  for  representations  of 
metaphor  knowledge.  The  similarities  of  metaphor  is  belonging  to  the  inherent 
attributes between tenor and vehicle. The creation process of a metaphor, in essence, 
is the attribute reordering processes between tenor and vehicle. This thesis constructs 
a  conceptual  knowledge  library  and  a  conceptual  knowledge  library,  which 
respectively describe the  literal and metaphorical meanings. Based on the "context 





















classifier  methods,  constructs  the  algorithm’s  framework  from  the  multi‐value 
classification task angles, and builds statement descriptions on the similarities. 
Finally, this thesis studies the ensemble classification algorithms, so as to propose 









machine  learning  and  regarded  cognitive  science  and  neuroscience  theory  as 
fundamental work. The method has important academic significances for solving the 
similarities extraction problem of metaphor computation,  for enriching the Chinese 
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