1 Theory of Superadiabatic Transitionless Driving
Speeding up STIRAP in a three-level Λ system
In this part, we present the STIRAP (stimulated Raman adiabatic passage) protocol and explain how to speed it up by using different type of corrections: SATD (superadiabatic transitionless driving) and MOD-SATD (modified superadiabatic transitionless driving), which have been described and designed in more details in Ref. 1 of this SI.
The general goal of STIRAP is to operate a state transfer between two subsystems {|0 , | + 1 } and {|0 , |−1 } such that the state of the system which is initially a coherent superposition |ψ i = ae iφ |−1 + b|0 , (1.1) ends up being
where |0 is a reference state that does not participate in the dynamics. This goal can be achieved in a Λ system formed in the optical manifold of an NV-center with the levels |−1 and |+1 which interact via an intermediate level |A 2 :
where Ω p (t) and Ω s (t) are called the pump and Stokes pulses, respectively. Those pulses can conveniently be parametrized via an amplitude Ω(t) and an angle θ(t) as
Ω p (t) = −Ω(t) sin θ(t) (1.4) Ω s (t) = Ω(t) cos θ(t).
(1.5)
The Hamiltonian (1.3) possesses three instantaneous eigenstates |B ± (t) = 1 √ 2 sin θ(t)|−1 + cos θ(t)|+1 ± |A 2 (1.6)
|D(t) = cos θ(t)|−1 + sin θ(t)|+1 , (1.7)
|B ± (t) are called "bright" states and have instantaneous eigenenergies E ± (t) = ± Ω(t), and |D(t) is called "dark" state and has zero instantaneous eigenenergy. The STIRAP protocol takes advantage of the dark state |D(t) to achieve the state transfer by using the so-called counterintuitive pulse scheme where the Stokes pulse is turned on before the pump pulse, i.e. θ(t i ) = 0 and θ(t f ) = π/2 such that the dark state coincides with |−1 at initial time (t i ) and with |+1 at final time (t f ) |D(t i ) = |−1 (1.8)
(1.9)
In addition to that requirement, since the STIRAP protocol makes use of an instantaneous eigenstate, it needs to be implemented adiabatically in order to avoid unwanted transitions between the instantaneous eigenstates. This is better described in the adiabatic basis where the instantaneous eigenstates are time-independent. This change of basis is described by the time-dependent unitary where we introduced the spin-1 operators M k , obeying the commutation relation [M i , M j ] = iε ijk M k . The adiabatic condition is thus evident as we need the off-diagonal terms of H ad (t) to be negligible with respect to the diagonal ones in order to avoid transitions between the dark and the bright states during the protocol, which setsθ (t) Ω(t) ∀t, (1. 14) and shows that the STIRAP protocol needs to be inherently slow in order to avoid nonadiabatic errors.
U (t) = |D D(t)| + |B + B + (t)| + |B
− B − (t)|,(1.
Dressing the instantaneous eigenstates
The goal of the corrected protocols (SATD, MOD-SATD) is to speed up the STIRAP protocol without suffering from nonadiabatic errors. This is achieved by adding a control H c (t) to the Hamiltonian in order to correct the dynamics of the system and achieve the desired state transfer :
t) = H(t) + H c (t).
(1.15)
The choice of H c (t) will depend both on the experimentally available resources and on the particular state one wants to ride during the protocol.
As an example, if one wanted to ride the adiabatic dark state |D(t) during the protocol it would require a control of the counterdiabatic type 2,3 (transitionless driving) 
(1. 19) In the case of STIRAP, by computing the control (1.16) with the unitary (1.10), one finds which involves a direct coupling between |−1 and |+1 . Such a coupling is not accessible by microwaves as it is a magnetic dipole-forbidden transition. Although it could be in principle realized by electrically-driven spin resonance 4 , here we consider it impractical as it would require additional device engineering. In order to avoid this direct coupling between |−1 and | +1 , the idea is to dress the adiabatic states, specifically the dark state, which is done by choosing a unitary V (t) such that the dressed dark state becomes 
|D(t)
(1.23)
In this new basis the corrected Hamiltonian gets transformed as H mod,new (t) =V (t)U (t) H(t) + H c (t) U
and H c (t) is chosen as to cancel the unwanted couplings between the dressed dark and the dressed bright states with experimentally available resources. If this is achieved, the system will ride the dressed dark state |D(t) during the whole protocol and the state transfer will be perfectly achieved. This strategy of course needs a proper parametrization of both the unitary V (t) and the controls H c (t) which are described in more details in Ref.1 of the SI. In the next subsections, we focus on the particular choices of V (t) that lead to the SATD and MOD-SATD corrected protocol.
SATD
In order to obtain the SATD type of correction one needs to chooses the unitary V (t) as to diagonalize to adiabatic Hamiltonian (1.13), leading to the first superadiabatic iteration
(1.25)
With the strategy described before, this choice of dressing leads to a correction of the type
The corresponding corrected pulses have been plotted in Fig.S1 (a) with the initial choice of protocol
With this particular choice of correction, the system will ride the superadiabatic state during the whole protocol.
MOD-SATD
The purpose of the MOD-SATD type of correction is to reduce the population in the excited state |A 2 , which can be done by reducing the amount of dressing of the dark state (i.e. reduce the amplitude of the c + (t) and c − (t) coefficients in (1.21)), since without any dressing the dark state possesses no |A2 component (see Eq.(1.7)). To achieve this, the unitary V (t) can be chosen as
where the angle of the unitary has been modified as
The purpose of the function f (t) > 1 is to reduce the amplitude of that angle and thus the amount of dressing of the dark state. We decided to focus on a particularly simple class of correction f (t) = 1 + A exp(−t 2 /T 2 ) that only depends on two parameters A > 0 and T > 0, and already leads to a sizeable reduction population in |A2 . Those two parameters (A and T ) can be optimized as to minimize the population in |A 2 which has already been discussed in Ref.1 of the SI. With this particular choice of dressing, the control becomes
The corresponding corrected pulses have been plotted in Fig.S1 (b) with the initial choice of protocol (1.29).
Fractional STIRAP
It is possible to achieve a transfer of the type |−1 → cos θ f |−1 + e −iφ S sin θ f |+1 by using a variant of the STIRAP pulse scheme known as fractional STIRAP 8 . With this strategy instead of varying the angle θ from 0 → π/2, we vary it from 0 → θ f , where θ f can be arbitrarily chosen. To achieve this, we modify our previous protocol in the following way:
(1.34) 37) such that at the end of the protocol the adiabatic gap Ω(t) closes and the final angle is θ f . Closing the gap is crucial in this protocol as otherwise the final state would not be decoupled from the rest of the system. The corresponding SATD corrected protocol is found in the same way than before by using Eqs. (1.25) and (1.27), the corresponding corrected pulses have been plotted in Fig.S1 (c). The pulses used experimentally in Fig. 4c of the main text are plotted in Fig. S1c , and correspond to the parameters ζ = ν and t 0 = 3.73/ν, which have been chosen as to allow for the same maximal speed as SATD applied to the usual STIRAP scheme (i.e. ν max ≈ 1.315Ω 0 ). 
MOD-SATD
A shape = 1 A shape = 1:25
(c) Figure S1 : We plot the corrected normalised Stokes pulse Ω s (t)/Ω 0 in solid lines for SATD (a), mod-SATD (b) (for SATD and mod-SATD the pump pulse Ω p (t) is the mirror reflection of the Stokes pulse), and fractional STIRAP (c) for which we also plotted the normalised pump pulse Ω p (t)/Ω 0 in dashed line.
Section 2: Experimental Implementation

NV Center Characterization
All data shown in the main text were obtained from experiments on a naturally-occurring NV center in an electronic grade diamond 〈100〉 substrate. Results have been reproduced on two additional NV centers. We apply a magnetic field of 252.5 G along the N-V axis to Zeemansplit the |−1⟩ and |+1⟩ states by 1.414 GHz. Fig. S2 and S3 describe basic characterization of the NV center studied, from which we determine the various parameters in our master equation model. The low strain of 1.7 GHz, leading to a splitting of 3.4 GHz between the | ⟩ and | ⟩ states, ensures that the spin-readout state | ⟩ possesses minimal non-ideal spin-mixing. To provide a rough estimate of the spectral diffusion of | 2 ⟩, we perform photoluminescence (PL) scans on the brighter, spin-conserving |0⟩ → | ⟩ transition, within the same upper orbital branch as | 2 ⟩. Here, charge initialization using the same off-resonant green (532 nm) excitation as the experiment (~300 W to back of 100X, NA 0.9 objective) is performed only between scans. From analysis of this data, we estimate the spectral diffusion of | 2 ⟩ to be approximately normally-distributed with a standard deviation of 2 • (31 ± 6) MHz (units of /ℏ). Figure S2 . NV center characterization. a) The excited state level structure of the studied NV center shows a strain of 1.7 GHz. The |0⟩ → | ⟩ transition is used for resonant spin readout, while | 2 ⟩ acts as the STIRAP intermediate state, forming a Λ system with the |−1⟩ and |+1⟩ ground states. b) The decay of photoluminescence after a -pulse population transfer into | 2 ⟩ determines its excited state lifetime to be 1 = 11.1 ± 0.2 ns. c) We gauge the spectral stability of | 2 ⟩ by measuring PL scans without intervening green initialization for the | ⟩ state in the same orbital branch. For enhanced PL signal, the linewidths in this data are power-broadened.
We proceed by experimentally determining the decay rates from | 2 ⟩ into the |0⟩, |−1⟩, and |+1⟩ ground states (Γ 0 , Γ −1 , Γ +1 , respectively). Our approach changes the duration of the resonant excitation pulse, waits for sufficiently long to allow the entire population to decay back into the ground states, and then projects the resulting populations. In this type of measurement, time resolution is provided by the duration of the interaction pulse, not by the time of projection. In Fig. S3a , we display typical data as the duration of the resonant pulse (|−1⟩ → | 2 ⟩) is varied after initializing into the |−1⟩ state. In general, direct determination of the rates Γ 0 and Γ −1 from exponential fits to the accumulated population in |+1⟩ and |0⟩ (i.e., the dark, off-resonant states) is problematic due to the non-constant occupation of | 2 ⟩ during the pulse, and non-ideal effects such as spectral hopping and crosstalk. Here, crosstalk refers to the possibility that the |−1⟩ → | 2 ⟩ laser pumps |+1⟩ → | 2 ⟩ at finite 1.414 GHz detuning. To normalize the effects of nonconstant | 2 ⟩ population and spectral hopping, we look instead at the ratio of the populations accumulated in |+1⟩ and |0⟩ (Fig. S3b ), since this ratio should be set entirely by Γ +1 /Γ 0 . In the absence of crosstalk, this ratio should be a constant function of time. Due to crosstalk, Γ +1 /Γ 0 decreases as function of time as the |+1⟩ state is also pumped into |0⟩ by the detuned driving signal. However, if low enough optical power (Rabi frequency Ω) is used, the effects of crosstalk is minimized and the ratio Γ +1 /Γ 0 is roughly constant. Moreover, the effects of crosstalk are negligible at early times since the |+1⟩ state pumped by the detuned drive is barely occupied. Thus, the = 0 intercept of the time-dependent population ratios gives a good estimate of Γ +1 /Γ 0 . Averaging the extracted intercepts for each optical power trace in Fig. S3b , we obtain Γ +1 Γ 0 ⁄ = 5.46 ± 0.21. Obtaining similar data by initializing into the |+1⟩ state and driving the |+1⟩ → | 2 ⟩ transition (Fig. S3c) , we determine Γ −1 Γ 0 ⁄ = 2.74 ± 0.12. Using the relation Γ 0 + Γ −1 +Γ +1 = 1 1 ⁄ with the 1 determined above, we thus arrive at Γ 0 = 9.8 ± 0.4 MHz = 2 • (1.6 ± 0.1) MHz
implying a branching ratio of 11%/30%/59% into |0⟩, |−1⟩, and |+1⟩. The ratio of the accumulated populations Δ +1 and Δ 0 into |+1⟩ and |0⟩, respectively, as a function of the pulse duration is a direct measure of Γ +1 /Γ 0 . Due to the presence of crosstalk (detuned driving), this ratio decreases as a function of time, particularly for high optical powers Ω. However, the = 0 intercept of each trace for different powers (average intercept is denoted by the yellow circle) estimates true Γ +1 /Γ 0 (the zero-crosstalk limit). c) Similar data as b) except for initializing into |+1⟩ and driving |+1⟩ → | 2 ⟩. The yellow circle denotes the estimate for Γ −1 /Γ 0 obtained from the data.
Phase Electro-Optic Modulator Calibration
The superadiabatic protocols for SATD and MOD-SATD employed in this work require precise pulse-shaping of the two STIRAP optical fields Ω ( ) and Ω ( ) on sub-nanosecond timescales. Our experimental approach utilizes phase and amplitude electro-optic modulators (Jenoptik PM635HF and AM635, respectively) to craft Ω ( ) and Ω ( ) from the output of a single tunable laser (New Focus Velocity 6304). The phase electro-optic modulator (PEOM) is responsible for generating a red-shifted first harmonic (-1 st ) used to simultaneously drive |+1⟩ → | 2 ⟩ (Ω ( )) when the main laser frequency (0 th harmonic) is resonant with |−1⟩ → | 2 ⟩ (Ω ( )).
Modulating the microwave power applied to the EOM essentially sets the ratio Ω ( )/Ω ( ). The amplitude electro-optic modulator (AEOM) provides the other degree of freedom via the an overall intensity modulation of both fields, essentially setting the sum Ω ( ) 2 + Ω ( ) 2 . The main advantage of this approach with a single laser is that the phase relation between Ω ( ) and Ω ( ) can be controlled precisely by the applied microwave phase to the PEOM, rather than requiring complicated phase-locking of two lasers, and thus facilitates phase-coherent applications of STIRAP 9 . However, since the PEOM produces an infinite series of harmonics (with decreasing amplitude), extraneous harmonics must be arranged to be sufficiently offresonant with the transitions of interest and any other nearby transitions so as to not significantly affect the results.
We calibrate the PEOM by measuring optical Rabi oscillations with the either the 0 th or -1 st harmonics resonant with the |0⟩ → | ⟩ transition (Fig. S4 a) . We use | ⟩ in order to avoid nearby transitions at the 1.414 GHz harmonic spacing (set by the frequency of the microwaves applied to the PEOM), and thus isolate the effect of the single resonant harmonic. For the ideal phase-modulated spectrum, the electric field of the n th harmonic scales as
where is an amplitude scaling, ( ) is the nth-Bessel function of the first kind, is a voltage scaling, ∈ [0, 1] is the normalized voltage applied to modulate the microwave amplitude, and 0 ( ) are the carrier (modulation) angular frequencies.
Since the optical Rabi frequency of a transition is proportional to the square root of the optical power (thus directly proportional to the field amplitude | |), we have therefore
The scaling is set by the base microwave power and amplification so that when the maximum modulation voltage = 1 is applied, the 0 th harmonic is extinguished, giving us the full range of
. Thus, the base microwave power should be set to realize = 2.405 (i.e., the first root of 0 ) ideally. In Fig S4 b and c, we display for a particular microwave power the measured optical Rabi oscillations and fitted frequencies as the PEOM modulation voltage is varied from 0 to 1 for the two harmonics of interest.
Fitting the obtained frequencies to more generalized form:
we obtain best fit values of = 1.02, = 0.99, = 0.96 where the ideal values for , , = 1. This implies that if we make the ideal assumption for EOM behavior in Eq. 2.4, our pulse shape error due to the non-idealities in the PEOM does not exceed 4%, which is acceptable for our implementation. The microwave power of the calibration is maintained during the experiment by periodic feedback on the reading of the power by a zero-bias Schottky diode immediately before the PEOM. We set the experimental polarization such that the ratio Ω −1 2 /Ω +1 2 = .52, compensating for the weaker -1st harmonic produced by the PEOM, which is used to pump the | + 1⟩ → | 2 ⟩ transition. The data in this figure was obtained for a different NV center as that used for the data in the main text, but the same calibration principle was applied for all NVs.
Amplitude Electro-Optic Modulator Calibration
We utilize an amplitude electro-optic modulator (AEOM) to provide modulation of the overall intensity of the light on fast time scales. Such AEOMs have 10%-90% rise times of 1 ns generally, in contrast to acousto-optic modulators (AOMs) whose rise times are ~10 ns. However, since AEOMs typically have low extinction ratios (~25 dB), we bracket the AEOM with an AOM (extinction >45 dB) in order to provide high extinction over the majority of the protocol's duration. As shown in Fig. S6 a, delays between the AOM and AEOM are arranged such that the AOM turns on 18 ns before the AEOM in order to buffer the AOM rise time, while both AOM and AEOM turn off at the same time.
The operating principle for an AEOM is similar to a Mach-Zender interferometer: the output intensity is controlled by interfering half of the incident light with the other half that has been phase-shifted. The degree of phase shift depends on the applied voltage to the electro-optic crystal. The overall intensity thus follows an ∝ (1 + cos( )) dependence where is the phase shift. Since ∝ Ω 2 , we calibrate the AEOM by directly measuring the optical Rabi frequency on the | − 1⟩ → | 2 ⟩ transition as we vary the maximum voltage of a square pulse applied to the AEOM (Fig. S6 a, bottom) . We fit the resulting Rabi frequencies to the form
where is a scaling factor, is the voltage necessary to induce a phase shift (switch between fully on and off), and is the maximal "on" voltage. Alternatively, we can define = + as the optimal "off" voltage. In Fig S6, we find determine = 0.92 and = 1.61 for our AEOM. Figure S6 . AEOM Calibration and Operation. a) We pass the light from the interaction laser through both an AEOM and AOM in order to optimize both rise time and extinction. The AOM turns on 18 ns before and turns off at the same time as the AEOM. The bottom figure depicts a sequence of (inverted) square pulses applied to the AEOM to perform its calibration by driving optical Rabi oscillations of |−1⟩ → | 2 ⟩. Negative voltages correspond to higher intensity, while a constant positive value ~0.9 V corresponds to the "off" setting. c) The resulting optical Rabi frequencies for the optical pulses produced in a) are fit to fine-tune the voltage parameters of the AEOM. This confirms that = 0.92 and = −0.69 are the "off" and "on" settings, respectively, with full analog modulation in between those extremes. We estimate that the bandwidth is ~300 MHz from the 1 ns rise time of the AEOM.
Rabi Pulse Shape to AWG Waveform Conversion
With knowledge of the calibration parameters for the PEOM and AEOM, we can now convert the arbitrary pulses shapes for Ω ( ) and Ω ( ) into arbitrary voltage waveforms applied to the electro-optic modulators. For this purpose, our 10 GHz clock-speed arbitrary waveform generator provides two analog channels at a time resolution = 0.1 ns. The pulse shapes described in the Methods of the main text and in Supplementary Section 1 are first extended by = 2 ns on either side of the pulse and then multiplied by an envelope function ( ) of the following form in order to turn on and off the pulses:
where is the pulse duration including the buffer time, = 8 GHz, and = /2. We then convert the resulting "enveloped" Ω ( ) ≡ Ω( )cos ( ( )) and Ω ( ) ≡ Ω( )sin ( ( )) by the procedure described below. Note that the Ω( ) pulses are normalized such that they have maximum amplitude 1. The overall constant scaling of the pulse shapes does not need to be controlled on fast times scales and is easily controlled by passive optics, such as via an optical density wheel or in our implementation, by the analog AOM. The general strategy is to set ( ) with the PEOM and to set Ω( ) with the AEOM, accounting for intensity variations due to the PEOM.
Given Ω (t) and Ω (t), the procedure is as follows:
�.
Convert θ(t) to the PEOM voltage (t) by inverting the relation
�, where as previously described the .519 factor comes from the polarization dependence of the | 2 ⟩ transition and 2.405 is the first root of 0 .
3. The PEOM does not keep constant the overall intensity Ω 0 harm ( )
is varied. Thus, when trying to set Ω( ) 2 with the AEOM, we need to compensate for this effect. We compute the normalization
5. To set Ω( ) 2 correctly, we use the AEOM to produce the intensity Ω(
. This is converted to the AEOM voltage (t) by inverting the relation
The constant 1.475 is chosen to accommodate when Ω( ) 2 /Ω ( ) 2 exceeds 1. This occurs for the SATD and MOD-SATD pulses during the middle of the protocol, with a maximal value less than 1.475 that occurs during the MOD-SATD pulse when ℎ = 1. Essentially this factor provides dynamic range for the AEOM to access the full range of pulse shapes as ℎ varies. As mentioned previously, any constant scaling of the intensity can be rescaled with passive optics after the pulse shaping. In addition, optical Rabi frequencies are always measured for the actual applied maximal voltage level. Fig. S7 displays examples of the conversion of SATD and MOD-SATD pulses into EOM control waveforms. 
Pulse Sequences
Fig. S8 details the basic microwave and laser sequences used for the measurements in the main text. The notation , , denotes a pulse of phase resonant with the ground state | ⟩ → | ⟩ transition. In general, the initialization into |0⟩ is performed by a 1. 4 green laser pulse, and the state is then transferred into |−1⟩ by a microwave pulse. The adiabatic or superadiabatic transfer protocol is then applied, and sufficiently long after its finish such that all excited state population has decayed, a series of microwave pulses projects the state onto a given basis in the ground state. Finally, this projection is read-out by a 1.5 red laser pulse from a second laser resonant with the |0⟩ → | ⟩ transition. Figure S8 . Microwave and laser pulse sequences. a) For population measurements, the state is initialized into |−1⟩ by the green laser and subsequent microwave transfer (denoted by (1)). After STIRAP transfer, the component of the final state in |0⟩, |−1⟩, or |+1⟩ is then rotated into |0⟩ by a particular projection microwave (denoted by (2)) and read-out by resonant excitation of |0⟩ → | ⟩. b) For STIRAP phase measurements, we initialize into a superposition of |0⟩ and |−1⟩ with a microwave 2 ⁄ pulse of varying phase . The final state is then projected in the |+1⟩/|0⟩ Bloch sphere whose axes are defined such that +X corresponds to transfer of a +X initialized state in the |−1⟩/|0⟩ Bloch sphere. This axes definition negates the phase ambiguity between the STIRAP fields and the tomography pulse due to different microwave paths. The definition is kept constant as the phase of the initial |0⟩ and |−1⟩ superposition is varied. c) For fractional STIRAP measurements, the phase of the microwave applied to the PEOM, , which determines the relative phase between the STIRAP fields Ω and Ω , is varied to initialize different superpositions of |+1⟩ and |−1⟩. Here, the final state must be projected in the |+1⟩ and |−1⟩ Bloch sphere. This requires two microwave pulses as shown.
Master Equation Modelling of Dissipative NV Λ System
In this section, we describe the theoretical model that we used to simulate the dynamics of the NV center. In particular, in a first subsection we describe the master equation and the associated sources of dissipation that have been taken into account in the modelling. In a second subsection, we describe the fitting procedure used to extract the orbital dephasing rate from experimental optical Rabi oscillation data between the ground and excited states of the NV Λ system.
Hamiltonian and Definitions
In the experiment, a magnetic field is applied to the NV center in order to lift the degeneracy of the two magnetic levels |−1 and |+1 by an energy amount ω m . This allows us to address the two transitions |−1 ↔ |A 2 and |+1 ↔ |A 2 separately and resonantly with the −1 st and 0 th harmonics produced by the PEOM as described in section 2.2-2.5. Thus in a frame where the level |−1 rotates at the laser frequency ω 0 and the the level |+1 rotates at a frequency ω 0 + ω m , the NV center can effectively be described in the {|−1 , |+1 , |A 2 , |0 } subspace by the Hamiltonian
The one photon detuning ∆ is in principle zero, since the laser and the EOM frequencies are chosen as to have the 0 th harmonic resonant with the |−1 ↔ |A 2 and the −1 st one resonant with the |+1 ↔ |A 2 transitions. However, every time the NV center is reinitialized its electromagnetic environment is modified, leading to random shifts in the energy of the |A 2 level. This is known as spectral hopping 10 , and implies that there is a statistical uncertainty in the value of the one photon detuning. To model this, we average our master equation results over a Gaussian distribution of detunings having zero mean and standard deviation σ.
The additional effects of the environment on the system will be modelled by using a Lindblad form of master equation
where the relevant dissipative processes will involve:
• decay from |A 2 → |0 at a rate Γ 0 and described by the jump operator O 0 = |0 A 2 |.
• decay from |A 2 → |−1 at a rate Γ −1 with an associated jump operator
• decay from |A 2 → |+1 at a rate Γ +1 with an associated jump operator O +1 = |+1 A 2 |.
• orbital dephasing of the level |A 2 at a rate 2Γ orb (such that the coherences in the density matrix decay exponentially at a rate Γ orb ) with an associated jump operator
All the other processes are considered as negligible on the timescale of the experiment. The imperfect initialization of the state (experimentally determined) is taken into account by considering an initial density matrix
3)
The computation of the density matrix at time t is done by numerically solving the Master equation for different values of the detuning ∆ and then averaging over this parameter with the previously discussed normal distribution,
The standard deviation σ has been experimentally measured to be σ = 2π × 31 MHz (see section 2.1) and will be the value used throughout this paper.
Couplings in the rotating frame
In the rotating frame, the couplings are described via the terms
where Ω E (t) describes the amplitude of the dipolar electric interaction for each transition, the 0.519 factor is there to take into account the polarization of the applied field as described in section 2.2. The modulation of the electromagnetic field amplitude by the PEOM and the AEOM (sections 2.2-2.5) can be described by expanding Ω E (t) in terms of Bessel functions as
where the function A(t) describes the effect of the AEOM and m(t) describes the effect of the modulation voltage described in section 2.
If we neglect all the non-resonant terms, we obtain the following expression for Ω −1 (t) and Ω +1 (t) (see section 2):
)
The effect of the first non resonant terms can be taken into account in the simulations by keeping the terms rotating at a frequency ω m
exp(−iω m t) + A(t)J 2 (m(t)) exp(iω m t).
(3.13)
Parameter Calibration to Optical Rabi Data
The estimation of the decay rate Γ orb , has been done by fitting several Rabi oscillations measurements. During those measurements, either the |−1 ↔ |A 2 or the |+1 ↔ |A 2 transition was driven resonantly with a laser of constant amplitude (i.e. either Ω +1 (t) = Ω and Ω −1 (t) = 0 or Ω +1 (t) = 0 and Ω −1 (t) = Ω respectively). Since those experiments are both involving the orbital level |A 2 , we have to take into account spectral hopping as described previously. During the experiments only one transition is driven at a time, thus allowing us to describe the Rabi oscillations via an ensemble of time independent Bloch equations in a basis formed by the three states {| ↓ , |A 2 , |out }, where | ↓ = | ± 1 depending on whether the |−1 ↔ |A 2 or the |+1 ↔ |A 2 transition is driven. The |out level describes the coupling of the {| ↓ , |A 2 } subspace to its environment. In this basis, the Bloch equations form a closed system    ρ
where the density matrix has been decomposed as ρ = Table S1 : Standard deviation σ of spectral hopping and decay rates Γ 0 , Γ +1 , Γ −1 measured experimentally, and orbital dephasing rate Γ orb extracted from the Rabi oscillations data.
Fitting procedure
During the experiments, the population in the excited level |A 2 is recorded via time-resolved photoluminescence measurements. The absolute number of counts measured in the photoluminescence depends on the collection efficiency of the optical microscope setup, and hence we need to allow a scaling factor (A) that corresponds to the photoluminescence amplitude of the Rabi oscillations. In addition, there might be an additional photon background (B) that will be accounted for by having a constant shift of the photoluminescence signal. The data can then be fitted by numerically solving the Bloch equations (3.14) from which the population in the orbital state |A 2 (p A2 ) is extracted and converted into a photoluminescence signal via
We fitted all the datasets at once by using this fit function and by making the following assumptions:
1. The decay rates Γ 0 , Γ −1 and Γ +1 are measured via other experiments (see section 2.1) and are thus not fit parameters.
2. The dephasing rate Γ orb is a fit parameter and is the same for all the datasets.
3. The input power Ω is a fit parameter and is different for each dataset (consistent with the way the experiment was performed).
The scale factor
A is a fit parameter and is different for each dataset (it changes by 25% due to the interplay between spectral hopping and the applied driving power).
5. The measurement background B is a fit parameter and is different for each dataset (it is proportional to the applied laser power Omega).
6. Due to experimental considerations we also need to allow for a dataset dependent initial time t 0 of the Rabi oscillations by allowing for a time shift of the photoluminescence signal (PL(t) → PL(t + t 0 )).
By using this fit procedure, we were able to extract the orbital dephasing rate Γ orb reported in Table S1 together with the decay rates Γ 0 , Γ −1 , Γ +1 and the standard deviation σ experimentally measured (see section 2.1). We also plotted in Fig. S9 the Rabi oscillation photoluminescence data together with the corresponding fits. 
+1 to A2: Experiment
Section 4: Supplemental Data and Discussion of Analysis and Modeling
Population Transfer
In this section, we describe data analysis and model comparison for the population transfer measurements shown in Fig. 2 and Fig. 3 of the main text. While the main text shows only the final |+1⟩ population after STIRAP transfer, we actually project the populations of all three ground states after the transfer using the pulse sequence described in Supplementary Section 2.5. This checks the consistency of our measurements and analysis. By transferring the populations in |0⟩, |−1⟩, or |+1⟩ into |0⟩ and measuring the photoluminescence of the resonant |0⟩ → | ⟩ transition, we obtain three values of the PL intensity 0 , −1 , and +1 , respectively. As no |−1⟩ or |+1⟩ transitions are close to being excited at this laser frequency, we can assume that the signal comes only from the desired state that was transferred into |0⟩, giving:
where are the three measured intensities, are the fractional populations in state | ⟩, is a scaling factor, and is the detector background. The background comprises of reflected laser and detector dark counts and can be accurately estimated by the count-rate measured offresonant with any transitions (i.e. the background level in the laser frequency scans shown in Figure S10 . Full ground state population measurements for the superadiabatic protocols. a) Population measurements of the | + 1⟩, |−1⟩, and |0⟩ ground states after SATD pulse shapes at Ω = 2 • 115 MHz. The sum of all three populations is very close to 1, showing that ionization is minimal during the protocols, as expected due to its short duration. The final populations for the adiabatic (Vitanov) pulse are also given by the horizontal bars, and the arrow highlights the gain in population transfer due to the superadiabatic protocol. b) Similar data for MOD-SATD. Fig. S2 a) . We obtain by solving the system of equations in Eq. 4.1 for measurements of when only green initialization is performed and no interaction laser pulse is used. In this case, we can assume ∑ = 1 and solve the system. With and determined, we can immediately convert the measured into when protocols are applied. Fig. S10 shows the full ground state population measurements for the SATD and MOD-SATD protocols for the data set presented in Fig. 2b of the main text.
Upon obtaining a final |+1⟩ population, we estimate a "transfer efficiency". Due to imperfect initialization, the entire state is not available to be transferred from |−1⟩ at the start, and some population is already in |+1⟩. We estimate our initialization to be 0.03/0.91/0.06 (±0.02) populations in the |0⟩/|−1⟩/|+1⟩ states. The true transfer efficiency should be bounded by
where the lower bound assumes that all of the initial |+1⟩ population remained in |+1⟩ and the upper bound assumed that none of the initial |+1⟩ population remained in |+1⟩ at the end of the protocol. In general, the STIRAP fields will tend to excite the initial |+1⟩ population after which it will relax into the various ground states of the system. Moreover, due to the short timescales of our pulses (16.8 ns), comparable to the excited state lifetime 1 = 11.1 ns, there exists the possibility of b-STIRAP 11 where the 'intuitive' order of the Stokes and pump pulses (i.e., pump preceeding the Stokes, which is the case from the viewpoint of the initial |+1⟩ population) actually transfers the |+1⟩ population into |−1⟩ with high efficiency (favoring the upper bound).
Instead of trying to estimate all these processes, which would convolute the data analysis, we define a transfer efficiency:
which is between the two bounds for the range of data measured ( +1,final < −1,initial ). Under this definition, = 0 if no pulse is applied. = 1 if the populations in |−1⟩ and |+1⟩ are swapped. It may be possible for > 1 due to incoherent processes. This would indicate that the superadiabatic protocol achieves population purification beyond the initialized spin polarization. Any resonant technique via pulse swaps (i.e., if direct coupling between the initial and target levels was available, or via double resonant swap using an intermediate state, such as |0⟩) achieves only = 1. To gauge +1,final for = 1, we simply can transfer from the greeninitialized |0⟩ state into |+1⟩ directly with microwaves. In all cases, we apply the same definition for the adiabatic and superadiabatic protocols, allowing relative comparisons.
In Fig. S11 , we compare the experimentally realized transfer efficiencies with the results of simulations based on the dissipative model described in Supplementary Section 3, which considers the effects of excited state lifetime, dephasing, spectral diffusion. The model curves contain no free parameters to specifically fit the transfer efficiencies, as all parameters are determined by independent measurements. As Fig. S11 displays, this dissipative model produces all the trends seen in the data and is quantitatively within ~10% of the experimental data. Fig. S11 a and b implements the lowest-order model where non-resonant, higher-order harmonics produced by the PEOM are not considered. The relative performance between the protocols compare well between the model and the data; however, in general, the data realizes systematically lower efficiencies due to the presence of non-ideal effects. The deviation is greatest at low optical power, where robustness to non-ideal effects such as laser fluctuations, one or two-photon detuning errors, and pulse shape errors, is expected to be the least. Moreover, the model explains the "upturn" in adiabatic data at low Rabi frequencies. Because population measurements do not distinguish between incoherent (optical pumping) and coherent transfer mechanisms, the competition between the two can lead to a temporary revival of the total population transferred (i.e, when coherent transfer decreases, incoherent transfers can increase). Incoherent transfer is expected to be less significant when the coherent transfer efficiency is high, and thus, if anything, causes over-estimation of performance of the adiabatic protocol relative to the superadiabatic ones.
In order to capture one non-ideal process, we introduce into the model the effect of harmonics that are detuned by 1.414 GHz from the relevant transitions 9 . This extension also encompasses the possibility for "crosstalk" between the original Ω ( ) and Ω ( ) fields (see SI Section 3). We show in Fig. S11c , that the introduction of these terms indeed reduces the model transfer efficiencies (by <5%), improving the quantitative comparison with data. However, the general features do not change, and no new phenomena are introduced. For the rest of the discussion, we display results for the model that includes only resonant harmonics because none of the model results are fundamentally altered by the inclusion of non-resonant harmonics. = , prescribed for unitary evolution. The data are slightly lower than model curves due to non-ideal effects that are not captured by the model. b) Data and model calculations for ℎ = ℎ , the pulse shape that maximizes the transfer efficiency under dissipative dynamics in the experiment and model, respectively. c) One neglected effect is the presence of higher-order harmonics produced by the PEOM that are far-detuned from the relevant transitions. Incorporating these far detuned driving fields into the model improves the quantitative comparison, particularly at high optical powers, but does not change the fundamental physical processes at hand.
Optimal Shape Parameter with Dissipation
While transitionless driving protocols generally assume unitary evolution, their extension to open quantum systems 12, 13 represents an active area of research. In this section, we compare the pulse shape ℎ that maximizes the experimental population transfer for our superadiabatic protocols to simulation results based on our dissipative model (SI Section 3). The finite lifetime and dephasing of the | 2 ⟩ excited state lead to non-unitary dynamics, and the spectral hopping of this level will lead to a distribution for the detuning Δ. Both these effects can change the optimal superadiabatic pulse shape from the one derived in the unitary and on-resonance limit. Figure S12 . Comparison of the optimal pulse shape ℎ in experiment and model. a) For SATD, ℎ follows a trend approximated by the cyan line that deviates from the unitary expectation (dashed black line). ℎ < indicates that stronger corrections within the family of shapes specified by SATD are necessary to maximize transfer. b) Data for MOD-SATD shows a similar deviation. The simulation ℎ (cyan traces, right panel) matches the trends seen in the data, and identifies dissipation and spectral diffusion as the underlying causes. Fig. S12 (left) shows that for both the SATD and MOD-SATD protocols, the optimal shape ℎ (within the family of shapes) is less than , where ℎ = (dashed black line) is the expectation in the unitary limit. Consistently, ℎ in the dissipative model (Fig. S12 right) using independently measured parameters (SI Sections 2 and 3) follows the same trend as in the data ( ℎ < ), including reproducing the stronger deviation for MOD-SATD as compared to SATD seen in experiment. While exact quantitative match between model and data is lacking (in particular, there appears to be a constant offset between data and model), the experimental data still reveal the essential physics of STA protocols in dissipative environments. The constant offset could stem from inaccuracies in the PEOM or AEOM calibration (see SI Section 2), errors in timing, or attenuation of the control voltage due the bandwidth of the cables and other hardware. Nevertheless, the non-unity slope seen for both SATD and MOD-SATD in the experiment reflects the presence of dissipation and spectral hopping, whose effects are numerically captured by our model. Moreover, our supporting measurements with deliberate non-zero Δ (SI Section 4.3) indeed confirm that optimal off-resonant pulses (as would be induced by spectral hopping) favor stronger corrections than those for on-resonant driving (Fig.  S13) . Intuitively, both non-zero Δ and dissipation (i.e., excited state lifetime and dephasing) make it more difficult to drive full amplitude transitions into and out of the excited state | 2 ⟩. Hence, more exaggerated pulse shapes ( ℎ →1) within the family of shapes for SATD and MOD-SATD are necessary to imitate the optimal superadiabatic trajectory found in the unitary limit.
Transfer Efficiency vs One-Photon Detuning
As 'shortcut to adiabaticity' (STA) protocols are generally derived under specific conditions, a key question becomes whether they are robust to practical deviations or noise about those conditions 14 . While our SATD and MOD-SATD protocols assume one-photon resonance Δ = 0, spectral diffusion of the NV center excited state permits this condition to be realized only on average. Nevertheless, the superadiabatic protocols demonstrate superior transfer efficiencies, hinting at the robustness of the SATD and MOD-SATD pulses to deviations from Δ = 0. For spectral diffusion, its Gaussian distribution with standard deviation ~ 31 (in units of energy/ℎ) leads to a FWHM of 2.4 ~ 75 MHz that should be compared to our NV linewidth 8 ns. To systematically compare the robustness of the SATD, MOD-SATD, and adiabatic protocols under deviations from Δ = 0, we deliberately detune the laser frequency from the resonant condition for up to Δ = ±220 MHz. Fig. S13a shows the optimal zero-detuning SATD and MOD-SATD pulses maintain (or even extend) their advantage over the adiabatic pulse as the detuning Δ is changed. The asymmetry with respect to the sign of Δ may stem from unintentional excitation of nearby transitions (such as to the | 1 ⟩ state) or from the interplay between unequal | 2 ⟩ transition moments (see Fig. S5 ) and crosstalk/harmonic effects. In any case, Fig. S13a provides empirical evidence that in this regime, the SATD and MOD-SATD pulses can be more robust than the adiabatic pulse shape to detuning errors. As MOD-SATD was designed under the constraint of minimizing the intermediate state occupation, future work could potentially design an optimized trajectory within our theoretical framework to maximize robustness to specific experimental fluctuations. The cyan data points extract the optimal pulse shape for each specific Δ. This reveals that
, indicating that more correction is needed to achieve the maximal transfer efficiencies when Δ ≠ 0.
Time-Resolved Excited State | ⟩ Population
Measurements of the time-resolved photoluminescence (PL) during our protocols provide additional insight beyond final state population measurements by revealing the internal dynamics responsible for the enhanced transfer. As explained in SI Section 1, our superadiabatic transitionless driving scheme utilizes the | 2 ⟩ excited state as a resource to "dress" the dark state trajectory of normal STIRAP (which does not occupy | 2 ⟩ in the adiabatic limit). By design, SATD and MOD-SATD begin to accumulate population in the excited state during the first half of the trajectory, and begin to coherently retrieve that population out of the excited state starting in the second half of the trajectory. In Fig. S14a left, we show the PL, proportional to the occupation of | 2 ⟩, for the three protocols for Ω = 2 • 113 MHz. Using simultaneously acquired Rabi oscillations at the same optical power, we can convert the measured PL into | 2 ⟩ population. In Fig. S14a right, we show the | 2 ⟩ population from our model calculation, which provides a strong qualitative match. The slightly higher experimental | 2 ⟩ populations in the data are consistent with imperfect implementation (transitions out of the protocol's dark state) and with the lower realized transfer efficiencies as compared to model seen in Fig. S11 . Nevertheless, all qualitative features are consistent between data and model across the full range of Ω as shown in false color maps of Fig. S14 . The first "hump" in the SATD and MOD-SATD protocols stays pinned to the center of the protocol, evidencing the intentional occupation of the excited state by the protocol. In contrast, unintentional occupation of | 2 ⟩ by non-adiabatic transitions during the adiabatic protocol drifts to earlier times as Ω is increased, since it can be thought of as analogous to a driven Rabi-like oscillation. Moreover, the ~20% reduced occupation of | 2 ⟩ by MOD-SATD as compared to SATD is confirmed by these measurements. (Vitanov) pulse. The PL data corroborate the design of MOD-SATD to occupy | 2 ⟩ less than SATD, allowing it to be less sensitive to the dissipation of the excited state. As Ω increases for all protocols, the occupation of | 2 ⟩ becomes lower and lower, reflecting the fact that the superadiabatic protocols converge to the base adiabatic pulse in the adiabatic limit. Weaker secondary oscillations in the MOD-SATD and SATD protocols stem from the imperfect initialization and non-unity transfer efficiency (due to spectral hopping and dissipation).
Qualifying the Effect of Incoherent Transfer
As the data and model results in the above sections have focused on population transfer, a question concerns to what extent the transfer is coherent versus incoherent. To clarify this issue, we discuss in this section measurements and modeling of the coherent transfer of superpositions (see also main text Fig. 4 ). As shown in pulse sequence in Fig. S8b , we initialize a superposition state | ⟩ = 1 √2 ⁄ (�0⟩ + �−1⟩) and aim to transfer the initialized phase via STIRAP to the ideal state | ⟩ = 1 √2 ⁄ ��0⟩ + �+1⟩�. Only coherent STIRAP transfer between |−1⟩ and | + 1⟩ propagates the phase of the initialized state, whereas spontaneous emission (finite lifetime), excited state dephasing, or spectral hopping all lead to decoherence of the transferred phase in the |0⟩ / |+1⟩ subspace. Starting with | ⟩, these effects will lead to a final mixed state. At the end of the protocol, the submatrix of the total density matrix in the subspace {|+1⟩, |0⟩} takes the form
and has a trace smaller than 1 (i.e., � ( )� ≤ 1) since there can be some population in the rest of the system (in states |−1⟩ and | 2 ⟩). This submatrix can then be decomposed as a sum of coherent and incoherent contributions
where the fully coherent part has to satisfy by definition
We can interpret +1,+1 = +1, ℎ as the population that has been transferred from | − 1⟩ to | + 1⟩ coherently. To proceed, we first fix the coherent population in the state |0⟩ ( 0,0 ) by using the fact that |0⟩ is not addressed by the resonant couplings and hence does not participate in the coherent dynamics. Its population can only be increased incoherently, via population decay from the excited state. It is thus natural to fix 0,0 such that the population of |0⟩ associated with ℎ is equal to 1/2 (the initial |0⟩ population for | ⟩). This gives:
and using Eq. 4.9 and +1,+1 = +1, ℎ , we obtain
where +1, ℎ ∈ [0,0.5].
The experimental measurement projects the final state, described by ( ), onto the basis states | ⟩ = 1 √2 ⁄ (|0⟩ +|+1⟩) and | ⟩ = 1 √2 ⁄ (|0⟩ + |+1⟩), to give the two quantities:
By varying the initialized phase , the projections will acquire oscillating components due to and we define the oscillating part of the projections as (4.12)
(4.13)
The actual measurement quantities are proportional to ′ and ′ by a scaling factor for the photoluminescence (PL) count rate. To determine this scaling factor, we measure the PL count rate for a reference state: for example, for the pure state 1 √2 ⁄ (|0⟩ +|+1⟩) created directly by microwaves. Assuming this state to be ideal, we obtain the PL count rate for ′ = 1/2. Normalizing by this quantity, we obtain the 'quadrature amplitudes' used in the main text
14)
where 2 • +1, ℎ ∈ [0,1]. In Fig. 4b of the main text, we display the components and on a polar plot to visualize the transferred phase . From Eq. 4.14, we see that the average radius √ 2 + 2 , which we define as the "phase visibility" ( ), is the quantity � 2 • +1, ℎ . In the superposition transfer, we attempted to transfer only half the population: −1,−1 = 1/2 initially. Hence, twice the final coherent population in |+1⟩ for the superposition transfer (2 • +1, ℎ ) can be compared to the previously defined population transfer efficiency , where we attempted to transfer the full population in |−1⟩ ( −1,−1 = 1). Since includes both coherent and incoherent contributions, ≥ 2 ⋅ +1, ℎ .
In Fig. S16 a, b , we compare the experimental phase visibility squared 2 = 2 • +1, ℎ and the population transfer efficiencies as the SATD and MOD-SATD pulse shapes ℎ are varied for Ω = 2 • 129 MHz. We first remark that 2 and display very similar dependencies on ℎ , and that the ℎ that maximizes both metrics are within statistical error of each other.
This experimentally confirms the deviation ℎ < is intrinsic to the coherent transfer.
Next, we remark on the quantitative comparison of 2 versus the population transfer efficiency E. For Ω = 2 • 129 MHz, the maximal population transfer efficiency for MOD-SATD (SATD) is 92.1% (88.5%), and the maximal 2 is 82.3% (76.1%). In contrast, for the adiabatic pulse at this optical power, the population transfer efficiency is 59.6% and 2 is 31.4%. This demonstrates the superadiabatic protocols possess an even greater advantage for coherent transfer than for population transfer. In general, the phase visibility is limited by both the efficiency of the population transfer and the amount of decoherence during transfer. Ultimately these terms are controlled by the dissipation in the excited state (its spontaneous emission, dephasing, and energy uncertainty), and hence the less occupation of | 2 ⟩ (both intentional and unintentional) improves the phase transfer. This also confirms that the deviation ℎ < , is intrinsic to the coherent superadiabatic dynamics and is due to the presence of dissipation and of fluctuations from one-photon resonance.
Decay Rate of Transfer Efficiency due to | ⟩ Occupation
In this section, we consider an alternative metric on the improvements of the SATD protocols by extracting an effective decay rate R of the transfer efficiency. Given the transfer efficiency E for a protocol of duration L, we can define a transfer efficiency decay rate R via the relation:
= exp (− ). (4.15)
In Fig. S17a , we recast the data in Fig. 3 of the main text by plotting the extracted decay rate R versus the population transfer rate, given by the inverse pulse length (1/L). We find the MOD-SATD and SATD protocols achieve significantly lower efficiency decay rates R than the adiabatic protocol does as the transfer rate increases.
Figure S17. Relation between decreasing transfer efficiency and increasing | 2 ⟩ occupation. The analysis here is based on data in Fig. 3 of the main text, where Ω = 2 • 122 MHz. a) Effective decay rate R of the transfer efficiency versus the transfer rate (1⁄ ). b) The increased decay rates R for SATD and MOD-SATD for higher transfer rates (diminishing L) partly stem from greater participation of the dissipative excited level | 2 ⟩ in the 'dressed dark state' dynamics. The integrated | 2 ⟩ occupation over the protocol duration as a function of different transfer rates is shown for unitary evolution and shows a similar trend to the extracted R. c) Assuming that the transfer efficiency diminishes at a rate proportional to the integrated | 2 ⟩ occupation, we can approximately describe both the MOD-SATD and SATD behaviors by a constant of proportionality 2 ⁄ ~ 20 MHz that contains contributions from fundamental | 2 ⟩ dissipation mechanisms.
For the superadiabatic protocols, the increase in R with increasing transfer rate can be partly understood by the increased intentional occupation of the dissipative excited level | 2 ⟩ for the 'dressed dark state' trajectory. To normalize by this occupation and compare the data to more fundamental decoherence properties of | 2 ⟩, we estimate the total integrated occupation of | 2 ⟩ for each protocol duration. Assuming unitary dynamics, we compute the quantity I:
where ( ) is the dressed-dark state trajectory (one that achieves perfect unitary superadiabatic transfer) for a particular pulse length L. As L decreases, ( ) increases, with MOD-SATD exhibiting ~20% lower occupations than SATD does (Fig. S17b) . We assume a phenomenological dependence for the transfer efficiency on ( ):
where is a normalized rate that characterizes the decay of the transfer efficiency due to excited state occupation. In Fig. S17c , we fit the MOD-SATD and SATD transfer efficiencies simultaneously to this phenomenological form using their respective calculated ( ). We obtain best-fit values = 1.05 ± 0.01 and 2 ⁄ = 20 ± 1.6 MHz. In particular, the rate 2 ⁄ ~ 20 MHz from this rough estimate of the integrated | 2 ⟩ population is comparable in magnitude to the measured dissipation rates of | 2 ⟩. These include the excited state decay rate 1 (2 1 ) ⁄ = 14.3 MH (or more specifically (Γ 0 + Γ −1 ) 2 ⁄ = 5.9 MHz for population decay into non-target states) and the orbital dephasing rate Γ 2 ⁄ ~ 8.8 MHz, where a weighted sum of these dissipation rates would contribute to the normalized rate 2 ⁄ . Importantly, the analysis here does not consider the intrinsic non-optimality of the applied superadiabatic pulses due to dissipation in the dynamics or spectral hopping. These additional effects, which also depend on the transfer rate, may increase the perceived beyond the pure rates for | 2 ⟩ decoherence.
