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Abstract
Perturbation bounds for invariant subspaces and eigenvalues of complex matrices are pre-
sented that lead to absolute as well as a large class of relative bounds. In particular it is shown
that absolute bounds (such as those by Davis and Kahan, Bauer and Fike, and Hoffman and
Wielandt) and some relative bounds are special cases of ‘universal’ bounds. As a consequence,
we obtain a new relative bound for subspaces of normal matrices, which contains a devia-
tion of the matrix from (positive-) definiteness. We also investigate how row scaling affects
eigenvalues and their sensitivity to perturbations, and we illustrate how the departure from
normality can affect the condition number (with respect to inversion) of the scaled eigenvec-
tors.
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1. Introduction
Traditionally perturbation bounds for eigenvalues bound the absolute error in the
perturbed eigenvalue. In contrast, the newer relative perturbation bounds bound a
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measure of relative error [9]. Similarly, absolute bounds for invariant subspaces
bound the angle between original and perturbed subspace in terms of an absolute
eigenvalue difference, while relative bounds contain a relative eigenvalue difference
[11].
Usually one is interested in the differences between absolute and relative bounds.
For instance, under what circumstances is a relative bound tighter than an absolute
bound? Here we focus instead on the similarities, and in particular on the ‘heritage’
of the bounds. For general purpose perturbation bounds, i.e. those that do not exploit
structure such as symmetry or grading of the matrix, we exhibit ‘universal’ bounds
that lead to absolute as well as a large class of relative bounds.
In Section 2 notation and facts for invariant subspaces are established. The uni-
versal subspace bound is proved in Section 3, and Section 4 presents existing bounds
that are special cases of the universal bound. In Section 5 we derive a universal
eigenvalue bound for diagonalizable matrices in the two-norm, and in Section 6 in
the Frobenius norm. The effect of row scaling on eigenvalues and their perturbation
bounds is investigated in Section 7.
Notation. I is the identity matrix; ‖ · ‖2 is the two-norm; ‖ · ‖F the Frobenius norm;
and ‖ · ‖ stands for both norms. The conjugate transpose of a matrix A is A∗; and A†
is the Moore–Penrose inverse. The condition number with respect to inversion of a
full-rank matrix Y is κ(Y ) ≡ ‖Y‖2‖Y †‖2.
2. Invariant subspaces
Let A be a complex square matrix. A subspace S is an invariant subspace
of A if Ax ∈S for every x ∈S (cf. [6, Section 1.1] and [18, Section I.3.4]).
Let the perturbed matrix A+ E have an invariant subspace Sˆ. As in [10, Section
2] set
sin ≡ PPˆ,
where P is the orthogonal projector onto S⊥, and Pˆ is the orthogonal projector
onto Sˆ. When dim(S) = dim(Sˆ), the singular values of PPˆ are the sines of
the principal angles between S and Sˆ (cf. [7, Section 12.4.3] and [18, Theorem
I.5.5]). The goal is to bound ‖ sin‖, where ‖ · ‖ is the two-norm or the Frobenius
norm.
We make frequent use of the following fact (see e.g. [6, (1.5.5)] and [12, Theorem
5.8.4]):
PA = PAP, (A+ E)Pˆ = Pˆ (A+ E)Pˆ . (2.1)
The first equality holds because S⊥ is an invariant subspace of A∗ [18, Theorem
V.1.1].
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3. A universal subspace bound
For general complex matrices, a basis-free bound for ‖ sin‖ is derived.
Let A and A+ E be complex, non-singular matrices. Define a separation between
A and A+ E, with regard to the subspaces S and Sˆ as
sepk,l ≡ min‖Z‖=1,PZPˆ=Z ‖P(A
1−kZ(A+ E)−l − A−kZ(A+ E)1−l )Pˆ ‖,
where k and l are real numbers, and the powers are to be interpreted according to
[8, Definition 6.2.4]. In all results to follow we assume sepk,l > 0. The likelihood of
this happening is discussed in Remark 3.1 below.
Theorem 3.1. If A and A+ E are non-singular and if sepk,l > 0, then
‖ sin‖  ‖A−kE(A+ E)−l‖/sepk,l .
Proof. From E = (A+ E)− A follows
A−kE(A+ E)−l = A−k(A+ E)1−l − A1−k(A+ E)−l ,
and (2.1) implies
PA−kE(A+ E)−lPˆ
= PA−k sin(A+ E)1−l Pˆ − PA1−k sin(A+ E)−lPˆ.
Hence
‖A−kE(A+ E)−l‖  ‖PA−kE(A+ E)−lPˆ‖  sepk,l‖ sin‖,
since sin = P sinPˆ. 
The following lemma expresses the separation in terms of eigenvalues when the
matrices are diagonalizable. Let A and A+ E be diagonalizable. Then there are ma-
trices Y and Xˆ with linearly independent columns so that S⊥ = range(Y ), Sˆ =
range(Xˆ), and
Y ∗A = Y ∗, (A+ E)Xˆ = Xˆˆ,
where  and ˆ are diagonal. Denote the two-norm condition numbers of these bases
by, respectively,
κ ≡ ‖Y‖2‖Y †‖2, κˆ ≡ ‖Xˆ‖2‖Xˆ†‖2.
In the case of diagonalizable matrices the Frobenius-norm separation can be bounded
in terms of an eigenvalue separation.
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Lemma 3.2. If A and A+ E are diagonalizable and non-singular, then in the
Frobenius norm
sepk,l 
1
κκˆ
min
λ∈,λˆ∈ˆ
|λ− λˆ|
|λ|k|λˆ|l ,
where the minimum ranges over all diagonal elements λ of  and all diagonal ele-
ments λˆ of ˆ.
Proof. The proof is similar to those for the Sylvester equations in [14, Section 2.4].
Let Y = QR and Xˆ = QˆRˆ be QR decompositions, where Q and Qˆ have ortho-
normal columns, and R and Rˆ are non-singular. Let Z0 be a matrix that attains
the minimum in sepk,l . From P = QQ∗ and Pˆ = QˆQˆ∗ follows in the Frobenius
norm
sepk,l =
∥∥R−∗(1−kY ∗Z0Xˆˆ−l − −kY ∗Z0Xˆˆ1−l)Rˆ−1∥∥F

∥∥1−kY ∗Z0Xˆˆ−l − −kY ∗Z0Xˆˆ1−l∥∥F
‖R‖2‖Rˆ‖2
 1
κκˆ
min
λ∈,λˆ∈ˆ
|λ− λˆ|
|λ|k|λˆ|l ,
where the last inequality is obtained by considering individual elements of the matrix
inside the norm, summing them up according to ‖M‖2F =
∑
i,j |Mij|2 and using the
fact
‖Y ∗Z0Xˆ‖F  ‖PZ0Pˆ ‖F‖R−1‖2‖Rˆ−1‖2
= 1‖R−1‖2‖Rˆ−1‖2
. 
Consequently, the bound in Theorem 3.1 can be expressed in terms of an eigen-
value separation when the matrices are diagonalizable.
Corollary 3.3. If A and A+ E are diagonalizable, then
‖ sin‖F  κκˆ‖A−kE(A+ E)−l‖F
/
min
λ∈,λˆ∈ˆ
|λ− λˆ|
|λ|k|λˆ|l ,
provided the denominator is positive. Here the minimum ranges over all diagonal
elements λ of  and all diagonal elements λˆ of ˆ.
Remark 3.1. When A and A+ E are normal it is unlikely that sepk,l = 0, unless
sin = 0 or the eigenvalue separation is zero.
The reason is as follows. Consider the proof of Lemma 3.2, when Y and Xˆ have
orthogonal columns, and set W ≡ Y ∗Xˆ. Then for sepk,l in the Frobenius norm,
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sep2k,l =
∥∥1−kY ∗Z0Xˆˆ−l − −kY ∗Z0Xˆˆ1−l∥∥2F

∥∥1−kW ˆ−l − −kW ˆ1−l∥∥2F
=
∑
i,j
∣∣∣∣∣∣
(ii − ˆjj)wij
kiiˆ
l
jj
∣∣∣∣∣∣
2
,
where Z0 is replaced by sin = YY∗XˆXˆ∗ = YWXˆ∗ in the upper bound. The sum is
zero if ii = ˆjj for all i and j, or if W = 0.
4. Existing subspace bounds
We show that specific values for k and l in Theorem 3.1 and Corollary 3.3 lead to
existing bounds. We also derive a new relative bound for normal matrices that reduces
to an existing bound in the special case of Hermitian positive-definite matrices.
Let A and A+ E be complex square matrices.
Case k = l = 0. Theorem 3.1 is identical to the absolute bound [10, Theorem
3.1],
‖ sin‖  ‖E‖/sep0,0,
where
sep0,0 = min‖Z‖=1,PZPˆ=Z
∥∥PAZ − Z(A+ E)Pˆ∥∥,
since (2.1) and Z = PZPˆ imply PZ(A+ E)Pˆ = Z(A+ E)Pˆ .
When A and A+ E are diagonalizable, Theorem 3.1 implies the Frobenius norm
bound (cf. [10, Theorem 5.1] and [11, Theorem 3.4])
‖ sin‖F  κκˆ‖E‖F
/
min
λ∈,λˆ∈ˆ
|λ− λˆ|.
When A and A+ E are normal, one obtains one of Davis and Kahan’s sin Theo-
rems (cf. [2, Section 6] and [3, Section 2]),
‖ sin‖F  ‖E‖F
/
min
λ∈,λˆ∈ˆ
|λ− λˆ|.
Case k = 1, l = 0. Theorem 3.1 is identical to the relative bound [10, Theorem
3.2],
‖ sin‖  ‖A−1E‖
/
sep1,0,
where
sep1,0 = min‖Z‖=1,PZPˆ=Z
∥∥PA−1(PAZ − Z(A+ E)Pˆ )∥∥,
because (2.1) and PZPˆ = Z imply PZPˆ = PA−1PAZ.
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When A and A+ E are diagonalizable, Theorem 3.1 implies the Frobenius norm
bound (cf. [10, Theorem 5.1] and [11, Theorem 3.4])
‖ sin‖F  κκˆ‖A−1E‖F
/
min
λ∈,λˆ∈ˆ
|λ− λˆ|
|λ| .
Case k = l = 1/2. Theorem 3.1 reduces to the relative bound
‖ sin‖  ∥∥A−1/2E(A+ E)−1/2∥∥/sep 1
2 ,
1
2
,
where
sep 1
2 ,
1
2
= min
‖Z‖=1,PZPˆ=Z
∥∥PA−1/2(PAZ − Z(A+ E)Pˆ )(A+ E)−1/2Pˆ∥∥.
When A and A+ E are diagonalizable, Theorem 3.1 implies
‖ sin‖F  κκˆ‖A−1/2E(A+ E)−1/2‖F
/
min
λ∈,λˆ∈ˆ
|λ− λˆ|√
|λλˆ|
.
When A and A+ E are also normal, Theorem 3.1 implies the following rela-
tive Frobenius norm bound, which contains a quantity δ that can be interpreted as a
deviation of A+ E from definiteness.
Theorem 4.1. If A and A+ E are normal and non-singular, sep 1
2 ,
1
2
> 0, and
η2 ≡
∥∥A−1/2EA−1/2∥∥2 < 1,
then
‖ sin‖F  δ ηF√1 − η2
/
min
λ∈,λˆ∈ˆ
|λ− λˆ|√
|λλˆ|
,
where
ηF ≡
∥∥A−1/2EA−1/2∥∥F, δ ≡ ∥∥A1/2UˆA−1/2∥∥1/22 ,
and Uˆ is a unitary polar factor of A+ E.
Proof. Lemma 3.2 implies
sep 1
2 ,
1
2
 min
λ∈,λˆ∈ˆ
|λ− λˆ|√
|λλˆ|
.
For the remaining factor in the bound we show∥∥A−1/2E(A+ E)−1/2∥∥F  δηF/√1 − η2,
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similar to [11, Theorem 3.6]. Start with∥∥A−1/2E(A+ E)−1/2∥∥F  ηF∥∥A1/2(A+ E)−1/2∥∥2.
Let A = UH and A+ E = UˆHˆ be polar factorizations, where U and Uˆ are uni-
tary, and H and Hˆ Hermitian positive-definite. We use the fact that polar factors of
normal matrices commute [4, Lemma 3.2] and
A1/2(A1/2)∗ = H = (A1/2)∗A1/2
for any normal, non-singular matrix A. If λi(A) denotes an eigenvalue of A, then∥∥∥A1/2(A+ E)−1/2∥∥∥2
2
= ∥∥A1/2Hˆ−1(A1/2)∗∥∥2
=max
i
|λi(Hˆ−1H)|
=max
i
|λi(Uˆ(A+ E)−1AU∗)|
=max
i
|λi(UˆA−1/2(I + A−1/2EA−1/2)−1A1/2U∗)|
=max
i
|λi((I + A−1/2EA−1/2)−1A1/2U∗UˆA−1/2)|

∥∥(I − A−1/2EA−1/2)−1∥∥2∥∥A1/2U∗UˆA−1/2∥∥2
 1
1 − η2
∥∥A1/2UˆA−1/2∥∥2,
where the last inequality follows from [7, Lemma 2.3.3] and the fact that A1/2 and
U∗ commute. 
When A is Hermitian positive-definite, η2 < 1, and when A+ E is positive-
definite, δ = 1 (because Uˆ = I ). Thus, when A and A+ E are Hermitian positive-
definite, Theorem 4.1 implies the relative Frobenius norm bound (cf. [15, Theorem
1] and [14, Theorem 3.3]; see also [16, Theorem 1]),
‖ sin‖F  ηF√1 − η2
/
min
λ∈,λˆ∈ˆ
|λ− λˆ|√
λλˆ
.
For general, Hermitian indefinite matrices A and A+ E it is not easy to compare
the bound in Theorem 4.1 with existing bounds such as the ones in [17, Section 3.2],
because they are expressed in terms of hyperbolic eigenvector matrices and different
relative gaps. However, the bound in [17, Corollary 2], for instance, contains an
amplification factor κ(A)1/2, while our amplification factor is only bounded by
δ  κ(A)1/4.
In this sense, we expect Theorem 4.1 to be no worse than the bounds in [17]. In
particular, δ ≈ 1 for well-conditioned matrices.
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Case k = 0, l = 1. Now the perturbed, instead of the true eigenvalue is in the
denominator of the separation
‖ sin‖  ∥∥E(A+ E)−1∥∥/sep0,1,
where
sep0,1 = min‖Z‖=1,PZPˆ=Z
∥∥(PAZ − Z(A+ E)Pˆ )(A+ E)−1Pˆ∥∥.
When A and A+ E are diagonalizable, Theorem 3.1 implies
‖ sin‖F  κκˆ
∥∥E(A+ E)−1∥∥F/ min
λ∈,λˆ∈ˆ
|λ− λˆ|
|λˆ| .
5. A universal eigenvalue bound in the two-norm
We bound, in the two-norm, the distance of a single perturbed eigenvalue λˆ to the
eigenvalues of a diagonalizable matrix A.
Let A be a complex, non-singular, diagonalizable matrix, and A+ E a complex
non-singular matrix with eigenvalue λˆ. Let A = XX−1 be an eigenvalue decom-
position of A, where
 =


.
.
.
λi
.
.
.


is a diagonal matrix whose diagonal elements are the eigenvalues λi of A, and
(A+ E)xˆ = λˆxˆ,
where xˆ is a non-zero vector. Let
κ ≡ ‖X‖2‖X−1‖2
be the two-norm condition number with respect to inversion of the eigenvector ma-
trix X.
Theorem 5.1. If A is diagonalizable, then
min
i
|λi − λˆ|
|λi |k|λˆ|l
 κ
∥∥A−kE(A+ E)−l∥∥2.
Proof. From (A+ E)xˆ = λˆxˆ follows
xˆ =−(A− λˆI )−1Exˆ
=−(A− λˆI )−1AkA−kE(A+ E)−l (A+ E)lxˆ
=−(λˆ−lA1−k − λˆ1−lA−k)−1A−kE(A+ E)−l xˆ.
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Now apply the eigenvalue decomposition of A, take norms on both sides and use the
fact that
1∥∥(λˆ−l1−k − λˆ1−l−k)−1∥∥2 = mini
|λi − λˆ|
|λi |k|λˆ|l
. 
Several existing bounds follow as special cases from Theorem 5.1.
Case k = l = 0. Theorem 5.1 is identical to one of the absolute bounds by Bauer
and Fike [1, Theorem IIIa]
min
i
|λi − λˆ|  κ‖E‖2.
Case k = 1, l = 0. Theorem 5.1 is identical to the relative bound [4, Corollary
2.2]
min
i
|λi − λˆ|
|λi |  κ‖A
−1E‖2.
Case k = 0, l = 1. Theorem 5.1 is identical to a relative bound, where the per-
turbed eigenvalue is in the denominator,
min
i
|λi − λˆ|
|λˆ|  κ‖E(A+ E)
−1‖2.
6. A universal eigenvalue bound in the Frobenius norm
We bound, in the Frobenius norm, the distances of all eigenvalues of A+ E to
those of A.
Let A and A+ E be complex, non-singular, diagonalizable matrices. Denote by
A = XX−1, A+ E = XˆˆXˆ−1,
eigenvalue decompositions, where
 =

. . . λi
.
.
.

 , ˆ =


.
.
.
λˆi
.
.
.


are diagonal matrices whose diagonal elements are the eigenvalues of A and A+ E,
respectively. Also let
κ ≡ ‖X‖2‖X−1‖2, κˆ ≡ ‖Xˆ‖2‖Xˆ−1‖2
be the two-norm condition numbers with respect to inversion of the eigenvector ma-
trices X and Xˆ, respectively.
Theorem 6.1. If A and A+ E are diagonalizable, then there is permutation τ such
that
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i
(
|λi − λˆτ (i)|
|λi |k|λˆτ (i)|l
)2
 κκˆ
∥∥A−kE(A+ E)−l∥∥F.
Proof. The proof proceeds analogously to the one for [4, Theorem 5.1]. 
Several existing bounds are special cases of Theorem 6.1.
Case k = l = 0. Theorem 6.1 is identical to the absolute bound of the extended
Hoffman–Wielandt theorem by Elsner and Friedland [5, Theorem 3.1],√∑
i
|λi − λˆτ (i)|2  κκˆ‖E‖F.
Case k = 1, l = 0. Theorem 6.1 is identical to the relative bound [4, Corollary
5.2], as well as the multiplicative bound [13, Theorem 2.1′] with D1 = I and D2 =
I + A−1E,√√√√∑
i
(
|λi − λˆτ (i)|
|λi |
)2
 κκˆ‖A−1E‖F.
7. Effect of scaling
We examine how row scaling affects eigenvalues and their perturbation bounds.
The motivation is the following. In the two-norm bound for k = 1, l = 0 in Sec-
tion 5,
min
i
|λi − λˆ|
|λi |  κ‖A
−1E‖2,
the term A−1E is invariant under row scaling, because if we row-scale A and A+ E
to DA and D(A+ E) for some non-singular D, then (DA)−1(DE) = A−1E. Hence
the row-scaled matrices have the same relative backward error as the original matri-
ces. This is also true for the corresponding Frobenius norm bound in Section 6. Two
questions arise: First, how do the eigenvalues change under row scaling? Second,
how does the condition number κ of the eigenvectors change under row scaling?
7.1. Effect of scaling on eigenvalues
We determine relations between the eigenvalues of A and DA.
Let A and D be complex matrices of order n, and let λi be the eigenvalues of A
and µi the eigenvalues of DA, ordered in decreasing magnitude
|λn|  · · ·  |λ1|, |µn|  · · ·  |µ1|.
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First, the eigenvalue products of A and DA differ by the determinant of D,
µ1 · · ·µn = det(D)λ1 · · · λn,
a consequence of det(DA) = det(D) det(A). This equality suggests that the change
in eigenvalues is determined mostly by D alone, without the influence of other fac-
tors, such as the eigenvector conditioning κ .
Second, if A is normal, then the ratio of corresponding eigenvalues is bounded by
‖D‖,
|µi |  ‖D‖|λi |, 1  i  n,
which follows from the singular value product inequalities [8, Theorem 3.3.16(d)].
Third, when A is only diagonalizable, the corresponding bound turns into a rela-
tion between partial eigenvalue products,
|µ1 · · ·µi |  (κ‖D‖)i |λ1 · · · λi |, 1  i  n,
which follows from [8, Theorem 3.3.2]. However this bound is not likely to be tight
due to the presence of the eigenvector condition number κ .
7.2. Effect of scaling on eigenvector condition number: matrices of order 2
We examine the effect of row scaling on the condition number with respect to
inversion of the eigenvectors.
In particular, we want to know how the condition number for the eigenvectors of
DA compares to κ , the condition number of the eigenvectors of A. If the two eigen-
vector condition numbers have the same order of magnitude, then the perturbation
bounds for the eigenvalues of A and DA provide similar estimates. In this case, the
eigenvalues of the scaled matrix DA are about as sensitive to perturbations as the
eigenvalues of A, and the scaling has not done any harm.
In general, by how much can the condition numbers for eigenvectors of DA and
A differ? To get a feeling for the condition number of the eigenvectors of a scaled
matrix, we first consider matrices of order 2.
The original problem. Consider a non-singular diagonalizable triangular matrix
A ≡
(
λ1 η
λ2
)
, where λ1 /= λ2, λ1λ2 /= 0.
An eigendecomposition is A = XX−1, where
 ≡
(
λ1
λ2
)
, X ≡
(
1 ξ
1
)
, ξ ≡ η
λ2 − λ1 .
Since ‖X‖F = ‖X−1‖F =
√
2 + |ξ |2, the Frobenius norm condition number of the
eigenvectors is
κF(X) ≡ ‖X‖F‖X−1‖F = 2 +
∣∣∣∣ ηλ2 − λ1
∣∣∣∣
2
.
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The condition number is small if |η||λ1 − λ2|. This means the eigenvalues of A
are well-conditioned if the non-normality η is not much larger than the absolute
eigenvalue separation.
The scaled problem. The row scaling is given by a non-singular diagonal matrix
D ≡
(
d1
d2
)
, where d1d2 /= 0.
We also assume that d1λ1 /= d2λ2, so
DA =
(
d1λ1 d1η
d2λ2
)
is diagonalizable with distinct eigenvalues. An eigendecomposition isDA=X˜˜X˜−1
with
X˜ ≡
(
1 ξ˜
1
)
,
and
ξ˜ ≡ d1η
d2λ2 − d1λ1 = −
η
λ1
1
1 − ω, where ω ≡
d2
d1
λ2
λ1
.
The factor |η|/|λ1| can be interpreted as a relative departure of A from normality,
while ω is a measure for the eigenvalue separation of DA.
The eigenvector condition number κF(X˜) = 2 + |ξ˜ |2 indicates how sensitive the
eigenvalues of DA are to perturbations in the matrix. Since, by assumption, ω /= 1,
we distinguish two cases.
|ω| < 1:
ξ˜ = − η
λ1
(1 + O(ω)) ,
and the condition number for the eigenvectors of DA is bounded by
κF(X˜)  2 +
∣∣∣∣ ηλ1
∣∣∣∣
2
(1 + O(|ω|)) .
|ω| > 1:
ξ˜ = − η
λ1
1
ω
(
1 + O
(
1
ω
))
,
and the condition number for the eigenvectors of DA is bounded by
κF(X˜)  2 +
∣∣∣∣ ηλ1
∣∣∣∣
2 1
|ω|2
(
1 + O
(
1
|ω|
))
.
We conclude that for diagonalizable triangular matrices of order 2, the condition
number of the eigenvectors of DA is governed by the relative departure from normal-
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ity |η|/|λ1| of A. If the relative departure from normality of A is moderate or low, then
eigenvector matrices of any row scaling DA are well-conditioned with respect to in-
version and the eigenvalues of the row scaled matrix DA are well-conditioned. When
|d2λ2| > |d1λ1| (i.e. |ω| > 1) the scaling can even improve the condition number of
the eigenvectors.
Therefore the conditioning of the eigenvalues of a scaled 2 × 2 triangular matrix
is governed by the relative departure from normality of the original matrix.
7.3. Effect of scaling on eigenvector condition number: matrices of order n
We extend the above observations for matrices of order 2 to matrices of order n.
The original problem. Consider the diagonalizable triangular matrix
A ≡
( n− k k
n− k T1 N
k T2
)
of order n, where T1 and T2 are triangular, and the eigenvalues of T1 are different
from those of T2. A similarity transformation to block diagonal form isA = XX−1,
where
 ≡
(
T1
T2
)
, X ≡
(
I X1
I
)
,
and X1 satisfies X1T2 − T1X1 = N . The condition number of the similarity trans-
formation is
κF(X) ≡ ‖X‖F‖X−1‖F = n+ ‖X1‖2F.
To extract X1, consider one column of X1T2 − T1X1 = N at a time and stack
up the columns. The result is a non-singular, block-lower triangular system of order
k(n− k), which in the case k = 3 looks like


(T2)11I(T2)12I (T2)22I
(T2)13I (T2)23I (T2)33I

−

T1 T1
T1





X1e1X1e2
X1e3

 =

Ne1Ne2
Ne3

,
where ei is the ith column of I. With ⊗ the Kronecker product and vec(A) the vector
of columns of A [8, Section 4.2], one can write X1T2 − T1X1 = N as [8, Section
4.3] [
(T T2 ⊗ I )− (I ⊗ T1)
]
vec(X1) = vec(N).
The scaled problem. Now consider the row scaled matrix DA, where
D ≡
(
D1
D2
)
,
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and D1 and D2 are non-singular diagonal. We also assume that the eigenvalues of
D1T1 are different from those of D2T2. Then
DA =
(
D1T1 D1N
D2T2
)
can be reduced to block-diagonal form via a similarity transformation. That is,DA =
X˜˜X˜−1 with
X˜ ≡
(
I X˜1
I
)
,
and X˜1 satisfies
X˜1D2T2 −D1T1X˜1 = D1N,
or
D−11 X˜1D2T2 − T1X˜1 = N.
In Kronecker product form this is[
((D2T2)
T ⊗D−11 )− (I ⊗ T1)
]
vec(X˜1) = vec(N).
Solving for X˜1 gives
vec(X˜1) = −(I −W)−1vec(T −11 N), where W ≡ (D2T2)T ⊗ (D1T1)−1.
As before, we interpret ‖vec(T −11 N)‖2 = ‖T −11 N‖F as a relative departure of A from
(block) normality, while ‖W‖2 indicates how far the two sets of eigenvalues of DA
are apart.
By assumption, the diagonal elements ofD1T1 andD2T2 are different, so ‖W‖2 /=
1. If ‖W‖2 < 1, then
‖X˜1‖F = ‖vec(X˜1)‖2 
∥∥vec(T −11 N)∥∥2
1 − ‖W‖2 =
∥∥T −11 N∥∥F
1 − ‖W‖2 ,
and the condition number for the similarity transformation is bounded by
κF(X˜)  n+
∥∥T −11 N∥∥2F(1 + O(‖W‖)).
Hence, if the relative departure from (block) normality of A is moderate or low, then
eigenvector matrices of any row scaling DA are well-conditioned with respect to
inversion and the eigenvalues of the row scaled matrix DA are well-conditioned.
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