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Abstract
A central limit theorem is developed for sums of independent but not identically distributed
stochastic processes multiplied by independent real random variables with mean zero. Weak
convergence of the Hoffmann–J^rgensen–Dudley type, as described in van der Vaart and
Wellner (Weak Convergence and Empirical Processes, Springer, New York, 1996), is utilized.
These results allow Monte Carlo estimation of limiting probability measures obtained from
application of Pollard’s (Empirical Processes: Theory and Applications, IMS, Hayward, CA,
1990) functional central limit theorem for empirical processes. An application of this theory to
the two-parameter Cox score process with staggered entry data is given for illustration. For
this process, the proposed multiplier bootstrap appears to be the ﬁrst successful method for
estimating the associated limiting distribution. The results of this paper compliment previous
bootstrap and multiplier central limit theorems for independent and identically distributed
empirical processes.
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1. Introduction
Pollard’s [10] functional central limit theorem, Theorem 10.6, for independent but
not identically distributed random processes has proven quite useful in establishing
*Corresponding author.
E-mail address: kosorok@biostat.wisc.edu.
1Supported by NIH/NCI Grant CA75142.
0047-259X/03/$ - see front matter r 2003 Elsevier Science (USA). All rights reserved.
doi:10.1016/S0047-259X(02)00040-4
weak convergence results for several difﬁcult statistical problems. Among other
beneﬁts, this general approach allows the practical use of nonidentically distributed
regression covariates—as happens when covariates are assumed ﬁxed or when a
biased coin study design (see [16], for example) is used—as well as independent but
nonidentically distributed censoring times (which can also occur as a design feature).
Two recent examples of research utilizing Pollard’s approach include the two-
parameter Cox score process (particularly as studied in [3]) and the semiparametric
accelerated failure time models of Lin et al. [8].
A major challenge for doing inference in these settings is that the limiting
distributions are frequently very difﬁcult to characterize. Unfortunately, the
nonidentically distributed nature of the data precludes the use of the usual bootstrap
and closely related multiplier central limit theorems for sums of independent and
identically distributed empirical processes [5,7,9,11,12]. For a superb overview of
these results, see [15, Chapters 2.9 and 3.6] (hereafter abbreviated VW). Extending
these results to independent but not identically distributed processes appears to be
nontrivial: this extension is the goal of the present paper.
The approach we take for obtaining bootstrap results for the independent but
nonidentically distributed setting is motivated by Pollard’s [10] functional central
limit theorem, although there are a number of other possible directions suggested by
functional central limit theorems either based on random and uniform-entropy [1] or
based on bracketing [2] as discussed in Chapter 2.11 of VW. A promising, related
approach based on uniformly integrable entropy is described in [17]. Although the
entropy conditions of these theorems are generally not as strong as the manageability
condition used in Pollard’s theorem, an important beneﬁt is that total boundedness
of the index set for the limiting stochastic process is a consequence—not a
condition—of the theorem. Moreover, the approach suggested by Pollard’s theorem
appears to lend itself most naturally to the kind of multiplier functional central limit
theorem we are seeking while requiring assumptions which appear to be reasonably
easy to verify in many practical settings.
Because of measurability issues which arise occasionally in statistics, particularly
in counting process settings, we take the Hoffmann–J^rgensen–Dudley (hereafter
abbreviated HJD) approach to weak convergence which utilizes outer measure as
outlined extensively in the ﬁrst section of VW.
In Section 2, we provide some necessary background, state Pollard’s functional
central limit theorem, and then introduce sufﬁcient measurability conditions. The
main theoretical results for the multiplier bootstraps are then given in Section 3. The
paper concludes in Section 4 with an application of these results to the two-
parameter Cox score process.
2. Weak convergence and measurability
We are interested in estimating the limiting distribution of sums of the formPmn
i¼1 fniðo; tÞ; where the real-valued stochastic processes ffniðo; tÞ; tAT ; 1pipmng;
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for nX1; are independent within rows on the probability space fO;W;Pg for
arbitrary index set T : We will assume the usual pointwise measurability of these
stochastic processes, i.e., fnið; tÞ : O/R is measurable for each tAT ; 1pipmn; and
all nX1: Consistent with the notation in VW, we will use En and Pn to denote outer
expectation and outer probability, respectively, in addition to the usual expectation
and probability, E and P; when measurability requirements are satisﬁed. For a map
h from a probability space to R; we will use hn to denote a measurable cover function
in accordance with Lemma 1.2.1 of VW. For the computation of outer expectations,
independence will always be understood to imply that the projections of the
probability spaces involved for ﬁxed n are products of the probability spaces
corresponding to each independent process. Sometimes function arguments or
subscripts will be suppressed for notational clarity. Let cNðTÞ denote the space of all
uniformly bounded, real functions on T ; and endow cNðTÞ with the uniform metric.
Also, for any pseodo-metric n on T ; let
UnðTÞ  fzAcNðTÞ : z is uniformly n-continuousg:
We need the following deﬁnition of manageability (Deﬁnition 7.9 of Pollard [10],
with minor modiﬁcation). First, for any set AARm; let Dmðx; AÞ be the largest k such
that there exist k points in A with the smallest Euclidean distance between any two
distinct points being greater than x (this is the packing number described in [10,
Deﬁnition 3.3]). Also let Fno  f½fn1ðo; tÞ;y; fnmnðo; tÞ	ARmn : tATg; and for any
vectors u; vARm; u}vARm is the pointwise product and jjujj is the Euclidean
distance.
Manageability: Call a triangular array of processes ffniðo; tÞg manageable, with
respect to the (nonnegative) envelopes FnðoÞ  ½Fn1ðoÞ;y; FnmnðoÞ	ARmn if there
exists a deterministic function l (the capacity bound) for which
(i)
R 1
0
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
log lðxÞp dxoN;
(ii) there exists NCO such that PnðNÞ ¼ 0 and for each oeN;
Dmnðxjja}FnðoÞjj; a}FnoÞplðxÞ;
for 0oxp1; all vectors aARmn of nonnegative weights, all nX1; and where l
does not depend on o or n:
We now state Pollard’s Functional Central Limit Theorem for the stochastic
process
Xnðo; tÞ 
Xmn
i¼1
½fniðo; tÞ  Efnið; tÞ	:
Theorem 1. Suppose the processes from the triangular array ffniðo; tÞ; tATg are
independent within rows and satisfy
(A) the ffnig are manageable, as defined above, with envelopes fFnig which are also
independent within rows;
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(B) Hðs; tÞ ¼ limn-N EXnðsÞXnðtÞ exists for every s; tAT ;
(C) lim supn-N
Pmn
i¼1 EF
2
nioN;
(D) limn-N
Pmn
i¼1 EF
2
nifFni4eg ¼ 0 for each e40; where fAg is the indicator of A;
(E) rðs; tÞ ¼ limn-N rnðs; tÞ; where
rnðs; tÞ 
Xmn
i¼1
Ejfnið; sÞ  fnið; tÞj2
 !1=2
;
exists for every s; tAT ; and for all deterministic sequences fsng and ftng in T ; if
rðsn; tnÞ-0 then rnðsn; tnÞ-0:
Then, provided we have sufficient measurability,
(i) T is totally bounded under the r pseudometric;
(ii) Xn converges HJD weakly on c
NðTÞ to a tight mean zero Gaussian process X
concentrated on UrðTÞ; with covariance Hðs; tÞ:
The proof is given in [10, Chapter 10]. The following condition on triangular
arrays provides sufﬁcient measurability for Theorem 1 (and for later results):
Almost measurable Suslin: Call a triangular array ffniðo; tÞ; tATg almost
measurable Suslin (AMS) if for all nX1; there exists a Suslin topological space
TnCT with Borel sets Bn such that
(i) Pn sup
tAT
inf
sATn
Xmn
i¼1
ðfniðo; sÞ  fniðo; tÞÞ240
 !
¼ 0;
(ii) For i ¼ 1;y; mn; fni :O Tn/R is WBn-measurable.
Lemma 1. If the triangular array ffniðo; tÞ; tATg is AMS, then it is sufficiently
measurable for the conclusions of Theorem 1 to hold and conditions (C) and (D) can be
weakened to
(C0) lim supn-N
Pmn
i¼1 E
nF2nioN;
(D0) limn-N
Pmn
i¼1 E
nF 2nifFni4eg ¼ 0 for each e40;
Remark 1. While FniðoÞ is often taken to be suptAT jfniðo; tÞj; and would thus be
measurable as a consequence of the AMS assumption, there are many settings where
other choices of envelopes would be more appropriate, such as when the ffnig are the
differences between two other manageable processes, e.g., fni ¼ gni  hni; i ¼
1;y; mn; nX1: In this example, the envelope suptAT jgniðo; tÞj þ suptAT jhniðo; tÞj
will frequently work better than suptAT jfniðo; tÞj; i ¼ 1;y; mn; nX1; in establishing
weak convergence.
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Proof of Lemma 1. For every Z; t40; let
f
Zt
ni ðo; tÞ  fniðo; tÞfðFniðoÞfFniðoÞ4ZgÞn4tg:
The ff Ztni ðo; tÞg are clearly measurable stochastic processes. The usual symmetriza-
tion arguments (see for example Theorem 2.2 of Pollard [10]) yield for any convex,
increasing F;
EnF sup
tAT
Xmn
i¼1
½f Ztni ðo; tÞ  Ef Ztni ð; tÞ	


 !
pEnF 2 sup
tAT
Xmn
i¼1
sif
Zt
ni ðo; tÞ


 !
;
where si; iX1; are independent Rademacher random variables (taking on the values
f1; 1g with equal probability). Furthermore, the AMS assumption gives us that
EnF 2 sup
tAT
Xmn
i¼1
sif
Zt
ni ðo; tÞ


 !
¼ EF 2 sup
tATn
Xmn
i¼1
sif
Zt
ni ðo; tÞ


 !
;
and we can now use Fubini’s Theorem to exchange the order of integration so that
Pollard’s [10] inequality 7.10 can be applied, for FðÞ ¼ j  j; to obtain
En sup
tAT
Xmn
i¼1
½f Ztni ðo; tÞ  Ef Ztni ð; tÞ	


pk En
Xmn
i¼1
F2niðÞfðFniðÞfFniðÞ4ZgÞn4tg
 !1=2
;
where koN does not depend on n: However,
lim sup
n-N
Xmn
i¼1
EnF 2niðÞfðFniðÞfFniðÞ4ZgÞn4tg
p lim sup
n-N
Xmn
i¼1
EnF 2niðÞfFniðÞpZgfðFniðÞfFniðÞ4ZgÞn4tg
pZt1 lim sup
n-N
Xmn
i¼1
EnF 2niðÞ
 !1=2 Xmn
i¼1
EnF 2niðÞfFniðÞ4Zg
 !1=2
¼ 0:
(Note that we must be extra careful in these inequalities on account of the properties
of outer measure.)
The same result holds true if we replace Z and t with sequences Zn and tn going
to zero slowly enough. Thus, without loss of generality, we can assume
ðFnifFni4ZngÞnptn: Furthermore,
Fnnip ðFnifFnipZngÞn þ ðFnifFni4ZngÞn
p Zn þ tn;
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and we can therefore assume, without loss of generality, that Fni is measurable with
FniðoÞpen for some sequence en going to zero as n-N; i ¼ 1;y; mn; nX1; for all
oeN; where PnðNÞ ¼ 0:
If we now denote hniðo; s; tÞ  fniðo; sÞ  fniðo; tÞ; the AMS condition again gives
us enough measurability that we can use Fubini’s Theorem at the appropriate
juncture to obtain
lim sup
n-N
En sup
s;tAT
Xmn
i¼1
h2niðo; s; tÞ  Eh2nið; s; tÞ


2
¼ 0:
Pollard’s arguments establishing that T is totally bounded under the r pseudo-metric
can now be applied. Now, for any sequence rn going to zero, let
unðoÞ ¼ rn þ sup
s;tAT :rðs;tÞorn
jrnðs; tÞ  rðs; tÞj þ sup
s;tATn
j #rnðo; s; tÞ  rnðs; tÞj;
where
#r2nðo; s; tÞ 
Xmn
i¼1
ðfniðo; sÞ  fniðo; tÞÞ2:
Based on previous arguments, un is measurable and goes to zero in probability. Now,
for any p : 1ppoN;
En sup
s;tAT :rðs;tÞorn
Xmn
i¼1
si½fniðo; sÞ  fniðo; tÞ	


p !
pE sup
s;tATn: #rnðo;s;tÞounðoÞ
Xmn
i¼1
si½fniðo; sÞ  fniðo; tÞ	


p !
;
and measurability again permits us to apply Fubini’s theorem as well as Pollard’s
inequality (10.8) to obtain that the right-hand side has expectation bounded by
EfjjFnðoÞjjpGðunðoÞ=jj2FnðoÞjjÞg;
where G is a continuous, increasing function with Gð0Þ ¼ 0: Thus we can utilize the
remaining arguments of Pollard’s proof, and the results follow. &
The following condition is stronger than AMS but is easier to verify for many
statistical applications:
Separability: Call a triangular array of processes ffniðo; tÞ; tATg separable if for
every nX1; there exists a countable subset TnCT such that
Pn sup
tAT
inf
sATn
Xmn
i¼1
ðfniðo; sÞ  fniðo; tÞÞ240
 !
¼ 0:
Lemma 2. If the triangular array of stochastic processes ffniðo; tÞ; tATg is separable,
then it is AMS.
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Proof. The discrete topology applied to Tn makes it into a Suslin topology by
countability, with resulting Borel sets Bn: For i ¼ 1;y; mn; fni :O Tn/R is
WBn-measurable since, for every aAR;
fðo; tÞAO Tn : fniðo; tÞ4ag ¼
[
sATn
fðo; sÞ : fniðo; sÞ4ag;
and the right-hand side is a countable union of WBn-measurable sets. &
The foregoing measurable Suslin condition is closely related to the deﬁnition given
in Example 2.3.5 of VW while the deﬁnition of separable arrays is similar in spirit to
the deﬁnition given in Section 2.3.3 of VW for sums of stochastic processes. The
modiﬁcations of these deﬁnitions presented in this paper have been made to
accommodate nonidentically distributed arrays for a broad scope of statistical
applications; however, ﬁnding the best measurability conditions is not the primary
goal.
3. Main results
We now present two multiplier central limit theorems that permit approximate
inference on Xn in spite of the complexity of the limiting distribution. The second
theorem establishes consistency of a multiplier bootstrap closely related to what
some authors call a wild bootstrap [12]. The ﬁrst theorem is a necessary intermediate
step. Let fzi; iX1g be a sequence of random variables satisfying
(F) The fzig are independent and identically distributed, on the probability space
fOz;Wz;Pzg; with mean zero and variance 1:
Denote mniðtÞ  Efnið; tÞ: The array of stochastic processes fzi½fniðo; tÞ 
mniðtÞ	; tATg; for nX1; can now be deﬁned on the product probability space
fO;W;Pg  fOz;Wz;Pzg: We ﬁrst consider weak convergence of the multiplier
process
X˜noðtÞ 
Xmn
i¼1
zi½fniðo; tÞ  mniðtÞ	:
For a metric space fD; dg; let BL1ðDÞ be the space of real-valued functions on D
with Lipschitz norm bounded by 1; i.e., for any fABL1ðDÞ; supxAD jf ðxÞjp1 and
jf ðxÞ  f ðyÞjpdðx; yÞ for all x; yAD: As described in the discussion following
Theorem 1.12.2 of VW, we know that Xn converges HJD weakly to X on D; where X
is Borel Measurable and separable, if and only if
sup
fABL1ðDÞ
jEnf ðXnÞ  Ef ðXÞj-0
as n-N: One of the appealing features of this approach to weak convergence is that
it nicely resolves certain measurability problems for multiplier processes as is done,
for example, in Theorem 2.9.6 of VW. In the following theorem, let Ez denote taking
expectation over the multipliers fzig conditional on the data ffnig:
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Theorem 2. Suppose the triangular array of stochastic processes ffniðo; tÞ; tATg
satisfies the conditions of Theorem 1 and is AMS. Suppose also that the sequence of
random variables fzig satisfies condition ðFÞ and is independent of ffnig: Then the
conclusions of Theorem 1 obtain, X˜no is asymptotically measurable, and
sup
hABL1ðcNðTÞÞ
jEzhðX˜noÞ  EhðXÞj-0 ð3:1Þ
in outer probability as n-N:
Remark 2. Theorem 2 implies that the multiplier process conditional on the data,
ffnig; accurately characterizes the distribution of sample paths of X and, if the fmnig
were known, could thus be used for inference on the limiting distribution of Xn:
In order to be able to take advantage of these results in practice, we will need
estimators #mni of mni; i ¼ 1;y; mn; nX1: We can then use Monte Carlo methods to
estimate the conditional distribution (given o) of the stochastic process
XˆnoðtÞ 
Xmn
i¼1
zi½fniðo; tÞ  #mniðo; tÞ	:
To this end, we have the following:
Theorem 3. Suppose the triangular array ffnig and the sequence fzi; iX1g satisfy
the conditions of Theorem 2. Suppose also that the array of estimators
f #mniðo; tÞ; tAT ; 1pipmn; nX1g is AMS and satisfies the following:
(G) suptAT
Pmn
i¼1 ½ #mniðo; tÞ  mniðtÞ	2 converges to zero in outer probability as
n-N;
(H) the stochastic processes f #mniðo; tÞg are manageable with envelopes fFˆniðoÞg;
(I) k3 Pmni¼1 ½FˆniðoÞ	2 converges to k in outer probability as n-N; for some
koN:
Then the conclusions of Theorems 1 and 2 obtain, Xˆno is asymptotically measurable,
and
sup
hABL1ðcNðTÞÞ
jEzhðXˆnoÞ  EhðXÞj-0 ð3:2Þ
in outer probability as n-N:
Remark 3. The above results essentially amount to weak convergence of Xˆno; given
o; to X : For example, suppose A is Borel subset of cNðTÞ with the property that
PfXA boundary of Ag ¼ 0; then PfXˆnoAAjogn converges in outer probability to
PfXAAg; as n-N: This follows from Lemma 1.9.2 and Theorem 1.12.2 of VW
combined with the Portmanteau Theorem (Theorem 1.3.4 of VW).
We need the following lemma before presenting the proofs of these theorems:
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Lemma 3. Let fYni; i ¼ 1;ymn; nX1g be a triangular array of mean zero real random
vectors in Rd ; independent within rows; and let fzi; iX1g satisfy condition ðFÞ and be
independent of fYnig: Suppose also that
(a) limn-N
Pmn
i¼1 EYniY
t
ni ¼ V0oN; where superscript t denotes transpose;
(b) for every Z40;
lim sup
n-N
Xmn
i¼1
EjjYnijj2fjjYnijj4Zg ¼ 0;
where jj  jj is the Euclidean norm on Rd :
Then
(i)
Pmn
i¼1 Yni converges weakly to Y0BNdð0; V0Þ;
(ii) sup
hABL1ðRd Þ
Ezh
Xmn
i¼1
ziYni
 !
 EhðY0Þ

-0
in probability, as n-N; where Rd is endowed with the uniform metric.
Proof. Part (i) follows from the Lindeberg–Feller central limit theorem. For part (ii),
note that (a) and (b) together imply that both
Pmn
i¼1 jjYnijj2fjjYnijj4Zg-0 andPmn
i¼1 YniY
t
ni-V0 in probability, as n-N; for every Z40: This now implies that
Ez
Pmn
i¼1 z
2
i YniY
t
ni-V0 also converges in probability. Fix Z40: Since
Ez
Xmn
i¼1
z2i jjYnijj2fjzij  jjYnijj4Zg
pEzðz2i fjzij4kgÞ
Xmn
i¼1
jjYnijj2 þ k2
Xmn
i¼1
jjYnijj2fjjYnijj4Z=kg;
for any positive koN; we have that the left-hand side converges to zero in
probability since we can choose k to make the ﬁrst expectation on the right-hand side
arbitrarily small. Since this is true for every Z40; we can now replace Z with a
sequence fZng going to zero. Thus for every subsequence n0; there exists a further
subsequence n00 such that limn00-N Ez
Pmn00
i¼1 z
2
i Yn00iY
t
n00i ¼ V0 and
lim sup
n00-N
Ez
Xmn00
i¼1
z2i jjYn00ijj2fjzij  jjYn00ijj4Zn00 g ¼ 0
almost surely. Thus, by the Lindeberg–Feller theorem combined with Theorem
1.12.2 of VW, we have with probability 1 that
lim
n00-N
sup
hABL1ðRd Þ
Ezh
Xmn00
i¼1
ziYn00i
 !
 EhðY0Þ

 ¼ 0:
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Since this is true for every subsequence n0; part (ii) follows by Lemma 1.9.2
of VW. &
Proof of Theorem 2. We will ﬁrst apply Theorem 1 and Lemma 1 to the array fzifnig
on the joint probability space deﬁned above. SinceXmn
i¼1
z2i ½fniðo; sÞ  fniðo; tÞ	2p max
1pipmn
z2i

 
#r2nðo; s; tÞ;
we have that this triangular array is AMS. For vectors uARmn ; let juj denote
pointwise absolute value and signðuÞ denote pointwise sign. Now, for any
nonnegative aARmn ;
Dmnðxjja}jznj}FnðoÞjj; a}zn}FnoÞ
¼ Dmnðxjj*a}FnðoÞjj; *a}signðznÞ}FnoÞ
¼ Dmnðxjj*a}FnðoÞjj; *a}FnoÞ;
where zn  fz1;y; zmngT ; since the absolute value of the fzig can be absorbed into
the a to make *a and since any coordinate change of sign does not effect the geometry
of Fno: Thus the foregoing triangular array is manageable with envelopes
fjzijFniðoÞg:
Clearly, EX˜noðsÞX˜noðtÞ ¼ EXnðsÞXnðtÞ;
Pmn
i¼1 E
nz2i F
2
ni ¼
Pmn
i¼1 E
nF2ni; and
Xmn
i¼1
Ez2i jfnið; sÞ  fnið; tÞj2
 !1=2
¼ rnðs; tÞ;
thus conditions (A), (B), ðC0Þ and (E) are satisﬁed. Now, for any Z40; we have for
any k40 thatXmn
i¼1
Enz2i F
2
nifjzijFni4ZgpEðz2i fjzij4kgÞ
Xmn
i¼1
EnF2ni
þ k2
Xmn
i¼1
EnF2nifFni4Z=kg:
Since the second term on the right-hand side goes to zero and the ﬁrst term can be
made arbitrarily small by choice of k; we have that condition ðD0Þ is also satisﬁed;
and thus, by both Theorem 1 and Lemma 1, X˜no converges HJD weakly to the same
limiting process X to which Xn converges. Hence X˜no is asymptotically measurable
by Lemma 1.3.8 of VW.
We will now justify the lack of any outer expectation in (3.1). Fix hABL1ðcNðTÞÞ:
Clearly, hðX Þ is measurable by the fact that X is Borel measurable. Fix oAO and
let a; bARmn ; with a ¼ ða1;y; amnÞ and b ¼ ðb1;y; bmnÞ; and denote X na ðtÞ ¼Pmn
i¼1 aiðfniðo; tÞ  mniðtÞÞ and X nb ðtÞ ¼
Pmn
i¼1 biðfniðo; tÞ  mniðtÞÞ: Then
jhðX na Þ  hðX nb Þj2p
Xmn
i¼1
ðai  biÞ2
Xmn
i¼1
sup
tAT
jfniðo; tÞ  mniðtÞj

 2
;
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implying that the set faARmn : hðX na Þpag is the closure of a countable set for all
aAR: Thus hðX˜noÞ is a Borel measurable random variable on fOz;Wz;Pzg:
For each d40; let Md assign to each tAT a closest element of a given ﬁnite d-net
for T with respect to r: Thus, by the fact that X concentrates on UrðTÞ; we have that
lim
dk0
sup
hABL1ðcNðTÞÞ
jhðX ðMdðÞÞ  hðX ðÞÞj ¼ 0:
By Lemma 3, we next have that
sup
hABL1ðcNðTÞÞ
jEzhðX˜noðMdðÞÞÞ  EhðXðMdðÞÞÞj-0
in probability as n-N: Now,
sup
hABL1ðcNðTÞÞ
jEzhðX˜noðMdðÞÞÞ  EzhðX˜noÞj
p sup
hABL1ðcNðTÞÞ
EzjhðX˜noðMdðÞÞÞ  hðX˜noÞj
pEz sup
s;tAT :rðs;tÞpd
jX˜noðsÞ  X˜noðtÞj
 !n
;
but the lim supn-N of the expectation of this last term goes to zero, as dk0; by the
previously established unconditional weak convergence of X˜no: Thus the desired
results follow. &
Proof of Theorem 3. For every tAT ;
Ez½XˆnoðtÞ  X˜noðtÞ	2 ¼
Xmn
i¼1
½ #mniðo; tÞ  mniðtÞ	2
- 0
in probability, as n-N; thus also XˆnoðtÞ  X˜noðtÞ converges to zero in probability.
Now we will establish asymptotic tightness of Xˆno: Let frng be a sequence going to
zero. We have
Ez sup
s;tAT :rðs;tÞorn
Xmn
i¼1
zi½ #mniðo; tÞ  mniðtÞ  #mniðo; sÞ þ mniðsÞ	


 !n
pEz sup
s;tAT :rðs;tÞorn
Xmn
i¼1
zi½ #mniðo; tÞ  #mniðo; sÞ	


 !n
þ Ez sup
s;tAT :rðs;tÞorn
Xmn
i¼1
zi½mniðtÞ  mniðsÞ	


 !n
: ð3:3Þ
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However,
En sup
s;tAT :rðs;tÞorn
Xmn
i¼1
zi½mniðtÞ  mniðsÞ	


 !
pEn sup
s;tAT :rðs;tÞorn
Xmn
i¼1
zi½fniðo; tÞ  fniðo; sÞ	


 !
-0;
as n-N; by arguments used in the proof of Lemma 1. Thus the second term on the
right-hand side of (3.3) goes to zero in probability as n-N:
Now let
u0nðoÞ  rn þ sup
s;tAT
ðjrnðs; tÞ  rðs; tÞj þ j #rnðo; s; tÞ  rnðs; tÞjÞ;
and note that
lim sup
n-N
sup
s;tAT
jrnðs; tÞ  rðs; tÞj ¼ 0
by condition (E) combined with the fact that fT ; rg is totally bounded as a
consequence of Theorem 1. Now,
Ez sup
s;tAT :rðs;tÞorn
Xmn
i¼1
zi½ #mniðo; tÞ  #mniðo; sÞ	


 !n
pEz sup
s;tAT : #rnðo;s;tÞou0nðoÞ
Xmn
i¼1
zi½ #mniðo; tÞ  #mniðo; sÞ	


 !
pEz
 
4
Xmn
i¼1
z2i FˆniðoÞ
" #1=2
 G sups;tAT : #rnðo;s;tÞou0nðoÞ
Pmn
i¼1 z
2
i ½ #mniðo; tÞ  #mniðo; sÞ	2
4
Pmn
i¼1 z
2
i Fˆ
2
niðoÞ
 !!n
 EzRnnðoÞ;
where G is continuous and does not depend on o or n; with Gð0Þ ¼ 0 and Gð1ÞoN:
The AMS condition gives us enough measurability so that we can used Fubini’s
theorem for the symmetrization arguments above (this is why no superscript-‘‘* ’’
appears in the ﬁrst term on the right-hand side of the above expression), but we
otherwise need to be cautious.
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Since
Xmn
i¼1
z2i ½ #mniðo; sÞ  #mniðo; tÞ	2
p3
Xmn
i¼1
z2i ½mniðsÞ  mniðtÞ	2 þ 3
Xmn
i¼1
z2i ½ #mniðo; sÞ  mniðsÞ	2
þ 3
Xmn
i¼1
z2i ½ #mniðo; tÞ  mniðtÞ	2;
we have
sup
s;tAT : #rnðo;s;tÞou0nðoÞ
Xmn
i¼1
z2i ½ #mniðo; sÞ  #mniðo; tÞ	2
p3 sup
s;tAT : #rnðo;s;tÞou0nðoÞ
Xmn
i¼1
z2i ½mniðsÞ  mniðtÞ	2
þ 6 sup
tAT
Xmn
i¼1
z2i ½ #mniðo; tÞ  mniðtÞ	2: ð3:4Þ
However, for every k1oN;
Ez sup
tAT
Xmn
i¼1
z2i ½ #mniðo; tÞ  mniðtÞ	2
 !
pk21 sup
tAT
Xmn
i¼1
½ #mniðo; tÞ  mniðtÞ	2
þ Eðz21fjz1j4k1gÞ
Xmn
i¼1
½FˆniðoÞ þ Eno0Fniðo0Þ	2; ð3:5Þ
where the last expectation is taken over a new copy of the probability space
fO;W;Pg: The ﬁrst term on the right-hand side of (3.5) goes to zero in probability
by condition (G) while the second term can be made arbitrarily small by choice of k1
and the fact that
Xmn
i¼1
½FˆniðoÞ þ Eno0Fniðo0Þ	2p2
Xmn
i¼1
Fˆ 2niðoÞ þ 2
Xmn
i¼1
Eno0F
2
niðo0Þ
which is bounded in probability, as n-N; by conditions ðC0Þ and (I). Thus the left-
hand side of (3.5) goes to zero in outer probability as n-N:
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Now, for any d40;
sup
s;tAT : #rnðo;s;tÞou0nðoÞ
Xmn
i¼1
z2i ½mniðsÞ  mniðtÞ	2
p sup
s;tAT :rðs;tÞo2u0nðoÞ
Xmn
i¼1
z2i ½mniðsÞ  mniðtÞ	2
pfu0nðoÞod=2g sup
s;tAT :rðs;tÞod
Xmn
i¼1
z2i ½mniðsÞ  mniðtÞ	2
þ fu0nðoÞXd=2g4
Xmn
i¼1
z2i E
n
o0F
2
niðo0Þ;
and the second term on the right-hand side goes to zero in probability by previous
arguments, while
En sup
s;tAT :rðs;tÞod
Xmn
i¼1
z2i ½mniðsÞ  mniðtÞ	2
 !
pEn sup
s;tAT :rðs;tÞod
Xmn
i¼1
z2i ½fniðo; sÞ  fniðo; tÞ	2
 !
and thus the lim supn-N of the entire right-hand side goes to zero as dk0: Hence the
left-hand side of (3.4) goes to zero in probability as n-N:
For any e40;
EzR
n
nðoÞpEz
Xmn
i¼1
z2i Fˆ
2
niðoÞ4e
( )
RnnðoÞ þ
Xmn
i¼1
z2i Fˆ
2
niðoÞpe
( )
RnnðoÞ
 !n
pEz
Xmn
i¼1
z2i Fˆ
2
niðoÞ4e
( )
RnnðoÞ
 !n
þð4eÞ1=2Gð1Þ:
The second term on the right-hand side can be made arbitrarily small by choice of e;
but, for the ﬁrst term on the right-hand side, we have
Ez
Xmn
i¼1
z2i Fˆ
2
niðoÞ4e
( )
RnnðoÞ
 !n
pEz 4
Xmn
i¼1
z2i Fˆ
2
niðoÞ
" #1=20@
 G ð4eÞ1 sup
s;tAT : #rnðo;s;tÞou0nðoÞ
Xmn
i¼1
z2i ½ #mniðo; sÞ  #mðo; tÞ	2
 !!n
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p 4
Xmn
i¼1
Fˆ2niðoÞ
" #n !1=2
 EzG2 ð4eÞ1 sup
s;tAT : #rnðo;s;tÞou0nðoÞ
Xmn
i¼1
z2i ½ #mniðo; sÞ  #mðo; tÞ	2
 !n !1=2
:
Now the ﬁrst term on the last line of the right-hand side is bounded in outer probability
by condition (I) while the second term goes to zero in outer probability, as n-N; by
previous arguments combined with the bounded convergence theorem. Hence the left-
hand side of (3.3) converges to zero in outer probability as n-N; and thus
Ez sup
tAT
jXˆnoðtÞ  X˜noðtÞj-0 ð3:6Þ
in probability as n-N: Thus Xˆno is asymptotically tight. Furthermore,
sup
hABL1ðcNðTÞÞ
jEzhðXˆnoÞ  EhðXÞj
p sup
hABL1ðcNðTÞÞ
jEzhðX˜noÞ  EhðXÞj þ sup
hABL1ðcNðTÞÞ
jEzhðXˆnoÞ  EzhðX˜noÞj;
but the ﬁrst term on the right-hand side goes to zero by Theorem 2, while
sup
hABL1ðcNðTÞÞ
jEzhðXˆnoÞ  EhðX˜noÞjpEz sup
tAT
jXˆnoðtÞ  X˜noðtÞj
- 0
in outer probability, as n-N: The desired results now follow. &
4. The two-parameter Cox score process
In this section, we apply the results of Section 3 to the two-parameter score
process in a sequential clinical trial with staggered entry of patients. The two time
parameters are the calendar time of entry and the time since entry for each patient.
Sellke and Siegmund [13] made a fundamental breakthrough on this problem and
important work on this problem has also been done by Slud [14] and Gu and Lai [6].
The most recent work on this problem, and the work upon which we will build, is
that of Bilias et al. [3] (hereafter abbreviated BGY).
For each patient, there is an entry time ðtiX0Þ; a continuous failure time ðXiX0Þ;
a censoring time ðCiX0Þ; and a real valued covariate process Zi ¼ fZiðsÞ; sX0g;
1pipn; nX1: Although the results we present are valid when Zi is vector valued, we
will assume that Zi is scalar valued for simplicity. The entry time is on the calendar
time scale while the remaining quantities are on the time since entry time scale. As is
done in BGY, we will assume that the quadruples ðti; Xi; Ci; ZiÞ; i ¼ 1;y; n; are
independent (but not identically distributed) and that the conditional hazard rate of
Xi at s; give ti; Ci; and ZiðuÞ; for ups; has the Cox proportional hazards form
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exp½bZiðsÞ	l0ðsÞ; for some unknown baseline hazard l0: Thus, at calendar time x; the
ith individual’s failure time is censored at Ci4ðx  tiÞþ; where for a real number u;
uþ ¼ ufuX0g: At any calendar time x; what we actually observe under possibly
right-censoring is UiðxÞ ¼ Xi4Ci4ðx  tiÞþ and DiðxÞ ¼ fXipCi4ðx  tiÞþg: For
xXs; denote Niðx; sÞ ¼ DiðxÞfUiðxÞpsg; Yiðx; sÞ ¼ fUiðxÞXsg; and
%Zðb; x; sÞ ¼
Pn
i¼1 ZiðsÞ exp½bZiðsÞ	Yiðx; sÞPn
i¼1 exp½bZiðsÞ	Yiðx; sÞ
:
The statistic of interest we will focus on is
Wnðx; sÞ ¼ n1=2
Xn
i¼1
Z s
0
½ZiðuÞ  %Zðb0; x; sÞ	Niðx; duÞ
under the null hypothesis that b0 is the true value of b in the foregoing Cox
proportional hazards model. For ease of exposition, we will assume throughout that
b0 is known. It is easy to show that Wnðx; xÞ is the partial likelihood score at
calendar time x and at b ¼ b0: When Zi is a dichotomous treatment indicator,
Wnðx; xÞ is the well known two-sample log-rank statistic and is a good choice for
testing H0 : b ¼ b0 versus HA : bab0: However, for certain other alternative
hypotheses, the supremum version of Wn; supsAð0;x	 jWnðx; sÞj; is a more powerful
statistic (see [4]). Determining the asymptotic behavior of this last statistic requires
weak convergence results whether continuous or group sequential interim monitor-
ing is being done. Let Dðx0Þ ¼ fðx; sÞ : 0pspxpx0g; where x0 satisﬁes some
assumptions given below. Under several assumptions, which we will review later,
BGY demonstrate that Wnðx; sÞ converges HJD weakly in the uniform topology on
cNðDðx0ÞÞ to a tight mean zero Gaussian process W with a covariance which we will
denote H:
Unfortunately, the complexity of the distribution of W precludes it from
being used directly to compute critical boundaries, especially for the supremum
version of the test statistic, during clinical trial execution. We will now show that the
results of Section 3 can be used to obtain an asymptotically valid Monte Carlo
estimate of the distribution of W for this purpose. We now present the assumptions
given by BGY:
(a) x0oN satisﬁes lim infn-N n1
Pn
i¼1 EYiðx0; x0Þ40;
(b) (Condition 1 in BGY) There exists a nonrandom BoN such that the total
variation jZið0Þj þ
R x0
0
jZiðduÞjpB;
(c) (Condition 2 in BGY) For k ¼ 0; 1; 2; there exists Gkðx; sÞ such that, for all
ðx; sÞADðx0Þ;
lim
n-N
n1
Xn
i¼1
E½Zki ðsÞYiðx; sÞ expðb0ZiðsÞÞ	 ¼ Gkðx; sÞ;
(d) (Condition 3 in BGY) Letting Kðx; sÞ ¼ G1ðx; sÞ=G0ðx; sÞ and
Knðx; sÞ ¼
Pn
i¼1 E½ZiðsÞYiðx; sÞ expðb0ZiðsÞÞ	Pn
i¼1 E½Yiðx; sÞ expðb0ZiðsÞÞ	
;
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then, for each ﬁxed s; Kð; sÞ is continuous on ½s; x0	 and
lim
n-N
sup
0pxpx0
Z x
0
½Knðx; sÞ  Kðx; sÞ	2 ds ¼ 0:
In the proof of their Theorem 2.2, BGY establish that Wnðx; sÞ converges in outer
probability to Wˇnðx; sÞ ¼
Pn
i¼1 fniðo; ðx; sÞÞ; where
fniðo; ðx; sÞÞ ¼ n1=2
Z s
0
½ZiðuÞ  Knðx; uÞ	Miðx; duÞ; ð4:1Þ
Miðx; sÞ ¼ Niðx; sÞ 
R s
0 Yiðx; uÞ expðb0ZiðuÞÞl0ðuÞ du; oAO; and where the data for
this statistic comes from the probability space fO;W;Pg: BGY establish that all of
the conditions of Pollard’s [10] functional central limit theorem are satisﬁed with
measurable envelope functions, hence all of the conditions of Theorem 1 are
satisﬁed, except for the ‘‘sufﬁcient measurability’’ condition. It is actually not clear
how all the necessary measurability conditions are addressed by BGY; however, it is
not difﬁcult to show that the inherent double right-continuity of both Wˇnðx; sÞ and
all of the array components fniðo; ðx; sÞÞ gives us separability (which implies AMS by
Lemma 2) with T ¼ Dðx0Þ and Tn ¼ Dðx0Þ-½Q,fx0g	2; where Q is the set of
rationals.
Remark 4. All of the conditions of Theorem 1 are thus satisﬁed and Wn converges
HJD weakly to a tight, mean zero Gaussian process W : Consequently, if fzi; iX1g is
a random sequence satisfying condition (F) and is independent of the data
generating Wn; then the conditions of Theorem 2 are also satisﬁed. Thus the process
W˜nðx; sÞ 
Pmn
i¼1 zifniðo; ðx; sÞÞ is asymptotically tight, and
sup
hABL1ðcNðDðx0ÞÞÞ
jEzhðW˜nÞ  EhðWÞj-0
in outer probability, as n-N:
Since we usually do not have exact knowledge of either Kn or the Mi’s, we
will need to ﬁnd appropriate estimators and then apply Theorem 3 to obtain
a Monte Carlo method of estimating the distribution of W based only on the
data from the clinical trial. In this setting, mniððx; sÞÞ ¼ 0: However, if we use the
estimator
#mniðo; ðx; sÞÞ ¼ n1=2
Z s
0
½ %Zðb0; x; uÞ  Knðx; uÞ	Miðx; duÞ
 n1=2
Z s
0
½ZiðuÞ  %Zðb0; x; sÞ	Mˆiðx; duÞ; ð4:2Þ
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where
Mˆiðx; duÞ ¼ Miðx; duÞ  Yiðx; uÞ expðb0ZiðuÞÞ
Pn
j¼1 Mjðx; duÞPn
j¼1 Yjðx; uÞ expðb0ZjðuÞÞ
;
then
fniðo; ðx; sÞÞ  #mniðo; ðx; sÞÞ
¼ n1=2
Z s
0
½ZiðuÞ  %Zðb0; x; uÞ	Mˆiðx; duÞ
¼ n1=2
Z s
0
½ZiðuÞ  %Zðb0; x; sÞ	
 Niðx; duÞ  Yiðx; uÞ expðb0ZiðuÞÞ
Pn
j¼1 Njðx; duÞPn
j¼1 Yjðx; uÞ expðb0ZjðuÞÞ
" #
can be computed from the data.
If we can next establish that the array f #mnig satisﬁes the conditions of Theorem 3,
we will then have a Monte Carlo method of estimating the distribution of W based
on the conditional distribution of the process
Wˆnðx; sÞ ¼
Xn
i¼1
zi½fniðo; ðx; sÞÞ  #mniðo; ðx; sÞÞ	
given the data from the clinical trial. To this end, we have the following theorem:
Theorem 4. In the two-parameter Cox score process setting with staggered entry of
patients with assumptions (a)–(d) satisfied, the triangular array of estimators f #mnig—of
the form given in (4.2)—satisfies conditions (G)–(I) of Theorem 3.
Proof. Because the processes #mni possess the same double right continuity
that Wn possesses, the separability—and hence AMS—condition is readily
satisﬁed. Because each #mni can be written as a difference between a monotone
increasing and a monotone decreasing part with envelope FˆniðoÞ; we have
manageability since sums of monotone processes have pseudodimension one (see
Lemma A.2 of BGY) and since sums of manageable processes are manageable.
Since assumption (a) implies L0ðx0Þ 
R x0
0
l0ðuÞ duoN and also because of the
bounded total variation of Zi; we can use envelopes FˆniðoÞ ¼ Cˆn1=2; where there
exists a koN not depending on n such that Cˆ3k converges in outer probability to k
as n-N: Hence conditions (H) and (I) of Theorem 3 are satisﬁed. All that remains
to be shown is that supðt;sÞAT
Pn
i¼1 #m
2
niðo; ðx; sÞÞ converges to zero in outer
probability.
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Clearly,
sup
ðx;sÞAT
Xn
i¼1
#m2niðo; ðx; sÞÞ
p2 sup
ðx;sÞAT
n1
Xn
i¼1
Z x
0
½ %Zðb0; x; uÞ  Knðx; uÞ	Miðx; duÞ

 2
þ 2 sup
ðx;sÞAT
n1
Xn
i¼1
Z x
0
½ZiðuÞ  %Zðb0; x; uÞ	Yiðx; uÞ expðbZiðuÞÞ %Mðx; duÞ

 2
;
ð4:3Þ
where
%Mðx; duÞ 
Xn
i¼1
Yiðx; uÞ expðb0ZiðuÞÞ
" #1 Xn
i¼1
Miðx; duÞ
" #
:
However, since L0ðx0ÞoN and since Mi is the difference between two nonnegative
monotone functions bounded by L0ðx0Þ; the ﬁrst term on the right-hand side of (4.3)
is bounded by k1 supðx;sÞAT j %Zðb0; x; sÞ  Knðx; sÞj2; for some k1oN; thus this term
vanishes in outer probability as n-N: Using integration by parts combined with the
fact that the total variation of Zi is bounded, it can be shown that there exists
constants c1oN and c2oN such that the second term on the right-hand side of
(4.3) is bounded by
sup
ðx;sÞAT
n1
Xn
i¼1
2c1 sup
uA½0;s	
j %Mðx; uÞj þ 2c2 sup
uA½0;s	
Z u
0
%Zðb0; x; vÞ %Mðx; dvÞ


 !2
p4c21 sup
ðx;sÞAT
j %Mðx; sÞj2 þ 4c2 sup
ðx;sÞAT
Z s
0
%Zðb0; x; uÞ %Mðx; duÞ


2
;
and both of these terms can be shown to converge to zero in outer probability, as
n-N; by using arguments contained in BGY. &
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