Abstract. A discontinuous Galerkin finite element method for an optimal control problem related to semilinear parabolic PDE's is examined. The schemes under consideration are discontinuous in time but conforming in space. Convergence of discrete schemes of arbitrary order is proven. In addition, the convergence of discontinuous Galerkin approximations of the associated optimality system to the solutions of the continuous optimality system is shown. The proof is based on stability estimates at arbitrary time points under minimal regularity assumptions, and a discrete compactness argument for discontinuous Galerkin schemes (see Walkington [42, Sections 3, 4] ).
1. Introduction. The optimal control problem considered here, is associated to the minimization of the tracking functional J(y, g) = 1 2 Here, Ω denotes a bounded domain in R 2 , with Lipschitz boundary Γ, y 0 , f denote the initial data and the forcing term respectively, g denotes the control variable of distributed type, U is the target function, and α is a penalty parameter. The nonlinear mapping φ satisfies certain continuity and monotonicity properties, and A(x) ∈ C 1 (Ω) is a symmetric matrix valued function that is uniformly positive definite. The physical meaning of the optimization problem is to seek states y and controls g such that y is as close as possible to the given target U .
It is worth noting that several problems arise in the analysis of numerical algorithms of optimal control problems constrained to evolutionary PDE's. Solutions of such optimal control problems as well as of their corresponding optimality systems (first order necessary conditions), satisfy low regularity properties. Furthermore, the associated optimality system consists of a state (forward in time) equation and an adjoint (backwards in time) equation which are coupled through an optimality condition, and nonlinear terms (see, e.g [18, 21, 29, 36] ). Hence, techniques developed for uncontrolled parabolic problems are not easily applicable. The size of the parameter α also plays an important role in many interesting applications, since it effectively determines the size of the control g, and hence the speed of convergence (see also [21] for relevant discussions).
The scope of this work is the analysis of classical discontinuous Galerkin (DG) schemes which are discontinuous in time and conforming in space. First, it is shown that DG schemes of arbitrary order converge to the optimal solution for all α > 0, for any data f ∈ L 2 [0, T ; H −1 (Ω)], y 0 ∈ L 2 (Ω) satisfying minimal regularity assumptions, and for any target U ∈ L 2 [0, T ; L 2 (Ω)]. The key ingredient of the proof is the application of a recently developed discrete compactness property (see Walkington [42, Theorem 3 .1]) for DG schemes of arbitrary order, combined with stability estimates at arbitrary time-points. The dependence upon α of various constants appearing in these estimates is quantified, and the technique presented here, allows us to avoid any exponential dependence. In addition, it is shown that the DG approximations of the corresponding optimality system converge to the solution of the continuous optimality system under minimal regularity assumptions on data, f, y 0 , target U , and for any choice of α > 0.
The motivation for using a DG approach stems from its performance in a vast area of problems where the given data satisfy low regularity properties, such as optimal control problems. The main difficulty in handling high-order discrete schemes within the framework of the DG methodology for nonlinear evolutionary PDE's, stems from the lack of control on the discrete time-derivative. Recall that in the continuous case, standard regularity theory implies that under certain assumptions on φ, the weak solution y of (1.2) belongs to
. Therefore, the nonlinear terms can be treated by using the classical Aubin-Lions compactness Lemma (see [38, 45] ) which allows to establish strong convergence in an appropriate norm. In the discrete case, the presence of discontinuities imply that discrete time derivative is not integrable and hence this line of argument fails. For the uncontrolled case and for low order DG schemes, i.e. for piecewise constants or piecewise linear approximations in time, one may circumvent this difficulty by deriving estimates at arbitrary times via estimates at the partition points and at the energy norm, provided that the solution is sufficiently smooth. However this technique is not easily applicable in the optimal control setting due to the lack of regularity, and the nonlinear coupling of the forward / backward in time optimality system. In this work, we present an analysis of DG schemes of arbitrary order which is suitable for optimal control problems. A synopsis of our work and related results follows.
1.1. Synopsis. After introducing the necessary notation in section 2, we define the continuous optimal control problem and its corresponding optimality system. In section 3, a key stability estimate at arbitrary time points for the solution of the discrete optimal control problem is obtained. The proof is based on the construction of a suitable polynomial approximation of discrete characteristic functions (developed in [5] ) combined with a "boot-strap" argument. A key feature of our stability estimates is that the time-step τ can be chosen independent of the size of the spacial parameter h. These estimates together with the discrete compactness argument of [42] are used to show the existence of the corresponding discrete optimal solution and to prove convergence of discrete schemes of arbitrary order. In section 4, using a "boot-strap" argument combined with approximation properties of a suitable polynomial interpolant, we establish stability estimates on arbitrary time-points for the adjoint variable. Then, using once more the discrete compactness Theorem of [42] we show convergence of the DG approximations of the associated discrete optimality system to the continuous optimality system. To our best knowledge the proposed technique and results presented here are new.
Related results.
Several problems with distributed controls have been studied before analytically in [18, 21, 29, 30, 36] (see also references within). Issues related to the analysis of numerical algorithms for optimal control problems constrained to time-dependent problems were studied in [2, 8, 10, 17, 19, 23, 24, 25, 26, 27, 28, 33, 37, 40, 41, 43, 44] . In the recent works of [4, 31, 32, 34, 35] discontinuous Galerkin schemes were analyzed for distributed optimal control problems constrained to linear parabolic PDE's. In particular, a posteriori estimates for DG shemes were studied in [31, 32] for distributed control problems related to linear parabolic PDE's, while in [34] an adaptive space-time finite element algorithm is analyzed. A priori error estimates for an optimal control problem of distributed type, having states constrained to the heat equation are presented at the energy norm in the recent work of [35] . Finally, in [4] a priori error estimates for DG schemes for the tracking problem related to linear parabolic PDE's with non-selfadjoint elliptic part with time dependent coefficients are established.
The literature related to DG schemes for the solution of parabolic equations (without applying controls) is quite extensive (see e.g. [39] and references therein). The relation of the DG method to adaptive techniques was studied in [11, 12, 39] . Results related to finite element approximation of semi-linear and general nonlinear parabolic problems are presented in [1, 15, 13, 14] . 
Preliminaries.

Notation. We use standard notation for Hilbert spaces
The set of all continuous functions v :
and the solution space by
. The bilinear form associated to our operator, is defined by
and satisfies the standard coercivity and continuity conditions
A weak formulation of (1.2) is then defined as follows: we seek y ∈ W (0, T ) such that for a.e. t ∈ (0, T ], 
The data satisfy the minimal regularity assumptions which guarantee the existence of a weak solution y ∈ W (0, T ), i.e.,
while the distributed control will be sought in the space
The above choice of the control space significantly simplifies the implementation of the finite element algorithm, since it leads to an algebraic optimality condition. Hence, it avoids the use of spaces of fractional order, or the solution of an extra PDE which typically occur when other norms of g are included in the functional (see e.g. [21] ).
For the subsequent analysis and it suffices that the target
. However in most cases U is actually smoother, since the target typically corresponds to the solution a parabolic PDE, and hence it can be assumed that U ∈ W (0, T ). The semi-linear term is required to fulfill the following structural assumptions. 
We close this preliminary section, by recalling generalized Hölder's and Young's inequalities and the Gagliardo-Nirenberg interpolation inequality (see e.g. [3, 16, 45] ) for two dimensional domains, which will be used subsequently. Generalized Hölder's Inequality: For any measurable set E, of any dimension and for ( 
Young's Inequality: For any a, b ≥ 0, δ > 0, and
Gagliardo-Nirenberg Inequality:
Next, we formulate the optimal control problem and state results regarding the existence of optimal solution(s) and its corresponding optimality system.
2.2.
The continuous optimal control problem. First, we quote a result regarding the solvability of weak problem (2.2) on the natural energy space under minimal regularity assumptions.
Then, there exists a unique solution y ∈ W (0, T ) which satisfies the following energy estimate
Here C > 0 depends on the continuity and coercivity constants C c , η and Ω.
Proof. The proof is standard (see e.g. [8, 16, 45] ).
Next, we state the definition of the set of admissible solutions A ad and of the optimal control problem respectively.
The pair (y, g) is said to be an admissible element (pair) if y
∈ W (0, T ), g ∈ L 2 [0, T ; L 2 (Ω)] satisfy (2.
2). (Note that J(y, g) < ∞, due to Theorem 2.2). 2. The pair (y, g) ∈ A ad is said to be an optimal solution if
Below, we state the main result concerning the existence of an optimal solution for the minimization of the functional (1.1).
Proof. Similar to [8, 18, 29] .
Remark 2.5. The solution of optimal control problems having states constrained to nonlinear parabolic PDE's is in general not unique. However, note that if
, and φ is a continuous concave increasing function, with sφ(s) ≥ 0 then it is proved that there exists a unique optimal control g (see e.g. [30, Chapter 3, pp 43] ). In addition, if φ is continuous, then the corresponding optimality system admits a unique solution. For more results regarding existence and uniqueness we refer the reader to [18] .
2.3. The continuous optimality system. Suppose now that (y, g) ∈ A ad is an optimal solution in the sense of Definition 2.3. Then, an optimality system corresponding to the optimal control problem of Definition 2.3 can be easily derived based on well known Lagrange multiplier techniques (see e.g. [8, 18, 29, 36] ). In particular, given f, y 0 , U satisfying the assumptions of Definition 2.3, we seek a state
Using the optimality condition, we may replace g = − 1 α µ from the forward in time equation which leads to the following weak formulation which is suit-able for DG approximations. Given f, y 0 , U satisfying the assumptions of Definition 2.3, we seek y, µ ∈ W (0, T ) such that
Remark 2.6. Note that due to optimality condition we obtain that the control g is actually smoother, i.e., 3. The discrete optimal control problem.
3.1. The semi-discrete (in time) optimal control problem. We first state the definition of the semi-discrete (in time) optimal control problem. We will use the DG method for the discretization of the state equation (2.2) in time. Approximations will be constructed on a partition 0 = t
On each interval of the form (t n−1 , t n ], we impose that the semi-discrete (in time) associated functions are polynomials of degree k, i.e., they belong to the space
Here
denotes the space of polynomials of degree k or less having values in H 1 0 (Ω). The admissible pairs of the semi-discrete (in time) approximate problem can be defined analogously to the continuous case. Therefore, the semidiscrete (in time) optimal control problem is to seek state y ∈ U, and control g ∈
) is minimized subject to the constraints,
for n = 1, ..., N , and y 0 ≡ y(0). Here we assume that the functions of U are left continuous with right limits and we write y n for y(t n ) = y(t However, due to the algebraic structure of optimality condition αg + µ = 0, the semi discrete (in time) approximation of g, can be implicitly defined and computed as the DG approximation of the adjoint variable (see also [35] The analysis of the semi-discrete (in time) optimal control problem is similar to the fully-discrete case, if we restrict ourselves to conforming finite element subspaces, i.e., for U h ⊂ H 1 0 (Ω). The analysis will be presented for the fully-discrete case.
3.2. The fully-discrete optimal control problem. The fully-discrete approximations are constructed on a partition 0 = t
(Ω) is specified, and it is assumed that U h satisfies the classical approximation theory results (see e.g. [9] ). We seek approximate solutions who belong to the space
Here P k [t n−1 , t n ; U h ] denotes the space of polynomials of degree k or less having values in U h . The discretization of the control can be effectively achieved through the discretization of the adjoint variable.
Similar to the semi-discrete (in time) case, by convention, the functions of U h are left continuous with right limits and hence we will subsequently write (abusing the notation) y n for y h (t n ) = y h (t The discrete optimal control problem is now defined as follows. Under the assumptions of Definition 2.3, we seek state y h ∈ U h , and control g h ∈ L 2 [0, T ; U h ] such that the functional J(y h , g h ) is minimized subject to the constraints:
for n = 1, ..., N . Here y 0 denotes the given initial approximation of y(0). Similar, to the semi-discrete case, we note that g h needs only to satisfy
regularity. However, motivated by the optimality condition, we discretize the control by using the same discrete space U h with the discrete state variable y h .
The proof of existence of optimal solution of the discrete problem and its corresponding discrete optimality system of equations (first order necessary conditions) require stability estimates for the solution of (3.2).
The key ingredient is a stability result at interior time points when k is arbitrary. For the later, we'll use a suitable polynomial approximation of discrete characteristic functions (see e.g. [5] ). The main advantage of this approach, within the context of optimal control problems, is that the proof does not need any additional regularity, apart from the one needed to guarantee the existence of a weak solution. In particular,
which is frequently used in the literature for DG approximations of parabolic PDE's (even without controls), and it is not suitable in the current optimal control setting.
Quotation of results
Let t ∈ (0, τ ). We consider polynomials s ∈ P k [0, τ ], and we denote the discrete approximation of χ [0,t) s by the polynomialŝ ∈ {ŝ ∈ P k (0, τ ),ŝ(0) = s(0)} which satisfies
The motivation for the above construction stems from the elementary observation that for q = s we obtain
The construction can be extended to approximations of
where V is a linear space. The discrete approximation of
Finally, we quote the main result from [5] . In the rest of this paper, we denote by C k , constants depending only on k.
Proposition 3.3. Suppose that V is a (semi) inner product space. Then the mapping
where C k is a constant depending on k. 
For various extensions of these results we refer the reader to [6] . 3.4. Stability estimates. Now we are ready to prove stability estimates for the discrete optimal control problem under minimal regularity assumptions, which are needed in order to obtain the existence of a discrete optimal solution and its convergence to the optimal solution.
given functions, and let φ satisfy assumption 2.1. If
(y h , g h ) ∈ U h × L 2 [0, T ; U h ] denotes a
solution of the discrete optimal control problem, then
where C is a constant depending only on Ω. In addition, for all n = 1, ..., N y n 2 Setting v h = y h into (3.2) and using the monotonicity of φ and Young's inequalities, we easily derive
where C depends on (C c /η), C k and Ω but not on α, τ, h. Here C c , η denote the continuity and coercivity constants of the bilinear form a(., .).
Proof. For the first estimate note that (ỹ h , 0) is an admissible pair for the discrete problem, and hence J(y
Summing the resulting inequalities from i = 1 to n, and dropping positive terms on the left we obtain the estimate at partition points by using the previous bounds on
The estimate at the energy norm follows upon summation from 1 to N . It remains to obtain a bound at arbitrary time-points. To achieve this, we will use the approximation of the discrete characteristic. Fix t ∈ [t n−1 , t n ] and set v h =ŷ h into (3.2), whereŷ h denotes the approximation of χ [t n−1 ,t) y h defined as in Proposition 3.3. Then, using the definition ofŷ h , we obtain,
Using Proposition 3.3, we may boundŷ h in terms of y h in various norms. In particular, using Young's inequalities with appropriately chosen δ > 0,
Therefore, collecting the above inequalities and using standard algebra, we obtain
For the last term note that (1/α)
. It remains to bound the semi-linear term. For this purpose, note the growth condition and Young's inequality with s 1 = (p + 1)/p, s 2 = p + 1, imply,
For the last term on the right hand side, the Gagliardo-Nirenberg interpolation inequality states that 
Here we have used the generalized Hölder inequality with
, Proposition 3.3 to boundŷ h in terms of y h , and the stability estimates at the energy norm. Hence, selecting t such that 
The estimate now follows by using the previously derived estimates at the energy norm and at partition points.
In order to handle the nonlinear terms within the DG setting some form of strong convergence needs to be established. For the later we will employ the following compactness argument of Walkington (see [42, Theorem 3 .1]).
3.5. The discrete compactness Theorem. The problems considered in [42] , involve the numerical approximations of solutions u : [0, T ] → U of general evolution equations of the form
where U is a Banach space and each term of the equation takes values in U * . Here, both A(u) = A(t, u) and f (u) = f (t, u) may depend upon t and are allowed to be nonlinear. We assume that U ⊂ H ⊂ U * (with continuous embeddings) form the standard evolution triple, i.e., the pivot space H is a Hilbert space. The numerical schemes approximate the weak form of (3.4), i.e.,
where a :
Here, u 0 is a given approximation of u 0 . Set F (u) ≡ f (u) − A(u). Then the following theorem [42, Theorem 3.1] establishes the compactness property of the discrete approximation. 
Then,
Proof. See [42] .
3.6. Convergence of the discrete optimal control problem. Once, we have shown the stability estimates in
, we may apply the discrete compactness Theorem 3.7, to obtain the existence of an optimal discrete solution, and its convergence to the continuous optimal solution.
, satisfying the assumptions of Lemma 3.6. Then, g h ) converges to the solution (y, g) of the continuous optimal control problem as h, τ → 0.
Proof. We present the proof for 3/2 ≤ p < 3. The case 1 < p ≤ 3/2, can be treated similarly.
(1). Let h > 0 and 0 = t 0 < t 1 , ..., t N = T be a fixed uniform partition of [0,T] with τ, h satisfying the assumptions of Lemma 3.6. The discrete admissible set
is not empty since (ỹ h , 0) belongs in it. Now let (y hm , g hm ) ∈ A d ad be minimizing sequence where y hm denotes the corresponding solution of (3.2) with right hand side g hm . In fact, we may choose the minimizing sequence such that J(y hm , g hm ) ≤ M , with M be the value of the functional for an admissible element, say (ỹ h , 0). Hence, the stability estimates (independent of h,τ ) imply that (passing to a subsequence, if necessary), as m → ∞,
The proof now follows by using standard arguments and the finite dimensionality of the subspaces. We may pass to the limit to show that (y h , g h ) ∈ A d ad satisfy the discrete equation (3.2) (see also part (2)). The weak lower semi-continuity of the functional finishes the proof.
. Hence, we may extract subsequences (still denoted by y h , g h ), converging weakly to y, g respectively in the following sense,
Using the discrete compactness Theorem 3.7 we will prove the strong convergence of
To verify the assumptions of Theorem 3.
It is evident by the stability Lemma 3.6 and in particular by the estimates on y h in
, and the assumptions on 
where at the last step we have used the stability bounds for y h and the fact that .2) converges to the solution (y, g) of (2.2). Then, the weak lower semi-continuity of the functional finishes the proof. Suppose now that we choose
Recall, that there exists a subsequence (still denoted by
. Hence, we may pass the limit term by term into the above equation to get equation (2.2) . A standard density argument completes the proof.
4. The discrete optimality system. In the last section, we prove convergence of the solutions of the discrete optimality system to the solutions of the continuous optimality system. The fully-discrete optimality system is defined as follows: we seek y h , µ h ∈ U h such that for n = 1, ..., N and for
Proof. (Sketch) The key step is to show that 
Setting q = p i , and using Hölder's inequality, we obtain
The equivalence of norms in P k [t n−1 , t n ], and the last inequality show that
or equivalently,
The desired bound follows by the norm equivalence in
4.2. Convergence of the discrete optimality system. Finally, we establish stability estimates under minimal regularity assumptions for the adjoint variable. These estimates combined with the discrete compactness Theorem 3.7 will be used to establish convergence of the discrete optimality system to continuous one. 
, using the monotonicity of φ and Young's inequality we obtain
Summing the above inequalities from N to 1 and using the bounds on y h − U , µ h and µ N + = 0, we obtain the first estimate. The second estimate follows upon summing the inequalities from N to n. It remains to obtain a bound at arbitrary time-points. For this purpose letμ h denote the exponential interpolant of µ h as constructed in Definition 4.1. Integrating by parts (in time) (4.2) and setting v h =μ h we obtain For the later term, the growth condition on φ , the Hölder's inequality (with s 1 = 2/(p − 1), s 2 = s 3 = 4/(3 − p)), and the continuous embedding
where we have used the stability estimate of Lemma 3.6 on y h
and Lemma 4.2 to boundμ h − µ h in terms of µ h . Therefore substituting the last inequality into (4.4), we obtain
Setting now λ = 1/τ n , we obtain
The proof now follows, after using the inverse inequality µ h
,t n ;L 2 (Ω)] and the previously developed estimates of y h , µ h in various norms.
Note that stability estimates on µ h scale better in terms of α compared to y h , as expected. Using the above estimates, which are independent of τ, h, we may pass the limit into the discrete optimality system to prove convergence. 
Note that using the embedding L 4 (Ω) ⊂ L 2(p−1) (Ω) (recall that 3/2 ≤ p < 3), and the interpolation inequality . The first term can be treated using the growth condition on φ (or by the uniform continuity of φ ), the regularity of µ, v h and the strong convergence of y h in L 2 [0, T ; L 2 (Ω)]. The growth condition on φ , the stability estimates on y h , and the strong convergence of µ h allow to pass the limit through the second term.
