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Abstract 
The resources of the energy and chemical balance in the ocean sustain mankind in many ways. 
Therefore, ocean exploration is an essential task that is accomplished by deploying Underwater 
Vehicles. An Underwater Vehicle with autonomy feature for its navigation and control is called 
Autonomous Underwater Vehicle (AUV). Among the task handled by an AUV, accurately 
positioning itself at a desired position with respect to the reference objects is called set-point 
control. Similarly, tracking of the reference trajectory is also another important task. Battery 
recharging of AUV, positioning with respect to underwater structure, cable, seabed, tracking of 
reference trajectory with desired accuracy and speed to avoid collision with the guiding vehicle 
in the last phase of docking are some significant applications where an AUV needs to perform 
the above tasks. Parametric uncertainties in AUV dynamics and actuator torque limitation 
necessitate to design robust control algorithms to achieve motion control objectives in the face of 
uncertainties. Sliding Mode Controller (SMC), H / μ  synthesis, model based PID group 
controllers are some of the robust controllers which have been applied to AUV. But SMC suffers 
from less efficient tuning of its switching gains due to model parameters and noisy estimated 
acceleration states appearing in its control law. In addition, demand of high control effort due to 
high frequency chattering is another drawback of SMC. Furthermore, real-time implementation 
of  H / μ synthesis controller based on its stability study is restricted due to use of linearly 
approximated dynamic model of an AUV, which hinders achieving robustness. Moreover, model 
based PID group controllers suffer from implementation complexities and exhibit poor transient 
and steady-state performances under parametric uncertainties. On the other hand model free 
Linear PID (LPID) has inherent problem of narrow convergence region, i.e.it can not ensure 
convergence of large initial error to zero. Additionally, it suffers from integrator-wind-up and 
subsequent saturation of actuator during the occurrence of large initial error. But LPID controller 
has inherent capability to cope up with the uncertainties. In view of addressing the above said 
problem, this work proposes wind-up free Nonlinear PID with Bounded Integral (BI) and 
Bounded Derivative (BD) for set-point control and combination of continuous SMC with 
Nonlinear PID with BI and BD namely SM-N-PID with BI and BD for trajectory tracking. 
Nonlinear functions are used for all P,I and D controllers (for both of set-point and tracking 
control) in addition to use of nonlinear tan hyperbolic function in SMC(for tracking only) such 
viii 
 
that torque demand from the controller can be kept within a limit. A direct Lyapunov analysis is 
pursued to prove stable motion of AUV. The efficacies of the proposed controllers are compared 
with other two controllers namely PD and N-PID without BI and BD for set-point control and 
PD plus Feedforward Compensation (FC) and SM-NPID without BI and BD for tracking control.  
Multiple AUVs cooperatively performing a mission offers several advantages over a single AUV 
in a non-cooperative manner; such as reliability and increased work efficiency, etc. Bandwidth 
limitation in acoustic medium possess challenges in designing cooperative motion control 
algorithm for multiple AUVs owing to the necessity of communication of sensors and actuator 
signals among AUVs. In literature, undirected graph based approach is used for control design 
under communication constraints and thus it is not suitable for large number of AUVs 
participating in a cooperative motion plan. Formation control is a popular cooperative motion 
control paradigm. This thesis models the formation as a minimally persistent directed graph and 
proposes control schemes for maintaining the distance constraints during the course of motion of 
entire formation. For formation control each AUV uses Sliding Mode Nonlinear PID controller 
with Bounded Integrator and Bounded Derivative. Direct Lyapunov stability analysis in the 
framework of input-to-state stability ensures the stable motion of formation while maintaining 
the desired distance constraints among the AUVs.   
Keywords: AUV, Parametric uncertainties, Actuator saturation, Nonlinear PID, Integrator 
wind-up, Sliding Mode Control, , Cycle Free Minimally Persistent Formation, Cascaded system. 
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Chapter 1 
Introduction 
Ocean is the main resource of the energy and chemical balance that sustain mankind whose 
future is very much dependent on the living and nonliving resources in the oceans. Oceans’ 
activities are also critically relevant to climate changes. Therefore, various studies are conducted 
for ocean exploration and intervention. Autonomous Underwater Vehicles (AUVs) have been a 
popular and effective means for ocean exploration and intervention as they make it possible to go 
ar beneath the ocean surface, collect first-hand information about how the oceans work, and 
furthermore perform intervention tasks. 
1.1 Evolution of Underwater Vehicles 
AUV is an underwater robotic device which can drive through the underwater propulsion system 
without any human intervention. Thus, it is self-piloted and uses the feedback received from 
thesurrounding in order to determine its actions and movement during operation. Studies on 
Unmanned Underwater Vehicles (UUVs) have increased especially in the last two-three decades. 
Many examples of Remotely Operated Vehicles (ROVs) and AUVs were developed and used 
successfully for various applications. Four types of underwater vehicles reported in literature 
[2],[4],[7],[9]such as manned submersible vehicles, remotely operated vehicles (ROV), hybrid 
ROV and AUV. 
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1.1.1 Manned Submersible Vehicles 
Underwater vehicles can carry out complicated tasks because of human intelligence. However, 
they have short endurance due to human physical and psychological limitations, and are 
expensive to operate because of the effort needed to ensure human safety. There are two 
categories under the manned underwater vehicles namely large sized submarines and small sized 
submarines. First one is operated by a crew which can reside on it for long periods. This category 
belongs to military submarines. The second one is intended for deeper exploration.  JAGO 
(2006) of Germany at Leibniz Institute of Marine Sciences (IFM-GEOMAR) (2006), ALVIN 
(1998) of USA Navy at the Woods Hole Oceanographic Institute and Pisces V, deep-
submergence vehicle(DSV) at the NOAA Hawaii’s Undersea Research Laboratory(1973) are 
examples of manned submersible vehicles.These vehicles canmake direct observations of the 
deep seas. Manned submersibles cannot stay underwater for long duration; however, crew safety 
is always an important consideration. 
 
Fig. 1.1(a) Manned Submersible Vehicle: JAGO [1], ALVIN [2], Pisces V [3] 
1.1.2 Remotely Operated Vehicles (ROV)  
These[4],[5],[6],[13] are unmanned, tethered vehicles with adjacent cables to transfer power, 
sensor data and control commands between the operators on the surface and the ROV. These are 
usually launched from surface ships. They can also carry out complicated tasks via tele-operation 
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by human pilots on the surface ships. Even though their operations are often limited by operator 
fatigue, they are free from the safety concern of on-board human operators and have almost 
unlimited endurance in the ocean, compared to manned submersibles and transmit data 
constantly. ROVs often bristle with manipulator arms, cameras, lights and sensors to "see" and 
"feel" for their operators. Fig. 1.2(a) and 1.2(b) show different ROVs. However, the dragging 
force on the tether, time delay, and operator fatigue make ROV difficult to operate and the daily 
operating cost is still very expensive. KAIKO from the Japanese Marine–Earth Science and 
Technology Center (JAMSTEC) was the most advanced ROV ever operated at an 11000-m 
depth. Unfortunately, KAIKO was lost during the operation in 2003 as the tether was snapped 
due to bad weather.  
 
Fig. 1.2(a) Remotely Operated Vehicles: DSL-120A (USA) [4], Hercules (USA) [5], and MARUM (Germany) [6] 
Canada (Vancouver) based advanced ROV is Seamor ROV[13]. These vehicles are light weight 
and can be easily deployed, retrieved and transported. 
1.1.3 Hybrid ROV (HROV) 
Hybrid ROV can operate untethered, when near the surface, in order to explore large areas. To 
descend to great depths, however, it is tethered with a thin optical fiber cable, operated by pilots 
aboard the ship.This enables it to make deep dives while being highly maneuverable. An  HROV 
has been reported in [4]. 
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1.1.4 Autonomous Underwater Vehicles (AUVs): 
With advances in automation technology, and ability to create smarter robots, more 
explorationsare being conducted by autonomous vehicles. In underwater application this fact 
allows for accessing to higher risk areas, longer time underwater, and more efficient exploration 
as compared to human occupied/tethered underwater vehicles. 
 
Fig. 1.2(b) KAIKO ROV [7] 
These vehicles are designed to be agile, versatile and robust. Autonomy of a vehicle adds to  its 
versatility. Therefore, for the last 25 years much research has been directed into designing AUVs 
that perform a multitude of tasks far surpassing the abilities of human divers and small human-
driven submarines. Tasks range from long term gathering of ocean samples to 3-D mapping of 
underwater caverns and never before seen areas. Also, these vehicles can dive deeper and remain 
at depth longer without risking human lives. 
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Fig 1.3 Nereus: An HROV Woods Holes Oceanographic Institution (WHOI), USA 2009[4] 
AUVs are therefore unmanned, tether-free, powered by onboard energy sources e.g. batteries 
fuel cells, equipped with various navigation sensors such as inertial measurement unit (IMU), 
sonar sensor, laser ranger, and pressure sensor, and controlled by onboard computers for given 
missions.  AUVs are free-swimming marine robots that require little or no human intervention. 
These are more mobile and could have much wider reachable scope than ROV. On-board power 
and intelligence could help AUV self-react properly to changes in the system and its 
environment, avoiding any disastrous situation like the KAIKO case. With the continuous 
advance in control, navigation, artificial intelligence, material science, computer, sensor, and 
communication, AUVs have become a very attractive platform in exploring the oceans.  
According to operating mechanism there are three types of AUVs namely traditional propeller-
driven AUV, biorobtic AUV and AUV gliders are reported in literature[9],[11],[18] so far. 
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Propeller Driven AUV 
These AUVs rely on propulsion technique for their motion. A propeller, type of fan, is driven by 
brushed/brushless motor. Mechanical power generated from motor provides rotational motion to 
propeller by suitable power transmitter arrangement. Due to this rotational motion a pressure 
difference is produced between the forward and rear surfaces of the airfoil-shaped blade of fan 
and water is accelerated behind the blade. Consequently, a thrust is acted on AUV and it goes 
under motion. Propeller dynamics may be explained by both Bernoulli’s Principle and Newton’s 
Third Law. Conventional propeller used for marine AUV is termed as a screw propeller or 
screw.  Propeller-driven AUVs come in a variety of shapes and sizes, and are built for a wide 
range of purposes. Numerous AUV prototypes have been proposed in different 
Universities/Institutes/research organizations in USA. ODIN [88] in Fig.1.4, REMUS [9] in 
Fig.1.5, ODYSSEY [10] are most popular among them. Scientists at California Polytechnic State 
University use a REMUS (Remote Environmental Monitoring Units) AUV, developed by WHOI 
and Hydroid, Inc., shown in Fig.1.5, to monitor and map toxic blooms of Karenia Brevis on 
thewest Florida coast. 
          
Fig. 1.4 ODIN AUV [88] Fig. 1.5 REMUS AUV [9] 
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Biorobotic Autonomous Undersea Vehicles 
These underwater robot work on bionic propulsion mechanism [15], concept borrowed from 
biological mechanism of nature.  Small size, good maneuverability, direct operation on fin are 
several advantages of these vehicles. Although several advantages are there, biorobotic AUV are 
still active research. 
The research in bio-robotic undersea vehicles [11],[17] has been greatly benefitted and inspired 
from the significant advances in three disciplines, namely the biology-inspired high-lift unsteady 
hydrodynamics,artificial muscle technology and neuroscience-based control. Several bio-robotic 
AUVs are reported in literature as follows. 
Dolphin Biosonar and Biorobotic AUV: Mine detection is an important function of AUVs. U.S. 
Navy Marine Mammal Systems sets a false alarm in detection system in which levels achieved 
by dolphin biosonar [14] plays a significant role to reduce the dependence on human diver.  
Robotic Fish AUV:  Compared with propeller-driven engineering underwater vehicles, fish in 
nature have been evolving their aquatic locomotion abilities for millions of thousands of years, 
achieving superb swimming performances and surpassing man-made underwater vehicles in 
many respects, such as high propulsive efficiency, great agility, low noise, station-keeping 
ability, and acceleration. Taking advantage of recent progress in robotics, control technology, 
artificial intelligence, and hydrodynamics of fishlike swimming, new materials, sensors, and 
actuators, emerging research has focused on developing novel fish like vehicles, aiming to 
incorporate biological principles into engineering practice. First fish-like robot, RoboTuna, was 
developed by Triantafyllou [4] in 1994. The robotic fish [16] is composed of several elements: a 
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rigid main body, a tail fin, and two pectoral fins. Prototype and mechanical configuration of an 
autonomous robotic fish is shown in Fig.1.6. 
 
Fig 1.6(a) and (b) Prototype and mechanical configuration of autonomous robotic fish [16] 
 
Fig 1.7 Biorobotic AUV (BAUV) developed by Naval Undersea Warfare Center (NUWC), Newport, RI [17] 
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Hydrodynamic maneuverability data of the flat fish type AUV, “MARIUS” is presented in [17]. 
“MARIUS” was developed under the EC MAST Programme as a vehicle for seabed inspection 
and environmental surveys in coastal water. 
The rigid cylindrical hull [14] of the vehicle is attached with six strategically located ﬁns to 
produce forces and moments in all orthogonal directions and axes with minimal redundancy.The 
ﬁns are penguin-wing inspired and they implement the unsteady high-lift principle found widely 
in swimming and ﬂying animals. 
Underwater Gliders 
They are battery-driven. They do not directly propel themselves but they work on induced 
propelling. By varying their buoyancy and trim, they repeatedly sink and ascend their wings and 
consequently utilize this up and down motion to convert to forward motion. Due to their low 
speed and use of low power electronics in them, the required energy for cycle trim states is far 
less than for conventional AUVs, and gliders have endurances of several months. The Slocum 
Glider [18] was used in 2008 in the Eastern Atlantic Ocean by a group of scientists and engineers 
of National Oceanography Centre, Southampton, England in collaboration with the Canary 
Institute of Marine Science, Canary Islands, Spain, with the objective of determining the relation 
between the different phenomena in oceans and climate change. 
1.2 Motivation behind the Research in AUV/Necessity of AUV/Application of 
AUV  
1.2.1 Mission 
The different emerging fields of applications/missions motivated to do AUV research.  Basically 
missions are performed by AUV is categorized as survey mission and intervention mission. The 
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survey mission requires an energy efficient vehicle to cruise and follow designated way points 
whilst taking relevant oceanographic data. The intervention mission requires a vehicle capable of 
slow speed and even station keeping with thrusters and servo control to objects using vision, 
sonar, tactile sensors, or combinations thereof. Examples of survey vehicles include the 
ODYSSEY and the Ocean Voyager-II [20]. 
1.2.2 Application of AUVs 
AUVs are now routinely employed in a wide range of civilian and military mission/ applications 
as follows. 
Commercial Needs: AUVs are used for different commercial needs such as tactical 
oceanography, communications through undersea environment, navigation in ocean water, 
continuous monitoring of coral-reef eco-system in shallow marine environment, under water 
pipeline inspection in oil and gas industry. 
Military Applications: Several military applications in navy also depend on use of AUVs like 
anti-submarine warfare, surveillance in ocean, mine countermeasures /intelligence gathering in 
ocean, to obtain minefield reconnaissance data reconnaissance. 
Underwater Maintenance: Different complicated underwater maintenance work like 
maintenance at oil platform in underwater oil mines, for underwater fiber optic communications 
line, under water construction using manipulators, under water repairing work. 
Environmental Monitoring: AUVs are being used for recording salinity, oxygen content, 
temperature of water, forecasting of marine weather, monitoring of seismic phenomenon. 
Scientific Needs: Almost eighty percent of this earth is full of ocean water. Still it is unknown. 
Therefore, planet exploration, to study dynamic behavior of ocean, to investigate the causes of 
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global warming, searching for mineral deposited zone in ocean, to detect hazardous substances in 
the ocean such as chemicals from an underwater vent or toxic algae such as red tide, to detect 
chemical, biological and radioactive threat, to study the ocean ecosystem, to investigate 
geological status of ocean, to explore the planet other than earth. Exploration of Ocean 
Underwater: Deep space or undersea exploration for oil and gas deposit, mapping   bathymetry 
around an oil well head. 
Long Distance Long Duration Oceanographic Sampling Mission: AUV has been used for 
oceanographic surveys such as the survey of sea bottom earthquake area and the research of 
global warming phenomena.  Japan Agency for Marine-Earth Science and Technology 
(JAMSTEC) has developed a deep and long-distance cruising (high-speed) AUV (Autonomous 
Underwater Vehicle) “URASHIMA” in 2000. 
Detect and Localize Pollutant Sources: AUV has also detected and localized pollutant sources. 
As an example, REMUS AUV was used [11] for the same purpose. 
Ocean Floor Mapping: AUVs are also applied for collection of scientific and geographical data 
from ocean floor. 
Pipeline Inspection: Small AUVs are used for inspection of inside wall of pipe in power plant or 
outside wall of pipelines in oil field. 
1.3 Advantages of  Multi-AUV System 
The concept of multiple Autonomous Underwater Vehicles (AUVs) cooperatively performing a 
mission offers several advantages over single heavily equipped vehicle working in a non-
cooperative manner such as Reliability: In a cooperative application scenario, each vehicle may 
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only need to carry a single sensor (per environmental variable of interest) allowing each of the 
vehicles in the formation group less complex, thus increasing their reliability.   
 Increased work efficiency: Through cooperation, AUV fleet could work together on tasks, 
coordinating, negotiating, and distributing the workload. Therefore, performance of a group is 
better than that of a single AUV.  As an example, single vehicle needs to wander significantly to 
collect data over a large spatial domain in ocean.  
 Mission time: Use of multiple AUVs increases the data collection rate for particular mission 
in a given area and therefore reduces mission time. 
 Complex Mission: Relatively simple AUVs comparing to single heavily equipped AUV 
composed of many interconnected parts, can collectively perform complex tasks like 
minesweeping etc. which is quite impossible for the heavily equipped single vehicle.  
 Reconfigurability: Team of AUVs has capability of reconfiguring its formation network. For 
example, if a vehicle is lost during minesweeping, the other vehicles could quickly change 
formation to cover the lost vehicle’s area. Group can also reconfigure itself in response to 
environmental parameters in order to increase performance of mission and optimize the 
strategies for detection and measurement of vector or scalar fields and features of particular 
interest.  
 Robustness: Desired task can not be finished by a single AUV system on the event of failure 
of its system, but group of multiple AUVs can complete the task even if few of them under their 
systems’ failure. Therefore, for a particukar task the system of single AUV suffers from lack of 
robustness.  
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 Mutual support and protection: In some cases, using formation flying, mutual support is 
obtained among multiple robotic vehicles in military application. Generally, leader robotic 
vehicle escorts the enemy, whereas other vehicles are engaged in protection and support of it. 
 Control strategy: An AUV in group may need to adopt a simplified control strategy for 
performing a particular goal 
 Bandwidth availability: The ability to exchange data at close proximity of number of AUVs 
can help to mitigate the low bandwidth availability of the underwater communications channel.    
1.4 Challenges in AUV Research 
1.4.1 The Control Issues and Autonomy 
 The control issue of underwater vehicless is very challenging due to the following 
 Disturbances: The nonlinear, time variance, unpredictable external disturbances, such as the 
sea current   fluctuation against the motion of AUVs. 
 Dynamics: Dynamics of AUV is inherently complex, nonlinear and time variant such that it 
can not be simply ignored or drastically simplified for control design. Also its mass and 
buoyancy change according to different working conditions. 
 Parametric uncertainties: the difficulty in accurately modeling the hydrodynamic effect, 
Coriolis force is the important hindrance against providing autonomy to AUV.  
 Actuator saturation: Actuators of AUV have finite torque generating capability. During 
operation of AUV, torque demand may become higher than AUV’s torque limit.  Hence, 
saturation of actuators is unavoidable.  This indicates actuator saturation is an important problem 
in motion control of AUV. 
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 Linear controller: Conventional linear controllers may fail in satisfying performance 
requirements, especially when changes in the system and environment occur during the operation 
since it is almost impossible to manually retune the control parameters in water as linear 
controller works locally.  
 Formation Control: In spite significant progress in the area of formation control, much works 
remains to be done to develop strategies capable of yielding robust performance of a fleet of 
vehicles in presence of complex vehicle dynamics, unmeasured vehicle states, severe 
communication constraints, and partial vehicle failure. These difficulties are specially 
challenging in the field of marine robotics for two main reasons: first one is the dynamics of 
marine vehicles are often complex and can not be simply ignored or drastically simplified for 
control design purposes, and second one is controller may depend on states that are not 
measured. 
 Communication: Control of AUVs poses a difficult problem because traditional methods of 
communication and navigation, i.e. radio and GPS, are not effective due properties of seawater. 
 Underactuation: AUVs present a challenging control problem since most of them are 
underactuated, i.e., they have fewer actuated inputs than degrees of freedom (DOF), imposing 
nonintegrable acceleration constraints. 
1.4.2 Communication  
Communication is the most important process in underwater technology. The process enables the 
data transfer between two or more groups/entities. These data are used for navigation, tactical 
strategies, monitoring, identification, etc. Two kinds of communication methods are used, wired 
and wireless. Recent trend is to use wireless communication. 
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Underwater wireless communication is not a straight forward process. Communication suffers 
from several problems like channel model of  water, attenuation, transmission distance, power 
consumption, SNR ratio, bit error, symbol interference, error coding, modulation strategies, 
instrumentation and underwater interferences. It is very complicated task to deal with 
interferences under water due to dynamic behavior of water. Three major factors cause 
interferences are mentioned below 
Characterstics of signal carrier: Most commonly used carrier waves are electromagnetic wave, 
optical wave and acoustic wave. Communication using electromagnetic wave has advantages of 
high frequency and bandwidth. Drawback is high absorption/attenuation that has adverse effect 
on transmitted signal. Requirement of big antenna is another drawback which affects directly the 
design complexity and cost of communication system. 
Optical wave communication offers high rate data transmission. Drawbacks of this system are 
high rate absorption in water and scattering effect which affects data transmission accuracy. 
Acoustic communication has low absorption characteristic for underwater communication. 
Although having large data transmission time (delays in the range of seconds) compared to other 
carrier signal, low absorption characteristics enables the carrier to travel at longer range. The 
other drawbacks of underwater acoustic communication and positioning are limited 
communication bandwidth, data latency (feedback controller needs to compute control signal 
using less recent data at ocean surface), intermittent failures (lack of underwater communication 
restricted coordinating feedback to occur only while gliders were on the surface) [19] and 
multipath effects, near and far problem. The near and far problem occurs when an acoustic unit 
may not transmit and receive at same time because of local transmit power levels. 
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Environment/propagation medium: Water itself has become the main source of interference. The 
type of water (fresh water/sea water), depth, pressure, dissolved impurities, water composition 
and temperature affect the sound propagation. Common terrestrial phenomena like scattering, 
reflection, refraction also occurs underwater communication. 
Instrumentation system devices:  In ensuring effective underwater communication, the design of 
communication system plays a vital role. Factors such as transducer parameters (sensitivity, 
power consumption, noise immunity, transduction mechanism, directivity, resolution and 
properly matched impedance must be taken into account during the design process. In the present 
days, MEMS technology has several advantages to overcome sensor related problems. 
Communication requirements, especially regarding bandwidth limits, are often challenging 
obstacles to control system design of formation of AUVs. 
1.5 Motivations of the Thesis 
Applications of Underwater Vehicles and challenges associated in control design of these 
vehicles motivate to undertake research on AUV. More specifically the applications and control 
challenges are as follows. 
 AUVs find applications in defense, inspection of pipelines, mine counter measures and 
weather forecasting etc.Therefore AUV research is a motivating topic.   
 AUV system dynamics is highly nonlinear and uncertain, for example, the 
hydrodynamics effects lead to uncertainty in the dynamics. From the viewpoint of 
development of control algorithms, the challenges to handle these kinds of complexities 
are major issues. 
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 Control of AUV is challenging due to the constraints in acoustic medium that hinders 
sensors signals necessary for control law generation.  
 Deployment of a number of AUVs for performing a large mission necessiates design of 
co-operative control algorithms which involve coordination of participating AUV, heavy 
computational burden and constrained communication. 
1.6 Objectives of this Research Work 
 i As parametric uncertainties lie in the dynamics of AUV are obvious, this thesis explores 
opportunities to develop a robust set-point control algorithm of a single AUV. 
 ii After having developed a robust set-point controller for an AUV, the thesis then intends to 
develop a robust tracking control algorithm. 
 iii Recognising the fact that cooperative control is essential for a number of oceanographic 
applications and challenges involved in designing the controllers this thesis intends topropose a 
coordination control scheme of multiple autonomous point agents participating in a minimally 
persistent formation.  
(iv) To propose a set of decentralized control laws for point agents in the formation control and 
to extend the coordination control formulation for multiple point agents to multiple AUVs. 
 iv To design a trajectory tracking control strategy for cooperative control of AUVs in a 
minimally persistent formation.  
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1.7 Organization of the Thesis 
This thesis consists of seven chapters organised as follows. 
Chapter-1 describes briefly about the introduction, objectives and scopes of this thesis on AUV 
research. It briefly discusses different challenging issues on control, and motivation of pursing 
research on control of AUVs. 
Chapter-2 reviews the reported control architecture and different control algorithms for set-
point control, trajectory tracking etc. for single AUV. It also provides review on different control 
algorithms together with the implementation aspects for cooperative motion control of multiple 
AUVs. The chapter concludes with remarks on literature review pursued. 
Chapter-3 proposes development of a globally stable robust set point control algorithm for an 
AUV such that it would work effectively against parametric uncertainties and takes care of 
actuator saturation. The above controller is nonlinear PID (N-PID) with bounded integral (BI) 
and bounded derivative (BD). Performance of this control algorithm has been compared with that 
of a basic PID like controller i.e. PD and N-PID controller without BI and BD.   
Chapter-4 proposes a globally stable robust tracking control scheme exploiting ideas from both 
continuous time Sliding Mode Control (SMC) and nonlinear (N) PID control with BI and BD. 
Thus proposed controller is named as SM-N-PID with BI and BD. The proposed controller 
works successfully against parametric uncertainties and actuator saturation. Performance of the 
proposed algorithm has been compared with that of basic PID like tracking controller i.e.PD plus 
Feed Forward Compensation (PD plus FC) and SM-N-PID controller without BI and BD. 
Chapter-5 describes the concept of minimally persistence property of a directed graph. Two 
different methods namely Sequential Quadratic Programming (SQP) based optimization and 
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simple concept of geometry is proposed for providing coordination scheme for multiple non-
holonomic point agents in a cycle free minimally persistent (CFMP) formation. Subsequently, it 
is shown how a set of decentralized control laws can be developed for this type of coordination 
considering four point agents in a quadrilateral formation. The proposed control strategy has 
been extended to CFMP formation of multiple AUVs. 
Chapter 6 extends the work described in chapter 5 and introduces the concept of tracking 
control of CFMP formation of multiple AUV for time-critical mission which is different froma 
non-time critical mission that has been developed in chapter 5. The Sliding Mode N-PID with BI 
and BD controller is applied to each AUV. Entire formation is formulated as the combination of 
several cascaded sub-systems. Stable motion of each AUV in the formation is analyzed in the 
framework of input-to-state stability while global leader tracks a predefined path. 
Chapter-7 presents the general conclusion of work described in this thesis. Further, suggestions 
for future work as an extension of the present work pursued in this thesis are provided. The 
chapter concludes with a list of contributions made in the thesis. 
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Chapter-2 
Literature Review on Control Strategies of AUVs 
2.1 Introduction 
This chapter reviews the different control objectives and algorithms reported in literature of 
motion control for both a single and multiple AUVs. All the available techniques applied to 
AUVs can be categorized into three broad categories such as motion control, mission control and 
formation/cooperative motion control. Evolution of these control strategies is described in Fig. 
2.1.  
 
 
 
 
 
 
 
 
 
Motion control focuses on subjects such as the platform response to an input and stability of a 
remotely operated/autonomous underwater vehicle. Mission control focuses on the execution of 
1980 1990 2000 
Motion Control 
Single AUV 
Multiple AUVs 
ROV 
AUV 
Nonlinear Control: Use of 
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of robust control, adaptive control and 
other nonlinear approaches 
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application of linear control 
 
Formation/cooperative motion control 
Mission control 
Fig. 2.1 Evolution of Motion Control of AUV 
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the behavioral modeling of an autonomous underwater platform, where this behavior is redefined 
parametrically. Formation control focuses on coordinated behavior ofmultiple AUVs (i.e. 
swarms, platoons, flocks). Categorically different motion planning strategies, control 
architectures and control algorithms to implement those strategies for single and multiple AUVs 
are discussed in this chapter. 
2.2 Motion Control Objectives of an AUV 
Each mission has its own control objectives. To meet those control objectives a proper planning 
of motion of an AUV is needed. A number of such motion planning strategies are reported in 
literature which are described in the following subsections.  
2.2.1 Navigation 
Navigation considers the movement of an AUV in a either a structured or unstructured (with 
obstacles) water environment without intervention of a human operator. During navigation, the 
AUV (frequently called inspection AUV) continuously localizes itself and plans its path based 
on estimation process with the help of onboard sensors and then sends information (as a 
feedback) to control room.  
Navigation may be of two types such as, cruising and maneuvering. Cruising refers to high speed 
deep and long range sea navigation, whereas maneuvering refers to slow speed navigation. 
Currently used techniques [21] for position estimation process for AUV are Kalman 
filter,Particle filter, Simultaneous Localization and Mapping (SLAM) and Concurrent Mapping 
and Localization (CML) algorithms.The methods [21] of AUV navigation are categorized as 
inertial, acoustic, and geophysical. In inertial navigation, gyroscopic sensors (INS) are used to 
detect the acceleration of the AUV with Doppler velocity log (DVL) for relative velocity 
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measurement.Acoustic navigation uses acoustic transponder beacons to allow the AUV to 
determine its position. The most common methods for AUV navigation are long baseline (LBL) 
using at least two widely separated transponders and ultra-short baseline (USBL)/short base line 
(SBL) which generally uses Global Positioning System (GPS)-calibrated transponders on a 
single surface vessel. CML uses forward looking/side-scan SONAR to detect landmarks. 
Geophysical navigation uses physical features of the AUV’s environment to produce an estimate 
of the location of it. Navigation of AUV typically finds application in mapping of sea floor. 
Elements of a typical navigation system of an AUV are shown in Fig. 2.2. 
2.2.2 Path Tracking/Trajectory Tracking  
In this objective, an AUV is forced to reach and follow a time parameterized reference i.e. a 
geometric path with an associated timing law. The vehicle may turn back in its attemptbe at the 
given reference point at a prescribed time as shown in Fig. 2.3(b). Problem of path tracking may 
be stated as: For an AUV system  
 uxfx , and  uxhy , ,0,  t                                                                                        (2.1) 
where, state ,nx  input ,ku   output ,my  and    ,,0,0: r  is continuously 
differentiable bounded time varying desired trajectory. Derive a feedback control law u such that 
the position of the vehicle converges to and remains inside a tube, centered around the desired 
path, which can be made arbitrarily thin, i.e., error      trtyte  converges to 
neighborhood of the origin that can be made arbitrarily small. 
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Position and attitude tracking algorithms are given in [22]. Strategy for simple trajectory tracking 
is proposed in [23], where trajectory tracking controller with path planning was reported in [24]. 
Both trajectory tracking and path-following problems can be tackled by decomposing the 
motion-control problem into an inner-loop dynamic task, which consists of making the vehicle 
move at a desired speed, and an outer-loop kinematic task, which assigns the reference speed so 
to achieve convergence to the path. Block diagram of a typical path tracking control is given in 
Fig 2.4. 
 
2.2.3 Path Following  
Path-following problems [25] are concerned with the design of control laws that drive an object 
(robot arm, mobile robot, ship, aircraft, AUV etc.) to reach and follow a geometric path without 
time constraint. A secondary goal is to satisfy some additional dynamic specification such as to 
follow the path with some desired speed assignment. 
Problem of path following may be stated as: for an AUV system as described in (2.1) where state 
,nx  input ,ku   output ,my  and a desired geometric path     ,,0,   mdy
defined as a function of continuous parameter  and   mdy   is a desired speed assignment. 
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Suppose also that  dy  is sufficiently smooth and its derivative with respect to   are bounded. 
Design a feedback control u  such that position of the vehicle  i converges to and remains 
inside a tube, centered around a desired path, which can be made arbitrarily thin i.e. 
      ,tytyte dP   converges to a neighborhood of origin that can be made arbitrary small,
 ii satisfies a desired speed assignment dy  along the path i.e.     0  dyt   as .t  
In [26], Breivik et.al proposed a nonlinear model based velocity and attitude controller, in order 
to fulfil the guidance-based path following task. Lapierre et al. [27] derived control law, based on 
Lyapunov and backstepping technique, to steer AUV along a desired path. The technique 
adopted for path following overcomes stringent initial condition constraints which describes the 
initial position of the vehicle is  restricted to lie inside a tube around the path, the radius of which 
must be smaller than the smallest radius of curvature that is present in that path. Typical path 
following controller for an AUV is shown in Fig 2.5 where u represents control forces/torques. 
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2.2.4 Set Point Stabilization and Regulatory Problem 
In the control terminology it is fundamentally a regulation problem where the closed loop 
dynamics of the control law assumes the state vector d constant, unlike smooth time varying 
trajectory  td of a trajectory tracking control.  Regulatory problem for multiple AUVs is found 
in [28], where each AUV maintains their position from the average position of all AUVs such 
that a specified variance is maintained. The set point stabilization (Fig 2.6) refers to the problem 
of steering a vehicle to a final target point with a desired orientation, point stabilization [29]. 
Works in [169] are examples of regulatory control problems of multiple 
agents.
 
2.2.5 Line-of-sight (way-point) Guidance Based Path Following 
 Route of an AUV can be compactly described in terms of way-points, with the reference 
trajectory made up of the straight lines interconnecting the way-points [30].  Way point is usually 
a fixed point in the space, given in Cartesian coordinates in some inertial reference frame. The 
way point’s description leads to an attractive decoupling between the geometric task of 
controlling the position and orientation of AUV and the dynamic task of controlling the speed of 
Initial Position of an AUV 
Fig 2.6 Set point control of an AUV 
Arbitrary Path 
possibly optimal 
Final desired position and 
orientation 
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the vehicle. In this strategy objective is to converge a set of way-points, in order they are given. 
A way-point guidance based path following strategy for a sinusoidal desired path is shown in Fig 
2.7. 
2.2.6 Cross-Track Control 
It is already stated route of an AUV can compactly be described in terms of way-points, with the 
reference trajectory made up of the straight lines interconnecting the way-points. For an AUV, 
choosing the earth-fixed coordinate system such its origin is at previous way-point and such that 
the x axis points towards the next way-point, the cross track error equals the sway position y of 
vehicle. The cross-track or path control thus implies controlling the sway position y to zero. 
Cross-track control of a slender underactuated AUV is reported in [31]. 
2.2.7 Region Based Tracking 
In the region based tracking, the AUV is required to track a moving region (desired target) [32] 
rather than a point, to perform a given task such that control effort applied to track the region 
Line of Sight 
Actual Path 
Desired Path 
Fig. 2.7 Way-point guidance based tracking of a part of a sinusoidal path 
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(Fig 2.8) is minimal. When precision is important, high control effort is required. When the 
precision is not critical, low control effort is used to minimize the energy consumption.In 
presence of disturbance, the controller does not need to be activated to move the AUV out of 
region. In case of high precision requirement, the region is made in small to an extent such that 
the precision is lost. Therefore, the region based tracking is considered as the generalization of 
the conventional tracking control algorithm. 
 
 
2.2.8 Homing and Docking 
Homing refers to point stabilization and dynamic positioning of AUVs. A critical strategy to 
drive an AUV towards its base station/support vessel, which is basically considered as fixed 
target point. Homing allows a successful long-term autonomous operation of AUV since it 
allows the vehicle to approacha base station/support vessel, and then often offer capabilities and 
permission to sleep, recharge its batteries, transfer data, and download new mission 
parameters.This last stage of this process, usually termed as docking in the literature, may vary 
significantly depending on the vehicle itself, the location, and the type of docking 
station.Homing and docking [33], [34], [35] also usually requires extra aiding sensors, e.g., 
optical or electromagnetic aiding sensors. A sensor-based controller for homing of underactuated 
Moving 
Region 
Fig 2.8 Dynamic moving region in region based tracking control 
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AUVs is reported in [36] where, the problem of development of accurate control law is not 
affected by errors in the estimates of the attitude of the vehicle. 
2.3 Control Architectures 
With continuous significant advances in control, navigation, artificial intelligence, material 
science, computer, sensor and communication, AUVs have become very useful for various 
underwater tasks. The autonomy is one of the most critical issues for successful use of AUVs in 
a mission/application. Various control architectures have been studied to help increase the 
autonomy of AUVs [37]–[40] for successful desired motion. They could be classified into three 
groups namely deliberative architecture, behavior-based architecture, and hybrid architecture. 
Advantages and drawbacks of different approaches are provided in [41]. 
 
Fig 2.9 Difference between deliberative and reactive control architectures for AUVs 
2.3.1 Deliberative Architectures  
 These are based on planning using a world model [42]. A mission is specified to achieve a set of 
goals and each goal is executed by a control system. They allow reasoning and making 
predictions concerning the environment. Data flows from sensors to the world model, which is 
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used to plan new actions to be undertaken by the actuator. When dealing with a highly dynamic 
environment, the delay in the response time is the main drawback. Algorithm of this architecture 
is shown in Fig.2.9. 
2.3.2 Behavioral Architectures 
These are also known as reactive architectures or hierarchies [43]. The decomposition is based 
on the desired behaviors for the vehicle and missions are normally described as a sequence of 
phases with a set of active behaviors. The behaviors continuously react to the situation sensed by 
the perception system. The vehicle’s global behavior emerges from the combination of the 
elemental active behaviors. The real world acts as amodel to which the vehicle reacts, based on 
the active behaviors.As active behaviors are based on the sense-react principle, they are suitable 
for dynamic environments. However, since each behavior pursues its own goal, reaction actions 
issued by one behavior may cause another behavior to deviate from its respective goal. As a 
result, the vehicle behavior is, at times, unpredictable. The algorithm of this architecture is 
shown in Fig 2.9. 
2.3.3 Hybrid Architectures 
This architecture takes advantage of the two previous architectures while minimizing their 
limitations [44], [45]. They usually consist of three layers: the deliberative layer, the behavior-
based layer, and the control execution layer. The deliberative layer has the goal of breaking 
down the mission to be accomplished into a set of tasks. The behavior-based layer has the goal of 
carrying out each task. The deliberative layer also acts over the behavior-based layer by 
configuring the particular set of behaviors and the priorities among the behaviors. The 
deliberative layer determines if the task is being accomplished properly by monitoring sensor 
information and the output of the behavior-based layer. The behavior-based layer generates 
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outputs as inputs to the low-level controller which generates the actions to be followed in the 
control execution layer.  These actions depend directly on the current perception (through 
sensors) of AUV since behaviors are very reactive.  
2.4 Control Algorithms  
Single AUV/marine craft has been used for different missions for various needs. Different 
control objectives which may include path tracking, path following, way-point guidance based 
control strategies for an AUV. Different control algorithms have been developed for 
implementing these strategies. In order to achieve autonomy by an AUV its control algorithms 
must have adaptive and robustness properties for overcoming the problems arises due to the 
nonlinearity and time variance of AUV dynamics, unpredictable environmental uncertainties 
such as sea current fluctuation, and reaction force from the manipulator intervention, modeling 
difficulty in hydrodynamic and coriolis forces the changes in AUV configuration according to 
different missions. Although algorithms are broadly classified as adaptive and robust approaches, 
they are further categorized as traditional and hybrid controllers. Control algorithms of AUV are 
further categorized as controllers for linearized and nonlinear model, for fully actuated and 
underactuated systems. Categories based on traditional and hybrid control design methodologies 
are described as follows. 
2.4.1Traditional Controllers 
2.4.1.1. Proportional-Integral-Derivative (PID) Type Control 
A Proportional plus Integral plus Derivative i.e. PID controller refers to P, I, PD, PI or PID 
controller. Traditional PID controller with fixed gains cannot meet the requirements for control 
of underwater vehicles. Although it successfully deals the nonlinearities and uncertainties of 
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AUV dynamics; it can only ensure local stability of AUV system. Also it does not guarantee 
optimal control of the system or system stability, since the system to be controlled shows highly 
nonlinear behavior for the underwater vehicle. 
Nevertheless, PD plus gravity and buoyancy compensation control technique was proposed for 
regulatory control of AUV by Fossen in [46]. Fossen [46] also proposed PID controller and 
proves the stability for regulatory control of AUV. Jalving [47] proposed a simple PD controller 
for AUV steering (Yaw) control. Chellabi [48] used a PD controller combined with an optimal 
error correcting terms. Here, the AUV dynamics has been linearized and decoupled into 
subsystems. A linear PD controller combined with LQR optimal controller is used for controlling 
each subsystem. Fjellstad and Fossen [49] defined a virtual velocity reference signal that is a 
linear combination of desired speed, tracking error and its integration, and formulated a 
controller that has two parts namely feed forward part and PID controller. First part is the 
multiplication of the AUV dynamic model and the virtual velocity and the second part is a PID 
controller. Its global convergence was proved by Barbalat’s lemma. Ollennu [50] proposed a PD 
controller combined with the I/O linearization method. Linearized dynamics is obtained from I/O 
linearization with the application of Lie derivative and then state feedback control law has been 
exploited to achieve asymptotical regulating or tracking error. White [51] proposed a full state 
feedback controller that has the very classical observer-controller form. Koh [52] proposed a 
simple PID control in underwater vehicle control.Constraint optimization technique has been 
used for tuning parameters of PID controller. Fossen [46] proposed tracking controller using PD 
plus feedforward compensator (FC). Fossen [46] also used PID controller for reference trajectory 
tracking and proves its local stability conditions. 
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Limitations due tolocal stability, PID controllers are not used alone for an AUV, rather their 
benefits are exploited by combining with one or more advanced controllers such as H∞ PID 
[53],model free SMC-PI[54]. 
In [56] controller is expressed in terms of quasi velocities (QV) in a transformed equation of 
motion with a diagonal inertia matrix and thus it is decoupled. A proportional and derivative 
control is applied on this new dynamic system and stability is studied using Lyapunov based 
argument. In contrast to the classical PD controller, the modified controller containing dynamic 
parameters of the under-water vehicle works very fast flexibility of selection of the regulator 
gain coefficients. Literature survey of use of PID group controllers such that PI, PD, or PID for 
AUVs clearly indicates that 
 Most of the research works are based on linearized dynamics of AUV.  
  These controllers have been verified for position control or motion control when 
hydrodynamic uncertainties are not involved in dynamics of AUV.  
 Some research papers consider the uncertainties in the dynamics, but the assumption of 
availability of complete description (in linearization process) of AUV dynamics [48], [49] for 
development of control is the significant drawback. Because cancellation of dynamics, if not 
exact, may cause serious threat to robustness. 
 PID group controllers for tracking such as PD plus FC and for regulation PD plus gravity or 
buoyancy compensation involve dynamic model parameters in their control law. This control law 
requires calculation of forward kinematics online which are often overhead for most cheap 
microprocessor.  
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 Last two points therefore assure, under real operating conditions where the dynamic parameters 
shifted from their nominal values, performance of these controllers deteriorates.   
2.4.1.2 Robust Control 
Robustness of an AUV system means stability of the system against perturbation with respect to 
model parameter uncertainties (payload variation, change of hydrodynamic coefficients in 
different speeds and orientation) and uncertainties from external sources (wave and current 
variation). The uncertainties may be modeled as bounded constant valued (guaranteed stability 
bound), deterministic as a functional bound of parameters or stochastic based on probability 
distribution of uncertainties. Hence deterministic or stochastic robust controller are proposed 
based on the modeling behavior of the uncertain disturbances. In the robust control strategy, the 
performance of the system is verified for a family of plant models. Often, this family is defined 
by means of a nominal and a size of the uncertainty specified in parameter domain or in the 
frequency domain (H∞ family of controller). The Smallwood and Whitcomb [58] gave 
information that no exact model of analytical form of dynamic equations of an AUV is available 
at present.  
Robust control algorithm is best suitable as it requires only the information about the bound in 
uncertainty. But depending upon the amount of uncertainty the controller gain needs to be 
changed. Therefore, there is a chance for saturation of actuator due to requirement of higher 
values of gains for higher bounds of uncertainties. This is the limitation of robust control.  
Sliding Mode Control (SMC): It is a robust design technique that can withstand external 
disturbances and parameter uncertainties. It is a  well-established approach for dealing with 
deterministic uncertainties in both linearized and nonlinear system of AUV. Uncertainties are 
assumed norm-bounded. This variable structure control alters the dynamics of a nonlinear system  
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by applying a high frequency switching control. The basic implementation of SMC involves 
selecting a hypersurface or a manifold for the whole state space such that system trajectory 
exhibits desirable behavior when confined to this space, and then finding appropriate feedback 
gains so that the system trajectory intersects and stays on the selected manifold. Yoerger and 
Slotine [59] proposed basic techniques of using SMC for trajectory tracking of AUV.  Healy and 
Lienard [60] used discrete sliding modescheme for diving, steering and speed control separately 
of an AUV. In this scheme, sliding surface has been designed by pole placement technique or 
considering LQR optimal control to ensure global asymptotic convergence. Macro [61] and 
Riedel [62] used the same sliding mode controller in which the switching surface is defined by a 
Lyapunov function to guarantee the global stability of state variable errors and a boundary layer 
to reduce the chattering.Innoceti [63] used a cost functional to define the sliding surface and a 
‘unit-vector control’ scheme as control law which has several parameters to smooth the 
discontinuity and determine the strength accordingly. Lee et.al [64] proposed a discrete-time 
sliding mode controller for AUV.  
Even though SMC has been well known for its robustness to parameter variations, but this 
robustnessis achieved at cost of considerable degradation of performances in controlling the 
complex AUV dynamics. These performance degradations are summarized as follows 
 Control law involves lots of computation such differentiation of states (which may 
involve noise also), computation of matrix inverse. This results in delay in applying the 
control law which results in chattering. 
 Dynamics compensating feature of control law in combination with chattering results in 
high control effort 
 Reduction in life of actuator due to the rapid changing of discontinuous control action  
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 Possibility of actuator saturation due to high control effort i.e control action is achieved at 
the degradation of performance. 
 Requirement of full state feedback for control action 
 Lack of robustness during reaching phase and sensitivity to unmatched uncertainties [65]. 
Time-Delay Control:  In [66], Kumar et al. proposed a robot control scheme for robust trajectory 
control based on direct estimation of system dynamics of AUV. The proposed controller can 
work satisfactorily under heavy uncertainty that is commonly encountered in the case of 
underwater vehicle control. The dynamics of the plant are approximately canceled through the 
feedback of delayed accelerations and control inputs. No knowledge of the bounds on uncertain 
terms is required. It is shown that only the rigid body inertia matrix is sufficient to design the 
controller. The control law is conceptually simple and computationally easy to implement.  
2.3.1.3 Robust/Optimal Control 
Principles of the robust/optimal control are based on calculus of variations, Pontryagin maximum 
principle, and Bellman dynamic programming. However, due to the difficulty of deriving an 
accurate model of AUV system, it is difficult to apply optimal control directly. Therefore, 
generally optimal control combined with system identification or robust control is used in AUV 
control. Among various optimal controls based robust control schemes such as classical 
approach Linear Quadratic Gaussian/Loop Transfer Recovery (LQG/LTR), and advanced 
approaches like H∞,  syntheses methodology are most important. 
Triantafyllu [67] proposed a robust control scheme based on Smith controller and the LQG/LTR 
methodology where Smith controller compensates for time delay in transferring signal through 
tether (in case of ROV) or through the acoustic link (in case of AUV). Conte [68] proposed a 
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robust controller based on Lyapunov method considering hydraulic disturbance and model 
uncertainties as bounded perturbation. Boskovic [69] introduced a Lyapunov function consisting 
of a quadratic term in velocity, quadratic term in position and a logarithmic term in the attitude, 
and based on this designed a controller that can achieve global asymptotic convergence to a 
given position and attitude setting. Mennozi [70] conducted experiments to obtain couple of 
nonlinear dynamics models near optimal operating conditions, and proposed LQR for gain 
calculation based on piecewise linearization. Wit [71] proposed a robust nonlinear control 
scheme that designs an additional control force to cope with the system state dependent 
disturbance.  
H∞/H2 Control:H∞ controllers are synthesis approach based controllers for achieving robust 
performance or stabilization of a multi-variable linear system. The performance of the system is 
verified for a family of plant models. Often, this family is defined by means of a nominal and a 
size of the uncertainty specified in the frequency domain. It is very much appropriate for control 
of complex system like an AUV as its control problem can be divided into several interacting or 
non-interacting control subsystems such as speed control, steering control and diving control. H∞ 
controllers in linear systems can be obtained in the state space by solving Riccati equation or 
Linear Matrix Inequality (LMI) technique. In the last case the solution is obtained by efficient 
convex optimization algorithms. 
Kim [72] proposedH2/H∞ control scheme, in which robust stability problem against time delays 
and parameter uncertainties is transformed into H∞ control problem and performance problem is 
transformed into H2  problem. For autopilot design Feng [73] proposed an H∞ control scheme that 
was based on linearized model derived from the operating point of straight ahead motion with a 
fixed cruising speed. Moreira et.al.[74], proposed H∞ and H2 controller for diving and course 
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control of AUV considering the presense of wave disturbances. Petrich et.al. [75], proposed a 
robust attitude controller which provides robustness against the cross-coupling due to roll 
motion. They proposed a linear model that captures the coupled pitch and yaw dynamics. A 
sensor and actuator allocation technique was used to minimize kinematic coupling. A 
fundamental concept of H∞ control was introduced to provide robustness against the remaining 
coupling terms and ultimately a compromise exists between design criteria such as robustness, 
tracking performance and actuator bandwidth. Similar previous work for AUV attitude control 
using H∞ method is reported in [76]. Loc et.al. [77] has designed a depth controller based on 
systhesis methodology to compensate the effect of parametric uncertainties.Logan [78]has drawn 
a comparison betweenH∞/  Synthesis and SMC for heading and depth control of the Draper 
Laboratory/MIT Sea Grant Sea Squirt autonomous underwater vehicle (AUV). To avoid 
checking the performance measure for all frequencies "loop shaping” of performance transfer 
function is used with the help of frequency-domain weighting functions. In [79],a comparison 
have been drawn between  LMI based H∞ and SMC where control has been proposed based on 
unit vector control of SMC theory where parameter matrices are chosen based on a sliding 
surface which is achieved  by optimizing a cost function. Advantages of H∞ controller are as 
follows   
 To use H∞ methods, a control designer expresses the control problem as a mathematical 
optimization problem and then finds the controller that solves this. H∞ techniques have the 
advantage over classical control techniques in that they are readily applicable to problems 
involving multivariable systems with cross-coupling between channels. 
 In H∞ control technique, parameter uncertainty is modeled as a disturbance system taking 
values in some range and modeled in a feedback setting. The H∞ [80] arises when broader class 
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of input signals is considered, thus making H∞ optimal control problem more robust to input 
uncertainty.  
 To check the robust performance  –based test can be used.  
Limitations of LQG/LTR, H2, H∞ controller based on linearized dynamics of AUV are 
summarized as follows 
 LQR control requires full state measurement for state feedback control. 
 LQG control sticks to a particular power spectrum of disturbance signals. Performance of the 
systems designed with these criteria tends to be sensitive to the modest change in signal power 
spectrum and plant model.  
 H∞ techniques include the level of mathematical understanding needed to apply them 
successfully and the need for a reasonably good model of the system to be controlled.  Moreover, 
it works based on the assumption that the system is exactly modeled which is practically not 
possible. 
 The linearization of AUV dynamics by Taylor series expansion suffers from serious drawbacks 
when body-fixed velocities take zero  value  in the quadratic part of hydrodynamic damping 
matrix where derivative does not exist as this part involve absolute value of these velocities.  
 Consistent amount of uncertainties in both high and low frequency region due to 
approximations by linearization of nonlinear systems may exist inthe process of applying H∞ 
controller to linear system. 
 Use of model parameters in the control law makes the stability analysis complicated. 
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 Robust stability of closed-loop system is the minimum requirement. However even though the 
closed-loop system is robustly stable, it will not be of any use if it does not deliver the required 
performance. Robust stability is achieved in these control methods but robust performance is still 
an open issue. In some cases  analysis technique is used to verify the robust performance of  
H∞ controller. 
 These controllers need to estimate desired acceleration for providing control law for tracking 
control of an AUV. This estimate always is contaminated with noise for trajectory which is not 
known in advance. Therefore, it adversely affects the control action applied to AUV.  
2.4.1.4 Optimal Control 
There is little work reported in literature for applications of optimal control to AUV. Biggs et.al. 
[81], modeled the AUV as a nonholonomic system. Then an optimal kinematic control on the 
Euclidean group of motions ),3(SE  where the costs function to be minimized is chosen as the 
integral of a quadratic function of velocity components. Maximum principle is used to get the 
Hamiltonian and corresponding vector field give the necessary conditions for optimality. In [82], 
a nonlinear optimal control using the method of successive approximations was designed for the 
purpose of station-keeping of an AUV. Kumar et al. [83] deal with real-time optimal motion 
planning for astable AUV, and present an approximate analytical solution for the optimal control 
problem of a symmetric astable AUV with symmetric thruster configuration. Yuan et al. [84] 
design an optimal real-time collision-free trajectory for autonomous underwatervehicles (AUVs) 
that move in a 3D unknown underwater space.A class of feasible trajectories is derived in a 
closed form by explicitly considering the kinematic model of AUVs. Class of trajectories is then 
expressed in terms of two adjustable parameters such as for the purpose of collision avoidance. A 
collision avoidance condition is developed to determine a class of collision-free trajectories.  
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One of the advantages of nonlinear optimal control is that it can handle robustness as well as 
optimality which are not available in optimal control based on linearized dynamics. 
2.4.1.5 Adaptive Control 
 Adaptive control can provide automating tuning of control gains in real time according to the 
uncertainties/nonlinearities in the process dynamics and the external disturbances. The 
uncertainties/disturbances may be of two types namely unknown constant or unpredictably 
changing in time. Three types of adaptive controller namely; model-based, regressor based and 
regressor-free based is reported in literature of AUV control.  In model based adaptive control 
such as adaptive feedback linearization based adaptive control in [46], model reference adaptive 
control [85] researchers proposed the control law by estimating the system parameters since 
there are parameter uncertainties and unknown disturbances in the AUV’s hydrodynamics. In 
regressor based adaptive system [46] controller parameters are adapted based on 
tracking/regulation error using an adaptation gain matrix; no information of AUV model is 
required. Only information required is the structural information of AUV dynamics, desired and 
actual position and velocities and desired accelerations. To avoid the use of noisy estimation of 
actual states in regressor based adaptive controller Fossen and Fjellestad [46]  proposed desired 
compensation adaptive law (DCAL) which is actually modified version of DCAL proposed by 
Sadegh and Horowitz [87]. This strategy utilizes only the states of desired trajectory in the 
regressor. 
Fossen and Sagatun [86] proposed adaptive control with online estimation of uncertainties in 
parameters. Antonelli et al. [88] used an adaptive control algorithm which considers the 
hydrodynamic damping parameters affecting the performance of tracking. Li et al. [89] proposed 
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adaptive region tracking controller for AUV where stability is studied based on Lyapunov 
function. 
However model-structure based nonlinear controller such as regressor based adaptive control 
often fails to achieve desired performance in the presense of modeling error, parameter 
uncertainties and unknown disturbances. Values of parameters of AUV system depend on 
operational conditions and structure of AUV dynamics in regressor may not be precisely known 
in advance.On the other hand, the non-regressor controllers do not use model 
parameters/structure of AUV dynamics in them. An experimental study was done on underwater 
robotics using non-repressor-based adaptive control with bound estimation in [90]. Zhao et.al. 
[91] proposed adaptive disturbance observer based (DOB) controller to cope with the affects of 
both external disturbances and parameter uncertainties. 
Disadvantages of this controller are mentioned as follows 
 Feedback linearization based adaptive controllers are unable to achieve stability without 
restrictions on either nonlinearities or location of unknown parameters due to dependence on 
feedback linearization conditions and certainty equivalence implementations. 
 All types of adaptive controllers namely model-based, regressor or regressor-free need to 
estimate desired acceleration for providing control law for tracking control of an AUV. This 
estimate always is contaminated with noise in the case when the desired trajectory is not known 
in advance. Therefore, it adversely affects the control action applied to AUV.  
 In all the above controllers except DCAL, noise in estimation of actual state variables of 
AUV used in control law/ update law affects the actions of these laws.  
44 
 
 Model based adaptive controller may fail when the dynamics changing speed is beyond its 
adapting capability[92] and also it may be calculation burdensome because of the excessive 
endeavor in identification of highly nonlinear system of AUV.   
 Computation of the regressor matrix in regressor based adaptive control is a time-consuming 
task (update rate is slower than update rate of desired velocities, accelerations and error in 
positions and velocities) since adaptation gain matrix is generally taken in such that adaptation 
process is slower than control bandwidth [92]. The computation time for parameter estimation 
will increase as number of unknown system parameters increase. Implementation also requires a 
precise knowledge of the structure of the entire/partial (e.g. PD plus gravity compensation) 
information of AUV dynamic model in the said control strategy. 
 Update law based adaptive controllers suffers from poor transient response when adaptation is 
initiated. High control effort is required due to use of high control gains at this stage. Advantages 
of this control are mentioned as follows 
 DCAL uses only the desired states only in it control and update law. Therefore, there is no 
scope of degradation of control law or update law due to noise in actual state estimation. Also 
significant amount of on-line computation is reduced in this kind of control/update law. 
 The regressor-free adaptive controllers are computationally efficient as these controllers 
neither use the parameters nor the structure of AUV model.  
 The advantage of all the controllers is that the control effort is applied in accordance with the 
requirement based on error in states and estimation of uncertainties (not the entire 
parameter/parametric matrix bound) at every instant of time. Therefore, unnecessary high control  
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effort can be avoided. It is just opposite to SMC where high control effort is inevitable owing to 
requirement of compensation of nonlinear dynamics. 
2.4.1.6 Intelligent Control 
Intelligent control uses various Artificial Intelligence (AI) computing approaches like neural 
network (NN), Bayesianprobability, fuzzy logic,and machine learning and evolutionary 
computation. 
Neural network (NN) control: Neural networks attracted many researchers because they can 
achieve nonlinear mapping. Using NN in constructing controllers has the advantage that the 
dynamics of the controlled system need not be completely known. This facilitates NN to provide 
robustness to the controller [93] for underwater vehicle control with respect to non-uniform and 
unstructured seawater environment and highly nonlinear response of the vehicle where autonomy 
is difficult to achieve. However, NN-based controllers have the disadvantage that no formal 
mathematical characterization exists for the closed-loop system behavior. Yuh [94] exploits a 
multiple layer feed forward network in which each layer has 13 neurons, except the last layer 
that has 6 neurons. The input signals are six position errors, six velocity errors, and a constant. 
The output signals are six control forces. BP algorithm has been used for training the network. In 
applying NN to AUV Seube [95] compared the BP learning algorithm and continuous 
Hebbianlearning rule. Venugopal [96] used a two hidden- layer feed forward neural network 
trained with BP algorithm to estimate the bounds AUV inverse Jacobian of the dynamics. Sutton 
[97] proposed a direct learning type neural networks controller that is trained with chemotaxis 
algorithm and compared with a tuned PID controller. Advantages and limitations of NN 
controllers from the perspective of AUV motion control are cited as follows 
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 Advantage is that these are non-model based controller. Therefore it is very advantageous 
from viewpoint of implementation.  
 Real-time implementation of AUV control (e.g. defense application) is simply impossible 
using NN-based control.   
Fuzzy logic control:In this control strategy, fuzzy inference system approximates any real 
continuous function over compact set to any degree of accuracy. For control engineering 
applications, researchers use fuzzy logic to form a smooth approximation of a nonlinear mapping 
from system input space to system output space. This makes it suitable for nonlinear system 
control. Kato [98] used a very basic fuzzy controller in an AQUA EXPLORER 100 cable’s 
inspection. DeBietto [99] used a fuzzy logic controller for underwater vehicle’s depth control. 
Guo [100] proposed a fuzzy logic controller that uses a genetic algorithm for membership 
function optimization. Lee [101] exploited a fuzzy logic controller that used the very basic TSK 
(Tagaki-Sugeno-Kang) models. Advantages and limitations of fuzzy logic based controllers from 
the perspective of AUV motion control are cited as follows 
Advantage: (i) Uncertainties in communication network among multiple AUVs is easily handled 
using fuzzy logic formulation [147].  
Disadvantages:(i) It is robust but not adaptive (ii) It is often complicated to make rule-base 
required for fuzzy-logic control for complex AUV system.  
2.4.1.7 Behavior Based Scheme 
A behavior-based (i.e.reactive) robotic system properly couples perception to action without the 
use of intervening abstract representations or time history. Behaviours can be expressed as a 
Stimulus-Response block. The global architecture is represented with behaviours (e.g.obstacle 
47 
 
avoidance, avoid trapping, go to) in parallel structure and outputs are channelled into a 
coordination mechanism that develops an appropriate response (Fig. 2.10). Two types of 
coordination mechanisms are found in literature [102] namely, competitive methods, cooperative 
methods. Also, behaviours can be expressed with a functional notation, like mathematical 
functions, by providing weights depending upon the preference of behaviors at a particular 
instant of time in underwater environment. A coordination function evaluates all the behaviours 
and gives the final response. Several behavior based scheme [102] like schema-based, 
subsumption architecture, process description language,action selection dynamics have been 
tested successfully. Few fundamental principles [103] which have been used by different 
researchers in behavior-based robotics are parallelism, modularity, situatedness/embeddedness, 
and emergence. Behavioral response is a functional mapping from the stimulus plane to the 
motor plane. 
In [104] behavior-based control of an AUV for the purpose of inspection of coral reefs, a task 
which is performed by divers holding a video camera while following a rope. In [105] a set of 
core functions that allows an underwater robot to perform surveillance under operator control are 
used. Specifically, behaviors andinteraction modes for a small underwater robot based on 
behaviors that facilitate the monitoring of organisms on a coral reef are presented.  
2.4.1.8 Geometric Control 
There are many challenges to high performance control of AUV’s. Notably underwater vehicle 
dynamics are basically nonlinear and hydrodynamic parameters are often poorly known. Mostly 
used nonlinear control for AUV is sliding mode control which renders robustness and avoids 
linearization of AUV model. It has two parts: first part attempts to cancel the nonlinear dynamics 
(akin to computed torque method) while the second part which is discontinuous across a sliding 
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surface makes up for uncertainty in the dynamic model. But geometric control is another robust 
control method which avoids both linearization of AUV model and cancellation of nonlinearities. 
The complete mechanical behavior of the AUV system can be well understood by this control 
technique. Since the theory is represented in differential geometric framework, the notion of the 
force is not obvious as when viewed from Newtonian point of view.  
 
Fig 2.10 Behavior-Based Controller (motor-schema approach and cooperative coordination) 
Architecture for an AUV where ‘ d ’ and ‘ nd ’ denote dominant and non-dominant behaviors 
 
In [106] geometric method referred to as energy-Casimir method has been used for stability 
studies of simple AUV dynamic model which does not consider the viscous effects. In [107] the 
the dynamic equations of motion of a rigid body without considering external forces (potential 
and dissipative) are expressed as affine connection control system. This control system 
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introduces the notion of kinematic reduction and decoupling vector field. The equations of 
motions of AUV in a real fluid, subject to external potential and dissipative forces, are presented 
as forced affine control system (FACCS) [108]. Thus, the characterization of kinematic reduction 
and decoupling vector field has been extended to include the external forces in [108]. In [109] 
the underwater vehicle is modeled as a forced affine connection control system, and the control 
strategies are developed through the use of integral curves of rank one and kinematic reductions.  
Singh et al. [110] proposed a robust feedback trajectory algorithm of AUV on SE (3) under 
environmental disturbance. Stability is proved using Lyapunov type analysis. 
2.4.1.9 Some Lyapunov Based Controller  
Direct Lyapunov Method:An output feedback controller is derived in [111] reconstructing the 
axial flow velocity from vehicle’s speed measurement, using three state model of propeller shaft 
speed, forward (surge) speed of the vehicle, and axial flow velocity. Lyapunov stability theory is 
used to prove that a nonlinear observer combined with an output feedback integral controller 
providing exponential stability. Nakamura and Savant [112] used Lyapunov-like function to 
develop nonlinear tracking control scheme. 
Iterative Lyapunov Based Techniques: Controller for trajectory tracking was proposed by 
Repoulias and Papadopoulos in [24]. They proved the stability of the proposed controller using 
recursive backstepping method, an iterative Lyapunov based technique. 
Anguiar and Pascoal [30] proposed a nonlinear adaptive controller that steers an AUV to track a 
sequence of points consisting of desired positions, followed by positioning of vehicle at the final 
target. The controller is derived at the kinematic level with the assumption of the known ocean 
current disturbance. A closed-loop system is completed with an exponential observer. Integrator 
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backstepping and Lyapunov based techniques are then used to extend the kinematic level 
controller to dynamic case and to deal the parameter uncertainty.   
 Advantages:  i In contrast to feedback linearization based adaptive methods that required 
cancellation of all linearities, the back-stepping design avoids wasteful cancellation and retains 
useful nonlinearities.  ii  Back-stepping method is flexible and allows a choice of design tools 
for dominating or adapting to uncertain nonlinearities  iii  Backstepping is suitable for the 
system with unmatched uncertainty. 
 Disadvantages:  i  Strong properties like global stability or regional stability are built into the 
nonlinear systems in multiple steps. 
Combination of Direct Lyapunov and Backstepping: Do et al. [25] have proposed a nonlinear 
robust adaptive control strategy to force six degrees of freedom underactuated underwater 
vehicle with only four actuators to follow a prescribed path at a desired speed despite of the 
presence of environmental disturbances and vehicle’sunknown physical parameters. The 
proposed controller is designed using Lyapunov’s direct method, the popular backstepping and 
parameter projection techniques. The closed loop path following errors can be made arbitrarily 
small. The developed control strategy is easily extendible to situations of practical importance 
such as parking and point-to-point navigation. Lapierre et al. [27] proposed stringent initial 
condition constraints free path following control based on Lyapunov theory and backstepping 
technique.  
 
 
51 
 
2.4.1.10 Passivity-based Control  
It has been observed from the study of different controllers that most of them need to avail all the 
states by measurement or estimation for proposing the control law. To overcome the problems of 
measurement of all the states passivity based method was used by Fossen [46] for AUV. 
Passivity based formation control with consensus coordination has been proposed in [138]. 
Passivity is related to the property of stability in an input-output sense, that is, we mean the 
system is stable if bounded input energy supplied to the system, yields bounded output energy. 
This is in contrast to Lyapunov stability which concerns the internal stability of a system, that is, 
how far the state of a system is from a desired value. Passivity based control is a methodology 
which consists in controlling a system with the aim at making the closed loop system, passive. A 
system which can not store more energy than is supplied by some source with the difference 
stored and supplied energy being the dissipated energy, is referred as passive system.Advantages 
of this controller are 
 Advantages: From implementation point of view (which refers to implementation cost) 
passivity based controller is favoured due to its low complexity and robustness. 
 Drawbacks: Passivity control makes the system open-loop in speed tracking. The convergence 
rate of speed tracking error is bounded from below by mechanical time constant, relying on a 
positive damping of the system. 
2.4.1.11 Energy Based Control 
Using energy based control, control system of AUV rigid body system are formulated and 
analysed as mechanical control system. The fundamental and most important feature of a 
mechanical system is notion of energy. Forces associated with energy are dissipative force and 
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gyroscopic force. A force which decreases the energy of the system is called dissipative force 
and the force which does not change the energy is termed as gyroscopic force. Gyroscopic forces 
add coupling to the dynamics. Two kinds of energy, involved with the AUV dynamics are 
kinetic and potential energy. 
Energy based control basically refers to popularly known energy shaping control. Consider a 
mechanical system with unstable equilibria at 0q .The objective is to stabilize the system using 
feedback. One of the solutions is energy shaping procedure. The feedback so constructed for 
providing the closed-loop system to possess the structure of mechanical system is called energy 
shaping feedback. Two kinds of energy shaping are found in literature. Changing the potential 
energy is described as potential energy shaping. Shaping the kinetic energy is termed as kinetic 
energy shaping.  
This kind of control is found in[113], where a Lagrange equation of motion for a bio-mimetic 
AUV(BAUV)is derived based on the notion of generalized coordinates, energy, and generalized 
forces.Then the Lagrangian function as the difference between the kinetic and potential energy is 
defined and problem of line-of-sight based tracking is solved. 
2.4.1.12 Switched SeeSaw Control 
In [114], a switching controller, named switched seesaw control, has been developed for 
stabilization of an underactuated AUV in presence of input disturbances and measurement noise. 
Two classes of systems for control design have been proposed; stable/unstable switched system 
and seesaw systems. Two stable/unstable systems (when one is stable, the other one is unstable) 
are interconnected by switched seesaw system and conditions are provided such that 
interconnection is input-to-stable. 
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2.4.2 Hybrid Controller 
AUVin recent days uses a combination or hybridization of different traditional control schemes 
adding the merits of traditional controllers to achieve robustness. Some of these hybrid control 
schemes reported in literature for AUV control are reviewed and presented below.  
2.4.2.1 H∞  Optimal PID 
To avoid the complex mathematical approximation of nonlinear H∞ optimal control [115], [116],  
[117]aPID based nonlinear H∞  is introduced in [53].  
Advantages:  (i) Nonlinear dynamics of AUV has been used instead of linearized dynamics as in 
case of traditional H∞ controller, (ii) Effort to reduce the dependence on parameter matrices of 
dynamics of AUV in control law (iii) No approximation is adopted in solving Hamilton-Jacobi 
inequality. Complex inequalities have been reduced to simple set of inequalities. 
Disadvantages: (i) Mass matrix has been used in control law (ii) Oscillations are observed in 
position and velocity tracking, (iii) Settling time of tracking performance is very high. 
2.4.2.2 Adaptive Sliding Mode Control 
Robust control design will benefit from the use of adaptive control in terms of performance 
improvements and extension of the range of operation. On the other hand, using an underlying 
robust controller design for building an adaptive control system may drastically improve the 
performance of the adaptive controller. 
Estimation of the uncertainty bound is necessary to apply sliding mode control. For this reason, 
some researchers took the help of numerous adaptive mechanisms to tune bound estimation 
online. Fossen et.al. [86] proposed an adaptive sliding mode control of an AUV that compensates 
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for the uncertainties in the input matrix which arose due to thruster hydrodynamics. In adaptive 
SMC a discontinuous term has been added to an existing adaptive controller. Cristi et.al. [118] 
proposed an adaptive sliding mode control based on dominant linear model and bound on 
nonlinear perturbation of the dynamics. Robust controller can adjust to changing dynamics and 
operating conditions with consideration of both adaptive and non-adaptive techniques. 
Yoergeret. al. [119] used an adaptive sliding mode control for a nonlinear system model. 
Compensation for environmental changes is achieved by this controller by updating the nonlinear 
model parameters and control input. 
Advantages in AUV control :(i) In sliding mode control performance degrades due to 
requirement of high control effort. But in adaptive sliding mode the performance does not 
degrade owing to adaptive implementation of controller (ii) indirectly it may be stated that the 
transient response of adaptive controller is improved by incorporating sliding mode control 
(SMC) to it. 
2.4.2.3 Adaptive Optimal Control 
In [120], adaptive control of a low speed bio-robotic autonomous underwater vehicle in dive 
plane using dorsal fins is considered. An indirect adaptive control system has been designed for 
the depth control using dorsal fins. The control system consists of a gradient based identifier for 
on-line parameter estimation, an observer for state estimation and an optimal criterion. 
2.4.2.4Adaptive Supervisory Control 
In [121], an adaptive switching supervisory control has been combined with a nonlinear 
Lyapunov-based tracking control law for proposing the control law for an underactuated AUV. 
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This combination helps to achieve global boundedness and position tracking error convereges to 
a neighborhood of the origin that can be made arbitrarily small. 
2.4.2.5 Fuzzy Sliding Mode Control 
In this control a switching layer instead of a not the switching surface is used to reduce the 
chattering. Fuzzy logic is used to generate a control command as a nonlinear function of S within 
the boundary layer. Chiu [122] proposed a fuzzy sliding mode control that uses a five fuzzy rule 
base to generate nonlinear control output in the sliding boundary layer. Guo et.al [123] designed 
a sliding mode fuzzy controller which offers a systematical means of constructing a set of 
shrinking-span and dilating-span membership functions for the controller. Stability and 
robustness of the control system are guaranteed by properly selecting the shrinking and dilating 
factorsof the fuzzy membership functions. 
In Sliding Mode Fuzzy ControlIt includes the advantages of interpolation property of fuzzy logic 
control and robustness property of sliding mode control.Such kind of controller can be used for 
different optimization design: fuzzy logic can achieve very sophisticated switching surface 
functions. In [124],[125] a sliding mode fuzzy controller has been used which utilizes 
Pontryagin’s maximum principle for switching surface design, and used a fuzzy logic to form 
this surface. 
2.4.2.6 Adaptive FuzzyLogic Control 
An daptive fuzzy logic based controller for the depth control of an AUV.has been described in 
[147]  
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2.4.2.7 Adaptive Fuzzy Sliding Mode Control  
In the work of Balasurya et.al. [126],anadaptive fuzzy SMC has been developed where dynamics 
of AUV has been approximated. This strategy shows robustness against model uncertainties and 
external disturbances. Global asymptotic stability of proposed control system has been verified 
by Lyapunov criteria. 
2.4.2.8 Neural Sliding Mode Control 
Similar with adaptive sliding mode control scheme, in this scheme neural networks are used to 
set new SMC parameters for AUV. Lee [127] proposed a control scheme that uses a multilayer 
neural network trained with back propagation algorithm to compensate for the digression of the 
state from the sliding surface caused by unexpected large uncertainty. 
2.4.2.9 Neural Network (NN) Based Time Optimal Sliding Mode control 
Chatchanayuenyong [128] presented a combined controller using SMC as its main controller. 
The SMC follows switching according to Pontryagin’s time optimal control principle, in which 
solution is obtained by applying neural network approach. Performance of the proposed 
controller is compared with various classical SMC and conventional linear control system. The 
controller shows effectiveness with respect to plant nonlinearity and parameter uncertainties.    
2.4.2.10 Neuro-Fuzzy Control 
Kim and Yuh [129] proposed a fuzzy membership function based on neural networks. 
Advantages of combining neural network with fuzzy logic control are given below 
Advantages: (i) Neural networks have learning and optimization ability (ii) Neural network 
reduces the difficulties of determining the membership function of fuzzy controller (iii)  
Learning ability of NN scheme supplements adaptability and robustness to fuzzy logic controller.  
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2.4.2.11 Adaptive Neuro-Fuzzy Control 
Lee et.al [130] presents a systematic approach for developing a concise self-adaptive neurofuzzy 
inference system (SANFIS) with a fast hybrid parameter learning algorithm for on-line learning 
of the control knowledge for autonomous underwater vehicle (AUV) control. Wang et. al. [131] 
proposed a self-adaptive recurrent neuro-fuzzy controller as an alternativeto a feed forward 
controller and a proportional-plus-derivative controller (as a feedback controller) for an AUV in 
an unstructured environment.   
2.4.2.12 Adaptive Backstepping 
Hong et.al [132] presented a neural network based adaptive controller for autonomous diving 
control of an AUV using an adaptive back-stepping method. 
2.4.2.13 Adaptive-Behavior-based Control Strategy 
Adaptation is usually associated with the behavior-based robotics. To provide autonomy and 
robustness to an AUV with respect to changes in the environment control law must be adaptive 
[133]. In the case of AUV there is need of adaptation in control algorithms due to following 
situations 
(i) The control designer does not have information about all the parameters of behavior-based 
system (ii) the AUV needs to perform in changing environments under water.  
Therefore, it must have adaptive mechanism.  Adaptive system should have the features like 
tolerance to sensor noise, ability of learning during course of action and in all environments. 
Various level of adaption exists in behavior-based system namely sensory adaption, behavioral 
adaption, evolutionary adaption, learning as adaption. 
58 
 
In [134] a hybrid behavior-based schemes using reinforcement learning for high-level control of 
AUV is proposed. Two main features of the presented approach are hybrid behavior coordination 
and semi on-lineneural-Q_learning (SONQL). Hybrid behavior coordinationtakes advantages of 
robustness and modularity in the competitive approach as well as efficient trajectories in the 
cooperative approach. SONQL, a new continuous approach of the Q_learning algorithm with a 
multilayer neural network is used to learn behavior state/action mapping online. [135] 
investigates a behavior-based control system for an AUV to adaptively map a deep-sea 
hydrothermal non-buoyant turbulent plume.  
2.4.2.14 Adaptive PD for Set Point Control 
 
In [136], controller is expressed in terms of quasi velocities (QV) in a transformed equation of 
motion with a diagonal inertia matrix and thus it is decoupled. A proportional and derivative 
control is applied on this new dynamic system and stability is studied using Lyapunov based 
argument. In contrast to the classical PD controller, the modified controller contains dynamic 
parameters of the AUV.One advantage of this controller is that it works fast because the 
dynamics of the underwater vehicle is included in the control law. The second advantage 
concerns the selection of the regulator gain coefficients. The proposed gain matrix arises from 
the decomposition of the inertia matrix and it is strictly related to the dynamics of the vehicle 
regulator. 
Sun and Cheah proposed [137], an adaptive saturated proportional-derivative (SP-D) setpoint 
controller for autonomous underwater vehicles. In this controller no knowledge is required about 
the inertia matrix, Coriolis and centripetal force, hydrodynamic damping, and parameters of the 
gravity and buoyancy forces. The structure of this setpoint controller is based on the SP-D 
feedback, plus an adaptive update law for gravity and buoyancy forces. Simple explicit 
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conditions on the regulator gains are used by using Lyapunov’s direct method and LaSalle’s 
invariance principle such that global asymptotic stability is ensured. In [139], Hou et.al proposed 
an adaptive PD controller for region-based tracking for a formation control of multiple AUVs. 
Need of structure of gravity vector is the disadvantages of the controller used in this research 
work. 
2.4.2.15 Synthesis Method: Synthesis method of control system for spatial motion of AUV is 
reported in [227]. In this paper, Filaretov et.al have divided the entire control design of AUV in 
six subsystems. They combine both adaptive (self tunng) and robust (sliding mode) for ensuring 
spatial motion of AUV. 
2.5 Control of Multiple AUVs under Cooperative Motion 
2.5.1 Architecture of Cooperative Motion Control System of AUVs 
Basic building blocks of general framework of a cooperative control system of multiple AUVs 
are shown in Fig.2.11.  Each AUV has an on-board sensory and computation system by which it 
gets its navigational information.The information refers to state of AUV such as linear position 
and angular position, linear and angular velocities. Each AUV gets information about state of 
subset of entire network of AUVs through communication system (e.g. acoustic modem). Due to 
action of prescribed coordination strategy based on the information available over the entire 
network, different AUV gets different commands for maintaining parameters for desired 
behaviors of  formation during motion like speed synchronization command in case of 
cooperative path-following maneuver. In some specific cases coordination strategy includes local 
navigation data gained with the vehicle itself as well as by a subset of the other AUVs. This is 
especially required in situations where only some of the vehicles can carry accurate navigation 
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suites, whereas the others must rely on less precise sensor suites, supplemented with information 
that is exchanged over the network. Coordination strategy finds the way of using the sensory 
information among AUVs with the help of prescribed decision making strategy.  In Fig 2.11, 
architecture is shown based on decentralized/distributed decision making strategy. 
Different blocks are well coordinated to perform the tasks given to multi-AUV system. Desired 
state of an AUV depend upon particular control bjectives (e.g. path planning, path following, 
LOS tracking etc.) to be performed by the network, relative state of each vehicle in network with 
respect to spatial formation structure (formation constraints) of network during navigation etc. 
Further relative state depends upon coordination strategy, decision making strategy, 
Communication topology. Navigation data required for development of control law for a 
particular AUV includes its own data and data from neighbouring AUVs both. Flow of signals 
through controller, actuator and its system of individual AUV have also been shown in Fig 2.11. 
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2.5.1.1 Decision Making Strategies 
Three kinds of decision making strategies are reported in literature namely centralized 
[141],decentralized [142] and distributed [138]. Alternatively, decision making may be classified 
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Fig 2.11 General framework of a cooperative control system of multiple AUVs 
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as centralized and decentralized control. Decentralized control is further classified as hierarchical 
decentralized (or simply decentralized) or distributed decentralized (or simply distributed). 
2.5.1.1.1 Centralized 
Each AUV gets control command from a central processor which may be placed in a leader 
[140] of the group or in a remote control room or in a guiding support vessel [141] using a 
parallel acoustic modem. During the motion, each AUV in the group maintains specific relative 
position in a fixed geometric formation with respect to the leader. Leader tracks the way 
points/path  
(Control objectives of cooperative motion of group) and broadcasts its position to all follower 
AUVs. The thrusters of each AUV may get control command directly from central processor. All 
follower members of the network of AUVs know the desired shape and location of formation 
and position of way points or positon of paths through communication from central processor 
using sensory system. 
Advantages: (i) The centralized formation control could represent a good strategy (with respect 
to cost and complexity of whole system) for a small team of AUVs, when it is implemented with 
a single computer and a single sensor to monitor and control the whole team. (ii) No inter-
vehicle communication is required. (iii) Human decision can override the automatic system in 
case of emergency. 
 Disadvantages: (i) Global information requirement (ii) Communication burden restricts the use 
of this scheme for large number of AUVs (iii) Time delay is inevitable in communication (iv) 
Heavy computational burden. 
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A typical centralized cooperative motion control scheme for multi-AUV system is shown in Fig 
2.12. 
 
2.5.1.1.2 Decentralized 
The control on each AUV only depends on measured or communicated information from 
neighbour. Decentralized control, also called hierarchical method, control is locally centralized. 
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Typical block diagram representation of decentralized control is shown in Fig 2.11. In typical 
decentralized control information flow is unidirectional between two AUVs. Two kinds of 
coordination are observed. An AUV may get information from only one [142] other AUV (Fig 
2.13a) or from two [143] other AUVs (Fig 2.13b). Example in Fig.2.13a is sometimes called 
string type decentralized coordination. 
 
 Advantages: (i) Decentralized control method is advantageous over centralized ones in that 
they are more fault tolerant, scalable, and reliable (ii) This control strategy is independent of 
geometry of formation. (iii) Each agent has its own separate controller (iv) No heavy 
communication burden (vi) Easy to synthesize. 
 Disadvantages: (i) Lack of good design methods for decentralized architecture (ii) Stability 
margins become worse with increasing vehicle number (iii) Sensitive to external disturbances. 
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2.5.1.1.3 Combination of Centralized and Decentralized 
In centralized control a single sensor is used from exogenous system.  In centralized control a 
single sensor is used from exogenous system. A typical combination [144]of centralized and 
decentralized cooperative scheme of Multi-AUV system is shown in Fig.2.14. 
2.5.1.1.4 Distributed 
Distributed control, or distributed problem solving, involves the use of decentralized, loosely 
coupled controllers or problem solvers. Only neighbor to neighbor information (communicated 
ormeasured) is used to generate control inputs to each agent. Information must be shared to allow 
the group as a whole to solve the control problem; thus, a bidirectional communication protocol 
is defined for distributed control (Fig 2.11).A number of research papers on distributed control 
[138], [145] strategy are discussed in consensus, behavior based coordination. In distributed 
control systems, communication is usually asynchronous communication and locally transmitted, 
since bandwidth limitations make it impossible for all of the controllers to communicate with 
each other continuously all the time. Different types of distributed schemes are shown in Fig 
2.15(a) and Fig.2.15 (b). Fig 2.15(a) indicates each AUV gets information from two neighbor 
AUVs and it also sends information to those AUVs. Fig 2.15(b) indicates each of three AUVs is 
in sharing information with other three AUVs. 
 Advantages: (i) Distributed control method is advantageous over centralized ones in that they 
are more fault tolerant, scalable, and reliable (ii) No one AUV can become barrier for a solution 
(iii) In distributed control, all robots are equal with respect to control (iv) As only neighbor to 
neighbour communication is required i.e. light communication is required (v) Communication is  
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usually asynchronous communication and locally transmitted, therefore, one AUV is in share 
with other AUVs.  This kind of strategy is observed in dynamic graph based coordination like 
flock of AUVs [145] (vi) Simple calculation (vii) Easy to synthesize 
 Disadvantages:(i) No one AUV of the distributed control system is capable of solving the 
entire problem (ii) Bandwidth is not so high 
  
 
 
2.5.1.2  Coordination Strategies 
 Six different coordination strategies are reported in literature. These are leader-follower, virtual 
leader, consensus, behavioral, potential field based, graph based. It is difficult to discuss these 
strategies separately as two or more strategies are frequently combined together to gain 
additional advantages. 
 
Controller 
for   AUV-3   
    AUV-3 
Controller 
for AUV-4    
    AUV-4 
Controller 
for AUV-1      
Controller 
for  AUV-2    
Controller 
for AUV-1    
    AUV-1 
Controller 
for   AUV-3   
    AUV-3 
Controller 
for  AUV-2    
Controller 
for AUV-4     
    AUV-4 
2.15(a) Distributed   Control with one  
to one bidirectional communication                                                 
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2.5.1.2.1 Leader Follower 
In this approach one AUV acts as a global leader which does not need to follow any other AUVs 
in the group. This leader tracks predefined path or planned path (estimated as per the structured 
or unstructured underwater environment) with its control based on path parameters and its states. 
Followers may follow the global leader in purely decentralized [146] or combination of 
centralized and decentralized [140] manner. In [146], directed graph based fixed topology has 
been used in two forms; as a network or as a string. Every case decomposes into numbers of 
leader-follower pairs as decentralized subsystems of the whole group, where each leader is in 
communication with maximum of two followers. Each follower has knowledge of position 
(position and orientation) state, qkL of corresponding leader only; desired state in the need of 
fulfillment of formation constraints for desired formation. Leader state is defined as qG. In [146], 
followers track their paths which are parallel to track of leader which tracks predefined way 
points. Each follower vehicle has knowledge of its own position state, global leader position state 
(through broadcast) and way points tracked by it. Each follower generates its trajectory using its 
achieved information and develops control law accordingly. A typical decentralized leader-
follower control scheme is shown in Fig 2.16, where the complete controlled systems of a global 
leader and its follower are shown. There it is also mentioned how the output signal of a leader 
other than global is incorporated when the follower corresponds to any leader other than global 
leader. 
 Advantages: (i) It is relatively easy to understand and implement (ii) Reference trajectory is 
clearly defined by leader (iii) Entire stability of the formation is implied by stability of control 
level of individual vehicle (iv) Complex dynamics like AUV is easily included. 
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 Disadvantages: (i) There is no feedback from the followers to the leader. Due to lack of this 
feedback, formation can become disjoint and followers can be left behind if they are not able to 
track the motion of leader accurately. Therefore, such a formation control strategy lacks 
robustness in the face of such perturbations in followers (ii) In most cases, failure of leader 
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ensures collapsing of whole formation. This is termed as single point failure (iii) Most existing 
leader-follower formation control methods are model-based. 
2.5.1.2.2 Consensus 
Consensus means to reach an agreement (by mutual decision and consent) regarding a certain 
quantity of interest (in most of the cases velocity) that depends on the instantaneous value of 
state, called information state of all agents. A "consensus algorithm” (or protocol) is an 
interaction rule that specifies the information exchange between an agent and all of neighbours 
on the network. Both for the decentralized or distributed cooperative control strategies, 
consensus algorithms focus on driving the information states of all agents to a common value. 
Consensus may be applied to both fixed [138] or dynamic topology [145] graph based 
network.Graph Laplacian   ,L an important graph-related matrices and their spectral properties 
play a crucial role in convergence analysis of consensus [147] and alignment algorithm in these 
research papers. Basic building blocks of control scheme based on consensus coordination for a 
group of AUVs is shown in Fig. 2.17. 
In the Fig.2.17,   11 2[ , ,... ... ]x x x x x
n×m
k n R
   where, x nR  is state of position (angular 
and/linear) and/velocity (angular and/linear) of nth AUV. n and m denote total number of AUVs 
in the group and the number of variables in state vector of each AUV respectively. In two 
dimensional motions, position state for kth AUV is   3, ,x  k kx ky kx x that comprises of 
linear position and orientation in inertial coordinate frame. State may refer coordination state 
based on path parameters (like path length) in case of coordinated path following control [148]. 
In Fig.2.17,   11 2[ , ,... ... ]
n×m
k n R
 u u u u u represents control input vector, where, .mRx  ku
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includes surge force ,uF   sway force ,vF  and torque around inertial z axis, that is termed as .ωF
Feedback controller using consensus [149] may be implemented for both discrete-time or 
continuous time system. Mostly, network of group is configured as a dynamic [145] graph G(t) = 
(V,E(t)) where,V is number of nodes whereas each node represents Centre of Mass (CoM) of 
each vehicle. E(t) is number of edges in that graph where each edge represents information flow 
between any two vehicles. In the analysis of consensus based coordination, a frequently used 
matrix, called adjacency matrix of graph is defined as, 
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kj n×n
a ,A     where, ,0ija if kth AUV is in communication with  jth AUV 
otherwise .0ija  
The sign and value of i ja depends upon the orientation of graph (directed/undirected) and 
weight of the edge. Therefore,E(t) is characterized as     , : 0 .kjE t k j V V a     Assume, 
kth AUV takes communicated information states from its neighbor AUVs  kN ; called neighbor 
set and is defined by  ;0:  ijk aVjN  .,....1 nV    Then it develops distributed 
control signal uk  as follows. 
  
k
k kj j k k k
j N
γ a tx x x b u

                                                                                                 (2.2) 
where, bkis called input bias which decides the desired state as per the objective of kth AUV in 
the network. It may be different or same for each AUV. Considering control law given in eq.2.2 
one can rewrite it for all AUVs in matrix form as given below. 
x Lx                                                                                                                                      (2.3)
 
where, L has been used in [138] whereas,  pL t an explicit dependence of graph Laplacian 
hasbeen used in [148]. By reaching consensus for whole system of AUVs, means each AUVs 
asymptotically converges to agreement space characterized by 
1 2 3 ....... n L    x x x x x                                                                                                     (2.4) 
where, 1 2, ,... nx x x  are the velocity states of all AUVs. xL is common reaching value (velocity of 
a fictitious leader called virtual leader or common speed assignment of fleet) of all AUVs. 
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Consensus based patrolling of a square path by a group of underwater swarm robots is observed 
in [150]. 
2.5.1.2.3  Potential Field Approach 
An artificial potential field approach considers AUVs as a group of coupled dynamics of all the 
participants AUVs and virtual AUVs such that a desired group configurations (and subsequent 
formation) is obtained at a global minima of potential function and control of its motion of 
formation is achieved. Three types of potential fields namely, [151], [152] may be designed for 
this purpose. This approach is used for both two dimensional and three dimensional systems. For 
simplicity, analysis of this coordination method is briefed for 2D case. Let there are N number of 
AUVs in a group with simple double integrator model [151], [152]. 
First kind of potential function is proposed to maintain a desired distance between a vehicle and 
a vehicle of its neighbors. As an example, the potential function between jth and kth AUV may 
be formulated as 
 10 ,, ddx kjkvv  
where, kjx represents the actual distance betweenjth and kth AUVs and 0, 10 dd  are two 
constants. Control force for any AUV (e.g.kth AUV) is developed by taking negative gradient of 
 10,, ddxkjkvv  w.r.t kx like    .ˆkjkvvx xk  kjxˆ indicates direction vector of produced force. kvv
is designed in such a way that it produces repelling force when the vehicles are too close i.e. 
when ;0dxkj  attracting force when the vehicles are too far i.e. when ;0dxkj   and zero when 
the vehicles are very far apart i.e when 01 ddxkj  or when 0kjx d , which is the global 
minimum condition of potential function. Variation of kvv w.r.t. kjx is in Fig 2.18(a). Total 
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control force for kth AUV will be summation of individual forces produced separately with the 
AUVs in its neigbourhood zone bounded by .1d  Therefore, the total force is 
 
 
  .ˆ, 10 kj
N
kj
kj
k
vvx
kT
vv xddxk 





 
                                                                                        
(2.5) 
Similarly other AUVs also produce their control forces.Second kind of potential function 
provides a field to maintain a specific distance between a particular AUV and a virtual body. 
This is formulated in the same way as it was in case of vehicle to vehicle potential function and 
acts as guidance to provide specific shape of the formation. Let there be M  number of virtual 
bodies numbered as .,...,...2,1 Mm  Potential function between kth AUV and mth virtual body is 
characterized as 
Fig.2.18(a):Potential 
function between jth 
andkth AUV 
 
Fig.2.18(b):Potential 
function between kth. 
AUV and mth.  virtual 
body 
Fig 2.19: Potential field based 
coordination between two AUVs 
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 mmkmkvl hhx 10 ,,  
Variation of  mmkmkvl hhx 10 ,, w.r.t kmx  is shown in Fig 2.18 (b).In this case, control 
force is obtained taking the negative gradient of k
vl w.r.t .kx  Therefore, the total force, for 
interaction kth AUV with  mnumber of virtual bodies, is given by 
 1
1 k
MkT k
vl x vl km 0 m m km
m
ˆx ,h ,h x

       
                                                                                       (2.6)  
An artificial potential may also designed to match each vehicle’s orientation with the orientation 
of virtual body. The orientation of an AUV w.r.t virtual leader is expressed in terms of distance 
vector  from virtual body to that particular AUV. Example of this type of orientation is 11 ,which 
may be expressed in terms
1111
ˆ,,ˆ hbx  between AUV-1 and VB-1 as shown in Fig 2.19.  In 
general, it has been expressed for kth AUV in the previous mentioned group and mth virtual 
leader is given by  0 θ .k km This potential function is designed so that it has isolated global 
minima at specified angles about the virtual leader. The control force is developed from this 
potential function by taking gradient w.r.t kx and thus total force considering all virtual bodies is 
characterized as 
  kmko
M
m
xk
 
1                                                                                                                     
(2.7) 
Sometimes velocity damping terms, as the part of control law based on difference between an 
AUV and virtual body under translational motion, are also added for asymptotic convergence of 
motional variables [151]. Total force ku  for kth AUV is obtained by adding all the forces in the 
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equations, (2.5), (2.6), (2.7) and damping terms. A typical control structure of an AUV under 
potential field coordination is shown in Fig 2.20. 
 
Advantages of potential field based coordination are that stability analysis becomes easy due to 
easy formulation of Lyapunov function.  
2.5.1.2.4 Virtual Structure/Body/Leader: 
In this approach, AUVs in the formation jointly synthesize a single, possibly fictitious, leader 
vehicle (called virtual leader/structure) whose trajectory acts as a leader for the group. Instead of 
a physical leader, a virtual leader is suggested to avoid the problems with disturbance rejection 
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Fig 2.20 Controller structure for system of an AUV in potential field based 
coordination 
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inherent in the leader-follower approach. The virtual-structure-based approach deals with the 
entire formation members as a single individual and the geometric relationships are 
maintainedduring the maneuver. Virtual leader based coordination is frequently combined with 
potential field and consensus coordination. 
2.5.1.2.5 Behavioral 
Behavior-based coordination still has limited use in multi-AUV operation because coorperative 
control strategy using this approach suffers from lack of proper mathematical formulation 
between any two AUVs and consequently provides less guarantee of keeping desired formation 
structure/behavior during motion. According to this approach, several behaviors each of which 
corresponds to a sole objective of motion of formation have to be built up. These behaviors 
produce different decisions corresponding to the robot control parameters. These may be 
combined in some way to take the final decision such that desired formation motion is achieved. 
 Advantages: Behavior-based approaches are decentralized and may be implemented with 
significantly less communication burden. 
 Disadvantages: Behavior based coordination is difficult to analyze mathematically. Therefore, 
it is difficult to guarantee the convergence of formation to the desired configuration, or to 
guarantee formation keeping during a maneuver. 
2.5.1.2.6  Graph Based Coordination 
Coordination among AUVs are modeled using formation graph who’s each vertex represents 
individual agent kinematics and each edge represents inter-agent constraint (e.g. desired 
distance) that must be maintained during motion of formation. Depending upon the pattern of 
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information exchange in that coordination, two types of graphs are possible i.e. directed and 
undirected. 
Undirected graph based coordination 
In this coordination both of any pair of AUVs, constrained by an edge have equal responsibility 
to satisfy the constraint. As an example, distance between any pair of agents is sensed by both 
the agents i.e. information exchange is distributed. The structure of undirected graph have 
several advantages and disadvantages as mentioned below. 
 Advantages: (i) Possibility of single point failure is reduced (ii) Time varying coordination 
can easily be handled. 
 Disadvantages:(i) One of those disadvantages is information-based-instability [153], which 
happens due to possibility of difference in distances measured by noisy sensors of any pair of 
agents(ii) Communication requirement among agents is more. Therefore external observer based 
centralized control strategy is best suited for undirected formation graph (iii) Control law is 
mainly focused on rigidity property of formation  iv Due to distributed coordination problem 
formulation and control analysis becomes complicated. Undirected graph based formation 
control problem is analysed using rigid graph theory [154] or graph  Laplacian and its spectral 
properties. 
Directed graph based coordination 
Only one (called follower) of any pair of agents, constrained by an edge has responsibility to 
satisfy the constraint. Therefore decentralized control strategy is best suited for directed 
formation graph. A graph is constraint consistent[155] when all agents simultaneously satisfy 
their respective constraints. A formation that satisfies both rigidity and constraint consistency 
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property is termed as persistent graph.  Persistence property plays key role in the analysis of 
directed graph based formation control. Stability analysis focuses on preservation of underlying 
rigidity of directed graph with the fulfillment of constraints. 
2.5.2 Objectives of Cooperative Motion of Multiple AUVs 
Several objectives of collaborative motion control of multiple AUVs are discussed as follows. 
2.5.2.1 Formation Acquisition 
In formation acquisition, the goal is for the AUVs to acquire and maintain a pre­defined, fixed 
geometric shape in the plane. The control objective for formation acquisition, which serves as the 
common, primary objective for the other problems elaborated in subsequent subsections. 
2.5.2.2 Cooperative Path Planning and Navigation 
For large scale oceanographic surveys multiple AUVs need to navigate in a complex 
unstructuredenvironment without following preplanned trajectory. In [156] a task allocation 
based cooperative algorithm has been designed for acoustic communication. 
2.5.2.3 Co-operative Path Following 
In cooperative path following [157]/synchronized path following, a group of AUVs follow 
parallel paths collectively following a particular speed assignment. A group of three AUVs 
follow their straight-line parallel paths for a particular mission as shown in Fig.2.21. 
2.5.2.4 Cooperative Target Following/ Target Tracking 
In this approach, a target AUV with senor (INS/GPS) set-up is assumed as target to be tracked by 
an AUV (most of cases leader AUV) in the group. The leader follows the target [158] and 
estimate its future position.  Followers are dragged on their generated path such that desired set 
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of constraints (required for desired formation structure) among them are satisfied.  Smooth target 
following objective of a group of three AUVs is shown in Fig. 2.22 where targets moves on a 
circular path. 
 
2.5.2.5 Cooperative LOS/Way-point Target Tracking 
In cooperative line of sight (LOS) tracking only leader orboth[159] the leader and followers use 
the same steering controller which tries to look at a desired point. The desired point is a waypoint 
for the leader and a desired formation position for the followers. No sensor is put in way-point. 
2.5.2.6 Region-Based Tracking 
Like a single AUV moves based on a moving region around the desired path in oceanic 
environment as discussed in subsection 2.2.7, a group of AUVs also may adopt same type 
control objectives [160] for a particular mission. 
2.5.2.7 Rendezvous 
Rendezvous (Fig.2.25) problem of AUVs states that given a group of AUVs dispersed in a plane, 
how should they move together around a specific location? This is equivalent to reaching a 
Path 
Vehicle formation 
Speed assignment 
Fig 2.21Cooperative path following of three AUVs 
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consensus in position by a number of AUVs with an interaction topology that is position induced 
(i.e., a proximity graph). Example of this kind of mission is flock of AUVs moves towards a 
target configuration. 
 
 
Target-formation distance 
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Path followed by the target 
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Fig 2.22 Cooperative target following of three AUVs 
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2.6 Remarks on Literature Review Conducted 
The following observations are made from the literature review pursued on the control of AUVs. 
Dynamics of an AUV is nonlinear, time-varying and uncertain. Due to existence of highly 
nonlinear hydrodynamic and Coriolis effects it becomes impossible to get accurate model of an 
AUV.Moreover, actuators of AUV have limited output torques. If the controller commands 
actuators to deliver torques beyond their limited capacities, actuators saturate. Consequently, the 
motion is degraded.  Therefore, a sophisticated control algorithm which is robust as well against 
actuator saturation is indispensable. 
One of choices among the advanced control strategies reported in literature for motion control of 
single AUV or multiple AUVs in cooperative motion may be robust control. Use of different 
robust control strategies such that  PID group controllers, SMC, H∞/  synthesis, passivity, 
geometric, intelligent controllers for control of AUVs indicate significant progress in the area of 
AUV research. These controllers, using their own methodologies, show very good behavior 
while treating uncertainties. Out of these controllers, PID group controllers, SMC, H∞/   
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Fig. 2.24 Rendezvous of four AUVs 
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synthesis are most commonly used. /H μ synthesiscontrollers[73],[77],[161],[162] are not 
suitable in real time implementation because stability proof of most of the associated works 
follow the assumption of linearly approximated model where real underwater complexities are 
approximated.  Also achievement of robust performance is still an open issue for these 
controllers. No significant development on application of nonlinear H∞ for AUV is observed; 
rather it is in infancy stage. Among different robust strategies for tracking control of AUV 
traditional sliding mode SMC[163],[60] offers efficient control with respect to good disturbance 
rejection properties and compensation of model uncertainties. But one of the drawbacks of this 
control strategy wrt AUV dynamics is lacking of easy tuning of switching gain due to inclusion 
of parameters of complex and nonlinear dynamic model, estimated noisy states (e.g. 
acceleration), bound on uncertainty of constant mass property as these factors involve several 
approximations. Other drawbacks include high control activity at steady state due to unpleasant 
chattering phenomenon (discrete SMC [60]) and due to less significant equivalent control part. 
Reduction of chattering is possible by continuous approximation of SMC ([59],[60]). But there 
exists a trade off between accuracy and chattering.  Owing to these drawbacks, SMC is harder to 
implement in complex underwater scenario. For the same reasons model-based LPID controller 
[22], tracking controller PD plus FC [46] suffer from implementation complexities although they 
ensures global asymptotic stability. Due to model-based implementation,these controllers exhibit 
poor transient and steady-state performances under parametric uncertainties. 
Several model-free implementation of these controllers are also reported in the literature. But 
they have several drawbacks as follows. Simplest model-free controller for set-point control of 
an AUV under plannar motion is PD control [47] which provides global asymptotic stability. But 
when the motion of AUV is considered under parametric uncertainties and within the actuators’ 
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torque production limit, it shows poor transient and steady state performances, sometimes 
performances become unpredictable. Another choice of model free robust control techniqueis 
traditional PID[46]. This controller is the simplest controller of this kind, which has adequate 
ability to deal with the nonlinearities and uncertainties of dynamics and can be used for both 
regulatory and tracking control. But LPID controller works locally[46],[55],[165],[164] domain 
of attraction w.r.t error in states is very narrow, when it needs to achieve certain level of 
precision coping with the model parameter uncertainties. Another crucial drawback of LPID is 
integrator wind-up [166], [167],which happens due to unlimited integral action.Due to this 
phenomenon, the robotic system with limited output torque of actuator suffers from large 
overshoot and long settling time for large initial error in states. This drawbacks prevents PID 
controller to be used as only conroller rather they have been used in combination with other 
advanced controllers e.g. robust and optimal control strategies. A reparameterized PID control 
based on nonlinear H  control has been used in [53] to overcome the problems of slow control 
and measurement frequency, severe thrusters’ saturation. Koh [52] proposed a simple PID 
control for simplified model of an underactuated AUV where parameters of controller is tuned 
based on constrained optimization. An exception exists in [165] where a linear PID controller 
with an easy to tune nonlinear PID loop has been proposed for both regulatory and tracking 
control in the aiming of improving transient response while satisfying an optimal energy criteria. 
But [53], [165] practically offer poor transient response in the form of overshoots or 
underdamped response with long settling time. Also control laws in [53], [165] are model-based.  
An improvement of [165] is available in [168] where an optimal response is obtained by tuning 
the slope of SMC switching surface based on principle of Pontryagin’s time optimal control 
where neural network is used for achieving its solutions. PI control is provided at switching 
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phase to avoid high undesired control effort. This model free approach though offers good 
transient response but suffers from long settling time. Another disadvantage of these research 
works, similar to any other tracking controller, is that they  need to estimate the acceleration as it 
is used in the control law. 
2.7 Scope of Use of N-PID like Controllers for AUV 
In certain applications, accurate set point control and precision tracking of AUV are immensely 
expected under parametric uncertainties. Station-keeping (an example of set-point control) is one 
of such applications, where, an AUV needs to place itself with accurate desired position and 
orientation with regard to reference object (e.g. cable, underwater structure, sunken ship, and 
seabed), possibly with faster convergence to reduce time consumption. In unmanned docking 
system [169],[170] of an AUV the station-keeping[169] is also required during the first phase of  
docking, called homing[169],[170] where AUV needs to direct itself and dock into the seabed 
structure without tracking any reference path. But in the second phase of docking [169] precision 
(may be bounded) reference tracking is required with faster convergence to desired path to avoid 
collision with unmanned surface vessel (USV) guiding the AUV. AUV needs to recharge its 
battery during a mission in docking station at the end of a docking phase. Accurate positioning 
[170] is required between nose of AUV and socket/pole at docking station. Application of small 
AUV inside wall inspection of a pipeline in power plant requires maintaining safe distance from 
the wall to avoid collision with it. Therefore, this problem demands bounded tracking 
performance. It is also true that AUV can not be placed at the starting point of desired trajectory 
perfectly in these applications due to effect of ocean wave. Hence, large initial error in position 
state is unavoidable.  
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Hence, it is understood from the above discussion about several important applications of AUV 
that there is a requirement of special kind of robust controllers for regulation and tracking which 
should have ability to deal with the uncertainties in marine hydrodynamics, variations in mission 
payload and external disturbances and can render globally stable regulatory/globally bounded 
tracking performance. LPID may be the best choice due to its simplicity from the viewpoint of 
implementation. But from the discussion in subsection 2.5 it is clear that no significant 
development of LPID group controllers for AUV are observed for achieving integrator-wind-up 
free globally stable performance under massive parametric uncertainties and torque limits of 
actuators as comparing with other two robust strategies, namely SMC, /H  synthesis  for the 
last several  years. Several efforts are also reported for use of the combinations of LPID with 
nonlinear PID for regulation/tracking and optimal SMC with PI and NN [168], H with LPID for 
tracking. But these controllers suffer from prolonged settling time and/high overshoot 
and/oscillatory response which do not match with the necessary features of controllers for AUVs 
in the applications as mentioned in the first paragraph of this subsection.  
On the other hand, several significant developments in this area of controller design to achieve 
better response are reported in [171], [172], [173] for regulatory and in [57], [174] for tracking 
for robotic manipulators. However, very little is reported on the use of these controllers in AUVs. 
Therefore, there is a gap between the ability of LPID and other advanced control strategies like 
SMC and H controllers for AUV.Hence, there is a scope of contributing in control design for 
AUV by improving the performance of LPID. Some modified versions of LPID controllers, 
called PID like controllers, are already reported for robotic manipulators as mentioned in the  
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next paragraph. In this work, essence of these control strategies are explored and compared for 
AUV.  
Among recent developments of PID like controllers for regulation, the saturated-P and  
differential feedback with a I controller steered by a bounded nonlinear function of position 
errors (SP-D-N-I)[171], a linear PD feedback with an integral action of a nonlinear function of 
position errors (PD plus NI) [172] control, a linear PD feedback with an double integral action 
steered by the positions error and the filtered position (PI2D)[173], are most important to achieve 
response with less overshoot and settling time with reasonable steady-state accuracy. Work in 
[171] [172], ensures global asymptotically stable system, whereas [173] offers semi-globally 
stable performance. Among the recent developments in tracking control of manipulators the 
work in [57] and [174] are most significant. Exponential semi-global stability for a robotic 
manipulator using terminal sliding mode for faster convergence has been proved in [57]. 
Absence of unpleasant reaching phase is the advantage of this strategy whereas functioning of 
terminal attractor within a limit, cumbersome tuning of different parameters, poor transient 
response (overshoot and oscillation) are number of drawbacks. In [174], variable structure PID 
control controller has been designed for robot manipulators where necessary equivalent control 
for SMC has not been used. Introducing integral term in sliding surface makes the control 
analysis problem complicated, although global stability has been proved.On the other hand, 
integral action of PID has capability to compensate [57] disturbance introduced by inertial and 
gravitational forces, which is basic requirement for any tracking controller. Also integral action 
increases steady state accuracy. No requirement of estimation of acceleration for controller is 
another advantage of the work in [57]. Some nonlinear filters have also been used to improve the 
performance of the proposed controllers. But all these N-PID like controllers, have efforts to 
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reduce the unlimited integral action but these did not focus the torque limit of actuator 
specifically. 
The chapters 3 and 4 of this thesis address the set point regulation and tracking control problems 
respectively for planar motion of an AUV with the application of Nonlinear-PID (N-PID) like 
controllers and their combination with SMC (for tracking), keeping in mind about the torque 
production limit of actuators. 
2.8 Advantages of Directed Graph Based Coordination Strategy 
In recent years, the procedure for solution of formation control problem changes from centralized 
[176] approach to decentralized/distributed [177], [178] one. In decentralized/distributed strategy 
each agent generates its control input depending upon only local measurements instead of global 
information requirement which is the reality in centralized scheme. But shortage of information 
about the entire formation makes control design of an agent complicated in decentralized 
scheme. However, in graph theoretic framework, decentralized coordination strategy may be 
implemented with any of two kinds of interaction topologies (based on information flow) namely 
undirected and directed graph model of formation. On the other hand, control strategies based on 
local information are of two kinds as found in literature. These are displacement related 
formation control and distance related formation control. In displacement related formation 
control [179], [180] each agent needs to maintain specific displacements (linear and/ angular 
both) from neighboring agents. This strategy allows the agents to have common directional 
sense. In distance based formation control [181], [182] each agent needs to maintain only 
specific distances from its neighbors without concerning about any directional criteria. Several 
graph theoretic tools like Laplacian [183], rigidity [184] for undirected graph and persistence 
[182] for directed graph have been used to describe structure of the formation, sensing pattern, 
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communication topology among agents for both these control strategies. Subsequently, these 
tools contribute in designing the decentralized control law for each agent in a formation. Two 
kinds of situation may arise in proposing control laws, namely when absolute positions [185], 
[182] of agents are known from their own measurement system or when each agent can measure 
its relative position [184],[186] w.r.t to a neighboring agent. First situation provides to achieve 
the control design in straightforward way by exploiting merely a position controller. Controller 
based on relative position measurement needs special planning. Commonly used controllers for 
distance based formation control depending on relative position measurements are gradient based 
controller derived from potential functions and direct distance dynamics based controllers. Two 
kinds of formulations using potential functions are found, directed graph model[186],[188],[189] 
and undirected graph model using rigidity property [184],[190]. Stability analysis of control 
algorithm in [186] exploits center manifold theorem which can not guarantee global asymptotic 
stability because there are various invariant sets of the robots dynamics other than the target 
formation. Control algorithm in [188] and [189], although ensures global exponential stability, 
are specific to triangular formation only. Moreover, algorithm is not extendable to higher order 
formation. Cai in his PhD thesis [184] has failed to provide globally asymptotically stable 
control algorithm due to limitation of possible occurrence of flip ambiguous realization during 
non-infinitesimal motion. Dörfler and Francis [190] introduced link dynamics for triangular 
formation and exploits differential geometric tool for global stability analysis. But Oh and Ahn 
in [187] have proved that there exists an unnecessary variation of already adjusted distances 
between agent 2 and 3 from their desired values [190]. A quite different design approach to 
gradient of artificial potential functions has been used in [187] to overcome the non-compactness 
of the equilibrium sets [188], [190]. Algorithm in [187] utilizes undirected inter-agent distance 
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dynamics of formation with the help of Euclidean Distance Dynamics Matrix (EDD Matrix) to 
formulate the problem of controlling distance based formation control. To analyze stability of 
this algorithm the properties of gradient systems has been exploited. Next, the concept of 
existence of neighborhood of a point in desired equilibrium set has been introduced such that the 
point is isolated from undesired equilibrium set in the neighbourhood. Consequently, local 
asymptotic convergence to the desired formation from an initial non-collinear formation is 
ensured. The work of [214] is based on measurement of absolute position of each agent where 
cycle free minimally persistent graph (CFMP) [155] has been used. Sandeep et.al. [214] designed 
a path following algorithm for multiple autonomous agents to accomplish a time-critical mission. 
This work has no stability proof.   
From the above discussions it is observed that control strategy in the framework of undirected 
graph [187], [184], [194] suffers from heavy communication burden due to existence of two way 
communication along an edge between two agents. Therefore, it is harder to implement 
formation control of group of AUVs in underwater scenario using undirected framework. On the 
other hand, there are several advantages of directed graph model.In directed graph based 
formation control, only one of the two agents needs to sense the position of the other agent or 
receive the position information broadcast by the other agent and make decisions on its own. 
Advantages of  directed graph based coordination are mentioned as follows,  
i) Both the overall communication complexity in terms of sensed or received information and the 
overall control complexity for the formation can be halved [191],[192] in contrast with the 
shared responsibility features of undirected graph model. 
ii) The reduction of number of communication links facilitates lower bit rates and reduced 
difficulties with interference.  
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iii) For rigidity maintaining problem of a formation, due to shared responsibility in undirected 
graph model, instability may occur. When position measurements are faulty or not 
communicated properly between the participating agents due to real underwater noisy 
environment, two agents may fail to share accurate estimated distance information.  Instead, the 
agents use inconsistent estimates of the distance between each other [193], which may lead to 
generation of inaccurate control inputs. The problem is termed as information based instability. 
This problem cannot arise in the one sided responsibility by a single-agent where distance 
constraints are implemented unilaterally. Therefore, directed graph based control is more robust 
than its undirected counterpart. 
iv) Many works on formation control conceive of using directed links; in the special case when 
the associated graph is acyclic, the control problem is more easily handled instinctively.From the 
existing literature on the graph based formation control mentioned above, it is noticeable that 
most of the distance based or displacement based techniques have been exploited only for 
formation acquisition of group of single integrator, double integrator, or nonholonomic point 
agents.A very little works are found for formation acquisition [184], tracking [183], using 
complex dynamics. Moreover, work in [184] has adopted centralized strategy which restricts the 
use of large number of AUVs in the formation due to heavy communication and computational 
burden. In addition, distance based control strategies only concern for maintaining the desired 
shape of the formation, does not care about the desired orientation of the formation. On the other 
hand, position-based formation control involves both desired shape as well as desired orientation 
of the formation. 
In several applications such that surveillance for a specific area of ocean, ocean survey [152], 
mine sweeping [140],environmental tracking [219], a large number of AUVs are deployed to 
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reduce the time of collecting sufficient data. In these applications AUVs in a group are allowed 
to track different kinds of trajectories according to the necessity of mission. One good feature of 
these applications may be AUVs may need to maintain specific distances among them, 
maintaining the bounded permissible orientation error among the desired value. 
In pipelie inspection [195] a group of AUVs cooperatively acquire 3D images. They need to 
move synchronously staying in a formation and track the fixed parallel paths dispersing over the 
actual track of the underwater pipeline. Centralized strategy has been used to reduce 
communication requirement to the followers from leader. But strategy suffers from single-point 
failure when leader fails to work. Also velocities of AUVs are needed to be synchronized to 
maintain desired formation which has several drawbacks discussed later. An alternative problem 
formulation may be adopted for the same mission, where only distances among AUVs may be 
maintained at their desired values to achieve desired formation. Explicitly the orientations of 
followers may be maintained to a bounded set around the orientation of leader. No velocity 
synchronization is required in this scheme. 
Keeping in mind several advantages of directed formation graph and numerous possible 
applications of these, this thesis focuses on the distance based formation tracking control strategy 
based on CFMP directed graph. Fundamental works by author of this thesis towards this 
direction are found in [143], [182]. In [182] (in chapter five), continuous realization of CFMP 
formation on application of a simple model based control lawfor each AUV has been ensured 
during the desired motion of formation. In [143] (chapter 5), a position controller has been used 
to prove the same phenomenon. Global bounded stablity of formation is ensured utilizing the 
information of absolute positions and orientations of AUVs. Several advantages of this kind of 
formation control includes  
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i) In underwater scenario, the flow of information among AUVs may be severely restricted due 
to security reasons (in defense applications), weak underwater communication andlow 
bandwidth limitations. It is natural, under these circumstances, that no vehicle is able to 
communicate with the entire formation; furthermore, the amount of information that can be 
exchanged may be severely limited. Acknowledging these limitations proposed control strategy 
uses only linear positions and orientations as communicated data among AUVs.  
ii) The key requirement is that all maneuvers must be collision-free as well as energy efficient. 
Implementation of minimally persistent formation based on gradient of artificial potential 
function, each AUV does not follow shortest path on its trajectory and energy requirement is 
more for its motion. But the proposed scheme follows shortest path method for trajectory 
generation of each AUV.  Thus, the scheme allows each AUV to use less control effort. 
iii)Ocean exploration by multiple AUVs involves several complexities like passing through   
unknown narrow region [220] or unstructured underwater environment especially where 
obsctales are present and AUVs need to avoid those with the generation of unknown trajectories. 
Merely, velocity synchronization [195] based fixed parallel path following of formation can not 
handle these situations.The proposed formation control strategy in this thesis does not need 
velocity synchronization among AUVs; rather velocities are merely maintained within their 
actuator limit with arbitrary trajectories followed by them. This kind of flexibility of the 
proposed strategy is useful in managing the problems mentioned above.  
(iv) Although the absolute position based proposed control strategy may not be suitable for a 
mission in an unknown zone in ocean, because commonly used method of localization using INS 
suffers from large drift with the progress in motion. Therefore, control strategy of this kind of 
problem mostly use relative position measurement. But position based control is more 
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appropriate than relative measurement based formulation in a pre-specified zone e.g. in shallow 
water in the ocean, where localization [196] for accurate absolute coordinate is possible. 
Because, achievement of global stability is an advantage of position based formation control and 
still there is unavailability of distance preserving formation control based on relative position 
measurement, which can provide global stability. Pipeline inspection [195] in a specified zone in 
the ocean by a group of AUVs is a typical application of absolute position based strategy. 
Although main objective is to control distances among agents, the orientations of AUVs are also 
synchronized explicitly with the orientation of leader during sufficiently smooth trajectory 
tracked by leader. Two different tracking control strategies are used for each AUV, namely a 
simple model based control law (in chapter 5) and Nonlinear-PID (N-PID) like controllers in 
combination with SMC (chapter 6). 
Several applications of single AUV and multiple AUVs mentioned in section 2.6 and 2.7 mainly 
indicate their suitability in three dimensional motions. As preliminary works towards this 
direction this thesis focuses on development of control algorithms for planar motion.   
2.9 Chapter Summary 
In this chapter, different motion control objectives, control architectures and their 
implementation algorithms for single AUV have been reviewed first. A comparative description 
of all the traditional and hybrid motion control algorithms based on linearized/nonlinear model 
of an AUV is presented. Subsequently, architecture of cooperative motion control of multiple 
AUVshas been described in detail which includes different decision making strategies, 
coordination strategies among multi-AUV system. Next, different motion control objectives of 
cooperative motion are briefly mentioned, which are followed by remarks on literature survey. 
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Thereafter, scope of use of N-PID like controllers for set-point and tracking control for AUV is 
elaborated. Finally, the chapter indicates benefits of directed graph based coordination strategy 
for multi-AUV tracking mission.  
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Chapter-3 
Robust Set-Point Control of AUV using 
Nonlinear PID Controller with Bounded Integral 
and Bounded Derivative 
 
3.1 Introduction 
Motivated by several applications of AUV in accurate positioning, described in chapter 2, this 
chapter attempts to contribute some research towards set-point control of AUV.  The regulation 
or set point stabilization refers to the problem of steering an underwater vehicle to a final target 
point with desired orientations from its initial configuration [28], [137]. This type of control may 
find application inposition control system of AUV such asway-point guidance based system, 
station-keeping etc. 
Uncertainties in hydro-dynamic parameters and torque limits of actuators restrict the operating 
range of AUV. It is reported that N-PID like controllers [171],[172] have robustness against 
bounded parametric uncertainties and actuator constraints, adopts simple controller structure 
which is easy for implementation, offers fast transient response and best steady state 
performance.On the other hand, Proportional plus Double Integral plus Derivative (PI2D) [173] 
controller further enhances the quality of transient response. Inspired by different position 
control applications of AUV, this chapter proposes a globally stable position control algorithm as 
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an improvement of aforesaid controllers [171],[172],[173]. The proposed controller which is 
actually a modified PI2D controller combines a feedback action of two different nonlinear error 
functions e.g.one is for position error and another one is for derivative of position.  Boundary 
values of these nonlinear functions are chosen such that summation of these boundary values 
when added to boundary value of nonlinear function shaping the integral action; never exceeds 
the input torque limit specified by actuator constraints.  In the integral part of modified PI2D 
controller a nonlinear function, the same function used for P-control part of proposed controller 
is used. Thus, the proposed set-point controller is termed as N-PID with BI (Bounded Integral) 
and BD (Bounded Derivative) as integral and derivative actions both remains bounded. 
Parameters of the nonlinear functions are set in accordance with gains of the controller. Gains of 
the controllers are tuned by developing several explicit conditions from the Lyapunov based 
analyses for achievement of global asymptotically stable system. The performance of the 
proposed controller is compared with a basic PID group globally stable set point controller i.e. 
PD controller and basic modified PI2D controller with unbounded integral i.e. N-PID without BI 
and BD.  
The chapter is organised as follows. Section 3.2 describes kinematics and dynamics of AUV. 
Section 3.3 formulates problem of this chapter. Section 3.4 describes properties of dynamic 
parameters of AUV. Section 3.5 provides mathematical preliminaries. Section 3.6proposes 
control law. Section 3.7 derives the closed loop error dynamics whereas stability is analysed in 
section 3.8. Simulation results are discussed in section 3.9 whereas section 3.10 summarizes this 
chapter. 
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3.2. Kinematics and Dynamics of an AUV 
In order to develop a robust set-point control algorithm for AUV one requires kinematics and 
dynamics of AUV. For describing the motion in two dimensional planes two reference frames 
[46] are defined for AUV, namely Inertial Reference Frame (IRF) and Body-Fixed Reference 
frame (BRF) which is attached with the body of it as shown in Fig.3.1. Center of mass (CoM) of 
AUV coincides with the origin of BRF. 
3.2.1 Kinematic Equationsof AUV 
Assume, position state   3, ,x y θ η  combines the coordinate of the center of mass (CoM) of 
AUV with respect to inertial reference frame (IRF) and θ  which represents orientation of 
AUVmeasured from positive inertial x axis. Orientation varies from 0minθ   to 628maxθ .  rad [46]. 
 , ,x y θη    represents velocity state in IRF. u and v are translational surge and sway velocities, 
described in body-fixed reference frame (BRF). ω represents the angular velocity (yaw) with 
respect to zb axis.   3, ,u v ω ν  represents velocity state in BRF. Thus the state ξ  of AUV is 
represented as 
         9, , , , , ,x y θ,x y θ,u,v,ω t t t  ξ η η ν                                                                        (3.1) 
The kinematic relations of states (assuming anti-clock-wise rotation about positive bZ  axis) for 
a fully actuated AUV on the horizontal x-y plane are described as follows [46] 
(i) Position State in IRF: 
 31 2 1 2,where, and
T TT η x y η θη η η                                                                 (3.2a)  
(ii) Velocity state in BRF: 
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 1 2 1 2 2,where and .
T TT ν , u v v ω θ ην ν ν      
 
                                                    (3.2b) 
(iii) Relation between quantities in IRF and BRF: 
Considering the components of u and v shown in Fig.3.1 it may be written that  
T
= x y θ Jη ν   
  
                                                                                                                 
(3.2c) 
where, J  is the transformation matrix, given by
0
cos 0
0 0 1
cos sin
J sin
 
 
 
   
  
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Fig.3.1 Kinematic description of an AUV 
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(iv)     J =J ωη η  where,  
0 -ω 0
ω ω 0 0
0 0 0

       
                                                                    (3.2d) 
3.2.2 Dynamics of AUV 
Before characterizing the motion of AUV by exploiting dynamic equations the following 
necessary assumptions are made [46], [24] under which these equations are valid. 
Assumptions 3.1: i) CoM of AUV coincides with buoyancy center. i) Distribution of mass is 
homogeneous. iii) The order of hydrodynamic terms is limited to two only. iv) Motions 
corresponding to heave, pitch and roll are neglected. 
On the basis of Assumptions 3.1,the dynamics of a fully actuated neutrally buoyant AUV may be 
expressed in vector-matrix form as 
   M C D  ν ν ν ν ν F                                                                                                            (3.3) 
where, ,33xM  combines mass and inertia matrix  RBM  and added mass matrix M(A). If m,Iz, 
,u vX Y  and ωN  stand for mass of AUV rigid body, rotational inertia, added mass in surge 
direction, added mass in sway direction and added mass due to rotation around zb axis 
respectively, then M is expressed as 
 11 22 33M diag m m m  
where, 11 22,u vm m X m m Y     and 33 z ωm I N   are combined rigid body and added 
massesin surge and sway directions and combined rigid body and added inertia respectively. The 
Coriolis matrix   3×3,C ν   combines the rigid body Coriolis and Centripetal matrix  νRBC
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induced by  AM  and  A ,νC Coriolis-like matrix which isinduced by  .ABM  C ν  is expressed 
as follows 
 
0
0
0
v
u
v u
m Y v
C m X u
Y v X u
ν


 
 
  
  


 
.
 
Hydrodynamic damping matrix with its parameters is given by  
 
0 0
0 0
0 0
u u u
v v v
ω ω ω
X +X u
Y +Y v
N +N ω
D ν
         
 
where, :,, NYX vu linear drag coefficient and :,, NYX vvuu  quadratic drag coefficients. Control 
input,   3T TT u vF F F F ,ν ω ωF F        where, νF and ωF represent control force vector 
and torque (to produce angular motion around bZ  axis) to be designed. uF and vF in νF represent 
control forces applied along surge and sway direction respectively. 
Assumptions 3.2:Forces along surge and sway direction and torque for angular motion produced 
by actuators of AUV have known maximum limits. Thus, actuators satisfy following limits   
maxF F                                                                                                                                     (3.4) 
where and
T TT
ω u v, F F F Fν ωF F            
T T
max max max umax vmax maxF F F F .ν ω ωF F 
, ,umax vmax ωmaxF F F  are maximum forces in surge and sway direction and maximum torque around 
zb. 
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3.3 Problem Formulation 
Consider an AUV with kinematics and dynamics as given in (3.2) and (3.3) respectively.It is 
intended to study the motion of AUV under following assumptions 
Assumptions 3.3: 
i)Absolute linear position and orientation using navigation sensor[196] and magnetic compass 
are available to AUV. It is assumed that these measurements are free of noise. 
ii) AUV can measure/estimate its translational velocities, angular velocities in IRF. These 
measured values are assumed noise free. 
For proposing the set-point control algorithm, the position regulation error of AUV is defined in 
IRF as  
     .e rt = t - tη η η                                                                                                                         (3.5) 
where,   3t η  and   3r t η  are the instantaneous and desired position state of the AUV.Let, 
         90 0 , 0 , 0ξ η η ν    and      90 0 , ,r rξ η 0 0 are initial and constant desired state 
of the AUV respectively.  Initial error is defined as          9, , .e e e et t t t  ξ η η ν The 
objective is to design a F for given AUV under the Assumption 3.3 such that  e tξ converges to 
  9 , 0t  0  in presence of bounded model parameter uncertainties as mentioned in Table 3.6 
and under the actuator constraints of Assumptions 3.2.  
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3.4 Properties of Dynamic Parameters of AUV 
To include robustness in the proposed control algorithm for achieving desired output, it is 
essential to explore the upper and lower bounds of  the parameter matrices and their behavior in 
combination with states of AUV in its dynamics (3.3). These matrices are symmetric positive 
definite or skew-symmetric. Hence, properties of the matrices play crucial role in the design 
procedure of controller in terms setting of gains. Before discussing the properties of parameter 
matrices, an important property of an n-dimensional Euclidean vector and any square matrix 
should be mentioned.  
Notation: The norm of any vector nx    is defined as Tx x x .  minλ A and  maxλ A are  
used toindicate its smallest and largest eigen values of any real square matrix A. The induced norm of A 
is  TmaxA λ A A .  
The following properties are then defined for parameter matrices of (3.3) 
Property 3.1[46]: The inertia matrix, including the added massis symmetric and positive definite 
and constant such that MM T  and .0M  
Property 3.2[46]:TheCoriolis and centripetal matrices, is skew-symmetric matrices such that for 
all    T 3, .C Cν ν ν     
Property 3.3 [46],[172]:     3, , , ,u v u vC m,X ,Y C m X ,Y ,x y y x x y        
Property 3.4[46],[172]:  T 30  x y x x, yu vC m,X ,Y , = ,    
Property 3.5[46]: The matrix D is strictly positive. 
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Property 3.6[46]: The matrix  ηJ   satisfies    1 TJ J . η η  This implies  J η is orthogonal i.e
       T TJ J J J I. η η η η  
Property 3.7: A list of some useful structural properties of AUV dynamic model is given below. 
These properties are supportive for stability analysis.  
 i    0 min maxM M M     where,    
1..3
1..3
maxmax ij
i
j
M M


 
 
  
 
 
and    
1..3
1..3
min .min ij
i
j
M M


 
 
  
 
 
Procedure of finding out the  max M  and  min M depends on the uncertainties in parameters of 
AUV dynamics. The procedure  is elaborated in Appendix A.1. 
 ii A similar procedure of estimation of max/min of M matrix,   max D ν and   min D ν can 
be found out based on maximum and minimum values of hydrodynamic parameters and 
maximum and minimum of ν as decribed in Appendix A.2.  
 iii   3.  x y x y x yu v mC m,X ,Y , C , ,   Procedure of obtaining the value of mC is  
described Appendix A.3. 
3.5 Mathematical Preliminaries 
Prior to development of control algorithm, a class of nonlinear functions are defined which have 
significant role in the development of control law. Their definitions and properties are given as 
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Definition 3.1 [172], [197]:  L α, β, δ, x with nx  and constant vectors nα, β, δ  denotes 
the set of all continuously piece-wise differentiable increasing (CPDI)  function vectors 
       1 1 2 2
T n
n nf x f x . . f x ,   f x  and  1 2 . .
n
nx x x x 0, 0,i i iδ β δ  
0, 1,2,3,... ;iα i n    such that 
    , ;i i i i i i i i ii δ x f x α x x , x β         , ;i i i i i i i i iii δ β f x α β x , x β    
      0i i i iiii δ d dx f , x   x          1 2if T
i
f
iv G diag i n
x
      
   
f x x
x
x , , ,...,
 
Fig 3.2 Element           of function vectors 
ix
 i if x
i
i
i i 
i i 
 i if x  f x
i i 
i i 
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   2 ,i i i i if x dx f x0,i  0x .
 i if x .
where, .  represents absolute value. Fig.3.2 depicts the region allowed for functions belonging to 
set  L α, β, δ, x . 
Following the similar observation [200], [172] the following Lemma is introduced. 
Lemma 3.1: The Euclidean norm of  f x has following properties
       
, if
where, , if
max
max max max i max ii i
δ
i
nδ β δ max δ ,β max β
    
x x β
f x
x β
 
   
 
 
2 ,where, , if
, if
min min iT i
i ii
α α min α
ii
min α β
   
x x β
f x x
x x β
 
   
2 2
1 1
2
2 2
2
2 2 2
, ,if
,if where,
max
max max
min
σ σ δ
iii δ β
σ σ
β
    
x x β
f x
x x β
    0max fiv δ G x   
Proof: Results of Lemma 3.1(i), (ii), (iv) are direct consequences of Definition 3.1 (i), (ii) and (iv). 
See Appendix A.4 proof for Lemma 3.1(iii)  
Next lemma is proposed associated with the integral of  
Lemma 3.2: There exists a constant             such that,                                        for 
Proof: Proof of thisLemmais given in A.5 of Appendix. 
3.6  N-PID with BI and BD Control Law 
Motivated by the effectiveuse of N-PID like controllers[197],[200] for set-point control  and 
taking help of section 3.1,3.2 and 3.3, a feedback controller is proposed for set-point control of 
AUV as follows 
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       Td d p p e w wK J K K  F f ν η f η f χ                                                                      (3.6) 
where,       t T Te p e0 ξ ρJ ξ dξχ ν η f η      and    , , , , , ,d d d d p p p pL , L f α β δ . f α β δ . , 
 , , ,w w w wL .f α β δ . are all CPDI functions. Parameters of these funtions are made directly associated 
with the controllers’ gains to limit the total surge and sway forces and  torque demand from the controller. 
Descripitions of the parameters of nonlinear functions used in control law 3.6 are given below. 
( )
( ) ( ) 3 3 (3) ( ) ( ) ( )
( ) ( ) 3 3 (3) ( ) ( )
: ,where, , 1,2; ;
and, , 1,2; ;
: ,where,
αmax l
di
di di di di δmax i δmax l d d δmax δmax ω δmax ω δmax l
di
di di αmax i αmax l d d αmax αmax ω αmax ω
pi
pi pi pi p
pi
Βf β δ Β i δ Β
K
α Β i α Β .
Β
f β δ Β
K
        
       
    ( ) 3 3 (3) ( ) ( )
( ) ( )
( ) 3 3 (3) ( ) ( )
( )
, 1,2; ;
2 2
and, , 1,2; ;
2 2
: ,where,
δmax l δmax l
i δmax i p p δmax δmax δmax ω
αmax l αmax l
pi pi αmax i p p αmax αmax ω αmax ω
wi
wi wi wi wi δmax i
wi
i δ Β
α Β i α Β .
Βf β δ Β
K
            
            
   
ω
( )
( ) 3 3 (3) ( ) ( ) ( )
( ) ( ) 3 3 (3) ( ) ( )
, 1,2; ; ,
and, , 1,2;
αmax l
δmax l w w δmax δmax ω δmax ω δmax l
wi wi αmax i αmax l w w αmax αmax ω αmax ω
i δ Β
α Β i α Β , .
                         
    (3.7)            
where, d r wK ,K ,K are 3 3 order diagonal positive definite feedback gain matrices,  , all  and 
all B in (3.7) are a positive constants.  TJ η is used to convert the error quantity of control law to 
BRF of AUV. v can be estimated from the estimated states  η  in IRF with help of 
transformation matrix. First part of this controller is the velocity damping term, which is 
bounded through  d .f  and facilitates to provide asymptotic stability of the closed loop system 
of AUV under actuators’ torque limit. Second part uses a filtered position error feedback using 
 p .f to enhance the global stability. Last term of (3.6) includes an integral of combination of 
filtered position error plus a differential feedback term, which is further shaped by  w .f . Hence, 
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the controller is named as N-PID controller with Bounded Integral (BI) and Bounded 
Derivative(BD). Typical structure of proposed controller is given in Fig 3.3. 
 
3.7 Closed-Loop Set-PointError Dynamics of AUV 
The closed-loop dynamics of system of AUVs can be obtained by substituting (3.5) into (3.3),  
           Td d p p e w w eM C D K J K K    ν ν ν ν ν f ν η f η f χ                                         (3.8) 
An integral action can define a zero state observable passive mapping with a radially unbounded 
and positive definite storage function [200]. In the line of this concept, a scalar potential function 
is defined corresponding to the expression of integral control action using bounded integrator in 
(3.6). In section 3.8, this function typically acts as a storage function for passivity based stability 
analysis of regulatory control of AUV. 
Value of integral of a CPDI function over a region of independent variable is always positive or 
equal to zero. Hence, following Lemma holds. 
Fig. 3.3 Controller structure for set-point control of AUV using N-PID 
 r tη
Parametric uncertainties 
        AUV 
F  tη
 Sensors 
Estimators 

 tη  e tη
χ







   T p eJ Kη f η
 TJ η
 d dK f νν
 w wK f χ
   T p eJρ η f η
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Lemma 3.4:If integral of  ,w ef χ is defined as 
  3w e w e eW= K d ,f χ χ χ                                                                                                         (3.9) 
Then, following two statements can be made for W. 
 (i) W ispositive definite, as   0eW χ  when 0eχ  and  0 0W   
(ii) Wis radially unbounded as  eW χ when eχ   
In section 3.8, Wis typically considered as a storage function for passivity based stability analysis 
of regulatory control of AUV. 
3.8  Stability Analysis 
To ensure the global asymptotic stability of the closed-loop system (3.8), conditions are provided 
on  gain matrices. This is established in the form of the following theorem. 
Theorem 3.1: Consider the dynamics (3.3) together with control law (3.6), such that following 
LMI based inequalities  
   2min p min maxλ K ρ λ M                                                                                                     (3.10a) 
      1 12
max d
min d dmin d min
λ K
λ K α ρ σ ρΓ λ D   ν
                                                            (3.10b) 
where,
 
 
For 0ρ ,   2min pλ K Γ  (3.10c) 
where,       2 12 max max d max maxΓ λ D λ K λ M ω     ν  
      1 1 13 2 2p max pmax max max pmax max max maxΓ δ β C D δ λ M M ω
          
λ ν λ
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,u umaxF F v vmaxF F .maxF F 
         1 2
min d di di max di
min 2d
max
λ K min α β λ K
ρΓ λ D ρ σ
V
  ν
                                             (3.10d)
 
are satisfied, then the closed-loop system (3.8) is globally asymptotically stable i.e.   0et Lt tη 
and   0,
t
Lt tν

 under  parametric uncertainties.  
In addition, if  parameter values of nonlinear functions based on (3.7), satisfy (3.11a) and (3.11b) 
( ) ( ) ( ) ( ) ( ) ( )δ max l δ max l δ max l u max δ max l δ max l δ max l v maxF , F                                                 (3.11a) 
( ) ( ) ( )δ max ω δ max ω δ max ω ωmaxF                                                                                                           (3.11b) 
then the forces and torque hold the actuator constraints i.e.                                    and 
Proof:  To examine passivity [218],[200],[198],[199] for the input-output relationship of system 
of AUV coorresponding to regulatory control, let us define an output vector
 
   T p eρJ γ ν η f η                                                                                                           (3.12a) 
Hence, the following relation holds true from the expression of χ.  
=χ γ                                                                                                                                          (3.12b) 
Consider the integral action of (3.6) as an extra input to the system of AUV. To carry out 
stability for the closed-loop system  (3.8), the inner product of (3.12a) and (3.8), is taken as 
             T T Tw w d p p p eK M C D K K J     γ f χ γ ν ν ν ν ν f ν η f η                          (3.13) 
Considering the Property 3.4, eq.(3.13) can expressed as follows  
       , , , 0e p e p e ddV , Qdt  χ f η ν f η ν f ν                                                                           (3.14)  
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for , 1 2V V V                                                                                                                            (3.15)
 
where, 
            
3
1 01
1, ,
2
e iT T T
p e p e pi e pi e
i
V M +ρ J M f i K d i

 
η
ν f η η ν ν f η η ν η η                            (3.16a)
 
 2andV W .χ                                                                                                               (3.16b) 
where, W is defined in (3.9) and the dissipation rate Q is combination of two parts i.e. 
Q=Q1+Q2                                                                                                                               (3.17) 
where,  
       T T T1 d d p e p p eQ K D +ρ K ν f ν ν ν ν f η f η                                                                    (3.18a) 
                 2 T T Tp e p e p e d dQ ρ J C J D J K  f η η ν ν f η η ν ν f η η f ν  
        T Tp e p eJ M J M f η η ν f η η ν                                                                                   (3.18b) 
It can be proved thatVis positive definite in    , andd p ef ν f η .ν  Hence, V eventually becomes a 
Lypunov function for stability analysis of set-point control of AUV.  With respect to V1 of (3.15) 
following inequalitiy holds true based on an established condition.  
                 21 2 2
4
TT T T T
p e p e p e p eH= ρJ M ρJ ρ J MJ  ν η f η ν η f η f η η η f η  
     
3
01
e i T
pi e pi e
i
f i K d i


η
η η
                                                                                              (3.19a) 
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In(3.19a),    TJ MJη η is a symmetric matrix and  J η is orthogonal. Thus,     Tmaxλ J MJη η
 maxλ M .   With the help of Lemma 3.2,following inequality can be obtained from(3.19a),if 
(3.10a) is satisfied, 
       2 22min p min p e max p eH λ K ρ λ M  f η f η
                                                            (3.19b) 
where,  min iimin .    Substituting (3.19b) in (3.16a), one gets 
       2T 21 1 04 min p min max p eV M λ K ρ λ M    ν ν f η                                                    (3.20) 
if (3.10a) is satisfied. 2V  is radially unbounded positive definite function according to 
Lemma3.4. Hence,V is a radially unbounded globally  positive definite function according to 
(3.15).Next, the time derivative of V is proved negative semidefinite. According to (3.14), 
showing  negative semi-definteness of V is equivalent to showing positive semidefinites of Q. 
As  Tp ef η is bounded, lower bound of  Q2 is derived from below mentioned four inequalities. 
Using Property 3.7(iii), Lemma 3.1 (iii), eq.(3.7) and putting n=3 and   1,J η  one may write 
for the first part of  Q2 
      23Tp e p max pmax maxρ J C ρδ β Cf η η ν ν ν                                                                  (3.21a) 
Using Property 3.7(ii),and noting the fact [199] 
      2 22 22p e p e p e    f η ν f η ν f η ν
 
following inequality can be obtained from the second part of  Q2 
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                  2 22 21 12 2Tp e p e max p eρ J D ρ J D ρλ D   f η η ν ν η ν f η ν ν f η ν        (3.21b) 
For the third part of Q2 , one may get following inequality with the help of Lemma 3.1(i) 
            2 212Tp e D D D p e Dρ J K ρ J K f η η f ν η f η f ν  
    
    
2 2 2
1 1
2 22 2
2 2 2
1 ,if , where,
2
1 ,if where,
2
max D p e d d d d max
d max d max
max D p e d d d
d min
ρλ K σ σ δ
δ β
ρλ K σ , σ
β
       
f η ν ν β
f η ν ν β
                   (3.21c)  
Using Property 3.7 (i), Lemma 3.1 (iii) and (3.7),the following inequality holds good for fourth 
part of  Q2  
             T T T Tp e e pf e pf eρ J M ρ G J M ρ J G J f η η ν η η η ν ν η η η ν   
        2T pf e pmax maxρ J G J M ρδ λ M η η η ν                                                               (3.21d) 
Using 3.2(d) and Property 3.7 (i), for fifth part of  Q2, one gets 
             T Tp e p e p eρ J M ρ ω M ρ J ω M  f η η ν f η ν η f η ν  
          2 22 21 12 2p e max max p eρ J ω M ρλ M ω   η f η ν f η ν                         (3.21e) 
Hence, Q2  can be expressed using  inequalities of (3.20) as  
for dν β  
     22 22 13 2pmax pmax max max p eQ ρ δ β C λ D    ν ν f η ν  
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           2 22 2 211 12 2max D p e d pmax max max max p eλ K σ δ λ M λ M ω      f η ν ν f η ν  
    222 1 1 22
max d
d p e
λ K
Q ρ Γ σ ρΓ
        
ν f η                                                             (3.22a) 
for ,dν β  
    222 1 22
max d
2d p e
λ K
Q ρ Γ σ ρΓ
        
ν f η
                                                            
(3.22b) 
where, 1 2,Γ Γ  are three positive constants mentioned in Theorem 3.1. 
Using  Lemma 3.1 (i) the first term of  Q1  satisfies following inequality 
   
     
2 for,
, for
T
d d min d dmin d
T
d d min d di di di
K λ K α
K λ K min α β
    
ν f ν ν ν β
ν f ν ν ν β
                                                         (3.23a) 
Second term of Q1 satisfies following inequality 
     2T minD λ Dν ν ν ν ν                                                                                                   (3.23b) 
Next,Third term of Q1 satisfies following inequality  
        2Tp e p p e min p p eρ K ρλ Kf η f η f η                                                                              (3.23c) 
 Therefore, substituting (3.22) in (3.15) yields 
for ,dν β  
             221 1 22
max d
min d dmin d min min p p e
λ K
Q λ K α ρ σ ρΓ λ D ρ λ K Γ
          
ν ν f η
          (3.24a) 
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0V=
        1,f r 2o
max d
d min d di di 2d mini
λ K
Q λ K min α β ρ Γ σ λ D
                   
ν β ν ν ν  
     22min p p eρ λ K Γ  f η                                                                                                   
   (3.24b) 
From (3.24), it can be concluded that Q is positive semi-definite function if following three 
conditions are satisfied i.e. 
 
and 
   
    
   
    1 12 2
min d di di min d di dii i
max
max d max d
2d min 2d min
λ K min α β λ K min α β
V
λ K λ K
ρ Γ σ λ D ρ Γ σ λ D
                            
ν
ν ν
 
         1 2
min d di di max di
min 2d
max
λ K min α β λ K
ρΓ λ D ρ σ
V
  ν
 
i.e. (3.10b), (3.10c) and (10.3d) are satisfied. Eq.(3.24) using (3.14), implies     is negetative 
semidefinite i.e. 
0V= Q                                                                                                                                 (3.25)
 
Hence, using La Salle’s invariance  principle, means
 
 0, 0whenp e ν f η t                                                                                               (3.26) 
Hence, 0eη  for t                                                                                                         (3.27a) 
Consequently, e   0 0η η    as  r tη is a constant vector                                             (3.27b) 
         1 1 2, 02max dmin d dmin d min min p
λ K
λ K α ρ σ ρΓ λ D ρ λ K Γ    ν
V
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wK
,u umaxF F v vmaxF F   ,p w. .f f
 ,D .f
.maxF F 
( ) ( ) ( ) ( ) ( ), , , , ,δ max l δ max l δ max l δ max ω δ max ω     
( )δ max ω
Therefore, closed-loop system (3.8) is globally asymptotically stable and initial state  0ξ
converges to final  state , 0.r t ξ  
Under  (3.11), the forces and torque produced by control law (3.6) satisfy the actuator constraints 
(3.4).Moreover, it is feasible to find the values of                                         
               in reconciliation with (3.11).  Hence, properly chosen values of parameters of     
                    can maintain the actuator constraints i.e.                                       and     
Remarks 3.1:       is a free controller gain which can be chosen arbitrarily. Generally it should be 
very low to make integral action within a limit.  
3.9 Results and Discussion 
In this section, the efficacy of the proposed N-PID with BI and BD controller has been 
investigated for regulatory control of AUV with kinematics and dynamics of (3.2) and (3.3) 
respectively in presence of bounded parametric uncertainties and under the actuator constraints 
(3.4).  A  list of parameters of AUV dynamics and their nominal values are given in Table 3.6. In 
this table, deviation of %10  from their nominal values for the parameters are also depicted. 
MATLAB of version 2012a has been used as the software environment for simulation of the 
control algorithms for an AUV. To compare the effectiveness of the proposed controller, two 
other model-independent globally stable set-point controllers PD and  basic N-PID without BI 
and BD have been selected for the same dynamics of AUV. The structures of these controllers 
are given below. 
PD Controller:  T p e dJ K KF η η ν                                                                                  (3.29) 
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 N-PID:          
0
t
T T T
d p p e w p eK J K K ξ ρJ dξF ν η f η ν η f η                               (3.30) 
Bounded function used in both derivative and integral action make the difference between (3.6) 
and (3.30). Similar to (3.6), Kw in (3.30) is a free controller gain which can be chosen arbitarily. 
Normally it should be very low to make integral action within a limit. Following  similar kind of 
of stability analysis of [199], the matrix inequalities to be satisfied for achieving global asymtotic 
stability of (3.3),with parametric uncertainties and actuator constraints (3.4), under action of 
control law (3.29) are same as it is for (3.6). Values of common parameters of both 
controllers,such as maximum limits of forces and torque produced by the actuators of 
AUV,initial and final values of states of AUV etc. have been chosen according to Table 3.1 and 
Table 3.2. 
Table 3.1: Force and torque limits [24] of actuator 
Maximum limit of 
force(Newton) in surge 
direction 
Maximum limit of 
force(Newton) in sway 
direction 
Maximum limit of     
Torque(N-m) around 
zb axis 
400 400 50 
 
Ranges of velocities[24]are chosen as  0 5 0 5 0 42max . . . .ν      Time step for simulation  is 
considered as 0.03 s. For simulation of  all set-point controllers, values of initial and final state 
are depicted in Table 3.2. Large initial error in states have been selected to verify properly  the 
differences in effects of  all controllers on AUV dynamics. 
Observations from simulation of different set-point controllers are compared on the basis of three 
performance specifications depending upon both transient and steady state response of state 
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obtained on application of the control input generated by these controllers. These specifications 
are amplitude (M) of peak overshoot/undershoot, settling time/converging time(ts),steady-state-
error(ess(t)) of state. State includes linear position, orientation, linear and angular velocities. 
Observations are shown in the form of a table as given in Table 3.5. In this observation table, 
force and torque required for reaching  to a final state from an initial state are also recorded for 
each controller.   
Table 3.2:Information about initial and final state 
State 
x-
position 
y-
position 
orientation 
Surge 
velocity(m/s) 
Sway 
velocity(m/s) 
Angular 
Velocity(rad/s) 
Initial 
state 
-5 -6 0.09 0 4259.  0 5 .  0 35.  
Final 
state 
20 20 2 0 0 0 
 
3.9.1. Simulation Results with Analysis 
Performances of the proposed controller N-PID with BI and BD is compared with two other 
globally stable controllers PD, a basic PID group controller and N-PID without BI and BD, a 
basic nonlinear PID controller.  
3.9.1.1 PD (roughly tuned gains) on AUV dynamics with and without uncertainties 
Initially PD with roughly tuned gains is applied for AUV with and without (nominal dynamics) 
uncertainties and performances are compared in Fig 3.4-Fig 3.9. Simulation studies in Fig 3.4-
Fig 3.9, under the constraints depicted in Table 3.1 and given velocity range, indicate a lots of 
conclusions. Comparing the data of  first row  and second row of Table 3.5,it is clear that due to 
effect of parametric uncertainties especially in hydrodynamic damping parameters the settling 
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time for regulatory control of linear position and orientation in PD control increases.Or,in other 
words, it can be concluded that at the desired settling time corresponding to the application of 
PD control with the same gain setting applied on  uncertain AUV dynamics results in steady state 
error. Another significant observation is the peaks of all states have decreased due to 
uncertainties as mentioned in second row of Table 3.5. 
 
 
Fig.3.4: Position error vs. time 
 
                                                   Fig.3.5: Error in orientation vs. time 
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                                                   Fig.3.6: Error in linear velocities vs. time 
 
                                                    Fig.3.7: Error in angular velocities vs. time 
 
                   Fig.3.8: Control Forces vs. time                                                               
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Fig.3.9: Control Torque vs. time 
                                                                                                                                                        
3.9.1.2 PD (roughly tuned gains) on AUV dynamics with  uncertainties 
If it is required to decrease the settling time, the values of the controller parameters need to 
adjusted. If Kd is increased keeping Kp constant then upto certain limit derivative control works 
well. From (Fig.3.10-Fig.3.13) it is seen that there is an increase(or maintaining of same value)  
in settling time and rise time,decrease in peak for all states than the previous setting of PD 
controller ( Fig.3.4-Fig.3.7). Increasing Kp , keeping Kd constant yields overshoots with reduction 
of rise time and settling time (Fig.3.10-Fig.3.13). Observing the record of 3rd. and 4th. row of 
Table 3.5. it is concluded  that large P case envisages increase in demand of velocities (Fig.3.12 
and Fig.3.13) than large D case. Large D case demands less control inputs(Fig.3.14 and Fig.3.15)  
than large P case. But both large D and P cases demand more control inputs than those in 
previous setting (Fig.3.8 and Fig.3.9) of the PD controller. 
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.Fig. 3.10: Position error(large P & D) vs. time 
 
Fig.3.11:  Error in orientation(large P & D) vs. time 
 
Fig.3.12: Error in linear velocities(large P &D) vs. time 
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Fig.3.13: Error in angular velocities (large P & D) time 
 
Fig.3.14: Control force (large P &D) vs. time 
 
Fig.3.15: Control Torque (large P & D) time 
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3.9.1.3 PD (sufficiently tuned gains) on AUV dynamics with  uncertainties: 
Thus, proper adjustment between Kp  and  Kd  for tuning (Fig.3.16-Fig.3.21) of the gains is very 
important to achieve desired transient and steady-state performance. It is cumbersome and also 
varies for different percentage of  deviation in parameters from their nominal values. The reason 
is that controller gains of PD does not include information about upper bounds of  paramerter 
variation. Thus, for large initial error in state and huge parametric uncertainties, PD controller 
may not ensure stable output from an AUV system. It generally brings steady state error in linear 
position (Fig. 3.16). Thus, PD controller has a limitation for providing best transient and steady 
state responses from a system of AUV in a set-point control objective.   
 
                                     Fig.3.16: Position error(suff. tuned gain) vs. time 
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                                  Fig.3.17: Error in orientation(suff. tuned gain) vs. time 
 
.3.18: Error in linear velocities(suff. tuned gain) vs. time 
 
Fig.3.19: Error in angular velocities (suff. tuned gain) time      
    
Fig.3.20: Control force (suff. tuned gain) vs. time 
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Fig.3.21: Control Torque (suff. tuned) vs.time 
Therefore, to improve the performances by compensating the uncertainties in a system, LPID 
may be used, because LPID has inherrent capability of compensation of uncertainties. But its 
drawback is it works locally i.e. it can not accommodate large initial error in state. 
3.9.1.4 NPID with BI and BD Control:  As a remedy of all the drawbacks of PD and PID, this 
thesis exploits Nonlinear PID like controller namely N-PID with BI and BD,which is further 
compared with its close controller N-PID without BI and BD. 
Values of gains of both these controllers are depicted in Table 3.4. Values of  patameters of 
nonlinear functions for different controllers are tabulated in Table 3.3. 
Table 3.3: Values of  parameters of nonlinear functions for different controllers 
 Controllers N-PID without BI 
and BD 
N-PID with BI and BD 
Parameters of nonlinear functions 
 max lΦ  ----- 82 
, , , 12di di diδ α β i ,   -----              0.6, 0.4, 0.3253968 
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Fig.3.26 and Fig. 3.27 indiate integrator wind up occurs under application of  N-PID without BI 
and BD as the saturation of force and torque  occurs at the initial stage due to large initial error in 
linear and angular position and velocities. Consequently, linear position error (Fig. 3.22) has 
longer settling time due to saturation in control force (as shown in Fig.3.28). Similar kind of 
phenomenon occurs for orientation error (Fig.3.23),where error appears in  overshoot and long 
settling time as saturation occurs in control torque (Fig.3.29). But  for N-PID with BI and BD, 
linear postion error (Fig.3.22) has lesser settling time than that in N-PID without BI and BD. 
Orientaton  error (Fig. 3.23) reaches to zero steady state  with lesser overshoot and settling time. 
These phenomenon happen as there is no possibility of integrator wind-up and therefore no 
conseqences (saturation in force or torque as shown in Fig.3.26 and Fig. 3.27) take  place. 
 max ωΦ  ----- 10 
, , , 3di di di i      ----- 0.4, 0.2, 0.0625 
 max lΦ  140 140 
, , , 1 2pi pi piδ α β i ,   7,4.5.0.03488 7,4.5.0.03488 
 max ωΦ  25 25 
3pi pi piδ ,α ,β , i=  1,0.8,0.0556 1,0.8,0.0556 
 max lΦ  __ 4 
, , , 1 2wi wi wiδ α β i ,    __ 3,1,0.4 
 max ωΦ  __ 2 
, , , 3wi wi wi i      __ 0.9, 0.7,1.38 
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Table 3.4:  Values of  gains for different controllers 
 
 
Fig. 3.22 Position errors vs. time 
                     Gains 
Kp Kd Kw ρ 
         Controller 
PD without uncertainties  4, 4,3diag   212,212,6diag  --------- ------ 
PD  with uncertainties  4, 4,3diag   212,212,6diag  ---------- ------- 
PD with large D and 
uncertainties 
 4, 4,3diag   400, 400,15diag  ----------- ------- 
PD with large P and 
uncertainties 
 10,10,6diag   212,212,6diag  ----------- -------- 
PD with sufficiently 
tuned gain with 
uncertainties 
 8,8,5diag   300,300,10diag  
------------ --------- 
N-PID without BI and BD 
With uncertainties 
   0.09 
N-PID with BI and BD 
with uncertainties 
   0.1 
diag [565,565,455] diag [625,625,305] diag [2.4,2.4,0.8] 
diag [425,425,405] diag [570,570,470] diag [2.7,2.1, 0.7] 
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Fig.3.23 Orientation error vs. time  
 
Fig. 3.24 Linear velocities vs. time                                  
      
                                                                          Fig. 3.25 Angular velocity vs.time      
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                                                               Fig.3.26 Control force vs. time     
       
Fig. 3.27 Control torque vs. time 
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Table 3.5: Observations from the simulation of application of different regulatory controllers on AUV 
dynamics 
States Control  
inputs 
 
Position 11 12( , )η η  
Orientatation 
(rad) 
 
Linear 
velocities
( , )11 12ν ν  
(m/s) 
Angular 
velocity 
(rad/s) 
Max. 
force 
(N) 
Max. 
torque 
(N-m) 
Performance  
Specifications 
Mp 
ts 
and 
ess 
 
Mo 
ts 
and 
ess 
 
Mv 
 
ts 
and 
ess 
 
 
 
Ma 
ts 
and 
ess 
 
Fu Fv Fᵚ 
Controller 
PD for Nom. 
Dynamics 
No 
375,375 
and 0,0 
0.2 
225 
and 
0 
0.42,
0.2 
300, 
350 
And 
0,0 
0.35 
 
110 
And 
0 
 
  50 200 6.5 
PD for Uncertain 
Dynamics   
No 
ess : 3,-2 
at 400s 
0.09 
325 
And 
0 
0.42,
0.09 
ess: 
0.04,-
0.04 
at 
400s 
-0.35 
160 
And 
0 
35 200 4 
PD with 
large D 
No 
ess: 
-2.5,-1.7 
at 400s 
0.1 
350 
and 
0 
0.4,0.
06 
ess: 
0.017, 
-0.025 
at 
400s 
0.35 
120 
and
0 
-52 300 4.2 
PD with 
large P 
No 
275,270a
nd 0,0 
0.05 
198 
and 
0 
0.64,-
0.6 
200,2
80 
and 
0,0 
0.05 
148 
and 
0 
198 350 15 
PD with 
sufficiently tuned 
P & D 
No 
370,350 
and 0,0 
0.1 
250 
and 
0 
0.42,-
0.5 
275,3
70 
and 
0,0 
0.05 
 
175 
and 
0 
350 350 13 
N-PID without BI 
and BD 
No 
165,150 
and 0,0 
No 
42 
and 
0 
0.25 
and 
0.2 
170 
and 0 
0.35 
45 
and 
0 
 
Satura
-ted at 
400 
Satura-
ted at 
400 
Saturat
ed at  
-50 
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3.10 Chapter Summary 
In this chapter, Nonlinear PID controller with Bounded Integral and Bounded Derivative has 
been deployed for set-point control of an Autonomous Underwater Vehicle. The stability of the 
uncertain AUV dynamics under the application of this controller has been analyzed by applying 
Direct Lyapunov Method. The performances of this controller have been compared with other 
two controllers in the area of PID like controllers namely Proportional plus Derivative controller 
and Nonlinear PID controller without Bounded Integral and Bounded Derivative by simulating 
these for the same large initial error, specified uncertainties and specified torque limitation of 
actuatoras used in Nonlinear PID controller with Bounded Integral and Bounded Derivative. It is 
found that Nonlinear PID controller with Bounded Integral and Bounded Derivative is the most 
efficient controller to provide superior performance for achieving the desired configuration from 
an initial configuration for a given task of set-point control.  
 
 
 
States Control 
 inputs 
 
Position 11 12( , )η η  
Orientatation 
(rad) 
 
Linear 
velocities
( , )11 12ν ν  
(m/s) 
 
Angular 
velocity 
(rad/s) 
Max. 
force 
(N) 
Max. 
torque 
(N-m) 
N-PID  with BI and 
BD 
No 
130, 
118 
and 
0,0  
No 
18 
and 0 
0.5 
and 
0.2 
140 
and 0 
0.34  
20 
and
0 
 200 180 15 
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Table 3.6: List of parameters of AUV [24] and %10  variation in their nominal values 
Parameters Nominal Maximum Minimum Unit 
Mass m  185 203.5 169.5 Kg 
Rotational Inertia
 zI  
50 55 45 kg-m2 
Added mass  
 uX   
-30 -27 -33 Kg 
Added mass vY   -80 -72 -88 Kg 
Added mass ωN   -30 -27 -33 Kg 
Surge linear drag
 uX  
70 77 63 kg/s 
Surge quadratic 
drag u uX  100 110 90 kg/m 
Sway linear drag  
 vY  
100 110 90 kg/s 
Sway quadratic 
drag v vY  200 220 180 kg/m 
Yaw linear drag
 ωN  
50 55 45 kg-m2/s 
Quadratic yaw 
drag ω ωN  100 110 90 kg-m
2 
m11 215 236.5 196.5 Kg 
m22 265 291.5 241.5 Kg 
m33 80 88 72 kg-m2 
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Fig 3.28 Saturation of actuator w.r.t. control force 
 
Fig 3.29 Saturation of actuator w.r.t. control torque 
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Fig .3.30 Set-Point Control of Autonomous Underwater Vehicle using N-PID with BI and BD 
Controller 
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Chapter 4 
Robust Tracking of AUV Using Sliding Mode- 
Nonlinear PID Controller with Bounded Integral and 
Bounded Derivative 
4.1 Introduction 
In the chapter 3, a robust set-point control of AUVis proposed.The contribution of this chapter 
focuses on the development of robust tracking control of an AUV under uncertainties in 
hydrodynamics and limited torque produced by actuator. Motivated by reviewed literature in 
chapter 2, this chapter combines the advantages of the continuous approximation of SMC and N-
PID and proposes a new model-independent globally stable tracking control algorithm. To get 
faster convergence and for achievement of better control performance in wide range of tracking 
error, a nonlinear sliding surface, using nonlinear function of position error [201], [202], is 
chosen in place of linear surface. 
There is no significance of the use of equivalent control part [204] of a traditional SMC as it does 
not involve parameter uncertainties. Therefore, equivalent control action does not have capability 
to compensate instanteneous nonlinearities and uncertainties in AUV dynamics.Instead of 
equivalent control, an integral (I) action of position error can be used for compensating [57] 
nonlinearities and uncertainties.In place of linear position error, nonlinear function [172] of 
position error has been used like its use in the set-point control of AUV to restrict unlimited  
integral action and to achieve globally asymptotically stable system.The use of this kind of 
integral action is termed as nonlinear integral (N-I) control. 
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Ideally an SMC needs to generate high frequency discontinous control in its switching control 
part. But practically it is not implementable by the digital controller. Thus, discretization chatter 
[203] occurs. Also chattering occurs due to fast unmodeled dynamics which are neglected in the 
design process. A nonlinear saturation function like tangent hyperbolic[60] can be used to avoid 
chattering by smoothing out thecontrol discontinuity in a thin boundary layer.  This kind of 
controller is called continuous SMC. As this controller leaves steady state error, addition of 
integral action with this controller has advantage  in  reduction of steady state error to certain 
extent.  Therefore, integral action can be used for both increasing accuracy in tracking and 
handling of nonlinearities and uncertainties in the dynamics of AUV.  
Combination of continuous SMC with N-I still requires improvement wrt its features of transient 
performance. Due to integrator wind-up effect [166],[167] of integral part of these controllers, 
performancesdeteriorate. A velocity damping term[205] is injected in integrator part to enhance 
globally stable response which always converges to zero. In this technique, although bounded 
function is used inside the expression of integral part, very large error can still yields a possibility 
of integrator wind-up which further deteriorates the transient response. To further improve the 
response the integral action can be bounded by passing it through another nonlinear 
function.Then the controller is called SM-N-I with bounded integrator (BI). To further stabilize 
the closed loop tracking dynamics against actuator saturation, a nonlinear derivative (D) control 
action in place of linear one can be provided with a nonlinear (same as used in integral action) of 
position error. The overall controller, combination of different controlling actions discussed 
above, is termed as SM-N-PID with BI and BD.Boundary values of the nonlinear functions of 
P,D,I controller are chosen such that summation of these boundary values in addition with 
switching gain of SMC; never exceeds the input torque limit specified by actuator.  
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The chapter is organised as follows. Section 4.2 provide mathematical preliminaries. Section 4.3 
describes kinematics and dynamics of reference AUV. Section 4.4 formulates the problem of 
trajectory tracking. Section 4.5 proposes SM-NPID based tracking controller for AUV. Section 
4.6 derives the closed-loop tracking error dynamics of AUV system under the action of proposed 
control law.  In section 4.7, stability of the closed-loop system is proved, whereasin section 4.8 
simulation results are presented to show the performances of proposed tracking controller. 
Section 4.9 draws the conclusion and points to immediate future work for improvement of the 
proposed controller. 
4.2  Mathematical Preliminaries 
Definition 4.1:ASaturation function tanh  is defined as follows 
 
   
if 1 
if 1
tanh x x, x
tanh x sgn x , x
  

  
                                                                                                      (4.1) 
 
Fig. 4.1 Motion of an AUV on a planar path 
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 .1r τ+Δτη
rθ
t=τ  rθ τt=τ+Δτ  rθ τ+Δτ
  : 21r t η  
  
 1r τη
iˆ jˆ
, 0,τ<t<t+Δτ Δt
4.3 Definition of Reference AUV 
In trajectory tracking, an AUV is assumed to track the position state of a reference AUV 
(RA)[208] moving along a sufficiently smooth predefined/planned path (navigation). It is also 
assumed that AUV may be used for low to moderate speed tracking/maneuvering [206]. The 
state of reference AUV is the desired state of the AUV. A reference trajectory                       of RA          
  is assumed. Then, the following definitions hold for the state of RA. Assume, during a time 
interval                             linear  position of RA changes from           to 
 Hence, instantaneous linear velocity of RA in IRF can be expressed as  
            
   
τ τ
ˆ ˆ
1r r r r r
1r t=τ+Δτ Δτ 0 Δτ 0
r r
t=τ+Δτ
Δ x τ+Δτ -x τ y τ+Δτ -y τ
t = Lt = Lt i+ j
Δτ Δτ Δτ
dx t dy t
= i j
dt dt

 
        
     
η
η 
                        
(4.2) 
where,   and    represent the unit vector along x and y direction in 2D space. If      represents the 
orientation of RA wrt x-axis in IRF during this interval, it can be defined as  
        
 
   
1 1tan tan .r r rr 2rt-τ+Δτ t=τ+ΔτΔτ 0
r r r t=τ+Δτ
y τ+Δτ -y τ dy t
θ t Lt η t
x τ+Δτ -x τ dx t
 

                                              (4.3) 
Hence, assuming orientation at        and at the end of               are           and                  respecti- 
vely, then at the end of              angular velocity is then defined as follows 
           
τ
τ τ
Lt
τ
r r r r
r 2rt=τ+Δτ t=τ+Δτ0
t=τ+Δτ
Δθ θ τ+Δτ -θ τ dθ t
ω t η t
Δ dt dt


    
                        (4.4) 
 All the quantities above can be transformed to BRF of RA similar to (3.2c)  
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 r tν
1 2 1 2, , andmax max max maxV V A A
     r r rt J η tη ν                                                                                                                       (4.5) 
where,          is velocities in BRF of RA.  Thus, the state of the reference AUV is defined as 
  8, , , , , , ,r r r r r r r r r rx y x y u v  ξ                                                                                           (4.6) 
The tracking control law proposed in this chapter does not need information about acceleration 
state of the RA. Boundary value of acceleration is only necessary.  Feasible values of state of 
RA-GB is restricted by constraints on dynamics of GB. These constraints are specified bounds 
on velocities and accelerations 
1 1 21 2and ,r max r maxV ν V ν 1 1 21 2, ,r max r maxA ν A ν                                                         (4.7) 
where,                                           are positive constants.                                   
Remarks 4.1: To control a reference point on a planned path, the reference point with its 
associated dynamics was conceptualized as a virtual vehicle in [207]. Similarly, the concept of 
referenceAUV has been considered in this work, to generate the complete state (4.6) of the 
desired trajectory.  From this state the tracking control law can be designed. 
4.4 Problem Formulation 
Consider an AUV with kinematics and dynamics as given in (3.2) and (3.3) respectively.Its 
motion is studied under the Assumptions 3.2. The position tracking error of the AUV wrt to its 
reference AUV is defined in IRF as  
     e rt = t - tη η η                                                                                                                        (4.8) 
where,   3t η  and   3r t η  are the actual and desired state of the AUV. 
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Problem statement: Let,   3:r tη    is a sufficiently smooth time-varying given trajectory, 
definition of which is provided in section 4.2.  The objective is to design F for a given AUV 
under the Assumption 3.3 such that  e tη reaches and remains in the neighbourhood of 
  3, 0t  0  in presence of bounded model parameter uncertainties mentioned in Table 3.6 and 
under (4.6). 
4.5  SM-N-PID Control Law with Bounded Integral and Bounded Derivative  
In this section, on the basis of formulaion of problem in section 4.4, a trajectory tracking 
controller is proposed for an AUV using the combination of N-PID and continuous SMC.  In 
fact, a desired tracking error dynamics is specified in SMC[59],[60] and this dynamics is 
considered as a restriction on the system. The objective is to propose a control law such that 
these dynamics are attained by closed-loop dynamics of AUV in presence of model parameter 
uncertainties. Considering the trajecory tracking error defined in eq (4.8) the error dynamics are 
defined as  
       1 2 3 T T p e et s s s ρJ  s η f η ν                                                                                  (4.9)      
where,  , , ,p p p pLf α β δ .  and 0ρ>  is used to vary the control bandwidth of the system of 
AUV.   3, ,e e e ex y θ η  and   3, ,e e e eu v ω ν  are errors in position vector in IRF and 
velocity vector in BRF ofAUV respectively. Nonlinear function [201], [202] of position error 
instead of linear position error has been used in robot manipulators to get faster convergence of 
actual state to desired state.   0t s represents a surface (nonlinear switching surface) in the 
state space of order one (as AUV dynamics is a second order system). A thin boundary layer 
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 iB t is assumed neighboring each surface   0is t  and all boundary layers are represented by 
the following set 
     31 2 3, : , , ; 1,2,3e e e e e i it x μ y μ θ μ s φ , i=      B η ν                                       (4.10) 
where, iμ and 1,2,3iφ, i=  are strictly positive constants. Outside each boundary layer, a control 
law has to be chosen such thatit satisfies reachingη- condition [209]. This condition ensures that 
boundary layer  tB always remain attractive. Consequently, this attractiveness guarantees that 
any trajectory starts inside  0 ,t  always remain in it for 0.t   With this objective and based 
on the discussion in the introduction section, a tracking control law which is a combination of N-
PID and continuous SMC is proposed as follows 
         sTd d e p p e s w w eK J K K . K   F f ν η f η f f χ                                                             (4.11) 
where,      T
0
,
t
e e pξ ρJ ξ dξ    χ ν η f and parameters of different nonlinear CPDI function 
vectors      , ,d e p e w ef ν f η f χ are set following similar procedure as described in (3.7). Switching 
functions are defined as   1
1 2 3
. .
T
32
s
ss stanh tanh tanh
φ φ φ
                            
f , , ,s w d pK K K K are3 3 order 
diagonal positive definite gain matrices.  TJ η is used to convert the error quantity of control law 
to BRF of AUV. Every moment ev  can be estimated from the estimated states eη  in IRF with 
help of  .J η First part of this controller is the velocity damping term, which is bounded through 
a nonlinear function  d .f  and facilitates to provide asymptotic stability of the closed loop 
system of AUV.  Second part uses a filtered position error feedback using  p .f to enhance the 
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global stability. Third part involving  .sf  is the switching control part of SMC which uses 
 .tanh  function defined in (4.1) to reduce chattering.  Last part contributes a bounded output 
from an integral action similar to 3.6. A differentiable potential function and its gradient like 
defined in (3.9) may also defined for tracking control. 
         
A CPDI function integrated over any range of independent variable always gives positive or 
zero. value. Hence, following Lemma holds. 
 Lemma4.1: If integral of  ,w ef χ is defined as 
  3w w e e eW= K d ,f χ χ χ                                                                                                       (4.12) 
Then, it is (i) is positive definite as   0eW χ  when 0eχ  and  0 0W   
Fig. 4.2 Tracking Controller structure of AUV using SM-N-PID with BI and BD  
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(ii) is radially unbounded as  eW χ when eχ   
In section 4.7, Wis typically considered as a storage function for passivity based stability analysis 
of tracking control of AUV. 
4.6 Dynamics of AUV in Terms of Trajectory Tracking Error 
The closed-loop system dynamics can be obtained by substituting (4.11) into (3.3) as follows,  
             Te e e d d e p p e s s w w eM C D K J K K K      ν ν ν ν ν f ν η f η f s h f χ          (4.13) 
where,                 T T Tr r r r r r r r rdM J J C J J D J Jdth η η ν ν η η ν ν η η ν    
To get the expression of  h in terms of only eν and ,rν  put     .Te r r rJ J ν ν η η ν Thus,  
with the help of Property 3.3, h can be written as, 
            T T Tr r r r r r rM J J J J MJ Jh η η η η ν η η ν      
               T T Tr r r e r r r r r rC J J J J D J Jη η ν η η ν ν η η ν  
                   T T T Tr r r r r r r r r rMJ J +C J J J J +D J J  η η ν η η ν η η ν ν η η ν
               1 2T T Tr r r r r r eM J J J J +C J J   η η η η ν η η ν ν h h                                 (4.14a) 
where, in h2, 
                  2T T T T Tr r r r r r r r r r e eJ J J J J ω J J J ω ω-ω = ω ν .     η η η η η η η η   
Using      1T rJ J η η and following A.2, upper bound of h2  can be expressed as 
   2 2max r e max r e max r e max r eλ M ν C λ M C   h ν ν ν ν ν ν ν 2as e eν  ν  
    2 2 1max r e max r e max r max r e eλ M ν C λ M C c    h ν ν ν ν ν ν ν               (4.14b) 
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where,   1 max max maxc λ M C V   assuming .r maxVν  With help of (4.7),the maximum value 
of each element of h1 vector can be determined as described in A.6. From A.6,the following is 
obtained.   
11
1 12
13
max
max
max
h
h
h
       
h                                                                                                                              (4.14c) 
Remarks 4.2:As mentioned in section 4.1,in designing a tracking controller using traditional 
SMC, tuning of gain for switching control part is not straightforward rather it involves several 
approximations and complexities [211]. But closed-loop system involving proposed control law 
with AUV dynamics and subsequently stability proof of proposed tracking control shows that 
switching gain only depends upon the upper bounds on velocity and acceleration, structural 
bound of parameter matrices of dynamics of AUV in a straightforward way. Anorther advantage 
of the proposed tracking controller over other tracking controller is that this controller does not 
require instanteneous acceleration of desired path in control law, only its boundary value is 
utilized.   
4.7 Stability Analysis 
4.7.1 Development of Gobal Reachability and  Global Bounded Stability Conditions  
In continuous SMC, the control law should be designed such that the trajectories tend towards  
the bounded set [209] in state-space and reach it in finite time and remain in it for future time. 
Reaching phase is prone to nonlinearities, model uncertainties.  Moreover, actuator constraints 
must affect the characteristics of this phase.  Controller must be robust such that stable reaching 
motion is generated overcoming these effects. Thus, it is required to develop some conditions 
which must be  satisfied by the gains of the controllers to ensure stable reaching phase for the 
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  1si wi wi ei imaxK K f χ +h
         1 3
1
max p e max
min
Η
φ
ρ C C R λ D
f η
ν
        
states of closed-loop dynamics of AUV under these constraints. These sufficient conditions for  
global reachability and  global bounded stability to the desired bounded set  are derived in the 
form of a set of inequalities.  The establishment of these conditions is presented in the form of 
the following lemma and theorem. 
Lemma 4.2 : A stable global reachability to boundary layer  tB of (4.10) in the dynamics (3.3) 
driven by control law (4.11) is always achieved if the following sufficient conditions are 
satisfied: 
for    2 40,e minm x
max
a
C ΗR λ D C
V
V    ν ν
                                                                
(4.15a)  
for       (4.15b) 
where,          1 2 3 1 4, , , ,2 2
max d max d
min d dmin min d di di d 2 di
ρλ K ρλ K
C =λ K α C λ K min α β C σ C σ  
        
2 2
2
1 2 2, , 3 , :
d max d max
d d max d max p pmax pmax p e p emin
d min
δ β
σ δ σ Η λ K δ β .
β
    f η f η s φ
    13
2 2 2p max pmax max max max max max max
ρ ρR= ρ δ β C C V λ D ρλ M ω
   
ν
   
2
1 12 2pmax max pmax max
ρ ρ+ρδ λ M δ λ M +c
         
0S>
                                                                                                                                         (4.15c) 
        1 1 1where,
2 2 2 2
max d
min p max max max max max
λ K
S=ρ λ K C V D λ M ω
      
λ ν
    1
2 2max max
cρ
ρλ M λ M
   
 
For i=1,2,3;                                                                                                                            (4.15d) 
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,u umaxF F v vmaxF F ω ωmaxF F .
In addition, if  parameter values of nonlinear functions based on (3.7), satisfy (4.16a) and (4.16b) 
and (4.16b)                                                         
( ) ( ) ( ) 1 ( ) ( ) ( ),δ max l δ max l δ max l u max s δ max l δ max l δ max l vmax s2F K F K                          (4.16a) 
( ) ( ) ( ) 3δ max ω δ max ω δ max ω ωmax sF K                                                                                 (4.16b) 
then the forces and torque hold the actuator constraints i.e.                                     and
 
Proof: To derive reaching condition, consider a quadratic Lyapunov candidate function inspired 
by [210]  as 
1
2
T
gV M s s                                                                                                                             (4.17) 
Global sliding reachability is established based on  conditions for achievement of negative-
definiteness of first derivative of gV  along the state error trajectory corresponding  to closed-loop 
dynamics (4.13).  Therefore, 
       T T T T T Tg e p e p eV M M ρ MJ ρ MJ   s s s ν s η f η s η f η                                              (4.18)                                
Substituting eMν from (4.13), using Property 3.4, (4.18) can be written as follows 
         T T T T Tg e e e e e d d e e p p eV C D K J K   ν ν ν ν ν ν ν f ν ν η f η
                  T T Tp e e p e e p e d d eρ J C J D J K  f η η ν ν f η η ν ν f η η f ν
                    TT T Tp e p p e p e p e p eeJ J K MJ J MJ   f η η η f η ρ ν η f η ρf η η η f η 
                T T T T Te p e p e p e w w e s sMJ ρ J MJ K K   ν η f η f η η η f η s f χ f s h 
             T T T T Tg e e e d d e e p p e p e eV D K J K ρ J Cν ν ν ν f ν ν η f η f η η ν ν   
               T T Tp e d d e p e e p e p p eJ K J D K  f η η f ν f η η ν ν f η f η
                T T T T Te p e e p e p e p eρ MJ MJ ρ J MJ  ν η f η ν η f η f η η η f η 
            T T Tp e p e w w e s sρ J MJ K K  f η η η f η s f χ f s h                                                       (4.19) 
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   Te r r rJ J ν ν η η ν
    222 e p e e p e ν f η ν f η
From first term of (4.19), following inequality may be obtained   
     2Te e min eD λ Dν ν ν ν ν                                                                                                   (4.20) 
Using  Lemma 3.1 (i), from second term of (4.19), one gets 
 
 
2
1
2
, for
o,f r
T
e d d e e e d
T
e d d e e e d
K C
K C
    
ν f ν ν ν β
ν f ν ν ν β
                                                                                    (4.21) 
For the third term of (4.19) one may write noting, 
           3T T Te p p e max p e p e max p pmax pmax eJ K λ J K λ K δ β ν η f η η ν f η ν               (4.22) 
Using Property 3.3, and putting                                         in the fourth term of (4.19),  
                      T T T Tp e e p e e e p e e r rρ J C ρ J C J C J J f η η ν ν f η η ν ν f η η ν η η ν
 
        22UsingProperty3 7 iii andLemma 3 1 iii and noting,2 e p e e p e.    .     ν f η ν f η  
        23Tp e e pmax pmax max e max max e p eρ J C ρ δ β C C V f η η ν ν ν ν f η
  22 213 2pmax pmax max e max max e p eρ δ β C C V      ν ν f η                                                (4.23) 
Next, following inequality is derived from fifth term of (4.19) with the help of  Lemma 3.1(i) and 
(4.15a) 
            2 212Tp e d d e d p e d eρ J K ρ J K f η η f ν η f η f ν  
    
    
2 2
1
2 2
2
1 , if ,
2
1 , if
2
max d p e d e d
max d p e d e d
ρλ K σ
ρλ K σ
    
f η ν x β
f η ν x β                                                             (4.24) 
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From the sixth term of (4.19), following inequalty is obtained using Property 3.7(ii) 
                  2 22 21 12 2Tp e e p e e max p e eρ J D ρ J D ρ D   f η η ν ν η ν f η ν λ ν f η ν            (4.25) 
From seventh term of (4.19) one may get  
        2Tp e p p e min p p eρ K ρλ Kf η f η f η                                                                               (4.26) 
With the help of 3.2(d), Property 3.7(i), eighth term of (4.19) gives following inequality 
              T1 22T T T Te p e e p e e p eρ MJ ρ MJ ρ M ω J
     ν η f η η ν f η η ν f η
 
           T 2 22 21 12 2T e p e max max p e eρ M ω J ρ λ M ω       η ν f η f η ν                  (4.27) 
With the help of Lemma 3.1(ii),Property 3.7(i), next inequality results from ninth term of (4.19)  
            2T Te p e e pf e e pmax max eρ MJ ρ MJ G J ρδ λ M ν η f η ν η η η ν ν                                    (4.28) 
Subsequently,using 3.2(d) from 10th. term of (4.19) following inequality is developed 
                 2 22 2 2T T Te p e p e max p eρ J MJ ρ J MJ ρ λ M f η η η f η η η f η f η           (4.29) 
Next, from 11th. term of (4.19), one gets 
                     2 2 2T T T T T Tp e p e p e pf e e p eρ J MJ ρ J MJ G ρ J MJ f η η η f η f η η η η η f η η η 
                  2 2 22 2Tpf e e pf e p e e p max max p e eρG J ρ J MJ G J δ λ M  η η ν η η η η f η ν f η ν          (4.30) 
 
Using Lemma 3.1(i), 
     
3 3
1 1
T
w w e wi wi ei i wi wi ei i
i i
K K f χ s K f χ s
 
  s f χ
                                                           (4.31)  
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 1 : ,e e dΔ  ν ν β
 2 : ,e e dΔ  ν ν β
 1 : ,e e dΔ  ν ν β
     T Te p e e p eρ J ρ  ν f η η ν f η
1 2
T T T s h s h s h
3 3
1 1 1
1 1
T
i i imax i
i i
s h h s
 
  s h
Using(4.14a),  
 With the help of (4.14c),                                                                                                        (4.32a)       
 Since, 
  22 12 2 1 1 1 2 2
T
e e p e
ρcρc c
       s h s h s ν ν f η                                                   (4.32b) 
when 1, 1, 2, 3i
i
s i
φ
   i.e. outside the boundary layer  ,iB t note the fact 
 
1
.
n
T
s s si i
i
K K s

s f                                                                                                             (4.33) 
Incorporating  (4.15a), (4.20)-(4.33) in (4.19),one obtains for the velocity set 
 2 21 1 3 2g e eV Θ C C Θ   ν ν                                                                                    (4.34a) 
For the velocity set, 
 21 2 4 2g e eV Θ C ν C Θ   ν                                                                                      (4.34b)
 
     2 21where, 3 3min e max p pmax pmax e p max pmax max eΘ λ D λ K δ β ρ δ β C  ν ν ν ν
            2 2 22 212 2 2max Dmax max e p e p e max p e eρλ K ρC V D    ν f η f η λ ν f η ν
          2 2 2 212min p p e max max p e e max e+ρλ K ρλ M ω ρλ M  f η f η ν ν
        22 2 22 an d2m a x p e m ax p e eρρ λ M λ M  f η f η ν
   
3 3 3 22 1
2 1 1
1 1 1
1
2 2si i wi wi ei i imax i e p ei= i= i
ρcρ
Θ K s K f χ s h s c η

                  ν f  
Thus,for the set,   
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  1i si wi wi ei imaxγ K K f χ h .  
3
2
1
, where, ;max max i
i
φ  φ φ

  s
          321 3
1
,g min e e p e i i
i
V C C R λ D Η S γ s

       ν ν ν f η                                (4.35a) 
where, 
and  2for : ,e e dΔ  ν ν β  
        22 4g min e e p e V C Η R+C λ D S γ        ν ν ν f η s                                  (4.35b) 
Hence,in (4.35a), for  1 : ,e e dΔ  ν ν β  
     
 
 
 
  1 3 1 3min min
e min e min
Η ΗC C R λ D C C R λ D        ν ν
ν ν                    (4.36a) 
 where, :e emin . ν ν s φ      TAs, ande p e pmin min maxminρJ ρν s η f η s f η     
 outside the boundary layer, i.e.                                                      (4.36a) can be written as, 
     
            1 3 1 3
1
min max p e max
p e minmax
Η ΗC C R λ D φ
ρρ C C R λ D
ν f η
s f η ν
              
 
                                                                                                                                               (4.36b) 
 In 4 35b ,for  .  2 :e e dΔ  ν ν β  
        
2
2 4
4
0min e max
min
C ΗC Η R+C λ D V
R+C λ D
     

ν ν
ν  
   2 4min
max
C ΗR λ D C
V
   ν
                                                                                         (4.36c) 
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     , ,d w. . .f f f
,u umaxF F v vmaxF F .maxF F 
( ) ( ) ( ), , ,δ max l δ max l δ max l   
( ) ( ) ( ), ,δ max ω δ max ω δ max ω   
as maximum possible value of ise    ν maxV . Therefore, for 0,max eV  ν  if inequality of 
(4.15a), (4.15b) are satisfied; (4.35) may lead to  
3
1
g i i
i
V γ s

                                                                                                                        (4.37)
 
for 1, 1, 2, 3.i
i
s i
φ
   Hence,whenever     0 : 0 1,2,3 ;i is φ , i  s the squared distance to 
each boundary layer  ,iB t as measured by  2is t is strictly decreasing until  is t   reaches to  it in 
finite time and remains inside it thereafter if iγ is strictly positive i.e.(4.15c) is satisfied. So, a 
stable reaching phase [210] corresponding to each switching surface always exists in finite time 
which is estimated from 
 0
, 1,2,3.iri
i
s
t i
γ
   Once, the system of AUV reaches  ,tB it 
becomes robust to parameter uncertainties. Therefore, robustness to parameter uncertainties 
depends upon the thickness of  boundary layer. Generally, the output can  not reach desired 
value, rather it remains inside a bounded set around the desired one. Therefore, origin 
corresponding to tracking error is not stabilized, rather ultimate boundedness is established.  
Under the condition (4.16), the forces and torque produced by control law (4.11) satisfy the 
actuator constraints (3.4). Moreover, it is feasible to find the values of    
                                           in reconciliation with (4.16) and depending upon the elements chosen 
for Ks. Hence, properly chosen values of parameters for  functions                          can maintain 
the actuator  constraints i.e                                       and         
 
Next,conditions for global bounded stability for a tracking controller are developed based on the 
behaviour of  trajectory inside the boundary layer. Conditions are cited in the following theorem. 
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40;m e
x
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V
V
      


ν
Remarks 4.4:       should be selected carefully to make integral action within a limit. To reduce 
the level of integral output on occurrence of integrator-wind-up,usually low value for Kw is 
chosen. 
Theorem 4.1: Consider the dynamics (3.3) together with the control law (4.11), switching 
manifold (4.9) and boundary layer (4.10). There exists gain matrices d p w sK ,K ,K ,K  such that 
Lemma 4.1 holds and  following five inequalities are satisfied 
   2min p min maxλ K ρ λ M                                                                                                     (4.38a) 
, 1,2,31imax isi
i
h φK > i
φ
 
                                                                                                         (4.38b) 
 1 3C C A                                                                                                                             
(4.38c) 
where,   1 11 and2 min
ρA c +ρΓ λ D
      ν positive constant 1Γ  is expressed as 
      1 1 1 13 2 2 2pmax pmax max max max max max max maxΓ δ β C C V λ D λ M λ M ω    ν  
For,                                                                                                                                        (4.38d)
 
0B                                                                                                                                       (4.38e)
 
  1 2 2where, an positiveconstant expressedd is  as2min p
cB ρ λ K Γ Γ
        
      2 12 max max max max max max dΓ C V D λ M ω λ K      λ ν  
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and for a set   1 2 3, : , , ; , 1,2,3φ> e e e e e i iΩ x μ y μ θ μ s φ i=      η ν  corresponding to 
outside of boundary layer  ,tB following two inequalities are satisfied   
    
   
1 3
2
1 3
2 max
p e min
ρ C A C
C A C ρ B
φ
f η
 

  
                                                                                  (4.38f) 
      where, :p e p emax . f η f η s φ Then the trajectory reaches to a bounded set
  1 2 3, : , , ; , 1,2,3φ< e e e e e i iΩ x μ y μ θ μ s φ i=     η ν ,corresponding to  ,tB globally in 
finite time and remain inside it for 0.t   Or, if the trajectory starts inside ,φ<Ω it remains inside it 
for 0.t   
Proof: To examine passivity [200] for input-output relationship of (4.13), let us define the output  
vector for desired trajectory tracking by the system ofAUV 
   Te p eρJ  γ ν η f η s                                                                                                    (4.39a) 
Hence, the following relation holds true from the expression of eχ  
e=χ s                                                                                                                                       (4.39b) 
To verify stability [199] for the closed-loop system (4.13), the inner product of (4.39a) and 
(4.13) is taken as  
               T T Tw w e e e e d d e r p e s sK M C D K J K K       γ f χ s ν ν ν ν ν f ν η f η f s h  
                 TT Te p e e e e d d e p p e s sρJ M C D K K J K       ν η f η ν ν ν ν ν f ν η f η f s h
  0T w w eK s f χ                                                                                                                    (4.40) 
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Considering the Property 3.4, (4.40) is expressed as follows  
       , , , , 0e p e p e e d edV Qdt  ν f η η f η ν f ν                                                                         (4.41)  
for 1 2V V V  (4.42) where,
            
3
1 01
1, ,
2
e iT T T
e p e e e p e e pi e pi e
i
V M ρ J M f i K d i

  
η
ν f η η ν ν f η η ν η η
               
(4.43a)     
 2and eV W χ                                                                                                                      (4.43b) 
and  for Q=Q1+Q2                                                                                                                                                           (4.44)     
where,           1 T T T Te e e d d e p e p p e s sQ D K ρ K K    ν ν ν ν f ν f η f η s f s h                   (4.45a) 
                 2 T T Tp e e p e e p e d d eQ ρ J C J D J K  f η η ν ν f η η ν ν f η η f ν  
        T Tp e e p e eJ M J M f η η ν f η η ν                                                                               (4.45b) 
as .γ s   It can be proved that V is positive definite in  and .p e ef η ν   Hence, V eventually 
becomes a Lyapunov function [199] for stability analysis of tracking control of AUV.According 
to Lyapunov theory it is necessary to prove positive definiteness of V.  In association with V1 of 
(4.43a) following inequalitiy holds true based on an established condition. 
                 21 2 2
4
TT T T T
e p e e p e p e p eH= ρJ M ρJ ρ J MJ  ν η f η ν η f η f η η η f η
     
3
01
e i T
pi e pi e
i
f i K d i


η
η η
                                                                                                (4.46a)
 
In(4.46a),    TJ MJη η is a symmetric matrix and  J η is orthogonal. Thus,     Tmaxλ J MJη η  
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 maxλ M . With the help of Lemma 3.2, following inequality can be obtained from (4.46a),if 
(4.38a) is satisfied 
       2 22min p min p e max p eH λ K ρ λ Mf η f η                                                              (4.46b) 
where,  min iimin .   Substituting eq.(4.46b) in Eq.(4.43a), following may be obtained 
       221 1 04
T
e e min p min max p eV M λ K ρ λ M    ν ν f η                                                   (4.47) 
If (4.38a) is satisfied. Since, 2V is radially unbounded positive definite function according to 
(4.12), therefore,V is a radially unbounded globally positive definite function according to (4.37). 
Next, the time derivative of V is to be proved negative definite. According to (4.36), showing 
negative definiteness of V is equivalent to showing positive definiteness of Q. As  Tp ef η is 
bounded, the lower bound of Q2 is derived with the help of inequalities (4.23),(4.24),(4.25) and 
the inequalities corresponding to last two terms  of Q2, developed following same procedure of 
developing (4.27) and (4.28). Thus, using (4.38b), (4.38c) and getting the expression of 1dσ and 
2dσ from (4.15a) 
if ,dx β
        2 22 2 22 1 13 2 2pmax pmax max e max max e p e max p e eQ ρ δ β C C V D     ν ν f η λ ν f η ν
           2 22 2 211 12 2max D p e d e max e max max p e e+λ K σ +λ M λ M ω    f η ν ν f η ν
  2232 1 2e p eCQ ρ Γ ρΓρ
        
ν f η
                                                                                   
(4.48a)
  2242 1 2if ,d e p eCQ ρ Γ ρΓρ
         
x β ν f η
                                                          
(4.48b) 
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     1,Tminλ J J η η
 1For, : ,e e e dminΔ ν ν ν β  
For, 1, 1, 2,3;i
i
s i
φ
    
 
3
2
1
.T sis s i
i i
KK s
φ
s f

                                                                                                                                     
(4.49) 
With the help of results of (4.20), (4.21), (4.26), (4.32) and since,                                       (4.41) 
an be written as 
 1For, : ,e e e dminΔ ν ν ν β  
    
3
2
1 1 1 3
1
1
2si 1imax i min ei
ρQ K h s C c +ρΓ +C λ D ν ν

                      
    21 22min p p e
c
ρ λ K Γ
       f η                                                                                        
(4.50a) 
 2For, : ,e e e minΔ ν ν ν 
  
3
2
1 1 1 3
1
1
2
i
si 1imax i min e
i i
s ρQ K h s C c +ρΓ +C λ D
φ
ν ν

                                      

    21 22min p p e
c
ρ λ K Γ
       f η                                                                                    …(4.50b) 
 3For ,e e dΔ :ν ν β      3 2 1 1 4
1
1
2si 1imax i min e ei
ρQ K h s C c +ρΓ C λ D ν ν ν

                        
    21 22min p p e
c
ρ λ K Γ
       f η                                                                                                            (4.50c) 
Assume,      11 1 21 ,2 2min min p
cρA c +ρΓ λ D B ρ λ K Γ
                ν  
 
 following (50a),  
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      
3 22
1 1 3
1
si imax i e p e
i
Q K h s C A+C Bν f η

    
                                                       
(4.51a) 
 2For, : ,e e e minΔ ν ν ν 
  
3
2
1 1 1 3
1
1
2
si
i 1imax i min e
i i
K ρQ s h s C c +ρΓ +C λ D
φ
ν ν

                                         

    21 22min p p e
c
ρ λ K Γ
       f η                                                                                          (4.51b)
 
 3For ,e e dΔ :ν ν β 
 
      
3 2
2 4
1
si 1imax i max e p e
i
Q K h s C A C V Bν f η

     
                                      
(4.51c) 
as max eV . ν   Inside the boundary layer  ,tB one has  
   Te p eρJ ν η f η s                                                                                                          (4.52) 
Substituting eν of  (4.52) and replacing  A, B  in (4.51b) one gets 3for : ,e e e min  ν ν ν
,e dminν β
 
  
3
2
1 1 3
1
si
i imax i
i i
KQ s h s C A C
φ
s

               

           221 3 1 32p e p e maxmin minC A C ρ B ρ C A C φf η f η                                (4.53) 
since,      Te p e p emax max minmaxρJ ρν s η f η s f η    and ,where,maxφ  s maxφ 
3
2
1
.i
i
φ

  Conditions for achieving positive definiteness of Q may be derived from (4.51) and 
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V
0.t 
    , : ,φ> e e p e maxΩ X φ  .  η ν f η s
 tB
 ,tB         0 0 : 0 0 , 0p e maxΩ X φ   s f η s
         0 0 : 0 0 , 0p e maxΩ X φ   s f η s
 p e maxf η  p e minf η
(4.53). Thus, it may be concluded that Q is positive definite i.e. 0Q , in the set 
  , : ,φ> e e maxΩ φ η ν s if 
i) For the first term of (4.51a) and (4.51b);(4.38b) is satisfied. 
ii) for the second term of (4.51a); (4.38c) is satisfied.  
iii) for the second term of (4.51b); (4.38d)  is satisfied.  
iv) for third term of (4.51a) and (4.51b); B>0 i.e. (4.38e) is satisfied.   
v) for third term of (4.53), followoing inequality is satisfied i.e.   
           221 3 1 32p e p e maxmin minC A C ρ B ρ C A C φf η f η       
                
1 32
1 3 1 3 2
1 3
2
2 maxp e max p emin min
ρ C A C φ
C A C ρ B ρ C A C φ Χ
C A C ρ B
f η f η
 
        
  
is satisfied i.e. (4.38f) is satisfied . Thus,Q is positive definite in the set    , : ,φ> e e p eΩ X η ν f η
.maxφs Since, V and Q are both positive definite, one may have, from (4.41)  
  , 0p e eV Q f η ν                                                                                                          (4.54) 
Therefore,     remains negative definite in the set                                                               Thus, if 
                                                                              the trajectory reaches to          globally in finite 
time and remains inside it thereafter or if                                                                          it remains  
inside          for 
Remarks 4.5: It is true that both                     and                    are same as they both correspond to 
boundary layer.  
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4.8  Simulation Results and Discussion 
In this section, the efficacy of the proposed SM-N-PID controller with BI and BD has been 
investigated for tracking control of AUV with kinematics and dynamics of an AUV as 
mentionedon (3.2) and (3.3) respectively in presence of bounded parametric uncertainties and 
actuator constraints.  A  list of parameters of AUV dynamics and their nominal values are given 
in Table 3.6. In this table, deviation of %10  from their nominal values for the parameters are 
also depicted. Simulation uses MATLAB of version 2012a as the software environment. 
To compare the effectiveness of the proposed controller, a basic PID group controller for 
tracking namely PD plus Feedforward Compensation (PD plus FC) and one existing model-
independent tracking controllers namely SM-N-PID controller without BI and BD have been 
selected for the same dynamics of AUV. SM-N-PID without BI and BD  controller is based on 
its regulatory version [173] . Only Sliding Mode part makes the difference between tracking and 
set-point controller. The control laws of these controllers are given below. 
i) PD plus Feedward Compensation: 
              dT T T TK J K M J C J D Jp e e r r rd dtF η η ν ν η ν ν η ν ν η ν            (4.55a) 
ii) SM-N-PID without BI and BD:   
           
0p s s w p
TK J K Kp e e e ed K ρ ξ ξ dξ
t
F η η ν η νf f s f      (4.55b)             
Values of common parameters of all controllers, such as maximum limit of velocity and 
acceleration provided by the actuator of AUV  have been chosen as mentioned in Table 4.1. 
Actuator specifications according to requirement of given path is given in the Table 4.2. Time 
step for simulation  is considered as 0.03 s. Simulation time isfirst 200 sec of tracking of desired 
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path. For simulation of  all tracking controllers, values of initial state and initial error are 
depicted in Table 4.3. Large initial error in states have been selected to verify properly  the 
differences in effects of  all controllers on AUV dynamics. 
AUV is intended to follow a sinusoidal path. Definition of sinusoidal path is given below:
 
   
0.03
0.03
x t t
y t sin t
                                                                                                                      
(4.56) 
Table 4.1: Velocity and acceleration limits [24] of actuators 
Limit of Linear 
velocity (m/s) in BRF
  :1maxν  
Limit of Linear 
acceleration(m/s2) in 
BRF   :1maxa  
Angular 
velocity 
(rad/s)
  :2maxν  
Angular 
acceleration 
(rad/s2)   :2maxa  
            05.             0.005       0.42         0.0008  
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Table 4.2: Force and torque limits [24] of actuator 
Maximum limit of 
force(Newton) in 
surge direction 
Maximum limit of 
force(Newton) in 
sway direction 
Maximum limit 
of     Torque(N-
m) around zb 
axis 
600 600 100 
 
Table 4.3  Information about initial and final state 
 x-
position 
y-
position 
Orientation Surge 
velocity 
Sway 
velocity 
Angular 
velocity 
Initial  
state 
2 1 1.4720 0.1044 -0.0399 -0.0172 
Initial  
error in 
state 
12.02 12.985 0.003 0.1454 0.0547 0.0341 
                                                                                                                                                     
Gain selection The paramrters of the nonlinear functions for SM-NPID with BI and BD  are 
given in Table 4.4.Observations from simulation of different tracking controllers are compared 
on the basis of three performance specifications depending upon both transient and steady state 
response of state obtained on application of the control input generated by these controllers. 
These specifications are amplitude (M) of peakovershoot/undershoot,settling time/convergence 
time(ts),steady-state-error(ess(t)) of state. Sate includes linear position, orientation, linear and 
angular velocities. Observations are shown in the form of a table as given in Table 4.4. The 
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observation table keeps records of force and torque required for each controller for first 200 sec 
of tracking from an initial state.                                                                                                                                                                                                    
Table 4.4  Values of  parameters of nonlinear functions for SM-N-PID controller with BI and BD  
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Parameters of 
 nonlinear functions 
SM-N-PID without  BI 
and BD 
 SM-N-PID with BI and 
BD 
 m a x lΦ  ----------- 200 
 
, , , 1 2di di diδ α β i ,   
          -------------       6, 4.5, 0.035714 
 max ωΦ  ------------- 20 
, , , 3di di di i      ------------- 6,5,0.00735 
 max lΦ  100 100 
, , , 1 2pi pi piδ α β i ,   12,12,0.00786 12,12,0.00786 
 max ωΦ  5 5 
3pi pi piδ ,α ,β , i=  2, 2,0.00235849 2, 2.0.00235849 
 m a x lΦ           --------------- 3 
, , , 1 2wi wi wiδ α β i ,   ---------------- 5,3,0.24 
 max ωΦ  ---------------- 1 
, 3wi wi wiδ ,α ,β i   ---------------- 0.9,0.7, 0.740740 
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Table 4.5  Values of  parameters for different controllers 
 
 
                                                                                                                             
 
                                                                                 
Gains 
Kp Kd Ks Kw 
Controller 
PD plus FC  
without  
uncertainties  
  
------- ------ 
PD plus FC 
with  
uncertainties 
  
------- ------ 
PD plus FC  
 with 
uncertainties(suff. 
tuned P & D) 
  
 
 
------- ------ 
SM-N-PID 
without BI and BD  1080,1050,1050
diag
 3 3 31 0 ,1 0 ,1 0
d ia g
   
 [210,210,80]
diag
 
 1.2,1.2,0.5
diag
 
SM-N-PID with BI 
and BD 
3 3 31 0 ,1 0 ,1 0
d ia g
   
  1200,1200,1200
diag
 [260,260,90]
diag
 
 1.5,1.5,0.7
diag
 
The value of ρ is taken 0.09 for both the SM-N-PID controller with BI and and SM-N-PID 
Controller without BI and BD 
diag [7, 7, 3 ] diag [0.5, 0.5, 0.4]  
diag [0.5, 0.5, 0.4] 
diag 
[70, 80,300] 
diag [7, 7, 3 ] 
diag 
[1500, 1400, 1500] 
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4.8.1. Simulation Results with Analysis 
Performances of the proposed controller SM-N-PID with BI and BD is compared with two other 
globally stable controllers PD plus FC, a basic PID group controller and SM-N-PID without BI 
and BD, a basic nonlinear PID tracking controller. The setting of controller gains follows the 
Table 4.5. 
4.8.1.1 PD plus FC (roughly tuned gains) on AUV dynamics with and without uncertainties 
Initially PD plus FC with roughly tuned gains is is applied on AUV with and without (nominal 
dynamics) uncertainties for tracking the desired sinusoidal path under the constraints inTable 4.1 
and Table 4.2 approximately. Pererformances are then compared in Fig 4.3-Fig 4.8. It is 
observed from simulations that while PD plus FC is applied on AUV without uncetainties errors 
in linear(Fig.4.3) and angular position(Fig. 4.4),linear(Fig.4.5) and angular velocities(Fig.4.6) 
converge to  zero after certain intervals of time from their  large initial value (Table 4.3). But 
when uncertainties (Table 3.6) exist especially in hydrodynamic parameters of dynamics of 
AUV, responses deterirate. This happens as PD plus FC  controller does not have required the 
structure to exactly compensate the dynamics of AUV when uncertainties involved in dynamics. 
The simulation  envisages that errors in linear (Fig.4.3) and angular position (Fig.4.4), linear 
(Fig.4.5) and angular velocities(Fig.4.6) remains oscillatory with high peaks during the entire 
simulation period. Another observation is that the peaks of velocities are reduced in uncertainties 
case (Fig.4.5,Fig.4.6). Peak of control force is more in surge (Fig.4.7) and less in sway (Fig.4.7)  
motion in case of nominal dynamics than the values of these forces for uncertain dynamics. Peak 
of control torque in the case of uncertainties is more compared to its value for nominal dynamics.  
All observations above are recorded in 1st. and 2nd. rows of  Table 4.4. 
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Fig. 4.3 Position errors vs. time
 
                                                                        Fig.4.4 Orientation(rad) error vs. time 
 
Fig.4.5:Error in linear velocities(m/s) vs. time 
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Fig.4.6  Error in angular velocity(rad/s) vs. time 
 
Fig. 4.7:Control forces (N) vs. time 
 
Fig. 4.8:Control torque (N-m) vs. time 
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4.8.1.2 PD plus FC (sufficiently tuned gains) on AUV dynamics with uncertainties 
If it is required to decrease the settling time by reducing the oscillation in responses,the values of 
the controller parameters need to adjusted. If Kd is increased keeping Kp constant then upto 
certain limit derivative control works well. But after a certain limit this gain setting generally 
detereorates the responses. Moreover,it requires high control effort. If high value of Kp is used, 
keeping Kd constant, the setting generally yields overshoots with reduction of rise time and 
settling time. Thus, proper adjustment between Kp and  Kd  for tuning (Fig.3.9-Fig.3.14) of the 
gains is very important to achieve desired transient and steady-state performance. It is 
cumbersome and also varies for different percentage of  deviation in parameters from their 
nominal values. The reason is that controller gains of PD plus FC does not include information 
about upper bounds of  paramerter variation. Thus, for large initial error in state and huge 
parametric uncertainties, PD plus FC controller may not ensure desired output from an AUV 
system. It generally provides steady srate error in linear position.(Fig.3.9) and orientation 
(Fig.3.10). Demand in control forces (Fig.4.13) is very high which does not follow Table 
4.2.Therefore, PD plus FC controller has a limitation for providing best transient and steady state 
responses from a  system of AUV in tracking a reference trajectory. 
 
170 
 
Fig. 4.9 Position errors vs. time 
 
Fig.4.10 Orientation(rad) error vs. time 
 
Fig. 4.11: Error in linear velocities (m/s) vs. time 
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Fig.4.12 Error in Angular velocity (rad/s) vs. time 
 
Fig. 4.13: Control forces (N) vs. time 
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Fig.4.14 Control torque (N-m) vs. time 
Next, choice is to use the other robust controllers like SMC or H . But as discussed in section 
2.6 that these controllers are not preferred in application of AUVs as there lie a number of 
implementation difficulties such as tuning of gains and chattering in SMC and implementation of 
controller in complex and uncertain underwater scenario based on linearised model of AUV in 
case of .H  Alternatively, in view of simplicity in its implementation, a PID controller can be 
easily choosen with introduction of some additional robustness features for applications in AUV. 
It has capability to compensate nonlinearities and uncertainties in dynamics,but it suffers from its 
narrow convergence domain. Therefore, the best choice may be Nonlinear-PID like controllers 
which have capability to provide convergence of large initial error to zero i.e.it can provide 
globally stable motion of AUV. Motivated by features of N-PID like controllers,Sliding Mode 
Nonlinear PID controller with Bounded Integral and Bounded Derivative has been proposed as 
tracking controller for AUV in subsection 4.8.1. In the next subsection,the performances of  this 
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controller is compared with another robust controller SM-N-PID without BI and BD controller. 
Its performanes on application to AUV has been compared to application of SM-N-PID 
controller without BI and BD on the same uncertain dynamics of AUV. 
4.8.1.3 Tracking of  sinusoidal path by appplication of SM-N-PID Controller with BI and BD 
and  SM-N-PID  Controller without BI and BD on AUV with uncertain dynamics 
 
Fig.4.15 Position errors  vs. time(s) 
 
Fig.4.16 Orientation error(rad) vs.time(s) 
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              Fig.4.17 Error in linear velocities (m/s) vs.time                             
 
Fig.4.18 Error in angular velocity(rad/s) vs. time 
 
Fig.4.19 Control forces (N) vs time 
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                                                                         Fig.4.20 Control torque(N-m) vs. time 
Comparing  Fig.4.15- Fig.4.16 it is observed that that SM-N-PID with BI exhibits less overshoot 
and less settling time than SM-N-PID without BI and BD  for position errors and orientation 
error respectively. Fig 4.17 and Fig 4.18 envisage similar kind observations where error in linear 
velocities in body fixed reference frame(Fig 4.17) and angular velocity(Fig 4.18) converge faster   
in case of SM-N-PID with BI and BD than SM-N-PID without BI and BD. Moreover,high peak 
is observed in SM-N-PID without BI and BD. Control forces required are more for SM-NPID 
without BI and BD than those of SM-N-PID with BI and BD. Similarly control torque demand is 
high for SM-N-PID without BI and BD. All the above observations are tabulated in Table  4.4. 
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Table 4.6: Observations from the simulation of application of different tracking 
controllers on AUV dynamics. 
 
It is concluded from the recorded observations that as no bounded functions are used for 
derivative and integral part of SM-N-PID without BI and BD, integral action goes high due to 
high initial error.  Consequently, control forces and torque becomes high and actuators become 
saturated. As a result integator wind-up happens all the error in states of AUV exhibit high peak 
and settling time before reaching to specified steady state values.   But, due to use of  nonlinear 
States/ Control 
Inputs 
 
Linear 
Position 11 12( , )η η  
Orientation 
(rad) 
 
Linear 
velocities ( , )11 12ν ν  
(m/s) 
Angular 
velocity 
(rad/s) 
Max. 
Force 
(N) 
Max. 
Torque 
(N-m) 
Performance 
Specifications Mp 
ts 
and 
ess 
Mo 
ts 
and 
ess 
Mv 
ts 
and 
ess 
Ma 
ts 
and 
ess 
Fu Fv Fᵚ 
Controller Types 
PD plus FC for 
nom. dynamics 
No 75 
0.7
5 
105 
(0.46,-
0.52) 
80 0.1 38 
13
0 
12
0 
9 
PD plus FC for 
uncertain 
dynamics 
1.5, 
3.5 
ts: 
Infinite 
 
1.9 
ts: 
Infinite 
 
0.36,-
0.35 
ts: 
Infinite 
 
0.2 
ts: 
Infinite 
 
12
5 
12
5 
25 
PD plus FC 
with suff. tuned 
P & D 
No 
125,200
and 
0,0 
0.0
24 
45 0.5,-0.4 
125,12
0 and 
0,0 
0.0
35 
25 
15
00 
10
00 
40 
SM-N-PID 
without BI and 
BD 
 
No 22 
0.0
025 
25 0.8 24 
0.0
25 
21 
45
0 
60
0 
16 
SM-N-PID with 
BI 
and BD 
No 17 0 20 0.6 17 
0.0
32
5 
 
5 
50
0 
50
0 
 
17 
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bounded function for integral part of SM-N-PID with BI and BD, the integrator action remain 
restricted and  integrator wind-up does not happen. Therefore SM-N-PID controller with BI and 
BD shows better  transient and steady state performances than SM-N-PID without BI and BD as 
observed above in different simulations.   
4.9  Chapter Summary 
This chapter describes the performances of Sliding Mode Nonlinear PID controller with 
Bounded Integral and Bounded Derivative as a robust tracking controller for AUV. Simulation 
results show  the algorithm works excellent with respect to transient and steady state 
performances when parametric uncertainties are included in the dynamics and applied for large 
initial error. This algorithm has been compared with other two tracking controllers namely 
Proportional plus Derivative Controller with Feedforward Compensation and Sliding Mode  
Nonlinear PID 
 
Fig  4.21: Tracking of sinusoidal trajectory by  AUV with SM-N-PID controller with BI and BD. 
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controller without Bounded Integral and Bounded Derivative. It has been verified that the Sliding 
Mode Controller with Bounded Integral and Bounded Derivative is more efficient than both the 
controllers Proportional plus Derivative Controller with Feedforward Compensation  and Sliding 
Mode  Nonlinear PID controller without Bounded Integral and Bounded Derivative . 
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Chapter-5 
Directed Graph Based Formation Control of 
Multiple Autonomous Point Agents and 
Extension to AUVs 
5.1 Introduction  
This chapter discusses some basic properties of directed graph, which are useful for  tracking 
control of  group of  cooperative AUVs to be described in chapter-6. Main focus of this chapter 
is to propose implementation procedure of minimally persistence property of a directed graph. 
This properties are useful for proposing distance-based collision free coperative motion control 
algorithm for multiple agents based on CFMP formation. Two techniques namely Sequential 
Quadratic Programming(SQP) based optimization and simple geometric approach have been 
used for this purpose. First one utilizes an optimization technique to generetate possible 
trajectory of each follower agent taking only information from the specified neighbours of that 
particular agent. Next, in this process, a set of decentralized control algorithm for formation 
motion is proposed based on those estimated trajectories to move along those trajetories. Second 
technique has been exploited for generation of trajectories of group of cooperative AUVs in a 
CMFP formation and subsequently the set of decentralizd control laws is proposed from the 
estimated trajectories. 
The chapter begins with the background of point agent based formation control, detailed 
application of graph theory in formation control. Next, problem statement for control of CMFP 
formation of multiple autonomous point agents, development of control law for the system of 
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agents, simulation and results are presented. In the middle of this chapter, problem statement for 
motion control of CMFP formation of n multiple AUVs, generation of their trajectories, control 
algorithm for verification of motion control of said formation are discussed. Chapter completes 
with a brief  summary of this chapter. 
5.2 Background 
In some particular applications, autonomous agents (e.g. robots, vehicles, etc.) in cooperative 
motion need to maintain a particular geometrical shape, with maintaining of cohesive motion, 
called formation which satisfies some constraints like desired distance between two agents, 
desired angle between two lines joining two agents each. Examples of these types of formations 
are found in collective attack by a group of combat aircraft, 
search/rescue/surveillance/cooperative transportation by a troop of robots, under water 
exploration /under water inspection (like pipeline inspection) by a group of AUVs, etc.    
Formations are modeled using formation graphwho’s each vertex represents individual agent 
kinematics and each edge represents inter-agent constraint (e.g. desired distance) that must be 
maintained during motion of formation. Specifically graph is used to represent coordinated 
behavior among agents.  
Formation graph is rigid [155] if distance between any pair of agents remains constant during 
any continuous motion of formation. A graph is said to be minimally rigid if it is rigid and if 
there is no rigid graph having the same vertices but fewer edges. 
In directed formation graph, only one (called follower) of any pair of agents,constrained by an 
edge has responsibility to satisfy the constraint. Therefore, decentralized control strategy is best 
suited for directed formation graph. 
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A graph is constraint consistent [155] if every agent is able to satisfy all the constraints on it 
provided all others are trying to do so. A formation that both rigid and constraint consistent is 
termed as persistent graph. Persistence is a generalization to directed graphs of the undirected 
notion of rigidity. A persistent graph is minimally persistent if it is persistent and if no edge can 
be removed without losing persistence.   
However focus in this chapter is in development of control strategy for directed graph based 
formation. Basics of directed formation graph related issues are discussed in [155],[211],[192]. A 
closed directed path, with no repeated vertices other than the starting and ending vertices, is 
called a (directed) cycle. Digraph is called cycle free i.e acyclic [154]when no cycle is present in 
its sensing pattern. Control scheme for cyclic formation is more complicated than acyclic 
formation. Minimally persistent formation of autonomous agents may be formed in two ways. 
First one is leader-follower graph architecture constructed from an initial leader-follower seed by 
Henneberg Sequence with standard vertex additions or edge splitting [212]. Leader-follower type 
minimally persistent graph is always acyclic.  In this chapter control strategies for only leader-
follower type formation constructed from sequence of vertex addition is described.  
Although a number of research works have been directed in the area of cyclic formation graph, 
but still there remains scope of further work. In the work [213] Anderson et. al. have proposed a 
distance preservation based control law when cycles contain in the formation graph. Control of 
leader-follower structure in continuous domain is discussed assuming linearized system for small 
motion and stability aspects are also discussed. 
In [214], formation control strategy of leader-follower and three coleader structures is set up 
based on discrete-time motion equations considering decentralized approach. This work 
proposed the set-point control of multiple agents with the strategy of path planning. However, in 
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this chapter, tracking control strategy of leader-follower formation of multiple point agents is 
discussed in subsequent sections. 
5.3 Application of Graph Theory in Formation Control       
The graph theory described in section 5.2, is the best means for presenting of information flow 
among agents in a formation which can be used to design an efficient control scheme for the 
motion control of formation. In this chapter, formation of leader-follower structure has been 
considered and it may be extended to any number of agents. In this section, some definitions and 
theorems given in [155], [211], [192] about the rigidity and persistence are reviewed and 
subsequently the procedure of developing a leader-follower formation for a case of four numbers 
of autonomous agents is described. 
5.3.1. Definitions and Lemma and Criteriaassociated with Rigid Graph 
Definition 5.1 (Infinitesimally rigid graph): A representation p of an undirected graph  ,G V E
with vertex setV and edge set E is a function : dVp  where d (2, 3…) is the dimension of 
Euclidean space. Representation p is rigid if there exists 0σ>  such that for all realizations due to 
continuous deformations pof distance set induced by p and satisfying,  ,dist <σp p  (where,
     ,dist max i i  p p p p  for Vi ), there holds        i j i j   p p p p   for all 
, .i j V  This phenomenon as congruence relationship between pand .p  
Definition 5.2 (Generically rigid graph): A graph is said to be generically rigid if almost all 
realizations due to continuous deformations are rigid. This definition of rigidity is to exclude 
some undesirable situations like certain collections of vertices are collinear during continuous 
deformations, superposed vertices. 
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Definition 5.3(Minimally rigid graph):A rigid graph is minimally rigid when no single edge can 
be removed without losing its rigidity. 
Criteria 5.1(Laman’s Criteria[192]):  If an undirected graph  ,G V E   in 2  with at least two 
vertices is rigid, then there exists a subset E  of edges such that 2 3E V    and any 
subgraph  ,G V E   of G with at least two vertices satisfies  2 3E V E   , where 
 V E  is number of vertices that are end-vertices of the edges in .E   
Lemma 5.1[155]: Let ),( EVG   be a minimally rigid graph in 2  and  ,G V E  a subgraph of 
G  such that E  = V2 -3. Then, G   is minimally rigid. 
5.3.2. Definitions associated with Persistent Graph 
Suppose, for a directed graph G, desired distances ijdist  for Eji  ),( ,edge set where 
, ,i j V vertex set and a realization p, then the following definitions are described. 
Definition 5.4 (Active edge): The edge Eji ),(  is active if     iji j dist p p  i, e. if the 
corresponding distance constraint is satisfied. 
Definition 5.5 (Fitting position of a vertex): The position of a vertex Vi is fitting for any desired 
distance set  dist of G if it is not possible to increase the set of active edges leaving i  by 
changing the position of i while maintaining the positions of other vertices unchanged. 
Specifically, the position of vertex i , for a given realizationp, is fitting if there is no 2p  for 
which the condition elaborated below is strictly satisfied 
             , : , :ij iji j E i j dist i j E i j dist      p p p p                                  (5.1) 
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Definition 5.6(Fitting realization of a graph): A realization of a graph is a fitting realization for a 
certain distance set  dist if all the vertices are at fitting positions for  dist  
Definition 5.7(Constraint consistent graph):A realization p of digraph G   is constraint 
consistent if there exists σ>0  such that any realization p  fitting for the distance set  dist  
induced by  p and satisfying  ,dist <σp p  is a realization of  .dist  
A graph is generically constraint consistent if almost all realizations are constraint consistent 
Definition 5.8 (Persistent graph): Realization p of the digraph G having desired distances 
0ijdist   for all  ji,  is persistent if there exists 0σ>  such that every realization due to 
continuous deformation, p fitting for the distance set induced by p and satisfying 
 ,dist <σp p  is congruent to p. 
Definition 5.8 (Generically persistent graph):A graph is generically persistent if almost all 
possible realizations are persistent (same as in case of generically rigid). 
Theorem 5.1[154]:A realization is persistent if and only if it is rigid and constraint consistent.  
A graph is generically persistent if and only if it is generically rigid and constraint consistent. 
Minimally persistent graph:A persistent graph is minimally persistent if it is persistent and if no 
edge can be removed without losing persistence. 
Theorem5.2[154]: A rigid graph is minimally persistent if and only if either of the two conditions 
given below is satisfied i.e. 
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)(i Out of all vertices, each of three vertices has one outgoing edge and each of the rest vertices 
has two outgoing edges 
)(ii  Out of all vertices, one vertex has no outgoing edge; another one vertex has one outgoing 
edge and each of the rest vertices has two outgoing edges 
Theorem 5.3[154]:An acyclic digraph is persistent if all the conditions given below are satisfied: 
 Out of all vertices, )(i  one vertex has one outgoing edge. This vertex represents Leader. 
)(ii Another one vertex has one outgoing edge which must be incident to the Leader. This vertex 
represents first follower. 
)(iii  Each of rest vertices must have two or more number of outgoing edges. 
5.3.3. Construction of cycle free minimally persistent (CFMP) graph 
Acyclic minimally persistentgraph is always constructed starting from a combination of two 
vertices, one is called leader and the other one is first follower, and an edge directed towards 
leader using Henneberg Sequence with only vertex additions.   
5.3.3.1. Henneberg construction (directed case) containing vertex addition 
It describes the sequence of graphs VGGG ,......, 32 ,such that each graph )2(1  iGi can be 
obtained by a vertex addition starting from iG , where i  is the number of vertices and V  is 
cardinality of vertex set of desired graph. Hence, the procedure of drawing the graph using 
Henneberg sequence is described as follows 
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)(i  Start with a directed edge between two vertices. The vertex towards which edge is directed is 
called leader and remaining vertex is called first follower. The combination of these two vertices 
with a directed edge is called initial leader-follower seed. 
)(ii  At each step of growing graph, add a new vertex 
)(iii  Join the new vertex to two old vertices (corresponding to leader and first follower) via two 
new edges, directed towards old vertices. 
Fig.5.1 shows the construction procedure of Henneberg Sequence based minimally persistent 
formation of four agents. 
 
Fig.5.1.Henneberg construction for making leader-follower type formation from four 
agents’A’,’B’,’C’,’D’ 
Fig.5.1.Henneberg construction for making leader-follower type formation from four 
agents’A’,’B’,’C’,’D’ 
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 i ’A’,’B’ are initial vertices with one edge directed towards ‘A’ (leader)   from ‘B’ (first 
follower).   ii ’C’ is new vertex added to Fig. 5.1(i).   iii ’D’ is new vertex added to Fig 5.1(ii). 
 
 
5.4. Problem Formulation 
For simplicity, only a leader-follower type quadrilateral CFMP formation with four mobile 
autonomous point agents is considered. This formation structure is shown in Fig.5.2. One among 
them is leader which has no outgoing edge i.e. it is free to move along a specified path and does 
not have any responsibility to maintain any distance constraint from other agents, the second one 
as the first follower which has one outgoing edge i.e. it requires to maintain only one desired 
distance constraint from the leader, third one as ordinary follower- 1 which has two outgoing 
edges i.e. it requires to maintain two distance constraints, one of which is directed towards leader 
and other one towards first follower, fourth one as ordinary follower-2 which has two outgoing 
edges i.e. it is required to maintain two distance constraints, one of which is directed towards the 
first follower and other one towards ordinary follower-1. In this figure the notations areas 
follows. R-1 denotes the leader and R-2 denotes the first follower, R-3 represents for the 
ordinary follower-1 and R-4 denotes the ordinary follower-2.  
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The different instanteneous distances and distance constraints among agents are mentioned  in 
Table 5.1. 
Table 5.1: Instanteneous and desired distance constraints among different agents 
 
 
 
 
Names of associated 
agents 
 
First 
follower 
to 
leader 
Ordinary 
follower-1 
to First 
follower 
Ordinary 
follower-1 
to 
leader 
ordinary 
follower-2 
to 
Ordinary 
follower-3 
ordinary 
follower-2 
to First 
follower Distances between  
twoagents 
Instantaneous d1 d2 d3 d4 d5 
           Desired l1d l2d l3d l4d l5d 
Fig. 5.2 Quadrilateral formation of four point agents with leader-follower 
type CFMP formation 
Agent-1(Leader) Agent-2(First Follower)_ 
1d
Agent-3(Ordinary Follower-
3d2
d
5d
4d
Agent-4(Ordinary Follower-
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5.4.1 Agent Kinematics 
Assume each agent represents a nonholonomic unicycle point agent. The kinematic model [214] 
of an agent is considered as  
   , cos , sini i i i i i
i i
x y θ θ
ω=θ
 


v v 
                                                                                                          (5.2) 
where,               3, , ,i i i i i it t θ t x t y t θ t  γ p  with 3,2,1i  denotes, the position state of 
ith agent.       i i it x t ,y tp  and  iθ t represent the linear position and orientation respectively. 
( )i tv and  iω t stand for translational and angular velocities respectively. Position state of system 
of agents is     3x41 2 3 1 1 2 2 3 3 4 44, , , ,θ , ,θ , ,θ , ,θ .  λ γ γ γ γ p p p p  Before stating the the main 
problem following assumptions are made. 
Assumption 5.1: 
(i) The desired distances among the agents for their initial positions satisfy non-collinear 
condition such that at least three point agents do not form a straight line.     
     
     
     
     
     
     
1 2 3
2 3 1
3 1 2
2 5 4
5 4 2
4 2 5
0 0 0
0 0 0
0 0 0
0 0 0
0 0 0
0 0 0
d d d
d d d
d d d
d d d
d d d
d d d
  
  
  

  
 

                                                                                                                
(5.3) 
)( ii Each agent can measure its linear position with respect to global coordinate system by 
proper sensor arrangement 
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)(iii First follower has global position information of leader. Ordinary follower gets global linear 
position information of leader & first follower by direct communication or  by using an active 
sensor e.g. sonar. When sonar is used, an agent initially calculates its linear position w.r.t 
coordinate frame fixed to its body and next converts this position wrt to global coordinate system 
with the help of its own global linear position. 
5.4.2 Problem Statement 
Consider a quadrilateral formation of four agents with kinematics of eq(5.2) under Assumption 
5.1. Assume intial structure of formation satisfies condition of eq(5.3). It is also assumed that 
initial formation preserves the desired inter-agent distances. It is intended to develop a set of 
decentralized [214]control laws for agents of this formation such that desired inter-agent 
distances (under motion of entire formation) are preserved after every fixed interval of time 
corresponding to desired tracking of leader for any mission. 
5.5  Development of Formation Control  Strategy for the System of  Point Agents 
It is intended to develop a set of decentralized control laws for all agents in leader-follower type 
quadrilateral formation. Therefore, for each agent a separate control law on local knowledge only 
of direction of its neighbours is proposed. Control law is developed on the assumption that each 
agent accurately tracks its desired position state i.e stable trajectory tracking occurs.Control Law 
for each agent is derived from the desired and current position state
 1 1 2 2 3 3 4 4In In In In In In In In In,θ , ,θ , ,θ , ,θ .λ p p p p  The desired state of an agent is obtained from 
solution of optimization problem involving corresponding objective function with given distance 
constraints to its neighbors in the formation. The desired state of system of agents is denoted as
 1 1 2 2 3 3 4 4f f f f f f f f f,θ , ,θ , ,θ , ,θ .λ p p p p  
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Assumptions 5.2 
)(i Inter-agent distances are sufficiently large so that initial collision among robots can be    
avoided  
 ii During motion of formation, failure of sensors do not occur 
 iii There is no time delay in receiving data from neighbours 
 iv Control input in the form of translational velocity and angular velocity (discussed later in 
this section) calculated from final and initial position state of any agent should be necessarily 
generated by controller of each agent. 
Definition 5.9: Let, all the agents in a specified CFMP formation are placed to a new set of 
position state f  from an old set Inλ  during certain period of time in a course of motion of entire 
formation. Desired distances among agents are preserved for both set of positions and all agents 
have achieved their final orientations. If no any other distance preserving position set is available 
in between these two sets during a course of motion, then the movement of formation from In  
to f  is called one complete movement of formation. Before proceeding to develop the control 
laws for all agents, it is assumed that at any time t system of agents has reached a distance 
preserving state f i.e. one complete displacement has been achieved. Then how these agents 
move to their new positions and what amount of control inputs are required for another complete 
displacement is discussed below. 
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5.5.1 Development of Control Law for the Leader 
Leader does not need to maintain any distance constraint from any other agent in formation. A 
specified control action is generated such that it moves along a specified trajectory. Suppose, at 
time t linear position for leader is      1 1 1 1In In In Int = x ,y t . p p  Let, the leader moves to a new 
position    1 1 ,1f 1f ft + Δt x xfp p λ    i.e. the final position, in very small period of time
0Δt  . Using this assumption,all through this chapter,
0t
Lt Δt = dt

is used. dt is such that 
continuity preserves between 1Inp  and 1 fp i.e. the distance between these two positions is 
sufficiently small. Therefore,       1 1 1 1 10 , .f f f ftt Lt t t dt x y       p p p  This motion of 
the leader and corresponding to the movement of the first follower is shown in Fig5.3.According 
to Fig5.3, jdyidxsd

111  where, 1s

 is a vector field along the trajectory of the leader. i
and j

are unit vectors along x andy direction of the global coordinate system. Inf xxdx 111  and
Inf yydy 111  . It should be noted that  1 1In Inx ,y and  1 1f fx ,y are always on 1.s

 Therefore, 
linear velocity control input, which is calculated from position error,  to reach its final position is 
  1 1 11 1 1 1f xf yf
ds dx dyt+dt i j=v i+v j
dt dt dt
   v v

ˆ ˆ ˆ ˆ
                                                                          
(5.4)  
where, 11 xf
dxv
dt
 and 11 yf
dyv .
dt
 The translational velocity control input during dt =
2 2
1 1 1f xf yfv v v m/s.
 
Following eq (5.2) and considering the fact that change in orientation happens during the time 
period dt,the angular velocity control input (rad/s) is given by  
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  1 11 1 1 1
1
1 1
1 1
1
1 1
1 1
1
1 1
1 1
1
tan , when both  and  are + ve
tan , when  is ve and  + ve
tan , when both  and  are ve
tan , when  is + ve  and  
f
dyt dt dx dy
dx
dy dx dy
dx
dy dx dy
dx
dy dx dy
dx
 







  
 
    
 
 
     
 
 
   
 
1 1
is ve
or , when 0 and  is + ve or ve
2 2
dx dy 












 


    
                                              
(5.5) 
5.5.2 Development of Control Law for the First Follower 
It may be noted that first follower has one outgoing edge i.e. it has to maintain a distance 
constraint 1d   from leader. Initial and final position coordinates for the leader are 1Inp  and 1 fp  
respectively. Due to motion of leader the instanteneous distance between leader and first 
follower deviates from l1d. First follower senses error between actual and desired distance by 
sensing 1 fp  staying at its initial position      2 2 2 2 2In In Int t+dt = x ,y .p p p  It attempts to satisfy 
this distance constraint to leader. Suppose, it moves to its final position at the next instant of time 
dt after the instant during which the leader moves to its final position. Thus,
   2 2 2 22 f f f ft+ dt = x ,y . p p λ  During this movement of first follower, leader is assumed to 
be stationary at the position  1 12 ft+ dt = .p p  A condition is given to first follower such that only 
due to change in position of leader; first follower changes its position. To maintain the distance 
preserving motion with the leader distance of the first follower from the leader must be at final 
position of both the agents. It can be formulated as follows: 
   2 2 21 2 1 2 1d 0f f f fx x y y l                                                                                                  (5.6) 
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where the values of  1 1 1df fx ,y ,l  are known to computational system of first follower. But it is 
clear from eq(5.6) that locus of the position of first follower is a circle. Hence, its final position 
may exist anywhere on this circle. The solution of eq (5.6) may be such that first follower may 
cross over the leader’s final position and may collide with leader. Undesirable consequence of 
this phenomenon is ordinary follower may collide with leader and first follower both for 
maintaining the distant constraints from both of them. Hence, to provide a control input avoiding 
this unsafe situation, a restriction to the motion of first follower must be imposed, such that it 
reaches to its final point on the circle so that distance between the new and initial position 
becomes minimum. In Fig. 5.3, 2sd

 is defined as the distance between the final and initial 
position of first follower. 2s

is a vector field along the trajectory of first follower. It should be 
noted that  2 2In Inx ,y  and  2 2f fx ,y  are always on 2s .

 Then, 2sd

can be determined as follows 
   2 222 2 2 2 2f In f Inds x x y y                                                                                              (5.7) 
Therefore, 2sd

must be minimum such that first follower moves along the shortest path to its 
final position. Hence, the first follower follows the leader maintaining safe motion. Now it is 
intended to propose a control law for motion of first follower satisfying aforesaid conditions.  
Actually the whole problem can be treated as an optimization problem where minimization of 
objective function eq (5.7) under equality constraint eq (5.6) should be performed. Control law 
based on this optimization can be generated as 
  2 2 22 22 f 2xf 2yf
ds dx dyt+ dt i j=v i+v j
dt dt dt
   v v

ˆ ˆ ˆ ˆ                                                                      (5.8) 
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where, 22 xf
dxv
dt
 and 2 2yf
dyv
dt
 and i
and j

are unit vectors along x and y direction of the global 
coordinate system. The translational velocity control input= 2 22 2 2f xf yfv v v m/s.  
Following eq (5.2) and considering the fact that change in orientation happens during the time 
period dt, the angular velocity control input (rad/s) is given by  
  1 22 2 2 2
2
1 2
2 2
2
1 2
2 2
2
1 2
2 2
2
tan , when both  and  are + ve
tan , when  is ve and  + ve
tan , when both  and  are ve
tan , when  is + ve  and  
f
dyt dt dx dy
dx
dy dx dy
dx
dy dx dy
dx
dy dx dy
dx
 







  
 
    
 
 
     
 
 
   
 
2 2
is ve
or , when 0 and  is ve or + ve
2 2
dx dy 












 


    

                                                 (5.9) 
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 5.5.3 Control Law for Ordinary Follower-1 
Ordinary follower-1 tries to satisfy two distance constraints i.e. it has two outgoing edges, first 
one l2d is directed towards first follower and second one l3d is directed towards leader. Let, the 
leader and first follower have been placed at their corresponding final positions. The ordinary 
follower-1 senses the variation in position of leader and first follower i.e. it senses error between 
actual and desired distances by sensing the final position of the first follower and leader 
respectively remaining at its initial position        3 3 3 3 3 32 In In Int = t dt t dt x ,y .p p p p      It 
tries to satisfy these distance constraints to first follower and leader as shown in Fig.5.4. Assume, 
the ordinary follower moves to its final position at the next time instant of the time ( dt ) after the 
instant during which first follower moves to its final position. During this movement leader and 
first follower are assumed to be stationary at the position  1 f tp and  2 f tp  respectively. At the 
Fig 5.3. Motion of leader and first follower for a very small duration of time 
Leader 
First follower 
Leader 
First follower  ,1In 1Inx y
 ,2In 2Inx y
 ,1 f 1 fx y
 ,2 f 2 fx y
1dl
1dl
1ds

2ds

x
y
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final position ordinary follower-1 satisfies its distance constraints. A condition is given to the 
ordinary follower-1 such that only when changes in positions of both leader as well as first 
follower (not merely leader) occur; ordinary follower-1 changes its position to final one. This 
final position is assumed    3 3 3 33 f f f ft+ dt = x ,y λ .p p    Thus, according to the above 
discussions two desire distance constraints l3d and l2d are to be satisfied for final state.They can be 
formulated as follows
 
   
   
2 2 2
1 3 1 3 3d
2 2 2
2 3 2 3 2d
0
0
f f f f
f f f f
x x y y l
x x y y l
     

     
                                                                                        (5.10) 
where,  1 1 2 2 2d 3df f f fx ,y ,x ,y ,l ,l  are known to the computational system of ordinary follower. 
Hence, 3sd

 is defined as distance between the final and initial position of ordinary 
follower,where, 3s

a vector field along the trajectory curve of ordinary follower. It should be 
noted that  3 3In Inx ,y  and  3 3f fx ,y are always on 3s

. Then, 3sd

can be determined as follows 
   2 223 3 3 3 3f In f Inds x x y y                                                                                              (5.11) 
Two equations in (5.10) represent two circles. They meet at two different points. The ordinary 
follower will follow the leader and first follower maintaining safe motion and moves to any one 
meeting point such that 3sd

 is minimum. By maintaining 3sd

 minimum,ordinary follower 
moves along shortest path to its final position. Thus, control law must be proposed for motion of 
first follower satisfying aforesaid conditions. In fact the whole problem can be treated as an 
optimization problem where minimization of objective function eq(5.11) under equality 
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constraints of eq (5.10) should be performed. Control law based on this optimization can be 
generated as 
  3 3 33 3 3 33 f xf yf
ds dx dyt+ dt i j=v i+v j
dt dt dt
   v v

ˆ ˆ ˆ ˆ                                                                      (5.12) 
where, 33 xf
dxv
dt
 and 33 yf
dyv .
dt
 and i
and j

are unit vectors along x and y direction of the global 
coordinate system. 
The translational velocity control input 2 23 3 3f xf yfv v v  m/s. 
Angular velocity (rad/s) control input is given by 
  1 33 3 3 3
3
1 3
3 3
3
1 3
3 3
3
1 3
3 3
3
tan , when both  and  are + ve
tan , when  is ve and  + ve
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f
dyt dt dx dy
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dy dx dy
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  
 
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 
 
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 
 
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
    

                                               (5.13) 
5.5.4 Control Law for Ordinary Follower-2 
Ordinary follower-2 attempts to satisfy two distance constraints i.e. it has two outgoing edges, 
first one l4d  is directed towards ordinary follower-1 and second one l5d is directed towards first 
follower.Let the leader,first follower and ordinary follower-1 have been placed at their 
corresponding final positions. The ordinary follower senses the variation in position of first 
follower and ordinary follower-1 i.e. it senses error in actual and desired distances by sensing the 
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final position of the first follower and ordinary follower-1 staying at its initial position
         4 4 4 4 3 3 32 3 In In Int = t dt t dt t dt x ,y .p p p p p        
                                                                                                                              
Fig.5.4 Motion of leader, first follower and ordinary follower-1 for a very small duration of time 
 
It tries to satisfy these distance constraints to first follower and ordinary follower-1. Suppose, the 
ordinary follower-2 moves to its final position at the next instant of the time ( dt ) after the instant 
during which ordinary follower-1 moves to its final position. During this movement leader, first 
follower and ordinary follower-1 are assumed to be stationary at the position  1 f t ,p  2 f tp  and 
 3 f tp respectively. At the final position of ordinary follower-2 satisfies its distance constraints. 
A condition is given to the ordinary follower-2 such that only when changes in positions of first 
follower as well as first follower-1 occur; ordinary follower-2 changes its position to final one. 
This final position is assumed    3 4 4 44 f f f ft+ dt = x ,y . p p λ Now according to the desire 
     Ordinary follower-1 
1ds
  1 1,f fx y
 3 3,f fx y
3d
2ds

 2 2,In Inx y
First follower 
First follower Leader  2 2,f fx y
 3 3,In Inx y
3ds

 1 1,In Inx y
1d
1d
2d
x
y
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distance constraints l4d and l5d ,two conditions are to be satisfied. They can be formulated as 
follows 
   
   
2 2 2
2 4 2 4 5d
2 2 2
3 4 3 4 4d
0
0
f f f f
f f f f
x x y y l
x x y y l
     

     
                                                                                        (5.14) 
where,  2 2 3 3 4d 5df f f fx ,y ,x ,y ,l ,l  are known to the computational system of ordinary follower-2. 
Hence, 4sd

 is defined as distance between the final and initial position of ordinary follower-2. 
Here, 4s

is a vector field along the trajectory curve of ordinary follower. It should be noted that 
 4 4In Inx ,y  and  4 4f fx ,y  are always on 4s .

 Then, 4sd

can be determined as follows 
   2 224 4 4 4 4f In f Inds x x y y                                                                                           (5.15) 
Actually two equations in (5.9) are two circles. They meet at two different points. The ordinary 
follower will follow the leader and first follower maintaining safe motion and moves to any one 
meeting point such that 4sd

 is minimum. By maintaining 4sd

 minimum, ordinary follower 
moves along shortest path to its final position. Now it is the need to propose a control law for 
motion of first follower satisfying aforesaid conditions. Actually the whole problem may be 
treated as an optimization problem where minimization of objective function (5.15) under 
equality constraints of eq (5.14) should be performed. Control law based on this optimization is 
proposed as follows 
  4 4 44 4 4 44 f xf yf
ds dx dyt+ dt i j=v i+v j
dt dt dt
   v v

ˆ ˆ ˆ ˆ
                                                                   
(5.16) 
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where, 44xf
dxv
dt
  and 44 yf
dyv .
dt
 and i
 and j

are unit vectors along x and y direction of the 
global coordinate system. 
The translational velocity control input 2 24 4 4f xf yfv v v m/s. Angular velocity (rad/s) control 
input is given by 
  1 44 4 4 4
4
1 4
4 4
4
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4 4
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4 4
4
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                                                
(5.17) 
Remarks 5.1: Hence, according to Definition 5.9, during a complete displacement of the 
quadrilateral formation considered in section 5.4, the details of motion of all participating agents 
are described as follows. At the end of first instant of time dt the leader moves to its desired final 
position. Then at the end of second instant i.e.2dt the first follower moves to its final desired 
position to maintain distance constraints to the leader, during which leader remains stationary. At 
end of third instant i.e. 3dt the ordinary follower-1 reaches to its final position to maintain 
distance constraints to both leader and first follower. At end of fourth instant i.e 4dt the ordinary 
follower-2 reaches to its final position to maintain distance constraints to both first follower and 
ordinary follower-1. Therefore the agents are not reaching their corresponding final position 
exactly at the same time. Consequently during the period starting from t to 4dt desired distances 
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are not preserved among the agents, rather all agents are in the process of forming the desired 
formation.So it may be concluded that after every 4dt time, the desired formation is obtained. 
Therefore, each agent starts to move to its new position (to be in a new position set) after every 
3dt time. That is there is a discontinuous motion occurs for every agent. Therefore, for formation 
of nnumber of agents, after every ndt time the desired formation is maintained. Each agent starts 
to move to its new position (to be in a new position set) after every (n −1)dt time.  
5.6  Simulation Results and Discussions 
In this section, effectiveness of proposed control laws eqs (5.4), (5.5), 
(5.8),(5.9),(5.12),(5.13),(5.16) and (5.17) have been tested successfully via three cases of 
simulations for below mentioned formation specifications, size of simulations stepsin MATLAM 
R2012a simulation environment as mentioned in Table 5.2. 
Table 5.2: Formation specifications,size of simulations steps 
l1d(m) l2d(m) l3d(m) l4d(m) l5d(m) Time step size(s) for 
simulation 
  2   2   2   2  2                  0.01 
 
Lengths of different distances have been chosen same for easiness of showing the convergence 
of all distances to desired set satisfying corresponding to desired persistent formation.   
Initial linear positions of agents and information about different trajectories tracked by leader are 
depicted in Table 5.3. 
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Table 5.3: Initial position of agents and information about leader trajectories 
 
Remarks 5.2: Control laws given in equations (5.4), (5.8), (5.12) and (5.16) require the final 
position of the corresponding agent at each instant of time during their motion. For the leader, 
the final position at each instant of time is available as the path is specified for it, but for other 
agents, these positions must be calculated. To find out the final position at each instant of time t , 
the controller in each case requires optimization of a quadratic objective function under one or 
Trajectories 
tracked 
by leader 
Initial  
linear 
position 
v1 
(m/s) 
1ω  
(rad/s) 
Distance 
(m) 
traveled 
by leder 
Angular 
frequency 
(Hz) 
Time(s) 
travelled 
Case I: 
Straightline 
(2, 4), (2, 2), 
(3.732, 3), 
(3.732, 1) 
1 0 1.5 __ 
Corresponding 
to distance 
Case 
II:Circular  
-do- 1 
   
0.00157 
1.5 __ -do- 
Case III: 
Sinusoidal  
 
  
x t = 0.03t
y t = sin 0.03t
 
-do- varying varying __ 0.03 100 
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two quadratic equality constraints as described in section 5.5. Several optimization methods are 
available for this purpose. The choice here is to exploit Sequential Quadratic Programming 
(SQP) as it is one of the most popular and robust algorithms for nonlinear continuous 
optimization. The method is based on solving a series of subproblems designed to minimize a 
quadratic model of the objective subject to a linearization of the constraints. In the proposed 
controller, the objective functions are chosen as quadratic whilst the constraints are taken as non-
linear quadratic which can be linearized during course of optimization procedure. At the 
beginning of each instant of time t (i.e.at the beginning of a complete displacement of the whole 
formation), the position of each agent is used as the initial position in control law of that 
particular agent. This position coordinate is also assumed as starting point of that agent’s 
complete iterative procedure (in optimization process using SQP) for finding out its final 
position. That iterative procedure follows the steps elaborated below. 
)(i  making a Quadratic Programming (QP) sub problem (based on a quadratic approximation of 
the Lagrangian function) using nonlinear objective function and equality constraints 
)(ii  solving that Quadratic Programming (QP) sub problem at each iteration 
)(iii  during )(ii )(ii updating an estimate of the Hessian of the Lagrangian at each iteration using 
the  BFGS (Broyden–Fletcher–Goldfarb–Shanno) formula [215],[216] 
)(iv Quadratic Programming solution at each iteration performing appropriate Line Search using  
Merit Function [215],[216],[217]. 
5.6.1 Observations 
According to mentioned information of Table 5.3; straight line, circular and sinusoidal trajectory  
tracking of leader and corresponding estimated paths tracking of followers are shown in Fig. 5.5, 
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Fig.5.6 and Fig. 5.7 respectively. From these plots it is observed that while leader accurately 
tracks the desired path for a particular mission, followers also track their estimated paths 
accurately. As a result, the persistence property of desired CFMP formation is maintained during 
the mission such that distances among agents are maintained at their desired valuesafter every 
specific interval of time. Thus, rigidity of the formation graph formed by agents are satisfied 
after every specific interval of time during the motion of formation which starts with desired set 
of distances among agents. The variations of distances among agents are observed for different 
trajectories for duration t=0s to t=0.08s is in Table 5.4. 
 
Fig 5.5. Straight line motion of formation of four agents with leader-follower structure 
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Fig. 5.6. Motion of  formation  of four agents with  leader-follower  structure 
corresponding to circular  path tracked by leader 
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Fig. 5.7.Motion of  formation of four agents with leader-follower structure corresponding to 
sinusoidal path tracking  of  leader 
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Table 5.4: Observation of distances  from simulation for motion control of quadrilateral 
formation during the period t=0s to 0.08s 
Time 
Instants(s) 
t=0 t=0.01 t=0.02 
Distances(m) d1 d2 d3 d4 d5 d1 d2 d3 d4 d5 d1 d2 d3 d4 d5 
Case:I 2 2 2 2 2 2.001 2.0005 2.0005 2 2 2 1.9995 2.0005 2.0005 2 
Case:II 2 2 2 2 2 2 2 1.9991  2 2 2 1.9991 2 2 
Case:III 2 2 2 2 2 2.0003 2 1.9998 2 2 2 1.9998 1.9998 2.0001 2 
 
Time 
Instants(s) 
t=0.03 t=0.04 t=0.05 
Distances(m) d1 d2 d3 d4 d5 d1 d2 d3 d4 d5 d1 d2 d3 d4 d5 
Case:I 2 2 2 2.0005 2.001 2 2 2 2 2 2.001 2 2.0005 2 2 
Case:II 2 2 2 2 1.9991 2 2 2 2 2 2 2 1.9991 2 2 
Case:III 2 2 2 2.0001 2 2 2 2 2 2 2.0012 2 1.9996 2 2 
Time 
Instants(s) 
t=0.06 t=0.07 t=0.08 
Distances(m) d1 d2 d3 d4 d5 d1 d2 d3 d4 d5 d1 d2 d3 d4 d5 
Case:I 2 1.9995 2.0005 2.0005 2 2 2 2 2.0005 2.001 2 2 2 2 2 
Case:II 2 2 1.9991 2 2 2 2 2 2 1.991 2 2 2 2 2 
Case:III 2 1.9994 1.9996 2.0006 2 2 2 2 2.0006 2.0002 2 2 2 2 2 
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Fig. 5.8 Plot of d1,d2, d3 ,d4 and d5 vs. time corresponding to straightline trajectory of leader 
Fig. 5.9 Plot of d1, d2, d3, d4 and d5   vs. time corresponding to circular trajectory of leader 
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For each of three cases of simulation mentioned above, the plots d1, d2, d3, d4 and d5 vs. t  are 
shown in Fig.5.7, Fig.5.8 and Fig.5.9 respectively. In these plots it is clearly observed that for 
every 0.04s interval instanteneous distances among four agents are mantained at desired values 
                                                                                                                                                        
5.7    CFMP Formation with AUV Dynamics 
Previous sections discussed the strategy for implementation of a CFMP formation graph created 
by multiple nonholonomic point agents and proposed control algorithm for maintaining that 
formation structure during its motion. This section extends the concept of control of CFMP 
formation formed with simple kinematic model of point agent tocomplex dynamics of 
AUV[182]. However, the adopted implementation strategy of said CFMP formation in this case 
is different from that of point agents. A simple geometric technique is used for finding out the 
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Fig. 5.10 Plot of d1,d2, d3,d4 and d5 vs. time corresponding to sinusoidal trajectory of leader 
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states of unknown trajectories generated for followers AUVs during the course of tracking                 
by global leader AUV along an unknown (e.g.navigation) or desired trajectory is different.  
                                                                                                                                                        
5.8 Problem Formulation 
For simplicity, group of only three AUVs in two dimensional planes are considered for 
developing the proposed control algorithm.All AUVs are assumed to have similar kind of 
kinematics and dynamics of 3.2 and 3.3. These are placed in a CFMP triangular formationas 
shown in Fig.5.11. AUV-1, AUV-2, AUV-3 are assigned responsibilities of leader (also called 
global leader), first follower & the ordinary follower AUV respectively.Instantaneous distances 
among them ared1,d2 and d3. Desired distancesare 1d 2d 3dl ,l ,l . A distance betweentwo AUVs is 
the distance between the CoM (Centre of Mass) of one AUV to CoM of another AUV. It may be 
noted that for maintaining the said graph model of formation AUV-1 will have no outgoing edge 
i.e. it is free to move along a specified trajectory.  AUV-2 will have to maintain one distance 
constraint dl1 i.e.to AUV-1 and AUV-3 will have to maintain two distance constraints dl2 and dl3
with respect to AUV-2 and AUV-1 respectively.Leader AUV needs to track a desired trajectory 
or it may move along an arbitrary trajectory according to requirement of any mission. 
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Before stating the main problem of the control of motion of CFMP formation some assumptions 
are made as mentioned below. 
Assumptions 5.3: 
i. It has been assumed that each AUV communicates to other AUVs by electromagnetic 
wave as wireless communication medium. Due to its high absorption rate it cannot 
communicate with longer range. Therefore, each AUV is assumed to have limited 
communication range.  
ii. There is no delay among AUVs in communicating information 
iii. Each AUV can measure its linear position using the Inertial Navigation System (INS) 
navigation sensor and orientation by a magnetic compass respectively. 
iv. Leader AUV can communicate its position and orientation information to the fist 
follower AUV and position information to ordinary follower AUV. Similarly first 
follower AUV can communicate its position and orientation to the ordinary follower 
AUV. 
1d
AUV-1(Leader) AUV-2(First Follower) 
AUV-3(Ordinary Follower) 
Fig. 5.11 Triangular formation of three AUVs with leader-follower structure 
3d2d
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1 2 3In In In Inθ θ θ .   λ
1 2 3r r r fθ θ θ .   λ
5.8.1 Problem Statement 
Consider a triangular CFMP formation of three AUVs under the Assumptions 5.3. Each AUV 
follows the kinematics of and dynamics of (3.2) and (3.3). Assume intial structure of formation 
satisfies condition of (5.3). It is also assumed that initial formation preserves the desired inter-
agent distances. It is intended to provide a set of decentralized control laws for the AUVS in this 
formation such that desired inter-agent distances are preserved after every fixed interval of time 
corresponding to desire tracking of leader for any mission. Control law is developed on the 
assumption that each agent accurately tracks its desired position state i.e stable trajectory 
tracking occurs. 
A similar definition of a complete movement, as was discussed in section 5.5, between Inλ  and 
rλ  (similar to fλ in case of point agents) is also applied in proposing the control algorithm of 
CFMP formation with AUV dynamics. In this discussion, Inλ  and rλ are given by 
  8 31 1 1 1 1 1 1 1 1 3 3 3 3 3 3 3 3 3, , , , , , , ,...... , , , , , , , xIn In In In In In In In In In In In In In In In In In Inx y x y u v x y x y u v        λ          (5.18a) 
where, 
  8 31 1 1 1 1 1 1 1 1 3 3 3 3 3 3 3 3 3, , , , , , , ,......... , , , , , , , xr r r r r r r r r r r r r r r r r r rx y x y u v x y x y u v        λ               (5.18b) 
where,                                Before proceed to develop the control algorithm it is assumed that at 
any time t system of AUVs has reached a distance preserving state f i.e. one complete 
movement has been achieved. Then how the AUVs move to their new positions and what 
amount of control inputs are required for another complete displacement is discussed below. 
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5.9 Development of Control Strategyof CFMP formation with AUV Dynamics 
5.9.1 Trajectory Tracking and Development of Control Law of Global Leader 
The global leader is not assigned any responsibility to maintain any distance constraint from any 
other agent in formation.  Leader has information about the desired path (planned/given) to be 
tracked by it. Therefore, controller of leader may calculate the desired linear and angular velocity 
at every instant to reach the desired position. Suppose, at time t   position state for leader is
   1 1 1 1 1 1, , .In In In In Int x y θ  η η λ  Let, the leader moves to a new linear position 
   11 11 1 1r r r rt+dt = x ,yη η λ   i.e. the final position, in very small period of time dt such that 
continuity preserves between 11In  and 11r i.e.the distance between these two positions is 
sufficiently small.This motion of the leader and corresponding movement of the first follower is 
shown in Fig.5.15.According to Fig.5.16, 11 1 1ˆ ˆ.d dx i dy jη   i
and j

are unit vectors along x and 
y direction of the global coordinate system. 1 1 1r Indx x x   and 1 1 1r Indy y y .  The required x and y 
direction translational velocities in IRF to reach the desired position from its current position is  
  11 1r
dxx t dt x
dt
                                                                                                                   (5.19a) 
  11 1r
dyy t dt y
dt
                                                                                                                (5.19b) 
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The angle made by straight line joining current and final position of leader, with respect to 
positive x axis of inertial reference frame, which is desired orientation of leader and is given by   
  -1 11 1
1
tanr
dyt dt
dx
 
    
 
 
                                                                                                                         
(5.20) 
The convention of range of orientation is assumed to vary between 0 to 6.28 rad. The angular 
velocity required to track the desired orientation is given by 
  11 1 r
dt dt
d t
  

 
                                                                                                        
(5.21) 
    2 2,In Inx t y t
FF 
    2 2,r rx t y t
FF
1dl
Fig. 5.12 Motion of Leader and First Follower for a very small 
duration of time (dt) 
D
y 
x 
First follower 
First follower 
Leader 
Leader 
    1 1,In Inx t y t
    1 1,r rx t y t
1
2
11dη
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where, 1 1 1r Ind .     
Substituting (5.19) and (5.21) in (3.2) the velocities in BRF can be obtained. Thus, required force 
and torque ( 1rF ) can be obtained from (3.3) as follows 
     1 1 1 1 1 1 1r r r r r rM C D t+dtν ν ν ν ν F F                                                                            (5.22) 
Thus, control law exclusively depends upon the dynamic model of AUV. It must be stated at this 
stage that 1r follows (4.5) corresponding to curvature of the given/planned  path to be tracked. 
Proposed control structure for global leader AUV is shown in Fig. 5.13. 
                
Fig 5.13 Controller Structure for Global Leader AUV 
5.9.2 Trajectory Generation and Development of Control Lawfor  Followers 
Each kth follower AUV with identification number k=2,3,estimates its desired state using an  
estimator. Thus,how this kind of estimator functions for trajectory generation of first follower 
and ordinary follower in a triangular formation is elaborated below.  
5.9.2.1 Trajectory Generation  and Development of Control Lawfor First Follower 
First follower has been given responsibility to maintain a distance constraint i.e. desired distance 
l1d to global leader. As shown in Fig 5.15, at any time instant t, current position state of ordinary 
 1 1 1x ,y ,
Desired Trajectory 
Undersea 
environment 
System of global 
leader AUV 
Planned  
Voltage 
 
Sensors  
Controller Actuator 
Estimator 
Sensors 
OR 
trajectory 
 1 1 1r r rx , y ,
Actuator dynamics 
Current 
 

AUV dynamics 

Force and Torque 
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follower is assumed as  2 tη  and thus      2 2 2 2 2 2In In In Inx ,y ,θ t = t dt .  η η η  Due to motion 
of leader the instanteneous distance d1 deviates from l1d. First follower senses error between its 
actual and desired position state using communicated information of 1 f staying at its initial 
position      2 2 2 2 2In In Int t+dt = x ,y .     In this process, it utilizes the error between actual 
and desired distances from leader. It attempts to satisfy this distance constraint and to track the 
orientation of leader. Suppose, it moves to its desired position state at the next instant of time dt
after the instant during which the leader moves to its final position. It should be noted continuity 
preserves in the movement from  2 t to    2 2 2 22 r r r rt+ dt = x ,y . λ   During this movement 
of first follower, leader is assumed to be stationary at the position  1 12 ft+ dt = .  Let, to 
minimize error in distance, it tries to move to its desired position travelling along shortest path. 
This shortest path can be found out by drawing a circle centering at 1r , with radiusl1d.  It can be 
found from the Fig.5.15, that shortest path exists along the straightline joining 2In  and 1r , and 
it has a length .D D is defined as 
   2 21 2 1 2 1r In r In dD x x y y l                                                                          (5.23) 
The angle made by straight line joining initial and final position of first follower, with respect to 
positive x axis of inertial reference frame is 
-1 1 2
2
1 2
-=tan
-
r In
r In
y y
θ
x x
                                                                                                                                               
(5.24) 
Therefore, 2 r  can be estimated as 
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 
 
2 2
2 2
cos
sin
r
r
x D θ
y D θ
 

                                                                                                                      
(5.25) 
 
Fig. 5.14 Controller Structure of  kth. AUV 
For reaching to desired final position from its initial position, the required x and y  direction 
translational   velocity in inertial frame is 
  22 22 r
dxx t dt x
dt
                                                                                                              (5.26a) 
  22 22 r
dyy t dt y
dt
   
                                                                                                         
(5.26b)  
where, 2 2 2r Indx x x  and 2 2 2r Indy y y   are error in position of first follower along its 
trajectory respectively in x and ydirection. 
Suppose, at the said instant(2dt) orientation of leader is  1 1( 2 ).θ t dt θ t dt    Therefore,
   2 1 2 .rθ t θ t dt   Error in orientation is 
 2 22 rt dt                                                                                                                    (5.27a) 
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Required angular velocity is given by 
  222 r
dt d t
d t
  

 
2                                                                                               
(5.27b) 
where, 2 2 2 .r Ind      
Substituting (5.26) and (5.27) in (3.2) the velocities in BRF can be obtained. Thus, required force 
and torque ( 2rF ) may be obtained from eq.(3.3) as follows 
     2 2 2 2 2 2 2 2r r r r r rM C D t+ dtν ν ν ν ν F F                                                                   (5.28) 
It must be stated at this stage that 2 r follows (4.5) as the global leader follows the same. The 
proof of this statement is given in the next chapter.  
5.9.2.2 Trajectory Generation  and Development of Control Lawfor Ordinary Follower 
Ordinary follower has been given responsibility to maintain two distance constraints i.e. desired 
distance l2d to global leader and l3d to first follower. Assume, at any time instant t, current 
position state of ordinary follower is assumed as  3 tη  and thus 
       3 3 3 3 3 3 3 3In In In Inx , y ,θ t = t dt t dt .    η η η η  Due to motion of leader and the first 
follower instanteneous distances d2 and d3 deviates from l3d and l2d.  First follower senses error 
between its actual and desired position state using communicated information of 1r  staying at 
its initial position    2 2 2Int t+dt = .    In this process, it utilizes error between actual and 
desired distances from leader. It attempts to satisfy these distance constraints and to track the 
orientation of average of orientations of first follower and leader.Suppose, it moves to its desired 
position state at the next instant of time dt after the instant during which the leader moves to its 
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final position. It should be noted continuity preserves in the movement from  2 t to
   2 2 2 22 r r r rt+ dt = x ,y . λ  During this movement, first follower and leader are assumed to 
be stationary at their desired position 1r and 2 .r A condition is given to the ordinary follower 
AUV such that only when changes in positions of both leader as well as first follower (not 
merely leader) occur; ordinary follower changes its position to final one. 
Thus, according to the above discussions two desire distance constraints l3d and l2d are to be 
satisfied for final state.They can be formulated as follows 
   
   
2 2 2
1 3 1 3 3
2 2 2
2 3 2 3 2
0
0
r r r r d
r r r r d
x x y y l
x x y y l
     

     
                                                                                        (5.29)
 
Two equations in  (5.29) represent two circles. There are two meeting points of these circles. The 
ordinary follower has to move any of these meeting points avoiding collision with leader and 
first follower such that distance between initial and final positions must be minimum. That 
means ordinary follower follows the shortest path to reach the any of the meeting point on the 
circles where it will maintain distance constraints and respectively from first follower and 
leader.Two possible solutions of these equations are given by 
31
32
31
31
32
32
*
*
r
r
r
r
r
r
A By
C
A By
C
b y cx
a
b y cx
a
  

 


  

  
                                                                                                                              
(5.30) 
Different parameters in (5.30) represent their expressions as follows 
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            2 2 22 2 2 2 21 1 1 1 1 3 1( , ,r r r r r d rA b x a c a y B b x a c a y b a a y l x a c           
   2 2 2 2 2 2 2 22 1 2 1 1 2 1 2 2 32 2r r r r r r r r d dC a b ,a * x x ,b * y y ,c x x y y l l             
For reaching to desired final position from its initial position, the required x and y  direction 
translational   velocity in inertial frame is 
  33 33 r
dxx t dt x
dt
                                                                                                               (5.31a) 
  33 33 r
dyy t dt y
dt
   
                                                                                                         
(5.31b)  
where, 3 3 3r Indx x x  and 3 3 3r Indy y y   are error in position of ordinary follower along its 
trajectory respectively in x and y direction. 
Suppose, at the said instant (3dt) orientation of leader and first follower are  1 1 3rθ θ t dt  and
 2 2 3 .rθ θ t dt  Therefore, 1 23 .2
r r
r
θ θ
θ

  Error in orientation is 3 3 3 .r Ind      Required 
angular velocity is given as 
  333 r
dt d t
d t
  

 
2                                                                                                                          
(5.32)  
Substituting (5.27) and (5.28) in (3.2) the velocities in BRF can be obtained. Thus, required force 
and torque ( 3rF ) can be obtained from (3.3) as follows 
     3 3 3 3 3 3 3r r r r r rM C D t+ dt     3ν ν ν ν ν F F                                                                    (5.33) 
It must be stated at this stage that 3r  follows (4.5) as the global leader follows the same. The 
proof of this statement is proved in the next chapter.  
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The  proposed control structure for kth follower AUV,where, k=2,3 is shown in Fig. 5.17. 
From the above discussion it is concluded that trajectories of follower are continuous if the 
global leader follows a continuous trajectory. 
5.10  Simulation Results and Observations 
In this section,efficacy of simple geometric approach for implementation of CFMP formation of 
AUVs with simple control laws (5.22),(5.28),(5.32) have been verified using  MATLAB 2012a. 
Formation specifications,size of simulations steps,initial position state of system of AUVs, 
trajectory information of leader are given in Table 5.5. 
Table 5.5:Formation specifications,size of simulations steps,Initial position state, trajectory 
information of leader  
l1d(m) l2d(m) l3d(m) Time 
step 
size(s) 
for 
simulati
-on 
Trajectory tracked 
by  
leader:straightline 
Initial 
position 
state  of 
AUVs 
Distancc
e 
(m) 
travelled 
by 
leader 
v1 
(m/s) 
1ω  
(rad/s) 
2 2 2 0.03 1 0 
 1 2,3.732,1.57η
 1,2,1.572η  
 3 3,2,1.57η  
3 
 
Locus of leader, first follower and ordinary follower are shown in Fig. 5.15. Motion of different 
AUVs for first six instants has been shown in Fig. 5.16. Plots of distances among three AUVs 
during formation tracking is shown in Fig. 5.17. 
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Fig. 5.15 Locus of  first follower, ordinary follower with straightline trajectory tracking of leader  
            
Fig. 5.16 Motion of different AUVs for first six instants of time corresponding to Fig. 5.15               
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5.11  Chapter Summary 
In this chapter a new algorithm using a set of decentralized control laws based on optimization 
(using Sequential Quadratic Programming) of distance constraints has been proposed for the 
trajectory tracking control of leader in a CMFP formation of multiple nonholonomic autonomous 
point agents. The effectiveness of the proposed control schemes have been demonstrated through                         
            
                                                                                                                                                           
a number simulations corresponding to different trajectories tracking of  leader. It is found that 
the inter-agent distances are maintained at desired values during the motion of formation. 
Proposed control algorithm is only suitable for non-time critical mission where it is not necessary 
that all point agents to reach to the goal at the same time. Next, proposed formation tracking 
control algorithm has been extended to CFMP formation of group of AUVs. But in this case, a 
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Fig. 5.17 Plots of distances among three AUVs during formation tracking 
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simple geometric technique has been used for estimating the desired linear position of  a follower 
AUV. Control law exclusively depends upon the dynamic model of AUV i.e. controller is model 
based. 
It is concluded from the design of control algorithms that finding out of desired state is easy in 
SQP method than the geometric method as no complete geometric description is required in 
earlier one. SQP merely needs to choose objective function and constraints in straightforward 
manner. But drawbacks of SQP method is that it takes more time than simple geometric method 
to estimate the desired state. 
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Chapter-6 
        
Directed Distance-Based Decentralized Robust 
Formation Control of Multiple AUVs 
6.1  Introduction 
This chapter extends the work described in chapter 5 i.e. tracking control strategy of a leader-
follower CFMP formation of multiple AUVs with uncertainties in their dynamic parameters and 
with limited torque generating capability from their actuators. Work considered of this chapter is 
to i) formulate the entire formation tracking problem described in chapter 5 for time-critical 
mission, where each AUV reaches around the goal point at the same time.This is different to the 
formulated problem in chapter 5 where control action of each AUV is generated in a specific 
order taking the available state of neighbours based on the scheme of anon-time critical mission 
which allows AUVs to converge to desired formation after every fixed interval of time. ii) further 
it is intended to  launch N-PID like controller for directed graph based formation of AUVs. iii) In 
chapter 6, we also explore to design a suitable robust control strategy for achieving globally 
stable formation tracking as initial configuration of formation is always deviated from desired 
one a large due to several disturbances like ocean current in real underwater scenario. 
The chapter is organised as follows. Section 6.2 presents the problem formulation. Section 6.3 
provides the definitions on input to state stability (ISS) and cascaded system stability. Section 6.4 
proposes a new control law for kth. AUV which is called Sliding Mode Nonlinear-PID controller 
with BI and BD. In section 6.5, the closed-loop dynamics of k-th AUV under the application of 
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said control law, is derived interms of trajectory tracking error. Section 6.6 analyzes the stability 
formotion control of CFMP formation of multiple AUVs under the application of                        
control law SM-NPID with BI on each one; in the framework of input-to-state stability assuming 
the entire formation of AUVs as a system of several cascaded sub-systems. In section 6.7, 
efficacy of proposed control scheme is illustrated through a simulation for a group of AUVs in a 
CMFP formation. This chapter is concluded in section 6.8.     
6.2 Preliminaries 
6.2. 1 Problem Description 
A group of n number of AUVs are considered for said formation motion control in two 
dimensional (2D)oceanic space  2 .  The group is modeled as a CFMP formation [155]  graph
  G N,E ,where, N and  

E N N represent the set of nodes which are Centre of Masses (CoMs) 
of AUVs and set of directed information flow (edges) among AUVs respectively. This directed 
graph is assumed constructed from initial leader-follower seed by Henneberg sequence with 
standard vertex additions [221], [155]. Minimal rigidity and constraint consistency are features 
of this kind of directed graph. Persistent graph, by feature of its construction, facilitates collision 
avoidance among AUVs. This said formation graph is shown in Fig.6.1, where cardinality 
nN  and dimension of .m E E Following topological ordering [222] of Henneberg 
sequence construction method, the nodes are numbered as 1 for global leader (GB), 2 for first 
follower (FF) and k for kth follower.  FF has only one neighbour i.e. GB. kth follower other than 
FF has two neighbours whose indices are less than  3 4k, k , ,...n .  Edge set is oriented as 
      2 1 less 3 4, , ...... k , k _ , ...... , k , ...n 
 
E =  and le ssk _ indicates the indices which 
are less than k. Entire CFMP may be considered as a collection of several triangular subgroups 
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each of which is formed taking a group of three AUVs at a time. In an example of this kind of 
triangular structure as depicted in Fig. 6.1, if indices L R kk ,k N where, kN is set of neighbours 
of kth follower AUV,  3k ,...n  then R Lk <k <k .As an example, 2Lk  and 1Rk   for second 
follower (k=3) in the basic triangular subgroup formed considering GB, FF, second follower 
AUV.  The corresponding distance variables are denoted as L R L Rkk kk k kl ,l ,l E. 
Each node in this formation represents an AUV. Kinematics and dynamics of AUV are eq (3.2) 
and eq (3.3) respectively. The state of kth. AUV is represented as 
  8, , , , , ,ξ ηk k k k k k k kx y u v      where,   31 2,η ηk k k  is the position state. 
  21 ,k k kx y η  and 2k k    denote for the linear position vector of CoM and orientation 
respectively.   2,1k k kx y η    represents linear velocity vector in IRF. ω2k k kη θ   
denotes angular velocity.   3Tk k k ku v ω ν  represents velocity vector of surge, sway and 
angular velocities in BRF. 3k F  designates control inputs (force/torque).  Let, the state vector 
of system of AUVs is denoted as 
 
GB 
nth 
FF 
Fig. 6.1 Cycle free minimally persistent formation of a group of AUVs 
kth  lessk_
lessk_
1
2
3
32l 31l
21l
Lkk
l
Rkk
l
L Rk k
l
5
8
7
9
4
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      
11
1 21
1
tanr r
dy t
θ t η t
dx t

      
  8nT1 2 nξ = ξ ξ . . . ξ                                                                                         (6.1) 
Position state vector of system of AUVs is denoted as  
  311 12 1 21 22 2, ,....... , , ,......ς= η η η η η η nn n                                                                                     (6.2) 
Realization of the CFMP   G N,E of (Fig.6.1) is a function 2Np: ,where, 
  2n.11 12 1nη ,η ,....ηp =  A pair  ,pG is called framework and denoted as F.  The instantaneous 
distance variable between any pair of nodes  k , j E

  is defined as 
 , k,j  kj 1j 1kl η - η

E                                                                                                             (6.3) 
According to persistence property of CFMP, it is necessary to put follower AUVs in fitting [155], 
[223] positions for a desired distance set for every desired realization. This distance set is defined 
as 
  d d mkjl l , k , j E

                                                                                                              (6.4) 
In formation tracking, GB is assumed to track trajectory of a slowly moving reference AUV 
(RA)[208] along a sufficiently smooth predefined/planned trajectory.  Then following definitions 
hold about the state of RA-GB.  
Definition 6.1: Following eq (3.2c), the kinematic description of system of reference AUV to be 
tracked by global leader GB, is defined as follows   
     1 1 1r r rt J tη η ν                                                                                                                    (6.5) 
where,                                                                                                                                          (6.6) 
The tracking control law proposed in this chapter does not need information about the 
acceleration state of the RA-GB. Boundary value of acceleration is only necessary. Feasible 
values of state of RA-GB along the curvature of its reference trajectory are restricted by 
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  ,pF G 0

1 1 21 2, , ,k max k max max k maxa ν aν
constraints on dynamics of GB. These constraints are specified bounds on velocities and 
accelerations. These bounds for all AUVs in general are mentioned as following   
1 1 1 1 21 21 21 20 ,0 , , , =1,...k kmax k kmax max kmaxa ν a k n.ν ν ν ν ν                                           (6.7) 
where,                                         are maximum values of quantities inside the norm.  
Each follower AUV needs to track a dynamically generated trajectory (DGT) with respect to its 
linear position based on continuous time realization of desired CFMP.  But, on the whole it tracks 
the trajectory of reference AUV (RA) which takes the reference linear state from DGT and 
reference angular state estimated from the angular state information of its own as well as 
neighbours. A desired state observer (DSO), as discussed in 6.2.2.1, is designed for each follower 
for estimating the state of corresponding RA.  In this perspective, the state of kth reference AUV 
(RA-k) is defined as 
  8, , , , , , , , 2,.....kr kr kr kr kr kr kr kr kr krx y x y u v k n      ξ                                                           (6.8) 
Before presenting the design procedure of observer and stating the problem of this research work 
a set of following assumptions are made.
 
Assumptions 6.1: 
i) Distance variables for any triangular subgroup in the initial and desired realization of a CFMP 
formation graph of AUVs must satisfy the triangle inequalities to avoid collinearly [190], [188]. 
This type of formation refers to generically persistent [155] graph. Therefore, for any triangular 
subgroup in Fig.6.1, inequalities (6.9) and (6.10) must be fulfilled.
      
     
     
 
0 0 0
0 0 0 ,...
0 0 0
L R L R
R L R L
L R R L
kk kk k k
kk k k kk
k k kk kk
l <l +l
l <l +l , k 3 n
l <l +l
  
 1,2,3..L Rk ,k .n                                                       (6.9) 
Thus, according to (6.11),                   is generically persistent [212]. 
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 
R
3,...
L R L R
R L R L
L R L
d d d
kk kk k k
d d d
kk k k kk
d d d
k k kk kk
l <l +l
l <l +l , k n
l <l +l
  
and  1,2,3L Rk ,k ...n                                                              (6.10) 
ii) Inter-agent distances are sufficiently larger than length of an AUVsuch that initial collision 
among AUVs can be avoided 
iii) Each AUV can measure its absolute linear position and orientation using navigational sensor 
[196] and magnetic compass. It is assumed that these measurements are free of noise. 
iv) Each AUV can estimate its translational velocities, angular velocities in IRF. These measured 
values are assumed noise free. 
v) Each AUV can receive transmitted information about the linear positions and orientations of 
its two (single neighbour for FF) neighbours in a triangular subgroup.  
vi) During motion of formation, failure of sensors do not occur 
vii) There is no time delay in receiving data from neighbours 
viii) Each AUV can estimate its desired state with the help of its desired state observer using the 
position and orientation state information of its neighbours. 
6.2.2 Trajectory Generation and its boundedness and formulation of desired state 
This subsection develops the method of trajectory generation and proves its boundedness 
corresponding to global leader’s movement. Moreover, the desired state of formation is also 
established. 
6.2.2.1 Trajectory generation and design of DSO 
Trajectory generation problem refers to finding out a set of trajectories for followers 
corresponding to fulfilment of desired structure of CFMP, linked with the desired trajectory 
tracking of GB.  Trajectory generation of a follower consists of finding out two state, namely 
linear state and angular state. Generation of linear state depends upon the theory of persistent 
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   1 1 2p kt , k , ,...n .η  
 11 .η t
  F G p, t

  F G pr, t ,

 p tr tp
,G

 1 ,tkη 
 2k ,....n   21 :kr tη  
       11 1 1 2r krt t , t , k , ...np η η  
graph and property of underlying rigid graph. Generation of angular state is based on the 
assumption that FF and second follower (k=3) track the orientation of GB and FF respectively 
and other followers track average of orientations of their neighbours. Combining both the 
generated trajectories, complete reference trajectory of a follower is obtained.  
Desired trajectory wrt linear position for a particular follower AUV is a function which takes 
desired values of linear positions of that AUV at infinite number of instants during desired 
continuous time realization of CFMP formation corresponding to smooth motion of GB.  Both 
actual and desired frameworks correspond to actual linear position of GB i.e             Let,  
                      and                   actual and desired (reference) trajectory of kth follower AUV 
respectively wrt linear state. Then, actual and desired frameworks wrt actual trajectory of GB,                     
are                   and                    where,                                                         , 
Desired framework should satisfy 6.4 and 6.10. Moreover, desired framework is time varying as 
the GB is tracking a path. Therefore, a desired framework is an element of a set of all possible 
frameworks congruent to a reference framework. This set is defined as follows 
Definition 6.2: Assume a generically persistent reference frameworkof graph      satisfying 6.4 
and 6.10. Desired framework is a framework which is congruent to the reference framework. 
Thus, a set of desired frameworks is defined as follows 
       F p pr r 1 j 1k 1 j 1kˆ ˆ, t , t : , j,kF G F G N    η η η η                                        (6.11) 
Any framework          and its desired framework          are related through a set of optimization 
problems under a set of distance constraints 6.4.  
FF has only one distance constraint and other followers has two distance constraints. Therefore, 
optimization problem for FF is stated combining its objective function (a distance minimization 
function) and distance constraints as follows  
  2ˆ ˆ, , nF G  

p p
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          2np pr 11 1kr 1kt t , Op_prob_k Set_Op_prob, t , k 2,3...nη η : η       
 1kr t ,η
 p t  pr t
 3k ,...n
   1 1 1 1, , 3L L R Rd d dk kr kk k kr kkl l l k n,....      η η η η
 1 1min k krOp_prob k=_ η η
11 12 21
d d
r =l l η η 12 12min rOp_prob 1=_ η η                                                    subject to                                                                            (6.12)  
For other followers with node indices                   have two constraints for two neighbours. Thus, 
optimization problem for kth follower other than FF is stated as 
                                                    subject to 
                                                                                                                                                  (6.13) 
 
Set of optimization problems is defined as 
Set_Op_prob= (Op_prob_1, Op_prob_2, Op_prob_3 ......... Op_prob_n)                                (6.14)  
Therefore,         and            are interrelated by the following  
                                                                                                                                                   (6.15) 
To implement 6.16 i.e. to estimate the values of              each follower AUV exploits its desired 
state observer. 
Tracking control objective of the said CFMP formation is divided into several sub tasks where 
each subtask is performed by an AUV. Subtask of GB is to generate control using reference state 
available from its reference AUV and its own state measured such that it can track the reference 
trajectory. Subtask of kth follower AUV is divided into two parts. In its first task, follower 
estimates the state of its RA-k by introducing its DSO. Next task is to generate control input 
using desired and its own current measured state such that it can track its reference trajectory. 
Observer utilizes only local information about the linear and angular positions from its 
neighbours.  Entire formation tracking is achieved by simultaneous execution of these individual 
subtasks at each time step. Hence the complete goal of formation control is decoupled (i.e. 
decentralized) although the AUVs are coupled at formation level. Based on assumptions made in 
Assumptions 6.1, the design procedure of observer for follower AUVs is presented below. 
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0t .
Remarks 6.1: CFMP formation using Henneberg’s sequence suffers from unwanted flip 
realizations. But in this research work the desired linear position of a follower remains unique as 
it is found out based on shortest path based minimization and leader is assumed to move slowly. 
Thus, realizations are free from flip ambiguity problem during desired tracking of leader. 
Remarks 6.2: Small change in time is inevitable for continuous realizations. On the other hand, 
the generation of control effort for an AUV is restricted by actuators’ capability, the rate of 
change of linear position i.e. velocity and consequently acceleration should remain bounded. 
Hence, small change in linear positions of follower AUVs corresponding to small change in 
linear position of GB is essential during the motion of formation. Thus, if the AUVs start with 
non-collinear configuration they maintain same for all              Moreover, once formation reaches 
its desired configuration, rigidity of underlying undirected graph is clearly maintained for future 
time.   
DSO for FF 
Assume,for infinitesimal motion of GB, infinitesimal rigidity of entire formation is maintained 
by infinitesimal motion of followers. At each time instant, during a smooth motion of GB,FF 
determines state of RA-2, 2rξ corresponding to actual state of GB ( 1η  ), which is available to FF 
by Assumptions 6.1. For this purpose FF introduces a DSO. Observer carries out this task by 
passing one parameter in DSO namely desired distance constraint  21dl  to be maintained to GB 
and the state of GB. Set of values of  2r tξ  at infinite number of time steps for certain duration of 
time form the trajectory of RA-2. 
In designing an observer, study of all possible movement of GB for bounded linear and angular 
displacement satisfying (6.7), at each time steps is essential. Suppose, the current state of GB at 
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t is  1 ξ and state at next step , 0,t        is  1 τ+Δτ .ξ  Corresponding actual state and 
desired states of the FF at these instants are     2 2rτ , τξ ξ  and     2 2rτ+Δτ , τ+Δτξ ξ
respectively. Further, actual distance between GB and FF is assumed as      21 11 12l t t t . η η   
Till the 21 21
dl l  is not satisfied between FF and GB, two situations may arise for their motion at 
every instant of time. These take place when 21 21
dl l  and 21 21dl l respectively. Couple of 
examples of first situation have been explained in Fig. 6.2(a) and Fig. 6.2(b) when 0F  and 
0F  respectively, where
 
        
1 21
1 2
tanF
y t y t
θ t .
x t x t

          
Fig.6.3 (a) and Fig. 6.3(b) explains the second situation when 0F   and 0F  respectively.  
Remarks 6.3: Practically, first situation may happen when GB is in an attempt to retreat from any 
obstacle whereas second situation indicates free forward motion of AUV. In the both figures Fig 
6.2 and Fig 6.3, following two relations hold. 
21 21
21 21
d
d
l =l D
l l D
   
                                                                                                                             (6.16) 
respectively, where,      12 12rD t t t . η η   In both the cases, range of F  is 0 F   and 
0 Fθ π  rad. Assume the convention of range for angle representation is 0 to 2 rad. Using 
the value of ,Fθ the DSO of FF estimates its desired linear position for the first kind of situation 
as 
     12 12r FD       η η Ω                                                                                      (6.17) 
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2
2
2
2
t = τ + Δτ
t = τ + Δτ
t = τ + Δτ
For the second kind of situation is given by 
     12 12r FD         η η Ω                                                                               (6.18) 
where,       Tθ cos θ sin θ .   Ω Except at t=0 (initially a desired velocity is assumed), the 
desired linear velocity in IRM at any instant                 is estimated as follows  
       12 12 12 1212 0 0
r r r r
r
Δτ Δ τ
t τ+Δ τ
τ+ Δτ τ τ+ Δ τ d
τ+ Δ τ L t L t
Δ τ Δ τ dt

  
  η η η ηη        (6.19) 
It is assumed that FF tracks the orientation of its only one neighbour GB. Hence, desired 
orientation of FF at any instant                 is given by  
   2 1r t tt t                                                                                                                  (6.20) 
Except at t=0, (initially a desired angular velocity is assumed), the desired angular velocity at 
any instant                  is estimated by DSO as follows.  
       2 2 2 22 0 0
r r r r
r
Δ τ Δ τ
t τ+Δ τ
θ τ+ Δτ θ τ Δθ τ+ Δτ dθ
ω τ+ Δτ Lt Lt
Δτ Δτ dt  
  
             
(6.21) 
Remarks 6.4: The problem arises when change over        takes place around a small region 
around 0 or       line, in quadrant system, where a large value of angular velocity is estimated 
from (6.21).  To overcome this problem, an angle of magnitude     is subtracted from either of 
 2  and  1   which takes value very near but less than        when other one takes positive 
value near zero. Following this conversion (6.21) is executed to estimate angular velocity within 
the limit of dynamic constraints eq (6.7).  
Desired linear velocity in BRF for FF is obtained from the value of  12r tη and  2rθ t respectively 
from (6.19) and (6.20) using (3.2c).  
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t τ + Δτ
 
 
 
 
 
 
 
 
 
 
 
DSO of  kth. follower 
Assume, for infinitesimal motion of all AUVs in the group, state of kth. follower and its two 
neighbours are      L Rk k kτ+Δτ , τ+Δτ , τ+ Δτξ ξ ξ at t τ + Δτ as shown in Fig. 6.3. It is also 
assumed that infinitesimal rigidity is maintained during their motion. According to Assumptions 
6.1, at           , kth follower gets the information about the states of kL and kR follower, i.e.
   
L Rk k
τ+Δτ , τ+Δτξ ξ .  
FF
11 12 21
dlη η  Fig. 6.2(a) Motion of FF and GB:  
X
 11 η
GBY
 Fθ τ
 12 τη 12r   η
 Fθ τ+Δτ
 11   η
 12  η  
 12r τη
11 12 21
dlη η  Fig. 6.2(b) Motion of FF and GB:  
 Fθ τ
 11   η
 11 η
GB
FF  12 τη
 12 τ τη 
 12r τη
 12r τ τη 
X
Y
 Fθ τ Δτ
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kth follower needs to satisfy two distance constraints to Lk  and Rk .These are L
d
kkl and R
d
kkl . The 
desired state of kth follower is assumed as  kr τ+Δτ .ξ Hence, 
   
   
1 1
1 1
L L
R R
d
kr k kk
d
kr k kk
τ + Δτ τ + Δτ l
τ + Δτ τ + Δτ l
η η
η η
                                                                                              
(6.22) 
From chapter 5,it is known that there exist two possible solutions of 1krη for two equations of  
centering at  1 Lk  η and  1 Rk  η . These are denoted as  
 1kr 1kr 1kr, η η η  
where,  
1
1
T
kr
T
kr
kr
krby c A B
a C
by c A B
a C
     
 

        


η
η
                                                                                           
(6.23) 
where,      2R Rk kA b x τ + Δτ a c a y τ+Δτ ,   
             2 22 2 2 2 2R R k R LL dk k kk kB b x τ+Δτ a c a y τ+Δτ b a a y τ + Δτ l x τ+Δτ a c ,                 
 1 Lk η
 1 Lk   η
 1 Rk  η 1 Rk η
 1kr   η 1k  η
L
d
kkl
R
d
kkl
Rkkl
Lkkl
L R
d
k kl
L Rk k
l
LkD
kD
RkD
Fig. 6.3 Motion of three followers in a triangular subgroup of CFMP formation 
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         
           
2 2
2 22 2 2 2
2 2
L R L R
R L R L R L
k k k k
d d
k k k k kk kk
C a b ,a x τ+Δτ x τ+Δτ ,b y τ + Δτ y τ+Δτ ,
c x τ + Δτ x τ + Δτ y τ + Δτ y τ+ Δτ l l .
     
     
 
Firstly, DSO estimates the  1kr τ + Δτη and  1kr τ + Δτ .η  Then it estimates the following 
   
   
1 1
1 1
k kr k
k kr k
D τ+Δτ τ+Δτ
D τ+Δτ τ+Δτ
       
η η
η η
                                                                                              (6.24) 
Next, desired linear position of kth.follower is found as 
           1 1 : min1kr kr kr 1kr k kt τ+Δττ+Δτ t τ+Δτ , τ+Δτ D ,D     η η η η                                     (6.25) 
Desired linear velocity in IRF 
         1 11 0
ˆ ˆkr k kr kr
kr t
t
dx t dy t
t Lt i j
dt dt  
 
   
   
 
    
   
  
η η
η                                 (6.26) 
It is assumed that the follower AUV other than FF and second follower (k=3) tracks the average 
of the orientations of its neighbours. Hence, the DSO estimates the desired orientation of kth 
follower using following expression 
     
2
L Rk k
kr t τ Δτ
t τ Δτ
θ t θ t
θ t  
 

                                                                                          (6.27) 
Consequently, the angular velocity is estimated as follows 
         
 

  kr k kr krkr t=τ+Δτ Δτ 0 Δτ 0
t τ+Δτ
θ τ+Δτ -θ τ+Δτ Δθ τ+Δτ dθ t
ω t Lt Lt
Δτ Δτ dt                             (6.28)  
Eq. (6.28) also obeys the Remarks 6.2 like FF.  Desired linear velocity in BRF for kth follower is 
obtained from the values of  1kr tη and  krθ t respectively from (6.26) and (6.27) using (3.2c). 
Remarks 6.5: DSO of Second follower estimates the desired orientation using following 
expression 
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     1 23 2r t τ Δτ
t τ Δτ
θ t θ t
θ t
 
 
                                                                                              (6.29) 
Consequently, the angular velocity is estimated as follows 
   33r t
t
d t
t
dt 
 


 
 

                                                                                                      (6.30)
 
6.2.2.2 Boundedness of trajectories of followers corresponding to bounded trajectory of GB 
It is required to prove that desired trajectories of followers remain under respective dynamic 
constraints mentioned in (6.17) as the trajecory tracked by global leader remains under given 
dynamic constraints mentioned in (6.12). 
From the Fig.6.2, it is observed that for a sufficiently smooth motion of   G N,E , if  1 tν
remains limited under dynamic constraints (6.7) for 0,t  then  12r τ+Δτη and consequently
 2 r t remains bounded for 0.t   
Similarly, from the Fig.6.3, it is observed that if  1 tν remains limited under dynamic 
constraints (6.7) for 0,t  then  1 Lk r τ+Δτη and  1 Rk r τ+ Δτη and consequently  kr tν
remains bounded for 0.t   
6.2.2.3  Desired Steady State of system of AUVs 
Before, presenting problem statement it is necessary to define the desired steady position state of 
system of AUVs. Desired steady state of system of AUVs corresponds to desired tracking of GB.   
As the motion control of system of AUVs is based on decentralized strategy, each AUV has the 
information only about the state of its neighbors. Thus, FF is assumed to get the information 
about the angular positon of GB. Second follower is assumed to get the information about the 
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angular position of  FF. kth follower  is assumed to get information about kLth and kRth follower 
and so on. 
The objective of this research work is to propose the motion control law based on maintaining 
the  desired distance costraints among AUVs. Therefore, control for linear position of an AUV is 
straightforward and provided using the information of desired (from DSO) and current position. 
Linear position control only provides the structure of the formation but overall formation shape 
is achieved when the orientations of AUVs are also controlled in desired manner. Thus, to 
provide desired shape to the formation a specific desired orientation must be maintained by all 
AUVs. Hence, a criteria must be built up such that all AUVs finally follows same orientation. 
Although it has been set explicitly in (6.20) that  FF has to track the orientation of GB, at this 
stage, it is explicitly set that orientation of FF needs to settle in the neighbourhood of   1θ t
instead of  1θ t .Hence,desired steady orientation of FF is denoted as  2dθ t and is specified as 
follows 
     1 2 1ε d εθ t θ θ t θ t θ     
where,  1εθ is a very small positive number. In the same way,desired steady orientation of 
kth follower is set at      1 1 3 4ε kd εθ t θ θ t θ t θ , k , ...n.      Thus, using (6.1) and (6.11), 
desired steady position state is defined below. 
Definition 6.3: The desired steady position state of the CFMP formation   G N,E  as shown in 
Fig. 6.1 for system of AUVs is defined as 
               1 1d r r 2kr kdt t t t ; , t ;η t =θ t , k=2,...n .   ς ς η η

p F: F G
                                 (6.31) 
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  N , EG
6.2.3 Problem Statement 
Consider a CFMP formation                  of nnumber of AUVs as shown in Fig.6.1. Each AUV in 
the formation follows the kinematics and dynamics of (3.2c) and (3.3). It is assumed that initial 
framework is a perturbed version of desired realization. This perturbation is obvious in real 
underwater scenario due to the effect of ocean current disturbances. Hence, deviation in linear 
position and orientation for each AUV w.r.t its reference AUV at any time t, during tracking is 
defined as 
     η η ηke k krt = t - t                                                                                                                (6.32) 
where,   3k k k kx ,y ,θ η   and   3kr kr kr krx ,y ,θ η  actual and desired position vector of 
kth.AUV in IRF.               3ke k kr ke ke ket = t t x t ,y t ,θ t  η η η  is the error in position vector 
for kth. AUV. 
Assume, initial position state of system of AUVs is     
                 3n21 22 2n0 0 0 ..... 0 0 0= F Gp , , p ,pς      0                                               (6.33) 
Initial error in position state for the system of AUVs is defined as  
             311 12 1 21 22 20 0 , 0 ,....... 0 , 0 , ...... 0 ne e e ne e e ne ς η η η η η η                                        (6.34) 
Statement: Initial position error  0eς of a group of AUVs is such that (6.9) is satisfied. The 
objective is to design a set of decentralized control laws, nF under the Assumption 6.1 and 
constraints (6.7); on the application of which initial state  0eς of system of AUVs reaches and 
remains in the neighbourhood of   3 , 0n t  0 in presence of bounded model parameter 
uncertainties as mentioned in Table 3.6, while global tracks a desired trajectory. 
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6.3 Notations and Definitions on Input to State Stability (ISS) and Cascaded 
System Stability 
Before going to discuss input-to-state stability for  a dynamic system following definitions must 
be stated.                                                                                                                              
Definition 6.4 [225]: mL space is space of all piecewise continuous functions  : 0, mu  
satisfying   
 
0
,mL
t
sup tu u
 
  where,    t m a x u t .iiu    
Now consider a nonlinear system  
 x f x,u                                                                                                                            (6.35) 
where, : n m nf    with state nx   and input .mu    f x,u is locally Lipschitz in x and 
u  with   .f 0, 0 0  
For the system of (6.35), the global input-to-state stability is defined as follows 
Definition 6.5 [218],[224],[225]: The system (6.35) is said to be globally ISS stable if there exist 
a class-KL function  β . and class K function  ,γ . called gain function and constants 
x uk ,k
  such that the response  tx   exists and satisfies the following  
      0 ,t β t γx x u   L                                                                                         (6.36) 
0,t  input : mu  uku m
∞L
and initial state:    0 , 0n k .xx x   
ISS can be characterized as a dissipation notion which is stated in terms of Lyapunov function 
called ISS Lyapunov function. With respect to this function two theorems are referred. 
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Theorem 6.1 [218],[224],[225]:The system (6.35) is input-to-state stable if and only if there 
exists an ISS Lyapunov function. 
Theorem 6.2  [218], [224],[225]: A continuously differentiable function : nV    is said to be 
an ISS global Lyapunov function for the system (6.35), if and only if there exist class K
functions , 1,2,3α i=i and a class-K function χ such that following two conditions are satisfied. 
     1 2 , nα αx V x x x                                                                                           (6.37a) 
     , ,3α mx χ u V x u x u                                                                        (6.37b) 
Based on input-to-state stability, sufficient condition for stability of a cascaded system is 
mentioned as follows  
Theorem 6.3[218],[225]: For a cascaded system 
 1 1 1 1 2, ,Π : x f x x u                                                                                                             (6.38a) 
 2 2 2 2: ,Π x f x u                                                                                                                  (6.38b) 
with 1 2 11 :
n n nmf     and 2 22 : n nmf     are locally Lipschitz in 1 2, ,x x u  and 
2,x u respectively. Both functions satisfy, if the system (6.38a) is globally ISS with 2,x u  as 
input and the system (6.38b) is globally ISS with input u, then composite cascaded system Π of 
(6.39), is globally ISS i.e. 
1
2
Π :
x
u
x
     
                                                                                                                            (6.39) 
It should be noted here that, (6.38a) and (6.38b) are called driven system and driving system 
respectively.  
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6.4 Controller Design 
In this section, on the basis of formulaion of problem in section 6.2.3, an individual trajectory 
tracking controller is proposed for each AUV using the combination N-PID with BI and SMC. 
This control strategy has already been used in chapter 4 for designing a tracking controller for an 
AUV to track a specified reference path.Work in this chapter proposes set of such kind of  
controllers for n number of  AUVs in a group. In this group, only GB tracks the specified path. 
Each follower AUV considers a generated trajectory (as discussed in section 6.2) as the 
equilibrium trajectory for tracking. 
Considering the trajectory tracking error of kth. AUV as defined in eq.(6.32), the error dynamics 
is  defined as  
       1 2 3 T Tk k k k k pk ke ket s s s ρJs η f η ν                                                                      (6.40)      
where,  , , ,pk pk pk pkLf α β δ .  and 0ρ>   is used to vary the control bandwidth of the system of 
AUV.   3, ,ke ke ke kex y θ η  and   3, ,ke ke ke keu v ω ν  are errors in position vector in IRF and 
velocity vector in BRF of AUV respectively. Nonlinear function [202], [203] of position error 
instead of linear position error has been used in robot manipulators to get faster convergence of 
actual state to desired state.   0k t s represents a surface (nonlinear switching surface) in the 
state space of order one (as AUV dynamics is a second order system). A thin boundary layer 
 ikB t is assumed neighboring each surface   0iks t  and all boundary layers are represented by 
the following set 
      31 2 3, : , , ; , 1, 2,3k ke ke ke k ke k ke k ki kit x y s i           B ν                             (6.41) 
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where, 3  and , 1,2,3k ki i     are strictly positive constants. Outside each boundary layer, a 
control law has to be chosen such that it satisfies reachingη - condition [210]. This condition 
ensures that boundary layer  k tB always remain attractive. Consequently, this attractiveness 
guarantees that any trajectory starts inside  0 ,k t=B always remain in it for 0.t  With this 
objective and based on the discussion in the introduction section, a tracking control law which is 
a combination of N-PID and continuous SMC is proposed as follows 
          , 1,2,Tk dk d ke k pk p ke sk s k wk w keK J K K K k n      F f ν η f η f s f                           (6.42) 
where,      
0
t T
ke ke k p keJ     ν f   and parameters of different nonlinear CPDI function 
vectors      , ,k ke k ke w kef ν f f  are set following similar procedure as described in (3.7). 
Switching functions are defined as   1 2 3
1 2 3
.
T
k k k
s
k k k
s s stanh tanh tanh
  
      
       
      
f
, , ,sk wk dk pkK K K K are3 3 order diagonal positive definite gain matrices.  T kJ η is used to convert 
the error quantity of control law to BRF of AUV. Every moment kev  can be estimated from the 
estimated states  keη  in IRF with help of  .kJ η First part of this controller is the velocity 
damping term, which is bounded through a nonlinear function  d kef ν  and facilitates to provide 
asymptotic stability of the closed loop system of AUV.  Second part uses a filtered position error 
feedback using  p kef η to enhance the global stability. Third part involving  ksf s  is the 
switching control part of SMC which uses  .tanh  function defined in (4.1) to reduce chattering.  
Last part contributes a bounded output from an integral action similar to 3.6. A differentiable 
potential function and its gradient like defined in (3.9) may also defined for tracking control. 
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6.5 Closed Loop Dynamics of  kth.AUV in terms of Trajectory Tracking Error 
The closed-loop system dynamics can be obtained by substituting (6.42) into (3.3) for kth. AUV 
as follows,  
           
.
( ) . ( )
d p
T
ke k ke k ke dk ke k pk ke sk s k hk wk w keM C v D K J K K s K       v v v v f v η f η f f f   
                                                                                                                                                (6.43a)   
where,           , ( )T Thk kr ke k r kr kr k k kr kr krdM J J C J Jdt  f v η v v v   
                T T T Tk k r kr kr ke kr k ke kr k ke krdD J J M J C v J D Jdt    v v v v v v      
Replacing,           ,T T Tk ke k kr kr kr ke ke kr k ke krJ J J D J    v v v v v v v    (6.43a) 
can further be expressed as 
            T Tke ke ke kr ke k ke dk d ke k pk p ke sk s kM C J D K J K K        ν ν η ν ν ν ν f ν η f η f s  
 , ,hk kr ke ke+f ν η ν                                                                                                                    (6.43b)  
where,               , , T T T Thk kr ke ke ke kr ke kr ke ke kr k ke krdM J C J J D Jdt    f v v v v v v v v    
                 
.
( )T T T T T Tke kr ke kr ke kr ke kr ke kr ke k ke kr
dMJ M J C J J C J D v J
dt
 
     
 
v v v v v v ,v       
(6.43b) can also be expressed as
            1 T Tke ke ke kr ke k ke dk d ke k pk p ke sk s kM C J D K J K K         ν ν η ν ν ν ν f ν η f η f s
 1 , , ,hk ke ke kr krM f η ν ν ν                                                                                                           (6.44)                                                                                                        
Finally, assuming input 3k kru ν   system (6.44) can be expressed for the state 
 k k kx x x    6ke keν ,η  as   
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   3 31 1ke k k k k k k k k k, , , ,ν f x u u x f x u u                                                                (6.45) 
where,  , , ,hk k k ke kef u u η ν 
                 T T T T T Tke k ke ke ke k ke ke k ke kMJ + M J +C J +D J C J Jη u η η ν ν η η u η u   
Relative body fixed linear velocities between  kth. AUV and its reference AUV is expressed as 
          1 1 1 1 1 1 1 1T T T Tke k k kr kr k k r k e ke ke kr keJ J Q =Q Qν ν η η ν η η η η η η η η ν            (6.46a) 
where,expression of Q is mentioned in section 3.2.  
Relative angular velocities between kth. AUV and its reference AUV is expressed as 
2 2ke keη ν                                                                                                                                 (6.46b) 
Combining both (6.46a) and (6.46b) one gets final expression 
  32 , ,where,k k k k k krx f x η                                                                                         (6.47) 
Combining (6.45) and (6.47), the closed-loop system of  kth.AUV may be described finally as 
     6 6, , , where, , ,k k k k k kr kr k kkx f x U U U ν η u                                                 (6.48) 
6.6 Stability Analysis 
Consider a group on n number of AUVs under the Assumptions 6.1, and  control law for group is 
proposed as eq (6.37). In the motion control  problem of this group, state of neighbours of each 
AUV facilitates the AUV to determine its desired position. Moreover, each AUV in this group 
acts as a subsystem in a cascaded system where driven and driving  systems are  kth AUV and its 
neighbour (k-1)th. AUV(in case of first follower) or (k-1)th. and (k-2)th. AUV( for other follower) 
respectively. Hence,the objective of stability analysis  is to ensure stable formation tracking 
corresponding to stable trajectory tracking of GB. The stability of this formation tracking 
problem is analysed based on input to state stability and cascaded system stability. Before going 
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to develop the main results of stability, it is intended to express the input to the driven system in 
terms of state and input variables of the driving system for a particular pair of cascaded system. 
For particular case of triangular formation of three AUVs namely global leader,first follower and 
ordinary follower-1 two individual cascaded systems exists. One is in between GB (driving)  and 
FF (driven), whereas second one is in between Ordinary Follower (k=1) called OF-1(driven) and 
GB and FF (both are driving OF-1).   
 
 
 
 
                     
 Fig. 6.4 Cascaded System of GB and FF           Fig. 6.5 Cascaded System of GB and FF with OF 
Our goal is to prove stabilty of three systems individually; global input-to-state stabilitiy of GB 
w.r.t its input, global input-state stability of FF with respect to its input from GB, global input-to-
state stability of OF with respect to its input from GB and FF both. Subsequently, we prove the 
global  stability of combined system of GB, FF and OF-1 w.r.t input of GB.  
Next, for the cascaded pair combining GB (driving system) and FF (driven system), the 
expression of  input to FF in terms of input to GB state of GB and FF both; is developed. 
Lemma 6.1: From 6.17 and 6.18, it can be concluded that  
  11 1212 12 11 12 21
11 12
d
r l
η η
η η η η
η η
    
                                                                                   (6.49) 
Taking derivative of both sides of (6.49) and rearranging the equations one can prove that  
           2 2 1 2 2 2 2 1 1 2 3 1 1T Tr e r e r r rJ J J J J JTrν η η ν η η ν η η ν                                    (6.50) 
Global 
 Leader 
   First 
Follower 
Driving System Driven System 
Global Leader 
and 
First Follower 
Ordinary 
 Follower-1 
Driving System Driven System 
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       1 2 31 1 1 1 0 , 1 1 1 , 1 1 1diag diag diag          where,  
Proof:   From (6.49) one may write   
 11 12 2112 11 12
11 12
e
dη η l
η η η
η η
          
                                                                                    (6.51a) 
Taking derivative of  both sides of (6.51a) with respect to time, one may obtain using (6.32) 
 11 12 12 21 2112 11 12 12
11 12 12 11 12 12
d d
e r
e e r
e r e r
l lη η η
η η η η
η η η η η η
                
                                 (6.51b) 
 12 12 11 111 1r e e rη η η η                                                                                                      (6.52a) 
Regarding angular position of  leader, (6.20) can be written with the help of (6.32) as, 
22 21 21 21 22 21 21r r r re eη η η η η η η                                                                                  (6.52b) 
Combining (6.52a) and (6.52b), 
2 1 2 2 1 3 1r e e r+η η η η                                                                                                          (6.53a) 
Converting quantities in IRM to BRM for both sides of (6.53a), expression of (6.50) is proved as, 
           2 2 1 2 2 2 2 1 1 2 3 1 1T Tr e r e r r rJ J J J J JTrν η η ν η η ν η η ν      
           2 1 2 2 2 2 2 1 1 1 2 3 1 1T Tr e r e r e r e r r rJ J J J J JTη η η ν η η η ν η η ν        
Assuming desired velocities as input as discussed previously one may reach to 
 2 32 1 2 1 2, , ,r ν f x x u u                                                                                                            (6.53b) 
  62 2 2where, , .e e x η ν   
Combining (6.45) and (6.48) for k=2 and (6.53b), the system of FF is expressed as a combination 
of  three functions      3 32 12 2 2 2 2 22 2 2 2 32 1 2 1 2, and , , , ,r, , ,x f x u u x f x ν f x x u u          
as 
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    1 1 1 2 1 10 : , : ,bmax minmaxH Hx s x s 
 2 2 1 2 1 2 2, , , ,x f x x U U U                                                                                                         (6.54) 
The following Lemma develops the expression of input to OF-1 in terms of input to GB, state of 
FF, GB and OF-1. 
Lemma 6.2: Based on the equations (6.23)-(6.28) one can convert the the dynamics of  Ordinary 
Follower-1 AUV in terms of states of first follower  and  global leader AUV and their inputs as 
 3 3 1 2 3 1 2 3 3, , , , , , x f x x x U U U U                                                                                           (6.55a) 
6
3x and 
3
3U are states and inputs ofordinary follower-1. As the input of first follower 
may be expressed in terms inputs and states of global leader (6.55a) can be converted to  
 3 3 1 2 3 1 3 3, , , , , x f x x x U U U                                                                                                 (6.55b) 
Next theorem proves the global input-to-state stability of GB with respect to its desired input.  
Theorem 6.4: Consider the closed-loop system (6.48) for k=1 i.e.dynamics of global leader is 
     6 61 1 1 1 1 1 1 1, , , where, , ,k r r 1x f x U U U ν η u                                                    (6.56) 
with state 61x   and locally essentially bounded input 61U  and its derivatives in  which   
 0, 0 0 0,f   and  1 1 1 1, ,f x U U is locally Lipschitz on 6 6 6 .   Corresponding to     
boundary layer  
     31 1 1 1 11 1 21 1 31 1 1, : , , ; , 1, 2,3e e e e e i it x y s i           B ν  
with respect to proposed Sliding Mode Nonlinear PID controller with BI and BD for global 
leader,assume  the following set H1 and H2  as    
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1bx
   2 1min d di diP λ K min α β .i
 1 1min d d minP λ K α .
where,         is the value of  1 tx at the boundary of the sliding surface  1 .tB  There exist  gain 
matrices 1 1 1 1, , ,d p w sK K K K such that Lemma 4.1  holds w.r.t. boundary layer  1 tB and following 
inequalities are satisfied, 
i)    1 2
p
min p min max
ρ
λ K λ M                                                                                                  (6.57a)      
      2 1 113 2 23 min max pmax max max max
P ρii λ D ρ δ β C V Dpν λ ν
        
        1 2 1 11 12 2 2
max d
d max max pmax max max max
λ K
ρ σ λ M ω ρδ λ M λ D Nν s    
              (6.57b) 
where, 
      1 1 113 2 2min max pmax max max max
ρiii P λ D ρ δ β C V Dpν λ ν
      
        1 2 1 11 12 2 2
max d
d max max pmax max max max
λ K
ρ σ λ M ω ρδ λ M λ D Nν s    
               (6.57c) 
 where, 
         111 1 (6 57d)2 2 2 2
maxmax d max
min p max max max
λ Dλ K λ M
iv λ K C V ω .   
ν
           21 1 1 1 11 32s i max i max imax max w i w max w maxi i iv min K λ C V max h λ D max K δ βν           (6.57e) 
then the system of global leader becomes globally input-to-state stable [225] with respect to its 
input   61 1 0,0,0,r ,U ν  and  state   61 tx  remains bounded below as    1 1bt tx x  
for 0t .  
Proof: To verify input-to-state stability for the closed-loop system (6.48) with input U1,following 
ISS Lyapunov function is chosen  
           
3
1 1 1 1 1 1 1 1 1 101
1,
2
e iT T T
e e e e p e e pi e p i e
i
V M ρ J M f i K d i
η
ν η ν ν f η η ν η η

  
                     
(6.58)    
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   2 1 12
p
min p min max p
ρZ λ K λ M σ .
      
      1 1 1 1 2 2 2 1 1and ,2min min maxλ diag Z Z Z Z Z Z Z λ M ρλ M    
 21 1 1 1 2 1 1eα .ex ν η x   
2 2
1 1 1 2 2 2 1 1 1 2 2 2 1 2, , andmaxλ diag                              
   2 21 1 1 1 1 11 11, , , and 13 3e e e e e ei i i , i η η η ν ν as ν     
 1 1,e i > iη 
1V
which satisfies the following inequlity for upper and lower limit of 1V  
          611 1 1 21 1 1 11 21 1 1, e eα V α ,x x x x x x ν ,η                                                    (6.59) 
where, 11α  and 21α are K functions given as
             2 22 211 1 1 1 1 1 112 2 2
p
min max p e max min p min p e
ρ ρ
α λ M λ M λ M λ Ke ex ν f η ν f η    
          2 211 1 1 1 1 11 ,2 2
p
min max min p min max p e
ρ
α λ M ρλ M λ K λ M σex ν η
           
  211 1 1 1α x x                                                                                                                 (6.60a) 
where,   
 
Thus, upper limit of      is expressed as follows 
For,                                                                                                                    
 21 1α x  
         1 2 1 1 11 3 32 2 2max max max p e max p pi pi ei
ρ ρ
λ M λ M λ M σ λ K max δ βeν η η
         (6.60b) 
Thus,    
                                                                                                                                             (6.60b.1) 
where, 
         1 2 2 13 3,2 2 2max max max p max p pi pii
ρ
λ M λ M ρλ M σ λ K max δ β
         
For,  
           2 221 1 1 2 1 1 112 2 2max max max p e max p pi pi ei
ρ ρ
α λ M λ M λ M σ λ K max δ βex ν η η
         
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     1 1 1 1 2 2 2 1 1 and ,2 2max max max
ρ
λ diag Y Y Y Y Y Y Y λ M λ M
        
  221 1 1 1α x x  
      
3
2
1 1 1 1 1 1 1
1
T T
e e max i i
i
C J J λ C sTs η u η u u


 1 1 1T eMJh η u 
 1 1 1 1: ,e max e dV   ν ν β
           2 221 1 1 2 1 112 2 2max max max p max p pi pi ei
ρ ρ
α λ M λ M λ M σ λ K max δ βex ν η
                                                 
                                                                                                                                             (6.60b.2) 
From (6.60b) it is concluded that  
                                                                                                                                               (6.60c) 
where, 
     2 2 12 max p max p pi pii
ρY λ M σ λ K max δ β . 
 
Taking derivative of 1V  with respect to time one gets,  
                1 1 1 1 1 1 1 1 1 1 1 1 1 1 1T T T T Te p e e p e e p e e e p p eV +ρJ M ρ J M ρ J M J Kν η f η ν f η η ν f η η ν ν η f η    
                   1 1 1 1 1 1 1 1 1 1 1 1 1 1 1T Te p e e e d d e p p e s s w w eV +ρJ C D K J K K Kν η f η ν ν ν ν f ν η f η f s f χ       
                1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1, , ,TT T T Tp e e p e e e p e h1 e e e p p eρ J M +ρ J M +ρJ J Kf η η ν f η η ν ν η f η f u u η ν ν η f η    
                                                                                                                                                  (6.61) 
UsingProperty 3.4 
   1 1 1 1 1 1 1T Te e e d d eV D Kν ν ν ν f ν   
                          1 1 1 1 1 1 1 1 1 1 1 1 1 1T T T T Tp e e p e e p e d d e p e p p e+ρ J C J D J K J J Kf η η ν ν f η η ν ν f η η f ν f η η η f η  
         1 1 1 1 1 1 1T T Tp e e p e e w w eρ J M ρ J M Kf η η ν f η η ν s f χ   
                    1 1 1 1 1 1 1 1 1 1 1T T T T T T T Ts s e e e e e e eK MJ + M J +C J +D J C J Js f s s η u η η ν ν η η u η u  
                                                                                                                                                  (6.62) 
With the help of eq (4.37), in the domain                                                 using (4.20-4.21),(4.23-
4.28),(4.31-4.32a),(4.33), following Appendix A.6 and A.3 and replacing                               and 
 
   21 1 1 2 1min e eV λ D Pν ν ν  
        2 22 2 21 1 1 1 1 11 13 2 2pmax pmax max e max max e p e max p e eρ δ β C C V ρ Dν ν f η λ ν f η ν       
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     11 1 13 2 2
max
min pmax pmax max max max
ρλ D
A λ D ρ δ β C C V
ν
ν
      
           21 1 1 1 11 3 ,2s i max i max i max max wi wmax wmaxi i iL min K λ C V max h λ D max K δ βν
        
3 3
2
1 1
1 1
i i
i i
s s .
 
 1 1, 1, 2,3is i = . 
2
1 1
1
3 e e
.ν ν
         32 2 21 1 1 1 1 1 1
1
1
2 max max p e e s i wi wi ei max i imax ii
ρ λ M ω K K f χ C h sf η ν λ u

              
      1 1 1 1 1m a x e m a x m a x eC + λ D + λ Mν ν ν u s
                                            (6.63a) 
If linear and angular velocities are assumed to be set at less than unity, one gets 
Thus, eq (6.63a) can further be expressed as follows
       22 221 1 1 1 1 1 1 11 12 23 max e e maxmax
PV A N λ D ρB λ Dps ν ν f η ν s
           

 
       3 2 21 1 1 1 1 1 1 1 1
1
1 1
2 2s i w i wi ei max i imax i max maxi
K K f χ λ C h s λ D Nu ν s u

                   

  (6.63b) 
where, 
     1 2 1
2 2
max d d
max max pmax max
ρλ K σ
ρ λ M ω ρδ λ M
   
        1 11 1 ,2 2 2 2
max max d max
min p max max max
D K M
B K C V
  
     
ν
 max maxN C M 
 
Assume,                               This implies,                            Thus, (6.63b) can further be expressed 
as        
  22 2 21 1 1 1 1 1 2 1e p eV ρB + Lν f η s u       
                                           (6.63c)   
  where, 
     21 1 1 1 2 1 11 12 23 max maxmax max
PN A N λ D ,N N λ Ds ν s ν     
 
Considering  the following fact  
         2 2 22 2 21 1 1 1 1 1 1 12 2e e e eρ ρ ρ ρe p p p ps ν f η f η s f η s f η      
 
          2 22 21 1 2 1 1 1 112max d p e d e min p p e pmax max eρλ K σ +ρλ K ρδ λ Mf η ν f η ν  
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1 0,V 
eq (6.63c) implies 
    2 2 21 1 1 1 1 1 2 1 (6.63d)e pi eV ρB+L min σ      ν η u
Eq (6.63d) can further be written as 
   
.
2 2
1 1 1 2 1 6.63eV x    U
     6 21 1 1 1 1 1 1 1 1 1 1 1 1where, , ,0,0,0 , ,min diag X X X Y Y Y X Y ρB+ L ρ                  U u
 1pimin σ .  1For any  0 < <1, 6 63e can be written asε .  
    2 2 2 21 1 1 1 1 1 1 2 11 1V ε εx x x U        
  
. 2 2 2
1 1 1 1 1 1 2 11V x x U                                                                                     (6.63f)              
This is concluded from eq (6.63f) that the following must be guaranteed to ensure
 
 
 2 2 21 1 1 2 1 1 1 1 1
1 1
1
1
ε r
ε

  

    

x U x U
                                                (6.63g)  
   1 11As  is positive . In 6.63g ,  is a class-  function and  = . Thus, when 6.63g  is true,nextχ K r Ux  
expression is also true 
   21 1 1 1 1 2 1 1 1V ε       x U x x                                                                       (6.64) 
1where,  is a functionα K .    2 1 1 1Similar to 6.63g , in the region :, d mine e eν β ν ν  
 
 
 2 2 21 2 1 2 1 1 1 1 1
1 2
1
1
x U x U r   
 
     
                                                (6.65a) 
where,
  62 1 1 1 1 1 1 1 1 1 1 1 1 1ˆ ˆ ˆ ˆ ˆ ˆ , ,0,0,0 ,  =min maxdiag X X X Y Y Y X A P N               U u s
      21 1 1 1 1ˆ, and 0 < 0.max piD Y ρB L ρ min ε     ν 1In (6.65a),  is a class - functionK  
1 1and .r  U  
 Thus, eq (6.65a) is true, if 
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β  1 0 .x β
1α K
  0, r avt t   r a vt
  1r avt t
    1 0 0 .V Vx  1 0x
  1 .r avt t
   1 1 10 t x x
 1 tx
   21 1 1 1 1 2 1 1 1χ V ε αx U x x      
                                                                     (6.65b)   
where,     is a       function. As per the discussion in 10.21 and 10.22 of [225]the state remains 
bounded by the following inequality.  
         
3
1 1
1
0 , 0, , / 3rir av r av
i
t t t t tx x

                                                                     (6.65c) 
where,    is a class-KL function with initial state         The expression  of     is not unique for 
whole period of time                   before reaching boundary layer from initial state.  Rather,   
is divided into two parts. First part corresponds to (6.63e). Second part corresponds to (6.65a). 
Suppose, first period continues upto t1 sec and cosequently second part persists                  sec. 
Utilizing  eq(10.21) of [225]  one may write with the initial state           and   
     
.
1 21 1
1 1 21 1 12V t V t V t 
 
    
                                                                                     (6.66a) 
By solving (6.66a) with the help of Comparison  Lemma [225],one gets
 
 
  1 1 1
1 1
2
1
1 0 ,
1
0
V t V t
t
V


 

                                                                                     
(6.66b) 
where, π is a class-KL function. β1, similar to eq (10.22) and Theorem 10.1.2 of [225],can be 
found as follows                                                                       
          11 11 1 21 1 1 10 , 0 ,t t tx x x                                                                  (6.66c) 
For the second period of time,one gets similar expression like (6.66c) as follows 
           11 11 2 21 1 2 10 , 0 , 6.66dt t t      x x x
where, π2 is β2 is a class-KLfunction and                         which is available from (6.66c) by 
putting  t=t Final value of              is obtained from (6.66d) by putting  t= 
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
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1
1, 1, 2,3;i
i
s i
φ
    
 
 
 
3 12 21
1 1 1
.
s iT s i i
s s i i
i i ii
min KKK s
max
s f s
 
 
  
 

                                                                           
 (6.67) 
 3for : , , withe e e e dminminν ν ν ν β      the help of 6 63 and 6 64. .
 
_. 22 2 2
1 1 1 1 1 1 2 1e p eV B Lv f s u  
      
 

                                                           (6.68)
 
           
1 2
1 1 1 1 1
1
where, 13
2
s ii
w i wmax wmax max i max imax maxi i
ii
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min K
L max K δ β max λ C V max h λ D
ma φ
 
x
ν
              
     1 1 1 1 1 2 1 11 1 12 2 2max maxmin minA P N λ D , N λ D .N s ν s ν      


 
Next, considering  the following fact 
         2 2 22 2 21 1 1 1 1 1 1 12 2e e e eρ ρ ρ ρe p p p ps ν f η f η s f η s f η      
 
eq (6.68) implies  
    . 2 2 2 22 '1 1 1 1 1 1 1 2 1e pi eiV ρB L ρ min σ      

v η s u
                                           (6.69a) 
Thus,(6.69a) can further be written as 
 
.
2 2
1 1 2 1V E x U     
(6.69b)
     21 1 1 1 1 1 1 1 1 1 1 1 1, 0 0 0 , ,min piiΕ = λ diag X X X Y Y Y X Y ρB + L ρ min σ .nU u           
       

For any,                  eq (6.69b) can be written as     
  
. 2 2 2
1 1 1 1 2 11V E x E x U
        
                                                                           (6.69c) 
    2 2 2 21 1 1 1 1 1 2 11 1V E ε E ε Ex x x U       
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  1 21 1 1c = α χ .U   1 tB
   1 10 tx B 1 11 1χ .UB B 
 1 tx
1Thus,following must be guaranteed to make 0,V 
 
 
 2 2 21 1 2 1 1 1 1 1
1
1
1
E
E
x U x U r 

  


    
                                                  (6.69d) 
1 1 1 1As is positive. In (6.69d),  is a class -  function and .χ K  r x U
 
Select, 
   
2
1 1 1 1 1
1
, where,
1
m
b
L
E
x U U U 


   

  
                                                        (6.69e) 
Assume,                                   Therefore, in the boundary layer set,         similar to (6.41) ; next     
expression may be defined true with respect to eq (6.69e) 
       31 1 1 1 1 11 1 21 1 31 1 1 2 2 1, : , , , , 1, 2,3 ,e e e e e i it x μ y μ μ s i V c          B x ν η x   (6.70) 
 whereas,                         Thus, till                       is true, one may state with the help of eq (10.20)               
of  [225], eq (6.60) and  eq (6.69e) that,          satisfies
  
         1 11 1 1 11 21 1 1 1 1 1
1
b bt γ α α χ tx U U x x x

 
    
                              (6.71)    
1where,  is gain function which is  a class -  function[225].K          
 
Theorem 6.4:Consider the closed-loop system (6.54) for FF with state 62x   and locally 
essentially bounded input 62U  and its derivatives 62 ,U   bounded input    
6 6
1 1and U x  in which  2 0,0,0,0,0 0f and   62 2 1 2 1 2 2, , , ,x f x x U U U  is locally 
Lipschitz on 6 6 6 6 6 .     Corresponding to  boundary layer  
   32 2 2 2 12 1 22 1 32 2: , , ; 1,2,32i i, x μ y μ θ μ s φ , ie e e e eB ν η         
with respect to proposed Sliding Mode Nonlinear PID controller with BI and BD for global 
leader,assume  the following set H1 and H2,  such that     1 2 2 2 2 20 : , : ,bmax minmaxH H x s x s
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where, 2bx  is the value of  2 tx at the boundary of the sliding surface  2 .B t  There exist  
gain matrices 2 2 2 2, , ,d p s wK K K K such that Lemma 4.1  holds with respect  boundary layer  2B t
and following inequalities are satisfied, 
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       (6.72a)                                                                   
then the system of eq (6.54) becomes globally input-to-state stable [225] with respect to two 
inputs   61 1 0,0,0,r ,U ν  and  state   61 tx  and  2 tx remains  bouned as 
   2 2bt tx x  for 0t .  
Proof: To verify input-to-state stability for the closed-loop system (6.54) with input u1and 
x1following ISS Lyapunov function is chosen 
            2
3
2 2 2 2 2 2 2 2 2 2 201
1
2
e iT T T
e e e e p e pi e p i e
i
V , M ρ J M f i K d i
η
eν η ν ν f η η ν η η

               (6.72b)     
Therefore,  
                2 2 2 2 2 2 2 2 2 2 2 2 2 2 2T T T T Te p e p e e p e e e eV ρJ M ρ J M ρ J M J Ke pν η f η ν f η η ν f η η ν ν η f η     
                   2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2T Te p e e e d d e p p e s s w w eV +ρJ C D K J K K Kν η f η ν ν ν ν f ν η f η f s f χ       
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 2 2 2T eMJh η u 
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 1 2 1 2: ,e max e dV   ν ν β
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   2 2 2 2T Te p p eJ Kν η f η                                                                                                            (6.73) 
UsingProperty 3.4 
    2 2 2 2 2 2 2T Te e e d d eV D Kν ν ν ν f ν   
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                                                                                                                                                  (6.74) 
With the help of eq (4.37), in the domain                                                  using eq (4.20-4.21),(4.2 
3-4. 28),(4.31-4.32a),(4.33), following Appendix A.6 and A.3 and replacing 
 and 
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                                                                                                                                                (6.75a) 
If linear and angular velocities are assumed to be set at less than unity one may get                                                                                                                
Thus, using this fact and replacing                                                                eq (6.75a) can further 
be expressed as  
        2 222 2 2 212max d p e d e min p p eρλ K σ +ρλ Kf η ν f η 
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Putting the values of                                 in eq (6.75b) one gets 
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ρ λ M ω ρδ λ M K C h sf η ν ν λ u

              
 
     2 2 22 2
2 2 2 2 12 2 2
max max
e e e
D D
N N
   
        
ν ν
s ν ν s ν  
       2 222 1 2 2
3 6.75c
2 2 2
max
max
DN D


 
      
ν
s u ν s
      22 2 2 22 1 2 2 1 2 1 1 2 1 6.75de p e eV ρB L            ν f η s ν u
 
where, 
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   
   121 26 6 6 6 2 1 1 1 1 2ˆ, , , where, ,0,0,0 .  In (6.77c),  is  1 1
Λ ΛX I Y I
- ε - ε
      U x U x x
      21 2
13
2 2
max
min pmax pmax max max max
ρ D
A D ρ C C V

        
 
ν
ν
0 1,ε 
2 0,V 
     6 21 1 1 1 1 1 1 1 1 1 1 1 1, ,0,0,0 ,  and min diag X X X Y Y Y X Y ρB L ρ                   U u
2 2
ˆ .r  U
 
       2 2 , ,
2 2
max d d max max
pmax max max max
ρ K σ ρ M
ρ M N C M
  
  

    

        2 22 1 ,2 2 2 2
max max d max
min p max max max
D K M
B K C V
  
     
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     
  
 21 2 1 1 2
3
3
2
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s i max i max imax w i wmax wmaxi i
D
L min K C V max h max K δ

 
 
       
 
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     2 2
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max max
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D DNN
 
    
ν ν
s s
 
From (6.75d),one may get similar expression of (6.63d) as follows 
      2 2 2 22 1 2 1 1 2 1 1 2 1 (6.75e)e pi e eV ρB+L min σ        ν η ν u
Eq (6.76) may further be written as 
    2 2 22 1 2 1 1 2 1 6.75feV        x ν U
where, 
Let, choose any                 and observe the following expression   
      2 2 2 2 22 1 2 1 2 1 2 1 1 2 11 1 eV ε ε             x x x ν U  
      2 2 2 22 1 2 1 2 1 1 2 11 6.75eV ε ε g         x x ν U
From the (6.75g), it is concluded that following must be guaranteed to ensure  
       
2 2 2 2 2
1 2 1 1 2 1 2 1 1 2 1
11
1e e
ε
ε
         

x ν U x ν U  
   2 2 2 2ˆmax diag X Y r    x U                                                                                   (6.77) 
where,  
 a class-K  function and  
 Thus, eq (6.77) implies 
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2 K
 2 2 2 2:e d e e min   ν β ν ν
 2 10 Hx   2 2 .r avt Hx    2  at    is  r avt t = tx
 2 tB  1 21 2 2ˆ .c     U
     21 2 2 2 1 1 2 2 2ˆ 6.78V ε     x U x x
where,     ia a class       function. 
Similar to (6.77c),in the domain,  
       
2 2 2 2 2
1 2 2 1 1 2 1 2 1 1 2 1
1
11
1e e
ε
ε
         

x ν U x ν U
     2 2 2 2ˆ 6.79amax diag X Y r      x U
where,
  62 1 1 1 1 1 1 1 1 1 1 1 1 2ˆ ˆ ˆ ˆ ˆ ˆ ˆ, ,0,0,0 ,  = 2min maxdiag X X X Y Y Y X A P N              U u s
      2 21 1 1 1ˆ, and 0 < 0.2
max
pi
D
Y ρB L ρ min ε

    
ν
 2In (6.79a),  is a class - functionK 
2 2
ˆand .r  U
 
Similarly, all the expressions (6.79b),(6.79c),(6.80a)-(6.80d) are obtained corresponding to 
(6.65a),(6.65b),(6.66a)-(6.66d) assuming                       and    
  1obtained  from (6.80d) by putting .r avt = t t  
Inside the boundary layer of SMC for the controller of FF, similar expressions of (6.80)-(6.84) 
are obtained, in the same these are created in (6.67)-(6.71) . In (6.81), the following changes in 
expressions compared to (6.68) are made . Then after several expressions similar to Theorem 6.3, 
  1 1 1 2 2
12 and
2 maxmin
= A P N D    

s ν
     2 2
1 2 2 2, .2 2 2
max max
min min
D DNN
 
    
ν ν
s s
 
Select, 
     122 2 2 2 2ˆ ˆ ˆ,where 6.82eb max diag X Y L  
  
    
x U U U
 
Assume,                                    Therefore, in the boundary layer set           similar to (6.41) ; next     
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   2 20 tx B
 2 tx
 ˆ2 22 2
.



 U
B B
 K
expression may be defined true with respect to (6.69e). 
       32 2 2 2 2 12 2 22 1 32 1 2 2 2 1, : , , , , 1, 2,3 , (6.83)e e e e e i it x μ y μ μ s i V c          B x ν η x  
whereas,                       Thus, till                        is true, one may states with the help of eq (10.20) 
of  [225], (6.60) and (6.82e) that            satisfies
               12 2 11 21 2 2 2 2 2ˆ ˆ 6.84b bt t t t        x U U x x x
where      is gain function which is a class-      function[225].   
Theorem 6.5:  Consider the closed-loop system (6.55b) for ordinary follower-1(k=2) with state  
6
3x and locally essentially bounded input 
6
3U , its derivatives 
6
3U  , bounded input
6 6
1 1and U x   and 62 x  which  3 0,0,0,0,0,0 0f and  1 2 3 1 3 3, , , , , f x x x U U U is 
locally Lipschitz on 6 6 6 6 6 6 .      Corresponding to  boundary layer  3 tB like 
 2 tB and  1 tB with respect to proposed Sliding Mode Nonlinear PID controller with BI and BD 
for ordinary folloer-1,assume  the following set H1 and H2, 
    1 3 3 2 3 30 : , : ,bmax minmaxH H x s x s where, 3bx  is the value of  3 tx at the 
boundary of the sliding surface  3 .B t There exists gain matrices 3 3 3 3, , ,d p s wK K K K such that 
Lemma 4.1  holds with respect to boundary layer  3 tB like  2 ;tB and following inequalities    
are satisfied. 
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(6.85) 
then (6.55b) is globally input-to-state stable  with respect to input 1 1 2, and U x  x and state  3 tx
remains bounded below a value which corresponds to its boundary layer 
   3 3 , 0.bt t t  x x  
Proof: Similar proof as described inTheorem 6.5 
Theorem 6.6: As the global leader is globally input–to-state stable with respect to 1U , first 
follower is globally input–to-state stablewith respect to 1 1 and  x U  and orinary followeris globally 
input-to-state stable with respect to 1 2 1,  and x x U ,then entire system of global leader,first follower 
and ordinary Follower in a CFMP formation is input-to-state stable with respect to 1.U  
Proof:  Theorem is direct consequences of Theorem 6.4 and Theorem 6.5 with the help of 
Theorem 6.3. 
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6.7 Results and Discussion 
For simplicity,the triangular formation of three AUVs namely GB, FF,OF-1 are taken 
consideration as shown in Fig 5.14, for simulation.The distance variables among GB, FF and 
OF-1 are d1, d2,d3   It is assumed that the global leader AUV needs to track the sinusoidal 
trajectory of eq (4.22) in chapter-4 which is given as follows   
 
   
0.03
0.03
x t t
y t sin t
  
                                                                                                                  (6.86)   
Table 6.1: Information about initial state and initial error in state of global leader 
 x-position y-position orientation Surge velocity Sway velocity Angular 
velocity 
Initial  
state 
         2          1      1.4720         0.1044       -0.0399  -0.0172 
Initial  error 
in state 
     12.02     12.985       0.003         0.1454        0.0547   0.0341 
 
Table 6.2: Information about desired diatances and initial errors in distances 
Distance variables d1 d2 d3 
Desired distances 10 12 14 
Initial error in distances 4 3.5 4 
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                       Table 6.3  Values of  patameters of  controllers for different controller 
 
 
 
Fig.6.6:Distance errors  among AUVs vs.time 
Gains 
Kp Kd Ks 
 
Kw 
Controller 
Global  leader 
 
 1000 1000 1000diag , ,
 
 
 1200 1200 1200diag , ,
 
 
 400 400 100diag , ,
 
 
 1 41 5 3diag . , . ,.
 
First follower 
 
 1080 1080 900diag , ,  
 
 1240 1220 1200diag , ,
 
 
 450 450 120diag , ,
 
 
 1 41 5 3diag . , . ,.
 
Ordinary 
follower 
 
 1080 1080 900diag , ,  
 
 1230 1230 1100diag , ,
 
 
 430 420 110diag , ,
 
  
 1 41 5 3diag . , . ,.
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Fig.6.7:Error in orientations among AUVs vs.time 
 
Fig.6.8:  Orientation error of leader vs. time 
 
Fig 6.9:Error in angular velocity of leader vs. time 
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6.10: Error in linear velocities  of leader vs. time 
 
Fig.6.11  Tracking of sinusoidal path by global leader and corresponding genenerated trajectory 
tracking of first follower and ordinary follower-1 in a CFMP formation 
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From the simulation of three AUVs in a formation it is concluded that the desired distances are 
maintained during the course of motion of group of AUVs as the simulation envisages distance 
errors (Fig 6.6) converge to a very small value around zero.  Orientation errors (Fig 6.7) among 
GB and FF and FF and PF-1 also converge to a narrow region around zero finally within a short 
interval of time The leader also successfully follows its desired orientation (Fig 8) angular 
velocity (Fig 6.9) and linear velocities (Fig 6.10). Therefore, SM-NPID with BI and BD 
efficiently works to achieve desired formation and to maintain it during course of motion for 
0.t  In Fig 6.11, it is observed that for a successful desired sinusoidal path tracking by global 
leader, the other followers also track their corresponding generated paths successfully to main 
desired distance preserving Cycle Free Minimally Persistent formation of three AUVs.   
 
6.8 Chapter Summary 
In this chapter, a new Sliding Mode Nonlinear PID with BI and BD controller has been 
developed for tracking of the reference by the global leader AUV and corresponding to the 
generated trajectory tracking by the followers in a cycle free minimally persistent formation of 
multiple AUVs. This proposed algorithm has been verified for cooperative formation control  of 
three AUVs. From the simulation results envisage that followers track their desired 
configurations at every instant of time corresponding to tracking of a desired sinusoidal path by 
the global leader without breaking of formation structure. 
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Chapter 7 
   Conclusion and Suggestions for Future Work 
7.1 Overall Conclusions of the Thesis 
The thesis has first developed, a robust set-point controller namely N-PID with BI and BD in 
chapter 3 which has been applied to AUV. The stability of this controller has been verified 
considering parametric uncertainties existing in the dynamic model of AUV and actuators with 
specfic torque constraints From the simulation studies it has been verified that this controller 
works well in the face of parametric uncertainties and actuators’ torque limitation.  
Secondly, the thesis has developed a robust tracking controller, namely Sliding Mode Nonlinear 
PID with Bounded Integral and Bounded Derivative in chapter 4. This controller has been 
applied on AUV for tracking a desired path. The stability of the proposed SM-N-PID controller 
with BI and BD has been proved with the assumption that parametric uncertaintiesin thedynamic 
model of AUV and actuators’ torque constraints. From the obtained results it is envisaged that  
SM-N-PID controller with BI and BD provides efficient performances while tracking a desired 
sinusoidal path in face of uncertainties and actuators’ torque constraints. 
Control input demand of the proposed controllers namely N-PID controller with BI and BD 
andSM-N-PID controller with BI and BD; is reduced that arises due to the upper bounds of 
parameter matrices of AUV dynamics for tuning the gains. This is accomplished by considering 
the parameters of nonlinear functions in relation with gains of the controller such that the control 
demand does not go beyond the specified limit of actuator. Moreover Nonlinear PID controller 
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with BI and BD  andSM-N-PID controller with BI and BD provide very good transient and 
steady state responsesmeeting the desired criteria of less settling time, less overshoot, which are 
essential requirements for achievement of useful performance of an AUV in underwater scenario.  
In chapter 5, the formation of group of point agents has been modeled using the Cycle Free 
Minimally Persistent directed graph where only one-way communication among agents is 
required. The implementation of this graph has been accomplished based on shortest or 
minimized path. These facilitate the development of control algorithm for entire formation with 
lesser requirements of communication and energy compared to two-way communication in 
undirected graph model. Each agent generates its velocity control inputs estimated from the 
position errors between its final and current positions at each instant. Simulation envisages that 
for a desired trajectory tracking by leader, each participating agent in the CFMP formation 
accurately tracks its corresponding generated trajectory by applying the above velocity control 
inputs.. Next, the above implementation scheme of CFMP formation has been applied to a group 
of AUVs where a model based controller exhibits efficient performances during the course of the 
motion of the above CFMP formation of AUVs. 
In chapter 6, SM-N-PID controller with BI and BD has been deployed to each AUV which is 
applied in a CFMP formation. A detailed analysis of the input-state stability based on the 
formulation of cascaded AUVs in a CFMP formation has been presented. From the obtained 
results it is observed that SM-N-PID controller with BI and BD exhibits superior performances 
for large initial deviation in desired distances among AUVs. 
7.2 Contributions of the Thesis 
The thesis has following contributions. In chapter 3, a set-point controller namely a Nonlinear 
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PID  with BI and BD has been proposed for an AUV. This controller copes up with the 
parametric uncertainties in the dynamic model of the AUV. It also overcomes the problems of 
saturation of actuator due to high demand of control effort to achieve stable motion in face of 
uncertainties in hydrodynamic parameters. Complete stability of the above controllers has been 
proved considering the motion of AUV in two dimensional plane. Simulation using MATLAB 
R2012a  has been pursued to compare the performance of proposed N-PID controller with BI 
and BD  over existing Nonlinear PID controller considering the time domain specifications such 
as overshoot,convergence time to desired state under specified limit of  parameter variation and 
torque produced by the actuators. 
In chapter 4, a Sliding Mode Nonlinear PID controller with BI and BD has been proposed for 
trajectory tracking of an AUV.  Similar to the set point controller developed in chapter 3, this 
controller also successfully overcomes the parametric uncertainties in the dynamics of an AUV 
and suppresses the inherent problem of limitation in torque producing capability of actuators.   
The proposed controller is proved to be more efficient than the existing Sliding Mode nonlinear 
PID controller without Bounded Integral and Bounded Derivative in terms of less overshoot, 
convergence time to the desired state under the specified limit of parameter variation and 
actuator torque constraints. Performance of the proposed controlleri.e. SM-N-PID controller with 
BI and BD has been verified through simulation for which AUV is intended to track a desired 
sinusoidal path. 
Moreover, the proposed controllers namely N-PID with BI and BD and SM-N-PID with BI and 
BD in chapter 3 and chapter 4 usea nonlinear function for velocity errors in the derivative part of 
the controllers which further reduces for limiting the torque generation and subsequently 
possibility of reducing actuator saturation effects. 
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In the chapter 5, a trajectory tracking controller has been proposed for tracking a desired 
trajectory by the global leader in a Cycle Free Minimally Persistent Formation of multiple 
autonomous point agents. Simulation results envisagethat proposed position-error based 
controller provides efficient tracking performance while the global  leader tracks straight line, 
circular and sinusoidal path.The desired distances are maintained among the agents after every 
fixed interval of time during the motion in non-time-critical fashion.  
In chapter 6, stability of a CFMP formation of AUVs in a triangular formation is analyzed by 
formulating the entire formation as a combination of several cascaded AUV pairs, where each 
AUV uses Sliding Mode Nonlinear PID with Bounded Integral and Bounded Derivative 
designedin  chapter 4. The notion of input-to-state stability has been exploited for pursuing direct 
Lyapunov analysis of the above cascaded AUV pairs. The global input to state stability for 
motion control of AUVs in the said formation is proved in respect of input (desired velocity) 
ofthe global leader.   
7.3 Suggestions for Future Work 
 
Control design for three dimensional motion of AUVs:Controllers proposed in chapter 3 and 
chapter4 i.e.N-PID controller with BI and BD and SM-N-PID controller with BI and BD may 
then be extended to a three dimensional motion (3D) of the AUV.  Further, selection of controller 
gains in these controllers for ensuring complete stability of the AUV system is a challenging task 
as in the 3D motion several limitations arise in the angular motion of AUV. 
Generalization of input to state analysis: Generalization of the proposed input-to-state stability 
based analysis of CycleFree Minimally Persistent formationcan be extended to alarge number of 
AUVs rather thanconsidering only three AUVs in a triangular formation. 
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APPENDIX 
 
A.1: Based on the assumption of %p   variation in values of a parameters of AUV the entries 
of M matrix may be given below 
     , ,u u v v z zuncertainM diag m pm X pX m pm Y pY I pI N pN                 (A1.1) 
 Element-wise maximum values of ,M  are  
     11 22 33max u u max v v max z zM m pm X pX ,M m pm Y pY ,M I pI N pN                 (A1.2) 
A.2: Based on the assumption of %p variation in values of a parameters of AUV the entries of 
 D ν matrix may be given below 
 
 
 
 
0 0
0 0
0 0
u u u u u u
v v v v v vuncertain
X pX X pX u
D Y pY Y pY v
N pN N pX     
   
 
     
 
    
ν 
 
   11 22max u u max max v v maxu u u u v v v vD X pX X pX u D Y pY Y pY v         , ,
 33 max maxD N pN N pX            
   11 22min u u min min v v minu u u u v v v vD X pX X pX u D Y pY Y pY v         , ,
 33max minD N pN N pX            
A.3: The vector   ,,,,,, 3 yxyxYXmC vu  can be expressed in the form below 
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 
 
 
  










yXYCx
yXmCx
yYmCx
yxYXmC
uv
T
u
T
v
T
vu




,
,
,
,,,
3
2
1
,                                                                            ……..(A3.1) 
where,      uvuv XYCXmCYmC  ,,,,, 321 are symmetric matrices. Their expressions are mentioned 
below 
   1 2
0 0 0 0 0
2
, 0 0 , , 0 0 0
2
0 00 0 22
u
v
v u
u
v
X m
m YC m Y C m X
X mm Y
                           


 


 
 3
0 0
2
, 0 0 .
2
0 0 0
u v
u v
u v
X Y
X YC X X
 
 
 
 
 
 
 
  
 
 
 
                                                                         
…….(A3.2) 
From (A3.1), the norm   2,,, yxYXmC vu  of vector  yxYXmC vu ,,,  is 
         .,,,,,,,,, 22
3
1
2
23
1
3
1
22 yxYXmCyYXmCxyYxmCxyxYXmC
l
vul
l
vul
T
l
vul
T
vu 





 

  
                                                                                                                                        …….(A3.3) 
(A3.3) is true as for any two vectors x and  yand dimensionally matched square matrix ,P
.yxPPyx T     As   ,3,2,1,,, lYXmC vul   are symmetric matrices, therefore,
 
       2 22, ,min l l u v max lλ C C m X Y λ C                                                                     …… (A3.4) 
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 2i if x i if x dx
Thus,            
23 32
1 2 1
1 1
, , 3 max , ,l u v max l max max max max
i l
C m X Y λ C λ C λ C λ C C
 
              
                        
                                                                                                                                          …..(A3.5)    
and 
         
23 32
1 2 1
1 1
, , 3 min , ,l u v min l min min min min
i l
C m X Y λ C λ C λ C λ C C
 
              
       ..…(A3.6) 
   and ,min l max lλ C   λ C l can be found out in same way as discussed in case of M in A1. 
From (A3.3) 
 , , ,min u v mC x y C m X Y x y C x y                                                                           …..(A3.7) 
A .4: Proof of Lemma 3.1(iii) 
FromLemma 3.1 (i), 
If ,x β     2 2 22 1max maxδ δ σ   f x x f x x x  
If , ,i i minx β i nβ x   
   
2 2 2 2
2 2 22 2 2
22 2
max max max max
max max max max min
min min
δ β δ βnδ β nδ β nβ σ
β β
     f x f x x x  
A .5: Proof of Lemma 3.2 
Case I: When : ,i i ix R x β   for upper and lower limits of                  and              one has 
  and
2 2
2 2
i i i i
i i i
δ x α xf x dx   2 2 2 2 2i i i i i iδ x f x α x                                                   …….(A5.1) 
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     0;for2i i i i i if x dx κ f x 
   
2
2
2 2 2i i
i i i i i i i i i
α xf x dx κ f x κ α x  
    2
2
2 2 2i i
i i i i i i i i i
δ x
ζ δ x f x dx ζ f x  
10
2i i
κ
α
  0x
0x 10
2i i
ζ
δ
       0;for2i i i i i if x dx ζ f x 
0iκ 
0iζ 
     0;for2i i i i i if x dx f x 
1 1 ;
2 2ii iδ α
 
0x 
   2 2 2i i i i i i i i i i i if x dx κ f x δ β x κ δ β  
0iκ 
0 ii
i i
x
κ
δ β
       02i i i i i if x dx κ f x . 
0iζ 
0 ,ii
i i
x
ζ
α β
       02i i i i i if x dx ζ f x 
: , andi i ix R x β  
:i i ix R x β     andi i if x dx  2i if x
0i 
Therefore,for lower limits of (A5..1), following relation holds for 
                                                                                                                                          ……(A5.2) 
Selecting                      one has                                                                                         ……(A5.3) 
For upper limits in (A5.1), following relation holds for  
       .….                                                                                                                            …….(A5.4) 
Selecting,                     one has                                                                                       ……..(A5.5) 
Hence, for any             and                            one has 
                                                                                                                                         …….(A5.6) 
Case II:When,                           for upper and lower limits of                                        one has 
 i andi i i i i i i iδ β x f x dx α β x   2 2 2 2 2i i i i i iδ β f x α β                                        …….(A5.7) 
Therefore,forupper limits of (A5.7), following relation holdsfor 
                                                                                                                                        ……..(A5.8) 
Selecting,                       one gets                                                                                    ……. (A5.9) 
For lower limits in (A5.7), following relation holds true for  
   2 2 2i i i i i i i i i i i if x dx ζ f x α β x ζ α β   …..(A5.10)                   
Selecting,                         one gets                                                                                    …..(A5.11)                               
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;i ii
i i i i
x x
δ β α β
 
   
 
   
11 11 12 1
11 22 12 11 2
33 21 3
, where,
r e r e
T
r r r e r e e r
r
M ν cos θ ν sinθ X
=MJ J M ν cos θ ν sinθ X θ θ θ
M ν X
                        
h η η ν X
 
  

    
2
1
11 11 122 r e r e
e
d X M ν cos θ ν sin θ
dθ
  
   11 12
2 2 2 2
11 12 11 12
,r re e
r r r r
ν νcos θ a sin θ b
ν ν ν ν
   
 
 
   
 ecos θ  esin θ
  Hence, for                                 one has      
     0;for2i i i i i if x dx f x  :i i ix R x β                                                         ……(A5.12)                                              
A.6   
                   1 T T T Tr r r r r r r r r rMJ J +C J J J J +D J Jh η η ν η η ν η η ν ν η η ν  
For the first termof h1i.e.
 
 
                                                                                                                                          …(A.6.1) 
 
Differentiating F1 with respect to eθ assuming 11rν and 12rν  constants,  
    1 11 11 120 0r e r e
e
dX M ν sin θ ν cos θ
dθ
     
                                                             …..(A.6.2)  
From (A.6.1),                                                                                                                      ....(A.6.3) 
 
From A.6.2,                                                                                                                        …(A.6.4) 
With the help of (A.6.3), from (A.6.4), following table is obtained. 
Table A.6.1: The value of second derivative of F1correspond to               and  
Sl.No.  ecos θ
 
 esin θ
 
                  
2
1
2
e
d X
dθ  
1. +a +b  2 2 2 211 11 12 11 12r r r rM ν ν ν ν     
 
2. a
  
b
 
 2 2 2 211 11 12 11 12r r r rM ν ν ν ν    
 
3. +a b
 
 2 2 2 211 12 11 11 12r r r rM ν ν ν ν    
 
4. a
 
b
 
 2 2 2 211 12 11 11 12r r r rM ν ν ν ν    
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   2 2 2 212 11 11 12 ,r r r rν ν ν ν      
 2 21 11 11 12 11 1max r r max maxX max M ν ν M A   
 2 22 22 11 12 22max r r max 1maxX max M ν ν M A   
As,                                                the values of F 1 takes maximum and minimum when second 
derivative of it correspond to the value of it in the 2nd. and 3rd. row of Table 4.1.  
Therefore,                                                                                                                         …(A.6.5a) 
Similarly,                                                                                                                          …(A.6.5b) 
From (A.6.1), it is clear that  3 33 21 33 2max r max maxX =max M ν =M A                                      
…(A.6.5c) 
For the second term of h1, with the help of A.3 
        
         
         
         
1 1
12 2 2
3 3
,
,
,
T T
r r r v r r r
T T T T
r r r r r r r r r u r r r
T T
r r r u v r r r
J J C m Y J J Y
=C J J J J J J C m X J J Y
J J C X Y J J Y
                    
η η ν η η ν
h η η ν η η ν η η ν η η ν
η η ν η η ν


 
..(A.6.6) 
Thus,
 
 
 
 
 
 
2
2
11 1 1
2 2
2 2 2 2
22
3 3 33
max r max max max
max r max max max
max max maxmax r
λ CY λ C V Y
Y λ C λ C V Y
Y λ C V Yλ C
                                        
ν
ν
ν
                                                    
…. (A.6.7)
 
For the third term of h1, similar to A.6.1
     
 
 
11 11 12 1
13 22 12 11 2
33 21 3
r e r e
T
r r r e r e
r
D ν cosθ ν sinθ Z
=D J J D ν cos θ ν sinθ Z
D ν Z
h ν η η ν
                     
                                       …..(A.6.7) 
Hence,
1 11 1 1
2 22 1 2
3 33 2 3
max max max
max max max
max max max
Z D V Z
Z D V Z
Z D V Z
                               
                                                                                      ….. (A.6.8) 
Consequently,
1 1 1 11
1 2 2 2 12
3 3 3 13
max max max max
max max max max
max max max max
X Y Z h
X Y Z h
X Y Z h
                          
h X Y Z  
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