Abstract. We investigate the extrinsic topology of Lagrangian submanifolds and of their submanifolds in closed symplectic manifolds using Floer homological methods. The first result asserts that the homology class of a displaceable monotone Lagrangian submanifold vanishes in the homology of the ambient symplectic manifold. Combining this with spectral invariants we provide a new mechanism for proving Lagrangian intersection results e.g. entailing that any two simply connected Lagrangian submanifold in CP n × CP n must intersect.
Introduction
The fact that a manifold L admits an embedding into a symplectic manifold as a Lagrangian submanifold yields restrictions on the topology of L. This intrinsic topology of Lagrangian submanifolds has been studied quite extensively, cf. the recent survey [2] .
In this paper, we investigate the extrinsic topology of Lagrangian submanifolds: We address the question how a Lagrangian submanifold lies homologically in the ambient symplectic manifold. Among other things this turns into a new Lagrangian intersection mechanism.
In the basic theorem 3.1, we provide for a monotone closed Lagrangian submanifold L in a closed symplectic manifold M a Floer-theoretic representation of the homomorphisms ι k : H k (L; Z/2) −→ H k (M ; Z/2) for degrees k > dim L + 1 − N L , where N L denotes the minimal Maslov number of L (see definition 2.2). In the second basic theorem 3.3 we remove the restriction on the degree of ι k for Hamiltonian functions having sufficiently small Hofer norm. If the Lagrangian submanifold L is displaceable, theorem 3.1 implies a vanishing result for the homomorphisms ι k : H k (L; Z/2) −→ H k (M ; Z/2):
The minimal area of a non-constant holomorphic disk on L is 
with coefficients λ A in Z/2. The ring structure is given by i.e. Λ(Γ) is isomorphic to the ring of Laurent series with coefficients in Z/2.
There are various types of Novikov rings for which Floer homology and quantum cohomology can be defined, cf. [11, chapter 11.1] . We choose here the field Λ 0 (Γ). 
and is graded by the Conley-Zehnder index µ CZ :
The covering LM is chosen in such a way that the action functional A H and the Conley-Zehnder index µ CZ are R resp. Z-valued.
The action functional and the grading behave as follows under the action of the group Γ
For a non-degenerate Hamiltonian function H, i.e. if the graph of Φ H is transverse to the diagonal ∆ ⊂ M × M , we define the Floer chain groups by
The Floer chain groups become finite-dimensional vector spaces over the field Λ 0 (Γ) if we set
(cf. [9] ). In particular, A H e A ·x = A H (x#(−A)) = A H (x) − ω(A), i.e. the Novikov action of A decreases the value of the action functional by ω(A). The boundary operator is defined by counting connecting Floer cylinders. We define
where d x #u ∼ d y is in the Novikov sense, namely c 1 (d x #u#d y ) = 0 = ω(d x #u#d y ), and where J is a compatible almost complex structure on M .
Theorem (Floer-Hofer-Salamon [7] ). For generic choices of H and J the moduli space
admitting a free R-action if x = y. Moreover, the moduli space
is a finite set for relative index one, i.e. if µ CZ (ȳ) − µ CZ (x) = 1, and it can be compactified by adding broken solutions for relative index two.
For relative index one we denote the (mod 2) number of elements by
and define the boundary operator of the Floer complex on generators by
We extend it linearly to a Z/2-vector space homomorphism. The Floer equation yields
i.e. our conventions imply that the value of the action functional and the Conley-Zehnder index increase along Floer cylinders. Furthermore, the following compactness result holds
for allx,ȳ ∈ P(H) with µ CZ (ȳ) − µ CZ (x) = 1 and every c ∈ R (cf. [9, 11] ). These two facts imply that ∂ȳ is a well-defined element in CF k−1 (H). The identity n(x#A,ȳ#A) = n(x,ȳ) implies that ∂ actually is a Λ 0 (Γ)-linear homomorphism. Floer's fundamental theorem asserts ∂ • ∂ = 0, so that Floer homology groups are defined and form Λ 0 (Γ) vector spaces
Example (monotone case). We recall that if (M, ω) is monotone, then
In particular, P k (H) is finite, although in general P(H) will be infinite. Furthermore, each Floer chain group CF k (H) is a finite-dimensional vector space over the field Λ 0 (Γ) = Z/2. In this case the Novikov conditions are empty. Nonetheless the full Novikov ring Λ(
] appears for instance in the following theorem by Hofer-Salamon. For the moment let us denote the Floer homology over the full Novikov ring Λ(Γ) by HF * (H), which is not Z but Z/(2N M )-graded, where N M is the minimal Chern number of M (cf. definition 2.2). Both homology groups are related by the isomorphism
Theorem (Hofer-Salamon [9] ). There exists a Λ(Γ)-module isomorphism
The Piunikhin-Salamon-Schwarz isomorphism. In this section, we recall the construction of the Piunikhin-Salamon-Schwarz isomorphism, which we call PSS-isomorphism for brevity. The construction is presented in [12] for semi-positive symplectic manifolds.
Since the PSS-isomorphism plays a crucial role in the basic theorems below, we give here a fairly detailed exposition.
The PSS-isomorphism is defined via counting solutions of a special boundary value problem whose solutions we call plumber's helper solutions. The corresponding moduli space M PSS (q,x; J, H, f, g) consists of pairs (γ, u) of maps . Since we impose the finite energy condition E(u) < ∞, the punctured holomorphic disk u (−∞,1/2)×S 1 has a removable singularity at the origin (cf. [11] ), i.e. u has a continuous extension u(−∞). Therefore, the second boundary condition and the homotopy condition is meaningful.
For generic choices of H, J, f and g the moduli space M PSS (q,x) is a smooth manifold and
27) according to our normalization that for an autonomous C 2 -small Morse function f we have
A standard computation for an element (γ, u) ∈ M PSS (q,x) shows
This implies a universal energy bound on plumber's helper solutions. In particular, sequences converge up to breaking and bubbling. Assumption (SP) ensures compactness of the 0-dimensional components of M PSS (q,x). We denote by CM m− * (f ) the Morse co-chain complex associated to f (and g), and define 
For proving that PSS is an isomorphism, an explicit inverse is constructed in the following. The adequate moduli space M PSS,inv (x, q) is composed of pairs (u, γ) such that
solve the equations
and fulfill boundary conditions u(−∞) = x, u(∞) = γ(0) and γ(+∞) = q, where q ∈ Crit(f ) is a critical point of f andx ∈ P(H). Finally, we impose the homotopy condition ω(d x #u) = 0 = c 1 (d x #u). As before, for generic choices we obtain a smooth manifold
, which is compact in dimension 0. We define
As above a suitable compactification of the 1-dimensional components of M PSS,inv (x, q) entails
(2.34) Up to here the nomenclature PSS −1 is purely formal. In what follows a justification is sketched. The following arguments are taken from [12] .
Composing PSS −1 • PSS : HF * (H) −→ HF * (H) amounts to
i.e. counting Floer cylinders emanating fromx ∈ P(H) connecting to gradient flow halftrajectories ending at some critical point q ∈ Crit(f ). From q further gradient flow halftrajectories finally connect to Floer cylinders ending atȳ ∈ P(H). The idea is to form a cobordism between these configurations and the identity as follows:
(1) We glue the two gradient flow half-trajectories at q to obtain a finite length gradient flow trajectory. (2) Shrink that finite length to zero, i.e. we end up with two Floer cylinders, which meet at the same point. (3) Due to the cut-off functions on the respective ends, these two Floer cylinders are holomorphic near that point. We employ a glueing theorem for holomorphic curves to obtain one Floer cylinder passing fromx toȳ. (4) The Hamiltonian function for this Floer cylinder is not yet H due to the cut-off.
Therefore, we choose a (compactly supported) homotopy changing this Hamiltonian function to H. 
Here two Floer cylinders meet at a periodic solutionx. This leads to the following cobordism:
(1) We glue the two Floer cylinders atx to obtain a sphere obeying Floer's equation.
(2) Since the Hamiltonian term vanishes outside a neighborhood of the equator of this sphere we choose a homotopy of the Hamiltonian term to zero and end up with a holomorphic sphere. (3) Assuming for the moment that ω| π 2 (M ) = 0, this sphere is constant. We reduced the problem to count gradient trajectories for index difference 0. As above this defines the identity homomorphism. In the paper [12] and in the book [11, chapter 12 .1] are series of figures picturise the above ideas. We conclude that our notation is meaningful, i.e. PSS is an isomorphism with inverse
in the case ω| π 2 (M ) = 0. In the semi-positive case (SP) step (3) becomes much more delicate since, in general, there will exist holomorphic spheres. Then an elaborate transversality argument is necessary to allow for a time independent almost complex structure along the sphere. Since only two points on the sphere are fixed by the gradient trajectories, an S 1 -symmetry remains. In particular, solutions come in 1-dimensional families as long as the sphere is non-constant. This contradicts the fact that the moduli space that we started with has dimension 0. We end up with the same conclusion as in (3).
Lemma 2.7. For essential elementsx ∈ CF * (H) we can estimate (cf. inequality (2.28))
Proposition 2.8. All periodic orbits representing non-zero homology classes are essential.
Proof. Pickx ∈ CF * (H) such that ∂x = 0 and
The existence of q such that M PSS,inv (x, q) = ∅ follows via Poincaré duality, cf. [14] .
The action filtration and the definition of spectral capacities. The action filtration and the action selector are used only to state and prove theorem 5.5. Therefore, we are very brief about the definitions and properties. Detailed expositions can be found in [14, 11] . We define the action filtration on Floer homology by
and check that CF a k (H), ∂ forms a subcomplex of the Floer complex (cf. [11] ) due to the chosen Novikov condition. In particular, we obtain the long exact sequence
This gives rise to the action selector
for all 0 = α ∈ QH * (M ). We note here, that the quantum cohomology of the symplectic manifold comes into play and refer the reader to [11, chapter 11.1] .
The action selector is well-defined, i.e. c(α, H) is a finite number, since each representation of the class PSS −1 (α) contains an elementx ∈ P(H) with maximal action value, due to the Novikov condition (but there might not be such an element with minimal action value).
Properties of the action selector. A full list of properties of the action selector c(α, H) can be found in [11, chapter 12.4] . We shall need the following: For α, β ∈ QH * (M ), A ∈ Γ and Hamiltonian functions H, K :
Here,
. With the help of the action selector we define two norms (cf. [11, 14] )
. These norms give rise to two symplectic capacities as follows. For an open subset U ⊂ M we set
Again non-degeneracy impliescγ(U ) ≥ c γ (U ). We call the capacity c γ (U ) the spectral capacities of U . Most interesting to us is the case
Basic theorems
The basic theorems which all other results rely on are the following theorems 3.1 and 3.3. 
in the Floer cohomology of the (generically chosen) Hamiltonian H : S 1 × M → R, and dually
The moduli spaces M ± (L,S) (x; J, H; 0) are defined with the help of a generically chosen almost complex structures J as
We count Floer half-cylinders u which are asymptotic to a periodic orbit and have boundary on the Lagrangian submanifold, i.e. u(0, t) ∈ L for all t ∈ S 1 . An important feature of the moduli spaces is the marking of the half-cylinders: we require them to map the marked point (0, 0) on the half-cylinder to S. The closed submanifold S can be replaced by any singular chain representing a cycle on L.
In particular, theorem 3.1 implies that we always can represent the class [L] ∈ H m (M ; Z/2).
If S = pt and N L > dim L + 1, we obtain a Floer-theoretic representation of the class 
Proof of the basic theorems
The proofs of theorems 3.1 and 3.3 rely both on the compactness theorem 4.3 stated below for the moduli spaces M ± (L,S) (x; J, H; 0) in dimensions 0 and 1. The respective assumption on the dimension of S or the Hofer norm of H prohibits bubbling-off, which in turn results in the compactness of the moduli spaces in question. Before proving this compactness result we make sure that the moduli spaces are smooth manifolds for generic choice of H and J. 
where µ CZ (x) denotes the Conley-Zehnder index of the periodic orbitx ∈ P(H).
Proof. This is a standard result in Floer theory (cf. [7] ) with one minor modification, cf. remark 4.2 (i). First of all, for a non-degenerate H we can regard∂ J,H = ∂ s + J(∂ t − X H ) as a Fredholm-section in a suitable Banach-bundle and identify the moduli spaces with the vanishing locus of this Fredholm-section. For generic H and J, this section will be transverse to the zero-section. In particular, by the implicit function theorem, the moduli spaces are smooth finite-dimensional manifolds. Computing the dimension of the moduli spaces is achieved by the Riemann-Roch theorem and additivity of the Fredholm index. All details within the setting of this paper can be found in [1] .
Remark 4.2.
(i) To prove the transversality result we need to assume, in addition to H being non-degenerate, that there are no periodic orbits of H lying entirely on L. This excludes s-independent solutions of the Floer equation, for which we were not able to prove the necessary transversality statement. In contrast to the construction of Floer homology there is no (immediate) automatic transversality result for halfcylinders. Anyway, this additional assumption on H is clearly fulfilled generically. • 
is easily derived using Floer's equation. Let us abbreviate from now on where
• {s σ } are holomorphic spheres,
• {d δ } are holomorphic disks, i.e. sequences converge to a finite family of adjacent Floer cylinders starting atx and finally connecting to a half-cylinder in M − (L,L) (x 0 ; J, H; 0). Furthermore, there are finitely many holomorphic spheres and disks attached to this configuration.
The Fredholm index behaves additively with respect to this convergence, i.e. the Fredholm index at an element u n , which equals the dimension of M − (L,L) (x; J, H; 0), is 
As explained at the end of the first case we obtain the statement of theorem 4.3 in this case.
The case ||H|| ≤ min A M , A L andx ∈ P(H) is essential. Without the dimension restriction on the submanifold S we cannot expect compactness of all 0 and 1-dimensional moduli spaces M ± (L,S) (x; J, H; 0). In fact, some of our applications are derived with help of this non-compactness. But as long as all elements in M ± (L,S) (x; J, H; 0) have energy less than the minimal energy of a non-constant holomorphic sphere or disk, a bubble would take away more energy than is available.
We assume that the Hamiltonian function H has sufficiently small Hofer norm, namely ||H|| ≤ min A M , A L , and the periodic orbitx is essential, cf. definition 2.6. For such a periodic orbitx we recall from lemma 2.7 the inequalities − sup M H ≤ A H (x) ≤ − inf M H. Combining this with inequality (4.8) resp. (4.9) we obtain
for an element u ∈ M − (L,S) (x; J, H; 0) and analogously
for an element u ∈ M + (L,S) (x; J, H; 0). In particular, bubbling-off cannot occur for a sequence (u n ) ⊂ M ± (L,S) (x; J, H; 0). Indeed, the energy E(u ∞ ) of the limit solution u ∞ is positive by the assumption on H that no periodic orbits lie entirely on L. Therefore,
We obtain E(b) = 0. Since we excluded bubbling-off of holomorphic spheres and disks the relevant moduli spaces are compact or can be compactfied as asserted. This finishes the proof of theorem 4.3.
Remark 4.4. For later purposes we remark that in the proof of theorem 4.3 the assumption ||H|| ≤ min{A M , A L } is used only in combination with inequality (4.13) to derive the crucial inequality E(u) ≤ min{A M , A L }. Therefore, if we assume this inequality right away, the assertion of theorem 4.3 still holds.
Remark 4.5. A geometric explanation for the hypothesis dim S > dim L + 1 − N L is that a holomorphic disk bubbling-off may take away the marking. If we disregard the marking in a configuration as depicted in figure 3 , it lies in the boundary of the higher dimensional
J, H; 0) for index reasons so that no bubble can take away the marking. End of the proof of theorems 3.1 and 3.3. We will define a cobordism relating the counting procedures defining PSS −1 ([S]) and the explicitly given cycle. This shows that they are chain homotopic and therefore agree in homology.
We define the moduli space M PSS,− (L,S) (q; g, f ; J, H; 0) as the set of triples (R, γ, u), where
subject to the equationṡ 
The +1 accounts for the variable R. A straight forward computation implies for an element
We note, that for R = 0 this inequality implies E(u) = 0.
Exactly the same arguments as in theorem 4.3 imply that the moduli spaces are compact in dimension 0 and can be compactified in dimension 1. We denote again the compactification by the same letter. The boundary of the compactification decomposes as
(L,S) (q; g, f ; J, H; 0) R = 0 . If we consider a sequence (R n , γ n , u n ) n∈N , the first union collates breaking of the gradient half-trajectory. In this case the sequence (R n ) converges. If the sequence R n → ∞, the sequence of half-cylinders u n breaks into a pair consisting of a half-cylinder and a plumber's helper solution due to the chosen cut-off function β. This makes up the second union. The last union appears for obvious reasons.
Since the moduli spaces M PSS,− (L,S) (q; g, f ; J, H; 0) are compact in dimension 0, we can define
which is not a cycle but merely a chain. Furthermore, we abbreviate the set and define the cycles 
Theorem 5.2. In the situation of theorem 3.1 we denote by
The homomorphism ι 0 does not vanish, so that N L ≤ dim L + 1. This is well-known for displaceable Lagrangian submanifolds.
Proof of theorem 5.2. This is an application of theorem 3.1, namely we take a non-zero
Floer theoretically with the help of theorem 3.1. Using the fact that L is displaceable we will prove that this cycle in Floer homology vanishes simply by the fact that all moduli spaces involved are empty for a certain class of Hamiltonian functions. This shows that PSS −1 ι k ([S]) = 0 and proves the assertion of theorem 5.2.
In contrast to theorem 3.1 we denote here by [S] a class in H k (L; Z/2) and by ι k ([S]) its image in H k (M ; Z/2). We claim that under the assumption that L is displaceable there exists a Hamiltonian function G :
We choose an autonomous Hamiltonian function H : M −→ R ≥0 such that the support of X H is contained in U(L) and H| L > 0. Since Φ K displaces the support of X H , we draw the standard conclusion
for all constants ρ ≥ 0 (cf. [10] ). Furthermore, A ρH#K (x) = A K (x), since by assumption H ≡ 0 outside U(L) and all elements of P(K) and P(ρH#K) lie in M \ U(L). We employ inequality (4.8) to obtain the inequality
for an element u ∈ M − (L,S) (x; J, ρH#K; 0). We conclude that for ρ ≫ 0 the right hand side becomes negative, since H| L > 0. In particular, all moduli spaces M − (L,S) (x; J, ρH#K; 0) are empty for sufficiently large ρ. This concludes the argument.
In contrast to theorem 5.5 below it is essential that we assume that L is displaced by a Hamiltonian diffeomorphism and not a symplectic diffeomorphism as the examples S 1 ×{pt} ⊂ S 1 × S 1 shows. Theorem 5.2 was an application of theorem 3.1. Using the same idea we present a new proof of Chekanov's result [4] within our set-up as an application of theorem 3.3. We should mention that in [4] this result is proved under the sole assumption that M is geometrically bounded. Proof. This goes along the same lines as the proof of the preceding theorem. There is nothing to prove in case e(L) = ∞. Therefore, we assume from now on that L is displaceable.
We choose a Hamiltonian function K such that such that Φ 1 K displaces a small neighborhood U(L) of L. Let us assume that the assertion of the theorem is false, i.e. ||K|| < min A M , A L .
Again we choose a Hamiltonian function H : M −→ R ≥0 such that the support of X H is contained in U(L) and H| L > 0. For an element u ∈ M − (L,pt) (x; J, ρH#K; 0) we combine inequality (4.8) and the estimate of lemma 2.7 for ρ ≥ 0 to obtain
The second inequality is valid by exactly the same reasoning as in the proof of theorem 5.2. Now we want to apply theorem 4.3. Although the assumption ||ρH#K|| < min A M , A L does not hold for large values of ρ we established the crucial inequality E(u) < min A M , A L directly. As explained in remark 4.4 we can still apply theorem 3.3 and thus represent the class [pt] ∈ H 0 (M ; Z/2) in the Floer homology HF * (ρH#K).
As in the proof of theorem 5.2 we conclude from the displaceability of L that the moduli spaces M − (L,pt) (x; J, ρH#K; 0) are empty if ρ is sufficiently large. This contradicts the fact that counting the number of elements of M − (L,pt) (x; J, ρH#K; 0) defines the class [pt] = 0. Therefore, our assumption ||K|| < min A M , A L was false. This proves the theorem.
Lagrangian intersections and spectral capacities.
If we apply theorem 3.1 in the special case S = pt to spectral capacities, we obtain. using the property Poincaré duality for the action selector in the second case. We obtain 
Proof. Each connected component of L has minimal Maslov number at least N L . Therefore, two such components of L intersect. For the second assertion is obvious from theorem 5.5.
Remark 5.8. Theorem 5.5 says that if the monotone symplectic (M, ω) has two disjoint Lagrangian submanifolds of sufficiently large minimal Maslov number, then it has infinite spectral capacity. The theorem allows for the following refinement: An arbitrarily small neighborhood of each such Lagrangian has infinite spectral capacity, namely choose the sequence {H n } from the above proof such that H n is supported in the small neighborhood. In particular, c γ (L i ) = ∞.
Remark 5.9.
(1) The assumption of theorem 5.5 that the symplectic manifold has finite spectral capacity is crucial as the example S 1 × {pt} ⊂ S 1 × S 1 shows: S 1 × {pt} is monotone and N S 1 ×{pt} = ∞, but c γ (S 1 × S 1 ) = ∞.
(2) The assumption on the minimal Maslov number is necessary, since otherwise the Lagrangian submanifold might be displaceable. Indeed, there exist displaceable Lagrangian spheres L in symplectic manifolds of the form X n+1 × CP n , cf. [3] . Since L is simply connected it is monotone and N L = dim L + 1. Furthermore, an analogous calculation as in lemma 5.12 shows
We do not know whether the Lagrangian submanifold L has to be monotone but we suspect that theorem 5.5 does not generalize to non-monotone L. A counterexample could consist of an analog of two S 1 ⊂ S 2 where one of them is not an equator. Proof. In view of theorem 5.5 we have to proof that CP n × CP n has finite spectral capacity. This is content of lemma 5.12 and is proved with help of lemma 5.11.
Lemma 5.11. The monotone symplectic manifold (CP n , ω FS ) has finite spectral capacitỹ
Proof. The equality is due to the fact that the minimal Chern number N CP n is sufficiently large, namely 2N CP n > dim CP n . We prove only the inequality. The quantum cohomology ring of CP n over Λ 0 (Γ) = Z/2 is given by
i.e. Laurent series in q and polynomials in p up to degree n, where the class of the symplectic form corresponds to p. Furthermore, q corresponds to the class [CP 1 ] of the holomorphic sphere CP 1 . In particular, the relation p n+1 = q reads
See [11] for details on the quantum cohomology ring of CP n . Using the properties Novikov and Product of the action selector we find
(5.10)
, and thus c γ (CP n ) ≤ ω FS (CP 1 ). Lemma 5.12. The spectral capacity of (CP n × CP n , ω FS ⊕ ω FS ) is finite:
Proof. We abbreviate
The class a n b n :
Since both factors in CP n × CP n have the same symplectic form we can use the Kuenneth formula for quantum cohomology [11, chapter 11.1] . Therefore, together with lemma 5.11 we compute in the quantum cohomology of CP n × CP n : (ab) * (a n b n ) = (a * a n )(b * b n ) = (1 CP n * e A )(1 CP n * e B ) = 1 CP n ×CP n * e (A+B) .
Now the reasoning is as above, namely
c (ab) * (a n b n ), H = c(1 CP n ×CP n * e (A+B) , H) = c(1 CP n ×CP n , H) − 2ω FS (CP 1 )
c (ab) * (a n b n ), H ≤ c(ab, 0) + c(a n b n , H) = c(a n b n , H) . (5.13)
Note, that c( 2n n · a n b n , H) = c(a n b n , H). The lemma follows. Corollary 5.13. Any two simply connected Lagrangian submanifolds in CP n × CP n intersect each other. Furthermore, they are all connected.
Proof. Since a simply connected Lagrangian submanifold L in a monotone symplectic manifold is monotone with minimal Maslov number equal to twice the minimal Chern number, we conclude N L = 2N CP n ×CP n = 2N CP n = 2(n + 1) > 2n + 1 and can apply theorem 5.10.
Example 5.14. An example of a simply connected Lagrangian submanifold of CP n × CP n is the anti-diagonal∆ = {(z, z) | z ∈ CP n }. Unfortunately, we are not aware of any other examples of simply connected Lagrangian submanifolds of CP n × CP n or of non-simply connected monotone Lagrangian submanifolds of sufficiently large minimal Maslov number.
Remark 5.15. Biran informed us that using his techniques he can prove corollary 5.13, too. Using tools adapted to four dimensions, Hind [8] proves that all Lagrangian spheres in S 2 ×S 2 are Hamiltonianly isotopic to the anti-diagonal. Since the minimal Maslov number of such spheres equals 4 they are not displaceable and corollary 5.13 follows in the case n = 1.
Cornea [5] reported on an ongoing project with Lalonde at the "SMS 2004" in Montreal 1 . The following theorem is a special case of their results. We give here a new proof since it demonstrates our method quite nicely. Another proof of theorem 5.16, in spirit of Gromov's theorem asserting that H 1 (L; R) = 0 for all closed Lagrangian L ⊂ R 2n , was explained to us by Salamon. Since the dimension of M ± (L,{p 0 }) (x; J, H; 0) equals ±µ CZ (x) − dim L we can relax the assumption of (M, ω) being symplectically aspherical to N M > dim L. In this case there might be holomorphic spheres but the index formula (4.11) shows that the moduli spaces M ± (L,{p 0 }) (x; J, H; 0) are compact for all relevantx, more precisely for µ CZ (x) = ± dim M . For instance the theorem holds for CP n .
Combining the proofs of theorem 5.5 and 5.16 we obtain the following assertion for a symplectic manifold (M, ω) of finite spectral capacity.
If there exists a point on the monotone Lagrangian submanifold L ⊂ M through which passes no non-constant holomorphic disk of Maslov index µ Maslov ≤ dim L + 1, e.g. N L > dim L + 1, then L ∩ ϕ(L) = ∅ for all ϕ ∈ Symp(M, ω).
The example S 1 ⊂ S 2 shows that this statement can't be reversed. Through each point of an equator passes a holomorphic disk of Maslov index 2 and each image under a symplectomorphism intersect the equator again. More generally, this holds true for the Clifford torus in CP n , see [6] .
