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Abstract
Automated satellite proximity operations is an increasingly relevant area of mis-
sion operations for the US Air Force with potential to significantly enhance space
situational awareness (SSA). Simultaneous localization and mapping (SLAM) is a
computer vision method of constructing and updating a 3D map while keeping track
of the location and orientation of the imaging agent inside the map. The main ob-
jective of this research effort is to design a monocular SLAM method customized for
the space environment. The ultimate goal is to design a complete control system for
satellite proximity operations and provide the ability to perform accurate motion and
structure estimation on an unknown space object based on relative motion, leveraging
this SLAM method. The method developed in this research will be implemented in
an indoor proximity operations simulation laboratory. Development is constrained to
a monocular system to minimize the required size, weight, and power (SWAP) and
allow implementation on a spacecraft as small as a CubeSat. A run-time analysis is
performed, showing near real-time operation. The method is verified by comparing
SLAM results to truth vertical rotation data from a CubeSat air bearing testbed.
An adjustable parameter sensitivity analysis is performed as well. This work enables
control and testing of simulated proximity operations hardware in a laboratory en-
vironment. Additionally, this research lays the foundation for autonomous satellite
proximity operations with unknown targets and minimal additional SWAP require-
ments, creating opportunities for numerous mission concepts not previously available.
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A MONOCULAR SLAM METHOD TO ESTIMATE RELATIVE
POSE DURING SATELLITE PROXIMITY OPERATIONS
I. Introduction
1.1 Background
The ability of a satellite to rendezvous with another satellite provides the Air
Force with an immense set of capabilities. Performing maneuvers near another satel-
lite, known as proximity operations or proxops, allows the user to collect data and
interact with the target satellite in many ways that are impossible from the surface
of the Earth. Reliable proxops technologies enable numerous mission concepts, some
of which include inspection and maintenance satellites, refueling, and debris removal.
The ability to perform these operations autonomously further enhances mission ca-
pabilities and minimizes the required on-orbit size, weight, and power (SWAP).
However, a satellite performing proxops with an unknown or uncooperative space
object must be able to, at a minimum, estimate its relative position with respect to
the target object to be able to successfully perform relative navigation. Additionally,
a spacecraft must be able to accurately estimate the target object’s orbit to develop
a maneuver strategy. As the distance between the two satellites decreases, knowledge
of the target spacecraft’s orientation and dimensions may be required as well to avoid
a collision, especially if docking or other physical interaction is required.
In the early years of space exploration, spacecraft rendezvous was performed be-
tween two manned spacecraft under the command of an astronaut [15]. In more recent
years, missions from the National Aeronautics and Space Administration (NASA), the
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Air Force Research Laboratory (AFRL), the Defense Advanced Research Projects
Agency (DARPA), SpaceX, and Orbital Sciences Corporation aim to advance prox-
ops technology and demonstrate capability to rendezvous with various spacecraft,
each with different levels of autonomous operation and sensor data from the target
satellite (hence a cooperative target).
AFRL’s Automated Rendezvous System uses an active LiDAR sensor on board
XSS-11 (eXperimental Satellite System 11), which is matched to a known model of
the spacecraft to estimate the relative pose between the two spacecraft [1]. AFRL
more recently launched the Automated Navigation and Guidance Experiment for Lo-
cal Space (ANGELS) satellite which hosts a sensor payload to evaluate techniques
for detecting, tracking, and characterizing space objects [2]. DARPA utilizes a sys-
tem they developed called the Advanced Video Guidance Sensor (AVGS) on board
their Orbital Express spacecraft and the Demonstration for Autonomous Rendezvous
Technology (DART) spacecraft, which irradiates retro-reflectors of a known orienta-
tion with a laser to solve the relative pose problem [11]. The SpaceX Dragon capsule
and Cygnus by Orbital Sciences Corporation both send unmanned resupply capsules
to the International Space Station (ISS) that perform autonomous rendezvous (also
based on a known model of the target) until within reach of a robotic arm on the ISS.
1.1.1 The GEODETICA Tool.
The General Electro-Optical DEtection, Tracking, Identification, and Character-
ization Application (GEODETICA) is a tool being developed by the Air Force Insti-
tute of Technology (AFIT), Virginia Tech, and AFRL in order to provide a software
suite for processing unresolved space-based imagery. Currently, the tool detects and
tracks objects in a continuous stream of unresolved imagery (long range images in
which target objects and stars appear as points or streaks) [40]. With the track point
2
Figure 1. Example RSO Discrimination and Tracking in a Simulated Scenario [40].
information, the tool can perform attitude determination, angular rate estimation,
and resident space object (RSO) detection. Figure 1 shows a simulated RSO dis-
crimination and tracking scenario. The concept for the future of GEODETICA is
a complete end-to-end tool to perform the image processing and CV algorithms for
RSO detection, long distance rendezvous, and close range proxops with an uncoop-
erative space object, and provide the information for the autonomous control of the
spacecraft throughout the process.
1.2 Research Focus
1.2.1 Motivation to Use Computer Vision for Proxops.
The proxops methods listed in Section 1.1 have limitations. A LiDAR sensor
for range finding requires an additional sub-system with additional hardware. Size,
weight, and power each come at a very expensive premium in space. AVGS alone
weighs approximately 8 kilograms, occupies slightly more than 10 liters of volume,
and draws 30 watts of power during tracking mode [11]. Additionally, the Rendezvous
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LiDAR Sensor (RLS) and methods based on fiducial markings both require detailed
knowledge about the target object. These methods may provide less uncertainty for
a single view of the target, but severely limit the capabilities of the proxops satellite
if the mission requires approaching an unknown or uncooperative object.
Designing an image-based computer vision (CV) method to perform these required
tasks that only uses a camera and a CPU (and very sophisticated software) would
greatly minimize the additional sub-system requirements on the spacecraft. Most
spacecraft already have star trackers, which use dedicated CPUs to perform stellar
rectification with a catalog for attitude determination. Suddenly, with a dual purpose
image processing sub-system that performs attitude determination and CV-based
proxops navigation, the required SWAP to perform a proxops mission may be much
smaller than previously imagined (possibly no additional hardware).
Once within range to acquire resolved imagery, it may also be possible to construct
a model of the target spacecraft using a CV-based proxops system, using multiple view
geometry methods [16]. This type of method removes the requirement for a priori
knowledge of the shape and structure of the spacecraft in question. This method fur-
ther expands the potential mission areas into operations near uncooperative targets,
which may include sequential rendezvous with space debris for removal, or operations
with a damaged or unresponsive spacecraft for information gathering purposes.
1.2.2 Proxops From a CubeSat.
CubeSats are becoming increasingly popular as alternatives to much larger space-
craft [42]. With a smaller and lighter platform, flexible launch options become avail-
able, making CubeSats a viable and affordable space platform for universities. Ad-
vances in technology are allowing CubeSat designers to fit an incredible amount of
mission capability into very small spaces as well. Figure 2 shows one unique method
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Figure 2. A Unique Way to Launch CubeSats: From the ISS [31].
for deployment, launching three 1U CubeSats from the ISS [31].
Two-camera CubeSat star trackers that occupy 1/2U to 1U are commercially
manufactured as mission attitude knowledge requirements increase [6]. Developing
CV algorithms and implementing them on a star tracker-like platform seems to be
the most feasible implementation of an autonomous proxops system on a CubeSat.
One popular concept for proxops satellites is the inspector/maintenance satellite.
An inspector satellite can gather valuable data from space about its target satellite,
potentially providing the right information to extend the target satellite’s time on-
orbit (therefore decreasing the cost per year). To make the inspector satellite a feasible
idea, it needs to be a cheaper alternative to replacing the original satellite a few years
early. Flexible and affordable launch options provide a significant motivation behind
implementing a CV-based proxops method on a CubeSat. Additionally, sharing a
ride with a larger spacecraft automatically places the inspector in the same orbit as
its target and removes long range rendezvous from the list of required capabilities.
Spatial information is capable of being extracted from a stereo rig of two cam-
eras with known relative pose (a fixed relative rotation and translation). However,
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Figure 3. Increased Uncertainty As Relative Camera Separation Decreases [16].
accuracy of the spatial information decreases as the distance from the target in-
creases relative to the camera separation. As the distance from the target continues
to increase, eventually no additional information providing a second perspective is
provided, shown by Figure 3.
Since CubeSats have very little linear dimension to provide separation between
cameras, and distances in the space environment can be quite large, no additional
useful information is gained by utilizing a stereo camera setup until the target is in
extremely close proximity. The small relative space places an additional constraint on
the method to be implemented: the algorithms developed herein are to be calculated
from the motion of a single camera, or a monocular system. Estimating camera pose
from corresponding features between multiple views from one camera, projecting the
tracked features to a 3D map, and localizing the camera in the map is known as
simultaneous localization and mapping (SLAM).
1.3 Goals
The main goal of this research is to design a monocular SLAM method for im-
plementation in an indoor proxops simulation laboratory and eventual integration
with the GEODETICA tool. The main product of this method will be relative pose
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(position and orientation) and 3D structure estimates through relative motion with
a target object. The SLAM method will be robust enough to handle the specifics
of the space environment, including reflective surfaces, dynamic backgrounds, and
changes in lighting. Key considerations to be addressed are the accuracy of the re-
sulting structure and motion estimates in comparison to truth data. Near real-time
operation is required as well to eventually provide state information for a hardware
control system.
Another important aspect of this research is the ease of interpretation, customiza-
tion, and testing. It is very important that the code is written in an easily understood
format, is well commented, and ties directly to the explanation provided by this thesis.
Successors to this research will use this software to perform testing, customization,
and inevitably optimize this implementation. Writing the method developed here in
a manner that promotes efficiency and rapid prototyping for its successors ensures it
plays a part in meeting the larger goal of developing a space-rated monocular SLAM
proxops system.
1.4 Document Layout
Chapter II provides a literature review of CV topics and algorithms used in this
research, such as point tracking methods, multiple view geometry, pose estimation,
projecting 2D point matches to 3D space, bundle adjustment, and a survey of other
researchers performing monocular SLAM. Chapter III delves into the specific method-
ology that ties the chosen CV algorithms together to create a product that performs
structure and motion estimation. Chapter IV presents SLAM results on space re-
lated video sequences, as well as an accuracy analysis, a processing time study, and
a parameter sensitivity analysis. Finally, Chapter V presents the conclusions of this
research, recommendations for future work, and the summary.
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II. Literature Review
2.1 Relevant Theory
This section provides an overview of relevant theory necessary to design a monoc-
ular SLAM system for use in the space environment. It begins with a description of
the multiple view geometry theory1 that leverages changes in perspective of multiple
points on an object from different views, including epipolar geometry, pose estimation,
and methods to estimate spatial information. Three dimensional information can only
be extracted from a series of images if there are accurate point correspondences on
an object in multiple images throughout relative motion between the camera and the
object. The next section will explore methods of obtaining 2D point correspondences
throughout a series of frames, while keeping in mind that it needs to occur near
real-time (as close to 30 frames per second as possible). Finally, the theory behind
bundle adjustment is discussed, which is a method of reducing the reprojection error
to refine estimated 3D motion and 3D point projections from multiple 2D images of
each point.
2.1.1 The Pinhole Camera Model.
The pinhole camera model defines the geometric relationship between a 3D scene
and a 2D image in an ideal camera with no lens, where the camera aperture is defined
by a single point. Using the pinhole camera model, the 3D scene is projected on to
a 2D plane at a distance f from the camera center, where f is the camera’s focal
length. A point in space is mapped on to the image plane at the intersection of a
1Richard Hartley and Andrew Zisserman provide what may be the industry standard for a col-
lection of theory behind geometry from multiple perspective views in their text Multiple View
Geometry in Computer Vision [16], as well as descriptions of numerous algorithms. This text is
frequently cited during the review of applicable theory, especially through the assistance of their
figures, to accompany a hopefully simpler and more concise explanation.
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Figure 4. The Pinhole Camera Model [16].
line from the camera center to the point’s 3D location (X, Y, Z) and the image plane.
Figure 4 shows that through similar triangles, the 3D point at (X, Y, Z) is mapped
to the 2D image plane to the coordinates (fX/Z, fY/Z). The pinhole camera model
is a popular approach in computer vision due to its simplicity. However, since it
does not incorporate image distortions, camera calibration is required to account for
deviations from the model.
Camera Calibration.
Real-world cameras do not perform the ideal projection described by the pinhole
camera model. Lenses are used which introduce nonlinear distortions in imagery.
Short focal length cameras and low-cost cameras compound these distortions. Dis-
tortions internal to the camera, or the camera’s intrinsic parameters, are accounted
for through the use of a camera calibration matrix K. Equation 1 shows the general
form of the calibration matrix of a charge-coupled device (CCD) camera, where f
is the camera’s focal length (in mm), sx and sy are the ratio of physical size of the
imaging sensor per number of pixels (mm/pixel) in the x and y directions on the
image plane, and (x0, y0) is the location of the camera’s principal point, or image
center, relative to the center of the image plane. A skew parameter is included as
well, where Θ represents the angle between the x and y axes, which is usually π/2.
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Additional parameters defining radial and tangential distortion can be included as
well, but it is often not necessary to use them to their full extent with standard field
of view cameras (non wide-angle lens).
K =

f/sx f/sx cot Θ x0
0 f/sy y0
0 0 1
 (1)
Calibration of the camera’s internal parameters is typically performed experi-
mentally through the use of a calibration checkerboard. Zhang describes the theory
behind this process [49]. Numerous packages exist to automate the procedure: a
well-known toolbox for MATLAB by Bouget [8], a MathWorks implementation in
the MATLAB Computer Vision System Toolbox [30], as well as an implementation
of Bouget’s algorithm in the open source computer vision library, OpenCV [9].
2.1.2 Multiple View Geometry.
As shown by the pinhole camera, a single image from a camera takes the 3D
world and projects it into 2D space on the image plane. Unfortunately, during this
process, all the important depth information is lost. At least one more perspective
is required to recover depth information. Human eyes work in this manner: with
two perspectives taken from a fixed distance apart (stereo vision), humans are able
to perceive depth because each eye receives a slightly different view of the world (or
knowledge of an object’s size).
Suppose the world coordinate frame is defined by the left eye (zero rotation and
translation). From the center of the right eye, in the right eye’s coordinate frame,
the origin of the world coordinate frame (and location of the left eye) is defined
by the vector t
R/W
R . The subscript on this notation signifies the vector’s coordinate
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frame: the right eye’s coordinate frame. The superscript signifies the vector direction:
pointing from the center of the right eye to origin of the world coordinate frame.
The standard notation that follows will represent all quantities in a camera-centered
coordinate frame unless otherwise stated. The shorthand version of this vector and
the notation implemented is tR, which identifies the location of the world origin in
the right eye’s coordinate frame, with the vector originating from the right eye.
Orientation is defined in a camera-centric format as well. A change in orientation
of the right eye with respect to the world coordinate frame is represented by the 3 x
3 rotation matrix RRW, which rotates vectors from the world frame to the right eye’s
frame. Equation 2 shows the calculation for the location of the right eye in the world
coordinate system, nRW.
nRW = −[RRW]−1tR (2)
It is possible to construct a matrix (known as the camera matrix, P) that identifies
the location and orientation (pose) of each eye with respect to the world frame.
The result is a 3 x 4 matrix that is a concatenation of the camera-centric rotation
matrix and translation vector, with respect to the world coordinate system, shown
by Equation 3. The left eye is represented in Equation 3 by PL and the right eye by
PR, where KL and KR are each cameras’s respective intrinsic calibration matrices
from Equation 1. Since the world coordinate system is aligned with the left eye, no
rotation or translation is required. This is represented in Equation 3 by I, the 3 x 3
identity matrix, and 0, a 3 x 1 vector of zeros.
PL = KL [ I |0 ] PR = KR [RRW | tR ] (3)
Using P, the 2D projection of a 3D point on the image plane for camera n occurs
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according to Equation 4, where s is an unknown scale factor. In Equation 4, the
lowercase x on the left side represents the 2D location of a point on the image, while
the uppercase X on the right side represents the same point in 3D space.
sxn = PnX (4)
Equation 5 shows a summary of all of the quantities assembled in the 2D pro-
jection operation from Equations 1, 3, and 4. The quantities rmn and tm represent
the individual elements of the appropriate rotation matrix and translation vector.
The lowercase quantities x and y represent the image coordinates of point x. The
uppercase quantities X, Y , and Z represent the spatial coordinates of point X.
s

x
y
1
 =

f/sx f/sx cot Θ x0
0 f/sy y0
0 0 1


r11 r12 r13 t1
r21 r22 r23 t2
r31 r32 r33 t3


X
Y
Z
1

(5)
The Epipolar Plane.
As a camera moves in 3D and gains additional information through a second view
(like your eyes), additional depth information about the 3D scene becomes available.
However, unlike your eyes, the location of the camera which captures the second
image is unknown. In order to gather any information about an object’s 3D location
through triangulation, the pose of the second camera must be known. The pose of
the second camera is estimated through the use of epipolar geometry.
Epipolar geometry describes the relationship between two perspective views of
the same 3D object. The epipolar plane is the plane passing through three points:
the two camera centers and a corresponding point in each view. Figure 5 shows the
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Figure 5. The Epipolar Plane. Depth Information is Revealed From Multiple Views
[16].
epipolar plane. When observing the 3D point X from C1, all that is known is the 2D
location of that point in the image, represented by x1. The 3D location could exist
anywhere on the line C1 −X. However, when a second view is incorporated from
camera C2, the exact point on that line can be identified, revealing the depth from
camera C1. This concept leads to an important realization: a corresponding point
in one image must lie on a particular line in the second image. The line that the
corresponding point x2 must exist on is the intersection of epipolar plane with the
second image plane, and is called an epipolar line, l2 in Figure 5.
The line connecting the base of the triangle from C1 −C2 is called the baseline.
At the intersection of the baseline with each image plane is each image’s respective
epipole, e1 and e2. Since the baseline is shared by any epipolar plane formed between
two camera locations, only one point in the first image is needed to determine the
epipolar line in the second image, on which the corresponding point must be found. If
the images from C1 and C2 are not taken at the same time, one important assumption
when applying these geometric relationships is that the scene must be rigid and non-
changing.
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The Essential and Fundamental Matrices.
Suppose three vectors are created along each edge of the triangle forming the
epipolar plane, in the frame of camera C2. The first vector points from C2 to x2,
x2. The second vector points from from C2 to C1 and is equivalent to the relative
translation between the two cameras, t2. The third vector points from C1 to x1,
translated to the C2 frame. As a reminder, the notation for the rotation matrices is
camera-centered, so R2 brings vectors from C1 to C2. The vector pointing from C1
to x1 is then equivalent to R2x1. Since all three vectors are coplanar, Equation 6 is
true (using homogeneous image coordinates) [25],
xT2 (t2 ×R2x1) = xT2 ([t2]xR2x1) = 0 (6)
where the cross product is expressed as the product of the skew-symmetric matrix,
[t2]x. Substituting E = [t2]xR2, the essential matrix, yields Equation 7 (the epipolar
constraint equation).
xT2Ex1 = 0 (7)
The essential matrix is the algebraic representation of the epipolar geometry for
a known camera calibration, constraining a point in one image to a corresponding
epipolar line in a second image (through a change in camera pose, and at a mini-
mum, a non-zero translation vector; otherwise no additional perspective information
is gathered). It is possible to convert the essential matrix from the camera coordinate
system to image points in pixels using the inverse of the camera calibration matrix.
Equation 8 shows the essential matrix rewritten in image coordinates, known as the
fundamental matrix, F [14].2
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F = K2
−TEK1
−1 = K2
−T[t2]xR2K1
−1 (8)
Equation 9 shows the epipolar constraint equation rewritten with the fundamental
matrix, giving the relationship between corresponding image points in pixel coordi-
nates.
xT2Fx1 = 0 (9)
2.1.3 Pose Estimation.
The motivation behind explaining the fundamental matrix is that it can be derived
experimentally through multiple point correspondences in different images. Finding
the fundamental matrix reveals the essential matrix if the camera calibration param-
eters are known. Then, the essential matrix is a combination of the relative rotation
and translation between camera locations, E = [t]xR, and can be decomposed to
estimate the relative pose between cameras. This section first includes a review of
commonly used algorithms to estimate the fundamental matrix from point correspon-
dences, followed by a description of an iterative method to estimate a parameter in a
data set that contains outliers called random sampling and consensus (RANSAC). A
method of triangulating 2D point matches to a 3D location is described. This section
concludes with a description of a method to estimate pose from a set of point corre-
spondences with known 3D locations, called the perspective-n-point (PnP) problem.
2The fundamental and essential matrices have many different properties and uses not included
here. Many nuances exist regarding obtaining optimal camera motion and degenerate cases that are
not explained. This document seeks to reach a balance between including the relevant information
without omitting important details. The bibliography includes numerous sources with additional
information.
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Algorithms to Estimate the Fundamental and Essential Matrices.
The simplest calculation of the fundamental matrix is the Normalized 8-point
Algorithm [25]. From eight point matches in two images, the fundamental matrix
is found by constructing the epipolar constraint equation for each, which is shown
by Equations 9 and 10. The resulting linear equations formed are represented by
Equation 11, and are followed by a least-squares solution. Only eight points are
required as the fundamental matrix is a 3 x 3 matrix determined up to an arbitrary
scale factor, which yields one constraint:
[
x′i y
′
i 1
]
f1 f2 f3
f4 f5 f6
f7 f8 f9


xi
yi
1
 = 0 (10)
and can be rearranged to represent n linear equations from n sets of point matches:

x′1x1 x
′
1y1 x
′
1 y
′
1x1 y
′
1y1 y
′
1 x1 y1 1
...
...
...
...
...
...
...
...
...
x′nxn x
′
nyn x
′
n y
′
nxn y
′
nyn y
′
n xn yn 1


f1
f2
f3
f4
f5
f6
f7
f8
f9

= 0 (11)
Another algorithm exists for calculating the fundamental matrix that enforces an
additional constraint: the fundamental matrix must be a singular matrix of rank two.
The result is seven degrees of freedom and the seven-point algorithm, which is the
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minimum case for calculating the fundamental matrix, but introduces a nonlinear
constraint equation. Additional details are available [16].
The essential matrix, on the other hand, only has five degrees of freedom. Three
degrees of freedom are from the rotation matrix, R, three are from the translation
vector, t, and the scale constraint is applied again, reducing the number of degrees
of freedom by one. A fairly complicated five-point algorithm exists for estimation of
the essential matrix by Nister [32]. Nister shows that the five-point method clearly
outperforms the other methods for sideways motion and the eight-point method is
best for forward motion. Another drawback of the five-point method is it requires that
the camera intrinsics be known, while the seven-point and eight-point methods can
operate independently of this knowledge. An implementation of Nister’s algorithm is
included in OpenCV 3.0 [35].
RANSAC.
Typically, more point matches will exist than are required by the estimation algo-
rithm. One of the most difficult aspects of implementing a CV routine is gracefully
implementing a method to select the best points. Anomalies affect even the best
point trackers. Image noise occurs as well. A common method implemented to re-
move outliers is RANSAC. Consider developing a solution to a problem based on a
set of data points that contains outliers. Using a least-squares type solution, outlying
points will skew the results. RANSAC, on the other hand, randomly samples groups
of test points, computes a solution based on the reduced set, and estimates the total
error between the remaining points and the solution based on the minimized set. Af-
ter a number of iterations, the returned solution is the set that has the least overall
error and the outliers are the points which deviate from that solution greater than a
threshold value. In this manner, identified outliers do not affect the solution.
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Figure 6. Initial Set of Point Correspondences (Credit: S. Kelly).
Figure 7. Point Correspondence Inliers After RANSAC (Credit: S. Kelly).
Figures 6 and 7 show RANSAC applied to a series of image point matches. Figure 6
shows initial point matches, with some outliers present. Figure 7 shows the remaining
points after RANSAC has selected the least-error solution and removed outliers that
don’t meet a certain threshold.
RANSAC has advantages and disadvantages. In a group of data points that con-
tains outliers, a big advantage of RANSAC is its ability to perform robust estimation
of model parameters. However, approximately 50% of the points need to be inliers to
converge on an accurate solution. Depending on the confidence level required, there
is no upper bound on the time it may take to determine a solution. Limiting the
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number of iterations may result in a solution that is less accurate than the least-
squares solution of all available points. To obtain timely and accurate results, the
points provided to RANSAC need to be carefully selected while using an appropriate
number of iterations. MATLAB includes a RANSAC function implementation in the
Computer Vision Systems Toolbox with the number of iterations and error threshold
value as input options.
Decomposing the Essential Matrix to Estimate Pose.
Since the essential matrix confines points to exist on a plane, it is a singular
matrix of rank 2. More specifically, a 3 x 3 matrix is an essential matrix if and
only if two of its singular values are equal, and the third is zero. Using a method
called singular value decomposition (SVD), it is possible to extract the translation
and rotation information shown in Figure 8 from the essential matrix. The specifics
of this method can be found in [16].
However, as a result of essential matrix decomposition, an ambiguity arises for
the direction of rotation and translation. The result is four possible combinations,
meaning four potential camera poses (a twisted pair). Using a test point, or a series
of test points from point matches, it is trivial to determine which of the four relative
pose combinations is correct, as only one will exist in which the test points occur
in front of both cameras. Figure 9 shows two perspective views of this phenomenon
for clarity. The original camera pose is represented by the green camera, pointing
toward the projected points. The other four cameras represent the twisted pair, with
the correct pose in blue, and the other three incorrect solutions in red. Notice the
blue camera is pointing toward the points, while the other three cameras are not.
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Figure 8. Relative Rotation and Translation From Essential Matrix Decomposition
[10].
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Triangulation.
Triangulation is the process of using two known camera poses, P1 and P2, and a
point correspondence in each image, x1 and x2 to find the point’s actual location in
3D space, X. Geometrically, triangulation is the process of finding the location of the
intersection of the epipolar lines. A linear method exists to perform triangulation.
Working in reverse, the 2D point location in each image is found from the camera
matrix and the 3D point location through a 2D projection on to a surface. For
each image projection, a 3D point is projected on the image plane using Equation
4. Using two images of the same point (Figure 8), x1 = P1X and x2 = P2X. Since
the quantities on each side of the equation are equal, a cross product between them
equates to zero. For the first image, x1× (P1X) = 0. The results of carrying out the
cross product are shown in Equations 12 through 14, where p1
i represents the i-th
row from the corresponding camera matrix, P1.
x1(p1
3X)− (p11X) = 0 (12)
y1(p1
3X)− (p12X) = 0 (13)
x1(p1
2X)− y1(p11X) = 0 (14)
Constructing a matrix with four rows, A, consisting of Equations 12 and 13 for
each view (Equation 15), allows for the solution of the 3D point location of the form
AX = 0. Equation 15 shows the final system of equations for linear triangulation
[16].
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
x1(p1
3)− (p11)
y1(p1
3)− (p12)
x2(p2
3)− (p21)
y2(p2
3)− (p22)

X = 0 (15)
However, due to image noise and track point error, these lines do not intersect
perfectly at X. Numerous triangulation methods exist to attempt to reduce this error
[18].
Estimating Pose with the Perspective-n-Point Problem.
The PnP problem is a CV topic that is used to determine calibrated camera
pose from one image based on a series of 2D points in the image with known 3D
locations. This process can be seen as roughly the opposite of triangulation. Rather
than solving for the location of X in 3D space based on two perspectives (P1 and
P2) and a 2D point match (x1 and x2), Pn is unknown and is estimated based on
i 2D point locations xin and their known 3D spatial locations X
i. Another notable
difference is the number of points and perspectives required. Triangulation requires
two separate known perspectives to estimate the location of one or more 3D points.
The PnP problem solves for only one perspective, but requires at least three 2D-3D
point correspondences. Numerous approaches exist to solve this problem.
One linear algorithm establishes a set of quadratic equations with coefficients
depending on image measurements and distances to 3D points. These equations
solve for the camera pose by finding the intersection of the rays at the optical center
from the 3D points through the image plane. The main advantage of this algorithm
is a fast calculation of a set of linear equations, which guarantees the correct solution
in a noiseless case. This linear method also avoids local minima solutions which are
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possible when using iterative algorithms [3]. However, iterative approaches typically
result in reduced error when image noise exists [19].
The iterative method is based on Levenberg-Marquardt optimization of the camera
matrix to minimize reprojection error. A point is projected to the 2D image plane
from 3D using Equation 4. Reprojection error is the Euclidean distance, represented
here by dist(x1,x2), between the location of the 2D image point to the projected point
location through a camera matrix P. This iterative method serves as a maximum
likelihood estimator for P, even in the presence of image noise. Equation 16 shows
the minimization function where i is the total number of points.
min
P
m∑
i=1
dist(xi,PXi) (16)
Additional methods have been developed in an attempt to reduce the number
of operations required while maintaining the robustness of the iterative approach
[50, 24, 36]. OpenCV includes numerous algorithm implementations for performance
comparisons if desired [35].
2.1.4 Feature Detection.
Numerous methods exist for detecting features to track in an image. Two of the
most popular algorithms for robustness and matching accuracy commonly found in a
literature search are the Scale Invariant Feature Transform (SIFT) [27] and Speeded-
Up Robust Features (SURF) [5], each of which contain their own proprietary feature
detection and descriptor-extractor routine. These types of feature descriptors excel at
extracting features from a known object and identifying the same object in a different
scene.
The SIFT algorithm has been demonstrated to generate a descriptor for a patch
of an image that is invariant to scale, rotation, and illumination. A SIFT descriptor
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patch consists of 128 floating-point values. The SURF feature was developed following
SIFT in an effort to reduce computational complexity. The SURF descriptor consists
of 64 floating-point values, which is faster to compute and can be more robust than
the original SIFT descriptor [5]. Figures 6 and 7 in Section 2.1.3 show an example of
SURF feature extraction and matching with the MATLAB Computer Systems Vision
Toolbox implementation.
While SIFT and SURF are popular algorithms that yield high quality features,
they are too computationally expensive to implement in a real-time application that
runs at or near 30 fps on a one core single-board computer. The entire series of
events to determine a series of point matches can take roughly half a second to
multiple seconds, depending on image resolution, feature density, and the RANSAC
confidence threshold desired [13].
Feature descriptors that operate more quickly than SIFT or SURF exist. However,
unlike SIFT and SURF which have a detection step and an extraction step, most
faster running descriptors only describe a location in an image via a specific set of
metrics. For this reason, reviewing other feature detection algorithms is required prior
to running a point tracker or feature descriptor. When identifying points in an image,
it is important to select unique and identifiable locations that are unambiguous to
their surroundings. In [41], Shi and Tomasi identify good features to track based
on “some measure of texturedness or cornerness such as a high standard deviation
in the spatial intensity profile, the presence of zero crossings of the Laplacian of the
image intensity, and corners.” Figures 13 and 14 in Section 3.2 show the importance
of selecting good feature locations.
A standard in the machine learning field for corner detection is the Features from
Accelerated Segment Test (FAST) algorithm by Rosten and Drummond. In real-time
applications with 30 fps video, the available time for processing before the next frame
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Figure 10. The FAST Corner Detector [39].
is captured is 1/30th of a second. The FAST algorithm can fully process a frame in
less than 7% of the available processing time. As a comparison, the Harris corner
detector operates in 120% of the available time, and only the detection phase of SIFT
in 300%. The FAST detector uses a circle of 16 pixels to test if a specific point is
a corner. Figure 10 shows the circle around the candidate point, p, with the pixels
in the circle labeled from 1 to 16. A point is a corner if N continuous points in the
circle have an intensity greater than the intensity of p plus some threshold value t.
A point is also a corner if N continuous points have an intensity less than p minus t.
The original FAST algorithm uses an N value of 12 [39].
2.1.5 Two-dimensional Point Tracking.
In [13], Doyle, a predecessor to this research at AFIT, performed a run-time
and accuracy comparison of numerous methods of feature tracking. As expected
with such a popular but costly descriptor, SIFT and SURF returned the highest
accuracy results. SIFT is also the slowest tracking algorithm in the study, with
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a series of tracks between two frames with a dynamic background taking nearly 3
seconds. SURF resulted in a slight decrease in accuracy during Doyle’s test, but ran
faster than SIFT, achieving a track in the same scenario in approximately 1 second.
In off-line implementations where accuracy is more important than run-time, SIFT
or SURF are most likely the descriptors of choice. The fastest method in this test,
while only sacrificing a slight amount of accuracy, is the pyramidal implementation
of the Lucas-Kanade method. As a side note, FAST was not considered in Doyle’s
study.
The Lucas-Kanade method considers a small window of an image at an interest
point in one frame, and searches for the most similar window in a subsequent frame by
assuming that the flow of the pixels is essentially constant in the local neighborhood.
Using this assumption, the optical flow equation, Equation 17, must apply for all the
pixels in the current window around the track point [28]. In Equation 17, Vx and Vy
are the optical flow velocity components, and ∂I
∂x
, ∂I
∂y
, and ∂I
∂t
are the image derivatives.
∂I
∂x
Vx +
∂I
∂y
Vy +
∂I
∂t
= 0 (17)
Rearranging Equation 17 and representing the image derivatives with Ix, Iy, and
It results in the series of equations applied to each pixel (q1 through qn) during the
Lucas-Kanade method, shown by 18. Solving for the velocity vector using least-
squares results in the updated window location.
Ix(q1)Vx + Iy(q1)Vy = −It(q1)
...
Ix(qn)Vx + Iy(qn)Vy = −It(qn)
(18)
The Kanade-Lucas-Tomasi (KLT) feature matching algorithm is an improvement
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to the least-squares approach. One drawback of the Lucas-Kanade method is that
the flow velocity vector between frames must be small enough to find a solution,
which is often less than the pixel spacing. The KLT method solves this problem
by creating a reduced-scale version of the images, or pyramids, for tracking large
scale motion. Two papers contributed to the KLT tracker [28, 44]. The MATLAB
Computer Vision toolbox includes an implementation of the KLT tracker. OpenCV
includes an implementation as well, known as pyramidal Lucas-Kanade optical flow.
In [41], Shi and Tomasi propose using an affine transformation on the tracking
template in addition to the translation-based system. Using an affine motion model,
a deformation matrix, A, modifies the track template to further minimize the dissim-
ilarity between frames as a result of changes in camera perspective. Using this model,
an image point x in the first image I is tracked to Ax+d in the next image, J . The
tracker works by finding the parameters A and d that minimize the dissimilarity, ε, in
Equation 19, where W is the given template window and w(x) is a weighting function
(typically w(x) = 1 or a Gaussian function are chosen to emphasize the center of the
window).
ε =
∫ ∫
W
[J(Ax + d)− I(x)]2w(x)dx (19)
2.1.6 Binary Feature Descriptors.
SIFT and SURF are based on histograms of gradients, which means the gradient
of each pixel in the feature window must be computed, a computationally expensive
process. However, when it comes to feature descriptors, SIFT and SURF are not
the only choices available. Binary feature descriptors describe a point in an image
based on a binary string of intensity measurement comparisons. Computing and
storing a binary feature into memory is very efficient with typical descriptor sizes
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of 128, 256, or 512 bits. Additionally, comparing binary strings to test a feature
match involves computing the Hamming distance, which only requires a bit count or
XOR operation between the two strings, a very efficient calculation compared to the
Euclidean distance calculation required for SIFT and SURF.
Binary feature descriptors create a binary string to describe an image patch based
on a series of point pairs from a sampling pattern. In a 256-bit descriptor, 256 point
pairs are chosen. For each entry in the binary string, the intensity values of the
two points in a pair are compared. If the intensity value of the first point is greater
than the second point, the binary value for that point pair is 1; otherwise, it is 0.
Comparing two features then only involves a binary comparison of the feature strings
to find the Hamming distance.
Numerous binary feature descriptors exist. The Binary Robust Independent El-
ementary Feature (BRIEF) descriptor, introduced by Calonder, is chosen based on
successful matching results, comparable to SURF while obtaining the efficiency ad-
vantages of binary features in [12]. Calonder shows, through a series of tests, that a
random sampling of point pairs in an isotropic Gaussian distribution, G II in Figure
11, gives the best results in terms of recognition rate.
When dealing with point comparisons via the Hamming distance, it is important
to determine a value under which two features will be considered a match. In [12] a
Hamming distance comparison test between actual matching points and non-matching
points is performed. Figure 12 shows the results of the Hamming distance comparison
test, where the blue lines are the Hamming distance between matching points, and the
red lines are the Hamming distance between non-matching points. The distribution
of distances for non-matching points is roughly Gaussian and centered around the
middle of the possible range. As the plots progress in Figure 12, camera separation
increases, causing an increase in dissimilarity between points and a corresponding
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Figure 11. Different BRIEF Sampling Approaches Tested in [12].
increase in the Hamming distance for positive matches.
2.1.7 Bundle Adjustment.
In [45], bundle adjustment is defined as “the problem of refining a visual recon-
struction to produce jointly optimal 3D structure and viewing parameter (camera
pose and/or calibration) estimates. Optimal means that the parameter estimates are
found by minimizing some cost function that quantifies the model fitting error, and
jointly that the solution is simultaneously optimal with respect to both structure and
camera variations.” The name bundle adjustment refers to adjusting the bundles of
light rays that point from each structure point to the camera centers.
Bundle adjustment begins with a set of initial 3D scene and camera parameter
estimates based on a set of 2D image observations. A nonlinear cost function is
developed in which the set of 2D points, x, are typically compared with a projection
of the 3D points on the image plane based on the camera parameters (Equation 4).
The 2D Euclidean distance between a reprojected 3D point from its initial 2D image
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Figure 12. Hamming Distance Distribution for Matching and Non-Matching Points
[12].
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location yields a quantity known as the reprojection error. Numerical techniques
are then used to minimize the total reprojection error of m 2D point projections
across n views by optimizing camera pose estimates Pn, the 3D scene points X
i, and
even calibration parameters K if desired. Equation 20 is the nonlinear cost function
constructed if only one camera is used and there is no change in calibration parameters
between views. Bundle adjustment is the model refinement portion of this problem.
min
Pj ,Xi,K
n∑
j=1
mj∑
i=1
dist(xij,PjX
i) (20)
There are many different ways to incorporate bundle adjustment into a 3D re-
construction method. Various strategies exist for the number of frames, structure
points, and parameters to modify. For off-line systems that do not require high-speed
run times, an entire set of observations can first be made prior to running bundle
adjustment. Using these observations, there is no time limit to optimize the resulting
nonlinear system and globally converge on a solution. However, in on-line systems
that require performance at live video rates, performing the problem incrementally
with a higher threshold for allowable error may be a requirement. Section 2.2.1 ex-
plores various research approaches and numerous bundle adjustment strategies.
A range of numerical methods may be implemented for optimization of the cost
function as well. The Levenberg-Marquardt Algorithm is a popular approach and
is implemented in the generic C/C++ sparse bundle adjustment package, SBA [26]
(further discussed in Chapter III).
2.2 Similar Approaches
This section reviews similar approaches other researchers have taken. Specific
works are mentioned due to unique bundle adjustment approaches implemented, as
well as accurate and fast running structure from motion (SFM) and SLAM systems.
31
2.2.1 Survey of Monocular SLAM Research.
VisualSFM [47] is a software package for performing 3D reconstruction on an
unordered set of images. It uses a graphics processing unit (GPU) implementation of
SIFT to identify accurate point matches significantly faster than the traditional SIFT
algorithm. It also exploits multi-core bundle adjustment, and despite its operation on
a batch of images, still performs SFM in an incremental fashion. In [46], Wu describes
the strategy behind the approach to minimize bundle adjustment run-time in the
VisualSFM implementation. Incremental SFM is known to accumulate error over
multiple relative camera pose calculations. Wu proposes an approach in which failed
feature matches are regularly re-triangulated during the incremental SFM process to
reduce error. Principles from VisualSFM can be applied to this research, however
run-time limitations of an off-line SFM software package prevent direct application.
In [4], Balzer and Soatto describe a method they call CLAM: Coupled Localization
and Mapping with Efficient Outlier Handling, which generates a model of a small-
scale object from a video. It excels at handling self-occlusions from in-plane rotation,
which challenges other SFM/SLAM systems. They implement the KLT tracker and
a method to apply a consistency check using binary features and an affine trans-
formation of the track window to increase similarity for successful matches. Their
outlier handling techniques specifically avoid the use of expensive RANSAC tech-
niques. This work achieves very impressive results considering accuracy and run-time
in comparison with other on-line SLAM algorithms. Bundle adjustment is only run
on a two-frame basis to minimize computation times; as a result, the global accuracy
suffers in comparison to off-line methods. In addition, Balzer generated a series of
synthetic scenes using Blender to benchmark his algorithm and shared them online
to save time for other CV researchers. Some of these scenes are used in this work,
with results shown in Chapter IV.
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Another SLAM method developed by Klein and Murray called Parallel Tracking
and Mapping (PTAM) [22, 23] uses parallel processors to separate the tracking and
mapping tasks. The tracking thread processes the input video and tracks the pose
of the camera relative to the map. The mapping thread creates the map, selects the
appropriate video frames to expand the map, and triangulates new features to the
map that exist in two camera poses. It also performs bundle adjustment to optimize
pose estimates and feature positions. Point tracks are initiated based on the FAST
corner detector. A search along the point’s matching epipolar line in the subsequent
frame minimizes the search area required for updating point tracks.
PTAM allows the mapping thread to perform local bundle adjustment in which
only a subset of poses is adjusted. For example, only the parameters for the most
recent 3 frames are optimized. These optimizations, however, are based on measure-
ments from the 7 prior frames. PTAM also interrupts the bundle adjustment process
if a new frame is available to be added to the map, which serves to integrate the
newest information as soon as possible. On the other hand, when no additional in-
formation is provided from updated frames because no new track points have become
visible, the mapping thread uses this free time to improve the map. Klein and Murray
present creative hardware implementations of PTAM as well. In one implementation
they perform augmented reality in real time on the touch screen of a camera phone.
2.3 Summary
The intent of this work is to use the theory described in this chapter to write
a modular SLAM method for implementation in an indoor proxops simulation lab-
oratory. Specifically, the SLAM method will be written to handle the demands of
the space environment. First, the method should be robust enough to manage point
tracks on reflective surfaces with changes in lighting. Isolating target points from a
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dynamic background, such as the Earth or stars, is a key design parameter as well.
Finally, the method should automate the rate at which pose is estimated to handle
varying rates of relative motion.
Other SLAM codes, such as PTAM and CLAM, are shared on the internet. How-
ever, a direct implementation of another researcher’s code without a detailed un-
derstanding of the underlying theory makes testing and customization for the space
environment nearly impossible. Nevertheless, this thesis does share many of the same
fundamentals and leverages applicable lessons learned by other researchers. The fol-
lowing chapters of this thesis and the included set of (thoroughly commented) MAT-
LAB routines provide this foundation in an environment that is easily interpreted
and enables rapid prototyping.
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III. Methodology
This chapter provides a description of the SLAM method developed to meet the re-
search objectives. First, Section 3.1 details the specifics of the hardware and software
systems used for development. Next, Section 3.2 shows how 2D point correspondence
data is acquired across video frames. Section 3.3 describes how these 2D points are
used for structure and motion estimation. Finally, Section 3.4 provides a summary
of the method developed.
This implementation is unique because it is designed to operate on objects in the
space environment. It stands out from other proxops methods because it is able to
operate without any knowledge of, or cooperation from, the target object, using only
one camera. This process is based on the theory explained in Chapter II. The ease
of prototyping new ideas is a key aspect of the design as well. This implementation
will inevitably be improved upon by future researchers.
3.1 Research Platform, Devices, and Software
3.1.1 Hardware.
A Dell M6600 Precision laptop was used for development and prototyping. Table
1 shows the computer specifications.
Table 1. Computer Specifications
Manufacturer: Dell
Model: M6600 Precision
Processor: Intel Core i7-2820QM @ 2.30 GHz
Installed memory (RAM): 16.0 GB
Graphics Card: NVIDIA Quadro 4000M
Dedicated Graphics Memory: 2.0 GB RAM
Processor Cores: 4
System type: 64-bit
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A Point Grey Research Flea 3 camera was used to acquire video sequences ana-
lyzed in Chapter IV. Table 2 shows the camera specifications and Table 3 shows the
specifications of the attached lens.
Table 2. Camera Specifications
Manufacturer: Point Grey Research, Inc.
Product Name: Flea 3 USB 3.0
Model: FL3-U3-13S2C/M-CS
Megapixels: 1.3
Imaging Sensor: Sony IMX035 CMOS, 1/3”
Max Resolution: 1328x1048
Max Frame Rate: 120 fps
Pixel Size: 3.63µm
Transfer Rate: 5 GBit/sec
Digital Interface: USB 3.0
Table 3. Lens Specifications
Model: LENS-30F2-V80CS
Focal Length: 2.8 ∼ 8mm
Angle of View (H × V ) : 100◦00′ × 73◦45′
Angle of View (H × V ) : 109◦45′ × 59◦51′
Operation: Manual zoom, focus and iris
Iris Range: F1.2 ∼ Close
3.1.2 Software.
The methods developed in this thesis were written in MATLAB r2014b. The
MATLAB Computer Vision Systems Toolbox and the open computer vision library
(OpenCV 2.4.10) with the MEX-file (MATLAB Executable) interface [48] were also
utilized. MATLAB is the development environment of choice because of its simplicity
and speed in quickly prototyping new ideas. Unfortunately, MATLAB is not the most
computationally efficient programming language and is not tailored for large image
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sequences. Near real-time operation has been achieved despite the inefficiencies asso-
ciated with MATLAB. Porting the methods developed to a more suited environment
for CV applications such as Python or C++ is not exceedingly difficult should it be
necessary, and MATLAB code will be the easiest to interpret for a successor of this
work.
3.2 Creating Robust Point Tracks in a Video Sequence
Selecting good features to track is a critical part of this process since 2D point
locations and correspondence between images make up the source data from which
motion and structure are estimated. Uncertainty in the location of point matches will
cause error to propagate during subsequent steps and serve as a poor foundation for
calculations. An important aspect of generating accurate point tracks is identifying
image features that are the best for tracking. The goal for detecting features in an
image is finding unique and identifiable points which are easy to compare and track.
Figure 13 is shown for demonstrating the importance of selecting features that are
ideal for tracking. Figure 14 shows six small windows of individual features extracted
from Figure 13 for demonstration purposes only. The locations of some features are
more easily identified in Figure 13 than others. Features 14a and 14b are nearly
impossible to identify due to being mostly a flat surface. Features 14c and 14d are
easier to identify, but uncertainty still exists. Since they are edge features, it is trivial
to match them with other edges; but the exact point on the edge is very difficult to
identify. Finally, features 14e and 14f are very easily identifiable because they occur
at corners, removing much of the ambiguity with edge features. This analogy can
be made for the ability of a computer to track specific features as well. If a feature
is difficult for a human to identify, it will most likely be difficult for a computer to
identify as well. These issues were described in detail by Shi and Tomasi who reviewed
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Figure 13. Sample Image for Feature Extraction.
(a) (b) (c) (d) (e) (f)
Figure 14. Six Features from Figure 13.
the methods for selecting the best features to track and demonstrated quantitatively
that corner points and features with texture are ideal choices for tracking [41].
3.2.1 Initial Point Detection.
The FAST algorithm (Section 2.1.4) was selected for corner point detection pri-
marily for its improved speed when compared with other options. While FAST is not
as robust to high levels of noise, it is several times faster than other existing corner
detectors [39]. Figure 15 shows the results of applying the FAST corner detector
to an image of Texas A&M’s Holonomic Omni-direction Motion Emulation Robot
(HOMER) [20].
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Figure 15. FAST Algorithm Applied for Corner Detection.
3.2.2 Minimizing Point Detections to a Region of Interest.
A challenge using CV pose estimation methods for a proxops simulator such as
the one shown in Figure 15 is the satellite model moves independently from the
environment. Typically, background features of a scene provide reference points for
updating pose estimation based on the camera’s motion. However, in this case, the
relative motion results from the rotation of the satellite model while the camera stays
fixed. Any background points identified must be ignored, as they do not follow the
same motion model as the target. Any points from the background that are included
in the fundamental matrix estimation step will undoubtedly cause erroneous results
as there is no relative pose change with respect to the background.
The same concept applies to a background of stars or the Earth’s surface for a
satellite in low Earth orbit (LEO) facing the nadir direction. Just like the lab proxops
simulator example, to obtain relative pose between spacecraft, track points on the
target object must be isolated from points identified in the environment. Dealing
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Figure 16. FAST Algorithm Applied for Corner Detection in a Motion-Based Region
of Interest.
with the Earth’s surface in the background is less of a concern for satellites at higher
altitudes, such as geosynchronous orbit, since the Earth will subtend a significantly
smaller solid angle.
To isolate background points for the proxops simulator case, a background subtrac-
tion/motion detection algorithm written here is used, defining a smaller sub-region
to apply the FAST algorithm. Applying the FAST algorithm to this sub-region of
interest has a secondary benefit of reducing the number of operations that must be
performed. The first step is a normalized image difference, followed by convolution
with a Gaussian filter to smooth image noise, and finally a thresholding operation
to define a convex polygon that encapsulates a region of interest. Figure 16 shows
the FAST corner points detected inside blue rectangular region of interest, with the
convex polygon shown in red.
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3.2.3 Point Tracking.
Once points are identified on the object using the FAST algorithm, the tracker
developed by Kanade, Lucas, and Tomasi is used to track these points through sub-
sequent frames (the KLT tracker, introduced in Section 2.1.5). The KLT tracker
is a sparse optical flow algorithm that tracks a feature by minimizing an objective
function to update the location in the next frame. A translation-only model exists
in which a small image patch in one frame is compared with image patches in the
next frame in order to estimate the most likely updated location based on an iterative
search. Figure 17a shows the initial corner point detection using the FAST algorithm
(a minimized set for demonstration). Figures 17b through 17i show the subsequent
results of the KLT tracker through the rotation of the satellite model.
In Figures 17b through 17i, general KLT track point motion appears to move
consistently with the rotation of the model. Upon further analysis, a few observations
can be made. First, the points are drifting from the initially detected location on the
model. Ideally, each point track should exist the entire time it is in view, from
detection until the point rotates out of view. Drift occurs in a few different instances
in the series of point tracks. A close-up view of one point track is shown in Figures
18a through 18l in which a point is initially detected and tracked as the model rotates.
However, as the point moves to one side of the object, the corner begins to look more
like an edge. Once the KLT track point is aligned with the side of the model as it
rotates, the small window extracted near the point looks very similar from frame to
frame and it continues to be detected as a successful track even though the actual
point is occluded. Drifting points can cause gross errors on the subsequent position
estimation.
Another observation from Figure 17 is the disappearance of points as motion
occurs, which is expected. As an object rotates, eventually all the initial point detec-
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(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
Figure 17. KLT Track Points.
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Figure 18. The History of a Drifting Translation-Only KLT Track from Figure 17.
tions will be facing the opposite direction and no longer visible. This disappearance
of points, however, requires the implementation of a method to detect when a new
area of the object has appeared and requires point detection, while gracefully being
combined with the previously tracked motion.
3.2.4 Methods to Eliminate Point Drift.
A significant issue with the KLT point tracker presented is point drift. The KLT
translation-only tracker identifies a point track in frame n based on the best match
in frame n-1. For example, the window in Figure 18a is very similar to 18b, and 18b
is very similar to 18c. However, 18a and 18f begin to show dissimilarities, and the
deviation becomes significant with windows 18i through 18l. Updated versions of the
KLT tracker utilize a method known as an affine consistency check [41, 7], an iterative
method that computes the translation and iteratively applies an affine transformation
to the feature window to additionally minimize error against the initial occurrence.
Implementation of the affine consistency check on a large scale with hundreds of
point tracks has been prohibitively slow; therefore, a separate secondary comparison
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is utilized.
The BRIEF Feature.
A secondary method to verify point tracking with the KLT tracker was explored
to recognize and remove drifting point tracks. One of the goals of this secondary
approach is to keep the process as simple as possible, still able to run in real time,
while being universal and robust. As described in Section 2.1.6, calculating a BRIEF
feature is incredibly fast. Comparing BRIEF features to one another is also very
efficient, only requiring the calculation of the Hamming distance, a significantly faster
computation than the typical Euclidean distance.
The secondary verification method starts with extracting a BRIEF feature upon
initial point detection (the library BRIEF feature). As the translation-only KLT
tracker updates the point location, another BRIEF feature is extracted. The new
BRIEF feature is compared to the library feature via the Hamming distance. If
the Hamming distance exceeds a threshold value, then the track point is ended.
An issue that arises from analysis of Figure 12 is, as in-plane rotation increases
and the perspective of the target changes, determining a positive match using the
Hamming distance becomes increasingly ambiguous. To reduce this ambiguity, the
library BRIEF feature is periodically updated (if it is still a match) based on the
amount of relative motion that has occurred since initial detection or the last update.
Figure 19 shows the result of no updates to the BRIEF feature without ending
any tracks from Figure 18. The blue line corresponds to the feature windows in
Figure 18 with the letters corresponding to each specific figure along the top of the
plot, starting with Figure 18a. The other two lines represent other point tracks from
Figure 17 to show the similarity. Figure 20 shows the resulting Hamming distance
history if the source BRIEF feature is periodically updated automatically based on
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Tracks End When Hamming Distance
Threshold is Exceeded.
camera translation. In the current example, this method ends the track between
Figures 18e and 18f. In this example, rotation estimates on the X-axis of Figures 19
and 20 are made by running the completed version of the SLAM code on the same
video sequence and correlating the frame numbers to the amount of rotation.
The Hamming distances for BRIEF feature comparison shown in Figure 12 are for
a single comparison only. A Gaussian distribution exists for incorrect matches around
the 50% similarity point. However, the method of implementation in this thesis
compares the current feature to the library feature, at a minimum, on the order of 10
to 20 times before the library feature is updated (depending on the relative motion
rate, which determines the rate at which the library feature is updated). Statistically,
it becomes very difficult for an incorrect match to exist over this many comparisons.
Even with a Hamming distance threshold as high as 50%, if track points are not
projected to 3D until they exist through a minimum amount of relative motion and
a comparable number of Hamming distance tests, the result is removing the majority
of drifting and incorrect points matches. However, statistically, some successful point
tracks are ended prematurely as well. The probability of a successful match with a
Hamming distance greater than 50% is small (the blue lines in Figure 12), but it does
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increase when multiple comparisons are performed over increasing relative separation.
An additional verification method for the KLT tracker is to perform the track in
reverse to the previous frame. The difference in pixel distance from the location in
which the track originated to the reverse track location is called the bi-directional
error. A threshold is set for the maximum allowed bi-directional error. If the point
track exceeds a threshold for the bi-directional error, then the point track is ended.
This additional verification method succeeds in ending point tracks which contain
ambiguous features, such as edges, which contribute to inaccurate point tracks. A
maximum bi-direction error value of 0.1 pixels is used in this method.
The BRIEF feature update method is very quick to calculate and successfully
eliminates the majority of point drift. Unfortunately, some point tracks are ended
prematurely while the point is actually still in view. Ending point tracks early is not
ideal from the standpoint of minimizing error across numerous views. Maximizing
point track life and accuracy while in view is one area that should be considered for
future work and is discussed in Chapter V.
3.2.5 Handling Additional Outliers.
Outliers still exist that can’t be discovered locally. Glossy surfaces can be incred-
ibly difficult to maintain accurate point tracks and the external surfaces of spacecraft
can be very reflective. For example, a bright reflection on a shiny surface may change
gradually, resulting in a point track that follows the reflection rather than the physical
surface location. For this reason, global outliers are detected and removed separately.
These outliers are dealt with based on global motion and reprojection error and are
discussed in Section 3.3.2.
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3.2.6 Detecting New Points.
As relative motion occurs and point tracks disappear, it is necessary to detect
new points for continuous tracking and motion estimation. It is also important to
proactively detect new points and initiate new tracks as points appear, rather than
retroactively detecting points once all tracks have ended. The methodology used
for performing structure and motion initialization and the subsequent perspective
calculations will highlight the importance of incorporating new points in Section 3.3.1.
The detection of new points is based on the density of currently visible point
tracks in sub-regions of the target region of interest. The region of interest (discussed
in Section 3.2.2) is divided into n sub-regions. If the number of points in any sub-
region falls below a specific threshold value, the FAST algorithm is used to detect
new points, applied only to this specific sub-region. In this manner, track points are
gradually added to the image in sub-regions that have recently rotated into view or
are becoming unobscured for other reasons. Figure 21 shows a sample point density
calculation with 9 sub-regions in a video from the Prototype Research Instruments
and Space Mission technology Advancement (PRISMA) Satellite [37] performing on-
orbit formation flying.
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Figure 21. FAST Algorithm in Sub-regions with Point Density (Original Picture Credit:
[37]).
3.3 Simultaneous Localization and Mapping
The methodology for generating point tracks implies it is a sequential process:
points are identified, points are tracked to subsequent frames, and new points are
identified and tracked. The track point locations provides the data for the structure
and motion estimation, a separate process, relying on an entirely different foundation
of CV theory. Contrary to the sequence in which these two topics are presented, they
occur together in this section; they are simultaneously performed and jointly reduce
error to optimize the structure and motion estimation.
3.3.1 Structure and Motion Initialization.
Initially, point correspondences are generated between two frames. Nothing is
known about the location of either of the cameras capturing the points or the 3D
location of the points themselves. Section 2.1.2 introduced multi-view geometry the-
ory, including the fundamental and essential matrices. Section 2.1.3 utilized the
essential matrix to estimate the relative pose between two cameras, based only on
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Figure 22. Increased Uncertainty As Relative Camera Separation Decreases [16].
point matches between two different views. Once two camera poses are estimated,
the 2D point matches are triangulated to determine a 3D location. Performing the
first set of relative pose estimates and projecting the initial set of 2D point matches
to 3D will be referred to as initialization.
It is important that initialization is accurate as subsequent pose estimates will
rely on the estimates generated during this step. Gross error during this step will
most likely cause complete failure of the method in future steps. A very important
nuance during this step that has a significant effect on accuracy is the variation in
pose between camera views. If two frames from a video or live feed are selected to
perform initialization, there must be adequate relative translation between cameras.
Figure 22 depicts this phenomenon: if there is small relative motion (or only camera
rotation) no additional depth information is acquired and the fundamental matrix
will be poorly conditioned. An additional note is that a pure rotation of the target
object (the case with the HOMER video sequence in Figure 17) provides the relative
rotation and translation required from the perspective of the camera for successful
initialization.
The first step in initialization is calculating the fundamental matrix using the
Normalized 8-point Algorithm (Section 2.1.3) [17]. The essential matrix is then cal-
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Inliers and Epipolar Lines in First Image Inliers and Epipolar Lines in Second Image
Figure 23. Epipolar Lines Shown For Fundamental Matrix Estimation.
culated using the camera intrinsics and the fundamental matrix. Figure 23 shows the
point matches and epipolar lines described by the fundamental matrix.
Using singular value decomposition, the relative rotation, R, and translation,
t, are decomposed from the essential matrix. Since only relative motion is known,
the frame of the first camera can be placed in any location and orientation desired
based on external information (a star tracker, for example). For simulation, the first
camera is placed at the origin of the world frame, [0, 0, 0]T, pointing along the z-axis
(the x-axis and y-axis being in the image plane and the z-axis toward the scene being
imaged). In this manner, the camera matrix for camera one is represented by P1 in
Equation 21. The relative rotation and translation is used to construct the camera
matrix for camera two, P2. Since the camera intrinsics do not depend on the scene
being imaged, the same K matrix can be used as long as the focal length is fixed.
This is an adequate assumption as long as a variable zoom lens is not used.
P1 = K [ I |0 ] =

f/sx f/sx cot Θ x0
0 f/sy y0
0 0 1


1 0 0 0
0 1 0 0
0 0 1 0
 (21)
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Figure 24. Structure and Motion Initialization.
P2 = K [R2 | t2 ] =

f/sx f/sx cot Θ x0
0 f/sy y0
0 0 1


r11 r12 r13 t1
r21 r22 r23 t2
r31 r32 r33 t3
 (22)
The next step is to use triangulation to localize points in 3D based on two known
perspectives and their 2D image locations. Figure 24 shows the result of initialization.
The green camera model represents the pose of the first camera at the world origin.
The blue camera model represents the pose of the second camera (a counter-clockwise
rotation of the satellite model, or a relative translation and clockwise rotation of the
camera). Finally, the triangulated points on the model are represented by the point
cloud.
One important note regarding the specific size and units of the model is that
they are unknown. The relative dimensions of the size of the model compared to
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the motion of the camera are maintained, but the scale of the scene is ambiguous.
Without additional information about the scene, the scale ambiguity remains. Recall
the scale factor s (Equation 4 in Section 2.1.2). In a spacecraft performing proxops, a
common choice for the data providing scale information may be the range (depth) to
the target. The range will most likely be available from previous steps in the process
based on the knowledge of the target object’s orbit, which is required to rendezvous
with a RSO. Section 4.2 shows the results of performing this scaling operation based
on camera depth in a laboratory-acquired training video.
When performing initialization, a balance is made between obtaining a maximum
amount of motion (more frames apart) versus maintaining enough point matches to
perform pose estimation. Using a standard number for frame separation to perform
initialization is not an adequate method as variable relative motion rates are possible.
To automate the initialization process, the distance between each track point’s
current location at frame n, xin, and the track point’s initially detected location in
frame 1, xi1, is calculated. Comparing the average translation of m track points
that still exist in image n,
[
m∑
i=1
dist(xi1,x
i
n)
]
/m, to the diagonal dimension of the
image (the distance from one corner to the opposite corner in pixels) yields a relative
value for average pixel motion to the image size. Initialization is performed when the
average pixel translation of all track points in the image sequence is at least equal
to the relative pixel motion threshold. Section 4.5 shows the results of a sensitivity
analysis of this parameter on the average success rate of initialization and subsequent
SLAM steps for the training videos used in Chapter IV. The required relative camera
translation issue (Figure 22) still exists. It is up to the user to ensure initial relative
motion occurs in an adequate manner. However, following initialization, no motion
constraint exists.
The number of track points remaining is an important consideration for initializa-
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tion as well. As a fail safe to only using the relative pixel motion threshold method,
initialization is automatically performed if less than 20% of the initially detected
points remain. As an additional method of reducing error and ensuring a successful
initialization, bundle adjustment is performed on the first three structure and motion
estimates, incorporating an additional view in case the first initialization was not a
complete success (discussed further in Section 3.3.3).
3.3.2 Sequential Model Construction and Pose Estimation.
The PnP Problem.
Once initialization has been performed, subsequent iterations of structure and
motion estimation build iteratively on the initial map created. In an image, if a set of
2D points is found with known 3D locations, calculating the potential camera pose to
view the subject points in their current orientation is referred to as the PnP problem.
The required relative camera translation in Figure 22 is also no longer a constraint
since pose is estimated with the PnP problem from only one image.
The points used for initialization now have a 3D location associated with each
specific 2D point. Continuing the tracking process to the next frame yields a new
set of 2D image coordinates for points with known 3D locations. To estimate the
new camera pose based on these 2D-3D correspondences, an iterative implementa-
tion of the PnP problem based on Levenberg-Marquardt optimization is utilized and
requires at least three points. In this implementation, the function finds a pose that
minimizes reprojection error, essentially performing bundle adjustment on only one
frame. Finally, RANSAC is applied to the PnP problem as a method of eliminating
points in which the reprojection error exceeds a user defined threshold. The motion-
based RANSAC method succeeds in eliminating points that may experience drift in
special cases, such as following a surface reflection rather than a point on an object,
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Figure 25. Updated Camera Poses Based On Initialization Point Cloud.
as long as at least roughly 50% of the remaining points are motion inliers. Points
are eliminated in this implementation with a reprojection error greater than 4 pixels.
Figure 25 shows subsequent pose estimates through relative motion in blue, all based
on the initial set of projected 3D points by solving the PnP problem.
Projecting Newly-Detected Points.
The initial point cloud, in the case of Figure 25, can only continue to provide
pose estimates while the 2D point tracks remain in view. As these points become
occluded due to rotation, the track points end and there are no 2D image points to
3D model point correspondences to provide a pose estimate. To solve this issue, as
new points become visible and tracked through multiple views, they are continuously
projected into 3D space using triangulation. These updated point projections con-
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Figure 26. Initial Point Cloud and First Subsequent Point Projection.
tinue to provide a 3D source for pose estimates when the initialization point cloud
has disappeared. Figure 26 shows the initial point cloud in blue and the first subse-
quent projection from newly-detected points through rotation in green. Continuing
the process of performing pose estimates and projecting points as they exist over
multiple images results in continuous construction of the structure of the model and
knowledge of relative pose. Chapter IV shows the results of the continuation of the
SLAM process.
Selecting Points for Projection and Removing Additional Outliers.
As it turns out, the point detection process and KLT tracker result in hundreds
of points being detected in a scene. However, each of these points is not utilized
for SLAM. Numerous outlier methods previously described pare down the tracked
points over a portion of a video sequence. The BRIEF feature descriptor is utilized
to remove KLT points which have undergone drift. Applying RANSAC to the PnP
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problem removes points with greater than a certain reprojection error threshold. Still,
this may not solve the problem of a dynamic background (the Earth) and results in
an overwhelming number of points for calculation.
A very simple, yet very effective, method found to solve the dynamic background
problem is to track the number of frames a point is visible. The number of frames
that a point track has existed will be referred to as the point life. Utilizing a method
that selects points with a life greater than a certain threshold, yet have survived the
previous outlier removal techniques, ensures that only the most sustained point tracks
on the object will be used for calculations. Tracks in dynamic backgrounds are typi-
cally short lived. This point life method results in dynamic background points being
ignored. Combined with the region of interest method in Section 3.2.2, backgrounds
are successfully isolated from the object of interest in the frame.
The point life threshold is assigned based on the rate of relative motion. Auto-
mated initialization based on initial track point motion results in two pose estimates.
The amount of translation between the first two pose estimates serves to provide a
value for the current rate of relative motion. Restricting triangulation to points that
exist through pose estimates, with a change in position at least equal to the current
motion rate, succeeds in isolating points to the target.
Figure 27 shows track points detected on the Space Shuttle performing rendezvous
pitch maneuvers with the Earth in the background. Since motion is slow, the motion-
based point life threshold will be large, isolating points to the Space Shuttle. In Figure
27, all tracked points are shown by yellow crosses. Track points with a life greater
than the motion-based point life threshold (which is updated each iteration based on
the rate of motion) are emphasized with a cyan circle around the cross.
Another benefit of using point tracks that meet a point life threshold is a reduction
in error. Each iteration of estimating pose with PnP, detecting new points, and
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Figure 27. Isolating Targets From Dynamic Backgrounds Using Point Life.
projecting to 3D results in an increase in overall error. Maximizing the track point
life results in utilizing a set of points over more frames for pose estimation. This
reduces error by minimizing the number of times new points are detected, projected,
and used for pose estimates.
Using these methods, a few outliers may still sneak through the cracks. The
resulting projections to the point cloud typically appear visibly to be incorrect. Some
examples are a 3D point at an abnormally large depth or a negative depth (behind
the camera). At this stage of the process, if bad points do exist, they are usually
very few. Performing basic statistics on the location of the 3D points is an effective
method of removal. Points are removed with a distance greater than three standard
deviations from the center of the point cloud. Points are also removed with a negative
depth. The 2D point tracks are also ended in these infrequent cases.
3.3.3 Bundle Adjustment Integrated with SLAM.
The First Increment of Bundle Adjustment.
The accuracy of 3D point locations is limited based on image resolution, image
noise, track point drift, and errors during the fundamental matrix estimation process.
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Performing bundle adjustment after initialization and one additional pose estimate
succeeds in reducing this error. P1 and P2 are estimated during initialization. A
third pose, P3, is selected based on the translational distance between the current
pose estimate and P2. Once the current camera translation has at least exceeded
the distance between P1 and P2, the third pose estimate, P3, is included in an error
reduction operation using the cost function in Equation 23 (without optimizing K).
In this manner, three different perspectives provide the most accurate initialization
with the data available without a superfluous use of computational resources on a
larger number of images. Error reduction on initialization is incredibly important to
prevent additional propagation of error to subsequent structure and motion estimates.
min
P1:3,Xi
3∑
j=1
mj∑
i=1
dist(xij,PjX
i) (23)
The C/C++ package for generic sparse bundle adjustment called SBA is imple-
mented for this application [26]. Using SBA provides numerous benefits: a well doc-
umented software package with instructions, implementation examples, and a MAT-
LAB MEX interface that runs more efficiently external to MATLAB.
Incremental Bundle Adjustment.
Additional increments of bundle adjustment can be performed to minimize error
throughout the SLAM process. Many different strategies exist for error reduction.
Bundle adjustment implementations range from optimizing parameters across two
sequential images, to a global manner over all possible images. The bundle adjustment
implementation strategy is very important as processing time can escalate quickly as
the number of nonlinear equations grows. Tailoring the bundle adjustment approach
for specific applications is very important and is another candidate for future work.
Currently, this implementation does not utilize bundle adjustment following the first
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three pose estimates (except for the iterative PnP method to solve for camera pose
between only two frames).
3.4 Method Summary
Algorithm 1 provides a summary for the specific implementation of the SLAM
method described.
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Algorithm 1 Monocular SLAM Method Summary
Load video, extract two frames, find target ROI
Detect corners in ROI using FAST and extract BRIEF features in frame 1
Create KLT tracker
Set mode to initialization, initialize threshold variables
for i = 2 to the total number of frames do
Update current video frame
Use KLT tracker to find new point locations
Extract BRIEF features from current frame
if current-library feature Hamming distance is > threshold then
End point track
end if
if a BRIEF feature has not been updated within the feature update rate then
Update library BRIEF feature to current feature
end if
if initialization mode then
Calculate relative point track motion
if relative point track motion > initialization threshold then
Estimate F using Norm-8-point, convert to E using K
Decompose E to extract R and t
Triangulate the same points used for F to 3D
Set mode to PnP, set motion threshold and feature update rate
end if
end if
if in PnP mode & motion threshold is reached then
Find visible 2D track points that match a projected 3D point
Solve PnP with RANSAC to estimate updated pose (Pn), remove outliers
Find 2D track points without a 3D projection that existed in Pn−1
Triangulate points to 3D using Pn, Pn−1, x
i
n, and x
i
n−1
Clean up bad points, update motion threshold and feature update rate
Incremental BA if desired
end if
if the number of pose estimates == 3 then
Perform BA to optimize motion (P1:3) and structure (X
i
1:3) estimates
end if
for k = 1 to the number of ROI sub-regions do
if point density in sub-region < threshold value then
Detect new points in sub-region using FAST and extract BRIEF features
end if
end for
Update the KLT point tracker to the remaining inliers
end for
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IV. Results and Analysis
The results in this chapter were generated by applying Algorithm 1 to various
video sequences. Section 4.1 presents the results generated from space-related video
sequences. This data was used for a significant portion of the development of this
monocular SLAM algorithm to ensure its operation on data generated during prox-
ops. No quantitative accuracy analysis is performed in this section as no truth data
is available. However, a qualitative inspection yields visibly successful structure and
motion estimations. Section 4.2 shows results generated from a CubeSat air bearing
testbed. The air bearing tests provide a known orientation for results verification.
Section 4.3 provides a similar verification of results from a series of synthetic video
sequences with known camera orientation. A run-time analysis and parameter sensi-
tivity analysis are performed in Sections 4.4 and 4.5.
4.1 Results of Space-Related Video Sequences
4.1.1 HOMER.
Texas A&M University’s Aerospace Engineering Department designed an indoor
proxops simulator called the Holonomic Omni-directional Motion Emulation Robot
(HOMER) [20], which provides ideal relative motion and video sequences for testing
a space-customized monocular SLAM algorithm. HOMER data is advantageous for
development and testing because it provides smooth and untethered motion using
space-representative hardware and lighting. Figure 28 shows ten sample frames from
the HOMER video sequence that was used extensively for monocular SLAM devel-
opment. In this sequence, the smooth, reflective surfaces and target rotation result
in a challenging scenario for maintaining accurate point tracks. Figure 29 shows the
SLAM results, in which the green camera model represents the initial camera pose
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with each subsequent camera pose estimate represented by the blue camera models.
Figure 30 shows a close-up and different perspective of the estimated 3D point cloud
with color variations by location to show depth.
In the HOMER video sequence, one unique aspect is that the camera is stationary
while the rotation of the target provides the change in perspective required for struc-
ture and motion estimation. This is unique in the fact that the relative rotation and
translation of the camera is a result of only a rotation by the target. A very important
note is that if the roles were reversed and the only relative motion is pure rotation by
the camera, structure and motion estimation is impossible as there is no gain in the
additional perspective information required. One final note is that performing SLAM
on this sequence requires the elimination of any background points that are detected,
as the results will be grossly erroneous in an attempt to match one relative motion
solution to two separate motion models.
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Figure 28. HOMER Video Sequence [20]: Sample Frames.
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Figure 29. HOMER Video Sequence [20]: SLAM Results.
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Figure 30. HOMER Video Sequence [20]: Point Cloud.
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4.1.2 Orbital Express.
Orbital Express is an on-orbit rendezvous mission managed by DARPA that
launched two spacecraft in 2007. The purpose of the program was to develop “a
safe and cost-effective approach to autonomously service satellites in orbit.”[34] The
first spacecraft, represented as the larger spacecraft in the foreground of Figure 31,
is a servicing satellite called the Autonomous Space Transport Robotic Operations
(ASTRO). The other spacecraft is the Next Generation Satellite and Commodities
Spacecraft (NEXTSat), which serves as the target spacecraft for ASTRO’s proxops
maneuvers. DARPA continues to share still image and video clips from this satellite’s
on-orbit missions for research purposes [33].
The first set of results related to the Orbital Express mission is a computer sim-
ulation of ASTRO and NEXTSat rigidly connected together [33]. Ten frames from
the video are shown in Figure 32. Figure 33 shows the SLAM results, including the
pose estimates through relative motion and the structure points on the spacecraft.
The green camera model represents the first pose, with subsequent pose estimates
shown in blue. Figure 34 shows a larger and different perspective of the structure
point cloud estimated in Figure 33. Since only one side of the spacecraft is seen in
the simulation sequence (through less than a quarter of a full rotation), points only
exist on one side of the model.
The next set of Orbital Express data is a composition of still images taken of
NEXTSat from the ASTRO spacecraft during a decoupling maneuver [33]. Figure 35
shows ten sample frames from the sequence. Figure 36 shows the SLAM results and
37 shows a side perspective of the structure point cloud. In this sequence, the solar
panel provides the best visual features for tracking, which account for the majority
of the point cloud. SLAM ends relatively soon as the DARPA video is low resolution
(320 x 320 pixels), which leaves very few features for tracking as depth to the target
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Figure 31. Orbital Express Concept [33].
increases.
The final set of Orbital Express data is captured from a camera on ASTRO’s
robotic arm during a self inspection procedure. Figure 38 shows ten sample frames
from the video sequence captured by the arm. Figure 39 shows the SLAM results, with
the camera models representing the relative pose estimates of the camera on the arm.
Figure 40 shows another perspective of the point cloud. Additional video sequences of
the arm exist; however, quick movements and numerous sequential estimations from
close-up views cause significant errors to propagate and build up over time. Increasing
robustness and reducing error over a long sequence like this is a useful topic to pursue
in future work.
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Figure 32. Orbital Express Simulation [33]: Sample Frames.
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Figure 33. Orbital Express Simulation [33]: SLAM Results.
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Figure 34. Orbital Express Simulation [33]: Point Cloud.
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Figure 35. Orbital Express Proxops Video [33]: Sample Frames.
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Figure 36. Orbital Express Proxops Video [33]: SLAM Results.
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Figure 37. Orbital Express Proxops Video [33]: Point Cloud.
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Figure 38. Orbital Express Self Inspection Video [33]: Sample Frames.
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Figure 39. Orbital Express Self Inspection Video [33]: SLAM Results.
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Figure 40. Orbital Express Self Inspection Video [33]: Point Cloud.
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4.1.3 PRISMA.
PRISMA is a proxops mission designed by the Swedish Space Corporation for on-
orbit guidance, navigation, and control demonstrations [37]. Similar to the Orbital
Express mission, PRISMA consists of two spacecraft: one that is advanced and highly
maneuverable called Main, and a second smaller spacecraft without maneuvering
capability called Target which is stabilized by means of magnetic control only. As
the names suggest, Main performs proxops around Target. The SSC has shared a
selection of relatively low-resolution proxops videos from the Main spacecraft toward
Target during proxops maneuvers. Figure 41 shows ten sample frames from the most
dynamic proxops sequence shared, including an approach, partial orbit, and recede
maneuver. Figure 42 shows the SLAM results, and Figure 43 shows the point cloud
of the Target spacecraft structure estimates.
Rapid scale changes and varying levels of relative motion in the PRISMA sequence
make this a difficult sequence to maintain accurate point tracks. During the approach
portion of the video, significant scale changes occur due to large relative linear motion.
However, during the middle portion of the video, relative motion and scale changes
are small, but target rotation is large. Finally, during the recede operation, relative
motion occurs extremely fast. The varying motion rates in this sequence contributed
significantly to automating the rates at which the library BRIEF feature updates and
pose estimates occur.
Jumpiness due to (what appears to be) dropped frames is also an attribute of
this video sequence that is yet to be completely solved. The result is a significant
amount of lost point tracks which are still in view, followed by point re-detection in
subsequent frames, which introduces additional error and no correlation to the point’s
initial detection.
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Figure 41. Prisma Video Sequence [37]: Sample Frames.
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Figure 42. Prisma Video Sequence [37]: SLAM Results.
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Figure 43. Prisma Video Sequence [37]: Point Cloud.
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4.2 Accuracy Analysis Using a CubeSat Air Bearing Testbed
Determining accuracy of a computer vision algorithm can be challenging. Early
in the design stages of this SLAM algorithm, success was based on generating a
reconstruction that simply looked like the the object in question. With the synthetic
sequences in Section 4.3, truth data is very easy to come by as an output from the
modeling software used to generate the scenes. With other sequences analyzed, such
as actual space based proxops data, a set of truth data may be impossible to obtain
if the specific sensors on-board the spacecraft do not provide the required data at a
reasonable level of accuracy. An accuracy analysis approach is therefore used in which
video sequences are acquired in a laboratory setup that allows for the measurement
of truth rotation values.
A commonly used test platform at AFIT is the air bearing, which creates a near
frictionless environment. A typical test setup involves the AFIT 6U CubeSat chassis
mounted to the air bearing inside a Helmholtz cage to simulate on-orbit magnetic
fields. This platform allows for the development of the CubeSat’s attitude determi-
nation and control sub-system, enabling unlimited rotation about the vertical axis
and approximately 60 degrees in the second and third axes. Figure 44 shows the
CubeSat-air bearing testbed.
Performing a series of tests constrained to rotate mainly about the vertical axis
allows for trivial truth measurements to be taken throughout the sequence of each
test. The SLAM algorithm is then used to estimate the relative pose (position and
orientation) of the camera with respect to the CubeSat throughout the test sequence.
Performing a series of coordinate transformations allows for the extraction of the
vertical axis rotation of the CubeSat, which is compared with the truth vertical axis
rotation values to determine accuracy of the SLAM method. Truth rotation values
are obtained from the spot of a laser pointer that is fixed to the CubeSat and points
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Figure 44. The AFIT 6U CubeSat Air Bearing Testbed.
to degree increments on the lab wall. The accuracy of the truth rotation data is
±0.25◦ [43].
The first test performed involves a clockwise (CW) vertical axis rotation from 0◦
to approximately 45◦, followed by a roughly 90◦ counter-clockwise (CCW) rotation,
and finally a CW rotation toward the starting position. Figure 45 shows the SLAM
scene results, with a coordinate axis drawn on the CubeSat point cloud, and the
coordinate axes for each estimated camera pose shown. The black arrows show the
rotation sequence described above as relative rotation and translation from the cam-
era’s perspective. Figure 46 shows the truth and SLAM-estimated vertical rotation.
In this test, it appears each pose estimate introduces slight error that builds up over
time. At the end of the test sequence, the truth vertical axis rotation is −26.5◦ and
the SLAM estimated vertical axis rotation is −28.1◦. The result is an average error
per pose estimate of 0.10◦ with a standard deviation of 0.53◦. Analyzing the quantity
of error introduced by each pose estimate yields a root mean squared (RMS) value
of 1.05◦. In Figure 48, these error values correspond to test sequence 1 where the
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Figure 45. SLAM Results of a Single Axis CubeSat Rotation Test.
green squares represent the average error, the red error bars represent the standard
deviation, and the blue bars represent the RMS value.
To observe the effect of the accumulation of error over a longer test sequence,
the next test results shown include additional CW and CCW rotations. Figure 47
shows the truth and SLAM estimated vertical rotation in the test sequence. This
data shows that over a longer test sequence, error does accumulate and continues to
occur proportional to each pose estimate.
Unfortunately, a constant error value cannot be generalized for all targets. The
error is due to a number of factors, but depends on the target being tracked. Figure
48 shows the accuracy analysis results for a series of nine tests using the method
described for test sequence 1. Ending track points early due to the CubeSat’s reflective
aluminum surfaces contribute to error propagation. As new points are detected, their
baseline location is derived from a measurement that now has a slight amount of error
introduced. Accurately extending track point life for all of the frames a point is in
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Figure 46. Single Axis CubeSat Rotation Test Results.
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Figure 47. Single Axis CubeSat Rotation Test Results.
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CubeSat Vertical Rotation SLAM Test Sequences
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Figure 48. SLAM Accuracy Analysis of the CubeSat Single Axis Rotation Test Series.
view will reduce error and should be considered for future work.
Results also vary from test to test in Figure 48 because feature density on the
CubeSat is not constant. Some areas of the CubeSat have a higher number of easily
tracked features than other areas. Depending on the side of the CubeSat that is in
the camera’s field of view during initialization, there may be more points to track
which will increase the accuracy of initialization. Improving performance during
operation on targets with a small number of features to track is an important area
for improvement as well.
Next, the dimensions of the estimated 3D structure point cloud are compared
with the physical dimensions of the AFIT 6U CubeSat. Without a known reference
distance, the units of the scene are meaningless. In this test scenario, the depth of
the scene from the camera to the center of the front plane of the CubeSat is 140 cm,
which is used to scale the scene. Figure 49 shows the resulting dimensions of the
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Figure 49. CubeSat Structural Point Cloud Dimensional Analysis.
estimated CubeSat point cloud on the left side, with a picture of the CubeSat and its
physical dimension on the right side. The resulting error is 0.2 cm in the x-axis, 0.8
cm in the y-axis, and 1.6 cm in the z-axis. The measurements in Figure 49 yield an
average error of 5.9%. This is in part due to the uncertainty associated with selecting
the location on the point cloud that matches the location on the CubeSat.
4.3 Accuracy Analysis Using Synthetic Video Sequences
In [4], Balzer and Soatto share 19 synthetic video sequences created using the
3D computer graphics software package Blender. In these sequences, relative motion
occurs around a synthetic object. Balzer and Soatto also publish truth camera pose
data specifically for the purpose of characterizing error in CV-based structure and
motion methods. Various types of motion are implemented from a simple vertical axis
rotation to more complicated motion that introduces additional sinusoidal translation
in other directions. Varying levels of occlusion, edge clipping, translation, and scale
changes occur. Dynamic backgrounds and motion blur are included in some videos
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as well, increasing the level of complexity and representative nature of a real-world
video. Nevertheless, the nature of the features in the scenes and the lighting simplify
point tracking in comparison to a real-world video sequence.
Figure 50 shows ten sample frames from synthetic sequence 1 which contains the
simplest motion case (vertical axis rotation only). Figure 51 shows SLAM results
on synthetic sequence 1. The blue camera models represent the SLAM camera pose
estimates. The magenta camera models represent the known camera poses throughout
the sequence. The thick red line in the foreground of Figure 51 represents the error
in the position of the final pose estimate.
To analyze the accuracy of the SLAM results for synthetic sequence 1, the esti-
mated vertical axis rotation is compared to the known vertical axis rotation. Figure 52
shows the truth and SLAM-estimated vertical axis rotation throughout the sequence.
At the end of sequence 1 the SLAM-estimated total vertical axis rotation is 347.2◦
while the truth vertical axis rotation is 360◦, resulting in 12.8◦ of error. Throughout
sequence 1, 42 pose estimates were made. The result is an average vertical axis error
of 0.31◦ per pose estimate with a standard deviation of 0.27◦. Analyzing the quantity
of error introduced by each pose estimate yields a RMS value of 0.46◦. Figure 53
shows these error values for synthetic sequence 1 in comparison with the results from
the remainder of the synthetic sequences. In Figure 53 the green squares represent the
average error for each sequence, the red error bars represent the standard deviation,
and the blue bars represent the RMS value.
Figure 54 shows the results of the SLAM method performed on synthetic sequence
15, which contains more complicated motion and multiple objects. The thick red line
represents the error in the position of the final pose estimate.
Sequence 17 is the final set of synthetic results shown, incorporating complicated
motion with a dynamic background. Figure 55 shows ten sample frames from this
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Figure 50. Synthetic Sequence 1 (Simple Motion): Sample Frames.
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Figure 51. Synthetic Sequence 1 (Simple Motion): SLAM Results and Known Poses.
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Figure 52. Synthetic Sequence 1 (Simple Motion): Vertical Axis Rotation Results.
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Figure 53. SLAM Accuracy Analysis of Synthetic Sequences.
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Figure 54. Synthetic Sequence 15 (Complicated Motion & Multiple Objects): SLAM
Results and Known Poses.
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synthetic sequence. Figure 56 shows the SLAM results and known camera poses.
Using the accuracy analysis method described for synthetic sequence 1, Figure 53
shows the average error per pose estimate, standard deviation, and the RMS value
for each of the 19 synthetic sequences. The level of motion complexity increases
as the sequence number increases. All sequences result in a final error between 0◦
and 0.5◦ except sequence 10. Adjusting parameters to reduce the error in sequence
10 is possible, but the default parameters are maintained for transparency of this
SLAM method and to detail areas for improvement. RMS values vary more than the
average error because they account for deviations from the truth in each individual
pose estimate.
One way to interpret the RMS value is a representation of the accuracy of motion
estimation throughout the entire sequence. The standard deviation shows that the
amount of error varies throughout the sequence. Only expressing the average error at
the end of the sequence does not account for deviations in intermediate pose estimates.
Sequences 16 through 19, which are the most complicated, end with a small average
error but the complexity of motion results in additional error in intermediate pose
estimates, which is represented by a higher RMS value as well as a higher standard
deviation.
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Figure 55. Synthetic Sequence 17 (Dynamic Background): Sample Frames.
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Figure 56. Synthetic Sequence 17 (Dynamic Background): SLAM Results and Known
Camera Poses.
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4.4 Run-time Analysis
For a selection of the video sequences analyzed, a run-time analysis is performed.
Figure 57 shows the frame rate achieved for each video sequence as a separate bar,
with the height representing the average frame rate over the length of the analysis.
The video resolution in megapixels is also shown by the red line overlay.
The resulting frame rate correlates roughly inversely with resolution. This re-
lationship is intuitive, as an increase in the number of pixels results in an increase
in the number of corner tests to perform as well as features to track. One benefit
of increased resolution is a decrease in 2D image location uncertainty for the points
being tracked. This results in higher accuracy of the resulting structure and motion
estimation. Unfortunately, truth data for the higher resolution videos is unavailable,
so any increase in accuracy is difficult to quantify.
Other variables that affect the frame rate are feature density of the target, distance
to the target, and feature density of the background. Objects with a high density of
visual features are a double-edged sword. On the one hand, they provide plenty of
features to track for a high confidence in motion concurrence. On the other hand,
each track point requires additional computational resources. One area for future
work is implementing a more efficient method of handling objects very rich in visual
features other than finite thresholds for the number of tracked features in sub-regions
of interest.
As distance to the target increases, the percent of the image occupied by the target
and resolution of specific features decreases. The result is a decrease in the number of
points tracked and an increased frame-rate, but issues may arise if not enough track
points are available to perform the required motion estimates.
Another factor that potentially contributes to longer run time is the choice of
programming languages. MATLAB is an interpreted programming language, which
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Figure 57. SLAM Sequence Run-time Results with Video Resolution.
is excellent for fast prototyping. However, run time suffers when compared to a
compiled language such as C++. Despite the efforts made to optimize run time in
MATLAB using pre-compiled binaries, logical indexing, and other efficient program-
ming practices, a C++ implementation will still likely increase speed.
However, for proxops, typically the rate of relative motion is small. Specifically in
the Orbital Express proxops sequences, the video analyzed is already at an advanced
frame rate achieved by skipping many frames. For this reason, decreasing the frame
rate in exchange for increased accuracy through incremental bundle adjustment or an
iterative method of verifying point tracks may turn out to be an ideal implementation.
Chapter V includes additional discussion on this topic.
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4.5 Parameter Sensitivity Analysis
The success of SLAM hinges on the success of initialization and the relative pixel
motion threshold used to automatically perform initialization. Subsequent 3D tri-
angulations depend on relative motion levels which are determined initially by the
amount of motion that occurred during initialization. Due to the importance of the
relative pixel motion threshold parameter used for automating initialization, select-
ing an optimal default value is critical. Figure 58 shows the sensitivity of the results
based on adjusting the relative pixel motion threshold. The relative pixel motion
threshold value is varied from .0625% to 16% of the diagonal image dimension and
appears on the X-axis of Figure 58. The bars represent the resulting performance
of SLAM based on adjusting these parameters across all of the training videos. The
height of the thick blue bar represents the success rate of initialization. The height
of the thin red bar represents the success rate of subsequent structure and motion
estimates after initialization. Success is determined based on the accuracy of pose
estimates, visible point cloud accuracy, and model completeness.
Figure 58 shows that initialization is robust to variations in the relative pixel
motion threshold. A large range in values yields a high success rate for initialization,
likely due to the fact that bundle adjustment is performed on the first three frames
of structure and motion estimates, compensating for potential error in the two image
initialization. The success of subsequent SLAM varies more as numerous additional
parameters are set based on the current rate of motion. For example, subsequent
point triangulation occurs if a 2D track point exists for the same amount of camera
translation that occurred in pose estimates 1-3. If pose estimates 1-3 occur very
close together, subsequent triangulations will occur at a much higher rate and 2D
tracks with a very short life will be triangulated quickly. The result is a very densely
populated point cloud, but a higher potential for error.
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Figure 58. Sensitivity Analysis of the Relative Pixel Motion Threshold for Initialization.
On the other hand, a higher relative pixel motion threshold for initialization results
in a sparse point cloud with estimates occurring at a longer interval. Additionally,
only the point tracks with a relatively long life still exist and contribute to the tri-
angulation step. In some cases, not enough point tracks are maintained to perform
subsequent SLAM estimates, resulting in complete failure. The results of Figure 58
are used to select an optimal balance. A default value of 1% is selected for the relative
pixel motion threshold for initialization. While this default value is not the best in
every circumstance, it serves as a widely applicable starting point. The user may
need to adjust this parameter, with the biggest contributing factor being the target’s
depth from the camera.
This sensitivity analysis is performed with the assumption that all motion begins
with, at a minimum, relative translation of the camera, through which the camera
obtains different perspectives of the target. Applying this method requires that the
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end user ensures initialization is performed with adequate relative motion. If no
additional perspective information is obtained in an initialization attempt, a failure
rate of 100% is guaranteed. This failure is easily avoided though. Additionally, to
obtain transparency into the actual sensitivity of the relative pixel motion threshold,
the fail safe of automatically performing initialization during diminishing numbers of
initial point tracks (introduced in Section 3.3.1) is not applied.
4.6 Summary
This chapter presented the results of this space-customized SLAM method applied
to space-related video sequences, laboratory-acquired video sequences of a CubeSat
testbed, and a series synthetic video sequences with known camera poses. An accuracy
analysis using truth rotation values from the AFIT CubeSat testbed resulted in an
average rotation estimation error per pose estimate of 0.60◦ with a standard deviation
of 0.62◦ and a RMS value of 1.08◦. The second accuracy analysis using the synthetic
scenes resulted in an rotation estimation error per pose estimate of 0.29◦ with a
standard deviation of 0.36◦ and a RMS value of 0.45◦. Additionally, a run-time
analysis of all video sequences analyzed resulted in operation at an average value
of 11.8 fps. Finally, a parameter sensitivity analysis on the relative pixel motion
threshold value used for initialization resulted in selecting 1% for the default value.
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V. Conclusions and Recommendations
5.1 Key Advantages
This thesis presents a simultaneous localization and mapping method tailored
for relative motion with objects in the space environment at a near real-time frame
rate. One significant accomplishment of this implementation is the ability to perform
SLAM based on relative motion from a single object in the image field of view without
the assistance of pose estimation from background motion. The method is designed
to exclude dynamic backgrounds that follow a different motion model from the target
object, such as the Earth or stars in the space environment. The feature based
detection and motion estimation method is designed to run quickly while being robust
to reflective surfaces that are typically difficult to track, which are also common in
the space environment.
An acceptable level of accuracy is achieved for a near real-time implementation.
This SLAM algorithm is tailored to the available resources on a small space-based
platform and target objects in the space environment. Two accuracy tests from a
CubeSat testbed rotation test and synthetic video sequences with known poses result
in average vertical axis rotation estimation values of 0.60◦ and 0.29◦. One note about
accuracy in SLAM is that perfection is not necessarily a requirement. The requirement
is a level of accuracy that complies with the operational control system in which the
algorithm is implemented. A run-time analysis resulted in algorithm operation at an
average frame rate of 11.8 fps.
A significant advantage of this method over currently employed state-of-the-art
automated proxops technology is the independence of the target object. Certain
pose estimation methods involve the placement of fiducial markings on targets with
a known 3D location to estimate pose. Other CV methods match the current view
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of a known target with a model or a database of views to estimate pose. Operation
of this method does not require any knowledge of the target object for a relative
pose estimate. Estimating the structure also allows for automated avoidance if close
proximity navigation is required. Cooperation from the target is not a requirement.
Another advantage of this work is its low SWAP requirements on the spacecraft.
One of the goals of this thesis is to investigate the feasibility of employing prox-
ops technology on a CubeSat-sized platform. The nature of this monocular method
constrains operations to images from one camera, as a stereo camera rig offers no
additional information on such a small platform. Additionally, low power is obtained
through the use of a passive imaging system as opposed to active LiDAR sensors.
Leveraging pre-existing hardware that exists on star trackers minimizes the use of
additional physical space on the spacecraft.
5.2 Key Limitations
Despite the list of advantages of the method developed, limitations exist. The
method is designed to be robust to lighting changes; however, certain constraints of
passive imaging systems cannot be ignored. One large issue is saturation if the sun is
in the direct path of the camera or a specular reflection off of targets. Figure 59 shows
this issue in another portion of the Orbital Express robotic arm self-inspection video.
A method to mitigate this problem is to modify the maneuver strategy. Maintaining
a pointing direction that is perpendicular to the sun vector when orbiting another
space object yields a more consistent level of illumination and avoids placing the
sun directly in the field of view. Applications in geosynchronous orbit also minimize
abrupt lighting changes and Earth eclipse which in turn minimizes the possibility of
excessively low light.
There are additional nuances that require understanding by the operator in or-
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der to customize and test this method. Structure and motion initialization requires
relative camera translation, not just rotation. Very reflective targets with very few
additional features result in a difficult situation to maintain enough accurate point
tracks for successful SLAM.
A cooperative target is not required but a rapidly spinning out-of-control target
will likely cause difficulty in detecting corner features with the FAST algorithm due to
motion blur. Any rapid motion with a significant amount of image blurring will likely
cause failure of the algorithm. Changes in structure, such as a change in orientation
of solar panels will cause issues as well, as this method assumes one fixed object with
all parts following one motion model. Additional work is required to recognize and
adapt to structural changes and separate motion of independent parts of the object.
Anomalies do exist as well. In general, the sensitivity of specific adjustable param-
eters has been tested with a series of training videos to converge on globally optimal
values. However, some tweaking may be required to obtain application-specific results
in challenging scenarios. Future work may implement additional methods to remove
the requirement for adjusting certain parameters for successful results in anomalous
cases.
Figure 59. Orbital Express Self Inspection Video [33]: Saturation from Direct Sunlight
in the FOV.
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5.3 Future Work
The lowest hanging fruit for improvement is additional research to accurately
extend point tracks to their entire time in view (from initial detection until they
rotate out of view). Scale changes (motion toward or away from the target) and
perspective change (relative target rotation) are challenges for point trackers, but this
type of motion is exactly what is required to perform monocular structure and motion
estimation. The KLT tracker with an affine consistency check on the feature window is
a concept implemented during the testing phase of this research to accurately extend
point tracks; however, the specific implementation slowed algorithm run-time to less
than 1 Hz.
Additional research into typical relative motion rates during proxops is important
as well. One of the goals of this research was to create a method that operates near
real time. However, this rapid rate may not be necessary. An idea for future iterations
may be more robust point tracking methods and additional error reduction through
bundle adjustment schemes in exchange for a decrease in frame rate. This method
includes the functionality to test various implementation techniques.
Another creative area for future research is incorporating motion estimates based
on sensor inputs, such as an inertial measurement unit with SLAM. In [21], Kim,
Hwangbo, and Kanade use sensor inputs to assist in point tracking of a fixed scene.
Implementing a Kalman filter is potentially useful as well to provide an initial guess
and outlier recognition for subsequent pose estimates. However, replacing the Kalman
filter for SLAM with a particle filter has been shown to increase resiliency to rapid
camera motions [38].
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5.4 Summary
The SLAM method presented accomplishes the goals of this research. This work
is the first step toward controlling an indoor proxops simulator from one camera,
independent of the target. Innovate methods are presented to handle the challenging
demands of the space environment. Additionally, numerous lessons learned by those
at the forefront of the computer vision field have been leveraged. The thoroughly
commented MATLAB routines included provide the foundation for testing and cus-
tomization of the SLAM method in an easily understandable format, enabling pro-
ductivity for future work. This research paves the way for proxops using a platform
as small as a CubeSat.
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Appendix A. Dependencies
The software written in this thesis is dependent on the following pieces of software:
• MATLAB r2014b
• MATLAB Computer Vision Systems Toolbox
• OpenCV 2.4.10, the open source computer vision library [9]
• Mexopencv, a development kit of MATLAB MEX functions for OpenCV [48]
• SBA, a software package for generic sparse bundle adjustment [26]
• Additional acknowledgement: the MATLAB 3D plot camera model is used from
the epipolar geometry toolbox [29]
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