Abstract: In this paper, we consider a class of optimal control problems involving time delayed dynamical systems and subject to continuous state inequality constraints. We show that this type of problem can be approximated by a sequence of time delayed optimal control problems subject to inequality constraints in canonical form and with multiple characteristic time points appearing in the cost and constraint functions. We derive formulae for the gradient of the cost and constraint functions of the approximate problems. On this basis, each approximate problem can be solved using a gradient-based optimization technique. The computational method obtained is then applied to an industrial problem arising in the study of purification process of zinc sulphate electrolyte. The results are highly satisfactory.
Introduction
Time delay exists inevitably in many practical control systems, and hence there have been intensive investigation amongst researchers working on control systems with time delay in numerous research fields such as aeronautical, astronautical, mechanical, chemical and electrical engineering. Many methodologies have been proposed to deal with the control and optimal control problems of systems with time delay, see, for example, in [1] [2] [3] [4] [5] [6] [7] [8] [9] , respectively. The methods proposed in [2, 3] are for linear dynamical systems and without constraints on the state and control variables. A novel optimal control method for linear systems with time delay through a particular transformation proposed in [5] in vibration control is developed on the basis of [4] . For the methods proposed in [6, 7] , there is also no continuous constraint on the state and control variables. The first attempt to use iterative dynamic programming with time-delay systems was made by Dadebo and Luus (see, [8] ), who used piecewise constant control policy. The Taylor series expansion for the delay terms was used in [9] to convert the given system into a non-delay system for which the optimal control policy can be readily established. The class of optimal control problems considered in [10] is more general. It involves both equality and inequality constraints on the state and control variables in canonical form. However, only a single characteristic time point is allowed in the cost as well as the constraint functions. Thus, it is not applicable to optimal control problems involving system parameters and/or control in the cost and constraint functions, where these cost and constraint functions also contain multiple characteristic times. Such problems arise naturally in the study of control of chemical reaction systems involving the purification process of zinc sulphate electrolyte. There are two parts associated with such an application. A mathematical model is first constructed. This model is described by a system of time delayed ordinary differential equations with some system parameters are yet to be specified. To identify the values of these parameters, measurements are carried out at a set of discrete time points. Then, the problem of identifying these parameter values is equivalent to that of finding the parameter values such that the solution of the time delayed differential system will "best" fit the observed data at the observation time points. This problem can be formulated as an optimal parameter selection problem with multiple characteristic time points. Loxton, Teo and Rehbock (see, [13] ) also solve the optimal control problem with multiple characteristic time points, but it does not solve the system with time delay. For relevant references for optimal parameter selection problems, see, for example, [11, 12] . Now, with the parameters being best identified, the problem of minimizing the use of zinc powder, which is used to remove the impurities metallic ions in the zinc sulphate electrolyte, can be formulated as an optimal control problem involving the same system of time delayed ordinary differential equations subject to continuous state constraints.
In response to the motivation given above, we consider a class of time delayed optimal control problems involving system parameters and control in the cost and constraint functions and subject to continuous state inequality constraints, where these cost and constraint functions also contain multiple characteristic times. We shall develop a computational method to solve this class of time delayed optimal control problems. The method obtained will then be applied to the study of the chemical reaction system involving purification process of zinc sulphate electrolyte mentioned above.
Problem statement
Consider a process described by the following system of time delayed differential equations defined on the fixed time interval (0, T ]:
where
are, respectively, the state, control and system parameter vectors;
h is the time delay satisfying 0 < h < T ; and the superscript denotes transpose. Here, only the case of a single time delay is considered. However, all the results obtained can be easily extended to the case of multiple time delays. The initial function for the differential equation (2.1) is
, and x 0 is a given vector in R n . Let t k , k = 1, . . . , N , be given time points in [0, T ]. We assume that the control takes the form given below:
3) With u ∈ U , the system of time delayed differential equations (2.1) can be written as: We may now state a time delayed optimal control problem with multiple characteristic time points appearing in the cost and constraint functions as follows: Problem (P1). Given system (2.5) with initial conditions (2.2), find a parameter vector (σ, ζ) ∈ Θ × Z such that the cost function
is minimized subject to the following canonical inequality constraints:
where the time points τ i , 0 < τ i < T , i = 1, . . . , M , are referred to as the characteristic time points. We use the convention that τ 0 = 0 and τ M +1 = T . Here, with u ∈ U,
In a standard optimal control problem, each canonical constraint (including the cost function which corresponds to m = 0) depends only on one characteristic time point. However, for Problem (P1), there are multiple characteristic time points appearing in the cost and constraint functions. We assume that the following conditions are satisfied. 
Continuous state inequality constraints
In practice, physical constraints are often not expressed by canonical constraints defined by (2.7). Instead, they are described by continuous state inequality constraints given by
It is assumed that the following conditions are satisfied.
We may now describe the corresponding optimal control problem as follows. Problem (P2). Subject to the dynamical system (2.5) with initial conditions (2.2), find a (σ, ζ) ∈ Θ × Z such that the cost function
is minimized subject to the continuous state inequality constraints (3.1), where with
. Problem (P2) cannot be solved as such due to the presence of the continuous state inequality constraints. However, these continuous inequality constraints can be approximated by a sequence of inequality constraints in canonical form using the constraint transcription method introduced in [16] . Details are given below.
For each i = 1, . . . , N , the continuous state inequality constraint (3.1) is equivalent to
However, the equality constraint (3.3) is non-differentiable at the points when
4) while ε > 0 is an adjustable parameter controlling the accuracy of the approximation. Now, for each i = 1, . . . , N , the continuous state inequality constraint (3.1) is approximated by
where γ > 0 is an adjustable parameter controlling the feasibility of the constraint (3.1). Thus, Problem (P2) is approximated by a sequence of optimal control problems. Problem (P2(ε, γ)). Given the time delayed system (2.5) with initial conditions (2.2), find a (σ, ζ) ∈ Θ × Z such that the cost function (3.2) is minimized over Θ × Z subject to the canonical inequality constraint (3.5). Clearly, for each ε and γ, Problem (P2(ε, γ)) is in the form of Problem (P1).
The following theorem shows that for any ε > 0, if γ is chosen sufficiently small, the solution of the corresponding optimal Problem (P2(ε, γ)) will satisfy the continuous state inequality constraint (3.1). Theorem 3.1. For each ε > 0, there exists a γ(ε) > 0 such that if (3.5) with γ < γ(ε) are satisfied for some (σ, ζ) ∈ Θ×Z, then the original constraints (3.1) are also satisfied at (σ, ζ) ∈ Θ × Z.
The proof of Theorem 3.1 can be found in Chapter 8 of [16] . On the basis of this theorem, Problem (P2) can be solved through solving a sequence of Problems (P2(ε, γ)), each of which is a special case of Problem (P1). Thus, it suffices to develop a computational method for Problem (P1).
A Computational Procedure
Problem (P1) can be viewed as a mathematical programming problem. The cost function (2.6) is to be minimized subject to the bound constraints on the parameter vector and the canonical constraints (2.7). To calculate the values of the cost and constraint functions, as well as their gradients with respect to each parameter vector, the dynamical system (2.5) is used implicitly in the calculation of the values of the cost and constraint functions for each parameter vector. That is, for each parameter vector, dynamical system (2.5) is solved, giving rise to the corresponding solution. This solution is then used together with the given parameter vector for the calculation of the values of the cost and constraint functions. Thus, for each ε and γ, Problem (P2(ε, γ)) can be solved by any gradient-based optimization method, such as the sequential quadratic programming approximation scheme with active set strategy (see, for example, [14] ) provided the gradients of the cost and constraint functions with respect to each given parameter vector can be calculated. This task will be much more involved. They require not only the solution of the dynamical system, but also the solution of respective auxiliary dynamical system known as the co-state system for each of these cost and constraint functions. The derivations of these gradients are given below.
For each m = 0, 1, . . . , N , consider the following system, which is known as the corresponding co-state system:
where t ∈ (τ k−1 , τ k ), k = 1, . . . , M + 1, with the jump conditions:
and the terminal condition
and e(·) is the unit step function. To continue, we set 
Proof. The derivation of the gradients of the function g m with respect to σ and ζ are similar. Thus, only the derivation of the gradient of the function g m with respect to ζ is given below. Note that the functions H m and λ m may have discontinuities at the characteristic time points τ i , i = 1, . . . , M . Let ζ ∈ Z be an arbitrary but fixed parameter vector and let ρ be any perturbation about ζ. Define
where > 0 is an arbitrarily small real number. For brevity, let x(·) and x(·; ) denote, respectively, the solutions of system (2. 
5) with initial conditions (2.2) corresponding to ζ and ζ( ). Let y(·), z(·), y(·; ), z(·; ) be as defined according to (4.1e)-(4.1f). From (2.5), we have
x(t) = x 0 + t 0f (s, x(s),g m (σ( ), ζ( )) =Φ m (x(τ 1 ; ), . . . , x(τ M +1 ; )) + M +1 k=1 τ k τ k−1L m (t, x(t; ), y(t; ), σ( ), ζ( ))dt. (4.10) DefineL m =L m (t, x(t), y(t), σ, ζ),L m =L m (t + h, z(t), x(t), σ, ζ),(4.
11) f =f (t, x(t), y(t), σ, ζ),f =f (t + h, z(t), x(t), σ, ζ), (4.12)
H m = H m (t, x(t), y(t), σ, ζ, λ m (t)),Ĥ m =Ĥ m (t,
z(t), x(t), σ, ζ,λ m (t)). (4.13)
Differentiating (4.10) with respect to and then letting = 0, it follows from using (4.11)-(4.13) that
Now, we note that
Combining (4.14) and (4.15) gives
From (4.3), (4.1d) and (4.9b), we have
Thus, it follows from (4.16), (4.17) and (4.9a) that
Applying integration by parts to the last term of the right hand side of the above equation yields
From (4.19), it follows from (4.18) that
Since the state and its gradients with respect to ζ are continuous in t on [0, T ], i.e. 
By virtue of the definition of the co-state system corresponding to g m given in (4.1a) with the jump conditions (4.1b) and terminal condition (4.1c), we obtain
Since ρ is arbitrary, we obtain the gradient formula (4.4b). The gradient formula (4.4a) can be derived similarly. This completes the proof. Remark 4.1. In view of the co-state systems (4.1), we observe that their trajectories are discontinuous at the characteristic time points. The sizes of the jumps are determined by the jump point conditions given by (4.1b).
Numerical simulation for industrial application
To illustrate the applicability of the solution method discussed in the preceding sections, we consider an industrial application involving the purification process of zinc sulphate electrolyte. In the purification process of zinc hydrometallurgical production, the presence of metallic impurities in zinc sulphate electrolyte is a major concern for the zinc electrolysis process. These impurities, which are typically cobalt and cadmium ions in the electrolyte tank, can decrease the efficiency of the current flow and cause the dissolution of the cathode during the electrolysis. Consequently, the purity grade of deposited zinc is reduced. Therefore, adequate purification of the zinc sulphate electrolyte before electrolysis is essential. This purification is carried out by deposition, which involves the removal of metallic impurities especially cobalt and cadmium ions from the zinc sulphate electrolyte by deposition on zinc.
In the practical industrial process of a zinc production factory in China, the zinc powder is added continuously to the zinc sulphate electrolyte at the inlet of the purification reaction tank to remove the metallic impurities ions. Generally, only the concentrations of cobalt and cadmium ions at the inlet and outlet of the reaction tank are measured at each hour. Meanwhile it usually takes two hours for zinc sulphate electrolyte to flow from the inlet to outlet of the reaction tank. In other words, the reaction time for the purification process is two hours. Due to the complicated reaction environment and uncertainties, the zinc powder is added much more excessively than required so as to guarantee the quality of the production. Thus, there is much waste in zinc powder. Clearly, this is not desirable in practice.
Based on the chemical kinetics (see [19, 20] ), the chemical reaction equations which are relevant to zinc-cobalt and zinc-cadmium deposition reaction can be described by the following equations.
These equations are obtained through the knowledge of continuous stirred tank reactor (CSTR) and replacement reaction of metallic ions. These chemical reaction equations are similar because the reaction properties of zinc-cobalt and zinc-cadmium are similar. In the above equations, x 1 (t) and x 2 (t) represent, respectively, the concentrations of cobalt and cadmium ions in the reaction tank, x 10 and x 20 represent, respectively, the concentrations of cobalt and cadmium ions at the inlet of the reaction tank, Q is the flux of solution, V is the volume of the reaction tank. α and β are, respectively, the chemical reaction coefficients for cobalt and cadmium ions. u and v are the zinc powder reaction surface areas for two metallic impurities ions, they are control variables and can be converted into the weights of zinc powder because the relationship between reaction surface area and weight is linear as suggested from experimental validation. c and d are coupling coefficients. Here, x 10 , x 20 , Q and V are known parameters. Letx 1 (i) andx 2 (i) denote, respectively, the observed data of concentrations of cobalt and cadmium ions at the measurement time points i = 1, . . . , N . Our first aim is to choose the optimal system parameters α, β, c, d, so that the trajectory "best" fits the observed data at these measurement time points. That is, the following cost function
is minimized with respect to the parameters α, β, c, d, where x 1 (i) and x 2 (i) are, respectively, the concentrations of cobalt and cadmium ions at the time points i = 1, . . . , N calculated from the solution of the system of time delayed differential equations corresponding to the choice of parameters α, β, c, d. The states before zero time point are obtained through interpolation of the measured data at the measurement time points prior to the zero time point. The cubic basis spline interpolation method (see [17] ) is adopted to construct the fitting curve which passes through all the measurement data. Now, the solution method proposed in Section 4 is used to minimize the cost , c = 9.54, d = 1.415 × 10
3
. Let x i , i = 1, 2, be the concentrations of cobalt and cadmium ions corresponding to these optimal parameters. They are shown as dashed lines in Figures 1-2 . However, the zinc powder reaction surface areas used are rather excessive than required. We thus move to minimize the zinc powder reaction surface areas subject to the condition that the possible deviations of x i (t), i = 1, 2, which are the solutions of the system of time delayed differential equations corresponding to the choice of the controls u and v, from x i (t), i = 1, 2, are within an acceptable limit.
This can be posed as a time delayed optimal control problem in the form of Problem (P2), where
is minimized, subject to the continuous state inequality constraints
Here, e > 0 indicates the acceptable limit.
As shown in Section 3, this optimal control problem is approximated by a sequence of Problems (P2(ε, γ) ). The optimal concentrations of cobalt and cadmium ions obtained by using the algorithm given in Section 4 are shown as solid lines in Figures  1-2 . We see that these optimal concentrations remain on track to the measured data. Several measured data deviate rather far away from the calculated concentration. This is expected, as the measurements are carried out manually by using some special chemical instruments. Inevitably, it will lead to some measurement inaccuracy. However, the trajectory obtained does reflect the basic characteristic of the practical scenarios under study.
The respective reaction surface areas of zinc powder for cobalt and cadmium ion, which are the control functions, are shown in Figures 3-4 . The total reaction surface area of zinc powder is shown in Figure 5 . We see that the average reaction surface area is much lower than the one used in current practice, shown as dashed line. As mentioned earlier, the amount of zinc powder actually added is expressed as a whole quantity and the reaction surface area can be converted to the weight according to the linear relationship between the weight and reaction surface area of zinc powder. Our proposed method has found the optimal consumption of zinc powder at each hour effectively.
Conclusion
This paper considered a class of optimal control problems involving time delayed systems and subject to inequality constraints in canonical form, where the cost and con- straint functions are depending on multiple characteristic time points. For a time delayed optimal control problem subject to continuous state inequality constraints, it was shown that this optimal control problem can be approximated by a sequence of approximate optimal control problems subject to inequality constraints in canonical form. Gradient formulas for the cost and constraint functions were derived. On this basis, the time delayed optimal control problem subject to inequality constraints in canonical form can be solved as a nonlinear optimization problem by using any gradient-based method. The obtained computational method was applied to the study of purification process of zinc sulphate electrolyte. The results obtained were highly satisfactory, showing the effectiveness of the method proposed.
