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Abstract. Boxicity of a graph G(V, E), denoted by box(G), is the minimum
integer k such that G can be represented as the intersection graph of axis
parallel boxes in Rk. The problem of computing boxicity is inapproximable
even for graph classes like bipartite, co-bipartite and split graphs within
O(n1−ǫ)-factor, for any ǫ > 0 in polynomial time unless NP = ZPP . We
give FPT approximation algorithms for computing the boxicity of graphs,
where the parameter used is the vertex or edge edit distance of the given
graph from families of graphs of bounded boxicity. This can be seen as a
generalization of the parameterizations discussed in [4].
Extending the same idea in one of our algorithms, we also get anO
(
n
√
log log n√
log n
)
factor approximation algorithm for computing boxicity and anO
(
n(log log n)
3
2
√
log n
)
factor approximation algorithm for computing the cubicity. These seem to
be the first o(n) factor approximation algorithms known for both boxicity
and cubicity. As a consequence of this result, a o(n) factor approximation
algorithm for computing the partial order dimension of finite posets and a
o(n) factor approximation algorithm for computing the threshold dimension
of split graphs would follow.
Keywords: Boxicity, Approximation algorithm, Parameterized Algorithm
1 Introduction
Let G(V , E) be a graph. If I1, I2, · · · , Ik are (unit) interval graphs on the vertex
set V such that E(G) = E(I1)∩E(I2)∩· · ·∩E(Ik), then {I1, I2, · · · , Ik} is called a
box (cube) representation of G of dimension k. Boxicity (cubicity) of an incomplete
graph G, box(G) (respectively cub(G)), is defined as the minimum integer k such
that G has a box (cube) representation of dimension k. For a complete graph, it is
defined to be zero. Equivalently, boxicity (cubicity) is the minimum integer k such
that G can be represented as the intersection graph of axis parallel boxes (cubes) in
R
k. Boxicity was introduced by Roberts [20] in 1969 for modeling problems in social
sciences and ecology. Box representations of low dimension are memory efficient for
representing dense graphs. If a graph G on n vertices has a box representation of
dimension k, it can be represented using O(nk) space, whereas an adjacency list
representation will need O(m) space which is O(n2) for dense graphs. Some well
2known NP-hard problems like the max-clique problem are polynomial time solvable,
if low dimensional box representations are known [21].
Boxicity is combinatorially well studied and its bounds in terms of parameters
like maximum degree [1,14] and tree-width [10] are known. For any graph G on n
vertices, box(G) ≤
⌊
n
2
⌋
and cub(G) ≤
⌊
2n
3
⌋
. It was shown by Scheinerman [22] in
1984 that the boxicity of outer planar graphs is at most two. In 1986, Thomassen
[23] proved that the boxicity of planar graphs is at most 3. Boxicity is also closely
related to other dimensional parameters of graphs like partial order dimension and
threshold dimension [1,2,27].
However, from the computational point of view, boxicity is a notoriously hard
problem. In 1981, Cozzens[12] proved that computing boxicity is NP-Hard. Later
Yannakakis [27] and Kratochvil[16], respectively, proved that determining whether
boxicity of a graph is at most three and two are NP-Complete. Adiga et.al [2] proved
that no polynomial time algorithm for approximating boxicity of bipartite graphs
with approximation factor within O(n0.5−ǫ) for any ǫ > 0 is possible unless NP =
ZPP . Recently, Chalermsook et al. [8] improved the hardness of approximation
from O(n0.5−ǫ) factor to O(n1−ǫ) factor. Same non-approximability holds in the
case of split graphs and co-bipartite graphs too.
Since boxicity is even hard to approximate, one would like to look at parame-
terized4 versions of the problem. The standard parameterization using boxicity as
parameter is meaningless since deciding whether boxicity is at most k is NP-Hard
even for k = 2. Parameterizations with vertex cover number (MVC) and minimum
feedback vertex set size (FVS) as parameters were studied in [4]. With vertex cover
number as parameter k, they gave an algorithm to compute boxicity exactly, that
runs in 2O(2
kk2)n time and another algorithm to get an additive one approximation
for boxicity that runs in 2O(k
2 log k)n time, where n is the number of vertices in
the graph. Using FVS as parameter k, they gave a 2 + 2
box(G) factor approximation
algorithm to compute boxicity that runs in 2O(2
kk2)nO(1) time.
The notion of edit distance refers in general to the smallest number of some
well defined modifications to be applied to the input graph so that the resultant
graph possesses some desired properties. Edit distance from graph classes is a well
studied problem in parameterized complexity [5,15,18,26]. Note that, many well
known classical problems such as interval completion problem [26], planar vertex
deletion problem [18] etc. can be seen as special instances of edit distance problems.
In [26], it is shown that the problem of interval completion of graphs is in FPT,
with interval completion number (the minimum number of edges to be added to a
graph to convert into an interval graph) as the parameter. In [15,18] problems of
editing graphs to make them planar is considered.
In [6], Cai introduced a framework for parameterizing problems with edit dis-
tance as parameter. For a family F of graphs, and k ≥ 0 an integer, he used F+ke,
F − ke respectively to denote the families of graphs that can be obtained from a
graph in F by adding and deleting at most k edges, and F+kv to denote the family
of graphs that can be converted to a graph in F by deleting at most k vertices. A
subset S ⊆ V such that |S| ≤ k is called a modulator for an F+kv graph G(V,E)
4 For an introduction to parameterized complexity, please refer to [19].
3if G \ S ∈ F . Similarly, a set Ek of pairs of vertices such that |Ek| ≤ k is called
a modulator for an F − ke graph G(V,E) if G′(V,E ∪ Ek) ∈ F . In a similar way,
modulators for graphs in F + ke and F + k1e− k2e also can be defined.
In [6], Cai considered the parameterized complexity of vertex coloring problem
on F − ke, F + ke and F + kv for various families F of graphs, with k as the
parameter. This was further studied in [17]. In the same framework, we consider
the parameterized complexity of computing boxicity of F + k1e − k2e and F + kv
graphs for families F of bounded boxicity graphs, using k1+k2 and k as parameters.
We show that various other parameters relevant in the context of boxicity problem
(such as interval completion number, MVC, FVS, crossing number etc.) can be seen
as special instances of our edit distance parameters. (Note that the special cases
of MVC and FVS were considered in [4]. We provide an improved algorithm for
the parameter FVS and we show that two of our parameters are more general than
MVC.)
Our results
Our main results are the following three theorems and their corollaries described
below.
Theorem 1. Let F be a family of graphs such that ∀G′ ∈ F , box(G′) ≤ b. Let
T (n) denote the time required to compute a b-dimensional box representation of a
graph belonging to F on n vertices. Let G be an F+kv graph on n vertices. Given a
modulator of G, a box representation B of G, such that |B| ≤ box(G)
(
2 + b
box(G)
)
,
can be computed in time T (n− k) + n22O(k
2 log k).
Theorem 2. Let F be a family of graphs such that ∀G′ ∈ F , box(G′) ≤ b. Let T (n)
denote the time required to compute a b-dimensional box representation of a graph
belonging to F on n vertices. Let G be an F + k1e − k2e graph on n vertices and
let k = k1 + k2. Given a modulator of G, a box representation B of G, such that
|B| ≤ box(G) + 2b, can be computed in time T (n) +O(n2) + 2O(k
2 log k).
Slightly modifying the idea in the proof of Theorem 1, we also prove the following:
Theorem 3. Let G(V,E) be a graph on n vertices. Then a box representation B
of G, such that |B| ≤ t · box(G), where t is O
(
n
√
log logn√
logn
)
, can be computed in
polynomial time. Further, a cube representation C of G, such that |C| ≤ t′ · cub(G),
where t′ is O
(
n(log logn)
3
2√
logn
)
, can also be computed in polynomial time.
We give proofs of these theorems in Sections 3, 4 and 5. The approximation factors
obtained in Theorem 3 is not very impressive. However, boxicity and cubicity prob-
lems are known to be inapproximable within O(n1−ǫ)-factor, for any ǫ > 0 unless
NP = ZPP and to our knowledge, no approximation algorithms for computing
boxicity and cubicity of general graphs within o(n) factor were known till now. We
also show that as a consequence of the o(n) factor approximation algorithm for box-
icity, a o(n) factor approximation algorithm for computing the partial order dimen-
sion of finite posets and a o(n) factor approximation algorithm for computing the
4threshold dimension of split graphs would follow. These problems are also known to
be hard to approximate within O(n1−ǫ)-factor, for any ǫ > 0 unless NP = ZPP [8].
Remarks:
(1) Though in Theorem 1 and Theorem 2 we assumed that a modulator of G for F is
given, in several important special cases, the modulator for F can be computed
from G in FPT time. This will be clear from the corollaries that follow.
(2) For many graph classes F which we consider here (like interval graphs or pla-
nar graphs), we can compute a low dimensional box representation of graphs
belonging to F in polynomial time. Note that, in such cases, if the edit distance
k is below
√
logn√
log logn
, the algorithms mentioned in Theorem 1 and Theorem 2
run in time polynomial in n.
(3) Note that, if G ∈ F + k1e− k2e with k = k1 + k2, then G ∈ F + kv. Therefore,
the algorithm of Theorem 1 is applicable for graphs in F + k1e − k2e as well.
But we give a more specialized algorithm for F + k1e− k2e graphs, which gives
us an improved result as mentioned in Theorem 2.
Corollaries: Our parameterized algorithms for boxicity generalizes parameteriza-
tions using many other useful parameters, as explained below. Some of these pa-
rameterizations are new and the others are improvements / generalizations of the
results in [4].
(1) Computing boxicity with interval completion number as the param-
eter: If the interval completion number of a graph G(V,E) is at most k, we
can use FPT algorithm for interval completion [26] to compute Ek such that
|Ek| ≤ k and G′(V,E ∪ Ek) is an interval graph. Thus, with modulator Ek,
G ∈ F − ke, where F is the class of interval graphs. Since a box representation
of one dimension can be computed in polynomial time for any interval graph,
combining with our algorithm of Theorem 2, we get an FPT algorithm that
achieves an additive 2 factor approximation for box(G), with interval comple-
tion number k as parameter running in time 2O(k
2 log k)nO(1).
(2) Computing boxicity with FVS as the parameter: If FV S(G) ≤ k, using
existing FPT algorithms [7], we can compute a minimum feedback vertex set
S of G(V,E) such that G′ = G(V \ S) is a forest. Thus, with modulator S,
G ∈ F + kv, where F is the family of graphs which are forests. Since a box
representation of dimension two can be computed in polynomial time for any
forest, using our algorithm of Theorem 1, we get a 2 + 2
box(G) factor approxi-
mation for boxicity with FVS as parameter k, running in time 2O(k
2 log k)nO(1).
Note that, for the boxicity problem parameterized by FVS, the algorithm in [4]
gave the same approximation factor with its running time 2O(2
kk2)nO(1). Our
algorithm improves the running time in [4].
(3) Computing boxicity with proper interval vertex deletion number (PIVD)
as the parameter: The minimum number of vertices to be deleted from
G(V,E), so that the resultant graph is a proper interval graph, is called the
proper interval vertex deletion number of G. If PIV D(G) is at most k, we can
use the FPT algorithm running in O(6kkn6) time for proper interval vertex
5deletion [25] to compute a S ⊆ V with |S| ≤ k such that G \ S is a proper
interval graph. Thus, with modulator S, G ∈ F + kv, where F is the family of
all proper interval graphs. Since a box representation of one dimension can be
computed in polynomial time for any proper interval graph, using our algorithm
of Theorem 1, we get a 2+ 1
box(G) factor approximation for boxicity with PIVD
as parameter k, running in time 2O(k
2 log k)nO(1). We show that the parameter
PIVD is more general than the MVC parameter considered in [4].
(4) Computing boxicity with MVC as the parameter: MVC(G) can be seen
as the minimum number of vertices to be deleted from G so that the resultant
graph G′ ∈ F ′ where F ′ is the family of graphs without any edges. Since
F ′ ⊆ F , the family of proper interval graphs, it is easy to see that PIV D(G) ≤
MV C(G). Therefore, for computing boxicity with MVC as parameter, we can
use the algorithm above for computing boxicity with PIVD as parameter. This
gives us an algorithm for boxicity with MVC as parameter k, that achieves a 2+
1
box(G) factor approximation with the same running time as that of the (better)
additive one factor approximation algorithm for boxicity with parameter MVC,
described in [4]. However, as explained, the parameter PIVD above is more
general and could be much smaller than MVC.
(5) Computing boxicity with planar vertex deletion number as the pa-
rameter: The minimum integer k such that G(V,E) is a Planar+kv graph, is
called the planar vertex deletion number of G. If G ∈ Planar+kv, we can use
the FPT algorithm for planar deletion [18] to compute a S ⊆ V with |S| ≤ k
such that G \S is planar. Thus, with modulator S, G ∈ F + kv, where F is the
family of planar graphs. Since planar graphs have 3 dimensional box represen-
tations computable in polynomial time [23], using our algorithm of Theorem 1,
we get an FPT algorithm for boxicity, giving a 2+ 3
box(G) factor approximation
for boxicity of graphs that can be made planar by deleting at most k vertices,
using planar vertex deletion number as parameter. It may be noted that this
parameter is also smaller than MVC.
(6) Computing boxicity with crossing number as the parameter: If crossing
number of a graph is at most k, we can combine the FPT algorithm for crossing
number [15] to compute Ek ⊆ E such that |Ek| ≤ k and G′(V,E \ Ek) is a
planar graph. Thus, with modulator Ek, G ∈ F + ke, where F is the class
of planar graphs. Since planar graphs have 3 dimensional box representations
computable in polynomial time, using our algorithm of Theorem 2, we get an
FPT algorithm that gives an additive 6-factor approximation for box(G) with
crossing number as parameter.
(7) Computing boxicity with planar edge deletion number as parameter:
Planar edge deletion number of a graph G(V,E) is the minimum number of
edges to be deleted from G so that the resultant graph is planar. In [15], an
FPT algorithm for computing planar edge deletion number is also described.
Using the same ideas as in the case of crossing number, we get an FPT al-
gorithm that gives an additive 6-factor approximation for box(G) with planar
edge deletion number as parameter. Since planar edge deletion number(G) ≤
crossing number(G), this parameter is more general than crossing number.
6(8) Computing boxicity with proper interval edge deletion number (PIED)
as the parameter: The minimum number of edges to be deleted from G(V,E),
so that the resultant graph is a proper interval graph, is called the proper in-
terval edge deletion number of G. If PIED(G) is at most k, we can use the
FPT algorithm running in O(9knO(1)) time for proper interval edge deletion
[25] to compute a Ek ⊆ E with |Ek| ≤ k such that G′(V,E \ Ek) is a proper
interval graph. Thus, with modulator S, G ∈ F + ke, where F is the family
of all proper interval graphs. Since a box representation of one dimension can
be computed in polynomial time for any interval graph, combining with our
algorithm of Theorem 2, we get an FPT algorithm that achieves an additive 2
factor approximation for box(G), with PIED as parameter k, running in time
2O(k
2 log k)nO(1).
FPT algorithm for cubicity: Computing cubicity is also hard to approximate
[8] within O(n1−ǫ) factor for any ǫ > 0 unless NP = ZPP . It is natural to ask, like
in the case of boxicity, whether FPT algorithms are possible for cubicity as well,
with various edit distance parameters. Unfortunately, our algorithms of Theorems
1 and 2 heavily depend on the fact that intervals can be of different lengths. Since
for cube representations all intervals are required to be of unit length, there is no
direct way to extend our algorithms for cubicity. This, we leave as an open problem.
However, in the special case of parameterMV C(G), which is a relatively simple edit
distance parameter, in Section 6, we give a 2-factor approximation algorithm which
runs in time 2O(2
kk2)nO(1), where k = MV C(G). This algorithm can be modified
to get an approximation factor (1 + ǫ), for any ǫ > 0, by allowing a larger running
time of 2
O
(
k
3
2
4k
ǫ
ǫ
)
nO(1).
2 Prerequisites
In this section, we give some basic facts necessary for the later part of the paper.
Lemma 1 (Roberts [20]). Let G(V, E) be any graph. For any x ∈ V , box(G) ≤
1 + box(G \ {x}).
The proof of the following lemmas are easy.
Lemma 2. Let G(V,E) be a graph. Let S ⊆ V be such that ∀v ∈ V \ S and
u ∈ V , (u, v) ∈ E. If a box representation BS of G[S] is known, then, in O(n2)
time we can construct a box representation B of G of dimension |BS|. In particular,
box(G) = box(G[S]).
Please see Appendix for the proof.
Lemma 3. Let G(V,E) be a graph and let A ⊆ V . Let G1(V,E1) be a super graph
of G with E1 = E ∪{(x, y)|x, y ∈ A}. If a box representation B of G is known, then
in O(n2) time we can construct a box representation B1of G1 of dimension 2 · |B|.
In particular, box(G1) ≤ 2.box(G).
Please see Appendix for the proof.
7Lemma 4. Let G(V,E) be a graph on n vertices of boxicity (cubicity) b. Then an
optimum box (cube) representation of G can be computed in 2O(nb log n) time.
Please see Appendix for the proof.
For a vertex v ∈ V of a graph G, we use NG(v) to denote the set of neighbors
of v in G. Let I be an interval representation of an interval graph G(V,E). We use
lv(I) and rv(I) respectively to denote the left and right end points of the interval
corresponding to v ∈ V in I. The interval is denoted as
[
lv(I), rv(I)
]
. Without loss
of generality, we can assume that all the 2|V | interval end points are distinct points
in R. Unless specified otherwise, we make this as a default assumption. If S ⊆ V
induces a clique in G, then, it is easy to see that the intersection of all the intervals
in I corresponding to vertices of S is nonempty. This property is referred to as Helly
property of intervals and we refer to this common region of intervals as the Helly
region of the clique S.
Definition 1. Let G(V,E) be a graph in which S ⊆ V induces a clique in G. Let
H be an interval supergraph of G. Let p be a point on the Real line. If H has an
interval representation I satisfying the following conditions:
(1) p belongs to the Helly region of S in I.
(2) For each v ∈ S,
lv(I) = min
(
p, min
u∈NG(v)∩(V \S)
ru(I)
)
and
rv(I) = max
(
p, max
u∈NG(v)∩(V \S)
lu(I)
)
then we call I a nice interval representation of H with respect to S and p. If H has
a nice interval representation with respect to clique S and some point p, then H is
called a nice interval supergraph of G with respect to clique S.
Lemma 5. Let G(V,E) be a graph. If A ⊆ V with |A| ≤ k and G[V \ A] a clique
on V \A, then
(a) There are at most 2O(k log k) nice interval supergraphs of G with respect to clique
V \A. These can be enumerated in n2O(k log k) time.
(b) If G has a box representation B of dimension b, then it has a box representation
B′ of the same dimension, in which ∀I ∈ B′, I is a nice interval supergraph of
G with respect to clique V \A.
Proof. (a) Let H be any nice interval super graph of G with respect to V \A and I
be a nice interval representation of H with respect to V \A and a point p. Let
S be the set of end points (both left and right) of the intervals corresponding to
vertices of A in H . Clearly |S| = 2|A| ≤ 2k. The order of end points of vertices
of A in I from left to right corresponds to a permutation of elements of S and
therefore, there are at most 2k! possibilities for this ordering. Moreover, note
that the points of S divide the Real line into |S|+1 regions and that p can belong
to any of these regions. From the definition of nice interval representation, it is
8clear that, once the point p and the end points of vertices of A are fixed, the
end points of vertices in V \A get automatically decided.
Thus, to enumerate every nice interval supergraph H of G with respect to
clique V \ A, it is enough to enumerate all the (2k)! = 2O(k log k) permutations
of elements of S and consider |S| + 1 ≤ 2k + 1 possible placements of p in
each of them. Some of these orderings may not produce an interval super graph
of G though. In O(k2) time, we can check whether the resultant graph is an
interval supergraph of G and output the interval representation in O(n) time.
The number of supergraphs enumerated is only (2k + 1)2O(k log k) = 2O(k log k).
(b) Let B = {I1, I2, · · · , Ib} be a box representation of G and for 1 ≤ i ≤ b, let
pi ∈ R be a point belonging to the Helly region corresponding to V \ A in Ii.
For 1 ≤ i ≤ b, let I ′i be the interval graph defined by the interval assignment
[lv(I
′
i), rv(I
′
i)] =
{
[lv(Ii), rv(Ii)] if v ∈ A,
[l′v(i), r
′
v(i)] if v ∈ V \A.
where l′v(i) = min
(
pi, min
u∈NG(v)∩A
ru(Ii)
)
and
r′v(i) = max
(
pi, max
u∈NG(v)∩A
lu(Ii)
)
Claim. B′ = {I ′1, I
′
2, · · · , I
′
b} is a box representation of G such that ∀I
′
i ∈ B
′, I ′i
is a nice interval supergraph of G with respect to clique V \A.
Proof. Consider any I ′i ∈ B
′. For u, v ∈ A, intervals corresponding to u and v
are the same in both Ii and I
′
i. If (u, v) ∈ E(G), with u, v ∈ A, then the intervals
corresponding to u and v intersect in I ′i because they were intersecting in Ii.
For any (u, v) ∈ E(G), with u ∈ A and v ∈ V \ A, the interval of v intersects
the interval of u in I ′i, by the definition of [l
′
v(i), r
′
v(i)]. Vertices of V \A share
the common point pi. Thus, I
′
i is an interval supergraph of G. It is easy to see
that I ′i is a nice interval supergraph of G with respect to clique V \A and point
pi.
Since B is a valid box representation of G, for each (u, v) /∈ E(G), ∃Ii ∈ B
such that (u, v) /∈ E(Ii). Observe that for any vertex v ∈ V , interval of v in Ii
contains the interval of v in I ′i. Therefore, if (u, v) /∈ E(Ii), then (u, v) /∈ E(I
′
i)
too. Thus, B′ is also a valid box representation of G.
⊓⊔
The following theorem is the key ingredient in our parameterized algorithm with
vertex edit distance parameter and also our general approximation algorithm for
boxicity.
Theorem 4. Let G(V,E) be a graph. If A ⊆ V with |A| ≤ k and G[V \A] a clique
on V \A, then
(a) box(G) ≤ k.
9(b) An optimal box representation of G can be found in time n22O(k
2 log k), where
n = |V |.
Proof. (a) It is easy to infer from Lemma 1 that box(G) ≤ box(G \ A) + |A| = k
since G \A is a clique.
(b) From part (b) of Lemma 5, it is easy to see that if box(G) = b ≤ k, then there
exists a box representation B′ = {I ′1, I
′
2, · · · , I
′
b} in which each I
′
i is a nice interval
super graph of G with respect to clique V \ A. We call such a representation
a nice box representation of G. To construct a nice box representation of G
with respect to clique V \ A of dimension b, we do the following: We choose b
of the 2O(k log k) supergraphs guaranteed by part (a) of Lemma 5 and check if
this gives a valid box representation of G. All possible nice box representations
of dimension b can be computed and validated in n22O(k.b log k) time. We might
have to repeat this process for 1 ≤ b ≤ box(G) in that order, to obtain a
minimum box representation. Hence the total time required to compute an
optimum box representation of G is n22O(k
2 log k).
⊓⊔
3 FPT Algorithm for Computing the Boxicity of F + kv
Graphs
In this section, we give a proof of Theorem 1. Let G(V,E) be a F + kv graph with
a modulator Sk on k vertices such that G
′ = G \ Sk ∈ F . Let H1(V,E1) be the
graph obtained by defining E1 = E ∪ {(x, y)|x, y ∈ V \ Sk}. Since |Sk| ≤ k, using
Theorem 4, we can get an optimal box representation of H1 in n
22O(k
2 log k) time.
Let B1 = {I1, I2, · · · , Ip} be the resultant box representation of H1. By Lemma 3,
p is at most 2 · box(G).
Let H2(V,E2) be the graph obtained by defining E2 = E ∪ {(x, y)|x ∈ Sk and
y ∈ V }. Let B′ = {J1, J2, · · · , Jb} be a box representation of G′ (computed in time
T (n− k)). B′ is a box representation of H2[V \ Sk], because H2[V \ Sk] = G′. Since
in H2, vertices in S are adjacent to every other vertex, by Lemma 2, box(H2) =
box(H2[V \ Sk] and a box representation B2 = {L1, L2, · · · , Lb} of H2 can be
produced in O(n2) time.
Since G = H1∩H2, B = B1 ∪ B2 as a valid box representation of G, of dimension
box(G)
(
2 + box(G
′)
box(G)
)
. All computations were done in T (n− k)+n22O(k
2 log k) time.
4 FPT Algorithm to Compute Boxicity of F + k1e − k2e
Graphs
In this section, we give a proof of Theorem 2. Let G(V,E) be a F +k1e−k2e graph
on n vertices, where k1 + k2 = k. Let Ek1 ∪ Ek2 be a modulator of G such that
|Ek1 | = k1, |Ek2 | = k2 and G
′(V, (E ∪ Ek2) \Ek1) ∈ F . Let S ⊆ V (G) be the set of
end points of the edges in Ek1 ∪ Ek2 . Clearly, |S| ≤ 2k and box(G) ≤ k. Using the
construction in Lemma 4, an optimal box representation BS = {I1, I2, · · · , Ip} of
G[S] can be computed in 2O(k
2 log k) time.
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Let b be the boxicity of G′ and let B′ = {J1, J2, · · · , Jb} be an optimal box
representation of G′ (computed in time T (n)). We will produce a near optimal box
representation of G using box representations BS and B′, thus giving a constructive
proof.
Let H1(V,E1) be the graph obtained by setting E1 = E
′ ∪ {(x, y)|x, y ∈ S}.
From the box representation B′ of G′, in O(n2) time we can construct (by Lemma
3) a box representation B1 = {J11, J12, J21, J22, · · · , Jb1, Jb2} of H1 with dimension
2 · box(G′).
Let H2(V,E2) be the graph obtained by setting E1 = E ∪ {(x, y)|x ∈ V \
S, y ∈ V }. Observe that H2(S) = G[S]. By lemma 2, box(H2) ≤ box(G[S]) and
a box representation B2 of H2 of dimension box(G[S]) can be computed from box
representation BS of G[S] in O(n2) time.
We describe how to compute a box representation of G from box representations
BS and B′. Let H1 and H2 be as defined above. We constructed box representation
B1 ofH1 of dimension 2 ·box(G′) from B′ in polynomial time. Box representation BS
was obtained in 2O(k
2 log k) time. Box representation B2 ofH2 of dimension box(G[S])
was constructed using BS in O(n2) time. It is easy to see that G = H1∩H2 and hence
BG = B1 ∪ B2 is a valid box representation of G of dimension at most 2 · box(G′)
+ box(G[S]) ≤ 2 · box(G′) + box(G), since G[S] is an induced subgraph of G.
5 An Approximation Algorithm for Boxicity of Graphs
In this section, we give a proof of Theorem 3 and use it to derive sublinear ap-
proximation algorithms for some other dimensional parameters closely related to
boxicity.
Let G(V,E) be the given graph with |V | = n. Let k =
√
log n√
log logn
and t = ⌈n
k
⌉. The
algorithm proceeds by defining t super graphs of G and computing their box repre-
sentations. Let the vertex set V be partitioned arbitrarily into t sets V1, V2, · · · , Vt
where |Vi| ≤ k, for each 1 ≤ i ≤ t. We define super graphs G1, G2, · · · , Gt of G with
Gi(V,Ei) defined by setting Ei = E ∪ {(x, y)|x, y ∈ V \ Vi}, for 1 ≤ i ≤ t.
Lemma 6. Let Gi be as defined above, for 1 ≤ i ≤ t. Optimal box representation
of Gi can be computed in polynomial time.
Proof. Noting that G[V \Vi] is a clique and |Vi| ≤ k =
√
log n√
log logn
, by Theorem 4, we
can compute an optimum box representation of Gi in n
22O(k
2 log k) = O(n3) time,
where n = |V |. ⊓⊔
We can compute the optimal box representations of Gi, for 1 ≤ i ≤ t =
⌈
n
√
log logn√
logn
⌉
as explained in Lemma 6 in total O(n4) time. Observe that E(G) = E(G1)∩E(G2)∩
· · ·∩E(Gt). Therefore, it is a trivial observation that the union of box representations
of Gis we computed gives us a valid box representation of G. By Lemma 3 we have,
box(Gi) ≤ 2.box(G). Hence,
box(G) ≤ box(G1) + box(G2) + · · ·+ box(Gt) ≤ 2t.box(G) (1)
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Substituting t =
⌈
n
√
log logn√
logn
⌉
in the equation above gives the approximation ratio
as claimed in Theorem 3.
Using the optimal box representations of Gi, for 1 ≤ i ≤ t, a cube representation
C of G, such that |C| ≤ t′ ·cub(G), where t′ is O
(
n(log logn)
3
2√
logn
)
, can also be computed
in polynomial time. We know [3] that from an optimum box representation of Gi,
in polynomial time, we can construct a cube representation of Gi of dimension
box(Gi)⌈logα(Gi)⌉, where α(Gi) is the independence number of Gi which is at most
|Vi|. The union of cube representations of Gis we computed gives us a valid cube
representation of G. Hence,
cub(G) ≤ cub(G1) + cub(G2) + · · ·+ cub(Gt)
≤ (box(G1) + box(G2) + · · ·+ box(Gt))⌈log k⌉
≤ 2t.box(G)O(log logn) ≤ O(t. log logn).cub(G) (2)
Substituting t =
⌈
n
√
log logn√
logn
⌉
in the equation above gives the approximation ratio
as claimed in Theorem 3.
5.1 Approximating partial order dimension
A partially ordered set (poset) P = (X,P ) consists of a nonempty set X and a
binary relation P on X that is reflexive, antisymmetric and transitive. If every
pair of distinct elements of X are comparable under the relation P , then (X,P ) is
called a total order or a linear order. A linear extension of a partial order (X,P )
is a linear order (X,P ′) such that ∀x, y ∈ X , (x, y) ∈ P ⇒ (x, y) ∈ P ′. The
dimension of a poset P = (X,P ), denoted by dim(P) is defined as the smallest
integer k such that P can be expressed as the intersection of k linear extensions
(X,P1), (X,P2), . . . , (X,Pk) of P : i.e., if ∀x, y ∈ X , (x, y) ∈ P ⇔ (x, y) ∈ Pi, for
each 1 ≤ i ≤ k. This concept was introduced by Dushnik and Miller in 1941 [13].
A height-two poset is a poset (X,P ) in which all elements ofX are either minimal
elements or maximal elements under the relation P . Even in the case of height-two
posets, partial order dimension is hard to approximate within an O(n1−ǫ) factor for
any ǫ > 0, unless NP = ZPP [8].
Corollary 1. There is a polynomial time algorithm to approximate the partial order
dimension of any poset P = (X,P ) defined on a finite set X, within an o(n) factor,
where n = |X |.
Proof. Assume that P = (X,P ) defined on a finite set X .
We will first prove the statement for height-two posets. Adiga et al. [1] showed
that if P is a height-two poset defined on a finite set X and GP is the underlying
comparability graph of P (i.e., X is the vertex set of GP and two vertices are
adjacent in GP if and only if they are comparable under P ), then box(GP ) ≤
dim(P) ≤ 2 box(GP ). Since box(GP ) can be approximated in polynomial time
within an o(n) factor by Theorem 3, a polynomial time o(n) factor approximation
algorithm for computing the poset dimension of height-two posets follows.
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By a construction given by R. Kimble [24], given a poset P = (X,P ) of arbitrary
height, we can construct a height-two poset P ′ = (S(X), P ′) from P = (X,P ) in
polynomial time so that dim(P) ≤ dim(P ′) ≤ 1 + dim(P). Combined with this
reduction, the polynomial time o(n) factor approximation algorithm we obtained in
the previous paragraph for height-two posets gets extended for posets of arbitrary
height.
5.2 Approximating the threshold dimension of split graphs
A graph G(V,E) is called a threshold graph if there exists s ∈ R and a labeling
of vertices w : V 7→ R such that ∀u, v ∈ V, (u, v) ∈ E ⇔ w(u) + w(v) ≥ s.
The threshold dimension of G, denoted by t(G) is the minimum integer k such
that there exists threshold graphs G1, G2, . . . , Gk on the same vertex set as V (G)
with E(G) = E(G1) ∪ E(G2) ∪ · · · ∪ E(Gk). The concept of threshold graphs and
threshold dimension was introduced by Chva´tal and Hammer [11] while studying
some set-packing problems. Threshold dimension is also hard to approximate within
an O(n1−ǫ) factor for any ǫ > 0, unless NP = ZPP [8]. The same hardness result
holds for the restricted case of split graphs as well [2].
Corollary 2. There is a polynomial time algorithm to approximate the threshold
dimension of any split graph G within an o(n) factor, where n = |V (G)|.
Proof. Given any split graph G, Adiga et al. [2] gave a polynomial time method to
construct another split graph H on the same vertex set such that t(G) = box(H).
By Theorem 3, the result follows.
6 FPT Algorithm for Computing the Cubicity of Graphs
with MVC as Parameter
In this section, we give an algorithm to compute a cube representation of G which
is of dimension at most 2 · cub(G), using MVC(G) as parameter k, which runs in
time 2O(2
kk2)nO(1). In fact, by allowing a larger running time of 2
O
(
k
3
2
4k
ǫ
ǫ
)
nO(1),
we can achieve a (1 + ǫ) approximation factor, for any ǫ > 0.
Let G(V,E) be a graph on n vertices. Without loss of generality, we can assume
that G is connected. We can compute [19] a minimum vertex cover of G in time
2O(k)nO(1). Let S ⊆ V be a vertex cover of G of cardinality k such that G(V \ S)
is an independent set on n− k vertices. For each A ⊆ S, define NA = {v ∈ (V \ S)
: NG(v) = A}. Notice that {NA : A ⊆ S and NA 6= ∅} defines a partition of
V \ S. For each NA 6= ∅, let vA be any arbitrary (representative) vertex in NA. Let
V ′ = {vA : A ⊆ S and NA 6= ∅}. It is easy to see that |V ′| ≤ 2k − 1.
Let G′ be the induced subgraph of G on vertex set V ′ ∪ S. It is known [9] that
cub(G) ≤ MVC(G) + ⌈log(|V (G)| −MVC(G))⌉ − 1. Since MVC(G′) = k, we get
cub(G′) ≤ 2k−1. Using the construction in Lemma 4, we can compute an optimum
cube representation of G′ in time 2O(2
kk2). Let C′ = {I ′1, I
′
2, · · · , I
′
p} be the resultant
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cube representation of G′. Let us construct p unit interval graphs Ii, 1 ≤ i ≤ p as
defined below.
[lv(Ii), rv(Ii)] =
{
[lvA(I
′
i), rvA(I
′
i)] if v ∈ NA,
[lv(I
′
i), rv(I
′
i)] if v ∈ S.
Since C′ is a cube representation of G′, and ∀v ∈ NA, NG(v) = NG(vA) = A, it is
easy to verify that Ii, 1 ≤ i ≤ p are unit interval super graphs of G.
Let t = max
A⊆S
|NA|. For each NA 6= ∅, let us consider the mapping nA : NA 7→
{1, 2, · · · , |NA|}, where nA(v) is the unique number representing v ∈ NA. [Note that
if u ∈ NA and v ∈ NA′ , where A 6= A′, then, nA(u) and nA′(v) could potentially
be the same.] For 1 ≤ i ≤ q = ⌈log t⌉, define bi : V \ S 7→ {1, 2, · · · , q} as bi(v) =
ith bit in the q bit binary representation of nA(v), when v ∈ NA. We define q unit
interval graphs J1, J2, ·, Jq as follows.
[lv(Ji), rv(Ji)] =


[1, 2] if v ∈ S,
[0, 1] if v ∈ (V \ S) and bi(v) = 0,
[2, 3] if v ∈ (V \ S) and bi(v) = 1
Since in each Ji, 1 ≤ i ≤ q, S forms a clique in the region [1, 2] and intervals
corresponding to every v ∈ (V \S) intersects with this interval, it is easy to see that
these are interval super graphs of G. These unit interval graphs can be constructed
in O(n log n) time.
Claim. C = {I1, I2, · · · , Ip, J1, J2, · · · , Jq} is a valid cube representation of G, of
dimension p+ q ≤ 2 cub(G) constructible in 2O(2
kk2)nO(1) time.
Proof. We already proved that C is constructible in 2O(2
kk2)nO(1) time and each
of the interval graphs in C is a unit interval super graph of G. Now consider any
(u, v) /∈ E(G). We have the following three cases to analyze.
(1) If u, v ∈ (V ′ ∪ S) with u 6= v, ∃I ′i ∈ C
′ such that (u, v) /∈ E(I ′i). This implies
that, (u, v) /∈ E(Ii), because for any u ∈ (V ′∪S), [lv(Ii), rv(Ii)] = [lv(I ′i), rv(I
′
i)]
by definition.
(2) If u ∈ (V ′ ∪ S) and v ∈ V \ (V ′ ∪ S), then, we know that ∃A ⊆ S : v ∈ NA
and NG(v) = NG(vA) = A. Therefore, (u, vA) /∈ E(G). Since ∀1 ≤ i ≤ p,
[lv(Ii), rv(Ii)] = [lvA(Ii), rvA(Ii)] with vA ∈ V
′, this case reduces to case 1.
(3) If u, v ∈ V \ (V ′ ∪ S) with u 6= v, then, ∃A ⊆ S : u ∈ NA and ∃A′ ⊆ S :
v ∈ NA′ . We also know that ∀1 ≤ i ≤ p, [lu(Ii), ru(Ii)] = [lvA(Ii), rvA(Ii)] and
[lv(Ii), rv(Ii)] =
[
lv
A′
(Ii), rv
A′
(Ii)
]
. There are two sub cases to consider.
(3a) If A 6= A′, then (vA, vA′) /∈ E(G), with vA, vA′ ∈ V ′ and and hence this case
reduces to case 1.
(3b) If A = A′, then u, v ∈ NA. We know that the q bit binary representa-
tions of nA(u) and nA(v) differ at least in one bit position. Therefore,
∃i ∈ {1, 2, · · · , q} such that bi(v) 6= bi(u). Without loss of generality, as-
sume that bi(v) = 0 and bi(u) = 1. By definition of interval graph Ji,
[lv(Ji), rv(Ji)] = [0, 1] and [lu(Ji), ru(Ji)] = [2, 3]. Thus, (u, v) /∈ E(Ji).
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It is known [3] that cub(G) ≥ ⌈logψ(G)⌉, where ψ(G) is the number of leaf nodes
in the largest induced star in G. Since t = max
A⊆S
|NA| ≤ ψ(G), we have q = ⌈log t⌉ ≤
⌈logψ(G)⌉ ≤ cub(G). Since G′ is an induced subgraph of G, we have p = cub(G′) ≤
cub(G). Thus, C is a valid cube representation of G of dimension p+ q ≤ 2 cub(G),
constructible in 2O(2
kk2)nO(1) time. ⊓⊔
We can also achieve a (1 + ǫ) approximation factor, for any ǫ > 0 by allowing a
larger running time as explained below. Define f(kǫ) = k
(
1 + 2
2k−1
ǫ
)
, where k =
MVC(G). If |V (G)| = n ≤ f(kǫ), then, by Lemma 4, we can get an optimal cube
representation of G in time 2O(f
2(kǫ) log f(kǫ)). Otherwise, we have 2k−1
⌈log ⌈n−kk ⌉⌉
≤ ǫ. In
this case, we use the construction described in Section 6, to get a cube representation
of G of dimension p+ q. We prove that in this case, p+ q ≤ cub(G)(1 + ǫ).
By pigeon hole principle, max
v∈S
|NG(v)∩(V \S)| ≥
⌈
n− k
k
⌉
. Therefore, cub(G) ≥
⌈logψ(G)⌉ ≥
⌈
log
⌈
n−k
k
⌉⌉
. Recall that p ≤ 2k−1. Therefore, p+q ≤ 2k−1+cub(G)
≤ cub(G)
(
2k−1
cub(G) + 1
)
≤ cub(G)
(
2k−1
⌈log ⌈n−kk ⌉⌉
+ 1
)
≤ cub(G)(1 + ǫ).
The total running time of this algorithm is 2
O
(
k
3
2
4k
ǫ
ǫ
)
nO(1).
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A Appendix
Lemma 2 : Let G(V,E) be a graph. Let S ⊆ V be such that ∀v ∈ V \ S and
u ∈ V , (u, v) ∈ E. If a box representation BS of G[S] is known, then, in O(n2)
time we can construct a box representation B of G of dimension |BS |. In particular,
box(G) = box(G[S]).
Proof. Let BS = {I1, I2, · · · , Ip} be a box representation of G[S]. For 1 ≤ i ≤ p,
let li = min
u∈S
lu(I) and ri = max
u∈S
ru(I). For 1 ≤ i ≤ p define I
′
i by the interval
assignment
[lv(I
′
i), rv(I
′
i)] =
{
[lv(Ii), rv(Ii)] if v ∈ S,
[li, ri] if v ∈ V \ S.
It is easy to see that B2 = {I ′1, I
′
2, · · · , I
′
p} is a box representation of G and
box(G) ≤ box(G[S]). Since G[S] is an induced subgraph of G, we also have box(G) ≥
box(G[S]). The whole construction can be done in O(n2) time. ⊓⊔
Lemma 3 : Let G(V,E) be a graph and let A ⊆ V . Let G1(V,E1) be a super graph
of G with E1 = E ∪{(x, y)|x, y ∈ A}. If a box representation B of G is known, then
in O(n2) time we can construct a box representation B1of G1 of dimension 2 · |B|.
In particular, box(G1) ≤ 2.box(G).
Proof. Let B = {I1, I2, · · · , Ib} be a box representation of G. For each 1 ≤ i ≤ b,
let li = min
u∈V
lu(Ii) and ri = max
u∈V
ru(Ii). For 1 ≤ i ≤ b, let Ii1 be the interval graph
obtained from Ii by assigning the intervals
[lv(Ii1 ), rv(Ii1 )] =
{
[li, rv(Ii)] if v ∈ A,
[lv(Ii), rv(Ii)] if v ∈ V \A.
and let Ii2 be the interval graph obtained from Ii by assigning the intervals
[lv(Ii2 ), rv(Ii2 )] =
{
[lv(Ii), ri] if v ∈ A,
[lv(Ii), rv(Ii)] if v ∈ V \A.
Note that, in constructing Ii1 and Ii2 we have only extended some of the intervals of
Ii and therefore, Ii1 and Ii2 are super graphs of I and in turn of G. By construction,
A induces cliques in both Ii1 and Ii2 , and thus they are supergraphs of G1 too.
Now, consider (u, v) /∈ E with u ∈ V \ A, v ∈ A. Then either rv(Ii) < lu(Ii)
or ru(Ii) < lv(Ii). If rv(Ii) < lu(Ii), then clearly the intervals [li, rv(Ii)] and
[lu(Ii), ru(Ii)] do not intersect and thus (u, v) /∈ E(Ii1 ). Similarly, if ru(Ii) < lv(Ii),
then (u, v) /∈ E(Ii2 ). If both u, v ∈ V \ A and (u, v) /∈ E, then ∃i such that
(u, v) /∈ E(Ii) for some 1 ≤ i ≤ b and clearly by construction, (u, v) /∈ E(Ii1 ) and
(u, v) /∈ E(Ii2 ).
It follows that G1 =
⋂
1≤i≤b
Ii1 ∩ Ii2 and therefore, box(G1) ≤ 2 · box(G). ⊓⊔
Lemma 4 : Let G(V,E) be a graph on n vertices of boxicity (cubicity) b. Then an
optimum box (cube) representation of G can be computed in 2O(nb logn) time.
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Proof. In any interval graph on n vertices, the set of end points (both left and
right) of intervals corresponding to vertices of V generate an ordering of 2n end
points. Since this ordering can be done only in at most 2n! = 2O(n logn) ways, we
can construct all possible interval graphs on n vertices in 2O(n logn) time. For each
of them, in O(n2) time we can verify that they are interval super graphs of G. [In
linear time, it is also possible to check whether a given graph is a unit interval graph
and if so, generate a unit interval representation of it.]
All possible box (cube) representations of G of dimension d can be generated in
2O(nd logn) time by choosing any d of the 2O(n logn) (unit) interval super graphs of G
at a time. Each box (cube) representation can be validated in O(dn2) time. We can
repeat this for 1 ≤ d ≤ b in that order to get an optimal box (cube) representation
of G, where b is the boxicity (cubicity) of G. This can be done in 2O(nb log n) time.
⊓⊔
