An operational atmospheric dispersion prediction system is implemented on a cluster supercomputer for Online Emergency Response at the Kalpakkam nuclear site. This numerical system constitutes a parallel version of a nested grid meso-scale meteorological model MM5 coupled to a random walk particle dispersion model FLEXPART. The system provides 48-hour forecast of the local weather and radioactive plume dispersion due to hypothetical airborne releases in a range of 100 km around the site. The parallel code was implemented on different cluster configurations like distributed and shared memory systems. A 16-node dual Xeon distributed memory gigabit ethernet cluster has been found sufficient for operational applications. The runtime of a triple nested domain MM5 is about 4 h for a 24 h forecast. The system had been operated continuously for a few months and results were ported on the IMSc home page.
Introduction
An online Radiological Emergency Response System for Kalpakkam nuclear site is under development at IGCAR to serve as a 'live tool' for radiological emergency response due to inadvertent air-borne effluents. The purpose of the system is to assess and predict the local weather condition, the ensuing atmospheric dispersion and the consequent environmental radioactive dose for unit quantity of releases. The plume distribution pattern and dose forecast in terms of direction, distance range and the levels of the plume dose form the basis for decision making in emergency response. The spatial database of the region for the cadastral, transport and other infrastructure information is created using remote sensing techniques and Geographical Information System (GIS). Integration of dispersion prognosis with the region's spatial database would provide objective decision making tools for emergency planning.
Essentially it requires a realistic regional weather model that simulates and forecasts in a reasonable time limit. Networked PC clusters otherwise called 'Beowulf' have been widely used in recent times for high performance scientific computations at an affordable cost. Cluster computing technique along with open source operating systems such as Linux is an appropriate cost effective solution for achieving the above objective. This paper presents the results of the implementation of the meso-scale regional weather forecast model MM5 coupled with a dispersion model FLEXPART on various high performance parallel computers. For the model to run in operational mode, uninterrupted availability of data on initial/boundary conditions is essential. These data are available from two sources namely NCEP, USA and NCMRWF, India at different spatio-temporal resolutions. The first section of the paper briefly deals with the models MM5 and FLEXPART; the implementation of the parallel version of MM5 on different parallel computers and the results of runtime are discussed in the next sections. The paper also discuses the differences between the results when data from the above two sources are used in model initialization and integration.
The runtime of the model is reduced to about 4 hours for a 24-hour prediction on a dual Xeon Gigabit Ethernet cluster, which is sufficient for the operational model. It is feasible to construct such a cluster with optimum number of processors from off-the-shelf components. The combined weather and dispersion code was executed continuously for three months in the Scali pilot cluster was IMSc and the system was found to be consistent and suitable for operational use. The operational model results using NCEP and NCMRWF data sets for initialization are evaluated taking a dry and wet weather situation. While no significant differences are found in many of the predicted meteorological parameters, improvements are noticed in the rainfall when NCEP data is used. This may be because of high spatial resolution in the initial and boundary conditions obtained from NCEP data for the model operation.
Brief description of the models MM5 and FLEXPART
Realistic simulation of dispersion and environmental radioactive dose estimations in the off-site longrange distances (> 10 km) requires the application of prognostic meso-scale atmospheric models for the prediction of the time and space varying meteorological fields. A community developed Regional Weather Forecast model (MM5) coupled to an advanced Random Walk Particle dispersion model (FLEXPART) is used for the emergency response. The MM5 is a non-hydrostatic meso-scale meteorological model and incorporates detailed physics for various processes, i.e., convection, radiation, micro-physics, atmospheric boundary layer and surface layer energy exchange processes (Grell et al 1994) . The model can be configured with suitable horizontal and vertical resolutions in a terrain following vertical coordinate system for the simulation of meso-scale atmospheric phenomena such as cyclones, thunder storms, land-sea breezes, etc. As the model predicts the three-dimensional meteorological fields in a high horizontal resolution, it is chosen for forecasting the wind field in a meso-scale range of 100 km around Kalpakkam nuclear site. The model facilitates dynamical and numerical aliasing of the various scales of circulation viz., synoptic scale (> 1000 km), meso-scale (> 10 km) and micro-scale (< 1 km) with nested domain setup so that meso-scale phenomena are simulated realistically. A 3-level interactive nested domain in 3:1 grid size ratio at 18, 6 and 2 km resolutions in the horizontal and 26 levels in the vertical with suitable computational time-steps is selected in the model and prediction is made in all the three spatial scales. Ten of the vertical levels are chosen in the lower atmosphere. The surface boundary conditions refer to the description of land surface where the energy exchange takes place between the atmosphere and the earth. The upper air boundary refers to the relatively stationary state of the atmosphere at the top of the model, i.e., the height of troposphere in this particular case, for the period of mesoscale model integration. The lateral boundary values are kept time dependent for the inner domains and as relaxation for the outer domain. The quasi-stationary terrain data of topography, landuse, soil texture and deep soil temperature for bottom boundary condition are taken from USGS and FAO. A 2nd order turbulence closure scheme (Burk and Thomson 1989 ) is used for the planetary boundary layer. For the first domain Grell convective parameterization is used. The microphysics for moisture is calculated using a simple ice scheme (Dudhia 1989 (Stohl 1999) for research and operational use is employed for the simulation of the transport and diffusion of contaminants in the atmosphere and their deposition on the ground. It is numerically more efficient and accurate and incorporates better turbulence description than the Gaussian Plume/Puff models usually employed in regulatory framework. The meteorological fields needed by the dispersion model are predicted using the hydrodynamic model MM5. These are the wind field (u, v, w) and the boundary layer parameters (roughness length, friction velocity, convective scaling velocity, monin obukhov length, etc.). The mesoscale model is validated for realistic simulation of weather in the larger region, land-sea breeze circulation in the Kalpakkam region and the associated thermal internal boundary layer formation (Srinivas et al 2004; .
Implementation of parallel MM5 on high performance clusters
The weather model MM5 consists of a finite difference formulation of the time-dependent fundamental equations of the atmospheric flow dynamics plus physics computations for the simulation of clouds, radiation transfer, moist convection, and turbulence exchange in the PBL, etc., in a cubic-three dimensional region representing the atmosphere. (Savarese and Sterling 1999; Baker and Buyya 1999; Wang et al 2005) . Parallel MM5 model was developed with the same source approach by Argonne National Laboratory (ANL) using a Runtime System Library (RSL) and a Fortran Loop and Index Converter (FLIC) (Michalakes 1997) . RSL is a Fortran-callable parallel runtime system library for implementing regular-grid climate models with nesting on distributed memory parallel computers. It performs domain specification, decomposition over processors and remapping, intra-and inter-domain communication, local computation on each processor domain and distributed I/O. The FLIC is a fortran pre-compiler that generates the modified code with loop and index transformations from global to local view of memory. Thus, the parallel code maps the threedimensional domain on to a two-dimensional array of processors and computes a part of the model on each processor with inter processor communication for data exchange. The parallel model has been successfully implemented and runtime tested on a single board 8 processor shared memory Xeon server at IGCAR, 9 node dual Xeon Gigabit Ethernet network cluster, 8 node dual Xeon Scali pilot cluster with SCI interconnect and on 16 node dual Xeon with SCI interconnect on the 144 node 'KABRU' at the Institute of Mathematical Sciences (IMSc), Chennai. KABRU is a Tera flop cluster on which the dispersion system is implemented in operational mode. This cluster with a sustained performance of 1002.3 Gflops on 13th October 2004, ranks 257 among the top P500 high speed computing systems in the world (internet source http://www.imsc.ernet.in). The model was compiled using the f90 compilers; and used the open source MPI software from Argonne National Laboratory in all the above-mentioned machines except in the Scali clusters in which the Scali MPI was used.
Application of NCEP/NCMRWF data for MM5 initialization
Since MM5 is a limited area weather forecast model, it requires the specification of periodic boundary conditions over the prediction time in addition to initial meteorological conditions. The initial state is specified from a set of observations at the surface and at different heights in the upper atmosphere in the form of analyses provided by a global analyses and forecast system. The boundary conditions are updated periodically using the forecasts of a global weather model. In the operational model these data are to be provided as inputs in real-time. These data are available in open source from National Centre for Medium Range Weather Forecast (NCMRWF) and alternatively from National Centre for Environmental Prediction (NCEP). The global surface and upper air observations are transmitted by global telecommunication system (GTS) to the forecast centers. The global data assimilation is carried out by a spectral statistical interpolation (SSI) scheme. The GDAS at NCEP is updated continuously throughout the day. At NCEP the global forecast is prepared by a global spectral model MRF with triangular truncation at 382 waves and 64 unequally spaced levels (T382), with an equivalent horizontal resolution 0.5 × 0.5 degree latitude/longitude (Kanamitsu 1989; Kalnay et al 1990) . It is a primitive equation model and incorporates the physics for the processes of radiation, gravity-wave drag, convective precipitation, shallow-convection, non-convective precipitation, horizontal diffusion, planetary boundary layer and surface energy processes. The current version of MRF incorporates several advanced physics for the above processes. The model is run four times per day (00, 06, 12 and 18 UTC) and the forecast is made at every 3 h intervals up to 7.5 days.
At NCMRWF the global analysis is prepared with observations corresponding to 00Z using SSI scheme. The global forecast model (T-80) (with 80 waves and 18 vertical levels) uses this analysis as initial condition and produces a global forecast up to 7 days at 12 h intervals (figure 1). The T80 is a similar model to MRF and follows the same dynamics. However, it has the physics of the earlier 1988 version MRF model. The inputs for MM5 are created after spectral transform to a Gaussian grid space and then, interpolation from a Gaussian to a regular grid equivalent to 1.5
• latitude-longitude (∼ 150 km) resolution. The T80 model is run once in a day (corresponding to 00 UTC) and the inputs to MM5 are provided in the model 'pregrid' format (figure 1).
Results

Runtime performance of the model
Choosing the number of processors in the northsouth and east-west directions suitably on each machine the domain decomposition over the processors in the parallel model is incorporated. The processor layout is chosen as 2 × 4 in PIII Xeon, 2 × 8 on 8 node Pilot cluster and 4 × 8 on 16 nodes on Kabru cluster. The model runtime for a day's weather prediction using the model configuration in table 1 is about 8 hours on an 8-processor shared memory parallel PIII Xeon server, 4 hours on 8-node Pilot Cluster and 2.5 hours on 16 nodes of Kabru cluster (table 2). The sequential model runtime for this model configuration is found to be 22 h on single P4 processor IBM PC. A cost effective way of building small but high performance clusters is LAN clusters. The runtime of the parallel MM5 with 2 × 5 processor layout using 5 nodes on gigabit LAN Xeon cluster at IMSc has been found to be 5.25 h, which is nearer to the runtime on 16-processor Pilot cluster. Since it is feasible to build such gigabit switch cluster indigenously from off-the-shelf components, the scalability of the parallel MM5 code is tested on gigabit switch cluster to arrive at optimum processors for the operational runs of the model. The test runs are made with the parallel MM5 benchmark case as well as the realistic MM5 used at IGCAR. In the benchmark parallel MM5 the domain, grid points, etc., used are simpler than what are used in realistic simulations. This bench mark case uses depending on the parallel efficiency and is problemdependent. However, since MM5 is a CFD model known to be scalable on a number of computing architectures the performance parameters are calculated on the present cluster. The speed up (S) is calculated as S = t/t p , where t is the runtime on a single processor (sequential run), and t p is the runtime on 'p' processors. The efficiency (E) is calculated as E = S/P , where 'p' is the total number of processors used in the calculation. Thus in the benchmark case the speed up observed is roughly about 8 and the efficiency achieved is about 44% ( figure 2A ) which is similar to the results obtained on similar network clusters elsewhere. It is to be noted here that the scalability of any parallel code depends on the network technology used. On a common switched gigabit ethernet we have experimentally found that MM5 scales well up to 18 processors, above which the bandwidth and latency of the devices limit the performance. The reduction in runtime of benchmark MM5 case as a function of number of processors is shown in figure 2(B) . The Gaussian fit of the runtime results is given by T o = T sat + T 1 · Exp(−n/λ) where T sat is 432 s and λ = 1.78. The plot indicates a saturation in runtime at about 18 processors beyond which no significant improvement is expected in runtime on gigabit ethernet switch cluster. For the realistic MM5 used at IGCAR the speed up and efficiency are noticed to be 4.93 and 29.3% respectively. This is due to the application of multiple nested grids and more advanced physics for boundary layer, etc., in the model in operational mode. Roughly, a reduction of 5 times in runtime is achieved using 9 dual Xeon nodes (18 processors) as against a single node sequential run. Based on the above runtime results a cluster computer facility with 9-node Dual Xeon is commissioned at IGCAR for model operation.
Operationalisation of MM5 and FLEXPART
To operationalise the model, the initial/boundary condition data are to be made available to the model at specified periodic intervals in an uninterrupted way. The daily analysis and 48 h forecast fields from the T80 model based on 00 GMT observations are downloaded from NCM-RWF ftp server at 17:30 IST. The MM5 model is initialized with data corresponding to 00 GMT (05:30 IST) and integrated for 48 h, the boundary conditions are updated every 12 h. The model predicts the 48 h regional scale and local range meteorological fields at 1 h interval, which is then used by the dispersion model FLEXPART for radioactive plume forecast and dose estimation. FLEXPART takes the three-dimensional wind, mixing height, stability parameters, rainfall and the surface boundary data of terrain/land use from MM5 for dispersion/deposition calculation. Figure 1 shows the schematic flow chart of the procedure for weather and radioactive dose forecast in the off-site long range. The results of the daily forecast for the weather and dispersion are displayed initially on the IMSc web page (http://www.imsc.res.in/∼kabru/mm5.htm). The daily forecasts consist of a set of important parameters like sea level pressure, surface wind, temperature, humidity, rainfall and the plume dispersion forecast in terms of concentration and different forms of radioactive dose (figure 3). The processes of the data downloads, initial conditions preparation, meso-scale model initialization and integration, dispersion calculation using weather forecast and the outputs of predicted results in graphical formats are automated using Unix shell scripting language. The model is run operationally by the event scheduler daemon 'cron' everyday and it is found that the model is very consistent in its operation by giving unhindered forecasts.
Evaluation of meteorological data from NCEP/NCMRWF for operational model
The data for real-time applications from NCEP, USA is available at a spatial resolution of 1 • latitude-longitude (∼ 100 × 100 km) and at a higher time frequency (every 6 h) than the NCM-RWF data. Difference also lies in the number of observations incorporated in the analyses procedure. It is known that the quality of the initial and boundary values provided to meso-scale models influence their simulations, which in turn influence the atmospheric dispersion and dose simulations by dispersion models. Initial case studies with MM5 are carried out with NCEP data for simulated flow characteristics and are validated with mini-Sodar and tower based data (Srinivas et al 2004 . In this context, a preliminary case study is undertaken to compare and evaluate the NCEP and NCMRWF data sets for their application in operational model. Two simulations with MM5 are made using NCEP and NCMRWF data sets for dry and wet weather situations and using the model configuration used at NCMRWF (internet source: http://www.ncmrwf.gov.in/mm5-newweb-des.htm), the results from the 2nd domain with 30 km resolution over the Indian region are compared. GFS pressure level gridded binary data (pgrbf) products are used for simulation with NCEP data. The wet weather case is studied for 29-31 October 2004 during the active phase of the northeast monsoon in Tamil Nadu and the dry weather case is studied for 7-9 February 2005 in the post monsoon winter period. The boundary conditions are updated uniformly at 12-h interval during model integration while using either data. The initial conditions corresponding to these cases are compared first to find the differences among the above data sets. Model predicted parameters of pressure (p), temperature (t), wind (U ), relative humidity (RH), geopotential height (h) at standard pressure levels 925, 850, 500, 200 hPa and precipitation (rf ) are compared with radiosonde observations using statistical indices taken from Anthes et al (1989) . These are the root mean square error (RMSE) between the forecast and the observations; the bias score, which measures the model tendency to systematically overestimate or underestimate a parameter or event, the correlation coefficients between forecast and observations and the threat score for rainfall, which measures the model ability to forecast rainfall, classified into categories.
Both the NCEP and NCMRWF data sets are found to represent in their analysis the major features of circulation although some differences are seen to exist in their pattern. A well-marked low-pressure trough over southern peninsula, lowlevel cyclonic circulation west of Sri Lanka (up to 850 hPa) over the equatorial Indian Ocean, center of high pressure (1038 hPa) over Tibetan plateau, low-level easterly winds and upper level (> 500 hPa) westerlies could be noticed in both the initial condition data from the two sources for 29 October, 2004 (figure 4) . It is also seen that the simulated wind, temperature, geopotential height, relative humidity and PBL height have nearly similar patterns/values in the simulations with NCEP and NCMRWF data excepting a few differences (figures 5 to 9). It is seen that while the model geopotential height at 925 hpa and 850 hpa levels agree closely with the corresponding analyses in the case of simulation with NCEP data, it is overpredicted by about 30 m in the case of simulation with NCMRWF data. The simulated wind pattern is easterly/northeasterly in the lower levels (up to 850 hPa) and westerly above 500 hPa and agrees with the analyses. The model winds in both the cases of simulation are generally over-predicted in the southern part of the domain, and the differences are seen considerably more in the simulation with NCMRWF data.
Composite statistical skill scores based on the model results for the dry and wet weather cases are presented in table 3. The magnitudes and trends of correlation, RMSE and BIAS with respect to observations are almost similar in both the runs (table 3) . MM5 runs with NCEP data have shown slightly better correlation, relatively smaller RMSE and BIAS than those with the NCMRWF data except in some cases such as temperature and wind forecasts at 36 hours, where the scores are relatively better for the runs with NCMRWF data. This is because of the fact that the NCMRWF analysis is at coarser resolution. Moreover, it may also be kept in mind that the validity of any statistical score is good only when the sample size is greater than or equal to 30 cases. The present scores are based on two cases (a dry and a wet weather condition).
It is known that the quality of the predicted variables p, t, U is superior to precipitation which exhibits higher spatial and temporal variability. A poor correlation and large RMSE error is seen in the predicted 24 h and 48 h accumulated rainfall in both the cases of model simulation probably due to the comparison of model grid (30 km) averaged data with point rainfall observations (tables 4 and 5). It is seen that the simulated rainfall using NCEP data is over-predicted during the first day (29 October) and a positive bias (8.08 cm) is seen in the analysis. It is under-predicted on the 2nd day (30 October) the bias being −11.0 cm. The rainfall is under-predicted on both the 1st and 2nd days in the simulation with NCMRWF data the bias scores being −23.7, −16.2 respectively. The model has considerably under-predicted rainfall with NCM-RWF data (figure 10) compared to the simulation with NCEP data. This is seen from very low mean, high negative bias and large RMSE error in 24 h, 48 h accumulated rainfall simulated with NCMRWF data. This may be again due to the differences in the resolutions of the initial and boundary conditions. The threat scores for rainfall are seen to be higher with NCEP data for light and heavy rainfall events whereas they are found better with NCMRWF data for no rain and moderate rain events (table 6) . A comparison of the vertical structure of temperature, humidity and wind between the model simulation and radiosonde observation for the model grid at Chennai is presented in figure 11. While the temperature structure is almost identical in both the simulations, humidity and wind are seen better simulated with NCEP data, the differences between the model values and observation being less in the simulation with NCEP data. Thus some improvement is expected while using NCEP data in the high-resolution simulations for atmospheric dispersion studies.
From an examination of the initial conditions in the case of 7 February 2005, a low pressure (1008 hPa) is seen over Jammu & Kashmir in the NCEP analysis, which is not present in the NCM-RWF data (figure 12). However, the high pressure over the Tibetan region, ridge of high pressure over the peninsular India, easterly surface winds on east coast, and westerly surface winds over the northwestern parts are seen in both the data sets. The winds are anticyclonic in the lower levels up to 850 hPa and are strong westerly above 500 hPa (not shown). A few differences are noticed in the patterns of the weather in the simulations with NCEP and NCMRWF data sets. A large difference (about 6 ms −1 ) of surface winds is seen at 1800 IST 8 February 2005 over the southern peninsula and adjoining oceans in the simulation with NCMRWF data ( figure 14) . The diverging wind pattern over central Arabian Sea could be more clearly seen in simulation with MM5 and corresponding NCEP analyses data than in the simulation with NCM-RWF data and its corresponding analyses. Except this, the results for winds, geopotential height, temperature and relative humidity at 925, 850, 500 and 200 hPa levels do not have much difference (figures 13 and 14) . It is also seen that the simulated parameters agree with the analyses closely in both the cases of simulation. Hence, for the dry weather case model results are not much different while using either of the data sets in simulation.
Thus, there exists only a little difference in the model simulation when initial data from NCEP and NCMRWF are used. The difference is perceptible to a little extent mainly in the rainfall pattern, geopotential height and winds where the NCEP data seem to give a better initial condition. The results are too meager to make any reasonable distinction between the two data sets and require intensive inter-comparison and validation with a large field data for different weather scenarios.
Conclusion
The implementation of an operational forecast model for real-time prediction of the radiological plume dispersion on a high-performance cluster computing network has brought out interesting results on drastic reduction in runtime, choice of cost effective cluster techniques, experience in handling RSL libraries and MPI interfaces and an insight into the forecast results. A comparison of model runtime in different platforms was made including the Kabru super-computing cluster at IMSc, Chennai. Results indicate that a reduction of about 8 and 5 times in runtime is achieved for the parallel benchmark MM5 and realistic parallel MM5 cases respectively with 18 Xeon CPUs on a distributed memory cluster when compared with sequential run on a single Xeon CPU. In order to make the numerical system operational, unhindered availability of the source of meteorological data for initial and boundary conditions is imperative. In this regard, the model was run with NCEP data set as well as NCM-RWF data sets. An inter comparison of the results using both the initial data sets showed a few differences in simulated parameters such as wind pattern, geopotential height and rainfall. Although these differences are not significant they are important in weather generating processes and grow in numerical simulations. Results show some improvement in rainfall and wind pattern while using the high spatial resolution NCEP data. However, it is too early to come to a reasonable conclusion about the differences with the limited number of cases studied. Nevertheless, this pilot study reveals the requirement of applying high spatio temporal meteorological analyses data for meso-scale weather forecasting applications such as air-pollution modeling and cyclone/rainfall simulation where some differences are noticed in the results while using NCEP and NCMRWF data sets.
The combined weather and dispersion code was executed continuously for three months in the Scali pilot cluster. The code system is found to be robust and suitable for operational use. Improvements based on detailed validation study is nonetheless required for reliable forecast, particularly for the intended dispersion prediction during radiological emergencies.
