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Abstract
We show how Abstract Complexity Theory is related to the degrees of unsolvability and
develop machinery by which computability theoretic hierarchies with a complexity theoretic
3avor can be de4ned and investigated. This machinery is used to prove results both on hierarchies
of 02 sets and hierarchies of 
0
2 degrees. We prove a near-optimal lower bound on the e(ectivity
of the Low Basis Theorem and a result showing that array computable c.e. degrees are, in
some sense, the simplest possible 02 degrees. We also examine the growth rates of iterates of
mK . Finally, we indicate how complexity theory can be used to analyze notions of genericity
intermediate between 1-genericity and 2-genericity, and produce a hierarchy of such notions.
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1. Introduction
Computability theory is largely concerned with comparing the complexity of sets of
natural numbers. In this paper, we concentrate on the sets computable in the halting
problem, which are the 02 sets in the arithmetical hierarchy. There are many ways
to measure the complexity of 02 sets and degrees. The most classical uses the partial
order on the Turing degrees arising from Turing reducibility. Under this paradigm,
a set A is at least as complicated as a set B if B 6T A. Similarly, by examin-
ing the jumps A′; A′′; A′′′; : : : we can classify the 02 degrees into the jump classes
L0; L1; L2; : : : ; I; : : : ; H2; H1; H0. The earlier a degree appears in a class in this list, the
less complicated it is. This complexity measure has proved quite useful in studying the
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structure of the 02 Turing degrees. Yet another approach is to examine the growth rate
of functions computed by A. This method has connections with the jump hierarchy but
can be generalized to give classes of degrees, like the anc degrees, that have interesting
structural properties and cannot be classi4ed precisely using the jump hierarchy.
None of these methods of measuring the complexity of 02 sets directly relates to the
dynamic properties of such sets. Indeed, when working below 0′ one often takes the
fundamental objects to be the sets and deemphasizes the computable approximations
associated with them. In some sense, this paper takes the opposite perspective and
emphasizes the computable approximations while diminishing the centrality of the sets.
This is not accidental. Turing reductions themselves can be thought of as being de4ned
by a dynamic process. As a result, the construction of a Turing reduction between two
02 sets can become very dynamically complicated because of possible interaction with
the approximations to the sets in question. Hence, dynamic properties of 02 sets, or to
be precise the properties of their computable approximations, become more important
the deeper one tries to investigate the 02 degrees.
In this paper, we focus on measuring the complexity of a 02 set by examining its
computable approximations. The set’s complexity in the approximation sense can then
be related to more traditional measures of complexity like its Turing degree, its position
in the jump hierarchy, or the growth rate of functions it computes. There have already
been papers taking this point of view, notably [7].
By the Limit Lemma, for every 02 function f(x) there exists a computable function
g(x; s) such that lims g(x; s)=f(x) for all x. Given such a computable approximation,
we can de4ne
g(x) = |{s : g(x; s+ 1) = g(x; s)}|:
Intuitively, g(x) counts the number of times an approximation changes its mind on
argument x. We call the corresponding complexity resource the mind-change. By ex-
amining the growth rate of g for all computable approximations g(x; s) to f(x), we
can study the approximation complexity of f. In particular, we are interested in lower
bounds to this growth rate. The next de4nition is important to the subject.
Denition 1.1. For any g :N→N, a function f :N→N is g-c.e. if there exists a
computable h :N×N→N such that
(1) h(x; 0)=0 for all x.
(2) f(x)= lims h(x; s) for all x.
(3) h(x)6g(x) for all x.
This situation has many similarities to the study of the computational complexity
of a computable function. In computational complexity, we are given a computable f.
Take a Turing machine e that computes f. We de4ne
e(x) = (s)({e}s(x) ↓):
This function counts the number of steps Turing machine e executes before halting on
input x. The number of steps taken by the computation corresponds to the number of
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mind-changes made by the approximation. By studying the growth rate of e over all
Turing machines e that compute f we study the computational complexity of f.
The similarities run deeper. Manuel Blum developed a theory of abstract complexity
measures for the computable case. Blum’s theory can be directly translated to apply
to the 02 case, via relativization. As a result, we get the concept of a 
0
2-complexity
measure and 4nd that the mind-change counting measure is an example. Because of the
translation, the Gap Theorem and the Speed-Up Theorem are seen to have analogues
relevant to the 02 sets.
For instance, here is the Gap Theorem as it appears in the computable world. For
the de4nition of a complexity measure, see De4nition 3.2.
Theorem 1.2 (Gap Theorem; Borodin [2]). For any complexity measure (e; x) and
any computable g(x; y) strictly increasing in both x and y; there is a computable f
such that
{e : (∀∞x)(e; x) ↓6 f(x)} = {e : (∀∞x)(e; x) ↓6 g(x; f(x))}:
The Gap Theorem is important to computational complexity theory because it shows
that not every function has sensible properties when used as a complexity bound.
This leads to the concept of an “honest” function in computational complexity. Such
functions behave properly when used as complexity bounds.
Here is a translation of the Gap Theorem to the 02 world.
Theorem 1.3. For any 02 g(x; y) strictly increasing in both x and y; there is a 
0
2 f
such that
{A :A ∈ f-c:e:} = {A :A ∈ (x)g(x; f(x))-c:e:}:
As in the computable case, this theorem tells us that not all 02 functions make sense
as complexity bounds in the 02 setting. Consequently, we take some care in this paper
to develop the notion of a 02-honest function. These functions will work as complexity
bounds in the 02 setting.
Once a theory has been developed for studying the approximation complexity of
02 sets, it can be adapted to examining the approximation complexity of 
0
2 de-
grees. Since 0′ is a c.e. degree, there are sets that are trivial in the approximation
sense but are as complicated as possible in the sense of Turing reducibility. Hence,
to relate approximation complexity to Turing degrees, we need to develop some de-
gree invariant properties. There will be two such properties emphasized in this paper,
f-approximability and having an f-3oor.
In what follows, for ease of notation, we write g6T a if there is a function h∈ a
such that g6T h.
Denition 1.4. For any 02 f, a degree a has an f-3oor if no noncomputable g6T a
is f-c.e.
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Denition 1.5. For any 02 f, a degree a is f-approximable if
{g : g6T a} ⊆ (f-c:e:):
As will be seen, f-approximability will only pertain to L2 degrees. However, there
are degrees in L2 with an f-3oor for interesting f. Such degrees can even live in H1
[19].
In the process of relating the approximation complexity of 02 sets to the properties
of 02 Turing degrees, we make extensive use of a hierarchy of sets developed by
Ershov [9] and Epstein et al. [7]. We consider !-c.e. sets for computable ordinals .
These classes have interesting degree-theoretic properties and can be produced via the
composition of simpler functions. Most importantly, however, the Ershov di(erence
hierarchy lets us categorize the noncomputable complexity bounds needed in these
investigations.
This paper takes care to develop machinery to manipulate approximation complexity
classes. We can use this framework to state and prove tight lower bounds on the
e(ectiveness of the low basis theorem. We focus on the following question: what
can we say about f such that every nonempty 01 class of sets contains a member
of weakly f-approximable degree? Weak f-approximability is a concept related to
f-approximability and is de4ned in De4nition 4.3.
We also wish to study the relationship between the approximation complexity of
deg(A) and its position in the jump hierarchy. It turns out that the degrees that are
well-behaved enough to support a theory are exactly the L2 degrees. This arises from
a pleasant characterization of the L2 degrees in terms of approximation complexity. By
relativizing a result of Jockusch [10, Theorem 1], we easily prove that a∈L2 if and
only if there exists a 02 f such that a is f-approximable.
Another important task is to use approximation complexity to analyze the genericities
realizable in the 02 degrees, henceforth referred to as 
0
2-genericities. A real is generic
in a particular sense if it contained in the intersection of a class of dense open sets, and
we get di(erent genericities from di(erent collections of dense open sets. A genericity
is realizable in the 02 degrees if there is a 
0
2 set generic in its sense. In particular,
we prove, for any n, that there are !n-generic degrees that fail to be !n+2-generic.
As a side e(ect of this line of investigation, we are able to make progress on the
following question: suppose we are given a 02 f, what can be said about g such
that there exists a g-c:e: degree a with an f-3oor? It is not enough to simply pick
a function g that dominates f. For instance, every (x)(x + 1)-c:e: degree contains
a set that is (x)(x)-c:e: By Corollary 7:9, there are !n+2-c:e: !n+1-generic sets, and
every !n+1-generic degree has a !n−1-3oor by Theorem 7:6. We can conclude there
exists an !n+1-c:e: function g and a g-c.e. degree a such that, for every !n−1-c:e: f,
a =∈ (f-c.e.).
This paper will follow a recent change in terminology that replaces the word “recur-
sive” by “computable”, except when “recursive” refers to de4nitions by recursion. For
instance, “primitive recursive” will remain unaltered. However, “recursive function”
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will be replaced throughout by “computable function”, “r.e.” by “c.e.”, and “anr” (for
array nonrecursive) by “anc” (for array noncomputable). This change in terminology is
not arbitrary. Whenever our intuition about a concept arises from the Turing machine
model instead of de4nitions by recursion, we now name the concept using some vari-
ant of “computable”. This has the advantage of emphasizing the true source of various
ideas. Detailed arguments for these changes are given by Soare [22].
For the most part, the notation in this paper is standard. However, there are a few
minor eccentricities. The symbol ∗ will denote concatenation of strings. By || we
mean the length of the string . We will freely make use of the  notation throughout.
2. Computable approximations
At this point we will introduce a new notation. It will give us a convenient e(ec-
tive listing of computable approximations. This is crucial for clarity since computable
approximations are really the main subject of this paper.
When de4ning a universal e(ective listing of computable approximations, one runs
into a major obstacle, namely that computable approximations are really only com-
putable functions used in a particular way and the class of computable functions is not
uniform. However, it is well known that any 02 function is the limit of a primitive
recursive approximation, not just a computable one. This solves the uniformity problem
since the primitive recursive functions are uniformly computable.
It turns out that even more is true. To each computable approximation f(x; s) there
corresponds a primitive recursive approximation f∗(x; s) that has ‘the same dynamics’,
in a sense soon to be made precise, as f(x; s). While this is essentially a trivial
observation, it is important in the sense that the approximation to a 02 function is a
more tangible and useful object than the function itself. It is also important to make
sure that, when restricting the class of approximations, we do not alter the meaning of
our results by eliminating too much.
Of course, we are making no assumption that every approximation in our list con-
verges. In fact, the convergent approximations are a proper subset of whole list. This
is analogous to the situation with computable partial functions. To get an e(ective list
of functions that includes all computable ones, we must include some that fail to be
total. Similarly, to get an e(ective list of computable approximations that includes all
convergent ones, we must include some that fail to converge.
We make the convention that if f(x; s) is a computable approximation then f(x; 0)
=0 for all x. This turns out to have several technical advantages over simply letting
f(x; 0) be arbitrary. We will use di(erent conventions for approximating functions
f : 2¡!→ 2¡!, though this case can be dealt with by machinery of the same form.
Denition 2.1. Let g0; g1; : : : be an e(ective listing of primitive recursive functions of
two variables such that
(1) gi(x; 0)=0 for all i; x.
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(2) There exists a computable h such that if f is a primitive recursive function of two
variables, f(x; 0)=0 for all x, and n is a code for a derivation of f in Kleene’s
calculus then f= gh(n).
We de4ne
[e]s(x) = ge(x; s):
It is clear that g0; g1; : : : and h exist with the above properties.
The purpose of h in the above de4nition is to make sure that, for all i, there exists
a computable function F such that for all n, x, and s,
[F(n)]s(x) = [i]s(〈n; x〉):
In other words, we need h to make sure the s-m-n theorem holds in our context.
We will also use h to prove the Recursion Theorem for the system of computable
approximations.
It will be convenient to use [e] to refer to the limit of the approximation [e]s. This is
a special case of a general convention we adopt throughout the paper. When we drop
the ’s’ parameter, we are referring to the limit of the function in question. Speci4cally,
if we have de4ned a function f(x; s), f(x) refers to lims f(x; s).
Denition 2.2. If lims [e]s(x) exists, we say [e](x) ↓= lims [e]s(x). Otherwise, [e](x) ↑.
The following lemmas give easily derived properties of the system of computable
approximations.
Lemma 2.3. For any computable function h(x; s) such that h(x; 0)=0 for all x; there
exists an e such that for all x lims [e]s(x) exists i+ lims h(x; s) exists. Also; if both
limits exist they are equal and
|{s : [e]s+1(x) = [e]s(x)}| = |{s : h(x; s+ 1) = h(x; s)}|:
Corollary 2.4. Given any A6T 0′ there is an e such that A= lims [e]s.
We now introduce some more notation that will aid in dealing with computable
approximations.
Denition 2.5. Suppose g(x; s) is a computable function. Then
g(x) = |{s : g(x; s+ 1) = g(x; s)}|:
Note that we must allow the possibility that g(x)=∞. To simplify notation, when
counting the mind-changes associated with [e]s on argument x we will simply write
(e; x). We will also use the following, which just outlines a natural computable ap-
proximation to g(x).
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Denition 2.6. Suppose g(x; s) is a computable function. Then
g(x; s) = |{t ¡ s : g(x; t + 1) = g(x; t)}|:
The next de4nition will also be quite helpful. Often, when showing that various
classes of computable functions are uniform, we stop computations after a certain
amount of computational resources has been consumed. The corresponding process for
computable approximations is conceptually the same but somewhat messier to state.
Hence, it needs its own notation. Remember that the unit of computational resources
for the approximation is the mind-change.
Denition 2.7. Suppose g(x; s) is a computable function. De4ne (g|n)(x)= g(x; t),
where t is the least stage such that either 1 or 2 holds.
(1) (∀t′¿t)g(x; t′)= g(x; t).
(2) |{t′¡t : g(x; t′ + 1) = g(x; t′)}|= n.
We will similarly de4ne a natural computable approximation (g|n)(x; s) to (g|n)(x).
Denition 2.8. Suppose g(x; s) is a computable function. De4ne (g|n)(x; s)= g(x; t),
where t is the least stage such that either 1 or 2 holds:
(1) (∀t′)(t6t′6s→ g(x; t′)= g(x; t)).
(2) |{t′¡t : g(x; t′ + 1) = g(x; t′)}|= n.
Recall now the de4nition of g-c.e. for a function f :N→N from [7]. By identifying
sets with their characteristic functions this also gives a de4nition of g-c.e. for sets.
Denition 2.9. For any g :N→N, a function f :N→N is g-c.e. if there exists a
computable h :N×N→N such that:
(1) h(x; 0)=0 for all x.
(2) f(x)= lims h(x; s) for all x.
(3) h(x)6g(x) for all x.
For the purposes of this paper, it will be helpful to modify the de4nition of g-c.e.
for functions f :N→N to get our de4nition of g-c.e. for functions f : 2¡!→ 2¡!.
When we begin examining 02-genericities, this de4nition will be more convenient
for measuring the complexity of density functions. For technical reasons we specify
the initial values of the approximation di(erently in this case. This is easily seen to
introduce no new diSculties.
Denition 2.10. For any g :N→N, a function f : 2¡!→ 2¡! is g-c.e. if there exists
a computable h : 2¡!×N→ 2¡! such that:
(1) h(; 0)=  for all .
(2) f()= lims h(; s) for all .
(3) h()6g(||) for all .
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We will also need to use a notion of g-c:e: relative to a degree a.
Denition 2.11. For any g :N→N and any degree a, a function f : 2¡!→ 2¡! is
g-c.e. over a if there exists an a-computable h : 2¡!×N→ 2¡! such that:
(1) h(; 0)=  for all .
(2) f()= lims h(; s) for all .
(3) h()6g(||) for all .
To end this section and provide more evidence that the system of computable ap-
proximations given by [e] is a natural one, we prove the Recursion Theorem for this
system.
We will need the following technical de4nition.
Denition 2.12. Suppose we are given two sequences 〈n〉 and 〈!n〉. These sequences
can be either 4nite or in4nite. We say that 〈n〉 is a slowed-down version of 〈!n〉 if
0; 1; : : :
can be written as
!0; : : : ; !0; !1; : : : ; !1; : : :
where each block !i; : : : ; !i must be nonempty. Similarly, given two computable func-
tions (x; s)f(x; s) and (x; s)g(x; s), we say f is a slowed-down version of g if
〈fs(x)〉s∈! is a slowed-down version of 〈gs(x)〉s∈! for every x.
Theorem 2.13. Recursion Theorem (dynamic version): Given any total computable f;
there exists an index n such that [n] is a slowed-down version of [f(n)].
Proof. By the de4nition of (e; x; s)[e]s(x), there exists a computable function d having
the following properties. First, [d(e)]s(x)= 0 if {e}s(e)↑ or s=0. Otherwise, to com-
pute [d(e)]s(x) simply compute and list [{e}(e)]0(x); [{e}(e)]1(x); : : : until s steps of
processor time have been used. If there was not enough time to compute [{e}(e)]0(x),
output 0. Otherwise, if [{e}(e)]t(x) was the last value calculated, output [{e}(e)]t(x).
Let m be an index of f ◦ d in the listing of computable partial functions. Clearly,
{m}(m)↓. Hence, (x; s)[d(m)]s(x) is a slowed-down version of
(x; s)[f(d(m))]s(x) = (x; s)[{m}(m)]s(x):
This proves the theorem with n=d(m).
As an easy consequence of the dynamic version of the Recursion Theorem we prove
the following lemma. This lemma implies that, when approximating a 02 set, we can
4x the index of the approximation in advance.
Lemma 2.14. Given a uniform sequence of computable approximations 〈Ajs〉. There
is an index i such that 〈[i]s〉 is a slowed-down version of 〈Ais〉.
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3. Abstract complexity theory
Manuel Blum developed an abstract theory of complexity measures [1]. There are
many complexity measures by which one can study computable functions. For instance,
one can study the time or the space it takes to compute a given function. Blum gave a
set of axioms that any reasonable complexity measure should satisfy and showed that
they are strong enough to prove interesting theorems about complexity measures. This
level of abstraction is useful for our present e(orts since it makes the theory easy to
relativize.
We 4rst need the de4nition, due to Rogers, of an acceptable numbering of the partial
functions computable in a given oracle [18, Exercise 2:10].
Denition 3.1. Let 〈 e〉 be an enumeration of the partial functions computable from
A. We say 〈 e〉 is an acceptable numbering of the partial functions computable from
A if there exist computable functions f, g such that  e = {f(e)}A and  g(e) = {e}A for
all e.
The following de4nition is due to Blum, modulo the idea of relativization to an
oracle [1, p. 324].
Denition 3.2. Suppose  e is an acceptable numbering of the partial functions com-
putable from A. (e; x) is an A-computable complexity measure if:
(1) (e; x) is a partial function computable from A.
(2) (e; x)↓ i(  e(x)↓.
(3) The ternary relation (e; x)= n is A-computable.
In this paper, we are only concerned with K-computable complexity measures. Here
K denotes the halting problem. Clearly, [e] represents an acceptable numbering of the
partial functions computable in K . Furthermore, (e; x) is a K-computable complexity
measure, using the convention that (e; x)↑ i( (e; x)=∞.
We can now take relativized versions of various theorems from abstract complexity
theory and extract information pertinent to the approximation complexity of 02 sets.
Here is the Speed-Up Theorem followed by its translation into the 02 setting.
Theorem 3.3 (Speed-up Theorem; Blum [1, Theorem 5]). Suppose (e; x) is a K-
computable complexity measure; with  e its associated acceptable numbering of the
partial functions computable in K . For any g6T K; there exists a set A6T K such
that for any e with  e =A there exists an e′ with  e′ =A and g((e′; x))¡(e; x)
for almost all x.
Theorem 3.4. For any 02 g; there is a 
0
2 set A such that for any computable approx-
imation f to A there is a computable approximation f∗ to A with g(f∗(x))¡f(x)
for almost all x.
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In the case of computational complexity, the Gap Theorem tells us that some com-
plexity bounds have undesirable properties. This leads to various de4nitions of the
appropriate class of complexity bounds to study. While there is no standard de4nition,
all the attempts de4ne a class of functions whose use of resources on input x is closely
related to the function’s output given x. For instance, Bovet and Crescenzi de4ne the
class of time-constructible functions to be those functions f for which a multi-tape
Turing machine exists, using some 4nite tape alphabet, such that, for every x, the
machine halts in exactly f(|x|) steps [3, p. 43]. These are acceptable time-complexity
resource bounds. Other related de4nitions can be found in Papadimitriou’s book [16,
p. 140] and in an article by Seiferas [20, p. 184]. Seiferas refers to honest resource
bounds. This is the terminology we will adopt in this paper.
Just as we translated the Speed-Up Theorem into the setting of approximation com-
plexity, so too can we translate the Gap Theorem. Hence, we must take some care in
deciding what complexity bounds to use for approximation complexity. This causes us
to de4ne the 02-honest functions. Such functions will turn out to be the appropriate
approximation complexity bounds.
Theorem 3.5 (Gap Theorem; Borodin [2, Theorem 3.7]). Suppose (e; x) is a K-
computable complexity measure. For any g(x; y)6TK strictly increasing in both x
and y; there is an f6T K such that
{e : (∀∞x)(e; x) ↓6 f(x)} = {e : (∀∞x)(e; x) ↓6 g(x; f(x))}:
This is easily translated into our language.
Theorem 3.6. For any 02 g(x; y) strictly increasing in both x and y; there is a 
0
2 f
such that
{A :A ∈ f-c:e:} = {A :A ∈ (x)g(x; f(x))-c:e:}:
Hence, we are led to the de4nition of 02-honest functions as the appropriate com-
plexity bounds. Here is the de4nition.
Denition 3.7. A 02 function f is 
0
2-honest if there is a computable approximation
f∗(x; s) to f(x) such that; for all x, 〈f∗(x; s)〉s∈! is nondecreasing.
The time-constructible functions are the run times of Turing machines. Similarly,
by the following easy lemma, for any 02-honest function f(x), there is a computable
approximation g(x; s) such that g(x)=f(x) for all x.
Lemma 3.8. The 02-honest functions are exactly the functions f for which there
exists a computable approximation g(x; s) such that g(x)=f(x) for all x.
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Finally, note that the degrees of 02-honest functions are precisely the c.e. degrees.
This follows immediately from the Modulus Lemma [21, p. 57] and the fact that the
characteristic function of a c.e. set is 02-honest.
The 02-honest functions have also been used in computable model theory under the
name of limitwise monotonic functions [12, p. 8].
4. The Hierarchy of f-c.e. functions for 02 f
In this section we will develop the formal framework with which to study the
approximation complexity of 02 functions. In particular, we will develop several hi-
erarchy theorems for 02 functions. To see results on approximation complexity-based
hierarchies of Turing degrees, the reader can consult Section 7.
The theory outlined here will be very similar to the machinery developed to study
the computational complexity of computable functions. However, some important dif-
ferences will emerge. Foremost among these are the conditions on f1; f2 such that
there is a function that is f1-c:e: but not f2-c:e: It turns out that f1 simply needs to be
in4nitely often greater than f2 in a ‘nice’ way. Contrast this with the known condi-
tions on f1; f2 that force DTime(f1)−DTime(f2) = ∅. Here we require f1 to not only
dominate f2 but also to have a faster rate of growth [16, p. 145].
We will return to this example after going through the basic theory. First, we list
the basic complexity measures we will use for sets and degrees.
Denition 4.1. Let f be a 02 function. Then (f-c:e:) denotes the class of functions
that are f-c.e.
Denition 4.2. For any 02 f, a degree a is f-approximable if
{g : g 6T a} ⊆ (f-c:e:):
Denition 4.3. For any 02 f, a degree a is weakly f-approximable if
{A :A 6T a and A ⊆ !} ⊆ (f-c:e:):
Denition 4.4. For any 02 f, a degree a has an f-3oor if no noncomputable g6T a
is f-c:e:
Sometimes we want to use classes of functions instead of single functions in the
above de4nitions. If we modify De4nition 4.1 in this way, the modi4ed versions of
De4nitions 4.2–4.4 follow simply by substituting (%-c:e:) for (f-c:e:).
Denition 4.5. Suppose % is a class of 02 functions. A function f∈ (%-c:e:) if there
exists g∈ % such that f∈ (g-c:e:).
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We will be concerned with several di(erent kinds of uniformity properties in our
setting. There will be interesting relations between these properties. In the following
De4nitions 4.6–4.10, let % be a class of 02 functions, and let f be a 
0
2 function.
Denition 4.6. We say % is uniform in 0′ if there exists a 02 g(e; x) such that
% = {(x)g(e; x) : e ∈ !}:
Denition 4.7. We say % is subuniform in 0′ if there exists a 02 g(e; x) such that
% ⊆ {(x)g(e; x) : e ∈ !}:
Denition 4.8. We say % is uniformly f-c:e: if there exists a computable g(e; x; s) with
g(e; x)6f(x) for all e; x and
% =
{
(x) lim
s
g(e; x; s) : e ∈ !
}
:
Denition 4.9. We say % is subuniformly f-c:e: if there exists a computable g(e; x; s)
with g(e; x)6f(x) for all e; x and
% ⊆
{
(x) lim
s
g(e; x; s) : e ∈ !
}
:
Denition 4.10. We say that % is uniformly 02-honest if there exists a computable
function g(e; x; s) such that g(e; x; s)6g(e; x; s+ 1) for every e; x; s and
% =
{
(x) lim
s
g(e; x; s) : e ∈ !
}
:
The following easy lemma gives the 4rst example of the importance of 02-honesty.
A related result, though only for computable complexity bounds, was obtained in
[4, p. 59].
Lemma 4.11. For any 02-honest g; (g(x)-c:e:) ( ((g(x) + 1)-c:e:).
We have a much weaker uniformity result when the complexity bound is simply an
arbitrary 02 function. This must occur since by Theorem 3:9 there are 
0
2 g such that
(g(x)-c:e:)= (g(x) + 1)-c:e.
Lemma 4.12. For any 02 g; the class (g-c:e:) is uniform in 0
′.
In a similar vein, we easily characterize the degrees that are f-approximable for
some 02 f.
Proposition 4.13. Suppose we are given a degree a. Let %= {g : g6T a}. Then % is
subuniform in 0′ if and only if there is a 02 f such that a is f-approximable.
B. Schae+er / Annals of Pure and Applied Logic 115 (2002) 195–231 207
We can use Proposition 4:13 and a result of Jockusch to easily produce a character-
ization of the L2 degrees in terms of their approximation complexity.
Theorem 4.14 (Jockusch [10, Theorem 1]). Suppose we are given a degree a. The
computable functions are subuniform in a i+ a′¿0′′.
This immediately implies the following.
Corollary 4.15. For any 02 b; b∈L2 i+ there exists a 02 f such that b is
f-approximable.
Proof. Relativizing Theorem 4.14 to b implies the functions computable in b are sub-
uniform in 0′ i( b∈L2. However, by Proposition 4:13, we see that a class % is sub-
uniform in 0′ i( there exists a 02 f such that % is f-approximable.
Finally, we wish to prove two hierarchy theorems for approximation complexity. As
was mentioned previously, in the case of computation complexity, we require f1 to
dominate f2 to prove that DTime(f1)−DTime(f2) = ∅. The situation is very di(erent
with approximation complexity. Here we simply require that f1 be in4nitely often
greater than f2 in a “nice” way.
Theorem 4.16. Let f1 be any 02 function and let f2 be 
0
2-honest. Suppose there is
an in;nite computable set S such that f2(x)¡f1(x) for every x∈ S. Then (f1-c:e:)−
(f2-c:e:) = ∅.
Proof. Let x1; x2; : : : be a computable enumeration of S without repetitions. We con-
struct a computable approximation A(x; s) to a set A. De4ne A(x; 0)=0 for all x. By
the 02-honesty of f2 we 4x a computable approximation f2(x; s) to f2(x) that is non-
decreasing in s for 4xed x.
Given s¿0, compute A(x; s). If x =∈ S then A(x; s)= 0. Otherwise, if x= xi ∈ S we
de4ne
A(xi; s) =
{
1 if ([i]|f2(xi; s))(xi; s) = 0;
0 otherwise:
Note that A(xi)6f2(xi)+1 since f2(x; s) is nondecreasing in s for 4xed x. Note also
that A(x)= 0 for x such that x =∈ S. Hence, A∈ (f1-c:e:). However, A =∈ (f2-c:e:) by
construction.
This theorem has as an easy corollary the following result.
Corollary 4.17. For any two computable functions f1 and f2; suppose there are in-
;nitely many x such that f1(x)¿f2(x). Then (f1-c:e:)− (f2-c:e:) = ∅.
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Proof. Any computable function is 02-honest. Furthermore, there is an in4nite com-
putable set S such that f1(x)¿f2(x) for all x∈ S. Hence, Theorem 4.18 applies to
give this result.
Here is the second hierarchy theorem. Here we relax the uniformity conditions on
the set of x such that f1(x)¿f2(x) at the cost of assuming that f1(x) grows more
rapidly and is 02-honest.
Theorem 4.18. Let f1; f2 be 02-honest functions. Suppose g is an unbounded; non-
decreasing computable function. If (∃∞x)[f1(x)¿g(x)f2(x)] then (f1-c:e:)− (f2-c:e:)
= ∅.
Proof. By the 02-honesty of f1; f2, 4x nondecreasing computable approximations
f1(x; s), f2(x; s) to f1; f2, respectively. We construct a computable approximation A(x; s)
to a set A that satis4es the following requirements.
Ri : (∃x)[A(x) = ([i]|f2(x))(x)]
For each requirement Ri at each stage s, there is a set of diagonalization points.
Once a number is assigned to Ri’s set of diagonalization points it remains so unless it
later becomes a diagonalization point of a higher priority requirement.
Suppose x1; : : : ; xn are the diagonalization points of Ri at stage s. We say that Ri
requires attention if f1(xj; s)6g(xj)f2(xj; s) for all j6n.
Construction
Stage 0: No Ri has yet been assigned any diagonalization points. Let A(x; 0)=0 for
all x.
Stage s+ 1: There are three steps.
(1) Take the highest priority requirement Ri, with i6s, that requires attention, if such
exists. If none such exists, go to (2). We assign to Ri all x6s such that g(x)¿2i
and x is not currently assigned to a higher priority requirement. Remove the as-
signment of any such x to any Rj, j¿i.
(2) For each x not assigned to any requirement, let As+1(x)=As(x).
(3) For every i6s and x assigned to Ri, if
(a) |{t ¡ s :At+1(x) = At(x)}|¡f1(x; s)
and
(b) As(x) = ([i]|f2(x; s))(x);
then As+1(x) = 1−As(x). Otherwise, let As+1(x) = As(x). If (b) holds but (a) fails we
say that A(x) wants to change on x at stage s but is denied permission.
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End of construction
Each requirement Ri is eventually permanently assigned an x such that f1(x)¿g(x)
f2(x)¿(f2(x) + 1)g(x)=2. Note that, once an x is assigned to a requirement Rj,
it can only subsequently be reassigned to requirements Rj′ with j′¡j. Hence, this
x is assigned to at most g(x)=2 requirements over the course of the construction
since x can only be assigned to Ri if 2i¡g(x). Suppose Sj is the set of stages during
which x is assigned to some requirement Rj. Because f2(x; s) is nondecreasing in s,
we see immediately that |{s∈ Sj :As+1(x)=As(x)}|6f2(x) + 1. Furthermore, since x
is assigned to at most g(x)=2 requirements, this implies that
|{s :As+1(x) = As(x)}|6
⌊
g(x)
2
⌋
(f2(x) + 1) ¡ f1(x):
Therefore, it cannot be the case that there are co4nitely many stages s such that A(x)
wants to change on x at stage s but is denied permission. Hence, A(x) =([i]|f2(x))(x).
Thus, Ri is satis4ed.
Since each requirement is satisi4ed, A =∈ (f2-c:e:). However, since f1(x; s) is non-
decreasing in s for 4xed x, the construction gives that A∈ (f1-c:e:).
These hierarchy theorems can be easily generalized to complexity bounds consisting
of classes of functions instead of single functions. We simply give the statements of
these theorems as their proofs are the same as what has gone before.
Theorem 4.19. Let f1 be an arbitrary 02 function. Let % be a uniformly 
0
2-honest
class of functions; where this property is witnessed by f2(e; x; s). Suppose that there
is a computable set S such that 〈 e; x 〉 ∈ S implies f2(e; x)¡f1(x); and S [e] is in;nite
for every e. Then (f1-c:e:)− (%-c:e:) = ∅.
Proof. This is a slight reworking of Theorem 4.16.
Theorem 4.20. Let f1 be 02-honest. Suppose % is a uniformly 
0
2-honest class of
functions; where this property is witnessed by f2(e; x; s). Suppose g(x) is an unbounded;
nondecreasing computable function. If
(∀e)(∃∞x)[f1(x)¿ g(x)f2(e; x)]
then (f1-c:e:)− (%-c:e:) = ∅.
Proof. This is a slight reworking of Theorem 4.18.
5. Preliminary applications
We can immediately apply an analysis of approximation complexity to gain in-
sight into computability theory. First, we give a sharp lower bound on the e(ectivity
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of the Low Basis Theorem. Second, we examine the approximability of array com-
putable c.e. degrees, generalizing a result of [5]. Third, we build on observations of
Carstens and Ershov to examine degree structures arising from Turing reducibilities
with bounded use.
The Low Basis Theorem has become an important tool in computability theory. It
asserts that any nonempty 01 class of sets has a member of low degree. An examination
of the proof, however, shows that more is proved. In fact, any 01 class of sets has a
member whose degree is of low approximation complexity as well.
To prove this extra fact, we 4rst note a trivial bound on the total number of times
a requirement acts in a standard 4nite injury construction based on a bound to the
number of times the requirements can act between injuries.
Lemma 5.1. Suppose we have requirements 〈Ri〉i∈! in a ;nite injury construction;
where Ri can injure Rj only if i¡j; and at most one requirement acts at each stage.
Suppose further that there exists a nondecreasing function g such that Ri acts at
most g(i) times between injuries by higher priority requirements. More precisely; if
no higher priority requirement acts at any stage in a set of consecutive stages D;
then Ri acts during at most g(i) stages in D. Then Ri acts at most (2g(i))i+1 times
altogether.
Proof. Let F(i) equal the number of times Ri acts. Note that
F(i)6 g(i)

1 + i−1∑
j=0
F(j)

 :
A simple induction argument shows that F(i)6(2g(i))i+1. To see this, note it is trivially
true for i=0. Suppose it is true for i. The fact that g is nondecreasing then implies
F(i + 1)6 g(i + 1)

1 + i∑
j=0
(2g(i + 1)) j+1

6 (2g(i + 1))i+2:
To see that these inequalities hold, represent all numbers in base 2g(i+1). This proves
the lemma.
We now analyze the Low Basis Theorem using this lemma as a tool. We 4rst recall
the original version of the Low Basis Theorem and then show how the proof gives
additional information related to approximation complexity.
Theorem 5.2 (Low Basis Theorem; Jockusch and Soare [11, Theorem 2.1]). For any
nonempty 01 class of sets *; there exists a set A∈* such that deg(A)∈L1.
We remind the reader that De4nition 4.3 describes the meaning of “weakly
f-approximable”.
B. Schae+er / Annals of Pure and Applied Logic 115 (2002) 195–231 211
Theorem 5.3. For any nonempty 01 class of sets *; there exists a set A∈* with
deg(A) both L1 and weakly 22x
2
-approximable.
Proof. The proof of the Low Basis Theorem proceeds by constructing a sequence
〈Te〉 of computable trees using a 0′ oracle. The tree T0 is the one corresponding to the
original 01 class. Each tree is in4nite, and Te ⊇Te+1 for all e. The set A mentioned
above can be any set in
⋂
e∈! [Te].
The tree Te+1 is such that either {e}f(e) ↑ for all f∈ [Te+1] or {e}f(e) ↓ for all
f∈ [Te+1]. Here [Te+1] denotes the set of in4nite paths through Te+1. When 4xing the
index for Te+1, the 0′ oracle knows which case occurs.
We de4ne the set Ue = { : {e}||(e) ↑}. If Te ∩Ue is 4nite then Te+1 =Te. In this
case, {e}f(e) ↓ for all f∈ [Te+1]. If Te ∩Ue is in4nite then Te+1 =Te ∩Ue. In this case,
{e}f(e) ↑ for all f∈ [Te+1]. We must now consider the way a 0′ oracle can test if
Te ∩Ue is 4nite. Note that this occurs exactly when there is an n such that no string
of length n is in Te ∩Ue, a question a 0′ oracle can answer.
To extract dynamic information from the oracle construction given in [1] and outlined
above, we must consider how to construct a computable sequence of computable trees
〈Te; s 〉 such that lims Te; s =Te for all e. This is easy but should be done explicitly to
extract the dynamic information. We satisfy the following requirements:
Re :Te+1 = Te ∩Ue if this is in4nite and Te+1 =Te, otherwise.
Construction
Stage 0: Let T0;0 be a computable tree such that [T0;0]=*. For every e¿0, let
Te+1;0 =Te;0 ∩Ue.
Stage s+ 1: Let e be the least number 6s, if such exists, such that Te+1; s contains
no strings of length s. If no such e exists, de4ne Te; s+1 =Te; s for all e∈!. If such
an e exists, de4ne Te′ ; s+1 =Te′ ; s for all e′6e, Te+1; s+1 =Te; s, and Te′+1; s+1 =Te′ ; s ∩Ue′
for all e′¿e + 1. We say that Re acts, injuring lower priority requirements.
End of construction
Note that, if Re acts at stage s; Te; s′ =Te+1; s′ for all stages s′ such that Re is injured
at no stage s′′ with s¡s′′6s′. Hence, if Re ful4lls the conditions for action at such a
stage s′′ then Re−1 does as well. Therefore, if no higher priority requirement acts during
a set D of consecutive stages, Re acts at most once during D. Hence, by Lemma 5.1,
Re acts at most 2e+1 times. We can guess whether Te ∩Ue will be 4nite at stage s by
examining whether Re has acted at a stage s′ with s′′¡s′6s, where s′′ is the least
stage such that Re is not injured between stages s′′ and s. If Re acted at one of these
stages then guess that Te ∩Ue is 4nite and, consequently, that {e}A(e) ↓. If Re acted
during none of these stages then guess that Te ∩Ue is in4nite and, consequently, that
{e}A(e) ↑.
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Because of our bound on the number of times each requirement acts, we have now
proved that A′ is 2x+1-c:e: It remains to show that deg(A) is weakly 22x
2
-approximable.
To see this, consider a computable function g such that {g(e; x)}A(y) ↓ if and only
if {e}A(x)= 0. It is clear that if {e}A is a total {0; 1}-valued function then {e}A is
2g(e; x)+1-c:e:
To avoid arguments about programming systems in coming up with a bound for g, we
can change the construction’s requirements. We can construct A using the requirements
R∗e below.
R∗2e: Suppose e= 〈 i; x 〉. This requirement is then Rg(i; x) from the original list.
R∗2e+1: This requirement is Re from the original list.
Let A be constructed according to the revised list of requirements R∗e . If {e}A is a
total {0; 1}-valued function then {e}A is 22〈e; x〉+1-c:e: Suppose that
〈e; x〉 = 12(e2 + 2ex + x2 + 3e + x)
as in [21, p. 16]. Hence, (x)22〈e; x〉+1 is dominated by (x)22x
2
, and {e}A is 22x2 -c:e:
The theorem follows.
We immediately ask whether Theorem 5.3 can be improved. We can easily show
it cannot be improved to make A weakly 2cx-approximable for some c¡1 by exam-
ining a few facts about 1-random sets and Kolmogorov complexity. The de4nition of
1-random sets given below is from [14, De4nition 2.2]. Here we think of  as giv-
ing ordinary Lebesgue measure. Recall that a ,01 class S is given by a c.e. set W of
strings as follows: S = {A : (∃ ∈W )(⊆W )}. We say that a sequence of ,01 classes
is computable if the sequence of indices of the corresponding c.e. sets is.
Denition 5.4. A Martin–LTof test is a computable sequence of ,01 classes {Si}i∈! with
(Si)62−i.
Denition 5.5. A set A is 1-random if for every Martin–LTof test {Si}i∈!; A =∈
⋂
i Si.
Since the intersection of two ,01 classes is again a ,
0
1 class whose index can be
calculated from indices for the original pair, we may assume in De4nition 5.4 that
S0⊇ S1⊇ S2⊇ · · ·. In [15, De4nition 2.9], the authors de4ne the notion of a sequential
test .. Using the preceeding observation, one quickly sees that, for every Martin–LTof
test {Si}i∈!, there is a sequential test . such that a set A passes . if and only if
A =∈⋂ Si. Similarly, for every sequential test . we can 4nd a Martin–LTof test {Si}i∈!
such that A passes . if and only if A =∈⋂ Si. Hence, the 1-random sets of De4nition 5.5
are exactly the random sets of [15, De4nition 2.12].
Furthermore, one immediately sees that the NAP sets of [13, De4nition 1] are exactly
the 1-random sets as de4ned here. The de4nitions are, in fact, nearly identical.
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Proposition 5.6 (Kucera [13, Lemma 3]). There is a 01 class * such that the degrees
of the members of * are exactly the degrees of the 1-random sets.
The Kolmogorov complexity of initial segments of a set is related to whether or
not it can be 1-random. We follow the de4nitions given in [15]. We will assume that
min (∅)=∞.
Denition 5.7 (Li and Vitanyi [15; De;nition 2:1]). Let / be any computable partial
function. We de4ne the conditional Kolmogorov complexity of x relative to / as
C/(x|y) = min {|p| :/(〈p; y〉) = x}:
The next theorem is the basis of the theory of Kolmogorov complexity. It shows that
we can dispense with / in the above de4nition as long as we can ignore an additive
constant.
Theorem 5.8 (Li and Vitanyi [15, Theorem 2.1]). There exists a computable partial
function  such that for any / there is a constant c/ such that for any x; y C (x|y)6
C/(x|y) + c/.
The  in the previous theorem is called a universal computable partial function. We
can now de4ne conditional Kolmogorov complexity. By Theorem 5.8 it is unique up
to an additive constant.
Denition 5.9 (Li and Vitanyi [15; De;nition 2:3]). Fix a universal computable par-
tial function  . We de4ne the conditional Kolmogorov complexity of x as
C(x|y) = min {|p| :  (〈p; y〉) = x}:
Now we can state the theorem we need to prove our lower bound.
Theorem 5.10 (Li and Vitanyi [15, Theorem 2.13]). Suppose A is 1-random. Then
C((An)|n)¿ n− 2 log2(n) for almost every n.
We now prove a lemma that, together with Theorem 5.10, puts a lower bound on
the approximation complexity of 1-random sets.
Lemma 5.11. Suppose A is f-c:e: and f is nondecreasing. Then C((An)|n)6 log2(n)
+ log2(f(n)) + c; where c is a constant independent of n.
Proof. Let [e] be a computable approximation to A witnessing that it is f-c:e: We
can produce An given e; n, and m=
∑
i¡n (e; i). We simply wait until stage s
when m=
∑
i¡n (e; i; s) and output Asn. Note that m6n · f(n) so |m|6 log2(n) +
log2(f(n)). This proves the lemma.
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Corollary 5.12. Suppose A is 1-random. For any !¡1; A =∈ 2!x-c:e:
Proof. Suppose A∈ 2!x-c:e: By Lemma 5.11, this implies C((Ax)|x)6!x+log2 x+ c,
where c is a constant independent of x. However, Theorem 5.10 states that C((Ax)|x)
¿x − 2 log2(x) for almost every x. This is a contradiction.
We bring it all together to prove our lower bound on the e(ectivity of the Low
Basis Theorem in the sense of approximation complexity.
Corollary 5.13. There is a nonempty 01 class of sets * such that for any !¡1 no
member of * is of weakly 2!x-approximable degree.
Proof. Simply take the 01 class of Proposition 5.6.
The next application of approximation complexity is to examine the array com-
putable c.e. degrees. This is an interesting class of degrees because of the important
structural properties, such as the cupping property, possessed by every degree in its
complement, the array noncomputable degrees [6]. The following proposition general-
izes Theorem 4:1 of [5]. There it was proven that every array computable c.e. degree
is id-approximable, where id is the identity function. First, we give the de4nition of
array noncomputability.
Denition 5.14 (Downey et al. [6; p. 95]). Call a degree a array noncomputable (anc)
if, for every f that is g-c:e: for some computable g, there exists h6T a such that f
does not dominate h. Degrees that are not anc are array computable.
Denition 5.15. mK (n)= (s)(Kn=Ksn). Furthermore, let
mK (n; s) = (t 6 s)(∀t′)(t 6 t′ 6 s → Ktn = Kt′  n):
Throughout this paper, mK will refer to (n)mK (n). We will always explicitly indicate
when we are instead dealing with the computable approximation to mK .
Theorem 5.16. For any unbounded; nondecreasing; computable f with f(0)¿0 and
any c.e. A; if deg(A) is array computable then deg(A) is f-approximable.
Proof. We de4ne a computable sequence of intervals I0 = [0; a0]; I1 = [a0 + 1; a1];
I2 = [a1 + 1; a2]; : : : such that if n∈ Ik then k6f(n). We de4ne a function m∗K . Let
m∗K (x)=mK (x
′), where x∈ Ix′ . The function m∗K is f-c:e: by construction.
Suppose deg(A) fails to be f-approximable. Let g ∈f-c:e: be computed by A. Let
g(x; s)= {e}Ass (x) if {e}Ass (x)↓ and 0 otherwise. Furthermore, we 4x an approximation
m∗K (x; s) to m
∗
K witnessing that m
∗
K is f-c:e:
Let g∗(x)= (s)(∀t¿s)g(x; s)= g(x; t). Note that g∗6T A since A is c.e. We claim
that g∗ is in4nitely often greater than m∗K (x). Suppose not. We use that m
∗
K is f-c:e: to
show that g is f-c:e:, in contradiction to our assumption. Let G(x; 0)=0 for all x. Let
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G(x; s + 1)= {e}As′s′ (x) if {e}As′s′ (x)↓, where s′=m∗K (x; s), and let G(x; s + 1)=G(x; s)
otherwise. Note that G(x; s) converges almost everywhere to g(x) by our assumption
that m∗K dominates g
∗. Hence, g is f-c:e:, a contradiction.
Now, de4ne a function h. Let h(x)= max{g∗(x′) : x′ ∈ Ix}. Because g∗ is in4nitely
often greater than m∗K and by the de4nition of m
∗
K , we immediately see that h is
in4nitely often greater than mK . This implies deg(A) is anc.
Question. Can the conditions on f in Theorem 5.16 be relaxed while preserving the
conclusion? In particular, can we drop the assumption that f be nondecreasing?
Theorem 5.16 suggests a class of degrees, including the c.e. array computable ones,
with very low approximation complexity. We now show that, in some sense, this is
the simplest class of degrees in the context of approximation complexity.
Denition 5.17. A function f is 5-c:e: if f is g-c:e: for every nondecreasing, unbounded
computable g with g(0)¿0.
Denition 5.18. A degree a is 5-approximable if every f6T a is 5-c:e:
Of course, by Theorem 5.16, c.e. array computable degrees are 5-approximable. An
immediate question is whether we can 4nd a class of sets de4ned in terms of approx-
imation complexity that is strictly smaller than the class of 5-c:e: sets. The following
line of reasoning provides a negative answer to that question. It also shows the value
of the concept of a 02-honest function.
Lemma 5.19. Suppose f is an unbounded 02-honest function. There exists a non-
decreasing; unbounded; computable g such that there are in;nitely many x with
f(x)¿g(x).
Proof. Fix a computable approximation f(x; s) to f(x) that is nondecreasing in s for
4xed x. We enumerate a sequence 〈xi〉. Let x0 = 0 and g(0)= 0. Given xi. Assume g(xi)
has already been de4ned. Wait until we 4nd y¿xi and s such that f(y; s)¿g(xi) + 1.
When such are found, de4ne y= xi+1 and g(xi+1)= g(xi) + 1. For every z ∈ [xi; xi+1),
de4ne g(z)= g(xi).
Note that f(xi)¿g(xi) for all i by assumption on f(x; s).
Corollary 5.20. Suppose f is an unbounded 02-honest function. Then there exists a
nondecreasing; unbounded; computable function g such that (f-c:e:)− (g-c:e:) = ∅.
Proof. By Lemma 5.19, there is a nondecreasing, unbounded computable function g∗
such that f(x)¿g∗(x) for in4nitely many x. De4ne g(x)= h(x)= √g∗(x).
Theorem 4.18 now suSces to prove the desired result.
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The following proposition provides the content to the assertion that 5-c:e: is the
smallest possible approximation complexity class. By Un we mean the function that
outputs a constant n.
Proposition 5.21. For any 02 f; either (f-c:e:)⊆
⋃
n∈! Un-c:e: or (f-c:e:)−(5-c:e:) = ∅.
Proof. Suppose (f-c:e:)*
⋃
n∈! Un-c:e: Let A∈ (f-c:e:) −
⋃
n∈! Un-c:e:. Fix any com-
putable approximation A(x; s) to A witnessing that A is f-c:e: Note that g=(x)A(x) is
02-honest, unbounded, and g(x)6f(x) for all x. Hence, Corollary 5.20 immediately ap-
plies to a give a nondecreasing, unbounded computable h such that (g-c:e:)−(h-c:e:) = ∅.
This implies the result.
Strange phenomena can occur when one uses arbitrary 02 functions as complex-
ity bounds. We use the Union Theorem from abstract complexity theory to give an
example.
Denition 5.22 (Seiferas [20; p. 182]). Suppose (e; x) is an A-complexity measure,
 e is the associated acceptable numbering of partial functions computable in A, and f
is an A-computable function. We let CCLASS(f) denote the set of total functions g
such that g=(x) e(x) for some e for which (e; x)6f(x) for almost all x.
Theorem 5.23 (Union Theorem; Seiferas [20, p. 183]). Let (e; x) be an A-
complexity measure; with  e the associated acceptable numbering of partial func-
tions computable in A. Suppose we have a sequence of functions 〈fn〉 uniformly
A-computable and such that fi6fi+1 almost everywhere for each i. There then exists
an A-computable function F such that
CCLASS(F) =
⋃
n∈!
CCLASS(fn):
Corollary 5.24. There exists a 02 function f such that (f-c:e:)=
⋃
n∈! Un-c:e:
Proof. This follows immediately from Theorem 5.23.
We can also do a direct proof, yielding more information about f.
Proposition 5.25. There is a nondecreasing; unbounded 02 f such that (f-c:e:)=⋃
n∈! Un-c:e: Furthermore; f can be chosen to be (x)(x)-c:e:
Proof. Take any nondecreasing, unbounded 02 f, with f(0)¿0, that is dominated by
every nondecreasing, unbounded computable function. Clearly,
⋃
n∈!( Un-c:e:)⊆ (f-c:e:).
Suppose, (f-c:e:)−⋃n∈!( Un-c:e:) = ∅. Then (f-c:e:)− (5-c:e:) = ∅ by Proposition 5.21.
Hence, there exists a nondecreasing, unbounded computable g such that (f-c:e:) −
(g-c:e:) = ∅. This is impossible since g dominates f by assumption.
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We now show an f exists with the needed properties. As usual, we construct an
approximation f(x; s) to f(x). To do so, we de4ne a collection of markers xi; s. For
4xed s, xi; s¡xi+1; s for all i. Furthermore, for x such that xi; s6x¡xi+1; s, we de4ne
f(x; s)= i + 1.
It now remains to specify the markers xi; s. Let xi;0 = i for all i. At stage s, pick
the least i6s, if such exists, for which there exists an e¡i and a z6s such that
{e}s(y)↓¡i + 1 for all y¡z, {e}s(z) ↓¿i + 1, and xi; s¡z. If no such i exists, let
xi′ ; s+1 = xi′ ; s for all i′. However, if such an i exists, de4ne xi′ ; s+1 = xi′ ; s for all i′¡i,
xi; s+1 = z, and xi′ ; s+1 = z + xi′ ; s − xi; s for all i′¿i.
Note that xi = lims xi; s exists for each i. Consequently, lims f(x; s) exists for all x.
Furthermore, suppose {e} is a nondecreasing, unbounded function. Fix an i¿e. By con-
struction, for any y¿xi, {e}(y)¿i+1. As a consequence, one sees that f(y)6{e}(y)
for all y¿xe+1. This shows that f is dominated by every nondecreasing, unbounded
computable function. Note also that f(0)= 1.
Finally, we see that f(y; s+ 1) = f(y; s) only if a marker xj; s6y and xj; s+1 = xj; s.
This can occur at most y times since x0; s =0 for all s. This shows f is (x)x-c:e:
A 4nal easy application of approximation complexity is to bounded-use degrees. By a
class of bounded-use degrees we mean a degree structure resulting from a bounded-use
Turing reducibility. By varying the class of use bounds, we get various degree struc-
tures. Only one type of bounded-use reducibility has been generally studied, namely
wtt-reducibility, corresponding to computable bounds on the use. However, some of the
characteristics of bounded-use degrees, especially those relevent to our current concerns
with approximation complexity, depend only on the fact that there is a bound, not the
type of bound. In general, we could consider any set of use bounds closed under
composition and get similar formal properties.
We next give de4nitions that capture the general form of a bounded-use Turing
reduction. If the class % satis4es two simple closure properties then the relation 6%T
will be transitive.
Denition 5.26. Call a class of functions % use-bound legal if % is closed under com-
position and, for any function f∈ %, there is a g∈ % such that g is nondecreasing and
majorizes f.
Denition 5.27. Let % be a use-bound legal class of functions. We write A6%T B if
there are f∈ % and e such that, for every x, {e}B(x)=A(x) and u(e;B; x)6f(x).
Lemma 5.28. Let % be a use-bound legal class of functions. The relation 6%T is tran-
sitive.
Proof. Suppose there exists a function f∈ % such that {e}C(x)=B(x) and u(e;C; x)6
f(x) for all x. Suppose furthermore that there exists a function g∈ % such that {i}B(x)=
A(x) and u(i;B; x)6g(x) for all x. We de4ne a procedure e′ such that {e′}C =A. On
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input x, we run oracle Turing machine i. During this computation, whenever machine
i queries whether y is in the oracle, we run oracle machine e on input y and return
the output as the query’s answer. The output of i when it receives oracle data in this
fashion will be A(x). This ends the de4nition of e′.
Now, on input x given to oracle machine e′ using oracle C, i only desires to examine
oracle values for y6g(x). Replace f by a nondecreasing function f∗ majorizing f.
Note that in this computation, e will only access the C oracle on values z6f∗(g(x)).
Hence, {e′}C =A and u(e′;C; x)6f∗(g(x)) for all x. This proves the lemma.
If c denotes the class of computable functions then 6cT is just another way of
writing 6wtt .
Related to bounded-use Turing degrees are the degrees under m-reducibility or
tt-reducibility. These reducibilities, like bounded-use Turing reducibilities, have bounds
on the oracle data they can examine. However, they fall short of the full 3exibility of
Turing reducibility when processing this data.
We have seen that, for every L2 Turing degree a, there exists a 02 f such that
a is f-approximable. Since this characterizes L2, one cannot talk about the Turing
degrees in L2 in terms of uniform bounds to their approximability. However, given a
class % of functions that is uniformly 02 and any 6
%
T -degree, there is a uniform bound
to the approximability of that degree. This is the content of the next lemma, given
the easy observation that any class of functions that is uniformly 02 is dominated
by some 02-honest function. Once again we see the utility of the concept of 
0
2-
honesty.
Lemma 5.29. Suppose A= {e}B and; for all x; u(e;B; x)6f(x); where f is 02-honest.
Let B be g-c:e: Assume that f; g are nondecreasing. Then A∈ (f(x)·(g(x)+1)+1)-c:e:
Proof. First, 4x a computable approximation f(x; s) to f(x) such that f(x; s) is non-
decreasing in s for 4xed x. Furthermore, 4x a computable approximation B(x; s) to
B(x) witnessing that B is g-c:e:
Construct a computable approximation to A. Let A(x; 0)=0 for all x. Given s¿0.
Let s′ be the greatest stage 6s when {e}Bs′f(x; s′)s′ (x)↓, if such exists. If none such
exists, de4ne As(x)= 0. However, if s′ exists, de4ne As(x)= {e}Bs′f(x; s
′)
s′ (x).
Suppose that As+1(x) =As(x). Let s′ be the greatest stage 6s during which
{e}Bs′f(x; s′)s′ (x)↓, if such exists. Let s′=0 otherwise. There must exist a stage t such
that s′6t6s at which f(x; t + 1) =f(x; t) or Bt+1f(x; t) =Btf(x; t). The 4rst con-
dition holds during at most f(x) stages. The second condition holds during at most
f(x) · g(x) stages. We use here that f(x; s) is nondecreasing in s for 4xed x. Hence,
A(x)6f(x) · (g(x) + 1) + 1.
In what follows, we use the properties f-approximable and f-3oor to categorize
bounded-use degrees. When applying these properties to bounded-use degrees, we as-
sume that all instances of “6T ” in their de4nitions are replaced by “6
%
T ”.
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Corollary 5.30. Suppose % is a class of functions both uniformly 02 and use-bound
legal. Given any 02 6
%
T -degree a; there exists a 
0
2 f such that a is f-approximable.
Proof. Note that we require % to be use-bound legal so that 6%T will be transitive. Take
any set A∈ a. Suppose A is g-c:e: We may replace % by a class %∗ that is uniformly
02-honest and such that every function in % is dominated by one in %
∗. Let f be any
02 function dominating every function in {g(x) · (h(x) + 1) + 1 : h∈ %∗}. This works
by Lemma 5.29.
Fix a bounded-use reducibility6%T and a 
0
2 6
%
T -degree a. By Corollary 5.30, there is
a 02 f such that a is f-approximable. Take the class . of 6
%
T -degrees with an f-3oor.
Full Turing degrees exist with this property by results in Section 7. Note that every
degree in . makes a minimal pair with a. This method thus generates a natural class
of degrees each of which form a minimal pair with some given degree. Note that the
method also works for L2 Turing degrees a by Corollary 4.15. Furthermore, m-degrees
and tt-degrees, being stronger than wtt-degrees, also have this property. We thus prove
that each of a wide range of reducibilities has no maximal 02 degree. Of course, these
facts are easily veri4ed by direct constructions and well known, but this method has
the advantage of making things more conceptual and getting away from the details.
Ershov uses generalizations of creative sets to prove that there is no maximal 02
m-degree [8, p. 29]. Carstens observes that sets tt-reducible to K are f-c:e: for some
computable f [4, Theorem 2:3]. It is a short jump from this to the observations men-
tioned here.
One can turn around Lemma 5.29 to get a normal form result for computations of
f-c:e: sets from K .
Lemma 5.31. Suppose A∈ (f-c:e:) Then there exist a computable g and an index e
such that A= {e}K and u(e;K; x)6g(x; f(x)).
Proof. Fix a computable approximation As(x) witnessing that A is f-c:e: De4ne a
computable h(x; n) such that {h(x; n)}(y) halts only if A(x)¿n. We de4ne a reduction
procedure {e} computing A from oracle K . On input x, query the K oracle about
membership of h(x; 0); h(x; 1); : : : until the 4rst n such that h(x; n) ∈K is found. Let t
be the least stage such that A(x; t)= n. Output At(x).
This clearly computes A. Let g(x; y)= max{h(x; z) : z6y}. This suSces.
6. Ershov di,erence hierarchy and function composition
The abstract complexity theory approach to classifying the 02 functions leads one
immediately to realize that noncomputable complexity bounds should be considered in
full generality. Sets with arbitrary noncomputable complexity bounds can appear at the
trans4nite levels of Ershov’s di(erence hierarchy.
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We examine certain levels of the Ershov di(erence hierarchy, namely the collections
of !-c:e: sets for various computable . These levels are especially pertinent to inves-
tigating the properties of 02 Turing degrees. Furthermore, they arise in a natural way,
via the composition of 02 functions.
It will become clear in Section 7 that noncomputable bounds on the approximation
complexity arise quite naturally. Recall that approximation complexity is strongly con-
nected to counting the number of times a given requirement acts in a construction.
There is no reason to assume a computable growth rate on such a quantity.
First, we need to de4ne the classes -c:e: for various computable ordinals . This
gives the trans4nite levels of Ershov’s di(erence hierarchy, though the presentation
mirrors [7]. Note that the following de4nition of -c:e: functions is dependent on the
choice of notation for .
Denition 6.1. Suppose  is a computable ordinal. A function f is -c:e: if there
is a c.e. set W such that 〈n; m; !〉; 〈n; m′; !〉 ∈W implies m=m′ and f(n)=m i(
〈n; m; !〉 ∈W but 〈n; m′; %〉 ∈W for all %¡! and m′. The set W is an ordinal ap-
proximation to f.
The Ershov di(erence hierarchy is linked, at the trans4nite levels, to sets with
noncomputable complexity bounds. Speci4cally, (! · n)-c:e: functions are ( Un-c:e:)-c:e:
[7, Theorem 10]. We will elaborate on other correspondances.
For convenience, in the statement of the results below, we assume that the !0-c:e:
functions are exactly the computable ones.
Theorem 6.2. The function f is !+!-c.e. if and only if there exist functions g and
h such that g is !-c.e.; h is !!-c.e.; and f= g ◦ h.
Proof. Suppose g and h are as above with ordinal approximations Wg and Wh, respec-
tively. We enumerate an approximation Wf to f. Fix an n. If 〈n; m; %〉 ∈Wh; s, determine
the least . such that 〈m; k; .〉 ∈Wg; s for some k. If such exists, enumerate 〈n; k; 〈%; .〉〉 in
Wf. Since 〈!!; !〉 under lexicographical ordering is computably isomorphic to !+!,
this proves that f is !+!-c.e.
Suppose instead that f is !+!-c.e. We assume that !+! is written as 〈!!; !〉 under
lexicographical ordering. We enumerate an ordinal approximation Wg to g by stages.
At stage s+1, for every 〈n; m; 〈%; .〉〉 ∈Wf;s and s′¡s, determine if 〈〈s′; n〉; m′; .〉 ∈Wg; s
for some m′ =m. If not, enumerate, 〈〈s′; n〉; m; .〉 into Wg; s+1. It is clear that Wg de4nes
an approximation to a total function, g. Note that g is !-c.e.
We now enumerate an ordinal approximation Wh to h. Fix n. For any s, let % be
the least ordinal such that 〈n; m; 〈%; .〉〉 ∈Wf;s for some n; m; .. If t is the least stage
with such an element in Wf; t , enumerate 〈n; 〈t; n〉; %〉 in Wh. It is clear that Wh does in
fact de4ne an ordinal approximation to a total function and that h is !!-c.e. Finally,
f= g ◦ h, proving the lemma.
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Corollary 6.3. Suppose f is !n-c.e. There exist !-c.e. functions g1; : : : ; gn such that
f= g1 ◦ · · · ◦ gn.
Proof. Straightforward from Theorem 6.2.
Corollary 6.4. Suppose f is !n-c.e. and g is !!-c.e. f ◦ g is !!-c.e.
Proof. Straightforward from Theorem 6.2.
Some easy results on the approximation complexity of levels of the Ershov di(erence
hierarchy follow.
We associate with any ordinal approximation a computable approximation to the
same function.
Denition 6.5. Suppose f is -c.e., as witnessed by the c.e. set Wf. We associate a
canonical computable approximation fs to f. Let f0(n)= 0 for all n. Fix n. At stage
s, check if 〈n; m; !〉 ∈Wf;s for some m; !. If so, pick the tuple with the least ! and
de4ne fs(n)=m.
Two useful de4nitions follow.
Denition 6.6. Suppose W is an ordinal approximation to a function f. If 〈n; m; 〉 ∈Ws
and  is the least such ordinal, we say that 〈n; m; 〉 is the active guess for n at stage s.
Denition 6.7. Suppose W is a c.e. set such that 〈n; m; !〉; 〈n; m′; !〉 ∈W implies m=m′
and 〈n; m; !〉 ∈W implies !¡. We say W enumerates an -approximation to a partial
function FW . Fix n. If ! is the least ordinal such that 〈n; m; !〉 ∈W for some m, de4ne
FW (n)=m. If no such ! exists, FW (n)↑.
Lemma 6.8 (Epstein et al. [7, Theorem 7]). The function f is !-c.e. if and only if
there exists a computable function g such that f is g-c.e.
Lemma 6.9. The function f is !n+1-c.e. if and only if there exists an !n-c.e. function
g such that f is g-c.e. Furthermore; an index of an ordinal approximation to g can
be computed from one for f and vice versa.
Proof. Suppose we are given an !n-c.e. function g such that f is g-c.e. We need to
show that f is !n+1-c.e. Suppose f= [e]. We enumerate an ordinal approximation Wf
to f. Given a c.e. set Wg that witnesses g is !n-c.e. Fix n. Suppose that 〈n; m; 〉 is
the active guess of Wg on n at stage s and that 〈n; x; !〉 is the active guess of Wf at
stage s. If ([e]|m)s+1(n) = x; enumerate 〈n; ([e]|m)s+1(n); 〈; m− m′〉〉 into Wf;s+1. The
quantity m′=([e]|m)(n; s+ 1). This works.
For the other direction, suppose we are given a !n+1-c.e. function f. As usual, write
!n+1 as 〈!n; !〉 under lexicographical ordering. We enumerate a c.e. set Wg giving an
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ordinal approximation to the required function g. Suppose 〈n; m; 〈; k〉〉 is enumerated
into Wf at stage s. Suppose further that 〈n; m′; !〉 is the active guess of Wg on n. If
¡!, enumerate 〈n; m+ m′; 〉 into Wg. This works.
Hence, taking !n-c.e. functions as approximation complexity bounds yields the !n+1-
c.e. functions. This stops at trans4nite levels. Taking !!-c.e. functions as approximation
complexity bounds only produces !!-c.e. functions.
Lemma 6.10. Fix an ¿!. The function f is !-c.e. if and only if there is a !-c.e.
function g such that f is g-c.e. Furthermore; an index of an ordinal approximation
of g can be computed from one for f and vice versa.
Proof. Suppose f is (!-c:e:)-c.e., and e and F ∈!-c.e. are such that lims [e]s(x)=
f(x) and (e; x)6F(x) for all x. Enumerate an ordinal approximation Wf to f. Suppose
〈x; y; !〉 ∈WF; s. If (e; x; s)6y, enumerate
〈n; [e]s(x); 〈!; y − (e; x; s)〉〉
into Wf. Since 〈!; !〉 under lexicographical order is computably isomorphic to !,
we immediately see that f is !-c.e.
For the other direction, note that ! is computably isomorphic to 〈!; !〉 under
lexicographical order. The same proof as in the forward direction of Lemma 6.9 now
suSces to prove the result.
We now go on to prove some theorems about iterates of mK . These functions provide
good examples of members of various levels of the composition hierarchy. They also
have interesting domination properties. Recall that mK was de4ned in De4nition 5.15.
A detail should be mentioned at this point. In some sense, there is no natural choice
for mK . The function depends on the times when various programs halt and this depends
on our numbering of the computable partial functions and even on the characteristics of
our underlying computational model. In fact, we might even be using a strange approx-
imation to K that still makes at most one mind-change on each argument. However,
the following results are independent of such considerations.
In what follows, 4x a computing model. Let Ks(x) be any computable approximation
to K such that K (x)61 for every x.
Lemma 6.11. For any f∈!-c.e. there exists a computable g such that mK ◦ g(x)¿
f(x) for all x. Furthermore; an index of g can be computed from an index for an
ordinal approximation to f.
Proof. For any f∈!-c.e., there exists a computable h such that f∈ h-c.e. Fix e such
that, for all x, lims [e]s(x)=f(x) and (e; x)6h(x). Via the Recursion Theorem we
de4ne a computable function g∗(x; m). On an arbitrary input, {g∗(x; m)} waits until the
least stage s when (e; x; s)=m. Let n= max{[e]t(x) : t6s}. If Kn(g∗(x; m))= 0 then
halt. Otherwise, never halt.
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Let g(x)= max{g∗(x; m) :m6h(x)} + 1. Clearly g is computable and mK ◦ g(x)¿
f(x) for all x. To see this, take any x. Note that the use of the Recursion Theorem
implies g∗(x; (e; x)) enters K at a stage s¿f(x). Since (e; x)6h(x), this implies
mK (g(x))¿f(x).
Clearly, the above argument also shows that an index for a c.e. set witnessing that
g is !-c.e. can be computed from a similar index for f.
Corollary 6.12. For any computable f; there is a computable g such that mK ◦ g(x)¿
f ◦mK (x) for all x. Furthermore; an index for g can be computed from one for f.
Proof. Note that f ◦mK ∈!-c.e. and that an index of f ◦mK can be computed from
an index for f.
Lemma 6.13. For any f∈!n-c.e.; there is a computable g such that mnK ◦ g(x)¿f(x)
for all x. Furthermore; an index for g can be computed from an index for f.
Proof. Given f∈!n-c.e.. By Theorem 6.2, there are f1; : : : ; fn ∈!-c.e. such that f=
f1 ◦ · · · ◦fn. Also, indices for f1; : : : ; fn can be computed from an index for f.
Thus, by Lemma 6.11 there are computable g1; : : : ; gn such that mK ◦ gi dominates
fi for all i6n. We may assume g1; : : : ; gn are nondecreasing and that their indices
can be computed from indices for f1; : : : ; fn. Under the assumption that every func-
tion gi is nondecreasing, we immediately see that mK ◦ g1 ◦ · · · ◦mK ◦ gn dominates f.
Now, repeated application of Corollary 6.12 gives a computable g such that mnK ◦ g
dominates f.
Checking the details easily shows that the index for g can be computed as claimed.
Here is a de4nition of the trans4nite iterates of mK .
Denition 6.14. Suppose  is a computable limit ordinal. Let 〈n〉 be a computable
sequence of ordinals approximating  from below. De4ne mK (n)=m
n
K (n). Furthermore,
for any computable ordinal  de4ne m+1K =m

K ◦mK .
Lemma 6.15. For every ; mK is !
-c.e.
Proof. An easy induction proof using Theorem 6.2.
Happily, Lemma 6.13 extends to the trans4nite iterates of mK .
Theorem 6.16. For any f∈!-c.e.; there is a computable h such that mK ◦ h domi-
nates f. Furthermore; an index of h can be computed from one for f.
Proof. Suppose  is a limit ordinal and let 〈n〉 be the computable sequence of ordinals
witnessing this fact. Fix a c.e. set Wf witnessing that f is !-c.e. For each n, we
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enumerate an approximation Wfn to a function fn. Whenever 〈x; y; !〉 is enumerated
into Wf, if !¡!n , enumerate 〈x; y; !〉 into Wfn . Otherwise, check if a tuple 〈x; y′; !n〉
has already been enumerated into Wfn . If not, enumerate 〈x; y; !n〉 into Wfn . Clearly, fn
is !n+1 -c.e. Hence, we can compute the index of a computable function hn such that
mn+1K ◦ hn dominates fn. We now de4ne a computable function g. Fix x. Let 〈x; y; !〉 be
the 4rst tuple enumerated into Wf for x. De4ne g(x)=m, where m is the least ordinal
in the sequence such that !m is greater than !. De4ne h(n)= max{g(n); hg(n)(n)}.
This works.
Given a computable ordinal  for which the theorem holds. Show it holds for +1.
Note that by Theorem 6.2 we can write f as f1 ◦f2, where f1 is !-c.e. and f2 is
!-c.e. There exist computable functions g1 and g2 such that mK ◦ g1 dominates f1 and
mK ◦ g2 dominates f2. Note that mK ◦ g1 ◦mK ◦ g2 dominates f. Furthermore, there is
a computable function H such that mK ◦H dominates g1 ◦mK . Since g1 and g2 can
be assumed to be nondecreasing, this implies mK ◦mK ◦H ◦ g2 dominates f, which
completes the proof of the theorem.
We now need to use a fact 4rst proved by R. Robinson. However, we prove it in
the style of the above results. The proof given here hinges on the fact that the s-m-n
theorem gives an e(ective computation of the index that results from substituting a
parameter into a program.
Theorem 6.17 (Robinson [17 Corollary 5]). mK dominates every computable function.
Proof. There exists a computable function f such that, for all e; x; y, and z,
{e}(〈x; y; z〉) = {f(e; x; y)}(z)
and f(e; x; y) is increasing in y for each 4xed e; x. We can furthermore assume, via
the Recursion Theorem, that if {e}(〈x; y; 0〉) halts in s steps then Ks(f(e; x; y))= 0.
De4ne
f∗(z) = max{f(e; x; y) : e; x; y6z}:
Next, de4ne {e′}(〈e; x; y〉) to be a program that waits until {e}(z)↓ for all z6f∗
(x + 1) and then halts after stage s= max{{e}(z) : z6f∗(x + 1)}.
Now, 4x e such that {e} is total. It is clear that {f(e′; e; x)}(y) halts for all x; y.
Furthermore, let s= max{{e}(z) : z6f∗(x+1)}. Note that Ks(f(e′; e; x))= 0, implying
that mK (f(e′; e; x)+1)¿s. Also, for almost every x, f(e′; e; x+1)6f∗(x+1). Hence,
for almost every x, mK (f(e′; e; x) + 1)¿max{{e}(z) : z6f(e′; e; x + 1)}.
Thus, for almost every x, given y∈ [f(e′; e; x) + 1; f(e′; e; x + 1)], it follows that
{e}(y)6mK (f(e′; e; x) + 1). Hence, mK dominates {e}.
This gives the remaining necessary information to examine the growth rates of iter-
ates of mK .
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Theorem 6.18. m+1K dominates every !
-c.e. function.
Proof. Fix an !-c.e. f. By Theorem 6.16, there is a computable g such that mK ◦ g
dominates f. Since mK dominates g by the previous theorem, this implies that m+1K
dominates f.
7. A hierarchy of 02 generic degrees
One can think of an %-generic set as one that meets all dense sets in a set %. The
4rst step in e(ectivizing the notion of genericity should be e(ectivizing the notion of
dense set. The idea of using density functions to do so comes from [6]. This formalism
proves crucial in providing an analysis of the various types of genericity intermediate
between 1-genericity and 2-genericity.
Denition 7.1. A function g : 2¡!→ 2¡! is called a density function if for all  we
have g()⊇ .
Denition 7.2. A set A meets a density function g if there exists  such that g()⊆A.
In particular, we will focus in this paper on density functions g6T 0′. A nice fea-
ture of working with density functions computable in 0′ is that one can classify the
complexity of such g by analyzing their computable approximations.
We now de4ne %-generic sets.
Denition 7.3. For any set % of density functions, a set A is %-generic if it meets every
density function in the set %.
Both in [6] and elsewhere in this paper, connections are drawn between degree-
theoretic properties of 02 generic degrees and a measure of their genericity. It is easy
to show that a set is 1-generic if and only if it is %-generic, where % is the class of
1-c.e. density functions. Furthermore, for any class % of density functions uniformly
computable in 0′, there exists a 02 set that is %-generic. However, we focus here on
natural %.
One way to construct natural % is by assigning a complexity measure to density
functions and then putting all those density functions in % whose complexity is less
than a given bound. We use approximation complexity as the complexity measure.
We study the classes of !n-generic degrees for various n. As usual, a degree is
%-generic if it contains an %-generic set, and a set is !n-generic if it meets every
!n-c.e. density function. Our goal is to investigate to what extent these classes of
generic degrees are di(erent. It is obvious that the !n-generic degrees include the
!n+1-generic degrees for any n. However, to prove that some of these inclusions are
strict we need to do some work. Unfortunately, we cannot yet prove that the !n-generic
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degrees strictly contain the !n+1-generic degrees for every n. The partial results we
have already obtained follow.
We 4rst need to prove a series of technical lemmas.
Lemma 7.4. Suppose we have partial computable functions fi :! →!; i6n; where
each fi is de;ned on at least one ordinal; and let !i be the least such. There exists
a computable partial function f :! →n! such that f converges on an argument;
and; if ! is the least such then f(!)= 〈f1(!1); : : : ; fn(!n)〉. Furthermore; an index for
f can be computed from indices for fi.
Proof. Consider the case =1. Wait for the 4rst stage s during which there exists mi; s
such that fi(mi; s)↓ for each i6n. De4ne ms =
∑
mi; s and f(ms)= 〈f1(mi; s); : : : ; fn
(mi; s)〉. Subsequently, at any stage s + 1 such that fi; s+1(k)↓ for some k¡mi; s, de-
4ne mi; s+1 = k, ms+1 =ms−1, and f(ms+1)= 〈f1(m1; s+1); : : : ; fn(mn; s+1)〉. This function
works.
Now suppose the lemma is true for  and show it is true for  + 1. Write !+1
as 〈!;!〉 under lexicographical ordering. At each stage s, mi; s is the least m such
that fi(〈m; !〉)↓ for some !. Let !i; s be the corresponding !. Wait until the 4rst stage
s+1 such that mi; s exists for all i6n. At that stage and at subsequent stages, check if
mi; s+1 =mi; s for some i6n. If not, fi; s+1 =fi; s for each i6n, fs+1 =fs, and ms+1 =ms.
Furthermore, check if there is a stage t6s+1 and an ordinal !¡!s such that fs(!)↓,
and, if so, de4ne !s+1 = !. If, on the other hand, mi; s+1 =mi; s for some i6n, de-
4ne fi; s+1 :! →! by fi; s+1(!)=fi(〈mi; s+1; !〉). By induction, let fs+1 be as in the
statement of the lemma. If this is the 4rst stage we take action in this way, de4ne
ms+1 =
∑
mi; s. Otherwise ms+1 =ms − 1. At every stage, de4ne f(〈ms; !s〉)=fs(!s).
This function works.
Suppose  is a limit ordinal. For each i 6 n, 4nd !′i such that fi(!
′
i )↓. There is an
′¡ such that !′i¡!
′ for all i 6 n and such an ′ can be computed. The induction
hypothesis now gives the desired result.
Lemma 7.5. Suppose Wf(n) is a computable sequence containing exactly the c.e. sets
enumerating ! approximations to partial functions. Suppose G is a computable
function. The function
h(x) = max{FWf(n) (y) : n; y 6 G(x)}
is !+1-c:e.
Proof. We write h=M ◦F1 ◦F2. By !∗ we mean the 4nite subsets of !. De4ne M :
!∗→! by M (X )= max{n : n∈X }. Furthermore, de4ne F1 : !∗→!∗ by
F1(X ) = {FWf(n) (y) : 〈n; y〉 ∈ X }:
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Note that F1 is !-c:e. by the previous lemma. Finally, de4ne F2 :!→!∗ by
F2(x) = {〈n; y〉 :FWf(n) (y) ↓ &n; y 6 G(x)}:
Note that F2 is !-c:e. This works by Theorem 6.2.
We have now arrived at the 4rst important result of this section. This will be used
in proving our hierarchy result for 02 generic degrees. Recall the well-known fact that,
for any n, no 1-generic degree bounds a nonzero n-c:e. degree. The following theorem
reveals an analogous situation for other 02 generic degrees. Note that a degree a has an
!n−1-3oor if, for any !n−1-c:e. function g, any g-c:e. function h6T a is computable.
Theorem 7.6. Suppose A is !n+1-generic and n¿ 1. Then deg(A) has an !n−1-@oor.
In other words; no noncomputable !n-c:e. function is computable relative to A.
Proof. We 4rst de4ne a class of approximations g〈i; e〉(). Some of these approxima-
tions will fail to converge. However, those that converge will converge to density
functions.
To compute g〈i; e〉(; s) 4rst check if
∗ (∃;1; ;2)(∃x)[x; |;1|; |;2|6 s ∧ ;1; ;2 ⊇  ∧ {e};1s (x) = {e};2s (x)]:
If none such exist, then g〈i; e〉(; s)= . Otherwise, we de4ne an ordering on pairs
〈;1; ;2〉. De4ne 〈;1; ;2〉¡〈;′1; ;′2〉 if one of the following three conditions holds:
(1) (∃s)({e};1s (x) ↓ ∧ {e};2s (x) ↓∧ ({e};
′
1
s (x) ↑∨ {e};
′
2
s (x) ↑)).
(2) Condition 1 fails and ;1¡;′1.
(3) Conditions 1 fails, ;1 = ;′1, and ;2¡;
′
2.
We de4ne this ordering so that, once we start diagonalizing using a particular
e-splitting pair at a particular stage, we continue diagonalizing using that e-splitting
pair at subsequent stages, even if more e-splitting pairs appear.
Using this ordering, pick the least pair 〈;1; ;2〉 satisfying ∗ and 4x x as the appropriate
argument from ∗. Say that x is associated with  at stage s. Note this pair e-splits on
x. If [i]s(x)= {e};1 (x) then de4ne g〈i; e〉(; s)= ;2. Otherwise, de4ne g〈i; e〉(; s)= ;1.
It is clear from the de4nition of g〈i; e〉(; s) that, if (i; x)¡∞ for all x, lims
g〈i; e〉(; s) always exists for all . Note that if {e}A is total and noncomputable then
there must exist e-splittings above every initial segment of A. Hence, if A meets g〈i; e〉
then {e}A either fails to be total, {e}A is computable, or {e}A = [i]. Now we must
show that if [i]∈!n-c:e. then g〈i; e〉 ∈!n+1-c:e. This will suSce to prove that every
!n+1-generic degree has a !n−1-3oor.
To this end, 4x i such that there exists a function h∈!n−1-c:e. with (i; x) 6
h(x) for all x. In other words, [i]∈!n-c:e. Fix e as well. We now consider the
approximation g〈i; e〉(; s) to the density function g〈i; e〉(). For any given  note that
at most one x is ever associated with . Hence, there is a 2m-c:e. upper bound H (m)
on the set of x’s associated with some  of length m. Now, consider the function
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F(m)= max{h(y) :y 6 m}. An easy modi4cation of Lemma 7.4 shows F is !n−1-c:e.
It follows from the construction that g〈i; e〉()6 F(H (||)). Hence, g〈i; e〉 is !n+1-c:e.
Theorem 7.7. For any ¿ !; every !+1 generic degree a has an !-@oor. In other
words; a computes no noncomputable !-c:e. functions.
Proof. Same as above, but recalling from Lemma 6.10 that the !-c:e. functions are
the same as the (!-c:e:)-c:e. functions.
It turns out that !n-generic sets can be in !n+1-c:e. This is a special case of a more
general result. In what follows, we use the convention that n=  ∗ 0n−|| if n¿||.
Furthermore, in our constructions we will think of As as a string.
Theorem 7.8. For any class % of density functions that is uniformly 02; suppose
f(i; ; s) is a computable function such that
% =
{
() lim
s
f(i; ; s) : i ∈ !
}
:
For any function g(x) that is always greater than
(x)max{f(i; ) : i; ||6 x}:
There is an %-generic set that is x2 · g(x)-c:e.
Proof. We construct a computable approximation to the set A. Without loss of gener-
ality,  ⊆ f(i; ; s) for every i; ; s. We satisfy the following requirements.
Ri: There exists a string  such that f(i; ) ⊆ A.
Construction
Stage 0: Let A0 = ∅ and r(i; 0)= i for all i. Let r(−1; s)= 0 for all s.
Stage s+1: Find the least i 6 s such that f(i; Asr(i− 1; s); s)*As, if such exists.
If a suitable i is found, let As+1 =f(i; Asr(i− 1; s); s). Let r( j; s+ 1)= r( j; s) for all
j¡i. Let r(i; s+1)= |As+1|. For all j¿i let r( j; s+1)= max{|As+1|; j; s+1}. We say
that Ri acts. If no suitable i exists, let As+1 =As and r( j; s+ 1)= r( j; s) for all j.
End of construction
It is obvious that this approximation converges to a set A and that furthermore A
is %-generic. It remains to show that for a g as outlined above, A will be x2g(x)-c:e.
Consider the sequence 〈As(x)〉s∈!. By our de4nition of r(i; s), this sequence can only
be a(ected by an action of Ri with i¡x. In such a situation, Ri will have to be working
above a string  with || 6 x. Note that if Ri has been injured n times by stage s,
r(i; s′)¿ n for every s′ ¿ s. Consequently, the requirement Ri will work above at most
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x di(erent strings of length less than or equal to x. By the assumptions on g, Ri will
act at most g(x) times when working above such a string. This implies that the value
of As(x) will be changed at most x2g(x) times over the course of the construction. The
result now follows.
Corollary 7.9. For every ; there is a !+1-c:e. !-generic set.
Proof. Suppose = n¡!. The result is clear if n=0. Suppose n¿0. Let %′ be the class
of !n-c:e. density functions. Let % be the class {f :f∈ %′}. This class is uniformly
!n−1-c:e. by Lemma 6.9. By Lemma 7.5, there is an !n-c:e. function g satisfying
the hypotheses of Theorem 7.8. Hence, there is an x2 · g(x)-c:e. !-generic set. By
Lemma 6.9, this set is !n+1-c:e.
Suppose ¿ !. Let %, %′, and g be as before. Note that now % is uniformly !-c:e.
and g is !+1-c:e. There is an x2 · g(x)-c:e. !-generic set. By Lemma 6.10, this set is
!-c:e.
Finally, we are prepared to give our hierarchy result.
Corollary 7.10. For any computable ; the !-generic degrees strictly contain the
!+2 generic degrees.
Proof. First look at ¡!. By Corollary 7.9, let A be an !+1-c:e. !-generic set.
Then deg(A) cannot be !+2-generic by Theorem 7.6.
Next, look at  such that !6 ¡!. The proof goes the same way, except we use
Theorem 7.7 instead of Theorem 7.6.
Now, a simple restatement of the above gives us the promised result on hierarchies
of f-c:e. degrees.
Theorem 7.11. For any n; there exists an !n+1-c:e. function g and a g-c:e. degree a
such that; for every !n−1-c:e. f; a =∈ (f-c:e:).
Proof. Immediate from the proof of Corollary 7.10.
This leaves the following obvious question. The conjecture is that the answer is
positive.
Question. Do the !-generic degrees strictly include the !+1-generic degrees for every
computable ?
8. Conclusion
This paper has attempted to do three things. The 4rst was to show that abstract
complexity theory can, in fact, be applied to the degrees of unsolvability. This theme
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was developed via approximation complexity, a notion that has previously been studied
in the context of the Turing degrees.
While there are, no doubt, other complexity measures that would be of interest in
the study of the Turing degrees, approximation complexity seems especially natural.
This follows from the close connection between the approximation complexity resource
unit, the mind-change, and an injury in a priority construction. The reader has seen
several times how counting the injuries in a priority construction leads to a bound on
the approximability of the degree of the constructed set.
The second goal of this paper has been to develop a useful machinery for manipu-
lating approximation complexity classes to parallel the complexity class machinery of
computational complexity. The need for care is made evident because the Gap Theorem
also holds in our setting. Furthermore, we made heavy use of noncomputable approx-
imation complexity bounds and needed to be able to analyze what meaning these had
for the computable process of constructing approximations. In the end, it turned out
that the technical requirements were not overly daunting and developing the general
machinery made later proofs much more intelligible. In this context, the notion of
02-honesty was seen to be especially important.
The third goal of this paper was to give applications of the approximation com-
plexity machinery developed earlier to the degrees of unsolvability. Here we saw why
noncomputable approximation complexity bounds are necessary and, indeed, natural.
Most importantly, we were able to develop hierarchies of generic degrees. Furthermore,
we made connections between approximation complexity and the Ershov di(erence
hierarchy.
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