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Abstract
This paper considers the implementation of prior stochastic information on unknown outcomes of
the response variables into estimation and forecasting of systems of linear regression equations in the
context of time series, cross sections, pooled and longitudinal data models. The established approach
proves particularly useful when only aggregated information on the response variables is available, as
is frequently the case in applied statistics. We address the combination of prior stochastic and sample
information as an extension of standard Gauss–Markov theory. Prior stochastic information could be
given in the form of experts’ expectations, or from estimations and/or projections of other models.
A classical (i.e. non-Bayesian) regression framework for the incorporation of prior knowledge in
generalized least-squares estimation and prediction is developed.
© 2004 Elsevier Inc. All rights reserved.
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1. Introduction
Econometric models are estimated in order to learn about unknown parameters, and/or
to facilitate forecast of variables of economic interest. In some cases, however, besides
sample information, additional, exact or stochastic information is available. Fomby et
al. [3] discuss the four essential ways of introducing this additional information, usu-
ally coined as prior information, into the estimation process for the classical linear re-
gression (CLR) model: (i) restricted least squares (RLS), (ii) mixed estimation (ME),
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Table 1
Exact and stochastic restrictions on parameters and variables
Exact Stochastic
Parameters h = Hb s = Sb+ 
Classical restrictions Mixed estimation restrictions
Variables a = A′y yk = Ryu + 
Adding-up restrictions Stochastic response restrictions
(iii) inequality RLS, and (iv) Bayesian. Practitioners in economics or business statistics,
however, usually consider neither exact (i), nor stochastic (ii), nor inequality (iii) informa-
tion on the parameters, nor are they concerned about prior probability distributions (iv) of
the parameters. Rather, they are interested in prior information on forecasts concerning eco-
nomic variables, arising for example from other estimations and/or projections, or expert
surveys.
Our treatment of the incorporation of prior stochastic information, which will be denoted
as stochastic response restrictions (SRR), interprets this information as stochastic linear
restrictions on unknown (future, spatial, sectoral, etc.) outcomes of the response variables.
Additional, empirically useful features of our approach are that only aggregated a priori
information is needed (e.g. it is sufﬁcient to have experts’ opinions on total industry output
for the implementation into a model of sectoral analysis), and especially, that all consider-
ations are valid in the context of time series, cross sections, pooled and longitudinal data.
Thus, due to its generality, all of the following considerations are made in the context of
systems of linear regression equations, which nests several widely used models (e.g. linear
panel data, seemingly unrelated regressions, or CLR in the special case of a single equa-
tion). Thus, the method of stochastic response restrictions is an effort to incorporate prior
knowledge or beliefs about unknown outcomes of response variables into regression anal-
ysis, in order to enhance estimation and prediction. Recent results of Dhaene et al. [1] on
best afﬁne response decomposition, can be considered as a non-stochastic special case (see
[1, Section 5]).
Apparently, the approaches to prior information summarized in (i)–(iv) above do not ﬁt
into any homogeneous scheme, as regards content, which in particular is due to the nature
of the Bayesian approach. However, both the explicitly non-Bayesian nature of SRR and
its reference to unknown (future, spatial, sectoral, etc.) outcomes of the response variable,
allows the natural completion of such a scheme. This is shown inTable 1, where we consider
a CLR model y = Xb + u, with the respective assumptions on the model and sampling
process. The vectors yk and yu contain known and unknown outcomes of the response
variables, respectively.
The lower left cell addresses the case of adding-up conditions, which lead to restrictions
on the parameters (see [4]). This, as we will see, is also true for the case of stochastic
response restrictions. The upper right cell addresses the mixed estimation (ME) procedure
proposed by Theil and Goldberger [5] and Theil [6], which in turn built on Durbin [2].
Analogously to ME, the SRR approach is based on the idea of mixing sample information
with stochastic prior information. As we will see, however, the SRR approach requires
additional observations, while prior information in the ME approach can either be based
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on theoretical arguments or on additional observations (e.g. prior observations leading to
parameter estimates).
In the following section we introduce the SRR approach. Afterwards, two sections are
devoted to the derivation of a best linear unbiased estimator (BLUE), and a best linear unbi-
ased predictor (BLUP), respectively. The ﬁnal section contains some conclusions. Technical
comments and proofs of the key results on estimation (10), prediction (14), and the arising
prediction inequality (15) are included in the Appendix.
2. Stochastic response restrictions
We consider a system of n linear regression equations
yi,· = Xibi + ui,·, 1 in, (1)
where the column vector yi,· contains the T observations on the ith response variable, Xi is
a T ×Ki matrix of independent variables, bi is theKi × 1 vector of regression coefﬁcients
and ui,· is a T × 1 vector of disturbances. Obviously, different models (e.g. panel data,
seemingly unrelated regressions, etc.) ﬁt into this framework.
We could stack system (1) in the usual way and get
y = Xb+ u with E(u) = 0 and E(uu′) = , (2)
where y = (y′1,·, . . . , y′n,·)′ is annT ×1 vector of response variables,X = diag(X1, . . . ,Xn)
is the nT ×∑i Ki matrix of regressor variables, where we assume rkX =∑i Ki = K . The
K × 1 vector b = (b′1, . . . ,b′n)′ contains the parameters, u = (u′1,·, . . . ,u′n,·)′ is an nT × 1
vector of disturbances, and is assumed to be non-singular. Without loss of generality we
consider only one unobservable response (for every i), indexed by f, and assume that (1)
can be extended to
yi,f = x′i,f bi + ui,f , 1 in, (3)
where xi,f is a known Ki × 1 vector of regressors in equation i, or, compactly
y·,f = Xf b+ u·,f , (4)
with the n × K matrix Xf = diag(x′1,f , . . . , x′n,f ), E(u·,f ) = 0, and E(u·,f u′·,f ) = f ,
wheref is assumed to be non-singular. We assume further that E(uu′·,f ) = 0.
Consider the case, where we cannot observe the y·,f , but we assume that we have prior
knowledge about m linear combinations
Ry·,f , (5)
with known coefﬁcientmatrixR. For example in the context of contingency or input–output-
tables, these linear combinations could be row or column sums, the prior knowledge might
originate from a business survey among economic experts. It is well known, that this prior
information is more or less faulty in empirical practice, so (5) is rendered to the stochastic
response restrictions
r = Ry·,f + v. (6)
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Obviously, the prior knowledge is formally equivalent to further observations, and, con-
trary to the case of classical parameter restrictions, r is stochastic. It is useful to note that
Eq. (6), which depends on the structure of the coefﬁcient matrix R and the speciﬁcation
of the disturbance vector v, nests different hypotheses of expectation formation. However,
the approach presented here aims at more complex aggregating restrictions, where R is in
general neither square nor diagonal. Also note that we do not rule out cases where different
experts give their own estimates of the same aggregate variable, i.e. we do not assume R to
be of full row rank.
The stochastic speciﬁcation is given by E(v) = 0, E(uv′) = 0, E(u·,f v′) = 0, and
E(vv′) = , where the scalar  is a factor measuring the (ex ante) accuracy of the prior
information, lying in the interval [0,∞[ and where we assume without loss of generality
that tr = m.
Under consideration of (4), Eq. (6) can be rendered to
r = RXf b+ Ru·,f + v. (7)





















 ≡ E(ww′) = RfR′ + .
It seems plausible to assume  to be non-singular, since this rules out redundant prior
information.To see this, wewill brieﬂy investigate the case of a singular. Then there exists
a vector a with a′ = a′RfR′ + a′ = 0. Since f is assumed to be non-singular,
this implies a′R = 0 and a′v = 0 a.s., and, due to (6) redundant prior information a′r = 0
a.s. Note, however, that the singularity of R does not imply redundant prior information.
If  = 0, the expert knowledge is exact, i.e. Ry·,f = r would be a perfect forecast and b
could be estimated under knowledge of Ry·,f . The other extreme is given with  moving
toward inﬁnity, where the expert knowledge becomes useless. Usually, when the matrix
 is diagonal, the m diagonal elements represent the variance proportions of the m expert
errors.
To conclude our introduction of SRR, we will brieﬂy refer to the case where the error
terms in (2) and (6) are correlated, i.e. E(uv′) 
= 0. Obviously, if the experts’ opinions
leading up to the stochastic response restrictions are to some extent based on an analysis
(even an informal one) of existing data, the error terms u and v are likely to be correlated.
Following the suggestion of Theil [7] for ME, the objective to allow for this correlation can
be accomplished by partitioning v into two additive error components. We assume that the
ﬁrst component v0 is independent of u and obeys the assumptions following Eq. (8). We
assume further that the second component v1 is obtained by premultiplying the sampling
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error R(bˆ − b), where bˆ = (X′−1X)−1X′−1y is the usual generalized least squares
estimator (GLSE) without additional restrictions, by an m×m weighting matrix . Thus,
v = v0 + R(bˆ − b). All of the calculations in the paper can be done in this framework.
However, the system covariance (9) is no longer block-diagonal and the algebra is more
tedious. The arising generalized SRR results depend on , with the special cases  = 0
(SRR), and = Im, where the error v is equal to the sample error plus an independent error
component.
3. GLS estimation
As usual in the derivation of estimators, our following considerations are based on the
assumption that the factor  and the matrices,f and are given. By implementing the
stochastic response restrictions, we can derive a GLSE of b from (8) and (9). In empirical
practice, however, both n andm can be relatively large, whereas the number of observations
T is usually rather small in this kind of problem setting. Thus, the computational effort of
calculating the GLSE could be extensive, since matrices of order K have to be inverted.
In this section, we derive the GLSE which provides an easy insight into the usefulness of
stochastic response restrictions.We consider system (8) in the compact form y∗ = X∗b+u∗,
with y∗ = (y′, r′)′, u∗ = (u′,w′)′, and system covariance matrix (9), i.e. E(u∗u′∗) ≡ ∗.
Hence, for the derivation of the GLSE, we have to calculate (the inverse of) the K × K
matrix X′∗−1∗ X∗ = X′−1X + X′fR′−1RXf , which comprises some tedious algebra,
especially in the case E(uv′) 
= 0 discussed at the end of the last section. However, this
calculation can be avoided (see Appendix on estimation), and the GLSE is given by
b˜ = bˆ+ B(r − RXf bˆ), (10)
where bˆ is deﬁned above. The coefﬁcient matrix of the weighting matrix
B = [(X′−1X)−1X′fR′][RfR′ + + RXf (X′−1X)−1X′fR′]−1,
on the right-hand side of (10) can be interpreted as an indicator of the extent of the deviation
of the predictor without prior knowledge
yˆ·,f = Xf bˆ (11)
from the predictor using stochastic response restrictions. Thus, the difference between b˜
and bˆ is a homogeneous linear function of the extent to which bˆ fails to satisfy the mean
extraneous information.
Still due is the efﬁciency comparison between b˜ and bˆ. If yˆ·,f satisﬁes the stochastic
response restrictions, we obviously get b˜ = bˆ. As already mentioned, if  moves toward
inﬁnity the stochastic response restrictions become useless and B moves towards zero and
consequently b˜ moves towards bˆ. In order to calculate the covariance matrix of b˜, Eq. (10)
is rearranged to
b˜ = (IK − BRXf )bˆ+ Br, (12)
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where r and bˆ are uncorrelated by assumption. Taking variances gives
var(b˜) = (X′−1X)−1 − BCB′, (13)
where
C = RfR′ + + RXf (X′−1X)−1X′fR′,
is the variance of r−Ryˆ·,f . Since the second term on the right-hand side of (13) is positive
semideﬁnite, obviously the GLSE b˜ is more efﬁcient than the usual GLSE bˆ without prior
knowledge.
4. Prediction
The derivation of the best linear unbiased predictor (BLUP) is done in analogy to the
derivation of the BLUE. As is shown in the Appendix on prediction, the BLUP is given by
y˜·,f = (In −GR)yˆ·,f +Gr, (14)
where the weighting matrix G is given by
G = [fR′ + Xf (X′−1X)−1X′fR′][+ RXf (X′−1X)−1X′fR′]−1.
Obviously, the extrapolation using stochastic response restrictions is equal to a weighted
average of the prior knowledge and the usual predictor without prior knowledge. Again,
if yˆ·,f satisﬁes the stochastic response restrictions, (14) implies y˜·,f = yˆ·,f . Analogously
 → ∞ implies G → 0 and y˜·,f → yˆ·,f . It is of particular importance to note, that in
general
y˜·,f 
= Xf b˜. (15)
Property (15) could be interpreted as a parallel to the prediction with autoregressive errors.
Thus, the information in formof stochastic response restrictions in general does not equal the
extrapolation based on theBLUE.That there is an intuitive, similarly reasonable explanation
for the deviation y˜·,f −Xf b˜ follows after some more algebra (see Appendix on prediction
inequality).
The single equation, single SRR case (n = m = 1), where (6) is given by r = y1,f + v,
is an illuminating special case. Since r is scalar in this case,  is normalized to I1 as an
automatic consequence of tr = m. Without loss of generality R becomes I1 and Xf
becomes a row vector, denoted as x′f . Then, due to (22)
C = [f + + x′f (X′−1X)−1xf ],
and due to (28)
G = 1
C
[f + x′f (X′−1X)−1xf ],
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where C, G, and f are the scalar equivalents of C, G, and f , respectively. In order to
illustrate the interpretation of inequality (15), we consider the variance of the discrepancy
between the BLUP y˜1,f and the predictor x′f b˜




where it is rather natural to assume that f is strictly positive. Then
var(y˜1,f − x′f b˜) = f {1+
1
f
[+ x′f (X′−1X)−1xf ]}−1 ≡ f ,
where the scalar  could be interpreted as an accuracy gain. The larger  is relative to f
the smaller is , and analogously, the larger var(yˆ1,f ) = x′f (X′−1X)−1xf the smaller is
. An analogous interpretation of (15) also holds for the general case of n equations, where
var(y˜·,f −Xf b˜) = fR′C−1Rf . It is important to note that the efﬁciency of the BLUP
(in the class of linear predictors) implies that (the efﬁciency gain is)
var(Xf b˜)− var(y˜·,f ) = var(y˜·,f − Xf b˜),
since
Xf [(X′−1X)−1 − BCB′]X′f − [Xf (X′−1X)−1X′f +GCG′] = fR′C−1Rf .
Finally, due to (14)
y˜1,f = (1−G)yˆ1,f +Gr.
Since 0 < G1, y˜1,f is a convex linear combination of yˆ1,f and r. The convexity result
can be generalized for n2 by diagonalization. Let rE denote experts’ predictions with
rE = r, let rM denote the GLS predictor rM = Ryˆ·,f , and let rME denote the predictor
rME = Ry˜·,f based on SRR. Then, using (27) in the appendix, we get
rME = (Im − RG)rM + RGrE.
Under consideration of the deﬁnition of C and  we get RG = Q(Q + )−1, where
Q = RfR′ +RXf (X′−1X)−1X′fR′ = RGC. Then there exists a non-singular m×m
matrix V such that V′QV =  and V′(Q + )V = Im. Premultiplication of rME =
(Im − RG)rM + RGrE by V′ leads to
r∗ME = (Im − )r∗M + r∗E, with 0i1, ∀i,
where i is the ith diagonal element of , r∗ME = V′rME, r∗M = V′rM, and r∗E = V′rE.
5. Conclusions
The advantages of the stochastic response restrictions approach for time series, cross
sections, pooled and longitudinal data presented here lies in the fact, that the prior informa-
tion could refer to linear combinations of response variables of interest and that they could
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be treated as additional observations. This has important consequences: First, if any of the
linear constraints contain linear combinations of two or more of the response variables,
the resulting equation system is correlated over equations, even if a blockdiagonal system
covariance matrix is assumed a priori. Second, additional observations imply an autocor-
relation structure and consequently, similar to the autocorrelation case, the BLU predictor
does not equal the extrapolation using the BLU estimator. The consequence of the ﬁrst point
is an increased computational effort, which, however, can be easily evaded. Issue two has
been proven by combination of the best linear unbiased estimators and predictors enhanced
by expert knowledge, which were derived in the context of a system of linear regression
equations.
As usually, the representations of restricted least-squares estimators give intuitively easy
insights into the degree of usefulness of stochastic response restrictions. We have shown
that SRR is prediction enhancement and needs, in contrast to mixed estimation, no a pri-
ori assumptions about the distributional properties of the extraneous information, but on
the manner of stochastic response restriction formation. The SRR approach remedies a
weakness of other forecasting approaches, incorporating prior (stochastic) information for
it only needs aggregated informations on the response variables. This property could be of
particular interest in applications.
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Appendix
A.1. Estimation: Proof of Eq. (10)
The inversion of X′∗−1∗ X∗ may be burdensome (details available on request). Fortu-
nately, there is an alternative, computationally less-expensiveway of calculating the stochas-
tic response restrictions estimator, which will be denoted by b˜. The GLSE must be linear
in y and r, hence
b˜ = Ay+ Br. (16)
Now the matrices A and B have to be determined in such a manner that the estimator in
(16) is unbiased and has minimum variance. Unbiasedness implies
AX+ BRXf = IK. (17)
The variance of b˜ is given by
AA′ + BB′. (18)
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Thus, we have to minimize (18) subject to (17), which gives the Lagrangean
L = tr[AA′ + BB′] − 2 tr[(AX+ BRXf − IK)], (19)
where  is an K ×K matrix of Lagrange multipliers. The ﬁrst-order conditions for A are
given by A = ′X′ or
A = ′X′−1. (20)
Substituting (20) in (17) and solving for the Lagrange multipliers leads to
′ = (IK − BRXf )(X′−1X)−1. (21)
The ﬁrst-order conditions for B are given by B−′X′fR′ = 0. Eliminating ′ results in
B[+ RXf (X′−1X)−1X′fR′] = (X′−1X)−1X′fR′,
or compactly, by introducing the m×m matrix C,
BC = (X′−1X)−1X′fR′. (22)
The matrix B can be uniquely determined in (22). From (20) and (21) follows
A = (IK − BRXf )(X′−1X)−1X′−1. (23)
Thus, calculation of the GLSE b˜ requires calculation of the usual GLSE bˆ and B, which on
the other hand requires the inversion of C. Hence we have established GLSE (10).
A.2. Prediction: Proof of Eq. (14)
A linear predictor is given by
y˜·,f = Fy+Gr, (24)
where F and G are again matrices of suitable dimensions. Unbiasedness implies
FX+GRXf = Xf (25)
and the forecast error variance is given by
(In −GR)f (In −GR)′ + FF′ + GG′. (26)
Minimizing the trace of (26) subject to (25) leads to
y˜·,f = yˆ·,f +G(r − Ryˆ·,f ), (27)
where yˆ·,f is the predictor introduced in (14) and G is the solution of
GC = fR′ + Xf (X′−1X)−1X′fR′, (28)
withC deﬁned in Eq. (22). Obviously, we only get y˜·,f = yˆ·,f , if the GLS predictor exactly
ﬁts the experts expectations, which means Ryˆ·,f = r.
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A.3. Prediction inequality: Proof of Eq. (15)
From (27) and (28) follows
y˜·,f = yˆ·,f + [fR′ + Xf (X′−1X)−1X′fR′]C−1(r − Ryˆ·,f )
and from (10) and (22) follows
Xf b˜ = Xf bˆ+ Xf (X′−1X)−1X′fR′C−1(r − Ryˆ·,f ).
Subtracting the latter equation from the former leads to
y˜·,f − Xf b˜ = fR′C−1(r − Ryˆ·,f ).
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