Accuracy of techniques for the logical analysis of data  by Anthony, Martin
Discrete Applied Mathematics 96{97 (1999) 247{257
Accuracy of techniques for the logical analysis of data
Martin Anthony
Department of Statistics and Mathematics, London School of Economics, Houghton Street,
London WC2A2AE, UK
Received 30 January 1996; revised 20 December 1998; accepted 1 February 1999
Abstract
We analyse the generalisation accuracy of standard techniques for the ‘logical analysis of
data’, within a probabilistic framework. ? 1999 Elsevier Science B.V. All rights reserved.
1. Introduction
There has recently been some interest in operations research in ‘the logical analysis
of data’ [5] (which we shall often abbreviate to LAD). The main emphasis so far has
been on nding convenient and informative explanations of data by means of Boolean
functions. The accuracy of these explanations on classifying unseen data has been
estimated experimentally, and the results are impressive; certainly, the performance of
the techniques is comparable with those of popular machine learning techniques. In
this paper, we apply techniques from the probabilistic analysis of machine learning {
as discussed in the books [2,8,9], for example { to analyse theoretically the accuracy
of the LAD techniques.
In Section 2, we introduce the basic notations and describe important classes of
Boolean functions. In Section 3 we describe the standard LAD techniques and in
Section 4 we analyse their accuracy.
2. Boolean function classes
A Boolean function (of n variables) is usually taken to be a function from f0; 1gn to
f0; 1g. Sometimes it is useful to regard a Boolean function as a mapping from f−1; 1gn
to f0; 1g. When taking the rst approach, we say that we are using the standard
convention, and we shall refer to the latter as the nonstandard convention. Transforming
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from standard to nonstandard conventions is simple, via the transformation y ! 2y−1,
mapping 0 to −1 and 1 to 1.
We shall not give here a detailed exposition of Boolean functions and formulae; full
details may be found in many texts. Recall that any Boolean function can be expressed
by a disjunctive normal formula (or DNF), using literals u1; u2; : : : ; un; u 1; : : : ; un,
where the u i are known as negated literals. A disjunctive normal formula is one
of the form
T1 _ T2 _    _ Tk ;
where each Tl is a term of the form
Tl =
 ^
i2 P
ui
!
^
0
@ ^
j2N
uj
1
A ;
for some disjoint subsets P; N of f1; 2; : : : ; ng. A Boolean function is said to be an
l-DNF if it has a disjunctive normal formula in which, for each term, the number of
literals (jP[N j) is at most l; it is said to be a k-term-l-DNF if there is such a formula
in which, furthermore, the number of terms Ti is at most k.
We now describe the polynomial threshold functions (of a given degree), a useful
class of Boolean functions. Let [n](d) denote the set of all subsets of at most d objects
from [n]=f1; 2; : : : ; ng. For any x=(x1; x2; : : : ; xn)2f0; 1gn; xS shall denote the product
of the xi for i2 S. For example, xf1;2;3g=x1x2x3. When S=;, the empty set, we interpret
xS as the constant 1. With this notation, a Boolean function f dened on f0; 1gn is a
polynomial threshold function of degree d if there are real numbers wS , one for each
S 2 [n](d), such that
f(x) = 1,
X
S 2 [n](d)
wSxS > 0:
This may be written
f(x) = sgn
0
@ X
S 2 [n](d)
wSxS
1
A ;
where the sign function sgn is such that sgn(x) = 1 if x> 0 and sgn(x) = 0 if x60.
The set of polynomial threshold functions on f0; 1gn of degree d will be denoted by
P(n; d). The class P(n; 1) is usually known simply as the set of threshold functions
on f0; 1gn. It is easy to see that any l-DNF f on f0; 1gn is in P(n; l), as follows.
Given a term Tj = ui1ui2 : : : uir uj1 uj2 : : : ujs of the DNF, we form the expression
Aj = xi1xi2 : : : xir (1− xj1 )(1− xj2 ) : : : (1− xjs):
We do this for each term T1; T2; : : : ; Tk and expand the algebraic expression A1 +A2 +
  +Ak according to the normal rules of algebra, until we obtain a linear combination
of the form
P
S 2 [n](l) wSxS . Then, since f(x)=1 if and only if A1 +A2 +   +Ak > 0,
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it follows that
f(x) = sgn
0
@ X
S 2 [n](l)
wSxS
1
A ;
so f2P(n; l).
We shall nd it useful to specify certain subclasses of P(n; d). First, we dene
the class B(n; d) of binary-weight polynomial threshold functions to be the functions
in P(n; d) for which the weights wS all belong to f−1; 0; 1g for S 6= ;, and for
which w; 2N (where N is the set of natural numbers). Next, for 16j6
Pd
i=0

d
i

,
dene Pj(n; d) to be the set of all functions in P(n; d) with at most j of the weights
wS non-zero for S 6= ;; thus a function is in Pj(n; d) if and only if there are
non-empty subsets S1; S2; : : : ; Sj of f1; 2; : : : ; ng, each of cardinality at most d, and
constants w0; w1; w2; : : : ; wj such that
f(x) = 1, w0 +
jX
i=1
wixSi > 0:
We shall say that the functions in Pj(n; d) involve at most j product terms. In an analo-
gous way we can dene Bj(n; d), the class of binary-weight polynomial threshold func-
tions involving at most j terms wS where S 6= ;, and which have w; 2f0; 1; : : : ; j−1g.
We have remarked that any l-DNF function lies in P(n; l); in fact, it lies in the subclass
B(n; l). When using the standard convention for Boolean functions, it is not generally
true that a k-term-l-DNF lies in Bk(n; l); all that can be said is that it lies in B(n; l);
however, if we use the nonstandard convention, it is the case that f2Pk(n; l). For,
instead of replacing a negated literal u i in a term by the algebraic expression 1−xi, we
replace it simply by −xi; it is clear that the product terms of the resulting polynomial
threshold function are in one-to-one correspondence with the terms of the DNF formula
and that they have precisely the same degree. (We take w; = j − 1 where j6k is the
number of terms in the DNF.)
3. Logical analysis of data
In this section, we briey describe the basic aims and techniques of logical analysis
of data; a more complete discussion may be found in [5].
In LAD, one is given some elements of f0; 1gn, classied according to some hidden
function t: a given x2f0; 1gn in the data set is classied as positive if t(x) = 1 and
negative if t(x) = 0. The data points, together with the positive=negative classications
will be denoted D. An extension of D is a Boolean function f such that f agrees
with D; that is, if x is one of the data points given in D then f(x) = 1 if and only
if x is classied as positive in D. The aim is to nd an extension of f which can be
described very ‘simply’; for example, a k-term-l-DNF, where k; l are small. In a sense,
the extension ‘explains’ the given data and it is to be hoped that it generalises well
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to other data points, so far unseen. That is, we should like it to be the case that for
most y2f0; 1gn which are not in D, the extension f classies y correctly, by which
we mean f(y)= t(y). There are clearly very many extensions of a given data set. We
shall analyse the performance of standard LAD methods.
In the standard method described in [5], a DNF is produced. First, a support set
of variables is found. This is a set S = fi1; i2; : : : ; isg such that no positive data point
agrees with a negative data point in the coordinates i1; i2; : : : ; is. If S is a support set
then there is some extension of D which depends only on the literals ui; u i for i2 S
(and conversely). In the technique described in [5], a small support set is found by
solving a set-covering problem derived from the data set D. Once a support set has
been found, one then looks for patterns. These are conjunctions of literals which are
satised by at least one positive example in D but by no negative example. We then
take as the extension f the disjunction of a set of patterns which together cover all
positive examples (that is, which are such that each positive example satises some
pattern). Suppose that the chosen support set has cardinality s, that each pattern is a
conjunction of at most d6s literals, and that the number of patterns is P; then the
resulting formula for the extension is a P-term-d-DNF formula.
There are some variants on this method. It is also possible to make use of negative
patterns. A negative pattern is a conjunction of literals which is satised by at least one
negative example and by no positive example. Suppose that T1; T2; : : : ; Tq are patterns
covering all positive examples in D and that T 01; T
0
2; : : : ; T
0
r are negative patterns covering
all negative examples in D. Then the function
f = sgn
0
@ qX
i=1
Ti −
rX
j=1
T 0j
1
A
is easily seen to be an extension of D. If each pattern and negative pattern is a
conjunction of at most d literals, then the resulting extension lies in Bq+r(n; d).
There might be some advantage in ‘weighting’ the patterns, assigning positive weights
to the patterns and negative weights to the negative patterns; that is, we take as ex-
tension a function of the form
f = sgn
0
@ qX
i=1
wiTi −
rX
j=1
w0jT
0
j
1
A ;
where the wi; w0i are positive. If we use weights in this manner, it may be easier to
‘update’ the extension should we subsequently be presented with more classied data
points. Note that the total number of patterns used by the LAD method described above
is certainly no more than m, the number of data points.
4. Generalisation from random data
Given an extension of a fairly large data set determined by LAD techniques, it is
important to know how well it would classify further data points. In the absence of
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any other information about the hidden function or the extension, we cannot guarantee
anything: it is quite possible that, although the extension classies correctly the data
already seen, it disagrees with the hidden function’s classication on all other possi-
ble data. Often, one assumes that the data is described by a hidden Boolean function
of a particular type. Moreover, the LAD techniques described in the previous sec-
tion produce as extensions of the data particular types of DNF or, more generally,
polynomial threshold functions. There are therefore biases built in to the techniques:
one bias is the assumption of a particular type of hidden function and the other is
the use of a particular type of extension. The two are often related: one might use a
certain type of extension because it is thought to be of the same form as the hidden
function. But nothing might be known about the hidden function. Then, if a partic-
ular type of simple extension to a fairly large data set can be found (for example,
one with small patterns), then, even if we cannot be sure that the hidden function
is so simple, we might still expect, given the success of the simple extension in ex-
plaining the large data set, that this extension will perform well on ‘most’ unseen
data. (This is, in some senses, an instance of the ‘Occam’s razor’ principle: we trust
a simple explanation of the data.) Issues such as these have been well-studied in
‘computational learning theory’ and ‘statistical learning theory’. To formalise the ideas
somewhat, we assume that the types of extension which can be produced all belong
to a particular class, H , of functions, known as the hypothesis space. The choice of
hypothesis space might reect either our belief about the type of hidden function, or
our intention only to accept simple types of explanation of the data. For instance, we
might have as hypothesis space the Boolean functions which arise from using at most
15 patterns, each involving at most 5 literals; that is, the hypothesis space consists
of 15-term-5-DNF functions. Alternatively, H might be some class Pk(n; d), consist-
ing of polynomial threshold functions of degree d, each involving at most k product
terms.
We have seen (in Section 3) that the basic LAD technique produces an extension
belonging to the class of P-term d-DNF Boolean functions, where P is the number
of patterns used and d the maximum number of literals in any of the patterns. For
the extended LAD techniqes, the algorithms give an extension which lies in a class
PP(n; d) of polynomial threshold functions. We shall apply some probabilistic tech-
niques to analyse the performance of LAD algorithms on random data. These methods
have been used in learning theory (see [2,4,9]) and originated in the work of Vapnik
and Chervonenkis [10]. Following the PAC model of computational learning theory,
we assume that the data points are generated randomly according to a xed probability
distribution  on f0; 1gn and that they are classied by some hidden function t. Thus,
if there are m data points in D, then we may regard the data points as a vector in
(f0; 1gn)m, drawn randomly according to the product probability distribution m. Given
any extension f of a data set D (which it will be presumed belongs to some hypoth-
esis space), we measure how well f performs on further examples by means of its
error
er(f) = (fx2f0; 1gn: f(x) 6= t(x)g);
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which is the probability that f incorrectly classies an x2f0; 1gn drawn randomly
according to . (Note that such a random x may be one of the data points of D.)
Our main results are the following. The rst gives a bound which is useful in
measuring the accuracy of the standard LAD methods and the second gives a bound
which is useful in the more general methods in which patterns are weighted. It should
be noted that the rst result, for example, requires P and d to be xed in advance, to
enable a concrete hypothesis space to be specied. The second result similarly requires
the precise hypothesis space to be specied in advance. This over-prescriptiveness is
problematic: one would not necessarily know, before the event, that the LAD algorithm
is likely to produce a 15-term-5-DNF extension, for example. Nonetheless, we shall see
in due course that the following two results can be modied to remove this articial
degree of specication.
Theorem 4.1. Suppose that d and P are xed positive integers and that D is a data
set of m points; each generated at random according to a xed probability distribution
on f0; 1gn; where n>2. Let  be a positive number less than one. Then the following
holds with probability at least 1−: Suppose that f is an extension of D and that f is
either a P-term-d-DNF or a binary-weight polynomial threshold function in BP(n; d).
Then the error of f is less than
Pd ln n+ (2P + 1)ln 2 + ln(P=)
m
;
for n>2.
Theorem 4.2. Suppose that d; P; m and n are xed positive integers; where n>2 and
P62m; and suppose that D is a data set of m points; each generated at random
according to a xed probability distribution on f0; 1gn. Let  be a positive number
less than one. Then the following holds with probability at least 1− : Suppose that
f is an extension of D and that f is a polynomial threshold function in PP(n; d).
Then the error of f is less than
2Pd ln n+ 2(P + 1) lnm+ (4P + 6) ln 2 + 2 ln(1=)
m ln 2
:
Note that the restriction P62m is certainly true for the LAD techniques described
in the previous section. (Indeed, we have P6m.)
The proofs of these results follow fairly easily from two bounds from probability
theory and computational learning theory.
Given x=(x1; x2; : : : ; xm)2 (f0; 1gn)m and a hidden Boolean function t, we denote by
D(x; t) the data set consisting of the xi together with their classications by t. Given a
data set D, we shall nd it convenient to write f  D to mean that f is an extension
of D. The rst bound is standard and can be found in [4], for example: if H is a set
of Boolean functions on f0; 1gn, t : f0; 1gn ! f0; 1g and  is a probability distribution
on f0; 1gn, for any positive integer m and any 2 (0; 1),
m(fx: 9f2H such that f  D(x; t) and er(f)>g)< jH j exp(−m):
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Proof of Theorem 4.1. If we use the nonstandard convention for Boolean functions,
then the class of P-term-d-DNF functions is a subclass of the class of binary-weight
polynomial threshold functions BP(n; d). It follows that the number of such DNF func-
tions is bounded by jBP(n; d)j. Therefore, to bound jH j in either case, we bound the
cardinality of BP(n; d). Recall that f2BP(n; d) if for some j6P there are non-empty
subsets S1; S2; : : : ; Sj of f1; 2; : : : ; ng, each of cardinality at most d, and constants
w1; w2; : : : ; wj 2f−1; 1g and w0 2f0; 1; : : : ; P − 1g such that
f(x) = 1, w+
jX
i=1
wixSi > 0:
The number of possible such xS is
N =

n
6d

=
dX
i=0
n
i

which, for n>2, is at most 2nd. To count the number of functions in BP(n; d), we
observe that, given the product terms which such an f involves, there are two choices
for the weight assigned to each (either −1 or 1). Furthermore, there are P choices for
w0. Therefore,
jBP(n; d)j6 P
PX
j=0

N
j

2j
< P 2P
PX
j=0

N
j

6 P 2P(2NP)
6 P 2P+1(2nd)P
= P 22P+1nPd:
Suppose the distribution generating the data is . Then, by the result quoted above,
with H equal either to the class of P-term-d-DNF or to BP(n; d),
m(fx: 9f2H s:t: f  D(x; t); er(f)>g)< jH j exp(−m)
<P22P+1nPdexp(−m):
If
>
dP ln n+ (2P + 1) ln 2 + ln(P=)
m
then this probability is less than . The result follows.
To prove the second theorem we use the following result from [4], which follows
[8]. (The result has subsequently been improved upon; see [6,3]. Using these im-
provements would result in an error bound a constant factor smaller than that given in
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Theorem 4:2.) With the notation as above, the bound stated that for any positive integer
m>8= and any 2 (0; 1),
m(fx: 9f2H such that f  D(x; t) and er(f)>g)< 2H (2m)2−m=2;
where for a positive integer k, H (k) is the maximum cardinality of H restricted to
any k-subset of f0; 1gn.
Proof of Theorem 4.2. Let m and  be given and let
=
2Pd ln n+ 2(P + 1) lnm+ (4P + 6) ln 2 + 2 ln(1=)
m ln 2
:
Given that n>2, we have m>8=. Therefore,
m(fx: 9f2H such that f  D(x; t) and er(f)>g)< 2H (2m)2−m=2;
where H = PP(n; d). We bound H (k) as follows. As usual, let [n](d) be the set of
all subsets of f1; 2; : : : ; ng of cardinality at most d and, for R [n](d), let HR be the
set of polynomial threshold functions of the form
sgn
 X
S 2R
wSxS
!
;
where the wS are real numbers; that is, those which involve the product terms xS for
S 2R. Then
H =
[
R [n](d) ;jRj6P
HR:
For a subset C of f0; 1gn, let H jC denote the restriction of H to domain C. Then, for
any subset C of f0; 1gn, of cardinality k,
jH jC j =

[
R [n](d) ;jRj6P
HRjC

6
X
R [n](d) ;jRj6P
jHRjC j
6
X
R [n](d) ;jRj6P
HR(k);
from which it follows that
H (k)6
X
R [n](d) ;jRj6P
HR(k):
In a manner similar to that used in the previous proof, we can show that the number
of such subsets R is at most 2P+1nPd. We now x R [n](d), of cardinality r6P,
and bound HR(k). In order to do this, we make use of the theory of the Vapnik{
Chervonenkis dimension. This was introduced in [10] and has been used extensively
in computational learning theory; see [2,4,9], for example. Given a set G of functions
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from a (not necessarily nite) set X to f0; 1g, the VC-dimension of G, VCdim(G), is
dened to be the largest integer k such that for some set C of cardinality k, jGjC j=2k .
(The VC-dimension is innite if there is no bound on the cardinality of such sets C.)
From Sauer’s inequality [7], if m>k>1; G(k)6kVCdim(G)+1. We remark that when
G is a set of Boolean functions dened on f0; 1gn, VCdim(G)6log2jGj; furthermore,
if VCdim(G)>1, then VCdim(G)>log2jGj=n. Thus there is at most a factor of n
dierence between the VC-dimension of a nite class and the binary logarithm of
its cardinality. This gap is real; for many classes G, the VC-dimension of G is of
order log2jGj=n. (It is for this reason that the present proof does not simply bound
the cardinality of PP(n; d) and then apply the same bound as used for Theorem 4:1.)
Returning to the problem at hand, it can be shown (see [1], for example) that the
VC-dimension of HR is jRj= r, so, for k>r,
HR(k)6k
r+16kP+1:
Hence,
H (k)6
X
R [n](d) ;jRj6P
HR(k)62
P+1nPdkP+1;
for k>P. Therefore (since m>8= and 2m>P),
m(fx: 9f2H s:t: f  D(x; t) and er(f)>g)< 2H (2m)2−m=2
< 22P+3nPdmP+12−m=2:
It follows that, with  as given, this probability is less than . The result follows.
As noted earlier, Theorems 4:1 and 4:2 both require that P and d be specied in
advance, a degree of precriptiveness which seems articial. However, it is possible to
move on from these results to obtain more practically useful results, in which the type
of hypothesis space is pre-specied, but not the precise one of that type. Specically, we
can obtain results applicable to the situation in which LAD techniques are applied, and
P and d are dened by the output of the LAD algorithm, rather than being prescribed
before the LAD algorithm is run: thus (for the rst result below), the only assumption
we need make is that the extensions belong to the class of P-term-DNF Boolean
functions, for some P and d rather than for given, xed P and d.
Theorem 4.3. Suppose that D is a data set of m points; each generated at random
according to a xed probability distribution on f0; 1gn; where n>2. Let  be a posi-
tive number less than one. Then the following holds with probability at least 1 − :
for any d; P>1; if f is any extension of D which is either a P-term-d-DNF or a
binary-weight polynomial threshold function in BP(n; d); then the error of f is less
than
Pd ln n+ (2P + 1) ln 2 + ln(P=) + (d+ P) ln 2
m
;
for n>2.
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Theorem 4.4. Suppose that D is a data set of m points; each generated at random
according to a xed probability distribution on f0; 1gn. Let  be a positive number
less than one. Then the following holds with probability at least 1−: for any d; P>1
with P62m; if f is an extension of D which is a polynomial threshold function in
PP(n; d); then the error of f is less than
2Pd ln n+ 2(P + 1) lnm+ (4P + 6) ln 2 + 2 ln(1=) + (d+ P) ln 2
m ln 2
:
Thus, these theorems are similar to Theorems 4:1 and 4:2, but P and d are not specied
in advance. In Theorems 4:3 and 4:4, the error bounds are slightly larger (with an
additional (d+P) ln 2 in the numerators) than the error bounds of the earlier theorems,
but this is arguably a price worth paying for more useful results.
We shall prove Theorem 4:4. The proof if Theorem 4:3 is similar and is omitted.
Proof of Theorem 4.4. Let 2 (0; 1) be xed, and let the notation be as above. For
d; P>1, let pd;P be the probability that there is some f2PP(n; d) which is an ex-
tension of the data set D and which satises er(f)>(m; ; d; P) where (m; ; d; P)
is
2Pd ln n+ 2(P + 1) lnm+ (4P + 6) ln 2 + 2 ln(1=) + (d+ P)ln 2
m ln 2
:
On using =2d+P in place of , Theorem 4:4 shows that pd;P <=2d+P for P62m.
Now, the probability that for some d; P>1 with P62m, we can nd an extension f
of D such that f2PP(n; d) and er(f)>(m; ; d; P) is no more than
1X
d=1
2mX
P=1
pd;P <
1X
d=1
1X
P=1

2d+P
= :
The result follows.
It is instructive to see (in rough terms) what these results say about the accuracy of
the techniques when the underlying distribution is uniform. Consider the standard LAD
techniques which produce a DNF or a polynomial threshold function by determining
patterns. Theorems 4:3 and 4:4 can be applied to give performance guarantees. For
simplicity, let us take  = 0:1 and suppose n>9. Suppose a random data set D of m
points is drawn, each point being equally likely, and that the algorithm uses P patterns,
each involving at most d literals (where P>3 and d>4). Then the error bound given
in Theorem 4:3 is at most 2Pd ln n=m and so, with probability at least 0:9, the LAD
technique results in an extension which has error at most 2Pd ln n=m which, since the
distribution is uniform, means that f agrees with the hidden function on at least a
fraction
1− 2Pd ln n
m
of all 2n possible data points in f0; 1gn. A similar statement, based on Theorem 4:2,
can be made for more general techniques using weighted patterns.
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