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In de practiJk stuit men vaak op problemen, waarin een van de 
extremen van een functie bepaald mo~t worden, terwiJl de variabelen 
moeten voldoen aan een aantal vergelijkingen en slechts niet nega-
tieve waarden mogen aannemen. De klassieke wijze van oplossen met 
b.v. Lagrange-multiplicatoren cist reeds bij problemen van matige 
omvang zeer veel tiJd. Mede hierom heeft men gezocht naar methoden, 
waarbij de oplossing sneller bereikt kan warden. 
Voor het geval de functie lineair is en ook de bijvoorwaarden 
lineair zijn, is hiervoor een methode ontwikkeld door G.B. DANTZIG 
[1], welke later is aangevuld en verbeterd, o.a. door A. CHARNES 
[:2.], [3]. Het principe waarop deze methode berust zullen wij hler 
beschrijven. 
Probleemstelling 
Gevraagd de extremen te bepalen van de functie 
( '1 ) 
onder de biJvoorwaarden 
(2) 
( 3 ) 
1) Deze voordracht is gebaseerd op de lezingen III, IV en V uit [3] 
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Aangezien maximum en minimum op analoge wijze verkregen worden, 
zullen wij ons hier beperken tot het geval, waarin het maximum be-
paald moet warden. 
Wij beschouwen de co~ffici~nten van de variabelen en de rech-
terleden van (2) als vectoren in de m-dimensionale ruimte 'vi; (2) 
gaat dan over in 
(4) 
waardoor het probleem luidt: 
Bepaal die >.. - grepen met niet-negatieve cotirdinaten uit de 
n-dimensionale ruimte U, welke voldoen aan (4) en (1) maximali-
seren.2) 
Wij nemen aan dat de rang van de matrix [1'1 , ..... /Pnl maximaal 
is. Dit is geen belangrijke beperking, want in het geval dat deze 
rang lager is en ook de rang van de matrix [1>0 11\, .. . 7 ln] lager is, 
zijn de vergelijkingen (2) lineair afhankelijk, terwijl in het 
andere geval de vergelijkingen (2) strijdig zijn. 
2. Eigenschappen van de verzameling van toegelatenA 1s 
In het algemeen zal er meer dan een punt A uit U met niet-
negatieve cotirdinaten voldoen aan (4), dus toegelaten zijn. Voor 
de verzameling A van toegelaten punten geldt de volgende stelling. 
Stelling 1: 
De verzameling A van punten met niet-negatieve coordinaten uit 
U, welke voldoen aan (4) is convex. 
Bewijs: De lege verzameling en een verzameling bestaande uit ~~n 
punt zijn convex. 
1 ( 4) t 1 ~ en ) 2. d Vo doen aan de pun en A A , an geldt voor 
\'\ n n n f i Ah 'Ph = ~ 1 ( 0 A: + ( 1 - 0 ) )_ ~ ) 'j) h : o-E/'-1h 'P fi + ( 1 - y ) ?;> ~ 1\ = 
= O 1\ + ( 1 - 6) 'Pc "''Po 1 
dus )._E,/\. 
2) Een punt uit de ruimte U wordt aangegeven door A, eventueel 
met bovenindex, wanneer verschillende punten moeten warden on-
derscheiden; benedenindices representeren de co5rdinaten van 
de punten uit ~. 
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Definitie 1: 
Een convexe combinatie van k punten >-. 1 , ..... 1 ).i.: uit een ver-
zameling is een combinatie van de vorm 
k. r. . ). i 
i. = 1 a, , 
waarin 
o ~ li. < 1 U- = 1 , .... 1 k. ) 
en k.. 
~ J'i = 1 . 
~=1 
Definitie 2: 
Een extreem punt van een verzameling is een punt dat niet ge-
schreven kan warden als convexe combinatie van andere punten uit de 
verzameling. 
Stelling 2: 
Het punt A is dan en slechts dan een extreem punt van A, wanneer 
de :>...j > o , co~ffici~nten zi jn van vectoren 'Pj , die een line air on-
afhanke li jk stelsel vormen. 
Bewijs: 
a) voldoende voorwaarde. 
Gegeven: >-. 11 ...... ,At;: ( k. ~ m) zijn > o en 1\ , .... ,'Pk vormen een 
lineair onafhankeliJk stelsel vectoren. Indien k. <mis., vullen wij 
dit stelsel aan met '?/i:+ 1 , ... 7 'Pl'l-1 zodat dan 'P1 , .... ,1tl1 een basis vor-
men van W. Er geldt dus 
rn z A.,:'Pl :::: 'PC) 
L=i 
en wij bewijzen 
)._ ::::: ( A 1 l ...• ) .A..., ) 0) .... l O) ? 
waarin 
(t:::1, .... ,m) (5) 
is extreem punt van A • 
Stel er bestaan twee verschillende punten A1 en At zodat dan 
(o<;y.c::1) 
Uit (5), "t>O en 1-y>o volgt, dat ook X1 en ;_:t zijn van de gedaante 
" 1 A1 •..... , Am, o, .... , o 
A; 1 •··· •• ,A! 1 o, ..... , 0 
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met i.::c1, .... ,m). 
Dus is 
Omdat 'P1 1 ..•. 1 'Pm e::en basis vormen van w, geldt 
(i.""1, ... ,m) 
en dus 
wat in strijd is met de gemaakte onderstelling 
m.a.w. ~ is extreem punt van A. 
b) noodzakelijke voorwaarde. 
Gegeven: A is een extreem punt van A; de co~ffici~nten >o 
zljn ).. 1 , ...... , Ap, zodc1t voldaan is aan 
p 
LA('Pi:=1\ (6) 
Ld 
Stel ~1 , ..... ,Jp zljn llneair afhankelijk; dan bestaan getallen 
d..,, ..... , c\.P , niet 2.lh: ge li jk aan nul., zodat dan 
p 
~ dl 1\ :::o o 
i = i 
(7) 
waarin i de m-dimensionale nulvcctor is. 
Uit (6) en (7) volgt voor iedere positieve /4 
I" p p 
P0 = ,s-1 A ;_ 1\ ± k. ~ 1 di. 'F\ = S ( A.: ±. ( d J 'Pr:. 
Wegens Ac> o kan f zo kozen 1·mrden, dat alle 3etallen ).,: ± kd.i. 
positief zljn, waaruit volgt dat 
en 
l 2 = ( A 1 - k cl 1 , ... - .• , ,,"t P - k.. d r, , o, .... , o) 
beide elementen zijn van A. 
Bovendien is 
A:: i(.A 1 +>-.'.l.) 
2. 
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en dus is A een convexe combinatie van andere punten uit A, wat in· 
stri jd is met het gegeven; 'P1 , ..... , 'PP vormen dus een line air anafhan-
kelijk stelsel vectoren. 
Gevolgtrekking 1: 
Ieder extreem punt van de verzameling A heeft hoogstens m co~r-
dinaten /. o. 
Gevolgtrekking 2: 
Het aantal extreme puntcn van A is eindig, omdat men uit 11 , ... 
• .... , 1\, slechts eindig veel verschillende stelsels van lineair 
onafhanke.lijke vectoren kan v.ormen. Bovendien is /\ afgesloten, omdat 
in alle voorwaarden < staat en nergens < • Verder kan men bewijzcn, 
dat een convexe afgesloten verzameling met eindig veel extreme pun-
ten een convexe polyeder is; de extreme punten zijn de hoekpunten. 
Stelling 3: 
Een lineairc functie j(u), gedefinieerd op een convexe polyeder 
k , bereikt de extremen in extreme punten van K • Wanneer een ex-
treem in meer dan een punt bereikt wordt, heeft f(u) dezelfde waarde 
op de gehele convexc verzameling, voortgebracht door deze punten. 
BewiJs: 
a) Het maximum wordt in sen hoekpunt bereikt. 
Laat j ( u) het maximum bereiken voor u.::: x.. wa:nneer .:t een ext re em 
punt is, is het gestelde bewezen. 
Stel ~ is ~een extreen punt. Wij kunnen x schrijven als convexu 
, 't k combinatie van extreme punten y , ..... y van 
"t 
X.: ~ Ji. yl l 
L=1 
waarin o;;; o;_ < 1 ( ( = 1,' '' .. ) "t) 
en 
Omdat f lineair is, geldt 
't "t. 
f ( ;ic) = f ( ~ 1 0 t y t) = !;-1 'tf i f (Yi) · 
Zi j ft yk) ge 11 jk aan het maximum van de waarden f ( yi) ( 
, L.::: 1, .... ,'t.) 
dan is wegens 0, ~o (i.::: 1, .... ,"t) 
't 
f (-X) = ~1 o~f <Yi.)~ f lY~> 
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en omdat j(x) het maximum is ldt 
f ( )() = j ( y") ' 
zodat het maximum ook in een extrccm punt wordt bereikt. 
b) Wanneer het maximum M bereikt wordt in de punten x. 1 , .... >x.e 
dan wordt het bcreikt op de gehele convexe verzameling, voortge-
bracht door deze puntcn. 
Ieder punt ui t de door x.1, .. .. ,;x.t voortgebrachte convexe ver-
zameling kan geschreven warden in de vorm 
waarin 
Dan is 
e 
-X'-.=?;yi.:x.i., 
~=1 
Y. :2: 0 
u' -
e 
~ i· = 1 t :.1 t 
J ( )C) 
wat te bewiJzen was. 
Voor een minimum lopen de ender a) en b) gegeven bewijzen 
analoog. 
Gevolgtrekking 3: 
Het maximum van ~a ondcr de voorwaarden (4) kan warden bepoold 
door de hoekpunten van de verzamcling A af te tasten. 
Wanneer men de waarde van ~0 kent in 6~n hoekpunt, tracht men 
daarom een nicuw hockpunt tc vinden, waarin ~0 een grotere waardc 
heeft. Wij laten nu eerst zicn hoe men vanuit ~~n hockpunt een er 
kan bereikcn. 
3. Mc thode waarmce men dE coordlnatcn vAn ecn nieuw hoekpunt van 
kan bcpalen1 wanneer de co~rdinaten van een ander gegeven ziJn. 
Stel A is het hoekpunt w~arvan de coordinaten bekend zijn; wiJ 
nemen aan, dat m coordinat8n van,,\ een positieve waarde bezitten. 
Laten de coordinaten A11 ..... 1 ~m positicf zijnJ dan is voldaan aan 
de betrekking 
1"Yl 
~ A;_ 'F\ ~ 'Po 
bl 
(8) 
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Wij noemen >-. een basisoplossing van (4), omdat 1\ , ..... ,'Pm een 
basis vormE:n van W. 
De vectoren 'P1 , .... , 1),, kunnen in deze basis worden uitgcdrukt 
(}= 1, .... ,n) ( 9) 
Stel dat een of meer van de co~fficH!nten Xtf<. ( k. ::> m) posi ticf 
ziJn. Wij zoeken dan naar een oplossing van (4), waarin de co~ffi-
cient van 'Pk> o is; opdat het nieuwe punt ) 1 een extreem punt van 
A zal zijn, moet in ieder geval 6ln van de co~ffici~nten van~ •.... 
. . • ~min de nieuwe oplossing van (4) nul zijn (zie gevolgtrek-
king 1). 
Wij geven A; voorlopig de nog nader te specificeren waarde G 
en vervormen (8) als volgt: 
Yn 
z_ >. l 1\ - 0 -pk + 8 'Pk. = 'Po ) 
L:- 1 
of met (9) 
of 
Wl ? ( Ac - 8 J:\r.J 'P;_ + 8 'Pt< ::: 'Po 
<=1 
(10) 
De co0fficienten van 'P1 , .... 'j)""/1\< vormen alleen dan een oplossing 
indicn ze allc ~ o z:1Jn.i dus ,Jls geldt 
en 
e ~ o ( 1 1 ) 
(t:::. 1, .... ,W1) (12) 
Voor G ~ o 0n .l:u" ~ o is steeds aan ( 12) voldaan; voor de 
:xi.k >o moct geldcn 
( '13) 
Laat het minimum van de quoti~nten )._ . l alleen bcreikt word8n 
voor i. = '?'.:. , dan kic zen wi j 
De cocf fie i~nt vcrn 'P't. in ( 10) wordt dan nul. 
0 
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De vectorcn 'P1,. • .. , 1\ __ 1 , 'P"c.+ 1 , .. ,-P"' en 'P.ti vormen weer een 
lineair onafhankeliJk stelscl. 
Was het tegendeen waor, ~on was 
Wl 
'f)k :::: ~i cl.< 1\ ; ( 1 l4:. 
'-4="1. 
waarin niet alle d..('-= o zijn. 
Hieruit volgt met (9) 
vYl 
- "Z_ dl rpi. = 
< = 1 
"" 
X.,_1,, 1\ +· z ( xu,. - di) Pi. = o . 
l:1 
( :/: "t i. t- 't. 
'P1 , ..... , 'P""" vorme:n echter een basis en clus moe:t zijn, w2t 
stri,jd is met de gemaakte ond<::rstellin_:, x't-'= > o 
De vectoren 1\ , .... , 'P"t_ 1 , 1-\_+ 1 1 . ... , 'Pi'>'\ en 'P.1c_ vormen dus een l 
air onafhankeliJk stclsel en de co~ffici~nten van (10) met 
zi,Jn de coordinaten van cen liieuw extreem punt ,,\1 van J\. 
Op deze wijze is het dus mogcliJk van f4n hoekpunt van Ao 
te springen noar een andcr. Er ziJn echter twee beperkingen ge 
vDn de oors pronl{e lL Jk(:. greop ( ), 1 , . . . . , >._,..,) werd aangenomcn d at 
coeffici~nten >o warcn ~n bovendicn onderstellen wij dat het m 
van de quoti~ntcn / / een w 
::x:.,k 
(:x.,J.c > o) bcreikt werd voor precies 
van l . Dit betckcnt dat ook de ni;3uwc oplossing een basisop1o:c:",t3 
wordt. Wanncer hleraan niet is voldaan houdt men minder dan m v 
toren ~i over, in welk geval men hct probleem ontaard nocmt. 
is dan moge li jk 1\ ui t tc drukkcn in minder dc::m m line air onaf' 
lcelijke vectorcn uit 'T>1 , .... 1 1\,.. 
4. Constructic van ecn optimalc oplossing. 
Tencindc cen extrcem punt tc vinden~ waarvoor (1) het max 
bercikt 1 gaan wij na 1 ondcr wclkc omst i~heden z 0 toencent, 
neer men van 6[n hockpunt ovcrgaat op ctn ander. Hiertoe vergcl 
wi j bi j de llierboven tes cl1re,vcn cons true tic de woardcn van ~ 0 ;;,, 
C: n "X. o' == f ( ) .. 1) : 
't-Yl YV\ 'nl"I 
':ta' :::= z CA~ - e xuJ C,: + e ck= r >-, C.: + e ( ck - ? x,f( c.) 
c::1 t=1 l=1 
of 
n 
) 
- y -
waarin 
, r) (10 
Ind ien ck. - "Z"'- > o 1s, le id t he t overgaan van het oude naar 
hct nieuwe hoekpunt, d.w,z. hct vervcrngt=r1 van 'P't- in de basis door 
1\_ , dus tot een crotere wc1ard0 van de functie J ( >...) • 
In ieder stadium van de berekening daet zich nu ~fn van de 
volgende, elkaar uitsluitende v2llen voor. 
Wij nemen weer aan, dat A een basisoplassins is, dat de co~r-
dinaten van A grater diJn nul ziJn: A. 1 ,., .. ).\rnen dat dus..geldt 
w, 
1\ "" ~ >--.: 'P,: . 
i.. = 'l 
( 17) 
I. Er bestaat eEn waards v2n J , waarvaar cj - zj > o 1s 3~ tE:1:1..·-
w i J 1 a 11 e w a a rd en x (j u i t ( 9 ) ( i. = 1 , .. ., • , m) ::S o z 1 J n . 
Uit (12) volgt dat voor icderc positieve G alle ca~ffici~ntcn 
in ( 10) > o ziJn; G kon don willGkcurig groat gekazen warden er1 
hot maximum van (1) onder de voorwaarden (3) en (4) is oneindig 
I I • Vo or i e de r E j is ci - zj ~ o . 
In dit geval is het maximum van x 0 onder de voorwaarden (3) 
cm ( 4) bercikt. 
Bcwijs: 
Zi j >.. 1 == ( ,\ 11 1 ..... , >-; ) ccn ander punt ui t /\ J dan is 
Vl 
'PO = ~ \.: 1\ ; 
'1 =1 
de biJbehorende waarde van de functie is 
Met bchulp van de ongeliJkheden C' - • .,, · <:'.. 0 
.) "--J = en (16) volgt uit (19) 
Verder vinden wij m~t (9) en (18) 
( 21) 
3) Als een derge 1 i Jke waarde bes~ nat, is zeker J > m , want voor 
j ~ m peldt: S· - --z./ = c.i - ~ xiJ cl"" c1 - c./.:::. o. 
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Omdat 'P1 1·· ... ,1lrn een basts vormen VE.ff1lt-ivolgt uit (17) en (?'1) 
't7 
Ai=> L_ ;_~ X·1 
l,=1 l'11 
wat, pesubstitueerd 1n (20), oplevert 
zodat voor ieder element ).__1 tn t /\ ldt 
III. Er bcstaan 0{n of meer waarden van J , waarvoor s·-'70•>0 
is en voor al deze j geldt clrit rninstens een van de elementen x.,1 >O 
is. In di t geval le idt het opnemen in de basis van een vector 'Pk. , 
waarvoor c.(';: - z1.:>o u,:; tot een c,·-otere eu1d:Lge waarde van de functLe. 
De nieuwe vectoren vormen weer een basis van Wen men kan na 
het berekenen van de formules (9) en ('16) wederom nagaan in welk 
van de Gevallen I, II of III men verkeert. 
Er van u1tgaande, dat men een bas1soploss1ng kent, is dus een 
methode aangegeven 3 1,rnarrnee men het maximum kan bepalen in de 01Hler-
stelling; dat men voortdurenc1 rr-t co~fficH~nten Ai> o behoudt. Aan-
zien de waarde van de tie biJ iedere stap toeneemt, is het 
niet mogeliJk, dat men terugkeert op een basisoplossing, die men 
reeds eerder heeft gevonden, Daar bovendien ui t n vectoren 1\ hoog-
stens (~) verschille e :::,telsels van m linea1r onafhankelLJke vec-
toren gevormd kunne 'I/Jorden, Ls het aantal basisoplossi 
en het proces dus in een eindig aantal stappen voltooid. 
Opmerking 
n eind :.1 
Bij iedere stap wordt de oplossing, het punt~, bepaald door 
n-V'Y'l vergeliJlo_ngen van 
en m vergeliJkingen van het type 
\"\ 
~ a.u, A I-. = be ' 
I,::: 1 
(22) 
( ~?3) 
✓ , 
we lke s amen n 1 i ne air onafh anke 1 i )ke h:ypervlakken vormen en dus. een 
en niet meer dan e~n punt gemeenschappeliJk hebben. 
Vanuit ~ lopen rechten dle behoren tot de begrenzing van A en 
die de sniJliJnen vormen van n-1 van de vlakken (22) en (23). 
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Stl'ekt /\ zich in de rtchting van een van deze rechten niet oneind1g 
ver uit, dan leidt deze rechte tot een ander extreem punt ).' van/\., 
Het punt >-.1 ligt in n-1 van de vlakken (22) en (23) en wordt een 
naburig hoekpunt van >.. genoemd. 
Bij het berekenen van een nieuw extreem punt wordt een van de. 
vlakken ( 22) vervangen door een vlak >-. = o , dat niet in (22) 18 op~,. 
genomen. Men beweegt zich dus voortdurend van ~en hoekpunt van A !" 
naar ~~n van de naburige hoekpunten. 
5. Het bepalen van de oplossing wanneer ontaarding optreedt. 
Ontaarding van het probleem kan optreden, wanneer ~ een line-
aire combinatie is van minder dan m van de vectoren 'Pi ( i. .. 1 ..... • VI), 
d.w.z. wanneer ~0 ligt in een ruimte die door minder danm van de 
vectoren ~i wordt opgespannen. 
De behandelin2 van dit geval komt er nu op neer, dat men het 
probleem vervanrt door een ander, waarin de 'P0 -vector willekeurig 
weinig verschoven is tot de vector 1\:i (() en wel zodanig, dat 'P0 (t) 
niet geschreven kan warden als lineaire combinatie van minder dan 
m 1 i nea ir onafhanke J. i :ike vectoren ui t P1 , •..• , 'P11 • De oplossing van 
dit nieuwe probleem kan worden verkregen op de boven geschetste wi1ze. 
en het is dan n1et moeiliJk om in te zien, dat de zo verkregen op-
lossing ook de oplossing vormt van het oorspronkelijke probleem. 
Voor een ui tvo,:'rige bespreking van deze methoden verwiJzen wi.i naar 
[ 2 ] en [ 3 J . 
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