In this paper, we study the uplink (UL) and downlink (DL) spectral efficiency (SE) of a cell-free massive multiple-input-multiple-output (MIMO) system over Rician fading channels. The phase of the line-of-sight (LoS) path is modeled as a uniformly distributed random variable to take the phaseshifts due to mobility and phase noise into account. Considering the availability of prior information at the access points (APs), the phase-aware minimum mean square error (MMSE), non-aware linear MMSE (LMMSE), and least-square (LS) estimators are derived. The MMSE estimator requires perfectly estimated phase knowledge whereas the LMMSE and LS are derived without it. In the UL, a two-layer decoding method is investigated in order to mitigate both coherent and non-coherent interference. Closedform UL SE expressions with phase-aware MMSE, LMMSE, and LS estimators are derived for maximum-ratio (MR) combining in the first layer and optimal large-scale fading decoding (LSFD) in the second layer. In the DL, two different transmission modes are studied: coherent and non-coherent. Closed-form DL SE expressions for both transmission modes with MR precoding are derived for the three estimators. Numerical results show that the LSFD improves the UL SE performance and coherent transmission mode performs much better than non-coherent transmission in the DL. Besides, the performance loss due to the lack of phase information depends on the pilot length and it is small when the pilot contamination is low.
I. INTRODUCTION
C ELL-FREE massive MIMO refers to a distributed MIMO system with a large number of APs that jointly serve a smaller number of user equipments (UEs) [2] - [5] . The APs cooperate via a fronthaul network [5] to spatially multiplex the UEs on the same time-frequency resource, using network MIMO methods that only require locally obtained channel state information (CSI) [6] .
In its canonical form, cell-free massive MIMO uses MR combining because of its low complexity. Due to the fact that MR combining cannot suppress the interference well, some APs receive more interference from other UEs than signal power from the desired UE. The LSFD method is proposed in [7] and [8] to mitigate the interference for colocated massive MIMO systems. This method is generalized for more realistic spatially correlated Rayleigh fading channels with arbitrary first-layer decoders in [9] , [10] . The twolayer decoding technique is first adapted to cell-free massive MIMO networks in [11] for a Rayleigh fading scenario. In the concurrent paper [12] , the LSFD method is studied in a setup with Rician fading channels where the LoS phase is static.
Joint transmission from multiple APs can be either coherent (same data from all APs) or non-coherent (different data). Only the former has been considered in cell-free massive MIMO, but it requires that the APs are phase-synchronized. A synchronization method is outlined in [5] , [13] , [14] without validation.
In densely deployed systems, like cell-free massive MIMO, the channels typically consist of a combination of a semideterministic LoS path and small-scale fading caused by multipath propagation, which can be modeled as Rician fading [12] , [15] . A small change in the UE location may result in a significant phase-shift of the LoS component, but no change in amplitude. For instance, if the UE moves half a wavelength away from the AP, the phase of the channel response changes by ±π. Similarly, hardware effects such as phase noise may create severe shift in the phase. These effects are usually neglected in the analysis of Rician fading channels by assuming a LoS path with static phase. Especially in high mobility scenarios, the phase shift in LoS path may have a large impact on system performance. Recently, [16] studied a cell-free network that supports both unmanned aerial vehicles (UAVs) and ground UEs where the channels between AP-UAV pairs have Rician distribution with uniformly distributed phase on the LoS paths.
Each AP needs to learn the channel statistics of each UE that it serves, as well as the statistics of the combined interfering signals, if Bayesian channel estimators are to be used. The large-scale fading coefficients can be estimated with a negligible overhead since the coefficients are deterministic [17] ; several practical methods to estimate these coefficients using uplink pilots are presented in [18, Section IV] . However, the phase-shifts are harder to estimate since they change as frequently as the small-scale fading. Depending on the avail-1536-1276 © 2019 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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ability of channel statistics, the phase-aware MMSE estimator which requires all prior information, LMMSE estimator with only the large-scale fading parameters, or LS estimator with no prior information can be utilized. In this paper, the specific technical contributions are as follows:
II. SYSTEM MODEL
We consider a cell-free Massive MIMO system with M APs and K UEs. All APs and UEs are equipped with a single antenna. The multi-antenna AP case can be straightforwardly covered by treating each antenna as a separate AP, if it is assumed that there is no correlation between the small-scale fading coefficients (or phase-shifts) [19] . However, for a more realistic analysis, single-antenna results can be generalized to multiple antenna case by taking the spatial correlations between antennas into account. It will result in non-diagonal covariance matrices. The channels are assumed to be constant and frequency-flat in a coherence block of length τ c samples (channel uses). The length of each coherence block is determined by the carrier frequency and external factors such as the propagation environment and UE mobility [17] . The channel h m,k between UE k and the AP m is modeled as h m,k =h m,k e jϕ m,k + g m,k ,
where g m,k ∼ N C (0, β m,k ), the meanh m,k ≥ 0 represents the LoS component, and ϕ m,k ∼ U [−π, π] is the phase-shift. The small-scale fading from non-LoS (NLoS) propagation has a variance β m,k that models the large-scale fading, including geometric pathloss and shadowing. Note that (1) is a Rician fading model since |h m,k | is Rice distributed, but h m,k is not Gaussian distributed as in many prior works that neglected the phase shift. We assume that h m,k is an independent random variable for every m = 1, . . . , M, k = 1, . . . , K and the channel realization h m,k in different coherence blocks are i.i.d. All APs are connected to a central processing unit (CPU) via a fronthaul network that is error free. The system operates in time division duplex (TDD) mode and the uplink (UL) and DL channels are estimated by exploiting only UL pilot transmission and channel reciprocity.
III. UPLINK CHANNEL ESTIMATION
In each coherence block, τ p samples are reserved for UL pilot-based channel estimation, using a set of τ p mutually orthogonal pilot sequences. The pilot sequence of UE k is denoted by φ k ∈ C τp×1 and satisfies φ k 2 = τ p . It is scaled by √p k , withp k being the pilot power, and sent to the APs. The received signal y p,ap m ∈ C τp×1 at AP m is
where n p m ∼ N C 0 τp , σ 2 ul I τp is additive noise. AP m computes an inner product between y p,ap m and φ k to get sufficient statistics for estimation of h m,k . This results in
We assume that the number of UEs is large such that τ p < K and we define the set P k of UEs that use same pilot sequence as UE k, including itself. Since UEs with different pilots have orthogonal pilots, y p m,k in (3) can be rewritten as
where φ H k n p m ∼ N C (0, σ 2 ul τ p ). Based on this signal, we will derive three different channel estimators, and characterize their statistics. In particular, we will explore the impact of the phase-shift in the LoS paths by considering the analytically tractable cases where the phase-shifts are either perfectly known or fully unknown. In co-located MIMO systems, the phase can be estimated by employing classical algorithms such as estimation of signal parameters via rotational invariance techniques (ESPRIT) [20] and multiple signal classification (MUSIC) [21] . However, these methods either require multiple antennas and/or long sample sequences (snapshots) which are not available in our system setup. In a low mobility scenario in which the APs are equipped with multiple antennas, the phase-shifts can be estimated quite well, but the estimates will anyway be imperfect since the estimation resources are practically limited. Nevertheless, we will consider a phaseaware MMSE estimator that serves as an upper bound on the achievable performance. The practical performance will be somewhere in between the cases with perfectly known and fully unknown phases, which are considered below. We consider two estimators of the latter kind; one Bayesian LMMSE and one classical LS estimator.
A. Phase-Aware MMSE Channel Estimator
If the channel statisticsh m,k , β m,k are available and the phase ϕ m,k is somehow perfectly known at AP m, for every k, we can derive the MMSE estimator of h m,k as [22] 
whereȳ p m,k = l∈P k √p l τ phm,l e jϕ m,l and λ m,k = l∈P kp l τ p β m,l + σ 2 ul . Note thatĥ mmse m,k is a random variable and (5) is a single realization for a specific coherence block. The y p m,k ,ȳ p m,k and ϕ m,k change in every coherence block whereash m,k and β m,k remain constant for a longer period of time. AP m estimates channels to all the UEs. The estimation errorh mmse m,k = h m,k −ĥ mmse m,k has zero mean and the variance
The mean-squared error is and h mmse m,k are uncorrelated but not independent random variables. The APs do not share these channel estimates with each other, or the CPU, but they are used to perform MR processing distributively as in [3] , [4] , [23] . Nevertheless, the collection of channel estimates of UE k from all APs can be written in vector form aŝ 
where
The MMSE estimateĥ mmse k and the estimation errorh mmse
Cov ĥ mmse
B. LMMSE Channel Estimator
If the channel statisticsh m,k , β m,k are available but the phase ϕ m,k is completely unknown at AP m, for every k, we can derive the LMMSE estimator of h m,k aŝ
has zero mean and the variance
The 
A detailed derivation is given in Appendix A. We can write (15) in vector form aŝ
has zero mean and the covariance matrix
where 
C. LS Channel Estimator With No Prior Information
If AP m has no prior information regarding the phase or statistics, then we can derive the non-Bayesian LS estimator that minimizes |y p m,k −
The LS estimator and estimation error satisfy
In vector form, we haveĥ ls k = 1 √ p k τp y p k for each user k. The LS estimator and estimation error satisfy
A detailed derivation is given in Appendix B.
IV. UPLINK DATA TRANSMISSION
Let τ u be the number of UL data symbols per coherence block, where τ u ≤ τ c − τ p . The received signal at AP m is
where s k ∼ N C (0, p k ) is the UL signal with power p k = E |s k | 2 and n ul m ∼ N C (0, σ 2 ul ) is additive receiver noise. AP m selects the receiver combining scalar as v m,k =ĥ m,k ∈ {ĥ mmse m,k ,ĥ lmmse m,k ,ĥ ls m,k } to locally detect the signal of UE k. Then, the combined received signal at AP m is
A second layer decoding is performed to mitigate the interuser interference using LSFD coefficients. The single-layer decoded signal in (29) is sent to the CPU and it performs the second layer decoding by computing the LSFD weighted signal aŝ
where α m,k is the complex LSFD coefficient for AP m and UE k. The weighting operation reduces the inter-user interference by balancing the received signals from all APs. The CPU computes the LSFD weights based on the largescale fading coefficients that vary slowly compared to the small-scale coefficients. Recall that the value of large-scale fading between an AP-UE pair depends mainly on the distance and shadowing. Thus, it gives us a valuable information about the likely quality of the received signal. For instance, if the UE is far away from the AP, potentially the received signal will contain a considerable amount of interference and noise whereas the desired signal is weak. Then, the corresponding LSFD coefficient for this signal will be small to reduce the risk of adding and amplifying more interference into the detection. Note that assigning α m,k = 1 for all APs and UEs corresponds to the single-layer decoding considered in [3] , [4] , [24] , [25] .
Similarly, setting α m,k = 0 means that AP m is not serving UE k, which can be utilized to handle practical cases where each UE is served by a subset of all the APs; see [24] , [26] for details. The α m,k is deterministic since it only depends on deterministic large-scale fading coefficients. Based on (30), the UL ergodic channel capacity of UE k can be lower bounded using the use-and-then-forget (UatF) bound [17, Th. 4.4] . The expected values of the desired signal, interuser interference and noise related terms at all APs for UE k can be computed respectively as
Then, a lower bound on the UL ergodic SE with the LSFD receiver is
where the effective SINR γ ul k is γ ul
and the expectations are with respect to all sources of randomness. This bound is referred as UatF bound since the channel estimates are used for combining locally at the APs and then they are unknown at the CPU. The effective SINR of UE k in (35) with the LSFD receiver can be rewritten as
In order to maximize the SE of UE k, we need to select the LSFD vector that maximizes (36) as shown in the following Lemma.
Lemma 1: For a given set of pilot and data power coefficients, the SE of UE k is
with the LSFD vector
Proof:
The SINR expression in (36) is a generalized Rayleigh quotient with respect to a k and we apply [17, Lemma B.10] to obtain the maximizing a k in (42). Inserting this vector into (34) gives the SE in (41).
The UL SE of two-layer decoding scheme for Rayleigh fading channels with MMSE estimator when using MR combining is presented in [11] . Lemma 1 generalizes this results to cover arbitrary channel distributions and beamforming schemes. Every choice of channel model and beamforming will affect the values of b k,l , Γ (1) k,l , and Γ (2) k , but the solution structure in Lemma 1 remains the same. In the following subsections, γ ul k is computed for MR combining when using the phase-aware MMSE, LMMSE, and LS channel estimators derived in Section III. 
A. Uplink Spectral Efficiency With the Phase-Aware MMSE Estimator
Proof: The proof is given in Appendix C. 
B. Uplink Spectral Efficiency With the LMMSE Estimator
The effective SINR in (46) can be reformulated in Rayleigh quotient form as given in (49), shown at the top of the next page where
Proof: The proof is given in Appendix D. 
C. Uplink Spectral Efficiency With the LS Estimator
The effective SINR in (53) can be reformulated in Rayleigh quotient form as given in (56) where
Note that the SINR expressions with the LS estimator above are proportional to the ones with LMMSE estimator since the LMMSE and LS estimators equal up to a scaling factor that depends on the large-scale fading coefficients. The SE in (41) with the maximizing LSFD receiver a k = Γ ls
and it is equal to the UL SE with LMMSE estimator in (52). Proof: The proof is given in Appendix E. Remark 1: Note that the LSFD method only requires the large-scale fading coefficients and not the channel realizations themselves. Hence, it can be implemented along with the LMMSE and MMSE estimators without requiring any additional information. However, the optimal LSFD vector cannot be practically computed when using the LS estimator since the statistics are not known in that case. We have nevertheless included the optimal LSFD vector in that case to demonstrate that it makes the SE expressions with the LMMSE and LS estimators identical, thus LSFD can compensate for the use of a bad channel estimator. We will demonstrate later that the LS estimator (without LSFD) performs poorly in cell-free massive MIMO, thus it is a conservative lower bound on the performance.
V. COHERENT DOWNLINK TRANSMISSION
Each coherence block contains τ d DL data symbols, where τ d = τ c − τ u − τ p . In this section, we assume that each BS transmits to each UE and sends the same data symbol as the other APs. By setting some transmit powers to zero, the analysis also covers cases where each AP only serves a subset of the UEs. The transmitted signal from AP m is
where ς k ∼ N C (0, 1) is the DL data signal to UE k which is same for all APs. The scalar w coh
E{|ĥ m,k | 2 }ĥ m,k is the coherent beamforming and ρ m,k ≥ 0 is chosen to satisfy the DL power constraint E{|x m | 2 } ≤ ρ dl which implies K l=1 ρ m,l ≤ ρ dl . The received signal at the kth UE is
where the receiver noise at UE k is denoted as n dl k ∼ N C 0, σ 2 dl and w k = D 
Inserting these expressions into (62) gives the DL SINR at UE k in (65), shown at the top of the next page.
B. Coherent Downlink Spectral Efficiency With the LMMSE Estimator
Inserting these expressions into (62) gives the DL SINR at UE k as
where T dl,lmmse,(2) k,l
Proof: The proof is given in Appendix D.
C. Coherent Downlink Spectral Efficiency With the LS Estimator
Theorem 6: If MR precoding with w k = D 1/2 kĥ ls k is used based on the LS estimator, then the expectations in (62) are computed as
Inserting these expressions into (62) gives the DL SINR at UE k as γ dl,ls
Proof: The proof is given in Appendix E.
VI. NON-COHERENT DOWNLINK TRANSMISSION
In this section, we consider the alternative case in which each AP is allowed to transmit to each UE but sends a different data symbol than the other APs, to alleviate need for phasesynchronizing the APs. The transmitted signal from AP m is 
where the receiver noise at UE k is denoted n dl k ∼ N C 0, σ 2 dl .
γ dl,mmse
Lemma 2: Based on the signal in (73), if the UE k detects the M signals using successive interference cancellation (with arbitrary decoding order) a lower bound on the DL sum SE of UE k is SE dl,nc
Proof: The proof is given in Appendix F. From the effective SINR above, we notice that the numerator contains the sum of the squared contributions from different APs, which is different from the coherent case where the summation is inside the square. Hence, the coherent case gives a larger signal term, but it requires that all APs are synchronized and co-operate to achieve a coherent beamforming gain that is analogous to co-located massive MIMO. The numerical comparisons of these DL transmission modes are presented in Section VII. In the following subsections, the effective γ dl,nc k is calculated for MR precoding when using the phase-aware MMSE, LMMSE, and LS estimators.
A. Non-Coherent Downlink Spectral Efficiency With the Phase-Aware MMSE Estimator
is used based on the MMSE estimator, then the expectations in (74) are computed as
E |ĥ mmse n,l | 2 =p l τ p β 2 n,l λ −1 n,l +h 2 n,l ,
Substituting these expressions into (74) gives the DL SINR at UE k as given in (78), shown at the top of this page where D k = diag (ρ 1,k , . . . , ρ M,k ) is the downlink power matrix. Proof: The proof is also given in Appendix C.
B. Non-Coherent Downlink Spectral Efficiency With the LMMSE and LS Estimator
is used based on the LMMSE estimator without phase information, then the expectations in (74) are computed as
is used based on the LS estimator without any prior information regarding the phase or statistics, computing expectations in (74) gives the exactly same results as (79) and (80) where E |ĥ ls m,k | 2 = 1 p k τp λ m,k . Note that this is due to the precoding normalization at each AP:
Substituting (79) Proof: The proof is also given in Appendix D and Appendix E.
In contrast to the coherent DL transmission case, the SE is the same for both LMMSE and LS estimator because there is no cooperation between APs. Thus, the expectations are calculated for each antenna individually.
VII. NUMERICAL RESULTS
In this section, the closed-form SE expressions are validated and evaluated by simulating a cell-free massive MIMO network. We have M APs and K = 40 UEs that are independently and uniformly distributed within a square of size 1 × 1 km 2 with a wrap-around setup. Maximum ratio precoding/combining is used at UL/DL in all simulations. The pathloss is computed based on the COST 321 Walfish-Ikegami model for micro-cells in [27] with AP height 12.5 m and UE height 1.5 m. All AP-UE pairs have a LoS path and the pathloss (PL) is modeled (in dB) as
where d m,n is the distance between AP m and UE k and F m,k is the shadow fading coefficient. The Rician κ-factor is calculated as κ m,k = 10 1.3−0.003d m,k [27] .
We assume correlated shadow fading as in [3] with (84) We consider communication over a 20 MHz channel and the total receiver noise power is −94 dBm. Each coherence block consists of τ c = 200 samples and τ p pilots. The pilots of first τ p UEs are allocated randomly. The rest of UEs sequentially pick their pilots that give least interference to UEs in the current pilot set. In UL transmission, we set τ u = τ c − τ p and τ d = τ c − τ p in DL transmission, which means that each coherence block is either used for only UL data or only DL data.
In the UL, all UEs transmit with the same power 200 mW. In the two-layer decoding scheme, we utilized the maximizing LSFD vectors for each estimator that is computed by only using large-scale fading coefficients. In singlelayer decoding, the LSFD vectors are a k = [1, . . . , 1] , ∀k which simply correspond to conventional MR combining. The same DL power is assigned to UE k for both coherent and non-coherent transmission. The power is allocated proportional to the channel quality of UE by using the matrices for the coherent and non-coherent case respectively Fig. 3 shows the average UL SE as function of the number of APs with the phase-aware MMSE, LMMSE, and LS estimators. The average is taken over different UE locations and shadow fading realizations. The " " markers are generated by Monte Carlo simulations. The fact that the markers overlap with the curves validates of our analytical results. Fig. 4 compares the cumulative distribution functions (CDFs) of the UL SE of estimators with two-layer and single-layer decoding. The randomness is due to random UE locations and shadow fading realizations. From Fig. 3 and Fig. 4 , we observe that two-layer decoding gives improvements in all the cases. Especially, the LS estimator benefits the most from using LSFD since it is more vulnerable to interference. Also, the LS and LMMSE estimators coincide if the maximizing LSFD vector is used as discussed in Section IV-C. Fig. 5 shows the CDFs of the SEs with different estimators with two-layer decoding for different pilot lengths. In case of LMMSE and LS estimation, increasing the pilot length reduces the pilot contamination and improves the estimation quality. Thus, the CDF curve of LMMSE/LS estimators gets closer to the phase-aware MMSE estimator with τ p = 20. However, the MMSE estimator can already suppress the interference and therefore increasing the pilot length reduces the pre-log factor in the SE expression more than the SINR is improved, thereby reducing the performance slightly. Moreover, the gaps between phase-aware MMSE and LMMSE estimators for different pilot lengths indicate that the amount of performance loss due to lack of phase knowledge depends on the degree of pilot contamination. The gap becomes larger when the pilot length decrease. The loss is 6.9% when τ p = 20 is used and 24.8% when τ p = 5. Fig. 6 compares the CDF of the SEs with different estimators with two-layer decoding for different number of UEs. As the number of UEs decrease while the pilot length is kept the same, the interference and pilot contamination decrease and each UE gets higher SEs. Fig. 7 shows the average DL SE as a function of the number of APs with coherent and non-coherent transmission for the phase-aware MMSE, LMMSE, and LS estimators. The average is taken over different UE locations and shadow fading realizations. Fig. 8 shows the CDF of DL SE with phaseaware MMSE, LMMSE, and LS estimators for coherent and non-coherent transmission. These figures demonstrate that the coherent transmission provides higher SE in almost all cases except when using the LS estimator. Also, the performance gap between the phase-aware MMSE and LMMSE/LS estimator is higher in the coherent case since it is sensitive to phase errors. Fig. 9 shows the CDF of DL SE with phase-aware MMSE, LMMSE and LS estimators for different pilot lengths with coherent transmission. Similar to Fig. 5 , the LMMSE and LS estimators benefit from increased pilot length where the MMSE estimator does not. Also, we observe that the performance gap due to the lack of phase knowledge between phase-aware MMSE and LMMSE estimators are 42.6% and 13.4% for τ p = 5 and τ p = 20 respectively. In Fig. 10 , we consider the same setting as in Fig. 9 but with non-coherent transmission. The effect of phase knowledge is small in the non-coherent transmission as expected. Quantitatively, it is 10.9% for τ p = 5 and 2.4% for τ p = 20. Fig. 11 and Fig. 12 show the CDF of DL SE with phase-aware MMSE, LMMSE and LS estimators for different number of UEs with coherent transmission and non-coherent transmission respectively. In both figures, the performance is better when the number of UEs in the network is lower in all cases.
VIII. CONCLUSION
This paper studied the SE of a cell-free massive MIMO system over Rician fading channels. The phase of the LoS path is modeled as a uniformly distributed random variable to take phase-shifts due to mobility and phase noise into account. To determine the importance of knowing the phase, the phase-aware MMSE, non-aware LMMSE, and LS estimators were derived. In the UL, a two-layer decoding method was studied in order to mitigate the both coherent and noncoherent interference. We observed that the LSFD method provides a substantial gain in UL SE for all estimators, and should therefore always be used in cell-free massive MIMO. Furthermore, the performance losses as a result of unavailable phase knowledge depends on the pilot length. If there is no strongly interfering user, the LoS and NLoS paths can be jointly estimated without having to know the phase. In the tested scenarios, we observed 6.9% performance loss for low pilot contamination and 24.8% for high pilot contamination.
In the DL part, coherent and non-coherent transmission were studied. We noticed that the losses from the lack of phase knowledge are 13.4% and 2.4% for coherent and noncoherent transmission respectively in the tested scenarios with low pilot contamination. When we reduced the pilot length, it loss increased up to 42.6%. Therefore, the pilot length should be adjusted by taking the phase shifts into account in high mobility or low-quality hardware scenarios. In order to deal with the cases where there is not enough pilots, methods to explicitly estimate the phases could be considered in future work. Besides, the coherent transmission performs much better than the non-coherent one, which is the reason of its wide use in the cell-free literature.
APPENDIX A DERIVATION OF THE LMMSE ESTIMATOR
The estimation is performed based on the received pilot signal in (3) where h m,k is the desired part. The LMMSE estimator and the mean-square error are respectively given in [22, Chapter 12] aŝ
Computing the following expectations and substituting them into (85) gives the LMMSE estimator and the corresponding MSE as given in Section III-B:
The mean and variance of the estimator are E ĥlmmse
APPENDIX B DERIVATION OF THE LS ESTIMATOR
The mean and variance of the LS estimator can be computed as
Var ĥ ls
The estimation error mean and variance are
APPENDIX C PROOF OF UL AND DL SE WITH MMSE ESTIMATOR
The expectations in (35) and (74) are calculated here.
Similarly, we compute the second term as
(94) The last expectation in the denominator of (35) is written as
is computed for all possible AP and UE combinations. We utilize the independence of channel estimates at different APs. The first case is m = n and l / ∈ P k and E v * m,k h m,l * v * n,k h n,l = 0 since v * n,k and h n,l are independent and both have zero mean. For m = n and l ∈ P k \{k}, we obtain
since E h m,khm,l e −jϕ m,k e jϕ m,l = 0 and E ( √p k β m,k λ −1 m,k (y p m,k −ȳ p m,k )) * h m,l e jϕ m,l = 0. Repeating the same calculation for AP n and putting it into (96) gives
Another case is m = n and l = k and we obtain
Similarly for m = n and l = k, we calculate the following equations
where w ∼ N C (0, 1). Combining (100) and (101) gives the result for m = n and l = k as
Putting all the equations together for l = k, we obtain
The remaining cases are computed as follows. For l / ∈ P k and m = n, E |v * m,k h m,l | 2 = (p k τ p β 2 m,k λ −1 m,k + h 2 m,k )(β m,l +h 2 m,l ). For l ∈ P k \{k} and m = n, we obtain
To calculate E ĥ * m,kĥ m,l 2 , we rewrite the MMSE estimator in (5) for UEs l ∈ P k \{k} aŝ
and similarlyĥ m,l = p l τ p β m,l λ −1/2 m,k w +h m,l e jϕ m,l where (y p m,k −ȳ p m,k ) ∼ N C (0, τ p λ m,k ) and w ∼ N C (0, 1). After this computation, we directly compute 
Then, it yields
Finally, arranging all these equations gives
where S k,l = L k L l if l = k and zero matrix otherwise. Inserting the required results into (35) and (74) gives the results for UL and DL SEs respectively.
APPENDIX D PROOF OF UL AND DL SE WITH LMMSE ESTIMATOR
In this part, we note that the LMMSE estimate is not Gaussian distributed. We begin with computing the first term
where (a) uses the fact that the estimate and estimation error are uncorrelated and (b) uses that both estimates have zero mean. Calculating (110) for each AP m gives
Similarly, we obtain 
where (a) utilizes the independence of the zero mean channel estimates at different APs. The last expectation in the denominator of (35) is written as
Then, we need to compute E v * m,k h m,l * v * n,k h n,l for all possible AP and UE combinations. If m = n and l / ∈ P k then all the terms in the expectation are uncorrelated or independent and have zero mean which gives E v * m,k h m,l * v * n,k h n,l = 0. However, for m = n and l ∈ P k , we have E v * m,k h m,l * v * n,k h n,l = E v m,k h * m,l E v * n,k h n,l , since the pilot contaminating estimators at the same AP are not independent. We calculate 
For m = n and l ∈ P k , we have E v * m,k h m,l * v * n,k h n,l = 1 p k τ 2 p E (y p m,k ) * h m,l E (y p n,k ) * h n,l =p l p k β m,l β n,l and finally for m = n and l / ∈ P k E v * m,k h m,l * v * n,k h n,l = 0 since all the terms are mutually independent and have zero mean. The final form is
