ABSTRACT Detecting the foreground region of interest (ROI) for video sequences is an important issue both for video codecs and monitoring systems. In this paper, we propose a flow-process-based method to detect foreground ROI using four steps: global motion compensation, motion block extraction, multi-layer segmentation, and model updating. The former two procedures extract the foreground motion blocks and form a motion mask, and the latter two procedures remove the pixels belonging to the background inside the motion mask and update the color distributions of the background model. In addition, a block-based to pixel-based detection scheme is proposed to allow detection flexibility. Another benefit of the proposed method is that it can be embedded in video codecs for real-time ROI detection and encoding. Experimental results demonstrate that our method achieves improved performance in terms of both detection accuracy and time consumption.
I. INTRODUCTION
Detection of the foreground region of interest (ROI) for video sequences is widely applied both in surveillance/monitoring systems and in video encoders. In the past decades, researchers have proposed to define the concept of ROI based on the human visual system [1] , and the notion of ROI is undergoing an evolutionary process. In earlier works [2] , [3] , some researchers treated faces as ROI details and adjusted quantization parameters (QPs) in video compression for ROI-encoded blocks. Others, such as [4] , [5] , regarded moving or high-contrast segments as ROIs in video codecs. As the concept of ''object-based'' encoding was introduced with MPEG-4 [6] , the focus shifted to the extraction and encoding of moving objects. Then, ROI was often defined as moving objects in video clips. Today, ROI-based video encoding is embedded in the latest video codecs such as VPX [7] and HEVC [8] , and the same ideas also appear in previous works such as [9] and [10] . The current focus is on alternating QPs between ROI groups and non-ROI groups to maintain the quality of ROI groups under a constrained encoding rate. Besides, ROI detection can be properly addressed several systems and approaches used in the scope of motion estimation for video coding architectures. For examples, the reconfigurable system-ona-chip (SoC) architecture for motion estimation in [11] , the improved H.264/Advanced Video Coding (AVC) architecture in [12] , the FPGA based architecture for the motion estimation (ME) processor in [13] , the custom-instruction with the combination of synchronous dynamic random access memory (SDRAM) and on-chip memory architecture for the Nios II ME processor in [14] and [15] , the low complexity H.264 multiple reference frame motion estimation architecture in [16] , etc. Other applications, such as object recognition, statistics in surveillance systems, and some video/image processing software, still require foreground ROI detection as an important step.
A. RELATED WORK
To the best of our knowledge, many state-of-the-art methods are designed for foreground ROI detection. One of them is the Gaussian mixture model (GMM) [17] - [19] , in which foreground and background are modeled by weighted mixture components. Another typical method is called the sparse and low-rank decomposition method [20] , in which moving objects are computed as a sparse matrix. Based on this idea, principle component analysis (PCA) [21] has been shown to efficiently exploit the low-rank structure within errors or outliers, and it has been extended by RPCA [22] - [24] , in which the robustness is improved to work even in the presence of large errors. Meanwhile, a probabilistic model for RPCA that has a good detection result was proposed in [25] . Other low-rank modelings are treated as variations of RPCA; these include Grouse [26] , RASL [27] , and SSGodec [28] , in which the computational costs are optimized. Dynamic texture-based object extraction was proposed by Chan and Vasconcelos [29] , [30] , Mumtaz et al. [31] , and Chan et al. [32] , whose method clusters and extracts dynamic textures by the HEM-DTM approach corresponding to the hidden Markov model and Kalman filter. Background-modeling-based approaches including Vibe [33] , LBP [34] , SOBS [35] , and PAWC [36] have designed different background-model update policies based on time, color distance, codebooks, and other reliable factors. In addition, machine learning approaches such as unsupervised clustering [37] , [38] and Markov random field (MRF) modeling for motion vectors [39] are able to obtain better performance.
B. OVERVIEW AND CONTRIBUTIONS
In this paper, we propose a new detection method based on a flow-process scheme. Unlike the previous methods just described, the proposed method uses a pipeline processing strategy for foreground ROI detection. First, it obtains the motion vectors for each block from the video source. Then, it extracts the foreground motion vectors and creates a motion mask by using global motion compensation techniques. Next, object segmentation based on the motion mask is implemented by a proposed color-based multi-layer MRF segmentation approach in the wavelet domain. Meanwhile, an adaptive clustering strategy is proposed to determine the number of object clusters adaptively based on color differences. Finally, it removes the segmentation results that belong to the background based on the background model, and it updates the background model according to the histogram of the color distribution.
The created motion mask is able to reveal the approximate motion information of the foreground ROI, and the object segmentation method is used to obtain clear ROI detail. In addition, the color distribution of the background is updated through the background information both inside and outside the motion mask. Note that the computing time is optimized for the flow process since data processing is done only in the motion mask; in other words, the quantity of data processed is reduced. In contrast with other foreground detection methods in the literature, the proposed method can easily be embedded in video codecs since motion vectors can be acquired from the coding streams, and it can shape the motion mask for ROI detection. In addition, we combine the motion estimation and segmentation together from the block field to the pixel field, which enables flexibility in the detection precision and time consumption. Experimental results show that our method has the advantages of real-time processing and that it is robust to many video characteristics such as dynamic background changes, camera jitter, and panning.
The structure of this paper is organized as follows: In Sec. II, we illustrate the detection scheme of our method and discuss each procedure explicitly. Experimental results are shown in Sec. III. Finally, we conclude the paper in Sec. IV.
II. DETECTION SCHEME A. FRAMEWORK OVERVIEW
The proposed foreground ROI detection method for video codecs consists of the following procedures: global motion compensation (GMC), motion block extraction, multi-layer segmentation, and model updating. GMC is able to estimate the global motion outliers from video clips and detect the foreground motion vector outliers. Then, motion blocks are acquired by motion block extraction, in which the global motion vectors are removed from the foreground motion vectors. Assisted by the motion blocks, pixels inside or in the neighborhood of motion blocks are segmented via multi-layer segmentation. Last, the fore/background model is updated from the segmented data and the historical information from the reference frames. The flow-process diagram of this framework is shown in Fig. 1 .
1) GLOBAL MOTION COMPENSATION
The purpose of GMC is to extract the global motion outliers from video clips. For video sources, global motion is usually caused by the camera's panning, zooming in and out, rotating, etc. In [39] , global motion is categorized into four types: translational, geometric, affine, and perspective. An eightparameter model that accurately describes the 2-D projection of 3-D rigid surface motion is adopted in this paper. It uses an 8-D vector m = [m 0 , m 1 , . . . , m 7 ] as model parameters, with the transformation being defined as
where (x, y) and (x , y ) denote the current coordinates and those of the reference frame, respectively. Before implementing GMC, the goal of global motion estimation (GME) is to find the optimal background parameter m t , where
Note that m t stands for the optimal model parameter for frame t. Actually, in video codecs, the motion vector MV (x, y, t) at coordinates (x, y) can be acquired from the video bitstream. Note that the process of computing m t is called model fitting; three popular regression methods are RANSAC [40] , GD [41] , and LS [42] , [43] . The RANSAC method induces a statistical method for GME in different computer vision problems; it computes the homography matrix via a large number of iterations to achieve the maximum transformed matching points. The GD approach aims to compute the gradient and Hessian matrix of the error in (2) corresponding to m; then it updates m based on the gradient descent direction so that the error is reduced, iterating several times until convergence. The LS approach involves solving the over-determined equation
and N is the total number of motion vectors (MVs). Hence, the problem can be solved by computing the pseudo-inverse of A T A by SVD. Benchmark analysis in [43] shows that the LS method saves more computing time than GD and RANSAC since the time consumption for iteration is reduced. Thus, the LS method for computing m for the GMC model is adopted in this paper.
2) MOTION BLOCK EXTRACTION
Given the estimated m, foreground motion outliers can be extracted by motion compensation techniques. Suppose m t stands for frame t; then the MV for the pixel at coordinate (x, y) is compensated by
where MV C (x, y, t) denotes the compensated motion vector at pixel (x, y). Define block set B = {B 1 , B 2 , . . . , B n }, where the blocks B i are of the same size in a raster-scanned order. In general, we set 8 × 8 as the basic coding unit (CU) size. After acquiring all MV C in B, two threshold factors TH X and TH Y are set as the vertical and horizontal threshold for determining whether block B i belongs to the foreground moving block. Intuitively, they are computed as
where χ is a scaling factor set to 1.1 in this paper, and X , Y denote the horizontal and vertical axis components, respectively. In GMC block field MV [44] . Then, a dilation process is implemented for the purpose of fixing missing blocks in the inner part of the foreground objects. This can be represented by
where B is the structural unit (i.e., a square contains the complete neighborhood of the current block), and (B) x represents the set moved by x units. Fig. 2 displays the visual effects of GMC and motion block extraction. The three methods described above are applied to four sequences, which consist of different global motion features (e.g., camera zooming in in Waterfall and Tempete, and panning in Flower). Observe that the LS method adopted in our work achieves a better result than GD and RANSAC for both running time and visual effects. After implementing the filter and morphology process, the extracted motion blocks become more shapable and clear (with fewer noise points).
3) MULTI-LAYER SEGMENTATION
Using the ROI foreground motion data extracted via the process described in the previous subsection, the inner details of foreground objects can be revealed through image segmentation approaches. Next, we induce a proposed segmentation method modeled by a hierarchical Markov random field (HMRF) that operates in the wavelet domain with a variant energy function. To specify our method, let y ϕ be the original foreground image data from the motion block extraction, and let w ϕ = W (y ϕ ) denote the J-level wavelet transformed image. Then, the J -level wavelet lattice ϕ can be decomposed as ϕ = {LL(J ), LH(J ), HL(J ), HH(J ), . . . , LH(1), HL(1), HH(1)}. Note that 3J + 1 subbands of W (y ϕ ) are included. Suppose y ϕ contains K clusters, x ij is an indicator vector whose value is the K -dimensional unit vector e K , and the K th component of e K is 1 and the VOLUME 5, 2017 others are 0. Note that x ij takes e K when the cluster label of pixel (i, j) is K . Following the definition of ϕ,
}. Unlike single-layer MRF segmentation, multi-layer MRF has more elements in the neighborhood set with different scales. According to [45] , define the neighborhood of pixel (i, j) at the sth scale η
contains a secondorder intra-scale neighborhood, one parent and four children for inter-scale neighborhood. For segmentation accuracy purposes, a variant energy function strategy depending on color model is proposed in this work. Let I(i, j) represent the RGB vector of pixel (i, j); then the color distance ( [34] ) is defined as
where D angle and D range are the angle and range components defined respectively as
θ is the angle between I(i1, j1) and I(i, j), I is the RGB vector for I(i, j) with noise I n . Thus, I = I(i, j) + I n , and I n 2 ≤ n c . The noise vector can be formed by compression error or transmission distortion in real-time video communication systems. θ n = arcsin(n c / I n 2 ) represents the angle bias corresponding to RGB noise. κ is a decay factor empirically set as 1.2, and I low , I up are the lower and upper bounds, respectively, of I. More details can be found in Fig. 3 . Now, we elaborate the variant energy function as
where S represents the level set {s − 1, s, s + 1} and β s,S i is a constant factor related to cross-level weight in ij )) ≤ 1, so those neighborhood cliques whose cluster labels are the same together with lower color distance are contributed to positive probability distribution by a large extent since
Using this variant energy function for cliques, the local conditional probability for x (s) ij in the wavelet domain is given by
where Q X = {e 1 , e 2 , . . . , e K }. Next, the conditional probability of wavelet-transformed data at the sth scale, w (s) , is modeled by a multidimensional Gaussian Markov random field (MGMRF) as
Here, M is the size of w m,τ is the spatial correlation matrix for pairwise cliques, and τ is the neighborhood set at the sth scale.
Related to other MRF segmentation methods [45] - [47] , the EM method, which performs maximum likelihood (ML) estimation by an iterative process, is proposed in this work. The J -level wavelet transformed image w ϕ with its
m,τ ; m = 1, . . . , K } is used to evaluate the unobservable region label data x ϕ . Now, the expectation step (E-step) and the maximization step (M-step) can be written as
• M-step:
Equation (13) is called the Baum function, and its first part can be decomposed as in [45] :
where
For the sake of simplicity, during the pth iteration, let z
}, (15) has the representation in each scale s as
Hence, (13) can be rewritten as
Note that the second equation uses the fact that Q(
. At the end of each iteration, parameter θ and their update rules can be seen in [45] .
For the final segmentation output, we aim to maximize x (s) ij at each scale s:
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). An alternative way is to use the weighted average by assigning various weight factors at each level. Fig. 4 displays the results of the segmentation of video clips by different methods. Various video sources ranging from QCIF to HD (720p, 1080p) were tested for performance. These methods are the following: 1) GraphCut [48] : An MRF energy model is optimized by the maxflow-mincut algorithm for segmentation. 2) EDISON [49] : The detection results are based on edge detection and image segmentation, and the integration is done by embedding the edge information into the region formation and its fusion control process.
3) SGMRF [47] : This method uses a single-layer GMRF as the segmentation model, and the EM algorithm is induced to update the model parameters by an iterative process. 4) JSEG [50] : This algorithm consists of two steps: color quantization and spatial segmentation. By using the first step, which clusters pixels with color labels, a region seed-growing approach is implemented to provide the final detection results. Note that the segmentation edges are marked for comparison purposes. It can be seen that the proposed method shows the unambiguous boundary of each cluster based on the color model; in other words, fewer ''noise'' points are generated in the inner parts of the objects (see Flower and Container for obvious examples). Notice that the JSEG method also performs well in segmentation. However, high computation costs by seed tracking and over-merging due to inadequate J values may have negative effects on the performance.
4) MODEL UPDATING
The Model Updating procedure is in charge of detecting the ROI foreground objects by creating a fore/background model as well as performing statistical comparisons among the segmentation clusters and removing clusters belonging to the background. Since the extracted motion blocks may cover both background and foreground information, those background clusters are removed to shape the final foreground results. To address this, we induce a color histogram model. Consider r k to be the gray-scale level. Its probability is written as
where n i is the total number of pixels on level r i , and n is the total number of pixels in an area. Usually, P r (r i ) is regarded as the histogram of the distribution. The distance between two distribution histograms is measured by the Kullback-Leibler divergence (KLD) [51] :
where E x∼P [·] is the statistical average and p, q are distributions. Back to our problem, suppose the motion block data are segmented into K clusters; then for each cluster m (1 ≤ m ≤ K ), (22) can be rewritten as Compute m = argmax Var(I). 4: if Var(I m ) < ξ 1 return m.
5:
Split m further into 2 clusters by K-Means method, then m = m + 1 and re-adjust I. 6: end while 7: return K max Here, P b denotes the probability distribution for the background pixels, and set V(m) represents the gray-scale level set for the mth cluster. Note that m should be different depending on the source of frames. Hence, we develop an adaptive bisecting K-means clustering algorithm (BKCA) (Alg. 1) to determine m. The variance of cluster m has the expression below:
where I is the RGB vector as mentioned before, and I ck stands for the centroid RGB vector for cluster m. Now, in Alg. 2, we elaborate the ROI foreground detection algorithm (FDA) assisted by background model updates. 12: return X.
Notice that FDA first initializes the parameters θ w (s) for the EM algorithm based on the BKCA pre-processing. µ
m is initialized as the mth centroid pixel value by wavelet transform at scale s, and
is the normal distribution on R M ×M . Notice that the algorithm computes D(P rm ||P b ) for each cluster m and removes the background cluster X m ; thus, the histogram of the background distribution P b is updated as
, (25) where δ(x) is the indicator function δ(x) = x ≡ True? 1 : 0, I t (i) denotes the RGB vector for pixel i in frame t, and ξ 3 is another threshold. Observe that this simple update strategy filters the dynamic background pixels (i.e., shadow, light-change, and color-evolution pixels) and that it merges background set X B with X C for the purpose of improving accuracy.
III. EXPERIMENTS A. PARAMETER SETTINGS
Before beginning the experiments, a few parameters for the proposed method need to be set. For Global Motion Compensation, we standardized the size of the motion blocks as 8 × 8 for each frame. N MVs were extracted from the compressed video bitstream, and HM 13.0 [55] was selected as the video codec software for HEVC. The transformed coordinates for each block were then computed to initialize A and b for the LS method. For Motion Block Extraction, TH X , TH Y were set according to (4) , and the size of structural unit B was set as 24 × 24 (consisting of eight neighborhood blocks) for the dilation process. For Multi-layer Segmentation, we set the limited cluster number K max = 7 and the variance threshold ξ 1 = 12. The initial parameter θ w (s) for the EM method is described explicitly in Sec. II-A.3. Threshold ξ 2 for KLD VOLUME 5, 2017 [25] . (e) SC-SOBS [35] . (f) PAWC [36] . (g) Decolor [52] . (h) MOG [17] . (i) KNN [53] . (j) PCP [21] . (k) OpticalFlowLS [54] .
was assigned as 0.3 as an average KLD value of foreground and background histograms. For Model Updating, the pixel change threshold ξ 3 was set to 3 empirically. Note that a larger ξ 3 value would reduce the estimation accuracy of P b (r i ). In order to justify how the main parameters influence the detection results, we give the details of experimental parameters analyses in Subsec. III-E.
B. VISUAL COMPARISON ON CDnet VIDEO CLIPS
In this sub-experiment, we tested our method on eight video clips from the Change Detection data set (CDnet) [56] . These video clips are set against backgrounds having different characteristics: Shade (periodic motion, shadow), Office, Pedestrian (slow-moving background), Highway (fast-moving background) WinterDrive (camouflage), Canoe, Overpass (dynamic background), and Sidewalk (camera jitter). Nine methods were included for visual comparison, and they are classified into several categories: (1) matrix completion approaches: Decolor [52] , PCP [21] ; (2) probabilistic modeling: MOG [17] , VBRPCA [25] , KNN [53] ; (3) background modeling: PAWC [36] , SC-SOBS [35] ; and (4) optical flow method: OpticalFlowLK [54] . We used a 2.8-GHz Intel Core i7 CPU computer to run the methods Decolor, PCP, and VBRPCA, which were implemented on MATLAB, and the others were on OpenCV 3.1 together with an HM 13.0 (C++) platform. Fig. 5 shows the detection results for the different methods. For the fast and slow motion clips, all of the methods could detect the moving foreground clearly with few noise points.
However, when tacking camera jitter, some methods failed to retrieve foreground objects, whereas the proposed method still worked since it uses the GMC approach to filter the global motion data. When it comes to shadowy or dynamic background source, some of these methods did not perform well because it is tough to handle backgrounds with ambient variations. The proposed method successfully recovered the foreground details owing to the proposed background model update scheme. However, when the color distance between foreground and background is small, foreground pixels may be eliminated from the segmented clusters since D(P rm ||P b ) < ξ 2 (see Highway for details). Overall, our method achieved better performance both on detection precision and visual effect.
We provide the results of the computing time analysis in Table 1 . In summary, our method stands in a middle position among all the methods. The most time-consuming part of our method is the multi-layer segmentation process, which computes on various levels of wavelet bands through the EM approach. Fortunately, the quantity of data is reduced first since only the extracted motion data are considered as input, which saves a great deal of computing time. Compared with low-computing-cost methods such as PCP and OpticalFlowLS, the proposed method makes a trade-off between precision and running time.
C. VISUAL COMPARISON ON HEVC AND AVC SEQUENCES
In this sub-experiment, we tested our method on eight video samples from HEVC and AVC official test sequences [57] . [25] . (e) Decolor [52] . (f) SC-SOBS [35] . (g) PAWC [36] . (h) MOG [17] . (i) KNN [53] . (j) PCP [21] . (k) OpticalFlowLS [54] .
These sequences include a variety of camera states, such as panning (Flower) and zooming (Party). Fast-and slowmoving objects are included in Stefan and Johnny, respectively. Dynamic background changes are also contained in these sequences, such as those in Flower and Coastguard. Using a procedure similar to that described in Sec. III-B, we compared our method with the other eight methods, and the detection results are shown in Fig. 6 . In general, the proposed method obtained a good result for various characteristics of these sequences. For fast-and slow-moving conditions, most of these methods were able to extract the appropriate object regions, but they sometimes included a few background elements. In addition, some backgroundmodel-based methods produced a ''duplicate objects'' effect for fast-moving objects since the model map of the background is not updated instantaneously, whereas the proposed method only updates the background color histogram and removes cluster pixels belonging to it. From this perspective, the detection accuracy is improved. For global motion, the GMC process shows a significant improvement in filtering the background elements. In summary, the proposed method is able to adaptively remove the background elements from the extracted motion mask, and it is suitable for a variety of video sequences with different characteristics.
D. PERFORMANCE METRICS ANALYSES
This sub-experiment addressed some performance metrics analyses including recall, false positive rate (FPR), VOLUME 5, 2017 Note that F-measure is regarded as an important factor to measure the detection precision compared with the ground truth. Table 2 and 3 show the F-measure scores and Recall factors for the nine detection approaches tested with six sequences respectively. These values were computed as the average value for all the frames in each video clip. We can see that the proposed method achieved a higher score than the other methods among the different test sequences, which indicates that it has a better detection precision.
Another measurement for performance analysis is the ROC curve with its area under the curve (AUC) [58] , [59] . To begin ROC analysis, we define set Te as the set of test examples (detection outputs); Te + and Te − are the positive (foreground) and negative (background) subsets, respectively, of Te. Meanwhile, a score function,ŝ(x), denotes the score function of the sample pixel x. Then, the ranking accuracy is defined as
where δ(·) is the indicator function, and Pos and Neg are the number of positive and negative samples, respectively, in Te. For convenience, the output image data of each detection method are normalized between 0 and 1 and binarized through a threshold ξ , and the score functionŝ(x) is defined aŝ
An ROC curve is obtained from a coverage curve by normalizing the axes to [0, 1] . In general, coverage curves can be rectangular, whereas ROC curves always occupy the unit square, and the area under the ROC curve is the ranking accuracy as defined in (27) . Fig. 7 shows the ROC curves for the detection methods as applied to six test sequences, where Pos and Neg were sampled equally to make the curve occupy a square. Te + and Te − were computed by comparing with the ground truth. As can be seen from Fig. 7 , the AUC of the proposed method is always in a higher-ranking position than the other tested sequences. Hence, it achieves higher classification accuracy on foreground detection.
E. PARAMETERS INFLUENCES ANALYSES
We give the explicit analyses of the experimental parameters and justify to what extend they influence the performance. As depicted in Subsec. III-A, the main parameters which potentially affect the performance are threshold ξ 1 , ξ 2 , ξ 3 and the segmented class numbers k. We use the control variable method to justify their influences separately. Note that ξ 1 is relevant with k in BKCA (alg. 1), we fix ξ 2 = 0.3, ξ 3 = 3, K max = 7 and change ξ 1 from 8 to 26 for the performance evaluation. Four test sequences are included: Flower, Foreman, Johnny, Suzie. and the measured value (e.g., recall, running time) is tested as an average value of the all the processed frames. The segmentation results varying by ξ 1 are displayed in Fig. 8 . We may find that when ξ 1 decreases from 26 to 8, the frame is segmented by an increasing class numbers, and more details of the segmentation are formed. Also, the running time and recall factor measurements are shown in Table. 4. Generally speaking, when ξ 1 is set as a smaller value, the BKCA algorithm generates more segmentation clusters, in which the clusters belonging to the background are removed from the foreground mask. As the increasing class numbers reveals more segmentation details, and thus, background clusters are recognized more accurately. Therefore, it raises up the detecting precision (recall factor). However, the growth of k also brings in the computing complexity, which raises up the running time. Therefore, we set ξ 1 between 11 and 13 to get an acceptable precision together with time complexity. Next, we fix ξ 1 and evaluate the performance of ξ 2 and ξ 3 . Fig. 9 (a) and 9(b) plot the recall curves related with ξ 3 under a series values of ξ 2 and k. It can be seen that when k increases, the recall curve shifts in a slow way gradually. We may also find when ξ 3 reaches beyond 3, the recall factor shows a descended trend since larger ξ 3 causes some foreground pixels are treated as background ones, which would reduce the estimation accuracy of P b (r i ). Fig. 9 (c) and 9(d) show the recall curves related with ξ 2 under a series values of ξ 3 and k. When ξ 2 = 0, no background cluster is removed from the motion mask.
As it increases, some background clusters are eliminated. However, when ξ 2 is larger than 0.3, some foreground clusters are also mis-removed, which causes a dramatic fall of the recall factor. Based on the above discussions, we illustrate that the parameter settings in Subsec. III-A are reasonable.
IV. CONCLUSION
In this paper, we have proposed a flow-process-based method for foreground ROI detection. The method first obtains the MVs from the video sources. Then, MVs belonging to the background are filtered by global motion compensation techniques to get rid of global motion effects. A rough motion mask is shaped from these foreground MVs by a dilation process. Next, our proposed multi-layer object segmentation method operates on the formed motion mask. Last, the background pixels inside the motion mask are removed through a color histogram comparison strategy, and the color distribution model of the background is then updated for the next round of detection. We tested our method on two typical data sets: CDnet and HEVC/AVC official sequences. The experimental results show that the proposed approach has better performance in terms of both running time and detection precision. Furthermore, it is robust to many different video clips. Another important benefit of the proposed scheme is that it can be embedded in video codecs for real-time processing. In further work, some machine learning methods will be included for object recognition inside the motion mask to improve the quality of the detection results. 
