ABSTRACT The online optimal transmission policy and outage performance are investigated for energy harvesting (EH) two-way relay (TWR) networks by exploiting a real-data-driven stochastic EH model. In this network, two solar-powered source nodes are both equipped with finite-sized batteries, and communicate with each other via a relay node. Two energy supply modes are studied for the relay node: fixed power (FP) or solar-powered as an EH node with a finite-sized battery. The long-term outage probability of the TWR network is optimized by adapting the transmission power of all EH nodes to the causal solar EH condition, the fading channel states and the energy storage of their batteries. Thus, the framework is formulated as a Markov decision process (MDP), and the reward function is defined as the complement of the network's conditional outage probability, whose exact closed-form is derived theoretically. Based on the MDP model, the optimal transmission policy and expected outage probability of the network are computed. In the FP relay mode, a two-dimensional (2D) on-off threshold structure of the optimal policy is revealed, and it shows the 2-D zero-action, non-conservative and power-converged properties of the power actions of the two EH source nodes. This special property indicates the transmission interaction between the two EH source nodes. Further, the outage performance limit of the network is found out to be determined by the deficiency probability of network batteries, and it reflects the impact of the EH capabilities of the two source nodes on the network performance. Moreover, in the EH relay mode, a more complicated three-dimensional on-off threshold structure of the optimal policy and the outage performance limit of the network are also derived, reflecting the impact of the EH relay on the network's power allocation and outage performance, respectively. Finally, computer simulations are demonstrated to verify the theoretical analysis.
I. INTRODUCTION
Wireless cooperative communications have been considered as effective techniques to improve system capacity and coverage in communication networks [1] . Regarding with the The associate editor coordinating the review of this manuscript and approving it for publication was Pietro Savazzi.
that cannot be offered by fixed power supply, including self-sustainable capability, reduction of carbon footprint, truly wireless nodes without requiring battery replacement and tethering to electricity grids, easy and fast deployment in any toxic, hostile or inaccessible environments, etc. Thus, it can be expected that EH in wireless networks is gaining more and more popularity in wide practical applications such as remote environmental monitoring, consumer electronics, biomedical implants, wireless sensor networks, Internet of Things (IoT) and green cellular systems [2] , [3] . However, with concern for the randomness and uncertainty of the energy harvested from ambient environments, power allocation and communication performance problems become more complicated and must be seriously studied in EH cooperative networks, since the energy usage over time needs to make a tradeoff between the link performance of each hop and the battery replenishment at each node.
Due to the advantages of high transmission efficiency and low complexity in the wireless cooperative communications [4] , two-way relay (TWR) networks and bi-directional transmissions have been considered as promising solutions for information exchange between two source nodes via relay nodes. More recently, the TWR networks with EH source nodes or relays have attracted much interest in green communications, and using energy harvesting and storage devices is beneficial to prolong the network lifetime. In practical applicationsaTWR networks can be utilized in the peer-to-peer (P2P) and device-to-device (D2D) communications of the green IoT, wireless sensor networks and cellular systems [2] , [3] . However, due to the transmission interaction among the multiple wireless nodes in the EH TWR network, the transmit power allocation at the EH source nodes and relays must be jointly considered and designed so as to optimize the overall network performance. The current research methods for the power allocation designs in the EH communication networks are two-fold: offline and online, depending on whether the knowledge of energy arrival profiles is available non-causally or causally prior to data transmissions [2] . Although the offline power allocation method can be easily realized in the EH TWR network, it is desirable to design the online joint power allocation method based on the harvested energy and channel fading conditions up to the current time for practical applications.
In this paper, we focus on the online power allocation and optimal outage performance of a TWR network with two solar-powered source nodes and one relay node by utilizing a stochastic EH model. In this scenario, two energy supply modes are studied for the relay: fixed power (FP) or solar-powered as an EH node. In order to make the research comply much more with realistic situations for the solar-powered communications, the data-driven stochastic solar EH model in [5] , is utilized to mimic the solar energy arrivals. The EH TWR network aims at optimizing the long-term outage probability by adapting the transmission power of all EH nodes to the causal solar EH condition, the fading channel states and the energy storage of their batteries with finite capacities. In this online optimization problem, the finite battery capacity puts the limitations on how much energy can be harvested or used at the EH nodes during each time period. Furthermore, the coupling of power allocation among the multiple EH nodes and over time induces a great design challenge on the transmission policy. Besides, with concern for the system stochastic states and their probable transitions, it is complicated to compute the network's long-term outage probability and analyze the outage performance limit under the transmission policy.
From the perspective of the dynamic system and efficient control in the cybernetics [6] - [8] , the discussed problem in this paper is basically a kind of optimal control on the resource management in the wireless communication network with stochastic conditions. Thus, this stochastic optimization framework is formulated as a Markov decision process (MDP) with a complicated multi-dimensional action and an infinite-horizon utility. The MDP is a kind of discrete stochastic dynamic programming and its solution methods have good convergency [9] . In this MDP model, the Gaussian mixture hidden Markov chain in [5] , is utilized to mimic the solar EH condition, the battery capacities of the multiple EH nodes are quantized in units of energy quanta, the two fading channels are formulated by a finite-state Markov model [10] , and the MDP action represents the transmission power of the EH nodes. Based on the MDP model, the optimal transmission policy of the network is derived, and then the expected outage probability of the network under the optimal policy is theoretically computed. Further, a two-dimensional (2-D) and a three-dimensional (3-D) on-off threshold structures of the optimal transmission policies are uncovered in the FP and EH relay modes, respectively. In addition, based on the special structures of the optimal policies, the outage performance limits of the network in the two kinds of relay modes are finally found out. The key contributions of this paper are summarized as follows:
• In the MDP model, the reward function is defined as the complement of the conditional outage probability of the network. The conditional outage probability represents the outage probability conditioned on the preset channel fading states and the transmission power values of three EH nodes, and we derive the exact closed-form of the conditional outage probability.
• For the EH TWR network in the FP relay mode, a 2-D on-off threshold structure of the optimal transmission policy is revealed, and it shows the 2-D zero-action, non-conservative and power-converged properties of the power actions of the two EH source nodes. The proposed special structure indicates not only the relationship between the system conditions and the two optimal power values, but also the transmission interaction between the two EH source nodes.
• In addition, the network's outage performance limit in the FP relay mode is found out, in that the expected outage probability of the network under the optimal policy in sufficiently high SNRs is approximated to the 76968 VOLUME 7, 2019 deficiency probability of network batteries. This result reflects the impact of the EH capabilities of the two source nodes on the network performance.
• For the EH TWR network in the EH relay mode, a more complicated 3-D on-off threshold structure is also revealed, which points out the characteristics of the EH relay's power action and the transmission interaction between the relay and the two source nodes. Moreover, the outage performance limit of the network in the EH relay mode is also found out, and it implicates the impact of endowing the relay with the EH capability, as compared with the FP relay. The main contributions in this paper are presented above and the study has important practical implications. The method to compute the optimal transmission policies can be utilized to improve the network performance in practical applications. In addition, the multi-dimensional on-off threshold structures of the optimal transmission policies can help us to design heuristic transmission policies with low complexity, and the results on the network's outage performance limits provide the basic concept for designing the EH communication network.
In the view point of the dynamic system and cybernetics, the system operating framework can be illustrated as Fig. 1 . At the beginning of every transmission period, the control agent collects the state information from the wireless nodes such as the channel fading gains and the available energy amounts of the batteries as well as the causal information of the solar energy arrivals. Then, the control agent estimates the EH state, channel states and battery states, and makes the optimal decision on the transmission power values of the EH nodes. Finally, the decision and control information is immediately sent to the EH nodes. In the real applications, the control agent can be deployed independently or in one of the wireless nodes. The rest of this paper is organized as follows. The literature review is arranged in Section II. Section III introduces the system model of the EH TWR network. The MDP formulation and optimal transmission policy of the network in the FP relay mode are developed in Section IV. Section V reveals the special structural property of the optimal policy and the outage performance limit of the network in the FP relay mode. Section VI computes and analyzes the optimal transmission policy and outage performance limit in the EH relay mode. Simulation results are demonstrated in Section VII.
Notation: Lower boldface letters are used for vectors; N (µ, ρ) denotes a Gaussian distribution with mean µ and variance ρ; max {·} and min {·} represent the maximum and minimum functions, respectively; x y stands for the minimum of x and y − 1.
II. LITERATURE REVIEW
In the literature, the cooperative communications with EH were first investigated in the classic cooperative networks. The authors in [11] , made use of a deterministic EH model and an offline method, wherein the EH information is non-causal and the energy arrival profile is known prior to data transmission, and presented an optimal power allocation method for the EH source and relay nodes. Moreover, the authors in [12] , exploited a stochastic EH model [5] , and an online method, in which the EH information is causal, and proposed an optimal transmission policy for the EH relay by using dynamic programming. In addition, the optimal power allocation methods for two-hop cooperative networks with EH were also seriously discussed. The authors in [13] , analyzed the power allocation for the two-hop network with one EH relay node, while the more complicated two-hop network with two EH relay nodes was studied in [14] . Further, a relay selection scheme for the two-hop network was developed in [15] . Regarding with the complicated channel fading in cooperative communications [16] , [17] , the authors in [18] , studied the bit error rate performance for the EH two-hop network in Nakagami-m fading channels. Besides the deterministic EH model, an online power control algorithm was proposed for the two-hop network without the non-causal energy information in [19] .
Regarding with the EH TWR network, the authors in [20] , developed a generalized iterative directional water-filling algorithm for the power allocation. The energy cooperation between the EH nodes was discussed so as to maximize the throughput for the EH TWR network in [21] . A data-delay limited throughput maximization problem was solved in the EH TWR network by using both offline and online methods in [22] . For the scenario of the EH nodes equipped with multiple antennas in the TWR network, the beamforming schemes of the source and relay were both optimized in [23] , and the energy efficiency optimization of the network was studied in [24] . Further, the authors in [25] , focused on a TWR network, which included multiple pairs of source nodes and one relay equipped with massive antennas, and optimized the network's achievable sum rate. In [26] , the achievable rate region of a TWR network was studied for the case of moving relays with the function of simultaneous wireless information and power transfer (SWIPT). Regarding with the EH TWR network with multiple relays, the authors in [27] , discussed the EH relay selection problem under the assumption of SWIPT and the full-duplex mode. In addition, an adaptive transmission scheme was proposed to allocate transmission power by considering the dynamic process of a relay's harvested radio energy and received data in the TWR network in [28] . VOLUME 7, 2019 By far, most of the research works on the EH TWR network are studied based on the assumption of the deterministic EH models and dedicated wireless power transfer. Unlike the deterministic models and wireless power transfer, the stochastic EH models do not need accurate EH prediction which is nearly impossible to be fully obtained from ambient environments. Although the stochastic EH models are utilized and the online methods are designed to solve the power allocation problem for the EH TWR network in [20] , and [22] , the assumptions of these stochastic models have not been validated for the solar-powered networks. However, the stochastic EH model proposed in [5] , is trained by using a real data record of solar irradiance. This model complies much more with realistic situations for the solar-powered communications and its efficiency has been verified in [5] . In addition, the EH communications have the potential to address the tradeoff between the network lifetime and transmission performance, and thus it is reasonable to metric the network's transmission performance from the perspective of infinite horizon, i.e., the long-term. Therefore, the EH TWR networks need to be investigated based on the data-driven stochastic EH model with the goal of optimizing the long-term transmission performance.
Although we have studied the EH TWR networks in our present literature [29] , [30] , the system models of these works were relatively simple and only one EH node was considered. In this paper, the wireless nodes in the TWR network are all solar-powered and their power values are jointly optimized. Besides, in the viewpoint of the analysis results, the diversity order of the network was proposed in [30] , and a saturation property of the network's outage probability was presented in [29] . However, in this paper, the multi-dimensional on-off threshold structures of the optimal policies are proposed to indicate the transmission interaction among the multiple EH nodes in the TWR network. To the best of our knowledge, few studies have discussed the coupling properties of online power allocation among the multiple EH nodes in the TWR network. In addition, the network's outage performance limits are found out to be determined by the deficiency probabilities of network batteries, rather than the battery empty probability of each EH node.
III. STOCHASTIC EH TWO-WAY RELAY NETWORKS
An EH TWR network is considered in Fig. 2 , where two EH source nodes, S 1 and S 2 , exchange information simultaneously under the help of a relay node, R. In the network, each source node can only harvest energy from the solar and store the harvested energy in its own rechargeable and finite-sized battery to fulfill the forthcoming communications. However, the relay node works in one of the two energy supply modes, i.e., the FP mode and the EH mode. In the FP mode, the relay is supplied with the fixed power such as power grid, and thus it is assumed that the relay's transmission power is constant during the data transmissions. In the EH mode, R is solar-powered and equipped with a finite-sized battery just like the two source nodes. In the network, each wireless node is equipped with a single antenna and operates in a half-duplex mode. It is assumed that the wireless channels are reciprocal, quasi-static and Rayleigh flat fading, and thus the two channel gains γ 1 and γ 2 are independent and exponentially distributed with mean θ .
An N e -state stochastic EH model in [5] , is utilized to mimic the dynamic of the solar EH conditions. This EH model is a Gaussian mixture hidden Markov model, and its underlying parameters are trained by using the solar irradiance data collected by a solar site. If the solar EH condition is at the state e ∈ {0, 1, · · · , N e − 1} in the EH model, the harvested solar power value per unit area, P h , is a random variable with Gaussian distribution N (µ e , ρ e ). Thus, different solar EH states stand for different solar irradiance intensities. In the solar EH system, the harvested solar energy during one energy management period T M can be computed as E h = P h T M η, where denotes the solar panel area size and η represents the energy conversion efficiency. Further, a quantization model is utilized in the energy management, which means the harvested energy in one T M is first quantized in units of E U and then stored in the batteries for data transmissions.
In order to fulfill the bi-directional information exchange efficiently, the considered TWR network makes use of a two-phase transmission protocol, which is composed of a multiple access (MA) phase and a broadcast (BC) phase, and the time durations of the two phases are identical [4] . The relay exploits the decode-and-forward (DF) protocol to help the source nodes fulfill the information exchange. In the transmission protocol, the achievable data rate from one source node to the other cannot be larger than the minimum of the two mutual information of the two transmission phases, and the achievable rates must satisfy a sum-rate constraint due to decoding two received signals simultaneously in the MA phase [4] , [31] . Therefore, the following information outage events can be defined:
1 Since the optimal transmission power control of the multiple EH nodes and the interaction among their transmissions are the main research focuses in this paper, the other kinds of power consumption at the EH nodes such as circuit power consumption are neglected for simplicity.
where P 1 , P 2 and P r represent the transmission power values of S 1 , S 2 and R, respectively, N 0 denotes the additive white Gaussian noise (AWGN) power value at each node, and R th1 and R th2 are the target rates for S 1 and S 2 , respectively. In the TWR network, the information outage takes place if any of the three outage events in (1)-(3) occurs. As a result, the outage probability of the TWR network with the DF protocol is defined as
IV. MARKOV DECISION PROCESS IN FP RELAY MODE
In the EH TWR network under the FP relay mode, the transmission power of the two EH source nodes is related with a couple of dynamic factors, including the solar irradiance and EH condition, the finite battery capacities, and the channel fading among the three nodes. In order to compute the optimal transmission policy of the two EH source nodes, the design framework is formulated as an MDP by considering the network's dynamic conditions and with the goal of minimizing the network's long-term outage probability. The transmission policy of the MDP is managed in the time scale of T M , and the main components in the MDP consist of states, actions, reward functions, etc., which are elaborated as follows.
A. TRANSMISSION POWER ACTION OF TWO EH SOURCE NODES
Let A = A 1 × A 2 be a two-tuple action space of the transmission power of two EH source nodes, where × denotes the Cartesian product,
represent the power action sets of S 1 and S 2 , respectively. Let P U be the basic transmission power level of the EH nodes, corresponding to one unit of the energy quantum
2 during a half policy management period. If the action a = (a 1 , a 2 ) ∈ A is taken, the transmission power values of S 1 and S 2 during one policy period are set as P 1 = a 1 P U and P 2 = a 2 P U , respectively.
stand for the channel state sets of the S 1 -R link and S 2 -R link, respectively, and B 1 = {0, 1, · · · , N b − 1} and B 2 = {0, 1, · · · , N b − 1} denote the finite battery state sets for S 1 and S 2 , respectively. Thus, the system stochastic state in the MDP can be defined as a random vector s = (e, h, g, b 1 , b 2 ) ∈ S. The system state value remains steady during one policy period T M , and it transitions from one to another in two consecutive periods.
The solar EH state e ∈ E H is defined as the state index in the stochastic EH model, and the dynamic of the EH states is described by the state transition probabilities P e |e , ∀e, e ∈ E H [5] .
The two battery states represent the available amounts of energy quanta in the batteries of the two source nodes, respectively. If the i th source node is at the battery state b i ∈ B i , where i ∈ I = {1, 2}, the available energy in its battery is b i E U . The harvest-store-use model in [32] , is exploited for the energy management, and it means that the energy harvested in the current policy period is first stored in the battery, and then consumed for the data transmission in the next policy period. Moreover, the harvested energy quanta are discarded when the battery is full due to its finite capacity. Therefore, the battery state transition relationship from the current state b i to the next state b i for S i can be given by
where a i stands for the power action of S i and it is constrained to the current battery state, i.e., a i ≤ b i , and q i represents the number of the harvested energy quanta in the current policy period. In addition, from (5), the battery state transition probability of S i at the EH state e with respect to the power action a i is denoted as P a i b i |b i , e [5] .
Except for the solar EH state and battery states, the wireless channel variation from one level to another is formulated by a finite-state Markov chain [10] . Based on a finite number of thresholds, given by = 0 = 0 , 1 , · · · , N c = ∞ , the instantaneous channel gains, γ 1 and γ 2 , are quantized into N c levels. If the channel state is equal to h, for h ∈ C i , the corresponding channel gain belongs to the h th channel interval [ h , h+1 ). Moreover, the channel state transition probabilities P h |h , where i ∈ {1, 2}, are defined in [10] .
In the MDP, the next state s = e , h , g , b 1 , b 2 ∈ S transitioned from the current state s = (e, h, g, b 1 , b 2 ) ∈ S with respect to the power action a = (a 1 , a 2 ) ∈ A can be denoted as s | s,a . Since the solar irradiance and the wireless fading channels are independent with each other, the system state transition probability is computed as
The reward function in the MDP is defined as the complement of the outage probability of the EH TWR network conditioned on a power action and a system state. Due to the fact that the conditional outage probability is independent of the battery state and the solar state, the reward function at the system state s = (e, h, g, b 1 , b 2 ) ∈ S with respect to the power action a = (a 1 , a 2 ) ∈ A can be expressed as
where the conditional outage probability of the considered TWR network is calculated as follows.
Proposition 1:
The power values of the two source nodes and the relay node in the TWR network are set as P 1 = a 1 P U , VOLUME 7, 2019 P 2 = a 2 P U and P r = a r P U , respectively, where a 1 , a 2 and a r are all non-negative integers. When at least one of the three nodes in the network keeps silent, i.e., min {a 1 , a 2 , a r } = 0, the network is in outage, i.e., P out = 1. When all of the three nodes perform transmission, i.e., min {a 1 , a 2 , a r } > 0, the outage probability of the network conditioned on the two channel states h ∈ C 1 , g ∈ C 2 and the target rate pair (R th1 , R th2 ) is computed as the following cases:
• Case 1, γ th1 ≥ h+1 or γ th2 ≥ g+1 : P out = 1 • Case 2, γ th1 < h+1 and γ th2 < g+1 :
, g , and the term T is calculated by (8) , as shown at the bottom of this page. Specifically, when the SNR value is sufficiently high, the conditional outage probability of the network with min {a 1 , a 2 , a r } > 0 approaches zero, i.e., lim
Proof: See Appendix A for details.
D. OPTIMIZATION OF TRANSMISSION POLICY
The policy π (s) : S → A is defined as the power action that indicates the transmission power of two EH source nodes with respect to a given system state. The objective of the MDP is to find the optimal policy π * that maximizes the expected long-term total discounted reward, named the policy value, as follows [9] .
where s 0 is the initial state, E π {·} denotes the expected value conditioned on the policy π , and 0 ≤ λ < 1 is a discount factor. Moreover, the optimal policy π * for maximizing the policy value in (9) can be found through the Bellman equation
In addition, the Bellman equation can be efficiently solved by executing the well-known value iterations [9] :
where i is the iteration number. The value iteration algorithm alternates until a stopping criterion,
For the purpose of simple notations, the summation term
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where E {·} stands for the expected value, and s | s,a represents the state s which transitions from the state s with respect to the action a. Therefore, from (11) and (13), the value difference of the state s under the two different actions a and a in the iteration i + 1 can be denoted as
Except for the expected long-term total discounted reward in (9), the long-term average reward can be also adopted as the utility in the MDP [9] . It has been demonstrated that the long-term average reward can be closely approximately optimized by using the optimal policy for the expected total discounted reward when λ approaches 1 in [5] and [29] .
E. COMPUTATIONAL COMPLEXITY AND IMPLEMENTATION
The computational complexity for the value iteration algorithm, in terms of the required number of multiplications for all system states per iteration in (11), can be calculated as
Therefore, the computational complexity of the proposed online algorithm is related with the number of the system states and power actions in the transmission policy. Besides, in the literature [20] , and [22] , the computational complexity of the online algorithms for the EH TWR networks can be computed from the perspective of the number of value updates in each value iteration step. In our proposed online algorithm for the EH TWR network in the FP mode, each value iteration in (11) and (12) requires N 2 b value updates, where N b represents the size of each EH node's power action set. Therefore, the computational complexity of our online algorithm can be also denoted as O N 2 b , which is equivalent to that of the online methods in [20] , and [22] .
In real applications, our proposed online method based on the MDP has high efficiency. The value iterations in the MDP can be pre-executed and the optimal transmission policy can be pre-computed offline and stored in the memory. During data transmissions, as in Fig.1 , the network needs to obtain the system state information so as to determine the optimal power values by exploiting the look-up table method at the beginning of every transmission period. Therefore, the required online computation in our method is to estimate the solar EH state based on the causal energy arrival information, which has the complexity of O N 2 e [5] .
F. COMPUTATION OF EXPECTED OUTAGE PROBABILITY
From the reward function's definition in (7), the expected outage probability of the EH TWR network conditioned on the optimal policy π * is computed as follows
whereR π * represents the expected reward with respect to π * in the MDP. Further, the expected reward can be expressed as
where P π * (s) represents the steady state probability for the state s with respect to π * . Since the states of the Markov chain are assumed to be recurrent, the occurrence probability of s for the fixed policy π * after a long run time is equal to the steady state probability P π * (s), and thus it can be derived based on the state transition probability in (6) under π * by exploiting the balance equation [5] .
V. STRUCTURAL PROPERTY OF OPTIMAL POLICY AND OUTAGE PERFORMANCE IN FP RELAY MODE
Based on the MDP formulation and the transmission policy optimization of the EH TWR network in the FP relay mode, the structural properties of the optimal policy π * in the MDP are discussed, so as to provide useful insights to the form of π * and the network's transmission performance in this section. Lemma 1: For any fixed system state s = (e, h, g, b 1 > 0, b 2 ) ∈ S with the non-zero battery state b 1 in the i th (i ≥ 1) value iteration, the state value is non-decreasing in b 1 , and the difference of the state values under two adjacent values of b 1 is non-negative and less than one, i.e., 1 >
Similarly, for any fixed system state s = (e, h, g, b 1 , b 2 > 0) ∈ S with the non-zero battery state b 2 , the monotonic and limited difference structure also holds for b 2 . Further, for any fixed system state s = (e, h, g, b 1 > 0, b 2 > 0) ∈ S with the non-zero b 1 and b 2 , the above special structure also holds for b 1 and b 2 jointly, i.e., 1
Proof: See Appendix B for details. This monotonic and limited difference structure with two dimensions points out the relationship between the expected total discounted reward and the two battery states. In this special structure, the outage performance is better when there is more energy in any of the two batteries, and the improvement of the state value caused by increasing the energy in any of the two batteries is limited. To get further insights to the optimal policy's properties, the relationship between the optimal action and the system state is investigated as follows.
Lemma 2: For any fixed system state s = (e, h, g, b 1 , b 2 ) ∈ S with the zero battery states, i.e., min {b 1 , b 2 } = 0, the optimal power actions of the two EH source nodes are both equal to zero, i.e., a * = (0, 0). Proof: See Appendix C for details. From the battery state transition relationship in (5), it is directly found out that the EH node S i can only keep silent when its battery is empty, i.e., a * i = 0 when b i = 0. Further, Lemma 2 reveals the 2-D zero-action property of the optimal policy π * , and it implicates that one EH source node with the non-empty battery would not waste energy for data transmissions if the other EH source node keeps silent. Based on Lemma 2, a more complicated structural property of the optimal policy is found out as follows.
Theorem 1: The proposed optimal transmission policy of the EH TWR network under the FP relay mode in sufficiently high SNRs, denoted as π * ∞ , has a 2-D on-off threshold structure as follows 
where S 0 = {s = (e, h, g, b 1 , b 2 ) ∈ S| min {b 1 , b 2 } = 0} and S + = {s = (e, h, g, b 1 , b 2 ) ∈ S| min {b 1 , b 2 } > 0} represent the system state subspaces with zero and non-zero battery states in the FP relay mode, respectively. Proof: See Appendix D for details. In fact, if the batteries of the two EH source nodes are both non-empty, they can keep silent so as to reserve the energy for the following data transmissions. However, besides the 2-D zero-action property, Theorem 1 uncovers the 2-D non-conservative and power-converged properties of π * ∞ , in that the two source nodes with non-empty batteries both perform transmissions and their optimal power values both converge to the basic power value in sufficiently high SNRs.
In addition, Fig. 3 illustrates the 2-D battery-state plane and the 2-D on-off threshold structure of the optimal policy in Theorem 1. The red and blue zones in the 2-D battery-state plane represent the zero and non-zero battery states, respectively. According to Theorem 1, in sufficiently high SNRs, the zero power action (0, 0) and the basic power action (1, 1) specify the optimal actions of the system states associated with the red and blue zones of the 2-D battery-state plane, respectively. Therefore, the proposed 2-D on-off threshold structure indicates not only the relationship between the system conditions and the two optimal power values, but also the transmission interaction between the two EH source nodes.
Definition 1 (Deficiency Probability of Network Batteries):
It is the steady state probability when there exists at least one empty battery in the network under the policy π, denoted as P π {s ∈ S 0 }.
Theorem 2: The expected outage probability of the EH TWR network under the proposed optimal policy π * in sufficiently high SNRs is approximated to the deficiency probability of network batteries P π * ∞ {s ∈ S 0 }. Proof: In the EH TWR network with the FP relay mode, due to the fact that S + S 0 = S and S + S 0 = ∅ defined in (18) , the expected reward under π * in (17) is rewritten as
According to the 2-D on-off threshold structure of π * in Theorem 1, the optimal action a * for s ∈ S 0 is equal to the zero power action (0, 0), while a * for s ∈ S + converges to the basic power action (1, 1) in sufficiently high SNR regimes. Moreover, by applying Proposition 1 and (7), the rewards under the actions (0, 0) and (1, 1) are equal to 0 and 1 in sufficiently high SNRs, respectively. Thus, the expected outage probability in sufficiently high SNRs is expressed as
Since P π * ∞ {s ∈ S 0 } represents the energy deficiency condition of the batteries of the two EH source nodes in the network, Theorem 2 reveals the impact of the EH capabilities, the battery capacities and the energy consumption of the two EH nodes on the network's outage performance limit. Since the optimal policy π * ∞ , which shows the energy consumption and power allocation scheme, has been explicated in Theorem 1, the outage performance limit of the EH TWR network under π * ∞ is affected by the EH capabilities and the battery capacities, which are related to the values of , E U and N b . Therefore, the results in Theorem 1 and Theorem 2 can help us not only capture the impact of the two stochastic EH source nodes on the network's transmission performance, but also provide the basic concept for designing the network.
VI. OPTIMAL TRANSMISSION POLICY IN EH RELAY MODE
In the previous sections, the MDP model of the considered EH TWR network in the FP relay mode is formulated, and then the network's optimal transmission policy and outage performance are analyzed. As an extension, the optimal policy of the network in the EH relay mode is investigated based on the previous results.
A. MARKOV DECISION PROCESS IN EH RELAY MODE
The main difference between the two MDP models in the FP and EH relay modes is that the EH relay's battery state and power action are both considered in the MDP model under the EH relay mode.
The action space of the MDP in the EH relay mode is defined as a three-tuple spaceÂ = A 1 × A 2 × A r , where A r represents the power action set of the EH relay. In addition, the state space of the new MDP is denoted as a six-tuple spacê = (e, h, g, b 1 , b 2 , b r ) ∈ S under the power action a = (a 1 , a 2 , a r ) ∈Â is denoted as s | s,a , and the state transition probability can be also computed as (6) , where I = {1, 2, r}. Moreover, the reward function at the state s = (e, h, g, b 1 , b 2 , b r ) ∈Ŝ with respect to the action a = (a 1 , a 2 , a r ) ∈Â is defined aŝ g, a 1 , a 2 , a r ) , (21) where the conditional outage probability P out (h,g,a 1 ,a 2 ,a r ) can be also calculated from Proposition 1. Further, the policŷ π (s) :Ŝ →Â is defined as the power action that indicates the transmission power of the two source nodes and relay node with respect to a given system state, and it is also optimized to maximize the expected long-term total discounted reward in (9) . Similarly to the MDP in the FP relay mode, the optimal policyπ * can be found through the Bellman equation in (10) , and the expected outage probability of the network underπ * can be computed as (16) .
B. STRUCTURAL PROPERTY OF OPTIMAL POLICY AND OUTAGE PERFORMANCE IN EH RELAY MODE
Based on the MDP formulation and the optimal transmission policy of the network in the EH relay mode, the special structural property of the optimal policy and the network's outage performance are investigated as follows.
Theorem 3: The proposed optimal transmission policy of the EH TWR network under the EH relay mode in sufficiently high SNRs, denoted asπ * ∞ , has a 3-D on-off threshold structure asπ * ∞ : a * = (0, 0, 0), when s ∈Ŝ 0 ; a * = (1, 1, 1), when s ∈Ŝ + ;
represent the system state subspaces with zero and non-zero battery states in the EH relay mode, respectively. Proof: See Appendix E for details. Since the EH relay is introduced to the network in the EH relay mode compared with the FP relay mode, the extra uncertainty and random factors, i.e., the EH relay's power action and battery condition, influence the transmission power values of all EH nodes. Thus, they must be considered in the network's transmission policy. In Theorem 3, the proposed 3-D on-off threshold structure ofπ * ∞ indicates that the EH relay can keep silent and fulfill the non-conservative and power-converged transmissions interactively with the two EH source nodes.
Similarly to Theorem 2, the outage performance limit of the considered network in the EH relay mode can be deduced based on the proposed 3-D on-off threshold structure of the optimal policy, and it shows that the extreme value of the expected outage probability of the network is approximated to the deficiency probability of network batteries under the optimal policy in sufficiently high SNRs, i.e., lim
out,π * = Pπ * ∞ s ∈Ŝ 0 . For simplicity, the deficiency probabilities of network batteries P π s ∈Ŝ 0 can be rewritten as P π {b 1 = 0 ∪ b 2 = 0 ∪ b r = 0}. Since the multiple EH nodes share the same EH model and EH state and they fulfill the information exchange interactively, the empty probability of the EH relay's battery P π {b r = 0} is related with the deficiency probability of the two source nodes' batteries P π {b 1 = 0 ∪ b 2 = 0}, and thus the inequality
holds. Further, the probability P π {b r = 0} is due to the energy uncertainty introduced by the EH relay, and it directly affects the network's transmission performance. Therefore, the outage performance limit of the network in the EH relay mode can be improved to approach that in the FP relay mode, by enhancing the EH relay's energy harvesting and storage capabilities and reducing P π {b r = 0}.
VII. SIMULATION RESULTS
In this section, the long-term outage probabilities of the EH TWR network in the two kinds of modes based on the stochastic EH model in [5] , are evaluated by the Monte-Carlo method and computer simulations. Since the transmission power of the EH nodes is related with the solar irradiance, a normalized SNR is defined with respect to the transmission power of 1mW in the simulations. For each SNR value, the reward function and the state transition probability in the MDP are calculated, and then the Bellman equation is solved to obtain the optimal policy, based on which the long-term outage probability of the network is derived. Main simulation parameters are listed in Table 1 , and the distances among the wireless nodes and the large-scale path loss in the network are neglected, except as otherwise stated. Fig. 4 demonstrates the outage probabilities of the TWR network for different power actions of the three wireless nodes. The analysis results are the expected values of the conditional outage probabilities with respect to the two channel states, which are calculated according to Proposition 1, while the simulation results are computed using the Monte-Carlo method. It can be observed that the analysis and simulation curves match very well under the same values of a 1 , a 2 and a r , and the higher power values achieve better outage performance. Therefore, the accuracy and effectiveness of the computation of the reward function in the MDP are validated. Fig. 5 illustrates the expected values of the optimal power actions of the source node S 1 and the relay R in the considered EH TWR network. After the optimal policy π * is obtained, the expected values of a * 1 and a * r are calculated with respect VOLUME 7, 2019 r in the EH relay mode when the SNR value is 40dB. It can be seen that a * 1 is equal to zero under the condition of the zero battery states, i.e., min {b 1 , b 2 } = 0, at both low and high SNRs. When the SNR value is set as 40dB, the expected values of a * 1 are all nearly approximated to one in the case of the non-zero battery states, i.e., min {b 1 , b 2 } > 0. Since the performance trends of the optimal power actions of the two source nodes are identical, the 2-D zero-action and power-converged properties of π * in Lemma 2 and Theorem 1 are definitely verified. Further, it can be also found that a * r is equal to zero under the condition of min {b 1 , b 2 , b r } = 0, and converges to the basic power action in the case of min {b 1 , b 2 , b r } > 0 in sufficiently high SNR. Therefore, the similar properties of a * r in the 3-D on-off threshold structure of the optimal policy in Theorem 3 are also demonstrated. Fig. 6 exhibits the occurrence probabilities of the optimal power actions of S 1 and R in the EH TWR network under the optimal policy π * at low, moderate and high normalized SNR values. The occurrence probability of each optimal action value is calculated as the number proportion of the optimal action value within all the possible system states conditioned on the non-zero battery states. In Fig. 6(a) SNRs is non-zero and converges to the basic power action in the FP relay mode. The performance trends of the optimal power actions of the two source nodes are identical, and thus the 2-D non-conservative and power-converged properties of the optimal policy in Theorem 1 are verified. In Fig. 6(b) , the occurrence probabilities of a * r in the EH relay mode are shown, and the similar performance trend is observed due to the 3-D on-off threshold structure of the optimal policy in Theorem 3. Fig. 7 shows the occurrence probabilities of the optimal power actions of S 1 for different locations of the relay R in the EH TWR network under the FP relay mode, at low, moderate and high normalized SNR values. The occurrence probability of each optimal action value is calculated with the same method in Fig. 6 . It assumes that R is located in the straight line between the two source nodes, and the distance between S 1 and S 2 is set as D S = 50m. Thus, the distances of the S 1 -R link and S 2 -R link, denoted as
Further, for simplicity, the large-scale path loss values of the S 1 -R link and S 2 -R link, denoted as P L 1 and P L 2 , are taken proportional to d 2
By taking into account P L 1 and P L 2 , the conditional outage probability and the reward function in (7) can be calculated based on the relay's location, and then the corresponding optimal transmission policy π * of the network can be derived. In Fig. 7(a) and Fig. 7(b) , the distance d S 1 R is set as 0.1 * D S and 0.5 * D S , respectively. Although the relay's locations are different in these two subfigures, the nonconservative and power-converged properties of the optimal action a * 1 in sufficiently high SNRs can be found in both of them. However, the occurrence probabilities of a * 1 = 0 and a * 1 > 2 in Fig. 7 (b) are bigger than those in Fig. 7 (a) at low and moderate SNRs. Since R is located much farther to S 1 and the distance d S 1 R is larger in Fig. 7(b) , the EH source node S 1 is prone to transmit the signal with more power in each transmission period so as to compensate the larger path loss. Consequently, the occurrence probability when S 1 keeps silent gets bigger due to the limitation of the harvested energy at the node. wireless channels are taken into account in the computations of the reward function and the optimal policy as Fig. 7 , and thus the long-term outage probabilities of the network can be calculated based on D S . In the figure, it can be seen that the long-term outage probabilities in sufficiently high SNRs converge to the outage performance limit P π * ∞ {s ∈ S 0 }, i.e., the deficiency probability of network batteries under the optimal policy π * ∞ , according to Theorem 2. Since the EH capabilities of the source nodes can be enhanced when gets bigger, P π * ∞ {s ∈ S 0 } is reduced. Thus, the outage performance limit is improved by enlarging . Moreover, when P U is reduced, there are more energy quanta stored in the batteries under the same harvested energy, thereby lowering the outage performance limit. When D S and the path loss are considered, in order to compensate the path loss and obtain the comparative transmission performance, the EH nodes need to enlarge the values of and P U so as to harvest more energy and transmit the signal with more power in each transmission period. Further, if the distance between S 1 and S 2 becomes bigger, the network's long-term outage performance deteriorates under the fixed values of and P U . Fig. 9 compares the long-term outage performance of the EH TWR network in the FP relay mode under the proposed optimal policy and other online transmission policies. Although there has been no literature work that provides the online power allocation methods for the multiple EH nodes in the TWR network with the data-driven stochastic EH model in [5] , we refer to the online methods in the related works on the EH cooperative communications. These compared online policies are describe as follows.
2D On-Off Mini. Policy: This is a heuristic online method derived from the 2-D on-off threshold structure of our proposed optimal policy in Theorem 1. In this policy, the two EH source nodes both keep silent when min (b 1 , b 2 ) = 0 during one policy period, while they both utilize the lowest power, i.e., the basic transmission power P U , when min (b 1 , b 2 ) > 0.
2D On-Off Maxi. Policy:
This online policy is derived from the naive policy or greedy policy in [34] . It is similar with the 2D On-Off Mini. Policy, except that the two EH nodes both consume the largest available energy in their batteries if min (b 1 , b 2 ) > 0.
Power Halving Policy: As referring to [19] , in this online method, the two EH source nodes utilize the half of the available energy in their batteries, while they both keep silent when min (b 1 , b 2 
Harvesting Rate (HR) Dynamic Policy: Similarly to the HR scheme in [34] , in each transmission period, the power actions of the two EH source nodes are limited to the minimum values of their corresponding battery states and the average amount of energy quanta harvested during one period T M , and they are determined to minimize the network's outage probability based on the instantaneous channel fading conditions.
It is obvious that the long-term outage performance associated with our proposed optimal policy is superior to those under the compared online policies. This is because the compared policies have no knowledge on the stochastic EH information or channel fading conditions to determine the optimal transmission power. Further, based on the fact that the SNR value and the probability P π {s ∈ S 0 } dominate the network's outage performance in low SNR regimes and high SNR regimes, respectively, the performance trends of these policies can be explained as follows. The 2D On-Off Mini. Policy utilizes the lowest transmission power and obtains the lowest values of SNR, and thus it achieves the worst outage performance in low SNR regimes. Due to the 2-D power-converged property of the optimal policy in Theorem 1, the performance curve of the 2D On-Off Mini. Policy is approximated to that of the proposed optimal policy in sufficiently high SNRs. Since the 2D On-Off Maxi. Policy consumes the most energy and obtains the highest P π {s ∈ S 0 }, its outage performance is the worst in high SNRs. The outage performance curve of the network under the Power Halving Policy lies between those under the 2D On-Off Mini. and 2D On-Off Maxi. polices. In the low and medium SNR regimes, the performance curve of the HR Dynamic Policy approaches to that of the optimal policy closely, and yields a performance gain compared to the other online methods. This gain is caused by the more efficient usage of the harvested energy in the HR Dynamic Policy, by taking into account the average EH rate and the instantaneous channel fading conditions. Fig. 10 compares the long-term outage probabilities of the EH TWR network in the EH and FP relay modes under the proposed optimal transmission policy. In the FP relay mode, the numbers of the channel states and battery states in the MDP are set as N c = 4 and N b = 4, respectively, which are identical with those in the EH relay mode. It can be observed that the long-term outage probabilities in the EH relay mode in sufficiently high SNR regimes converge to the deficiency probability of network batteries Pπ * and the network's outage performance limit in the EH relay mode is inferior to that in the FP relay mode. This is because the EH relay is introduced in the network under the EH relay mode, and thus the probability Pπ * ∞ s ∈Ŝ 0 is higher than that in the FP relay mode. When the solar panel area size of the EH relay, i.e., R , is enlarged, the probability Pπ * ∞ s ∈Ŝ 0 can be further reduced. In this way, the outage performance limit of the network in the EH relay mode can be improved and get close to that in the FP relay mode. Fig. 10 also compares the network's outage performance in the EH relay mode among different transmission policies. Similarly to the FP relay mode, the 3D On-Off Mini. Policy in the EH relay mode can be defined asπ min on-off : a = (0, 0, 0), when s ∈Ŝ 0 ; a = (1, 1, 1), when s ∈Ŝ + . The 3D On-Off Maxi. Policy is defined asπ max on-off : a = (0, 0, 0), when s ∈Ŝ 0 ; a = (b 1 , b 2 , b r ), when s ∈Ŝ + . It can be seen that the outage performance under the optimal policy is superior to those associated with these two naive compared policies, and the similar performance trend between the optimal policy and the compared policies can be found in the EH relay mode.
VIII. CONCLUSIONS AND FUTURE RESEARCH DIRECTIONS
In this paper, the optimal transmission policies were analyzed for the EH TWR network in two energy supply modes, namely the FP and EH relay modes, based on an MDP design framework. Moreover, the 2-D and 3-D on-off threshold structures of the optimal policies were uncovered for the FP and EH relay modes, respectively. In addition, the expected outage probability of the network was computed and the outage performance was uncovered to be limited to the deficiency probability of network batteries. Finally, the developed results were validated through extensive computer simulations.
In this research, we investigated the optimal transmission policy by utilizing the MDP for the EH TWR network with a multi-dimensional action. Besides, we also provided the method to analyze the properties of the network's optimal policy and transmission performance. In the future, based on this paper, the research works of the online approaches on the EH TWR network can be carried out in the following directions. First, since imperfect knowledge on the EH status and channel fading condition will degrade the network's achievable performance, robust designs are required to deal with these possible imperfections. Second, besides the transmission power consumption, the other kinds of power consumption at the EH nodes should be also considered such as circuit power consumption. Further, the test beds of the solar-powered TWR network are needed to be established so as to verify the efficiency of the online approaches.
APPENDIX A PROOF OF PROPOSITION 1
Unlike Proposition 1 in [29] , the conditional outage probability of the TWR network in this paper is a function of three power values. According to the outage probability definition of the TWR network with the DF protocol in (4), the conditional outage probability is expressed as
If min {a 1 , a 2 , a r } = 0, at least one of the three outage events in (1)-(3) occurs, and thus P out = 1. If min {a 1 , a 2 , a r } > 0, the three outage events can be rewritten as
Substituting the above three events into (23) yields (24) where γ th1 = max {γ th1 ,γ th4 } and γ th2 = max {γ th2 ,γ th3 }. Since the two channel states are independent, P out is reformulated as (25) , as shown at the top of the next page.
Consequently, the conditional outage probability can be computed by discussing the relationship between the channel power thresholds and the channel quantization thresholds in the following cases:
• Case 1: γ th1 ≥ h+1 or γ th2 ≥ g+1 From (25) , it is straightforward to derive P out = 1.
• Case 2: γ th1 < h+1 and γ th2 < g+1 The conditional outage probability in (25) can be explicitly calculated as (26) , as shown at the top of the next page. VOLUME 7, 2019
where
Further, the term T implicitly indicates the intersection of the three inequalities associated with the channel gains, and it can be calculated by discussing the relationship among α, β, and the channel quantization thresholds as the following six subcases:
• Subcase 2-1, ≥ h+1 a 1 + g+1 a 2 :
• Subcase 2-2, ≤ αa 1 + βa 2 :
This condition means there is no intersection among the inequalities, and thus T = 0.
• Subcase 2-3,
In this condition, T is calculated by the following integral
Further, the integral is computed and T is explicitly expressed as and in the cases of a 1 = a 2 and a 1 = a 2 , respectively.
• Subcase 2-4, βa 2 + h+1 a 1 < < αa 1 + g+1 a 2 :
Moreover, T is explicitly expressed as and if a 1 = a 2 and a 1 = a 2 , respectively.
• Subcase 2-5, αa 1 + g+1 a 2 < < βa 2 + h+1 a 1 :
Moreover, T is explicitly expressed as (8-7) and if a 1 = a 2 and a 1 = a 2 , respectively.
• Subcase 2-6, max αa 1 + g+1 a 2 , βa 2 + h+1 a 1 ≤ < h+1 a 1 + g+1 a 2 :
Moreover, T is explicitly expressed as (8-9) and (8) (9) (10) if a 1 = a 2 and a 1 = a 2 , respectively. Specifically, when the SNR value is sufficiently high, i.e., N 0 approaches zero, γ th1 , γ th2 and all approach zero, and thus the conditional outage probability of the network with min {a 1 , a 2 , a r } > 0 is approximated to zero, i.e., lim
Therefore, we complete the proof of Proposition 1.
APPENDIX B PROOF OF LEMMA 1
Based on the battery states, the monotonic and limited difference structure is proved for three cases as follows:
For the first two cases, this special structure is only related with one single battery state, and thus the detailed proof is identical to Lemma 1 in [29] . In Case 3, both of the two battery sates are non-zero, and we prove the special structure by using the induction method in the following three steps. In the detailed proof, the two system states, in which the two battery states are both adjacent, are defined as s = (e, h, g,
Step 1: With the assumption that the initial condition V (0) (s) = 0, ∀s ∈ S, the state value of the 1 st iteration in (11) is written as
Moreover, since the outage probability is non-increasing in the transmission power values of source nodes and its value ranges from 0 to 1, we have 1 > P out h, g,ã − P out (h, g, a) ≥ 0 whereã = (b 1 −1, b 2 −1) and a = (b 1 , b 2 ), and thus the following inequality holds
Form (33), (34) and the value iteration algorithm in (12) , it is deduced that 1 > V (1) (s)−V (1) s ≥ 0.
Step 2: We assume the inequality 1 (11) and (13) , the value difference between the states s ands under these two actions in iteration k + 1 can be expressed as V where s | s,a = e , h , g , b 1 −a 1 +q 1 N b , b 2 −a 2 +q 2 N b ,  s |s ,ã = e , h , g , b 1 −1−a 1 +q 1 N b , b 2 −1−a 2 +q 2 N b , and the two battery states of s | s,a ands |s ,ã are both adjacent. Hence, due to the assumption, it is obtained that
are adopted in the states s ands, respectively, i.e., the total battery energy is consumed, the value difference between the two states is expressed as
where s | s,a =s |s
Step 1, the following inequality also holds 
Step 3: Based on the results of Step1 and Step2, it can be deduced that 1 > V (i) (s) − V (i) s ≥ 0, ∀i, by using the induction method.
Thus, we complete the proof of Lemma 1.
APPENDIX C PROOF OF LEMMA 2
By considering the different values of the battery states b 1 and b 2 , the proof of this theorem can be divided into three cases as follows.
• Case 1:
According to the power action's constraint in (5), the power action a = (0, 0) is the only choice in this case.
• Case 2: b 1 = 0, b 2 > 0 From (5), we have a 1 = 0. Since the reward functions of the state s with respect to the actions a = (0, 0) and a = (0,ã 2 > 0) are both equal to 0 from Proposition 1, the value difference of the state s under these two actions in any iteration i > 0 is calculated as,
By applying Lemma 1, the value difference in the expectation term of (38) is positive, and thus the inequality V
(s) holds. Therefore, by applying the value iteration algorithm in (12), the action a = (0, 0) is preferred in iteration i + 1, and then the optimal power action a * is equal to (0, 0) when the value iteration algorithm is converged.
• Case 3: b 1 > 0, b 2 = 0 From (5), we have a 2 = 0. Similarly to Case 2, it is deduced that the optimal power action is a * = (0, 0) under this case.
Based on the above three cases, it can be concluded that both of the optimal actions a * 1 and a * 2 are zero for any system state s = (e, h, g, b 1 , b 2 ) ∈ S with min {b 1 , b 2 } = 0. Thus, we complete the proof of Lemma 2.
APPENDIX D PROOF OF THEOREM 1
In the case of s ∈ S 0 , it can be obtained that a * = (0, 0) from Lemma 2. If s ∈ S + , the proof on the optimal power action is divided into two steps. In the first step, it is proved that the optimal power action is non-zero, and then the optimal action is verified to converge to the basic power action in the second step.
Step 1: From Proposition 1, the reward functions of the state s under the two actions a = (a 1 , a 2 ) andã = (ã 1 ,ã 2 ) such that min {a 1 , a 2 } = 0 and min {ã 1 ,ã 2 } > 0 are equal to 0 and 1, respectively, when the SNR value approaches infinity. Thus, from (14) , the value difference of the state s under these two actions in any iteration i > 0 is calculated as
Subsequently, based on the different values of the power action a, we design the corresponding non-zero actionã in three cases so as to show the actionã is preferred to a.
• Case 1: a = (a 1 , 0) such that 0 < a 1 ≤ b 1 In this case, the corresponding non-zero power action is set asã = (a 1 , 1) . Thus, the next states transitioned from the state s under the actions a andã are written as s | s,a = e , h , g , b 1 − a 1 + q 1 N b , b 2 + q 2 N b ands | s,ã = e , h , g , b 1 − a 1 + q 1 N b , b 2 − 1 + q 2 N b , respectively.
• Case 2: a = (0, a 2 ) such that 0 < a 2 ≤ b 2 In this case, the corresponding non-zero action is given asã = (1, a 2 For all the three cases, by applying Lemma 1, the value difference in the expectation term of (39) is non-negative and not larger than one. Since 0 < λ < 1, the relationship lim
(s) holds. Therefore, according to the value iteration algorithm in (12), the non-zero power actionã = (ã 1 ,ã 2 ) such thatã 1 > 0 andã 2 > 0 is preferred to the action a = (a 1 , a 2 ) such that min {a 1 , a 2 } = 0 in iteration i + 1. When the value iteration algorithm is converged, the optimal power action a * is non-zero in sufficiently high SNRs.
Step 2: We first assume two non-zero power actions: one is the basic power action a = (1, 1), and the other is the non-basic power actionã = (ã 1 ,ã 2 ) such that max {ã 1 ,ã 2 } > 1 and min {ã 1 ,ã 2 } ≥ 1. From Proposition 1, the reward functions of the state s under these two non-zero actions are both equal to 1 in sufficiently high SNRs. Hence, from (14) , the value difference of the state s for the two actions in any iteration i > 0 in sufficiently high SNRs is calculated as Therefore, based on the value iteration algorithm, the optimal action a * is equal to (1, 1) in sufficiently high SNRs. Therefore, based on Step 1 and Step 2, we complete the proof of Theorem 1. 
