We prove that if n is a power of 2 then there is a threshold function that on n inputs that requires weights of size around 2 (n log n)=2?n . This almost matches the known upper bounds.
Introduction
One very interesting computational element is that of a threshold gate. A threshold gate of n inputs is speci ed by a set of weights w 1 ; w 2 : : : w n and a threshold t. On input x 1 ; x 2 : : : x n it outputs sign( P n i=1 w i x i ? t). In this notation we assume that the gate computes a function f?1; 1g n 7 ! f?1; 1g, but the set f?1; 1g could be replaced by and two element set (e.g. by f0; 1g).
Threshold circuits, i.e. circuits that contain threshold gates have been studied extensively. On the more theoretical side one has established many upper and lower bounds on the power of small depth threshold circuits. For a discussion of these results we refer to 1] and its references. It is striking to note that there are no known strong lower bounds for general depth 2 threshold circuits. On the more applied side we note that threshold circuits have many similarities with neural networks. We refer to 2, 5, 6] for more information on these connections and the area in general.
For both type of investigations mentioned above it is important to understand what conditions can be put on the weights w i . Since some nite amount of precision is always su cient it is easy to see that we can assume that the weights are integers. Furthermore, it has been proved many times (one early source is 4]) that if we have a function with n inputs then jw i j 2 ?n (n + 1) (n+1)=2 is su cient. Since there are at least 2 n 2 =2 di erent threshold functions ( 4] , 8], 9]), there are some functions that require max jw i j on the order of 2 n=2 . On the other hand there are at most 2 n 2 threshold functions 3], 7] and hence these are the essentially the best bounds that can be proved by this type of simple counting.
There are also known explicit functions which require weights of size at least c n for some constant c > 1. In particular, if we let the input encode two numbers in binary and ask which number is the greater, then a lower bound of essentially 2 n=2 holds. There are other, slightly more complicated, explicit functions giving a value of c up to
The above mentioned bounds imply that (n) bits are sometimes needed and O(n log n) bits are always su cient to specify the individual weights.
The gap between these two bounds are not substantial enough to matter greatly in arguments in complexity theory. The reason for this is that one in general is only interested whether the quantities are polynomial in size. However the gap is rather large and the goal of the this paper is to bring the two bounds closer together. We do this by improving the lower bound for an explicit function F n . We prove that when n 8 is a power of 2, this function requires jw i j 1 2n e ?4n 2 (n log n)=2?n for all i, where = log 2 3 2 . Comparing to the known upper bounds we see that this is essentially tight.
The outline of the paper is as follows. In Section 2 we de ne our function and prove the lower bound on the size of the weights needed to realize this function. In Section 3 we recall the proof for the upper bound on the weights and we end by some nal comments in Section 4.
A function requiring large weights
Let us assume that n is a power of two and that n = 2 m . We will use f?1; 1g notation throughout and we will think of vectors in f?1; 1g n as functions from f?1; 1g m to f?1; 1g. This convention makes us use two types of functions. Those on m variables and those on n variables. We will use the former as inputs to the latter. To decrease the possibility of confusion we reserve capital letters for functions on n inputs. (n log n)=2?n , where = log(3=2). Before we prove Theorem 2.4 let us rst deduce the corresponding result when using the normal representation of threshold gates. By choosing a suitable sequence of test functions f we will prove that w i have to grow exponentially. Since the ordering of the i is not explicit we will sometimes use the notation w which should be read as w i where i is chosen such that i = .
Lemma 2.7 Suppose j i+1 j = j i j = k where 2 k n ? 1 Proof: Let us assume that i = f1; 2 : : : kg and i+1 = f1; 2 : : : k?1; k+1g. We divide the sum into those of size at least 3 and those of size at most 2. To bound the rst sum we note that since w l+1 > 3w l when j l+1 j 3 and l < j, even the sum over all sets of size at least 3 and index less than j is bounded by w j =2.
To bound the second sum we observe that there are at most k(k?1)=2+ k + 1 terms and each is bounded the maximal weight of a set of size 2. Now there are at least k?2 sets of size 3 before j in the enumeration (this bound is tight for k = 4 but very weak otherwise) which implies by induction that w j is at least 3 k?1 times the maximal weight of any set of size 2. The inequality 3 k?1 > k(k ? 1) + 2k + 2 valid for k 4 concludes this case.
Finally suppose j i+1 j = j i j = k and k 4. We assume that i+1 = f1; 2; : : : k ? 1; k + 1g and i = f1; : : : kg. Suppose that j is the set of highest index that appears in the sum of Lemma 2. ) m = e ?4n :
and the theorem follows.
Please note that by slightly extra work, the constant in front of n can be reduced to any value greater than 2. In fact if we were willing to get an extra term we could in fact get the value 2. This would be achieved by using an inequality of the type 1 ? x e ?x?cx 2 for an appropriate constant c. We do not think this is of great concern unless the upper bound is improved. If we use the full strength of Lemma 2.9 then we can actually strengthen Theorem 2.5 to apply to all weights. )j = 1.
We claim that H 0 is uniquely determined by the equations H 0 (x
); i = 1; 2; : : : r:
Suppose this was not the case. )j = 1 since we must have H 1 (x (i) ) = 0 for 1 i r). Now let t 0 be the minimal t > 0 such that jH 0 (x) + tH 1 (x)j = 1 for some x 6 2 fx (1) ; x (2) ; : : : x (r) g. There 
Final discussion
When n is a power of two we have established upper and lower bounds that are only a subexponential factor apart. It is interesting to note that we do not know how to establish as sharp bounds when n is not a power of 2.
It is not clear that this is an important problem to determining the true bounds for every n. After all, taking the function F for the largest power of 2 less than n will give fairly good lower bounds. However it is one of these problems where we do get much better bounds for special values of the parameter.
One natural way to try to prove the lower bounds given by Theorem 2.4 is to try to establish that a random threshold function require large weights. In view of the fact that there are only 2 n 2 threshold functions it is not clear that this could succeed. One natural question that arises is how to de ne a random threshold function.
One de nition is to pick a random point (w 1 ; w 2 : : : w n ) uniformly from the real n-dimensional sphere ( P n i=1 w 2 i = 1) and then de ne the random function to be sign ( P n i=1 w i x i ).
It is not hard to see that with very high probability we can replace w i by integers with O(n) bits and keep the same function. It is not clear to me that this is due to a de ciency in the de nition or that this is the typical behavior of threshold functions.
Let us nally note that our results extend to the case when the inputs are from the set f0; 1; : : : ag for a 2 (or the more symmetric range f?a; 2? a; 4?a; : : : ag). We can use the same de nition of the function and the proof extends essentially word by word. The only part that does not seem to have a counterpart is Lemma 3.1. We thus get a lower bounds which is rougly a factor a n stronger, and an upper bound which is a factor 2 n a n+1 worse.
