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NONCOMMUTATIVE FURSTENBERG BOUNDARY
MEHRDAD KALANTAR, PAWE L KASPRZAK, ADAM SKALSKI, AND ROLAND VERGNIOUX
Abstract. We introduce and study the notions of boundary actions and of the Furstenberg
boundary of a discrete quantum group. As for classical groups, properties of boundary
actions turn out to encode significant properties of the operator algebras associated with
the discrete quantum group in question; for example we prove that if the action on the
Furstenberg boundary is faithful, the quantum group C∗-algebra admits at most one KMS-
state for the scaling automorphism group. To obtain these results we develop a version of
Hamana’s theory of injective envelopes for quantum group actions, and establish several facts
on relative amenability for quantum subgroups. We then show that the Gromov boundary
actions of free orthogonal quantum groups, as studied by Vaes and Vergnioux, are also
boundary actions in our sense; we obtain this by proving that these actions admit unique
stationary states. Moreover, we prove these actions are faithful, hence conclude a new
unique KMS-state property in the general case, and a new proof of unique trace property
when restricted to the unimodular case. We prove equivalence of simplicity of the crossed
products of all boundary actions of a given discrete quantum group, and use it to obtain a new
simplicity result for the crossed product of the Gromov boundary actions of free orthogonal
quantum groups.
1. Introduction
The concept of boundary actions in topological dynamics was introduced by Furstenberg
in 1950s. It was also Furstenberg who noted the existence of a universal boundary action for
any locally compact group G; nowadays this action, as well as the relevant space, is called
the Furstenberg boundary of G. In the last few years, beginning from the article [KK17] this
notion found unexpected and groundbreaking applications in the study of operator algebras
associated with discrete groups, in particular leading to a resolution of an old open problem
regarding the relationship between the simplicity of the group C∗-algebra and the uniqueness
of its trace (see [KK17], [BKKO17], [LB17] and also the survey [Rau19]). In particular it was
shown in these works that for a discrete group Γ its reduced group C∗-algebra C∗r(Γ) is simple
if and only if the action of Γ on its Furstenberg boundary is free, and that C∗r(Γ) admits
unique trace if and only if this action is faithful, if and only if the amenable radical of Γ is
trivial.
As has been known for over twenty years now, another source of operator algebras sharing
many properties with these related to discrete groups is provided by the theory of com-
pact (equivalently, discrete) quantum groups, as initiated by Woronowicz ([Wor98]), with the
quantum theory encompassing its classical counterpart. Of particular interest is the class
of universal quantum groups of Van Daele and Wang ([VDW96]), which leads to operator
algebras behaving in many ways as these associated with the classical free groups ([VV07]),
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but recently shown by Brannan and the last named author of this paper to be non-isomorphic
to these at the von Neumann algebra level ([BV18]).
In view of the statements in the beginning of this introduction it is natural to investigate a
theory of boundary actions of discrete quantum groups and aim to apply it to operator alge-
braic questions. This is the subject of this paper, in which we introduce the notion of quan-
tum boundary actions, establish the existence of the Furstenberg boundary for each discrete
quantum group, record several consequences of properties of the action on the Furstenberg
boundary for the features of the related operator algebras, and finally show that a geometric
boundary action of the free orthogonal quantum group, as constructed in [VV07], is a faithful
boundary action in our sense, which has several strong consequences.
Development of the theory in the quantum context offers several technical and conceptual
difficulties. The notion of the Furstenberg boundary fits naturally with Hamana’s work on
injective envelopes – which was a very important observation made in [KK17] – so that it
is suitable for noncommutative generalizations. This allows us to establish the existence
and the uniqueness of the noncommutative Furstenberg boundary, and use it for example
to characterise the amenability of the quantum group in question. One should note that
the relationship between actions of a discrete quantum group Γ on a C∗-algebra A and the
ℓ1(Γ)-structures on A is subtler in comparison to the classical case.
More importantly, quantum group actions in general do not admit ‘kernels’ viewed as
quantum subgroups, but rather ‘cokernels’, identified with quantum subgroups of the dual
quantum group. This is a key conceptual difference, and as its consequence in the main
theorems regarding C∗-simplicity or the uniqueness of the trace (in the unimodular case) we
were only able to obtain one-sided implications; however these are the ones that can be used
to deduce something about the operator algebras from the knowledge of boundary actions,
which is our main aim.
The difference mentioned above forces us also to study various notions of relative amenabil-
ity/coamenability in the quantum world, which itself is of independent interest. In particular
we show that certain relations between amenability of a subgroup Λ of a discrete quantum
group Γ and existence of ucp liftings with particular properties, classically rather straightfor-
ward, persist also in the quantum world, but require far more advanced proofs, for example
exploiting a natural equivalence relation on irreducible representations, introduced in [Ver04]
and later studied in [DCKSS18].
Another phenomenon, this time visible only in the quantum world, is that the faithfulness
of the action on the Furstenberg boundary turns out to be related to the uniqueness of the
KMS-state for the scaling automorphism group – which in the unimodular case is the same
as the uniqueness of the trace, and hence can be viewed as a natural generalization of the
unique trace property.
Finally, in comparison with the classical case, it is much more difficult to produce non-
trivial examples of boundary actions, or rather to show that certain geometric boundaries,
as constructed in several examples, starting from [VV07] (see also [VVV10]), are boundary
actions in our sense. To address this question, we produce a criterion based on unique sta-
tionarity (the concept which was recently very successfully applied in the classical framework
by Hartman and the first-named author in [HK]), and then prove that the unique stationarity
indeed holds for the ‘Gromov boundary’ action of the free orthogonal quantum group, studied
in [VV07]. With this result in hand we can exploit several general theorems obtained earlier
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for example to provide the ‘Ozawa-type’ embeddings of the exact group C∗-algebra C(O+N )
inside a nuclear C∗-algebra contained in the injective envelope of C(O+N ).
The main results of the paper are Theorem 3.7, concerning relative amenability for dis-
crete quantum subgroups; Theorem 4.16, establishing the existence of the noncommutative
Furstenberg boundary for arbitrary discrete quantum group; Theorem 5.3 on faithfulness of
the boundary action implying the existence of at most one KMS-state for the scaling auto-
morphism group; Theorems 6.3 and 6.4 on the Ozawa type embedding of the crossed product
by boundary actions and connections between simplicity of the group C∗-algebra of a discrete
quantum group and boundary crossed products; and Theorems 7.2 and 7.13 on the unique
stationarity and faithfulness of the Gromov boundary actions of free orthogonal quantum
groups, together with their corollaries.
A detailed plan of the paper is as follows: In Section 2 we recall preliminary facts on locally
compact quantum groups, establishing notation and basic conventions concerning quantum
group actions, associated crossed products and quantum subgroups. We introduce there also
the notions of Poisson transforms and the co-kernel for a given discrete quantum group ac-
tion. Section 3 is devoted to the study of relative amenability and coamenability for the
pairs quantum group-subgroup; among other things we characterise amenability of a dis-
crete quantum subgroup via the existence of certain ucp lifts and establish the existence of
the amenable radical in the quantum context. In Section 4 we define boundary actions of
discrete quantum groups, prove the existence of the unique universal boundary, called the
non-commutative Furstenberg boundary, and deduce its key properties. Then in Section 5 we
characterise the co-kernel of the Furstenberg boundary action and prove that faithfulness of
any boundary action leads to the unique trace property for a unimodular discrete quantum
group, and for a non-unimodular one implies that there is no KMS-invariant state for the
scaling automorphism group. In Section 6 we discuss the connections between simplicity of
the reduced C∗-algebra of a discrete quantum group and that of the associated boundary
crossed product. In Section 7, the most concrete and technical part of the paper, we study in
detail the action of a free orthogonal quantum group on its Gromov boundary, prove that it
is uniquely stationary and faithful, and deduce several consequences for the relevant operator
algebras. Finally in Section 8 we list several open questions naturally arising from our work.
2. Preliminaries
In this section we recall some definitions and basic results from the theory of locally compact
quantum groups, and gather some preliminary results that we will use in the rest of the paper.
All scalar products will be linear on the right. The symbol ⊗ will denote the tensor product
of maps and minimal spatial tensor product of C∗-algebras, ⊗ will denote the ultraweak tensor
product of von Neumann algebras. Given two C∗-algebras A and B, a morphism from A to B is
a ∗-homomorphism Φ from A into the multiplier algebra M(B) of B, which is non-degenerate,
i.e. the set Φ(A)B of linear combinations of products of the form Φ(a)b (a ∈ A, b ∈ B)
is dense in B. The set of all morphisms from A to B will be denoted by Mor(A,B). The
non-degeneracy of morphisms ensures that each Φ ∈ Mor(A,B) extends uniquely to a unital
∗-homomorphism M(A) → M(B) which we will usually denote by the same symbol and use
implicitly when composing the morphisms. On the multiplier C∗-algebras we will occasionally
use apart from the norm topology also the strict topology. Unital completely positive will be
often abbreviated to ucp.
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For operators acting on tensor products of spaces we will use the familiar leg notation: so
for example if V is a vector space and T ∈ L(V ⊗2) then, depending on which legs of the triple
tensor product we want to act with T , we have the natural operators T12, T13, T23 ∈ L(V ⊗3)
(the notation will be also applied in a formally more complicated case of completed tensor
products). Tensor flip between spaces and algebras will be denoted by σ.
2.1. Locally compact quantum groups – basic facts. Throughout the paper symbols G,
H will denote locally compact quantum groups in the sense of Kustermans and Vaes ([KV00]) –
we refer the reader to the latter paper, as well as [Kus05] and [DKSS12] for detailed definitions
of the objects to be introduced below. A locally compact quantum group (often simply called
a quantum group in what follows) G is defined in terms of a von Neumann algebra L∞(G)
equipped with a unital normal, coassociative *-homomorphism ∆ : L∞(G)→ L∞(G)⊗L∞(G),
called the coproduct or comultiplication. The symbols ϕ and ψ will denote respectively left
and right invariant Haar weights of G, which are unique up to a positive scalar multiple,
and L2(G) will denote the GNS Hilbert space of the left Haar weight ϕ (on which L∞(G)
acts). The Tomita-Takesaki anti-unitary conjugation associated with ϕ will be denoted by
J : L2(G)→ L2(G). We will also frequently use the corresponding C∗-algebra of “continuous
functions on G vanishing at infinity”, C0(G) ⊂ L∞(G). The comultiplication ∆ restricts
to a (still coassociative) morphism ∆ ∈ Mor(C0(G),C0(G) ⊗ C0(G)). Finally we have the
universal object related to G, i.e. a C∗-algebra which we will denote by Cu0(G), endowed with
a comultiplication ∆u ∈ Mor(Cu0(G),Cu0(G) ⊗ Cu0(G)), introduced and studied in [Kus01].
There is a canonical surjective reducing morphism Λ ∈ Mor(Cu0(G),C0(G)), intertwining the
respective coproducts. If Λ is injective, we say that G is coamenable; further we say that a
locally compact quantum group G is amenable, if there exists a state m ∈ L∞(G)∗ such that
for every ω ∈ L1(G) := L∞(G)∗ we have
m ◦ ((ω⊗id) ◦∆) = m ◦ ((id⊗ω) ◦∆) = ω(·)1.
A fundamental object in the study of G turns out to be the left multiplicative unitary
W ∈ B(L2(G)⊗L2(G)), which satisfies the pentagonal equation W12W13W23 = W23W12 (see
[KV00, Proposition 3.18]). In fact W determines G completely, as we have on one hand the
equality: L∞(G) = {(id⊗ω)(W) : ω ∈ B(L2(G))∗}′′, and on the other W implements the
coproduct:
∆(x) = W∗(1⊗x)W, x ∈ L∞(G).
We also have the equality C0(G) = {(id⊗ω)(W) : ω ∈ B(L2(G))∗}‖·‖.
As already mentioned above, the predual of L∞(G) is denoted, by the analogy with the
classical case, L1(G). It is a Banach algebra with respect to the convolution product given by
the pre-adjoint of the comultiplication.
The multiplicative unitary W allows for a straightforward description of the dual locally
compact quantum group of G, which we will denote by Ĝ. We have L∞(Ĝ) ⊂ B(L2(G)) and
L∞(Ĝ) = {(ω⊗id)(W) : ω ∈ B(L2(G))∗}′′. It turns out that the representation of L∞(Ĝ) on
L2(G) can be promoted to the standard form of the von Neumann algebra L∞(Ĝ), so that we
have a canonical identification L2(G) = L2(Ĝ). In what follows, when we consider more than
one quantum group, we will adorn the respective symbols with the upper index describing
which group we refer to: so for example another (equivalent) way of defining Ĝ would be
via the equality WĜ = σ
(
(WG)∗
)
. Since L∞(Ĝ) is naturally represented on L2(G), the same
NONCOMMUTATIVE FURSTENBERG BOUNDARY 5
holds for C0(Ĝ), and it can be proved that W
G ∈ M(C0(G)⊗C0(Ĝ)) ⊂ L∞(G)⊗L∞(Ĝ). In
fact W admits a universal version, V V∈ M(Cu0(G)⊗Cu0(Ĝ)), such that W = (ΛG⊗ΛĜ)(V V).
Occasionally we will also need the right multiplicative unitary V ∈ L∞(Ĝ)′⊗L∞(G), given
by the formula
V = (Ĵ⊗Ĵ)WĜ(Ĵ⊗Ĵ)
where Ĵ : L2(G) → L2(G)) is the antiunitary conjugation associated with the Haar weight ϕ̂
of the dual quantum group Ĝ. The right multiplicative unitary implements the coproduct of
G via the formula
∆(x) = V (x⊗1)V ∗, x ∈ L∞(G).
We will also sometimes denote the objects related to Ĝ simply by using hats, so for example
ϕ̂ and ψ̂ denote the left and right Haar weights of Ĝ, respectively. Occasionally we will use
the notation C∗r(G) for C0(Ĝ).
Recall that a locally compact quantum group is said to be compact if the C∗-algebra C0(G)
or, equivalently, Cu0 (G), is unital, and then these C
∗-algebras are denoted simply by C(G) and
Cu(G). It is said to be discrete if Ĝ is compact. A compact quantum group G can be fully
described by its associated Hopf∗-algebra Pol(G), which is densely contained in both C(G)
and Cu(G). A discrete quantum group G is said to be unimodular if its left and right Haar
weights coincide, which is not automatic in the quantum case. This is equivalent to the fact
that the dual compact quantum group Ĝ is of Kac type – the Haar state of Ĝ is tracial.
A (unitary) representation of G on a Hilbert space H is a unitary U ∈ M(C0(G)⊗K(H))
such that (∆⊗id)(U) = U13U23. It turns out that W ∈ M(C0(G)⊗K(L2(G)) is a unitary
representation of G on L2(G) (the quantum analog of the left regular representation). For
convenience we shall also call a unitary representation its ‘right version’, that is a unitary
operator V ∈ M(K(H)⊗C0(G)) satisfying (id ⊗∆)(V) = V12V13. It turns out that the right
regular representation V ∈ M(K(L2(G))⊗C0(G)) is an example of a unitary representation in
the latter sense.
2.2. Actions of quantum groups on von Neumann algebras and the crossed prod-
uct construction. We will now recall the rudiments of the theory of actions of locally
compact quantum groups on von Neumann algebras.
Definition 2.1. Let G be a locally compact quantum group and N be a von Neumann algebra.
We say that an injective normal ∗-homomorphism α : N→ L∞(G)⊗N is a left action of G on
N (or N is a left G-von Neumann algebra) if the action equation holds: (∆⊗id)◦α = (id⊗α)◦α.
Similarly we define right G-von Neumann algebras. In what follows we shall sometimes
write simply a G-von Neumann algebra having either a right or left case in mind, depending
on the context.
Given a G-von Neumann algebra N one defines the corresponding fixed point subalgebra
Nα = {x ∈ N | α(x) = 1⊗ x} and the crossed product von Neumann algebra
G⋉ N = ((L∞(Ĝ)⊗ 1)α(N))′′ ⊂ B(L2(G))⊗N.
The crossed product von Neumann algebra admits the right (dual) action of Ĝ denoted by
α̂ : G⋉ N→ G⋉ N⊗L∞(Ĝ) and defined as follows:
α̂(y) = V̂13y12V̂
∗
13, y ∈ G⋉ N ⊂ B(L2(G))⊗N,
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where V̂ ∈ L∞(G)′⊗L∞(Ĝ) is the right multiplicative unitary for Ĝ: V̂ = (J ⊗ J)WG(J ⊗ J).
It is clear that
◮ if y = x⊗ 1 where x ∈ L∞(Ĝ), then α̂(y) = ∆̂(x)13;
◮ if y = α(z) where z ∈ N then α̂(y) = y12.
Given α̂ one defines a normal faithful operator valued weight T : G ⋉ N → α(N), which is
roughly speaking given by the formula
T = (id ⊗ id⊗ ϕ̂) ◦ α̂.
The crossed product von Neumann algebra admits also a left G-von Neumann structure
β : G⋉ N→ L∞(G)⊗G⋉ N given by
(2.1) β(y) = W∗12y23W12, y ∈ G⋉ N ⊂ B(L2(G))⊗N.
It is clear that
◮ if y = x⊗ 1 where x ∈ L∞(Ĝ), then β(y) = (W∗(1⊗ x)W)12; the left action
L∞(Ĝ) ∋ x 7→W∗(1⊗ x)W ∈ L∞(G)⊗L∞(Ĝ)
will be referred to as the adjoint action of G on L∞(Ĝ) and occasionally will also be
denoted by β.
◮ if y = α(z) where z ∈ N then β(y) = (∆ ⊗ id)(α(z)) = (id ⊗ α)(α(z)); identifying N
with the image α(N) ⊂ G⋉ N we see that β|N = α.
2.3. Quantum subgroups. Given two locally compact quantum groups G and H, a mor-
phism from H to G is represented via a C∗-morphism π ∈ Mor(Cu0(G),Cu0(H)) intertwining
the respective coproducts:
(π⊗π) ◦∆G = ∆H ◦ π.
It can be equivalently described via a bicharacter from H to G, i.e. a unitary U ∈ M(C0(H)⊗
C0(Ĝ)) such that
(∆H⊗idC0(Ĝ))(U) = U13U23,
(idC0(H)⊗∆Ĝ)(U) = U13U12.
In fact U = ((ΛH ◦ π)⊗ΛĜ)(V VG). Each morphism π from H to G, determines uniquely
a dual morphism π̂ from Ĝ to Ĥ such that (π⊗id)(V VG) = (id⊗π̂)(V VH). Finally note
that although π ∈ Mor(Cu0(G),Cu0(H)) describing a morphism from H to G need not have
a reduced version πr ∈ Mor(C0(G),C0(H)) (such that πr ◦ ΛG = ΛH ◦ π), if we are given
πr ∈ Mor(C0(G),C0(H)) intertwining the coproducts, then it always admits the universal
version π ∈ Mor(Cu0(G),Cu0(H)). For more information on this equivalence and other pictures
of morphisms we refer to [MSW12], [DKSS12] (the cautious reader will note that our choice
of the ”left” convention yields a corresponding difference in the definition of bicharacter).
Definition 2.2. We say that a morphism π ∈ Mor(Cu0(G),Cu0(H)) from H to G identifies H
with a closed quantum subgroup of G (in the sense of Vaes) if there exists an injective normal
unital ∗-homomorphism γ : L∞(Ĥ)→ L∞(Ĝ) such that
γ
∣∣
C0(Ĥ)
◦Λ
Ĥ
= Λ
Ĝ
◦π̂.
Often in this case we simply say that H is a closed quantum subgroup of G.
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The above definition is equivalent to the existence of an injective normal unital ∗-homo–
morphism γ : L∞(Ĥ) → L∞(Ĝ) intertwining the respective coproducts. It then follows
π(Cu0(G)) = C
u
0(H) – if the latter condition holds, we say that the underlying quantum group
morphism identifies H with a closed quantum subgroup of G in the sense of Woronowicz.
These two notions are studied in detail in [DKSS12], where in particular one can find the
proofs of the facts stated above.
Note that it follows from [BV05, Proposition 10.5] that there is a bijective correspondence
between closed quantum subgroups of G and the so-called Baaj-Vaes subalgebras of L∞(Ĝ)
(i.e. those von Neumann subalgebras N ⊂ L∞(Ĝ) for which ∆
Ĝ
(N) ⊂ N⊗N, R̂(N) = N and
τ̂t(N) = N for all t ∈ R). More precisely, if N is a Baaj-Vaes subalgebra of L∞(Ĝ) then there
exists a locally compact quantum group H such that N = L∞(H) (and the coproducts match),
and more or less by definition Ĥ is a closed quantum subgroup of G.
Assume that H is a closed quantum subgroup of G, determined by a morphism π ∈
Mor(Cu0(G),C
u
0(H)). Then H acts on L
∞(G) on the left (we will modify the language slightly
and say simply that H acts on G) by the following formula
(2.2) αH(x) = U
∗(1⊗x)U, x ∈ L∞(G),
where U ∈M(C0(H)⊗C0(Ĝ)) denotes the bicharacter associated to the morphism π. We then
call the fixed point space of αH the algebra of bounded functions on the quantum homogeneous
space H\G and denote it by L∞(H\G). One can similarly define the right quotient G/H and
actually we have R(L∞(H\G)) = L∞(G/H)
Finally, we say that a von Neumann subalgebra M ⊂ L∞(G) is G-invariant if ∆(M) ⊂
L∞(G)⊗M. If H is a closed quantum subgroup of G, then L∞(G/H) is a G-invariant von
Neumann subalgebra of L∞(G). On the other hand if H a closed quantum subgroup of Ĝ then
L∞(Ĥ) is a Baaj-Vaes subalgebra, hence a G-invariant von Neumann subalgebra of L∞(Ĝ).
2.4. Normal quantum subgroups and quotient quantum groups. The definition of a
closed normal quantum subgroup was introduced in [VV06].
Definition 2.3. Let G be a locally compact quantum group and K its closed quantum subgroup
identified by an injective morphism γ : L∞(K̂)→ L∞(Ĝ). We say that K is a normal quantum
subgroup of G if γ(L∞(K̂)) is a normal coideal in L∞(Ĝ), that is
W∗(1⊗γ(L∞(K̂)))W ⊂ L∞(G)⊗γ(L∞(K̂)).
Using terminology introduced in Subsection 2.2, K ⊂ G is a normal quantum subgroup of
G if γ(L∞(K̂)) is preserved by the adjoint action β of G on L∞(Ĝ). The key consequence
(and actually a characterization) of the fact that K is a normal quantum subgroup of G is
that L∞(G/K) is a Baaj-Vaes subalgebra of L∞(G), so that G/K becomes a locally compact
quantum group, naturally called a quotient quantum group of G. As L∞(G/K) inherits the full
quantum group structure from L∞(G), quotient quantum groups of quantum groups of Kac
type are again of Kac type (we defined the Kac property only for compact quantum groups,
the general definition can be found for example in [ES92]).
The above facts lead naturally to the concept of short exact sequences, studied in detail in
[VV06] (see also [KS]). Denoting H = G/K we have a short exact sequence
(2.3) {e} → K→ G→ H→ {e}
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together with the dual exact sequence
(2.4) {e} → Hˆ→ Gˆ→ Kˆ→ {e}
where the embedding L∞(H) ⊂ L∞(G), yields the identification of Ĥ with a (Vaes) closed
normal subgroup of Gˆ. Thus we have a bijective correspondence between normal subgroups
of G and Gˆ given by (2.3) and (2.4).
2.5. Discrete quantum groups and their actions. Through most of the paper we will be
primarily interested in discrete quantum groups. If Γ is a discrete quantum group, we usually
just write ℓ∞(Γ) for L∞(Γ), c0(Γ) for C0(Γ) and ℓ
1(Γ) for the predual of L∞(Γ). The set of
equivalence classes of unitary representations of Γ̂ will be denoted by Irr(Γ̂); we will often use
the fact that ℓ∞(Γ) ∼=∏γ∈Irr(Γ)Mnγ , c0(Γ) ∼=⊕γ∈Irr(Γ)Mnγ where we use the symbols ∏,⊕
to denote ℓ∞-, resp. c0-direct sums of normed spaces. Discrete quantum groups are always
coamenable: c0(Γ) ∼= cu0(Γ). Moreover ℓ∞(Γ) ∼= M(c0(Γ)) and the counit character extends
continuously to ℓ∞(Γ).
Recall that a discrete quantum group Γ is amenable if and only if Γ̂ is co-amenable, i.e.
the reduced and universal C∗-norms on the canonical Hopf∗-algebra Pol(Γ̂) coincide.
We will now discuss the notion of C∗-algebraic actions of discrete quantum groups.
Definition 2.4. Let Γ be a discrete quantum group, let A be a C∗-algebra, and let α ∈
Mor(A, c0(Γ)⊗ A) be an injective morphism. We say that α is a (left) action of Γ on A if
◮ (id⊗ α) ◦ α = (∆ ⊗ id) ◦ α;
◮ (c0(Γ)⊗ 1)α(A) spans a dense subspace of c0(Γ)⊗ A (the Podles´ condition holds).
In this case we say A is a Γ-C∗-algebra.
Occasionally we will need the corresponding notion of a right action.
Given an action α of Γ on a C∗-algebra A and a ∈ A, µ ∈ c0(Γ)∗ and ν ∈ A∗ we define
◮ µ ∗ ν = (µ ⊗ ν) ◦ α ∈ A∗;
◮ a ∗ µ = (µ⊗ id)(α(a)) ∈ A.
Note that for µ˜ ∈ c0(Γ)∗ we have (a ∗ µ) ∗ µ˜ = a ∗ (µ ∗ µ˜).
A linear map Φ : A→ B between two Γ-C∗-algebras A and B is said to be Γ-equivariant if
for all a ∈ A and µ ∈ A∗ we have
Φ(a ∗ µ) = Φ(a) ∗ µ;
if the map Φ is itself a morphism, the above condition is equivalent to the equality (id⊗Φ) ◦
αA = αB ◦ Φ.
Remark 2.5. Note that for any C∗-algebra A we have c0(Γ)⊗A ∼=
⊕
γ∈Irr(Γ̂)
Mnγ (A). In
particular if M is a von Neumann algebra then
M(c0(Γ)⊗M) ∼=
∏
γ∈Irr(Γ)
Mnγ (M)
∼= ℓ∞(Γ)⊗M.
This implies that if M is a von Neumann algebra equipped with an action β : N→ ℓ∞(Γ)⊗M
then identifying ℓ∞(Γ)⊗M ∼= M(c0(Γ)⊗M) we can view β as an action of Γ on the C∗-algebra
M. Indeed β is unital ; for every ω ∈ ℓ1(Γ) and x ∈ M we have (ω ⊗ id)β(x) ∈ M and
(ε ⊗ id)β(x) = x. Thus we can use [BSV03, Proposition 5.8], and the fact that any discrete
quantum group is regular, to see that the action β : M → M(c0(Γ) ⊗M) satisfies the Podles´
condition.
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Let Γ be a discrete quantum group and let α be an action of Γ on A. The Poisson transform
associated to ν ∈ A∗ is the map Pν : A→ ℓ∞(Γ) defined by
Pν(a) = (id⊗ ν)α(a), a ∈ A.
The Poisson transforms Pν are completely bounded and strict, that is continuous (on bounded
subsets) with respect to the strict topology of A and the strict topology of ℓ∞(Γ) ∼= M(c0(Γ)).
Observe that for µ ∈ ℓ1(Γ), ν ∈ A∗ and a ∈ A we have
(2.5) Pµ∗ν(a) = (id⊗ µ)(∆(Pν(a))).
Proposition 2.6. The mapping (ν, a) 7→ Pν(a) is norm continuous (from A∗ × A to ℓ∞(Γ)).
For any ν ∈ A∗ the Poisson transform Pν is Γ-equivariant. Moreover, if ν ∈ A∗ is a state
and A is unital, the map Pν is unital and completely positive.
Any Γ-equivariant map from a unital Γ-C∗-algebra A to ℓ∞(Γ) is a Poisson transform, and
any ucp Γ-equivariant map from A to ℓ∞(Γ) is a Poisson transform associated to a state on
A.
Proof. The statements in the first paragraph are very easy to check. For the second part
it suffices to note that if Φ : A → ℓ∞(Γ) is Γ-equivariant, then putting ν := ǫ ◦ Φ we get
µ(Pν(a)) = µ(Φ(a)) for all µ ∈ A∗ and a ∈ A, so that Φ = Pν . 
The following definition will play a role in the later parts of the paper.
Definition 2.7. Let Γ be a discrete quantum group acting on a C∗-algebra A, and let µ ∈ ℓ1(Γ)
be a state. A state ω ∈ S(A) is called µ-stationary if µ ∗ ω = ω; in other words
Pω = (id⊗µ) ◦∆ ◦ Pω.
Finally we will need the notion of the co-kernel of a given action.
Definition 2.8. Let α ∈ Mor(A, c0(Γ)⊗ A) be an action of Γ on A. We define the co-kernel
of α to be the von Neumann algebra
Nα = {Pν(a) : ν ∈ A∗, a ∈ A}′′ ⊂ ℓ∞(Γ).
We say that the action α is faithful if Nα = ℓ
∞(Γ).
If α ∈ Mor(A, c0(Γ) ⊗ A) is an action of a classical group Γ on a C∗-algebra A, then the
cokernel of this action is canonically isomorphic to the algebra of bounded functions on the
quotient group Γ/ kerα, where we identify α with a homomorphism from Γ to Aut(A).
Proposition 2.9. Let α be an action of Γ on A. Then the co-kernel of α is a Baaj-Vaes
subalgebra of ℓ∞(Γ).
Proof. Indeed, since for every µ ∈ ℓ1(Γ) and ν ∈ A∗ we have µ ∗ (ν ∗ a) = (µ ∗ ν) ∗ a ∈ Nα and
(ν ∗ a) ∗ µ = ν ∗ (a ∗ µ) ∈ Nα we conclude that ∆(Nα) ⊂ Nα ⊗¯Nα. By the results of [NeY14]
we see that Nα is a Baaj-Vaes subalgebra. 
Verifying that a given action is faithful may be based on a simple observation, which we
formulate as a proposition for the ease of reference.
Proposition 2.10. Denote by p0 the support projection of the counit in ℓ
∞(Γ). If N ⊂ ℓ∞(Γ)
is a Baaj-Vaes subalgebra and p0 ∈ N, then N = ℓ∞(Γ).
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Proof. The desired fact follows from the formula
∆(p0) =
∑
γ∈Irr Γ̂
tγt
∗
γ ,
where tγ ∈ Hγ⊗Hcγ is a (suitably normalised) invariant vector for the tensor product of the
representation γ with its contragredient γc, and the fact that this vector is necessarily non-
degenerate, in the sense that slicing tγt
∗
γ on the right by functionals on B(Hγc) we can obtain
the whole B(Hγ). 
The (reduced) crossed product for an action α of a discrete quantum group Γ on a C∗-
algebra A is defined similarly to the von Neumann construction, see Subsection 2.2: Γ⋉r A is
the C∗-algebra that is obtained as the closed linear span of (C(Γ̂)⊗1)α(A) inside M(K(ℓ2(Γ))⊗
A). Moreover Γ⋉r A is equipped with the right dual action α̂ of Γ̂ and the left action β of Γ
(c.f. Subsection 2.2). The action β restricts to the (adjoint) action on C(Γ̂) (which we also
denote by β). Let us summarize these observations in the form of the following lemma.
Lemma 2.11. If α ∈ Mor(A, c0(Γ) ⊗ A) is an action of a discrete quantum group Γ on a
unital C∗-algebra A, then the crossed product Γ ⋉r A is a Γ-space (when equipped with the
canonical adjoint action), and both standard embeddings of (C(Γ̂), β) and of (A, α) into Γ⋉rA
are Γ-equivariant ucp maps.
3. Amenability and coamenability
All notions of boundary actions are intimately connected to the notion of amenability.
Non-triviality of boundary actions is in a sense a measure of non-amenability of a group.
In fact, the main applications of theories of boundary actions of locally compact groups, as
developed by Furstenberg, have been in the problems that are related to rigidity properties
that are extreme opposites of amenability.
One of the main motivations behind this work is to develop new tools to tackle similar
problems in the context of discrete quantum groups. For this, we first need to generalize
some of the main properties of amenable and co-amenable subgroups to the quantum setting.
As it turns out, some of the basic well-known facts in the group setting become rather non-
trivial in the quantum world.
3.1. Relative amenability.
Definition 3.1. Let Γ be a discrete quantum group, and let Λ be a quantum subgroup of Γ.
We say Λ is relatively amenable in Γ if there is a Λ-invariant mean on ℓ∞(Γ).
In the classical setting, a subgroup Λ of a discrete group Γ is relatively amenable iff it is
amenable. This follows from the fact that there is a unital positive Λ-equivariant map from
ℓ∞(Λ) into ℓ∞(Γ), which is easily constructed using a set of representatives for the space of
cosets, Γ/Λ. This reasoning is not immediately available in the non-commutative case and
providing the answer requires significantly more work.
Another easily seen characterization of amenability of a subgroup in the classical setting,
is the existence of an equivariant map with values in the algebra of functions on the quotient
space. Motivated by this, we introduce the following definition.
Definition 3.2. Let Γ be a discrete quantum group. A Γ-invariant von Neumann subalgebra
M of ℓ∞(Γ) is said to be relatively amenable in ℓ∞(Γ) if there is a ucp Γ-equivariant map
Ψ : ℓ∞(Γ)→ M.
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Recall that if Λ is a quantum subgroup of Γ, then ℓ∞(Γ/Λ) is an invariant von Neumann
subalgebra of ℓ∞(Γ). The main result of this section is the equivalence of the notions intro-
duced above for ℓ∞(Γ/Λ) to amenability of the quantum subgroup Λ, which will be shown to
hold in Theorem 3.7.
We need some preparation before proving the above theorem. Let Γ be a discrete quantum
group. Given γ ∈ Irr(Γ̂) we denote by Hγ the corresponding Hilbert space, by Uγ ∈ B(Hγ)⊗
C(Γ̂) the unitary representation and by πγ : ℓ
∞(Γ) → B(Hγ) the representation of ℓ∞(Γ) on
Hγ . There is a unique state qTrγ : ℓ
∞(Γ)→ C satisfying
qTrγ(x)1Hγ = (id⊗ hΓ̂)(Uγ(πγ(x)⊗ 1)Uγ∗)
for all x ∈ ℓ∞(Γ). We will need the following result, which is essentially contained in [Izu02,
Lemma 2.2] (see also [Tom10, Subsection 4.2]).
Theorem 3.3 (Izumi). If y ∈ Z(ℓ∞(Γ)) then (id ⊗ qTrγ)∆(y) ∈ Z(ℓ∞(Γ)).
Suppose that Λ is a quantum subgroup of Γ and π : ℓ∞(Γ) → ℓ∞(Λ) is the corresponding
surjective ∗-homomorphism satisfying (π ⊗ π) ◦ ∆Γ = ∆Λ ◦ π. Let 1Λ ∈ Z(ℓ∞(Γ)) be the
central carrier of π. By the theorem above we have (id ⊗ qTrγc)∆Γ(1Λ) ∈ Z(ℓ∞(Γ)) for all
γ ∈ Irr(Γ̂). Moreover since ∆Γ(1Λ) ∈ ℓ∞(Λ\Γ) ⊗¯ ℓ∞(Γ/Λ) we conclude that
(3.1) (id⊗ qTrγc)∆Γ(1Λ) ∈ Z(ℓ∞(Λ\Γ))
In what follows we shall denote by ∼Λ the equivalence relation on Irr(Γ̂) induced by Λ.
Recalling that Irr(Λ̂) ⊂ Irr(Γ̂), we write τ ∼Λ σ if there exists ρ ∈ Irr(Λ̂) such that τ ⊂ σ⊗ ρ.
Equivalently (cf [Ver04] and [DCKSS18, Theorem 5.6])
(3.2) τ ∼Λ σ if (πσ ⊗ πτc)∆Γ(1Λ) 6= 0,
where τ c denotes the contragredient representation of τ .
Let (qi)i∈I be the maximal family of non-zero central minimal projections in ℓ
∞(Λ\Γ).
The equivalence relation in I as defined in [DCKSS18] will be denoted by ∼. We shall use
following property of ∼ (c.f. [DCKSS18, Theorem 5.6] and [DCKSS18, Theorem 5.2]): given
i ∈ I there exists γ ∈ Irr(Γ̂) such that
(3.3)
∑
σ∼Λγ
pσ =
∑
j∼i
qj.
Moreover σ ∈ supp(qj), i.e. πσ(qj) 6= 0.
Lemma 3.4. Let i ∈ I and γ ∈ Irr(Γ̂) be related as in (3.3). Suppose that
(3.4)
∑
σ∼Λγ
tσpσ =
∑
j∼i
sjqj
for some tσ, sj ∈ C. Then tσ = sj for all σ and j.
Proof. Applying πγ to both sides of (3.4) we conclude that
tγ1Hγ =
∑
j∼i
sjπγ(qj).
Since (πγ(qj))j∼i is a family of non-zero mutually orthogonal projections (c.f. the line following
(3.3)) we conclude that sj = tγ for all j ∼ i. Replacing γ by σ ∼Λ γ in the above argument
we can see that tσ = sj for all σ and j as above. 
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Corollary 3.5. For every γ ∈ Irr(Γ̂) there exists tγ > 0 such that
(id⊗ qTrγc)∆Γ(1Λ) = tγ
∑
σ∼Λγ
pσ
Proof. Using (3.2) and Theorem 3.3 we conclude that there exist tσ ∈ R such that (id ⊗
qTrγc)∆
Γ(1Λ) =
∑
σ∼Λγ
tσpσ. On the other hand using (3.1) and (3.3) we see that there
exists i ∈ I and sj ∈ R such that
∑
σ∼Λγ
tσpσ =
∑
j∼i sjqj. We conclude using Lemma
3.4. 
This leads us to the following result.
Proposition 3.6. Let Γ be a discrete quantum group and Λ a quantum subgroup of Γ. Then
there exists a normal ucp Λ-equivariant map Φ : ℓ∞(Λ)→ ℓ∞(Γ).
Proof. Identify ℓ∞(Λ) with ℓ∞(Γ)1Λ. Given γ ∈ Irr(Γ̂) we define a ucp map Φγ : ℓ∞(Λ) →⊕
σ∼Λγ
pσ ℓ
∞(Γ) by the formula
Φγ(x) = t
−1
γ (id⊗ qTrγc)∆Γ(x).
Let X : Irr(Γ̂)/ ∼Λ→ Irr(Γ̂) be a section of the canonical surjection Irr(Γ̂) → Irr(Γ̂)/ ∼Λ.
Now it suffices to note that Φ :=
⊕
x∈Irr(Γ̂)/∼Λ
ΦX(x) : ℓ
∞(Λ)→ ℓ∞(Γ) is a ucp Λ-equivariant
map, that is
α ◦ Φ = (id ⊗ Φ) ◦∆Λ,
where α : ℓ∞(Γ)→ ℓ∞(Λ) ⊗¯ ℓ∞(Γ) is the left action of Λ on ℓ∞(Γ). 
We are now ready to formulate and prove the main result of this section.
Theorem 3.7. Let Γ be a discrete quantum group and Λ a quantum subgroup of Γ. The
following are equivalent:
(1) Λ is relatively amenable in Γ;
(2) ℓ∞(Γ/Λ) is relatively amenable in ℓ∞(Γ);
(3) Λ is amenable.
Proof. (1) =⇒ (3): suppose Λ is relatively amenable in Γ, i.e. there is a Λ-invariant mean on
ℓ∞(Γ). Composing this mean with the Λ-equivariant map Φ : ℓ∞(Λ)→ ℓ∞(Γ) from Theorem
3.6, we obtain a Λ-invariant mean on ℓ∞(Λ).
(3) =⇒ (2): suppose Λ is amenable, and let m be an invariant state on ℓ∞(Λ). Denote
by ρr : ℓ∞(Γ) → ℓ∞(Γ)⊗ ℓ∞(Λ) the right action of Λ on ℓ∞(Γ). Consider the ucp map
Ψ := (id⊗m) ◦ ρr : ℓ∞(Γ)→ ℓ∞(Γ). For any a ∈ ℓ∞(Γ) we have
ρr(Ψ(a)) = ρr
(
(id⊗m)ρr(a)) = (id⊗ id⊗m)((ρr ⊗ id)ρr(a))
= (id⊗ id⊗m)((id⊗∆Λ)ρr(a)) = 1⊗ [(id⊗m)ρr(a)]
= 1⊗Ψ(a),
which shows Ψ(a) ∈ ℓ∞(Γ/Λ). Moreover, for any a ∈ ℓ∞(Γ) and ω ∈ ℓ1(Γ) we have
(ω ⊗ id)(∆Γ(Ψ(a))) = (ω ⊗ id)(∆Γ((id⊗m)ρr(a))) = (ω ⊗ id⊗m)((∆Γ ⊗ id)ρr(a))
= (ω ⊗ id⊗m)((id⊗ ρr)∆Γ(a)) = (ω ⊗ [(id ⊗m) ◦ ρr])∆Γ(a)
= Ψ
(
(ω ⊗ id)∆Γ(a)
)
,
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which shows that Ψ is Γ-equivariant. Hence ℓ∞(Γ/Λ) is relatively amenable in ℓ∞(Γ).
(2) =⇒ (1): let Ψ : ℓ∞(Γ) → ℓ∞(Γ/Λ) be a ucp Γ-equivariant map. The restriction of the
co-unit ε of ℓ∞(Γ) to ℓ∞(Γ/Λ) is Λ-invariant. Hence m˜ = ε ◦ Ψ is a Λ-invariant state on
ℓ∞(Γ). 
Next we investigate the connection of the above notion of relative amenability for invariant
subalgebras with respect to the structure of the dual compact quantum group G = Γ̂. Recall
indeed that invariant subalgebras of ℓ∞(Γ) can also arise as subalgebras ℓ∞(Ĥ) associated
with closed quantum subgroups H of G.
Definition 3.8. Let G be a compact quantum group and let H be a closed quantum subgroup
of G realized by π ∈Mor(Cu(G),Cu(H)). Denote
◮ Cu(H\G) = {x ∈ Cu(G) : (π ⊗ id)∆u(x) = 1⊗ x};
◮ C(H\G) = ΛG(Cu(H\G)).
We say that H\G (which is in general just a symbol, not a compact quantum group) is a co-
amenable quantum quotient of G if the restriction ε|Cu(H\G) : Cu(H\G)→ C admits a reduced
version, i.e. there exists εr : C(H\G)→ C satisfying
εr ◦ ΛG|Cu(H\G) = ε|Cu(H\G)
where ΛG : C
u(G)→ C(G) is the reducing surjection.
Remark 3.9. Let G be a compact quantum group and let H ⊂ G be a normal quantum
subgroup. The quotient H\G viewed as a compact quantum group will be denoted by L. Let us
note that the quotient H\G is co-amenable if and only if L is a co-amenable quantum group.
Indeed the exact sequence of quantum groups
{e} → H→ G→ L→ {e}
has the dual version
{e} → L̂→ Ĝ→ Ĥ→ {e}.
Using [KKSS, Theorem 3.2] we see that Cu(H\G) can be identified with Cu(L).
Theorem 3.10. Let G be a compact quantum group and let H ⊂ G be a normal quantum
subgroup. Then the normal Baaj-Vaes subalgebra ℓ∞(Ĥ) ⊂ ℓ∞(Ĝ) is relatively amenable iff
H\G is a co-amenable quotient.
Proof. By the above remark we have ℓ∞(Ĥ) = ℓ∞(Ĝ/L̂). Thus, by Theorem 3.7, the relative
amenability of ℓ∞(Ĥ) is equivalent to amenability of L̂, hence equivalent to co-amenability of
the compact quantum group L ([Tom06]). The latter is equivalent to co-amenability of the
quotient H\G as mentioned in Remark 3.9. 
We do not know the relation between relative amenability of ℓ∞(Ĥ) in ℓ∞(Ĝ) and the
co-amenability of the quotient H\G in general for non-normal quantum subgroups H ⊂ G.
Theorem 3.11. Let G be a compact quantum group and H ⊂ G be a compact quantum
subgroup given by π ∈ Mor(Cu(G),Cu(H)). Then H\G is co-amenable if and only if π ∈
Mor(Cu(G),Cu(H)) admits a reduced version, that is there exists π˜ ∈ Mor(C(G),C(H)) such
that π˜ ◦ ΛG = ΛH ◦ π.
14 M. KALANTAR, P. KASPRZAK, A. SKALSKI, AND R. VERGNIOUX
Proof. Suppose that H\G is a co-amenable quantum quotient. In order to prove that π admits
the reduced version it is enough to show that ΛH◦π viewed as a map from Cu(G)→ B(L2(H))
admits a reduced version C(G) → B(L2(H)). Note that the map Cu(G) → B(L2(H)) is
obtained by the GNS construction applied to the state hH ◦π ∈ Cu(G)∗ where hH is the Haar
state on Cu(H).
Let E : C(G) → C(H\G) be the conditional expectation and Eu : Cu(G) → Cu(H\G) its
universal version:
Eu(c) = (hH ◦ π ⊗ id)∆u(c)
for all c ∈ Cu(G) and note that E(ΛG(c)) = ΛG(Eu(c)). Let us apply the Rieffel induction
([Rie74]) to εr : C(H\G)→ C and denote the induced representation by πR : C(G)→ B(HR),
where HR = C(G) ⊗C(H\G) C. Clearly Ω = 1 ⊗ 1 is the cyclic vector for πR. Let us fix
a, b ∈ C(G) and au, bu ∈ Cu(G) such that ΛG(au) = a and ΛG(bu) = b. The scalar product in
HR is given by
〈a⊗ 1, b⊗ 1〉 = εr(E(a∗b)) = εr(ΛG(hH ◦ π ⊗ id)(∆u(a∗ubu))) = hH(π(a∗ubu))
In particular the state ω : C(G) ∋ a→ 〈Ω|πR(a)Ω〉 ∈ C satisfies hH(π(au)) = ω(a) and πR is
the GNS representation assigned to ω. This shows that πR is the reduced version of π.
Conversely, if a given morphism π ∈ Mor(Cu(G),Cu(H)) identifying H with a closed
quantum subgroup of G admits a reduced version π˜ ∈ Mor(C(G),C(H)) then H\G is co-
amenable. Indeed, for every x ∈ C(H\G) we have (π˜ ⊗ id)(∆(x)) = 1 ⊗ x. In particu-
lar ∆H(π˜(x)) = 1 ⊗ π˜(x) and π˜(x) ∈ C1. It is easy to check that π˜(x) = ε(xu)1 where
xu ∈ Cu(H\G) is such that ΛG(xu) = x. 
Theorem 3.12. Let G be a compact quantum group and H a closed quantum subgroup of G.
Then the following are equivalent:
◮ G is co-amenable;
◮ H is co-amenable quantum group and H\G is co-amenable quantum quotient of G.
Moreover if H1 ⊂ H2 ⊂ G and πH1 ∈ Mor(Cu(G),Cu(H1)) admits a reduced version, then
πH2 ∈ Mor(Cu(G),Cu(H2)) also admits a reduced version.
Proof. If G is co-amenable then using [Tom07] we see that H is co-amenable. Clearly the
quotient is H\G is co-amenable in this case. Conversely suppose that H and H\G are co-
amenable. Then π ∈ Mor(Cu(G),Cu(H)) admits the reduced version π˜ ∈ Mor(C(G),C(H))
and thus εH ◦ π˜ defines the reduced counit on C(G).
The last statement of the theorem follows from Theorem 3.11 and the fact that Cu(G/H2) ⊂
Cu(G/H1). 
3.2. The amenable radical. We finish the section by proving a quantum version of Day’s
result from [Day57], showing that that every discrete quantum group Γ has a unique maxi-
mal normal amenable closed quantum subgroup, which contains all normal amenable closed
quantum subgroups of Γ.
We will need the following special case of a recent result of Crann.
Theorem 3.13 ([Cra17], Theorem 3.2). Let G be a locally compact quantum group with a
closed normal quantum subgroup H. Then G is amenable if and only if both H and G/H are
amenable.
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Proof. It suffices to observe that the fact that in the context above the amenability of the G
action on G/H as defined in [Cra17] is the same as the amenability of the locally compact
quantum group G/H and apply Theorem 3.2 of that paper. 
Suppose then that G is a locally compact quantum group and we have a collection (Hi)i∈I
of closed quantum subgroups of G, so that we have the respective normal embeddings γi :
L∞(Ĥi)→ L∞(Ĝ). We say that G is generated by the family (Hi)i∈I if L∞(Ĝ) is the smallest
von Neumann algebra containing all γi(L
∞(Ĥi)). Further if I is an ordered set, then we say
that the net (Hi)i∈I is increasing if for all i, j ∈ I such that i ≤ j we have γi(L∞(Ĥi)) ⊂
γj(L
∞(Ĥj)).
Lemma 3.14. Let Γ be a discrete quantum group and let (Hi)i∈I be an increasing net of
amenable quantum subgroups of Γ. Then the quantum subgroup generated by {Hi : i ∈ I} is
amenable.
Proof. Without loss of generality we shall assume that Γ is generated by by {Hi : i ∈ I}.
By Theorem 6.2 of [DKSS12] each Hi is also discrete. Thus we have the respective Hopf
embeddings γi : Pol(Ĥi)→ Pol(Γ̂), which are isometries with respect to the respective reduced
C∗-norms. Using [KKSS, Theorem 3.2] in the case of Hi ⊂ Γ these embeddings are isometric
for the universal norms too. It is easy to see that Pol(Γ̂) =
⋃
i∈I γi(Pol(Ĥi)) (this follows
from the orthogonality relations). In particular, since each Hi is amenable, the universal and
the reduced norm coincide on Pol(Γ̂). Since Pol(Γ̂) is dense in Cu(Γ̂) these norms must be
equal and we see that Γ̂ is co-amenable, so that Γ is amenable. 
Proposition 3.15. Every discrete quantum group Γ admits the largest normal amenable
quantum subgroup, that we call the amenable radical of G.
Proof. The proof follows the original argument of Section 4 of [Day57].
Consider H, the collection of all normal amenable quantum subgroups of Γ. Kuratowski-
Zorn’s lemma together with Lemma 3.14 show that H contains a maximal element, say H.
Suppose then that there is H′ ∈ H which is not contained in H. Consider, as in [CHK17]
(Definition 2.1 and Definition 1.9), the subgroup generated by H and H′, denoted H ∨ H′.
Again, by Definitions 2.1 and 1.9 in [CHK17] and the discussion before the latter it follows
that H ∨ H′ is a normal quantum subgroup of Γ (strictly containing H). Then Corollary 4.2
of [CHK17], applicable to discrete quantum groups, says that (H ∨ H′)/H′ = H/(H ∧ H′). By
Theorem 3.13 first the right hand side is amenable, and then so is H ∨ H′. This leads to a
contradiction and ends the proof. 
4. Noncommutative topological boundaries and injective envelopes
In this section we define topological Γ-boundaries, and prove the existence of a (unique)
universal Γ-boundary, by identifying that object with the Γ-injective envelope of the trivial
action, in the sense of Hamana.
All the Γ-C∗-algebras in this section are assumed to be unital.
4.1. Topological Γ-boundaries. We begin by defining boundary actions.
Definition 4.1. Let Γ be a discrete quantum group. A Γ-C∗-algebra A is a Γ-boundary if for
every state ν on A the Poisson transform Pν is completely isometric.
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By P(Γ) we shall denote the set of all states µ ∈ ℓ1(Γ). The next lemma connects the above
notion with the classical notion of boundary actions as developed by Furstenberg. Note indeed
that when A and ℓ∞(Γ) are commutative, Pν is isometric on the self-adjoint part of A iff it
is completely isometric, and on the other hand the set {µ ∗ ν : µ ∈ P(Γ)} is weak* dense in
the state space of A iff the action of Γ = Γ on the spectrum of A is minimal and strongly
proximal.
Lemma 4.2. Let Γ be a discrete quantum group, let A be a Γ-C∗-algebra, and let ν ∈ A∗ be a
state. The Poisson transform Pν is isometric on the self-adjoint part of A if and only if the
set {µ ∗ ν : µ ∈ P(Γ)} is weak* dense in the state space of A.
Proof. Suppose there is a state ρ ∈ A∗ that is not contained in the weak* closure of {µ ∗ ν :
µ ∈ P(Γ)}. Then by the Hahn-Banach separation theorem, there is a self-adjoint element
x ∈ A and ε > 0 such that
µ(Pν(x)) = µ ∗ ν(x) ≤ ρ(x)− ε ≤ ‖x‖ − ε, ∀µ ∈ P(Γ).
Since the Poisson transform Pν is completely positive, Pν(x) is also self-adjoint, and therefore
it follows ‖Pν(x)‖ = sup{|µ(Pν(x))| : µ ∈ P(Γ)} ≤ ‖x‖ − ε.
Conversely, suppose the weak* closure of the set {µ ∗ ν : µ ∈ P(Γ)} contains every state
on A. Let x ∈ A be self-adjoint. Let ε > 0 be given. There is a state ρ on A such that
|ρ(x)| > ‖x‖− ε. By weak* density of the set above, there is µ ∈ P(Γ) such that |µ(Pν(x))| =
|µ ∗ ν(x)| > ‖x‖ − 2ε. This implies ‖Pν(x)‖ ≥ ‖x‖ − 2ε. Since ε was arbitrary, and Pν is a
contraction, it follows ‖Pν(x)‖ = ‖x‖. 
We record the following simple fact as we use it in several several places later.
Proposition 4.3. Let A be a Γ-C∗-algebra. The following are equivalent:
(1) A is a Γ-boundary;
(2) every ucp Γ-equivariant from A into ℓ∞(Γ) is completely isometric;
(3) every ucp Γ-equivariant map from A into any Γ-C∗-algebra B is completely isometric.
Proof. By Proposition 2.6 every ucp Γ-equivariant map from A into ℓ∞(Γ) is the Poisson
transform associated to some state on A, hence the implication (1) =⇒ (2). To show (2) =⇒
(3), let ψ be a ucp Γ-equivariant map from A into a Γ-C∗-algebra B. Let ν be a state on
B, then Pν ◦ ψ is a ucp Γ-equivariant map from A into ℓ∞(Γ), hence completely isometric
assuming (2). Since Pν is a complete contraction, this implies ψ is completely isometric. The
implication (3) =⇒ (1) is immediate from the definition. 
Proposition 4.4. Let Γ be a discrete quantum group and let B be a Γ-boundary. Suppose A
is a Γ-C∗-algebra such that there is a completely isometric ucp Γ-equivariant map ι : A→ B.
Then A is a Γ-boundary.
Proof. Denote by αA and αB the actions of Γ on A and B. Let ν be a state on A. Extend the
state ν ◦ ι−1 on ι(A) to a state ν˜ on B. Then we have Pν = Pν˜ ◦ ι. Since B is a Γ-boundary,
Pν˜ is completely isometric, hence Pν is completely isometric and the proof is complete. 
Proposition 4.5. Let Γ be a discrete quantum group and let A be a Γ-C∗-algebra. If A is a
Λ-boundary for some quantum subgroup Λ ⊂ Γ with the canonical restriction action, then A
is a Γ-boundary.
NONCOMMUTATIVE FURSTENBERG BOUNDARY 17
Proof. Let π : ℓ∞(Γ) → ℓ∞(Λ) be the surjective normal ∗-homomorphism which identifies
Λ as a quantum subgroup of Γ. Let ν be a state on A. Denoting PΓν : A → ℓ∞(Γ) and
PΛν : A→ ℓ∞(Λ) the corresponding Poisson maps we have PΛν = π◦PΓν . Since PΛν is completely
isometric the same must hold for PΓν . 
Proposition 4.6. Let Γ be a discrete quantum group and let Λ ⊂ Γ be a normal quantum
subgroup. Then every Γ/Λ-boundary endowed with the canonical action of Γ is a Γ-boundary.
Proof. Suppose that A is a Γ/Λ boundary via α ∈ Mor(A, c0(Γ/Λ)⊗A). Recall that ℓ∞(Γ/Λ) is
a von Neumann subalgebra of ℓ∞(Γ) and that we have the corresponding injective morphism
ι ∈ Mor(c0(Γ/Λ), c0(Γ)). Then the canonical action of β ∈ Mor(A, c0(Γ) ⊗ A) of Γ on A is
β = (ι⊗ id) ◦ α, and for a state ν on A the corresponding Poisson maps PΓν : A→ ℓ∞(Γ) and
PΓ/Λν : A→ ℓ∞(Γ/Λ) satisfy PΓν = ι ◦ PΓ/Λν . In particular PΓ/Λν is completely isometric if and
only if PΓν is completely isometric. 
4.2. Γ-Injective envelopes. In this section we show existence of a (unique) minimal injec-
tive object in the category of Γ-C∗-algebras with ucp Γ-equivariant maps as morphisms (and
completely isometric ucp Γ-equivariant maps as injections). The construction and most argu-
ments below follow the work of Hamana [Ham85] and some simplifications made in [Pau11],
but we include all details for the convenience of the reader.
However this general categorical construction only yields an injective ℓ1(Γ)-module object.
In the classical case, for discrete group Γ, every ℓ1(Γ)-module has an obvious natural Γ-action.
But this fact is by no means obvious in the quantum setting. The main new result of this
section (Theorem 4.9) is that in the case of discrete quantum groups Γ, certain ℓ1(Γ)-module
actions, including the one on the minimal Γ-injective object, indeed come from a Γ-action.
Let G be the set of all ucp Γ-equivariant maps φ : ℓ∞(Γ)→ ℓ∞(Γ). On the set G define the
partial pre-order
φ ≤ ψ if ‖φ(x)‖ ≤ ‖ψ(x)‖ for all x ∈ ℓ∞(Γ).
Proposition 4.7. The set G contains a minimal element.
Proof. We show that every decreasing net (φi)i∈I in G has a lower bound. Then the result
follows from the Kuratowski-Zorn Lemma.
To show this, first note that G is point-weak* compact. Therefore, there is a subnet (φij )j∈J
and φ0 ∈ G such that φij (x)→ φ0(x) in the weak* topology for all x ∈ ℓ∞(Γ). We obviously
have ‖φ0(x)‖ ≤ lim supij ‖φij (x)‖ = inf i∈I ‖φi(x)‖ for all x ∈ ℓ∞(Γ). Thus, φ0 ≤ φi for all
i ∈ I. 
Lemma 4.8. If φ0 is a minimal element of G, then φ0 is an idempotent.
Proof. Let φ(n) := 1n
∑n
k=1 φ
k
0 . We have ‖φ(n)(x)‖ ≤ 1n
∑n
k=1 ‖φk0(x)‖ ≤ 1n
∑n
k=1 ‖φ0(x)‖ =
‖φ0(x)‖ for all x ∈ ℓ∞(Γ) and n ∈ N. Let Φ : ℓ∞(Γ) → ℓ∞(Γ) be a point-weak* limit point
of (φ(n)). Then φ0Φ = Φφ0 = Φ, and moreover ‖Φ(x)‖ ≤ lim supn ‖φ(n)‖ ≤ ‖φ0(x)‖ for all
x ∈ ℓ∞(Γ). By minimality of φ0 we have ‖Φ(x)‖ = ‖φ0(x)‖ for all x ∈ ℓ∞(Γ). Therefore
‖φ0(x)− φ20(x)‖ = ‖φ0(x− φ0(x))‖ = ‖Φ(x− φ0(x))‖
= ‖Φ(x)− Φφ0(x)‖ = 0
for all x ∈ ℓ∞(Γ), which implies that φ0 is idempotent. 
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The standard Choi-Effros product makes the image of a (minimal) ucp Γ-equivariant idem-
potent as above a unital C∗-algebra, which naturally has an ℓ1(Γ)-module structure. We will
show in the following theorem that this ℓ1(Γ)-module structure in fact comes from an action
of Γ.
Theorem 4.9. Let φ : ℓ∞(Γ) → ℓ∞(Γ) be an idempotent Γ-equivariant ucp map, let X =
φ(ℓ∞(Γ)) and let A denote the C∗-algebra that is obtained from equipping X with the Choi-
Effros product a · b := φ(ab), a, b ∈ X. Then the restriction of the coproduct defines a Γ-action
on A satisfying the Podles´ condition.
Proof. In order to distinguish the abstract C∗-algebra A from the image X of φ : ℓ∞(Γ) →
ℓ∞(Γ), we shall be using the embedding j : A → ℓ∞(Γ) of A into ℓ∞(Γ). The product
of elements a, b viewed as elements of abstract C∗-algebra A will be denoted by ab. The
definition of the Choi-Effros product can now be written as
j(ab) = φ(j(a)j(b)), a, b ∈ A.
Note that j is a unital completely isometric map.
Consider the Fubini product map (see e.g. [ER00, Chapter 7])
Φ := id⊗F φ : ℓ∞(Γ) ⊗¯ ℓ∞(Γ)→ ℓ∞(Γ) ⊗¯ ℓ∞(Γ).
Recall that Φ is a complete contraction, characterised by the formula
(ω⊗µ)(Φ(x)) = µ(φ((ω⊗id)(x))), x ∈ ℓ∞(Γ) ⊗¯ ℓ∞(Γ), ω, µ ∈ ℓ1(Γ).
The above formula allows us to deduce that for x and ω as above we have (ω⊗id)Φ(x) =
φ((ω⊗id)(x)), and further that Φ is idempotent. The fact that φ is a ucp Γ-equivariant map
implies after another easy computation that
Φ ◦∆ = ∆ ◦ φ,
and that the image of Φ equals
Z :=
{
z ∈ ℓ∞(Γ) ⊗¯ ℓ∞(Γ) : (ω⊗id)(z) ∈ X for all ω ∈ ℓ1(Γ)} .
We then need another identification: as ℓ∞(Γ) ≈ ∏γ∈Irr(Γˆ)Mnγ , we can identify canonically
ℓ∞(Γ) ⊗¯ ℓ∞(Γ) with ∏γ∈Irr(Γˆ)Mnγ (ℓ∞(Γ)). In this identification we have Φ(∏γ∈Irr(Γˆ)mγ) =∏
γ∈Irr(Γˆ) φ(mγ) and Z ≈
∏
γ∈Irr(Γˆ)Mnγ (X). Finally use the ‘pointwise’ application of the
map j−1 : X→ A to define the ucp isometry J−1 : Z →∏γ∈Irr(Γˆ)Mnγ (A) ≈ M(c0(Γ)⊗A).
We are finally ready to define the action α : A → M(c0(Γ)⊗A); it is informally just the
suitably interpreted coproduct, and formally
α = J−1 ◦∆ ◦ j.
It is now easy to check that for any z, w ∈ Z we have J−1(z)J−1(w) = J−1(Φ(zw)). Thus
finally for a, b ∈ A we have
α(ab) = J−1 (∆(j(ab))) = J−1 (∆(φ(j(a)j(b)))
= J−1 (Φ(∆(j(a)j(b)))) = (J−1 ◦Φ) (∆(j(a))∆(j(b)))
= J−1 (∆(j(a))) J−1 (∆(j(b))) = α(a)α(b),
which is what we intended to prove.
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To prove that α satisfies the Podles´ condition [α(A)(c0(Γ) ⊗ 1)] = c0(Γ) ⊗ A we shall use
[BSV03, Proposition 5.8]. Let us first note that α, being a unital ∗-homomorphism, is non-
degenerate, i.e. [α(A)(c0(Γ)⊗ A)] = c0(Γ)⊗ A. Moreover for all ω ∈ ℓ1(Γ) and a ∈ A we have
(ω ⊗ id)(α(a)) ∈ A. The counit ε ∈ c0(Γ)∗ satisfies (ε ⊗ id)α(a) = a and since ε ∈ ℓ1(Γ) we
see that the action α is weakly continuous, that is[{
(ω ⊗ id)α(a) : ω ∈ ℓ1(Γ), a ∈ A}] = A.
Since discrete quantum groups are regular, [BSV03, Proposition 5.8] indeed applies to α. 
In the following, for any idempotent ucp Γ-equivariant φ on ℓ∞(Γ), we consider im(φ) as a
Γ-C∗-algebra, with the Γ-action given in Theorem 4.9.
Proposition 4.10. Suppose φ0 is a minimal element of G (which is idempotent by Lemma
4.8). Then
(1) (Γ-rigidity) the identity map is the unique ucp Γ-equivariant map on im(φ0);
(2) (Γ-essentiality) any ucp Γ-equivariant map ψ : im(φ0) → A from im(φ0) into any
Γ-C∗-algebra A is completely isometric.
Proof. (1) Suppose ψ : im(φ0) → im(φ0) is a ucp Γ-equivariant map. Similarly as in the
proof of Lemma 4.8 above we may find a ucp Γ-equivariant Ψ acting on im(φ0) such that
Ψψ = ψΨ = Ψ. Since Ψ is a contraction we have ‖Ψφ0(x)‖ ≤ ‖φ0(x)‖ for all x ∈ im(φ0).
Hence by minimality of φ0, it follows that ‖x‖ = ‖φ0(x)‖ ≤ ‖Ψ(φ0(x))‖ for all x ∈ im(φ0),
which shows that Ψ is isometric on im(φ0). Thus, ‖x − ψ(x)‖ = ‖Ψ(x − ψ(x))‖ = 0 for all
x ∈ im(φ0), which implies that ψ = idim(φ0).
(2) Let A be a Γ-C∗-algebra and ψ : im(φ0)→ A be a ucp Γ-equivariant map. Let ω ∈ S(A)
be a state on A, and Pω : A→ ℓ∞(Γ) the corresponding Poisson transform. Then φ0 ◦ Pω ◦ψ
is a ucp Γ-equivariant map on im(φ0), hence the identity map by part (1). Since both φ0 and
Pω are completely contractive, it follows that ψ is completely isometric. 
Corollary 4.11. If φ0 is a minimal element of G, then im(φ0) is minimal among subspaces
of ℓ∞(Γ) that are images of idempotent ucp Γ-equivariant maps.
Proof. Let φ : ℓ∞(Γ) → ℓ∞(Γ) be a ucp Γ-equivariant map such that im(φ) is contained in
im(φ0). Then the restriction of φ to im(φ0) is a ucp Γ-equivariant map on im(φ0), hence the
identity map by Γ-rigidity (Proposition 4.10). This implies im(φ0) ⊆ im(φ). 
Proposition 4.12. The minimal image of a ucp Γ-equivariant idempotent on ℓ∞(Γ) is unique
up to isomorphism (as a Γ-C∗-algebra).
Proof. Suppose φ : ℓ∞(Γ) → X and ψ : ℓ∞(Γ) → Y are ucp Γ-equivariant idempotents,
and X and Y are minimal among subspaces of ℓ∞(Γ) that are images of ucp Γ-equivariant
idempotents.
Then by Γ-rigidity (Proposition 4.10) the composition φψ, when restricted to X, is the
identity map. Similarly, the restriction of ψφ to Y is the identity map. Hence ψ : X→ Y is a
Γ-isomorphism (of C∗-algebras). 
Note that the construction above remains valid for any sub-class of Γ-invariant ucp maps,
as long as it is closed under composition and pointwise weak∗-limits.
The next fact is standard, but extremely useful; in fact injectivity is what makes the
Γ-envelopes interesting.
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Proposition 4.13. Suppose φ0 is an idempotent in G. Then im(φ0) is injective in the category
of Γ-C∗-algebras, i.e. for any Γ-C∗-algebras A and B equipped with ucp Γ-equivariant maps
ψ : A → im(φ0) and ι : A → B, with ι completely isometric, there exists a ucp Γ-equivariant
map Ψ : B→ im(φ0) such that ψ = Ψ ◦ ι.
Proof. As im(φ0) ⊂ ℓ∞(Γ) and φ0 is a ucp Γ-equivariant projection, it is enough to show
that ℓ∞(Γ) itself is injective as a Γ-C∗-algebras. This fact is a special case of the next
proposition. 
An injective object in the category of Γ-C∗-algebras is called Γ-injective. Recall Remark
2.5.
Proposition 4.14. Let Γ be a discrete quantum group, and let H be a Hilbert space. The
C∗-algebra ℓ∞(Γ)⊗B(H) with the Γ-action ∆⊗ id is Γ-injective.
Proof. Assume that we have Γ-C∗-algebras A and B equipped with ucp Γ-equivariant maps
ψ : A → ℓ∞(Γ)⊗B(H) and ι : A → B, with ι completely isometric. Put φ := (ǫ ⊗ id) ◦ ψ,
obtaining thus a ucp map A → B(H), which then extends to a ucp map φ˜ : B → B(H), by
injectivity of B(H). Then for any b ∈ B define the map ψ˜(b) : ℓ1(Γ)→ B(H) by(
ψ˜(b)
)
(ω) := φ˜(b ∗ ω); ω ∈ ℓ1(Γ).
The map ψ˜(b) is obviously completely bounded, hence identifies with an element in ℓ∞(Γ)⊗B(H)
(see e.g. [ER00, Corollary 7.1.5]). Thus, we obtain the map ψ˜ : B → ℓ∞(Γ)⊗B(H); it is
straightforward to see ψ˜ is a ucp Γ-equivariant map that extends ψ. 
Corollary 4.15. Every Γ-C∗-algebra A embeds equivariantly into a Γ-injective C∗-algebra.
Proof. Let α : Γy A be an action of Γ on A, and let A be faithfully represented on a Hilbert
space H. Then α : A → M(c0(Γ) ⊗ A) ⊂ ℓ∞(Γ)⊗B(H) is a ucp Γ-equivariant map, when we
equip ℓ∞(Γ)⊗B(H) with the Γ-action ∆⊗ id. 
We are ready to define the central object of this paper.
Theorem 4.16. Every discrete quantum group Γ admits a unique (up to Γ-isomorphism)
universal Γ-boundary C(∂F (Γ)), in the sense that for any Γ-boundary A there is a completely
isometric ucp Γ-equivariant map A→ C(∂F (Γ)).
We call C(∂F (Γ)) the (algebra of continuous functions on the) Furstenberg boundary of Γ.
Proof. Let C(∂F (Γ)) be the the minimal image of a ucp Γ-equivariant idempotent on ℓ
∞(Γ),
which is unique up to Γ-isomorphism by Proposition 4.12. It follows from Proposition 4.10
that C(∂F (Γ)) is indeed a Γ-boundary.
Now, to show the universality property, suppose A is a Γ-boundary, and let Pν : A→ ℓ∞(Γ)
be the Poisson transform associated to a state ν on A. Composing Pν with a ucp Γ-equivariant
idempotent ℓ∞(Γ)→ C(∂F (Γ)) yields a ucp Γ-equivariant map from A into C(∂F (Γ)) ⊂ ℓ∞(Γ),
which is completely isometric by Proposition 4.3. 
Corollary 4.17. Any Γ-equivariant ucp map between two Γ-boundaries A and B is an injective
*-homomorphism, and any such map is unique.
Proof. Suppose A and B are Γ-boundaries and φ and ψ are Γ-equivariant ucp maps from A
to B. By Theorem 4.16 there are completely isometric Γ-equivariant ucp maps ιA : A →
C(∂F (Γ)) and ιB : B → C(∂F (Γ)). By Γ-injectivity of C(∂F (Γ)) we may extend ιB ◦ φ ◦ ι−1A :
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ιA(A) → ιB(B) and ιB ◦ ψ ◦ ι−1A : ιA(A) → ιB(B) to Γ-equivariant ucp maps on C(∂F (Γ)).
By Γ-rigidity both extensions are the identity map, hence φ = ψ is completely isometric.
Thus, it only remains to show φ is *-homomorphism, and for this it is enough to show
that ιA(A) is a C
∗-subalgebra of C(∂F (Γ)). By Proposition 4.14 we can extend α ◦ ι−1A :
ιA(A) → α(A) to a Γ-equivariant ucp map from Φ : C(∂F (Γ)) → ℓ∞(Γ)⊗B(H), where H
is a Hilbert space on which A acts faithfully. The map Φ is completely isometric by Γ-
essentiality, and hence a C∗-isomorphism between C(∂F (Γ)) and Φ(C(∂F (Γ))), where the
latter gets its C∗-algebra structure from ℓ∞(Γ)⊗B(H) via the Choi-Effros product. Since
α(A) is a subalgebra of ℓ∞(Γ)⊗B(H), it is closed under the Choi-Effros product, and hence a
subalgebra of Φ(C(∂F (Γ))). This implies ιA(A) is a C
∗-subalgebra of C(∂F (Γ)). 
Note that in particular by the above any Γ-boundary A is identified with a Γ-C∗-subalgebra
of Furstenberg boundary C(∂F (Γ)). We will use this fact later.
Proposition 4.18. A discrete quantum group Γ is amenable if and only if its Furstenberg
boundary C(∂F (Γ)) is trivial.
Proof. Let Γ be an amenable discrete quantum group. Let m ∈ ℓ∞(Γ) be an invariant mean
and ν a state on C(∂F (Γ)). Then η = m ◦ Pν is easily seen to be an invariant state on
C(∂F (Γ)). Then invariance of η implies that the range of the Poisson transform Pη is the
scalars. Hence C(∂F (Γ)) = C.
Conversely, if C(∂F (Γ)) = C, then the ucp Γ-equivariant idempotent φ : ℓ
∞(Γ)→ C(∂F (Γ))
is obviously an invariant mean, and hence Γ is amenable. 
We finish this section with providing a relatively explicit criterion allowing us to check that
a given action of Γ is indeed a Γ-boundary action. It will be used in Section 7.
Theorem 4.19. Let Γ be a discrete quantum group and let µ ∈ ℓ1(Γ) be a state. Suppose
A is a unital Γ-C∗-algebra that admits a unique µ-stationary state ν, and that the Poisson
transform Pν is completely isometric. Then A is a Γ-boundary.
Proof. Recall that the Poisson boundary Hµ := {x ∈ ℓ∞(Γ) : (id⊗µ) ◦ ∆(x) = x} is the
image of a ucp Γ-equivariant projection Φ acting on ℓ∞(Γ). The fact that ν is µ-stationary
implies that Pν takes values in Hµ. Suppose that we have any ucp Γ-equivariant map Ψ from
A to Hµ ⊂ ℓ∞(Γ). By Proposition 2.6 it must be a Poisson transform associated to a state
ω ∈ S(A); and then Definition 2.7 implies that ω is µ-stationary. Hence Ψ = Pν is completely
isometric.
Consider then any state ω ∈ S(A) and the map Pω : A → ℓ∞(Γ). Then Φ ◦ Pω is a ucp
Γ-equivariant map from A to Hµ; hence by the above it is completely isometric. Thus Pω is
also completely isometric, and A is a Γ-boundary. 
5. The unique trace property for unimodular discrete quantum groups and
its generalization
In this section we consider the problem of identifying discrete quantum groups Γ with
the unique trace property, and more generally these whose reduced group C∗-algebras do
not admit ad-invariant states. Similarly to the classical case, this problem is related to the
faithfulness of the action Γy ∂FΓ.
By a result of Furman [Fur03], the kernel of the action G y ∂FG of a locally compact
group G on its Furstenberg boundary is the amenable radical of G. The following theorem is
a version of this result in the quantum setting.
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Theorem 5.1. The co-kernel NF of the action Γy C(∂FΓ) is the unique minimal relatively
amenable Baaj-Vaes subalgebra of ℓ∞(Γ). It is contained in every other relatively amenable
Baaj-Vaes subalgebra of ℓ∞(Γ).
Proof. By Proposition 2.9 the co-kernel NF is a Baaj-Vaes subalgebra of ℓ
∞(Γ). Note that,
in fact, NF is the von Neumann algebra generated by all different copies of C(∂FΓ) in ℓ
∞(Γ).
By definition, there is an idempotent ucp Γ-equivariant map from ℓ∞(Γ) onto any copy of
C(∂FΓ). Thus, NF is relatively amenable. Now, let M ⊂ ℓ∞(G) be a relatively amenable
Baaj-Vaes subalgebra, so that there is a Γ-equivariant ucp map Ψ : ℓ∞(Γ) → M. Let ν be a
state on C(∂FΓ). Then Ψ ◦ Pν : C(∂FΓ) → M ⊂ ℓ∞(Γ) is a Γ-equivariant ucp map. Thus,
by Proposition 2.6 there is a state ν ′ on C(∂FΓ) such that Ψ ◦ Pν = Pν′ and in particular
Pν′(C(∂FΓ)) ⊂ M. Since ∆(M) ⊂ M⊗M, by Equation (2.5) we have
Pµ∗ν′(C(∂FΓ)) = (id ⊗ µ)∆(Pν′(C(∂FΓ))) ⊂ M
for all µ ∈ ℓ1(Γ). Since Pν′ is isometric, Lemma 4.2 implies that the set{
µ ∗ ν ′ : µ ∈ P(Γ)}
is weak* dense in the state space of C(∂FΓ). Thus, it follows from Proposition 2.6 that
{ν ′′ ∗ a : a ∈ C(∂FΓ)} = Pν′′(C(∂FΓ)) ⊂ M for all ν ′′ ∈ C(∂FΓ)∗. Hence NF ⊂ M. 
Recall that the adjoint action of Γ on C(Γ̂) is given by the formula β(x) = W∗(1⊗x)W for
all x ∈ C(Γ̂). When we talk about C(Γ̂) as a Γ-space, this is the action we have in mind and
we say for instance that a functional µ ∈ C(Γ̂)∗ is Γ-invariant if (id ⊗ µ)(β(x)) = µ(x)1 for
all x ∈ C(Γ̂). Let us also recall that when W is viewed as an operator on ℓ2(Γ)⊗ ℓ2(Γ) then
∆(y) = W∗(1⊗ y)W for all y ∈ ℓ∞(Γ).
Lemma 5.2. Let Γ be a discrete quantum group and µ ∈ C(Γ̂)∗ a state. Then µ is Γ-invariant
iff it is a KMS-state for the scaling automorphism group (τt)t∈R (at the inverse temperature
1). In particular when Γ is unimodular, µ is Γ-invariant iff it is a trace. On the other hand
if Γ is not unimodular, then the Haar state of Γ is not Γ-invariant.
Proof. In this proof the symbols adorned with hats refer to Γ and these without hats to Γ̂.
Thus we use the antipode Sˆ of ℓ∞(Γ), which is defined in particular on finitely supported
elements. More precisely, if p is a finite-rank central projection in ℓ∞(Γ) then Sˆp : x →
Sˆ(px) is a well defined, bounded linear map on ℓ∞(Γ), and p¯ := Sˆ(p) is another finite-rank
central projection in ℓ∞(Γ). We recall moreover that (Sˆp ⊗ id)(W ) = (p¯ ⊗ 1)W ∗ ([KV00,
Proposition 8.3]). Since S2 = τ−i on finitely supported elements ([KV00, Proposition 5.22])
and (τˆt ⊗ id)(W ) = (id ⊗ τ−t)(W ) for all t ∈ R (see before Proposition 8.25 in [KV00]) we
have also (Sˆp ⊗ id)(W ∗) = (p¯⊗ τˆi)(W ∗).
Now let µ ∈ C(Γˆ)∗ be a (τt)t∈R-KMS state. By the KMS-property and antimultiplicativity
of Sˆ we can write, for any x ∈ ℓ∞(Γ) and p as above,
(Sˆp ⊗ µ)(W ∗(1⊗ x)W ) = (id ⊗ µ)((Sˆp ⊗ τi)(W )(Sˆp ⊗ id)(W ∗)(1⊗ x))(5.1)
= (id ⊗ µ)((p¯⊗ τi)(W ∗)(p¯⊗ τi)(W )(1 ⊗ x)) = µ(x)p¯.
Applying Sˆ−1 yields (p⊗ µ)β(x) = µ(x)p, hence the ad-invariance of µ.
On the other hand, assume that µ is ad-invariant. Then the computation above shows that
(5.1) holds for all suitable x and p. Fix ϕ ∈ ℓ1(Γ), a finite-rank central projection p ∈ ℓ∞(Γ)
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and consider y = (ϕ ◦ Sˆp⊗ id)(W ) ∈ Pol(Γ̂). Denote (S ⊗ id)∆(y) =
∑
y′(1)⊗ y(2) — the sum
is naturally finite. Since (id ⊗∆)(W ) = W12W13 and (id ⊗ S)(W ) = W ∗ (we are now using
the antipode of C(Γˆ)) we have∑
y′(1) ⊗ y(2) = (ϕ ◦ Sˆp ⊗ id⊗ id)(W ∗12W13)
= (ϕ⊗ id⊗ id)((Sˆp ⊗ id)(W )13(Sˆp ⊗ id)(W ∗)12).
Hence, applying ϕ to the first equality in (5.1) yields that
∑
µ(y′(1)xy(2)) =
∑
µ(τi(y(2))y
′
(1)x).
Now take arbitrary elements w, z ∈ Pol(Γ̂) . We know that w⊗z can be written as a finite sum
of elements of the form
∑
y′(1)x⊗ y(2), where y is associated to some ϕ and p as above (cf e.g.
[Wor87, Theorem 4.9]), and by bilinearity the above identity yields µ(wz) = µ(τi(z)w). Hence
µ is (τt)t∈R-KMS. In the unimodular case (τt)t∈R is trivial, so that KMS states correspond to
traces.
For the Haar state h we compute as above, using the corresponding modular group (σt)t∈R
(again p is central finite rank projection and x ∈ ℓ∞(Γ):
(Sˆp ⊗ h)(W ∗(1⊗ x)W ) = (id⊗ h)((Sˆp ⊗ σi)(W )(Sˆp ⊗ id)(W ∗)(1 ⊗ x))
= (id⊗ h)((p¯ ⊗ σi)(W ∗)(p¯ ⊗ τi)(W )(1⊗ x)).
This is equal to h(x)p¯ for any x ∈ ℓ∞(Γ) iff (p¯ ⊗ σi)(W ∗)(p¯ ⊗ τi)(W ) = p¯ iff (p¯ ⊗ τi)(W ) =
(p¯ ⊗ σi)(W ), which happens for all central finite rank projections p iff τi = σi, i.e. when we
are in the Kac case. 
Theorem 5.3. Let Γ be a discrete quantum group and assume that the action Γ y A of Γ
on some Γ-boundary A is faithful. Then if Γ is unimodular, it has the unique trace property,
i.e. C(Γ̂) admits a unique tracial state. If Γ is not unimodular, then it does not admit any
Γ-invariant functional, nor any KMS-state for the scaling automorphism group at the inverse
temperature 1.
Proof. Note first that if A is a Γ-boundary and the action of Γ on A is faithful, so is the
action of Γ on its Furstenberg boundary C(∂F (Γ)), as we have NαA ⊂ NαF , where αA denotes
the action of Γ on A and αF the action of Γ on C(∂F (Γ)). Indeed, it suffices to use Theorem
4.16 and note that if Ψ : A → C(∂F (Γ)) is an isometric ucp Γ-invariant map, then for any
functional ν ∈ A∗ and a ∈ A we have
(id⊗ν)(αA(a)) = (id⊗ρ)(αF (ψ(a))) ∈ NαF ,
where ρ is any functional on C(∂F (Γ)) extending the functional ν ◦ Ψ−1 ∈ Ψ(A)∗. Thus we
may and do assume that A = C(∂F (Γ)).
We want to show that if τ ∈ C(Γ̂)∗ is a Γ-invariant state on C(Γ̂), then (id⊗τ)(W) ∈ ℓ∞(Γ)
is the support of the counit ε : ℓ∞(Γ)→ C.
In view of Lemma 2.11, we can extend τ to a ucp Γ-equivariant map τ˜ : Γ⋉r C(∂F (Γ))→
C(∂F (Γ)), using Γ-injectivity of C(∂F (Γ)). By Γ-rigidity of C(∂F (Γ)) (see Proposition 4.10)
the restriction of τ˜ to α(C(∂F (Γ))) equals α
−1. Thus, α(C(∂F (Γ))) lies in the multiplicative
domain of τ˜ , and therefore we have
τ˜
(
α(a)(y⊗1)) = aτ(y)
for all a ∈ C(∂F (Γ)) and y ∈ C(Γ̂).
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Consider the action β from (2.1). Applying (id ⊗ τ˜) to the equation (1⊗x)(W⊗1) =
(W⊗1)β(x), with x = α(a), a ∈ C(∂F (Γ)) and remembering that β restricted to α(C(∂F (Γ)))
coincides with id⊗α, we get
((id ⊗ τ)(W)) ⊗ a = (((id ⊗ τ)(W)) ⊗ 1)α(a).
In particular, setting x = (id ⊗ τ)(W) we have µ(a)x = x(µ ∗ a) for all µ ∈ C(∂F (Γ))∗ and
a ∈ C(∂F (Γ)). Since µ(a) = ε(µ ∗ a) this yields ε(y)x = xy for all y ∈ Nα. By faithfulness of
α we can take for y the support p0 of ε and we see that x = ε(x)p0. Since (ε ⊗ id)(W) = 1
we conclude that x = p0; thus τ is the Haar state.
The rest of the statements follows then from Lemma 5.2; note that in the unimodular case
the Haar state is tracial, and in the non-unimodular case the Haar state is not Γ-invariant. 
Finally the next proposition gives a connection to the classical result of Furman mentioned
in the beginning of the section. By combining Theorem 5.3 and the next proposition we see
that faithfulness of the action on the Furstenberg boundary implies, in the unimodular case,
triviality of the amenable radical. This also results from Theorem 5.1, but we do not know
whether the converse holds since in principle there might be relatively amenable Baaj-Vaes
subalgebras of ℓ∞(Γ) which do not arise from normal amenable subgroups.
Proposition 5.4. Let Γ be a unimodular discrete quantum group with the unique trace prop-
erty, and let G = Γ̂. If H ⊂ G is such that H\G is co-amenable then H = G; in particular the
amenable radical of Γ is trivial.
Proof. Suppose that H is a subgroup of G realized by π ∈ Mor(Cu(G),Cu(H)) such that
H\G is co-amenable. Then by Theorem 3.11 the map π admit a reduced version π˜ ∈
Mor(C(G),C(H)). If H ⊂ G is a proper subgroup then π˜ is not injective and therefore hH ◦ π˜
is a trace on C(G) which is not faithful. This proves the first statement. To prove the second
one, suppose Λ ⊂ Γ is a non-trivial normal amenable subgroup. Then H = Λ̂/Γ is a subgroup
of G such that H\G is co-amenable. Thus, we have H = G, which implies Λ = {e}. 
6. Further applications: C∗-simplicity and crossed products
In this section we discuss some applications of the concepts discussed earlier to simplicity
and existence of nuclear embeddings. These will find concrete interpretations in the last
section.
Recall first that a discrete quantum group is said to be C∗-simple if the reduced C∗-algebra
C(Γ̂) of the dual compact quantum group Γ̂ is simple.
Proposition 6.1. Let Γ be a C∗-simple discrete quantum group, and let G = Γ̂. If H ⊂ G is
a closed quantum subgroup such that H\G is co-amenable then H = G. In particular, Γ has
trivial amenable radical.
Proof. Let H be a quantum subgroup of G such that H\G is co-amenable. Then by Theorem
3.11 there is a canonical *-homomorphism π˜ : C(G) → C(H). Since Γ is C∗-simple, i.e. C(G)
is simple, π˜ is injective, hence H = G. This proves the first statement. The second follows
exactly as in Corollary 5.4. 
Lemma 6.2. Let H be a Hilbert space. Consider the action (∆ ⊗ id) of Γ on B(ℓ2(Γ)⊗H).
Suppose ψ is a ucp map on B(ℓ2(Γ)⊗H) whose restriction to C(Γ̂) ⊗ 1 is the identity map.
Then ψ is Γ-equivariant.
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Proof. The ucp map id⊗ψ on B(ℓ2(Γ)⊗ℓ2(Γ)⊗H) restricts to the identity map on c0(Γ)⊗C(Γ̂)⊗
1, and therefore contains the latter in its multiplicative domain. Thus, it follows that id⊗ ψ
also restricts to identity on M(c0(Γ)⊗C(Γ̂)⊗ 1). In particular, W⊗1 is in the multiplicative
domain of id⊗ψ. Hence, for every x ∈ B(ℓ2(Γ)⊗H) we get
(id⊗ ψ)(∆ ⊗ id)(x) = (id ⊗ ψ)(W∗12x23W12) = W∗12((id⊗ ψ)(x23))W12
= W∗12ψ(x)23W12 = (∆⊗ id)(ψ(x)).

Before we formulate the next theorem, we recall that Γ acts canonically on ℓ∞(Γ) (by the
coproduct, viewed as the right action), and also on B(ℓ2(Γ)); the latter right action, denoted
by ∆r, is given by the same implementation, namely
∆r(x) = V (x⊗1)V ∗, x ∈ B(ℓ2(Γ)),
with V denoting again the right multiplicative unitary. We note here that there exists a
(neccesarily unique) Γ-equivariant faithful normal conditional expectation E : B(ℓ2(Γ)) →
ℓ∞(Γ). It is given by the formula
E(x) = (ωΩ⊗id) ◦∆r(x), x ∈ B(ℓ2(Γ)),
where Ω is the unit vector in ℓ2(Γ) corresponding to the counit of ℓ∞(Γ). The fact that E is a
Γ-equivariant ucp idempotent with image ℓ∞(Γ) is easy to check. In order to justify the faith-
fulness of E we invoke the crossed product construction Γ⋉ ℓ∞(Γ) = [(L∞(Γ̂)⊗1)∆(ℓ∞(Γ))]′′
and the canonical faithful conditional expectation EΓ⋉ℓ∞(Γ) : Γ ⋉ ℓ
∞(Γ) → ∆(ℓ∞(Γ)) as
described in Subsection 2.2. The latter is uniquely characterised by two conditions:
EΓ⋉ℓ∞(Γ)(x⊗ 1) = h(x)
EΓ⋉ℓ∞(Γ)(∆(y)) = ∆(y)
for all x ∈ L∞(Γ̂) and y ∈ ℓ∞(Γ), where h : L∞(Γ̂) → C is the Haar state on the compact
quantum group Ĝ. Noting that
(x⊗ 1)∆(y) = (x⊗ 1)V (y ⊗ 1)V ∗ = V (xy ⊗ 1)V ∗
we get the standard identification of Γ ⋉ ℓ∞(Γ) with [L∞(Γ̂)ℓ∞(Γ)]
′′
= B(ℓ2(Γ)). It is easy
to check that E(x) = h(x)1 and E(y) = y for all x ∈ L∞(Γ̂) and y ∈ ℓ∞(Γ); thus under the
identification Γ ⋉ ℓ∞(Γ) ∼= B(ℓ2(Γ)) both conditional expectations coincide. In particular E
is faithful.
We also recall that an inclusion of operator systems V ⊂ W is said to be essential if a ucp
map φ from W into any operator system is completely isometric when its restriction to V is
completely isometric. We will use the facts that V ⊂ W is essential iff W ⊂ I(V) and that
any essential operator system inclusion of C∗-algebras is a C∗-inclusion (see [Ham79] for these
facts and more details).
In the proof of the following theorem we will make use of the notion of Fubini tensor
product X ⊗F Y of two operator systems X and Y . For relevant definitions and properties
we refer the reader to [Tom67] or to [ER00, Chapter 7].
Theorem 6.3. Let Γ be a discrete quantum group, and let A be a Γ-C∗-algebra. Then A is a
Γ-boundary if and only if
(6.1) Γ⋉r A ⊂ I(C(Γ̂)).
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Proof. Suppose A is a Γ-C∗-algebra such that Γ⋉r A ⊂ I(C(Γ̂)). Let φ : A→ ℓ∞(Γ) be a ucp
Γ-equivariant map. Let K be a Hilbert space on which A acts. Extend φ to a ucp map from
B(K) to ℓ∞(Γ), still denoted by φ. The ucp map id⊗φ : B(ℓ2(Γ))⊗B(K)→ B(ℓ2(Γ))⊗ ℓ∞(Γ)
restricts to identity on C(Γ̂)⊗1, hence restricts to a completely isometric map Γ ⋉r A →
B(ℓ2(Γ))⊗ ℓ∞(Γ) by essentiality. Denote by α the action of Γ on A. Since φ is Γ-equivariant,
for all T ∈Mn(C)⊗A and n ∈ N we get
‖(idMn(C)⊗φ)(T )‖ = ‖(id⊗∆)(idMn(C)⊗φ)(T )‖ = ‖(idMn(C)⊗id⊗φ)(idMn(C)⊗α)(T ))‖ = ‖T‖,
which shows that φ is completely isometric. Hence A is a Γ-boundary.
Conversely, suppose A is a Γ-boundary. Let ι : A→ C(∂F (Γ)) be a Γ-equivariant completely
ucp map. Then id⊗ι : Γ⋉r A → Γ ⋉r C(∂F (Γ)) is an operator system inclusion. Hence, it is
enough to show that Γ⋉r C(∂F (Γ)) ⊂ I(C(Γ̂)).
Since C(∂F (Γ)) is Γ-injective there is a ucp Γ-equivariant map ψ : ℓ
∞(Γ) ⊗F C(∂F (Γ)) →
C(∂F (Γ)) such that ψ ◦∆ is the identity map on C(∂F (Γ)). Consider the map Φ = (id⊗ψ) ◦
(∆r ⊗ id) on B(ℓ2(Γ))⊗F C(∂F (Γ)), where as above ∆r denotes the canonical right action of
Γ on B(ℓ2(Γ)). We have
Φ ◦ Φ = (id⊗ ψ) ◦ (∆r ⊗ id) ◦ (id⊗ ψ) ◦ (∆r ⊗ id)
= (id⊗ ψ) ◦ (id⊗ id⊗ ψ) ◦ (∆r ⊗ id⊗ id) ◦ (∆r ⊗ id)
= (id⊗ ψ) ◦ (id⊗ id⊗ ψ) ◦ (id ⊗∆⊗ id) ◦ (∆r ⊗ id)
= (id⊗ ψ) ◦ (id⊗∆) ◦ (id⊗ ψ) ◦ (∆r ⊗ id)
= (id⊗ ψ ◦∆) ◦ (id ⊗ ψ) ◦ (∆r ⊗ id)
= (id⊗ ψ) ◦ (∆r ⊗ id)
= Φ,
which shows that Φ is a projection. The C∗-algebra C(∂F (Γ)) is injective, as ℓ
∞(Γ) is a direct
product of matrix algebras, and C(∂F (Γ)) is the image of a ucp projection on ℓ
∞(Γ). Thus
B(ℓ2(Γ))⊗F C(∂F (Γ)) is also injective, for example by comments in [Pau11, Section 4]. Hence
finally im(Φ) is injective. Furthermore, for a ∈ C(∂F (Γ)) and xˆ ∈ C(Γ̂) we have
Φ((xˆ⊗ 1)∆(a)) = (id⊗ ψ)((∆r(xˆ)⊗ 1)(∆ ⊗ id)∆(a))
= (xˆ⊗ 1)(id ⊗ ψ ◦∆)(∆(a))
= (xˆ⊗ 1)∆(a),
which shows that Γ⋉r C(∂F (Γ)) ⊂ im(Φ).
So, in particular, C(Γ̂) ⊗ 1 ⊂ im(Φ) and by the afore-mentioned injectivity of im(Φ) we
have an inclusion I(C(Γ̂)⊗1) ⊆ im(Φ). Let φ : im(Φ)→ I(C(Γ̂)⊗1) be a projection. Since φ
restricted to C(Γ̂)⊗1 is the identity map, if we show that the restriction of φ to ∆(C(∂F (Γ))) is
also the identity map then it finishes the proof (by multiplicative domain arguments, standard
properties of the crossed product, and the obvious identification I(C(Γ̂)⊗ 1) = I(C(Γ̂))).
Extend φ to a ucp map φ : B(ℓ2(Γ)⊗H)→ I(C(Γ̂)⊗1) ⊂ B(ℓ2(Γ)⊗H), where H is a Hilbert
space on which the C∗-algebra C(∂F (Γ)) acts faithfully. Consider the action (∆⊗ id) of Γ on
B(ℓ2(Γ)⊗H). Then φ is Γ-equivariant by Lemma 6.2.
Denote by E : B(ℓ2(Γ)) → ℓ∞(Γ) the canonical conditional expectation, which is faithful
and Γ-equivariant by the remarks before the theorem. Then for any T ∈ B(ℓ2(Γ))⊗FC(∂F (Γ))
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we have
∆
(
(ε⊗ id)(E ⊗ id)Φ(T )) = ∆((ε⊗ id)(E⊗ id)(id ⊗ ψ)(∆r ⊗ id)(T ))
= ∆
(
(ε⊗ id)(id ⊗ ψ)(E ⊗ id⊗ id)(∆r ⊗ id)(T ))
= ∆
(
(ε⊗ id)(id ⊗ ψ)(∆ ⊗ id)(E ⊗ id)(T ))
= ∆
(
(ε⊗ id)(∆ ◦ ψ)(E ⊗ id)(T ))
= (∆ ◦ ψ)(E ⊗ id)(T )
= (E⊗ id)Φ(T ),
which shows that the conditional expectation (E⊗ id) maps im(Φ) onto ∆(C(∂F (Γ))).
Thus, the composition of (E⊗id) with the restriction of φ to ∆(C(∂F (Γ))) yields the ucp Γ-
equivariant map (E⊗id) ◦ φ|∆(C(∂F (Γ))) : ∆(C(∂F (Γ)))→ ∆(C(∂F (Γ))), which by Proposition
4.10 must be the identity map. Since the conditional expectation (E⊗ id) is faithful, it follows
that φ is identity on ∆(C(∂F (Γ))). 
We now have all we need to generalize the main result of [KK17], which led to applications
of the Furstenberg boundary action in C∗-simplicity problems.
The argument below follows that of [KK17, Theorem 6.2], with several necessary modifi-
cations.
Theorem 6.4. Let Γ be a discrete quantum group. Then the following are equivalent:
(1) C(Γˆ) is simple;
(2) Γ⋉r A is simple for every Γ-boundary A;
(3) Γ⋉r A is simple for some Γ-boundary A;
(4) Γ⋉r C(∂F (Γ)) is simple.
Proof. The implications (1) ⇒ (2) and (3) ⇒ (4) follow from Theorem 6.3, Corollary 4.17,
and the general fact that if we are given a C∗-inclusion B ⊂ C ⊂ I(B) and B is a simple
C∗-algebra, then so is C. Indeed suppose that J ⊂ C is an ideal. Since B is simple the
map B → C/J is injective. Therefore there is a ucp map γ : C/J → I(B) that extends the
canonical embedding B → I(B). Consider the induced map γ˜ : C → I(B). Since C embeds
into I(B) there is an extension of γ˜ to ˜˜γ : I(B)→ I(B). Noting that the restriction of ˜˜γ to B
is completely isometric we see that the map ˜˜γ must be isometric (we use here the enveloping
property of I(B)). In particular γ˜ has trivial kernel and hence J = {0}.
The implication (2) ⇒ (3) is trivial, so it remains to prove (4) ⇒ (1). Suppose that C(Γˆ)
is not simple, let J be a non-trivial ideal of C(Γˆ), and let π : C(Γˆ) → C(Γˆ)/J denote the
corresponding quotient map. Recall that the action β of Γ on C(Γˆ) is implemented by (the
left) multiplicative unitary W ∈M(c0(Γ)⊗C(Γˆ)), i.e.
β(x) = W∗(1⊗x)W, x ∈ C(Γˆ).
It is then easy to see that β induces an action β˜ on the quotient C(Γˆ)/J:
β˜(π(x)) := (id⊗ π)β(x) x ∈ C(Γˆ).
Observe that π is Γ-equivariant by definition.
By Corollary 4.15 the Γ-C∗-algebra C(Γˆ)/J embeds Γ-equivariantly into a Γ-injective C∗-
algebra, which we will denote by B.
Let π˜ : Γ⋉rC(∂F (Γ))→ B be a Γ-equivariant ucp extension of π. Note that the restriction
of π˜ to C(∂F (Γ)) (or rather strictly speaking to its copy in the crossed product, which we
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will identify with the original object), is isometric by the rigidity established in Proposition
4.3. Hence, when endowed with the corresponding Choi-Effros product, π˜(C(∂F (Γ))) is a
Γ-injective C∗-algebra isomorphic to C(∂F (Γ)).
The last fact implies that there is a Γ-equivariant projection φ : B → π˜(C(∂F (Γ))). Its
restriction to the C∗-algebra C∗(π˜(C(∂F (Γ)))) is easily seen to be a Γ-equivariant surjective
∗–homomorphism. Let I denote its kernel, so that I is a Γ-invariant ideal in C∗(π˜(C(∂F (Γ)))),
and define I˜ = I π˜(C(Γˆ)). We will often use below the fact that Γ⋉rC(∂F (Γ)) is spanned (as a
normed space) by the products of elements in C(Γˆ) and in C(∂F (Γ)), and by the multiplicative
domain argument we have also that π˜(Γ⋉r C(∂F (Γ))) is spanned by the products of elements
in C(Γˆ)/J and in π˜(C(∂F (Γ))).
Observing that I is contained in the multiplicative domain of φ we conclude that for x ∈ I˜ we
have φ(x) = 0. In particular since φ|C(∂F (Γ)) = idC(∂F (Γ)) we see that I˜ ∩ π˜(C(∂F (Γ))) = {0},
thus I˜ is strictly contained in C∗(π˜(Γ⋉r C(∂F (Γ))).
Let us show that I˜ is an ideal in C∗(π˜(Γ ⋉r C(∂F (Γ)))); for that it suffices to show that
I π˜(C(Γˆ)) = π˜(C(Γˆ)) I. As π˜ is a ucp Γ-equivariant map, and Γ acts on the copy of C(∂F (Γ))
in the crossed product by the formula
α(y) = W∗12(1⊗y)W12, y ∈ C(∂F (Γ)) ⊂ Γ⋉ C(∂F (Γ)) ⊂ M(K(ℓ2(Γ))⊗C(∂F (Γ))),
the action of Γ on π˜(C(∂F (Γ))) – hence also on C
∗(π˜(C(∂F (Γ)))) – is implemented by the
unitary operator U = (id⊗π˜)(W) ∈ M(c0(Γ)⊗C(Γˆ)/J) ⊂ M(c0(Γ)⊗B). Further we have the
equality π˜(C(Γˆ)) = {(ω⊗id)(U) : ω ∈ ℓ1(Γ)}. For any z ∈ I, ω ∈ ℓ1(Γ) and b ∈ c0(Γ) we thus
note that
z [(bω⊗id)(U)] = (bω⊗id)(UU∗(1⊗z)U) = (ω⊗id)(UU∗(1⊗z)U(b⊗1))
= (ω⊗id)(U(α(z)(b⊗1))) ∈ π˜(C(Γˆ)) I,
where in the last equality we use the Γ-invariance of I and the Podles´ condition for the
restricted action. This now implies that I π˜(C(Γˆ)) = π˜(C(Γˆ)) I.
Finally consider the quotient map q : C∗(π˜(Γ⋉rC(∂F (Γ))))→ C∗(π˜(Γ⋉rC(∂F (Γ))))/ I˜ and
the composition q ◦ π˜ : Γ⋉rC(∂F (Γ))→ C∗(π˜(Γ⋉rC(∂F (Γ))))/ I˜. The latter is a priori just a
ucp map, but we claim it is in fact multiplicative. Indeed, note that since π˜ is multiplicative
on C(Γˆ), so is q◦π˜. Also, it follows from the construction that I (as the kernel of φ) contains all
the elements of the form π˜(xy)− π˜(x)π˜(y), x, y ∈ C(∂F (Γ)). Hence q ◦ π˜ is also multiplicative
on C(∂F (Γ)), so that another multiplicative domain argument yields the desired fact.
Now q◦π˜ vanishes on J, which was assumed to be non-trivial and on the other hand is a non-
zero map, as the target algebra is non-zero. This implies the crossed product Γ⋉r C(∂F (Γ))
is not simple. 
7. Boundary actions for free orthogonal quantum groups
In this section we give concrete examples of boundary actions for free orthogonal quantum
groups.
7.1. Free orthogonal quantum groups. We denote by FOQ Van Daele and Wang’s free
orthogonal discrete quantum group, with Q ∈ MN (C) such that QQ¯ = ±IN , N ≥ 2. When
Q = IN , we write also FON instead FOQ. The discrete quantum group in question is defined
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via the full Woronowicz C∗-algebra Ao(Q) = C
∗
u(FOQ) = C
u(O+Q), so that we have F̂OQ = O
+
Q.
The corresponding reduced C∗-algebra is C∗r(FOQ) = C(O
+
Q).
Following Banica’s classification of the irreducible representations of F̂OQ, we denote by
Hn (n ∈ N0) the spaces of the irreducible representations (up to equivalence), in such a way
that H0 = C, H1 = C
N and H1 ⊗ Hn ≃ Hn−1 ⊕ Hn+1 equivariantly. Even more precisely
we consider Hn as a (uniquely defined) subspace of H
⊗n
1 and denote by P
+
n ∈ B(H⊗n1 ) the
corresponding orthogonal projection. We write t ⊂ r⊗ s if there is an equivariant embedding
Ht ⊂ Hr ⊗ Hs, this happens exactly for t = r + s− 2a with 0 ≤ a ≤ min(r, s).
The dual algebras are given by A = c0(FOQ) =
⊕
An with An = B(Hn), and M =
ℓ∞(FOQ) =
∏
n∈NB(Hn). All coproducts are denoted ∆. We denote by pn ∈ B(Hn) ⊂ M the
minimal central projections and write p≥n =
∑
k≥n pk ∈ M.
Woronowicz’ modular matrices are denoted Fn ∈ B(Hn)+ and normalized by Tr(Fn) =
Tr(F−1n ); in particular F1 =
t(Q∗Q). We will use the standard and normalized categorical
“traces” given for a ∈ B(Hn) by qTrn(a) = Tr(Fna) and qtrn(a) = qTrn(a)/dimq(n), where
dimq(n) = Tr(Fn) is the quantum dimension of Hn. These dimensions are given by
dimq(n) = [n+ 1]q =
qn+1 − q−n−1
q − q−1
for a unique value q ∈ ]0, 1]. Here we assume that q < 1, or equivalently, Q /∈ U2. Then there
are constants C1, C2 > 0 (depending on q) such that C1q
−n ≤ dimq(n) ≤ C2q−n for all n.
Note that the identity q + q−1 = dimq(1) = Tr(F1), with q
−1 ≥ 1, resolves into q−1 =
f(Tr(F1)) where f(t) =
1
2(t+
√
t2 − 4). On the other hand it is known that the spectrum of
F1 is symmetric, so that Tr(F1) > ‖F1‖+ ‖F1‖−1 when N ≥ 3. Since f is strictly increasing,
this yields q−1 > ‖F1‖. We will need later this fact under the form q‖F1‖ < 1, which is
satisfied if and only if N ≥ 3.
Denote by tn ∈ Hn ⊗ Hn a fixed vector such that ‖tn‖2 = dimq(n). Such a vector realizes
the self-duality of Hn as well as the quantum trace above, in the following sense: we have
qTrn(a) = t
∗
n(a⊗id)tn. According to the conjugate equation we have (idn⊗qTrn)(tnt∗n) = idn.
On the other hand one can compute (qTrn⊗idn)(tnt∗n) = F−2n (to get the identity here one
would need to use the right quantum trace). We shall moreover choose the maps tn in a
coherent way, by putting tn+1 = (P
+
n+1 ⊗ P+n+1)(id ⊗ tn ⊗ id)t1. We have then tm+n =
(P+m+n ⊗ P+m+n)(id⊗ tn ⊗ id)tm for any n, m ∈ N0.
There are well-defined antilinear maps jn : Hn → Hn such that tn =
∑
i ei ⊗ jn(ei) for any
ONB (ei)i of Hn. For ξ ∈ Hn we denote also ξ¯ = jn(ξ) = (ξ∗ ⊗ id)tn. Associated to tn is
the invariant form sn =
∑
i e
∗
i⊗(j−1n ei)∗ on Hn ⊗ Hn. We have Fn = j∗njn, F−1n = jnj∗n and
j2n = ±idn, where the sign is the same as in the standing assumption QQ¯ = ±IN . One can
moreover check that (F pn⊗F pn)tn = tn for all p ∈ R and jn⊗ntn = ±tn where jn⊗n = (jn⊗jn)σ.
We will also use the identity
(7.1) tn = ±σ(F−1n ⊗ idn)tn.
Given a ∈ B(Hn) one can consider the unique element a˜ ∈ B(Hn) satisfying (a⊗ idn)tn =
(id⊗ a˜)tn. Explicitly we have a˜ = jna∗j−1n and a˜ = (sn ⊗ id)(id ⊗ a⊗ id)(id⊗ tn).
Recall that by our choice for the irreducible spaces Hn, the space Hr+s is a subspace of
Hr ⊗ Hs. From Banica’s fusion rules we know that the orthogonal complement of Hr+s in
Hr ⊗ Hs is isomorphic, as a corepresentation of FOQ, to Hr−1 ⊗ Hs−1. This isomorphism can
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be realized by the intertwiner (P+r ⊗ P+s )(id ⊗ t1 ⊗ id) : Hr−1 ⊗ Hs−1 → Hr ⊗ Hs, which is
injective although not isometric, see e.g. [Ver05, Proposition 2.3].
A related intertwiner is the map (P+r ⊗P+s )(id⊗ta⊗id)P+t : Ht → Hr⊗Hs for t = r+s−2a,
0 ≤ a ≤ min(r, s). We denote κr,st the inverse of its norm, so that V tr,s = κr,st (P+r ⊗ P+s )(id ⊗
ta ⊗ id)P+t is an isometric intertwiner. The quantity κr,st has been studied by many authors:
here we follow the notation of [FV16], in [BC18] it is denoted
κr,st = ‖Ar,st ‖−1 =
(
[t+ 1]q
θq(t, r, s)
)1/2
,
and in [Ver07] it appears in the proof of Lemma 4.8 in the form
(κr,st )
−2
=
dimq(r)
dimq(r −m)N
t
r−a,s−a · · ·N tr−1,s−1, with N tr,s = 1−
dimq(r − a) dimq(s− a− 1)
dimq(r + 1) dimq(s)
.
Note that we have an evident lower bound κr,st ≥ ‖ta‖−1 = dimq(a)−1/2 ≥ C−1/22 qa/2. In
fact one can show that there are constants D1, D2 > 0 (depending on q) such that D1q
a/2 ≤
κr,st ≤ D2qa/2 for all t ⊂ r ⊗ s: cf [Ver07, Lemma 4.8] and [BC18, Prop. 3.1].
In this article we need one more result about these quantities.
Lemma 7.1. Assume that q < 1. For each k ∈ N there exists a constant Ek (depending also
on q) such that ∣∣∣∣1− (κr−k,st−k /κr,st )2∣∣∣∣ ≤ Ek q2(r−a)
for all t = r + s− 2a, 0 ≤ a ≤ min(r − k, s).
Proof. We start from the explicit expression that can be found in [KL94,BC18]:
(κr,st )
−2
= [a]q!
[r − a]q![s − a]q![t+ a+ 1]q!
[r]q![s]q![t+ 1]q!
,
where [n]q! = [n]q[n− 1]q · · · [1]q. This yields:
(7.2) K :=
(
κr−k,st−k
κr,st
)2
=
[r − k]q![r − a]q![t− k + 1]q![t+ a+ 1]q!
[r]q![r − k − a]q![t+ 1]q![t− k + a+ 1]q! .
Now we have by definition [n]q = δq
−n(1 + O(q2n)) where δ = (q−1 − q)−1. From this it
follows
[n]q!
[n− k]q! = [n]q[n− 1]q · · · [n− k + 1]q = δ
kq−nkqk(k−1)/2(1 +O(q2n))
where the constant involved in the O(·) depends on q and k. We apply this, with n = r, r−a,
t + 1, t + a + 1 respectively, to the 4 quotients appearing in (7.2). The factors δk, qk(k−1)/2
simplify and we are left with
K = qkrq−k(r−a)qk(t+1)q−k(t+a+1)
(1 +O(q2(r−a)))(1 +O(q2(t+a+1)))
(1 +O(q2r))(1 +O(q2(t+1)))
.
The powers of q also simplify and since t ≥ r−a we obtain K = 1+O(q2(r−a)) as claimed. 
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7.2. A Γ-boundary. The Gromov boundary of FOQ is constructed in [VV07] using the ucp
maps ψm,n : Am → An given by
ψm,n(a) = V
n∗
m,n−m(a⊗ idn−m)V nm,n−m.
Using the embedding of Hn in H
⊗n
1 one can also write ψm,n(a) = P
+
n (a⊗P+n−m)P+n = P+n (a⊗
id)P+n . The algebra B ⊂ M is then defined as the norm closure of the subspace
B0 = {b = (bn)n ∈ M | ∃m ∀n ≥ m bn = ψm,n(bm)}.
For a ∈ Am, put ψm,∞(a) = (ψm,n(a))n≥m ∈ B0. One can show that B is a sub-C∗-algebra
of M which contains A [VV07, Prop. 3.4] and one defines B∞ = C(∂FOQ) = B/A with the
canonical projection π : B → B∞. For b = (bm)m∈N0 ∈ M, the norm of π(B) in M/A is
lim sup
m→∞
‖bm‖, moreover for b = ψm,∞(a) the sequence of norms is decreasing, hence by density
the norm of π(b) ∈ B∞ is lim
m→∞
‖bm‖.
One also proves that ∆(B) ⊂ M(A ⊗ B) [VV07, Prop. 3.6], and since ∆(A) ⊂ M(A ⊗ A)
the restriction of ∆ factors to an action of the discrete quantum group FOQ on B∞, which
we denote by β : B∞ → M(A ⊗ B∞). The algebra B∞ equipped with this action is called
the algebra of continuous functions on the Gromov boundary of FOQ. There is a well-defined
state ω on B such that ω(b) = lim
m→∞
qtrm(bm) [VV07, Prop. 5.5]. It vanishes on A and
one denotes ω∞ its factorization to a state on B∞. Note that for b = ψm,∞(a) one has
ω(b) = qtrn ψm,n(a) = qtrm(a) for all n ≥ m.
Since (qtr1⊗ qtrn)∆ is a convex combination of qtrn−1 and qtrn+1 [VV07, Thm. 5.6], the
state ω∞ is stationary (with respect to the “nearest neighborhood” random walk), meaning
that (qtr1⊗ω∞)β∞ = ω∞. In fact this property characterizes ω∞.
Theorem 7.2. Let N ≥ 3 and let Q ∈ MN (C) such that QQ¯ = ±IN . Consider the Gromov
boundary algebra B∞ of a discrete quantum group FOQ. If a state ν on B∞ is qtr1-stationary,
i.e. ν = (qtr1⊗ν)β∞ then ν = ω∞.
Proof. By continuity and density, to prove ν = ω∞ it is enough to prove that νk := ν ◦π◦ψk,∞
on B(Hk) coincides with qtrk for all k. Since νk and qtrk are both states, νk ≤ qtrk is in fact
sufficient. Hence we fix k ∈ N, a ∈ B(Hk) such that a ≥ 0 and ‖a‖ ≤ 1, and we shall prove
that νk(a) ≤ qtrk(a).
Since (qtrn⊗ qtr1)∆ is a (non trivial) convex combination of qtrn−1 and qtrn+1, an easy
induction shows that the stationarity assumption implies (qtrn⊗ν)β∞ = ν for all n ∈ N0.
Hence we have νk(a) = (qtrn⊗νπ)∆(ψk,∞(a)) for all n. Moreover, given ǫ > 0, we know by
the proof of [VV07, Prop. 3.6] that for r ≥ k + n large enough
‖(qtrn⊗p≥r)∆(ψk,∞(a))− (qtrn⊗ψr,∞)(b)‖ ≤ ǫ,
where b =
∑
s⊂n⊗r V
s
n,rψk,s(a)V
s∗
n,r. In particular this shows that νk(a) = limr→∞ ν
n,r
k (a) with
νn,rk (a) =
∑n
m=0(qtrn⊗νr)(V n+r−2mn,r ψk,n+r−2m(a)V n+r−2m∗n,r ).
To compare this with qtrk(a) we will decompose qtrk(a) in a slightly unnatural way. For
all r ≥ n ≥ k we have
qtrk(a) = qtrn ψk,n(a) = qtrn(P
+
n (a⊗ 1)P+n ) = (qtrn⊗νr)((P+n ⊗ P+r )(a⊗ id)(P+n ⊗ P+r ))
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since νr(P
+
r ) = 1. Next we decompose P
+
n ⊗ P+r =
∑n
m=0 V
n+r−2m
n,r V
n+r−2m∗
n,r , so that
qtrk(a) =
∑n
m=0
∑n
m′=0(qtrn⊗νr)(V n+r−2mn,r φn,rn+r−2m,n+r−2m′(a)V n+r−2m
′∗
n,r ),
where φn,rs,s′(a) = V
s∗
n,r(a⊗ id)V s
′
n,r = V
s∗
n,r(a⊗P+n−k ⊗P+r )V s
′
n,r. Our strategy will be to perform
a term-by-term comparison with ψk,s(a) = P
+
s (a⊗ P+s−k)P+s .
We will take care simultaneously of the terms s 6= s′, but let us note already that φn,rs,s′(a)
vanishes if |m − m′| > k. Indeed, one can obtain a ∈ B(Hk) by slicing tkt∗k ∈ B(Hk) ⊗
B(Hk) on the left with some functional ω ∈ B(Hk)∗, hence one can obtain φn,rs,s′(a) by slicing
(id ⊗ V s∗n,r)(tkt∗k ⊗ id)(id ⊗ V s
′
n,r) ∈ B(Hk)⊗ B(Hs′ ,Hs) on the left as well. But this map is an
intertwiner from Hk ⊗ Hs′ to Hk ⊗ Hs, which have no irreducible component in common if
|s− s′| = 2|m−m′| > 2k.
To compare φn,rs,s′(a) and ψk,s(a), for s = n + r − 2m we write V sn,r = κn,rs (P+n ⊗ P+r )(id ⊗
tm⊗ id)P+s as explained previously. We use moreover the estimate ‖P+n − (P+n−m⊗P+m)(P+k ⊗
P+n−k)‖ ≤ Bqn−m−k from [VV07, Lemma A.4] which yields
(κn,rs κ
n,r
s′ )
−1φn,rs,s′(a) ≃ P+s (id ⊗ t∗m ⊗ id)(P+n−m ⊗ P+m ⊗ P+r )(a⊗ P+n−k ⊗ P+r )
(P+n−m′ ⊗ P+m′ ⊗ P+r )(id ⊗ tm′ ⊗ id)P+s′ ,
meaning more precisely that the difference of both terms has a norm dominated byB(qn−m−k+
qn−m
′−k)‖tm‖‖tm′‖, hence by BC2qn−k(q−m + q−m′)q−m/2q−m′/2.
In the second term the projection (P+n−m ⊗ P+m ⊗ P+r ) is absorbed by other projections on
the left and on the right, so that for m, m′ ≤ n− k this term equals:
P+s (a⊗ [(id ⊗ t∗m ⊗ id)(P+n−k ⊗ P+r )(id⊗ tm′ ⊗ id)])P+s′ =
= P+s (a⊗ [P+s−k(id⊗ t∗m ⊗ id)(P+n−k ⊗ P+r )(id ⊗ tm′ ⊗ id)P+s′−k])P+s′
= δs,s′(κ
n−k,r
s−k )
−2P+s (a⊗ V s−k∗n−k,rV s−kn−k,r)P+s = δs,s′(κn−k,rs−k )−2P+s (a⊗ P+s−k)P+s .
Indeed P+s−k(id ⊗ t∗m ⊗ id)(P+n−k ⊗ P+r )(id ⊗ tm′ ⊗ id)P+s′−k is an intertwiner between ir-
reducibles, hence a scalar. So it vanishes if s 6= s′, and when s = s′ one recognizes
(κn−k,rs−k )
−2V s−k∗n−k,rV
s−k
n−k,r = (κ
n−k,r
s−k )
−2P+s−k.
Using the inequalities κn,rs ≤ D2qm/2, κn,rs′ ≤ D2qm/2 and κn−k,rs−k ≤ D2qm/2 this yields, for
0 ≤ m, m′ ≤ n− k and s = n+ r − 2m different from s′ = n+ r − 2m′:
‖φn,rs,s′(a)‖ ≤ BC2κn,rs κn,rs′ qn−k(q−m + q−m
′
)q−m/2q−m
′/2
≤ BC2D22qn−k(q−m + q−m
′
).
Further for s as above
‖ψk,s(a)− (κn−k,rs−k /κn,rs )2φn,rs,s (a)‖ ≤ 2BC2(κn−k,rs−k )2qn−2m−k ≤ 2BC2D22qn−m−k.
Finally for the terms s = s′ we can apply Lemma 7.1 and we obtain, since ‖φn,r,s(a)‖ ≤ ‖a‖ ≤
1:
‖ψk,s(a)− φn,r,s(a)‖ ≤ 2BC2D22qn−m−k + Ekq2(n−m) ≤ Fkqn−m
for some constant Fk. We can assume also that Fk ≥ BC2D22q−k so as to control the term
s 6= s′ at the same time. We will use these estimates later in the case m, m′ < n/2 + k —
assuming that n is even and greater than 4k.
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For the terms corresponding to m ≥ n/2, and in particular m > n− k, we will concentrate
instead on the “exterior part” of the formulae for νn,rk (a) and qtrk(a), that is, on the linear
forms µs,s
′
n,r : x 7→ (qtrn⊗νr)(V sn,rxV s
′∗
n,r ), which in both cases are applied to elements x ∈
B(Hs′ ,Hs) with ‖x‖ ≤ ‖a‖ ≤ 1.
Without loss of generality we can assume m′ =: m+ p ≥ m. We compute again V sn,r using
tm and we recall that tm′ = (P
+
m+p ⊗ P+m+p)(id ⊗ tm ⊗ id)tp. Since the projections P+m+p are
absorbed by P+n resp. P
+
r this allows to write
V sn,rxV
s′∗
n,r = κ
s
n,rκ
s′
n,r(P
+
n ⊗ P+r )(id⊗ tm ⊗ id)P+s xP+s′ (id⊗ t∗p ⊗ id)(id⊗ t∗m ⊗ id)(P+n ⊗ P+r )
= κsn,rκ
s′
n,r(P
+
n ⊗ P+r )(id⊗ tm ⊗ id)y(id⊗ t∗m ⊗ id)(P+n ⊗ P+r )
where y := P+s xP
+
s′ (id ⊗ t∗p ⊗ id) ∈ B(Hn−m ⊗ Hr−m) satisfies ‖y‖ ≤ ‖tp‖‖x‖ ≤ C
1/2
2 q
−p/2.
We see in particular that µs,s
′
n,r (x) is a composition of a bounded map x 7→ y and a positive
linear functional of y, whose norm can be computed by evaluating at y = 1. Since qTrn =
(qTrn−m⊗ qTrm)(P+n · P+n ) ≤ (qTrn−m⊗ qTrm), where we view both sides of the inequality
as functionals acting on B(Hn−m⊗Hm), we can write
κsn,rκ
s′
n,r(qtrn⊗νr)[(P+n ⊗ P+r )(id ⊗ tmt∗m ⊗ id)(P+n ⊗ P+r )] ≤
≤ κ
s
n,rκ
s′
n,r
dimq(n)
(qTrn−m⊗ qTrm⊗ν˜r)(P+n−m ⊗ tmt∗m ⊗ P+r−m),
where ν˜r = νr(P
+
r ·P+r ) onB(Hm⊗Hr−m). Since (qTrm⊗id)(tmt∗m) = F−2m and qTrn−m(P+n−m) =
dimq(n−m), the last quantity can be simplified and bounded above as follows:
κsn,rκ
s′
n,r
dimq(n−m)
dimq(n)
ν˜r(F
−2
m ⊗ P+r−m) ≤ κsn,rκs
′
n,r
dimq(n−m)
dimq(n)
‖Fm‖2
≤ D22qm/2qm
′/2C2q
−n+m
C1q−n
‖F−1m ‖2 =: G q2mqp/2‖F−1m ‖2.
Altogether we have obtained the estimate ‖µs,s′n,r ‖ ≤ GC1/22 q2m‖Fm‖2. Since ‖F−1m ‖2 =
‖Fm‖2 = ‖F1‖2m this can also be written, without any assumptions on m, m′, as
‖µs,s′n,r ‖ ≤ GC1/22 (q‖F1‖)2min(m,m
′).
We finally put all terms together as follows, for r ≥ n ≥ 4k, n even, dropping the terms
φn,rs,s (a) for m ≥ n/2 which are positive:
νn,rk (a)− qtrk(a) ≤
∑n/2−1
m=0 (qtrn⊗νr)(V sn,r[ψk,s(a)− φn,rs,s (a)]V s∗n,r)
+
∑n
n/2(qtrn⊗νr)(V sn,rψk,s(a)V s∗n,r)
+
∑
m6=m′
∣∣(qtrn⊗νr)(V sn,rφn,rs,s′(a)V s′∗n,r )∣∣.
Using the fact that the terms m 6= m′ vanish if |m − m′| > k, we can split the last sum
according to whether m, m′ ≥ n/2 or m, m′ < n/2+k, up to adding some of the terms twice.
Using the estimates obtained previously we arrive at
νn,rk (a)− qtrk(a) ≤ Fk
∑n/2−1
m=0 q
n−m +GC
1/2
2
∑n
n/2(q‖F1‖)2m+
+ Fkq
n∑
m,m′<n/2+k(q
−m + q−m
′
)
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+GC
1/2
2
∑
m,m′≥n/2(q‖F1‖)2min(m,m
′)
≤ Fk n2 qn/2 +GC
1/2
2 (
n
2 + 1)(q‖F1‖)n+
+ 2Fk(
n
2 + k)
2qn/2−k +GC
1/2
2 (
n
2 + 1)
2(q‖F1‖)n,
where we have used the fact that q‖F1‖ < 1. Letting r →∞ we obtain the same upper bound
for νk(a)− qtrk(a). Then we let n→∞ and obtain νk(a) ≤ qtrk(a). 
Note that the assumption N ≥ 3 in the previous theorem is optimal, since for N = 2 (and
still q < 1) the discrete quantum group FOQ is amenable whereas the algebra B∞ is still
infinite-dimensional. When q = 1 the construction of B∞ in [VV07] does not apply.
As advertised before, the concept of boundary actions allows us to confirm Ozawa’s con-
jecture for the exact C∗-algebras C∗r(FOQ) = C(O
+
Q), and to obtain a C
∗-simplicity result for
the crossed product of the Gromov boundary actions.
Corollary 7.3. Let N ≥ 3 and let Q ∈ MN (C) be such that QQ¯ = ±IN . The action of
the discrete quantum group FOQ on its Gromov boundary B∞, introduced in [VV07], is a
boundary action. Moreover we have the embedding
C(O+Q) ⊂ FOQ ⋉r B∞ ⊂ I(C(O+Q)),
and the C∗-algebra in the middle is nuclear.
If in addition ‖Q‖8 ≤ 38Tr(QQ∗), then the crossed product FOQ ⋉r B∞ is simple.
Proof. The last theorem, Theorem 4.19 and Theorem 5.6 of [VV07] imply that the Gromov
boundary action is a boundary action in the sense of Definition 4.1.
The displayed inclusion is then a consequence of Theorem 6.3. Corollary 6.2 of [VV07]
implies that FOQ is exact; Theorem 4.5 of that paper (amenability of the Gromov bound-
ary action), together with the results in Section 3 of [VV07] (nuclearity of B∞) imply via
Proposition 4.4 of that paper that the crossed product FOQ ⋉r B∞ is nuclear.
Finally the extra condition on Q is shown in Theorem of [VV07] to guarantee C∗-simplicity
of FOQ, and the last statement follows now from Theorem 6.3. 
7.3. Faithfulness. Our next aim is to prove that the action β∞ of FOQ on B∞ is faithful.
Let N∞ = {(id ⊗ ϕ)β∞(x) | x ∈ B∞, ϕ ∈ B∗∞}′′ ⊂ ℓ∞(FOQ) be the cokernel of β∞. Using
Proposition 2.10 we see that showing that β∞ is faithful is equivalent with showing that
p0 ∈ N∞. Before proving this we first fix some further notation. Recall that for a ∈ B(Hn)
we denote a˜ ∈ B(Hn) the unique element satisfying (a⊗ idn)tn = (id ⊗ a˜)tn.
Definition 7.4. We consider zn = Hn(An) ∈ N∞, where An ∈ B(Hn)⊗ B(Hn) is such that∑
A˜n(1) ⊗An(2) = tnt∗n, and Hn : B(Hn)⊗B(Hn)→ N∞ is defined by
Hn(a⊗ b) = (id⊗ ω∞)(β∞(πψn,∞(a))(1 ⊗ πψn,∞(b))).
Recalling that tn =
∑
i ei ⊗ j(ei) =
∑
j∗(ei) ⊗ ei if (ei)i is an ONB of Hn one can check
that
(7.3) An =
∑
ej(F
−1
n ei)
∗ ⊗ eie∗j .
In particular for every g ∈ B(Hn) we have∑
An(1)gAn(2) =
∑
i,jeie
∗
i 〈ej |F−1n gej〉
= qTr′n(g)
∑
ieie
∗
i = 1 qTr
′
n(g)
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where qTr′n(a) = t
∗
n(idn ⊗ a)tn = Trn(F−1n a) is the “right” quantum trace. In particular we
have the following property:
(7.4)
∑
qTrn(fAn(1)gAn(2)) = qTrn(f) qTr
′
n(g), f, g ∈ B(Hn).
Our aim is now to show that qnzn converges σ-weakly to p0, thus establishing that p0 ∈ N∞.
This will require a few lemmas. Let us formulate first two remarks about our strategy.
Remark 7.5. In the case of a classical free group FN , the analogue of q
nzn is the function
fn ∈ ℓ∞(FN ) defined as follows. Let ∂FN be the Gromov boundary of FN identified with the
space of infinite reduced words on the generators and their inverses. For g ∈ FN , denote Xg ⊂
∂FN the subspace of infinite reduced words starting by g, and χg ∈ C(∂FN ) its characteristic
function. The function fn is then given by
fn(g) =
∑
|h|=n
(χh | g · χh)
where we use the hermitian structure on C(∂FN ) given by the canonical “uniform harmonic”
probability measure on ∂FN . We have fn(e) = 1 and one can check that fn(g)→ 0 as n→∞
for fixed g 6= e. This is of course not the easiest way to establish faithfulness of the boundary
action for FN .
Remark 7.6. Imagine that instead of working in B∞ we remain in B(Hn) and consider
Gn(a⊗ b) = (id⊗ qtrn)(∆(a)(1⊗ b)), yn = Gn(An) ∈ ℓ∞(FOQ) with the same element An as
above. One can then compute directly for any k, using the equality (7.4):
pkyn =
∑
(pk ⊗ qtrn)(V nk,nAn(1)V n∗k,n(1⊗An(2)))
=
∑
(id⊗ qtrn)(V nk,n)(id⊗ qTr′n)(V n∗k,n).
Moreover (id ⊗ qTrn)(V nk,n) = (idk ⊗ t∗n)(V nk,n ⊗ idn)tn vanishes for all k > 0 because it is an
invariant vector in Hk. As a result yn = dimq(n)p0 for all n. However the connection of yn
to our element zn is not clear.
Our first lemma shows that qnzn has the correct value “at the unit”.
Lemma 7.7. We have p0zn = q
−np0.
Proof. Since p0 is the support of the co-unit ε of ℓ
∞(Γ), and (ε⊗ id)α = id for any continuous
action α, we have p0Hn(a⊗b) = ω(ψn,∞(a)ψn,∞(b))p0 = limt→∞ qtrt(ψn,t(a)ψn,t(b))p0, where
we are using the approximate multiplicativity of the maps ψn,t.
Notice that we have qTrt(f) = (qTrn⊗ qTrt−n)(f) for f ∈ B(Ht). Applying the equality
(7.4) we can write∑
qTrt(ψn,t(An(1))ψn,t(An(2))) =
∑
qTrt−n(qTrn⊗idt−n)[P+t (An(1) ⊗ idt−n)P+t (An(2) ⊗ idt−n)]
= qTrt−n[(qTrn⊗id)(P+t )(qTr′n⊗id)(P+t )].
Now (qTr′n⊗id)(P+t ) is an intertwiner of Ht−n, hence a multiple of the P+t−n, and by applying
qTr′t−n one finds (qTr
′
n⊗id)(P+t ) = dimq(t)/dimq(t− n)P+t−n. As a result we have∑
qtrt(ψn,t(An(1))ψn,t(An(2))) = dimq(t− n)−1(qTrn⊗ qTrt−n)(P+t ) = dimq(t)/dimq(t− n).
Since dimq(t) ∼ Cq−t when t→∞, with a constant C > 0 depending only on q, the limit of
the above ratio is q−n as stated. 
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Lemma 7.8. Let B ∈ B(Ht) and let e ∈ B(Hn) be a rank one matrix. Then we have
| qtrt(Bψn,t(e))| ≤
dimq(t− n)
dimq(t)
‖B‖‖eFn‖.
Proof. Recall that qTrt(·) = (qTrn⊗ qTrt−n)(P+t · P+t ). Since P+t commutes with Fn ⊗ Ft−n
we have
qtrt(Bψn,t(e)) = (dimq t)
−1(qTrn⊗ qTrt−n)(P+t BP+t (e⊗ idt−n)).
The norm of the functional qTrt−n is dimq(t − n). If e has rank one, so does eFn and the
norm of qTrn( · e) = Trn( · eFn) equals ‖eFn‖. 
Lemma 7.9. There exists a constant M > 0, depending only on q, such that ‖zn‖ ≤ Mq−n
for all n.
Proof. Let η ∈ ℓ∞(Γ)∗. Let us decompose An =
∑
An,ij ⊗ eie∗j , where (ei)i is an ONB of Hn.
We have by definition
η(zn) =
∑
(η ⊗ ω∞π)(∆(ψn,∞(An,ij))(1 ⊗ ψn,∞(eie∗j )))
=
∑
lim
t→∞
(η ⊗ qtrt)(∆(ψn,∞(An,ij))(1 ⊗ ψn,t(eie∗j )))
=
∑
lim
t→∞
qtrt(B
nt
ij ψn,t(eie
∗
j )),
where Bntij = (η ⊗ pt)∆(ψn,∞(An,ij)) satisfies ‖Bntij ‖ ≤ ‖η‖‖An,ij‖. Applying Lemma 7.8 and
taking the limit we obtain |η(zn)| ≤ qn‖η‖
∑ ‖An,ij‖‖Fnej‖.
Now according to the explicit formula for An (c.f. Eq. (7.3)) we have ‖An,ij‖ = ‖ej‖‖F−1n ei‖.
Taking for (ei)i an ONB of eigenvectors for Fn we obtain |η(zn)| ≤ qn‖η‖Tr(F−1n )Tr(Fn). Since
Tr(F−1n ) = Tr(Fn) = dimq(n) ≤
√
Mq−n for some constant M > 0 this yields the result. 
Now we need to prove that qnpkzn → 0, for fixed k, as n→∞ which requires a much more
technical argument. We start by rewriting pkzn in a convenient way.
Lemma 7.10. Let ζ, ξ be vectors in Hk. Then we have
(ζ | pkznξ) =
∑k
l=0 limt→∞
(κk,ts )
2 qTrt−n(w
k,l
n,t(ζ)
∗w′ k,ln,t (ξ))
where s = t+ k− 2l and wk,ln,t(ξ), w′ k,ln,t (ξ) ∈ B(Ht−n,Hs−n), for ξ =
∑
ξ(1)⊗ ξ(2) ∈ Hk−l⊗Hl,
are given by:
wk,ln,t(ξ) = dimq(t)
−1/2∑(qTrn⊗id)(P+s (ξ(1)ξ¯(2)∗ ⊗ idt−l)P+t )
w′ k,ln,t (ξ) = dimq(t)
−1/2∑(qTr′n⊗id)(P+s (ξ(1)ξ¯(2)∗ ⊗ idt−l)P+t ).
Proof. For a linear form η ∈ B(Hk)∗ ⊂ ℓ∞(Γ)∗ we have, as in the proof of Lemma 7.9:
η(zn) =
∑
lim
t→∞
(η ⊗ qtrt)(∆(ψn,∞(An(1)))(1 ⊗ ψn,t(An(2)))).
We then compute the coproduct as (pk ⊗ pt)∆(x) =
∑k
l=0 V
s
k,txV
s∗
k,t , where s = t+ k − 2l:
η(zn) = lim
t→∞
(dimq t)
−1∑∑k
l=0(η ⊗ qTrt)[V sk,tP+s (An(1) ⊗ ids−n)P+s V s∗k,t
(idk ⊗ P+t )(idk ⊗An(2) ⊗ idt−n)(idk ⊗ P+t )].
For η = (ζ | · ξ) this yields
(ζ | pkznξ) = lim
t→∞
(dimq t)
−1∑∑k
l=0(qTrn⊗ qTrt−n)[(ζ∗ ⊗ P+t )V sk,tP+s
NONCOMMUTATIVE FURSTENBERG BOUNDARY 37
(An(1) ⊗ ids−n)P+s V s∗k,t(ξ ⊗ P+t )(An(2) ⊗ idt−n)].
Now we apply again the equality (7.4), with f and g corresponding to the left legs of
(ζ∗ ⊗ P+t )V sk,tP+s ∈ B(Hn)⊗B(Hs−n,Ht−n) and P+s V s∗k,t(ξ ⊗ P+t ) ∈ B(Hn)⊗B(Ht−n,Hs−n)
respectively:
(ζ | pkznξ) = lim
t→∞
(dimq t)
−1∑k
l=0 qTrt−n[(qTrn⊗id)((ζ∗ ⊗ P+t )V sk,tP+s )
(qTr′n⊗id)(P+s V s∗k,t(ξ ⊗ P+t ))].
This has the required form if we put
wk,ln,t(ζ) = dimq(t)
−1/2(κk,ts )
−1(qTrn⊗id)(P+s V s∗k,t(ζ ⊗ P+t )) and
w′ k,ln,t (ξ) = dimq(t)
−1/2(κk,ts )
−1(qTr′n⊗id)(P+s V s∗k,t(ξ ⊗ P+t )).
We have moreover, by definition of κk,ts :
wk,ln,t(ζ) = dimq(t)
−1/2(qTrn⊗id)(P+s (idk−l ⊗ t∗l ⊗ idt−l)(ζ ⊗ P+t ))
= dimq(t)
−1/2(qTrn⊗id)(P+s (ζ(1)ζ¯(2)∗ ⊗ idt−l)P+t ),
and similarly for w′ k,ln,t (ξ). Here ζ
(1)ζ¯(2)∗ ∈ B(Hl,Hk−l) arises from the decomposition ζ =∑
ζ(1) ⊗ ζ(2) ∈ Hk−l ⊗ Hl. 
Note that the element wk,ln,t(ξ) ∈ B(Ht−n,Hs−n) is defined for any vector ξ ∈ Hk−l ⊗ Hl. In
the next lemma we use twisted Hilbert-Schmidt norms given for f ∈ B(Hp,Hq) by ‖f‖2HS =
qTrp(f
∗f).
Lemma 7.11. Let ξ ∈ Hk−l ⊗ Hl.
◮ We have dimq(t)
1/2‖wk,ln,t(ξ)‖HS = dimq(s)1/2‖wk,k−ln,s ((F 1/2l ⊗ F 1/2k−l)ξ¯)‖HS and ‖ξ‖ =
‖(F 1/2l ⊗ F 1/2k−l)ξ¯‖.
◮ We have ‖wk,ln,t(ξ)‖HS ≤ Cq−n/2q−l/2‖ξ‖ for a constant C > 0 depending only on q.
The same properties hold for w′ k,ln,t (ξ).
Proof. We clearly have dimq(t)
1/2wk,ln,t(ξ)
∗ = dimq(s)
1/2wk,k−ln,s (ξ¯), since the conjugate of ξ =∑
ξ(1) ⊗ ξ(2) ∈ Hk−l ⊗ Hl is given by ξ¯ =
∑
ξ¯(2) ⊗ ξ¯(1) ∈ Hl ⊗ Hk−l. On the other hand
we have ‖f∗‖HS = ‖F 1/2q fF−1/2p ‖HS. Finally, since F -matrices commute with intertwiners,
qTrn(F
1/2
n · F−1/2n ) = qTrn, and F−1/2l jl = jlF 1/2l , it follows that
F
1/2
s−nw
k,l
n,t(ξ)F
−1/2
t−n = w
k,l
n,t((Fk−l ⊗ Fl)1/2ξ).
For the norm estimate, first note that
∑ ‖ξ(1)‖‖ξ¯(2)‖ =∑ ‖ξ(1)‖‖F 1/2l ξ(2)‖ ≤ ‖ξ‖dimq(l)1/2,
by taking for (ξ(2)) an ONB of eigenvectors of Fl and using Cauchy-Schwarz. Hence we have
‖wk,ln,t(ξ)‖HS ≤ ‖ qTrt−n ‖1/2‖wk,ln,t(ξ)‖ ≤ (dimq t)−1/2‖ qTrt−n ‖1/2‖ qTrn ‖
∑‖ξ(1)‖‖ξ¯(2)‖
≤ (dimq t)−1/2 dimq(t− n)1/2 dimq(n) dimq(l)1/2‖ξ‖ ≤ Cq−n/2q−l/2‖ξ‖.

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The norm estimate above is of the same order as the one of Lemma 7.9 as n→∞, which
is not enough for our purposes. Using the next lemma we will obtain a better estimate
in the proof of Theorem 7.13 — in the Kac case even a much better one since we will
deduce that ‖wk,ln,t(ξ)‖HS is bounded with respect to n, for fixed k. In the proof we use the
“higher weight” Wenzl recursion relation [FV16, Lemma 3.4]: for ζ ∈ Hp+q decomposed as
ζ =
∑
ζ(1) ⊗ ζ(2) ∈ Hp ⊗Hq and ζ =
∑
ζ(1) ⊗ ζ(2) ∈ Hq ⊗Hp we have∑
(ζ
(1)∗ ⊗ idn−p)P+n (ζ(2) ⊗ idn−q) = αnp,q
∑
P+n−p(ζ(1)ζ
∗
(2) ⊗ idn−p−q)P+n−q,
where the coefficient αnp,q satisfies |αnp,q| ≤ 1. This formula is stated in [FV16] only in the Kac
case — since the methods used in that article to study MASAs only hold in the tracial case.
However a rapid inspection shows that its statement and proof hold without modification in
the general, non-Kac case.
Lemma 7.12 (The Ice-Swimming Lemma). For any 1 ≤ l ≤ k ≤ n ≤ t and ξ ∈ Hk−l ⊗ Hl
there are vectors ξ′ ∈ Hk−l ⊗ Hl, ξ′′ ∈ Hk−l−1 ⊗ Hl−1 with ‖ξ′‖, ‖ξ′′‖ ≤ ‖ξ‖ such that
‖wk,ln,t(ξ)‖HS ≤ ‖Fl‖
(
dimq(t−l)
dimq(t)
)1/2
‖wk,ln−l,t−l(ξ′)‖HS+(7.5)
+ C‖Fl‖2‖wk−2,l−1n−1,t−1(ξ′′)‖HS + Cq−3l/2‖Fl‖2qn/2‖ξ‖,
where C is a constant depending only on q. In the case k = l we can delete the term involving
ξ′′. In the case k = 2l, if t∗l (ξ) = 0 then we have also t
∗
l−1(ξ
′′) = 0.
Proof. In this proof C > 0 is a “generic constant”, depending only q, that we will modify
only a finite number of times.
We first use the estimate P+t = (idl⊗P+t−l)(P+n ⊗ idt−n)+D from [VV07, Lemma A.4], with
“generic” error term D ∈ B(Hl ⊗ Hn−l ⊗ Ht−n) controlled by ‖D‖ ≤ Cqn−l, and we permute
through the trace according to qTrl(ζξ¯
(2)∗) = (Flξ¯
(2))∗ζ:
wk,ln,t(ξ) ≃ (dimq t)−1/2
∑
(qTrl⊗ qTrn−l⊗id)[P+s (ξ(1) ⊗ idt−l)((ξ¯(2)∗ ⊗ idn−l)P+n )⊗ idt−n)]
= (dimq t)
−1/2∑(qTrn−l⊗id)[((Fl ξ¯(2))∗ ⊗ ids−l)P+s (ξ(1) ⊗ idt−l)].(7.6)
To control the error term E ∈ B(Ht−n,Hs−n) let us recall that
∑ ‖ξ(1)‖‖ξ¯(2)‖ ≤ ‖ξ‖dimq(l)1/2,
see the proof of Lemma 7.11. We shall also use a similar formula
(7.7)
∑
‖ξ(1)‖‖j∗ξ(2)‖ ≤ ‖ξ‖dimq(l)1/2
which is proved as the previous one by noting that ‖Fl‖ = ‖F−1l ‖. In particular∑‖ξ(1)‖‖Fl ξ¯(2)‖ =∑‖ξ(1)‖‖j∗ξ(2)‖ ≤ ‖ξ‖dimq(l)1/2.
Hence we have
‖E‖HS ≤ ‖ qTrt−n ‖1/2‖E‖ ≤ Cqn−l(dimq t)−1/2‖ qTrt−n ‖1/2‖ qTrn ‖
∑‖ξ(1)‖‖Flξ¯(2)‖
≤ Cqn−l(dimq t)−1/2 dimq(t− n)1/2 dimq(n) dimq(l)1/2‖ξ‖ ≤ Cq−3l/2qn/2‖ξ‖.
This will go into the third term on the right-hand side of (7.5).
Now we use [FV16, Lemma 3.4]. We want to apply it to σ˜(ξ) :=
∑
F−1l ξ
(2) ⊗ ξ(1) which is
not in Hk (even if ξ was), so we first decompose:
σ˜(ξ) = ξ′ + (P+l ⊗ P+k−l)(idl−1 ⊗ t1 ⊗ idk−l−1)(ξ′′0 )
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with ξ′ =
∑
ξ′(1) ⊗ ξ′(2) ∈ Hk ⊂ Hl ⊗ Hk−l given by ξ′ = P+k σ˜(ξ) — in particular ‖ξ′‖ ≤
‖Fl‖‖ξ‖ —, and with ξ′′0 =
∑
ξ
′′(1)
0 ⊗ ξ′′(2)0 ∈ Hl−1⊗Hk−l−1 which we map into the orthogonal
complement of Hk in Hl ⊗ Hk−l as explained in subsection 7.1. We denote by W ′, W ′′ the
corresponding terms of the right-hand side of (7.6).
The statement of [FV16, Lemma 3.4] involves a rearrangement of the tensor product de-
composition: ξ′ =
∑
ξ′(1) ⊗ ξ′(2) with ξ′(1) ∈ Hk−l, ξ′(2) ∈ Hl. We can then write
W ′ = (dimq t)
−1/2∑(qTrn−l⊗id)[ξ¯′(1)∗ ⊗ ids−l)P+s (ξ′(2) ⊗ idt−l)]
= (dimq t)
−1/2αsl,k−l
∑
(qTrn−l⊗id)[P+s−l(ξ′(1)ξ¯′∗(2) ⊗ idt−2l)P+t−l]
=
(
dimq(t−l)
dimq(t)
)1/2
αsl,k−lw
k,l
n−l,t−l(ξ
′).
We recall that αsl,k−l ≤ 1. Replacing ξ′ with ξ′/‖Fl‖ we obtain the first term on the right-hand
side of (7.5).
Now we take ξ′′0 into account. Observe that we used (P
+
l ⊗ P+k−l)(idl−1 ⊗ t1 ⊗ idk−l−1) to
embed Hl−1⊗Hk−l−1 into Hl⊗Hk−l as the orthogonal of Hk, and on each irreducible subspace
P l−1,k−l−1m (Hl−1 ⊗ Hk−l−1) equivalent to Hm, with m = k − 2 − 2b, this morphism has norm
controlled as follows [Ver05, Proposition 2.3]:
‖(P+l ⊗ P+k−l)(idl−1 ⊗ t1 ⊗ idk−l−1)P l−1,k−l−1m ‖2 = dimq(l) dimq(k−l−1)−dimq(l−b−1) dimq(k−l−b−2)dimq(l−1) dimq(k−l−1)
=
dimq(b) dimq(k−b−1)
dimq(l−1) dimq(k−l−1)
≥ C > 0.
In particular we have ‖ξ′′0‖ ≤ C−1‖σ˜(ξ)‖ ≤ C‖Fl‖‖ξ‖.
Then we compute the term corresponding to ξ′′0 in w
k,l
n,t(ξ), that is, we replace Flξ¯
(2) with
P+l (e¯i ⊗ ξ¯′′(1)0 ) and ξ(1) with P+k−l(e¯i ⊗ ξ′′(2)0 ) in (7.6), where (ei)i is a ONB of H1. The
projections P+l , P
+
k−l are absorbed in P
+
s and we moreover observe that we have, for f ∈
B(H1):
∑
e¯∗i f e¯i = qTr
′
1(f). Since dimq(s− 1)(qTr′1⊗id)(P+s ) = dimq(s)P+s−1 we obtain
W ′′ = (dimq t)
−1/2∑(qTrn−l⊗id)[(ξ¯′′(1)∗0 ⊗ ids−l)(qTr′1⊗id)(P+s )(ξ′′(2)0 ⊗ idt−l)]
= (dimq t)
−1/2 dimq(s)
dimq(s−1)
∑
(qTrn−l⊗id)[(ξ¯′′(1)∗0 ⊗ ids−l)P+s−1(ξ′′(2)0 ⊗ idt−l)].
Applying backwards the first step of this proof, with σ˜(ξ) replaced by ξ′′0 , we recognize
W ′′ ≃
(dimq(t− 1)
dimq(t)
)1/2 dimq(s)
dimq(s − 1)w
k−2,l−1
n−1,t−1(σ˜
−1(ξ′′0 )),
with a new error term E with the same control as previously — except that ‖ξ‖ is replaced
by ‖σ˜−1(ξ′′0 )‖ ≤ ‖Fl−1‖‖ξ′′0‖ ≤ C‖Fl‖2‖ξ‖ — and which goes into the third term on the
right-hand side of (7.5) as well. We finally put ξ′′ = σ˜−1(ξ′′0 )/C‖Fl‖2 which satisfies ‖ξ′′‖ ≤
‖Fl−1‖‖ξ′′0‖/C‖Fl‖2 ≤ ‖ξ‖. Since dimq(t− 1)/dimq(t) ≤ 1 and dimq(s)/dimq(s− 1) ≤ C this
yields the second term on the right-hand side of (7.5).
In the case k = l we have already σ˜(ξ) = F−1k ξ ∈ Hk so that ξ′′ = 0. In the case
k = 2l, we have σ˜∗tl = ±tl (c.f. (7.1)), in particular if t∗l (ξ) = 0 we get t∗l σ˜(ξ) = 0. Since
t∗l (H2l) = {0} this implies t∗l−1(ξ′′0 ) = 0 and finally t∗l−1(ξ′′) vanishes because it is proportional
to t∗l−1σ˜
−1(ξ′′0 ) = t
∗
l−1(ξ
′′
0 ) = 0. This crucial property allows in the proof of the next Theorem
to initialize the induction at k = 2 and not k = 0 (where the required estimate is false). 
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We are ready to state and prove the second main result of this section: the proof will
exploit the expression obtained in Lemma 7.10 and the induction based on Lemma 7.12.
Theorem 7.13. For N ≥ 3 the boundary action β∞ of FOQ is faithful.
Proof. From Lemma 7.7 and Lemma 7.9 we know that the elements qnzn of N∞ are uniformly
bounded and satisfy p0q
nzn = p0. It remains to prove that pkq
nzn → 0 for k > 0 fixed as
n → ∞. For this we use Lemma 7.12. We put ρ = ‖F1‖, so that ‖Fl‖ = ρl, and we recall
that ρq < 1.
More precisely we perform an induction over k, with induction assumption (Hk): “there
exists a constant Mk > 0 such that, for any 0 ≤ l ≤ k, t ≥ n ≥ k and for any ξ ∈ Hk−l ⊗ Hl
such that t∗l (ξ) = 0 (when k = 2l), we have ‖wk,ln,t(ξ)‖HS ≤Mkρn/2‖ξ‖”. We prove that (Hk−2)
implies (Hk), and at the same time initialize the induction at k = 1 and k = 2.
First of all we ensure that l ≥ 1 by replacing if necessary wk,ln,t(ξ) with wk,k−ln,t ((F 1/2l ⊗F 1/2k−l)ξ¯),
c.f. Lemma 7.11. Since s ⊂ t⊗k the resulting factor dimq(s)1/2/dimq(t)1/2 is controlled from
above by dimq(k)
1/2, which we incorporate into Mk. Then we apply Lemma 7.12. When
k = 2l we assume that t∗l (ξ) = 0, hence we have also t
∗
l−1(ξ
′′) = 0 and we can apply (Hk−2)
to wk−2,l−1n−1,t−1(ξ
′′), obtaining for all t ≥ n ≥ k:
‖wk,ln,t(ξ)‖HS ≤ ρl
(
dimq(t−l)
dimq(t)
)1/2
‖wk,ln−l,t−l(ξ′)‖HS + Cρ2lMk−2ρn/2‖ξ′′‖+ Cq−3l/2ρ2lqn/2‖ξ‖
≤ ρl
(
dimq(t−l)
dimq(t)
)1/2
‖wk,ln−l,t−l(ξ′)‖HS +M ′kρn/2‖ξ‖,
where M ′k = Cρ
2kMk−2 + Cρ
2kq−3k/2. Note that if k = 1 we are in the case k = l = 1 hence
ξ′′ = 0. The same applies if k = 2 and l = 2. If k = 2 and l = 1, we have ξ′′ ∈ H0 ⊗ H0 = C
and t∗0(ξ
′′) = 0 hence ξ′′ = 0 as well. As a result we do not need to use (H0) (which is false
by Lemma 7.7).
Then we apply the above inequality repeatedly until n < l. The index n takes the values
n− pl with p ranging from 0 to r := ⌊n/l⌋. Using the inequality dimq(t− pl)/dimq(t) ≤ Cqpl
we obtain
‖wk,ln,t(ξ)‖HS ≤
∑r
p=0 ρ
pl
(
dimq(t−pl)
dimq(t)
)1/2
M ′kρ
(n−pl)/2‖ξ‖+ ρl(r+1)ql(r+1)/2‖wk,ln−rl,t−rl(ξ)‖HS
≤ CM ′k
(∑∞
p=0(ρq)
pl/2
)
ρn/2‖ξ‖+ Cρn/2ρk/2q−k‖ξ‖.
For the second term we used the inequalities ρq < 1, lr ≤ n and the “easy” upper bound
from Lemma 7.11: ‖wk,ln−ql,t−ql(ξ)‖HS ≤ Cq−(n−ql)/2q−l/2‖ξ‖ ≤ Cq−k‖ξ‖. We have now proved
(Hk).
Now we can come back to pkzn, for k ≥ 1. By Cauchy-Schwarz we have:
| qTrt−n(wk,ln,t(ζ)∗w′ k,ln,t (ξ))| ≤ ‖wk,ln,t(ζ)‖HS‖w′ k,ln,t (ξ)‖HS ≤ CMkq−k/2ρn/2q−n/2‖ζ‖‖ξ‖.
We used Lemma 7.11 for the term in w′, and the property (Hk) for the term in w. Now
we apply Lemma 7.10 and recall that κk,ts ≤ D2ql/2 ≤ D2. Taking the limit t → ∞, the
sum over 0 ≤ l ≤ k and the sup over ζ, ξ ∈ Hk of norm 1 this yields ‖pkqnzn‖ ≤ CD22(k +
1)Mkq
−k/2ρn/2qn/2. Since ρq < 1 we have proved that pkq
nzn → 0 as n→∞. 
Theorem 5.3 now yields immediately the following corollary. In the unimodular case it
already appeared in [VV07], whereas the non-unimodular case of [VV07, Theorem 7.2] deals
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with the modular group of the Haar state instead of the scaling group. Recall that when Q
is normalized by QQ¯ = ±IN , FOQ is unimodular iff Q is unitary.
Corollary 7.14. Let N ≥ 3 and let Q ∈MN (C) be such that QQ¯ = ±IN . If Q is unitary the
C∗-algebra C∗r(FOQ) = C(O
+
Q) admits a unique trace, and otherwise it does not admit any
KMS state for the scaling automorphism group at the inverse temperature 1.
8. Open questions
In this short section we gather and discuss some of the open question arising from our
work. We begin with some questions related to Section 3, and concepts related to relative
amenability/coamenability.
Question 8.1. Suppose that Γ is a compact quantum group with a closed quantum subgroup
H. Is G/H coamenable if and only if ℓ∞(Ĥ) is relatively amenable in ℓ∞(Ĝ)?
We know the equivalence above holds for normal quantum subgroups (so for example if
G is a dual of a classical discrete group) – see Theorem 3.10. The positive answer would
generalize the duality between (non-relative) amenability and coamenability from [Tom06]
and would provide another description of the co-kernel of the Furstenberg boundary action
for any discrete quantum group.
Question 8.2. Does every compact quantum group G admits a smallest closed quantum sub-
group H such that G/H is coamenable?
One possible approach to this question is the following: let G be a compact quantum group
and Hi ⊂ G, i = 1, 2 be a pair of quantum subgroups such that πi ∈ Mor(Cu(G), Cu(Hi))
admit the reduced versions π˜i ∈ Mor(C(G),C(Hi)). Denote by I˜i = ker π˜i, i = 1, 2. Let I be
the ideal in C(G) generated by I˜1 and I˜2. Is it then true that 1 /∈ I? If the answer is positive,
so is the answer to the last displayed question, and we would have a well-defined notion of
the ‘co-amenable co-radical’ of a compact quantum group.
Question 8.3. Must the co-kernel of the Furstenberg boundary action of a discrete quantum
group G be a normal coideal in ℓ∞(Ĝ)?
A positive answer to the above question would yield a simple description of the co-kernel
of the Furstenberg boundary action for any discrete quantum group and would in particular
imply that the Furstenberg boundary action of G is faithful if and only if the amenable radical
of G is trivial.
We now pass to a series of questions regarding the operator algebras associated to discrete
quantum groups. Note that for classical discrete groups all the answers below are positive,
but some have been obtained only recently.
Question 8.4. Let Γ be a discrete quantum group and let Λ ⊂ Γ be a normal quantum
subgroup. Is there any relation between C∗-simplicity or the unique trace property (in the
unimodular case) of Γ and Λ?
Question 8.5. Does the converse of Theorem 5.3 hold, at least in the unimodular case? That
is, does the unique trace property of a unimodular discrete quantum group Γ imply that the
action Γy C(∂F (Γ)) is faithful?
Question 8.6. Suppose that Γ is unimodular. Is C∗-simplicity stronger than the unique trace
property?
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The first two questions are naturally related to the following one, which ends our list.
Question 8.7. Let Γ be a discrete quantum group and let Λ ⊂ Γ be a normal quantum
subgroup. Does the action Λ y C(∂FΛ) extends to an action Γ y C(∂FΛ)? (In that case it
would be automatically a Γ-boundary by Proposition 4.5.)
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