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Mean field limit for many-particle interactions
Can Gokler∗
Abstract
We provide an error bound for approximating the time evolution of N bosons by
a generalized nonlinear Hartree equation. The bosons are assumed to interact via
permutation symmetric bounded many-particle potentials and the initial wave-function
is a product state. We show that the error between the actual evolution of a single
particle derived from tracing out the full N-particle Schrodinger equation and the
solution to the mean field approximate generalized nonlinear Hartree equation scales
as 1/N for all times. Our result is a generalization of rigorous error bounds previously
given for the case of bounded 2-particle potentials.
1 Introduction
Consider N identical bosons described on the permutation symmetric subspace of
the Hilbert space H1 ⊗ ... ⊗ HN , dimHj = d, where the Hamiltonian governing their
time evolution is invariant under permutations of particles. The interaction potential
on m-particles is a Hermitian operator denoted by V
(m)
j1...jm
which is identity on every
particle except particles j1, ..., jm. Let the Hamiltonian consist of 1 up to M particle
interactions:
HN =
N∑
j=1
V
(1)
j +
1
N
N∑
1=i<j
V
(2)
ij +
1
N2
N∑
1=i<j<k
V
(3)
ijk + ...+
1
NM−1
N∑
1=j1<...<jM
V
(M)
j1...jM
(1)
The 1
Nj
factors are included so that the total strength of k and l-particle interactions
are of the same order in N. Let tr[j,N ] is the partial trace over j, j+1, ..., Nth particles.
If initially the bosons are in a product state γN (0) = γ(0)
⊗N where γ(0) =
|φ(0)〉〈φ(0)|, the many-particle evolution can be approximated by a tensor product
evolution governed by the generalized nonlinear Hartree equation:
i
d
dt
γ(t) = [V (1), γ(t)] +
M∑
j=2
tr[2,j][V
(j), γ(t)⊗j ] (2)
The widely known Hartree equation corresponds to the caseM = 2, where only two
body potentials are considered. The first rigorous results proving the convergence of
the solution of the Hartree equation to the actual evolution of 1-particle density matrix
as N → ∞ appeared in [1, 2, 3]. The rate of convergence towards Hartree dynamics
was investigated in [4, 5, 6, 7, 8, 9]. The case M = 3 was studied in [10, 11]. See
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[12] for a review of rigorous mean field limits in quantum systems. In this paper we
consider the case of generalM and give an error bound closely following the methods of
Erdo˝s-Schlein[9]. Our main result is the following bound for the approximation error:
Theorem 1. Let γ(t) = |φ(t)〉〈φ(t)| be the solution of the generalized nonlinear
Hartree equation with product initial state γN (0) = γ(0)
⊗N where γ(0) = |φ(0)〉〈φ(0)|.
Let tr[2,N ](e
−iHN tγN (0)e
iHN t) be the actual time evolution of the 1-particle density
matrix. Then the following bound holds
tr|γ(t)− tr[2,N ](e
−iHN tγN (0)e
iHN t)| ≤
M3
N
λV (e
4(
∑
l·V )t − 1) (3)
where we made the following definitions
(
∑
lk · V ) =
M∑
l=2
lk|V (l)| (4)
|V˜ | = maxbasismaxm
∑
j1...jm
|w
(m)
j1...jm
| (5)
λV =
16|V˜ |+ (
∑
l2 · V )
(
∑
l · V )
) (6)
.
The relation of w
(m)
j1...jm
to V (m) and maximization over the bases are defined in
the following way. Choose an orthonormal basis for operators acting on m-particles
1, ...,m as {E1,i1 ⊗ ...⊗Em,im} with trEj,k1E
†
j,k2
= δk1,k2 for all j and decompose V
(m)
as V (m) =
∑
i1...im
wi1...imE1,i1⊗ ...⊗Em,im. Maximization is over all such orthonormal
bases. We set ~ = 1 throughout the paper.
The proof has two main steps. First we provide Lieb-Robinson type bounds for
the correlations between two observables acting on distinct groups of particles. In
the second part of the proof we will utilize these bounds to truncate the BBGKY
hierarchy to derive the main result. The mean field approximation neglects correlations
between particles. The Lieb-Robinson type bounds give a way to estimate how much
correlation one neglects. Inputting them to BBGKY hierarchy gives the error involved
in approximating the dynamics by the mean field equation.
2 Lieb-Robinson type bound on the growth of
correlations between two observables acting on
distinct groups of particles
Our first step is to prove correlation bounds on two arbitrary observables acting on
distinct sets of particles.
Proposition 1. Lieb-Robinson bound for correlations. Let A and B two
bounded observables acting on distinct set of particles Im = {i1, i2, ..., im} and Jn =
{j1, j2, ..., jn}, respectively. Then
2
|[A, eiHN tBe−iHN t]| ≤
4mn|A||B|
N
(e2(
∑
l·V )t − 1) (7)
Compare this with the generic form of the Lieb-Robinson bound on a lattice:
|[A, eiHN tBe−iHN t]| < ae−b(d(A,B)−vt) (8)
where a and b are constants, A and B are assumed to have distance d(A,B) and v is
the effective velocity [13].
Proof of Proposition 1. First define the modified Hamiltonian H
(n)
N which decouples
n particles from the rest as
H
(n)
N = HN−
1
N
n∑
j1=1
N∑
n<j2
V
(2)
j1j2
−
1
N2
n∑
j1=1
N∑
n<j2<j3
V
(3)
j1j2j3
−...−
1
NM−1
n∑
j1=1
N∑
n<j2<...<jM
V
(M)
j1...jM
(9)
Note that the terms subtracted from the original Hamiltonian are exactly the ones
which couple the first n particles to the rest. Next define the normalized correlation
fmn(t) as
fmn(t) = supA,B
|[A, eiHN tBe−iHN t]|
|A||B|
(10)
fmn(t) does not depend on particular choices of Im and Jn because of the permu-
tation symmetry of HN . Then take Im = {n+1, ..., n+m} and Jn = {1, ..., n}. Since
H
(n)
N acts only on first n particles
fmn(t) = supA,B
|[A, eiHN te−iH
(n)
N
tBeiH
(n)
N
te−iHN t]|
|A||B|
(11)
Then further define
gAB(t) = [A, e
iHN te−iH
(n)
N
tBeiH
(n)
N
te−iHN t] (12)
We will derive the evolution of gAB(t) and bound |gAB(t)| using a Dyson series
approach. First calculate g˙AB(t):
g˙AB(t) = i[A, [e
iHN t(HN −H
(n)
N )e
−iHN t, eiHN te−iH
(n)
N
tBeiH
(n)
N
te−iHN t]]
= i[eiHN t(HN −H
(n)
N )e
−iHN t, gAB(t)]−
i[eiHN te−iH
(n)
N
tBeiH
(n)
N
te−iHN t, [A, eiHN t(HN −H
(n)
N )e
−iHN t]] (13)
where last step follows from the Jacobi identity. Define the two parameter group of
transformations U (n)(t, s) such that U (n)(t, t) = Id and
i∂tU
(n)(t, s) = eiHN t(HN −H
(n)
N )e
−iHN tU (n)(t, s) (14)
Then
3
∂t(U
(n)(0, t)gAB(t)U
(n)(t, 0)) =
− iU (n)(0, t)[eiHN te−iH
(n)
N
tBeiH
(n)
N
te−iHN t, [A, eiHN t(HN −H
(n)
N )e
−iHN t]]U (n)(t, 0)
(15)
Initially, at time t = 0, since A and B act on distinct sets of particles gAB = 0.
Integrating the previous equation one has
gAB(t) =
−i
∫ t
0
dsU (n)(t, s)[eiHN se−iH
(n)
N
sBeiH
(n)
N
se−iHN s, [A, eiHN s(HN−H
(n)
N )e
−iHN s]]U (n)(s, t)
(16)
Insert H
(n)
N −HN to get
gAB(t) = −i
M∑
k=2
1
Nk−1
n∑
j1=1
N∑
n<j2<...<jk
∫ t
0
dsU (n)(t, s)[eiHN se−iH
(n)
N
sBeiH
(n)
N
se−iHN s,
[A, eiHN sV
(k)
j1...jk
e−iHN s]]U (n)(s, t)
(17)
Now take the operator norm of both sides and apply |UBU †| = |B| where U is a
unitary and |[B,C]| ≤ 2|B||C| which follows from the Cauchy-Schwartz inequality.
|gAB(t)| ≤
M∑
k=2
1
Nk−1
n∑
j1=1
N∑
n<j2<...<jk
∫ t
0
ds|U (n)(t, s)[eiHN se−iH
(n)
N
sBeiH
(n)
N
se−iHN s,
[A, eiHN sV
(k)
j1...jk
e−iHN s]]U (n)(s, t)|
≤
M∑
k=2
1
Nk−1
n∑
j1=1
N∑
n<j2<...<jk
∫ t
0
ds|[eiHN se−iH
(n)
N
sBeiH
(n)
N
se−iHN s, [A, eiHN sV
(k)
j1...jk
e−iHN s]]|
≤
M∑
k=2
2
Nk−1
n∑
j1=1
N∑
n<j2<...<jk
∫ t
0
ds|eiHN se−iH
(n)
N
sBeiH
(n)
N
se−iHNs||[A, eiHN sV
(k)
j1...jk
e−iHN s]|
=
M∑
k=2
2|B|
Nk−1
n∑
j1=1
N∑
n<j2<...<jk
∫ t
0
ds|[A, eiHN sV
(k)
j1...jk
e−iHN s]| (18)
Lets decompose the sum
∑n
j1=1
∑N
n<j2<...<jk
into two sums one of which is
δ =
n∑
j1=1
N∑
n+m<j2<...<jk
(19)
and call the rest σ. We will use this decomposition and use permutation symmetry
in the following. The original sum has n
(
N−n
k−1
)
terms while δ has n
(
N−n−m
k−1
)
and σ
4
has n
(
N−n
k−1
)
− n
(
N−n−m
k−1
)
terms. It can be shown that the number of terms in σ is
bounded by 2nmNk−2 while the number of terms in the original sum is bounded by
nNk−1. Then below we apply these to bound |gAB(t)|. We also utilize the permutation
symmetry.
|gAB(t)| ≤
M∑
k=2
2|B|
Nk−1
(σ + δ)
∫ t
0
ds|[A, eiHN sV
(k)
j1...jk
e−iHN s]|
≤ |
M∑
k=2
2|B|
Nk−1
σ2|A||V (k)|t+
M∑
k=2
2|B|
Nk−1
δ
∫ t
0
ds|[A, eiHN sV
(k)
j1...jk
e−iHN s]|
≤
8mn|A||B|
N
t
M∑
k=2
|V (k)|+
M∑
k=2
2|B|
Nk−1
δ
∫ t
0
ds|[A, eiHN sV
(k)
j1...jk
e−iHN s]|
≤
8mn|A||B|
N
t
M∑
k=2
|V (k)|+
M∑
k=2
2n|B|
∫ t
0
ds|[A, eiHN sV
(k)
1,n+m+1,n+m+2,...,n+m+k−1e
−iHNs]|
=
8mn|A||B|
N
t
M∑
k=2
|V (k)|+
M∑
k=2
2n|A||B||V (k)|
∫ t
0
ds
|[A, eiHN sV
(k)
1,n+m+1,n+m+2,...,n+m+k−1e
−iHNs]|
|A||V (k)|
≤
8mn|A||B|
N
t
M∑
k=2
|V (k)|+ 2n|A||B|
M∑
k=2
|V (k)|
∫ t
0
dsfmk(s)
(20)
Then
fmn(t) = supA,B
|gAB(t)|
|A||B|
≤
8mn
N
t
M∑
k=2
|V (k)|+ 2n
M∑
k=2
|V (k)|
∫ t
0
dsfmk(s)
= (
∑
V )(
8mn
N
t+ 2n
∫ t
0
dsfmk(s)) (21)
This is the anticipated Dyson series like integral inequality. Now, recursively apply
the inequality q times to get
fmn(t) ≤
8mn
N
t(
∑
V ) +
8mn
N
(
∑
V )
q−1∑
r=1
2r(
∑
l · V )r
∫ t
0
ds1
∫ s1
0
ds2...
∫ sr−1
0
dsrsr
+ 2n2q−1(
∑
l · V )q−1
M∑
k=2
|V (k)|
∫ t
0
ds1
∫ s1
0
ds2...
∫ sq−1
0
dsqfmk(sq) (22)
Using the trivial bound fmk ≤ 2, we obtain
fmn(t) ≤ (4mn
q−1∑
r=0
(2(
∑
l · V ))r+1
(r + 1)!
) + 4n2q(
∑
l · V )q−1(
∑
V )
tq
q!
(23)
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Letting q to infinity we get
fmn(t) ≤
4mn
N
(e2(
∑
l·V )t − 1) (24)
This gives the correlation bound
|[A, eiHN tBe−iHN t]| ≤
4mn|A||B|
N
(e2(
∑
l·V )t − 1) (25)
Q.E.D.
Following Erdo˝s-Schlein[9], more specific correlation bounds are obtained. We have
the two following bounds as corollaries of Proposition 1:
Corollary 1. Let A and B two bounded observables acting on distinct set of particles
Im = {i1, i2, ..., im} and Jn = {j1, j2, ..., jn}, respectively. Let the N particle system
be initially in the pure state ψN (0) = |φ〉
⊗N and let ψN (t) = e
−iHN tψN (0). Then
|〈ψN (t), ABψN (t)〉 − 〈ψN (t), AψN (t)〉〈ψN (t), BψN (t)〉| ≤
16mn|A||B|
N
(e4(
∑
l·V )t − 1)
(26)
and
Corollary 2. Let A and B two bounded observables acting on distinct set of particles
Im = {i1, i2, ..., im} and Jn = {j1, j2, ..., jn}, respectively. Let the N particle system
be initially in the pure state ψN (0) = |φ〉
⊗N and let ψN (t) = e
−iHN tψN (0). Then
|tr(A⊗B)(γ
(m+n)
N (t)− γ
(m)
N (t)⊗ γ
(n)
N (t))| ≤
16mn|A||B|
N
(e4(
∑
l·V )t − 1) (27)
where γ
(m)
N (t) = tr[m+1,N ]|ψN (t)〉〈ψN (t)|.
3 BBGKY hierarchy and the rate of conver-
gence towards the Hartree limit
BBGKY (Bogoliubov, Born, Green, Kirkwood, Yvon) hierarchy describes k-particle
density evolution in terms of m > k particle density matrices. The hierarchy equa-
tion for the k-particle density is obtained by tracing out the remaining particles in the
Liouville-von Neumann equation γN (t) = −i[HN , γN (t)] for all N particles. The set of
hierarchy equations for all k = 1, ..., N are an exact reformulation of the Liouville-von
Neumann equation. In the following we want to truncate the hierarchy equations com-
paring them to the nonlinear Hartree evolution via trace distance using the correlation
bounds given above in Proposition 1 and its corollaries.
Consider only the m-body interaction term W (m) = 1
Nm−1
∑N
1≤j1<...<jm
V
(m)
j1...jm
.
The BBGKY hierarchy equation for this m-particle potential is given by (which is a
generalization of the hierarchy given in [2])
6
iγ˙
(k)
N (t) =
m−1∑
l=0
(N − k)!
(N − k − l)!
1
Nm−1
k∑
1≤j1<...<jm−l
tr[k+1,...,k+l][V
(m)
j1...jm−l,k+1,...,k+l
, γ
(k+l)
N (t)]
(28)
where k ≥ m. If all particle interactions are included then we need to sum over all m
on the right hand side. The validity of the BBGKY hierarchy equation can be shown
noting the trace of Liouville-von Neumann equation:
iγ˙
(k)
N (t) = itr[k+1,N ]γ˙N (t) = tr[k+1,N ][H
(m)
N , γN (t)] (29)
and decomposing W (m) as below and using permutation symmetry upon taking the
trace.
Nm−1W (m) =
k∑
1≤j1<...<jm
V
(m)
j1...jm
+
N∑
k<j1<...<jm
V
(m)
j1...jm
+
k∑
1≤j1<...<jm−1
N∑
k<jm
V
(m)
j1...jm
+
k∑
1≤j1<...<jm−2
N∑
k<jm−1<jm
V
(m)
j1...jm
+ ...+
k∑
1≤j1
N∑
k<j2<...<jm
V
(m)
j1...jm
(30)
An immediate way to obtain the generalized Hartree equation as the mean field
limit is to let N go to infinity and write the N particle density as a tensor product
of identical 1-particle densities. There is only one term for each m in the BBGKY
hierarchy equations dominating this limit. For W (m) it is the term in the hierarchy
equation corresponding to l = m− 1. One gets the generalized Hartree equation from
this crude procedure.
Now we proceed to the BBGKY hierarchy equation for the full Hamiltonian HN in
integral form
γ
(k)
N (t) = U
(k)(t)|φ(0)〉〈φ(0)|⊗k − i
M∑
m=2
m−1∑
l=0
(N − k)!
(N − k − l)!
1
Nm−1
k∑
1≤j1<...<jm−l
∫ t
0
dsU (k)(t− s)tr[k+1,...,k+l][Vj1...jm,k+1,...,k+l, γ
(k+l)
N (s)] (31)
where U (k)(t)γ
(k)
N = e
−i
∑k
j+1 Ajtγ
(k)
N (0)e
i
∑k
j+1 Ajt and the Hartree equation for k-particle
density is
i∂t|φ(t)〉〈φ(t)|
⊗k =
M∑
m=2
k∑
j=1
tr[k+1,k+m−1][V
(m)
j,k+1,...,k+m−1, |φ(t)〉〈φ(t)|
⊗k+m−1] (32)
with the integral form
7
|φ(t)〉〈φ(t)|⊗k = U (k)(t)|φ(0)〉〈φ(0)|⊗k
− i
M∑
m=2
k∑
j=1
∫ t
0
U (k)(t− s)tr[k+1,k+m−1][V
(m)
j,k+1,...,k+m−1, |φ(s)〉〈φ(s)|
⊗k+m−1] (33)
We are now ready to give the proof of main theorem stated in the first section.
Proof of Theorem 1. We can bound the projection of an arbitrary k-particle observ-
able J (k) on the difference between BBGKY which is exact and the Hartree evolution.
trJ (k)(γ
(k)
N (t)− |φ(t)〉〈φ(t)|
⊗k)
= −i
M∑
m=2
m−2∑
l=0
(N − k)!
(N − k − l)!)
1
Nm−1
k∑
1≤j1<...<jm−l
∫ t
0
dstr(U (k)(t− s)J (k)[V
(m)
j1...jm−l,k+1,...,k+l
, γ
(k+l)
N (s)])
− i
M∑
m=2
(
(N − k)!
(N − k − (m− 1))!)
−Nm−1)
1
Nm−1
k∑
j=1
∫ t
0
dstr(U (k)(t− s)J (k)[V
(m)
j,k+1,...,k+m−1, γ
(k+m−1)
N (s)])
− i
M∑
m=2
k∑
j=1
∫ t
0
dstr(U (k)(t− s)J (k)[V
(m)
j,k+1,...,k+m−1, γ
(k+m−1)
N (s)− |φ(s)〉〈φ(s)|
⊗(k+m−1)])
= h1 + h2 + h3 (34)
A useful fact we will frequently use is
|tr(A[B,C])| ≤ 2|A||B|tr|C| (35)
From now on set k = 1, so that we are only interested in the single particle Hartree
equation. The proof would require modifications otherwise. We will first bound the
following term
h1 = −i
M∑
m=2
m−2∑
l=0
(N − k)!
(N − k − l)!)
1
Nm−1
k∑
1≤j1<...<jm−l
∫ t
0
dstr(U (k)(t− s)J (k)[V
(m)
j1...jm−l,k+1,...,k+l
, γ
(k+l)
N (s)])
(36)
It follows from
tr(U (k)(t− s)J (k)[V
(m)
j1...jm−l,k+1,...,k+l
, γ
(k+l)
N (s)])
≤ 2|U (k)(t− s)J (k)||V (m)|tr|γ
(k+l)
N (s)| = 2|J
(k)||V (m)| (37)
that
|
M∑
m=2
m−2∑
l=0
(N − k)!
(N − k − l)!)
1
Nm−1
k∑
1≤j1<...<jm−l
∫ t
0
dstr(U (k)(t− s)J (k)[V
(m)
j1...jm−l,k+1,...,k+l
, γ
(k+l)
N (s)])|
≤
M∑
m=2
m−2∑
l=0
(N − k)!
(N − k − l)!)
1
Nm−1
k∑
1≤j1<...<jm−l
2|J (k)||V (m)|t (38)
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Setting k = 1, this term has no contribution. Now, the bound for the second term
h2 = −i
M∑
m=2
(
(N − k)!
(N − k − (m− 1))!)
−Nm−1)
1
Nm−1
k∑
j=1
∫ t
0
dstr(U (k)(t−s)J (k)[V
(m)
j,k+1,...,k+m−1, γ
(k+m−1)
N (s)])
(39)
is given by
| − i
M∑
m=2
(
(N − 1)!
(N −m)!)
−Nm−1)
1
Nm−1
k∑
j=1
∫ t
0
dstr(U (1)(t− s)J (1)[V
(m)
1...mγ
(m)
N (s)])|
≤
M∑
m=2
(1−
(N − 1)!
(N −m)!Nm−1
)2|J (1)||V (m)|t ≤
M∑
m=2
m2
N
2|J (1)||V (m)|t =
2|J (1)|t
N
(
∑
l2 · V )
(40)
Finally we want to bound the third term
h3 = −i
M∑
m=2
∫ t
0
dstr(U (1)(t− s)J (1)[V
(m)
1,...,m, γ
m
N (s)− |φ(s)〉〈φ(s)|
⊗m]) (41)
To proceed we need the following lemma, which can be proven by induction:
γ
(m+1)
N (t)− |φ(t)〉〈φ(t)|
⊗(m+1) =
m∑
l=1
(γ
(l+1)
N (t)− γ
(l)
N (t)⊗ γ
(1)
N (t))⊗ |φ(t)〉〈φ(t)|
⊗m−l
+
m∑
l=0
γ
(l)
N ⊗ (γ
(1)
N (t)− |φ(t)〉〈φ(t)|) ⊗ |φ(t)〉〈φ(t)|
⊗m−l (42)
Inserting the lemma above we obtain
| − i
M∑
m=2
∫ t
0
dstr(U (1)(t− s)J (1)[V
(m)
1,...,m, γ
m
N (s)− |φ(s)〉〈φ(s)|
⊗m])|
= |
M∑
m=2
m−2∑
l=0
∫ t
0
dstr(U (1)(t− s)J (1)[V
(m)
1,...,m, γ
(l)
N (s)⊗ (γ
(1)
N (s)− |φ(s)〉〈φ(s)|) ⊗ |φ(s)〉〈φ(s)|
⊗m−l−1]|
+ |
M∑
m=2
m−1∑
l=1
∫ t
0
dstr(U (1)(t− s)J (1)[V
(m)
1,...,m, (γ
(l+1)
N (s)− γ
(l)
N (s)⊗ γ
(1)
N (s))⊗ |φ(s)〉〈φ(s)|
⊗m−l−1]|
≤ 2|J (1)|(
∑
l · V )
∫ t
0
dstr|γ
(1)
N (s)− |φ(s)〉〈φ(s)||
+ |
M∑
m=2
m−1∑
l=1
∫ t
0
dstr(U (1)(t− s)J (1)[V
(m)
1,...,m, (γ
(l+1)
N (s)− γ
(l)
N (s)⊗ γ
(1)
N (s))⊗ |φ(s)〉〈φ(s)|
⊗m−l−1]|
(43)
9
Up to now correlation bounds have not been used. We will employ them to bound
the second term appearing in the last expression. Recall that
V (m) =
∑
i1...im
wi1...imE1,i1 ⊗ ...⊗ Em,im (44)
for orthonormal bases {Ej,k}k. Then
|
M∑
m=2
m−1∑
l=1
∫ t
0
dstr(U (1)(t− s)J (1)[V
(m)
1,...,m, (γ
(l+1)
N (s)− γ
(l)
N (s)⊗ γ
(1)
N (s))⊗ |φ(s)〉〈φ(s)|
⊗m−l−1]|
≤
M∑
m=2
m−1∑
l=1
∫ t
0
ds|tr(U (1)(t− s)J (1)[V
(m)
1,...,m, (γ
(l+1)
N (s)− γ
(l)
N (s)⊗ γ
(1)
N (s))⊗ |φ(s)〉〈φ(s)|
⊗m−l−1]|
≤
M∑
m=2
m−1∑
l=1
∑
i1...im
|wi1...im|
∫ t
0
ds|tr(U (1)(t− s)J (1)
[E1,i1 ⊗ ...⊗ Em,im , (γ
(l+1)
N (s)− γ
(l)
N (s)⊗ γ
(1)
N (s))⊗ |φ(s)〉〈φ(s)|
⊗m−l−1]|
≤ 2
M∑
m=2
m−1∑
l=1
∑
i1...im
|wi1...im|
∫ t
0
ds|tr(U (1)(t− s)J (1)E1,i1 ⊗ ...⊗ El+1,il+1(γ
(l+1)
N (s)− γ
(l)
N (s)⊗ γ
(1)
N (s))
tr(El+2,il+2 ⊗ ...⊗ Em,im |φ(s)〉〈φ(s)|
⊗m−l−1)|
≤ 2
M∑
m=2
m−1∑
l=1
∑
i1...im
|wi1...im|
∫ t
0
ds|tr(U (1)(t− s)J (1)E1,i1 ⊗ ...⊗ El+1,il+1(γ
(l+1)
N (s)− γ
(l)
N (s)⊗ γ
(1)
N (s))|
(45)
Now, we use Corollary 2 to obtain
|
M∑
m=2
m−1∑
l=1
∫ t
0
dstr(U (1)(t− s)J (1)[V
(m)
1,...,m, (γ
(l+1)
N (s)− γ
(l)
N (s)⊗ γ
(1)
N (s))⊗ |φ(s)〉〈φ(s)|
⊗m−l−1]|
≤
M∑
m=2
m−1∑
l=1
|V˜ |
∫ t
0
ds
32l|J (1)|
N
(e4(
∑
l·V )s − 1) ≤M3
8|V˜ ||J (1)|
(
∑
l · V )N
(e4(
∑
l·V )t − 1) (46)
Putting all these bounds together, we get
|trJ (1)(γ
(1)
N (t)− |φ(t)〉〈φ(t)||
≤ (
∑
l · V )
∫ t
0
ds2|J (1)|tr|γ
(1)
N − |φ(s)〉〈φ(s)|| +M
3 8|V˜ ||J
(1)|
(
∑
l · V )N
(e4(
∑
l·V )t − 1) + (
∑
l2 · V )
2|J (1)|t
N
≤ (
∑
l · V )
∫ t
0
ds2|J (1)|tr|γ
(1)
N − |φ(s)〉〈φ(s)|| +M
3λV
|J (1)|
2N
(e4(
∑
l·V )t − 1) (47)
We can employ the operator definition of trace norm to get rid of J (1).
tr|A| = sup|J |=1|trJA| (48)
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Then
tr|γ
(1)
N (t)− |φ(t)〉〈φ(t)|| ≤ 2(
∑
l · V )
∫ t
0
dstr|γ
(1)
N − |φ(s)〉〈φ(s)|| +M
3λV
1
2N
(e4(
∑
l·V )t − 1)
(49)
Iterating n times and letting n go to infinity, we get the anticipated result:
tr|γ
(1)
N (t)− |φ(t)〉〈φ(t)|| ≤
M3
N
λV (e
4(
∑
l·V )t − 1) (50)
Q.E.D.
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