This article investigates a Fourier-based algorithm for computing heterogeneous material parameter distributions from internal measurements of physical fields. Within the framework of the periodic scalar conductivity model, a pair of dual LippmannSchwinger integral equations is derived for the sought constitutive parameters based on full intensity or current density field measurements. A numerical method based on the fast Fourier transform and fixed-point iterations is proposed. Convergence, stability and approximation quality of the method are analysed. For materials with small contrast, a first-order Born-like approximation is also obtained. Overall, the proposed reconstruction approach enables a direct conversion of full-field measurement images, possibly noisy, into maps of material conductivity. A set of numerical results is presented to illustrate the performance of the method.
Introduction
This study focuses on the quantitative imaging problem for fields of constitutive parameters associated with a given material body from full-field images acquired when monitoring its behaviour under applied excitation. This inverse problem bears relevance to applications such as material characterization, non-destructive material testing or medical imaging. Available experimental methods bring a wealth of technical solutions for full-field measurements of internal physical fields that actually encode information about the unknown material parameters. State-of-the-art and non-invasive two-dimensional or three-dimensional imaging modalities include X-ray, neutron diffraction tomography, digital image correlation [1] , ultrasound or magnetic resonance imaging [2] , as well as multi-physics imaging approaches such as photoacoustic, thermoacoustic or electroacoustic tomography [3] .
For a given physical model governed by a partial differential equation (PDE), which combines the constitutive and equilibrium equations, a typical scenario is that a high-resolution imaging modality provides internal measurements of solutions to that PDE for a set of prescribed excitations. Such full-field data then serve in a second step where the forward model is revisited as a redundant PDE system for the unknown parameter fields in which the available measurements constitute the spatially varying coefficients [4, 5] . Such an inversion from full-field data allows the recovery of quantitative information at small scales. This inverse problem is mathematically mildly ill-posed [6] so that regularization is required to accommodate noisy measurements.
Inverse problems have witnessed the growth and flourishing of reconstruction methods from full-field measurements, in particular in the area of solid mechanics [7] for the identification of mechanical parameters from displacement or strain field data. Dedicated methods include finiteelement model updating [8] , the constitutive equation gap method [9] , the virtual field method [10] , the equilibrium gap method [11] , as well as adjoint-weighted and gradient-based variational approaches [12, 13] . The wealth of existing approaches to the inverse problem we consider here is somehow a consequence of the branching of forward solution methods themselves.
The full-field image conversion method proposed here stems from Fourier-based methods for simulating the behaviour of heterogeneous materials. Since the seminal paper [14] , fast Fourier transform (FFT)-based methods have been successfully applied to a wide range of mechanical problems [15] [16] [17] [18] as they allow fast and accurate computations of complex material responses through direct processing of two-dimensional or three-dimensional images of their constitutive parameters. At the core of these approaches is a FFT-based iteration method to compute the mechanical field solution to a Lippmann-Schwinger equation. In the field of inverse problems, analogue integral equation-based formulations and reconstruction methods have been developed in optical tomography [19] , inverse scattering [20] [21] [22] and electrical impedance tomography [23] based on boundary measurements.
On this basis, this study aims at recasting the forward FFT-based approach to tackle the inverse problem with internal measurements by converting images of physical fields into constitutive parameter maps for heterogeneous materials. While our overarching goal is the treatment of fullfield data pertaining to solid mechanics, the proposed method is discussed here in the context of the scalar conductivity model which has the same mathematical structure as the elasticity model yet avoids resorting to tensorial notations. Note that a Fourier-based forward solution method corresponding to this model is discussed in [24, 25] . In [26, ch. 2] , it is shown that the conductivity model arises in a number of physical problems such as electrical conductivity, magnetism, diffusion or thermal conduction. In particular, experimental infrared techniques are applicable to the latter case [1] and full-field thermal images constitute data suitable for this study.
The contribution of this work is twofold. First, in §2 it establishes a pair of dual LippmannSchwinger integral equations for the sought material conductivity and resistivity fields based on knowledge of a set of internal measurements of intensity or current density fields. Second, it investigates an associated iterative calculation method for the sought parameters in §3, and the overall reconstruction approach is analysed in §4. Finally, a set of numerical examples based on synthetic full-field measurements is presented in §5 to assess the performance of the proposed method.
Hereafter, the solution considered is normalized by assuming u = 0.
The framework adopted in this study relies on the assumption that a number L of experiments can be performed by varying the imposed mean intensities as E = E with = 1, . . . , L in problem (1.1), in association with the ability to measure internally the corresponding set of intensity field solutions, i.e. e (x) = ∇u (x) + E , for all x ∈ V. The reader is referred to Bal [3] and the references therein for an account of the multi-physics imaging modalities relevant to full-field measurements for the conductivity model considered here. In this context, this study focuses on a numerical method that makes use of full-field images, or maps, of the measured intensity fields {e (x)} in order to reconstruct the material conductivity distribution x → γ (x) within V or the corresponding contrast map associated with the mean value γ .
The full-field data constitute a set of images whose frame is the unit cell V, itself defined as a parallelepiped in dimension d,
The reciprocal lattice L associated with the lattice L defined by V is given by
Any V-periodic function is considered as a function defined over the unit cell V with periodic boundary conditions. For
Integral formulations
The first step to derive the sought numerical method consists in establishing a LippmannSchwinger equation for the unknown conductivity field. In this section, we show how to obtain such an integral equation, in terms of either the conductivity function γ (x) in a primal formulation or the resistivity function ρ(x) := γ −1 (x) in a dual one.
(a) Primal formulation (i) Auxiliary problems
As a starting point, givenγ ∈ R + \{0} and b k ∈ R d for k = 1, . . . , d together with right-hand side terms τ k ∈ L 2 per (V, R d ), let us consider the auxiliary problems for the unknown scalar field γ , Assuming henceforth that {b k } constitutes an orthogonal basis of R d , yet not necessarily normalized, then concatenating these d equations entailŝ
By introducing, in Fourier space, the periodic Green operatorΓ for the conductivity problem aŝ
and applying the inner product with ξ in equation (2.2), then the material conductivity function γ featured in the set (2.1) of d problems satisfieŝ
where ':' denotes the inner product in the space of second-order tensors. Note that because the tensorΓ is symmetric then equation (2.4) can be written in an equivalent symmetrized form.
To express this solution in real space, let the spatially convoluted product f * g at point x be defined as
for any V-periodic functions f , g. The associated discrete convolution is such that
Moreover, the combination of space convolution and inner product for given second-order tensor fields F , G is denoted by F * G, the operation * being thus defined by replacing the product of scalar functions by the inner product ':' in definition (2.5). Accordingly, equations (2.4) are equivalent to the following real-space solution:
Remark 2.1. In equation (2.6), the real-space counterpart Γ (x) of the Green tensorΓ (ξ ) acts non-locally on any second-order tensor field A through the convolution product as
and it satisfies Γ * A = 0.
The vectorial relation (2.2) in R d constitutes a redundant system of PDEs in real space for the unknown scalar field γ (x). It is associated with the following set of necessary compatibility conditions that have to be satisfied by the prescribed data terms τ k (x) for k = 1, . . . , d:
Equivalently, defining the vector
then the above compatibility condition is rewritten as 
. Therefore, based on the set of equations (2.4), this solution can be seen as a Fourier-based analytical solution to the following Poisson problem derived from (2.1) for the unknown γ :
Accordingly, for this problem to be uniquely solvable, the right-hand side term has to satisfy the necessary and sufficient solvability condition
This condition is readily satisfied provided that the data terms
Reciprocally, the solution (2.6) to equation (2.9) is also a solution to the initial set of auxiliary problems (2.1) provided that the compatibility condition (2.8) is satisfied. Indeed, equation (2.8) entails that there exists φ ∈ L 2 per (V, R) such that T(x) = −∇φ. From (2.9), one deduces that (γ − φ) = 0 and thus ∇γ = −T(x), which yields a solution to the initial problems according to the definition (2.7) of T(x).
(ii) Lippmann-Schwinger equation
Now the set of auxiliary problems and the associated solution (2.6) are readily used as follows.
. . , L} denote a companion label, to be determined, such that the original problem (1.1) with prescribed mean E k and associated solution e k is recast as an auxiliary problem given by equation (2.1) for the conductivity field γ (x) and where the right-hand-side term is defined according to:
Therefore, one readily obtains the following Fredholm integral equation of the second kind for the unknown conductivity field γ : ⎛ 10) using an operator notation, i.e. the term within the parentheses is interpreted as an operator acting on γ . Equation (2.10) constitutes the sought Lippmann-Schwinger integral equation, which is a linear equation for the unknown γ (x).
(b) Dual formulation
A dual version of the integral equation (2.10) can be established by observing (e.g. [25] ) that the forward problem (1.1) itself can be recast in dual form in terms of a vector potential v as
where ρ ∈ L ∞ per (V, R + \{0}) is the material resistivity field such that ρ := γ −1 while j := curl v + J denotes the current density with prescribed mean j = J ∈ R d . This problem possesses a unique solution v, up to an additive constant, that belongs to the space
Once again, the starting point of the method is the availability of a set of L full-field measurement maps of current solutions j (x) = curl v (x) + J , for all x ∈ V and = 1, . . . , L that are associated with experiments with varying mean field J . 
The compatibility conditions associated with this set of problems read
In Fourier space, equation (2.12) is recast for all k = 1, . . . , d as:
Applying the cross product with ξ to this equation and expanding the resulting triple products yieldsρ
By applying the inner product with b k and summing the resulting equations for all k = 1, . . . , d one finally obtainsρ
where I denotes the second-order identity tensor. Therefore, defining in Fourier space the dual periodic Green operatorˆ as in [27] bŷ
then the material resistivity function ρ featured in the set of d auxiliary problems (2.12) satisfieŝ
or equivalently in real space:
14)
The solution (2.14) to the set of auxiliary problems is now employed to obtain the sought integral equation for the field ρ = γ −1 . Considering the original problem (2.11) with prescribed mean current J k and associated solution j k for a given index k ∈ {1, . . . , L}, for all k = 1, . . . , d, then the data terms in equation (2.12) are defined according to:
Substituting these data terms in equation (2.14) directly yields the following LippmannSchwinger equation for the unknown resistivity field ρ: (ii) Duality principle
The previous developments that led to the primal integral equation (2.10) and its dual counterpart (2.15) are in agreement with a duality principle associated with the inverse problem considered here. Well known for forward solution methods (e.g. [25] and [26] , §12.9), this principle allows one to apply any result pertaining to the integral equation (2.10) to its dual (2.15) owing to appropriate field and operator substitutions. Relying on this duality principle, the remainder of this article focuses on the primal integral formulation and the results presented hereinafter remain valid also for the dual formulation owing to the equivalence (table 1) . Details are provided in the given proofs when needed.
(c) Series expansion and iterative algorithm
An integral equation such as (2.10), or its counterpart in Fourier space, is commonly encountered in scattering theory. It is well known that when the terms δe k , for k = 1, . . . , d, can be assumed to be small, in a sense discussed later on, then the featured integral operator can be inverted using a Neumann series [24, 28] . Therefore, the unknown conductivity map is approximated by the following series expansion:
where the operator raised to the power n is to be interpreted as the operator within parentheses applied n times. Next, we introduce short-hand notations with second-order tensors concatenating the available measurements:
On noting that one can interpret Γ * E as the integral operator defined on L 2 per (V, R) by
18) where (:) n denotes the inner product applied n times.
If it exists, computing the solution γ from the series expansion (2.16) is achieved using the following fixed-point iteration algorithm which constitutes the core of the proposed numerical method. 
Algorithm 2.5. For all x ∈ V:
This iterative scheme features the product terms γ n (x)δe k (x) that are computed in real space for k = 1, . . . , d and a convoluted inner product with the Green tensor Γ . As suggested in [18] , this scheme can be recast by applying the direct and inverse Fourier transforms repeatedly in order to circumvent the costly computation of convolution terms. This yields a scheme that alternates between real space and Fourier space which contributes to reducing the overall computational complexity of the algorithm, as shown in the following section. Remark 2.6. For completeness, it should be noted that, for the conductivity model considered here, the scalar field γ can also be inverted as follows: expanding equation (1.1) entails for all
Defining the second-order tensor as
then aggregating the above set of d equations entails F · ∇γ + γ div F = 0. Provided that F is invertible given the available measurement set and dividing by γ , one then obtains
Such a formulation is notably investigated in [5, 29] . The above equation can be solved numerically using, for example, an FFT-based method. However, deriving equation (2.19) is an approach that is specific to the case where the unknown is a scalar field. In the present study, the forward conductivity problem (1.1) is considered as a simple framework to present and discuss an alternative approach. It is to be thought of as a placeholder in the proposed reconstruction algorithm, which is itself amenable to a tensorial framework such as this pertaining to elasticity problems.
Modified iterative algorithm (a) Reconstruction of normalized conductivity contrast
When focusing on the inverse problem it is crucial to work with a reconstruction algorithm that relies on the least amount of a priori information. Most existing numerical methods assume knowledge of the conductivity either at one reference point (integration-type approaches [29] ) or over the entire domain boundary (variational formulation-based methods [12] ). It is remarkable that the conductivity problem (1.1) is unchanged when multiplying the conductivity by a constant, which can also be seen in the Lippmann-Schwinger equation (2.10). Therefore, from the series expansion (2.16), it is preferable to work with the conductivity contrast normalized by the mean conductivityγ , so that we introduce the notation
From algorithm 2.5, the corresponding iterations to be performed for all n ≥ 0 are given bȳ withδγ 0 (x) = 0. Taking into account the computational complexity issue discussed previously, then the proposed modified iterative algorithm reads:
(
b) Convergence of successive approximations
The Neumann series (2.16) and thus algorithm 3.1 converge in a given Banach space H (see [28] ) under the following sufficient condition on the operator norm:
with E given by definition 2.4. Anticipating the numerical results which revolve around the analysis of data images that are discretized into pixels (two-dimensional) or voxels (threedimensional), and hence the measurements being averaged in each of them, we now make the following additional assumption on the featured measurements of the solutions to equation (1.1):
We now consider the Hilbert space H = L 2 per (V, R), which is equipped with the inner product
with g * being the complex conjugate of g and where the second equality is due to the Parseval theorem. Note that any real-valued function g satisfiesĝ * (ξ ) =ĝ(−ξ ). Therefore, owing to equation (2.5) and (2.17), given any f ∈ L 2 per (V, R), one has
Moreover, the Green tensor satisfiesΓ (ξ ) =Γ (−ξ ) while the inner product on the space of secondorder tensors is associated with the Frobenius norm 
Equation (3.3) proves the following result:
Remark 3.4. As discussed in §2b, the duality principle can be applied to lemma 3.3. Obtaining the key inequality (3.3) in the dual form relies on estimating the Frobenius norm of the dual Green tensorˆ . According to its definition (2.13), the latter satisfies for d = 2 or 3
Therefore, one has ˆ (ξ ) F ≤ 1 so that lemma 3.3 and the associated results presented hereinafter hold true for the dual integral formulation of §2b.
Lemma 3.3 is now used to establish that the proposed method of successive approximations converges. Similar proof of convergence for the inverse scattering series can be found in [21] . 
Proof. By definition, algorithm 3.1 computes the normalized conductivity contrast associated with the series (2.16), so that one defines
According to lemma 3.3 one has
Moreover, the inequalities (3.3) entail
where the last equality holds by definition of the L 2 per -norm. Therefore, using the assumption that sup V E F < 1, then the series (3.4) is convergent in norm so that the algorithm converges in 
which is bounded by estimating the remainder associated with the above geometric series:
which concludes the proof of proposition 3.5.
Remark 3.6. The sufficient convergence condition of proposition 3.5 can be expressed in terms of the measurements themselves. Indeed, owing to the definition 2.4 of the second-order tensor E its Frobenius norm reads
Since {b k } is an orthogonal basis of R d , this identity can be expanded as
This equation is fundamental to design experiments that yield convergence in algorithm 3.1, a question which is returned to in §4c.
(c) Weak-contrast case
The weak-contrast case corresponds to the situations where the measured intensity maps are characterized by low-amplitude variations relative to the prescribed mean values. Therefore, as equation (2.16) is a nonlinear equation in measurements δe k then, in such a case, an approximation γ w of the sought conductivity can be computed by expanding (2.16) at first order in δe k . This approximation is analogous to the Born approximation in scattering theory. Therefore, one defines
According to remark 2.1, the quantity γ w satisfies
Given definition 2.2, then for all non-vanishing wavevectors ξ = 0, one has δê k (ξ ) = 2π iξû k (ξ ) withû k denoting the Fourier transform of the associated potential. Upon noticing that
one finally obtains the following reconstruction of the normalized weak conductivity contrast:
The key feature of this equation is that the right-hand-side term is local in real space. Therefore, in the weak-contrast case, the first-order asymptotic expansion of the Lippmann-Schwinger 
Finally, owing to the Cauchy-Schwarz inequality, the conductivity contrastδγ w defined above is a term of first order which is locally bounded for all x ∈ V bȳ
Moreover, it should be noted that the quantityδγ w coincides with the first iterateδγ 1 of algorithm 3.1. Therefore, the error associated with this weak-contrast approximation is provided by proposition 3.5 as
where, according to equation (3.5), one has uniformly
This latter identity requires that the appropriate reference orthogonal basis {b k } is chosen in order to obtain the best weak-contrast approximation possible for a given dataset.
Analysis of the conductivity contrast reconstruction (a) Reconstruction stability
As customary in inverse problems, it is insightful to assess the robustness of the proposed reconstruction algorithm. Considering two sets of measurements that are concatenated in the tensors E 1 and E 2 according to definition 2.4, then one aims at deriving a stability estimate associated with the limitsδγ 1 andδγ 2 of the corresponding series expansions (2.16). The approach adopted here is similar to that of Moskow & Schotland [21] , which is relative to inverse scattering from boundary measurements. By definition one has
Introducing the notations D = E 1 − E 2 as well as
then, owing to equation (2.18), the right-hand-side term in (4.1) is rewritten formally as
Therefore, using lemma 3.3, the quantity (4.1) is bounded as per (V, R) computed at the limit using algorithm 3.1 satisfy the stability estimate
According to the previous theorem, assuming that the featured data are constituted by intensity field measurements of solutions to the conductivity problem considered here makes the inversion stable in the L 2 per -norm. Alternatively, if it is assumed that the available data are a set of scalar potential solutions, then the inverse problem considered here turns out to be mildly illposed (see, for example, [6] for a definition). Indeed, defining each dataset E i , for i = 1, 2 according to definition 2.4 and using some measurements δe
and a common orthogonal basis {b k } for simplicity, then owing to remark 3.6 one has
Therefore, using theorem 4.1 and equation (4.3) one obtains the following result that shows that one derivative is lost from the measurements of the reconstructed quantities:
Corollary 4.2. Consider an orthogonal basis {b k } and two datasets δe
(i) k = ∇u (i) k + E (i) k − b k for k = 1, .
. . , d and i = 1, 2 such that the associated second-order tensors E 1 , E 2 satisfy M < 1 in equation (4.2).
Then the conductivity contrastsδγ 1 ,δγ 2 ∈ L 2 per (V, R) reconstructed at the limit satisfy the estimate
where the constant C > 0 depends on M and { b k }.
(b) Reconstruction error
In this section, the reconstruction errors associated with the proposed algorithms are analysed. In the following theorem, we first assess the properties of algorithm 3.1, which does not rely on any a priori information on the true normalized conductivity contrastδγ to be reconstructed. Therefore, the first part of the result concerns the behaviour of the computed normalized contrastδγ N when N → ∞. Next, introducing an a priori parameter γ 0 ∈ R + \{0} allows one to define an associated conductivity distribution according to equation 
Theorem 4.3.
Let E denote a measurement set such that S := sup V E F < 1. Then the normalized conductivity contrast computed using algorithm 3.1 satisfies
Moreover, the error associated with the computation of the conductivity field defined by equation (4.4) with a priori data γ 0 ∈ R + \{0} is given by the estimate
Proof. By construction, the true conductivity function γ satisfies the Lippmann-Schwinger equation (2.10) and the associated Neumann series (2.16) is convergent owing to the assumption that sup V E F < 1. Moreover, algorithm 3.1 is also convergent and the estimate (i) is a direct consequence of proposition 3.5.
To prove the second part of the theorem, we start by observing that, owing to equation (4.4) and the iteration method employed in algorithm 3.1, the computed conductivity field satisfies
Therefore, since equation (2.16) is also satisfied by the true conductivity field γ , one arrives at
Estimating the two right-hand-side terms in the above inequality as in the proof of proposition 3.5 entails
This last inequality directly yields estimate (ii) owing to the properties of the featured geometric series.
Theorem 4.3 highlights the satisfactory behaviour of the proposed algorithm 3.1. The computed normalized conductivity contrast converges uniformly in the L 2 per -norm to the true normalized contrast with an error quantified by estimate (i). When adding a priori information in the form of the mean conductivity value, then the corresponding reconstruction error in (ii) is governed by the two contributions: a systematic bias proportional to the misfit | γ − γ 0 | and a truncation error that tends to zero at convergence.
(c) Conditions on the measurements
The sufficient convergence condition of proposition 3.5 can be directly checked from given fullfield measurements to assess whether the reconstruction method converges for that dataset. Moreover, this condition can be used either to design experiments to be performed or to optimize the algorithm performance for a given dataset. These questions are discussed below.
Equation ( associated full-field solution images are indexed using k = k and used to compute the reference orthogonal basis {b k } by solving the following finite constrained min-max optimization problem:
with E(x; d k ) introduced consistently with definitions 2.2 and 2.4. The constrained optimization problem (4.5) can be solved using the Lagrange multiplier method [30] . As shown in §5, this procedure ensures that the convergence condition can be achieved for materials with small conductivity contrasts, while it is more constraining for materials with large contrasts. This issue is illustrated in figure 1 , which corresponds to the material configuration of figure 6a, whereδγ ∈ [−0.93, 0.95]. Two experiments are performed with prescribed mean intensity fields E 1 = (cos(π/24), sin(π/24)) and E 2 = (cos(11π/24), sin(11π/24)), which are represented in figure 1a along with fields of intensity vectors e 1 (x), e 2 (x) sampled from pixels of the solution images of figure 6b,c respectively. As expected, each intensity field solution e k varies about the mean value E k and the amplitudes of these variations are all the more important whenδγ is large. Yet, the computed optimal basis {b 1 , b 2 } shown in figure 1b is such that sup V E(·; b k ) F = 0.98 so that the reconstruction algorithm converges for this dataset.
Finally, if a number L > d of full-field measurements {e 1 , . . . , e L } is available then the conductivity reconstruction is to be performed from the best subset of experiments. This means that the computation (4.5) of the orthogonal basis {b k } is to be coupled with an outer optimization step in order to determine the experiment label k ∈ {1, . . . , L} for k = 1, . . . , d so as to minimize the radius of convergence for such a large dataset.
Numerical results (a) Preliminaries
In this section, we present a set of numerical results to assess the performance of the proposed algorithm. The measurements are constituted by a set of synthetic data. To avoid, as far as possible, connections between the forward solver computing the data and the inverse one that performs the conductivity parameter reconstruction from them, i.e. to guard against the so-called inverse crime, we choose to work with the finite-element method for the former and process images through an implementation of algorithm 3.1 in a distinct code.
In a first step, we consider the weak formulation of the conductivity problem (1.1) for a given objective periodic conductivity distribution x → γ (x). Following the discussion of §4c, we define a set of prescribed mean intensity vectors {E k } of R d and compute the associated intensities Table 2 . Convergence criteria and reconstruction errors for the studied configurations. 
These d problems are solved using the finite-element method, i.e. discretizing the domain V and approximating H 1 per (V, R) by a periodic polynomial finite-element space. Here, we choose d = 2 and V = [0, 1] 2 , which is meshed using 65 536 nodes. The solutions u 1 , u 2 are computed using P2 finite elements on this mesh.
The computed intensity maps e 1 (x), e 2 (x), possibly corrupted by some additive relative noise, constitute the dataset for the inverse problem. The key idea is that these maps are treated as images, so that all information about the finite-element computations are discarded and only numerical values on grids of dimension d are stored, i.e. local values of the solutions at each pixel (two dimensions) or voxel (three dimensions).
The two-dimensional data considered here are constituted by a set of images that are sampled on a regular grid of P × P pixels with P = 255. The corresponding discrete frequency values are given by
Note that the discrete Fourier transform algorithm can easily accommodate for non-square images and care must be exercised when discretizing the images using numbers of pixels that are even (e.g. [18] ). In this framework, the complexity of algorithm 3.1 is O(P log P) so that its numerical performances are comparable with those of standard FFT-based methods. Following the discussion of §4c, an optimal orthogonal basis {b 1 , b 2 } is computed for each of the material configurations considered. Optimization is performed by minimizing numerically the quantity sup V E(·; b k ) F in the discrete setting according to equation (4.5) . The values obtained of the radius of convergence are reported in tables 2 and 3, together with the values of sup V E(·; E k ) F for comparison only and which corresponds to the radius of convergence obtained when choosing the prescribed mean intensity vectors {E 1 , E 2 } as the reference basis. Algorithm 3.1 is then implemented using a standard FFT package in order to compute, at iteration N, a reconstructionδγ N (x) of the objective normalized conductivity contrast distributionδγ (x). Provided that the condition sup V E(·; b k ) F < 1 is satisfied after optimization, then the proposed iterative algorithm converges. Moreover, given that the exact conductivity contrastδγ (x) satisfies the equilibrium equation of (1.1), i.e.
then it is also relevant to quantify the discrepancy with the equilibrium for the computed conductivity mapδγ N (x) given the available intensity field measurements e k (x). Therefore, let the equilibrium residual r eq (N) for the reconstruction be defined as
which is computed in the Fourier domain using the Parseval theorem. As shown in the following examples, this quantity can be used as a stopping criterion for the iterative reconstruction method. Finally, as the objective conductivity mapδγ (x) is available for the configurations with synthetic data presented hereafter, then a relative reconstruction error indicator (N) at iterate N is computed as
(c) Examples
In the following two-dimensional numerical examples, the spatial distribution of the objective contrast is generated by filtering spatially a periodic random Voronoi tessellation. The amplitude values of the conductivity contrast are varied about a chosen mean value so as to produce a conductivity contrast mapδγ (x) to be reconstructed.
(i) Conductivity reconstruction
Weak contrast. The case of weak contrast is investigated in a first configuration, withδγ in the range [−4.9 × 10 −3 , 4.9 × 10 −3 ], as shown in figure 2a . The two experiments considered are defined by prescribed mean intensity fields E 1 = (1, 0) and E 2 = (0, 1). Corresponding fullfield maps of solution potentials u 1 (x) and u 2 (x) are provided in figure 2b,c, with scaled arrows representing mean vectors E k and superimposed streamlines corresponding to intensity fields e k (x) = ∇u k (x) + E k . The reconstruction using only the first iterate (3.6) of the modified algorithm is shown in figure 3 with reconstruction quality indicators provided in that the first-order approximation of §3c yields a satisfying reconstruction for the weak-contrast configuration considered. Medium contrast. In the second configuration considered, the spatial conductivity distribution is that of figure 2a but the relative contrast values are increased so thatδγ ∈ [−0.53, 0.51], as shown in figure 4a. For the same experiments as in the previous example, the full-field data of figure 4b,c highlight larger fluctuations of the corresponding solution gradients ∇u k (x) about the prescribed values E k . After optimization, the convergence condition sup V E(·; b k ) F < 1 is satisfied (table 2) , and the algorithm converges with satisfying accuracy after only 10 iterations (figure 5). Note that, given the amplitude of the conductivity contrast, the first-order approximationδγ 1 is no longer accurate. Figure 5c shows that the equilibrium residual decreases but then rapidly reaches a plateau. This phenomenon is related to an intrinsic accuracy limit associated with the image sampling considered, a characteristic also relevant to FFT-based methods pertaining to the forward problem [31] . It is a common understanding that increasing the image resolution improves the computation accuracy; see the discussion of §5d.
Strong contrast. A third material configuration is considered to address a case with larger contrast. The objective relative conductivity contrast considered is such thatδγ ∈ 1 and table 2) , which ensures convergence. While the weak-contrast approximation-based reconstruction is no longer valid, as shown in figure 7a , the reconstruction of figure 7b obtained after iteration 35 of the algorithm is satisfying. Figure 7c shows that the residual on equilibrium decreases with iterations but reaches a plateau, as seen in the previous example.
(d) Noisy data and filtering
In this section, reconstructions from noisy full-field data are discussed. The configuration considered is that of the medium contrast case, i.e. figure 4 withδγ ∈ [−0.53, 0.51] and prescribed mean intensities E 1 = (1, 0) and E 2 = (0, 1). The synthetic full-field images are now polluted by a relative additive noise as e k (x)(1 + n k (x)), for k = 1, 2, where n k (x) denote normally distributed random spatial variables with zero mean and standard deviation σ . The noise amplitude is varied as σ = 0.05, 0.1 and 0.25 and optimization is performed to compute the optimal orthogonal basis {b k } in each case. As the effect of measurement noise is expected to affect the high-frequency content, one introduces a truncated frequency domain as
where ξ max is a user-chosen truncation parameter. Then, algorithm 3.1 is employed with frequency filtering, i.e. the domain L is superseded by its truncated counterpart L trunc at step (ii). For consistency, the equilibrium residual (5.2) and the relative error (5.3) are also computed using only those wavevectors that satisfy ξ ∈ L trunc . This corresponds to an implementation of algorithm 3.1 using a modified Green tensor which is equal toΓ for ξ ∈ L trunc and zero otherwise, an approach similar to that in [32, 33] . This frequency truncation approach is equivalent to an intermediate projection step onto an image sampled on a grid coarser than P × P, which contributes to reducing aliasing effects. Quantitative results are provided in table 3 and corresponding conductivity field reconstructions are shown in figure 8 . Remembering that the image sampling considered in equation (5.1) is such that ξ ∈ [−127, 127] 2 then the truncation value ξ max is adjusted manually depending on the expected noise level. For the two cases σ = 0.05 and σ = 0.1, then the convergence criterion is satisfied after optimization and the reconstructions computed at iteration 50 are relatively accurate. For the noise distributions of higher amplitude, σ = 0.25, one obtains sup V E(·; b k ) F > 1 but the associated reconstruction remains relatively satisfying. Note that the convergence condition sup V E(·; b k ) F < 1 is only sufficient and the proposed algorithm can be expected to perform well even beyond this threshold.
For comparison with the original noise-free configuration of figure 4 and the associated reconstructions of figure 5, figure 9 quantifies the effect of varying the truncation parameter value ξ max . The equilibrium residual r eq (50) and the corresponding relative reconstruction error (50) at iteration 50 are computed for the various configurations considered. As expected, for any choice of ξ max the indicators considered are larger when noisy data are employed than in the noise-free case. More importantly, these figures show that the indicators r eq (N) and (N) have qualitatively the same behaviours. While this remains a simple observation at this point, this criterion can be valuable in practice since the quantity r eq (N) can always be computed from the available dataset unlike the relative reconstruction error (N). Lastly, it should be noted that, even in the case of noise-free data, decreasing the truncation parameter ξ max up to a certain threshold improves the reconstruction. Therefore, the proposed frequency filtering can be interpreted as an efficient regularization scheme.
Conclusion
A full-field image conversion method is proposed to solve the inverse conductivity problem from internal data. It relies on a Fourier-based algorithm for computing maps of material parameters from full intensity or current density field measurements. It is based on a Lippmann-Schwinger equation for the sought conductivity field, the kernel of which involves the fundamental Green tensor and the available full-field intensity data. Owing to a duality principle, it is shown that a similar treatment of internal current density measurements can be performed. The normalized conductivity contrast is then computed as a solution to the obtained integral equation using an iteration method and the FFT to reduce computational complexity. A sufficient convergence condition for the algorithm is obtained and it is shown how it can be checked and optimized for the measurement set at hand. For materials with small contrast, a first-order Born-like approximation is obtained as the first iterate of the reconstruction algorithm. The proposed method is then analysed through the derivation of stability and error estimates. Finally, a set of numerical results based on synthetic data highlights the performance of the overall approach. Reconstructions for material configurations with small and large contrasts are discussed, as well as reconstructions from noisy data using a regularization scheme based on frequency filtering.
Work prospects include extensions to the isotropic elasticity case and to anisotropic material configurations. Moreover, the reconstruction of real-life microstructures will be the subject of future work to blend relevant geometrical constraints with the proposed identification method.
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