Introduction
This paper is, first and foremost, a long-delayed promotion of computer simulation methods in genetic analysis. Having been trained in theoretical methods in chemistry [1] , in which computer simulation approaches were taken for granted, I was among the first to use computer simulation to answer questions about the behavior of genetic analysis methods [2] . However, for decades, the statistical genetics community, a discipline dominated by theoretical analytical approaches, has spurned simulation modeling as a practical tool for advancing the field, thus ignoring a whole class of methodology that can answer fundamental questions about genetic analysis. Although simulation has become widely used for tasks such as determining type I error and comparing methods, it has seldom been wielded as a tool of fundamental exploration in the way that analytical methods are used. Ignoring these other applications of simulation methods has deprived the field of the widespread use of an important approach in the limited workshop of methods for finding disease loci. The SHIMSHON package of simulation programs is an attempt to redress that deprivation (see below).
Below, I discuss what I believe are the origins and consequences of under-using such a powerful investigative tool, of missed opportunities and of wrong directions. I then discuss our efforts to fill the gap by providing a welltested and (relatively) straightforward web-based mechanism that will allow anyone to generate data that can be used to answer complex genetic questions. I give several examples of how simulation techniques, in which we know the genetic truth behind the data's origins, can be used to provide surprising answers to basic problems in genetic analysis.
How Can We Gain Understanding of Complex Systems?
Simulation gives us a way to understand complex systems' workings and to develop an intuition about their behavior. When properly done, simulation, like any working model, can reveal details about the system that are hidden unless one sees it work. The approach of using computer simulation to gain understanding of complex systems is well established in chemistry, physics, and other areas of biology, but has tended to be shunned in statistical genetics. As I will discuss, the lack of such a comprehensive tool may have contributed to the current disfavor in which linkage analysis is held.
Linkage Analysis Out of Favor
Linkage analysis has proven the most successful method for proving that a strong genetic contribution to a disease exists and for reliably showing where in the genome those genes are. How, then, could such a powerful and useful technique as linkage analysis have become modus non grata , if not outright abused, just at a time when, thanks to the availability of a rich density of markers, the technique was poised to be able to maximize its power to detect loci? It was 'replaced' in the minds of many investigators and funding agencies, by an approach to finding disease genes -genome-wide association studies (GWAS) -that dealt with genes but not with inheritance, made careful phenotype evaluation almost impossible because of the sample sizes it demanded, was concerned with risk rather than cause or genetic mechanism (and typically found risk alleles with odds ratios on the order of only 1.2), had no power when faced with likely allelic heterogeneity, was subject to false positives due to relatively mild levels of population stratification, and could not necessarily distinguish between genes that were strong contributors to disease expression and those that may have only a tertiary influence on the disease.
Several contributing factors led to the denigration of linkage and the widespread adoption of association analysis, including GWAS's requirement for only relatively simple and obvious data collection (i.e. independent cases and independent controls), the ease of understanding 2 ! 2 -squared tables (even if there were 10 6 of them), the appeal of not having to collect family data, the appeal of using the newest technology in the easiest possible way, fashionability, and -according to some I have spoken with -not having to be too concerned with phenotype ('It's the law of large numbers.'). However, I believe that one of the most important factors working against linkage was psychological; the how and why of linkage analysis, its inner workings, was perceived as difficult to understand. Even the concept of identity by descent allele sharing, not to speak of LOD scores, can cause difficulties for students and for those who do not regularly consider these concepts (e.g. recombination fraction, linkage equilibrium, sharing probability, mating type frequency, etc.).
For example, anyone can devise an example of a relevant 2 ! 2 table and demonstrate the effect of sample size or the number of controls on an association analysis calculation. Not so with linkage analysis. As a result, even experts, as we will see, can misunderstand the effects of assumptions and parameters on the outcome of linkage analyses. Many investigators (even theoreticians) do not have the expertise to answer some questions via analytical approaches (e.g. 'What is the correct null hypothesis when one is testing for a two-locus model?'). This leaves them no option but to accept what others tell them. However, computer simulation can easily allow one to answers questions both mundane and complex if the software is available.
Simulation and the Perceived Importance of the Inheritance Model in Linkage Analysis
Linkage and Segregation Analysis In 1989, I published a paper entitled, 'Determining Mode of Inheritance by Maximization of LOD Scores'. At that time in the history of human genetic analysis, virtually the only two methods available were segregation analysis and linkage analysis. Each had its drawbacks.
Although the tools were available, the ability to actually carry out a linkage analysis was limited. The problem was that there were only about 30 known markers available. (Note for younger readers: yes, that means 30 markers for the entire genome!) RFLPs (restriction fragment length polymorphisms) were only recently available, but would soon be followed by microsatellites, which proved more convenient and informative than RFLPs and would give linkage analysis a wide reach. Thus, linkage explorations of the entire genome were becoming possible and linkage's successes with Mendelian diseases demonstrated its power to find disease-causing loci. There were high hopes for linkage's application to common diseases.
However, at the time, a major issue confronting linkage analysis was how to cope with the fact that, for diseases with complex inheritance, the mode of inheritance is unknown, but a mode of inheritance had to be assumed in order to do a linkage analysis. The major concern was that assuming the wrong mode of inheritance could lead to false positives and false negatives. The dogma was that one had to do a segregation analysis before one did a linkage analysis so that one could assume the 'correct' mode of inheritance.
Moreover, there were problems with segregation analysis. With a history dating back to Gregor Mendel, segregation analysis tests whether an assumed mode of inheritance (dominant, recessive, polygenic, or any other possible genetic mechanism) can be statistically rejected in a collection of family data, usually identified through affected family members. The critical word, however, is 'rejected' -the method could not 'prove' a mode of inheritance. Also, for anything but the simplest models, the number of families required could be high [3] .
However, a critical problem with segregation analysis had to do with ascertainment bias [4] [5] [6] [7] . To give a very simple example of the problem: families are ascertained through affected family members. However, some mating types are 'at risk' but produce no affected offspring (and therefore cannot be ascertained). If investigators do not take this into account, their analysis can be badly distorted. Moreover, this failure to include in the analysis mating types with no affected offspring is only one of many factors that can distort a segregation analysis. Dealing with these factors entails choosing an ascertainment model, which, except in extreme cases, is elusive. In fact, for most studies, it is virtually impossible to know the true ascertainment model, a finding that we showed using simulation [4] and that was later shown theoretically [5] (albeit from a different viewpoint).
Parameter Estimation by Maximizing LOD Scores
The work I published in 1989 [8] was motivated by these problems. The paper showed, by generating realistic data via simulation and then analyzing those data, that one could reliably determine the mode of inheritance at a locus by maximizing the maximum LOD score with respect to the model (parameters), and that the mode of inheritance determination was, as far as my explorations went, not affected by ascertainment (but see [9] ). Furthermore, not only was it possible to get a reliable estimate of the penetrance by LOD score maximization, but the actual value of the maximum LOD score was relatively robust to the penetrance assumption, meaning that if the assumed penetrance was inexact, it made little difference in linkage detection.
These results were contrary to what was accepted in the genetic analysis community, so I asked several colleagues for opinions, including Dr. Robert Elston. He confirmed that my findings went against the accepted theory, which said that the mode of inheritance could not be estimated by maximizing max LOD scores. Nonetheless, I submitted the work to the American Journal of Medical Genetics. The then-editor, Dr. John Opitz, accepted the paper and, because the reviews were controversial, asked Dr. Elston to write an editorial commenting on the approach and results.
The Case against Computer Simulation: Man Bites Dog
What happened in Dr. Elston's editorial represents an interesting episode in the sociology of statistical genetic analysis. Just a few months after Dr. Elston had said that he could see no theoretical justification for these results, in his editorial [10] he proved that theory did support the simulation results (because the distribution of the LOD score under the null hypothesis is independent of the mode of inheritance assumption). However, the fact that the editorial backed up the simulation results, while an important fact, is not what makes the story interesting.
His editorial's major thrust was that the theoretical insight supporting the simulation result demonstrated that simulation studies were of no use for uncovering underlying principles. That is why the editorial was entitled, 'Man Bites Dog?' because my paper proposed an 'absurd' reversal of the natural order (i.e. simulation showing something that analytical methods cannot). However, in a critical omission, there is no word in the editorial about how either the simulation or the analytical findings affect the practice of doing linkage analysis. One can now only speculate, but the lack of discussion of the results' impli-cations for finding disease loci may have had an important negative effect on the further development of linkage analysis. Had there been acknowledgement that LOD score maximization was an effective way to deal with the mode of inheritance problem, the false promises and misunderstandings of affected-only methods, and especially sib pair analysis methods [11] might have been avoided. Maximization of LOD scores, the method that has the most power to detect important loci and simultaneously yield information about those loci (e.g. mode of inheritance), might have been more widely used. (What happened instead we discuss below.) Thus, the editorial may not only have reinforced the prevalent negative view of simulation studies, but may also have profoundly affected how linkage analysis was actually carried out in analyses of real data.
As noted, at that time, the question of the mode of the inheritance assumption was viewed as the critical problem in linkage analysis. What the 1989 paper showed by simulation, and what Dr. Elston proved analytically, was that the mode of inheritance could be estimated consistently. Therefore, the mode of inheritance assumption did not represent a major impediment to linkage analysis. We went on to confirm and expand that conclusion in subsequent papers (e.g. [12] [13] [14] ) by showing that approximations to the true mode of inheritance were all that was needed in order to reliably detect disease loci, even when the modes of inheritance were complex. Yet, what became generally accepted was that the less powerful strategy of collecting only affected sib pairs was optimal for linkage because no mode of inheritance assumption was necessary to do the analysis.
The Sickly Ears of Corn Devour the Healthy Ones (Genesis, 41: 7)
Starting about 1990, affected sib pair (ASP) methods were quickly embraced because: (a) unlike complex linkage calculations, ASP analysis could, almost literally, be done on the back of an envelope, and (b) there was no need to assume a mode of inheritance. This led to the belief that ASP methods (and later other affected-only analyses) somehow transcended the true underlying mode of inheritance. The idea that, suddenly, the true mode of inheritance no longer mattered for the analysis came about in part because those capable of showing analytically (as opposed to by simulation) that this was nonsense did not immediately engage the problem. It was not until 1994 that Knapp et al. [15] showed that the commonly-used 'mean test' for ASP linkage has a rejection area identical to that of a LOD score analysis assuming recessive inheritance. Thus, the actual mode of inheritance of the disease did matter and ASP methods lost significant power if the underlying mode of inheritance was dominant [16] . Later Whittemore [17] showed that for any method designed to use only affected family members (and make no parameter assumptions, so-called 'non-parametric' methods), there is a LOD score analysis with some mode of inheritance assumption that provides the same statistical characteristics as the affected-only method. In other words, an 'affecteds-only' analysis is the statistical equivalent of assuming some mode of inheritance; one just does not know what it is, cannot change it, and cannot even determine if it is plausible. However, by that time, collecting sib pairs for ASP analysis had become the accepted data collection scheme for hunting common disease loci.
The strategy of collecting the absolute minimum amount of phenotypic information in families (i.e. only the affected members) not only limits the available families but leads to ignoring other available informationcontaining data. These data include not only supposedly unaffected family members but also the data that can come from careful phenotypic analysis of all family members. Collecting such phenotypic information often reveals subclinical markers and those data are critical in finding disease-related loci in common disease.
It is possible that, had the implications of either the original simulation finding about mode of inheritance and/or Dr. Elston's proof been understood, richer data sets (whole families with clinical information), rather than ASP data sets, might have become the norm. But ASP-based approaches also have the advantage that they are analytically tractable and understandable. This tractability led to the publication of any number of analytical elaborations of an underpowered approach [16] that could also lead to further misinterpretation [18] .
Had simulation methods been generally available and more widely accepted, testing of the propositions then abounding could have been done by anyone in a position to use them. There is, of course, always the question of using the available tools appropriately.
LOD Score Maximization Not Considered
Here is an example of the issues that arose concerning simulation, mode of inheritance, ASP versus LOD scores, and the non-acceptance of LOD score maximization as a viable approach. Dizier et al. [19] tested whether ASP or LOD score analysis had more power to detect linkage in a complex model. They simulated data for a number of complex epistatic two-locus disease models and then ran a segregation analysis on the simulated data. They used the segregation-derived parameters for LOD score linkage analyses (which, as explained, was once considered the 'correct' way to perform a linkage analysis) and compared the results to ASP analyses. The LOD score analysis with the segregation-derived parameters gave stronger evidence for linkage than did ASP analysis in all but three models; for those three models, the ASP analysis yielded higher power. The authors concluded that there are circumstances under which ASP analysis is superior to LOD scores. These results were later cited [20] as a reason not to use LOD scores.
However, Durner et al. [21] showed that these conclusions were misleading. By generating data under the same inheritance models used by Dizier et al., Durner et al. showed that LOD scores maximized with respect to mode of inheritance had more power for all the generating models than either ASP analysis or the LOD score analyses incorporating segregation analysis-derived parameters; they also showed why that was the case and that maximizing LOD scores had more power to detect linkage than other affecteds-only ('non-parametric') methods.
Why Dizier et al. used only segregation analysis-derived parameters in their analysis, rather than also maximizing LOD scores with respect to mode of inheritance, is puzzling but may be related to the tone in 'Man Bites Dog,' which could have unintentionally tarred the finding with the same brush that tarred the method that led to it.
The Advantages and Limitations of Simulation
An obvious use of simulation is the testing of new genetic analysis approaches. By using simulated data, one knows the true mechanism and parameters from which the data come and, therefore, one can better assess how close the analysis program comes to the true values. Even more importantly, one can see what happens when the assumptions of the analysis do not, in fact, match the genetic basis used to generate the data. This would seem to be an obvious, if not required , aspect of publishing any new analysis method or program. However, for years the standard has been to, first, test that the method returns values that match the theoretically predicted ones when the inputs do match the method's assumptions, and then to test the program using actual disease data for which the true parameters are unknown. Then, whatever one finds can be declared evidence that the method works. As a result, there are analysis programs available to use for which one has no idea how they will behave if the assumptions of the method are violated. This lacuna may be, in part, due to lack of easy access to data that can be simulated using a large variety of models. This is a lack we have sought to remedy (see below).
The presumed limitations of simulation studies expressed in Dr. Elston's editorial were shared -and continued to be shared -by many statistically-trained investigators in genetic analysis. In this view, simulation should be 'limited' to those questions that cannot be solved analytically, or should be used only to investigate robustness, or in cases where realistic sample sizes are too small to approach asymptotic behavior. Simulations created and tailored only for the more mundane tasks may not apply beyond the narrow questions for which they were designed. For example, the assumed distribution(s) may be too restricted or may be based on assumptions that apply only to large samples, or critical parameters (such as ␣ -levels) may be fixed. Even worse, the simulations may have been designed to produce only data that match the assumptions of the methods being tested and may not be capable of generating data that violate those assumptions.
Problems that could be solved analytically are often not solved because, as in the case with maximization of LOD scores, the answer was believed to be already known or because, as the examples below show, no one thought of the question.
Simulation and Analytical Approaches Look at the World in Different Ways
Like simulation, analytic methods make assumptions that can restrict the generality of the underlying models in order to make the calculations possible. Thus, the argument that simulation methods are 'particular' is true, but it is often true of analytic methods, as well. With a robust and well-tested simulation program available, the restrictions can easily be diminished to the point of nonexistence, while eliminating similar restrictions for analytical methods may pose major problems (e.g. see example 1, below). Moreover, analytical methods are frequently called upon to explain, or model, mathematically what is known to be true from observation. Simulation, on the other hand, can be the source of those observations in the first place.
For example, the Greenberg 1989 paper used a uniformly distributed random variable to describe the probability of a subject being affected given that they had the disease genotype, i.e. random reduced penetrance. However, if a trait is caused by two epistatically-interacting loci, the 'penetrance' at either locus is no longer random but is correlated among family members. Thus, the socalled penetrance is reduced if one analyzes data assuming a single locus model. (The penetrance for the disease genotype (the genotypes at both loci taken together) is 1.0.) We later posed the following question: if one performs a LOD score analysis assuming the existence of only one of the two loci but with reduced penetrance, how does this affect one's ability to find either locus? To try and answer this question analytically may be difficult, but answering it by simulation, as we did for two-point [14, 22, 23] and for multipoint analysis [13] , was relatively simple, straightforward, and comprehensive.
Other Uses for Simulation Studies: Three Examples
In the example of the Dizier et al. work (above), we saw that limiting the exploration of the problem, and not asking enough 'what if…' questions, may represent the biggest problem in simulation's application. Simulation's power lies in its exploratory ability and its ability to help us understand the size and shape of the problem.
I offer three examples of how simulation has been used to raise and then answer fundamental questions about how genetic analysis methods work.
Example 1: Dependence of Type 1 Error Distributions on Sample Size in Multipoint Linkage Analysis
A typical example of simulation's use in answering questions can be seen in [24] . This paper arose as a direct response to a mostly analytically-based paper by Xing and Elston [25] on type I error in multipoint linkage analysis.
By means of extensive computer simulations we were able to acquire a broad picture of how type I error behaves for multipoint analysis when those analyses are done precisely as one would in carrying out analyses on real data. We determined that, under the null hypothesis of no linkage, and for a fixed cutoff value , the actual number of times that multipoint linkage analyses indicate significant evidence for linkage decreases with sample size. Thus, for a given cutoff value, the type I error probability goes down as the number of families in a data set increases ( fig. 1 a) . Furthermore, we determined that this is true for both dominant and recessive modes of inheritance, at all levels of penetrance, and even when the LOD score is maximized with respect to mode of inheritance (mod scores) ( fig. 1 b) .
This was a startling and yet encouraging discovery. It has at least three practical consequences for interpreting multipoint linkage results: (1) If, for any pre-selected LOD score cutoff, the actual probability of a false positive is a function of sample size, then the chosen value for a cutoff for significant evidence for linkage is not only variable, but could be notably lower than the nominal value of 3.0 that has been accepted for decades. For better or worse, the finding suggests that indications of linkage should not be simply ignored because they do not reach pre-determined significance levels; e.g. a multipoint LOD score of 1.0 might, under the right conditions, be statistically significant evidence of linkage. Potentially, this vastly expands the power of multipoint linkage to detect loci. (2) The sample size dependence comes about because the genomic region under actual examination is restricted. (The analog under two-point analysis is if only recombination fractions between, say, 0.0 and 0.2 were considered. In that case, also, type I error decreases with sample size (see [24] ).) This last point we showed analytically, again demonstrating that a good working model will deepen our understanding by showing us phenomena that we can then prove and explain using analytical tools. (3) The ancient controversy of what should be the significance cutoff for LOD scores is rendered moot. One cannot answer the question without a consideration of multiple factors.
Thus, by using simulation as an exploratory tool, one can gain new insights into methodology more easily than by using analytical methods alone.
Example 2: Imprinting Detection from Linkage Data
A major advantage of simulation is that one can easily ask what happens when the assumptions of any particular method are violated. Even more far afield from the usual approaches to understanding methods, simulation gives us the ability to take advantage of 'anomalies' in methods that can give us tools to see problems from different angles. That is the case with detecting genetic imprinting by comparing independent male-female recombination fractions.
Imprinting is usually (and correctly) viewed as a differential penetrance that depends on an allele's parental origin in the mother or father. In an analysis of epilepsy data [26] , we stumbled on another way of detecting imprinting: as a differential in the apparently sex-dependent recombination fraction (an approach that had been suggested by Smalley [27] ). I say 'apparently' because in truth there is no difference in the recombination fraction between the sexes in the genomic area we were examining. Rather, we observed that, consistently in our families in the epilepsy dataset, linkage evidence always came from the mother, never from the father.
The only explanation, besides a true male-female difference in the recombination fraction in the region, was that there had to be imprinting. The only way to test the hypothesis was by using simulation, because there appeared to be no readily available analytical approach to determining if this observation was merely an anomaly.
In the resulting work [28] , we used simulation to explore both the direct method (modeling parent-specific penetrance) and the indirect approach of using differential recombination fraction. We found both methods had strengths and weaknesses. The most surprising finding Type I error for LODs maximized over 10 cM. a LODs. The actual type I error probability goes down -in both dominant and recessive modes of inheritance, at all levels of penetrance -as the number of families in a data set increases. b MODs. This is true even when the LOD score is maximized with respect to mode of inheritance (mod scores). Taken from [24] (with permission).
was that certain confounders that reduced evidence for linkage could actually enhance evidence for imprinting. We found that while genetic heterogeneity reduced the power of penetrance-based modeling for detecting imprinting, it actually increased the power to detect imprinting via the differential recombination fraction approach, while in the parent-specific penetrance modeling, a reduction in penetrance appeared to improve imprinting detection.
Example 3: Haplotype Blocks?
This example will illustrate how useful the ability to simulate and analyze data can be to understand what to expect from an analysis.
It has become widely accepted that so-called 'haplotype blocks' exist throughout the genome. These blocks consist of regions of stable DNA in which there have been few recombinations over time within a population. Because of their stability and the high linkage disequilibrium (LD) between the markers, typing one or a few SNPs in the region would then tell us all we need to know about which haplotype is being inherited. In theory, this would allow one to identify a disease-containing haplotype without typing many SNPs on the same piece of DNA.
With our simulation program, one can ask: given no recombination and given complete LD along a stretch of DNA, what would the evidence for association look like for SNPs in the block? One might expect an equivalent amount of association evidence for each of those SNPs along that stretch of DNA, and that is exactly what one sees ( fig. 2 a, left panel) . In this example, the disease allele frequency is 0.01, dominantly inherited with 50% penetrance. The markers all had a gene frequency of 0.5. LD (D') was 1 between all loci.
We now ask, what is the effect of variable gene frequency of the markers on this block? Taking advantage of the program's ability to set the marker frequencies randomly, we set marker frequencies between 0.1 and 0.9 randomly for each marker. The result is shown in figure  2 , right panel. We see here that the 'block' no longer exists. The evidence for association peaks where expected, but quickly falls as one moves away from the disease gene location. The conclusion is that one must be wary of what 'blocks' can tell us and that one must choose one's markers carefully.
Web-Available Simulation Tools: The SHIMSHON Package
We have worked over the past 20 years to develop a suite of genetic simulation programs that are as general as we could make them. We have constantly used them, Color version available online upgraded them, created specialized versions (e.g. to answer the imprinting question), and corrected bugs. Correction of 'errors' is no small problem when advocating using simulation in the same way one uses analytical techniques. What we have observed, with what can only be described as frightening frequency, is that the results of simulation can contradict 'common sense', or even the accepted theory on which one bases one's tests of the simulator. Above, I have described three examples of this: (1) the observation that maximizing the LOD score is a valid and consistent way to estimate genetic parameters; (2) the finding that the type I error rate in multipoint analysis is a function of sample size; (3) the observation that, when imprinting exists, factors that lower the evidence for linkage can increase the evidence for imprinting. Each of these observations set off intense rounds of testing: performing close examination of the family structures, marker and disease segregation, and confirming that proportions of affected members, etc., were in accordance with the input parameters. In the first two examples discussed above, the finding was ultimately supported by analytical approaches and in the last, by comparing methods using two approaches that had nothing in common.
Earlier versions of these programs were used to generate data for genetic analysis workshops (GAW) 11 [29] and 14 [30] . The GAW 11 data not only amounted to a stringent test of the programs but provided new ideas on how to improve the programs, ideas that were used later for the simulation of the GAW 14 data. The creativity brought to the analyses of the data that year again illustrates how simulation can be used as a research tool [31] . While the main purpose of the GAW 11 simulation was to explore complex genetic models, the GAW 14 simulation added the problem of complex phenotype definition, with the simulated data designed with the perceived phenotype complexity of the real alcoholism data offered for analysis [32] . (The LD as implemented in data for GAW 14 (a last minute add-on at the time) is greatly improved in the current program.)
In an attempt to give investigators access to reliable, tested, simulation machinery, we have made this package web-accessible and user-friendly and, given the complexity of the problem, usable. (I do not say 'easy', because the only thing 'easy' about genetic analysis is the ease of making mistakes.) The programs in the package are also ideally suited for teaching, and we have used them that way for a number of years.
The web-based system is available at http://potato. cpmc.columbia.edu:8087/shimshon.jsp. It consists of three different simulation and analysis packages that allow the user to set a large number of parameters to characterize the simulated data. The system also allows one to analyze the data in a number of ways by permitting one to specify analysis parameters (mode of inheritance(s), penetrance(s), sporadic rate, marker allele frequencies, disease allele frequencies, number of markers (for multipoint), marker map, etc.). One can also designate two loci to be the disease loci. One can then determine the nature of the interaction between the loci (epistasis, heterogeneity, or many configurations in between). In addition, one can control the ascertainment criteria: type of family simulated (e.g. nuclear family, three-generation pedigrees, etc.) and families of specific size or configuration (e.g. affected sib pairs, at least 2 affected offspring in generation 3, family sizes of at least 5, etc.).
The three different programs embody three different levels of complexity and realism. These are: (1) 'Shimshon', (2) 'Jezebel', and (3) 'Caleb'. In all cases, the parameters used to analyze the data can be different from those used to generate the data.
A defining aspect of the programs is that they can produce data using two disease loci. The parameters can be set so that there is interaction between the loci, or they can each produce the same trait independently, or almost any relationship in between. One can also model sporadics (non-inherited disease).
Below, we describe each program. We have connected different analysis programs to the simulations so that analyses can take place automatically after the simulations are done including GENEHUNTER [33] , ALLE-GRO [34] , or MERLIN [35] , although not all three are available on the web-based version yet. ( We have extensively tested all three and, with rare exceptions, determine that all three perform equally well for most analyses of the simulated data.) Alternatively, the user can download the simulated raw family data, the program input files, etc. for any analyses one wishes to do locally.
Shimshon generates family data for two-point linkage analysis, i.e. one disease and one marker locus. However, a second disease locus can be set either for epistasis or heterogeneity experiments. This second locus is not linked to either the marker or to the first disease locus. Although two-point linkage analysis is now seldom used in actual studies, it excels as a teaching tool for understanding the basics of human genetics and the concepts involved in quantitative genetic analysis (e.g. recombination, LOD scores, heterogeneity, etc.). A single-locus model is effected by setting the disease allele frequency at the second locus to zero. Sporadics are effected by setting the gene frequency at the second locus to 1.0 and setting the penetrance at the second locus to the desired sporadic rate.
Jezebel simulates multipoint linkage data. The version currently in use simulates a 'chromosome' of up to 20 loci, two of which are disease loci. (As with the two-point version of the program (Shimshon), to simulate a one-locus disease model, the disease allele frequency at one of the disease loci is set to zero.) The twenty loci can be placed at any genetic distance from each other, and the gene frequencies at the markers can be set either to user-determined values or to random values between pre-set limits. The number of alleles at the markers can be set to between two and nine. Again, the disease loci can be set to act independently (heterogeneity) or epistatically (twolocus disease model), or the nine-element penetrance matrix can be used to create a wide variety of different kinds of inheritance models, including additive and intermediate models. The marker map used to analyze the data can be set independently of the true (generating) map, so that one can understand the effect of location misspecification (a problem that has not entirely disappeared from actual data). Jezebel does not simulate LD.
Caleb also simulates multipoint linkage data. It allows the user to analyze the data for linkage but additionally allows the user to specify LD between the loci and to perform association analyses, both case-control and familybased. LD is also specified independently of recombination fraction, so that one can specify high LD and high recombination fraction, e.g. to simulate an admixed population. In addition to being able to invoke linkage analysis, the user may also specify case-control association analysis and/or family-based (TDT (transmission disequilibrium test)-type) association analysis, which allows one to compare the methods. It helps understand both the differences and similarities of linkage and association. Caleb can give the user a fundamental perspective not only on linkage and association, but also an understanding of the strengths and weaknesses of genetic analysis in general. It was used to generate data for one of the first explorations of population stratification on case-control association studies [36] . It still works by generating whole populations and then selecting subjects/families from them. This approach gives the program enormous flexibility.
The Philosophical Viewpoint
We need discipline-wide mechanisms in genetic analysis, such as the military uses, to look into what works and what does not. The military is devoted to observing what happened in a battle, noting what went wrong and what went right, and learning from the mistakes and successes. There seems to be no such mechanism in the current state of genetic analysis. We seem to lurch from new data collection paradigms to new analysis methods without taking stock of why the last one did not work out as we expected. For example, accepting as truth, and spending resources on, the notion of 'common disease, common variant' and, when that proves inadequate, change the second 'common' in the phrase to 'rare' and claiming that now we have discovered the truth and should spend our resources there, is priming for more disillusionment.
I would like to make it harder for someone to make an unchallengeable pronouncement about any aspect of genetic analysis (such as was said about mode of inheritance and linkage analysis) and have it treated as a pre-accepted fact simply because there are only five people in the world with the expertise to answer the question analytically. We have now put into reach of anyone a system -or the start of a system -that will permit scientists to simulate interesting real-world situations and then test the effects of those situations on possible conclusions. These are situations that will arise in formulating genetic studies and that involve mode of inheritance, ascertainment scheme, heterogeneity, etc. Some may be horrified at the thought of allowing the semi-numerate the ability to challenge sophisticated theory, but such reversals often come with new technologies. The edged weapons-fighting expertise of medieval knights took years of training, but was ultimately no match for untrained peasants with firearms. I fully acknowledge the possibility of abuse, but the possibility of abuse would be better than accepting as truth pronouncements that cannot be tested or are difficult to test, as has happened in the past. Besides, when the tools are available to everyone, abuse will be easier to detect and counter. We need the ability to test questions at a practical or heuristic level. That is part of the challenge of constructing any wide-ranging system.
