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Abstract-A face detection method based on a boosted clas- work [13], support vector machine (SVM) [11], and boosting
sifier using images from a time-of-flight sensor is presented. We [15], [14], [7] are typical current choices of learning-based
show that the performance of face detection can be improved methods.
when using both depth and gray scale images and that the
common use of integration of hypotheses for verification can be Current research is focused on feature extraction and ap-
relaxed. Based on the detected face we employ an active contour propriate structures for combining classifiers. Many types of
method on depth images for full head segmentation. features that have been used, ranging from simple ones such
as intensity values [13], [11] and eigenspace [9] to complex
I. INTRODUCTION
ones such as wavelets [14] have been used. Face detectors
For object detection and recognition to be useful in real- based on single classifiers such as SVM [11], [12] and neural
world applications such as robotics, surveillance, or video network [13] are usually slow because they process non-face
indexing, recognizers must have the ability to localize objects and face regions equally in the input image. To deal with the
of interest in images under viewpoint changes (e.g. changes problem of processing a large number of patterns, a combina-
in object size or position) and must be robust to complex tion of simple-to-complex classifiers has been proposed [12],
background clutter and preferably fast. The physical size of the [14], [5]. Viola and Jones introduce a fast object detection
objects is often restricted, but appears on multiple scales due to based on a boosted cascade of Haar-like features [14] and
the relative position of camera and the object. Face detection catalyzed a range of related papers. Lienhart extended the
is a particular example of such an object class. Although haar-like features to an efficient set of 45 rotated features and
it has been studied for more than 30 years, developing a used discrete AdaBoost, real AdaBoost and gentle AdaBoost
fast and robust face detection system that can handle the for face detection. More complete reviews of face detection
variations found in different faces, such as facial expressions, methods can be found elsewhere [18], [16].
pose changes, illumination changes, complex backgrounds, Several researchers have used depth cues for face track-
and low resolutions, is still a challenging research topic. The ing. Yang and Zhang [17] have applied head tracking using
size of the face does not vary much between subjects, but stereo vision. The method depends on the brightness informa-
depending on the distance from the camera the apparent face tion due to the nature of stereo imaging and, thus, it is sensitive
size changes. This is complicated further by features emerging to cluttered backgrounds or illumination conditions. Malassio-
and disappearing with distance. Knowing the distance to tis and Strintzis [8] proposed a head tracking algorithm based
the object may thus provide an important cue for face size on range images obtained using color coded structured light.
normalization. Their work models the images using a Gaussian mixture of
In this paper, we explore the use of cascade classifiers for head and torso. A limitation of structured light is that it may
face detection using both gray level and depth information be disturbing. Gokturk and Tomasi [4] propose a 3D head
obtained from a time-of-flight (TOF) camera. We introduce an tracking method using correlation on large feature vectors of
additional stage to the classifier which uses depth information point-wise means and variances obtained from a time-of-flight
for size verification. We further employ an active contour sensor. Initial investigations of the use of time-of-flight sensors
model initialized by the face detection for segmenting the for people tracking is proposed by Bevilacqua et al. [1].
human head.
B. Time offlight technology
A. Previous Work Time of flight sensors are a relatively new and novel devel-
Advances in machine learning research have greatly influ- opment in imaging devices providing real-time gray scale and
enced the developments in robust face detection. Neural net- depth information from a single sensor. In this paper we use
the SwissRanger (SR3000) from Mesa (www.swissranger.ch).This work is partially funded by the European network ARTTS
(www.artts.eu). The ARTTS project is funded by the European Commission The SwissRanger (see Fig. 1) emits sinusoidal modulated
(contract no. IST-34107) within the Information Society Technologies (IST) IR light with frequency fin. Through the reflected wavefront
priority of the 6th Framework Programme. This publication reflects the views the camera can obtain distance measurements for each pixel
only of the authors, and the Commission cannot be held responsible for any ..
use which may be made of the information contained therein, position by measuring the light travelling time between emis-
sion and reception. In fact, if s(t) =sin(2wrfmt) is the
1-4244-0969-1/07/$25.OO ©C2007 IEEE.
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emitted light, the reflected and received light measured by III. CASCADED CLASSIFIER
the sensor with a phase shift qS is: r(t) = sin(2Wfmt - ) Informative and discriminative features usually increase
A s1in(27 fm (t - where A is the amplitude of the reflected the detection rate and may reduce the complexity of thelight, d the distance between the target and the sensor and c is . .
the constant of the speed of light (3 x 108 m/s). The distance training tho nua face zet tat issaeand latio
cantusbecalcuated y d cz fo eahmaurn .on normalized, the number of analyzed patterns iS usually largecan thus cal late b = ct r ac easu ing point
in 4rfm (approximately 160,000 patterns for a 320 x 240 pixel image)inthroug theampitudel(A.The brightness of apixelismeasured because the face classifier needs to scan over the input imagethrough the amplitude (A). at every location and every scale. However, the vast majorityCompared to standard stereo vision, time-of-flight sensors
of the analyzed patterns are non-faces. The number of regions
offer several advantages as only a single sensor is required. containing faces is usually low and it thus becomes obvious
No calibration between the cameras or additional image pro- that it is important to reject the majority of regions as fast as
cessing is needed for obtaining the depth measurement. Time
of flight sensors do not require textured objects. Compared Possi whleavizdbincarlsy rJoec face regions.
to structured light methods the time-of-flight cameras emit As popularized by Viola and Jones [14], the rarity ofmostruchuless light,th neithe the timaeoaersonflightfacings tt positive examples in object detection tasks can be exploited for
mucam aess disht,thurnedithermajoreimitatinonaprsonfacunt time- computational efficiency via the cascade architecture (Fig. 2).camra re istrbe. he ajo liitaios o curen tie-Each stage of the cascade either rejects an input regionof-flight sensors are the reduced resolution (176 x 144 for the ste of t cascad er rejecs an input regio
Swissange)andthatdept mesreet ma be inlune immediately as a non-object, or passes it on to the next stagebyithe greflectionanglet ojecth meatreriaand color,beinflufor further analysis. Inputs which pass through all classifier
stages are accepted as object instances. The cascade is efficient
TR L because most instances are non-objects and can be rejected by
the first few stages with a minimal amount of computation. In
R_f 3i this approach, the running time of the detector is no longer
simply a function of the size of the image but also reflects
the image's complexity. Blanchard and Geman [2] present a
general theoretical analysis of such classifier systems.
S 5imhpS e Acep t AoCpA OP(eC A ceptriFig. 1. Modulated light is emitted from IR LEDS on the sensor. Light is i
reflected on the object and captured by the sensor. The time between emission




In this paper we propose a face detection and head segmen- Fig. 2. A cascade of simple classifiers. Each stage either rejects a region or
tation method based on depth and gray scale images obtained passes it on to the subsequent stage for further verification.
from a time-of-flight camera. Initially a set of hypothetical
face regions are extracted through a boosted classifier similar AdaBoost is used to select discriminative and significant
to the one proposed by Viola and Jones [14], [7]. To reduce the features from a large number of features and construct the
number of false positives and to generally improve robustness, classifier. Haar-wavelet-like classifiers are used at each stage.
face detectors may group (integration of multiple detections) Each simple classifier is efficiently calculated through integral
regions if they are located close. If sufficiently many hy- images. In this paper we add a final step to the cascaded
potheses supporting a region are found the region is assumed classifier where the information from the depth image and
to be correct. This approach may reject valid regions if the a prior model of the face sizes are used to remove invalid
support is insufficient. We propose to use depth information to hypothetical regions. The prior model uses anthropomorphic
resolve the ambiguities without defining a support. However, averages of head sizes of a training set and compares them
if several hypothesized regions are sufficiently close, they with the average depth within the region. The training set
are combined into one. Based on a detected face region, the consists of 10 annotated images of faces captured with the
head is segmented through an active contour model [3]. Since SR3000.
the depth variations within the face region are limited, we Using similar triangles the apparent area of a fronto-parallel
employ an active contour model that uses the depth variations planar surface is a = fjA, where f is the focal length, A is the
in the interior and exterior of the contour to perform the true area and Z is the distance from the camera to the surface
segmentation. (Fig. 3). The depth variations within a face are relatively small
Section III describes the extended boosted face classifier and compared to the head size and, at some given scale, the face
section IV the active contour model. In section V the results is approximately planar.
Of the classification and head segmentation are presented. The Therefore, measuring the average depth, Z, within a hy-
paper is concluded in section VI. pothesized region and multiplying this with the apparent size
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where the set { (x, y), q0S(x, y) = 0} defines the initial contour,
hte. iA and F is the propagation speed. For certain forms of the
speed function F, this reduces to a standard Hamilton-Jacobi
F~WW kqq*f equation. In this case the normal vector, n, for any point on
A xkJffi a the curve C is given by:
n= vo
Fig. 3. Projection of a planar area (red) onto the image plane (green).
and the curvature K is obtained from the divergence of the
gradient of the unit normal vector to the front:
provides a measure which is proportional to the true size of
the face. The focal length of the SR3000 is fixed and can thus K = div( ) - ¢5Xq5v - 2¢7Sx7yq$xy + ¢,yy + ¢,2
be disregarded for classification. (Vqi (X 2
The last stage of the classifier therefore classifies a facee
regionQasfacewhen ~~~~Introducing the minmilzing energy functionregion Q as face
a * ZIM < T
where, M is the Mahalanobis distance to the training set (i.e. E(C, cl, C2) A]J(q(x, y)) Vq(x, y) dxdy
using the mean and variance), Z is the average depth within + A2 j H(O(x, y))dxdy
IV. ACTIVE CONTOUR + A3 uo(x, y) -cilH((x, y)dxdy (1)
Active contours are used for automatic object segmenta-
tion. The basic idea is the evolution of a curve, or curves + A4 f u0(X, Y) - C2 (1- H(;(x, y))dxdy
subject to constraints from the input data. The curve should
evolve until its boundary segments the object of interest. This where H is the Heaviside function, a the Dirac delta
framework has been used successfully by Kass et al. [6] to function, ci mean values in the interior and exterior of the
extract boundaries and edges . One potential problem with this curve, Ai weighing parameters. The first two terms control
approach is that the topology of the region to be segmented the curve length and area, respectively. The latter two terms
must be known in advance. An algorithm to overcome these measures the deviation of intensities in the interior and exterior
difficulties was first introduced by Osher and Sethian [10]. regions. The Euler-Lagrange partial differential equation of
They model the propagating curve as a specific level set of a q(x, y, t) is given by [3]:
higher dimensional surface. It is common practice to model
this surface as a function of time. So as time progresses, the
-9 () v(
surface can change to take on the desired shape. _ =(O)[Aldiv(
Several methods, such as snakes, use edge information to Vob
determine when to stop the evolution. For depth images of - A2 - A3(UO -C1)2 + A4(Uo- C2)2)] = 0
faces the contour boundaries give some indication of the The solution to this can be found using the Jacobi method
boundary of the head, but there may be other depth disconti- for solving partial differential equations [3]. However, using
nuities in the background as well as parts of the boundary in the curvature K leads to a simple system that can be solved
which the discontinuities are weak. Since the depth variations without using the Jacobi method:
within the region are relatively limited, we examine an edge-
free contour model. Rather than basing the model on an edge-
stopping function, the curve evolution is determined through q5j
-¢qj,i=(.
an energy minimization approach [3]. At )
Let Q be a bounded open subset of R2, with SQ as its -A3(uo -
boundary. The image uo is defined by uo : Q -+ R. Consider A4(UO,i -C2(n))2]
the evolving curve C in Q, as the boundary of an open subset -
w C Q with C _ OQ. The main idea is to embed the V. EXPERIMENTS AND RESULTS
propagating curve as the zero level set of a higher dimensional In this section we describe the setup and show the results
function ¢b defined by: S(x, y, t = 0) ± d where d is the of the methods. The first part of the test evaluates the perfor-
distance from (x, y) to OQ at t 0, and the sign is chosen mance of the face detection the latter part shows the results
to indicate inner and outer regions. Evolving the curve in of using the active contour for head segmentation.
the direction of its normal amounts to solving the partial A set of 5 sequences have been tested totalling 1089 gray
differential equation r10]: scale and depth image pairs. At most one face in the range of
F9¢ 30-80 cm from the camera is present in each frame. Each
dt V=FIX,4x,y,0) =q$o(x,y) face is assumed to be near frontal.
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Only the last stage differs in the two methods and thus the for tedious stereo calibration and image analysis for dense
classifier using depth (extended classifier) is able to reduce depth estimation. Even though the images are obtained in low
the number of false positives, but cannot perform better on resolution, being able to obtain both gray scale and depth
the classification rate than the standard classifier. In fact images in real-time is particularly useful for many vision
both methods have a detection rate of 88,3%, but where applications. Clearly, the combination of intensity and depth
the extended classifier only has 6 false positive, the standard images is useful. We have presented a face detection method
algorithm has 62. This classification rate is slightly lower than based on boosting and Haar features using both gray scale
the one reported by Viola and Jones [14]. One reason for this is and depth images. Face detection on gray scale images can
that the image data is not the same. In fact, when setting the be done efficiently with relatively high accuracy. We show
properties of the SwissRanger to automatically adapting the that depth information provides a reliable additional cue to
emitted light, the face may become overexposed when rapidly face detection. When obtained from a time-of-flight sensor
moving towards the camera. It takes about a second for the this added robustness is given with only negligible extra
light to be adapted correctly. When over exposed, the features computation. We additionally suggest to use an active contour
of the face vanish and consequently insufficient information is method for head segmentation using the depth image.
available for detection.
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