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Zadanie bakala´rskej pra´ce
1. Presˇtudujte vsˇetky konsˇtrukcie programovacieho jazyka C a C++.
2. Zamyslite sa nad spoˆsobmi detekcie dvoch vel’mi podobny´ch programov nap´ısany´ch v
jazykoch C a C++.
3. Navrhnite sˇtruktu´ru aplika´cie, ktora´ rozpozna´ dva potenciona´lne rovnake´ programy
nap´ısane´ v programovac´ıch jazykoch C a C++.
4. Danu´ aplika´ciu implementujte.
5. Funkcˇnost’ aplika´cie otestujte na vzorka´ch projektov odovzdany´ch sˇtudentmi z mi-
nuly´ch rokov.
6. Zhodnot’te dosiahnute´ vy´sledky, porovnajte vasˇu aplika´ciu s uzˇ existujuc´ımi aplika´ciami
a navrhnite dal’ˇsie mozˇne´ rozsˇ´ırenia do budu´cnosti.
Licencˇna´ zmluva
Licencˇna´ zmluva je ulozˇena´ v arch´ıve Fakulty informacˇny´ch technolo´gi´ı Vysoke´ho ucˇen´ı
technicke´ho v Brne.
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Abstrakt
Ciel’om pra´ce je vytvorit’ aplika´ciu, ktora´ rozpozna´ plagia´ty v programovom ko´de v projek-
toch bez kostry. Zaobera´ sa konsˇtrukciami v jazyku C a C++ a ich na´sledny´m pouzˇit´ım
pri detekcii plagia´tov. Projekty prejdu´ fa´zami preprocesora, lexika´lnej analy´zy a tvorby
porovna´vacej sˇtruktu´ry. Na´sledne sa porovna´vaju´ sˇtatisticky´m testom a ”Body“ testom
zalozˇeny´m na Najdlhsˇej spolocˇnej podpostupnosti.
Kl’´ucˇove´ slova´
jazyk C, jazyk C++, plagia´t, odhal’ovanie plagia´tov, preprocesor, lexika´lna analy´za, syn-
takticka´ analy´za, dynamicke´ programovanie, najdlhsˇia spolocˇna´ podpostupnost’
Abstract
Main goal of this thesis is to create application, which can detect plagiarism in program
code of projects without skeleton. It describes constructions of C/C++ language and their
usage for detection of plagiarism. Projetcs are analysed by preprocesor, lexical analyse and
phase of making structure of compare. After that they are compared one to each another
by statistical test and Body test depends on Longest common subsequence.
Keywords
C language, C++ language, plagiarism, detection of plagiarism, preprocessor, lexical ana-
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Kapitola 1
U´vod
Ked’ pra´ca niekoho ine´ho je reprodukovana´ bez znalost´ı zdroja, je to zna´me ako plagia´t.
Najviac pr´ıpadov sa nacha´dza v akademicky´ch insˇtitu´cia´ch, kde sˇtudenti kop´ıruju´ svoje
pra´ce medzi sebou, v presvedcˇen´ı, zˇe urobili vsˇetko preto, aby zahladili po sebe stopy,
pricˇom zabu´daju´ na jednu doˆlezˇitu´ vec, ktorou je vzdelanie.
Plagia´t v softwarovom ko´de moˆzˇme definovat’ ako program, ktory´ bol vytvoreny´ z ine´ho
programu s urcˇity´m pocˇtom transforma´ci´ı tak, aby na prvy´ pohl’ad nebolo poznat’ zdroj.
Medzi za´kladne´ transforma´cie patr´ı zmena komenta´rov, identifika´torov a riadiacich sˇtruktu´r
(nahradenie cyklu for cyklom while apod.).
V ra´mci tejto bakala´rskej pra´ce sa poku´sim uka´zat’ spoˆsob, ako odhalit’ plagia´ty a
proble´my, s ktory´mi som sa pri mojom vy´skume stretol, pricˇom sa zamera´m na jazyk
C resp. C++.
Pra´ve za´kladny´mi konsˇtrukciami ty´chto jazykov sa zaobera´ u´vodna´ druha´ kapitola. Po-
merne kra´tka tretia kapitola analyzuje proble´my detekcie plagia´tov na za´klade kosˇtrukci´ı
jazykov. Na´vrhom cele´ho syste´mu sa zaobera´ sˇtvrta´ kapitola. Na za´klade predspracovania
zdrojovy´ch ko´dov pomocou preprocesora, lexika´lnej analy´zy a analy´zy sˇtruktu´r moˆzˇe zacˇat’
porovna´vanie tvorene´ dvomi testami. Sˇtatisticky´m testom a ”Body“ testom porovna´vaju´cim
tokeny pomocou najdlhsˇej spolocˇnej podpostupnosti. Rea´lne vy´sledky implementovane´ho
syste´mu, d´lzˇky trvania a porovnania na roˆznych pr´ısnostiach sa objavia na stra´nkach piatej
kapitoly.
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Kapitola 2
Jazyk C/C++
Zacˇiatkom 70. rokov Dennis Ritchie z Bell Laboratories potreboval pre implementa´ciu ope-
racˇne´ho syste´mu jazyk, ktory´ by bol strucˇny´ a vy´stizˇny´, a za´rovenˇ by vytva´ral kompaktne´
ry´chle programy s podporou riadenia hardwaru. Takto polozˇil za´klady jazyka C, ktory´ mal
oznacˇenie K&R. Neskoˆr boli vydane´ d’alˇsie normy ako ANSI C a ISO/IEC 9899:1999, kde
boli pridane´ roˆzne rozsˇiruju´ce vlastnosti.
C++ podobne ako C zacˇ´ına svoj zˇivot v laborato´ria´ch Bellu, kde ho zacˇiatkom 80.
rokov vyvinul Bjarne Stroustrup, ktore´ho ciel’om bolo urobit’ p´ısanie programov esˇte jedno-
duchsˇ´ımi. Hl’adisko objektovo orientovane´ho programovania bolo insˇpirovane´ simulacˇny´m
jazykom Simula67. C++ je teda nadstavba jazyka C, cˇo znamena´, zˇe kazˇdy´ program pre-
lozˇitel’ny´ v jazyku C je prelozˇitel’ny´m aj v C++.
2.1 Lexika´lne prvky jazyka
Program pozosta´va z postupnosti lexika´lnych prvkov, ktore´ na seba nadva¨zuju´ alebo su´
oddelene´ oddel’ovacˇmi. Za oddel’ovacˇ sa povazˇuje nepra´zdna postupnost’ bielych znakov (
medzera, tabela´tor, novy´ riadok, nova´ strana, na´vrat voz´ıka ) alebo komenta´r, ktory´ moˆzˇe
byt’:
• riadkovy´ - // komenta´r
• blokovy´ - /* komenta´r*/
Vnorene´ komenta´re nie su´ povolene´. Lexika´lne prvky jazyka C ale aj C++ tvoria:
• identifika´tory
• kl’´ucˇove´ slova´
• konsˇtanty
• interpunkcˇne´ znaky - [ ] ( ) { } ...
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• ret’azce
• opera´tory
2.1.1 Identifika´tory a kl’´ucˇove´ slova´
Je to skupina znakov pouzˇ´ıvana´ na identifika´ciu alebo pomenovanie premenny´ch, typov a
funkci´ı. Identifika´tor v programe mus´ı byt’ jedinecˇny´, pricˇom pozosta´va z alfanumericky´ch
znakov a podtrzˇ´ıtka, kde prvy´ symbol nemoˆzˇe byt’ cˇ´ıslica. Oba jazyky su´ case-sensitive. [1]
Kl’´ucˇove´ slova´ su´ identifika´tory, ktore´ uzˇ maju´ vopred priradeny´ vy´znam. Podl’a normy
ANSI C [2] su´ ako kl’´ucˇove´ slova´ definovane´: asm, auto, break, case, char, const,
continue, default, do, double, else, enum, extern, float, for, goto, if, inline, int,
long, main, register, return, short, signed, sizeof, static, struct, switch, typedef,
union, unsigned, void, volatile, wchar t, while.
Pre jazyk C++ podl’a normy ISO/IEC 14882 [3] boli definove´ ako kl’´ucˇove´ slova´: asm,
auto, bool, break, case, catch, char, class, const, const cast, continue, default,
delete, do, double, dynamic cast, else, enum, explicit, export, extern, false,
float, for, friend, goto, if, inline, int, long, main, mutable, namespace, new,
operator, private, protected, public, register, reinterpret cast, return, short,
signed, sizeof, static, static cast, struct, switch, template, this, throw, true,
try, typedef, typeid, typename, union, unsigned, using, virtual, void, volatile,
wchar t, while.1
2.1.2 Konsˇtanty
Oznacˇuju´ konkre´tnu hodnotu jedne´ho da´tove´ho objektu dane´ho typu. Preto sa u konsˇtanty
vzˇdy rozliˇsuje jej typ, ktory´ je dany´ typom jej konkre´tnej hodnoty[4]. Konsˇtanty sa podl’a
typu delia na:
• celocˇ´ıselne´ - dekadicke´, okta´love´ (zacˇ´ına ”0“) a hexadecima´lne (zacˇ´ına ”0x“). Je mozˇne´
pouzˇit’ explicitnu´ pr´ıponu ”l“ resp. ”L“ (0xFEL).
• znakove´ - su´ vyjadrene´ medzi apostrofmi ’ ’, svojou okta´lovou hodnotou za opacˇny´m
lomı´tkom alebo escpape sekvenciou.
• v pohyblivej ra´dovej cˇiarke - by´vaju´ zap´ısane´ v tvare cele´ cˇ´ıslo a desatinna´ cˇast’ od-
deleny´ch desatinnou cˇiarkou (1.5) alebo v tvare mantisa a exponent (15e-1)
• enum - pomenu´va konsˇtantu typu int
• typu ret’azec - postupnost’ znakov medzi , moˆzˇe obsahovat’ escape sekvencie, je ukoncˇeny´
bina´rnou nulou.
1Kl’´ucˇove´ slova´ sizeof, typeid, new, delete patria medzi opera´tory.
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2.1.3 Opera´tory
Spolu s premenny´mi a konsˇtantami vytva´raju´ vy´razy. Podl’a pocˇtu argumentov sa delia na
opera´tory :
• Una´rne opera´tory sa zapisuju´ pred argument a su´ vyhodnocovane´ zprava dol’ava.
Opera´tor ++ a -- sa moˆzˇu zap´ısat’ aj za argument.
– * dereferencia (z´ıskanie obsahu miesta v pama¨ti podl’a adresy)
– & referencia (z´ıskanie adresy objektu)
– - aritmeticke´ mı´nus
– ! logicka´ nega´cia
– ~ bitovy´ doplnok
– ++ resp. -- inkrementa´cia resp. dekrementa´cia hodnoty pred vyhodnoten´ım
nasleduju´ceho, resp. po vyhodnoten´ı predcha´dzaju´ceho operandu
– (typ) explicitny´ prevod na typ v za´tvorke (pretypovanie)
– sizeof z´ıska vel’kost’ objektu alebo typu
• Bina´rne opera´tory maju´ dva operandy, podrobny´ prehl’ad je v tabul’ke 2.1. Okrem
novy´ch kl’´ucˇovy´ch slov jazyk C++ prida´va aj nove´ lexika´lne prvky a nove´ opera´tory[5]:
– :: kvalifika´tor, spr´ıstupnˇuje priestory mien
– ->* dereferencia ukazovatel’a na cˇlena triedy cez ukazovatel’ na objekt
– .* dereferencia ukazovatel’a na cˇlena triedy cez objekt
• Terna´rny opera´tor bude podrobnejˇsie pop´ısany´ v nasleduju´cej kapitole.
2.2 Syntakticke´ a se´manticke´ prvky jazyka
Spra´vnu postupnost’ lexika´lnych prvkov nazvime syntaxou. Pra´ve syntakticka´ analy´za over´ı
spra´vnu syntax a se´manticka´ akcia prida´ jednotlivy´m konsˇtrukcia´m vy´znam. V tejto cˇasti
uka´zˇem za´kladne´ konsˇtrukcie jazyka C a C++.
2.2.1 Deklara´cia premenny´ch
Moˆzˇeme ju na´jst’ aj na globa´lnej, ale aj na loka´lnej u´rovni. Podl’a toho maju´ premenne´
platnost’ globa´lnu resp. loka´lnu. Doˆlezˇite´ je poznamenat’, zˇe loka´lna premenna´ doka´zˇe
zatienit’ globa´lnu. Jazyk C++ prida´va mozˇnost’ usporiadat’ premenne´ do priestorov mien,
cˇo vzniklo ako doˆsledok rozrastania sa programov s mozˇnost’ou konfliktu mien. Obecny´
tvar deklara´cie:
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Aritmeticke´ Scˇ´ıtanie +
Odcˇ´ıtanie -
Na´sobenie *
Delenie /
Modulo %
Relacˇne´ mensˇ´ı ako <
va¨cˇsˇ´ı ako >
mensˇ´ı alebo rovny´ <=
va¨cˇsˇ´ı alebo rovny´ >=
rovny´ ==
nerovny´ !=
Logicke´ logicky´ su´cˇin (AND) &&
logicky´ su´cˇet (OR) ||
Bitove´ bitovy´ su´cˇin (AND) &
bit. exkluz´ıvny su´cˇet (XOR) ^
bitovy´ su´cˇet (OR) |
Priradenia za´kladne´ =
kombinovane´ += -= /= *= %=
>>= <<= &= ^= |=
Posuny posun vl’avo <<
posun vpravo >>
Ine´ opera´tor cˇiarka ,
spr´ıstupnˇuje prvky sˇtruktu´ry .
spr´ıstupnˇuje prvky sˇtruktu´ry cez ukazovatel’ ->
Tabul’ka 2.1: Bina´rne opera´tory
typ identifika´tor [=inicializa´cia];
typ identifika´tor [=inicializa´cia], identifika´tor [=inicializa´cia];
Kl’´ucˇove´ slova´ extern, auto, register, static rozsˇiruju´ deklara´ciu o spoˆsob ulozˇenia
premennej a const vytva´ra symbolicku´ konsˇtantu.
2.2.2 Da´tove´ typy
• za´kladny´ preddefinovany´ typ (char, int, float, double, bool)
• odvodeny´ typ (ukazatel’, pole, struct, union, class)
• vymenovany´ typ enum
• uzˇ´ıvatel’om definovany´ typ typedef
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• pra´zdny typ void
Za´kladne´ preddefinovane´ typy moˆzˇu byt’ modifikovane´ klasifika´torom short, long, unsigned,
ktory´ vyjadruje pouzˇitu´ podmnozˇinu alebo rozsˇ´ırenie dane´ho typu.
Sˇtruktu´ra resp. union je da´tovy´ heteroge´nny typ zlozˇeny´ z prvkov, ktore´ moˆzˇu byt’
roˆzneho typu. Vnorene´ sˇtruktu´ry, ako aj deklara´cia v sˇtruktu´re je tiezˇ pr´ıpustna´. Union
oproti sˇtruktu´re pouzˇ´ıva v jednom okamihu iba jeden prvkok.
struct {
typ identifika´tor;
typ2 identifika´tor;
} premenna´_1, premenna´_2 ;
struct na´zov_sˇtruktu´ry {
typ identifika´tor;
typ2 identifika´tor;
};
struct na´zov_sˇtruktu´ry premenna´_1, premenna´_2 ;
typedef struct {
typ identifika´tor;
typ2 identifika´tor;
} novy´_typ;
novy´_typ premenna´_1, premenna´_2 ;
Pole na rozdiel od sˇtruktu´r je homoge´nny da´tovy´ typ, je jednorozmerne´ a indexovane´
od nuly. Viacrozmerne´ pole sa vytva´ra ako pole jednorozmerny´ch pol´ı.
typ identifika´tor[3], identifika´tor_2[2][4];
Vymenovany´ typ enum poskytuje alternat´ıvny prostriedok ku const na vytva´ranie sym-
bolicky´ch konsˇta´nt. Dovol’uje definovat’ nove´ typy, avsˇak obmedzeny´m spoˆsobom. Syntax
je podobna´ so syntaxou sˇtruktu´ry:
typedef enum {
identifika´tor_1=1, identifika´tor_2
} novy´_typ;
enum na´zov_enumu{
identifika´tor_1=1, identifika´tor_2
};
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enum {
identifika´tor_1=1, identifika´tor_2
};
Pojem trieda resp. class bola pridana´ azˇ v jazyku C++ a je na´strojom, ktory´ umozˇnˇuje
vykonat’ abstrakciu do uzˇ´ıvatel’om definovane´ho typu. Kombina´ciou da´t a meto´d(funkci´ı)
vytva´ra elegantne´ a l’ahko manipuluju´ce celky. Syntax triedy moˆzˇeme porovnat’ so sˇtruktu´rou
bez meto´d. [6]
class T {
// da´ta (i ine´ objekty)
int i;
// meto´dy
void m();
// sˇpecifika´cia prı´stupovy´ch pra´v
private:
// definı´cia vnoreny´ch typov, tried, konsˇta´nt, ...
typedef int typ;
};
Sˇpecifika´cia pr´ıstupovy´ch pra´v:
• public moˆzˇe byt’ pouzˇity´ l’ubovol’nou funkciou
• private iba pre meto´dy a friend funkcie danej triedy
• protected ako private, ale na viac je dostupna´ v meto´dach a friend funkcia´ch tried
odvodeny´ch z tejto triedy
Pret’azˇovanie opera´torov je tiezˇ vymozˇenost’ou jazyka C++ a prirad’uje viacej vy´znamov
jedne´mu symbolu. Rozliˇsuje opera´cie podl’a kontextu a sprehl’adnˇuje za´pis programov.
Pret’azˇovat’ nemoˆzˇme opera´tory preprocesora # ## a opera´tory . .* :: ?:. Okrem
opera´torov je mozˇne´ pret’azˇovat’ aj funkcie s rovnaky´m meno, odliˇsuju´ sa len pocˇtom a
typom parametrov.
Kl’´ucˇovy´m konceptom objektovo orientovane´ho programovania, ktore´ C++ podporuje,
je dedicˇnost’. Umozˇnˇuje odvodit’ novu´ triedu uzˇ z existuju´cich tried, kde trieda ded´ı vsˇetky
da´tove´ zlozˇky ba´zovej triedy a meto´dy okrem konsˇtruktorov a desˇtruktorov.
Uka´zˇka za´pisu dedenia:
class B {
public:
...
};
class C : public B {
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public:
....
};
Sˇablo´ny tried poskytuju´ lepsˇ´ı spoˆsob generovania obecny´ch deklara´ci´ı tried(genericke´
programovanie). Typy su´ parametrizovane´ iny´m typom.
Pr´ıklad deklara´cie sˇablo´n:
template<class R, class T> R funkce(T);
template<typename T> class Vector;
Pr´ıklad pouzˇitia sˇablo´n:
int i = funkce<int>(3.14);
double d = funkce<double,double>(3);
Vector<int> vec;
2.2.3 Riadiace sˇtruktu´ry
Za´kladnou jednotkou riadiacej sˇtruktu´ry je pr´ıkaz. Riadiace sˇtruktu´ry predpisuju´ poradie
vykona´vania jednotlivy´ch vy´pocˇtov.
• vy´razovy´ pr´ıkaz a=1+b;
• blok, postupnost’ pr´ıkazov uzavrety´ch v { }
• podmieneny´ pr´ıkaz umozˇnˇuje na´m vetvit’ priebeh programu.
Skra´teny´ tvar: if (vy´raz) prı´kaz;
U´plny´ tvar: if (vy´raz) prı´kaz1; else prı´kaz2;
• prep´ınacˇ vetv´ı program na viacero vetiev
switch (vy´raz)
{
case hodn1 : prikaz1;break
...
case hodnn : prikazn;break;
default : prikaz;break;
}
• pr´ıkazy cyklu
while (podmienka) prı´kaz;
do prı´kaz while (podmienka);
for (inicializa´cia ; podmienka ; prı´kaz) prikaz;
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• pr´ıkazy skoku: break, continue, return, goto
• Funkcie predstavuju´ za´kladnu´ stavebnu´ jednotku jazyka C a C++. Obecny´ tvar
funkcie je:
Typ_vy´sledku identifika´tor(deklara´cia parametrov); // deklara´cia
Typ_vy´sledku identifika´tor(deklara´cia parametrov) // definı´cia
{
//telo funkcie
}
2.2.4 Preprocesor
Pod ty´mto pojmom rozumieme mnozˇinu pr´ıkazov, ktore´ sa vyhodnotia esˇte pred samotnou
kompila´ciou. Umozˇnˇuje na´m pracovat’ so symbolicky´mi konsˇtantami, textovy´mi makra-
mi, vkladat’ text a v neposlednom rade moˆzˇeme pouzˇit’ podmieneny´ preklad. Direkt´ıvy
preprocesora sa zacˇ´ınaju´ znakom # hned’ na zacˇiatku riadku.
• Defin´ıcia symbolicky´ch konsˇta´nt a makier ma´ tvar:
#define identifika´tor (argumenty) [prı´kazy]
#define N 128
#define max(a,b) ((a>b)?a:b)
• vlozˇenie syste´movy´ch alebo uzˇ´ıvatel’sky´ch hlavicˇiek
#include <stdio.h>
#include "htable.h"
• podmieneny´ preklad umozˇnˇuje vynecha´vat’ cˇasti zdrojove´ho ko´du podl’a podmienky
#if podmienka
#ifdef symb_konsˇtanta
#ifndef symb_konsˇtanta
#else
#endif
• #line pomocna´ direkt´ıva urcˇuju´ca poˆvod zdrojove´ho ko´du.
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Kapitola 3
Analy´za proble´mu
Ako som uzˇ naznacˇil v u´vode plagia´t v softwarovom ko´de moˆzˇeme definovat’ ako program,
ktory´ bol vytvoreny´ z ine´ho programu s urcˇity´m pocˇtom transforma´ci´ı, tak aby na prvy´
pohl’ad nebolo poznat’ zdroj. Doˆlezˇitou vlastnost’ou aplika´cie pre odhal’ovanie plagia´tov je
spra´vna detekcia podozrive´ho ko´du. Inak povedane´, mus´ıme vediet’ rozoznat’ plagia´t od
podobne´ho projektu. V tejto kapitole sa budem venovat’ pra´ve ty´mto transforma´cia´m a
spoˆsobmi detekcie.
Medzi za´kladne´ transforma´cie, ktore´ plagia´tori pouzˇ´ıvaju´ vo svojich pra´cach, patr´ı:
• zmena komenta´rov
• zmena da´tovy´ch typov
• zmena identifika´torov
• pridanie redundantny´ch pr´ıkazov alebo premenny´ch
• zmena sˇtruktu´rnych prvkov jazyka
• kombinovanie origina´lu so svoj´ım programom
• zmena pr´ıkazov za svoje ekvivalenty
• premiestnenie funkcie pri rozsiahlom projekte do ine´ho modulu
Komenta´re, ako uzˇ bolo spomenute´ v sekcii 2.1, sa delia na riadkove´ a blokove´. Va¨cˇsˇina
plagia´torov men´ı komenta´re, aj ked’ su´ pre dany´ programovy´ ko´d irelevantne´, v doˆsledku
cˇoho povazˇujeme komenta´re z hl’adiska rozsiahlych projektov za nepodstatne´, cˇizˇe ich igno-
rujeme. Pre detekciu programov, ktore´ maju´ uzˇ zadanu´ kostru vsˇak porovnanie komenta´rov
moˆzˇe byt’ pr´ınosom.
Jazyky C a C++ obsahuju´ len pa´r za´kladny´ch typov a modifika´torov. Avsˇak kom-
bina´ciou modifika´torov a typov moˆzˇeme dosiahnut’ znacˇne´ mnozˇstvo kombina´ci´ı odvodeny´ch
typov, ktore´ su´ podobne´ ba´zove´mu typu. Transforma´cie typu int - unsigned alebo int -
long su´ v plagia´toch tak cˇaste´, zˇe ich nemozˇno ignorovat’. Ta´to zmena nema´ skoro zˇiadny
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vplyv na algoritmus, ale dokonale zmen´ı deklara´ciu premenny´ch alebo defin´ıciu novy´ch
typov. Dˇalˇs´ım spoˆsobom, ktory´m mozˇno zatienit’ typ premennej, je pouzˇitie kl’´ucˇove´ho slo-
va typedef. Napr´ıklad typedef unsigned int uint; na´m vytvor´ı novy´ typ uint, ktory´
bude zhodny´ s typom unsigned int. Jednoduche´ riesˇenie tohto proble´mu je abstrahovat’
vsˇetky deriva´ty za´kladny´ch typov na ich za´klady.
Zmena identifika´torov je d’alˇs´ım cˇasty´m prvkom z rady u´konov pri plagia´torstve. Zmenit’
identifika´tory premenny´ch, novy´ch typov, cˇi prvkov sˇtruktu´rovany´ch typov je jednoduche´
a za´rovenˇ l’ahko odhalitel’ne´. Jedno z riesˇen´ı je urobit’ abstrakciu v zmysle, zˇe budeme
uvazˇovat’, cˇi sa jedna´ len o premennu´, typ alebo prvok sˇtruktu´rovane´ho typu resp. nebu-
deme uvazˇovat’ ich na´zov. Dˇalˇs´ım, o niecˇo na´rocˇnejˇs´ım riesˇen´ım je zavedenie tabul’ky sym-
bolov, pouzˇ´ıvanu´ napr´ıklad prekladacˇom pri preklade, do ktorej sa pri defin´ıcii a deklara´cii
prida´ novy´ symbol a neskoˆr pri spracovan´ı tiel funkci´ı moˆzˇeme premenovat’ symboly jed-
notny´m spoˆsobom tak, aby bola zachovana´ funkcˇnost’ algoritmu. Toto riesˇenie ma´ istu´
nevy´hodu, pretozˇe pri analy´ze by sme potrebovali poznat’ vsˇetky defin´ıcie pouzˇity´ch typov,
cˇo by znamenalo spracova´vat’ tis´ıce riadkov syste´movy´ch hlavicˇiek. Ako bolo pop´ısane´ v
predcha´dzaju´cej kapitole jazyky C a C++ maju´ pred vlastny´m prekladom takzvanu´ fa´zu
predspracovania preprocessing. Mus´ıme brat’ do u´vahy, zˇe symbolicke´ konsˇtanty a makra´
preprocesora maju´ tiezˇ svoje identifika´tory, ktore´ vsˇak nie su´ platne´ po tejto fa´ze. Ako
vhodne´ riesˇenie sa ponu´ka predspracovat’ si zdrojovy´ ko´d esˇte pred samotny´m vyhl’ada´van´ım
plagia´tov.
Medzi zmeny sˇtruktu´rnych prvkov jazyka povazˇujeme take´ transforma´cie, ktore´ zmenia
na prvy´ pohl’ad zdrojovy´ ko´d, ale mysˇlienka algoritmu zostane zachovana´. Najcˇastejˇs´ım ty-
pom ty´chto transforma´ci´ı su´ zmeny cyklov while za do-while resp. for, a na´sledne´ zmeny
podmienok v cykloch alebo v podmienenom pr´ıkaze if, kde pomocou znalosti boolovej
algebry sa vel’mi jednoducho zap´ıˇse ekvivalentny´ vy´raz. Napr´ıklad a==1&&b!=0 moˆzˇeme
prep´ısat’ pomocou De Morganovho za´kona do tvaru !(a!=1||b==0). Tieto zmeny su´ po-
merne t’azˇko odhalitel’ne´. Jednou z mozˇnost´ı ako odhalit’ tieto zmeny je sˇtatisticka´ meto´da
pop´ısana´ v nasleduju´cej kapitole.
V kazˇdom jazyku existuju´ take´ stavby jazyka, ktore´ su´ u´plne ine´, ale vy´znam maju´
rovnaky´. Pr´ıkladom moˆzˇe byt’ zmena opera´tora ++: i++; = i+=1; = i=i+1; = i=1+i.
Riesˇen´ım by bolo transformovat’ vsˇetky postupnosti tokenov rovnake´ho typu a vy´znamu na
rovnaku´ postupnost’ a na´sledne zacˇat’ porovna´vat’.
Pri rozsiahlych projektoch je pouzˇitie modularity samozrejmost’ou. Tento prostriedok
umozˇnˇuje plagia´torovi vhodne schovat’ op´ısany´ ko´d ty´m, zˇe poprehadzuje funkcie medzi
jednotlivy´mi modulmi. Va¨cˇsˇina podobny´ch programov na odhal’ovanie plagia´tov porovna´va
zdrojovy´ ko´d len v ra´mci modulu, preto by bolo vhodne´ porovna´vat’ projekty ako celky. Cˇo
vsˇak prina´sˇa komplika´cie ako konflikty identifika´torov a pod.
Prida´vanie redundantny´ch prvkov v programovom ko´de, kombinovanie origina´lu so
svoj´ım programom a rozdelenie alebo spojenie ko´du funkci´ı zo zdroja je vel’mi t’azˇke´ odhalit’.
Tieto prvky by mohli byt’ predmetom d’alˇsieho sku´mania.
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Kapitola 4
Na´vrh riesˇenia
Po analy´ze proble´mu detekcie plagia´tov sa v tejto kapitole budem venovat’ na´vrhu jeho
riesˇenia. Podrobne bude pop´ısana´ kazˇda´ fa´za, ktorou zdrojove´ ko´dy jednotlivy´ch projektov
prejdu´.
Sche´ma 4.1 popisuje za´kladny´ koncept fungovania syste´mu. Na vstupe su´ adresa´re so
vsˇetky´mi projektami, z ktory´ch preprocesor vezme vsˇetky zdrojove´ su´bory a predspracu-
je ich. Vy´stupom je jeden su´bor s cely´m zdrojovy´m ko´dom projektu. Nasleduje d’alˇsia
fa´za, tvorba porovna´vacej sˇtruktu´ry obsahuju´ca dve za´kladne´ cˇasti. Lexika´lnu analy´zu a
analy´zu sˇtruktu´r, ktore´ spolu komunikuju´ na princ´ıpe pouzˇ´ıvanom v prekladacˇoch, kde le-
xika´lna analy´za sa spust´ı na za´kladne volania analy´zy sˇtruktu´r. Vy´stupom tejto fa´zy je
pole sˇtruktu´r pripraveny´ch na d’alˇsiu fa´zu, porovnanie, ktore´ pracuje na mnozˇine funkci´ı
vsˇetky´ch projektov. Porovnanie obsahuje dva testy, sˇtatisticky´ a ”Body“ test, pricˇom kom-
bina´cia vy´sledkov testov rozhoduje, cˇi dana´ dvojica funkci´ı je plagia´t alebo nie. Poslednou
cˇastou je sˇtruktu´rovany´ vy´pis vy´sledkov z pol’a ohodnoteny´ch sˇtruktu´r.
Odliˇsnosti jazykov C a C++ spoˆsobili, zˇe syste´m sa mus´ı prepnu´t’ medzi jednotlivy´mi
mo´dmi. Kazˇdy´ mo´d zabezpecˇuje spracovanie jedne´ho jazyka. Vd’aka vhodne´mu na´vrhu
cele´ho syste´mu sa prepnutie uskutocˇnˇuje len na u´rovni tvorby porovna´vacej sˇtruktu´ry. Pod-
robnosti su´ pop´ısane´ v cˇasti 4.2.3 o analy´ze sˇtruktu´r.
4.1 Preprocesor
Prvy´m blokom spracovania je preprocesing. Ako za´klad som pouzˇil open source preproce-
sor mcpp sˇ´ıreny´ pod BSD licenciou, ktore´ho autor je Kiyoshi Matsui. Tento preprocesor
splnˇuje sˇpecifika´cie jazyka C podl’a normy C99 a jazyka C++ podl’a normy C++98. Je
plne prenositel’ny´ na vsˇetky platformy. Podl’a technickej spra´vy [7] je mcpp najvy´konnejˇs´ı
a za´rovenˇ plne dodrzˇuju´ci normy.
Preprocesor bolo treba poupravit’. Zdrojovy´ text zo vsˇetky´ch modulov sa bude spa´jat’
do jedne´ho su´boru, avsˇak preprocesing bude prebiehat’ nad kazˇdy´m modulom samostatne.
Druhou u´pravou je zaka´zanie vkladania syste´movy´ch hlavicˇiek, pretozˇe pre samotne´ porov-
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Preprocesor
Je plagiát?
Štatistický test Body test
Výpis výsledkov
Lexikálna analýza Analýza štruktúr 
pre_xlogin00.c.
.
.
./projetky/xlogin00/*.c.
.
.
pole porovnávacích štruktúr
Token
Next
porovnanie na množine funkcií
pole ohodnotených štruktúr
Obra´zok 4.1: Sche´ma ...
nanie nie su´ potrebne´. Proble´m vsˇak bude vznikat’ azˇ pri tvorbe porovna´vacej sˇtruktu´ry,
pretozˇe nebudeme v tom momente poznat’ defin´ıciu vsˇetky´ch pouzˇity´ch typov. Riesˇenie toh-
to proble´mu bude pop´ısane´ v cˇasti 4.2 venovanej tvorbe porovna´vacej sˇtruktu´ry. Uzˇ´ıvatel’ske´
hlavicˇky budu´ vkladane´ iba raz, aby sme zabra´nili viacna´sobne´mu vlozˇeniu. Dˇalˇsou u´pravou
presˇlo aj vkladanie direkt´ıvy preprocesora #line, ktore´ pouzˇ´ıvam v tvorbe porovna´vacej
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sˇtruktu´ry na zistenie poˆvodne´ho modulu danej funkcie.
4.2 Tvorba porovna´vacej sˇtruktu´ry
4.2.1 Na´vrh porovna´vacej sˇtruktu´ry
Doˆlezˇity´m krokom bol vhodny´ na´vrh da´tovej sˇtruktu´ry, kde by sme mohli uschovat’ vsˇetky
potrebne´ da´ta z analy´zy sˇtruktu´r a vy´sledky z porovna´vania. Mali by sme rozliˇsovat’
globa´lnu a loka´lne u´rovne projektov, pri ktory´ch mus´ıme uschovat’ sˇtatisticke´ u´daje, na´zvy
funkci´ı a pod. Ked’zˇe porovna´vanie funkci´ı je sekvencˇne´ moˆzˇeme pouzˇit’ jednosmerny´ li-
nea´rny zoznam pre uschovanie funkci´ı. V konecˇnom doˆsledku som zvolil ako za´klad pole
sˇtruktu´r pre globa´lnu u´rovenˇ, z ktorej sa spr´ıstupnˇuje zoznam loka´lnych funkci´ı.
4.2.2 Lexika´lna analy´za
Nacˇ´ıtava znaky zo vstupu, rozpozna´va a klasifikuje lexe´my, ktore´ reprezentuje vo forme
tokenov. Lexe´ma je postupnost’ znakov v zdrojovom programe odpovedaju´ca vzoru pre
nejaky´ token, pricˇom vzor je pravidlo, zvycˇajne regula´rny vy´raz, popisuju´ce mnozˇinu znakov
pre dany´ token. Lexika´lna analy´za odstranˇuje komenta´re a pra´zdne miesta v zdrojovom
ko´de a detekuje kl’´ucˇove´ slova´.
Pre implementa´ciu lexika´lne analy´zy som zvolil deterministicky´ konecˇny´ automat, ktory´
je postaveny´ na za´klade noriem jazykov C a C++. Lexika´lna cˇast’ jazykov je vel’mi podobna´,
moˆzˇeme povedat’, zˇe jazyk C je podmnozˇinou jazyka C++, v doˆsledku cˇoho automat pre
spracovanie jazyka C++ moˆzˇe spracova´vat’ jazyk C. Vy´nimku mus´ıme urobit’ u tabul’ky
kl’´ucˇovy´ch slov, pretozˇe mnohy´ uzˇ´ıvatelia pouzˇ´ıvaju´ kl’´ucˇove´ slova´ z jazyka C++ pre svoje
identifika´tory.
4.2.3 Analy´za sˇtruktu´r
Pri preklade jazyka do vnu´torne´ho interpretacˇne´ho ko´du sa pouzˇ´ıva syntakticka´ analy´za
spolu so se´manticky´mi pravidlami. Pre jazyk C a C++ sa pouzˇ´ıva LR syntakticky´ ana-
lyza´tor, cˇo je rozsˇ´ıreny´ za´sobn´ıkovy´ automat, ktore´ho cˇinnost’ je zalozˇena´ na LR tabul’ke.
Syntakticka´ analy´za nie je pre odhal’ovanie plagia´tov potrebna´, pretozˇe na rozdiel od pre-
kladu, nepotrebujeme generovat’ podrobny´ vnu´torny´ ko´d, ale stacˇ´ı na´m detekovat’ za´kladne´
konsˇtrukcie jazyka, ktore´ sa daju´ analyzovat’ konecˇny´m automatom. Nemozˇno takto zana-
lyzovat’ vsˇetky konsˇtrukcie jazyka napr. defin´ıcia sˇtruktu´ry v sˇtruktu´re, pretozˇe konecˇny´
automat je ovel’a slabsˇ´ı ako LR syntakticka´ analy´za. Su´cˇast’ou tejto analy´zy je tabul’ka
symbolov, ktora´ je implementovana´ pomocou hash tabul’ky, kde budeme ukladat’ vsˇetky
identifika´tory. Umozˇnˇuje na´m to detekciu novy´ch typov, pr´ıpadne jednotne´ premenova-
nie premenny´ch. Analy´za za´rovenˇ pocˇ´ıta sˇtatistiky, ktore´ sa pouzˇ´ıvaju´ pre sˇtatisticky´ test
pop´ısany´ v cˇasti 4.4.
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Deklara´ciu novy´ch premenny´ch, funkci´ı cˇi parametrov zist´ıme podl’a postupnosti to-
kenov TYP ID. Proble´m vsˇak moˆzˇe nastat’ v doˆsledku nevkladania syste´movy´ch hlavicˇiek,
pretozˇe tabul’ka symbolov nepozna´ typy definovane´ v ty´chto hlavicˇka´ch, cˇo znamena´, zˇe
analy´za dostane postupnost’ tokenov ID ID. Ked’zˇe toto je neplatna´ konsˇtrukcia jazyka,
moˆzˇeme tento proble´m vyriesˇit’ tak, zˇe ked’ na´m pr´ıde postupnost’ ID ID budeme to po-
vazˇovat’ za deklara´ciu, pricˇom prvy´ identifika´tor povazˇujeme za typ a vlozˇ´ıme ho do tabul’ky
symbolov. Inicializacˇnu´ cˇast’ deklara´cie ignorujeme. V za´sade automat rozpozna´va len to,
cˇo pozna´. V pr´ıpade, zˇe naraz´ı na nejaku´ nezrovnalost’, ma´ v sebe implementovane´ zota-
venie z chyby. Ak v automate nastane chyba, prejde do chybove´ho stavu, z ktore´ho moˆzˇe
vyjst’ len za podmienky:
if neprisˇiel zˇiadny token "{" a prisˇiel token ";"
tak nasleduju´ci stav je start.
else if prisˇiel token "{" {
cˇaka´me na token "}", aby sme uzavreli blok
if prisˇiel ";"
stav je start
}
Defin´ıciu za´kladne´ho stavebne´ho prvku jazyka, funkciu, detekujeme ako postupnost’
tokenov TYP ID(parametre) { .Ty´m sa dosta´vame do loka´lnej cˇasti s vlastny´m konecˇny´m
automatom. Telo funkcie okrem deklara´ci´ı sa uklada´ a neskoˆr sa pouzˇije v ”Body“ teste
pop´ısane´ho v sekcii 4.5. Koniec funkcie sa zist’uje podl’a poslednej uzatva´racej za´tvorky
bloku.
Pri definovan´ı novy´ch typov vlozˇ´ıme do tabul’ky symbolov symbol reprezentuju´ci tento
typ. Defin´ıcia moˆzˇe byt’ typu struct alebo union a enum. Pri definovan´ı novy´ch typov
treba brat’ do u´vahy aj kl’´ucˇove´ slovo typedef, ktora´ znacˇne zmen´ı vy´znam identifika´torov
pri defin´ıcii.
Po zlu´cˇen´ı zdrojove´ho textu so vsˇetky´ch modulov sa moˆzˇe vyskytnu´t’ redundantna´
deklara´cia cˇi defin´ıcia. Pri deklara´cii premenny´ch si moˆzˇeme dovolit’ tu´to chybu ignoro-
vat’, pretozˇe na´m to nicˇ neovplyvn´ı. Avsˇak pri defin´ıcii funkci´ı by sme priˇsli o cele´ telo
funkcie, tak vhodny´m riesˇen´ım je zkonkatenovat’ na´zov modulu s na´zvom funkcie, cˇo na´m
zarucˇ´ı jednoznazˇnost’ identifika´tora.
Funkcie o malom pocˇte pr´ıkazov su´ z porovna´vania vyradene´, pretozˇe tak maly´ ku´sok
ko´du sa vel’akra´t neda´ inak zap´ısat’.
Pre jazyk C++ je potrebne´ urobit’ v automate urcˇite´ zmeny. Budeme musiet’ dorobit’
spracovanie konsˇtrukcie tried. Dˇalˇs´ım proble´mom su´ priestory mien a pret’azˇovanie funkci´ı,
pretozˇe by vznikalo mnoho konfliktov v tabul’ke symbolov, ale aj pri vy´pise funkcie by sa
mohli zhodovat’ na´zvy funkci´ı. Optima´lne riesˇenie je zkonkatenovat’ na´zov modulu, menny´
priestor s na´zvom funkcie resp. meto´dy pr´ıpadne pri pret’azˇen´ı funkcie pridat’ na koniec esˇte
pocˇ´ıtadlo. Tvar pri vy´pise by potom vyzeral: na´zov modulu + menny´ priestor + na´zov
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meto´dy + pocˇı´tadlo.
4.3 Porovnanie
Po predpracovan´ı, tokeniza´cii a analy´ze sˇtruktu´r pricha´dza na rad porovnanie, ktore´ pracuje
na mnozˇine funkci´ı, cˇo na´m umozˇn´ı odhalit’ plagia´torov na u´rovni funkci´ı.
Vezmime vsˇak do u´vahy pocˇet porovnan´ı. Keby bolo 100 projektov a kazˇdy´ by mal v
priemere 20 funkci´ı, tak mnozˇina vsˇetky´ch funkci´ı ma´ 2000 prvkov. Pocˇet porovnan´ı na
mnozˇine funkci´ı je 1 980 000. Ak by sme zohl’adnili fakt, zˇe funkcia oznacˇena´ za plagia´t
sa nemus´ı porovna´vat’, potom pocˇet porovnan´ı vy´razne klesne a je nepriamou´merny´ miere
plagia´torstva. Inak povedane´, keby vsˇetky funkcie boli vza´jomne´ plagia´ty, tak pocˇet porov-
nan´ı je 2 000. Dˇalej moˆzˇeme vylu´cˇit’ zo vza´jomne´ho porovnania funkcie nacha´dzaju´ce sa v
jednom projekte.
Porovnanie dvoch funkci´ı vykona´vaju´ dva testy. Sˇtatisticky´ test a Body test, ktory´ch
kombina´cia vy´sledkov rozhoduje o plagia´te funkcie, ktore´ su´ na´sledne zaradene´ do skup´ın
podl’a typu plagia´tu. Pri pozit´ıvnom na´leze si mus´ıme vytva´rat’ zoznam plagia´tov, aby
bolo mozˇne´ spa¨tne vyp´ısat’ skupiny plagia´torov, a za´rovenˇ oznacˇit’ funkcie pre vynechanie
z d’alˇsieho porovnania.
4.4 Sˇtatisticky´ test
Je to test zalozˇeny´ na pocˇ´ıtan´ı kl’´ucˇovy´ch prvkov jazyka a na´slednom pocˇ´ıtan´ı podobnosti.
Pri na´vrhu tohto testu som vycha´dzal z kapitoly o za´kladny´ch konsˇtrukcia´ch jazyka, ktora´
mi poskytla uceleny´ prehl’ad o za´kladny´ch a pritom sˇpecificky´ch znakoch algoritmu. V
analy´ze sˇtruktu´r sa pocˇ´ıtaju´ pocˇty:
• parametrov
• loka´lnych premenny´ch
• podmienok (if)
• cyklov (while, do, for)
• kl’´ucˇovy´ch slov
• priraden´ı (za´kladne´ + kombinovane´)
• aritmeticky´ch opera´ci´ı (+ - *)
• logicky´ch opera´ci´ı (&& ||)
• relacˇny´ch opera´ci´ı (< > >= <=)
• bitovy´ch opera´ci´ı (& | ^)
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• dynamicky´ch aloka´ci´ı pama¨te ( malloc, realoc, new)
• dealoka´cie pama¨te (free, delete)
• opera´torov sizeof
• indexa´ci´ı mimo deklara´ciu
• blokov
• bitovy´ch posunov (<< >>)
• konsˇta´nt
Vy´sledok porovnania sa pocˇ´ıta ako va´zˇeny´ priemer, pricˇom kazˇdy´ znak ma´ pridelenu´
svoju va´hu, ktoru´ je mozˇne´ menit’ pomocou konfiguracˇne´ho su´boru.
4.5
”
Body“ test
V doˆsledku tokeniza´cie sa vel’kost’ algoritmu znacˇne zmensˇila a pripravila sa poˆda pre test,
pri ktorom sa navza´jom porovna´vaju´ tokeny. Proble´mom vsˇak je urcˇenie miery podobnosti
dvoch sekvenci´ı tokenov. Najza´kladnejˇsou mierou podobnosti je urcˇenie rovnaky´ch tokenov
na rovnaky´ch poz´ıcia´ch, ktorej algoritmus by mohol vyzerat’ takto:
iMax=Max(strlen(s1), strlen(s2));
iMin=Min(strlen(s1), strlen(s2));
for(int i=0;i<iMax;i++) {
if(i==iMin)
break;
if(s1[i]==s2[i])
count++;
}
if(count>0)
return ((double)count/iMax);
return 0.0;
Dˇalˇsou meto´dou, ako zistit’ podobnost’ sekvenci´ı je urcˇenie Levenshtein-ovej vzdiale-
nosti, nazy´vanou tiezˇ editacˇna´ vzdialenost’, ktorej vy´sledok je minima´lny pocˇet opera´ci´ı
potrebny´ch na transformovanie jedne´ho ret’azca na druhy´, kde opera´cie su´ vkladanie, vy-
mazanie alebo nahradenie jedne´ho znaku. Napr´ıklad Levenshtein-ova´ vzdialenost’ medzi
”kitten“ and ”sitting“ je 3. Body test vsˇak na urcˇenie podobnosti pouzˇ´ıva princ´ıp Naj-
dlhsˇej spolocˇnej podpostupnosti Longest common subsequence. Pre pochopenie princ´ıpu
implementa´cie tohto algoritmu je potrebne´ uviest’ problematiku dynamicke´ho programova-
nia.
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4.5.1 Dynamicke´ programovanie
Tento termı´n bol po prvy´ kra´t pouzˇity´ v 40. rokoch Richardom Bellmanom na pop´ısanie
procesu riesˇenia proble´mov, kde je potreba na´jst’ najlepsˇiu sekvenciu rozhodnut´ı.[8] Neskoˆr
v 50. rokoch bol tento termı´n predefinovany´. Dynamicke´ programovanie riesˇi proble´my
kombinovan´ım riesˇen´ı podproble´mov. Nie je to programovanie ako tvorba pocˇ´ıtacˇove´ho
ko´du, ale skoˆr implementa´cia algoritmu tabul’kovou meto´dou. Pouzˇ´ıva sa pre riesˇenie
rekurz´ıvnych proble´mov nerekurz´ıvne, to znamena´, zˇe kazˇdy´ proble´m vyriesˇi iba raz a
vy´sledok ulozˇ´ı do tabul’ky, cˇo zabranˇuje znovu pocˇ´ıtaniu proble´mov. Dynamicke´ programo-
vanie je va¨cˇsˇinou aplikovane´ na optimalizacˇne´ proble´my, inak povedane´ na proble´my, ktore´
maju´ vel’a mozˇny´ch riesˇen´ı.
Vy´voj algoritmov pomocou dynamicke´ho programovania moˆzˇeme rozcˇlenit’ na tri cˇasti:
• Charakteristika sˇtruktu´ry optima´lneho riesˇenia
• Rekurz´ıvne definovat’ optima´lne riesˇenie, rozdelit’ proble´my na podprobe´my s optima´lnym
riesˇen´ım
• Pouzˇit’ optima´lne riesˇenia podproble´mov k zostaveniu optima´lne riesˇenia proble´mu
Moˆzˇeme teda povedat’, zˇe proble´m pozosta´va z podproble´mov, ktore´ sa navza´jom pre-
kry´vaju´. Napr´ıklad pre vy´pocˇet Fibonacciho postupnosti pouzˇ´ıvame tento rekurz´ıvny algo-
ritmus:
function fib(n)
if n = 0
return 0
else if n = 1
return 1
return fib(n - 1) + fib(n - 2)
Vy´pocˇet fib(4) moˆzˇeme rozlozˇit’ takto:
1. fib(4)
2. fib(3)+fib(2)
3. (fib(2)+fib(1))+(fib(1)+fib(0))
4. ((fib(1)+fib(0))+fib(1))+(fib(1)+fib(0))
Ako moˆzˇeme vidiet’ niektore´ podproble´my napr. fib(2) su´ pocˇ´ıtane´ viac kra´t, cˇo v ko-
necˇnom doˆsledku vedie k exponencia´lnemu cˇasu riesˇenia. V tomto pr´ıpade moˆzˇeme pouzˇit’
pole, kde budeme ukladat’ vsˇetky cˇ´ısla, ktore´ sme vypocˇ´ıtali. Funkcia bude na vy´pocˇet po-
trebovat’ Θ(n) cˇas namiesto exponencia´lneho. Ta´to technika pre ukladanie uzˇ vypocˇ´ıtany´ch
podproble´mov sa nazy´va memoization. Nerekurz´ıvny algoritmus pomocou dynamicke´ho
programovania:
20
int fib(int n) {
int a[n];
a[0]=1;
a[1]=1;
for(int i=2;i<n;i++) {
a[i]=a[i-1]+a[i-2];
}
return a[n-1];
}
4.5.2 Najdlhsˇia spolocˇna´ podpostupnost’
Ma´me postupnost’ X a Y . K vyriesˇeniu proble´mu najdlhsˇej spolocˇnej podpostupnosti
(Longest common subsequence) by sme potrebovali vypocˇ´ıtat’ vsˇetky podpostupnosti X
a porovnat’ ich s podpostupnost’ami Y . Ak postupnost’ X ma´ 1..n prvkov, tak obsa-
huje 2n podpostupnost´ı. V konecˇnom doˆsledku potrebujeme na vy´pocˇet exponencia´lny
cˇas. Dynamicke´ programovanie ponu´ka vhodnu´ alternat´ıvu na riesˇenie tohto proble´mu
pricˇom ma´ zlozˇitost’ Θ(mn). Proble´m najdlhsˇej spolocˇnej podpostupnosti ma´ optima´lne
riesˇenie, kde podproble´m koresˇponduje s pa´rmi prefixov dvoch sekvenci´ı. Ma´me postup-
nost’ X = {x1, x2, . . . , xn} a definujeme i−ty´ prefix postupnosti X, pre i = {1, 2, . . . , n} ako
Xi = {x1, x2, . . . , xi}.1
Optima´lnu sˇtruktu´ru vyjadruje teore´m2, prevzaty´ z knihy ”Introduction to Algorithms“[9]:
NechX = {x1, x2, . . . , xn} a Y = {y1, y2, . . . , ym} su´ postupnosti a nech Z = {z1, z2, . . . , zk}
je nejaka´ najdlhsˇia spolocˇna´ podpostupnost’ postupnost´ı X a Y .
• Ked’ xn = ym, potom zk = xn = ym a Zk−1 je najva¨cˇsˇia spolocˇna´ postupnost’ Xn−1 a
Ym−1
• Ked’ xn 6= ym, potom zk 6= xn z toho vyply´va, zˇe Z je najva¨cˇsˇia spolocˇna´ postupnost’
Xm−1 a Y
• Ked’ xn 6= ym, potom zk 6= ym z toho vyply´va, zˇe Z je najva¨cˇsˇia spolocˇna´ postupnost’
X a Ym−1
Nech c[i, j] je d´lzˇka najdlhsˇej spolocˇnej podpostupnosti postupnost´ıX a Y potom optima´lne
riesˇenie vyjadruje rekurz´ıvny za´pis:
c[i, j] =

0 ked’ i = 0 alebo j = 0,
c[i− 1, j − 1] + 1 ked’ i, j > 0 a xi = yj ,
max(c[i, j − 1], c[i− 1, j]) ked’ i, j > 0 a xi 6= yj .
Z ktore´ho je jednoduche´ navrhnu´t’ algoritmus pomocou dynamicke´ho programovania:
1x0 je pra´zdna postupnost’
2doˆkaz teore´mu je uvedeny´ v literatu´re
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double LCS_length (const char* x, const char *y) {
unsigned m=strlen(x);
unsigned n=strlen(y);
if(m==0||n==0)
return 0.0;
unsigned i, j;
int** C=alloc_matrix(m+1, n+1);
for(i=1;i<=m;i++)
C[i][0]=0;
for(j=0;j<=n;j++)
C[0][j]=0;
for(i=1;i<=m;i++) {
for(j=1;j<=n;j++)
if(x[i-1]==y[j-1])
C[i][j]=C[i-1][j-1]+1;
else
C[i][j]=Max(C[i][j-1], C[i-1][j]);
}
int ret=C[m][n];
free_matrix(C, m);
return (double)ret;
}
Algoritmus alokuje maticu o vel’kosti m×n, cˇo je pre porovnanie plagia´tov nepr´ıpustne´.
Matica taky´ch rozmerov slu´zˇi len na spa¨tny´ vy´pis podpostupnosti a pre vy´pocˇet podobnosti
potrebujeme poznat’ len d´lzˇku podpostupnosti a d´lzˇku najdlhsˇej sekvencie. Po optimaliza´cii
algoritmus alokuje len maticu 2× n, cˇo je pr´ıpustne´ pre porovnanie.
4.6 Obnovenie porovna´vania pri pa´de aplika´cie
Odhal’ovanie plagia´tov spotrebuje vel’a procesorove´ho cˇasu, pri rozsiahlych pra´cach aj nie-
kol’ko hod´ın, na porovnanie jednotlivy´ch pra´c. Vel’mi nepr´ıjemny´m zisten´ım moˆzˇe byt’, zˇe
sa aplika´cia nepla´novane ukoncˇila. Zva¨cˇsˇa sa to sta´va na serveroch, kde je obmedzeny´ pro-
cesorovy´ cˇas. Pra´ve preto som navrhol spoˆsob, aky´m je mozˇne´ pokracˇovat’ v porovna´van´ı
po skoncˇen´ı aplika´cie.
Prvy´m krokom bolo ulozˇit’ informa´cie, ktore´ sa vytvorili pri tvorbe porovna´vacej sˇtruktu´ry.
Neskoˆr samotne´ porovnanie si uklada´ uzˇ porovnane´ pra´ce do su´borov. Vycha´dzal som z
princ´ıpu porovna´vania v cˇasti 4.3, kde sa vezme funkcia prvej pra´ce a porovna´ sa so vsˇetky´mi
neporovnany´mi pra´cami. Ak sa na´jde podobnost’ funkci´ı ulozˇia sa medzi vy´sledky druhej
funkcie do su´boru. Vy´sledky prvej funkcie, rozdelenie plagia´tov do skup´ın a cˇ´ıslo poslednej
porovnanej pra´ce sa ulozˇia azˇ po skoncˇen´ı porovnania projektu. Pri obnove porovnania sa
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zacˇne porovna´vat’ od poslednej u´plne porovnanej pra´ce, cˇ´ım sa program dostane do stavu
pred svojim nepla´novany´m ukoncˇen´ım.
Kazˇdy´ projekt ma´ svoj vlastny´ su´bor s porovna´vacou sˇtruktu´rou. Skupiny plagia´tov
spolu s indexom poslednej porovnanej pra´ce su´ ukladane´ do samostatne´ho su´boru. Ty´mto
sa zabra´nilo ukladaniu vel’ke´ho mnozˇstva informa´ci´ı a zry´chlilo sa porovnanie.
4.7 Vy´pis vy´sledkov
S ohl’adom na prehl’adnost’ som navrhol sˇtruktu´rovany´ vy´pis vy´sledkov, ktory´ poskytuje
informa´cie potrebne´ k doka´zaniu plagia´torstva.
Ak sa v danej pra´ci nacha´dza asponˇ jedna funkcia, povazˇovana´ za plagia´t, tak sa pra´ca
vyp´ıˇse do su´boru !plagiator.txt, kde spolu s loginom sˇtudenta sa vyp´ıˇse aj zoznam skup´ın
plagia´torov. Kazˇda´ skupina obsahuje funkcie vel’mi podobne´. Potom nasleduje podrobny´
vy´pis jednotlivy´ch skup´ın, ktory´ obsahuje na´zov funkcie, vy´sledky testov v percenta´ch a
na´zov modulu s cˇ´ıslami riadkov, kde sa dana´ funkcia nacha´dza. Pra´ce, neobsahuju´ce ani
jednu funkciu oznacˇenu´ za plagia´t, sa vypisuju´ do su´boru !nonplagiator.txt. Pr´ıklad
!plagiator.txt:
xlogin06 - PLAGIATOR!
------------------------
LPG: 1 choice()
LPG: 1 error()
xlogin00 - PLAGIATOR!
------------------------
LPG: 1 vyber()
LPG: 2 error()
ID: 1 Login Function BASE BODY LINE
---------------------------------------------------------------------------
-> xlogin06 choice server.c(173 - 224)
xlogin00 vyber 91% 100% tcpserver.c(63 - 123)
ID: 2 Login Function BASE BODY LINE
---------------------------------------------------------------------------
-> xlogin06 error error.c(8 - 16)
xlogin00 error 100% 100% error.c(8 - 16)
Pr´ıklad !nonplagiator.txt:
xlogin05 - OK
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Kapitola 5
Vy´sledky a zhodnotenie pra´ce
5.1 Testovanie a sˇtatistiky
Aplika´cia bola testovana´ na projektoch z Forma´lnych jazykov a prekladacˇov (IFJ) a zo
Za´kladov programovania (IZP). Vsˇetky testy prebiehali na operacˇnom syste´me FreeBSD
7.0 s konfigura´ciou Intel Centrino 1,73 GHz a 1GB ram. Pre u´plnu´ prenositel’nost’ bola
aplika´cia vysku´sˇana´ aj na serveroch eva (FreeBSD 6.3) a merlin (CentOS 64bit Linux).
Pomocou na´stroja valgrind boli odstra´nene´ vsˇetky proble´my s dynamickou pama¨t’ou.
5.1.1 IZP
Predmet Za´klady programovania ponu´ka vhodne´ projekty na otestovanie aplika´cie. Pred-
met sa vyucˇuje v prvom rocˇn´ıku, sˇtudenti nie su´ sku´sen´ı a cˇasto kop´ıruju´ svoje pra´ce.
Projekty su´ kra´tke a jednoduche´. Testoval som na nich roˆzne u´rovne pr´ısnosti a pozoroval
kol’ko sa odhalilo plagia´torov.
Tabul’ka 5.1 ukazuje kol’ko, ktora´ cˇast’ porovna´vania trva´. Moˆzˇeme tiezˇ pozorovat’ roz-
diel medzi pocˇtom porovnan´ı, kedy by sa porovna´vali uzˇ porovnane´ funkcie, a pocˇtom
skutocˇny´ch porovnan´ı. Pra´ve graf 5.1 ukazuje priebeh pocˇtu porovnania, kde je dobre vi-
diet’ ako pocˇet porovnan´ı klesa´ v za´vislosti na pocˇte porovnany´ch pra´c. Vy´kyvy poukazuju´
na to, ako sa men´ı pocˇet porovnan´ı pri jednotlivy´ch projektoch. V pr´ıpade, zˇe v projekte
boli vsˇetky funkcie oznacˇene´ ako plagia´t, tak pocˇet porovnan´ı je nula a naopak.
Testy prebehli na roˆznych u´rovniach pr´ısnosti, postupne 80%, 85%, 90%, 95% a 99%,
po porovnan´ı sa odstra´nili loka´lne skupiny plagia´torov obsahuju´ce okop´ırovane´ funckie z
kostry prve´ho projektu. Pocˇet plagia´torov hned’ po porovnan´ı a po na´slednom rucˇnom
odstra´nen´ı loka´lnych skup´ın zobrazuje graf 5.2. Po na´matkovom rucˇnom porovnan´ı toho,
cˇo nasˇla aplika´cia, zist’ujem, zˇe aplika´cia nasˇla podobnost’ spra´vne. O tom, cˇi sa skutocˇne
jedna´ o plagia´t alebo nie, mus´ı rozhodnu´t’ kompetentna´ osoba.
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Cˇas [s] [%]
Preprocesor 0,13 0,02
Tvorba porov. sˇtruktu´ry 9,41 1,46
Porovanie (Base + Body) 635,18 (22,24 + 567,62) 98,52
Spolu 644,71 (11 min) 100
Teoreticky´ pocˇet porovnan´ı: 6 450 927
Rea´lny pocˇet porovnan´ı: 5 785 840
Tabul’ka 5.1: Porovnanie IZP, base: 80% a body: 80%
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Obra´zok 5.1: Graf priebehu pocˇtu porovnan´ı pri IZP(80%,80%)
5.1.2 IFJ
Projekty z IFJ su´ vel’mi rozsiahle, va¨cˇsˇina sa pohybuje okolo 5000 riadkov. Na´jdenie pla-
gia´tora v ty´chto projektoch je takmer nemozˇne´, pretozˇe funkcie implementuju´ konecˇny´ au-
tomat, cˇo znamena´ funkciu aj na tis´ıc riadkov. Nasˇli sa zhody napr´ıklad pri implementa´cii
za´sobn´ıka, linea´rneho zoznamu, hash tabul’ky a pri algoritmoch triedenia. Projekty vel’mi
dobre poslu´zˇili na odstra´nenie chy´b pri tvorbe porovna´vac´ıch sˇtruktu´r.
5.2 Rozsˇ´ırenia do budu´cnosti
Aplika´cia je implementovana´ tak, aby bola l’ahko rozsˇ´ıritel’na´. Do budu´cna by som navrhoval
tieto rozsˇ´ırenia:
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Obra´zok 5.2: Graf pocˇtu plagia´torov na roˆznych u´rovniach pr´ısnosti
• Tvorba porovna´vac´ıch sˇtruktu´r by mohla byt’ zalozˇena´ na gramatike jazyka C/C++,
cˇo by umozˇnˇovalo spracovat’ vsˇetky dostupne´ konsˇtrukcie ty´chto jazykov. Pre spra-
covanie gramat´ık by bolo vhodne´ pouzˇit’ na´stroje lex a yacc.
• Paralelizovat’ algoritmus porovna´vania
• Sˇtatisticky urcˇit’ mieru celkove´ho plagia´torstva, napr´ıklad pomocou prieniku
• Navrhnu´t’ vhodne´ uzˇ´ıvatel’ske´ rozhranie
• Ukladat’ vy´sledky aj porovna´vacie sˇtruktu´ry do databa´zy a navrhnu´t’ informacˇny´
syste´m pre spracovanie plagia´tov
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Kapitola 6
Za´ver
Ciel’om bakala´rskej pra´ce bolo navrhnu´t’ spoˆsob, aky´m odhalit’ plagia´torov v programovom
ko´de. Bolo treba prekonat’ mnoho preka´zˇok, no napriek tomu moˆzˇem povedat’, zˇe ciel’
sa podarilo splnit’. Detekcia vsˇak nie je stopercentna´, ale pomocou mozˇny´ch vylepsˇen´ı je
mozˇne´ v budu´cnosti sa k tejto hranici asponˇ pribl´ızˇit’.
Po podrobnej analy´ze konsˇtrukci´ı jazykov C a C++ som navrhol syste´m odhal’ovania pla-
gia´tov na za´klade dvoch testov, ktore´ spolu tvoria porovna´vacie jadro syste´mu. Sˇtatisticky´
test sa vyhodnocuje va´zˇeny´m priemerom a ”Body“ test je zalozˇeny´ na hl
’adan´ı najdlhsˇej
spolocˇnej podpostupnosti. Pred samotny´m porovnan´ım bolo potrebne´ zdrojovy´ ko´d pripra-
vit’ pomocou preprocesora, lexika´lnej analy´zy a tvorby porovna´vacej sˇtruktu´ry. Tokeniza´cia
razantne zmensˇila vel’kost’ ko´du, cˇo prispelo k ury´chleniu porovnania.
V konecˇnom doˆsledku, aj ked’ bola vykonana´ automaticka´ detekcia plagia´tov, sta´le je po-
trebny´ za´sah cˇloveka k doka´zaniu viny, cˇi vyneseniu posledne´ho verdiktu nad plagia´torom.
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Pr´ılohy
Manua´lova´ stra´nka programu
NA´ZOV
sim-code — detekcia plagia´tov v programovom ko´de
POUZˇITIE
sim-code -dir [adr] [mozˇnosti]
POPIS
Program sim-code detekuje plagia´ty v programovom ko´de. Projekty sa nacha´dzaju´ v
adresa´ri adr, kazˇdy´ projekt ma´ svoj adresa´r, podl’a svojho loginu, so zdrojovy´mi textami.
Vy´stupom su´ su´bory !plagiator.txt a !nonplagiator.txt.
MOZˇNOSTI
• -dir adresa´r
Adresa´r s projektmi.
• -recovery
Obnova aplika´cie pri jej nepla´novanom ukoncˇen´ı.
• -deleteG skupiny
Vymazˇe vsˇetky loka´lne skupiny plagia´torov. Cˇ´ısla skup´ın v u´vodzovka´ch oddelene´
medzerou. (max. 32 skup´ın)
• -cppmode
Prepne porovna´vanie na jazyk C++
• -h, –help
Vy´p´ıˇse na´povedu.
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PRI´KLAD POUZˇITIA
sim-code -dir ./test
sim-code -dir ./test -cppmode
sim-code -dir ./test -recovery
sim-code -dir ./test -deleteG "1 2 3"
sim-code --help
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