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EXTENDED ABSTRACT
Computer based music generation (synthesis) has a rich history
spanning several decades [1]. Current music evolution methods are
interactive (periodic user evaluation to drive evolutionary selection),
or otherwise feature-based where specific musical feature metrics
are incorporated into the fitness function for synthesized music
evaluation and selection [2]. In the former case, various musical
styles and compositions have been evolved to suit user preferences,
though evolved composition diversity and complexity are limited
by user fatigue and the fitness function (for example, what musical
features the user evaluates). In the latter case, evolved music diver-
sity and complexity is similarly limited by fitness function metrics.
Thus, metrics conforming to specific musical styles or genres will
only result in the artificial evolution of musical compositions that
resemble such styles or genres [1], [2].
This research aims to develop evolutionary methods that auto-
mate the synthesis of a diverse range of complex consonant digital
music with minimal user interaction. The key notion is that such
music evolution is mainly directed by physiological feedback from
the user’s parasympathetic responses to evolving music.
Methods and Experiments
Digital music was synthesized using an NSGA-II Multi-Objective
Evolutionary Algorithm with non-dominated sorting and crowding
distance [7] based on Evolutionary L-System [10] (Multi-Evol-S).
Multi-Evol-S was initialized with a population of random rule-sets
(genotypes) encoding (50) musical pieces. Such generated musical
pieces were short (10 second) electronic (synth-pop) melodies. Each
piece comprised five musical features: musical scales, pitch register,
tempo, articulation, and instruments [6]. Each musical feature was
in the range: [0, 1], 0 indicating the feature was off (no sound for
the given feature) and 1 the maximum value.
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Experiments ran Multi-Evol-S for (N=50) generations. Music
piece (parent) selection was driven by a multi-objective fitness
function using multiple subjective and objective metrics.
Objective metrics were four participant physiological readings
recorded in response to each musical piece. These readings were:
average time between heartbeats (IBI: Inter-Beat Intervals), Rhyth-
mic Sinus Arrythmia (RSA), Heart Rate (HR) and Respiration Rate
(RR). Electrodes connected to the Vrije Universiteit Ambulatory Mea-
surement System (VU-AMS) [8] and to the user monitored these
physiological metrics (figure 1). Metric values were normalized to
the range: [0, 1], where 0 was no reading and 1 the maximum value.
Measurements were taken per millisecond and averages calculated
over 30 seconds (musical piece duration).
The subjective component of music evaluation was perception
self-assessment by each user. That is, rating (on a 10-point scale)
their own valence and arousal (emotional) [6] response to each
musical piece. For valence, extremes were from negative to positive
and for arousal from calm to excited. That is, valence measured the
user’s positive versus negative reaction to the music stimulus and
arousal measured any agitation. Thus this self-assessment indicated
the user’s own emotional response to evolving music.
A multi-objective fitness function (F ) was used where objective
physiological values: (IBI , RSA, HR, RR), were multiplied by the
user perception self-assessment factor, and F values normalized to
succinctly indicate overall user responses. A value close to 1.0 in-
dicated a strong positive response (in terms of valence, arousal
or physiological response or some combination of these metrics).
Whereas, F close 0.0 indicated a strong overall negative response.
One generation of Multi-Evol-S evaluated the population of (50)
musical pieces. A generation was completed when a participant
had listened to 50 separate musical pieces, with 10 second intervals
between each music piece, and all music pieces were assigned a
score vector (multi-objective fitness). After each generation, special-
ized genetic crossover and mutation operators [5] were applied to
the population’s fittest 20% and child L-system rules (music pieces)
replaced the least fit 20%. These operators were selected to enable
sufficient genetic (and thus musical) diversity in the population.
The execution of (N=50) generations constituted one experiment
with the Multi-Evol-S music evolution process.
For statistical integrity and to mitigate user and environmental
bias [4], experiments were replicated 10 times for each of 20 users.
Thus, 50 independent experiment sets were conducted, where over-
all evolved music evaluation (fitness) was measured as averages
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Figure 1: Left-Center: Several electrodes attached to the Vrije Universiteit Ambulatory Measurement System (VU-AMS) mea-
sured user physiological responses such as heart and respiration rate. Right: Diagram of emotional responses to musical stim-
uli graphed on axes of arousal and valence. For example, music resulting in emotional responses such as stress or nervousness
were indicative of users with low valence but high arousal.
taken over all 10 replications of each experiment and over all 50 ex-
periment sets (that is, for all the 20 users). To facilitate an analysis of
evolved music, averages (per experiment and overall) of subjective
and objective metrics (composing total fitness), versus correspond-
ing variations in music feature ranges were also recorded.
To effectively evaluate whether physiological feedback (indica-
tive of emotional reactions to musical stimuli) is an effective means
to direct digital music evolution, we also conducted a set of con-
trol experiments with the same group of 20 users. These control
experiments did not use physiological feedback to direct music
evolution over subsequent trials, though to mitigate bias users were
unaware of this. Rather, each control experiment consisted of only
(10) randomly generated musical pieces (thus, no music evolution)
and physiological and self-assessment readings were recorded as
per usual. For consistency with the evolution experiments each
control experiment was also replicated 10 times per user.
Preliminary results indicated that the given physiological metrics
(in combination with the perception self-assessment metric) were
suitable as synthesizedmusic evaluationmetrics to effectively direct
the evolutionary synthesis of music such that the user’s own emo-
tional and physiological responses regulated the nature (defined by
the given musical features) of evolving music. Thus for example, if
the synthesized music resulted in increased user IBI, RSA, HR or
RR, and the user did not have adverse emotional reactions to such
physiological (parasympathetic) reactions, selection in the next
generation would be music pieces with similar music feature values.
That is, similar sounding music pieces evoking similar emotional
and physiological responses were produced.
The multi-objective fitness function (evaluating music pieces)
weighted the multiple physiological metrics by user perception self-
assessment corresponding to the strength of valence and arousal re-
sponses, meaning music piece evolution was directed by each user’s
emotional reaction to their own physiological responses. Hence
music evoking strong positive or negative valence and arousal re-
sponses (and elevated physiological readings) enticed users to direct
music composition evolution to synthesize music pieces that rein-
forced positive emotional reactions. Overall results (for all users
and experiments) indicated that, on average, user reactions enabled
the efficient evolution (within 10 generations) of a diverse range
(in terms of musical feature values) of consonant music pieces that
were tailored to individual user music tastes.
These results support hypotheses from related work postulat-
ing strong correlations between perceived emotions (valence and
arousal in this study) and specific musical features such as tempo,
pitch and rhythm [9], [3]. However, ongoing work is investigating
purely objective based fitness functions (using parasympathetic
feedback) for music evolution, where the end goal is automated
music synthesis to suit one’s mood and emotions.
REFERENCES
[1] R. de Mantaras and J. Arcos. AI and Music: From Composition to Expressive
Performance. AI Magazine, 23(3):43–58, 2002.
[2] A. Gartland-Jones and P. Copley. The Suitability of Genetic Algorithms for
Musical Composition. Contemporary Music Review, 23(3):43–55, 2003.
[3] P. Gomez and B. Danuser. Relationships between Musical Structure and Psycho-
physiological Measures of Emotions. Emotion, 7(2):377–387, 2007.
[4] A. Jadad and M. Enkin. Randomized Controlled Trials: Questions, Answers and
Musings (Second Edition). Blackwell Publishing, Oxford, UK, 2007.
[5] B. Lourenco, J. Ralha, and M. Brandao. L-Systems, Scores, and Evolutionary
Techniques. In Proceedings of the 6th Sound and Music Computing Conference,
pages 113–118, Porto, Portugal, 2009. SMC.
[6] A. Oliveira and A. Cardoso. Automatic Manipulation of Music to Express Desired
Emotions. In Proceedings of the Sound and Music Computing Conference, pages
265–270, Porto, Portugal, 2009.
[7] N. Srinivas and K. Deb. Multi-Objective Optimization using Non-dominated
Sorting in Genetic Algorithms. Evolutionary computation, 2(3):221–248, 1994.
[8] R. van Lien, J. denHartog, and E. de Geus. Data Analysis andManagement Software
(DAMS) for the Vrije Universiteit Ambulatory Monitoring System (VU-AMS). Vrije
Universiteit, Amsterdam, Netherlands, 2015.
[9] D. Vastfjall. A Review of the Musical Mood Induction Procedure. Musicae
Scientiae, Special Issue:173–211, 2002.
[10] P. Worth and S. Stepney. Growing Music: Musical Interpretations of L-Systems.
In Proceedings of the Workshops on Applications of Evolutionary Computation,
pages 545–550, Berlin, Germany, 1986. Springer.
