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The scanning electron microscope (SEM) has unique capa-
bilities for high resolution examination of surface structure 
and composition. Due to the resolution limits of optical in-
spection techniques, the semiconductor manufacturing indus-
try has become a rapidly expanding field for SEM 
applications. As microcircuit groundrules (minimum feature 
sizes) continue to shrink below one micrometer non-optical 
measurement methods such as scanning electron microscopy must 
play an increasingly important role in the inspection of 
semiconductor device structures at various stages during 
their fabrication [1,2]. The measurement of structure di-
mensions such as circuit linewidths (or the spaces between 
lines) [3] and the measurement of circuit overlay [4] re-
quires a minimum resolution of better than 1/10 groundrule 
dimensions. In fact, many manufacturing line managers state 
their resolution requirement as less than 1/20 groundrule 
dimensions, particularly during the development of a new 
process. Similarly, it is now apparent from device failure 
analysis that defects as small as 1/10 groundrule dimensions 
must also be detected and measured. The problem of develop-
ing new, reliable measurement techniques is rapidly becoming 
acute with groundrules decreasing by a factor of two roughly 
every four years. 
Scanning electron microscopy is presently the clear leader 
in this burgeoning field. Simply put, it involves rastering 
a tightly focused beam of electrons over a target while si-
multaneously detecting electrons that escape from the target 
surface. The detected electrons fall into two general cate-
gories: 1) backscatter electrons, including scattered primary 
beam electrons and target material deep core electronic 
transition (Auger) electrons; and 2) secondary electrons 
produced from the target material by primary and backscatter 
electron excitations [5]. In practice, the situation is 
complicated by detectable electrons of both types that do not 
originate from the sample [6,7]. 
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In order to avoid electron beam damage and substrate 
charging effects, semiconductor applications emphasize low 
voltage electron beam technology. However, there are inher-
ent and heretofore unresolved limitations in the ability of 
the SEM to make accurate and, to a lesser degree, precise 
measurements. One key difficulty is the lack of detailed 
understanding of how low energy electrons (s 1 keV) interact 
with the low atomic number constituents in materials typi-
cally used to fabricate semiconductor devices. A related 
problem lies in interpreting the detected electron signal. 
In addition, there are many engineering challenges to con-
structing high speed, high throughput SEMs which have the 
requisite reliability, integrity, and utility to fill the 
industry's needs [8,9]. 
SCANNING ELECTRON MICROSCOPY AS A MEASUREMENT TECHNIQUE 
The advantages of the SEM are clear. Its principle at-
traction is the ability to create a very small probe spot size 
that potentially allows for very high resolution measure-
ments. Presently, specialized ultrahigh resolution SEMs can 
produce a probe diameter of less than 10 A at beam acceler-
ating voltages in the few 10s of keVs, while most SEMs can 
routinely achieve 20 - 30 A in that voltage range. At low 
beam voltages (~ 1 keV) a number of commercially available 
systems [10] claim resolution of 150 - 250 A or better. 
Another important feature is the high precision potentially 
attainable with the SEM. Inspection SEMs are capable of 3-0 
reproducibilities of approximately 100 A and it is antic-
ipated that with improved inspection technologies and tech-
niques this number can be reduced by nearly an order of 
magnitude. A third major advantage is the versatility of the 
SEM. A wide variety of materials of various sizes and shapes 
may be examined using electron beams with the added benefit 
over conventional optical techniques of a greatly increased 
depth of field. It is even possible to examine objects with-
out placing them in an evacuated chamber [11]. A final ad-
vantage over other high resolution measurement/inspection 
techniques is that in most cases direct two-dimensional dis-
plays of the measured electron signal intensities~. beam 
position can be interpreted visually. This simplifies the 
SEM operator's task, though direct visual interpretation can 
be misleading without a clear understanding of the origin of 
the SEM signal. Note that these potentially attractive fea-
tures of the SEM depend critically on the ability of the SEM 
operator to use proper techniques and procedures. 
But while the SEM has many attractive features, disadvan-
tages and limitations must be considered. Of greatest concern 
from the perspective of this paper is the inherent limit on 
the accuracy of SEM measurements due to the problem of 
understanding the origin and nature of the SEM signal 
[9,12,13]. Since the probe beam electrons actually penetrate 
into the target and travel some distance, the detected 
electrons do not always originate from the point of initial 
beam penetration. Backscatter electrons may even escape the 
target and strike other objects or the inside of the micro-
scope chamber (generating more secondary electrons) before 
being detected. Because of increased signal counts, detection 
of secondary electrons is ordinarily attempted (though some 
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backscatter electrons generally are inadvertantly detected 
as well). Since detectable secondaries can be generated and 
escape anywhere a primary or backscatter electron approaches 
a surface, the uncertainty in their origin is no less than 
for the case of backscatter electrons. To make matters worse, 
the travel range of secondar¥ electrons in insulating mate-
rials can be as much as 500 A [14]. The problem posed by 
electron travel is particularly troublesome when attempting 
to measure accurately feature edge locations because of edge 
penetration effects. This occurs when high energy primary 
electrons that enter through the top surface of a structure 
escape by penetrating through its side. The result is both a 
pronounced increase in the secondary electron signal inten-
sity and a decrease in the backscatter signal intensity which 
obfuscates the true edge location [9,15]. Interestingly~ it 
is this edge penetration effect that creates the illusion of 
illumination that helps make SEM secondary electron micro-
graphs visually easy to interpret. 
ProQably the most widely recognized problem in examining 
semiconductors is potential damage to the product caused by 
exposure to the electron beam. Critical electrical or radi-
ation damage such as dielectric breakdown and threshold 
shifts may occur when inspecting devices at certain process 
levels [16,17]. These effects may be related to the deep 
layer residual charge left by the injection of high energy 
primary electrons or the shallow layer charge depletion 
caused by secondary electron emission [18,19] as well as the 
creation of electron traps and fast surface states 
[19,20,21]. Frequently, these types of damage can be annealed 
out during subsequent process steps [22,23,24]. Though such 
charging effects can seriously affect SEM images by deflect-
ing the probe beam and disturbing the signal electrons 
[25,26,27], they can ordinarily be avoided by selecting beam 
voltages judiciously. Chemical and mechanical damage created 
by the high velocity probe electrons can cause photoresist 
exposure and/or shrinkage or expansion [28]. This problem is 
ordinarily exacerbated at high electron beam accelerating 
voltages, while at low voltages electron beam heating is a 
concern (roughly 75% of incident electron energy goes di-
rectly into heating). At a constant current, heating of re-
sist results in greater local temperature rises as the beam 
energy is lowered since the beam interaction volume is de-
creased. The maximum local temperature rise in resist using 
a 1 keV beam can be several hundred degrees centigrade when 
employing probe currents in the nanoampere range [29,30,31], 
though typical probe currents are at least an order of mag-
nitude less than this. The SEM can also be a significant 
source of product contamination, both by adding particles and 
by organic film deposition. 
The complexity of the tool is another limiting consider-
ation; proper use of an SEM requires significant operator 
training and experience. To address this problem SEM man-
ufacturers are developing automatic and computer control of 
new generation SEMs. Other concerns are the vacuum require-
ments usually encountered, as well as the limited inspection 
speed of the SEM. A final disadvantage to be considered is 
its environmental sensitivity. At low voltages in particular, 
it must be carefully isolated from mechanical and acoustic 
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vibrations as well as stray electromagnetic fields. Typical 
low voltage tools require that vibrations be kept under a few 
micrometers (at 5 Hz) and magnetic fields under a milliGauss 
to achieve 100 - 200 A resolution. However, some of the new 
tools on the market have significantly reduced their sensi-
tivity to external perturbations. 
The confocal laser microscope has recently gained much 
attention as a proposed alternative to the SEM for semicon-
ductor measurements. The confocal laser microscope has meas-
urement reproducibility and depth of focus comparable to the 
SEM, while it has definite advantages in its nondestructive 
nature and environmental insensitivity, and to a lesser de-
gree, ease of use, and speed. Its major shortcomings are that 
its minimum probe spot size is at least an order of magnitude 
larger in diameter than that of the SEM, and it is not pos-
sible to interpret the acquired information without a priori 
knowledge of the features being examined. In measuring 
photoresist structures it has been found that results depend 
strongly on the thickness of the surface and underlying lay-
ers, the size of the measured feature and its proximity to 
other features, and the shape of the feature [32]. As a re-
sult, it is necessary to create extensive lookup tables of 
correlated SEM information in order to achieve an acceptable 
level of accuracy. The net result is that it is necessary 
to know the structure of the inspected object before it can 
be measured. Additionally, it may be necessary to employ 
different laser wavelengths to examine different materials. 
CRITICAL-DIMENSION MEASUREMENTS WITH THE SEM 
A variety of useful dimensional measurements can be made 
with the inspection SEM. Critical-dimension measurements of 
semiconductors and measurements of structures with critical 
tolerances both generally require high precision and high 
accuracy. Most measurements can be roughly broken down into 
two categories: 1) pitch (or displacement) measurements; and 
2) width (or space) measurements. For the purposes of this 
discussion, SEM image inspection and analysis--the major 
field of application for SEM measurements of semiconductors-
-is included in the first category. Pitch measurements do 
not require as sophisticated an understanding of the 
beam/target interaction and signal generation mechanisms as 
do structure-width critical-dimension measurements. One 
reason for this is that pitch measurement errors due to in-
accurate determination of feature edges may be cancelled out 
if the measurements are sufficiently precise (reproduceable) 
and the structure features and profiles are translationally 
symmetrical. This can often be the case when features within 
an acquired image are compared to other nominally identical 
features within the same image or to a golden rule image ac-
quired under the same conditions. As intended by this clas-
sification, it is the second category, the accurate SEM 
measurements of structure widths, that poses a key problem 
in SEM measurement physics and technology due to the problem 
of defining true edge location as described below. 
For critical-dimension measurements to be reliable, it is 
necessary to know the electron beam position as a function 
of detected signal for every point used in the measurement. 
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To determine this, the magnification calibration is routinely 
checked at the beginning of the measurement process by meas-
uring a known standard under conditions that match those em-
ployed during actual product measurement. The measurement 
standard of choice is the gold-in-nickel National Bureau of 
Standards Standard Reference Material 484 which has highly 
accurate line spacings ranging from 1 to 50 ~m. This can be 
used to calibrate the SEM at magnifications from 1000 to 
20,000 X to an accuracy of 5 percent or better. This covers 
the range of magnifications ordinarily used in image in-
spection of semiconductor masks or products, but may be low 
for critical-dimension width measurements. Alternatively, 
pitch gratings (preferably traceable to the NBS or NRC by a 
laser interference measurement technique) generated by 
holographic (or other) techniques may be used. Such gratings 
can have periodicities down to about 1/4 ~ with accuracies 
approaching 10 A. The finer spacing of holographic gratings 
has some advantages over the SRM 484 in checking for field 
of view distortions and for higher image magnification cali-
bration, but the edges of pitch gratings are generaily not 
as well defined or as uniform. Both types of calibration 
standards tend to be difficult to use at low voltages because 
of the lack of edge contrast and/or definition. Also, vari-
ations in the line edges require that a series of measure-
ments be made at different locations on the standard and 
averaged to obtain accurate spacing information. For future 
standards .there are currently a number of investigati9ns into 
the production of high aspect ratio etched 110 (and 100) 
silicon standards aimed at overcoming these problems [12]. 
As an alternative to magnification check against a stand-
ard, the SEM may be operated with the beam fixed and the SEM 
stage scanned. A high resolution stage (e.g. controlled by a 
piezoelectric crystal) is necessary for this approach. The 
spacing between pixels in an acquired image may then be de-
termined directly using laser interferometric measurements 
of the stage itself. Commercially available displacement 
interferometers can measure positional changes down to 10 A 
or less. 
Both types of magnification check suffer from the problem 
of local fields that may affect the position of the beam. The 
most serious problem is that of specimen charging during in-
spection. In the absence of charging and other stray field 
effects, proper magnification calibration (including dis-
tortion mapping as is standardly performed on e beam 
lithography tools) is ordinarily sufficient for pitch and 
image measurements. 
PITCH MEASUREMENTS WITH THE SEM 
In the semiconductor industry pitch measurements from SEM 
micrographs are generally made either for precision engi-
neering verification or defect detection inspection. In the 
first case, the intent is to assure that the desired pattern 
design has been generated, as, for example, the critical 
check of a mask, reticle, or stencil used in a lithographic 
process. It involves the detection of errors (such as in-
correct magnification or distortion) or defects (such as 
missing features) before use in on-line production. Typi-
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cally, both the mask and a test wafer produced from the mask 
are checked during an inspection process that may take se-
veral hours. Inspection speed requirements in this case are 
generally not as demanding as those for product inspection. 
Defect detection inspection of actual product entails 
searching for process-related errors (such as resist pinholes 
and image transfer, development, or etch flaws) as well as 
detection of contamination, especially particulates. Due to 
the much higher volume throughput of actual product, in-
spection times of less than a minute per chip site for process 
error detection and less than a minute per wafer for particle 
detection are desired (though frequently not achieved). 
LINEWIDTH AND SIDEWALL SLOPE MEASUREMENTS WITH THE SEM 
In order to assure control of the manufacturing process, 
critical width and sidewall slope measurements must be made 
on lines, trenches, and via holes both on actual products and 
on lithography masks. In attempting to make accurate width 
measurements, the uncertainty in locating the true feature 
edge becomes the limiting factor. There are two major aspects 
to this problem. 
The first is determining where on the sidewall the meas-
urement should be made; at the top of the structure, at the 
bottom, or somewhere in between [3]. Sidewall slope angles 
are affected by offsets in exposure tool focus, exposure 
time, development time, and many other process variables. For 
process optimization, it is important to measure the slope 
as accurately as possible in order to provide feedback con-
trol information. This means it is ordinarily necessary to 
measure the width of a line (or space) at both the top and 
bottom of the feature. Since sidewall edges are rarely 
smooth, to obtain useful information it is usually necessary 
to average a series of measurements made over the region of 
interest. 
The second major limit to width measurement accuracy lies 
in evaluating the signal origin, i.e. the relationship be-
tween the detected signal and the true surface of the feature 
being measured. This problem can be approached by computer 
modelling the trajectories of many individual electrons as 
they travel through the sample (or the SEM) using Monte Carlo 
calculations [9,13]. Monte Carlo calculations provide a good 
means of predicting the frequency of electron scattering 
events and their effect on electron direction as the injected 
primary electron travels through the target material. They 
also allow the model to incorporate details of the structural 
geometry of the target specimen in simulating detectable 
electron generation. However, the accuracy of the 
pathlengths predicted by Monte Carlo calculations is limited 
by the applicability of the electron energy loss equations 
they employ. Problems in predicting electron ranges are ad-
dressed in the next section. 
Ordinary practice in making critical-dimension width 
measurements is to sacrifice a part and cleave it across the 
structure to be measured. The cross-section view of the 
cleaved part is then examined and the results matched to a 
top view of the same part taken under the same conditions. 
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By correlating signal intensity profiles of top view 
linescans to the cross-section view, the intensity profile 
thresholds that correspond to the points to be measured on 
the sidewall can be determined (see Figure 1) [3]. Subse-
quent products are then measured with reasonable precision 
without cleaving by comparing the results of their top view 
lines cans to the cleaved specimen measurements made under the 
same operating conditions. This approach clearly suffers if 
there is undercutting in the measured feature, i.e. if the 
bottom of a trench is wider than the top. As an alternative 
to destroying a potentially good product to obtain necessary 
information, it has recently been proposed that sidewall 
slope information could be obtained from samples which had 
been photocleaved rather than mechanically cleaved [33]. In 
this case, a line is etched across the structure to be meas-
ured, thus providing a view of the sidewall. The chief draw-
back to .this approach is that the photocleave process 
significantly changes the effects of any subsequent process 
steps that are made before the measurement, particularly in 
the case of via holes, so that subsequent comparisons to na-
tive features may be no longer valid. However, it may have 
potential application in checking exposure tool performance 
where general slope trends can provide useful feedback in-
formation. 
Figure 1. Collected electron siganls (top) corresponding to 
the 0.9 keV micrographs (center) of sub-halfmicron 
features at zero tilt. The solid dots represent 
the critical-dimensions measured from the bottom 
cross-section micrographs. 
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ELECTRON RANGE CALCULATIONS 
One of the major impediments to succesfully utilizing 
electron beam technology for critical-dimension measurements 
is a lack of detailed understanding of the physics underlying 
electron beam/material interactions. The problem is partic-
ularly acute in the case of low energy electron beams (less 
than a few keV) interacting with low atomic number constitu-
ents, as in the inspection of photoresist or silicon struc-
tures. At present there are no equations which accurately 
predict electron travel ranges under these circumstances. 
To highlight the problem, consider the results of calcu-
lations for pure silicon based on the following four commonly 
used equations, ordered according to degree of sophisti-
cation: 
f EO[ p Zi { (EO ) 1(jL) = 0.3076 -2 LCi A- ln r.~ + 0.153 
o f3 ill 
(1 ) 
(2) 
(3) 
(4) 
where for pure Si; 
Ai atomic weight of element i (= 28.09 g/mole) 
Ci weight fraction of element i (=1) 
d electron penetration range (micrometer) 
Eo electron beam voltage (eV) 
Ii average ionization energy of element i (=157eV) 
1 total electron path length (micrometer) 
Zi atomic number of element i (=14) 
f3 (1 - 1/p2)1/2 
p Eo/(511)+1 
p density (=2.33 g/cm3 ) 
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The results are presented in the table below, 
EO Range (I'm) 
(keV) ( 1 ) (2 ) (3 ) (4 ) 
--- -- -- -- --
1 0.011 0.054 0.032 0.017 
2 0.052 0.138 O. 101 0.058 
5 0.40 0.47 0.47 0.29 
10 1.97 1.17 1.49 0.97 
15 4.89 1 .99 2.93 1. 96 
20 9.50 2.90 4.72 3.25 
where Equation (1) has been numerically integrated in Eo/l0 
intervals. 
Equation (1), the Browne range equation, is an expression 
for the total integrated electron path length [34]. It is an 
experimentally fit theoretical approximation based on the 
Bethe electron stopping power equation ordinarily employed 
in Monte Carlo calculation. It differs from the other three 
equations in that it calculates a range value that is inte-
grated over the total electron path rather than a range that 
approximates the average electron penetration. Equation (2), 
the Reuter range equation, was empirically derived by fitting 
the parameters of a simple theoretical expression to the re-
sults of x-ray production ~ Eo experiments on layered metal 
structures [35]. As such it calculates an average electron 
penetration depth. Equation (3), the Kanaya/Okayama range 
equation [36], and Equation (4), the Gruen range equation 
[37], are also average electron penetration depth equations 
similarly based on experimental observation. Note that the 
basic form of the theoretical expression that has been em-
pirically fit becomes progressively less complex going from 
Equation (1) to (4) due to simplifying assumptions concerning 
the relationships between variables. 
Since the Browne Equation is intended to calculate the 
total distance the electron travels, i.e the integrated 
pathlength, it should predict a substantially greater travel 
range than the remaining three equations, which it does at 
the higher electron beam energies. However, at low beam 
voltages the range it calculates is the shortest of all four 
equations. This is due in part to this equation's inherent 
tendency to overestimate electron energy loss at low Eos as 
a result of the Born approximation [38]. Additionally, there 
is a breakdown in the assumed relationship between atomic 
number and average ionization energy that is key to Equations 
(3) and (4). 
Equation (1) aside, the results of the three penetration 
depth equations differ by more than a factor of 3 at 1 KeV. 
Since the beam interaction volume goes approximately as the 
cube of the linear travel dimension, the total uncertainty 
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in describing that volume, and hence the observable physical 
properties that depend on it, can approach ten thousand per-
cent. The absolute uncertainty is even greater when consid-
ering organic materialS where ionization potentials can 
differ by nearly a factor of two from the free atom ionization 
potentials, while internuclear separations can vary by up to 
30 percent depending on the electronic structure of the par-
ticular molecules in the material being probed. Therefore, a 
great deal of basic work must be done before accurate pre-
dictive models can be established. 
CONCLUSION 
As conventional optical inspection techniques become ob-
solete, the SEM will continue to gain in importance as a tool 
for high resolution inspection and measurement of semicon-
ductor device structures. To keep up with the needs of the 
semiconductor industry, a greater theoretical understanding 
of electron/material interactions must continue to evolve. 
This includes addressing the key problem of modeling low 
voltage electron interactions with low atomic number con-
stituents. These efforts must be supplemented by improve-
ments in SEM technology that can help eliminate the 
ambiguities in signal generation and detection and thus sim-
plify the problem of interpreting SEM information. Finally, 
a well defined set of SEM procedures and techniques must be 
established and generally accepted that meet the requirements 
of this key industry. 
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