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Abstract: Cropland abandonment is globally widespread and has strong repercussions for regional
food security and the environment. Statistics suggest that one of the hotspots of abandoned cropland
is located in the drylands of the Aral Sea Basin (ASB), which covers parts of post-Soviet Central Asia,
Afghanistan and Iran. To date, the exact spatial and temporal extents of abandoned cropland remain
unclear, which hampers land-use planning. Abandoned land is a potentially valuable resource for
alternative land uses. Here, we mapped the abandoned cropland in the drylands of the ASB with a
time series of the Normalized Difference Vegetation Index (NDVI) from the Moderate Resolution
Imaging Spectroradiometer (MODIS) from 2003–2016. To overcome the restricted ability of a single
classifier to accurately map land-use classes across large areas and agro-environmental gradients,
“stratum-specific” classifiers were calibrated and classification results were fused based on a locally
weighted decision fusion approach. Next, the agro-ecological suitability of abandoned cropland areas
was evaluated. The stratum-specific classification approach yielded an overall accuracy of 0.879,
which was significantly more accurate (p < 0.05) than a “global” classification without stratification,
which had an accuracy of 0.811. In 2016, the classification results showed that 13% (1.15 Mha) of
the observed irrigated cropland in the ASB was idle (abandoned). Cropland abandonment occurred
mostly in the Amudarya and Syrdarya downstream regions and was associated with degraded
land and areas prone to water stress. Despite the almost twofold population growth and increasing
food demand in the ASB area from 1990 to 2016, abandoned cropland was also located in areas
with high suitability for farming. The map of abandoned cropland areas provides a novel basis for
assessing the causes leading to abandoned cropland in the ASB. This contributes to assessing the
suitability of abandoned cropland for food or bioenergy production, carbon storage, or assessing the
environmental trade-offs and social constraints of recultivation.
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1. Introduction
Agricultural production must sustainably increase to meet the growing food demand while
preserving ecosystem services and biodiversity [1,2]. Given the (global) limits of cropland expansion,
approximately 80% of this increase must come from intensification such as the expansion of irrigated
crop production [3–5], which already contributes to approximately 44% of global crop production [1].
One of the regions where agricultural lands are scarce is the transboundary Aral Sea Basin (ASB),
which covers parts of post-Soviet Central Asia (Uzbekistan, Kazakhstan, Kyrgyzstan, Tajikistan and
Turkmenistan), Afghanistan and Iran. This region experienced precipitous population growth in
the mentioned countries, increasing from 61 million people in 1990 to 104 million by 2016; the rural
population is strongly dependent on the domestic agricultural production [6]. Despite increasing food
demand, official statistics and exemplary case studies with satellite imagery suggest that agricultural
land abandonment is common in this region and most likely occurs on degraded, irrigated agricultural
lands [7–10]. Due to economic restructuring, agricultural land abandonment primarily occurs in the
downstream Amudarya and Syrdarya River basins resembling Soviet land-use legacies. Additionally,
large tracts of cropland in Afghanistan that partly belong to the ASB were left fallow, for reasons
including conflicts and war [11]. Currently, the looming scarcity of water resources and ongoing land
degradation [12,13] may further enhance abandonment, causing adverse socio-economic consequences,
including reduced income or increased food insecurity [14,15].
A better understanding of the spatial and temporal patterns of abandonment and idle land
production potential is important to better assess the drivers of land-use change for developing
plausible land-use policies [16–18] and assess the impacts on the carbon cycle [19] as well as the
trade-offs between the recultivation or the provision of ecosystem services [20]. A revitalization of
currently abandoned land could become particularly plausible in areas where significant investments
were made during the Soviet era to establish an irrigation and drainage infrastructure [21,22].
The potential for recultivation depends, however, on the biophysical properties of soils and the
land suitability itself [23,24].
The main problem is that agricultural statistics for the ASB are often outdated or of doubtful
quality and little knowledge exists about the spatial extent of agricultural land abandonment in
the ASB. Remote sensing is a well-known alternative to assess large-scale land-use change. Much
progress has been made in mapping land-use/land-cover changes (LULCCs) in drylands using
geographic information systems (GIS) and remote sensing, such as with 30-m multiannual imagery
from Landsat [25,26], high-resolution RapidEye or Sentinel [7,27,28] and 250-m Moderate Resolution
Imaging Spectroradiometer (MODIS) data [29,30]. MODIS data fit well for assessing and mapping
LULCC and crop types [31] or land abandonment over large regions in a regular manner [32–35].
Additionally, since fallow periods can be part of the typical crop rotation cycle, it is important to
assess several consecutive years to determine whether a field has effectively been abandoned or if
it is awaiting future use [7]. Using regular, consecutive image time series such as those provided by
MODIS helps avoid misclassification of temporarily fallow-crop rotation [7,29].
Machine-learning classifiers were found to be particularly useful to overcome the complexity
related to the accurate separation of spectrally similar classes, such as abandoned cropland and
cultivated cropland in drylands [36], particularly at the early stages of abandonment [7,29,33,37].
Vegetation recovery on abandoned irrigated fields in the drylands of the ASB generally follows a
certain pathway. It starts with the recovery of annual and multiyear herbaceous species [8,38,39] and
gradually, perennial woody species such as shrubs (e.g., black saxaul) and some trees [7] can establish.
Depending on time and hydrological and soil properties, bare areas without any vegetation change
could also be observed [8,24]. Abandoned, formerly irrigated cropland in drylands may therefore
represent a set of multimodal distributions of reflectance for different wavelengths recorded with
optical satellite imagery. A previous study pointed to the need to have various input data sets and
non-parametric machine learning algorithms to map abandoned cropland [29].
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To date, LULCC approaches have relied primarily on single classification methods; thus, low
accuracies were often found for LULCC in drylands [36] due to difficulties in mapping spectrally
complex classes across large areas with different agro-environmental settings [40]. The physiography
and type of plant succession in abandoned areas pose challenges to accurately mapping abandoned
cropland across large territories over time [7,29,30]. Cropland abandonment can also be associated with
both negative (degradation of vegetation) and positive (vegetation recovery) vegetation trends [41,42].
Thus, despite the general suitability of “global” methods for land cover mapping [43,44], they have less
accurate performances than locally calibrated models for land cover mapping [45–48] and capturing
accurately all diverging trajectories of land-cover change. Similarly, crop rotation practices may differ
from country to country, reflecting different land-use policies, regional food security programs and
market conditions. It may pose an additional challenge in the generalization of spectral features for a
single classification across a large area [36]. At the same time, a fusion of machine-learning classifiers
based on strata (e.g., soil types, landforms, administrative boundaries and further stratum-specific
classifiers) may boost classification accuracy, particularly where one classifier is not able to accurately
separate classes [36]. However, maps created with different classification methods but with similar
accuracies may yield spatial disagreement of classified patterns, i.e., errors are rarely equally distributed
in a map [49–51]. Thus, a major challenge for mapping large-scale, abandoned cropland is to achieve
spatial continuity and consistency in the final map.
The overarching objective of this study was to develop a method that can map the various
trajectories (spectral signatures) of cropland abandonment and to create the first map of cropland
abandonment across the ASB. Specifically, we (i) tested whether a decision fusion yielded a statistically
significant difference (p < 0.05) compared to single classification methods, (ii) allocated the hotspots
of abandoned cropland and stable cultivated croplands and (iii) related the patterns of abandoned
cropland to crop suitability. To achieve our goals, we combined the principle of random feature
selection with stratified classifiers in a novel fashion to create a spatially consistent map of cropland
abandonment in the ASB. We stratified the study region based on the administrative boundaries and
stratum-specific classifiers were calibrated to map abandoned cropland during the 2003–2016 period
based on MODIS Normalized Difference Vegetation Index (NDVI) time series.
2. Materials and Methods
2.1. Study Area
The study area covered the agricultural areas of the ASB, a vast transboundary river basin at the
heart of the Eurasian continent [52]. It spreads over 1.76 million km2 and encompasses the southern
part of Kazakhstan, Turkmenistan, Uzbekistan, Kyrgyzstan, Tajikistan and small parts of Afghanistan
and Iran in the Tedzhen/Murghab Basin. All of these countries, except Afghanistan and Iran, were
once part of the former Soviet Union (Central Asia) [53]. The climate in the irrigated regions of the
ASB is mostly dry-arid continental with 100–250 mm of precipitation per year, which mainly falls
during the winter (December-February). Precipitation in the mountains can exceed 1,000 mm. Because
of the aridity, agriculture in the study area is fully dependent on a dense irrigation and drainage
network [13], which was extensively developed during the Soviet era [54]. Therefore, agricultural
land is predominantly located downstream of the Amudarya and Syrdarya Rivers. More than half the
mean annual runoff in the ASB, which is approximately 114 km3, is generated in Tajikistan and almost
one-quarter is generated in Kyrgyzstan [52]. A large share of the fresh water in these rivers is fed into
irrigation systems of ~8.1–8.5 Mha of cropland [55,56]. Today, irrigated production is dominated by
cotton and wheat production [57] in areas such as in Turkmenistan [58] and Uzbekistan [59]. Rice is an
important crop in areas such as south Kazakhstan [7,60]. The average field sizes throughout the ASB
range from 2.19 ha (Karakalpakstan) to 6.74 ha (Fergana) [40].
The post-Soviet countries within the ASB have undergone large transitions in their economy
and agricultural production after independence in 1991 (Table 1). During the Soviet era, the typical
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crop rotation in Uzbekistan, for instance, was three years of alfalfa followed by six years or more
of cotton. The crop rotation changed after the independence in 1991; the share of alfalfa and
especially cotton decreased in favor of winter wheat [61,62]. In southern Kazakhstan, the official
recommendations [38,61,63,64] may vary following the soil quality [59,65]. However, in southern
Kazakhstan, rice and alfalfa form a distinct rotation pattern, which differs from Uzbekistan: after two
years of rice cultivation, fields are temporarily set aside from crop production (mainly rice) and alfalfa
or other legumes are cultivated for up to three consecutive years for soil regeneration (Table 2). Official
statistics indicated a gradual decline of land use in irrigated fields but also a decrease of irrigation
intensity in the remaining cultivated fields [10].
2.2. Definition of Cropland Abandonment
Abandoned cropland is defined here as “cropland permanently without management,” i.e., land
that has not been used (sown but not cropped) for a period longer than the fallow periods practiced
under the typical crop rotations in the region (Table 2, usually four or more years). After the
succession of agricultural production, shrubs and grasses encroached on abandoned fields—or fields
remained bare and devoid of vegetation due to salinization (Figure 1). Due to a water shortage
(e.g., droughts) or farmers’ decisions, intermitted fallow periods may be longer than under the current
management practices [26] but such fields do not necessarily meet the given definition of abandoned.
Abandoned fields are characterized by a typical and recognizable vegetation succession, starting with
the recovery of annual and multiyear herbaceous species [8,38,39], perennial woody species such as
shrubs (e.g., black saxaul) and some trees [7]. When classifying a few consecutive years, previous
studies have demonstrated that intermittent fallow periods, e.g., as part of agricultural management,
or areas left fallow due to water shortage, can obscure land-use trajectories of abandoned fields that in
turn lead to misclassifications [7,29,30].
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Figure 1. Drylands in the Aral Sea Basin and its irrigated agricultural land. The photographs from 2011
highlight examples of abandoned fields: open (A) and dense (B) shrubland in Karakalpakstan, bare
soil (C) and dense shrubland mixed with herbaceous vegetation (D) in Kyzyl-Orda, Kazakhstan.
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Table 1. Summary of the transition approaches across the post-Soviet countries within the Aral Sea Basin.













Kazakhstan Household plots only None Shares Use rights Presidential Decree on LandReform, Feb. 1994 4.7 47
Kyrgyzstan All land Distribution/conversion Shares Moratorium
Presidential Decree on Deepening
Land and Agrarian Reform,
Feb. 1994 Referendum, June 1998;
Presidential Decree on Private
Land Ownership, Oct. 1998
17.1 67
Tajikistan None None Shares Use rights Land code, Dec. 1996;amended 1999 27.2 73
Turkmenistan All land None; virgin landto farmers Leasehold None Constitution, May 1992 No data 50
Uzbekistan None None Leasehold None None 18.8 64
Afghanistan Complex pattern of land management and tenure, shaped by conflict 23.5 74
Note: * Adapted with permission from [66]. ** World Bank.
Table 2. Typical crop rotations for selected areas in the Aral Sea Basin. (Shown is one complete cycle of either the recommended or the mandatory cropping scheme).
Province Year-1 Year-2 Year-3 Year-4 Year-5 Year-6 Year-7 Year-8 Source
Kazakhstan
Kazalinsk Rice Rice Fallow Rice Rice Alfalfa Alfalfa Alfalfa [63]
Kyzyl-Orda Rice Rice Alfalfa Alfalfa Alfalfa [60]
Uzbekistan
Country wide Cotton * Cotton * Cotton Wheat ** Wheat ** [61,64]
Karakalpakstan *** Wheat/Alfalfa Alfalfa Alfalfa Cotton Cotton Cotton Cotton [38]
* 2–3 years of cotton are recommended [61,64]
** 1–2 years of wheat are recommended, instead of wheat also summer crops such as mung bean, soybean, maize, sunflower or vegetables are cultivated [38]
*** Expert recommendation for Karakalpakstan; instead of cotton also rice could be cultivated [38]
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2.3. Satellite Data and Preprocessing
Time series of the NDVI from the Terra and Aqua MODIS 250-m instruments were downloaded
(16-day L3 Global Collection V006, MOD13Q1 and MYD13Q1) from 2003 to 2016 [67]. Each MODIS
tile provides wide spatial coverage (2330 km), a dense frequency of observations and a long-term
archive [8,29]. Four 2330 km × 2330 km MODIS tiles (h22v04, h23v04, h22v05 and h23v05) were
necessary to cover the study area (Figure 1). Overall, 46 images from both the Terra and Aqua
platforms were available for each year and stacked into 14 annual time series.
Several preprocessing steps reduced the effects of residual clouds and shadows, dust, aerosols,
off-nadir viewing or low sun zenith angles. First, we excluded pixels flagged as no data and excluded
snow/ice or clouds in the MOD13Q1 pixel reliability layer prior to filtering based on MODIS quality
assurance information. Only pixels labeled “good data” or “marginal data” were retained. Second,
the NDVI time series were smoothed using the Savitzky-Golay approach [68].
Since a gain of classification accuracy was observed when combining phenological metrics with
raw time-series data [29,69], several metrics were computed with TIMESAT and served as predictor
variables for the following classifications (Figure 2): (a) a median NDVI value of the growing season,
(b) 25% and 75% quartiles of the NDVI values of the growing season, (c) the amplitude of the growing
season between maximum and minimum NDVI, (d) the standard deviation of NDVI over the growing
season and (e) the area under the curve (AUC) from the start to the end of the season (Figure 2).
The growing season was defined as starting on Julian day 91 (April 1st, or March 31st on leap years)
and ending on Julian day 304 (October 31st, or October 30th in leap years) based on the initial results
from TIMESAT [68].
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Figure 2. The normalized difference vegetation index (NDVI) phenological metrics for the entire
growing season. The phenological metrics are statistical descriptors of the NDVI trajectory of a pixel.
2.4. Training and Testing Data
Reference pixels for algorithm training (calibration) and testing (accuracy assessment) were
randomly selected across the study area (Figure 3). In Google EarthTM, high-resolution images from
2016 clearly showed typical indicators of land abandonment, such as advanced shrub encroachment,
which supported the labeling process (Figure 4).
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To assign the classes for the selected MODIS pixels, we used the following steps. First, for several
regions (Karakalpakstan, Kyzyl-Orda and Fergana), non-differential GPS ground data of abandoned
fields were available for different years (2008, 2009 and 2014) [7,8,70–72]. This information was used
jointly with high-resolution images available via Google EarthTM and MODIS NDVI time-series profiles
to assist in the assignment of classes for training data. Phenological signatures of abandoned fields
were characterized by smoother, bell-shaped, temporal NDVI signatures, with NDVI values generally
below 0.2–0.3 due to low biomass production for semi-natural succession vegetation in drylands [7].
In contrast, active cropland resulted in NDVI temporal profiles with substantially smaller growing
season NDVI integrals and a higher NDVI value during the peak of vegetation growth than those of
abandoned plots (Figure 2) [73]. Using Google EarthTM to create and validate maps of abandonment
and other land cover was also reported in other studies [29,30,35,74,75].
Only pixels with a single dominant land-cover class of at least 85% abundance in the Google
EarthTM imagery from 2016 (active or abandoned irrigated cropland) were retained. A buffer of half
a MODIS pixel was considered to account for the possible effects of the MODIS large-point spread
function [76,77]. To reduce the spatial autocorrelation, a minimum distance of 1.5 km between pixels
was ensured.
In total, 7960 reference samples (pixels) of “abandoned vs. active cropland” were randomly
selected, with approx. 50% for each class. Approximately one-half of the reference pixels was randomly
split and used for the accuracy assessment (4030), while the other half (3930) was used as training data
to calibrate/classify active and abandoned cropland.
2.5. Ancillary Data
An existing cropland map for the study area [71] was used to mask out areas where cropland
abandonment did not occur (e.g., unmanaged, natural land cover). The map depicts the cropland
extent of the region of interest for the period before 2004, which coincided with the onset of the
analysis [71]. The overall accuracy of the cropland map, measured with an independent, random
sample of 5185 cropland vs. non-cropland test pixels, was 89.8%, whereas the producer’s accuracy and
user’s accuracy for the class “cropland” were 92.1% and 88.2%, respectively. The producer’s accuracy
and user’s accuracy for the class “non-cropland” were 87.5% and 91.6%, respectively. The area of
cropland (including both, used and unused) in that map amounts to 9.1 Mha, similar to other studies
and statistics [52,78].
Administrative boundaries from the GADM database of Global Administrative Areas, version 2.5
(http://www.gadm.org/), provided the basis for the stratification (Section 3.1). This database
subdivides the study area into provinces, referred to as oblasts in Russian. Oblasts are province-level
administrative units, equivalent to the NUTS-3 level in the European Union. In total, 39 provinces that
correspond to the “oblast” administrative level 2 in the former Soviet Union cover the study region.
The Global Agro-Ecological Zones (GAEZ) dataset, version 3.0., which is based on the Harmonized
World Soil Database (HWSD) and climate data for 1961–1990 [79,80], was taken from the Food and
Agriculture Organization (FAO). It provides a description of the environmental characteristics of a
region and the crop suitability index for several crop types (cotton, wheat and rice, which are the major
crop types in the ASB).
2.6. Mapping Abandoned Cropland
The mapping of cropland abandonment involved two stages (Figure 5): (i) a per stratum
classification of abandoned cropland following a stratified classifier and (ii) a fusion of the most
accurate stratum-specific results based on pixel-level class memberships.
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Figure 5. Scheme showing the workflow for mapping abandoned cropland using the stratified classifier
(Section 3.1). The skewed rectangles represent input and output data sets, whereas ellipses represent
analytical steps.
Because of the agro-ecological gradients and the variety of management practices in the ASB,
spectral signatures varied spatially and could lower the recognition ability by a single global classifier.
The study area, therefore, was stratified according to administrative boundaries (Section 2.5), assuming
that they would either (i) tend to separate irrigation systems and thus follow the agro-ecological
boundaries in some cases, or in others, (ii) provide finer spatial units of environmental zonation.
A buffer zone of 100 km was assumed to minimize boundary artifacts due to the stratum-specific
training. A non-stratified classifier was used as a benchmark, i.e., all training pixels were used to
calibrate a global classifier model.
The classification approach (for both, with and without stratification) consisted of mapping
abandoned cropland by using two classifier algorithms, random forest (RF) [81] and supported vector
machines (SVM) [36]. In previous studies, both algorithms demonstrated a good ability to create
accurate LULCC maps [36,82–85], specifically abandonment maps [19,29,30,33]. RF is an ensemble of
decision trees (DTs) that were trained based on random, bootstrapped samples of the training data,
which gave this algorithms its name [81]. DTs are non-parametric, hierarchical classifiers that predict
class membership by recursively partitioning datasets into increasingly homogeneous, mutually
exclusive subsets via a branched system of data splits [86]. In contrast to other classifier algorithms,
which use the whole feature space at once and make a single membership decision, SVMs [87] only
require the most informative samples to make the class decision [88] and they are relatively insensitive
to high-dimensional datasets [89]. SVMs are based on the notion of separating classes into a higher
dimensional features (Hilbert) space by fitting an optimal separating hyperplane (OSH) between them,
focusing on those training samples that lie at the edge of the class distributions, the so-called support
vectors [90]. Despite their high accuracies, RF and SVM might result in complementary results, which
can be overcome by decision fusion [7,36,91,92].
During the classification process, subsets of features were randomly generated from the full input
data set, i.e., 50% of the 448 features (6 annual NDVI metrics plus 26 annual NDVI values per growing
season from 2003–2016, see Section 2.3).
The random generation was repeated 10 times (10 per RF and 10 per SVM), which resulted
in 20 maps of abandoned vs. active cropland. These 20 maps were fused at the per stratum level,
resulting in one map per stratum, similar to Löw et al. [36]. The selection of input features (we tested
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10%, 20%, . . . , 100%) and number of iterations (we tested 10, 20, 50 and 100 iterations) was assessed
empirically and confirmed by similar studies using random feature selection [36,93].
The fusion considers the probabilistic a-posteriori values estimating class membership at the pixel
level by the RF [94] and the SVM [95]. Depending on the algorithm, the way these “softened” outputs
are calculated differ from each other: in the RF framework, it is defined as the number of trees in the
RF ensemble voting for the final class [94], in SVM classification, it is based on the distances of the
samples to the OSH in the feature space [95,96]. Previous studies found that high (low) a-posteriori
values from both algorithms are correlated with correctly (incorrectly) classified test pixels and are
comparable with each other [94–96]. Further, the decision fusion assesses the reliability of each map
based on its per-class accuracy and according to the method of [36].
The number of trees in the RF was set to 500 because a higher number did not increase accuracy or
the number of random split variables to the square root of the number of input variables [83]. Training
of the SVM includes choosing the kernel parameter γ and the regularization parameter C [97], which
was done using a systematic grid search in 2-D space that is spanned by γ and C, using a threefold
cross-validation. The range of γ was [0.00125, 10]; the range of C was finally set to [1, 200]. The widely
used radial basis function (RBF) kernel was selected in this study since linear or polynomial kernels
were tested but resulted in lower accuracies (not reported here).
The delineation of a 100 km-buffer around the strata resulted in an overlap of the stratum-specific
maps. Therefore, the maps were fused by using the per-pixel class memberships from the RF and SVM
algorithms. For each pixel in the overlapping regions of the strata, several possible class outputs were
combined by assigning weights to the class decision of each method in proportion to its corresponding
classification accuracy per stratum. The decision of a method t is defined as dt,j ∈ {0, 1}, with
t = 1, . . . , T and class j = 1, . . . , C, where T is the number of methods or classifiers and C is the number
of classes (here: 2). If t chooses class ωj, then dt,j = 1 and 0 otherwise [92]. The final classification is
then determined by the following:
∑
t=1
ωtdt,J = maxCJ=1 ∑
t=1
ωtdt,j (1)
that is, if the total weighted vote received by ωj is higher than the total weighted vote received
by any other class. Weights ωt to t are defined by the overall classification accuracy of t. In areas
without overlap, a fusion was not possible and the final class corresponded to the stratum-specific
classification available.
2.7. Accuracy Assessment
The accuracy of the maps was systematically assessed with an independent subset of the reference
dataset (Section 2.4). For each active vs. abandoned map, a confusion matrix was calculated
at the province level [98,99] and included the overall accuracy, user’s accuracy and producer’s
accuracy. As recommended [100], the overall accuracy measures were reported using 95% confidence
intervals [101]. The confidence interval (CI) of the difference (inequality) in accuracy values between
two classifier algorithms is given as follows:
p1 − p0 ± zα/2SEp1−p0 (2)
where SEp1−p0 is the standard error of the difference between two estimated proportions with z = 1.96
and α = 0.05. The values p1 and p0 are the proportions of correctly classified test pixels of two classifiers
under comparison. In addition, receiver operating characteristic (ROC) curves and the corresponding
AUC have been calculated; the AUC is an increasingly used accuracy metric in machine-learning
and data mining [102–104]. The AUC ranges from 0–100%, with 100% representing an error-free
classification. As a random classification yields an AUC of 50%, no realistic classification should have
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an inferior AUC [104]. By averaging the AUC over the different classes, an overall measure for the





AUC(i) ∗ w(i) (3)
where c is the number of classes (here, c = 2), AUC(i) is the area under the ROC curve for land-cover
class i and w(i) is the weighing factor associated with class i. This weighing factor is determined with
respect to the contribution of each class in the test dataset.
To estimate the share of abandoned land, the map was first reprojected to Asia North Albers Equal
Area Conic (ESRI: 102025). We quantified uncertainty by reporting confidence intervals for accuracy
and area parameters by following recommendations of [100,105–107].
2.8. Analysis of the Spatial Patterns of Abandoned and Actively Cultivated Irrigated Cropland
Hotspots of abandonment and actively cultivated cropland were identified based on developed
maps by computing the area fraction of abandoned pixels within hexagons of 7.5 km diameter relative
to the total cropland area in these cells [30]. Moran‘s I was calculated as a local indicator of the spatial
autocorrelation [108] and the location of the spatial clusters of autocorrelation, i.e., where observations
with high (abandoned cropland) or low (active cropland) value clusters or spatial outliers were
identified. The significance of the detected hotspots of abandoned and actively cultivated cropland
was assessed using a one-sided t-test at 5% and 1% significance levels [109].
To map the patterns of abandoned farmland across the entire ASB, first, the percentage of
abandoned irrigated cropland was compared to the total agricultural land based on the agricultural
land mask [71] within each country of the study region. Next, the abandonment rate was estimated as
the percentage of abandoned cropland relative to the sum of abandoned plus active irrigated cropland.
Then, the abandonment rates were summarized by administrative units (provinces).
Finally, the abandonment rates were compiled by biophysical suitability for agriculture using the
crop suitability index from the GAEZ. Therefore, the crop suitability index for the most dominating
crops in the region (e.g., cotton, wheat and rice) was selected for intermediate input levels [79,80] of
irrigated crop production in the region. These were defined as farming systems that are partly market
oriented, medium labor intensive, with the use of some fertilizer application and chemical pest disease
and weed control [79,80]. Abandonment rates were summarized for seven discrete classes of each crop
suitability index and for unique combinations of province/country-level administrative units.
3. Results
3.1. Classification Accuracies
The stratified classifier approach yielded maps (Figure 6) with an overall accuracy of 0.879
(LI 0.864, UI 0.892), which was statistically more accurate (p < 0.05) than the global classification
approach, at 0.811 (LI 0.790, UI 0.831) [101]. Accordingly, the AUC of the stratified classifier (0.867)
was higher than the AUC of the global classifier (0.840). Overall, these AUC values indicate a good
performance compared to that of a random classifier. High per-class accuracies were attained with the
stratified classification approach (Table 3): active cropland was mapped with 0.879 UA and 0.924 PA,
abandoned cropland was mapped with 0.877 UA and 0.810 PA.
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Table 4. Overall, producer’s and user’s accuracies of abandoned and active cropland across




Accuracy UI LI AUC
Abandoned Active
Producer User Producer User
Afghanistan
Badakhshan 0.85 0.90 0.78 0.83 0.88 0.78 0.90 0.74
Badghis 0.65 0.78 0.51 0.58 0.88 0.29 0.67 0.60
Baghlan 0.83 0.90 0.73 0.77 0.92 0.62 0.85 0.76
Balkh 0.70 0.77 0.63 0.63 0.87 0.39 0.72 0.63
Bamyan 1.00 1.00 0.66 1.00 1.00 1.00 1.00 1.00
Faryab 0.59 0.69 0.49 0.54 0.87 0.22 0.60 0.56
Jawzjan 0.58 0.68 0.47 0.52 0.89 0.15 0.59 0.50
Kunduz 0.79 0.85 0.71 0.75 0.89 0.62 0.80 0.77
Samangan 0.74 0.83 0.64 0.71 0.94 0.48 0.71 0.86
Sari Pul 0.53 0.63 0.42 0.52 0.87 0.16 0.53 0.54
Takhar 0.85 0.90 0.78 0.83 0.89 0.77 0.90 0.75
Kazakhstan
Qyzylorda 0.96 * 0.98 0.94 0.96 0.94 0.98 0.98 0.94
South Kazakhstan 0.92 * 0.95 0.89 0.93 0.90 0.95 0.96 0.87
Kyrgyzstan
Batken 0.94 0.97 0.87 0.93 0.95 0.90 0.96 0.88
Jalal-Abad 0.97 0.99 0.93 0.97 0.96 0.98 0.99 0.89
Naryn 0.90 0.95 0.83 0.89 0.91 0.88 0.97 0.71
Osh 0.90 0.95 0.83 0.89 0.91 0.88 0.97 0.71
Tajikistan
Dushanbe 0.90 0.95 0.83 0.94 0.88 1.00 1.00 0.61
Gorno-Badakhshan 0.84 0.90 0.76 0.82 0.87 0.76 0.88 0.74
Khatlon 0.79 0.85 0.73 0.74 0.85 0.63 0.87 0.58
Leninabad 0.93 0.96 0.90 0.92 0.95 0.88 0.95 0.88
Turkmenistan
Ashgabat 0.85 * 0.88 0.82 0.85 0.96 0.74 0.81 0.94
Chardzhou 0.87 * 0.89 0.85 0.86 0.95 0.76 0.85 0.92
Mary 0.85 * 0.88 0.82 0.84 0.95 0.72 0.81 0.92
Balkan 0.95 * 0.97 0.93 0.95 0.95 0.96 0.96 0.94
Tashauz 0.96 * 0.99 0.92 0.96 0.96 0.96 0.99 0.86
Uzbekistan
Andijon 0.93 0.96 0.88 0.93 0.94 0.91 0.93 0.92
Bukhoro 0.97 * 0.99 0.92 0.97 0.96 0.97 0.99 0.89
Ferghana 0.93 0.96 0.89 0.92 0.95 0.90 0.94 0.92
Jizzakh 0.96 * 0.98 0.95 0.96 0.95 0.98 0.98 0.95
Karakalpakstan 0.94 * 0.97 0.90 0.93 0.98 0.88 0.93 0.96
Kashkadarya 0.98 1.00 0.95 0.99 0.97 1.00 1.00 0.96
Khorezm 0.97 * 0.99 0.92 0.97 0.97 0.97 0.99 0.93
Namangan 0.94 0.96 0.92 0.94 0.93 0.96 0.97 0.91
Navoi 0.94 * 0.96 0.90 0.93 0.96 0.91 0.94 0.93
Samarkand 0.92 * 0.96 0.86 0.90 0.94 0.86 0.94 0.86
Sirdaryo 0.70 0.78 0.61 0.60 0.84 0.35 0.77 0.46
Surkhandarya 0.91 0.95 0.86 0.91 0.93 0.89 0.94 0.87
Tashkent 0.94 * 0.97 0.91 0.94 0.97 0.90 0.93 0.96
Median 0.91 0.95 0.85 0.91 0.94 0.88 0.94 0.87
Average 0.86 0.91 0.80 0.85 0.93 0.77 0.88 0.81
* indicates that the stratified classifier is more accurate (according to overall accuracy) than the global classifier and
that the difference is statically significant (p < 0.05).
3.2. Spatial Patterns of Abandoned Irrigated Cropland
Analysis of the cropland abandonment map revealed that abandonment occurred in all provinces
investigated (Figure 7). In total, 13% (1.15 Mha; error-adjusted) of the observed irrigated cropland
(8.86 Mha; error-adjusted) was abandoned in 2016 (Table 5). The 95% CIs of the abandoned cropland were
narrow, ranging from <0.001 (0.000128 Mha) to 0.009 (0.437 Mha), with an average of 0.002 (Table 5).
The largest share of abandoned area occurred in the provinces of Kazakhstan (38% of the
cropland), followed by Turkmenistan (14%), Uzbekistan (13%), Kyrgyzstan (13%) and Afghanistan
(11%). The lowest rates were found in Tajikistan (7%). The highest proportion of abandoned cropland
occurred in Kyzyl-Orda in Kazakhstan (49%) and Karakalpakstan in Uzbekistan (40%), whereas the
densely populated provinces Fergana, Dushanbe, Tashkent and Surkhandarja showed the lowest
shares of abandonment (below 10% each). Hotspots of abandoned cropland occurred particularly in
Remote Sens. 2018, 10, 159 14 of 24
the downstream regions of Uzbekistan (e.g., Karakalpakstan) and Kazakhstan (e.g., Kazalinsk and
Kyzyl-Orda) and partially in some upstream regions in Uzbekistan (e.g., Kashkadarja, 16%) (Figure 8).
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derived by the stratified classifier method.
Table 5. Estimates of the proportion of abandoned irrigated cropland to the total cropland in
39 administrative level-II regions (provinces) in six countries of the Aral Sea Basin and error-adjusted
area estimates with 95% confidence intervals.
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The analysis of abandonment rates for each agricultural suitability class and for each province
revealed a series of patterns (Table 6). In most provinces, higher abandonment rates emerged in the
least-suitable areas for agriculture (“not suitable” or “very marginal”) irrespective of three major crop
classes: cotton, wheat and rice. At the same time, abandonment was also common in the provinces
with medium, high and very high suitability for the cultivation of wheat production (e.g., Kyzyl-Orda,
Mary, Ashgabat and Chardzou), rice (e.g., Kyzyl-Orda, Mary, Karakalpakstan and Bukhara) and cotton
(e.g., Tashauz, Mary, Bukhara, Karakalpakstan, Chardzou and Samarkand).
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Table 6. Abandonment rates per crop suitability class in 39 administrative level-II regions (provinces) in six countries of the Aral Sea Basin while considering medium
input level irrigated crop cultivation (cotton, rice and wheat). Abandonment data were based on map estimates from the stratified classifier and suitability indices (SI)
based on GAEZ 3.0 (http://gaez.fao.org). Colors are added for the sake of readability: The dark red (green) color indicates highest (lowest) abandonment rates.
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Very 0.0 0.05   1.00 0.47 0.27 0.21 0.19 0.09 0.19 1.00 0.69 0.08 0.13 0.08
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Medium 0.03 0.826 0.0 0.14   0.60 0.09 0.12 0.08 0.02 0.02 0.01 0.01 0.07 0.14 0.13 0.10 0.10 0.10 0.22 0.12 0.29 0.11 0.12 0.39 0.04 0.03 0.00
Moderat 0.0 0.12  0.028 0.21 0.09 0.45 0.07 0.71 0.01 0.17 0.01 0.01 0.02 0.26 0.14 0.02 0.23 0.05 0.09 0.04 0.08 0.03 0.07 0.16 0.07 0.05 0.05 0.09 0.03 0.02 0.01
Marginal 0.124 0.0 0.09   0.24 0.04 0.12 0.00 0.56 0.26 0.01 0.01 0.26 0.15 0.14 0.18 0.12 0.37 0.07 0.28 0.42 0.10 0.08 0.13  
Very 0.0     0.11 0.42 0.28 0.01 0.04 0.36 1.00 0.19 0.35 0.16   
Not suitable 0.266 0.0 0.05  0.010 0.17 0.71 1.00 0.16 0.79 0.21 0.10 0.00 0.15 0.11 0.16 0.43 0.35 0.28 0.44 0.32 0.28 0.30 0.57 0.44 0.30 0.78 0.34 0.29 0.27 0.74 0.41 0.32 0.03  





































































































































































































Very 0.02 0.05      0.14 0.81 0.02 0.03 0.01 0.10 0.01 0.00 0.08 0.16   0.19 0.11 0.30 0.01 0.09 0.11 0.07  
High 0.01 0.82 0.17 0.10  0.20 0.40 0.10  0.11 0.57 0.08 0.17 0.01 0.30 0.02 0.02 0.08 0.14 0.15 0.19 0.10 0.17 0.05 0.13 0.04 0.06 0.21 0.16 0.07 0.05 0.19 0.14 0.04 0.04 0.01 0.25
Good  0.11 0.06 0.07  0.00 0.19 0.10 0.16 0.00 0.44 0.23  0.02    0.05  0.06 0.10 0.07 0.10 0.05 0.20 0.06 0.00 0.22 0.10 0.03 0.03 0.00 0.03 0.10 0.19   
Medium  0.05 0.01 0.27   0.43 0.25   0.34 0.19  0.00    0.24  0.18 0.07 0.10 0.08     0.09   0.10  0.09  0.07  0.21
Moderate   0.01 0.29   0.23 0.02    0.05        0.15 0.07 0.08 0.52  0.60  0.16 0.32  0.11     0.01   
Marginal   0.04            0.22       0.19                
Very marginal  0.04                   0.19                
Not suitable 0.26 0.03 0.05  0.01 0.17 0.71 1.00 0.16 0.79 0.21 0.10 0.00 0.15  0.11 0.16 0.43 0.35 0.28 0.44 0.32 0.28 0.57 0.44 0.30 0.78 0.34 0.29 0.27 0.74 0.41  0.32 0.03 0.30
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4. Discussion
In this study, we provide the first consistent spatial analysis of post-Soviet cropland abandonment
across the ASB in Central Asia. Despite a high demand for agricultural land in this region, the findings
revealed widespread abandonment in the ASB area. In general, we achieved high classification accuracy
for the spectrally complex change classes, such as actively cultivated and abandoned cropland in
drylands (overall accuracy = 0.879, AUC = 0.867).
This study revealed that the stratification-based classification with a fusion of the classification
results with RF and SVM classifiers were statistically more accurate than non-stratified single
classifications (either with SVM or RF) at p < 0.05. Our findings regarding the more accurate
performance using stratification-based classifications may be highly relevant for subnational- to
continental-scale classification efforts [46,47], which often suffer from a lack of accurate generalization
of training signatures across large areas with non-parametric machine-learning classifiers [35,110,111].
For instance, in one of the preceding works where one of the authors was involved [35], the difficulty
of creating an accurate land-cover classification across Eastern Europe was attributed to a lack
of spectral signature generalization by a single non-parametric machine-learning classifier (SVM).
This is particularly relevant for the classes, such as abandoned agricultural land, which may
represent multiple stages of vegetation succession depending on the period of abandonment and
biophysical conditions (sparse vegetation, grasses, shrubs and trees). Despite the overall superiority
of non-parametric machine-learning classifiers compared to parametric ones (e.g., the maximum
likelihood classifier) [112,113], machine-learning classifiers may not fully overcome the complexity of
mapped land-use change classes, such as land abandonment. Thus, additional efforts are required
to boost the classification accuracies in order to make the land-cover change products suitable for
other applications [112]; the fusion of classification methods and stratified classification approaches
tested here is one example. It should be noted, however, that stratification-based classification
approaches might require more training samples than non-stratified classifiers. Therefore, they
may not be recommendable if the training sample size is small, or techniques would have to be
employed to artificially increase the training set size and regenerate the native class proportions in the
training set [114].
Our method does not provide information about the timing of land abandonment, which would
be challenging due to the intermittent fallow phases that are triggered by droughts or management
practices. Our method, given that reference data could be made available, could be extended to annual
land cover mapping and to assessing land cover trajectories for assessing the abandonment year, as
well as for the identification of the period when land became recultivated [30]. In addition, the data set
is suitable to assess the determinants of abandonment at the region level [16,115,116].
Certain factors may have contributed to some uncertainties in the estimates of the abandonment
extent. For instance, the cropland mask had an overall accuracy of 89.8%, thereby contributing
additional discrepancies to the land-cover estimates. By carefully checking the error matrix, we
noticed the classification errors were primarily related to misclassifications between cropland and
grassland/pasture classes. The latter is a dominant class across Central Asia and may thus possess a
large extent of misclassified classes. Similarly, within a cropland mask, the inclusion of natural
grasslands/pastures could be a source of misclassification of abandoned land due to spectral
similarities, as previously reported [117]. Therefore, the map of abandoned cropland may include
some permanent grasslands or shrublands, as they occur in the floodplains of Kyzyl-Orda or in the
mountainous regions. We also found that in some cases, shrubland had been confused with active
cropland, such as cotton [73], which was reflected in the lower producer’s accuracies for “abandoned,
irrigated cropland” in the downstream regions, where shrub encroachment on abandoned fields
prevails. Nevertheless, the estimated abandonment rates matched well with previous small case
studies in the ASB. For example, in the Kyzyl-Orda region, the estimate abandonment rate was 50%
according to [7], while the current study found a rate of 49%. In addition, the total cropland area (8.86 Mha
error-adjusted) matches well with other sources: 8.4 Mha [78], 8.5 Mha [55], or 8.19 Mha [118].
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The error-adjusted share of cropland abandonment (ca. 13%) falls within the range observed for
other regions of the former Soviet Union. For instance, the farmland abandonment rate of 18% detected
with a MODIS time series has been observed during 2006–2008 across Russia, Poland, Belarus, Estonia,
Latvia, Lithuania and the Ukraine [29]. While the direct comparison of land abandonment rates and
patterns with other case studies across former Soviet Union is challenging because the time periods
and abandonment definitions used vary among studies, the cross-border comparison in the ASB
area revealed some interesting patterns, similar to cross-border studies in Eastern Europe [119,120].
For instance, our study revealed drastic differences in land abandonment rates among the neighboring
countries (i.e., 4% in Kyrgyzstan and 33% in Kazakhstan) compared to variations in land abandonment
rates at the province level within the studied countries. Kazakhstan and Kyrgyzstan were once part
of the Soviet Union. After the breakup of the Soviet Union, they followed common pathways from
a state-controlled economy toward a market economy. However, the land tenure regimes differed
in Kazakhstan and Kyrgyzstan and the share of agriculture in the gross domestic product and the
share of the rural population also differed. By 2014, the agriculture value in land-rich Kazakhstan
added to the total GDP, comprising only 4.7% of the total GDP, in contrast to land-scarce Kyrgyzstan,
with 17.1% of the total GDP. In 2014, the share of the rural population was 47% in Kazakhstan and
67% in Kyrgyzstan. Additionally, until recently, private ownership was not allowed in Kazakhstan
and there was a non-functioning land market, thus creating preconditions of inefficient land use and
higher abandonment rates, in contrast to neighboring Kyrgyzstan, where private land ownership was
allowed (Table 1).
Overall, land abandonment rates across other Central Asian countries in the ASB (Turkmenistan,
Tajikistan and Uzbekistan) were much lower than those in the other post-Soviet states (e.g., Kazakhstan
and Russia) possibly because of the high rural population density and a higher value added to agriculture
in the total GDP (Table 1). In Uzbekistan, we found more abandoned cropland in agro-environmentally
marginal regions (e.g., Karakalpakstan [121]) than in Kazakhstan or Turkmenistan. The differences
in land abandonment rates in cross-border Tajikistan and Kyrgyzstan were less pronounced than in
Kazakhstan and Kyrgyzstan. The Central Asian countries, except for Kazakhstan, developed regional
food sovereignty (security) policies to ensure sufficient food production and supply land-scarce regions
with fast-growing populations after 1991. We do not elaborate here on the case of Afghanistan due to
an ongoing civil war, which dramatically shapes agricultural production and different forms of land
tenure [122]. Despite skyrocketing population growth, insurgencies and armed conflict with internally
displaced peoples and refugees may cause land abandonment.
We also found moderate rates of cropland abandonment on agricultural lands suited for crop
production in Kazakhstan and Kyrgyzstan (Table 6). The observed pattern of cropland abandonment in
Kazakhstan may reflect the consequences of the transition to a market economy, i.e., privatization of the
agricultural sector that has occurred in Kazakhstan after independence in 1991 [123,124]. Kyzyl-Orda,
for instance, is a region with a strong reputation for rice production but statistics illustrate that rice
production areas in Kazakhstan have dropped from approximately 110,000 ha to 65,000 ha during
the period 1993–2002 and then increased to an average of 91,200 ha during the period 2009–2013
(http://faostat3.fao.org; last access, 1 January 2016). Such statistics may be interpreted as the parts
of the cultivated land identified in this study that had already been recultivated during the past
decade and where the previous decisions and production inputs of the landowners, e.g., during the
privatization process, could have also been of influence. Other drivers, such as population dynamics,
employment structures, or others, may have played a role [123] but further studies are needed to
interpret the spatial patterns of the abandoned cropland.
5. Conclusions
Understanding the patterns of agricultural abandonment is important because abandonment
affects ecosystem services and land availability suited for different land uses in various ways and is
thus important for land-use planning. The map of abandoned cropland provides a suitable data set for
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such research. In contrast to previous studies, our study showed that abandonment is also common in
areas where land demand is high (e.g., on irrigated lands in the ASB of Central Asia). In total, 13%
(1.15 Mha) of the irrigated agricultural land was abandoned by 2016, with a drastic difference in rates
across the countries. Despite ongoing recultivation, some abandoned lands represent the agricultural
potential not only for looming land scarcity in Central Asia but also for alternative land-use. Here,
we also tested and proved that a MODIS time series is well suited to tracking abandonment in arid
areas where the difference between actively cultivated and abandoned cropland is subtle. The overall
accuracy of the stratum-adjusted classification (87.9%) was more accurate compared to unstratified
classifications. The map of abandoned irrigated cropland provides a novel basis and the necessary
baseline information to guide land-use and conservation planning support in the region, such as the
assessment of environmental trade-offs and social constraints of recultivation.
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