We build confidence balls for the common density s of a real valued sample X 1 , ..., X n . We use resampling methods to estimate the projection of s onto finite dimensional linear spaces and a model selection procedure to choose an optimal approximation space. The covering property is ensured for all n ≥ 2 and the balls are adaptive over a collection of linear spaces.
Introduction
In this paper, we discuss the problem of adaptive confidence balls, from a non-asymptotic point of view, in the particular context of density estimation. Let S be a set of densities with respect to the Lebesgue measure µ on R. Given an i.i.d sample X 1:n = (X 1 , ..., X n ) and a confidence level β ∈ (0, 1), a confidence set (hereafter CS)B β (X 1:n ) on S is a subset of S satisfying the following covering property:
∀s ∈ S, P s s ∈B β (X 1:n ) ≥ 1 − β
where, for all s in S, P s denotes the distribution of X 1:n when the marginals have common density s. All the CS considered in this paper are L 2 -balls, centered on estimatorsŝ of s, and with random radiusρ β . The quality of a CS is measured with the quantiles ofρ β . We are looking for adaptive CS, which means that, given a collection (S m ) m∈Mn of subsets of S,ρ β should be as small as possible over all the sets (S m ) m∈Mn . This problem was mostly considered in regression frameworks, see among others Li [25] , Lepski [23] , Juditski & Lepski [20] , Hoffmann & Lepski [14] , Juditski & Lambert-Lacroix [19] , Baraud [4] , Beran [5] , Beran & Dümbgen [6] , Cai & Low [9] , Genovese & Wassermann [12, 13] . Robins & van der Vaart [28] considered a more general Hilbertian framework that includes in particular density estimation and some regression frameworks. Our adaptive balls are derived from a model selection procedure, which is essentially the one of Baraud [4] . We start with a collection of linear spaces (S m ) m∈Mn and associate to each of these, the projection estimatorŝ m of s and some positive numberρ(m). Theρ(m)'s are suitably calibrated to satisfy the property that, with probability close to one the distance between s and its projection estimatorŝ m is not larger thanρ(m). We then selectm as the minimizer ofρ(m) and define the confidence ball as the L 2 -ball centered atŝm of radiusρ(m). We use two different ingredients to computeρ(m). The first one is a resampling estimator of s m −ŝ m 2 , where s m denotes the projection of s onto S m . It is naturally derived from Efron's heuristic (see Efron [10] ), in the same way as Arlot, Blanchard & Roquain [2] . This allows us in particular to keep all the sample to buildŝ m . This is an improvement compared with Robins & van der Vaart [28] or Cai & Low [9] , who cut the sample into two parts, the first one being used to build an estimatorŝ of s and the other to evaluate the distance ŝ − s 2 . The second ingredient is an estimator of s − s m 2 , based on U-statistics, as in Laurent [21, 22] . The proofs are handled thanks to a concentration inequality for U -statistics, derived from Houdré & Reynaud-Bouret [15] . The main advantage of a model selection's approach is that the resulting CS are non asymptotic, i.e. (1) holds for all n. Moreover, the CS behaves well even if s does not belong to S, which outperforms, in that case, the result of Li [25] . Let S be a linear space with dimension d and let (S m ) m∈Mn be a collection of linear subspaces of S, with respective dimensions (d m ) m∈Mn . The diameter of our CS on S is upper bounded, for any s in S m , by C( √ d ∨ d m )/n, where C is a constant, free from d, d m , and n. This bound is optimal in the minimax sense. Hence, adaptation is possible over collections of subspaces with dimension d m ≥ √ d for L 2 -balls. This positive result does not hold in general, in particular, adaptation is impossible for L ∞ -balls (Low [26] ). However, the adaptation property is strongly limited since it is impossible over spaces with dimension d m ≤ √ d. This negative result was already proved asymptotically in Li [25] , Hoffmann & Lepski [14] , Juditski & Lambert-Lacroix [19] , Robins & van der Vaart [28] . It was proved non-asymptotically in a regression framework in Baraud [4] . We use the method of Baraud [4] and extend his result to the density estimation framework. The paper is decomposed as follows. Section 2 introduces the notations and the main assumptions. Section 3 presents the technical tools required for the construction of our CS. Section 4 gives the main results, we build our CS, give upper bounds on their size and prove their optimality in the minimax sense. Section 5 presents a short simulation study, where we illustrate the behavior of our resampling-based estimators. All the proofs are postponed to Section 6. We add in an Appendix the proofs of some technical lemmas.
Notations and assumptions

Notations
Hereafter, L 2 (µ) denotes the space of all measurable functions t : R → R such that R t 2 (x)dµ(x) < ∞. It is endowed by its classical scalar product defined, for all t, t ′ in L 2 (µ) by < t, t ′ >= R t(x)t ′ (x)dµ(x) and by the associated L 2 -norm defined, for t in L 2 (µ) by t = √ < t, t >.
For any density s, we denote by P s the distribution of an iid sample X 1:n = (X 1 , ..., X n ) with common marginal density s and by E s the expectation with respect to P s . Hereafter, S, with various subscripts, denotes a linear subspace of L 2 (µ) and S * the set of
For a random setB in L 2 (µ), a linear space S of measurable functions and a real number α in (0, 1), we define the (S, α)-size ofB as
For all indexes sets Λ, (ψ λ ) λ∈Λ will always denote an orthonormal system in L 2 (µ).
Efron's resampling heuristic
Let X, X 1 , ..., X n be i.i.d random variables with common density s, let P s and P n denote the following processes defined respectively for all functions t in L 2 (µ) and for all measurable functions t by
Hereafter, a resampling scheme (W 1 , ..., W n ) is a vector of real valued random variables, independent of (X 1 , ...., X n ) and exchangeable, which means that, for all permutations τ of 1, ..., n,
) has the same law as (W 1 , ..., W n ).
Let (W 1 , ..., W n ) be a resampling scheme, letW n = n i=1 W i /n and let P W n denotes the resampling-based empirical process defined, for all measurable functions t, by
For all random variables F (X 1 , ..., X n , W 1 , ..., W n ), we denote by
Let F be a known functional and F n = F (P n , P s ), we define the resampling estimator of F n by
where C W is a constant depending only on the functional F and the law of the resampling scheme. Efron's heuristics states that F W n provides a sharp estimator of F n when the constant C W is well chosen.
Balls in functional spaces
Our method is strongly based on empirical process methods, in particular on Talagrand's concentration inequality. This inequality involves some L ∞ -norms, this is why we introduce the following notations. Let S be a linear space of measurable functions. For any function t in
Basic definitions
Definition 2.1. (Confidence Sets) Let (X 1 , ..., X n ) be an i.i.d. sample of real valued random variables, let S ⊂ L 2 (µ) and let β be a real number in (0, 1). The set CS(S, β) of (1 − β)-confidence balls on S is defined as the collection of all subsetsB β = B 2 (ŝ,ρ β , S) of L 2 (µ), whereŝ andρ β are measurable with respect to σ(X 1 , ..., X n ) such that ∀s ∈ S * , P s s ∈B β ≥ 1 − β.
Definition 2.2. (Minimax rate of convergence for confidence sets) Let (X 1 , ..., X n ) be an i.i.d. sample of real valued random variables, let S ′ ⊂ S ⊂ L 2 (µ) and let α, β be real numbers in (0, 1). The (α, β)-minimax rate of convergence over S ′ for CS on S is defined as φ n (α, β, S, S ′ ) = inf
Definition 2.3. (Adaptive confidence sets) Let (X 1 , ..., X n ) be an i.i.d. sample of real valued random variables, let S ⊂ L 2 (µ), let (S m ) m∈Mn be a collection of subsets of S and let α, β be real numbers in (0, 1). A CSB β in CS(S, β) is said to be optimal, or adaptive over (S m ) m∈Mn , if the following condition holds. For all fixed α in (0, 1), there exists a constant c(α, β) > 0 free from n, S and
.., X n ) be an i.i.d. sample of real valued random variables. Let S be a family of densities on R. Let S 0 , S 1 be two disjoint subsets in S. A test T of the assumption H 0 : s ∈ S 0 against the alternative H 1 : s ∈ S 1 is a function T : R n → {0, 1}. The test T is said to have a confidence level 1 − α ∈ (0, 1) when
It is said to have a power 1 − β ∈ (0, 1) when
Main Assumptions
Let (S m ) m∈Mn be a collection of linear subspaces of L 2 (µ), with finite dimensions respectively denoted by (d m ) m∈Mn . We make the following assumptions on this collection. H1: There exists m n in M n such that S mn = Span m∈Mn S m . H2: There exists a constant C 1 such that, for all m in M n , for all t in S m
The last assumption is only technical and let us simplify the results. Let β be a real number in (0, 1).
Four examples are usually developed as fulfilling this set of assumptions: 
[P] regular piecewise polynomial spaces: S m is the linear span of the functions (ψ j,k ) for j = 1, ..., J m , k = 0, ..., r − 1, where, for all j = 1, ..., J m and k = 0, ..., r − 1, ψ j,k is a polynomial of
[W] spaces spanned by dyadic wavelets with regularity r. We have to choose d mn ≤ Cn 2 /(ln n) 2 and β ≥ n −r for some r > 0 in order to fulfill Assumption H3(M, β). For a description of those spaces and their properties, we refer to Birgé & Massart [7] . Hereafter, in order to simplify the notations, we will often write S n , d n , s n ,... instead of S mn , d mn , s mn ,...
Technical tools
This section presents the results required in Section 4 to build our adaptive confidence sets. Let s be a density in L 2 (µ) and let s m and s n denote respectively its orthogonal projections onto the linear spaces S m and S n , where S m ⊂ S n . We recall the definition and some basic properties of the projection estimatorŝ m of s on S m in Section 3.1. From Pythagoras theorem, it satisfies
Section 3.2 deals with the estimation of s m −ŝ m 2 . We introduce our resampling estimator and state a very important concentration inequality (Theorem 3.3). In Section 3.3, we introduce our estimator of s n − s m 2 based on U -statistics.
Projection estimators
The projection estimator of s on S m is defined bŷ
Classical computations show the following Lemma:
Lemma 3.2. Let X 1 , ..., X n be i.i.d random variables with common density s in L 2 (µ). Let S m be a linear subspace of L 2 (µ) and let (ψ λ ) λ∈Λm be an orthonormal basis of S m . Let s m be the orthogonal projection of s onto S m and letŝ m be the projection estimator of s onto S m . Then,
3.2 Estimation of s m −ŝ m 2 by resampling methods
Let s be a density in L 2 (µ). Let S m be a finite dimensional linear subspace of L 2 (µ), let (ψ λ ) λ∈Λm be an orthonormal basis of S m . Let s m denote the orthogonal projection of s onto S m and letŝ m denote the projection estimator of s onto S m . s m −ŝ m 2 is a functional of P n and P s , therefore, it can be estimated by resampling. Indeed, let (W 1 , ...W n ) be a resampling scheme and letW n = n i=1 W i /n. The resampling estimator of s m −ŝ m 2 given by Efron's heuristic (see Section 2.2) is defined for this resampling scheme and a suitably chosen constant C W by:
p W (S m ) is well defined since we can check with Cauchy-Schwarz inequality that
The deviations of p W (S m ) are given by the following theorem.
..W n ) be a resampling scheme and let p W (S m ) be the associated random variables defined in (6) for
There exists a constant
Comments:
• This theorem is one of the main contributions of the article. It provides a sharp control of the variance term. It is the main difference with the article of Baraud who worked in a Gaussian framework and handled this term with a concentration inequality for χ 2 -statistics of Birgé [?] . Our new construction is more general and can be easily adapted to other frameworks, which is not the case in Baraud [4] .
• It is proved thanks to a technical lemma (Lemma 6.1) and a sharp concentration inequality (Lemma 6.2). Lemma 6.1 shows that, with our choice of
is a totally degenerate U -statistics of order 2. Lemma 6.2 is a concentration inequality for U -statistics of order 2.
• The proof of Lemma 6.2 is derived from Houdré & Reynaud-Bouret [15] , it follows mainly the one of Fromont & Laurent [11] . The main improvement compared with Fromont & Laurent [11] is that we work with general linear spaces S m .
• The bound involves a term
In practice the L 2 -norm of s is often much smaller than its L ∞ -norm. Moreover, our control can also be used when s ∞ , s or both of these quantities are unknown, since κ v (C 1 , C 3 ) is free from s , s ∞ .
• The condition on x is not a problem in practice. We are interested in cases where 1−e −x/2 is large, therefore, 2 ≤ x will always be satisfied. Moreover, we will see in Section 4 that the assumptions H3(M, β) are designed to ensure that the interesting x satisfy x ≤ C 3 n/ √ d m provided that C 3 is sufficiently large.
• This theorem can be used to build a model selection procedure of density estimation.
Actually, an ideal penalty in this problem is given by 2 s m −ŝ m 2 and the aim of model selection is to evaluate this ideal penalty as precisely as possible. Theorem 3.3 provides such a control. This important application is discussed in detail in [24] . For an introduction to model selection, we refer to Massart [27] . The concept of ideal penalty is defined in Arlot [1] .
• In order to keep the result as readable as possible, we only give the explicit form of the constant κ v (C 1 , C 3 ) in the proof of Theorem 3.3.
Corollary 3.4. Let X 1 , ..., X n be i.i.d. real valued random variables. Let (S m ) m∈Mn be a collection of finite dimensional linear spaces satisfying H1, H2. Let β ∈ (0, 1) such that this collection satisfies also H3(M, β) and let
.., W n ) be a resampling scheme and let p W (S m ) be the associated resampling estimator defined in Theorem 3.3. Let
Comments:
• This corollary gives a uniform upper bound V (m, β, X 1 , ...X n ) on the variance term.
• The size of this uniform bound, in the sense of (2), is given by the following Theorem.
Theorem 3.5. Let X 1 , ..., X n be i.i.d. real valued random variables. Let (S m ) m∈Mn be a collection of linear spaces satisfying H1, H2. Let α, β be real numbers in (0, 1) such that this collection satisfies also H3(M, α) and
.., X n ) be the associated random variables defined in (7) . There exists a constant
• For fixed confidence level α, β, the asymptotic order of magnitude of V m,β is d m /n for all models with dimension d m ≥ (ln N n ) 2 .
Estimation of s
The simple following lemma is important to understand our procedure.
Lemma 3.6. Let X 1 , ..., X n be i.i.d. real valued random variables with common density s in L 2 (µ). Let S m ⊂ S n be two linear subspaces of L 2 (µ), with respective finite dimensions d m and d n . Let s m and s n be the orthogonal projections of s respectively onto S m and S n . Let (ψ λ ) λ∈Λn be an orthonormal basis of S n such that (ψ λ ) λ∈Λm is an orthonormal basis of S m , with Λ m ⊂ Λ n . Then
Based on this kind of lemma, Laurent [21, 22] introduced the estimators based on U -statistics to estimate quadratic functionals of a density. These estimators were successfully used by Fromont & Laurent [11] for goodness of fit tests in a density estimation model, and by Robins & van der Vaart [28] to build adaptive confidence sets. We follow the same steps here and define, for any observation X 1 , ...X n , for all finite dimensional linear spaces S m ⊂ S n , for all orthonormal basis (ψ λ ) λ∈Λn of S n such that (ψ λ ) λ∈Λm is an orthonormal basis of S m , with Λ m ⊂ Λ n ,
p b (S m , S n ) is well defined since we can prove with Cauchy-Schwarz inequality that, if S ⊥m n denotes the orthogonal of S m in S n ,
The deviations of p b (S m , S n ) are given by the following result:
Lemma 3.7. Let X 1 , ..., X n be i.i.d. real valued random variables. Let S m ⊂ S n be two linear subspaces of L 2 (µ), with respective finite dimensions d m and d n and let p b (S m , S n ) be the estimator defined in (9) . For any density s in L 2 (µ), let s n and s m denote its orthogonal projections respectively onto S n and S m . For all C 3 > 0 and all ǫ in (0, 1), there exists a real constant
Thanks to this Lemma, we can derive the following corollary that gives our estimation of s n − s m . Corollary 3.8. Let X 1 , ..., X n be i.i.d. real valued random variables. Let (S m ) m∈Mn be a collection of linear spaces satisfying assumptions H1, H2. Let β be a real number in (0, 1) such that this collection satisfies also
• This corollary gives a sharp estimation of the bias term. In particular, we will see in the following section that the term √ d n x n /n is essentially necessary.
• We obtain a bound valid for all the models in the collection M n . Combined with Corollary 3.4, it gives all the tools required to apply our method of selection.
4 Main results
Adaptive Confidence Balls
We can now easily present our model selection procedure to obtain CS.
Construction of the adaptive CS
Let β be a real number in (0, 1), let M 2 > 0, M ∞ > 0, let (S m ) m∈Mn be a collection of finite dimensional linear spaces and let S n = Span m∈Mn S m . Let (V (m, β, X 1 , ..., X n )) m∈Mn be the collection defined in (7), let (K(m, β, X 1 , ..., X n )) m∈Mn be the collection defined in (10) and let η be a positive real number. For all m in M n , let
Recall the definition of the L 2 -ball centered in an element t of L 2 (µ) with radius C in R given in (3). Our final CS is defined bŷ
Performances of our CS Theorem 4.1. Let X 1 , ..., X n be i.i.d real valued random variables. Let (S m ) m∈Mn be a collection of models satisfying assumptions H1, H2. Let β be a real number in (0, 1) such that this collection satisfies also
Moreover, there exists a constant κ such that for all m in M n , for all η m > 0 and all α such that (S m ) m∈Mn satisfies also H3(M, α)
• Theorem 4.1 gives CS over B 2,∞ (M 2 , M ∞ , η, S n ), with prescribed confidence level β, valid for all n ≥ 2.
• The size of these CS is upper bounded by the maximum of two terms. η 2 + √ d n /n is the minimax separation rate for the tests H 0 : s = s 0 against the alternative
• Robins & van der Vaart [28] proved that these rates are optimal asymptotically. We will show in Theorem 4.2 below that this property holds also non asymptotically.
•ρ(m, η, β) has basically the following form
It depends in practice on two unknown constants, η and κ(M 2 , M ∞ ). We believe that some "slope heuristic" (see Birgé & Massart [8] , Arlot & Massart [3] or [24] ) method can be developed for CS in order to obtain a data driven estimate of κ(M 2 , M ∞ ). This estimate would probably be more reasonable than the upper bound given in our proof. On the other hand, we believe that the constant η can only be handled with suitably chosen assumptions. For example, some regularity assumption as in Section 4.3 bellow.
• Baraud [4] used a procedure almost similar in a regression framework. He defined, for all m in M n , a test T m to test the null hypothesis s n ∈ S m against the alternative s n ∈ S n − S m and some positive numberρ(m). Hisρ(m)'s are calibrated to satisfy the property that, if T m accepts the null, then, with probability close to one, the distance between s and its projection estimatorŝ m is not larger thanρ(m). He selectedm as the minimizer of ρ(m) among those m for which T m accepts the null and defined the confidence ball as the L 2 -ball centered atŝm of radiusρ(m). The main difference with this general scheme is that our procedure does not require a series of tests to work as the bound given in Corollary 3.8 holds for all m.
Optimality of our balls
In this section we prove that the rate given in (12) can not be improved in general, from a minimax point of view. The result is stated in the following theorem:
Let α, β be real numbers in (0, 1) such that 2α + β < 1. There exists a constant C(α, β), such that
• Theorem 4.2 gives the optimality of the rate given in (12) , since the terms η and η m can obviously not be avoided also.
• The key point of the proof (Lemma 6.8) is that we can not build a test of null hypothesis H 0 : s ∈ S m against the alternative H 1 : s ∈ S n , s / ∈ S m with separation rate smaller than C α,β √ d n /n. This extends the result of Ingster [16, 17, 18 ] to a non asymptotical framework and the result of Baraud [4] to density estimation. For a definition of the separation rate, we refer to Ingster [16, 17, 18] .
• The proof follows the methodology described in Baraud [4] .
Application to regular density
This section presents the application of Theorem 4.1 to regular densities. In particular, we extend the result of Robins & van der Vaart [28] since (1) is obtained for all n.
Fourier spaces: For all k in N * , for all x in R, let
For all d in N, let F d be the linear space spanned by the functions
It is a classical result (see for example Birgé & Massart [7] ) that any sub-collection of (F dm ) 0≤dm≤n 2 (ln n) −2 satisfies H1, H2 with C 1 = 1. We can also easily check that, for all β ≥ n −2 , it satisfies also H3(M, β) with C M = 4.
Sobolev Spaces:
For all functions t in L 2 (µ), let
and for all k ∈ N * , let
For all γ ∈ R * + , for all M in R + , we denote by S(γ, M ), the set of functions t in L 2 (µ) such that
It is clear that for all t in S(γ, M ), t ≤ M and for all d in N, if π F d (t) denotes the orthogonal projection of t onto F d ,
We can also use Cauchy-Schwarz inequality to prove that, when γ > 1/2, for all x in [0, 1],
Hence, when γ > 1/2, for all t in S(γ, M ),
i∈N (i + 1) −2γ and when γ ≤ 1/2, let M ∞ denote a positive real number. We have obtained that
Hence, the following proposition holds. There exists a constant κ free from n such that, for all γ ′ ≥ γ,
Comments:
• This result can be compared with the one of Robins & van der Vaart [28] . Our balls satisfy the covering property (1) for all n and not asymptotically as in their paper. They proved that the rate n −γ ′ /(2γ ′ +1) ∨ n −2γ/(4γ+1) is asymptotically optimal.
• It is a straightforward consequence of Theorem 4.1, applied with η m = M (d m + 1) −γ ′ , η = M (d n + 1) −γ and the previous computations, therefore, the proof is omitted.
Simulation study.
In this section, our first goal is to illustrate Theorem 3.3. We proved that the difference s m −ŝ m 2 2 − p W (S m ) is upper bounded by √ d m /n, we will show that this bound is sharp on some simulations. Then, we will consider a more general version of Efron's heuristics, which states that, for a good choice of the constant C W , the distribution of s m −ŝ m 2 2 is close to the conditional distribution
The quantiles of s m −ŝ m 2 2 must then be close to their resampled counterpart. In a second simulation, we test this method and remark that it gives very good practical results.
Illustration of Theorem 3.3
In this simulation, s is the uniform density on [0, 1], S m is the set of histograms on the partition ( 
• The distribution of n( s m −ŝ m 
Illustration of the second Efron's heuristic
In this simulation, we keep the same s and the same resampling scheme. S m is the set of functions constant on the partition (
..,dm , with d m = 50. n = 100, N = 100 and ((X J i ) i=1,...,n ) J=1,...,N are N independent samples with common law P s . For all J = 1, ..., N , we compute the projection estimatorŝ J m on S m with the sample (X J i ) i=1,...,n . Then, we take n b = 10000 resampling schemes (W 1 , ..., W n ). For all resampling schemes, we compute the quantity
and we obtain an approximation of the (1 − α)-quantilesq J α of its conditional distribution 
Comments
• The covering property of this empirical ball is very close to the one we would like to obtain. Hence, this method seems to give sharp confidence balls for s m . The computation time is the same as in the first method.
• We do not prove any theoretical evidence of this covering property. In particular, we cannot guarantee that P s ( s m −ŝ m 2 2 ≤q α ) ≥ 1 − α occurs for any n.
Acknowledgements: The author would like to thank gratefully Béatrice Laurent and Clémentine Prieur for many fruitful advices. He also would like to thank the reviewers and the associated editors who helped to improve a first version of the article.
6 Proofs.
Proof of Theorem 3.3
The theorem can easily be deduced from the following Lemmas, whose proofs are postponed to the appendix.
Lemma 6.1. Let X 1 , ..., X n be an i.i.d sample with common density s in L 2 (µ) and let (ψ λ ) λ∈Λ be an orthonormal system in L 2 (µ). Let W 1 , ...W n be a resampling scheme, letW
Lemma 6.2. Let X 1 , ..., X n be an i.i.d sample with common density s in L 2 (µ) and let (ψ λ ) λ∈Λ be an orthonormal system in
For all ξ in {−1, 1}, for all x > 0, we have
Lemma 6.3. Let S be a linear space with finite dimension d satisfying assumption H2. Let s be a density in
We have v
Let us now explain briefly the proof of Theorem 3.3. Let X 1 , ..., X n be an i.i.d sample with common density s in L 2 (µ) ∩ L ∞ (µ). Let (ψ λ ) λ∈Λm be an orthonormal basis in S m . It comes from Lemmas 6.1 and 6.2 that, using the notations of these lemmas, for all x > 0, there exists an absolute constant κ = 2040 such that, with probability larger than 1 − e −x+1
Hence, from (14), with probability larger than 1 − e −x/2 ,
This concludes the proof of Theorem 3.3, with
Proof of Corollary 3.4
We use a union bound to obtain that
All the models satisfy H2. From assumption H3(M, β), x n satisfies 2 ≤ x n ≤ C 3 n/ √ d m with C 3 = C M , thus, from Theorem 3.3, for all m in M n ,
Finally, Card(M n )e −xn/2 ≤ β 2 , which concludes the proof of Corollary 3.4.
Proof of Theorem 3.5
Let s be a density in
we only have to prove that there exists a constant κ such that, with P s -probability larger than 1 − α,
Let (ψ λ ) λ∈Λm be an orthonormal basis of S m , from Lemma 6.1 and using the notations of this lemma,
We follow the proof of Theorem 3.3. From Lemmas 6.2 and 6.3 and assumptions H1, H2, H3(M, α), there exists a constant κ such that
Moreover, it is easy to check, with Cauchy-Schwarz inequality, that, using the notations of Lemma 6.3
Hence, using assumptions H2, we obtain
This conclude the proof of Theorem 3.5.
Proof of Lemma 3.7
Let X 1 , ..., X n be an i.i.d sample with common density s in L 2 (µ) ∩ L ∞ (µ). Let (ψ λ ) λ∈Λn be an orthonormal basis of S n such that (ψ λ ) λ∈Λm is an orthonormal basis of S m , with Λ m ⊂ Λ n . The Hoeffding's decomposition of the U -statistic p b (S m , S n ) can be written
where, as usually, for all indexes sets Λ,
It comes from Lemmas 6.2 and 6.3 that, for all 2 ≤ x ≤ C 3 n/ √ d n ,
If s n = s m , this concludes the proof. Else, let ǫ in (0, 1), the inequality 2ab ≤ ǫa 2 + ǫ −1 b 2 gives
The function s m,n = (s n − s m )/ s n − s m satisfies s m,n ≤ 1 and, from Bernstein's inequality, for all x > 0,
Since s m,n belongs to S n , which satisfies H2, it comes from Lemma 6.3 that
We conclude the proof of Lemma 3.7 saying that x ≥ 2 implies 2e −x ≤ e −x/2 . In this Lemma, we proved that we can choose κ b (ǫ,
Proof of Corollary 3.8
Let X 1 , ..., X n be an iid sample with common density s in B 2,∞ (M 2 , M ∞ , 0, L 2 (µ)). Let ǫ in (0, 1) and let Ω n (ǫ) denote the event
A union bound gives that P s (Ω n (ǫ) c ) is upper bounded by the sum over M n of
Assumption H3(M, β) ensures that x n satisfies 2 ≤ x n ≤ C 3 n/ √ d m with C 3 = C M , thus, Lemma 3.7 gives that this last probability is upper bounded by 3e −xn/2 . Our choice of x n ensures that 3N n e −xn/2 ≤ β/2 and thus that P s (Ω n (ǫ) c ) ≤ β 2 . The proof of Corollary 3.8 is concluded because, on Ω n (ǫ),
Proof of Theorem 4.1
The theorem is a straightforward consequence of Corollaries 3.4 and 3.8.
Proof of Theorem 4.2
We begin the proof with the following proposition, which shows that
, the same bound holds also for φ n (α, β, S n , S m ).
Proposition 6.4. Let S be the set of histograms on the partition,
Let X 1 , ..., X n be an i.i.d sample. Let α, β be real numbers in (0, 1) such that α + β < 1.
The proof is decomposed in two lemmas.
Lemma 6.5. LetB β = B 2 (ŝ,ρ β , S) in CS(S, β) and let ρ α,β be a real number such that
Proof. of Lemma 6.5:
Lemma 6.6. Let δ = α + β and let ρ δ be any real number satisfying (16). Then we have
} and for all λ in Λ, let
It is easy to check that (ψ λ ) λ∈Λ is an orthonormal system in S, orthogonal to s 0 such that, for all λ in Λ, ψ λ ∞ ≤ d/2. Letŝ 0 = ŝs 0 dµ and for all λ in Λ, let
Let (ξ λ ) λ∈Λ be independent Rademacher random variables, independent of X 1 , ..., X n , let ρ be some real number to be chosen later and let s ξ = s 0 + ρ λ∈Λ ξ λ ψ λ . The ψ λ have distinct support, thus λ∈Λ |ψ λ | ∞ ≤ d/2 and s ξ is a density if
Assume that (17) holds, then
We have
where N (ξ,ŝ) = Card({λ ∈ Λ, ρξ λŝλ ≤ 0}) = λ∈Λ 1 {ρξ λŝλ ≤0} . If we plug (19) in (18), we obtain
We integrate with respect to ξ and we apply Fubini's theorem to obtain
From Cauchy-Schwarz inequality,
and
Moreover, conditionally toŝ, N (ξ,ŝ) is a sum of [d/2] independent random variables valued in {0, 1}. Thus, from Hoeffding's inequality,
In (23), we have
]/2 and we choose
We plug inequalities (22) and (24) in (21) to obtain
Thus, from (20) and Jensen inequality,
We already know thanks to Proposition 6.4 that ] , letB β = B 2 (ŝ,ρ β , S n ) be a confidence ball in CS(S n , β) and let ρ α,β > 0 such that for all densities s in S m ,
We will prove that ρ α,β ≥ c √ d n /n, which is sufficient to prove Theorem 4.2. We decompose the proof into two lemmas.
Lemma 6.7. Let S n (ρ α,β ) = {t ∈ S n ; t − s 0 2 ≥ 2ρ α,β }. There exists a test T of null hypothesis H 0 : s = s 0 against the alternative H 1 : s ∈ S n (ρ α,β ) with confidence level more than 1 − β and power more than 1 − α − β, ie such that
Proof. of Lemma 6.7: Let T = 1 s 0 ∈B β . Since s 0 belongs to S n andB β belongs to CS(S n , β),
Moreover, for all s in S n (ρ α,β ),
This last probability is equal to
The second lemma gives the separation rate for the test of null hypothesis H 0 : s = s 0 Lemma 6.8. Let η = 2(1 − 2α − β), let ρ > 0. Let Θ α be the set of tests T α with confidence level α, of null hypothesis H 0 : s = s 0 against the alternative H 1 : s ∈ S n (ρ), where S n (ρ) is the set of all densities s in S n such that s − s 0 ≥ ρ.
Comments: From Lemmas 6.7 and 6.8, we deduce that
Thus the proof of Lemma 6.8 concludes the proof of Theorem 4.2.
Proof. of lemma 6.8: The function β (S n (ρ)) is non-increasing with ρ. Thus we take
and we will to prove that β (S n (ρ)) ≥ α + β. Let µ ρ be a probability measure on S n (ρ), let
where . T V denote the total variation distance. Assume that P µρ is absolutely continuous with respect to P s 0 . Let L µρ = dP µρ /dP s 0 , then
and then
From (27) ,
Let us now give a probability measure on S n (ρ), absolutely continuous with respect to
Rademacher random variables and let µ ρ be the distribution of s ξ = s 0 +ρ
Let us check that µ ρ satisfies the required properties. The functions (ψ λ ) λ=1,...,[dn/2] have distinct support, thus
s ξ is a real density if ρ ≤ 1. Since 2α + β < 1, η 2 ≤ 4 and ln(1 + η 2 ) ≤ ln(5).
Since (ψ λ ) λ=1,..,[dn/2] is an orthonormal system, s ξ − s 0 = ρ, thus s ξ belongs to S n (ρ) and µ ρ is a law on S n (ρ). Moreover
Hereafter, in order to symplify the notations, we write ξ instead of ξ∈{−1,1} [dn/2] and λ instead of
For all λ = 1, ..., [d n /2] and all α = 1, ..., n, P s 0 (ψ λ ) = 0, P s 0 (ψ 2 λ ) = 1, thus
For all real numbers u ≥ −1, we have 0 ≤ 1 + u ≤ e u , thus (1 + u) n ≤ e nu . Since ρ 2 ≤ 1, we can apply this inequality to all the u l = (2l/[d n /2] − 1)r 2 and we obtain
For all positive u, ln(1 + u) ≤ u, thus, we only have to prove that
For all real numbers x in [0, 1], we have e x ≤ 1 + x + 3.2x 2 , thus exp
7 Appendix 7.1 Proof of Lemma 6.1 n i=1 (W i −W n ) = 0, thus, for all λ in Λ, (P W n −W n P n )(P s ψ λ ) = 0. Moreover, since the weights are exchangeable,
Hence,
On the other hand, easy algebra leads to
Thus, we have s m −ŝ m 2 2 − p W (Λ) = U s (Λ).
Proof of Lemma 6.2
We apply Theorem 3.4 in Houdré & Reynaud-Bouret [15] . For all x > 0
where U (x, y) = λ∈Λ (ψ λ (x) − P s ψ λ )(ψ λ (y) − P s ψ λ ), B 2 1 = n 2 E (U (X 1 , X 2 )) 2 , B 2 3 = n sup x E (U (x, X 2 )) 2 , B 4 = sup x,y U (x, y), 
In particular, since the system (ψ λ ) λ∈Λ is orthonormal, for all x in R, T (Λ) = (sup t∈B(Λ) (t − P s t)) 2 . Thus
Let us now evaluate B 1 , B 2 , B 3 and B 4 . Evaluation of B 1 :
where we use successively the independence of X 1 and X 2 , Inequality (30), the orthonormality of the system (ψ λ ) λ∈Λ and Cauchy-Schwarz inequality. Thus we obtain
Evaluation of B 2 : For all real numbers y, z, we have 2yz ≤ y 2 +z 2 , thus, for all i, j in {1, ..., n}, 2P s ((ψ λ − P s ψ λ )α i )P s ((ψ λ ′ − P s ψ λ ′ )β j ) ≤ (P s ((ψ λ − P s ψ λ )α i )) 2 + (P s ((ψ λ ′ − P s ψ λ ′ )β j )) 2 .
We apply (30) with b λ = P s ((ψ λ − P s ψ λ )α i ), since the system (ψ λ ) λ∈Λ is orthonormal, for all i in {1, ..., n}, The same inequality holds for β j , thus we obtain
Evaluation of B 3 : For all x in R, E[(U (x, X 2 )) 2 ] is the variance of the function t x = λ∈Λ (ψ λ (x)− P s ψ λ )ψ λ . t x is a function in the linear space S spanned by the (ψ λ ) λ∈Λ and, from inequality (30),
Thus E[(U (x, X 2 )) 2 ] = Var(t x (X)) = 2b 2 Λ Var(t x (X)/b Λ ) ≤ 2b 2 Λ v 2 s,Λ . Thus
Evaluation of B 4 : We apply Cauchy-Schwarz inequality and we obtain
Let Ω c x be the event defined by inequality (29 
Proof of Lemma 6.3
It comes from Assumption H2 that
It comes from (30) that Finally, for all t in B(Λ),
