Abstract. We discuss Hoffman's results for logarithmic integrals. We add new results, providing a closed form evaluation of S (i) 0,m , as as a refined recurrence relation and a nested sum expression for the general case of the logarithmic integral. Moreover, we derive the generating functions of the tiered binomial coefficients, which leads to explicit results for these numbers in terms of truncated multiple zeta (star) values.
Introduction
Hoffman [5] and Zagier [14] We refer to i 1 + · · · + i k as the weight of this multiple zeta value, and k as its depth. For a comprehensive overview as well as a great many pointers to the literature we refer to the survey of Zudilin [13] . Two special cases, namely the series ζ n ({1} k ) and ζ n ({1} k ) occur in a multitude of different places in combinatorics. Here and throughout this work {1} k means 1 repeated k times. See for example [12] and the references therein for different representation of the two series. The value ζ n ({1} k ) is closely related to the Stirling numbers of the first kind, and ζ n ({1} k ) is related to alternating binomial sums.
Hoffman [10] studied the logarithmic integrals I 
with i −1, n, m ∈ N 0 , and their properties. Special instances of the integral are well known: for m = 0 and i 0 we have
The standard proof of this uses repeated integrated by parts and induction.
Hoffman introduced the normalized values
and obtained an expansion into multiple zeta values:
Here the values (n, m) i denote certain rational numbers, called binomial coefficients of tier i in [10] . His expansion implies that S
(i)
n,m is rational polynomial in the ζ(i). This follows directly from earlier results in the literature. Borwein, Bradley and Broadhurst proved that for all positive integers n, m the multiple zeta value ζ(m + 1, {1} n ) is a rational polynomial in the ζ(i) [1, Eq. (10)]:
We mention a recently obtained explicit expression by Kaneko and Sakata [11] :
where for two indices m = (m 1 , . . . , m i ) and n = (n 1 , . . . , n i ) with weights wt(m) = j m j = m and wt(n) = j n j = n, respectively, which have the same depth dep(m) = dep(n) = i, the sum m + n denotes (m 1 + n 1 , . . . , m i + n i ).
We are going to revisit Hoffman's results for I A basic ingredient of our computations are the Stirling numbers n k of the first kind, also called Stirling cycle numbers. They count the number of permutations of n elements with k cycles [4] and appear as coefficients in the expansions
relating ordinary powers x n to the so-called falling factorials x n = x(x − 1) . . . (x − (n − 1)), for integers n 1, and x 0 = 1. The definition can be extended to negative integers via x −n = 1 (x+n) n , n 1. Here s(n, k) denote the signed Stirling numbers. 
Proof. We use the substitution x = 1 − u and readily obtain 
Before we turn to the proof we collect a well known result [2, 3, 12] .
Lemma 1 (Truncated multiple zeta values ζ m ({1} k )). For positive integers n k, the values ζ n ({1} k ) can be expressed as
Proof. By the symmetry relation,
The latter integrals are well known (2) and we get
we get
Using the Lemma above we obtain the stated result.
A representation using Stirling numbers.
Our aim is to reprove the following presentation, obtained in [10] using an extended rearrangement lemma.
Proposition 2 (Logarithmic integrals and truncated zeta values [10]). The logarithmic integrals I (i)
n,m satisfy
In particular, for i = −1 we have
In order to evaluate the logarithmic integrals we proceed similar to [9] . We can interpret the power (log(1 − x)) k (see [4, p. 351] ) as the row generating function of the Stirling numbers of the first kind.
We use a well-known relation between Stirling numbers of the first kind and truncated multiple zeta values; see for example [9] , or [12] for more properties of 
where {1} m means 1 repeated m times.
Now we can rewrite the logarithmic integral as follows:
We use the known special values (2) to get the desired representation
The special case i = −1 follows easily from the definition of the multiple zeta values.
Partial fraction decomposition and recurrence relations.
In the following we further study the normalized values S (i) n,m , given by
We introduce a variant T n,m = ζ(n + 1, {1} m−1 ). The following result is used in [10] .
Lemma 3 (Relations between S and T values). The normalized logarithmic integrals S (i)
n,m and the values T 
n,m+1 , for m, n, i 0. Consequently, for m 1 we have
On the other hand, for i 0, n 1 there is also the relation
Proof. The truncated zeta values ζ ({1} m ) satisfy the recurrence relation
This implies that
Let ∇ denote the backward difference operator with respect to the variable i, such that −∇T
n,m−1 . The inverse operator is the summation operator [4] , leading directly to the stated result for T
For the second recurrence relation we use the partial fraction decomposition 1
leading directly to the stated result
n,m .
Next we reobtain Hoffman's recurrence relation for the S-values. 
Proof. We simply plug the expression for T
and get the stated recurrence relation. The initial values are known and given in(2) and Theorem 1.
2.4.
New recurrence relations and a nested sum expression. A direct byproduct of Hoffman's recurrence relation and the initial value for n = 0 is a reformulation of the recurrence relation to a "one step" recurrence relation with respect to m.
Proposition 4. The normalized logarithmic integrals S (i)
n,m satisfy for n, m > 0 and i 0 the recurrence relation
Proof. We interpret the recurrence relation in Proposition 3 as a recurrence relation for a n = S (i) n,m with respect to n:
with toll function t n given by
The well known solution of the recurrence relation is given by a n = n r=1 t r (i + 1) n−r + 1 (i + 1) n a 0 , leading to our result.
We modify the recurrence relation further:
with toll function t n,m,i given by
For small values of m we can use S 
Example 2 (Case m = 2). . The normalized logarithmic integrals S (2) n,1 are given by
The general expressions is obtained by iteration with respect to m. This leads to a nested sum expression.
Theorem 2 (Nested sum expression for logarithmic integrals). The normalized logarithmic integral S (i)
n,m is given by the following nested sums: + t n,m,i .
Here j 0 := i and r 0 := n with t n,m,i as given in (5).
Tiered binomial coefficients and small values of i
Hoffman defined the ith tier binomial coefficients as the coefficients of the expansion
According to the initial conditions S
We state the following result of Hoffman, correcting a typo 1 in [10] .
Proposition 5 (Recurrence relation for binomial coefficients of tier i).
The coefficients (n, m) i satisfy the recurrence relation Proof. By the recurrence relation (3) we obtain
First we check the boundary cases. For a = n and b = m we get
1 The factor 1 i+1 is missing in the slides [10] .
For a = n and b < m we get
Due to
this is compatible with the initial conditions. For a < n and b = m we have
which is true. For a = 0 and b = 0 we directly get the stated recurrence relation. For the general case a < n and b < m we get
which is simply the shifted recurrence relation.
Generating functions.
In the following we derive the generating functions of the ith tier binomial coefficients. We begin with two instructive examples and then turn to the general case. We present the simple generating functions proof, which can be regarded as a toy example for small i. We introduce the generating function F(x, y) = F 0 (x, y),
Multiplication of the recurrence relation with x n y m and summation over n, m 0, excluding n = m = 0, gives
Consequently,
Example 4 (First tier). For i = 1 the coefficients (n, m) 1 satisfy the recurrence relation
We introduce the generating function F 1 (x, y),
.
Taylor expansion around x = y = 0 gives
matching the numerical results in [10] . In order to extract coefficients we rewrite the generating function
Consequently, we obtain
General case -generating functions.
Introducing the generating function F i (x, y), defined by
We multiply the recurrence relation (5) with x n y m and sum over n, m 0, excluding n = m = 0. This gives a full history recurrence relation for the generating functions F i (x, y):
This implies that
Consequently, taking differences lead to an ordinary recurrence relation
Furthermore,
Substituting the result for F 0 (x, y) of our first example leads to the following theorem.
Theorem 3. The generating function F i (x, y) = n,m 0 (n, m) i x n y m of the ith tier binomial coefficients is given by
Corollary 1. The binomial coefficients (n, m) i of tier i are given by formulas
as well as
Example 5 (Second tier binomial coefficients). The theorem above gives
matching the numerical results in [10] .
Remark 2. It is also possible to give an alternative proof using a trivariate generating function
starting from the recurrence relation in Proposition 5 or from more easily from (7), leading to a linear ordinary differential equation for F(x, y, z) with respect to the variable z.
In order to obtain a closed form expressions for (n, m) i we record first a partial fraction decomposition of the polynomial in the denominator.
Lemma 4 (Partial fraction decomposition).
Proof. Multiplication with (r − w) r gives
Evaluation at the pole w = , 1 r, gives
Proof Of Corollary. The lemma stated before implies that
We restate the relation between signless Stirling numbers of the first kind:
Thus,
Hence, Thus,
Extraction of coefficients leads to the stated result.
Another byproduct is a direct proof of the generalized symmetry relation on the level of the binomial coefficents of tier i, avoiding the induction applied by Hoffman. 
Conclusion
Following Hoffman [10] , we studied the logarithmic integral
providing a few alternative proofs.
As new results, we added a simple expression for I 
