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Abstract
In the field of image processing, building good representation models for
natural images is crucial for various applications, such as image restora-
tion, sampling, segmentation, etc. Adaptive image representation models
are designed for describing the intrinsic structures of natural images. In
the classical Bayesian inference, this representation is often known as the
prior of the intensity distribution of the input image. Early image priors
have forms such as total variation norm, Markov Random Fields (MRF),
and wavelets. Recently, image priors obtained from machine learning tech-
niques tend to be more adaptive, which aims at capturing the natural image
models via learning from larger databases. In this thesis, we study adaptive
representations of natural images for image restoration.
The purpose of image restoration is to remove the artifacts which degrade
an image. The degradation comes in many forms such as image blurs,
noises, and artifacts from the codec. Take image denoising for an example.
There are several classic representation methods which can generate state-
of-the-art results. The first one is the assumption of image self-similarity.
However, this representation has the issue that sometimes the self-similarity
assumption would fail because of high noise levels or unique image contents.
The second one is the wavelet based nonlocal representation, which also has
a problem in that the fixed basis function is not adaptive enough for any
arbitrary type of input images. The third is the sparse coding using over-
complete dictionaries, which does not have the hierarchical structure that is
similar to the one in human visual system and is therefore prone to denoising
artifacts.
My research started from image denoising. Through the thorough review
and evaluation of state-of-the-art denoising methods, it was found that the
representation of images is substantially important for the denoising tech-
nique. At the same time, an improvement on one of the nonlocal denoising
method was proposed, which improves the representation of images by the
integration of Gaussian blur, clustering and Rotationally Invariant Block
Matching. Enlightened by the successful application of sparse coding in
compressive sensing, we exploited the image self-similarity by using a sparse
representation based on wavelet coefficients in a nonlocal and hierarchical
way, which generates competitive results compared to the state-of-the-art
denoising algorithms. Meanwhile, another adaptive local filter learned by
Genetic Programming (GP) was proposed for efficient image denoising. In
this work, we employed GP to find the optimal representations for local im-
age patches through training on massive datasets, which yields competitive
results compared to state-of-the-art local denoising filters. After success-
fully dealt with the denoising part, we moved to the parameter estimation
for image degradation models. For instance, image blur identification uses
deep learning, which has recently been proposed as a popular image repre-
sentation approach. This work has also been extended to blur estimation
based on the fact that the second step of the framework has been replaced
with general regression neural network. In a word, in this thesis, spatial cor-
relations, sparse coding, genetic programming, deep learning are explored
as adaptive image representation models for both image restoration and
parameter estimation.
We conclude this thesis by considering methods based on machine learning
to be the best adaptive representations for natural images. We have shown
that they can generate better results than conventional representation mod-
els for the tasks of image denoising and deblurring.
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1Introduction and Related Work
1.1 Introduction
Image restoration is the process of recovering high quality images from degraded images
using inference techniques. The field of image restoration includes a number of appli-
cations: noise reduction, image deblurring, image upscaling, image inpainting, image
super-resolution, etc. The degradation model can be expressed as:
y = k ∗ x+ n (1.1)
where k is the degradation kernel matrix, x is the latent image, y is the observed image,
and n is the additive noise. In different applications, n is almost always assumed to
be Gaussian noise. k stands for different kernels. For instance, in noise reduction k is
a identity matrix while it is a blur matrix in the blurring model.
Image restoration has been commonly explored in many electronic devices, such
as cameras, mobile phones, digital TVs, or internet-based online display softwares. In
order to improve image quality, there is limited amount of work we can do by modifying
the hardware devices. Therefore, image restoration as a post-processing stage is useful
and important.
The most frequently used inference technique for image restoration is Bayesian
Inference. Assuming that the observed image is y and the latent image is x, the object
for us is to compute the optimal posterior probability (8):
p(x|y) = p(y|x)p(x)
p(y)
∝ p(y|x)p(x) (1.2)
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p(y|x) is usually Gaussian distribution, and p(x) denotes the image prior. According
to the image prior, the Bayesian based methods could be divided into two categories:
heuristic and transform-based methods.
Heuristic image priors are estimated based on certain types of images. For in-
stance, Bilateral filters, Gaussian filters (9), etc. However, these filters are based on
the assumption that natural images have prior distributions similar to a heavy tailed
distribution, which is the smoothness assumption. In fact, the distribution of natural
image cannot be represented by just a single type of function. Therefore, more and
more transform-based methods are designed to represent images with a better linear
combination of “basis functions”. Assume that these “basis” functions are trained on
high quality images. When they are applied to the problem of image inpainting (many
pixels are missing in the corrupted images), we are still capable of using these “basis”
to construct the underline structures of images.
The question for these transform-based image representation methods is: how can
we make the “basis” functions adaptive to various types of natural images? Earlier
research regarding this has focused on nonlocal methods (10, 11), which exploit the
image self-similarity. Later, wavelet transform and its variants have been used in many
state-of-the-art methods. For instance, the discrete cosine transform (12) and wavelets
(13) have been used in one of the state-of-the-art algorithm BM3D (14) several years
ago. Steerable wavelets (15) have been adopted in the successful denoising method BLS-
GSM (16). Recently, after the successful application of sparse coding to compressive
sensing, more researchers investigated this tool for image restoration problems (17) (18).
Currently, the popular learning-based methods learn image priors such as Gaussian
Mixture Models, sparse representation, Deep Neural Networks, etc.
The work presented in the thesis is mainly focused on how to improve current image
representation models for the task of image restoration. For spatial domain methods,
an improved nonlocal means based on Pre-classification and invariant block matching is
proposed in chapter 3. For learning-based methods, a nonlocal hierarchical dictionary in
wavelet domain is proposed in chapter 4. Also, a genetic programming based denoising
filter is proposed in chapter 5 too. Later, another large part of the work (chapter 6) is
based on deep learning, which is parameter estimation for noise level and image blur.
Related work regarding the research contributions are explained in the rest of this
introduction.
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1.2.1 The definition of sparse coding methods
The purpose of sparse coding is to represent input data with the results of the weighted
averaging dictionary elements and at the same time the sparse codes (the weights)
should be sparse (avoid overfitting). From the perspective of image compression, the
sparse codes means that we fully exploit the redundancy (correlations) of the input
data, so it means that we have a good representation and information has not been
lost too much during the process of image compression. This idea can be transferred
to image restoration. For instance, in the case of removing Gaussian noise, if we can
represent an image with good sparse representations, it means that most of the image
textures can be linearly approximated by “meaningful” dictionary elements. When we
do the weighted averaging for the approximated results, the random Gaussian noise will
be “averaged out”. However, if the sparse representation is incorrect, the reconstructed
image would have unwanted artifacts, which will take extra post-processing steps to
deal with.
Assuming that a training set of m input vectors y1, ...,ym, their corresponding
sparse coefficients α1, ...,αm, and the dictionary d
1, ...,dn.
The objective function could be described as:
min
dj ,αi
g(α) =
m∑
i=1
‖yi −
n∑
j=1
djαji‖2
+λ
m∑
i=1
n∑
j=1
φ(αji ) (1.3)
subject to ‖dj‖2 ≤ ε, ∀j = 1, ..., n
In terms of the sparse prior, the sparse function has the following forms: L1 penalty
function ‖αji‖1, L0 penalty function ‖αji‖0, epsilon L1 penalty function ((αji )2 + )
1
2 ,
and log penalty function log(1+(αji )
2). In most image restoration applications, L1 and
L0 are often used as the regularization terms.
So why does L1 norm introduce sparsity? L1 norm means we use the absolute
values of the sparse codes. Assume that we need to optimize Eq. (1.4), the solution to
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this is α∗(λ) = 1
λ2
, which is never zero. In general, when the λ is very large, the sparse
codes are nearly zero. When the λ is very small, the sparse codes are relatively large.
The explanation in 1-D signal can be denoted as:
min
α∈R
[q(α) = (y −Dα)2 + λ|α| (1.4)
where y is a scalar.
In the L2 squared regularization, we can observe from the figure that when the
sparse codes are approaching zero the sparsity term is reaching zero too. However, in
the case of the L1 regularization, the sparsity term stays 1 or -1 when sparse code is
close to zero. That is why L1 is chosen for many sparse coding applications (2).
1.2.2 The application of sparse coding in Image Processing
In image reconstruction, we have the degradation model of the observed image patch
as:
yi = ki ∗ xi + ni, (1.5)
where ki is the kernel for the convolution. In image blurring process, this ki could be
blur kernels and ∗means the convolution operation. For a noisy image, this ki is identity
matrix. The process of image inpainting is slightly different from this framework. It is
the process of filling in the missing part of an image and those missing parts normally
cannot be described by the convolution kernels (the results of the inpainting process
have been shown in Fig. 1.3).
For any input low quality image y, the goal of image restoration is to reconstruct
x with very little information. Considering that sparse coding is a local image rep-
resentation model, we apply it to image patches rather than whole images. For an
input image, overlapping patches yi are extracted and formed into a training set. The
initial dictionary for this process is trained from high quality image patches, which
are extracted from the training dataset using the same method. Let D ∈ Rm×K be a
dictionary of K atoms, X ∈ Rm×N be a set of N column data vectors xi ∈ Rm, and
each of the atom can be represented as column dk ∈ Rm. For each vector xi, the aim
of sparse coding is to find the optimized sparse codes αi for representing the vector
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by linearly combining dictionary elements from D ∈ Rm×K with the weight. For each
training set X, the sparse codes are A, which can be expressed as:
A = [α1, ...,αN ] ∈ RK×N (1.6)
The training of the dataset X is to find the best dictionary D to reconstruct X:
X ' DA (1.7)
The optimization process can be denoted as the following equation:
(A∗, D∗) = arg min
A,D
‖X −DA‖2 + λ‖A‖p (1.8)
where p indicates the type of the norm (p = 0, 1, 2). In the problem of image inpainting,
this formula needs to be changed to:
(A∗, D∗) = arg min
A,D
‖M(X −DA)‖2 + λ‖A‖p (1.9)
where M is the binary mask.
Usually, the dictionaries trained on high quality images are used for the initial
dictionary in the image restoration process. For instance, in previous work by Mairal
et al. ’s (1), the actual dictionary used for image denoising is trained on the initial
dictionary learned with the high quality images. After the dictionary and the sparse
codes are trained, for every patch xi the reconstructed result is obtained by averaging
all results of m patches which are overlapping with xi:
xˆi =
1
m
N∑
j=1
RjDA (1.10)
where Rj ∈ RN×m is the binary matrix which selects patch j from the image. The
results of the work from Mairal et al. (1) have been shown in Fig. 1.1. The results of
another classic denoising method based on dictionary learning have also been shown in
Fig. 1.2.
The dictionary learning techniques can still be used for video processing. For in-
stance, for video denoising, the dictionary learning method could be applied to each
frame. However, temporal redundancy should be exploited for improving the perfor-
mance (19).
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Figure 1.1: The results of image denoising in Mairal et al. ’s work (1). Left: noisy images.
Middle: original images. Right: restored images. From top to bottom: house (σ = 15),
man image (σ = 50), hill image (σ = 50), barbara (σ = 100). This figure is borrowed from
(2), with the courtesy of Dr. Julien Mairal.
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Figure 1.2: The denoising results of KSVD. From top to bottom, the noise levels are:
σ = 15, σ = 20, σ = 75, σ = 100.
7
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Figure 1.3: The inpainting results. This figure is borrowed from (2), with the courtesy
of Dr. Julien Mairal.
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1.3.1 The deep architectures
Deep learning is a recent popular research topic in the machine learning research com-
munity. It has been applied to many computer vision research areas (20). For instance,
speech recognition, object recognition, and image retrieval, etc. The successful appli-
cations in these research directions are all to do with the advantage of deep learning
acting as a good representation method. Most of the conventional data representations
are all in the form of handcrafted features, which are too heuristic to be adaptive to the
various input data. Many feature learning methods in the area of computer vision try
to use human prior knowledge to improve the performance. However, these features
have limited performance in terms of obtaining discriminative information from the
input data. In deep architectures, according to the target in the output layer, this deep
learning process can help to learn a more representative model. For instance, the model
could have edge detectors in the first layer, more abstract feature in the second layer,
and then continued layers with more abstract features. In this section, some specific
applications in computer vision are listed below.
1.3.2 The overview of deep learning in computer vision
1.3.2.1 Deep belief nets
Deep belief nets, as a generative model, are multiple cascaded Restricted Boltzmann
Machines as shown in Fig. 1.4. The reason why we need multiple layers is that it
could provide a more meaningful learning system to capture the structure in the input
data, which is usually too complicated for a single layer learning model. The goal of
learning this generative model is to tune the weights between layers and biases within
each layer to better represent the input observed data. The learning process is: the
current layer is treated as input layer for the next layer as the architecture in restricted
Boltzmann machine. The whole DBN is trained as a cascade of many RBMs. Once
all the hidden layers are trained, the DBN training is finished accordingly. For lower
layers of the network, very preliminary features are extracted, i.e., edges. When it gets
to higher levels, more semantic features are extracted. For instance, primitive shape
detectors, high level visual abstractions. In deep belief nets, nodes in hidden layers are
9
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Figure 1.4: The hierarchical structure of deep belief networks.
supposed to be conditionally independent. However, given one node from the previous
layer (either hidden or visible layer), the nodes in current layer are still dependent on
each other, which has been addressed as “explaining away” (21). This explains why
when we use DBN for reconstructing input data it can improve the actual restored
results. From this perspective, deep belief nets are very different from Neural Network,
which is almost just a regressor and there is very few semantic meaning involved.
Though deep belief networks are designed as generative models, they can be used
for discriminative learning (22). It has been proved in Erhan et al. ’s work (23) that
pre-trained deep belief networks are very good initialization for the deep architectures,
which can be used in a discriminative way by the process of backpropagation.
An example of using deep belief networks for face recognition was proposed by
Huang et al. in (24). In this work, the convolutional deep belief networks are applied
to local binary patterns (25) rather than image pixels. This method proves that by
using deep learning and the basic handcrafted features the results of face verification can
be improved because DBN can learn a better higher level representation (descriptor)
10
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from the local binary pattern.
Another example of using deep belief nets for image classification was proposed by
Sheng et al. in (26). The deep belief network in this work is learned in a semi-supervised
way with novel initialization for each hidden layer. This method outperforms most deep
learning methods in terms of classification rates. At the same time, this algorithm is
invariant to noise, which demonstrates the advantages of the deep belief network as a
generative model.
1.3.2.2 Stacked denoising auto-encoders
The idea of denoising autoencoder was proposed (27) to learn the existing patterns
within input layer under the circumstances of partial corruption. It has similarity
with the process “denoising”, which is to recover the high quality image from a noisy
input. However, here, the goal of the learning is not just reconstructing good input but
learning high level representations of the input data.
The process of training denoising auto-encoders is different from training restricted
boltzmann machines in the way that the object function for this training is to minimize
the reconstruction error between the raw input and the restored vector while in RBM
the goal is to sample the distributions for constructing an informative model according
to the input layer. The first problem is a very straight forward minimization problem
by stochastic gradient descent. However, for RBM, the optimization is applied to the
log likelihood, which also involves gradients. These gradients are used for simulating
the model regarding the distribution of the input data (21). As is described in Fig. 1.5,
assume that the raw input is r, the corrupted input is c, the hidden layer is h, and the
reconstruction layer is z, then the training process is to minimize:
arg min
Θ
D(r, z) (1.11)
where D is the loss function deciding the distance between r and z, Θ is the weights
between layers and the bias within each layer.
Since the stacked denoising autoencoder is resilient to noise in the input layer, this
deep architecture has been applied to many vision tasks, for instance, image classifi-
cation. It is very common to see SDA act as the pre-training stage for deep neural
11
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networks. One of the examples of a successful application is using SDA for image de-
noising and blind image inpainting (3). For instance, in the image denoising task, the
SDA is trained on the input noisy image and after reconstructing from the hidden layer,
the result of which is compared with the high quality ground truth to optimize the SDA.
The performance of this algorithm is comparable to one of the popular learning-based
denoising method KSVD. In the task of blind image inpainting, this SDA model works
very well because when the missing pixels are completely random SDA can still recover
the high quality image. This is due to the fact that the nature of the denoising autoen-
coder is not related to image topology. Some of the visual results of this work can be
found in Fig. 1.6 and Fig. 1.7.
D(r, z)
rc
h
z
Figure 1.5: The denoising autoencoder.
Another example is the recent work from Agostinelli et al. (28), which has improved
Xie’s work by training multiple stacked sparse denoising autoencoders and concatenat-
ing the feature vectors by weighted averaging using radial basis function network. This
method has overcome the problem that exists in most state-of-the-art denoising algo-
rithms that they cannot handle various noise models rather than Gaussian. In the
testing stage, the input noisy image can contain the noise which does not exist in the
training set. This framework has also been applied to the problem of classifying noisy
images in MNIST dataset. Some of the visual results of this work can be found in (3).
12
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Figure 1.6: The denoising results of the denoising autoencoder. This figure is borrowed
from (3), with the courtesy of Junyuan Xie.
13
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Figure 1.7: The inpainting results of the denoising autoencoder. This figure is borrowed
from (3), with the courtesy of Junyuan Xie
14
2From Heuristic Optimization to
Dictionary Learning: A
Comprehensive Review and
Comparison of Image Denoising
Algorithms
2.1 Introduction and Taxonomy of state-of-the-art denois-
ing methods
Though the topic 1 has been well exploited for many years, image denoising is a critical
research area for many vision related applications such as visual recognition, image
entertainment, and medical imaging. Due to the increase of image sensors per unit area,
camera devices can be interrupted by more noise. Therefore, denoising techniques have
become an important step for improving the final visual quality of images (29, 30, 31).
Denoising is the process of reconstructing the original image by removing unwanted
noise from a degraded image. It is designed to suppress the noise while preserving as
many image structures and details as possible. The main challenge is to design noise
1This chapter is based on the following work: L. Shao, R. Yan, X. Li, and Y. Liu, “From heuristic
optimization to dictionary learning: a comprehensive comparison of image denoising algorithms”, IEEE
Transactions on Cybernetics, vol. 44, no. 7, pp. 1001-1013, Jul. 2014.
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reduction filters that provide a compromise between these two. Suppose we have such
an image formation model as:
v((x)) = u((x)) + n((x)), x ∈ X,X ⊂ Z2 (2.1)
where (x) denotes the 2-D spatial coordinates of pixels in an image, (u) is the ground
truth, and n indicates the independent additive noise, which we assume is normally
distributed with a standard-deviation σ and a zero mean.
Since the Gaussian noise is the most common one encountered in real applications,
the additive Gaussian noise is used as the noise model in this chapter.
Generally, image denoising approaches can be categorized as spatial domain, trans-
form domain, and dictionary learning based according to the image representation.
Spatial domain methods include local and nonlocal filters, which exploit the similarities
between either pixels or patches in an image. Both transform domain and dictionary
learning based methods consider transforming images into other domains, in which sim-
ilarities of transformed coefficients are employed. The difference between them is that
transform domain approaches usually represent images with fixed basis functions, but
learning-based methods use sparse representations based on a redundant dictionary.
Spatial domain methods attempt to utilize the spatial correlations, which exist in
most natural images (32). For a given patch (pixel), a series of candidates will be used
in the filtering process. According to the selection of candidates, spatial filters can
be categorized as: local and nonlocal filters. A filter is local if the filter support is a
spatial neighborhood of the candidate pixels and the filter coefficients are restricted by
the spatial distance. A large number of local filtering algorithms have been designed for
noise reduction such as Gaussian filter (33), Wiener filter (34), Least Mean Squares filter
(35), Trained Filter (TF) (36), bilateral filter (37), anisotropic filtering (38), Steering
Kernel Regression (SKR) (39), Metric Q for tuning parameters in SKR (MSKR) (40),
and Kernel-based image denoising employing Semi-Parametric Regularization (KSPR)
(41). In general, local methods are effective in terms of time complexity. However,
when the noise level is high, these methods cannot perform very well because the
correlations between neighboring pixels have been corrupted by the severe noise. On
the contrary, the nonlocal filters make use of the self-similarity of natural images in a
nonlocal manner. Nonlocal Means (NLM) (42) obtains a denoised patch by weighted
averaging all other patches in the same image. Since Nonlocal Means (NLM) was
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proposed, many improvements on it have been developed. Some of them improved the
acceleration of NLM (43, 44, 45, 46, 47, 48). Others are for improving the denoising
results (4, 44, 49). Recently, a considerable amount of research in image denoising has
been shifted from local to nonlocal filters (50, 51, 52, 53, 54). The idea of “nonlocal”
has been expanded to transform domain (14) and learning-based methods (1). Even
though they are better than local filters for dealing with high noise levels. The major
drawback of nonlocal spatial filters is that they still tend to bring artifacts such as
over-smoothing the necessary image structures (55).
The second category is transform domain methods. The image patches are repre-
sented by the orthonormal basis (e.g., wavelets (56), curvelets (57), contourlets (58),
and bandelets (59)) with a series of coefficients. The smaller coefficients are the high
frequency part of the input image which are related to image details and noise. After
the smaller coefficients are adjusted, the reconstructed image could have less noise. In
this chapter, wavelet-based denoising methods are discussed as an instance due to its
popularity (14, 16, 60, 61). Wavelet-based methods achieve better performance (62)
compared to spatial domain methods, because they have superior properties such as
sparsity and multiresolution (63). However, the intra-scale and inter-scale correlations
of the wavelet coefficients have not been fully explored.
As an emerging machine learning technique, sparse representations have become a
trend and have been used for image restoration (39, 64). The general idea of dictionary
learning based methods in this chapter is that they perform denoising by first learning
a redundant dictionary from large amount of image datasets. And then, the denois-
ing is the process of representing noisy patches from an input image with dictionary
elements in a linear space. Representative dictionary learning based methods are the
K-clustering with Singular Value Decomposition (K-SVD) (17), Learned Simultaneous
Sparse Coding (LSSC) (1), and Clustering-based Sparse Representation (CSR) (65).
Though most of these methods have achieved competitive performance compared to
the state-of-the-art, the sparse model is still computationally expensive (66).
Vladimir et al. (67) classified denoising filters according to localnonlocal and point-
wisemultipoint. In this chapter, a novel taxonomy of the denoising methods has been
proposed (as shown in Fig. 2.1). Learning-based approaches have been introduced
as the progress made in the past several years in denoising (66). Furthermore, the
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comprehensive analysis, comparative evaluation of prevailing classic methods and re-
cent promising techniques will serve as a good reference and provide insights for future
research in denoising. The reasons for choosing a method are either that it is represen-
tative within a category or it is the best version in the variants of a popular method.
Figure 2.1: Taxonomy of state-of-the-art denoising methods.
2.2 Spatial Domain Methods
Spatial domain filters exploit spatial correlations in images. In this chapter, the spatial
filters are classified into two categories: local and nonlocal filters. A filter is local if
the candidate selection process used for filtering is restricted by the spatial distance
in the same image. A filter is nonlocal if the candidate selection depends only on the
similarity and is not restricted by the spatial distance in the same image.
2.2.1 Local filters
Since the Gaussian filter (33) was applied to image denoising, many local filters have
been proposed to improve it and provide better edge-preserving ability. The anisotropic
filter (38) was designed to remove “the blurring effect in Gaussian filter by smoothing
the image only in the direction which is orthogonal to the gradient direction”. The
method in (68) utilizes the total variation minimization technique to smooth the ho-
mogenous regions of the image but not its edges. Similarly, for better edge-preserving,
the Smallest Univalue Segment Assimilating Nucleus (SUSAN) filter can average all
pixels in the local neighborhood which are from the same spatial region as the central
pixel (69). In contrast to the above parametric methods, SKR (39) adapts and expands
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the kernel regression idea to denoising for removing artifacts. The intuition for devel-
oping SKR is: during the filtering process pixels from the same side of the edge would
affect each other rather than pixels from different sides of the edge. The recent local
filters which produce impressive results are mostly nonparametric or semi-parametric.
They are summarized below:
TF Similar to the idea of early local filters (33, 38, 69), a weighted averaging scheme
is adopted to perform image denoising in the trained filter (36). The difference is that
the trained filter adopts the nonparametric process in which the weights are obtained
from the off-line training on a large number of image datasets. In the training step,
the classification process ensures best adaptation for local image patterns by changing
fixed kernel coefficients into trained coefficients. The classification is based on Adaptive
Dynamic Range Coding (ADRC), in which image patterns are encoded as class indexes.
In the filtering process, the same classification is applied to each input noisy aperture,
and accordingly filter coefficients are obtained from a Look-Up Table (LUT) stored in
the previous training process.
The advantage of the trained filter is that the training process is off-line and the LUT
only has to be trained once. Thus, the filtering process is so efficient that it can be used
in real-time applications. The framework is also applicable to other image enhancement
tasks, for example, coding artifact reduction. Moreover, it improves the adaptivity
of the local neighborhood filtering by exploring the sparsity in the dataset, which is
similar to the learning-based denoising methods. The disadvantage of this method is
that ADRC is very vulnerable to severe image degradations (e.g. high noise levels),
and same ADRC codes sometimes cannot properly represent same patch textures.
MSKR The aim of the MSKR is to improve SKR from the perspective of parameter
selections by maximizing the metric Q. The process of the tuning is: 1) The anisotropic
patch set of the input noisy image is first detected and serves as the input of the metric
Q calculation; 2) The maximization of the metric Q is iteratively carried out and the
denoised image also acts as the input of the metric Q calculation; 3) The parameters
in SKR are adjusted according to the results of the metric Q optimization.
A no-reference image content metric Q, based on Singular Value Decomposition
(SVD) of the local image gradient matrix, was proposed in (40):
Q = s1
s1 − s2
s1 + s2
.
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Here, s1 and s2 are dominant singular values acquired from the singular value decom-
position of the gradient matrix G. For a noisy image patch, the estimated values sˆ1
and sˆ2 can be approximately calculated as (40):
sˆ1 ≈
√
s21 + ξNσ
2, sˆ2 ≈
√
s22 + ξNσ
2, (2.2)
where N is the number of patches in the noisy image, ξ is the parameter for choosing
which filter to use, and σ2 is the local noise variance. The new metric can provide a
better measure of the image content compared to previous no-reference metrics such as
the Stein’s Unbiased Risk Estimate (SURE) and the cross-validation.
This approach has several advantages such as: 1) it has low complexity; 2) it
performs well on images which are corrupted by noise models rather than Gaussian
(40); 3) The SVD is more robust in the presence of noise compared to most features
for noisy images, which is important for image noise level estimation because it can
be used as a good texture strength measure (70). The limitation of this algorithm is:
it cannot handle images with too many homogeneous regions very well, because the
metric Q is only sensitive to structured regions.
KSPR The main idea of this method is to transfer the model between the noisy
and its corresponding clean image into a Reproducing Kernel Hillbert Space (RKHS)
(41). In this space, the noise-free image can be modeled as a linear combination of the
reproducing kernels, which is different from the kernels in SKR (weights in the Taylor
approximation). In this model, a property of RKHS, called representer theorem, has
been explored. Meanwhile, a semi-parametric variant of the representer theorem has
been used to learn the edge models. Thus, the modeling in this algorithm is a L1
norm optimization problem, with a set of basis functions to model the edge adaptively.
The insight of this method is that different regions in an image should be represented
by different kernels. In homogenous regions, higher weights are assigned for kernel
smoothing. However, in texture regions, the sparse representation based on the basis
functions is applied to edges. To distinguish different regions, images are segmented in
the pre-processing stage through the mean gradient in each region.
This method can be applied to different additive noise models, especially the impulse
noise. The semi-parametric formulation enables the method’s good edge-preserving
ability. However, when the noise model is additive Gaussian, the denoising result is
worse than that of the state-of-the-art methods. Moreover, the mean gradient is not
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very reliable for measuring the smoothness in the presence of noise, especially Gaussian
noise.
2.2.2 Non-local filters
Representative nonlocal filters (50, 51, 52, 53) make use of the weighted averaging idea
in a nonlocal manner. In (50), Lebesgue’s perspective was proposed to improve Gaus-
sian and median filters. The weights of the filter are determined by the patches whose
pixel values are similar to target patches. Kervrann et al. proposed a neighborhood
filter (51), which is similar to NLM but the weights are determined by the intensity
difference of patches. Similar patches are identified not only from spatial distances but
also through different orientations and scales in (52, 53).
The original NLM was proposed in (42), and many improvements on NLM have
been developed afterwards.
2.2.2.1 Acceleration
From the perspective of refining candidate patches, pre-selection of contributing neigh-
borhoods by calculating mean and gradient values was proposed to accelerate NLM
(43). Similarly, local variance (44) and Singular Value Decomposition (SVD) (45) were
introduced to eliminate dissimilar pixels. Fast Fourier Transform (FFT) was used to ac-
celerate the weight calculation (46), which makes the algorithm 50 times faster than the
original one. The method in (47) (INLM) exploits the symmetry in the weight function,
and computes the Euclidean distance by a recursive moving average filter symmetri-
cally, which also considerably improves the efficiency of NLM. Pang et al. (48) utilized
several critical pixels in the center instead of all pixels in the neighborhood.
2.2.2.2 Improvement of quantitative and qualitative results
Tuning the smoothing parameters was proposed in (44). In (49), a family of non-
local image smoothing algorithms were designed, which approximate the application of
diffusion Partial Differential Equations (PDE) on a specific Euclidean space of image
patches. In order to increase the number of candidates for target patches, the authors
in (4) designed a rotationally invariant block matching for NLM. In this section, the
original NLM and one of the best variants of NLM are outlined as follows:
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NLM The idea of NLM is based on the assumption that every patch in an image has
some similar patches within the same image (42). Given a noisy image v = {vi|i∈Ω},
Ω ⊂ R2, the restored intensity of the pixel uˆi is a weighted average of all intensity
values within the neighborhood I in the noisy image:
uˆi =
∑
j∈I
w(i, j)vj (2.3)
The weights can be calculated by (42):
w(i, j) =
1
Z(i)
exp−‖vNi − vNj‖
2
2,a
h2
, (2.4)
where Ni denotes a patch of fixed size and it is centered at pixel i. The similarity
‖vNi−vNj‖22,a is measured as a decreasing function of the weighted Euclidean distance.
a > 0 is the standard deviation of the Gaussian kernel, Z(i) is the normalization
constant with Z(i) =
∑
j w(i, j), and h acts as a filtering parameter.
NLM is the first filter that considers the self-similarity in the entire image. It
is derived from the bilateral filter by the means of adding a weight function to the
Euclidean distance between two patches. The nonlocal means filer is also a variation
of the Neighborhood filter (51). It substitutes the Euclidean distance in the weight
function with a Gaussian as shown in Eq.(2.4). The flip side of NLM is: when the
noisy image is short of similar patches within itself, it produces severe artifacts and the
performance degrades dramatically, which can be observed in Table 2.2.
INLM Goossens et al. (47) improved the original NLM in four aspects: 1) They
proposed to record the noise variance at every location in the image and use a post-
processing routine to remove the extra noise after the main steps; 2) The whole algo-
rithm is iterative, which assumes that the later iterations could have better grouping
results based on the preprocessed results; 3) The Euclidean distance is replaced by
the Bisquare robust function, which has improved the similarity term; 4) This INLM
algorithm is also applicable to remove noise in color images.
Weight calculation is very important in NLM. As it is compared in (47), “Modified
Bisquare” is the most robust loss function to noise. The drawback of this method
is that the post-processing local filter tends to blur details though it is effective for
removing extra noise.
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Discussions on spatial domain methods. Spatial domain methods discussed
above can be considered as the variants of the Gaussian filter. Modeling the statistics
of natural images as Gaussian distribution is problematic (71), because the local image
structures can not be well described by Gaussian. This results in two deficiencies in the
Gaussian filter: (1) the filtering weights are not adaptive enough to the image edges;
(2) the edges are usually over-smoothed in the denoised images. On the one hand, in
order to obtain adaptive weights for a linear filter, TF learns individual weights for
various image patches, whose structures are coded by ADRC and saved in a LUT.
NLM and INLM exploit the image self-similarity to assign adaptive weights for every
patch in the image. On the other hand, SKR and MSKR avoid the denoising artifacts
by circumventing the edges when filtering the image. KSPR applies different filters to
homogeneous regions and texture regions, which has improved the results of SKR and
MSKR.
Local filers can preserve edges well but they rely too much on the texture clas-
sification methods (ADRC in TF, the mean gradient in KSPR). Nonlocal filters can
achieve better denoising results most of the time except when the image self-similarity
assumption fails.
2.3 Transform Domain Methods
Transform domain methods have been researched in the context of image denoising for
decades (13). Though there are a large number of variations in this category, such as
Discrete Cosine Transform (DCT) , wavelets (13), wedgelets (72), curvelets (73, 74),
bandlets (59, 75), contourlets (76), and steerable wavelets (15, 77), wavelets based
methods are still dominant.
The wavelets (13, 78, 79) had a strong impact on noise reduction problems. De-
noising methods based on wavelets usually transform the image content into multiple
sub-bands at different orientations and resolution scales. Large coefficients represent
the important low-frequency information. Noise and details exist in the high-frequency
subbands. Thus, thresholding and various filters can be applied to the small coefficients.
Finally, the image is reconstructed by inverse-transforming these wavelet coefficients
back to the spatial domain. Many different kinds of wavelet thresholding methods have
been proposed, for example, SureShrink (80) and VisuShrink (81). The correlations of
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the coefficients within a scale and between different scales have been considered in a
few state-of-the-art denoising methods, which are introduced as follows:
BLS-GSM Since critically sampled (16) wavelet coefficients may cause disturb-
ing visual artifacts, overcomplete wavelets are exploited in “the Bayes Least Squares-
Gaussian Scale Mixture” (BLS-GSM) to improve this.The procedure for denoising is:
1) The noisy image is transformed into the wavelet domain; 2) It is assumed that the
Gaussian Scale Mixture model can be applied to each local neighborhood (16).
v =
√
zu + n, (2.5)
where
√
z is an independent positive scalar random variable, v is a neighborhood of
observed coefficients of the pyramid representation, and u, n are zero-mean Gaussian
vectors. Based on this model, the center of the neighborhood can be estimated as (16):
E(uc|y) =
∫ ∞
0
p(z|v)E(uc|v, z)dz, (2.6)
where E(uc|v, z) is the local Wiener estimate, and p(z|v) is the posterior density; 3)
The last step is to transform the denoised wavelet sub-bands into the spatial domain.
The main contributions of this method are twofold. First, “the full optimal local
Bayesian Least Squares solution is computed for estimating coefficients” (16). Second,
the vectorial form of the Linear Least Squares (LLS) is exploited in order to take
advantage of the information which come from the covariance modeling of the signal
and noise.
On the one hand, the pyramidal representation in the local model for spatial neigh-
bors makes this algorithm efficient. On the other hand, BLS-GSM requires an accurate
estimation of the original power spectrum density, which makes this algorithm not
adaptive (82).
BM3D Inspired by the nonlocal grouping in NLM (the image self-similarity) and
the redundant representation in BLS-GSM (the correlations of the wavelet coefficients
within a scale and between different scales), Dabov et al. (14) proposed a Block-matching
and 3D filtering method which achieves remarkable performance. “BM”, block match-
ing, is the process that separates the 2-D noisy image patches into the 3-D data groups,
in which group patches have similar local structures. “3D” 3-D transform, which in-
cludes the 2-D transform (DCT, DFT, or periodized wavelets) within a group and the
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1-D transform (Haar wavelets) across groups. BM3D is implemented by two steps. In
each step (14), the 3-D transformation of groups, the shrinkage of the transform spec-
trum, and the inverse 3-D transformation are sequentially performed. The difference
between these two steps lies in the ways of shrinking the transform spectrum. In the
first step, it is hard thresholding, and in the second Wiener filtering. In each step, the
aggregation is performed as weighted averaging filter to fuse the multiple estimates of
each patch. The denoising process is illustrated in Fig. 2.2.
Figure 2.2: Flowchart of BM3D. Each processed block is marked as “R”.
In NLM, better weighted averaging results can be achieved if more reliable can-
didates for the target patch can be found (the size of the similar patch group is
larger) (45). BM3D expands such 2-D self-similarity by exploiting the sparsity be-
tween grouped patches. This guarantees sufficient reliable candidates for the target
patch. However, when there are unique patches, which have few similar patches in the
image, BM3D produces suboptimal results. Also, the wavelet transform has the advan-
tage that noise reduction can be applied to different subbands, which enables adaptive
denoising for spatially localized details.
Exploiting the similarity of overlapping patches and the correlation of wavelet coef-
ficients makes BM3D one of the dominant denoising methods. It is proved in (83) that
BM3D is approaching optimality when the noise level is not very high. When the noise
level is above 40, the denoising performance has a very sharp drop due to the ineffective
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patch grouping. Although there is a prefiltering technique in BM3D, it cannot improve
the grouping (the pre-filter is less effective in such case). This can cause insufficient
redundancy in a patch group, which has been considered by other learning-based meth-
ods. Meanwhile, the DCT transform will unavoidably cause periodic artifacts because
the fixed basis functions of an image representation are not adaptive enough for all
kinds of natural images.
LPG-PCA To overcome the drawbacks of the fixed basis functions, the Principal
Component Analysis (PCA) was employed in (61) to build adaptive basis functions.
In this LPG-PCA framework, each pixel and its nearest neighbors in a noisy image
are locally grouped (block matching) into a vector variable. Then, the vector is PCA
transformed and in the PCA domain the noise can be removed by shrinkage. The same
procedure is repeated in the second stage, which boosts the performance.
The frameworks of LPG-PCA and BM3D are similar. The differences are: 1) The
basis functions of the image representations are different. The fixed basis functions
(DCT or wavelets) are used in BM3D, which are less adapted to the local geometry
of the image to process. LPG-PCA relies on locally data-adaptive basis functions.
Therefore, it outperforms BM3D by better preserving fine-grain edges, which are prone
to have incorrect nonlocal information in BM3D; 2) In BM3D, the second stage has
the 3D groups built with the original noisy image patches using the patch distances
from the filtered image in the first round. In LPG-PCA, the input of the second stage
is filtered patches from the first stage, and the operations are entirely the same except
that the noise levels are different. This actually is not very ideal because the denoising
for the first stage might contain errors, i.e., grouping errors due to the noise. The
denoising applied on the errors would decay the final denoising accuracy.
Discussion on transform domain methods. Several properties of wavelets
have made it the most popular method for transformation (63): 1) Multiresolution:
different subbands contain different information, for instance, low frequency or high
frequency information. This allows different operations on different subbands to have
better precision; 2) Sparsity: due to the multiresolution characteristic, most of the
wavelet coefficients are small and only the low frequency parts remain large; 3) Edge
detection: large wavelet coefficients usually locate at low frequency subbands and they
contain the most important information (e.g. image edges (63)).
26
2.4 Dictionary Learning Based Methods
Since (80, 81), wavelet domain denoising has become prevalent in the light of the
above advantages of wavelet transforms (13, 78, 79). However, transform domain meth-
ods also have shortcomings. For instance, DCT is not ideal for representing sharp or
distinctive textures, and wavelets cannot represent smooth transitions very well. Since
the basis functions for most transform domain methods are fixed, they have difficul-
ties in characterizing natural images with various patterns. Furthermore, the number
of coefficients used to represent a image patch is equal to the pixel number of this
patch, which tends to result in artifacts such as the ringing artifact. So a redun-
dant dictionary is important for coping with the deficiency of wavelets. For instance,
BLS-GSM outperforms previous methods by the redundant dictionary in local spatial
neighborhoods. Furthermore, BM3D aims at exploring more redundancy by not just
redundancy in the transform domain but also redundancy from the spatial nonlocal
grouping of overlapping patches, which accomplishes brilliant denoising results. How-
ever, when the nonlocal image self-similarity assumption cannot be guaranteed well,
denoising artifacts are unavoidable. In such cases, transforms such as PCA are better
choices because they are adaptive to local structures.
2.4 Dictionary Learning Based Methods
Since sparse modeling was proposed by Olshausen and Field (84), training an over-
complete dictionary for the patch representation has been extensively explored in many
research fields (85, 86, 87, 88, 89). In the past decade, it has been successfully applied
to the field of image denoising (1, 17, 90).
K-SVD (17) achieves good performance by learning a dictionary from noisy im-
age itself with the help of DCT transform as initial dictionaries. Each patch can be
represented by a series of patches from the dictionary. Rather than learning a single
dictionary for the entire image in K-SVD, classification based on the SKR is exploited
in order to avoid patches with different structures being considered as similar patches
in locally learned dictionaries (K-LLD) (91). Recently, a structured dictionary learning
method (LSSC) has been proposed by Mairal et al. (1). The dictionary learning part
exploits the local sparsity using a linear combination of elements from the dictionary,
and the NLM framework makes use of the nonlocal sparsity within the same input
image. It is observed in (67) that nonlocal methods achieve better results than local
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methods in general. LSSC (1) merges a better representation with the nonlocal frame-
work, and therefore it is slightly superior to the state-of-the-art methods like BM3D
at certain noise levels (as shown in the experiment section). The other similar frame-
work was presented by Dong et al. (65) for incorporating dictionary learning and sparse
codes clustering, which in some cases achieves even better results than LSSC (1). The
recent dictionary learning based methods are described below:
K-SVD Early dictionary learning methods have the limitation that they cannot
handle images of arbitrary sizes. Similar to the BLS-GSM, Elad et al. (17) embedded
the local over-complete dictionary into a global Bayes estimator. Compared to previous
image priors, image examples (dictionaries) are more adaptive to natural images. The
three different dictionaries generated by K-SVD is shown in Fig. 2.3 (17).
Figure 2.3: Comparison of three different dictionaries generated by K-SVD. From left
to right, the images are: (a) DCT dictionary, (b) Dictionary based on natural images,
(c) Dictionary based on the noisy image “lena” with σ = 15. From the figure, one can
spot that the dictionary based on noisy images is more adapted to noise. As a more
realistic initialization, this dictionary can build the dictionary which has “similar” atoms
with the input noisy patches. After several iterations, the dictionary would be updated
according to the denoised image from the previous iterations. However, the other two types
of dictionaries have their disadvantages of being too distant from the input noisy patches
so they might provide initializations which are not optimal. In the experimental results of
K-SVD, they proved that this representation produces the best results among three.
The optimization process of K-SVD is iterative, and within each iteration there are
two parts:
1) Sparse coding step: the initial dictionary is used for computing sparse approxima-
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tions of all patches. The optimization process (17) is as follows:
min
αi∈Rk
‖αi‖0 s.t.‖vi −Dα‖22 ≤ ε, (2.7)
where αi denotes the sparse representation code of each patch vi ∈ Rm, and D ∈ Rm×k
is the current dictionary;
2) Dictionary update: in this step the dictionary is updated to improve the quality
of the sparse approximation compared to the one used in the first step. For an image,
a dictionary adapted to the overlapping patches is learned by (1):
min
D∈C,A
‖αi‖0 s.t.‖vi −Dαi‖22 ≤ ε, (2.8)
where A = [α1, ...,αn] is a matrix in Rk×n, and C is the set of matrices in Rm×k.
Once, the dictionary is optimized, the output image uˆ can be updated as is described
in (17).
K-SVD successfully introduced the idea of example learning into the denoising field,
which updates the image representation with a more adaptive model. For a single patch,
several similar dictionary atoms could be used for its reconstruction and they will be
updated with the information from the noisy image during the approximation process.
However, the dictionary used in this method is still unstructured and it requires a
considerable number of computations. Due to this computational burden, it is not very
likely to use K-SVD for large patches in the denoising process (the size of the dictionary
is very limited).
LSSC Though K-SVD builds a redundant dictionary for patch representations, the
searching within the dictionary is not very reliable because even a slight change on
the input patch might lead to very different dictionary atoms, which is not desirable.
Mairal et al. (1) proposed a novel improvement to K-SVD by a combination of the
NLM framework and modified sparse coding. Considering that similar patches in an
image should have similar sparse decompositions, introducing the NLM framework into
sparse coding would significantly speed up the process of searching for candidate atoms
in an unstructured dictionary. The simultaneous sparse coding can be formulated as
(1):
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min
(Ai)
n
i=1,D∈C
n∑
i=1
‖Ai‖p,q
|Si|p
s.t.∀i
∑
j∈Si
‖vj −Dαij‖22 ≤ εi, (2.9)
where Si represents the clusters after k-means clustering, each of which contains similar
patches. D is updated while the denoised image is estimated. Ai = [αij]j∈Si ∈ Rk×|Si|.
This clustering before sparse coding significantly speeds up the whole algorithm,
and it guarantees that each patch in the current image can exploit the sparsity in the
cluster or the training dataset. The output of each denoised pixel is calculated as a
weighted average in each cluster:
uˆ = diag(
n∑
i=1
∑
j∈Si
Rj1m)
−1
n∑
i=1
∑
j∈Si
RjDαij , (2.10)
where Rj in Rm×n is the binary matrix which can obtain the patch according to its
index from the image. 1m is a vector composed of ones and its size is m.
LSSC slightly outperforms BM3D by exploiting adaptive basis functions for image
representation. It can solve the issue that the unique patches in an image cannot have
enough patches in the same image that are similar to them. It also achieves better re-
sults compared to K-SVD because: 1) LSSC includes a patch clustering process, which
exploits the sparsity from the image self-similarity; 2) Only l0 norm is used in both the
learning and reconstruction processes. This method has been applied to other restora-
tion applications such as image deblurring (92), which indicates the general applica-
bility of this sparse coding model. However, LSSC still has the similar nonhierarchical
dictionary as K-SVD, which is very prone to the reconstruction artifacts.
CSR Clustering-based sparse representation (65) was designed to incorporate dic-
tionary learning with structural clustering to exploit two kinds of sparsity. The sparse
codes are encoded with respect to the average, which builds up an connection between
clustering and sparsity. The optimization process can be described as (65):
A = arg min
A
1
2
‖v −DA‖22 + λ1‖A‖1
+λ2
K∑
k=1
∑
i∈Ck
‖αi − βk‖, (2.11)
30
2.4 Dictionary Learning Based Methods
where A is the sparse matrix, β denotes sparse coefficients for the centroid vectors, v
is the noisy image, and D is the learned redundant dictionary. K is the number of the
clusters, and Ck is the number of elements in each cluster.
The first difference between CSR and LSSC is that CSR does not need any initial
dictionary (K-SVD adopts DCT as the initial dictionary; LSSC uses a learned dictionary
from high quality image datasets as the initial dictionary). The pure online training
process is performed on the input noisy image and the dictionary is updated by k-means
clustering and PCA. The second difference between CSR and LSSC is: l1 norm is used
in CSR to characterize nonlocal sparsity rather than l2 norm.
Discussions on dictionary learning based methods: Over-complete dictio-
naries learned from clean or noisy image patches provide adaptive representations for
image denoising. Earlier sparse coding based methods (e.g., K-SVD) search for the
optimal decomposition of a patch in the whole dictionary while updating the dictio-
nary with the information from the input. Though most of them (17) (91) managed
to achieve satisfactory denoising results, they have a disadvantage that similar patches
might have very different sparse decompositions (17). LSSC improves this situation
by applying clustering in sparse decompositions. However, its performance largely de-
pends on the initial dictionary trained oﬄine on high quality images and the nonlocal
grouping results. Later, CSR uses a similar framework but reduces the computational
complexity significantly.
One major shortcoming of this whole category is the computational complexity.
First, these algorithms always undergo several denoising iterations. For example, l0
norm related optimization is Non-deterministic Polynomial-time (NP) hard. Second,
their dictionaries are unstructured, which further causes a computational burden in the
form of full search in the dictionary during the sparse decomposition (17) (90) (65).
For instance, if the size of the dictionary is K and the times of iterations are n, then
the computational complexity is O(nK), which is very inefficient. More comparisons
on computational time can be seen in Table. 2.1.
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Figure 2.4: The sample images from the Berkeley Dataset.
2.5 Performance Comparison Of Representative Image De-
noising Methods
2.5.1 The Image Database
2.5.1.1 Source Image Content
The image database contains various source images with diverse image content. These
images include pictures of human faces, natural scenes, and man-made objects. Most
of them are extensively used by researchers in the field of image denoising. The first
dataset (200 images) we use is the Berkeley segmentation dataset 1. The resolution of
these images is either 481 × 321 or 321 × 481. The other dataset we employ contain
the standard test images 2 as shown in Fig. 2.5. The size of these images is either
512 × 512 or 256 × 256. Moreover, some large images are selected from flickr3 to test
the scalability of all the algorithms. Typically, we used test images with the resolution
of 2048× 1361, 721× 1024, and 800× 600.
2.5.1.2 Image Degradation Model
Additive White Gaussian noise with standard deviations σ = 10, 20, 25, 35, 75 was
added to the testing images (We cannot show the full results here due to the space
1http://www.eecs.berkeley.edu/Research/Projects/CS/vision/bsds/
2The 8 images are: “ Man”, “Squares”, “Barbara”, “House”, “Peppers”, “Lena”, “ZeldaG”, “Cam-
eraman”
3http://www.flickr.com/
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(a) Man (b) Squares (c) Barbara (d) House
(e) Peppers (f) Lena (g) ZeldaG (h) Cameraman
Figure 2.5: The standard testing images used in the experiment.
limit). Fig.2.9 (b), Fig.2.10 (b), and Fig. 2.11 (b) illustrate the distortion on an image
after adding Gaussian noise.
2.5.2 Test Methodology and Discussion
In this section, several criteria have been used to compare the above methods: Peak
Signal to Noise Ratio (PSNR)(mathematical distance formulations), method noise (10),
the Structural SIMilarity (SSIM) (93) (structural), Visual Information Fidelity (VIF)
(94), and visual quality of the reconstructed images.
The algorithms are selected to provide a comprehensive comparison among different
categories. From the spatial filters, TF (36), MSKR (40), KSPR (41), NLM (42), and
INLM (47) are chosen. Among transform domain methods, BM3D (14), BLS-GSM (16),
and LPG-PCA (61) are included. In the dictionary learning based category, we select
K-SVD (17), LSSC (1), and CSR (65). The implementations by the respective authors
are used for all experiments. However, as all the codes are written in MATLAB and run
very slowly, we revised the main denoising functions into C and compiled them (MSKR,
NLM, CSR) into Mex functions. This helps the later time complexity comparison in
the following section.
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2.5.2.1 Quantitative Comparison- PSNR and SSIM comparisons
PSNR is employed to provide quantitative evaluations of the denoising results. PSNR
is defined as:
PSNR = 10 log10(
L2
MSE
), (2.12)
where L is the dynamic range of the image and MSE is the mean squared error between
the original and the reconstructed image.
SSIM (93) is a quality metric more correlated to human perception. SSIM is calcu-
lated within local windows using:
SSIM(x, y) =
(2µxµy + C1)(2σxy + C2)
(µ2x + µ
2
y + C1)(σ
2
x + σ
2
y + C2)
. (2.13)
C1 = (K1L)
2, C2 = (K2L)
2 are constants to avoid instability when µx
2 + µy
2 or
σx
2 + σy
2 are too close to zero (93). K1  1, K2  1 are small constants, and L is the
dynamic range of the intensity values. σx and σy are standard deviations. µx and µy
are the mean intensities.
All methods have been tested with the optimal parameters mentioned in the original
papers. From the quantitative results, one can see that, in spatial domain, the over-
complete kernel based method (KSPR) outperforms the other local filters in high noise
levels. One can also see that, image self-similarity is a sparse model for most natural
images, which makes nonlocal methods perform better than local counterparts. When
the image contains enough self-similarity (e.g. “squares”), NLM can be comparable
to BM3D and the dictionary learning based techniques. However, when the standard
deviation of the Gaussian noise is high, the performance of NLM drops dramatically due
to the difficulty of utilizing self-similarity. The pre-processing in INLM overcomes this
drawback, and INLM is the best performing one among the spatial domain methods.
In wavelet domain, BLS-GSM adopts overcomplete wavelets and improves over the
critically sampled wavelet method (e.g. SURE-LET). BM3D employs not only over-
complete basis functions but also nonlocal grouping, which contributes to their better
performance. LPG-PCA tends to generate better results than BLS-GSM when the noise
level is low, for instance, 20, and when the image contains many repetitive patterns (e.g.,
Squares). This is due to the fact that the nonlocal clustering requires the structures
in an image not totally corrupted. BLS-GSM outperforms LPG-PCA in high noise
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levels because the multiresolution structures in wavelets are still functioning. In the
dictionary learning based category, the nonlocal grouping and the redundant dictionary
in LSSC make it the best performing method, and slightly outperform BM3D. K-SVD
is inferior to LSSC because its dictionary is a global model and the sparsity in the
image itself is not adopted. At almost all noise levels, CSR is better than BM3D when
the image contains a lot of repetitive patterns. This is because the iterations in CSR
yield better grouping on the results of the previous denoised images.
The results of SSIM (shown in Table 2.2) are mostly consistent with those of PSNR
(shown in Table 2.2). However, there is an exception that: the SSIM of the denoising
results from spatial filters drops more dramatically than PSNR in high noise levels.
Method noise comparison The method noise (10) was designed to show how
much detail has been removed during the denoising process. Let U be the noisy image
and Vˆ the denoised image. Then, the method noise is defined as the image difference
(10):
n(Uˆ , U) = U − Vˆ . (2.14)
With this metric, it is easy to subjectively evaluate whether a method has removed
too many structures from the input image. Fig. 2.7 displays the method noises of
different algorithms when the standard deviation of the Gaussian noise is 20. The
fewer details we can see in the method noise images, the better details have been
preserved in the denoised images. The brief comparison is listed blow:
• In images processed by MSKR, strong edges are not well preserved because metric
Q only takes structured regions into consideration.
• KSPR loses too many details in structured regions, and strong edges are not
preserved very well. KSPR is supposed to solve different optimization problems
within different regions (strong edges or smooth regions). The problem exists in
the computing of mean gradients in the noisy image, which will be easily affected
by the Gaussian noise.
• The trained filter has the similar problem as KSPR, but it is slightly better than
KSPR in smooth regions. Though they are both local filters, the trained filter
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is more adaptive because the filtering process exploits local sparsity by adaptive
training on a natural image dataset.
• Compared to local spatial filters, SURE-LET and BLS-GSM preserve edges bet-
ter, but some details have been lost in smooth regions. In the result of BM3D,
we can barely see edges or details in smooth regions. This shows the strength of
the nonlocal grouping.
• It is easy to observe that the method noises of all the best algorithms (BM3D,
LSSC, CSR, K-SVD) resemble the Gaussian noise.
Summary: From the above results, several conclusions can be drawn: 1) nonlocal
methods are better than local methods in quantitative results, because image self-
similarity is more helpful to average out the additive Gaussian noise compared to local
kernels or polynomial approximations (NLM outperforms local methods); 2) adaptive
basis functions in a transform are better than the fixed basis for representing an image
(LSSC sometimes outperforms BM3D); 3) multiresolution representations are better
than single resolution ones (BM3D is better than LPG-PCA in most cases); 4) over-
complete image models are better (KSPR is better than MSKR at high noise levels); 5)
The combination of the three (1), 2), 3)) makes the state-of-the-art algorithms (LSSC,
CSR, BM3D). These conclusions we obtain are in line with the previous qualitative
analysis in Sec. 2.4.
As it is mentioned in (10), good quantitative results do not guarantee good visual
quality of the reconstructed images. So in real applications, the visual quality is still
an important metric.
2.5.2.2 Subjective quality comparison
VIF is an criterion highly correlated with human visual quality for image quality
assessment. The whole VIF is built on Natural Scenes Statistics (NSS), distortion, and
Human Visual System (HVS) modeling (94). As is shown in Sheikh’s evaluation work
(95), VIF performs the best among all the image quality metrics.
V IF =
∑
j∈subbands I(
−→
CN,j ;
−→
F N,j |sN,j)∑
j∈subbands I(
−→
CN,j ;
−→
EN,j |sN,j)
(2.15)
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where
−→
CN,j represent N elements of the random field that describes the coefficients
from subband j. sN,j is the random field of positive scalars.
−→
EN,j and
−→
F N,j represent
the visual signal at the output of the human visual system model.
Fig. 2.6 depicts the comparison of VIF results using different methods. Compared
to the previous quality metrics, VIF is the closest to human perception. For example,
the average PSNR and SSIM of KSPR is higher than those of TF and MSKR. But if
we examine the visual results in Fig. 2.9, it can easily be seen that there are more
artifacts in KSPR than in TF and MSKR.
Figure 2.6: Average VIF comparison.
In our experiments, the differences in visual quality between the various denoising
methods can be inspected in the examples shown in Fig. 2.9, Fig. 2.10. From those
figures, one can observe that in spatial domain methods local filters achieve good visual
results but still blur the image details too much. Among them, KSPR keeps lots of
details but introduces some artifacts. MSKR fails to denoise images corrupted by high
level noises because the intrinsic idea of SKR is to denoise according to the direction of
the edge. When high level noises destroy the edges of images, MSKR cannot perform
well. Among all the local spatial filters, at low noise level, TF generates the best
visual results because of its adaptive representations. Nonlocal means has the best
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visual results among spatial domain methods because it fully exploits the sparsity in
an image. In wavelet based methods, BLS-GSM can effectively remove noise but the
artifacts are quite noticeable. LPG-PCA does not introduce new artifacts but the entire
image is a bit oversmoothed. BM3D is the best among them that can well retain edges
and details. However, when the noise level is above 50 (Fig. 2.10), BM3D generates
relatively good results but brings significant amounts of artifacts. The details and edges
are well preserved in the results of dictionary learning based methods, even though the
use of the sparsity constraint in the regularization term causes ringing effects at some
noise levels.
Summary: In most cases, higher quantitative results yield better visual results.
However, 1) In terms of the edge preserving ability, dictionary learning methods achieve
best results because dictionary atoms usually capture the most distinctive features in
an image, e.g. image edges, etc. In this way, image reconstruction based on these
atoms could improve the restoration results; 2) For certain textures (oscillatory pat-
terns), wavelet based methods work better than the other two categories. For instance,
the separation of diagonal orientations in BLS-GSM helps to remove the noise in diago-
nally oriented image regions; 3) Regarding the highly corrupted images, learning-based
methods work better. This shows even more obviously in visual results than the quan-
titative results. The reason is that it is very difficult to reconstruct clearer images
from very limited information from the highly corrupted input noisy images. However,
the learning-based methods can provide dictionaries learned from various high quality
image patches, which can provide a better source for image reconstruction; 4) Basis
functions vary from pixel to pixel are helpful to preserve fine details in images compared
to global models and models learned for each cluster. This is not shown in those PSNR
or SSIM values directly. This is because pixel-based basis functions are more adaptive
to image details.
2.5.3 Execution Time
The computation time of representative denoising methods are also evaluated in this
section from a practical point of view. Our experiments were carried out on a work-
station with a 3.0-GHz Intel(R) 2 Core CPU. The performance is shown in Table 2.1.
The computation time has been averaged over twenty runs.
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Table 2.1: Relative computation time of representative denoising algorithms (in minutes).
Although the difference in computation time is about a factor of 1000 to 10000, the com-
parison is still important because it shows the trend that more high-performance denoising
methods consume much longer time compared to the low-performance ones. The compro-
mise we need to make between complexity and efficiency should be taken into consideration
when we design a new denoising algorithm. This table can demonstrate an intuitive idea
of how expensive those algorithms are.
Method 2048× 1361 721× 1024 800× 600 512× 512 481× 321 256× 256
TF 0.930 0.264 0.171 0.094 0.056 0.011
MSKR 117.55 37.22 30.04 20.93 12.85 4.37
KSPR 321.23 92.16 59.95 29.89 24.70 12.15
NLM 56.73 14.88 7.36 3.21 1.85 1.07
INLM 11.426 3.054 1.959 1.129 0.554 0.20
BLS-GSM 2.853 0.723 0.496 0.237 0.167 0.061
BM3D 0.973 0.278 0.125 0.085 0.038 0.017
LPG-PCA 160.35 40.89 21.74 12.47 7.24 3.12
K-SVD 1.168 1.033 1.792 1.347 1.331 1.568
LSSC 188.36 39.42 34.57 13.16 10.75 4.03
CSR 140.25 49.89 36.65 19.09 12.07 8.44
Compared to the critically sampled wavelet transforms, the dictionary learning
based overcomplete representations make algorithms less efficient (to the extent of
hundreds of times slower). Also, the local spatial filters shown in the table have lots of
iterations, which makes them comparatively slow. Among all the methods discussed,
trained filter is almost the most efficient one (similar to BM3D) because it has a thor-
ough off-line training process which reduces the actual online denoising burden. But it
does increase the demands for the memory.
Summary: Under the same image resolution, the most efficient denoising method
in our evaluation is TF. The reason is that the oﬄine learning in this algorithm ac-
complishes most of the denoising task to save time in the online testing. Then, the
next efficient algorithms are transform domain methods (BM3D, BLS-GSM) due to
the multiresolution structure of wavelets. All the other methods which involve itera-
tions run quite slowly (MSKR, LSSC, CSR). Also, the pixel by pixel model selection is
very time-consuming as well (KSPR, LPG-PCA). The nonlocal methods in the spatial
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domain are also expensive because of their high searching complexity.
Considering the scalability of all approaches, most methods, such as TF, BLS-
GSM, and BM3D, scale linearly with the increase of the image size. However, LSSC,
LPG-PCA, and CSR slow down dramatically due to that the optimization of the reg-
ularization is highly affected by the image size.
2.6 Conclusion
In this chapter, we reviewed and compared representative denoising methods both qual-
itatively and quantitatively. These methods have been divided into three categories:
spatial domain, transform domain and dictionary learning based. Extensive experi-
ments were conducted to evaluate the performance of all the algorithms.
Through analytical comparison, it was found that image representations with over-
complete basis functions improve the performance within each category. In spatial
filters, KSPR improves kernel regression based methods in high noise levels. In the
transform domain, overcomplete wavelets are used in BLS-GSM to overcome the short-
comings of critically sampled wavelets. In dictionary learning based algorithms, it has
been proved that the redundant dictionary based K-SVD outperforms the DCT based
K-SVD (17). In general, overcomplete basis functions are more adaptive to image con-
tents, which can bring better denoising results. The major disadvantage of overcomplete
representations is that they usually result in computational burden. Another interest-
ing trend observed in these results is the importance of nonlocal grouping. In each
category, the performance of the methods with nonlocal grouping is significantly better
than that of the methods without nonlocal grouping. For instance, NLM outperforms
TF, BM3D surpasses BLS-GSM, and LSSC enhances K-SVD. In addition, adaptive
basis functions in image representations contribute better to edge-preserving, which
has been proved in our evaluation that dictionary learning based methods generally
produce better visual results. Moreover, multiresolution structures in the transform
domain benefit the edge/detail preserving.
It is clear from the comparison in this chapter that all three categories are impor-
tant denoising techniques for various applications. In applications that require high
efficiency, some of the local spatial filters or transform domain filters are more ap-
propriate, because nonlocal spatial filters lead to high searching complexity. If the
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memory and complexity were not a major concern for the users, dictionary learning
based methods would be more applicable because the online training and iterations
are not practical in real time systems but they significantly boost the performance.
Moreover, algorithms contain multiresolution structures tend to be more efficient than
single resolution ones.
Dictionary learning based methods have produced the competitive denoising results
compared to the state-of-the-art both objectively and subjectively so far. Therefore,
the future research in denoising can be focused on improving the applicability of the
learning-based techniques in the following aspects: 1) more accurate sparse decompo-
sitions; 2) more structured dictionaries; 3) more efficient optimization processes.
Table 2.2: PSNR and SSIM Comparison. In each row of this table, the upper one is
PSNR (dB) value and the other one is SSIM value. All the results reported are average
values over 5 experiments, having different realizations of the noise.
Image Noise TF MSKR KSPR NLM INLM BLS-GSM BM3D LPG-PCA K-SVD LSSC CSR
Man σ = 20
27.16 28.62 28.5 28.94 29.24 29.62 30.1 29.62 29.62 30.27 30.09
0.8102 0.78 0.889 0.9023 0.8992 0.8184 0.9208 0.9056 0.9057 0.9201 0.8325
σ = 35
22.68 20.35 26.04 24.03 26.67 27.05 27.54 26.89 26.96 27.57 27.47
0.5222 0.4228 0.7983 0.791 0.8136 0.7241 0.8573 0.828 0.825 0.8552 0.7443
σ = 75
12.99 12.13 21.48 14.82 23.51 23.96 24.46 23.57 23.54 24.28 24.38
0.3844 0.1083 0.5721 0.4376 0.6681 0.5798 0.73 0.679 0.6753 0.7156 0.6138
Squares σ = 20
29.96 31.43 29.4 33.82 39.87 38.24 44.55 41.88 40.55 45.59 45.44
0.6979 0.6764 0.6454 0.7723 0.9544 0.9469 0.9749 0.9818 0.9515 0.9809 0.9737
σ = 35
24.18 22.05 26.62 25.67 34.41 33.9 39.33 36.1 35.42 41.93 39.66
0.3435 0.2726 0.4764 0.388 0.9009 0.8912 0.9422 0.9469 0.9067 0.9621 0.9408
σ = 75
12.37 12.59 21.11 14.94 27.34 28.38 32.02 28.61 28.32 34.25 31.42
0.0885 0.0596 0.2932 0.0994 0.6986 0.7699 0.874 0.7942 0.7502 0.903 0.8254
Barbara σ = 20
28.74 29.57 25.52 30 31.22 29.34 32.08 31.66 31.11 31.82 32.15
0.8191 0.8686 0.8434 0.928 0.9433 0.8478 0.9509 0.9454 0.9378 0.9471 0.9055
σ = 35
24.59 19.75 23.94 24.31 28.21 26.18 29.16 28.36 27.73 28.96 29.25
0.6219 0.3969 0.743 0.7971 0.8868 0.7395 0.9078 0.8931 0.8704 0.9064 0.8526
σ = 75
11.83 11.82 20.89 14.83 24.16 23.27 25.15 24.19 23.2 25.14 25.12
0.3592 0.1154 0.5217 0.4089 0.7485 0.5786 0.7916 0.7575 0.6951 0.791 0.7153
house σ = 20
29.49 32.48 30.24 31.34 32.85 32.54 33.77 33.07 33.16 34.11 33.86
0.7011 0.8514 0.7885 0.7742 0.8583 0.8511 0.8721 0.8671 0.861 0.8844 0.8737
σ = 35
24.92 20.15 27.23 24.95 30.31 30.08 31.38 30.42 30.32 31.67 31.4
0.4116 0.2943 0.6838 0.4553 0.8109 0.8037 0.8365 0.825 0.8127 0.8407 0.839
σ = 75
11.3 11.77 22.56 15.01 25.54 26.42 27.51 26.18 25.53 27.75 27.3
0.1168 0.0789 0.4911 0.1332 0.6747 0.7016 0.764 0.7183 0.6849 0.7792 0.7675
peppers σ = 20
28.65 30.07 27.38 29.55 26 30.57 31.29 30.54 30.76 31.37 31.18
0.7914 0.874 0.8408 0.8026 0.8583 0.87 0.8863 0.874 0.8741 0.8833 0.8829
σ = 35
23.29 19.76 25.53 24.17 24.61 27.83 28.52 27.69 28 28.49 28.37
0.4308 0.3584 0.7547 0.5208 0.802 0.806 0.8335 0.8175 0.822 0.8311 0.8336
σ = 75
12.37 11.86 21.71 14.72 22.16 24.07 24.73 23.52 23.84 24.66 24.5
0.1643 0.1089 0.5602 0.1722 0.6755 0.6791 0.7364 0.697 0.6926 0.7278 0.7353
lena σ = 20
28.06 29.51 28.02 29.15 29.93 29.73 30.43 30.02 29.92 30.51 30.42
0.7032 0.8446 0.799 0.7895 0.8508 0.8403 0.861 0.853 0.8456 0.8626 0.8572
σ = 35
23.82 19.59 25.82 24.07 27.28 27.11 27.81 27.21 27.19 27.9 27.82
0.3817 0.3633 0.7093 0.5204 0.7765 0.7667 0.7994 0.783 0.7729 0.8005 0.7986
σ = 75
10.16 11.78 21.89 14.8 23.85 23.94 24.65 23.62 23.54 24.6 24.62
0.1669 0.1173 0.5172 0.1801 0.6355 0.6382 0.691 0.6516 0.6238 0.6891 0.6945
Zelda σ = 20
29.48 31.22 30.43 30.52 31.46 31.83 32.3 31.68 31.62 32.06 32.13
0.7071 0.8491 0.8136 0.7724 0.8542 0.8583 0.8736 0.8615 0.8536 0.8647 0.8683
σ = 35
25.17 22.21 27.32 24.71 28.75 29.32 29.75 28.99 29.11 29.58 29.66
0.4156 0.4587 0.6933 0.4459 0.7764 0.79 0.8124 0.7919 0.7865 0.8068 0.8126
σ = 75
11.88 12.42 22.31 15.03 25.69 26.11 26.59 25.65 25.71 26.09 26.54
0.0577 0.0653 0.4825 0.1157 0.6406 0.6661 0.7159 0.6641 0.6641 0.7005 0.718
Cameraman σ = 20
28.01 28.65 26.4 28.9 29.42 29.58 30.48 29.71 29.96 30.59 30.56
0.7183 0.8428 0.792 0.7744 0.854 0.8466 0.8749 0.8574 0.8621 0.8768 0.8586
σ = 35
23.39 20.19 24.86 24.14 27.11 26.96 27.93 27.11 27.36 27.92 28.56
0.4293 0.4246 0.694 0.4893 0.788 0.776 0.8211 0.7981 0.7949 0.8264 0.7996
σ = 75
11.73 12.02 21.25 14.97 23.34 23.43 24.33 23.46 23.64 24.41 25.11
0.2404 0.2122 0.4909 0.3145 0.6447 0.7194 0.7818 0.6767 0.7438 0.732 0.5948
Average
21.51 20.92 25.27 23.22 28.04 28.31 29.83 28.74 28.59 30.06 29.88
0.4618 0.4352 0.6622 0.5327 0.7922 0.7712 0.8379 0.8112 0.8005 0.8369 0.8058
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(a) TF (b) MSKR (c) KSPR
(d) NLM (e) INLM (f) BLS-GSM
(h) BM3D (i) LPG-PCA (j) K-SVD
(k) LSSC (l) CSR
Figure 2.7: The comparison of method noise.
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Figure 2.8: Average PSNR and SSIM comparison.
43
2. FROM HEURISTIC OPTIMIZATION TO DICTIONARY
LEARNING: A COMPREHENSIVE REVIEW AND COMPARISON OF
IMAGE DENOISING ALGORITHMS
(a) Original image (b) Noisy image (c) TF
(d) MSKR (e) KSPR (f) NLM
(g) INLM (h) BLS-GSM (i) BM3D
(j) LPG-PCA (k) K-SVD (l) LSSC
(m) CSR
Figure 2.9: Denoising results on “Barbara” with σ = 20.
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(a) Original image (b) Noisy image (c) TF
(d) MSKR (e) KSPR (f) NLM
(g) INLM (h) BLS-GSM (i) BM3D
(j) LPG-PCA (k) K-SVD (l) LSSC
(m) CSR
Figure 2.10: Comparison of visual results on “Castle” from the Berkeley dataset with σ
= 75.
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(a) Original image (b) Noisy image (c) TF
(d) MSKR (e) KSPR (f) NLM
(g) INLM (h) BLS-GSM (i) BM3D
(k) LPG-PCA (l) K-SVD (i) LSSC
(m) CSR
Figure 2.11: Comparison of visual results on “Peppers” with with σ = 20.
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3Nonlocal Spatial filter for Image
Denoising
3.1 Chapter Abstract
One of the most popular denoising methods based on self-similarity is called Nonlocal
Means (NLM). Though it can achieve remarkable performance, this method has a few
shortcomings, such as the computationally expensive calculation of the similarity mea-
sure, and the lack of sufficient candidates for some target patches. In this chapter, we
propose to use clustering based on moment invariants as pre-classification, and Rota-
tionally Invariant Block Matching (RIBM) to improve block matching. Experimental
results show that the proposed technique can perform denoising better than the original
NLM both in PSNR and visual results, especially when the noise level is high.
This chapter is based on the following work:
R. Yan, L. Shao, S. D. Cvetkovic and J. Klijn, “Improved Nonlocal Means Based
on Pre-Classification and Invariant Block Matching”, IEEE/OSA Journal of Display
Technology, Vol. 8(4), pp. 212-218, April 2012.
3.2 Introduction
Image denoising is often applied in display systems to improve the image quality, be-
cause source images are usually corrupted by various additive noises. There are many
denoising methods in both spatial and frequency domains. Among spatial domain meth-
ods, prevailing techniques include bilateral filter (37), trained filter (36), and Nonlocal
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Means (NLM) (42) based filters, etc. State-of-the-art transform domain algorithms are
GSM based method (16), and BM3D (14). As transform based methods require com-
plex Fourier or wavelet transforms, which are usually not affordable by display devices
due to hardware limitations, spatial techniques tend to be more practical.
Many natural or texture images contain repetitive patterns. One of the popular de-
noising methods, NLM (42), exploits this image characteristic and produces promising
results both objectively and subjectively. The main idea is to replace each pixel with
a weighted average of other pixels from similar neighborhoods. The main difference
between NLM and previous approaches is that NLM takes advantage of the image cor-
relation in a nonlocal manner, i.e. in the whole image or sub-image, rather than just
in a small neighborhood as in local filters.
However, the original NLM algorithm is computationally intensive, especially full
search within a large region is very time-consuming. Accordingly, there has been a lot
of work exploring how to improve NLM. On the one hand, some of them focus on the
acceleration of NLM. The most time-consuming part of NLM is the weight calculation,
so a lot of methods are dominantly based on how to eliminate dissimilar patches before
weighted averaging. In (43), pre-selection of contributing neighborhoods based on
mean and gradient values was proposed. Similarly, local variance (44) and SVD (45)
have been introduced to eliminate dissimilar pixels. In order to accelerate the weight
calculation, Fast Fourier Transform has been proposed in (46), which is approximately
50 times faster than the original NLM. The method in (47) exploits the symmetry in
the weight function, and computes Euclidean distance by a recursive moving average
filter symmetrically, which also considerably improves the efficiency. Pang et al. (48)
utilized several critical pixels in the center instead of all pixels in the neighborhood.
On the other hand, for the improvement of quantitative and qualitative results, some
tuning of the smoothing parameters has been proposed in (44). In (49), a family of non-
local image smoothing algorithms were designed which approximate the application of
diffusion PDE’s on a specific Euclidean space of image patches, and it can preserve the
structures in the original image domain. In order to increase the number of candidates
of noisy patches, the authors in (4) proposed a rotationally invariant block matching
measure for nonlocal image denoising, which involves several steps such as estimating
the rotation angle, rotating the block via interpolation and then applying standard
block matching.
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algorithms
Mainly focusing on improving the denoising performance of the original NLM, we
propose a pre-classification based NLM algorithm which also exploits RIBM (4) as a
similarity term for block matching. To reduce the interference of the additive noise for
pre-classification, Gaussian blur is first applied as a pre-filter before patch classification.
Then, we use the K-means clustering on the moment invariants of image blocks as pre-
classification for weighted averaging instead of a full search in the original NLM. After
that, the RIBM is adopted as a rotation and mirror invariant similarity measure, which
can provide more candidates for the final weighted averaging process. Symmetrical
calculation of weights is also adopted before weighted averaging. The experimental
results show that this method outperforms the original NLM in terms of both PSNR
and visual quality.
3.2.1 Contributions
This chapter contains several contributions
• It introduces an RIBM based invariant similarity measure for increasing the num-
ber of the candidates for NLM filtering.
• It shows that our proposed method performs better compared to original NLM
at high noise level.
3.3 Related Work: original nonlocal means filter and its
improved algorithms
The idea of NLM is based on the fact that patches in an image always have self-
similarity (37). Given a noisy image , the restored intensity of the pixel NL(v)(i), is a
weighted average of all intensity values within the neighborhood I. Let us denote (42):
NL(v)(i) =
∑
j∈I
w(i, j)v(j), (3.1)
where v(j) is the intensity at pixel j, and w(i, j) is the weight assigned to v(j) for
measuring the similarity between pixel i and j. The weights can be calculated by (42):
w(i, j) =
1
Z(i)
exp−‖v(Ni)− v(Nj)‖
2
2,a
h2
, (3.2)
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where Ni denotes a patch of fixed size and it is centered at the pixel i. The similarity
is measured as a decreasing function of the weighted Euclidean distance. a > 0 is
the standard deviation of the Gaussian kernel, Z(i) is the normalization constant with
Z(i) =
∑
j w(i, j), and h acts as a filtering parameter.
To find a set of reliable candidates that are similar to the current patch from a
whole image, two categories of methods are applied: 1) Pre-classification; 2) Defining
new similarity terms.
Pre-classification was previously used to avoid full search and to improve the
efficiency of NLM. However, in most of the improved versions of NLM, it is also a
contributing factor leading to better denoising results. Mahmoudi et al. in (43) have
proposed to exploit the mean value and local average gradient vectors to exclude dissim-
ilar patches. However, the criterion can only be applied when both gradient magnitudes
of two patches are above a chosen threshold, which is easily affected by noise. Similarly,
there is a pre-classification method based on patch variance (44). The drawback of the
above methods is that their measures are too heuristically designed but not based on
statistical properties. In (45), the SVD on the gradient field was proposed to provide
statistical features (structure information) for k-means clustering. However, the gra-
dient field is still sensitive to the change of noise level. Another shortcoming of the
original NLM is that: when an image lacks repetitive patterns, many patches will not
have sufficient candidates for weighted averaging. This will dramatically affect the vi-
sual results of NLM. To overcome this, Thaipanich etal. (45) proposed a rotated block
matching scheme for obtaining more similar patches but it is only limited to several
rotation angles.
Defining new similarity terms is another way to ensure reliable sets of candi-
dates. In (4), moment invariants based block matching was proposed, which is invariant
under rotation, mirroring and noise.
To achieve the goal of finding more reliable sets of candidates, our method exploits
both pre-classification and defining a new similarity term. On the one hand, we want
to increase the chance of finding candidates for non-repetitive patterns (45). Thus, pre-
classification is used to provide candidate sets that can be from all over the image. On
the other hand, because the moment invariants we use in pre-classification are rotation
invariant, the neighborhoods will potentially contain rotationally unaligned candidates.
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It is therefore necessary to define a new similarity term which can estimate the rotation
angle during the matching process. This is where RIBM comes into play.
3.4 Improved Nonlocal Means Based on Pre-classification
and Invariant Block Matching
The processing pipeline of our method is shown in Fig. 3.1. Given a noisy image, our
goal is to produce a denoised image in which the noise has been removed and most
of the details are retained. Similar to Eq. (3.1) and (3.2), our improved NLM can be
formulated as:
NL(v)(i) =
∑
j∈L
wR(i, j)v(j), (3.3)
wR(i, j) =
1
ZR(i)
exp−dR(i, j)
h2
, (3.4)
where wR(i, j) depends on a new distance measure dR(i, j) and ZR =
∑
j wR(i, j). The
weighted average is performed within each cluster. L represents the number of elements
within a cluster. The effect of clustering is demonstrated in Fig. 3.5. Now, the filtering
problem becomes how to calculate the new weights (wR(i, j)), which is explained in
Sec. 3.4.2 and Sec. 3.4.3.
Figure 3.1: Block diagram for the proposed denoising method.
The differences between our approach and NLM are:
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• Gaussian blur provides the pre-processing for pre-classification. The effect is
illustrated in Fig. 3.2. In the original NLM, there is no pre-processing step.
• K-means clustering on moment invariants of the blurred noisy image serves as
the pre-classification for our filtering process. In the original NLM, all target
patches have fixed size of candidate sets, which is either the whole image or the
neighborhood centered at them.
• RIBM is calculated on the input noisy patches which have been clustered by
using a Look-Up Table (LUT) from the step above. This step introduces a new
similarity term for nonlocal filtering. The calculation of weights is explained in
Eq. (3.11). In the original NLM, the similarity term just relates to the Euclidean
distance as shown in Eq. (3.1).
3.4.1 Pre-processing
Classification is usually based on the structural information in an image. However, pixel
based pre-classification in a noisy image will not be very accurate (46). Therefore, we
consider to use a pre-filter to smooth the image with the purpose of avoiding coding
the wrong pattern, especially for high noise levels.
Here we adopt the Gaussian filter (33) as a pre-filter for our subsequent classification
due to its efficiency. The result of the Gaussian filtering is for guiding the classification,
but the input for the actual denoising is still the original noisy image. Define a (2m+
1)× (2m+ 1) mask, the center of it is (0, 0) and other x, y range from (-m, -m) to (m,
m). The element in this mask is defined as:
Gσ(x, y) = exp(−x
2 + y2
2σ2
), (3.5)
where x, y = −m, ..., 0, ...,m and σ is the standard deviation of the Gaussian distri-
bution. Normalization is necessary if we need to maintain the brightness level of the
image:
Sσ =
m∑
x=−m
m∑
y=−m
Gσ(x, y), (3.6)
Gkσ(x, y) = Gσ(x, y)/Sσ. (3.7)
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The result of Gaussian blur for the whole image is given by:
Gb = Gkσ ∗ v, (3.8)
where v is the intensity of the input noisy image and ∗ denotes the convolution oper-
ation. In our implementation, a large σ is not necessary, because most details of the
input noisy image should be retained and Gaussian blur with a large σ might introduce
artifacts. After the Gaussian filter is applied on the input noisy image, the blurred
image serves as the input of classification. This is exemplified by the images in Fig.
3.2.
Figure 3.2: Illustration of Gaussian blur. The sigma in Gaussian filter is 10, and the m
in Eq. (3.6) is 4.
3.4.2 Clustering Based Pre-classification
Moment invariants have been applied in many fields, such as face recognition, character
recognition and motion estimation. They have been proved to be a robust image
descriptor, which is invariant under translation, changes in scale, and also rotation. In
(96), higher order moment invariants were proved to be more vulnerable in the case
of additive white noise. Therefore, in our algorithm, Hu’s moment invariants (96) are
applied, which has the highest order of 2, as feature descriptor (1 × 7 vector) for K-
means clustering. Given an N × N image and an n × n patch which is centered at
location i (i = 1, 2, ..., N ×N), the moment invariants of this patch can be represented
by a 1 × 7 vector. Then, for the whole image, we have N × N such vectors which
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serve as the input vectors of the K-means clustering. The process can be conducted as
follows:
arg min
c
K∑
k=1
∑
H(Gb(i))∈Hmki=1,2,...,N×N
|H(Gb(i))− µk|2, (3.9)
where Gb(i) represents a Gaussian blurred patch centered at i. H(·) outputs the mo-
ment invariants of an input patch. µk is the mean vector for the kth cluster Hmk.
Afterwards, we can obtain K clusters Hm1, Hm2, Hmk, ..., HmK . Each cluster, Hmk
is composed of L (different in every cluster) vectors Hmkl (k = 1, ...,K, l = 1, 2, ..., L).
Here we use the most common algorithm which applies an iterative refinement tech-
nique (97). In this stage, K-means clustering provides the preselected candidates for
the following weighted averaging. The classification information (the coordinates of
the patch center) is stored in the LUT. Weighted averaging is performed within each
cluster during the following process.
3.4.3 RIBM Based Nonlocal Filtering
Similarities that are calculated based on raw intensity values are sensitive to noise,
scale difference, rotation and mirroring. NLM involves pixels that have possible similar
neighborhoods in the averaging process, which is accomplished by global or semi-global
search. However, due to the variety of image contents, many patches could probably
lack reliable candidates within the image or the neighborhood, which leads to degraded
denoising quality. In denoised image of NLM algorithm, noisy pixels were used as
the denoised pixels when the patches centered at those points do not have sufficient
candidates. This causes a lot of artifacts, especially when the noise level is high.
Sven et al. (4) used moment invariants for improving block matching. It only im-
proves the matching performance of NLM within a spatial neighborhood, which is
centered at the target patch. In order to define a candidate set that contains different
patches from all over the image, we first perform clustering based on moment invari-
ants, which is applied to the Gaussian blurred image. The patches within each cluster
could have a similar structure but in different orientations. As shown in Fig. 3.1, the
input noisy image is classified into K clusters by using a LUT from clustering based
Pre-classification. Within each cluster, the moment invariants of all the patches are
similar but their orientations of the patches might be different. In order to obtain
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better weight calculation during the nonlocal filtering process, angle estimation based
on moment invariants is carried out for block matching.
(a) Square image (256× 256) (b) Patch Ni (c) Patch Nj
Figure 3.3: Illustration of RIBM from noisy image corrupted by white Gaussian noise
with standard deviation 10 and zero mean and then blurred by Gaussian filter with σ = 5.
If it is in NLM, these two patches Ni and Nj will have small weight for each other due
to their Euclidean distance is high. If we rotate patch Ni by 90 degrees counterclockwise,
their Euclidean distance will be much smaller. The difficult part is in noisy patches we
cannot easily estimate rotation angle. RIBM (4) solved this problem by using moment
invariants.
The problem lies in how to estimate the rotation angle between two corresponding
patches Ni and Nj . The general idea of RIBM is as follows (4): 1) If patch Nj is
a mirrored version of Ni, Nj needs to be mirrored to get N
′
j . Otherwise, N
′
j is the
same as Nj (Eq.(3.10)); 2) The rotation angle between patch Ni and N
′
j (Eq.(3.10))
is calculated; 3) For each pixel in Ni, the corresponding pixel in N
′
j should be found
after using the estimated rotation angle (Eq.(3.10)); 4) The final distance measure is
the sum of the intensity differences between pixels in Ni and corresponding pixels in
N
′
j (Eq.(3.11)).
The implementation of RIBM weight calculation is explained as follows. More
details can be found in (4):
First, the definition of block centroid is given as follows: a) Given that N
′
j is a
noisy and rotated patch of the patch Ni. To define the centroid, a coordinate system
originated at the block center is used for marking the position of pixels in a path (4).
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ci =

∫
i xb·v(xb,yb)dxbdyb∫
i v(xb,yb)dxbdyb∫
i yb·v(xb,yb)dxbdyb∫
i v(xb,yb)dxbdyb
 ,
where v(xb, yb) refers to the intensity value within the patch Ni. Let ~ci denote the
normalized vector starting from the centroid of Ni (The definition of this coordinates
can be found in (4)).
b) In the calculation of the rotation angle, ~ci can be represented by vector u =
(u1, u2)
T . Let mi,j(u) be a function that can be defined as the following equation (4):
mi,j(u) = { (−u1, u2)
T φ7(i) · φ7(j) < 0
(u1, u2)
T else
.
In our implementation, the seventh moment of Hu φ7 has been applied to compute
mi,j(u), because the sign of φ7 remains comparatively stable under noise but will change
under mirroring.
Second, how to estimate the rotation angle?
To align the orientations of candidates for target patch Ni, we need to estimate the
rotation angle between Ni and every candidate Nj ∈ (N1, N2, Ni−1, ..., Ni+1, NL) which
is within the same cluster. In this chapter, the pixels of a block are defined as vectors
from the block’s center, so all the vectors should be rotated by the same angle. Based
on this, the rotation angle of two blocks can be estimated by the rotation angle of two
blocks’ centroids ~ci and ~cj (4). Therefore, the rotation matrix between two blocks can
be expressed as (96):
Ru =
(
u1 −u2
u2, u1
)
Thereafter, the corresponding point of qi (any point in patch Ni) is qj (rotated
corresponding point in another patch Nj) (4):
qj = mi,j(Ri,j · qi). (3.10)
The m function here is for compensating the mirroring in Eq. (3.10). Finally,
the similarity term which replaces ‖v(Ni) − v(Nj)‖22,a in the original NLM weights
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(Eq.(Eq:weights)) can be calculated by (4):
dR(i, j) =
∑
qi∈i
(vi(qi)− In(vj , qj))2, (3.11)
where In denotes the bilinear interpolation. For each point qi in patch Ni, after rotation
and interpolation, we can get its corresponding point qj in patch Nj . However, in Eq.
(3.2), for each point qi in patch Ni, its corresponding point in another patch Nj has
the same ’within-patch’ coordinates: qi = qj . Our weight function is then defined by
Eq. (3.4).
3.5 Experimental Validation
In our experiments, the image data set is defined as: “Man.png”, “JFKgray.bmp”,
“coinlaundry.bmp”, “Barbara.TIF”, “house.png”, “peppers256.png”, “lena.tif”,
“ZeldaG.tif”, “Cameraman.png”. For performance evaluation, we compare our pro-
posed method with the original NLM and a recent related method (4) based on this
dataset. The evaluation metrics we adopt in our experiments are Peak signal-to-noise
ratio (PSNR) and Structural SIMilarity (SSIM).
PSNR is employed to provide quantitative evaluations of the denoising results.
PSNR is defined as:
PSNR = 10 log10(
L2
MSE
), (3.12)
where LD is the dynamic range of the image and MSE is the mean squared error
between the original and the reconstructed images.
SSIM (93) is a metric which is more consistent with human subjective perception.
SSIM can be calculated as follows (93):
SSIM(x, y) =
(2µxµy + C1)(2σxy + C2)
(µ2x + µ
2
y + C1)(σ
2
x + σ
2
y + C2)
. (3.13)
C1 = (K1L)
2, C2 = (K2L)
2 are constants to avoid instability when µ2x + µ
2
y or σ
2
x + σ
2
y
are too close to zero [20]. L is with the dynamic range of the intensity values, and
K1  1 , K2  1 are small constants. µx and µy are the mean intensities. σx and σx
are standard deviations (the square root of variance).
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3.5.1 The parameters of clustering
We implemented our clustering method based on moment invariants. For standard
K-means clustering, there are several parameters which need to be decided. The type
of distance we use, the number of clusters we assign, and the length of vectors we use
in our NLM based framework.
Here we exploit the Euclidean distance for measuring the distance between two
feature vectors as (45) did. According to (98), we choose the patch size to be 9 × 9.
To test how the performance of the method varies with different values of K, we vary
K in the range of 400 and 3600. The average PSNR and SSIM scores of our dataset
(standard deviation of Gaussian noise is 20) using different numbers of clusters are
shown in Fig. 3.4.
(a) Average PSNR (b) Average SSIM
Figure 3.4: PSNR and SSIM vary with K
The changing trends of PSNR and SSIM are roughly the same: when K becomes
larger, there are more clusters representing different types of details. However, if the K
goes too high, some clusters will not have enough candidates. As a result, the PSNR
and SSIM go down after the climax. Therefore, if complexity is not a concern, we can
choose the optimal value of K depending on the size of the input noisy image. For our
testing set, all the images are 256 × 256, so we choose K = 1800 (when K = 2800 it
takes more than twice of the time as K = 1800 takes.) to guarantee enough candidates
for each patch according to the variation of visual results when we change K. The
visualization of the K-means clustering on Lena is shown in Fig. 3.5.
As is shown in the visualization, our clustering method can detect edges and details
according to different structures and light variation. Compared to the clustering in
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Figure 3.5: The clustering results. Different classes have been represented in different
grayscales. The grayscale level [0,255] has been divided by K, and each class k is represented
by k × (255/K). In this figure, the K is 256.
(45), our method distinguishes the grayscale variation better, which results in more
adaptive classifications.
3.5.2 Denoising quality and comparison
In this experiment, those images are corrupted by additive Gaussian noise with standard
deviation σ = [15, 20, 25, 30, 35, 50, 100]. The smoothing parameters h in Eq. (3.4) are
the same as h in (42) for fair comparison. In all our experiments, h have been fixed to
12σ. The σ in Eq. (3.5) has been fixed to 0.5 × σ (half of the standard deviation of
input noisy image). The radius of the patch size in Eq. (3.5) is 4 (m = 4). The PSNR
and SSIM comparisons are listed in Table 3.1 and 3.2. From the quantitative results we
can see that, when the standard deviation of Gaussian noise is high, the original NLM
suffers, because intensity difference is the only similarity term, which will easily result
in difficulties of finding similar patches. The proposed method significantly outperforms
both the original NLM and the method in (4), especially for highly noisy images.
The difference in visual quality between the three methods can be inspected in the
examples shown in Fig. 3.6, Fig. 3.7 and Fig. 3.8. We observe that the proposed
method can not only preserve better details but also remove severe noise. The method
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in (4) employs RIBM but it is applied to neighborhoods, which may cause lack of
proper candidates when the variation of the textures is strong. So certain regions still
remain noisy. Our algorithm overcomes this by obtaining sufficient reliable candidates
from K-means clustering. Fig. 3.9 shows visual results on a typical image when the
standard deviation of Gaussian noise is 50. We can see that the original NLM is
almost ineffective. When the noise level is high, the intensity based matching between
patches is vulnerable to noise. Our scheme has adopted Gaussian blur as pre-processing
and moment invariants are robust in noise inference as well. The method in (4) has
reconstructed rough structure but still failed to retain details. Our algorithms preserves
the main structures much better compared to other approaches (the original NLM and
(4)). It demonstrates that using clustering before weighted averaging can ensure most
patches to get reliable candidates.
3.6 Conclusion
In this chapter, we proposed an improved NLM method. It applies moment invariants
based K-means clustering on the Gaussian blurred image, which provides better clas-
sification before weighted averaging. In addition, RIBM adds more ’similar patches’
which have been rotated by certain angles to make them more correlated to the reference
patch. Experimental results show that clustering on moment invariants is very effective
for pre-classification. The proposed algorithm can effectively reconstruct finer details
and at the same time introduce fewer artifacts than the other methods. The K-means
clustering used in our proposed method is a time-consuming part. In future work, we
will investigate more efficient clustering methods to speed up the pre-classification step.
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Table 3.1: Average PSNR and SSIM.
Images Algorithms 15 20 25 30 35 50
Man NLM 30.6096 28.9415 27.2551 25.6032 24.0274 19.8203
Ref(4) 31.9042 28.9987 27.1129 25.3949 24.1578 20.6564
Proposed 31.8033 30.1200 28.1805 26.6425 25.7073 23.1468
JFK NLM 31.7868 30.1013 28.2655 26.3589 24.5918 20.1412
Ref(4) 31.8556 30.1111 28.2138 26.0098 25.0907 22.3415
Proposed 32.8840 30.9815 29.0523 27.2328 26.3026 24.9040
Coinloaund NLM 30.1205 28.7988 27.2832 25.6843 24.1319 19.8145
Ref(4) 30.7659 28.8802 27.3558 26.0087 24.6223 21.0876
Proposed 31.3885 30.0122 28.4804 26.9449 26.1124 23.7858
Barbara NLM 32.1434 30.0025 27.9899 26.0446 24.3105 19.8429
Ref(4) 32.3352 29.8816 28.0953 26.5455 25.9618 22.3722
Proposed 33.4783 31.1976 29.0268 28.0454 26.9828 25.8292
House NLM 33.5255 31.3356 29.0487 26.8699 24.9479 20.1644
Ref(4) 33.6413 32.0187 29.1559 27.0901 25.9089 22.7390
Proposed 33.8645 31.8396 29.8417 28.6245 27.6680 25.3085
Peppers NLM 31.4137 29.5473 27.6721 25.8659 24.1645 19.7590
Ref(4) 32.0053 30.5619 27.8097 26.6315 24.4551 21.0076
Proposed 33.6801 31.1678 29.0657 27.4582 26.2204 23.6793
Lena NLM 30.8749 29.1526 27.3969 25.7290 24.0721 19.8365
Ref(4) 31.1523 30.0052 27.4430 25.8831 24.4548 21.1243
Proposed 33.2810 30.7653 28.5930 27.0240 26.0495 24.2728
Zelda NLM 32.4352 30.5207 28.4973 26.4933 24.7115 20.1715
Ref(4) 32.5744 30.6654 28.9895 26.0971 25.0092 22.5567
Proposed 33.0517 31.2918 30.0415 28.9240 27.6842 26.6160
Cameraman NLM 30.3578 28.8968 27.1939 25.7950 24.1379 19.9039
Ref(4) 31.1236 29.6548 28.2336 26.6559 25.8819 22.0012
Proposed 31.9462 31.0414 30.3732 27.6452 27.1293 23.5498
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Table 3.2: Average PSNR and SSIM of several algorithms.
σ NLM Ref(4) Proposed
PSNR SSIM PSNR SSIM PSNR SSIM
15 31.47 0.8509 31.93 0.8575 32.82 0.8938
20 29.70 0.7811 30.09 0.7948 30.94 0.8424
25 27.84 0.6983 28.05 0.7243 29.18 0.7694
30 26.05 0.6144 26.26 0.6733 27.62 0.7035
35 24.34 0.5360 25.06 0.5963 26.65 0.6630
50 19.94 0.3947 21.77 0.4731 24.57 0.5741
100 11.52 0.2535 13.51 0.2685 16.56 0.4427
Table 3.3: Average quantitative denoising results on 9 images.
Images Metrics 20 30 50
Man
PSNR 30.12 26.64 23.15
SSIM 0.8512 0.8106 0.6747
JFKgray
PSNR 30.98 27.23 24.90
SSIM 0.7957 0.6232 0.4394
Coinlaund
PSNR 30.01 26.94 23.79
SSIM 0.8187 0.7483 6013
Barbara
PSNR 31.20 28.05 25.83
SSIM 0.8944 0.8207 0.873
House
PSNR 31.84 28.62 25.31
SSIM 0.8261 0.6273 0.4662
Peppers
PSNR 31.17 27.46 23.68
SSIM 0.8686 0.6939 0.4881
Lena
PSNR 30.77 27.02 24.27
SSIM 0.849 0.675 0.5615
ZeldaG
PSNR 31.29 28.92 26.62
SSIM 0.8251 0.6519 0.5271
Cameraman
PSNR 31.04 27.65 23.55
SSIM 0.8528 0.6804 0.5356
Average
PSNR 30.94 27.62 24.57
SSIM 0.8424 0.7035 0.5741
62
3.6 Conclusion
(a) Original image (b) Noisy image
(c) NLM (d) Ref.(4)
(e) Proposed method
Figure 3.6: Comparison of visual results when sigma equals to 20.
63
3. NONLOCAL SPATIAL FILTER FOR IMAGE DENOISING
(f) Original image (g) Noisy image
(h) NLM (i) Ref. (4)
(j) Proposed method
Figure 3.7: Comparison of visual results when sigma equals to 20.
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(k) Original image (l) Noisy image
(m) NLM (n) Ref.(4)
(o) Proposed method
Figure 3.8: Comparison of visual results when sigma equals to 20.
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(a) Original image (b) Noisy image
(c) NLM (d) Ref.(4)
(e) Proposed method
Figure 3.9: Comparison of visual results when sigma equals to 50.
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4Image Denoising in Wavelet
Domain using Hierarchical
Dictionary Learning
4.1 Chapter Abstract
Exploiting the sparsity within representation models for images is critical for image
denoising. The best currently available denoising methods take advantage of the spar-
sity from image self-similarity, pre-learned and fixed representations. However, most
of these methods still have difficulties in tackling high noise levels or noise models
other than Gaussian. In this chapter, the multi-resolution structure and sparsity of
wavelets are employed by nonlocal dictionary learning in each decomposition level of
the wavelets. Experimental results show that our proposed method outperforms two
state-of-the-art image denoising algorithms on higher noise levels. Furthermore, our
approach is more adaptive to the less extensively studied uniform noise.
This chapter is based on the following work:
R. Yan, L. Shao and Y. Liu, “Nonlocal Hierarchical Dictionary Learning Using
Wavelets for Image Denoising”, IEEE Transactions on Image Processing, vol. 22, no.
12, pp. 4689-4698, Dec. 2013.
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HIERARCHICAL DICTIONARY LEARNING
4.2 Introduction
Image denoising as a low-level image processing operator is an important front-end
procedure for high-level visual tasks such as object recognition, digital entertainment,
and remote sensing imaging. In real camera systems, the noise has various sources, such
as fixed pattern noise, thermal noise, and quantization noise. This chapter focuses on
denoising, defined as the recovery of an underlying image from an observation that has
been corrupted by zero mean additive noise, which can be formulated as:
yi = xi + ηi, (4.1)
where xi is the vectorized original image patch with the ith pixel at its center, yi
is the i-th patch of the observed image y, and ηi is the independent additive noise.
The concrete noise models we consider are Gaussian noise and uniform noise. The
Gaussian distribution can be used to approximate the noise generated by the intrinsic
thermal or electronic fluctuations of the acquisition devices (99)(100). The quantization
noise, which can be approximated as the uniform distribution, is caused by image
quantization.
Sparse coding, as a popular topic for many signal processing tasks, is widely used
in solving the image denoising problem (1, 16, 17, 91). The generative model for sparse
representation of the denoising problem is:
yi = Dαi + ηi, (4.2)
where D is the dictionary 1, and αi is the representation matrix for patch yi. Recent
methods based on sparse representations can be categorized into two groups according
to the dictionary basis: fixed basis or learned basis.
Though the fixed basis dictionaries have a large number of variations (Discrete
Cosine Transform (DCT) (12), wedgelets (72), curvelets (73, 74), bandlets (59, 75),
contourlets (76), and steerable wavelets (15, 77)), wavelet (13) based dictionaries have
a clear advantage for image denoising because of the merits of the wavelet transform:
1The dictionary contains a series of vectors trained from images for linearly representing im-
ages/patches. Elements in the dictionary are usually unit norm functions called atoms (101).
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sparsity, multi-resolution and similarity with the human visual system (102). For in-
stance, over-complete wavelets (103) are exploited in BLS-GSM (16) to remove the arti-
facts of critically sampled wavelet coefficients. BM3D (14) generates remarkable results
by applying a sparse wavelet transform on a group of similar image patches. Though
wavelet-based methods have achieved state-of-the-art PSNR performances, the shrink-
age or modification of wavelet coefficients sometimes produce low-frequency noise and
edge ringing. On a different track, the multi-resolution property of wavelets enables the
idea of learning multi-scale dictionaries (104) (105), which can produce sparser repre-
sentations compared to single-scale wavelet dictionaries. However, sampling techniques
involved in (105) increase the computation complexity. A prior distribution, over the
basis function coefficients, peaked at zero and tapering away smoothly was used in
(104). The smooth prior causes decreased coding efficiency by not forcing inactive
coefficients to have values exactly equal to zero.
Different from the fixed basis dictionaries, which are usually restricted to images
of a certain type, the atoms of the learned basis dictionaries can also be empirically
learned from image examples, which will apply to any family of images (106). Repre-
sentative learned dictionaries include adaptive learned dictionary (K-SVD) (17), locally
learned dictionary (KLLD) (91), and learned simultaneous sparse coding (LSSC) (1).
These sparse coding methods can work effectively on denoising because their learned
dictionaries give more adaptive image priors for Bayesian estimation than the one based
on fixed basis dictionaries. However, the way they identify low frequency and high fre-
quency image information is by the magnitudes of the sparse coefficients, which are
obtained from the single-scale dictionary. Consequently, for the high frequency infor-
mation of an image, it is difficult to distinguish noise from image details using sparse
coefficients. Therefore, in some of the previous sparse coding methods, even though
the quantitative results are promising, the artifacts in the denoised images are quite
noticeable. For instance, in KLLD, a clustering on the weights of the steering ker-
nel regression is performed before the local dictionary learning. Within each cluster,
Principal Component Analysis (PCA) is applied to model the cluster according to the
geometric information. This scheme works well for medium or low noise levels. How-
ever, the clustering is not very reliable at high noise levels due to the fact that weights
of steering kernel regression are vulnerable to severe noise. In this chapter, we address
this issue by applying the sparse coding framework to wavelet coefficients due to their
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multi-resolution properties. In the wavelet domain, even when the noise level is high,
the noise and image details still mostly exist in the higher subbands, which makes the
denoising in lower subbands easy to succeed. This is much more invariant to the noise
compared to steering weights used in KLLD. In this way, the over-complete dictionary
we build is more invariant to noise compared to KLLD.
The other way to consider denoising methods is from the point of view of their
“locality” - either local, or nonlocal (67). A filter is local if the candidate selection
process (finding similar patches or pixels) used for filtering is restricted by the spatial
distance. A filter is nonlocal if the candidate selection depends only on the photometric
similarity and is not restricted by the spatial distance. Under such definitions, the
above methods are all local methods except for BM3D and LSSC. As shown in (67)
and (1), BM3D and LSSC perform the best among the state-of-the-art algorithms,
because they employ the image self-similarity. Apart from the better pre-filtering, LSSC
slightly outperforms BM3D in certain noise levels because of its adaptive learned basis
functions. This motivates us to adopt the nonlocal idea in our proposed scheme. In
the wavelet domain, the coefficients have correlations within each decomposition level
between subbands. In this chapter, a nonlocal clustering is proposed in the wavelet
domain before the dictionary training to guarantee that in each decomposition level
the scale dictionary is made of a series of sub-dictionaries corresponding to different
clusters. In this case, the combined scale dictionary is redundant and structured for
the wavelet coefficient reconstruction step.
Previous work by Ophir et al. (107) aims at combining the merits of multi-scale rep-
resentations and learned dictionaries. In their approach, the sub-dictionary is suggested
to be trained in several different ways. First, it can be trained using patches within each
subband. Second, patches coming from all subbands at the same direction can be used
to train the sub-dictionary. Finally, the sub-dictionary can also have multi-band atoms,
which come from the three subbands of the same decomposition level. Compared to
their method, in our algorithm, the dictionaries are “nonlocal for each decomposition
level” because we consider the similar patches from all three subbands in the same scale
rather than just patches in the same subband or multi-atoms from the same relative
positions of all subbands. In this way, the extra sparsity between subbands can be
exploited. In our proposed scheme, we intend to merge the advantages of the nonlocal
dictionary and the hierarchical representation of wavelets.
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To summarize, in this chapter, we propose an iterative nonlocal multi-scale dictio-
nary learning scheme in the wavelet domain. Extensive experimental results show that
our proposed method can achieve competitive performance compared to the state-of-
the-art. The contributions of this chapter are twofold:
• Though training different dictionaries in each cluster has been employed in KLLD,
we apply clustering to the wavelet coefficients in the same decomposition level.
To the best of our knowledge, this has never been done in any previous work.
In this way, our dictionary learning exploits sparsity from both the inner and
inter subbands in the same scale. At the same time, our dictionary learning is
hierarchical due to the multi-resolution characteristics of wavelets.
• The reweighted l1 norm is used for better dictionary learning in each cluster,
and l0 norm is employed for the purpose of obtaining sparse codes for better
reconstruction of the whole decomposition level.
4.3 Related Work
4.3.1 The Learned Simultaneous Sparse Coding
As an adaptive learning model, sparse coding has provided promising results compared
to previous local filters (102). While the local filters can exploit the image self-similarity
within neighborhoods, learned dictionaries by sparse coding usually utilize the sparsity
from external training data. Assuming we need to denoise a patch yi in Rm with a
dictionary D in Rm×k, we can address the problem by solving the following optimization
function:
min
αi∈Rk
‖αi‖p s.t.‖yi −Dαi‖22 ≤ ε, (4.3)
where ‖αi‖p is the sparse-inducing regularization term, and Dαi is an estimate of the
latent patch.
However, only exploiting the sparsity within a neighborhood for the current patch is
not optimal for the denoising task (1). Mairal et al. (1) proposed learned simultaneous
sparse coding to extend the local sparse coding model to nonlocal by grouping similar
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patches and forcing them to use the same dictionary atoms with different sparse codes.
Concretely, Ti can represent the set of similar patches for patch yi:
Ti , {j = 1, ..., n s.t.‖yi − yj‖22 ≤ ξ} (4.4)
where ξ is the threshold, n is the size of the image. In the Simultaneous Sparse Coding
model, the approximation of the clean patch for the current noisy patch yi can be
solved by a grouped-sparsity regularizer (1):
min
(Ai)
n
i=1,D∈C
n∑
i=1
‖Ai‖p,q
|Ti|p
s.t.∀i
∑
j∈Ti
‖yj −Dαij‖22 ≤ εi, (4.5)
where Ai = [αij ]j∈Ti ∈ Rk×|Ti|, C is the set of matrices in Rm×k with unit l2 norm
columns, and εi is chosen according to the size of Ti: εi = σ
2F−1m|Ti|(τ). F
−1
m is the
inverse of Fm which is the cumulative distribution function of the χ
2
m distribution. In
LSSC, it is suggested that when τ = 0.9, ε has acceptable values.
As claimed in (1), this method can exploit most sparsity within a matched group.
For instance, if each patch yi in a group takes pi sparse codes to estimate the clean
patch, it takes |Ti|×pi sparse codes to estimate the clean group in the method of (4.3).
Nevertheless, in the LSSC framework, it only takes |Ti| × p (p ≤ pi) sparse codes to
represent the group.
Though LSSC achieves one of the best denoising results, it still has some drawbacks:
1) the regularizer is a standard way to solve data fitting problem but not specialized in
denoising. All the thresholds εi are preset in most optimization processes empirically
(1). The image contents are not involved in the above regularizer. Intuitively, for
different patterns, the regularizer should have adaptive thresholds. Even though K-
means clustering in this scheme has already considered the structured information, it
is still a rough approximation which can result in artifacts. 2) The dictionary size in
this scheme is empirically decided. Therefore, for different input natural images, the
pre-decided size of a dictionary atom might not fit the new details. For instance, if the
size of the dictionary atom is larger than the image details, then the denoised image
would have oversmoothing artifacts.
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4.3.2 Block Matching 3D (BM3D)
As a milestone in the research of image denoising, BM3D achieves remarkable results
because it fully exploits the sparsity within a single image. The pre-processing step is
similar to LSSC in that it groups similar patches within an image into 3D patch cubes.
Then the wavelet transform is applied on those cubes. In the wavelet domain, the
wavelet coefficients are filtered by thresholding and Wiener filtering in two successive
steps.
This method works well on images with abundant repetitive patterns. However,
for images with unique patches (which have few similar patches in the image), BM3D
produces sub-optimal results. Sparse coding methods can deal with this issue by incor-
porating a prior on images via an initial dictionary trained on high quality datasets.
This exploits the sparsity in a trained dictionary.
4.4 Proposed Formulation
Suppose the input noisy image y is from a clean image x contaminated by additive
noise with zero-mean. First, we transform y into the wavelet domain which contains
several decomposition levels. Within each level, the wavelet coefficients are divided
into overlapping patches of a fixed size and each patch is modeled as a vector variable.
Then, we apply k-means clustering to the vectors. Afterwards, in each cluster, a sub-
dictionary is trained through a reweighted l1 norm regularization process. For each
decomposition level, all the trained sub-dictionaries need to be combined as the over-
complete dictionary for this scale. The l0 norm regularization process is then performed
on the trained dictionaries and the wavelet coefficients are then denoised by the sparse
coding process. Finally, the wavelets will be transformed back to the spatial domain,
which results in the estimated denoised image xˆ. In the following sections, we describe
each of the steps in detail.
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4.4.1 Nonlocal Hierarchical Dictionary Learning in Wavelet Domain
As suggested in Ophir et al. ’s work (107), the wavelet based dictionary learning can
further exploit the sparsity between the wavelet coefficients:
arg min
Dw,Sw
‖WY −DwSw‖22 s.t.‖swi ‖0 < T,∀i, (4.6)
where Y = [y1,y2...yN ] is the set of training samples, W is the wavelet analysis
operator, Dw denotes the learned dictionary in the wavelet domain, and Sw is the
sparse code matrix. In this chapter, we also exploit the sparsity in the wavelet domain
but in a nonlocal way.
In the theory of compressive sensing (108), the sparse codes are usually not ran-
domly located but clustered. This can be easily extended to the wavelet domain -
the image self-similarity exists in the spatial domain, so there is a strong possibility
that the nonlocal characteristic also exists in the wavelet domain for subbands from
the same decomposition level. Therefore, for wavelet patches from the same scale, we
propose to train different sub-dictionaries in different underlying clusters. In this way,
it is then easy to obtain a sparse representation in the form that wavelet patches with
similar structure will be represented by dictionary atoms from the same positions but
the sparse codes are different (91)(67)(1). This would improve the coding efficiency
and reduce artifacts. In this chapter, we propose to utilize clustering to obtain train-
ing samples for each sub-dictionary. For each decomposition level q, the dictionary
Dwqj ∈ RM×rqj for each cluster j is obtained from a regularizer with l1 norm:
l(Swqj ,D
w
qj) = arg min
Dwqj ,S
w
qj
‖Ywqj −DwqjSwqj‖22 + λ‖Swqj‖1
s.t.‖dwqji‖22 ≤ b, i = 1, 2, ..., rqj
j = 1, 2, ...,K, q = 1, 2, ..., L (4.7)
where matrix Ywqj = [y
w
qji
, ...,ywqjNq ] ∈ RM×Nq represents the input wavelet coefficient
patches in the cluster j of decomposition level q, Swqj = [s
w
qj1
, ..., swqjNq ] ∈ Rrq×Nq ,
and dwqji denotes the i-th column of the dictionary. In terms of patch denoising after
the dictionary is learned, two approaches are discussed in this chapter. One simple
method is patch reconstruction in each cluster using the trained sub-dictionary (we
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define this as NHDW1). However, due to the hierarchical structure of the wavelet
coefficients, the lower subbands usually have far less training samples compared to the
higher subbands, and therefore the sub-dictionaries are usually under-complete. The
other method is to concatenate all the sub-dictionaries in the same scale (NHDW),
which addresses the problem of insufficient training samples. The intuition behind this
is that the performance of the dictionary learning system improves with the dictionary
redundancy (106). Both NHDW1 and NHDW are compared in the experiment section,
and we show that the latter is better for our proposed denoising framework.
After the individual training within each cluster, the scale dictionary for each de-
composition level q can be obtained by merging the above small dictionaries into an
over-complete dictionary Dwq ∈ RM×rq :
Dwq = [D
w
q1, ...,D
w
qj , ...,D
w
qK ] (4.8)
In the above proposed learning framework, wavelet coefficients coming from the
same decomposition level have been considered. However, along the same orientation,
the lower subbands and higher subbands are correlated (Fig. 4.1). If a coefficient is
small in the lower subband, its descendants in the higher subbands tend to be small
accordingly. This motivates us to apply our proposed system to a new direction of
wavelet coefficients.
In the wavelet domain, there are three orientations: LH, HL, HH. Along each orien-
tation, patches with the size m×m are extracted from all the subbands in all different
scales with maximum overlapping (similar to the grouping that has been suggested in
(107)). The following dictionary learning and image reconstruction can be accomplished
through the same steps as shown in Sec. 4.4.3. The implementation and parameter
details are explained in Sec. 4.5.
One advantage of this variation is that the number of the training samples in a single
orientation is larger than that in a decomposition level, especially for lower subbands.
However, the nonlocal grouping between patches from different scales cannot guarantee
the best way to exploit the correlations between different subbands in different scales.
4.4.2 Iterative Reweighted Regularizer
For the regularization term, it is suggested in (1) that l1 norm can perform better in
terms of dictionary training, and the l0 norm can reconstruct the denoised image better.
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Figure 4.1: The whole image has shown the Wavelet subbands for the input noisy image.
The green highlighted tree structure is for describing a coefficient in subband HL4 and its
subsequent higher subbands in HL3, HL2, HL1.
In this chapter, we adopt this strategy.
The accuracy of the clustering stage in our method largely depends on how noisy
the input wavelet coefficients are. From the experience of previous work (1), (14), one
can see that better grouping can be achieved with iterative schemes or pre-denoising
before classification. Therefore, we propose to integrate the l1 reweighted regularizer
with our dictionary learning process in an iterative scheme.
The regularization parameter λ (Eq. (4.7)) controls the balance between the fidelity
term and the sparsity term. Assuming that X
w(t)
qj = [x
w(t)
qji
, ...,x
w(t)
qjNq
] ∈ RM×Nq has
already been denoised (M is the size of the patch vector and Nq is the number of the
cluster members in decomposition level q), in the following iterations the regularization
parameter between the fidelity term and the sparsity term should be altered with a
more adaptive value θ. This can be expressed as:
min
swqj∈Rrq
1
2
‖xw(t)qj −Dw(t)qj swqj‖22 + γ‖θ(t)swqj‖1 (4.9)
s.t.j = 1, 2, ...,K
q = 1, 2, ..., J
t = 1, 2, ..., P
where D
w(t)
qj ∈ RM×rq , θ(t) is the diagonal matrix with θ(t)1 , ..., θ(t)Nq on the diagonal and
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zeros elsewhere. The above reweighting strategy has been proposed in the compressive
sensing field (109) that “the new parameter should be inversely proportional to the
underlying signal magnitude”. In our algorithm, we adopt this as “the new parameter
should be inversely proportional to the underlying sparse code”:
θ
(t+1)
i =
1
|sw(t)qji |+ ε
i = 1, ..., rq (4.10)
where ε is a very small constant. The intuition for this reweighted process is that a
sparse code that has a small value after t iterations but is not exactly zero will have
a large reweighting factor θ
(t+1)
i in the next iteration. This would result in a sparser
representation.
4.4.3 Denoising Algorithm
In the wavelet domain, most important information of the image is concentrated at
the lowest subband (LL), and it is robust to noise. So simple soft-thresholding (109) is
applied on the LL coefficients. The rest of the subbands are processed by our Nonlocal
Hierarchical Dictionary learning using Wavelets (NHDW) algorithm, as shown in Fig.
4.2.
Figure 4.2: Flowchart of our proposed method. From the input to wavelet coefficients,
it has been done according to Eq. (4.11). Patches are extracted from wavelet coefficients.
Afterwards, the patches have been clustered following Eq. (4.12). Within each cluster,
the dictionary is learned through Eq. (4.13). After all the cluster dictionaries are trained,
the scale dictionary is combined as Dwi , i = 1, 2, 3.... In the reconstruction stage, patches
within the same scale are restored by Eq. (4.14) (4.15).
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4.4.3.1 Input
The noisy image y, standard deviation of the Gaussian noise σ (we use Gaussian noise
here as an example).
4.4.3.2 Parameters
• The iteration times for the dictionary learning process P ;
• The patch size of the wavelet coefficients M = m×m;
• The type of the wavelet transform;
• The number of dictionary atoms per dictionary for each decomposition level rl;
• The K for k-means clustering
• The initial γ for the l1regularization and the initial θ
4.4.3.3 Initialization
The initial dictionaries can be learned from the online process in (110), or fixed basis
transform matrices like Discrete Cosine Transform (DCT). Apparently, the pre-learned
dictionary (learned from the clean images) is a good initial dictionary for the denoising
process (1). However, in this chapter, we use DCT as the initial dictionary, planning
to demonstrate that our method can exploit the image self-similarity well without the
help of external dictionary elements from image datasets.
4.4.3.4 Wavelet decomposition
The 2-D wavelet transform is applied to the noisy input image y:
yw = Wy = xw + ηw (4.11)
For each decomposed level q, (q = 1, 2, ...J), patches with the size m ×m are ex-
tracted from yw with maximum overlapping (patch stride size 1).
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4.4.3.5 Dictionary Learning
In this learning process, for each wavelet decomposition level, repeat P times:
• K-means clustering: The wavelet coefficients patch matrix ywq will be clustered
by k-means clustering into K clusters ywqj , (q = 1, 2, ...J, j = 1, 2, ...,K).
arg min
Hm
K∑
j=1
∑
H(ywqji
)∈Hmj ,i=1,2,...,Nj
|H(ywqji)− µj |2 (4.12)
where ywqji represents a noisy patch i belonging to cluster j decomposition level
q, and µj is the mean vector for the jth cluster Hmj . Then, we can obtain K
clusters Hm1, Hm2, Hmj , ..., HmK . Each cluster, Hmj is composed of Nj
vectors.
• Sub-dictionary training:
Within each cluster Hmj , (j = 1, 2, ...,K), the optimization of the dictionary is
between the dictionary and the sparse codes alternatively:
– Initialization: the sub-dictionary is initialized with DCT coefficients.
– repeat P times:
∗ Sparse Coding Stage - fix the dictionary, update the sparse codes: use
the reweighted least angle regression (LARS) (111) to compute the
sparse codes for the patches in each cluster.
∗ Dictionary Update Stage - fix the sparse codes, update the dictionary:
compute dictionary D
w(t)
qj using D
w(t−1)
qj as the initial value. The learn-
ing process is the same as the algorithm 2 in (110).
D
w(t)
qj = arg min
Dwqj
t∑
i=1
1
2
‖xw(i)qj −Dwqjsw(i)qj ‖22 +
γ‖θ(i)sw(i)qj ‖1 (4.13)
s.t.j = 1, 2, ...,K
– Return the learned dictionary
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Within each cluster Hmj , (j = 1, 2, ...,K), the sub-dictionary D
w
qj ∈ RM×rq is
trained by the iterative method shown in (9) and (13). Afterwards, all the sub-
dictionaries will be concatenated at each decomposition level as shown in (4.8).
Now, we have over-complete dictionaries with different sizes for different decom-
position levels Dwq ∈ RM×rl .
4.4.3.6 Image reconstruction
• Sparse coding: For the reconstruction stage, the dictionary for each decomposition
level is known. Our goal is to find the sparse representation sˆij for each location
and the overall output wavelet coefficients. The Orthogonal Matching Pursuit
(OMP) (17) is used for obtaining sparse codes:
sˆwij = arg min
swij
‖swij‖0
s.t.‖Dwq swij −Rijxwq ‖22 ≤ Cσ (4.14)
where swij indicates the sparse codes of wavelet coefficient located at (i, j), C is
a constant, σ is the standard deviation of the noise, Rij is the binary matrix
that extracts the (i, j) patch from the wavelet coefficient matrix, and Dwq is the
combined dictionary for decomposition level q.
• Reconstruction in the wavelet domain:
The final reconstructed wavelet coefficients matrix xˆwq can be estimated by:
xˆwq = arg minxwq
λ1‖xwq − ywq ‖22 +
∑
ij
‖Dwq sˆwij −Rijxwq ‖22 (4.15)
where q = 1, 2, ..., J .
• Image reconstruction:
xˆ = Wsxˆ
w; (4.16)
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where Ws is the inverse wavelet transform. Once we obtain the denoised patches
in spatial domain xˆ, we average the estimates of each pixel to reconstruct the
final image.
4.5 Experimental Validation
In this section, our proposed algorithm is evaluated and compared with many state-
of-the-art methods. Extensive experiments are conducted on noisy images which were
produced by adding two types of synthetic noise to four standard grayscale images.
1 The methods we compared with are BLS-GSM 2, K-SVD 3, BM3D 4, and LSSC 5.
We used the codes provided by the authors with their optimal parameters in all these
algorithms to enable a fair comparison.
4.5.1 Determination of Parameters
In our experiments, the “db1” wavelet basis was chosen with the decomposition level
J = 3 for the wavelet decomposition (The type of the wavelets has been evaluated
through our experiments. For instance, the wavelets mentioned in (107) were all tested,
including “dmey”, “sym8”, “db8”, etc.). We have empirically tested the K for k-means
clustering from 5 to 20, and the best results appear at K = 10. So 10 clusters have
been used in the following experiments.
In our implementation, the size of the dictionary atoms is fixed, which has been sug-
gested in (107). We experimented to find the appropriate dictionary size by comparing
the denoising results. The four images have been tested with noise level of σ = 20.
Average results of 10 executions are presented in Fig. 4.3 and Fig. 4.4.
In each decomposition level, the number of the atoms in each sub-dictionary varies
but the size of dictionary atoms is m×m (m = 8) as suggested in Ophir et al. ’s work
(107). Regarding the size of the dictionary, we based our experiments on the assumption
that the sizes of the dictionaries in different scales are independent. We assume the
1The four images are: “Barbara”, “Lena”, “Monarch”, “Straw”. For each denoising experiment,
the input of the denoising process is the noisy image while no extra training images are used.
2Using the code provided at http://decsai.ugr.es/ javier/denoise
3Using the code provided at http://www.cs.technion.ac.il/ elad/software
4Using the code provided at http://www.cs.tut.fi/ foi/GCF-BM3D
5http://www.di.ens.fr/ mairal/software.php
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(a) Scale 1 (b) Scale 2 (c) Scale 3
Figure 4.3: Average denoising results varying with the size of the dictionary in each
decomposition level for the test images Barbara and Lena (512 × 512) at noise level σ =
20 (Gaussian noise).
(a) Scale 1 (b) Scale 2 (c) Scale 3
Figure 4.4: Average denoising results varying with the size of the dictionary in each
decomposition level for the test images Monarch and Straw (256× 256) at noise level σ =
20 (Gaussian noise).
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estimated optimal value is 256 for each scale, which is the case in (112). For each scale,
experiments have been done with different dictionary sizes varying from 50 to 2000 with
the interval 50 when the other two dictionaries are fixed with size 256. In general, the
increase of the number of the dictionary elements generally improves the results, but
when the size is too large for the training samples overfitting is not avoidable. On the
other hand, if the dictionary size is too small, underfitting will cause poor performance.
Therefore, for each scale, there is a steady region of the optimal size, which is shown in
Fig. 4.4,4.3. (In these two figures, the curves of the performance change in the ‘bell’
shape. When the dictionary size is too small, underfitting cause very low performance.
When the dictionary size is too large overfitting cause the performance drop too. There
is a steady region for optimum value. In out figures, we zoom in the figures to show the
steady regions.) As can be seen, in these steady regions the performance’s variation
is within 0.12 dB. Considering the computational complexity, we pick the smallest
dictionary size in these steady regions. For instance, if the input image is in size
512×512, we empirically choose the number of atoms of sub-dictionary for each cluster
as 20, 40, 80. Therefore, the highest level has the dictionary with the size of 64× 200,
the middle level dictionary has the size of 64×400, and the lowest level has a dictionary
with the size of 64× 800.
The initial γ in (4.10) is set to be 0.15 and the θ is initialized with θ(0) = I. The
number of iterations P = 9. In (4.15), at higher levels of noise (σ ≥ 50) the noise
gain was C = 1.05 (17) and at lower noise levels (σ < 50) it was C = 1.15 in our
experiments.
In our experiments, two other variations are compared with our proposed method.
The first one uses sub-dictionaries for the patch reconstructions (NHDW1), for which
the sparse codes and sub-dictionaries are generated in framework as shown in Sec.4.4.3.5.
The parameters are the same with the previous description but there is no OMP stage
in Sec. 4.4.3.6.
The second one is training orientation dictionaries instead of scale dictionaries
(NHDW2). According to the empirical testing, all the parameters in NHDW2 are
still the same as the settings in NHDW except for the dictionary size. We use the same
method to decide the dictionary size and the best number of atoms is 300 for each
orientation dictionary.
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4.5.2 Results
As shown in Table 4.1, BM3D and LSSC produce better results than K-SVD and
BLS-GSM because of their nonlocal merits. For the averaging filter in the denoising
process, if there are more similar patches, especially those located in the image itself,
the averaging results will be better off because the noise will be cancelled out during
the weighted averaging. In the proposed scheme, the nonlocal weighted averaging is
conducted on wavelet coefficients, which benefits from both the nonlocal property and
the wavelet multi-scale advantage. As shown in Table 4.1, our method is competitive
compared to BM3D and LSSC in middle or low noise levels and outperforms both of
them under high levels of noise. Compared to the two variations mentioned before,
NHDW is better than both of them at all noise levels. NHDW1 performs worse than
NHDW because the under-complete dictionary slightly causes the reconstruction arti-
facts. NHDW2 generates worse results because the size differences between features in
different scales result in the clustering difficulty.
From Fig. 4.5, one can see that our method has a very similar visual result compared
to LSSC and BM3D when the standard deviation of the noise is 20. However, when
the sigma is 50, it is easy to spot in Fig. 4.6 that the textures denoised using our
method are sharper than that denoised using the other methods listed. In Fig. 4.7, the
edges are well preserved and least artifacts exist in the result of our proposed method.
It is easy to see that BM3D does fail to produce good results when the noise level is
high because of the erroneous grouping. LSSC still recovers some spurious structures in
the smooth regions as ‘image structure’, which appear to be artifacts in low-frequency
regions. In our method, this deficiency is overcome by the multi-scale structure of the
wavelets. On the other hand, NHDW1 generates less artifacts compared to NHDW2,
which shows that constructing dictionaries along the scale direction is better than the
orientation directions. Our proposed NHDW has better visual results than NHDW1
due to the combined contribution of the over-complete dictionary, the l1 norm for
dictionary learning, and the l0 norm for image reconstruction.
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Table 4.1: Comparison of state-of-the-art image denoising methods on various images
corrupted by Gaussian noise. The results shown are the average PSNR values obtained by
the methods over ten independent noise simulations for each standard deviation σ.
σ 10 20 25 50 75 10 20 25 50 75
Barbara (512× 512) Monarch (256× 256)
BLS-GSM 33.12 29.08 27.80 27.02 22.95 33.79 29.77 28.55 25.94 22.82
K-SVD 34.82 31.11 29.8 26.93 23.20 33.74 30.00 28.91 25.34 22.81
BM3D 34.98 31.78 30.71 27.22 25.12 34.12 30.35 29.25 25.82 23.91
LSSC 35.36 31.82 30.66 27.06 25.14 34.49 30.71 29.52 26.54 24.76
NHDW1 35.01 31.66 30.52 27.17 25.06 34.25 30.45 29.36 26.47 24.44
NHDW2 35.02 31.53 30.49 27.01 24.98 34.08 30.30 29.23 25.99 24.02
NHDW 35.34 31.79 30.70 27.31 25.22 34.48 30.72 29.49 26.72 24.99
Lena (512× 512) Straw (256× 256)
BLS-GSM 35.24 32.24 31.26 28.19 26.45 30.51 26.26 24.99 21.53 19.99
K-SVD 35.63 32.67 31.67 28.61 26.85 30.99 26.95 25.70 21.52 19.45
BM3D 35.93 33.05 32.07 29.05 27.25 30.92 27.08 25.89 22.41 20.72
LSSC 35.83 32.91 31.88 28.87 27.16 31.51 27.50 26.21 23.05 21.62
NHDW1 35.63 32.72 31.92 28.87 27.10 31.45 27.48 26.33 22.88 21.55
NHDW2 35.57 32.21 31.74 28.53 26.91 31.32 27.39 26.18 22.68 21.29
NHDW 35.89 32.99 32.02 29.06 27.39 31.70 27.72 26.68 23.38 21.91
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(a) Original image (b) Noisy image
(c) BLS-GSM (d) K-SVD
(e) BM3D (f) LSSC
(g) NHDW1 (h) NHDW2
(i) NHDW
Figure 4.5: Denoising results for the image “Barbara” with σ = 25 (Gaussian noise).
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(a) Original image (b) Noisy image
(c) BLS-GSM (d) K-SVD
(e) BM3D (f) LSSC
(g) NHDW1 (h)NHDW2
(i) NHDW
Figure 4.6: Denoising results for the image “Straw” with σ = 50 (Gaussian noise).
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(a) Original image (b) Noisy image
(c) BLS-GSM (d) K-SVD
(e) BM3D (f) LSSC
(g) NHDW1 (h) NHDW2
(i) NHDW
Figure 4.7: Denoising results for the image “Lena” with σ = 50 (Gaussian noise).
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In our experiments, we also evaluated the proposed NHDW method using the uni-
form noise model, which can be defined as:
p(z) =
{
1
2a , if− a ≤ z ≤ a,
0. otherwise.
(4.17)
for a > 0. Its variance is σ2 = (a2)/3. As shown in Table 4.2 and Fig. 4.8, our proposed
NHDW performs better than the state-of-the-art denoising methods in the presence of
uniform noise.
Table 4.2: Comparison of State-of-the-art Image Denoising Methods on Various Images
Corrupted by Uniform Noise. The results shown are the average PSNR values obtained by
the methods over ten independent noise simulations for each a.
a ±10 ±20 ±30 ±40 ±10 ±20 ±30 ±40
Barbara (512× 512) Monarch (256× 256)
BLS-GSM 34.10 27.99 24.34 23.29 33.15 29.32 25.34 24.69
K-SVD 35.13 29.89 26.64 24.47 34.50 29.62 27.21 25.63
BM3D 36.43 32.98 31.13 29.82 35.82 31.51 29.56 28.32
LSSC 36.72 32.53 29.85 29.77 35.81 30.99 29.68 27.98
NHDW1 36.08 32.75 31.02 29.48 35.22 31.15 29.16 27.98
NHDW2 35.21 32.05 30.38 28.55 34.76 30.59 28.50 27.63
NHDW 36.69 33.49 31.73 30.33 35.94 31.82 29.91 28.66
Lena (512× 512) Straw (256× 256)
BLS-GSM 34.03 30.61 28.95 27.33 32.22 26.85 23.21 22.08
K-SVD 35.39 31.76 29.41 27.72 31.89 26.12 22.78 19.96
BM3D 36.84 34.10 32.52 31.44 33.46 28.07 25.71 24.30
LSSC 36.41 32.88 31.27 29.05 33.23 27.37 24.55 23.38
NHDW1 35.79 34.21 32.17 31.01 33.07 27.82 25.49 23.99
NHDW2 35.15 33.21 31.66 30.24 32.24 27.11 24.95 23.14
NHDW 36.53 34.99 32.88 31.75 33.51 28.44 26.23 24.75
89
4. IMAGE DENOISING IN WAVELET DOMAIN USING
HIERARCHICAL DICTIONARY LEARNING
(a) Original image (b) Noisy image
(c) BLS-GSM (d) K-SVD
(e) BM3D (f) LSSC
(g) NHDW1 (h) NHDW2
(i) NHDW
Figure 4.8: Denoising results for the image “Monarch” with a = 30 (uniform noise).
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4.6 Conclusion
This work takes advantages of the sparse coding framework, nonlocal grouping and
wavelet transform, leading to the state-of-the-art denoising performance. The proposed
method builds a nonlocal hierarchical sparse dictionary on the wavelet coefficients of
a noisy image. Within each layer of the multi-scale dictionary, the k-means clustering
serves as a tool to exploit sparsity not just within a subband but also between subbands
of the same scale. The reweighted l1 norm is used in the regularization in each cluster
to find the best sub-dictionary. Once the dictionaries are trained, they are combined
as a whole to represent the entire decomposition level. Our main contributions are:
1) a hierarchical sparse dictionary in the wavelet domain; 2) the reweighted training
strategy to improve the performance.
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5Image Denoising using Genetic
Programming
5.1 Chapter Abstract
The coefficients in previous local filters are mostly heuristically optimized, which leads
to artifacts in the denoised image when the optimization is not adaptive enough to the
image content. Compared to parametric filters, learning-based denoising methods are
more capable of tackling the conflicts between noise reduction and artifact suppres-
sion. In this chapter, a patch-based Evolved Local Adaptive (ELA) filter is proposed
for natural image denoising. In the training process, a patch clustering is used and
the Genetic Programming (GP) is applied afterwards for determining the optimal fil-
ter (linear or nonlinear in a tree structure) for each cluster. In the testing stage, the
optimal filter trained beforehand by GP will be retrieved and employed on the input
noisy patch. In addition, this adaptive scheme can be used for different noise mod-
els. Extensive experiments verify that our method can compete with and sometimes
outperform the state-of-the-art local denoising methods in the presence of Gaussian or
salt-and-pepper noise. Additionally, the computational efficiency has been improved
significantly because of the separation of the oﬄine training and the online testing
processes.
This chapter is based on the following work:
R. Yan, L. Shao, L. Liu, and Y. Liu, “Natural image denoising using evolved local
adaptive filters”, Signal Processing, vol. 103, pp. 36-44, Oct. 2014.
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5.2 Introduction
Image denoising is the process of recovering the underlying clean image from an obser-
vation that has been corrupted by various noises. Due to the fact that image quality
is critical for later high-level applications (e.g., object detection), denoising is a very
popular topic in the image processing field (9, 54).
The existing image denoising techniques can be divided into heuristically optimized
and non-parametric methods. In the first category, there are linear and nonlinear filters.
Linear filters are widely applied because of their low cost. However, they tend to be
ineffective in the presence of non-Gaussian noise. On the other hand, nonlinear filters
are used to overcome the limitations of linear filters (113), for instance, nonlinear filters
have better edge-preserving ability. However, most filters, either linear or nonlinear, are
optimized through tedious tuning and testing (114, 115). Since the Gaussian filter was
applied to image denoising, many local filters have been proposed to improve it. The
anisotropic filter (38) was proposed to smooth the image only in the direction which is
orthogonal to the gradient direction in order to reduce the blur effect of the Gaussian
filter. The method in (68) utilizes the total variation minimization technique to smooth
the homogenous regions of the image but not its edges. Similarly, the bilateral filter
(37) can average pixels in the local neighborhood, which are from the same range
as the central pixel, for improving the edge-preserving ability of the Gaussian filter.
Nevertheless, the denoising performance of the bilateral filter depends highly on the
parameter optimization.
The recent local filters which produce impressive results are mostly nonparametric.
Similar to the idea of early local filters (33, 38, 69), a weighted averaging scheme is
adopted to perform image denoising in the trained filter (36) with the difference that
the weights are obtained from off-line training on a large number of images. Portilla
et al. (16) proposed a Gaussian scale mixture model based on a multiscale wavelet
decomposition for local image statistics (BLS-GSM). Instead of fixed basis local rep-
resentations, K-clustering with Singular Value Decomposition (K-SVD) (17) achieves
good denoising results by adaptive learning of a dictionary from the noisy image. Each
patch can be represented by elements from the dictionary.
In real applications, the noise model is varied, such as impulse, uniform, Gaussian
and mixed noise(41). Therefore, learning-based methods are desirable because they
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can be adaptive based on the training data (7, 64). However, most of them can only
provide a linear solution while most real degradations are not necessarily linear (17)
(1). Accordingly, we address this problem by developing a local adaptive learning-based
denoising method which can generate both linear and nonlinear estimations.
Genetic Programming (GP) is a branch of Evolutionary Computation (EC) that
stochastically transforms populations of programs into a new, better population of pro-
grams. As a random process, the results of GP can never be guaranteed, however,
unexpected solutions can be generated which is beyond the human expert’s consider-
ation. GP has already been successfully used in image denoising (116, 117). Petrovic
et al. (118) have developed a successful GP-based denoising method, which involves
noise detector and noise remover for the impulse noise. However, their method was not
designed for other noise models, for instance, Gaussian noise.
In this chapter, we propose a patch-based image denoising method that is learned
from training data by genetic programming. In the training stage, a patch cluster-
ing is applied first to classify the image content before the GP process. The filter
evolved by GP is more adaptive to the local image content in a linear or nonlinear
form. Different from the existing GP-based denoising method (118), our function set is
composed of local filters (e.g., Gaussian and bilateral filters) and arithmetic operators
(e.g., addition, substraction, multiplication, division), which are more adaptive to var-
ious image contents because the arithmetic operators enable the random combinations
within the local filter candidate set. In addition, though the oﬄine training process is
not very efficient, the online testing phase is faster than most of the state-of-the-art
local methods. Results on additive noise reduction are comparable with the state-of-
the-art. Furthermore, our proposed scheme can be extended to other noise models (e.g.,
salt-and-pepper noise) and other image enhancement tasks, which makes our method
more versatile compared to previous similar work (e.g., (118)).
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5.3 Related Work
5.3.1 Bilateral Filter
Bilateral filter is a nonlinear filter which removes the noise from images and preserves
the edges (37). It can be formulated by the following equation:
xˆ =
1
w(τ)
∫ ∫
ξ∈D
g(ξ)c(ξ, τ)s(f(ξ), f(τ))dξ (5.1)
where xˆ is the restored image, s(f(ξ), f(τ)) is the similarity weight between pixel ξ
and pixel τ . c(ξ, τ) is the weight based Euclidean distance between those two pixels.
Actually, bilateral filter is the combination of a domain filter and a range filter, which
can be expressed by the following equations separately:
c(ξ, τ) = exp
− ‖ξ−τ‖2
2σ2
d (5.2)
s(g(ξ), g(τ)) = exp
− ‖f(ξ)−f(τ)‖2
2σ2r (5.3)
where σr and σd are the standard deviations of the range filter and domain filter
respectively. For the domain filter, pixels which are spatially close to the current one
are given high weights. For the range filter, pixels which are similar to the reference
pixel have higher weights. In this way, the weighted averaging process is done mostly
along the edge and greatly reduced in the gradient direction.
5.3.2 A brief introduction to genetic programming
“Genetic programming is an evolutionary method which has been extensively used
to evolve programs or sequences of operations” (119). The basic workflow of a genetic
programming algorithm is illustrated in Fig. 5.1. GP can determine whether a program
is good by running it and evaluate the fitness function. By comparing the fitness
of different individual programs, GP can select the best program from the current
population. It is also able to create new computer programs by mutation and crossover.
The iteration process of selection/crossover/mutation is carried on or a certain number
of times or it will stop until some target is met.
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Figure 5.1: The GP work flow
5.4 Methodology
In this chapter, our objective is to use genetic programming to generate a novel local
adaptive filter for various image contents. The outline of our algorithm is illustrated in
Fig. 5.2.
The proposed ELA algorithm is a supervised learning process that includes classifi-
cation based off-line training and the online denoising procedure. The original images
are first corrupted with additive Gaussian noise. Patch clustering is applied to these
corrupted images to group the patches with similar local structures. Within each class,
an optimal filter is evolved by GP. The filter itself is an individual in the form of a tree
structure, illustrated in Fig. 5.3.
Suppose xi is a patch of the original high quality image centered at pixel i and yi
is the corresponding patch in the corrupted image for a particular class k. Then the
filtered patch xˆi can be obtained by the desired optimal filter for class k as follows:
xˆi = Fk(yi) (5.4)
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Figure 5.2: The ELA-filter framework
where Fk represents the desired filter for class k generated by GP. Then the filter
estimation is to minimize the reconstruction error, which is shown in eq.(5.8) (5.9).
Fig. 5.2 shows the filtering process after the GP filter is trained. For a given testing
noisy image, patches are extracted from the image. After calculating the distances
between the SVD feature of the current patch and the cluster centers established in the
oﬄine process, the corresponding coefficients are retrieved for filtering.
5.4.1 Patch clustering
In this stage, our algorithm attempts to perform clustering to group patches with similar
textures, such as strong edges or smooth regions. Previous clustering methods exploit
different features from images, such as, pixel intensities, gradients, or a combination
of these (91). However, in the case of image denoising, the disturbance from the noise
requires the structural features to be robust. On the other hand, considering that the
filter elements we use in the function set are not sensitive to the orientation of the
edge, a clustering method that is invariant to rotation can be adopted. Singular Value
Decomposition (SVD) (45) is proposed to extract features from input noisy images, and
then the K-means clustering (K-means) technique is proposed for patch clustering based
on those features. The intuition for this clustering is: the magnitude of the singular
value in the dominant direction of each patch is used for the classification because the
Gaussian noise is non-directional. And, the magnitude of the singular value indicates
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Figure 5.3: The GP tree structure
whether this patch is in the smooth region or an edge/texture region. This is what we
need in our clustering.
For a patch centered at i with the size n×n = N , we can express its gradient values
with a matrix Gi and accordingly the SVD can be calculated as:
Gi = [∇yi(1)T∇yi(2)T . . .∇yi(N)T ]T , Gi = UiSiV Ti (5.5)
where
∇yi(j) = [∂yi(j)
∂α
∂yi(j)
∂β
]T (5.6)
is the gradient of patch yi at point j, j = 1, 2, ..., N . The gradient of image y at point i
(Gi) can be decomposed into three matrices: Ui is an N ×N orthogonal matrix, Vi is
a 2 × 2 orthogonal matrix which gives the dominant orientation of the gradient field,
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and Si is an N × 2 matrix that contains singular values. Therefore, the patches within
a dataset can be clustered as (45):
arg min
c
K∑
k=1
∑
w(yki)∈Wmki=1,2,...,Nk
|w(yki)− µk|2, (5.7)
where yki represents a noisy patch centered at pixel i belonging to cluster k, w(yki) is the
magnitude of the dominant orientation of the local gradient, and µk is the mean vector
for the kth cluster Wmk (Wmk is the set of the magnitude of the dominant orientation
of the local gradient). Then, we can obtain K clusters Wm1, Wm2, Wmk, ..., WmK .
Each cluster, Wmk, is composed of Nk vectors Wmkq (k = 1, ...,K, q = 1, 2, ..., Nk).
5.4.2 Training GP-based local filters for image denoising
In the training stage, the idea is to design an adaptive filter for any individual class
to denoise patches with certain patterns. In the previous work by Shao et al. (36), a
least squares optimization process is used for estimating the linear parameter model.
However, in real applications, only using a linear filter for image denoising is not enough.
For instance, linear filters are effective for removing additive Gaussian noise but at the
same time tend to blur sharp edges and fail to effectively reduce the signal-dependent
noise. On the other hand, nonlinear filters are capable of dealing with non-uniform
smoothing that can be locally adapted to data features, such as removing impulsive
noise and heavy tailed noise.
Our intuition for the proposed method is: after the input image has been classified
by local structures, GP is used to determine whether a linear or nonlinear filter should
be used for pixels with certain textures. More precisely, all the patches belonging to a
class Wmk are trained through the GP process. For each generation, they are filtered
by the current best individual and compared with clean underlying patches using the
fitness function (Eq. (5.8)(5.9)).
5.4.2.1 The function set
The function set of the GP process depends on the nature of the problem domain.
Usually, the relation between the functions should be considered; the efficiency should
be a concern because the evolving process of any individual tree is time-consuming.
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Table 5.1: The functon set of the GP process.
Functions Parameters Description
Add Image, Image Adds the pixel values
Sub Image, Image Subtracts the pixel values
AbsSub Image, Image Absolute value of the difference
Abs Image Absolute value of an image
Med Image, Window Median value of the window
Bil1 Image, Window The sigmas are [1.5 0.2]
Bil2 Image, Window The sigmas are [1.6 0.29]
Bil3 Image, Window The sigmas are [1.7 0.196]
Bil4 Image, Window The sigmas are [1.8 0.186]
Bil5 Image, Window The sigmas are [1.9 0.265]
Bil6 Image, Window The sigmas are [2.1 0.176]
Ave Image, Window Average value of the window
Gau Image, Window The sigma is 0.09
In our implementation, the function set for the GP procedure includes several bi-
lateral filters, the median filter, the average filter, the Gaussian filter, and the basic
arithmetic functions. Most of the arithmetic functions are applied to two images, but
the filters are used on single images (patches). Some of the functions are applied to two
images and some are applied to one image as shown in Table 5.1. All of them return a
single image as the output.
As suggested in (120), the optimal σd value in the bilateral filter (the standard de-
viation of the space Gaussian filter) is relatively insensitive to noise variance compared
to the optimal σr value (the standard deviation of the range Gaussian filter). The
best range of σd is [1.5, 2.1]. The six σr have been proved to be within the optimum
settings for the bilateral filters (121). In our experiments, the values for σr and σd
are empirically chosen for various image contents based on the suggested values from
(120)(121).
These filtering functions operate on the raw image data. The reason why we choose
the bilateral filter is that it has good edge-preserving ability and at the same time the
complexity is not too high for GP evolution (37).
Meanwhile, the arithmetic functions are used for building better individuals, which
has been shown in our experimental results and also in previous work (122).
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5.4.2.2 The fitness function
The way we evaluate the filters is using a fitness function with the inverse of the average
Peak Signal to Noise Ratio (PSNR) for the whole cluster:
fitness =
Nk∑Nk
l=1 PSNRl
. (5.8)
The individual PSNR for each patch is defined as:
PSNRk = 10 log10(
NL2∑N
j=1[xi(j)− Fk(yi(j))]2
), (5.9)
where L is the dynamic range of the pixel values, j represents the pixel location, N is
the total number of pixels involved, yi(j) and xi(j) are the pixel values at point j. The
best individual selected should have the minimal fitness value.
5.5 Experimental Results and Discussions
The whole GP process is implemented using the sample code from the Genetic Pro-
gramming toolbox GPLAB 1 on Matlab 2011a. We used a six-core processor and 32 GB
of RAM running Linux. The computationally intensive part in our proposed method is
the bilateral filter, so we compiled the C++ code of the bilateral filter from OpenCV
into a mex function, which speeds up the whole program by a factor of 30 times.
5.5.1 Dataset
Training set: The Berkeley segmentation dataset (123), which is composed of 200
images. All the images have been downsampled into 256×256 by bicubic interpolation
and converted from color images to gray-scale images. It is worth mentioning that
downsampling in our experiments would affect the experimental results. However,
the reason for us to use it is that: some images in the dataset are already noisy or
blurry, downsampling is supposed to help with improving the image quality (124). In
our experiments, we have not used images with much higher resolutions (e.g. 1920
by 1080) because all our candidate functions in the function set have already been
tested to have the best parameter range for images with patch size 9 by 9. If various
1http://gplab.sourceforge.net/download.html
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resolutions are considered in our experiments, we need to update the parameters for
those candidate functions.
Test data: 1) Standard test images: We used 8 images which are standard testing
images for most state-of-the-art denoising algorithms, including ”Barbara”, ”Boat”,
”Man”, ”Couple”, ”Hill”, ”House”, ”Lena”, ”Peppers”. 2) Pascal VOC 2009: 100
images from this dataset have been selected.
5.5.2 Determination of Parameters
5.5.2.1 Parameters for the patch clustering
The patches we extracted from the dataset are all in size 9× 9. Through experiments,
we found out that the denoising results are almost the same when we use a patch offset
of 1 or 3. So we choose the latter for the computational efficiency.
The number of clusters (K) can be tuned for our clustering process. Through our
experiments, the best performance can be achieved by choosing 5 to 20 clusters for the
5 images we choose (For each experiment, we randomly choose the images from the
training set.). Considering the performance and efficiency, the K for clustering is 15 in
our implementation.
5.5.2.2 Parameters for the GP process
a) The training process would normally have 50 generations and 500 populations, which
enables a random selection of GP for better adaptive filters. The initial population is
generated by the ramped half-and-half method (125). b) In the literature, the mutation
rates in other studies (e.g. that involves image processing) are also quite low, which is
based on previous experiments where higher mutation rates were not as effective. So
we choose mutation rate as 0.05. c) The selection method we used is “tournament”,
which draws a number of individuals from the population and selects only the best of
them. The reason we choose this method is that our solution tree does not overfit easily
given the large population. So the bloat controlling methods are not necessary in our
case. On the contrary, they might cause the evolution diversity drop significantly in
the very early generations. d) The “keepbest” is applied as our survival method, so the
best individual from both parents and children is to be kept in the new population. e)
103
5. IMAGE DENOISING USING GENETIC PROGRAMMING
Table 5.2: The denoising results when images are corrupted by Gaussian noise with
σ = 25.
image BF MBF LARK BLS-GSM KSVD Proposed
PSNR MSSIM PSNR MSSIM PSNR MSSIM PSNR MSSIM PSNR MSSIM PSNR MSSIM
Barbara 25.86 0.851 26.03 0.855 26.22 0.841 27.80 0.899 29.79 0.915 30.54 0.944
Boat 27.16 0.845 27.72 0.845 28.43 0.847 29.26 0.890 29.28 0.880 30.01 0.916
Man 26.98 0.861 27.24 0.845 28.25 0.868 28.55 0.884 28.52 0.875 29.25 0.902
Couple 26.86 0.847 27.06 0.830 28.11 0.857 28.92 0.889 28.83 0.877 29.48 0.937
Hill 27.69 0.845 28.07 0.822 28.70 0.849 29.23 0.869 29.16 0.855 29.97 0.911
House 28.22 0.671 30.07 0.813 29.88 0.743 31.56 0.835 32.22 0.847 32.83 0.898
Lena 28.48 0.850 30.01 0.898 30.12 0.839 31.26 0.918 31.32 0.912 32.02 0.966
Table 5.3: The average denoising results (average of the whole testing images over 5 times
of experiments) when images are corrupted by Gaussian noise with various σ.
Noise Variance
Noisy Image BF MBF LARK BLS-GSM KSVD Proposed
PSNR MSSIM PSNR MSSIM PSNR MSSIM PSNR MSSIM PSNR MSSIM PSNR MSSIM PSNR MSSIM
10 28.11 0.793 31.63 0.923 32.39 0.925 32.41 0.929 33.16 0.951 33.66 0.954 34.05 0.978
15 24.59 0.678 29.13 0.881 29.29 0.873 30.29 0.892 30.90 0.924 31.48 0.929 32.71 0.981
20 22.09 0.584 27.46 0.831 27.77 0.828 28.63 0.854 29.34 0.896 29.95 0.904 30.74 0.955
25 20.15 0.507 26.20 0.782 26.66 0.787 27.36 0.818 28.17 0.869 28.82 0.882 29.22 0.932
50 14.13 0.278 22.37 0.591 23.62 0.648 23.75 0.672 24.81 0.749 25.03 0.747 25.11 0.753
75 10.61 0.172 20.03 0.466 22.09 0.567 22.02 0.582 23.10 0.662 22.89 0.635 22.76 0.642
100 8.11 0.115 18.24 0.378 21.07 0.507 20.99 0.525 21.98 0.596 21.51 0.559 21.40 0.560
The termination condition for training is that the fitness is smaller than 1 × 10−6 or
the maximum number of generations has been reached.
5.5.3 Results
5.5.3.1 Objective performance comparison
Objective performance is evaluated by PSNR and mean structural similarity (MSSIM)
(93). The PSNR is the same with eq.(5.9) but calculated on the whole image. The
MSSIM is defined as (93):
MSSIM(O,E) =
∑B
k=1 SSIM(ok, ek)
B
(5.10)
SSIM(ok, ek) =
(2µokµek + C1)(2σokek + C2)
(µ2ok + µ
2
ek
+ C1)(σ2ok + σ
2
ek
+ C2)
(5.11)
where O and E are the original image and the denoised image; ok and ek denote k-th
patches from original image and denoised image; B is the total number of local windows
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(a) Original image (b) Noisy image (c) BF (d) MBF
(e) LARK (f) BLS-GSM (g) K-SVD (h) Proposed
Figure 5.4: The visual result comparison. The noise level is σ = 25.
(a) Original image (b) Noisy image (c) BF (d) MBF
(e) LARK (f) BLS-GSM (g) K-SVD (h) Proposed
Figure 5.5: The visual result comparison. The noise level is σ = 50.
105
5. IMAGE DENOISING USING GENETIC PROGRAMMING
in the image; µok and µek are the mean intensity of ok and ek; σokek is the covariance
between ok and ek; C1 and C2 are small constants to stabilize SSIM (93).
Gaussian noise: The proposed method was trained on image patches which are
contaminated by additive Gaussian noise with the standard deviation of 10, 15, 20, 25,
50, 75 and 100, respectively. All the parameters of these methods are set as what have
been suggested to be the optimal one in the original paper. The quantitative results
of our algorithm are compared with the state-of-the-art local learning-based methods:
K-SVD, among which K-SVD is superior to others. As shown in Tables 5.2 and 5.3, the
proposed ELA filter provides a significant improvement over K-SVD at low or medium
noise levels. This is in line with the characteristics of the bilateral filter, in which at
those noise levels the filter can manage to avoid blurring edges while smoothing the
homogeneous regions. Our GP framework enables adaptive parameter tuning within
each local patch, which boosts the performance of the original bilateral filter. On the
contrary, K-SVD has the issue of using a global dictionary to generate representations
for local patches, which leads to artifacts due to the inaccurate sparse representations.
At high noise levels, the ELA filter performs similarly as K-SVD in terms of PSNR, but
the MSSIM of our method is higher. When the noise corrupts most of the structures
in an image, it brings difficulties for our clustering and the individual bilateral filters
selected by GP. Under such circumstances, K-SVD suffers from the same problem and
is unable to provide very precise sparse representations.
Meanwhile, some other representative local denoising methods are listed for com-
parison, including Bilateral Filter (BF), the improved BF (Multiresolution Bilateral
Filtering (MBF) (120)) (the best improvement for Bilateral Filter), Kernel regression
for image denosing (LARK) (39) (which is an extension of BF by applying more adap-
tive local filters via learning.), and an overcomplete local image model in the wavelet
domain (BLS-GSM) (which is considered to be one of the state-of-the-art local filters).
The ELA filter performs much better than most of them, however, when the noise level
is high, our method generates worse results than BLS-GSM. The reason is that the
candidate filters in the function set all have difficulties in dealing with high noise levels
and our GP process hasn’t managed to ’create’ a breakthrough on this by using many
generations’ evolution. The implementations by the respective authors are used for all
experiments. However, as all the codes are written in MATLAB and run very slowly,
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we revised the main denoising functions into C and compiled them into Mex functions.
This helps the later time complexity comparison in the following section.
Salt-and-pepper noise: The proposed ELA filter has also been compared with
state-of-the-art methods for removing salt-and-pepper noise (NAFSM (126)). As shown
in Fig. 5.8, our method outperforms these methods when the noise level is not very
high (less than 60%). When the noise level is high, our method is slightly worse than
NAFSM due to the similar reasons as described for the Gaussian noise. Median filter
and AKA (41) have also been employed for comparison within the local filter category.
Obviously, our method outperforms these methods significantly.
5.5.3.2 Visual performance comparison
Gaussian noise: As shown in Fig. 5.4 and Fig. 5.5, our proposed ELA method
produces better visual results than the other methods at low or medium noise levels.
For greater amount of noise, our method generates similar results as K-SVD. This is
due to the fact that our function set is mostly composed of bilateral filters, which are
good at preserving edges when the noise levels are not high. One can see that the ELA
filter provides the best overall visual performance among these methods.
Salt-and-pepper noise: In Fig. 5.6, the edges are well preserved by our proposed
ELA filter and NAFSM. However, median filter and AKA fail to maintain edges very
well. Between NAFSM and our proposed method, we can observe that around strong
edges there are visible noise residues in the NAFSM result but not in the ELA result.
In Fig. 5.7, the amount of noise has been increased. Though our method has less
advantage in this case (quantitative results), one can still observe good visual image
quality. On the contrary, large amount of noise still remains in the result of the median
filter. AKA produces severe artifacts, which is consistent with the quantitative results.
5.5.3.3 Analysis of a sample program
Fig. 5.9 shows a high-performing tree (in LISP syntax) generated by the proposed ELA
algorithm. The fitness of the program on the test data set has the average value of
0.0324, which means that GP has managed to find a good filter for this class.
The tree shown in Fig. 5.9 is not like any conventional filtering method. It is a
combination of bilateral filters and Gaussian filter, which indicates that GP managed
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(a) Original image (b) Noisy image (c) Median filter
(d) NAFSM (e) AKA (f) Proposed
Figure 5.6: Denoising results of image “boat” corrupted with 20% salt-and-pepper noise.
For the median filter, the iteration times are chosen for this noise level to achieve its best
performance.
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(a) Original image (b) Noisy image (c) Median filter
(d) NAFSM (e) AKA (f) Proposed
Figure 5.7: Denoising results of image “vegetables” corrupted with 40% salt-and-pepper
noise. For the median filter, the iteration times are chosen for this noise level to achieve
its best performance.
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Figure 5.8: The denoising performance for salt and pepper noise. For the median filter,
the iteration times are chosen for different noise levels to achieve its best performance.
to consider both edge preserving and smoothing the homogeneous regions for various
image patch content.
Figure 5.9: The trained GP filter when the noise model is Gaussian and the noise level
is 20.
5.5.4 Computational efficiency
The GP process is computationally expensive in the off-line training. For each class,
there are 50 generations and a population of 500 individuals within each generation.
The typical training time for a single cluster with 2000 elements is 8 hours. However,
the online testing stage is very efficient compared to the state-of-the-art, which only
takes 0.27 sec for an image of the size 256 × 256. The MBF takes about 6.21 sec.
The BLS-GSM model with parameter setting ”1” requires 51.87 sec, and K-SVD (10
iterations) takes 657.14 sec.
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5.6 Conclusions
We have presented an image denoising method using genetic programming. By exploit-
ing the randomness of GP, the generated optimal filter for each class is effectively more
adaptive. The experimental results demonstrate that the proposed method achieves
comparable and better results for removing both Gaussian noise and salt-and-pepper
noise compared to the state-of-the-art local methods. In future work, our proposed
method could be extended to other image enhancement tasks (for instance, coding ar-
tifact removal) by changing the patch clustering methods, the function set, and the
fitness of GP.
In our extra experiments, we tried to apply the sparse coding algorithm (chapter 4)
to the problem of coding artifact removal. However, the dictionary trained by sparse
coding is not adaptive to the special textures in the images corrupted by coding ar-
tifacts. Usually, the special textures are disconnected edges which cannot be easily
reconstructed from trained dictionary simply because the sparse coding objective func-
tion has this limitation that the residue between the target and reconstructed images
should have Gaussian distribution or distributions similar to Gaussian. Since the dis-
tribution of coding artifacts is very irregular, the sparse coding model fails. In this
chapter, we exploited GP as a tool for developing solutions for irregular problems. For
instance, we tried to use GP for both the Gaussian noise and Salt-and-pepper noise
reduction. In future, we can consider using different function set which contains suit-
able functions for coding artifact removal, which might solve the problem of irregular
distortion caused by the image codec.
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6Image restoration using Deep
Learning
6.1 Image Blur identification using Deep Neural Networks
6.1.1 Abstract
Image blur kernel classification and parameter estimation are critical for blind image
deblurring. In this chapter, our work focuses on two parts: the identification of the
blur type and then the parameter classification. Current dominant approaches use
handcrafted blur features that are optimized for a certain type of blur, which is not ap-
plicable in real blind deconvolution application when the Point Spread Function (PSF)
of the blur is unknown. In this chapter, a Two-stage system using Deep Belief Networks
(TDBN) is proposed to first classify the blur type and then identify its parameters. To
the best of our knowledge, this is the first time that Deep Belief Network (DBN) has
been applied to the problem of blur analysis. The reason we choose DBN is that it can
learn a good representation from the input features by the double-direction inferences.
In the blur type classification, our method attempts to identify the blur type from
mixed input of various blurs with different parameters, rather than blur estimation
based on the assumption of a single blur type in current methodology. To this aim, a
semi-supervised DBN is trained to project the input samples into a discriminate feature
space, and then classify those features. Moreover, in the parameter identification, the
proposed edge detection on logarithm spectrum helps DBN to identify the blur param-
eters with very high accuracy. In this proposed chapter, the training process is entirely
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oﬄine, which is different from the previous chapter 4. Experiments demonstrate the ef-
fectiveness of the proposed methods with better results compared to the state-of-the-art
on the Berkeley segmentation dataset and the Pascal VOC 2007 dataset.
This chapter is based on the following work:
R. Yan, L. Shao, “Image blur classification and parameter identification using two-
stage deep belief networks”, in Proc. British Machine Vision Conference, Bristol, UK,
2013.
R. Yan, L. Shao, “Blur kernel classification and estimation from a single image”,
submitted to IEEE Transactions on Image Processing, 2013.
6.1.2 Introduction
Image blur is a major source of image degradation, although sometimes it is required
for artistic purposes. Various reasons can cause image blur, such as the atmospheric
turbulence (Gaussian blur), camera relative motion during exposure (motion blur), and
lens aberrations (out-of-focus blur) (127).
The restoration of blurred photographs, image deblurring, is the process of inferring
latent sharp images with inadequate information of the degradation model. It can be
categorized into blind and non-blind. Non-blind deblurring requires the prior knowledge
of the blur kernel and its parameters, while in blind deblurring we assume that the
blurring operator is unknown. In most situations of practical interest the Point Spread
Function (PSF) is not acquired, so the application range of non-blind deblurring is
much narrower than the blind deblurring (128). In blind image deblurring, there are
two main classes: multi-image (32, 129, 130) and single-image deblurring. In the real
application, a single blurred image is usually the case we need to deal with. For instance,
Baysian network has been used for single-channel blind deconvolution in (131). Wavelet
transform is applied to tune the parameter for Gaussian blur in (132). Restoring images
degraded by motion blur is discussed in (133). Similarly, one popular approach is the
application of radon transform, which can estimate the blur kernel by analyzing the
edges in the image (134). Other methods have also been tried for motion blur, such as
cepstral method, and steerable filters (135).
While most previous work focuses on image deblurring, not as much research has
been done on blur classification, which is more practical because the type of blurs is
usually unknown in photographs. Based on the descriptor of blurs, there are a few blur
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classification methods without image deblurring. One of the state-of-the-art method
is based on a Bayes Classifier using blur features, for instance, local autocorrelation
congruency (5). Another similar method, based on the alpha channel feature, has been
proposed by Su et al. (6), which has different circularity of the blur extension. Though
both of them managed to detect local blurs in the realistic image, their methods are
based on handcrafted features.
Although previous blur classification methods can perform well with handcrafted
features, their performance is still limited due to the diversity of natural images. Re-
cently, many researchers have moved their attention from the heuristic prior to the
learned deep architecture. The deep hierarchical neural network has similar structure
as human visual cortex, which has been applied in many vision tasks, such as object
recognition, image classification, and even image analysis. In Jain et al. ’s denoising
work (136), they have shown the potential of using Convolutional Neural Network
(CNN) for denoising images corrupted by Gaussian noise. In such an architecture,
the learned weights and biases in the deep convolutional neural network are obtained
through the training on sufficient amount of natural images. For testing stage, these
parameters in the network act like “prior” information for the degraded images, which
end up with better results compared to the top local denoising approaches. Another
example is the blur extent metric developed by the multifeature classifier based on
Neural Networks (NN) (137). It has proved that the combined learned feature works
better than individual handcrafted feature mostly.
Inspired by the practical blur type classification in (5, 6) and the merits of learned
descriptors in (136, 137), we intend to design another patch-based blur type classifi-
cation and parameters identification method to better solve the realistic blur analysis
problem. Deep Belief Network (DBN) is chosen for accomplishing the feature extrac-
tion and final classification in this system. A two-stage framework is proposed: first, for
the input image patches with different blurs, the DBN is used for identifying the blur
type; second, different samples with the same blur type will be sent to the corresponding
DBN blocks for further parameter estimation. The DBN is trained in a semi-supervised
way: the unsupervised training of the DBN is done by a greedy layer-wise pre-training
before the supervised backpropagation for the fine-tuning. The unsupervised process
helps the feature learning, and the backpropagation helps to construct the discrimina-
tive information.
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Figure 6.1: The TDBN architecture: DBN1 is the first stage for blur type classification,
which has 3 output labels. DBN2 is the blur PSF parameter identification, which has
different output labels for each blur type. P1, P2, and P3 are the estimated parameter
labels, which can be seen in Sec. 6.1.7.3.
In a word, our contributions are threefold:
• To the best of our knowledge, this is the first time that deep belief network has
been applied to the problem of blur analysis.
• A discriminative feature, derived from edge extraction on Fourier Transform co-
efficients, has been proposed to preprocess blurred images before they are fed into
the DBN.
• A two-stage framework is proposed to estimate the blur type and parameters for
any given image degraded by spatially invariant blur of an unknown type.
6.1.3 Problem Formulation
The image blurring can be modeled as the following degradation process from the high
exposed image to the observed image (138):
g(x) = q(x) ∗ f(x) + n(x) (6.1)
where x = {x1, x2} denotes the coordinates of an image pixel, g represents the blurred
image, f is the intensity of the original high quality image, q denotes the PSF of a
certain blur type, ∗ indicates the convolution, and n is the additive noise.
In blind image deconvolution, it is very difficult to recover the PSF from a single
blurred image due to the loss of information during blurring (139). Our goal is to classify
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the blurred patches into their corresponding degradation functions and parameters.
Several blurring functions are considered in this chapter.
In many applications, such as satellite imaging, Gaussian blur can be used to model
the PSF of the atmospheric turbulence:
q(x, σ) =
1√
2piσ
exp(−x
2
1 + x
2
2
2σ2
), x ∈ R (6.2)
where σ is the blur radius to be estimated, and R is the region of support. R is usually
set as [−3σ, 3σ], because it contains 99.7% of the energy in a Gaussian function (140).
Another blur is caused by linear motion of the camera, which is called motion blur
(141):
q(x) =
 1M , (x1, x2)
(
sin(ω)
cos(ω)
)
= 0 and x21 + x
2
2 ≤M2/4
0, otherwise
(6.3)
where M describes the length of motion in pixels and ω is the motion angle according
to the horizontal x axis. These two parameters are what we need to estimate in our
system.
The third blur is the out-of-focus blur, which can be modeled as a cylinder function:
q(x) =
{
1
piR2
,
√
x21 + x
2
2 ≤ R
0, otherwise
(6.4)
where R is the blur radius.
In the blur classification method of (5), a motion blur descriptor, local autocorre-
lation congruency, is used as a feature for the Bayes classifier to discriminate motion
blur from defocus blur because the descriptor is strongly related to the shape and value
of the PSF. Later, Su et al. (6) have presented better handcrafted features for blur
classification, which gives better results without any training. Though both methods
generate good results on identifying motion blur and out-of-focus blur, the features they
used are both limited to a single or several blur kernels. In this chapter, we attempt
to find a general feature extractor for common blur kernels with various parameters,
which is closer to realistic application scenarios. Therefore, enlightened by the previous
success of applying deep belief networks to discriminative learning (26), we consider to
use the DBN as our feature extractor.
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When designing the DBN, it is natural to use observed blurred patches as train-
ing and testing samples. However, their characteristics are not as obvious as their
frequency coefficients (142). Hence, the logarithmic power spectra are adopted as in-
put features for the DBN, since the PSF in the frequency domain manifests different
characteristics for different blur kernels. Bengio et al. (143) have pointed out that the
scaling continuous-valued input to (0, 1) worked well for pixel gray levels, but it is not
necessarily appropriate for other kinds of input data. From Eq. 6.1 one can see that
the noise might interfere the inference in the DBN (143), so preprocessing steps are
necessary for preparing our training samples. In this chapter, we use an edge detector
to obtain binary input values for the DBN training, which has been proved to benefit
the blur analysis task.
We propose a two-stage classification system to both classify the blur kernel and
identify the blur parameters. These two stages have a similar network architecture
but different input layers. The first stage is an initial classification of the blur type,
and the second stage is to further identify the blur parameters within samples with
the same label from the results of the first stage. Since the variation between blur
parameters of the same blur type is not as great as that between different blur types,
more discriminative features have been designed for the second stage, which yields much
better results than combining the two stages into one in our experiments.
6.1.4 Blur Features
If we apply the Fourier Transform (FT) to both sides of Eq. (6.1), we can obtain:
G(u) = Q(u)F (u) +N(u) (6.5)
where u = {u1, u2}. For the out-of-focus blur, Q(u) = J1(piRr)piRr , r =
√
u21 + u
2
2.
J1 is the first-order Bessel function of the first kind, R is the radius of the amplitude
of the periodic function (144). 1
For the motion blur, the FT of the PSF is a sinc function: Q(u) = sin(piMω)piMω ,
ω = ± 1M ,± 2M , ....
1http://www.clear.rice.edu/elec431/projects95/lords/elec431.html
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In order to know the PSF Q(u), we attempt to identify type and parameters of Q
from the observation image G(u). Therefore, the normalized logarithm of G can be
used in our implementation:
log(|G(u)|)norm = log(|G(u)|)− log(|Gmin|)
log(|Gmax|)− log(|Gmin|) (6.6)
where G represents G(u), Gmax = maxu(G(u)), and Gmin = minu(G(u)).
As shown in Fig. 6.2, the patterns in these images (log(|G(u)|)norm) can represent
the motion blur or the defocus blur intuitively. Hence, no extra preprocessing needs
to be done for the blur type classification. However, defocus blurs with different radii
are easy to be confused, which also has been proved in our experiments. Therefore, for
blur parameter identification, an edge detection step is proposed here.
If a classic edge detector is applied directly, redundant edges would interfere with
the pattern we need for the DBN learning. Many improved edge detectors have been
explored to solve this issue, however, most of them do not apply to the logarithmic
power spectra data, which cause even worse performance (145, 146). For instance, Bao
et al. (145) proposed to improve the Canny detector by the scale multiplication, which
indeed enhances the localization of the Canny detector. However, this method does
not generate good edges on our input data for the DBN.
We solve this issue by applying the Canny detector first, and then using a heuristic
method to refine the detected edges. Due to the fact that the useful edges are isolated
near zero-crossings, we need to refine the detection results from the logarithmic power
spectrum. The Canny edge detector is applied to form an initial edge map. Then, we
design several steps to select the most useful edges: 1) For both of the blur types, we
select isolated edges. Assuming the isolated region has the radius d, those edges, in the
orthogonal direction of the current edge within radius d, will be discarded (134). 2) For
the motion blur, we abandon short and very curvy edges. We consider the orientations
θ = [0, pi] of the candidate edges within radius d are considered. The criterion proposed
by Watson (147) is utilized for estimating their alignment (134).
For the Gaussian blur, the Fourier transform of the PSF is still a Gaussian function,
and there is no significant pattern change in the frequency domain. From Eq. (6.2),
we can see that the Gaussian kernel serves as a low pass filter. When the sigma of this
filter is larger, more “high frequency information” will pass through. However, from
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our observation, when the σ is larger than 2, the pattern on the logarithmic spectrum
image barely changes. In the experiment section, we show that edge detection is not
suitable in this case.
(a) (b) (c)
(d) (e) (f)
Figure 6.2: The blur images and their logarithmic spectra. (a) Image with Gaussian blur.
(b) Image with motion blur. (c) Image with out-of-focus blur. (d) Logarithmic spectrum
of Gaussian blur (σ = 2). (e) Logarithmic spectrum of motion blur (M = 9, ω = 45). (f)
Logarithmic spectrum of out-of-focus blur(R = 30).
6.1.5 The Training Process of Deep Belief Networks
Deep belief nets are used as a generative model for feature learning in a lot of previous
work (26). In this chapter, we first construct the DBN by unsupervised greedy layer-
wise training to extract features in the form of hidden layers and then apply a fine-
tuning for discriminative weights in a supervised way.
The training process of an individual DBN is as follows:
1. The input layer is trained in the first Restricted Boltzmann Machine (RBM) as
the visible layer. Then, a representation of the input blurred sample is obtained
for further hidden layers. This representation is chosen to be the mean activations
in our experiments as p(h(k+1) = 1|h(k)), k = 0, 1, ...P , where P is the number of
all the hidden layers.
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2. The next layer is trained as an RBM by greedy layer-wise information reconstruc-
tion. The training process of RBM is to update weights between two adjacent
layers and the biases of each layer. In our scheme, Contrastive Divergence (CD)
(148) is applied.
3. Repeat the first and second steps until the parameters in all the layers (visible
and all hidden layers) are learned.
4. In the supervised learning part, the labels are used for training the DBN to
have discriminant ability using backpropagation. Then, the goal for the opti-
mization process is to minimize the backpropagation error derivatives: φ∗ =
arg minφ[−
∑
p yp log yˆp], where yp and yˆp are the estimated label and the cor-
rect label. The conjugate gradient descent is used for this optimization.
6.1.6 Forming the TDBN
The TDBN is formed by two-stage DBN learning (Fig. 6.1). First, the identification
of blur patterns is carried out in the first stage by using the logarithmic spectra of
the input blurred patches. The output of this stage is 3 labels: the Gaussian blur,
the motion blur and the defocus blur. With the label information, the classified blur
vectors will be used in the second stage for blur parameter identification. At this stage,
motion blur and defocus blur will be further preprocessed by the edge detector (Sec.
6.1.4) before the training but Gaussian blur vectors remain the same. The output of
this stage is various labels for individual DBNs as shown in Sec. 6.1.7.3.
6.1.7 Experiments
6.1.7.1 Experimental setup
Training datasets: The Oxford image classification dataset 1, and the Caltech 101
dataset are chosen to be our training sets. We randomly selected 4000 images from
each of them.
The size of the training samples ranges from 32× 32 to 128× 128 pixels, which are
cropped from the original image. By empirical evaluation, the best results occur when
the patch size is 32× 32. The size of the training set is 12000 (randomly selected from
1http://www.robots.ox.ac.uk/ vgg/share/practical-image-classification.htm
121
6. IMAGE RESTORATION USING DEEP LEARNING
those cropped images). In those 12000 training samples, 4000 of them are degraded by
Gaussian PSF, 4000 of them are degraded by the PSF of motion blur, and the rest are
degraded by the defocus PSF.
Testing datasets: Berkeley segmentation dataset (200 images) has been used for
our testing stage, which has been applied to the denoising algorithms (123, 149). Pascal
VOC 2007 : 500 images are randomly selected from this dataset (150).
2000 testing samples are chosen from each of them according to the same procedure
as the training set. The numbers of the three types of blurred patches are random in
the testing set.
Blur features: The Canny detector is applied to the logarithmic power spectrum
of image patches with automatic low and high thresholds. Afterwards, the isolated
edges are selected with the radius of 3 pixels according to the suggestions from (134).
Figure 6.3: Comparison of the three edge detection methods applied to a training sample.
From left to right: (1) the logarithmic power spectrum of a patch; (2) the edge detected
by Canny detector (automatic thresholds); (3) the edge detected by the improved Canny
detector using scale multiplication; (4) the edge detected by our method
DBN Training: For parameters of the DBN learning process, the basic learning
rate and momentum in the model are set according to the previous work (143). In the
unsupervised greedy learning stage, the number of epochs is fixed at 50 and the learning
rate is 0.1. The initial momentum is 0.5, and it changes to 0.9 after five epochs. Our
supervised fine-tuning process always converges earlier than epoch 30.
6.1.7.2 Image blur type classification
In our implementation, the input visible layer has 1024 nodes, and the output layer
has 3 labels (Gaussian kernel, motion kernel, and defocus kernel). Therefore the whole
architecture is: 1024 −→ 500 −→ 30 −→ 10 −→ 3. These node numbers in each hidden
layer are selected empirically.
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Method Features CR1 CR2
Liu et al. ’s method (5)
Handcrafted
79.3% 80.5%
Su et al. ’s method (6) 81.6% 83.1%
SVM on our features (153) 78.2% 80.8%
NN (151)
Learned
92.5% 91.7%
CNN (152) 95.3% 96.8%
Proposed 99.7% 98.2%
Table 6.1: Comparison of obtained average results on the two testing datasets with the
state-of-the-art. CR1 is the Berkeley dataset, and CR2 is the Pascal dataset.
On the one hand, we compare our method with the previous blur type classification
methods based on handcrafted features: (5) and (6). Their original frameworks contain
a blur detection stage, and the blur type classification is applied afterwards. However,
in our algorithm, the image blurs are simulated by convolving the high quality patches
with various PSFs. In our comparison, (5) has been trained and tested with the same
datasets we used, while (6) has been tested with the same testing set we used.
On the other hand, NN (151), CNN (152) and Support Vector Machine (SVM) have
been chosen for the classifier comparison. The same blur feature vectors are used for NN
and CNN. The SVM-based classifier was implemented following the usual technique:
several binary SVM classifiers are combined to the multi-classifier (153).
The classification rate is used for evaluating the performance:
CR = 100
Nc
Na
(%) (6.7)
where Nc is the number of the correct classified samples, and Na is the number of the
total samples.
We can observe from Table 6.1 that algorithms based on learned features perform
better than those based on handcrafted features, which suggests that learning-based
feature extractor is less restricted to the type of the blur we consider. Meanwhile, our
method performs best among all the algorithms using automatically learned features.
Even though SVM is the most commonly used classifier for many computer vision tasks,
it requires the handcrafted features to be distinctive enough for good classification
results. While in our experiments for comparison, the same handcrafted features are
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Method CR11 CR12 CR13 CR21 CR22 CR23
SVM (153) 96.5% 97.2% 96.9% 95.1% 95.7% 94.9%
NN (151) 90.1% 92.6% 92.2% 90.9% 91.5% 90.6%
CNN (152) 97.9% 98.9% 98.5% 97.3% 98.1% 98.2%
DBN 97.8% 98.1% 97.9% 97.7% 97.8% 97.5%
TDBN1 99.5% 98.8% 98.4% 99.3% 98.5% 98.2%
TDBN2 99.2% 99.9% 99.4% 99.1% 99.7% 99.2%
Table 6.2: Comparison of obtained results on the two testing datasets with the state-of-
the-art. In CRxx the first x refers to the dataset type (1 for Berkeley and 2 for Pascal) and
the second x refers to the blur type (the Gaussian blur, the motion blur, and the defocus
blur). DBN is the case that the mixed blur patches are classified by a single DBN. TDBN1
is the case when we use the logarithm spectrum for stage 1 and stage 2. TDBN2 is the
case when we use the logarithmic spectrum for stage 1 and edge detection for stage 2.
used as input for both the categories. The learning based techniques all have this
function of updating features and classifiers at the same time, which outperforms SVM.
6.1.7.3 Blur kernel parameter identification
In this experiment, the parameters of the blur kernels are identified. For different blur
kernels, different parameters are estimated as explained in Sec. 6.1.3. The parameters
are set as: 1) Gaussian blur has 8 labels: σ = {0.5, 1, 1.5, 2, 2.5, 3, 3.5, 4}; 2) Motion
blur has 8 labels: M = {3, 9} ω = {0, 45, 90, 135}; 3) Out-of-focus blur has 8 labels:
R = {2, 5, 8, 11, 14, 17, 20, 23}. The architecture in each DBN is the same except for
the output layer: 1024 −→ 576 −→ 36 −→ 25 −→ number of labels for a certain blur
type.
Our method is compared to the NN, CNN, and SVM with the same input layer
of the blur features. As shown in the following Table 6.2, our method achieves the
best results among all, especially for the motion and defocus blur due to the obvious
patterns they have in their logarithmic power spectra. Besides, for the Gaussian blur,
we can observe that the edge detector has not benefited them, which is consistent with
our previous analysis. Moreover, our proposed two-stage strategy works better than a
single DBN as shown in Table 6.2.
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6.1.8 Conclusion
In this section, a two-stage deep belief network has been proposed for the blur type
classification and parameter identification. Our training samples are generated by
patches from abundant datasets, after the Fourier transform and our designed edge
detection. In the training stage, deep belief networks have been applied in a semi-
supervised way. That is, the whole network is trained in an unsupervised manner and
afterwards the backpropagation fine-tunes the weights. In this way, a discriminative
classifier has been trained. The experimental results have demonstrated the superiority
of our TDBN compared to the state-of-the-art methods.
6.2 Image Noise Level Identification using DBN
6.2.1 Introduction
In previous chapter, most of the image denoising methods we proposed are based on
the fact that the noise level has already been acquired. However, in real applications,
for instance, object recognition, image segmentation, and blind image denoising, noise
levels are usually unknown for most circumstances while it does largely affect the per-
formance of other steps. Under the assumption of Gaussian additive model for the
input noisy image, it is a common difficulty for us to estimate noise level because it is
not easy to tell whether the high frequency information is noise or detailed textures.
The current noise level estimation methods (154, 155, 156, 157, 158, 159) can be
divided into: filter-based, and patch-based methods. In the filter-based method (154,
159), the noisy image will be filtered first and then the method noise (10) will be
calculated. Ideally, the method noise should be random Gaussian noise if the filtering
process performs well. In this way, the noise level can be estimated using the method
noise. However, these algorithms have their limitation that they require very advanced
blind denoising filter and the image itself should not have too many detailed textures.
The second type of noise level estimation methods are patch-based (155, 157, 160).
According to our previous analysis of the noise level estimation problem, we could select
patches which have homogeneous regions for noise estimation simply because in these
patches there are less interferences from high frequency details. Liu et al. (160) have
proposed to select low-rank patches based on the gradients and other statistics. After
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the selection, principal component analysis is used for noise estimation on the selected
patches. This method works well on most images but it can potentially fail for images
with few low-rank patches. The patch selection performance is not stable because of
the input noise level. When the noise level is too high, many statistics features do not
work very well as expected.
In this section, we are aiming at designing a noise level estimation method which
is not restricted to image contents. The proposed method is filter-based. However, the
filter we choose has been proved to perform well at most noise levels ranged [0, 100].
It is the trained Convolutional Neural Network that can do blind denoising. After the
filtering process, we use deep belief network to classify the noise level according to the
edge in the denoised image. The DBN acts as both edge detector and classifier for the
input. For images corrupted by severe noise, the edge is not well preserved. However,
for mildly corrupted noisy image, the edge can still be sharp and continuous. DBN can
classify the patches according to this edge information.
6.2.2 Related Work
The noise model of the image patch can be modeled as the following equation:
yi = xi + ni (6.8)
where i, i = 1, ..., N is the index of the pixel, N is the number of the pixels in an image.
In most applications, the Gaussian noise model is considered.
In Jain et al. ’s work (136), the Convolutional Neural Network (CNN) has been
used for training the blind denoising filter. Assume that m hidden layers are used for
the CNN training, the relationship between input layer and the hidden layer afterwards
can be described as:
Im,a = f(
∑
b
wm,ab ∗ Im−1,b − βm,a) (6.9)
where Im−1,b are feature maps serving as the input for Im,a, and ∗ is the convolution.
The function f is: f(x) = 1/(1 + e−x) and βm,a is the bias parameter. In this image
denoising application, the output of the mapping function should preferably have the
range [0, 1], therefore, the sigmoid function is chosen (136).
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In the blind denoising process, for the target image xi, input image yi has been
corrupted by random noise with standard deviation ranging from [0, 100]. The training
of the CNN is to optimize the parameters for the network to minimize the reconstruction
error:
min
φ
∑
i
(xi − Fφ(yi))2 (6.10)
The experimental results in this chapter have shown that compared to density esti-
mation based methods CNN can manage to learn a more representative model. There-
fore, this CNN is proposed to act as the pre-filter for our first step in the framework.
6.2.3 Noise Level Identification based on Deep Belief Network
In this section, a noise level estimation method is proposed based on the Deep Belief
Network. For an input noisy image, the CNN blind denoising method should be applied
first and then the denoised image will be sent to a simple edge detector, the result of
which can be used as the input of the DBN. The DBN used in this section is similar
to the one in Sec. 6.1. It has the first few layers as the hidden structures and the last
layer as the classifier.
6.2.3.1 Noise features
There are various noise features used for noise level estimation. Usually, statistical
values can be a good indicator for noise levels. For instance, in Zoran et al. ’s work
(161), the change in kurtosis values can be used for evaluating the actual noise level.
In our proposed method, the denoised images are used for the input of the deep
belief network. The input noisy patches are first denoised by the blind CNN denoising
filter. A six-layer CNN is trained for the blind denoising process. The input patches
are corrupted by random sigma value from the range [0, 100].
6.2.4 Experimental Validation
6.2.4.1 Experimental setup
In this experiments, the training datasets, testing datasets, and the parameters are set
according to the previous section. The comparison we want to make in this section
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are twofold: 1) using different features as input for deep belief network; 2) using the
proposed noise feature as input for different classifiers. In our experiments, three noise
levels σ = 10, 50, 100 are added to each random patch we extract from the datasets,
which could prove that deep belief network is suitable for classifying the denoised images
for noise level estimation.
6.2.4.2 The spatial pooling for comparison
In our experiments, the spatial pooling method (162) is applied for optimizing the
parameters in the pooling layer and classifier at the same time. Different from the
traditional pooling (e.g. max pooling, sum pooling), the spatial pooling in (162) has
used a parameterized version of the pooling operator:
Θw(U) := ρ
M
j=1(wj ◦ uj) (6.11)
where wj ◦ uj is the element-wise multiplication, and ρ is a pooling function. ρ can be
either max or sum. This pooling weight can be used for the Spatial Pyramid Matching
(SPM) architectures in that the pooling regions can be shaped and the weights for the
areas can be learned as well as the classifier. Assume that the input code words are uj ,
the pooling units can be denoted by al in the following equation (162):
al := ρ
M
j=1(w
l
j ◦ uj) = Θwl(U) (6.12)
The regression process from the input units to the output layer can be expressed
as:
J(Θ) := − 1
D
D∑
i=1
C∑
j=1
1y(i) = j log p(y(i) = j|a(i); Θ) (6.13)
where D denotes the number of all images, C is the number of all classes, y(i) is a label
assigned to the i-th input image, and a(i) are responses from the ‘stacked’ pooling units
for the i-th image.
6.2.4.3 Experimental Results
In our experiments, the input for the pooling SPM is the noise feature proposed in
this section. At the same time, a support vector machine (SVM) using lib-svm with a
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Methods CR1 CR2
SVM (163) 81.22% 82.57%
NN (151) 93.15% 93.84%
SPM+Pooling (162) 98.89% 98.93%
Ours 99.99% 99.95%
Table 6.3: Comparison of obtained classification rate on the two testing datasets with
the learning-based classifiers. CR1 is the Berkeley dataset, and CR2 is the Pascal dataset.
radial basis function kernel (163) on the same input noise features are also tested. The
results of the comparison are shown in Table 6.3.
We can observe from Table 6.3 that both the methods involving optimizing param-
eters and classifiers at the same time could end up with better results compared to the
traditional classifier. Similar to the discussion from the previous section Sec. 5.4, SVM
is very limited in this experiment because it can only provide good classification results
while deep learning based methods can capture the image structure information better.
Among the learning based methods, our proposed method performs the best simply
because this DBN was originally proposed for binary images and in this scenario the
input of our problem are edges extracted from the input images, which is binary too.
From this perspective, we consider using deep learning rather than a regressor (e.g.
Neural Network) is more beneficial to the image analysis problems considering that the
image pixels within a patch is not independent from each other.
6.2.5 Conclusion
In this section, we follow the idea from Sec. 6.1 to design a DBN based classifier for
noise level identification, which is potentially useful for blind image denoising. Similar
to the previous filter-based method, in this algorithm, a blind denoising filter is applied
to the input noisy image first, and then an edge detector is exploited for useful structure
information. Finally, this extracted edge information will be sent into the deep belief
network for further classification. Keeping the same structure as what is explained in
Sec. 6.1, this DBN works well on the denoised image features, which has been shown in
our experimental results. This section has proved that DBN consistently works better
than simple neural network on image analysis problem. The reason for that is deep
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belief network is the general model which is aiming at finding the actual pattern or
structure in the input rather than ignoring this information but trying hard to ‘catch
up the target’. Therefore, we have reasons to believe that DBN can work well on other
image analysis problems too, for instance, image blur analysis. In the next section, we
are going to have extended experiments on the problem of blur estimation rather than
just blur identification.
6.3 Blur Classification and Parameter Estimation from a
Single Image
6.3.1 Abstract
In this section, a learning-based method using a pre-trained Deep Neural Network
(DNN) and a General Regression Neural Network (GRNN) is proposed to first clas-
sify the blur type and then estimate its parameters. To the best of our knowledge,
this is the first time that pre-trained DNN and GRNN have been applied to the prob-
lem of blur analysis. Firstly, our method identifies the blur type from a mixed input
of image patches corrupted by various blurs with different parameters, rather than
making the assumption of a single blur type as in current practice. To this aim, a
supervised DNN is trained to project the input samples into a discriminative feature
space, in which the blur type can be easily classified. Then, for each blur type, the
proposed GRNN estimates the blur parameters with very high accuracy. Experiments
demonstrate the effectiveness of the proposed method in several tasks with better or
competitive results compared to the state-of-the-art on two standard image datasets,
i.e., the Berkeley segmentation dataset and the Pascal VOC 2007 dataset. In addi-
tion, blur region segmentation on a number of real photographs shows that our method
outperforms previous techniques even for locally blurred images.
6.3.2 Introduction
The restoration of blurred photographs, i.e., image deblurring, is the process of inferring
latent sharp images with inadequate information of the degradation model. There are
different approaches to solve this problem. On the one hand, according to whether the
blur kernel is known, deblurring methods can be categorized into blind and non-blind
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((164), (165), (166), (167)). Non-blind deblurring requires the prior knowledge of the
blur kernel and its parameters, while in blind deblurring we assume that the blurring
operator is unknown. In most situations of practical interest the Point Spread Function
(PSF) is not acquired, so the application range of the blind deblurring (128) is much
wider than that of the non-blind deblurring. In real applications, a single blurred image
is usually the only input we have to deal with. Classical blind deconvolution methods
involve improving image priors in the maximum a-posteriori (MAP) estimation. In
terms of image priors, sparsity priors ((165), (168), (169), (83), (170)) and edge priors
((166), (134)) are commonly considered in the literature. Although image prior based
methods can successfully estimate the kernels as well as the latent sharp images, there
are flaws which restrict their applications. The major flaw of sparsity priors is that they
can only represent very small neighborhoods (171). The edge prior methods, largely
depending on the image content, will easily fail when the image content is homogeneous.
In this chapter, a “learned prior” based on the Fourier transform is proposed for the blur
kernel estimation. The frequency domain feature and deep architectures solve the issue
of no edges in some of the natural image patches. Though the input is patch-based,
our framework can handle larger image patches compared to sparsity priors.
On the other hand, a blurred image can be either locally or globally blurred. In real
applications, locally blurred images are more common, for instance, due to multiple
moving objects or different depths of field. As most previous methods focus on image
deblurring or blur kernel estimation for a single type of blur, significant attention
should be paid to blur type classification, because the type of blur is usually unknown
in photographs or various regions within a single picture. Despite its importance, only a
limited number of methods have been proposed for blur type classification. One typical
example is applying a Bayes Classifier using handcrafted blur features, for instance,
local autocorrelation congruency (5). Another similar method has been proposed by
Su et al. (6) based on the alpha channel feature, which has different circularity of the
blur extension. Though both of them managed to detect local blurs in real images,
their methods are based on handcrafted features.
Although the methods based on handcrafted features can perform well in the cases
shown in (5) (6), their applicability is still limited due to the diversity of natural images
(7). Based on the success from our previous work, a novel blur parameter estimation
method is proposed in this section to extend the parameter identification to estimation
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under the same two-step framework. Targeting realistic blur estimation, we attempt to
handle two difficulties in this section. One of them is blind blur parameter estimation
from a single (either locally or globally) blurred image without doing any deblurring. A
two-stage framework is proposed: first, a pre-trained DNN is chosen for accomplishing
the feature extraction and classification to determine the blur type; second, different
samples with the same blur type will be sent to the corresponding GRNN blocks for the
parameter estimation. A deep belief network is trained only for weight initialization in
an unsupervised way. The DNN uses the weights and the backpropagation to ensure
more effective training in a supervised way. The other challenge is the pixel-based blur
segmentation using classified blur types. Similar to the first step in the above method,
the proposed pre-trained DNN is applied for identifying blur types of all the patches
within the same image.
This section makes five contributions:
• To our knowledge, this is the first time that pre-trained DNN has been applied
to the problem of blur analysis.
• A two-stage framework is proposed to estimate the blur type and parameter for
any given image patch degraded by spatially invariant blur of an unknown type.
• GRNN is first explored in this chapter as a regression tool for blur parameter
estimation after the blur type is determined.
• The proposed framework is also applied to real images for local blur classification.
6.3.3 Restricted Boltzmann Machines
An Restricted Boltzmann Machine (RBM) is a type of undirected graphical model
which contains undirected, symmetric connections between the input layer (observa-
tions) and the hidden layer (representing features). There are no connections between
the nodes within the same layer. Suppose that the input layer is hk−1, and the hidden
layer is hk, k = 2, 3, 4.... The probabilities in the representation model are determined
by the energy of the joint configuration of the input layer and the output layer, which
can be expressed as:
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E(hk−1,hk; θ) =
−
Hk−1∑
i=1
Hk∑
j=1
wijh
k−1
i h
k
j −
Hk−1∑
i=1
bih
k−1
i −
Hk∑
j=1
cjh
k
j (6.14)
where θ = (w,b, c) denotes the model parameters, wij represents the symmetric inter-
action term between unit i in the layer hk−1 and unit j in the layer hk. bi and cj are
the bias terms of the nodes i and j, respectively.
In an RBM, the output units are conditionally independent given the input states.
So an unbiased sample from the posterior distribution can be obtained when an input
data-vector is given, which can be expressed as:
P (h|v) =
∏
i
P (hi|v) (6.15)
Since hi ∈ 0, 1, the conditional distributions are given as:
p(hkj = 1|hk−1; θ) = σ(
Hk−1∑
i=1
wijh
k−1
i + cj) (6.16)
p(hk−1i = 1|hk; θ) = σ(
Hk∑
j=1
wijh
k
j + bi) (6.17)
where σ(t) = (1 + e−t)−1.
As shown in the above equation, weights between two layers and the biases of each
layer decide the energy of the joint configuration. The training process of the RBM is
to update θ = (w,b, c) by Contrastive Divergence (CD) (148).
The intuition for CD is: the training vector on the input layer is used for the
inference of the output layer, so the units of the output layer have been updated as
well as the weights connected between layers. Afterwards, another inference goes from
the output layer to the input layer with more updates of the weights and input biases.
This process is carried out repeatedly until the representation model is built.
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Figure 6.4: The proposed architecture: DNN is the first stage for blur type classification,
which has 3 output labels. GRNN is the blur PSF parameter estimation, which has different
output labels for each blur type. P1, P2, and P3 are the estimated parameters, which can
be seen in Sec. 6.3.8.3. B1, B2, and B3 are the features for Gaussian, motion, and defocus
blur, respectively.
6.3.4 Methodology
In this section, we describe the proposed two-stage framework (Fig. 6.4) for blur classi-
fication and parameter estimation. We explain the problem formulation, the proposed
blur features, the training of DNN, and the structure of the GRNN in Sec. 6.1.3, Sec.
6.1.4, Sec. 6.3.5, and Sec. 6.3.6, respectively.
6.3.5 The Training Process of Deep Neural Networks
Deep belief nets are used as a generative model for feature learning in a lot of previous
work (26). In this chapter, we first construct the DBN by unsupervised greedy layer-
wise training to extract features in the form of hidden layers. Then the weights in these
hidden layers serve as the initial values for a neural network. In this process, the neural
network is trained in a supervised way.
6.3.5.1 Regularization Terms
Given that
E(hk−1,hk; θ) = − logP (hk−1,hk) (6.18)
Assume the training set is hk−11 , ...,hm
k−1
, the following regularization term is pro-
posed for reducing the chance of overfitting:
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min
{wij , bi cj}
−
m∑
p=1
log
∑
h
P (hk−1p ,h
k
p) (6.19)
+λ
n∑
j=1
|t− 1
m
m∑
p=1
E[h
(pk)
j |h(p(k−1))]|2 (6.20)
where E[·] is the conditional expectation given the data, t is the constant controlling
the sparseness of the hidden units hkj , and λ is a constant for the regularization. In this
way, the hidden units are restricted to have a mean value closing to t.
6.3.5.2 The pretrained deep neural network
• The input layer is trained in the first RBM as the visible layer. Then, a repre-
sentation of the input blurred sample is obtained for further hidden layers.
• The next layer is trained as an RBM by greedy layer-wise information reconstruc-
tion. The training process of RBM is to update weights between two adjacent
layers and the biases of each layer.
• Repeat the first and second steps until the parameters in all layers (visible and
all hidden layers) are learned.
• In the supervised learning part, the above trained parameter W, b, a are used for
initializing the weights in the deep neural network.
yˆk = σ(
M∑
j=0
w
(l+1)
kj h(
d∑
i=0
w
(l)
ji xi))
l = 1, 2, ..., N − 1
k = 1, 2, ...,K
The goal for the optimization process is to minimize the backpropagation error
derivatives:
φ∗ = arg min
φ
[−
∑
p
yp log yˆp] (6.21)
Evaluate the error signals for each output and hidden unit using back-propagation
of error (172).
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Figure 6.5: The diagram of GRNN.
6.3.6 General Regression Neural Network
The general regression neural network is considered to be a generalization of both
Probabilistic Neural Networks (PNN) and Radial Basis Function Networks (RBFN)
(173). It outperforms RBFN and backpropagation neural networks in terms of the
results of prediction (174). The main goal of a GRNN is to estimate a joint probability
density function of the input independent variables and the output.
As shown in Fig. 6.5, “GRNN (174) is composed of an input layer, a hidden layer,
“unnormalized” output units, a summation unit, and normalized outputs. GRNN is
trained using a one-pass learning algorithm without any iterations.” Intuitively, in
the training process, the target values for the training vectors help to define cluster
centroids, which act as part of the weights for the summation units.
Assume that the training vectors can be represented as X and the training targets
are Y . In the pattern layer, each hidden unit is corresponding to an input sample.
From the pattern layer to the summation layer, each weight is the target for the input
sample. The summation units can be denoted as:
Yˆ =
∑n
i=1 Yi exp(−D2i /2σ2)∑n
i=1 exp(−D2i /2σ2)
(6.22)
where D2i = (X −Xi)T (X −Xi), σ is the spread parameter.
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In the testing stage, for any input T , the Euclidean distance between this input
and the hidden units are calculated. In the summation layer, the weighted average
of the possible ‘target’ is calculated for each hidden node and then averaged by the
normalization process.
6.3.7 Forming the Two-phase Structure
The proposed method is formed by two-stage learning (Fig. 6.4). First, the identifica-
tion of blur patterns is carried out by using the logarithmic spectra of the input blurred
patches. The output of this stage is 3 labels: the Gaussian blur, the motion blur and
the defocus blur. With the label information, the classified blur vectors will be used in
the second stage for blur parameter estimation. At this stage, motion blur and defocus
blur will be further preprocessed by the edge detector (Sec. 6.1.4) before the training
but Gaussian blur vectors remain the same (As shown in our previous experiments
(7), the appropriate feature for Gaussian blur is the logarithmic spectra without edge
detection). This stage outputs various estimated parameters for individual GRNN as
shown in Sec. 6.3.8.3.
6.3.8 Experiments
6.3.8.1 Experimental setup
The training datasets, testing datasets, the parameters for our Pre-training part of the
DNN (DBN training) are the same as the ones in our previous work (7). In this section,
the biggest difference is the parameter estimation stage, which is the GRNN training.
GRNN Training For parameters of the GRNN training, there is a smoothness-
of-fit parameter σ that needs to be tuned. A range of values [0.02, 1] with the intervals
of 0.1 has been used for determining the parameter, which is shown in Fig. 6.6. The
value σ = 0.2 is selected for our implementation.
6.3.8.2 Image blur type classification
In this experiment, the parameter setting for our DNN remains the same.
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Figure 6.6: The estimation error changes with the spread parameter of GRNN. The
parameter testing was done on the data which are corrupted with Gaussian blur with
various kernels.
Table 6.4: Comparison of obtained average results on the two testing datasets with the
state-of-the-art. CR1 is the Berkeley dataset, and CR2 is the Pascal dataset.
Method Features CR1 CR2
(5)
Handcrafted
78.1% 79.4%
(6) 80.7% 81.5%
(153) 76.9% 78.8%
NN (151)
Learned
89.7% 90.2%
CNN (152) 92.2% 93.9%
Proposed 94.5% 95.2%
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We can observe from Table 6.4 that algorithms based on learned features perform
better than those based on handcrafted features, which suggests that learning-based
feature extractor is less restricted to the type of the blur we consider. Meanwhile, our
method performs best among all the algorithms using automatically learned features.
6.3.8.3 Blur kernel parameter estimation
In this experiment, the parameters of the blur kernels are estimated through GRNN.
For different blur kernels, different parameters are estimated as explained in Sec. 6.1.3.
The parameters are set as: 1) Gaussian blur has a range: σ = [1, 5]; 2) Motion blur has
ω = [30, 180]; 3) defocus blur: R = [2, 23]. The architectures in each GRNN are the
same.
The first comparison is between our previous method (7) and the method proposed
in this chapter, through which we would like to see the improvement by using the
regression rather than the classification. Table 6.5 has shown the performance of the
image deblurring using the estimated parameters. One can see that apart from the
Gaussian blur, both results of the other two types have been improved significantly by
using parameter estimation instead of classification. Visual results of this experiment
are also shown in Fig. 6.10.
Table 6.5: Quantitative comparison of the proposed method and the previous method
(7). The results shown are the average values obtained on the synthetic test set.
Gaussian blur Motion blur Out-of-focus blur
PSNR SSIM PSNR SSIM PSNR SSIM
Input 25.11 0.6624 24.72 0.6413 22.33 0.6157
(7) 28.82 0.8669 26.73 0.8221 26.41 0.8008
Ours 28.96 0.8786 27.94 0.8415 27.67 0.7991
The other type of comparisons are made between our methods and other regression
methods. Specifically, our method is compared to the back-propagation Neural Net-
work, Support Vector Regressor (SVR) (175), and pre-trained DNN plus linear regressor
(the same input layer of the blur features but continuous targets instead of discrete la-
bels). As shown in Fig. 6.7, our GRNN method achieves the best results among all,
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Figure 6.7: The parameter estimation was done on the data which are corrupted with
different blur kernels with various sizes. In CRxx the first x refers to the dataset type (1
for Berkeley and 2 for Pascal) and the second x refers to the blur type (the Gaussian blur,
the motion blur, and the defocus blur).
which demonstrate the fact mentioned in (174)(176) that GRNN yields better results
compared to back-propagation neural network. As can be seen from the figure, SVR
performs much better than neural networks with our input data, which also proves
that determining prediction results directly from the training data seems to be a better
scheme for our problem compared to the weight tuning in the back-propagation frame-
works. Moreover, our proposed GRNN works better than the pre-trained DNN with a
linear regressor as shown in Fig. 6.7, which shows that GRNN is a better regressor for
the blur analysis.
6.3.9 Deblurring synthetic test images using the estimated values
Once the blur type and the parameter of the blur kernel are estimated, it is easier to use
non-blind image reconstruction method EPLL (167) to restore the latent image. The
restored images are compared with the results of several popular blind image deblurring
methods in the case of motion blur (easier for fair comparisons).
The quantitative reconstruction results are presented by the cumulative histogram
(177) of the deconvolution error ratio across test datasets in Fig. 6.8. The error ratio in
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Figure 6.8: Cumulative histogram of the deconvolution error ratios.
this figure is calculated by comparing the two types of SSD error between reconstructed
images and the ground truth images. One of them is the restored results using estimated
kernel and the other one is with the truth kernel.
The deconvolved images are shown in the following Fig. 6.9. Contrary to the
quantitative results, it is obvious that our deblurred images have very competitive
visual quality. Our method outperforms CNN a lot due to the fact that our GRNN
step can provide much more precise parameter estimation.
6.3.10 Blur region segmentation on the real photographs
In this experiment, our DNN structure is trained on real photographs, from which
blurred training patches are extracted. The blur types of the patches are manually
labeled. 200 partially blurred images are selected from Flickr.com. Half of these images
are used for training and the other half are used for testing according to what has
been described in paper (5). The size of each patch is still the same compared to
previous experiments (32 by 32). Using the blur type classification results by our
proposed method, we also consider the spatial similarity of blur types in the same
region mentioned by Liu et al. ’s (5).
The segmentation result of our method is compared with (5) and (6) in Fig. 6.11.
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(a) Ground truth (b) The blurred image (c) CNN
(d) Levin et al. (83) (e) Cho et al. (166) (f) Ours
Figure 6.9: Comparison of the deblurred results of images corrupted by motion blur with
length 10 and angle 45.
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(a) Ground truth (b) The out-of-focus blur (c) (7) (d) Ours
(e) Ground truth (f) The Gaussian blur (g) (7) (h) Ours
(i) Ground truth (j) The motion blur (k) (7) (l) Ours
Figure 6.10: Comparison of the deblurred results of different images corrupted by various
blur kernels.
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As can be seen from these subjective results, our classification is more solid even when
the motion is significant. This is useful for real deblurring applications.
(a) (b)
(c) (d)
Figure 6.11: Comparison of the blur segmentation results for partially blurred images.(a)
input blurred image; (b) blur segmentation result in (5); (c) blur segmentation result in
(6); (d) our result.
6.4 Conclusions
In this section, a learning-based blur estimation method has been proposed for blind
blur analysis. Our training samples are generated by patches from abundant datasets,
after the Fourier transform and our designed edge detection. In the training stage, a
pre-trained DNN has been applied in a supervised way. That is, the whole network is
trained in an unsupervised manner by using DBN and afterwards the backpropagation
fine-tunes the weights. In this way, a discriminative classifier can be trained. In the
parameter estimation stage, a strong regressor GRNN is proposed to deal with our
144
6.4 Conclusions
problem of blind parameter estimation. The experimental results have demonstrated
the superiority of our proposed method compared to the state-of-the-art methods for
applications such as blind image deblurring and blur region segmentation for real blurry
images.
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7.1 Conclusions
In this thesis, our goal is to improve the representation models for image restoration.
Based on the traditional categories of image denoising algorithms, non-local models,
sparse coding models, genetic programming, and deep learning models are mainly ex-
ploited for the application of image restoration.
First, in the nonlocal model, despite the fact that this model has successfully utilized
image self-similarity in most circumstances, there are deficiencies worth mentioning.
For instance, lack of candidates for certain noisy patches, or high noise levels interfering
with the similarity terms between patches. Therefore, we have proposed a solution to
these problems by using a pre-classification before the nonlocal process, which is a
clustering based on moment invariants. Also, Rotationally Invariant Block Matching
(RIBM) is proposed to improve block matching for the actual weighted averaging. It has
been proved through many experiments that this approach has improved the original
nonlocal means by a significant amount.
In our second line of research, in order to fully exploit the sparsity of image models
to handle high noise levels or noise models rather than Gaussian, the major sparse
models are combined in this work, which are image self-similarity, pre-learned and fixed
representations. The multi-resolution structure and sparsity of wavelets are employed
by nonlocal dictionary learning in each decomposition level of the wavelets. We have
demonstrated experimentally that the proposed method outperforms two of the state-
of-the-art denoising algorithms on higher noise levels and removing uniform noise.
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The third work presented in this thesis is related to the machine learning theory
Genetic Programming (GP). Previous local spatial filter tried to interpret the local
patch model as a polynomial expression, which works well in some occasions. Inspired
by the success of sparse coding, we intended to design a learning-based filter which
could take advantages of local filters, such as Gaussian filter, bilateral filter, etc. In
this work, a patch clustering is used and GP is applied afterwards for determining the
optimal filter for each cluster. In the testing stage, the optimal filter trained by GP
will be retrieved and employed on the input noisy patch. Extensive experiments verify
that this method can compete and outperform the state-of-the-art denoising methods
in the case of removing Gaussian or salt-and-pepper noise. At the same time, the
computational efficiency has been improved significantly too.
The final main line of research is deep learning for image restoration. In this part,
three major contributions are presented. First, a two-stage framework has been pro-
posed for blur type classification and parameter estimation. Second, the deep belief
network from the first work has been used in the noise level identification. Third, the
pre-trained DBN is used for initializing the neural network, which is the blur type
classification step. Following this, the general regression neural network is proposed to
estimate the parameter in continuous values. Experiments show the effectiveness of the
above several applications of deep learning with the classification rate of the blur type,
the reconstructed blurred image, and the segmentation results of images with mixed
blur types.
7.2 Future Work
From the research in this thesis, one can draw the conclusion that several properties
of the image representation model are very critical for improving the results of im-
age restoration, which are clustering, hierarchical structures, sparsity, and deep
architectures.
Clustering was used in both my spatial domain chapter 3 and the sparse coding
work chapter 4. Aiming at designing adaptive representations, clustering is a very
useful tool for classifying image textures, which could provide the opportunities for
image models to be adaptive for different types of image textures in the same scale.
Though clustering can be very useful for adaptive image models, it can still be less
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accurate when images are very corrupted. For instance, when images are very noisy, the
classical Euclidean distance is prone to fail. Under such circumstances, more distortion
invariant features should be used for the clustering process. Or, the clustering could
happen in the iterative ways. In our future work, making image representation models
more structured is necessary. For instance, in the framework of convolutional neural
networks, nodes in the small neighborhood share the same weights between the current
layer and adjacent layers. However, more structures could be exploited through the
process of the CNN learning. Either a pre-clustering could be done before the CNN
process, or we could guide the CNN with structured architectures by different weight
constraints.
Hierarchical structures was proven by wavelets that it mimics the human visual
perception by providing image models in different resolution scales, which overcomes
the artifacts in previous representation models (e.g. BLS-GSM, BM3D, etc.). This
structure has contributed to our proposed sparse coding algorithm with a more adap-
tive model (our chapter 4), which allows the method to perform different levels of
thresholding in different scales. However, the number and size of layers in the hierar-
chical structures remain uncertain for most algorithms. In our future work, whenever
we build a representation model with multiple layers, we need to think about this issue.
For instance, in deep neural network, there might be other ways of initializing the hier-
archical structures rather than using DBN with heuristically decided number and size
of layers. For instance, bilinear projection or other trained coefficients regarding certain
data. Bilinear projection can provide more discriminative coefficients for classification
problems, and trained coefficients from other methods, such as dictionary learning, can
provide even more meaningful starting coefficients for the hierarchical structure.
Sparsity is an idea closely related to image compression. In this thesis, we have
shown that wavelets and sparse coding can both exploit image sparsity, which ends up
with more adaptive image representation models. When the image representation is
very sparse, it means the current image model has found the intrinsic structure in the
input images. In the setting of image restoration, that means the model can help with
better reconstruction (removing distortions). For our future work, for other machine
learning tasks, for instance, deep belief networks, we need to pay attention to sparsity
too.
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Deep architectures perform surprisingly well for tasks like object recognition and
image classification because of its ability to extract semantic features from image data
without human expert knowledge. However, these deep learning methods still perform
not well enough in the problem like image denoising / deblurring. On the one hand,
from the experiments and experience in this thesis, we can see that the quality of the
input would affect the ability of deep architectures extracting semantic features. For
instance, in the application of using DBN for image noise level classification, it is very
difficult for DBN to extract any useful features from the input noisy image patches,
especially when the noise level is too high. This worths studying that unless the noise
is following a set pattern or structure, it will be difficult for DBN to learn anything
useful from it. On the other hand, From a manifold perspective, natural image data
forms “tangled manifolds” for the last layer of neural network to separate with. With
functions like softmax, the performance could stay at a certain level without improving
because of this. Therefore, the combination of deep architectures with traditional
classifier like K-nearest neighbor could be useful 1. In our future work, I think making
this deep model better for image restoration is a challenging direction. It is interesting
to explore the manifold of natural image patches to see whether the last layer of the
deep architecture could be revised into a better layer for separating noise and image
structures.
1http://colah.github.io/posts/2014-03-NN-Manifolds-Topology/
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