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ABSTRACT
TERRY JO LEITERMAN: Exact and asymptotic low Reynolds, time-varying
solutions for spinning rods with a comparison to experiments on the micro and
macroscale.
(Under the direction of Richard M. McLaughlin and Roberto Camassa)
An exact mathematical solution for the low Reynolds number, quasi steady, hydro-
dynamic motion induced by a rod in the form of a prolate spheroid sweeping a double
cone is developed and the influence of the ensuing fluid motion upon passive particles
is studied. The resulting fluid motion is fully three-dimensional and time-varying. The
advected particles are observed to admit slow orbits around the rotating rods and a fast
epicyclic motion roughly commensurate with the rod rotation rate. The epicycle am-
plitudes, vertical fluctuations, arclengths, and angle traveled per rotation are mapped
as functions of their initial coordinates and rod geometry. These trajectories exhibit
a rich spatial structure with greatly varying trajectory properties. We examine these
complexities via an auxiliary flow in the rotating frame which provides a generator that
defines the epicycles. Further, an additional spin around the major spheroidal axis is
included in the exact hydrodynamic solution. This exact solution is compared to an
asymptotic solution for a slender body sweeping a double cone by carefully assessing
how slenderness affects the domain in which trajectories and flow properties can be
accurately captured. By utilizing slender body theory and a family of singularities
developed for Stokes flow past a no-slip plane, an asymptotic solution for a slender
body attached to a plane rotating about its base sweeping out an upright cone is con-
structed. Trajectory and flow properties are examined with special attention paid to
iii
the case study on slenderness between the exact and asymptotic free space solutions.
Far field asymptotic analysis is presented for both the exact free space and the asymp-
totic no-slip plane velocity solutions. The present study is of direct use to nano-scale
actuated fluidics where similar epicyclical behavior has been observed. On such scales,
thermal fluctuations and Brownian motion are observed and the proper interpretation
of experimental measurements relies on the ability for accurate predictions of the de-
terministic component of the hydrodynamics. Through dynamic similarity, analysis of
a table top experiment performed by the UNC RMX group validates the mathematical
theory and allows for direct comparison to the microscale.
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in initial position x0 between a given trajectory and that of the trajectory from
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initialized to the left of x0 = −0.28349584CR have orbits which wrap around the
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Figure 4.8. Contour plots of polar amplitude measured on trajectories which
result from a single spheroid revolution initialized at the position (x0, 0, z0). The
color map is amplitude while the horizontal axis is x0 (measured in cone radius
CR) and the vertical axis is z0 (measured in cone height CH). The plane y
∗ = 0
intersects the spheroid which is seen as the center black ellipsoid. Since a fluid
particle can not be initialized within the body, there are no trajectories from which
amplitude can be measured in this region. The left column shows amplitude for
cone angle κ = 30o while the right column shows that for κ = 60o. Plots are also
shown over varying eccentricities e = 0.95, 0.995, 0.9995 (from top to bottom). . . 30
Figure 4.9. Integer time Poincare´ section. A circle of initial positions is placed
in the θ = pi plane shown on the left. The spheroid revolves and when a particle
interests the θ = 0 plane on integral revolutions, it is plotted. This intersection
of the discretized circle shown occurs on integer revolutions which vary from 1 to
300. The result is the crescent on the right. The evolution of this circle to the
crescent explains the asymmetry of polar amplitude in Figure 4.8. Corresponding
initial positions on the circle and the crescent result in the same trajectory. . . . . . 31
Figure 4.10. The top figure shows a sample of initial conditions centered on three
×’s (left to right) about x0 = 0 on a contour plot of polar amplitude. This is a
zoomed in image of the upper left plot in Figure 4.8 where κ = 300 and e = 0.95.
The bottom figures are the corresponding (left to right) trajectories after one
spheroid revolution from which polar amplitude was measured. . . . . . . . . . . . . . . . . 31
Figure 4.11. Contour plots of the angle traveled by trajectories which result
from a single spheroid revolution initialized at the position (x0, 0, z0). The color
map is the angle traveled (measure in degrees) while the horizontal axis is x0
(measured in cone radius CR) and the vertical axis is z0 (measured in cone height
CH). The left column shows amplitude for cone angle κ = 30o while the right
column shows that for κ = 60o. Plots are also shown over eccentricities which vary
over e = 0.95, 0.995, 0.9995 (from top to bottom). The plane y∗ = 0 intersects the
spheroid which is seen as the center ellipsoid from which no fluid particle can be
initialized. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
Figure 4.12. The top figure shows a sample of initial conditions centered on ×’s
in a row (left to right) about x0 = 0 and one at x0 = 0 deep within the cone
structure on a contour plot of the angle traveled. This is a zoomed in image of the
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the corresponding trajectories after one spheroid revolution from which the angle
traveled was measured. The first three are generated by the initial conditions in the
top row (left to right respectively) while the bottom × is the far right trajectory.
The last two ×’s of the top row are the same initial conditions as the red and
green ×’s in Figure 4.10. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
Figure 4.13. Contour plots of the vertical fluctuation on trajectories which result
from a single spheroid revolution initialized at the position (x0, 0, z0). The color
map is this vertical fluctuation while the horizontal axis is x0 (measured in cone
radius CR) and the vertical axis is z0 (measured in cone height CH). The left
column shows vertical fluctuation for cone angle κ = 30o while the right column
shows that for κ = 30o. Plots are also shown over eccentricities which vary over
e = 0.95, 0.995, 0.9995 (from top to bottom). Again, the plane y∗ = 0 intersects
the spheroid which is seen as the center ellipsoid from which no fluid particle can
be initialized. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
Figure 4.14. Contour plots of the arc length of trajectories which result from
a single spheroid revolution initialized at the position (r0 cos θ0, r0 sin θ0, z0) as a
function of r0 (horizontal axis measured in CR) and z0 (vertical axis measured
in CH) for θ0 = 0
o, 30o, 60o, 90o (left to right) when the cone angle κ = 30o and
eccentricity e = 0.95. By varying θ0 and recalling that time is measured in spheroid
revolutions, this figure represents a times series of arclength. As explained in the
previous contour plots of polar amplitude, angle traveled, and vertical fluctuation,
each fixed θ0 plane intersects the spheroid. This is observed as the central black
region from which no fluid particle can be initialized and, hence, from which arc
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Figure 4.15. Contour plots of the magnitude of the velocity field, or the speed,
measured at the points (x∗, 0, z∗). The color map is speed while the horizontal axis
is x∗ (measured in cone radius CR) and the vertical axis is z∗ (measured in cone
height CH). The left column shows speed for cone angle κ = 30o while the right
column shows that for κ = 60o. Plots are also shown over varying eccentricities
e = 0.95, 0.995, 0.9995 (from top to bottom). The plane y∗ = 0 intersects the
spheroid which is seen as the center ellipsoid. No fluid particles reside in this
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Figure 4.16. Components of the cylindrical velocity field (in the top four plots)
and the associated speed (in the bottom two plots) as a function of time (measured
in spheroid revolutions) evaluated along the trajectory determined by the initial
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of Figures 4.1 and 4.2. Each feature is provided for cone angles κ = 30o (left
column) and κ = 60o (right column) over 6 spheroid revolutions. The eccentricity
of the associated speeds are provided in the legends of the bottom row of plots. 40
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Figure 6.16. Far field scaling of the no-slip velocity field for two limits. The
scalings are provided as a log-log plot of distance r∗ against |u∗(x∗)|. At large
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spherical distances, the magnitude of the full asymptotic velocity solution (defined
by legend entry r∗ =
√
x∗2 + y∗2 + z∗2 → ∞) is numerically shown on the right
plot to scale like r∗−2. This scaling is confirmed by the ”Far field prediction” given
in (6.36) which is plotted for the same limit (in the same color). At large cylindrical
distances, the magnitude of the full asymptotic velocity solution (defined by legend
entry r∗ =
√
x∗2 + y∗2 → ∞) is numerically shown to scale like r∗−3. The ”Far
field prediction” given in (6.36) under this limit also demonstrates such a scaling.
The left plot provides a closer look at the near field where the deviation in scaling
is initially observed. The dashed lines furnish r∗ versus r∗−2 and r∗−3, respectively,
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CHAPTER 1
Introduction
The motion of fluids on small spatial scales is long recognized to be central to
the understanding of many phenomena in micro-biology, including the swimming of
micro-organisms (Hancock 1953; Taylor 1969), the transport of mucus in ciliated tissue
(Fulford & Blake 1986; Matsui, Randall, Peretti, et. al. 1998; Sleigh, Blake & Liron
1988), and even the elastic properties of DNA (Smith, Babcock, & Chu 1997; Perkins,
Smith, & Chu 1999). On small scales, the equations of motion often are taken to be the
linear, quasi steady Stokes equations. Though a major simplification with respect to
the parent Navier-Stokes system, these equations can still be mathematically challeng-
ing because of the boundary conditions that arise typically in these applications, where
fluid motion is generated by complicated solid, and sometimes flexible, fluid-structure
interactions. In turn this fluid motion interacts with other bodies and walls, is modified,
and ultimately forces the structures which created the motion. These sorts of couplings
are especially strong in low Reynolds number (small scale, highly viscous, or slowly
moving) systems as the hydrodynamic interactions are particularly long-range as com-
pared to their high Reynolds number counterparts (Pozrikidis 1997). Fortunately, the
long range penalties are mediated by the linearity of the Stokes equations and the prob-
lems are often amenable to either singularity methods or numerical simulations with
the primary challenge being the challenge of handling complex structure geometries.
Recent advances in nano-scale manipulation (Fisher, Cribb, Desai, et. al. 2006;
Chu 1991) have made possible the control of rigid and flexible objects immersed in
fluids on length scales smaller than the wavelength of visible light. On such scales the
hydrodynamics necessarily occurs at low Reynolds numbers and is subject to thermal
fluctuation. Under these circumstances the proper interpretation of experimental mea-
surements under controlled actuation relies on the ability for accurate predictions of
the deterministic component of the hydrodynamics. In this thesis, we focus our at-
tention upon developing the low Reynolds number, hydrodynamic motion and tracer
properties induced by spinning rods sweeping upright cones in viscous fluids. Recently,
it has been demonstrated that this type of motion can be achieved through a magnetic
force microscope by synthetic rods 10 microns in length by 200 nanometers in cross-
sectional diameter fabricated from a nickel-iron alloy (Jing 2006). In water, the ensuing
hydrodynamic interactions can move small, non-magnetic micron sized particles in a
non-trivial fashion. This periodic actuation results in particle motion that consists of a
small epicycle roughly commensurate to the rotation rate, superimposed to slow orbital
motion around the spinning rod. The purpose of this paper is to present detailed the-
oretical predictions regarding the behavior of such tracers as a function of their spatial
location and the rod geometry (angle of inclination and slenderness).
It should be noted that besides being a technological breakthrough, such actuated
controlled motions can replicate some that naturally arise in biological systems. These
motions have been demonstrated to have important consequences in the early stages of
fetus development in mammals (Sulik, Dehart, Iangaki, et. al. 1994, Nonaka, Shiratori,
Saijoh, et. al. 2002). In particular, Kartagener’s syndrome (Kartagener 1933), an
abnormal congenital condition whose symptoms range from situs inversus to infertility
(Afzelius 1976), is believed to be associated with dysfunctional semirigid embrionic cilia
that fail to perform motion similar to the cone-sweeping rod precession by magnetic
actuation in the experiments by Jing et al. (Jing 2006).
Motivated by these technological, and biological observations, we present here three
hydrodynamic solutions for a rod sweeping a cone in a low Reynolds number fluid
system. We construct an exact solution for a spheroid rotating about it midpoint
sweeping an upright double cone while spinning on its axis in a Newtonian fluid using
the the singularity methods developed by Chwang & Wu (1975), Wu (1978), and Kim
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(1986) stemming from the classical work of Edwardes (1892). By utilizing a family of
singularities constructed by Blake (1971) which solves Stokes equations in the presence
of a no-slip plane and the slender body theory of Batchelor (1970), we construct an
asymptotic solution for a slender body attached to a no-slip plane, tilted, sweeping
out a single upright cone. To determine the fluid domain for which trajectory and
flow properties can be accurately captured by this solution, we present an asymptotic
solution which utilizes the work of Batchelor for a slender body sweeping a double cone
in free space, compare it to the exact solution, and assess how slenderness effects this
domain. The behavior of the particle motion advected by these complicated fluid flows
strongly depends on spatial location which is mapped through numerous statistics of
trajectory and flow properties.
The purpose of this work has been to present a direct comparison to micro-scale
hydrodynamic observations. To validate the mathematical theory, so that such a com-
parison can be performed on this scale, where thermal fluctuations and Brownian mo-
tion are present, a macro-scale experiment is performed using the principle of dynamic
similarity. Through magnetic force generation, rods 1 centimeter in length by 0.2-1
millimeters in cross-sectional diameter attached to a flat plane in corn syrup are spun
at 9 RPM sweeping an upright cone. Bubbles are placed in the flow and their motion in
captured by photo images with the same epicyclical behavior observed. The macro-scale
experiment, through controlled measurements, validates the mathematical theory using
no adjustable parameters. Hence, a direct comparison to the micro-scale experiment is
appropriate.
This thesis is organized into three main chapters, Chapters 3, 4, and 5, where in
Chapter 2 we overview the non-dimensionalizations and limiting situations we intend
to study in this work and in Chapter 6 we provide a comparison of the theory to exper-
iments on the micro- and macro-scale. The main, central chapters focus on properties
of the three hydrodynamic solutions just discussed. In Chapter 3, we present the exact
hydrodyamic solution for a spheroid sweeping a double cone in free space and detailed
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trajectory and flow properties of particles advected by this three-dimensional, time-
varying fluid motion. In Chapter 4, we present an asymptotic free space solution for a
slender body sweeping out a double cone. The purpose is to determine the fluid domain
for which trajectory and flow properties can be accurately captured in the slender limit
by comparing them to the exact solution. In Chapter 5, we present the asymptotic so-
lution for a slender body attached to a no-slip plane sweeping a single cone. Trajectory
and flow properties are provided with attention paid to the results of Chapter 4 and
are further compared to the exact free space motion of rods with similar slenderness.
This work contains several appendices. In Appendix A, we provide an introduction
to singularity theory for Stokes equations with the primary fundamental solutions being
the Stokeslet and the Green’s function constructed by Blake (1971) (as an analog,
termed Blakelet). In Appendices B and C, the Stokeslet and Blakelet solutions are
derived, respectively. In Appendix D, the slender body theory of Batchelor (1970b)
is presented along with a catalog of several exercises in slender body including force
and torque calculations for line distributions of singularities. In Appendix E, detailed
information on the exact free space solution in Chapter 3 is given. In Appendix F,
detailed information on the asymptotic free space solution in Chapter 4 is provided
while, in Appendix G, detailed information on the asymptotic no-slip plane solution in
Chapter 5 is presented.
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CHAPTER 2
Stokes equations
The fundamental governing equations for an incompressible fluid system are given
by the Navier-Stokes equations
∂u
∂t
+ u · ∇u = −1
ρ
∇p+ ν∇2u
∇ · u = 0(2.1)
where ρ is the fluid density, u is the velocity field, p is the pressure, and ν is the kinematic
viscosity of the fluid. These equations describe the conservation of momentum and mass,
respectively.
The Reynolds number Re = `U/ν is a non-dimensional measure of inertial forces to
viscous forces where ` and U are characteristic length and velocity scales in the system
of interest. Consider a body spinning about its midpoint sweeping out a double cone
in a low Reynolds number fluid system. The body’s motion is depicted in Figure 2.1
where κ is the cone angle and ω(t) is the angle sweep out by the cone at time t.
It is natural to define a characteristic time scale using the the rotation rate of
the body ω˙ = dω/dt. Another non-dimensional parameter arising in this problem,
independent of the Reynolds number, is the Strouhal number Sr = ω˙`/U relating
oscillation frequency to fluid velocity. Using these characteristic scales, the Navier-
Stokes equations are given in dimensionless, primed variables as
SrRe
∂u′
∂t′
+ Re u′ · ∇′u′ = −∇′p′ +∇2′u′
∇′ · u′ = 0(2.2)
x y
z
κ
ω(t)
Figure 2.1. A body sweeping out a double cone.
where the primed differential operators denote differentiation with respect to the primed
variables. Let ` be half the length of the rotating body and define U = ω˙ ` sinκ to be
the linear velocity of the body’s tip providing that
(2.3) SrRe =
ω˙ ` 2
ν
, Re =
ω˙ ` 2 sinκ
ν
.
For ω˙ and ` fixed, SrRe ¿ 1 and Re ¿ 1 when the viscosity ν is large, independent
of cone angle κ. In this regime, the fluid equations reduce to the linear, steady Stokes
equations
∇2′u′ −∇′p′ = 0
∇′ · u′ = 0.(2.4)
Note that the time derivative of the velocity field in the Stokes equations can be
retained if SrRe ∼ 1 and Re ¿ 1. For fixed ` and large ν, it must be that ω˙ is large to
maintain ω˙ ` 2/ν ∼ 1. The low Reynolds number assumption with these large rotation
frequencies ω˙ can still be achieved when sinκ¿ 1. Hence in the regime of large rotation
rates and small cone angles, the unsteady Stokes equations should be considered.
In this document, we examine fluid motion dictated by the steady Stokes equations.
Determining solutions for Stokes equations is difficult in general for arbitrary bound-
ary conditions. One analytical method available for obtaining solutions is singularity
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theory. The basis is the construct solutions to particular boundary value problems by
superposition of fundamental solutions. Fundamental solutions are found by solving
Stokes equations which are singularly forced in an unbounded domain. The super-
position is constructed so that the boundary conditions are satisfied either exactly or
approximately. The difficulty in the method relies in choosing the appropriate combi-
nation of fundamental solutions and their spatial distribution. The choice relies on the
particular boundary condition under consideration. If the body is slender, that is, its
length is much larger than its width, then slender body theory can be used to produce
approximate solutions to the Stokes problem under consideration.
An account of the important fundamental solutions to Stokes equations is provided
in Appendix A. Fundamental solutions are also known as Green’s function and are
often called singularities. In the Chapters to follow, we employ singularity theory and
slender body theory to obtain exact and asymptotic solutions to Stokes flow problems.
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CHAPTER 3
Particle equations
Fluid particle positions x(t) are determined through Newton’s second law which
provides that the force F on an object is equal to the time rate of change of its momen-
tum (Newton 1687). Momentum is defined as the product of the object’s mass m and
its velocity v. Since the object’s velocity obeys v = dx/dt, if the mass is constant then
(3.1) F =
d(mv)
dt
= m
d2x
dt
.
Drag is a force that resists the movement of a solid object through a fluid and is
generated by the difference in the velocity of the fluid and the object. For low Reynolds
number fluid systems (slow speeds, small objects, high viscosities), the drag force on a
sphere is given by Stokes Law (Landau & Lifschitz 1987),
(3.2) Fdrag = 6 pi µ aU,
where µ is the dynamic viscosity of the fluid, a is the radius of the object, and U is the
relative velocity. In the absence of other surface and body forces, the force on small
particles is commonly calculated from Stokes law, and Newton’s second law provides
that
m
d2x
dt2
= 6piµa
(
u(x, t)− dx
dt
)
(3.3)
dx(0)
dt
= v0
x(0) = x0
where u(x, t) is an Eulerian description of the fluid velocity.
When the mass term is negligible relative to the drag, away from stagnation points
in the fluid velocity, (3.3) provides that particle trajectories x(t) are obtained as the
solution of
dx
dt
= u(x, t)(3.4)
x(0) = x0.
The mass multiplies the particle’s acceleration and models the effect of inertia. Qual-
itatively, the approximation in (3.4) is acquired through a non-dimensionalization of
(3.3).
Define U to be a characterisitic velocity scale of the fluid and T be a characteristic
time scale. Further, assume the particle is a passive sphere of radius a with a a char-
acteristic length scale of the particle position x. Using these scales, (3.3) is given in
dimensionless, primed variables as
d2x ′
dt ′2
=
6piµT2
m
(
Uu ′(x ′, t ′)− a
T
dx ′
dt ′
)
.(3.5)
Recall that m = ρs V where ρs is the density of a sphere with volume V = 4pia3/3 and
that the dynamic viscosity µ = νρf where ρf is the density of the fluid and ν is its
kinematic viscosity. When
6piµUT2
m
=
9 ν ρf UT
2
2 a3 ρs
À 1(3.6)
6piµaT
m
=
9 ν ρf T
2 a2 ρs
À 1
holds, the inertial term can be neglected and x is found as the solution of the first
order differential system in (3.4). Note that when the characteristic scale of dx/dt
can be described using U, the characteristic scale of the fluid velocity, then the two
non-dimensional quantities in (3.6) are equivalent.
9
Consider a body of length ` spinning, sweeping out a cone with angle κ at a rate
ω˙ in a low Reynolds number fluid system, as examined in Chapters 4, 5, and 6. The
non-dimensionalization of such a system was provided in Chapter 2 where characteristic
velocity and time scales were chosen as
(3.7) U = ω˙ ` sinκ, T = ω˙−1
with U being the linear velocity of the body’s tip. In this chapter, it was determined
that for ω˙ and ` fixed, when the viscosity µ is large relative to the product ρf ω˙ `
2,
the Reynolds number is small and the equations of motion are provided by the Stokes
equations. Through (3.6), dropping the inertial term in the particle equations for this
system requires that
9µ ` sinκ
2 ω˙ a3 ρs
À 1(3.8)
9µ
2 ω˙ a2 ρs
À 1.
Since µ is assumed large, for a particle with fixed density ρs and radius a small enough
so that (3.8) holds, the inertial term in (3.3) can be ignored and the particle’s position,
or trajectory, x(t) can be accurately captured as the solution to (3.4).
The NanoScience Research group at UNC led by Rich Superfine spin 10 to 20 µm
rods fabricated from a nickel-iron alloy at 1 to 10 Hz which are attached to a flat
plane in water (Brooks, Camassa, Jing, et. al.; Jing 2006). The rods spin in a manner
which is that of sweeping out an upright cone much like the motion described above.
The nanorods have diameters of 200 to 500 nm. Small 1 um beacons with a density
of 1.05 g/cm3 are positioned in the flow and their motion is captured through video
and laser tracking. The length, velocity, and viscosity scales involved in these micro-
fluidic mixing experiments dictate that viscous forces dominate inertial forces. The
most conservative value of the Reynolds number uses the largest observed rod length
l = 20µm as a length scale. The characteristic velocity is also maximal when U =
10
ω˙l = 100µms−1 where ω˙ is the rod rotation rate. Hence, a moderate measure of the
Reynolds number is Re = ω˙l 2/ν = 4 × 10−3 since the kinematic viscosity of water
is ν = 106µm2s−1 in microns. On the extreme, using the rod radius r0 = 0.1µm
as a characteristic length scale, the Reynolds number takes a minimal value of Re =
ω˙r 20 /ν = 10
−7.
To obtain the appropriate particle equations for these experiments, reconsider the
non-dimensional quantities in (3.8) which measure the ratio of drag to inertial forces.
In summary, the physical parameters for the microscale experiment of Jing (2006) are
Microscale Parameters
` = 20 µm (= 2 · 10−3 cm)
a = 0.5 µm (= 5 · 10−4 cm)
ω˙ = 5 Hz (= 5 s−1)
µ = ν ρf = 1 cP (= 10
−2 g cm−1s−1)
ρs = 1.05 g cm
−3
(3.9)
providing that
9 ν ρf ` sinκ
2 ω˙ a3 ρs
∼ 106 À 1(3.10)
9 ν ρf
2 ω˙ a2 ρs
∼ 3.4 · 105 À 1
where the dynamic viscosity of water in cgs units is 1 cP = 1 N sm−2 = 10 g s−1 cm−1
(Kundu 1990). Thus, drag forces dominate inertial forces and particle trajectories x(t)
can be determined from the system of ordinary differential equations in (3.4) with u(x, t)
being the Stokes fluid velocity solution.
An experiment on the microscale allows for the direct observation of thermal fluc-
tuations and Brownian motion in low Reynolds number fluid systems. On such scales,
the proper interpretation of experimental measurements relies on the ability for accu-
rate predictions of the deterministic component of the hydrodynamics. Through the
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principle of dynamic similarity, a macroscale experiment can validate the mathemati-
cal theory and allow for direct comparison to observations on the microscale. This is
the focus of another experiment, the RMX Project (Brooks, Camassa, Hao, et. al.).
To maintain dynamic similarity, the rods in the RMX Project are 1 cm in length and
0.2 -1 mm in cross-sectional diameter, placed in corn syrup with a dynamic viscosity
of 3200 cP , and spun at 9 RPM providing a Reynolds number of ∼ 10−2. Instead of
beads, bubbles with diameters of 0.1− 0.5mm are placed in the flow and their motion
is tracked through photo imaging.
To obtain the appropriate particle equations for this macroscale experiment, recon-
sider the non-dimensional quantities in (3.8). In summary, the physical parameters for
the macroscale experiment of (Brooks, Camassa, Hao, et. al.) are
Macroscale Parameters
` = 1 cm
a = 0.2 mm (= 2 · 10−2 cm)
ω˙ = 9 RPM (= 0.15 s−1)
µ = ν ρf = 3200 cP (= 32 g cm
−1s−1)
ρs = 1.2 kg m
−3 (= 1.2 · 10−3 g cm−3)
(3.11)
providing that
9 ν ρf ` sinκ
2 ω˙ a3 ρs
∼ 106 À 1(3.12)
9 ν ρf
2 ω˙ a2 ρs
∼ 3.4 · 105 À 1
where the dynamic viscosity of air at 20o and 1 atm (sea level) in cgs units is 1.2 kg m−3
(Kundu 1990). Thus, drag forces dominate inertial forces and, again, particle trajecto-
ries x(t) can be determined from the system of ordinary differential equations in (3.4)
with u(x, t) being the Stokes fluid velocity solution. The RMX experiment is discussed
further in Chapter 7.
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CHAPTER 4
A spheroid sweeping out a double cone in free-space.
4.1. An exact solution
Edwardes (1892) examined the motion of a viscous liquid due to an ellipsoid rotating
about one of its axes. The exact solution was found through the use of ellipsoidal coor-
dinates. To demonstrate the “power of the singularity method”, Chwang & Wu (1975)
derived Stokes solutions for a prolate spheroid embedded in uniform and certain linear
flows using singularity theory. (A spheroid is an ellipsoid with two of its axis equal.)
Their objective was to build a collection of solutions by distributing fundamental sin-
gularities along the interior centerline of the spheroid between its foci. The description
of the velocity field was given as a line integral of singularities with the appropriate
strengths. Wu (1978) and later Kim (1985) recast the more general ellipsoidal solutions
of Edwardes as singularity solutions by distributing singularities on the interior of the
fundamental ellipse of the ellipsoid. The result is a surface integral for the velocity field
which collapses to the line integrals of Chwang & Wu in the case of a prolate spheroid.
To obtain the fluid motion due to a body spinning about its midpoint sweeping out a
cone, we adopt the strategy of Chwang & Wu. We let our body be a prolate spheroid
and impose a line distribution of singularities on the center of the spheroid between
the foci. The superposition is constructed so that the motion of sweeping out a cone is
achieved.
4.1.1. From the body frame to the lab frame. Throughout this work, we will
be describing fluid motion with respect to two frames of reference, one fixed with the
laboratory and one rotating with the body, respectively. In the laboratory frame, the
body would appear to be rotating, sweeping out a cone in a background flow that is
otherwise at rest. In the rotating, or body, frame, the body would appear to be at rest
and embedded in some rotating background flow.
Chwang & Wu (1975) considered a prolate spheroid centered at the origin
(4.1)
x2
a2
+
y2 + z2
b2
= 1 (a > b)
embedded in the free stream linear flow U(x) = ω˙ (y,−x, 0). The focal length 2c and
eccentricity e of the spheroid are related by
c =
√
a2 − b2 = e a.(4.2)
If we define δ = b/a to be a measure of the spheroid’s slenderness, then the eccentricity
is expressed as e =
√
1− δ2. Now for x0 on the boundary of this spheroid ∂Ω, the
velocity field u(x) whose solution satisfies
u(x0) = 0
lim
x→∞
u(x) = U(x)(4.3)
was provided by Chwang & Wu through a distribution of Stokes doublets and point-
source quadrupoles placed on the interior centerline of the spheroid between its foci.
The solution to this boundary value problem is one in which the body is fixed in a
rotating background flow since U(x) = −ω˙ (ez × x) represents clockwise rotation of the
(x, y) plane with rate ω˙ where ez = (0, 0, 1) is oriented in the positive z−direction.
We are interested in the velocity solution for the motion induced in a fluid otherwise
at rest by a rigid body rotating around some axis. We would like to construct such a
solution through linear transformations of the appropriate body frame solutions built
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by Chwang & Wu. We will consider the transformations defined by the matrices
(4.4) Rκ =

sinκ 0 − cosκ
0 1 0
cosκ 0 sinκ
 , Rω =

cosω(t) − sinω(t) 0
sinω(t) cosω(t) 0
0 0 1

where Rκ is a steady clockwise rotation of the (x, z) plane through an angle κ and Rω is
an time-dependent counter-clockwise rotation of the (x, y) plane through an angle ω(t).
Suppose we can construct a velocity field u(x) in the body frame satisfying
u(x0) = 0
lim
x→∞
u(x) = RTκU(Rκx)(4.5)
where x0 lies on the boundary of spheroid defined in (4.1). Then the change of variables
(4.6) x∗(t) = RωRκx
provides a velocity field in the rotated x∗-coordinate system as
u∗(x∗) =
dx∗
dt
=
d(RωRκx)
dt
∣∣∣∣
x=RTκR
T
ωx
∗
=
(
R˙ωRκx+RωRκ
dx
dt
) ∣∣∣∣
x=RTκR
T
ωx
∗
= −U(x∗) +RωRκu(RTκRTωx∗).(4.7)
At each time t, this change of variables provides a tilted rotating spheroid whose
boundary is found at(
(x sinκ− z cosκ) cosω(t)− y sinω(t))2
a2
+(4.8) (
(x sinκ− z cosκ) sinω(t) + y cosω(t))2 + (x cosκ+ z sinκ)2
b2
= 1.
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Assume we can solve the body frame problem in (4.5) and let x∗0 lie on the boundary
of the tilted rotating body in (4.8). Then the construction of a solution which satisfies
the boundary conditions
u∗(x∗0) = −U(x∗0)
lim
x∗→∞
u∗(x∗) = 0(4.9)
is verified by the velocity (4.7) where the change of variables (4.5) guarantees that
lim
x∗→∞
u∗(x∗) = lim
x∗→∞
(−U(x∗) +RωRκu(RTκRTωx∗))(4.10)
= −U(x∗) +RωU(RTωx∗)
= 0.
The boundary condition in (4.9) coupled with the Stokes equations describes the
velocity field u∗(x∗) due to the rigid body motion of a spheroid tilted in (x∗, z∗) plane by
an angle κ rotating in the (x∗, y∗) plane sweeping out a double cone in a low Reynolds
number fluid which is otherwise at rest. A more detailed description of the solution
procedure leading to the body frame boundary conditions of (4.5) is provided in Ap-
pendix E.1. Thus, obtaining the fluid motion in the lab frame of reference has been
reduced to the solution of the auxiliary problem in the body frame of reference defined
by (4.5).
4.1.2. Solution to an auxiliary problem. Define ex = (1, 0, 0), ey = (0, 1, 0), and
ez = (0, 0, 1) to be basis elements of <3 and solve Stokes equations with the linear flow
RTκU(Rκx) = ω˙

y sinκ
−x sinκ+ z cosκ
−y cosκ
(4.11)
= ω˙
(
y sinκ ex − x sinκ ey + z cosκ ey − y cosκ ez
)
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past the prolate spheroid in (4.1). Let x0 lie on the boundary of this spheroid and,
through the linearity of Stokes equations, construct the velocity field as the sum of four
contributions
(4.12) u(x) = u1(x) + u2(x) + u3(x) + u4(x)
where ui(x0) = 0 for i = 1, 2, 3, 4 and
(4.13a) lim
x→∞
u1(x) = ω˙ y sinκ ex
(4.13b) lim
x→∞
u2(x) = −ω˙ x sinκ ey
(4.13c) lim
x→∞
u3(x) = ω˙ z cosκ ey
(4.13d) lim
x→∞
u4(x) = −ω˙ y cosκ.ez
As stated above, the singularity method has been used by Chwang & Wu (1975) to
exactly solve Stokes problems for prolate spheroids embedded in certain linear flows. In
particular, they provide solutions for the boundary value problems in (4.13a), (4.13b),
and (4.13c) by distributing Stokes doublets quadratically between the foci of the spher-
oid and point-source quadrupoles quartically. These solutions are given in Appen-
dix E.2. To complete the description for u(x), the singularity distribution for u4(x)
must be determined. The derivation of u4(x) using the strategy of Chwang & Wu is
also provided in Appendix E.2.
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Assembling all the pieces results in the Stokes solution
u(x) = RTκU(Rκx) +
ω˙ sinκ
(∫ c
−c
(c2 − s2)
[
αuSS(x− s; ex, ey) + γ˜1uR(x− s; ez)
]
ds +
β
∫ c
−c
(c2 − s2)2 ∂
∂y
uD(x− s; ex) ds
)
+
ω˙ γ˜2 cosκ
∫ c
−c
(c2 − s2)uR(x− s, ex) ds(4.14)
which satisfies the body frame problem in (4.5) where RTκU(Rκx) is given in (4.11) and
γ˜1 =
2− e2
−2e+ (1 + e2) log (1+e
1−e
)
γ˜2 =
1− e2
2e− (1− e2) log (1+e
1−e
)
α =
e2
−2e+ (1 + e2) log (1+e
1−e
)
β =
1− e2
4
(−2e+ (1 + e2) log (1+e
1−e
)) .(4.15)
The notation in (4.15) is chosen to reflect that the singularities required to solve this
boundary value problem are precisely the so-called stresslet uSS, the rotlet uR, and
a derivative of the point-source dipole uD. An account of these and other important
fundamental solutions to Stokes equations is provided in Appendix A. The solution in
(4.15) to the auxiliary problem provides the velocity field induced by a prolate spher-
oid sweeping out a double cone with angle κ in an infinite viscous fluid through the
transformation of (4.7).
We remark that the solution for u1(x) contains distributions of ∂uD(x, ex)/∂y while
u2(x) contains distributions of ∂uD(x, ey)/∂x. However, by nature of the point-source
dipole, ∂uD(x, ex)/∂y = ∂uD(x, ey)/∂x and only one derivative of the point-source
dipole enters into the solution of (4.5). Further, the integrals in (4.15) can each be
expressed in closed algebraic or logarithmic form providing an exact three dimensional,
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time varying hydrodynamic solution. These expressions are presented explicitly in Ap-
pendix E.3.
4.2. Trajectory properties
The particle trajectory x∗ = (x∗(t), y∗(t), z∗(t)) for a tracer moving passively in the
presence of this fluid flow must be computed numerically from the system of nonau-
tonomous ordinary differential equations
(4.16)
dx∗
dt
= u∗(x∗(t), t)
where u∗(x∗) is provided by (4.7) and (4.15). A typical series of trajectories of the
exact solution are depicted in Figures 4.1 and 4.2 for the cone angles κ = 30o and 60o
and varying spheroid eccentricities e when the rotation rate of sweeping out a cone is
ω˙ = 2pi. The eccentricities shown relate to the slenderness δ defined in section 4.1.2 by
e = 0.95 =⇒ δ ≈ 0.31225
e = 0.995 =⇒ δ ≈ 0.09987
e = 0.9995 =⇒ δ ≈ 0.03162(4.17)
which can be seen qualitatively in the figures. Initially, the upper tip of the rod is
located at (sinκ, 0, cosκ). These same values define a cone radius CR and a cone height
CH
CR = sinκ, CH = cosκ.(4.18)
For each set of κ and e in Figures 4.1 and 4.2, trajectories for the initial positions
(4.19) x∗(0) =

(1.5 CR, 0, CH)
(1.25 CR, 0, 0.5 CH)
(CR, 0, 0)
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e = 0.95
κ = 30o
e = 0.995
κ = 30o
e = 0.9995
κ = 30o
Figure 4.1. Particle trajectories for spheroid eccentricies e =
0.95, 0.995, 0.9995 (varying from top to bottom) for cone angle κ = 30o
after 20 rod revolutions. The initial particle positions are provided in
(4.19). The top view of the corresponding side view is shown to the right.
The spheroid rotates in the counter-clockwise direction.
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e = 0.95
κ = 60o
e = 0.995
κ = 60o
e = 0.9995
κ = 60o
Figure 4.2. Particle trajectories for spheroid eccentricies e =
0.95, 0.995, 0.9995 (varying from top to bottom) for cone angle κ = 60o
after 20 rod revolutions. The initial particle positions are provided in
(4.19). The top view of the corresponding side view is shown to the right.
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e = 0.995
κ = 60o
Figure 4.3. Particle trajectories for spheroid eccentricity e = 0.995 and
cone angle κ = 60o after 20 rod revolutions for the initial positions in
(4.21) which starts within the cone structure defined by (4.20). The top
view of the corresponding side view is shown to the right. The spheroid
rotates in the counter-clockwise direction.
after 20 rod revolutions computed using 4th-order Runge-Kutta with 10 4 time steps per
rotation on the exact velocity field are shown. The numerical algorithm is provided in
Appendix E.6 as a Fortran 77 code. Leiterman (2006) as a Fortran 77 code. Each of
the initial conditions in (4.19) starts outside the cone structure centered about
(4.20) x2 + y2 = z2 tan2 κ
which has a thickness corresponding to the radius of the tilted spheroid at a given
height. Figure 4.3 shows trajectories for cone angle κ = 60o and eccentricity e = 0.995
for the initial positions
(4.21) x∗(0) =

(0, 0, 0.65 CH)
(−0.3 CR, 0, 0.6 CH)
(−0.05 CR, , 0, 0.3 CH)
interior to this cone structure. The trajectories in Figures 4.1, 4.2, and 4.3 exhibit
two oscillations. A faster fluctuation related to the rotation rate of the spheroid and a
distant dependent slower cycle.
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Figure 4.4. A top view of particle trajectories over consecutive spheroid
revolutions for initial positions x0 which vary from inside to outside the
cone where the horizontal axis is x∗ and the vertical axis is y∗. In each
plot, y0 = 0 and z0 = 0.65 CH. The left column shows trajectories for
cone angle κ = 30o while the right column shows those for κ = 60o. The
paths are shown for spheroid revolutions 0 to 1, 1 to 2, and 2 to 3 (top to
bottom). The gray region is the annulus swept out by the spheroid with
eccentricity e = 0.995 at z∗ = z0. It is bounded by circular trajectories
produced from particles which are initialized on the rotating body.
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The faster fluctuation is an epicycle which has a polar amplitude and a vertical
fluctuation. We define the polar amplitude of an epicycle to be the difference between
the maximum and minimum
(4.22) ap(T ) ≡ max
t∈[0,T ]
r⊥(t)− min
t∈[0,T ]
r⊥(t)
of the cylindrical radial coordinate
r⊥(t) ≡ |x∗⊥(t)| =
√
x∗(t)2 + y∗(t)2
over a interval of time [0, T ] in the lab frame. The vertical fluctuation is similarly re-
garded as the difference between the maximum and minimum of the vertical component
z∗(t) of a trajectory. Polar amplitude and vertical fluctuation each decrease with in-
creasing eccentricity, or increasing slenderness, which can be observed in the sequence
of graphs in Figures 4.1 and 4.2. Each epicycle also travels an angular distance con-
tributing to the slower oscillation of the trajectory in which a fluid particle makes a
complete revolution about the spheroid. This orbital period is distance dependent and
also decreases with increasing eccentricity.
The period of an epicycle is in general not commensurate with spheroid rotation rate.
Figure 4.4 shows the path of fluid particles after consecutive integer spheroid revolutions
for initial positions which vary from inside to outside the cone at a fixed height. These
paths are shown for cone angles κ = 30o and 60o and eccentricity e = 0.995. The
trajectory of a particle after 3 rod revolutions would be the superposition of each of the
3 paths shown in Figure 4.4. The spheroid sweeps out a double cone so that any particle
initialized on the spheroid’s surface has a circular trajectory. The gray region in the
figure represents the annulus swept out by the spheroid at z∗ = z0 which is bounded by
such circular trajectories.
4.2.1. A body frame generator. We have thus far constructed a three dimensional,
time varying flow field in the laboratory frame. The resulting trajectories are also three
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Figure 4.5. The left column shows a collection of trajectories in the
lab frame with initial conditions sampled from Figure 4.4 for cone angle
κ = 60o and eccentricity e = 0.995. The corresponding body frame
trajectories formulated by (4.23) are shown on the right. This collection
is given over perspectives which vary from a side to a top view after 30
spheroid revolutions. Circular trajectories in the lab frame resulting from
particles initialized on the spheroid are seen as single points in this body
frame. One orbit of a body frame trajectory generates the epicycles seen
in a lab frame trajectory.
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Figure 4.6. Body frame orbits which climb and wrap the spheroid
for cone angle κ = 60o, eccentricity e = 0.995 and initial position
(x0 CR, 0, 0.65 CH). The values of x0 are provided in the legend of Fig-
ure 4.7 and vary between −0.3 CR and −0.2 CR.
x0 = -0.3
x0 = -0.2
x0 = -0.26
x0 = -0.265
x0 = -0.2634
x0 = -0.26348
x0 = -0.2635
x0 = -0.263495
x0 = -0.26349587
x0 = -0.26349584
10-8 10-7 10-6 10-5 10-4 10-3 10-2 10-1 100
1
10
100
1000
Figure 4.7. The number of spheroid revolutions required for the body
frame orbits in Figure 4.6 (related by color) to close as a log-log plot
against the difference in initial position x0 between a given trajectory
and that of the trajectory from x0 = −0.28349584CR which climbs
farthest up the rod. Trajectories which are initialized to the left of
x0 = −0.28349584CR have orbits which wrap around the backside of
spheroid hence containing it while those that are initialized to the right of
this value have orbits which wrap the frontside of the spheroid and don’t
enclose the body.
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dimensional and time varying. Consider the change of variables
(4.23) x′ = RTωx
∗
where RTω is the transpose of the time varying rotation in (4.4). The velocity field in
the x′-coordinate system becomes
u′(x′) =
dx′
dt
=
d(RTωx
∗)
dt
∣∣∣∣
x∗=Rωx′
= R˙TωRωx
′ +RTωu
∗(Rωx′)
= U(x′)−RTωU(Rωx′) +Rκu(RTκx′)
= Rκu(R
T
κx
′)(4.24)
upon using the transformation in (4.7) between the lab frame velocity u∗(x∗) and the
body frame velocity u(x) of the auxiliary problem. By design of the auxiliary problem
boundary conditions in (4.5), it is found that
u′(x′0) = 0
lim
x→∞
u′(x) = U(x′)(4.25)
where x′0 lies on the tilted spheroid
(4.26)
(
x′ sinκ− z′ cosκ)2
a2
+
(y′)2 +
(
x′ sinκ+ z′ cosκ
)2
b2
= 1.
The x′-coordinate spheroid is determined by applying RTω to the tilted rotating spheroid
in (4.8). The result is a steady velocity field for a tilted spheroid embedded in the
background rotation U(x′) = ω˙ (y′,−x′, 0). This body frame solution differs from the
body frame solution of the auxiliary problem. In the auxiliary problem, the spheroid
is not tilted but rather lying on an axis embedded in another rotating flow, namely,
RTκU(Rκx) defined by (4.11).
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Through the transformation in (4.23), every trajectory in the lab frame can be
viewed in this alternative body frame. Hence, trajectories x′ can be viewed as generators
of the lab frame motion through an application of Rω. Figure 4.5 shows a collection
of trajectories in the lab frame with initial conditions sampled from Figure 4.4 and the
corresponding transformed trajectories which emanate from the steady velocity field
in (4.24). The same collection is shown from different perspectives. The body frame
trajectories are periodic orbits whose periods depend on initial position, cone angle, and
eccentricity. Each closed orbit generates an epicyclic trajectory when seen in the lab
frame. Trajectory properties, such as polar amplitude and vertical fluctuation, can be
measured in either the lab or this body frame of reference. We remark that, in general,
the difference between the maximum and minimum of the cylindrical radial coordinates
of a generator will correspond to the amplitude (of the (x, y) projection) of an epicycle,
i.e.,
(4.27) ae ≡ max
T
ap(T )
according to the definition (4.22) of polar amplitude.
Next, examine the generators in Figure 4.5 more closely. In the perspective provided
by the upper left graphic, there is a transition between the orange and the red trajecto-
ries in which the orange trajectory curls up while the red one curls down. This transition
is illustrated more clearly in Figure 4.6 which includes the position of the spheroid in
this body frame of reference. The transition between the curling up and curling down
includes orbits in which a particle decides to route around the spheroid enclosing it or
pass in front of it. This decision depends on how close a particle gets to the body and
is dictated by its initial position. Figure 4.6 shows the same body frame trajectories
over varying perspectives. The intermediate trajectory between hugging the front of the
body or wrapping around it is one which climbs to the tip of the rod. This trajectory
is not depicted in Figure 4.6. The initial position of the trajectory which climbs the
farthest to the tip is x0 = −0.26349584 CR. This orbit closes after 385.678 spheroid
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revolutions whereas the trajectory which has an initial position of x0 = −0.26348 CR
closes after just 15.179 revolutions. The period of each of the trajectories in Figure 4.6
is plotted in Figure 4.7. The large increase in orbital period over small changes in initial
position is consistent with the dynamics in a neighborhood of a fixed point at the tip
of the spheroid. However, we remark that there are significant differences with respect
to the usual (hyperbolic) case treated in dynamical systems theory, where linearization
of the flow near a fixed point allows to identify stable and unstable invariant manifolds.
Here there is a degeneracy induced by the non-slip boundary condition, which makes
the whole body surface a manifold of fixed points.
In what follows, we are going to examine four trajectory properties of this flow:
polar amplitude, angle traveled, vertical fluctuation, and arclength. We choose these
properties having experimental situations in mind (Jing 2006), where these quantities
are easy to observe and measure. Accordingly, we document each of these properties on
trajectories in the lab frame of reference, which allows for direct observation without
the need of moving instrumentation such as cameras and microscopes; the trajectories
are then provided by the system of ordinary differential equations in (4.16).
4.2.2. Polar amplitude. As defined in (4.22), polar amplitude is regarded as the
amplitude of the epicycles projected on the z = 0 plane. It is clear that each trajectory
in this flow is determined by a cone angle κ, an eccentricity e, and an initial position
(x0, y0, z0). Trajectories are further defined by the integration domain which is some
interval in time. Recall that the spheroid is initially oriented in the y = 0 plane with
its upper tip in the first quadrant.
Figure 4.8 shows a collection of contour plots of polar amplitude. The polar ampli-
tude shown is measured on the trajectories which result from a single spheroid revolu-
tion, or more precisely, on trajectories over times 0 ≤ t < 2pi. For each of the plots in
this figure, y0 = 0. The color map represents amplitude while the horizontal axis is x0
and the vertical axis is z0. The set of initial conditions (x0, 0, z0) samples a plane which
intersects the spheroid. Hence, in this set there are values of x0 and z0 for which polar
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Figure 4.8. Contour plots of polar amplitude measured on trajectories
which result from a single spheroid revolution initialized at the position
(x0, 0, z0). The color map is amplitude while the horizontal axis is x0
(measured in cone radius CR) and the vertical axis is z0 (measured in
cone height CH). The plane y∗ = 0 intersects the spheroid which is seen
as the center black ellipsoid. Since a fluid particle can not be initialized
within the body, there are no trajectories from which amplitude can be
measured in this region. The left column shows amplitude for cone angle
κ = 30o while the right column shows that for κ = 60o. Plots are also
shown over varying eccentricities e = 0.95, 0.995, 0.9995 (from top to bot-
tom).
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Figure 4.9. Integer time Poincare´ section. A circle of initial positions
is placed in the θ = pi plane shown on the left. The spheroid revolves
and when a particle interests the θ = 0 plane on integral revolutions, it is
plotted. This intersection of the discretized circle shown occurs on integer
revolutions which vary from 1 to 300. The result is the crescent on the
right. The evolution of this circle to the crescent explains the asymmetry
of polar amplitude in Figure 4.8. Corresponding initial positions on the
circle and the crescent result in the same trajectory.
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Figure 4.10. The top figure shows a sample of initial conditions cen-
tered on three ×’s (left to right) about x0 = 0 on a contour plot of polar
amplitude. This is a zoomed in image of the upper left plot in Figure 4.8
where κ = 300 and e = 0.95. The bottom figures are the corresponding
(left to right) trajectories after one spheroid revolution from which polar
amplitude was measured.
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amplitude can not be measured because they reside within the body. These regions can
be seen as the black ellipsoids in Figure 4.8.
Observe the asymmetry of polar amplitude in the upper plane. Although not il-
lustrated in Figure 4.8, polar amplitude is symmetric about the origin. The symmetry
about the origin is expected due to the nature of the free space precession of a body
about its midpoint. To explain the asymmetry in the upper plane, consider the evolu-
tion of fluid particles. In Figure 4.9, a circle of initial positions is placed in the θ = pi
plane. The spheroid revolves and when a particle interests the θ = 0 plane on integral
revolutions, it is plotted. The result is the curved shaped near the upper tip of the
rod on the right. The evolution of this circle to the crescent on integral spheroid rev-
olutions indicates how the region of large amplitude on the left of Figure 4.8 evolves
to the large amplitude region on the right (regions red-shifted in this color map). In
addition, fluid particles initialized at the corresponding position on the crescent have
the same trajectory as its counterpart which was initialized on the circle. We also note
that for trajectories exterior to the inner cone, the fluctuation amplitude does not drift
in time. Next, examine the discontinuity about x0 = 0. To explain the sharp contrast in
the color map, Figure 4.10 shows trajectories for three initial positions about this zero
polar amplitude strip. The trajectories presented result from a single spheroid revolu-
tion. Near circular projected trajectories have near zero polar amplitude. Figure 4.10
demonstrates a narrow region about x0 = 0 of initial positions for which trajectories
nearly close after one spheroid revolution.
4.2.3. Angle traveled. Another feature noted of the particle trajectories in this flow
is a distance-dependent orbital period. The angle traveled by a particle per spheroid
revolution contributes to the time it takes for that particle to make a complete revolution
about the spheroid.
Figure 4.11 shows a collection of contour plots of the angle traveled. This angle is
measured on the trajectories which result from a single spheroid revolution as done for
the contour plots of polar amplitude in Figure 4.8. Again, for each of the plots in this
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Figure 4.11. Contour plots of the angle traveled by trajectories which
result from a single spheroid revolution initialized at the position
(x0, 0, z0). The color map is the angle traveled (measure in degrees) while
the horizontal axis is x0 (measured in cone radius CR) and the vertical axis
is z0 (measured in cone height CH). The left column shows amplitude for
cone angle κ = 30o while the right column shows that for κ = 60o. Plots
are also shown over eccentricities which vary over e = 0.95, 0.995, 0.9995
(from top to bottom). The plane y∗ = 0 intersects the spheroid which is
seen as the center ellipsoid from which no fluid particle can be initialized.
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Figure 4.12. The top figure shows a sample of initial conditions cen-
tered on ×’s in a row (left to right) about x0 = 0 and one at x0 = 0 deep
within the cone structure on a contour plot of the angle traveled. This
is a zoomed in image of the upper left plot in Figure 4.11 where κ = 300
and e = 0.95. The bottom figures are the corresponding trajectories after
one spheroid revolution from which the angle traveled was measured. The
first three are generated by the initial conditions in the top row (left to
right respectively) while the bottom × is the far right trajectory. The
last two ×’s of the top row are the same initial conditions as the red and
green ×’s in Figure 4.10.
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figure, y0 = 0. Further, the set of initial conditions (x0, 0, z0) samples a plane which
intersects the spheroid, and these regions are seen as the black ellipsoids in Figure 4.11.
As with polar amplitude, the angle traveled is symmetric about the origin.
Observe the discontinuity near x0 = 0. To explain the sharp contrast in the gray
scale, Figure 4.12 shows trajectories for four initial positions about this discontinuity
where the center and right ×’s of the row mark the same initial conditions as the left
(red) and center (green) ×, respectively, in Figure 4.10. The change in the gray scale
of angle traveled, from dark gray to off white, corresponds to a jump of 180o. As the
initial condition of a trajectory moves to x0 = 0 from the left, the trajectory begins
to enclose the origin. The result is a jump in the measure of the angle traveled by
precisely 180o. The row of ×’s are initial conditions for the first three trajectories (left
to right) shown in the bottom of Figure 4.12. This enclosure of the origin, resulting
in a discontinuity of the gray scale, is seen in the evolution of these three trajectories.
The contour plots of Figure 4.11 also demonstrate the existence of initial conditions for
which resulting trajectories travel further than 360o on a single spheroid revolution. A
sample of such a trajectory is given in the far right plot at the bottom of Figure 4.12.
Regions for such behavior are found for initial positions deep within the cone structure
and also for those near the top of the cone structure at about half the cone radius.
4.2.4. Vertical fluctuation. Particle trajectories (x∗(t), y∗(t), z∗(t)) exhibit three di-
mensional structure. The vertical fluctuation of a trajectory is regarded as the differ-
ence between the maximum and minimum of the vertical component z∗(t). Figure 4.13
shows a collection of contour plots of the vertical fluctuation. This vertical fluctua-
tion is measured on trajectories which result from a single spheroid revolution as done
for the previous contour plots. Again, the vertical fluctuation is symmetric about the
origin which is illustrated in this figure. Figure 4.13 demonstrates that the areas of
largest vertical fluctuation are near z0 = 0 and about the cone structure edges at
(x0, z0) = (± CR,± CH).
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Figure 4.13. Contour plots of the vertical fluctuation on trajectories
which result from a single spheroid revolution initialized at the position
(x0, 0, z0). The color map is this vertical fluctuation while the horizontal
axis is x0 (measured in cone radius CR) and the vertical axis is z0 (mea-
sured in cone height CH). The left column shows vertical fluctuation for
cone angle κ = 30o while the right column shows that for κ = 30o. Plots
are also shown over eccentricities which vary over e = 0.95, 0.995, 0.9995
(from top to bottom). Again, the plane y∗ = 0 intersects the spheroid
which is seen as the center ellipsoid from which no fluid particle can be
initialized.
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Figure 4.14. Contour plots of the arc length of trajectories which
result from a single spheroid revolution initialized at the position
(r0 cos θ0, r0 sin θ0, z0) as a function of r0 (horizontal axis measured in
CR) and z0 (vertical axis measured in CH) for θ0 = 0
o, 30o, 60o, 90o (left to
right) when the cone angle κ = 30o and eccentricity e = 0.95. By varying
θ0 and recalling that time is measured in spheroid revolutions, this fig-
ure represents a times series of arclength. As explained in the previous
contour plots of polar amplitude, angle traveled, and vertical fluctuation,
each fixed θ0 plane intersects the spheroid. This is observed as the central
black region from which no fluid particle can be initialized and, hence,
from which arc length can not be measured.
4.2.5. Arc length. Although the arc length of a trajectory per spheroid revolution is
not an indicator of orbital period, it is does provide information about the structure of
particle paths. For cone angle κ = 30o and eccentricity e = 0.95, Figure 4.14 displays
contour plots of the arc length of trajectories after a single spheroid revolution. The
left plot results from trajectories sampled over initial position (x0, 0, z0). This set could
be recast as (r0 cos θ0, r0 sin θ0, z0) for θ0 = 0
o. Figure 4.14 shows contour plots over
the set of θ0 = 0
o, 30o, 60o, 90o. Recall that the spheroid starts in the y∗ = 0 plane
with its upper tip in the first quadrant. Initiating a particle at varying θ0 is equivalent
to viewing trajectories initiated at different times since time is measured in spheroid
revolutions.
4.3. Flow properties
4.3.1. Speed. Figure 4.15 displays a collection of contour plots of the magnitude of
the three dimensional velocity field, or the speed, measured at (x∗, 0, z∗). The color
map represents speed while the horizontal axis is x∗ and the vertical axis is z∗. The set
of points (x∗, 0, z∗) samples a plane which intersects the spheroid. Hence, in this set,
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there are values of x∗ and z∗ for which speed is not measured because these points reside
within the body and outside the fluid domain. These regions are the black ellipsoids in
Figure 4.15. As expected, the magnitude of the velocity field is largest near the tips of
the spheroid.
4.3.2. Cylindrical velocity components. The velocity field can be cast into a cylin-
drical coordinate system
x∗ = r cos θ,(4.28)
y∗ = r sin θ,
z∗ = z
resulting in a radial velocity ur, azimuthal velocity uθ and the vertical velocity of the
cartesian system uz. The top four plots in Figure 4.16 show the components of the
cylindrical velocity field for cone angles κ = 30o and 60o and eccentricities e = 0.95
and 0.995 as functions of time in Lagrangian coordinates. The components are along
the trajectory initialized at x∗(0) = (1.25 CR, 0, 0.5 CH). This is the central trajectory
in top and middle plots of Figures 4.1 and 4.2. The bottom row of plots displays the
magnitude of the velocity field, or the speed, along each of the top four trajectories.
Figure 4.16 demonstrates the existence of initial conditions for which local extrema
in the azimuthal and vertical velocity emerge over varying cone angle and eccentricity.
The emergence of local extrema in the speed along particle trajectories is also observed
as cone angle and eccentricity varies. Examine the azimuthal velocities provided by
the dotted curves in the top four plots of Figure 4.16. Note that the fluid particle is
initialized in the upper half space. The azimuthal velocity can obtain a single global
minimum during an epicycle, as seen in the top right plot. As the cone angle decreases,
the top left plot shows that this global minimum becomes a local minimum centered
between two global minima. The particle at these instances of time, the time associated
to the center of this minimal region, has an angular position which is 180o different than
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Figure 4.15. Contour plots of the magnitude of the velocity field, or the
speed, measured at the points (x∗, 0, z∗). The color map is speed while
the horizontal axis is x∗ (measured in cone radius CR) and the vertical
axis is z∗ (measured in cone height CH). The left column shows speed for
cone angle κ = 30o while the right column shows that for κ = 60o. Plots
are also shown over varying eccentricities e = 0.95, 0.995, 0.9995 (from
top to bottom). The plane y∗ = 0 intersects the spheroid which is seen
as the center ellipsoid. No fluid particles reside in this region and, hence,
speed is not measured here.
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Figure 4.16. Components of the cylindrical velocity field (in the top
four plots) and the associated speed (in the bottom two plots) as a func-
tion of time (measured in spheroid revolutions) evaluated along the tra-
jectory determined by the initial condition x∗(0) = (1.25 CR, 0, 0.5 CH) for
eccentricity e = 0.95 (top row) and e = 0.995 (middle row). These are the
central trajectories in top and middle plots of Figures 4.1 and 4.2. Each
feature is provided for cone angles κ = 30o (left column) and κ = 60o
(right column) over 6 spheroid revolutions. The eccentricity of the asso-
ciated speeds are provided in the legends of the bottom row of plots.
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the angular position of the spheroid’s tip in the upper half space. The particle positions
at these extrema are either aligned with the tip at that instant in time or 180o away
and directly opposite the spheroid tip.
4.4. Farfield behavior
It is a natural question to ask how the velocity field decays as |x| → ∞. By
expanding (4.15) in 1/|x| ¿ 1, it is found that
u(x) = −U(x) + 4c
3
3
[
ω˙ sinκ
(
α uSS(x; ex, ey) + γ˜1 uR(x; ez)
)
+ γ˜2(ω˙ cosκ+ σ˙) uR(x; ex)
]
+O
(
1
|x|4
)
.(4.29)
From the transformation in (4.7) which describes the velocity field in the lab frame, it
is further given that
u∗(x∗) =
4c3
3
RωRκ
[
ω˙ sinκ
(
α uSS(R
T
κR
T
ωx
∗; ex, ey) + γ˜1 uR(RTκR
T
ωx
∗; ez)
)
+ γ˜2(ω˙ cosκ+ σ˙) uR(R
T
κR
T
ωx
∗; ex)
]
+ O
(
1
|x∗|4
)
=
4c3
3
(
α ω˙ sinκ uSS(x
∗; e∗x(t), e
∗
y(t)) + γ˜1 ω˙ cosκ uR(x
∗; e∗z(t)) +(4.30)
γ˜2 (ω˙ cosκ+ σ˙) uR(x
∗; e∗x(t))
)
at leading order.
Recall that the transformation x∗(t) = RωRκx moves from a fixed reference frame
defined in x where the spheroid is lying on the x−axis embedded in a flow to the lab
frame defined in x∗ where the spheroid is tilted sweeping out a cone in a fluid otherwise
at rest. If ex, ey, ez represent the basis vectors in the x-coordinate system then the
columns of RωRκ represent the basis vectors in the x
∗-coordinate system. Hence the
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singularity strengths in (4.30) are
e∗x(t) = RωRκex =

sinκ cosω(t)
sinκ sinω(t)
cosκ
 , e∗y(t) = RωRκey =

− sinω(t)
cosω(t)
0
 ,(4.31)
e∗z(t) = RωRκey =

− cosκ cosω(t)
− cosκ sinω(t)
sinκ

providing that e∗x(t) is aligned along the spheroid in the x
∗ system while e∗y(t) and
e∗z(t) replace ey and ez respectively. The time-dependence in the system of ordinary
differential equations governing the far field motion in (4.30) enters in through the
strengths of the singularities.
In its entirety, at leading order, fluid particle trajectories x∗(t) = (x∗(t), y∗(t), z∗(t))
in the far field are found by imposing the initial condition
(4.32) x∗(0) = x∗0
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and solving the non-autonomous system
dx∗
dt
=
4c3
3
(
γ˜1ω˙ sinκ(−y∗ sinκ− z∗ sinω(t) cosκ)
|x∗|3 +
γ˜2(ω˙ cosκ+ σ˙)(−y∗ cosκ+ z∗ sinω(t) sinκ))
|x∗|3
3 ω˙α sinκ(−x∗ sinω(t) + y∗ cosω(t))(sinκ(x∗ cosω(t) + y∗ sinω(t)) + z∗ cosκ)x∗
|x∗|5
)
dy∗
dt
=
4c3
3
(
γ˜1ω˙ sinκ(x
∗ sinκ+ z∗ cosω(t) cosκ)
|x∗|3 +
γ˜2(ω˙ cosκ+ σ˙)(x
∗ cosκ− z∗ cosω(t) sinκ))
|x∗|3
3 ω˙α sinκ(−x∗ sinω(t) + y∗ cosω(t))(sinκ(x∗ cosω(t) + y∗ sinω(t)) + z∗ cosκ)y∗
|x∗|5
)
dz∗
dt
=
4c3
3
(
γ˜1ω˙ sinκ cosκ(x
∗ sinω(t)− y∗ cosω(t)
|x∗|3 +
γ˜2(ω˙ cosκ+ σ˙) sinκ(−x∗ sinω(t) + y∗ cosω(t)))
|x∗|3
3 ω˙α sinκ(−x∗ sinω(t) + y∗ cosω(t))(sinκ(x∗ cosω(t) + y∗ sinω(t)) + z∗ cosκ)z∗
|x∗|5
)
.
It is of interest to examine
(4.33)
1
2
d(|x∗|2)
dt
= x∗ · dx
∗
dt
.
By design, the rotlet singularity offers no contribution to x∗ · dx∗/dt. However, the
stresslet singularity in (4.30) makes the rate of change of |x∗|2 in the far field
(4.34)
d(|x∗|2)
dt
=
8c3 ω˙ α sinκ (e∗y · x∗)(e∗z · x∗)
3 |x∗|3
and non-zero at leading order.
4.4.1. Trajectory property scaling. The velocity field decays like |x∗|−2 in the far
field as provided by singularities at leading order in (4.30). This is demonstrated in
Figure 4.17. The magnitude of the three dimensional velocity field is measured in the
lab frame for y∗ = 0 and z∗ = CH as x∗ increases. This figure shows speed for the exact
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Figure 4.17. Speed as a function of x∗ for the exact velocity field when
cone angle κ = 30o, eccentricity e = 0.95, y∗ = 0, and z∗ = CH compared
to the speed of the far field velocity field in (4.30). The left plot shows
the comparison near the cone structure while the right plot shows a log-
log plot of speed for larger x∗. The log-log plot demonstrates the |x∗|−2
scaling behavior.
solution and the far field expansion near the cone structure and a log-log plot of each
system for larger x∗ compared to |x∗|−2 scaling.
The far field system does not easily predict the scaling of trajectory properties
analytically. Figure 4.18 provides a numerical sample of the scaling of polar amplitude,
the angle traveled, vertical fluctuation, and arclength when the cone angle κ = 30o
and eccentricity e = 0.95. The properties in these figures are measured on trajectories
after a single spheroid revolution for y0 = 0 and z0 = CH as x
∗ increases. However, for
arbitrary cone angle κ and spheroid eccentricity e, it can be numerically shown that for
|x∗| À 1,
Polar amplitude ∼ |x∗|−2, Angle traveled ∼ |x∗|−3,(4.35)
Vertical fluctuation ∼ |x∗|−2, Arclength ∼ |x∗|−2.
The |x∗|−3 decay of angle traveled is consistent with the |x∗|−2 decay of arc length by
definition of arc length as radius times angle.
44
Full Field
Far Field
Polar Amplitude
1 1.5 2 2.5 3 3.5 4 4.5 5
0
0.05
0.1
0.15
0.2
0.25
0.3
0.35
0.4 Full Field
Far Field
x -2
Polar Amplitude
1 10 100
10 -6
10 -5
10 -4
10 -3
10 -2
10 -1
10 0
Full Field
Far Field
Angle Traveled
1 1.5 2 2.5 3 3.5 4 4.5 5
0
50
100
150
200
250
300
350
Full Field
Far Field
x -3
Angle Traveled
1 10 100 1000
10 -9
10 -8
10 -7
10 -6
10 -5
10 -4
10 -3
10 -2
10 -1
10 0
10 1
10 2
Full Field
Far Field
Vertical Fluctuation
1 1.5 2 2.5 3 3.5 4 4.5 5
0
0.02
0.04
0.06
0.08
0.1
0.12
0.14
0.16
0.18
0.2
Full Field
Far Field
x -2
Vertical Fluctuation
1 10 100 1000
10 -7
10 -6
10 -5
10 -4
10 -3
10 -2
10 -1
10 0
Full Field
Far Field
Arclength
1 1.5 2 2.5 3 3.5 4 4.5 5
0
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
2
2.2
2.4
2.6
2.8
3
Full Field
Far Field
x -2
Arclength
1 10 100
10 -5
10 -4
10 -3
10 -2
10 -1
10 0
Figure 4.18. Trajectory properties as a function of initial radius r0 =√
x20 + y
2
0 for the exact velocity field when the cone angle κ = 30
o, ec-
centricity e = 0.95, y0 = 0, and z0 = CH compared to those of the far
field velocity field in (4.30). The left column shows the comparison near
the cone structure while the right column shows a log-log plot of these
properties for larger r0. The log-log plot includes the scaling behavior of
each property as a function of r0.
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4.4.2. Small cone angle κ. Consider an expansion of the far field velocity field in
the lab frame in (4.30) for small cone angle κ. Retaining only O(κ) terms yields
dx∗
dt
= v0(x
∗) + κ v1(x∗, t)(4.36)
=
4c3γ˜2 ω˙
3|x∗|3

−y∗
x∗
0
 +
κ
4c3(γ˜2 − γ˜1) ω˙3|x∗|3

z∗ sinω(t)
−z∗ cosω(t)
−x∗ sinω(t) + y∗ cosω(t)
 +
4c3α ω˙
|x∗|5 (−x
∗ sinω(t) + y∗ cosω(t)) z∗

x∗
y∗
z∗


for |x| À 1. At leading order, the far field velocity field is a single rotlet oriented
in the positive z∗−direction as might be expected. Transforming to spherical polar
coordinates,
x∗ = r cos θ sinφ(4.37)
y∗ = r sin θ sinφ
z∗ = r cosφ
with 0 ≤ φ < pi and 0 ≤ θ < 2pi, the system in (4.36) is rewritten as
dr
dt
= κ
2c3α ω˙
r2
sin 2φ sin(θ − ω(t))(4.38)
dφ
dt
= κ
4c3(γ˜1 − γ˜2) ω˙
3r2
sin(θ − ω(t))
dθ
dt
=
4c3γ˜2 ω˙
3r2
sinφ+ κ
4c3(γ˜1 − γ˜2) ω˙
3r2
cosφ cos(θ − ω(t)).
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Notice that the body frame of reference described in (4.24) of section 4.2 is obtained
through the transformation ϑ = θ − ω(t) which is readily available in (4.38). In this
reference frame, the averaging theorem (Sanders & Verhulst 1985) can be invoked to
show that r and φ stay within O(κ) of their initial values for (long) times of order
O(1/κ). Notice further that an invariant
(4.39) r = ρ(φ)
exists for this system. In fact,
(4.40)
dr
dt
=
dρ
dφ
dφ
dt
and by inspection
(4.41)
dρ
dφ
=
3α
2(γ˜1 − γ˜2) sin 2φ
so that
(4.42) r = ρ(φ) =
3α
4(γ˜2 − γ˜1) cos 2φ+ C .
Rotational symmetry with respect to ϑ generates a surface when the constant of inte-
gration C is picked by the initial conditions r0 and φ0.
The invariant surface provides a reduction of the system by elimination of, say, φ
through
cos 2φ =
4(γ˜2 − γ˜1)
3α
(r − C) .(4.43)
Away from initial conditions within a neighborhood of order κ around φ0 = 0, pi/2, the
sign of sin 2φ is fixed and thus, for ω(t) = ω˙ t, the far field small cone angle reduces to
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the (r, ϑ) system
dr
dt
= κ ω˙
2c3α
r2
S(r) C(r) sinϑ(4.44)
dϑ
dt
= ω˙
(
−1 + 4c
3γ˜2
3r2
S(r) + κ4c
3(γ˜2 − γ˜1)
3r2
C(r) cosϑ
)
,
with the notation
S(r) ≡
√
1
2
(
1− 4(γ˜2 − γ˜1)
3α
(r − C)
)
, C(r) ≡
√
1
2
(
1 + α
4(γ˜2 − γ˜1)
3α
(r − C)
)
.
This system can be reduced by quadratures with an appropriate integrating factor. The
function
K =
∫ r (−3s2 + 4c3γ˜2 S(s)
6c3αS(s) C(s) e
R s 2(fγ2−fγ1)
3αS(u) du
)
ds+ κ cosϑ e
R s 2(fγ2−fγ1)
3αS(s) ds
is invariant along solutions of system (4.45). This invariant evaluated at ϑ = 0, pi
(where dr/dϑ = 0 according to system (4.45)) yields an approximate expression for the
(projected) epicycle amplitude as a function of the initial conditions r0 and φ0,
(4.45) ae ' κ
12c3α
(S(r0))2C(r0)
3r20 − 4c3γ˜2 S(r0)
,
which shows explicitly the far field decay as 1/r20.
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4.4.3. Farfield cylindrical radial limit. The limit of the exact velocity field as the
cylindrical radius
√
x∗2 + y∗2 →∞ in the lab frame provides
dx∗
dt
=
4ω˙c3
3
(
3 α sin2 κ (x∗ cosω + y∗ sinω)2(−x∗ sinω + y ∗ cosω)
(x∗2 + y∗2)5/2
− y
∗ (γ˜1 sin2 κ+ γ˜2 cos2 κ)
(x∗2 + y∗2)3/2
)
dy∗
dt
=
4ω˙c3
3
(
3 α sin2 κ (x∗ cosω + y∗ sinω)(−x∗ sinω + y ∗ cosω)2
(x∗2 + y∗2)5/2
+
x∗ (γ˜1 sin2 κ+ γ˜2 cos2 κ)
(x∗2 + y∗2)3/2
)
dz∗
dt
=
4ω˙c3
3
(
(γ˜1 − γ˜2) sinκ cosκ (x∗ sinω − y∗ cosω)
(x∗2 + y∗2)3/2
)
Transforming to cylindrical coordinates
x∗ = r cos θ
y∗ = r sin θ
z∗ = z,
this system is rewritten as
dr
dt
= 2 ω˙ c3 α sin2 κ
sin 2ϑ
r2
(4.46)
dϑ
dt
=
4ω˙c3
3
(
−1 + γ˜1 sin
2 κ+ γ˜2 cos
2 κ
r2
)
dz
dt
=
2 ω˙ c3
3
(γ˜1 − γ˜2) sinκ cosκ sinϑ
r2
(4.47)
through the change of variables ϑ = θ − ω(t). Notice the invariant r = r(ϑ) where by
inspection
(4.48)
dr
dϑ
=
3α sin2 κ sin 2ϑ
2(−r2 + γ˜1 sin2 κ+ γ˜2 cos2 κ)
.
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This separable ordinary differential equation provides the invariant
(4.49)
2r3
3
− 2r (γ˜1 sin2 κ+ γ˜2 cos2 κ) = 3α sin
2 κ cos 2ϑ
2
+ C.
By using the fact that for sufficiently large r the left-hand side of this equation
is monotonic increasing, the maximal excursion that the cylindrical radius can expe-
rience during the evolution governed by system (4.47) is determined by the maximal
variation in ϑ of the right-hand side. Thus, for large initial radial conditions r0, by
a simple application of the mean value theorem, the projected epicycle amplitude is
approximately
(4.50) ae ' 3α sin
2 κ
2r20
.
4.5. An additional rotation
We have examined the motion of a body sweeping out a cone defined by the boundary
conditions in (4.9). This motion has a “dark side of the moon” feature for which the
surface of the spheroid interior to the cone swept by its long axis always remains on the
interior. This constraint can removed by considering an additional rotation about the
major axis as it sweeps out a cone. It turns out that practical experimental set-ups,
for which the present free precessing spheroid is an idealization, can induce this extra
rotation due to a combination of external forces (such as friction from the suspension
point) and it is relevant to include its effects. This additional rotation can be imposed
in the body frame of reference and the velocity field in the lab frame can be constructed
with the transformations of section 4.1.1.
Recall the boundary conditions for the auxiliary problem defined by (4.5). The far
field condition can be expressed as
(4.51) RTκU(Rκx) = −ω˙ sinκ (ez × x)− ω˙ cosκ (ex × x) .
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where the velocity field
v1(x) = −ω˙ sinκ
(
(ez × x)−∫ c
−c
(c2 − s2)
[
αuSS(x− s; ex, ey) + γ˜1uR(x− s; ez)
]
ds+
β
∫ c
−c
(c2 − s2)2 ∂
∂y
uD(x− s; ex) ds
)
(4.52a)
v2(x) = −ω˙ cosκ
(
(ex × x) − γ˜2
∫ c
−c
(c2 − s2)uR(x− s, ex) ds
)
(4.52b)
satisfies Stokes equations with
v1(x0) = 0
lim
x→∞
v1(x) = −ω˙ sinκ (ez × x)(4.53a)
v2(x0) = 0
lim
x→∞
v2(x) = −ω˙ cosκ (ex × x)(4.53b)
with, again, x0 on the boundary of the spheroid in the body frame of reference given
by (4.1).
An additional rotation of rate σ˙ on the spheroid in the lab frame can be constructed
through the solution to the boundary value problem
v(x0) = V(x0)
= σ˙ (ex × x0)(4.54)
lim
x→∞
v(x) = RTκU(Rκx).
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Figure 4.19. Comparison between trajectories with (bottom) and with-
out (top) an added axial rotation of the spheroid. The trajectories are
shown after 20 revolutions for cone angle κ = 45o and eccentricity e = 0.95
when the axial rotation rate σ˙ = 2ω˙ is twice the rotation rate of sweeping
out a cone. The initial conditions are the same as those in Figure 4.1 and
4.2. The right column shows the corresponding trajectories in the body
frame of reference which generate the lab frame motion.
The solution to Stokes equations which satisfies
u(x0) = 0(4.55)
lim
x→∞
u(x) = RTκU(Rκx).
has been determined in (4.15). By examining the velocity field v2 in (4.52b) and (4.53b),
it is clear that
v˜(x) = σ˙ γ˜2
∫ c
−c
(c2 − s2)uR(x− s, ex) ds(4.56)
satisfies
v˜(x0) = σ˙ (ex × x0)
lim
x→∞
v˜(x) = 0(4.57)
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and, hence,
v(x) = v˜(x) + u(x)
= −ω˙ sinκ (ez × x)− ω˙ sinκ (ex × x) +
ω˙ sinκ
∫ c
−c
(c2 − s2)
[
αuSS(x− s; ex, ey) + γ˜1uR(x− s; ez)
]
ds+
ω˙ β cosκ
∫ c
−c
(c2 − s2)2 ∂
∂y
uD(x− s; ex) ds+
(ω˙ cosκ+ σ˙) γ˜2
∫ c
−c
(c2 − s2)uR(x− s, ex) ds(4.58)
is the appropriate body frame velocity field.
Reconsider the transformations Rκ and Rω in section 4.1.1 which tilted the spheroid
and made the body rotate around the vertical axis. Applying these transformations in
the same manner,
(4.59) v∗(x∗) = U(x∗) +RωRκv(RTκR
T
ωx
∗)
can be constructed which satisfies the boundary conditions
v∗(x∗0) = U(x
∗
0) +V
∗(x∗0)
lim
x∗→∞
v∗(x∗) = 0(4.60)
where U(x) = ω˙ (y,−x, 0) as before and
V∗(x∗) = RωRκV(RTκR
T
ωx
∗)
= σ˙

−y∗ cosκ+ z∗ sinκ sinω(t)
x∗ cosκ− z∗ sinκ cosω(t)
sinκ(−x∗ sinω(t) + y∗ cosω(t))
 .(4.61)
A discussion of Euler angles and general rigid body motions in Appendix E.4 shows
that the boundary value problem in (4.54) is the appropriate one to consider before a
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transformation to the lab frame is applied, in order to model an added rotation of the
spheroid about its major axis as it sweeps out a cone.
A comparison between trajectories with and without this additional rotation is
shown in Figure 4.19 for cone angle κ = 45o and eccentricity e = 0.95 after 20 spheroid
revolutions when the axial rotation rate σ˙ = 2ω˙ is twice the rotation rate of cone-
sweeping. This figure also shows the corresponding trajectories in the body frame
through the transformation in (4.23). These closed orbits generate the lab frame mo-
tion.
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CHAPTER 5
A slender body sweeping a double cone in free space.
5.1. An asymptotic solution
One analytical tool for obtaining solutions to Stokes equations is singularity theory
(Burgers 1938; Batchelor 1970b; Blake 1971; Chwang & Wu 1975; Kim 1986; Pozrikidis
1997). The basis is to construct solutions to particular boundary value problems by
superposition of fundamental solutions. In chapter 4, singularity theory was used to
obtain an exact solution for a spheroid sweeping a double cone in free space and extended
to exactly describe the added rotation of the spheroid about it axis as it sweeps a cone.
However, determining solutions to Stokes equations is difficult in general for arbitrary
boundary conditions. When the body is slender, that is, its length is much larger than
its width, slender body theory (Burgers 1938; Batchelor 1970b; Taylor 1969) can be
used to obtain approximate solutions to the Stokes flow problem under consideration.
The basis is to construct an asymptotic solution through the appropriate distribution
of Stokeslet singularities alone. The Stokeslet velocity field satisfies
µ∇2u+ 8pi µα δ(x− s) = ∇p(5.1)
∇ · u = 0
and is provided as
u(x− s;α) = α|x− s| +
[α · (x− s) ] (x− s)
|x− s|3(5.2)
(Pozrikidis 1997) where δ(x) is the three-dimensional Dirac delta function and α char-
acterizes the Stokeslet strength and s its location.
Define δ to be a measure of the body’s radius to its length. A body is defined to be
slender if δ ¿ 1. Batchelor (1970b) used slender body theory to construct asymptotic
solutions to Stokes equations for slender bodies of arbitrary cross-section translating
uniformly and moving linearly, with the later corresponding to rigid body rotation or
pure strain. These solutions were constructed by placing Stokeslets of the appropriate
strength along the entire interior centerline of the body. Slender body theory exploits
the small parameter δ in its attempt to find a suitably chosen line distribution of
Stokeslets to approximate the Stokes flow problem under consideration.
In chapter 4, we utilized the singularity theory of Chwang & Wu (1975) to obtain
an exact solution for a spheroid spinning about its midpoint sweeping out a double
cone in an infinite fluid otherwise at rest. In this chapter, we utilize the slender body
theory of Batchelor (1970b) to construct an asymptotic solution for a slender body
undergoing the same motion. We take a slightly different approach then the one used
in obtaining the exact solution. In the construction of the exact solution, utilizing the
singularity theory of Chwang & Wu required us to examine an auxiliary problem in a
body frame of reference where the spheroid was lying on an axis embedded in a special
far field rotation. In that work, we considered an additional body frame of reference
where ensuing trajectories where denoted generators. In the generator frame, the body
was tilted and embedded in a far field rotation about the vertical axis (0, 0, 1). In the
auxiliary problem, the body was embedded in a rotation whose axis was (sinκ, 0, cosκ)
where κ is the cone angle of the precessing lab frame spheroid. Here, we again construct
a solution in the lab frame from a body frame of reference. However, we adopt only
a single body frame of reference and namely the one which delivered the so-called
generators in chapter 4.
5.1.1. A slender tilted body. Batchelor (1970b) considered a slender body of length
2` and radius r0 lying centered on the x−axis translating uniformly and undergoing
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certain linear motions. Let x0 = (x0, y0, z0) lie on the boundary of the rigid body
−` < x0 < `(5.3)
r0 =
√
y20 + z
2
0 .
Then, more specifically, Batchelor examined Stokes flow for a slender body whose
boundary was subject to the linear velocity V(x0) = (a x0, b x0, c x0) which is solely a
function of the axis for which the length of body is oriented, with a, b, c constant. The
velocity field which satisfies Stokes equations and the boundary conditions
u(x0) = V(x0)(5.4)
lim
x→∞
u(x) = 0
in limit of
(5.5) δ =
r0
`
¿ 1
was provided as a line distribution of Stokeslets
(5.6) u(x) =
∫ `
−`
(
α(s)
|x− xs(s)| +
(x− xs(s)) [ (x− xs(s)) ·α(s) ]
|x− xs(s)|3
)
ds
where the singularity strength α(s) and locations xs(s) are
α(s) =
² s
4
(
a, 2 b, 2 c
)
(5.7)
xs(s) = (s, 0, 0 )
with the small parameter
(5.8) ² =
[
log
(
2
δ
)]−1
an outcome of the asymptotic analysis. Stokeslet singularities are distributed along
the entire interior centerline of the body and their strength is linear in length along
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the body where, in contrast, the same body translating by the uniform velocity V =
(a, b, c) is approximated by the Stokeslet distribution above with, instead, α(s) ≡ α =
² (a, 2b, 2b)/4 constant. The error in each approximation is order ².
As a note, the total force exerted by a Stokeslet on the fluid outside a surface S
enclosing it, is provided by the Stokeslet strength
F = −
∫
S
σ · nˆ dS = −
∫
V
∇ · σ dV = 8pi µα(5.9)
where nˆ is the outward normal to S and σ = −p I + µ(∇u + ∇uT ) is the stress
tensor for an incompressible Newtonian fluid. An application of the divergence theorem
provides the volume V within S. The asymptotic solution stated above for the uniform
translation of a slender body thus captures that the drag due to transverse motion is
twice the drag due to axial motion which was obtained first by Burgers (1938).
Now consider a slender body of length 2` and radius r0, centered at the origin, but
tilted by an angle κ from the positive z−axis. By applying the steady clockwise rotation
(5.10) Rκ =

sinκ 0 − cosκ
0 1 0
cosκ 0 sinκ

of the (x, z) plane through an angle κ, to the body in (5.3), points x0 = (x0, y0, z0) on
the boundary of this tilted body satisfy
−` < x0 sinκ+ z0 cosκ < `(5.11)
r20 = y
2
0 + (−x0 cosκ+ z0 sinκ)2
where
(5.12) s∗ = x0 sinκ+ z0 cosκ.
runs along the interior centerline of the body.
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In the calculations to follow, it is of interest to view the body in (5.11) as a pa-
rameterization. We do so by examining it as the intersection of a sphere with radius
r0 centered at s
∗ and the plane with normal nˆ = (sinκ, 0, cosκ) containing the point
c = (s∗ sinκ, 0, s∗ cosκ). The vector nˆ is directed along the length of the tilted body.
The equation of the plane is x sinκ + z cosκ = s∗ while the sphere is described by
(x− s∗ sinκ)2 + y2 + (z− s∗ cosκ)2 = r20. Their intersection is a circle with center c pa-
rameterized as x0(θ) = c+r0 cos θ iˆ
′+r0 sin θ jˆ′ for 0 ≤ θ < 2pi where iˆ′, jˆ′ are unit vectors
mutually perpendicular in the plane for which the circle lies. Since nˆ = (sinκ, 0, cosκ),
choose iˆ′ = (cosκ, 0, − sinκ). Then jˆ′ = nˆ× iˆ′ = (0, 1, 0). Hence
(5.13) x0(θ) = s
∗

sinκ
0
cosκ
+ r0 cos θ

cosκ
0
− sinκ
+ r0 sin θ

0
1
0
 .
Non-dimensionalizing x0 by half the body length `, the calculation above provides that
(5.14) x0 ∼

s∗ sinκ
0
s∗ cosκ
 (−1 < s∗ < 1 )
neglecting terms of order δ.
5.1.2. From the body frame to the lab frame. As in chapter 4, we will be describ-
ing fluid motion with respect to two frames of reference, one fixed with the laboratory
and one rotating with the body. In the laboratory frame, the body would appear to be
moving in a background flow that is otherwise at rest. In the rotating, or body, frame,
the body would appear to be at rest and embedded in some rotating background flow.
To utilize the asymptotics presented by Batchelor (1970b), we seek the velocity
solution for a slender body embedded in a linear flow. More precisely, we are interested
in the generator velocity field: the velocity solution for the motion induced by a slender
body tilted in the (x, z) plane by an angle κ from the positive z−axis, embedded in
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the far field rotation of the (x, y) plane. For x0 on the boundary of the tilted body in
(5.14), we desire the velocity which satisfies
u(x0) = 0(5.15)
lim
x→∞
u(x) = U(x)
in the slender limit defined by δ ¿ 1 where
U(x) = ω˙ (y, −x, 0) = −ω˙ (ez × x) , ez = (0, 0, 1)(5.16)
is a clockwise rotation of the (x, y) plane. The laboratory frame velocity solution for the
motion induced in a fluid otherwise at rest by a rigid body rotating about its midpoint
sweeping out a cone is provided, as in chapter 4, through the transformation defined by
the matrix
(5.17) Rω =

cosω(t) − sinω(t) 0
sinω(t) cosω(t) 0
0 0 1

and the change of variables
(5.18) x∗(t) = Rωx
where Rω is a time-dependent counter-clockwise rotation of the (x, y) plane by an angle
ω(t). This provides a velocity field in the rotated x∗-coordinate system as
u∗(x∗) = −U(x∗) +Rωu(RTωx∗).(5.19)
Suppose we can solve the body frame problem in (5.15) and let x∗0 lie on the boundary
of the tilted rotating body in the laboratory frame. Then the construction of a solution
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which satisfies the boundary conditions
u∗(x∗0) = −U(x∗0)
lim
x∗→∞
u∗(x∗) = 0(5.20)
is verified by the velocity (5.19) where the change of variables (5.18) guarantees that
lim
x∗→∞
u∗(x∗) = −U(x∗) +RωU(RTωx∗)(5.21)
= 0.
The boundary condition in (5.20) coupled with the Stokes equations describes the
velocity field u∗(x∗) due to the rigid body motion of a slender body centered at the
origin tilted in the (x∗, z∗) plane by an angle κ, rotating in the (x∗, y∗) plane sweeping
out a double cone in a low Reynolds number fluid which is otherwise at rest. Obtain-
ing the fluid motion in the lab frame of reference has been reduced to the solution of
the auxiliary problem in the body frame of reference defined by (5.22). This auxiliary
problem provides the so-called generator described in chapter 4. That is, every trajec-
tory in the body frame of the auxiliary problem can be viewed as generators of the lab
frame motion through the transformation in (5.18). Solutions to the auxiliary problem
of (5.22) are the generators.
5.1.3. The free space generator solution. Let x0 = (x0, y0, z0) lie on the boundary
of the slender tilted body in (5.11). We seek the Stokes velocity field which satisfies the
boundary conditions
u(x0) = 0(5.22)
lim
x→∞
u(x) = ω˙ (y, −x, 0)
in the slender limit δ ¿ 1 defined in (5.5). We construct the solution as
(5.23) u(x) = ω˙ (y, −x, 0) + uS(x)
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where uS(x) is a singularity-induced velocity field given by a line distribution of Stokeslets
with unknown strength. By nature of the Stokeslet, the far field boundary condition is
satisfied. We thus seek the Stokeslet strength so that
uS(x0) = −ω˙ (y0, −x0, 0).(5.24)
We determine this strength by matching the leading order terms on the left and right
side of (5.24) obtained in the slender limit of δ ¿ 1. Through the transformation in
(5.19), an asymptotic solution for a slender body sweeping a double cone in an infinite
viscous fluid is provided as
u∗(x∗) = −U(x∗) +Rω
[
U(RTωx
∗) + uS(RTωx
∗)
]
(5.25)
= Rωu
S(RTωx
∗).
Recall, from (5.14), that on the tilted slender body
x0 ∼ s∗ sinκ, y0 ∼ 0, z0 ∼ s∗ cosκ(5.26)
with errors of order δ. Hence
(5.27) −ω˙ (y0, −x0, 0) = ω˙ sinκ (0, s∗, 0) +O(δ).
Thus satisfying (5.23) means constructing a distribution of Stokeslets for which
(5.28) uS(x0) ∼ ω˙ sinκ (0, s∗, 0)
in the limit of δ ¿ 1. Motivated by the slender body theory of Batchelor (1970b)
presented in section 5.1.1, we impose
(5.29) α(s) = (0, αs, 0)
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and seek the constant coefficient α. Specifically, we impose a distribution of Stokeslets
along the length of the tilted body at
(5.30) xs(s) = (s sinκ, 0, s cosκ) (−` < s < ` )
and seek the singularity strength α(s) for which
(5.31) uS(x) =
∫ `
−`
(
α(s)
|x− xs(s)| +
(x− xs(s)) [ (x− xs(s)) ·α(s) ]
|x− xs(s)|3
)
ds
satisfies (5.28) in the limit δ ¿ 1.
With details provided in Appendix F.1, prescribing
(5.32) α =
ω˙ ² sinκ
2
guarantees that (5.28) holds for δ ¿ 1 and ` ± s∗ À r0 with errors of order ² (where
² = (log(2/δ))−1 as in (5.8)). Since s∗ measures length along the body (see (5.12)), the
later constraint provides a distribution which is not uniformly valid along the body and
requires that one stay bounded away from the ends of the slender body by an order
δ. Hence, in a small region near the ends of the body, larger errors, in approximating
the solution to (5.22) by the Stokeslet distribution in (5.31), exist (see Appendix F.2).
Ignoring these end effects on the perception that a change in the shape of the end has
a negligible effect on the total force exerted on the fluid by the body, has been used in
the slender body theory of Tuck (1964), Cox (1970), Tillett (1970), Batchelor (1970b),
and Keller & Rubinow (1976). An improvement to slender body theory, requiring
higher order singularities, which retains both the end effect and the effect of local body
curvature (larger than the cross-sectional radius of the body) is provided by Johnson
(1980).
The desired distribution for a slender body centered at the origin, tilted in the (x, z)
plane by an angle κ in free space, and embedded in a far field rotation of the (x, y) plane
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is
u1(x) = ω˙ y +
ω˙ ² sinκ
2
∫ `
−`
(x− s sinκ)ys
((x− s sinκ)2 + y2 + (z − s cosκ)2)3/2 ds(5.33)
u2(x) = −ω˙ x + ω˙ ² sinκ
2
∫ `
−`
(
s√
(x− s sinκ)2 + y2 + (z − s cosκ)2 +
y2s
((x− s sinκ)2 + y2 + (z − s cosκ)2)3/2
)
ds
u3(x) =
ω˙ ² sinκ
2
∫ `
−`
y(z − s cosκ)s
((x− s sinκ)2 + y2 + (z − s cosκ)2)3/2 ds.
This is the generator for the slender free space velocity field by which the transformation
in (5.18) provides the laboratory frame fluid motion.
5.2. Trajectory properties
The asymptotics initiated by Batchelor (1970) in Appendix D, which provide our
solution, are not uniformly valid along the body. That is, the asymptotic expansion
is valid for x0 bounded away from the ends of the slender body at s
∗ = ±` by r0.
Nonetheless, the singularity strength is imposed. A comparison of the trajectory and
flow properties between the exact solution of Chapter 4 and the asymptotic solution is
now provided. An examination of the classic slender body theory of Batchelor, which
fails at the tip, is provided in Appendix F.2 for a uniform translation of a slender body.
The particle trajectory x∗ = (x∗(t), y∗(t), z∗(t)) for a tracer moving passively in the
presence of this fluid flow must be computed numerically from the system of nonau-
tonomous ordinary differential equations
(5.34)
dx∗
dt
= u∗(x∗(t), t)
where u∗(x∗) is provided by (5.31). A typical series of trajectories for the slender free
space solution is depicted in Figures 5.1 and 5.2 for the cone angles κ = 30o and 60o
and varying slenderness δ = 0.1 and δ = 0.01 when the rotation rate of sweeping out a
cone is ω˙ = 2pi. Initially, the upper tip of the body is located at (sinκ, 0, cosκ). These
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same values define a cone radius CR and a cone height CH
CR = sinκ, CH = cosκ.(5.35)
For each set of κ and δ in Figures 5.1 and 5.2, trajectories for the initial positions
(5.36) x∗(0) =

(1.5 CR, 0, CH)
(1.25 CR, 0, 0.5 CH)
(CR, 0, 0)
after 20 body revolutions computed using 4th-order Runge-Kutta with 10 4 time steps
per revolution on the asymptotic velocity field are shown. The numerical algorithm is
provided in Appendix F.4 as a Fortran 77 code.
The body geometry of the exact solution constructed in Chapter 4 was that of a
prolate spheroid (4.1). A spheroid is an ellipsoid with two of its axis equal. Let 2a be
the length of the spheroid’s major axis and 2b be the length of its minor axis. Prolate
requires that a > b. The focal length 2c and eccentricity e of a such a spheroid are
related by c =
√
a2 − b2 = e a. If we define δ = b/a to be a measure of the spheroid’s
slenderness, then the eccentricity is expressed as e =
√
1− δ2 and
δ = 0.1 =⇒ e ≈ 0.995
δ = 0.01 =⇒ e ≈ 0.99995.(5.37)
Hence, the trajectories with δ = 0.1 in Figures 5.1 and 5.2 can be related to the
trajectories with e = 0.995 in the middle of Figures 4.1 and 4.2 for the exact solution
of Chapter 4 through the slenderness parameter. This can be seen qualitatively by
comparing corresponding bodies.
The trajectories in Figures 5.1 and 5.2 exhibit two oscillations. A faster fluctuation
related to the rotation rate of the spheroid and a distant dependent slower cycle. These
are same qualitative oscillations seen in trajectories of Chapter 4. The asymptotic
solution in this chapter is valid for δ ¿ 1. To obtain the appropriate range of δ for
65
δ = 0.1
κ = 30o
δ = 0.01
κ = 30o
Figure 5.1. Particle trajectories of the asymptotic solution for δ = 0.1
(top row) and δ = 0.01 (bottom row) and cone angle κ = 30o for the
initial positions in (5.36). The corresponding top view is shown to the
right.
δ = 0.1
κ = 60o
δ = 0.01
κ = 60o
Figure 5.2. Particle trajectories of the asymptotic solution for δ = 0.1
(top row) and δ = 0.01 (bottom row) and cone angle κ = 60o for the
initial positions in (5.36). The corresponding top view is shown to the
right.
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this model, we compare trajectories and flow properties for the slender body solution
to those of the exact solution.
5.2.1. Polar amplitude. As defined in (4.22) of Chapter 4, polar amplitude is re-
garded as the radial excursion of a trajectory over a time interval [0, T ] projected on
the z = 0 plane. We examine polar amplitude measured on trajectories which re-
sult from a single spheroid revolution, or more precisely, on trajectories over times
0 ≤ t < 2pi for the exact and the slender body free space solution. The amplitude is
measured for a fixed cone geometry over the initial positions (x0, 0, z0). This set of ini-
tial conditions samples a plane which intersects the body. Hence, there is a set of x0 and
z0 for which polar amplitude should not be measured because points in this set reside
outside the fluid domain. To compare the two theories, examine the body geometry
of each again. The exact solution involves a spheroid with major axial length 2a and
minor axial length 2b. The asymptotic solution involves a slender cylinder with length
` and radius r0. As mentioned in the above subsection, we define spheroid slenderness
by b/a. For the asymptotic theory, δ = r0/`. Thus the comparison between the exact
and asymptotic solutions is done by choosing a = ` and b = r0. Hence, the spheroid
is contained within the slender cylinder where their intersection is the circle of radius
r0 centered about x = 0 tilted by an angle κ. The set of initial conditions (x0, 0, z0)
excluded in the sampling of polar amplitude are thus those for which y = 0 intersects
a tilted cylinder centered about the origin.
Figures 5.3 and 5.4 show polar amplitude on trajectories after a single revolution for
fixed slenderness δ over cone angles κ = 30o (top row) and κ = 60o (bottom row) for the
exact and asymptotic solutions as a function of initial position. Figure 5.3 has δ = 0.1
while figure 5.4 has δ = 0.01. The left column of each figure is the exact solution while
the right column is the slender body solution. The color map is amplitude while the
horizontal axis is x0 (measured in cone radius CR) and the vertical axis is z0 (measured in
cone height CH). The tilted black trapezoid in each plot is the intersection of the sample
plane with the cylinder for which initial positions do not reside. Details regarding the
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Figure 5.3. Color maps of polar amplitude when δ = 0.1 for the ex-
act free space solution (left column) and the asymptotic solution (right
column) over cone angles κ = 30o (top row) and κ = 60o (bottom row)
as a function of initial position (x0, 0, z0) where the horizontal axis is x0
(measured in cone radius CR) and the vertical axis is z0 (measured in
cone height CH). These initial conditions sample a set which intersects
the body and where polar amplitude should not be measured. This set is
seen as the black trapezoid off to the right in each plot.
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Figure 5.4. Color maps of polar amplitude when δ = 0.01 for the exact
free space solution (left column) and the asymptotic solution (right col-
umn) over cone angles κ = 30o (top row) and κ = 60o (bottom row). See
Figure 5.3 for further description.
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Figure 5.5. Color maps of the relative error Errorrel (Amp) defined in
(5.38) between the polar amplitudes measured in Figures 5.3 and 5.4 for
δ = 0.1 (top row) and δ = 0.01 (bottom row) over cone angles κ = 30o
(left column) and κ = 60o (right column) .
structure of these plots are provided for the exact solution in Section 4.2.2 of Chapter
4.
Figures 5.3 and 5.4 provide a qualitative comparison of polar amplitude between
the exact and asymptotic solutions. As δ decreases, the color maps become harder
to distinguish, as expected. Define u∗exact and u
∗
slender to be the exact and asymptotic
velocity fields in the laboratory frame, respectively. Consider the absolute difference
between polar amplitudes of the exact solution Amp(u∗exact) and that of the asymptotic
solution Amp(u∗slender) relative to their average defined by
(5.38) Errorrel (Amp) = 2
|Amp(u∗exact)− Amp(u∗slender) |
(Amp(u∗exact) + Amp(u∗slender))
.
Color maps of Errorrel (Amp) for the polar amplitude in Figures 5.3 and 5.4 are provided
in Figure 5.5.
For δ ≤ 0.1 and x0 > CR, the error in polar amplitude between the exact and
asymptotic solutions is < 5% of their average. There are areas of large error about
the slender cylindrical body which are on the order of r0 and decrease with increasing
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slenderness as seen by comparing rows in Figure 5.5. There is also a region about x0 = 0
where this error in polar amplitude is large. The thickness of this region is thinner than
the radius of the body and decreases with increasing slenderness. It should be noted
that x0 = 0 is within the radius CR defining the cone structure. There is an additional
structure of larger error in the left plane −CR < x0 < 0. For δ = 0.01, this appears as a
contour whose value is on the order of 5%. Overall, the regions for which Errorrel (Amp)
exceeds 25% are attached to the body, inside the cone, and relatively small.
In summary, for δ = 0.1, the relative error of polar amplitude defined in (5.38)
between the exact solution and the asymptotic solution outside the radius defined by
the cone structure is < 5%. Increasing slenderness (decreasing δ) results in decreasing
Errorrel (Amp).
5.2.2. Angle traveled. As in Chapter 4, we examine the angle traveled by a fluid
particle after a single spheroid revolution. Figures 5.6 and 5.7 show this angle for fixed
slenderness δ over cone angles κ = 30o (top row) and κ = 60o (bottom row) for the
exact and asymptotic free space solutions as a function of initial position. Figure 5.6
has δ = 0.1 while figure 5.7 has δ = 0.01. The left column of each figure is the exact
solution while the right column is the slender body solution. The color map is angle
traveled while the horizontal axis is x0 (measured in cone radius CR) and the vertical
axis is z0 (measured in cone height CH). The tilted black trapezoid in each plot is the
intersection of the sample plane with the cylinder, as explained in measurements of
polar amplitude in the previous section. Details regarding the structure of these plots
are provided for the exact solution in Section 4.2.3 of Chapter 4.
Figures 5.6 and 5.7 provide a qualitative comparison of the angle traveled for the
exact and asymptotic solutions. As δ decreases, the color maps become harder to
distinguish, as expected. Consider the absolute difference between the angle traveled
by a fluid particle in the exact solution Ang(u∗exact) and that of the asymptotic solution
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Figure 5.6. Color maps of the angle traveled by a trajectory after one
revolution when δ = 0.1 for the exact free space solution (left column)
and the asymptotic solution (right column) over cone angles κ = 30o (top
row) and κ = 60o (bottom row) as a function of initial position (x0, 0, z0)
where the horizontal axis is x0 (measured in cone radius CR) and the
vertical axis is z0 (measured in cone height CH). These initial conditions
sample a set which intersects the body and where angle traveled should
not be measured. This set is seen as the black trapezoid off to the right
in each plot.
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Figure 5.7. Color maps of angle traveled by a trajectory after one rev-
olution when δ = 0.01 for the exact free space solution (left column) and
the asymptotic solution (right column) over cone angles κ = 30o (top
row) and κ = 60o (bottom row). See Figure 5.6 for further description.
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Figure 5.8. Color maps of the relative error Errorrel (Ang) defined in
(5.39) between the angles traveled per revolution measured in Figures 5.6
and 5.7 for δ = 0.1 (top row) and δ = 0.01 (bottom row) over cone angles
κ = 30o (left column) and κ = 60o (right column) .
Ang(u∗slender) relative to their average as in (5.38) defined by
(5.39) Errorrel (Ang) = 2
|Ang(u∗exact)− Ang(u∗slender) |
(Ang(u∗exact) + Ang(u∗slender))
.
Color maps of Errorrel (Ang) for the angle measured in Figures 5.6 and 5.7 are provided
in Figure 5.8.
For δ ≤ 0.1 and x0 > 1.5 CR, the error in angle traveled between the exact and
asymptotic solutions is < 5% of their average. When z0 > 0.5 CH, this error is < 3%.
For δ = 0.1 and −1.5 CR < x0 < 1.5 CR, larger errors exist about z0 = 0. These
errors reduce to a region about −0.1 CR < x0 < 0.1 CR when δ decreases by an order
of magnitude to δ = 0.01. In general, for −CR < x0 < CR, regions of larger error in
the angle traveled exist. The size of these regions decrease with increasing slenderness.
Overall, there are relatively small regions for which Errorrel (Ang) exceeds 25%. These
regions are near the body and about z = 0. There is an additional structure of larger
error in the left plane −CR < x0 < 0. For δ = 0.01, this appears as a contour whose
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value is on the order of 5%. A similar structure appeared in the error plots of polar
amplitude in Figure 5.5.
In summary, for δ = 0.1, the relative error of angle traveled defined in (5.39) between
the exact solution and the asymptotic solution outside the radius CR defined by the cone
structure and above the z = 0 plane by half the cone height CH is < 3%. For particles
outside 1.5 CR, the relative error in the asymptotic solution is < 5% for δ = 0.1,
independent of their initial height. Increasing slenderness (decreasing δ) results in
decreasing Errorrel (Ang).
5.2.3. Vertical fluctuation. Particle trajectories x∗(t) = (x∗(t), y∗(t), z∗(t)) exhibit
three dimensional structure. The vertical fluctuation of a trajectory is regarded as the
difference between the maximum and minimum of the vertical component z∗(t). As in
the previous sections, Figures 5.9 and 5.10 show the vertical fluctuation of a trajectory
after a single revolution for fixed slenderness δ over cone angles κ = 30o (top row) and
κ = 60o (bottom row) for the exact and asymptotic free space solutions as a function
of initial position. Figure 5.9 has δ = 0.1 while figure 5.10 has δ = 0.01. The left
column of each figure is the exact solution while the right column is the slender body
solution. The color map is vertical fluctuation while the horizontal axis is x0 (measured
in cone radius CR) and the vertical axis is z0 (measured in cone height CH). The tilted
black trapezoid in each plot is the intersection of the sample plane with the cylinder,
as explained in measurements in the previous sections. Details regarding the structure
of these plots are provided for the exact solution in Section 4.2.4 of Chapter 4.
Figures 5.9 and 5.10 provide a qualitative comparison of vertical fluctuation for the
exact and asymptotic solutions. As δ decreases, the color maps become harder to dis-
tinguish, as expected. Consider the absolute difference between the vertical fluctuation
of a fluid particle in the exact solution V ert(u∗exact) and that of the asymptotic solution
V ert(u∗slender) relative to their average, as in the previous sections, defined by
(5.40) Errorrel (V ert) = 2
|V ert(u∗exact)− V ert(u∗slender) |
(V ert(u∗exact) + V ert(u∗slender))
.
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Figure 5.9. Color maps of vertical fluctuation when δ = 0.1 for the
exact free space solution (left column) and the asymptotic solution (right
column) over cone angles κ = 30o (top row) and κ = 60o (bottom row)
as a function of initial position (x0, 0, z0) where the horizontal axis is x0
(measured in cone radius CR) and the vertical axis is z0 (measured in
cone height CH). These initial conditions sample a set which intersects
the body and where vertical fluctuation should not be measured. This
set is seen as the black trapezoid off to the right in each plot.
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Figure 5.10. Color maps of vertical fluctuation when δ = 0.01 for the
exact free space solution (left column) and the asymptotic solution (right
column) over cone angles κ = 30o (top row) and κ = 60o (bottom row).
See Figure 5.9 for further description.
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Figure 5.11. Color maps of the relative error Errorrel (V ert) defined in
(5.40) between the vertical fluctuations measured in Figures 5.9 and 5.10
for δ = 0.1 (top row) and δ = 0.01 (bottom row) over cone angles κ = 30o
(left column) and κ = 60o (right column) .
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Figure 5.12. Color maps of the absolute error Errorabs (V ert) defined
in (5.41) between the vertical fluctuations measured in Figures 5.9 and
5.10 for δ = 0.1 (top row) and δ = 0.01 (bottom row) over cone angles
κ = 30o (left column) and κ = 60o (right column) .
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Color maps of Errorrel (V ert) for the vertical fluctuation measured in Figures 5.9 and
5.10 are provided in Figure 5.11.
Overall, for x0 > CR, the error in vertical fluctuation between the exact and asymp-
totic solutions is < 10% of their average. Excluding a narrow band about z0 = 0.8 CH,
the relative error is < 5%. As δ decreases by an order of magnitude to 0.01, this region
appears as a contour whose value is on the order of 5%. A similar structure appeared
in the error plots of polar amplitude and angle traveled in Figures 5.5 and 5.8. Regions
with larger errors are very near the body and deep within the cone structure. Another
band of larger error exists about x0 = 0 whose thickness decreases with increasing slen-
derness. From the plots in Figures 5.9 and 5.10, this band may not have been expected.
About x0 = 0, vertical fluctuation is very near zero and its structure is not depicted
in the color map provided. To offer a more complete description of the relationship
between vertical fluctuation and slenderness, consider the absolute error
(5.41) Errorabs (V ert) = |V ert(u∗exact)− V ert(u∗slender) |.
Color maps of Errorabs (V ert) for the vertical fluctuation measured in Figures 5.9 and
5.10 are provided in Figure 5.12. For δ = 0.1, the absolute error is approximately
constant for the initial conditions shown except when these positions are deep within
the cone, near the body, and at the tip.
In summary, except for narrow bands just below the cone height CH, when δ =
0.1, the relative error in vertical fluctuation defined by (5.40) between the exact and
asymptotic solution is < 5%. These narrows bands have thin regions where the relative
error is as large as 18%. However, the regions of largest error are deep within the cone
structure, very close the the body and relatively small. This is true for the absolute
and the relative error, Errorabs (V ert) and Errorrel (V ert), respectively. Increasing
slenderness (decreasing δ) results in decreasing errors.
5.3. Flow properties
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Figure 5.13. Color maps of speed when δ = 0.1 for the exact free space
solution (left column) and the asymptotic solution (right column) over
cone angles κ = 30o (top row) and κ = 60o (bottom row) measured at
(x∗, 0, z∗) and time t = 0 where the horizontal axis is x∗ (measured in
cone radius CR) and the vertical axis is z∗ (measured in cone height CH).
These positions sample a set which intersects the body and where speed
should not be measured. This set is seen as the black trapezoid off to the
right in each plot.
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Figure 5.14. Color maps of speed when δ = 0.01 for the exact free
space solution (left column) and the asymptotic solution (right column)
over cone angles κ = 30o (top row) and κ = 60o (bottom row). See
Figure 5.13 for further description.
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5.3.1. Speed. Figures 5.13 and 5.14 show the magnitude of the three-dimensional
velocity, or speed, |u∗(x∗)| = √u∗1(x∗) + u∗2(x∗) + u∗3(x∗), for fixed slenderness δ over
cone angles κ = 30o (top row) and κ = 60o (bottom row) for the exact and asymptotic
free space solutions as a function of position (x∗, 0, z∗) at time t = 0. Recall that the
body is initially oriented in the (x∗, z∗) plane with its upper tip in the first quadrant.
Thus, an instantaneous measure of the magnitude of the velocity vector is provided in
the y∗ = 0 plane when the body is positioned as such. Figure 5.13 has δ = 0.1 while
figure 5.14 has δ = 0.01. The left column of each figure is the exact solution while the
right column is the slender body solution. The color map is speed while the horizontal
axis is x∗ (measured in cone radius CR) and the vertical axis is z∗ (measured in cone
height CH). The tilted black trapezoid in each plot is the intersection of the sample
plane with the cylinder, as explained in measurements of the trajectory properties in
the previous section. Details regarding the structure of these plots are provided for the
exact solution in Section 4.3.1 of Chapter 4. By regarding the speed of the body as a
linear velocity which is the product of a radius and an angular velocity, particles near
the tip of the body move fastest and is observed in Figures 5.13 and 5.14.
Figures 5.13 and 5.14 provide a qualitative comparison of speed for the exact and
asymptotic solutions. It is difficult to distinguish between speed in the exact solution
and asymptotic solution for the δ = 0.01 plots. Consider the absolute difference between
the speed of a fluid particle in the exact solution |u∗exact| and that of the asymptotic
solution |u∗slender| relative to their average defined by
(5.42) Errorrel (Speed) = 2
| |u∗exact| − |u∗slender| |
( |u∗exact|+ |u∗slender| )
.
Color maps of Errorrel (Speed) for the speed measured in Figures 5.13 and 5.14 are
provided in Figure 5.15.
First note the obvious bands of large relative error Errorrel (Speed) in Figure 5.15.
Also note that these bands not only decrease in thickness but also in value with decreas-
ing slenderness. This region of larger error lends itself to explain the error in trajectory
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Figure 5.15. Color maps of the relative error Errorrel (Speed) defined in
(5.42) between the speeds measured in Figures 5.13 and 5.14 for δ = 0.1
(top row) and δ = 0.01 (bottom row) over cone angles κ = 30o (left
column) and κ = 60o (right column) .
properties recognized for particles initialized on a contour in the left plane discussed in
Section 5.2.
A more subtle, but large error appears as a small dot at the tip. When δ = 0.1,
the error in speed at the tip between the exact and asymptotic solution is 50% of their
average while for δ = 0.01, this error is ∼ 30%. The asymptotic solution distributes
singularities to the ends of the body while the exact solution distributes singularites
between the foci of a spheroid. The foci of a spheroid with major axial length 2` and mi-
nor axial length 2r0 are located at c = ± `
√
1− δ2. Hence, all singularities in the exact
solution are strictly within the body. For the asymptotic solution, a particle initial-
ized precisely at the tip experiences an infinite velocity. Batchelor (1970) constructed
asymptotic solutions to Stokes equations by distributing Stokeslet singularities to the
ends of a slender body. As just stated, this poses a problem for matching any boundary
condition at the tip of the body. Hence, one could envision a family of slender body
solutions for which length of the singularity distribution on the interior centerline of the
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body varies. In the spirit of the exact solution, one could construct an asymptotic solu-
tion using Stokeslet singularities which are kept bounded from the ends of the slender
body by δ as suggested by the location of the spheroidal foci c provided above. Through
a comparison to the exact solution, one may be able to loosen restrictions on δ to obtain
good agreement in trajectory and flow properties, particularly, for such properties near
the body.
From the plots in Figures 5.13 and 5.14, the large bands in relative error may not
have been expected. In these regions, speed is very near zero and its structure is
not depicted in the color map provided. To offer a more complete description of the
relationship between speed and slenderness, consider the absolute error
(5.43) Errorabs (Speed) = | |u∗exact| − |u∗slender| |.
Color maps of Errorabs (Speed) for the speed measured in Figures 5.13 and 5.14 are
provided in Figure 5.16. When δ = 0.1, another band appears in the absolute error. To
understand this, we examine the exact and asymptotic solutions in the smaller domain
−0.5 CR < x∗ < 0, 0 < z∗ < CH on a different color map to show nearfield qualitative
features. This is provided in Figure 5.17 where the left plot is the exact solution and
the middle plot is the asymptotic solution. Notice the white band of constant speed.
For the exact solution (left) this bands begins on the body near x∗ = 0 while for the
asymptotic solution this band starts farther down at x∗ ∼ −0.05 CR. The white region
is surrounded by bands of speed at different values. This shift, or mismatch, in bands
of constant speed results in the discontinuous band of zero absolute error repeated in
the right plot of Figure 5.17. The absolute error in speed is nonetheless approximately
constant except near the body.
Despite the bands of large error, outside these regions the relative error in speed
between the exact and asymptotic solutions for δ = 0.1 is not more than 10% of their
average. Increasing slenderness (decreasing δ) results in decreasing errors.
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Figure 5.16. Color maps of the absolute error Errorabs (Speed) defined
in (5.43) between the speeds measured in Figures 5.13 and 5.14 for δ = 0.1
(top row) and δ = 0.01 (bottom row) over cone angles κ = 30o (left
column) and κ = 60o (right column) .
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Figure 5.17. Color maps of speed for δ = 0.1 and κ = 30o pro-
vided by Figure 5.13 (different color map) over the smaller domain
(x∗, z∗) ∈ [−0.5 CR, 0]×[0, CH]. The left plot is the exact solution while the
middle plot is the asymptotic solution. These plots show constant bands
of speeds which are shifted from one another. The mismatch results in
a discontinuous band in the color map of relative error. The relative er-
ror in speed of Figure 5.16 for δ = 0.1 and κ = 30o over this domain is
repeated in the right plot.
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5.3.2. Cylindrical velocity components. The velocity field can be cast into a cylin-
drical coordinate system
x∗ = r cos θ, y∗ = r sin θ, z∗ = z(5.44)
resulting in a radial velocity ur, azimuthal velocity uθ and the vertical velocity of the
cartesian system uz. The top row of plots in Figure 5.18 show the difference in the
components of the cylindrical velocity between the exact and asymptotic solution along
the trajectory initialized at x∗(0) = (1.25 CR, 0, 0.5 CH) for cone angle κ = 30o and two
values of slenderness ( δ = 0.1 (top left) and δ = 0.01 (top right)) as functions of time
in Lagrangian coordinates. This is the central trajectory in Figures 5.1 and 5.2. The
bottom plot in Figure 5.18 is the difference in speed between each trajectory.
The absolute difference in velocity components are shown over 6 revolutions of the
body. As δ decreases by a factor of 10, the error over this time interval for the initial
position and cone geometry shown decreases by factor of 10. These plot demonstrate
that the absolute error in cylindrical velocity between the exact and asymptotic so-
lutions decreases with increasing slenderness; however, they do not indicate a rate of
convergence.
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Figure 5.18. Difference in cylindrical velocity (ur, uθ, uz) (top row)
between the exact and asymptotic solution for a particle initialized at
x∗(0) = (1.25 CR, 0, 0.5 CH) when κ = 30o and δ = 0.1 (top left) and
δ = 0.01 (top right)) as functions of time in Lagrangian coordinates.
The magnitude of the velocity vector, i.e. speed, along each trajectory is
shown in the bottom plot.
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CHAPTER 6
A slender body attached to a no-slip plane sweeping out a
cone.
6.1. An asymptotic solution
The construction of an asymptotic velocity solution for a slender body spinning
about its midpoint sweeping out a double cone in an infinite viscous fluid using the
slender body theory of Batchelor (1970b) was presented in Chapter 5 which we loosely
term the slender free space solution. We would like to construct a velocity solution
for a slender body attached to a no-slip plane spinning about its base sweeping out an
upright single cone. We refer to this solution as the no-slip plane solution.
6.1.1. The Blakelet. Blake (1971) constructed the Green’s function for Stokes equa-
tions in the presence of a no-slip plane using the method of images. The velocity field
provided by Blake which satisfies
µ∇2uB + 8pi µα δ(x− s) = ∇p(6.1)
∇ · uB = 0
u(z = 0) = 0
in the upper half space {x = (x, y, z) ∈ R3 | z ≥ 0} is given in indicial notation as
uBj (x− s; α) = αk
[(
1
r
− 1
R
)
δjk +
rjrk
r3
− RjRk
R3
+(6.2)
2s3 (δkmδml − δk3δl3) ∂
∂Rl
[
s3
R3
−
(
δj3
R
+
RjRk
R3
)]]
where m = 1, 2, j, k, l = 1, 2, 3 and
r = |x− s| =
√
(x− s1)2 + (y − s2)2 + (z − s3)2(6.3)
R = |x− s′| =
√
(x− s1)2 + (y − s2)2 + (z + s3)2
ri = xi − si, Ri = xi − s′i
with s′ = (s1, s2,−s3) being the image point of s = (s1, s2, s3) in the lower half space.
Further, αk represents the k
th component of the singularity strength α and
(6.4) δjk =
 1 if j = k0 otherwise
is the Kronecker delta function. The fundamental solution provided by Blake for Stokes
equations in the presence of a no-slip plane is termed the Blakelet as an analog to the
fundamental solution in free space known as the Stokeslet.
Define α = (α1, α2, α3) and α
′ = (α1, α2,−α3) and let h = s3 be the vertical
distance from the point-force (Stokeslet) in the flow field to the no-slip plane. The
Blakelet velocity solution is given as a collection of singularities
uB(x− s; α) = uS(x− s; α) + uS(x− s′; −α) +(6.5)
uSD(x− s′; ez, 2hα′) + uD(x− s′; −2h2α′)
where a Stokeslet singularity (defined in Appendix A) of strength α is applied to
the fluid domain, shown here at s, and a Stokeslet, Stokes doublet, and point-source
dipole, respectively, are applied at the image point s′. The velocity field induced by the
higher-order Stokes doublet and point-source dipole singularities (Chwang & Wu 1975;
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Pozrikidis 1997) are
uSD(x; α,β) =
β ×α× x
|x|3 −
(α · β)x
|x|3 +
3(α · x)(β · x)x
|x|5(6.6)
uD(x; α) = −α
x3
+
3(α · x)x
|x|5 .
6.1.2. The no-slip plane generator solution. We are interested in the fluid motion
induced by a slender body attached to a plane sweeping out an upright cone in a fluid
otherwise at rest. As in Part I (Camassa, Leiterman, & McLaughlin) and section 5.1,
we obtain such a laboratory frame motion by examining a body frame solution termed
the generator.
Let x0 = (x0, y0, z0) lie on the boundary of the slender body
0 < x0 sinκ+ z0 cosκ < `(6.7)
r20 = y
2
0 + (−x0 cosκ+ z0 sinκ)2
of length ` and radius r0 tilted by an angle κ from the vertical axis (see section 5.1.1)
which is attached to the z = 0 plane. Similar to the construction of the slender free
space generator in section 5.1, we build the no-slip plane lab frame velocity solution by
considering
(6.8) u(x) = ω˙ (y, −x, 0) + uB(x)
where uB(x) is a singularity-induced velocity field given by a line distribution of Blakelets
with unknown strength chosen so that
uB(x0) = −ω˙ (y0, −x0, 0).(6.9)
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As in (5.28), approximately satisfying (6.9) means constructing a distribution of Blakelets
for which
(6.10) uB(x0) ∼ ω˙ sinκ (0, s∗, 0)
in the limit of δ ¿ 1 where
(6.11) s∗ = x0 sinκ+ z0 cosκ ( 0 < s∗ < ` ).
Through the transformation x∗ = Rωx in (5.19), an asymptotic solution for a slender
body attached to a no-slip plane sweeping a single cone in a viscous fluid is provided in
the laboratory frame as
u∗(x∗) = −U(x∗) +Rω
[
U(RTωx
∗) + uB(RTωx
∗)
]
(6.12)
= Rωu
B(RTωx
∗).
where −U(x) = ω˙ (y, −x, 0). For x∗0 on the boundary of the moving, laboratory
frame, slender body, by nature of the Blakeslet singularity, u∗(x∗) thus satisfies Stokes
equations and the boundary conditions
u∗(z∗ = 0) = 0(6.13)
u∗(x∗0) = ω˙ (−y∗0, x∗0, 0)
lim
x→∞
u∗(x∗) = 0
as desired.
As in section 5.1.3, Blakelet singularities with strength α(s) are distributed along
the length of the tilted body. Through the definition in (6.5), the resulting velocity field
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is given as
uB(x) =
∫ `
0
[ (
α(s)
|x− xs(s)| +
(x− xs(s)) [ (x− xs(s)) ·α(s) ]
|x− xs(s)|3
)
−(6.14) (
α(s)
|x− x′s(s)|
+
(x− x′s(s)) [ (x− x′s(s)) ·α(s) ]
|x− x′s(s)|3
)
+
2 zs
( −z α′(s)
|x− x′s(s)|3
+
(x− x′s(s))× ez ×α′(s)
|x− x′s(s)|3
+
3 z (x− x′s(s)) [ α′(s) · (x− x′s(s)) ]
|x− x′s(s)|5
) ]
ds
where
xs(s) = (s sinκ, 0, s cosκ)(6.15)
x′s(s) = (s sinκ, 0, −s cosκ)
are the locations of the point force (initial Stokeslet) and the image points, respectively.
Further,
α(s) = (α1(s), α2(s), α3(s))(6.16)
α′(s) = (α1(s), α2(s),−α3(s)).
Motivated by the slender body theory presented in section 5.1.3, prescribing
(6.17) α(s) =
ω˙ ² sinκ
2
(0, s, 0)
guarantees that (6.9) holds for δ ¿ 1 and ` − s∗, s∗ À r0 with errors of order ² where
² = (log(2/δ))−1. Again, the later constraint provides a distribution which is not
uniformly valid along the body and requires that one stay bounded away from the tip
and base of the slender body by an order δ. In a small region near the ends of the body,
larger errors, in approximating the solution to (6.13) by the Blakelet distribution with
strength in (6.17), exist. The error made at the tip of the body is provided by Appendix
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F.2 while the error at the base of the body, made by forcing Blakelet singularities to
the no-slip plane, is provided in Appendix G.2.
The generator solution by which the transformation in (5.18) provides the laboratory
frame fluid motion for a slender body attached to the no-slip z = 0 plane, tilted in the
(x, z) plane by an angle κ, sweeping out an upright cone is
u1(x) = ω˙ y +
ω˙ ² sinκ
2
∫ `
0
(
(x− s sinκ)ys
((x− s sinκ)2 + y2 + (z − s cosκ)2)3/2 +(6.18)
−(x− s sinκ)ys
((x− s sinκ)2 + y2 + (z + s cosκ)2)3/2 +
6 cosκ(x− s sinκ)yzs2
((x− s sinκ)2 + y2 + (z + s cosκ)2)5/2
)
ds
u2(x) = −ω˙ x + ω˙ ² sinκ
2
∫ `
0
(
s√
(x− s sinκ)2 + y2 + (z − s cosκ)2 +
y2s
((x− s sinκ)2 + y2 + (z − s cosκ)2)3/2 +
−s√
(x− s sinκ)2 + y2 + (z + s cosκ)2 +
−y2s− 2 cosκzs2
((x− s sinκ)2 + y2 + (z + s cosκ)2)3/2 +
6 cosκy2zs2
((x− s sinκ)2 + y2 + (z + s cosκ)2)5/2
)
ds
u3(x) =
ω˙ ² sinκ
2
∫ `
0
(
y(z − s cosκ)s
((x− s sinκ)2 + y2 + (z − s cosκ)2)3/2 +
−y(z − s cosκ)s
((x− s sinκ)2 + y2 + (z + s cosκ)2)3/2 +
6 cosκy(z + s cosκ)zs2
((x− s sinκ)2 + y2 + (z + s cosκ)2)5/2
)
ds.
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δ = 0.1
κ = 30o
δ = 0.01
κ = 30o
Figure 6.1. Particle trajectories of the asymptotic solution for δ = 0.1
(top row) and δ = 0.01 (bottom row) and cone angle κ = 30o for the
initial positions in (6.21). The corresponding top view is shown to the
right.
δ = 0.1
κ = 60o
δ = 0.01
κ = 60o
Figure 6.2. Particle trajectories of the asymptotic solution for δ = 0.1
(top row) and δ = 0.01 (bottom row) and cone angle κ = 60o for the
initial positions in (6.21). The corresponding top view is shown to the
right.
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6.2. Trajectory properties
The particle trajectory x∗ = (x∗(t), y∗(t), z∗(t)) for a tracer moving passively in the
presence of this fluid flow must be computed numerically from the system of nonau-
tonomous ordinary differential equations
(6.19)
dx∗
dt
= u∗(x∗(t), t)
where u∗(x∗) is provided by (6.18). A typical series of trajectories for the asymptotic
no-slip plane solution is depicted in Figures 6.1 and 6.2 for the cone angles κ = 30o and
60o and varying slenderness δ = 0.1 and δ = 0.01 when the rotation rate of sweeping
out a cone is ω˙ = 2pi. Initially, the upper tip of the body is located at (sinκ, 0, cosκ).
These same values define a cone radius CR and a cone height CH
CR = sinκ, CH = cosκ.(6.20)
For each set of κ and δ in Figures 6.1 and 6.2, trajectories for the initial positions
(6.21) x∗(0) =
 (1.5 CR, 0, CH)(1.25 CR, 0, 0.5 CH)
after 20 body revolutions computed using 4th-order Runge-Kutta with 10 4 time steps
per revolution on the asymptotic velocity field are shown. The numerical algorithm is
provided in Appendix G.4 as a Fortran 77 code.
The body geometry of the exact solution constructed in Chapter 4 was that of a
prolate spheroid (4.1). A spheroid is an ellipsoid with two of its axis equal. Let 2a be
the length of the spheroid’s major axis and 2b be the length of its minor axis. Prolate
requires that a > b. The focal length 2c and eccentricity e of a such a spheroid are
related by c =
√
a2 − b2 = e a. If we define δ = b/a to be a measure of the spheroid’s
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slenderness, then the eccentricity is expressed as e =
√
1− δ2 and
δ = 0.1 =⇒ e ≈ 0.995
δ = 0.01 =⇒ e ≈ 0.99995.(6.22)
Hence, the trajectories with δ = 0.1 in Figures 6.1 and 6.2 can be related to the
trajectories with e = 0.995 in the middle of Figures 4.1 and 4.2 for the exact solution
of Chapter 4 through the slenderness parameter. The significant difference in such a
comparison is that the exact solution models the free space motion of a body sweeping
a double cone while the asymptotic solution presented here is that of a body attached
to a no-slip sweeping a cone in a semi-infinite domain.
The trajectories in Figures 6.1 and 6.2 exhibit two oscillations. A faster fluctuation
related to the rotation rate of the spheroid and a distant dependent slower cycle. These
are same qualitative oscillations seen in the trajectories of Chapter 4. The asymptotic
solution in this chapter is valid for δ ¿ 1. In Chapter 5, a detailed comparison for
trajectory and flow properties of the slender body free space solution and the exact was
provided for δ = 0.1 and δ = 0.01. It was determined that for δ = 0.1, these solutions
compare favorable outside a radius defined by the cone radius CR with a relative error
of < 5% of their averaged properties. For δ = 0.01, the relative error in trajectory and
flow properties was < 2% of the average everywhere except in thin regions on the order
r0 about the body, at x0 = 0, and in the plane −CR < x0 < 0, 0 < z0 < CH.
In this Section, we examine flow and trajectory properties of the asymptotic no-slip
plane solution for δ = 0.1 and δ = 0.01 with special attention paid to these properties
outside of the cone structure. We compare these properties to those of the exact free
space solution for δ = 0.01.
6.2.1. Polar amplitude. As defined in (4.22) of Chapter 4, polar amplitude is re-
garded as the radial excursion of a trajectory over a time interval [0, T ] projected on the
z = 0 plane. We examine polar amplitude measured on trajectories which result from a
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Figure 6.3. Color maps of polar amplitude when δ = 0.1 (top row)
and δ = 0.01 (bottom row) over cone angles κ = 30o (left column) and
κ = 60o (right column) as a function of initial position (x0, 0, z0) where
the horizontal axis is x0 (measured in cone radius CR) and the vertical
axis is z0 (measured in cone height CH). These initial conditions sample
a set which intersects the body and where polar amplitude should not be
measured. This set is seen as the black trapezoid off to the right in each
plot.
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Figure 6.4. Color maps of the polar amplitude in Figure 6.3 when δ =
0.1 (first and third plot from left) and δ = 0.01 (second and fourth plot
from left) over cone angles κ = 30o (first two from left) and κ = 60o (last
two from left) outside the radius CR defined by the cone structure as a
function of initial position (x0, 0, z0). The range of the horizontal axis is
1.25 CR < x0 < 3 CR while the range of the vertical axis is 0 < z0 < 3 CH.
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Figure 6.5. Color maps of polar amplitude when δ = 0.01 for the exact
free space solution (left column) and the asymptotic no-slip plane solution
(right column) over cone angles κ = 30o (top row) and κ = 60o (bottom
row) as a function of initial position (x0, 0, z0) where the horizontal is
x0 (measured in cone radius CR) and the vertical axis is z0 (measured in
cone height CH). These initial conditions sample a set which intersects
the body and where polar amplitude should not be measured. This set is
seen as the black trapezoid off to the right in each plot.
single spheroid revolution, or more precisely, on trajectories over times 0 ≤ t < 2pi. The
amplitude is measured for a fixed cone geometry over the initial positions (x0, 0, z0).
This set of initial conditions samples a plane which intersects the body. Hence, there is
a set of x0 and z0 for which polar amplitude should not be measured because points in
this set reside outside the fluid domain. Figure 6.3 shows polar amplitude over varying
slenderness δ = 0.1, 0.01 and cone angle κ = 30o, 600 as a function of initial position
(x0, 0, z0). The color map is amplitude while the horizontal axis is x0 (measured in cone
radius CR) and the vertical axis is z0 (measured in cone height CH). Figure 6.4 shows
the polar amplitude in Figure 6.3 outside the radius CR defined by the cone structure.
To compare the exact free space and the asymptotic no-slip theories, examine the
body geometry of each again. The exact solution involves a spheroid with major axial
length 2a and minor axial length 2b. The asymptotic solution involves a slender cylinder
with length ` and radius r0. As mentioned in the above subsection, we define spheroid
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slenderness by b/a. For the asymptotic theory, δ = r0/`. Thus the comparison between
the exact and asymptotic solutions is done by choosing a = ` and b = r0. Hence, the
spheroid is contained within the slender cylinder where their intersection is the circle
of radius r0 centered about x = 0 tilted by an angle κ. The set of initial conditions
(x0, 0, z0) excluded in the sampling of polar amplitude are thus those for which y = 0
intersects a tilted cylinder centered about the origin.
Figure 6.5 shows polar amplitude on trajectories after a single revolution for slen-
derness δ = 0.01 over cone angles κ = 30o and κ = 60o for the exact (left column)
and asymptotic (right column) solutions as a function of initial position. The marked
difference is a smaller amplitude near z = 0 in the asymptotic solution resulting from
the no-slip plane and a larger amplitude in the free space solution for x0 within the
radius CR which defines the cone structure.
6.2.2. Angle traveled. As in Chapter 4, we examine the angle traveled by a fluid
particle after a single spheroid revolution. Figure 6.6 shows the angle traveled over
varying slenderness δ = 0.1, 0.01 and cone angle κ = 30o, 600 as a function of initial
position (x0, 0, z0). Figure 6.7 shows the angle traveled in Figure 6.8 outside the radius
CR defined by the cone structure. The color map is angle traveled while the horizontal
axis is x0 (measured in cone radius CR) and the vertical axis is z0 (measured in cone
height CH). The tilted black trapezoid in each plot is the intersection of the sample plane
with the cylinder, as explained in measurements of polar amplitude in the previous
section.
6.2.3. Vertical fluctuation. Particle trajectories x∗(t) = (x∗(t), y∗(t), z∗(t)) exhibit
three dimensional structure. The vertical fluctuation of a trajectory is regarded as
the difference between the maximum and minimum of the vertical component z∗(t).
Figure 6.8 shows vertical fluctuation on trajectories after a single revolution over varying
slenderness δ = 0.1, 0.01 and cone angle κ = 30o, 600 as a function of initial position
(x0, 0, z0). Figure 6.9 shows the vertical fluctuation in Figure 6.8 outside the radius CR
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Figure 6.6. Color maps of the angle traveled by a trajectory after one
revolution when δ = 0.1 (top row) and δ = 0.01 (bottom row) over cone
angles κ = 30o (left column) and κ = 60o (right column) as a function
of initial position (x0, 0, z0) where the horizontal axis is x0 (measured in
cone radius CR) and the vertical axis is z0 (measured in cone height CH).
These initial conditions sample a set which intersects the body and where
the angle traveled should not be measured. This set is seen as the black
trapezoid off to the right in each plot.
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Figure 6.7. Color maps of the angle traveled in Figure 6.6 when δ = 0.1
(first and third plot from left) and δ = 0.01 (second and fourth plot from
left) over cone angles κ = 30o (first two from left) and κ = 60o (last
two from left) outside the radius CR defined by the cone structure as a
function of initial position (x0, 0, z0). The range of the horizontal axis is
1.25 CR < x0 < 3 CR while the range of the vertical axis is 0 < z0 < 3 CH.
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Figure 6.8. Color maps of vertical fluctuation when δ = 0.1 (top row)
and δ = 0.01 (bottom row) over cone angles κ = 30o (left column) and
κ = 60o (right column) as a function of initial position (x0, 0, z0) where
the horizontal axis is x0 (measured in cone radius CR) and the vertical
axis is z0 (measured in cone height CH). These initial conditions sample
a set which intersects the body and where vertical fluctuation should not
be measured. This set is seen as the black trapezoid off to the right in
each plot.
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Figure 6.9. Color maps of the vertical fluctuation in Figure 6.8 when
δ = 0.1 (first and third plot from left) and δ = 0.01 (second and fourth
plot from left) over cone angles κ = 30o (first two from left) and κ = 60o
(last two from left) outside the radius CR defined by the cone structure as
a function of initial position (x0, 0, z0). The range of the horizontal axis
is 1.25 CR < x0 < 3 CR while the range of the vertical axis is 0 < z0 < 3 CH.
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Figure 6.10. Color maps of vertical fluctuation when δ = 0.01 for the
exact free space solution (left column) and the asymptotic no-slip plane
solution (right column) over cone angles κ = 30o (top row) and κ =
60o (bottom row) as a function of initial position (x0, 0, z0) where the
horizontal is x0 (measured in cone radius CR) and the vertical axis is
z0 (measured in cone height CH). These initial conditions sample a set
which intersects the body and where vertical fluctuation should not be
measured. This set is seen as the black trapezoid off to the right in each
plot.
defined by the cone structure. The color map is vertical fluctuation while the horizontal
axis is x0 (measured in cone radius CR) and the vertical axis is z0 (measured in cone
height CH). The tilted black trapezoid in each plot is the intersection of the sample
plane with the cylinder, as explained in measurements in the previous sections.
Figure 6.10 shows the vertical fluctuation on trajectories after a single revolution for
slenderness δ = 0.01 over cone angles κ = 30o and κ = 60o for the exact (left column)
and asymptotic (right column) solutions as a function of initial position. A marked
difference is in vertical fluctuation near z = 0. The vertical excursion of a trajectory
initialized in the asymptotic solution near the no-slip plane is significantly smaller than
one initialized in the exact solution, as expected. Besides the difference in the structure
of large vertical fluctuation between the models, notable is the larger vertical fluctuation
which persist above the height CH of the cone structure in the asymptotic no-slip plane
solution.
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6.3. Flow properties
6.3.1. Speed. Figure 6.11 shows the speed, |u∗(x∗)| = √u∗1(x∗) + u∗2(x∗) + u∗3(x∗),
over varying slenderness δ = 0.1, 0.01 and cone angle κ = 30o, 600 as a function of
position (x∗, 0, z∗) at time t = 0. Recall that the body is initially oriented in the (x∗, z∗)
plane with its upper tip in the first quadrant. Thus, an instantaneous measure of the
magnitude of the velocity vector is provided in the y∗ = 0 plane when the body is
positioned as such. The color map is speed while the horizontal axis is x∗ (measured
in cone radius CR) and the vertical axis is z∗ (measured in cone height CH). The tilted
black trapezoid in each plot is the intersection of the sample plane with the cylinder,
as explained in measurements of the trajectory properties in the previous section.
Figure 6.13 shows the instantaneous speed for slenderness δ = 0.01 over cone angles
κ = 30o and κ = 60o for the exact (left column) and asymptotic (right column) solutions
as a function of position. There is an envelope of larger speed about the body’s tip, as
expected, which encompasses a slightly larger region in the free space model.
6.3.2. Cylindrical velocity components. The velocity field can be cast into a cylin-
drical coordinate system
x∗ = r cos θ, y∗ = r sin θ, z∗ = z(6.23)
resulting in a radial velocity ur, azimuthal velocity uθ and the vertical velocity of the
cartesian system uz. Figure 6.14 shows the components of the cylindrical velocity for
the exact (left column) and asymptotic no-slip plane (right column) solutions along
the trajectory initialized at x∗(0) = (1.25 CR, 0, 0.5 CH) for δ = 0.01 over varying cone
angles κ = 30o, 600. Figure 6.15 shows speed for the exact (left column) and asymptotic
no-slip plane (right column) along these same trajectories in the bottom row while in
the top row shows the corresponding speed for δ = 0.1.
For the larger cone angle κ = 600, the magnitude of speed is more closely matched in
the two solutions. This is observed in the color maps of speed in Figure 6.13. Each plot
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Figure 6.11. Color maps of polar amplitude when δ = 0.1 (top row)
and δ = 0.01 (bottom row) over cone angles κ = 30o (left column) and
κ = 60o (right column) as a function of initial position (x0, 0, z0) where
the horizontal axis is x0 (measured in cone radius CR) and the vertical
axis is z0 (measured in cone height CH). These initial conditions sample
a set which intersects the body and where polar amplitude should not be
measured. This set is seen as the black trapezoid off to the right in each
plot.
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Figure 6.12. Color maps of the speed in Figure 6.11 when δ = 0.1 (first
and third plot from left) and δ = 0.01 (second and fourth plot from left)
over cone angles κ = 30o (first two from left) and κ = 60o (last two from
left) outside the radius CR defined by the cone structure as a function
of position (x∗, 0, z∗) at time t = 0. The range of the horizontal axis is
1.25 CR < x∗ < 3 CR while the range of the vertical axis is 0 < z∗ < 3 CH.
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Figure 6.13. Color maps of speed when δ = 0.01 for the exact free
space solution (left column) and the asymptotic no-slip plane solution
(right column) over cone angles κ = 30o (top row) and κ = 60o (bottom
row) measured at (x∗, 0, z∗) and time t = 0 where the horizontal axis is
x∗ (measured in cone radius CR) and the vertical axis is z∗ (measured in
cone height CH). These positions sample a set which intersects the body
and where speed should not be measured. This set is seen as the black
trapezoid off to the right in each plot.
contains flow properties on trajectories which result from 6 revolutions of the body. In
each of Figures 6.14 and 6.15, the period of cylindrical velocity components and speed
is shorter in the asymptotic no-slip plane solution.
6.4. Farfield behavior
6.4.1. For general Blakelet singularity. In section 6.1, the velocity field induced
by a Blakelet at xs = (xs, ys, zs) with strength α = (α1, α2, α3) was provided as a sum
of singularities
uB(x− xs; α) = uS(x− xs; α) + uS(x− x′s; −α) +(6.24)
uSD(x− x′s; ez, 2zsα′) + uD(x− x′s; −2z2sα′)
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Figure 6.14. Components of the cylindrical velocity (ur, uθ, uz) when
δ = 0.01 for the exact free space solution (left column) and the asymptotic
no-slip plane solution (right column) over cone angles κ = 30o (top row)
and κ = 60o (bottom row) evaluated along the trajectory determined by
the initial condition x∗(0) = (1.25 CR, 0, 0.5 CH) over 6 revolutions.
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Figure 6.15. Speed for cone angle κ = 300 (top row) and κ = 600
(bottom row) for the exact free space solution (left column) and the as-
ymptotic no-slip plane solution (right column) when δ = 0.1 and δ = 0.01.
Speed is evaluated along the trajectory determined by the initial condi-
tion x∗(0) = (1.25 CR, 0, 0.5 CH) over 6 revolutions. The δ = 0.01 curves
in each plot are speed measured from the cylindrical velocity components
in Figure 6.14.
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where x′s = (xs, ys,−zs) is the location of the image Stokeslet, Stokes doublet, and
point-source dipole singularities, respectively, and α′ = (α1, α2,−α3). Let x = x˜/²˜ and
examine the Blakelet velocity field in the farfield limit ²˜→ 0.
Dropping the tildes, a Taylor expansion in ²˜ near zero provides that
uS(x− xs; α) ∼ ²˜uS(x; α) +(6.25)
²˜ 2uSD(x; α,xs) +
²˜ 3
2
uSQ(x; α,xs,xs)
uSD(x− x′s; ez, 2zsα′) ∼ ²˜ 2uSD(x; ez, 2zsα′) + ²˜ 3uSQ(x; ez, 2zsα′,x′s)
uD(x− x′s; −2z2sα′) ∼ ²˜ 3uD(x; −2z2sα′)
neglecting terms of order ²˜ 4 where
uSQ(x; α,β,γ) = (γ · ∇)(β · ∇)uS(x;α)
=
α× β × γ
|x|3 +
(α · β)γ
|x|3 −
3x
|x|5
(
(α · x)(β · γ) + (β · x)(α · γ) + (γ · x)(α · β)
)
+
3
|x|5
(
α(β · x)(γ · x)− β(α · x)(γ · x)− γ(α · x)(β · x)
)
+
15(α · x)(β · x)(γ · x)x
|x|7(6.26)
is the Stokes quadrupole (Pozrikidis 1997). Since the Stokeslet is an odd function of its
strength,
uB(x− xs; α) = ²˜ 2
(
uSD(x; α,xs)− uSD(x; α,x′s) + 2zsuSD(x; ez,α′)
)
+
²˜ 3
(
1
2
uSQ(x; α,xs,xs)− 1
2
uSQ(x; α,x′s,x
′
s) +
2zsu
SQ(x; ez,α
′,x′s)− 2z2suD(x;α′)
)
+O(²˜ 4).(6.27)
Simplifying, using the definition of the Stokeslet in (5.2), the Stokes doublet and point-
source dipole in (6.6), and the Stokes quadrupole above, the farfield expansion for a
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Blakelet is given at the first two orders as
uB(x− xs; α) ∼ zzs²˜ 2
(
12(ατ · xτ )x
|x|5
)
+(6.28)
zzs²˜
3
(
−12(α · xs)x|x|5 +
6 [ zszα
′ − 2xτs(ατ · xτ ) ]
|x|5 +
30 z [ 2α3(x
′
s · x) + zs(α · x) ]x
|x|7
)
where
ατ = (α1, α2, 0), x
τ = (x, y, 0), xτs = (xs, ys, 0).(6.29)
Transforming to spherical polar coordinates
x = r cos θ sinφ(6.30)
y = r sin θ sinφ
z = r cosφ,
at leading order the Blakelet velocity field in the far field becomes
dr
dt
=
6zs sin 2φ (α1 cos θ + α2 sin θ)
r2
(6.31)
dφ
dt
= 0
dθ
dt
= 0.
For initial conditions (r, φ, θ)(0) = (r0, φ0, θ0), integration provides φ(t) = φ0 and θ(t) =
θ0 constant and
r(t) ∼
(
18 zs sin 2φ0 (α1 cos θ0 + α2 sin θ0) t+ r
3
0
)1/3
.(6.32)
Thus, a fluid particle in the presence of a Blakelet singularity, fixed at a vertical height of
zs from the no-slip z = 0 plane, appears, at far field, to move purely radially in time at a
rate of t−2/3. Clearly, all terms of the form xf(x), where f(x) is a scalar function, have
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constant azimuthal and polar coordinates upon transformation to a spherical system.
Through examination of (6.28), it is seen that non-zero dφ/dt and dθ/dt enter at order
1/|x|3 ¿ 1 through the term 6[zszα′ − 2xτs(ατ · xτ )]/|x|5.
6.4.2. Attached to a plane sweeping a cone. The velocity solution u∗(x∗) for a
slender body of length ` attached to the no-slip z = 0 plane sweeping an upright cone
with angle κ at a rate ω˙ in a fluid otherwise at rest was provided through a time-
dependent transformation of the body frame generator solution u(x). The generator
solution provides a steady velocity field in which Blakeslet singularities are distributed
at locations fixed in time. In constrast, the singularities in the laboratory frame solution
have time-dependent locations.
The lab frame velocity field is given in section 6.1.2 as
(6.33) u∗(x∗) = RωuB(RTωx
∗)
where uB(x) is a line distribution of Blakelets (see (6.14)) with location and strength
xs(s) = (s sinκ, 0, s cosκ)(6.34)
α(s) = (0, αs, 0),
respectively, for 0 < s < `. The constant α is provided as α = ω˙ ² sinκ/2 where
² = (log(2/δ))−1 with δ being a measure of the body’s slenderness. From (6.28), when
|x| À 1,
(6.35) uB(x) =
² ω˙ `3 sin 2κ y z x
|x|5 +O
(
1
|x|3
)
.
Since |RTωx∗| = |x∗|, the far field velocity solution for a slender body attached to the
no-slip z = 0 plane sweeping a cone is provided at leading order as
(6.36) u∗(x∗) ∼ ² ω˙ `
3 sin 2κ (−x∗ sinω(t) + y∗ cosω(t)) z∗ x∗
|x∗|5
using the definition of Rω in (5.17).
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Figure 6.16. Far field scaling of the no-slip velocity field for two limits.
The scalings are provided as a log-log plot of distance r∗ against |u∗(x∗)|.
At large spherical distances, the magnitude of the full asymptotic veloc-
ity solution (defined by legend entry r∗ =
√
x∗2 + y∗2 + z∗2 → ∞) is
numerically shown on the right plot to scale like r∗−2. This scaling is
confirmed by the ”Far field prediction” given in (6.36) which is plotted
for the same limit (in the same color). At large cylindrical distances, the
magnitude of the full asymptotic velocity solution (defined by legend en-
try r∗ =
√
x∗2 + y∗2 → ∞) is numerically shown to scale like r∗−3. The
”Far field prediction” given in (6.36) under this limit also demonstrates
such a scaling. The left plot provides a closer look at the near field where
the deviation in scaling is initially observed. The dashed lines furnish r∗
versus r∗−2 and r∗−3, respectively, as a scale on the right plot.
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Figure 6.17. Far field scaling of the three-dimensional excursion of a
fluid particle for two limits. The scalings are provided as a log-log plot
of distance r∗ against maxt∈[0,1] |x∗| − mint∈[0,1] |x∗|. At large spherical
distances, maxt∈[0,1] |x∗| − mint∈[0,1] |x∗| provided by the full asymptotic
velocity solution (defined by legend entry r∗ =
√
x∗2 + y∗2 + z∗2 → ∞)
is numerically shown on the right plot to scale like r∗−2. The ”Far
field prediction” given by (6.40) provides this behavior and is plotted
over the same limit (in the same color). At large cylindrical distances,
maxt∈[0,1] |x∗| −mint∈[0,1] |x∗| provided by the full asymptotic velocity so-
lution (defined by legend entry r∗ =
√
x∗2 + y∗2 → ∞) is numerically
shown to scale like r∗−3. The ”Far field prediction” given in (6.40) also
demonstrates this behavior.
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Figure 6.16 demonstrates the far field scaling of the full asymptotic velocity solu-
tion defined through (6.33) and the prediction given by (6.36) for two limits. The
prediction for u∗(x∗) in (6.36) is calculated by taking the spherical radius |x∗| =√
x∗2 + y∗2 + z∗2 → ∞. An alternative far field limit is provided by taking the cylin-
drical radius
√
x∗2 + y∗2 → ∞. The magnitude of the full asymptotic velocity solu-
tion, |u∗(x∗)|, for each limit is provided by the solid lines in Figure 6.16. As r∗ =√
x∗2 + y∗2 + z∗2 →∞, the velocity field is numerically shown to scale like r∗−2. This
is confirmed by the far field prediction in (6.36). As r∗ =
√
x∗2 + y∗2 → ∞, the full
no-slip velocity field is numerically shown to scale like r∗−3. Although the far field pre-
diction for this limit is not provided, the prediction for large spherical radius confirms
a r∗−3 scaling at constant z∗. Figure 6.16 also shows the deviation in scaling which
occurs in the near field.
Transforming (6.36) to spherical coordinates,
(6.37)
dr∗
dt
∼ ² ω˙ `
3 sin 2κ sin 2φ0 sin(θ0 − ω(t))
2 r∗2
which is confirmed by (6.31). Notice that the body frame generator is obtained through
the transformation ϑ = θ−ω(t) as discussed in Part I (Camassa, Leiterman, McLaugh-
lin). Further, r∗(t) is extremal at times t = ω−1(θ0) and t = ω−1(θ0 − pi) with
ω(ω−1(t)) = t and designation of minimal and maximal depending on the sign of
ω˙ = dω/dt. Integration of dr∗/dt provides that
(6.38) r∗(t) ∼
(
3 ² ω˙ `3 sin 2κ sin 2φ0
2
∫ t
0
sin(θ0 − ω(t˜)) dt˜+ r30
)1/3
and a fluid particle in the far field of a slender body attached to a no-slip plane sweeping
a cone appears to oscillate in time only in the radial direction. For fixed body length
`, the amplitude of this oscillation decreases with increasing slenderness.
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As in sections 6.2 and 6.3 on trajectory and flow properties, let ω(t) = 2pit. Then
(6.39) r∗(t) ∼
(
3 ² `3 sin 2κ sin 2φ0(cos(θ0 − 2pit)− cos θ0)
2
+ r30
)1/3
.
Hence, in the far field, |x∗| = r∗(t) is maximum at time t = θ0/2pi and minimum at
time t = (θ0 − pi)/2pi resulting in an epicycle whose period is commensurate with rod
rotation rate. Specifically, (6.39) provides at leading order that
(6.40) max
t∈[0,1]
|x∗| − min
t∈[0,1]
|x∗| = r∗
(
θ0
2pi
)
− r∗
(
θ0 − pi
2pi
)
Figure 6.17 provides the far field scaling of maxt∈[0,1] |x∗| − mint∈[0,1] |x∗| from the full
no-slip plane velocity solution and from the prediction in (6.40) for large spherical and
cylindrical radial distances. The prediction in (6.40) provides a good measure of the
three-dimensional excursion of fluid particles in the far field for each limit.
As a note, in the body and lab frames, fluid particles in the far field only move
in the radial direction at leading order. In the lab frame solution, where the location
of the Blakelet singularities are time-dependent, the far field radial position of a fluid
particle is oscillatory. In constrast, the far field radial position of a fluid particle in the
presence of fixed Blakelet singularities grows in time algebraically.
6.4.3. Trajectory property scaling. The velocity field decays like |x∗|−2 in the far
field at large spherical distances (|x∗| =
√
x∗2 + y∗2 + z∗2 →∞) at leading order. This
is provided by the formulation for u∗(x∗) in (6.36). This far field approximation is
obtained through |x∗| À 1. At large cylindrical radial distances (
√
x∗2 + y∗2 → ∞
and z∗ constant), Figure 6.16 provides that the full asymptotic no-slip velocity field
decays like |x∗|−3 which is also predicted by the formulation in in (6.36); although, it
is computed in the large spherical radial limit.
Figure 6.18 provides the far field scaling of the trajectory properties: amplitude,
vertical fluctuation, arc length, and angle traveled in section 6.2 determined by the no-
slip plane velocity solution. The scalings are provided for large spherical and cylindrical
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Figure 6.18. Far field scalings of the trajectory properties in section 6.2
under two limits. The scalings are provided as a log-log plot of distance
r∗ against the property. At large spherical distances, the scaling of the
trajectory property provided by the full asymptotic velocity solution is
defined by legend entry r∗ =
√
x∗2 + y∗2 + z∗2 →∞. The ”Far field pre-
diction” determined by the velocity field in (6.36) predicts the trajectory
property and is plotted over the same limit (in the same color). At large
cylindrical distances, the scaling of the property provided by the full ve-
locity solution is defined by legend entry r∗ =
√
x∗2 + y∗2 → ∞. The
”Far field prediction” given by (6.36) also predicts the behavior for this
limit. The dashed lines furnish r∗ versus r∗−p with −p the appropriate
scaling law.
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radial distances. The figure also displays the trajectory behavior provided by the far
field prediction in (6.36). This prediction forecasts the trajectory behavior in each limit
for the properties: amplitude, vertical fluctuation, and arclength. However, it predicts
a zero angle traveled at leading order as discussed in the introduction of this section.
The scalings provided by the full no-slip plane velocity field are
(6.41)
r∗ =
√
x∗2 + y∗2 + z∗2 →∞ r∗ =
√
x∗2 + y∗2 →∞
Projected amplitude ∼ |r∗|−2 Projected amplitude ∼ |r∗|−3
Vertical fluctuation ∼ |r∗|−2 Vertical fluctuation ∼ |r∗|−4
Arclength ∼ |r∗|−2 Arclength ∼ |r∗|−3
Angle traveled ∼ |r∗|−4 Angle traveled ∼ |r∗|−5.
By examining, the formulation for u∗(x∗) in the far field in (6.36), the disparity in the
scaling between the large spherical and large cylindrical limit for amplitude and vertical
fluctuation is seen. For example, (6.36) provides that
(6.42)
dz∗
dt
∼ ² ω˙ `
3 sin 2κ (−x∗ sinω(t) + y∗ cosω(t)) z∗2
|x∗|5 .
At large distances with z∗ constant, the |x∗|−4 decay of vertical fluctuation is obtained.
However, when z∗ is also taken large, the |x∗|−2 decay is obtained.
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CHAPTER 7
Experimental validation
To validate the hydrodyamic solution discussed in Chapter 6 for a slender body
attached to a no-slip plane sweeping a cone, a table top experiment, the RMX Project,
was performed by Brooks, Camassa, Hao, et. al. The slender body in the RMX Project
is a rod 1 cm in length and 0.2 -1 mm in cross-sectional diameter, placed in corn syrup
with a dynamic viscosity of 3200 cP , and spun at 9 RPM providing a Reynolds number
of ∼ 10−2 and a slenderness (defined in (D.2) as a ratio of radius to length) of δ ∼ 0.1.
Bubbles with diameters of 0.1 − 0.5mm are placed in the flow and their motion is
tracked through photo imaging.
We compare trajectories resulting from the asymptotic no-slip plane velocity solution
u(x, t) of the Stokes equations developed in Chapter 6 to the trajectories of beacons
in the RMX Project. The appropriate particle equations were determined in section 3
providing that particle trajectories x(t) can be determined from the system of ordinary
differential equations
dx
dt
= u(x, t)(7.1)
x(0) = x0.
Several bubble trajectories from the macroscale RMX experiment were compared
to the asymptotic no-slip plane theory. The top view of such a comparison is shown
in Figure 7.1 (Brooks, Camassa, Hao, et. al). Three-dimensional measurements are
available in an experiment on this scale. The bubbles in Figure 7.1 have initial vertical
positions which vary from z0 = 0.61 cm to z0 = 0.65 cm. Each theoretical trajectory
0.38 cm
(0,0)
Figure 7.1. Theoretical trajectories from the asymptotic no-slip plane
solution in Chapter 6 compared to bubble trajectories from the RMX
Project. The rod base is centered at the origin while the black dots are
the tracked bubbles. The bubble trajectories shown are initially at 0.61 to
0.65 cm from the floor of the tank. The rod rotates in the clockwise direc-
tion. Theoretical trajectories are computed using 4th order Runge-Kutta
with 104 time steps per revolution on the asymptotic velocity field. The
theoretical trajectories use the stated cone geometry and rod radius, and
initial position (x0, y0) in the plane provided by the experiment. The ini-
tial vertical position is set at z0= 0.625 cm for each simulated trajectory.
(Brooks, Camassa, Hao, et. al)
z0 = 0.61 cm
z0 = 0.65 cm
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Figure 7.2. Theoretical and RMX polar amplitude. Polar amplitude
(defined in (4.22)) is the difference between the maximum and minimum
of the trajectory projected on the z = 0 plane which is taken as the floor
of the experimental tank. The amplitude is plotted as a function of the
initial radius r0 =
√
x20 + y
2
0 (measured in CR) of trajectories for two
initial vertical positions z0 = 0.61 cm and z0 = 0.65 cm after one rod
revolution. (Brooks, Camassa, Hao, et. al)
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Figure 7.3. Trajectories from the RMX experiment in Figure 7.1 com-
pared to the exact free space (Chapter 4) and asymptotic no-slip plane
Blakelet (Chapter 6) velocity solutions. The asymptotic no-slip plane
solution does a far superior job at predicting the motion of the bubbles.
shown is initiated at a vertical position of z0 = 0.625 cm. Figure 7.1 (Brooks, Camassa,
Hao, et. al) shows qualitative agreement between the polar amplitude, arclength, and
angle traveled of epicycles while Figure 7.2 provides a quantitative comparison of the
polar amplitude (defined in (4.22)) between the macroscale experiment and the theory
as a function of the initial radial distance r0 =
√
x20 + y
2
0 of markers. The theoretical
prediction of polar amplitude is shown for particles initialized at (x0, y0, z0) for the two
initial vertical positions z0 = 0.61 cm and z0 = 0.65 cm where the initial position
(x0, y0) in the plane is provided by the bubble trajectories. The comparison provides
good agreement and, hence, the RMX project has successfully tested predictions from
the theoretical model which is used to examine the added complexity of hydrodynamics
on small scales (Brooks, Camassa, Hao, et. al.; Jing 2006).
Although the theory used in the experimental comparison has been an asymptotic
solution constructed for a slender body, there is strong agreement between theory and
the macroscale trajectories. A comparison between the exact and asymptotic no-slip
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Figure 7.4. The RMX experimental trajectory nearest the rod shown
in Figures 7.1 and 7.3 compared to the exact free space prediction (left)
and the asymptotic no-slip plane Blakelet prediction (right) of Chapters 4
and 6, respectively. The discontinuities in the experimental trajectory are
an artifact of the tracking algorithm used on the bubbles. The bubbles
perform a continuous epicyclic movement.
plane solutions for the macroscale trajectories in Figure 7.1 is shown in Figure 7.3. This
figure provides a qualitative feel for the difference in the free space and no-slip plane
theories in Chapters 4 and 6, respectively. Sections 4.4 and 6.4 provide the far field
scalings for the trajectory properties of these solutions as
√
x2 + y2 → ∞ at a fixed
height z. For large cylindrical distances, it was determined that
(7.2)
Exact free space solution Asymptotic no− slip plane solution
Projected amplitude ∼ |x|−2 Projected amplitude ∼ |x|−3
Angle traveled ∼ |x|−3 Angle traveled ∼ |x|−5
V ertical fluctuation ∼ |x|−2 V ertical fluctuation ∼ |x|−4
Arclength ∼ |x|−2 Arclength ∼ |x|−3.
The faster decay of angle traveled for the no-slip plane Blakelet solution is apparent in
Figure 7.3. However, the projected amplitude of the exact free space solution appears
to decay faster than the Blakelet solution. Since trajectories in Figure 7.3 are shown
for the near field, a transition, not observed in this figure, occurs where the far field
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scalings of Table 7.2 are confirmed. Again, the Blakelet solution does a far superior
job at predicting the motion, capturing the projected amplitude, angle traveled, and
arclength of the trajectory, as depicted in Figure 7.4.
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CHAPTER 8
Eigensystem in Lagrangian coordinates
Consider the particle trajectory x(t) = (x, y, z) projected onto the z = 0 plane in
Figure 8.1 computed from the asymptotic free space solution for a slender body spinning
about its midpoint sweeping a double cone presented in Chapter 5. Further consider
the trajectory in cylindrical coordinates (r, θ, z) where
x = r cos θ(8.1)
y = r sin θ
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Figure 8.1. Trajectory computed from the asymptotic free space solu-
tion in Chapter 5 which is projected onto the z = 0 plane.
and z being invariant under this coordinate transformation. The corresponding cylin-
drical radius r(t) =
√
x2 + y2 and vertical fluctuation z(t) of the trajectory in Figure
8.1 are shown in Figure 8.2 as a function of rod revolutions. Let θrod(t) be the polar
angular position of the slender body’s tip. Then, when
(8.2) θ(t)− θrod(t) = 0o,
the rod and the particle are said to be aligned. Further, when
(8.3) θ(t)− θrod(t) = 180o,
the rod and the particle are said to be misaligned. Since we are examining the solution
for a slender body spinning about it midpoint sweeping a double cone, when (8.3) holds
the particle and the rod’s tip in the lower half space are aligned. Figure 8.2 identifies
when (8.2) and (8.3) occur through the symbols o and 4, respectively.
The cylindrical velocity components which generate the trajectory in Figure 8.1
are shown in Figure 8.3 with attention also paid to rod and particle alignment and
misalignment as discussed above. The speed |u| =
√
u21 + u
2
2 + u
2
3 is given in the bottom
of Figure 8.4 and is plotted by color along the trajectory in the top of that figure to
illuminate the location of maximum and minimum speed relative to position on the
epicyle. These plots provide that the speed has a global minimum when the rod and
particle are misaligned. There is a local minimum when the rod and the particle are
aligned about which maximal regions in speed are attained.
Let u(x, t) be the asymptotic slender free space solution of Chapter 5. Define
(8.4) A = ∇u+∇uT
where µA/2 is the associated viscous stress tensor with µ being the dynamic viscosity
of the fluid which enters in the governing Stokes equations. Further, define λ to be the
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Figure 8.2. Cylindrical radius r(t) =
√
x2 + y2 (top) and vertical fluc-
tuation z(t) (bottom) versus rod revolutions of the trajectory in Figure
8.1. The ◦ marks where the rod and the particle are aligned (see (8.2))
and the4marks where the rod and the particle are misaligned (see (8.3)).
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Figure 8.3. Cylindrical velocity components generating the trajectory
in Figure 8.1 versus rod revolutions. The ◦ marks where the rod and the
particle are aligned (see (8.2)) and the 4 marks where the rod and the
particle are misaligned (see (8.3)).
maximum eignevalue of A and e to be the corresponding eigenvector where
(8.5) A e = λ e.
The maximal eigenvalue ofA is computed along the trajectory shown projected in Figure
8.1. That is, they are computed in a Lagrangian coordinate system and depicted in
Figure 8.5. To understand the direction of the corresponding maximal eigenvector e,
the angle between the tangent vector to the three-dimensional trajectory and e given
as
(8.6) φ = cos−1
(
x · e
|x| |e|
)
is provided by Figure 8.5. The maximal eigenvalue is zero when the rod and particle
are both aligned and misaligned. At these times, the eigenvector is nearly orthogonal
to the trajectory’s tangent. Notice that the eigenvalue is maximal at times right before
and after misalignment of the rod and particle. The eigenvector is nearly parallel to
the trajectory’s tangent at times between rod and particle alignment and misalignment
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where the maximal eigenvalue is approximately its average value. The maximal eigen-
value and the angle given in (8.6) is also shown by a color scale superimposed to the
trajectory in Figure 8.6
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Figure 8.4. Speed along the trajectory in Figure 8.1 versus rod revo-
lutions (bottom plot). The ◦ marks where the rod and the particle are
aligned (see (8.2)) and the 4 marks where the rod and the particle are
misaligned (see (8.3)). Speed is also shown by a color scale superimposed
to the trajectory (top plot).
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Figure 8.5. The maximum eigenvalue (top) of A in (8.4) and the angle
in (8.6) between the corresponding eigenvector and the trajectory’s tan-
gent (bottom) computed in Lagrangian coordinates along the trajectory
in Figure 8.1 versus rod revolutions. The ◦ marks where the rod and the
particle are aligned (see (8.2)) and the 4 marks where the rod and the
particle are misaligned (see (8.3)).
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Figure 8.6. The maximum eigenvalue (top) of A in (8.4) and the angle
in (8.6) between the corresponding eigenvector and the trajectory’s tan-
gent (bottom) shown by a color scale superimposed to the trajectory of
Figure 8.1.
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CHAPTER 9
Coupled particles
Consider two particles at x and y connected by a spring such that inertia can be
neglected (see Chapter 3 and Appendix H). Let the spring force be governed by Hooke’s
law. Then the particle positions are found by solving
dx
dt
= u(x, t)− k0(x− y)(9.1)
dy
dt
= u(y, t) + k0(x− y)
x(0) = x0
y(0) = y0
where k0 = k/6piµa with k the spring constant and a the radius of the particles.
Consider three initial configurations for x and y embedded in the exact free space
solution of section 4.1 with x assumed positioned to the left of y. These configurations
each have an initial angular seperation and are further defined as
(A) Initial radial separation with x farther from rod orbit(9.2)
(B) Initial radial separation with y farther from rod orbit
(C) No initial radial separation
These configurations are depicted in Figure 9.1, although, the spring is not displayed.
Using 4th order Runge-Kutta with 104 time steps per rod revolution, we compute x
and y in (9.1) using the exact free space velocity solution u for the three configuration
(A), (B), (C) when the cone angle is 450, spheroid eccentricity is e = 0.99995 (providing
Figure 9.1. Initial mass configurations (A) (B) (C) defined in (9.2).
Note that x is on the left and y is on the right.
a slenderness ratio of radius to length δ = 0.01), and setting k0 = 0.01. Plots of
(9.3) log |x(t)− y(t)|
for final times 200, 1000, 104 rod revolutions are provided in Figures 9.2, 9.3, and 9.4.
Note that a negative slope in these plots indicates compression while a postive slope
indicates stretching.
For configuration (A) in Figure 9.2, the mass on the left is initially radially farther
from the center of the precessing cone structure than the mass on the right. The
spring initially compresses then stretches. At later times, the spring compresses again
as the separation distance between the masses goes to zero. Through observation, it
appears the second compression begins as the radial separation nears zero. By design
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Figure 9.2. Plot of log |x − y| versus time (measured in rod revolu-
tions) for configuration (A) where the left mass x is radially farther
from the center of the cone structure than right mass y over times
[0, 200], [0, 1000], [0, 104] (left to right). Particle positions x and y are
connected by a spring and computed from (9.1) using the exact free space
velocity solution of section 4.1.
125
FreeSpace:  Log || x1-x2 || vs. Time (sec)
0 5 10 15 20 25 30 35 40
1.4
1.6
1.8
2
2.2
FreeSpace:  Log || x1-x2 || vs. Time (sec)
0 20 40 60 80 100 120 140 160 180 200
1
1.2
1.4
1.6
1.8
2
2.2
FreeSpace:  Log || x1-x2 || vs. Time (sec)
0 200 400 600 800 1000 1200 1400 1600 1800 2000
-25
-20
-15
-10
-5
0
Figure 9.3. Plot of log |x − y| versus time (measured in rod revo-
lutions) for configuration (B) where the left mass x is radially closer
to the center of the cone structure than right mass y over times
[0, 200], [0, 1000], [0, 104] (left to right). Particle positions x and y are
connected by a spring and computed from (9.1) using the exact free space
velocity solution of section 4.1.
of the spring force in (9.1), the equilibruim position between the particle is zero and
confirmed by log |x− y| → −∞ as t→∞.
For configuration (B) in Figure 9.3, the mass on the left is initially radially closer
to the center of the precessing cone structure than the mass on the right. The spring
initially stretches and then compresses which begins, again, as the radial separation of
the masses nears zero. The initial compression that was apparent in (A) is no longer
there.
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Figure 9.4. Plot of log |x−y| versus time (measured in rod revolutions)
for configuration (C) where the left mass x is separated from the right
mass y only in the angular direction over times [0, 200], [0, 1000], [0, 104]
(left to right). Particle positions x and y are connected by a spring and
computed from (9.1) using the exact free space velocity solution of section
4.1.
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In an attempt to answer if compression continues until zero separation once the
radial separation is zero, consider configuration (C) in Figure 9.4, where the masses
start with no initial radial separation but an angular separation (see Figure 9.1). The
spring continues to compress until around 375 rod revolutions after which the spring
goes from compressing to stretching for 150 rod revolutions.
To assess the effects that the generalized spring constant
(9.4) k0 =
k
6piµa
has on the evolution of two masses connected by a spring with spring constant k
governed by (9.1), we examine x and y for a cone angle of κ = 68o when k0 =
0, 0.001, 0.01, 0.1, 1. The resulting trajectories and plots of log |x−y| after 10 spheroid
revolutions when the masses are separated only in the angular direction (as in configu-
ration (C)) are shown in Figure 9.5.
Examine the log |x − y| in Figures 9.2, 9.3, and 9.4. There is an additional small
scale oscillation. There is an overall compression in the mass-spring system where the
masses aim for equilibrium as time increases which appears as an overall negative slope
in the log plots. However, on short time scales, stretching and compressing appears to
occur periodically with a period comparable to the spheroid rotation rate.
127
K0 = 0
CR = 8, CH = 20, r0 = 18 um
Log || x1-x2 || vs. Rod Rotations for K0 = 0   (CR = 8, CH = 20, r0 = 18)
0 1 2 3 4 5 6 7 8 9 10
0.04
0.05
0.06
0.07
0.08
0.09
K0 = 0.001
CR = 8, CH = 20, r0 = 18 um
Log || x1-x2 || vs. Rod Rotations for K0 = 0.001   (CR = 8, CH = 20, r0 = 18)
0 1 2 3 4 5 6 7 8 9 10
0.04
0.05
0.06
0.07
0.08
0.09
K0 = 0.01
CR = 8, CH = 20, r0 = 18 um
Log || x1-x2 || vs. Rod Rotations for K0 = 0.01   (CR = 8, CH = 20, r0 = 18)
0 1 2 3 4 5 6 7 8 9 10
0.01
0.02
0.03
0.04
0.05
0.06
0.07
0.08
0.09
K0 = 0.1
CR = 8, CH = 20, r0 = 18 um
Log || x1-x2 || vs. Rod Rotations for K0 = 0.1   (CR = 8, CH = 20, r0 = 18)
0 1 2 3 4 5 6 7 8 9 10
-0.35
-0.3
-0.25
-0.2
-0.15
-0.1
-0.05
0
0.05
K0 = 1
CR = 8, CH = 20, r0 = 18 um
Log || x1-x2 || vs. Rod Rotations for K0 = 1   (CR = 8, CH = 20, r0 = 18)
0 1 2 3 4 5 6 7 8 9 10
-3.5
-3
-2.5
-2
-1.5
-1
-0.5
0
Figure 9.5. Positions of two masses initially only separated in
the angular direction for the generalized spring constants k0 =
0, 0.001, 0.01, 0.1, 1 (top to bottom) are shown on the left where the
spring in not display. Plots of the corresponding log |x − y| versus time
(measured in rod revolutions) is shown on the right after 10 spheroid rev-
olutions. Particle positions x and y are computed from (9.1) using the
exact free space velocity solution of section 4.1.
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CHAPTER 10
Flow decomposition
10.1. Linearization and the Jordan normal form
Consider the velocity field u(x, t). When inertia is negligle, Chapter 3 provides that
particle positions x(t) are governed by the ordinary differential equation
dx
dt
= u(x, t).(10.1)
Linearize the velocity field about x = x0. Taylor’s theorem provides that
dx
dt
=
dx0
dt
+∇u(x0, t) · (x− x0).(10.2)
Define
(10.3) y = x− x0.
Then (10.2) is rewritten as
dy
dt
= ∇u(x0, t) · y(10.4)
= A(t)y
where x0(t) is found as the solution to
(10.5)
dx0
dt
= u(x0, t).
We are interested in a diagnonalization of A. To do so, we seek a basis of eigenvec-
tors. When the matrix A does not have a full set of eigenvectors, we seek a generalized
basis and can show that the matrix is similar to the Jordan normal (or canoncial) form
of the matrix (Strang 1988). The Jordan norm form J is an upper triangular matrix
consisting of repeated (grouped) eigenvalues on the main diagonal. The entries on the
main diagonal of the Jordan normal form matrix equal the eigenvalues, which are re-
peated according to their algebraic multiplicity. The elements in the superdiagonal of
J either equal 0 or 1. The number of zeros is one less than the number of linearly
independent eigenvectors of A. The Jordan normal form shows to what extent a given
matrix A can be simplified, or diagonalized, by changing basis and provides that for
nonsingular A,
(10.6) J = S−1AS
with S containing the eigenvectors of A.
Computing the Jordan normal form of (10.4) provides that
dy
dt
= S(t) J(t)S−1(t)y.(10.7)
Consider the change of basis
(10.8) y = S(t) η.
Then, with ˙ representing differentiation in time, (10.7) provides that
S(t) J(t) η =
d(S(t) η)
dt
(10.9)
= S˙ η + S η˙
and, thus,
(10.10) η˙ =
(
J − S−1S˙
)
η.
When S˙ = 0, it is given that η˙ = J(t) η and the eigenvalues of A provide information
about shear, elongation, and rotation in the flow field.
130
10.2. Couette flow
The flow u = (u, v) given by a cylinder rotating in an infinite domain is given by
u = − ay
x2 + y2
(10.11)
v =
ax
x2 + y2
where a = ΩR2 with Ω being the rotation rate of a cylinder of radius R. Note that in
cylindrical coordinates, Couette flow is represented as
ur = 0(10.12)
uθ =
a
r
where ur and uθ are the radial and azimuthal velocities, respectively. We seek a decom-
position of this flow into shear and elongation components through a diagonalization of
the flow field. We aim to confirm that the strategy presented in section 10.1 provides a
basis in which Couette flow is seen purely as a simple shear.
As discussed in the previous section, linearizing the velocity field in (10.11) about
x = x0 provides that
dy
dt
= L(x0, t)y(10.13)
where
y = x− x0(10.14)
L(x0, t) = ∇u(x0, t)
=
a
(x20 + y
2
0)
2
 2x0y0 y20 − x20
y20 − x20 −2x0y0

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for Couette flow with the time-dependence entering in through x0 = x0(t) as the solution
to (10.5). Computing the Jordan normal form of L provides that
L = S J S−1(10.15)
S =
1
2
√
x2 + y2
 x− y −x− y
x+ y x− y

J =
a√
x2 + y2
 −1 0
0 1

Note that det(S) = 1 and for Couette flow, the eigenvectors are a set of orthogonal
vectors where
S−1 = S T .(10.16)
Now
dy
dt
= L(x0, t)y(10.17)
y = S(x0, t) η
provides that
η˙ =
(
J − ST S˙
)
η.(10.18)
To complete the description of S and J , x0 is needed. It is found by solving (10.12) for
(x0, y0) = (r0 cos θ0, r0 sin θ0) found as
r0 = R0(10.19)
θ0 = c0 +
a t
R20
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for R0 constant. Thus
S =
1√
2
 cos θ0 − sin θ0 − cos θ0 − sin θ0
cos θ0 + sin θ0 cos θ0 − sin θ0
(10.20)
S˙ =
θ˙0√
2
 − sin θ0 − cos θ0 sin θ0 − cos θ0
− sin θ0 + cos θ0 − sin θ0 − cos θ0

and, most importantly,
ST S˙ =
θ˙0√
2
 0 −2
2 0
(10.21)
=
a
R20
 0 −1
1 0
 .
Let
B(t) = J − ST S˙(10.22)
=
a
R20
 −1 −1
1 1

so that
(10.23)
dη
dt
= B(t)η.
Hence, the Jordan decomposition does not provide η as a solution which involves a
diagonal matrix. This is generally the case after a single change of basis involving time-
dependent eigenvectors. However, performing an additional Jordan decompostion on
133
B(t) results in
B = M J˜ M−1(10.24)
M =
 −1 R20a
1 0

J˜ =
 0 1
0 0
 .
Imposing another change of coordinates to (10.23) defined by
(10.25) η =M ξ,
it is given that
ξ˙ =
(
J˜ −MTM˙
)
ξ(10.26)
=
a
R20
 0 1
0 0
 ξ
since M˙ = 0. Thus, two applications of the Jordan normal form decomposition provides
a basis in which the flow is seen as the simple shear
dξ1
dt
=
a
R20
ξ2(10.27)
dξ2
dt
= 0
as expected.
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APPENDIX A
Singularity theory
A.1. The Stokeslet
The Stokeslet is the primary fundamental solution of Stokes equations (Pozrikidis
1997). Fundamental solutions are found by solving Stokes equations
µ∇2u+ f = ∇p(A.1)
∇ · u = 0
which are singularly forced by f in an unbounded domain. Here u is the velocity field,
p is the pressure field, and µ is the constant dynamic viscosity. The Stokeslet is a
fundamental solution associated with a singular point force
(A.2) fS = 8piµαδ(x)
applied, here, at the origin where δ(x) is the three-dimensional Dirac delta-function
and α is a vector characterizing the Stokeslet strength in magnitude and direction.
The velocity and pressure fields due to a Stokeslet singularity of strength α located at
the origin are given by
uS(x;α) =
α
|x| +
(α · x)x
|x|3(A.3)
pS(x;α) = −2µα · x|x|3
which is derived in Appendix B. Note that the Stokeslet velocity field decays like 1/|x|
at large distances.
Since the Stokes equations are linear, any derivative of the Stokeslet solution is
also a fundamental solution. Hence, higher order singularities can be obtained through
differentiation of uS and PS. The corresponding fundamental singularity is found as
that same derivative of fS. The Stokes doublet is such a higher order singularity and
its velocity field is defined by
uSD(x;α,β) = (β · ∇)uS(x;α)(A.4)
=
(α× β)× x
|x|3 −
(α · β)x
|x|3 +
3(α · x)(β · x)x
|x|5 .
This singularity can be further decomposed to form additional solutions. For example,
the symmetric component of the Stokes doublet with respect to its strengths gives a
fundamental solution known as the stresslet. The stresslet velocity field is given as
uSS(x;α,β) =
1
2
(
uSD(x;α,β) + uSD(x;β,α)
)
(A.5)
= −(α · β)x|x|3 +
3(α · x)(β · x)x
|x|5 .
Further, the antisymmetric component of the Stokes doublet is a singularity known as
the rotlet. The rotlet velocity field is found to be
uR(x;γ) =
1
2
(
uSD(x;α,β)− uSD(x;β,α)
)
(A.6)
=
γ × x
|x|3
where γ = α×β. Note here that the Stokes doublet velocity field decays like 1/|x|2 at
large distances.
A.2. The point-source dipole
Another fundamental solution which plays an important role in Stokes flow prob-
lems is the point-source dipole (Pozrikidis 1997). The associated velocity field for this
singularity is given as
uD(x;η) = ∇
(
∇ · η|x|
)
(A.7)
= − η|x|3 +
3 (η · x)x
|x|5
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whose location is shown here at the origin. It is of interest to note that the point-source
dipole is related to the Stokeslet through the relation
uD(x;η) = −1
2
∇2uS(x;η).(A.8)
This fundamental solution is constructed by considering an irrotational velocity field
u whose rate of expansion, or divergence, is zero everywhere except at the point y where
it is infinite. That is, consider the velocity field u which satisfies the equations
∇× u = 0(A.9)
∇ · u = δ(x− y).
Since u is irrotational, as given by (A.9), it can be found as the gradient of a scalar
potential function. Thus u = ∇φ. This provides that ∇2φ = δ(x − y) and φ is found
to be the free space Green’s function for the laplacian in R3. More specifically,
(A.10) φ = − 1
4pi|x− y|
and, hence,
(A.11) u =
x− y
4pi|x− y|3 .
For a physical interpretation of this singularity, let V be a volume element of fluid
containing the point y. Then the volume flux through the surface S of V enclosing y
is given as
(A.12)
dV
dt
=
∫
S
u · nˆ ds
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where nˆ is the outward normal to S. Using the limit definition of divergence, the
instantaneous fractional rate of change of volume is
lim
V→0
(
1
V
dV
dt
)
= lim
V→0
(∫
S u · nˆ ds
V
)
(A.13)
= ∇ · u
which is the rate of expansion of the fluid at y. By conservation of mass, it is also true
that
(A.14)
1
ρ
Dρ
Dt
= −∇ · u
where D/Dt = ∂/∂t + u · ∇ is the material derivative. Hence, the fractional rates of
change of volume and density of a fluid element are equal in magnitude and opposite
in sign. Thus, a rate of expansion that is zero everywhere except at y implies that the
volume element V enclosing y acts like a source of mass in an otherwise divergence-free
fluid. Hence (A.10) and (A.11) are known as the potential function and velocity field
due to a point-source singularity.
The point-source dipole velocity is now given by uD = ∇φD where
φD = η · ∇φ = −(x− y) · η
4pi|x− y|3(A.15)
with η a constant-valued vector known as the strength of the dipole. The associated
pressure field pD for the potential dipole velocity field is constant by virtue of (A.8) and
the fact that the Stokeslet pressure is harmonic.
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Further,
∇2uD = ∇2 [∇ (η · ∇φ)](A.16)
= ∇ [η · ∇ (∇2φ)]
= ∇ [η · ∇δ(x− y)]
∇ · uD = ∇ · [∇ (η · ∇φ)]
= ∇2 (η · ∇φ)
= η · ∇ (∇2φ)
= η · ∇δ(x− y).
Hence, the equations of motion satisfied by the point-source dipole velocity field in (A.7)
are
µ∇2uD = 4piµη ∇2δ(x− y)(A.17)
∇ · uD = 4pi η · ∇δ(x− y)
where the applied point-source singularity has strength −4piµη as defined in (A.1).
Comparing (A.17) to the equations of motion for the Stokeslet in (A.1) and (A.2)
validates the relationship between these two singularities in (A.8).
A.3. An exact solution for uniform flow past a sphere
To demonstrate the power of singularity theory, consider uniform Stokes flow past
a sphere. That is, examine a sphere of radius a centered at the origin embedded in a
uniform flow U so that the velocity field u(x) satisfies
u(r = a) = 0(A.18)
lim
x→∞
u(x) = U
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where U is uniform and r = |x|. The solution to this boundary value problem can
be constructed classically, as in Landau and Lifshitz (1987), using vector potentials
or it can be obtained by singularity theory, as in Pozrikidis (1997). Each strategy is
presented.
A.3.1. By the vector potential. Conservation of mass in Stokes equations is rep-
resented as ∇ · u = 0. Thus, the velocity field can be represented in terms of a vector
potential
(A.19) u(x)−U = ∇×A.
Since the body is symmetric, the only preferred direction is U. Because the Stokes
equations and the boundary conditions are linear, A must be a linear function of U.
Further, axial symmetry implies that A is a function of r = |x| alone. Hence
(A.20) A = f ′(r)n×U = ∇f(r)×U
where n = x/r. Thus
(A.21) u = U+∇× (∇f ×U)
and the curl of the velocity field is found as
ω = ∇× u(A.22)
= ∇×∇× (∇f ×U)
= ∇×∇×∇× (fU)
= ∇(∇ · (∇× fU))−∇2(∇× fU)
= −∇2(∇× fU).
Conservation of momentum in Stokes equations is represented as µ∇2u = ∇p where
p is the ensuing scalar pressure field. By taking the curl of the momentum equation, it
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is further found that
0 = ∇2ω(A.23)
= −∇4(∇× fU)
= −∇2(∇f ×U)
= −∇4(∇f)×U.
Thus
(A.24) ∇4(∇f) = 0 =⇒ ∇4f = 0
upon imposing the boundary condition at infinity. Using
(A.25) ∇2 = 1
r2
d
dr
(
r2
d
dr
)
,
it is determined that
(A.26) f(r) = c1r +
c2
r
providing the solution
(A.27) u = U− c1
(
U+ (U · n)n
r
)
− c2
(−U+ 3(U · n)n
r3
)
.
By enforcing the no-slip and no-flow boundary condition at r = a, the constants of
integration are found to be
(A.28) c1 =
3a
4
, c2 = −a
3
4
.
Recalling that n = x/r,
(A.29) u(x) = U− 3a
4
(
U
|x| +
(U · x)x
|x|3
)
+
a3
4
(
− U|x|3 +
3(U · x)x
|x|5
)
.
is constructed which represents uniform Stokes flow past a sphere.
141
A.3.2. By singularities. Again, consider the uniform Stokes flow past a sphere de-
scribed in (A.18). Singularity theory suggests representing the flow by the superposition
of a Stokeslet and a point-source dipole placed at the sphere’s center r = 0 That is,
(A.30) u(x) = U−
(
α
|x| +
(α · x)x
|x|3
)
−
(
− β|x|3 +
3(β · x)x
|x|5
)
where the Stokeslet has strength α and the point-source dipole has strength β.
Clearly, u satisfies the boundary condition at infinity. Imposing no-slip and no-flow
at r = a yields two algebraic equations for the singularity strengths
(A.31) α a2 − β = a3U, α a3 + 3 β = 0
whose solution is determined as
(A.32) α =
3aU
4
, β = −a
3U
4
.
Thus, with more ease than the classical construction using vector potentials,
(A.33) u(x) = U− 3a
4
(
U
|x| +
(U · x)x
|x|3
)
+
a3
4
(
− U|x|3 +
3(U · x)x
|x|5
)
.
However, the ease lies with choosing the appropriate distribution of singularities for
which to match boundary conditions. Pozrikidis (1997) provides a survey of fundamen-
tal solutions to Stokes equations and their physical interpretations which aids in making
such a choice.
A.4. The Blakelet
Described in Appendix A.1, the Stokeslet is the primary fundamental solution to
Stokes equations. It is due to a point force applied in an infinite domain. This solution
can be obtained through Fourier analysis which is a common technique for linear partial
differential equations. Blake (1971) used this same technique to derive the Green’s
function for a point force applied in a semi-infinite domain which a no-slip planar
boundary.
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Let x = (x1, x2, x3) be a point in the upper half plane {x ∈ R3 | x3 ≥ 0}. Blake
constructed the Green’s function for
µ∇2u+ f = ∇p(A.34)
∇ · u = 0
u(x3 = 0) = 0
where the singular point force
f = fS(A.35)
= 8piµαδ(x− y),
applied, here, at the point y, takes the same form as the Stokeslet strength in (A.2).
The velocity and pressure fields are given as
uj(x) = αkG
k
j (x,y)(A.36)
= αk
[(
1
r
− 1
R
)
δjk +
rjrk
r3
− RjRk
R3
+
2y3 (δkmδml − δk3δl3) ∂
∂Rl
[
y3
R3
−
(
δj3
R
+
RjRk
R3
)]]
pj(x) = αkH
k
j (x,y)(A.37)
= 2µαk
[
rk
r3
− Rk
R3
− 2y3 (δkmδml − δk3δl3) ∂
∂Rl
(
R3
R3
)]
where m = 1, 2, j, k, l = 1, 2, 3 and
r = x− y = (x1 − y1, x2 − y2, x3 − y3)(A.38)
R = x− y′ = (x1 − y1, x2 − y2, x3 + y3)
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with y′ being the image point of y in the lower half plane. Further, αk represents the
kth component of the singularity strength, or force, in (A.35) and
(A.39) δjk =
 1 if j = k0 otherwise.
is the Kronecker delta function. The Green’s functions G(x,y) and H(x,y) are derive
in Appendix C.
The solution provided by (A.36) contains a single Stokeslet applied at y while the
image system consists of a Stokeslet, Stokes-doublet and a point source dipole located
at y′. Each of these singularities have been previously defined in this Appendix. The
fundamental solution provided by Blake is termed the Blakelet as an analog to the
fundamental solution in free space known as the Stokeslet. Chapter 6, on the asymptotic
no-slip plane velocity solution for a slender body sweeping a cone, provides further
details regarding the Blakelet singularity.
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APPENDIX B
Derivation of the Stokeslet
Consider Stokes equations in R3 given as
µ∇2U−∇P = f(x)(B.1)
∇ ·U = 0(B.2)
where the quantities x = (x1, x2, x3) and U = (u1(x), u2(x), u3(x)) are vectors and
P = P (x) is a scalar. The fundamental solutions, uk and pk, to Stokes equations in R3
satisfy the system
µ∇2uk(x,y)−∇pk(x,y) = δ(x− y)ek(B.3)
∇ · uk = 0(B.4)
where uk = (uk1, u
k
2, u
k
3), δ(x−y) is the three-dimensional Dirac delta function centered
at y, ek is the unit vector in the kth coordinate axis, and k = 1, 2, 3. These solutions
are further defined by the requirement that
(B.5) uk, pk → 0 as |x| → ∞.
Two things should be noted. First, the Stokes equations given in (B.1) and (B.2)
provides a system of 4 equations. However, the singular system of Stokes equations
in (B.3) and (B.4) defining the fundamental solution set is a system of 12 equations.
Secondly, it should be noted that the fundamental solutions, uk(x,y) and pk(x,y), are
radial functions of the single variable x−y. That is, uk(x,y) = uk(x−y) and pk(x,y) =
pk(x − y). It may have been expected that the fundamental solutions display such
symmetry, not just because the laplacian is radially symmetric but, more importantly,
because the delta function, which describes the force, is radially symmetric. In some
expressions, it will be advantageous to use the pair (x,y) while in others, it will be best
to consider the single variable x− y. Representing uk and pk by uk(x,y) and pk(x,y)
in (B.3) and (B.4) aids in the partial differentation and integration. Differentiation
there is done with respect to the variable x not the variable x − y. In this instance,
the point y is thought to play the role of a parameter. This is seen by examining the
fundamental solution set more closely. The fundamental solutions are 3 x 3 tensors made
up of solutions corresponding to concentrated forces directed along the coordinate axis.
For example, u1(x,y) = (u11(x,y), u
1
2(x,y), u
1
3(x,y)) is the solution corresponding to
f(x) = δ(x − y)e1 = (δ(x − y), 0, 0) which is a point force directed in the x1 direction
concentrated at the point y = (y1, y2, y3). Thus, restating, the parameter y represents
the location of a concentrated applied force. The fundamental solution for a point force
in an infinite viscous fluid is known as a Stokeslet.
Once the solutions uk and pk to (B.3) and (B.4) are found, U and P are given by
the sum of the convolutions
U(x) =
∫
R3
uk(x,y)fk(y)dy(B.6)
P (x) =
∫
R3
pk(x,y)fk(y)dy
where k = 1, 2, 3 and the force f(x) given in Stokes equations has now been expressed
as the three-dimensional vector f(x) = (f1(x), f2(x), f3(x)) where fk represents a single
component. In (B.6) and throughout this article, indicial notation is used. Thus the
consecutive use of the script k in the product term of the integrand in (B.6) implies
that the integrand is a summation over k = 1, 2, 3. Note that if the forcing function
f(x) has compact support in a domain Ω then the integral over R3 can be replaced by
an integral over Ω.
To solve the singular system in (B.3) and (B.4), Fourier analysis is used. Let α =
(α1, α2, α3). Thinking of the pair (x,y) as now the single variable x − y, the Fourier
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transform gˆ(α) of a function g(x,y) in the variable x− y is defined by
(B.7) gˆ(α) =
1
(2pi)
3
2
∫
R3
g(x,y)e−iα(x−y)dx
so that
(B.8) g(x,y) =
1
(2pi)
3
2
∫
R3
gˆ(α)eiα(x−y)dα
where αx = αkxk using indicial notation.
Let uˆk and pˆk denote the Fourier transforms of uk and pk. Before substituting
uk and pk defined by (B.8) into (B.3) and (B.4), reexamine the singular momentum
equation in (B.3). Clearly, (B.3) represents a system of 9 equations in the variables x
and k. Consider the system of 3 equations in k involving the first component of x, x1.
That is, examine the system
(B.9) µ∇2uk1(x,y)−
∂
∂x1
pk(x,y) = δ(x− y)ek
Recall that ek is a unit vector directed along the kth coordinate axis and is independent
of x. Using (B.8), define
uk1(x,y) =
1
(2pi)
3
2
∫
R3
uˆk1(α)e
iα(x−y)dα(B.10)
pk(x,y) =
1
(2pi)
3
2
∫
R3
pˆk(α)eiα(x−y)dα.(B.11)
Substituting these expressions into (B.9), yields the relation
(B.12) −µα2uˆk1(α)− iα1pˆk(α) =
1
(2pi)
3
2
ek
where
(B.13) α2 =
3∑
k=1
α2k.
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Doing the same substitution for the systems of 3 equations in k involving the variables
x2 and x3, respectively, yields the systems
−µα2uˆk2(α)− iα2pˆk(α) =
1
(2pi)
3
2
ek(B.14)
−µα2uˆk3(α)− iα3pˆk(α) =
1
(2pi)
3
2
ek.(B.15)
To utilize indicial notation, the system in (B.3), rewritten in (B.12), (B.14), and (B.15)
using Fourier transforms, is expressed in its entirety. Such descriptions will be provided
less frequently as indicial notation is used more. However, the complete system in k
and x is given as
−µα2uˆ11(α)− iα1pˆ1(α) =
1
(2pi)
3
2
(B.16)
−µα2uˆ21(α)− iα1pˆ2(α) = 0
−µα2uˆ31(α)− iα1pˆ3(α) = 0
−µα2uˆ12(α)− iα2pˆ1(α) = 0
−µα2uˆ22(α)− iα2pˆ2(α) =
1
(2pi)
3
2
−µα2uˆ32(α)− iα2pˆ3(α) = 0
−µα2uˆ13(α)− iα3pˆ1(α) = 0
−µα2uˆ23(α)− iα3pˆ2(α) = 0
−µα2uˆ33(α)− iα3pˆ3(α) =
1
(2pi)
3
2
.
These 9 equations are equivalently and compactly expressed as
(B.17) −µα2uˆkj − iαj pˆk =
δjk
(2pi)
3
2
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for j = 1, 2, 3 where δjk is the Kronecker delta function defined by
(B.18) δjk =
 1 if j = k0 otherwise.
Upon substituting uk in terms of its Fourier transform into the singular divergence
equation in (B.4), as just done in the singular momentum equation, the singular Stokes
system transforms to become the system
−µα2uˆkj − iαj pˆk =
δjk
(2pi)
3
2
(B.19)
αjuˆ
k
j = 0.(B.20)
From the closed algebraic system in (B.19) and (B.20), uˆk and pˆk can now be
determined. Solving (B.19) for uˆkj yields
(B.21) uˆkj (α) = −
1
µα2
(
δjk
(2pi)
3
2
+ iαj pˆ
k
)
.
Thus, with detail provided, (B.20) becomes the following equation in pˆk
0 = αjuˆ
k
j(B.22)
= − 1
µα2
[
α1
(
δ1k
(2pi)
3
2
+ iα1pˆ
k
)
+
α2
(
δ2k
(2pi)
3
2
+ iα2pˆ
k
)
+ α3
(
δ3k
(2pi)
3
2
+ iα3pˆ
k
)]
= − 1
µα2
(
αjδjk
(2pi)
3
2
+ iα2pˆk
)
= −
(
αk
µα2(2pi)
3
2
+
ipˆk
µ
)
.
Hence solving for pˆk provides
(B.23) pˆk(α) =
iαk
α2(2pi)
3
2
.
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Substituting back into the momentum equation, it follows that
(B.24) uˆkj (α) =
1
µα2(2pi)
3
2
(
−δjk + αjαk
α2
)
.
Thus (B.23) and (B.24) provide representations for the Fourier transforms of the fun-
damental solution set for Stokes equations.
To determine uk(x, y) and pk(x, y), uˆk(α) and pˆk(α) are inverted using (B.8). Before
doing so, recall three familiar relations and examine their consequences.
Proposition B.1. The Fourier transform (defined by (B.7)) of the Dirac delta
function δ(x− y) is
(B.25) δˆ(α) =
1
(2pi)
3
2
.
Thus
(B.26) δ(x− y) = 1
(2pi)3
∫
R3
eiα(x−y)dα.
Proposition B.2. The fundamental solution of the laplacian in R3 is
(B.27) N(x,y) = − 1
4pi|x− y|
where N is defined through the equation
(B.28) ∇2N(x,y) = δ(x− y).
Proof. The objective is to solve (B.28) in R3. Recalling that differentiation is with
respect to the variable x, the change of variables, x˜ = x − y, is introduced which
translates the point y to the origin. Thus (B.28) simply becomes
(B.29) ∇2N(x˜) = δ(x˜).
Since the laplacian and the delta function are radially symmetric, N(x˜) is expected to
also be radially symmetric. Let (r, φ, θ) define a spherical coordinate system. Then
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solutions of the form N(x˜) = N(r) are sought after. Rewritting (B.29) in spherical
coordinates results in the differential equation
(B.30)
1
r2
∂
∂r
(
r2
∂N
∂r
)
= δ(r)
from which N must be obtained. For r > 0, δ(r) = 0. Thus (B.30) implies that, for
r > 0, N(r) = −A/r +B. Assuming the boundedness condition that N → 0 as r → 0,
the constant of integration B must be set to zero. That is,
(B.31) N(r) = −A
r
where the other constant of integration, A, must be determined. This is done by
enforcing (B.29). By the definition of the delta function,
(B.32)
∫
V
δ(x˜)dx˜ = 1
where V is any volume in R3 containing the origin. Thus integrating over an arbitrary
volume V containing the origin results in
(B.33)
∫
V
∇2N(x˜)dx˜ = 1.
By the divergence theorem, (B.33) is equivalently written as
(B.34)
∫
S
∇N(x˜) · nˆ
∣∣∣∣
S
dτ = 1
where S is the surface of V , nˆ is the outward normal to S, and τ is a surface element
of S. Now let V be the sphere of fixed radius R. Then S is defined by the equation
r = R which lends itself to expressing (B.34) in spherical coordinates. To express (B.34)
in spherical coordinates, the area element on the surface of a sphere is required. To
get an area element, the differential of the position vector needs to be found. Define
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P = P(r, φ, θ) to be a position vector in a spherical coordinate system. Then
(B.35) P(r, φ, θ) =

r cos θ sinφ
r sin θ sinφ
r cosφ
 .
Let (rˆ, φˆ, θˆ) denote the unit vectors in this coordinate system. Then
rˆ =
dP
dr∣∣dP
dr
∣∣ =

cos θ sinφ
sin θ sinφ
cosφ
(B.36)
φˆ =
dP
dφ∣∣∣dPdφ ∣∣∣ =

cos θ cosφ
sin θ cosφ
− sinφ
 , θˆ = dPdθ∣∣dP
dθ
∣∣ =

− sin θ
cos θ
0

since |dP
dr
| = |dP
dφ
| = r and |dP
dθ
| = r sinφ. Because V is a sphere, it is clear that
P = r rˆ(φ, θ). Thus the differential of P, dP, is given as
dP =
∂P
∂r
dr +
∂P
∂φ
dφ+
∂P
∂θ
dθ(B.37)
= rˆdr + r
∂rˆ
∂φ
dφ+ r
∂rˆ
∂θ
dθ
= rˆdr + rφˆdφ+ r sinφθˆdθ.
On the surface r = R, dr = 0. Thus on S
(B.38) dP = Rφˆdφ+R sinφθˆdθ.
The two vectors in (B.38) form a plane which lies tangent to the surface S at the point
P . Thus the area element, dA, on the surface of a sphere of fixed radius R is given by
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the product of the magnitudes of these two vectors. That is,
dA = (Rdφ)(R sinφdθ)(B.39)
= R2 sinφdφdθ.
To complete the description of (B.34) in spherical coordinates, the gradient operator
needs to be written in this coordinate system. Let x˜ = (x, y, z). Then, since r =√
x2 + y2 + z2 is a function of x, y, and z and because derivatives of N with respect to
φ and θ can be ignored by the assumption of radial symmetry, the gradient operator
becomes
∇ =

∂
∂x
∂
∂y
∂
∂z
 =

∂r
∂x
∂r
∂y
∂r
∂z
 ∂∂r =

cos θ sinφ
sin θ sinφ
cosφ
 ∂∂r .(B.40)
To this point, the only piece of the integral in (B.34) left to be expressed in spherical
coordinates in the outward normal to S, nˆ. Now, using the position vector P,
nˆ =
P
|P| = rˆ.(B.41)
Thus putting together the pieces and using that
(B.42)
∂
∂r
N(r)
∣∣∣∣
S
=
A
R2
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on the surface S defined by r = R, it is found that
1 =
∫
S
∇N(x˜) · nˆdτ(B.43)
=
∫ 2pi
0
∫ pi
0


cos θ sinφ
sin θ sinφ
cosφ
 ∂∂rN(r)
∣∣∣∣
S
 · rˆR2 sinφdφdθ
= A
∫ 2pi
0
∫ pi
0

cos θ sinφ
sin θ sinφ
cosφ
 ·

cos θ sinφ
sin θ sinφ
cosφ
 sinφdφdθ
= A
∫ 2pi
0
∫ pi
0
sinφdφdθ
= 4piA.
Hence A = 1/4pi and N(r) = −1/4pir so that
(B.44) N(x,y) = − 1
4pi|x− y| . 
An important consequence of Proposition B.2 is now derived. Using Proposition
B.1, the governing equation for N in (B.28) becomes
(B.45) ∇2
(
1
(2pi)
3
2
∫
R3
Nˆ(α)eiα(x−y)dα
)
=
1
(2pi)3
∫
R3
eiα(x−y)dα.
Recalling that differentiation in (B.45) is with respect to the variable x and interchang-
ing differentiation and integration in this expression gives that
(B.46)
1
(2pi)
3
2
∫
R3
−α2Nˆ(α)eiα(x−y)dα = 1
(2pi)3
∫
R3
eiα(x−y)dα.
Thus
(B.47) −α2Nˆ(α) = 1
(2pi)
3
2
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and, hence,
(B.48) Nˆ(α) = − 1
α2(2pi)
3
2
.
Now inverting (B.48), it follows that
− 1
4pi|x− y| = N(x,y)(B.49)
= − 1
(2pi)3
∫
R3
eiα(x−y)
α2
dα.
Proposition B.3. The fundamental solution of the biharmonic operator in R3 is
(B.50) K(x,y) = −|x− y|
8pi
where K is defined through the equation
(B.51) ∇4K(x,y) = δ(x− y).
Proof. By Proposition B.2,
(B.52) ∇2
(
− 1
4pi|x− y|
)
= δ(x− y)
and since ∇4 = ∇2(∇2), solving (B.51) is equivalent to solving
(B.53) ∇2K(x,y) = − 1
4pi|x− y| .
Now, as in the proof of Proposition B.2, change variables to x˜ = x−y which translates
y to the origin and look for radially symmetric solutions of the form K(x˜) = K(r).
This assumption leads to rewritting (B.53) in spherical coordinates as
(B.54)
1
r2
∂
∂r
(
r2
∂K
∂r
)
= − 1
4pir
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Then upon separating variables and integrating
r2
∂K
∂r
= − r
2
8pi
+ A(B.55)
where A is a constant of integration. Again, upon separating variables and integrating,
it is found that
(B.56) K(r) = − r
8pi
− A
r
+B
where B is another constant of integration to be determined. Now from Proposition
B.2,
(B.57) ∇2
(
−A
r
+B
)
= δ(r).
Additionally, from ∇2K,
(B.58) ∇2
(
−A
r
+B
)
= − 1
4pir
.
Since δ(r) = 0 for r > 0, (B.57) implies that
(B.59) ∇2
(
−A
r
+B
)
= 0
must hold for r > 0. However, from (B.58)
(B.60) ∇2
(
−A
r
+B
)
6= 0
for r > 0. Thus the only way that K can satisfy the requirement in (B.53) is for
A = B = 0. Hence, from the solution of K(r) found in (B.56), it must be that
(B.61) K(x,y) = −|x− y|
8pi
. 
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Another important consequence can be derived from Proposition B.3. By imposing
the strategy given after the proof of Proposition B.2,
(B.62) α4Kˆ(α) =
1
(2pi)
3
2
where Kˆ(α) is the Fourier transform of K(x, y). Solving for Kˆ(α) in gives
(B.63) Kˆ(α) =
1
α4(2pi)
3
2
which implies that
−|x− y|
8pi
= K(x,y)(B.64)
=
1
(2pi)3
∫
R3
eiα(x−y)
α4
dα.
Using the results established above, pk(x, y) can now be found from pˆk(α) previously
determined in (B.23). That is, imposing the consequences of Proposition B.2 given in
(B.49), it is found that
pk(x,y) =
1
(2pi)
3
2
∫
R3
pˆk(α)eiα(x−y)dα(B.65)
=
1
(2pi)
3
2
∫
R3
iαk
α2(2pi)
3
2
eiα(x−y)dα
=
1
(2pi)3
∫
R3
∂
∂xk
eiα(x−y)
α2
dα
=
∂
∂xk
(
1
(2pi)3
∫
R3
eiα(x−y)
α2
dα
)
=
∂
∂xk
(
1
4pi|x− y|
)
.
Thus, upon differentiating the above expression, one element in the fundamental set of
solutions for Stokes equations, namely pk, is given as
(B.66) pk(x,y) = − xk − yk
4pi|x− y|3 .
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To complete the description for the fundamental set of solutions to the Stokes equa-
tions, uk(x,y) must be determined. From uˆk(α) previously found in (B.24), and from
the consequences in (B.64) following Proposition B.3, it is found that
ukj (x,y) =
1
(2pi)
3
2
∫
R3
uˆkj (α)e
iα(x−y)dα(B.67)
=
1
(2pi)
3
2
∫
R3
1
µα2(2pi)
3
2
(
−δjk + αjαk
α2
)
eiα(x−y)dα
=
1
µ
(
− δjk
(2pi)3
∫
R3
eiα(x−y)
α2
dα+
1
(2pi)3
∫
R3
αjαk
α4
eiα(x−y)
)
=
1
µ
(
− δjk
(2pi)3
∫
R3
eiα(x−y)
α2
dα− 1
(2pi)3
∫
R3
∂2
∂xj∂xk
eiα(x−y)
α4
)
=
1
µ
(
− δjk
(2pi)3
∫
R3
eiα(x−y)
α2
dα− ∂
2
∂xj∂xk
(
1
(2pi)3
∫
R3
eiα(x−y)
α4
))
=
1
µ
(
− δjk
4pi|x− y| +
∂2
∂xj∂xk
( |x− y|
8pi
))
.
To obtain ukj , the last expression needs to be differentiated. Two cases are considered.
That is, differentiation is examined when k = j and k 6= j. In each situation, the same
answer is obtained. That is, recalling the definition of the Kronecker delta function in
(B.18) and using the chain rule when k = j, it follows that
(B.68) ukj (x,y) = −
1
8piµ
(
δjk
|x− y| +
(xj − yj)(xk − yk)
|x− y|3
)
.
In conclusion, the solutions uk(x,y) and pk(x,y) in (B.66) and (B.68) to the sin-
gular Stokes equations are the fundamental solutions for the three-dimensional Stokes
equations in (B.1) and (B.2). They are used to construct the solutions U(x) and P (x)
through the use of the convolution integrals in (B.6). That is, the solutions, U(x) and
P (x), to the free-space problem in (B.1) and (B.2) are given by the volume potentials
in (B.6) involving uk(x,y) and pk(x,y).
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APPENDIX C
Derivation of the Blakeslet
Let x = (x1, x2, x3) be a point in R
3 and define R3+ to be the upper half-plane in
R3. That is, R3+ = {x ∈ R3 | x3 > 0}. Further, define S to be the plane boundary
S = {x ∈ R3 | x3 = 0}. Consider Stokes equations
µ∇2U−∇P = f(x)(C.1)
∇ ·U = 0(C.2)
in R3+ with a no-slip condition defined by
(C.3) U |S = 0
on the plane boundary S. Define U = (u1(x),u2(x),u3(x)) and P = P (x).
To solve Stokes equations with the no-slip condition, Green’s functions Gk(x,y)
and Hk(x,y) are respectively needed for the velocity and pressure fields U and P .
These functions are constructed so that U and P can then be given as convolutions
of Gk(x,y) and Hk(x,y) with the forcing function f(x) in (C.1). The method of
images is utilized to determine these Green’s functions. Thus, a point force of unit
magnitude described by F = δ(x − y)ek is placed at y where δ(x − y) is the three-
dimensional Dirac delta function and ek is the unit vector in the kth coordinate axis
with k = 1, 2, 3. Further, a point force also of unit magnitude but of opposite sign
described by F ′ = −δ(x− y ′)ek is placed at the image point y ′ where if y is given as
y = (y1, y2, y3) then y
′ = (y ′1, y
′
2, y
′
3) = (y1, y2,−y3). Now examine the singular solutions
to Stokes equations for each of the forces F and F′.
For the force F , the singular solutions ukj and p
k which satisfy
µ∇2uk −∇pk = δ(x− y)ek(C.4)
∇ · uk = 0(C.5)
are given by
ukj (x,y) = −
1
8piµ
(
δjk
|x− y| +
(xj − yj)(xk − yk)
|x− y|3
)
(C.6)
pk(x,y) = − xk − yk
4pi|x− y|3
from the derivation of the Stokeslet in Appendix B for j = 1, 2, 3. Further, for the force
F ′, the singular solutions vkj and q
k which satisfy
µ∇2vk −∇qk = −δ(x− y ′)ek(C.7)
∇ · vk = 0(C.8)
are given by
vkj (x,y
′) =
1
8piµ
(
δjk
|x− y ′| +
(xj − y ′j )(xk − y ′k)
|x− y ′|3
)
(C.9)
qk(x,y ′) =
xk − y ′k
4pi|x− y ′|3
from the same results in Appendix B. The solutions uk, pk,vk, and qk are also defined
by the boundedness requirement that uk, pk,vk, qk → 0 as |x| → ∞.
Now expressing U and P as the convolutions
U(x) =
∫
R3+
(
uk(x, y) + vk(x, y ′)
)
fk(y)dy(C.10)
P (x) =
∫
R3+
(
pk(x, y) + qk(x, y ′)
)
fk(y)dy
results in the Stokes equations being satisfied. The divergence constraint in (C.2) is
obviously satisfied while equality of the momentum equation in (C.1) is seen more
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clearly by substituting these convolutions using the formulations for uk, pk,vk, and qk
into the equation. That is, recalling that differentiation is done with respect to the
variable x, it is found that
µ∇2U−∇P = µ∇2
∫
R3+
(
uk(x,y) + vk(x,y ′)
)
fk(y)dy
−∇
∫
R3+
(
pk(x,y) + qk(x,y ′)
)
fk(y)dy
=
∫
R3+
[(
µ∇2uk(x,y)−∇pk(x,y))
+
(
µ∇2vk(x,y ′)−∇qk(x,y ′))] fk(y)dy
=
∫
R3+
δ(x− y)ekfk(y)dy −
∫
R3+
δ(x− y ′)ekfk(y)dy.(C.11)
Since, for any function g(x),
(C.12)
∫
Ω
δ(a− y)g(y)dy =
 g(a) if a ∈ Ω0 if a /∈ Ω ,
the first integral of (C.11) is evaluated as∫
R3+
δ(x− y)ekfk(y)dy = ekfk(x) = f(x)(C.13)
because x is defined to be in R3+. Now examine the second integral in (C.11). Recalling
that y ′ is the image point of y, it follows that
(C.14) δ(x− y ′) = δ(x1 − y1)δ(x2 − y2)δ(x3 + y3).
Thus ∫
R3+
δ(x− y ′)ekfk(y)dy =∫ ∞
0
δ(x3 + y3)
∫ ∞
−∞
δ(x2 − y2)
∫ ∞
−∞
δ(x1 − y1)ekfk(y1, y2, y3)dy1dy2dy3 =∫ ∞
0
δ(x3 + y3)e
kfk(x1, x2, y3)dy3(C.15)
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after applying (C.12). Now consider the following change of variables t3 = x3+y3. Then
(C.15) can be rewritten as
(C.16)
∫ ∞
x3
δ(t3)e
kfk(x1, x2, t3 − x3)dt3.
Since δ(t3) = 0 everywhere except at t3 = 0 and because x ∈ R3+ which implies that
x3 > 0, it follows that 0 /∈ [x3,∞) and the integral in (C.16) is zero. Thus, summarizing,
(C.17)
∫
R3+
δ(x− y ′)ekfk(y)dy = 0
and µ∇2U−∇P = f(x) as desired. However, the definition for U and P in (C.10) does
not meet the requirement of the no-slip boundary condition in (C.3), thus, suggesting
that Gk and Hk be given by uk+vk and pk+ qk is inadequate and another formulation
is required.
The calculations above are not fruitless since they motivate the following construc-
tion. Let the Green’s function for the velocity and pressure fields be given respectively
as
Gk = uk + vk +wk(C.18)
Hk = pk + qk + tk
where uk and pk are the fundamental solutions given in (C.6) and vk and qk are the
solutions in (C.9) given for a point force at the image point. Define the solutions to
Stokes equations which satisfy the no-slip boundary condition in (C.3) to be
U(x) =
∫
R3+
Gk(x, y)fk(y)dy(C.19)
P (x) =
∫
R3+
Hk(x,y)fk(y)dy
where fk represents a component of the force vector f(x) given in (C.1) and determine
the equations and boundary condition that wk and tk must satisfy.
162
By the inadequate assumption in (C.10) and the related calculations in (C.11),
(C.13), and (C.17), it is clear that wk and tk must satisfy
µ∇2wk −∇tk = 0(C.20)
∇ ·wk = 0(C.21)
in R3+ . Since the boundary condition in (C.3) states that U = 0 on the planar surface
S, the imposition of (C.19) requires that
(C.22) Gk
∣∣
S
= 0.
Thus
(C.23) wk
∣∣
S
= − (uk + vk)∣∣
S
.
It is known that
ukj + v
k
j =(C.24)
− 1
8piµ
[(
δjk
|x− y| +
(xj − yj)(xk − yk)
|x− y|3
)
−
(
δjk
|x− y ′| +
(xj − y ′j)(xk − y ′k)
|x− y ′|3
)]
for x,y ∈ R3+ . Now on the surface S defined by x3 = 0,
x− y = (x1 − y1, x2 − y2,−y3) = r(C.25)
x− y ′ = (x1 − y1, x2 − y2, y3) = r ′
which implies that
(C.26) |x− y| = |x− y ′| = R0 on S.
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Hence evaluating (C.24) at x3 = 0,
wkj
∣∣
S
= − (ukj + vkj )∣∣S(C.27)
=
r ′jr
′
k − rjrk
8piµR30
using the notation in (C.25). From (C.25), it is clear that on S
(C.28) r ′jr
′
k = rjrk for j, k = 1, 2 and j = k = 3.
making
(C.29) wkj
∣∣
S
= 0 for j, k = 1, 2 and j = k = 3.
Thus wkj is nonzero only when either j or k is 3 but not both. These four nonzero
combinations are given as
w13
∣∣
S
=
2y3r1
8piµR30
=
y3r1
4piµR30
(C.30)
w23
∣∣
S
=
2y3r2
8piµR30
=
y3r2
4piµR30
w31
∣∣
S
=
2y3r1
8piµR30
= w13
∣∣
S
w32
∣∣
S
=
2y3r2
8piµR30
= w23
∣∣
S
.
The details describing wk
∣∣
S
in (C.29) and (C.30) can be written compactly using
the Kronecker delta function defined by
(C.31) δjk =
 1 if j = k0 otherwise.
Now using indicial notation, it is found that
(C.32) wkj
∣∣
S
=
y3
4piµ
(δj3δkα + δk3δjα)
rα
R30
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where α = 1, 2. To provide some detail to the expression in (C.32), examine w11(S) and
w31(S) given by that equation more closely. By definition of δjk in (C.31), the indicial
expression in (C.32) gives that
w11
∣∣
S
=
y3
4piµ
(
2∑
α=1
δ13δ1αrα +
2∑
α=1
δ13δ1αrα
)
rα
R30
(C.33)
= 0
w31
∣∣
S
=
y3
4piµ
(
2∑
α=1
δ13δ3αrα +
2∑
α=1
δ33δ1αrα
)
rα
R30
=
y3
4piµ
r1
R30
as expected from (C.29) and (C.30).
Now the velocity and pressure fields, U and P , are completely determined by the
Green’s functions Gk and Hk given in (C.18) once the functions wk and tk satisfying
(C.20), (C.21), and the boundary condition in (C.32) are found. Before doing this,
examine the equations in (C.20) and (C.21) more closely. By taking the divergence of
(C.20) and using that wk has zero divergence, it is found that
0 = ∇ · (µ∇2wk)−∇ · ∇tk(C.34)
= µ∇2 (∇ ·wk)−∇2tk
= ∇2tk.
Thus the pressure term tk is harmonic.
To solve the equations in (C.20), (C.21), and (C.34), a two-dimensional Fourier
transform in the variables x1 and x2 is used. Define the Fourier transform gˆ(λ1, λ2, x3+
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y3) of a function g(x− y ′) by
gˆ(λ1, λ2, x3 + y3) =(C.35)
1
2pi
∫
R3
g(x− y ′)e−i(λ1(x1−y1)+λ2(x2−y2))dx1dx2 =
1
2pi
∫
R3
g(x1 − y1, x2 − y3, x3 + y3)e−i(λ1(x1−y1)+λ2(x2−y2))dx1dx2
so that
g(x− y ′) = g(x1 − y1, x2 − y3, x3 + y3)(C.36)
=
1
2pi
∫
R3
gˆ(λ1, λ2, x3 + y3)e
i(λ1(x1−y1)+λ2(x2−y2))dλ1dλ2.
Then, recalling that differentiation is done with respect to x = (x1, x2, x3), substitution
of the Fourier transform in (C.36) for wk and tk into (C.20) results in
0 = µ∇2
(
1
2pi
∫
R3
wˆk(λ1, λ2, x3 + y3)e
i(λ1(x1−y1)+λ2(x2−y2))dλ1dλ2
)
−(C.37)
∇
(
1
2pi
∫
R3
tˆk(λ1, λ2, x3 + y3)e
i(λ1(x1−y1)+λ2(x2−y2))dλ1dλ2
)
which, switching to indicial notation, implies that
0 =(C.38)
1
2pi
∫
R2
µ
(
−λ21 − λ22 +
∂2
∂x23
)
wˆkj (λ1, λ2, x3 + y3)e
i(λ1(x1−y1)+λ2(x2−y2))dλ1dλ2 −
1
2pi
∫
R2
(
iλjδαj + δj3
∂
∂x3
)
tˆk(λ1, λ2, x3 + y3)e
i(λ1(x1−y1)+λ2(x2−y2))dλ1dλ2
for α = 1, 2. Let ξ2 = λ21 + λ
2
2. Then (C.38) gives that
(C.39) µ
(
∂2
∂x23
− ξ2
)
wˆkj − iλjδαj tˆk − δj3
∂2tˆk
∂x23
= 0.
Further, substituting the Fourier transform for wk into (C.21) results in
(C.40) 0 = ∇ ·
(
1
2pi
∫
R3
wˆk(λ1, λ2, x3 + y3)e
i(λ1(x1−y1)+λ2(x2−y2))dλ1dλ2
)
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which, also switching to indicial notation, gives that
0 =
1
2pi
∫
R2
(
iλαwˆ
k
α(λ1, λ2, x3 + y3)+(C.41)
∂
∂x3
wˆk3(λ1, λ2, x3 + y3)
)
ei(λ1(x1−y1)+λ2(x2−y2))dλ1dλ2.
Hence
(C.42) iλαwˆ
k
α +
∂wˆk3
∂x3
= 0.
To complete the description of the Fourier transformed variables, recall that tk is har-
monic. Thus, by the same manipulations above, substituting the Fourier transform for
tk into (C.34) gives that
(C.43)
∂2tˆk
∂x23
− ξ2tˆk = 0.
Before solving the ordinary differential equations in (C.39), (C.42), and (C.43), a
change of variables is used to simplify notation and future calculations. Let R3 = x3+y3.
Then, since y plays the role of a parameter, ∂/∂x3 = ∂/∂R3. Hence the ordinary
differential equations from which wˆk and tˆk need to be determined become
µ
(
∂2
∂R23
− ξ2
)
wˆkj − iλjδαj tˆk − δj3
∂2tˆk
∂R23
= 0(C.44)
iλαwˆ
k
α +
∂wˆk3
∂R3
= 0(C.45) (
∂2
∂R23
− ξ2
)
tˆk = 0.(C.46)
The Fourier transform of tk can easily be determined from the ordinary differential
equation in (C.46), yielding the solution
(C.47) tˆk(λ1, λ2, x3 + y3) = A
keξ(x3+y3) +Bke−ξ(x3+y3)
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upon using the definition for R3. The values A
k and Bk are constants functions of
R3 resulting from integration. Since the pressure should tend to zero at infinity, any
exponential growth should be neglected. Because x and y reside in R3+, A
k must be set
to zero. Thus
(C.48) tˆk(λ1, λ2, x3 + y3) = B
ke−ξ(x3+y3).
Now the Fourier transform of wk can be determined from solving the system of ordinary
differential equations in (C.44) given as
µ
(
∂2
∂R23
− ξ2
)
wˆk1 − iλ1tˆk = 0(C.49)
µ
(
∂2
∂R23
− ξ2
)
wˆk2 − iλ2tˆk = 0(C.50)
µ
(
∂2
∂R23
− ξ2
)
wˆk3 −
∂tˆk
∂R3
= 0.(C.51)
where
(C.52)
∂tˆk
∂R3
= −ξBke−ξR3 .
The ordinary differential equations in (C.49), (C.50), and (C.51) for wˆk are solved using
the method of variation of parameters.
To obtain wˆk1 , the second order, linear, constant-coefficient, nonhomogeneous ordi-
nary differential equation
(C.53) µ
∂2wˆk1
∂R23
− µξ2wˆk1 = iλ1Bke−ξR3
must be solved. To determine wˆk1 , solutions to the homogeneous problem
(C.54) µ
∂2wˆk1
∂R23
− µξ2wˆk1 = 0
need to be found. These solutions are eξR3 = eξ(x3+y3) and eξR3 = e−ξ(x3+y3). To solve the
nonhomogeneous problem using variation of parameters, functions h1(R3) and h2(R3)
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need to be constructed so that
(C.55) wˆk1(λ1, λ2, R3) = h1(R3)e
ξR3 + h2(R3)e
−ξR3
satisfies (C.53). It should be recalled that the λ1 and λ2 dependence in the expression
above is in ξ. Now to determine the two unknown functions h1(R3) and h2(R3), two
independent equations are required. The equation in (C.53) is one and the second
is left to be chosen. Recall that the solution to an ordinary differential equation is
unique in the domain for which the coefficients are continuous. Thus if a solution to
(C.53) is found under a chosen constraint, then the solution is unique since the ordinary
differential equation in (C.53) has constant coefficients.
Plugging the assumed form of wˆk1(λ1, λ2, R3) into (C.53) provides that
(C.56)
∂wˆk1
∂R3
= h ′1(R3)e
ξR3 + ξh1(R3)e
ξR3 + h ′2(R3)e
−ξR3 − ξh2(R3)e−ξR3 .
To simplify the computation of ∂2wˆk1/∂R
2
3, assume that h1(R3) and h2(R3) satisfy the
equation
(C.57) h ′1(R3)e
ξR3 + h ′2(R3)e
−ξR3 = 0.
This is the chosen constraint which becomes the second equation for determining the
unknowns h1(R3) and h2(R3). With this requirement, it is now found that
(C.58)
∂wˆk1
∂R3
= ξh1(R3)e
ξR3 − ξh2(R3)e−ξR3 ,
and, hence, the second derivative of wˆk1 with respect to R3 is given as
(C.59)
∂2wˆk1
∂R23
= ξh ′1(R3)e
ξR3 + ξ2h1(R3)e
ξR3 − ξh ′2(R3)e−ξR3 + ξ2h2(R3)e−ξR3 .
Substituting into (C.53) yields
(C.60) µξh ′1(R3)e
ξR3 − µξh ′2(R3)e−ξR3 = iλ1Bke−ξR3 .
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Thus h ′1(R3) and h
′
2(R3) can be determined from the two equations in (C.57) and (C.60).
The result is
h ′1(R3) =
iλ1B
k
2µξ
e−2ξR3(C.61)
2 ′(R3) =
iλ1B
k
2µξ
.
and upon integrating
h1(R3) = − iλ1B
k
4µξ2
e−2ξR3 + c1(C.62)
h2(R3) = − iλ1B
k
2µξ
R3 + c2
where c1 and c2 are constants of integration. Hence, by the variation of parameters
assumption in (C.55),
wˆk1(λ1, λ2, x3 + y3) = −
(
iλ1B
k
4µξ2
e−2ξ(x3+y3) + c1
)
eξ(x3+y3) +
−
(
iλ1B
k
2µξ
(x3 + y3) + c2
)
e−ξ(x3+y3)
= Bk1e
−ξ(x3+y3) − iλ1B
k
2µξ
x3e
−ξ(x3+y3)(C.63)
where c1 = 0 to eliminate any exponential growth by the boundedness condition of the
velocity field. The unknown constant
(C.64) Bk1 = c2 −
iλ1B
k
2µξ
(
y3 +
1
2ξ
)
must be determined. Note that Bk1 is a constant with respect to the variable R3 = x3+y3
but not with respect to λ1 and λ2.
By examining the similarity between the ordinary differential equation for wˆk2 in
(C.50) and the one just solved for wˆk1 in (C.49), it is obvious that the solution to (C.50)
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is given as
(C.65) wˆk2(λ1, λ2, x3 + y3) = B
k
2e
−ξ(x3+y3) − iλ2B
k
2µξ
x3e
−ξ(x3+y3)
where Bk2 is an unknown constant to be determined and B
k is the same constant required
in (C.48) and (C.63). The solution for wˆk3 in (C.51) is still needed.
To solve (C.51), given as
(C.66) µ
∂2wˆk3
∂R23
− µξ2wˆk3 = −ξBke−ξR3 ,
using the method of variation of parameters, assume that
(C.67) wˆk3(λ1, λ2, R3) = h1(R3)e
ξR3 + h2(R3)e
−ξR3
and determine the functions h1(R3) and h2(R3) by the same strategy used to determine
wˆk1 . By imposing the contraint
(C.68) h ′1(R3)e
ξR3 + h ′2(R3)e
−ξR3 = 0,
and using ∂2wˆk3/∂R
2
3, yields
(C.69) µξh ′1(R3)e
ξR3 − µξh ′2(R3)e−ξR3 = −ξBke−ξR3 .
Upon solving and integrating, the unknown functions h1(R3) and h2(R3) are found to
be
h1(R3) =
Bk
4µξ
e−2ξR3 + c1(C.70)
h2(R3) =
Bk
2µ
R3 + c2
where c1 and c2 are constants of integration. Thus, by the assumption of (C.67) and
the boundedness condition of the velocity field,
(C.71) wˆk3(λ1, λ2, x3 + y3) = B
k
3e
−ξ(x3+y3) +
Bk
2µ
x3e
−ξ(x3+y3)
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where Bk3 is an unknown constant to be determined and B
k is the same constant required
in (C.48), (C.63), and (C.65).
Writing wˆk1 , wˆ
k
2 , and wˆ
k
3 in (C.63), (C.65), and (C.71) compactly using indicial no-
tation gives that
(C.72) wˆkj (λ1, λ2, x3 + y3) = B
k
j e
−ξ(x3+y3) − B
k
2µ
(
iλα
ξ
δαj − δj3
)
x3e
−ξ(x3+y3)
for α = 1, 2 and j, k = 1, 2, 3. For a fixed k, the four constant of integration Bk and Bkj
need to be determined. The three constants Bkj can be determined from the boundary
condition for wk on S given in (C.32) while the constant Bk can then be found from
the divergence constraint in (C.21). Examine these details more closely.
On S, x3 = 0. Thus, from (C.72),
wˆkj
∣∣
S
= wˆkj (λ1, λ2, y3) = B
k
j e
−ξy3(C.73)
Since wkj
∣∣
S
is known and given in (C.32) as
(C.74) wkj
∣∣
S
=
y3
4piµ
(δj3δkα + δk3δjα)
rα
R30
,
wˆkj
∣∣
S
can be determined using the Fourier transform in (C.36). Hence Bkj can be
computed for each j, k = 1, 2, 3. That is,
(C.75) Bkj = wˆ
k
j (λ1, λ2, y3)e
ξy3 .
Note that Bkj is a function of the Fourier variables λ1 and λ2 and the parameter y.
Before computing wˆkj
∣∣
S
by transforming (C.74), examine the other set of unknown
constants Bk.
Assume Bkj has been found for each j, k = 1, 2, 3 and recall the divergence constraint
in (C.42) given as
(C.76) iλαwˆ
k
α +
∂wˆk3
∂x3
= 0.
172
Using the formulation for wˆk3 in (C.71),
(C.77)
∂wˆk3
∂x3
= −ξBk3e−ξ(x3+y3) +
Bk
2µ
e−ξ(x3+y3) − ξB
k
2µ
x3e
−ξ(x3+y3).
Hence using wˆkj from the result in (C.72) and the derivative found above, (C.76) becomes
0 = iλ1
(
Bk1e
−ξ(x3+y3) − iλ1B
k
2µξ
x3e
−ξ(x3+y3)
)
+
iλ2
(
Bk2e
−ξ(x3+y3) − iλ2B
k
2µξ
x3e
−ξ(x3+y3)
)
+
−ξBk3e−ξ(x3+y3) +
Bk
2µ
e−ξ(x3+y3) − ξB
k
2µ
x3e
−ξ(x3+y3)
=
(
iλ1B
k
1 + iλ2B
k
2 − ξBk3
)
e−ξ(x3+y3) +
Bk
2µ
e−ξ(x3+y3)
(
x3
ξ
(
λ21 + λ
2
2
)− ξx3 + 1)
=
(
iλ1B
k
1 + iλ2B
k
2 − ξBk3
)
e−ξ(x3+y3) +
Bk
2µ
e−ξ(x3+y3)(C.78)
since ξ2 = λ21 + λ
2
2. Using indicial notation, solving (C.78) for B
k results in
(C.79) Bk = −2µ (iλαBkα − ξBk3)
where α = 1, 2. Since Bkj is given by (C.75), determining the unknown constants in
the formulation for wˆkj and tˆ
k in (C.72) and (C.48) reduces to determining the Fourier
transform of wkj on S.
Now wˆkj
∣∣
S
is given as
wˆkj (λ1, λ2, y3) =(C.80)
1
2pi
∫
R3
wkj (x1 − y1, x2 − y3, x3)e−i(λ1(x1−y1)+λ2(x2−y2))dx1dx2 =
1
2pi
∫
R3
y3
4piµ
(δj3δkα + δk3δjα)
rα
R30
e−i(λ1(x1−y1)+λ2(x2−y2))dx1dx2
by (C.74) for α = 1, 2 where rα and R0 are defined in (C.25) and (C.26). Recall the
calculations involving wkj
∣∣
S
in (C.30) which found that wkj
∣∣
S
is symmetric and nonzero
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only when j, k = 1, 2 but not both. Thus, the only nonzero values of wkj
∣∣
S
are
w13
∣∣
S
= w31
∣∣
S
(C.81)
w23
∣∣
S
= w32
∣∣
S
.
Hence only wˆ13(λ1, λ2, y3) and wˆ
2
3(λ1, λ2, y3) need to be computed. Again from (C.30),
w13
∣∣
S
=
(x1 − y1)y3
4piµ ((x1 − y1)2 + (x2 − y2)2 + (y3)2)
3
2
(C.82)
w23
∣∣
S
=
(x2 − y2)y3
4piµ ((x1 − y1)2 + (x2 − y2)2 + (y3)2)
3
2
.(C.83)
Thus
wˆ13(λ1, λ2, y3) =
y3
8pi2µ
∫
R3
(x1 − y1) e−i(λ1(x1−y1)+λ2(x2−y2))
((x1 − y1)2 + (x2 − y2)2 + (y3)2)
3
2
dx1dx2(C.84)
wˆ23(λ1, λ2, y3) =
y3
8pi2µ
∫
R3
(x2 − y2) e−i(λ1(x1−y1)+λ2(x2−y2))
((x1 − y1)2 + (x2 − y2)2 + (y3)2)
3
2
dx1dx2(C.85)
must be computed. Once this is done then
(C.86) Bkj =
 wˆkj (λ1, λ2, y3) eξy3 when j, k = 1, 2 but not both0 otherwise
and the other unknown constants Bk are found to simply be
B1 = 2µξB13(C.87)
B2 = 2µξB23
B3 = −2µ (iλ1B13 + iλ2B23)
using the formulation found in (C.79). Hence computing (C.84) and (C.85) completely
determines tˆk and wˆkj in (C.48) and (C.72). Before doing so, consider the following
proposition.
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Proposition C.1. (Abramowitz & Stegen 1965) Let a and ξ be values in R3+. Then
(C.88)
∫ 2pi
0
∫ ∞
0
r
(r2 + a2)
3
2
e−iξ r cos θdrdθ =
2pi
a
e−aξ.
Using the integral formulation in Proposition C.1, reexamine the integrals in (C.84)
and (C.85) which define wˆ12 |S and wˆ23 |S. Clearly from (C.84),
(C.89) wˆ13(λ1, λ2, y3) =
iy3
8pi2µ
∂
∂λ1
∫
R3
e−i(λ1(x1−y1)+λ2(x2−y2))
((x1 − y1)2 + (x2 − y2)2 + (y3)2)
3
2
dx1dx2
To utilize Proposition C.1, (C.89) is written in polar coordinates. Before doing so, recall
the definition of the dot product. Let θ be the angle between the vectors (x1−y1, x2−y2)
and (λ1, λ2). Then the argument of the exponential in (C.89) becomes
−i (λ1(x1 − y1) + λ2(x2 − y2)) = −i(λ1, λ2) · (x1 − y1, x2 − y2)
= −i
√
λ21 + λ
2
2
√
(x1 − y1)2 + (x2 − y2)2 cos θ
= −iξ r cos θ.(C.90)
Now transform the rectangular coordinates (x1, x2) in the integral formulation for wˆ
1
3 |S
in (C.89) to the polar coordinates (r, θ) where
r =
√
(x1 − y1)2 + (x2 − y2)2(C.91)
θ = θ0 + tan
−1
(
x2 − y2
x1 − y1
)
.
with θ0 being the angle between the x1-axis and the vector (λ1, λ2). Thus θ − θ0 is the
angle between the x1-axis and the vector (x1−y1, x2−y2) and, further, dx1dx2 = rdrdθ.
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Thus (C.89) is rewritten in polar coordinates and found to be
wˆ13(λ1, λ2, y3) = i
y3
8pi2µ
∂
∂λ1
∫ 2pi
0
∫ ∞
0
r
(r2 + y23)
3
2
e−iξ r cos θdrdθ(C.92)
= i
y3
8pi2µ
∂
∂λ1
(
2pi
y3
e−y3 ξ
)
= − y3
4piµ
iλ1
ξ
e−y3 ξ
using Proposition C.1.
Applying the strategy above to the integral for wˆ23 |S in (C.85), it is found that
(C.93) wˆ13(λ1, λ2, y3) = −
y3
4piµ
iλ2
ξ
e−y3 ξ.
Thus by (C.86), the unknown constants of integration Bkj are given as
B13 = B
3
1 = −
y3
4piµ
iλ1
ξ
(C.94)
B23 = B
3
2 = −
y3
4piµ
iλ2
ξ
(C.95)
Bkj = 0 otherwise.
The above result can be written compactly as
(C.96) Bkj = −
y3
4piµ
iλα
ξ
(δj3δkα + δk3δjα)
using indicial notation. Using the formulation in (C.87), the other constants of integra-
tion Bk are now given by
B1 = − y3
2pi
iλ1(C.97)
B2 = − y3
2pi
iλ2(C.98)
B3 = − y3
2pi
ξ(C.99)
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which can be written compactly as
(C.100) Bk = − y3
2pi
(iλαδkα + δk3ξ)
with j, k = 1, 2, 3 and α = 1, 2.
From (C.100), the function tˆk given by (C.48) is found to be
tˆ1 = − y3
2pi
iλ1e
−ξ(x3+y3)(C.101)
tˆ2 = − y3
2pi
iλ2e
−ξ(x3+y3)
tˆ3 = − y3
2pi
ξe−ξ(x3+y3
which written using indicial notation is expressed as
(C.102) tˆk(λ1, λ2, x3 + y3) = − y3
2pi
(iλαδkα + δk3ξ) e
−ξ(x3+y3).
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Further, using (C.96), wˆk found in (C.72) is given by
wˆ11 = −
y3
4piµ
λ21
ξ
x3e
−ξ(x3+y3)(C.103)
wˆ12 = −
y3
4piµ
λ1λ2
ξ
x3e
−ξ(x3+y3)
wˆ13 = −i
y3
4piµ
λ1
(
1
ξ
+ x3
)
e−ξ(x3+y3)
wˆ21 = −
y3
4piµ
λ1λ2
ξ
x3e
−ξ(x3+y3)
wˆ22 = −
y3
4piµ
λ22
ξ
x3e
−ξ(x3+y3)
wˆ23 = −i
y3
4piµ
λ2
(
1
ξ
+ x3
)
e−ξ(x3+y3)
wˆ31 = −i
y3
4piµ
λ1
(
1
ξ
− x3
)
e−ξ(x3+y3)
wˆ32 = −i
y3
4piµ
λ2
(
1
ξ
− x3
)
e−ξ(x3+y3)
wˆ33 = −
y3
4piµ
ξx3e
−ξ(x3+y3)
which can be written compactly as
wˆkj (λ1, λ2, x3 + y3) =(C.104)
y3
4piµ
[
− iλα
ξ
(δj3δkα+ δk3δjα) +
x3
(
iλα (δαjδk3− δj3δkα)− λαλβ
ξ
δαjδβk − δk3δj3ξ
)]
e−ξ(x3+y3).
Recall that tk and wk are functions included in the Green’s functions Gk and Hk
defined by (C.18) so that the no-slip boundary condition is satisfied on the plane x3 = 0.
Hence, to complete the description of solution, the Fourier transformed variables tˆk and
wˆk defined in (C.102) and (C.104) must be inverted using (C.36). Before doing so,
consider the following proposition.
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Proposition C.2. (Abramowitz & Stegen 1965) Let κ and z be values in R3+. Then
(C.105)
∫ 2pi
0
∫ ∞
0
e−r zeirκ cos θdrdθ =
2pi√
κ2 + z2
.
Examine tk using the Fourier inversion formula in (C.36) and Proposition C.2. Now,
from (C.101)
t1 = − iy3
4pi2
∫
R2
λ1e
−ξ(x3+y3)ei(λ1(x1−y1)+λ2(x2−y2))dλ1dλ2(C.106)
= − y3
4pi2
∂
∂(x1 − y1)
(∫
R3
e−ξ(x3+y3)ei(λ1(x1−y1)+λ2(x2−y2))dλ1dλ2
)
t2 = − iy3
4pi2
∫
R2
λ2e
−ξ(x3+y3)ei(λ1(x1−y1)+λ2(x2−y2))dλ1dλ2(C.107)
= − y3
4pi2
∂
∂(x2 − y2)
(∫
R3
e−ξ(x3+y3)ei(λ1(x1−y1)+λ2(x2−y2))dλ1dλ2
)
t3 = − iy3
4pi2
∫
R2
ξe−ξ(x3+y3)ei(λ1(x1−y1)+λ2(x2−y2))dλ1dλ2(C.108)
=
y3
4pi2
∂
∂(x3 + y3)
(∫
R3
e−ξ(x3+y3)ei(λ1(x1−y1)+λ2(x2−y2))dλ1dλ2
)
.
Consider the integral
(C.109)
∫
R3
e−ξ(x3+y3)ei(λ1(x1−y1)+λ2(x2−y2))dλ1dλ2
in polar coordinates (ξ, θ) given as
ξ =
√
λ21 + λ
2
2(C.110)
θ = θ0 + tan
−1
(
λ2
λ1
)
where θ0 is the angle between the λ1-axis and the vector (x1 − y1, x2 − y2). Define
(C.111) κ =
√
(x1 − y1)2 + (x2 − y2)2.
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Then (C.109) written in polar coordinates and evaluated using Proposition C.2 becomes∫
R3
e−ξ(x3+y3)ei(λ1(x1−y1)+λ2(x2−y2))dλ1dλ2 =(C.112) ∫ 2pi
0
∫ ∞
0
e−ξ(x3+y3)eiξ κ cos θξdξdθ =
− ∂
∂(x3 + y3)
∫ 2pi
0
∫ ∞
0
e−ξ(x3+y3)eiξ κ cos θdξdθ =
− ∂
∂(x3 + y3)
(
2pi√
κ2 + (x3 + y3)2
)
=
− ∂
∂(x3 + y3)
(
2pi
| x− y′ |
)
=
2pi(x3 + y3)
| x− y ′ |3
where, recall that, y ′ is the image point of y. For notational convenience, define R =
x− y ′ so that
R1 = x1 − y1(C.113)
R2 = x2 − y2
R3 = x3 + y3.
Then tk in (C.106), (C.107), and (C.107) is given as
t1 = − y3
2pi
∂
∂R1
(
R3
R3
)
(C.114)
t2 = − y3
2pi
∂
∂R2
(
R3
R3
)
(C.115)
t3 =
y3
2pi
∂
∂R3
(
R3
R3
)
(C.116)
which written compactly using indicial notation becomes
(C.117) tk = − y3
2pi
(δkαδαl − δk3δ2l) ∂
∂Rl
(
R3
R3
)
.
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The integral in Proposition C.2 and the calculations in (C.112) will also be useful
in determining wk so denote
(C.118) I(R) =
∫ 2pi
0
∫ ∞
0
e−ξ(x3+y3)eiξ κ cos θdξdθ.
Now inverting wˆ11 in (C.103) using the Fourier inversion formula in (C.36), it is found
that
w11 = −
y3
8pi2µ
x3
∫
R2
λ21
ξ
e−ξ(x3+y3)ei(λ1(x1−y1)+λ2(x2−y2))dλ1dλ2(C.119)
=
y3
8pi2µ
x3
∂2
∂R21
∫
R2
e−ξ(x3+y3)
ξ
ei(λ1(x1−y1)+λ2(x2−y2))dλ1dλ2
=
y3
8pi2µ
x3
∂2
∂R21
∫ 2pi
0
∫ ∞
0
e−ξ(x3+y3)eiξ κ cos θdξdθ
=
y3
8pi2µ
x3
∂2
∂R21
I(R)
=
y3
8pi2µ
x3
∂2
∂R21
(
2pi
R
)
= − y3
4piµ
x3
∂
∂R1
(
R1
R3
)
.
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upon applying I(R) in (C.118). By similar manipulations,
w12 = −
y3
4piµ
x3
∂
∂R1
(
R2
R3
)
(C.120)
w13 = −
y3
4piµ
∂
∂R1
(
1
R
+ x3
R3
R3
)
w21 = −
y3
4piµ
x3
∂
∂R2
(
R2
R3
)
w22 = −
y3
4piµ
x3
∂
∂R2
(
R2
R3
)
w23 = −
y3
4piµ
∂
∂R2
(
1
R
+ x3
R3
R3
)
w31 = −
y3
4piµ
∂
∂R1
(
1
R
− x3R3
R3
)
=
y3
4piµ
∂
∂R3
(
y3R1
R3
− R1R3
R3
)
w32 = −
y3
4piµ
∂
∂R2
(
1
R
− x3R3
R3
)
=
y3
4piµ
∂
∂R3
(
y3R2
R3
− R2R3
R3
)
w33 =
y3
4piµ
x3
∂
∂R3
(
R3
R3
)
which can be expressed compactly as
(C.121) wkj =
y3
4piµ
(δkαδαl − δk3δl3) ∂
∂Rl
[
y3
R3
−
(
δj3
R
+
RjRk
R3
)]
with j, k, l = 1, 2, 3 and α = 1, 2.
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Define r = x − y. Then the Green’s functions for the velocity and pressure fields
are given respectively as
Gkj (x, y) =
1
8piµ
[(
1
r
− 1
R
)
δjk +
rjrk
r3
− RjRk
R3
+(C.122)
2y3 (δkαδαl − δk3δl3) ∂
∂Rl
[
y3
R3
−
(
δj3
R
+
RjRk
R3
)]]
Hk(x, y) =
1
4pi
[
rk
r3
− Rk
R3
− 2y3 (δkαδαl − δk3δl3) ∂
∂Rl
(
R3
R3
)]
(C.123)
using the formulations for uk and pk in (C.6), vk and qk in (C.9), and tk and wk in
(C.117) and (C.121). In conclusion, the velocity and pressure fields, U and P , which
solve Stokes equations in R3+ with the no-slip condition on the plane boundary S are
given by
U(x) =
∫
R3+
Gk(x, y)fk(y)dy(C.124)
P (x) =
∫
R3+
Hk(x, y)fk(y)dy
where fk represents a component of the force vector f(x) in (C.1).
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APPENDIX D
Slender body theory
Slender body theory for Stokes flow was first introduced by Burgers (1938). The
basis is to construct solutions to Stokes flow problems through a line distribution
of Stokeslet singularities alone (Batchelor 1970b; Taylor 1969). The strength of the
Stokeslets are chosen so the boundary conditions in the problem are approximately
satisfied. The result is an asymptotic solution valid in the limit of a slender body.
Batchelor (1970b) used slender body theory for bodies of arbitrary cross-section under-
going uniform translation and certain linear motions. The linear motions considered
were solely a function of the axis along which the length of the body lies. The veloc-
ity and pressure fields were approximated by a line of Stokeslets distributed along the
interior centerline of the body between its ends.
Consider a cylindrical body of length 2` centered at the origin, lying on the x−axis
with radius r0. Thus, if x0 = (x0, y0, z0) lies on the boundary of this body then
−` ≤ x0 ≤ `(D.1)
r0 =
√
y20 + z
2
0 .
Define δ to be a measure of the body’s radius to its length
(D.2) δ =
r0
`
.
The body is defined to be slender if δ ¿ 1. Slender body theory exploits the small
parameter δ in its attempt to find a suitably chosen line distribution of Stokeslets to
approximate the Stokes flow problem under consideration.
This appendix is organized as follows: section D.1 examines a line distribution of
Stokeslets with subsections D.1.1 and D.1.2 providing the asymptotic analysis of a uni-
form and linear distribution, respectively, for small slenderness δ as given by Batchelor
(1970b). Subsection D.1.3 provides the far field expansion of a line distribution of
Stokeslets with arbitrary strength. Section D.2 examines a line distribution of point-
source dipoles with subsections D.2.1 and D.2.2 providing the asymptotic analysis of a
uniform and linear distribution, respectively. Section D.3 determines the line distribu-
tion of singularities needed to match a uniform boundary condition. Subsection D.3.1
provides the singularity strength required of a line of Stokeslets as provided by Batche-
lor (1970b) while subsection D.3.2 provides the strength required of a line distribution
of Stokeslets and point-source dipoles each at leading order in δ ¿ 1. Subsection D.3.3
provides the correction to the distributions in subsections D.3.1 and D.3.2 as docu-
mented by Johnson (1980). Similarly, section D.4 determines the line distribution of
singularities needed to match a linear boundary condition. Subsection D.4.1 provides
the singularity strength required of a line of Stokeslets as provided by Batchelor (1970b)
while subsection D.4.2 provides the strength required of a line distribution of Stokeslets
and point-source dipoles each at leading order in δ ¿ 1. Subsection D.4.3 provides the
correction to the distributions in subsections D.4.1 and D.4.2 as also documented by
Johnson (1980). The linear boundary conditions discussed are functions of length along
the body. Subsection D.4.4 discusses how a shear flow is approximated by the class of
linear boundary conditions discussed in previous subsections. Section D.5 provides the
total force applied to fluid domain from a line distribution of Stokeslets and point-source
dipoles while section D.6 provides the total torque.
D.1. A line distribution of Stokeslets
D.1.1. Uniform strength. Consider the velocity field due to a line distribution of
Stokeslets with uniform strength
(D.3) α = (α1, α2, α3)
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evaluated at a point x0 lying on the boundary of a slender body defined through δ ¿ 1.
The velocity field is then given by
uS1 (x0;α) =
∫ `
−`
[
α1√
(x0 − s)2 + r20
+(D.4)
(x0 − y) [ (x0 − s)α1 + y0α2 + z0α3 ]
((x0 − s)2 + r20)
3
2
]
ds
uS2 (x0;α) =
∫ `
−`
[
α2√
(x0 − s)2 + r20
+
y0 [ (x0 − s)α1 + y0α2 + z0α3 ]
((x0 − s)2 + r20)
3
2
]
ds
uS3 (x0;α) =
∫ `
−`
[
α3√
(x0 − s)2 + r20
+
z0 [ (x0 − s)α1 + y0α2 + z0α3 ]
((x0 − s)2 + r20)
3
2
]
ds
where r0 =
√
y20 + z
2
0 is the radius of the slender cylindrical body. Recall that the
equations of motion
µ∇2uS + 8piµα δ(x− y) = ∇pS(D.5)
∇ · uS = 0
are satisfied by the velocity field due to a single Stokeslet singularity located at x = y
with strength α where the pressure pS is given by
(D.6) pS(x,y) =
x− y
4pi|x− y|3 .
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To examine the velocity field given in (D.4) for δ ¿ 1, the four integrals
I =
∫ `
−`
ds√
(x0 − s)2 + r20
(D.7)
I0 =
∫ `
−`
ds
((x0 − s)2 + r20)
3
2
I1 =
∫ `
−`
(x0 − s) ds
((x0 − s)2 + r20)
3
2
I2 =
∫ `
−`
(x0 − s)2 ds
((x0 − s)2 + r20)
3
2
are considered. For α uniform, the velocity field in terms of these integrals becomes
uS1 (x0;α) = α1 (I + I2) + (y0α2 + z0α3) I1(D.8)
uS2 (x0;α) = α2 I + y0α1 I1 + y0 (y0α2 + z0α3) I0
uS3 (x0;α) = α3 I + z0α1 I1 + z0 (y0α2 + z0α3) I0.
Now consider the change of variables
w =
s− x0
` δ
(D.9)
on the integrals in (D.7). Then information about the velocity field given in (D.8) is
found by investigating
I =
∫ b
δ
a
δ
dw√
w2 + 1
(D.10)
I0 = 1
(` δ)2
∫ b
δ
a
δ
dw
(w2 + 1)
3
2
I1 = − 1
` δ
∫ b
δ
a
δ
w dw
(w2 + 1)
3
2
I2 =
∫ b
δ
a
δ
w2 dw
(w2 + 1)
3
2
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where
(D.11) a =
−`− x0
`
, b =
`− x0
`
.
Note that ` δ = r0. Since −` < x0 < `, it is provided that
(D.12) −2 < a < 0, 0 < b < 2.
Examine each of the integrals in (D.10) for
(D.13)
a
δ
,
b
δ
À 1.
By the definitions of a and b in (D.11), this requires that x0 stay bounded away from
the ends of the slender cylindrical body at x0 = ±`. More specifically, requiring that
(D.13) hold implies that
(D.14)
r0
`− x0 ,
r0
−`− x0 ¿ 1
so that x0 must stay bounded away from the ends of the body by r0.
Consider first I in (D.10). Since
(D.15)
∫
dw√
w2 + 1
= log
∣∣∣w +√w2 + 1∣∣∣ ,
it is found that
I = log
∣∣∣∣∣ bδ +
√
b2
δ2
+ 1
∣∣∣∣∣− log
∣∣∣∣∣aδ +
√
a2
δ2
+ 1
∣∣∣∣∣(D.16)
= log
∣∣∣∣∣ b+
√
b2 + δ2
a+
√
a2 + δ2
∣∣∣∣∣ .
Expanding about δ = 0 gives that
√
b2 + δ2 = b+
δ2
2 b
+O
(
δ4
)
(D.17)
√
a2 + δ2 = −a− δ
2
2 a
+O
(
δ4
)
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since a < 0 and b > 0. Thus
I ∼ log
∣∣∣∣∣ b+ b+ δ
2
2 b
a− a− δ2
2 a
∣∣∣∣∣(D.18)
= log
(
2b+
δ2
2 b
)
− log
(
− δ
2
2 a
)
.
Upon expanding the logarithms about δ = 0 and using the definitions of a and b in
(D.11), it is further found that
I ∼ log
(
−4 a b
δ2
)
+O
(
δ2
)
(D.19)
= log
(
1
δ2
)
+ log
(
4(` 2 − x 20 )
` 2
)
+O
(
δ2
)
.
Hence
(D.20) I ∼ 2 log
(
2
δ
)
+ 2 log
(√
1− x
2
0
` 2
)
+O
(
δ2
)
for x0 bounded away from ±` under the requirement of (D.13).
Next consider I0. Since
(D.21)
∫
dw
(w2 + 1)
3
2
=
w√
w2 + 1
,
it is found that
I0 = 1
(` δ)2
[
b
δ
δ√
b2 + δ2
− a
δ
δ√
a2 + δ2
]
(D.22)
=
1
(` δ)2
[
b√
b2 + δ2
− a√
a2 + δ2
]
.
Expanding about δ = 0 provides that
1√
b2 + δ2
=
1
b
− δ
2
2b3
+O
(
δ4
)
(D.23)
1√
a2 + δ2
= −1
a
+
δ2
2a3
+O
(
δ4
)
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since, again, a < 0 and b > 0. Hence
I0 ∼ 1
(` δ)2
[
b
(
1
b
− δ
2
2b3
)
− a
(
−1
a
+
δ2
2a3
)
+O
(
δ4
)]
(D.24)
=
1
(` δ)2
[
2− δ
2
2b2
− δ
2
2a2
+O
(
δ4
)]
.
Thus, using the definitions of a and b in (D.11) and recalling that ` δ = r0, it is found
that
(D.25) I0 ∼ 2
r20
− 1
2
(
1
(`− x0)2 +
1
(`+ x0)2
)
+O
(
δ2
)
.
Now consider I1. Since
(D.26)
∫
w
(w2 + 1)
3
2
dw = − 1√
w2 + 1
,
the expansion in (D.23) provides that
I1 = 1
` δ
[
δ√
a2 + δ2
− δ√
a2 + δ2
]
(D.27)
=
1
` δ
[
δ
(
1
b
− δ
2
2b3
+
1
a
− δ
2
2a3
+O
(
δ4
))]
.
Then, using the definitions of a and b, it is found that
(D.28) I1 ∼
(
1
`− x0 −
1
`+ x0
)
+O
(
δ2
)
.
Finally, consider I2. By examination,
(D.29) I2 = I − r20 I0.
Thus, using the results for I and I0 in (D.20) and (D.25), it is found that
(D.30) I2 ∼ 2 log
(
2
δ
)
+ 2 log
(√
1 +−x
2
0
` 2
)
− 2 +O (δ2) .
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In conclusion, the asymptotics for I, I0, I1, and I2 when δ ¿ 1 and x0 is bounded
is away from the ends of the body are
I ∼ 2 log
(
2
δ
)
+O(1)(D.31)
I0 = 2
r20
+O(1)
I1 = O(1)
I2 = 2 log
(
2
δ
)
+O(1).
This result along with the velocity field defined in terms of these integrals given in (D.8)
provides that for uniform Stokeslet strength α,
uS1 (x0,α) ∼
4α1
²
(D.32)
uS2 (x0,α) ∼
2α2
²
uS3 (x0,α) ∼
2α3
²
where O(1) terms have been neglected and ² is a new small parameter defined as
(D.33) ² =
[
log
(
2
δ
)]−1
so that 0 < ²¿ 1.
To repeat, the results in (D.32) hold for δ ¿ 1 and x0 bounded away from from
the ends of the slender body at x0 = ±` as stated in the requirement of (D.14). Thus
(D.32) provides an expansion which is not uniformly valid along the body. In a small
region near the ends of the body, larger errors exist. Ignoring these end effects on
the perception that a change in the shape of the end has a negligible effect on the
total force exerted on the fluid by the body, has been used in the slender body theory
of Tuck (1964), Cox (1970), Tillett (1970), Batchelor (1970b), and Keller & Rubinow
(1976). An improvement to slender body theory, requiring higher order singularities,
which retains both the end effect and the effect of local body curvature (larger than
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the cross-sectional radius of the body) is provided by Johnson (1980). The errors near
the ends of a slender body undergoing a uniform translation are examined in Appendix
F.3 while an examination of these larger errors for a slender body sweeping a cone is
provided in Appendices F.2 and G.2.
D.1.2. Linear strength. Consider the velocity field due to a line distribution of
Stokeslets with strength α(s) which linear in length along the slender body. That
is, let
(D.34) α(s) =

α1 s
α2 s
α3 s

where −` < s < ` and α1, α2, α3 are constants. The velocity field evaluated at a point
x0 lying on the boundary of a slender body defined by δ ¿ 1 due to this Stokeslet
distribution is given as
uS1 (x0;α) =
∫ `
−`
[
α1 s√
(x0 − s)2 + r20
+(D.35)
(x0 − s) [α1(x0 − s) s+ α2y0 s+ α3z0 s ]
((x0 − s)2 + r20)
3
2
]
ds
uS2 (x0;α) =
∫ `
−`
[
α2 s√
(x0 − s)2 + r20
+
y0 [α1(x0 − s) s+ α2y0 s+ α3z0 s ]
((x0 − s)2 + r20)
3
2
]
ds
uS3 (x0;α) =
∫ `
−`
[
α3 s√
(x0 − s)2 + r20
+
z0 [α1(x0 − s) s+ α2y0 s+ α3z0 s ]
((x0 − s)2 + r20)
3
2
]
ds.
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To examine this velocity field for δ ¿ 1, the four integrals
I ′ =
∫ `
−`
s ds√
(x0 − s)2 + r20
(D.36)
I ′0 =
∫ `
−`
s ds
((x0 − s)2 + r20)
3
2
I ′1 =
∫ `
−`
(x0 − s) s ds
((x0 − s)2 + r20)
3
2
I ′2 =
∫ `
−`
(x0 − s)2 s ds
((x0 − s)2 + r20)
3
2
are considered. The velocity field in terms of these integrals is
uS1 (x0;α) = α1 (I ′ + I ′2) + (α2y0 + α3z0) I ′1(D.37)
uS2 (x0;α) = α2 I ′ + α1y0 I ′1 + y0 (α2y0 + α3z0) I ′0
uS3 (x0;α) = α3 I ′ + α1z0 I ′1 + z0 (α2y0 + α3z0) I ′0.
Now consider the change of variables
w =
s− x0
` δ
(D.38)
on the integrals in (D.36). Then information about the velocity field given in (D.35) is
found by investigating
I ′ =
∫ b
δ
a
δ
x0 + ` δw√
w2 + 1
dw(D.39)
I ′0 =
1
(` δ)2
∫ b
δ
a
δ
x0 + ` δw
(w2 + 1)
3
2
dw
I ′1 = −
1
` δ
∫ b
δ
a
δ
(x0 + ` δw)w
(w2 + 1)
3
2
dw
I ′2 =
∫ b
δ
a
δ
(x0 + ` δw)w
2
(w2 + 1)
3
2
dw
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where, again,
(D.40) a =
−`− x0
`
, b =
`− x0
`
.
Since x0 lies on a slender body with −` < x0 < `, it is determined that
(D.41) −2 < a < 0, 0 < b < 2.
Examine each of the integrals in (D.39) for
(D.42)
a
δ
,
b
δ
À 1.
By the definitions of a and b in (D.40), this, again, requires that x0 stay bounded away
from the ends of the slender cylindrical body at ±` by r0.
Consider first I ′ in (D.39) given as
I ′ = x0
∫ b
δ
a
δ
dw√
w2 + 1
+ ` δ
∫ b
δ
a
δ
w dw√
w2 + 1
(D.43)
= x0I + ` δ
∫ b
δ
a
δ
w dw√
w2 + 1
using the definition of I in (D.10). Now
` δ
∫ b
δ
a
δ
w dw√
w2 + 1
= ` δ
[√
b2 + δ2
δ
−
√
a2 + δ2
δ
]
.(D.44)
Expanding about δ = 0 gives that
√
b2 + δ2 = b+
δ2
2 b
+O
(
δ4
)
(D.45)
√
a2 + δ2 = −a− δ
2
2 a
+O
(
δ4
)
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under the assumption of (D.42) and since a < 0 and b > 0. Thus
` δ
∫ b
δ
a
δ
w dw√
w2 + 1
∼ ` δ
[(
b
δ
+
δ
2b
)
+
(
a
δ
+
δ
2a
)
+O
(
δ3
)]
(D.46)
= −2x0 +O
(
δ2
)
using the definitions a and b. Hence, applying the asymptotics of I in (D.20),
I ′ ∼ 2x0
²
+ 2x0 log
(√
1 +
x20
` 2
)
− 2x0 +O(δ2).(D.47)
Recall from (D.33) that
(D.48) ² =
[
log
(
2
δ
)]−1
.
Next, by observation,
I ′0 =
x0
(` δ)2
∫ b
δ
a
δ
dw
(w2 + 1)
3
2
+
1
` δ
∫ b
δ
a
δ
w dw
(w2 + 1)
3
2
(D.49)
= x0I0 − I1
∼ 2x0
r20
− x0
2
(
1
(`− x0)2 +
1
(`+ x0)2
)
+
(
1
`+ x0
− 1
`− x0
)
+O(δ2)
using the definitions in (D.10) and the asymptotics of I0 in (D.25) and I1 in (D.28).
Again, imposing the assumption in (D.42),
I ′1 = −
x0
` δ
∫ b
δ
a
δ
w dw
(w2 + 1)
3
2
−
∫ b
δ
a
δ
w2 dw
(w2 + 1)
3
2
(D.50)
= x0I1 − I2
∼ x0
(
1
`− x0 −
1
`+ x0
)
− 2
²
− 2 log
(√
1 +
x20
` 2
)
+ 2 +O(δ2)
upon applying the asymptotics of I1 and definition of I2 in (D.10) where I2 is described
asymptotically in (F.71).
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Finally,
I ′2 = x0
∫ b
δ
a
δ
w2 dw
(w2 + 1)
3
2
+ ` δ
∫ b
δ
a
δ
w3 dw
(w2 + 1)
3
2
(D.51)
= x0I2 + ` δ
∫ b
δ
a
δ
w3 dw
(w2 + 1)
3
2
where
` δ
∫ b
δ
a
δ
w3 dw
(w2 + 1)
3
2
= ` δ
[
2
(
δ√
b2 + δ2
− δ√
a2 + δ2
)
+(D.52)
b2
δ2
(
δ√
b2 + δ2
)
− a
2
δ2
(
δ√
a2 + δ2
)]
.
Expanding about δ = 0 provides that
1√
b2 + δ2
=
1
b
− δ
2
2b3
+O
(
δ4
)
(D.53)
1√
a2 + δ2
= −1
a
+
δ2
2a3
+O
(
δ4
)
since, again, a < 0 and b > 0. Thus
` δ
∫ b
δ
a
δ
w3 dw
(w2 + 1)
3
2
∼ ` δ
[
1
δ
( b+ a ) +O(δ)
]
(D.54)
=
[−2x0 +O (δ2)]
using the definitions of a and b. Hence, under the assumption of (D.42),
I ′2 ∼
2x0
²
+ 2x0 log
(√
1 +
x20
` 2
)
− 4x0 +O(δ2)(D.55)
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The asymptotics for I ′, I ′0, I ′1, and I ′2 when δ ¿ 1 are
I ′ ∼ 2x0
²
+O(1)(D.56)
I ′0 ∼
2x0
r20
+O(1)
I ′1 ∼ −
2
²
+O(1)
I ′2 ∼
2x0
²
+O(1)
where ² is defined in (D.33). This result along with the velocity field defined in terms
of these integrals given by (D.37) provides that for linear Stokeslet strength α(s) and
x0 bounded away from the ends of the slender body (see discussion at end of section
D.1.1),
uS1 (x0,α) ∼
4α1x0
²
(D.57)
uS2 (x0,α) ∼
2α2x0
²
uS3 (x0,α) ∼
2α3x0
²
for δ ¿ 1where O(1) terms have been neglected.
D.1.3. Farfield behavior. Let x = (x1, x2, x3) be a position vector inR
3. A Stokeslet
is a singularity in Stokes flow representing the effect of an applied point force to the
fluid (see Appendix A.1). Consider a line distribution of Stokeslets over the portion
−` < s < ` of the x1−axis with strength
(D.58) α(s) = (α1(s), α2(s), α3(s)).
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Then the velocity field u = (u1, u2, u3) at x due to this force distribution is given as
u1(x;α) =
∫ `
−`
[
α1(s)√
(x1 − s)2 + r2
+(D.59)
(x1 − s)[(x1 − s)α1(s) + x2α2(s) + x3α3(s)]
[ (x1 − s)2 + r2 ]3/2
]
ds
u2(x;α) =
∫ `
−`
[
α2(s)√
(x1 − s)2 + r2
+
x2 [ (x1 − s)α1(s) + x2α2(s) + x3α3(s) ]
[ (x1 − s)2 + r2 ]3/2
]
ds
u3(x;α) =
∫ `
−`
[
α3(s)√
(x1 − s)2 + r2
+
x3 [ (x1 − s)α1(s) + x2α2(s) + x3α3(s) ]
[ (x1 − s)2 + r2 ]3/2
]
ds
where r2 = x22 + x
2
3. As a note, the point force is applied at (s, 0, 0) for −` < s < ` and
the velocity field is observed at (x1, r) (represented in polar cylindrical coordinates).
To examine the velocity field as the observation point x gets far from the force
distribution, a non-dimensional formulation is introduced. Let
(D.60) x ′ =
x
R
, s ′ =
s
`
, α ′ =
α
U
where R is a scalar parameter with the dimensions of length assumed to be large and U is
a characteristic velocity. The velocity field written as a function of the non-dimensional
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variables in (D.60) becomes
u′1(x
′;α ′) =
∫ 1
−1
` α ′1(s
′)√
(Rx ′1 − `s ′)2 +R2r2
ds ′ +∫ 1
−1
` (Rx ′1 − `s ′) [ (Rx ′1 − `s ′)α ′1(s ′) +Rx ′2α ′2(s ′) +Rx ′3α ′3(s ′) ]
[ (Rx ′1 − `s ′)2 +R2r2 ]3/2
ds ′
= ²0
[∫ 1
−1
α ′1(s
′)√
(x ′1 − ²0s ′)2 + r2
ds ′ +
∫ 1
−1
(x ′1 − ²0s ′) [ (x ′1 − ²0s ′)α ′1(s ′) + x ′2α ′2(s ′) + x ′3α ′3(s ′) ]
[ (x ′1 − ²0s ′)2 + r2 ]3/2
ds ′
]
u′2(x
′;α ′) =
∫ 1
−1
` α ′2(s
′)√
(Rx ′1 − `s ′)2 +R2r2
ds +∫ 1
−1
`Rx ′2 [ (Rx
′
1 − `s ′)α ′1(s ′) +Rx ′2α ′2(s ′) +Rx ′3α ′3(s ′) ]
[ (Rx ′1 − `s ′)2 +R2r2 ]3/2
ds ′
= ²0
[∫ 1
−1
α ′2(s
′)√
(x ′1 − ²0s ′)2 + r2
ds ′ +
∫ 1
−1
x ′2 [ (x
′
1 − ²0s ′)α ′1(s ′) + x ′2α ′2(s ′) + x ′3α ′3(s ′) ]
[ (x ′1 − ²0s ′)2 + r2 ]3/2
ds ′
]
u′3(x
′;α ′) =
∫ 1
−1
` α ′3(s
′)√
(Rx ′1 − `s ′)2 +R2r2
ds +∫ 1
−1
`Rx ′3 [ (Rx
′
1 − `s ′)α ′1(s ′) +Rx ′2α ′2(s ′) +Rx ′3α ′3(s ′) ]
[ (Rx ′1 − `s ′)2 +R2r2 ]3/2
ds ′
= ²0
[∫ 1
−1
α ′3(s
′)√
(x ′1 − ²0s ′)2 + r2
ds ′ +
∫ 1
−1
x ′3 [ (x
′
1 − ²0s ′)α ′1(s ′) + x ′2α ′2(s ′) + x ′3α ′3(s ′) ]
[ (x ′1 − ²0s ′)2 + r2 ]3/2
ds ′
]
(D.61)
where r now denotes thenon-dimensional radius r =
√
(x ′2)
2 + (x ′3)
2 and
(D.62) ²0 =
`
R
.
Since the farfield limit of the velocity field is of interest, we examine ²0 → 0 in the limit
R→∞.
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Examine the velocity field
u1(x;α) = ²0
[∫ 1
−1
α1(s)√
(x1 − ²0s)2 + r2
ds +(D.63)
∫ 1
−1
(x1 − ²0s) [ (x1 − ²0s)α1(s) + x2α2(s) + x3α3(s) ]
[ (x1 − ²0s)2 + r2 ]3/2 ds
]
u2(x;α) = ²0
[∫ 1
−1
α2(s)√
(x1 − ²0s)2 + r2
ds +
∫ 1
−1
x2 [ (x1 − ²0s)α1(s) + x2α2(s) + x3α3(s) ]
[ (x1 − ²0s)2 + r2 ]3/2 ds
]
u3(x;α) = ²0
[∫ 1
−1
α3(s)√
(x1 − ²0s)2 + r2
ds +
∫ 1
−1
x3 [ (x1 − ²0s)α1(s) + x2α2(s) + x3α3(s) ]
[ (x1 − ²0s)2 + r2 ]3/2 ds
]
as ²0 → 0 where the primes in (D.61) have been dropped.
The farfield velocity field is found by consideration of the integrals
I(α ) =
∫ 1
−1
α(s)√
(x1 − ²0s)2 + r2
ds(D.64)
I0(α ) =
∫ 1
−1
α(s)
[ (x1 − ²0s)2 + r2 ]3/2 ds
I1(α ) =
∫ 1
−1
(x1 − ²0s) α(s)
[ (x1 − ²0s)2 + r2 ]3/2 ds
I2(α ) =
∫ 1
−1
(x1 − ²0s)2 α(s)
[ (x1 − ²0s)2 + r2 ]3/2 ds.
The velocity field given in terms of these integrals is
u1(x;α) = ²0 [I(α1) + I2(α1) + x2 I1(α2) + x3 I1(α3)](D.65)
u2(x;α) = ²0
[
I(α2) + x2 I1(α1) + x
2
2 I0(α2) + x2 x3 I0(α3)
]
u3(x;α) = ²0
[
I(α3) + x3 I1(α1) + x2 x3 I0(α2) + x
2
3 I0(α3)
]
.
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Examine the integrand of I in (D.64). Taylor expanding about ²0 = 0 provides
1√
(x1 − ²0s)2 + r2
=
1
|x| +
x1
|x|3 s ²0 +(D.66)
3x21 − |x|2
2|x|5 s
2 ²20 +O(²
3
0).
Using this expansion in I gives that
I(α ) =
1
|x|
∫ 1
−1
α (s) ds+
x1
|x|3 ²0
∫ 1
−1
s α (s) ds+(D.67)
3x21 − |x|2
2|x|5 ²
2
0
∫ 1
−1
s2 α (s) ds+O(²30).
Examine the integrand of I0. Now,
1
[ (x1 − ²0s)2 + r2 ]3/2 =
1
|x|3 +
3x1
|x|5 s ²0 +
15x21 − 3|x|2
2|x|7 s
2²20 +O(²
3
0)(D.68)
upon Taylor expanding about ²0 = 0. Thus
I0(α ) =
1
|x|3
∫ 1
−1
α (s) ds+
3x1
|x|5 ²0
∫ 1
−1
s α (s) ds+(D.69)
15x21 − 3|x|2
2|x|7 ²
2
0
∫ 1
−1
s2 α (s) ds+O(²30).
Next examine the integrand of I1 in (D.64) for ²0 → 0. Now
(x1 − ²0s) α(s)
[ (x1 − ²0s)2 + r2 ]3/2 =
x1
|x|3 +
3x21 − |x|2
|x|5 s²0 +(D.70)
15x31 − 9x1|x|2
2|x|7 s
2 ²20 +O(²
3
0).
Hence
I1(α ) =
x1
|x|3
∫ 1
−1
α (s) ds+
3x21 − |x|2
|x|5 ²0
∫ 1
−1
s α (s) ds+
15x31 − 9x1|x|2
2|x|7 ²
2
0
∫ 1
−1
s2α (s) ds+O(²30).
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Lastly, examine the integrand of I2 in (D.64) for ²0 → 0. Upon Taylor expanding
about ²0 = 0,
(x1 − ²0s)2 α(s)
[ (x1 − ²0s)2 + r2 ]3/2 =
x21
|x|3 +
3x31 − 2x1|x|2
|x|5 s²0 +(D.71)
2|x|4 − 15x21|x|2 + 15x41
2|x|7 s
2 ²20 +O(²
3
0).
Thus
I2(α ) =
x21
|x|3
∫ 1
−1
α (s) ds+
3x31 − 2x1|x|2
|x|5 ²0
∫ 1
−1
s α (s) ds +
2|x|4 − 15x21|x|2 + 15x41
2|x|7 ²
2
0
∫ 1
−1
s2 α (s) ds + O(²30).(D.72)
Define
M0(α ) =
∫ 1
−1
α (s) ds(D.73)
M1(α ) =
∫ 1
−1
s α (s) ds
M2(α ) =
∫ 1
−1
s2 α (s) ds
where, again, α takes on the values α1, α2, or α3. To further simplify notation, define
the vectors
M0(α) = (M0(α1),M0(α2),M0(α3))(D.74)
M1(α) = (M1(α1),M1(α2),M1(α3))
M2(α) = (M2(α1),M2(α2),M2(α3))
which are each functions of α so that
(D.75) x ·Mj(α) = x1Mj(α1) + x2Mj(α2) + x3Mj(α3)
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where j = 1, 2, 3. Then using the definition for the velocity field in (D.65), it is found
that
u1(x;α
′) = ²0
(
M0(α1)
|x| +
x1(x ·M0)
|x|3
)
+
²20
(
−x ·M1|x|3 +
3x21(x ·M1)
|x|5
)
+
²30
(
M2(α1)
2|x|3 −
3x21M2(α1) + 9x1(x ·M2)
2|x|5 +
15x31(x ·M2)
2|x|7
)
u2(x;α
′) = ²0
(
M0(α2)
|x| +
x2(x ·M0)
|x|3
)
+
²20
(
x1M1(α2)− x2M1(α1)
|x|3 +
3x1x2(x ·M1)
|x|5
)
+
²30
(
−M2(α2)
2|x|3 +
3x21M2(α2)− 6x1x2M2(α1)− 3x2(x ·M2)
2|x|5 +
15x21x2(x ·M2)
2|x|7
)
u3(x;α
′) = ²0
(
M0(α3)
|x| +
x3(x ·M0)
|x|3
)
+
²20
(
x1M1(α3)− x3M1(α1)
|x|3 +
3x1x3(x ·M1)
|x|5
)
+
²30
(
−M2(α3)
2|x|3 +
3x21M2(α3)− 6x1x3M2(α1)− 3x3(x ·M2)
2|x|5 +
15 (x1)
2 x3(x ·M2)
2|x|7
)
(D.76)
upon ignoring terms of order ²40.
Examining the terms in the farfield expansion more closely, it is found that
u′(x;α) = ²0 uS (x;M0(α)) + ²20 uSD (x; ex,M1(α)) +(D.77)
²30 uSQ (x; ex, ex,M2(α)) +O(²
3
0)
203
where ex = (1, 0, 0) and uS,uSD are the Stokeslet and Stokes doublet given in Appendix
A.1 and uSQ is the Stokes quadrupole defined as
uSQ(x;α,β,γ) = (γ · ∇)uSD(x;α,β)(D.78)
discussed in section 6.4 on the far field analysis of a slender body attached to a no-slip
plane sweeping a cone. Hence the farfield expansion of a line distribution of Stokeslets
results in series whose terms are those given by a multipole expansion of the Stokeslet.
There are a few important observations. The first is that, to leading order, the
farfield velocity field is a Stokeslet. This is expected. As the observation point goes
off to infinity, the line distribution of Stokeslets is viewed as a single point force. Fur-
ther, Stokes doublet and Stokes quadrupole are the first two corrections to this term
in the farfield expansion of the velocity field due to a line distribution of Stokeslets.
It should be noted that the full velocity field in (D.59) is incompressible. Since the
farfield expansion is given as a power series in ²0, each term in the expansion must be
incompressible. Because each term in the expansion is a derivative of the Stokeslet and
since the Stokeslet is incompressible, which is seen in Appendix B deriving the Stokeslet
singularity, every order of ²0 has a term which is incompressible.
To conclude, consider the first two terms in the farfield expansion when α is uniform
and then linear in s. That is, first let
(D.79) α = (a1, a2, a3)
where a1, a2, and a3 are constants. Then, from (D.73),
(D.80) M0 = 2α , M1 = 0
and, further,
(D.81) x ·M0 = 2(x ·α), x ·M1 = 0
204
Hence, it is found that
uS (x;M0(α)) =
2α
|x| +
2x(x ·α )
|x|3(D.82)
uSD (x; ex,M1(α)) = 0
and the leading term in the farfield expansion of a uniform line distributions of Stokeslets
is a single Stokeslet of O(²0) = O(R
−1) where, recall, |x| ∼ R.
Now consider
(D.83) α (s) = (a1 s, a2 s, a3 s)
where a1, a2, and a3 are constants. Then
(D.84) M0 = 0, M1 =
2α
3
and, further,
(D.85) x ·M0 = 0, x ·M1 = 2(x ·α)
3
Hence, it is found that
uS (x;M0(α)) = 0(D.86)
uSD (x; ex,M1(α)) =
2ex ×α× x
3|x|3 −
2M1(α1)x
3|x|3 +
2x1(x ·α)x
|x|5
and the leading term in the farfield expansion of this linear line distribution of Stokeslet
is a Stokeslet doublet of O(²20) = O(R
−2).
D.2. A line distribution of point-source dipoles
D.2.1. Uniform strength. Consider the velocity field due to a line distribution of
point-source dipoles with uniform strength
(D.87) η = (η1, η2, η3)
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evaluated at a point x0 lying on the boundary of a slender body defined by δ ¿ 1 as in
(D.2) where −` < x0 < `. The velocity field is then given by
uD1 (x0;η) =
∫ `
−`
[
−η1
((x0 − s)2 + r20)
3
2
+(D.88)
3(x0 − s) [ (x0 − s) η1 + y0 η2 + z0 η3 ]
((x0 − s)2 + r20)
5
2
]
ds
uD2 (x0;η) =
∫ `
−`
[
−η2
((x0 − s)2 + r20)
3
2
+
3 y0 [ (x0 − s) η1 + y0 η2 + z0 η3 ]
((x0 − s)2 + r20)
5
2
]
ds
uD3 (x0;η) =
∫ `
−`
[
−η3
((x0 − s)2 + r20)
3
2
+
3 z0 [ (x0 − s) η1 + y0 η2 + z0 η3 ]
((x0 − s)2 + r20)
5
2
]
ds
where r0 =
√
y20 + z
2
0 is the radius of the slender cylindrical body. Recall that the
equations of motion
µ∇2uD = 4piµη ∇2δ(x− y)(D.89)
∇ · uD = 4pi η · ∇δ(x− y).
are satisfied by the velocity and pressure fields due to a single point-source dipole
singularity located at x = y with strength η.
To examine the velocity field given in (D.88) for δ ¿ 1, the four integrals
J =
∫ `
−`
ds
((x0 − s)2 + r20)
3
2
(D.90)
J0 =
∫ `
−`
ds
((x0 − s)2 + r20)
5
2
J1 =
∫ `
−`
(x0 − s) ds
((x0 − s)2 + r20)
5
2
J2 =
∫ `
−`
(x0 − s)2 ds
((x0 − s)2 + r20)
5
2
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are considered. For η uniform, the velocity field in terms of these integrals then becomes
uD1 (x0;η) = η1 (−J + 3J2) + 3(y0η2 + z0η3)J1(D.91)
uD2 (x0;η) = −η2 J + 3y0η1 J1 + 3y0 (y0η2 + z0η3)J0
uD3 (x0;η) = −η3 J + 3z0η1 J1 + 3z0 (y0η2 + z0η3)J0.
Consider the change of variables
w =
s− x0
` δ
.(D.92)
on these integrals. Then information about the velocity field given in (D.88) is found
by investigating
J = 1
(` δ)2
∫ b
δ
a
δ
dw
(w2 + 1)
3
2
(D.93)
J0 = 1
(` δ)4
∫ b
δ
a
δ
dw
(w2 + 1)
5
2
J1 = − 1
(` δ)3
∫ b
δ
a
δ
w dw
(w2 + 1)
5
2
J2 = 1
(` δ)2
∫ b
δ
a
δ
w2 dw
(w2 + 1)
5
2
where a and b are defined by (D.11) in the previous section. Recall that ` δ = r0.
As done with the line distribution of Stokeslets in section D.1, examine each of the
integrals in (D.93) for
(D.94)
a
δ
,
b
δ
À 1
By the definitions of a and b in (D.11), this requires that x0 stay bounded away from
the ends of the slender cylindrical body at x0 = ±` by r0. Again, more specifically,
requiring that (D.94) hold implies that (D.14) must be satisfied.
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Now, by examination, it is found that
J = I0(D.95)
∼ 2
r20
− 1
2
(
1
(`− x1)2 +
1
(`+ x1)2
)
+O
(
δ2
)
using the defintion and asymptotics for I0 in (D.10) and (D.25) of section D.1.1.
Next consider J0 in (D.93) under the assumption of (D.94). Since
(D.96)
∫
dw
(w2 + 1)
5
2
=
3w + 2w3
3(w2 + 1)
3
2
,
it is found that
J0 = 1
(` δ)4
[(
b
δ
+
2b3
3δ3
)
δ3
(b2 + δ2)
3
2
−
(
a
δ
+
2a3
3δ3
)
δ3
(a2 + δ2)
3
2
]
(D.97)
=
1
(` δ)4
[(
b δ2 +
2b3
3
)
1
(b2 + δ2)
3
2
−
(
a δ2 +
2a3
3
)
1
(a2 + δ2)
3
2
]
.
Expanding about δ = 0 provides that
1
(b2 + δ2)
3
2
=
1
b3
− 3δ
2
2b5
+
15δ4
8b7
+O
(
δ6
)
(D.98)
1
(a2 + δ2)
3
2
= − 1
a3
+
3δ2
2a5
− 15δ
4
8a7
+O
(
δ6
)
since a < 0 and b > 0. Thus
J0 ∼ 1
(` δ)4
[
b δ2
(
1
b3
− 3δ
2
2b5
+O
(
δ4
))
+(D.99)
2b3
3
(
1
b3
− 3δ
2
2b5
+
15δ4
8b7
+O
(
δ6
)) −
a δ2
(
− 1
a3
+
3δ2
2a5
+O
(
δ4
)) −
2a3
3
(
− 1
a3
+
3δ2
2a5
− 15δ
4
8a7
+O
(
δ6
))]
=
1
(` δ)4
[
4
3
− δ
4
4
(
1
b4
+
1
a4
)
+O
(
δ6
)]
.
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Hence, using the definition of a and b in (D.11) and recalling that ` δ = r0, it is found
that
(D.100) J0 ∼ 4
3r40
− 1
4
(
1
(`− x1)4 +
1
(`+ x1)4
)
+O
(
δ2
)
for x0 bounded away from the ends of the slender body at x0 = ±` under the requirement
of (D.94).
Now consider J1. Since
(D.101)
∫
w dw
(w2 + 1)
5
2
= − 1
3(w2 + 1)
3
2
,
the expansion in (D.98) provides that
J1 = − 1
(` δ)3
[
− δ
3
3(b2 + δ2)
3
2
+
δ3
3(a2 + δ2)
3
2
]
(D.102)
∼ − 1
(` δ)3
[
−δ
3
3
(
1
b3
− 3δ
2
2b5
+
1
a3
− 3δ
2
2a5
+O
(
δ4
))]
.
Thus, using the definitions of a and b, it is found that
(D.103) J1 ∼ 1
3
(
1
(`− x1)3 −
1
(`+ x1)3
)
+O
(
δ2
)
.
Finally, consider J2 given in (D.93). Since
(D.104)
∫
w2 dw
(w2 + 1)
5
2
=
w3
3(w2 + 1)
3
2
,
the expansion in (D.98) also provides that
J2 = 1
(` δ)2
[
b3
3δ3
(
δ3
(b2 + δ2)
3
2
)
− a
3
3δ3
(
δ3
(a2 + δ2)
3
2
)]
(D.105)
∼ 1
(` δ)2
[
b3
3
(
1
b3
− 3δ
2
2b5
)
− a
3
3
(
− 1
a3
+
3δ2
2a5
)
+O
(
δ4
)]
=
1
(` δ)2
[
2
3
− δ
2
2
(
1
b2
+
1
a2
)
+O
(
δ4
)]
.
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Hence, using the definitions of a and b and recalling that ` δ = r0, it is found that
(D.106) J2 ∼ 2
3r20
− 1
2
(
1
(`− x1)2 +
1
(`+ x1)2
)
+O
(
δ2
)
.
The asymptotics for J ,J0,J1, and J2 when δ ¿ 1 and x0 is bounded is away from
the ends of the body is provided in(D.95), (D.100), (D.103) and (D.106). It is found
that
J = 2
r20
+O(1)(D.107)
J0 = 4
3r40
+O(1)
J1 = O(1)
J2 = 2
3r20
+O(1)
This result along with the velocity field defined in terms of these integrals in (D.91)
provides that for uniform point-source dipole strength η,
uD1 (x;η) ∼ 0(D.108)
uD2 (x;η) ∼ −
2η2
r20
+
4y0(η2 y0 + η3 z0)
r40
uD3 (x;η) ∼ −
2η3
r20
+
4z0(η2 y0 + η3 z0)
r40
where O(1) terms have been neglected. To repeat, the results in (D.108) hold for δ ¿ 1
and x0 bounded away from from the ends of the slender body at x0 = ±` formally by
the requirement of (D.14) (see discussion at the end of section D.1.1).
D.2.2. Linear strength. Consider the velocity field due to a line distribution of point-
source dipoles with strength η(s) which is linear in length along the body. That is, let
(D.109) η(s) = (η1 s, η2 s, η3 s)
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where −` < s < ` and η1, η2, η3 are constants. The velocity field evaluated at a point
x0 lying on the boundary of a slender body defined by δ ¿ 1 is then given by
uD1 (x0;η) =
∫ `
−`
[
−η1 s
((x0 − s)2 + r20)
3
2
+(D.110)
3(x0 − s) [ (x0 − s) η1 s+ y0 η2 s+ z0 η3 s]
((x0 − s)2 + r20)
5
2
]
ds
uD2 (x0;η) =
∫ `
−`
[
−η2 s
((x0 − s)2 + r20)
3
2
+
3 y0 [ (x0 − s) η1 s+ y0 η2 s+ z0 η3 s]
((x0 − s)2 + r20)
5
2
]
ds
uD3 (x0;η) =
∫ `
−`
[
−η3 s
((x0 − s)2 + r20)
3
2
+
3 z0 [ (x0 − s) η1 s+ y0 η2 s+ z0 η3 s]
((x0 − s)2 + r20)
5
2
]
ds.
To examine the velocity field given in (D.110) for δ ¿ 1, the four integrals
J ′ =
∫ `
−`
s ds
((x0 − s)2 + r20)
3
2
(D.111)
J ′0 =
∫ `
−`
s ds
((x0 − s)2 + r20)
5
2
J ′1 =
∫ `
−`
(x0 − s) s ds
((x0 − s)2 + r20)
5
2
J ′2 =
∫ `
−`
(x0 − s)2 s ds
((x0 − s)2 + r20)
5
2
are considered. The velocity field in terms of these integrals then becomes
uD1 (x0;η) = η1 (−J ′ + 3J ′2 ) + 3(y0η2 + z0η3)J ′1(D.112)
uD2 (x0;η) = −η2 J ′ + 3y0η1 J ′1 + 3y0 (y0η2 + z0η3)J ′0
uD3 (x0;η) = −η3 J ′ + 3z0η1 J ′1 + 3z0 (y0η2 + z0η3)J ′0 .
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Again, consider the change of variables
w =
s− x0
` δ
.(D.113)
on these integrals. Then information about the velocity field given in (D.110) is found
by investigating
J ′ = 1
(` δ)2
∫ b
δ
a
δ
x1 + ` δ w
(w2 + 1)
3
2
dw(D.114)
J ′0 =
1
(` δ)4
∫ b
δ
a
δ
x1 + ` δ w
(w2 + 1)
5
2
dw
J ′1 = −
1
(` δ)3
∫ b
δ
a
δ
(x1 + ` δ w )w
(w2 + 1)
5
2
dw
J ′2 =
1
(` δ)2
∫ b
δ
a
δ
(x1 + ` δ w )w
2
(w2 + 1)
5
2
dw
where a and b are defined by (D.11).
As done with the uniform line distribution of point-source dipoles, examine each of
the integrals in (D.114) for
(D.115)
a
δ
,
b
δ
À 1
By the definitions of a and b in (D.11), this requires that x0 stay bounded away from
the ends of the slender cylindrical body at x0 = ±` by r0.
Now, under the assumption of (D.94),
J ′ = x1
(` δ)2
∫ b
δ
a
δ
dw
(w2 + 1)
3
2
+
1
` δ
∫ b
δ
a
δ
w dw
(w2 + 1)
3
2
= x1J − I1
∼ 2x1
r20
− x1
2
(
1
(`− x1)2 +
1
(`− x1)2
)
+
(
1
`+ x1
− 1
`− x1
)
+O(δ2)(D.116)
using the definition and asymptotics of J in (D.93) and (D.95) and I1 in (D.10) and
(D.28).
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Next, by observation,
J ′0 =
x1
(` δ)4
∫ b
δ
a
δ
dw
(w2 + 1)
5
2
+
1
(` δ)3
∫ b
δ
a
δ
w dw
(w2 + 1)
5
2
(D.117)
= x1J0 − J1
∼ 4x1
3r40
− x1
4
(
1
(`− x1)4 +
1
(`− x1)4
)
−
1
3
(
1
(`− x1)3 −
1
(`+ x1)3
)
+O(δ2)
using J0 and the definition and asymptotics of J1 in (D.93) and (D.103).
Again, imposing the assumption in (D.94),
J ′1 = −
x1
(` δ)3
∫ b
δ
a
δ
w dw
(w2 + 1)
5
2
− 1
(` δ)2
∫ b
δ
a
δ
w2 dw
(w2 + 1)
5
2
(D.118)
= x1J1 − J2
∼ x1
3
(
1
(`− x1)3 −
1
(`+ x1)3
)
− 2
3r20
+
1
2
(
1
(`− x1)2 +
1
(`+ x1)2
)
+O(δ2)
using J1 and the definition and asymptotics of J2 in (D.93) and (D.106).
Finally, for δ ¿ 1 under the requirement of (D.94),
J ′2 =
x1
(` δ)2
∫ b
δ
a
δ
w2 dw
(w2 + 1)
5
2
+
1
` δ
∫ b
δ
a
δ
w3 dw
(w2 + 1)
5
2
(D.119)
= x1J2 + 1
` δ
∫ b
δ
a
δ
w3 dw
(w2 + 1)
5
2
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using J2. Now
1
` δ
∫ b
δ
a
δ
w3 dw
(w2 + 1)
5
2
=
1
` δ
[
−2
3
(
δ2
(b2 + δ2)
3
2
− δ
3
(a2 + δ2)
3
2
)
+(D.120)
− b
2
δ2
(
δ3
(b2 + δ2)
3
2
)
+
a2
δ2
(
δ3
(a2 + δ2)
3
2
)]
∼ 1
` δ
[
−δ
(
1
b
+
1
a
)
+O(δ3)
]
=
(
1
`+ x1
− 1
`− x1
)
+O
(
δ2
)
upon expanding about δ = 0 as in (D.98) and using the definitions of a and b. Thus
(D.120) and the asymptotics for J2 provide that
J ′2 ∼
2x1
3r20
− x1
2
(
1
(`− x1)2 +
1
(`− x1)2
)
+
(
1
`+ x1
− 1
`− x1
)
+O(δ2).(D.121)
The asymptotics for J ′,J ′0 ,J ′1 , and J ′2 when δ ¿ 1 and x0 is bounded is away
from the ends of the body is provided in (D.116), (D.117), (D.118) and (D.121). It is
found that
J ′ = 2x0
r20
+O(1)(D.122)
J ′0 =
4x0
3r40
+O(1)
J ′1 = −
2
3r20
+O(1)
J ′2 =
2x0
3r20
+O(1)
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This result along with the velocity field defined in terms of these integrals in (D.112)
provides that for uniform point-source dipole strength η,
uD1 (x; η) ∼ −
2(η2 y0 + η3 z0)
r20
(D.123)
uD2 (x; η) ∼ −
2η2 x0
r20
+
4x0 y0(η2 y0 + η3 z0)
r40
− 2η1 y0
r20
uD3 (x; η) ∼ −
2η3 x0
r20
+
4x0 z0(η2 y0 + η3 z0)
r40
− 2η1 z0
r20
where O(1) terms have been neglected. Note that the leading terms in (D.123) are
order 1/r20. Since r0 =
√
y20 + z
2
0 , on the body y0, z0 ∼ r0 and retaining only leading
order terms provides that
uD1 (x; η) ∼ 0(D.124)
uD2 (x; η) ∼ −
2η2 x0
r20
+
4x0 y0(η2 y0 + η3 z0)
r40
uD3 (x; η) ∼ −
2η3 x0
r20
+
4x0 z0(η2 y0 + η3 z0)
r40
.
D.3. Uniform boundary conditions
Consider the velocity field due to a line distribution of singularities. Suppose that
the distribution can be chosen so that the velocity field u(x) along a defined boundary
is uniform. Then the flow due to this line of singularities is equivalent to flow past
a body with that boundary condition. Now consider a slender body whose boundary
consists of the points x0 = (x0, y0, z0) where r0 =
√
y20 + z
2
0 is the body’s radius and x0
is its length with −` < x0 < `. Hence, consider a slender cylindrical body with radius
r0 centered at the origin, lying on the x0-axis, and with length 2`. Let the slenderness
be defined by requiring that the ratio of the body’s radius to its length be small. That
is, introduce the small parameter
(D.125) δ =
r0
`
¿ 1.
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The task is then to determine u(x) such that
(D.126) u
∣∣∣
δ¿1
=

U1
U2
U3

where U = (U1, U2, U3) is uniform. Then the flow given by u(x) would be equivalent to
flow past a slender body whose boundary is defined by letting δ be small.
D.3.1. A uniform distribution of Stokeslets. Consider the velocity field
(D.127) u(x) = uS(x;α)
due to a line distribution of Stokeslets with strengthα(s) where uS(x;α) is the Stokeslet
velocity field
(D.128) uS(x;α) =
∫ `
−`
[
α(s)
|x− s| +
(x− s) [ (x− s) · s ]
|x− s|3
]
ds
with s = (s, 0, 0) for −` < s < `. Here s is the location of the applied force while x is the
velocity field observation point. Further consider a uniform distribution of Stokeslets
and determine α such that
(D.129) u
∣∣∣
δ¿1
=

U1
U2
U3

where U = (U1, U2, U3) is uniform. Let x0 = (x0, y0, z0) lie on the boundary of the
slender body defined by δ ¿ 1. From the asymptotics in Appendix D.1.1, satisfying
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(D.129) for δ ¿ 1 with a uniform line distribution of Stokeslets requires that
U1 ∼ α1
(
4
²
+ 4 log
(√
1− x
2
0
` 2
)
− 2
)
(D.130)
U2 ∼ α2
(
2
²
+ 2 log
(√
1− x
2
0
` 2
))
+
2y0(y0α2 + z0α3)
r20
U3 ∼ α3
(
2
²
+ 2 log
(√
1− x
2
0
` 2
))
+
z0(y0α2 + z0α3)
r20
away from the ends of the slender body at x0 = ±` where terms with magnitude O(1)
and larger have been retained. Since
(D.131) ² =
[
log
(
2
δ
)]−1
(0 < ²¿ 1),
the dominant terms in the expansion of a uniform line distribution of Stokeslets are
order 1/². These terms must match the uniform boundary condition U. With this
requirement, to leading order, (D.130) becomes
U1 ∼ 4α1
²
(D.132)
U2 ∼ 2α2
²
U3 ∼ 2α3
²
which prescribes the strength of the Stokeslet singularity to be O(²). Thus, the velocity
field due to a line distribution of Stokeslets with uniform strength
(D.133) α =
²
4

U1
2U2
2U3

is, to leading order, flow in an infinite viscous fluid due to slender body translating
uniformly with the boundary condition U = (U1, U2, U3).
217
D.3.2. A uniform distribution of Stokeslets and point-source dipoles. Now,
consider the velocity field
(D.134) u(x) = uS(x;α) + uD(x;η)
due to a line distribution of Stokeslets with strength α(s) and a line distribution of
point-source dipoles with strengh η(s) where uS(x;α) is the Stokeslet velocity field in
(D.128) and uD(x;η) is the point-source dipole velocity field
(D.135) uD(x;η) =
∫ `
−`
[ −η(s)
|x− s|3 +
3(x− s) [ (x− s) · η(s) ]
|x− s|5
]
ds.
By (A.1), (A.2), and (A.17), the equations of motion
µ∇2u+ 8piµαδ(x− y)− 4piµη∇2δ(x− y) = ∇p(D.136)
∇ · u = 4piµη · ∇δ(x− y)
are satisfied by the velocity and pressure fields due a single Stokeslet and a single
point-source dipole singularity at x = y.
Suppose that α(s) and η(s) can be chosen so that the velocity field u(x) along
a defined boundary is uniform. Then the flow due to this line distribution of two
singularities is equivalent to flow past a body with that boundary condition. The task
is then to determine α(s) and η(s) such that the uniform boundary condition holds.
Now consider the velocity field due to a line distribution of Stokeslets with uniform
strength α and point-source dipoles with uniform strength η such that (D.129) holds.
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From the asymptotics in Appendix D.1.1 and D.2.1, it must be that
U1 ∼ α1
(
4
²
+ 4 log
(√
1− x
2
0
` 2
)
− 2
)
− η1
(
1
(`− x0)2
+
1
(`+ x0)
2
)
(D.137)
U2 ∼ α2
(
2
²
+ 2 log
(√
1− x
2
0
` 2
))
+
2y0(y0α2 + z0α3)
r20
+
−4η2
r20
+
8y0(y0η2 + z0η3)
r40
+
η2
2
(
1
(`− x0)2
+
1
(`+ x0)
2
)
U3 ∼ α3
(
2
²
+ 2 log
(√
1− x
2
0
` 2
))
+
2z0(y0α2 + z0α3)
r20
+
−4η3
r20
+
8z0(y0η2 + z0η3)
r40
+
η3
2
(
1
(`− x0)2
+
1
(`+ x0)
2
)
away from the ends of the slender body at x0 = ±` where terms with magnitude O(1)
and larger have been retained. Since 0 < ²¿ 1 and because y0, z0 ∼ r0, the dominant
terms in (D.137) are
(D.138) −4η2
r20
+
8y0(y0 η2 + z0 η3)
r40
and − 4η3
r20
+
8z0(y0 η2 + z0 η3)
r40
.
These terms must match the constants U2 and U3 respectively. However, they contain
functional dependence of y0 and z0. To match uniform boundary conditions, these terms
must be eliminated. This is done so by choosing η so that these terms are cancelled by
the O(1) terms
(D.139)
2y0(y0α2 + z0α3)
r20
and
2z0(y0α2 + z0α3)
r20
obtained from the Stokeslet velocity field. Thus the strength of the point-source dipole
is chosen to be
(D.140) η = −1
4
r20 α.
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With this requirement, to leading order, (D.137) becomes, again,
U1 ∼ 4α1
²
(D.141)
U2 ∼ 2α2
²
U3 ∼ 2α3
²
which prescribes the strength of the Stokeslet singularity to be O(²).
In conclusion, the velocity field due to a line distribution of Stokeslets with uniform
strength
(D.142) α =
²
4

U1
2U2
2U3

and point-source dipoles with uniform strength
(D.143) η = −² r
2
0
16

U1
2U2
2U3

is, to leading order, flow in an infinite viscous fluid past a slender body with the uniform
boundary condition U = (U1, U2, U3).
D.3.3. Correcting the uniform distribution of Stokeslets and point-source
dipoles. It was found in the previous subsection that choosing
α = ²α0(D.144)
=
²
4

U1
2U2
2U3

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uniform as in (D.142) and
η = ²η0(D.145)
= −² r
2
0
16

U1
2U2
2U3

uniform as in (D.143) gives that
(D.146) uS(x; ²α0)
∣∣∣
δ¿1
+ uD(x; ²η0)
∣∣∣
δ¿1
= U,
to leading order, where δ ¿ 1 defines the boundary of the slender body, with errors of
order ².
A correction to this uniform choice of α and η is desired. Assume that
(D.147) α(s) = ²α0 + ²
2 q(s)
requiring that
η(s) = −r
2
0
4
α(s)(D.148)
= ²η0 − ²
2 r20
4
q(s)
where q(s) = (q1(s), q2(s), q3(s)). The objective is to determine q(s) through imposing
the uniform velocity U = (U1, U2, U3) on the boundary of the slender body. Then the
flow past this slender body with the imposed uniform boundary condition would be more
accurately captured by the distribution of Stokeslets and potential dipole singularities
with the corrected strengths in (D.147) and (D.148) distributed along the centerline of
the body. Thus the vector-valued function q(s) which satisfies
u(x)
∣∣∣
δ¿1
=
(
uS(x; ²α0 + ²
2 q) + uD(x; ²η0 − ²
2 r20
4
q)
) ∣∣∣∣
δ¿1
(D.149)
= U
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provides the correction to the uniform choice of α and η found in the previous subsec-
tion.
Let x0 lie on the boundary of the slender body. Now, using the determined value of
²α0 and the asymptotics of the Stokeslet velocity field in (D.1.1), it is found that
uS1 (x0; ²α0) ∼
²U1
4
(
4
²
+ 4 log
(√
1− x
2
0
` 2
)
− 2
)
(D.150)
uS2 (x0; ²α0) ∼
²U2
2
(
2
²
+ 2 log
(√
1− x
2
0
` 2
))
+
²
2
2y0(y0U2 + z0U3)
r20
uS3 (x0; ²α0) ∼
²U3
2
(
2
²
+ 2 log
(√
1− x
2
0
` 2
))
+
²
2
2z0(y0U2 + z0U3)
r20
where O (²) terms have been retained. Further, using the determined value of ²η0 and
the asymptotics of the potential dipole velocity field in (D.2.1), it is found that
uD1 (x0; ²η0) ∼ 0(D.151)
uD2 (x0; ²η0) ∼
²r20
2
(
2U2
r20
)
− ² r
2
0
4
(
4y0(y0U2 + z0U3)
r40
)
uD3 (x0; ²η0) ∼
²r20
2
(
2U3
r20
)
− ² r
2
0
4
(
4z0(y0U2 + z0U3)
r40
)
where O (²) terms have again been retained. Thus, for δ ¿ 1,
uS1 (x0; ²α0) + u
D
1 (x0; ²η0) ∼ U1 + ²
(
U1 log
(√
1− x
2
0
` 2
)
− U1
2
)
(D.152)
uS2 (x0; ²α0) + u
D
2 (x0; ²η0) ∼ U2 + ²
(
U2 log
(√
1− x
2
0
` 2
)
+
U2
2
)
uS3 (x0; ²α0) + u
D
3 (x0; ²η0) ∼ U3 + ²
(
U3 log
(√
1− x
2
0
` 2
)
+
U3
2
)
where x0 is kept bounded away from the ends of the slender at x0 = ±` through the
requirement of (D.14). As expected, the uniform flow has been recovered at leading
order. Note that the O(²) terms involving y0 and z0 dependence have cancelled due the
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choice of ²η0 found in the previous subsection. To complete the computation of the
correction, the O(²) terms of uS(x0; ²
2 q) and uD(x0;−²2r20q/4) need to be determined.
Consider uS(x0; ²
2 q) first. From the definition of uS in (D.128),
uS1 (x0; ²
2 q) = ²2
∫ `
−`
[
q1(s)√
(x0 − s)2 + r20
+(D.153)
(x0 − s) [ (x0 − s)q1(s) + y0q2(s) + z0q3(s) ]
((x0 − s)2 + r20)
3
2
)
ds
uS2 (x0; ²
2 q) = ²2
∫ `
−`
[
q2(s)√
(x0 − s)2 + r20
+
y0 [ (x0 − s)q1(s) + y0q2(s) + z0q3(s) ]
((x0 − s)2 + r20)
3
2
)
ds
uS3 (x0; ²
2 q) = ²2
∫ `
−`
[
q3(s)√
(x0 − s)2 + r20
+
z0 [ (x0 − s)q1(s) + y0q2(s) + z0q3(s) ]
((x0 − s)2 + r20)
3
2
)
ds
must be examined.
To examine the velocity field given in (D.153) for δ ¿ 1, the four integrals
Ic(q) =
∫ `
−`
q(s)√
(x0 − s)2 + r20
ds(D.154)
Ic0(q) =
∫ `
−`
q(s)
((x0 − s)2 + r20)
3
2
ds
Ic1(q) =
∫ `
−`
q(s) (x0 − s)
((x0 − s)2 + r20)
3
2
ds
Ic2(q) =
∫ `
−`
q(s) (x0 − s)2
((x0 − s)2 + r20)
3
2
ds
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are considered where q takes on the values q1, q2, and q3. For x0 lying on the slender
body, the velocity field in terms of these integrals then becomes
uS1 (x0; ²
2 q) = ²2
(
Ic(q1) + Ic2(q1) + y0Ic1(q2) + z0Ic1(q3)
)
(D.155)
uS2 (x0; ²
2 q) = ²2
(
Ic(q2) + y0Ic1(q1) + y0 (y0Ic0(q2) + z0Ic0(q3))
)
uS3 (x0; ²
2 q) = ²2
(
Ic(q3) + z0Ic1(q1) + z0 (y0Ic0(q2) + z0Ic0(q3))
)
.
Consider the change of variables
w =
s− x0
` δ
(D.156)
on (D.154). Then information about the velocity field given in (D.153) is found by
investigating
Ic(q) =
∫ b
δ
a
δ
q(x0 + ` δw)√
w2 + 1
dw(D.157)
Ic0(q) =
1
(` δ)2
∫ b
δ
a
δ
q(x0 + ` δw)
(w2 + 1)
3
2
dw
Ic1(q) = −
1
` δ
∫ b
δ
a
δ
q(x0 + ` δw)w
(w2 + 1)
3
2
dw
Ic2(q) =
∫ b
δ
a
δ
q(x0 + ` δw)w
2
(w2 + 1)
3
2
dw
where a and b are defined by (D.11). Recall that ` δ = r0.
As done for the Stokeslet and potential dipole velocity fields with uniform strength
in, examine the integrals in (D.157) for
(D.158)
a
δ
,
b
δ
À 1.
By the definitions of a and b in (D.11), this requires that x0 stay bounded away from
the ends of the slender cylindrical body at x0 = ±`. Again, more specifically, requiring
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that (D.158) hold implies that
(D.159)
r0
`− x0 ,
r0
−`− x0 ¿ 1
as in (D.14) must be satisfied.
To make any conclusions about the asymptotics of the integrals in (D.157), consider
the approximation
(D.160) q(x0 + ` δw) ∼ q(x0) + ` δw qˆ(x0)
for the appropriate qˆ(x0).
Now, with the expansion in (D.160), Ic(q) becomes
Ic(q) ∼ q(x0)
∫ b
δ
a
δ
dw√
w2 + 1
+ ` δ qˆ(x0)
∫ b
δ
a
δ
w dw√
w2 + 1
(D.161)
= q(x0) I + ` δ qˆ(x0)
∫ b
δ
a
δ
w dw√
w2 + 1
∼ q(x0)
(
2
²
+O(1)
)
+ ` δ qˆ(x0)
∫ b
δ
a
δ
w dw√
w2 + 1
where I is defined in (D.10) and its asymptotics given in (D.20). Recall that ² is defined
as
(D.162) ² =
[
log
(
2
δ
)]−1
.
and the asymptotics in (D.46) given as
` δ qˆ(x0)
∫ b
δ
a
δ
w dw√
w2 + 1
= qˆ(x0)
[−2x0 +O (δ2)] .(D.163)
Thus, at leading order,
(D.164) Ic(q) ∼ 2 q(x0)
²
+O(1).
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Note that since O(²) terms of uS(x0; ²
2 q) and uD(x0;
²2 r20
4
q) are required to obtain a
correction to the uniform distribution of Stokeslets and point-source dipoles provided,
at leading order, in section D.3.2 and because ²2 multiplies the integrals the I integrals,
only terms with magnitude larger then O(1) need to be retained in Ic, Ic0, Ic1 and Ic2.
More precisely, only terms with magnitude O (1/²) need to be retained in Ic, Ic0, Ic1
and Ic2.
Next, expanding q, gives that
Ic0(q) ∼
q(x0)
(` δ)2
∫ b
δ
a
δ
dw
(w2 + 1)
3
2
+
qˆ(x0)
` δ
∫ b
δ
a
δ
w dw
(w2 + 1)
3
2
(D.165)
= q(x0) I0 − qˆ(x0) I1
∼ 2 q(x0)
r20
+O(1)
where I0 and I1 are defined in (D.10) and their asymptotics given in (D.25) and (D.28).
Again, imposing the expansion for q, Ic1(q) becomes
Ic1(q) ∼ −
q(x0)
` δ
∫ b
δ
a
δ
w dw
(w2 + 1)
3
2
− qˆ(x0)
∫ b
δ
a
δ
w2 dw
(w2 + 1)
3
2
(D.166)
= q(x0) I1 − qˆ(x0) I2
∼ −2 qˆ(x0)
²
+O(1)
where I2 is defined in (D.10) and its asymptotics given in (F.71). The retention of qˆ
does not cause concern since, to recover the velocity field, Ic1 is multiplied by y0 and z0
each which are of order r0 ¿ 1.
Finally, expanding q as in (D.160) provides that
Ic2(q) ∼ q(x0)
∫ b
δ
a
δ
w2 dw
(w2 + 1)
3
2
+ ` δ qˆ(x0)
∫ b
δ
a
δ
w3 dw
(w2 + 1)
3
2
(D.167)
= q(x0) I2 + ` δ qˆ(x0)
∫ b
δ
a
δ
w3 dw
(w2 + 1)
3
2
= q(x0)
(
2
²
+O(1)
)
+ ` δ qˆ(x0)
∫ b
δ
a
δ
w3 dw
(w2 + 1)
3
2
.
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Recalling the asymptotic expansion in (D.54) given as
` δ qˆ(x0)
∫ b
δ
a
δ
w3 dw
(w2 + 1)
3
2
= qˆ(x0)
[−2x0 +O (δ2)] ,(D.168)
the asymptotics for Ic2 become
(D.169) Ic2 ∼
2q(x0)
²
+O(1).
In summary, (D.164), (D.165), (D.166), and (D.169) provide
Ic(q) = 2 q(x0)
²
+O(1)(D.170)
Ic0(q) =
2 q(x0)
r20
+O(1)
Ic1(q) = −
2 qˆ(x0)
²
+O(1)
Ic2(q) =
2q(x0)
²
+O(1).
and the velocity field defined in terms of these integrals given by (D.155) for δ ¿ 1 is
uS1 (x0; ²
2 q) ∼ ²2
(
4 q1(x0)
²
)
(D.171)
uS2 (x0; ²
2 q) ∼ ²2
(
2 q2(x0)
²
)
uS3 (x0; ²
2 q) ∼ ²2
(
2 q3(x0)
²
)
.
Recall that the asymptotics above hold away from the ends of the slender body at
x0 = ±`.
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To compute the correction q(s), uD(x0;−²2r20q/4) must also be considered. From
the definition of uD in (D.135),
uD1 (x0;−
²2 r20
4
q) = −²
2r20
16
∫ `
−`
[
−q1(s)
((x0 − s)2 + r20)
3
2
+
3(x0 − s) [ (x0 − s)q1(s) + y0q2(s) + z0q3(s) ]
((x0 − s)2 + r20)
5
2
)
ds
uD2 (x0;−
²2 r20
4
q) = −²
2r20
16
∫ `
−`
[
−q2(s)
((x0 − s)2 + r20)
3
2
+
3 y0 [ (x0 − s)q1(s) + y0q2(s) + z0q3(s) ]
((x0 − s)2 + r20)
5
2
)
ds
uD3 (x0;−
²2 r20
4
q) = −²
2r20
16
∫ `
−`
[
−q3(s)
((x0 − s)2 + r20)
3
2
+
3 z0 [ (x0 − s)q1(s) + y0q2(s) + z0q3(s) ]
((x0 − s)2 + r20)
5
2
)
ds(D.172)
must be examined.
To examine the velocity field given in (D.172) for δ ¿ 1, the four integrals
J c(q) =
∫ `
−`
q(s)
((x0 − s)2 + r20)
3
2
ds(D.173)
J c0 (q) =
∫ `
−`
q(s)
((x0 − s)2 + r20)
5
2
ds
J c1 (q) =
∫ `
−`
q(s) (x0 − s)
((x0 − s)2 + r20)
5
2
ds
J c2 (q) =
∫ `
−`
q(s) (x0 − s)2
((x0 − s)2 + r20)
5
2
ds
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are considered where q takes on the values q1, q2, and q3. For x0 lying on the slender
body, the velocity field in terms of these integrals then becomes
uD1 (x0;−
²2 r20
4
q) = −²
2r20
16
(−J c(q1) + 3J c2 (q1) + 3 y0J c1 (q2) + 3 z0J c1 (q3))(D.174)
uD2 (x0;−
²2 r20
4
q) = −²
2r20
16
(−J c(q2) + 3 y0J c1 (q1) +
3 y0 (y0J c0 (q2) + z0J c0 (q3)))
uD3 (x0;−
²2 r20
4
q) = −²
2r20
16
(−J c(q3) + 3 z0J c1 (q1) +
3 z0 (y0J c0 (q2) + z0J c0 (q3))) .
Again consider the change of variables in (D.156). Then information about the velocity
field given in (D.174) is found by investigating
J c(q) = 1
(` δ)2
∫ b
δ
a
δ
q(x0 + ` δw)
(w2 + 1)
3
2
dw(D.175)
J c0 (q) =
1
(` δ)4
∫ b
δ
a
δ
q(x0 + ` δw)
(w2 + 1)
5
2
dw
J c1 (q) = −
1
(` δ)3
∫ b
δ
a
δ
q(x0 + ` δw)w
(w2 + 1)
5
2
dw
J c2 (q) =
1
(` δ)2
∫ b
δ
a
δ
q(x0 + ` δw)w
2
(w2 + 1)
5
2
dw
where a and b are defined as usual. As done when correcting the uniform Stokeslet
strength, examine each of the integrals in (D.175) for
(D.176)
a
δ
,
b
δ
À 1
and expand q about ` δ as in (D.160).
Now, with the expansion for q in (D.160), J c(q) becomes
J c(q) ∼ q(x0)
(` δ)2
∫ b
δ
a
δ
dw
(w2 + 1)
3
2
+
qˆ(x0)
` δ
∫ b
δ
a
δ
w dw
(w2 + 1)
3
2
(D.177)
= q(x0)J − qˆ(x0) I1
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where J is defined in (D.93) and I1 is defined in (D.10). Using the asymptotics for
these integrals in (D.95) and (D.28), it is found that
(D.178) J c(q) ∼ 2 q(x0)
r20
+O(1).
Next, expanding q gives
J c0 (q) ∼
q(x0)
(` δ)4
∫ b
δ
a
δ
dw
(w2 + 1)
5
2
+
qˆ(x0)
(` δ)3
∫ b
δ
a
δ
w dw
(w2 + 1)
5
2
(D.179)
= q(x0)J0 − qˆ(x0)J1
∼ 4 q(x0)
3 r40
+O(1)
where J0 and J1 are defined in (D.93)and their asymptotics given in (D.100) and
(D.103).
Again, imposing the expansion of q, J c1 (q) becomes
J c1 (q) ∼ −
q(x0)
(` δ)3
∫ b
δ
a
δ
w dw
(w2 + 1)
5
2
− qˆ(x0)
(` δ)2
∫ b
δ
a
δ
w2 dw
(w2 + 1)
5
2
(D.180)
= q(x0)J1 − qˆ(x0)J2
∼ −2 qˆ(x0)
r20
+O(1)
where J2 and its asymptotics are defined in (D.93) and (D.106). Again, the retention
of qˆ does not cause concern since, to recover the velocity field, J c1 is multiplied by y0
and z0 each which are of order r0 ¿ 1.
Finally, expanding q as in (D.160) gives that
J c2 (q) ∼
q(x0)
(` δ)2
∫ b
δ
a
δ
w2 dw
(w2 + 1)
5
2
+
qˆ(x0)
` δ
∫ b
δ
a
δ
w3 dw
(w2 + 1)
5
2
(D.181)
= q(x0)J2 + qˆ(x0)
` δ
∫ b
δ
a
δ
w3 dw
(w2 + 1)
5
2
.
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Recalling the expansion in (D.120) provided as
qˆ(x0)
` δ
∫ b
δ
a
δ
w3 dw
(w2 + 1)
5
2
= qˆ(x0)
[(
1
`+ x0
− 1
`− x0
)
+O
(
δ2
)]
,(D.182)
the asymptotics for J2 are
(D.183) J c2 ∼
2q(x0)
3r20
+O(1).
The asymptotics for J c, J c0 , J c1 , and J c2 in (D.178), (D.179), (D.180), and (D.183)
provide that
J c(q) = 2 q(x0)
r20
+O(1)(D.184)
J c0 (q) =
4 q(x0)
3 r40
+O(1)
J c1 (q) = −
2 qˆ(x0)
r20
+O(1)
J c2 =
2q(x0)
3r20
+O(1).
The velocity field defined in terms of these integrals given by (D.174) for δ ¿ 1 thus
satisfies
uD1 (x0;
²2 r20
4
q) ∼ ²2 ( 0 )(D.185)
uD2 (x0;
²2 r20
4
q) ∼ ²2
(
q2(x0)− 2y0(y0q2(x0) + z0q3(x0)
r20
)
uD3 (x0;
²2 r20
4
q) ∼ ²2
(
q3(x0)− 2z0(y0q2(x0) + z0q3(x0)
r20
)
.
It is important to note again that these asymptotics hold away from the ends of
the slender body at x0 ± `. The leading order terms above are O (²2) and, hence,
uD(x0;−²2r20q/4) contributes nothing to the O(²) balance required to obtain the correc-
tion for the uniform force distribution. Now, using the asymptotics for uD(x0;−²2r20q/4)
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in (D.185) and those for uS(x0; ²
2 q) in (D.171), it is found that for δ ¿ 1
uS1 (x0; ²
2 q) + uD1 (x0;
²2 r20
4
q) ∼ 4² q1(x0)(D.186)
uS2 (x0; ²
2 q) + uD2 (x0;
²2 r20
4
q) ∼ 2² q2(x0)
uS3 (x0; ²
2 q) + uD3 (x0;
²2 r20
4
q) ∼ 2² q3(x0)
at leading order.
To conclude, reconsider the velocity field
(D.187) u(x0) = u
S(x0; ²α0 + ²
2 q) + uD(x0; ²η0 − ²
2 r20
4
q)
due to a line distribution of Stokeslets with strength α(s) = ²α0+²
2 q(s) and potential
dipoles with strengh η(s) = ²η0 − ²
2 r20
4
q(s) such that
(D.188) u
∣∣∣
δ¿1
=

U1
U2
U3
 ,
where U = (U1, U2, U3) is uniform and δ ¿ 1 describes the boundary of a slender
body. Then q(s) = (q1(s), q2(s), q2(s)) is described asymptotically through the results
in (D.152) and (D.186) given as
U1 ∼ U1 + ²
(
U1 log
(√
1− x
2
0
` 2
)
− U1
2
+ 4q1(x0)
)
(D.189)
U2 ∼ U2 + ²
(
U2 log
(√
1− x
2
0
` 2
)
+
U2
2
+ 2q2(x0)
)
U3 ∼ U3 + ²
(
U3 log
(√
1− x
2
0
` 2
)
+
U3
2
+ 2q3(x0)
)
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By demanding that the terms with magnitude O(²) vanish, q(s) is found to be
q1(x0) ∼ −U1
8
(
2 log
(√
1− x
2
0
` 2
)
− 1
)
(D.190)
q1(x0) ∼ −U2
4
(
2 log
(√
1− x
2
0
` 2
)
+ 1
)
q1(x0) ∼ −U3
4
(
2 log
(√
1− x
2
0
` 2
)
+ 1
)
.
Thus the corrected Stokeslet strength α(s) and potential dipole strength η(s) required
to match uniform boundary conditions are determined to be
α(s) =
²
4

U1
2U2
2U3
− ²28

2U1 log
(√
1− y2
` 2
)
− U1
4U2 log
(√
1− y2
` 2
)
+ 2U2
4U3 log
(√
1− y2
` 2
)
+ 2U3
(D.191)
η(s) = −r
2
0 ²
16

U1
2U2
2U3
+ r20 ²232

2U1 log
(√
1− y2
` 2
)
− U1
4U2 log
(√
1− y2
` 2
)
+ 2U2
4U3 log
(√
1− y2
` 2
)
+ 2U3

where, again,
(D.192) ² =
[(
log
2
δ
)]−1
, δ =
r0
`
¿ 1
which is documented by Johnson (1980).
D.4. Linear boundary conditions
Consider the velocity field due to a line distribution of singularities. Suppose that
the distribution can be chosen so that the velocity field u(x) along a defined boundary
is linear in length along the body. Then the flow due to this line of singularities is
equivalent to flow past a body with that boundary condition. Now consider a slender
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body whose boundary consists of the points x0 = (x0, y0, z0) where r0 =
√
y20 + z
2
0 is the
body’s radius and x0 is its length with −` < x0 < `. Let the slenderness be defined by
requiring that the ratio of the body’s radius to its length be small. That is, introduce
the small parameter δ as in (D.125). The task is then to determine u(x) such that
(D.193) u
∣∣∣
δ¿1
=

x0
x0
x0
 .
The flow given by u(x) would then be equivalent to flow past a slender body whose
boundary is defined by letting δ be small.
D.4.1. A linear distribution of Stokeslets. Consider the velocity field
(D.194) u(x) = uS(x;α(s))
due to a line distribution of Stokeslets with strength α(s) where uS(x;α(s)) is the
Stokeslet velocity field
(D.195) uS(x;α(s)) =
∫ `
−`
[
α(s)
|x− s| +
(x− s) [ (x− s) ·α(s) ]
|x− s|3
]
ds
with s = (s, 0, 0) for −` < s < `. Further, consider a linear distribution of Stokeslets
and determine the constants α1, α2, α3 in
(D.196) α(s) =

α1 s
α2 s
α3 s

which is a function of length along the body such that
(D.197) u
∣∣∣
δ¿1
=

x0
x0
x0
 .
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Let x0 = (x0, y0, z0) lie on the boundary of the slender body defined by δ ¿ 1. From
the asymptotics in Appendix D.2, it must be that
x0 ∼ α1x0
(
4
²
+ 4 log
(√
1 +
x20
` 2
)
− 6
)
− 2 (α2y0 + α3z0)
²
(D.198)
x0 ∼ α2x0
(
2
²
+ 2 log
(√
1 +
x20
` 2
)
− 2
)
− 2α1y0
²
+
2x0 y0 (α2y0 + α3z0)
r20
x0 ∼ α3x0
(
2
²
+ 2 log
(√
1 +
x20
` 2
)
− 2
)
− 2α1z0
²
+
2x0 z0 (α2y0 + α3z0)
r20
away from the ends of the slender body at x0 = ±` where terms with magnitude O(1)
and larger have been retained. Since
(D.199) ² =
[
log
(
2
δ
)]−1
(0 < ²¿ 1),
the dominant terms in the expansion of a linear line distribution of Stokeslets are order
1/². To reconstruct the velocity field using the integral definitions, products of 1/² with
y0 and z0 are formed. Since y0, z0 ∼ r0,
(D.200)
r0
²
¿ 1
²
when r0 ¿ 1 and these terms are subdominant. It is relevant that terms do not appear
at leading order with functional dependence on y0 and z0 since they would not be
matched by the boundary condition. Said again, the leading order terms must match
the linear function x0. With this requirement, to leading order, (D.207) becomes
x0 ∼ 4α1x1
²
(D.201)
x0 ∼ 2α2x1
²
x0 ∼ 2α2x1
²
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which prescribes the strength of the Stokeslet singularity to be O(²). Further, the
undetermined Stokeslet coefficients are found to be
α1 =
²
4
, α2 =
²
2
, α3 =
²
2
.(D.202)
Thus, the velocity field due to a line distribution of Stokeslets with linear strength
(D.203) α(s) =
²
4

c1
2c2
2c3

provides, to leading order, the velocity field past a slender body with the linear boundary
conditions
(D.204) u
∣∣∣
δ¿1
=

c1 x0
c2 x0
c3 x0

where c1, c2 , and c3 are any constants describing the boundary condition of interest.
D.4.2. A linear distribution of Stokeslets and point-source dipoles. Now, con-
sider the velocity field
(D.205) u(x) = uS(x;α(s)) + uD(x;η(s))
due to a line distribution of Stokeslets with strength α(s) and potential dipoles with
strengh η(s) where uS(x;α) is the Stokeslet velocity field in (D.195) and uD(x;η) is
the potential dipole velocity field
(D.206) uD(x;η(s)) =
∫ `
−`
[ −η(s)
|x− s|3 +
3(x− s) [ (x− s) · η(s) ]
|x− s|5
]
ds
with s = (s, 0, 0) for −` < s < `.
Suppose that α(s) and η(s) can be chosen so that the velocity u(x) along a defined
boundary is linear in length along the body. Then the flow due to this line of singularities
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is equivalent to flow past a body with that boundary condition. The task is to determine
α(s) and η(s) such that the linear boundary condition holds.
Now consider the velocity field due to a line distribution of Stokeslets with linear
strength α(s) and potential dipoles with linear strengh η(y) such that (D.197) holds.
From the asymptotics in Appendix D.1.2 and D.2.2, retaining terms with magnitude
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O(1) and larger, it must be that
x0 ∼ α1x0
(
4
²
+ 4 log
(√
1 +
x20
` 2
)
− 6
)
− 2 (α2y0 + α3z0)
²
(D.207)
−2(y0η2 + z0η3)
r20
+
2η1
(
1
`+ x0
− 1
`− x0
)
− 2η1x0
(
1
(`− x0)2 +
1
(`− x0)2
)
+
3(y0η2 + z0η3)
2
(
1
(`− x0)2 +
1
(`− x0)2
)
+
x0(y0η2 + z0η3)
(
1
(`− x0)3 −
1
(`− x0)3
)
x0 ∼ α2x0
(
2
²
+ 2 log
(√
1 +
x20
` 2
)
− 2
)
− 2α1y0
²
+
2x0 y0 (α2y0 + α3z0)
r20
−2η2x0
r20
+
4x0x2(y0η2 + z0η3)
r40
− 2η1x2
r20
+
−η2
(
1
`+ x0
− 1
`− x0
)
+
η2x0
2
(
1
(`− x0)2 +
1
(`− x0)2
)
+
3η1x2
2
(
1
(`− x0)2 +
1
(`− x0)2
)
+ η1x0x2
(
1
(`− x0)3 −
1
(`− x0)3
)
+
−y0 (y0η2 + z0η3)
(
1
(`− x0)3 −
1
(`− x0)3
)
+
−3x0y0 (y0η2 + z0η3)
4
(
1
(`− x0)4 +
1
(`− x0)4
)
x0 ∼ α3x0
(
2
²
+ 2 log
(√
1 +
x20
` 2
)
− 2
)
− 2α1z0
²
+
2x0 z0 (α2y0 + α3z0)
r20
−2η3x0
r20
+
4x0x3(y0η2 + z0η3)
r40
− 2η1x3
r20
+
−η3
(
1
`+ x0
− 1
`− x0
)
+
η3x0
2
(
1
(`− x0)2 +
1
(`− x0)2
)
+
3η1x3
2
(
1
(`− x0)2 +
1
(`− x0)2
)
+ η1x0x3
(
1
(`− x0)3 −
1
(`− x0)3
)
+
−z0 (y0η2 + z0η3)
(
1
(`− x0)3 −
1
(`− x0)3
)
+
−3x0z0 (y0η2 + z0η3)
4
(
1
(`− x0)4 +
1
(`− x0)4
)
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away from the ends of the slender body at x1 = ±`. Since 0 < ² ¿ 1 and because
y0, z0 ∼ r0, the dominant terms in (D.207) are
(D.208) −4η2x0
r20
+
8x0y0(y0η2 + z0η3)
r40
and − 4η3x0
r20
+
8x0z0(y0η2 + z0η3)
r40
.
These terms must match the linear function x0. However, they contain functional
dependence of y0 and z0. To match the linear boundary conditions, these terms must
be eliminated. This is done so by choosing η(s) so that these terms are cancelled by
the O(1) terms
(D.209)
2y0(y0α2 + z0α3)
r20
and
2z0(y0α2 + z0α3)
r20
obtained from the Stokeslet velocity field. Thus, the constants in the linear strength of
the potential dipole is chosen to be
(D.210)

η1
η2
η3
 = −r204

α1
α2
α3
 .
Hence the terms
(D.211) −4(y0η2 + z0η3)
r20
, −4η1y0
r20
, and − 4η1z0
r20
and those involving
(D.212)
1
`+ x0
− 1
`− x0 and
1
(`− x0)2 +
1
(`− x0)2
are now subdominant toO(1). With this requirement, to leading order, (D.207) becomes
x0 ∼ 4α1x0
²
(D.213)
x0 ∼ 2α2x0
²
x0 ∼ 2α2x0
²
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which prescribes the strength of the Stokeslet singularity to be O(²). Further, the
undetermined Stokeslet coefficients are found to be as in (D.202) giving that
η1 = −² r
2
0
16
, η2 = −² r
2
0
8
, η3 = −² r
2
0
8
.(D.214)
Note that with η(s) chosen as in (D.210), the asymptotics in Appendix D.2.2 provide
that
uD1 (x;η(s)) ∼ 0(D.215)
uD2 (x;η(s)) ∼ −
2η2x0
r20
+
4x0y0(y0η2 + z0η3)
r40
uD3 (x;η(s)) ∼ −
2η3x0
r20
+
4x0z0(y0η2 + z0η3)
r40
where O(δ) terms have now been neglected. The leading order asymptotics of u(x;η(s))
when η is a linear function of s are now O(²) which is the order of α(s).
In conclusion, the velocity field due to a line distribution of Stokeslets with linear
strength
(D.216) α(y) =
² s
4

c1
2c2
2c3

and potential dipoles with linear strength
(D.217) η(y) = −² r
2
0 s
8

c1
2c2
2c3

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provides, to leading order, the velocity field past a slender body with the linear boundary
conditions
(D.218) u
∣∣∣
δ¿1
=

c1x1
c2x1
c3x1

where c1, c2 , and c3 are any constants describing the boundary condition of interest.
D.4.3. Correcting the linear distribution of Stokeslets and point-source dipoles.
It was found in the previous subsection that choosing
α(s) = ²α0(s)(D.219)
=
² s
4

c1
2c2
2c3

linear as in (D.216) and
η(s) = ²η0(s)(D.220)
= −² r
2
0s
8

c1
2c2
2c3

linear as in (D.217) gives that
(D.221) uS(x; ²α0(s))
∣∣∣
δ¿1
+ uD(x; ²η0(s))
∣∣∣
δ¿1
= U(x0),
to leading order, where δ ¿ 1 defines the boundary of the slender body and U(x0) =
(c1x0, c2x0, c3x0).
A correction to this linear choice of α(s) and η(s) is desired. Assume that
(D.222) α(s) = ²α0(s) + ²
2 q(s)
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requiring that
η(s) = −r
2
0
4
α(s)(D.223)
= ²η0(s)− ²
2 r20
4
q(s)
where q(s) = (q1(s), q2(s), q3(s)). The objective is to determine q(s) through imposing
the linear velocity U(x0) on the boundary of the slender body. Then the flow past this
slender body with the imposed boundary conditions would be more accurately captured
by the distribution of Stokeslets and potential dipole singularities with the corrected
strengths in (D.222) and (D.223) distributed along the centerline of the body. Thus the
vector-valued function q(s) which satisfies
u(x)
∣∣∣
δ¿1
=
(
uS(x; ²α0(s) + ²
2 q) + uD(x; ²η0(s)− ²
2 r20
4
q)
) ∣∣∣∣
δ¿1
(D.224)
= U(x0)
provides the correction to the linear choice of α(s) and η(s) found in the previous
subsection.
Let x0 lie on the boundary of the slender body. Now, using the determined value of
²α0(s) and the asymptotics of the Stokeslet velocity field in (D.1), it is found that
uS1 (x0; ²α0) ∼
² x0
4
(
4
²
+ 4 log
(√
1− x
2
0
` 2
)
− 6
)
(D.225)
uS2 (x0; ²α0) ∼
² x0
2
(
2
²
+ 2 log
(√
1− x
2
0
` 2
− 2
))
+
² x0
2
(
2x0y0(y0U2 + z0U3)
r20
)
uS3 (x0; ²α0) ∼
² x0
2
(
2
²
+ 2 log
(√
1− x
2
0
` 2
− 2
))
+
² x0
2
(
2x0z0(y0U2 + z0U3)
r20
)
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where O (²) terms have been retained. Further, using the determined value of ²η0(s)
and the asymptotics of the potential dipole velocity field in (D.2), it is found that
uD1 (x0; ²η0) ∼ 0(D.226)
uD2 (x0; ²η0) ∼
²r20
4
(
2x0
r20
)
− ²r
2
0
4
(
4x0y0(y0 + z0)
r40
)
uD3 (x0; ²η0) ∼
²r20
4
(
2x0
r20
)
− ²r
2
0
4
(
4x0z0(y0 + z0)
r40
)
where O (²) terms have again been retained. Thus, for δ ¿ 1,
uS1 (x0; ²α0) + u
D
1 (x0; ²η0) ∼ x0 + ²x0
(
log
(√
1− x
2
0
` 2
)
− 3
2
)
(D.227)
uS2 (x0; ²α0) + u
D
2 (x0; ²η0) ∼ x0 + ²x0
(
log
(√
1− x
2
0
` 2
)
− 1
2
)
uS3 (x0; ²α0) + u
D
3 (x0; ²η0) ∼ x0 + ²x0
(
log
(√
1− x
2
0
` 2
)
− 1
2
)
where x0 is kept bounded away from the ends of the slender body at x0 = ±` by
the requirement of (D.14). As expected, the linear flow has been recovered at leading
order. Note that the O(²) terms involving y0 and z0 dependence have cancelled due the
choice of ²η0(s) found in the previous subsection. To complete the computation of the
correction, the O(²) terms of uS(x0; ²
2 q) and uD(x0;−²2r20q/4) need to be determined.
From (D.171), the asymptotics for uS(x0; ²
2 q) when δ ¿ 1 were found to be
uS1 (x0; ²
2 q) ∼ ²2
(
4 q1(x0)
²
)
(D.228)
uS2 (x0; ²
2 q) ∼ ²2
(
2 q2(x0)
²
)
uS3 (x0; ²
2 q) ∼ ²2
(
2 q3(x0)
²
)
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at leading order. Further, from (D.185) in that same section, the asymptotics for
uD(x0;−²2r20q/4) when δ ¿ 1 where found to be
uD1 (x0;
²2 r20
4
q) ∼ 0(D.229)
uD2 (x0;
²2 r20
4
q) ∼ ²2
(
q2(x0)− 2y0(y0q2(x0) + z0q3(x0)
r20
)
uD3 (x0;
²2 r20
4
q) ∼ ²2
(
q3(x0)− 2z0(y0q2(x0) + z0q3(x0)
r20
)
.
It is important to note again that these asymptotics hold away from the ends of the
slender body at x0 = ±`. The leading order terms in (D.229) are O (²2) and, hence,
uD(x0;−²r20q/4) contributes nothing to the O(²) balance required to obtain the correc-
tion for the linear force distribution. Now, using the asymptotics for uD(x0;−²r20q/4)
in (D.229) and those for uS(x0; ²
2 q) in (D.228), it is found that for δ ¿ 1
uS1 (x0; ²
2 q) + uD1 (x0;
²2 r20
4
q) ∼ 4² q1(x0)(D.230)
uS2 (x0; ²
2 q) + uD2 (x0;
²2 r20
4
q) ∼ 2² q2(x0)
uS3 (x0; ²
2 q) + uD3 (x0;
²2 r20
4
q) ∼ 2² q3(x0)
at leading order.
To conclude, reconsider the velocity field
(D.231) u(x0) = u
S(x0; ²α0(s) + ²
2 q) + uD(x0; ²η0(s)− ²
2 r20
4
q)
due to a line distribution of Stokeslets with strength α(s) = ²α0(s)+²
2 q and potential
dipoles with strengh η(s) = ²η0(s)− ²
2 r20
4
q such that
(D.232) u
∣∣∣
δ¿1
=

c1x0
c2x0
c3x0
 ,
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is linear in length along the body and δ ¿ 1 describes the boundary of a slender
body. Then q(s) = (q1(s), q2(s), q2(s)) is described asymptotically through the results
in (D.227) and (D.230) given as
x0 ∼ x0 + ²
(
x0 log
(√
1− x
2
0
` 2
)
− 3x0
2
+ q1(x0)
)
(D.233)
x0 ∼ x0 + ²
(
x0 log
(√
1− x
2
0
` 2
)
− x0
2
+ q2(x0)
)
x0 ∼ x0 + ²
(
x0 log
(√
1− x
2
0
` 2
)
− x0
2
+ q3(x0)
)
By demanding that the terms with magnitude O(²) vanish, q(s) is found to be
q1(x0) ∼ −U1
2
(
2 log
(√
1− x
2
0
` 2
)
− 3
)
(D.234)
q1(x0) ∼ −U2
2
(
2 log
(√
1− x
2
0
` 2
)
− 1
)
q1(x0) ∼ −U3
2
(
2 log
(√
1− x
2
0
` 2
)
− 1
)
.
Thus the corrected Stokeslet strength α(s) and potential dipole strength η(s) required
to match the linear boundary conditions
(D.235) u
∣∣∣
δ¿1
=

c1x0
c2x0
c3x0
 ,
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for c1, c2 , and c3 constant, are determined to be
α(s) =
² s
4

c1
2 c2
2 c3
− ²2 s8

2 c1 log
(√
1− x20
` 2
)
− 3 c1
4 c2 log
(√
1− x20
` 2
)
− 2c2
4 c3 log
(√
1− x20
` 2
)
− 2 y
(D.236)
η(s) = −²r
2
0 s
16

c1
2 c2
2 c3
+ ²2r20 s32

2 c1 log
(√
1− x20
` 2
)
− 3 c1
4 c2 log
(√
1− x20
` 2
)
− 2 c2
4 c3 log
(√
1− x20
` 2
)
− 2 c3

where, again,
(D.237) ² =
1
log−δ , δ =
r0
`
¿ 1.
D.4.4. Rotation of shear flow to strain flow. Let R2 be described by the basis
vectors
(D.238) xˆ =
 1
0
 , yˆ =
 0
1
 .
Consider the two-dimensional nonlinear shear flow
(D.239) U =
 U1(y)
0
 .
Let U(y) be imposed on the boundary of a slender body which is rotated through an
angle θ from the xˆ-axis. Now consider a new coordinate system with basis vectors xˆ ′
and yˆ ′ defined so that xˆ ′ is aligned with the slender body. That is, consider rotating
the original coordinate system so that the slender body now lies on the rotated xˆ-axis.
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Then
xˆ ′ = Rxˆ(D.240)
=
 cos θ − sin θ
sin θ cos θ
 1
0

=
 cos θ
sin θ

and
yˆ ′ = Ryˆ(D.241)
=
 cos θ − sin θ
sin θ cos θ
 0
1

=
 − sin θ
cos θ

where R is the orthogonal transformation representing such a rotation. For arbitrary
points x = (x, y) and x ′ = (x ′, y ′) in the original and rotated coordinate systems,
respectively, it must be that x
y
 =
 x ′
y ′
(D.242)
= x ′ xˆ ′ + y ′ yˆ ′
= x ′
 cos θ
sin θ
+ y ′
 − sin θ
cos θ

= R
 x ′
y ′

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upon using the basis vectors corresponding to the rotated coordinate system given in
(D.240). Thus
(D.243)
 x ′
y ′
 = RT
 x
y

where
(D.244) RT =
 cos θ sin θ
− sin θ cos θ

is the inverse of the rotation matrix R. Since R is orthogonal, its inverse is precisely
its transpose.
Before examining the nonlinear shear of (D.239) in the rotated coordinate system,
consider linearizing this velocity field. That is, let
(D.245) U1(y) ∼ U1 + γ y
where U1 and γ are the appropriate constants. Then
(D.246) U(y) ∼
 U1 + γ y
0
 .
Using (D.243), this linearization in the rotated coordinate system is found to be
U ′(x ′) = RT
 U1 + γ y
0
∣∣∣∣∣∣
x=x ′
(D.247)
=
 cos θ sin θ
− sin θ cos θ
 U1 + γ y
0
∣∣∣∣∣∣
x=x ′
= (U1 + γ y)
∣∣∣
x=x ′
 cos θ
− sin θ
 .
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From (D.242),
(D.248) y = x ′ sin θ + y ′ cos θ.
Thus
(D.249) U ′(x ′) = (U1 + γ (x ′ sin θ + y ′ cos θ))
∣∣∣
x=x ′
 cos θ
− sin θ

is the linear shear in the coordinate system with x ′ aligned with the slender body.
Let ξ = (ξ1, ξ2) describe points on the boundary of the body in the non-rotated
coordinate system. By design of the rotated coordinate system, points on the boundary
of the slender body in this system are described asymptotically by ξ ′ = (ξ ′1, 0). Thus,
using (D.249),
U ′(x ′) = U ′(ξ ′1)
∣∣∣
x=x ′
(D.250)
= (U1 + γ ξ
′
1 sin θ)
 cos θ
− sin θ

is the velocity on the boundary of the slender body in the rotated coordinate system.
This is precisely the form of the uniform and strain velocity fields examined through-
out uniform and linear boundary condition sections previously. Thus, it is natural to
consider distributing a line of Stokeslets along the centerline of the slender body to
match the boundary conditions in (D.250). Then, by previous results, the strength of
the Stokeslet distribution is found to be
α ′ = ΛU ′(ξ ′1)(D.251)
=
 cT 0
0 cN
U ′(ξ ′1)
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where it was determined that, to leading order,
cT =
²
4
(D.252)
cN = 2 cT .
Further, to determine the strength of the Stokeslet beyond leading order, it was found
that potential dipole singularities must also be distributed along the centerline of the
body to the match the boundary condition. These corrected strengths are given in
(D.191) and (D.236).
Nonetheless, reexamine the Stokeslet strength in (D.251) needed to match the
boundary conditions in (D.250). Since (D.251) is the force distribution in the ro-
tated coordinate system, it must be reinterpreted in the original coordinate system.
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By (D.242), the Stokeslet strength in this system is given as
α = Rα ′(D.253)
=
 cos θ − sin θ
sin θ cos θ
 cT 0
0 cN
U ′(ξ ′1)
∣∣∣∣∣∣
ξ ′=ξ
=
 cT cos θ −cN sin θ
cT sin θ cN cos θ
U ′(ξ ′1)
∣∣∣∣∣∣
ξ ′=ξ
= (U1 + γ ξ
′
1 sin θ)
∣∣∣
ξ ′=ξ
 cT cos θ −cN sin θ
cT sin θ cN cos θ
 cos θ
− sin θ

= (U1 + γ ξ
′
1 sin θ)
∣∣∣
ξ ′=ξ
 cT cos2 θ + cN sin2 θ
cT cos θ sin θ − cN cos θ sin θ

= (U1 + γ ξ2)
 cT cos2 θ + cN sin2 θ
cT cos θ sin θ − cN cos θ sin θ

∼ U1(ξ2)
 cT cos2 θ + cN sin2 θ
cT cos θ sin θ − cN cos θ sin θ

= cTU1(ξ2)
 cos2 θ + 2 sin2 θ
− cos θ sin θ

= cTU1(ξ2)
 2− cos2 θ
− cos θ sin θ

using the definitions of cT and cN in (D.252). Let
(D.254) s =
√
ξ21 + ξ
2
2
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be the length along the slender body. Clearly, by the position of the body with respect
to the xˆ-axis, it is found that
ξ1 = s cos θ(D.255)
ξ2 = s sin θ.
Then, for constant θ,
cos θ =
∂ξ1
∂s
(D.256)
sin θ =
∂ξ2
∂s
.
Hence, the force distribution of Stokeslets with strength
(D.257) α = cTU1(ξ2)
 2− (∂ξ1∂s )2
−∂ξ1
∂s
∂ξ2
∂s

distributed along the centerline of a slender body satisfies the linearized shear boundary
condition in (D.246) to leading order.
As a note, consider the force distribution
(D.258) α˜ = cT (U · τˆ )τˆ + cN(U · nˆ)nˆ
where U = U(ξ2) is the linearized shear in (D.246) imposed at the boundary of the
slender body and cT and cN are the constants in (D.252). Also, τˆ and nˆ are the
tangential and normal vectors along the slender body which is rotated through an angle
θ from the xˆ-axis. Thus
τˆ =
 ∂ξ1∂s
∂ξ2
∂s
(D.259)
=
 cos θ
sin θ

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while
nˆ =
 −∂ξ2∂s
∂ξ1
∂s
(D.260)
=
 − sin θ
cos θ

using (D.256). Hence
α˜ = cTU1(ξ2) cos θ
 cos θ
sin θ
− cNU1(ξ2) sin θ
 − sin θ
cos θ
(D.261)
= U1(ξ2)
 cT cos2 θ + cN sin2 θ
cT cos θ sin θ − cN cos θ sin θ

which is the same result obtained in (D.253). Thus, in the instance of distributing
Stokeslets, the force distribution in (D.258), obtained by summing the tangential and
normal projections of the boundary conditions, is equivalent to that obtained by ap-
plying the results which determined the Stokeslet strength to leading order for uniform
and strain boundary conditions to the rotated shear and reinterpreting in the original
coordinate system.
D.5. The force on a slender body
Consider a slender body whose boundary consists of the points x0 = (x0, y0, z0)
where
(D.262) r0 =
√
y20 + z
2
0
is the body’s radius and x0 is its length with −` < x0 < `. Let the slenderness be
defined through the parameter
(D.263) δ =
r0
`
¿ 1.
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The outward unit normal rˆ = (rˆ1, rˆ2, rˆ3) along the cylindrical length of the body is then
found to be
(D.264) rˆ =
1
r0

0
y0
z0

while the outward normals to the left and right ends, nˆL = (nˆL1 , nˆL2 , nˆL3) and nˆR =
(nˆR1 , nˆR2 , nˆR3), are given as
(D.265) nˆL =

−1
0
0
 , nˆR =

1
0
0
 .
The force exerted on the slender body from the fluid is given by
f(x0) = −σ · nˆ(D.266)
= −(σ1 knˆk, σ2 knˆk, σ3 knˆk)
where x0 is any point on the body, nˆ is the outward normal at x0, and
(D.267) σi k = −p δi k + µ
(
∂ui
∂xk
+
∂uk
∂xi
)
is the stress tensor associated with a fluid motion having velocity u. Here p denotes
the pressure field while
(D.268) δi k =
 1 if i = k0 if i 6= k
is the Kronecker delta function. Note that σ is symmetric and that p only appears on
the diagonal of the stress tensor. Further, the force at x0 lying on the slender body
which is defined by letting δ ¿ 1. Also, the repeated index k found in the terms of f in
(D.266) represents summation over k = 1, 2, 3 as required by the use of such notation.
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Let S be the surface of the slender body. Then the total force F is given as an
integral of f over the body. That is,
(D.269) F =
∫
S
f ds.
Using the outward normal rˆ in (D.264), it is found that, along the cylindrical body,
excluding the ends,
F bodyi = −
∫
body
(σ · rˆ)i ds(D.270)
= −
∫ 2pi
0
∫ `
−`
(σi 1rˆ1 + σi 2rˆ2 + σi 3rˆ3) r0 dx0 dθ
= −
∫ 2pi
0
∫ `
−`
(y0 σi 2 + z0 σi 3) dx0 dθ
where i = 1, 2, 3. In more detail,
F body1 = −
∫ 2pi
0
∫ `
−`
(y0 σ1 2 + z0 σ1 3) dx0 dθ(D.271)
F body2 = −
∫ 2pi
0
∫ `
−`
(y0 σ2 2 + z0 σ2 3) dx0 dθ
α body3 = −
∫ 2pi
0
∫ `
−`
(y0 σ3 2 + z0 σ3 3) dx0 dθ.
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Now, using nˆL and nˆR in (D.265), at the ends of the body, the total force is found to
be
F Lendi = −
∫
Lend
(σ · nˆL)
∣∣∣∣
x0=−`
ds(D.272)
= −
∫ 2pi
0
∫ r0
0
(σi 1nˆL1 + σi 2nˆL2 + σi 3nˆL3)
∣∣∣∣
x0=−`
r dr dθ
=
∫ 2pi
0
∫ r0
0
σi 1
∣∣∣∣
x0=−`
r dr dθ
F Rendi = −
∫
Rend
(σ · nˆR)
∣∣∣∣
x0=`
ds
= −
∫ 2pi
0
∫ r0
0
(σi 1nˆR1 + σi 2nˆR2 + σi 3nˆR3)
∣∣∣∣
x0=`
r dr dθ
= −
∫ 2pi
0
∫ r0
0
σi 1
∣∣∣∣
x0=`
r dr dθ
where, again, i = 1, 2, 3. Now, |x0=−` implies evaluation at x0 = −` while |x0=` implies
evaluation at x0 = `. Thus
(D.273) F endsi = −
∫ 2pi
0
∫ r0
0
(
σi 1
∣∣∣x0=`
x0=−`
)
r dr dθ
and, in more detail,
F ends1 = −
∫ 2pi
0
∫ r0
0
(
σ1 1
∣∣∣x0=`
x0=−`
)
r dr dθ(D.274)
F ends2 = −
∫ 2pi
0
∫ r0
0
(
σ2 1
∣∣∣x0=`
x0=−`
)
r dr dθ
α ends3 = −
∫ 2pi
0
∫ r0
0
(
σ3 1
∣∣∣x0=`
x0=−`
)
r dr dθ
where σik |x0=`x0=−` implies σik(x0 = `) − σik(x0 = −`). The total force exerted on the
slender body from the fluid is thus found to be
(D.275) F = F body + F ends
where F body and F ends are given in (D.271) and (D.274).
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D.5.1. The Stokeslet distribution. Consider a line distribution of stokeslets cen-
tered on the x1-axis with strength α(s) = (α1(s), α2(s), α3(s)). The velocity field is
then given as
uS1 (x;α(s)) =
∫ `
−`
[
α1(s)√
(x1 − s)2 + r20
+(D.276)
(x1 − s) [ (x1 − s)α1(s) + x2α2(s) + x3α3(s) ]
((x1 − s)2 + r20)
3
2
]
ds
uS2 (x;α(s)) =
∫ `
−`
[
α2(s)√
(x1 − s)2 + r20
+
x2 [ (x1 − s)α1(s) + x2α2(s) + x3α3(s) ]
((x1 − s)2 + r20)
3
2
]
ds
uS3 (x;α(s)) =
∫ `
−`
[
α3(s)√
(x1 − s)2 + r20
+
x3 [ (x1 − s)α1(s) + x2α2(s) + x3α3(s) ]
((x1 − s)2 + r20)
3
2
]
ds
where
x = (x1, x2, x3), s = (s, 0, 0)(D.277)
with −` < s < `. Here s is the location of the applied force.
To compute the total force on a slender body defined through δ ¿ 1, the stress tensor
σS is needed. This requires the velocity field in (D.276) and the stokeslet pressure field
pS which is defined to be
(D.278) pS(x;α(s)) = 2µ
∫ `
−`
(x1 − s)α1(s) + x2α2(s) + x3α3
((x1 − s)2 + r20)
3
2
as derived in Appendix B. Using the definition of the stress tensor σ given in (D.267),
it is found that
(D.279) σSi k = −6µ
∫ `
−`
(xi − si) (xk − sk) [(x1 − s)α1(s) + x2α2(s) + x3α3(s)]
((x1 − s)2 + r20)
5
2
ds
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for i, k = 1, 2, 3. In detail, the formulation for a diagonal and off-diagonal term of σS
are presented to facilitate understanding of the compact formulation of σS given in
(D.279). So, consider the diagonal term σS1 1. Now
σS1 1 = −pS + 2µ
∂uS1
∂x1
(D.280)
= −2µ
∫ `
−`
(x1 − s)α1(s) + x2α2(s) + x3α3
((x1 − s)2 + r20)
3
2
+
2µ
∂
∂x1
(∫ `
−`
[
α1(s)√
(x1 − s)2 + r20
+
(x1 − s) [ (x1 − s)α1(s) + x2α2(s) + x3α3(s) ]
((x1 − s)2 + r20)
3
2
]
ds
)
= −2µ
∫ `
−`
(x1 − s)α1(s) + x2α2(s) + x3α3
((x1 − s)2 + r20)
3
2
+
2µ
∫ `
−`
[
(x1 − s)α1(s) + x2α2(s) + x3α3
((x1 − s)2 + r20)
3
2
+
− 3 (x1 − s)
2[(x1 − s)α1(s) + x2α2(s) + x3α3(s)]
((x1 − s)2 + r20)
5
2
]
ds
= −6µ
∫ `
−`
(x1 − s)2[(x1 − s)α1(s) + x2α2(s) + x3α3(s)]
((x1 − s)2 + r20)
5
2
ds
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as expressed by (D.279). Further, examination of the off-diagonal term σ1 2 provides
that
σS1 2 = σ
S
2 1(D.281)
= µ
(
∂uS1
∂x2
+
∂uS2
∂x1
)
= µ
∂
∂x2
(∫ `
−`
[
α1(s)√
(x1 − s)2 + r20
+
(x1 − s) [ (x1 − s)α1(s) + x2α2(s) + x3α3(s) ]
((x1 − s)2 + r20)
3
2
]
ds
)
+
µ
∂
∂x1
(∫ `
−`
[
α2(s)√
(x1 − s)2 + r20
+
x2 [ (x1 − s)α1(s) + x2α2(s) + x3α3(s) ]
((x1 − s)2 + r20)
3
2
]
ds
)
= µ
∫ `
−`
[
(x1 − s)α2(s)− x2α1(s)
((x1 − s)2 + r20)
3
2
−
3 (x1 − s)x2[(x1 − s)α1(s) + x2α2(s) + x3α3(s)]
((x1 − s)2 + r20)
5
2
]
ds+
µ
∫ `
−`
[
x2α1(s)− (x1 − s)α2(s)
((x1 − s)2 + r20)
3
2
−
3 (x1 − s)x2[(x1 − s)α1(s) + x2α2(s) + x3α3(s)]
((x1 − s)2 + r20)
5
2
]
ds
= −6µ
∫ `
−`
(x1 − s)x2[(x1 − s)α1(s) + x2α2(s) + x3α3(s)]
((x1 − s)2 + r20)
5
2
ds
comparing favorably with (D.279) as desired.
259
Examine F1. Now, using the total force formulation in (D.271) and recalling that
x0 lies on a slender body of radius r0, it is found that
F body1 = −
∫ 2pi
0
∫ `
−`
(
y0 σ
S
1 2 + z0 σ
S
1 3
)
dx0 dθ(D.282)
= 6µ
∫ 2pi
0
∫ `
−`
(y0 ·∫ `
−`
(x0 − s) y0 [(x0 − s)α1(s) + y0α2(s) + z0α3(s)]
(x0 − s)2 + r20)
5
2
ds +
z0
∫ `
−`
(x0 − s) z0 [(x0 − s)α1(s) + y0α2(s) + z0α3(s)]
((x0 − s)2 + r20)
5
2
ds
)
dx0 dθ
= 6µ
∫ 2pi
0
∫ `
−`
(
y20 + z
2
0
) ·∫ `
−`
(x0 − s)[(x0 − s)α1(s) + y0α2(s) + z0α3(s)]
((x0 − s)2 + r20)
5
2
ds dx0 dθ
= 6µr20
∫ 2pi
0
∫ `
−`
∫ `
−`
(x0 − s) ·
[(x0 − s)α1(s) + r0 cos θα2(s) + r0 sin θα3(s)]
((x0 − s)2 + r20)
5
2
ds dx0 dθ
= 12piµr20
∫ `
−`
∫ `
−`
(x0 − s)2α1(s)
((x0 − s)2 + r20)
5
2
ds dx0
after computing the θ integral. Before calculating the contribution to F1 from the ends,
the x0 integral in F
body
1 is computed. Thus
F body1 = 12piµr
2
0
∫ `
−`
∫ `
−`
(x0 − s)2α1(s)
((x0 − s)2 + r20)
5
2
ds dx0(D.283)
= 12piµr20
∫ `
−`
α1(s)
(
(x0 − s)3
3r20((x0 − s)2 + r20)
3
2
)∣∣∣∣∣
x0=`
x0=−`
ds
= 4piµ
∫ `
−`
α1(s)
(
(x0 − s)3
((x0 − s)2 + r20)
3
2
)∣∣∣∣∣
x0=`
x0=−`
ds
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Now consider F ends1 . Using the total force formulation in (D.274), it is found that
F ends1 = −
∫ 2pi
0
∫ r0
0
(
σS1 1
∣∣∣x0=`
x0=−`
)
r dr dθ
= 6µ
∫ 2pi
0
∫ r0
0
(∫ `
−`
(x0 − s)2 ·
(x0 − s)α1(s) + y0α2(s) + z0α3(s)
((x0 − s)2 + r2) 52
ds
)∣∣∣∣∣
x0=`
x0=−`
r dr dθ
= 6µ
∫ 2pi
0
∫ r0
0
(∫ `
−`
(x0 − s)2 ·
(x0 − s)α1(s) + r cos θα2(s) + r sin θα3(s)
((x0 − s)2 + r2) 52
ds
)∣∣∣∣∣
x0=`
x0=−`
r dr dθ
= 12piµ
∫ r0
0
(∫ `
−`
(x0 − s)3α1(s)
((x0 − s)2 + r2) 52
ds
)∣∣∣∣∣
x0=`
x0=−`
r dr(D.284)
upon computation of the θ integral. Doing the r integral now provides that
F ends1 = 12piµ
∫ r0
0
(∫ `
−`
(x0 − s)3α1(s)
((x0 − s)2 + r2) 52
ds
)∣∣∣∣∣
x0=`
x0=−`
r dr(D.285)
= 12piµ
(∫ `
−`
(x0 − s)3α1(s) ·(
−1
3((x0 − s)2 + r2) 32
)∣∣∣∣∣
r=r0
r=0
ds
)∣∣∣∣∣
x0=`
x0=−`
= 4piµ
(∫ `
−`
(x0 − s)3α1(s) ·(
1
|x0 − s|3 −
1
((x0 − s)2 + r20)
3
2
)
ds
)∣∣∣∣∣
x0=`
x0=−`
= 4piµ
∫ `
−`
α1(s)
2−( (x0 − s)3
((x0 − s)2 + r20)
3
2
)∣∣∣∣∣
x0=`
x0=−`
 ds
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Thus, adding D.283 and D.285, it is found that
F1 = F
body
1 + F
ends
1(D.286)
= 8piµ
∫ `
−`
α1(s) ds.
Next examine F2. Now, using the total force formulation in (D.271) and recalling
that x0 lies on the slender body of radius r0, it is found that
F body2 = −
∫ 2pi
0
∫ `
−`
(
y0 σ
S
2 2 + z0 σ
S
2 3
)
dx0 dθ(D.287)
= 6µ
∫ 2pi
0
∫ `
−`
(y0 ·∫ `
−`
y20 [(x0 − s)α1(s) + y0α2(s) + z0α3(s)]
(x0 − s)2 + r20)
5
2
ds +
z0
∫ `
−`
y0z0 [(x0 − s)α1(s) + y0α2(s) + z0α3(s)]
((x0 − s)2 + r20)
5
2
ds
)
dx0 dθ
= 6µ
∫ 2pi
0
∫ `
−`
y0
(
y20 + z
2
0
) ·∫ `
−`
(x0 − s)α1(s) + y0α2(s) + z0α3(s)
((x0 − s)2 + r20)
5
2
ds dx0 dθ
= 6µr30
∫ 2pi
0
∫ `
−`
∫ `
−`
cos θ ·
(x0 − s)α1(s) + r0 cos θα2(s) + r0 sin θα3(s)
((x0 − s)2 + r20)
5
2
ds dx0 dθ
= 6piµr40
∫ `
−`
∫ `
−`
α2(s)
((x0 − s)2 + r20)
5
2
ds dx0
after computing the θ integral in which only the contribution from cos2 θ is nonzero.
Recall that
(D.288)
∫ 2pi
0
cos2 θ dθ = pi
262
while
(D.289)
∫ 2pi
0
cos θ sin θ dθ = 0.
Before calculating the contribution to F2 from the ends, the x0 integral in F
body
2 is
computed. Thus
F body2 = 6piµr
4
0
∫ `
−`
∫ `
−`
α2(s)
((x0 − s)2 + r20)
5
2
ds dx0(D.290)
= 6piµr40
∫ `
−`
(
(x0 − s) (3r20 + 2(x0 − s)2)
3r40((x0 − s)2 + r20)
3
2
)∣∣∣∣∣
x0=`
x0=−`
ds
= 2piµ
∫ `
−`
(
(x0 − s) (3r20 + 2(x0 − s)2)
((x0 − s)2 + r20)
3
2
)∣∣∣∣∣
x0=`
x0=−`
ds
Now consider F ends2 . Using the total force formulation in (D.274), it is found that
F ends2 = −
∫ 2pi
0
∫ r0
0
(
σS2 1
∣∣∣x0=`
x0=−`
)
r dr dθ(D.291)
= 6µ
∫ 2pi
0
∫ r0
0
(∫ `
−`
(x0 − s)y0 ·
(x0 − s)α1(s) + y0α2(s) + z0α3(s)
((x0 − s)2 + r2) 52
ds
)∣∣∣∣∣
x0=`
x0=−`
r dr dθ
= 6µ
∫ 2pi
0
∫ r0
0
(∫ `
−`
r cos θ(x0 − s) ·
(x0 − s)α1(s) + r cos θα2(s) + r sin θα3(s)
((x0 − s)2 + r2) 52
ds
)∣∣∣∣∣
x0=`
x0=−`
r dr dθ
= 6piµ
∫ r0
0
(∫ `
−`
(x0 − s)α2(s)
((x0 − s)2 + r2) 52
ds
)∣∣∣∣∣
x0=`
x0=−`
r3 dr
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upon computation of the θ integral. Doing the r integral now provides that
F ends2 = 6piµ
∫ r0
0
(∫ `
−`
(x0 − s)α2(s)
((x0 − s)2 + r2) 52
ds
)∣∣∣∣∣
x0=`
x0=−`
r3 dr(D.292)
= 6piµ
(∫ `
−`
(x0 − s)α2(s) ·(
−3r2 − 2(x0 − s)2
3((x0 − s)2 + r2) 32
)∣∣∣∣∣
r=r0
r=0
ds
)∣∣∣∣∣
x0=`
x0=−`
= 2piµ
(∫ `
−`
(x0 − s)α2(s) ·(
2
|x0 − s| −
3r20 + 2(x0 − s)2
((x0 − s)2 + r20)
3
2
)
ds
)∣∣∣∣∣
x0=`
x0=−`
= 2piµ
∫ `
−`
α2(s)
(
4−
(
(x0 − s) (3r20 + 2(x0 − s)2)
((x0 − s)2 + r20)
3
2
)∣∣∣∣∣
x0=`
x0=−`
 ds
Thus, adding D.290 and D.292, it is found that
F2 = F
body
2 + F
ends
2(D.293)
= 8piµ
∫ `
−`
α2(s) ds.
The calculation for F3 is similar to the one for F2 and provides that
(D.294) F3 = 8piµ
∫ `
−`
α3(s) ds.
Examine F1. Now using the total force formulation in (D.271) and recalling that x0
lies on a slender body of radius r0, with the details just provided, it is found that
F body1 = −
∫ 2pi
0
∫ `
−`
(
y0 σ
S
1 2 + z0 σ
S
1 3
)
dx0 dθ(D.295)
= 12piµr20
∫ `
−`
∫ `
−`
(x0 − s)2α1(s)
((x0 − s)2 + r20)
5
2
ds dx0
= 4piµ
∫ `
−`
α1(s)
(
(x0 − s)3
((x0 − s)2 + r20)
3
2
)∣∣∣∣∣
x0=`
x0=−`
ds
264
upon computing the x0 integral. Now consider F
ends
1 . Using the total force formulation
in (D.274), it is found that
F ends1 = −
∫ 2pi
0
∫ r0
0
(
σS1 1
∣∣∣x0=`
x0=−`
)
r dr dθ(D.296)
= 12piµ
∫ r0
0
(∫ `
−`
(x0 − s)3α1(s)
((x0 − s)2 + r2) 52
ds
)∣∣∣∣∣
x0=`
x0=−`
r dr
= 4piµ
∫ `
−`
α1(s)
2−( (x0 − s)3
((x0 − s)2 + r20)
3
2
)∣∣∣∣∣
x0=`
x0=−`
 ds
upon computing the r integral. Thus, adding (D.295) and (D.296), it is found that
F1 = F
body
1 + F
ends
1(D.297)
= 8piµ
∫ `
−`
α1(s) ds.
Next examine F2. It is found that
F body2 = −
∫ 2pi
0
∫ `
−`
(
y0 σ
S
2 2 + z0 σ
S
2 3
)
dx0 dθ(D.298)
= 6piµr40
∫ `
−`
∫ `
−`
α2(s)
((x0 − s)2 + r20)
5
2
ds dx0
= 2piµ
∫ `
−`
(
(x0 − s) (3r20 + 2(x0 − s)2)
((x0 − s)2 + r20)
3
2
)∣∣∣∣∣
x0=`
x0=−`
ds
after computing the x0 integral. Now consider F
ends
2 given as
F ends2 = −
∫ 2pi
0
∫ r0
0
(
σS2 1
∣∣∣x0=`
x0=−`
)
r dr dθ(D.299)
= 6piµ
∫ r0
0
(∫ `
−`
(x0 − s)α2(s)
((x0 − s)2 + r2) 52
ds
)∣∣∣∣∣
x0=`
x0=−`
r3 dr
= 2piµ
∫ `
−`
α2(s)
(
4−
(
(x0 − s) (3r20 + 2(x0 − s)2)
((x0 − s)2 + r20)
3
2
)∣∣∣∣∣
x0=`
x0=−`
 ds
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after computing the r integral. Thus, adding (D.298) and (D.299), it is found that
F2 = F
body
2 + F
ends
2(D.300)
= 8piµ
∫ `
−`
α2(s) ds.
The calculation for α3 is similar and provides that
(D.301) F3 = 8piµ
∫ `
−`
α3(s) ds.
In conclusion, the total force exerted on a slender body whose velocity field is found
by a line distribution of stokeslets with arbitrary strength α(s) is given as
(D.302) FS = 8piµ
∫ `
−`
α(s) ds
as expected from (A.1) and (A.2).
D.5.2. The point-source dipole distribution. Consider a line distribution of po-
tential dipole singularities with strength η(y) = (D1(y), D2(y), D3(y)). The velocity
field is then given as
uD1 (x;η) =
1
4piµ
∫ `
−`
[
−D1(y)
((x1 − y)2 + r20)
3
2
+
3(x1 − y) [ (x1 − y)D1(y) + x2D2(y) + x3D3(y) ]
((x1 − y)2 + r20)
5
2
]
dy
uD2 (x;η) =
1
4piµ
∫ `
−`
[
−D2(y)
((x1 − y)2 + r20)
3
2
+
3x2 [ (x1 − y)D1(y) + x2D2(y) + x3D3(y) ]
((x1 − y)2 + r20)
5
2
]
dy
uD3 (x;η) =
1
4piµ
∫ `
−`
[
−D3(y)
((x1 − y)2 + r20)
3
2
+
3x3 [ (x1 − y)D1(y) + x2D2(y) + x3D3(y) ]
((x1 − y)2 + r20)
5
2
]
dy(D.303)
266
where x = (x1, x2, x3) and y = (y, 0, 0) with −` < y < `. Again y is the location of the
applied force while x lies on the boundary of a slender body with radius r0.
To compute the total force on a slender body defined through δ ¿ 1, the stress
tensor σD is needed. This requires the velocity field in(D.303) and the potential dipole
pressure field pD which is defined to be constant. That is,
(D.304) pD(x;η(y)) = pD0 .
Examine σ defined in (D.267). Different from the case of a stokeslet velocity field, σD
can’t be written compactly conveniently. The results for a diagonal and off-diagonal
term in the potential dipole stress tensor will be presented while the results for the
remaining terms in σD will just be stated. Thus consider σD1 1 and σ
D
1 2. Now, using the
definitions of the velocity and pressure fields in (D.303) and (D.304),
σD1 1 = −pD + 2µ
∂uD1
∂x1
(D.305)
= −pD0 +
1
2pi
∂
∂x1
(∫ `
−`
[
−D1(y)
((x1 − y)2 + r20)
3
2
+
3(x1 − y) [ (x1 − y)D1(y) + x2D2(y) + x3D3(y) ]
((x1 − y)2 + r20)
5
2
]
dy
)
= −pD0 +
3
2pi
∫ `
−`
[
3 (x1 − y)D1(y) + x2D2(y) + x3D3(y)
((x1 − y)2 + r20)
5
2
+
−5 (x1 − y)
2[(x1 − y)D1(y) + x2D2 + x3D3]
((x1 − y)2 + r20)
7
2
]
dy
267
and
σD1 2 = σ
D
2 1(D.306)
= µ
(
∂uD1
∂x2
+
∂uD2
∂x1
)
=
1
4pi
∂
∂x2
(∫ `
−`
[
−D1(y)
((x1 − y)2 + r20)
3
2
+
3(x1 − y) [ (x1 − y)D1(y) + x2D2(y) + x3D3(y) ]
((x1 − y)2 + r20)
5
2
]
dy
)
+
1
4pi
∂
∂x1
(∫ `
−`
[
−D2(y)
((x1 − y)2 + r20)
3
2
+
3x2 [ (x1 − y)D1(y) + x2D2(y) + x3D3(y) ]
((x1 − y)2 + r20)
5
2
]
dy
)
= 2
(
3
4pi
∫ `
−`
[
(x1 − y)D2(y) + x2D1(y)
((x1 − y)2 + r20)
5
2
+
−5 (x1 − y)x2[(x1 − y)D1(y) + x2D2 + x3D3]
((x1 − y)2 + r20)
7
2
]
dy
)
=
3
2pi
∫ `
−`
[
(x1 − y)D2(y) + x2D1(y)
((x1 − y)2 + r20)
5
2
+
−5 (x1 − y)x2[(x1 − y)D1(y) + x2D2 + x3D3]
((x1 − y)2 + r20)
7
2
]
dy.
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In less detail, it is further given that
σD1 3 = σ
D
3 1(D.307)
=
3
2pi
∫ `
−`
[
(x1 − y)D3(y) + x3D1(y)
((x1 − y)2 + r20)
5
2
−
5 (x1 − y)x3[(x1 − y)D1(y) + x2D2 + x3D3]
((x1 − y)2 + r20)
7
2
]
dy
σD2 2 = −pD0 +
3
2pi
∫ `
−`
[
(x1 − y)D1(y) + 3x2D2(y) + x3D3(y)
((x1 − y)2 + r20)
5
2
+(D.308)
−5x
2
2[(x1 − y)D1(y) + x2D2 + x3D3]
((x1 − y)2 + r20)
7
2
]
dy
σD2 3 = σ
D
3 2(D.309)
=
3
2pi
∫ `
−`
[
x2D3(y) + x3D2(y)
((x1 − y)2 + r20)
5
2
−
5x2x3[(x1 − y)D1(y) + x2D2 + x3D3]
((x1 − y)2 + r20)
7
2
]
dy
σD3 3 = −pD0 +
3
2pi
∫ `
−`
[
(x1 − y)D1(y) + x2D2(y) + 3x3D3(y)
((x1 − y)2 + r20)
5
2
+(D.310)
−5x
2
3[(x1 − y)D1(y) + x2D2 + x3D3]
((x1 − y)2 + r20)
7
2
]
dy.
269
Examine Tf1. Now, using the total force formulation in (D.271) and recalling that
x lies on the slender body of radius r0, it is found that
Tf body1 = −
∫ 2pi
0
∫ `
−`
(
x2σ
D
1 2 + x3σ
D
1 3
)
dx1dθ
= − 3
2pi
∫ 2pi
0
∫ `
−`
(
x2
∫ `
−`
[
(x1 − y)D2(y) + x2D1(y)
((x1 − y)2 + r20)
5
2
− 5 (x1 − y)x2[(x1 − y)D1(y) + x2D2 + x3D3]
((x1 − y)2 + r20)
7
2
]
dy +
x3
∫ `
−`
[
(x1 − y)D3(y) + x3D1(y)
((x1 − y)2 + r20)
5
2
− 5 (x1 − y)x3[(x1 − y)D1(y) + x2D2 + x3D3]
((x1 − y)2 + r20)
7
2
]
dy
)
dx1 dθ
= − 3
2pi
∫ 2pi
0
∫ `
−`
[
x2
∫ `
−`
(x1 − y)D2(y)
((x1 − y)2 + r20)
5
2
dy +
x3
∫ `
−`
(x1 − y)D3(y)
((x1 − y)2 + r20)
5
2
dy +
(
x22 + x
2
3
) ∫ `
−`
(
D1(y)
((x1 − y)2 + r20)
5
2
+
−5 (x1 − y)[(x1 − y)D1(y) + x2D2 + x3D3]
((x1 − y)2 + r20)
7
2
dy
)]
dx1dθ
= − 3
2pi
∫ 2pi
0
∫ `
−`
[
r0 cos θ
∫ `
−`
(x1 − y)D2(y)
((x1 − y)2 + r20)
5
2
dy +
r0 sin θ
∫ `
−`
(x1 − y)D3(y)
((x1 − y)2 + r20)
5
2
dy +
r20
∫ `
−`
(
D1(y)
((x1 − y)2 + r20)
5
2
+
−5 (x1 − y)[(x1 − y)D1(y) + r0 cos θD2 + r0 sin θD3]
((x1 − y)2 + r20)
7
2
dy
)]
dx1dθ
= −3r20
∫ `
−`
∫ `
−`
(
D1(y)
((x1 − y)2 + r20)
5
2
− 5 (x1 − y)
2D1(y)
((x1 − y)2 + r20)
7
2
)
dy dx1
270
after computing the θ integral. Before calculating the contribution to Tf1 from the
ends, the x1 integral in Tf
body
1 is computed. Thus
Tf body1 = −3r20
∫ `
−`
∫ `
−`
(
D1(y)
((x1 − y)2 + r20)
5
2
− 5 (x1 − y)
2D1(y)
((x1 − y)2 + r20)
7
2
)
dy dx1(D.311)
= −3r20
∫ `
−`
D1(y)
(
x1 − y
((x1 − y)2 + r20)
5
2
)∣∣∣∣∣
x0=`
x0=−`
dy.
Now consider Tf ends1 . Using the total force formulation in (D.274), it is found that
Tf ends1 = −
∫ 2pi
0
∫ r0
0
(
σD1 1
∣∣∣x0=`
x0=−`
)
r dr dθ
= −
∫ 2pi
0
∫ r0
0
(
−pD0 +
3
2pi
∫ `
−`
[
3 (x1 − y)D1(y) + x2D2(y) + x3D3(y)
((x1 − y)2 + r2) 52
+
−5 (x1 − y)
2[(x1 − y)D1(y) + x2D2 + x3D3]
((x1 − y)2 + r2) 72
]
dy
)∣∣∣∣∣
x0=`
x0=−`
r dr dθ
= − 3
2pi
∫ 2pi
0
∫ r0
0
(∫ `
−`
[
3 (x1 − y)D1(y) + r cos θD2(y) + r sin θD3(y)
((x1 − y)2 + r2) 52
+
−5 (x1 − y)
2[(x1 − y)D1(y) + r cos θD2 + r sin θD3]
((x1 − y)2 + r2) 72
]
dy
)∣∣∣∣∣
x0=`
x0=−`
r dr dθ
= − 3
∫ r0
0
(∫ `
−`
3(x1 − y)D1(y)
((x1 − y)2 + r2) 52
− 5(x1 − y)
3D1(y)
((x1 − y)2 + r2) 72
dy
)∣∣∣∣∣
x0=`
x0=−`
r dr.
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upon computation of the θ integral. Doing the r integral now provides that
Tf ends1 = −3
∫ r0
0
(∫ `
−`
3(x1 − y)D1(y)
((x1 − y)2 + r2) 52
− 5(x1 − y)
3D1(y)
((x1 − y)2 + r2) 72
dy
)∣∣∣∣∣
x0=`
x0=−`
r dr
= −3
(∫ `
−`
(
− 3(x1 − y)D1(y)
3((x1 − y)2 + r2) 32
∣∣∣∣∣
r=r0
r=0
+
5(x1 − y)3D1(y)
5((x1 − y)2 + r2) 52
∣∣∣∣∣
r=r0
r=0
)
dy
)∣∣∣∣∣
x0=`
x0=−`
= 3
(∫ `
−`
(x1 − y)D1(y)
(
1
((x1 − y)2 + r20)
3
2
− 1|x1 − y)|3
)
−
(x1 − y)3D1(y)
(
1
((x1 − y)2 + r20)
5
2
− 1|x1 − y|5
)
dy
)∣∣∣∣∣
x0=`
x0=−`
= 3
(∫ `
−`
D1(y)
(
− x1 − y|x1 − y|3 +
(x1 − y)3
|x1 − y|5 +
x1 − y
((x1 − y)2 + r20)
3
2
− (x1 − y)
3
((x1 − y)2 + r20)
5
2
)
dy
)∣∣∣∣∣
x0=`
x0=−`
= 3
(∫ `
−`
D1(y)
(
− x1 − y|x1 − y|3 +
(x1 − y) |x1 − y|2
|x1 − y|5 +
(x1 − y) ((x1 − y)2 + r20)− (x1 − y)3
((x1 − y)2 + r20)
5
2
)
dy
)∣∣∣∣∣
x0=`
x0=−`
= 3
∫ `
−`
D1(y)
(
(x1 − y) ((x1 − y)2 + r20)− (x1 − y)3
((x1 − y)2 + r20)
5
2
)∣∣∣∣∣
x0=`
x0=−`
dy
= 3r20
∫ `
−`
D1(y)
(
x1 − y
((x1 − y)2 + r20)
5
2
)∣∣∣∣∣
x0=`
x0=−`
dy.(D.312)
Thus, adding (D.311) and (D.312), it is found that
Tf1 = Tf
body
1 + Tf
ends
1(D.313)
= 0.
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Next examine Tf2. Now, using the total force formulation in (D.271) and recalling
that x lies on the slender body of radius r0, it is found that
Tf body2 = −
∫ 2pi
0
∫ `
−`
(
x2σ
D
2 2 + x3σ
D
2 3
)
dx1dθ
= −
∫ 2pi
0
∫ `
−`
[
x2
(
−pD0 +
3
2pi
∫ `
−`
[
(x1 − y)D1(y) + 3x2D2(y) + x3D3(y)
((x1 − y)2 + r20)
5
2
+
−5x
2
2[(x1 − y)D1(y) + x2D2 + x3D3]
((x1 − y)2 + r20)
7
2
]
dy
)
+
x3
(
3
2pi
∫ `
−`
[
x2D3(y) + x3D2(y)
((x1 − y)2 + r20)
5
2
+
−5x2x3[(x1 − y)D1(y) + x2D2 + x3D3]
((x1 − y)2 + r20)
7
2
]
dy
)]
dx1 dθ
=
∫ 2pi
0
∫ `
−`
x2 p
D
0 dx1 dθ +
− 3
2pi
∫ 2pi
0
∫ `
−`
(
x2
∫ `
−`
(x1 − y)D1(y) + 3x2D2(y) + x3D3(y)
((x1 − y)2 + r20)
5
2
dy +
x3
∫ `
−`
x2D3(y) + x3D2(y)
((x1 − y)2 + r20)
5
2
dy +
−5x2
(
x22 + x
2
3
) ∫ `
−`
(x1 − y)D1(y) + x2D2 + x3D3
((x1 − y)2 + r20)
7
2
dy
)
dx1 dθ
=
∫ 2pi
0
∫ `
−`
r0 cos θ p
D
0 dx1 dθ +
− 3
2pi
∫ 2pi
0
∫ `
−`
(
r0 cos θ
∫ `
−`
(x1 − y)D1(y) + 3 r0 cos θD2(y) + r0 sin θD3(y)
((x1 − y)2 + r20)
5
2
dy +
r20 sin θ
∫ `
−`
cos θD3(y) + sin θD2(y)
((x1 − y)2 + r20)
5
2
dy +
−5r30 cos θ
∫ `
−`
(x1 − y)D1(y) + r0 cos θD2 + r0 sin θD3
((x1 − y)2 + r20)
7
2
dy
)
dx1 dθ
= −3r
2
0
2
∫ `
−`
∫ `
−`
(
4D2(y)
((x1 − y)2 + r20)
5
2
− 5r
2
0D2(y)
((x1 − y)2 + r20)
7
2
)
dy dx1
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after computing the θ integral in which only the contributions from cos2 θ and sin2 θ are
nonzero. Recall that ∫ 2pi
0
cos2 θ dθ =
∫ 2pi
0
sin2 θ dθ(D.314)
= pi(D.315)
and
(D.316)
∫ 2pi
0
cos θ sin θ dθ = 0.
Before calculating the contribution to Tf2 from the ends, the x1 integral in Tf
body
2 is
computed. Thus
Tf body2 = −
3r20
2
∫ `
−`
∫ `
−`
D2(y)
(
4
((x1 − y)2 + r20)
5
2
− 5r
2
0
((x1 − y)2 + r20)
7
2
)
dy dx1
= −3r
2
0
2
∫ `
−`
∫ `
−`
D2(y)
(
4(x1 − y)2 − r20
((x1 − y)2 + r20)
7
2
)
dy dx1
=
3r20
2
∫ `
−`
D2(y)
(
x1 − y
((x1 − y)2 + r20)
5
2
)∣∣∣∣∣
x0=`
x0=−`
dy(D.317)
274
Now consider Tf ends2 . Using the total force formulation in (D.274), it is found that
Tf ends2 = −
∫ 2pi
0
∫ r0
0
(
σD2 1
∣∣∣x0=`
x0=−`
)
r dr dθ
= − 3
2pi
∫ 2pi
0
∫ r0
0
(∫ `
−`
[
(x1 − y)D2(y) + x2D1(y)
((x1 − y)2 + r2) 52
+
−5 (x1 − y)x2[(x1 − y)D1(y) + x2D2 + x3D3]
((x1 − y)2 + r2) 72
]
dy
)∣∣∣∣∣
x0=`
x0=−`
r dr dθ
= − 3
2pi
∫ 2pi
0
∫ r0
0
(∫ `
−`
[
(x1 − y)D2(y) + r cos θD1(y)
((x1 − y)2 + r2) 52
+
−5r(x1 − y) cos θ[(x1 − y)D1(y) + r cos θD2 + r sin θD3]
((x1 − y)2 + r2) 72
]
dy
)∣∣∣∣∣
x0=`
x0=−`
r dr dθ
= − 3
2
∫ r0
0
(∫ `
−`
[
2(x1 − y)D2(y)
((x1 − y)2 + r2) 52
− 5r
2(x1 − y)D2(y)
((x1 − y)2 + r2) 72
]
dy
)∣∣∣∣∣
x0=`
x0=−`
r dr
upon computation of the θ integral. Doing the r integral now provides that
Tf ends2 = −
3
2
∫ r0
0
(∫ `
−`
[
2(x1 − y)D2(y)
((x1 − y)2 + r2) 52
− 5r
2(x1 − y)D2(y)
((x1 − y)2 + r2) 72
]
dy
)∣∣∣∣∣
x0=`
x0=−`
r dr
= − 3
2
∫ r0
0
(∫ `
−`
(x1 − y)D2(y)
(
2(x1 − y)2 − 3r2
((x1 − y)2 + r2) 72
)
dy
)∣∣∣∣∣
x0=`
x0=−`
r dr
= − 3r
2
0
2
∫ `
−`
D2(y)
(
x1 − y
((x1 − y)2 + r20)
5
2
)∣∣∣∣∣
x0=`
x0=−`
dy.(D.318)
Thus, adding (D.317) and (D.318), it is found that
Tf2 = Tf
body
2 + Tf
ends
2(D.319)
= 0.
The calculation for Tf3 is similar and provides that
(D.320) Tf3 = 0.
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In conclusion, the total force exerted on a slender body, whose velocity field is found
by a line distribution of potential dipole singularities with arbitrary strength η(y), is
given as
(D.321) TfD =

0
0
0
 .
D.5.3. Utilizing the divergence of the stress tensor. As presented in the intro-
duction of this subsection, the total force F exerted on the slender body of radius r0 is
an integral of the force
(D.322) f(x0) = −σ · nˆ
over the surface S of the body where σ is the stress tensor and nˆ is the outward normal
to the body at x0. By the divergence theorem,
F =
∫
S
f ds(D.323)
= −
∫
S
σ · nˆ ds
= −
∫
V
∇ · σ dv
where V is the volume enclosed by the surface S.
Examine ∇ · σ. Now
(D.324) σ = −p I+ µ (∇u+∇uT ) ,
or in indicial notation
(D.325) σi k = −p δi k + µ
(
∂ui
∂xk
+
∂uk
∂xi
)
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where δi k is the Kronecker delta function defined in (D.268). Thus
(∇ · σ)i =
∂
∂xk
σi k(D.326)
=
∂
∂xk
[
−p δi k + µ
(
∂ui
∂xk
+
∂uk
∂xi
)]
= − ∂p
∂xi
+ µ
(
∂2ui
∂x2k
+
∂2uk
∂xk∂xi
)
or in vector notation
(D.327) ∇ · σ = −∇p+ µ [∇2u+∇ (∇ · u)]
where u and p are the velocity and pressure fields associated with the fluid motion.
Recall the equations of motion
µ∇2uS + 8piµα δ(x− y) = ∇pS(D.328)
∇ · uS = 0
which govern the velocity and pressure fields induced by a single stokeslet of strength
α at x = y and
µ∇2uD = 4piµη∇2δ(x− y)(D.329)
∇ · uD = 4pi η · ∇δ(x− y)
which govern the velocity and constant pressure fields induced by a single potential
dipole singularity of strength η at x = y where δ is the vector-valued Dirac delta
function
(D.330) δ(x− y) = δ(x1 − y1)δ(x2 − y2)δ(x3 − y3).
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Hence, it is found that
∇ · σS = −∇pS + µ [∇2uS +∇ (∇ · uS)](D.331)
= −∇pS + µ∇2uS
= −8piµα δ(x− y)
and
∇ · σD = −∇pD + µ [∇2uD +∇ (∇ · uD)](D.332)
= µ
[∇2uD +∇ (4piη · ∇δ(x− y))]
= µ∇2uD + 4piµη∇2δ(x− y)
= 8piµη∇2δ(x− y).
Now let α and η represents a line distribution of singularities distributed along the
interior of a slender body lying on the x1-axis, centered at the origin, and having length
2`. That is, let y = (y, 0, 0) so that
(D.333)
∫ `
−`
α(y) dy and
∫ `
−`
η(y) dy
replace α and η in the equations of motion in (D.328) and (D.329). Then (D.323)
provides that the total force on the slender body due to a line distribution of stokesets
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with strength α(y) is
FS = −
∫
V
∇ · σS dv(D.334)
= −
∫
V
∫ `
−`
−8piµα(y)δ(x− y) dy dv
= 8piµ
∫
V3
∫
V2
∫
V1
∫ `
−`
α(y) δ(x1 − y)δ(x2)δ(x3) dy dx1 dx2 dx3
= 8piµ
∫
V1
∫ `
−`
α(y) δ(x1 − y)δ(x2)δ(x3) dy dx1
= 8piµ
∫
V1
α(x1) dx1
where Vk is the component of the total volume V of the slender body in the xk direction.
The result in (D.334) holds upon applying the Dirac delta function properties
(D.335)
∫
Ω
δ(x) dx = 1
when 0 ∈ Ω and
(D.336)
∫
Ω
g(x) δ(x− a) dx = g(a)
when a ∈ Ω. Of importance, is that this approach offers the same result as was obtained
in (D.302) using the exact formulation of the stress tensor σS. That is, by the nature
of the body having length 2` and centered on the x1-axis, V1 provides that
FS = 8piµ
∫ `
−`
α(s) ds(D.337)
where −` < s < ` represents length along the body.
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Now, the total force on the slender body due to a line distribution of potential
dipoles is
FD = −
∫
V
∇ · σD dv(D.338)
= −8piµ
∫
V
∫ `
−`
η(y) · ∇2δ(x− y) dy dv
= −8piµ
∫
V
∫ `
−`
∇ (η(y) · ∇δ(x− y)) dy dv
since the gradient operator ∇ is applied with respect to the x variable. Thus
FD1 = −8piµ
∫
V
∫ `
−`
∂
∂x1
(
η1(y)δ
′(x1 − y)δ(x2)δ(x3) +(D.339)
η2(y)δ(x1 − y)δ ′(x2)δ(x3) + η3(y)δ(x1 − y)δ(x2)δ ′(x3)
)
dy dv
= −8piµ
∫
V
∫ `
−`
(
η1(y)δ
′ ′(x1 − y)δ(x2)δ(x3) +
η2(y)δ
′(x1 − y)δ ′(x2)δ(x3) + η3(y)δ ′(x1 − y)δ(x2)δ ′(x3)
)
dy dv
= −8piµ
(∫
V1
∫ `
−`
η1(y)δ
′ ′(x1 − y) dy dx1 +∫
V2
∫
V1
∫ `
−`
η2(y)δ
′(x1 − y)δ ′(x2) dy dx1 dx2 +∫
V3
∫
V1
∫ `
−`
η3(y)δ
′(x1 − y)δ ′(x3) dy dx1 dx3
)
where ′ denotes differentiation in x. Now derivatives of the delta function are defined
through the relation
(D.340)
∫
g(x) δ(n)(x) dx = −
∫
g ′(x) δ(n−1)(x) dx.
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Thus ∫
Ω
g(x) δ ′(x− a) dx = −
∫
Ω
g ′(x) δ(x− a) dx(D.341)
= −g ′(a)∫
Ω
g(x) δ ′ ′(x) dx = −
∫
Ω
g ′(x) δ ′(x− a) dx
=
∫
Ω
g ′ ′(x) δ(x− a) dx
= g ′ ′(a)
when a ∈ Ω. Examine the first two integrals in (D.339). Now∫
V1
∫ `
−`
η1(y)δ
′ ′(x1 − y) dy dx1 =(D.342) ∫
V1
∫ `
−`
d2η1(y)
dx21
δ(x1 − y) dy dx1 = 0
and further ∫
V2
∫
V1
∫ `
−`
η2(y)δ
′(x1 − y)δ ′(x2) dy dx1 dx2 =(D.343)
−
∫
V2
∫
V1
∫ `
−`
d(η2(y)δ
′(x1 − y))
dx2
δ(x2) dy dx1 dx2 = 0.
Thus, by design of the singularity distribution,
(D.344) FD1 = 0.
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Additionally,
FD2 = −8piµ
∫
V
∫ `
−`
∂
∂x2
(
η1(y)δ
′(x1 − y)δ(x2)δ(x3)+(D.345)
η2(y)δ(x1 − y)δ ′(x2)δ(x3) + η3(y)δ(x1 − y)δ(x2)δ ′(x3)
)
dy dv
= −8piµ
∫
V
∫ `
−`
(
η1(y)δ
′(x1 − y)δ ′(x2)δ(x3)+
η2(y)δ(x1 − y)δ ′ ′(x2)δ(x3) + η3(y)δ(x1 − y)δ ′(x2)δ ′(x3)
)
dy dv
= 0
and, similarly,
(D.346) FD3 = 0.
Hence, the total force on the slender body due to a line distribution of potential dipoles
each with strength η(y) is found to be
(D.347) FD = 0
which is also the same result obtained in (D.321) using the exact formulation of the
stress tensor σD.
D.6. The torque on a slender body
Consider a slender body whose boundary consists of the points x = (x1, x2, x3)
where
(D.348) r0 =
√
x22 + x
2
3
is the body’s radius and x1 is its length with −` < x1 < `. Let the slenderness be
defined through the parameter
(D.349) δ =
r0
`
¿ 1.
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As determined in the introduction of Appendix D.5, the outward unit normal, rˆ =
(rˆ1, rˆ2, rˆ3), along the cylindrical length of the body is
(D.350) rˆ =
1
r0

0
x2
x3

while the outward normals to the left and right ends, nˆL = (nˆL1 , nˆL2 , nˆL3) and nˆR =
(nˆR1 , nˆR2 , nˆR3), are given as
(D.351) nˆL =

−1
0
0

and
(D.352) nˆR =

1
0
0
 .
The force exerted on the slender body from the fluid is given by
f(x) = −σ · nˆ(D.353)
= −(σ1 knˆk, σ2 knˆk, σ3 knˆk)
where x is any point on the body, nˆ is the outward normal at x, and
(D.354) σi k = −p δi k + µ
(
∂ui
∂xk
+
∂uk
∂xi
)
is the stress tensor associated with a fluid motion having velocity u. Again p denotes
the pressure field while δi k is the Kronecker delta function previously defined in (D.268)
of Section D.5. Further, note that the force is needed for x lying on the slender body
which is defined by letting δ ¿ 1. Also, the repeated index k found in the terms of
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(D.353) represent summation in (D.353) over k = 1, 2, 3, as required by the use of such
notation.
Let
(D.355) x = (x1, x2, x3) = (x1, r0 cos θ, r0 sin θ)
be the position vector from the origin to x on the slender body of radius r0. Further,
let S be the surface of the body. Then the torque, about the origin, exerted on the
body from the fluid is given by
(D.356) T(0) =
∫
S
x× f ds.
Now, to provide more detail to (D.356), the cross product is defined as
x× f =
∣∣∣∣∣∣∣∣∣
iˆ jˆ kˆ
x1 x2 x3
f1 f2 f3
∣∣∣∣∣∣∣∣∣(D.357)
= iˆ
∣∣∣∣∣∣ x2 x3f2 f3
∣∣∣∣∣∣− jˆ
∣∣∣∣∣∣ x1 x3f1 f3
∣∣∣∣∣∣+ kˆ
∣∣∣∣∣∣ x1 x2f1 f2
∣∣∣∣∣∣
=

x2f3 − x3f2
x3f1 − x1f3
x1f2 − x2f1

where
(D.358) iˆ =

1
0
0
 , jˆ =

0
1
0
 , kˆ =

0
0
1

are the cartesian unit vectors in R3.
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By using rˆ in (D.350), it is found that along the cylindrical body, excluding its ends,
f bodyi = −(σ · rˆ)i(D.359)
= −σi krˆk
= − 1
r0
(x2σi 2 + x3σi 3) .
Thus, the torque along the length of the cylindrical body is
(D.360) T(0) body =
∫ 2pi
0
∫ `
−`
(x× f body) r0 dx1 dθ
giving that
T (0) body1 = −
∫ 2pi
0
∫ `
−`
(
x2(x2σ3 2 + x3σ3 3)− x3(x2σ2 2 + x3σ2 3)
)
dx1 dθ(D.361)
T (0) body2 = −
∫ 2pi
0
∫ `
−`
(
x3(x2σ1 2 + x3σ1 3)− x1(x2σ3 2 + x3σ3 3)
)
dx1 dθ
T (0) body3 = −
∫ 2pi
0
∫ `
−`
(
x1(x2σ2 2 + x3σ2 3)− x2(x2σ1 2 + x3σ1 3)
)
dx1 dθ
using the cross product defined in (D.357). Now, at the ends of the slender cylindrical
body,
f Lendi = − (σ · nˆL)i
∣∣∣
x0=−`
(D.362)
= − (σi knˆLk)
∣∣∣
x0=−`
= σi 1
∣∣∣
x0=−`
f Rendi = − (σ · nˆR)i
∣∣∣
x0=`
= − (σi knˆRk)
∣∣∣
x0=`
= − σi 1
∣∣∣
x0=`
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upon using nˆL and nˆR defined in (D.351). Thus, at the left end,
(D.363) T(0)Lend =
∫ 2pi
0
∫ r0
0
(
x× f Lend) ∣∣∣∣
x0=−`
r dr dθ
and it is determined that
T (0)Lend1 =
∫ 2pi
0
∫ r0
0
(
x2σ3 1 − x3σ2 1
) ∣∣∣∣
x0=−`
r dr dθ(D.364)
T (0)Lend2 =
∫ 2pi
0
∫ r0
0
(
x3σ1 1 − x1σ3 1
) ∣∣∣∣
x0=−`
r dr dθ
T (0)Lend3 =
∫ 2pi
0
∫ r0
0
(
x1σ2 1 − x2σ1 1
) ∣∣∣∣
x0=−`
r dr dθ.
Further, at the right end,
(D.365) T(0)Rend = −
∫ 2pi
0
∫ r0
0
(
x× f Rend) ∣∣∣∣
x0=`
r dr dθ
and it is found that
T (0)Rend1 = −
∫ 2pi
0
∫ r0
0
(
x2σ3 1 − x3σ2 1
) ∣∣∣∣
x0=`
r dr dθ(D.366)
T (0)Rend2 = −
∫ 2pi
0
∫ r0
0
(
x3σ1 1 − x1σ3 1
) ∣∣∣∣
x0=`
r dr dθ
T (0)Rend3 = −
∫ 2pi
0
∫ r0
0
(
x1σ2 1 − x2σ1 1
) ∣∣∣∣
x0=`
r dr dθ.
Therefore, the contribution to the torque from the ends is
T (0) ends1 = −
∫ 2pi
0
∫ r0
0
(
x2σ
S
3 1 − x3σS2 1
) ∣∣∣∣x0=`
x0=−`
r dr dθ(D.367)
T (0) ends2 = −
∫ 2pi
0
∫ r0
0
(
x3σ
S
1 1 − x1σS3 1
) ∣∣∣∣x0=`
x0=−`
r dr dθ
T (0) ends3 = −
∫ 2pi
0
∫ r0
0
(
x1σ
S
2 1 − x2σS1 1
) ∣∣∣∣x0=`
x0=−`
r dr dθ.
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Hence, the total torque about the origin exerted on the slender body from the fluid is
found to be
(D.368) T(0) = T(0) body +T(0) ends
where T(0) body and T(0) ends are given in (D.361) and (D.367).
D.6.1. The Stokeslet distribution. From the formulation in (D.361), the torque
along the length of te slender body, about the origin, due to a line distribution of
stokeslets is given by
T (0) body1 = −
∫ 2pi
0
∫ `
−`
(
x2(x2σ
S
3 2 + x3σ
S
3 3)− x3(x2σS2 2 + x3σS2 3)
)
dx1 dθ(D.369)
T (0) body2 = −
∫ 2pi
0
∫ `
−`
(
x3(x2σ
S
1 2 + x3σ
S
1 3)− x1(x2σS3 2 + x3σS3 3)
)
dx1 dθ
T (0) body3 = −
∫ 2pi
0
∫ `
−`
(
x1(x2σ
S
2 2 + x3σ
S
2 3)− x2(x2σS1 2 + x3σS1 3)
)
dx1 dθ
where σS was found in (D.279) of Section D.5 to be
(D.370) σSi k = −
3
4pi
∫ `
−`
(xi − yi) (xk − yk) [(x1 − y)F1(y) + x2F2(y) + x3F3(y)]
((x1 − y)2 + r20)
5
2
dy
with x = (x1, x2, x3) and y = (y, 0, 0). That is, y1 = y and y2 = y3 = 0. Note that the
origin is the slender body’s center of mass. Further, from (D.367), the torque about the
origin at the ends of the slender body due to a line distribution of stokeslets is given by
T (0) ends1 = −
∫ 2pi
0
∫ r0
0
[x2σ
S
3 1 − x3σS2 1] |x1= `x1=−` r dr dθ(D.371)
T (0) ends2 = −
∫ 2pi
0
∫ r0
0
[x3σ
S
1 1 − x1σS3 1] |x1= `x1=−` r dr dθ
T (0) ends3 = −
∫ 2pi
0
∫ r0
0
[x1σ
S
2 1 − x2σS1 1] |x1= `x1=−` r dr dθ.
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Examine the torque at the ends first. Now, by using the definition of σS in (D.370)
and the torque formulation in (D.371), it is found that
T (0) ends1 =
3
4pi
∫ 2pi
0
∫ r0
0
(
x2
∫ `
−`
(x1 − y)x3 [(x1 − y)F1(y) + x2F2(y) + x3F3(y)]
((x1 − y)2 + r2) 52
dy+
−x3
∫ `
−`
(x1 − y)x2 [(x1 − y)F1(y) + x2F2(y) + x3F3(y)]
((x1 − y)2 + r2) 52
dy
)∣∣∣∣∣
x0=`
x0=−`
r dr dθ
= 0
T (0) ends2 =
3
4pi
∫ 2pi
0
∫ r0
0
(
x3
∫ `
−`
(x1 − y)2 [(x1 − y)F1(y) + x2F2(y) + x3F3(y)]
((x1 − y)2 + r2) 52
dy +
−x1
∫ `
−`
(x1 − y)x3 [(x1 − y)F1(y) + x2F2(y) + x3F3(y)]
((x1 − y)2 + r2) 52
dy
)∣∣∣∣∣
x0=`
x0=−`
r dr dθ
= − 3
4pi
∫ 2pi
0
∫ r0
0
(x3 ·
∫ `
−`
y (x1 − y) [(x1 − y)F1(y) + x2F2(y) + x3F3(y)]
((x1 − y)2 + r2) 52
dy
)∣∣∣∣∣
x0=`
x0=−`
r dr dθ
= − 3
4pi
∫ 2pi
0
∫ r0
0
(
r sin θ ·
∫ `
−`
y (x1 − y) [(x1 − y)F1(y) + r cos θF2(y) + r sin θF3(y)]
((x1 − y)2 + r2) 52
dy
)∣∣∣∣∣
x0=`
x0=−`
r dr dθ
= −3
4
∫ r0
0
(∫ `
−`
y (x1 − y)F3(y)
((x1 − y)2 + r2) 52
dy
)∣∣∣∣∣
x0=`
x0=−`
r3 dr
288
T (0) ends3 =
3
4pi
∫ 2pi
0
∫ r0
0
(
x1
∫ `
−`
(x1 − y)x2 [(x1 − y)F1(y) + x2F2(y) + x3F3(y)]
((x1 − y)2 + r2) 52
dy+
−x2
∫ `
−`
(x1 − y)2 [(x1 − y)F1(y) + x2F2(y) + x3F3(y)]
((x1 − y)2 + r2) 52
dy
)∣∣∣∣∣
x0=`
x0=−`
r dr dθ
=
3
4pi
∫ 2pi
0
∫ r0
0
(x2 ·
∫ `
−`
y (x1 − y) [(x1 − y)F1(y) + x2F2(y) + x3F3(y)]
((x1 − y)2 + r2) 52
dy
)∣∣∣∣∣
x0=`
x0=−`
r dr dθ
=
3
4pi
∫ 2pi
0
∫ r0
0
(
r cos θ ·
∫ `
−`
y (x1 − y) [(x1 − y)F1(y) + r cos θF2(y) + r sin θF3(y)]
((x1 − y)2 + r2) 52
dy
)∣∣∣∣∣
x0=`
x0=−`
r dr dθ
=
3
4
∫ r0
0
(∫ `
−`
y (x1 − y)F2(y)
((x1 − y)2 + r2) 52
dy
)∣∣∣∣∣
x0=`
x0=−`
r3 dr(D.372)
after simplification and completion of the θ integral. Recall that∫ 2pi
0
cos2 θ dθ =
∫ 2pi
0
sin2 θ dθ(D.373)
= pi
while
(D.374)
∫ 2pi
0
cos θ sin θ dθ = 0.
Since integration in r provides that∫ r0
0
y (x1 − y) r3
((x1 − y)2 + r2) 52
dr = − y (x1 − y) (3r
2 + 2(x1 − y)2)
3((x1 − y)2 + r2) 32
∣∣∣∣∣
r=r0
r=0
,(D.375)
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the torque at the ends of the body in the x2 and x3 directions in (D.372) simplify to
T (0) ends2 = −
3
4
∫ `
−`
F3(y)
(
2 y (x1 − y)3
3|x1 − y|3 −
y (x1 − y) (3r20 + 2(x1 − y)2)
3((x1 − y)2 + r20)
3
2
)∣∣∣∣∣
x0=`
x0=−`
dy
= −1
4
∫ `
−`
F3(y)
(
4 y −
(
y (x1 − y) (3r20 + 2(x1 − y)2)
((x1 − y)2 + r20)
3
2
)∣∣∣∣∣
x0=`
x0=−`
 dy
T (0) ends3 =
3
4
∫ `
−`
F2(y)
(
2 y (x1 − y)3
3|x1 − y|3 −
y (x1 − y) (3r20 + 2(x1 − y)2)
3((x1 − y)2 + r20)
3
2
)∣∣∣∣∣
x0=`
x0=−`
dy
=
1
4
∫ `
−`
F2(y)
(
4 y −
(
y (x1 − y) (3r20 + 2(x1 − y)2)
((x1 − y)2 + r20)
3
2
)∣∣∣∣∣
x0=`
x0=−`
 dy.(D.376)
Now examine the torque along the body. By using the definition of σS in (D.370)
and the torque formulation in (D.369), it is found that
T (0) body1 =
3
4pi
∫ 2pi
0
∫ `
−`
[
x2
(
x2
∫ `
−`
x2x3 [(x1 − y)F1(y)x2F2(y) + x3F3(y)]
((x1 − y)2 + r20)
5
2
dy +
x3
∫ `
−`
x23 [(x1 − y)F1(y) + x2F2(y) + x3F3(y)]
((x1 − y)2 + r20)
5
2
dy
)
+
−x3
(
x2
∫ `
−`
x22 [(x1 − y)F1(y) + x2F2(y) + x3F3(y)]
((x1 − y)2 + r20)
5
2
dy+
x3
∫ `
−`
x2x3 [(x1 − y)F1(y) + x2F2(y) + x3F3(y)]
((x1 − y)2 + r20)
5
2
dy
)]
dx1 dθ(D.377)
= 0
upon algebraic simplification. Thus, adding (D.377) to the contribution from the ends
in (D.372), the torque in the x1 direction about the origin along the entire slender body
is given as
T (0)1 = T (0)
body
1 + T (0)
ends
1(D.378)
= 0.
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Consider T (0) body2 . Now, using the torque formulation in (D.369), for x lying on the
the slender body, it is found that
T (0) body2 =
3
4pi
∫ 2pi
0
∫ `
−`
[x3 (x2 ·∫ `
−`
(x1 − y)x2 [(x1 − y)F1(y) + x2F2(y) + x3F3(y)]
((x1 − y)2 + r20)
5
2
dy +
x3
∫ `
−`
(x1 − y)x3 [(x1 − y)F1(y) + x2F2(y) + x3F3(y)]
((x1 − y)2 + r20)
5
2
dy
)
+
−x1
(
x2
∫ `
−`
x2x3 [(x1 − y)F1(y) + x2F2(y) + x3F3(y)]
((x1 − y)2 + r20)
5
2
dy+
x3
∫ `
−`
x23 [(x1 − y)F1(y) + x2F2(y) + x3F3(y)]
((x1 − y)2 + r20)
5
2
dy
)]
dx1 dθ
= − 3
4pi
∫ 2pi
0
∫ `
−`
x3(x
2
2 + x
2
3) ·∫ `
−`
y [(x1 − y)F1(y) + x2F2(y) + x3F3(y)]
((x1 − y)2 + r20)
5
2
dy dx1 dθ
= −3r
3
0
4pi
∫ 2pi
0
∫ `
−`
sin θ ·∫ `
−`
y [(x1 − y)F1(y) + r0 cos θF2(y) + r0 sin θF3(y)]
((x1 − y)2 + r20)
5
2
dy dx1 dθ
= −3r
4
0
4
∫ `
−`
∫ `
−`
y F3(y)
((x1 − y)2 + r20)
5
2
dy dx1
after completing the θ integral. Before adding the contribution to T(0)2 from the body’s
length to its ends, the x1 integral in T(0)
body
2 is computed. This provides that
T (0) body2 = −
3r40
4
∫ `
−`
∫ `
−`
y F3(y)
((x1 − y)2 + r20)
5
2
dy dx1(D.379)
= −1
4
∫ `
−`
F3(y)
(
y (x1 − y) (3r20 + 2(x1 − y)2)
((x1 − y)2 + r20)
3
2
)∣∣∣∣∣
x0=`
x0=−`
dy.
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Thus, adding (D.379) to the contribution from the ends in (D.376), the torque in the
x2 direction about the origin along the entire slender body is given as
T (0)2 = T (0)
body
2 + T (0)
ends
2(D.380)
= −
∫ `
−`
y F3(y) dy.
Finally, consider T (0) body3 . Again, using the torque formulation in (D.369), for x
lying on the the slender body, it is found
T (0) body3 =
3
4pi
∫ 2pi
0
∫ `
−`
[
x1
(
x2
∫ `
−`
x22 [(x1 − y)F1(y) + x2F2(y) + x3F3(y)]
((x1 − y)2 + r20)
5
2
dy +
x3
∫ `
−`
x2x3 [(x1 − y)F1(y) + x2F2(y) + x3F3(y)]
((x1 − y)2 + r20)
5
2
dy
)
+
−x2
(
x2
∫ `
−`
(x1 − y)x2 [(x1 − y)F1(y) + x2F2(y) + x3F3(y)]
((x1 − y)2 + r20)
5
2
dy+
x3
∫ `
−`
(x1 − y)x3 [(x1 − y)F1(y) + x2F2(y) + x3F3(y)]
((x1 − y)2 + r20)
5
2
dy
)]
dx1 dθ
=
3
4pi
∫ 2pi
0
∫ `
−`
x2(x22 + x
2
3)
∫ `
−`
y [(x1 − y)F1(y) + x2F2(y) + x3F3(y)]
((x1 − y)2 + r20)
5
2
dy dx1 dθ
=
3r30
4pi
∫ 2pi
0
∫ `
−`
cos θ
∫ `
−`
y [(x1 − y)F1(y) + r0 cos θF2(y) + r0 sin θF3(y)]
((x1 − y)2 + r20)
5
2
dy dx1 dθ
=
3r40
4
∫ `
−`
∫ `
−`
y F2(y)
((x1 − y)2 + r20)
5
2
dy dx1
after completing the θ integral. Before adding the contribution to T(0)3 from the
body’s length to its ends, the x1 integral in T(0)
body
3 is computed. This provides that
T (0) body3 =
3r40
4
∫ `
−`
∫ `
−`
y F2(y)
((x1 − y)2 + r20)
5
2
dy dx1(D.381)
=
1
4
∫ `
−`
F2(y)
(
y (x1 − y) (3r20 + 2(x1 − y)2)
((x1 − y)2 + r20)
3
2
)∣∣∣∣∣
x0=`
x0=−`
dy.
292
Hence, similar to the result for T (0)2, adding (D.381) to the contribution from the ends
in (D.376), gives that
T (0)3 = T (0)
body
3 + T (0)
ends
3(D.382)
=
∫ `
−`
y F2(y) dy.
In conclusion, the torque, about the origin, exerted on a slender body whose velocity
field is found by a line distribution of stokeslets with arbitrary strength α(y) is given
as
(D.383) TS(0) =
∫ `
−`

0
−F3(y)
F2(y)
 y dy.
D.6.2. The point-source dipole distribution. From the formulation in (D.361),
the torque along the length of a slender body, about the origin, due to a line distribution
of potential dipole singularities is given by
T (0) body1 = −
∫ 2pi
0
∫ `
−`
[
x2(x2σ
D
3 2 + x3σ
D
3 3)− x3(x2σD2 2 + x3σD2 3)
]
dx1 dθ(D.384)
T (0) body2 = −
∫ 2pi
0
∫ `
−`
[
x3(x2σ
D
1 2 + x3σ
D
1 3)− x1(x2σD3 2 + x3σD3 3)
]
dx1 dθ
T (0) body3 = −
∫ 2pi
0
∫ `
−`
[
x1(x2σ
D
2 2 + x3σ
D
2 3)− x2(x2σ1 2 + x3σD1 3)
]
dx1 dθ
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where σD was found in (D.305) through (D.310) to be
σD1 1 = −pD0 +
3
2pi
∫ `
−`
[
3 (x1 − y)D1(y) + x2D2(y) + x3D3(y)
((x1 − y)2 + r20)
5
2
+
−5 (x1 − y)
2[(x1 − y)D1(y) + x2D2 + x3D3]
((x1 − y)2 + r20)
7
2
]
dy
σD1 2 = σ
D
2 1
=
3
2pi
∫ `
−`
[
(x1 − y)D2(y) + x2D1(y)
((x1 − y)2 + r20)
5
2
+
−5 (x1 − y)x2[(x1 − y)D1(y) + x2D2 + x3D3]
((x1 − y)2 + r20)
7
2
]
dy
σD1 3 = σ
D
3 1
=
3
2pi
∫ `
−`
[
(x1 − y)D3(y) + x3D1(y)
((x1 − y)2 + r20)
5
2
−
5 (x1 − y)x3[(x1 − y)D1(y) + x2D2 + x3D3]
((x1 − y)2 + r20)
7
2
]
dy
σD2 2 = −pD0 +
3
2pi
∫ `
−`
[
(x1 − y)D1(y) + 3x2D2(y) + x3D3(y)
((x1 − y)2 + r20)
5
2
+
−5x
2
2[(x1 − y)D1(y) + x2D2 + x3D3]
((x1 − y)2 + r20)
7
2
]
dy
σD2 3 = σ
D
3 2
=
3
2pi
∫ `
−`
[
x2D3(y) + x3D2(y)
((x1 − y)2 + r20)
5
2
−
5x2x3[(x1 − y)D1(y) + x2D2 + x3D3]
((x1 − y)2 + r20)
7
2
]
dy
σD3 3 = −pD0 +
3
2pi
∫ `
−`
[
(x1 − y)D1(y) + x2D2(y) + 3x3D3(y)
((x1 − y)2 + r20)
5
2
+(D.385)
−5x
2
3[(x1 − y)D1(y) + x2D2 + x3D3]
((x1 − y)2 + r20)
7
2
]
dy.
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Again, note that the origin is the slender body’s center of mass. Further, from (D.367),
the torque, about the origin, at the ends of the slender body due to a line distribution
of potential dipole singularities is given by
T (0) ends1 = −
∫ 2pi
0
∫ r0
0
[x2σ
D
3 1 − x3σD2 1] |x1= `x1=−` r dr dθ(D.386)
T (0) ends2 = −
∫ 2pi
0
∫ r0
0
[x3σ
D
1 1 − x1σD3 1] |x1= `x1=−` r dr dθ
T (0) ends3 = −
∫ 2pi
0
∫ r0
0
[x1σ
D
2 1 − x2σD1 1] |x1= `x1=−` r dr dθ.
Examine the torque in the x1 direction at the ends. Now, by using the definition of
σD in (D.385) and the torque formulation in (D.386), it is found that
T (0) ends1 = −
3
2pi
∫ 2pi
0
∫ r0
0
(
x2
∫ `
−`
[
(x1 − y)D3(y) + x3D1(y)
((x1 − y)2 + r2) 52
+
−5 (x1 − y)x3[(x1 − y)D1(y) + x2D2 + x3D3]
((x1 − y)2 + r2) 72
]
dy +
−x3
∫ `
−`
[
(x1 − y)D2(y) + x2D1(y)
((x1 − y)2 + r2) 52
+
−5 (x1 − y)x2[(x1 − y)D1(y) + x2D2 + x3D3]
((x1 − y)2 + r2) 72
]
dy
)∣∣∣∣∣
x0=`
x0=−`
r dr dθ
= − 3
2pi
∫ 2pi
0
∫ r0
0
(
r cos θ
∫ `
−`
[
(x1 − y)D3(y) + r sin θD1(y)
((x1 − y)2 + r2) 52
+
−5 (x1 − y)r sin θ[(x1 − y)D1(y) + r cos θD2 + r sin θD3]
((x1 − y)2 + r2) 72
]
dy +
−r sin θ
∫ `
−`
[
(x1 − y)D2(y) + r cos θD1(y)
((x1 − y)2 + r2) 52
+
−5 (x1 − y)r cos θ[(r cos θD2 + r sin θD3]
((x1 − y)2 + r2) 72
−5 (x1 − y)r cos θ(x1 − y)D1(y)
((x1 − y)2 + r2) 72
]
dy
)∣∣∣∣∣
x0=`
x0=−`
r dr dθ
= 0.(D.387)
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upon completion of the θ integral. Recall that∫ 2pi
0
cos θ sin θdθ =
∫ 2pi
0
cos2 θ sin θdθ(D.388)
=
∫ 2pi
0
cos θ sin2 θdθ
= 0.
By using the torque formulation in (D.384), the torque in this direction along the length
of the body is found to be
T (0) body1 = −
∫ 2pi
0
∫ `
−`
[
x2
(
3
2pi
x2
∫ `
−`
[
x2D3(y) + x3D2(y)
((x1 − y)2 + r20)
5
2
+
−5x2x3[(x1 − y)D1(y) + x2D2 + x3D3]
((x1 − y)2 + r20)
7
2
]
dy +
x3
(
−pD0 +
3
2pi
∫ `
−`
[
(x1 − y)D1(y) + x2D2(y) + 3x3D3(y)
((x1 − y)2 + r20)
5
2
+
−5x
2
3[(x1 − y)D1(y) + x2D2 + x3D3]
((x1 − y)2 + r20)
7
2
]
dy
))
+
−x3
(
x2
(
−pD0 +
3
2pi
∫ `
−`
[
(x1 − y)D1(y) + 3x2D2(y) + x3D3(y)
((x1 − y)2 + r20)
5
2
+
−5x
2
2[(x1 − y)D1(y) + x2D2 + x3D3]
((x1 − y)2 + r20)
7
2
]
dy
)
+
3
2pi
x3
∫ `
−`
[
x2D3(y) + x3D2(y)
((x1 − y)2 + r20)
5
2
+
−5x2x3[(x1 − y)D1(y) + x2D2 + x3D3]
((x1 − y)2 + r20)
7
2
]
dy
)]
dx1 dθ
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= −
∫ 2pi
0
∫ `
−`
[
3
2pi
x22
∫ `
−`
[
x2D3(y) + x3D2(y)
((x1 − y)2 + r20)
5
2
+
−5x2x3[(x1 − y)D1(y) + x2D2 + x3D3]
((x1 − y)2 + r20)
7
2
]
dy +
x2x3
(
−pD0 +
3
2pi
∫ `
−`
[
(x1 − y)D1(y) + x2D2(y) + 3x3D3(y)
((x1 − y)2 + r20)
5
2
+
−5x
2
3[(x1 − y)D1(y) + x2D2 + x3D3]
((x1 − y)2 + r20)
7
2
]
dy
)
+
−x2x3
(
−pD0 +
3
2pi
∫ `
−`
[
(x1 − y)D1(y) + 3x2D2(y) + x3D3(y)
((x1 − y)2 + r20)
5
2
+
−5x
2
2[(x1 − y)D1(y) + x2D2 + x3D3]
((x1 − y)2 + r20)
7
2
]
dy
)
+
− 3
2pi
x23
∫ `
−`
[
x2D3(y) + x3D2(y)
((x1 − y)2 + r20)
5
2
+
−5x2x3[(x1 − y)D1(y) + x2D2 + x3D3]
((x1 − y)2 + r20)
7
2
]
dy
]
dx1 dθ
= − 3
2pi
∫ 2pi
0
∫ `
−`
[
x22
∫ `
−`
x2D3(y) + x3D2(y)
((x1 − y)2 + r20)
5
2
dy +
x2x3
∫ `
−`
(x1 − y)D1(y) + x2D2(y) + 3x3D3(y)
((x1 − y)2 + r20)
5
2
dy +
−x2x3
∫ `
−`
(x1 − y)D1(y) + 3x2D2(y) + x3D3(y)
((x1 − y)2 + r20)
5
2
dy +
− x23
∫ `
−`
x2D3(y) + x3D2(y)
((x1 − y)2 + r20)
5
2
dy
]
dx1 dθ
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= − 3
2pi
∫ 2pi
0
∫ `
−`
[(
x22 − x23
) ∫ `
−`
x2D3(y) + x3D2(y)
((x1 − y)2 + r20)
5
2
dy +
3x2x3
∫ `
−`
x3D3(y)− x2D2(y)
((x1 − y)2 + r20)
5
2
dy
]
dx1 dθ
= −3r
3
0
2pi
∫ 2pi
0
∫ `
−`
[(
cos2 θ − sin2 θ) ∫ `
−`
cos θD3(y) + sin θD2(y)
((x1 − y)2 + r20)
5
2
dy +
3 cos θ sin θ
∫ `
−`
sin θD3(y)− cos θD2(y)
((x1 − y)2 + r20)
5
2
dy
]
dx1 dθ
= 0
upon completion of the θ integral using (D.388) and recalling that∫ 2pi
0
cos3 θ dθ =
∫ 2pi
0
sin3 θ dθ(D.389)
= 0.
Thus, adding (D.387) to the contribution from the ends in (D.387), the torque in the
x1 direction about the origin along the entire slender body is given as
T (0)1 = T (0)
body
1 + T (0)
ends
1(D.390)
= 0.
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Examine the torque in the x2 direction at the ends. By using the definition of σ
D
in (D.385) and the torque formulation in (D.386), it is found that
T (0) ends2 = −
∫ 2pi
0
∫ r0
0
(
x3
(−pD0 +
3
2pi
∫ `
−`
[
3 (x1 − y)D1(y) + x2D2(y) + x3D3(y)
((x1 − y)2 + r2) 52
+
−5 (x1 − y)
2[(x1 − y)D1(y) + x2D2 + x3D3]
((x1 − y)2 + r2) 72
]
dy
)
+
− 3
2pi
x1
∫ `
−`
[
(x1 − y)D3(y) + x3D1(y)
((x1 − y)2 + r2) 52
+
−5 (x1 − y)x3[(x1 − y)D1(y) + x2D2 + x3D3]
((x1 − y)2 + r2) 72
]
dy
)∣∣∣∣∣
x0=`
x0=−`
r dr dθ
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= −
∫ 2pi
0
∫ r0
0
(
r sin θ
(−pD0 +
3
2pi
∫ `
−`
[
3 (x1 − y)D1(y) + r cos θD2(y) + r sin θD3(y)
((x1 − y)2 + r2) 52
+
−5 (x1 − y)
2[(x1 − y)D1(y) + r cos θD2 + r sin θD3]
((x1 − y)2 + r2) 72
]
dy
)
+
− 3
2pi
x1
∫ `
−`
[
(x1 − y)D3(y) + r sin θD1(y)
((x1 − y)2 + r2) 52
+
−5 (x1 − y)r sin θ[(x1 − y)D1(y) + r cos θD2 + r sin θD3]
((x1 − y)2 + r2) 72
]
dy
)∣∣∣∣∣
x0=`
x0=−`
r dr dθ
= −3
2
∫ r0
0
∫ `
−`
(
r2D3(y)
((x1 − y)2 + r2) 52
− 5r
2(x1 − y)2D3(y)
((x1 − y)2 + r2) 72
+
−2x1(x1 − y)D3(y)
((x1 − y)2 + r2) 52
+
5r2x1(x1 − y)D3(y)
((x1 − y)2 + r2) 72
dy
)∣∣∣∣∣
x0=`
x0=−`
r dr
= −3
2
∫ r0
0
∫ `
−`
D3(y)
(
−2x1(x1 − y)
((x1 − y)2 + r2) 52
+
r2
((x1 − y)2 + r2) 52
+
5r2y(x1 − y)
((x1 − y)2 + r2) 72
dy
)∣∣∣∣∣
x0=`
x0=−`
r dr.(D.391)
Since integration in r provides that∫ r0
0
r
((x1 − y)2 + r2) 52
dr = − 1
3((x1 − y)2 + r2) 32
∣∣∣∣∣
r=r0
r=0
(D.392)
∫ r0
0
r3
((x1 − y)2 + r2) 52
dr = − 3r
2 + 2(x1 − y)2
3((x1 − y)2 + r2) 32
∣∣∣∣∣
r=r0
r=0
∫ r0
0
r3
((x1 − y)2 + r2) 72
dr = − 5r
2 + 2(x1 − y)2
15((x1 − y)2 + r2) 52
∣∣∣∣∣
r=r0
r=0
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the torque at the ends of the body in the x2 direction simplifies to
T (0) ends2 = −
3
2
∫ `
−`
D3(y)
(
2x1(x1 − y)
3((x1 − y)2 + r20)
3
2
− 2x1(x1 − y)
3|x1 − y|3 +
2(x1 − y)2
3|x1 − y|3 −
3r20 + 2(x1 − y)2
3((x1 − y)2 + r20)
3
2
+
10 y(x1 − y)3
15|x1 − y|5 −
5y (x1 − y) (5r20 + 2(x1 − y)2)
15((x1 − y)2 + r20)
5
2
) ∣∣∣∣∣
x0=`
x0=−`
dy
= −1
2
∫ `
−`
D3(y)
(
2y(x1 − y)− 2x1(x1 − y) + 2(x1 − y)2
3|x1 − y|3 +
−3r20 + 2y(x1 − y)
((x1 − y)2 + r20)
3
2
− y (x1 − y) (5r
2
0 + 2(x1 − y)2)
((x1 − y)2 + r20)
5
2
)∣∣∣∣∣
x0=`
x0=−`
dy
= −1
2
∫ `
−`
D3(y)
(
(−3r20 + 2y(x1 − y)) ((x1 − y)+r20)
((x1 − y)2 + r20)
5
2
+
−y (x1 − y) (5r
2
0 + 2(x1 − y)2)
((x1 − y)2 + r20)
5
2
)∣∣∣∣∣
x0=`
x0=−`
dy
= −1
2
∫ `
−`
D3(y)
(
−3r40 − 3r20(x1 − y)2 − 3r20y(x1 − y)
((x1 − y)2 + r20)
5
2
)∣∣∣∣∣
x0=`
x0=−`
dy
=
3r20
2
∫ `
−`
D3(y)
(
x1(x1 − y) + r20
((x1 − y)2 + r20)
5
2
)∣∣∣∣∣
x0=`
x0=−`
dy.(D.393)
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By using the torque formulation in (D.384), along the length of the body, is found that
T (0) body2 = −
∫ 2pi
0
∫ `
−`
[
x3
(
3
2pi
x2
∫ `
−`
[
(x1 − y)D2(y) + x2D1(y)
((x1 − y)2 + r20)
5
2
+
−5 (x1 − y)x2[(x1 − y)D1(y) + x2D2 + x3D3]
((x1 − y)2 + r20)
7
2
]
dy +
3
2pi
x3
∫ `
−`
[
(x1 − y)D3(y) + x3D1(y)
((x1 − y)2 + r20)
5
2
+
− 5 (x1 − y)x3[(x1 − y)D1(y) + x2D2 + x3D3]
((x1 − y)2 + r20)
7
2
]
dy
)
+
−x1
(
3
2pi
x2
∫ `
−`
[
x2D3(y) + x3D2(y)
((x1 − y)2 + r20)
5
2
+
− 5x2x3[(x1 − y)D1(y) + x2D2 + x3D3]
((x1 − y)2 + r20)
7
2
]
dy +
x3
(
−pD0 +
3
2pi
∫ `
−`
[
(x1 − y)D1(y) + x2D2(y) + 3x3D3(y)
((x1 − y)2 + r20)
5
2
+
−5x
2
3[(x1 − y)D1(y) + x2D2 + x3D3]
((x1 − y)2 + r20)
7
2
]
dy
)]
dx1 dθ
302
= −
∫ 2pi
0
∫ `
−`
[
3
2pi
x2x3
∫ `
−`
[
(x1 − y)D2(y) + x2D1(y)
((x1 − y)2 + r20)
5
2
+
−5 (x1 − y)x2[(x1 − y)D1(y) + x2D2 + x3D3]
((x1 − y)2 + r20)
7
2
]
dy +
3
2pi
x23
∫ `
−`
[
(x1 − y)D3(y) + x3D1(y)
((x1 − y)2 + r20)
5
2
+
− 5 (x1 − y)x3[(x1 − y)D1(y) + x2D2 + x3D3]
((x1 − y)2 + r20)
7
2
]
dy +
− 3
2pi
x1x2
∫ `
−`
[
x2D3(y) + x3D2(y)
((x1 − y)2 + r20)
5
2
+
− 5x2x3[(x1 − y)D1(y) + x2D2 + x3D3]
((x1 − y)2 + r20)
7
2
]
dy +
−x1x3
(
−pD0 +
3
2pi
∫ `
−`
[
(x1 − y)D1(y) + x2D2(y) + 3x3D3(y)
((x1 − y)2 + r20)
5
2
+
−5x
2
3[(x1 − y)D1(y) + x2D2 + x3D3]
((x1 − y)2 + r20)
7
2
]
dy
)]
dx1 dθ
= −
∫ 2pi
0
∫ `
−`
x1x3
∫ `
−`
pD0 dy dx1 dθ +
− 3
2pi
∫ 2pi
0
∫ `
−`
[
x2x3
∫ `
−`
(x1 − y)D2(y) + x2D1(y)
((x1 − y)2 + r20)
5
2
dy +
x23
∫ `
−`
(x1 − y)D3(y) + x3D1(y)
((x1 − y)2 + r20)
5
2
dy − x1x2
∫ `
−`
x2D3(y) + x3D2(y)
((x1 − y)2 + r20)
5
2
dy +
−x1x3
∫ `
−`
(x1 − y)D1(y) + x2D2(y) + 3x3D3(y)
((x1 − y)2 + r20)
5
2
dy +
x3
(
x22 + x
2
3
) ∫ `
−`
5 y [(x1 − y)D1(y) + x2D2 + x3D3]
((x1 − y)2 + r20)
7
2
dy
]
dx1 dθ
303
= −
∫ 2pi
0
∫ `
−`
x1r0 sin θ
∫ `
−`
pD0 dy dx1 dθ +
− 3
2pi
∫ 2pi
0
∫ `
−`
[
r20 cos θ sin θ
∫ `
−`
(x1 − y)D2(y) + r cos θD1(y)
((x1 − y)2 + r20)
5
2
dy +
r20 sin
2 θ
∫ `
−`
(x1 − y)D3(y) + r sin θD1(y)
((x1 − y)2 + r20)
5
2
dy +
−x1r20 cos θ
∫ `
−`
cos θD3(y) + sin θD2(y)
((x1 − y)2 + r20)
5
2
dy +
−x1r0 sin θ
∫ `
−`
(x1 − y)D1(y) + r0 cos θD2(y) + 3 r0 sin θD3(y)
((x1 − y)2 + r20)
5
2
dy +
r30 sin θ
∫ `
−`
5 y [(x1 − y)D1(y) + r0 cos θD2 + r0 sin θD3(y)]
((x1 − y)2 + r20)
7
2
dy
]
dx1 dθ
= −3r
2
0
2
∫ `
−`
∫ `
−`
[
(x1 − y)D3(y)
((x1 − y)2 + r20)
5
2
− x1D3(y)
((x1 − y)2 + r20)
5
2
+
− 3x1D3(y)
((x1 − y)2 + r20)
5
2
+
5 y r20D3(y)
((x1 − y)2 + r20)
7
2
]
dy dx1
=
3r20
2
∫ `
−`
∫ `
−`
D3(y)
[
3x1 + y
((x1 − y)2 + r20)
5
2
− 5 y r
2
0
((x1 − y)2 + r20)
7
2
]
dy dx1
= −3r
2
0
2
∫ `
−`
D3(y)
(
x1(x1 − y) + r20
((x1 − y)2 + r20)
5
2
)∣∣∣∣∣
x0=`
x0=−`
dy
upon integrating in x1. Thus, adding the contribution from the ends in (D.393), the
torque in the x2 direction about the origin along the entire slender body is given as
T (0)2 = T (0)
body
2 + T (0)
ends
2(D.394)
= 0.
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Lastly, examine the torque in the x3 direction at the ends. By using the definition
of σD in (D.385) and the torque formulation in (D.386), it is found that
T (0) ends3 = −
∫ 2pi
0
∫ r0
0
(
3
2pi
x1
∫ `
−`
[
(x1 − y)D2(y) + x2D1(y)
((x1 − y)2 + r2) 52
+
−5 (x1 − y)x2[(x1 − y)D1(y) + x2D2 + x3D3]
((x1 − y)2 + r2) 72
]
dy +
−x2
(
−pD0 +
3
2pi
∫ `
−`
[
3 (x1 − y)D1(y) + x2D2(y) + x3D3(y)
((x1 − y)2 + r2) 52
+
−5 (x1 − y)
2[(x1 − y)D1(y) + x2D2 + x3D3]
((x1 − y)2 + r2) 72
]
dy
)∣∣∣∣∣
x0=`
x0=−`
r dr dθ
= −
∫ 2pi
0
∫ r0
0
(
3
2pi
x1
∫ `
−`
[
(x1 − y)D2(y) + r cos θD1(y)
((x1 − y)2 + r2) 52
+
−5 (x1 − y)r cos θ[(x1 − y)D1(y) + r cos θD2 + r sin θD3]
((x1 − y)2 + r2) 72
]
dy +
−r cos θ
(
−pD0 +
3
2pi
∫ `
−`
[
3 (x1 − y)D1(y) + r cos θD2(y) + r sin θD3(y)
((x1 − y)2 + r2) 52
+
−5 (x1 − y)
2[(x1 − y)D1(y) + r cos θD2 + r sin θD3]
((x1 − y)2 + r2) 72
]
dy
)∣∣∣∣∣
x0=`
x0=−`
r dr dθ
= −3
2
∫ r0
0
∫ `
−`
(
2x1(x1 − y)D2(y)
((x1 − y)2 + r2) 52
− 5r
2x1(x1 − y)D2(y)
((x1 − y)2 + r2) 72
+
− r
2D2(y)
((x1 − y)2 + r2) 52
+
5r2(x1 − y)2D3(y)
((x1 − y)2 + r2) 72
dy
)∣∣∣∣∣
x0=`
x0=−`
r dr
=
3
2
∫ r0
0
∫ `
−`
D2(y)
(
−2x1(x1 − y)
((x1 − y)2 + r2) 52
+
+
r2
((x1 − y)2 + r2) 52
+
5r2y(x1 − y)
((x1 − y)2 + r2) 72
dy
)∣∣∣∣∣
x0=`
x0=−`
r dr
= −3r
2
0
2
∫ `
−`
D2(y)
(
x1(x1 − y) + r20
((x1 − y)2 + r20)
5
2
)∣∣∣∣∣
x0=`
x0=−`
dy(D.395)
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upon applying the result in (D.393) obtained for T (0) ends2 which computed the r integral.
Further, by using the formulation in (D.384), the torque in the x3 direction along the
body is found to be
T (0) body3 = −
∫ 2pi
0
∫ `
−`
[
x1
(
x2
(−pD0 +
3
2pi
∫ `
−`
[
(x1 − y)D1(y) + 3x2D2(y) + x3D3(y)
((x1 − y)2 + r20)
5
2
+
−5x
2
2[(x1 − y)D1(y) + x2D2 + x3D3]
((x1 − y)2 + r20)
7
2
]
dy
)
+
3
2pi
x3
∫ `
−`
[
x2D3(y) + x3D2(y)
((x1 − y)2 + r20)
5
2
− 5x2x3[(x1 − y)D1(y) + x2D2 + x3D3]
((x1 − y)2 + r20)
7
2
]
dy
)
−x2
(
3
2pi
x2
∫ `
−`
[
(x1 − y)D2(y) + x2D1(y)
((x1 − y)2 + r20)
5
2
+
−5 (x1 − y)x2[(x1 − y)D1(y) + x2D2 + x3D3]
((x1 − y)2 + r20)
7
2
]
dy +
3
2pi
x3
∫ `
−`
[
(x1 − y)D3(y) + x3D1(y)
((x1 − y)2 + r20)
5
2
+
−5 (x1 − y)x3[(x1 − y)D1(y) + x2D2 + x3D3]
((x1 − y)2 + r20)
7
2
]
dy
)]
dx1 dθ
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= −
∫ 2pi
0
∫ `
−`
[
x1x2
(
−pD0 +
3
2pi
∫ `
−`
[
(x1 − y)D1(y) + 3x2D2(y) + x3D3(y)
((x1 − y)2 + r20)
5
2
−5x
2
2[(x1 − y)D1(y) + x2D2 + x3D3]
((x1 − y)2 + r20)
7
2
]
dy
)
+
3
2pi
x1x3
∫ `
−`
[
x2D3(y) + x3D2(y)
((x1 − y)2 + r20)
5
2
− 5x2x3[(x1 − y)D1(y) + x2D2 + x3D3]
((x1 − y)2 + r20)
7
2
]
dy
− 3
2pi
x22
∫ `
−`
[
(x1 − y)D2(y) + x2D1(y)
((x1 − y)2 + r20)
5
2
+
−5 (x1 − y)x2[(x1 − y)D1(y) + x2D2 + x3D3]
((x1 − y)2 + r20)
7
2
]
dy +
− 3
2pi
x2x3
∫ `
−`
[
(x1 − y)D3(y) + x3D1(y)
((x1 − y)2 + r20)
5
2
+
−5 (x1 − y)x3[(x1 − y)D1(y) + x2D2 + x3D3]
((x1 − y)2 + r20)
7
2
]
dy
]
dx1 dθ
=
∫ 2pi
0
∫ `
−`
x1x2
∫ `
−`
pD0 dy dx1 dθ +
− 3
2pi
∫ 2pi
0
∫ `
−`
[
x1x2
∫ `
−`
(x1 − y)D1(y) + 3x2D2(y) + x3D3(y)
((x1 − y)2 + r20)
5
2
dy +
x1x3
∫ `
−`
x2D3(y) + x3D2(y)
((x1 − y)2 + r20)
5
2
dy − x22
∫ `
−`
(x1 − y)D2(y) + x2D1(y)
((x1 − y)2 + r20)
5
2
dy +
−x2x3
∫ `
−`
(x1 − y)D3(y) + x3D1(y)
((x1 − y)2 + r20)
5
2
dy
−x2
(
x22 + x
2
3
) ∫ `
−`
5 y [(x1 − y)D1(y) + x2D2 + x3D3]
((x1 − y)2 + r20)
7
2
dy
]
dx1 dθ
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= −
∫ 2pi
0
∫ `
−`
x1r0 cos θ
∫ `
−`
pD0 dy dx1 dθ
− 3
2pi
∫ 2pi
0
∫ `
−`
[
x1r0 cos θ
∫ `
−`
(x1 − y)D1(y) + 3 r0 cos θD2(y) + r0 sin θD3(y)
((x1 − y)2 + r20)
5
2
dy +
x1r
2
0 sin θ
∫ `
−`
cos θD3(y) + sin θD2(y)
((x1 − y)2 + r20)
5
2
dy +
−r20 cos2 θ
∫ `
−`
(x1 − y)D2(y) + r0 cos θD1(y)
((x1 − y)2 + r20)
5
2
dy +
−r20 cos θ sin θ
∫ `
−`
(x1 − y)D3(y) + r0 sin θD1(y)
((x1 − y)2 + r20)
5
2
dy
−r30 cos θ
∫ `
−`
5 y [(x1 − y)D1(y) + r0 cos θD2 + r0 sin θD3]
((x1 − y)2 + r20)
7
2
dy
]
dx1 dθ
= −3r
2
0
2
∫ `
−`
∫ `
−`
[
3x1D2(y)
((x1 − y)2 + r20)
5
2
+
x1D2(y)
((x1 − y)2 + r20)
5
2
+
− (x1 − y)D2(y)
((x1 − y)2 + r20)
5
2
− 5 y r
2
0D2(y)
((x1 − y)2 + r20)
7
2
]
dy dx1
= −3r
2
0
2
∫ `
−`
∫ `
−`
D2(y)
[
3x1 + y
((x1 − y)2 + r20)
5
2
− 5 y r
2
0
((x1 − y)2 + r20)
7
2
]
dy dx1
=
3r20
2
∫ `
−`
D2(y)
(
x1(x1 − y) + r20
((x1 − y)2 + r20)
5
2
)∣∣∣∣∣
x0=`
x0=−`
dy
upon integrating in x1. Thus, adding the contribution from the ends in (D.395), the
torque in the x3 direction about the origin along the entire slender body is given as
T (0)3 = T (0)
body
3 + T (0)
ends
3(D.396)
= 0.
In conclusion, the torque, about the origin, exerted on a slender body whose veloc-
ity field is found by a line distribution of potential dipole singularities with arbitrary
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strength η(y) is given as
(D.397) TD(0) =

0
0
0
 .
D.6.3. Utilizing the divergence of the stress tensor. As presented in the intro-
duction of the section, the torque, about the origin, T(0) exerted on the slender body
of radius r0 is an integral of the cross product of the force
(D.398) f(x0) = −σ · nˆ
with the position vector x over the surface S of the body where σ is the stress tensor
and nˆ is the outward normal to the body at position x0. That is,
(D.399) T(0) = −
∫
S
x× (σ · nˆ) ds.
Using indicial notation,
T (0)i = −
∫
S
(
² i j kxjσkm
)
nˆm ds(D.400)
= −
∫
S
Aimnˆm ds
where the tensor A is given as
(D.401) Aim = ²
i j kxjσkm
with the repeated indices j, k,m implying summation over j, k,m = 1, 2, 3. The tensor
² i j k is the Levi-Civita function defined as
(D.402) ² i j k =

0 if any of i, j, k are the same
1 if i, j, k = 123, 231, 312
−1 if i, j, k = 132, 321, 213
.
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Note that 123, 231, 312 are even permutations of 123 while 132, 321, 213 are odd
permutations of 123. With the divergence theorem, it is found that
T(0) = −
∫
S
A · nˆ ds(D.403)
= −
∫
V
∇ ·A dv.
Further,
(∇ ·A)i =
∂
∂xm
Aim(D.404)
=
∂
∂xm
(
² i j kxjσkm
)
= ² i j k
∂
∂xm
(xjσkm)
= ² i j kδmjσkm + ²
i j kxj
∂σkm
∂xm
= ² i j kσk j + ²
i j kxj
∂σkm
∂xm
= ² i j kxj
∂σkm
∂xm
where δmj is the Kronecker delta function previously defined in (D.268). Note that
² i j kσk j is zero. Clearly, the definition of ²
i j k provides that for j = k, ²i k kσk k = 0.
Suppose j 6= k. Then, since σ is symmetric, ² i j kσk j = ²i k jσj k. However, ² i j k is an
even permutation of ijk and ²i k j is an odd permutation implying that σk j = −σj k. This
contradicts the symmetry of σ and, hence, ² i j kσk j must be zero. Therefore, (D.404)
provides that
(D.405) T (0)i = −
∫
V
² i j kxj
∂σkm
∂xm
dv
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giving that
T (0)1 = −
∫
V
(
²1 2 kx2
∂σkm
∂xm
+ ²1 3 kx3
∂σkm
∂xm
)
dv(D.406)
= −
∫
V
(
x2
∂σ3m
∂xm
− x3∂σ2m
∂xm
)
dv
= −
∫
V
[x2 (∇ · σ)3 − x3 (∇ · σ)2] dv
upon summing over repeated indices as required by the indicial notation and applying
the definition of ² i j k. Similarly,
T (0)2 = −
∫
V
[x3 (∇ · σ)1 − x1 (∇ · σ)3] dv(D.407)
T (0)3 = −
∫
V
[x1 (∇ · σ)2 − x2 (∇ · σ)1] dv.
In Section D.5.3, on utilizing the divergence of the stress tensor to determine the
total force on a slender body, it was found that
∇ · σS = −8piµαδ(x− y)(D.408)
and
∇ · σD = 8piµ∇ (η · ∇δ(x− y))(D.409)
where σS is the stokeslet stress tensor and σD is the potential dipole stress tensor.
Recall that the delta function with the vector-valued argument x− y is defined as
(D.410) δ(x− y) = δ(x1 − y1) δ(x2 − y2) δ(x3 − y3).
Now let α and η represents a line distribution of singularities distributed along the
interior of a slender body lying on the x1-axis, centered at the origin, and having length
2`. That is, let y = (y, 0, 0) so that
(D.411)
∫ `
−`
α(y) dy and
∫ `
−`
η(y) dy
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replace α and η in the equations of motion in (D.328) and (D.329). Then (D.406) and
(D.407) provide that the torque on a slender body due to a line distribution of stokesets
with strength α(y) is
T (0)S1 =
∫
V
∫ `
−`
(
x2α3(y)δ(x1 − y) δ(x2) δ(x3) −(D.412)
x3α2(y)δ(x1 − y) δ(x2) δ(x3)
)
dy dv
=
∫
V2
∫
V1
x2δ(x2)α3(x1) dx1 dx2 −
∫
V3
∫
V1
x3δ(x3)α2(x1) dx1 dx3
= 0
T (0)S2 =
∫
V
∫ `
−`
(x3α1(y)δ(x1 − y) δ(x2) δ(x3) −
x1α3(y)δ(x1 − y) δ(x2) δ(x3)
)
dy dv
=
∫
V3
∫
V1
x3δ(x3)α1(x1) dx1 dx3 −
∫
V1
∫ `
−`
x1δ(x1 − y)α3(y) dy dx1
= −
∫
V1
x1 α3(x1) dx1
T (0)S3 =
∫
V
∫ `
−`
(
x1α2(y)δ(x1 − y) δ(x2) δ(x3) −
x2α1(y)δ(x1 − y) δ(x2) δ(x3)) dy dv
=
∫
V1
∫ `
−`
x1δ(x1 − y)α1(y) dy dx1 −
∫
V2
∫
V1
x2δ(x2)α1(x1) dy dx1
=
∫
V1
x1 α2(x1) dx1
where Vk is the component of the total volume V of the slender body in the xk direction
and ′ denotes differentiation in x. The results above used the Dirac delta function
identity that when a ∈ Ω,
(D.413)
∫
Ω
g(x)δ(x− a) dx = g(a),
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Thus the torque, about the origin, on the slender body due to a line distribution of
stokeslets each with strength α(y) is found to be
T(0)S =
∫ `
−`

0
−α3(s)
α2(s)
 s ds(D.414)
= ex ×
∫ `
−`
α(s) ds
where the cross product is computed with ex = (1, 0, 0). This is the same result obtained
in (D.383) using the exact formulation of σS since by the nature of the body having
length 2` and centered on the x1-axis, V1 provides that −` < x1 < `.
Now, the formulation in (D.406) provides that the torque in the x1 direction due to
a line distribution of potential dipoles is
T (0)D1 = −
∫
V
∫ `
−`
(
x2
∂
∂x3
(η · ∇δ(x− y)) −(D.415)
x3
∂
∂x2
(η · ∇δ(x− y))
)
dy dv
= −
∫
V
∫ `
−`
(
x2
∂
∂x3
(
η1(y)δ
′(x1 − y)δ(x2)δ(x3) +
η2(y)δ(x1 − y)δ ′(x2)δ(x3) + η3(y)δ(x1 − y)δ(x2)δ ′(x3)
)
−
x3
∂
∂x2
(
η1(y)δ
′(x1 − y)δ(x2)δ(x3) +
η2(y)δ(x1 − y)δ ′(x2)δ(x3) + η3(y)δ(x1 − y)δ(x2)δ ′(x3)
)
dy dv
= −
∫
V
∫ `
−`
(
x2
∂
∂x3
(
η2(y)δ(x1 − y)δ ′(x2)δ(x3)
)
−
x3
∂
∂x2
(
η3(y)δ(x1 − y)δ(x2)δ ′(x3)
))
dy dv
= −
∫
V3
∫
V2
∫
V1
(
x2η2(x1)− x3η3(x1)
)
δ ′(x2)δ ′(x3) dx1 dx2 dx3
=
∫
V3
∫
V1
η2(x1)δ
′(x3) dx1 dx3 −
∫
V2
∫
V1
η3(x1)δ
′(x2) dx1 dx2
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using the identity in (D.413) providing that
(D.416)
∫
Vk
xkδ(xk) dxk = 0
and the Dirac delta function relationship
(D.417) −xδ ′(x) = δ(x).
Through the derivative formulas for δ(x) in (D.341), the representation in (D.415)
results in
(D.418) T (0)D1 = 0.
314
Now, using the delta function properties in (D.335), (D.341), (D.416), and (D.417),
the torque formulation in (D.407) gives that
T (0)D2 = −
∫
V
∫ `
−`
(
x3
∂
∂x1
(η · ∇δ(x− y))−(D.419)
x1
∂
∂x3
(η · ∇δ(x− y))
)
dy dv
= −
∫
V
∫ `
−`
(
x3
∂
∂x1
(
η1(y)δ
′(x1 − y)δ(x2)δ(x3) +
η2(y)δ(x1 − y)δ ′(x2)δ(x3) + η3(y)δ(x1 − y)δ(x2)δ ′(x3)
)
+
x1
∂
∂x3
(
η1(y)δ
′(x1 − y)δ(x2)δ(x3)
η2(y)δ(x1 − y)δ ′(x2)δ(x3) + η3(y)δ(x1 − y)δ(x2)δ ′(x3)
)
dy dv
= −
∫
V
∫ `
−`
x3
∂
∂x1
(
η3(y)δ(x1 − y)δ(x2)δ ′(x3)
)
dy dv +
x1
∂
∂x3
(
η1(y)δ
′(x1 − y)δ(x2)δ(x3)
η2(y)δ(x1 − y)δ ′(x2)δ(x3) + η3(y)δ(x1 − y)δ(x2)δ ′(x3)
)
dy dv
= −
∫
V3
∫
V1
∫ `
−`
(
x3η3(y)− x1η1(y)
)
δ ′(x1 − y)δ ′(x3) dy dx1 dx3 +∫
V3
∫
V2
∫
V1
x1η2(x1)δ
′(x2)δ ′(x3) dx1 dx2 dx3 +∫
V3
∫
V1
x1η3(x1)δ
′ ′(x3) dx1 dx3
=
∫
V1
∫ `
−`
η3(y)δ
′(x1 − y) dy dx1 +∫
V3
∫
V1
η1(x1)δ
′(x3) dx1 dx3
= 0.
Similarly, it is found that
(D.420) T (0)D3 = 0.
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Thus the torque, about the origin, on the slender body due to a line distribution of
potential dipole singularities each with strenght η(y) is found to be
(D.421) T(0)D = 0
which, again, is the same result obtained in (D.397) using the exact formulation of σD.
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APPENDIX E
An exact free space solution
E.1. From the body to the lab frame
Let x0 lie on the boundary of the spheroid ∂Ω in (4.1) which is centered about the
origin lying on the x-axis. Suppose we can obtain the velocity field u(x) whose solution
satisfies
u(x0) = 0
lim
x→∞
u(x) = ω˙ (y,−x, 0).(E.1)
As mentioned in section 4.1.1, the solution to this boundary value problem is one in
which the spheroid is fixed in a rotating background flow U(x) = ω˙ (y,−x, 0). Further
suppose we are interested in the fluid motion induced by a body rotating in a fluid
which is otherwise at rest.
Consider a spheroid lying in the (x, y) plane and sweeping out a circle rather than
a double cone. That is, let the cone angle κ = pi/2. Suppose the boundary of the body
is rotating by an angle ω(t). Then, at each instance of time t, the spheroid is found at
(E.2)
(
x cosω(t)− y sinω(t))2
a2
+
(
x sinω(t) + y cosω(t)
)2
+ z2
b2
= 1.
This is obtained by observing that each point on ∂Ω is rotated by the unsteady orthog-
onal transformation
(E.3) Rω =

cosω(t) − sinω(t) 0
sinω(t) cosω(t) 0
0 0 1
 .
Define x′(t) = Rω(t)x. Then the velocity field in the rotated x′-coordinate system
becomes
u′(x′) =
dx′
dt
=
d(Rωx)
dt
∣∣∣∣
x=RTωx
′
=
(
R˙ωx+Rω
dx
dt
) ∣∣∣∣
x=RTωx
′
= R˙ωR
T
ωx
′ +Rωu(RTωx
′)
= −U(x′) +Rωu(RTωx′)(E.4)
Hence, for x′0 on the boundary of this moving spheriod ∂Ω
′ defined in (E.2),
u′(x′0) = ω˙
(
−y′, x′, 0
)
lim
x′→∞
u′(x′) = 0(E.5)
by design of u(x) in (E.1). Thus the velocity field u′(x′) in the lab frame is found
simply as a transformation of the body frame velocity field u(x) and u′(x′) becomes
the velocity field due to a spheroid sweeping out a circle in the x′ − y′ plane in a fluid
which is otherwise at rest.
To obtain the sweeping a double cone motion, we must consider tilting the body,
say in the (x, z) plane, before moving to the rotating lab frame. Consider the boundary
conditions examined by Chwang & Wu (1975) in (E.1) but, instead, for a tilted body
fixed in a background rotating flow. The boundary of a spheroid tilted in the (x, z)
plane by an angle κ from the z−axis is given as
(E.6)
(
x sinκ− z cosκ)2
a2
+
y2 +
(
x sinκ+ z cosκ
)2
b2
= 1.
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This is obtained by observing that each point on ∂Ω is tilted by the steady orthogonal
transformation
(E.7) Rκ =

sinκ 0 − cosκ
0 1 0
cosκ 0 sinκ
 .
Note that this transformation provides no moving boundary.
Define x˜ = Rκx. Then the velocity field in the tilted x˜-coordinate system becomes
u˜(x˜) =
dx˜
dt
=
d(Rκx)
dt
∣∣∣∣
x=RTκ ex(E.8)
= Rκu(R
T
κ x˜).
By constructing a velocity field u(x) which satisfies
u(x0) = 0
lim
x→∞
u(x) = RTκU(Rκx),(E.9)
where x is defined in the body frame with the spheroid lying the axis, it is readily
obtained, through (E.8), that for x˜0 on the boundary of this tilted spheriod ∂˜Ω defined
in (E.6),
u˜(x˜0) = 0
limex→∞ u˜(x˜) = U(x˜).(E.10)
Hence u˜(x˜) describes the velocity field due to a body tilted in the x˜− z˜ plane fixed in a
rotating background flow, and, more specifically, fixed in a rotation of the x˜− y˜ plane.
The far field boundary condition provided by (E.9) is the appropriate one for such a
fluid motion.
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Recall that the goal is to obtain the fluid motion due to a tilted spheroid which ro-
tates according to the boundary conditions given in (E.5). We would like to accomplish
this goal by utilizing the solution strategy initiated in the body frame by Chwang &
Wu (1975). To do so, we adopt the following procedure:
1. In the body frame:
Solve the boundary value problem in (E.9). This provides the fluid motion
due to a spheroid lying on the x−axis embedded in the far field rotation
RTκU(Rκx).
2. Transform the body frame:
Apply the steady transformation Rκ. This provides the fluid motion due to
a tilted spheroid embedded in the rotation of a plane. This rotation is more
specifically U(x) = ω˙ ( y, −x, 0 ).
3. Move to the lab frame:
Apply the unsteady transformation Rω = Rω(t). This provides the fluid mo-
tion due to a tilted spheroid rotating in a fluid otherwise at rest. The resulting
boundary condition for a spheroid which sweeps out a double cone is provided
in (E.5).
This strategy is more precisely defined by considering the transformation x∗(t) =
RωRκx. At each instance of time t, this change of variables places the tilted rotating
spheroid at (
(x sinκ− z cosκ) cosω(t)− y sinω(t))2
a2
+(E.11) (
(x sinκ− z cosκ) sinω(t) + y cosω(t))2 + (x cosκ+ z sinκ)2
b2
= 1.
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Assuming we can solve the boundary value problem in Step 1, the velocity u∗(x∗) in
the lab frame is found with the formulation of (E.4) in mind. That is, the velocity field
in the x∗−coordinate system becomes
u∗(x∗) =
dx∗
dt
=
d(RωRκx)
dt
∣∣∣∣
x=RTκR
T
ωx
∗
= −U(x∗) +RωRκu(RTκRTωx∗).(E.12)
Let x∗0 lie on the boundary of the tilted rotating body ∂Ω
∗ in (E.11). The construc-
tion of a solution to Stokes equations which satisfies the boundary conditions
u∗(x∗0) = U
∗(x∗0)
lim
x∗→∞
u∗(x∗) = 0(E.13)
is verified through the definition in (E.12) and the boundary conditions imposed on
u(x).
E.2. Singularity solution
Define ex = (1, 0, 0), ey = (0, 1, 0), and ez = (0, 0, 1) to be basis elements of <3. Let
x0 lie on the boundary of the spheroid in 4.1 which is centered at the origin lying on
the x−axis. Then the velocity fields which satisfy ui(x0) = 0 for i = 1, 2, 3 and
(E.14a) lim
x→∞
u1(x) = ω˙ y sinκ ex
(E.14b) lim
x→∞
u2(x) = −ω˙ x sinκ ey
(E.14c) lim
x→∞
u3(x) = ω˙ z cosκ ey
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are provided by Chwang & Wu (1975) as
u1(x) = ω˙ sinκ
(
y ex +∫ c
−c
(
c2 − s2) [ α1 uSS(x− s; ex, ey) + γ1 uR(x; ez)] ds+
β1
∫ c
−c
(c2 − s2)2 ∂
∂y
uD(x− s; ex) ds
)
(E.15a)
u2(x) = ω˙ sinκ
(
− x ey +∫ c
−c
(
c2 − s2) [ α2 uSS(x− s; ex, ey) + γ2 uR(x; ez)] ds+
β2
∫ c
−c
(c2 − s2)2 ∂
∂y
uD(x− s; ex) ds
)
(E.15b)
u3(x) = ω˙ cosκ
(
z ey +∫ c
−c
(
c2 − s2) [ α3 uSS(x− s; ey, ez) + γ3 uR(x; ex)] ds+
β3
∫ c
−c
(c2 − s2)2 ∂
∂z
uD(x− s; ey) ds
)
(E.15c)
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with
γ1 =
(1− e2)
−2e+ (1 + e2) log (1+e
1−e
)
α1 =
4e2
1− e2 β1
=
2 e2 γ1
(−2e+ log (1+e
1−e
))
2e(2e2 − 3) + 3(1− e2) log (1+e
1−e
)
γ2 =
1
−2e+ (1 + e2) log (1+e
1−e
)
α2 =
4e2
1− e2 β2
=
e2 γ2
(−2e+ (1− e2) log (1+e
1−e
))
2e(2e2 − 3) + 3(1− e2) log (1+e
1−e
)
γ3 =
1− e2
2(2e− (1− e2) log (1+e
1−e
)
)
α3 =
4e2
1− e2 β3
=
2 e2 (1− e2)
2e(5e2 − 3) + 3(1− e2)2 log (1+e
1−e
) .(E.16)
The required singularities to solve these boundary value problems are the stresslet uSS,
the rotlet uR, and a derivative of the point-source dipole uD. A description of these
fundamental solutions is provided in Appendix A.
Chwang & Wu (1975) did not provide the singularity distribution for u4(x). The
derivation of this solution is provided next and found to be
u4(x) = ω˙ cosκ
(
y ez +∫ c
−c
(
c2 − s2) [ α4 uSS(x− s; ey, ez) + γ4 uR(x; ex)] ds+
β4
∫ c
−c
(c2 − s2)2 ∂
∂z
uD(x− s; ey) ds
)
(E.17)
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where
γ4 =
1− e2
2(2e− (1− e2) log (1+e
1−e
)
)
α4 =
4e2
1− e2 β4
=
2 e2 (1− e2)
2e(3− 5e2)− 3(1− e2)2 log (1+e
1−e
) .(E.18)
To obtain u(x) = u4(x), we seek to determine α4, β4, and γ4 so that
u(x) = yez +
∫ c
−c
(
c2 − s2) [ α4 uSS(x− s; ey, ez) + γ4 uR(x; ex)] ds+
β4
∫ c
−c
(c2 − s2)2 ∂
∂z
uD(x− s; ey) ds(E.19)
satisfies
u(x0) = 0
lim
x→∞
u(x) = −y ez.(E.20)
Clearly, u(x) satisfies the boundary condition at infinity. Thus α4, γ4, and β4 must
be chosen so that the boundary condition on the body is satisfied. Now (E.19) provides
three equations for three unknowns constants. By definitions of the stresslet, rotlet, and
potential doublet in (A.5), (A.6), and (A.7), these three equations in x0 = (x0, y0, z0)
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are
0 =
∫ c
−c
(
c2 − s2)(α4 3(x0 − s)y0z0
((x0 − s)2 + y20 + z20)
5
2
)
ds
+ β4
∫ c
−c
(
c2 − s2)2 ∂
∂z0
(
3(x0 − s)y0
((x0 − s)2 + y20 + z20)
5
2
)
ds(E.21)
0 =
∫ c
−c
(
c2 − s2)(α4 3y20z0
((x0 − s)2 + y20 + z20)
5
2
− γ4 z0
((x0 − s)2 + y20 + z20)
3
2
)
ds
+ β4
∫ c
−c
(
c2 − s2)2 ∂
∂z0
(
−1
((x0 − s)2 + y20 + z20)
3
2
+
3y20
((x0 − s)2 + y20 + z20)
5
2
)
ds(E.22)
−y0 =
∫ c
−c
(
c2 − s2)(α4 3y0z20
((x0 − s)2 + y20 + z20)
5
2
+ γ4
y0
((x0 − s)2 + y20 + z20)
3
2
)
ds
+ β4
∫ c
−c
(
c2 − s2)2 ∂
∂z0
(
3y0z0
((x0 − s)2 + y20 + z20)
5
2
)
ds.(E.23)
Before examining the equations above, if x0 lies on the boundary of a prolate spher-
oid then
x20
a2
+
y20 + z
2
0
b2
= 1(E.24)
so that
r20 = y
2
0 + z
2
0
=
(
1− e2) (a2 − x20)(E.25)
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upon using the definitions of c and the eccentricity e given in (4.2). By nature of the
integrals under consideration, it is additionally important to note that√
(x0 − c)2 + r20 =
√
(x0 − ea)2 + (1− e2) (a2 − x20)
=
√
(a− ex0)2
= a− ex0(E.26) √
(x0 + c)2 + r20 =
√
(x0 + ea)2 + (1− e2) (a2 − x20)
= a+ ex0(E.27)
using that e < 1 implies a− ex0 > 0.
Now the first equation (E.21) provides α4 as a function of β4 by character of the
rotlet singularity and its assumed direction. That is,
α4 = −β4
∫ c
−c (c
2 − s2)2 ∂
∂z0
(
3(x0−s)
((x0−s)2+y20+z20)
5
2
)
ds
∫ c
−c (c
2 − s2)
(
3(x0−s)z0
((x0−s)2+y20+z20)
5
2
)
ds
.(E.28)
Integrating the numerator by parts and differentiating yields that∫ c
−c
(
c2 − s2)2 ∂
∂z0
(
3(x0 − s)
((x0 − s)2 + y20 + z20)
5
2
)
ds =
−
∫ c
−c
12z0s (c
2 − s2)
((x0 − s)2 + y20 + z20)
5
2
ds.(E.29)
Thus (E.28) can be rewritten as
α4 = 4 β4
∫ c
−c
s(c2−s2)
((x0−s)2+y20+z20)
5
2
ds∫ c
−c
(
(x0−s)(c2−s2)
((x0−s)2+y20+z20)
5
2
)
ds
.(E.30)
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Define
I1 =
∫ c
−c
s (c2 − s2)
((x0 − s)2 + y20 + z20)
5
2
ds
I2 =
∫ c
−c
(c2 − s2)
((x0 − s)2 + y20 + z20)
5
2
ds.(E.31)
Then α4 and β4 are related through the expression
α4 = 4 β4
I1
x0I2 − I1 .(E.32)
Examine I1 and I2 using the definition of r0 in (E.25) and the square roots in (E.26).
Upon integrating and evaluating, it is found that
I1 =
4e5x0
3(1− e2)2(a2 − e2x20)
I2 =
4e3
3(1− e2)2(a2 − e2x20)
.(E.33)
Thus
I1
x0I2 − I1 =
e2
1− e2(E.34)
and, therefore,
α4 =
4e2
1− e2 β4.(E.35)
To determine β4, equations (E.22) and (E.23) are manipulated to eliminate γ4. More
specifically, the second equation (E.22) is multiplied by y0 and added to z0 times the
third equation (E.23). These operations result in an equation which simplifies
−1 = 3α4r20
∫ c
−c
(c2 − s2)
((x0 − s)2 + y20 + z20)
5
2
ds(E.36)
+ β4
∫ c
−c
(
c2 − s2)2( 6
((x0 − s)2 + y20 + z20)
5
2
− 15r
2
0
((x0 − s)2 + y20 + z20)
7
2
)
ds.
327
Define
I3 =
∫ c
−c
(c2 − s2)2
((x0 − s)2 + y20 + z20)
5
2
ds
I4 =
∫ c
−c
(c2 − s2)2
((x0 − s)2 + y20 + z20)
7
2
ds.(E.37)
Then α4 and β4 are further related by
3α4r
2
0I2 + β4(6I3 − 15r20I4) = −1.(E.38)
Examine I3 and I4 again using r0 in (E.25) and the square roots in (E.26). Then
upon integrating and evaluating, it is found that
I3 =
2e(5e2 − 3)
3(1− e2)2 + log
(
1 + e
1− e
)
I4 =
16e5
15(1− e2)3(a2 − e2x20)
.(E.39)
Plugging the first relation involving α4 and β4 in (E.35) and the antiderivatives of
the integrals I2, I3, and I4 just found into the relation (E.38), yields that
−1 =
(
4e(5e2 − 3)
(1− e2)2 + 6 log
(
1 + e
1− e
))
β4.
Solving for β4 and then constructing α4, the two unknown constants α4 and β4 are
found and given as
β4 =
(1− e2)2
4e(3− 5e2)− 6(1− e2)2 log (1+e
1−e
)
α4 =
2e(1− e2)
2e(3− 5e2)− 3(1− e2)2 log (1+e
1−e
) .(E.40)
To complete the description of the solution, γ4 must be determined. Consider mul-
tiplying the third equation (E.23) by y0 and subtracting from it z0 times the second
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equation (E.22), hence, eliminating α4. This manipulation results in the simplification
−y20 = γ4 r20
∫ c
−c
(c2 − s2)
((x0 − s)2 + y20 + z20)
3
2
ds+
β4(y
2
0 − z20)
∫ c
−c
3(c2 − s2)2
((x0 − s)2 + y20 + z20)
5
2
ds.(E.41)
Define
I5 =
∫ c
−c
(c2 − s2)
((x0 − s)2 + y20 + z20)
3
2
ds.(E.42)
Then
−y20 = γ4r20I5 + 3β4(y20 − z20)I3(E.43)
where I5 is the last integral to be determined. Using the antiderivative of I3 and the
constant β4 just determined in (E.40), it is found that
3β4(y
2
0 − z20)I3 =
z20 − y20
2
.(E.44)
Hence
−y20 = γ4r20I5 +
z20 − y20
2
(E.45)
and γ4 is given by
γ4 = − 1
2I5
.(E.46)
It is left to examine I5. Now upon integrating and evaluating using r0 in (E.25) and
the square roots in (E.26), it is found that
I5 =
2e
(1− e2) − log
(
1 + e
1− e
)
.(E.47)
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In summary,
γ4 = − 1− e
2
2(2e− (1− e2) log (1+e
1−e
)
)
α4 =
4e2
1− e2 β4
=
2 e2 (1− e2)
2e(3− 5e2)− 3(1− e2)2 log (1+e
1−e
)(E.48)
are the required coefficients to satisfy Stokes equations with the boundary conditions
in (E.20).
E.3. Integrals in closed form
The singularity distribution for the velocity field in (4.15) involves integrals of the
stresslet uSS, rotlet uR and a derivative of the point-source dipole uD which have
closed algebraic and logarithmic forms. The basic fundamental solutions mentioned are
described in Appendix A. The integrals involving these singularities required for the
construction of (4.15) are tabulated below. Let s = (s, 0, 0), ex = (1, 0, 0), ey = (0, 1, 0),
and ez = (0, 0, 1). Define
r2 = x2 + y2 + z2(E.49)
r2s = y
2 + z2.
Stresslet Distribution∫
(c2 − s2) uSS(x− s; ex, ey) ds =(E.50)
∫
3 (x− s) y (c2 − s2)
((x− s)2 + y2 + z2)5/2

x− s
y
z
 ds
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(1)∫
3 (x− s)2 y (c2 − s2)
((x− s)2 + r2s)5/2
ds =(E.51)
y(−c2(x− s)3 + xr4 + 3xs2(x2 − 3r2s) + s3(−x2 + 4r2s) + 3s(−x4 + r4s))
r2s ((x− s)2 + r2s)3/2
− 3y log
∣∣∣(x− s)−√(x− s)2 + r2s∣∣∣
(2)
∫
3 (x− s) y (c2 − s2)
((x− s)2 + r2s)5/2
 y
z
 ds =(E.52)
−2x(x3 − s3)− 4x2r2s + 6sxr2 − 3s2(x2 + r2) + r2s(c2 − 2r2s)
r2s((x− s)2 + r2s)3/2
 y2
yz

Rotlet Distributions
∫
(c2 − s2) uR(x− s; ez) ds =
∫
(c2 − s2)
((x− s)2 + y2 + z2)3/2

−y
x− s
0
 ds(E.53)
∫
(c2 − s2) uR(x− s; ex) ds =
∫
(c2 − s2)
((x− s)2 + y2 + z2)3/2

0
−z
y
 ds
(1) ∫
(c2 − s2) (x− s)
((x− s)2 + r2s)3/2
ds =
c2 + s2 − 4sx+ 2r2√
(x− s)2 + r2s
(E.54)
+ 2x log
∣∣∣(x− s)−√(x− s)2 + r2s∣∣∣
331
(2)
∫
(c2 − s2)
((x− s)2 + r2s)3/2
 y
z
 ds =(E.55)
[
−c2(x− s) + s(−x2 + r2s)− xr2
r2s
√
(x− s)2 + r2s
− log
∣∣∣(x− s)−√(x− s)2 + r2s∣∣∣
] y
z

Point-source Quadripole Distribution∫
(c2 − s2)2 ∂
∂y
uD(x− s; ex) ds =(E.56)
∫
3 (c2 − s2)2
((x− s)2 + y2 + z2)5/2

y
x− s
0
 ds
−
∫
15 (c2 − s2)2 (x− s) y
((x− s)2 + y2 + z2)7/2

x− s
y
z
 ds
(1)∫
3 (c2 − s2)2(x− s)
((x− s)2 + r2s)5/2
ds =(E.57)
(c4 − 3s4)r2s − 4s3x(x2 − 7r2s) + 4r4(x2 − 2r2s)− 12sx(x4 − 2x2r2s − 3r4s)
r2s((x− s)2 + r2s)3/2
+
12s2(x4 − 4x2r2s − r4s) + 2c2(2s3x+ 6sxr2 − 2r4 − 3s2(x2 + r2))
r2s((x− s)2 + r2s)3/2
− 12x log
∣∣∣(x− s)−√(x− s)2 + r2s∣∣∣
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(2)∫
3 (c2 − s2)2y
((x− s)2 + r2s)5/2
ds =(E.58)
−c4(x− s)(2(x− s)2 + 3r2s) + 3s(2x6 + 7x4r2s + 4x2r4s − r6s) + 2s3(x4 + 3x2r2s − 2r4s)
r4s((x− s)2 + r2s)3/2
− 6s
2x3(x2 + 3r2s) + xr
4(2x2 + 5r2s) + 2c
2(6sx2r2 − 2xr4 + (s3 − 3s2x)(x2 + r2))
r4s((x− s)2 + r2s)3/2
+ 3y log
∣∣∣(x− s)−√(x− s)2 + r2s∣∣∣
(3)∫ −15 (c2 − s2)2 (x− s)2 y
((x− s)2 + r2s)7/2
ds =(E.59)
y(2c2(x− s)(c2 − 2x2 − 3r2s) + (x− s)(2x4 + 18x2r2s) + 23sr4s + 37xr4s)
r4s
√
(x− s)2 + r2s
+
3y(c4(s− x) + s(x4 − 6x2r2s + r4s)− x(x4 − 2x2r2s − 3r4s)− 2c2(s(x2 − r2s)− xr2))
((x− s)2 + r2s)5/2
− y(c
4(s− x) + s(x4 − 36x2r2s + 11r4s) + x(−x4 + 16x2r2s + 29r4s))
r2s ((x− s)2 + r2s)3/2
+
y(2c2(x(x2 + 4r2s) + s(−x2 + 6r2s)))
r2s ((x− s)2 + r2s)3/2
− 15y log
∣∣∣(x− s)−√(x− s)2 + r2s∣∣∣
(4)
∫
15 (c2 − s2)2 (x− s) y
((x− s)2 + y2 + z2)7/2
 y
z
 ds =(E.60)
[
8x(x− s)(c2 − x2)− 12x(x− s)r2s − 15r2s − 30y2z2
r4s
√
(x− s)2 + r2s
− 3(c
4 − 3x4 − 2x2r2s + r4s + 4sx(x2 − r2s) + 2c2(−2sx+ r2))
((x− s)2 + r2s)5/2
+
2(−2x4 − 3x2r2s + 5r4s + 2sx(x2 − 6r2s) + c2(−2sx+ 2x2 + 5r2s))
r2s ((x− s)2 + r2s)3/2
] y2
yz

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E.4. Euler angles and an additional rotation
The boundary condition on the spheroid in (4.60) can more specifically be provided
as
U∗(x∗) +V∗(x∗) = Ω× x∗(E.61)
where
(E.62) Ω =

σ˙ sinκ cosω(t)
σ˙ sinκ sinω(t)
ω˙ + σ˙ cosκ

is the angular velocity vector.
General rigid body rotations can be specified through three Euler angles φ, θ, ψ
(Goldstein 1950). The motion is provided in terms of three rotations:
1. Rotation through an angle φ about the axis iˆ, jˆ, kˆ.
2. Rotation through an angle θ about the new iˆ axis i˜.
3. Rotation through an angle ψ about the new kˆ axis kˆ∗.
The Euler angles specify the position of the body by providing three orthogonal direc-
tions iˆ∗, jˆ∗, kˆ∗ defined relative to the body. This defines a body coordinate system and
the description is shown in Figure 5.1. The orientation of the iˆ, jˆ, kˆ system relative
to the iˆ∗, jˆ∗, kˆ∗ system is completely determined by φ, θ, ψ. The transformation from
fixed coordinate system to the body coordinate system is provided by
(E.63) S = Sψ Sθ Sφ
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iˆjˆ
kˆ
iˆ∗
φ
kˆ∗
θ jˆ
∗
i¯
ψ
Figure 5.1. The Euler angles φ, θ, ψ specify general rigid body rotations.
where
Sφ =

cosφ sinφ 0
− sinφ cosφ 0
0 0 1
 , Sθ =

1 0 0
0 cos θ sin θ
0 − sin θ cos θ

Sψ =

cosψ sinψ 0
− sinψ cosψ 0
0 0 1
 .(E.64)
The angular velocity vector
(E.65) Ω¯ =

ω1
ω2
ω3

of the body relative to the axis iˆ, jˆ, kˆ is found as
(E.66) ST S˙ =

0 ω3 −ω2
−ω3 0 ω1
ω2 −ω1 0

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and is expressed in terms of the rate of change of the Euler angles as
(E.67) Ω¯ =

0
0
1
 φ˙+

cosφ
sinφ
0
 θ˙ +

sin θ sinφ
− sin θ cosφ
cos θ
 ψ˙.
The Euler angles for the boundary condition in (E.61) which represents a body re-
volving about its major axis as it sweeps out a cone are
1. φ = ω(t) + pi/2.
(This is a time-dependent rotation of the spheroid in the iˆ− jˆ plane with pi/2
signifying that the initial orientation of the tilted body in the ∗ frame is in the
iˆ∗ − kˆ∗ plane.)
2. θ = κ.
(This is a steady rotation which tilts the spheroid by an angle κ in the i¯ − kˆ
plane.)
3. ψ = β(t).
(This is a time-dependent rotation about the major axis of the tilted spheroid
sweeping out a cone, which is aligned with the kˆ∗ axis.)
As expected, we have
Ω¯ =

0
0
1
 ω˙ +

cosκ cosω(t)
cosκ sinω(t)
sinκ
 σ˙ = Ω.(E.68)
E.5. Trajectory and flow properties for an added rotation
In Section 4.5, an exact velocity field was constructed for a spheroid spinning about
its axis with rate σ˙ as it sweeps out a cone at a rate of ω˙. In this appendix, we provide
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a catalog of graphics for the trajectory and flow properties given in Chapter 4 for the
exact velocity field when σ˙ = 0. The properties for this added rotation are presented
when σ˙ = 2 ω˙. Note that in the limit of increasing eccentricity, the spheroid becomes
more slender and the added spin contributes less to the flow field. In this limit, the
properties of the velocity field in Section 4.2 and 4.3 of Chapter 4 without the added
rotation are recovered which the graphics here demonstrate.
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e = 0.95
κ = 60o
e = 0.995
κ = 60o
e = 0.9995
κ = 60o
Figure 5.2. Particle trajectories for spheroid eccentricies e =
0.95, 0.995, 0.9995 (varying from top to bottom) for cone angle κ = 30o
after 20 rod revolutions. The initial particle positions are provided in
(4.19). The top view of the corresponding side view is shown to the right.
The spheroid performs an axial rotation with rate twice the rate at which
it sweeps a cone.
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e = 0.95
κ = 30o
e = 0.995
κ = 30o
e = 0.9995
κ = 30o
Figure 5.3. Particle trajectories for spheroid eccentricies e =
0.95, 0.995, 0.9995 (varying from top to bottom) for cone angle κ = 60o
after 20 rod revolutions. The initial particle positions are provided in
(4.19). The top view of the corresponding side view is shown to the right.
The spheroid performs an axial rotation with rate twice the rate at which
it sweeps a cone.
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Figure 5.4. Color maps of polar amplitude for an added axial ro-
tation with rate twice the rate of sweeping out a cone when e =
0.95, 0.995, 0.9995 (top to bottom) for cone angle κ = 30o (left column)
and κ = 60o (right column) as a function of initial position (x0, 0, z0)
where the horizontal is x0 (measured in cone radius CR) and the vertical
axis is z0 (measured in cone height CH). These initial conditions sample
a set which intersects the body and where polar amplitude should not be
measured. This set is seen as the central black ellipsoid.
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Figure 5.5. Color maps of vertical fluctuation for an added axial ro-
tation with rate twice the rate of sweeping out a cone when e =
0.95, 0.995, 0.9995 (top to bottom) for cone angle κ = 30o (left column)
and κ = 60o (right column) as a function of initial position (x0, 0, z0)
where the horizontal is x0 (measured in cone radius CR) and the vertical
axis is z0 (measured in cone height CH). These initial conditions sample
a set which intersects the body and where vertical fluctuation should not
be measured. This set is seen as the central black ellipsoid.
341
00.5
1
1.5
2
2.5
3
3.5
4
4.5
5
5.5
6
6.5
7
e = 0.95
κ = 30o
-2 -1.5 -1 -0.5 0 0.5 1 1.5 2
-2
-1.5
-1
-0.5
0
0.5
1
1.5
2
0
0.5
1
1.5
2
2.5
3
3.5
4
4.5
5
5.5
6
6.5
7
e = 0.95
κ = 60o
-2 -1.5 -1 -0.5 0 0.5 1 1.5 2
-2
-1.5
-1
-0.5
0
0.5
1
1.5
2
0
0.5
1
1.5
2
2.5
3
3.5
4
4.5
5
5.5
6
6.5
7
e = 0.995
κ = 30o
-2 -1.5 -1 -0.5 0 0.5 1 1.5 2
-2
-1.5
-1
-0.5
0
0.5
1
1.5
2
0
0.5
1
1.5
2
2.5
3
3.5
4
4.5
5
5.5
6
6.5
7
e = 0.995
κ = 60o
-2 -1.5 -1 -0.5 0 0.5 1 1.5 2
-2
-1.5
-1
-0.5
0
0.5
1
1.5
2
0
0.5
1
1.5
2
2.5
3
3.5
4
4.5
5
5.5
6
6.5
7
e = 0.9995
κ = 30o
-2 -1.5 -1 -0.5 0 0.5 1 1.5 2
-2
-1.5
-1
-0.5
0
0.5
1
1.5
2
0
0.5
1
1.5
2
2.5
3
3.5
4
4.5
5
5.5
6
6.5
7
e = 0.9995
κ = 60o
-2 -1.5 -1 -0.5 0 0.5 1 1.5 2
-2
-1.5
-1
-0.5
0
0.5
1
1.5
2
Figure 5.6. Color maps of speed for an added axial rotation with rate
twice the rate of sweeping out a cone when e = 0.95, 0.995, 0.9995 (top to
bottom) for cone angle κ = 30o (left column) and κ = 60o (right column)
as a function of position (x∗, 0, z∗) at time t = 0 where the horizontal is
x∗ (measured in cone radius CR) and the vertical axis is z∗ (measured in
cone height CH). These positions sample a set which intersects the body
and where vertical fluctuation should not be measured. This set is seen
as the central black ellipsoid.
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E.6. Exact free space Fortran code
!—————————————————————————————————————–
! DESCRIPTION:
! Compute particle trajectory of a spheroid titled in the (x,z) plane rotating in (x,y)
! plane with the optional of an added axial rotation. Position vectors are computed
! using a 4th order Runge-Kutta method.
!
! COMPILE AND LINK:
! % make
! % (f77 -c -o FS.o FS.f)
! % (f77 -g FS.o -o fs)
!
! RUN:
! % time ./fs
!
! WRITTEN BY:
! Terry Jo Leiterman October 4, 2004
!—————————————————————————————————————–
implicit none
integer j, N
!—————————————————————————————————————–
! INITIALIZE NUMBER OF GRID POINTS HERE. INITIALIZE REMAINING
VARIABLES
! IN BOX BELOW. parameter (N = 10000*5)
!—————————————————————————————————————–
! TIME
double precision dt, tfin
double precision pi
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! MAJOR AXIS LENGTH a AND MINOR AXIS LENGTH b
double precision a, b
! FOCI OF ELLIPSOID
double precision c
! ROTATION SPEED
double precision w
! AXIAL SPIN SPEED
double precision beta
! ECCENTRICITY
double precision e
! CONSTANT SINGULARITY COEFFICIENTS
! ROTLET
double precision g3rot, g3prot, g4rot
! STRESSLET
double precision a3ss, a3pss
! QUADRIPOLE
double precision b3q, b3pq
! LINE DISTRIBUTION OF SINGULARITIES
! STRESSLET
double precision u1ss, u2ss, u3ss
! ROTLET
double precision u1r1, u2r1, u3r1
double precision u1r2, u2r2, u3r2
! QUADRIPOLE
double precision u1q, u2q, u3q
! INITIAL POSITION IN LAB FRAME
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double precision r0, th0, x0, y0, z0
! CYLINDRICAL COORDINATES
double precision xc, yc, zc
! ROTATED RECTANGULAR COORDINATES
double precision xr, yr, zr
! TILTED RECTANGULAR COORDINATES
double precision xt, yt, zt
! TILT ANGLE IN X-Z PLANE
double precision k
! RECTANGULAR VELOCITY FIELD IN BODY FRAME
double precision u1w, u2w, u3w, u1, u2, u3
! RECTANGULAR VELOCITY FIELD IN LAB FRAME
double precision u1lab, u2lab, u3lab
! CYLINDRICAL VELOCITY FIELD IN LAB FRAME
double precision urlab, uthlab, uzlab
! CYLINDRICAL POSITION VECTOR - RK4
double precision rn, thn, zn, rnnew, thnnew, znnew
! RECTANGULAR POSITION VECTOR
double precision xn, yn, xnnew, ynnew
! RUNGE-KUTTA COORDINATES
double precision rrk, thrk, zrk
double precision trk
double precision xrk, yrk
! RUNGE-KUTTA VARIABLES
double precision k1r, k1th, k1z
double precision k2r, k2th, k2z
double precision k3r, k3th, k3z
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double precision k4r, k4th, k4z
! L IS LENGTH OF ROD WHILE rad IS RADIUS OF BODY
! a IS NORMALIZED TO 1 WHILE b IS NORMALIZED TO rad/L
double precision rad, L
double precision numberRev
! CONE GEOMETRY AND ECCENTRICITY
double precision CH, CR, ecc
pi = 4.d0*atan(1.d0)
!—————————————————————————————————————–
! INITIALIZE REMAINING VARIABLES HERE. SEE DEFINITIONS ABOVE FOR
! FURTHER DESCRIPTIONS. VARIABLES WHICH CAN BE CHANGED BY
USER
! ARE HEADED BY (**).
! SINCE N ALLOCATES MEMORY, N IS INITIALIZED AT TOP OF FILE.
!—————————————————————————————————————–
! BODY PARAMETERS (**)
ecc = 0.995d0
a = 1.d0
L = a
b = a*dsqrt(1.d0-ecc*ecc)
! FREQUENCY w AND TILT k (**)
w = 2.d0*pi
k = 30.d0*pi/180.d0
beta = 0.d0*w
CR = dcos(k)
CH = dsin(k)
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! INITIAL POSITION IN POLAR CYLINDRICAL COORDINATES (**)
r0 = 1.d0*CR/L
th0 = 0.d0*pi/180.d0
z0 = 1.0*CH/L
! FINAL TIME RESULTS IN SPHEROID COMPLETING numberRev ORBITS (**)
numberRev = 5.d0
tfin = numberRev
!—————————————————————————————————————–
dt = tfin/N
! EXACT FREE SPACE
open(unit=11, file=’trajfs.m’, form=’formatted’)
call foci(a,b,c)
call eccen(a,c,e)
! COMPUTE CONSTANT SINGULARITY STRENGTHS
call singStrengths(e,w,beta,k,g4rot,g3rot,g3prot,a3ss,a3pss, b3q,b3pq)
! DETERMINE RECTANGULAR COORDINATES
call rectCoord(r0,th0,x0,y0)
rn = r0
thn = th0
zn = z0
xn = x0
yn = y0
write(11,*) xn, yn, zn
t = 0.d0
! COMPUTE PARTICLE TRAJECTORIES USING 4TH ORDER RUNGE-KUTTA
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do 10 j = 1, N
!———————————————- PASS 1 ————————————————
rrk = rn
thrk = thn
zrk = zn
trk = t
! DETERMINE RECTANGULAR COORDINATES
call rectCoord(rrk,thrk,xrk,yrk)
! ROTATE THE COORDINATES
call rotate(xrk,yrk,zrk,trk,xr,yr,zr,w)
! COMPUTE SINGULARITIES FOR TILTED AND ROTATED SPHEROID
call stresslet(xt,yt,zt,a,c,u1ss,u2ss,u3ss)
call rotlet1(xt,yt,zt,a,c,u1r1,u2r1,u3r1)
call rotlet2(xt,yt,zt,a,c,u1r2,u2r2,u3r2)
call quadripole(xt,yt,zt,a,c,u1q,u2q,u3q)
! COMPUTE RECTANGULAR VELOCITY FIELD IN BODY FRAME
call velBodyFrame1(g4rot,g3rot,g3prot,a3ss,a3pss,
+ b3q,b3pq,
+ u1ss,u1r1,u1r2,u1q,u1w)
call velBodyFrame2(g4rot,g3rot,g3prot,a3ss,a3pss,
+ b3q,b3pq,
+ u2ss,u2r1,u2r2,u2q,u2w)
call velBodyFrame3(g4rot,g3rot,g3prot,a3ss,a3pss,
+ b3q,b3pq,
+ u3ss,u3r1,u3r2,u3q,u3w)
call velBodyFrame(k,u1w,u2w,u3w,u1,u2,u3)
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! COMPUTE RECTANGULAR VELOCITY FIELD IN LAB FRAME
call velLabFrame(trk,u1,u2,u3,u1lab,u2lab,u3lab,w)
k1r = dt*urlab
k1th = dt*uthlab/rrk
k1z = dt*uzlab
!———————————————- PASS 2 ————————————————
rrk = rn + 0.5d0*k1r
thrk = thn + 0.5d0*k1th
zrk = zn + 0.5d0*k1z
trk = t + 0.5d0*dt
! DETERMINE RECTANGULAR COORDINATES
call rectCoord(rrk,thrk,xrk,yrk)
! ROTATE THE COORDINATES
call rotate(xrk,yrk,zrk,trk,xr,yr,zr,w)
! COMPUTE SINGULARITIES FOR TILTED AND ROTATED SPHEROID
call stresslet(xt,yt,zt,a,c,u1ss,u2ss,u3ss)
call rotlet1(xt,yt,zt,a,c,u1r1,u2r1,u3r1)
call rotlet2(xt,yt,zt,a,c,u1r2,u2r2,u3r2)
call quadripole(xt,yt,zt,a,c,u1q,u2q,u3q )
! COMPUTE RECTANGULAR VELOCITY FIELD IN BODY FRAME
call velBodyFrame1(g4rot,g3rot,g3prot,a3ss,a3pss,
+ b3q,b3pq,
+ u1ss,u1r1,u1r2,u1q,u1w)
call velBodyFrame2(g4rot,g3rot,g3prot,a3ss,a3pss,
+ b3q,b3pq,
+ u2ss,u2r1,u2r2,u2q,u2w)
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call velBodyFrame3(g4rot,g3rot,g3prot,a3ss,a3pss,
+ b3q,b3pq,
+ u3ss,u3r1,u3r2,u3q,u3w)
call velBodyFrame(k,u1w,u2w,u3w,u1,u2,u3)
! COMPUTE RECTANGULAR VELOCITY FIELD IN LAB FRAME
call velLabFrame(trk,u1,u2,u3,u1lab,u2lab,u3lab,w)
! COMPUTE CYLINDRICAL VELOCITY FIELD IN LAB FRAME
call velLabFrameCyl(thrk,u1lab,u2lab,u3lab,urlab,uthlab,uzlab)
k2r = dt*urlab
k2th = dt*uthlab/rrk
k2z = dt*uzlab
!———————————————- PASS 3 ————————————————
rrk = rn + 0.5d0*k2r
thrk = thn + 0.5d0*k2th
zrk = zn + 0.5d0*k2z
trk = t + 0.5d0*dt
! DETERMINE RECTANGULAR COORDINATES
call rectCoord(rrk,thrk,xrk,yrk)
! ROTATE THE COORDINATES
call rotate(xrk,yrk,zrk,trk,xr,yr,zr,w)
! COMPUTE SINGULARITIES FOR TILTED AND ROTATED SPHEROID
call stresslet(xt,yt,zt,a,c,u1ss,u2ss,u3ss)
call rotlet1(xt,yt,zt,a,c,u1r1,u2r1,u3r1)
call rotlet2(xt,yt,zt,a,c,u1r2,u2r2,u3r2)
call quadripole(xt,yt,zt,a,c,u1q,u2q,u3q)
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! COMPUTE RECTANGULAR VELOCITY FIELD IN BODY FRAME
call velBodyFrame1(g4rot,g3rot,g3prot,a3ss,a3pss,
+ b3q,b3pq,
+ u1ss,u1r1,u1r2,u1q,u1w)
call velBodyFrame2(g4rot,g3rot,g3prot,a3ss,a3pss,
+ b3q,b3pq,
+ u2ss,u2r1,u2r2,u2q,u2w)
call velBodyFrame3(g4rot,g3rot,g3prot,a3ss,a3pss,
+ b3q,b3pq,
+ u3ss,u3r1,u3r2,u3q,u3w)
call velBodyFrame(k,u1w,u2w,u3w,u1,u2,u3)
! COMPUTE RECTANGULAR VELOCITY FIELD IN LAB FRAME
call velLabFrame(trk,u1,u2,u3,u1lab,u2lab,u3lab,w)
! COMPUTE CYLINDRICAL VELOCITY FIELD IN LAB FRAME
call velLabFrameCyl(thrk,u1lab,u2lab,u3lab,urlab,uthlab,uzlab)
k3r = dt*urlab
k3th = dt*uthlab/rrk
k3z = dt*uzlab
!———————————————- PASS 4 ————————————————
rrk = rn + k3r
thrk = thn + k3th
zrk = zn + k3z
trk = t + dt
! DETERMINE RECTANGULAR COORDINATES
call rectCoord(rrk,thrk,xrk,yrk)
! ROTATE THE COORDINATES
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call rotate(xrk,yrk,zrk,trk,xr,yr,zr,w)
! COMPUTE SINGULARITIES FOR TILTED AND ROTATED SPHEROID
call stresslet(xt,yt,zt,a,c,u1ss,u2ss,u3ss)
call rotlet1(xt,yt,zt,a,c,u1r1,u2r1,u3r1)
call rotlet2(xt,yt,zt,a,c,u1r2,u2r2,u3r2)
call quadripole(xt,yt,zt,a,c,u1q,u2q,u3q)
! COMPUTE RECTANGULAR VELOCITY FIELD IN BODY FRAME
call velBodyFrame1(g4rot,g3rot,g3prot,a3ss,a3pss,
+ b3q,b3pq,
+ u1ss,u1r1,u1r2,u1q,u1w)
call velBodyFrame2(g4rot,g3rot,g3prot,a3ss,a3pss,
+ b3q,b3pq,
+ u2ss,u2r1,u2r2,u2q,u2w)
call velBodyFrame3(g4rot,g3rot,g3prot,a3ss,a3pss,
+ b3q,b3pq,
+ u3ss,u3r1,u3r2,u3q,u3w)
call velBodyFrame(k,u1w,u2w,u3w,u1,u2,u3)
! COMPUTE RECTANGULAR VELOCITY FIELD IN LAB FRAME
call velLabFrame(trk,u1,u2,u3,u1lab,u2lab,u3lab,w)
! COMPUTE CYLINDRICAL VELOCITY FIELD IN LAB FRAME
call velLabFrameCyl(thrk,u1lab,u2lab,u3lab,urlab,uthlab,uzlab)
k4r = dt*urlab
k4th = dt*uthlab/rrk
k4z = dt*uzlab
!———————————————- UPDATE ————————————————
rnnew = rn + (k1r + 2.d0*k2r + 2.d0*k3r + k4r)/6.d0
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thnnew = thn + (k1th + 2.d0*k2th + 2.d0*k3th + k4th)/6.d0
znnew = zn + (k1z + 2.d0*k2z + 2.d0*k3z + k4z)/6.d0
! DETERMINE RECTANGULAR COORDINATES
call rectCoord(rnnew,thnnew,xc,yc)
xnnew = xc
ynnew = yc
t = j*dt
write(11,*) xnnew, ynnew, znnew
xn = xnnew
yn = ynnew
zn = znnew
rn = rnnew
thn = thnnew
10 continue
close(11)
stop end
! SUBROUTINES ORGANIZED IN ALPHABETICAL ORDER
!—————————————————————————————————————–
subroutine eccen(a,c,e)
!—————————————————————————————————————–
! Computes the eccentricity of an ellipsoid with major axis length a and minor
! axis length b.
double precision a, c, e
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e = c/a
return end
!—————————————————————————————————————–
subroutine foci(a,b,c)
!—————————————————————————————————————–
! Computes the foci of an ellipsoid with major axis length a and minor
! axis lenght b.
double precision a, b, c
if (a.lt.b) then
print*, ’ERROR: a ¿= b must be chosen’
print*, ’RERUN WITH APPROPRIATE a AND b’
stop
endif
c = sqrt(a*a - b*b)
return
end
!—————————————————————————————————————–
subroutine quadripole(x,y,z,a,c,u1q,u2q,u3q)
!—————————————————————————————————————–
! Computes the contribution to the velocity field from a line distribution of
quadripoles
! uq = (uq1,uq2,uq3) between the foci c of a spheroid with strengths (c2 − s2)2
! where −c < s < c. The strengths are chosen to match a rotating boundary condition
! on the body.
double precision x, y, z, a, b, c, sgn
double precision r, rs
double precision u1q, u2q, u3q
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double precision bdd
bdd = 10**(-12.d0)
b = dsqrt(a*a-c*c)
r = x*x + y*y + z*z
rs = y*y + z*z
if (abs(rs).lt.bdd) then
if (x.gt.0.d0) then
sgn = 1.d0
else if (x.lt.0.d0) then
sgn = -1.d0
endif
u1q = 0.d0
u2q = 3*sgn*(c + 2*(c*c-3*x*x)/(c-x) + 2*x*(c*c-x*x)/
+ ((c-x)*(c-x)) - (c*c-x*x)**2/(3*(c-x)**3) +
+ 4*x*dlog(abs(c-x))) -
+ 3*sgn*(-c + 2*(c*c-3*x*x)/(-c-x) + 2*x*(c*c-x*x)/
+ ((-c-x)*(-c-x)) - (c*c-x*x)**2/(3*(-c-x)**3) +
+ 4*x*dlog(abs(-c-x)))
u3q = 0.d0
else
! FIRST COMPONENT OF QUADRIPOLE CONTRIBUTION
u1q = 3*y*((3*c**4*(c-x)*rs - 12*c*(5*x*x - rs)*r*r + 12*x*r**3 +
+ (c**4)*x*(60*x*x - 47*rs) + c**5*(-12*x*x + 19*rs) +
+ 24*c*c*x*(5*x**4 + 4*x*x*rs - rs*rs) + 4*(c**3)*(-30*(x**4)+
+ x*x*rs + 7*rs*rs) + 2*c*c*(2*c**5 - 10*(c**4)*x + c**3*
+ (20*x*x - rs) + 10*c*x*x*r - 2*x*r*r - 5*c*c*x*(4*x*x +
+ rs)))/(3*rs*((c*c - 2*c*x + r)**2.5))- 4*dlog(abs(c-x +
+ sqrt(c*c - 2*c*x + r)))) -
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+ 3*y*((3*c**4*(-c-x)*rs + 12*c*(5*x*x - rs)*r*r + 12*x*r**3 +
+ (c**4)*x*(60*x*x - 47*rs) - c**5*(-12*x*x + 19*rs) +
+ 24*c*c*x*(5*x**4 + 4*x*x*rs - rs*rs) - 4*(c**3)*(-30*(x**4)+
+ x*x*rs + 7*rs*rs) + 2*c*c*(-2*c**5 - 10*(c**4)*x - c**3*
+ (20*x*x - rs) - 10*c*x*x*r - 2*x*r*r - 5*c*c*x*(4*x*x +
+ rs)))/(3*rs*((c*c + 2*c*x + r)**2.5))- 4*dlog(abs(-c-x +
+ sqrt(c*c + 2*c*x + r))))
! SECOND COMPONENT OF QUADRIPOLE CONTRIBUTION
u2q = -sqrt((c-x)*(c-x) + rs)*(3 + (3*y*y*(c**4 - 3*x**4 -
+ 2*x*x*y*y + y**4 - 2*x*x*z*z + 2*y*y*z*z + z**4 + 4*c*x*
+ (x*x - rs) + 2*c*c*(-2*c*x + r)))/(((c-x)*(c-x) + rs)**3)+
+ (4*x**4*y**2 + 10*x*x*y**4 + 21*y**6 - 4*x**4*z*z + 8*x*x*
+ y*y*z*z + 48*y**4*z*z - 2*x*x*z**4 + 33*y*y*z**4 + 6*z**6 -
+ 4*c*x*(7*y**4 + 11*y*y*z*z + 4*z**4 + x*x*(y*y - z*z)) +
+ 2*c*c*(2*c*x*(y*y - z*z) - 2*x*x*(y*y - z*z) + 3*rs*rs))/
+ (rs*rs*((c-x)*(c-x) + rs)) - (-7*x**4*y*y - 8*x*x*y**4 +
+ 11*y**6 - 3*x**4*z*z - 10*x*x*y*y*z*z + 23*y**4*z*z -
+ 2*x*x*z**4 + 13*y*y*z**4 + z**6 + c**4*rs + 4*c*x*(-7*y**4
+ -8*y*y*z*z - z**4 + x*x*(2*y*y + z*z)) + 2*c*c*(6*y**4 +
+ 7*y*y*z*z + z**4 - 2*c*x*(2*y*y + z*z) + x*x*(3*y*y + z*z)))
+ /(rs*((c-x)*(c-x) + rs)**2)) - 12*x*dlog(abs(c-x +
+ sqrt((c-x)*(c-x) + rs))) +
+ sqrt((-c-x)*(-c-x) + rs)*(3 + (3*y*y*(c**4 - 3*x**4 -
+ 2*x*x*y*y + y**4 - 2*x*x*z*z + 2*y*y*z*z + z**4 - 4*c*x*
+ (x*x - rs) + 2*c*c*(2*c*x + r)))/(((-c-x)*(-c-x) + rs)**3)+
+ (4*x**4*y**2 + 10*x*x*y**4 + 21*y**6 - 4*x**4*z*z + 8*x*x*
+ y*y*z*z + 48*y**4*z*z - 2*x*x*z**4 + 33*y*y*z**4 + 6*z**6 +
+ 4*c*x*(7*y**4 + 11*y*y*z*z + 4*z**4 + x*x*(y*y - z*z)) +
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+ 2*c*c*(-2*c*x*(y*y - z*z) - 2*x*x*(y*y - z*z) + 3*rs*rs))/
+ (rs*rs*((-c-x)*(-c-x) + rs)) - (-7*x**4*y*y - 8*x*x*y**4 +
+ 11*y**6 - 3*x**4*z*z - 10*x*x*y*y*z*z + 23*y**4*z*z -
+ 2*x*x*z**4 + 13*y*y*z**4 + z**6 + c**4*rs - 4*c*x*(-7*y**4
+ -8*y*y*z*z - z**4 + x*x*(2*y*y + z*z)) + 2*c*c*(6*y**4 +
+ 7*y*y*z*z + z**4 + 2*c*x*(2*y*y + z*z) + x*x*(3*y*y + z*z)))
+ /(rs*((-c-x)*(-c-x) + rs)**2)) + 12*x*dlog(abs(-c-x + sqrt(
+ (-c-x)*(-c-x) + rs)))
! THIRD COMPONENT OF QUADRIPOLE CONTRIBUTION
u3q = y*z*((((c-x)*(c-x)+rs)**2)*(-8*c*c*(c-x)*x + 8*(c-x)*x**3 +
+ 12*(c-x)*x*y*y - 15*y**4 + 12*(c-x)*x*z*z - 30*y*y*z*z -
+ 15*z**4)/(rs*rs) - 3*(c**4 - 3*x**4 - 2*x*x*y*y + y**4 -
+ 2*x*x*z*z + 2*y*y*z*z + z**4 + 4*c*x*(x*x-rs) + 2*c*c*(-2*
+ c*x + r)) + (2*(c*c - 2*c*x + r)*(-2*x**4 - 3*x*x*y*y +
+ 5*y**4 - 3*x*x*z*z + 10*y*y*z*z + 5*z**4 + 2*c*x*(x*x -
+ 6*rs) + c*c*(-2*c*x + 2*x*x + 5*rs)))/(rs))/(((c-x)*(c-x) +
+ rs)**2.5) -
+ y*z*((((-c-x)*(-c-x)+rs)**2)*(-8*c*c*(-c-x)*x + 8*(-c-x)*
+ x**3 + 12*(-c-x)*x*y*y - 15*y**4 + 12*(-c-x)*x*z*z -30*y*y*
+ z*z - 15*z**4)/(rs*rs) - 3*(c**4 - 3*x**4 - 2*x*x*y*y + y**4
+ - 2*x*x*z*z + 2*y*y*z*z + z**4 - 4*c*x*(x*x-rs) + 2*c*c*(2*
+ c*x + r)) + (2*(c*c + 2*c*x + r)*(-2*x**4 - 3*x*x*y*y +
+ 5*y**4 - 3*x*x*z*z + 10*y*y*z*z + 5*z**4 - 2*c*x*(x*x -
+ 6*rs) + c*c*(2*c*x + 2*x*x + 5*rs)))/(rs))/(((-c-x)*(-c-x) +
+ rs)**2.5)
endif
return
end
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!—————————————————————————————————————–
subroutine rectCoord(r,th,xc,yc)
!—————————————————————————————————————–
! Computes rectangular coordinates (xc,yc) from polar coordinates (r,th).
double precision r, th, xc, yc
xc = r*dcos(th)
yc = r*dsin(th)
return
end
!—————————————————————————————————————–
subroutine rotate(x,y,z,t,xtr,ytr,ztr,w)
!—————————————————————————————————————–
! Computes coordinates for a spheroid rotated by an angle t in the x-y plane.
double precision x, y, z, t, w
double precision xtr, ytr, ztr
xtr = x*dcos(w*t) + y*dsin(w*t)
ytr = -x*dsin(w*t) + y*dcos(w*t)
ztr = z
return
end
!—————————————————————————————————————–
subroutine rotlet1(x,y,z,a,c,u1r,u2r,u3r)
!—————————————————————————————————————–
! Computes the contribution to the velocity field from a line distribution of rotlets
! ur = (ur1,ur2,ur3) between the foci c of a spheroid with strengths (c2 − s2) where
! −c < s < c. The strengths are chosen to match a rotating boundary condition on the
! body.
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double precision x, y, z, a, c, sgn
double precision r, rs
double precision u1r, u2r, u3r
double precision bdd
bdd = 10**(-12.d0)
r = x*x + y*y + z*z
rs = y*y + z*z
if (abs(rs).lt.bdd) then
if (x.gt.0.d0) then
sgn = 1.d0
else if (x.lt.0.d0) then
sgn = -1.d0
endif
u1r = 0.d0
u2r = sgn*(-c + (-c*c+x*x)/(c-x) - 2*x*dlog(abs(c-x))) -
+ sgn*(c + (-c*c+x*x)/(-c-x) - 2*x*dlog(abs(-c-x)))
u3r = 0.d0
else
! FIRST COMPONENT OF ROTLET CONTRIBUTION
u1r = y*((c*c*(-c+x) + c*(x*x - rs) - x*r)/(rs*sqrt(c*c - 2*c*x +
+ r)) + dlog(abs(c-x + sqrt(c*c - 2*c*x + r)))) -
+ y*((c*c*(c+x) - c*(x*x - rs) - x*r)/(rs*sqrt(c*c + 2*c*x +
+ r)) + dlog(abs(-c-x + sqrt(c*c + 2*c*x + r))))
! Second COMPONENT OF ROTLET CONTRIBUTION
u2r = (2*c*c - 4*c*x + 2*r)/sqrt(c*c - 2*c*x + r) - (2*c*c +
+ 4*c*x + 2*r)/sqrt(c*c + 2*c*x + r) -
+ 2*x*dlog(abs(-c-x + sqrt(c*c + 2*c*x + r))) + 2*x*dlog(abs(
+ c-x + sqrt(c*c - 2*c*x + r)))
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! THIRD COMPONENT OF ROTLET CONTRIBUTION
u3r = 0
endif
return
end
!—————————————————————————————————————–
subroutine rotlet2(x,y,z,a,c,u1r,u2r,u3r)
!—————————————————————————————————————–
! Computes the contribution to the velocity field from a line distribution of rotlets
! ur = (ur1,ur2,ur3) between the foci c of a spheroid with strengths (c2 − s2) where
! −c < s < c. The strengths are chosen to match a rotating boundary condition on
! the body.
double precision x, y, z, a, c
double precision r, rs
double precision u1r, u2r, u3r
double precision bdd
bdd = 10**(-12.d0)
r = x*x + y*y + z*z
rs = y*y + z*z
if (abs(rs).lt.bdd) then
u1r = 0.d0
u2r = 0.d0
u3r = 0.d0
else
! FIRST COMPONENT OF ROTLET CONTRIBUTION
u1r = 0
! SECOND COMPONENT OF ROTLET CONTRIBUTION
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u2r = z*((c*c*(-c+x) + c*(x*x - rs) - x*r)/(rs*sqrt(c*c - 2*c*x +
+ r)) + dlog(abs(c-x + sqrt(c*c - 2*c*x + r)))) -
+ z*((c*c*(c+x) - c*(x*x - rs) - x*r)/(rs*sqrt(c*c + 2*c*x +
+ r)) + dlog(abs(-c-x + sqrt(c*c + 2*c*x + r))))
! THIRD COMPONENT OF ROTLET CONTRIBUTION
u3r = -y*((c*c*(-c+x) + c*(x*x - rs) - x*r)/(rs*sqrt(c*c - 2*c*x +
+ r)) + dlog(abs(c-x + sqrt(c*c - 2*c*x + r)))) +
+ y*((c*c*(c+x) - c*(x*x - rs) - x*r)/(rs*sqrt(c*c + 2*c*x +
+ r)) + dlog(abs(-c-x + sqrt(c*c + 2*c*x + r))))
endif
return end
!—————————————————————————————————————–
subroutine singStrengths(e,w,b,k,g4rot,g3rot,g3prot,a3ss,a3pss,
+ b3q,b3pq)
!—————————————————————————————————————–
! Computes the constant singularity strengths of the rotlet, stresslet, and quadripole.
! The strengths are chosen to match a rotating boundary condition on the body.
double precision e, w, b, k
double precision g4rot, g3rot,g3prot,a3ss,a3pss,b3q,b3pq
! ROTLET
g4rot =(dsin(k)*w+b)*(1-e*e)/(2*e-(1-e*e)*dlog((1+e)/(1-e)))
g3rot = dcos(k)*w*(1-e*e)/(-2*e+(1+e*e)*dlog((1+e)/(1-e)))
g3prot = dcos(k)*w/(-2*e+(1+e*e)*dlog((1+e)/(1-e)))
! STRESSLET
a3ss = 2*e*e*g3rot*(-2*e+dlog((1+e)/(1-e)))/(2*e*(2*e*e-3)+
+ 3*(1-e*e)*dlog((1+e)/(1-e)))
a3pss = e*e*g3prot*(-2*e+(1-e*e)*dlog((1+e)/(1-e)))/(2*e*(2*e*e-3)+
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+ 3*(1-e*e)*dlog((1+e)/(1-e)))
! QUADRIPOLE
b3q = (1-e*e)*a3ss/(4*e*e)
b3pq = (1-e*e)*a3pss/(4*e*e)
return
end
!—————————————————————————————————————–
subroutine stresslet(x,y,z,a,c,u1ss,u2ss,u3ss)
!—————————————————————————————————————–
! Computes the contribution to the velocity field from a line distribution of stresslets
! uss = (u1ss,u2ss,u3ss) between the foci c of a spheroid with strengths (c2 − s2)
! where -c ¡ p ¡ c. The strengths are chosen to match a rotating boundary condition
! on the body.
double precision x, y, z, c, a
double precision r, rs
double precision u1ss, u2ss, u3ss
double precision bdd
bdd = 10**(-12.d0)
r = x*x + y*y + z*z
rs = y*y + z*z
if (abs(rs).lt.bdd) then
u1ss = 0.d0
u2ss = 0.d0
u3ss = 0.d0
else
! FIRST COMPONET OF STRESSLET CONTRIBUTION
u1ss = 3*y*((c*c*(c-x)**3 + x*r*r + 3*c*c*x*(x*x - 2*rs) +
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+ c**3*(-x*x + 4*rs) + 3*c*(-(x**4) + rs*rs))/(3*rs*(((c-x)
+ *(c-x)+ rs)**1.5))-dlog(abs(c-x+sqrt((c-x)*(c-x)+rs)))) -
+ 3*y*((c*c*(-c-x)**3 + x*r*r + 3*c*c*x*(x*x - 2*rs) -
+ c**3*(-x*x + 4*rs) - 3*c*(-(x**4) + rs*rs))/(3*rs*(((-c-x)
+ *(-c-x)+ rs)**1.5))-dlog(abs(-c-x+sqrt((-c-x)*(-c-x)+rs))))
! SECOND COMPONENT OF STRESSLET CONTRIBUTION
u2ss = y*y*(2*(c**3)*x - 2*(x**4) - 4*x*x*rs + 6*c*x*r - 3*c*c*
+ (2*x*x + rs) + rs*(c*c - 2*rs))/(rs*(((c-x)*(c-x) +
+ rs)**1.5)) -
+ y*y*(-2*(c**3)*x - 2*(x**4) - 4*x*x*rs - 6*c*x*r - 3*c*c*
+ (2*x*x + rs) + rs*(c*c - 2*rs))/(rs*(((-c-x)*(-c-x) +
+ rs)**1.5))
! THIRD COMPONENT OF STRESSLET CONTRIBUTION
u3ss = y*z*(2*(c**3)*x - 2*(x**4) - 4*x*x*rs + 6*c*x*r - 3*c*c*
+ (2*x*x + rs) + rs*(c*c - 2*rs))/(rs*(((c-x)*(c-x) +
+ rs)**1.5)) -
+ y*z*(-2*(c**3)*x - 2*(x**4) - 4*x*x*rs - 6*c*x*r - 3*c*c*
+ (2*x*x + rs) + rs*(c*c - 2*rs))/(rs*(((-c-x)*(-c-x) +
+ rs)**1.5))
endif
return
end
!—————————————————————————————————————–
subroutine tilt(x,y,z,k,xt,yt,zt)
!—————————————————————————————————————–
! Computes coordinates for a spheroid tilted by an angle k in the x-z plane.
double precision x, y, z, k
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double precision xt, yt, zt
xt = x*dcos(k) + z*dsin(k)
yt = y
zt = -x*dsin(k) + z*dcos(k)
return
end
!—————————————————————————————————————–
subroutine velBodyFrame(k,u1w,u2w,u3w,u1,u2,u3)
!—————————————————————————————————————–
! Computes the exact solution for a spheriod tilted in the x-z plane by an angle k.
double precision k
double precision u1w, u2w, u3w, u1, u2, u3
u1 = u1w*dcos(k) - u3w*dsin(k)
u2 = u2w
u3 = u1w*dsin(k) + u3w*dcos(k)
return
end
!—————————————————————————————————————–
subroutine velBodyFrame1(g4rot,g3rot,g3prot,a3ss,a3pss,
+ b3q,b3pq, uss,ur1,ur2,uq,u1)
!—————————————————————————————————————–
! Computes the u1 component of the rectangular velocity field in the body frame
! using the singularities uss, ur, and uq. That is, no-slip is obtained on the body
! while a rotating flow is observed at infinity.
double precision g4rot,g3rot,g3prot,a3ss,a3pss,b3q,b3pq
double precision uss, ur1, ur2, uq, u1
u1 = (a3ss + a3pss)*uss + (g3rot + g3prot)*ur1 + g4rot*ur2 +
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+ (b3q + b3pq)*uq
return
end
!—————————————————————————————————————–
subroutine velBodyFrame2(g4rot,g3rot,g3prot,a3ss,a3pss,
+ b3q,b3pq,uss,ur1,ur2,uq,u2)
!—————————————————————————————————————–
! Computes the u2 component of the rectangular velocity field in the body frame
! using the singularities uss, ur, and uq. That is, no-slip is obtained on the body
! while a rotating flow is observed at infinity.
double precision g4rot,g3rot,g3prot,a3ss,a3pss,b3q,b3pq
double precision uss, ur1, ur2, uq, u2
u2 = (a3ss + a3pss)*uss + (g3rot + g3prot)*ur1 + g4rot*ur2 +
+ (b3q + b3pq)*uq
return
end
!—————————————————————————————————————–
subroutine velBodyFrame3(g4rot,g3rot,g3prot,a3ss,a3pss,
+ b3q,b3pq, uss,ur1,ur2,uq,u3)
!—————————————————————————————————————–
! Computes the u3 component of the rectangular velocity field in the body frame
! using the singularities uss, ur, and uq. That is, no-slip is obtained on the body
! while a rotating flow is observed at infinity.
double precision g4rot,g3rot,g3prot,a3ss,a3pss,b3q,b3pq
double precision uss, ur1, ur2, uq, u3
u3 = (a3ss + a3pss)*uss + (g3rot + g3prot)*ur1 + g4rot*ur2 +
+ (b3q + b3pq)*uq
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return
end
!—————————————————————————————————————–
subroutine velLabFrame(t,u1,u2,u3,u1lab,u2lab,u3lab,w)
!—————————————————————————————————————–
! Computes the rectangular velocity field in the lab frame where the body is rotating
! in x-y plane. That is, the body is moving and the flow at infinity vanishes.
double precision t, w
double precision u1, u2, u3, u1lab, u2lab, u3lab
u1lab = u1*dcos(w*t) - u2*dsin(w*t)
u2lab = u1*dsin(w*t) + u2*dcos(w*t)
u3lab = u3
return
end
!—————————————————————————————————————–
subroutine velLabFrameCyl(th,u1lab,u2lab,u3lab,urlab,uthlab,uzlab)
!—————————————————————————————————————–
! Computes the cylindrical velocity field in the lab frame where the body is rotating in
! x-y plane. That is, the body is moving and the flow at infinity vanishes.
double precision th
double precision u1lab, u2lab, u3lab, urlab, uthlab, uzlab
urlab = u1lab*dcos(th) + u2lab*dsin(th)
uthlab = -u1lab*dsin(th) + u2lab*dcos(th)
uzlab = u3lab
return
end
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APPENDIX F
An asymptotic free space solution
F.1. Construction and validation
Consider a line distribution of Stokeslets with strength α(s) placed at
(F.1) xs(s) = (s sinκ, 0, s cosκ) (−` < s < ` ).
The resulting velocity field is
(F.2) uS(x) =
∫ `
−`
(
α(s)
|x− xs(s)| +
(x− xs(s)) [ (x− xs(s)) ·α(s) ]
|x− xs(s)|3
)
ds.
In the following, all quantities with units of length are non-dimensionalized by half the
length of the body `. Further, velocity is non-dimensionalized by the linear velocity of
the body’s tip U = ω˙ ` sinκ. By nature of the singularity distribution, α has units of
velocity and is non-dimensionalized by U.
Let x0 = (x0, y0, z0) lie on the slender tilted body
−1 < s∗ < 1(F.3)
s∗ = x0 sinκ+ z0 cosκ
δ2 = y20 + (−x0 cosκ+ z0 sinκ)2.
As presented in section 5.1.3, we seek the singularity strength α(s) for which
(F.4) uS(x) =
∫ 1
−1
(
α(s)
|x− xs(s)| +
(x− xs(s)) [ (x− xs(s)) ·α(s) ]
|x− xs(s)|3
)
ds
approximately satisfies (the non-dimensional boundary condition)
(F.5) uS(x0) = −U(x0) = − 1
sinκ
(y0, −x0, 0).
This strength is found by matching the leading order terms on the left and right side
of (F.5) in the limit δ ¿ 1.
Recall (5.14) providing
(F.6) x0 ∼

s∗ sinκ
0
s∗ cosκ
+O(δ).
Thus, neglecting terms of order δ, at leading order, −U(x0) ∼ (0, s∗, 0) and we
want the Stokeslet strength α(s) for which
(F.7) uS(x0) ∼ (0, s∗, 0).
Motivated by the slender body theory of Batchelor (1970b) presented in section 5.1.1,
we impose
(F.8) α(s) = (0, αs, 0)
and seek the constant coefficient α so that (F.7) holds when δ ¿ 1.
Examine uS(x0) in (F.4). Observe that
|x0 − xs(s)|2 = (x0 − s sinκ)2 + y20 + (z0 − s cosκ)2(F.9)
= x20 + y
2
0 + z
2
0 − 2s∗s+ s2.
From (F.3), which describes the boundary of the tilted body,
s∗2 + δ2 = (x0 sinκ+ z0 cosκ)2 + y20 + (−x0 cosκ+ z0 sinκ)2(F.10)
= |x0|2.
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Thus |x0 − xs(s)|2 = (s∗ − s)2 + δ2 and, under the assumption in (F.8),
uS1 (x0) = α
∫ 1
−1
(x0 − s sinκ) y0 s
((s∗ − s)2 + δ2)3/2(F.11)
uS2 (x0) = α
∫ 1
−1
(
s√
(s∗ − s)2 + δ2 +
y20 s
((s∗ − s)2 + δ2)3/2
)
ds
uS3 (x0) = α
∫ 1
−1
y0 (z0 − s cosκ) s
((s∗ − s)2 + δ2)3/2 .
To obtain the asymptotic expansion of uS(x0) for δ ¿ 1, consider the three integrals
J =
∫ 1
−1
s ds√
(s∗ − s)2 + δ2(F.12)
J0 =
∫ 1
−1
s ds
((s∗ − s)2 + δ2) 32
J1 =
∫ 1
−1
(s∗ − s) s ds
((s∗ − s)2 + δ2) 32 .
The velocity field in terms of these integrals is
uS1 (x0) = α y0
(
(x0 − s∗ sinκ)J0 + sinκJ1
)
(F.13)
uS2 (x0) = α
(
J + y20J0
)
uS3 (x0) = α y0
(
(z0 − s∗ cosκ)J0 + cosκJ1
)
.
For δ ¿ 1 and s∗ ± 1À δ, Batchelor (1970b) provides that
J ∼ 2s
∗
²
, J0 ∼ 2s
∗
δ2
, J1 ∼ 0(F.14)
with errors of order 1 where
(F.15) ² =
[
log
(
2
δ
)]−1
.
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Thus, from (F.6),
uS1 (x0) ∼ 2α s∗(F.16)
uS2 (x0) ∼ 2α s∗
(
1
²
+ 1
)
uS3 (x0) ∼ 2α s∗
and, at leading order,
uS1 (x0) ∼ 0, uS2 (x0) ∼
2α s∗
²
, uS3 (x0) ∼ 0(F.17)
with terms of order α neglected. More precisely, the error is maxs∗ | 2αs∗ | = 2α.
Hence, requiring that the boundary condition in (F.5) hold, implies that
α(s) =
²
2
(
0, s, 0
)
.(F.18)
The error in the approximating the exact boundary condition by (F.7) is order δ while
the error in the Stokeslet distribution given by (F.18) is 2α = ². Since ²À δ,
approximating the solution to (F.5) by the Stokeslet distribution determined above is
².
Although the asymptotic expansions for the integrals in (F.12) has been provided by
Batchelor (1970b) and documented in Appendix D, we examine J , the leading order
contributor, when δ ¿ 1 here. Introduce the change of variables
(F.19) w =
s− s∗
δ
.
Then
J =
∫ b/δ
−a/δ
s∗ + δ w√
w2 + 1
dw(F.20)
= s∗
∫ b/δ
−a/δ
dw√
w2 + 1
+ δ
∫ b/δ
−a/δ
w dw√
w2 + 1
= s∗J 1 + δ J 2
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where
b = 1− s∗ =⇒ 0 < b < 2(F.21)
a = 1 + s∗ =⇒ −2 < −a < 0.
Integrating provides
J 1 = log
(√
1 +
b2
δ2
+
b
δ
)
− log
(√
1 +
a2
δ2
− a
δ
)
(F.22)
= log
(√
δ2 + b2 + b√
δ2 + a2 − a
)
.
For
δ ¿ a, b =⇒ 1± s∗ À δ,(F.23)
J 1 has the asymptotic form
J 1 ∼ log
(
4 a b
δ2
)
=
2
²
+ log
(
1− s∗2) .(F.24)
Further
J 2 =
√
b2 + δ2
δ
−
√
a2 + δ2
δ
(F.25)
∼ b− a
δ
=
−2s∗
δ
when (F.23) holds. Thus
(F.26) J ∼ 2s
∗
²
under the requirement of (F.23). This requirement provides that s∗, which measures
length along the tilted slender body, stay bounded away from the ends of the slender
body at s∗ ± 1 by an order δ. The Stokeslet distribution approximates the Stokes
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problem under consideration with errors of order ² except in a small region near the
ends of the body. The error near the ends of the body is examined next in Appendix
F.2.
As a note, the asymptotic solution in section 5.1.1 given by Batchelor (1970b) for the
uniform translation of a slender body, which closely resembles the asymptotic solution
for a slender body undergoing the linear motion, are presented in further detail, and
in a fashion similar to the above calculation, by Pozrikidis (1997).
F.2. End effects of sweeping a cone
Let x0 lie on the slender tilted body in (F.3). In Appendix F.1, we constructed a line
distribution of Stokeslets
(F.27) uS(x) =
∫ 1
−1
(
α(s)
|x− xs(s)| +
(x− xs(s)) [ (x− xs(s)) ·α(s) ]
|x− xs(s)|3
)
ds
for which
(F.28) uS(x0) ∼ (0, s∗, 0)
in the limit of δ ¿ 1 by placing Stokeslets at
(F.29) xs(s) = (s sinκ, 0, s cosκ)
and imposing the singularity strength α(s) = ( 0, α s, 0 ) with
(F.30) α =
²
2
, ² =
[
log
(
2
δ
)]−1
.
Outside a small region near the ends of the body, this distribution satisfies the
boundary condition in (F.28) with an error of ². More specifically, (F.28) holds for
1± s∗ À δ which requires that one stay away from the ends of the body by an order
of δ. Nonetheless, Stokeslets with the strength α(s) above are applied along the entire
372
interior centerline of the slender body and the velocity field in (F.27) is constructed.
We examine the error in this distribution near the ends of the body.
Recall the Stokeslet velocity field redefined in (F.13) in terms of the integrals
J ,J0,J1 approximated by
uS1 (x0) ∼
²
2
[
δ2J0 + δ sinκJ1
]
(F.31)
uS2 (x0) ∼
²
2
[
J + δ2J0
]
uS3 (x0) ∼
²
2
[
δ2J0 + δ cosκJ1
]
.
Each of the integrals J ,J0,J1 are functions of s∗, which measures length along the
body, and δ, which measures the body’s slenderness. Examine this velocity field near
s∗ = ±1 in the limit δ ¿ 1. More precisely, we examine J , the leading contributor,
when 1± s∗ ¿ δ.
Now, from (F.20), J = s∗J 1 + δ J 2 where
J 1 = log
(√
δ2 + b2 + b√
δ2 + a2 − a
)
(F.32)
J 2 =
√
b2 + δ2
δ
−
√
a2 + δ2
δ
with a = 1 + s∗ and b = 1− s∗. To obtain the asymptotics of J for δ ¿ 1 near the
end of the slender body at s∗ = 1, we examine J 1 and J 2 when
δ ¿ a, b ¿ δ =⇒ 1 + s∗ À δ, 1− s∗ ¿ δ.(F.33)
In this limit,
J 1 ∼ log
(
2 a δ
δ2
)
=
1
²
+ log(1 + s∗)(F.34)
J 2 ∼ 1− a
δ
= 1− 1 + s
∗
δ
.
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To obtain the asymptotics of J for δ ¿ 1 near the end of the slender body at
s∗ = −1, we examine J 1 and J 2 when
a ¿ δ, δ ¿ b =⇒ 1 + s∗ ¿ δ, 1− s∗ À δ.(F.35)
In this limit,
J 1 ∼ log
(
2 b
δ
)
=
1
²
+ log(1− s∗)(F.36)
J 2 ∼ b
δ
− 1 = 1− s
∗
δ
− 1.
Thus, when 1± s∗ ¿ δ,
(F.37) J = s∗J 1 + δ J 2 ∼ s
∗
²
.
In this limit, it can also be shown that J0 ∼ δ−2 and J1 ∼ 0. Hence, within a region
of size δ near the ends of the slender body,
(F.38) uS(x0) ∼
(
0,
s∗
2
, 0
)
.
Since the appropriate boundary conditions are uS(x0) ∼ (0, s∗, 0), in this small
region near the ends of the body, a relative error of 1/2 is made. This error is larger
than ² which is the error made along the body away from the ends. However, again,
this region of larger error has a size of order δ. Hence in the limit of δ ¿ 1, the end
effects become increasingly negligible.
F.3. End effects of uniform translation
The asymptotic solution for a slender body sweeping a cone in free space relied on
solving for the singularity strength through an integral equation which is evaluated
along the body. The body defined by δ = r0/`¿ 1 where δ is a measure of the body’s
radius r0 to its length 2 `. The integral equation arises from a line distribution of
Stokeslets with unknown strength. The goal is to determine the strength of the
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distribution so that the boundary conditions are approximately satisfied. The
asymptotic result used in the construction of the slender free space solution in
Chapter 5 is not valid in a region of size δ near the ends, or tips, of the body. In
Appendix F.2, we examined the error in this distribution at the ends of the body
where the asymptotics failed. To further understand this error, we examine a slender
body uniformly translating in a Stokes flow.
Consider a slender body of radius r0 and length 2 ` lying on the x−axis
−` < x0 < `(F.39)
y20 + z
2
0 = r
2
0
translating uniformly by the velocity U = (0,U, 0) which is directed normal to the
body’s length. In the following, all quantities with units of length are
non-dimensionalized by half the length of the body `. Further, velocity is
non-dimensionalized by the constant U. The velocity field induced by this motion has
been approximated by Batchelor (1970b) (and discussed in section 5.1.1) as a line
distribution of Stokeslets
(F.40) uS(x) =
∫ 1
−1
(
α
|x− s| +
(x− s) [ (x− s) ·α ]
|x− s|3
)
ds
with uniform strength
α =
²
2
(0, 1, 0), ² =
[
log
(
2
δ
)]−1
(F.41)
distributed along the length of the body at s = (s, 0, 0). In closed form, this
distribution is
uS1 (x) =
²
2
∫ 1
−1
(x− s) y
((x− s)2 + y2 + z2)3/2 ds(F.42)
=
² y
2
(
1√
(1− x)2 + y2 + z2 −
1√
(1 + x)2 + y2 + z2
)
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uS2 (x) =
²
2
∫ 1
−1
(
1√
(x− s)2 + y2 + z2 +
y2
((x− s)2 + y2 + z2)3/2
)
ds
=
²
2
(
log
∣∣∣∣∣ 1− x+
√
(1− x)2 + y2 + z2
−1− x+√(1 + x)2 + y2 + z2
∣∣∣∣∣ +
y2
y2 + z2
(
1− x√
(1− x)2 + y2 + z2 +
1 + x√
(1 + x)2 + y2 + z2
))
uS3 (x) =
²
2
∫ 1
−1
y z
((x− s)2 + y2 + z2)3/2 ds
=
² y z
2(y2 + z2)
(
1− x√
(1− x)2 + y2 + z2 +
1 + x√
(1 + x)2 + y2 + z2
)
.
Two important observations should be make. First, at x = (±1, 0, 0), the components
of the velocity field are singular. This is expected. The singularity distribution is
forced to the ends of the body. Hence, a singularity lives in the fluid domain, namely
at the tip. The distribution consists of a line of point-forces provided by placing Dirac
delta functions at the location of the singularities.
Second, examine the velocity field when y = 0, z = 0. Along this line, the second
component of the velocity field needs careful consideration. In particular, examine
(F.43) log
∣∣∣∣∣ 1− x+
√
(1− x)2 + r2
−(1 + x) +√(1 + x)2 + r2
∣∣∣∣∣
as
r2 = y2 + z2 → 0.
For x > 1, a Taylor expansion in r provides that
√
(1− x)2 + r2 = x− 1 + (x− 1) r
2
2
+O(r4)(F.44) √
(1 + x)2 + r2 = x+ 1 +
(x+ 1) r2
2
+O(r4)
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and
lim
r→0
(
log
∣∣∣∣∣ 1− x+
√
(1− x)2 + r2
−(1 + x) +√(1 + x)2 + r2
∣∣∣∣∣
)
= lim
r→0
(
log
∣∣∣∣ x−12 +O(r2)x+1
2
+O(r2)
∣∣∣∣)(F.45)
= log
∣∣∣∣x− 1x+ 1
∣∣∣∣ .
Further, when x < −1, a Taylor expansion in r provides that
√
(1− x)2 + r2 = 1− x+ (1− x) r
2
2
+O(r4)(F.46) √
(1 + x)2 + r2 = −(x+ 1)− (x+ 1) r
2
2
+O(r4)
and
lim
r→0
(
log
∣∣∣∣∣ 1− x+
√
(1− x)2 + r2
−(1 + x) +√(1 + x)2 + r2
∣∣∣∣∣
)
= lim
r→0
(
log
∣∣∣∣ 2(1− x) +O(r2)−2(x+ 1) +O(r2)
∣∣∣∣)(F.47)
= log
∣∣∣∣x− 1x+ 1
∣∣∣∣ .
Hence, as r → 0,
(F.48) uS2 (x, 0, 0) =
²
2
log
∣∣∣∣x− 1x+ 1
∣∣∣∣
and a clear singularity in the velocity field at x = ±1 is seen.
We now want to understand what singularity strength is required to match the
boundary condition at the ends of the body. That is, we impose the uniform strength
α = (α1, α2, α3) and examine the Stokeslet distribution when 1± x0 ¿ δ. We compare
the result to the distribution α = (0, ²/2, 0) obtained in the standard limit 1± x0 À δ.
377
Examine the integrals
I =
∫ 1
−1
ds√
(x0 − s)2 + δ2
(F.49)
I0 =
∫ 1
−1
ds
((x0 − s)2 + δ2) 32
I1 =
∫ 1
−1
(x0 − s) ds
((x0 − s)2 + δ2) 32
I2 =
∫ 1
−1
(x0 − s)2 ds
((x0 − s)2 + δ2) 32
when δ ¿ 1. For α = (α1, α2, α3) uniform, the velocity field in terms of these integrals
becomes
uS1 (x0) = α1 (I + I2) + (y0α2 + z0α3) I1(F.50)
uS2 (x0) = α2 I + y0α1 I1 + y0 (y0α2 + z0α3) I0
uS3 (x0) = α3 I + z0α1 I1 + z0 (y0α2 + z0α3) I0.
Now consider the change of variables
w =
s− x0
δ
.(F.51)
Then information about the velocity field given in (F.50) is found by investigating
I =
∫ b
δ
−a
δ
dw√
w2 + 1
(F.52)
I0 = 1
δ2
∫ b
δ
−a
δ
dw
(w2 + 1)
3
2
I1 = −1
δ
∫ b
δ
−a
δ
w dw
(w2 + 1)
3
2
I2 =
∫ b
δ
−a
δ
w2 dw
(w2 + 1)
3
2
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where
(F.53) a = 1 + x0, b = 1− x0.
Since −1 < x0 < 1,
(F.54) −2 < −a < 0, 0 < b < 2.
Different from the slender body theory of Batchelor (1970b) cataloged in Appendix D
where we assumed a/δ À 1 and b/δ À 1, we now consider the other limiting cases.
Suppose
a
δ
¿ 1, b
δ
À 1 =⇒(F.55)
1 + x0 ¿ δ, 1− x0 À δ.
Then x0 is required to stay near the end of the slender body at x0 = −1 by an order δ
and, hence, bounded away from the end x0 = 1. Further, if
a
δ
À 1, b
δ
¿ 1 =⇒(F.56)
1 + x0 À δ, 1− x0 ¿ δ
then x0 must stay near the end of the slender body at x0 = 1 by by an order δ and,
hence, bounded away from the end x0 = −1. Lastly, the case when a/δ ¿ 1 and
b/δ ¿ 1 is not allowed since one can not stay close to each end simultaneously.
Consider the first case where x0 is near the left end of the body at x0 = −1 and
examine the uniform Stokeslet distribution when a¿ δ and bÀ δ.
Consider first I in (F.52). Since
(F.57)
∫
dw√
w2 + 1
= log
∣∣∣w +√w2 + 1∣∣∣ ,
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it is found that
I = log
∣∣∣∣∣ bδ +
√
b2
δ2
+ 1
∣∣∣∣∣− log
∣∣∣∣∣−aδ +
√
a2
δ2
+ 1
∣∣∣∣∣(F.58)
= log
∣∣∣∣∣ b+
√
b2 + δ2
−a+√a2 + δ2
∣∣∣∣∣
= log
∣∣∣b+√b2 + δ2∣∣∣− log ∣∣∣−a+√a2 + δ2∣∣∣ .
Since a¿ δ and bÀ δ and b > 0,
√
b2 + δ2 = b+
δ2
2 b
+O
(
δ4
)
(F.59)
√
a2 + δ2 = δ +
a2
2 δ
+O
(
a4
)
.
Thus
I ∼ log
∣∣∣∣∣ b+ b+ δ
2
2 b
−a+ δ + a2
2 δ
∣∣∣∣∣(F.60)
= log
(
2b+
δ2
2 b
)
− log (δ − a) .
Recalling a¿ δ ¿ 1 and bÀ δ, it is found that
I ∼ log
(
2
δ
)
(F.61)
for x0 bounded away from x0 = −1 under the requirement of (F.55).
Next consider I0. Since
(F.62)
∫
dw
(w2 + 1)
3
2
=
w√
w2 + 1
,
it is found that
I0 = 1
δ2
[
b
δ
δ√
b2 + δ2
+
a
δ
δ√
a2 + δ2
]
(F.63)
=
1
δ2
[
b√
b2 + δ2
+
a√
a2 + δ2
]
.
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Since a¿ δ and bÀ δ and b > 0,
1√
b2 + δ2
=
1
b
− δ
2
2b3
+O
(
δ4
)
(F.64)
1√
a2 + δ2
=
1
δ
− a
2
2δ3
+O
(
a4
)
.
Hence
I0 ∼ 1
δ2
[
b
(
1
b
− δ
2
2b3
)
+ a
(
1
δ
− a
2
2δ3
)]
(F.65)
and, recalling that a/δ ¿ 1,
(F.66) I0 ∼ 1
δ2
.
Further, examine I1. Since
(F.67)
∫
w
(w2 + 1)
3
2
dw = − 1√
w2 + 1
,
the expansion in (F.64) provides that
I1 = 1
δ
[
δ√
a2 + δ2
− δ√
a2 + δ2
]
(F.68)
∼ 1
δ
[
δ
(
1
b
− δ
2
2b3
− 1
δ
+
a2
2δ3
)]
so that
(F.69) I1 ∼ 1
δ
.
Finally, consider I2. By examination,
(F.70) I2 = I − δ2 I0.
Thus, using the results for I and I0 in (F.61) and (F.66), it is found that
(F.71) I2 ∼ log
(
2
δ
)
.
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In conclusion, the asymptotics for I, I0, I1 and I2, when δ ¿ 1 and x0 is near the end
of the body at x0 = −1 by an order δ, are
I ∼ log
(
2
δ
)
, I0 ∼ 1
δ2
, I1 ∼ 1
δ
, I2 ∼ log
(
2
δ
)
.(F.72)
Recalling that y0, z0 ∼ δ, this result along with the velocity field defined in terms of
these integrals given in (F.50) provides that for a uniform Stokeslet strength α,
uS1 (x0) ∼
2α1
²
, uS2 (x0) ∼
α2
²
, uS3 (x0) ∼
α3
²
(F.73)
near x0 = −1 where O(α) terms have been neglected and ² is the small parameter
defined previously in (F.41). Hence to match the uniform boundary condition
uS(x0) = (0, 1, 0) near the x0 = −1 end of the body, the strength of the Stokeslet
distribution should be chosen as
αtip = ² (0, 1, 0).(F.74)
The calculation for the limits in (F.56) when x0 is near the tip x0 = 1 is similar and
provides the same singularity strength αtip.
The strength determined in (F.74) is twice that of the distribution found when we
match boundary conditions on the body away from the ends in (F.41) as seen in
Appendix F.2. The result in a non-uniform expression for the asymptotic expansion of
a line distribution of Stokeslets on the boundary of a slender body. Important to note
is that through the calculation for uS2 (x, 0, 0) in (F.48), the limit of u
S(x) for
r2 = y2 + z2 → 0, was provided as
(F.75) uS2 (x, 0, 0) =
²
2
log
∣∣∣∣x− 1x+ 1
∣∣∣∣
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independent of the relative size of x to δ. However, the appropriate velocity field at
the ends of the slender body is
(F.76) uS2 tip(x, 0, 0) = ² log
∣∣∣∣x− 1x+ 1
∣∣∣∣ .
Nonetheless, the classic slender body theory of Batchelor (1970b) imposes the
singularity distribution found by matching the desired boundary conditions when x0 is
bounded away from the ends and places it along the entire interior central length of
the body. A comparison between such an imposition is done in Chapter 4 between an
exact free space solution of a rod sweeping a cone and that of a slender body
performing the same motion.
As a final comment, one could imagine of family of slender body solutions in which
the singularity distribution is prevented from entering the fluid domain and restricted
from running to the tips. Recalling the singularity theory of Chwang & Wu (1975)
discussed in Chapter 4, exact Stokes solutions were obtained for spheroids in which
singularities were distributed on the centerline of the body between its foci and
bounded from the ends. As the spheroid becomes slender, the foci approach the ends
of the body. However, the singularities are, nonetheless, bounded from the fluid
domain.
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F.4. Slender free space Fortran code
!—————————————————————————————————————–
! DESCRIPTION:
! Compute particle trajectory of a slender body titled in the (x,z) plane rotating in
(x,y)
! plane. Position vectors are computed using a 4th order Runge-Kutta method.
!
! COMPILE AND LINK:
! % make
! % (f77 -c -o SFS.o SFS.f)
! % (f77 -g SFS.o -o sfs)
!
! RUN:
! % time ./sfs
!
! WRITTEN BY:
! Terry Jo Leiterman March 28, 2005
!—————————————————————————————————————–
implicit none
integer j, N
!—————————————————————————————————————–
! INITIALIZE NUMBER OF GRID POINTS HERE. INITIALIZE REMAINING
VARIABLES
! IN BOX BELOW. parameter (N = 10000*5)
!—————————————————————————————————————–
! TIME
double precision dt, tfin
double precision pi
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! MAJOR AXIS LENGTH a AND MINOR AXIS LENGTH b
double precision a, b
! ROTATION SPEED
double precision w
! CONSTANT SINGULARITY COEFFICIENTS
! STOKESLET
double precision F
double precision d, e
! LINE DISTRIBUTION OF SINGULARITIES
! STOKESLET
double precision u1s, u2s, u3s
! INITIAL POSITION IN LAB FRAME
double precision r0, th0, x0, y0, z0
! CYLINDRICAL COORDINATES
double precision xc, yc, zc
! ROTATED RECTANGULAR COORDINATES
double precision xr, yr, zr
! TILTED RECTANGULAR COORDINATES
double precision xt, yt, zt
! TILT ANGLE IN X-Z PLANE
double precision k
! RECTANGULAR VELOCITY FIELD IN BODY FRAME
double precision u1w, u2w, u3w, u1, u2, u3
! RECTANGULAR VELOCITY FIELD IN LAB FRAME
double precision u1lab, u2lab, u3lab
! CYLINDRICAL VELOCITY FIELD IN LAB FRAME
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double precision urlab, uthlab, uzlab
! CYLINDRICAL POSITION VECTOR - RK4
double precision rn, thn, zn, rnnew, thnnew, znnew
! RECTANGULAR POSITION VECTOR
double precision xn, yn, xnnew, ynnew
! RUNGE-KUTTA COORDINATES
double precision rrk, thrk, zrk
double precision trk
double precision xrk, yrk
! RUNGE-KUTTA VARIABLES
double precision k1r, k1th, k1z
double precision k2r, k2th, k2z
double precision k3r, k3th, k3z
double precision k4r, k4th, k4z
! L IS LENGTH OF ROD WHILE rad IS RADIUS OF BODY
! a IS NORMALIZED TO 1 WHILE b IS NORMALIZED TO rad/L
double precision rad, L
double precision numberRev
! CONE GEOMETRY AND ECCENTRICITY
double precision CH, CR, ecc
pi = 4.d0*atan(1.d0)
!—————————————————————————————————————–
! INITIALIZE REMAINING VARIABLES HERE. SEE DEFINITIONS ABOVE FOR
! FURTHER DESCRIPTIONS. VARIABLES WHICH CAN BE CHANGED BY
USER
! ARE HEADED BY (**).
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! SINCE N ALLOCATES MEMORY, N IS INITIALIZED AT TOP OF FILE.
!—————————————————————————————————————–
! BODY PARAMETERS (**)
ecc = 0.995d0
a = 1.d0
L = a
b = a*dsqrt(1.d0-ecc*ecc)
! FREQUENCY w AND TILT k (**)
w = 2.d0*pi
k = 30.d0*pi/180.d0
CR = dcos(k)
CH = dsin(k)
! INITIAL POSITION IN POLAR CYLINDRICAL COORDINATES (**)
r0 = 1.d0*CR/L
th0 = 0.d0*pi/180.d0
z0 = 1.0*CH/L
! FINAL TIME RESULTS IN SPHEROID COMPLETING numberRev ORBITS (**)
numberRev = 5.d0
tfin = numberRev
!—————————————————————————————————————–
dt = tfin/N
! SLENDER FREE SPACE
open(unit=11, file=’trajsfs.m’, form=’formatted’)
call delta(d,a,b)
call eps(e,d)
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! COMPUTE CONSTANT SINGULARITY STRENGTHS
call singStrengths(e,w,k,F)
! DETERMINE RECTANGULAR COORDINATES
call rectCoord(r0,th0,x0,y0)
rn = r0
thn = th0
zn = z0
xn = x0
yn = y0
write(11,*) xn, yn, zn
t = 0.d0
! COMPUTE PARTICLE TRAJECTORIES USING 4TH ORDER RUNGE-KUTTA
do 10 j = 1, N
!———————————————- PASS 1 ————————————————
rrk = rn
thrk = thn
zrk = zn
trk = t
! DETERMINE RECTANGULAR COORDINATES
call rectCoord(rrk,thrk,xrk,yrk)
! ROTATE THE COORDINATES
call rotate(xrk,yrk,zrk,trk,xr,yr,zr,w)
! COMPUTE SINGULARITIES FOR TILTED AND ROTATED SPHEROID
call stokeslet(xr,yr,zr,a,b,u1s,u2s,u3s,F,k)
! COMPUTE RECTANGULAR VELOCITY FIELD IN BODY FRAME
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!call velBodyFrame(k,u1s,u2s,u3s,u1,u2,u3)
! COMPUTE RECTANGULAR VELOCITY FIELD IN LAB FRAME
call velLabFrame(trk,u1s,u2s,u3s,u1lab,u2lab,u3lab,w)
! COMPUTE CYLINDRICAL VELOCITY FIELD IN LAB FRAME
call velLabFrameCyl(thrk,u1lab,u2lab,u3lab,urlab,uthlab,uzlab)
k1r = dt*urlab
k1th = dt*uthlab/rrk
k1z = dt*uzlab
!———————————————- PASS 2 ————————————————
rrk = rn + 0.5d0*k1r
thrk = thn + 0.5d0*k1th
zrk = zn + 0.5d0*k1z
trk = t + 0.5d0*dt
! DETERMINE RECTANGULAR COORDINATES
call rectCoord(rrk,thrk,xrk,yrk)
! ROTATE THE COORDINATES
call rotate(xrk,yrk,zrk,trk,xr,yr,zr,w)
! COMPUTE SINGULARITIES FOR TILTED AND ROTATED SPHEROID
call stokeslet(xr,yr,zr,a,b,u1s,u2s,u3s,F,k)
! COMPUTE RECTANGULAR VELOCITY FIELD IN BODY FRAME
!call velBodyFrame(k,u1s,u2s,u3s,u1,u2,u3)
! COMPUTE RECTANGULAR VELOCITY FIELD IN LAB FRAME
call velLabFrame(trk,u1s,u2s,u3s,u1lab,u2lab,u3lab,w)
! COMPUTE CYLINDRICAL VELOCITY FIELD IN LAB FRAME
call velLabFrameCyl(thrk,u1lab,u2lab,u3lab,urlab,uthlab,uzlab)
k2r = dt*urlab
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k2th = dt*uthlab/rrk
k2z = dt*uzlab
!———————————————- PASS 3 ————————————————
rrk = rn + 0.5d0*k2r
thrk = thn + 0.5d0*k2th
zrk = zn + 0.5d0*k2z
trk = t + 0.5d0*dt
! DETERMINE RECTANGULAR COORDINATES
call rectCoord(rrk,thrk,xrk,yrk)
! ROTATE THE COORDINATES
call rotate(xrk,yrk,zrk,trk,xr,yr,zr,w)
! COMPUTE SINGULARITIES FOR TILTED AND ROTATED SPHEROID
call stokeslet(xr,yr,zr,a,b,u1s,u2s,u3s,F,k)
! COMPUTE RECTANGULAR VELOCITY FIELD IN BODY FRAME
!call velBodyFrame(k,u1s,u2s,u3s,u1,u2,u3)
! COMPUTE RECTANGULAR VELOCITY FIELD IN LAB FRAME
call velLabFrame(trk,u1s,u2s,u3s,u1lab,u2lab,u3lab,w)
! COMPUTE CYLINDRICAL VELOCITY FIELD IN LAB FRAME
call velLabFrameCyl(thrk,u1lab,u2lab,u3lab,urlab,uthlab,uzlab)
k3r = dt*urlab
k3th = dt*uthlab/rrk
k3z = dt*uzlab
!———————————————- PASS 4 ————————————————
rrk = rn + k3r
thrk = thn + k3th
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zrk = zn + k3z
trk = t + dt
! DETERMINE RECTANGULAR COORDINATES
call rectCoord(rrk,thrk,xrk,yrk)
! ROTATE THE COORDINATES
call rotate(xrk,yrk,zrk,trk,xr,yr,zr,w) ! COMPUTE SINGULARITIES FOR TILTED
AND ROTATED SPHEROID
call stokeslet(xr,yr,zr,a,b,u1s,u2s,u3s,F,k)
! COMPUTE RECTANGULAR VELOCITY FIELD IN BODY FRAME
!call velBodyFrame(k,u1s,u2s,u3s,u1,u2,u3)
! COMPUTE RECTANGULAR VELOCITY FIELD IN LAB FRAME
call velLabFrame(trk,u1s,u2s,u3s,u1lab,u2lab,u3lab,w)
! COMPUTE CYLINDRICAL VELOCITY FIELD IN LAB FRAME
call velLabFrameCyl(thrk,u1lab,u2lab,u3lab,urlab,uthlab,uzlab)
k4r = dt*urlab
k4th = dt*uthlab/rrk
k4z = dt*uzlab
!———————————————- UPDATE ————————————————
rnnew = rn + (k1r + 2.d0*k2r + 2.d0*k3r + k4r)/6.d0
thnnew = thn + (k1th + 2.d0*k2th + 2.d0*k3th + k4th)/6.d0
znnew = zn + (k1z + 2.d0*k2z + 2.d0*k3z + k4z)/6.d0
! DETERMINE RECTANGULAR COORDINATES
call rectCoord(rnnew,thnnew,xc,yc)
xnnew = xc
ynnew = yc
t = j*dt
391
write(11,*) xnnew, ynnew, znnew
xn = xnnew
yn = ynnew
zn = znnew
rn = rnnew
thn = thnnew
10 continue
close(11)
stop end
! SUBROUTINES ORGANIZED IN ALPHABETICAL ORDER
!—————————————————————————————————————–
subroutine delta(d,a,b)
!—————————————————————————————————————–
! Computes the slenderness of a cylinder with length 2*a and radius b.
double precision d, a, b
d = b/a
return
end
!—————————————————————————————————————–
subroutine eps(e,d)
!—————————————————————————————————————–
! Computes the small parameter required for the singularity strength in slender body
! theory
double precision e, d
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e = -1.d0/dlog(d)
return
end
!—————————————————————————————————————–
subroutine rectCoord(r,th,xc,yc)
!—————————————————————————————————————–
! Computes rectangular coordinates (xc,yc) from polar coordinates (r,th).
double precision r, th, xc, yc
xc = r*dcos(th)
yc = r*dsin(th)
return
end
!—————————————————————————————————————–
subroutine rotate(x,y,z,t,xtr,ytr,ztr,w)
!—————————————————————————————————————–
! Computes coordinates for a spheroid rotated by an angle t in the x-y plane.
double precision x, y, z, t, w
double precision xtr, ytr, ztr
xtr = x*dcos(w*t) + y*dsin(w*t)
ytr = -x*dsin(w*t) + y*dcos(w*t)
ztr = z
return
end
!—————————————————————————————————————–
subroutine singStrengths(e,w,k,F)
!—————————————————————————————————————–
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! Computes the constant singularity strengths of the stokeslet. The strengths are
! chosen to match a rotating boundary condition on the body.
double precision e, w, b, k
double precision F
! STOKESLET
F = 0.5d0*e*w*dcos(k)
return
end
!—————————————————————————————————————–
subroutine stokeslet(x,y,z,L,rad,u1s,u2s,u3s,F,k)
!—————————————————————————————————————–
! Computes the contribution to the velocity field from a line distribution of stokeslets
! us = (u1s,u2s,u3s) between the ends L of a slender cylinder with strength F*s
! where −L < s < L. The strengths are chosen to match a rotating boundary
! condition on the body.
double precision x, y, z, L, rad, F
double precision r, rs
double precision u1s, u2s, u3s
double precision bdd, sgn
bdd = 10**(-12.d0)
r = x*x + y*y + z*z
rs = y*y + z*z
if (abs(rs).lt.bdd) then
if (x.gt.0.d0) then
sgn = 1.d0
else if (x.lt.0.d0) then
sgn = -1.d0
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endif
u1s = 0.d0
u2s = F*sgn*(-2.d0*L+x*dlog(abs(-L-x))-x*dlog(abs(L-x)))
u3s = 0.d0
else
! FIRST COMPONET OF STOKESLET CONTRIBUTION
u1s = F*(-y*(-L/dsqrt((-L-x)*(-L-x)+rs)-
+ dlog(dabs(-L-x+dsqrt((-L-x)*(-L-x)+rs))))+
+ y*(L/dsqrt((L-x)*(L-x)+rs)-
+ dlog(dabs(L-x+dsqrt((L-x)*(L-x)+rs)))))
! SECOND COMPONENT OF STOKESLET CONTRIBUTION
u2s = F*((L*L*rs+z*z*r-L*x*(rs+z*z))/(rs*dsqrt((L-x)*
+ (L-x)+rs))-
+ (L*L*rs+z*z*r+L*x*(rs+z*z))/(rs*dsqrt((L+x)*
+ (L+x)+rs))+
+ x*dlog(abs(L-x+dsqrt((L-x)*(L-x)+rs)))-
+ x*dlog(abs(-L-x+dsqrt((L+x)*(L+x)+rs))))
! THIRD COMPONENT OF STOKESLET CONTRIBUTION
u3s = F*(-y*z*((-L-x)*x-rs)/(rs*dsqrt((-L-x)*(-L-x)+rs))+
+ y*z*((L-x)*x-rs)/(rs*dsqrt((L-x)*(L-x)+rs)))
endif
return
end
!—————————————————————————————————————–
subroutine tilt(x,y,z,k,xt,yt,zt)
!—————————————————————————————————————–
! Computes coordinates for a spheroid tilted by an angle k in the x-z plane.
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double precision x, y, z, k
double precision xt, yt, zt
xt = x*dcos(k) + z*dsin(k)
yt = y
zt = -x*dsin(k) + z*dcos(k)
return
end
!—————————————————————————————————————–
subroutine velBodyFrame(k,u1w,u2w,u3w,u1,u2,u3)
!—————————————————————————————————————–
! Computes the exact solution for a spheriod tilted in the x-z plane by an angle k.
double precision k
double precision u1w, u2w, u3w, u1, u2, u3
u1 = u1w*dcos(k) - u3w*dsin(k)
u2 = u2w
u3 = u1w*dsin(k) + u3w*dcos(k)
return
end
!—————————————————————————————————————–
subroutine velBodyFrame1(g4rot,g3rot,g3prot,a3ss,a3pss,
+ b3q,b3pq, uss,ur1,ur2,uq,u1)
!—————————————————————————————————————–
! Computes the u1 component of the rectangular velocity field in the body frame
! using the singularities uss, ur, and uq. That is, no-slip is obtained on the body
! while a rotating flow is observed at infinity.
double precision g4rot,g3rot,g3prot,a3ss,a3pss,b3q,b3pq
double precision uss, ur1, ur2, uq, u1
396
u1 = (a3ss + a3pss)*uss + (g3rot + g3prot)*ur1 + g4rot*ur2 +
+ (b3q + b3pq)*uq
return
end
!—————————————————————————————————————–
subroutine velBodyFrame2(g4rot,g3rot,g3prot,a3ss,a3pss,
+ b3q,b3pq,uss,ur1,ur2,uq,u2)
!—————————————————————————————————————–
! Computes the u2 component of the rectangular velocity field in the body frame
! using the singularities uss, ur, and uq. That is, no-slip is obtained on the body
! while a rotating flow is observed at infinity.
double precision g4rot,g3rot,g3prot,a3ss,a3pss,b3q,b3pq
double precision uss, ur1, ur2, uq, u2
u2 = (a3ss + a3pss)*uss + (g3rot + g3prot)*ur1 + g4rot*ur2 +
+ (b3q + b3pq)*uq
return
end
!—————————————————————————————————————–
subroutine velBodyFrame3(g4rot,g3rot,g3prot,a3ss,a3pss,
+ b3q,b3pq, uss,ur1,ur2,uq,u3)
!—————————————————————————————————————–
! Computes the u3 component of the rectangular velocity field in the body frame
! using the singularities uss, ur, and uq. That is, no-slip is obtained on the body
! while a rotating flow is observed at infinity.
double precision g4rot,g3rot,g3prot,a3ss,a3pss,b3q,b3pq
double precision uss, ur1, ur2, uq, u3
u3 = (a3ss + a3pss)*uss + (g3rot + g3prot)*ur1 + g4rot*ur2 +
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+ (b3q + b3pq)*uq
return
end
!—————————————————————————————————————–
subroutine velLabFrame(t,u1,u2,u3,u1lab,u2lab,u3lab,w)
!—————————————————————————————————————–
! Computes the rectangular velocity field in the lab frame where the body is rotating
! in x-y plane. That is, the body is moving and the flow at infinity vanishes.
double precision t, w
double precision u1, u2, u3, u1lab, u2lab, u3lab
u1lab = u1*dcos(w*t) - u2*dsin(w*t)
u2lab = u1*dsin(w*t) + u2*dcos(w*t)
u3lab = u3
return
end
!—————————————————————————————————————–
subroutine velLabFrameCyl(th,u1lab,u2lab,u3lab,urlab,uthlab,uzlab)
!—————————————————————————————————————–
! Computes the cylindrical velocity field in the lab frame where the body is rotating in
! x-y plane. That is, the body is moving and the flow at infinity vanishes.
double precision th
double precision u1lab, u2lab, u3lab, urlab, uthlab, uzlab
urlab = u1lab*dcos(th) + u2lab*dsin(th)
uthlab = -u1lab*dsin(th) + u2lab*dcos(th)
uzlab = u3lab
return
end
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APPENDIX G
An asymptotic no-slip plane solution
G.1. Construction and validation
Consider a line distribution of Blakelets with strength α(s) = (α1(s), α2(s), α3(s)) at
xs(s) = (s sinκ, 0, s cosκ) ( 0 < s < ` )(G.1)
and images at
x′s(s) = (s sinκ, 0, −s cosκ) ( 0 < s < ` ).(G.2)
In the following, all quantities with units of length are non-dimensionalized by the
length of the body `. Further, all quantities with units of velocity are
non-dimensionalized by the linear velocity of the body’s tip U = ω˙ ` sinκ. The
resulting non-dimensional Blakelet velocity field is
uB(x) =
∫ 1
0
[ (
α(s)
|x− xs(s)| +
(x− xs(s)) [ (x− xs(s)) ·α(s) ]
|x− xs(s)|3
)
−(G.3) (
α(s)
|x− x′s(s)|
+
(x− x′s(s)) [ (x− x′s(s)) ·α(s) ]
|x− x′s(s)|3
)
+
2 zs
( −z α′(s)
|x− x′s(s)|3
+
(x− x′s(s))× ez ×α′(s)
|x− x′s(s)|3
+
3 z (x− x′s(s)) [ α′(s) · (x− x′s(s)) ]
|x− x′s(s)|5
) ]
ds
where α′(s) = (α1(s), α2(s),−α3(s)).
Let x0 = (x0, y0, z0) lie on the slender tilted body
0 < s∗ < 1(G.4)
s∗ = x0 sinκ+ z0 cosκ
δ2 = y20 + (−x0 cosκ+ z0 sinκ)2
which is attached to the z = 0 plane. Motivated by the slender body theory presented
in section 5.1.3, we impose
(G.5) α(s) =
²
2
(0, s, 0)
and validate that
(G.6) uB(x0) ∼ (0, s∗, 0)
when δ ¿ 1. It is important to recall that the asymptotic expansions of the integrals
in the Stokeslet distribution for the free space solution are not uniformly valid in
δ ¿ 1. That is, the solution is valid for s∗ bounded away from the ends of the slender
body by δ. Thus, we seek the appropriate conditions under which α in (G.5)
determines a Blakelet distribution that approximately satisfies the boundary
conditions of (G.6).
Using xs(s), x
′
s(s), α(s), and α
′(s) above, the components of uB(x0) are
uB1 (x0) =
²
2
∫ 1
0
(
(x0 − s sinκ)y0s
((x0 − s sinκ)2 + y20 + (z0 − s cosκ)2)3/2
+(G.7)
−(x0 − s sinκ)y0s
((x0 − s sinκ)2 + y20 + (z0 + s cosκ)2)3/2
+
6 cosκ (x0 − s sinκ)y0z0s2
((x0 − s sinκ)2 + y20 + (z0 + s cosκ)2)5/2
)
ds
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uB2 (x0) =
²
2
∫ 1
0
(
s√
(x0 − s sinκ)2 + y20 + (z0 − s cosκ)2
+
y20s
((x0 − s sinκ)2 + y20 + (z0 − s cosκ)2)3/2
+
−s√
(x0 − s sinκ)2 + y20 + (z0 + s cosκ)2
+
−y20s− 2 cosκz0s2
((x0 − s sinκ)2 + y20 + (z0 + s cosκ)2)3/2
+
6 cosκy20z0s
2
((x0 − s sinκ)2 + y20 + (z0 + s cosκ)2)5/2
)
ds
uB3 (x0) =
²
2
∫ 1
0
(
y0(z0 − s cosκ)s
((x0 − s sinκ)2 + y20 + (z0 − s cosκ)2)3/2
+
−y0(z0 − s cosκ)s
((x0 − s sinκ)2 + y20 + (z0 + s cosκ)2)3/2
+
6 cosκy0(z0 + s cosκ)z0s
2
((x0 − s sinκ)2 + y20 + (z0 + s cosκ)2)5/2
)
ds.
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Examine the contribution from the line of point forces which are applied to the flow
field. This Stokeslet distribution is
uB1 (x0)point−force =
²
2
∫ 1
0
(
(x0 − s sinκ)y0s
((x0 − s sinκ)2 + y20 + (z0 − s cosκ)2)3/2
)
ds
=
² y0 sinκ
2
(
(x0 − s∗)
∫ 1
0
s
((s∗ − s)2 + δ2)3/2 ds +∫ 1
0
(s∗ − s) s
((s∗ − s)2 + δ2)3/2 ds
)
∼ ² δ sinκ
2
(
δ J˜0 + J˜1
)
uB2 (x0)point−force =
²
2
∫ 1
0
(
s√
(x0 − s sinκ)2 + y20 + (z0 − s cosκ)2
+
y20s
((x0 − s sinκ)2 + y20 + (z0 − s cosκ)2)3/2
)
ds
=
²
2
(∫ 1
0
s√
(s∗ − s)2 + δ2 ds+ y
2
0
∫ 1
0
s
((s∗ − s)2 + δ2)3/2 ds
)
∼ ²
2
(
J˜ + δ2J˜0
)
uB3 (x0)point−force =
²
2
∫ 1
0
(
y0(z0 − s cosκ)s
((x0 − s sinκ)2 + y20 + (z0 − s cosκ)2)3/2
)
ds
=
² y0 cosκ
2
(
(z0 − s∗)
∫ 1
0
s
((s∗ − s)2 + δ2)3/2 ds +∫ 1
0
(s∗ − s) s
((s∗ − s)2 + δ2)3/2 ds
)
∼ ² δ cosκ
2
(
δ J˜0 + J˜1
)
recalling from the slender free space solution in Appendix F.1 that
|x0 − xs(s)|2 = (s∗ − s)2 + δ2 and
(G.8) x0 − s∗ sinκ, y0, z0 − s∗ cosκ ∼ δ.
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To validate that (G.6) holds when δ ¿ 1, the integrals
J˜ =
∫ 1
0
s ds√
(s∗ − s)2 + δ2(G.9)
J˜0 =
∫ 1
0
s ds
((s∗ − s)2 + δ2) 32
J˜1 =
∫ 1
0
(s∗ − s) s ds
((s∗ − s)2 + δ2) 32
must be examined. Although the integration domain in this Appendix is [0, 1] rather
than the domain [−1, 1] in the slender free space integrals, it will be seen that the
asymptotic expansions for the integrals above are similar to those in Appendix F.1.
Thus the details for the expansion of J˜ in the limit of δ ¿ 1 is presented while the
asymptotics for J˜0 and J˜1 are stated.
As in Appendix F.1, consider the change of variables
w =
s− s∗
δ
(G.10)
on J˜ so that
J˜ =
∫ b/δ
−a/δ
s∗ + δ w√
w2 + 1
dw(G.11)
= s∗
∫ b/δ
−a/δ
dw√
w2 + 1
+ δ
∫ b/δ
−a/δ
w dw√
w2 + 1
= s∗J˜ 1 + δ J˜ 2
where
b = 1− s∗ =⇒ 0 < b < 2(G.12)
a = s∗ =⇒ −1 < −a < 0.
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Integrating provides
J˜ 1 = log
(√
δ2 + b2 + b√
δ2 + a2 − a
)
.(G.13)
For
δ ¿ a, b =⇒ s∗ 1− s∗ À δ,(G.14)
J˜ 1 has the asymptotic form
J˜ 1 ∼ log
(
4 a b
δ2
)
=
2
²
+ log (s∗(1− s∗))(G.15)
where, again,
(G.16) ² =
[
log
(
2
δ
)]−1
.
Further
J˜ 2 =
√
b2 + δ2
δ
−
√
a2 + δ2
δ
(G.17)
∼ b− a
δ
=
1− 2s∗
δ
when (F.23) holds. Thus
(G.18) J˜ ∼ 2s
∗
²
under the requirement of (G.14). This requirement provides that s∗, which measures
length along the tilted slender body, stay bounded away from the base of the slender
body at s∗ = 0 and the tip of the body at s∗ = 1 by an order δ. Under the same
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constraints, it is found that
J˜0 ∼ 2s
∗
δ2
(G.19)
J˜1 ∼ 0.
Thus the velocity field induced by the Stokeslet distribution applied to the fluid
domain is
uB(x0)point−force ∼ ( 0, s∗, 0 ).(G.20)
This Stokeslet distribution has errors of order ² except in a small region near the base
(at no-slip plane) and tip of the body. The error in this distribution near the base of
the body is examined in Appendix G.2 while the error near the tip can be seen in
Appendix F.2.
Comparing the asymptotics of J in (F.26) of Appendix F.1 with the asymptotics of
J˜ , it is noted that the expansions have the same functional form where the
slenderness parameter in each instance is δ = r0/`. It is important to note the
definition of ` in each solution. In the slender free space solution, the body has a
length 2` and spins about its midpoint sweeping a double cone with each cone have a
slant height of length `. In the slender no-slip plane solution, the body has a length of
` and spins about its base sweeping a single upright cone. Again, the cone slant height
is `, however, the length of the body is half that of the free space solution. To
compare the two solutions at the same slenderness, the free space parameter would be
set to δS = r0/` while the no-slip plane slenderness parameter would assume the value
δB = 2 r0/`. At half the length, this would enforce the radius of the no-slip plane body
to be equivalent to the radius of the free space body.
At this point, one may ask why we would not construct an asymptotic solution for a
slender body sweeping a single upright cone in free space. In chapter 4, we
constructed an exact solution for a spheroid spinning about its midpoint sweeping a
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double cone in free space. To assess the value of the slenderness parameter in which
trajectory and flow properties can be accurately captured in the asymptotic no-slip
solution, the exact solution in chapter 4 is compared to the slender free space solution
justified in Appendix F.1.
Now examine the contribution from the image system in (G.7)
uB1 (x0)image = α
∫ 1
0
( −(x0 − s sinκ)y0s
((x0 − s sinκ)2 + y20 + (z0 + s cosκ)2)3/2
+(G.21)
6 cosκ (x0 − s sinκ)y0z0s2
((x0 − s sinκ)2 + y20 + (z0 + s cosκ)2)5/2
)
ds
∼ ² δ
2
2
∫ 1
0
( −s
((x0 − s sinκ)2 + δ2 + (z0 + s cosκ)2)3/2 +
6 cosκ z0s
2
((x0 − s sinκ)2 + δ2 + (z0 + s cosκ)2)5/2
)
ds
uB2 (x0)image = α
∫ 1
0
(
−s√
(x0 − s sinκ)2 + y20 + (z0 + s cosκ)2
+
−y20s− 2 cosκz0s2
((x0 − s sinκ)2 + y20 + (z0 + s cosκ)2)3/2
+
6 cosκy20z0s
2
((x0 − s sinκ)2 + y20 + (z0 + s cosκ)2)5/2
)
ds
∼ − ²
2
∫ 1
0
(
s√
(x0 − s sinκ)2 + δ2 + (z0 + s cosκ)2
+
2 cosκz0s
2
((x0 − s sinκ)2 + δ2 + (z0 + s cosκ)2)3/2
)
ds +
² δ2
2
∫ 1
0
( −s
((x0 − s sinκ)2 + δ2 + (z0 + s cosκ)2)3/2 +
6 cosκz0s
2
((x0 − s sinκ)2 + δ2 + (z0 + s cosκ)2)5/2
)
ds
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uB3 (x0)image = α
∫ 1
0
( −y0(z0 − s cosκ)s
((x0 − s sinκ)2 + y20 + (z0 + s cosκ)2)3/2
+
6 cosκy0(z0 + s cosκ)z0s
2
((x0 − s sinκ)2 + y20 + (z0 + s cosκ)2)5/2
)
ds.
∼ ² δ
2
∫ 1
0
( −δ s
((x0 − s sinκ)2 + δ2 + (z0 + s cosκ)2)3/2 +
6 cosκ(z0 + s cosκ)z0s
2
((x0 − s sinκ)2 + δ2 + (z0 + s cosκ)2)5/2
)
ds
It is important to note that 0 < s∗ < 1 and 0 < s < 1 where s is the location of the
singularity while s∗ is length along the tilted body. The denominators in the
point-source distributions applied to the flow domain (initial Stokeslets) contain
powers of (s∗ − s)2 + δ2 which are singular for s near s∗. However, since the images
are positioned in the lower plane and bounded away from s in the flow field, the
denominators in the image singularities containing powers of
(x0 − s sinκ)2 + y20 + (z0 + s cosκ)2 = (s∗ − s)2 sin2 κ+ (s∗ + s)2 cos2 κ+O(δ)
(see (G.8)) are non-singular for all values of s∗ and s. That is,
(s∗ − s)2 sin2 κ+ (s∗ + s)2 cos2 κ < 4(G.22)
so that
(G.23)
1
(x0 − s sinκ)2 + y20 + (z0 + s cosκ)2
>
1
4 +O(δ)
>
1
5
for δ ¿ 1. Hence all of the integrals in uB(x0)image are bounded and uB(x0)image ∼ ²
which is subdominant to uB(x0)point−force in (G.20).
In conclusion, the image system in the Blakelet distribution of (G.7) does not
contribute at leading order when δ ¿ 1. At leading order, the Blakeslet distribution is
approximated by the point-force Stokeslet distribution applied to the fluid domain.
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Hence, prescribing the Blakeslet strength
α(s) =
²
2
(0, s, 0)
provides that
uB(x0) ∼ ( 0, s∗, 0 )(G.24)
when δ ¿ 1 and 1− s∗, s∗ À δ with an error of order ². The error in this distribution
near the base of the body (at the no-slip plane) is examined in Appendix G.2 while
the error near the tip is provided by the analysis in Appendix F.2 which examines the
end effects of the slender free space solution.
G.2. Base effects for sweeping a cone
To understand the Blakelet distribution in (G.7) near the base of the body (at the z =
0 plane), we examine the distribution at
0 < s∗ < η, η → 0(G.25)
when δ ¿ 1 where s∗ measures length along the body given in (G.4). Appendix G.1
provides that for δ ¿ 1, the Blakelet distribution is approximated by the point-forces
(Stokeslets) applied to the fluid domain
uB(x0) ∼ uB(x0)point−force(G.26)
∼ ²
2
(0, J˜ , 0)
with J˜ defined in (G.9) and (G.11) as
J˜ =
∫ 1
0
s ds√
(s∗ − s)2 + δ2(G.27)
= s∗ log
(√
δ2 + b2 + b√
δ2 + a2 − a
)
+ δ
(√
b2 + δ2
δ
−
√
a2 + δ2
δ
)
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where
b = 1− s∗ =⇒ 1− η < b < 1(G.28)
a = s∗ =⇒ −η < −a < 0.
Obtaining the asymptotics of J˜ requires making a decision on the size of the
parameters a and b relative to δ. In the construction and validation of the slender free
space and no-slip plane solutions in Appendix F.1 and G.1, asymptotic expansions
were obtained in the limits a, b À δ. This limit required that one stay away from
the ends of the body by an order δ and provided the desired boundary condition
(G.29) uB(x0) ∼ (0, s∗, 0).
We now want to examine the distribution near the base where bÀ δ and, additionally,
a ∼ η ¿ 1
When η À δ, s∗ is bounded away from the base end by δ and Appendix G.1 provides
that the boundary condition in (G.29) is met. Examine J˜ when η ¿ δ. In this limit,
(G.27) provides that
J˜ ∼ η log
(
2 b
δ
)
+ δ
(
b
δ
− 1
)
∼ η
²
(G.30)
and, within δ of the base,
(G.31) uB(x0) ∼
(
0,
η
2
, 0
)
.
As (G.29) provides, the desired boundary condition is uB(x0) ∼ ( 0, η, 0 ). Hence, in
this small region near the base of the body, a relative error of 1/2 is made. This error
is larger than ² which is the error made along the body away from the ends. Although
the boundary condition is not matched at the base, the Blakelet singularity
distribution provides a velocity field which is non-singular on the body as it nears the
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no-slip z = 0 plane. Again, since this region of larger error has a size of order δ, the
base effect becomes increasingly negligible as δ ¿ 1.
G.3. Base effects for vertical body in shear flow
Consider a slender body of length ` and radius r0 standing vertically, normal to the
no-slip plane z = 0, lying on the positive z−axis,
x20 + y
2
0 = r0(G.32)
0 < z0 < `
which is embedded in the free stream velocity U(z) = (z, 0, 0). In the absence of a
no-slip plane, Batchelor (1970b) expresses the velocity field through a line distribution
of Stokeslets at
(G.33) xs(s) = (0, 0, s)
with strength
α(s) =
²
2
(s, 0, 0)(G.34)
² =
[
log
(
2
δ
)]−1
(see section 5.1.1). The Stokes velocity field which satisfies the boundary conditions
u(z = 0) = 0(G.35)
u(x0) = 0
lim
|x|→∞
u(x) = U(z)
can be approximated by
(G.36) u(x) = U(z) + uB(x)
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where uB(x) is a line distribution of Blakelet singularities (Blake 1971) with strength
given by (G.34). Such an approximation is verified in the construction and validation
of the no-slip plane solution for a slender body sweeping a cone provided by Appendix
G.1.
The Blakelet distribution is given as
uB(x) =
∫ `
0
[ (
α(s)
|x− xs(s)| +
(x− xs(s)) [ (x− xs(s)) ·α(s) ]
|x− xs(s)|3
)
−(G.37) (
α(s)
|x− x′s(s)|
+
(x− x′s(s)) [ (x− x′s(s)) ·α(s) ]
|x− x′s(s)|3
)
+
2 zs
( −z α′(s)
|x− x′s(s)|3
+
(x− x′s(s))× ez ×α′(s)
|x− x′s(s)|3
+
3 z (x− x′s(s)) [ α′(s) · (x− x′s(s)) ]
|x− x′s(s)|5
) ]
ds
where xs(s) and x
′
s(s) are the locations of the point force (initial Stokeslet) and the
image points, respectively. Further,
α(s) = (α1(s), α2(s), α3(s))(G.38)
α′(s) = (α1(s), α2(s),−α3(s)).
For the vertical body (G.32) embedded in the shear flow U(z) = (z, 0, 0),
xs(s) = ( 0, 0, s ) = −x′s(s)(G.39)
α(s) = α′(s) =
²
2
(s, 0, 0)
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and
uB1 (x) =
²
2
∫ `
0
[(
s
|x− s| +
x2s
|x− s|3
)
−
(
s
|x+ s| +
x2s
|x+ s|3
)
+(G.40)
2s
( −zs
|x+ s|3 +
3x2zs
|x+ s|5
)]
ds
uB2 (x) =
²
2
∫ `
0
[
xys
|x− s|3 −
xys
|x+ s|3 + 2s
(
3xyzs
|x+ s|5
)]
ds
uB3 (x) =
²
2
∫ `
0
[
x(z − s)s
|x− s|3 −
x(z + s)s
|x+ s|3 +
2s
(
xs
|x+ s|3 +
3xz(z + s)s
|x+ s|5
)]
ds
where
|x− s| =
√
x2 + y2 + (z − s)2(G.41)
|x+ s| =
√
x2 + y2 + (z + s)2.
In the following, all quantities are non-dimensional with those having units of length
non-dimensionalized by the length of the body `. Appendices G.1 and G.2 confirm
that outside a region of size δ from the base and tip of the slender body,
uB(x0) ∼ (z0, 0, 0). To understand the Blakelet distribution on the body near the
z = 0 plane, we evaluate (G.40) at
x20 + y
2
0 = δ
2(G.42)
0 < z < η
when δ, η → 0. Since it is the leading contributor, we examine uB1 (x0) under these
limits.
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By design of the flow field and body orientation, the Stokeslet singularity and its
image can be grouped as a single line integral from −1 < s < 1. That is,
uB1 (x0) =
²
2
∫ 1
−1
(
s√
δ2 + (z0 − s)2
+
x20s
(δ2 + (z0 − s)2)3/2
)
ds +(G.43)
²
2
∫ 1
0
( −2z0s2
(δ2 + (z0 + s)2)3/2
+
6x20z0s
2
(δ2 + (z0 + s)2)3/2
)
ds.
In the slender limit, δ ¿ 1. We are further interested in the fluid velocity on the body
near the base. Hence, we examine two limiting cases for η ¿ 1. One where η ¿ δ and
the other where δ ¿ η.
Consider η ¿ δ. In this limit, careful asymptotic analysis on the integrals which
supply uB1 (x0) provides that for z0 ∼ η,∫ 1
−1
s√
δ2 + (η − s)2 ds ∼
2η
²
− 2η + δ2η(G.44) ∫ 1
−1
x20s
(δ2 + (η − s)2)3/2 ds ∼
2x20η
δ2
− 3x20η∫ 1
0
−2ηs2
(δ2 + (η + s)2)3/2
ds ∼ −2η
²
+ 2η − 2η
2
δ∫ 1
0
6x20ηs
2
(δ2 + (η + s)2)5/2
ds ∼ −2x
2
0η
δ2
+
4x20η
2
δ3
.
Hence, for η/δ ¿ 1 and recalling that on the body x0 ∼ δ,
uB1 (x0) ∼
²
2
(
4x20η
2
δ3
− 2η
2
δ
)
(G.45)
∼ η
(²η
δ
)
.
However, the distribution should approximate
(G.46) U(η) = (η, 0, 0).
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At this point, it is important to introduce specific definitions for symbols used to
express the relative behavior of two functions. First, for x→ x0,
(G.47) f(x)¿ g(x) ⇐⇒ lim
x→x0
f(x)
g(x)
= 0
and f(x) is said to be much smaller than g(x). Second,
(G.48) f(x) ∼ g(x) ⇐⇒ f(x)− g(x)¿ g(x) ⇐⇒ lim
x→x0
f(x)
g(x)
= 1
and f(x) is said to be asymptotic to g(x) as x→ x0. Since,
lim
η/δ→0
uB1 (x0)
U(η)
=
²η
δ
→ 0,(G.49)
near the base in a region of size δ, the Blakeslet velocity field is not asymptotic to the
desired boundary condition on the body. However, uB1 (x0)¿ U(η) and although
Blakeslet singularities are pushed to the no-slip plane, the resulting velocity field is
non-singular near the base of the body at the z = 0 plane.
Now consider δ ¿ η. In this limit, careful asymptotic analysis on the integrals which
supply uB1 (x0) provides that,∫ 1
−1
s√
δ2 + (η − s)2 ds ∼
2η
²
− 2η + η log(η (1− η))(G.50) ∫ 1
−1
x20s
(δ2 + (η − s)2)3/2 ds ∼
−2x20η
δ2∫ 1
0
−2ηs2
(δ2 + (η + s)2)3/2
ds ∼ 2η log η + η∫ 1
0
6x20ηs
2
(δ2 + (η + s)2)5/2
ds ∼ 6x
2
0η
δ2
.
On the body, x0 ∼ δ so that
uB1 (x0) ∼
²
2
(
2η
²
)
= η(G.51)
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and the boundary condition is satified. In this limiting case, z0 ∼ η À δ and z0, which
measures length along the body, is bounded away from the base of the body by an
order δ. The validation of the Blakelet distribution in Appendix G.1 and the analysis
of the base effect in Appendix G.2 predict this result.
In conclusion, the Blakelet distribution is not uniformly valid along the slender body.
For 0 < z0 < η ¿ δ, the velocity field fails to match the boundary condition by an
order ²η/δ ¿ 1 but is, nonetheless, non-singular near the no-slip z = 0 plane.
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G.4. Blakelet Fortran code
!—————————————————————————————————————–
! DESCRIPTION:
! Compute particle trajectory of a spheroid titled in the (x,z) plane rotating in the
! upper (x,y) plane using Blakelets and slender body theory. Position vectors are
! computed using 4th order Runge-Kutta.
!
! COMPILE AND LINK:
! % make
! % (f77 -c -o B.o B.f)
! % (f77 -g B.o -o b)
!
! RUN:
! % time ./b
!
! WRITTEN BY:
! Terry Jo Leiterman December 16, 2004
!—————————————————————————————————————–
implicit none
integer j, N
!—————————————————————————————————————–
! INITIALIZE NUMBER OF GRID POINTS HERE. INITIALIZE REMAINING
VARIABLES
! IN BOX BELOW. parameter (N = 10000*5)
!—————————————————————————————————————–
! TIME
double precision dt, tfin
double precision pi
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! MAJOR AXIS LENGTH a AND MINOR AXIS LENGTH b
double precision a, b
! ROTATION SPEED
double precision w
! CONSTANT SINGULARITY COEFFICIENT
double precision F, d, e
! DISTANCE FROM LINE DISTRIBUTION TO PLANE
double precision el
! VELOCITY DUE TO LINE DISTRIBUTION OF BLAKESLETS
double precision u1s, u2s, u3s
! INITIAL POSITION IN LAB FRAME
double precision r0, th0, x0, y0, z0
! CYLINDRICAL COORDINATES
double precision xc, yc, zc
! ROTATED RECTANGULAR COORDINATES
double precision xr, yr, zr
! TILTED RECTANGULAR COORDINATES
double precision xt, yt, zt
! TILT ANGLE IN X-Z PLANE
double precision k
! RECTANGULAR VELOCITY FIELD IN BODY FRAME
double precision u1, u2, u3
! RECTANGULAR VELOCITY FIELD IN LAB FRAME
double precision u1lab, u2lab, u3lab
! CYLINDRICAL VELOCITY FIELD IN LAB FRAME
double precision urlab, uthlab, uzlab
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! CYLINDRICAL POSITION VECTOR - RK4
double precision rn, thn, zn, rnnew, thnnew, znnew
! RECTANGULAR POSITION VECTOR
double precision xn, yn, xnnew, ynnew
! RUNGE-KUTTA COORDINATES
double precision rrk, thrk, zrk
double precision trk
double precision xrk, yrk
! RUNGE-KUTTA VARIABLES
double precision k1r, k1th, k1z
double precision k2r, k2th, k2z
double precision k3r, k3th, k3z
double precision k4r, k4th, k4z
! L IS LENGTH OF ROD WHILE rad IS RADIUS OF BODY
! a IS NORMALIZED TO 1 WHILE b IS NORMALIZED TO rad/L
double precision rad, L
double precision numberRev
! CONE GEOMETRY AND ECCENTRICITY
double precision CH, CR, ecc
pi = 4.d0*atan(1.d0)
!—————————————————————————————————————–
! INITIALIZE REMAINING VARIABLES HERE. SEE DEFINITIONS ABOVE FOR
! FURTHER DESCRIPTIONS. VARIABLES WHICH CAN BE CHANGED BY
USER
! ARE HEADED BY (**).
! SINCE N ALLOCATES MEMORY, N IS INITIALIZED AT TOP OF FILE.
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!—————————————————————————————————————–
! BODY PARAMETERS (**)
ecc = 0.995d0
a = 1.d0
L = a
b = a*dsqrt(1.d0-ecc*ecc)
! FREQUENCY w AND TILT k (**)
w = 2.d0*pi
k = 30.d0*pi/180.d0
CR = dcos(k)
CH = dsin(k)
el = 0.001d0
! INITIAL POSITION IN POLAR CYLINDRICAL COORDINATES (**)
r0 = 1.d0*CR/L
th0 = 0.d0*pi/180.d0
z0 = 1.0*CH/L
! FINAL TIME RESULTS IN SPHEROID COMPLETING numberRev ORBITS (**)
numberRev = 5.d0
tfin = numberRev
!—————————————————————————————————————–
dt = tfin/N
! BLAKELET
open(unit=11, file=’trajb.m’, form=’formatted’)
call delta(d,a,b)
call eps(e,d)
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! COMPUTE CONSTANT SINGULARITY STRENGTHS
call singStrengths(e,w,k,F)
! DETERMINE RECTANGULAR COORDINATES
call rectCoord(r0,th0,x0,y0)
rn = r0
thn = th0
zn = z0
xn = x0
yn = y0
write(11,*) xn, yn, zn
t = 0.d0
! COMPUTE PARTICLE TRAJECTORIES USING 4TH ORDER RUNGE-KUTTA
do 10 j = 1, N
!———————————————- PASS 1 ————————————————
rrk = rn
thrk = thn
zrk = zn
trk = t
! DETERMINE RECTANGULAR COORDINATES
call rectCoord(rrk,thrk,xrk,yrk)
! ROTATE THE COORDINATES
call rotate(xrk,yrk,zrk,trk,xr,yr,zr,w)
! COMPUTE SINGULARITIES FOR TILTED AND ROTATED SPHEROID
call blakeslet(xr,yr,zr,a,b,u1,u2,u3,F,k,el)
! COMPUTE RECTANGULAR VELOCITY FIELD IN LAB FRAME
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call velLabFrame(trk,u1,u2,u3,u1lab,u2lab,u3lab,w)
! COMPUTE CYLINDRICAL VELOCITY FIELD IN LAB FRAME
call velLabFrameCyl(thrk,u1lab,u2lab,u3lab,urlab,uthlab,uzlab)
k1r = dt*urlab
k1th = dt*uthlab/rrk
k1z = dt*uzlab
!———————————————- PASS 2 ————————————————
rrk = rn + 0.5d0*k1r
thrk = thn + 0.5d0*k1th
zrk = zn + 0.5d0*k1z
trk = t + 0.5d0*dt
! DETERMINE RECTANGULAR COORDINATES
call rectCoord(rrk,thrk,xrk,yrk)
! ROTATE THE COORDINATES
call rotate(xrk,yrk,zrk,trk,xr,yr,zr,w)
! COMPUTE SINGULARITIES FOR TILTED AND ROTATED SPHEROID
call blakeslet(xr,yr,zr,a,b,u1,u2,u3,F,k,el)
! COMPUTE RECTANGULAR VELOCITY FIELD IN LAB FRAME
call velLabFrame(trk,u1,u2,u3,u1lab,u2lab,u3lab,w)
! COMPUTE CYLINDRICAL VELOCITY FIELD IN LAB FRAME
call velLabFrameCyl(thrk,u1lab,u2lab,u3lab,urlab,uthlab,uzlab)
k2r = dt*urlab
k2th = dt*uthlab/rrk
k2z = dt*uzlab
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!———————————————- PASS 3 ————————————————
rrk = rn + 0.5d0*k2r
thrk = thn + 0.5d0*k2th
zrk = zn + 0.5d0*k2z
trk = t + 0.5d0*dt
! DETERMINE RECTANGULAR COORDINATES
call rectCoord(rrk,thrk,xrk,yrk)
! ROTATE THE COORDINATES
call rotate(xrk,yrk,zrk,trk,xr,yr,zr,w)
! COMPUTE SINGULARITIES FOR TILTED AND ROTATED SPHEROID
call blakeslet(xr,yr,zr,a,b,u1,u2,u3,F,k,el)
! COMPUTE RECTANGULAR VELOCITY FIELD IN LAB FRAME
call velLabFrame(trk,u1,u2,u3,u1lab,u2lab,u3lab,w)
! COMPUTE CYLINDRICAL VELOCITY FIELD IN LAB FRAME
call velLabFrameCyl(thrk,u1lab,u2lab,u3lab,urlab,uthlab,uzlab)
k3r = dt*urlab
k3th = dt*uthlab/rrk
k3z = dt*uzlab
!———————————————- PASS 4 ————————————————
rrk = rn + k3r
thrk = thn + k3th
zrk = zn + k3z
trk = t + dt
! DETERMINE RECTANGULAR COORDINATES
call rectCoord(rrk,thrk,xrk,yrk)
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! ROTATE THE COORDINATES
call rotate(xrk,yrk,zrk,trk,xr,yr,zr,w)
! COMPUTE SINGULARITIES FOR TILTED AND ROTATED SPHEROID
call blakeslet(xr,yr,zr,a,b,u1,u2,u3,F,k,el)
! COMPUTE RECTANGULAR VELOCITY FIELD IN LAB FRAME
call velLabFrame(trk,u1,u2,u3,u1lab,u2lab,u3lab,w)
! COMPUTE CYLINDRICAL VELOCITY FIELD IN LAB FRAME
call velLabFrameCyl(thrk,u1lab,u2lab,u3lab,urlab,uthlab,uzlab)
k4r = dt*urlab
k4th = dt*uthlab/rrk
k4z = dt*uzlab
!———————————————- UPDATE ————————————————
rnnew = rn + (k1r + 2.d0*k2r + 2.d0*k3r + k4r)/6.d0
thnnew = thn + (k1th + 2.d0*k2th + 2.d0*k3th + k4th)/6.d0
znnew = zn + (k1z + 2.d0*k2z + 2.d0*k3z + k4z)/6.d0
! DETERMINE RECTANGULAR COORDINATES
call rectCoord(rnnew,thnnew,xc,yc)
xnnew = xc
ynnew = yc
t = j*dt
write(11,*) xnnew, ynnew, znnew
xn = xnnew
yn = ynnew
zn = znnew
rn = rnnew
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thn = thnnew
10 continue
close(11)
stop end
! SUBROUTINES ORGANIZED IN ALPHABETICAL ORDER
!—————————————————————————————————————–
subroutine blakeslet(x,y,z,L,rad,u1s,u2s,u3s,F,k,el)
!—————————————————————————————————————–
! Computes the contribution to the velocity field from a line distribution of blakeslets
! us = (u1s,u2s,u3s) between the ends of a slender cylinder with strength F*s where !
el ¡ s ¡ L. The strengths are chosen to match a rotating boundary condition on the !
body and no-slip on the plane.
double precision x, y, z, L, rad, F, k, el
double precision r, rs, s, ss
double precision u1s, u2s, u3s
double precision rline, lline, bdd, a, sec
bdd = 10.d0**(-6.d0)
r = x*x + y*y + z*z
rs = y*y + z*z
s = x*dcos(k) + z*dsin(k)
ss = x*dcos(k) - z*dsin(k)
sec = 1.d0/dcos(k)
if (abs(y).lt.bdd) then
rline = abs(x/dcos(k)-z/dsin(k))
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lline = abs(x/dcos(k)+z/dsin(k))
end if
! FORMULATION FOR y0, z0 = 0
if (abs(y).lt.bdd.and.rline.lt.bdd) then
a = z/dsin(k)
u1s = 0.d0
u2s = F*(el-L+a*dlog(dabs(el-a))-a*dlog(dabs(L-a))+
+a*dlog(dabs(el-a*dcos(2.d0*k)+dsqrt(a**2+el**2- +2.d0*a*el*dcos(2.d0*k))))-
+a*dlog(dabs(L-a*dcos(2.d0*k)+dsqrt(a**2+L**2- +2.d0*a*L*dcos(2.d0*k))))+
+((a**2-a*el+el**2+el*(-2.d0*a+el)*dcos(2.d0*k))*sec**2)
+/(2.d0*dsqrt(a**2+el**2-2.d0*a*el*dcos(2.d0*k)))-
+((a**2-a*L+L**2+L*(-2.d0*a+L)*dcos(2.d0*k))*sec**2)
+/(2.d0*dsqrt(a**2+L**2-2.d0*a*L*dcos(2.d0*k))))
u3s = 0.d0
else if (abs(y).lt.bdd.and.lline.lt.bdd) then
a = z/dsin(k)
u1s = 0.d0
u2s = F*(el-L-dsqrt(a**2+el**2+2.d0*a*el*dcos(2.d0*k))+
+dsqrt(a**2+L**2+2.d0*a*L*dcos(2.d0*k))-a*dcos(2.d0*k)*
+dlog(dabs(a+el))+a*dcos(2.d0*k)*dlog(dabs(a+L))+
+a*dcos(2.d0*k)*dlog(dabs(el+a*dcos(2.d0*k)+dsqrt(a**2+
+el**2+2.d0*a*el*dcos(2.d0*k))))-
+a*dcos(2.d0*k)*dlog(dabs(L+a*dcos(2.d0*k)+dsqrt(a**2+
+L**2+2.d0*a*L*dcos(2.d0*k))))-a**3*dsin(k)**2/(a+el)**2+
+4.d0*a**2*dsin(k)**2/(a+el)+a**3*dsin(k)**2/(a+L)**2-
+4.d0*a**2*dsin(k)**2/(a+L))
u3s = 0.d0
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else
! FIRST COMPONET OF BLAKESLET CONTRIBUTION
u1s = F*(y*(-dcos(k)*dlog(L-s+dsqrt(L*L+r-2.d0*L*s))-(x*r-L*
+ (r+y*y)*dcos(k)-x*r*dcos(2.d0*k)+L*x*x*dcos(3.d0*k)-L*
+ z*z*dcos(3.d0*k)-x*x*z*dsin(2.d0*k)-y*y*z*dsin(2.d0*k)-
+ z*z*z*dsin(2.d0*k)+2.d0*L*x*z*dsin(3.d0*k))/(dsqrt(L*L+r-
+ 2.d0*L*s)*(r+y*y+(-x*x+z*z)*dcos(2.d0*k)-2.d0*x*z*
+ dsin(2.d0*k))))-
+ y*(-dcos(k)*dlog(el-s+dsqrt(el*el+r-2.d0*el*s))-(x*r-el*
+ (r+y*y)*dcos(k)-x*r*dcos(2.d0*k)+el*x*x*dcos(3.d0*k)-el*
+ z*z*dcos(3.d0*k)-x*x*z*dsin(2.d0*k)-y*y*z*dsin(2.d0*k)-
+ z*z*z*dsin(2.d0*k)+2.d0*el*x*z*dsin(3.d0*k))/(dsqrt(el*el+r-
+ 2.d0*el*s)*(r+y*y+(-x*x+z*z)*dcos(2.d0*k)-2.d0*x*z*
+ dsin(2.d0*k))))+
+ y*(dcos(k)*dlog(L-ss+dsqrt(L*L+r-2.d0*L*ss))-(-x*r+L*(r+
+ y*y)*dcos(k)+x*r*dcos(2.d0*k)-L*x*x*
+ dcos(3.d0*k)+L*z*z*dcos(3.d0*k)-x*x*z*dsin(2.d0*k)-y*y*z*
+ dsin(2.d0*k)-z*z*z*dsin(2.d0*k)+2.d0*L*x*z*dsin(3.d0*k))/
+ (dsqrt(L*L+r-2.d0*L*ss)*(r+y*y+(-x*x+z*z)*dcos(2.d0*k)+2.d0*
+ x*z*dsin(2.d0*k))))-
+ y*(dcos(k)*dlog(el-ss+dsqrt(el*el+r-2.d0*el*ss))-(-x*r+el*
+ (r+y*y)*dcos(k)+x*r*dcos(2.d0*k)-el*x*x*
+ dcos(3.d0*k)+el*z*z*dcos(3.d0*k)-x*x*z*dsin(2.d0*k)-y*y*z*
+ dsin(2.d0*k)-z*z*z*dsin(2.d0*k)+2.d0*el*x*z*dsin(3.d0*k))/
+ (dsqrt(el*el+r-2.d0*el*ss)*(r+y*y+(-x*x+z*z)*dcos(2.d0*k)+
+ 2.d0*x*z*dsin(2.d0*k))))+
+ (y*z*dsin(k)*(-(3.d0*el**3*x**3-4.d0*el**3*x*y*y-24.d0*el*
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+ x**3*y*y-24.d0*el*x*y**4+3.d0*el**3*x*z*z-24.d0*el*x*y*y*z*z+
+ 2.d0*(8.d0*rs*r*r+3.d0*el*el*(4.d0*y**4+9.d0*y*y*z*z+
+ 5.d0*z**4+x*x*(7.d0*y*y+5.d0*z*z)))*dcos(k)-4.d0*el*x*(6.d0*
+ r*(rs+z*z)+el*el*(x*x+3.d0*y*y+4.d0*z*z))*dcos(2.d0*k)+6.d0*
+ el*el*x*x*y*y*dcos(3.d0*k)+18.d0*el*el*x*x*z*z*dcos(3.d0*k)-
+ 6.d0*el*el*y*y*z*z*dcos(3.d0*k)-6.d0*el*el*z**4*dcos(3.d0*k)
+ +el**3*x**3*dcos(4.d0*k)-3.d0*el**3*x*z*z*dcos(4.d0*k)+30.d0*
+ el*el*x**3*z*dsin(k)+16.d0*x**5*z*dsin(k)+12.d0*el*el*x*y*y*
+ z*dsin(k)+32.d0*x**3*y*y*z*dsin(k)+16.d0*x*y**4*z*dsin(k)+
+ 30.d0*el*el*x*z**3*dsin(k)+32.d0*x**3*z**3*dsin(k)+32.d0*
+ x*y*y*z**3*dsin(k)+16.d0*x*z**5*dsin(k)-2.d0*el**3*x*x*z*
+ dsin(2.d0*k)-24.d0*el*x**4*z*dsin(2.d0*k)+12.d0*el**3*y*y*z*
+ dsin(2.d0*k)+24.d0*el*y**4*z*dsin(2.d0*k)+10.d0*el**3*z**3*
+ dsin(2.d0*k)+48.d0*el*y*y*z**3*dsin(2.d0*k)+24.d0*el*z**5*
+ dsin(2.d0*k)+6.d0*el*el*x**3*z*dsin(3.d0*k)-12.d0*el*el*x*
+ y*y*z*dsin(3.d0*k)-18.d0*el*el*x*z**3*dsin(3.d0*k)-3.d0*el**3
+ *x*x*z*dsin(4.d0*k)+el**3*z**3*dsin(4.d0*k))/(el*el+r-2.d0*
+ el*ss)**(1.5)+
+ (3.d0*L**3*x**3-4.d0*L**3*x*y*y-24.d0*L*
+ x**3*y*y-24.d0*L*x*y**4+3.d0*L**3*x*z*z-24.d0*L*x*y*y*z*z+
+ 2.d0*(8.d0*rs*r*r+3.d0*L*L*(4.d0*y**4+9.d0*y*y*z*z+
+ 5.d0*z**4+x*x*(7.d0*y*y+5.d0*z*z)))*dcos(k)-4.d0*L*x*(6.d0*
+ r*(rs+z*z)+L*L*(x*x+3.d0*y*y+4.d0*z*z))*dcos(2.d0*k)+6.d0*
+ L*L*x*x*y*y*dcos(3.d0*k)+18.d0*L*L*x*x*z*z*dcos(3.d0*k)-
+ 6.d0*L*L*y*y*z*z*dcos(3.d0*k)-6.d0*L*L*z**4*dcos(3.d0*k)
+ +L**3*x**3*dcos(4.d0*k)-3.d0*L**3*x*z*z*dcos(4.d0*k)+30.d0*
+ L*L*x**3*z*dsin(k)+16.d0*x**5*z*dsin(k)+12.d0*L*L*x*y*y*
+ z*dsin(k)+32.d0*x**3*y*y*z*dsin(k)+16.d0*x*y**4*z*dsin(k)+
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+ 30.d0*L*L*x*z**3*dsin(k)+32.d0*x**3*z**3*dsin(k)+32.d0*
+ x*y*y*z**3*dsin(k)+16.d0*x*z**5*dsin(k)-2.d0*L**3*x*x*z*
+ dsin(2.d0*k)-24.d0*L*x**4*z*dsin(2.d0*k)+12.d0*L**3*y*y*z*
+ dsin(2.d0*k)+24.d0*L*y**4*z*dsin(2.d0*k)+10.d0*L**3*z**3*
+ dsin(2.d0*k)+48.d0*L*y*y*z**3*dsin(2.d0*k)+24.d0*L*z**5*
+ dsin(2.d0*k)+6.d0*L*L*x**3*z*dsin(3.d0*k)-12.d0*L*L*x*
+ y*y*z*dsin(3.d0*k)-18.d0*L*L*x*z**3*dsin(3.d0*k)-3.d0*L**3
+ *x*x*z*dsin(4.d0*k)+L**3*z**3*dsin(4.d0*k))/(L*L+r-2.d0*
+ L*ss)**(1.5))/(r+y*y+(-x*x+z*z)*dcos(2.d0*k)+2.d0*x*z*
+ dsin(2.d0*k))**2))
! SECOND COMPONENT OF BLAKESLET CONTRIBUTION
u2s = F*(-s*dlog(el-s+dsqrt(el*el+r-2*el*s))-dsqrt(el*el+r-
+ 2.d0*el*s)+
+ s*dlog(L-s+dsqrt(L*L+r-2*L*s))+dsqrt(L*L+r-
+ 2.d0*L*s)+
+ 2.d0*y*y*(r-el*s)/(dsqrt(el*el+r-2*el*s)*(r+y*y+(-x*x+
+ z*z)*dcos(2.d0*k)-2.d0*x*z*dsin(2.d0*k)))-
+ 2.d0*y*y*(r-L*s)/(dsqrt(L*L+r-2*L*s)*(r+y*y+(-x*x+
+ z*z)*dcos(2.d0*k)-2.d0*x*z*dsin(2.d0*k)))+
+ ss*dlog(el-ss+dsqrt(el*el+r-2*el*ss))+dsqrt(el*el+r-
+ 2.d0*el*ss)
+ -ss*dlog(L-ss+dsqrt(L*L+r-2*L*ss))-dsqrt(L*L+r-
+ 2.d0*L*ss)
+ -(2.d0*y*y*(r-el*ss))/(dsqrt(el*el+r-2.d0*el*ss)*(r+
+ y*y+(-x*x+z*z)*dcos(2.d0*k)+2.d0*x*z*dsin(2.d0*k)))+
+ (2.d0*y*y*(r-L*ss))/(dsqrt(L*L+r-2.d0*L*ss)*(r+
+ y*y+(-x*x+z*z)*dcos(2.d0*k)+2.d0*x*z*dsin(2.d0*k)))+
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+ 2.d0*z*dsin(k)*(dlog(el-ss+dsqrt(el*el+r-2.d0*el*ss))-(2.d0*
+ (el*y*y+x*r*dcos(k)-el*(x*x-z*z)*dcos(2.d0*k)-x*x*z*dsin(k)
+ -y*y*z*dsin(k)-z*z*z*dsin(k)+2.d0*el*x*z*dsin(2.d0*k)))/
+ (dsqrt(el*el+r-2.d0*el*ss)*(r+y*y+(-x*x+z*z)*dcos(2.d0*k)+
+ 2.d0*x*z*dsin(2.d0*k))))-
+ 2.d0*z*dsin(k)*(dlog(L-ss+dsqrt(L*L+r-2.d0*L*ss))-(2.d0*
+ (L*y*y+x*r*dcos(k)-L*(x*x-z*z)*dcos(2.d0*k)-x*x*z*dsin(k)
+ -y*y*z*dsin(k)-z*z*z*dsin(k)+2.d0*L*x*z*dsin(2.d0*k)))/
+ (dsqrt(L*L+r-2.d0*L*ss)*(r+y*y+(-x*x+z*z)*dcos(2.d0*k)+
+ 2.d0*x*z*dsin(2.d0*k))))
+ -(2.d0*y*y*z*dsin(k)*(2.d0*(el-ss)*(el*el+r-2*el*ss)*(3.d0*
+ r-y*y+(x*x-z*z)*dcos(2.d0*k)-2.d0*x*z*dsin(2.d0*k))-2.d0*
+ (r+y*y+(-x*x+z*z)*dcos(2.d0*k)+2.d0*x*z*dsin(2.d0*k))*
+ (el*y*y+x*r*dcos(k)-el*(x*x-z*z)*dcos(2.d0*k)-x*x*z*dsin(k)-
+ y*y*z*dsin(k)-z*z*z*dsin(k)+2.d0*el*x*z*dsin(2.d0*k))))/((
+ (el*el+r-2*el*ss)**1.5)*((r+y*y+(-x*x+z*z)*dcos(2.d0*k)+2.d0
+ *x*z*dsin(2.d0*k))**2))+
+ (2.d0*y*y*z*dsin(k)*(2.d0*(L-ss)*(L*L+r-2*L*ss)*(3.d0*
+ r-y*y+(x*x-z*z)*dcos(2.d0*k)-2.d0*x*z*dsin(2.d0*k))-2.d0*
+ (r+y*y+(-x*x+z*z)*dcos(2.d0*k)+2.d0*x*z*dsin(2.d0*k))*
+ (L*y*y+x*r*dcos(k)-L*(x*x-z*z)*dcos(2.d0*k)-x*x*z*dsin(k)-
+ y*y*z*dsin(k)-z*z*z*dsin(k)+2.d0*L*x*z*dsin(2.d0*k))))/((
+ (L*L+r-2*L*ss)**1.5)*((r+y*y+(-x*x+z*z)*dcos(2.d0*k)+2.d0
+ *x*z*dsin(2.d0*k))**2)))
! THIRD COMPONENT OF BLAKESLET CONTRIBUTION
u3s = F*(-y*(-dlog(el-s+dsqrt(el*el+r-2.d0*el*s))*dsin(k)-
+ (z*r+z*r*dcos(2.d0*k)-2.d0*el*x*z*dcos(3.d0*k)-el*x*x*
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+ dsin(k)-2.d0*el*y*y*dsin(k)-el*z*z*dsin(k)-
+ x*x*x*dsin(2.d0*k)-
+ x*y*y*dsin(2.d0*k)-x*z*z*dsin(2.d0*k)+el*x*x*dsin(3.d0*k)
+ -el*z*z*dsin(3.d0*k))/(dsqrt(el*el+r-2.d0*el*s)*(r+y*y+
+ (-x*x+z*z)*dcos(2.d0*k)-2.d0*x*z*dsin(2.d0*k))))+
+ y*(-dlog(L-s+dsqrt(L*L+r-2.d0*L*s))*dsin(k)-
+ (z*r+z*r*dcos(2.d0*k)-2.d0*L*x*z*dcos(3.d0*k)-L*x*x*
+ dsin(k)-2.d0*L*y*y*dsin(k)-L*z*z*dsin(k)-x*x*x*dsin(2.d0*k)-
+ x*y*y*dsin(2.d0*k)-x*z*z*dsin(2.d0*k)+L*x*x*dsin(3.d0*k)
+ -L*z*z*dsin(3.d0*k))/(dsqrt(L*L+r-2.d0*L*s)*(r+y*y+
+ (-x*x+z*z)*dcos(2.d0*k)-2.d0*x*z*dsin(2.d0*k))))+
+ (-y*(dlog(el-ss+dsqrt(el*el+r-2*el*ss))*dsin(k)-(-3.d0*z*r+
+ 4.d0*el*x*z*dcos(k)+
+ z*r*dcos(2.d0*k)-2.d0*el*x*z*dcos(3.d0*k)+el*x*x*dsin(k)
+ +2.d0*el*y*y*dsin(k)-3.d0*el*z*z*dsin(k)+x*x*x*dsin(2.d0*k)
+ +x*y*y*dsin(2.d0*k)+x*z*z*dsin(2.d0*k)-el*x*x*dsin(3.d0*k)+el*
+ z*z*dsin(3.d0*k))/(dsqrt(el*el+r-2.d0*el*ss)*(r+y*y+(-x*x+
+ z*z)*dcos(2.d0*k)+2.d0*x*z*dsin(2.d0*k))))+
+ y*(dlog(L-ss+dsqrt(L*L+r-2*L*ss))*dsin(k)-(-3.d0*z*r+
+ 4.d0*L*x*z*dcos(k)+
+ z*r*dcos(2.d0*k)-2.d0*L*x*z*dcos(3.d0*k)+L*x*x*dsin(k)
+ +2.d0*L*y*y*dsin(k)-3.d0*L*z*z*dsin(k)+x*x*x*dsin(2.d0*k)+x*
+ y*y*dsin(2.d0*k)+x*z*z*dsin(2.d0*k)-L*x*x*dsin(3.d0*k)+L*
+ z*z*dsin(3.d0*k))/(dsqrt(L*L+r-2.d0*L*ss)*(r+y*y+(-x*x+
+ z*z)*dcos(2.d0*k)+2.d0*x*z*dsin(2.d0*k)))))+
+ (y*z*dsin(k)*(-3.d0*el**3*x*x*z+4.d0*el**3*y*y*z+
+ 24.d0*el*x*x*y*y*z+24.d0*el*y**4*z-3.d0*el**3*z**3+
+ 24.d0*el*y*y*z**3+2.d0*x*z*(8.d0*r*r+3.d0*el*el*(5.d0*x*x+
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+ 2.d0*y*y+5.d0*z*z))*dcos(k)-4.d0*el*z*(6.d0*(2.d0*x*x+y*y)*r
+ +el*el*(4.d0*x*x+3.d0*y*y+z*z))*dcos(2.d0*k)+18.d0*el*el*
+ x**3*z*
+ dcos(3.d0*k)+12.d0*el*el*x*y*y*z*dcos(3.d0*k)-6.d0*el*el*
+ x*z**3*dcos(3.d0*k)+3.d0*el**3*x*x*z*dcos(4.d0*k)-el**3*z**3
+ *dcos(4.d0*k)+30.d0*el*el*x**4*dsin(k)+16.d0*x**6*dsin(k)+
+ 54.d0*el*el*x*x*y*y*dsin(k)+48.d0*x**4*y*y*dsin(k)+24.d0*
+ el*el*y**4*dsin(k)+48.d0*x*x*y**4*dsin(k)+16.d0*y**6*dsin(k)
+ +30.d0*el*el*x*x*z*z*dsin(k)+32.d0*x**4*z*z*dsin(k)+
+ 42.d0*el*el*y*y*z*z*dsin(k)+64.d0*x*x*y*y*z*z*dsin(k)+32.d0*
+ y**4*z*z*dsin(k)+16.d0*x*x*z**4*dsin(k)+16.d0*y*y*z**4*
+ dsin(k)-10.d0*el*el*el*x**3*dsin(2.d0*k)-24.d0*el*x**5*
+ dsin(2.d0*k)-12.d0*el*el*el*x*y*y*dsin(2.d0*k)-48.d0*el*
+ x**3*y*y*dsin(2.d0*k)-24.d0*el*x*y**4*dsin(2.d0*k)+2*el**3*
+ x*z*z*dsin(2.d0*k)+24.d0*el*x*z**4*dsin(2.d0*k)+6.d0*el*el*
+ x**4*dsin(3.d0*k)+6.d0*el*el*x*x*y*y*dsin(3.d0*k)
+ -18.d0*el*el*x*x*z*z*dsin(3.d0*k)-
+ 6.d0*el*el*y*y*z*z*dsin(3.d0*k)+el*el*el*x*x*x*dsin(4.d0*k)
+ -3.d0*el*el*el*x*z*z*dsin(4.d0*k)))/(((el*el+r-2.d0*el*ss)**
+ (1.5))*((r+y*y+(-x*x+z*z)*dcos(2.d0*k)+2.d0*x*z*
+ dsin(2.d0*k))**2))-
+ (y*z*dsin(k)*(-3.d0*L**3*x*x*z+4.d0*L**3*y*y*z+
+ 24.d0*L*x*x*y*y*z+24.d0*L*y**4*z-3.d0*L**3*z**3+
+ 24.d0*L*y*y*z**3+2.d0*x*z*(8.d0*r*r+3.d0*L*L*(5.d0*x*x+
+ 2.d0*y*y+5.d0*z*z))*dcos(k)-4.d0*L*z*(6.d0*(2.d0*x*x+y*y)*r
+ +L*L*(4.d0*x*x+3.d0*y*y+z*z))*dcos(2.d0*k)+18.d0*L*L*x**3*z*
+ dcos(3.d0*k)+12.d0*L*L*x*y*y*z*dcos(3.d0*k)-6.d0*L*L*
+ x*z**3*dcos(3.d0*k)+3.d0*L**3*x*x*z*dcos(4.d0*k)-L**3*z**3
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+ *dcos(4.d0*k)+30.d0*L*L*x**4*dsin(k)+16.d0*x**6*dsin(k)+
+ 54.d0*L*L*x*x*y*y*dsin(k)+48.d0*x**4*y*y*dsin(k)+24.d0*
+ L*L*y**4*dsin(k)+48.d0*x*x*y**4*dsin(k)+16.d0*y**6*dsin(k)
+ +30.d0*L*L*x*x*z*z*dsin(k)+32.d0*x**4*z*z*dsin(k)+
+ 42.d0*L*L*y*y*z*z*dsin(k)+64.d0*x*x*y*y*z*z*dsin(k)+32.d0*
+ y**4*z*z*dsin(k)+16.d0*x*x*z**4*dsin(k)+16.d0*y*y*z**4*
+ dsin(k)-10.d0*L*L*L*x**3*dsin(2.d0*k)-24.d0*L*x**5*
+ dsin(2.d0*k)-12.d0*L*L*L*x*y*y*dsin(2.d0*k)-48.d0*L*
+ x**3*y*y*dsin(2.d0*k)-24.d0*L*x*y**4*dsin(2.d0*k)+2*L**3*
+ x*z*z*dsin(2.d0*k)+24.d0*L*x*z**4*dsin(2.d0*k)+6.d0*L*L*
+ x**4*dsin(3.d0*k)+6.d0*L*L*x*x*y*y*dsin(3.d0*k)-
+ 18.d0*L*L*x*x*z*z*dsin(3.d0*k)-
+ 6.d0*L*L*y*y*z*z*dsin(3.d0*k)+L*L*L*x*x*x*dsin(4.d0*k)
+ -3.d0*L*L*L*x*z*z*dsin(4.d0*k)))/(((L*L+r-2.d0*L*ss)**
+ (1.5))*((r+y*y+(-x*x+z*z)*dcos(2.d0*k)+2.d0*x*z*
+ dsin(2.d0*k))**2)))
endif
return
end
!—————————————————————————————————————–
subroutine delta(d,a,b)
!—————————————————————————————————————–
! Computes the slenderness of a cylinder with length 2*a and radius b.
double precision d, a, b
d = b/a
return
end
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!—————————————————————————————————————–
subroutine eps(e,d)
!—————————————————————————————————————–
! Computes the small parameter required for the singularity strength in slender body
! theory
double precision e, d
e = -1.d0/dlog(d)
return
end
!—————————————————————————————————————–
subroutine rectCoord(r,th,xc,yc)
!—————————————————————————————————————–
! Computes rectangular coordinates (xc,yc) from polar coordinates (r,th).
double precision r, th, xc, yc
xc = r*dcos(th)
yc = r*dsin(th)
return
end
!—————————————————————————————————————–
subroutine rotate(x,y,z,t,xtr,ytr,ztr,w)
!—————————————————————————————————————–
! Computes coordinates for a spheroid rotated by an angle t in the (x,y) plane.
double precision x, y, z, t, w
double precision xtr, ytr, ztr
xtr = x*dcos(w*t) + y*dsin(w*t)
ytr = -x*dsin(w*t) + y*dcos(w*t)
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ztr = z
return
end
!—————————————————————————————————————–
subroutine singStrengths(e,w,k,F)
!—————————————————————————————————————–
! Computes the constant singularity strengths of the Blakelet. The strengths are
! chosen to match a rotating boundary condition on the body.
double precision e, w, k
double precision F
F = 0.5d0*e*w*dcos(k)
return
end
!—————————————————————————————————————–
subroutine tilt(x,y,z,k,xt,yt,zt)
!—————————————————————————————————————–
! Computes coordinates for a spheroid tilted by an angle k in the (x,z) plane.
double precision x, y, z, k
double precision xt, yt, zt
xt = x*dcos(k) + z*dsin(k)
yt = y
zt = -x*dsin(k) + z*dcos(k)
return
end
!—————————————————————————————————————–
subroutine velLabFrame(t,u1,u2,u3,u1lab,u2lab,u3lab,w)
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!—————————————————————————————————————–
! Computes the rectangular velocity field in the lab frame where the body is rotating
! in (x,y) plane. That is, the body is moving and the flow at infinity vanishes.
double precision t, w
double precision u1, u2, u3, u1lab, u2lab, u3lab
u1lab = u1*dcos(w*t) - u2*dsin(w*t)
u2lab = u1*dsin(w*t) + u2*dcos(w*t)
u3lab = u3
return
end
!—————————————————————————————————————–
subroutine velLabFrameCyl(th,u1lab,u2lab,u3lab,urlab,uthlab,uzlab)
!—————————————————————————————————————–
! Computes the cylindrical velocity field in the lab frame where the body is rotating in
! (x,y) plane. That is, the body is moving and the flow at infinity vanishes.
double precision th
double precision u1lab, u2lab, u3lab, urlab, uthlab, uzlab
urlab = u1lab*dcos(th) + u2lab*dsin(th)
uthlab = -u1lab*dsin(th) + u2lab*dcos(th)
uzlab = u3lab
return
end
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APPENDIX H
Mass-spring system
Consider masses at x and y connected by a spring in a velocity field u. Let the force
of the spring be given by f . Since a spring force satisfies f(x− y) = −f(y − x), the
introduction to this chapter provides that x and y are governed by
m
d2x
dt2
= f(x− y) + 6piµa
(
u(x, t)− dx
dt
)
(H.1)
m
d2y
dt2
= −f(x− y) + 6piµa
(
u(y, t)− dy
dt
)
x(0) = x0
y(0) = y0.
As in Chapter 3, we non-dimensionalize (H.1) using
x = ax ′(H.2)
t = T t ′
u = Uu ′
f = k a f ′
where a is the radius of the mass and k is a spring constant measuring the ”stiffness”
of the spring with units of force per unit length. Then in the dimensionless, primed
variables, (H.5) becomes
d2x ′
dt ′2
=
k T2
m
f ′(x ′ − y ′) + 6piµT
2
m
(
Uu ′(x ′, t ′)− a ω˙ dx
′
dt ′
)
(H.3)
d2y ′
dt ′2
= −k T
2
m
f ′(x ′ − y ′) + 6piµT
2
m
(
Uu ′(y ′, t ′)− a ω˙ dy
′
dt ′
)
.
From Chapter 3, neglecting inertia in (H.1) requires that (3.6) hold and, for the
mass-spring system, that further
k T2
m
À 1.(H.4)
For fixed spring constant k, this limit is satisfied when the mass m is small, as may
have been expected. The mass-spring system, away from stagnation points in the
velocity field, is then governed by
dx
dt
= u(x) + f˜(x− y)(H.5)
dy
dt
= u(y)− f˜(x− y)
x(0) = x0
y(0) = y0
where f˜ = f/6piµa.
By observation of (H.5),
(H.6)
d
dt
(x− y) = u(x)− u(y)− 2 f˜(x− y).
For u differentiable and x sufficiently close to y, the Mean Value Theorem provides
that
(H.7) u(x)− u(y) ∼ ∇u(xc) · (x− y)
for some xc(t) between x(t) and y(t). Thus dotting (H.6) with x− y and using the
approximation above, it is also found that
d
dt
( |x− y|2
2
)
= (x− y) · d(x− y)
dt
(H.8)
= (x− y) · ∇u(xc) · (x− y)− 2 (x− y) · f˜(x− y)
at leading order.
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H.1. At equilibrium
Suppose we want to find the distance between two masses in a flow fluid for which a
spring connecting them is at equilibrium. That is, we are interested in x(t) and y(t)
so that
(H.9) |x− y| = c0
is constant. By (H.8), x− y thus satisfies
(H.10) (x− y) · ∇u(xc) · (x− y) = 2(x− y) · f˜(x− y).
Hooke’s law states that the strain in an elastic material is proportional to the stress.
Strain is the amount by which the body is deformed and stress is the force causing the
deformation. Since the spring force is restoring, Hooke’s law provides that
(H.11) f(x− y) = −k (x− y)
where the constant of proportionality k is the spring constant. To maintain a zero
spring force at equilibrium, Hooke’s approximation motivates defining the spring force
as
f(x− y) = −κ
[
(x− y)− c0
(
x− y
|x− y|
)]
.(H.12)
Thus
2(x− y) · f˜(x− y) = 0.(H.13)
Further, introduce the notation
b = x− y(H.14)
M(t) = ∇u(xc(t)).
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From (H.8), obtaining the equilibrium position of the two masses requires the solution
for b in the quadratic equation
(H.15) bTM(t)b = 0.
H.2. Couette flow
The flow u = (u, v) given by a cylinder rotating in an infinite domain is given by
u = − Ay
x2 + y2
(H.16)
v =
Ax
x2 + y2
where A = ΩR2 with Ω being the rotation rate of a cylinder of radius R. We seek the
equilibrium position of two masses placed in this flow, connected by a spring. The
solution is given by (H.15) where
(H.17) M(t) = ∇u(xc) = A
(x2c + y
2
c )
2
 2xcyc y2c − x2c
y2c − x2c −2xcyc

recalling that (xc, yc) = (xc(t), yc(t)).
Let b = (b1, b2). Then
(H.18) bTMb =
2A
(x2c + y
2
c )
2
(
(b1xc + b2yc)(b1yc − b2xc)
)
and b1, b2 satisfy
(H.19)
 xc yc
yc −xc
 b1
b2
 =
 0
0

which gives
(H.20) b1 = ±yc
xc
b2.
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More specifically,
(H.21)
x1 − y1
x2 − y2 = ±
yc
xc
.
If (r, θ) and (rc, θc) represent the cylindrical coordinates of x− y and xc, respectively,
then the above implies tan θ tan θc = ±1 and
θ = ± tan−1 (cot θc)(H.22)
= ±
(pi
2
− θc
)
with θc ∈ (0, pi2 ). Recall
θc = θc(t)(H.23)
= tan
(
yc(t)
xc(t)
)
.
To determine the mass-spring orientation θ in couette flow for the spring force in
(H.12), we thus need to compute xc. Through (H.22), the long time orientation is
found in the limit of θc(t) as t→∞.
Suppose
(H.24) xc =
x+ y
2
.
Then from (H.5) and (H.14),
2
dxc
dt
=
d
dt
(x+ y)(H.25)
= u(x) + u(y)
∼ ∇u(xc) · (x− y)
∼ M(t)b
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and, at leading order, the system one wants to solve to is
bT∇u(xc)b = 0(H.26)
2
dxc
dt
= ∇u(xc)b
where, again, b = x− y.
For Couette flow, the system in (H.26) is 3 equations in 4 unknowns (b = (b1, b2) and
xc = (xc, yc)) given as
0 = (b1xc + b2yc)(b1yc − b2xc)(H.27)
2
dxc
dt
=
A
(x2c + y
2
c )
2
(
2xcycb1 + (y
2
c − x2c)b2
)
2
dyc
dt
=
A
(x2c + y
2
c )
2
(
(y2c − x2c)b1 − 2xcycb2
)
.
The first equation provides
(H.28) b1 = ±yc
xc
b2,
and b2, xc, and yc are found by solving
2
dxc
dt
=
A
(x2c + y
2
c )
2
(
3y2c − x2c
)
b2(H.29)
2
dyc
dt
= − A
(x2c + y
2
c )
2
(
y2c + x
2
c
)
b2.
Again, the system is underdetermined, written here with 2 equations in 3 unknowns,
and an infinite number of solutions exist.
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