Abstract: A novel architecture for integrating reference trajectory and image prediction is proposed to be used in predictive control of visual servoing systems. In the proposed method, a new predictor is developed based on the relation between the camera velocity and the time variation of the visual features given by the interaction matrix. In addition, a reference trajectory is introduced to define the way how to reach the desired features over the prediction horizon starting from the current features. Simulations reveal the efficiency of the proposed architecture to control a 6 degrees of freedom robot manipulator.
INTRODUCTION
Image based visual servoing (IBVS) is an attractive strategy for the motion control of robot manipulators. The desired position of the robot is described by a reference image of the object and the corresponding visual features determined off line. Starting from an initial position, a sequence of images with the corresponding visual features is obtained during the motion to the desired position. The robot motion is controlled by minimizing the error between the current features and the desired ones considered as set-point. If the initial error is too large, a trajectory can be designed from a sequence of images and then sampled, in order to obtain for each iteration a small control error. Combining path-planning and trajectory tracking, it is possible to deal with constraints handling (Mezouar and Chaumette, 2003) , (Allotta and Fioravanti, 2005) .
Predictive approach in image based visual servoing has already been explored by many papers in the literature. Thus, in (Gangloff and de Mathelin, 2003) an ARIMAX multivariable model is presented which permitted to implement a GPC controller for high speed visual servoing of a robot manipulator. An IBVS scheme based on Nonlinear Model Predictive Control is presented in (Sauvee et al., 2006) , considering the direct dynamic model of the robot, its joint and torque limits, the camera projection model and the visibility constraint. For image prediction, a nonlinear global model is used. A visual predictive control strategy combined with the IMC structure is developed in (Allibert et al., 2008) for a nonlinear robotic system subject to mechanical and visibility constraints. To overcome the complexity of the nonlinear global model used for image prediction, a local model was proposed in Burlacu, 2008 and 2009) based on the relation between the camera velocity and the time variation of the visual features given by the interaction matrix. In (Allibert et al., 2010) a nonlinear predictive control algorithm is presented for visual servoing which uses a nonlinear global model or a local model based on the interaction matrix for image prediction similar to that presented in Burlacu, 2008 and 2009) .
In this paper, a new predictive control architecture is presented which integrates the reference trajectory and the image prediction based on a local model. The reference trajectory is used to define the behaviour of the plant (robot + camera) output in going from the current features to the desired features considered as a set point over the prediction horizon. For the first time, the reference trajectory is introduced in IBVS systems in the sense of the predictive control being employed in the cost function instead of the desired features used as set-point. In order to predict the visual features evolution in the image over the prediction horizon, a local model based on the interaction matrix is used. Predictive control approach for IBVS is evaluated through the visual servoing of a 6 degrees of freedom (dof) manipulator in eye-in-hand configuration. The simulation experiments show a strong improvement of the loop performance with respect to more classical control strategies for 6 DOF visual servo loops. At the same time, besides the existing predictive visual servoing methods, it may be imposed the response speed of the visual servoing system using the reference trajectory.
VISUAL PREDICTIVE CONTROLLER
The proposed predictive control for visual servoing integrates concepts from MPC and from developments in IBVS for motion control of autonomous manipulators. The architecture of the proposed predictive control system is shown in Fig. 1 . The figure depicts an image based predictive controller with a reference trajectory generator, a local model based predictor and an optimization block. The reference trajectory is used to define the behaviour of the plant (robot + camera) output in going from the current features f to the desired features f considered as a set point over the prediction horizon hp. In order to predict the visual features evolution in the image over the horizon hp, a local model based on the interaction matrix is used. Predictive control consists in computing the optimal control sequence by minimizing with the optimization block a cost function with respect to the plant dynamics and constraints.
Local model based predictor
The main problem in designing a predictive control strategy is to develop a suitable predictor. The plant model consists of the robot model combined with the camera model, generating a nonlinear global model. This complex model, used to predict the evolution of the visual features with respect to a control sequence over the horizon hp, generates difficulties in the predictor development. To overcome these problems due to the complexity of the nonlinear global model, a local model was proposed by the authors of the paper in Burlacu, 2008 and 2009 ) based on the relation between the the camera velocity c v and the time variation of the visual features f & given by the interaction matrix. Later, the same local model based on the interaction matrix is given in (Allibert et al., 2010) and is used as model of image prediction.
Our approach starts with the assuming that the object from a visual servoing application is characterized by m point features defined by:
1 ...
where feature point i f has the coordinates ( ) respectively, the point features are achieved employing the camera model:
where i is the mapping (2):
For static objects, the equation (3) becomes:
where L is the interaction matrix and
vector with the distances z i from the object points to the camera frame. The interaction matrix is defined in (Chaumette and Hutchinson, 2006) as : [ ]
where L i is the interaction matrix of the i th feature point of coordinates in the image plane:
and λ is the focus distance.
Starting from the relation between the camera and point features velocities given by (4) and considering the robot model as a virtual Chartesian motion device (VCMD) with camera velocity reference c v * as input and camera velocity c v as output, the plant model for image prediction from Fig. 2 was developed. The VCMD is considered an inner velocity loop which controls the camera velocity and the outer one implements the image based control loop. The inner loop is regarded as an analogue system because the sampling period of the inner loop is very short (usually 1 ms) and it is described by the transfer matrix ( ) s G . This transfer matrix approximates the nonlinear robot dynamics using different approaches (Gangloff and de Mathelin, 2003) , (Fujimoto, 2003) and typically has a diagonal form obtained through a suitable design of the multivariable inner velocity control loop. The input of the VCMD is the camera velocity reference c v * which is applied to analog velocity control loops described by the transfer matrix ( ) s G through a zero-order holder (ZOH).
( 1) ( ) 
where Z symbolizes the z -transform. Having ( ) c v k as output of the VCMD discrete time model, the discrete time relation between camera and point features velocities is obtained by discretization of (4) using Euler's method:
where L k is the interaction matrix computed with the point features ( )
u k v k acquired at the current discrete time k with a camera and an appropriate point feature detector. It is assumed that it is possible to compute at every sampling period the depth ( ) i z k of the current point features with respect to the camera frame.
The one-step ahead prediction of the image point features evolution can now be calculated using (8) and the discrete model (7) of the VCMD, resulting:
where the notation ( 1| ) f k k + indicates that the prediction is computed at the discrete time k.
Shifting the one-step ahead prediction model (9) by recursion, the next predictors till prediction horizon hp are obtained: 
Reference trajectory generator
In predictive control, distinct from the set point is the reference trajectory that usually starts at the current plant output and defines the imposed trajectory along which the plant should go to the set point. For the image based visual servoing control systems, the set point is the desired features f * obtained from a reference image of the desired grasping position. This image describes what the camera should see when the end-effector is correctly positioned relative to the target object. Starting from the current features ( ) f k , a reference trajectory is necessary in visual predictive control to define the way how to reach the desired features f * over the prediction horizon. Such a reference trajectory is depicted in Fig. 3 . Beginning with the current discrete time k with the current image k I having the point features ( ) f k , a reference trajectory is designed from the image sequences , 1, Among the methods to generate the image plane trajectories for tracked points in an eye-in-hand system, we have chosen the 3D motion planning approach for image-based visual servoing task from (Allotta and Fioravanti, 2005) . Consider that the initial image is k I with point features ( ) f k , the final one is k hp I + with the point features f * and the object is fixed being described by four point features assumed to be coplanar but not collinear. The reference trajectory gradually varies from the current point features ( ) f k at time t = kT e to the desired point features f * at time ( ) e t k hp T = + . 
If the matrix K with the intrinsic camera parameters is constant and non singular (Allotta and Fioravanti, 2005) , then the Euclidian homography 1 − ∝ H K GK can be recovered up to a scalar factor. The matrix H can be decomposed in its rotational and translational components:
where khp R is the rotation matrix between the desired camera frame 
In order to obtain a path between the current feature point positions ( ) f k at time 0 e t kT = = and the desired one f * at time ( ) e hp t k hp T t = + = , it is necessary to build a sequence of collineation matrices that will be correlated with a time variation law. The sequence can be obtained using the parameter-dependent matrix:
where ( ) 
In the general motion case, when both a rotation and a translation of the camera are needed in order to reach the final view, the time dependent Euclidean homography ( ) d q H is given by:
Taking into account the axis-angle representation of the matrix khp R by the set ( ) 
where u % is the anti-symmetric skew matrix.
For defining the time dependent reference scaled translation of the camera ( )
, a trajectory that identifies the position of the reference camera frame origin during the task must be chosen. In (Allotta and Fioravanti, 2005) a helicoidal reference trajectory is proposed and the reference scaled position during the translation is extracted from a generic helix analytical form.
Starting from the initial conditions ( ) f k , the reference trajectory is generated using the above algorithm in order to obtain ( | ) w k hp k f * + = at the end of the prediction horizon.
Optimization block
The general aim of the optimization block is to make future system outputs to converge for a desired reference trajectory (
For that, the objective function J is established, generally defined as a quadratic function of the predicted control error and control. The error in image space over the prediction horizon hp is given by:
The objective function to be minimized is defined by:
Q and R denote positive definite, symmetric weighting matrices and hu is the control horizon in (18).
The main constraints are associated to the limits of the image called the visibility constraint, ensuring that all the features are always visible:
Other two constraints related to the robot are frequently used, respectively the torque constraints, the joint boundaries and the camera velocity constraints.
PREDICTIVE CONTROL ARCHITECTURE FOR VISUAL SERVOING
Predictive control approach for IBVS is evaluated through the visual servoing of a 6 degrees of freedom (dof) manipulator in eye-in-hand configuration. The predictive control architecture for visual servoing is depicted in Fig. 4 .
Planar objects are defined using points in Cartesian space. The blocks 'initial position' and 'desired configuration' are used to represent the start position (0 
where ( ) , ,
x y z are the object point coordinates in the camera frame. The depth i z , necessary for interaction matrix computation, is given by the 'Depth extraction' block. To visualize of the object points in the image plane, the 'camera view' block from Fig. 4 is employed.
Using the desired f * and current feature ( ) f k together with the corresponding depth, the interaction matrices L * and k L are computed employing (5)-(6). These two matrices are utilized to compute the interaction matrix
with better performances in predictor implementation of (9) and (10) ('Predictor' block in Fig. 4 ). 'The reference trajectory' block implements the approach presented in Subsection 2.2 to generate the reference trajectory. The objective function (18) with the constraints (19) is minimized by 'Optimization block' using the Matlab function fmincon.
The camera velocity should be designed in the camera coordinates to obtain a linear diagonal system (VCMD block) of a 6 dof robot manipulator. One way to achieve a decoupled system is to employ a robust control strategy based on the joint space disturbance observer (DOB) (Fujimoto, 2003) and thus, each joint axis is considered decoupled under the cut-off frequency of DOB. The linear discrete model of the VCMD system can be expressed using (7) with (Cervera, 2003) .
SIMULATION RESULTS
The proposed predictive control architecture for visual servoing from Fig.4 was implemented in Matlab considering for simplicity an object defined by 4 planar points in the Cartesian space. The predictive control architecture can be also used for more complicated object structure. The evolution of the planning reference trajectory is depicted in Fig. 5 , considering hp = 4. For simulations, two controllers were tested: a proportional one and the predictive controller proposed in this paper. The proportional control law (Chaumette and Hutchinson, 2006) is given by: As work hypothesis a starting object pose and a desired one were chosen as shown in Fig.6 ,a, where red squares illustrate the desired position and the initial configuration is represented with blue circles. The intrinsic parameters were set on: 0.5, 1000 These simulations show clearly the superiority of the predictive controller compared to the proportional one. The predictive approach is viable where the proportional one fails, mainly in handling visibility constrains and dealing with singularity configuration. In Fig.6 ,a, the proportional controller fails in keeping the point features in the visibility area thus generating the stop of the control algorithm. Meanwhile both predictive techniques, with or without reference trajectory, manage to fulfill the servoing task (Fig.6b, 6c ). It can be also observed that the reference trajectory based predictive approach has a smoother behavior than direct one, thus making it more suitable for a real time implementation.
CONCLUSION
In this paper, a new predictive control architecture applied to IBVS has been proposed. Using a reference trajectory and a local model based predictor, convergence and stability of robot motion have been obtained through nonlinear constraint optimization. Constraints due to mechanical system (camera velocity) and sensor characteristics (visibility constraint) were taken into account in the predictive control scheme. Simulations have shown the efficiency of the NMPC approach in comparison with the classical control strategy to overcome the IBVS difficulties.
