This paper has implemented a feature reduction based on Independent Components Analysis (ICA) and Principal Component Analysis (PCA) for an automatic supervised identification system of Pejibaye palm DNA markers, using an Artificial Neural Network (ANN) as classifier; obtaining 100% for the classes' identification. The biochemical parameterization proposed, based on 89 RAPD primer markers applied on haplotypes of Pejibaye races, has correctly been proved for its reduction. The computational times have been studied, obtaining results in real time for test mode. Finally the interesting combination of these techniques (biochemical and computational), gives rise to a formulation of an inexpensive and handy method of origin denomination plant certification.
INTRODUCTION
The study of feature selection or reduction in Pattern Recognition area is an important field in order to reduce the system complexity and computational times. In this present work, we have developed an automatic identification system applying feature selection. In particular, a database of Pejibaye palm DNA markers has been used.
The pejibaye palm belongs to the monocotyledons, family of the Arecaceae, tribe of the cocoids, sub tribe Bactridinae and Bactris genus. (Henderson, 2000) (Mora-Urpí and Arroyo, 1996) . This palm is the only domesticated one of the neotropic and produce: fruit, wood, and the most common and know heart-of-palm "palmito" present on international markets. This palm presents a large variety of morphology genus and large distribution over Central and South America. Since last 20th Century, due to the crop origin controversy, (MoraUrpí and Arroyo, 1996) (Clemet et al., 1989 ) till now unsolved, mayor concern has been to identify biologically, domestic races and the research has been aimed to obtain genetic improvement and preservation instead of varieties identification. Till now, there is not known literature on an automatic Pejibaye identification system. Economically, because different "landraces" (varieties), promote more or less one or other product and, in order to obtain origin denominations, there is an evident interest to correctly certify each one of different seed varieties.
For this study we considered six landraces Pejibaye palms: Utilitis (Costa Rica), Tuira (Panamá), Putumayo (Colombia), Yurimagua (Perú), Tembé (Bolivia) and Pará (Brasil). Selected criterion considered races proponed by Clement and MoraUrpi. (Mora-Urpí and Arroyo, 1996) (Porebski et al., 1997) (Ravishankar et al., 2000 ) (Clemet et al., 1989 . Such races have enough general representation on the germ plasma data bank and were previously characterized by morphological markers. (Dellaporta et al, 1983.) . Original population considered 191 palms with 18 to 10 individuals per race mean, evaluated with the RAPD technique.
On this study we have obtained three important results. First, a validation of RAPDS (Random Amplified polymorphic DNA) traces analysis technique, obtaining an inexpensive straight forward method to correct pejibaye palm parameterization of DNA chains, and obtaining similar grouping on selected landraces than morphological methods. Second, a substantial reduction of parameters has been done, and therefore, it have achieved a real time system response. And finally a 100% correct identification of each palm variety.
PEJIBAYE PALM DATABASE
The germ plasma data bank of the University of Costa Rica has been stabilized about 30 years ago and account for more than 1200 different introductions of Pejibaye palms from Central and South America, becoming one of the most World wide completed.
In this present work, we have used a database composed by 6 classes of Pejibaye (Utilitis -Costa Rica, Tuira -Panama, Putumayo -Colombia, Yurimagua -Peru, Tembé -Bolivia and Pará -Brazil), and each one has 13 samples with 89 RAPDS primer markers per sample. This database can looks somehow small, but we must know that its building is very expensive, and for this reason we must work in these conditions. In the future, with new funds, we hope to increase the database.
DNA PARAMETERIZATION
Deoxyribonucleic acid (DNA) is a long polymer of nucleotides, with a backbone made of sugars and phosphate groups joined by ester bonds. Attached to each sugar is one of four types of bases molecules and, it is the sequence of these four bases along the backbone that encodes information. This code is read by copying stretches of DNA into the related nucleic acid RNA.
Raw DNA analysis is a very expensive and time consuming technique but, the interest of such analysis is based on the fact that it is used on decision making, handled and preservation of genetic resources, taxonomy and systematic molecular studies.
Several techniques have been developed in order to diminish this description extension. RAPDS trace analysis (Random Amplified polymorphic DNA) is one of those finger printing technique based on PCR (Polymerase Chain Reaction) (Mora-Urpí et al., 1993) (Dellaporta et al., 1993) (Ferrer et al., 2004 ) (Mattos, 1992) (Porebski et al., 1997) (Ravishankar et al., 2000) (Clemet et al., 1989 ) (see figure 1) . This study was realized over each individual's genetic material, with 89 OPC primers (from the Operon Company) obtaining information variables with clear and well defined fragments, after multiples reactions amplifications. That is, for each individual, an 89 long parameter binary description vector. That is to say, markers and individuals produced a binary matrix, indicating enough presence of a particular RAPDS primer, from the six different Pejibaye races considered. 
COMPONENT ANALYSIS
Over the last century, Component Analysis (CA) methods such as Principal Component Analysis (PCA), Linear Discriminant Analysis (LDA), Canonical Correlation Analysis (CCA), Local Linear Projections (LPP), and Spectral Clustering (SC) have been extensively used as a feature extraction step for modeling, classification, visualization, and clustering. (De la Torre, 2008) . CA techniques are appealing because many can be formulated as eigenproblems, offering great potential for learning linear and non-linear representations of data without local minima. A unified least-squares framework can be derived to formulate many CA methods. As explained in (De la Torre, 2008), PCA, LDA, CCA, LPP, k-means, SC, kernel and regularized extensions, correspond to a particular instance of least-squares weighted kernel reduced rank regression (LS-WKRRR). The LS formulation of CA has several advantages: (1) allows understanding the communalities and differences between several CA methods, as well as the intrinsic relationships, (2) helps to understand normalization factors, in CA methods, (3) suggests new optimization strategies, (4) avoids some problems of existing eigen-methods for rank deficient matrices (e.g. SSS), (5) allows many straight-forward extensions of CA methods.
In this first work we will use only two methods, in order to compare results and try to improve the success classification rate that we have without any pre-processing. The fist one is the classical Principal Component Analysis (PCA) method, as an example of well known and extensively used method. The second one is the so called Independent Component Analysis (ICA) that is a more recent method introduced in these last years in the framework of blind source separation problems. (Jutten and Herault, 1991) (Hyvärinen et al., 2001 ).
Principal Component Analysis (PCA)
Principal Components Analysis (PCA) is a way of identifying patterns in data, and expressing the data in such a way as to highlight their similarities and differences (Jolliffe, 2002) . Since patterns in data can be hard to find in data of high dimension, where the luxury of graphical representation is not available, PCA is a powerful tool for analyzing data.
The other main advantage of PCA is that once you have found these patterns in the data, and you compress the data, i.e. by reducing the number of dimensions, without much loss of information. PCA is an orthogonal linear transformation that transforms the data to a new coordinate system such that the greatest variance by any projection of the data comes to lie on the first coordinate (called the first principal component), the second greatest variance on the second coordinate, and so on. PCA is theoretically the optimum transform for a given data in least square terms.
In PCA, the basis vectors are obtained by solving the algebraic eigenvalue problem
where X is a data matrix whose columns are centered samples, R is a matrix of eigenvectors, and Λ Γ is the corresponding diagonal matrix of eigenvalues. The projection of data, X R C T n n = from the original p dimensional space to a subspace spanned by n principal eigenvectors is optimal in the mean squared error sense.
This method is very well known and extensively used in many different applications for feature selection and/or dimensionality reduction.
Independent Component Analysis (ICA)
ICA can be viewed as a generalization of PCA procedure, in the sense that instead of obtaining decorrelated components, here we obtain independent components that is a harder condition that decorrelation as uncorrelated variables are only partly independent. As explained in (Hyvärinen et al., 2001) , ICA is a very general-purpose statistical technique in which observed random data are linearly transformed into components that are maximally independent from each other, and simultaneously have interesting' distributions. ICA can be formulated as the estimation of a latent variable model. The intuitive notion of maximum non-Gaussianity can be used to derive different objective functions whose optimization enables the estimation of the ICA model. Alternatively, one may use more classical notions like maximum likelihood estimation or minimization of mutual information to estimate ICA; somewhat surprisingly, these approaches are (approximately) equivalent. ICA has been used for dimensional reduction and classification improvement with success (Sanchez-Poblador et al. 2004) , and that is the reason for what we are interested in use this technique in our problem.
In our experiments, even if many different algorithms exist for obtaining such independent components, we have used only the Jade algorithm (Cardoso, 1999) , because is a fast algorithm in the case where few components are extracted, and is robust. Of course, other algorithms could be used, but it's not the objective of our work to compare all the possible algorithms.
NEURAL NETWORK
In recent years several classification systems have been implemented using different techniques, such as Neural Networks. The widely used Neural Networks techniques are very well known in pattern recognition applications.
An Artificial Neural Network (ANN) is an information processing paradigm that is inspired by the way biological nervous systems, such as the brain, process information. The key element of this paradigm is the novel structure of the information processing system. It is composed of a large number of highly interconnected processing elements (neurones) working in unison to solve specific problems. ANNs, like people, learn by example. An ANN is configured for a specific application, such as pattern recognition or data classification, through a learning process. Learning in biological systems involves adjustments to the synaptic connections that exist between the neurones. This is true of ANNs as well.
One of the simplest ANN is the so called perceptron that consist of a simple layer that establishes its correspondence with a rule of discrimination between classes based on the linear discriminator. However, it is possible to define discriminations for non-linearly separable classes using multilayer perceptrons that are networks without refreshing (feed-forward) and with one or more layers of nodes between the input layer and the output layer. These additional layers (the so called hidden layers) contain hidden neurons or nodes, are directly connected to the input and output layer (Bishop, 1995) (Hush and Horne, 1993) .
A neural network multilayer perceptron (NN-MLP) of one hidden layer had been used in this work. Each neuron is associated with weights and biases. These weights and biases are set to each connections of the network and are obtained from training in order to make their values suitable for the classification task between the different classes.
In particular and for our experiments, we have used a Multilayer Perceptron (MLP) Feed-Forward with Back-Propagation training algorithm with only one hidden layer of several different neurons (nodes), obtained empirically in each case. The number of input neurons fits in with the number of DNA elements or its reduction, and the number of output neurons with the number of Pejibaye palms races.
EXPERIMENTS
A supervised identification system has been developed for comparing three different neural networks: the first one using all the available parameters (89 inputs), a second one by using PCA for dimensionality reduction, and the last one by using ICA for the same purpose.
Cross-validation method is used to measure the effectiveness of the system. Training mode is done with 8% to 53% samples per class from our database (from 1 to 7 samples/class), and the rest of them (from 92% -12 samples/class to 47% -6 samples/class) are used in the test mode. Experiments have been repeated 30 times, and therefore the success rate is shown with mean and standard deviation.
In order to investigate the effects of all different parameters involved into the system, many experiments are done, by adapting the number of hidden neurons on the NN, the number of selected features (principal or independent components) and the number of samples used during the training process. Keeping in mind that the main objective is to achieve a 100% of classification success with the simplest possible system, we show the best results of the original data (using all the 89 features) in table 1. We can observe here that success rate increases as the samples per class used in the training phase increases, starting from 79.30% with one single sample per class used for training, to 98.88% using 7 samples per class that represents approximately half of the available samples per class.
Anyway, no 100% of success is achieved in any case, and as all 89 parameters are used as inputs of the system, a very complex neural network is necessary in this case (concerning the number of hidden neurons, we show the best case tuning this number from 1 to 180 neurons).
When some method of features' selection is used (PCA or ICA in our experiments) results are improved and at the same time the system's complexity is reduced. We can see experimental results in tables 2 (using PCA) and 3 (using ICA).
In the PCA case, we can see how using only the first three principal components, results are very similar that there obtained with all of 89 features of the original system. But now, as only 3 components are used, the complexity of the system is considerably reduced. By using only two or three components we can also obtain very interesting visual representations of the different classes, as we can see in figure 2 , where all different Pejibaye classes are plotted using the first three PCA components.
In order to achieve a 100% ± 0 of classification success, we need 4 principal components and at least 4 samples per class for the training phase. In this case, as showed in table II, only 20 neurons in the hidden layer are necessary, similarly as obtained in table I. Finally, using 5 principal components gives very good results in the success rates, even if only one sample per class is used in the training phase (99.16% of success rate), or more (100% with 2 samples per class or higher). In the ICA case, results are similar than those obtained with PCA, but it seems that habitually we need more neurons in the hidden layer than in PCA case. For example, the first 100% of success with ICA is obtained with 4 independent components, 6 training samples per class and 75 neurons in the hidden layer, since for PCA we use also 4 principal components but only 4 training samples per class with 20 neurons in the hidden layer.
On the contrary, when we use 5 components (features), ICA can give us a 100% ± 0 of success with fewer neurons than those needed with PCA especially if 5 or more samples per class are used in the training phase.
In any case, using selected features with PCA or ICA we can improve the success rate up to 100% ± 0 for all of the classes, with only (at least) 4 input features, and a reasonable number of training samples and neurons, giving as a result a much more simple system. In all the cases, we obtain a very low execution time in test mode, low to 0.1 milliseconds. 
CONCLUSIONS
In this paper, we present a robust well performing system and innovative parameterization for automatic supervised identification of Pejibaye palm RAPD markers, using a NN-MLP as classifier, obtaining a success rate of 100%.
We have verified that the use of that classifier offers better guaranties with the reduction feature and good load times for training mode. Besides, this work presents a great advantage, because in all experiments for test mode, it is considered a real time application (> 0.1 millisecond).
