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A duality theorem of P. Wolfe for nonlinear differential programming has 
been extended by the author to the non-differentiable case by replacing gradients 
by subgradients. In this paper this extended result is improved by allowing 
additional types of constraints. Also a converse duality theorem is proved. 
INTRODUCTION 
We consider the following pair of problems: 
Probkm (P). Minimize f(x) subject to 
g,(x) < 0, i = l,..., m and XEC. 
Problem (D). Maximize f(x) + ytg(x) subject to 
Y 2-0, XEC 
0 E m) + f Yi %w + N,(x). 
i=l 
Here f and gi are continuous convex functions on a locally convex space X. 
These conditions onf and g imply that they have sub-gradients everywhere, so 
that the sub-differentials af(x) and agl( x are non-empty. C is a convex set and ) 
N,(x) denotes the normal cone to C at x defined by 
NC(x) ={YEX’ I(y,z- x) <OVZEC}. 
If X is finite dimensional, f and gi are differentiable and C = X then this is 
just the pair of problems for which Wolfe proved a duality theorem [lo] and 
for which Craven and Mond proved converse duality [2]. If we remove from 
Wolfe’s problem the restriction thatf and g, be differentiable we get the problem 
studied by Schechter [9]. 
In this paper we use a generalization of the Kuhn-Tucker theorem, derived in 
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Section 1, to prove a duality theorem for problems (P) and (D). Along the way 
to proving this Kuhn-Tucker theorem we prove a theorem of Fritz-John type 
which is a special case of a theorem of Clarke. Our method of proof however 
is simpler and yields a stronger Kuhn-Tucker theorem. In Section 3 we add the 
hypothesis that X is a Banach space, g, is Frechet differentiable and f is the sum 
of a Frechet differentiable function and a support function. This allows con- 
siderable simplification and includes many special cases which have been studied, 
such as [4, 5, IO]. In the case C == X we also get a converse duality theorem by 
using either a result of Clarke [l] or the Dubovitskii-Millyutin theorem [3]. 
1. NECESSARY CONDITIONS 
We begin by deriving a set of necessary conditions of Fritz John type for a 
point to be optimal for problem (P). For this theorem we can relax the require- 
ments that f and gi be convex and require only that they be quasi-dtzeerentiable. 
This term was introduced by Pshenichnyi in [6] but we slightly extend his 
definition. We will call a functionf: X + R quasi-differentiable if either of the 
following conditions is satisfied: 
(i) X is a locally convex space and f is convex and continuous. 
(ii) X is a Banach space, f satisfies a local Lipschitz condition at each point 
and the directional derivative f’(x; h) as a function of h is convex, positively 
homogeneous and lower semi-continuous. 
It follows from the definition and known facts about convex functions that if f 
is quasi-differentiable then for each x in X there exists a weak* compact set 
which we denote by $(x) such that f’(x; h) is the support function of af(x) 
evaluated at h; i.e. 
f'(x; h) = s(h I Jf(x)) = sup{Qz, n“), ZrE 8f(x)}. 
In case f is convex it follows from well known facts about convex functions that 
3f (x) as defined above agrees with the usual definition of af(x) in the sense of 
convex analysis. A continuously Frechet differentiable function is quasi-differ- 
entiable and in his case af(x) = {f’(x)}. af( x is called the sub-differential off ) 
at x. It is easily verified that et E af(x) if and only if v E x’ and f '(x; h) > (v, h) 
for all h. 
We remind the reader that for a cone K in X the polar cone K” in X’ is defined 
by K”={yI(y,x)<OxinK}. 
LEMMA 1.1. Let F: X4 R be quasi-differentiable and suppose 0 $ aF(x). 
Let K = {h 1 F’(%; h) < 01. Then K has non-empty interior and K” = 
U(t OF j t > O}. 
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Proof. We prove that int K is non-empty by considering two cases. 
(i) F is convex and continuous. Then 0 $ aF(%) implies that there exists 
x’ such that F(x’) < F(g). Then by continuity F(x) <F(P) for x in x’ + U where 
U is some neighborhood of the origin. For each u in U we get from the con- 
vexity of F 
F’(x;x’-z++)<F(x’+u)-F(s)<0 
hence F/(x; h) < 0 for h in (x’ - 2) + U. 
(ii) F’(x; h) is convex and positively homogeneous in h and F satisfies a 
Lipschitz condition locally. Since 0 is not in aF(f) there exists fi such that 
F’(x; h) < 0; th o erwise we would have F’(p, h) > (0, h) for all h, which implies 
0 E aF(a). Th en f or some E > 0 and some 6 > 0 we have [F(L% + th) - F(s)] t-l 
< -26 whenever 0 < t < 6, so 
[F(a + th) - F(x)] t-l = [F(x + tri) - F(z)] t-l + [F(a + th) - F(z + th)]t-l 
< --E 
for t sufficiently small and for h sufficiently close to h because of the Lipschitz 
condition on F. Thus F’(p, h) < 0 for h sufficiently close to h and therefore 
h E int K. 
Next we show that cl K = {h 1 F’(%; h) f 0). Since K is not empty there is 
some h with F’(a; I;) < 0. From this we deduce that P(%; h) = 0 implies h lies 
in cl K because for 0 < X < 1 we have Ah + (1 - A) h lies in K, hence 
{h j F’(z; h) < 01 C cl K. The reverse inclusion follows from the lower semi- 
continuity of F’(x; *). 
For any set 5’ let CCS denote the smallest closed convex cone containing S. 
Then 
cl K = (h 1 F’(%; h) < 0} = {h / (y, h) < 0 Vy E aF(z)} 
= [CC cYF(a)-j”. 
Thus K” = (cl K)” = [CC OF]“” = CC OF = U(t aF(%)}, t > 01 because 
CCS = U{tS, t 3 0} whenever S is a w* compact set not containing the origin. 
The following theorem is closely related to the Dubovitski-Millyutin theorem 
[3, Theorem 6.11 but does not seem to be a special case of it. In the case of a 
locally Lipschitz function on a normed space this theorem is a special case of 
Theorem 1 of [l]. 
THEOREM 1.1. In problem (P) let f and g, , i = l,..., m be quasi-differentiable 
functions and C a convex set and let % be optimal for this problem. Then there 
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exist non-negatiwe constants hi, i = O,..., m, not all zero, such that &g,(x) = 0, 
i = l,..., m, and 
0 E A, 8f(X) + f Ai ag&q + N,(f). 
1 
Proof. Let I = (i 1 gi(%) = O}. If 0 E 3f (n) or 0 E agi(X) for some i in I then 
the result clearly holds, so suppose that this is not the case. Let K0 = {h 1 f ‘(f; h) 
<0}andforeachiinIletKj={h~g~(a;h)<O}.AlsoletH={h~~+th~C 
for some t > O}. If h E H n {n Ki , i E I} then 5 + th is feasible for t sufficiently 
small. If also h lies in K,, then f (3 + th) <f (3) for t sufficiently small. Since z 
is optimal we deduce that H n K, n {n Ki , i E I} = ia. Except for H these 
cones all have non-empty interiors by Lemma 1 .l so by the Dubovitskii- 
Millyutin lemma [3, Lemma 5.1 l] there exist yi E K,” and .z E H”, not all zero, 
such that z + y,, + CiElyi = 0. Lemma 1.1 tells us that yi E Xi ag,(x) for some 
hi > 0 for i E I and y0 E h, 8f (f), h, > 0. It is easily verified that H” = N,(X). 
Finally defining Xi = 0 for i not in I completes the proof. 
Next we prove a theorem of the Kuhn-Tucker type. If we were to add the 
hypothesis that C is bounded we would have Proposition 13 of [ 11. 
THEOREM 1.2. In problem (P) suppose that f is quasi-d@rentiable, gi is con- 
tinuous and convex, i = 1 ,..., m, C is convex and for some x’ in C, g,(x’) < 0 for 
i = l,..., m. Let K be optimalfor problem (P). Then there exist non-negative constants 
hi, i = l,..., m, such that h,gi(a) = 0, i = l,..., m and 0 E 3f (f) + Cy Xi agi(%) + 
NC@). 
Proof. We use the notation and terminology from the proof of Theorem 1.1. 
First suppose I is non-empty. Let h = x’ - 5. Then by convexity g:(x; h) < 0 
for all i E I which implies h E int Ki for i E I. Thus ify, # 0 we have ( yz , h) < 0. 
Suppose yi # 0 for some i in I. Then from z + y0 + CyyL = 0 we deduce 
<z, h) + (y,, , h) + CT (yi , h) = 0. The third term on the left is negative 
and since z E N,(X), {z, h) < 0. This implies (yO, h) > 0, hence y0 # 0, 
which give h, # 0. By dividing by A0 we may then put X, = 1. 
Now suppose I is empty or yz = 0 for all i in 1. Then z + y,, = 0. If y0 = 0 
we have x = 0 so in this case z and all the yl’s are 0, which is impossible. Once 
again from y0 # 0 we may put h, = 1. 
2. THE DUALITY THEOREM 
With the aid of the necessary conditions of the last section it is easy to prove 
a duality theorem for problems (P) and (D). We are assuming now that f and gi 
are convex and continuous and that C is convex. 
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THEOREM 2.1 (Weak duality). If x’ is feasible for problem (P) and (x, y) is 
feasible JOY probZem (D) then f(~‘) >/f(x) + y%(x). 
PYOO~. Since (x, y) is feasible for (D) there exist w in af(~), V~ in agi(x) and ru 
in N,(x) such that 0 = v + zyyir+ + w. Then 
.f(X’> - [f(x) + Y”&N 3 <x’ - x, v> - Y”&> 
= - cyi(7J’i ) x’ - x) - (w, x’ - x) - ytg(x) 
2 - C Yikdx’) - gitx)l - Y”dx> 
= - 1 y,g&‘) > 0. 
(Each inequality in the above is justified by the definition of sub-differential 
in the convex case or the definition of normal cone.) 
THEOREM 2.2 (Duality). Suppose that K is optimal for problem (P). Then 
there exists 7 such that (5,~) is optimal for problem (D) and furthermore the two 
problems have the same extreme values. 
Proof. Since z is optimal for (P) Theorem 1.2 tells us that there exists 3 
with y >, 0 and 0 E af(a) + C yi ag,(f) + N,(g). (3,~) is then feasible for (D). 
Furthermore since ytg(z) = 0 by Theorem 1.2 we have sup(D) 3 f (%) + 
Y"g(-q = f(3) > min(P). By weak duality min(P) > sup(D), which proves the 
theorem. 
As in [9] we now specialize this theorem to the case where gi is differentiable 
and f is of the form k(x) + s(x ( K) where K is convex and differentiable and K 
is a weak* compact set. Then problem (P) becomes 
Problem (P’). Minimize k(x) + s(x 1 K) subject to 
gd4 < a i = l,..., m 
x E c. 
In order to construct the dual of this problem we must know how to compute 
the sub-differential of s(x 1 K). From Theorem 2 of [8] we have that if h(x) = 
s(x 1 R) then 
ah(x) = K n {Z 1 (z, X) = h(x)}. 
Usung this fact we can construct problem (D) and we get the following 
Problem (D’). Maximize K(x) + (w, x) + y”g($ subject to 
Y 20, WEK, <w, x> = 4x I W 
O=~y,g:(x)+K’(x)+w+~ 
21 E N,(x). 
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We will show that the duality theorem still holds if one of the constraints is 
removed from the dual problem. 
Problem (D”). Maximize k(x) + (w, x) + y”g(x) subject to 
0 = 1 yig;(x) + k’(x) -+ w + v. 
THEOREM 2.3. Suppose that there exists a point x’ in C such that g,(x’) < 0, 
i = I,..., m. Let K be optimal for (P’). Then there exist 9, a and 5 such that (g,jj, 
-- 
w, v) is optimal for problem (D”) and the two problems have the same extreme 
values. 
Proof. Suppose that (x, y, v, w) is feasible for problem (D”). Then 
44 + s@ I q - [k(x) + (w, x> + Yt&)l 
> k(3) - k(x) + (w, z - x) - ytg(x) 
3 <K’(x) + w, f - x> - y”g(x) 
1= - CJgg;(x), B - x) - (v, 5 - x) - ytg(x) 
(The first step is justified by the definition of the support function and the last 
by definition of the normal cone.) 
This last inequality implies that k(z) + S(P 1 K) 3 sup(D”). To complete the 
proof it suffices to observe that by Theorem 1.2 and the formula for the sub- 
--- differential of s(f ] K) there exists 7, B and B such that (x, y, w, v) is optimal for 
problem (D”). Also y”g(f) = 0 and S(X 1 K) = (a, K). Then 
sup(D”) > k(n) + (a, 3) + ~“g(%) = k(3) + s(x j K). 
Combining this with the previous inequality we deduce that k(s) + s(% 1 K) = 
sup(D”), which is the desired result. 
Next in the case that C = X, the whole space, we derive a converse duality 
theorem. This is the case discussed in [9] but there no converse duality was 
derived. For clarity we write down specifically the pair of problems under discus- 
sion. 
Problem (P”‘). Minimize k(x) + s(x 1 K) subject to 
g&> < 0, i = l,..., m. 
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Problem (D”‘). Maximize k(x) + (w, x) + y”g(x) subject to 
y >o, WEK 
0 = ~YiWX) + VQx) + w. 
Here we are supposing (only for simplicity) that X = R” and we write, as is 
usual in this case, Vk(x) instead of k’(x). We will assume that Iz andg, are convex 
and twice continuously differentiable. The following notational conventions will 
be used: forfa scalar, Vfwill be written as a column. Iffis a vector function then 
Of is a matrix with Vf3 as its j’th column. Note that C yiVgi = V(ylg). With 
these hypotheses and notations we have the following result: 
THEOREM 2.4 (Converse duality). Suppose that (3, a, 7) is optimal for 
problem (D”‘) and that the matrix V2(k + y,g) (x) is nonsingular. Then YfglS) = 0 
and f is optimal for the primary. 
Note. In case K = {0} our problem (P”‘) and (D”‘) become just the pair 
studied by Wolfe in [ll]. C onverse duality for Wolfe’s theorem was proved by 
Craven and Mond in [2]. It is the technique form this last paper which we 
employ. 
Proof. First we re-write problem (D”‘) as follows: 
Let z = (x, w, y)” E R2n+na. Let 
F(4 = 44 + (w7 x> + Y”&> 
GA4 = -pi , i = l,..., m 
Let the set S be defined by S = {Z j w E K}. 
Then problem (D”‘) may be re-written as follows: 
Maximize F(z) subject to 
G(4 < 0, i = l,..., na 
fh(4 = 0, i=l 7t ,**-, 
z E s. 
At Z = (5, BY, 7)” the following Fritz John type of condition is satisfied: there 
exist constants 01 >, 0 and Xi > 0, i = l,..., m and pi , i = l,..., n, not all zero, 
and w in N,(s) such that 
-olvF(z) + c X,VG@) + 1 /,Qf&(%) + ZI = 0 
&g&) = 0, i = l,..., n. 
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This follows from Theorem 1 of [l] or, if one adds the assumption that int K 
# O, may be deduced from the Dubovitskii-Millyutin theorem [3, Theorem 
6.11. Computing the partial derivatives in this last equation we get the following: 
-a(Vk + a + V(y”g)) (3) + V”(k + ytg) (3) p =I 0 (1) 
--Lx% + pE - N&B) (2) 
-c&q - h + [vg(q p = 0 (3) 
hi Ji = 0, i = l,..., m. (4) 
In equation (1) the coefficient of 01 vanishes because of the constraints of problem 
(D”‘) and therefore from the nonsingularity of the coefficient of TV we may 
deduce that p = 0. If cy = 0 equation (3) then implies that X = 0, making all 
the constants zero. Since this does not happen we must have LY # 0, so 01 > 0. 
Clearly we may take (II = 1 and we do so. Then equation (3) implies that g%(x) 
< 0, i = l,..., m, so that ff is feasible for problem (P”‘). Also by (3) g(x) = --h 
and then by (4) Tdgi(x) = 0 for i = 1 ,..., m as desired. By (2), f E N,(g) so that 
for any w in K, (5, w) < (5, W) or <%, a> = s(% 1 K). Thus 
k(s) + s(a 1 K) = k(s) + (a, %> + y,g(f). 
In proving Theorem 2.3 we proved in passing the weak duality relation 
inf(P”‘) 3 sup(D”‘). This together with the last equation establishes that f is 
optimal for (P”). 
3. SPECIAL CASES 
Theorem 2.3 has already been proved in [8] under the condition that C = (0). 
There by the proper choice of K we get the following pair of dual problems in 
R? 
Problem P, . Minimize k(x) + (xtBx)l12 subject to 
g,(x) d 0, i = l,..., m. 
Problem D, . Maximize k(x) + xtBz + ytg(x) subject to 
y 20, ztBz < I 
0 = 1 yJgi(x) + Vk(x) + Bz. 
Here k and gi are convex differentiable functions and B is a positive semi- 
definite matrix. This problem was studied in detail in [4] in which the duality 
theorem was established under a certain complicated constraint qualification. 
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This constraint qualification, it is not hard to show, is satisfied if there is a point 
x’ satsifyingg,(x’) < 0 for i = l,..., m. (See [7] for details.) The duality theorem 
which is derived in [4] is the same result we get from applying Theorem 2.3, 
as was done in [9]. We can now apply Theorem 2.4 to get converse duality, 
again getting a result agreeing with that of [4]. 
Another pair of problems which, it is shown in [9], may be put in the form of 
(P”‘) and (D”‘) by the appropriate choice of K are: 
Problem P, . Minimize k(x) + j/ Sx \I9 subject to 
g,(x) < 0, i = I,..., m. 
Problem Dr. Maximize K(x) + xtS% + ytg(x) subject to 
0 = c y,Vgt(x) + Vh(x) + 5%. 
Here p and q are conjugate exponents; i.e., p and q are numbers satisfying 
p>,l,q>,1andp-1+q-1=1.Ifp=1wetakeq=coandvice-versa.For 
any vector w 
(1 W//v = (C 1 Wi Ip)lip forp < Co 
and 
II w llm = sup{1 wi I>* 
In this pair of problems S is any matrix of appropriate dimensions. This pair 
of problems has been studied in [5], where both a duality and a converse duality 
theorem were proved by very computational methods. In [9] the duality theorem 
was re-derived from what is essentially our Theorem 2.3. We now also have the 
converse duality theorem following from Theorem 2.4. Here we do a little more 
than simply reproduce the results of [5] b ecause [5] requires that p > 1 but our 
result requires only p >, 1. 
Finally we want to show how Theorem 2.3 may be used in a case where 
c # (0). 
LEMMA 3.1. Let A be a linear transformation from the locally convex space X 
to the locally convex space Y. Let S be a closed convex cone in Y and let 
C = {x ( Ax E b + S}. If f  is in C then N,(Z) = {y / y  = Atw, w E S”, (w, 
Af - b) = 0} providing that the following closure hypothesis is satisfied: 
((A% 7) I z E S”, T < (b, +I is closed. 
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Proof. First it is easily verified that y E N,(X) if and only if h > 0 and 
[X E Xb + S imply < <y, x - AX> < 0, or y E N,(a) if and only if 
(t -f) (3 E S x R+ implies ((7, --(y, Q), (x, A)) < 0. 
Here, R+ = {h j h 2 0). Similarly, R- = -R+. Now for any linear transforma- 
tion L and any closed convex cone K we have 
(FK)” = cl(UK”). 
Applying this to the above formula for N,(X) we get: 
if and only if 
(y, --(y, x)) E cl (“kt ;) S” x R-. 
Using the closure hypothesis now gives the result that y E N,(Z) if and only if 
for some w in S 
or (w, A% - b) > 0. Since w is in S” we have also (w, AT - b) < 0 hence 
<w, Ax - b) = 0 as claimed. 
We now use Lemma 3.1 to study the following problem in R’” which is 
essentially the problem studied by Sinha in [IO]. 
Problem (Pa). Minimize (e, x> + (~~Bx)l/~ subject to 
AxEb+ S. 
Here B is a positive semi-definite matrix and S a closed convex cone. (Sinha 
takes S to be the negative orthant and also requires x > 0. This last constraint 
can be absorbed into the constraint Ax E b + S). As discussed in [9] we may 
write 
(xtBx)l12 = s(x 1 K) where K={Bz~ztBz<l}. 
To put this in the form of our problem (P’) we take m = 0 and C = {X 1 Ax E 
b + S>. Then supposing the closure hypothesis satisfied and using Lemma 3.1 
we get for problem (D”) the following: 
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Maximize (e, x) + (w, x) subject to 
w = Bz, ztBz < 1 
O=e+w+v 
v  = A%, u E S”, (u, Au - bj = 0. 
This problem may be simplified in an obvious manner to give. 
Problem (Da). Maximize -(b, + subject to 
xtBz < 1, Ah+Bx+e=O 
UESO. 
This agrees with Sinha’s dual in his special case. In order for the duality 
theorem to be applicable we must have the closure hypothesis satisfied; i.e., 
we must have the following set closed: {(A%, 7) 1 z E s”, r] < (b, x}}. Any one 
of the following three conditions implies that the closure hypothesis is satisfied: 
(i) S is polyhedral 
(ii) int s” # m and Aty = 0, y E s” implies y = 0 
(iii) There exist x and X > 0 such that Ax - bh E int S. 
Proofs that (i) and (ii) imply the closure hypothesis may be found in [6]. Note 
that (ii) is satisfied if the columns of A are linearly independent. The fact that 
(iii) implies the closure hypothesis follows from Theorem 10.4 of [3]. In [lo] 
Sinha assumes in proving the duality theorem that the feasible set is bounded. 
In his case since S is polyhedral we see that no such hypothesis is needed. 
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