We tuned the PCN (principle component number) with the following settings: PCN∈{1,5,10,15,20,25,30,35,40,45,50,55, 60,65,70,80,85,90,95,110,125,140,150,160,175,200,225,250,275,300,350,400,450,500,550,600,750,800,1000 PCN∈{1,5,10,15,20,25,30,35,40,45,50,55, 60,65,70,80,85,90,95,110,125,140,150,160,175,200,225,250,275,300,350,400,450,500,550,600,750,800, ,1250 PCN∈{1,5,10,15,20,25,30,35,40,45,50,55, 60,65,70,80,85,90,95,110,125,140,150,160,175,200,225,250,275,300,350,400,450,500,550,600,750,800, ,1750 It can be observed that the F1-scores for all classifiers increase with PCN at the beginning (1≤ PCN≤ 225). When PCN exceeds 225, the F1-Scores plateau for Adaboost and LR while slightly decrease for KNN and RF. Based on the above observation and considering the time-cost (computational time increases with PCN), we set PCN as 225. Figure S2 . F1-scores of the proposed method with different PCNs (principle component numbers).
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