This paper presents a novel decoding algorithm for turbo codes, in which the likelihood values for redundant parts are updated in order for those values to become more reliable. A criterion for updating the redundant likelihood values is proposed, which is based on the comparisons of the channel values with the re-generated values by the soft-input and soft-output encoders. It is shown that the proposed method can improve the error correcting capabilities, i.e., the improvement of BER/BLER performance and the achievable BER limit. key words: turbo code, iterative decoding, redundant likelihood update, soft-input RSC, SISO encoder 
Introduction
Parallel concatenated convolutional code and iterative decoding, well known as turbo code and turbo decoding, have been acknowledged as an excellent coding scheme which achieves high error correcting capability and performance close to Shannon limit [1] , [2] . Since it was discovered in 1993, a large body of work has been carried out. The characteristics and performance of turbo codes are shown in [3] - [6] , and further advances in understanding the excellent performance and code design criteria can be seen in [7] - [9] . Recently, analytical approaches to the decoding mechanism have become active [10] - [14] . It has been shown in [11] that the turbo decoding algorithm is equivalent to loopy belief propagation (BP) algorithm in a Bayesian network. Analyses on the code performance in water-fall region [12] and on decoding convergence from information geometrical viewpoint [13] , [14] have been also shown. Meanwhile, many techniques to reduce decoding complexity have been proposed as [15] - [21] , and [22] - [24] give some criteria to stop decoding for reasonable computational amounts. These days, turbo codes have been in various practical use, such as channel coding scheme for cellular CDMA systems [25] - [28] , wireless LAN [29] , image/video transmission systems [30] , [31] , and etc. Studies on other applications have been presented for partial response channels [32] or optical channel [33] . Further extensional usage of turbo codes have been proposed, to use the code in conjunction with bandwidth efficient modulation schemes [34] , multi-level codes [35] , multi-dimensional turbo codes [36] , serial concatenation type of turbo codes [37] , [38] , and etc. The basic structure of turbo codes is the parallel concatenation of two or more component codes applied to different interleaved versions of the same information sequence. Recursive systematic convolutional (RSC) codes are generally used as the component codes. The constraint length K for the RSC codes could be shorter than that of conventional convolutional codes to achieve the equivalent or better performance. The decoding procedure for the turbo codes is called as iterative decoding. Turbo decoder is comprised of component decoders being applicable for the RSC encoder, and interleaver / de-interleaver being applicable for one used in the encoder. Each of soft-input and soft-output (SISO) decoders, as the component decoder, calculates likelihood information of the coded data sequence. The likelihood value will be passed to the consecutive component decoder as a priori information, for the next calculation of another likelihood information. Thus the likelihood of the systematic part is updated at the every component decoder one by one. By this means of turbo decoding, the component decoder units exchange their outputs of the likelihood values each other and update them. Hence, the error correcting performance is improved through the iterative procedure. More detailed explanations for principle of turbo coding and decoding can be seen in [39] - [42] .
A general and important rule for improving code performance in the decoding procedure is to get good input with better accuracy to the decoder. In this sense, the approach of conventional turbo decoders follows the rule for the systematic information: namely, the iterative procedure improves the accuracy of likelihood information for the systematic part which is one of the inputs to the component decoders. Additionally, it has been reported that the performance can be improved by properly weighting the likelihood values for the systematic part before being passed to the consecutive component decoder [30] , [43] . However, it should be noted that the turbo decoder in the application described in [30] is required to be concatenated with outer code, and that the weighting function is assisted by the information from the outer code. Another work [43] shows, for the independent turbo code with puncturing, that the weighting the likelihood information for the systematic part can contribute for improving turbo decoder performance. The effect of the weighting is highlighted with the punctured codes, because the likelihood information for the punctured bits are obviously less accurate. However, we rather focus on the turbo code without puncturing.
Meanwhile, the inputs to the turbo decoder are not only the systematic parts information but also the redundant parts information. In the conventional turbo decoders including the likelihood weighting approaches as described above, only the likelihood information for the systematic part is updated through the iterations, but the information for the redundant parts first input to the turbo decoder are kept as the channel value during all through the iterative procedure. In low signal to noise power ratio (SNR) conditions in channel, the noisy values of the redundant parts affect the entire decoding iteration procedure. Therefore, the redundant information should also be updated effectively, so that their accuracy and the decoding performance could be improved. Actually, as we will show the phenomenon, the errors on the redundant parts caused by the channel noise could be a part of the reason for the error floor of bit error rate (BER) and block error rate (BLER) performance of turbo decoders. At this viewpoint, previous works don't focus on improving accuracy of the likelihood information for the redundant parts.
In this paper, a new approach to turbo decoding method is proposed, which provides more reliable inputs to the component decoders. In order to improve their reliability, the redundant parts' likelihood information is updated. An interim likelihood information of the systematic part output from a component SISO decoder is re-encoded reflecting their likelihood values. Then the re-generated likelihood values for the redundant parts are compared with the redundant information already input to the decoder, and the updated values are generated from them. It is shown that the updated value of redundant likelihood could be more accurate and help the iterative decoders to improve their performance of coding gain and achievable BER limit. This paper is organised as follows. In Sect. 2, a brief overview of the basic encoding and decoding structure is given, followed by a discussion on the error correction capability of the turbo decoder. In Sect. 3, a new method to update redundant likelihood values is proposed. The details of the redundant likelihood updating method are described, and a discussion on the optimisation of the updating timing is made. Thereafter in Sect. 4 , we show that the proposed decoding algorithm improves BER and BLER performance and achievable BER limit by simulation results. Finally, main conclusions of this study are summarised in Sect. 5.
Basics of Iterative Decoding

Basic Principle of Iterative Decoding
This section briefly reviews the basic principle of turbo decoding algorithm. Structures of a turbo code encoder and an ordinary iterative decoder are illustrated in Figs. 1(a) and (b) respectively, where an example of turbo code with rate 1/3 is taken into account. The encoder is constructed by applying two component encoders concatenated in parallel. The input to one of the component encoders is the interleaved version of the information sequence d , while the other is the original information sequence d. RSC encoders are generally employed as the component encoder. Since it is a systematic encoder, the outputs from the turbo encoder are sequences of systematic u (=d) and redundant parts (x 1 and x 2 ).
The turbo decoder is composed of two component (soft output) decoders corresponding to the RSC encoders, the same interleaver as one used in the turbo encoder, and a de-interleaver corresponding to the interleaver. The inputs to the turbo decoder are the channel measurements made at the detector for the systematic part y 0 , the redundant parts y 1 and y 2 , corresponding to u, x 1 and x 2 , respectively. The component decoder computes, for kth decoded bit d k , the probability that this bit was 1 or 0, after the received symbol sequence y = {y 0 , y 1 , y 2 } is given. This is equivalent to finding the a posteriori log likelihood ratio (LLR)
where P(d k =1) is the probability that the bit d k =1, and similarly for P(d k = 0). The input LLR for the data bit d to the component decoder, designated L in (d), is expressed as follows:
where L(d) is the a priori LLR of the d. For a systematic code, it can be shown in [1] the LLR equals to
where Le(d) called the extrinsic LLR, represents extra 
Treatment of Likelihood Information
As has been described, the LLR for the systematic part L(d) is used as the metric in the turbo decoding procedure. In the
is calculated from the channel values of the systematic part y 0 (or interleaved y 0 ), of the redundant part y i , and a priori
denotes the extrinsic LLR obtained from the previous component decoder). Though only the extrinsic LLR is transferred between the component decoders, the input LLR of the systematic part is always updated in the component decoder by the calculation as Eq. (2). Contrary, another input contributing in the decoder, the redundant LLR, is constant as the channel value. In low SNR conditions in channel, the noisy values of the redundant LLR affect the entire decoding iteration procedure. Thus, it would be expected to improve the code performance if the redundant LLR value could be effectively updated in the iterative decoding procedure.
Investigations on Error Correction Capability vs. Input Error Distribution of Channel Values
In this subsection, one aspect of the error correction capability of the ordinary turbo decoder is investigated. The aim of this investigation is to find if which of the systematic part or the redundant part of the ordinary turbo decoder is more sensitive to the channel noise. BER and BLER performance with ordinary turbo decoder are simulated under the specific conditions for noise power distribution in the channel: i.e., a case with channel noise only on the systematic bits, and a case with channel noise only on the redundant bits. In other words, the channels for the systematic part and the redundant part are independently selected as noisy channel or noise-free channel. For the noisy channel, AWGN is assumed. Table 1 lists the parameters set in the simulations, where we follow the parameters specified in the IMT-2000 standard [44] , the 3rd generation cellular mobile systems. Figures 2 and 3 respectively show the BER and BLER performance of ordinary turbo decoder under the unequal noise power distribution in the channel. Where, the BER is defined as a ratio of erroneous source information bits over total source information bits transmitted. And the BLER is defined as a ratio of erroneous blocks (which contains at least one error information bit out of the 656 bits) over total blocks transmitted. NS denotes the case in which noise power is concentrated on the systematic part, and NR denotes the case in which noise power is concentrated on the redundant part. As a reference, the natural case denoted as NU is also plotted, which is the case with noise uniformly distributed among the systematic and redundant parts. In each case, average E b /N 0 is set as 0, 1, and 2 dB. With regard to the NR case, the BER and BLER results are the average of those of two cases, a case with noise power only on the redundant part y 1 , (NR 1 ) and a case with noise power only on y 2 (NR 2 ). With this setting, the total noise levels are equal between the cases of NS and NR. In addition to the Figs. 2 and 3, asymptotic BER and BLER of NS and NR cases are shown in Table 2 , those are obtained from the simulations with sufficient number of decoding iterations as 200.
In relatively low SNR condition (average E b /N 0 =0 dB), the NS case gives higher BER than the other two cases. This shows that the relatively heavier noise on systematic part directly affects the BER to be degraded, because the systematic part represents the source data sequence itself. Contrary in the NR case, there are pairs of the systematic and redundant parts for noise-free, namely the pairs of (y 0 , y 1 ) for NR 2 and (y 0 , y 2 ) for NR 1 . Thus the iterative decoding effectively works out with these noise-free pairs in this condition resulting relatively lower BER. In fact, the BER at the iterations of 0.5 and 1.0 are particularly low comparing to those at later iterations. These peculiar BER values are because the BER of NR 2 at the iteration of 0.5 and of NR 1 at the iteration of 1.0 are respectively more or less 0 due to noise-free input pairs. These very low BER values are dominant for the averaged BER of NR. As the iteration goes, the effect of errorfree inputs becomes watered down and the BER curve converges. Therefore, BER and BLER at the iterations of 0.5 and 1.0 are not plotted for NR case. Meanwhile, more attention should be paid on the BLER performance. The BLER curve of the NR case crosses with that of the NS case, and becomes worse as the number of iterations increases. The observation indicates that the probability of containing uncorrectable error bits is high in the NR case. In other words, in this condition the error correctability of the turbo decoder is slightly sensitive to the noise on the redundant parts.
In the condition of average E b /N 0 =1 dB, the NR case again shows relatively lower BER than that of the NS case. But the difference between these BERs becomes less as the number of iterations increases. Moreover, it is observed in this condition that the BER of the NR case converges from earlier iteration stage whilst the BERs of the NS and NU cases are being improved by the decoding iterations. We can confirm with the asymptotic BERs shown in Table 2 that these BERs at the 16th iteration for E b /N 0 =1 dB have been mostly converged. The NU case achieves the lower BER in this condition, because each of the average SNR for the systematic and redundant parts becomes higher. Regarding the BLER performance, the error curve crossing phenomenon between the NR and NS cases becomes more noteworthy. Again, it should be mentioned that the BLER of the NR case converges to higher value from earlier decoding iteration stage than those of the NS case as shown in both Fig. 3 and Table 2 . Therefore, it is obvious that the noisy redundant information could be the part of reason for the error floor.
The condition of average E b /N 0 =2 dB represents relatively higher SNR. Both BER and BLER performance show the phenomenon as mentioned above, that the noise on the redundant part limits the error correction performance. From these results, it has been shown that the ordinary (conventional) turbo decoders are vulnerable to the noise on the redundant part, which causes floor characteristics on BER and BLER. Therefore, it is expected that the reduction of noise effect on the redundant information could improve the error performance, especially error floor level.
Update of Redundant LLR Values
Conceptual Descriptions
As has been discussed, it is important to make likelihood values used in the decoder more reliable, not only for systematic part but also for redundant parts, in order to improve the decoding performance. This section describes our new approach to the turbo decoding method with updating redundant likelihood information.
In order to update the redundant information from the channel measurements, a sequence for redundant parts which reflects likelihood information is needed as references. But in the conventional turbo decoder, no likelihood values correlative with redundant parts y i , are output from the component decoder. For this purpose, we propose to employ a soft-input soft-output RSC (SISO-RSC) encoder which re-generates LLR values for y i as L(y i ), from its input L i (d). The SISO-RSC encoder features to treat LLR values as soft-input and soft-output, but the functions of both SISO-RSC encoder and original binary RSC encoder correspond each other. The LLR values for redundant parts generated by the SISO-RSC encoder are compared with the sequence of original channel measurement for each symbol and updated. Figure 4 shows the concept structure of the redundant likelihood update (RLU) function. The RLU is placed in front end to the conventional turbo decoder. Thus, the updated redundant likelihood y u1 and y u2 will be used in the turbo decoder instead of y 1 and y 2 .
There are two important points in the proposed approach. One is that the original likelihood information of y i (channel measurement) is to be modified using the regenerated reference information L(y i ). Since it is generated from the partly decoded information L i (d), the L(y i ) is supposed to have been improved in reliability. The other is that the sequence of the updated redundant information y ui should not be highly correlated with the sequence of systematic part L i (d). If there is very close correlation between them, no much gain could be expected by the proposed decoder with the RLU function. It is remarked that the proposed decoding method employs the component decoders as they are in the ordinary turbo decoders. Therefore, if the BCJR decoder are used as the component decoder for the proposed method, it is guaranteed that each of the component decoder output is the MAP estimation under the given input (y 0 , y ui ).
Log-Likelihood RSC Encoding
In the RLU block shown in Fig. 4 , a soft-input soft-output encoder with its input of systematic LLR is needed to regenerate the likelihood information for redundant parts. The transfer function of this encoder needs to correspond with that of original binary RSC encoder, but the SISO-RSC encoder features to treat LLR values instead of binary digits. Concretely, the soft-output RSC encoder can be realised by using log likelihood algebra instead of binary Boolean algebra.
An example of the SISO-RSC encoder is shown in Fig. 5 , where the code is assumed as same as one specified in Table 1 . In the figure, D denotes a shift register, and the operator denotes a log-likelihood addition, which is taken place in the soft-output RSC encoder instead of modulo-2 addition (denoted by the operator ⊕) in the binary RSC encoder, as follows [46] .
With this approximation, the amplitude of operation result will be the minimum of those inputs. If there are error symbols in the input sequence, those errors are spread into the coded sequence afterwards, due to the recursive encoding. That is the big risk to employ the re-encoding method in the lower SNR conditions, however the amplitude of the error symbols is statistically small and hence the amplitude of re-encoded LLR values are limited as minimum by the log-likelihood addition.
Update Method of LLR Values for Redundant Parts
The approach of the proposed updating method for redundant likelihood information is in two steps: the redundant LLR sequence generated by re-encoding systematic LLR is firstly compared with the channel measurement for error detection, and secondly the original channel measurement values are updated responding to the error detection results. Assuming that the LLR sequence input to the soft-RSC reencoder is error free in signs, the re-encoded sequence can be treated as the redundant likelihood information whose signs are error free. So, the signs of re-encoded sequence of redundant likelihood are compared with those of the channel measurement sequence for error detection. The comparisons are made for each bit in the sequence. Then the likelihood values are updated by either of the following methods according to the error detection results. In the case those signs are the same, the updated sequence will take either of larger amplitude value, namely for the kth symbol in the sequence,
This is because of two reasons: the matched signs should be recognised as probable, and the likelihood values should prevent their amplitude from getting too small by the effect of SISO-RSC encoder. If those signs are the different, either of the channel redundant likelihood or the re-encoded likelihood is an error. If it is guaranteed that the re-encoded sequence is error free, the updated value shall take the re-encoded likelihood. However in reality, there might be errors in the reencoded sequence. Thus, if the updated value would take the re-encoded likelihood in such cases, the error symbols will become difficult to be corrected even though the decoding iteration goes because the re-encoded sequence is correlated with the source sequence which is the interim decoding result. That will cause the error floor characteristics. Therefore, the updated value should be neutral between the reencoded likelihood and channel value as long as additional information about the reliability will not be obtained. In this study, the updated sequence will take the sum of the LLR values of channel measurements and of SISO-RSC outputs assuming the reliability of them are equally treated. Therefore in this case, we take
By using these rules, the updated y ui (k) would become more reliable than the original y i (k) whether k is an error or not. Consequently, the error correcting capability can be improved.
Timing for the Redundant LLR Update
It has been discussed in the previous subsection that there is the correlation between the re-encoded sequence of the redundant LLR and the source sequence of the systematic LLR. Thus, it would not be expected that the updates of the redundant LLR value improve the turbo decoding performance, unless the error symbols were detected and properly updated. In this point, it is important to operate the proposed update at an adequate timing. The update at the very early stage of the decoding iterations might not work well, because the re-generated redundant LLR sequence is supposed to contain relatively more errors in lower SNR. On the other hand, if the redundant LLR sequence is re-generated at the later stage, most of the errors might have been corrected through the decoding iterations. But that case is not expected to improve the error floor characteristics due to the strong correlation between the re-generated redundant and the source systematic sequence. In this subsection, the timing when the redundant information should be updated is investigated. The update operation occurs once through the decoding iterations in this study. Taking the turbo code specified in Table 1 , we simulate the proposed turbo decoding method with the RLU function with parameters of different update timing and different average E b /N 0 . Figure 6 shows the reachable BER and BLER after proper number of iterations as a function of the redundant LLR update timing. The numbers on xaxis denote the timing when the redundant LLR update operates: e.g., "1" is that the update operates after the first pair of SISO decoding finished and just before the second iteration. The maximum numbers of iterations are set as 16, 8, and 5 for the cases of average E b /N 0 =0 dB, 1 dB, and 2 dB, respectively. Hence in each case, the rightmost plot corresponds to the conventional method (without RLU).
With the average E b /N 0 of 0 dB, no significant differences among the different timing of redundant LLR update are seen, because of high error rates. But a little improvement in BER/BLER is observed at the update timing around 7th iteration. In the condition of average E b /N 0 =1 dB, it is seen that the proposed decoding method with redundant LLR update improves BER/BLER performance comparing to the conventional decoding. In this case the update timings at earlier stage of iterations achieve good performance, particularly after the 1st iteration. When E b /N 0 becomes 2 dB, there are very few errors in the source sequences of the channel measurements. Thus, the improvement in error rates by the proposed RLU is limited, and only the chance for RLU timing is after the 1st iteration. The RLU operation after the 2nd or 3rd iteration rather loses the error correcting capability in this case. For the RLU timing of the 4th iteration afterwards, the error rate becomes closer to that of the conventional decoder because the correlation between the decoded systematic sequence and re-generated redundant likelihood becomes higher for the later RLU timing. The notable degradation at the 2nd iteration observed in the relatively good channel case is thought as follows. When there is low correlation between the decoded sequence and re-generated likelihood, erroneous bits occurred by the RLU operation might be likely to be corrected through latter decoding iterations. While, if the RLU errors occur under the higher correlation between those, it is more difficult to correct those errors in later stage of iterations. In this case of RLU after the 2nd iteration, the RLU operational quality is worse than that with the timing of the 4th or 5th iteration, and the correlation is more than that with the timing of the 1st iteration.
Performance Evaluation
We evaluate overall performance of the proposed decoding algorithm in this section. The evaluations in this study are rather based on computer simulations than an analytical approach, because the major analyses in [10] - [14] haven't yet achieved to guarantee the maximum likelihood estimation of the decoded sequence and the decoding convergence. Hence, there doesn't seem to be an appropriate analytical evaluation for the proposed method at the moment.
The specifications of the turbo code used in the simulations are the same as one that has been taken in the former sections (shown in Table 1 ). And the channel model of AWGN is assumed. Regarding the specific parameter set for the proposed decoding algorithm, such as redundant likelihood update timing, the values optimised from the prior simulations discussed in the previous section are taken as listed in Table 3 . The optimum RLU timings are different depend- Table 3 Specific parameter set for proposed decoder. ing on the E b /N 0 condition. That means, in reality, the channel information has to be known prior to the decoding. The channel estimation could be performed by an outer function of the decoder, e.g., there are actually functions of channel estimation and SINR estimation in the CDMA receivers [25] - [28] , and the turbo decoder could use those channel information for this purpose. However, it is assumed in this paper that perfect E b /N 0 information is obtained beforehand, because we rather focus on the decoder performance itself being independent of the channel estimation accuracy. Figure 7 shows BER and BLER performance as a function of average E b /N 0 , where the simulation results for the numbers of decoding iterations as 4 and 8 are plotted. It is seen that the proposed decoding method achieves improvements on the error rate performance. The results show that the proposed method of updating redundant likelihood information works effectively. At the BER of 10 −3 and BLER of 10 −2 , the proposed algorithm can obtain coding gains of about 0.2 dB over the conventional algorithm, in the case of 8 iterations. At the high SNR region there seems little improvements on error rates of the proposed decoding method from that of the conventional method, because the original channel information is rather accurate and the ordinary iterative decoder can achieve a very low error rate. Figure 8 shows the BER and BLER transitions with increment of iteration numbers, and Table 4 shows the asymptotic BER/BLER as obtained after 200th decoding iterations. In the case of average E b /N 0 =0 dB, BER for the proposed decoding method is slightly better than that for the conventional method after the 8th iteration, because the redundant LLR update timing is the 7th iteration. In the case of average E b /N 0 =1 dB, remarkable improvement can be seen on the error rate performance by the proposed decoding method with redundant likelihood update. Particularly, the BER/BLER curves for the proposed method drop quickly as number of iterations increases. Furthermore, the BER/BLER improvements obtained by around the 8th iteration are kept up to the asymptotic values, as seen in Table 4 . This implies that the likelihood values of error bits potentially causing the error floor characteristics, are effectively corrected by the proposed method. The aspect agrees on what has been discussed in Sect. 2.3. Therefore in this condition, the proposed method universally improves the achievable BER/BLER limit, and reaches to the possible BER/BLER target at the earlier iterations than that of the conventional method. Since the channel condition of average E b /N 0 =2 dB seems good enough, no significant differences are observed on the error rates of the proposed and the conventional decoding methods. Only a little improvement with the proposed method is seen at the 4th decoding iteration afterwards. From these results, it is found that there exist regions where the noisy information on the redundant parts from the channel measurement might cause error floor characteristics. In those regions the proposed method updating the likelihood information for the redundant parts can improve error correcting performance of turbo codes.
Conclusions
A new iterative decoding method for turbo codes to update the likelihood values for redundant parts has been presented. In the proposed method, the redundant likelihood information is first obtained by the soft-input and soft-output RSC encoders and then compared with the original channel values for the updates. The BER/BLER performance of the proposed decoding method was evaluated, together with the investigation on the update timing for different channel conditions. From the results, it is shown that there exists the regions where the noisy likelihood information on the redundant parts is a cause of error floor in BER/BLER performance, and in those regions the proposed method can improve error correcting performance and achievable BER/BLER limit of turbo codes.
