Abstract -We investigate the dependence of stationary sequence which is obtained from the Riesz-Raikov sum by applying the Weyl transform. One of the results solves Sugita's conjecture on quasi -Monte Carlo methods.
Introduction
The Rademacher functions {r,·} can be regarded as i.i.d. on the Lebesgue probability space (Ω := [0,1},Ρ(άω] := άω). Let us recall that r,· is a function on R with period 1 defined by By putting S m := £^L ι r,·, we have the simple random walk. Thanks to the quasi-Monte Carlo method, or by virtue of the equi-distribution theorem of Weyl, we can evaluate the probability P(S m = a) in the following way: for all CJQ € Ω and for any choice of a g Q, it holds that P(S m = a) = / l {Sm=a] (u)du n=l It is well known that if a is an algebraic irrational, the speed of convergence in (1.1) behaves like O(N~l+ £ ) for all ε > 0 (Cf. Theorem 3.2 and Example 3.1 of [14] ), and it is faster than the rate O(N~l/*+ € ) of Monte Carlo method.
According to Sugita [17] , numerical experiments do not confirm this advantage when m is large. He conjectured that the sequence is nearly independent when m is large, and thereby the observed rate of convergence is low. Related to the conjecture, he proved that the correlation Ra(n) of the stationary sequence goes to 0 and its order is of O(m~l^+ £ ) for every η, ε > 0, and for almost all a. As to this conjecture the author [8] proved the following results: Although the result (1) solves the conjecture affirmatively for almost all a, the result (3) claims that the exceptional set is also large. It is one of the aim of this paper to study on the limit behavior of the stationary sequence for exceptional a. Typical results are as follows:
4. For every a, the sequence X( m ) is relatively compact and the cluster point is a stationary gaussian sequence; 5. The Hausdorff dimension of the set of a for which the limit of X( m ) is dependent is equal to 1.
To prove these results, we regard X^m^ as a special case of the Riesz-
an< i use the methods of gap theorems.
Main results
Let θ > l, a G R, and let / be a function on R with period 1 such that if
iften υ = \\f\\%; Otherwise, by using ρ and q given by
Now we are in a position to state our results. ITie set of a for which the limit distribution ο/Χα is dependent has the Hausdorff dimension equal to 1 .
Before closing this section, we explain the regularity conditions (2.2), (2.6) and (2.7). Let us define the L 2 -modulus of continuity ω^δ) of a function / by
The conditions (2.2), (2.6) or (2.7) are derived from
respectively. (Cf. Zygmund [20] , (3.3) of pp. 241). It is clear that these conditions are satisfied for Holder continuous functions and functions of bounded variation.
Preliminaries
Let us introduce some notation. For a function satisfying (2.2), let us put fc=0
Let us define a function sgn(s) by 1 s>0
Let B 2 be a class of B 2 -almost periodic functions. As to the definition of this notion, we refer the reader to Besicovich [2] . Here, we summarize the properties of B 2 which will be used in this paper. The proof of these are also found in [2] .
All locally square integrable periodic function belong to B 2 and the Fourier series as a function of B 2 coincides with the ordinary Fourier series as a periodic function. The set B 2 is a linear space and the Fourier series of linear combination of functions of B 2 is a linear combination of the Fourier series. For arbitrary functions / and g of B 2 , the inner product
Mt(f(t)g(t)) := Hm JL Γ f(t)g(t)dt T-+OQ ZJ. J -τ
exists and is finite. The Parseval relation holds, i.e., if /(i) ~ c i expfv'-Uji) and g(t) w here λ/s are different from each other, then
M t (f(t)g(t)) =
The following theorem due to Salem and Zygmund plays an important role in this paper. 
The proof of the next lemma can be found in Fukuyama [9] .
Lemma 3.1. (1) Suppose that a sequence {Aj}j € N of real numbers greater than I satisfies the following Hadamard's gap condition
Aj+i/Aj > q > I for all j e N.
Let us put AO = 0, A_j = -Xj for j G N. Then there exists an absolute constant K n # such that, for all n G N and {cj}j^z € ft with α_ ; · = j, it holds that~
2). Then for any θ > I and m
for some C > 0 which depends only on Θ.
Note that the right hand side of (3.2) coincides with In the case when 9 s = p/q, we have
Therefore, the second equality in (4.2) is proved. Let us prove the first equality. By simple calculation we find Therefore the arithmetic mean C mj5 is also estimated by the same bound. Since this bound is summable in s we conclude by Lebesgue's convergence theorem. D Let us prove Theorem 2.1. We first show that we can take measures μ,· on [0,1) and a subsequence {mj} of given sequence such that (4.1) holds for all i 6 N. Since the sequence of probability measures on torus (λ \ is tight, we can take a subsequence {raj '} of the given sequence such that (4.1) holds for i = 1. By the same reason, we can take {mj'} out of {raj '} such that (4.1) holds for i = 2. Inductively, we can take {raj '} out of {raj " ^} such that (4.1) holds for i = k. Let us put mj = raj . Since {raj} is a subsequence of {raj· } for all i G N, (4.1) holds for all i.
We prove that X« converges in law to the stationary gaussian sequence with mean 0 and correlation R™*i given in (4.2).
Let us take d 6 N and n 6 R (|n| < 
Thus, when Λ-is large, any finite dimensional distribution of XL J is approximated by Χ^Λ >Γη^ uniformly in j. Therefore the limit distribution is also approximated. 
From this, combining (4.7), (4.8) we see that (4.7) holds for our / and the subsequence {m'j}. Let us prove the converse part of the Corollary 2.1. Suppose that {mj} is an arbitrary sequence. Thanks to Theorem 2.1 we can choose a subsequence {m'j} for which {X a >m; }J E N converges in law. By using the above result, we see that the correlation EX^nX^.i converges to the correlation of the limit distribution. By (2.5), the limit distribution of this subsequence is stationary gaussian with correlation r n> /. This proves that {XL }meN converges in law to this distribution. D Finally, we prove Theorem 2.3. By equidistribution theorem of Weyl, (Cf. Erdos-Taylor [6] ), the sequence {(^k~li<^)} k€N is distributed over [0, 1) for almost all a. Thus for almost all α, μ ζ · of (4.1) is a Lebesgue measure and (4.2) shows that the limiting correlation is 0.
Exceptional set
Let pe [0, 1] and {l^eN be a Bernoulli i.i.d. such that = Ό} = 1-ρ and Let us denote by i/ p the law of Σ^ ΥΪ-/2 1 . Since the binary transform is ergodic under this measure, the limit distribution in a sense of Lemma 4.1 of {2 k a}kew is v p for almost all a with respect to v p . By the proof of Theorem 2.1, we see that the correlation of limit distribution is given by (4.2). Let us denote the correlation with i = 1 by V p . By (4.2) and from the above consideration, we have
where ν denotes the characteristic function of v. Since ι/χ/ 2 is a Lebesgue measure, by the proof of Theorem 3, we have Vi/ 2 = 0. Since i/o and z/i are delta measures, we can easily prove that VQ = Vi = 1. We prove that Vp is continuous in ρ on [ 0,1 ] and it is a real analytic function on (0,1). Since V p is not a constant, there is no zero in some neighbourhood of 1/2. Thus for ρ ^ 1/2 of this neighbourhood, the limit correlation is not zero for almost every a with respect to z/ p . In other words, the exceptional set L has z/ p -full measure for any p ^ 1/2 sufficiently close to 1/2. By using the following theorem due to Billingsley (Billingsley [4] , p. 141 onwards), we have dim L > e p . Noting e p -» 1 as p -» 1/2, we have the conclusion. 
The law of iterated logarithm
We use the next theorem due to Hey de & Scott [11] . = σ a.s. m-*oo ν 2m log log m To obtain this corollary, we consider (Ω,ί^,Ρ), the direct product of two Lebesgue probability spaces, and extend the binary transform to the bijective automorphism Τ(α;ι,α;2) ·-* ({2u;i),(u;2 -[^i])) and put o(^i> u; 2 ) := fM. Let T n be a σ-field generated by { [ (i-l)V n , i2~n) i = 1, . . . , 2 n }. The condition (6.1) reduces to m=0 and is equivalent to the first condition of (2.8). Thus we can apply Theorem D and obtain the conclusion. D Since the summand is independent of j, the sum in j reduces to the multiplication by m Λ s. We divide this summation into sums over \s\ < \/rn and over \s\ > ^/m. As to the first part, we have . /
Jo f(t}f(2 k t)dt
and thereby, σ 2 in the Corollary 6.1 above equals to the right-hand side of (6.5).
We now prove that (6.6)
5=0
Since we assumed that ν > 0, by (6.5) and (6.6) we have β > 0. By this and (6.3), we can apply the Corollary 6.1 which yield li m sup / γ m oo γ log log m Prom this, we conclude by (6.2). To prove (6.6) we evaluate the Fourier series of φ. By definition, we have the following expansion. As we have seen in the proof of (6.4), all the series below are absolutely convergent, and hence the order of summation can be changed arbitrarily: for s = 0, 1, ..., and for j 6 ±P^ By using (6.5), we have 5=0
