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Let W be a Weyl group and let V be the natural CW-module, i.e., the reflection
representation. For a complex irreducible character x of W, we consider the
invariant
< <y1 2 < <I x ; q [ W x w det 1 q qw V rdet 1 y qw VŽ . Ž . Ž . Ž .Ý
wgW
Ž .introduced by N. Kawanaka. We determine I x ; q explicitly. Looking over these
Ž .results, we observe a relation between Kawanaka’s invariants I x ; q and the
two-sided cells. For example, if a two-sided cell consists of a single element x , then
Ž . l Ž hi. Ž hi.the Kawanaka invariant I x ; q can be expressed as Ł 1 q q r 1 y q withis1
some integers h . This expression can be regarded as a quantization of the usuali
hook formula for the dimension of irreducible representations of symmetric
groups. Q 2000 Academic Press
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1. INTRODUCTION
1.1. Moti¤ation
Ž . Ž .Let l s l G l G l G ??? be a Young diagram and let s x s1 2 3 l
Ž .s x , x , x , . . . be the corresponding Schur function in infinite variablesl 1 2 3
Ž w x . Ž .see 5 for notations . For each node ¤ in the diagram l, h ¤ denotes the
hook length of l at ¤ .
w xIn 2 , Kawanaka obtained a q-series identity
‘ rq11 q x q 1i
I q s x s , 1.1Ž . Ž . Ž .Ý Ł Ł Łl l r1 y x q 1 y x xi rs0 i-ji i jl
where
1 q q hŽ¤ .
I q s , 1.2Ž . Ž .Łl hŽ¤ .1 y q¤gl
Ž .and the sum on the left hand side of 1.1 is taken over all Young dia-
grams l.
Ž .Using 1.1 , Kawanaka showed that for a Young diagram l with n
Ž .nodes, 1.2 is expressed as
det 1 q q r sŽ .Ž .y1 2< <I q s S x s , 1.3Ž . Ž . Ž .Ýl n l det 1 y q r sŽ .Ž .sgS n
where x is the irreducible character of the symmetric group S corre-l n
Ž .sponding to l and r : S “ GL Z is the representation of S byn n n
permutation matrices.
Ž .The main objectives of this paper are the generalization of I q tol
representations of other Weyl groups and the explicit description of them.
1.2. Definition of Kawanaka In¤ariants and Main Results
Let us begin with the following definition.
DEFINITION 1.1. Let W be a finite Coxeter group generated by reflec-
Ž .tions in GL V . For an irreducible character x of W, we define a rational
function of an indeterminate q by
det 1 q qwŽ .y1 2< <I x , q s W x w , 1.4Ž . Ž . Ž .ÝW det 1 y qwŽ .wgW
and we call it the Kawanaka in¤ariant of x .
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Let us give an illustrative example of Kawanaka invariants. Let W be a
Weyl group with exponents m , m , . . . , m , and take the trivial represen-1 2 l
tation x s 1 of W. Then we have
l m q1i1 q q
I 1, q sŽ . ŁW m q1i1 y qis1
Ž Ž ..see Proposition 2.1 vi .
Our main purpose is to describe the Kawanaka invariants explicitly for
each Weyl group W. Our description for each case is as follows.
Ž .A -Case. When W s W A , S is the group of permutation matri-l l lq1
Ž . Ž .ces in GL C , the formula 1.2 gives an explicit description of thelq1
Ž . Ž . w xKawanaka invariant I x , q s I q . See 2 .S l llq 1
Ž .B -Case. Let x s x be the irreducible character of W s W B ,l l9, l0 l
l Ž .S h Z corresponding to the ordered pair l9, l0 of Young diagrams. Inl 2
Sect. 3, we shall obtain the formula
1 q q2 hŽ¤ 9. 1 q q2 hŽ¤ 0 .
I x , q sŽ . Ł ŁW ŽB . l9 , l0 2 hŽ¤ 9. 2 hŽ¤ 0 .l 1 y q 1 y q¤ 9gl9 ¤ 0g l0
s I x , q2 I x , q2 .Ž . Ž .S l9 S l0< l9 < < l0 <
D -Case. In order to state our result in the D -case, we need somel l
notation. Define an inner product on the space of symmetric functions
Ž .with n variables y s y , . . . , y by1 n
² :s y , s y [ d ,Ž . Ž . Ž .G L yl9 l0 l9 , l0n
Ž .where the s y ’s are the Schur functions. For infinitely many variablesl
Ž . Ž .x s x , x , . . . , consider s x, y ’s as symmetric functions in y, and put1 2 l
˜ ² :I x , x [ s x , y , s x , y .Ž . Ž . Ž . Ž .G L yl9 , l0 l9 l0 n
We can specialize the value of x so that the elementary symmetric
Ž . r r wŽ 2 iy2 . Ž 2 i.xfunction e x becomes q Ł 1 q q r 1 y q under this special-r is1
Žization, where q is a new variable see Section 4.4 for a detailed explana-
. Ž .tion . Let I* x , q be the result of this specialization coming out froml9, l0
Ž˜ .I x , x . Then we have the following theorem.l9, l0
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Ž .THEOREM 1.2. i The Kawanaka in¤ariant in the D -case decomposes asl
follows:
I x , q s I x , q q I* x , q .Ž . Ž . Ž .W ŽD . l9 , l0 W ŽB . l9 , l0 l9 , l0l l
Ž . Ž X X X . Ž Y Y Y .ii If l9 s l G l G ??? G l and l0 s l G l G ??? G l1 2 n 1 2 n
are a pair of partitions, put mX [ lX q n y i, mY [ lY q n y i, and definei i i i
Ž X X . Ž Y Y .new partitions by m9 [ m , m , . . . and m0 [ m , m , . . . .1 2 1 2
Ž .Then the explicit description of I* x , q is the following:l9, l0
I* x , q s 2 nq < m9 <q < m0 < I x , q2 I x , q2Ž . Ž . Ž .l9 , l0 S l9 S l0< l9 < < l0 <
Ł q2 m
X
j q q2 m
X
i q2 m
Y
j q q2 m
Y
iŽ . Ž .1F i- jF n
= , 1.5X Y Ž .2 m 2 mi jŁ q q qŽ .1F i , jF n
 Ž . Ž .4where n is an arbitrary integer satisfying n G max l l9 , l l0 .
Exceptional cases. For Weyl groups of exceptional types and for dihe-
dral groups, we have calculated the Kawanaka invariants of all the irre-
Ž .ducible characters using a computer. The result is available upon request.
We make some observations on these results. In particular, here we
encounter a mysterious relation between the Kawanaka invariants and
Lusztig’s cell structure of the irreducible characters of Weyl groups, which
w xis reminiscent of the relation observed in 1 . See Sections 5 and 6.
1.3. Organization of This Paper
In Section 2, we list general and basic properties of Kawanaka invari-
ants.
In Section 3, we obtain the explicit formulas of Kawanaka invariants of
representations of Weyl groups of type B .l
Section 4 is devoted to the proof of Theorem 1.2. First of all, we write
down Kawanaka invariants of type D by means of Littlewood]Richardsonl
w xcoefficients. This formula and the recent result of Kawanaka 3 imply the
Ž .closed and combinatorial formula 1.5 of Kawanaka invariants of type D .l
Ž .We have obtained a recurrence formula for I* x , q . It is an interest-l9, l0
Ž .ing combinatorial problem to show the formula 1.5 by this recurrence
formula.
In Sections 5 and 6, we treat the dihedral groups and exceptional groups
Ž .of type F and E l s 6, 7, 8 .4 l
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2. BASIC PROPERTIES OF KAWANAKA INVARIANTS
Ž .Let W be a finite Coxeter group generated by reflections in GL V . Let
x be an irreducible character of W. Then we define the Kawanaka
invariant of x as in Definition 1.1.
Ž .Here we list some properties of I x , q , which can be shown inW
general.
Ž . Ž =.PROPOSITION 2.1. i For « g Hom W, C , we ha¤e
I x m « , q s I x , q . 2.1Ž . Ž . Ž .W W
Ž .ii The special ¤alues at q s 0 and q s ‘ are gi¤en by
I x , 0 s 1, 2.2Ž . Ž .W
dim VI x , ‘ s y1 . 2.3Ž . Ž . Ž .W
Ž .iii If y1 g W, then the Kawanaka in¤ariants are e¤en functions:
I x , q s I x , yq . 2.4Ž . Ž . Ž .W W
Ž .iv The Kawanaka in¤ariant has a pole at q s 1, and the leading
coefficient of the Laurent expansion is gi¤en by
2dim Vx 1Ž .dim Vlim 1 y q I x , q s . 2.5Ž . Ž . Ž .W < <Wq“1
Ž .v The Kawanaka in¤ariants satisfy the functional equation
dim Vy1I x , q s y1 I x , q . 2.6Ž . Ž . Ž .Ž .W W
Ž .vi Denote the tri¤ial character of W by 1, and let m , m , . . . , m be1 2 l
the exponents of W. If V W s 0, then Kawanaka in¤ariant of 1 is gi¤en by
l m q1i1 q q
I 1, q s . 2.7Ž . Ž .ŁW m q1i1 y qis1
Ž .vii If the Kawanaka in¤ariant is expressed as
l hi1 q q
I x , q s 2.8Ž . Ž .Ł hi1 y qis1
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 4with some integers h , . . . , h , then l s dim V, and the dimension of the1 l
representation is gi¤en by
l
< <x 1 s W r h . 2.9Ž . Ž .Ł i
is1
Ž . Ž . Ž .Proof. The properties i , iii , and iv are trivial.
Ž . Ž . < <y1 Ž 2 .ii It is well known that I x , 0 s W Ý x w is 0 if x isW w g W
not real valued; 1 if x is real valued and the representation p associated
to x can be realized over R; and y1 if x is real valued and p cannot be
realized over R. Since all the representations of finite reflection groups
can be realized over R, we obtain the value at q s 0. On the other hand,
the value at q s ‘ is given by
dim V dim Vy1 2< <I x , ‘ s W x w y1 s y1 . 2.10Ž . Ž . Ž . Ž . Ž .ÝW
wgW
Ž .v We have
det 1 q qy1 wŽ .y1y1 2< <I x , q s W x wŽ .Ž . ÝW y1det 1 y q wŽ .wgW
det qwy1 q 1Ž .y1 2< <s W x w .Ž .Ý y1det qw y 1Ž .wgW
Ž 2 . ŽŽ y1 .2 . y1Now note that x w s x w , and replace w by w . Then the last
Ž .dim V Ž .member of the above equality becomes y1 I x , q .W
Ž .vi This formula is an immediate consequence of the identity of L.
w xSolomon cited in 1, Proposition 2.1 :
det 1 q ywŽ .y1< <I 1, q s WŽ . ÝW det 1 y qwŽ . ysqwgW
l m q1i1 q q
<s t 1; q , y s .Ž .˜ Łysq m q1i1 y qis1
Ž . Ž .vii This formula follows from 2.5 . Q.E.D.
Ž .Remark 2.2. As is seen from 1.2 and Theorem 3.5 below, the above
Ž .formula 2.9 is a generalization of the hook formula for the dimension in
the cases of types A and B . In the other cases, there are also x ’s whichl l
Ž .have the expression 2.8 . See Section 6.1.
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3. KAWANAKA INVARIANTS OF TYPE Bl
In this section, we calculate Kawanaka invariants for representations of
Weyl group of type B .l
3.1. Irreducible Characters of Weyl Group of Type Bl
First let us fix notation and review well-known facts about representa-
Ž .tions and their characters of the Weyl group W B of type B . We followl l
w xthe notation in 4 .
 4 Ž .Let s , s , . . . , s be the Coexter generators of W B such that1 2 l l
s2 s 1 1 F i F l ,Ž .i
3s s s 1 1 F i F l y 2 ,Ž . Ž .i iq1
2 < <s s s 1 i y j ) 1 ,Ž . Ž .i j
4s s s 1.Ž .ly1 l
We define one dimensional representations det, sgn , and « byA
det s s y1 1 F i F l , 3.1Ž . Ž . Ž .i
y1 1 F i F l y 1 ,Ž .
sgn s s 3.2Ž . Ž .A i ½ 1 i s l ,Ž .
1 1 F i F l y 1 ,Ž .
« s s . 3.3Ž . Ž .i ½ y1 i s lŽ .
Let
l
s : W B , S h Zr2Z “ S , 3.4Ž . Ž . Ž .l l l
l l
t : W B , S h Zr2Z “ Zr2Z 3.5Ž . Ž . Ž . Ž .l l
be the natural projections. Note that s is a group homomorphism, while t
Ž . Ž .is not. Every w g W can be expressed as w s s w t w . Note that
sgn s sgn (s .A S l
Ž . Ž . Ž .In this section, we abbreviate W B as W, W B as W9, and W B asl l9 l0
Ž .W0. For an object X of a Weyl group of type B, X 9 resp. X 0 means ‘‘X
Ž .of W9 resp. W0 ’’. For example, s 0 is the natural projection W0 “ S l0
and « 0 is the restriction of « to W0.
Ž . Ž .Let l9 resp. l0 be a partition of l9 resp. l0 such that l9 q l0 s l. Let
Ž .x resp. x be the character of the irreducible representation of Sl9 l0 l9
Ž . Ž .resp. S corresponding to l9 resp. l0 .l0
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THEOREM 3.1. The induced character
x [ IndW x (s 9 G x (s 0 « 0 3.6Ž . Ž . Ž .Ž .l9 , l0 W 9=W 0 l9 l0
is irreducible and such characters exhaust all the irreducible characters of W.
3.2. Reduction to Induced Characters
Let us define the Adams operator c Ž2. on the space of class functions
on W by the formula
c Ž2. x w s x w2 x : a class function on W , w g W .Ž . Ž . Ž . Ž .
² :We get a natural inner product , by puttingW
² : < <y1f , f s W f w f w .Ž . Ž .ÝW1 2 1 2
wgW
Then Kawanaka invariant can be written as
det 1 q qwŽ .
Ž2. WI x , q s c Ind x G x « 0 , . 3.7Ž . Ž . Ž .W l9 , l0 W 9=W 0 l9 l0¦ ;det 1 y qwŽ . W
Ž . Ž .Here we abbreviated x (s 9 resp. x (s 0 as x resp. x .l9 l0 l9 l0
Ž .LEMMA 3.2. The right hand side of 3.7 is equal to
det 1 q qwŽ .
W Ž2.Ind c x G x « 0 , . 3.8Ž . Ž .W 9=W 0 l9 l0¦ ;det 1 y qwŽ . W
Proof. Let us denote W9 = W0 by H. We shall compare the right hand
Ž . Ž .side of 3.7 with 3.8 . For w g W,
c Ž2. IndW x G x « 0 wŽ . Ž .Ž .H l9 l0
s IndW x G x « 0 w2Ž . Ž .Ž .H l9 l0
s x G x « 0 xy1 w2 xŽ . Ž .Ý l9 l0
xgWrH ,
y1 2x w xgH
2y1s x G x « 0 x s w t w x . 3.9Ž . Ž . Ž . Ž .Ž .Ý ž /l9 l0
Ž . Ž .xgs W rs H ,
y1 2Ž . Ž .x s w xgs H
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Ž . Ž . Ž . lNote that WrH , s W rs H s S rS = S since T [ Zr2Z :l l9 l0
H. Analogously,
IndW c Ž2. x G x « 0 wŽ . Ž .Ž .H l9 l0
s c Ž2. x G x « 0 xy1 wxŽ . Ž .Ž .Ý l9 l0
xgWrH ,
y1x wxgH
s x G x « 0 xy1 w2 xŽ . Ž .Ý l9 l0
xgWrH ,
y1x wxgH
2y1s x G x « 0 x s w t w x . 3.10Ž . Ž . Ž . Ž .Ž .Ý ž /l9 l0
Ž . Ž .xgs W rs H ,
y1 Ž . Ž .x s w xgs H
Ž . Ž .The difference between 3.9 and 3.10 is how the summation is taken.
y1 Ž . Ž . y1 Ž 2 . Ž .Since x s w x g s H implies x s w x g s H , we shall calculate
Ž . Ž . y1 Ž 2 . Ž .the sum over x g s W rs H which satisfies x s w x g s H but
y1 Ž . Ž .x s w x f s H .
y1 Ž . y1 Ž .We write s [ x s w x g S , t [ x t w x g T. Let us fix s g Sl l
2 Ž .such that s g S = S , s H but s f S = S . The next lemmal9 l0 l9 l0
will imply Lemma 3.2. Q.E.D.
LEMMA 3.3. For s g S as abo¤e, we ha¤el
det 1 q qstŽ .2
x G x « 0 st s 0, 3.11Ž . Ž . Ž .Ž .Ý l9 l0 det 1 y qstŽ .tgT
Ž . lwhere T s Zr2Z .
 4  4Proof. Let A9 s 1, 2, . . . , l9 and A0 s l9 q 1, l9 q 2, . . . , l9 q l0 s l .
Since s2 g S = S , s decomposes into the following cycles:l9 l0
aX , aX , . . . , aX aX g A9 3.12Ž . Ž .Ž .1 2 k j
aY , aY , . . . , aY aY g A0 3.13Ž . Ž .Ž .1 2 k j
aX , aY , aX , aY , . . . , aX , aY aX g A9, aY g A0 . 3.14Ž . Ž .Ž .1 1 2 2 k k i j
Ž .Note that s must contain at least one cycle of type 3.14 , because
s f S = S .l9 l0
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Ž Y .ŽŽ .2 . Ž .Ž 2 . Y Ž s . Ž s y1 .Since x G x « st s x G x s « t t t [ s ts , it isl9 l0 W 0 l9 l0 W 0
enough for the proof to calculate
det 1 q qstŽ .
s« 0 t t . 3.15Ž . Ž .Ý det 1 y qstŽ .tgT
 4Let A " A " ??? s 1, 2, . . . , l be the disjoint decomposition accord-1 2
Ž . Ž .ing to the cycle type of s. Let t s Ł t g Ł T A and V s [ V A bei A i i iii
Ž .the corresponding decompositions. Then 3.15 becomes
<det 1 q qstŽ .V Ž A .A iis« 0 t t . 3.16Ž .Ž .Ł Ý A Ai i <det 1 y qstŽ .i V Ž A .AŽ . it gT A iA ii
Ž .If A is of type 3.14 , the corresponding ith factor of the above formulai
becomes
<det 1 q qstŽ .V Ž A .is« 0 t tŽ .Ý <det 1 y qstŽ .V Ž A .iŽ .tgT Ai
2 k1 y « t yqŽ . Ž .
s « tŽ .Ý 2 k1 y « t qŽ .Ž .tgT Ai
s « t s 0. 3.17Ž . Ž .Ý
Ž .tgT Ai
Ž Ž . . Ž .See 3.3 for « . Therefore, at least one factor of 3.16 is zero, and we
conclude the proof of the lemma. Q.E.D.
3.3. Explicit Form of Kawanaka In¤ariants of Type Bl
Ž .We shall compute the inner product 3.8 . Let s g S and t g T sl0
Ž . l Ž 2 . Ž .2 Ž .Zr2Z . Since « 0 w s « 0 w s 1, 3.8 is equal to
det 1 q qwŽ .
Ž2.Ind c x G x ,Ž .l9 l0¦ ;det 1 y qwŽ . W
det 1 q qwŽ .
Ž2. Ž2.s c x G c x ,Ž . Ž .l9 l0¦ ;det 1 y qwŽ . W 9=W 0
< <det 1 q qw det 1 q qwŽ . Ž .V 9 V 0Ž2. Ž2.s c x , = c x , .Ž . Ž .l9 l0¦ ; ¦ ;< <det 1 y qw det 1 y qwŽ . Ž .V 9 V 0W 9 W 0
3.18Ž .
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Here V 9 and V 0 are the direct summands of V s V 9 [ V 0, and we regard
W9 = W0 as
W9 0 V 9; W acting on V s .ž / ž /0 W0 V 0
Ž .PROPOSITION 3.4. For W s W B , we ha¤el
det 1 q qw 1 q q2 hŽ¤ .Ž .
Ž2. 2c x , s I x , q s . 3.19Ž . Ž .Ž . Łl S l 2 hŽ¤ .¦ ; ldet 1 y qw 1 y qŽ . ¤glW
Proof.
det 1 q qstŽ .2y1< <LHS s W x stŽ .Ž .Ý l det 1 y qstŽ .sgS , tgTl
det 1 q qstŽ .y1 2< <s W x sŽ .Ý l det 1 y qstŽ .sgS , tgTl
det 1 q qstŽ .y1 2 yl< <s S x s 2 . 3.20Ž . Ž .Ý Ýl l ½ 5det 1 y qstŽ .sgS tgTl
 4Let A " A " ??? s 1, 2, . . . , l be the disjoint decomposition according1 2
Ž . Ž Ž . < A i <.to the cycle type of s . Then det 1 " qs s Ł 1 y .q . Since t isi
diagonal, we have
det 1 q qstŽ .yl2 Ý det 1 y qstŽ .tgT
< <A i1 y « t yqŽ . Ž .A iyls 2 Ý Ł < A <i1 y « t qŽ .i AtgT i
< <A i1 y « t yqŽ . Ž .A iy< A <is 2Ł Ý < A <i1 y « t qŽ .i AŽ .t gT A iA ii
< < < <A Ai i1 1 y yq 1 q yqŽ . Ž .
s q . 3.21Ž .Ł < A < < A <i iž /2 1 y q 1 q qi
Ž .The last equality follows from the fact that, when t runs over T A ,i
Ž .« t s Ł t is 1 for half of them and y1 for the other half of them.a g A ai
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Since
aa a 21 1 y yq 1 q yq 1 y yqŽ . Ž . Ž .
q s ,aa a 2ž /2 1 y q 1 q q 1 y qŽ .
we get
< <A i21 y yqŽ .y1 2< <LHS of 3.19 s S x sŽ . Ž .Ý Łl l < <A i2i 1 y qsgS Ž .l
det 1 q q2sŽ .y1 2< <s S x sŽ .Ýl l 2det 1 y q sŽ .sgS l
s I x , q2 . 3.22Ž .Ž .S ll
Q.E.D.
By the above discussion, we obtain the explicit formula for the Kawanaka
invariants of type B .l
THEOREM 3.5. For an irreducible character x , its Kawanaka in¤ariantl9, l0
is gi¤en as
1 q q2 hŽ¤ 9. 1 q q2 hŽ¤ 0 .
I x , q sŽ . Ł ŁW ŽB . l9 , l0 2 hŽ¤ 9. 2 hŽ¤ 0 .l 1 y q 1 y q¤ 9gl9 ¤ 0g l0
s I x , q2 I x , q2 .Ž . Ž .S < l9 < l9 S l0< l0 <
4. KAWANAKA INVARIANTS OF TYPE Dl
4.1. Reduction of Kawanaka In¤ariants of Type D to Those of Type Bl l
Ž .The Weyl group W D of type D is identified with the kernel of thel l
Ž . Ž .character « given in 3.3 . Let x be the irreducible character of W Bl9, l0 l
Ž .given in the previous section. We denote the restriction of x to W Dl9, l0 l
also by the same symbol x . The following classification of irreduciblel9, l0
Ž .characters of W D is well known.l
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Ž .THEOREM 4.1. i If l9 / l0, then x is an irreducible character ofl9, l0
Ž .W D .l
Ž .ii If l9 s l0 s l, then x decomposes into two irreducible compo-l, l
nents, which are mutually inequi¤alent.
Ž . Ž . Ž .Any irreducible character of W D is either of type i or ii .l
Let us decompose x s x I [ x II. Then the outer automorphism in-l, l l l
Ž . I IIduced by the conjugation by s g W B interchanges x and x . Hencel l l l
we have
1
I III x , q s I x , q s I x , q .Ž . Ž . Ž .W ŽD . l , l W ŽD . l W ŽD . ll l l2
Ž .Therefore, by the above theorem, it is enough to compute I x , qW ŽD . l9, l0l
Ž .for an explicit description of Kawanaka invariants of W D . Letl
det 1 q qwŽ .y1U 2< <I x , q s W B x w « w .Ž . Ž . Ž . Ž .ÝW ŽB . l9 , l0 l W ŽB .l l det 1 y qwŽ .Ž .wgW Bl
4.1Ž .
Ž . Ž . < Ž . < < Ž . <Since W D s Ker « and W B s 2 W D , we havel W ŽB . l ll
I x , q s I x , q q IU x , q . 4.2Ž . Ž . Ž . Ž .W ŽD . l9 , l0 W ŽB . l9 , l0 W ŽB . l9 , l0l l l
Ž . U Ž .Since I x , q is already known, we shall compute I x , q .W ŽB . l9, l0 W ŽB . l9, l0l l
For notational convenience, we use notation in Sect. 3; for example, we
Ž . Ž .denote W B by W, since our main concern is W B . Be alert that Wl l
Ž . U Ž . Ž .does not denote W D . We also abbreviate I x , q as I* x , ql W ŽB . l9, l0 l9, l0l
throughout this paper.
By the definition of induced characters,
I* x , qŽ .l9 , l0
det 1 q qwŽ .y1 W 2< <s W Ind x G x « 0 w « wŽ . Ž . Ž .Ý W 9=W 0 l9 l0 det 1 y qwŽ .wgW
det 1 q qwŽ .y1 y1 2< <s W x G x « 0 x w x « wŽ . Ž . Ž .Ý Ý l9 l0 det 1 y qwŽ .wgW xgWrH
y1 2x w xgH
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we change the sum over w by s, t , where xy1 wx s st withž /s g s W s S and t g TŽ . l
< <y1 2s W x G x s 4.3Ž . Ž . Ž .Ý Ý l9 l0
Ž . Ž . Ž .xgs W rs H sgs W
2 Ž .s gs H
det 1 q qstŽ .
s= « 0 t t « tŽ . Ž .Ý det 1 y qstŽ .tgT
det 1 q qstŽ .y1 2 s< <s H x G x s « 0 t t « t .Ž . Ž . Ž . Ž .Ý Ýl9 l0 det 1 y qstŽ .Ž . tgTsgs W
2 Ž .s gs H
4.4Ž .
Recall that « s « and « 0 s « .W W 0
 4Let A " A " ??? be the decomposition of A s 1, 2, . . . , l according1 2
Ž .to the cycle type of s. The summation over t g T in the formula 4.4
decomposes into factors:
det 1 q qstŽ .
s« 0 t t « tŽ . Ž .Ý det 1 y qstŽ .tgT
<det 1 q qstŽ .V Ž A .iss « 0 t t « t . 4.5Ž . Ž . Ž .Ł Ý <det 1 y qstŽ .V Ž A .i iŽ .tgT Ai
Note that
1 if the cycle type of s is 3.14 ,Ž .s« 0 t t « t sŽ . Ž . ½ « t if the cycle type of s is 3.12 or 3.13 .Ž . Ž . Ž .
4.6Ž .
< <If A is even, we can see thati
<det 1 q qstŽ .V Ž A .i s 1
<det 1 y qstŽ .V Ž A .i
Ž . Ž . Ž .as in 3.21 . Hence, if A is of type 3.14 , the sum Ý ??? in 4.5 isi t g T Ž A .i
< A i < Ž . Ž . < <equal to 2 , and if A is of type 3.12 or 3.13 and A is even, this sumi i
is equal to 0.
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Ž . Ž . < <Let us consider the case when A is of type 3.12 or 3.13 and A isi i
odd. In this case,
< <A i<det 1 q qst 1 y « t yqŽ . Ž .Ž .V Ž A .i
« t s « tŽ . Ž .Ý Ý < A <i<det 1 y qst 1 y « t qŽ .Ž .V Ž A .iŽ . Ž .tgT A tgT Ai i
1 q q < A i < 1 y q < A i <
< A <y1is 2 y< A < < A <i iž /1 y q 1 q q
< <A i1 y y1Ž .
< A < < A <i is 2 q 2 < A <i1 y q
<det 1 q sŽ .V Ž A .i< A < < A <i is 2 q . 4.7Ž .2 <det 1 y q sŽ .V Ž A .i
Ž .The second equality of 4.7 follows from the fact that « is equal to 1 for
Ž .half of t g T A and y1 for the other half of them.i
Ž . Ž . Ž .Remark 4.2. Note that 4.7 is valid even if A is of type 3.12 or 3.13i
< <and A is even.i
Ž . Ž .For s g s W s S , we write s s s9s0 u, where s9 resp. s0 is thel
Ž . Ž Ž ..product of cycles of type 3.12 resp. 3.13 , and u is the product of cycles
Ž .of type 3.14 .
If we write u2 s u9u0 g S = S , then the cycle types of u9 and u0l9 l0
coincide. Hence, for a given s0, the conjugacy class of s0 2 u0 g S l0
depends only on u9. So we can put ¤ s u9 s u0.
< Ž . <Put N s supp u9 , i.e., the number of a ’s appearing in the cycles of u9.i
Ž .Then there are N! possibilities for the choice of u when u9 and supp u0
Ž .are given see Example 4.3 . Moreover, note that there are
l9 l0resp.ž / ž /ž /N N
Ž . Ž Ž ..possibilities for the choice of supp u9 resp. supp u0 .
Ž X X X .Ž X X .EXAMPLE 4.3. Fix u9 s u , u , u u , u , for example. Distributing1 2 3 4 5
Ž .the elements of supp u0 into the empty circles in Fig. 1, we get u.
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FIG. 1. Construction of u s u9u0.
Ž .By the above discussion and Remark 4.2, the formula 4.4 becomes
 4min l9 , l0
l9 l0y1 y1< < < <4.4 s S S N !Ž . Ýl9 l0 ž / ž /N N
Ns0
= x s92 ¤ x s0 2 ¤Ž . Ž .Ý Ý Ý l9 l0
s9gS s0 gS ¤gSl9yN l0 yN N
det 1 q s9 det 1 q s0Ž . Ž .
ly2 N= q . 4.8Ž .2 2det 1 y q s9 det 1 y q s0Ž . Ž .
< < < <Here l9 [ l9 and l0 [ l0 .
4.2. Expression by Means of Littlewood]Richardson Coefficients
For partitions l, m, n , the Littlewood]Richardson coefficients cl ism, n
defined by
IndS < l < x G x s cl x , 4.9Ž .Ž . ÝS =S n m n , m l<n < < m <
l
< < < < < < l < < < < < <if l s m q n . We extend it by putting c s 0 if l / m q n . Byn , m
the orthogonality of characters and Frobenius reciprocity,
2 2 < < l9 l0 2 2x s9 ¤ x s0 ¤ s S c c x s9 x s0 .Ž . Ž . Ž . Ž .Ý Ý Ýl9 l0 N n 9 , m n 0 , m n 9 n 0ž /
¤gS n 9 , n 0 < <m sNN
4.10Ž .
DEFINITION 4.4. For an irreducible character x of S , we definel l
det 1 q sŽ .y1 2< <G x , q s S x s . 4.11Ž . Ž . Ž .ÝA l l l det 1 y qsŽ .sgS l
GYOJA NISHIYAMA, AND TANIGUCHI858
LEMMA 4.5.
1 q qcŽ¤ .
nŽl.G x , q s q . 4.12Ž . Ž .ŁA l hŽ¤ .1 y q¤gl
Ž . Ž . Ž .Here, n l [ Ý i y 1 l and for a node ¤ g l, c ¤ denotes the contenti i
of ¤ .
Ž .Proof. If s has an even cycle, det 1 q s s 0. Let Odd be the set of all
s g S which is the product of odd cycles only. Since the square mapl
2 Ž 2 .Odd 2 s ‹ s g Odd preserves the cycle type, we may replace x s byl
Ž . Ž .x s in 4.11 .l
Ž . w xBy the formula of t x ; q, y in 1 , we know˜ l
1 q qcŽ¤ .
nŽl.G x , q s t x ; q , 1 s q , 4.13Ž . Ž . Ž .˜ ŁA l l hŽ¤ .1 y q¤gl
which proves the lemma. Q.E.D.
Ž .Using these notations, the formula 4.8 can be expressed as
 4min l9 , l0
2 l9 l0y1 y1< < < <4.8 s S S N !Ž . Ž .Ýl9 l0 ž / ž /N N
Ns0
= qly2 N cl9 cl0Ý Ý Ý Ý n 9 , m n 0 , mž /
s9gS s0 gS n 9 , n 0 < <m sNl9yN l0 yN
det 1 q s9 det 1 q s0Ž . Ž .
2 2= x s9 x s0Ž . Ž .n 9 n 0 2 2det 1 y q s9 det 1 y q s0Ž . Ž .
 4min l9 , l01 2 l9 l0s N ! l0 y N ! l9 y N !Ž . Ž . Ž .Ý ž / ž /N Nl9!l0 ! Ns0
= qly2 N cl9 cl0 G x , q2 G x , q2Ž . Ž .Ý Ý n 9 , m n 0 , m A n 9 A n 0ž /
n 9 , n 0 < <m sN
 4min l9 , l0
ly2 N l9 l0 2 2s q c c G x , q G x , q .Ž . Ž .Ý Ý Ý n 9 , m n 0 , m A n 9 A n 0ž /
Ns0 n 9 , n 0 < <m sN
Thus we have proved
THEOREM 4.6. The Kawanaka in¤ariant of the irreducible character xl9, l0
Ž . Ž . Ž . Ž .of W D is expressed as I x , q s I x , q q I* x , q ,l W ŽD . l9, l0 W ŽB . l9, l0 l9, l0l l
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Ž . Ž .where I x , q and I* x , q are gi¤en byW ŽB . l9, l0 l9, l0l
1 q q2 hŽ¤ 9. 1 q q2 hŽ¤ 0 .
I x , q s ,Ž . Ł ŁW ŽB . l9 , l0 2 hŽ¤ 9. 2 hŽ¤ 0 .l 1 y q 1 y q¤ 9gl9 ¤ 0g l0
 < < < <4min l9 , l0
ly2 NI* x , q s qŽ . Ýl9 , l0
Ns0
= cl9 cl0 G x , q2 G x , q2 ,Ž . Ž .Ý Ý n 9 , m n 0 , m A n 9 A n 0ž /
n 9 , n 0 < <m sN
1 q qcŽ¤ .
nŽl.G x , q s q . 4.14Ž . Ž .ŁA l hŽ¤ .1 y q¤gl
Ž .4.3. Combinatorial Formula T of I* x , ql9, l0 l9, l0
Let D be a partition such thatl9, l0
D s lX q l l0 1 F i F l l9 , 4.15Ž . Ž . Ž . Ž .Ž .l9 , l0 ii
D s tl0 l l9 - i F l l9 q l tl0 . 4.16Ž . Ž . Ž . Ž .Ž . Ž .Ž . Ž .iy l l9l9 , l0 i
Ž . tHere, l l is the length of l and l is the transpose of l. See Fig. 2. Let
T s q < l9 <q < l0 <l9 , l0
iy1 jy1q q qŽ .Ł
Ž .i , j gDl9 , l0
= .X YhŽ¤ . l qjy1 l qiy1i j1 y q q q qŽ . Ž .Ł Ł
¤gl9"l0 Ž .1FiFl l9 ,
Ž . 21FjFl l0 q“q
4.17Ž .
w Ž .x Ž 2 .2Here, f q means f q .q “ q
Recently, Kawanaka obtained a q-series identity, which is a generaliza-
Ž . w xtion of the formula 1.1 3 . His result and our Theorem 4.6 imply the
following theorem, which is a combinatorial description of the Kawanaka
invariant of D -type.l
GYOJA NISHIYAMA, AND TANIGUCHI860
FIG. 2. Young diagram of D .l9, l0
Ž .THEOREM 4.7. I* x , q and T coincide.l9, l0 l9, l0
In the rest of this subsection, we describe T in other ways.l9, l0
Ž .The second factor in the denominator of 4.17 is canceled out with
some part of the numerator. We shall investigate which boxes in Dl9, l0
cancel out.
Ž . w Ž .x w Ž .xFor i, j g 1, l l9 = 1, l l0 ; D , we consider the followingl, l0
game:
Ž . X Y X Y Ž .i If l s l , then we put l s l stones on this box i, j .i j i j
Ž . X Y Ž X Y .ii If l ) l , then we move to the box i, j q l y l , on whichi j i j
we put lY stones.j
Ž . X Y Ž Y X .iii If l - l , then we move to the box i q l y l , j , on whichi j j i
we put lX stones.i
It is easy to show that we never move from two different boxes to the
same box.
PROPOSITION 4.8. Let
 4D s D _ boxes on which we put stones ,l9 , l0 l9 , l0
A s the number of all the stones .Ž .
Then T is expressed asl9, l0
iy1 jy1Ł q q qŽ .Ž i , j.g Dl9 , l0< l9 <q < l0 <T s q . 4.18Ž .l9 , l0 A hŽ¤ .q Ł 1 y qŽ . 2¤ g l9" l0 q“q
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Proof. If lX F lY, theni j
q l
X
iqjy1 q q l
Y
jqiy1 s q l
X
i q jy1 q q l
Y
jyl
X
iqiy1 ,Ž .
Ž Y X . Ž .and the i q l y l , j part of the numerator of 4.17 cancels with thisj i
Ž jy1 lYjylXiqiy1. X Yq q q . If l ) l , a similar cancellation occurs. By the defi-i j
Ž .nition of our game and the above lemma, we have 4.18 . Q.E.D.
Ž .COROLLARY 4.9. If we replace the rectangular subdiagram of size l l9 =
Ž . Žl l0 in D with the rectangular diagram of bigger size n9 = n0 n9 Gl9, l0
Ž . Ž .. Ž . Ž .l l9 , n0 G l l0 , the formulas 4.17 and 4.18 still remain true.
For n g N large enough, we define DŽn. byl9, l0
DŽn. s n q lX 1 F i F l l9 , 4.19Ž . Ž .Ž .Ž .l9 , l0 ii
DŽn. s n l l9 - i F n , 4.20Ž . Ž .Ž .Ž .l9 , l0 i
DŽn. s tl0 n - i F n q l tl0 . 4.21Ž .Ž . Ž .Ž . Ž .iynl9 , l0 i
To denote the diagram DŽn. , it is more convenient to use Frobeniusl9, l0
Ž w x. Ž .notation cf. 5 . Let d be the partition n y 1, n y 2, . . . , 1, 0 . Then by
Frobenius notation, the diagram DŽn. is expressed simply asl9, l0
l9 q dŽn.D s .l9 , l0 ž /l0 q d
w xThis expression coincides with Lusztig’s symbol 4 . We can express Tl9, l0
by means of Lusztig’s symbol in the following way.
FIG. 3. Young diagram of DŽn. .l9, l0
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PROPOSITION 4.10.
T s 2 nq < m9 <q < m0 < I x , q2 I x , q2Ž . Ž .l9 , l0 S l9 S l0< l9 < < l0 <
X X Y Y
m m m mj i j iŁ q q q q q qŽ . Ž .1F i- jF n
= X Y , 4.22Ž .m mi jŁ q q qŽ . 21F i , jF n q“q
where
mhŽ¤ . j m mn j ik1 q q 1 q q q y q
I x , q s s .Ž . Ł Ł Ł ŁS l m mhŽ¤ . j< l < j iq q q1 y q 1 y q¤gl ks1 js1 1Fi-jFn
4.23Ž .
Ž .Note that the formula 4.23 is an immediate consequence of the
Ž . w xformula 3 in 5, I, 1, Ex. 1 .
Ž .4.4. A Recurrence Formula for I* x , ql9, l0
w xWe review some q-series identities in 5, Chap. I . After Macdonald, for
an infinite series of variables x , x , . . . , let us put1 2
y1rH t s h t [ 1 y x t ,Ž . Ž .Ý Łr i
iG1rG0
y1rE t s e t [ 1 q x t s H yt . 4.24Ž . Ž . Ž . Ž .Ý Łr i
iG1rG0
Since h s 1, h , h , . . . are algebraically independent, we can specialize0 1 2
 4  4h to any value a from an arbitrary ring K :i iG1 i iG1
S nw x w xlim Z x , x , . . . , x s Z h , h , . . . 2 h “ a g K .1 2 n 1 2 i i⁄
 4Now let us specialize h to the coefficients ofi iG1
‘ i1 y bq t
H t s . 4.25Ž . Ž .Ł i1 y aq tis0
Ž . Ž .Since H yt E t s 1, we have
‘ i1 q aq t
E t s . 4.26Ž . Ž .Ł i1 q bq tis0
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In this case, the coefficients are explicitly given by
r iy1a y bq
h s , 4.27Ž .Łr i1 y qis1
r iy1yb q aq
e s , 4.28Ž .Łr i1 y qis1
a y bqcŽ¤ .
nŽl.s s q . 4.29Ž .Łl hŽ¤ .1 y q¤gl
Ž w x. Ž .cf. 5, I, 2, Ex. 5 and 3, Ex. 3 . If we further specialize a, b, q “
Ž 2 .q, yq, q , we obtain
‘ 2 iq11 q q t
H t s E t s , 4.30Ž . Ž . Ž .Ł 2 iq11 y q tis0
r 2 iy21 q q
rh s e s q , 4.31Ž .Łr r 2 i1 y qis1
1 q q2 cŽ¤ .
< l <q2 nŽl. < l < 2s s q s q G x , q . 4.32Ž .Ž .Łl A l2 hŽ¤ .1 y q¤gl
Ž . Ž .By the last specialization 4.32 , the formula 4.14 can be expressed as
I* x , qŽ .l9 , l0
 4min l9 , l0
ly2 N l9 l0 2 2s q c c G x , q G x , qŽ . Ž .Ý Ý Ý n 9 , m n 0 , m A n 9 A n 0ž /
Ns0 n 9 , n 0 < <m sN
s cl9 s x cl0 s xŽ . Ž .Ý Ý Ýn 9 , m n 9 n 0 , m n 0ž / ž /
m n 9 n 0
s s x s x . 4.33Ž . Ž . Ž .Ý l9r m l0 r m
m
We introduce new variables y , y , . . . , y with sufficiently large n and1 2 n
write
x , y s x , x , . . . , y , y , . . . , y .Ž . Ž .1 2 1 2 n
Ž . Ž . Ž .Then s x, y s Ý s x s y . Letl m lr m m
² :s y , s y s d 4.34Ž . Ž . Ž .G L Ž y .l m lmn
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be an inner product on the space of symmetric functions with n variables.
By this inner product, we can write
² :I* x , q s s x , y , s x , y 4.35Ž . Ž . Ž . Ž .G L Ž y .l9 , l0 l9 l0 n
 Ž . Ž .4for n G max l l9 , l l0 .
Ž .From 4.35 we can deduce the following result, but we omit the proof
since it is too complicated to state here.
THEOREM 4.11. We fix partitions l9, l0 and a positi¤e integer r. We denote
Ž .by V r the set of all ¤ertical r-strips. Then the recurrence formula
I* x , q s e I* x , q 4.36Ž . Ž . Ž .Ý Ý Ým9 , l0 i l9 , m0
m9 i , jG0, m0 ,
Ž . iqjsr Ž .m9yl9gV r l0 ym0 gV j
Ž .holds, where e is gi¤en by 4.31 . Recall that a ¤ertical strip is a skew diagram,i
Ž w x.which has at most one square in each row cf. 5, Sect. I.1 .
Ž . Ž .If we could directly show that T given by 4.17 , in place of I* x , q ,l, m l, m
Ž .satisfies the same recurrence formula 4.36 , then we would get an alterna-
tive proof of Theorem 4.7. It is an interesting combinatorial problem to
find such a proof.
5. DIHEDRAL CASES
In this section, we compute Kawanaka invariants for characters of
dihedral groups I Žm..2
5.1. Dihedral Groups and Their Irreducible Representations
For a positive integer m, let I Žm. be the group generated by s, t with2
relations
s2 s 1,
t 2 s 1,
m
st s 1.Ž .
Such a group is called the dihedral group.
We realize I Žm. by 2 = 2 matrices2
z 00 1s s , st s y1ž / ž /1 0 0 z
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Žm.' Ž .with z s exp 2p y 1 rm. We define representations r j g Z of I byj 2
0 1
r s s , 5.1Ž . Ž .j ž /1 0
z j 0
r st s . 5.2Ž . Ž .j yjž /0 z
mŽ .LEMMA 5.1. i If 0 - j - , then r is irreducible.j2
mŽ .ii If j s 0, , then r is reducible.j2
Ž . Ž .iii For j, j9 g Z, r , r if and only if j ’ "j9 mod m .j j9
Ž . Žm.THEOREM 5.2. i The dimension of an irreducible representation of I2
is either one or two.
Ž . Ž . Ž .ii If m is odd resp. e¤en , there exist precisely two resp. four one
dimensional characters of I Žm..2
Ž . Ž .iii The abo¤e representations r 0 - j - mr2 exhaust two dimensionalj
irreducible characters of I Žm..2
Proof. The one dimensional irreducible character x is determined by
 4the value "1 at the generators s, t . When m is even, all the possibilities
Ž .are admitted. While m is odd, x st must be 1, and we obtain the trivial
representation 1 and the sign representation « .
The rest of the statement is clear. Q.E.D.
5.2. Kawanaka In¤ariants for I Žm.2
Ž . Ž .By 2.1 and 2.7 ,
1 q q m1q1 1 q q m2q1Ž . Ž .
Žm . Žm .I 1, q s I « , q s ,Ž . Ž .I I m q1 m q12 2 1 21 y q 1 y qŽ . Ž .
Žm.  4  4where m and m are the exponents of I , i.e., m , m s 1, m y 1 .1 2 2 1 2
Let x be the character of r . We shall computej j
det 1 q qwŽ .y1Žm. 2< <Žm .I x , q s I x w .Ž . Ž .ÝI j 2 j2 det 1 y qwŽ .Žm.wgI2
As a set, I Žm. is a disjoint union:2
i ist s ; 0 F i - m j st ; 0 F i - m .Ž . Ž . 4  4
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Since
0 z iist s s ,Ž . yiž /z 0
we have
i1 yqzi 2det 1 y q st s s s 1 y q . 5.3Ž . Ž .Ž . yiyqz 1
ŽŽ . i .2 Ž .Since st s s 1, by 5.3 ,
2det 1 q qw 1 y yqŽ . Ž .
2x w s 2 s 2m. 5.4Ž . Ž .Ý Ýj 2det 1 y qw 1 y qŽ .i iŽ . 4 Ž . 4wg st s wg st s
Ž . i Ž 2 . Ž . Ž . i Ž .For w s st , x w s x w holds; and for w s st s, x w s 0j 2 j 2 j
holds. Hence we have
det 1 q qwŽ .
2x wŽ .Ý j det 1 y qwŽ .iŽ . 4wg st
det 1 q qwŽ .
s x wŽ .Ý 2 j det 1 y qwŽ .iŽ . 4wg st
det 1 q qwŽ .
s x wŽ .Ý 2 j det 1 y qwŽ .Žm.wgI2
s 2mt x ; q , q , 5.5Ž . Ž .˜ 2 j
where
det 1 q ywŽ .y1Žm.< <t x ; q , y s I x w 5.6Ž . Ž . Ž .˜ Ýj 2 j det 1 y qwŽ .Žm.wgI2
is a polynomial of y with degree two.
mLEMMA 5.3. For 0 - j - , we ha¤e2
t x ; q , yq s 0, 5.7Ž . Ž .˜ j
t x ; q , yqy1 s 0. 5.8Ž .˜ Ž .j
mProof. By the assumption 0 - j - , x is an irreducible characterj2
Ž ./ 1, sgn. Hence 5.7 follows from the orthogonality of irreducible charac-
ters.
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Since w and wy1 are conjugate, we have
det 1 y qy1 w s det wy1 y qy1 det wŽ . Ž .
s det w y qy1 det wŽ .
2y1s yq det 1 y qw det w.Ž .Ž .
Ž . Ž .From this equation, we can prove 5.8 in exactly the same way as 5.7 .
Q.E.D.
By this lemma, t can be expressed as˜
t x ; q , y s 1 q qy 1 q qy1 y f q ,Ž . Ž . Ž .Ž .˜ j
with
f q s t x ; q , 0Ž . ˜Ž .j
x wŽ .jy1Žm.< <s I Ý2 det 1 y qwŽ .wgW
1 x w 1 y q2 1 y q mŽ . Ž .Ž .jy1Žm.< <s I . 5.9Ž .Ý22 m det 1 y qw1 y q 1 y q Ž .Ž .Ž . wgW
Note that
x w 1 y q2 1 y q mŽ . Ž .Ž .jy1Žm.< <I Ý2 det 1 y qwŽ .wgW
is the fake degree of x , which is equal to q j q q my j. Therefore wej
conclude that
q2 j q q my 2 j
25.5 s 2mt x ; q , q s 2m 1 q q ? 2. 5.10Ž . Ž . Ž .Ž .˜ 2 j 2 m1 y q 1 y qŽ .Ž .
Ž Žm..nTHEOREM 5.4. The Kawanaka in¤ariant of x g I is gi¤en asj 2
2 q2 j q q my 2 j 1 q q2Ž . Ž .
Žm .I x , q s q 1.Ž .I j 2 m2 1 y q 1 y qŽ .Ž .
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6. OBSERVATIONS ON THE KAWANAKA INVARIANTS
6.1. Irreducible Characters in Single Element Families
If W is of type A, D, or E, and if our irreducible character x forms a
w xsingle element family by itself in the sense of Lusztig 4, Sect. 4.2 , then the
Kawanaka invariant of x can be uniquely expressed as
l h i1 q q
I x , q sŽ . Ł hi1 y qis1
 4with some positive integers h , . . . , h , where l is the rank of W. If W is1 l
not of type A, D, or E, consider instead of families, certain equivalence
w xclasses which are defined in 1, Sect. 7.3 via the modular representation
theory of the generic Iwahori]Hecke algebras, and which are finer than
Lusztig’s families. Then, for an irreducible character x which forms such a
finer family by itself, the Kawanaka invariant can be expressed in the same
way as above.
 4We list the values of h , . . . , h below. for example, the first row of the1 l
 4  4table in the F -case means that h , h , h , h s 2, 6, 8, 12 for x g4 1 2 3 4
 41 , 1 , 1 , 1 , that each of these irreducible characters forms a finer1 4 2 3
 4  4  4equivalence class by itself, and that 1 , 1 , and 1 , 1 are the intersec-1 4 2 3
 4tions of 1 , 1 , 1 , 1 with families in the sense of Lusztig.1 4 2 3
Table of h ’s in the F -casei 4
 4  4  41 1 1 1 2 6 8 121 4 2 3
 4  4  49 9 9 9 2 2 4 81 4 2 3
 4  4  4  48 8 8 8 2 2 6 61 2 3 4
 4  4  44 4 4 4 2 4 6 62 5 3 4
 4  42 2 2 2 2 4 6 121 3 4 2
Table of h ’s in the E -casei 6
1 1X 2 5 6 8 9 12p p
X6 6 2 3 4 5 6 12p p
X20 20 1 2 4 6 6 9p p
X64 64 1 1 3 3 5 9p p
X60 60 1 2 3 4 6 6p p
X81 81 1 2 2 4 5 8p p
X24 24 2 2 3 5 6 6p p
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Table of h ’s in the E -casei 7
1 1X 2 6 8 10 12 14 18a a
X7 7 2 4 6 6 8 10 18a a
X27 27 2 2 4 6 8 10 14a a
X21 21 2 2 6 6 8 10 12b b
X189 189 2 2 2 4 6 8 10b b
X210 210 2 2 2 4 6 6 12a a
X105 105 2 2 4 6 6 6 8b b
X168 168 2 2 2 6 6 6 10a a
X189 189 2 2 2 4 6 8 10c c
X378 378 2 2 2 4 4 6 10a a
X210 210 2 2 4 4 6 6 6b b
X105 105 2 2 4 6 6 6 8c c
Table of h ’s in the E -casei 8
1 1X 2 8 12 14 18 20 24 30x x
X8 8 2 6 8 10 12 14 18 30z z
X35 35 2 4 6 8 10 12 18 24x x
X560 560 2 2 4 6 6 10 12 18x x
X567 567 2 2 4 6 8 8 10 20x x
X3240 3240 2 2 2 4 6 8 10 14z z
X525 525 2 2 6 6 8 8 12 12x x
X4536 4536 2 2 2 4 6 8 10 10z z
X2835 2835 2 2 4 4 6 8 8 10x x
X6075 6075 2 2 2 4 4 8 8 14x x
X4200 4200 2 2 2 6 6 6 8 12z z
2100 2 2 4 4 6 6 12 12y
6.2. Irreducible Characters in Families Consisting of Three Elements
For W of type E and for irreducible characters in a three elementl
family, their Kawanaka invariants are not products of cyclotomic polyno-
mials in q, but their certain linear combinations are. Let us give some
examples.
Ž .EXAMPLE E -case .6
1 q4 1 q q2 1 q q12Ž . Ž .
I 30 , q y I 15 , q sŽ . Ž .ž /p q 22 3 6 82 1 y q 1 y q 1 y q 1 y qŽ . Ž . Ž . Ž .
6.1Ž .
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22 71 q 1 q qŽ .
I 30 , q y I 15 , q s 6.2Ž .Ž . Ž .ž /p p 3 22 3 62 1 y q 1 y q 1 y qŽ . Ž . Ž .
25 81 1 q q 1 q qŽ . Ž .
I 15 , q q I 15 , q s 6.3Ž .Ž . Ž .ž /q p 3 22 3 62 1 y q 1 y q 1 y qŽ . Ž . Ž .
Ž .EXAMPLE E -case .7
26 2 18 61 q 1 q q 1 q q 1 q qŽ . Ž . Ž .Xw x w xI 56 , q y I 35 , q sŽ . Ž .Ž .a b 3 22 6 10 122 1 y q 1 y q 1 y q 1 y qŽ . Ž . Ž . Ž .
6.4Ž .
32 10 61 q 1 q q 1 q qŽ . Ž .Xw x w xI 56 , q y I 21 , q sŽ . Ž .Ž .a a 3 22 6 18 42 1 y q 1 y q 1 y q 1 y qŽ . Ž . Ž . Ž .
6.5Ž .
34 8 12 61 1 q q 1 q q 1 q q 1 q qŽ . Ž . Ž . Ž .w x w xI 35 , q q I 21 , q sŽ . Ž .Ž .b a 3 22 6 10 182 1 y q 1 y q 1 y q 1 y qŽ . Ž . Ž . Ž .
6.6Ž .
1 q2 1 q q2 1 q q14 1 q q6Ž . Ž . Ž .Xw x w xI 120 , q y I 15 , q s 6.7Ž .Ž . Ž .Ž .a a 4 32 62 1 y q 1 y qŽ . Ž .
26 10 61 q 1 q q 1 q qŽ . Ž .Xw x w xI 120 , q y I 105 , q s 6.8Ž .Ž . Ž .Ž .a a 3 32 6 142 1 y q 1 y q 1 y qŽ . Ž . Ž .
38 4 12 61 1 q q 1 q q 1 q q 1 q qŽ . Ž . Ž . Ž .X Xw x w xI 15 , q q I 105 , q sŽ . Ž .Ž .a a 3 32 6 142 1 y q 1 y q 1 y qŽ . Ž . Ž .
6.9Ž .
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