We propose a new scalable algorithm that can compute Personalized PageRank (PPR) very quickly. The Power method is a state-of-the-art algorithm for computing exact PPR; however, it requires many iterations. Thus reducing the number of iterations is the main challenge.
INTRODUCTION

Large Graphs
Very large scale datasets and graphs are ubiquitous in today's world; the World Wide Web, online social networks, and huge search and query-click logs are regularly collected and processed by search engines. Therefore, designing scalable systems for analyzing, processing, and mining huge realworld graphs have become issues for all of computer science.
The main problem is that modern graph datasets are huge. The best example is the World Wide Web, which currently consists of over one trillion links and is expected to exceed tens of trillions in the near future. Facebook [20] also consists of over 800 million active users, with hundreds of billions of friend links. In addition, Twitter [31] has over 41 million users with 1.47 billion social interactions. Examples of large graph datasets are not only limited to the web and social networks. Biological networks are also comprised of large graph dataset.
Despite the size of these graphs, it is still necessary to perform computations with the data. One of the most wellknown graph computation problems is computing Personalized PageRank (PPR) [38] that is described as follows.
Problem 1 (Personalized PageRank problem).
• Given: an input graph G with n vertices, and a personalized vector b ∈ R n • Output: x ∈ R n (PPR scores for all vertices of G with respect to the personalized vector b)
As used by the Google search engine, PPR exploits the linkage structure of the web to compute global importance scores, which can be used to influence the ranking of search results. PPR and other personalized random walk based measures are very effective in various applications such as link prediction [34] and friend recommendation [8] in social networks.
Difficulty
Current graph systems can handle graphs with more than ten billion edges by distributing the computation. However, efficient large-scale computation of web graphs and social networks still remains a significant challenge.
Existing graph frameworks partition the graph into small pieces and handle the graph problem simultaneously for each piece to obtain a solution by looking at all solutions for small pieces. However, the main difficulty is that web graphs and social networks cannot be readily decomposed into small pieces, which can be processed in parallel. Finding efficient graph cuts, which minimize communication between pieces and are also balanced is a very difficult problem [33] . This problem makes MapReduce [17] inefficient for computing such graphs, as has been pointed by many researchers [13, 35, 36 ].
Our Purpose
In this paper, we shall look at a somewhat different direction. Parallel computations are useful; however, it would definitely be best for them to adapt the fastest algorithm to compute PPR. To the best of our knowledge, either
• the Power method (a variant of an iterative method ) is adapted to compute PPR, or
• some efficient approximation algorithms based on a Monte Carlo method are proposed to compute PPR (Section 8).
To date, approximation algorithms based on a Monte Carlo method have been extensively studied because the Power method suffers from slow convergence speed, especially for large-scale graphs. There are many accelerating methods that are designed to speed up the convergence procedure. Among them, iterative methods based on the Arnoldi process have been proposed [44] ; however according to [44] and our analysis (Section 7), this can accelerate by at most 50%, and sometimes it requires more time.
Thus the main challenge to adapt an iterative method to solve PPR is reducing the number of iterations of an iterative method to speed up the convergence procedure.
It is not desirable to relax exactness, i.e., we require algorithms that can compute PPR x ∈ R n such that x − x * ≤ ǫ x * for very small ǫ > 0, where x * ∈ R n is a vector of the optimal PPR. The accuracy of the algorithm is ǫ. According to [32] , it should be less than 10 −9 .
Main Contributions
It is well-known that web graphs and social networks are sparse. Moreover, common structural properties of these networks have been extensively studied [2, 33] . By building upon and generalizing these properties, our main contribution is to achieve the above purpose by exploiting not only sparsity of these networks, but also graph properties. We implemented and applied our algorithm to graphs with billions of edges, and indeed it ran within 10 minutes.
How do we achieve this? To answer this question, it is convenient to explain when iterative methods converge quickly in terms of theoretical justification. It is known that iterative methods converge very quickly when the gap between the first and the second eigenvalue is large, i.e., the spectral gap is large (Section 2.2). It is also known that (1) when a graph G is close to random this would happen, but on the other hand, (2) when G is close to a tree, then this is far from true 1 (experiments were performed to support these facts; Section 6.4). Thus, intuitively, if a given graph contains a large tree as an induced subgraph, then the convergence of iterative methods would be slow. This is the key idea in our algorithm and has motivated us to analyze the structures of web graphs and social networks more closely.
As mentioned above, web graphs and social networks cannot be readily decomposed into small pieces. However, they can be decomposed into two parts such that one part is a core, and the other is almost a tree [33] . Moreover, concerning the core, we have the following information:
The core part of web graphs and social networks tends to be an expander graph [33] (See Section 2.2 for the exact definition of expander graphs, but they have some similarity with random graphs). This is the main reason why they cannot be decomposed into small pieces. On the other hand, this property is a good situation for iterative methods, because expander graphs exhibit rapid convergence for iterative methods (Section 6.4). Our proposed algorithm takes advantage of this core property, together with the almost a tree part. For the core part, an iterative method works very well; however, it does not work well for the almost a tree part (Section 6.4). What about the almost a tree part? There is another method; namely a direct method. This method can take advantage of trees because it can handle them very quickly; however it does not work well for the core (Section 6.3).
To obtain a faster algorithm for PPR, we could attempt to combine the two methods, i.e., an iterative method for the core and a direct method for the almost a tree part. However there are several issues to be resolved. In particular, what are the exact structural properties of the core part and the almost a tree part? What kind of decomposition is required to apply this idea? How do we combine an iterative method with a direct method?
We can answer the first two questions by employing our core-tree-decomposition method. At a high level, this method allows us to decompose any graph into the core part and the almost a tree part such that 1. the core part behaves like an expander graph, thus making the convergence of an iterative method very fast, and 2. the almost a tree part is of small tree-width (i.e., it behaves like a tree in an algorithmic sense; Section 2.3). This allows us to apply a direct method that runs in linear time (Section 6.1). Moreover, such a decomposition can be computed efficiently (Section 5).
Another important key idea of our algorithm is the combination of an iterative method with a direct method. Specifically, a direct method quickly provides an LU decomposition of the almost a tree part. We plug this decomposition into the preconditioner 2 of an iterative method. It is well-known that an iterative method can be accelerated by preconditioning, which is also the case for our algorithm. In fact we can apply an advanced iterative method, GMRES [42] , for whole networks. This results in an algorithm that can compute PPR very quickly. To support this claim, we implemented our algorithm for graphs with at least one billion (or even ten billion) edges and compared it with a state-of-the-art algorithm (i.e., the Power method) and an additional suggested accelerated method [44] . From these comparisons, the convergence is up to 7.5 times fewer than the Power method for the number of iterations, and up to five times faster than the Power method in actual computation time. In addition, our algorithm is much faster than algorithms [44] for large graphs.
In summary our main technical contributions are as follows:
1. We exploit more detailed structures of web graphs and social networks. Specifically, we propose a novel core-tree-decomposition for web graphs and social networks, such that not only core-whisker structure [33] but also expander-like core together with the small tree-width part is obtained. Moreover, we can compute this decomposition very quickly. 2 For the precise definition, see Section 3.1 2. We use an LU decomposition (to the small tree-width part) as a preconditioner for an advanced iterative method (i.e., GMRES). To the best of our knowledge, this is the first time to use an LU decomposition, applied to a subgraph of an entire graph as a preconditioner, for an iterative method for quick convergence. This is due to the core property.
Note that the first point concerns the preprocessing of our algorithm, and the second point is to compute PPR. Let us point out that our preprocessing is also efficient. In fact, even if we take our preprocessing time into account to compute PPR, our proposed algorithm is still 2-4 times faster than the Power method. In applications, we may have to handle millions of query requests simultaneously; in this case once we perform one efficient preprocessing for a large network (say once a day, because the network may change in a single day), our query algorithm can handle millions of query requests up to five times more efficiently than the Power method This paper is organized as follows: In Section 2, we present key concepts in our proposed algorithm; namely expander and core-tree-decompositions. In Section 3, we present two major approaches to compute PPR (i.e., directed methods and iterative methods) and then present preconditioner of iterative methods which play a key role in our algorithm. We then present an overview of our proposed algorithm in Section 4. We give more details concerning our preprocessing to construct core-tree-decompositions in Section 5. Section 6 gives theoretical analysis and experimental verification of our algorithm. To demonstrate the performance of the proposed algorithm, we conducted experiments on several web graphs and social networks, and compared the results with other existing methods. The results are discussed in Section 7. Related work is given in Section 8, and we conclude our paper in Section 9.
PRELIMINARIES
In this section, we formally define our key concepts: coretree-decompositions and an expander graph. A core-treedecomposition is a generalization of the well-known treedecomposition. We first introduce basic notations from graph theory and matrices, which are needed in our paper, and then define tree-decomposition and tree-width.
Basic Notation
Let G = (V, E) be a graph, where V is the vertex set and E is the edge set. We use n and m to denote the number of vertices and edges of a graph, respectively. For a vertex set S ⊆ V , let e(S) be the set of edges between S and V \ S.
is the number of edges whose tail is v.
We are also interested in the matrix A that arises from a graph. Formally, given a digraph G, we are interested in the adjacency matrix; We set the vertex set V (G) = {1, . . . , n}. Then, A(i, j) = 1 if there is an edge from i to j. The transition matrix P of G is P = AD −1 , where D is a diagonal matrix and
Expander Graph
Generally, an expander graph [27] is a sparse graph in which each subset of the vertices that is not too large has a large boundary (i.e., globally connected). One of the key properties presented in our paper is that our core is close to an expander graph (Section 6.2). Here, we formally define an expander graph. Whether or not a given graph G is close to an expander is a key in our paper. We will discuss how to determine this at the end of this subsection.
To define an expander graph formally, we need some more definitions. For a vertex set S ⊆ V ,
and the conductance is defined as φ(S) := d(S)/µ(S). The conductance of an undirected graph G is
We say that a graph G is an η-expander if φ(G) ≥ η. Intuitively, if the conductance η is large, we say that G is globally connected. In this case we say that G is an expander. It is known that expander graphs behave like random graphs [4] . The quantity φ(G) is NP-complete to compute. However, the following inequality of Jerrum and Sinclair [29] states that we can approximately determine η by looking at the second eigenvalue λ2 of the transition matrix of a graph:
Indeed, from spectral graph theory [14] , expander graphs and eigenvalue distribution are closely related, and moreover the second eigenvalue of an expander graph is relatively small compared to the first eigenvalue. On the other hand, if G is far from an expander (i.e., φ(G) is small), according to (1) , the eigenvalues are scattered in the unit circle. For example, if G is a binary tree, by taking the left half of the tree as S, φ(G) is close to zero. THus that the second eigenvalue λ2 is close to one by (1) and hence the second eigenvalue is scattered nearly in the unit circle. This means that the gap between the first eigenvalue (which is also scattered in the unit circle) and the second one is very small. Note that (1) can be extended for a directed graph [15] . Therefore, to determine whether a given graph G is close to an expander the easiest way seems the following: look at the eigenvalues (and their distribution) of the transition matrix of G. This is discussed in greater detail in Section 6.2.
Tree-decomposition
One of the main tools used in this paper is a core-treedecomposition, which is based on a tree-decomposition. Let us define tree-decomposition and tree-width. Let G be an undirected graph, T a tree and let V = {Vt ⊆ V (G) | t ∈ V (T )} be a family of vertex sets indexed by the vertices t of T . A pair (T, V) (or (Vt)t∈T ) is called a tree-decomposition of G if it satisfies the following three conditions [6, 39] :
2. for every edge e ∈ E(G) there exists a t ∈ T such that both ends of e lie in Vt,
Each Vt is sometimes called a bag. The width of (T, V) (or (Vt)t∈T ) is the number max{|Vt|−1 | t ∈ T }, and tree-width tw(G) of G is the minimum width of any tree-decomposition of G. In a sense, tree-width is a measure how close a given graph is to a tree. Specifically, if tree-width is small, it behaves like a tree. This is a good situation from an algorithmic perspective. Indeed, if the width d of a given graph G is small, then we can apply a dynamic programming approach to G [6] , much like it can be applied to a tree.
Core-tree-decomposition
Finally, we introduce the most important concept of this paper. We say that G has a core-tree-decomposition of width d if a tree-decomposition (T, V) satisfies the following conditions.
1. r is a root of the tree T .
2. For all t ∈ T \ {r}, |Vt| ≤ d.
where N (v l ) denotes the neighbor of v l . The bag Vr is called the core part, and it is the only bag that has more than d vertices. Sometimes we call W the small tree-width part. The third condition is necessary when applying a direct method. Indeed, our direct method starts with v1, and proceeds in the order of W . As will be explained in Section 3 later, the order of W is important to analyze the time complexity of the direct method. In addition, the last statement "N (v l )∩W l is contained in Vt for some t ∈ T \{r}" is important because this allows us to keep the small treewidth graph even after adding edges in the directed method (Section 6.1).
The purpose of our core-tree-decomposition is as follows. 1. We want to steal as many vertices in the core as possible so that the stolen vertices induce a graph W of small tree-width. If the remaining core is also small (i.e., less than or equal to d vertices), then the treewidth is at most d. Therefore we first want to take d such that the core size is as small as possible.
2. If we are stuck with stealing vertices from the core and the remaining core contains more than d vertices, the core no longer induces a graph of tree-width d. This means that this core contains a highly connected subgraph that behaves like an expander graph. In this case we want to take d such that this core is as close to an expander as possible. In Section 5, given d, we propose an efficient algorithm to obtain our core-tree-decomposition of width d. In Section 7 (and Table 4 ), we discuss the selection of d.
BASIC ALGORITHMS
In this section, we briefly introduce definitions and basic facts about PageRank. Given a directed graph G = (V, E). Let P be a transition matrix of G and let b : V → R be a stochastic vector, called personalized vector. The personalized PageRank (PPR) is the solution x of the following equation:
Here, α ∈ (0, 1) is called the teleportation constant, which is usually set to 0.85. By setting A = I − αP in (2), we only need to solve a linear system Ax = b. When solving a linear system Ax = b, we are interested in accurate linear solvers, i.e., algorithms that can compute
The accuracy of the algorithm is ǫ. In this paper we always set ǫ < 10 −9 . There are two major approaches to solve a linear system Ax = b. The first is direct methods, which are essentially variants of Gaussian elimination that lead to exact solutions. The second is iterative methods. Let us look at these two methods more closely.
Direct method. The most naive direct method is to compute the inverse matrix explicitly and then apply the inverse. However, this method is quite impractical because the inverse matrix often becomes dense even if the original matrix is sparse. Hence, rather than computing the explicit inverse, computing an LU decomposition is more desirable. An LU decomposition is a matrix factorization of the form A = LU , where L is a lower triangular matrix with unit diagonals and U is an upper triangular matrix. This decomposition can be obtained from Gaussian elimination or from more sparse-matrix-friendly algorithms [16] .
When applying an LU decomposition to A, we do not have to permute rows and columns to avoid pivots that are zero. However, the choice of which row and column to eliminate can have significant impact on the running time of the algorithm [5, 25] . Formally, the choice of elimination ordering corresponds to the choice of a permutation matrix Π, for which we factor Π ⊤ AΠ = LU . By carefully choosing elimination ordering, we can often obtain a factorization of the form LU in which both L and U are sparse and can be computed quickly.
For a matrix A that arises from a graph, this procedure has a very clear graph theoretical interpretation. The rows and columns correspond to vertices. When we eliminate the row and column corresponding to a vertex, the resulting matrix is obtained from the original matrix of a graph in which that vertex has been removed but all of its neighbors become a clique (which we call fill-in). Thus, the number of entries in L and U depends linearly on the sum of degrees of vertices when they are eliminated, and the time complexity to compute L and U is proportional to the sum of the squares of degrees of the eliminated vertices (i.e., fill-in).
In our algorithm, we actually fix the order of vertices W that would be eliminated; let W = {v1, v2, . . . , vq}. Our algorithm proceeds as follows:
We first delete v1, and all of its neighbors become a clique. We then move on v2, . . . , vq in this order, and for vi, we add edges between any nonadjacent vertices in Nv i ∩ Wi, which is bounded by |V t ′ | 2 , where the bag V t ′ contains all the vertices of N (vi) ∩ Wi for some t ′ ∈ T \ {r}.
Thus the order of the vertices to be eliminated is very important, and moreover the smaller degrees of the eliminated vertices are, the smaller the time complexity to compute L and U is.
We use this key fact explicitly in our analysis for our algorithm (Section 6.1). A few studies have applied a direct method to compute PPR [22, 23] . However, as discussed in Section 7, the computational cost of a direct method largely depends on graph structures. For most graphs, the computational time is too expensive. Thus a direct method can only be applied to a very restricted class of networks.
Iterative method. Iterative algorithms for solving linear systems Ax = b produce successively better approximate solutions. The fundamental iterative method is the Power iteration (aka. Jacobi algorithm), which iterates
The convergence property of the Power iteration depends on the spectral radius of matrix I − A. The convergence rate is O(λ t ), where λ is the spectral radius of I − A.
Here, we focus on computing PPR. Since A = I − αP , where P is the transition matrix of a given graph G, the above iteration reduces to the following form:
This is known as the PageRank iteration and the convergence rate is O(α t ). The PageRank iteration has been widely used for computing PPR in real applications.
The Krylov subspace method [41] is a modern framework of iterative algorithms that contains many methods such as CG (conjugate gradient) method, BiCG (biconjugate gradient) method, and GMRES (generalized minimal residual) method. The basic idea of the Krylov subspace method is to maintain all vectors x (1) , . . . , x (t) of the Power iteration to construct a better solution for the linear equation. More precisely, for the linear equation Ax = b, the Krylov subspace method generates a subspace Kt(A, b) := span{b, Ab, . . . , A t−1 b}, and then finds the best approximate solution in Kt(A, b). In particular, the GMRES method [42] solves the following problem iteratively:
Note that this problem can be solved efficiently by (modified) Gram-Schmidt orthogonalization. The convergence rate of GMRES has been well studied [19, 42] . Essentially, it is fast if eigenvalues of A are clustered and far from the origin, and the condition number κ(U ) := U −1 U of the eigenvector matrix U is small. Krylov subspace methods are regarded by numerical analysts as state-of-the-art for solving large sparse linear equations. However, with respect to computing PPR, it has been reported that Krylov methods do not outperform simple Power iteration [18, 26] especially for web graphs. In comparison of Krylov subspace methods and Power iterations to compute PPR, Gleich, Zhukov, and Berkhin [26] have stated the following:
Although the Krylov methods have highest average convergence rate and fastest convergence by number of iterations, on some graphs, the actual run time can be longer than the run time for simple Power iterations.
Preconditioning
An important technique for iterative methods is preconditioning, which accelerates iterative methods significantly. This method is usually adapted if Ax = b has a poor convergence property. A good preconditioner for a matrix A is another matrix M that approximates A such that it is easy to solve systems of linear equations in M (rather than in A). Specifically, let M be a non-singular matrix, called preconditioner. Preconditioning is the transformation of a linear equation that applies the preconditioner: M Ax = M b. Needless to say, preconditioning does not changes the solution of the linear equation. However, in some cases, if we choose a preconditioner M carefully, the convergence property of M A becomes better than A. Thus iterative methods converge quickly.
In most situations, ideally M should be be close to A −1 . Indeed, the best preconditioner is M = A −1 , because this converges the linear equation M Ax = M b in exactly one step. However, this is obviously not an option because computing A −1 would be very expensive. Thus, we use an LU decomposition that is obtained from the small tree-width part (i.e., a subgraph that behaves like a tree), as a preconditioner. The experiments in Section 7 show that this preconditioner actually yields fast convergence. We also provide theoretical analysis for this fact in Section 6.
OVERVIEW OF OUR ALGORITHM
We now give an overview of our algorithm. At a high level, our algorithm consists of the following three parts. Given an input graph G, 1. we first find a core-tree-decomposition.
2. For the small tree-width part, we use a direct method to obtain an LU decomposition.
3. The LU decomposition is used as the preconditioner of an iterative method. Using this preconditioner, we apply the GMRES method to G.
Note that the first two parts are for preprocessing, and the last part computes PPR. Let us look at these two parts more closely.
Preprocessing for Small Tree-Width Part
For the preprocessing part, we first compute a core-treedecomposition (T, V) of width d for a given graph G and a constant d. This can be performed using the algorithm described in Section 5. The time complexity is O(dn + m). As mentioned before, we need to choose d such that the core part is as close to an expander as possible (or as small as possible). In Section 7 (and Table 4 ), we discuss how to choose d; however we conclude that d = 100 is the average case, and hereafter we fix d.
As defined previously, the core-tree-decomposition gives rise to the following ordering.
Then the transition matrix P of G can be partitioned into 2 × 2 blocks:
Finally, we compute an LU decomposition of the graph induced by W :
This can be performed using a direct method starting with v1, and proceeding in the order of W . The pseudo code is given in Algorithm 1. Section 6.1 shows that the total number of fill-ins for W is bounded by t∈T −r |Vt| 2 . This gives rise to a good upper bound for the time complexity of our algorithm for the small tree-width part because the time complexity to obtain an LU decomposition for W is proportional to the number of fill-ins, which is at most d × n time.
Computing PPR: Core Part
Once a core-tree-decomposition of width d and an LU decomposition of W is obtained, we can compute PPR efficiently by applying the preconditioned GMRES algorithm. The preconditioner is the following block diagonal matrix.
Thus, our linear equation is transformed as follows.
, The number of iterations of the preconditioned GMRES depends on the graph structure; thus it is difficult to estimate in advance. However, if the core of a graph is close to expander, the number of iterations is much lesser than that in the Power method; see Section 6.4.
Total Time Complexity
Here we estimate the time complexity of our algorithm. For the preprocess part, as in Section 4.1, the time complexity is O(dn + m) time. For computing PPR, the time complexity is O(K ′ m), where K ′ is the number of iterations of our algorithm. However, as mentioned before, K ′ ≤ K/5, where K is the number of iterations of the Power method. Note that both K and K ′ are determined when all PPR scores have errors less than 10 −9 . From our experiments (Tables 2 and 3 ), in most of the cases, our preprocessing (CT + LU in Table 2 ) is much faster than PPR computation (Table 3) .
CORE-TREE-DECOMPOSITION ALGO-RITHM
In this section, we give a detailed description of our algorithm for constructing a core-tree-decomposition. A naive algorithm for the decomposition can be obtained by extending the well-known min-degree heuristic [10] ; however, its Algorithm 3 Min-degree heuristic.
1: Repeatedly reduce a vertex with minimum degree to generate a list of bags until all the vertices have degree larger than d. 2: Add a bag with all the remaining vertices to the list as the root bag. 3: Construct a tree of these bags. scalability is highly limited because of its costly clique materialization. To construct the decompositions for large networks, we propose a new algorithm with several orders of magnitude better scalability using the new idea of a starbased representation. Our method is also based on the mindegree heuristic; thus we first explain this heuristic (Section 5.1), and then present our new algorithm (Section 5.2).
Here, we are only interested in undirected graphs (but our input graph is directed). Thus we ignore the direction of each edge of the input graph, and then we apply the following algorithms to the resulting undirected graph.
Min-degree Heuristic Algorithm
Our algorithms is based on the min-degree heuristic [10] , which is a standard tree-decomposition algorithm in practice [2, 43, 45] . Here, we present a modified version of the min-degree heuristic that takes a parameter d and computes a core-tree-decomposition with fill-ins of width d.
At a high level, the algorithm first generates a list of bags, and then constructs a tree of these bags (Algorithm 3). To generate a list of bags, the algorithm repeatedly reduces a vertex with degree at most d. The reduction of vertex v includes of three steps. First, we create a new bag Vv including v and all its neighbors. Second, we change the graph G by removing node v. Third, we create a clique among those vertices in Vv \ {v}. After reducing all vertices with degree at most d, we create a bag Vr that includes all the remaining vertices, and that corresponds to the core (note that this can be very large). Then, we construct the tree of the tree decomposition from the list of bags. We set the parent of bag Vv as bag Vp, where (Vv \{v}) ⊆ Vp. We can always find the valid parent because all neighbors of a reduced vertex are contained in a clique.
Drawback of Scalability. Even if we assume that the adjacency lists are managed in hash tables and operations on edges can be performed in O(1) time, reducing vertex v takes Θ(|Vv| 2 ) time. Thus, in total, the algorithm takes Θ( t∈T \{r} |Vt| 2 ) time. Furthermore, we need to materialize edges of cliques; hence space consumption is also too large. Therefore, even if we use a relatively small parameter d (e.g., 100), it becomes impractical to apply the described algorithm to large-scale networks.
Proposed Core-Tree-Decomposition Algorithm
Overview
The idea behind our method is to virtually conduct the min-degree heuristic algorithm to avoid costly clique materialization. Rather than naively inserting all the edges of the cliques, we introduce star-based representation to maintain clique edges efficiently. In this representation, all operations on graphs used in the min-degree heuristic correspond to simple operations, such as modification of roles of vertices (c) The star-based representation after reducing vertex 1. Star-based Representation. Here we deal with two kinds of graphs: A (star-based) representation graph is what we store and maintain in the memory, and a represented graph corresponds to a virtual snapshot of a graph represented by a representation graph that would be maintained by the naive min-degree heuristic algorithm. In the star-based representation, each vertex belongs to one of the following two types: normal vertices or hub vertices. Two hub vertices are never connected, i.e., edges connect either two normal vertices or a normal vertex and a hub vertex. The represented graph can be obtained by a representation graph by (1) adding edges to make its neighbors a clique for all hub vertices and (2) removing hub vertices. For example, the representation graphs shown in Figures 1a  and 1c represents the graphs shown in Figures 1b and 1d , respectively.
Overall Algorithm. At a high level, our algorithm conducts the min-degree heuristic (Algorithm 3) on virtually represented graphs, i.e., it repeatedly reduces vertices with degree at most d in the represented graph to generate a list of bags. Then our algorithm constructs the tree of the bags. To construct the tree, we use the same tree construction algorithm. Therefore, as noted before, the main difference here is that, during the reduction phase, we do not maintain the represented graph itself. We manage the star-based representation graph instead. Thus, we explain how to reduce vertices using star-based representation for enumerating bags.
Reducing a Vertex. First, for a easier case, we consider a situation in which we reduce vertex v, whose neighbors are all normal vertices. To remove v and make its neighbors a clique in the represented graph, we must alter the vertex type of v from normal to hub.
Let us now consider a general situation, where some of v's neighbors in the representation graph are hub vertices. One of the challenges here is the fact that no direct edges can exist in the representation graph between some of v's neighbors due to these neighbor hub vertices. To make v's neighbors a clique in the represented graph, we must create a new hub vertex that is connected to all these neighbors.
Rather than creating such a new hub from scratch, the new hub can be efficiently composed by contracting v and all the neighboring hub vertices. Contraction of two vertices means removing the edge between them and merging two endpoints. For example, reducing the vertex 1 in the represented graph shown in Figure 1b corresponds to contracting vertices 1, 2, and 3 in the representation graph depicted in Figure 1a , thus yielding the representation graph in Figure 1c . By doing so, as we will discuss in Section 5.2.2, the time complexity becomes almost linear to the output size using proper data structures. Moreover, we never add any new edge to the representation graph. Therefore, the number of edges in the representation graph never increases; thus, space consumption is also kept in linear.
Details
Finding a Vertex to Reduce: Precisely finding a vertex with minimum degree is too costly because we must track the degree of all vertices. Therefore, we approximately find a vertex with minimum degree by using a priority queue as follows. First, we insert all vertices into the priority queue, and use their current degree as keys. To find a vertex to reduce, we pop a vertex with the smallest key from the priority queue. If its current degree is the same as the key, then we reduce the vertex. Otherwise, we reinsert the vertex to the priority queue with its new degree.
Data Structures:
We manage adjacency lists in hash tables to operate edges in constant time. To efficiently contract edges, we manage groups of vertices and merge adjacency lists, similar to the weighted quick-find algorithm [46] .
Core-tree-decomposition Ordering: For our total PPR algorithm, in addition to the decomposition, we also require ordering of vertices V (G) \ Vr that satisfies the conditions specified in Section 2.4. Actually, this can be obtained easily by the order of vertices to be reduced. It is easy to see that this ordering satisfies the conditions. Time Complexity: As we contract vertices similar to the weighted quick-find algorithm, the expected total time consumed for edge contractions is O(m) time [30] . Reducing a vertex v takes approximately O(d ′ ), where d ′ is the degree of v. Therefore, we expect that the proposed algorithm computes a core-tree-decomposition in i<d idi + O(m) time, where di is the number of vertices of degree i. In Section 6.1, we point out i<d idi ≤ d/10 × n. In particular, it runs in linear time if d is a constant.
THEORETICAL ANALYSIS AND EXPER-IMENTAL VERIFICATION
Let G = (Tr, V) be a rooted tree-decomposition of width d and Vr corresponding to the core. Here, we give a theoretical analysis of our proposed algorithm. Then we justify it by performing several experiments.
We first show that our algorithm to construct an LU decomposition for a small tree-width part is very efficient. This can be qualified by giving an upper bound for fill-in (Section 6.1), which is also an upper bound for the time complexity to construct an LU decomposition. Our next empirical results imply that the core Vr is very close to an expander graph (Section 6.2). So far, we have examined undirected graphs.
In Sections 6.3 and 6.4, we show that a direct method works very well for small tree-width graphs; however a direct method does not work well for expander graphs. Moreover, an iterative method works very well for expander graphs, but does not for small tree-width graphs. These two facts would clarify theoretical hypothesis for our proposed algorithm. Thus, we need to look at directed graphs for this purpose. We also perform some experiments to support these facts.
How Many "Fill-in"?
Here, we estimate an upper bound for the number of fill-in. As in Algorithm 1, our algorithm starts with v1 and proceeds in the order of W . Let us consider vi. The number of fillin for vi is exactly same as that of non-edges between any nonadjacent vertices in Nv i ∩Wi, which is bounded by |V t ′ | 2 , where the bag V t ′ contains all the vertices of N (vi) ∩ Wi for some t ′ ∈ T \ {r}. It follows that the number of fill-in is at most t∈T \{r} |Vt| 2 . By our construction of the coretree-decomposition, naively t∈T \{r} |Vt| 2 is proportional to i<d i 2 di, where di is the number of vertices of degree i in V (G) \ Vr. Note that we keep the small tree-width graph even after adding edges.
To estimate i<d i 2 di more accurately, we must look at the distribution of the bag size of the core-tree-decompositions of the graphs shown in Figure 2 3 . As is shown, many bags are small, and only a few bags are large. This can be explained from a theoretical perspective. A scale-free network is a network whose degree distribution follows a power law, at least asymptotically. That is, the fraction P (k) of vertices in the network having degree exactly k for large values of k can be described as follows:
where γ is a parameter whose value is typically in the range 2 < γ < 3. Many networks are observed to be scalefree, including social networks and web graphs. Our coretree-decomposition is based on minimum degree heuristic, which depends on degree distribution. Therefore, in prac- 
How Close the Core is to Expander?
As explained previously, we determine how close the core of real networks is to expander by evaluating the distribution of the eigenvalues of the transition matrix. For two synthetic networks (a typical expander graph and a typical non-expander graph), two real web graphs (it-2004 and 3 Datasets are explained in Section 7. 4 , we compute 200 extreme eigenvalues of the transition matrix of their cores and their whole networks, respectively, using the Arnoldi method [40] . The results are shown in Figure 3 . The transition matrices are not necessarily symmetric; thus, eigenvalues may not be real. In fact, they contain both the real part and the imaginary part, as shown in Figure 3 . Figure 3a indicates a directed version of an Erdös-Rényi random graph, which is supposed to be a typical expander graph, and Figure 3b indicates a directed complete binary tree with a few random edges added, which is a typical non-expander graph (i.e., a small tree-width graph). As explained previously, a given network is close to expander if the eigenvalues are clustered near the origin. This can be also qualified by Figures 3a and 3b .
For real networks (Figures 3c-3f) , the eigenvalues of the whole networks (red points) are scattered, similar to the distribution of a non-expander graph (Figure 3b ). On the other hand, the eigenvalues of the core (blue points) are relatively clustered near the origin, similar to the distribution of an expander graph (Figure 3a) . These results suggest that real networks are non-expanders but the core of each network is closer to an expander.
Direct Method Is Fast on Small Tree-Width Graphs
From the analysis in Section 6.1, if a graph is of tree-width d then the number of fill-in is O(nd). Thus, the number of nonzero elements in L and U is O(m + nd). Therefore, if the tree-width of a given graph is larger, then it is expected to take much more time to find an LU decomposition.
We now verify this discussion for real networks by finding an LU decomposition for typical synthetic undirected networks (i.e., Erdős-Rényi and binary tree with random edges added). The tree-width of an Erdős-Rényi random graph is O(n) [24] , and the tree-width of a binary-tree is O(1). Both graphs have m = O(n) edges; however the computational time required to find an LU decomposition (and hence for a direct method) is quite different (Figure 4 ). This coincides with the above theoretical observation. Note that in the literature for a sparse direct method, many re-ordering methods are proposed to reduce the number of fill-ins [5, 25] ; however if a graph has a large treewidth, any ordering cannot reduce the computational cost, as shown in Figure 4 . Therefore, we conclude that decomposing a graph into the small tree-width part and the core part is more important than finding a better ordering.
Iterative Method Is Fast on Expander Graphs
Here, we show that iterative methods, in particular GM-RES, converge quickly if a network is close to expander.
Let us start with the analysis of the Power iteration. The Power iteration for PPR is given by
To simplify the following discussion, we assume x (0) = (1 − α)b. By substituting the left side to the right side iteratively, we obtain
and hence the residual r
The standard analysis of PPR uses this formula and applies the Perron-Frobenius theorem to show that the convergence rate is O(α t ) [38] . However, we should take advantage of an expander graph; thus more detailed analysis is required.
Suppose that the transition matrix P is diagonalizable, i.e., U −1 P U = diag(λ1, . . . , λn) for an eigenvector matrix U = [v1 . . . vn]. Without loss of generality, we may assume that 1 = λ1 ≥ |λ2| ≥ · · · ≥ |λn|. Then, by expanding r (0) = (1 − α)b by the eigenvectors of P as
and substituting to (4), we obtain
As explained before in the case of an expander graph, the second eigenvalue of an expander graph is relatively small compared to the first eigenvalue [14] . Therefore, all terms except for the first converge rapidly; thus the Power iteration converges quickly. However, this does not give us improvement. The asymptotic convergence rate of the Power iteration is still O(α t ) because the first eigenvector component is a bottleneck.
To take the advantage of expander, we have a closer look at the GMRES algorithm. We consider Embree [19] 's result, which is a generalization of (6). Here, let κi be the condition number of i'th eigenvalue λi, which is defined as κi = uLi uRi /|u * Li uRi|, where uLi and uRi are the left and right eigenvectors of λi, respectively. Then, for any polynomial p(z) of degree t and p(0) = 1, we have the following bound [19] :
Generally, we do not know the optimal polynomial p to minimize the right side of (7) which gives tight convergence estimation. However, by using some explicit polynomial p, we can obtain an upper bound of convergence estimation. Let us first use a simple polynomial p(z) = (1 − z) t . Thus (7) gives
which is a similar form of (6). This implies that GMRES requires at most the same number of iterations of Power iteration. To take further advantage of the expander property, let us use p(z)
gives
for some constant K. We emphasize that the summation starts from i = 2, i.e., the term for i = 1 is removed. This shows that GMRES can remove the effect of the first eigenvector component, which is the bottleneck of the Power iteration. Thus the convergence rate of GMRES is at least O(|αλ2| t ). This significantly improves the Power iteration when a given graph is an expander, i.e., |λ2| ≪ 1.
We verify the above discussion empirically by applying Power iteration and GMRES to typical synthetic networks. Consider an Erdős-Rényi random graph and a binary tree with random edges, whish are typical expander and nonexpander graphs, respectively. We plot the error curves of the Power iteration and GMRES for these networks in Figure 5 . Observe that the error curve for an expander graph is shown in Figure 5a . Both the Power iteration and GMRES have a steeper slope in the first few iterations. However, in the latter iterations, the slope of GMRES stays steep, but the slope of the Power iteration becomes gentle. This result implies that iterative methods are fast for expander graphs.
In particular, GMRES can exploit much more information on expander graphs than the Power iteration.
Next, we examine the error curves for non-expander graphs.
The results are shown in Figure 5b . We can see that the error curves of the Power iteration and GMRES are completely overlapped, because, as there are too many larger eigenvalues, there is no good polynomial p that shows the rapid convergence of GMRES. Since the computational cost of a single iteration of GMRES is more expensive than that of the Power iteration [18, 26] , we can conclude that GMRES cannot outperform the Power iteration for non-expander graphs. 
EXPERIMENTAL EVALUATION
We conducted experiments on several web graphs as well as a few social networks. The purpose of the experiments is to demonstrate performance of our proposed algorithm for both the preprocessing and the computation for PPR.
All experiments are conducted on an Intel Xeon E5-2690 2.90GHz CPU with 256GB memory and running Ubuntu 12.04. Our algorithm is implemented in C++ and compiled with g++v4.6 with -O3 option. We use 10 directed and 1 undirected (orkut) networks shown in Table 1 . Preprocessing. The experimental results for the preprocessing phase are shown in Table 2 . For these networks we set the width d of the core-tree-decomposition as d = 100. We also perform the preprocessing phase with varying d. The results will be given later; however, d = 100 is the average case (i.e., CT+LU in Table 2 ) for many datasets. Thus let us fix d = 100 for the moment. We perform our algorithm 100 times and take the average. For these networks, the computational time to construct a core-tree-decomposition (CT in Table 2 ) and an LU decomposition (LU in Table 2 ) is essentially proportional to the number of vertices and edges. However it varies significantly among the networks. The size of the core also varies among the networks These experiments show that we can perform our preprocessing very quickly to obtain both a core-tree-decomposition and an LU decomposition of the small tree-width part.
Personalized PageRank computation and comparison to other algorithms. The experimental results for the PPR computation phase are shown in Table 3 . We take the personalized vector b such that the number of nonzero elements is four, and these nonzero elements are randomly chosen 6 All algorithms in Table 3 must compute x ∈ R n such that x − x * ≤ 10 −9 x * , where x * ∈ R n is a vector of the optimal PPR (accuracy 10 −9 in Table 3 ). We set α = 0.85, as it is widely used. We perform our algorithm 100 times and take the average.
We compare our algorithm with the Power method and the naive GMRES method [44] (Note that no preconditioning is performed).
First, let us look at our algorithm, the preconditioned GMRES, and the Power method, and the naive GMRES method. The proposed algorithm is 2-5 times faster than the Power method and 1.5-6 times faster than the naive GMRES method. Even if we consider the preprocessing time into account for the query time, our proposed algorithm is 2-4 times faster than the Power method and the naive GMRES method. Note that the number of iterations of our algorithm is very small, say 5 times less than the Power method. These results suggest that if we handle millions of query requests simultaneously, then once we have performed one efficient preprocessing for a large network (e.g., once a 12]. web-BerkStan web-Google, web-NotreDame, and webStanford data sets are available at http://snap.stanford. edu/data/index.html [3, 33] .
livejournal, flickr, and orkut data sets are available at http://socialnetworks. mpi-sws.org/datasets.html [37] . 6 In word sense disambiguation, the number of query nodes is 2.2 on average, see [9] . day because the network may change in a single day), our algorithm can handle millions of query requests up to five times more efficiently than the Power method and the naive GMRES method.
Bag size and computational time. As mentioned above, d = 100 is the average case for many datasets; however, sometimes our algorithm runs faster if d is smaller. This is the case for a web graph (it-2004) and a social network (twitter-2010). The results are shown in Table 4 . For these two datasets, the time for PPR (i.e., our proposed query phase) does not vary significantly. Therefore, we can obtain a slightly faster algorithm (for CT + LU + PPR).
Here we present theoretical justification. First, Let us look at Figures 3c and 3d for web graphs and Figures 3e and 3f for social networks. We compute 200 "extreme" eigenvalues of the whole networks and of only their cores for the cases d = 10, 100, and 1000, respectively, by using the Arnoldi method [40] . We can conclude that as d increases, the eigenvalues of the cores of web graphs are clustered closer to the origin. This means that as d increases, the core of web graphs gets closer to an expander (similar to the distribution of an expander graph (Figure 3a) ). On the other hand, as d increases, the eigenvalues of the cores of social networks are first clustered closer to the origin, but then stay for a while. This means that, for social networks, we can stop at some value of d. Indeed, d = 100 seems sufficient for social networks.; however for web graphs, we can increase d.
RELATED WORK
We discuss previous work related to PPR computation. Several approximate approaches have been proposed focusing on efficient computation for PPR. However, none of them seems to guarantee an accurate solution. Their outputs differ from those of iterative methods. Therefore, it is difficult for these approximate approaches to compare the quality of real applications with ours.
Having said that, Jeh and Widom have suggested a framework that provides a scalable solution for PPR for vertices that belong to a highly linked subset of hub vertices [28] . Their approach is based on the observation that relevance scores for a given distribution can be approximated as a linear combination of those from a single vertex in hubs. They compute approximate relevance scores for a given distribution using relevance scores that can be precomputed from hubs. Fogaras et al. [21] proposed a Monte Carlo based algorithm for PPR. To compute approximate relevance scores, they used fingerprints of several vertices; a fingerprint of a vertex is a random walk starting from the vertex. They first preprocess fingerprints by simulating random walks, and then approximate relevance distributions from the ending vertices of these random walks. They approximated relevance scores by exploiting the linearity property of PPR. Avrachenkov et al. [7] and Bahmani, Chowdhury, and Goel [8] , independently, improved the Monte Carlo method.
CONCLUSION
In this paper, by exploiting graph structures of web graphs and social networks, we have proposed a GMRES (a stateof-the-arts advanced iterative method) based algorithm to compute the personalized PageRank for web graphs and social networks. The convergence of the algorithm is very fast. In fact, it is as much as 7.5 times less than the Power method for the number of iterations and as much as five times faster than the Power method in actual computation time. Even if we consider the preprocessing time into account for the query time, the proposed algorithm is 2-4 times faster than the Power method. In addition, we can implement our algorithm for graphs with billions of edges. If we must handle millions of query requests simultaneously, then once we have performed a single efficient preprocessing for a large network (once a day because the network may change in a single day), our algorithm can handle millions of query requests up to five times more efficiently.
Finally, we would mention that our experimental results imply that web graphs and social networks are different in the structure of core-tree-decomposition. In [1] , we extend this idea and analyze several real networks via core-treedecomposition.
