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I. INTRODUCTION
I NFORMATION transmission over channels with known interference at the transmitter has been a major focus of research due to its application in various communication problems. A remarkable result on such channels was obtained by Costa who showed that the capacity of the additive white Gaussian noise (AWGN) channel with additive Gaussian independent and identically distributed (i.i.d.) interference, where the sequence of interference symbols is known noncausally at the transmitter, is the same as the capacity of the AWGN channel [1] . Therefore, the interference does not incur any loss in the capacity. This result was extended to arbitrary interference (random or deterministic) by Erez et al. [2] . Following Costa's "Writing on dirty paper" title [1] , coding strategies for the channel with noncausally known interference at the transmitter are referred to as "dirty paper coding" (DPC).
Transmission over multiple-input multiple-output (MIMO) broadcast channel is an important application of DPC. In such systems, for a given user, the signals sent to the other users are considered as interference. Since all signals are known to the transmitter, DPC can be used after some linear preprocessing [3] . It was shown that DPC in fact achieves the sum capacity Manuscript received March 09, 2007; revised September 14, 2008 . Current version published August 19, 2009 . The material in this paper was presented in part at the IEEE Biennial Symposium on Communication, Kingston of the MIMO broadcast channel [4] - [6] . Most recently, it has been shown that the same is true for the entire capacity region of the MIMO broadcast channel [7] . Another important application of DPC is information embedding or watermarking [8] - [10] , where a host signal is modeled as interference onto which a watermark signal is embedded. The result obtained by Costa does not hold for the case that the sequence of interference symbols is known causally at the transmitter. In this case, unlike the noncausal knowledge setting, the capacity depends on interference. The capacity expression for the causal setting is the continuous version of Shannon's capacity formula for discrete memoryless channels with causal side information at the transmitter [11] . In the continuous setting, the capacity expression involves maximization over infinite strategy letters and is not computable [2] . The only definitive result in this case is due to Erez et al. who showed that, for the worst case interference, at the limit of high signal-to-noise ratio (SNR), the loss in capacity due to not having the future samples of the interference at the transmitter is exactly the ultimate shaping gain 0.254 bit [2] . In this paper, we consider the AWGN channel with i.i.d. additive discrete interference where the sequence of interference symbols is known causally at the transmitter. The discrete interference model is more appropriate for many practical applications. For example, in the MIMO broadcast channel, due to the fact that in practice the users' signals are chosen from finite constellations, the interference caused by the other users is discrete rather than continuous. We are interested in both capacity of the channel and precoding schemes for the channel.
In Section II, we provide some background on channels with side information at the encoder. In Section III, we derive an upper bound on the cardinality of the input alphabet of the Shannon's derived channel. In Section IV, we introduce the -ary input AWGN channel with -ary additive interference with side information at the transmitter. In Section V, we consider a special case where the channel is noise-free, for which we obtain a sufficient condition for the capacity to be . Under the sufficient condition, which is independent of the interference, we propose an algorithm to derive an optimal precoding scheme. In Section VI, we consider maximizing the transmission rate under the constraint that the channel input given any current interference symbol is uniformly distributed over the channel input alphabet. We extend the uniform transmission formulation to continuous-input alphabet in Section VII. We conclude this paper in Section VIII.
II. CHANNELS WITH SIDE INFORMATION AT THE TRANSMITTER
Channels with known interference at the transmitter are a special case of channels with side information at the transmitter 0018-9448/$26.00 © 2009 IEEE which were considered first by Shannon [11] . Shannon considered a discrete memoryless channel (DMC) whose transition matrix depends on the channel state. A state-dependent DMC (SD-DMC) is defined by a finite input alphabet , a finite output alphabet , and transition probabilities , where the state takes on values in a finite alphabet . The block diagram of a state-dependent channel with state information at the encoder is shown in Fig. 1 .
We may consider two settings for the knowledge of state sequence at the encoder: causal or noncausal. In the causal knowledge setting, the encoder maps a message into such that the channel input at time is a function of the message and the state sequence up to time . In the noncausal knowledge setting, the encoder observes the entire state sequence to generate every symbol of the code sequence.
Shannon considered the case where the i.i.d. state sequence is known causally at the encoder and obtained the capacity formula [11] . The case where the i.i.d. state sequence is known noncausally at the encoder was considered by Kuznetsov and Tsybakov in the context of coding for memories with defective cells [12] . Gel'fand and Pinsker obtained the capacity formula for this case [13] .
The SD-DMC can be used in the way shown in Fig. 2 to transmit information. A precoder is added in front of the SD-DMC. A message is mapped into , where is a new alphabet. Every symbol is considered as a function from to . The output of the precoder ranges over and depends on the current state symbol. The regular (without state) channel from to is defined by the transition probabilities (1) where is the probability of the state . The DMC defined in (1) is called the derived channel. A code for the derived channel describes a code for the SD-DMC that uses only the current state symbol in the encoding operation. Shannon showed that it is sufficient to consider the coding schemes that use only the current state symbol in the encoding to achieve the capacity of an SD-DMC with i.i.d. state sequence known causally at the encoder [11] .
In order to describe all coding schemes for the SD-DMC that use only the current state symbol in the encoding process, must include all functions from the state alphabet to the input alphabet of the state-dependent channel. There are a total of of such functions, where denotes the cardinality of a set. Any of the functions can be represented by a -tuple composed of elements of , implying that the value of the function at state is . The capacity is given by [11] (2)
where the maximization is taken over the probability mass function (pmf) of the random variable .
In the capacity formula (2), we can alternatively replace the random variable with , where is the random variable that represents the input to the state-dependent channel when the state is . Shannon's capacity formula was generalized by Salehi [14] to the case where (possibly different) noisy versions of the state sequence are available at the encoder and at the decoder. It was later shown by Caire and Shamai [15] that the capacity with noisy side information can be obtained from Shannon's original work by considering a new state-dependent channel with noisy transmitter side information alphabet as the new state alphabet. The capacity results with noncausal side information at the encoder were generalized to the case were rate-limited side information is available at both encoder and decoder [16] , [17] .
III. AN UPPER BOUND ON INPUT ALPHABET CARDINALITY
In this section, we obtain an upper bound on the cardinality of a capacity-achieving input distribution for the derived channel. We may explicitly define the channel input, the channel output, and the state alphabets as
respectively. The pmf of the channel output is given by (6) where is the channel input given the current state is . The capacity of the derived channel, which is the same as the capacity of the original state-dependent channel, is the maximum of over the joint pmf values , i.e.,
The mutual information between and is the difference between the entropies and . It can be seen from (6) that , and hence , are uniquely determined by the marginal pmfs . The conditional entropy is given by (8) where . There are variables involved in the maximization problem (7) . Each variable represents the probability of an input symbol of the derived channel. The following theorem regards the number of nonzero variables required to achieve the maximum in (7) .
Theorem 1:
The capacity of the derived channel is achieved by using at most out of inputs with nonzero probabilities.
Proof: Denote by and the pmf of , and the pmf of , respectively, induced by a capacity-achieving joint pmf . We consider two possible cases.
Case 1:
. In this case, we limit the search for a capacity-achieving joint pmf to the set of joint pmfs that yield the same marginal pmfs as . By limiting the search to this new set, the maximum of remains unchanged since the capacity-achieving joint pmf is in the new set. But all joint pmfs in the new set yield the same since they induce the same marginal pmfs on . Therefore, the maximization problem in (7) reduces to the linear minimization problem given in (9) at the bottom of the page.There are equality constraints in (9) out of which are linearly independent. 1 From the theory of linear programming [19] , the minimum of (9), and hence the maximum of is achieved by a feasible solution with at most nonzero variables.
Case 2:
. In this case, we limit the search for a capacity-achieving joint pmf to the set of joint pmfs that yield the same output pmf as . But all joint pmfs in the new set yield the same . Therefore, the maximization problem in (7) reduces to the linear minimization problem subject to (10) where is given by (1) . There are equality constraints in (10) . Therefore, the minimum of (10), and hence the maximum of is achieved by a feasible solution with at most nonzero variables.
the remaining jS j 0 1 bunches. This is because summing over the constraints in each bunch yields the same equation. subject to . . . . . .
For proving Case 2, we could alternatively use the fact that for a DMC with output cardinality , at most inputs are needed to achieve the capacity [23] .
A. Finding an Optimal Input Distribution With at Most Nonzero Elements
From the Proof of Theorem 1, depending on whether Case 1 or Case 2 occurs, it is sufficient to know either the marginal pmfs for or the pmf of induced by some capacity-achieving joint pmf to obtain a capacity-achieving joint pmf with at most nonzero elements. The Arimoto-Blahut algorithm [20] , [21] may be used to obtain a capacity-achieving input distribution for the derived channel. It should be noted that the Arimoto-Blahut algorithm does not necessarily converge to an input distribution with at most nonzero elements. 2 However, it can be used to obtain some capacity-achieving input distribution, and hence, obtain the corresponding marginal pmfs of and the pmf of . Once the marginal pmfs are available, a capacity-achieving input distribution with at most nonzero elements can be obtained by solving either the linear program (9) or (10) using the simplex method [19] .
IV. APPLICATION TO THE AWGN CHANNEL WITH KNOWN DISCRETE INTERFERENCE
We consider data transmission over the channel (11) where is the channel input, which takes on values in a fixed real constellation (12) is the channel output, is AWGN with power , and the interference is a discrete random variable that takes on values in (13) with probabilities , respectively. The sequence of i.i.d. interference symbols is known causally at the encoder. The channel input satisfies the power constraint , where denotes the expectation operator. The above channel can be considered as a special case of state-dependent channels considered by Shannon with one exception, that the channel output alphabet is continuous. In our case, the likelihood function is used instead of the transition probabilities. We denote the input to the derived channel by , which can also be represented as , where is the random variable that represents the channel input when the current interference symbol is . 2 For a DMC, a capacity-achieving input distribution may not be unique. Hence, the Arimoto-Blahut algorithm may converge to a capacity-achieving input distribution with more than minfjXjjSj 0 jSj + 1; jYjg nonzero elements.
The likelihood function for the derived channel is given by (14) where denotes the probability density function (pdf) of the Gaussian noise , and is the input symbol of the derived channel represented by . The capacity of the derived channel is the maximum of over the joint pmf values which satisfy the input power constraint, i.e., (15) The mutual information is given by the difference of differential entropies (16) where . Although there is a power constraint on the channel input, a statement similar to Theorem 1 can be made on the cardinality of a capacity-achieving input distribution.
Corollary 1:
Proof: The transmitted signal power is given by (17) which means that the transmitted power is uniquely determined by the marginal distributions of . The remaining steps of the proof are almost the same as the Proof of Theorem 1. Let be a capacity-achieving distribution and be the corresponding marginal pmf of . We limit the search for a capacity-achieving distribution to the set of distributions that yield the same marginal pmfs as . All joint pmfs in the new set satisfy the power constraint and yield the same . Therefore, the maximization problem in (15) reduces to the linear minimization problem given in (18) at the top of the following page, which has a solution with at most nonzero elements.
In theory, the method described in Section III-A may be used to obtain a capacity-achieving pmf with at most subject to . . . . . . (18) nonzero elements. However, since the channel output is not discrete, applying the Arimoto-Blahut algorithm requires calculation of integrals over the entire output space [22] , which is computationally impractical.
V. THE NOISE-FREE CHANNEL
We consider a special case where the noise power is zero in (11) . In the absence of noise, the channel output takes on at most different values since different and pairs may yield the same sum. If takes on exactly different values, then it is easy to see that the capacity is bits. 3 The decoder just needs to partition the set of all possible channel output values into subsets of size corresponding to possible inputs, and decide that which subset the current received symbol belongs to.
In general, where the cardinality of the channel output symbols can be less than , we will show that under some condition on the channel input alphabet, there exists a coding scheme that achieves the rate in one use of the channel. We do this by considering a one-shot coding scheme which uses only (out of ) inputs of the derived channel. In a one-shot coding scheme, a message is encoded to a single input of the derived channel. Any input of the derived channel can be represented by a -tuple composed of elements of . Given that the current interference symbol is , the th element of the -tuple is sent through the channel. Therefore, one single message can result in (up to) symbols at the output. For convenience, we consider the output symbols corresponding to a single message as a multiset 4 of size (exactly) . If the multisets at the output corresponding to different messages are mutually disjoint, reliable transmission through the channel is possible.
As an example, consider a channel with the input alphabet and the interference alphabet . Depending on the current interference symbol, the channel output takes on values in one the following sets: 3 This is true even if the interference sequence is unknown to the encoder. 4 A multiset differs from a set in that each member may have a multiplicity greater than one. For example, f1; 3; 3; 7g is a multiset of size four where 3 has multiplicity two.
Our goal is to find four (out of 64) inputs of the derived channel such that the corresponding multisets of outputs do not intersect. The multiset corresponding to an input of the derived channel has exactly one member in each of the sets , and
. As the multisets should not intersect, they must be chosen as and
. The corresponding inputs of the derived channel are then and , respectively. Unfortunately, we cannot always find inputs of the derived channel such that the corresponding multisets are mutually disjoint. For example, consider a channel with input alphabet and interference alphabet . It is easy to check that for this channel we cannot find four triples composed of elements of such that the corresponding multisets are mutually disjoint. To see this, consider the sets which are the sets of the channel output symbols when the interference symbol is , , and , respectively. We are looking for four mutually disjoint multisets of size three composed of the elements of the above sets (one element from each). In order to have mutually disjoint multisets, the repeated elements must be in the same multiset. The same is true for the other repeated elements and . But we only have four multisets of size three, which makes it impossible to form mutually disjoint multisets. In fact, we can obtain the capacity of the corresponding derived channel, which is the same as the capacity of the channel in this example, using the Arimoto-Blahut algorithm to see that the capacity is 1.8869 bits.
However, if we impose some constraint on the channel input alphabet, as stated in the following theorem, the rate is achievable.
Theorem 2: Suppose that the elements of the channel input alphabet form an arithmetic progression. Then the capacity of the noise-free channel (19) where the sequence of interference symbols is known causally at the encoder equals bits. Proof: Let be the set of all possible outputs of the noise-free channel when the interference symbol is , i.e.,
The union of is the set of all possible outputs of the noisefree channel.
Without loss of generality, we can assume that . The elements of form an arithmetic progression, . Furthermore, these arithmetic progressions are shifted versions of each other.
We prove by induction on that there exist mutually disjoint multisets of size composed of the elements of (one element from each). If we can find such multisets of size , then we can obtain the corresponding -tuples of elements of by subtracting the corresponding interference terms from the elements of the multisets. These -tuples can serve as the inputs of the derived channel to be used for sending any of distinct messages through the channel without error in one use of the channel, hence achieving the rate bits per channel use. For , the statement of the theorem is true since we can take as mutually disjoint sets of size one.
Assume that there exist mutually disjoint multisets of size . For , we will have the new set of channel outputs . We consider two possible cases:
Case 1: None of the elements of appear in any of the multisets of size . In this case, we include the elements of in the multisets arbitrarily (one element is included in each multiset). It is obvious that the resulting multisets of size are mutually disjoint.
Case 2: Some of the elements of appear in some of the multisets of size . Suppose that the largest element of which appears in any of the sets (or equivalently, in any of the multisets of size ) is for some . Since are arithmetic progressions, and is a shifted version of each , and , exactly one of the sets , say for some , contains all elements of up to . See Fig. 3 . Since any of the disjoint multisets of size contain just one element of , the elements of up to appear in different multisets of size . We can form the disjoint multisets of size by including these common elements in the corresponding multisets and including the elements of in the remaining multisets arbitrarily.
The condition on the channel input alphabet in the statement of Theorem 2 is a sufficient condition for the channel capacity to be . However, it is not a necessary condition. For example, the statement of Theorem 2 without that condition is true for the case . This is because in the second iteration, we do not need the arithmetic progression condition to form mutually disjoint multisets of size two.
It is worth mentioning that in the Proof of Theorem 2, we did not use the assumption that the interference sequence is i.i.d. In fact, the interference sequence could be any arbitrary varying sequence of the elements of .
The Proof of Theorem 2 is actually a constructive algorithm for finding (out of ) inputs of the derived channel to be used with probability to achieve the rate bits. It is interesting to see that the set containing the th elements of the -tuples obtained by the constructive algorithm is . This is due to the fact that each multiset contains one element from each . Therefore, a uniform distribution on the -tuples induces uniform distributions on .
VI. UNIFORM TRANSMISSION
In the sequel, we study the maximization of the rate over joint pmfs that induce uniform marginal distributions on , , i.e.,
for which we show how to obtain an optimal input probability assignment. We call a transmission scheme that induces uniform distributions on as uniform transmission. Uniform distributions for implies uniform distribution for , the input to the state-dependent channel defined in (11) . In the previous section, we established that a capacity-achieving pmf for the asymptotic case of noise-free channel induces uniform distributions on (provided that we can find -tuples such that the corresponding multisets are mutually disjoint). Therefore, imposing the uniformity constraint given in (21) does not reduce the transmission rate in the asymptotic case of noise-free channel. However, in the general case where the noise power is not zero there may be some loss in rate due to imposing the uniformity constraint.
Considering the uniformity constraints in (21) , the maximization of is reduced to the linear minimization problem subject to . . . . . .
(22)
The equality constraints of (22) can be interpreted as the following. We assign to the element of an by by ( times) array. For , the equality constraints of (22) mean that every row and every column of the array adds up to . For , the equality constraints can be interpreted accordingly.
The same argument used in the last part of the Proof of Corollary 1 can be used to show that the maximum rate with uniformity constraint is achieved by using at most inputs of the derived channel with positive probabilities. This is restated in the following corollary.
Corollary 2:
The maximum of over joint pmfs that induce uniform marginal distributions on is achieved by a joint pmf with at most nonzero elements.
This result is independent of the coefficients . However, which probability assignment with at most nonzero elements is optimal depends on the coefficients . The coefficient is determined by the interference levels , the probability of interference levels , the noise power , and the signal points . As opposed to the case of Corollary 1, here an optimal probability assignment can be efficiently computed by solving the linear programming problem (22) using the simplex method [19] .
A. Two-Level Interference
If the number of interference levels is two, i.e., , we can make a stronger statement than Corollary 2. Proof: The equality constraints of (22) can be written in matrix form as (23) where is a zero-one matrix, is times the vector containing all 's in lexicographical order, and is the all-one vector. For , it is easy to check that is the vertex-edge incidence matrix 5 of (the complete bipartite graph with vertices at each part). Therefore, is a totally unimodular matrix 6 [18] . Hence, the extreme points of the feasible region are integer vectors [18] . Since the optimal value of a linear optimization problem is attained at one of the extreme points of its feasible region, the minimum in (22) is achieved at an all-integer vector . Considering that satisfies (23) , it can only be a zero-one vector with exactly ones.
As an example, the optimal solution for a channel with and with equiprobable interference symbols is illustrated in Fig. 4 . The points circled in the array correspond to the inputs of the derived channel that must be chosen with probability in order to achieve the maximum rate in the uniform transmission scenario. Fig. 5 depicts the maximum mutual information (for the uniform transmission scenario) versus SNR for the channel with and equiprobable interference symbols. The mutual information versus SNR curve for the interference-free AWGN channel with equiprobable input alphabet is plotted for comparison purposes. As it can be seen, for low SNRs, the input probability assignment is optimal, whereas at high SNRs, the input 5 The vertex-edge incidence matrix of a graph is a matrix with elements a 2 f0; 1g such that a = 1 if vertex i and edge j are incident and a = 0 otherwise. 6 A totally unimodular matrix is a matrix for which every square submatrix has determinant 0, 1, or 01. probability assignment is optimal. The maximum achievable rate for uniform transmission is the upper envelope of the two curves corresponding to different input probability assignments. Also, it can be observed that the achievable rate approaches 1 bit per channel use as SNR increases complying with the fact that we established in Section V for the noise-free channel.
From the Proof of Theorem 3, the optimum solution of the linear optimization problem, , is a zero-one vector. So, if we add the integrality constraint to the set of constraints in (23), we still obtain the same optimal solution. The resulting integer linear optimization problem is called the assignment problem [18] , which can be solved using low-complexity algorithms such as the Hungarian method [19] .
B. Integrality Constraint for the -Level Interference
The fact that for the case , there exists an optimal which is a zero-one vector with exactly ones simplifies the encoding operation. This is because any encoding scheme just needs to work on a subset of size of the derived channel input alphabet.
For , is not a totally unimodular matrix. Therefore, not all extreme points of the feasible region defined by are integer vectors. However, at the expense of possible loss in rate, we may add the integrality constraint (i.e., integer) in this case. The resulting optimization problem is called the multidimensional assignment problem [24] . The optimal solution of (22) with the integrality constraint will be a vector with exactly nonzero elements with the value . Therefore, any encoding scheme just needs to use input symbols of the derived channel with equal probabilities, simplifying the encoding operation. Fig. 6 depicts the maximum mutual information for uniform transmission with the integrality constraint versus SNR for the channel with and with equiprob-able interference symbols. The mutual information versus SNR curve for the interference-free AWGN channel with equiprobable input alphabet is plotted for comparison purposes. It is interesting to mention that we obtained the same curves as in Fig. 6 without imposing the integrality constraints.
It is worth mentioning that, with the integrality constraint, the optimal solution of (22) is a joint pmf of for which can be presented as a function of .
C. Explicit Optimal Solutions
In the sequel, we further investigate the optimal solution of (22) . It can be shown that the coefficient is a function of , i.e., (24) where is given by (25) where denotes the pdf of the Gaussian noise . The plot of for with parameters is shown in Fig. 7 . The plot of for with parameters is shown in Fig. 8 . In Appendix I, it has been shown that is lower-bounded by the differential entropy of the noise, , and is upper-bounded by , where is the entropy of the discrete interference.
We may assume that and are the smallest and the largest elements of the input alphabet , respectively. Then the following theorem gives an explicit solution to (22) at low SNR. 
Proof: Define random variables . The objective function in (22) can be written as (27) where denotes the expectation operator. Now, considering the convexity of , apply the Jensen's Inequality (28) Equality holds when the random variables take the value zero with probability one, or equivalently (29) The joint pmf in (26) satisfies both the constraints in (22) and (29) , so it is the optimal solution.
For
, the convexity of in the interval is equivalent to (30) where and . The proof can be found in Appendix II. In general, when the power of the noise is sufficiently large, will be strictly convex in the -cube. A proof is given in Appendix III. Theorem 4 has an interesting interpretation: Given the condition of Theorem 4 satisfied (i.e., at low SNR), the optimal precoder sends the same symbol in the channel regardless of the current interference symbol. In other words, the optimal precoder for uniform transmission ignores the interference. In fact, as it can be seen from (28) , any transmission scheme that forces to have the same statistical average does not benefit from the causal knowledge of interference symbols at the transmitter if the condition of Theorem 4 is satisfied. Note that this might not hold true for a capacity-achieving coding scheme without any constraints on the marginal pmfs of . The following theorem holds for the case and when the input alphabet is symmetric with respect to the origin, i.e.,
For example, a regular PAM constellation satisfies (31). is an optimal solution to (22) . Proof: We rewrite (22) for the case as subject to
We assign to the element of an by array (see Fig. 4 ). The equality constraints of (33) mean that every row and every column of the array adds up to . We make the observation that if is a feasible solution of (33), then , where , will also be a feasible solution of (33). Furthermore, due to (31) and the fact that and yield the same objective value. Therefore, if is an optimal solution of (33), will be an optimal solution as well. The convex combination of the two optimal solutions is also an optimal solution with the following symmetry property:
In fact, (34) describes a solution which is symmetric with respect the main diagonal of the array. So far, we have established the existence of an optimal solution to (33) with the symmetry property (34). Now, suppose that a symmetric optimal solution to (33) has nonzero entries (35) where
. Now, if we add to the main diagonal entries and and turn and to zero, the constraints of (33) are not violated. However, the change in the objective function will be proportional to which is equal to which is nonpositive by concavity of . Hence, we have not increased the objective value by the process described above. We can repeat the process until all nonzero entries lie on the main diagonal without increasing the objective value. Therefore, (32) is an optimal solution of (33 
where . We are interested in solutions to (37) that are of the form (38) where is the Dirac's delta function, denote absolute value, and are bijective functions 7 from to . The joint pdf in (38) describes random variables of which are functions of the other random variable. The solutions of the form (38) can be interpreted as continuous extension of solutions to (22) with the integrality constraint in the discrete input alphabet case. It is easy to check that (38), with the given condition that are bijective function from to , satisfies the constraints in (37). The objective value corresponding to the joint pdf (38) is (39) which is to be minimized over bijective functions .
A. Connection to Modulo Precoding
The modulo precoding was originally proposed by Tomlinson and Harashima [25] , [26] for the intersymbol interference (ISI) channel. While the modulo precoding is simple to implement, it does not allow the realization of any shaping gain, as the precoder output tends to be uniformly distributed in a cube. Trellis precoding was introduced by Eyuboglu and Forney [27] as a generalization of modulo precoding. Trellis precoding combines trellis shaping and modulo precoding and can be used to achieve shaping gain. Another practical alternative to avoid shaping loss is Laroia precoding, which is asymptotically capacity-achieving at high SNR with large constellations [28] .
Although the channel we consider in this paper and the ISI channel are different in that in our channel model the interference sequence is i.i.d. and the current interference symbol is in-dependent of previous channel input symbols, 8 the modulo precoding has been used in [2] as a precoding method for channels with known (discrete or continuous) interference at the transmitter. The main idea of modulo precoding is as follows. Based on the input symbol of the derived channel and the current interference symbol , the precoder sends [2] (40) where ( is the power of ) and is distributed uniformly in . In our setting, where the interference is discrete with levels, (40) results in (41) where is the random variable that represents the channel input when the current interference symbol is . Since is uniformly distributed in will be uniformly distributed in . Therefore, modulo precoding is indeed a uniform transmission scheme. We can remove from the above equations and express in terms of as
Since are functions of , the joint pdf corresponding to the modulo precoding fits in the category of joint pdfs in (38). The bijective functions corresponding to the modulo precoding are given by (42). These functions are circular shifts of each other.
The modulo precoding corresponds to a feasible solution to (37) which is not an optimal solution. For example, we may follow the line of Proof of Theorem 4 to show that for large , where becomes convex in the hypercube , the optimal bijective functions are given by , which are different from the functions given in (42).
To make the example more specific, consider a channel with and . According to (30) , will be convex if we choose . Then we will have Therefore, the bijective function corresponding to modulo precoding is given by (43) whereas the optimal precoding corresponds to in this example.
VIII. CONCLUSION
In this paper, we proved that the capacity of an SD-DMC with finite input alphabet , finite output alphabet , and finite state alphabet , where the i.i.d. state sequence is known causally at the encoder can be achieved by using at most 8 These conditions are required so that the Shannon's capacity formula for channels with side information at the transmitter remains valid. out of inputs of the derived channel. We also showed that for a power-constrained -ary input AWGN channel with additive -ary interference, where the sequence of i.i.d. interference symbols is known causally at the transmitter, the capacity is achievable by using at most (out of ) inputs. For the noise-free channel , we showed that the rate is achievable regardless of the interference, provided that is an arithmetic progression. We also presented a corresponding one-shot coding scheme that uses inputs of the derived channel to achieves the capacity.
We considered the maximization of the transmission rate with the constraint that are uniformly distributed over the channel input alphabet. For this so-called uniform transmission, the optimal input probability assignment (again with at most nonzero elements) can be obtained by solving the linear optimization problem (22) . The optimal solution to (22) with the integrality constraint has exactly nonzero elements. For the case , we showed that the integrality constraint does not reduce the maximum achievable rate. The loss in rate (if there is any) by imposing the integrality constraint for the general case is a new problem to be explored.
APPENDIX I BOUNDS FOR
Denote by the random variable that takes on with probabilities , respectively. Also, denote by the random variable . Then The function is strictly convex in the interval and is strictly concave anywhere else.
The function is strictly convex in the interval if and only if . This gives (30) .
The function is strictly concave in the interval if and only if or . This gives (36).
APPENDIX III CONVEXITY OF AT LOW SNR
Let us consider as a function of and parameters , and
We show that is strictly convex in the following vicinity of zero:
where is an arbitrary small positive number; and hence, will be strictly convex in the region (53)
Then, for fixed and , we can make large enough so that the above region includes the -cube in Theorem 4. A function is convex if the corresponding Hessian is positive definite [29] . We can compute the Hessian of at point as . . . . . . . . . . . .
The leading principal minors 9 of can be computed as which are all positive. Note that and . Therefore, is positive definite [30] .
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