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2.1.1 Kratkoročno sledenje z uporabo korelacijskih filtrov . . . . 8
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4.11 Sličice videoposnetka z atributom polnega zakrivanja . . . . . . . 53
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V pričujočem zaključnem delu so pogosto uporabljeni naslednje veličine in
simboli:
Tabela 1: Veličine in simboli
Veličina / oznaka Enota
Ime Simbol Ime Simbol
čas t sekunda s
dolžina − meter m
zorni kot − stopinje ◦
frekvenca − Hertz Hz
Natančneǰsi pomen simbolov in njihovih indeksov je razviden iz ustreznih slik
ali pa je pojasnjen v spremljajočem besedilu, kjer je simbol uporabljen.
xi
xii Seznam uporabljenih simbolov
Seznam uporabljenih kratic
V pričujočem zaključnem delu so pogosto uporabljene sledeče kratice in oz-
nake:
Tabela 2: Kratice in oznake.
Kratica/oznaka Pomen
GPS Global Positioning System
USV Unmanned Surface Vehicle
MODD Marine Obstacle Detection Dataset
OTB Online Tracking Benchmark
ALOV Amsterdam Library of Ordinary Videos
VOT Visual Object Tracking
FPS Frames Per Second
DFT Discrete Fourier Transform
IDFT Inverse Discrete Fourier Transform
SIFT Scale-Invariant Feature Transform
BRISK Binary Robust Invariant Scalable Keypoints
IMU Inertial Measurement Unit
MOSSE Minimum Output Sum of Squared Error
KCF Kernelized Correlation Filter
CCOT Continuous Convolution Operator Tracker
ECO Efficient Convolution Operators for Tracking
CFCF Convolutional Features for Correlation Filters
CFWCR Correlation Filter with Weighted Convolution Responses
xiii
xiv Seznam uporabljenih kratic
Tabela 2: Kratice in oznake.
Kratica/oznaka Pomen
TLD Tracking, Learning, Detection
MUSTER MUlti-Store TrackER
CMT Clustering of Static-Adaptive Correspondences for Deformable Object Tracking
FCLT Fully-Correlational Long-Term Tracker
EAO Expected Average Overlap
AO Average Overlap
EFO Equivalent Filter Operations
Natančneǰsi pomen kratic in oznak je razviden iz ustreznih slik ali pa je po-
jasnjen v spremljajočem besedilu, kjer je kratica oz. oznaka uporabljena.
Povzetek
V delu predstavimo analizo delovanja kratkoročnih in dolgoročnih sledilnikov
na videoposnetkih, narejenih v vodnem okolju. Iz obstoječih podatkovnih baz,
posnetih na morski površini z majhnega plovila, ustvarimo dve novi podatkovni
bazi. Prva je primerna za testiranje kratkoročnih sledilnikov, druga pa za te-
stiranje dolgoročnih sledilnikov. Na podatkovnih bazah nato testiramo nekaj
kratkoročnih in dolgoročnih sledilnikov, ki so dosegli najbolǰse rezultate na tek-
movanjih Visual Object Tracking. Rezultati kratkoročnega sledenja so predstavl-
jeni v obliki pričakovanega povprečnega prekrivanja, povprečnega prekrivanja,
števila odpovedi in krivulj pričakovanega povprečnega prekrivanja. Analiziramo
tudi hitrost procesiranja sličic kratkoročnih sledilnikov. Poleg nadzorovanega
eksperimenta na njih opravimo še realnočasovni eksperiment. Pri dolgoročnih
sledilnikih rezultate predstavimo z grafi primerjave natančnosti in priklica ter
grafom F-ocene. Tudi dolgoročnim sledilnikom testiramo hitrost procesiranja
sličic. Rezultati so analizirani in primerjani z rezultati v podobnih študijah.




In this work, an analysis of short-term and long-term trackers performance on
marine-based dataset of video sequences is presented. To this end we used already
existing marine datasets to create two new marine datasets. The first dataset is
suitable for short-term tracking analysis, while the other one is suitable for long-
term tracking analysis. We perform experiments on those datasets using some
of the top-performing short-term and long-term trackers based on their Visual
Object Tracking competitions performance. The results of short-term tracking
are presented in form of expected average overlap, average overlap, number of
failures and expected average overlap curves. Processing speed of short-term
trackers is also evaluated. In addition to the supervised experiment, realtime
experiment is performed as well. The results for long-term trackers are presented
as a precision-recall graph and F-score graph. Long-term trackers are evaluated
based on their processing speed as well. The results are analyzed and compared
to results in similar studies.




V zadnjem desetletju so raziskave v robotiki prinesle vrsto majhnih avtonom-
nih površinskih plovil (angl. Unmanned Surface Vehicles, USV ). Ta plovila so
tipično kraǰsa od dveh metrov. Vodimo jih lahko ročno ali pa sledijo neki pre-
definirani poti. Zaradi njihove zmožnosti navigiranja v marinah in plitkih vo-
dah USV predstavljajo velik potencial v avtomatizaciji del, kot je nadzor obal
in pregled umetnih struktur pod in nad vodnim površjem. Okolje, v katerem
delujejo taka plovila, je izredno dinamično. Preprosto vodenje plovil s pomočjo
senzorja GPS ponavadi ne zadostuje za varno načrtovanje poti. Za dosego vi-
soke stopnje avtonomije plovilo tako potrebuje sposobnost zaznavanja in sledenja
objektom. V zadnjem času se pojavlja vse več USV, ki za detekcijo in sledenje
objektom uporablja kamere kot primarne senzorje, kar omogoča uporabo metod
računalnǐskega vida. Za detekcijo in sledenje objektov na morski površini redno
razvijajo nove metode računalnǐskega vida, ki so narejene posebej za morsko
površino zaradi vpliva osvetljenosti in odbojnosti morske površine ter prisotnosti
horizonta.
1.1 Prispevki
V delu smo se osredotočili na analizo sledenja že detektiranih objektov. Sledeni
objekt poimenujemo tarča. Analizirali smo sledilnike, ki so namenjeni vsesplošni
uporabi, in ne specifično sledenju na morski površini. Glede na rezultate, ki so jih
dosegli na priznanem tekmovanju Visual Object Tracking, smo izbrali najbolǰse
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kratkoročne in dolgoročne sledilnike in jih preizkusili na naših novo ustvarjenih
podatkovnih zbirkah. Bolj specifično so naši prispevki naslednji:
• Uporaba obstoječih podatkovnih zbirk MODD za kreacijo dveh novih po-
datkovnih zbirk. Prva podatkovna zbirka je primerna za analizo delovanja
kratkoročnih sledilnikov, druga pa za analizo delovanja dolgoročnih sledil-
nikov.
• Analiza delovanja trenutno najbolǰsih kratkoročnih sledilnikov na naši novi
podatkovni zbirki na nadzorovan način in realnočasovnen način.
• Analiza delovanja trenutno najbolǰsih dolgoročnih sledilnikov na naši novi
podatkovni zbirki.
1.2 Struktura naloge
V poglavju 2 naredimo pregled področja splošnih kratkoročnih in dolgoročnih
sledilnikih ter rešitve, povezane z detekcijo in sledenjem objektov v vodnem
okolju. V poglavju 3 opǐsemo vse tipe sledilnikov, ki so testirani v delu. Opisane
so tudi metrike za ocenjevanje kvalitete delovanja kratkoročnih in dolgoročnih
sledilnikov. V poglavju 4 opǐsemo konstrukcijo podatkovne baze, njene lastnosti
in dobljene rezultate sledilnikov. Sklepne misli in možnosti za prihodnje delo so
opisane v poglavu 5.
2 Pregled področja
2.1 Sledenje
Sledenje označuje proces lokalizacije objekta skozi zaporedje sličic oziroma video-
posnetka. Ta objekt je lahko poljuben, običajno pa predstavlja območje slike,
na katerem želimo delati nadaljno analizo. Sledenje se uporablja v različnih ap-
likacijah, in sicer v nadzoru, vodenju, robotiki, avtonomni avtomobilski vožnji,
meritve v medicini in športu, razpoznavanje akcij, komunikacija človek-stroj, ipd.
Algoritmu, ki izvaja sledenje, rečemo sledilnik.
Naloga sledilnika je torej ocena pozicije objekta na sličicah, ki jo lahko opǐse
na različne načine. Najpogosteǰsi način je opis s pravokotnikom ali z n-kotnikom,
za katerega velja n ≥ 6. Sledilnik inicializira svoj vizualni model z začetno
sličico in začetno pozicijo objekta. S procesiranjem sličic v zaporedju vrne nove
lokacije objektov, ki jih lahko uporabi za sprotno učenje svojega vizualnega mod-
ela. Pomembno je, da se sledilnik uči na kavzalen način, kar pomeni, da za učenje
svojega vizualnega modela uporabi lahko le sličice in pozicije objekta, ki jih je že
videl.
Sledenje lahko v grobem razvrstimo v dva večja sklopa, na kratkoročno in
dolgoročno sledenje. Večina raziskovalnega fokusa v povezavi s sledenjem se je
v preteklosti osredotočila na kratkoročno sledenje, kar potrjujejo tudi najbolj
znane metodologije za ocenjevanje uspešnosti sledilnikov: ”Visual Object Track-
ing” (VOT) [1], ”Online Tracking Benchmark” [2] in ”Amsterdam Library of
Ordinary Videos” [3]. Kratkoročno sledenje se nanaša na sledenje tarčam v video-
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posnetkih, kjer je tarča vedno v zornem kotu kamere. Metodologije za ocenje-
vanje uspešnosti ponavadi uporabljajo več kratkih videoposnetkov. Kratkoročni
sledilniki se namreč zaradi postopne degredacije vizualnega modela pri dalǰsih
videoposnetkih slabo odrežejo, kar prej ali slej privede do odpovedi pozicije tarč.
[4, 5].
Zaradi prej omenjenih težav kratkoročnih sledilnikov se pojavlja težnja po t.
i. dolgoročnih sledilnikih, ki se od kratkoročnih razlikujejo po tem, da dovolju-
jejo izginjanje tarč iz vidnega kota kamere. Za vsako napovedano pozicijo tarče
sporoči svojo mero zaupanja, s katero skuša oceniti, ali se tarča nahaja na sličici
ali ne. Nedavno je metodologija za ocenjevanje uspešnosti VOT začela podpirati
tudi ocenjevanje dolgoročnih sledilnikov [6], kar daje upanje na večji raziskovalni
fokus na tem področju.
V nadaljevanju je opisan razvoj sledilnikov, ki so pripeljali do današnjih
kratkoročnih in dolgoročnih sledilnikov. Opis kratkoročnih sledilnikov je zaradi
obilice različnih zvrsti omejen le na tiste, ki so pripeljali do današnjih najbolǰsih
sledilnikov. Ti sledilniki za sledenje tarči uporabljajo korelacijski filter. Tega
odlikuje nizka računska zahtevnost, saj za reševanje optimizacijskega problema
uporablja hitro Fourierovo transformacijo.
2.1.1 Kratkoročno sledenje z uporabo korelacijskih filtrov
Bolme in sodelavci [7] so v članku predstavili sledilnik, osnovan na korelacijskem
filtru, poimenovan MOSSE. Algoritem je robustno sledil tarči kljub rotaciji, za-
krivanju in deformaciji objekta s kar dvajsetkratno hitrostjo takratnih sledil-
nikov. V [8] so korelacijski filter za sledenje nadgradili s formulacijo podpore
večdimenzionalnim značilkam, kar je omogočilo uporabo slikovnih opisnikov, kot
na primer histogram orientiranih gradientov. Danelljan s sodelavci [9] so ko-
relacijski filter nadgradili z upoštevanjem spremembe v velikosti sledenega ob-
jekta. Algoritem so spremenili tako, da so med dvema zaporednima sličicama
najprej poiskali optimalno translacijo objekta, nato pa še optimalno skaliranje
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za sledeni objekt. Henriques s sodelavci so v [10, 11] predstavili uporabo ko-
relacijskih filtrov v povezavi z jedrnimi funkcijami, kar je omogočilo hitro učenje
nelinearnih korelacijskih filtrov. Nastali sledilnik so poimenovali KCF.
Slabost korelacijskih filtrov je njihova predpostavka o periodičnosti slikovnega
področja. To posledično degradira kvaliteto sledilnika, saj je vhodna predstavitev
objekta napačna, rezultati detekcije pa so natančni le v okolici centra regije ob-
jekta. V [12] so zato k optimizacijskemu problemu korelacijskega filtra dodali
prostorsko regularizacijo, kar je omogočilo učenje korelacijskih filtrov na večjih
slikovnih regijah.
Aplikacije računalnǐskega vida, kot so razpoznavanje in detekcija objektov,
so v zadnjih letih močno napredovale z uporabo globokih nevronskih omrežij.
Izkaže se, da so globoke značilke, ki jih pridobimo z učenjem globokih nevronskih
omrežij za razvrščanje objektov, generične, in jih lahko uporabimo za raznovrstne
aplikacije računalnǐskega vida. Tako so tudi v sledenju uporabo ročnih značilk,
kot je npr. histogram orientiranih gradientov, nadomestile globoke značilke [13,
14].
Podaja se vprašanje, kateri sloj globokega nevronskega omrežja uporabiti za
ekstrakcijo globokih značilk. Vǐsje sloje globokih nevronskih omrežij odlikuje ro-
bustnost na spremembo izgleda objekta, vendar imajo nizko prostorsko ločljivost.
Na drugi strani imajo nižji sloji vǐsjo prostorsko ločljivost, vendar so manj ro-
bustni na spremembe izgleda objekta. Danelljan in sodelavci [15] so predstavili
zvezno učenje korelacijskih filtrov CCOT, ki kombinira uporabo večih slojev
globokih nevronskih omrežij. Ta sledilnik je dosegel prvo mesto tako na tek-
movanju VOT2016, kot tudi VOT2017.
Vse te izbolǰsave niso bile narejene brez slabosti. Sledilnik CCOT je kar
tisočkrat počasneǰsi od sledilnika MOSSE, prav tako ima zaradi velikega števila
parametrov in majhnosti učnih podatkov pri sledenju tendenco k prekomernem
učenju. V [16] so zato sledilnik CCOT spremenili tako, da z uporabo faktorizirane
konvolucije, uporabo modela Gaussovih mešanic za modeliranje učnih podatkov
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in redkeǰsega spreminjanja vizualnega modela, deluje hitreǰse. Tako nastali sledil-
nik so poimenovanovali ECO.
Korelacijski filtri, ki uporabljajo globoke značilke, pridobijo le-te iz globokih
omrežij, ki so bila naučena z namenom razvrščanja objektov. Učenje globokih
nevronskih mrež pa lahko uvedemo tudi v kontekstu sledenja s korelacijskimi
filtri, kot so to storili v [17]. Sledilnik je poimenovan CFCF, po sami strukturi
pa je sicer identičen sledilniku CCOT.
Manǰse spremembe sledilnika ECO so naredili tudi v kratkoročnem sledilniku
CFWCR [18], kjer so spremenili način iskanja velikosti tarče in utežili prispevke
posameznega sloja globokega nevronskega omrežja.
2.1.2 Dolgoročni sledilniki
Dolgoročni sledilniki so običajno sestavljeni iz kombinacije kratkoročnega sledil-
nika in detektorja tarč. Detektor tarč lahko v primeru neuspešnosti kratkoročnega
sledilnika le-tega ponastavi.
Dolgoročni sledilniki izvirajo iz dveh pomembneǰsih paradigm. Kalal in
sodelavci [19] uporablja optični tok za kratkoročno sledenje, za detekcijo objekta
pa premikajoče okno s kaskadnim razpoznavalnikom.. Predlagajo t. i. P-N
učenje z dvema strokovnjakoma: P-strokovnjak poskuša zaznati zgrešene detek-
cije objekta, N-strokovnjak pa poskuša zaznati napačne detekcije. P-strokovnjak
predpostavlja, da se objekt giba po določeni trajektoriji, N-strokovnjak pa, da
se objekt lahko pojavi le na eni lokaciji. To učenje so modelirali kot diskretni
dinamični proces, kjer so analizirali pogoje za konvergenco lažnih pozitivnih in
lažnih negativnih napak proti nič.
Druga pomembneǰsa paradigma izvira iz [20]. Tak dolgoročni sledilnik temelji
na prevzorčenju značilnih točk SIFT [21] za dosego robustnega razvrščevalnika
med objektom in kontekstom, v katerem se objekt nahaja. Geometrijsko ujemanje
značilk je izvedeno z uporabo algoritma glasovanja, ki je podobno RANSAC.
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Podobno deluje tudi sledilnik CMT [22], le da za sledenje uporablja dva modela:
statičen model, ki izvira iz značilk prve podobe objekta, in adaptivni model, ki
se posodablja vsako sliko.
MUSTER [23] je dolgoročni sledilnik, ki za kratkoročni sledilnik uporablja
korelacijski filter, za detektor pa značilne točke SIFT. Korelacijski filter za
kratkoročni sledilnik uporabljata tudi [24] in [25], kjer prvi za detekcijo uporablja
naključne gozdove, drugi pa siamsko nevronsko omrežje [26], vendar so v analizi
dolgoročnih sledilnikov [6] pokazali, da ta dva sledilnika pravzaprav nimata prave
dolgoročne zmogljivosti, saj nista sposobna ponovne ponastavitve izven okolice
izgube objekta. Sledilnika se zato uvrščata v t. i. psevdo-dolgoročna sledilnika.
Sledilnik FCLT [27] temelji na korelacijskem filtru za obe komponenti. V [6]
se izkaže, da je ta sledilnik dosegel najbolǰsi rezultat na dolgoročni metodologiji
ocenjevanja VOT.
2.1.3 Ocenjevanje kratkoročnih in dolgoročnih sledilnikov
Najbolj znane metodologije ocenjevanja kratkoročnih sledilnikov so ”Visual Ob-
ject Tracking challenge” (VOT) [1], ”Online Tracking Benchmark” (OTB) [2] in
”Amsterdam Library of Ordinary Videos” (ALOV) [3]. Med seboj se razliku-
jejo po uporabljenih metrikah, protokolih ocenjevanja in podatkovnih zbirkah za
testiranje sledilnikov.
Po protokolu pri metodologijah OTB in ALOV se sledilnik inicializira na prvi
sličici, nato pa se videoposnetek izvede do konca brez kakršnekoli ponastavitve.
V nasprotju z njima metodologija VOT v primeru odpovedi sledenja po nekaj
sličicah ponastavi sledilnik, s čimer se izogne visoki pristranskosti in varianci
rezultatov pri sledenju. ALOV kvaliteto sledilnikov definira kot F-oceno pri vsaj
50 % prekrivanju resnične pozicije in napovedane pozicije tarče. OTB prikaže graf
deleža sličic, kjer prekrivanje preseže določen prag, z grafa pa nato izračunajo
površino pod grafom, kar je njihova mera kvalitete sledilnika. Ta površina je
enaka povprečnemu prekrivanju (angl. Average Overlap, AO). VOT od tek-
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movanja leta 2015 [28] uporablja metriko pričakovanega povprečnega prekrivanja
(angl. Expected Average Overlap, EAO), ki meri pričakovano prekrivanje brez
ponastavitve. Za to se izkaže, da je bolj stroga od mere povprečnega prekri-
vanja, saj so sledilniki večkrat ponastavljeni na videoposnetkih, ki so zahtevneǰse
za sledenje. Metodologija VOT prav tako predstavi normalizirano mero hitrosti
sledilnikov, imenovano ekvivalentne filtrirne operacije EFO, ki skuša biti neod-
visna od lastnosti strojne opreme, na kateri so sledilniki zagnani.
VOT se od ostalih metodologij razlikuje tudi po številu uporabljenih pos-
netkov, saj uporablja manǰse število videoposnetkov, ki so vizualno bolj raznolike
in težje za sledenje.
V nasprotju z metodologijami kratkoročnega sledenja, metodologij in po-
datkovnih zbirk za dolgoročno sledenje še nedavno ni bilo. Mueller in sodelavci
[29] je predstavil podatkovno zbirko UAV20L, ki zajema dvajset dolgih posnetkov,
posnetih iz letečega drona. Tarče na teh posnetkih redno izstopajo in vstopajo
v zorni kot kamere. Moudgil in sodelavci je predstavil podatkovno zbirko Track,
Learning and Prosper, ki vsebuje petdeset videoposnetkov, primernih za dol-
goročno sledenje, vendar zaradi kompresije posnetkov trpi kvaliteta slike. Na
obeh podatkovnih zbirkah so avtorji ocenjevali kvaliteto sledilnikov z metodami
ocenjevanja kratkoročnih sledilnikov. V [6] pa so predstavili novo metodologijo
ocenjevanja sledilnikov in novo podatkovno zbirko. Primarna mera kvalitete
sledilnika je maksimalna F-ocena glede na prag razvrščanja tarče. Podatkovna
zbirka je izbrana tako, da vsebuje raznolike vizualne lastnosti. Na videoposnetkih
testirajo tako dolgoročne, kot tudi kratkoročne sledilnike.
2.2 Detekcija objektov in sledenje v vodnem okolju
Za zaznavo in sledenje objektov na avtonomnih plovilih (angl. Unmanned Surface
Vehicles, USV ) lahko uporabimo različne senzorje. Tipični senzorji so senzorji
za merjenje razdalje, kot so radar, lidar in sonar. V zadnjem času se pojavlja
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vse več študij, v katerih objekte zaznavajo in jim sledijo s kamerami. Prednosti
uporabe kamere so neposredna interpretabilnost, možnost uporabe algoritmov
računalnǐskega vida za procesiranje podatkov in pasivnost senzorja, kar zago-
tavlja nemoteno delovanje drugih senzorjev (npr. GPS). V primerjavi s senzorji
razdalje kamere nimajo problemov z nizko kotno resolucijo, nizko hitrostjo zajema
podatkov, navsezadnje pa so tudi občutno ceneǰse. Obenem imajo zmožnost de-
tekcije objektov, ki so težje zaznavni s senzorji merjenja razdalj, kot na primer
potapljač na vodni površini ali plavajoče razbitine. Slabosti uporabe kamer pa
izvirajo predvsem iz težav modeliranja vodne dinamike (vodna pena, valovi),
različnih zornih kotov pogleda na objekte, velike variabilnosti v osvetljenosti ob-
jektov in odbojnosti žarkov na vodni površini.
Tipičen način zaznave objektov na vodni površini obsega tri stopnje [30]. Prva
stopnja zajema zaznavanje horizonta, naslednja stopnja odstranitev statičnega
ozadja, zadnja stopnja pa segmentacija objektov. Slabost tega postopka je
nezmožnost detekcije objektov na obrežju, saj se takrat rob vode ne ujema
s horizontom. Bousetouane in sodelavci [31] so uporabili značilke globokega
nevronskega omrežja v kombinaciji z metodo podpornih vektorjev za razvrščanje
objektov na sliki, vendar je razvrščanje omejeno na objekte, uporabljene pri
učenju globokega nevronskega omrežja. Kristan in sodelavci [1] so za detekcijo
ovir uporabili naključno polje Markova s predpostavko, da je slika razdeljena na tri
semantična področja. Spodnje področje predstavlja vodo, zgornje področje pred-
stavlja nebo, sredinsko območje pa lahko predstavlja površino, zasidrane ladje
ali meglico nad horizontom. Objekte so razvrstili v eno izmed teh področij ali
kot objekt na vodi. Članek predstavi tudi morsko podatkovno bazo MODD1
za namene določevanja roba voda in iskanja ter sledenja objektov. Nadgradnja
metode je narejena v [32], z upoštevanjem meritev IMU. Predstavljena je bila
tudi nova morska podatkovna zbirka, imenovana MODD2, ki vsebuje posnetke
stereo kamer. Z uporabo omejitev epipolarne geometrije v stereo vidu se v članku
dodatno bolǰse izognejo lažnim pozitivnim in lažnim negativnim detekcijam.
Veliko literature o sledenju objektov na morski površini, obravnava sledenje
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objektom kot detekcijo objektov v vsaki sliki. Razlika med detekcijo in sleden-
jem je, da sledenje upošteva časovne informacije skozi zaporedje slik. V [30] so
na njihovi podatkovni bazi, imenovani Singapore Marine Dataset, primerjali več
različnih sledilnikov, pri čemer so nekateri izvirali iz metod, specifičnih za morsko
površino, drugi pa iz splošnih metod računalnǐskega vida. Za ocenjevanje sledil-
nikov so izbrali le tiste posnetke s kopnega, kjer se kamera ne premika. Kriteriji
ocenjevanja so bili natačnost, priklic, delež lažnih alarmov in hitrost procesiranja
sličic. Ugotovili so, da je najbolǰsi sledilnik splošnonamenski algoritem KCF [33],
ki je dosegal tudi visoko hitrost procesiranja sličic.
Detekcija objektov in sledenje na bazi MODD2 je implementirano tudi v [34],
kjer so objekte detektirali izključno s pomočjo oblaka točk, ki so ga pridobili s
stereo vidom. Detektirani so bili objekti, ki so izstopali iz ravnine, definirane
z morsko površino. Sledenje objektom je potekalo z implementacijo algoritma
Munkres, kjer je bila cenilka definirana kot seštevek razdalje med objekti od
preǰsne do trenutne slike in Hellingerjeve razdalje med histogrami globine objek-
tov.
3 Metode
V nadaljevanju je najprej opisana osnova delovanja korelacijskega filtra, ki je
temelj za vse obravnavane kratkoročne sledilnike. Nato so opisani kratkoročni in
dolgoročni sledilniki, ki so testirani v tem magistrskem delu . Kratkoročni sledil-
niki so bili izbrani glede na rezultate tekmovanja VOT2017, kjer je kvaliteta sledil-
nika ocenjena kot vrednost pričakovanega povprečnega prekrivanja na ločenih
videoposnetkih. Ločeni videoposnetki so tisti, do katerih tekmovalci nimajo
vpogleda, po vizualnih lastnostih pa so čim bolj podobni javnim VOT videopos-
netkom. To preprečuje, da tekmovalci ustvarijo sledilnik, ki dobro deluje samo
na specifičnih videoposnetkih, na novih pa dosega slabe rezultate.
Število dolgoročnih sledilnikov je veliko manǰse v primerjavi s kratkoročnim
sledilniki. Na izbor dolgoročnih sledilnikov za testiranje je vplival članek [6], kjer
so identificirali primerne sledilnike za dolgoročno sledenje. Nekateri dolgoročni
sledilniki namreč, kljub promoviranju dolgoročnosti, nimajo sposobnosti ponovne
detekcije tarče ob velikem nenadnem premiku, temveč so zmožni tarčo poiskati
le v okolici izginotja tarče. Take sledilnike so v članku [6] označili za psevdo-
dolgoročne sledilnike in v tem magistrskem delu niso testirani. Opisani so vsi
algoritmi, ki v danem članku nastopajo kot pravi dolgoročni sledilniki.





3.1.1 Osnove korelacijskega filtra
Korelacijski filter je osnovno orodje pri testiranih kratkoročnih sledilnikih. V
nadaljevanju najprej pokažemo izpeljavo analitičnega modela korelacijskega fil-
tra v povezavi z običajno linearno regresijo. Izpeljavo matematičnega modela
korelacijskega filtra povzemamo po članku [11].
Cilj linearne regresije je ocena vektorja uteži w, ki minimizirajo kvadratno






(f(xi)− yi)2 + λ||w||2
]
, (3.1)
kjer je λ regulacijski parameter, ki nadzira prekomerno učenje. Za uteži w
lahko izpeljemo rešitev
w = (XTX + λI)−1XTy, (3.2)
kjer je matrika X sestavljena iz vrstičnih vektorjev xi, y pa je vektor, sestavljen
iz posameznih regresijskih vrednosti yi.
V Fourierovi domeni, obravnavani v nadaljevanju, so vrednosti običajno kom-
pleksne. Rešitev enačbe 3.1 tako postane
w = (XHX + λI)−1XHy, (3.3)
kjer je XH konjugirano transponirana matrika X.
Slabost rešitve enačb 3.2 in 3.3 je velika računska zahtevnost. V posebnih
primerih, kot sledi v nadaljevanju, lahko računsko zahtevnost močno zmanǰsamo.
Izpeljava, ki sledi, temelji na eno-dimenzionalnih signalih, vendar je rešitev
splošna tudi za več-dimenzionalne signale.
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Obravnavajmo n× 1 vektor x, ki predstavlja neko območje interesa. Naš cilj
je učenje razvrščevalnika na tem vektorju in tudi na vseh cikličnih zamikih tega
vektorja. Vektor x predstavlja pozitiven vzorec, ciklični zamiki pa predstavljajo
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x2 x3 x4 · · · x1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
(3.4)
Opazimo lahko, da čeprav s konstrukcijo učnih podatkov na tak način nared-
imo distorzijo v primerjavo z resnično translacijo, je vseeno večina podatkov dobro
modeliranih, tudi za relativno velike premike, kot prikazuje slika 3.1.
Slika 3.1: Primeri vertikalnih cikličnih zamikov originalne slike (srednja slika).
Formulacija kriterijske funkcije v Fourierovi domeni omogoča učenje sledilnika z
vsemi vertikalnimi in horizontalnimi zamiki naenkrat. Slika je povzeta po [11].
Matrika je popolnoma določena z vektorjem x. Uporabna lastnost ciklične
matrike je, da se jo lahko diagonaliziramo ne glede na prvotni vektor x s pomočjo
Diskretne Fourierove Transformacije (DFT) . To zapǐsemo kot
X = F diag(x̂) FH , (3.5)
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kjer je x̂ DFT prvotnega vektorja x. Matrika F se imenuje matrika DFT in
vsebuje lastne vektorje matrike X.
Z novim znanjem lahko poenostavimo enačbo 3.3. Člen XHX lahko zapǐsemo,
kot
XHX = F diag(x̂∗) FH F diag(x̂) FH , (3.6)
kjer je x̂∗ konjugiran vektor x̂, diag(·) pa označuje razširitev vektorja v diagonalno
matriko. Matrika F je unitarna matrika, torej FHF = I. Dodatno so operacije
na diagonalnih matrikah operacije istoležnih elementov, zato lahko enačbo 3.6
zapǐsemo kot
XHX = F diag(x̂∗ ⊙ x̂) FH , (3.7)
kjer operator ⊙ predstavlja množenje istoležnih elementov. Po kraǰsi izpeljavi
lahko rešitev enačbe 3.3 za ciklične vektorje zapǐsemo preprosto kot
ŵ =
x̂∗ ⊙ ŷ
x̂∗ ⊙ x̂+ λ
, (3.8)
kjer ulomek predstavlja deljenje istoležnih elementov. Uteži w dobimo z inverzno
DFT (IDFT), ki ima enako računsko kompleksnost kot DFT. Ta rešitev je pravza-
prav regularizirani korelacijski filter, kot je bil definiran v sledilniku MOSSE [7].
Uteži w so naučeni filtri, x značilke naše trenutne slike, y pa predstavlja željen
izhod korelacijskega filtra, ki je najpogosteje formuliran kot dvodimenzionalna
Gaussova funkcija z majhno varianco.
Običajna rešitev za uteži w z enačbo 3.3 ima zaradi računanja matričnega
inverza računsko kompleksnost O(n3), medtem ko je z izpeljano rešitvijo večina
operacij računsko linearno odvisnih, z izjemo DFT in IDFT, kjer je računska
kompleksnost O(n log n). V praksi to pomeni veliko pohitritev algoritmov.
3.1.2 Continuous Convolution Operator Tracker, CCOT
CCOT [15] je sledilnik, ki temelji na algoritmu korelacijskega filtra. Dosegel je
najbolǰsi rezultat na tekmovanjih VOT2016 in VOT2017. Prav tako je to temeljno
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delo za ostale sledilnike, ki so obravnavani v nadaljevanju.
Sledilnik CCOT kot značilke uporablja aktivacije konvolucijskih slojev
globokega nevronskega omrežja, ki se uporabljajo pri korelacijskem filtru. Stan-
dardna formulacija korelacijskega filtra je omogočala uporabo le enega konvoluci-
jskega sloja globokega nevronskega omrežja, saj so posamezni konvolucijski sloji
različnih prostorskih dimenzij. V CCOT so prvič združili aktivacije več konvolu-
cijskih slojev z uporabo interpolacijskega modela, s katerim so predstavili učenje
filtrov v zvezni prostorski domeni. Osnovni princip delovanja je prikazan na sliki
3.2.
Slika 3.2: Levi stolpec kaže vhodno sliko, aktivacije prvega sloja in aktivacije zad-
njega sloja globokega nevronskega omrežja. Naslednji stolpec prikazuje naučene
zvezne konvolucijske filtre. Tretji stolpec prikazuje zvezno funkcijo mere zau-
panja za vsak sloj nevronskega omrežja. Zadnji stolpec prikazuje končno zvezno
funkcijo mere zaupanja, kjer so združene funkcije iz tretjega stolpca. Slika je
povzeta po [15].
Formulacija, ki sledi, velja za enodimenzionalne podatke, vendar je možna
posplošitev na večdimenzionalne podatke, npr. slike. Izpeljava povzemamo po
članku [15], kjer so opisane tudi podrobnosti algoritma.
CCOT obravnava Hilbertov prostor L2(T ) kompleksnih funkcij g : R → C,
ki so periodične s periodo T > 0. Učenje konvolucijskega filtra poteka glede na
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M učnih vzorcev {xi}M1 . Vsak učni vzorec ima D slojev značilk x1i , x2i ..., xDi , ki
izvirajo iz nekega predela slike. V nasprotju z običajno formulacijo ima vsak
sloj značilk xdi ∈ R svojo, neodvisno resolucijo Nd. Sloji značilk so na zvezno








kjer je bd interpolacijska funkcija s periodo T > 0. Jd{xd}(t) je interpoliran
vzorec, sestavljen kot superpozicija zamaknjenih interpolacijskih funkcij bd. Vred-
nosti xd[n] lahko smatramo kot utež vsake zamaknjene funkcije.
Za preslikavo vzorca x v ciljno področje zaupanja s(t) potrebujemo tudi lin-
earni konvolucijski operator Sf , za katerega velja s(t) = Sf{x}(t). Linearni
konvolucijski operator Sf{x}(t) dobimo kot
Sf{x} = f ∗ J{x} =
D∑
d=1
fd ∗ Jd{xd}, (3.10)
kjer je f zvezen, večkanalni in periodičen konvolucijski filter f = (f 1..., fD). Vsak
sloj značilk je najprej interpoliran z enačbo 3.9, nato po enačbi 3.10 izvedemo
konvolucijo s filtri. Operator konvolucije je prav tako definiran v zveznem, peri-
odičnem prostoru kot













Označeni rezultati detekcije yi so periodično ponovljene Gaussove funkcije.





|g(t)|2dt, αi so uteži posameznih
vzorcev xi, pri čemer velja αi ≥ 0, w pa so prostorske regularizacijske uteži, ki
zmanǰsajo vpliv ozadja tarče.
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Podobno kot v ostalih metodah korelacijskih filtrov, je tudi tu rešitev kri-
terijske funkcije izračunana v Fourierovi domeni. Fourierove koeficiente funkcije




f̂d[k]Xd[k]b̂d[k], k ∈ Z, (3.13)
kjer ·̂ predstavlja operator DFT, Xd pa DFT vektorja xd. Enačbo 3.12 zapǐsemo




αj|| ˆSf{xi} − ŷi||2l2 +
D∑
d=1
||ŵ ∗ f̂d||2l2 , (3.14)
kjer je l2 norma definirana kot ||ĝ||2l2 =
∑∞
−∞ |ĝ[k]|2. Če obenem pred-
postavimo, da imajo filtri fd končno mnogo neničelnih Fourierovih koeficientov,
postane enačba 3.14 sistem običajnih enačb. Za optimizacijo so pri CCOT upora-
bili metodo konjugiranih gradientov za iterativno iskanje optimalnih koeficientov
filtrov. Po lokalizaciji tarče izvedemo enak postopek še za druge velikosti tarče,
da poǐsčemo najbolj primerno velikost.
3.1.3 Efficient Convolution Operators for Tracking, ECO
Medtem ko je CCOT dosegal vrhunske rezultate v natančnosti in robustnosti,
pa je bil obenem zelo počasen sledilnik. Prav tako ima zaradi ogromnega števila
parametrov in relativno majhnem številu učnih podatkov sledilnik tendenco k
prekomernem učenju. Nadgradnja CCOT je tako prǐsla v obliki sledilnika ECO
[16].
ECO je v primerjavi s CCOT uvedel tri poglavitne spremembe. Prvič je
namesto D filtrov, torej enega za vsak sloj značilk, učil manǰse število filtrov




c, kjer so koeficienti pd,c prav tako podvrženi
učenju. Predstavimo jih lahko z D × C matriko P = (pd,c), s katero lahko kon-
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volucijski operator izrazimo kot




c ∗ Jd{xd} = f ∗ P TJ{x}. (3.15)
Matrika P T torej pravzaprav predstavlja linearno zmanǰsanje dimenzij.
Kot drugo spremembo so uvedli modeliranje učnih podatkov z mešanico
Gaussovih komponent, kjer vsaka komponenta predstavlja drugačen aspekt iz-
gleda tarče. S tem je dosežena bolj kompaktna in raznolika predstavitev po-
datkov, kot je prikazano na sliki 3.3. Število komponent so postavili na 50, kar je
pomenilo osemkratno zmanǰsanje v primerjavi s CCOT, ki je shranjeval 400 slik.
Slika 3.3: Primerjava modeliranja učnih podatkov v CCOT (spodaj) in ECO
(zgoraj). V CCOT so, podobno, kot v ostalih korelacijskih filtrih, učni podatki
zadnjih nekaj zaporednih slik. Zaradi počasnih sprememb videza objekta to
pogosto vodi do redundance učnih podatkov. Z modelom Gaussovih mešanic
na učnih podatkih, kot je predstavljeno zgoraj, dosežemo, da vsaka komponenta
predstavlja čim bolj unikaten izgled objekta. Slika je povzeta po [16].
Zadnja sprememba se nanaša na hitrost spreminjanja modela. Običajni ko-
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relacijski filtri spreminjajo svoj model z vsako novo sliko, kar lahko pomeni veliko
računsko obremenitev. V sledilniku ECO so se odločili za spremembo modela le
vsakih šest slik.
3.1.4 Convolutional Features for Correlation Filters, CFCF
Sledilnik CFCF je osnovan na korelacijskem filtru CCOT. CCOT uporablja
globoko nevronsko omrežje, ki je bilo naučeno za razvrščanje objektov, CFCF
pa sicer uporablja isto globoko nevronsko omrežje, vendar omrežje pred tem
še dodatno uči po metodologiji, opisani v [17]. Ta metodologija omogoča nov
postopek učenja globokih nevronskih omrežij, saj uteži uči glede na kriterijsko
funkcijo korelacijskega filtra.
3.1.5 Correlation Filter with Weighted Convolution Responses,
CFWCR
CFWCR [18] sloni na sledilniku ECO, vendar je zasnovan brez bistvenih spre-
memb. Namesto neposredne uporabe aktivacij globokih nevronskih omrežij te
normalizira, računanje mere zaupanja pa je uteženo glede na sloj nevronskega
omrežja, iz katerega značilke prihajajo. Dodan je še spremenjen način iskanja
optimalne velikosti objekta. S temi spremembani so rezultati na podatkovni bazi
VOT2016 bolǰsi od rezultatov sledilnika ECO.
3.1.6 gNetTracker
Sledilnik gNetTracker oziroma gNet je podoben sledilniku ECO, le da
namesto globokega nevronskega omrežja VGGNet uporablja značilke globokega
nevronskega omrežja GoogLeNet . Po analizi uporabe značilk iz različnih slojev
so ugotovili, da so najbolǰse značilke za dano arhitekturo nevronskega omrežja
značilke vǐsjih slojev, in ne značilke nižjih slojev, četudi slednje zaradi večje res-
olucije omogočajo bolǰso lokalizacijo.
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3.2 Dolgoročni sledilniki
3.2.1 Tracking, Learning, Detection, TLD
TLD je ustvaril paradigmo, v kateri je dolgoročno sledenje razdelil na tri naloge:
sledenje, učenje in detekcija. Vsaka naloga ima ločeno komponento, ki skrbi za
njeno izvajanje, vse pa delujejo hkrati. Detektor lahko popravi rezultate sledil-
nika, če je to potrebno. To pomeni veliko spremembo v primerjavi s kratkoročnimi
sledilniki - če kratkoročni sledilnik izgubi tarčo, je običajno nima več možnosti
ponovno detektirati.
S kombinacijo sledilnika in detektorja lahko torej ustvarimo dolgoročni sledil-
nik. Sledilniki sicer akumulirajo napako med sledenjem, vendar za delovanje
potrebujejo le inicializacijo. Detektorji ne akumulirajo napake, vendar potrebu-
jejo za delovanje predhodno učenje. Cilj algoritma je uspešna združitev teh dveh
komponent.
Rezultati detektorja algoritma TLD so ocenjeni na vsaki novi sličici. Detekcije
so analizirane s strani dveh strokovnjakov: P-strokovnjak poǐsče zgrešene detek-
cije, N-strokovnjak pa prepozna lažne detekcije. Glede na rezultate teh strokovn-
jakov prilagodimo učne podatke za detektor. Tudi P in N strokovnjaka nista
brez napak, vendar napake ob pogoju, da sta strokovnjaka dovolj kvalitetna in
popolnoma neodvisna, sčasoma konvergirajo proti nizkem deležu. P-strokovnjak
analizira primere, ki so razvrščeni kot negativni (tarče tam ni), N-strokovnjak pa
analizira primere, ki so pozitivni (tarča tam je). Če strokovnjaka ugotovita, da je
primer označen napačno, se primer s spremenjeno označbo vrne v učne podatke.
P-strokovnjak upošteva časovno strukturo v videoposnetku in domneva, da se
objekt premika po trajektoriji, N-strokovnjak pa upošteva prostorsko strukturo
in domneva, da se objekt lahko pojavi le na enem mestu. Slika 3.4 prikazuje
primer uporabe P-strokovnjaka in N-strokovnjaka.
V praksi je detektor implementiran z uporabo drsečega okna in kaskadnim
razvrščevalnikom, ki zmanǰsa računsko zahtevnost. Prva faza detektorja na
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Slika 3.4: V levem stolpcu vidimo tri sličice iz videoposnetka. Na prvi sliki
je označena mreža skeniranja, ki jo obdela detektor. Na sredini vidimo možno
označbo tarč, kjer rdeče točke predstavljajo identificirano tarčo. Taka označba
tarč ni pravilna, saj se tarča nahaja na več lokacijah hkrati, prav tako pa ni
smiselnega časovnega zaporedja. Na desni vidimo označbo tarč, ki je smiselna in
pravilna. Tarča se nahaja le na eni lokaciji hkrati, skozi čas pa gradi smiselno
trajektorijo. Slika je povzeta po [19].
trenutnem oknu najprej preveri varianco slikovnih elementov in odvrže okna
s premajhno varianco relativno na varianco slikovnih elementov izbrane tarče.
Naslednja faza je sestavljena iz več razvrščevalnikov, kjer vsak preveri primerjave
vrednosti slikovnih elementov, iz česar nato sklepa, ali je to tarča. Zadnja stop-
nja temelji na razvrščanju glede na najbližjega soseda z razdaljo normalizirane
križne korelacije okna s shranjenimi učnimi podatki. Ti podatki so odvisni od P-
strokovnjaka in N-strokovnjaka. Slika 3.5 prikazuje delovanje detektorja. Sledil-
nik temelji na metodi Lucas-Kanade za računanje optičnega toka. Sledilnik vse-
buje tudi strategijo za detekcijo lastne odpovedi. Izhoda detektorja in sledilnika
analizira integrator, ki analizira oba izhoda in se odloči za najbolǰsega.
3.2.2 MUlti-Store TrackER, MUSTER
Osnovna ideja za sledilnikom MUSTER [23] se skriva v človeškem modelu pom-
nenja, imenovanem model pomnenja Atkinson-Shiffrin, ki pojasnjuje osnovno
strukturo in funkcijo spomina. Model predpostavlja, da spomin obstaja v treh
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Slika 3.5: Slika prikazuje delovanje detektorja. Okno sličice gre skozi kaskado
za čim večje zmanǰsanje računske potratnosti detektorja. Najprej se preveri vari-
anca vrednosti slikovnih elementov v primerjavi s tarčo, kar takoj zavrne dele
sličic, kot so to npr. nebo (okno številka 1). Naslednja stopnja je uporaba večih
razvrščevalnikov, kjer vsak preverja svoje primerjave posameznih slikovnih ele-
mentov in primerjave zapǐse v binarno kodo. Glede na število binarnih kod, ki
ustrezajo pozitivnim učnim podatkom, se okno lahko sprejme ali zavrne (okno
številka 2). V zadnji stopnji se okno z normalizirano križno korelacijo primerja z
učnimi podatki. Slika je povzeta po [19].
ločenih delih: čutni spomin, kratkoročni spomin in dolgoročni spomin. To je
podlaga za algoritem, ki izvaja robustno sledenje na podlagi kratkoročnega in
dolgoročnega sledilnika z možnostjo ponastavitve.
Kratkoročni spomin je implementiran s kratkoročnim sledilnikom KCF z do-
danim iskanjem optimalne velikosti objekta. Za dolgoročni spomin uporabijo
točke SIFT, ki jih razdelijo na točke tarče in točke ozadja. V vsaki sliki poǐsčejo
točke SIFT in jih razvrstijo v nove točke tarče, točke ozadja ali neznane točke. Te
točke uporabijo za iskanje podobnostne transformacije z algoritmom RANSAC
[35], ki najde novo lokacijo tarče v okviru dolgoročnega sledilnika. S primerjavo
števila točk tarč in točk ozadja na tarči prav tako lahko detektirajo izginotje
ali zakrivanje tarče. Če imata kratkoročni in dolgoročni sledilnik konsistentne
rezultate, se ohrani rezultat kratkoročnega sledilnika, sicer pa rezultat izhaja iz
dolgoročnega sledilnika.
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3.2.3 Clustering of Static-Adaptive Correspondences for Deformable
Object Tracking, CMT
CMT [36] v nasprotju z drugimi sledilniki vsebuje algoritem, ki deluje na primer-
janju geometrijske kompatibilnosti. Vsebuje statični in dinamični vizualni model
objekta. Statični model je osnovan glede na značilne točke iz videza objekta
na prvi sliki. Ta skrbi za ponovno detekcijo objekta po njegovem izginotju.
Dinamični model se spreminja z vsako novo sliko. Lokacije značilnih točk di-
namičnega modela najde s pomočjo optičnega toka. S pomočjo novo definirane
geometrijske mere podobnosti lahko korespondence točk razvrsti v ne-izstopajoče
točke in osamelce. Za značilne točke so avtorji izbrali značilne točke BRISK [37],
vendar algoritem dopušča izbiro kateregakoli detektorja in opisnika značilnih točk.
Slika 3.6 prikazuje osnovno delovanje algoritma.
3.2.4 Fully-Correlational Long-Term Tracker, FCLT
Sledilnik FCLT [27] temelji na uporabi kratkoročnega sledilnika in detektorja
za dolgoročno sledenje. Obe komponenti temeljita na algoritmu korelacijskega
filtra Discriminative Correlation Filter with Channel and Spatial Reliability [38].
FCLT z upoštevanjem maksimalne vrednosti korelacije in izrazitosti maksimuma
korelacije kratkoročnega sledilnika na vsaki sliki izračuna negotovost sledenja.
Če algoritem zazna visoko negotovost pri sledenju, zažene detektor. Detektor
si zapomni filtre, naučene ob prvi sliki in ob zadnjem zanesljivem izgledu tarče.
Najprej ǐsče tarčo glede na filtre, naučene ob zadnjem zanesljivem izgledu, če
pa tarče ne najde, poskuša tarčo najti glede na filtre, naučene ob prvi sliki.
Med detekcijo se dejanski korelacijski odziv pomnoži z Gaussovo funkcijo, ki je
centrirana v zadnji znani lokaciji tarče. Varianca te Gaussove funkcije se s časom
od zadnje zanesljive detekcije veča, dokler tarča ni ponovno najdena. Slika 3.7
prikazuje delovanje detektorja, slika 3.8 pa potek negotovosti ob izginotju objekta
v sledilniku FCLT.
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Slika 3.6: Slika prikazuje osnovno idejo sledilnika CMT. Zgoraj levo vidimo
prvo sliko videa. Z modro barvo je označen pravokotnik, ki označuje našo tarčo.
Značilne točke znotraj tega pravokotnika so definirane kot statične značilne točke.
Desno zgoraj vidimo sliko ob času t − 1, iz katere izhajajo značilne točke di-
namičnega modela. Tako statičnim kot dinamičnim značilnim točkam najdemo
ustrezne pare iz slike ob času t. Glede na vrednost geometrijske mere podobnosti
lahko ujemanja razdelimo na ne-izstopajoče točke in osamelce (spodaj levo). Os-
amelce odstranimo, odstranimo pa tudi značilne točke, ki so si preveč podobne
(spodaj sredina). Izhod algoritma je v obliki rotiranega pravokotnika, ki označuje
domnevan položaj tarče (spodaj desno). Slika je povzeta po [36].
3.3 Metode ocenjevanja
V tem poglavju opisani metodi za ocenjevanje kratkoročnih in dolgoročnih sledil-
nikov izvirata iz metodologije ocenjevanja VOT, ki je ena najbolj popularnih
metodologij za ocenjevanje kratkoročnih sledilnikov. Šele nedavno je metodologija
ocenjevanja VOT začela podpirati tudi ocenjevanje dolgoročnih sledilnikov. Vse
uporabljene metrike, ki so navedene v nadaljevanju, izvirajo iz te metodologije.
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Slika 3.7: Slika levo zgoraj prikazuje tarčo, ki se je po zakrivanju ponovno pojav-
ila. Slika desno zgoraj prikazuje korelacijski odziv. Levo spodaj vidimo Gaussovo
funkcijo, centrirano v zadnji znani lokaciji tarče. Z množenjem korelacijskega
odziva in Gaussove funkcije dobimo kombiniran odziv, prikazan desno spodaj.
Slika je povzeta po [27].
Slika 3.8: Slika prikazuje potek negotovosti lokalizacije tarče (modra barva). Na
prvi sliki (levo) je tarča vidna, korelacijski filter pa vrne visok in izrazit maksimum
rezultata korelacije. Ko tarča izgine (sredina), postane maksimum nižji in manj
izrazit, zaradi česar se poveča mera negotovosti. Ko mera negotovosti preseže
določen prag, se aktivira detektor, ki skuša ponovno lokalizirati objekt. Na zadnji
sliki (desno) se tarča ponovno pojavi, detektor najde tarčo, maksimum pa je
ponovno visok in izrazit. Slika je povzeta po [27].
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3.3.1 Ocenjevanje kratkoročnih sledilnikov
Poznamo tri primarne metrike za ocenjevanje kvalitete kratkoročnih sledilnikov:
točnost, robustnost in pričakovana povprečna točnost. Točnost je povprečno
prekrivanje resničnih in napovedanih pozicij tarče med uspešnim sledenjem. Za
izračun prekrivanja uporabimo Jaccardov indeks Ω(E,F ), ki meri podobnost med









Ta je v sličici ob trenutku t definiran kot presek unije resnične pozicije tarče Gt

















kjer je Ns število sličic v videoposnetku.
Pri ocenjevanju robustnosti štejemo, kolikokrat je sledilnik izgubil tarčo
med sledenjem oziroma šteje odpovedi sledilnika. Če sledilnik zgreši tarčo
(med resnično in napovedano pozicijo ni nobenega prekrivanja), to zaznamo kot
odpoved, sledilnik pa je ponastavljen po petih sličicah. S tem se doseže manǰso
pristranskost in varianco v rezultatih sledilnikov. Prikaz merjenja točnosti je
prikazan na sliki 3.9, merjenje robustnosti z detekcijo odpovedi sledilnika pa na
slikah 3.10 in 3.11.
Mera kvalitete v obliki točnosti in robustnosti sicer pove veliko o kvaliteti
sledilnika, vseeno pa ne omogoča enoznačnega pojmovanja, kateri sledilnik je
bolǰsi od drugega. VOT2015 je zato uvedel metriko pričakovana povprečna
točnost, ki je opisana v nadaljevanju.
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Slika 3.9: Na sliki sta prikazani resnična pozicija tarče Gt in napovedana pozicija
tarče At sledilnika CFCF v videoposnetku, kjer je tarča ladja. Presek je označen
kot At
⋂







. Zanj velja 0 ≤ Ω(At, Gt) ≤ 1.
Slika 3.10: Slika prikazuje graf prekrivanja sledilnika CCOT pri nekem videopos-
netku. Posamezne sličice in prekrivanja so prikazane v sliki 3.11. Ob ničelnem
prekrivanju se zgodi odpoved in sledilnik se ponastavi čez pet sličic.
Obravnavajmo videoposnetek, primeren za kratkoročno sledenje, sestavljen iz
Ns slik. Sledilnik je inicializiran s prvo sliko. Če sledilnik izgubi tarčo, je ne bo več
32 Metode
Slika 3.11: Zaporedje sličic, ki ustreza grafu na sliki 3.10. Levo zgoraj je označena
številka trenutne sličice. Na posamezni sličici je z rdečo barvo in črko G označena
resnična pozicija tarče, z rumeno barvo in črko A pa napovedana pozicija sledil-
nika CCOT. Pri zadnji sličici napovedi ni, saj se takrat zgodi odpoved sledilnika.
našel. Uspešnost sledilnika za Ns dolg videoposnetek predstavimo s povprečnim
presekom ΦNs , kot je definiran v 3.18.
S povprečenjem povprečnih presekov na večjem številu videoposnetkov, dol-
gih Ns sličic, pridobimo pričakovano povprečno prekrivanje, Φ̂Ns = ⟨ΦNs⟩.
Pričakovano povprečno prekrivanje lahko ocenimo za več različnih dolžin video-
posnetkov, tj. Ns = 1 : Nmax. Tako pridobimo krivuljo pričakovanega
povprečnega prekrivanja. Za dejansko metriko pričakovanega povprečnega prekri-
vanja izračunamo povprečje krivulje pričakovanega povprečnega preseka pri







Števili slik Nlo in Nhi izberemo na sledeč način: najprej ocenimo verjetnos-
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tno porazdelitev dolžine videoposnetkov z uporabo jedrne ocene gostote verjet-
nosti (angl. kernel density estimation). Poǐsčemo modus ocenjene verjetnos-
tne porazdelitve dolžine videoposnetkov, nato pa poǐsčemo števili Nlo in Nhi
tako, da je verjetnost pri obeh dolžinah približno enaka, integral verjetnostne
porazdelitve v tem intervalu pa je enak 0, 5. Tak interval torej zajame večino
tipičnih dolžin videoposnetkov. Na sliki 3.12 je prikazana ocenjena verjetnos-
tna porazdelitev dolžin videoposnetkov podatkovne baze, primerne za testiranje
kratkoročnih sledilnikov. Označen je tudi modus porazdelitve in obseg intervala
dolžin [Nlo, Nhi].
Slika 3.12: Slika prikazuje verjetnostno porazdelitev videoposnetkov podatkovne
baze, primerne za testiranje kratkoročnih sledilnikov. Z rumeno barvo je označen
modus porazdelitve, z modro pa dolžine posnetkov, ki pridejo v poštev za
računanje EAO.
Za pridobitev ocene Φ̂ si pomagamo z dejstvom, da VOT ob izgubi tarče sledil-
nik ponastavi. To pomeni, da lahko glede na odpovedi sledilnika videoposnetek
razdelimo na več segmentov, kjer se vsak segment konča s končanim videopos-
netkom ali odpovedjo sledilnika. Pri ocenjevanju Φ̂Ns vse segmente, ki so kraǰsi
od Ns sličic in se niso končali z izgubo tarče, odstranimo, ostale segmente pa po
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potrebi skraǰsamo na Ns sličic, ali pa upoštevamo nično prekrivanje po odpovedi
sledilnika. Nastale segmente smatramo kot Ns sličic dolge napovedi sledilnika. Na
vsakem segmentu izračunamo povprečno prekrivanje, s povprečenjem čez vse seg-
mente pa izračunamo Φ̂Ns . S ponavljanjem tega postopka za vse Ns ∈ [Nlo, Nhi]
dobimo krivuljo pričakovanega povprečnega prekrivanja.
Pri kratkoročnih sledilnikih prav tako ocenjujemo njihovo hitrost izvajanja.
Mera za to je znova definirana znotraj metodologije VOT. Hitrost izvajanja al-
goritma je odvisna od izbire programskega jezika, kvalitete implementacije algo-
ritma in strojne opreme, na kateri poganjamo algoritem. Za zmanǰsanje odvis-
nosti rezultatov od strojne opreme, orodje VOT najprej izmeri čas, ki ga trenutna
strojna oprema potrebuje za filtriranje maksimalne vrednosti slikovnega elementa
sivinske slike velikosti 600× 600 s filtrirnim oknom velikosti 30× 30. Celoten čas
izvedbe algoritma delimo s tem časom, s čimer dobimo osnovno mero hitrosti
ekvivalentne filtrirne operacije (angl. Equivalent Filter Operations - EFO).
3.3.2 Ocenjevanje dolgoročnih sledilnikov
V primerjavi s kratkoročnimi sledilniki morajo biti dolgoročni sledilniki sposobni
tako sporočiti odsotnost tarče, kot tudi ponovno detekcijo tarče. Za ocenjevanje
kvalitete dolgoročnih sledilnikov uporabimo mero natančnosti in priklica.
Naj Gt označuje resnično pozicijo tarče, At(τθ) pozicijo, ki jo vrne sledilnik, θt
mero zaupanja, ki jo sledilnik vrne ob času t, in τθ prag za razvrščanje. Če tarče
ni, velja Gt = ∅, prav tako velja At(τθ) = ∅, če je stopnja zaupanja sledilnika
θt pod pragom τθ. Definirajmo Jaccardov indeks Ω(At(τθ), Gt) po enačbi 3.17.
Napoved sledilnika se ujema z resnično pozicijo, če velja Ω(At(τθ), Gt) ≥ τΩ, kjer
je τΩ zahtevan prag. Natančnost (Pr) in priklic (Re) lahko zapǐsemo kot
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Pr(τθ, τΩ) =




|{t : {Ω(At(τθ), Gt) ≥ τΩ}|
Ng
, (3.21)
kjer je | · | moč množice, Ng število slik z Gt ̸= ∅, Np pa število slik z veljavno
napovedjo At(τθ) ̸= ∅.



















Pr(τθ) se imenuje sledilna natančnost, Re(τθ) pa sledilni priklic. Njihovo sood-
visnost lahko prikažemo na parametriziranem grafu. Izračunamo lahko tudi stan-





Podobno kot pri ocenjevanju kratkoročnih sledilnikov, želimo tudi sedaj
enolično oceniti kvaliteto sledilnika, ki je definirana kot maksimalna vrednost
F-ocene F(τθ).
Opisan način ocenjevanja dolgoročnih sledilnikov je primeren tudi za ocen-
jevanje kratkoročnih sledilnikov. V videoposnetkih, primernih za kratkoročno
sledenje, je tarča vedno vsaj delno vidna, njena pozicija pa je vedno ocenjena z
enakim zaupanjem. V tem primeru je F-ocena enaka povprečnemu prekrivanju.
Pri dolgoročnih sledilnikih smo izračunali še njihovo hitrost. Izmerili smo




V naših eksperimentih uporabljamo dve podatkovni zbirki, ki sta služili kot pod-
laga za kreacijo podatkovnih zbirk, primernih za testiranje kratkoročnih in dol-
goročnih sledilnikov. To sta podatkovni zbirki Marine Obstacle Detection Dataset
1, (MODD1) [39] in 2 (MODD2) [32]. Oba vsebujeta videoposnetke, posnetih na
USV, prikazanem na sliki 4.1. USV je razvilo podjetje Harpha Sea, d. o. o.
Koper. USV poganja vodljiv električni propeler, ki se napaja preko LiPo baterij,
z majhnim radijem zavijanja in maksimalno hitrostjo 2,5 m/s. Mikrokrmilnik
arhitekture ARM skrbi za zavijanje in načrtovanje poti. USV prav tako razpo-
laga z enoto IMU in kompasom. Posnetki so bili pridobljeni v Koprskem zalivu.
Slika 4.1: Plovilo, uporabljeno za zajem posnetkov, iz podatkovnih zbirk MODD1
in MODD2. Slika je povzeta po [32].
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V MODD1 so za zajem posnetkov uporabili kamero Axis 207 W, ki je bila
približno 0,7 metrov oddaljena od morske gladine in s pogledom naprej. Zorni kot
kamere je približno 55◦. USV je ročno vodil človeški strokovnjak. Strokovnjak je
USV namenoma izpostavil situacijam, ki bi USV lahko ogrožale, npr. premikanje
proti oviri ali bližina ovire. USV je plul znotraj 200 meterske oddaljenosti od
obale. MODD1 vsebuje 12 videoposnetkov s skupaj 4454 sličicami resolucije
640×480. Posnetki so bili za čim večjo vizualno raznolikost posneti pod različnimi
vremenskimi pogoji v časovnim okviru nekaj mesecev.
MODD2 je namesto kamere Axis 207 W uporabil stereo kamero Vrmagic VR-
mMFC z zornim kotom približno 60◦. Tudi ta kamera je nameščena približno
0,7 metrov nad morsko gladino s pogledom naprej od USV. MODD2 vsebuje 28
posnetkov s skupaj 11675 sličicami resolucije 1278× 958. Posnetki so bili za čim
večjo vizualno raznolikost posneti pod različnimi vremenskimi pogoji v časovnim
okviru nekaj mesecev.
Vsaka sličica videoposnetkov MODD1 in MODD2 je anotirana s pravokotniki,
ki predstavljajo ovire na vodi. Stranice pravokotnikov so poravnane s koordinat-
nim sistemom slike. Ovire so razdeljene na velike in majhne ovire. Velika ovira je
definirana kot ovira, ki je vizualno nad robom vode. Majhne ovire ne segajo čez
rob vode, ki je na slikah dodatno označen. Slike so bile označene ročno in prever-
jene s strani strokovnjaka. Označeni objekti v videoposnetkih so različnih vrst.
To so lahko boje, zasidrana jadrnica, potapljač na morski gladini, premikajoč se
čoln ali ladja. Primer označene tarče prikazuje slika 4.2.
MODD2 zaradi uporabe stereo kamere vsebuje posnetke leve in desne kamere.
Za analizo sledenja so bili izbrani posnetki leve kamere.
4.1.1 Podatkovna zbirka za ocenjevanje kratkoročnih sledilnikov
Podatkovni zbirki MODD1 in MODD2 je bilo treba za ocenjevanje kvalitete
sledilnikov na videoposnetkih z orodjem VOT konvertirati v ustrezno obliko.
Posamezne sličice nastopajo kot samostojne slike formata JPG. Resnične pozicije
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Slika 4.2: Slika prikazuje primer sličice v videoposnetku, ki vsebuje tarčo, ki
ji mora sledilnik slediti in pravokotnikom, ki predstavlja resnično pozicijo tarče.
Vse tarče so označene s pravokotnikom, ki ima stranice poravnane s koordinatnim
sistemom slike. Drugi primeri tarč so npr. boje, jadrnice, potapljač ...
tarč so zapisane v tekstovni datoteki za vsako sličico v obliki [x, y, širina, vǐsina],
kjer x in y označujeta koordinato leve zgornje točke.
V okviru kratkoročnega sledenja lahko hkrati sledimo le eni tarči, videopos-
netki pa včasih vsebujejo več tarč. Take videoposnetke smo sprocesirali tako,
da smo iz njih naredili več videoposnetkov, primernih za testiranje kratkoročnih
sledilnikov. Kratkoročni videoposnetki so karakterizirani z naslednjimi lastnos-
tmi:
• Tarča je ob inicializaciji sledilnika popolnoma vidna.
• Videoposnetek se konča, ko del tarče ni več popolnoma viden.
• Videoposnetek se šteje kot primeren, če tarča v njej nikoli ni zaide izven
zornega kota kamere in je nek drug objekt nikoli popolnoma ne zakriva.
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Za ohranjanje pravilne anotacije tarč v videoposnetkih je skrbel algoritem, ki
je glede na začeten objekt v vsaki novi sličici računal seštevek evklidskih razdalj
od vseh točk pravokotnika tarče preǰsne sličice do točk pravokotnika nove sličice.
Izbrana je tista anotacija z minimalno evklidsko razdaljo. Vse videoposnetke smo
nato vizualno preverili in popravili za skladnost objektov z njihovimi anotacijami.
Iz obeh podatkovnih zbirk smo skupaj ustvarili 68 videoposnetkov, primernih
za kratkoročno sledenje. Dolžine videoposnetkov so se razlikovale, najkraǰsi video-
posnetek je štel le 20 sličic, medtem ko je najdalǰsi štel 900 sličic. Histogram dolžin
videoposnetkov z razdelkom 100 sličic je na sliki 4.3.
Slika 4.3: Slika prikazuje histogram dolžin 68-ih videoposnetkov v bazi za ocen-
jevanje kratkoročnih sledilnikov. Presledki med stolpci so na vsakih 100 sličic.
4.1.2 Podatkovna zbirka za ocenjevanje dolgoročnih sledilnikov
Iz obeh podatkovnih zbirk smo prav tako ustvarili videoposnetke, ki so primerne
za dolgoročno sledenje. Imele so naslednje lastnosti:
• Na začetni sličici je tarča popolnoma vidna.
• Tarča mora med videoposnetkom ali izginiti iz zornega kota kamere ali biti
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skrita za nekim drugim objektom tako, da je anotacija njene pozicije tedaj
nična.
• Videoposnetek se konča, ko tarča izgine iz zornega kota kamere in se vanj
ne vrne več.
Anotiranje je ponovno potekalo s pomočjo algoritma, opisanega v preǰsnem
podpoglavju, le da smo tukaj upoštevali tudi izginotja tarč. Neprisotnost tarče
smo anotirali kot NaN (angl. Not a Number). Ustvarjenih je bilo 16 dolgoročnih
videoposnetkov minimalne dolžine 70 sličic in maksimalne dolžine 819 sličic. His-
togram dolžin posnetkov z razdelkom 100 sličic je prikazan na sliki 4.4.
Slika 4.4: Slika prikazuje histogram dolžin 16-ih videoposnetkov v bazi za ocen-
jevanje dolgoročnih sledilnikov. Presledki med stolpci so vsakih 100 sličic.
4.2 Rezultati
Rezultati so bili dobljeni s pomočjo orodja VOT, ki skrbi za komunikacijo s kodo
sledilnikov, podpira pa tudi podrobno analizo rezultatov. Eksperimenti so bili
izvedeni na sistemu s procesorjem Intel Core i7-4771 3,5 GHz, 16 GB spomina
RAM, grafično kartico GeForce GTX 1060 6GB in operacijskim sistemom Ubuntu
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16.04. Grafična kartica podpira knjižnico CUDA, ki je uporabljena pri testiranjih
kratkoročnih sledilnikov.
Algoritme smo pognali za pet najuspešneǰsih sledilnikov VOT, kjer je
uspešnost definirana kot vrednost metrike pričakovanega povprečnega prekri-
vanja EAO na ločeni podatkovni zbirki. Na sledilnikih smo zagnali dva ra-
zlična tipa eksperimentov. Prvi je bil nadzorovan eksperiment, kjer sledilnik
običajno sledi tarči in pri vsaki sličici čakamo na njegovo napoved. Drugi tip
eksperimenta je imenovan realnočasovni eksperiment. Pri tem eksperimentu v
primeru, da sledilnik še ni uspel napovedati nove pozicije tarče, uporabimo model
zadrževalnika ničtega reda. Če je nova sličica na voljo, še preden sledilnik za
trenutno sličico napove pozicijo tarče, je kot napovedana pozicija tarče izbrana
zadnja napovedana pozicija. Na sledilnik čakamo samo v prvi sličici, da se ima čas
inicializirati. Tak eksperiment je zanimiv predvsem s stalǐsča integrirane uporabe
takih sledilnikov v USV.
Sledilniki so bili testirani z orodjem VOT v okviru tekmovanja VOT2017, ki
za njihovo testiranje zahteva odprtokodne sledilnike. Komunikacija med orod-
jem VOT in sledilniki je potekala po komunikacijskem protokolu TraX [40], ki
podpira programske jezike MATLAB, Python in C++. Odprtokodna različica
sledilnika CCOT protokola TraX ni podpirala, zato smo jo dodali sami. Vsi te-
stirani kratkoročni sledilniki so implementirani v programskem jeziku MATLAB.
Testiranje dolgoročnih sledilnikov je bilo izvedeno z orodjem, opisanim v [6].
Na dolgoročni podatkovni zbirki smo testirali pet različnih sledilnikov. Glavni
namen testiranja je primerjava štirih dolgoročnih sledilnikov, ki imajo zmožnost
ponovne detekcije tarče kjerkoli na sliki, kot je prikazano v [6]. Sledilnike, ki so
bili v tem članku označeni kot psevdo-dolgoročni sledilniki zaradi nezmožnosti
ponovne detekcije tarče kjerkoli, razen v neposredni bližini izginotja tarče, nismo
testirali. Za primerjavo testiramo še kratkoročni sledilnik ECO. Kvaliteto v ob-
liki priklica, natančnosti in F-ocene kratkoročnega sledilnika lahko ocenimo, če
sledilniku k izbrani poziciji dodamo neko mero zaupanja.
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Sledilniki ob vsaki napovedi pozicija tarče sporočijo še njihovo lastno mero
zaupanja, ki so definirane kot v [6]. Mera zaupanja za sledilnik TLD je mera
podobnosti, ki je osnovana na normalizirani križni korelaciji, sledilnika MUSTER
in ECO uporabljata maksimalno vrednost korelacijskega odziva, FCLT uporablja
lastno mero negotovosti, CMT pa število najdenih ključnih točk.
Vsi testirani dolgoročni sledilniki so implementirani v programskem jeziku
MATLAB, razen sledilnika CMT, ki je implementiran v jeziku Python. Delo-
vanje sledilnikov smo analizirali tudi s stalǐsča hitrosti izvedbe. Izračunali smo
bil povprečen čas in maksimalen čas procesiranja sličic ter čas ob inicializaciji
sledilnika.
4.2.1 Rezultati kratkoročnega sledenja
4.2.1.1 Nadzorovan eksperiment
Tabela 4.1 prikazuje rezultate sledilnikov na podatkovni bazi, primerni za
kratkoročno sledenje, v obliki pričakovanega povprečnega prekrivanja EAO,
povprečnega prekrivanja AO in števila odpovedi čez vse posnetke. Interval dolžine
posnetkov za meritev EAO je obsegal od 21 do 175 sličic. Z odebeljeno rdečo barvo
je označen najbolǰsi rezultat, z modro drugi najbolǰsi rezultat in z zeleno tretji
najbolǰsi rezultat. Na sliki 4.5 je krivulja EAO vsakega sledilnika.
Tabela 4.1: Rezultati nadzorovanega eksperimenta
EAO AO Odpovedi
CFCF 0,6068 0,6178 4
CCOT 0,6031 0,6114 4
CFWCR 0,6486 0,6206 2
ECO 0,6107 0,6202 4
gNetTracker 0,5868 0,5996 5
Sledilnik CFWCR se izkaže kot najbolǰsi z vrednostjo EAO 0,6486 in le dvema
odpovedima v 68 videoposnetkih. Sledilnik je sicer na tekmovanju VOT2017
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Slika 4.5: Krivulja EAO na nadzorovanem eksperimentu.
izmed vseh naših testiranih sledilnikov dosegel najslabše, peto mesto, sledilnik
CCOT, ki je na VOT2017 dosegel najbolǰsi rezultat, pa je po naših testih četrti.
S primerjavo vrednosti EAO s tekmovanjem VOT2017 lahko opazimo, da so naši
videoposnetki za sledenje veliko lažji za preizkušene sledilnike. Najbolǰsi sledilnik
na tekmovanju VOT2017, sledilnik CCOT, je namreč dosegel le 0,203 vrednosti
EAO. Pridobljeni rezultati kažejo na izredno dober uspeh sledilnikov na danih
videoposnetkih v vodnem okolju.
S podrobno analizo sledilnikov na posameznih posnetkih lahko vidimo, v
kakšnih videoposnetkih imajo sledilniki največ težav. Večina videoposnetkov,
kjer imata vsaj dva sledilnika najmanj eno odpoved, je karakteriziranih z visoko
hitrostjo rotacije plovila v kombinaciji z zmernim valovanjem, kar povzroči ve-
like nenadne spremembe pozicije tarče. En problematičen videoposnetek vsebuje
delno zakrivanje tarče za kraǰsi čas. Sledilniki robustno sledijo ob spremembah ve-
likosti in osvetljenosti tarče. Obstaja le en videoposnetek, kjer odpovejo prav vsi
sledilniki. Ta videoposnetek vsebuje majhno tarčo z veliko hitrostjo premikanja
skozi sličice, kar je prikazano na sliki 4.9.
Analizo hitrosti izvajanja sledilnikov prikazuje tabela 4.2. Na tabeli sta
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prikazani dve različni enoti: sličice na sekundo (angl. Frames per Second, FPS )
in normalizirane enote, imenovane ekvivalentne filtrirne operacije EFO.







Opazimo, da se v analizi hitrosti delovanja sledilnikov pojavijo večje razlike.
Najhitreǰsi sledilnik je ECO, ki dosega vrednost EFO 1,08, kar je značilno več od
ostalih sledilnikov. Opazimo lahko, da sta nadgradnji sledilnika ECO (sledilnika
CFWCR in gNetTracker) poslabšali njegovo hitrost, pri čemer sledilnik CFWCR
to vsaj delno kompenzira z večjo vrednostjo EAO.
4.2.1.2 Realnočasovni eksperiment
Rezultati realnočasovnega eksperimenta po kriteriju vrednosti EAO so v tabeli
4.3. Mera EAO je bila ponovno računana na intervalu dolžine od 21 do 175 sličic.
Krivulje EAO so na sliki 4.6. Najbolǰsi sledilnik v realnočasovnem eksperimentu
je sledilnik ECO, kar je glede na rezultate hitrosti sledilnikov pričakovano. Pre-
senetljivo je drugo mesto zasedel sledilnik CCOT, čeprav na testu hitrosti sledil-
nikov zaseda zadnje mesto. Glede na majhne razlike med rezultati sklepamo, da
so razlike v zaporedju sledilnikov glede na EAO najbrž posledica naključja.
Vrednosti EAO kažejo na močno poslabšanje v kvaliteti sledenja pri re-
alnočasovnem eksperimentu. Rezultat najbolǰsega sledilnika je kar petkrat slabši
od rezultata, dobljenega pri nadzorovanem eksperimentu.
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Slika 4.6: Krivulja EAO pri realnočasovnem eksperimentu
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4.2.2 Rezultati dolgoročnega sledenja
Na sliki 4.7 je graf vrednosti povprečne natančnosti in priklica, ki je
parametriziran s pragom razvrščanja posameznega sledilnika τθ. Vrednosti
natančnosti in priklica sta pri nekem pragu razvrščanja τθ izračunani na vsakem
videoposnetku, nato pa povprečeni preko vseh videoposnetkov. S krogcem so
označene vrednosti priklica in natančnosti, ki ustrezajo največji pripadajoči F-
oceni. Vrednosti na sliki 4.8 so izračunane iz vrednosti povprečne natančnosti
in priklica na sliki 4.7. Prikazuje odvisnost F-ocene od praga razvrščanja
posameznega sledilnika. Maksimalne vrednosti F-ocene so v tabeli 4.4.
Slika 4.7: Graf primerjave natančnosti in priklica, parametriziran s pragom
razvrščanja τθ.








Slika 4.8: Graf F-ocene v odvisnosti od indeksirane meje razvrščanja
Rezultati kažejo na uspešnost sledilnika TLD v primerjavi z ostalimi sledilniki.
Sledilnik ECO je presenetljivo drugi, čeprav je smatran kot kratkoročni sledilnik.
Sledilnika MUSTER in FCLT imata enak rezultat, najslabši pa je sledilnik CMT.
Sledilnik TLD je tudi edini, ki uspe slediti objektu pri scenariju v videoposnetku,
kjer odpovedo vsi kratkoročni sledilniki, kar je prikazano na sliki 4.9. Ob ponovni
pojavitvi jo tudi uspešno ponovno zazna.
Dobljeni rezultati dolgoročnih sledilnikov na morski gladini so nasprotni od
rezultatov, pridobljenih v [30]. Tam sicer neposredne primerjave s sledilniki, testi-
ranimi v našem delu, niso opravili, so pa ugotovili, da je sledilnik TLD na njihovi
morski podatkovni bazi slabši od sledilnika KCF v natančnosti, priklicu in stopnji
lažnega alarma. KCF je hiter sledilnik, vendar na tekmovanju VOT2017 dosega
manj kot polovico vrednosti EAO vseh tukaj testiranih kratkoročnih sledilnikov.
Prav tako se naši rezultati bistveno razlikujejo od rezultatov v [6], vendar se
tam ne omejujejo na videoposnetke morske površine, kar omogoča izbiro širšega
nabora tarč. Na naših posnetkih tako nimamo tarč, ki bi med posnetkom sprem-
injale obliko, kar bi sicer zahtevalo hitro adaptacijo vizualnih modelov sledilnikov.
To najbrž pripomore k uspehu sledilnika TLD v naših testih. Sledilnik TLD je v
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Slika 4.9: Sličice videoposnetka, kjer TLD kot edini sledilnik (upoštevaje tudi
kratkoročne sledilnike) uspe slediti tarči brez odpovedi. V levem zgornjem kotu
je zapisana številka sličice videoposnetka. Z rdečim pravokotnikom je označena
resnična pozicija tarče, z rumenim pa napovedana pozicija sledilnika TLD. Opaz-
imo, da gre za majhno tarčo, ki ima ob začetku videoposnetka visoko stopnjo
premikanja, saj se plovilo tedaj hitro rotira. Ta del videoposnetka je vsebovan
v obeh podatkovnih bazah, saj je zaradi izginotja in ponovne pojavitve tarče
prvotni videoposnetek primeren tudi za izdelavo videoposnetka, primernega za
testiranje dolgoročnih sledilnikov.
njihovih rezultatih dosegel le 0,27 F-ocene, najbolǰsi pa je bil sledilnik FCLT z 0,48
F-ocene. Tako kot v našem testu, je tudi tam sledilnik CMT dosegel najslabše
rezultate. Eden od razlogov za slabe rezultate na naši podatkovni bazi je najbrž
tudi ta, da CMT deluje popolnoma na podlagi značilnih točk, te pa potrebujejo
tarče s teksturo. Veliko naših tarč je boj, ki odražajo le malo teksture.
Zaradi velikih sprememb kvalitete delovanja sledilnikov v odvisnosti od
vizualnih lastnosti videoposnetkov smo videoposnetke razdelili glede na vizualne
atribute, pri čemer smo se zgledovali po atributih v [6]. V tabeli 4.5 so naštete
uporabljene lastnosti in število videoposnetkov pri posamezni lastnosti. Premik
kamere pomeni premik našega USV relativno glede na tarčo. Hitri premiki so
lahko prisotni zaradi hitrega obračanja USV, večjega valovanja ali kombinacije
teh dveh faktorjev. Podobni objekti so prisotni le v enem posnetku, ko imamo
opravka z dvema dokaj podobnima jadrnicama. Največ videoposnetkov vsebuje
vsaj en umik tarče iz zornega kota kamere. Videoposnetku smo dali lastnost
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spremembe pogleda, ko ima tarča po umiku vidno spremenjen videz.
Na sliki 4.10 lahko vidimo rezultate maksimalnih F-ocen pri posameznih last-
nosti. Opazimo, da sledilnik TLD deluje bistveno bolǰse od drugih sledilnikov pri
hitrih premikih tarče, kar je opisano tudi v sliki 4.9. Vsi sledilniki, razen CMT,
brez težav sledijo ob delnem zakrivanju tarče. Pri podobnih objektih imata na-
jbolǰsi rezultat sledilnika MUSTER in ECO, FCLT pa najslabšega, vendar je
tu prisoten le en videoposnetek. Sledilnik FCLT je dosegel najbolǰse rezultate
pri spremembah velikosti tarč, TLD pa se je pri tem izkazal malenkost slabše.
Podobno je tudi pri spremembi pogleda na tarčo. Pri umiku iz zornega kota, kjer
nastopa tudi največ videoposnetkov, je najbolǰsi TLD, presenetljivo pa mu sledi
ECO, čemur najbrž botruje to, da se tarča vedno vrne v kader iz strani, kjer ga
je zapustila.
Na slikah 4.11, 4.12 in 4.13 so prikazani nekateri scenariji, ki ustrezajo pol-
nemu zakrivanju, spremembi velikosti in spremembi pogleda ter podobnim ob-
jektom kot lastnosti pripadajočim videoposnetkom. Iz videoposnetka prikažemo
določene sličice, katerih zaporedna številka v videoposnetku je označena levo zgo-
raj. Posamezne napovedi sledilnikov so označene s pravokotniki. Označene so
le napovedi, ki so imele mejo razvrščanja nad pragom razvrščanja, ki je ustrezal
najvǐsji F-oceni. Na desni zgornji strani vsake sličice je označena legenda vseh
sledilnikov, ki na trenutni sličici napovedujejo pozicijo tarče. Za vsak scenarij
poskušamo analizirati tudi vzrok za slabo delovanje nekaterih sledilnikov.
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Tabela 4.5: Število videoposnetkov posamezne vizualne lastnosti videoposnetkov,








Umik iz zornega kota 14
Sprememba pogleda 4
*
Slika 4.14 prikazuje hitrost delovanja dolgoročnih sledilnikov v obliki
povprečnega časa procesiranja, maksimalnega časa in časa ob inicializaciji. Na-
jpočasneǰsi sledilnik je MUSTER zaradi počasne ekstrakcije SIFT značilk. Na-
jhitreǰsi sledilnik je CMT. Za sledilnik ECO opazimo izredno velik čas inicializacije
(izven mej osi y) zaradi inicializacije parametrov globokega nevronskega omrežja.
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Slika 4.10: Primerjave maksimalnih F-ocen na videoposnetkih, porazdeljenih po
njihovih vizualnih atributih.
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Slika 4.11: Slika prikazuje tri sličice videoposnetka z atributom polnega zakri-
vanja skupaj z napovedmi sledilnikov. Označene so tiste napovedi sledilnikov,
ki imajo mero zaupanja večjo ali enako od praga maksimalne vrednosti F-ocene.
Tarča je v tem videoposnetku majhna boja, ki jo med sledenjem popolnoma za-
krije ploveči čoln. Na levi sličici so označeni sledilniki TLD, FCLT in ECO, ki so
tudi edini sledilniki, ki do tega trenutka dajejo napoved. Sledilnika MUSTER in
CMT zaradi uporabe ključnih točk za delovanje delujeta slabo na majhnih tarčah
in na tem posnetku hitro izgubita tarčo. Ob zakrivanju tarče (srednja sličica) vsi
sledilniki pravilno ne dajejo nobene napovedi. Po ponovni pojavitvi tarče (desna
sličica) jo ponovno detektirata le sledilnika TLD in FCLT, ECO pa najbrž zaradi
prehitre adaptacije vizualnega modela tarče ne najde več.
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Slika 4.12: Slika prikazuje tri sličice videoposnetka z atributoma spremembe
velikosti in spremembe pogleda skupaj z napovedmi sledilnikov. Tarča je tu
večja boja, ki zaradi rotacije plovila izgine iz zornega kota kamere na levi strani
slike. Pred izginotjem (leva sličica) vsi sledilniki pravilno sledijo tarči. Ob
izginotju (srednja sličica) se po določenem času začne pojavljati lažna detekcija
tarče sledilnika MUSTER. Ob ponovni pojavitvi tarče (desna sličica) s spremen-
jeno velikostjo in spremembo pogleda tarčo pravilno detektira le sledilnik FCLT,
medtem ko MUSTER detektira zunanji del tarče. TLD na danem videoposnetku
ne opravi ponovne detekcije, čemur najbrž največ botruje spremenjena osvetl-
jenost tarče, zaradi česar binarne kode primerjav slikovnih elementov niso več
podobne preǰsnim, vrednosti normalizirane križne korelacije pa so nižje.
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Slika 4.13: Slika prikazuje tri sličice videoposnetka z atributom podobnih ob-
jektov skupaj z napovedmi sledilnikov. Tarča je tu leva jadrnica, ki je podobna
jadrnici na sredini sličice. Na levi sličic pred izginotjem tarče vsi sledilniki sledijo
jadrnici. Ob izginotju (srednja sličica) vsi sledilniki pravilno ne dajejo nobene
napovedi. Ob ponovni pojavitvi tarče na desni sličici vsi sledilniki razen FCLT
pravilno detektirajo tarčo. Po pregledu napovedi sledilnika FCLT se izkaže, da ta
ob izginotju tarče detektira srednjo jadrnico, ki jo uporabi za posodobitev svojega
vizualnega modela. To je tudi razlog, da ob ponovni pojavitvi leve jadrnice te
ni ponovno detektiral. Na sličicah ob in po izginotju tarče detekcija sledilnika
FCLT sicer ni prikazana, saj je njegova mera zaupanja detekcije srednje jadrnice
pod pragom maksimalne F-ocene.
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Slika 4.14: Čas procesiranja dolgoročnih sledilnikov in sledilnika ECO v
milisekundah. Z rumeno je označen čas inicializacije, z rdečo povprečni čas proce-
siranja, z modro pa maksimalen čas procesiranja sličic. Pri sledilniku ECO je ini-
cializacijski čas pri 12301 milisekundah izven okvirjev in v grafu ni prikazan. Na
tak čas najbolj vpliva inicializacija parametrov globokega nevronskega omrežja.
5 Zaključek
V magistrskem delu smo predstavili analizo kratkoročnih in dolgoročnih sledil-
nikov na videoposnetkih morskega okolja, posnetih s površinskim avtonomnim
sistemom. V ta namen smo iz obstoječih podatkovnih baz MODD1 in MODD2
zgradili dve podatkovni bazi. Prva je namenjena testiranju kratkoročnih sledil-
nikov, druga pa dolgoročnih sledilnikov. Na njih smo testirali nekaj trenutno
najbolǰsih odprtokodnih kratkoročnih in dolgoročnih sledilnikov in primerjali nji-
hove rezultate.
Rezultati kratkoročnih sledilnikov so na naši podatkovni zbirki zelo dobri, saj
sledilniki nimajo večjih problemov s sledenjem v vodnem okolju. Za najbolǰsi
kratkoročni sledilnik se je izkazal sledilnik CFWCR, ki je na vseh 68 video-
posnetkih podatkovne baze za kratkoročno sledenje pri sledenju dosegel le dve
odpovedi. Rezultati kažejo na primernost uporabe kratkoročnih sledilnikov na
morskem okolju. Dodatno smo preverili njihovo hitrost izvajanja, in izvedli še
realnočasovni eksperiment, kjer se kvaliteta sledenja močno poslabša.
Eksperimenti z dolgoročnimi sledilniki so pokazali na večje razlike v kvaliteti
sledenja med posameznimi sledilniki. Za najbolǰsi dolgoročni sledilnik se je izkazal
sledilnik TLD. Zaradi razlik v kvaliteti sledenja v odvisnosti od vizualnih last-
nosti videoposnetka smo rezultate prikazali še za vsako skupino videoposnetkov,
kjer posamezna skupina vsebuje videoposnetke z enako vizualno lastnostjo. Za
dolgoročne sledilnike smo analizirali še čas inicializacije in obdelave sličic.
Možnosti nadaljnega dela je veliko. Na podatkovni bazi bi lahko testirali
še sledilnike, ki so dosegali najbolǰse rezultate v realnočasovnih eksperimentih v
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VOT2017. Te bi lahko primerjali s tu dobljenimi rezultati. Spremenili bi lahko
tudi obstoječe sledilnike ali ustvarili nove. Podatkovna baza MODD2 namreč
vsebuje posnetke stereo kamer, kar bi lahko uporabili za izdelavo ali adaptacijo
obstoječega sledilnika, ki za detekcijo in sledenje uporablja informacije globinske
slike, pridobljene s kalibrirano stereo kamero. To bi lahko združili tudi z infor-
macijami senzorja IMU, s katerim bi sklepali o položaju tarče ob zasukih USV.
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