Abstract. The GMRES method for solving nonsymmetric linear equations is generally used with restarting to reduce storage and orthogonalization costs. Restarting slows down the convergence.
1. Introduction. The GMRES method [32] is popular for solving the large nonsymmetric system of linear equations (1) Ax b.
But GMRES is generally used with restarting, and this slows down the convergence. We examine a way to retain some of the information lost at the time of the restart.
The convergence can be improved in many situations. This section gives background material on GMRES. Section 2 gives the new method and analyzes its effectiveness for certain cases. Section 3 discusses the implementation and the expenses. Examples and comparisons are given in 4, and 5 looks at the possibility of having a procedure that selects the number of approximate eigenvectors and decides how long they should be used.
For symmetric problems, the conjugate gradient method [13] , [17] is often the best iterative method. It extracts an approximate solution from the Krylov subspace Span{b, Ab, A2b,... ,Am-lb}. There is an efficient recurrence formula for generating a sequence of orthogonal vectors that span the Krylov subspace. Also the convergence properties are fairly well understood for a Krylov subspace. They depend on the eigenvalue distribution, h simple bound for the minimum residual version [15] , [17] , [28] where r is the residual vector b-Ak, and is the approximate solution. Also a _--is the condition number, the ratio of largest to smallest eigenvalues. So convergence *Received by the editors August 18, 1993 ; accepted for publication (in revised form) by A. The actual convergence rate often improves as the method proceeds [4] , [5] , [7] , [35] . This is because some of the outlying eigenvalues are effectively eliminated from the spectrum once the Krylov subspace contains a good approximation to the corresponding eigenvector. Another good thing about the conjugate gradient method is that the convergence can usually be improved by preconditioning (multiplying (1) by an approximate inverse to A) [3] , [6] , [13] , [15] , [23] .
The conjugate gradient method can be generalized to nonsymmetric problems in several ways. The three main approaches are the nonsymmetric Lanczos algorithm [19] , [20] , [37] , the conjugate gradient method applied to the normal equations (CGNE) [8] , [16] , and GMRES [32] . The nonsymmetric Lanczos method is similar to the conjugate gradient method in that it uses a Krylov subspace and has a recurrence formula. The algorithm is unstable, but improvements have been made [11] , [12] , [14] , [18] , [29] , [36] . In particular, the QMR version [11] , [12] has attracted attention. The CGNE method transforms to another problem (the normal equations), so the convergence properties are different. Often convergence is much slower. Nevertheless there are some problems, particularly indefinite and fairly nonsymmetric ones, for which CGNE is best [26] . GMRES is currently a popular method for large nonsymmetric problems (see, for example, [21] , [27] ). It uses the Arnoldi algorithm [1] , [30] , [31] , [37] Ilrll < 211ZIIIIZ-111(1-+ 1) (see [32] for similar but more general results). Again 1' but here it is not necessarily the same as the standard condition number. For more highly nonnormal matrices, convergence properties are more complicated. Some analysis has been done, especially if all of the eigenvalues are in an ellipse not containing the origin (see [9] , [22] , [30] [31] [32] We note that information about the eigenvalues and eigenvectors of A is available during GMRES. They can be calculated with the Arnoldi method for eigenvalues [1] , [30] , [37] . Eigenvalue calculations have been used before in conjurction with GMRES to implement hybrid methods (see [10] , for example).
We investigate saving approximate eigenvectors of A corresponding to the smallest eigenvalues in magnitude. These vectors are added to the new subspace. The motivation for this is that if a converged eigenvector is added to the subspace, the corresponding eigenvalue is effectively eliminated from the spectrum or deflated. Convergence proceeds according to the modified spectrum. This is demonstrated in the the following theorem for the case of real and positive eigenvalues. We let "effective condition number," and assume that the initial guess x0 is zero. Since the solution minimizes the residual norm, it will be at least as good as any choice we make. Pick q to be the shifted-and-scaled Chebyshev polynomial that is small over the interval [Ak+l, An] . Then 
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where q is a polynomial of degree m or less such that q(O) 1. Proof. Similar to (6), we can derive The second term in the right-hand side of (8) After 12 runs, the eigenvector method has a residual norm of 0.42e-9 compared to 0.15e-4 for standard GMRES. See Fig. 1 for a graph of the convergence. After iteration 100, the eigenvector method converges more than twice as fast. This is roughly as predicted by (7), even though the Krylov portion of the subspace is smaller for the eigenvector method than for the regular GMRES. At iteration 100, after four runs, the eigenvector approximations are not very accurate. The approximate eigenvalues are 1.01, 2.20, 3.86, and 6.10, and the corresponding residual norms range from 0.13 to 1.9. But already the eigenvectors are accurate enough to assist convergence. After eight runs, the approximate eigenvalues are more accurate with from 8 to 2 significant digits and.. residual norns from 0.13e-3 to 0.17. Next, methods requiring about the same storage are compared. The eigenvector method with m 17 and k 4 reaches residual norm of 0.22e-6 after 12 runs (see Table 1 ). This is still better than GMRES (25) , even though smaller subspaces are used and far less matrix-vector products are required. If an equal number of matrix-vector Table 4 ). Removing the four smallest eigenvalues does not have much effect on the spread of eigenvalues. The two methods are roughly equivalent when using the same size subspace. With equal storage, standard GMRES is one order of magnitude better after 15 runs and the eigenvector method is a little better after each has taken 375 matrix-vector products. Even in this difficult situation, using eigenvectors does not substantially decrease efficiency. In another test with five approximate eigenvectors (m 20, k 5), the method does not improve. The reason is that approximations to the five smallest eigenvalues do not develop in time to substantially help. The eigenvalues are so close together that they are difficult to compute (after 15 runs, the five approximate eigenpairs have residual norms no smaller than 0.05). Here the eigenvalue problem is apparently more difficult than the linear equations problem and the eigenvector approximations never become accurate enough to really help (see Table 5 ). After run 10, the approximation to the smallest eigenvalue has residual norm 0.26e-1 and this does not improve during the next 30 runs. For comparison, during the test with n 100, the approximation to the smallest eigenvalue has residual norm 0.13e-3 after 10 runs, and it slowly improves.
Example 6 . This example has a standard test matrix (see Table 6 ). The rest of this section has comparisons with the quasiminimal residual, or QMR, method of Freund and Nachtigal [12] and the QMR transpose-free variant, TFQMR [11] . Because these methods do not restart, they have an advantage for difficult problems that require large subspaces. The quasiminimization in QMR controls much of the instability, but it does not insure that the subspace is used as effectively as in GMRES.
In the tests here, TFQMR uses standard weights [11] and QMR has unit weights.
The right-hand side of all 1.0's is used for both of the initial vectors. The look-ahead feature is not used [12] , [22] . Convergence of QMR and TFQMR is monitored with the approximate residual norms given in [11] , [12] . The matrices from Example 5 are left out because of their small size: while QMR reaches convergence faster than the GMRES methods, it is only after the dimension of the subspace is larger than the size of the problem (actually QMR is unstable, but it does converge when an initial vector is changed). matrix-vector product per iteration, and the GMRES with eigenvectors method requires one for each Krylov vector but no matrix-vector products for the approximate eigenvectors. For these examples, TFQMR always converges in the least number of iterations, while GMRES with eigenvectors always uses the fewest matrix-vector products. Figure 2 also shows TFQMR converging in less iterations for the matrix from Example 2, but GMRES with eigenvectors uses less than half the number of matrixvector products (see Table 7 ). For one more comparison not included in the (19) . Once these components have been reduced to the desired magnitude specified by rtol, the approximimate eigenvectors are no longer needed. The switch is done if both (17) and (19) In the tests that follow, the method begins with m 21 and k 4, then switches to GMRES (25) . However, we note that if storage is the limiting factor, the switch could have been to GMRES (29) . For the problem in Example 1 with rtol 1.e-9, the switch is made when (17) and (19) are satisfied after eight runs. Then after 12 runs the residual norm is 0.26e-9. This is just as good as if eigenvectors are kept for all of the runs. See Table 9 . For Example 2 with rtol 1.e-6, the switch is made after 11 of 12 runs, and the method does better on the last run without the eigenvalues. For Example 3 with rtol 1.e-10, the switch is after 11 runs. The residual norm after 20 runs is 0.47e-8, not as good as the residual norm of 0.54e-ll without switching. In this case the eigevectors are very important and the switch test is triggered too soon. For Example 5 with n 100 and for Example 6 with D 1 and D 41, the switch is not particularly significant.
Next for Example 4, Example 5 with n 200, and Example 6 with D (41)2, the eigenvectors are not particularly useful and the switch is done when (17) and (18) are both satisfied. For Example 5,  More complicated adaptive procedures can be implemented. One possibility is to adaptively choose the number of eigenvectors to be used. Also the eigenvectors could be released individually as they converge. However, even the simpler procedures described in this section may not work for all problems. 6 . Conclusion. Forming and using approximate eigenvectors can improve the convergence of restarted GMRES. Even just a few eigenvectors can make a big difference if the matrix has both small and large eigenvMues. Once the eigenvectors converge, the corresponding eigenvalues are essentially removed or deflated from the spectrum. And the approximate eigenvectors can improve convergence even before they are accurate. Also, if GMRES is used with a problem that has more than one right-hand side, then the eigenvectors can be computed once and used efficiently for all of the right-hand sides.
The method is not really needed for easy problems where few restarts are used. It also may not help if the problem is hard because of eigenvalues scattered around the complex plane. Another possibly related situation is when the small eigenvalues are less separated from rest of the spectrum than the spectrum is separated from zero. Then the eigenvalue problem is tougher than the linear equations problem. If the eigenvectors are not converging, then they probably should be discarded.
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