We study regularity properties of mappings of finite distortion. We show that some sort of self-improvement phenomena hold also when only subexponential integrability is assumed for the distortion function. We extend to this setting results by Faraco, Koskela and Zhong [9] and Bildhauer, Fuchs and Zhong [6] .
p < p 0 , where p 0 = p 0 (n, K ∞ ) depends only on n and K ∞ , and p 0 > n. This result has a dual version, which asserts (see [16] , [23] ) that there exists q 0 = q 0 (n, K ∞ ) < n such that if f ∈ W 1,q loc for some q ∈ (q 0 , n) and satisfies (1.1), then automatically f ∈ W 1,n loc . By the work of Astala [1] , one has p 0 (2, K) = The improved regularity theorem of Gehring [11] is based on a rather technical lemma, which asserts that the local reverse Hölder inequality is an open-ended property with respect to the exponent. This fact has been shown to be extremely useful in harmonic analysis and partial differential equations. The lemma, known since then as Gehring's Lemma, have been systematically used and several new versions have been formulated. We refer the reader to [6] for one of such versions, which found applications also in fluid mechanics. See also the survey [17] and the monographs [22] and [13] .
The regularity theory for mappings of finite distortion has been deeply studied during the last decade. See for instance the papers [2] , [7] , [9] , [18] , [19] , [21] , [24] , and also the monograph [22] and the references therein.
Special interest has been focused in understanding what is the Orlicz-Sobolev regularity for mappings of finite distortion whose distortion function K is exponentially integrable, that is,
for some p > 0. Under this assumption, the inequality ab log(e + ab) ≤ a + e b − 1 (1.3)
log L . However, as in the quasiregular case, a better degree of regularity can be obtained also in this weaker situation, although now the self-improving rate is slower and has to be measured at a logarithmic scale. We refer the reader to [2] , [9] , [19] and [21] . Basically, one has the implication e pK ∈ L 1 for some p > 0 ⇒ |D f | ∈ L n log β−1 L for all β < p 0 (1.4) for some number p 0 = p 0 (p, n) > 0. In [9] the authors go even further and give quite precise estimates for p 0 ,
showing that in the above implication one can take β < c(n)p (1.5) where c(n) ≥ 1 is a constant depending only on the dimension n. Concerning the dual problem, a similar behavior is also shown in [9] . Namely, if f : Ω → R n belongs to W
1,1
loc and satisfies the distortion inequality (1.1) with K as in (1.2), then
where q 0 = q 0 (p, n) > 0 depends linearly on p. As far as we know, [9, Theorem 1.3] is the first published self-improvement result concerning Sobolev solutions to the inequality (1.1) with unbounded K and which are not assumed to have locally integrable Jacobian determinant. On the other hand, implications (1.4) and (1.6) can be used to obtain measure distortion estimates and removability results in terms of Orlicz-Sobolev capacities.
Very recently, a planar factorization argument has been used in [4] to show that in (1.5) one may take c(2) = 1.
This value is sharp, as shown by Kovalev's example,
Unfortunately the tools from [4] are not available in higher dimensions.
In the present paper, we prove implications analogous to (1.4) and (1.6) hold for mappings of finite distortion whose distortion function is only subexponentially integrable. This means that instead of (1.2) we only assume that
for some p > 0, where A is slightly below being linear, that is,
Condition (1.8) is critical for mappings of subexponentially integrable distortion to be continuous, either constant or both discrete and open, and to satisfy Lusin's N-condition [24] . See also [15] , [25] , [27] . Our discussion is restricted to the borderline situation in (1.8), so that examples as A(t) = t log γ (e+t) , 0 < γ < 1 are excluded from our discussion and will be subject of forthcoming work. The examples we have in mind are
A(t) = t log(e + t) log log(e e + t) (1.9) and so on. A convenient way of characterizing our functions A is by assuming that
(see Section 2 for details). Indeed, it comes easily from the results in [24] and assumption (1.10) that
where we denote
for β ∈ R. This is, hence, the starting point for our main result. Theorem 1.1. There exist two constants c 0 = c 0 (n, A) < 0, c 1 = c 1 (n, A) > 0, with the following property. Let
loc (Ω; R n ), and assume that
In particular, J(·, f ) is locally integrable and f is a mapping of finite distortion.
This result extends Theorem 1.1 and Theorem 1.3 in [9] to the setting of subexponentially integrable distortion.
As in [9] , the proof of Theorem 1.1 is divided into two parts. First, we show that
The above implication is implicitely included in a much more general result, recently obtained by Gianetti, 
This is precisely the claim of Theorem 4.1, and provides an extension of [9, Theorem 1.3] . The applications regarding measure distortion and removability theorems will be reported elsewhere.
The paper is structured as follows. In Section 2, we give some preliminaries and explain assumptions (1.8) and (1.10) . In Section 3, we prove the self-improving Lemma and as a Corollary we obtain implication (1.11).
In Section 4 we face the weak problem and prove (1.12).
Minimal regularity for mappings of finite distortion
The topic of this section is to recall some basic facts concerning the minimal Orlicz-Sobolev regularity of mappings of finite distortion (see [24] and the monographs [3] and [22] for more details). We will be dealing with functions A : [1, ∞) → [0, ∞) which are smooth, non-decreasing, onto, such that
It was shown in [24] that the above assumption (together with other minor technical requirements) is critical for mappings of finite distortion K with e A(K) ∈ L 1 to be continuous, either constant or both discrete and open, and to satisfy Lusin's N-condition. The following inequality was verified in [24] (also see [3] ), but we give a short proof below for the reader's convenience.
Lemma 2.1. Let A be as above. Let P be defined by
Proof. First, note that P(t) ≤ t for t ≥ 0. Thus, if xy ≤ e and the desired inequality is obvious since e A(y) ≥ 1. So we can restrict ourselves to the case xy > e 1 2 A(y) . But then xy > 1 and therefore
because A is non-decreasing. Now the desired inequality easily follows.
As a consequence, if f : Ω → R n is a mapping of finite distortion, with distortion function K, and p > 0 is fixed, then
where P is as in (2.2). Therefore, if we further assume that e A(pK) ∈ L 1 , we immediately obtain that |D f | n ∈ L P loc (Ω; R). Since we are interested in comparing P and A, it is desirable to have precise estimates for A −1 in terms of A. Such estimates easily follow, for instance, if we stay not too far from the borderline cases for (2.1).
To make this more precise, we will represent A as
is a smooth, non-decreasing function, growing to infinity more slowly than any power, that is,
We extend L and A for 0 ≤ t ≤ 1 by letting L(t) = 1 and A(t) = 0. In any case, we are only interested in the behavior of A at infinity. For technical reasons, we will restrict our attention to functions L such that
for some constant C 0 ≥ 0 and all t ≥ 0. This includes the examples in (1.9), that is,
L(t) = log(e + t) log log(e e + t) log log log(e e e + t).
Among other facts, (2.4) guarantees that L does not see powers, that is, L(t
.1 for more details). Note also that if L enjoys (2.3) and (2.4), thenL(t) = log t L(log t) also does.
is smooth, monotonically increasing, satisfying (2.3) and (2.4), then
Proof. We use Lemma 5.1. By (2.3), L grows not faster than any power. Thus, for each > 0 there is
Then, using (2.4), we see that
One can therefore estimate the Orlicz function P at (2.2) as follows, for large values of t,
In other words, both functions give rise to the same Orlicz space, with comparable norms. Some particular examples are:
,
, A(t) = t log(e + t) log log(e e + t) ⇒ P(t) t log(e + t) log log(e e + t) log log log(e e e + t)
.
We remark here that in all the examples above P agrees with the Orlicz function P A given in the following conjecture of Iwaniec and Martin [22, p.267 ].
Conjecture 2.3. Let f : Ω → C be a planar mapping of finite distortion K, such that e
, where
However, it is not true in general that P and P A define the same Orlicz space, as shown by the examples
log(e + t) log log(e e + t)
log(e + t) log log(e e + t) log log log(e e e + t)
where > 0. Because of this we restrict our attention to functions A such that the limit
exists, and is positive and finite. That is, we require A to satisfy
For these A, Lemma 2.1 holds with P replaced by P A , modulo some multiplicative constant.
Improved regularity for mappings of subexponential distortion
Let A be as in the previous section. That is, A(t) = 0 for 0 ≤ t ≤ 1 and
non-decreasing, and satisfies (2.4) and (2.6) . In what follows, E will denote
Then (2.5) simply says that P(t) P 0 (t), where
That is, if f : Ω → R n is a mapping of finite distortion with distortion function K satisfying e A(pK) ∈ L 1 for some
Some particular examples are the following:
A(t) = t log(e + t) log log(e e + t) ⇒ E(t) log log log(e + t).
The goal of this section is to show that this regularity improves as p grows. Such an improvement is controlled precisely by powers of E, and will be obtained in Corollary 3.3 as a consequence of the following lemma. Here 
If there exists a constant C 0 > 0 such that the inequality
holds for all balls B with 2B ⊂ Ω, then there exist two constants c 1 
To prove this lemma, we modify the argument of [6, Lemma 
is the Hardy-Littlewood maximal function of ϕ.
where A(n), B(n) are positive constants depending only on n.
Proof of Lemma 3.1. Fix a ball B 0 ⊂ Ω. It is not restrictive to assume that
all of them supported on B 0 . Standard arguments allow us to rewrite our starting inequality (3.1) as
Since this holds for all balls B, we have a counterpart in terms of maximal functions,
for some constant c = c(d, n, C 0 ) ≥ 1. We can also rewrite this in terms of level sets, 
where still c = c(n, d, C 0 ) ≥ 1. We now introduce the auxiliary function
and let Φ, Ψ : [0, ∞) → R be defined by
Note that Ψ (λ) = Φ(λ). Further, as E is non-decreasing on (0, ∞), then also Θ(λ) ≥ 0 for λ > 0 so that
On the other hand,
Thus by Lemma 5.1 (g) (note that d > 1), there exists λ 2 = λ 2 (d, β) > 0 such that Φ is positive (hence both
and Ψ are increasing) on the interval (λ 2 , ∞).
Fix λ 0 = max(λ 1 , λ 2 ), and let j > λ 0 be very large. We multiply both sides of (3.5) by Φ(λ), then integrate with respect to λ over (λ 0 , j) and change the order of integration. We obtain
min{cf (x)g(x), j}
wheref j (x) = min{f (x), j}. Now we proceed as follows. For the first term on the right hand side above, normalization (3.3) gives us that
Concerning the second term at (3.8), we will break it into two terms,
Note that there is no restriction in assuming g ≥ 1, otherwise at the points x with g(x) < 1 we can replace g by g + 1 and observe that still exp
wheref j (x) = min{f (x), j} and still c = c(n, d, C 0 ), and hence
where a =f (x), a j =f j (x) and b = g(x). Lemma 5.3 now gives us that
for almost every x. In particular, at points x wheref (x) ≤ λ 0 we obtain
β is increasing. Combining these estimates with (3.8) and (3.9), and using the lower bound for Ψ (3.7), we obtain
Thus, by choosing
p, the first integral at the right hand side (which is clearly finite since E(f j ) β is bounded) is absorbed into the left hand side and after relabeling constants one obtains
By letting j → ∞,
and therefore
In particular, we obtain thatf
and. Now notice that if x ∈ σB 0 and 0 < σ < 1 then (1−σ)
Recalling the normalization (3.3), we get
d . This gives us the desired inequality.
Now we are ready to prove (1.11).
Corollary 3.3. Let φ : Ω → R n be a mapping of finite distortion, whose distortion function K satisfies
Then |Dφ| n belongs to L P β loc (Ω) for every β < c(n)p, and we have the estimate
for all balls B 0 with 2B 0 ⊂ Ω, and all 0 < σ < 1.
Proof. With the notation of Lemma 3.1, let f = J(·, φ)
n . Then all the integrability assumptions in Lemma 3.1 are satisfied, and concerning (3.1) there is nothing to say since it is equivalent to the
n+1 n which follows by standard arguments since φ is regular enough (see equation (2. 3) in [9] ). Then, by Lemma 3.1, we obtain the estimate
A(pK(x) dx, for every β < c 1 p, being c 1 and C 1 as in Lemma 3.1. By Lemma 5.1 (d), E does not see powers, so we can write this as
A(pK(x) dx. Now the desired integrability for |Dφ| n comes from the inequality
which easily follows from Lemma 5.2.
Concerning the sharpness of the above results, we have the following example. Let us write log (1) (t) = log t, and for each k = 2, 3, . . . write log (k) (t) = log (k−1) (log t). 
n . It is not hard to see that
|Dφ(x)| = ρ(|x|) |x| and J(x, φ) = ρ(|x|) |x| n−1 ρ (|x|) so that the distortion function K(x, φ) = |Dφ(x)| n J(x,φ) equals K(x, φ) = ρ(|x|) |x| ρ (|x|) = n|x| p e + 1 |x| log e + 1 |x| . . . log (k) e + 1(x) = J(x, φ) n n+1 , g(x) = K(x, φ)
Weak mappings of finite distortion
Here we assume that A, E are as in the previous sections. That is, A : [1, ∞) → [0, ∞) is smooth, nondecreasing, satisfying conditions (2.1), (2.3), (2.4) and (2.6), and
Some properties of this function E are given in Lemma 5.1 below. In this section, we face the following question.
Let
where
We also assume our mapping f satisfies almost everywhere in Ω the distortion inequality
with distortion function K such that e A(pK) ∈ L 1 . We want to show that f is a true mapping of finite distortion,
This question has already been treated for bounded K in the planar [1, 28] and spatial [22] cases. Also when A(t) = t a qualitatively sharp result was given in [9, Theorem 1.3].
There exists a constant c n > 0 such that if
Proof. Let us fix a ball B 0 = B(x 0 , r), strictly included in Ω, and let ϕ ∈ C ∞ 0 (B 0 ) be a positive function. Denote
and f = ( f 1 , . . . , f n ), and let u = ϕ f 1 . For each λ > 0, let
Following the ideas of [10] , one can show that there exists a constant c = c(n) and a cλ-Lipschitz continuous function u λ such that u λ = u on F λ . Then the new function
belongs to the Sobolev space W 1,q loc (Ω; R n ) for all q < n and has Lipschitz first component, so that one can integrate by parts
Arguing as in [9] , this leds us to
We now introduce an auxiliary function Φ as
The above definition forces
for s ≥ s 0 . We multiply both sides of (4.1) by Φ(λ), integrate over some interval (t, ∞) and change the order of integration:
Now we look for a lower bound for the left hand side at (4.3). By Lemma 5.1 (b), we can choose t 0 so that
for all t > t 0 , and then for such a t we also have
This fact, together with the definition of Φ, gives us a lower bound for the left hand side of (4.3),
On the other hand, using the fact that t → tΦ(t) is positive and non-decreasing, and also (4.2), we get
Thus (4.3) can be rewritten as
Note that the assumption D f ∈ L P β loc says that all the integrals above are finite. We now use the definition of g, the convexity of t → t n−1 A(t) for t large enough, the identity |D f | n = K J and Lemma 5.2 with β = 0 to get
Next, we divide both sides by E(g) 1+β . This gives us that
Summarizing, (4.4) becames
Here is where we choose β = p 4c(n) . Then, after multiplication by E(t) β , we obtain
and letting t → ∞ this finally gives
, e A(pK) and | f ⊗ ∇ϕ| A(| f ⊗ ∇ϕ|) are all integrable on B 0 . In particular, (4.6) says that
loc and therefore f is a mapping of finite distortion. 
so that Theorem 4.1 can only be improved by finding the precise value of c n .
Technicalities
As in the previous sections, A : [1, ∞) → [0, ∞) is a smooth, onto, non-decreasing function, such that (2.1), (2.3), (2.4) and (2.6) hold. We extend it by 0 to [0, 1]. We have represented A as
where L : [1, ∞) → [1, ∞) is also smooth, non-decreasing, onto, and L(t) = 1 for t ∈ [0, 1]. Recall as well that
is smooth, monotonically increasing to infinity, and E is decreasing. We understand that E(t) = 1 for t ∈ [0, 1].
Proposition 5.1. For A, E and L as above, the following holds:
(a) There is a constant C > 0 such that E(t) ≤ C t for all t ≥ 1.
(c) There exists C > 0 such that t E (t) 
Proof. For (a), use just (2.1) and l'Hôpital's rule to see that
and then the statement is clear. Claim (b) follows by the definition of E. Indeed, by the definition of E, (2.6) and Lemma 2.2 we have t E (t)
from which (c) follows as well. Claim (d) is a consequence of (c) and (2.4). In fact, for L we proceed as follows,
whenever α > 1. The same reasoning can be aplied to E. For (e), it is not restrictive to assume 1 ≤ s ≤ t. Since E is smooth on (1, ∞), we can use the mean value theorem, so that there exists ξ ∈ (t, t + s) such that
because E is decreasing and E(s), L(s) ≥ 1 for s ≥ 1 (in particular, can take t 0 = 1). To show ( f ) we write
because E does not see powers. Finally, note that
from which (g) can be obtained. 
Proof. For P defined as in Lemma 2.1, we have the following inequality
for each p > 0. By relabelling variables, this can be written as
Due to (2.6), we have that again by suitably modifying the constant at the right hand side. This is precisely the desired inequality for β = 0.
To get it as well for β > 0, we start by noting that
This follows from Lemma 5.1 ( f ) and the inequality (x + y) β ≤ 2x β + C(β)y β . We then multiply the above inequality by (5.1), and we are reduced to find a constant M > 1 large enough so that
Equivalently, we must find M so that
A(x/M) ≤ A(x), x ≥ p.
But for this we only need M to be large enough, since 
