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Résumé
Cette thèse porte principalement sur le traitement des images numériques dans lesquelles
chaque pixel encode une valeur angulaire (une valeur qui peut être visualisée comme un point
sur le cercle unité). Les deux applications spécifiques considérées sont le traitement des champs
de directions qui décrivent une texture orientée, et le traitement de la composante de teinte dans
les représentations des espaces couleur en coordonnées cylindriques.
Nous développons, dans la première partie, des opérateurs morphologiques adaptés au traite-
ment de valeurs angulaires, opérateurs qui prennent en compte la périodicité de ces valeurs. Le
niveau d’invariance par rotation de chaque opérateur introduit est également discuté. La première
application de ces opérateurs est dans le cadre des texture orientées, textures qui sont caractéri-
sées par un certain niveau de spécificité d’orientation à chaque point pouvant être décrit par un
champ de directions. Le sujet principal traité est la détection de défauts associés à une anomalie
dans ce champ de directions.
Nous considérons ensuite les espaces couleur qui sont représentées par un système de coor-
données cylindriques (coordonnées de teinte, clarté et saturation). Pour l’espace RVB, la mul-
titude de représentations cylindriques disponibles est d’abord discutée. Nous proposons ensuite
une telle représentation bien adaptée au traitement d’image, l’avantage principal étant le fait que
la coordonnée de saturation est indépendante de la fonction utilisée pour calculer la clarté. Nous
discutons également la représentation en coordonnées cylindriques de l’espace L*a*b*. Nous
terminons la première partie en discutant des ordres vectoriels ainsi que de l’application des opé-
rateurs morphologiques aux espaces couleur qui contiennent une valeur angulaire de la teinte.
Une méthode pour améliorer un ordre de vecteurs couleur selon leurs teintes par une pondération
qui prend en compte la saturation est présentée, ainsi qu’une méthode pour ordonner les vecteurs
dans l’espace L*a*b* en utilisant la notion d’un potentiel électrostatique.
Dans la deuxième partie, nous présentons les résultats de l’étude d’un problème industriel
concret : l’appariement automatique de planches de bois pour faire des panneaux qui sont visuel-
lement esthétiques. Nous traitons d’abord deux aspects distincts de ce problème : l’appariement
selon la couleur et l’appariement selon la texture. Enfin, un algorithme d’appariement qui prend
ces deux aspects en compte simultanément est présenté. Quelques idées développées dans la




The principal theme of this thesis is the morphological processing of digital images in which
each pixel encodes an angular value (a value which can be visualised as a point on the unit
circle). Two specific applications are considered: the processing of a direction field used to
summarise an oriented texture, and the processing of the hue component in cylindrical coordinate
representations of colour spaces.
We develop, in the first part of the thesis, morphological operators which are designed to pro-
cess angular values, operators which therefore take the periodicity of these values into account.
The level of rotational invariance of each operator introduced is also discussed. The first appli-
cation of these operators is in the domain of oriented textures, these textures being characterised
by a certain level of orientation specificity at each point which can be described by a direction
field. The detection of defects associated with anomalies in the direction field is discussed.
The next subject under consideration is that of the representation of colour spaces in a cylin-
drical coordinate system (hue, brightness and saturation coordinates). For the RGB space, the
plethora of such representations available is initially discussed. We then propose a cylindri-
cal coordinate representation well suited to image processing, its principal advantage being the
fact that the saturation coordinate is independent of the function used to calculate the bright-
ness. The cylindrical coordinate representation of the L*a*b* space is also discussed. Lastly,
we summarise methods for ordering vectors, leading to the related subject of the application of
morphological operators in colour spaces containing an angular hue coordinate. A method of
improving a colour vector order based on the hue values by weighting the hues by their associ-
ated saturations is presented, as well as a method for ordering the vectors in the L*a*b* space
making use of the notion of an electrostatic potential function.
In the second part of the thesis, we present the results of a study of an industrial problem: the
automatic matching of planks of wood in order to construct wood panels which are æsthetically
attractive. We begin by treating two distinct aspects of this problem: colour matching and texture
matching. Finally, we present a combined matching algorithm which takes these two aspects into
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1. Introduction
Les données correspondant à des angles ou des orientations bi-dimensionnelles, appelées
données circulaires, se présentent souvent dans l’analyse du monde naturel, comme par exemple,
les directions du vent, les directions de départ d’oiseaux ou d’animaux à partir d’un point de libé-
ration ou les orientations des plans de fracture dans des rochers. L’analyse statistique des données
circulaires est un sujet déjà bien étudié [32, 66], mais dans le cadre du traitement d’image où on
rencontre aussi ce genre de données, les méthodes visant à les traiter correctement ont reçu moins
d’attention. Pour les images couleur, la composante de teinte des représentations en coordonnées
cylindriques des espaces couleur est une valeur angulaire. Pour cette raison, cette composante a
des propriétés complètement différentes des deux autres composantes, la saturation et la lumi-
nance. Mais on ignore souvent ces différences, et l’on applique les mêmes algorithmes aux trois
composantes. On voit aussi apparaître les champs bi-dimensionnels de directions, comme dans
l’analyse des textures orientées, et les champs de vecteurs dans l’analyse de mouvement dans les
séquences d’images. Une transformation de Fourier d’une image quelconque produit également
un champ de vecteurs. Un spectrogramme, le résultat d’une série de transformations de Fourier
de courte durée faite sur un signal uni-dimensionnel, peut aussi être visualisé comme un champ
de vecteurs. Avec les résultats d’une transformation de Fourier, on a tendance à traiter seule-
ment les amplitudes des vecteurs, laissant de côté leur direction (leur phase). Pourquoi tant de
réticences à traiter des valeurs angulaires ? Pourquoi ignore-t-on la nature angulaire de certaines
données en les traitant comme des données linéaires1 ?
Les données circulaires peuvent être visualisées comme des points sur la circonférence du
cercle unité, le cercle avec un rayon de longueur unité. Grâce à cette représentation, on voit
directement les caractéristiques de ces données qui les rendent si difficile à traiter. Elles sont
cycliques — si on ajoute   ou un de ses multiples à une coordonnée, on retombe sur la position
de départ. En plus, il y a un manque d’une origine évidente — chaque position sur le cercle est
égale à une autre. C’est pour cela que le roi Arthur a choisi une table ronde pour ses chevaliers,
et comme pour les chevaliers, on ne peut pas imposer un ordre de grandeur sur les données
circulaires.
Mais est-ce que ces problèmes sont insurmontables ? Des solutions sont discutées dans cette
thèse. Nous verrons en particulier comment appliquer les opérateurs de la morphologie mathé-
matique à ce type de donnée.
1Les praticiens du traitement d’image ne sont pas les seuls à errer dans ce sens. À une époque, les statistiques de
données des directions du vent ont été calculées avec une formulation pour des données linéaires, nécessitant le
développement plus tardif de méthodes pour corriger ces erreurs [32].
1
2 Introduction
La notion d’invariance par rotation est importante dans le cadre du traitement de données
circulaires. Dans un ensemble de directions, la valeur numérique de la coordonnée de chaque
direction dépend de la position choisie de l’origine. Si un opérateur quelconque agissant sur
cet ensemble donne toujours pour résultat la même direction indépendemment de la position
de l’origine (notons que ce n’est pas nécessairement la même valeur numérique), cet opérateur
est appelé invariant par rotation. Pour les données sur le cercle unité, pour lequel une origine
évidente n’existe pas, cette propriété est désirable, et parmi les opérateurs morphologiques que
nous développons, ceux qui satisfont à cette propriété sont indiqués.
Nous continuons cette introduction avec un aperçu de la structure du document (section 1.1),
et une brève introduction à la morphologie mathématique (section 1.2).
1.1. Plan de la thèse
Cette thèse est divisée en deux parties. Dans la première partie, nous considérons le traitement
des données circulaires dans le cadre du traitement d’image. Un développement est donné dans
le chapitre 2 de l’application des opérateurs morphologiques à ce type de donnée. Les premières
applications de ces opérateurs sont présentées dans le chapitre 3, dans le cadre de l’analyse des
textures orientées, un domaine dans lequel il est souvent possible de traiter les données circu-
laires en isolation. On passe ensuite à la considération du cas où une coordonnée angulaire fait
partie d’un vecteur, le cas des images couleur représentées dans un système de coordonnées cy-
lindriques. Pour essayer de simplifier le choix d’une représentation de vecteurs couleur parmi la
multitude d’espaces de ce genre disponible, le chapitre 4 présente des discussions et des démons-
trations pour aboutir à un espace couleur en coordonnées cylindriques bien adapté au traitement
d’image. L’application des opérateurs morphologiques vectoriels dans cet espace, ainsi que dans
l’espace L*a*b*, est présentée dans le chapitre 5.
Dans la seconde partie, nous présentons les résultats de l’étude d’un problème industriel
actuel : l’appariement automatique de planches de bois pour faire des panneaux qui sont vi-
suellement esthétiques. Cette étude a été faite dans le cadre du projet européen SCANMATCH.
Après une introduction (chapitre 7), nous présentons des algorithmes de traitement d’image pour
extraire les caractéristiques d’une planche de bois importantes pour un bon appariement. Les
caractéristiques liées à la couleur sont considérées dans le chapitre 8 et celles liées à la texture
dans le chapitre 9. Enfin, la prise en compte de ces deux caractéristiques dans un seul algorithme
d’appariement est discutée dans le chapitre 10. La couleur des planches est représentée dans le
système de coordonnées cylindriques présenté dans le chapitre 4. La texture de bois est une tex-
ture orientée classique, ce qui implique que les algorithmes développés dans la première partie
de cette thèse sont directement applicables dans cette problématique. La différence principale
entre les traitements de texture discutés dans les deux parties de la thèse est qu’on s’occupe de la
détection de défauts de texture dans la première partie, tandis que la définition de caractéristiques
pour faire une classification de texture est considérée dans la deuxième. Les algorithmes de la
deuxième partie sont aussi moins expérimentaux, ayant déjà été mis en pratique dans une ma-
chine prototype pour faire la classification et l’appariement de bois selon la couleur et la texture.
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Les résultats de l’application de ces algorithmes aux bases d’images industrielles sont également
présentés.
1.2. Morphologie mathématique
Dans cette thèse, nous parlons forcément de la morphologie mathématique dont nous pré-
sentons ici un bref résumé dans le cadre du traitement d’image. Des exposés plus détaillés sont
disponibles dans les livres de Serra [95] et de Soille [105].
La morphologie mathématique comprend un ensemble d’opérateurs non-linéaires qui agissent
sur des images en utilisant des éléments structurants. Nous nous limitons au cas spécifique d’une
image 	 
 définie sur une sous partie  de l’espace euclidien bi-dimensionnel 
 , où la
notation 
 indique l’ensemble 
 . Autrement dit, la fonction donne une valeur de
niveau de gris à chaque point ﬁﬀﬂ de l’image. En pratique, l’espace euclidien est remplacé par
un espace discret ﬃ . Les valeurs prises par ! "$# sont souvent limitées à des entiers pour une






et pour une image binaire
%&0 ('1+*2
Pour les images couleur, ! 3$# donne des valeurs vectorielles, dont le traitement morphologique
est discuté dans le chapitre 5.
1.2.1. Érosion et dilatation
Ces opérateurs utilisent un élément structurant (ES) 4 , un ensemble de points avec une
origine spécifiée. La notation 465 représente un élément structurant qui a été translaté pour que
son origine soit à la position  dans  . Une érosion de la fonction  par l’élément structurant 4
est l’opération 798
! "$#;:<>=@?1ACBD! FE1#HGIJEKﬀ%45
appliquée à chaque point ﬀL , où =@?1A est l’opérateur qui donne l’infimum (ou le minimum)




appliquée à chaque point ﬁﬀ[ , où P\Q1S est l’opérateur qui donne le supremum (ou le maximum)
d’un ensemble. Une notation alternative pour l’érosion de  par 4 est Z]X4 , et pour la dilatation
de  par 4 est N^_4 .
Pour les images numériques, un élément structurant carré est souvent utilisé. Nous employons
la notation `ba pour indiquer un élément structurant carré de taille c (de côtés de longueur   c$d*
pixels). L’élément structurant `fe est ainsi un carré de taille gihjg , `

un carré de taille / h / , etc.
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1.2.2. Ouverture et fermeture




et une fermeture de  par 4 est r 8
s:t uN^_4!#v]_4
Ces opérateurs sont croissants et idempotents. En addition, l’ouverture est anti-extensive et la
fermeture est extensive [95].
1.2.3. Chapeau haut de forme
Les chapeaux haut de forme sont utilisés pour localiser des structures dans l’image qui sont
plus petites que l’élément structurant. Ils sont en général appliqués seulement aux images à
niveaux de gris. Deux chapeaux haut de forme sont définis, le chapeau haut de forme blanc
















La reconstruction morphologique est basée sur la dilatation géodésique. Une dilatation géo-
désique utilise deux images : une image marqueur  et une image masque } , les deux définies
sur  . La dilatation géodésique de  par rapport à l’image de masque } est
N^~f4:l mN^n4o#vs}
pour ainsi dire le minimum point par point entre la dilatation de  et l’image de masque } .
Avec l’itération d’une dilatation géodésique sur une image finie, un point sera atteint au-
delà duquel des changements dans l’image de marqueur sont empêchés par l’image de masque.
La reconstruction géodésique ~ est basée sur ce principe. Elle est définie comme l’itération
jusqu’à la convergence, de dilatations géodésiques de  par rapport à } par l’élément structurant
élémentaire ( `pe ). Soit la notation M&>~  mb# pour indiquer  itérations d’une dilatation géodésique
de  par rapport à } avec l’élément structurant élémentaire, la reconstruction géodésique de 
















 m# . Pour des images binaires, cette
opération fait une reconstruction complète des composantes connexes de l’image masque } qui
sont représentées par au moins un pixel non-nul dans l’image marqueur  . Cette opération est
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donc une ouverture sur l’image masque } . Quand l’image marqueur contient un seul pixel au
point  , la reconstruction devient la composante connexe de l’image masque } qui contient le
point  . Cette opération est appelée l’ouverture connexe ponctuelle et elle est notée k 5 3}1# .





Pour une image binaire, cet opérateur garde seulement les composantes connexes de  qui ne
disparaissent pas quand  est érodé par l’élément structurant 4 .
1.2.5. Ouverture surfacique
Dans une image binaire avec une connexité spécifiée, une ouverture surfacique k supprime
toutes les composantes connexes avec une superficie (nombre de pixels) inférieure à un seuil 
spécifié. Pour les images numériques définies sur une grille carrée, la connexité est soit  (les
quatre pixels les plus proches d’un pixel donné), soit  (les huit pixels autour d’un pixel donné).
Il peut être démontré que cette opération est égale à la réunion de toutes les ouvertures avec des













2. Le cercle unité
En traitement d’image, il est parfois nécessaire de traiter des images contenant des valeurs
angulaires en chaque point. En particulier, les deux applications motivant cette étude sont : le
traitement de la composante de teinte des images couleur et celui d’un champ de directions pour
les textures orientées. D’autres applications sont envisageables, comme par exemple, les images
de phase produites par une transformation de Fourier.
Les données angulaires peuvent être visualisées comme des points sur le cercle unité, une
représentation discutée dans la section 2.1. Ce cercle n’a ni ordre d’importance, ni position do-
minante. En plus, les données sont cycliques — si l’on ajoute  ( à une valeur sur le cercle, on
se retrouve à la même position qu’au début. En général, pour ce genre de données, les traite-
ments classiques ne sont pas valables. Dans le cas des mesures statistiques, on est gêné par la
périodicité, et en plus pour la morphologie mathématique, par le manque d’une origine évidente
à partir de laquelle on peut construire un treillis. Les statistiques des données angulaires sont un
domaine de recherche déjà bien développé. Nous présentons un bref résumé dans la section 2.2
des mesures de statistiques circulaires [32, 66] qui nous seront utiles. Nous passons ensuite à la
question qui nous intéresse : Peut-on contourner l’interdiction imposée par le manque d’une ori-
gine évidente et ainsi développer des opérateurs morphologiques invariants par rotation ? Dans
les sections 2.3 à 2.7, nous considérons quatre approches pour la morphologie mathématique sur
le cercle unité.
2.1. Les données circulaires et le cercle unité
Il existe deux types de données circulaires : les données vectorielles et les données axiales
[32]. Les données vectorielles représentent les directions, par exemple la direction du vent, et
elles ont la propriété d’être périodique de période   . Les données axiales représentent des lignes
sans direction, par exemple les orientations de fentes sur une surface. Elles ont la propriété d’être
périodique de période  . Pour les exemples traités ici, les valeurs de teinte sont des données vec-
torielles, et les champs de direction sont des données axiales1. En général, les données axiales
sont traitées en faisant d’abord une conversion en données vectorielles (par une multiplication
par 2 suivie par un modulo   si nécessaire), suivie par une application des techniques de don-
1Il existe aussi des données dites de type ¨ -axiales, avec la propriété qu’une direction représentée par un angle ©




¨´µK¶ . Par exemple, pour ¨Z·j¸ ,
les angles de ¹\º+» , ¼º» , ¹R½º» , ¹R¾.º-» , ¶¿º-» , ½(¹Rº-» correspondent à la même direction.
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FIG. 2.1. – Le cercle unité.
nées vectorielles, et finalement, une conversion des résultats vers des valeurs axiales. Tous les
algorithmes de ce chapitre sont présentés pour des données vectorielles.
Les données qui prennent des valeurs angulaires peuvent être représentées par des points sur
le cercle unité, le cercle de centre Ä et rayon de longueur égale à * montré dans la figure 2.1.
Les points sur ce cercle qui correspondent aux directions par rapport au centre Ä sont indiqués
par la notation Åpa avec c´ﬀ|Æ . En choisissant une origine quelconque Ç Á sur le cercle unité, les
positions des points Åfa peuvent être données par les angles Ça correspondants ; ces angles étant
mesurés dans le sens inverse des aiguilles d’une montre à partir de l’origine Ç Á . Deux points Å;e
et Å

sont montrés dans la figure 2.1, avec leurs angles ÇÈe et Ç

correspondants mesurés à partir
de l’origine Ç Á indiquée. On remarque que les points ÅŁa se trouvent toujours à la même position,
indépendemment de la position de l’origine Ç Á , tandis que les valeurs des angles correspondants
Ça changent en fonction de la position de l’origine.
Les angles ont la propriété d’avoir des valeurs Ç&ad  É&  É ﬀÊﬃ qui correspondent toujours
au même point ÅËa . Pour simplifier la comparaison des angles, leurs valeurs Ç)a sont contraintes
d’être dans l’intervalle BD')  ( # . Nous définissons donc l’opérateur ÌÍ uÎ2# qui prend une valeur








Nous procédons à la définition des opérateurs d’addition et de soustraction de valeurs angu-
laires sur le cercle unité, en recherchant à obtenir des résultats compris dans l’intervalle BD'1  ( # .
L’addition de deux valeurs angulaires Ç&a et ÇÕ est
ÇaZÖdqÇÕ×:ÌØ "ÇaTd|ÇÕ-# (2.2)
et la soustraction de deux valeurs angulaires Ç)a et ÇÕ est
ÇIaZÖÇÕ×:ÌØ "Ça$ÇÕ.# (2.3)
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Cette soustraction représente l’angle formé par les deux directions Åe et Å

dans le sens inverse
des aiguilles d’une montre à partir de Ç2Õ .
Il existe une autre notion angulaire qui correspond à l’angle le plus petit formé par les deux
directions indiquées par les points Åfa et Å£Õ et représenté par l’angle aigu entre les deux angles ÇIa






















est donné comme exemple dans la figure 2.1.
Pour les images numériques, les valeurs de pixels sont en général limitées par le nombre de
bits par pixel. Pour une image de 8 bits de profondeur, les angles entre ' et  ( sont représentés
par des valeurs comprises entre ' et  2// . Pour les exemples présentés, nous utilisons des images
qui prennent des valeurs flottantes pour plus de précision.
2.2. Statistiques circulaires
Avec des données distribuées sur le cercle unité, on ne peut pas utiliser les définitions des
mesures statistiques classiques qui ont été conçues pour des données linéaires. Cette restriction
est due à la périodicité des données sur le cercle. Des définitions de la moyenne et de la variance
applicables à des données circulaires ainsi qu’aux images qui contiennent ce genre de données
sont présentées. Ces définitions viennent des livres de Fisher [32] et de Mardia [66].
Commençons par la direction moyenne. Étant donné  valeurs angulaires Î2aH\cf:*2+,+,+,.J , la
direction moyenne Ý est la direction du vecteur résultant de la somme des vecteurs unitaires dans






































, et les trois premiers
niveaux de l’équation 2.5 servent à donner une valeur de Ý dans l’intervalle BÐ'1   # . Les deux












12 Le cercle unité
La longueur moyenne a une valeur comprise entre ' et * et peut être utilisée comme un indice
de dispersion des données. Si  : * , toutes les Î9a sont coïncidents. Par contre, une valeur
égale à zéro n’indique pas forcément une distribution homogène des données, parce qu’il existe
plusieurs distributions non-homogènes qui peuvent donner cette valeur. La variance circulaire
d’un échantillon est définie comme ï
:*×  (2.9)
Comme pour la variance linéaire, la concentration de la distribution est inversement propor-




prend des valeurs entre 0 et 1). D’autres définitions de
l’écart-type angulaire existent [32].
Pour calculer des mesures statistiques des données axiales, on commence par multiplier par
deux chaque valeur angulaire, puis on procède au calcul de Ý et de  ou de
ï
. Après ces calculs,
on divise Ý par deux.
2.3. La morphologie mathématique appliquée au
cercle unité
La morphologie mathématique est, comme expliqué dans la section 1.2, habituellement ap-
pliquée aux images à niveaux de gris de la forme |t 
 où Íðñ est un sous-espace de
l’espace euclidien ñ . La relation d’ordre de 
 permet de construire un treillis et ainsi d’appliquer
les opérations morphologiques. Dans cette section, on considère les images du type Ç< ò
où ò est le cercle unité.
Dans les images de ce type, il n’existe pas un ordre pré-défini pour les valeurs angulaires.
On est libre de prendre une origine Ç Á n’importe où sur le cercle, et l’ordre des valeurs dépend
du choix de cette origine. L’application de la morphologie mathématique à des images de ce
genre est discutée dans les sections qui suivent. Nous développons d’abord, dans la section 2.4,
des opérateurs pour lesquels il est nécessaire de faire un choix préalable de l’origine, mais qui
prennent en compte les valeurs cycliques. Ensuite, nous suggérons, dans les sections 2.5 à 2.7,
certaines approches pour éviter d’avoir à choisir une origine permettant ainsi de créer des opéra-
teurs morphologiques invariants par rotation [47].
2.4. Morphologie avec le choix d’une origine
Ayant choisi une origine Ç Á sur le cercle unité, on peut facilement bâtir un ordre de ' à  ( ,
avec infimum ' et supremum  ( [115, 117]. On se trouve donc dans la situation peu souhaitable
où l’infimum et le supremum correspondent au même point du cercle, l’origine.
Une solution, pour échapper à ce paradoxe, consiste à ordonner les points en fonction de leur
distance à l’origine choisie en utilisant l’angle aigu entre deux points donnés par l’équation 2.4.
Un ordre basé sur ces distances ne sera pas complet, parce que deux points sur les côtés différents
de l’origine peuvent avoir la même distance de l’origine. On peut néanmoins imposer un ordre
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(a) (b) (c)
FIG. 2.2. – (a) Image bicolore contenant des grains rouges sur un fond jaune. (b) Dilatation
de la teinte par la formulation de Peters. (c) Dilatation de la teinte en utilisant l’équation 2.13.





pour les deux opérations.
complet sur les points
Ç)a
















Une relation similaire à celle de 2.10 est utilisée par Peters [77] dans le cadre du traitement
des images couleur pour appliquer les opérateurs morphologiques sur les différences de teintes,
et par Zhang et Wang [119] dans le cadre d’une définition du point central d’un segment sur le
cercle de teinte. Peters définit une érosion
79õ
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Ç 3$#;:=¢?1A£(Ç "ET#£JEWﬀ%45 (2.11)
dans lequel l’ordre donné par l’équation 2.10 avec une origine
Ç
Á est utilisé, c’est à dire l’infimum




supremum est donc le point le plus éloigné de l’origine.
Pourtant, dans le cadre de traitement des directions, cette définition n’est pas très intuitive. Si
on est intéressé par une couleur quelconque de teinte x sur laquelle on veut faire une dilatation, il
est nécessaire de choisir l’origine à x Ö
d*>2'
Ö
. Pour simplifier ce choix d’origine, nous définissons
les opérateurs de façon à permettre à l’utilisateur de choisir l’origine à la position de la teinte
d’intérêt. Considérons un simple exemple à deux couleurs, montré dans la figure 2.2a : une image







sur l’ensemble, une teinte x
:'
Ö
dans les grains rouge, et x
:0÷'
Ö
sur le fond jaune. On choisit





. Si on fait une dilatation de la teinte en
choisissant le supremum dans l’élément structurant selon la formulation de Peters, on arrive au
résultat montré dans la figure 2.2b, où les grains ont été érodés.
Pour permettre à l’utilisateur de choisir l’origine plus intuitivement en la mettant à la position
de la teinte des objets d’intérêt, on fait une inversion de la formulation de Peters pour ainsi définir
l’érosion 798
Ç 3$#:P\QTSù(Ç 3E1#$JEWﬀ[45 (2.12)




Ç6 "$#;:0=@?1A(Ç6 FE1#£JEKﬀX4Z5 (2.13)
où on utilise toujours l’ordre défini par l’équation 2.10 pour choisir le supremum et l’infimum
dans l’élément structurant. Un exemple de résultat de dilatation par l’équation 2.13 est montré
dans la figure 2.2c. Le comportement de cette dilatation se révèle être plus intuitif.
Le choix de l’origine peut être fait en fonction des besoins de l’utilisateur ou des connais-
sances sur les images à traiter. Par exemple, la couleur (teinte) moyenne d’une image ou l’in-
formation sur la couleur des objets d’intérêt peuvent être utilisées. L’application de ce type de
morphologie de teinte à des images couleur plus complexes que celle de la figure 2.2, dans les-
quelles il y a une interaction entre la composante de teinte et celle de saturation, est considérée
dans le chapitre 5.
2.5. Pseudo-dilatation et pseudo-érosion
Pour éviter d’avoir à choisir une origine, nous développons maintenant des opérateurs basés
sur l’idée de données circulaires groupées. À cause de la difficulté à déterminer le nombre de
groupes dans un échantillon de données circulaires, nous introduisons une définition simple des
données groupées à l’aide du centre morphologique, que nous utilisons ensuite pour définir une
pseudo-érosion et une pseudo-dilatation morphologiques.
2.5.1. Centre morphologique
Le centre morphologique est une notion qui apparaît naturellement dans les filtres morpholo-
giques auto-duaux [96]. Considérons  valeurs numériques ú\aËﬀX
 et un nombre supplémentaire






















on retrouve en particulier la médiane entre les trois valeurs ú.e , ú

, et ú .
Quand on veut transposer cette notion au cercle unité, on se heurte immédiatement à une
première difficulté. Dans le cas linéaire, il est toujours possible de dire si une valeur est extérieure
(supérieure ou inférieure) aux úýa . Sur le cercle, il est possible de donner un sens à cette définition
seulement pour certaines distributions, comme celles des figures 2.3a, b et c, mais pas pour la
figure 2.3d, où les données sont trop dispersées.
Une approche simple sera d’ignorer le groupement des données, et d’approcher Ç d’une façon





 uÇa1ÙnÇ&#;:Lﬁ FÇIa)Ù_Ç&#$\cﬀ ; (2.15)
Alternativement, on peut construire des relations semblables à celles de la relation 2.14. Pour
cette approche, il est nécessaire de définir formellement la notion d’un groupe de points, dont les
figures 2.3a à 2.3c donnent une idée intuitive.









FIG. 2.3. – Quatre distributions de données circulaires. (a), (b) et (c) sont groupées, (d) ne l’est
pas.
Définition 2.5.1. Une famille ÅCaýJczﬀ  de points sur le cercle unité forme un  -groupe quand







où  est un angle inférieur ou égal à  , et Ça est l’angle qui correspond au point ÅŁa mesuré par




supprime le cas de la figure 2.3d. En pratique, il est possible de décider
s’il existe un  -groupe en regardant seulement une origine arbitraire, comme le démontre la
proposition suivante.
Proposition 2.5.2. La famille ÅËaHJczﬀ  de points sur le cercle unité ò forme un  -groupe si et






pour une origine arbitraire Ç Á , ou pour l’origine Ç Á d  .
Démonstration. Si les Ç&a sont  -groupés, il existe une partition de ò en deux demi-cercles tels
que tous les ÇIa se trouvent dans l’un des demi-cercles. Avec cette division du cercle, un point à
la position de l’origine Ç Á se trouve dans un des demi-cercles, et le point à la position Ç Á d  est
forcément dans l’autre. Un de ces points est ainsi dans le demi-cercle opposé à celui qui contient
la famille (ÅCaHJc;ﬀ  , et pour cette origine, la relation 2.17 est vérifiée, car l’origine n’appartient
pas à l’enveloppe du groupe des points (i.e. au plus petit secteur du cercle qui les contient tous).
Inversement, si la relation 2.17 est vérifiée pour une origine Ç Á , on a la définition d’un  -groupe
des ÇIa .
Cette démonstration donne un algorithme simple pour décider si un  -groupe existe dans
une famille de points. Étant donnée une famille de points (ÅamJc;ﬀ  , une origine arbitraire Ç Á
est choisie. Si l’équation 2.17 est vérifiée, un  -groupe existe. Sinon, l’origine est mise à la
position Ç Á d  . Si l’équation 2.17 est vérifiée pour cette origine, un  -groupe existe. Sinon, il
n’y a pas de groupement. Si un  -groupe est trouvé, le supremum et l’infimum du groupe sont
toujours calculés par rapport à l’origine pour laquelle le  -groupe existe.
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L’algorithme définissant le centre morphologique circulaire utilise cette définition d’un  -
groupe. Pour commencer, on prend comme origine le point Å qu’on désire rapprocher à la famille
(Åvam . Ensuite, on regarde la valeur de [:
ß
Ça Ö|zÇa . Si Êä  , soit les points (ÅŁam ne forment




, les points (ÅŁam forment un  -groupe, et Å est en dehors de ce groupe. Le centre
morphologique est le point du groupe (Åzau qui est le plus proche de Å , ce point étant toujours à
une des extrémités du groupe. La définition suivante donne une méthode pour calculer la valeur
angulaire du centre morphologique.
Définition 2.5.3. Étant donnée une famille (ÅËamJc;ﬀ  de points et un point Å sur le cercle unité
qu’on désire rapprocher du groupe. Si on met l’origine des valeurs angulaires à la position de Å ,


























Les deux derniers niveaux de l’équation 2.18 servent à choisir l’extrémité du  -groupe le
plus proche de Å . Pour les exemples montrés dans la figure 2.3, si l’on prend l’origine comme
point à transformer, elle ne bouge pas pour les figures 2.3b et 2.3d, mais elle devient les points
entourés pour les figures 2.3a et 2.3c.
2.5.2. Érosion et dilatation
La notion d’un  -groupe (équation 2.16) suggère l’introduction de deux opérateurs qui se
rapprochent du supremum et de l’infimum. Considérons un  -groupe fini (ÇTamJc;ﬀ  . Pour toutes
les origines pour lesquelles l’équation 2.17 est valable, le point Ç	
N:
ß
(ÇIamJc;ﬀ  , même si
sa valeur numérique dépend de la position de l’origine, correspond toujours au même point du
groupe. Le même résultat s’applique à l’infimum {(Ç1amJc;ﬀ  . Ces deux extrémités ont donc
une importance partiellement indépendante du choix de l’origine sur le cercle unité.
Cette observation mène à l’introduction d’un opérateur de «pseudo-dilatation». Considérons
une fonction Ç[$ñ  ò , et soit 4 un élément structurant, la pseudo-dilatation
M
bòÑ ò est










dépend sans doute du choix de l’origine mais, par construction, il commute
avec des rotations sur le cercle unité (i.e. avec les changements d’origine). Ce n’est pas une
dilatation, car on ne peut pas trouver un ordre sous-jacent, et n’est pas, a fortiori, un treillis.




jÇa) FE1#$JEWﬀ%4Z5 P\= (Ça) "ET#$\EWﬀ%40 "$#XA"¤ ×QT?¤\Q1S$
Ç $# P\=¢?1?
(2.20)
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(a) (b)
(c) (d)
FIG. 2.4. – (a) Image couleur (taille de l’image ﬀﬂﬁ pixels). (b) Teinte de l’image a. (c)
Érosion classique de l’image b. (d) Pseudo-érosion de l’image b. Les deux érosions sont faites
avec un élément structurant carré de taille  .
Il suit que tous les opérateurs extensifs classiques de la morphologie mathématique, comme
les ouvertures, les fermetures, les reconstructions, les nivellements, etc. ont une version «pseudo».
La figure 2.4 montre une comparaison entre une pseudo-érosion et une érosion classique.
La figure 2.4a est une image couleur, et la figure 2.4b est sa teinte. Une érosion classique est
montrée dans la figure 2.4c, et une pseudo-érosion dans la figure 2.4d. La région dans laquelle
les différences sont les plus visibles correspond au fruit rouge à gauche. Les valeurs de la teinte
pour le rouge se trouvent aux deux cotés de la discontinuité ﬃ! ﬂ#"#ﬃ# , alors que l’érosion classique
les réduit aux petites valeurs plus grandes que zéro. La pseudo-érosion, par contre, remplace les
pixels avec l’infimum du groupe de valeurs autour de zéro. Il faut cependant faire attention à
certaines régions, comme la base du verre de vin, où l’opération de pseudo-érosion n’a aucun
effet parce que les pixels ne forment pas un $ -groupe.
En introduisant ces pseudo-opérations pour éviter l’obligation de choisir une origine, on perd
malheureusement quelques propriétés désirables des opérateurs morphologiques classiques. Par
exemple, les opérateurs de pseudo-ouverture et de pseudo-fermeture ne sont pas idempotents
(mais, en général, le deviennent après quelques itérations). Ce manque d’idempotence est dû au
fait que ces opérateurs n’agissent pas sur chaque pixel de la même manière, mais laissent certains
pixels dans leur état originel. La décision de changer ou de laisser un pixel dépend des valeurs
des pixels dans l’élément structurant, ce qui change à chaque application de l’opérateur.
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2.6. Morphologie circulaire centrée
Si l’ordre des pixels dépend du choix de l’origine Ç Á , l’ordre des différences entre les valeurs
de deux pixels est indépendant de la position de Ç Á . Pour les opérateurs morphologiques qui
agissent sur des accroissements, il est possible de les reformuler d’une façon qui ne nécessite au-
cun choix préalable. Dans cette section, les opérateurs de gradient morphologique et de chapeau
haut de forme sont adaptés aux données circulaires.
2.6.1. Gradient
On définit ici le gradient basé sur des accroissements (équation 2.4) pour l’appliquer à des
images angulaires. Soit £ñÑ 
 une fonction numérique dérivable et 4 un élément structu-
rant. Beucher [95] a introduit trois gradients morphologiques : le gradient par érosion
W0 mN]n4o# (2.21)
le gradient par dilatation
 Fê^_4o#Ł| (2.22)
et le gradient symétrisé
 mN^_4!#Ł uN]_4!# (2.23)
Dans l’espace euclidien, si on utilise pour l’élément structurant 4 une petite sphère ` 3C&%2#
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% (2.25)




BD! FE1#$JEWﬀX4 3$#ûG|BN 3ET#£JEKﬀ%4 3$#¦G (2.26)
En utilisant la relation suivante
9! "$#fBN FE1#£\EKﬀ%40 "$#ýGu´:
ß
9! 3$#fN FE1#£JEKﬀX4 3$# (2.27)
et la relation obtenue par inversion des suprema et des infima, on peut écrire équation 2.26 dans
une forme analogue à celle de l’équation 2.25 qui ne contient que des accroissements
} "$#;:
ß
BN 3$#Ł|! FE1#$JEWﬀX4 3$#ûG|BN $#f|! FE1#$JEWﬀX4 3$#ûG (2.28)
Pour les gradients par érosion et par dilatation, la relation 2.27 et son inversion donnent leurs
formes. Le gradient par érosion est
}*b "$#;:
ß
BD! "$#fN "ET#ÈJEKﬀ%40 $#¦G (2.29)
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Pour passer des fonctions numériques 9 -0/21 à des fonctions angulaires H -I/21 , il suffit de remplacer
les accroissements BD9 -A/21J5 9 - E 1 G dans les équations 2.28, 2.29 et 2.30 par la différence angulaire
définie par l’équation 2.4. Pour le cas où l’origine appartient à l’élément structurant, les trois











Ceci est dû au fait que BP9 -0/21L5 9 - E 1 GL= -Q5SRT;URV1 , mais BMH -0/21ON H - E 1 GL=ÏBMW ;URV1 , et par consé-
quent 7 BPH -A/21	N H - E 12; EG=@? -A/21 G dans l’équation 2.28 est toujours égal à zéro si l’origine ap-













. Pour le cas où l’origine n’appartient pas à l’élément structurant,





















Illustrons l’action de cet opérateur en considérant la composante de teinte de l’image de la
vierge (figure 2.5b). Cette image a été choisie parce qu’elle est majoritairement rouge et pourpre,
ce qui situe son histogramme (circulaire) des teintes autour de l’origine. Une discontinuité est
donc visible dans la teinte, avec les pixels rouges qui se trouvent aux deux extrémités de l’his-
togramme déroulé (figure 2.5c). Un gradient morphologique classique sur la teinte (figure 2.5d)
produit un grand nombre de pixels de forte valeur qui ne correspondent pas à des différences
importantes de couleur dans l’image initiale. Le phénomène est particulièrement accusé dans la
partie périphérique de l’auréole, qui a une apparence lisse dans l’image couleur initiale, mais qui
provoque des forts gradients dans la figure 2.5d. Le gradient circulaire centré (équation 2.31),
montré dans la figure 2.5e, résout ce problème. Notons que, pour cet exemple, si on fait tour-
ner les valeurs de teinte de Z , le gradient classique sera pareil au gradient circulaire centré. Par
contre, le gradient circulaire centré reste invariant aux rotations des valeurs des pixels.
2.6.2. Chapeau haut de forme
La notion d’un chapeau haut de forme, au sens de F. Meyer [95], est le résidu entre une fonc-
tion numérique et sa transformée par ouverture. Elle ne met donc en jeu que des accroissements,
et par conséquent se transpose en fonctions à valeurs sur le cercle unité. Nous explicitons ci-
dessous l’algorithme auquel on aboutit dans le cas des ouvertures par adjonction (i.e. produits de
composition d’une érosion par la dilatation adjointe). Rappelons d’abord la relation qui donne la
valeur []\ -0/21 de l’ouvert selon l’élément structurant ? , au point / . Si l’on note par ^_?a` ;&b =ced














FIG. 2.5. – (a) «La Vierge» de P. Serra dans le monastère de St. Cugat à Barcelone (taille de
l’image mon#pqrm#ms pixels). (b) Composante teinte de l’image a. (c) Histogramme de la com-
posante teinte. (d) Gradient morphologique classique (équation 2.23) sur la teinte. (e) Gradient
circulaire centré (équation 2.31) sur la teinte. Les gradients ont été calculés en utilisant un élé-
ment structurant carré de taille t .
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Considérons maintenant l’expression 9 -0/21l5 [\ -A/21 du chapeau haut de forme, que nous









































G . Pourtant, il est nécessaire de prendre en compte le fait qu’on remplace l’expres-
sion BD9 - E 1E5 9 -A/21F; E>=@?S`@G	= -y5SRT;URV1 par l’expression BPH -A/21	N H - E 12; EG=?S`¢G	=BMW ;URV1 , et en
conséquence, si l’origine appartient à l’élément structurant, l’expression iwk1AvBPH -0/21ON H - E 1!; Ez=S?a`@G
est toujours égale à zéro. Pour éviter que le résultat de cet opérateur soit toujours égal à zéro, il

















Un exemple de ce genre de chapeau haut de forme est donné dans la figure 2.6. Dans la
figure 2.6a, les régions rouge (les régions qui se trouvent sur la discontinuité de teinte) sont
indiquées. L’effet de cette discontinuité est visible dans l’image de la teinte (figure 2.6b). Le
chapeau haut de forme classique sur la teinte est montré dans la figure 2.6c, et son histogramme
dans la figure 2.6e. Il est évident que même si la variation de couleur n’est pas grande dans
les régions indiquées, beaucoup de pixels de valeurs importantes apparaissent dans le résultat du
chapeau haut de forme, ce qui est aussi visible dans l’histogramme. Le résultat d’un chapeau haut
de forme circulaire centré se trouve dans la figure 2.6d, et son histogramme dans la figure 2.6f.
Dans cette image, les fortes valeurs fausses n’apparaissent plus.
2.7. Partitions indexées
Jusqu’ici, nous avons cherché à construire des treillis sur le cercle  en changeant la po-
sition de l’origine, éventuellement variable en chaque point / = . Dans cette section, nous
considérons des treillis plus classiques d’ensembles ou de partitions, dans lesquels la direction
sert seulement à labeliser les partitions. À partir de partitions connexes, on définit des opérateurs
d’ouverture et de fermeture qui agissent sur ces partitions. Ensuite, l’ouverture est davantage
développée pour produire une version invariante par rotation, ce qui conduit à une définition
alternative d’un chapeau haut de forme.
2.7.1. Partitions connexes
Une partition de l’espace de travail  pour laquelle chaque classe est connexe est une appli-
cation v Ł -  1 , avec une connexité  définie sur Ł -  1 , telle que pour tous les points /
et E de  :
1. / =@ -A/21




FIG. 2.6. – (a) Image avec les régions rouges indiquées (taille de l’image ### pixels). (b)
Composante de teinte de l’image a. (c) Chapeau haut de forme classique par un ES carrée de
taille  sur l’image b. (d) Chapeau haut de forme circulaire centré par un ES carré de taille  sur
l’image b. (e) Histogramme de l’image c. (f) Histogramme de l’image d.
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2. /3 E  -0/2143  - E 1 fa -A/21O  - E 1J3X
3.  -0/21 =
Les deux premiers axiomes exigent que chaque / = fasse partie d’une classe de la partition, et
qu’il n’y ait pas de recouvrement entre les classes. Ces deux axiomes définissent les partitions en
général. Le troisième, plus spécifique à nos besoins, impose la connexité sur les classes. On ap-
pelle partition connexe chaque partition de  dont les classes sont connexes. Une démonstration
qu’une famille de partitions connexes forme un treillis complet est donnée dans l’annexe B.1.
2.7.2. Partitions indexées
On passe d’une partition connexe à une partition indexée par l’association d’un indice (par
exemple, lié à la couleur ou à la direction) à chaque classe de la partition connexe.
Définition 2.7.1. Une partition indexée sur un espace  , indexée par un nombre fini  , est une
application Ł -  1 avec une fonction   #Ł -  1  B¡ ;  ;£¢£¢£¢¤; sG qui associe un indice














Les  ensembles associés au jeu d’indices (couleur, direction, ...) se nomment les phases, et la






Comme tout point / = doit être associé à un indice, il y a seulement  5  valeurs d’indice
indépendantes — si l’on connaît la position de  5  phases, la position de la  ème est forcément
connue. L’annexe B.2 parle du treillis de partitions indexées ainsi que du comportement des
opérateurs croissants sur ces partitions.
Ci-dessous nous considérons plus particulièrement des ouvertures et des fermetures agissant
sur les partitions indexées.
2.7.3. Opérateurs cycliques
Les partitions indexées construites sur le cercle unité sont nommées partitions cycliques. Un
opérateur agissant sur une telle partition est dit cyclique lorsqu’il ne met en jeu que des suites
complètes d’indices (i.e. tous les indices associés à la partition).
Quand une fermeture cyclique est appliquée à une partition cyclique, il est clair que cette
opération, étant extensive, mène à l’interaction des différentes phases. Pour pouvoir prendre ces
interactions en compte, la fermeture est appliquée aux phases en série. L’ouverture, par contre, à
cause de son anti-extensivité, peut être appliquée aux phases de façon parallèle.
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FIG. 2.7. – Exemple schématique d’une fermeture cyclique, démontrant que le résultat dépend
de l’ordre des opérateurs.
2.7.4. Fermetures en série
Supposons l’espace  équipé d’une connexion propre, i.e. d’une connexion pour laquelle
tout grain de ª est adjacent à au moins un pore, et tout pore à au moins un grain ( ª «T ; sauf
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où ¦S´ est définie par l’équation 2.36 et où []° indique l’ouverture connexe ponctuelle. La première
ligne de cette expression applique une fermeture connexe à la phase ¦
®
, et la deuxième ligne
enlève les parties ajoutées à la phase ¦ ® des autres phases pour garder les propriétés d’une
partition. Cette fermeture n’est évidemment pas cyclique.






appliqué aux  phases. L’effet de
­
sur la partition est le suivant :
­~» bouche certains pores
de ¦
»
selon un critère croissant, ce qui signifie que si un pore n’est pas bouché, aucun pore
plus grand que lui ne sera bouché. Les opérations ­¼º , ­E½ , ..., ­L¹ transforment ensuite certains
grains de [¾°_¬ - ¦
»
1 en pores sans jamais y ajouter des grains. Comme la connexion sur  est
propre, chaque grain de [°_¬ - ¦
»
1 ultérieurement transformé en pore ne fait que grossir les pores
de [°_¬ - ¦
»
1 adjacents. Par conséquent, ­¼»y­ 3 ­ , et par itération ­¼­ 3 ­ , c’est à dire que ­ est
idempotent.
L’effet pratique de chaque opérateur
­
` est d’assigner l’indice b aux composantes connexes
de la partition qui sont plus petites que l’élément structurant et qui sont complètement entourées
par la phase b . Le résultat de l’opérateur
­
n’est pas indépendant de l’ordre des fermetures
­
` ,
ceci est démontré dans la figure 2.7.
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Phase limite inférieure limite supérieure teinte moyenne
1 0 ¿ 35 ¿ 22.3 ¿
2 35 ¿ 48 ¿ 40.5 ¿
3 48 ¿ 93 ¿ 60.1 ¿
4 93 ¿ 138 ¿ 115.1 ¿
5 138 ¿ 183 ¿ 163.2 ¿
6 183 ¿ 211 ¿ 199.7 ¿
7 211 ¿ 241 ¿ 218.2 ¿
8 241 ¿ 286 ¿ 256.1 ¿
9 286 ¿ 331 ¿ 311.7 ¿
10 331 ¿ 360 ¿ 353.3 ¿
TAB. 2.1. – Limites inférieures et supérieures des éléments de la partition indexée de la teinte
utilisées dans la figure 2.8, et la teinte moyenne mesurée dans chaque phase.
(a) (b)
(c) (d)
FIG. 2.8. – Exemple d’une fermeture cyclique. (a) Image couleur initiale (taille À#ÀvÁÂo ). (b)
L’image couleur finale après une fermeture cyclique de la teinte par un élément structurant carré
de taille 10. (c) Partition indexée de la teinte de l’image a contenant 10 phases. (d) Teinte après
la fermeture cyclique.
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Un exemple de fermeture cyclique sur la teinte (figure 2.8b) d’une image couleur (figure 2.8a)
est montré. Cette teinte est d’abord partitionnée en utilisant un algorithme simple pour choisir
les limites des éléments de la partition. Cet algorithme construit des indices à partir de W<¿ , en
imposant à une phase d’avoir soit un nombre maximum de pixels égal à un sixième du total
dans l’image, soit une largeur maximum de ÀÃ]¿ . Les dix phases générées par cet algorithme
pour la figure 2.8a sont montrées dans le tableau 2.1. L’image de teinte contenant les phases
labelisées est montrée dans la figure 2.8c. Une fermeture cyclique (équation 2.38) par un ES
carré de taille 10 avec les phases traitées dans l’ordre de b est appliquée à la partition indexée
pour donner l’image de la partition indexée fermée de la figure 2.8d. Pour reconstruire une image
couleur, chaque phase est remplacée par sa teinte moyenne (tableau 2.1), puis elle est recombinée
avec la luminance et la saturation initiales pour créer l’image de la figure 2.8d. Dans cette image,
les effets de la fermeture sur la teinte sont visibles. Par exemple, on remarque que les éléments
blancs de la mosaïque entourés par du rouge ont pris une légère teinte rose dans l’image finale.
En résumé, le but de cette approche est de remplacer des données spatiales pour lesquelles le
choix d’une origine n’est pas évident par un traitement d’ensembles indexés. L’opérateur n’est
toutefois pas invariant par rotation, car le résultat dépend de l’ordre dans lequel les indices sont
traités. Nous avons donné un exemple de simplification de la teinte d’une image couleur ; un
autre bon exemple de son utilisation sur des images de lames mines polarisées de silicates est
donné par Mlynarczuk et al. [69].
2.7.5. Ouvertures en parallèle
Le résultat d’une fermeture en série est de réindexer quelques composantes connexes des
phases avec des indices déjà existants. Une ouverture, par contre, enlève complètement certaines
composantes connexes. Pour rester dans le cadre des partitions, on résout ce problème en com-
mençant avec une partition de  5  indices, et on attribue l’indice  aux composantes qui sont
enlevées par l’ouverture. Il est clair qu’il n’y a pas d’interaction entre les composantes de la parti-
tion pour cette ouverture, contrairement à la fermeture cyclique qui change la forme de certaines
composantes. Cette opération se réduit ainsi à une simple réindexation des composantes de la
partition. On attribue l’indice  aux composantes qui sont éliminées par une ouverture connexe.
Par contre, celles qui ne sont pas enlevées gardent leurs indices d’origine. Cette opération est



















où [ est une ouverture connexe et où le symbole  3 indique que la valeur du terme à droite est
assignée à celui de gauche. La phase d’indice  joue le rôle de résidu de l’ouverture.
On peut profiter du fait qu’il n’y a pas d’interaction entre les phases pendant une ouverture
cyclique pour sortir du cadre de partitions indexées et pour reformuler cette ouverture pour les
images angulaires labelisées. Ceci permet d’aboutir à une définition simple du chapeau haut de
forme. Pour une image labelisée, il n’est pas nécessaire d’avoir un label en chaque point de
l’image ; le résidu est ainsi représenté plus facilement par l’absence d’un label, comme dans le
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FIG. 2.9. – Exemple schématique d’une ouverture cyclique, démontrant que le résultat est indé-
pendant de l’ordre des ouverture élémentaires qui la composent.
cas ensembliste. Grâce à la formulation labelisée, l’utilisation des ouvertures connexes n’est plus
obligatoire, parce qu’il n’est pas nécessaire de préserver les propriétés d’une partition.










































Le résultat de cette ouverture est indépendant de l’ordre des ouvertures élémentaires qui
la composent (figure 2.9). De plus, à la différence des produits de composition, la réunion de
l’équation 2.41 n’a pas besoin du cadre fini de  labels, ce qui permet d’exprimer de manière
très simple la notion d’ouverture labelisée invariante par rotation.
2.7.6. Ouverture cyclique invariante par rotation
Une application d’une ouverture cyclique, définie dans la section précédente, à une image
labelisée donne comme résultat une image dans laquelle quelques composantes connexes ont
perdu leurs labels, mais dans laquelle aucune composante n’a changé de label (de label 1 à
label 2, par exemple). Par conséquent, il n’est pas nécessaire de suivre soigneusement l’évolution
des labels des composantes connexes, il suffit de regarder les intersections ou les réunions des
résultats des ouvertures sur des labels qui se recouvrent. On peut donc transformer les images
par extraction des pixels qui satisfont à certains critères, application d’une ouverture sur chaque
ensemble, et la combinaison des résultats d’une manière isotrope.
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FIG. 2.10. – (a) Image schématique contenant deux valeurs angulaires représentées par deux
niveaux de gris. (b), (c) et (d) Label ¦ -ËÊz;ÌÍ1 en rouge pour des valeurs de Ê montrées en dessous
de chaque image, et ÌÎ3 #Wo¿ . L’élément structurant utilisé pour les ouvertures des labels est
illustré en haut.
Soit ¦ -ËÊz;ÌÍ1 un ensemble de points / =Ï dont la valeur angulaire H -0/21 se trouve dans le














L’ouverture [\Ó¦ -ËÊz;ÌÍ1 se comporte comme une ouverture binaire, avec ¦ -ËÊz;ÌÍ1 en premier
plan, et son inverse ¦ -ËÊz;ÌÍ1 en fond. Pour rendre isotrope cette opération, on prend la réunion












On obtient une image binaire qui contient en premier plan tous les pixels qui ne sont pas suppri-
més par l’action de l’ouverture pour au moins une valeur des angles Ê . On considère donc que
tous les pixels qui sont supprimés par l’ouverture correspondent aux résidus de cet opérateur. De
même que pour le chapeau haut de forme, ce résidu, dénoté Õ Ö - ? ;ÌÍ1 , peut être obtenu par la





















Étant donné que la réunion de tous les labels couvre l’image entière, le résidu peut également










Ce résidu contient tous les pixels qui sont éliminés par l’ouverture pour chaque angle Ê .
En pratique, pour des raisons de rapidité de calcul, on fait souvent une approximation de la
variation de l’angle Ê dans l’équation 2.42 par quelques valeurs discrètes, par exemple, en variant
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(a) (b)
FIG. 2.11. – (a) «Composition» (1938) de Sonia Delaunay. (b) sa composante teinte.
Ê à partir d’une origine ÊEÚ quelconque d’un pas de taille Û Ê . Il est possible que l’utilisation de
cette approximation ajoute quelques régions supplémentaires aux résidus. Ceci est démontré par
le cas pathologique illustré dans la figure 2.10, dans laquelle l’image (a) contient deux valeurs
angulaires représentées par deux niveaux de gris. Pour faire des ouvertures labelisées sur cette
image, nous utilisons l’élément structurant illustré et une valeur de Ì¯3 #W ¿ . La figure 2.10b
montre en rouge le label ¦ -ÜÊ¼;ÌÍ1 pour ÃÂ¿~Ý Ê ÔØÞ#¿ , la figure 2.10c pour Þ#¿~Ý Ê Ôàß#Â#¿ , et la
figure 2.10d pour ß#Âo¿ÙÝ Ê Ôá£W#Þ#¿ . Il est clair qu’une ouverture du label par l’élément structurant
montré laisse les figures 2.10b et 2.10c dans leur état actuel, et supprime la région labelisée de
la figure 2.10d. Si nous utilisons toutes les valeurs de Ê =lBMWv¿ ; #ÞW#¿ 1 , il est clair que la région
centrale ne fera pas partie du résidu, parce qu’elle n’est pas éliminée pour toutes les valeurs de
Ê
. Si l’on choisit une approximation avec ÊJÚ3 W#¿ et Û Ê3 jÃﬂ¿ , Ê prend seulement des valeurs
de ÀÃ¿ , Þ#W#¿ , #Ã¿ , Â#W#¿ et ﬀWoÃ¿ dans l’intervalle angulaire concernée, ce qui évite la configuration
de la figure 2.10c. La région centrale fera ainsi partie du résidu pour cette approximation.
Nous présentons maintenant un exemple pour illustrer la démarche associée à une ouverture
cyclique, appliquée à la composante teinte (figure 2.11b) de l’image couleur de la figure 2.11a.
Effectuons une ouverture labelisée connexe (i.e. ouverture avec reconstruction) avec Ì3 Â#Wo¿
et un élément structurant carré de taille â 3  . L’ouverture (équation 2.42) est faite en variant
Ê de ÊãÚY3 W¿ à jÃ¿ par des pas de Û Êä3 ÀÃ¿ . La définition des labels est montrée dans les
figures 2.12a et 2.12b et les images labelisées se trouvent respectivement dans les figures 2.12c
et 2.12d (deux images labelisées sont montrées à cause du recouvrement des labels). Les résultats
des ouvertures sur chaque label dans les figures 2.12c et 2.12d sont indiqués sur les figures 2.12e
et 2.12f, le résidu étant indiqué en jaune. On se rappelle que le résidu correspond aux labels qui
ont été éliminés par l’ouverture.




FIG. 2.12. – (a) et (b) Définition des labels avec paramètres Ìr3 Â#W ¿ , Ê	Ú3 W ¿ et Û ÊÒ3 ÀÃ ¿ . (c)
et (d) Teinte labelisée selon les définitions a et b. (e) et (f) Résultats des ouvertures labelisées,
dans lesquels le résidu est indiquée en jaune.
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(a) (b) (c)
FIG. 2.13. – (a) Résidu de l’ouverture. (b) Image de départ. (c) Résidu (indiqué en pourpre)
superposé sur l’image de départ.
Le résidu final (équation 2.44) qui est montré dans la figure 2.13a est superposé sur l’image
de départ dans la figure 2.13c (il apparaît en pourpre). Pour faciliter la comparaison, l’image de
départ est montrée dans la figure 2.13b. En regardant les résultats, il est clair que le résidu est
formé par deux types de régions :
1. Celles qui se trouvent toujours avec un label différent de celui des régions voisines, et qui
sont plus petites que l’élément structurant.
2. Celles dans lesquelles les pixels ont une variation de valeurs plus grande que la taille d’un
label Ì . Dans le cas des images de teinte, les régions de faible saturation sont souvent dans
cette catégorie.
Ces observations peuvent être décrites de façon plus rigoureuse : Quand l’angle Ì varie de W à Z ,
il est clair que l’ouverture [ est une fonction croissante de Ì . De plus, cette ouverture est aussi
une fonction décroissante du paramètre de taille de l’élément structurant â , d’où la proposition
suivante :
Proposition 2.7.2. Soit Hå]  une fonction à valeurs angulaires, [Fæ une granulométrie, et



























est une ouverture isotrope. La famille ç[ - â ; Z 5èÌÍ1; W©Ô Ì ÔÏZ ; âêéVW<ë engendre une double
granulométrie par rapport aux deux paramètres â et Z 5èÌ .
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En pratique, Ì exprime la quantité de variation permise dans les angles qui constituent une
région. Les ouvertures labelisées agissent sur les données d’une façon parallèle (chaque [eæ -ËÊz;ÌÍ1
peut être calculé par un processeur indépendant).
Un exemple de cette double granulométrie est donné dans le tableau 2.2, dans lequel les
résidus d’une ouverture labelisée appliquée sur la teinte de la figure 2.11a sont montrés. Les
valeurs de Ì décroissent de gauche à droite, et la taille â de l’élément structurant carré augmente
de haut en bas. La superficie du résidu est donc la plus grande en bas à droite.
Une application de cet opérateur dans le cadre de la détection de défauts dans une texture
orientée est présentée dans le chapitre 3.
2.8. Conclusion
Dans ce chapitre, nous avons présenté quatre façons différentes d’appliquer la morpholo-
gie mathématique aux images qui contiennent des données circulaires. Le but principal était de
développer des opérateurs qui
1. prennent en compte le fait que les valeurs sur le cercle unité sont cycliques (et ainsi la
discontinuité des valeurs à W / _Z ).
2. sont invariants par rotation, c’est à dire, indépendants du choix de l’origine.
Ces objectifs sont réalisées à des niveaux différents pour les opérateurs développés car il n’existe
malheureusement pas de solution générale qui satisfasse aux deux conditions préalables. En ré-
sumé, tous les opérateurs introduits prennent en compte la périodicité des valeurs, mais seule-
ment quelques uns sont invariants par rotation : les pseudo-opérateurs, les opérateurs circulaires
centrés et l’ouverture cyclique labelisée.
Souvent, pour éliminer la nécessité de devoir choisir une origine, et pour créer un opérateur
invariant par rotation, d’autres choix préalables sont inévitables. Par exemple, pour les pseudo-
opérateurs, on est obligé de choisir une définition de groupement des données, et pour les ouver-
tures labelisées, il faut une taille de secteur. Les seuls opérateurs pour lesquels les deux conditions
sont satisfaites sans imposer un choix alternatif sont les opérateurs circulaires centrés. Cependant,
leur domaine d’application est assez réduit.
En pratique, certains de ces opérateurs se montrent plus utiles ou commodes à utiliser que
d’autres. L’approche par pseudo-opérateurs, par exemple, nous semble apporter plus d’incon-
vénients (pertes des propriétés de base) que d’avantages (isotropes). La fermeture cyclique, qui
impose une définition préalable d’une labelisation, est aussi difficile à appliquer dans les cas où
les limites des labels ne sont pas évidentes. Le fait qu’elle ne soit pas invariante par rotation
limite aussi son application.
En définitive les opérateurs les plus utiles sont
– les deux chapeaux haut de forme (circulaire centré et cyclique labelisé) qui sont appliqués
à la détection des défauts dans une texture orientée (sections 3.4 et 3.6)
– le gradient circulaire centré, utilisé pour la segmentation d’une texture orientée (section 3.7)
– les opérateurs nécessitant le choix d’une origine, ce qui sont les plus faciles à appliquer
dans des espaces vectoriels (chapitre 5).
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TAB. 2.2. – Démonstration de la double-granulométrie. Les colonnes représentent les images
obtenues pour des valeurs décroissantes de Ì; et les lignes les résultats obtenus pour une taille â
croissante d’un élément structurant carré.
34 Le cercle unité
En dehors des applications aux textures orientées et aux images couleur, on peut envisager des
applications dans des domaines où le traitement des images de phase est nécessaire. Ces images
de phase se trouvent partout où l’utilisation de la transformation de Fourier est courante, comme
par exemple dans les spectrogrammes utilisés pour le traitement de son [57], ou en microscopie
électronique.
3. Détection de défauts dans une
texture orientée
Après avoir développé des opérateurs morphologiques sur le cercle unité dans le chapitre
précédent, nous procédons dans ce chapitre à une première application de ces opérateurs au
problème de l’analyse des textures orientées. Une texture fait partie de la classe des textures
orientées si elle est caractérisée par une orientation dominante en chacun de ses points. Ce genre
de texture peut être résumée par un champ de directions qui encode les orientations dominantes.
Les opérateurs morphologiques pour données circulaires développés dans le chapitre précédent
sont évidemment bien adaptés au traitement des champs de directions. En particulier, les cha-
peaux haut de forme appliqués aux données circulaires sont utiles pour trouver les singularités
d’un champ de directions, correspondant aux défauts d’une texture orientée.
Dans ce chapitre, nous commençons par introduire les propriétés principales des textures
(section 3.1), puis nous continuons par une discussion des caractéristiques générales des défauts
rencontrés dans une texture (section 3.2). Le sujet spécifique des textures orientées est ensuite
abordé (section 3.3), et nous introduisons un algorithme pour calculer les champs de directions
qui décrivent les orientations d’une texture. La plus grande partie de ce chapitre est dédiée à la
détection des défauts dans des textures orientées ; les résultats de trois études sont données : la
détection sur quelques textures de l’album de Brodatz (section 3.4), sur les images de textile de la
base TILDA (section 3.5), et sur les images de bois (section 3.6). Nous terminons en démontrant
l’utilité du gradient circulaire centré comme première étape dans la segmentation d’une texture
orientée par la ligne de partage des eaux (section 3.7).
3.1. Propriétés principales des textures
On considère dans ce chapitre des images bi-dimensionnelles de textures, c’est à dire des
fonctions 9ìí  îzï qui associent une caractéristique à chaque point / d’un espace bi-
dimensionnel íñðò , où  est l’espace euclidien. Il peut s’agir d’une caractéristique de per-
ception, c’est à dire un niveau de gris (pour ó 3  ) ou une couleur (pour ó 3  ), ou une mesure
qui ne correspond pas à la vision humaine, par exemple une mesure multi-spectrale. Pour décrire
la texture, on s’intéresse à des relations spatiales entre ces caractéristiques [48]. D’une façon gé-
nérale, on peut dire qu’une texture est la réalisation d’une fonction aléatoire stationnaire dont la
portée des moments est petite par rapport au champ d’observation. Dans ce chapitre, on se limite
au cas où í est un sous-ensemble de l’espace numérique bi-dimensionnel ô
º
et ó 3  .
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(a) d20 (b) d15
(c) d92 (d) d61
FIG. 3.1. – Exemples de quatre classes de texture : (a) fortement ordonnée. (b) faiblement or-
donnée. (c) désordonnée. (d) compositionnelle. Le numéro de référence de chaque texture dans
l’album de Brodatz [13] est donné en bas de chaque image.
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Il existe deux façons principales d’approcher l’analyse d’une texture :
1. Un modèle mathématique de la relation spatiale peut être choisi, dont les paramètres sont
calculés à partir des exemples d’une texture. Cette approche est surtout avantageuse quand
on souhaite régénérer des textures synthétiques à partir de modèles [35, 102].
2. Les descripteurs de texture qui correspondent à ceux perçus par le système de vision hu-
maine peuvent être calculés. Ces paramètres sont surtout utiles quand on cherche à simuler
une tâche de classification ou de détection de défauts faite par un humain.
Pour aider dans le choix d’un modèle mathématique, Rao [89] a créé une taxinomie de textures
basée sur les propriétés de la relation spatiale. Il définit quatre classes de textures, dont des
spécimens sont montrés dans la figure 3.1 :
Texture fortement ordonnée : Ces textures sont composées d’un placement spécifique d’élé-
ments primitifs, ou d’une distribution d’une classe d’éléments (figure 3.1a).
Texture faiblement ordonnée : Ces textures ont un certain niveau de spécificité d’orienta-
tion à chaque point de la texture (figure 3.1b).
Texture désordonnée : Ces textures ne sont ni répétitives, ni orientées, et peuvent être dé-
crites en termes de rugosité (figure 3.1c).
Texture compositionnelle : Ces textures sont faites d’une composition des trois premières
classes de texture (figure 3.1d). Un exemple classique est un mur de brique qui consiste en
une texture fortement ordonnée d’éléments, les briques, dont chaque brique est caractérisée
par une texture désordonnée.
Plusieurs méthodes sont utilisées pour quantifier la relation spatiale des textures, y compris les
matrices de co-occurrence [48], les covariances [95], les champs aléatoires de Markov [87], les
longueurs de plage [110] et les ondelettes [114].
Ayant introduit les textures en termes de relations spatiales, passons ensuite aux propriétés
perceptuelles, c’est à dire les propriétés qu’on remarque en regardant une texture. Rao et Lohse
[90] donnent les résultats d’une expérience faite pour trouver les caractéristiques de haut niveau
qui sont importantes dans la perception de texture par les humains. Ils ont demandé à vingt per-
sonnes de classer indépendamment trente textures de l’album de Brodatz [13] dans un nombre
de classes non-spécifié, et ensuite de regrouper les classes les plus similaires pour ainsi créer un
arbre de similarité de texture. Par une analyse statistique, les auteurs ont déterminé les carac-
téristiques qui influencent ce groupement perceptuel. La caractéristique la plus importante s’est
révélée être la répétitivité, suivie par l’orientation et éventuellement la complexité. Mojsilovic´
et al. [70] donnent les résultats d’une expérience similaire avec des textures colorées. Ils ont
demandé à vingt-huit personnes de spécifier numériquement sur un échelle de W à £W#W les simi-
larités entre chaque combinaison possible de vingt textures colorées extraites d’un catalogue de
textiles. Avec une analyse statistique, ils ont identifié cinq caractéristiques perceptuelles impor-
tantes, dont deux qui sont spécifiques à la couleur : la couleur globale et la pureté de couleur, et
trois qui correspondent aux caractéristiques trouvées par Rao et Lohse : directionalité et orienta-
tion, régularité, et complexité et densité.
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Chetverikov [20] discute ces caractéristiques perceptuelles dans le cadre de propriétés struc-
turales fondamentales du monde naturel. Ce sont les propriétés qui sont souvent évidentes dans
les lois de physique et de biologie, par exemple régularité, symétrie et auto-similarité. Il fait les
liens suivants : répétitivité correspond à régularité, et orientation correspond à anisotropie. La
hiérarchie de ces deux propriétés est visible parce qu’un motif périodique (régulier) est toujours
anisotrope dans le sens où il aura des orientations caractéristiques définies par les directions de
périodicité. La régularité correspond ainsi à un niveau de description plus élevé [23].
L’utilisation de ces deux caractéristiques de perception est soutenue par la découverte d’un
type de cellule dans le cortex visuel des singes qui répond vigoureusement à une grille de barres
d’une certaine orientation, position et périodicité, mais qui répond faiblement ou pas de tout à
une barre qui ne fait pas partie d’une grille [116]. Kruizinga et Petkov présentent un modèle de
cette cellule qui est appliqué à une étude de texture [56].
Pour les algorithmes de traitement de texture qui visent à copier une tâche faite par des
humains, l’utilisation de ces caractéristiques de perception paraît logique. Parmi les méthodes de
description de texture qui prennent en compte les propriétés perceptuelles se trouvent celles qui
caractérise la régularité proposée par Chetverikov [22] et Parkkinen et al. [76] ; des méthodes
de calcul d’orientation qui sont discutées dans la section 3.3 ; et une approche proposée par Liu
et Picard [61] qui utilise l’autocorrélation pour quantifier la périodicité d’une texture avant de
calculer des caractéristiques adaptées au genre de texture détectée. Pour contribuer à la réalisation
de ce genre de traitement, nous développons des algorithmes qui utilisent des caractéristiques
d’orientation pour détecter des défauts dans des textures.
3.2. Défauts dans la texture
La détection de défauts est une tâche importante dans l’inspection industrielle [72]. Le pro-
blème de l’automatisation de cette tâche par des méthodes de vision par ordinateur a déjà été
profondément étudié, et plusieurs systèmes génériques capables d’exécuter des inspections au-
tomatiques sont déjà commercialisés. En règle générale, leur capacité se limite à des applica-
tions simples pour lesquelles les défauts sont bien marqués par un changement de couleur ou de
forme. Les applications plus spécifiques, par exemple l’inspection de fruits [71] ou de carreaux
de marbre [58], sont encore des sujets de recherche.
Les humains ont, en général, une capacité surprenante à trouver des imperfections dans un
motif quelconque, même s’ils n’ont pas d’information sur le motif idéal ou sur les formes pos-
sibles de l’imperfection. Cette capacité humaine soutient l’utilisation des caractéristiques per-
ceptuelles pour la détection automatique des défauts dans une texture, une tâche qui se révèle
très difficile.
Citons quelques études sur les défauts dans une texture. Song, Petrou et Kittler considèrent
la détection des fentes dans des motifs réguliers et irréguliers avec les filtres de Wigner [107], et
la détection de défauts dans les textures aléatoires couleur [54]. Tsai et Hsiao [113] présentent
une approche pour détecter les défauts dans des textures dont l’orientation principale est connue.
Leur algorithme enlève la texture en faisant une décomposition de l’image en ondelettes, suivie
par une reconstruction faite sans les sous-images qui correspondent à l’orientation principale de
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la texture. Une comparaison entre la détection par des méthodes de régularité et d’orientation est
donnée par Chetverikov et Hanbury [23].
Dans ce chapitre, on considère les méthodes de morphologie mathématique sur le cercle
unité appliquées à la détection de défauts dans les textures orientées. L’étude la plus proche
dans la littérature est celle de Branca et al. sur l’utilisation de l’orientation et de la cohérence
de l’orientation pour la détection de défauts sur le cuir. Pour cette étude, ils appliquent une
approche multi-échelle [10] dans laquelle l’échelle est choisie par la taille d’un filtre gaussien ;
une projection des vecteurs sur une base de champs de vecteurs élémentaires [11, 108] ; et un
réseau de neurones [12].
Il est important de différencier la détection de défauts dans une texture et la segmentation
d’une texture [15]. Pour la détection de défauts, la texture forme une classe homogène et on
essaie de trouver les observations aberrantes qui sont les défauts, mais qui n’appartiennent pas
forcément tous à une seule classe. Pour la segmentation, on essaie de diviser une image en régions
homogènes en texture, où chaque région appartient à une classe de texture. La segmentation des
textures orientées est brièvement discutée dans la section 3.7.
Un autre aspect qui n’est pas considéré est la classification de défauts. Après la détection, les
caractéristiques des défauts sont mesurées pour pouvoir les classer dans des classes spécifiques.
Ceci dépend forcément du problème et de la matière considérés, par exemple la classification des
nœuds de bois dans les classes de nœud sec, nœud tranché, etc. ou une classification qui dépend
de l’origine technique du défaut. Il existe certainement une interaction entre les étapes de détec-
tion et de classification, car l’étape de classification peut aussi corriger les erreurs de l’étape de
détection. Souvent, pour ne pas laisser passer un défaut, l’étape de détection utilise un seuil de
détection très bas, et l’étape de classification différencie entre les vraies et les fausses détections.
Dans ce chapitre, nous considérons seulement la détection de défauts à partir de leurs caractéris-
tiques directionnelles. Les régions détectées par les algorithmes décrits peuvent éventuellement
être mises ensembles avec des régions de défauts détectées par d’autres algorithmes, pour ensuite
être traitées par un processus de classification de défauts spécifique au type de matériau traité.
3.3. Texture orientée
Une texture orientée est une texture anisotrope (faiblement ordonnée) caractérisée par une
orientation principale locale à chaque point de la texture. Pour décrire quantitativement ce genre
de texture, l’orientation principale est calculée dans un groupe de voisinages superposés sur
l’image contenant la texture. Si l’on représente chaque voisinage par un pixel avec la valeur
d’orientation dominante du voisinage, on crée ainsi une image qui résume la texture en forme
d’un champ de directions. Dans chaque voisinage, on peut également calculer une mesure de
cohérence ou de niveau d’anisotropie pour construire une deuxième image de résumé. Si les
centres des voisinages sont séparés par plus d’un pixel de distance, les images de résumé sont
plus petites que l’image de départ.
Pour calculer ces images résumées, on utilise un algorithme développé par Rao et Schunck
[88, 89], basé sur une approche de Kass et Witkin [51]. Cet algorithme est décrit dans la sec-
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tion 3.3.1, et quelques approches alternatives ou complémentaires sont résumées dans la sec-
tion 3.3.2.
3.3.1. L’algorithme de Rao et Schunck
Cet algorithme est basé sur le gradient d’un filtre gaussien. En deux dimensions, la transfor-
mée de Fourier de la première dérivée d’une fonction gaussienne consiste en deux lobes orientés
sur une ligne qui passe par l’origine de l’espace fréquentiel. Une texture orientée aura une com-
posante de fréquence dominante, et la réponse du gradient du filtre gaussien peut être réglée à
cette composante dominante [89]. Les étapes de calcul de l’algorithme sont les suivantes :
1. L’image initiale à niveaux de gris est traitée par un filtre gaussien de déviation õ
»
pour
choisir l’échelle des structures intéressantes.





Ceci est fait par convolution avec les noyaux de Prewitt ou de Sobel [36].
3. Pour chaque pixel - ± ;&³Ü1 , le module Õ
®
´ et l’angle ø
®
´ (entre W¿ et #Þ#W¿ ) sont calculés à partir
des valeurs de gradient.
4. Un voisinage ù de largeur õ
ºQú
et de hauteur õ
º¨û
est déplacé sur l’image en pas de Û
ú
pixels horizontalement et de Û
û
pixels verticalement. A chaque position -A/	; E 1 , l’orienta-



































































L’orientation dominante est essentiellement la moyenne des directions dans le voisinage,
la relation entre les deux définitions étant discutée après la présentation de l’algorithme. La
cohérence angulaire est la somme des longueurs des vecteurs unités dans les directions ø
®
´
dans le voisinage projetés sur le vecteur unité dans la direction moyenne üøý°!þ du voisinage.
Elle donne la proportion de directions qui sont proches de la direction moyenne.
5. On termine par la création de deux images de résumé ø et ß , qui représentent respective-
ment la distribution d’orientations et de cohérences. Dans ces images, chaque pixel encode































L’étape importante de cet algorithme est le calcul de la direction dominante donné par l’équa-
tion 3.1. La forme de cette équation est similaire à celle du calcul de la direction moyenne présen-
tée dans la section 2.2 (on retrouve l’arc-tangente d’une somme de sinus divisée par une somme
de cosinus). La direction moyenne donnée par l’équation 3.1 correspond en fait au deuxième
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FIG. 3.2. – Calcul d’une image de directions. (a) Image de départ (taille #>ÁÞ#W#ß pixels). (b)
Image réduite de directions (taille ﬀÑ pixels). (c) Histogramme de l’image b. (d) Schéma
montrant le codage des angles dans l’image de directions.
moment trigonométrique [32]. Ce moment a été choisi pour que les vecteurs dans des directions
opposées se renforce1, comportement souhaité pour les données axiales. Les sommes sont enri-
chies par la prise en compte des modules des vecteurs, donnant ainsi plus de poids aux directions
associées aux grands modules2. Finalement, le résultat de la fonction  #  k est divisé par  pour
le ramener dans l’intervalle de valeurs de données axiales.
Un exemple de calcul d’une image réduite de directions pour une planche de bois (merisier)
est montré dans la figure 3.2. La figure 3.2b est l’image de directions de la figure 3.2a, calculée

















ﬀÞ . Dans cette image, le
niveau de gris de chaque pixel représente une valeur angulaire entre W ¿ et jÂ ¿ . L’histogramme
de la distribution des orientations, c’est à dire l’histogramme de la figure 3.2b est montré dans
la figure 3.2c, et un schéma montrant le codage des directions est donné dans la figure 3.2d. Ce
codage est utilisé pour toutes les images de directions montrées dans ce document.










dépendent des données qu’on analyse. Le
paramètre õ
»
, la déviation du filtre gaussien, choisit l’échelle de la texture traitée. Les valeurs
1Considérons un vecteur avec une représentation $&%('*) en coordonnées polaires. Le carré de ce vecteur est $,+-%.+/'0) .
Le vecteur de direction opposée à $&%'*) est $1%.'20)/35476 et son carré est $8+%.'92+:)/35+/476&;<$&+-%.+='*) . Par conséquent,
l’addition des carrés de ces deux vecteurs de directions opposées donne un vecteur de module >7$?+ (les vecteurs
se renforcent).
2Dans le chapitre 5, nous faisons une pondération semblable à celle-ci dans le cadre des images couleur.
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plus élevées de õ
»





, qui spécifient la taille du voisinage dans lequel la moyenne est calculée, ont moins d’effet sur
les résultats. Ils doivent être choisis pour qu’il y ait au moins une structure orientée dans chaque




spécifient le sous-échantillonage de l’image de départ. Pour









Les résultats d’une étude sur l’effet des valeurs de ces paramètres sur les images de directions
calculées à partir des images de bois sont donnés dans la section 9.1.
Pour une application pratique, une forme plus efficace de l’équation 3.1 est disponible. On y



























































































qui sont substitués dans l’équation 3.1 pour produire une version qui contient moins de fonctions
































L’algorithme de Rao et Schunck est une méthode simple et rapide pour calculer les orienta-
tions principales d’une texture. Nous présentons d’abord quelques variations de cet algorithme
décrites dans la littérature. Bigün et al. [6] donnent une dérivation alternative pour arriver au
même algorithme, si ce n’est que la convolution avec une fonction gaussienne et le calcul du
gradient sont combinés en une seule étape. Une alternative aux étapes 1 à 2, c’est à dire le choix
de l’échelle et le calcul des gradients, est une transformation par ondelettes dyadiques [64] qui
donne directement des gradients horizontaux et verticaux à plusieurs échelles. Pour trouver les
orientations des structures linéaires, Davies [29] propose des masques de convolution pour rem-
placer les masques de détection de bords de l’étape 2.
Si une description détaillée des orientations n’est pas nécessaire, il est possible d’utiliser un
banc de filtres, réglés pour répondre à des angles spécifiques [111] ; ou à des angles et fréquences
spécifiques comme les filtres de Gabor [65].
L’inconvénient principal de l’algorithme de Rao et Schunck est son incapacité de prendre en
compte des situations où il existe plus d’une orientation principale dans un voisinage. Andersson
et Knutsson [3] présentent une approche capable de séparer deux orientations, et Chetverikov
[21] présente une approche qui peut détecter plusieurs orientations en utilisant une mesure d’ani-
sotropie. Freeman et Adelson [34] introduisent la notion de filtres dirigeables, une généralisation
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des bancs de filtres permettant la détermination d’une orientation et d’une cohérence à chaque
point de l’image, et la prise en compte des orientations multiples dans un voisinage. Picard et
Gorkani [79] donnent les résultats d’une expérience pour comparer les orientations principales
trouvées dans les textures de Brodatz par l’algorithme de Freeman et Adelson à des orientations
perçues par des humains.
3.4. Détection de défauts avec le chapeau haut de
forme
Dans cette section, nous montrons l’application d’un des opérateurs développés dans le cha-
pitre 2 à la détection de défauts dans des textures orientées. Les exemples sont extraits de l’article
[23] dans lequel nous avons étudié l’apport et les limites de la détection de défauts en utilisant les
deux premières propriétés perceptuelles de texture, la régularité et l’anisotropie. Ici, nous nous
limitons à montrer quelques exemples qui utilisent une approche basée sur l’orientation pour
illustrer l’application du chapeau haut de forme circulaire centré (section 2.6.2).
Pour les défauts de texture qui sont caractérisés par une anomalie d’orientation, le chapeau
haut de forme circulaire centré (section 2.6) est un bon choix pour créer une image dans laquelle
les défauts peuvent être détectés par un seuil. Pour montrer l’application de cet opérateur, cinq
images de taille de #ÃﬂÞÑ #ÃÞ avec un défaut de texture visible ont été choisies de l’album de
Brodatz [13] (d050, d052, d053, d077, et d079).


















ﬀÞ , sauf pour les images d052 et d079 pour lesquelles õ ºQú 3 õ º¨û 3 # ont été
utilisés. Le seuil pour isoler le défaut a été choisi à la main pour chaque image. Les résultats sur
les cinq images sont donnés dans la figure 3.3. Dans chaque ligne, l’image de départ, l’image
de directions, le résultat du chapeau haut de forme circulaire centré et les bords des régions
seuillées superposées sur l’image de départ sont montrées. Dans les textures d052 et d053, les
défauts sont des modifications de structure très subtils, mais elles perturbent assez le champ de
directions pour être détectés. Le défaut de la texture d077 est facilement repérable et facilement
détectable à partir du champ de directions. Dans les textures d050 et d079, les défauts provoquent
des perturbations dans le champ de directions, mais les frontières de ces défauts ne sont pas
évidentes, même à l’oeil nu. Parmi ces textures, la seule composée de lignes orientées est d050,
mais les autres sont assez anisotropes pour qu’elles aient un champ de directions uniforme qui est
perturbé par les défauts. Cette approche n’est pas applicable sur des textures qui ne manifestent
pas d’anisotropie, dont quelques exemples sont montrées dans [23].
3.5. Détection de défauts sur des textiles
Deux applications des images de directions et de cohérence à la détection de défauts sur les
images de textiles de la base TILDA [112] sont montrées. La détection de défauts dans cette base a
déjà été étudiée [94], et l’intention dans cette section n’est pas de donner une solution définitive
au problème de détection de défauts sur les textiles, mais de montrer quelques exemples dans
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d050dep d050ori d050ath d050det
d052dep d052ori d052ath d52det
d053dep d053ori d053ath d053det
d077dep d077ori d077ath d077det
d079dep d079ori d079ath d079det
FIG. 3.3. – Les résultats de la détection de défauts par le chapeau haut de forme circulaire centré
sur les textures de Brodatz. Les images «dep» sont les images de départ, «ori» sont les images de
directions, «ath» sont les résultats du chapeau haut de forme et «det» sont les régions extraites
par le seuil superposées sur l’image de départ.
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lesquels la prise en compte de l’information directionnelle peut aider à localiser les défauts. Ces
exemples démontrent que même dans les structures qui n’apparaissent pas directionnelles, il est
souvent possible d’utiliser cette approche si l’on choisit une échelle assez grande. Ces exemples
sont également extraits de l’article [23].
La base TILDA est composée d’images à niveaux de gris avec une taille de ﬂÞ#ß Ã]j pixels.
Les images sont divisées par classes de défauts, mais l’information sur la localisation exacte du
défaut dans chaque image n’est pas fournie. Les paramètres utilisés pour le calcul des images de

















 . La valeur élevée
du paramètre d’échelle s’explique par le fait que les images de textile traitées n’ont pas en général
une texture orientée à petite échelle. Même à cette échelle, les images de textile ont en général
un champ de directions très variable, ce qui empêche l’utilisation des singularités d’orientation
comme caractéristique de défaut. Par contre, les défauts sont caractérisés par une différence de
cohérence d’orientation qui est utilisée comme caractéristique indicative.
Du fait de l’approche morphologique, nous avons besoin d’une description claire des carac-
téristiques des défauts à localiser. Pour les textiles de faible cohérence globale, les régions de
forte cohérence sont prises pour candidates de défauts, et vice versa pour les textiles de forte
cohérence globale. Pour affiner la détection, les caractéristiques supplémentaires sont prises en
compte. La méthode est conçue pour détecter deux types de défauts :
– Une région contiguë de forte/faible cohérence associée à une tâche claire ou sombre dans
l’image de luminance (par exemple, figure 3.4a)
– Une région contiguë de forte/faible cohérence avec une orientation moyenne sensiblement
différente à l’orientation globale moyenne, ou avec une forte variation d’orientation (par
exemple, figure 3.6a).
Nous définissons empiriquement que les valeurs de cohérence au dessus de W ¢ Â sont fortes, et que
les autres sont faibles.
Le traitement initial des images de cohérence est identique pour les deux types de défauts.
Un exemple des étapes suivantes est donné dans la figure 3.4, dans laquelle l’image (a) montre
un textile dont l’image (b) est la cohérence.
1. D’abord, en fonction de la cohérence globale de l’image, on trouve des régions de forte
ou de faible cohérence. On applique un seuil à l’image de cohérence ß pour aboutir à une
image binaire ßFE (figure 3.4c), dans laquelle, pour trouver des régions de forte cohérence,












et vice versa pour les régions de faible cohérence.






pour connecter les régions voisines probablement associées au même défaut (figure 3.4d).
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(a) (b)
(c) (d)
FIG. 3.4. – Le traitement de l’image de cohérence. (a) Image de départ P . (b) Image de cohérence
Q
. (c) Image de cohérence seuillée QSR . (d) Image QTRU , l’image c après le traitement morpholo-
gique.
3.5.1. Défauts associés aux tâches claires ou sombres
On trouve des régions de forte/faible cohérence associées aux tâches lumineuses ou sombres
sur l’image de départ P . Nous décrivons le procédé pour l’extraction des tâches claires, ce qui
est illustré dans la figure 3.5. Pour adapter la méthode aux tâches sombres, il suffit de changer le
seuil dans l’étape 2.
1. On corrige l’illumination variable de l’image de départ P en utilisant un chapeau haut de
forme blanc avec un élément structurant de grande taille
P5VXWZY\[^]`_	acbNdcPfe
2. Un seuil automatique est appliqué à P
V
(figure 3.5b). Le seuil g est le plus grand niveau de
gris représenté par plus de 200 pixels dans P
V
















La valeur de g n’est pas critique, mais elle doit être assez basse pour extraire la plupart des
pixels qui appartiennent à une tâche claire. L’étape suivante sert à améliorer les résultats
de ce seuil.
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(a) (b)
(c) (d)
FIG. 3.5. – Le procédé pour l’extraction des régions de forte cohérence associées aux tâches
claires. (a) Seuil P
V
R de la figure 3.4a. (b) Résultat P
V
RU du traitement morphologique d’image a.




R est dilatée par xzy pour fusionner les pixels qui appartiennent probablement à
la même tâche. Une ouverture surfacique est ensuite appliquée pour supprimer les compo-










4. L’étape finale consiste à trouver des régions de l’image binaire de cohérence Q RU qui sont


















ou Q défaut est l’image binaire qui contient seulement les défauts associés aux tâches claires.
La dilatation de P
V
RU par xz assure un recouvrement entre la tâche claire et la région de
forte cohérence.
La figure 3.5d montre l’image P
V
(corrigée pour l’illumination variable) avec le défaut superposé.
3.5.2. Défauts associés aux anomalies d’orientation
Pour détecter ce genre de défaut, on trouve des grandes régions de forte/faible cohérence, et
on décide à partir de leurs statistiques angulaires si elles sont des défauts. Le procédé est illustré
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(a) (b)
(c) (d)
FIG. 3.6. – Extraction des régions de forte cohérence et d’orientation anormale. (a) Image de dé-
part. (b) Image de directions. (c) Image de directions masquée par les régions de forte cohérence.
(d) Le défaut trouvé superposé sur l’image de textile.
dans la figure 3.6, dans laquelle l’image (a) est l’image de départ, et l’image (b) est son image de
directions  .
1. Une ouverture surfacique de taille ( est appliquée à l’image X pour laisser seulement





2. Pour chaque composante connexe  qui reste, la moyenne circulaire " et la variance
circulaire T sont calculées en utilisant les équations 2.5 et 2.9.
3. La moyenne globale  de l’image  est calculée. Pour que ces mesures globales soient
utiles, les défauts doit être assez petit pour ne pas les perturber.
4. Une composante connexe est retenue comme défaut si l’un des deux critères suivants sont
satisfaits :  






Autrement dit, une composante connexe est un défaut si elle est oblique relativement à
l’orientation principale du textile, ou si elle est de forte variance circulaire. Notons que
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(a) (b)
(c) (d)
FIG. 3.7. – Quatre autres exemples de la détection réussie de défauts sur les textiles. Les images
(a) et (b) montrent les cas de défauts associés avec des tâches claires, et les images (c) et (d)
montrent des défauts d’orientation anomale.
l’expression ´ µ®¶<·¸¢¹»º est calculée d’une façon circulaire, le résultat se trouve toujours
dans l’intervalle ¼I¸ ¹¾½¿À ¸ ¹ G .
Dans la figure 3.6c, l’image de directions Á masquée par les régions de forte cohérence est mon-
trée. La région à droite a une orientation moyenne de ·¸5¹ et une variance de ¸fÂ¸Ã , tandis que la
région à gauche a une orientation moyenne de ¿ ¸¢Ä¢¹ et une variance de ¸SÂ*Ä ¿ . Seule la région à
gauche est considérée comme défaut à cause de sa forte variance. Ce défaut est superposé sur
l’image corrigée pour les variations d’illumination dans la figure 3.6d.
Quatre autres images de textile sur lesquelles ces deux méthodes donnent de bons résultats
sont montrées dans la figure 3.7.
3.6. Détection de défauts sur le bois
Les exemples précédents, extraits de bases de données académiques, ont servi à justifier la
pertinence de notre démarche. L’exemple qui va suivre est d’une toute autre nature. Il s’agit
maintenant d’un problème industriel réel, avec toutes ses contraintes et sa complexité. Et donc
pour la méthode d’un test véritable de son efficacité (voir la deuxième partie de la thèse).
Un problème industriel important est la détection et la classification de défauts sur le bois
[53, 74, 101], suivie par l’utilisation de cette information pour classer une planche automatique-
ment en termes de qualité [25, 78]. Dans la plupart des cas, les défauts sont détectés en utilisant
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des caractéristiques de couleur. Par exemple, on détecte les nœuds en se basant sur l’hypothèse
qu’ils constituent les composantes les plus sombres d’une planche. Dans cette section, on consi-
dère brièvement la possibilité de faire une détection préliminaire qui utilise le fait que certains
types de défaut provoquent une perturbation dans l’orientation des veines dans leur voisinage.
Cette approche peut permettre la détection de défauts de structure qui ne sont pas clairement
discernables par leur couleur.
Pour le bois, les défauts de structure les plus importants sont les nœuds, dont quelques types
n’ont pas une couleur très contrastée par rapport à celle du bois, mais qui produisent néanmoins
une perturbation dans l’orientation des veines. Les défauts qui sont liés seulement à un change-
ment de couleur ne sont évidemment pas détectables par ces méthodes directionnelles, de même
que les défauts de structure dus aux influences externes, comme les piqûres d’insectes.
3.6.1. Algorithmes
Dans le cadre de l’inspection industrielle, la vitesse d’inspection est en général très impor-
tante. On examine ici les résultats de deux méthodes qui sont plus rapides que le chapeau haut
de forme circulaire centré qu’on vient d’appliquer dans la section précédente, qui a l’inconvé-
nient d’avoir un temps d’exécution proportionnel à la taille de l’élément structurant. La première
méthode est basée sur la présence d’une augmentation de la valeur du gradient circulaire centré
associée avec un changement de direction des veines. En faisant un simple seuil sur ce gradient
calculé à partir de l’image de directions (section 2.6), on extrait les régions dans lesquelles les
veines ont un détournement plus grand que le seuil choisi. La deuxième méthode présentée est
le chapeau haut de forme par labelisation (section 2.7). Pour ces deux méthodes, la taille de
l’élément structurant utilisé dépend de la superficie des défauts à détecter.
Des expériences avec ces deux approches ont été faites sur une base de données qui contient
une soixantaine d’images de chêne avec une fréquence élevée de défauts (la base «chêne Å » uti-
lisée dans la deuxième partie de la thèse). Les résultats de la détection de défauts sur six images
provenant de cette base sont montrés dans les figures 3.8 et 3.9. Pour accélérer la vitesse de cal-
cul, nous avons choisi une distance de séparation assez importante entre les voisinages utilisés
dans le calcul des images de directions (montrées dans la colonne 3 des figures 3.8 et 3.9). Les






Ã . Pour l’approche basée sur le gradient, le gradient circulaire centré est calculé
avec un élément structurant carré de taille 2 (colonne 4 des figures 3.8 et 3.9). Ensuite, un seuil
pour extraire les pixels ayant des valeurs entre Ê¢Ó et ·¸ est appliqué sur l’image de gradient. Les
résultats de ce seuil sont agrandis et superposés sur l’image de départ dans la première colonne
des figures 3.8 et 3.9. Les traces noires sur ces images sont les positions des défauts indiquées
par un expert (une image sans ces traces a toujours été utilisée dans l’algorithme de calcul des
orientations). Les lignes rouges, par contre, sont des marquages en craie sur le bois, et elles ne
donnent pas d’informations utiles sur les défauts.
Pour la deuxième approche, un chapeau haut de forme basé sur une ouverture labelisée est
appliquée sur les images de directions. L’ouverture est faite avec une taille de secteur Ô|ÈÊ5Ó¹ ,
et en variant Õ de Õ¥Ö®È×¸¹ à ¿ ÓÄSÂ*Ó(¹ par pas de
Ñ
ÕØÈÚÙÙSÂ*Ó(¹ . Un élément structurant carré de
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c01sgr ( Û¾ÜÝÞàß#á¾â7ã ) c01cyc ( Û	Ü	ÝäÞåßáâ»ã ) c01ori ( æß&Þuãﬀß ) c01ogr ( æﬀß1Þuãﬀß )
c05sgr ( ç¾èéêuë7ç	ì ) c05cyc ( ç	è	éê,ëç	ì ) c05ori ( í7èêÉî»ç ) c05ogr ( íèêÉî»ç )
c07sgr ( ïðñ&òÉó7ôõ ) c07cyc ( ï¾ðﬀñ&òuóôõ ) c07ori ( ðñ&òuö÷ ) c07ogr ( ðﬀñ1òuö÷ )
FIG. 3.8. – Résultats des détections des régions de perturbation dans l’orientation des veines avec
deux méthodes. Les images «sgr» montrent le résultat d’un seuil sur le gradient circulaire centré
projeté sur l’image de départ, et les images «cyc» montrent le résultat d’une ouverture cyclique
(les régions détectée sont indiquées en bleu). Les lignes noires sur ces images sont les défauts
indiqués par un expert (les lignes rouges sont des marquages en craie sur le bois, et n’ont pas
d’importance). Les images «ori» et «ogr» sont respectivement les orientations et les gradients
circulaires centrés de l’orientation (ces dernières avec un rehaussement de contraste). Les tailles
des images en pixels sont données en dessous de chaque image.
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c34sgr ( ø	ù¾úäûuüý	ü ) c34cyc ( ø	ù¾úþûuüý	ü ) c34ori ( ú7ùûuùß ) c34ogr ( úù û,ùß )
c39sgr ( ø  ýûuü7øú ) c39cyc ( ø  ýäûuü7øú ) c39ori ( úúûuù ) c39ogr ( ú	úû,ù )
c46sgr ( 	
 ) c46cyc ( 
 ) c46ori (  ) c46ogr (  )
FIG. 3.9. – Résultats supplémentaires de détection des régions de perturbation d’orientation (voir
figure 3.8).
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(a) (b) (c)
FIG. 3.10. – Détection des défauts à une plus petite échelle. (a) Une planche de chêne avec la
maille indiquée (taille Ã¸ À ·¢ÓÓ pixels). (b) Image de directions (taille Ó(¸ §¿¿ Ù pixels). (c)
Résultat d’un chapeau haut de forme avec une ouverture labelisée (le résidu est indiqué en bleu).
taille 3 est utilisé. Les résultats de ce chapeau haut de forme agrandis et superposés sur l’image
de départ sont montrés dans la deuxième colonne des figures 3.8 et 3.9.
Si l’on calcule l’image de directions à une échelle plus fine, la détection des perturbations
dans le champ de directions peut aussi servir à localiser la maille. La maille, qui est trouvée
sur le bois feuillu comme le chêne, consiste en des tâches claires, dont quelques-unes sont indi-
quées dans la figure 3.10a. Même si elle n’est pas classée comme un défaut, sa détection peut
être importante pour les applications qui prennent en compte l’apparence esthétique du bois. La
détection de la maille à partir de ses caractéristiques de couleur s’avère être difficile du fait de
la similarité des couleurs des autres structures de la planche. En regardant le champ de direc-
tions, il est visible que la maille coupe les veines, et donne ainsi naissance à des perturbations
qui peuvent être détectée par un chapeau haut de forme. L’image de directions de la figure 3.10a,





À , est montrée dans la
figure 3.10b. Le résultat d’un chapeau haut de forme basé sur une ouverture labelisée est montré
dans la figure 3.10c. Les paramètres de cet opérateur sont Ô|ÈÊ5Ó¹ , Õ Ö,È ¸¹ et
Ñ
Õ ÈÙÙSÂ0Ó¹ , et
un élément structurant carré de taille 9 a été utilisé.
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3.6.2. Discussion
Commençons par quelques remarques sur les résultats de détection sur les images spéci-
fiques :
– Pour l’image c01 (figure 3.8), la décoloration en haut à gauche n’est évidemment pas
détectée, ayant la même orientation que les autres veines. Par contre, la perturbation de
l’orientation des veines en haut à droite, éventuellement associée avec un nœud découpé,
est détectée.
– Pour l’image c05 (figure 3.8), la veine noire n’est évidemment pas détectée. Le nœud en
haut à droite est détecté, mais les petits nœuds en bas à gauche ne perturbent pas assez
l’orientation des veines pour être détectés.
– Dans l’image c07 (figure 3.8), le gros nœud est détecté, mais les fentes, qui ont une orien-
tation proche de celle des veines, ne sont pas détectées. Quelques fausses détections près
des bords de l’image de directions sont aussi présentes.
– L’image c34 (figure 3.9) démontre que cette approche de détection est difficilement appli-
cable aux planches qui contiennent naturellement les veines en forme d’ellipse (les pièces
de dosse, voir le chapitre 7). La grande courbure des veines mène à beaucoup de fausses
détections. La maille en haut à droite perturbe assez les orientations pour être détectée.
– Dans l’image c39 (figure 3.9) le nœud est entouré par une grosse perturbation de l’orien-
tation, et il est facilement détectable.
– Le gros nœud en haut de l’image c46 (figure 3.9) est impossible à détecter avec les éléments
structurants utilisés. En effet, il est trop gros pour provoquer un changement d’orientation
assez abrupt pour être détecté à partir du gradient, et il est assez gros pour être considéré
comme une région homogène par le chapeau haut de forme labelisé. Il y a une fausse
détection due au trait noir horizontal au milieu de la planche.
En faisant une comparaison entre les résultats des deux algorithmes, on voit qu’en général les
mêmes régions sont détectées par les deux. Pour le seuil sur les gradients, les régions détec-
tées sont souvent plus grandes que les régions correspondantes trouvées par le chapeau haut de
forme, ce qui peut être expliqué par le fait que les forts gradients se trouvent autour des régions
contenant une perturbation d’orientation.
Globalement, on voit que les déviations des veines ne sont pas toujours associées à un défaut
intéressant, et un défaut ne perturbe pas forcément les veines (de bons exemples sont la veine
noire dans l’image p05 de la figure 3.8, et la partie supérieure du gros nœud de la figure 3.10c).
Ces méthodes sont ainsi incapables de fonctionner comme un système complet de détection de
défauts. Les résultats peuvent néanmoins être utilisés dans une étape de classification postérieure
qui prend en compte les variations de couleur, de texture et d’orientation de veines pour calculer
la probabilité de trouver un défaut quelconque en fonction de la position sur la planche.
3.7. Segmentation d’une texture orientée
Après la discussion de la détection de défauts, on passe à un sujet complémentaire, celui
de la segmentation. Il est possible d’envisager la segmentation d’une texture orientée avec un
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(a) Image de départ (b) Orientation (c) Gradient (d) Minima (e) LPE
FIG. 3.11. – Étapes de la segmentation d’une texture orientée.
algorithme de ligne de partage des eaux (LPE) agissant sur le gradient circulaire centré de ses
orientations. L’intention de ce type de segmentation est de créer des régions dans lesquelles les
orientations sont homogènes. Quelques exemples sont donnés dans cette section.
Commençons par une explication des étapes de l’algorithme, dont une illustration est donnée
dans la figure 3.11 pour l’image p46 :
1. L’image de directions (figure 3.11b) est calculée à partir de la luminance de la figure 3.11a
avec les paramètres ﬁﬀﬃﬂ "! , $#&%'ﬀ($#*)+ﬀ-,.! et /0%'ﬀ1/0)+ﬀ-2 .
2. Le gradient circulaire centré de l’image de directions est calculé en utilisant un élément
structurant carré de taille 2 (figure 3.11c).
3. Après une fermeture du gradient avec un carré de taille 1, les 3 -minima3 [105] d’une
hauteur de 4 sont extraits (figure 3.11d). La hauteur de 4 à été choisie par expérience pour
nous donner des segmentations qui semblent les plus naturelles.
4. La LPE est appliquée au gradient avec les minima extraits dans l’étape précédente utilisés
comme marqueurs pour produire la figure 3.11e, dans laquelle les lignes de partage des
eaux sont en noir, et le niveau de gris de chaque région correspond à l’orientation moyenne
dans la région (avec le système de codage de la figure 3.2d).
La figure 3.11 est agrandie et superposée sur l’image de départ dans l’image c46 de la fi-
gure 3.12, dans laquelle le canal bleu encode l’orientation moyenne de chaque région.
Quelques autres résultats de cet algorithme sont montrés dans la figure 3.12. En général,
l’objectif de départ est bien atteint, car les planches les plus homogènes en orientation (c01,
3L’image de départ est reconstruite à partir d’un marqueur qui est l’image de départ moins la constante 5 . Les
minima du résultat sont les 5 -minima.
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c01 c05 c46
c07 c34 c39
FIG. 3.12. – Résultats des segmentations de texture par la LPE sur six images de chêne. Le canal
bleu est utilisé pour encoder l’orientation moyenne de chaque région.
3.8 Conclusion 57
c05) contiennent le plus faible nombre de régions. Quelques problèmes se présentent avec la
formulation actuelle de l’algorithme : le premier est commun à presque toutes les segmentations
faites par la LPE, et il s’agit du choix de marqueurs. Si l’on prend tous les minima du gradient
comme marqueurs, une sur-segmentation est produite. Avec la petite fermeture et les 6 -minima,
le nombre de régions est réduit, mais un changement du paramètre 6 peut impliquer une segmen-
tation sensiblement modifiée. Pour la segmentation d’une texture orientée, la partition peut aussi
être modifiée en changeant le paramètre d’échelle ( Æ Ç ) dans le calcul de l’image de directions.
Une dernière difficulté se produit quand la variation des orientations n’est pas assez localisée
pour être détectée par l’élément structurant utilisé pour le calcul du gradient, ce qui peut mener
à la présence de plusieurs orientations dans une seule région.
Plusieurs solutions pour ce genre de problème restent à étudier, par exemple la fusion des
régions avec des orientations moyennes similaires avec un graphe de la partition [68] pour élimi-
ner les régions sur-segmentées, ou la prise en compte de plusieurs partitions de la même texture
pour trouver la partition la plus probable [73].
3.8. Conclusion
L’orientation ou l’anisotropie est une des principales caractéristiques perceptuelles de la tex-
ture. Dans ce chapitre, nous avons utilisé des opérateurs développés dans le chapitre 2 pour la
détection de défauts dans certaines textures. Les exemples tirés de l’album de Brodatz, même s’ils
ne contiennent pas tous des structures linéaires, sont assez anisotropes pour que les perturbations
de la texture soient visibles dans le champ de directions, et ainsi détectables par un chapeau
haut de forme circulaire centré. Le deuxième type de texture étudié, celui des textiles de la base
TILDA, manifeste plutôt des défauts de cohérence des orientations. Dans ce cas, nous avons dé-
montré comment d’autres caractéristiques des défauts, la taille ou le niveau de gris, peuvent être
prises en compte pour supprimer les fausses détections. Le dernier cas de figure considéré est
une texture orientée classique, celle des veines du bois. Des perturbations dans l’orientation des
veines peuvent être détectées par un seuil du gradient circulaire centré, ou par un chapeau haut
de forme labelisé. Les défauts sur le bois sont très variés, ce qui empêche l’approche par orienta-
tion de pouvoir détecter tout type de défaut. De plus, chaque perturbation dans l’orientation des
veines n’est pas associée à un défaut, et chaque défaut ne perturbe pas l’orientation des veines. Il
est donc impossible pour ce genre d’algorithme de fonctionner dans un système de détection de
défauts sans information supplémentaire sur la couleur et la texture.
L’évaluation d’un système de détection de défauts implique une comparaison soigneuse entre
les résultats de détection automatique par le système et les résultats d’un ou de plusieurs experts
humains sur une base d’échantillons assez importante. Ceci n’a pas été fait pour les algorithmes
décrits dans ce chapitre, car ils ont pour vocation plutôt une fonction de démonstration des capa-
cités d’une approche directionnelle. Celle-ci a la capacité d’être ajoutée à des systèmes actuels
pour prendre en compte plus d’informations pertinentes à la détection de défauts. Une applica-
tion industrielle développée pour l’industrie du bois et destinée à faire une classification ou un
assortiment de planches basés sur des caractéristiques de leur texture orientée est décrite dans la
deuxième partie de ce document.
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4. Les espaces couleur
Le nombre d’applications qui nécessitent le traitement des images couleur augmente conti-
nuellement, en particulier dans le domaine du Multimédia. Outre le problème de la reproduction
des couleurs sur des appareils différents [52], il est indispensable de développer les algorithmes
fiables pour traiter les images couleur [99]. Le développement de ces algorithmes est rendu plus
difficile par la forme vectorielle des couleurs, ainsi que par le nombre presque infini de repré-
sentations possibles pour une seule couleur. Avant de passer au traitement d’images vectorielles
contenant une coordonnée angulaire, nous allons étudier, dans ce chapitre, deux espaces de re-
présentation de couleurs qui contiennent un codage angulaire de la teinte.
L’espace couleur le plus répandu est l’espace RVB, qui est utilisé, entre autres, par la plupart
des caméras et des écrans vidéo. Cet espace tri-dimensionnel est construit à partir d’une base de






















qui correspondent aux couleurs rouge, vert et bleu. Une couleur quelconque > est spécifiée dans







où ? ½ @ ½ BDCq¼I¸ ½¿E , et le cube RVB est le cube ¼I¸ ½¿EF ¼I¸ ½¿EG ¼Ë¸ ½¾¿E qui contient les vecteurs
correspondant aux couleurs, où le vecteur de la couleur > est >|È ´H? ½ @ ½ BÐº . Pour les appa-
reils digitaux, ? , @ et B sont souvent des entiers compris entre ¸ et ÙÓÓ , mais il est facile de
généraliser à partir de ¼Ë¸ ½¾¿E à n’importe quel champ de valeurs.
Dans la gamme d’espaces couleurs décrite dans la littérature [33, 100], il est possible de
différencier deux grands groupes : le premier permet la représentation de l’espace RVB dans
des systèmes de coordonnées différents, qui peuvent simplifier le codage ou l’accès à certaines
caractéristiques ; et le deuxième déforme l’espace RVB complètement pour ajouter d’autres pro-
priétés utiles. Parmi les représentations alternatives à l’espace RVB, beaucoup d’entre elles sont
des transformations linéaires qui impliquent un changement de vecteurs de base, par exemple les
systèmes YUV et YIQ qui sont utilisés dans le codage des signaux de télévision. Les transfor-
mations vers une représentation des couleurs en termes de teinte, saturation et clarté représentent
les couleurs dans l’espace RVB par un système de coordonnées cylindriques, ce qui permet une
description plus intuitive des couleurs. En général, la littérature est pleine d’espaces de ce type,
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la raison pour laquelle nous essayons, dans la section 4.1, de mettre en ordre ce genre de transfor-
mation, essentiellement une conversion entre des représentations en coordonnées rectangulaires
et cylindriques. Nous montrons que dans les définitions de ces espaces, les valeurs de satura-
tion sont souvent étroitement liées aux valeurs de clarté, même si l’hypothèse d’indépendance
est employée. Nous proposons une définition d’une mesure de saturation qui est complètement
indépendante de la clarté, ce qui permet de choisir librement la fonction de clarté la plus conve-
nable à une tâche spécifique. Nous traitons ensuite, dans la section 4.2, l’espace L*a*b* qui est
une transformation non-linéaire vers un espace doté de la propriété d’uniformité perceptuelle.
Finalement, nous considérons quelques utilisations de ces espaces dans le traitement d’image.
Pour nous conformer avec le vocabulaire standard de la CIE (Commission Internationale de
l’Éclairage), nous utilisons la terminologie suivante pour décrire l’intensité d’une couleur [85] :
Clarté : L’attribut de la sensation visuelle selon lequel une surface semble émettre plus ou
moins de lumière. Cette définition est évidemment subjective. Cet attribut est appelé «bright-
ness» en anglais.
Luminance : Luminance est l’intensité lumineuse par surface unitaire. L’intensité lumineuse
est définie à partir de l’intensité radiante, qui est égale à la puissance radiante dans une
direction spécifiée. Pour obtenir l’intensité lumineuse, l’intensité radiante est pondérée par
une fonction de sensibilité spectrale de l’œil humain. Cette fonction décrit quantitativement
le fait que si l’on regarde trois sources qui apparaissent rouge, vert et bleu, et qui ont la
même intensité radiante dans le spectre visible, le vert apparaîtra le plus brillant, le rouge
aura une apparence moins brillante et le bleu apparaîtra le plus sombre [84]. Cet attribut
porte le même nom en anglais.
Luminosité : La mesure de luminosité prend en compte la réponse non-linéaire de l’œil hu-
main à la luminance — Cette mesure quantifie le fait qu’une source avec une luminance
de ¿ÀJI d’une source de référence apparaît avec une clarté d’environ la moitié de la source
de référence. L’attribut correspondant en anglais est «lightness».
4.1. Les espaces couleur en coordonnées cylindriques
Ces espaces sont effectivement des représentations en coordonnées cylindriques de l’espace
RVB, ils sont donc profondément liés à cet espace. La première étape dans la construction d’une
représentation en coordonnées cylindriques est de mettre un axe entre les points noir à ´¸ ½ ¸ ½ ¸º
et blanc à ´ ¿½¿½¿ º dans l’espace RVB. Cet axe, appelé l’axe achromatique, contient toutes les
couleurs achromatiques (grises). A partir de cet axe, on peut définir un système de coordonnées
cylindriques pour spécifier les couleurs de l’espace. Dans ce but, on définit trois coordonnées :
1. Clarté KLC ¼Ë¸ ½¾¿E : Cette coordonnée donne la position de la couleur sur l’axe achromatique.
2. Teinte MNCØ¼Ë¸¹ ½O Ã¸¹»º : Ce paramètre angulaire, qui spécifie si la couleur est rouge, vert,
bleu, etc., est mesuré à partir du rouge.
3. Saturation PQC\¼Ë¸ ½¾¿E ou Chroma RSC ¼I¸ ½¿E : Une mesure de la distance de la couleur de
l’axe achromatique. Les couleurs pures (saturées) se trouvent les plus éloignées de cet axe.
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Des différences dans la définition de la clarté donnent naissance à différentes formes d’espaces
de ce type, dont les modèles HSV (qui a la forme d’un cône) et HLS (avec la forme d’un double-
cône) [100] sont les plus connus. Levkowitz et Herman [59] ont développé un modèle général
de ce type d’espace, le modèle GLHS, dont les espaces HLS et HSV sont des cas spéciaux. En
changeant les trois paramètres de ce modèle, on peut choisir entre un continuum d’espaces en
coordonnées cylindriques.
L’approche générale pour le modèle GLHS est de choisir d’abord une équation de clarté, ce
qui décide la forme des surfaces d’iso-clarté. Soit K ´T>5º la fonction qui calcule la clarté associée à
la couleur >àÈ ´T? ½ @ ½ BÐº . La surface d’iso-clarté U contient tous les points qui satisfont la relation
V
> È´H? ½ @ ½ BÐº	WXK ´T>5ºþÈ(U*Y
Ensuite, les points de ces surfaces sont projetés sur des plans perpendiculaires à l’axe achro-
matique, où le plan qui correspond à la surface d’iso-clarté U intercepte l’axe achromatique à la
position U . Les coordonnées de teinte et de saturation sont définies dans ces plans. Pour construire
le solide qui représente l’espace couleur, les plans correspondant à chaque valeur de U sont em-
pilés. La forme du solide dépend de la fonction de clarté utilisé.
Nous continuons par examiner les espaces HSV et HLS dans le cadre de la formulation en
termes de surfaces d’iso-clarté. Ensuite, à partir du modèle GLHS de Levkowitz et Herman [59],
nous bâtissons une représentation en coordonnées cylindriques plus convenable au traitement
d’image. En particulier, ce nouveau modèle :
– permet l’utilisation d’une définition de luminance plus psychovisuelle.
– ne souffre pas de problèmes dûs à la définition de saturation traditionnellement utilisée.
4.1.1. Le modèle HSV











¸¢º et ´TU ½ U ½ Uº [103]. La surface d’iso-clarté U consiste en trois faces de ce cube qui touchent
le sommet ´HU ½ U ½ Uº , dont un exemple est montré dans la figure 4.1. Si l’on projette cette surface sur
un plan perpendiculaire à l’axe achromatique, un hexagone est le résultat, dont les six secteurs
sont formés comme indiqué par les lignes qui commencent au sommet du cube le plus éloigné
de l’origine dans la figure 4.1.
Il est clair que les superficies de ces hexagones sont proportionnelles à U , et par conséquent,
le solide créé par l’empilement de ces hexagones est un hexcône.
4.1.2. Le modèle HLS






























































FIG. 4.2. – Une surface d’iso-clarté pour le modèle HLS. Pour les valeurs de ? , @ et B codées
sur 8 bits, la surface d’iso-clarté U"È\Ù¸ est dessinée.
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Pour la clarté U , la surface d’iso-clarté est construite à partir du cube avec une diagonale principale
entre ´¸ ½ ¸ ½ ¸¢º et ´=Ù.U ½ Ù.U ½ Ù.Uº si Uc Ç
Ì
, ou une diagonale principale entre ´/ÙdUfe ¿½ ÙdUge ¿½ Ù.Ufe ¿ º
et ´ ¿½¾¿½¿ º si Uih Ç
Ì
. Dans ce cube, la surface d’iso-clarté consiste en six triangles qui sont
dessinés par les lignes entre le point ´HU ½ U ½ Uº et les six sommets du cube qui ne sont pas sur l’axe
achromatique, comme montré dans la figure 4.2.
La projection de cette surface sur un plan perpendiculaire à l’axe achromatique produit éga-
lement un hexagone, mais ici, l’hexagone le plus grand se trouve à U1È Ç
Ì
. Le solide produit par
l’empilement de ces hexagones est ainsi un double hexcône.
4.1.3. Le modèle de teinte, clarté et saturation généralisé
Il existe beaucoup de versions différentes des modèles de type teinte, clarté et saturation,
dont le modèle HSI («Hue, Saturation, Intensity») de Gonzalez et Woods [36] ; le modèle TLC
(«Teinte, Luminance, Chroma») de Carron [17] ; et le modèle GLHS («Generalised Lightness,
Hue and Saturation») proposé par Levkowitz et Herman [59], qui contient des espaces HLS
et HSV comme des cas particuliers. Dans cette section, on examine la structure générale de
ces modèles pour en tirer des meilleures caractéristiques pour bâtir un modèle convenable à
l’utilisation dans le traitement d’image.
Clarté
Pour nous conformer avec la terminologie suggérée par la CIE, on appelle une mesure sub-
jective de l’intensité de lumière la clarté. Les formules pour calculer une mesure d’intensité qui
ne sont pas basées sur des bases physiques sont ainsi appelées des fonctions de clarté. La fonction
de clarté du modèle GLHS est
K ´T>5ºþÈ1j	kmlon	pqZ\`ba ´H>5º"¶_j	kmlorsptZu`wv ´H>5º ¶xj	kzy|{spqZ\[^]É´H>5º (4.3)
dans laquelle les fonctions Z\`ba ´H>5º , Z\`bv ´H>5º et Z}[~] ´T>5º donnent respectivement la composante
minimum, médiane et maximum du vecteur > , et jkmlon , j	kmlor et j	kzy|{ sont trois valeurs de pondé-
ration fixées par l’utilisateur, avec jskzy|{'h ¸ et j	kmlonþ¶xj	kmlorþ¶_j	kzy|{ È ¿ .
Les trois valeurs de pondération décrivent la forme de la surface d’iso-clarté, et en les variant,
il est possible de définir une série d’espaces couleur, dont le modèle HSV est donné par jkmlon È¸ ,
j	kmloruÈØ¸ et j	kzy|{,È ¿ ; le modèle HLS par j	kmlonÉÈ Ç
Ì
, j	kmlor,ÈØ¸ et j	kzy|{,È Ç
Ì
; et le modèle HSI





et j	kzy|{ È Ç
Å
.
Une bonne alternative à des fonctions de clarté est une mesure de luminance  qui prend en
compte la fonction de sensibilité spectrale de l’oeil humain. La fonction de luminance qui corres-
pond aux écrans vidéos contemporains est standardisée dans la recommandation des paramètres








qui représente un plan oblique par rapport à l’axe achromatique.
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Teinte
La teinte d’un vecteur couleur est traditionnellement mesurée comme l’angle entre le vecteur
rouge et ce vecteur. La méthode la plus facile pour calculer la teinte d’un vecteur > est de projeter
ce vecteur sur le plan perpendiculaire à l’axe achromatique qui a une intersection avec cet axe à











Dans l’espace RVB, le vecteur rouge a des coordonnées àÈÎ´ ¿½ ¸ ½ ¸¢º , et son projection  sur le










Deux approches peuvent être appliquées pour calculer la teinte. La première est de calculer un
angle de teinte exact en utilisant la trigonométrie [36], et la deuxième est d’utiliser une méthode
d’approximation de l’angle, ce qui est plus rapide à calculer [59], mais qui est étroitement liée à
la fonction de clarté de l’équation 4.3.
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FIG. 4.3. – Le triangle qui contient tous les points avec la même teinte que > . L’axe achromatique
est montré entre les points ´=¸ ½ ¸ ½ ¸¢º et ´ ¿½¿½¿ º . Les sommets du cube entourés sont ceux qui
deviennent les sommets de l’hexagone créé quand la surface d’iso-clarté qui à une intersection
avec l’axe achromatique à ¼ ¼¾½ ´H>5º E est projetée sur un plan perpendiculaire à cet axe.





Il est démontré dans [59] que cette approximation ne diffère jamais de plus de ¿ Â ¿ ÙS¹ de la valeur
trigonométrique de la teinte, mais on montre dans la section 4.1.4 que cette approximation a
tendance à augmenter le nombre de vecteurs assigné à une teinte qui est un multiple de Ã¸T¹ . Ces
deux définitions de la teinte sont indépendantes du choix de la fonction de clarté.
Saturation
Pour aboutir à une expression pour la saturation d’une couleur représentée par le vecteur > ,
nous commençons par regarder le triangle qui contient toutes les couleurs qui ont la même teinte
que > , montré dans la figure 4.3. Les intersections entre ce triangle et les surfaces d’iso-clarté
sont des lignes parallèles à celle entre la couleur > et sa clarté ¼ ´>5ºþÈ¼"K ´>5º ½ K ´>5º ½ K ´>5º E .
Traditionnellement, la saturation est définie comme la fraction de la longueur du vecteur de
¼ ´T>5º à > , sur la longueur de l’extension de ce vecteur jusqu’à la surface du cube RVB. Cette
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définition a pour résultat un espace en forme de cylindre, dans lequel la saturation peut prendre
des valeurs entre ¸ et ¿ indépendemment de la valeur de clarté correspondante. Nous appelons ce
type de saturation une saturation cylindrique. L’espace en forme de cylindre est très convenable
pour une application dans laquelle un utilisateur définit ou choisit numériquement des couleurs,
parce qu’il est facile d’éviter de spécifier des coordonnées en dehors de l’espace. Par contre,
pour le traitement d’image, cet espace est moins adapté. Ceci est dû à l’expansion artificielle de
certaines régions du cône pour former le cylindre. Pour voir les problèmes introduits par l’es-
pace en forme de cylindre, considérons la saturation cylindrique de l’image dans la figure 4.4a,
montrée dans les figures 4.4b pour l’espace HSV, 4.4c pour l’espace HLS, et 4.4d pour l’espace
triangulaire.
L’image initiale consiste en des couleurs superposées sur un fond noir ou blanc. Les couleurs
de fond ne sont pas complètement homogènes, mais contiennent une faible variation de valeurs
dans les trois canaux R, V et B. Pour l’espace HSV, l’expansion du cône pour la partie de faible
clarté (i.e. le noir) a pour résultat une saturation très bruitée. Certains pixels noirs reçoivent de
faibles saturations, tandis que d’autres en reçoivent de fortes, même si ces grosses variations ne
sont pas visibles sur l’image couleur correspondante. Pour les espaces HLS et triangulaire, qui
ont une forme de double-cône, ces fortes variations de saturation sont présentes dans les régions
de faible et de forte clarté.
Pour garder les formes coniques des espaces, il est nécessaire de changer la définition de la
saturation. Si, dans la figure 4.3, au lieu de diviser la longueur du vecteur de ¼ ´H>5º à > par la
longueur de l’extension de ce vecteur jusqu’à la surface du cube, on le divise par la longueur du
vecteur entre ¼ ¼"½ ´T>5º E et ½ ´T>5º , c’est à dire le vecteur le plus long qui est parallèle à des lignes
d’iso-clarté, et qui a forcément une intersection avec le troisième sommet ½ ´H>5º du triangle. On










qui donne la forme conique ou bi-conique de l’espace, et qui en plus est indépendant du choix de
la fonction de clarté. Une saturation de ce type est montrée dans la figure 4.4e. On voit dans cette
image que les régions de forte et de faible clarté (blanc et noir) sont représentées par de faibles
valeurs de saturation. Le problème des grosses variations de la saturation dans ces régions est
donc résolu avec cette définition de la saturation. Pour terminer la discussion du modèle GLHS,
on présente des formules pour calculer cette saturation et une démonstration prouvant qu’elle est
indépendante du choix de la fonction de clarté.
Nous présentons ensuite une démonstration de l’indépendance de la saturation et la clarté.
Considérons le triangle indiqué dans la figure 4.3, qui contient tous les points avec la même
teinte que > . Le plan qui contient ce triangle est reproduit dans la figure 4.5 pour faciliter la
démonstration de la proposition suivante.










est indépendante du choix de la fonction de clarté.
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(a)




(f) Chroma Ä (g) ÃÅ0Ä
FIG. 4.4. – (a) «Le Chanteur» de Joan Mirò, avec la moitié inférieure inversée (par soustraction
des valeurs dans les canaux ? , @ et B de ÙÓÓ ). La saturation cylindrique est montrée dans (b)
pour l’espace HSV, (c) pour l’espace HLS et (d) pour l’espace triangulaire. Les mesures non-
cylindriques sont montrées dans (e) la saturation non-cylindrique et (f) la chroma. L’image (g)
est la différence entre les images (e) et (f) avec un rehaussement de contraste, dans lequel la
valeur maximum des pixels est ¸fÂ ¿ ¸¢Ä .









L q c[     ]( )
FIG. 4.5. – Le triangle de la figure 4.3 qui contient tous les points ayant la même teinte que Æ .
L’axe achromatique est à gauche entre les points Ç et È .






ÆÎ et Æ sont par définition parallèles. En ajoutant la ligne entre Ð et
Æ qui est parallèle à celle entre È et Ì\Í ÆÎ , on crée deux triangles similaires avec sommets Ð , Æ ,
ÉËÍ























Cette relation est respectée par n’importe quelle fonction de clarté, pourvue qu’elle produise
des surfaces d’iso-clarté parallèles, et par conséquent, la définition de saturation proposée est
indépendante de la fonction de clarté.
L’expression pour le calcul de la saturation donnée par l’équation 4.12 n’est pas dans sa forme
la plus simple. Nous procédons maintenant au développement d’une forme plus convenable et
plus rapide à utiliser pour les conversions entre les espaces couleur. Pour trouver cette expression
simplifiée, on est libre de travailler dans le plan utilisé pour calculer la teinte, c’est à dire le plan
perpendiculaire à l’axe achromatique et qui a une intersection avec cet axe à ÍT×ÙØ×ÚØ× Î . Ceci est
possible parce que la relation 4.13 est aussi valable pour des surfaces d’iso-clarté parallèles à ce
plan.
Les points les plus éloignés de l’axe achromatique sont ceux qui se trouvent sur les arêtes du
cube entre les sommets entourés dans la figure 4.3. Si on projette ces points, qui correspondent
aux couleurs les plus saturées, sur un plan perpendiculaire à l’axe achromatique, ils forment les
bords d’un hexagone, dont les sommets correspondent aux sommets entourés de la figure 4.3. Le
secteur rouge-jaune de cet hexagone est reproduit dans la figure 4.6, dans lequel le sommet en








FIG. 4.6. – Le secteur rouge-jaune de l’hexagone obtenu par la projection de la plus grande sur-
face d’iso-clarté sur le plan perpendiculaire à l’axe achromatique qui contient l’origine ÛTÜÙÝÜÙÝÜ Þ .
Les sommets en bas correspondent aux points rouge (à gauche) et jaune. L’angle ß prend des
valeurs entre Ü à et á Ü.à .
haut correspond à l’origine ÛTÜÙÝÜÙÝâÜJÞ , le sommet en bas à gauche correspond au rouge ã'äåÛ´æ.ÝÜÙÝÜJÞ
et le troisième sommet correspond au jaune çäÛèæ Ýtæ ÝÜ Þ . Les coordonnées de ces deux vecteurs

















avec des normes ôãé¡ôsäªô¶çé¡ô+äªõ ö÷ . La distance øùzú|û représente la distance de l’origine jusqu’au
bord de l’hexagone pour une teinte ß donnée, c’est à dire la valeur maximale qui peut être prise

























Pour que l’équation 4.14 soit valable pour les valeurs de ßﬃﬂ ¾ÜÚàtÝ ì á Ü àÞ , il suffit de remplacer le
ß dans l’équation par
ß"!äßLí$#'ÛHüXÞ%~á Ü
à (4.17)
où #'ÛTüXÞ est donné par l’équation 4.9.
Cette définition de saturation donne une valeur de æ à chaque couleur qui se trouve sur les
arrêtes du cube RVB qui ne contiennent ni le point ÛHÜÙÝÜÚÝÜJÞ , ni le point Û´æ Ýtæ.Ýtæ~Þ . En effet, la
division de ôü~é¡ô par øfùzú|û déforme légèrement l’hexagone en cercle.
70 Les espaces couleur
Chroma
Carron [17] propose l’utilisation de la norme de ü^é multipliée par une constante pour une





La constante assure que la valeur de la chroma est égale à æ pour les six sommets du cube RVB
qui ne se trouvent pas sur l’axe achromatique. Pour la chroma, l’hexagone n’est pas déformé en
cercle, et la chroma est ainsi égale à æ à seulement six points (les sommets du cube RVB), et
prend les valeurs inférieures à æ sur les arêtes du cube où la saturation est égale à æ . La chroma
de l’image couleur de la figure 4.4a est montrée dans la figure 4.4f.
Évidement, la valeur de la chroma qui correspond à un vecteur RVB quelconque est toujours
inférieure ou égale à la valeur de saturation. La plus grande différence entre ces deux valeurs
est produite quand ß
!
(équation 4.17) prend une valeur de ì Ü à . En utilisant les équations 4.14
et 4.18, on peut montrer que cette différence maximale est égale à Ü*)bæ ì,+ . Pour illustrer cette
différence, la figure 4.4g montre la différence entre la saturation et la chroma de la figure 4.4a,
avec un rehaussement de contraste pour rendre les différences plus visibles (la valeur maximale
des pixels dans cette image est Ü-) æqÜ/. ).
Algorithme pour la transformation de l’espace RVB vers l’espace TYS
Pour résumer la discussion des représentations de couleur en coordonnées cylindriques, nous
indiquons les équations qui sont utilisées pour calculer une transformation de l’espace RVB vers
une représentation de ce type. Pour simplifier la notation, nous faisons désormais référence aux
représentations en coordonnées cylindriques de l’espace RVB par un groupe de trois lettres. La
première est toujours T pour teinte ; la deuxième est soit Y pour luminance, soit L pour clarté ; et
la troisième est soit S pour saturation, soit C pour chroma. Les espaces TYS et TLC sont utilisés
dans les chapitres qui suivent. Dorénavant, on n’utilise jamais la saturation cylindrique. Dans les
rares cas où on y fait référence, cela sera indiquée par ø10 .
Clarté : On est libre de choisir parmi beaucoup de définitions, dont une définition de type donné
par l’équation 4.3 est traditionnellement utilisée dans les espaces GLHS. Il est aussi pos-
sible d’utiliser une définition de la luminance, donnée par l’équation 4.4.
Teinte : Équations 4.7 et 4.8 sont utilisées pour calculer une teinte trigonométrique avec de
la trigonométrie. Une teinte approximative, mais plus rapide à calculer est donnée par
les équations 4.9 à 4.11. Pour le traitement d’image, la teinte exacte est conseillée. Dans
un algorithme de conversion entre l’espace RVB et une représentation en coordonnées
cylindriques, il est nécessaire de prendre en compte que la teinte n’est pas définie pour les
couleurs achromatiques (niveaux de gris), mais en pratique, la teinte est souvent mise à
zéro pour les niveaux de gris.
Saturation ou Chroma : On a le choix entre l’utilisation de la saturation ou de la chroma. La
saturation est donnée par les équations 4.14 à 4.17, pour lesquelles il est nécessaire d’avoir
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calculé la teinte à l’avance. La chroma est donnée par l’équation 4.18. Une comparaison
des caractéristiques de la saturation et de la chroma est donnée dans la section 4.1.4.
Carron [17] propose un algorithme simple et efficace pour passer de l’espace RVB vers l’espace
TLC. Ici, nous le reproduisons légèrement modifié pour utiliser la luminance perceptuelle (équa-
tion 4.4) et pour calculer la saturation à partir de la chroma. Le calcul de la saturation n’est pas
obligatoire, mais dépend des besoins de l’utilisateur.


























































































dans laquelle, en pratique, une valeur de zéro est souvent substituée pour le cas &SäÜ . Éven-





























Transformation inverse de l’espace TYS vers l’espace RVB
















est également donnée par l’équation 4.23.







ä í"& PþwßÛ ßÞ (4.26)
Dans le cas où la teinte est non-définie, &3äL&


äNÜ . Finalement, avec la matrice inverse de































































































































(d) b approximative avec seuil sur c
FIG. 4.7. – Distributions (histogrammes) de la composante de teinte ß pour un cube RVB conte-
nant une distribution uniforme de points : (a) ß trigonométrique et (b) ß approximative. Les





4.1.4. Caractéristiques des modèles TYS et TLC
Les distributions des composantes de clarté, de saturation et de teinte qui sont le résultat
d’une transformation d’un cube RVB contenant une distribution uniforme de points ne sont pas
uniformes. Cette non-uniformité peut biaiser des mesures statistiques calculées dans cet espace,
et doit être prise en compte si des statistiques très précises sont désirées. Une démonstration
est présentée ici en commençant par un cube RVB contenant des points uniformément séparés
par une distance de Ü-)ÀÜÙæ dans la région "ÜÚÝtædﬀRe"ÜÚÝtædﬀRe"ÜÚÝtæd . Pour chaque point du cube, les
coordonnées correspondantes de teinte, luminance, clarté, saturation et chroma sont calculées, et
des histogrammes des distributions de ces composantes sont tracés.
Nous commençons par une discussion de la composante de teinte. Deux façons de calculer
la teinte ont été présentées, une méthode trigonométrique et une méthode approximative. Pour












































(b) Saturation - Chroma









] pour un cube RVB contenant une distribution uniforme
de points.
créer des histogrammes, les valeurs de teinte calculées par les deux méthodes ont été arrondies à
l’entier le plus proche, donnant ainsi des histogrammes de ì á.Ü niveaux, avec la valeur au niveau
Ü
égale à la valeur au niveau ì
á Ü
. Les histogrammes pour le calcul trigonométrique et pour le
calcul approximatif sont montrés dans les figures 4.7a et 4.7b respectivement. La caractéristique
la plus frappante de ces deux histogrammes est la présence d’un fort pic à chaque multiple de á.Ü¡à .
Si l’on ignore les pics, il paraît que la méthode approximative donne une distribution plus plate
que la méthode trigonométrique, pour laquelle la structure hexagonale des plans est clairement
visible.
Mais à quoi correspondent les pics ? Leur distribution aux multiples de á ÜÓà suggère que la
forme des coupes transversales est responsable. L’action d’empiler des hexagones pour bâtir
l’espace couleur peut mener à un surplus de points dans ces six directions qui forme les pics
d’une hauteur exagérée dans l’histogramme. Pour tester cette hypothèse, nous avons recalculé




ce qui donne les histogrammes des figures 4.7c (méthode trigonométrique) et 4.7d (méthode
approximative). En enlevant la partie intérieure de l’espace, nous avons supprimé les pics dans la
distribution de la teinte trigonométrique. Par contre, ils sont encore visibles dans la distribution
de la teinte approximative, toujours accompagnés par une étroite dépression à chaque côté. Ceci
démontre que la méthode approximative a tendance à gonfler le nombre de points assignés des
teintes qui sont multiples de á ÜÙà .
Considérons ensuite des mesures de clarté. Deux mesures ont été calculées, la luminance
(équation 4.4) et une valeur de clarté donnée par j ä 3÷ k 3÷ < 3÷  , pour lesquelles les
histogrammes de æqÜ.Ü niveaux, montrés dans la figure 4.8a, ont été tracés. Les distributions n’ont
rien de remarquable, sauf que la distribution de luminance est plus plate que la distribution de
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clarté considérée. Le choix d’une fonction de clarté dépend de l’utilisateur et de l’application
envisagée.
Passons finalement à la saturation et à la chroma, dont les deux histogrammes (également de
æqÜ Ü niveaux) sont montrés dans la figure 4.8b. La distribution de la saturation est régulière et
symétrique autour de Ü-)
8
à cause de son coefficient de normalisation, tandis que la distribution
de la chroma ne manifeste pas ces deux caractéristiques, mais a une forme très irrégulière due à
l’espace discret et à la forme hexagonale des plans.
Le choix entre l’utilisation du calcul approximatif ou le calcul trigonométrique de la teinte
dépend de la puissance de calcul disponible1. Avec des ordinateurs contemporains, il n’existe pas
vraiment une bonne raison pour utiliser la chroma ou la teinte approximative dans le traitement
d’image quotidien. Le seul domaine dans lequel on peut considérer l’utilisation de ces approxi-
mations est l’inspection industrielle à haut débit, où l’utilisation de la saturation et de la teinte
trigonométrique peut nécessiter l’utilisation d’un processeur DSP supplémentaire. Pour ce type
d’application, une meilleure approximation de la teinte trigonométrique peut néanmoins être ob-
tenue avec les tables indexées pour les fonctions trigonométriques. Une étude complémentaire
sur l’effet du bruit dans les canaux RVB sur les composantes de teinte, luminance et chroma est
décrite par Carron [17].
4.2. L’espace L*a*b*
L’espace L*a*b* est un des deux espaces couleur développés par la CIE pour être approxima-
tivement perceptuellement uniforme et indépendant de l’appareil, l’autre étant l’espace L*u*v*.
Dans un espace perceptuellement uniforme, les couleurs qui ont une apparence similaires pour un
observateur sont proches dans le système de coordonnées de l’espace si la formule de différence
de couleur correspondante est utilisée. L’espace est indépendant de l’appareil si les coordonnées
des couleurs ne sont pas prescrites par les particularités d’un appareil quelconque. Les résultats
des expériences sur l’uniformité perceptuelle et les formules de différence de couleur dans les
espaces L*a*b* et L*u*v* sont décrits par Pointer [82] et Robertson [93], avec la conclusion
que le niveau d’uniformité perceptuelle des deux espaces est plus ou moins équivalent. Ici, nous
considérons l’espace L*a*b*, qui est le plus souvent utilisé dans les applications industrielles.
Les trois coordonnées de l’espace L*a*b* sont :
1. La luminosité j
!
.
2. La sensation rouge-vert l
!
, où une valeur positive indique une couleur rouge, et une valeur
négative une couleur verte.
3. La sensation jaune-bleu m
!
, où une valeur positive indique une couleur jaune, et une valeur
négative une couleur bleue.
Les couleurs achromatiques (grises) se trouvent sur l’axe de luminosité ( l
!
ä Ü , m
!
äðÜ ),
avec noir à j
!
ä Ü et blanc à j
!
äæqÜ Ü . Les caractéristiques de chrominance sont résumées
1La teinte approximative a été introduite pendant les années npo pour éviter d’avoir trop de fonctions trigonomé-
triques à évaluer par les ordinateurs de l’époque, pour ainsi accélérer le choix interactif des couleurs dans les
programmes de dessin par ordinateur.
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FIG. 4.9. – Diagramme schématique des coordonnées de la chrominance dans l’espace L*a*b*
(source [1]).
schématiquement dans la figure 4.9. Il est clair qu’il est possible de définir une représentation
polaire des coordonnées de chrominance. La chroma &
!























En affinité avec la teinte ß des représentations en coordonnées cylindriques de l’espace RVB, la
teinte q
!
se présente comme une valeur angulaire avec une périodicité de ì á.Ü à . En combinant les




avec la luminosité j
!
, une représentation cylindrique de
l’espace L*a*b* est produite.
4.2.1. Différence de couleur






































































































L’uniformité perceptuelle de l’espace L*a*b* implique que si, pour deux couleurs, la distance
xy
!







correspond à une différence de couleur à peine visible [63].
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4.2.2. Transformation entre les espaces RVB et L*a*b*
La transformation de l’espace RVB vers l’espace L*a*b* passe par l’espace CIE XYZ. Pour
la transformation de RVB à XYZ, il est nécessaire de connaître les coordonnées dans l’espace
XYZ des trois couleurs primaires de l’espace RVB et les coordonnées de la référence de blanc.
Les coordonnées des couleurs primaires caractérisent l’appareil d’acquisition d’image (ou de vi-
sualisation pour une transformation inverse), et la référence de blanc caractérise l’éclairage de la
scène. Si les caractéristiques de l’éclairage sont connues, la spécification de la référence de blanc
est simple. Sinon, il est possible de faire une hypothèse, ou d’utiliser une technique pour estimer
la référence de blanc à partir d’une image [16, 92]. Tous les détails de la transformation linéaire
entre un espace RVB et l’espace XYZ sont donnés dans l’annexe A. Pour les transformations
dans cette thèse, les couleurs primaires et la référence de blanc 
ö
de la CIE données dans la
spécification Rec. 709 pour télévision de haute définition [84] sont utilisées.
La transformation non-linéaire pour passer de l’espace XYZ à l’espace L*a*b* est reproduite























































































































Wd sont les coordonnées de la référence de
blanc. La transformation inverse est donnée dans l’annexe A.
4.2.3. Caractéristiques de l’espace L*a*b*
Les caractéristiques les plus intéressantes d’une transformation vers l’espace L*a*b* sont
l’effet de la quantisation des composantes sur les résultats, le niveau d’uniformité perceptuelle de
l’espace, et la forme de la gamme de couleurs dans l’espace. Les deux premières caractéristiques
sont discutées par Mahy et al [62]. Dans cette section, nous examinons, d’une façon similaire





































































d’un cube dans l’espace RVB à l’espace L*a*b*.
à celle utilisée pour les espaces TYS et TLC dans la section 4.1.4, la forme de la gamme de
couleurs obtenue dans l’espace L*a*b* en faisant une transformation d’un cube RVB avec des
paramètres du standard Rec. 709. Cette transformation donne une gamme d’une forme complexe,
la forme étant déterminée par les coordonnées des couleurs primaires et de la référence de blanc.
Distributions des composantes
Commençons, comme précédemment, avec un cube dans l’espace RVB rempli de points














montrés dans la figure 4.10.
Les histogrammes pour la luminosité et la chroma montrent respectivement que la plupart
des couleurs ont une valeur de luminosité élevée, et que la distribution de chroma a une forme
analogue à celle pour l’espace TYS (figure 4.8b). Une comparaison de la distribution de la teinte
q
!
avec celle de la teinte
ß




. Néanmoins, la distribution n’est pas plate, et il existe des régions qui donnent
l’apparence d’avoir trop de pixels. Celle-ci est davantage étudiée en regardant un histogramme
bi-dimensionnel des coordonnées de la chrominance.
Pour calculer cet histogramme de chrominance, nous avons transformé un cube dans l’es-












ont été arrondies à la valeur entière la plus proche, pour ensuite incrémenter






. L’histogramme produit est montré dans la fi-






indique le nombre de
couleurs du cube initial qui ont été transformées à cette position. Dans l’espace tri-dimensionnel
entier, ces couleurs auraient eu des valeurs de luminosité différentes. Cet histogramme nous per-
met de faire quelques observations utiles :
1. La plus grande concentration de points est près de l’origine, la position de l’axe de lumi-
nosité.
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Þ indique le nombre de points dans le cube RVB qui prend ces valeurs de
chrominance. Les régions contenant des valeurs de zéro sont marquées en bleu.












FIG. 4.12. – Valeurs de la chroma &
!
[  ] et de la luminosité j
!
[ R ] pour les points extrêmes de
l’espace L*a*b* en fonction de la teinte q
!
.




(en conformité avec l’histogramme uni-dimensionnel de la teinte dans la figure 4.10c).
Pointer [81] donne les résultats d’une étude plus vaste visant à trouver la forme de cette gamme
de couleur à partir de 4089 échantillons colorés.
Points extrêmes
Les points extrêmes de la gamme de couleurs dans l’espace L*a*b* sont ceux qui sont les
plus éloignés de l’axe de luminosité, c’est à dire, les points avec les valeurs maximales de &
!
.
Ces points extrêmes sont visibles sur l’histogramme de la figure 4.11, mais il est intéressant de
trouver la valeur de la luminosité qui correspond à chacun de ces points.
Pour la transformation du cube RVB, pour chaque valeur entière de q
!
, le point avec la plus
grande chroma &
!
est trouvé. Dans la figure 4.12, la valeur de &
!
est tracée pour les points
extrêmes correspondant à chaque valeur entière de q
!
, avec la valeur j
!
correspondante. Ces
fonctions sont désormais indiquées par &"¶ûFÓÛqÓÞ et j ¶ûFfÛqÓÞ , pour lesquelles les valeurs peuvent
être lues sur le graphe pour les valeurs entières de q , et interpolées pour les valeurs non-entières.
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FIG. 4.13. – Les couleurs qui correspondent aux points extrêmes de l’espace L*a*b*. La pre-
mière ligne contient les valeurs de q
!
de Ü à à
8D`
à , la deuxième de á.ÜJà à æ æ
`
à , etc.
4.2.4. Comparaison entre l’espace TLS et l’espace L*a*b*
Les espaces TLS et L*a*b* contiennent tous deux les points extrêmes, c’est à dire, les points
les plus éloignés de l’axe de luminosité. Pour l’espace L*a*b*, ces points se trouvent aux po-
sitions données dans le graphe de la figure 4.12 ; et pour l’espace TLS, par les points avec des
valeurs de saturation maximales ( ø ä«æ ). Dans le cas où l’on a bien choisi les couleurs primaires
et la référence de blanc adaptées à un écran d’ordinateur, il est intéressant de vérifier que les
points extrêmes des deux espaces coïncident.
Pour démontrer cette coïncidence, nous créons d’abord une image contenant les couleurs qui
correspondent aux points extrêmes de l’espace L*a*b*, dont les coordonnées peuvent être lues
sur le graphe de la figure 4.12. Ces couleurs, pour les valeurs entières de la teinte entre Üà et
ì
á Ü.à , sont montrées dans la figure 4.13, dont les images des trois composantes sont montrées
dans la figure 4.14. La figure 4.13 est ensuite transformée à l’espace TLS (via l’espace RVB),
avec l’équation 4.2 utilisée pour la mesure de clarté. Les trois composantes de cet espace sont
montrées dans la figure 4.15. Les valeurs de tous les pixels de la composante de clarté j sont
1/2 (figure 4.15b), ce qui correspond à la position des couleurs les plus saturées pour le modèle
choisi ; et les valeurs de saturation ø sont æ partout (figure 4.15c). Malgré un petit déplacement
de l’origine de la teinte entre les deux espaces, il est clair que les points extrêmes de l’espace
L*a*b* coïncident avec les points extrêmes de l’espace TLS, et ainsi avec toutes représentations
en coordonnées cylindriques de l’espace RVB.
4.3. L’utilisation de ces espaces
Les espaces de type teinte, clarté et saturation sont en général utilisés pour la spécification
des couleurs dans les logiciels, mais aussi dans le traitement d’image pour avoir accès à une
description d’une image en termes de coordonnées plus intuitives.
Traditionnellement, l’utilisation de ces espaces comporte un certain niveau de mystère et
de confusion. À cause de la multitude de versions de cette représentation en coordonnées cy-
lindriques disponible, il y a souvent une incertitude par rapport à la version utilisée dans un
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(a) ^ (b) 
(c)  ¡
FIG. 4.14. – Composantes ¢¤£ , ¥ﬀ£ et ¦£ de l’image de la figure 4.13.
(a) § (b) 
(c) ¨
FIG. 4.15. – Composantes © , ¥ et ª de l’image de la figure 4.13. La composante ¥ est calculée
par l’équation 4.2.
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(a) (b)
(c) (d)
FIG. 4.16. – Coupes verticales des espaces (a) HSV, (b) HSV cylindrique, (c) HLS et (d) HLS
cylindrique. Chaque coupe a l’axe achromatique au centre, les teintes de ÜXà à droite et des teintes
de æ«_.Ü à à gauche.
algorithme ou dans un logiciel de traitement d’image. Les transformations aux versions en forme
de cylindre de ces espaces, moins adaptées à l’analyse d’image, se trouvent actuellement dans
presque toute la littérature, souvent accompagnées d’un diagramme d’un espace conique ou bi-
conique. Un bon exemple de la confusion est un développement très pédagogique dans un texte
de traitement d’image qui, à partir d’une fonction de luminance du modèle triangulaire, construit
une représentation en forme d’un cylindre qui correspond à un cône pour la saturation, mais
qui est accompagnée par un diagramme d’un double-cône. L’utilisation d’une saturation non-
cylindrique, à cause de son indépendance de la fonction de clarté, mène à une réduction du
nombre de représentations de l’espace RVB en coordonnées cylindriques disponible.
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Des coupes verticales des espaces HSV et HLS sont montrées dans la figure 4.16, avec les
espaces coniques à gauche et les espaces en formes de cylindre à droite. Dans une application qui
demande à l’utilisateur de définir ou de choisir des couleurs, on n’est pas vraiment gêné par les
représentations cylindriques. En revanche, cette représentation rend plus facile la détection des
couleurs spécifiée en dehors de l’espace. Pour le traitement d’image, par contre, l’utilisation d’un
espace cylindrique peut impliquer des erreurs de traitement. Par exemple, Demarty et Beucher
[31] ont appliqué un seuil constant sur la saturation dans un espace HLS en forme de cylindre
pour différencier entre les pixels colorés et non-colorés. Dans la figure 4.16d, ce seuil correspond
à une ligne verticale de chaque côté de l’axe achromatique, ce qui clairement ne correspond pas





dans l’espace HSV en forme de cylindre (figure 4.16b), ce qui est équivalent à
un seuil constant de la saturation dans l’espace HSV (figure 4.16a). Smith [104] fait l’hypothèse
que l’espace HSV en forme de cylindre est perceptuellement uniforme avec l’utilisation d’une
distance euclidienne, mais en regardant la figure 4.16b, on aperçoit qu’une distance quelconque
dans la partie supérieure de l’espace correspond à un changement perceptuelle de couleur beau-
coup plus marqué que la même distance dans la partie inférieure. Il est possible que les versions
non-cylindriques de cet espace soient plus perceptuellement uniforme, mais ceci n’a pas encore
été vérifié.
Une critique des espaces de type TYS est qu’ils sont trop liés à l’espace RVB, et que leurs
fonctions de clarté ne correspondent pas à la perception de luminance par l’œil humain [85].
Effectivement, les fonctions de clarté de l’espace GLHS classique ont toutes une forme plus ou
moins symétrique autour de l’axe achromatique. Par contre, avec la saturation non-cylindrique
suggérée dans ce chapitre, la fonction de clarté choisie n’a pas d’effet sur la teinte et sur la satu-
ration, et on est donc libre de choisir n’importe quelle fonction de clarté (pourvu que ses surfaces
d’iso-clarté soient parallèles), y compris les fonctions de luminance de base psychovisuelle.
La seule situation dans laquelle les espaces coniques sont moins convenables est l’utilisation
des opérateurs qui changent la valeur de la saturation indépendamment des deux autres coordon-
nées. Le meilleur exemple est la transformation qui met toutes les saturations au maximum. Dans
un espace en forme de cylindre, il est facile de mettre la saturation cylindrique à la valeur maxi-
male de æ partout, mais dans un espace d’une forme plus compliquée, il est nécessaire de gérer
la saturation maximale en fonction de la clarté. Pour les espaces HLS et HSV, qui ont une forme


















et pour l’espace HSV,
ø ä-ø¬0
j
Ce passage devient plus difficile dans l’espace TYS pour lequel une fonction de luminance psy-
chovisuelle est utilisée, pour lequel les couleurs de saturation maximale n’ont pas toutes la même
luminance.
En résumé, quand un espace de type teinte, clarté et saturation est utilisé, il est important de
savoir si la version cylindrique ou conique est utilisée. Pour les applications qui nécessitent une
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comparaison entre des valeurs de la saturation (la morphologie mathématique par exemple), il est
indispensable que les valeurs de saturation ne soient pas des fractions des valeurs maximales en
fonction de la clarté (c’est à dire des valeurs dans un espace en forme de cylindre), parce que la
comparaison des fractions pour lesquelles le dénominateur est une valeur non-constante et incon-
nue n’a pas de sens. Il existe quand même des opérations pour lesquelles une représentation en
forme de cylindre est convenable, surtout des opérateurs de style «augmentation de saturation»,
qui ne font pas de comparaison entre des valeurs.
L’espace L*a*b* a de bonnes propriétés d’indépendance de l’appareil et d’uniformité percep-
tuelle. Avec des capteurs d’image et des appareils de visualisation bien calibrés, ces propriétés
font de l’espace un puissant outil de travail. L’indépendance de l’appareil permet l’échange de
mesures colorimétriques exactes entre personnes ou entre machines, ce qui suggère l’utilisation
de cet espace dans les systèmes de gestion de couleurs qui gèrent le transfert d’informations
couleur entre des périphériques d’acquisition et de visualisation d’image (par exemple, scanners,
imprimantes et écrans vidéo) [49]. La propriété d’uniformité perceptuelle rend l’espace L*a*b*
utile pour les applications d’assortiment d’objets colorés, par exemple des carreaux céramiques
[8, 9], ou la segmentation d’objets colorés, par exemple la segmentation d’images de granit [98]
(dans lequel l’espace L*u*v* est utilisé). Une critique de l’espace L*a*b* est que la transforma-
tion de l’espace RVB est trop lente pour son utilisation dans des applications en temps réel, mais
des méthodes existent pour accélérer le calcul, par exemple l’utilisation d’une approximation de
la racine cubique [27].
La distance euclidienne dans l’espace L*a*b* exprime bien la différence perceptuelle entre
deux couleurs proches, mais pour les couleurs très différentes, cette mesure est moins significa-
tive. Demarty [30] donne comme exemple, dans le cadre d’une étude sur les gradients couleur




). , et entre noir
et blanc de æqÜ Ü*) + , distances qui ne correspondent pas aux différences aperçues visuellement.
Un aspect des images couleur qui est en général ignoré dans le traitement d’image, et qui a
été également laissé à côté dans ce chapitre, c’est le sujet de codage linéaire ou non-linéaire des
trois canaux d’une image couleur [83]. Si une correction de gamma est appliquée par une caméra
vidéo, le codage des trois canaux est non-linéaire, ce qui rend la transformation L*a*b* ainsi que
la fonction de luminance (équation 4.4) non-valables.
En conclusion, deux espaces couleur sont présentés dans ce chapitre. L’espace L*a*b* est un
standard de la Commission Internationale de l’Éclairage (CIE) et a des propriétés d’une bonne
uniformité perceptuelle et, avec la bonne calibration, une indépendance de l’appareil. L’espace
TYS est une amélioration des espaces de type GLHS, qui permet l’utilisation d’une fonction de
luminance psychovisuelle. Cet espace est fortement lié à l’espace RVB, mais permet le traitement
d’image en termes de coordonnées plus intuitives. Surtout, l’espace TYS peut être utile dans le
cas où on a besoin d’avoir accès à ces coordonnées intuitives, mais où on ne connaît pas les
paramètres de l’appareil d’acquisition d’image ou de l’éclairage de la scène pour permettre une
transformation vers l’espace L*a*b*.
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Coordonnée Teinte, saturation et L*a*b*
cylindrique clarté généralisée cylindrique
®




ø - saturation normalisée &
!
- chroma
& - saturation non-normalisée
(appelée chroma)
°




TAB. 4.1. – Résumé des espaces couleur décrits par des coordonnées cylindriques.
4.4. Résumé
Deux espaces couleur sont décrits dans ce chapitre. Pour le premier, nous faisons une fusion
des meilleures caractéristiques de divers espaces de type teinte, saturation et clarté pour proposer
une représentation généralisée de l’espace RVB en coordonnées cylindriques. L’avantage de l’es-
pace proposé est l’indépendance des mesures de saturation et de clarté, ce qui permet un grand
choix de fonctions de clarté ou de luminance. Le deuxième espace décrit est l’espace L*a*b*,
un espace standardisé par la CIE. Des discussions des caractéristiques de ces espaces et une
comparaison entre eux sont également présentées.
En résumé, le tableau 4.1 présente les mesures dans les deux espaces traités qui correspondent
aux trois coordonnées d’un système de coordonnées cylindriques générales, où ° donne la po-
sition sur l’axe central, ¯ la distance de cet axe, et
®
l’angle. Notons que même si des mesures
appelées «chroma» existent dans les deux espaces, elles ne sont pas pareilles.
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5. Application aux espaces couleur
Nous avons déjà discuté de l’application de la morphologie mathématique aux valeurs sur le
cercle unité, et nous avons donné quelques exemples du traitement morphologique des images de
directions qui résument une texture orientée, un cas dans lequel on peut souvent se permettre de
traiter les données angulaires séparément. Mais ce traitement séparé n’est pas toujours possible
parce qu’il y a souvent des mesures supplémentaires étroitement associées à la valeur angulaire :
l’amplitude associée à la phase d’une transformée de Fourier, ou les coordonnées de saturation
et de luminance associées à la teinte.
Dans ce chapitre, nous traitons ce dernier cas, la morphologie mathématique appliquée aux
images couleur représentées dans un système de coordonnées cylindriques. À chaque pixel de
ce type d’image numérique, on a un vecteur qui contient une valeur angulaire, la teinte, et deux
mesures linéaires, la saturation et la luminance. Le but de ce chapitre est de développer des
opérateurs de traitement d’image morphologiques capables de prendre en compte ces deux types
de données dans le même vecteur. Nous commençons par les statistiques circulaires appliquées à
la teinte, pour lesquelles nous suggérons une méthode de pondération de la teinte par la saturation
pour permettre la prise en compte de la saturation dans les mesures de la teinte moyenne et de sa
variance (section 5.1).
L’application des opérateurs morphologiques à des images couleur est un cas spécial de la
morphologie mathématique vectorielle. Quelques aspects de ce sujet, notamment les ordres vec-
toriels, sont discutés dans la section 5.2. La discussion de la morphologie mathématique appli-
quée aux images couleur est divisée en deux parties selon les espaces couleur utilisés. Nous trai-
tons d’abord, dans la section 5.3, les ordres lexicographiques dans l’espace TYS (l’espace intro-
duit dans le chapitre précédent). Dans cet espace, nous démontrons que pour obtenir des résultats
utilisables avec un opérateur morphologique qui agit sur la teinte, il est nécessaire de pondérer la
teinte par la saturation. La méthode de pondération introduite ici est néanmoins différente à celle
suggérée dans le cadre des statistiques de la teinte. Finalement, nous considérons l’application
de la morphologie mathématique dans la représentation en coordonnées cylindriques de l’espace
L*a*b* (section 5.4). Comme il est démontré dans le chapitre précédent, cet espace est carac-
térisé par une gamme de couleurs d’une forme très irrégulière. Pour pouvoir imposer un ordre
sur les couleurs dans cette gamme, nous suggérons l’utilisation d’une fonction de pondération de
vecteurs, la fonction étant basée sur la notion d’un potentiel électrostatique.
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5.1. Statistiques de la couleur
Dans un espace couleur représenté en coordonnées cylindriques, l’espace TYS par exemple,
si on traite les canaux séparément, les formules de la statistique classique peuvent être utilisées
pour calculer les statistiques de la luminance et de la saturation. Pour la teinte, les formules de la
statistique circulaire (section 2.2) doivent être utilisées.
Ce genre de traitement par canaux présente le désavantage d’ignorer la relation entre les
deux canaux de chrominance, la saturation et la teinte, pour ainsi donner une importance égale
aux teintes des couleurs saturées et non-saturées. Une moyenne de la teinte pondérée par la
saturation permet la prise en compte simultanée des deux composantes de chrominance. Étant
donné ± paires de valeurs, la teinte ß¬² et la saturation associée ø³² . Pour calculer la moyenne de la
teinte pondérée par la saturation pour ces données, on procède, comme dans la section 2.2, par le
calcul de la direction du vecteur résultant de la somme des vecteurs dans les directions ß² , sauf
qu’au lieu de vecteurs unitaires, le vecteur avec la direction ß¬² a une longueur proportionelle à la
saturation ø¬² . Les teintes associées aux petites valeurs de saturation ont ainsi moins d’influence
sur le résultat. Les changements aux équations de la section 2.2 pour calculer la teinte pondérée










































































































où la moyenne de la teinte pondérée par la saturation est dénotée ß
µ











Cette expression reste un indice de la dispersion des valeurs de la teinte, et elle n’est pas liée à
la moyenne classique de la saturation. La direction de la moyenne ß
µ
est indépendante du choix
de l’origine de la teinte, même si sa valeur angulaire dépend de cette origine.
En pratique, pour les images qui contiennent des couleurs fortement saturées, on ne remarque
pas de différence entre la moyenne de teinte pondérée et non-pondérée. La figure 5.1a est un
exemple dans lequel la différence est importante. Pour cette image, la moyenne de teinte non-
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trés dans les figures 5.1b et 5.1c respectivement. Il est clair que la moyenne de teinte pondérée
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(a) (b) (c)
FIG. 5.1. – (a) Image de cellules. (b) Pixels de l’image a dont la teinte est comprise dans l’in-
tervalle de
ë


















la teinte pondérée par la saturation.
par la saturation correspond à la teinte des régions de l’image qui ont les plus grandes valeurs de
saturation, les deux cellules marrons.
5.2. Morphologie mathématique vectorielle
La morphologie mathématique opère sur des treillis complets, qui reposent sur deux notions :
la donnée d’un ordre, et celle d’un supremum et d’un infimum. Pour pouvoir appliquer la mor-
phologie mathématique aux images couleur, il est nécessaire de pouvoir ordonner les couleurs,
et de vérifier l’existence des suprema et infima pour ainsi construire un treillis complet sur lequel
les opérations morphologiques peuvent être appliquées.
Le traitement d’images couleur est un cas spécial du traitement de données ou d’images vec-
torielles. Nous commençons, dans la section 5.2.1, en considérant la première exigence pour
la construction d’un treillis, celle des ordres, et nous présentons une introduction générale aux
ordres vectoriels. Nous discutons ensuite le fait que pour certains ordres vectoriels, le supremum
et l’infimum d’un ensemble de vecteurs ne font pas toujours partie de cet ensemble. Dans le
cas spécifique des images couleur, ce problème se manifeste par l’introduction de fausses cou-
leurs par les opérateurs morphologiques [109]. Une fausse couleur est une couleur présente dans
l’image après l’application d’un opérateur mais qui n’était pas présente dans l’image de départ.
Pour les filtres de simplification d’image, l’apparence de ces nouvelles couleurs dans les résultats
peut être gênant. Dans la section 5.2.2, on s’intéresse donc au supremum et au infimum avec la
contrainte supplémentaire de «rester dans la famille». Cette contrainte exige que le supremum et
l’infimum d’un ensemble fassent partie de l’ensemble.
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5.2.1. Ordres vectoriels
Dans le cadre de la morphologie mathématique, les trois ordres vectoriels importants sont
les pré-ordres, les ordres partiels et les ordres totaux. Avant de présenter les définitions de ces
ordres, on donne des définitions des relations utiles pour caractériser une relation d’ordre.
Définition 5.2.1. Soit  une relation binaire sur un ensemble quelconque ´ .
1.  est réflexive ssi Ä1ÅÆﬂ ´ , Å1QÅ















Par exemple, pour les relations d’ordre sur Ë , la relation binaire  est en général la relation
«

» ou «  » (ou leurs inverses). Passons maintenant aux définitions des relations d’ordre :
Définition 5.2.2. Une relation binaire  sur un ensemble ´ est un pré-ordre ssi  est réflexive
et transitive.
Définition 5.2.3. Une relation binaire  sur un ensemble ´ est un ordre partiel ssi  est réflexive,
transitive et anti-symétrique.
Définition 5.2.4. Un ordre partiel est totalement ordonné ssi Ä1ÅzÝÇSﬂ ´ , Å1Ç ou Ç*QÅ .
Cette dernière définition implique un ordre pour lequel il n’existe pas de paire de membres
de l’ensemble
´
non ordonnés. On appelle un ordre partiel qui est totalement ordonné un ordre
total. Avec ces définitions, le cadre mathématique dans lequel la morphologie mathématique
opère, le treillis complet, peut être plus rigoureusement défini :
Définition 5.2.5. Un treillis complet est un ensemble Ì tel que
1. Ì est muni de l’ordre partiel.




ﬂÍÌ , il existe un supremum et un infimum.
Nous discutons ensuite les ordres vectoriels en termes de ces définitions. Barnett [5] décrit
quatre méthodes pour ordonner les données vectorielles : l’ordre marginal, l’ordre réduit, l’ordre
partiel et l’ordre conditionnel ou lexicographique. L’ordre partiel a une nature très géométrique
qui le rend moins intéressant pour le traitement d’images vectorielles. Par contre, les ordres
marginaux, réduits et lexicographiques sont souvent utilisés. Ils ont été appliqués pour définir
des filtres médians [80] et des opérateurs morphologiques [24].
Les définitions des trois ordres trouvés dans le traitement d’image sont ensuite données.

















Définition 5.2.6. Pour l’ordre marginal, les composantes des vecteurs sont ordonnées pour cha-












































par exemple. Il est clair que les vecteurs ÎÙäÚ et Î³àØáMâ ne font pas forcément partie de l’ensemble
initial de vecteurs  .
Définition 5.2.7. L’ordre réduit utilise une fonction åçæË éè Ë pour ordonner les vecteurs.


























Pour l’ordre réduit, les vecteurs ÎéÙäÚ et Î³àØáMâ sont membres de l’ensemble de vecteurs initial 
parce qu’on ne traite pas les composantes des vecteurs séparément. L’ordre réduit est un pré-ordre
si la fonction å n’est pas injective, mais totalement ordonné dans le cas contraire. Par exemple,





Ýtæ~Þd , mais les vecteurs eux-mêmes ne sont pas identiques. Cet inconvénient peut
être surmonté par l’utilisation d’une fonction å qui est injective, ou par l’utilisation d’un ordre
lexicographique.
Définition 5.2.8. L’ordre conditionnel ou lexicographique est basé sur la relation d’ordre sui-
























































































Le supremum et l’infimum de l’ensemble  sont définis à partir de cette relation d’ordre.
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L’ordre lexicographique est un ordre vectoriel total, avec la propriété que le supremum et
l’infimum sont toujours membres de l’ensemble de vecteurs initial  . L’utilisation de cet ordre
implique forcément l’attribution d’une priorité aux composantes, parce que dans la plupart des
cas, la relation d’ordre de deux vecteurs sera décidée par la première ligne de la relation 5.3 (et
ainsi par la première composante de ces vecteurs). Il n’est évidemment pas nécessaire de toujours
se limiter à une priorité des composantes décroissantes selon leurs positions dans le vecteur. Les
composantes peuvent être mises dans la relation 5.3 dans un ordre de priorité défini à priori. Il
est même possible de mettre une fonction non-injective de type å (en provenance de la définition
de l’ordre réduit) au premier niveau de l’ordre lexicographique pour ainsi créer un ordre total.
Quelques ordres alternatifs sont suggérés dans la littérature. Un ordre total basé sur les
courbes de remplissage de l’espace est suggéré par Chanussot et Lambert [18, 19]. Serra [97]
suggère un ordre intermédiaire entre l’ordre marginal et l’ordre lexicographique. Comer et Delp
[24] utilisent des ordres non-totaux avec la prise en compte d’un critère géométrique de position
dans l’élément structurant pour pouvoir ordonner des paires de vecteurs pour lesquelles l’ordre
n’est pas défini par la relation d’ordre choisie. Une utilisation de la morphologie mathématique
floue [7] pour les images couleur est présentée, avec une application à l’inspection de textile, par
Köppen et al. [55].
5.2.2. Propriétés pour «rester dans la famille»
Dans le traitement morphologique des images vectorielles, nous avons déjà remarqué que le
supremum et l’infimum d’un ensemble de vecteurs ne font pas toujours partie de cet ensemble,
ce qui est vrai surtout pour l’ordre marginal. Par exemple, dans un espace bi-dimensionnel, le








Þ , qui est
différent des deux vecteurs de départ. Serra [45] présente la proposition suivante, qui donne
les conditions nécessaires pour que le supremum et l’infimum d’un ensemble appartiennent à
cet ensemble, qu’ils «restent dans la famille». La proposition est formulée dans le cadre un
peu général d’un treillis compact à ordre fermé, qui a l’avantage de modéliser tous les espaces




. Une discussion plus détaillée et
une démonstration de la proposition se trouvent dans l’annexe B.3.
Proposition 5.2.9. Soit Ì un treillis complet, et Tùl[²*ÝMÔﬀﬂ g
V
une famille quelconque d’éléments
de Ì , avec úÊûsäýüþl9² et úÆ3ﬁäýßþl9² . Les éléments ú	û et úÆ3 appartiennent à la famille Tùl-²
V
, finie
ou non, si et seulement si le treillis Ì est totalement ordonné et que Tùl1²
V
est une partie fermée de
Ì .
La proposition demande qu’on utilise un treillis complètement ordonné, sans imposer un
treillis particulier. Par conséquent, n’importe quel treillis dérivé d’un treillis convenable par une
bijection qui préserve l’ordre est aussi utilisable. Ceci est similaire à la méthode suggérée par
Goutsias et al. [37], et permet un grand nombre de solutions.
Quand cette proposition est appliquée à un espace couleur, L*h*C* par exemple, elle montre
que pour éviter d’introduire de nouvelles couleurs, il est indispensable de construire une fonc-








Ë pour laquelle on peut construire les suprema et les infima.
La proposition ne donne pas d’indication sur la forme ou la pertinence physique de   , mais
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garantit que le procédé est suffisant pourvu que   soit injective. Comme ce ne sera en général
pas le cas, il est nécessaire de compléter l’ordre par des cascades lexicographiques, par exemple.
Cette approche est discutée en détail dans la section 5.4, où nous développons une fonction de
pondération applicable dans l’espace couleur L*a*b*.
5.2.3. Opérateurs morphologiques
Après avoir choisi ou défini un treillis pour les vecteurs couleur, permettant ainsi le choix
d’un supremum et d’un infimum d’un ensemble de ces vecteurs, les opérateurs morphologiques













































5.3. Ordres lexicographiques dans l’espace TYS
Quand un ordre lexicographique est utilisé avec des opérateurs morphologiques dans un es-
pace couleur quelconque, on trouve que la plupart des décisions sur l’ordre des vecteurs dans
un élément structurant sont prises au premier niveau de la relation d’ordre [45]. L’application
d’un ordre lexicographique à un espace couleur de type RVB entraîne alors forcément la pro-
motion d’une des composantes rouge, verte ou bleue à la position dominante, ce qui donne des
opérateurs qui ne sont pas homogènes dans leur traitement de l’espace.
L’utilisation d’un espace cylindrique de type TYS permet la création de deux opérateurs qui
utilisent les coordonnées homogènes de luminance et de saturation au premier niveau, ou d’un
opérateur pour lequel n’importe quelle teinte peut être choisie pour jouer le rôle dominant [40,
44]. Dans cette section, nous présentons d’abord les formulations des ordres lexicographiques
avec la luminance et la saturation au premier niveau. Ensuite, nous considérons un ordre avec la
teinte au premier niveau. Après une démonstration des inconvénients de cet ordre liés à la relation
étroite entre les deux composantes de chrominance, la teinte et la saturation, nous suggérons une
solution en forme d’un ordre lexicographique avec teinte pondérée par saturation au premier
niveau. L’image utilisée pour les exemples est montrée dans la figure 5.2, avec ses composantes
de teinte, de luminance et de saturation.
5.3.1. Luminance et saturation
Les coordonnées de luminance et de saturation forment des treillis, et il est ainsi facile de
les utiliser dans un ordre lexicographique. La coordonnée angulaire (la teinte), mise au troisième
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(a) Image couleur (b) Teinte
(c) Luminance (d) Saturation






pixels), avec ses composantes de (b) teinte, (c) luminance et (d) saturation.
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niveau pour minimiser son importance, est ordonnée selon la distance à partir d’une origine
(section 2.4). Il est donc nécessaire de choisir une origine pour les teintes, mais cette origine
intervient seulement au troisième niveau de l’ordre lexicographique. Elle est ainsi utilisée seule-
ment pour arbitrer dans les cas où deux vecteurs ont des valeurs de luminance et de saturation
égales.































où ß¤û est l’origine de teinte choisie par l’utilisateur. Si les valeurs de luminance des deux vecteurs
que l’on compare sont égales, le vecteur avec la saturation la plus élevée est pris comme étant le
plus grand. Si les valeurs de luminance et de saturation sont égales, il est nécessaire d’utiliser les
teintes. Les deux premiers niveaux de cette relation d’ordre sont invariants par rotation autour de
l’axe achromatique. Un exemple des résultats obtenus avec l’application des opérateurs morpho-
logiques de base avec cet ordre à l’image de la figure 5.2 sont montrés dans la figure 5.3 (nous
avons mis ßéûä-Ü à ).
L’ordre lexicographique avec la saturation au premier niveau est construit en inversant les































Un exemple des résultats des opérateurs morphologiques qui utilisent cet ordre est montré dans
la figure 5.4.
Les ordres lexicographiques suggérés dans les équations 5.6 et 5.7 ne sont évidemment pas
les seules ordres de ce type possibles. On peut facilement inverser les deuxième et troisième
niveaux, ou les directions des opérateurs de comparaison dans ces deux niveaux, toute en gardant
des ordres lexicographiques valides.
Le choix entre ces deux ordres dépend de si on s’intéresse à mettre en évidence des objets
lumineux ou sombres, ou des objets colorés ou non-colorés. Par exemple, si on recherche à sup-
primer les points noires de la boule orange à gauche de l’image de la figure 5.2a, il est clair
qu’une fermeture avec la luminance au premier niveau le fasse. Cependant, elle enlèvera égale-
ment toutes les lignes noires. S’il est important de garder ces lignes, il est nécessaire d’utiliser
une fermeture avec la saturation au premier niveau. Cette fermeture ne préserve toutefois pas
les contours des objets dans l’image aussi bien que les opérateurs avec luminance au premier
niveau. Un bon exemple d’application d’un ordre lexicographique avec luminance au premier
niveau est présenté par Iwanowski [50] dans le cadre de l’interpolation des images couleur. Il
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(a) érosion (b) dilatation
(c) ouverture (d) fermeture
FIG. 5.3. – Une (a) érosion, (b) dilatation, (c) ouverture et (d) fermeture de la figure 5.2a par
un élément structurant carré de taille 2. L’ordre lexicographique avec la luminance au premier
niveau (équation 5.6) est utilisé.
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(a) érosion (b) dilatation
(c) ouverture (d) fermeture
FIG. 5.4. – Une (a) érosion, (b) dilatation, (c) ouverture et (d) fermeture de la figure 5.2a par
un élément structurant carré de taille 2. L’ordre lexicographique avec la saturation au premier
niveau (équation 5.7) est utilisé.
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utilise un ordre lexicographique avec la luminance au premier niveau, la valeur de la composante
verte dans l’espace RVB au deuxième et celle de la composante rouge au troisième.
5.3.2. Teinte
Pour la teinte, l’approche évidente est de construire un ordre lexicographique avec, au premier
niveau, l’ordre de teinte basé sur la distance à partir d’une origine choisie. Une forme possible































où le symbole  indique l’angle aigu entre les deux teintes (équation 2.4). En appliquant les opé-
rateurs morphologiques avec cet ordre, on s’aperçoit que les résultats ne sont pas satisfaisants.
Ceci est dû à la relation étroite entre les composantes de chrominance, la teinte et la saturation.
Pour donner un exemple, nous appliquons cet ordre avec ßéûÖä ì Ü.à (qui correspond à la couleur
complètement saturée ) à la figure 5.2a. Avec ce choix d’origine, nous avons l’intention d’uti-
liser une dilatation pour agrandir les régions rouges et oranges et pour rétrécir les régions bleues
et violettes, et une érosion pour faire l’inverse. Les résultats sont montrés dans les figures 5.6a
(érosion), 5.6c (dilatation), 5.7a (ouverture) et 5.7c (fermeture). Il est clair, par exemple dans la
dilatation du trait rouge en bas à droite de l’image (figure 5.6c) que les pixels blancs sont souvent
choisis préférentiellement aux pixels rouges, ce qui ne correspond pas à nos besoins. La raison
en est que quelques pixels rouges ont des valeurs de teinte autour de ì
8
ÜÙà , tandis que les pixels
blancs voisins ont des valeurs de teinte autour de ÜÙà , ce qui est plus proche de l’origine choisie.
La composante importante pour séparer le rouge et le blanc est la saturation.
Cet inconvénient de l’ordre seulement par la teinte est illustré davantage dans la figure 5.5,
dans laquelle l’image (a) montre quatre couleurs avec leurs coordonnées de teinte, luminance et
saturation (dans cet ordre dans les vecteurs). Si l’on choisit la couleur la plus proche du rouge
l0ä§ÛHÜ-)ÀÜÙÝÜ-)
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ÜJÞ est visuellement le plus
similaire. Cette contradiction est due à la faible valeur de saturation de la couleur  , qui la rend
plus grise que colorée, et ainsi très loin d’un rouge pure. La solution proposée est de pondérer
les valeurs de teinte par les valeurs de saturation correspondantes avant d’ordonner la teinte.
5.3.3. Teinte pondérée par saturation
Demarty [30] a introduit une méthode pour diviser les pixels d’une image en deux classes,
les pixels colorées (i.e. avec saturation élevée) et les pixels monochromes. Cette façon binaire
de diviser les pixels n’est néanmoins pas assez flexible pour se prêter à une pondération des
teintes par la saturation. Dans le cadre des statistiques de la teinte, nous avons présenté une
méthode de pondération de teinte par la saturation dans la section 5.1. Cette méthode représente


















FIG. 5.5. – (a) Quatre couleurs et leurs valeurs de teinte, luminance et saturation. (b) Les positions
de ces couleurs sur le cercle de teinte. (c) Les positions de ces couleurs sur le cercle de teinte
après la pondération des teintes par les saturations correspondantes.
chaque valeur de teinte par un vecteur de longueur proportionelle à la saturation associée. Si on
considère les teintes comme des points sur le cercle unité, cette méthode représente les teintes
pondérées par des points à l’intérieur de ce cercle. Cette représentation bi-dimensionnelle n’est
pas convenable si on souhaite ordonner des teintes pondérées.
La méthode de pondération de teinte suggérée dans cette section change la position de la
teinte sur le cercle unité en fonction de la saturation et d’une origine choisie. Le fait que ces
teintes pondérées reste sur le cercle unité (et pas à l’intérieur du cercle) implique qu’elles peuvent
être ordonnées en fonction de leurs valeurs angulaires, comme pour les teintes non-pondérées.
Étant donné un ensemble de vecteurs dans l’espace TYS dans lequel on souhaite trouver le
supremum ou l’infimum par rapport à une origine de teinte  sélectionnée. Ces vecteurs sont
ordonnés par la teinte pondérée en utilisant la méthode suivante :
1. Nous calculons d’abord pour chaque vecteur une teinte pondérée par la saturation  .
2. On utilise  pour ordonner les vecteurs en fonction de la distance angulaire à partir de
l’origine  choisie.
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3. Après le choix d’un supremum ou d’un infimum, les vecteurs reprennent leurs teintes ini-
tiales pour éviter l’introduction de fausses couleurs.
Les caractéristiques principales de la teinte pondérée par la saturation  sont :
– Les vecteurs avec des valeurs de saturation élevées gardent leurs teintes initiales.
– Les vecteurs avec de faibles valeurs de saturation reçoivent des valeurs de teintes pondérées
plus proches de ﬁﬀﬁﬂ ou de ﬃ !ﬁﬀﬁﬂ pour réduire la probabilité qu’ils soient choisis
comme le supremum ou l’infimum.
Avant de donner une formulation générale pour la pondération des teintes, nous traitons l’exemple
de la figure 5.5. Nous choisissons l’origine "$#%ﬀﬁﬂ , et nous calculons les valeurs de la teinte
pondérée 

pour les quatre couleurs. Les positions de ces couleurs sur le cercle de teinte sont











Le vecteur = , dont la valeur de teinte est >?#@BADCﬁﬂ , et dont la deuxième partie de l’équation 5.9






















. Les positions des teintes pondérées sur le cercle de
teinte sont montrées dans la figure 5.5c, d’où il est clair que le vecteur V reste le plus proche de
l’origine, avec le vecteur O maintenant en deuxième position.
La formulation générale (pour les teintes entre ﬀ ﬂ et C2[ﬁﬀ ﬂ ) de la pondération des teintes par
les saturations correspondantes est maintenant présentée. Pour chaque vecteur \ , une valeur de


& est calculée à partir de  & et de 7 & . Pour simplifier la notation, on fait l’hypothèse que l’origine





































































































































































Notons qu’en mettant la teinte au premier niveau, nous créons un opérateur morphologique qui
par conception n’est pas invariant par rotation.
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(a) érosion (seulement teinte) (b) érosion (teinte pondérée)
(c) dilatation (seulement teinte) (d) dilatation (teinte pondérée)
FIG. 5.6. – L’érosion et la dilatation de la figure 5.2a par un élément structurant carré de taille 2 et
l’origine de teinte Ł#(Cﬁﬀﬁﬂ . L’ordre lexicographique avec teinte au premier niveau (équation 5.8)
est utilisé pour les images (a) et (c), et l’ordre avec teinte pondérée par saturation au premier
niveau (équation 5.12) est utilisé pour les images (b) et (d).
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(a) ouverture (teinte seulement) (b) ouverture (teinte pondérée)
(c) fermeture (seulement teinte) (d) fermeture (teinte pondérée)
FIG. 5.7. – L’ouverture et la fermeture de la figure 5.2a par un élément structurant carré de
taille 2 et l’origine de teinte 4$#C2ﬀﬁﬂ . L’ordre lexicographique avec teinte au premier niveau
(équation 5.8) est utilisé pour les images (a) et (c), et l’ordre avec teinte pondérée par saturation
au premier niveau (équation 5.12) est utilisé pour les images (b) et (d).
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Les différences dans les résultats obtenus avec les opérateurs morphologiques utilisant l’ordre
lexicographique avec la teinte au premier niveau (équation 5.8) et l’ordre lexicographique avec
la teinte pondérée par la saturation au premier niveau (équation 5.12) sont montrées dans les
figures 5.6 (érosion et dilatation) et 5.7 (ouverture et fermeture). L’origine a été choisie à Cﬁﬀ	ﬂ ,
pour que la dilatation agrandisse les régions rouges, oranges et jaunes, et rétrécisse les régions
bleues et violettes. L’incapacité de la dilatation par les teintes seules à conduire à un tel résultat a
déjà été signalée à propos du trait rouge en bas à droite de l’image (figure 5.6c). Il est clair qu’en
utilisant l’ordre avec la teinte pondérée par la saturation au premier niveau, la transformation
produit bien ce qu’on souhaite (figure 5.6d), car les pixels blancs ne sont plus pris en compte à
cause de leur faible saturation.
Il est intéressant de comparer les résultats des opérateurs qui utilise la teinte pondérée par la
saturation au premier niveau de l’ordre (figures 5.6 et 5.7) avec ceux qui utilise la saturation au
premier niveau (5.4). On remarque que, hormis le traitement non-symétrique des régions colorées
inhérent aux opérateurs qui utilise la teinte pondérée (ou non-pondérée), les résultats sont très
similaires. On a donc deux types de fermetures qui conservent les traits sombres, ce que ne font
pas les opérateurs qui utilisent la luminance au premier niveau de l’ordre. De plus, en faisant une
comparaison des figures 5.7c et 5.7d, on voit que la teinte pondérée est manifestement meilleure
que la teinte non-pondérée, parce que son utilisation a pour résultat des opérateurs qui sont moins
sensibles aux légères variations dans les régions sombres.
Un inconvénient de l’utilisation de la saturation pondérée est évident dans les régions qui
ne contiennent pas de pixels d’une couleur saturée près de l’origine choisie, pour lesquelles les
résultats sont moins prévisibles. Ceci est visible, par exemple, pour les régions vertes dans les
figures 5.6 et 5.7. Une solution possible à ce problème est de vérifier si tous les pixels dans
l’élément structurant ont des valeurs de teinte pondérée 
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et dans ce cas, d’utiliser plutôt la luminance pour ordonner les pixels. La valeur de  , choisie par
l’utilisateur, donne la taille de l’intervalle.
5.3.4. Résumé
Pour l’espace TYS, nous avons montré l’applicabilité des ordres lexicographiques pour créer
des ordres de couleur totaux. Pour les applications dans lesquelles l’information pertinente se
trouvent dans la luminance ou la saturation, les ordres lexicographiques classiques avec une de
ces composantes au premier niveau sont utilisables. Pour une application dans laquelle on est
intéressé par des objets d’une teinte spécifique, nous avons montré qu’un ordre lexicographique
avec un ordre seulement par teinte à partir d’une origine choisie donne des résultats insatisfaisants
à cause de la relation étroite entre les coordonnées de teinte et de saturation. Nous avons ensuite
proposé une méthode pour pondérer la teinte par la saturation correspondante pour permettre
l’utilisation des opérateurs morphologiques basés sur un ordre par la teinte. Les résultats de cette
section montrent la flexibilité de la représentation des couleurs en termes de teinte, luminance et
saturation dans le cadre de la morphologie mathématique appliquée aux images couleur.
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5.4. Fonction de pondération dans l’espace L*a*b*
La notion de saturation d’une couleur n’existe pas dans l’espace L*a*b*, que nous avons in-
troduit dans la section 4.2. On se rappelle que dans la représentation en coordonnées cylindriques
de cet espace, les coordonnées sont la teinte  , la chroma . et la luminosité Ł . À cause de la
forme irrégulière de la gamme de couleurs dans cet espace, on ne peut pas simplement utiliser
la chroma 

de la même façon que la saturation, car la valeur maximale de la chroma dépend
de la teinte. Nous avons pourtant démontré dans la section 4.2.4 qu’avec les couleurs primaires
et la référence de blanc choisies, les vecteurs de saturation maximale dans l’espace TLS corres-
pondent aux points extrêmes de la gamme de couleurs de l’espace L*a*b*. Dans cette section,
nous utilisons cette information avec le fait que les couleurs les moins saturées sont représen-
tées par des vecteurs sur l’axe de luminosité, pour développer un ordre dans l’espace L*a*b*
analogue à un ordre par saturation [45, 46].
5.4.1. La fonction de pondération
Dans l’annexe B.3, nous reproduisons une démonstration de J. Serra qui montre que l’uti-
lisation d’une fonction de pondération avec un ordre lexicographique permet l’imposition d’un
ordre complet sur des vecteurs d’un espace multi-dimensionnel, avec la propriété désirable que
le supremum et l’infimum d’un ensemble de vecteurs fassent partie de l’ensemble. Dans le cadre
des images couleur, cette propriété garantit que de fausses couleurs ne soient pas introduites par
un opérateur morphologique. Dans cette section, nous considérons la définition d’une fonction
de pondération de vecteurs dans l’espace L*a*b* capable de simuler un ordre par saturation de























La fonction de pondération est définie pour que les valeurs de pondération plus faibles impliquent
une couleur plus proche des points extrêmes de la gamme de couleurs de l’espace L*a*b* (une
couleur plus saturée), et des valeurs plus élevées impliquent une couleur plus proche de l’axe
de luminosité (moins saturée). Il est à noter que cette notion de pondération est différente des
deux autres introduites dans ce chapitre. Les deux notions de pondération déjà introduites ont
pour but d’influencer la valeur de teinte par la saturation associée pour permettre la prise en
compte simultanément des deux composantes de chrominance. Cette troisième associe une valeur
scalaire à un vecteur pour pouvoir ordonner les vecteurs, elle correspond ainsi à la fonction
introduite dans le cadre des ordres réduits (section 5.2.1).
Nous considérons quatre méthodes de pondération de couleur. Les trois premières sont basées
sur les fonctions de distance, et nous indiquons les défauts qui les rendent insuffisantes pour notre
propos. La quatrième est modélisée sur un potentiel électrostatique.
Méthodes de distance
Nous décrivons trois approches simples pour la définition de la fonction de pondération à
partir des fonctions de distance, et nous démontrons leurs défauts. La première approche est de




FIG. 5.8. – Démonstration du défaut principal de la première méthode de pondération par dis-
tance proposée.
mettre la valeur de pondération égale à la distance entre un vecteur dans l’espace L*a*b* et le






















où ?o6  3  9 et o6  3  9 sont les fonctions qui donnent les coordonnées de chroma et de luminosité
des points extrêmes (voir section 4.2.3). Le problème avec cette définition est que la gamme de
couleurs de l’espace L*a*b* n’est pas sphérique. Une démonstration bi-dimensionnelle de ce
problème est donnée dans la figure 5.8, dans laquelle une simple composante bi-dimensionnelle
non-circulaire avec centre ¦ est montrée. Avec l’utilisation d’une version bi-dimensionnelle de
l’équation 5.14, le point V sera assignée une valeur de pondération  X égale à la distance P
indiquée, la distance du point extrême dans la même direction à partir du centre ¦ . Mais la
distance du point extrême le plus proche est en fait celle indiquée par § . Ceci montre que cette
forme de pondération peut donner des valeurs de pondération trop élevées à certains vecteurs.
La deuxième approche basée sur la distance essaie de surmonter le problème principal de la
première approche en mettant la valeur de pondération égale à la distance de vecteur \ au point



























Avec cette version, on est gêné par le fait que l’axe de luminosité ne se trouve pas au centre
géométrique de l’espace, et par conséquent les vecteurs avec les valeurs les plus élevées de
pondération ne coïncident pas avec cet axe. Le résultat est que les vecteurs qui correspondent
aux couleurs chromatiques se voient parfois assignés des valeurs de pondération plus élevées
que ceux qui se trouvent sur l’axe de luminosité.
La troisième approche considérée est d’utiliser des fonctions homothétiques. Commençons
par la définition d’une fonction homothétique : dans un espace bi-dimensionnel décrit par des
coordonnées polaires, une fonction ® 3°¯ 9 donne la distance de l’origine d’une courbe en fonction
de l’angle ¯ . Les fonctions homothétiques à cette fonction sont celles de type ±® 3°¯ 9 où ±f²

0
±³z´ﬀ . Cette notion d’homothétie est difficile à réaliser dans un espace tri-dimensionnel,
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surtout dans la situation actuelle où l’on connaît seulement les coordonnées des points centraux
et une ligne de points extrêmes. Une solution est d’utiliser des fonction homothétiques dans les
plans perpendiculaires à l’axe de luminosité, mais ceci nécessite une information plus détaillée
sur les coordonnées de l’enveloppe de points extérieurs de la gamme de couleurs. Avec cette
approche, on risque aussi d’introduire des inconvénients similaires à ceux rencontrés dans le cas
des espaces de teinte, clarté et saturation en forme de cylindre, avec la même valeur de saturation
donnée à tous les vecteurs qui sont sur l’enveloppe de la gamme de couleur.
Potentiel électrostatique
La meilleure forme trouvée pour la fonction de pondération est une fonction de potentiel µ /¶
dans l’espace L*a*b*. Nous choisissons comme modèle un potentiel électrostatique obtenu avec
des «charges» placées à des positions bien choisies. Ce modèle a été choisi pour sa commodité.
L’idée principale est d’utiliser un concept bien étudié pour simplifier le problème actuel. Nous
n’essayons pas de modéliser une situation physique, et on n’utilise donc pas de constantes et
d’unités de la théorie électrostatique. On peut aussi facilement visualiser ce modèle en termes
d’un potentiel gravitationnel, mais avec des masses négatives permises. Les valeurs numériques
du potentiel ne sont pas importantes, seulement l’ordre qu’elles imposent sur les couleurs. On est
ainsi libre de choisir des magnitudes de charges pour donner des valeurs de potentiel dans une
gamme convenable.
Pour bâtir le potentiel dans l’espace L*a*b*, nous mettons une ligne de «charge» positive
sur l’axe de luminosité pour donner une valeur de potentiel élevée aux couleurs achromatiques
autour ; et nous mettons des «charges» négatives aux points extrêmes pour imposer des minima
sur le potentiel. Cette configuration est illustrée dans la figure 5.9. Nous considérons maintenant
la forme de la fonction de potentiel engendrée par elle.
Les charges sur l’axe de luminosité
Le potentiel dû à une ligne de charge peut être déterminé analytiquement, comme montré
dans l’annexe B.4. Étant donnée une ligne de charge positive de longueur · , et un point sur la
ligne à une distance ± du centre de la ligne, le potentiel ¸¹ à une distance P (perpendiculaire à la










où » est la densité linéaire de la charge, Vd# Ã
¡
± et OÄ# Ã
¡
t± . Pour un calcul numérique
de cette expression, il est déconseillé de combiner les deux termes en un seul argument pour un
opérateur logarithmique, parce qu’on risque de provoquer des instabilités numériques.
Avec l’axe de luminosité, nous voulons donner une légère préférence aux gris clairs. Ceci est
réalisé en utilisant une ligne de charge positive avec une longueur de G2ﬀ2ﬀ unités de luminosité.
Le point 

#(ﬀ de l’axe de luminosité est placé au centre de cette ligne. L’effet de cette ligne de
charge peut être visualisé en regardant des coupes verticales de la gamme de couleurs avec l’axe
de luminosité au centre, comme l’exemple dans la figure 5.10. Les lignes d’iso-potentiel dues à






















FIG. 5.9. – Distribution des «charges» dans l’espace L*a*b*. La ligne au centre représente les
charges positives sur l’axe de luminosité, et l’anneau qui l’entoure comprend les charges néga-
tives aux points extrêmes.
FIG. 5.10. – Lignes d’iso-potentiel dues seulement à la charge positive placée sur l’axe de lumi-
nosité.
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la ligne de charge centrale sont superposées sur cette image (les valeurs du potentiel sous une
de ces lignes sont égales). Les lignes d’iso-potentiel les plus proches du centre représentent les
valeurs de potentiel les plus élevées. Les formes des lignes d’iso-potentiel montrent que les gris
claires ont des valeurs de potentiel moins élevées que les gris sombres.
Les charges sur les points extrêmes
On fait une approximation du potentiel dû aux charges négatives placées aux points extrêmes
par un ensemble de points chargés placés sur la ligne de points extrêmes, décrites par les fonc-
tions o6  3  9 et ?o6  3  9 de la section 4.2.3. Les charges ont chacune une valeur de Å , et elles
sont réparties pour qu’elles soient équi-distantes les unes par rapport aux autres. À cause des
variations dans les distances des points extrêmes à partir de l’axe de luminosité, il est néces-
saire de considérer les distances spatiales entre les charges, on ne peut pas simplement utili-
ser les distances angulaires. En résumé, on fait une approximation de la ligne de charge qui
correspond aux points extrêmes par un ensemble de Æ points chargés, dont les coordonnées
sont -¢R6  3°¯ &9ﬃ0 ¯ &<0 ?6  3°¯ &9c; avec \Ç²uÈrﬀ 0 5 0 AÉA¬A 0 ÆÊ . Les valeurs de ¯ & sont choisies pour avoir

















9c; et -6  3°¯ } 9]0 ¯ } 0 ?*  3°¯ } 9c; pour ËÌ#Íﬀ 0 5 0 A¬A¬A 0 3 ÆÎ 5 9 est égale à
une valeur constante PQ6  choisie préalablement. Le potentiel ¸4Ï à une position quelconque dû à









où ® } est la distance euclidienne entre le point chargé Ë et le point où l’on calcule le potentiel.









, cette distance est donnée par la distance euclidienne dans





































Pour aider la visualisation de la forme du potentiel, nous avons calculé un potentiel cor-
respondant dans un espace bi-dimensionnel. Dans le système de coordonnées polaires 3:Ö 0 ¯ 9 ,
nous calculons le potentiel pour une charge positive placée au centre et des charges négatives
à des coordonnées -¢Ł6  3°¯ &9ﬃ0 ¯ &l; pour Pﬁo6 ×#ØG . Les lignes d’iso-potentiel sont montrées dans
la figure 5.11. On voit clairement que cette distribution de charge impose un changement pro-
gressif dans la forme des lignes d’iso-potentiel — Elles sont circulaires près de l’origine, et
elles prennent la forme de la distribution de la charge extrême pour les distances plus éloignées
de l’origine. Elles ont donc un comportement qui est une bonne approximation de celui d’une
mesure de saturation.
La forme finale du potentiel dans l’espace L*a*b*
Avec la prise en compte des charges positives et négatives, la valeur de pondération d’un
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FIG. 5.11. – Lignes d’iso-potentiel générées par une charge positive placée à l’origine et des
charges négatives placées aux points - 6  3°¯ } 9]0 ¯ } ; pour PE* Ç#ÚG dans un espace polaire bi-
dimensionnel.
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& ; et ¸Ï est donné
par les équations 5.17 et 5.18 avec P«* 
#(G et ÅÞ# 5 . Ces paramètres ont été choisis parce qu’ils
donnent des valeurs de pondération dans une intervalle convenable. Les valeurs de PB*  et de Å
donnent le niveau d’approximation de la ligne de charge extrême par des charges en forme de
point. Des valeurs de PQ6 F# 5 et ÅÎ#yﬀBAHß donneront une approximation plus exacte, mais avec
un temps de calcul plus élevé. Pour une application pratique, le temps de calcul des valeurs de
pondération n’est pas critique — Après avoir choisi les points extrêmes, il est envisageable de
calculer les valeurs de pondération pour toute la gamme de couleur dans l’espace L*a*b* pour
ensuite utiliser une table d’indexation pour trouver la valeur de pondération associée à chaque
pixel d’une image.
Quelques diagrammes des lignes d’iso-potentiel dues à la distribution des charges positives
et négatives suggérée dans la gamme de couleurs de l’espace L*a*b* sont montrés dans la fi-
gure 5.12. Chaque image montre une coupe verticale de la gamme de couleurs avec l’axe de




5.4.2. Opérateurs morphologiques de base
Dans cette section, l’utilisation des opérateurs morphologiques de base avec la fonction de
pondération de vecteurs basée sur un potentiel électrostatique est démontrée. Le supremum d’un
ensemble de vecteurs correspond à celui avec la valeur de pondération minimum, et ainsi à la cou-
leur la plus saturée. Inversement, l’infimum est le vecteur avec la valeur de pondération maxi-
mum. Dans une image couleur quelconque, on peut associer avec chaque couleur un poids, la
valeur de la fonction de pondération. Une image de poids peut être créée en remplaçant chaque
couleur par un niveau de gris qui correspond au poids, et dans laquelle un gris sombre corres-
pond à une couleur proche des points extrêmes et un gris clair à une couleur proche de l’axe de
luminosité. Deux exemples d’images couleur et de leurs images de poids correspondantes sont
montrés dans la figure 5.13.
Avec l’utilisation d’une fonction de potentiel, nous avons créé un treillis de surfaces iso-
potentielles, mais les vecteurs dans une surface iso-potentielle n’ont pas encore été ordonnés.
Malheureusement, le meilleur ordre pour les vecteurs dans une surface n’est pas évident, néces-
sitant le choix des ordres plus ou moins arbitraires. Pour obtenir un ordre total, nous utilisons un
ordre lexicographique, avec l’ordre des surfaces iso-potentielles au premier niveau suivi par un















































































9 est la différence angulaire
donnée par l’équation 2.4. Cet ordre consiste en deux niveaux qui sont invariant par rotation
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(a) á*âãÉä — ãä




(d) ê á æ ä — á êÉæ ä
FIG. 5.12. – Lignes d’iso-potentiel pour quatre coupes verticales de la gamme de couleurs de
l’espace L*a*b*. Les valeurs de teinte à gauche et à droite de l’axe de luminosité sont données
en dessous de chaque image.
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(a) (b)
(c) (d)
FIG. 5.13. – (a) et (c) Deux images couleur. (b) et (d) Leurs images de poids correspondantes.
L’image a est l’image de Mirò déjà utilisée, et l’image c est un lézard d’Antoni Gaudí à Barce-
lone.
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autour de l’axe de luminosité, et un troisième qui dépend de la teinte. Les niveaux peuvent être
résumés comme suit :
1. Ordre de surfaces iso-potentielles (invariant par rotation).
2. Ordre de la luminance dans chaque surface iso-potentielle (invariant par rotation). Ce ni-
veau est en fait l’ordre d’un ensemble d’anneaux qui tracent les lignes qui sont à la fois
d’iso-potentiel et d’iso-luminance.
3. Ordre de la teinte dans chaque anneau d’iso-luminance et d’iso-potentiel (non-invariant
par rotation).
Les deux niveaux supplémentaires dans la relation d’ordre sont suffisants pour ordonner totale-
ment les vecteurs seulement s’il n’y a pas de surfaces d’iso-potentiel sphériques dans la gamme
de couleurs. Si on utilise une configuration de charges qui donne naissance à des surfaces sphé-
riques inclues dans la gamme de couleurs, il serait nécessaire d’ajouter un quatrième niveau en
termes de   à la relation d’ordre pour garder l’ordre total.
Après la définition de l’ordre, celui-ci est utilisé dans les opérateurs d’érosion et de dilatation
de base (équations 5.4 et 5.5). Des résultats de l’application d’une érosion, d’une dilatation, d’une
ouverture et d’une fermeture à l’image de la figure 5.13a sont montrés dans la figure 5.14. En
faisant une comparaison avec les résultats des opérateurs morphologiques qui utilisent l’ordre
par saturation dans l’espace TYS (figure 5.4), il est clair que les résultats des deux approches
sont similaires.
5.4.3. Chapeau haut de forme
Un opérateur analogue au chapeau haut de forme au niveau de gris [95] peut être créer pour
une utilisation dans l’espace L*a*b*. Nous profitons du fait que la distance euclidienne est défi-




































pour tous les points ± d’une image ð , où la notation îSï$X Y È { &÷0 {r} Ê indique la distance euclidienne
entre les vecteurs { & et {r} (équations 4.28 et 4.29). Cette distance étant toujours positive, l’ordre
des images dans ces opérateurs n’a aucun effet sur le résultat.
Un exemple de ce genre de chapeau haut de forme est donné dans la figure 5.15. La fermeture
avec l’ordre lexicographique de l’équation 5.20 appliquée à la figure 5.13a est montrée dans la
figure 5.15a. Comme prévu, cette fermeture remplace les parties grises (de faible saturation) entre
la mosaïque par des couleurs. La différence euclidienne entre l’image de départ et sa fermeture,
une image aux niveaux de gris montrée dans la figure 5.15b, réussit à mettre en évidence les
lignes grises. L’intensité des pixels dans cette image correspond à la différence visible entre une
composante de la mosaïque et le gris autour d’elle. Une opération similaire après une fermeture
par saturation dans l’espace TYS est aussi envisageable [42], mais dans ce cas, l’utilisation de la
distance euclidienne est théoriquement moins solide.
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(a) érosion (b) dilatation
(c) ouverture (d) fermeture
FIG. 5.14. – Les résultats des opérateurs morphologiques qui utilisent un ordre lexicographique
avec les valeurs de pondération basées sur les valeurs de potentiel d’une fonction électrostatique
au premier niveau. Les opérateurs sont appliqués à la figure 5.13a.
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(a) (b)
FIG. 5.15. – (a) Fermeture dans l’espace L*a*b* de la figure 5.13c. (b) Chapeau haut de forme
par fermeture (la différence euclidienne entre l’image couleur de départ et sa fermeture).
5.5. Conclusion
Dans ce chapitre, nous avons traité la morphologie mathématique vectorielle dans le cas où
une des composantes des vecteurs est une valeur directionnelle. Nous avons considéré l’appli-
cation spécifique de la morphologie mathématique appliquée aux images couleur décrites dans
un espace qui comprend une mesure de teinte angulaire, mais des applications dans d’autres
domaines sont envisageables.
Il est difficile de prendre en compte les valeurs supplémentaires associées à la teinte avec la
plupart des opérateurs morphologiques sur le cercle unité développés dans le chapitre 2. L’ap-
proche adoptée consiste à créer des opérateurs qui sont largement invariants par rotation en met-
tant la considération de la valeur angulaire avec son choix d’origine inévitable au troisième ni-
veau d’un ordre lexicographique pour ainsi minimiser son rôle. L’ordre lexicographique a été
choisi parce qu’il impose un ordre total sur les vecteurs, pour ainsi éviter la situation gênante
dans laquelle le supremum ou l’infimum d’un ensemble de vecteurs ne fait pas partie de l’en-
semble, ce qui peut se produire avec un treillis reposant sur un ordre partiel. Pour l’imposition
d’un ordre sur tous les vecteurs dans un espace couleur quelconque, le troisième niveau de la
relation d’ordre lexicographique est bien sûr pris en compte, mais pour l’ensemble très réduit
de vecteurs qui se trouvent normalement dans un élément structurant pendant l’application d’un
opérateur morphologique, le processus de choisir un minimum ou un maximum de l’ensemble
n’arrive presque jamais à utiliser le troisième niveau de la relation d’ordre (sauf dans des cas pa-
thologiques). Les opérateurs introduits dans ce chapitre et qui sont basés sur cette minimisation
du rôle de la valeur angulaire sont ceux qui utilisent l’ordre lexicographique avec la luminance
ou la saturation au premier niveau dans l’espace TYS, et ceux qui utilisent l’ordre avec la valeur
de pondération de vecteurs au premier niveau dans l’espace L*a*b*.
L’autre extrême est de créer des ordres qui par conception ne sont pas invariants par rotation,
comme l’ordre lexicographique avec la teinte pondérée par la saturation au premier niveau dans
l’espace TYS, pour lequel l’effet de l’origine de la teinte choisie par l’utilisateur est immédia-
tement apparent, ce qui n’est pas forcément désagréable si l’utilisateur s’intéresse à une seule
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teinte ou groupe de teintes, ou si l’image possède une teinte dominante, objective ou subjective.
Une teinte dominante objective peut être déterminée, par exemple, par la moyenne circulaire.
Une objection à l’utilisation de l’ordre lexicographique est due à sa propension à élever une
des composantes des vecteurs à un rôle beaucoup plus important que ceux des autres. Dans une
représentation en coordonnées cylindriques, cette caractéristique de l’ordre est pourtant moins
contraignante que dans un espace rectangulaire (de type RVB ou XYZ), dans lequel on est limité
à un choix entre les trois vecteurs primaires de l’espace. Il est néanmoins possible d’augmenter
l’importance des rôles joués par les niveaux plus bas de la relation d’ordre lexicographique en
faisant une représentation en moins de niveaux des composantes plus hautes dans la relation.
Par exemple, dans la relation d’ordre avec luminance au premier niveau, si la luminance est
représentée par 10 niveaux au lieu de 255, la saturation au deuxième niveau jouera un rôle forcé-
ment plus grand. Une approche similaire est celle de Ortiz et al. [75], qui utilisent un paramètre
de pondération au première niveau de l’ordre lexicographique pour augmenter ou diminuer son
importance.
Passons à quelques remarques sur les fonctions de pondération de vecteurs. Nous avons choisi
d’utiliser l’ordre engendré par la fonction de potentiel électrostatique créé par l’emplacement de
«charges» à des positions pertinentes dans l’espace L*a*b*. Cette formulation à l’avantage de
prendre en compte les positions de l’axe de luminosité et des couleurs extrêmes de la gamme
de couleurs utilisée. L’approximation à un ordre par saturation introduite par la fonction de pon-
dération est utile en ce qu’elle évite la nécessité de transformer à un autre espace couleur si un
ordre par saturation est souhaité, ce changement d’espace pouvant provoquer une perte d’infor-
mation. L’utilité de la fonction de pondération est bien démontrée par l’exemple du chapeau haut
de forme, dans lequel on ignore d’abord les propriétés de l’espace L*a*b* en imposant un ordre
par saturation, suivi par l’utilisation intensive de la propriété d’uniformité perceptuelle pendant
la soustraction.
L’adaptation de la fonction de pondération suggérée à d’autres gammes de couleurs dans
l’espace L*a*b* (ou L*u*v*) est possible en suivant les étapes présentées. On commence avec
la transformation d’un cube RVB rempli de points à l’espace L*a*b*, suivi par l’extraction des
positions des points extrêmes de la gamme de couleurs obtenue. Les charges négatives sont
ensuite placées à ces points extrêmes. Avec la prise en compte de la charge positive sur l’axe de
luminosité, la valeur de pondération de chaque couleur peut être déterminée.
Nous finissons par la suggestion de deux pistes de recherche intéressantes à suivre. La pre-
mière est l’étude des opérateurs morphologiques de reconstruction appliqués aux images cou-
leur. Pour l’approche par fonction de pondération de vecteurs, il est possible que les opérateurs
de reconstruction aient besoin d’une meilleure approximation de la ligne de charge négative aux
points extrêmes que l’ensemble de points chargés utilisé actuellement. La deuxième piste est une
étude sur la modification de la fonction de potentiel par l’addition de charges supplémentaires.
Par exemple, si on est intéressé par une couleur spécifique, une charge négative peut être placée à
la position de cette couleur pour imposer un minimum supplémentaire à la fonction de potentiel,
tout en gardant la forme de base de la fonction engendrée par les charges sur l’axe de luminosité
et sur les points extrêmes.
6. Conclusion
Le thème central de la première partie de cette thèse est le traitement de données circulaires
et des images qui contiennent ce type de données. Ces données représentent le plus souvent un
ensemble de directions qui peuvent être visualisées comme des points sur le cercle unité.
La théorie des statistiques des données circulaires est bien développée ; nous nous limitons à
l’utilisation de mesures statistiques simples comme la moyenne et la variance, dont nous faisons
une extension au cas vectoriel pour définir les mesures de la teinte pondérée par la saturation
pour les images couleur.
L’apport principal de cette thèse est le développement d’opérateurs morphologiques agissant
sur le cercle unité. Ces opérateurs essaient de surmonter les deux désavantages principaux liés
aux données sur le cercle unité : le manque d’origine évidente et la nature cyclique des données.
Nous considérons quatre formulations d’opérateurs :
1. Opérateurs qui exigent le choix d’une origine.
2. Les pseudo-opérateurs qui utilisent la notion de groupement des données.
3. Les opérateurs circulaires centrés qui agissent sur les incréments.
4. Les opérateurs qui commence par une labelisation de l’image.
Pour les opérateurs sur le cercle unité, la notion d’invariance par rotation est très importante. On
est libre de choisir l’origine du système de coordonnées angulaires à n’importe quelle position,
mais il est souhaitable que les résultats des opérateurs morphologiques ne soient pas changés
par un changement d’origine. Même si les valeurs des résultats changent, les directions doivent
rester les mêmes. La définition des opérateurs invariants par rotation s’est révélée difficile, car
l’imposition de cette invariance peut
– entraîner la perte d’autres propriétés utiles, par exemple la perte de l’idempotence des
pseudo-ouvertures et pseudo-fermetures.
– se limiter à un ensemble très réduit d’opérateurs, par exemple les opérateurs circulaires
centrés.
L’utilité de ces opérateurs est démontrée dans deux contextes. Dans le premier, on est libre de
traiter les données angulaires en isolation, un cas illustré par le traitement de champs de directions
qui décrivent des textures orientées ; dans le deuxième, nous considérons les données vectorielles
pour lesquelles chaque vecteur contient au moins une valeur angulaire. Ce dernier est illustré par
le traitement d’images couleur représentées dans un système de coordonnées cylindriques.
Une texture orientée est un type de texture qui montre un certain niveau de spécificité d’orien-
tation à chaque point qui peut être décrit par un champ de directions. Nous utilisons les deux
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opérateurs de chapeau haut de forme adaptés aux données circulaires pour détecter des défauts
associés à un singularité d’orientation dominante. Des exemples sont donnés pour les images
de bois et pour quelques images venant de l’album de Brodatz. Nous développons également
deux algorithmes qui utilisent des mesures de cohérence de direction et des statistiques circu-
laires pour détecter quelques types de défauts sur des images de textiles. Finalement, l’utilité du
gradient circulaire centré pour la segmentation d’une texture orientée est démontrée.
Passons au cas d’images couleur. Une représentation plus isotrope de l’espace RVB est celle
en coordonnées cylindriques, pour laquelle chaque coordonnée ne correspond pas à une direction
fixe. Ces coordonnées de clarté, de saturation et de teinte, cette dernière étant une coordonnée
angulaire, sont aussi plus intuitives à utiliser. Avant d’aborder l’application de la morphologie
mathématique aux images couleur, nous examinons la multitude de méthodes disponibles dans
la littérature pour faire le simple changement de système de coordonnées, la transformation des
coordonnées rectangulaires aux coordonnées cylindriques. Nous démontrons que la raison prin-
cipale pour la prolifération d’algorithmes de changement de coordonnées est la définition, sou-
vent implicite, de la saturation en termes de la fonction de clarté choisie. Nous suggérons une
représentation en coordonnées cylindriques de l’espace RVB avec les coordonnées de saturation
et de clarté complètement indépendantes. Cette représentation permet aussi le remplacement de
la mesure de clarté par une mesure de luminance psycho-visuelle. Nous présentons également
une brève revue de l’espace couleur L*a*b* et de ses liens avec la représentation cylindrique de
l’espace RVB.
Nous terminons la première partie de cette thèse en considérant la morphologie mathématique
appliquée aux images couleur. Nous commençons par une discussion d’ordres des composantes
dans un espace vectoriel. La propriété la plus importante pour la morphologie mathématique
appliquée aux images couleur est que le supremum et l’infimum d’un ensemble fassent partie
de l’ensemble, pour ainsi éviter l’introduction de fausses couleurs. Pour avoir cette propriété,
nous employons un ordre total, l’ordre lexicographique. Cet ordre demande l’élévation d’une
des composantes des vecteurs à une fonction dominante. Pour éviter d’avoir à élever une seule
direction à la position dominante, nous employons une représentation plus isotrope de l’espace
RVB : une représentation en coordonnées cylindriques. Due à la forme vectorielle des données,
les opérateurs morphologiques invariant par rotation développés précédemment ne sont pas fa-
cilement applicables. Nous faisons donc le compromis de développer des opérateurs qui sont le
plus invariant par rotation possible en mettant la relation d’ordre de la teinte en troisième ni-
veau d’une relation d’ordre lexicographique. La possibilité d’élever les teintes au premier rang
d’importance pour ainsi créer des opérateurs qui sont par définition non-invariant par rotation est
aussi considérée. Il est démontré que la mise au premier niveau d’une fonction de teinte pondé-
rée par la saturation donne de meilleurs résultats que la teinte seule, à cause de la relation étroite
entre ces deux caractéristiques de chrominance. Finalement, nous considérons l’utilisation d’une
fonction de pondération de vecteurs au premier niveau d’une relation d’ordre lexicographique,
qui calcule une valeur de pondération à partir des composantes d’un vecteur. Nous développons
une fonction qui s’applique à la représentation en coordonnées cylindriques de l’espace L*a*b*
pour prendre en compte la forme compliquée de la gamme de couleurs dans cet espace. Elle est
basée sur la notion de fonction de potentiel électrostatique.
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Dans ce travail, notre contribution principale à l’état de l’art du traitement d’image est le dé-
veloppement des opérateurs morphologiques pour les données circulaires et la démonstration des
affinités existantes entre les traitements de textures orientées et d’images couleur. Il reste certai-
nement des extensions à faire, dont quelques unes ont été suggérées dans les conclusions des cha-
pitres. On peut envisager des extensions théoriques, y compris le développement des méthodes
pour appliquer des opérateurs invariant par rotation aux images vectorielles et la réalisation des
opérateurs de reconstruction pour les images couleur. Des éventuels domaines d’application sup-
plémentaires sont le traitement du son représenté sous la forme de spectrogrammes ou d’images






La deuxième partie de cette thèse concerne des traitements relatifs à la couleur et à la texture.
Les résultats présentés ici ont été obtenus dans le cadre d’un projet Européen : SCANMATCH. Il
s’agit d’assembler des pièces de bois selon des critères esthétiques sur un processus entièrement
automatisé de production de panneaux pour l’ameublement.
7.1. Description du projet
Le tronc d’un arbre est débité en plot (tranche). Ces plots sont délignés pour produire des avi-
vés (planches). Les avivés utilisés par l’industrie de l’ameublement sont ensuite débités afin de
purger le bois des défauts principaux. Ces opérations sont réalisées sous deux types de contraintes :
– Dimensionnelles : le système doit produire des pièces selon des dimensions prédéfinies.
– Qualitatives : des classes de qualités sont également prédéfinies. Elles peuvent tolérer la
présence de certains types de défauts selon l’usage final de la pièce.
Ces pièces sont ensuite assemblées par collage pour constituer des panneaux. Dans le cadre de
ce travail nous ne nous sommes intéressés qu’aux pièces constituant des panneaux visibles sur
un meuble (face avant, portes, panneaux de côté).
Cependant, les planches n’ont pas toutes la même apparence — elles exhibent des variations
de couleur et de texture qui doivent être prises en compte pendant leur appariement pour arriver à
des combinaisons de couleurs et de textures qui soient esthétiques. Cet appariement de panneaux
est actuellement fait à la main. Le but du projet SCANMATCH était de développer une machine
pour l’automatiser, pour ainsi améliorer la qualité des panneaux et la vitesse du processus. Il est
souhaité que la machine puisse traiter au moins six mètres linéaire de bois par minute.
Les aspects les plus importants dans l’apparence d’une planche de bois sont la couleur et
la texture. Pour la couleur, les deux caractéristiques importantes sont la couleur globale de la
planche et le contraste des veines. Les formes des veines, leurs orientations et leurs espacements,
sont les plus importantes caractéristiques de la texture. Les veines forment une texture orientée
classique, bien adaptée à un traitement de texture orientée décrit dans le chapitre 3.
Les variations de couleur des planches dépendent de l’essence, mais les couleurs peuvent
aussi varier en fonction de la position du débit (proximité ou non du cœur). La forme des veines
dépend du mode de débit, c’est à dire de l’intersection du plan de coupe avec les anneaux de
croissance de l’arbre (un tronc peut être vu comme une imbrication de cônes). La figure 7.1
montre une coupe transversale d’un tronc sur laquelle les cernes sont visibles. Les positions






FIG. 7.1. – Positions dans le tronc des planches montrant les trois types principaux de texture.
(a) (b) (c)
FIG. 7.2. – Les classes de texture : (a) Dosse, (b) Faux-quartier et (c) Quartier. Pour chaque
classe, une planche de merisier est montrée à gauche, et une planche de chêne à droite.
principales de texture. Les pièces de dosse sont taillées de façon perpendiculaire au rayon. Ces
pièces présentent des veines en forme d’ellipse ou de flamme comme l’exemple de la figure 7.2a.
Les pièces de quartier sont taillées parallèles au rayon, et les veines sont ainsi droites et paral-
lèles, comme l’exemple de la figure 7.2c. Les pièces de faux-quartier (figure 7.2b) ont un aspect
entre les deux autres coupes, les veines sont parallèles mais courbées.
La société SCANWOOD SYSTEM (Pont-à-Mousson, France) s’est occupée de l’intégration du
scanner dans le processus de production de panneaux, de l’éclairage et de l’acquisition d’image.
Dans cette thèse, les algorithmes de traitement d’image que nous avons développés sont pré-
sentés. La machine prototype construite dans le cadre du projet est montrée dans la figure 7.3.
Les planches sont convoyées à plat sur un tapis et des images sont capturées par une caméra à
balayage de ligne. Cette approche permet l’acquisition rapide d’images, mais avec une résolu-
tion horizontale plus élevée que la résolution verticale. Chaque image acquise est traitée par un
logiciel dans lequel nous utilisons les algorithmes d’analyse de couleur et de texture décrits dans
les chapitres 8 et 9 respectivement.
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FIG. 7.3. – La machine prototype du projet SCANMATCH.
Après le calcul des caractéristiques de couleur et de texture, deux approches possibles sont
considérées. La première est un classement absolu de chaque planche dans un nombre fini de
classes de couleur et de texture pour aider l’appariement manuel. En pratique, pour ø classes de
couleur et Æ de texture, cette approche peut être réalisée par ø@I.Æ boîtes de sortie de la machine.
La seconde approche consiste en une approche relative. Il s’agit de trouver la pièce la plus proche
d’une pièce choisie comme référence. Nous avons dans un premier temps choisi, dans le cadre
de cette seconde approche, de travailler de la façon suivante :
1. On sélectionne un échantillon dans la base de données d’images d’une espèce de bois.
2. On recherche, sur toute la base de données, les pièces semblables à cet échantillon selon
des critères prédéfinis.
Cette approche est plus difficile à mettre en œuvre qu’une approche de tri absolu. La difficulté
principale provient de la gestion des cases ou boîtes de sortie. En effet, celles-ci sont gérées
dynamiquement. Il se peut qu’au cours du fonctionnement du système, les cases de sortie pré-
sentent une configuration telle que les pièces à classer ne peuvent pas être appareillées avec
aucun des panneaux en construction générant ainsi un taux de recyclage inacceptable (le taux de
recyclage fait référence aux planches qui doivent passer dans la machine plusieurs fois avant de
trouver une place dans une boîte de sortie). Il se peut également que certaines des boîtes de sortie
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soient bloquées par une configuration de panneau nécessitant un complément par une pièce peu
représentative et générant ainsi des cas de recyclage fréquent.
Les résultats présentés dans ce mémoire, concernant l’appariement, ont été obtenus selon
le mode décrit précédemment, à savoir l’extraction d’un échantillon suivie par la recherche des
pièces les plus semblables sur toute la base. Les algorithmes développés sont utilisables dans le
cadre d’un processus temps réel, mais une étude approfondie est cependant nécessaire afin de
définir un mode d’exploitation industriel (gestion dynamique des boîtes de sortie).
7.2. Bases de données
Pour les expériences de classification et d’appariement, nous avons utilisé deux bases de don-
nées constituées par la société NOVESTYLE (Les Herbiers, France). La première contient 152
pièces de merisier et la deuxième contient 146 pièces de chêne. Toutes les pièces dans ces bases
sont sans défaut. Les planches ont été appareillées à la main pour donner des exemples de pan-
neaux acceptables, mais cet appariement ne correspond pas à l’appariement optimal. D’autres
bases plus petites de pin et de chêne (appelée «chêne ¡ » pour la différencier de la base princi-
pale de chêne) étaient disponibles, et sont utilisées pour les expériences initiales sur la couleur.
Une base de 65 pièces de chêne avec défauts appelée «chêne

» est aussi utilisée dans certaines
expériences.
7.3. Traitement initial des images de bois
Toutes les images ont un fond noir, facilitant la segmentation du bois par un seuil fixe sur
l’image de clarté. Ensuite, pour éviter que les caractéristiques soient contaminées par le fond,
le calcul des caractéristiques de couleur est fait seulement dans la partie seuillée (correspondant
au bois), et le calcul des caractéristiques de texture dans le plus petit rectangle qui contient la
partie seuillée. Conners et al. [26] remarquent qu’on peut profiter de l’information couleur pour
améliorer le seuil. Si la couleur du tapis roulant est choisie astucieusement, une table indexée
peut être utilisée pour classer rapidement les pixels qui font partie de la planche et du fond. Ils
suggèrent bleu comme couleur de fond, et ils utilisent seulement les canaux rouge et bleu avec
une table indexée de taille Gﬁß2[JIùGﬁßñ[ pour la segmentation.
7.4. Classification automatique
Après avoir calculé les caractéristiques pertinentes de la couleur et de la texture d’une planche,
un algorithme de classification (classificateur automatique) est nécessaire pour pouvoir mettre la
planche dans la bonne classe. Une définition simple d’un classificateur automatique, mais qui est
suffisante à notre propos, est
Définition 7.4.1. Un classificateur automatique est une fonction úÄQ Z v Èûﬀ 0 5 0 G 0 AÉA¬A 0ýü  5 Ê
qui prend comme entrée un vecteur P -dimensionnel de caractéristiques pour ensuite donner le
numéro de la classe à laquelle le vecteur appartient.
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Les algorithmes de classification sont en général développés dans un cadre statistique ; ils
donnent la probabilité qu’un vecteur appartienne à chacune des classes. L’utilisation d’un clas-
sificateur automatique est divisé en deux étapes : une étape d’apprentissage pendant laquelle les
paramètres de la fonction ú sont estimés à partir d’un ensemble de vecteurs dont les classes sont
connues (dite la base d’apprentissage), suivie par l’étape d’utilisation, où le classificateur est
utilisé pour classer des vecteurs dont les classes sont inconnues.
La fonction ú peut prendre beaucoup de formes, par exemple les classificateurs linéaires ou
quadratiques ; la méthode des þ voisins les plus proches ; ou les réseaux de neurones [91]. Le
choix du meilleur type de classificateur est difficile, car en général chaque classificateur requiert
le choix d’un jeu de paramètres dont l’estimation n’est pas possible par l’étape d’apprentissage.
Pour les classificateurs quadratiques, on peut choisir quelques simplifications de la matrice de
covariance et pour la méthode des þ voisins les plus proches, il est obligatoire de choisir une
valeur de þ . Les réseaux de neurones sont exceptionnellement difficiles à régler à cause de leur
grand nombre de paramètres : le nombre de neurones dans chaque couche, les paramètres de
l’algorithme de minimisation utilisé pour l’apprentissage, et éventuellement des paramètres de
régularisation pour empêcher la situation dans laquelle le classificateur est capable de classifier
parfaitement les échantillons de la base d’apprentissage, mais est incapable de généraliser.
Quelques algorithmes ont été essayé pour les tâches de classification de couleur et de texture
décrites dans cette thèse, en utilisant le logiciel LNKNET [60]. Nous n’avons pas remarqué de
grandes différences entre les résultats donnés par les classificateurs que nous avons essayés, et
nous avons choisi d’utiliser un classificateur de distance de Mahalanobis, ce qui est très rapide
dans les phases d’apprentissage et d’utilisation.
La phase d’apprentissage de ce classificateur consiste en un calcul des vecteurs moyens et
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9 est le nombre de vecteurs qui appartiennent à la classe þ . La matrice de cova-





























Pendant l’utilisation du classificateur, un vecteur ß dont la classe est inconnue est mis dans

















Dans les cas où le nombre d’exemples dans la base d’apprentissage n’est pas très élevé, on
fait souvent une hypothèse sur la forme de la matrice de covariance pour réduire le nombre de
paramètres à estimer pendant la phase d’apprentissage. On peut soit supposer la même forme de
la matrice pour toutes les classes dans l’espace des caractéristiques, ce qui se traduit en pratique
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par l’utilisation d’une matrice de covariance globale (la même matrice pour toutes les classes) ;
soit supposer que les caractéristiques n’ont pas de corrélation entre elles, et ainsi mettre les
éléments non-diagonaux de la matrice à zéro. Les deux hypothèses peuvent aussi être combinées
pour avoir une matrice de covariance globale et diagonale.
Pour quantifier l’efficacité d’un classificateur quelconque, on donne en général l’erreur de
classification, c’est à dire le pourcentage de vecteurs qui sont malclassés par le classificateur dans
une base de test. On évite d’utiliser la base d’apprentissage pour base de test parce que ceci a
tendance à biaiser les résultats. Pour les petites bases de données pour lesquelles on aimerait faire
une utilisation optimale de chaque échantillon, les méthodes de validation croisée sont souvent
utilisées. La base est d’abord divisée en ¸ sous-parties. Ensuite, le classificateur est entraîné ¸
fois, chaque fois en utilisant 3 ¸  5 9 sous-parties pour l’apprentissage et la sous-partie qui reste
pour le test. La moyenne des ¸ erreurs est prise pour l’erreur globale. La version extrême de la
validation croisée se produit quand ¸ est égal au nombre d’échantillons dans la base, la méthode
de validation croisée par «leave-one-out».
8. Classification et appariement selon
la couleur
Dans le cadre de l’appariement de bois demandé par le projet SCANMATCH, l’objectif pre-
mier est de trouver des planches dont la couleur se ressemble. Pour la construction d’un pan-
neau, une couleur uniforme pour les planches qui le composent est importante, car les transitions
abruptes de couleur sont très frappantes à l’œil, et rendent le panneau esthétiquement peu sédui-
sant.
Pour le processus industriel envisagé, toutes les images de bois sont acquises par le même
appareil dans les mêmes conditions d’éclairage, ce qui évite la nécessité d’une stricte calibration
colorimétrique. Pourvu qu’on choisisse des conditions d’éclairage qui ne sont pas trop extraor-
dinaires (i.e. une bonne approximation de la lumière du jour), une correspondance de couleur
dans ces conditions d’éclairage implique une correspondance acceptable. Pour pouvoir faire cet
appariement selon la couleur, il suffit de trouver un espace couleur permettant une description
compacte des caractéristiques importantes de couleur. Cette description permet de quantifier la
différence de couleur entre différentes planches.
Nous commençons par discuter les propriétés de la couleur de bois et la possibilité de recons-
truire une image couleur de bois à partir de sa luminance (section 8.1). Nous passons ensuite à
la considération de la tâche de SCANMATCH : la description de la couleur (section 8.2) et la
classification et l’appariement selon la couleur (section 8.3).
8.1. Propriétés de la couleur de bois
En regardant des échantillons d’une espèce de bois, on peut constater que la couleur ne va-
rie pas significativement parmi les planches d’une seule espèce. Par contre, il est possible que
la différence de couleur entre deux pièces d’espèces différentes soit très grande. Ces deux ob-
servations peuvent être vérifiées en utilisant une méthode de reconstruction de la chrominance
d’une image couleur à partir de sa luminance. Cette méthode a été proposée par Albiol [2] dans
le cadre de la restauration des peintures anciennes à partir de vieilles photos monochromes et de
fragments colorés d’œuvres du même artiste. Pour la restauration de la couleur d’une peinture
à partir de sa luminance, il est d’abord nécessaire de faire une segmentation de la peinture à la
main pour séparer les catégories de couleur, par exemple le ciel (bleu), la pelouse (vert) et la
peau humaine (rose). Une image de bois, à cause de sa faible variation de couleur, appartient
à une seule catégorie de couleur, ce qui permet l’application de la méthode à l’image entière.
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TAB. 8.1. – Valeurs des paramètres des courbes approximatives (équation 8.1) pour les quatre
graphes de la figure 8.1.
Dans cette section, nous démontrons que toutes les pièces d’une espèce appartiennent à la même
catégorie de couleur, pourvu que les images soient prises dans les mêmes conditions d’éclairage.
L’adaptation de la méthode de reconstruction de chrominance pour le bois se résume ainsi.
Dans une base de données d’une seule espèce de bois, nous faisons des échantillons de pixels,
dont on garde les valeurs % , ¸ et & et dont on calcule la luminance  . Ensuite, nous faisons
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méthode de Levenburg-Marquardt [86]. Pour le procédé inverse, la reconstruction à partir d’une
image de luminance, il suffit d’utiliser les paramètres estimés dans l’équation 8.1 pour calculer
les valeurs de % , ¸ et & qui correspondent à chaque valeur de luminance.
Nous avons testé l’utilisation de cette approche sur plusieurs planches de la même espèce
pour quatre bases d’images : les bases principales de merisier et de chêne qui sont utilisées
pour les expériences de couleur et des bases plus petites de pin et de chêne ¡ . Les images des
bases de merisier et de chêne sont acquises dans les mêmes conditions d’éclairage, ainsi que
les bases de pin et de chêne ¡ . Nous avons choisi six images de chaque base utilisée, avec Gñﬀﬁﬀ
échantillons par image, donnant ainsi 5 G2ﬀﬁﬀ échantillons de % , ¸ , & et  pour chaque base. Les
quatre graphes de la figure 8.1 montrent les relations de % , ¸ et & en fonction de  pour chacune
des bases. Les courbes d’approximation des distributions sont aussi dessinées sur les graphes, et
les valeurs des paramètres des courbes pour les quatre bases sont données dans le tableau 8.1.
Quelques reconstructions des couleurs à partir de la luminance sont montrées dans la figure 8.2.
Finalement, l’effet de la reconstruction d’une planche de bois avec les paramètres d’une autre
espèce est montré dans la figure 8.3, dans laquelle la couleur d’une planche de la base de chêne ¡
est reconstruite avec des paramètres calculés à partir des bases de chêne ¡ , de pin et de merisier.
En regardant les quatre graphes de la figure 8.1, on s’aperçoit des fortes corrélations entre
les composantes % , ¸ et & et la luminance, ainsi que la faible variance dans les valeurs de
chaque composante à chaque valeur de luminance. Étant donné que chaque graphe représente
des échantillons de six planches, on peut constater que la couleur d’une espèce de bois n’est pas
caractérisée par de fortes variations, autrement dit, les couleurs d’une espèce de bois forment une
seule catégorie de couleur. La forme de courbe choisie est en général une bonne approximation
de la distribution et les images reconstruites sont très proches des images couleur de départ. Avec
cette approximation, on perd néanmoins la petite variance qui existe dans les valeurs en fonction


















































FIG. 8.1. – Graphes des valeurs de % , ¸ et & contre la luminance  pour des échantillons de
pixels dans quatre bases de données de bois (six images de chaque base sont utilisées). Les séries
sont dessinées dans leur couleur correspondante, et la courbe d’approximation est montrée pour
chaque série.
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(a) Merisier (b) Chêne
(c) Pin (d) Pin
FIG. 8.2. – Quatre reconstructions de la couleur des planches de bois à partir de leur luminance.
L’image couleur de départ est montrée à gauche, et l’image couleur reconstruite à partir de la
luminance avec les paramètres calculés de la base correspondante est montrée à droite.
(a) Image originale (b) Chêne - (c) Pin (d) Merisier
FIG. 8.3. – Reconstruction d’une planche de la base chêne . en utilisant les paramètres calculés à
partir des bases différentes. L’image (a) est l’image couleur originale, et les images (b), (c) et (d)
sont les reconstructions. La base à laquelle les paramètres utilisés correspondent est indiquée en
dessous de chaque image.
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de la luminance. Cette perte est surtout visible sur le pin pour lequel la reconstruction n’est pas
capable de représenter toutes les variations de couleur : ceci est visible pour la région très rouge
de la figure 8.2c, et les variations de couleur de la figure 8.2d. Les paramètres de reconstruction
ne sont évidemment pas indépendants de l’éclairage, comme le montrent les différences entre les
valeurs des paramètres obtenus sur les deux bases de chêne, dont les images ont été prises dans
des conditions d’éclairage différentes. Les reconstructions avec des paramètres venant d’autres
bases montrent que les résultats restent cohérents, même si les paramètres utilisés sont calculés
à partir de bases étrangères.
Nous considérons finalement quelques applications de cette méthode. Il est clair qu’elle n’est
pas assez sensible pour pouvoir caractériser des différences de couleur entre deux planches de
la même espèce, mais sa capacité à modéliser la couleur globale d’une espèce peut être utile.
On peut envisager de l’employer pour faire une classification des planche de bois par espèce en
faisant une comparaison entre les paramètres mesurés et ceux d’une bibliothèque de paramètres
(pourvu que les images soient toujours prises dans les mêmes conditions d’éclairage). Cette clas-
sification peut être utile dans un processus automatique pour lequel il est nécessaire d’appliquer
des traitements spécifiques à certaines espèces. La détection de défauts caractérisés par une cou-
leur très marquée, par exemple le bleuissement, peut aussi être faite avec une comparaison entre
l’image initiale et la reconstruction de la chrominance à partir de la luminance de cette image qui
ne contiendra pas de couleur hors de la gamme modélisée.
8.2. Caractéristiques de la couleur
Pour pouvoir appliquer les algorithmes de classification ou d’appariement, nous avons be-
soin d’un vecteur de description de la couleur globale d’une planche. Il est donc nécessaire de
choisir l’espace couleur dans lequel ces caractéristiques sont calculées, et ensuite de définir des
caractéristiques qui contiennent toute l’information nécessaire sur la couleur.
8.2.1. L’espace couleur
Les images capturées par la caméra sont représentées par des coordonnées dans l’espace
RVB. L’inconvénient de cet espace est la forte corrélation entre les valeurs des trois canaux.
Dans cette section, nous montrons que le passage à l’espace TLC a pour effet de décorréler ces
valeurs et de simplifier ainsi le calcul d’une mesure de distance entre les couleurs.
Pour démontrer la corrélation entre les valeurs de % , ¸ et & , nous avons calculé les moyennes
de chaque canal pour les 152 images de la base de merisier. La figure 8.4 contient quatre graphes
dans lesquels chaque point représente les valeurs moyennes pour une image. Dans la figure 8.4a,
les valeurs moyennes de % , ¸ et & sont dessinées en trois dimensions. Pour rendre les données
plus faciles à interpréter, les figures 8.4b, c et d montrent respectivement % contre ¸ , % contre
& et ¸ contre & . Un résultat de cette corrélation est que la distribution des points dans l’espace
RVB a la forme d’un ellipsoïde allongé.
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FIG. 8.4. – Graphes montrant les moyennes des canaux RVB pour les 152 images de la base de
merisier. Chaque point représente une image. (a) % , ¸ et & en trois dimensions, (b) % contre ¸ ,
(c) % contre & et (d) ¸ contre & .
8.2 Caractéristiques de la couleur 135
























































FIG. 8.5. – Graphes montrant les moyennes des canaux TLC pour les 152 images de la base de
merisier. Chaque point représente une image. (a)  ,  et  en trois dimensions, (b)  contre  ,
(c)  contre  , (d)  contre  .




































































FIG. 8.6. – Trois planches de merisier, avec les valeurs moyennes pour chaque composante  , 
et  , et les écarts-types pour chaque composante BDC , BFE , et BFG .
Pour des raisons de rapidité de calcul, nous avons choisi d’utiliser un espace de type TLC











et la chroma utilisée au lieu de la saturation. À cause de la faible variation dans la teinte de bois,
il est facile de vérifier que les teintes ne se trouvent pas des deux côtés de la discontinuité à l’ori-
gine des valeurs angulaires. Pour une distribution de valeurs angulaires sur un petit secteur du
cercle qui ne se trouve pas sur la discontinuité, il est possible d’utiliser les statistiques linéaires
sans inconvénients, et ainsi d’accélérer les calculs. Les graphes des moyennes de chaque canal
de l’espace TLC pour la base de merisier sont montrées dans la figure 8.5 pour comparaison avec
ceux de la figure 8.4. On voit qu’il y a moins de corrélation et que la distribution des points est
plus homogène. Cette réduction de la corrélation a l’avantage de permettre la simplification du
calcul de la distance de Mahalanobis dans l’espace, en prenant pour hypothèse que les caracté-
ristiques ne sont pas corrélées (i.e. la matrice de covariance est diagonale). Outre l’accélération
du calcul, cette hypothèse améliore souvent le comportement d’un classificateur Mahalanobis si
le nombre d’exemplaires d’apprentissage est petit.
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A&F A&O F&O A&F&O
86 85 79 75
TAB. 8.2. – Les pourcentages d’images dans la base de données du merisier classées selon la cou-
leur dans la même classe par trois personnes A, F et O. La notation «x&y» indique le pourcentage
de pièces mises dans la même classe par la personne x et la personne y.
8.2.2. Le vecteur de description
Une première approche pour la description de la couleur d’une planche serait de la repré-
senter par un vecteur contenant les moyennes des trois composantes de couleur dans la région
de l’image qui contient la planche. Cette description n’est pourtant pas suffisante parce que le
contraste des veines n’est pas pris en compte. Ce problème est démontré par les trois planches de
la figure 8.6 qui ont des moyennes similaires pour les trois canaux  ,  et  . La planche de droite
a pourtant des veines plus sombres que les autres, cette différence étant seulement mesurable par
les écarts-types des trois canaux, qui sont plus grands pour la planche de droite. Pour prendre en
compte la couleur globale et le contraste des veines, la couleur d’une planche est décrite par un
vecteur de six composantes, les moyennes des trois canaux et les écarts-types correspondants.
Daul et al. [28] utilisent une approche similaire dans l’espace HSI (décrit par Ballard et
Brown [4]) pour la classification de bois selon la couleur, mais ils ajoutent des caractéristiques
supplémentaires de texture calculées à partir d’une pyramide Laplacienne sur la clarté (la com-
posante H ). Notre traitement de texture, optimisé pour la forme orientée de la texture de bois,
est présenté dans le chapitre 9. Daul et al. donnent également beaucoup d’informations sur la
calibration de la caméra utilisée pour une telle application.
8.3. Expériences de classification selon la couleur
Nous considérons trois approches pour la classification selon la couleur. La première est
une classification manuelle par plusieurs personnes pour déterminer leur niveau d’accord sur les
classes. Ce niveau nous indique une limite applicable à l’interprétation des résultats d’un classi-
ficateur automatique qui est entraîné sur des exemples classés manuellement, et dont le niveau
d’accord avec une classification manuelle est utilisé comme mesure de performance. Ensuite, les
deux approches du projet SCANMATCH sont présentées : une classification en plusieurs classes
et un appariement des planches qui ont la meilleure ressemblance en couleur.
8.3.1. Classification manuelle
Nous présentons d’abord les résultats d’une expérience qui montre la fiabilité d’une classi-
fication selon la couleur faite à la main, avec l’intention de déterminer la fiabilité de la base de
référence de classement des pièces, et ainsi une limite pour la mesure de la performance d’un
classificateur automatique.
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(a) classe 0 (b) classe 1 (c) classe 2 (d) classe 3 (e) classe 4
FIG. 8.7. – Les prototypes des cinq classes de couleur définies pour la base de merisier. Le
numéro de classe est indiqué en dessous de chaque image.
L’expérience a été faite sur la base de données de merisier. Nous avons d’abord extrait cinq
prototypes de classes de couleur qui sont montrés dans la figure 8.7. Ensuite, trois personnes
(A, F et O) ont classé indépendamment chacune des 152 images de la base de données dans une
de ces cinq classes. Les pourcentages de pièces mises dans la même classe par des groupes de
deux personnes (A&F, A&O et F&O) et par les trois personnes (A&F&O) sont donnés dans le
tableau 8.2.
Les résultats montrent que même la considération d’une unique caractéristique simple comme
la couleur globale induit une variabilité assez importante dans une classification manuelle, avec
seulement 75% des pièces placées dans la même classe de couleur par les trois personnes.
8.3.2. Classification automatique
Pour cette approche, nous commençons avec une classification manuelle de chaque pièce
dans la base de données, et nous essayons de faire la même classification avec un classificateur
automatique. Pour le merisier, nous utilisons les cinq classes de figure 8.7, avec une appartenance
déterminée par la classe majoritaire choisie dans l’expérience de classification manuelle. Pour le
chêne, seulement quatre classes sont utilisées à cause d’une variabilité de couleur plus faible.
Pour la base de chêne, une classification manuelle pour définir les classes d’appartenance a été
faite par une seule personne.
Un classificateur par distance de Mahalanobis a été utilisé, avec la méthode de validation
croisée par «leave-one-out» pour éviter d’avoir la même planche dans les groupes d’apprentis-
sage et de test. Du fait de la petite taille des bases de données, nous faisons l’hypothèse que les
matrices de covariance sont égales pour chaque classe (i.e. une matrice de covariance globale).
Le classificateur a placé une planche dans la même classe que le classement manuel dans 89%
des cas pour le merisier, et dans 79% des cas pour le chêne. Ces niveaux d’accord sont similaires
à ceux obtenus pendant l’expérience de classification manuelle, ce qui démontre le bon compor-
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MERISIER
M\A 0 1 2 3 4
0 23 1 0 0 0
1 4 38 7 0 0
2 0 0 32 0 0
3 0 1 3 35 0
4 0 0 0 1 7
CHÊNE
M\A 0 1 2 3
0 5 2 0 0
1 1 36 5 0
2 2 10 67 6
3 0 0 4 8
TAB. 8.3. – Les matrices de confusion pour la classification du merisier dans cinq classes et du
chêne dans quatre classes. Dans ces matrices, le numéro à la ligne I et la colonne J indique le
nombre de planches qui ont été mises dans la classe I à la main, et dans la classe J par l’algorithme
de classification.
tement du classificateur automatique. Les matrices de confusion pour le merisier et le chêne sont
données dans le tableau 8.3. Dans ces matrices, le numéro à la ligne I et la colonne J indique le
nombre de planches qui ont été mises dans la classe I à la main, et dans la classe J par l’algo-
rithme de classification. Les chiffres sur la diagonale représentent ainsi le nombre de planches
qui ont été mises dans la même classe par les deux méthodes.
8.3.3. Appariement automatique
Pour caractériser la différence de couleur entre deux pièces de bois, nous utilisons simple-
ment la distance de Mahalanobis entre les deux vecteurs de caractéristiques. La détermination
de la matrice de covariance est plus difficile pour cette approche car il n’existe pas de classes
pré-définies. Nous avons trouvé qu’une matrice diagonale avec les variances (éléments sur la
diagonale) calculées à partir de la base entière donne de bons résultats. Quelques résultats de
l’appariement selon la couleur sont montrés dans la figure 8.8. Pour ces résultats, nous avons
recherché les trois pièces dans la base de données qui sont les plus proches de celle de gauche
sélectionnée par l’utilisateur. L’algorithme cherche d’abord la pièce de la base la plus proche (i.e.
avec la distance de Mahalanobis la plus petite) de celle sélectionnée par l’utilisateur, suivie par
la pièce la plus proche de celle qui vient d’être trouvée, etc. Autrement dit, l’algorithme cherche
toujours la pièce la plus proche en couleur de celle de droite du groupe (mais il est impossible
d’utiliser une pièce plus d’une fois). La quantification de la performance de cet algorithme est
difficile car nous n’avons pas de mesure indépendante de la différence de couleur entre chaque





FIG. 8.8. – Résultats de la recherche des trois planches les plus proches en couleur de celle de
gauche. Les images (a)–(d) sont des résultats dans la base de merisier, et les images (e)–(h) dans
la base de chêne.
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paire de pièces dans les bases. Pour le moment, nous devons nous contenter avec des résultats
qui ont une bonne apparence à l’œil.
Finissons par deux brefs commentaires sur l’adaptation de cette approche à un système indus-
triel, comme l’appariement en temps-réel décrite dans la section 7.1. Pour ce genre de processus,
il est nécessaire de choisir un seuil de distance au dessus duquel les pièces sont considérées
comme étant différentes en couleur. Une bonne méthode pour choisir ce seuil sera de présenter
un échantillonage de paires de pièces à l’utilisateur en lui demandant si elles peuvent être mises
ensemble ou non. Un seuil optimal peut ensuite être calculé en utilisant ses réponses. Pour dé-
terminer la matrice de covariance à utiliser dans le calcul de la distance de Mahalanobis, une
phase d’apprentissage est nécessaire en cours de laquelle l’utilisateur fait une présentation d’une
sélection de pièces représentant toute la gamme de couleurs possibles pour une espèce du bois.
8.4. Conclusion
Dans ce chapitre, nous avons présenté une méthode pour décrire la couleur d’une planche de
bois, qui permet ensuite sa classification ou son appariement selon sa couleur. Une méthode de
reconstruction de la chrominance à partir de la luminance est d’abord utilisée pour démontrer
la gamme limitée de couleurs d’une espèce de bois. Après avoir choisi d’utiliser l’espace TLC
au lieu de l’espace RVB pour réduire la corrélation entre les trois canaux, nous définissons des
caractéristiques qui résument la couleur globale d’une planche de bois. Ces caractéristiques sont
les moyennes et les écarts-types de chaque composante de couleur dans l’espace TLC, l’écart-
type étant nécessaire pour caractériser le contraste des veines. Des expériences de classification et
d’appariement qui utilisent un vecteur contenant ces caractéristiques comme description globale
de couleur d’une planche donnent de bons résultats.
On peut se demander pourquoi nous avons choisi l’espace TLC au lieu de l’espace L*a*b*
ou L*u*v*, l’utilisation de ces derniers étant les plus communs dans les problèmes industriels
d’appariement selon la couleur. Pour une application en temps-réel, la simplicité du calcul de
la transformation à l’espace TLC est attirante. Nous nous permettons de profiter de cette sim-
plicité parce que les images de toutes les planches sont capturées par le même appareil sous les
mêmes conditions d’éclairage. Par conséquent, nous n’avons pas besoin d’une représentation in-
dépendante de l’appareil. En ce qui concerne l’uniformité perceptuelle de l’espace, il est clair en
regardant les résultats de l’appariement que la perte de cette uniformité n’entraîne pas de graves
inconvénients. Le fait qu’on prenne également en compte des mesures de contraste de couleur
implique que la formule standard de différence de couleur dans l’espace L*a*b* ou l’espace
L*u*v* n’est pas totalement adaptée au problème actuel.
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9. Classification et appariement selon
la texture
Dans ce chapitre, nous considérons la texture du bois, dont les caractéristiques les plus im-
portantes sont les veines. Comme nous expliquons dans le chapitre 7, une planche de bois est
traditionnellement classée selon sa texture dans une des trois grandes classes de dosse, faux-
quartier et quartier selon la distribution des orientations des veines. Dans le chapitre 3, nous
présentons un algorithme pour créer une image de résumé de directions d’une texture orientée,
ce qui est facilement applicable au bois, une texture orientée classique. Nous utilisons, dans ce
chapitre, les caractéristiques de directions (dont les détails de calcul sont données dans la sec-
tion 9.1) pour classer les pièces de bois dans six classes de texture : trois classes de dosse, deux
de faux-quartier et une de quartier. Les schémas montrant la forme des veines caractéristique de
chaque classe sont dessinés dans la figure 9.1. Les classes de dosse sont toutes caractérisées par
des veines de forme elliptique, mais elles diffèrent selon le pourcentage d’ellipses visible sur une
pièce. Les deux classes de faux-quartier prennent en compte les deux principales orientations
possibles des veines sur ces pièces.
Une autre caractéristique de la texture à considérer est l’espacement des veines. Cette ca-
ractéristique n’est pas très importante dans le cadre de la classification en dosse, faux-quartier
et quartier, cependant, dans le cadre de l’appariement de panneaux, elle entre en jeu dans la re-
cherche de pièces de caractéristiques de texture presque identiques. Nous présentons ainsi un
algorithme pour déterminer cet espacement dans la section 9.2.
Les caractéristiques extraites des images de résumé de directions et d’espacements, utilisées
pour décrire de façon compacte la texture d’une planche, sont présentées dans la section 9.3.
Enfin, les résultats des expériences de classification et d’appariement avec ces caractéristiques
sont donnés dans la section 9.4.
9.1. Orientation des veines
Les veines du bois forment une texture orientée classique. Par conséquent, la première étape
de la description quantitative de cette texture est le calcul de l’image de résumé de directions.
Pour cela, nous utilisons l’algorithme de calcul d’orientation de Rao et Schunck, décrit dans la
section 3.3. Cet algorithme prend en entrée quelques paramètres dont nous allons ici discuter
l’effet. Les informations données dans cette section seront utiles pour le réglage des paramètres
de l’algorithme dans le cadre d’une mise en pratique industrielle, ainsi que pour le développe-
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(a) Classe 0 (b) Classe 1 (c) Classe 2 (d) Classe 3 (e) Classe 4 (f) Classe 5
FIG. 9.1. – Schémas montrant les caractéristiques principales des six classes de texture. (a) Dosse
caractérisée par des lignes de veines en forme d’ellipse. (b) Dosse caractérisée par des lignes de
veines horizontales. (c) Dosse caractérisée par des lignes de veines verticales (comme du quartier
sur les bords) et demi-elliptiques. (d) Faux-quartier caractérisé par des lignes de veines majori-
tairement orientées à 45 K . (e) Faux-quartier caractérisé par des lignes de veines majoritairement
orientées à 135 K . (f) Quartier caractérisé par des lignes de veines verticales.
ment éventuel d’un algorithme de réglage automatique de ces paramètres. Les paramètres de
l’algorithme sont :
1. L’échelle de la texture prise en compte par l’algorithme, choisie par la variance L	M du filtre
gaussien. Pour des images numériques, la variance est associée à un paramètre N qui donne
la taille OQPNSRUT7VXWSOYPﬀNSRZT7V en pixels du noyau carré du filtre
2. La taille du voisinage rectangulaire dans lequel les orientations dominantes sont calculées.
La valeur de LD[]\ donne sa largeur et celle de LD[^ sa hauteur.
3. La taille des pas de déplacement du voisinage dans les directions horizontale _A\ et verti-
cale _`^ .
Nous présentons ici une étude des effets de la variation de ces paramètres sur l’image de résumé
de directions. Dans la section 9.1.1, la taille du voisinage ( La[]\ et LD[^ ) est étudiée, et dans la
section 9.1.2, la variation du paramètre d’échelle ( L	M ) est considérée . Les expériences sont faites
sur trois images de la base de chêne b . Des résultats sur quelques images supplémentaires sont
disponibles dans le rapport [41].
9.1.1. La taille du voisinage
L’effet sur les images de résumé de directions de l’utilisation de cinq tailles de voisinage
différentes dans l’algorithme de Rao et Schunck est examiné. Les voisinages carrés de côté Tdc ,
e
P , c"f , g"c et T7P"h pixels sont utilisés. Ces voisinages sont dessinés dans la figure 9.2 pour donner
une idée de leur superficie par rapport à celle d’une image typique. Pour les paramètres non-
concernés par cette étude, nous avons utilisé, pour tous les calculs, les valeurs de LiMkj T#l$f ,
NmjnP et _o\pjm_`^qj Trc . Dans la figure 9.3 nous montrons, pour cinq tailles de voisinage
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FIG. 9.2. – Tailles des cinq voisinages utilisés dans les expériences par rapport à la taille d’une
image typique de la base de chêne s .
utilisées sur trois images de test, l’image de résumé de directions, l’histogramme de cette image,
et deux statistiques circulaires1 de cette image : la moyenne circulaire t et la longueur moyenne
u
.
En regardant les résultats, il est clair que la taille de vdwyxUvdw est trop petite pour donner
une bonne description de l’orientation des veines, parce qu’il n’est pas certain qu’une veine se
trouve toujours à l’intérieur de ce voisinage. Les images de résumé de directions montrent par
conséquent une grande variabilité dans les valeurs des orientations. Le voisinage de taille z#{|x}z#{
améliore les résultats, sauf pour quelques régions dans lesquelles les veines sont très écartées.
Les images de résumé pour le voisinage de taille w"~kxSw"~ (et ceux qui sont plus grands) sont
lisses, ce qui montre qu’en général on extrait l’orientation des objets d’intérêt (les veines).
En ce qui concerne les mesures statistiques globales, on voit que la moyenne ne dépend pas
significativement de la taille du voisinage. La valeur de la longueur moyenne est proportionelle
à la taille du voisinage, mais ceci est simplement une indication que les images de résumé de-
viennent plus lisses. Il reste une remarque à faire pour l’image «chêne s 41», pour laquelle on voit
que la maille en bas à droite perturbe le résultat du calcul de l’orientation indépendamment de la
taille du voisinage.
En général, le choix d’une taille de voisinage dépend de l’utilisation prévue pour les images
de résumé de directions. Si l’on calcule simplement une orientation moyenne globale, la taille
du voisinage n’a pas beaucoup d’importance. Par contre, pour un calcul des caractéristiques
spatiales locales de l’orientation des veines, il est nécessaire de s’assurer que le voisinage soit
assez grand pour recouvrir au moins une veine à chaque position, pour ainsi éviter d’avoir des
mesures d’orientation d’objets qui ne sont pas intéressants.
Les tailles des pas de déplacement du voisinage  et ` peuvent être réglées pour donner
la taille d’image de résumé souhaitée, mais pour utiliser toute l’information disponible (i.e. tous
les pixels) dans l’image de départ, il faut que ZD] et `D .
Pour les images de bois traitées, la résolution horizontale est supérieure à la résolution ver-
ticale. Pour prendre cette différence en compte, on peut envisager l’utilisation des voisinages
non-carrés avec ZŁD] . Cependant, pour les expériences décrites dans ce chapitre, nous
gardons les voisinages carrés car ils sont plus commodes à utiliser.
1Les définitions des mesures statistiques circulaires sont données dans la section 2.2.
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FIG. 9.3. – Effet de la taille du voisinage sur l’image de résumé de directions.
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9.1.2. La taille du filtre gaussien
Dans l’algorithme de Rao et Schunck, avant de calculer l’image de résumé de directions,
un filtre gaussien de variance Á est appliqué afin de choisir l’échelle des objets pour lesquels




{ﬀÃSÄZv7Å , avec en général ÆÁŁnÃ . Nous examinons l’effet de la taille du filtre
gaussien dans l’algorithme de Rao et Schunck sur les images de résumé de l’orientation pour
quatre valeurs de variance : v"Çﬁ~ , {£Çﬁ , È£ÇﬁÉ et vrÉÇÉ pixels. Dans les figures 9.4 et 9.5 nous montrons,
pour les quatre tailles de filtre gaussien utilisées sur les trois images de test, la convolution de
l’image de départ avec le filtre gaussien, l’image de résumé de directions, l’histogramme de cette
image, et deux statistiques circulaires : la moyenne circulaire t et la longueur moyenne u . Afin
de permettre la réitération des expériences effectuées, la valeur de Ã est précisée en haut de
chaque colonne. Pour chaque calcul, nous avons utilisé Ê]ËUDÌË®w"~ et oËU`ÌËÍvdw .
En regardant les résultats, on voit que la largeur des objets détectés est proportionnelle à
la variance du filtre gaussien Á . Ceci est particulièrement clair pour l’image «chêne s 16» : sur
cette image on remarque que pour les petites valeurs de 	Á , l’orientation des traces minérales
(les traits plus étroits que les veines ayant une orientation d’environ ~ ÉDÎ ) est détectée, tandis que
pour les valeurs plus grandes, c’est l’orientation des veines (environ vdw#ÉÎ ) qui est détectée. Pour
cette image, il y a en fait deux valeurs maximales pour la longueur moyenne u : la première
quand l’orientation des traces minérales est bien détectée (pour ÁXËÏv#Ç$~ ) et la deuxième quand
l’orientation des veines est bien détectée (pour 	ÁÐË®È¯ÇÉ ).
Malheureusement, pour les planches caractérisées par des veines étroites et très serrées,
l’image «chêne s 41» par exemple, l’utilisation d’une variance du filtre gaussien plus grande rend
les veines floues et accentue la maille, qui est plus épaisse que les veines (cet effet visible en bas
à droite de l’image «chêne s 41»). Ainsi, si on choisit une taille trop grosse pour le filtre gaussien,
on perd trop d’informations sur les veines, ce qui est visible pour le filtre avec iÁÑËÒvdÉÇﬁÉ , pour





Le choix d’une valeur optimale pour aÁ est difficile pour les espèces comme le chêne qui
exhibent de grosses variations dans la forme et dans le contraste des veines, mais aussi d’autres
objets orientées, comme la maille et les traces minérales. Une valeur moyenne comme iÁÓË {£Çﬁ
est un bon compromis, mais l’investigation d’un algorithme qui peut adapter la valeur de ÓÁ selon
les caractéristiques d’une planche serait intéressante. Pour le merisier, pour lequel les veines sont
en général bien marquées et sont en plus les seuls objets orientés, la valeur de iÁ a moins d’effet
sur les résultats.
9.1.3. Les paramètres utilisés
Les images dans les bases de chêne et de merisier utilisées pour les expériences de classifi-
cation et d’appariement ont été prises à une résolution d’environ la moitié de celle des images
de la base chêne s . Pour calculer leurs images de résumé de directions, nous utilisons donc des
paramètres égaux à la moitié de ceux qui donnent de bons résultats pour la base chêne s , c’est à
dire les valeurs suivantes : 	ÁÔËÍv#Ç$~ (avec ÃUË®{ ), ]Ë¬DÌË¬z { et oË¬`ÌË¢vdw .
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FIG. 9.4. – Effet de la taille du filtre gaussien sur l’image de résumé de directions.
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FIG. 9.5. – Effet de la taille du filtre gaussien sur l’image de résumé de directions (troisième
exemple).
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9.2. Espacement des veines
L’espacement des veines est une caractéristique de la texture de bois moins importante que
l’orientation. Elle n’est pas prise en compte dans la définition des classes de dosse, faux-quartier
et quartier, mais son utilisation peut néanmoins donner quelques indications d’appartenance (par
exemple, les planches de dosse ont souvent des veines très écartées). Pour l’appariement de
planches, dans lequel il est parfois nécessaire de trouver des planches qui ont le même écartement
de veines, cette caractéristique est plus utile.
L’espacement des veines s’est révélé être une caractéristique difficile à mesurer. Le contraste
entre le bois et les veines peut varier significativement selon les planches, qui, de plus, mani-
festent souvent une grande variation dans les niveaux de gris de bois, ce qui mène à une difficulté
supplémentaire pour les algorithmes visant une segmentation des veines du bois. Des résultats
encourageants pour cette segmentation ont été obtenus dans quelques essais d’une méthode dé-
veloppée par Gurov [38] pour l’extraction des franges de lumière projetés sur une surface, mais
elle est actuellement trop lente pour une application en temps réel.
Nous avons essayé quatre approches pour la quantification de l’espacement des veines sans
la nécessité d’une segmentation préalable, qui sont décrites dans le rapport [39]. Ce sont des
approches basées sur une transformation de Fourier locale, la mesure de la cohérence dans l’al-
gorithme de calcul d’orientation modifiée pour donner une idée de la fréquence des veines, des
variogrammes [95] et des matrices de co-occurrence [48]. Un algorithme basé sur les matrices
de co-occurrence donne les meilleurs résultats [43]. Cet algorithme a l’avantage par rapport aux
variogrammes de permettre la distinction entre les pixels sombres et clairs, pour ainsi séparer
l’espacement des veines de l’espacement des régions claires entre les veines.
9.2.1. Algorithme
Nous présentons dans cette section l’algorithme basé sur les matrices de co-occurrence. Pour
cet algorithme, nous faisons deux hypothèses :
1. Toutes les veines dans un voisinage quelconque ont la même gamme de niveau de gris.
2. Les veines sont les caractéristiques les plus sombres.
L’algorithme contient deux étapes : d’abord le calcul de la matrice de co-occurrence et l’extrac-
tion d’un profil qui représente l’espacement, puis l’analyse de ce profil pour extraire une valeur
numérique de l’espacement.
Calcul de la matrice de co-occurrence
À chaque position ÂØ	ÙÛÚ Å du voisinage Ü utilisé pour le calcul de directions (section 3.3.1),
nous avons une mesure de l’orientation moyenne Ý
Þàßá
. Le multiple de ~¤È Î le plus proche est déter-
miné, et une matrice de co-occurrence (dont la définition est légèrement modifiée) est calculée
dans cette direction. Le multiple de ~¤È Î est choisi pour simplifier le balayage du voisinage pen-
dant la construction de la matrice. Si une mesure plus précise de l’espacement est nécessaire,
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une matrice peut alors être calculée pour les directions arbitraires en utilisant soit l’interpolation
entre des pixels [21], soit les lignes de balayage de Bresenham [106].
La matrice de co-occurrence que nous utilisons a les caractéristiques suivantes : les colonnes
de la matrice représentent la distance, et les lignes représentent le niveau de gris. Pour être plus








Jr@Å dans le voisinage qui satisfont les critères suivants :









Jr@Ådë ( ë7îïë indique la distance entre deux pixels, toujours mesurée par le
nombre de pixels entre eux — ã prend toujours une valeur entière).
3. ð âﬀæçñèéçíâﬀæ°òèòﬀð¤Zó*ô ( ó@ô est un paramètre choisi par l’utilisateur).
Les deux premiers critères spécifient la position dans la matrice des chiffres qui correspondent
aux paires de pixels qui satisfont le troisième critère. Le paramètre ódô dans ce troisième critère
existe seulement pour pouvoir spécifier la plus grande différence permise entre deux niveaux de
gris considérés comme égaux. Avec óàôõËöv , seulement deux niveaux de gris identiques seront
considérés comme tels. Une valeur de óàô plus élevée sert à empêcher que la matrice soit trop peu
dense. On peut obtenir un effet similaire en réduisant le nombre de niveaux de gris dans l’image
de départ.
Dans l’image, les objets d’intérêt sont les veines, qui ont les niveaux de gris les plus sombres.
Par conséquent, la somme des ÷ø premiers profils non nuls (i.e. les lignes horizontales de la
matrice correspondant aux plus faibles niveaux de gris) est extraite de la matrice de co-occurrence
pour créer un profil uni-dimensionnel. Un exemple du calcul de ce profil est montré dans la
figure 9.6, dans laquelle l’image (a) est un voisinage de taille z {ùx>z { d’une planche de merisier,
et l’image (b) est une image d’une partie de la matrice de co-occurrence calculée dans la direction
horizontale avec ó@ôúËU~ . Dans cette dernière image, les niveaux de gris représentés par les lignes
augmentent de bas en haut de l’image ; et les distances inter-pixels, représentées par les colonnes,
augmentent de gauche à droite de l’image. La ligne J à partir du haut de l’image (J>Ëûv Ù { Ù ÇrÇrÇ )
est la somme des lignes ü°vdÉ#ÉýÄ
Â
{àJív7Å]þ et ü°vdÉ#ÉÌÄß{àJ#þ de la matrice de co-occurrence. Le niveau
de gris de chaque pixel dans l’image de la matrice est proportionnel à la valeur dans la position
correspondante de la matrice de co-occurrence. La figure 9.6c montre le profil calculé par la
somme des dix premières lignes non nulles ( ÷Æø ËÍvrÉ ) de la matrice de co-occurrence, c’est à dire
les cinq premières lignes non nulles de la figure 9.6b.
La valeur de ÷£ø est un paramètre à régler par l’utilisateur. Il donne le nombre de lignes de
la matrice de co-occurrence qui représente les veines. Dans la figure 9.6b, il est visible que
pour les lignes situées près du bord supérieur de l’image (représentant les niveaux de gris bas
dans l’image de départ), deux pics distincts qui correspondent aux deux veines du voisinage
sont visibles. Pour les lignes qui représentent les niveaux de gris plus clairs dans l’image de
départ, une seule structure est visible. La valeur de ÷Fø doit être réglée pour extraire seulement
l’information pertinente des veines. On peut envisager de régler la valeur de ÷ ø adaptativement
par l’algorithme en fonction de la forme des matrices, ou choisir une valeur globale se basant
sur quelques images représentatives. Pour les expériences présentées ici, nous avons adopté cette
dernière approche.

































FIG. 9.6. – Exemple du calcul d’un profil uni-dimensionnel dans un voisinage. (a) Voisinage de
taille ­¤Ê¥Ó­¤ pixels. (b) Image d’une sous-partie de la matrice de co-occurrence de l’image a, dans
laquelle les niveaux de gris sont proportionnels aux valeurs dans la matrice de co-occurrence.
(c) Profil obtenu par l’addition des cinq premières lignes non-nulles de l’image b. (d) Fonction
d’autocorrélation du profil c.
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Calcul de la distance entre les pics
Cette deuxième étape de l’algorithme traite le profil uni-dimensionnel extrait par la première
étape. L’interprétation automatique du profil est compliquée par la présence de faux minima et
maxima, qui ont en général une amplitude plus petite que les vrais. Pour réduire le nombre de
petits minima et maxima, une autocorrélation du profil est calculée (avec la FFT pour plus de
rapidité). Le but de cette opération n’est pas seulement de supprimer les pics insignificatifs, mais
aussi de renforcer la structure périodique, ce qui suggère l’utilisation de l’autocorrélation au lieu
d’un filtre de lissage ou d’un filtre morphologique. L’autocorrélation du profil de la figure 9.6c
est montrée dans la figure 9.6d.
Les positions des minima et des maxima de la courbe d’autocorrélation sont ensuite localisées
(l’origine étant toujours considérée comme un maximum). Enfin, la fonction d’autocorrélation
est classée dans un des quatre cas, et une mesure de l’espace entre les veines
ßá
est calculée.
Les quatre cas, illustrés dans la figure 9.7, sont :
1. La courbe d’autocorrélation contient seulement un pic fort à l’origine — L’espacement des





2. Il n’y a pas de forte structure de pics — L’espacement des veines ne peut pas être déter-
miné, ce qui est signalé en mettant
	ßá
ËÏÉ . Cette situation peut se présenter si la valeur
de ÷£ø est trop grande pendant l’extraction du profil.
3. Deux pics forts sont visibles —
ßá
est égal à la distance entre eux.
4. Plus de deux pics sont visibles —
ßá
est égal à la distance moyenne entre les pics succes-
sifs.
Finalement, une correction pour les différences d’espacement entre les pixels de la grille carrée
d’une image numérique est faite. Pour les matrices de co-occurrence calculées dans les directions
de ~¤È Î ou de vdz È Î , la distance
Êßá
est multipliée par  { .
L’image de résumé d’espacements des veines

est construite de la même façon que l’image








Après la présentation de l’algorithme, nous procédons ici à un résumé des étapes principales
dans le calcul de l’espacement des veines. Comme dans l’algorithme pour déterminer l’orienta-
tion des veines, nous utilisons un voisinage Ü de taille ]xqD , déplacé par distances de 
horizontalement et de  verticalement. Notons que les matrices de co-occurrence sont calculées







est calculée (algorithme de la section 3.3.1).
2. Le multiple de ~¤È Î le plus proche de l’orientation principale déterminée est trouvé, et
une matrice de co-occurrence est calculée dans cette direction. Les lignes de cette matrice
correspondent aux niveaux de gris, et les colonnes aux distances entre les pixels ayant des
niveaux de gris équivalents (c’est à dire, de différence inférieure à ó@ô ).
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FIG. 9.7. – Les quatre cas de classement des profils de co-occurrence. Pour chaque cas y figure :
le voisinage de l’image, le profil de co-occurrence et la fonction d’autocorrélation.
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(a) (b) (c) (d)
FIG. 9.8. – Exemple montrant que la moyenne n’est pas la mesure idéale pour l’espacement
global des veines. (a) Sous-section d’une planche de merisier (taille TdP"h W5T7P"h pixels). (b) Image
de résumé d’espacements de l’image a. (c) Histogramme de l’image b. (d) Agrandissement du
voisinage de taille e PoW e P indiqué en blanc sur l’image a.
3. Un profil uni-dimensionnel est calculé par l’addition des ﬀ premières lignes non nulles de
la matrice.
4. L’autocorrélation de ce profil est analysée pour déterminer l’espacement des veines.
Après ce calcul à toutes les positions du voisinage, deux images de résumé de la planche sont
construites : l’image de directions ﬁ et l’image d’espacements ﬂ .
9.2.2. Espacement global
Il est utile de pouvoir décrire une planche par quelques caractéristiques globales. Pour l’orien-
tation, il est facile de calculer, par exemple, les statistiques circulaires (section 2.2) de l’image
de résumé de l’orientation.
Pour l’espacement, on peut envisager d’utiliser la moyenne des valeurs des pixels de l’image
de résumé ﬂ . Mais on tombe sur un problème dû à l’existence d’une limite de l’espacement qui
peut être calculée à cause de la taille du voisinage. Une valeur d’espacement ﬂﬃ égale à la taille
du voisinage implique qu’il est possible que l’espacement soit plus grand que la taille du voisi-
nage. L’utilisation de la moyenne peut alors biaiser les résultats, comme montré dans l’exemple
suivant. La figure 9.8a montre une sous-section d’une planche de merisier, pour laquelle l’es-
pacement des veines a été mesuré à la main pour donner  ! £l#"%$¬h£l
" pixels (pour arriver à cette
mesure, nous avons calculé la longueur moyenne de quelques lignes dessinées à la main entre des
veines adjacentes, voir section 9.2.3). L’image de résumé d’espacements et son histogramme sont
montrés dans les figures 9.8b et 9.8c respectivement (l’image d’espacements est calculée avec
les paramètres suivants : L []\jULD[^Ìj e P et _o\j®_`^ÌjTdc ). Il est visible sur l’histogramme que
l’algorithme a calculé une valeur de e#e pour l’espacement des veines dans la majorité des voi-
sinages, ce qui implique un espacement plus grand que le voisinage. Quelques valeurs erronées
sont néanmoins présentes. Elles sont dues, par exemple, aux voisinages comme celui entouré en
blanc dans la figure 9.8a et agrandi dans la figure 9.8d. Ce voisinage contient des caractéristiques
sombres qui ne sont pas des veines, mais ceci ne peut pas être détecté au moment du calcul, et
l’espacement déterminé par l’algorithme pour ce voisinage est de c pixels. L’espacement moyen
sur l’image d’espacements (si l’on ignore les espacements de valeur zéro) est de P"c pixels, ce qui
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(a) (b) (c) (d)
FIG. 9.9. – Démonstration de la nécessité de combiner des niveaux voisins de l’histogramme
avant de calculer le mode. (a) Sous-section d’une image de chêne (taille v7{"õxßv7{" pixels). (b)
Image de résumé d’espacements de l’image a. (c) Histogramme de l’image b. (d) Histogramme c
après le traitement décrit dans le texte.
n’est évidemment pas un bon indicateur de l’espacement global. Pour indiquer que la plupart des
voisinages ont un espacement plus grand que la taille du voisinage, le mode, égal à
z#z
pour cet
exemple, est la mesure la plus appropriée.
L’utilisation du mode au lieu de la moyenne introduit un autre inconvénient dû au fait que le
niveau maximum de l’histogramme contient de l’information sur tous les espacements qui sont
plus grands que la taille du voisinage, tandis que les autres niveaux contiennent de l’information
sur une seule valeur d’espacement. C’est donc souvent que l’espacement actuel est représenté
par des valeurs étendues sur des niveaux voisins de l’histogramme, et par conséquent ne présente
pas un pic plus haut que celui du niveau le plus élevé. Un exemple est présenté dans la figure 9.9,
dans laquelle la figure 9.9b est l’image de résumé d’espacements de la figure 9.9a. La figure 9.9c
est l’histogramme de la figure 9.9b, dans lequel on voit que le mode est z#z (si l’on ignore le
niveau zéro). Par contre, la plupart des valeurs sont groupées entre les niveaux ~ et vrw , la région
dans laquelle se trouve la mesure de l’espacement faite à la main : vrwÇ{'& È¯Ç{ pixels.
Pour mettre en évidence les pics potentiels dont les valeurs sont trop étendues dans l’histo-
gramme, nous combinons les niveaux adjacents de l’histogramme. Soit (
æ
le nombre de pixels au
niveau
I
de l’histogramme de l’image de résumé d’espacements. Le nouvel histogramme aux ni-







(+*-,/. , où (0*-,/. est le niveau maximum











































La figure 9.9d montre l’histogramme avec niveaux combinés construit à partir de l’histogramme
de la figure 9.9c. Le mode de cet histogramme est
v7È
, et se trouve dans l’écart-type de la mesure
faite à la main.
Le dernier cas spécial à considérer est un histogramme avec plusieurs pics maximums de la
même hauteur, pour lequel nous définissions l’espacement comme la moyenne des positions de
ces pics.
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9.2.3. Résultats
Deux bases de données ont été créées pour tester l’algorithme de calcul de l’espacement des
veines. Nous avons extrait 30 sous-images de nature diverse de la base de merisier, et 40 sous-
images de la base chêne s . Chaque sous-image a une taille de vd{"xSv7{" pixels. Les paramètres
suivants ont été utilisés pour calculer les images de résumé d’espacements :  ÁË v"Çﬁ~ , D]yË
DËz { , oSË`Ë vdw , ó@ô¨Ë { et ÷£øSË vdÉ . L’espacement modal
ﬀI
de chaque image
a ensuite été calculé par la méthode décrite dans la section 9.2.2. Les images de chaque base,
ordonnées par valeur de
JI
croissante, sont montrées dans les figures 9.10 (merisier) et 9.11
(chêne
s
). En dessous de chaque image se trouvent à gauche, le numéro de l’image dans la base
de données, et à droite, la valeur de
I
calculée. Les images dans les deux dernières lignes de
chaque figure sont celles auxquelles il a été attribué une valeur de
KI
Ëöz#z , c’est à dire que
les veines sont plus écartées que la taille du voisinage. Il est clair que l’ordre de ces images
correspond bien à l’écart visible entre les veines, sauf pour quelques cas isolés. Par exemple,
l’erreur la plus frappante pour la base de merisier est l’image numérotée 29 qui a reçu une valeur
de
JI
Ë«z#z , ce qui est dû vraisemblablement à la présence de quelques veines plus foncées que
le reste.
Un test supplémentaire a été fait pour comparer les valeurs d’espacement des veines obtenues
par l’algorithme à celles obtenues à la main. Pour chaque image, une mesure de l’espacement
global a été fait en dessinant quelques lignes à la main entre les veines voisines, suivie par un
calcul de leur longueur moyenne L et de l’écart-type 

. Quelques exemples de ce procédé sont
montrés dans la figure 9.12. Les valeurs d’espacement mesurées à la main sont données avec
celles déterminées par l’algorithme dans les tableaux 9.1 pour le merisier et 9.2 pour le chêne.
Les numéros qui suivent les noms dans les premières colonnes de ces tableaux correspondent
aux numéros en dessous à gauche des images dans les figures 9.10 et 9.11. Il n’est pas possible
de mesurer un espacement manuel pour toutes les images, les veines n’étant pas assez marquées
sur quelques unes d’entre elles. Les images pour lesquels les espacements manuels ne sont pas
disponibles sont indiquées par un point d’interrogation dans la deuxième colonne des tableaux.
Pour quantifier le niveau d’accord entre les deux méthodes, nous avons compté le nombre
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Pour le premier critère, nous avons choisi des limites de v#ÇÈﬀ

pour prendre en compte le fait
que l’algorithme a tendance à sous-estimer la valeur de l’espacement global des veines pour le
chêne (vraisemblablement parce que les veines de chêne sont en général plus épaisses que celles
de merisier). Le deuxième critère prend en compte la limite supérieure imposée par la taille du
voisinage. Pour la base de merisier, l’espacement a pu être mesuré à la main pour 27 images, et
l’espacement déterminé par l’algorithme satisfait un des deux critères pour 22 images, soit 81%.
Pour les 35 images de la base chêne s pour lesquelles un espacement a pu être déterminé à la
main, un des deux critères est satisfait pour 28 images, soit 80%.
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FIG. 9.10. – Les sous-images de la base de merisier triées de la plus petite jusqu’à la plus grande
valeur d’espacement global des veines. En dessous de chaque image se trouvent le numéro de
l’image dans la base et la valeur d’espacement déterminée par l’algorithme.
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FIG. 9.11. – Les sous-images de la base de chêne
s
triées de la plus petite jusqu’à la plus grande
valeur d’espacement global des veines. En dessous de chaque image se trouvent le numéro de





(c) chêne _ 37
P`Qa^cb+V [	YZ^V X
(d) chêne _ 10
P`Qd\MX+V [-YeXfVhg
FIG. 9.12. – Quatre exemples de la détermination de l’espacement entre les veines à la main. Les
images ont une taille de
v7{">x v7{ﬀ
pixels, et la longueur moyenne
L
des lignes (en pixels) est
donnée en dessous de chaque image.
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Nom Espacement manuel Espacement automatique
meri25 {#È¯Çﬁ~i& È£Çﬁ wÇﬁÉ
meri15 v7{¯Çj& zÇ{ Ö£ÇﬁÉ
meri10 vr~ÇÈ'&ß~Çﬁ Ö£ÇÈ
meri04 vdÉ£Çﬃvk& {£ÇÖ ÇﬁÉ
meri28 v#v"Ç{'&ß~Çv ÇﬁÉ
meri11 ? £ÇÈ
meri26 Çﬁw'& ~ÇﬁÉ ÇﬁÉ
meri27 v#v"Çﬁ~i& zÇÖ ÇﬁÉ
meri08 v7È¯Çwj& wÇ{ vdÉÇﬁÉ
meri03 v7{¯Çﬃvk& zÇﬁz v#v#ÇﬁÉ
meri17 vdz£ÇÈ'& zÇﬁ vdzÇﬁÉ
meri06 v7È¯ÇÖ'& {£Çﬁ v7È£ÇﬁÉ
meri21 vr~ÇÉj& zÇÈ v7È£ÇﬁÉ
meri01 v7È¯ÇÖ'& zÇÖ vdwÇﬁÉ
meri19 vdw£ÇÈ'&ß~Çv v7Ö£ÇﬁÉ
meri24 vd£Çwj& {£Çﬁz v7Ö£ÇﬁÉ
meri23 vd£Ç{'& zÇÈ v7Ö£ÇÈ
meri13 {"z£ÇÉj& È£Ç{ vdÇÈ
meri02 z#£Çj& È£Çv z#zÇﬁÉ
meri05 ? z"zÇÉ
meri07 Ö"É£Çwj& Ç{ z#zÇﬁÉ
meri09 z"~Çj& È£ÇﬁÉ z#zÇﬁÉ
meri12 w {¯Çj& Ç$~ z#zÇﬁÉ
meri14 ? z"zÇÉ
meri16 {#Ö¯Çﬃvk& È£Çﬁ z#zÇﬁÉ
meri18 ~v"Ç{'& zÇﬁw z#zÇﬁÉ
meri20 ~¤{£ÇÖl&®vr~Çﬁw z#zÇﬁÉ
meri22 ~ ÉÇﬁz'&{#È£Ç{ z#zÇﬁÉ
meri29 ÇÈl&{£Çﬁ z#zÇﬁÉ
meri30 Ö#Ö¯ÇÈ'& Ç$~ z#zÇﬁÉ
TAB. 9.1. – Les mesures de l’espacement des veines (en pixels) faites à la main et par l’algorithme
pour la base de merisier. Les cas pour lesquels les veines ne sont pas assez marquées pour mesurer
à la main leur espacement sont indiquées par un point d’interrogation. Les entrées sont dans le
même ordre que les images de la figure 9.10.
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chêne s 17 Çﬁi& z£Ç w£ÇÉ
chêne s 29 vdÉÇﬁÉ'&{£ÇÉ Ö¯ÇÉ
chêne s 21 Çﬁzi&{¯Çﬃv £ÇÉ
chêne
s
38 Çﬁi& z£Ç{ £ÇÉ
chêne s 20 Çﬁi&{¯Çﬃv £ÇÉ
chêne s 22 vdzÇÈl& zÇﬁ~ £ÇÈ
chêne
s
35 vr~Çﬁ'& zÇ £ÇÈ
chêne s 12 vdÉÇﬁz'&{£ÇÈ vdÉ£ÇÉ
chêne s 05 vdzÇÈl&{£Çﬁ~ v#v"ÇÉ
chêne s 15 v7È£Çﬁw'& zÇﬁ~ v#v"ÇÈ
chêne s 06 vdwÇﬁ'& zÇÉ v7{¯ÇÉ
chêne s 09 v7È£ÇÈl&{£Çﬁ~ v7{¯ÇÉ
chêne s 36 vdÉÇ{l&{£Ç v7{¯ÇÉ




chêne s 07 v7{£Çﬁ'& ~Ç v7È¯ÇÉ
chêne s 25 ~ wÇﬁw'&Ö£Ç v7È¯ÇÉ




chêne s 39 {£v#Çﬁ'& ~ÇÈ vdw£Çz
chêne s 10 vr~Çﬁ'& ~ÇÖ v7Ö¯Çz
chêne s 01 ? z#zÇﬁÉ
chêne
s
03 {ﬀ~ÇﬁÉ'& ~Çﬁ~ z#z£ÇÉ
chêne s 04 ~¤È£Çvm& Çw z#z£ÇÉ






13 {"Ç$~j& ~Çw z#z£ÇÉ
chêne s 14 vdÇvm& ~Ç z#z£ÇÉ







chêne s 26 z"~Çﬁz'& ÇÈ z#z£ÇÉ
chêne s 30 z#wÇﬁz'& Ç z#z£ÇÉ
chêne
s
31 È"ÉÇ$~j& Çw z#z£ÇÉ
chêne s 32 ? z#zÇﬁÉ
chêne s 33 vdÉÇÈl& zÇÖ z#z£ÇÉ
chêne s 34 z#wÇﬁÉ'& zÇ z#z£ÇÉ
chêne s 37 z#wÇﬁ'& zÇﬁ~ z#z£ÇÉ
chêne s 40 z#Çﬁ'& ÇÖ z#z£ÇÉ
TAB. 9.2. – Les mesures de l’espacement des veines (en pixels) faites à la main et par l’algorithme
pour la base chêne s . Les cas pour lesquels les veines ne sont pas assez marquées pour mesurer
à la main leur espacement sont indiquées par un point d’interrogation. Les entrées sont dans le
même ordre que les images de la figure 9.11.
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9.3. Caractéristiques de la texture
Nous disposons maintenant de deux images de résumé de la texture en termes de la distribu-
tion spatiale des orientations et des espacements des veines. Il est cependant difficile d’utiliser
ces images directement dans un classificateur automatique, et il faut qu’on trouve des façons
de résumer davantage l’information. La méthode évidente pour réduire l’information est d’uti-
liser seulement les histogrammes des images de résumé, mais on élimine ainsi toute informa-
tion sur la relation spatiale entre les valeurs. Notre approche est donc de résumer davantage les
images de directions et d’espacements par la définition de caractéristiques calculées à partir de
ces images. Ces caractéristiques répondent à nos besoins spécifiques à certaines tâches, et elles
peuvent prendre en compte les relations spatiales si nécessaire. Nous avons défini douze carac-
téristiques de texture, dont les dix premières sont déterminées à partir de l’image de directions,
et les deux autres à partir de l’image d’espacements. Parmi celles qui sont calculées à partir de
l’image de directions, les six premières prennent en compte seulement l’histogramme de direc-
tions, et les quatre autres contiennent de l’information sur la distribution spatiale des orientations.
Les deux dernières caractéristiques sont calculées à partir de l’image d’espacements.
La liste des caractéristiques définies est loin d’être exhaustive. Elle est simplement compo-
sée de celles qui ont été définies pour répondre à nos besoins spécifiques à notre travail. Il est
envisageable que des caractéristiques supplémentaires puissent être définies pour une utilisation
dans d’autres tâches.
9.3.1. Caractéristiques de l’histogramme de directions
Les caractéristiques de l’histogramme de directions ont été définies principalement afin de
pouvoir discriminer entre les trois principales classes de texture : dosse, faux-quartier et quartier.
La plupart des veines sur des pièces de quartier ont une orientation verticale (90
Î
), les pièces de





, tandis que les pièces de dosse ont une distribution de valeurs d’orientation à
peu près homogène.
Nous calculons six caractéristiques de l’histogramme de directions (l’histogramme de l’image
de résumé de directions). Soit npo l’histogramme de directions, dans lequel q prend une valeurs
entière entre É Î et v7Ö" Î ( qsrut Ù É Î vq¨ v7Ö" Î ), et où nwo est le nombre de pixels dans l’image








. Il est évidemment nécessaire de prendre
en compte la périodicité de vd#É Î de l’histogramme pour qÏË É¯Î . L’histogramme est ensuite




Les caractéristiques de l’histogramme de directions sont :
u
, t : Ces deux caractéristiques sont les statistiques circulaires décrites dans la section 2.2,
la moyenne t et la longueur moyenne
u
, calculées pour tous les pixels dans l’image de
résumé de directions (ou à partir de son histogramme). Qualitativement, on prévoit que
pour les pièces de quartier, u approche v (ce qui implique que la variance circulaire 
approche É ), et t est environ #É Î ; pour les pièces de faux-quartier, t a une valeur plus ou
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moins grande par rapport à #É Î ; et pour les pièces de dosse la grande variation dans les








: Ces caractéristiques sont essentiellement les sommes de différentes parties
de l’histogramme de directions nJo . Elles ont l’avantage d’éviter le calcul d’une caracté-
ristique angulaire, les rendant ainsi plus adaptées à une utilisation dans un classificateur




























Les valeurs de  et de  sont choisies par l’utilisateur en fonction de sa définition des li-
mites entre les orientations des veines pour les classes de quartier et de faux-quartier. Dans
ce travail, nous prenons kË {#{#Î et `Ëû#Î . Ces caractéristiques quantifient la classifica-
tion des planches selon l’orientation des veines déjà décrite. Pour les pièces du quartier,

est maximum ; pour les pièces de faux-quartier, Ł est maximum et est beaucoup plus
grande que O , ou vice versa ; et enfin pour les pièces de dosse,  , Ł , et O ont des
valeurs similaires. En pratique, les divisions ne sont pas aussi nettes, ce qui nécessite l’uti-
lisation d’un classificateur statistique. Nous avons trouvé que la quatrième caractéristique
Ł
peut parfois aider à la discrimination dans un classificateur, surtout lorsque les deux
orientations possibles de faux-quartier appartiennent à la même classe.
9.3.2. Caractéristiques spatiales des orientations
Rugosité angulaire fDâ : Cette caractéristique prend en compte la variabilité entre des pixels






















, le dénominateur étant donc la superficie de cette image. Nous utilisons
une connexité de quatre et l’élément structurant carré de taille v pour le calcul du gradient.
Qualitativement, il est évident que cette caractéristique a une valeur plus petite pour une
pièce du quartier, dans laquelle toutes les veines ont plus ou moins les mêmes orientations,
et une valeur plus élevée pour une pièce de dosse.
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(a) (b) (c)
(d) (e) (f)
FIG. 9.13. – Calcul de la position du centre de la dosse pour (a) une pièce de quartier, et (d) une
pièce de dosse. Les images (b) et (e) sont des images de résumé de directions correspondantes.
La position des trois colonnes est indiquée sur les images binaires (c) et (f) par le cadre bleu.
Pour l’image e, 

ã`ËÍv et pour l’image f, 

ã`ËÍv"v .
Position du centre de la dosse   ã et p ã : Deux caractéristiques ont été définies pour ai-
der à distinguer la classe 2 de la classe 5 (figure 9.1). Si l’on regarde seulement les statis-
tiques des histogrammes de directions, on trouve que la proportion des veines horizontales
sur les pièces de la classe 2 n’est pas assez grande pour avoir un effet important sur ces
mesures plutôt globales. Les veines horizontales ont, par contre, la propriété d’être grou-
pées dans une région étroite, et les caractéristiques   ã et p ã prennent en compte cette
propriété.
Le procédé de calcul de ces caractéristiques est illustré dans la figure 9.13, dans laquelle les
images (a) et (d) sont les images de départ appartenant aux classes 5 et 2 respectivement, et
les images (b) et (e) sont des images de résumé de directions correspondant aux images (a)
et (d). On seuille d’abord l’image de directions pour en extraire les régions composées de
veines principalement horizontales. Les pixels choisis par ce seuil sont ceux qui satisfont
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les relations vdz"É Î Ł
Þ
ÂØ	Ù Ú
Å vd#É Î ou É Î 
Þ
ÂØ	ÙÛÚ
ÅoŁûÈ"É Î . Les figures 9.13c et 9.13f
sont les résultats binaires de ce seuil.
Ensuite, sur les images binaires, on trouve la position des trois colonnes voisines qui
contiennent le plus grand nombre de pixels de valeur 1. Ces colonnes sont indiquées sur
les figures 9.13e et 9.13f par un cadre bleu. La première caractéristique   ã prend la valeur
du nombre de pixels inclus dans les trois colonnes, et la deuxième, p ã , représente leur po-
sition. Cette position est calculée comme la distance horizontale (en pixels) entre le bord




Pourcentage de faux-quartier J : Pour certaines applications, il est nécessaire de déter-
miner si une planche contient des veines majoritairement verticales (quartier), mais avec
une fraction  spécifiée de faux-quartier en haut ou en bas. Par exemple, ¦Ë¬ÉÇﬁz implique
qu’on cherche à avoir des caractéristiques de faux-quartier dans 30% de la hauteur de la
planche, en haut ou en bas. La caractéristique conçue pour indiquer ce cas est calculée
d’une façon similaire à celle utilisée pour trouver le centre de la dosse. On seuille d’abord
l’image de directions pour créer une image binaire, qui indique les positions des pixels
dans l’image de directions satisfaisant £ÎÑ
Þ
Â Ø	Ù Ú




compte ensuite le nombre de pixels de valeur v dans la fraction spécifiée en haut et en bas
de l’image binaire, et on divise le supremum de ces deux valeurs par le nombre de pixels















































Å est la valeur du pixel à la position
ÂØ	Ù Ú






Pour être utile, cette caractéristique doit être utilisée avec la caractéristique Ł . Cette
dernière indique s’il existe assez de voisinages de type faux-quartier, et J+ en donne la
proportion qui se trouve dans la région spécifiée en haut ou en bas de la planche.
9.3.3. Caractéristiques des espacements des veines
L’espacement principal entre les veines «   : C’est le mode de l’histogramme de l’image
de résumé d’espacements. Il est calculé comme décrit dans la section 9.2.2.
La proportion des grands aux petits espacements  â  : Le mode ne donne pas de l’in-
formation sur la distribution des valeurs d’espacement des veines. La caractéristique  â 
est un simple indice de la dominance des espacements grands ou petits. Soit ã égal au
nombre de pixels, dans l’image de résumé d’espacements, de valeurs supérieures à zéro et
inférieure à la moitié de la taille du voisinage, et soit ) le nombre total de pixels de valeurs
supérieures à zéro dans cette image. Cette caractéristique est alors définie comme ¬ ­ . Les
pixels de valeur zéro sont ignorés parce qu’ils représentent les voisinages dans lesquels
l’espacement n’est pas calculable. Cette caractéristique donne, en effet, la proportion de
voisinages qui contient de petits espacements des veines.
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A&F A&O A&R F&O F&R O&R A&F&O&R
77 70 75 68 81 76 57
TAB. 9.3. – Les pourcentages de pièces dans la base de données du merisier classées selon la
texture dans la même classe par quatre personnes A, F, O et R. La notation «x&y» indique le
pourcentage de pièces mises dans la même classe par la personne x et la personne y.
9.3.4. Caractéristiques locales
Les caractéristiques décrites précédemment peuvent aussi être calculées dans des sous-régions
des images de résumé. Par exemple, si on souhaite trouver des pièces qui se ressemblent unique-
ment dans les régions proches des bords qui se toucheront après l’assemblage d’un panneau,
il suffit de calculer ces caractéristiques uniquement dans les zones de bord. Nous avons défini
quatre zones de bord (haute, basse, gauche et droite), chacune ayant une épaisseur de cinq pixels
dans les images de résumé. Il est à noter que toutes les caractéristiques n’ont pas forcément un
sens si elles sont calculées dans une sous-région, par exemple la position du centre de la dosse
p
ã ne peut pas fonctionner comme prévu si elle est contrainte à être calculée dans des zones à
gauche ou à droite de la pièce.
9.4. Expériences de classification selon la texture
Comme pour les expériences de classification par couleur de la section 8.3, nous considérons
d’abord une classification manuelle pour pouvoir ensuite juger de la performance d’un classifi-
cateur automatique. Ensuite, les résultats des expériences de classification et d’appariement sont
donnés.
9.4.1. Classification manuelle
Pour déterminer les limites de la classification automatique des pièces selon la texture, une
expérience de classification manuelle, semblable à celle de la section 8.3.1, a été faite sur la base
de merisier. Quatre personnes (A, F, O et R) ont effectué une classification des planches selon les
six classes définies par les schémas de la figure 9.1. Les résultats, montrés dans le tableau 9.3,
indiquent qu’il y a même moins d’accord entre les personnes que pour la classification par cou-
leur (seulement 57% des pièces ont été classées identiquement par les quatre personnes). Ces
résultats démontre que la classification par texture est encore plus subjective que la classification
par couleur, la texture étant une caractéristique plus complexe que la couleur.
9.4.2. Classification automatique
Dans cette section, la classification automatique des planches selon leur texture (en utilisant
les caractéristiques définies précédemment) est examinée. Avant de regarder les résultats des ex-
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périences de classification, nous examinons la capacité de certaines des caractéristiques à séparer
les différentes classes de texture.
Capacité des caractéristiques
Les caractéristiques qui ont été initialement prévues pour la tâche de classification selon la
texture sont ® , ¯ , °+±p² et ³`´cµ . Nous considérons graphiquement la capacité de ® et de ¯ à séparer
les pièces en cinq classes de texture, celles de la figure 9.1 (la classe 1 est exclue à cause d’un
manque d’exemples dans les bases de données). La classification de référence du merisier a été
faite en regardant les résultats de la classification manuelle décrite précédemment, avec l’appar-
tenance déterminée par la décision majoritaire pendant cette classification. La classification de
chêne a été faite par une seule personne. La figure 9.14a montre le graphe de ¯ par rapport à ®
pour le merisier, et la figure 9.14b le graphe correspondant pour le chêne.
Sur le graphe de ¯ par rapport à ® pour le merisier, une progression de ® de ¶ à · est visible
pour les classes ¶ , ¸ et ¹ . La plupart des valeurs de ¯ pour les classes ¸ et ¹ sont entre º!¶¢» et ·W¶¶!» .
De plus, les valeurs de ¯ pour la classe ¼ se trouvent en-dessous de ½!¶¾» , et celles de la classe ¿
au-dessus de ½!¶F» . Cette distribution est ainsi bien en accord avec les définitions des classes.
Pour le chêne, on voit encore la même structure de classes, mais le recouvrement entre les
classes est pire. Ceci peut être attribué au fait que la texture de chêne est plus bruitée, et que les
veines sont moins bien marquées que celles de merisier.
Il est instructif d’examiner quelques pièces de bois pour lesquelles les valeurs de ces deux
caractéristiques ne sont pas en accord avec la classification manuelle. Commençons par le meri-
sier, pour lequel quatre pièces, correspondant à des points particulièrement atypiques dans leurs
classes dans la figure 9.14a, sont exhibés dans la figure 9.15. L’image de la figure 9.15a a été
classée manuellement dans la classe 2 à cause des veines en forme de flamme. La plupart des
veines ont néanmoins une orientation de moins de ½!¶ » , et celle-ci combinée avec la grande va-
riation dans l’orientation des veines arrive à écarter cette planche des autres de son groupe dans
la figure 9.14a. La figure 9.15b contient des veines avec des orientations plus grandes et plus
petites que ½!¶F» . Un humain, après avoir vu le schéma de la classe (figure 9.1d), a tendance à
classer cette pièce dans la classe 3 à cause de la direction de la courbure des veines. La moyenne
de l’orientation ¯ , qui ne prend évidemment pas en compte la courbure, montre que la plupart
des orientations sont plus grandes que ½!¶¾» , mais la faible valeur de ® indique qu’il y en a une
grande variation. Les figures 9.15c et 9.15d montrent des cas où les pièces exhibent de grands
écarts entre les veines. Un humain n’a pas de problème à distinguer les veines, et fait ainsi son
classement basé sur les veines visibles. Selon la taille de voisinage utilisée, par contre, il peut
n’y avoir aucune intersection avec une veine, les orientations trouvées dans ces cas étant plus ou
moins aléatoires.
La figure 9.16 montre quatre pièces de chêne pour lesquelles les caractéristiques ne corres-
pondent pas au classement manuel. L’image de la figure 9.16a montre des veines qui ont évidem-
ment des formes d’ellipse, mais les traces minérales superposées sont détectées pour donner une
structure fortement verticale à la pièce selon les statistiques calculées. La figure 9.16b contient
des structures de flamme associées avec la classe 2, mais elles ne contiennent pas assez de veines
horizontales pour être détectées par les statistiques globales. La figure 9.16c montre des pro-






































FIG. 9.14. – Graphes de ¯ par rapport à ® pour les bases de (a) merisier et (b) chêne divisées en
cinq classes. La forme et couleur de chaque point indiquent la classe.
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FIG. 9.16. – Quatre pièces de chêne avec des valeurs de à et de á qui ne correspondent pas à la
classe choisie à la main. La classe et les valeurs de à et de á sont données en dessous de chaque
image.
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blèmes dûs à la courbure des veines similaires à ceux décrits pour la figure 9.15b. Dernièrement,
la figure 9.16d, qui montre un veinage fortement vertical, contient des structures plutôt horizon-
tales, comme la maille, qui ont pour résultat une valeur de ® plus petite que les autres pièces
de la même classe. Pour le chêne, il n’est pas rare que les statistiques soient perturbées par des
structures supplémentaires visibles sur le bois.
On voit qu’une séparation de classes est possible avec les caractéristiques statistiques glo-
bales, mais vu les limitations indiquées dans cette section, nous utilisons aussi les caractéristiques
plus locales de °+±â² et de ³`´cµ pour améliorer la séparation.
Classification
Une classification automatique des bases de merisier et de chêne en cinq classes a été faite
par un classificateur de distance Mahalanobis. Quelques essais du classificateur ont montrés que
les caractéristiques ãä´ , ãäå et ãçæ donnent de meilleurs résultats que ® et ¯ , et enlèvent éga-
lement la nécessité de traiter des valeurs angulaires. En bref, un vecteur de cinq caractéristiques






æ , °+±â² et ³¾´cµ . La méthode
de validation croisée par «leave-one-out» est utilisée pour éviter d’avoir la même planche dans
les bases d’apprentissage et d’analyse. Du fait de la petite taille des bases de données, on fait
l’hypothèse d’une matrice de covariance globale. Le classificateur a placé une planche dans la
même classe que le classement de référence dans 71% des cas pour le merisier, et dans 64% des
cas pour le chêne. Les matrices de confusion pour la classification des bases de merisier et de
chêne sont données dans le tableau 9.4. Ces niveaux d’accord sont similaires à ceux obtenus dans
l’expérience de classification manuelle.
Le grand recouvrement entre les caractéristiques des différentes classes de chêne, rendu vi-
sible dans le graphe de la figure 9.14b, est aussi évident dans les résultats de cette classification
automatique. Pour le chêne, les planches attribuées manuellement à la classe ¶ sont distribuées
parmi les autres classes, et une grande proportion de membres des autres classes est placée au-
tomatiquement dans la classe ¶ . Ceci montre que cette classe n’est pas bien délimitée pour le
chêne. Pour les deux espèces de bois, l’erreur la plus grande est due aux pièces de la classe ¸ qui
sont automatiquement mises dans la classe ¹ , même avec l’utilisation de la caractéristique ³¾´cµ
pour améliorer la séparation entre ces deux classes. Ceci montre peut-être que l’existence d’une
classe de transition entre les classes ¶ et ¹ n’est pas justifiée. Si on fusionne les classes ¸ et ¹ dans
les matrices de confusion de texture, le pourcentage d’accord entre les classifications manuelles
et automatiques monte à 81% pour le merisier, et à 74% pour le chêne.
9.4.3. Appariement automatique
Deux méthodes ont été essayées pour l’appariement automatique, la première étant similaire
à celle utilisée pour l’appariement selon la couleur (appariement par distance), et la deuxième est
basée sur la définition de règles d’appariement par l’utilisateur (appariement par règles).
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MERISIER
M\A 0 2 3 4 5
0 25 3 0 3 0
2 9 28 0 1 14
3 1 2 18 1 1
4 1 1 1 16 2
5 1 1 0 2 21
CHÊNE
M\A 0 2 3 4 5
0 7 4 3 1 5
2 3 14 4 5 13
3 1 0 9 0 1
4 2 1 0 10 2
5 5 1 0 1 54
TAB. 9.4. – Les matrices de confusion pour la classification automatique en cinq classes de
texture pour le merisier et le chêne. Dans ces matrices, le numéro à la ligne è et la colonne é
indique le nombre de planches qui ont été mises dans la classe è à la main, et dans la classe é par
l’algorithme de classification.
Appariement par distance
Pour cette méthode, nous utilisons les douze caractéristiques de texture définies dans la sec-
tion 9.3. Une distance de Mahalanobis est utilisée pour quantifier la distance entre les deux vec-
teurs de caractéristiques. La détermination de la matrice de covariance est faite de la même façon
que pour l’appariement selon la couleur, avec l’utilisation d’une matrice diagonale de variances
calculées à partir de la base entière. Pour trouver les pièces de la base les plus semblables à une
pièce sélectionnée, elles sont triées selon la distance de Mahalanobis. Quelques résultats de cet
appariement sont montrés dans la figure 9.17a, b, e et f (les images sont en niveau de gris pour
éviter que l’œil ne soit distrait par les couleurs). Notons qu’on cherche toujours la pièce la plus
proche de celle de droite du groupe (après avoir trouvé la deuxième pièce, on cherche la pièce
qui est la plus proche d’elle, etc).
Appariement par règles
Avec cette approche, on est libre de créer autant de règles souhaitées pour définir un bon
appariement de deux pièces. Nous avons défini deux règles sur les caractéristiques locales cal-
culées sur les bords gauches et droites d’une pièce (voir section 9.3.4). Les règles sont basées
seulement sur les caractéristiques de statistiques circulaires ® et ¯ et sur la proportion des grands
à petits espacements de veines æw²æ . Nous utilisons la notation ®eê , ¯ﬀê et æ¢²+æ¢ê pour indiquer les
caractéristiques calculées sur le bord gauche, et ®ìë , ¯ë et æw²æâë pour celles sur le bord droit. Étant
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(a) Distance (b) Distance
(c) Règles (d) Règles
(e) Distance (f) Distance
(g) Règles (h) Règles
FIG. 9.17. – Résultats d’un appariement selon la texture. Les images (a)–(d) sont du merisier, et
les images (e)–(h) sont du chêne. La méthode utilisée pour l’appariement est indiquée en dessous
de chaque image, et une explication plus détaillée de chaque méthode se trouve dans le texte.
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dans le deuxième critère indique l’angle aigu entre les deux valeurs angulaires
(équation 2.4). Le premier critère assure que les espacements entre les veines sont plus ou moins
similaires, et le deuxième que les pièces ayant une faible variabilité d’orientation ont des orien-
tations similaires. La différence d’orientation permise est calculée en fonction de la moyenne des
deux valeurs de ® . Si cette moyenne est petite, il existe déjà de grandes différences d’orientation
sur une pièce, et de grandes différences d’orientation entre les pièces sont permises.
Les résultats d’un appariement par règles sont exhibés dans la figure 9.17c, d, g et h (on
cherche également à chaque fois la pièce la plus proche de celle de droite du groupe). Cette mé-
thode ne donne pas une indication de la meilleure combinaison possible, et nous prenons donc
toujours la première pièce trouvée dans la base qui ressemble à la pièce de gauche selon les
règles utilisées. Si cette méthode est utilisée seule, ce manque de mesure de compatibilité peut
apparaître limitant, mais ce genre de mesure binaire est facile à combiner avec un appariement
selon la couleur — il suffit de chercher parmi toutes les pièces qui satisfont aux règles d’appa-
riement de texture pour trouver celle ayant la couleur la plus proche. Des résultats de ce type
d’appariement selon la couleur et par texture sont montrés dans le chapitre 10.
Notons que, pour les deux algorithmes présentés, l’algorithme d’appariement par distance
prend en compte la texture globale, tandis que l’algorithme d’appariement par règles considère
seulement les zones près des bords qui se touchent. Cette configuration n’est d’ailleurs pas obli-
gatoire, et d’autres caractéristiques locales ou globales peuvent être prises en compte par ces
algorithmes.
9.5. Conclusion
Il est clair, même si on juge seulement par le nombre de pages consacré à chacun des deux
derniers chapitres, que la classification automatique et l’appariement automatique selon la texture
sont des tâches plus complexes que les mêmes tâches appliquées à la couleur. Pour la couleur,
il existe des méthodes rigoureuses pour déterminer la similarité de deux couleurs, mais pour la
texture, sa définition est beaucoup plus subjective.
Le premier problème avec la description d’une texture est de choisir une méthode parmi
les nombreuses décrites dans la littérature. Pour le bois, ce choix est légèrement simplifié par
le fait qu’il est caractérisé par une texture orientée classique, ce qui a guidé notre choix vers
un algorithme de description. Les définitions des classes traditionnelles de texture (la dosse, le
faux-quartier et le quartier) sont basées sur la distribution des orientations des veines, ce qui im-
plique que le calcul des caractéristiques de l’orientation est suffisant pour ce genre d’application.
Pour l’appariement, par contre, il est souhaitable de pouvoir quantifier en plus l’espacement des
veines, pour lequel un nouvel algorithme a été développé, et dont le bon comportement a été vé-
rifié par quelques expériences. Un inconvénient de cet algorithme est la limite sur l’espacement
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mesurable imposée par la taille du voisinage, même si l’algorithme indique clairement quand
cette limite est dépassée. Si des mesures plus précises des grands espacements des veines sont
désirées, une approche simple sera d’agrandir le voisinage. Cet agrandissement peut cependant
entraîner une augmentation de la probabilité d’avoir des orientations non uniformes dans un voi-
sinage. Une suggestion pour surmonter ce problème est d’employer un algorithme de propaga-
tion de régions pour grouper des voisinages adjacents qui ont des orientations proches, et ensuite
d’appliquer l’algorithme de détermination de l’espacement du groupe. Dans le cadre de l’assem-
blage de panneaux, l’algorithme d’appariement n’est pas trop gêné par le manque d’information
précise sur les grands espacements des veines, car une égalité précise entre les espacements de
deux planches voisines n’est pas nécessaire, surtout quand les veines sont très écartées.
Les algorithmes de description de la texture présentés dans ce chapitre sont destinés à être
utilisés dans des processus industriels pour lesquels la vitesse d’exécution est importante, et
nous considérons brièvement cet aspect. L’algorithme de calcul d’orientations est assez simple,
et une version qui évite l’utilisation de beaucoup d’opérateurs trigonométriques est donnée dans
la section 3.3.1. Dans les cas où des voisinages qui se recouvrent sont utilisés, il est possible de
programmer l’algorithme pour calculer les sommes seulement une fois dans chaque sous-région
qui fait partie de plusieurs voisinages. La méthode pour déterminer l’espacement des veines est
basée sur les matrices de co-occurrence. Pour une application dans laquelle la vitesse d’exécution
est importante, il existe quelques simplifications. Le premier avantage inhérent à la formulation
de l’algorithme est que la matrice est calculée pour une seule orientation. Deuxièmement, il n’est
pas obligatoire de calculer la matrice entière si une valeur globale du nombre de lignes de matrice
 est utilisée. Dans ce cas, il est possible de construire le profil uni-dimensionnel directement à
partir des pixels du voisinage.
En résumé, nous avons présenté une méthode très flexible pour la description de la texture du
bois. À partir des images de résumé de l’orientation et d’espacements des veines, on peut définir
des caractéristiques adaptées à plusieurs applications. Nous avons présenté des caractéristiques
destinées à distinguer les classes traditionnelles de texture de bois, avec des résultats de classi-
fication automatique comparables au niveau d’accord obtenu entre des classificateurs humains.
Avec ces caractéristiques, il est aussi possible de définir des règles d’appariement de panneaux
qui peuvent répondre à beaucoup de goûts subjectifs.
Il reste pourtant des extensions à faire à ce travail. La description actuelle de la texture est
incapable de quantifier la courbure des veines, caractéristique qui pourtant peut aider dans la
distinction entre la dosse et le quartier2. Finalement, le développement des méthodes pour mi-
nimiser l’influence sur les images de résumé des structures de chêne ne faisant pas partie du
veinage, est important afin d’améliorer les résultats de la classification. Un bon algorithme pour
la détection de la maille serait intéressant, non pas uniquement pour supprimer l’effet de la maille
sur les images de directions, mais aussi pour profiter du fait que la maille se trouve seulement sur
les pièces de quartier (pour ainsi améliorer la classification automatique). Il est d’ailleurs pos-
sible que les méthodes directionnelles de détection de défauts décrites dans le chapitre 3 puissent
contribuer à la solution de ce problème.
2La méthode de calcul de courbure proposée par Serra [95, page 370] a été essayée sans succès.
10. Appariement selon la couleur et la
texture
Dans la deuxième partie de cette thèse, nous avons traité séparément l’appariement de pièces
de bois selon leur couleur ou leur texture. Pour un système industriel d’appariement de planches,
il est évidemment nécessaire d’utiliser ces deux caractéristiques ensemble. Pour cette raison,
nous présentons finalement un algorithme d’appariement qui prend en compte la couleur et la
texture, ainsi que quelques résultats.
L’algorithme d’appariement selon la couleur des planches est discuté dans le chapitre 8. Nous
décrivons les caractéristiques colorimétriques dans l’espace couleur TLC présenté dans le cha-
pitre 4. Cet espace est utilisé à la place d’un espace calibré (l’espace L*a*b*, par exemple) parce
que toutes les images sont prises dans les mêmes conditions d’éclairage avec la même caméra.
Pour mesurer la différence de couleur entre deux planches dans cet espace, nous avons sug-
géré l’utilisation d’une distance de Mahalanobis entre les vecteurs de caractéristiques de chaque
planche, où chaque vecteur contient les moyennes et les écart-types des trois composantes de
l’espace TLC. Les écart-types servent à caractériser le contraste des veines sur une planche.
La texture des planches, une caractéristique plus difficile à décrire quantitativement, et intro-
duite dans le chapitre 9. Nous avons choisi de décrire la texture en fonction des caractéristiques
des veines, de leurs orientations et de leurs espacements. Les veines de bois forment une texture
orientée classique dont les orientations sont faciles à calculer avec les algorithmes de description
de ce genre de texture (section 3.3). Les espacements des veines sont plus difficiles à déterminer,
et nous avons présenté un nouvel algorithme pour réaliser cette tâche (section 9.2).
Deux méthodes destinées à quantifier la similarité des textures de deux planches ont été
présentées. La première est analogue à la mesure de différence de couleur, c’est la distance de
Mahalanobis entre les vecteurs contenant chacun douze caractéristiques de texture. La deuxième
est une simple mesure binaire qui indique si deux planches peuvent être mises ensemble à l’aide
de règles de compatibilité de texture pré-définies.
Pour pouvoir faire un appariement selon la couleur et la texture, il est nécessaire d’associer
une mesure de différence de couleur avec une mesure de différence de texture. La combinai-
son de deux mesures de distance de Mahalanobis est difficile car il est nécessaire de spécifier
deux seuils de distance en dessous desquels les planches sont considérées comme étant compa-
tibles. La multitude de différences visuelles de texture possibles entre deux planches de bois est
d’ailleurs difficile à quantifier intuitivement par une seule mesure de distance. L’approche par
règles d’appariement de texture a l’avantage d’être plus facile à visualiser et plus facile à asso-
cier avec l’appariement des couleurs. Dans la base de données, après la sélection de la première
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planche, il suffit de trouver toutes les pièces qui lui sont compatibles selon les règles de texture
définies, et de choisir parmi ces possibilités la pièce qui présente une couleur la plus proche à la
planche sélectionnée.
L’algorithme d’appariement selon la couleur et la texture est présenté en détail dans l’algo-
rithme 1. Quelques résultats de cet algorithme sur les bases de merisier et de chêne sont montrés
dans la figure 10.1. Comme pour les autres exemples de ce type, l’algorithme choisit toujours la
pièce dans la base qui est la plus proche à celle du droite du groupe. Les règles d’appariement de
texture utilisées sont celles décrites dans la section 9.4.3.
Algorithme 1 Algorithme d’appariement selon la couleur et la texture dans une base de données
d’images de bois.
Entrée :
1. Base de données d’images de bois.
2. Jeu de règles d’appariement de texture.
3. Une planche  choisie par l’utilisateur dans la base de données (cette planche est enlevée
de la base).
4. Le nombre de planches  dans un panneau.
Sortie : Un panneau composé de  planches.
Début :
1. Pour chaque planche dans la base :
a) Calcul des caractéristiques de couleur (section 8.2).
b) Calcul des caractéristiques de texture (section 9.3).
2. è	
 ·
3. Répétition jusqu’à ce que è
 
a) Recherche de toutes les planches dans la base qui sont compatibles avec la planche
 selon les règles d’appariement de texture (9.4.3).
b) Parmi les planches compatibles en texture, la planche avec la couleur la plus proche
de  est sélectionnée (section 8.3.3).
c) Cette planche est enlevée de la base et devient la planche  ú  .
d) è
 è ·
4. Le panneau est formé des planches 	 ý  ô0ô ô dans cet ordre.
Fin





FIG. 10.1. – Résultats d’un appariement selon la couleur et la texture. Les images (a)–(d) sont
du merisier, et les images (e)–(h) sont du chêne.
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11. Conclusion
Nous présentons, dans la deuxième partie de cette thèse, une approche pour résoudre un
problème industriel concret, celui de l’appariement automatique de planches de bois selon la
couleur et la texture pour assembler des panneaux. L’approche basée sur la couleur est similaire
à d’autres méthodes déjà présentées dans la littérature, mais l’approche basée sur la texture est
la première qui est développée à partir des caractéristiques de base de la texture de bois, comme
l’orientation et l’espacement des veines. Les méthodes développées présentent en plus l’avantage
d’être très flexibles, car l’algorithme de calcul de caractéristiques est divisé en quelques étapes
indépendantes. La première est le calcul des images de résumé de directions et d’espacements des
veines. Ces images permettent, dans une deuxième étape, de définir un jeu de caractéristiques de
texture qui peut être adapté selon la tâche de classification ou d’appariement à accomplir. Dans
la dernière étape, nous définissons des règles d’appariement basées sur ces caractéristiques qui
permettent l’adaptation de l’algorithme d’appariement aux besoins et aux goûts esthétiques d’une
grande gamme d’utilisateurs.
Pour les résultats présentés, nous considérons uniquement la construction de panneaux avec
une largeur de plusieurs planches, mais avec seulement une planche de hauteur. L’algorithme est
néanmoins facilement extensible pour faire l’appariement de planches en hauteur et en largeur.
Une machine prototype qui utilise les caractéristiques de couleur et de texture pour faire une
classification de planches a été construite. Cependant, une machine d’appariement automatique
est plus complexe à mettre en œuvre, le processus d’appariement étant plus difficile à gérer. Par
exemple, on ne sait jamais si la prochaine planche qui passe dans la machine sera compatible
avec un des panneaux en cours de construction dans un nombre fini de boites de sortie. Ce
genre de processus de construction dynamique de panneaux et sa relation à des paramètres de
compatibilité de couleur et de texture des planches reste à être étudié plus en détail.
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A. Conversions entre les espaces
couleur RVB et L*a*b*
La transformation de l’espace RVB vers l’espace L*a*b* nécessite un passage par l’espace
XYZ. C’est pendant la transformation de RVB vers XYZ que les caractéristiques de l’appa-
reil d’acquisition d’image ou l’appareil de visualisation ainsi que les conditions d’éclairage sont
prises en compte. Une démonstration de la transformation de l’espace RVB vers l’espace XYZ est
donnée dans la section A.1. Elle montre comment on prend en compte n’importe quel ensemble
de couleurs primaires et référence de blanc. Pour les lecteurs pressés, une matrice pour la trans-
formation de l’espace RVB vers l’espace XYZ pour un ensemble de primaires et référence de
blanc souvent utilisé est donnée dans la section A.2. Les autres transformations nécessaires sont
XYZ vers L*a*b* (section A.3) et les transformation inverses, L*a*b* vers XYZ (section A.4)
et XYZ vers RVB (section A.5). Le contenu de cette annexe vient principalement de Poynton
[84] et de Wyszecki et Stiles [118].
A.1. Démonstration de la conversion de RVB vers XYZ
A.1.1. Couleurs primaires et référence de blanc




























où ®(" , $" et '(" sont des valeurs de tristimulus.
Dans le cadre de la colorimétrie, une représentation bi-dimensionnelle est souvent utilisée,
dans laquelle les coordonnées des couleurs sont données dans le plan ®*+$,*' 
 · . Ces
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CIE-V ¶¢ô#¸3.¼3.40 ¶¢ô.¾·5.+¿w· ¶¾ô#¶!¶º!º!¼
CIE-B ¶¢ô ·6030F¹º ¶¢ô#¶¶!º!º30 ¶¢ôÑºF¸f¿R¹40
Rec.709-R ¶¢ô70¿F¶ ¶¾ô#¼!¼¶ ¶¢ô#¶¼!¶
Rec.709-V ¶¢ôÑ¼!¶!¶ ¶¢ô70!¶!¶ ¶¢ô ·W¶!¶
Rec.709-B ¶¢ô ·¹¶ ¶¾ô#¶30¶ ¶¢ô/.f½!¶
TAB. A.1. – La CIE [118] et Rec. 709 [84] coordonnées de chromaticité primaires.



















En 1931, pour surmonter les insuffisances du système RVB, la CIE a introduit un nouveau sys-



















Les coordonnées de chromaticité des trois CIE-RVB stimuli primaires et les stimuli primaires
standards (Rec. 709 [14]) pour la télévision à haute définition (HDTV), qui sont proches de ceux
des écrans d’ordinateurs, sont données dans le tableau A.1.
Pour spécifier complètement un système de coordonnées XYZ, les coordonnées des trois
stimuli primaires et la référence de blanc doivent être connus. La référence de blanc correspond
à la couleur obtenue quand les valeurs de ® , $ et ' sont à leurs maxima. Les coordonnées de
quelques illuminants standards de la CIE, et les coordonnées de la référence de blanc du standard
Rec. 709 sont données dans le tableau A.2. Si la référence de blanc d’une image est inconnue, il
existe des méthodes qui peuvent être utilisées pour faire un estimation [16, 92].
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í ï -
CIE-Illuminant A (lampe à filament de tungsten) ¶¢ô ¿!¿E.!¹3. ¶¢ô ¿F¶1.f¿R¹ ¶¢ô · ¿!¿F½º
CIE-Illuminant B (lumière de soleil directe) ¶¢ô#¼f¿Fº¿R¸ ¶¢ô#¼!¹¾·F0¢· ¶¢ô#¸½!½!½1.
CIE-Illuminant C (lumière de jour) ¶¢ôÑ¼¢·W¶!¶40 ¶¢ôÑ¼¢·F0¢·60 ¶¢ôÑ¼1.¼3.º
Rec.709 G#HJI ¶¢ôÑ¼¢·¸4. ¶¾ô#¼F¸f½!¶ ¶¢ô#¼!¹ºF¸
TAB. A.2. – Les coordonnées de chromaticité de quelques illuminants standards de la CIE [118]
et la référence de blanc du standard Rec. 709 [84].
Les coordonnées de chromaticité K íMLNï3LPO des illuminants CIE D (lumière du jour) avec une
température de couleur QMR peuvent être calculées en utilisant les formules suivantes [118]. Pour





















































L’illuminant de lumière du jour GDHJI de la CIE a une température de couleur d’approximativement
6504K.
A.1.2. Transformation entre deux systèmes de couleurs primaires
Une transformation entre deux systèmes de couleurs primaires est linéaire. La relation entre


















où X est une matrice ¼ZY ¼ avec des colonnes qui donnent des valeurs de tristimulus des primaires
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Nous connaissons les coordonnées de chromaticité des primaires. Les valeurs de tristimulus sont




































































































































À la référence de blanc, ®,
$g
,'&
 · , et la luminance prend sa valeur maximum de · . Les
















































































































































¶¢ô70¿F¶ ¶¢ôÑ¼!¶!¶ ¶¢ô ·¹¶
¶¢ôÑ¼!¼!¶ ¶¢ô70!¶!¶ ¶¢ôÑ¶30!¶










































¶¢ô0f¿F¶ ¶¢ô#¼¶!¶ ¶¢ô ·W¹¶
¶¢ô#¼¼!¶ ¶¢ô0¶!¶ ¶¢ô#¶40!¶














¶¢ôÑ¿¢·¸f¿R¹¼ ¶¾ô#¼F¹4.!¹º!¶ ¶¢ô ·Wº!¶¿F¸¼
¶¢ô
¸`·¸401.¾· ¶¾ô/.¾·W¹¾·F0!¶ ¶¢ôÑ¶1.!¸¾·60!½
¶¢ô#¶¾·W½!¼!¼¿ ¶¾ô ·!· ½¢·W½!¼ ¶¢ôÑ½F¹¶F¸¸3.
ﬀ
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Pour démontrer l’effet de la référence de blanc sur la matrice de transformation, la matrice










A.2. RVB vers XYZ
La transformation de RVB vers XYZ avec les primaires et la référence de blanc G(HJI du









¶¢ô ¿w·¸+¿R¹¼ ¶¢ôÑ¼F¹3.!¹fº!¶ ¶¢ô · º!¶¿R¸¼
¶¢ô#¸¾·¸201.¾· ¶¢ô.¾·¹¾·60!¶ ¶¢ô#¶3.!¸¾·F0!½







A.3. XYZ vers L*a*b*
Cette transformation a déjà été donné au chapitre 4, mais elle est redonnée ici pour que cette
annexe soit complète.






































































































sont les coordonnées de la référence de
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A.4. L*a*b* vers XYZ
Notons que la conversion de l’espace L*a*b* vers l’espace XYZ est destinée à être utilisée
pour la visualisation des images, parce qu’il est possible que de l’information soit perdue dans







sont plus grandes ou plus petites que le seuil ¶¢ô#¶¶!º!ºF¹40 , et ainsi quelle formule a
été utilisée pour la conversion à l’espace L*a*b*. Dans cette conversion, nous utilisons le fait
qu’une valeur de 




























































A.5. XYZ vers RVB
La transformation de XYZ vers RVB pour les même primaires et référence de blanc que pour
































Dans cette annexe, nous présentons des discussions plus profondes des concepts mathéma-
tiques qui ont été introduits dans le texte, mais dont un exposé détaillé aurait interrompu la
continuité.
B.1. Partitions connexes
Dans la section 2.7, la définition d’une partition connexe est présentée. Ici, on redonne la
définition, suivie d’une considération du treillis engendré par la famille de partitions connexes.
Une partition de l’espace de travail © pour laquelle chaque classe est connexe est une appli-
cation ª«©!¬ ­AK®©O , avec une connexité ¯ définie sur ­[K®©DO , telle que pour tout les points í
et ï de © :
1. ís°±ª*KíWO
2. í³²









définit un ordre sur les partitions, d’où on dérive un treillis. Lorsqu’on se limite à la famille Ã r
des partitions à classes connexes, cette relation d’ordre reste valide, mais engendre un treillis
différent. Ainsi toute famille ÄÅªeÆè°sÇÈ de partitions connexes admet dans Ã r une plus grande






ª*K íWO n’est autre que la composante connexe de l’intersection des ªkK íWO qui contient le point í .
De même, la classe au point í du supremum des ªe est la composante connexe en í du plus petit
ensemble qui soit réunion de classes de ª , et aussi de ª ý , etc., et qui contienne le point í .
B.2. Fermetures cycliques sur des partitions
Dans la section 2.7, la notion de partition indexée est introduite. La définition est reproduite




Définition B.2.1. Une partition indexée sur un espace © , indexée par un nombre fini Ë , est une
application ªﬂE©£¬Ì­AKÍ©DO avec une fonction Î 3­AK®©O¬ B·39¸j ô ô ômË

qui associe un indice













Les Ë ensembles associés au jeu d’indices (couleur, direction, ...) se nomment les phases, et la
phase XÓ est la réunion des classes associées à l’indice è
XÓM
¢Ô Ä5ª¡K íèÕOM7í»°±©È (B.1)
Comme tout point í}°Ö© doit être associé à un indice, il y a seulement Ë
ñ
· valeurs
d’indice indépendantes — si l’on connaît la position de Ë
ñ
· phases, l’implantation de la Ë ème
est forcément connue. Limitons nous alors aux Ë
ñ
· premiers indices, et considérons la relation
×

























L’ensemble Ã des partitions à Ë indices est le treillis produit des Ë treillis associés aux ordres de
la relation B.2. Ce treillis est loin d’être unique puisque la Ë ème phase y joue un rôle particulier,
pour lequel on aurait pu aussi bien prendre l’une quelconque des autres phases.
Les ordres sont-ils vraiment tous différents les uns des autres, du point de vue qui nous
préoccupe, à savoir celui des transformations, et en premier lieu des transformations croissantes ?

































Par conséquent, si l’application ß est croissante pour l’un des treillis Ã elle est alors croissante
pour les autres, qui en définitive jouent tous le même rôle. D’où la proposition
Proposition B.2.2. Étant donné un espace arbitraire © et une famille finie Ë d’indices, l’en-
semble Ã des partitions indexées de © se structure en treillis complet pour chaque ordre défini
par le système B.2 et pour tous ceux qui s’en déduisent par permutation des indices ou change-
ment de sens des inégalités. Toute application ß&Ãã¬ Ã croissante pour l’un de ces ordres
l’est pour tous les autres.
B.3. Propriétés pour «rester dans la famille»
Dans la section 5.2, nous introduisons une proposition sur les propriétés d’un treillis pour
que le supremum et l’infimum d’une famille d’éléments de ce treillis fassent partie de la famille.
Cette proposition (de J. Serra [45]) est discutée en plus de détail et une démonstration est donnée.
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On sait que les opérations morphologiques s’expriment comme produits de suprema et d’in-
fima d’éléments du treillis d’étude. Quand il s’agit des fonctions numériques de ä  ou å  , qui
forment un espace vectoriel, on y adjoint l’addition et la multiplication. En pratique on est donc
toujours ramené à prendre la plus grande ou la plus petite valeur d’une famille finie de nombre,
valeur qui appartiennent, bien sûr, à la famille.
Or dès que l’on prend pour treillis æ le produit de deux treillis numériques, disons ® et $ pour
rouge et vert, la propriété cesse d’être vrai. Le supremum de K °3
 ·W¶³1Â
 ·5O et KD° ý 
 ·3³ ý 
 ·W¶1O
est K· ¶ ·W¶1O , différent des deux opérandes. La proposition suivante indique sous quelles condi-
tions se vérifie la bonne propriété de «rester dans la famille». Nous la formulons dans le cadre un
peu général d’un treillis compact à ordre fermé, qui à l’avantage de modéliser tous les espaces
couleur et aussi le fait qu’on peut se placer dans ä  ou dans å  . Un treillis æ est dit topolo-
gique lorsqu’on l’a équipé d’une topologie, et son ordre est fermé si deux familles ÄWíÆï2Æè¸°sÇÈ
vérifient í
ó
ïÅÕ íM¬ ímï2W¬ ï dans æ , alors í
ó
ï .
Une famille ÄWíJè°sÇÈ dans un treillis æ est filtrante croissante (resp. décroissante) si l’en-





íjç (resp. íè íjç )
2. Pour tout è|ée°sÇ , il existe un é½°sÇ plus grand que è et é .
Rappelons d’autre part que dans un treillis complet æ , la notion de limite monotone d’une famille








purement algébrique, ne met en jeu aucune topologie [67, page 16].
Enfin, Matheron a montré que lorsque le treillis complet æ est totalement ordonné, il admet
une unique topologie qui le rende compact et à ordre fermé (C.O.F.) [67, critère 6-1]. Cette
topologie vérifie les deux propriétés équivalents suivantes [67, théorème 5-2]
1. Les limites monotones et topologiques coïncident (i.e. l’équation B.3 équivaut à MM¬ å ).
2. Quand la famille ÄÅEÍÈ est fermée dans æ , les opérations Ä5EÕÈ¬ ê¸3 et ÄÅ1ÆÈ¬ ë¸3 sont
continues.
Ces préalables nous conduisent à la propriété que nous avons en vue ici, à savoir
Proposition B.3.1. Soit æ un treillis complet, et ÄÅJè¸°·ÇÈ une famille quelconque d’éléments
de æ , avec å r 
 ë¸3 et å·	
 ê¸3 . Les éléments å r et å· appartiennent à la famille ÄÅÆÈ , finie
ou non, si et seulement si le treillis æ est totalement ordonné et que ÄÅÍÈ est une partie fermée de
æ .
Démonstration. Supposons æ totalement ordonné. Toute famille filtrante ÄÅÕ7è	°·ÇÈ d’éléments
s’y ordonne par valeurs décroissantes, soit ÄÅ
r

È , et par valeurs croissantes, soit ÄÅ 

È . Pour




















FIG. B.1. – Une ligne chargée.
si l’on suppose fermée la famille ÄÅjÆÈ , donc qu’elle contient ses valeurs d’adhérence, alors å r °
ÄÅ3ÆÈ et å·º°SÄÅ1ÍÈ .
Inversement, supposons maintenant qu’il existe dans æ une classe de familles ì qui contienne
ses éléments extrémaux. Comme cette classe contient les familles finies, par hypothèse, elle
contient tous les couples d’éléments, qui sont donc tous comparables. Il s’en suit que le treillis
æ est totalement ordonné, et d’après la proposition directe que la classe des familles ì est celle
des ensembles fermés de æ .
B.4. Potentiel dû à une ligne chargée
Cette dérivation du potentiel dû à une ligne chargée est applicable dans la construction d’une
fonction de pondération dans l’espace L*a*b* dans la section 5.4.




. La charge par unité de longueur est µ1îC
*íµ!í . Les unités électrostatiques sont ignorées dans
cette dérivation. Le point P est à une distance µ de l’origine O perpendiculaire à la ligne chargée.





























































où la deuxième ligne est obtenue à partir d’un tableau d’intégraux.
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