In this paper, we investigate the problem of reconstructing sound-soft acoustic obstacles using multifrequency far field measurements corresponding to one direction of incidence. The idea is to obtain a rough estimate of the obstacle's shape at the lowest frequency using the least-squares approach, then refine it using a recursive linearization algorithm at higher frequencies. Using this approach, we show that an accurate reconstruction can be obtained without requiring a good initial guess. The analysis is divided into three steps. Firstly, we give a quantitative estimate of the domain of local convexity of the least-squares objective functional at the lowest frequency. This result enables us to obtain a rough approximation of the obstacle at the lowest frequency from any initial guess in this convex domain using gradient-based iterative procedures. Secondly, we describe the recursive linearization algorithm and analyze its convergence for noisy data. We qualitatively explain the relationship between the noise level and the resolution limit of the reconstruction. Thirdly, we justify a conditional asymptotic Lipschitz stability estimate of the illuminated part of the obstacle at high frequencies. The performance of the algorithm is illustrated with numerical examples.
Introduction
The main objective of inverse obstacle scattering problems is to reconstruct the shape and/or physical properties of penetrable or impenetrable obstacles using the scattering theory of waves, for example acoustic, electromagnetic or elastic waves. Its applications can be found in several fields such as nondestructive evaluations, medical imaging, geophysics and remote sensing. In these problems, incident waves are sent and the waves scattered by the obstacles are measured either near (near field measurements) or far away (far field measurements) from the obstacles. In the literature, different methods have been used to solve the inverse scattering problems, depending on the types of measurements. For methods applied to measurements at a fixed frequency, we refer the reader to [6, 10, 20, 23] and the references therein.
In this work, we consider the problem of reconstructing the shape of a sound-soft acoustic obstacle using far field measurements associated with incident plane waves sent from only one incident direction but at multiple frequencies. Using only one incident direction makes this type of measurements very feasible in practice, especially when it is not possible or too timeconsuming to perform the data acquisition for many different incident directions. The motivation for using multifrequency data is explained as follows. On the one hand, at low frequencies, we know that the reconstruction problem is uniquely solvable, see [11] , but its stability is poor (only of log-type), see [18, 25] . That means, at low frequencies, it is difficult to reconstruct small details of the obstacle. On the other hand, at high frequencies, this inverse problem may not be uniquely solvable but it is more stable (see section 5) .
To take the advantages of both low and high frequencies, we use the following approach. We first use the data at the lowest frequency to reconstruct a rough approximation of the obstacle's shape by minimizing the least-squares objective functional. Then, we refine the reconstruction by using recursive optimization methods at higher frequencies. As shown in the next sections, this approach enables us to obtain an accurate reconstruction of the part of the obstacle's boundary illuminated by the incident plane waves without requiring a good initial guess. The analysis of this approach is divided into three steps.
In the first step, we investigate the behavior of the least-squares objective functional at the lowest frequency. More precisely, we derive a quantitative estimate of the set of local convexity of the objective functional at a fixed frequency, see Theorem 3.2. Our analysis shows that, the size of this set is inversely proportional to the used frequency, i.e., the smaller the frequency, the larger the set of convexity. As a consequence, if the obstacle is expected to be contained in a known domain, the lowest frequency should be chosen small enough so that the set of convexity of the objective functional contains this domain. Then any shape in this domain can be used as an initial guess to obtain an approximation of the obstacle's shape due to the convexity of the objective functional. The proof of this result is based on the quantitative uniqueness results of Colton and Sleeman [11] , see also Gintides [13] , and the injectivity of the domain derivative of the far field operator which maps the obstacle's shape to the far field pattern of the scattered wave.
The appropriate choice of the lowest frequency avoids the need of a good initial guess to obtain an approximation of the true shape. However, due to the lack of good stability at low frequencies, we can only expect a rough approximation (e.g., we may obtain only an approximation of the obstacle's size). To increase the accuracy, our idea is then to use this rough approximation as an initial guess for minimizing the objective functional at a higher frequency.
For this purpose, we make use of recursive optimization methods. The second step is devoted to the convergence of the recursive optimization algorithms. As an example, we use a recursive linearization algorithm (RLA) which was proposed by Chen [7] for the inhomogeneous medium problem. The idea of this algorithm is to replace the nonlinear least-squares objective functional at each frequency by a linearized one using the Taylor expansion at the solution at a lower frequency. The linear convergence of this algorithm was first proved by Bao and Triki in [4] for the inhomogeneous medium problem in the case of noiseless data. Following the same techniques as [4] , we also prove the linear convergence of the RLA for the obstacle problem with the presence of noise, see Theorem 4.5. We should emphasize that, unlike the noiseless case of [4] , we show that a condition relating the noise level and the resolution limit of the reconstruction must be satisfied in order to guarantee the convergence of the algorithm (see Remark 4.3) . In the proof, we also simplify some arguments and hypotheses of [4] . Note that other recursive optimization methods, such as the second order approximation or fully nonlinear recursive algorithm, are possible instead of the RLA, see, e.g., [5, 9] .
The approximation at the highest frequency is considered as the reconstruction of the obstacle's shape using this type of algorithms. To understand its accuracy, in the third step, we discuss the stability at high frequencies. In this part, an asymptotic expansion of the far field pattern with respect to frequency obtained by Gutman and Ramm [14] is used. The asymptotic expansion represents the far field pattern as a function of the curvature and the so-called support function of the obstacle at high frequencies. We justify a conditional asymptotic Lipschitz stability estimate of the support function on the part of the obstacle's boundary illuminated by the incident wave, see Theorem 5.2. This result explains why we can reconstruct small details of the illuminated part at high frequencies.
The rest of the paper is organized as follows. In section 2, we state the forward and inverse problems under investigation. Section 3 is devoted to the analysis of the reconstruction problem at the lowest frequency. In section 4 we recall the RLA and discuss its convergence. The high frequency stability estimate is given in section 5. In section 6, we show numerical results to illustrate the performance of the method. Finally, we draw some conclusions and perspectives in section 7.
Problem statement
We consider the scattering of time-harmonic acoustic waves by a two-dimensional sound-soft obstacle D ⊂ R 2 . The total field u associated with an incident wave u i can be represented as the solution to the following two-dimensional Dirichlet boundary value problem [10] ∆u
where k is the wavenumber and u s := u − u i is the scattered field. In the above system, the incident wave u i is assumed to satisfy the equation ∆u i (x) + k 2 u i (x) = 0, x ∈ R 2 . The equation (3) is called the Sommerfeld radiation condition, which guarantees the unique solvability of the problem (1)- (2) . The well-posedness of the problem (1)- (3) is well-known under the assumption that ∂D is Lipschitz (see, e.g., [22] ). Moreover, the asymptotic behavior of the scattered field u s at infinity can be represented by
wherex := x/|x| and u ∞ is an analytic function on the unit circle S 1 := {x ∈ R 2 : |x| = 1} referred to as the far field pattern of the scattered field u s .
In this work, we make use of incident plane waves of the form u i (x) := e ikx·θ , with θ ∈ S 1 being a fixed direction of incidence. The inverse problem we investigate here is to reconstruct the obstacle D from measured far field patterns u ∞ (x, k),x ∈ S 1 , for one direction of incidence θ ∈ S 1 and multiple wavenumbers k in the interval [k l , k h ]. Here k l and k h satisfy the condition 0 < k l < k h and we denote the far field pattern by u ∞ (x, k) to emphasize its dependence on the wavenumber k.
The uniqueness of this inverse problem is known in the literature if a band of wavenumbers [k l , k h ] is used, see, e.g., [24] . For a finite number of wavenumbers, as we consider in this paper, the uniqueness is guaranteed if the lowest frequency is small enough, see, e.g., [11, 13] . For local uniqueness at each frequency, see [26] . In the case that we have more a priori information about the obstacle's shape, some global uniqueness results at an arbitrary but fixed frequency have been published. For example, if the obstacle is polygonal, see [2, 8] and if the obstacle is nowhere analytic, see [16] . Regarding the stability issue, loglog stability estimates are given in [18] and an improved log stability estimate is shown in [25] .
To reconstruct the obstacle's shape using iterative algorithms, parametrization methods are usually required to represent the shape. One of the most common parametrization methods is to use harmonic expansions. For the sake of simplicity, we confine our investigation to the case of star-shaped obstacles. We note that, our analysis can also be applied to other types of shapes using, e.g., perturbation representations, see, e.g., [3, 21] . Under the assumption of star-shaped, the boundary of the obstacle D can be represented by the following formula in polar coordinates
where x 0 is a given internal point of D in R 2 and the radial function r is positive in [0, 2π] with r(0) = r(2π). In the following, we denote by D(r) to indicate the dependence of the obstacle on its radial function r. In this paper, we assume that the shape is of class C 3 , i.e., r ∈ C 3 [0, 2π]. We denote by X := {ϕ ∈ C 3 [0, 2π] : ϕ(0) = ϕ(2π)} and
It is clear that r ∈ X + . The space X is equipped with the C 3 −norm.
For each wavenumber k, we define the far field operator F (·, k) from X + to Y := L 2 (S 1 ) which assigns each function r ∈ X + to the far field pattern u ∞ (·, k, r) of the forward scattering problem (1)-(3) with D = D(r). The "domain derivative" of F at r in the direction a ∈ X is defined by
We call ∂ r F (r, k) the domain derivative of F at r. It is a linear operator from X to Y . The calculation of ∂ r F (r, k)a is given in the following theorem, which was proved by Kirsch, see [19] .
Theorem 2.1. Let r ∈ X + , a ∈ X and u be the total field of the problem (1)- (3) with D = D(r).
Then the domain derivative ∂ r F (r, k)a exists and is given by
whereũ ∞ is the far field pattern of the following problem
with ν(x) being the outward unit normal vector at x ∈ ∂D.
The following lemma, which is a consequence of Theorem 2.1, plays a crucial role in estimating the domain of local convexity in Section 3 as well as the convergence analysis of the RLA in Section 4.2. For its proof, see [19, 21] . Lemma 2.2. For each r ∈ X + , the domain derivative ∂ r F (r, k) is an injective linear operator from X to Y . Remark 2.1. Theorem 2.1 and Lemma 2.2 are also valid for domains of class C 2 , see [19] . However, since we need the boundedness of the derivatives of the far field operator up to the second order, the shape needs to be more regular, see [15] for the formulation of the second domain derivative of the far field operator. In this case, the far field operator can be proved to be twice continuously differentiable with respect to r and k.
In the following sections, we denote by u ∞,δ m (·, k) the noisy measured far field pattern, which is assumed to belong to L 2 (S 1 ), at the wavenumber k with the noise level δ ≥ 0. We define the
Using the recursive optimization methods, we determine the obstacle's shape by minimizing the objective functional
recursively with respect to frequency. That is, we first minimize G δ (r, k l ) at the lowest frequency k l . Then the obtained solution is used as an initial guess to minimize the objective functional (9) at a higher frequency. The process is repeated until the highest frequency.
Obstacle reconstruction at the lowest frequency
To minimize the objective functional G δ (r, k l ), we make use of gradient-based iterative algorithms. Since these algorithms can, in general, only determine a local minimum of G δ (r, k l ), it is necessary to start from a "good" initial guess. To quantify how good the initial guess should be, we derive a quantitative result concerning the set of local convexity of G δ (r, k l ). We show in the following that this set is inversely proportional to the wavenumber k l . As a consequence, for k l high, the objective functional is very oscillatory and has many local minima which needs an initial guess close to the true solution. On the contrary, for small k l , the set of local convexity around its solution is large enough which allows us to obtain an approximation of the true solution without the need of a good initial guess. We should note that the results of this section are not only crucial for the performance of the RLA but also of importance on their own in the framework of inverse scattering theory. In particular, it shows how a quantitative uniqueness result of the inverse problem provides an estimate of the set of local convexity of the corresponding objective functional to be minimized.
Denote by r e the radial function of the true shape. Let us first consider the noiseless data, i.e., δ = 0. Recall thatF 0 (r e , k l ) = 0. The following theorem gives an explicit estimate of the region of local convexity of the objective functional G 0 (·, k l ). Proof. The proof is based on the quantitative uniqueness result of Colton and Sleemann [11] and the injectivity of the domain derivative ∂ r F (r, k l ). Recall the definition of the derivative of
From (9) we have
Suppose that r ∈ X + is an extreme point of G 0 (·, k l ). Then we have G ′ 0 (r, k l )a = 0 for all a ∈ X. On the other hand, it follows from Lemma 2.2 that the domain derivative ∂ rF0 (r, k l ), which is equal to ∂ r F (r, k l ), is injective. Moreover, as remarked by Kress [21] , this operator can be extended to be a bounded linear operator, which we also denote by ∂ rF0 (r, k l ), from L 2 [0, 2π] to L 2 (S 1 ) and this extended operator has a dense range. From the denseness of X in L 2 [0, 2π] we deduce that the set {∂ rF0 (r, k l )a, a ∈ X} is dense in L 2 (S 1 ). Therefore, it follows from (10) thatF 0 (r, k l ) ≡ 0. This is equivalent to G 0 (r, k l ) = 0. Now we make use of the uniqueness result by Colton and Sleeman [11] . It says that, using one incident plane wave, the inverse obstacle problem has a unique solution provided that the obstacle falls within the disk centered at the origin and radius π k l . It is still true for the disk of the same radius centered at x 0 . This uniqueness implies that r e is the only zero point of the objective functional
). The proof is complete.
Next, let us consider the noisy operatorF δ (r, k l ) and the corresponding least-squares objective functional G δ (r, k l ). We rewriteF δ as
where
Due to the presence of the noise, the objective functional G δ (·, k l ) may not be convex in the set B(
any more. To restore its convexity, we add a Tikhonov regularization term, i.e., we consider the following regularized objective functional
where γ is a positive parameter known as the regularization parameter. We show that for properly chosen γ, the objective functional G γ (·, k l ) becomes convex in the set B(
). Indeed, differentiating (11) with respect to r twice, we obtain:
Since the noiseless objective functional
is also convex in the same set.
We summarize the above analysis in the following theorem.
Theorem 3.2. Let δ ≥ 0 be the measured noise level. Then with the regularization parameter γ chosen to be γ = dδ, d ≥ max
From this theorem we can conclude that, any radial function in the set B(
can be used as an initial guess for locally convergent gradient-based methods to obtain an approximation of the exact shape. Clearly, the smaller k l , the larger the set. In particular, if the obstacle is expected to fall into a given region, we should start with k l small enough so that B( π k l ) contains this region. Note that the radius of the convex disk in Theorems 3.1 and 3.2 can also be chosen to be 4.49 k l based on the uniqueness result by Gintides [13] which improved the result of Colton and Sleeman. We can also use the local uniqueness result of Stefanov and Uhlmann [26] to prove the local convexity of the objective functionals G 0 (·, k l ) and G γ (·, k l ) at an arbitrary frequency.
Recursive linearization algorithm and its convergence rate
The reconstruction at the lowest frequency k l provides an approximation of the obstacle. However, due to the poor stability of the reconstruction problem at low frequencies, the result of this step is just a rough estimate of the obstacle. To enhance the reconstruction accuracy, we make use of the RLA, as an example of the recursive optimization methods, to obtain approximations at higher frequencies. The algorithm was first described in [7] for medium scattering problems. The idea of this algorithm is to replace the original nonlinear ill-posed problem at each frequency by a linearized one. The linearization is done using Taylor expansion of the far field operator at a solution of the inverse problem at a lower frequency. The algorithm is described hereafter for the problem under consideration.
Description of the RLA
Suppose that the far field pattern is measured at the discrete set of frequencies k j := k l +j∆k, j = 0, 1, . . . , N, with ∆k = k h −k l N . Assume further that we have a rough approximation r 0 of the exact radial function at the lowest frequency k 0 = k l , which can be obtained by the first step described in the previous section. At the wavenumber k j+1 , given an approximation r j at k j , we write the far field operator F as
The nonlinear objective functional G δ (r, k j+1 ) given by (9) is linearized using this equality. Then, we find an approximation r j+1 at k j+1 by r j+1 = r j + ∆r j , with ∆r j being the solution to the linear least-squares problem
Since this problem is generally ill-posed, we replace it by the following regularized one using the Tikhonov regularization method
The solution to this minimization problem is given by
where A j = ∂ r F (r j , k j+1 ) and A * j is its adjoint operator. Hence, the approximation r j+1 is given by
The equation (13) is solved recursively until the highest wavenumber k N = k h . The algorithm is summarized as follows.
Algorithm 4.1 (Recursive linearization algorithm).
• Given u
. . , k N and the parameters α > 0, γ > 0.
• Step 1: find an approximation r 0 of r at the lowest frequency k 0 by minimizing the objective functional (11).
• Step 2 (recurrence)
End (for).
The approximation r N is considered as the reconstruction result of the RLA. The convergence of the algorithm is discussed in the next subsection, while its accuracy is investigated in Section 5.
To implement Algorithm 4.1, it is necessary to represent the radial functions r j as functions of a finite number of parameters. Since any radial function r(t) satisfies r(0) = r(2π), it can be considered as a periodic function with the period of 2π. Hence, we can represent it as the following Fourier series
We note that the Fourier coefficients β m and γ m converge to zero at infinity. Their convergence rate depends on the smoothness of the function r(t), see [12] . For each number M ∈ N , we define the cut-off approximation r M (t) of r(t) by
It is clear that, for large M , r M is different from r just in high frequency modes which represent small details of the obstacle shape. For a given valueδ > δ, there exists a number
Note that M 0 (k) depends also onδ and δ, but we ignore these parameters since they are fixed throughout the rest of this section. From this analysis, we can simplify the inverse problem by determining the cut-off approximation r M (or its Fourier coefficients) instead of the radial function r itself. By this simplification, the inverse problem becomes finite dimensional. For later use, we denote by X M the subspace of X which contains all functions of the form (15), i.e., X M is spanned by {1, cos t, sin t, . . . , cos M t, sin M t} and X
In the following, we focus on reconstructing a finite dimensional observable shape which is defined as follows.
Definition 4.2. For each wavenumber k and a givenδ > δ, a finite dimensional observable shape (or, in short, observable shape) D(r(k)) is defined as a domain of which the radial functioñ r(k) ∈ X + M for some M ∈ N and the corresponding far field pattern
It is obvious that D(r M ) is a finite dimensional observable shape of the obstacle D(r) for M ≥ M 0 (k). However, we should emphasize that, there may be several finite dimensional observable shapes which are very different from D(r M ) due to the ill-posedness of the considered inverse problem. The question on how these observable shapes approximate the original one relates closely to the stability of the inverse problem. This topic is discussed in Section 5.
Remark 4.1. In the above definition, we made use of the valueδ instead of the noise level δ because if the latter is used, the finite dimensional observable shapes may not exist. However, it is possible to chooseδ close to δ while M 0 (k) can still be chosen not too large. This can be explained using the Heisenberg's uncertainty principle in Physics on the resolution limit of scattering problems. It says that, at a fix frequency, we cannot observe small details of the scatterer using noisy measurements of the far field pattern, regardless the noise magnitude. In other words, choosing too many Fourier modes does not help to improve the reconstruction accuracy but increases the instability of the reconstruction. Therefore, M 0 (k) should not be chosen too large. As shown in [7] , this resolution limit is about half of the wavelength for weak scatterers, see also [3, 4] . Due to this uncertainty principle, we also choose r j , j = 0, . . . , N , in Algorithm 4.1 such that they contain finite numbers of Fourier modes.
Convergence of the RLA
To prove the convergence of the RLA, the following lemma on compact operators is needed. It can be proved using the spectral theory of linear operators. 
Moreover, ifÃ is also a compact linear operator from X to Y , we have
For the proof of convergence of the RLA, we make use of the assumption that there exists a constant d 0 > 0 such that the set {r(k j ), j = 0, . . . , N } of the radial functions of the observable shapes satisfies r(
Remark 4.2. Concerning the existence of this set of observable shapes, we can chooser(k j ) = r M ∀j = 0, . . . , N , with M ≥ M 0 (k h ) fixed. For this fixed observable shape, the convergence of the RLA is guaranteed ifδ = 0. However, in the case of noisy data, the assumptions of Theorem 4.5 may not be satisfied for this choice of the observable shapes. In this case, the number of Fourier modes ofr(k) must be chosen to be increasing as k increases, see condition (45) below and Remark 4.3. A rigorous proof for the existence of the radial functionsr(k j ), j = 0, . . . , N, satisfying both (20) and the hypothesis of Theorem 4.5 is still missed in general. However, if the exact domain is smooth enough, say, of class C 5 , and the weak scattering is valid, we can point out a set of truncated Fourier expansions of r which satisfies this assumption. Indeed, consider two truncated functions r M (k 1 ) and r M (k 2 ) of the form (15) with M (k 1 ) ≤ M (k 2 ) which correspond to two observable shapes at k 1 and k 2 , respectively. It is clear that
(β m cos mt + γ m sin mt). [12] . Note that we only need to deal with the third derivative, the other terms are similar and easier. Differentiating both sides three times and taking the C−norm, we have
Using the Heisenberg's uncertainty principle, it was shown in [7] that in case of weak scattering, it is only possible to stably reconstruct the Fourier modes up to approximately 2k. That is, M (k j ) can be chosen to be ≈ 2k j . Replacing this into the above equation, we obtain (20).
For the radial functionsr(k), k ∈ [k l , k h ] associated with a given set of finite dimensional observable shapes of r, we write the operatorF δ as
It follows from Remark 2.1 thatF (r, k) is twice continuously differentiable. That is, there exist some positive constants d i , i = 1, . . . , 5, such that for all r ∈ B(
The following lemma shows the convergence rate of the RLA for the noiseless data. We note that this lemma was proved by Bao and Triki in [4] for a general setup. However, since some arguments of its proof are needed for the case of noisy data, we repeat it here for the convenience of the reader. Moreover, we should remark that in this lemma, the assumption H2 in [4] on the twice differentiability of the observable shaper(k) with respect to k is replaced by the weaker condition (20) and the assumption H3 in [4] is not needed. We also simplify their proof. 
then the following error estimate holds
where C is a constant independent of α and N .
Proof. Denote by e j :=r(k j ) − r j , R j := (αI + A * j A j ) −1 A * j andR j := (αI +Ã * jÃ j ) −1Ã * j , wherẽ A j := ∂ r F (r(k j ), k j ). It follows from (13) and (21) that
Let us evaluate the right hand side. Firstly, the first two terms are estimated by (20) . Secondly, since bothr(k j ) and r j have finite numbers of Fourier modes, see Remark 4.1, there exists a finite dimensional subspace X M j of X which contains both of them. Therefore, asÃ j is injective by Lemma 2.2, the smallest singular value σ j of this operator restricted to X M j ,Ã j X M j , is positive. We denote by σ := min{σ j , . . . , σ N }. It is obvious that σ > 0. The spectral theory implies that e j −R jÃj e j X ≤ α α + σ 2 e j X .
Thirdly,R
Using the Taylor expansion ofF (r j , k j ) atr(k j ) up to the second order, (17) and (22)- (23), we have
On the other hand, it follows from Lemma 4.3 and (22)- (23) that
From the definition of A j andÃ j we have
Replacing this estimate into the above inequality we obtain
It follows from (23) that
Substituting (29)- (31) into (28), we obtain
By combining (20) , (27) and (32) we have
For a fixed value ǫ ∈ (0, 1), we first choose α such that
which is equivalent to α ≤ ǫσ 2 3−ǫ . Next, the condition
is satisfied if e j X ≤ c 0 α with
For the given α, we can also choose a number N 1 = N 1 (α) such that for all N ≥ N 1 , we have
(we recall that ∆k = k h −k l N ) and
It follows from (33)-(38) that e j+1 X ≤ (1 − ǫ)c 0 α + ǫ e j X . Therefore, if e 0 X ≤ c 0 α, we can prove by recurrence that e j X ≤ c 0 α for j = 1, . . . , N . Hence,
Consequently,
Since N ǫ N is bounded in terms of N , there exists a constant C > 0 independent of N and α such that
Replacing this inequality into (39) we obtain (25) . The lemma is proved.
Let us now consider the noisy operatorF δ . In this case, the error is given by
It follows from Lemma 4.4 that
Using the estimate (33) for the noiseless case, from (40)- (41) we have
For α satisfying the condition (34) and c 0 given by (36), we choose N 1 such that the condition (37) is satisfied and
where ξ ∈ (0, 1) is fixed. Furthermore, we assume that α is chosen such that
Or, equivalently,
We note that the regularization parameter must also satisfy the inequality α ≤ ǫσ 2 3−ǫ . Therefore, for the existence of α, the following condition must be satisfied
This inequality can be rewritten asδ
with a and b being positive constants independent of σ andδ which can be calculated from (45). In this case, the regularization parameter α must be chosen so that
Under condition (47), using the same arguments as above, we obtain the following error estimate
if e 0 X ≤ c 0 α. We summarize the above analysis in the following theorem.
Theorem 4.5. Let δ be the noise level of the measured far field patterns andδ > δ. Let X M j the subspace of X containing both r j andr(k j ), the radial functions of the observable shapes as defined in Definition 4.2, j = 0, . . . , N . We assume that the smallest singular value σ of the linear operatorsÃ j X M j , j ∈ {0, . . . , N }, satisfies the condition (45) and the regularization parameter α satisfies (47) for some fixed values ǫ, ξ ∈ (0, 1). Then there exists a constant
then the following estimate holds
where c 0 is given by (36) and C is a constant independent ofδ, α and N .
It is clear that the second term on the right hand side of (49) converges to zero asδ tends to zero due to the condition (47) (we note that it is not necessary to choose the regularization parameter α to converge to zero as the noise level tends to zero). That means, forδ = 0 we obtain the noiseless error estimate as in Lemma 4.4. However, we emphasize that the noiseless assumption used in [4] is not applicable here even for exact far field measurements. The reason is that the finite dimensional observable shape is generally different from the exact one (except when the exact shape has a finite number of nonzero Fourier modes). Therefore, their far field patterns must be different due to the local uniqueness, see [26] . Moreover, the hypothesis H3 and Lemma 3.2 of [4] are not enough to guarantee that the condition (45) is satisfied. Remark 4.3. Unlike the case of noiseless data, the smallest singular value σ must satisfy the condition (45). It says that σ must be large enough compared to the noise level. The justification of this condition for an arbitrary obstacle and an arbitrary noise level is still open to us. However, this condition is satisfied for small enough noise level. Moreover, let us explain the link between this condition and the number of Fourier modes chosen in the reconstruction. For this purpose, we show in Figure 1 the singular values of the operatorsÃ j associated with a flower-shaped obstacle (see Section 6) at four wavenumbers of 0.5, 2, 5 and 10. In Figure 1(a) , the observable shapesr(k j ) are chosen the same as the true one at all frequencies which contains 19 Fourier coefficients while in Figure 1 (b) the observable shapes contain respectively 3, 7, 11 and 19 Fourier coefficients.
The figure indicates that, on the one hand, for a given sequence of frequencies, the more Fourier modes to be reconstructed, the smaller σ. Therefore, the higher the noise level is, the smaller the number of Fourier modes must be chosen. In other words, we should not try to reconstruct small details if the noise level is high.
On the other hand, for a given noise level, since the singular values of the operatorsÃ j increase when the frequency is increased, we should choose a small number of Fourier modes for the lowest frequency and add more and more modes when we increase the frequency. Condition (45) also suggests that we should increase the highest frequency to reconstruct more Fourier modes, or small details, of the obstacle.
Stability of the inverse problem at high frequencies
The RLA reconstructs an approximation of the observable shape D(r(k h )) of the obstacle at the highest frequency k h . To complete the analysis, we need to investigate the link between the observable and the exact shapes or, in other words, the stability of the inverse problem at the highest frequency. To do so, let us analyze the behavior of the far field pattern at high frequencies. We note that the multifrequency data is not needed in this section. Instead, only one high frequency and one incident direction, but multiple observation directions, are required for the stability estimate. In this section, we only consider strictly convex obstacles.
The far field pattern of problem (1)- (3) with wavenumber k can be represented by the following integral form due to the Green's theorem [10] 
In the high frequency regime, the normal derivative
∂ν(y) of the total field can be approximated by (Kirchhoff approximation)
where ∂D + and ∂D − are respectively the illuminated part and the shadowed part of the boundary ∂D by the incident wave defined as follows
Thus the far field pattern can be rewritten as
From this equation we see that the far field pattern depends only on the illuminated part of the obstacle's boundary at high frequencies. Now let us represent (50) for the star-shaped obstacle using (5) . Without loss of generality, we assume that ∂D + is given by ∂D + = {x(t) ∈ R 2 : x(t) = r(t)(cos t, sin t), t ∈ (t 1 , t 2 )}, with t 1 < t 2 . Using this parametrization, we obtain where ϕ(t) := θ−x |θ−x| · (cos t, sin t)r(t). To approximate the integral of (51) in the high frequency regime, the stationary phase method can be used. Here, we follow the arguments of Gutman and Ramm [14] for reconstructing the so-called support function and the curvature of the obstacle. We define the specular point x 0 (s) ∈ ∂D + associated with a vector s ∈ S 1 from the condition
As noted in [14] , |d(s)| is the distance from the origin to the unique tangent line to ∂D + perpendicular to s. For the given direction of incidence θ and an observation directionx = θ, we denote by t 0 ∈ (t 1 , t 2 ) such that x 0 (s) := (cos t 0 , sin t 0 )r(t 0 ) is the specular point associated with the vector
Note that, due to the strict convexity of D, there exists a one-to-one correspondence between t 0 ∈ (t 1 , t 2 ) andx ∈ S 1 \ {θ}. Moreover, t 0 is the unique minimum point of ϕ(t). Note that ϕ(t 0 ) = d(s). Using the stationary phase method, see Theorem 7.7.5 of [17] , we obtain
where κ(x 0 (s)) is the curvature of the shape at x 0 (s) which is positive due to the strict convexity of D. Note that we replace the term O( 1 k ) in [14] by O( 1 k|θ−x| ) to take into account the effect of |θ −x| on the validity of the expansion (53). From this equality, we obtain the following stability estimate for the curvature.
Theorem 5.1. Let D andD be two strictly convex sound-soft obstacles whose curvatures are bounded from below by κ l > 0. For a given incident direction θ ∈ S 1 and an observation direction x = θ, we denote by κ(x 0 (s)) andκ(x 0 (s)) the curvature of D andD at the specular points x 0 (s) andx 0 (s), respectively. Assume that the far field patterns u ∞ (x, θ, k, D) and u ∞ (x, θ, k,D) of the two obstacles satisfy
Then, at the high frequency regime we have
Proof. It follows from (53) that
A similar equality can be obtained for the obstacleD. Subtracting these two equalities, we obtain This theorem says that the curvature of the obstacle can be stably reconstructed in the illuminated part. However, the curvature does not determine the obstacle uniquely. For the uniqueness of the reconstruction, we use also the support function d(s). Note that from (53) we can see that u ∞ (x, θ, k, D) = 0. Dividing (53) by the similar equation forD, we have
whered is the support function of the obstacleD. Here, we have used the estimate
We take the logarithm of the both sides to obtain
where m is an arbitrary integer and Log represents the principle value of the logarithm of complex numbers. In the following, we use the estimate Log(1 + ξ) = O(ξ) for ξ ∈ C with small modulus. Then, for small noise level δ, we have
Now we assume that the curvature of the obstacles are bounded, i.e., κ(x 0 (s)) ≤ κ u and κ(x 0 (s)) ≤ κ u for some positive constant κ u . This condition implies that
Similarly,
Finally, since the first term on the right hand side of (56) is real, taking the imaginary part of the both sides and using (57) and (58), we obtain
and
In general, the right hand side of (59) can be arbitrary large since m is arbitrary. To reconstruct the support function, Ramm and Gutman used different combinations of θ andx to eliminate m, see [14] . In our work, to obtain a good stability estimate for each fixed pair of θ andx, we propose a condition under which m must be zero. For this purpose, let us assume that the support functions d(s) andd(s) satisfy the condition
for a fixed value ǫ ∈ (0, 1), see Figure 2 (b) (ǫ can be taken to be 1 forx = −θ). Then, from (60) we can see that for δ small enough and k large enough, with the note that |θ −x| ≤ 2, we have
Thus m = 0. Replacing this into (59), we obtain the point-wise stability estimate for the support function. We summarize the above results in the following theorem. 
with |d * − d * | ≤ ǫ π k for a fixed value ǫ ∈ (0, 1). Then, for δ small enough and k large enough, we have
where κ u is the upper bound of the curvature of the obstacles.
Remark 5.1. We remark that the condition (61) is natural since if it is not satisfied, the uniqueness of the inverse obstacle scattering problem can not be guaranteed in general and, therefore, the stability estimate (59) is meaningless.
From Theorem 5.1 and Theorem 5.2 we can conclude that if the observable shape D(r(k h )) satisfies the condition (61) compared with the exact shape, its curvature and support function approximate well those of the exact shape in the illuminated part. However, as shown in (54) and (63), the stability depends on the angle between θ andx. The best stability is obtained at x = −θ, i.e., at the specular point x 0 (θ), and the higher the angle between θ andx, the worse the stability. Near the two ends of the illuminated part ∂D + , |θ −x| becomes very small which makes the expansion (53) useless. The theorems do not say anything about the reconstruction accuracy in the shadowed part of the obstacle's boundary in the high frequency regime.
Note that, we can also obtain stability estimates in the L 2 -norm as follows. For a fixed value γ ∈ (0, 2), we denote byx 1 andx 2 the directions such that |θ −x j | = γ. We also denote by s j := θ−x j |θ−x j | , j = 1, 2, and S 1 γ ⊂ S 1 the set of directions s between s 1 and s 2 (the directions associated with the solid curves in Figure 2(b) , or equivalently, with the observation anglesx such that |θ −x| ≥ γ). Then, buy integrating the estimate (63) with respect to s over this set, we obtain
For obstacles whose shapes are not strictly convex, the above point-wise stability estimates can still be obtained for its convex illuminated part provided that the shape satisfies some conditions as described by Alber and Ramm [1] . Under these conditions, the Kirchhoff approximation is still valid and we can use the above analysis for the convex illuminated part. Finally, given the support function, the illuminated part of the obstacle can be stably reconstructed with the accuracy of O( √ δd), where δd is the error of the support function, see [14] .
Numerical results and discussion
The analysis of the previous sections suggests that, given the measured far field patterns at a set of frequency, the reconstruction of the obstacle should be done as follows: we choose an initial guess in the set of convexity B( π k l ) of the least-squares objective functional at the lowest frequency and estimate an approximation r 0 ofr(k l ) using a gradient-based optimization method. Then the approximation is updated using the RLA. In this section, we show some numerical examples to illustrate the theoretical results in the previous sections. That is, (i) the choice of the lowest frequency and initial guesses; (ii) the effect of the number of frequencies on the convergence of the RLA; and (iii) the accuracy at the highest frequency. In the following examples, we consider two obstacles. The first one is a kite-shaped domain of which the boundary is given by {x(t) = (cos t + 0.65(cos 2t − 1), sin t), t ∈ [0, 2π)}. The second one is a flower-shaped obstacle defined by the equation {x(t) = c 1 (1 + c 2 cos c 3 t)(cos t, sin t), t ∈ [0, 2π)} with positive constants c 1 , c 2 and c 3 . The first parameter determines the area of the obstacle, the second one relates to the curvature and the last one determines the number of petals of the "flower". In the following tests, these parameters were set to be c 1 = 2, c 2 = 0.2, and c 3 = 9.
The measured far field patterns u ∞ m (·, k j , r), j = 0, . . . , N , used in these tests were simulated as the solution of the forward problem (1)-(3) which was solved by the integral equation method [10] . We used 16 observation directions uniformly distributed on the unit circle. The same method was also used to calculate the domain derivative of the far field operator. For simulating measurement noise, we added 5% random noise to the measured far field patterns.
The regularization parameter α was chosen to be 10 −2 . We note that this parameter need not be dependent on the noise level. Using numerical tests, we have heuristically found that α can be chosen in a wide range, says, from 10 −6 to 10 −1 which still gives good reconstruction results.
Let us first analyze the effect of the choice of the lowest frequency and initial guesses on the convergence and accuracy of the algorithm. Here we fix the direction of incidence to be θ = (−1, 0). We show in Figure 3 two estimates of the kite using N = 24 wavenumbers between 0.5 and 8. The approximation r 0 at the lowest frequency was calculated by solving the least-squares nonlinear problem with only three unknowns β 0 , β 1 and γ 1 using the Matlab optimization routine fmincon. For this nonlinear minimization problem, two different initial guesses were chosen. In Figure 3 (a), the algorithm was started at {|x| = 0.8} and in Figure 3 (b) the initial guess was chosen to be {|x − (−1.5, 2)| = 0.8}. Note that in this case, the interior point x 0 of the obstacle in the representation (5) could not be chosen as the center of the initial guess circle. In order to find an interior point of the real obstacle, we updated the center of the initial guess after each run of the inverse problem at the lowest frequency. Then it was run again at the lowest frequency with the new initial guess which is also a circle of the same radius as the original initial guess but with the updated center. The update was done for a few times until the center could not be significantly improved. Then the RLA was started.
From the figure we see clearly that the estimates at the lowest frequency of the two tests are almost the same. This is due to the fact that the two initial guesses are in the domain of convexity of the objective functional. Consequently, the RLA gives similar estimates at the highest frequency. Moreover, these estimates approximate well the exact shape in the illuminated part. However, the approximation is not accurate in the shadowed part. Similar results were also obtained for the flower, see Figure 4 .
If the lowest frequency k l is chosen higher, care must be taken in choosing the initial guesses to guarantee the convergence of the algorithm because the domain of local convexity of the objective functional is reduced.
Next, we show that the performance of the algorithm is affected by the number of frequencies. Theorem 4.5 says that the more frequencies are used, the better the reconstruction should be. To show this, we plot in Figure 5 the results using only 8 frequencies instead of 24 as in the previous tests. Figure 5(a) shows that the reconstruction of the kite is still good. This is probably due to its regular illuminated part. However, the reconstruction of the flower is poor as shown in Finally, let us analyze the reconstruction accuracy at the highest frequency. We have shown in Figures 3 and 4 that the reconstruction of the obstacles are accurate in the illuminated part, even for the non-convex flower. However, if we reduce the highest frequency, small details should be lost. Indeed, Figure 6 shows the reconstruction results of the obstacles with the highest wavenumber k h = 4. In these runs, we also used the same number of frequencies N = 24. It is shown that the kite was reconstructed with almost the same accuracy as with k h = 8 due to its regular shape. However, the details of the flower were not well reconstructed (compare Figure  6 (b) with Figure 4 ). That means, small details can be reconstructed only using high frequencies.
Conclusions and perspectives
In conclusion, the RLA can produce accurate reconstructions of the obstacles from a very rough initial guess with the condition that the frequencies should be chosen appropriately, say, the lowest frequency should be small enough (depending on the problem under consideration), the highest frequency and the number of intermediate frequencies should be large. For sound-soft obstacles, we obtained an upper bound for the lowest frequency so that the objective functional is convex in a given region.
The following points are some perspectives for the near future. Firstly, we want to obtain explicit estimates of the constants d j , j = 1 . . . 5, of (23) using Theorem 2.1 and the results of [15] . Secondly, we want to estimate an approximation of the singular value σ by replacing the observable shape at each frequency by the corresponding solution of the RLA. Combining this with the estimates of the constants d j , j = 1 . . . 5, will enable us to verify the condition (45). Thirdly, to improve the convergence rate of the algorithm, higher order approximations should be used. Finally, we want to extend this type of algorithms for multiple obstacles. In this case, the reconstruction accuracy could be improved in some shadowed part due to the multiple scattering between the obstacles.
