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Abstract— An iterative feature selection method based on 
feature typicality and interactivity analysis is presented in this 
paper. The aim is to enhance model interpretability by selecting 
the best significant features among a list extracted from images. 
The inference mechanism uses a fuzzy linguistic rule-based 
system. This method is applied here to a wood defect 
classification problem. Nowadays, feature selection is expertise-
driven and most of the time, expert uses features by habits 
which not always represent the best ones to use. The proposed 
approach aims to replace expert selection by automatically 
choosing a suitable set of features to the recognition problem. 
I. INTRODUCTION 
In many pattern recognition applications, a feature 
selection scheme is fundamental to focus on most significant 
data while decreasing the dimensionality of the problem 
under consideration. The information to be extract from the 
images is not always trivial, and to ensure that the maximum 
amount of information is obtained, the number of extracted 
features can strongly increase. The feature selection area of 
interest consists in reducing the problem dimension. It can 
be described as an optimization problem where a feature 
subset is searched in order to maximize the classification 
performance of the recognition system. Among the several 
approaches used to perform such optimization, genetic 
algorithms are widely used [1-5]. Feature selection can thus 
be seen from two points of view: selecting the most 
representative features thanks to data mining techniques or 
by using expert knowledge about the concerned field of 
study. 
A. Current feature selection 
Our pattern recognition method relies on a fuzzy 
linguistic rule-based system. Its complexity depends on the 
number of features used to generate it. The more are features 
used as input to the system, the more are rules generated 
during the learning stage. More details about the recognition 
method are given in section III. Until now, feature selection 
is done by expert knowledge of the studied field which 
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concerns wood defect classification. Two kinds of 
complementary knowledge is used to choose the most 
appropriated features: knowledge about the defect definition 
(wood expert knowledge) allowing to recognize the defects 
in naked eyes; and knowledge about the industrial vision 
system allowing to define what kind of features could be 
used to recognize the wished defects. 
B. Problematic 
The problem of such selection relies on the validation of 
this decision. It requires to be sure that all the chosen 
features are the best ones and to be sure that they carry all 
the useful information to make the right recognition. 
Moreover, this validation could decrease the model size 
(reducing the number of input features) allowing to keep the 
recognition mechanism interpretability given by the use of 
fuzzy linguistic rules [6]. 
C. Proposed feature selection method 
Many classifier combination systems have been proposed 
and compared in the literature [7-10]. The method we 
propose consists in analyzing the learning database used to 
generate the rule-based system. We extract efficient subsets 
of features using the typicality analysis and the Choquet 
integral. Typicality analysis [11] is based on the resemblance 
and the dissimilarity of one sample compared to the defect 
classes. The Choquet integral is part of the aggregation 
techniques based on fuzzy integrals. Fuzzy integrals, and the 
Choquet integral in particular, have been successfully used 
as fusion operators in various applications [12, 13] including 
Content-Based Image Retrieval [14] and speech recognition 
[15]. 
First an initialisation is done (step 0). Then an iterative 
global feature selection process is performed and can be 
roughly split into two steps (1 and 2). Figure 1 illustrates the 
feature selection process proposed here. 
- (Step 0) The application of typicality analysis allows 
to propose a primary set of features, and also to 
validate this choice by training and testing the 
recognition model with them. A global recognition 
rate is obtained and assumed to be a reference set. 
- (Step 1) From this first set of features, a feature 
interactivity process is applied to determine the less 
representative ones.  
- (Step 2) Generate the recognition model without the 
first less representative features and test it. The 
reached recognition rate is stored. The process is 
repeated using the k next less representative features.
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Fig. 1. Proposed feature selection process 
 
If one of the recognition rates is better or equal to the 
initial one (reference rate obtained in step 0), the weaker 
associated feature is removed from the list and go to Step 1 
(with n-1 features) and so on. Else, the first set of features 
given by the step 0 is kept and the associated recognition 
model is used for the final pattern recognition application. 
II. FEATURE SELECTION METHODS 
In this section, we introduce the two feature selection 
methods used for our proposed feature selection process. 
The first one is the typicality analysis which consists in 
extracting the initial set of features from the learning 
database. The second one is the feature interactivity analysis. 
It consists in analyzing the initial list of features to extract 
the three less representative ones. The result of this analysis 
(as shown in section IV) is a matrix which coefficients 
indicate how significant the features are.  
A. Typicality analysis 
Typicality gives information about the representativeness 
of a sample for a feature. In our case, as each sample of the 
learning database is labelled, the typicality notion returns 
information about the representativeness of a defect class 
(set of the samples composing the class) for a feature. It is 
evaluated with the calculation of the typicality coefficient for 
the different features. The typicality calculation (3) is based 
on the intern dissimilarity (1) and extern likeness (2) 
evaluations for all samples.  
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where uaV is the value of the feature a for the point u; 
if
aV is the value of the feature a for the “friend” point 
f of the class i; 
ie
aV is the value of the feature a for the “enemy” 
point e of the class i; 
( ),d x y is the Euclidian distance between x and y; 
n is the number of “friend” points; 
m is the number of “enemy” points; 
R and D correspond to ( )uaR V  and ( )uaD V . 
The figures 2 and 3 show how a feature can be considered 
as significant. The decision is made thanks to a visual 
interpretation of the obtained graphs which represent the 
classes’ distribution (i.e. the sample set distribution). 
 
Fig. 2. Example of an insignificant feature according to typicality analysis 
 
Fig. 3. Example of a significant feature according to typicality analysis 
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B. Determination of suitable features using Choquet 
Integral 
1) Choquet integral: The Choquet integral was first 
introduced in capacity theory [16]. For the sake of clarity, 
we will only present here the definitions useful to explain 
our work. In particular, we consider discrete spaces only. 
For a thorough description of the Choquet integral, the 
reader may refer to [17-19]. Let us consider m classes, C1,. . 
. ,Cm, and n decision rules (DRs) D1, . . . ,Dn. When a new 
pattern x0 is observed, we wish to find the class it most likely 
belongs to. Labelling this unknown pattern is a three-steps 
process. Firstly, for each decision rule j we need to compute 
φj the degree of confidence in the statement “According to 
Dj, x0 belongs to the class C”. Secondly, we combine all 
these partial confidence degrees into a global confidence 
degree by choosing a suitable aggregation operator. 
 
Let us denote X = {D1, …, Dn} the set of decision rules, 
and P the power set of X, i.e. the set of all subsets of X. 
Definition 1 A fuzzy measure or capacity, µ, defined on X is 
a set function µ: 
( ) [ ]0,1P X → , verifying the following axioms: 
1. ( ) ( )0,  1Xµ µ∅ = =  
2. ( ) ( )A B A Bµ µ⊆ ⇒ ≤  
 
Fuzzy measures generalize additive measures, by 
replacing the additivity axiom ( ( ) ( ) ( )A B A Bµ µ µ∪ = + , 
A B∩ = ∅ ) by a weaker one. Fuzzy measures embed 
particular cases including probability measure, possibility 
and necessity measures, or belief and plausibility functions. 
In our context of decision rules fusion, µ(A) represents the 
weight of importance, or the degree of trust in the decision 
provided by the subset A of DRs. The next step in building a 
final decision is to combine the partial confidence degree 
according to each DR into a global confidence degree.  
 
Definition 2 Let µ be a fuzzy measure on X. The discrete 
Choquet integral of φ = [φ1, . . . , φn]t with respect to µ, 
noted Cµ(x), is defined by: 
 
( ) ( ) ( )( ) ( )11,C j A Aj jj nϕ ϕ µ µµ = −∑ +=         (4) 
where (.) is a permutation, such as φ(1) ≤ . . . ≤ φ(n). Also 
A(j)={(j), . . . , (n)} represents the [j..n] associated criteria in 
increasing order and A(n+1) = ∅. 
 
2) Fuzzy measure: From the above definitions, we can see 
that the behavior of the Choquet integral as an aggregation 
operator entirely relies on the fuzzy measure used. There are 
several methods to determine the most adequate fuzzy 
measure to be used for a given application (see [17]). To 
cope with initialization problems (ill-conditioned matrices, 
convergence, processing time…) “heuristic” algorithms have 
been developed. Their goal is to find an approximation of 
the fuzzy measure that minimizes an error criterion. To our 
knowledge, the algorithm providing the best approximation 
is the one proposed by Grabisch in [20]. It assumes that in 
the absence of any information, the most reasonable way of 
aggregation is the arithmetic mean, thus a Choquet integral 
with respect to an additive equidistributed fuzzy measure. 
Any input of information tends to move away the fuzzy 
measure from this equilibrium point. This means that, in 
case of few data, coefficients of the fuzzy measure which are 
not concerned with the data are kept as near as possible to 
the equilibrium point. Thus, this algorithm is still efficient 
when training data are limited. It also has a low computing 
time and a low memory cost. 
 
3) Indices: Once the fuzzy measure is learned, it is 
possible to interpret the contribution of each decision rule in 
the final decision. Several indexes can be extracted from the 
fuzzy measure, helping to analyze its behavior.  
Importance index. The importance index, also called the 
Shapley index, is based on the definition proposed by 
Shapley in game theory [21] and introduced in a fuzzy 
measure context by Murofushi and Soneda [22]. It is defined 
for a fuzzy measure µ: 
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The Shapley value can be interpreted as a weighted 
average value of the marginal contribution µ(T∪i) − µ(T) of 
the decision rule i alone in all combinations. A property 
worthy to be noted is that the sum of the indexes of all DRs 
equals to one. In other words Σi=1,n σ(µ, i) = 1. Hence, a DR 
with an importance index value lesser that 1/n can be 
interpreted as an importance below in the final decision. 
Interaction index. The interaction index, also called the 
Murofushi and Soneda index represents the degree of 
interaction between two decision rules. If the fuzzy measure 
is non-additive then some sources interact. The marginal 
interaction between I and j, conditioned to the presence of 
elements of the combination T ⊆ X\ij is: 
 
( )( ) ( ) ( ) ( ) ( )T T ij T T i T jijµ µ µ µ µ∆ = ∪ + − ∪ − ∪  (6) 
 
Averaging this criterion over all the subsets of T ⊆ X\ij 
gives the interaction index of sources i and j, as defined by 
Murofushi and Soneda [22]. 
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A positive interaction index for two DRs i and j means 
that the importance of one DR is reinforced by the second. 
In other words, both DRs are complementary and their 
combined use betters the final decision. The magnitude of 
this complementarity is given by the value of the index. A 
negative interaction index indicates that the sources are 
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antagonist, and their combined use impairs the final 
decision. Given a training set composed of a set of input 
vectors and the expected values of their Choquet integral 
with an ideal measure. Grabisch’s algorithm [20], used here, 
learns the fuzzy measure using a gradient descent algorithm. 
This algorithm tries to minimize the mean square error 
between the values of the Choquet integral with respect to 
the fuzzy measure being learned, and the expected values. 
For a training sample, the parameter vector is the current 
values of the fuzzy measure along the path dictated by the 
ordering of the training vector coordinates. This parameter 
vector is translated along the direction of the gradient, with a 
magnitude proportional to the error, thus updating the values 
along the path.  
 
4) Improving the final decision using confusion matrices: 
While retaining Grabisch’s algorithm, we modified the way 
the labeled training patterns are processed to compose a 
training set. A training pattern yields to m training samples 
Φ1, …, Φm, with Φi = (φi1, . . . , φim) where φij represents 
the confidence in the fact that the sample belongs to class i, 
according to DR j. For each of these samples, a target value 
must be assigned. For techniques that use a different fuzzy 
measure per class, the optimal target value minimizing the 
quadratic error is known [20]. For techniques that use a 
single fuzzy measure no such formula exists and most often 
the following one is used: Cµ(Φi) =1, if sample belongs to 
class i, and 0 otherwise. This is where our approach differs. 
The bigger the error between the real value of the Choquet 
integral is the more the fuzzy measure coefficient will be 
modified. The Choquet integral being an averaging operator 
output values of 0 or 1 will never be reached on real data. 
Hence, each learning sample will move the fuzzy measure 
away from the weighted arithmetic mean, whether it is 
already correctly recognized or not. 
Our idea is to link the target value assigned to a sample 
with an estimation of the confusion between classes, that is 
the probability for each pair of classes (Ci, Cj) that an 
element of Ci is recognized as belonging to Cj. We want the 
learning algorithm to put the emphasis on distinguishing 
classes that are confused. If little confusion exists between 
two classes, we assume that the Choquet integral based on 
the current fuzzy measure leads to acceptable results, since 
its initialization emulates a weighted arithmetic mean. This 
translates into assigning specific target values to the 
outcome of the Choquet integral according to the class a 
training sample belongs to, and the class we try to match it 
against. The confusion between classes is estimated by first 
building the confusion matrix [23] for each DR. Then an 
average confusion matrix is built by averaging theses 
matrices. Confusion matrices are used as a visualization tool 
to see if a recognition system is confusing two classes, i.e. 
routinely mislabeling one as an other. Following the global 
confusion between classes, a decreasing function is defined 
to take into account it. Thus, the target value for the sample 
associated with the class having the least confusion is the 
outcome of the Choquet integral. With such a target value, 
this samples leaves the fuzzy measure unchanged, when 
processed by the learning algorithm. On the contrary, the 
target for the sample associated with the class having the 
most confusion is set to zero, implying the biggest 
modification possible on the fuzzy measure. 
Automatic extraction of subsets of DRs.  Once the lattice 
is learn, we analyze the individual performance of each DR 
in the produced fuzzy measure. This analysis is performed 
using the importance and interaction indexes, namely the 
Shapley and Murofushi-Soneda indexes. We wish to track 
the DRs that are the least important in the final decision, and 
that positively interact the least with the other rules. We 
assume that such DR blurs the final decision. We 
implemented a two step selection scheme to discard such 
DR. First, the Shapley value is scaled by the number of DRs, 
n. A DR with a scaled importance index greater than 1 
describes a DR more important than the average. We select 
the set of low significant rules SL having an importance 
index lower than 1: 
 
( ){ }/   , 1S k n kL σ µ= ⋅ <  (8) 
 
Then, we extract from SL the subset of decision rules having 
the least positive synergy with the others. For each rule SiL, 
the values of its interaction with others are averaged to 
estimate its global interaction. Finally the subset of rules to 
be removed MSL is composed of the rules from SL that have 
an interaction index lower than the mean of the interaction 
indexes of all rules of SL: 
 
( )/ , ,1,MS k I k m k SjL Lj n µ= < ∈∑=
 
 
 
 (9) 
 
with the global mean interaction index: 
 
m = 1 / |SL| Σk∈SL Σj=1,n I(µ, kj) (10) 
 
Putting it all together. The application of our learning 
algorithm followed by the extraction of the most relevant 
DRs forms a training epoch. After each epoch, the 
recognition results from the fusion of the DRs using a 
Choquet integral based the fuzzy measure trained is 
evaluated. This evaluation can either be done on some 
labeled samples that were not part of the training set, or on 
the full training set itself if it is too small to be split. If the 
epoch has improved the recognition, another epoch is 
performed. Otherwise, the fuzzy measure computed before 
the current epoch is kept, and the algorithm stops. Selected 
features are then provided to the next step. 
III. FUZZY INFERENCE ENGINE 
The choice of a fuzzy logic-based method for our 
application in the wood defect detection field could be 
justified by three main reasons. Firstly, the defects to be 
recognized are intrinsically fuzzy (gradual transition 
between clear wood and defects). The features extracted 
from the images are thus uncertain (but precisely calculated) 
and the use of fuzzy logic allows to take it into account. 
Secondly, the customer expresses his needs under a nominal 
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form; the output classes are thus subjective and often not 
separated (non strict boundary between the class 
representing a small knot and the class representing a large 
knot, for example). Finally, the customer needs and the 
human operator experience are subjective and mainly 
expressed in natural language. 
The implemented inference mechanism uses a fuzzy 
linguistic rules-based system where each rule is 
automatically generated from the learning database 
according to the iterative form of the Ishibuchi-Nozaki-
Tanaka’s algorithm [24]. The obtained rules, under a matrix 
form, are used to classify the different non-labeled samples. 
The figure 4 represents the rough principle of the Fuzzy 
Reasoning Classifier (FRC) developed for our application, 
underlying the training and the generalization steps.  
 
 
Fig. 4. Inference mechanism principle 
 
For more details about the inference mechanism 
implemented, the reader can refer to [25]. 
IV. EXPERIMENTAL RESULTS 
The results presented in this section are based on a real set 
of samples collected from a wood industrial case. The 
database is composed of 877 samples divided in nine 
classes. The learning database, where the typicality and 
interactivity analysis are made, is composed of 250 samples. 
The database used to test and validate the feature selection is 
composed of 627 samples. The fuzzy inference engine 
consists in a single inference where all the features are in 
input of the model and all the classes to recognize in output. 
Initially, the feature selection was done using expertise 
(i.e. using expert knowledge). In the present case, the expert 
has chosen six features (among nineteen extracted from the 
images) classically used to recognize the defects present in 
the database. The obtained recognition rate in generalization 
reached 74.2% and 242 rules were generated. 
In the proposed feature selection method, the first step of 
the method is the use of the typicality analysis to choose the 
first set of features. The method gives nine features which 
seem significant to recognize all the classes. Among these 
features, four of them represents a notion of shape (features 
n°2, n°3, n°8, n°9), one of them a measure of size (feature 
n°6) and four of them a measure of color (features n°10, 
n°12, n°13, n°15). The result of such an analysis is twice: the 
recognition rate increases to 77.8%, but 4 641 rules were 
generated, implying real difficulties to interpret the model. 
The interest of the iterative part of our method 
(interactivity analysis) is to decrease the number of features 
to use (i.e. decrease the model complexity) while preserving 
the high recognition rate achieved with the typicality 
analysis. At each step of the iterative part, the method 
provides a complete analysis, under a matrix form, of the 
feature interactivity and the feature significance. The table 1 
illustrates one of the matrices generated during our tests 
where values in grey mean potential insignificant features 
(M1 corresponding to a binary output and M2 integrating the 
confusion between sources). 
TABLE I 
MATRIX OF A FEATURE INTERACTIVITY ANALYSIS 
Feature N°9 N°8 N°13 N°12 N°3 N°6 N°10 
Shapley M1 1.04 0.8 0.73 0.84 0.54 1.68 1.4 
Muro M1  2  3 1   
Shapley M2 1.09 1.06 0.89 1.18 0.46 1.25 1.05 
Muro M2   2  1   
 
In the present case, the iterative part allows to remove 
three features from the initial list given by the typicality 
analysis. These features concern one feature of color and 
two features of shape. A final recognition rate of 78.6% is 
reached. We can denote that it is better than the one obtained 
by expertise or by the typicality analysis. Moreover the 
number of generated rules decreases to 468 (divided by 10 
compared to the typicality analysis, but increased by 2 
compared to the expertise feature choice). 
The figure 5 and 6 summarizes respectively the different 
recognition rates and the number of rules obtained with the 
different feature selection methods. 
 
 
Fig. 5. Recognition rates obtained with three methods 
 
 
Fig. 6. Number of generated rules with the three methods 
V. CONCLUSIONS 
In this article, we have presented an iterative feature 
selection method based on a learning database analysis. The 
proposed method is composed of three steps: first, the 
initialization part, which consists in choosing a first subset 
of features thanks to a feature typicality analysis. The 
recognition rate obtained with this subset (composed of N 
features) is then taken as a reference for the rest of the 
method. Second and third steps are the iterative part of the 
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method which principle is to analyze the feature interactivity 
among the initial subset and determine the k less 
representative features. The combination of k features (N – 
kth features) is tested using the fuzzy inference engine and 
the best recognition rate is retained. If this recognition rate is 
better or equal than those obtained in the initial step, the kth 
associated feature is removed from the subset and the feature 
selection method is applied again until a final subset is 
found. 
The results obtained in the experimental section shows 
that our method can choose an optimal subset of features 
significantly increasing the recognition rate compared to the 
expert feature choice while keeping a certain interpretability 
of the model. However, even if the recognition rate is better, 
the interpretability of the model is not easy with 468 rules to 
interpret. Further investigations will be performed to reduce 
the number of generated rules. For that, we will apply the 
proposed method to analyze the most significant features for 
each class and not for the whole classes as done for the 
moment. This improvement is the basis of a feature selection 
adapted to the use of a higher level decision making process 
which gives better results in term of recognition rate [25], 
and in term of interpretability. This model is based on a tree 
structure where the configuration is led by expertise and 
expert knowledge integration. 
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