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A time discrete variational principle is developed for the Cauchy problem of the
Kramers equation with unbounded external force fields. The variational scheme is
based on the idea of maximizing a relative entropy with respect to the Kantorovich
functional associated with a certain cost function. Convergence of the scheme is
established. Consequently, global existence of weak solutions of the Kramers
equation with a broad class of unbounded force fields and initial data is obtained.
Our results also show that, in some senses, the Kramers dynamics follows, at each
instant of time, the direction of a steepest descent of a free energy functional with
respect to the Kantorovich functional.  2000 Academic Press
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1. INTRODUCTION
This paper is concerned with the initial value problem for the Kramers
equation
 1  kT
p y   p   y F x p   pŽ .t x y y2ž /ž /m m m
Ž . n n 1for the probability density function p x, y, t in R  R  R , where  ,
Ž . Ž .m, k, and T are given positive constants, and F x m  x is thex
Ž .spatial gradient of a given potential  x . This is an ultraparabolic type
 equation that was originally introduced in 9 to model the dynamics of
particles undergoing the Brownian motion. It describes evolution of the
Ž . Ž . n nprobability density p x, y, t in the phase space x, y  R  R for a
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Ž Ž . Ž .. n n2n-dimensional stochastic process X t , Y t  R  R associated with
the Langevin equation in the stochastic form
dX t  Y t dt ,Ž . Ž .
'1 2 kT
dY t  F X t  Y t dt dW t ,Ž . Ž . Ž . Ž .Ž .Ž .
m m
Ž .where W t is the standard m-dimensional Brownian motion. In the
physical context, m is the mass of a single particle, T is the temperature, k
Ž .is the Boltzmann constant,  is the Stokes’ friction constant, and  x is
Ž .an external force potential. A solution p x, y, t is then the probability
density of finding the particle at position x with velocity y at time t. The
 Kramers equation plays an essential role in the statistical physics 12 . It is
also referred to as the KolmogorovFokkerPlanck equation and is used
to model various physical phenomena involving small particles undergoing
 the Brownian motion such as the plasma and stellar dynamics 3 .
The initial value problem for the Kramers equation has been studied
extensively in the literature, from both the mathematics point of view and
statistical physics point of view. In mathematics, it was studied under the
general contexts of ultraparabolic equations and the linearized
 VlasovPoissonFokkerPlanck equation 4, 6, 10, 14, 15 . Existence and
Ž .uniqueness of solutions with essentially bounded force fields F x can be
found in the above references. In statistical physics, a great deal of effort
has been made to find explicitly exact solutions and approximate solutions
 12 . Several maximum entropy principles and maximum path entropy
 principles 8 were developed to find approximate solutions to the Kramers
 equation. It is also known 12 that the Kramers equation admits a family
of stationary solutions that satisfy a variational principle. In other words,
the stationary solutions can be obtained by minimizing an energy func-
tional.
In this paper, we are interested in establishing a variational principle for
the Cauchy problem of the Kramers equation. We shall present a time
discrete, iterative variational scheme whose solutions serve as approximate
solutions to the Kramers equation. Under rather general assumptions on
the initial data and external forces that are not necessarily bounded, we
shall show that the approximate solutions weakly converge to the solutions
for the Cauchy problem of the Kramers equation as the time step de-
creases to zero. As a direct consequence of this convergence result, we
establish global existence of solutions for the Kramers equation with a
class of unbounded force fields. The variational scheme is based on
maximizing a relative entropy, or a negative free energy functional, for the
Kramers dynamics in the scale of the particle relax time with respect to a
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generalized Kantorovich functional. As we know, the Kantorovich func-
Ž .tional   ,  for two probability measures  and  , associated with1 2 1 2
Ž .a cost function C x, y; u,  , was introduced primarily for the mass trans-
 ference problem 11 . It may define a metric in a subspace of probability
Žmeasures. Hence, our results show that, in some senses see subsection
.4.2 , the Kramers dynamics follows, at each instant of time, the direction
of the steepest descent of the associated free energy functional with
respect to a metric.
 The variational approach in the present paper is inspired by 7 . The
authors in that paper discussed a variational formulation for the non-
degenerate FokkerPlanck equation in terms of the Wasserstein metric, a
Ž .Kantorovich functional   ,  associated with the cost function1 2
Ž .   2  C x, y; u,   x y . The results in 7 displayed the fact that the
FokkerPlanck dynamics may be regarded as a steepest descent for the
free energy with respect to the Wasserstein metric. Our variational formu-
 lation extends the results in 7 to the Kramers equation, a degenerate
FokkerPlanck equation.
The major difficulty in developing such a variational principle for the
Kramers equation is the introduction of an appropriate cost function. Due
to technical considerations, unlike the cost function for the Wasserstein
metric, the cost function we shall use is dependent of the size of the time
step. The idea for choosing such a cost function is motivated by the
structure of the fundamental solution and the physics nature of the
Kramers equation. We shall demonstrate that the corresponding Kan-
torovich functional may still be regarded as a metric in the space of all
probability measures with finite second moments. Based on the transport
property of the Kramers equation, this Kantorovich functional naturally
leads to a generalized Kantorovich functional that will be used to construct
our variational scheme. The main idea for the technical treatment of the
 convergence result follows from 7 . However, the generalized Kantorovich
Ž .functional   ,  constructed in this paper is significantly different1 2
Ž .from the Wasserstein metric. In particular,   ,  does not satisfy the1 2
Žtraditional triangle inequality that is one of the key properties needed to
 . Ž .prove convergence in 7 , and   ,   0. In addition, this generalized1 2
free energy functional is time dependent and it blows up as the time step
decreases to zero. Several technical difficulties thus arise in dealing with
convergence of our schemes. New methods are needed to derive necessary
estimates. In the present paper, we shall restrict our attention only to the
Kramers equation. In our forthcoming papers, we shall extend this ap-
proach to more general degenerate FokkerPlanck equations and
VlasovPoissonFokkerPlanck equations.
The paper is organized as follows. In the next section, we shall normal-
ize the Kramers equation and introduce the corresponding generalized
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free energy. In Section 3, we shall introduce a cost function and define the
corresponding Kantorovich functional. In Section 4, a discrete variational
scheme will be introduced and its properties will be studied. The first
variation of the scheme will be displayed explicitly. Finally in Section 5, we
shall establish convergence of the variational scheme to the Kramers
equation.
2. GENERALIZED FREE ENERGY FUNCTIONAL
For convenience, we shall normalize the Kramers equation by introduc-
Ž .˜ing dimensionless variables x, y, t as˜ ˜
L
˜x Lx , y y , t 	 t ,˜ ˜
	
where L is the characteristic length scale, and 	m is the relaxation
Žtime of the particle dynamics the time needed for release of the particle
˜. Ž .momentum. The corresponding dimensionless potential  x and density˜
Ž .˜function p x, y, t , respectively, are defined by˜ ˜ ˜
L2 	 n˜ ˜ x   x , p x , y , t  p x , y , t .Ž . Ž . Ž .˜ ˜ ˜ ˜Ž .2 2 n	 L
These new scalings normalize the Kramers equation to the following
Ž .dimensionless form after leaving out all the tildes
p y   p   y   x p  
 2 p , 2.1Ž . Ž .Ž .Ž .t x y x y
where 
 2  kT	 2 m1L2  0 is the dimensionless diffusion coefficient.
We supply the equation with initial condition
p x , y , 0  p x , y 	 0, 2.2Ž . Ž . Ž .0
Ž .where p x, y is the initial probability density. We assume that the initial0
Ž .density p x, y is a non-negative Borel measurable function and it satis-0
fies
  2   2p x , y dx dy 1, x  y p x , y dx dy . 2.3Ž . Ž . Ž .Ž .H H0 0
2n 2 nR R
Ž .The mass conservation implies that the constraints 2.3 are invariant for
Ž . Ž . Ž . Ž .2.1 in the sense that if p x, y, t is a solution to 2.1 and 2.2 , then for
Ž . Ž .any fixed t 0, p ,  , t is non-negative and satisfies 2.3 . These invari-
ance properties can also be easily verified analytically.
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We introduce, for any probability density p with finite second moments,
the functionals
E p  2  x p x , y dx dy , 2.4Ž . Ž . Ž . Ž .H
2nR
1 2 S p  y p x , y dx dy , 2.5Ž . Ž . Ž .H1
2n2 R
S p  
 2 p x , y ln p x , y dx dy , 2.6Ž . Ž . Ž . Ž .H2
2nR
F p  S p  S p . 2.7Ž . Ž . Ž . Ž .1 2
Ž . Ž . Ž .The functionals E p , S p , and S p , respectively, represent the exter-1 2
nal potential energy, kinetic energy, and the negative Boltzmann entropy.
Ž .The functional F p is then the internal free energy. Set, for any time step
h 0,
1
B p  E p  F p . 2.8Ž . Ž . Ž . Ž .h h
Ž .Notice that the functional B p depends on h. When h 2, which mayh
Ž .be viewed as the scaled momentum relaxation time, B p is the stan-2
dard Gibbs free energy. It is the total free energy the particle caries in the
relaxation time.
Ž .Although the functional B p is time dependent, it is closely related toh
the time independent Gibbs free energy. To illustrate the connection, we
consider the physical situation n 3 and introduce the scaling
x x3 1q x , y  h p , y ,  x  2h  .Ž . Ž . Ž . Ž .ž / ž /h h
Note that, since h has a unit of time, xh and y have the same unit of a
velocity. A direct computation leads to
E p  hE q , S p  S q , S p  S q  
 2 ln h3.Ž . Ž . Ž . Ž . Ž . Ž .1 1 2 2
It follows that
B p  B q  
 2 ln h3.Ž . Ž .h 2
Ž . Ž .This shows that, for fixed time step h, B p differs from B q , theh 2
Ž .Gibbs free energy, only a constant. Hence, B p may be regarded as theh
Ž .scaled Gibbs free energy. We call B p the generalized free energyh
functional for the Kramers dynamics.
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  Ž .We also point out 7, 12 that system 2.1 has the stationary solutions Q
in the form of
  2y  xŽ .
Q x , y  Z exp   ,Ž . 0 2 2ž /2
 

where Z is a constant. The negative Gibbs free energy functional can be0
expressed as
p
2B p 
 p ln dx dy.Ž . H2 ž /2n QR
It is commonly referred to as the Kullback relative entropy of p with
  Ž .respect to Q. It was shown in 7, 12 that Q x, y maximizes the relative
Ž . Ž .entropy functional B p over all probability densities. We call B p a2 h
Ž .generalized relative entropy.
Ž . Ž .To make sense of the functionals 2.4  2.6 , some growth conditions on
 are needed. Throughout the paper, we shall assume
 C 2 Rn ,  x 	 0, for all x Rn , 2.9Ž . Ž . Ž .
 2  n  x 
 c , for all x R . 2.10Ž . Ž .0
Ž . Ž .  Assumption 2.10 implies that  x grows quadratically for large x .
Ž .More precisely, we may derive from 2.10 that
  2     x 
 c 1 x ,  x 
 c 1 x , 2.11Ž . Ž . Ž . Ž .Ž .0 0
Ž .  Ž . where c is another constant depending only on  0 ,  0 , and c in0 0
Ž . Ž . Ž .2.10 . We point out this point that under 2.11 , the force field  x is
neither bounded nor in any L p space. Our assumptions on  are weaker
 Ž . Ž .than those in 14, 2.27 , 2.28 . With these assumptions in mind, we see
Ž . Ž .that the functionals E p and S p are finite for any probability density p1
with a finite second moment, and consequently the Boltzmann entropy
Ž . Ž .S p is bounded from above see Lemma 4.2. .2
3. GENERALIZED KANTOROVICH FUNCTIONAL
In this section, we shall introduce a cost function and the corresponding
Kantorovich functional associated with the cost function. This functional
defines a probability metric. We shall then use this metric to introduce a
generalized Kantorovich functional needed in the sequel.
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Ž k . kLet B R be the -algebra of all Borel measurable sets in R , and let
Ž Ž k ..P B R denote the collection of all Borel probability measures in0
Ž k .B R that have finite second moments, i.e.,
P B Rk   :  is a non-negative Borel measure,Ž .Ž .0
M   1, M    ,4Ž . Ž .0 2
where
  iM   x  dxŽ . Ž .Hi
kR
denotes the ith order moment, i 0, 1, 2. For any two probability mea-
Ž Ž 2 n.. Ž .sures  and  in P B R , we denote by P  ,  the subset of all1 2 0 1 2
Ž Ž 4 n..measures P in P B R that have the first marginal  and the0 1
second marginal  . More precisely,2
P  ,   PP B R4 n : P  R2 n    ,Ž . Ž . Ž . Ž . Ž .1 2 0 1
P R2 n    , B R2 n .Ž . Ž . Ž . 42
Ž . Ž .Obviously, the set P  ,  is convex, and for any PP  ,  ,1 2 1 2
M P M  M   .Ž . Ž . Ž .2 2 1 2 2
It is also easy to see that this set is non-empty since it contains the product
measure P    .1 2
˜ Ž .For any h 0, we define a cost function C x, y; u,  , for x, y, u,  h
Rn, by
21 u x   y2˜  C x , y ; u ,     y  2  . 3.1Ž . Ž .h 2 h 2
Ž .The Kantorovich functional   ,  associated with this cost function is˜h 1 2
Ž Ž 2 n..defined by, for any  ,  P B R ,1 2 0
2 ˜  ,   inf C x , y ; u ,  P dx dy du d . 3.2Ž . Ž . Ž . Ž .˜ Hh 1 2 h
4nŽ .PP  ,  R1 2
˜ 4 nOne sees that since C is a smooth function in R andh
4 2 2 2 2˜        0
 C x , y ; u ,  
 u  x  4   y ,Ž . Ž . Ž .h 2h
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Ž .  ,  has the upper bound˜h 1 2
42
  ,  
 4 M  M  . 3.3Ž . Ž . Ž . Ž .Ž .˜h 1 2 2 1 2 22ž /h
Ž . Ž Ž 2 n..Hence,   ,  is a well-defined, finite functional in P B R ˜h 1 2 0
2 n ˜ 12Ž Ž .. Ž .P B R . Furthermore, the function C x, y; u,  obviously defines0 h
Ž . Ž . 2 na distance between points x, y and u,  in R . This distance is
 equivalent to the Euclidean metric. Therefore, by 11 , the functional can
be equivalently defined by
2 ˜  ,   inf E C X , Y ; U, V , 3.4Ž . Ž . Ž .˜ Ž .h 1 2 h
Ž . Ž .where the infinimum is taken over all random variables X, Y and U, V
n n Ž . Ž .in R  R such that X, Y has the law  and U, V has the law  .1 2
Ž .The following results show that the functional   ,  indeed defines a˜h 1 2
Ž Ž 2 n..metric in P B R .0
Ž .LEMMA 3.1. Let   ,  be the Kantoroich functional defined in˜h 1 2
˜Ž . Ž .3.2 with the cost function C defined in 3.1 . THenh
˜Ž . Ž .1 there exists a probability measure P P  ,  that obtains theh 1 2
Ž .infinimum in 3.2 ,
Ž .2 the triangle inequality
  ,  
   ,     , Ž . Ž . Ž .˜ ˜ ˜h 1 2 h 1 3 h 3 2
Ž Ž 2 n..holds for any  ,  ,  P B R ,1 2 3 0
Ž . Ž Ž 2 n..3 for any P B R ,0
  ,   0.Ž .˜h
Ž  .Proof. The results are classical see, for instance, 11 . For the reader’s
Ž .  Žk .4convenience, we sketch the proof. 1 Let P be a minimizingh k1
Ž .sequence of probability measures in P  ,  such that1 2
12Žk .C˜ x , y ; u ,  P dx dy du d 
   ,   .Ž . Ž . Ž .˜H h h h 1 2
4n kR
Ž . Ž .By 3.3 , any sequence in P  ,  is tight, and consequently is precom-1 2
 Žk i.4pact for weak convergence. Hence, there exists a subsequence Ph i1
˜ Ž .that converges weakly to a probability measure P P  ,  . An appli-h 1 2
 cation of the well-known Skorohod Theorem 1 and Fatou’s lemma leads
to
˜ ˜C x , y ; u ,  P dx dy du dŽ . Ž .H h h
4nR
2Žk .i˜
 lim inf C x , y ; u ,  P dx dy du d 
   ,  .Ž . Ž . Ž .˜H h h h 1 2
4ni R
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1˜3 ˜32Ž . Ž . Ž .2 Let P P  ,  and P P  ,  be the minimizers forh 1 3 h 3 2
Ž . Ž .  ,  and   ,  , respectively. Let P be a probability measure in˜ ˜h 1 3 h 3 2
Ž Ž 6 n..P B R such that0
2 n 1˜3P    R  P   ,Ž .Ž .1 2 h 1 2
2 n ˜32P R    P   ,Ž .Ž .1 2 h 1 2
2 n 1˜3 2 n ˜32Ž . Ž . Ž . Žfor any  ,  B R . Since P R      P  1 2 h 1 3 1 h 1
2 n.  R , existence of such a measure P is guaranteed by 13 . Obviously, the
1˜2marginal P defined byh
1˜2 2 nP    P   R Ž . Ž .h 1 2 1 2
Ž . Ž . Ž . Ž . n nis a measure in P  ,  . For any x, y , u,  , w, z  R  R , obvi-1 2
Ž .ously by the standard triangle inequality ,
12 12 12˜ ˜ ˜C x , y ; u ,  
 C w , z ; u ,   C x , y ; w , z .Ž . Ž . Ž .
Ž .The assertion 2 now follows from the inequalities
12
12˜ ˜  ,  
 C x , y ; u ,  P dx dy du dŽ . Ž . Ž .˜ Hh 1 2 ž /4nR
12
˜ C x , y ; u ,  P dx dy dw dz du dŽ . Ž .Hž /6nR
12
32˜ ˜
 C w , z ; u ,  P dw dz du dŽ . Ž .Hž /4nR
12
13˜ ˜ C x , y ; w , z P dw dz du dŽ . Ž .Hž /4nR
   ,     ,  .Ž . Ž .˜ ˜h 1 3 h 3 2
Ž . Ž .3 The assertion directly follows from 3.4 by taking XU, Y V.
The proof of Lemma 3.1 is complete.
Ž .The variational problem 3.2 is traditionally called the Monge
 Kantorovich mass transference problem 11 . If we interpret  as the massi
˜ Ž .distribution of a body  , for i 1, 2, and the function C x, y; u,  asi h
Ž . Ž .the cost of transferring the mass from x, y  to u,   , then the1 2
Ž .minimization problem 3.2 is regarded as minimizing the total cost of the
˜ Ž .mass transference. The minimizer P for 3.2 is the optimal transferenceh
Ž .plan. For comprehensive studies on problem 3.2 with general cost func-
 tions and applications to the probability theory, we refer to 11 . We recall
CHAOCHENG HUANG342
˜ 2Ž .  that in the particular case when the cost function C x, y; u,   u x
  2   y , the corresponding functional is known as the Wasserstein
˜  Ž .metric 11 . Since, for any fixed h 0, C x, y; u,  is equivalent to theh
Ž .Euclidean metric, the associated Kantorovich functional   ,  is˜h 1 2
equivalent to, for fixed h 0, the Wasserstein metric. We are now in the
position to introduce a generalized Kantorovich functional needed in the
discrete variational scheme for the Kramers equation.
Let  : Rn Rn Rn Rn be the transformation defined byh
 x , y  x hy , y .Ž . Ž .h
Obviously,  is linear and invariant under the Lebesgue measure. Itsh
1Ž . Ž .inverse is  x, y  x hy, y . Notice that z x ty actually is theh
similarity variable for the Kramers equation. This observation motivates us
Ž .to introduce a new functional   ,  byh 1 2
  ,     ,  1 ,Ž . ˜ Ž .h 1 2 h 1 2 h
1 Ž Ž 2 n.. Ž 2 n.where   P B R is defined by, for any B R ,2 h 0
 1    1  .Ž . Ž .Ž . Ž .2 h 2 h
Ž .By changes of variables, we find that   ,  may be defined equiva-h 1 2
lently as
2
  ,   inf C x , y ; u ,  P dx dy du d , 3.5Ž . Ž . Ž . Ž .Hh 1 2 h
4nŽ .PP  ,  R1 2
where
21 u x   y2 C x , y ; u ,     y  2  . 3.6Ž . Ž .h 2 h 2
Ž . Ž . Ž .This function C x, y; u,  is not symmetric in x, y and u,  . Inh
Ž .addition, the triangle inequality and the identity C x, y; x, y  0 do noth
hold in general. It no longer qualifies to be a cost function in the classical
Ž . Ž .sense. However, the functional   ,  written in the form of 3.5h 1 2
formally generalizes the notion of the Kantorovich functional. For conve-
Ž .nience, we shall still call C x, y; u,  a cost function and refer toh
Ž . Ž .  ,  as the generalized Kantorovich functional associated with thath 1 2
cost function. The following results are the direct consequence of Lemma
3.1.
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Ž . Ž .LEMMA 3.2. Let   ,  be the Kantoroich functional in 3.5 associ-h 1 2
Ž .ated with the cost function C in 3.6 . Thenh
Ž . Ž .1 there exists a probability measure P P  ,  that obtains theh 1 2
Ž .infinimum in 3.5 ,
Ž . 22 for h 
 112,
2M  
 10  ,   4M  , 3.7Ž . Ž . Ž . Ž .2 2 h 1 2 2 1
Ž . Ž Ž n n..3 for P B R  R ,0
2
  ,   0. 3.8Ž . Ž .h h
Proof. The first and the third assertions follow immediately from
Lemma 3.1.
Ž .2 Since
2u x   y y2 2 u x  h   ž /h 2 2
2 2u x   y y 22  
 3h    ž /h 2 2
3h2 22   C x , y ; u ,   3h  , 3.9Ž . Ž .h2
where in obtaining the second line we used the CauchySchwarz inequality
2k k
2a 
 k a , 3.10Ž .Ý Ýi iž /
i1 i1
hence, for h2 
 112,
  2   2   2   2   2   2u   
 2 u x    y  2 x  yŽ . Ž .
2 2   2   2   2
 4 3h C x , y ; u ,   6h   2 x  yŽ . Ž . Ž .h
1 2 2 2     
 5C x , y ; u ,     2 x  y .Ž . Ž .h 2
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Ž .This leads to, by taking P to be the minimizer for   ,  ,h 1 2
  2   2   2   2M   2 M   u    2 x  y P dx dy du dŽ . Ž . Ž .Ž .Ž .H2 2 2 1 h
4nR
1 2 
 5C x , y ; u ,    P dx dy du dŽ . Ž .H h hž /4n 2R
1
 5  ,   M  .Ž . Ž .h 1 2 2 22
Ž .The assertion of 2 follows. The proof is complete.
As a convention throughout the paper, for any probability density
k Ž . kfunction p in R , i.e., p x is a Borel measurable function in R that
satisfies
p x 	 0, p x dx 1,Ž . Ž .H
kR
Ž .we identify p to its law  p x dx. In that sense, the notation p
Ž Ž k .. Ž Ž k .. Ž . Ž .P B R means that its law P B R , and M p means M  .0 0 i i
Ž Ž k .. Ž .In the similar manner, for any p , p P B R , the set P p , p is1 2 0 1 2
Ž . Ž . Ž .identical to P p dx, p dx , and  p , p   p dx, p dx . In particu-1 2 h 1 2 h 1 2
Ž Ž 2 n..lar, for p , p P B R ,1 2 0
2
 p , p  inf C x , y ; u ,  P dx dy du d . 3.11Ž . Ž . Ž . Ž .Hh 1 2 h
4nŽ .PP p , p R1 2
Ž .Remark 3.1. The choice for the cost function C x, y; u,  defined inh
Ž .3.6 is motivated by the fundamental solution for the ultraparabolic
equation
u y   u  u.t x y
In fact, the function
n2 ˇ3 C x , y ; u , Ž .s t
 x , y , t ; u ,  , s  exp Ž . 2 n ž /s t2 s tŽ .
 furnishes the fundamental solution 15 , where
21 u x   y2ˇ  C x , y ; u ,     y  6  .Ž .h 2 h 2
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ˇŽ . Ž .We point out that we choose C x, y; u,  , instead of C x, y; u,  , toh h
define the generalized Kantorovich functional simply for convenience. By
Ž . Ž .slightly adjusting the coefficients in the functionals E p and S p , one1
ˇ Ž .may use C x, y; u,  to define the generalized Kantorovich functional.h
All the results shall essentially remain unchanged.
Ž .Remark 3.2. The cost function C x, y; u,  may be written ash
21 2 h h2 C x , y ; u ,     y  u   x y .Ž .h 2 ž / ž /2 2 2h
Ž .It may be explained physically as follows. Suppose x, y is the state of a
particle at a certain moment t T. In the next time step t T h the
Ž .particle reaches the state u,  . Then x hy2 is the forward position of
the particle at half-time t T h2 assuming the constant velocity y,
while u h2 is the backward position at half-time assuming the con-
stant velocity  . Hence, the first term above thus measures the velocity
difference and the second term measures the difference between the
forward position and the backward position.
4. VARIATIONAL PRINCIPLE
In this section, we shall study the problem of minimizing the generalized
Ž .free energy with respect to the Kantorovich functional defined in 3.11
assocatied with the cost function C . We shall then introduce a discreteh
variational scheme to approximate the Kramers equation.
4.1. A Minimization Problem
Ž Ž 2 n..For any fixed pP B R and h 0, we define the functional0
L byp
2L p   p, p  hB pŽ . Ž . Ž .p h h
2  p, p  E p  hF p , 4.1Ž . Ž . Ž . Ž .h
Ž Ž 2 n..for any probability density pP B R . Consider the following mini-0
mization problem:
find pP B R2 n that minimizes L pŽ . Ž .Ž .0 p 4.2Ž .2 nover all probability densities pP B R .Ž .Ž .0
We need the following weak compactness result due to Dunford-Pettis 2,
Chap. IV .
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 Žm.4 1LEMMA 4.1. A sequence f of L -functions is weakly precompactm1
1 Ž Žm..in L if and only if M f is uniformly bounded, and0
 Žm.   f x Dx 0 uniformly as   0,Ž .H

 Žm. f x dx 0 uniformly as r .Ž .H
 x 	r
Ž .The well-posedness of problem 4.2 will be demonstrated in the follow-
ing lemma.
2 Ž Ž 2 n..LEMMA 4.2. Suppose 0 h 
 112 and pP B R . Then,0
Ž . Ž Ž 2 n..L p  for any probability density pP B R , and problemp 0
Ž . Ž Ž 2 n.. Ž .4.2 has a unique solution p*P B R . Moreoer, F p* is finite.0
' Proof. Since w ln w 
 c w for 0
 w
 1 for some constants c, we
Ž Ž 2 n..have, for any pP B R ,0
   min p ln p , 0 dx dy p ln p dx dyŽ .H H 2 2   '2 x  y Ž . 4 p x , y 
e
  p ln p dx dyH 2 2    Ž .'2 x  y 
p x , y 
1 4 e
2 2 2 2   ' x  y    '
 e dx dy 2 p x  y dx dyH H
 
2 2   ' x  y
 e dx dyH

1 2 2    x  y p dx dy 10 4.3Ž .Ž .H10 
for any  R2 n. In particular,
1
 min p ln p , 0 dx dy
 c  M p , 4.4Ž . Ž . Ž .H 1 2ž /2n 10R
where c is a positive constant depending only on n. This inequality1
Ž . Ž .guarantees S p . Consequently, L p . We next show that2 p
the functional L is bounded from below. By Lemma 3.2, we obtain,p
THE KRAMERS EQUATION 347
Ž . Ž . 2noticing that S p , E p 	 0, and h 
 112,1
2
 p, p  E p  hF pŽ . Ž . Ž .h
2	  p, p  hS pŽ . Ž .h 2
1
	 M p  4M p  h min p ln p , 0 dx dy by 3.7Ž . Ž . Ž . Ž .Ž .Ž . H2 2
2n10 R
1 h 2 M pŽ .2	  M p   hc by 4.4 4.5Ž . Ž . Ž .Ž .2 1ž /10 10 5
M pŽ .2	  hc . 4.6Ž .110
Ž .  Žm.4Hence, the functional L defined in 4.1 is bounded below. Let pp m	1
Ž . Ž .be a minimizing sequence for 4.2 . Inequality 4.5 ensures that
M pŽm. is bounded, 4Ž .2 m	1
Žm. 4.7Ž .S p is bounded. 4Ž .2 m	1
Ž .This and 4.4 then yield that
max p ln p , 0 dx dy is bounded. 4.8Ž . Ž .H
2nR
Ž . Ž .By Lemma 4.1, the estimates 4.7 and 4.8 imply that there exists a
 Žm.4subsequence, denoting it again by p , and a probability densitym	1
Ž Ž 2 n..p*P B R such that0
pŽm. p* weakly in L1 R2 n . 4.9Ž . Ž .
By Fatou’s Lemma,
E p*  hS p* 
 lim inf E pŽm.  hS pŽm. . 4.10Ž . Ž . Ž .Ž . Ž .Ž .1 1
m
Ž . Žm. Ž Žm..Next, by 1 in Lemma 3.2, there exists a P P p, p such that
2Žm. Žm.C x , y , u ,  P dx dy du d   p, p .Ž . Ž . Ž .H h
4nR
Since
Žm.   2   2   2   2 Žm.M P  x  y  u   P dx dy du dŽ . Ž .Ž .H2
4nR
M p M pŽm. ,Ž . Ž .2 2
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Ž .  Ž Žm..4it follows from 4.7 that the sequence M P is bounded. Conse-2 m	1
 Žm.4quently, P is a tight sequence. Therefore, there exists a subse-m	1
 Žm.4quence, denoting again by P that converges weakly in the space ofm	1
Ž Ž 4 n..probability measures to a measure P*P B R . It is easy to check0
Ž .  that P*P p, p* . By using the Skorohod Theorem 1 and Fatou’s
Lemma, we conclude that
2
 p, p* 
 C x , y , u ,  P* dx dy du dŽ . Ž . Ž .Hh
4nR

 lim inf C x , y , u ,  P Žm. dx dy du dŽ . Ž .H
4nm R
2Žm. lim inf  p, p . 4.11Ž .Ž .h
m
It remains to show that
S p 
 lim inf S pŽm. . 4.12Ž . Ž .Ž .2 2
m
Since w ln w is convex, it follows that for any r 0,
S p* 
 p*ln p* dx dy max p*ln p*, 0 dx dyŽ . Ž .H H2
2nB R Br r

 lim inf pŽm.ln pŽm. lim inf max pŽm. ln pŽm. , 0 .Ž .H H
2nm mB R Br r
4.13Ž .
Ž .On the other hand, by 4.3 ,
Žm. Žm.min p ln p , 0 dx dyŽ .H
2nR Br
12 2 2 2   ' x  y Žm.   
 e dx dy x  y p dx dyŽ .H H
2n 2 n10R B R Br r
 10 pŽm. dx dy.H
2nR Br
Ž .Hence, by 4.9 , for any  0, there exists a r 0 such that
Žm. Žm.lim sup min p ln p , 0 dx dyŽ .H
2nR Bm r
12 2 2 2   ' x  y    
 e dx dy x  y  10 p* dx dy
  .Ž .H H
2n 2 n10R B R Br r
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Ž . Ž .Assertion 4.12 follows from the last inequality and 4.13 . Existence of a
minimizer follows.
Ž . ŽUniqueness follows from the strict convexity of 4.2 since S is strictly2
. Ž Ž 2 n..convex and the convexity of P B R . This completes the proof of0
Lemma 4.2.
4.2. Time Discrete Variational Scheme
Ž Ž 2 n..For any given density p P B R , we construct a sequence of0 0
 Žh.4probability densities p successively by minimizing the functionalk k	1
Ž . Žh.Žh.L p for k	 1, i.e., p is the solution of the problemp kk1
find a density pŽh.P B R2 n that minimizesŽ .Ž .k 0
2Žh.
Žh.L p   p , p  E p  hF pŽ . Ž . Ž .Ž .p h k1k1
over all probability densities pP B R2 n . 4.14Ž . Ž .Ž .0
Lemma 4.2 guarantees existence and uniqueness of such a sequence
 Žh.4 Ž Žh..p with finite free energy B p . For each k	 0, the minimizerk k	1 h k
pŽh. may be viewed as an approximation solution to the Kramers equationk
at k th time step t kh. We shall see later that this approximation
solution converges in a weak sense to the solution of the Cauchy problem
Ž . Ž .2.1 , 2.2 .
The variational principle may provide a new physical interpretation for
the Kramers dynamics. To illustrate this, we introduce the forward density
pŽh. ask˜1
pŽh. x , y  pŽh. 1 x , y  pŽh. x hy , y .Ž . Ž . Ž .k˜1 k1 h k1
It is the probability density at position x hy, which is one step forward
from position x assuming the constant velocity y, with velocity y at time
Ž . Ž Ž 2 n..t k 1 h. A direct computation leads to, for any pP B R ,0
 pŽh. , p   pŽh. , p .˜ ˜Ž . Ž .h k1 h k1
Ž . Ž .Žh.Hence, the functional L p in 4.14 may be written aspk1
L Žh. p  p pŽh. , p  hB p .Ž . Ž .˜ ˜Ž .p h k1 hk1
Ž Žh. .Note that, by Lemma 3.1,  p , p defines a distance from p to the˜ ˜h k1
forward density pŽh. . It follows that the minimizer pŽh. for the functional˜k1 k
Ž .Žh.L p may be understood as the minimizer for the generalized freepk1
energy functional B with respect to the  -distance to the forward˜h h
Žh. Ž .density p . The variational scheme 4.14 shows that, in the next timek˜1
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step t kh, the particle, at position x with velocity y at the previous time
Ž .step t k 1 h, first moves along its velocity to the position x hy, and
then follows the direction of the least free energy with respect to the
metric  . In that sense, the Kramers dynamics may be regarded as, at˜h
each instant of time, a steepest descent for the generalized free energy
functional with respect to the distance  to its forward density. We˜h
believe that this is consistent with the fact that the Kramers equation
includes both the transport operator   y   and the Brownian motion.t x
4.3. First Variation of Variational Scheme
We now demonstrate analytically the connection between the variational
Ž .principle 4.14 and the Kramers equation. To this end, we need to derive
Ž .the first variation of the scheme 4.14 . Suppose that p is the minimizer of
Ž . Ž Ž 2 n.. Ž Ž 2 n..the functional L p over P B R for any given pP B R .p 0 0
Ž 2 n.For any  , C R , the space of smooth functions that have bounded
Ž .derivatives of any orders, we define a family of fluxes  , bys s s	 0
 s s   , ,    , ,Ž . Ž .s s s s s  s
 x , y  x ,  x , y  y. 4.15Ž . Ž . Ž .0 0
Ž .Denote by p x, y the density of the push forward of the measures
Ž . Ž . Ž .p x, y dx dy under  , , i.e., p x, y is defined through the formulas s s
p x , y  x , y dx dy p x , y   x , y , x , y dx dy ,Ž . Ž . Ž . Ž . Ž .Ž .H Hs s s
2n 2 nR R
4.16Ž .
Ž 2 n. Ž Ž 2 n.. Ž .for any  C R . Obviously, p P B R . Denote by  p x, y thes 0
Ž .first variation of p along  , , i.e.,s s
d p x , y  p x , yŽ . Ž .s
 p x , y  p x , y  limsup ,Ž . Ž .sds ss0 s0
Ž .and by G p the corresponding first variation of any functional G along
p,
G p G pŽ . Ž .s
G p  limsup .Ž .
ss0
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Ž .Then, by differentiating Eq. 4.16 , we find
d
p x , y  x , y dx dyŽ . Ž .H s
2nds R s0
 p x , y   x , y   x , y    x , y   x , y dx dy.Ž . Ž . Ž . Ž . Ž .Ž .H x y
2nR
Ž .Hence in the distribution sense,  p x, y can be expressed by
 p x , y    x , y p x , y     x , y p x , y .Ž . Ž . Ž . Ž . Ž .Ž . Ž .x y
Using this formula, we can now proceed to compute the first variations of
Ž .the functionals E and S i 1, 2 asi
E p  2  x  p x , y dx dyŽ . Ž . Ž .H
2nR
 2   x   x , y p x , y dx dy 4.17Ž . Ž . Ž . Ž .H x
2nR
1 2 S p  y  p x , y dx dyŽ . Ž .H1
2n2 R
 y   x , y p x , y dx dy 4.18Ž . Ž . Ž .H
2nR
S p  
 2  p x , y ln p x , y  1 dx dyŽ . Ž . Ž .Ž .H2
2nR

 2   x , y    x , y p x , y dx dy. 4.19Ž . Ž . Ž . Ž .Ž .H x y
2nR
Notice that some of the above computations are not rigorous when p is
not smooth. However, by a standard approximation argument, one can see
Ž Ž 2 n..that they are valid for any density pP B R . Next, we choose0
Ž .PP p, p such that
2
 p, p  C x , y , u ,  P dx dy du d . 4.20Ž . Ž . Ž . Ž .Hh h
4nR
Ž .Define P P p, p , the corresponding partial push forward of P, bys s
 x , y , u ,  P dx dy du dŽ . Ž .H s
4nR
  x , y , u ,  , u ,  P dx dy du d .Ž . Ž . Ž .Ž .H s s
4nR
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Ž . Ž .2It follows from 4.20 and definition for  p, p thath s
2 2
 p, p   p, pŽ . Ž .h s h

 C x , y , u ,  , u ,   C x , y , u ,  P dx dy du d .Ž . Ž . Ž . Ž .Ž .Ž .H h s s h
4nR
Consequently,
2 2
 p, p   p, pŽ . Ž .h s h
  p, p  limsupŽ .Ž .h ss0

  C x , y , u ,    u , Ž . Ž .ŽH u h
4nR
 C x , y , u ,    u ,  P dx dy du d . 4.21Ž . Ž . Ž . Ž .. h
Ž .Since p is the minimizer for 4.2 ,
  p, p  E p  hF p 	 0. 4.22Ž . Ž . Ž . Ž .Ž .h
Ž . Ž . Ž . Ž .Substituting 4.17  4.19 , 4.21 into 4.22 and then replacing  and 
with  and , respectively, we obtain the first variation for minimiza-
Ž . Ž .tion problem 4.2 : Let p be the minimizer of L and P satisfy 4.20 .p*
Then
 C x , y , u ,    u ,  P dx dy du dŽ . Ž . Ž .H u h
4nR
  C x , y , u ,    u ,  P dx dy du dŽ . Ž . Ž .H  h
4nR
 2  x   x , y  hy   x , y p x , y dx dyŽ . Ž . Ž . Ž .Ž .H x
2nR
 
 2 h   x , y    x , y p x , y dx dy 0, 4.23Ž . Ž . Ž . Ž .Ž .H x y
2nR
for any smooth functions  ,.
Ž 2 n.We now choose, for any  C R ,0
h
 x , y    x , y , 4.24Ž . Ž . Ž .y2
h
 x , y    x , y    x , y . 4.25Ž . Ž . Ž . Ž .x y2
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A direct computation leads to
 C x , y ; u ,    u ,    C x , y ; u ,    u , Ž . Ž . Ž . Ž .u h  h
 u x   u ,     y    u ,   h    u ,  .Ž . Ž . Ž . Ž . Ž .u  u
Ž . Ž . Ž .Substituting 4.24 and 4.25 into 4.23 and using the above relation, we
Ž 2 n.derive, for any  C R ,0
u x    u ,     y    u ,  P dx dy du dŽ . Ž . Ž . Ž . Ž .Ž .H u 
4nR
 h y    x , y p x , y dx dyŽ . Ž .Ž .H x
2nR
 h y   x    x , y p x , y dx dyŽ . Ž . Ž .Ž .Ž .H x y
2nR
 h
 2   x , y p x , y dx dyŽ . Ž .H y
2nR
1
2 h y    x , y p x , y dx dy 0. 4.26Ž . Ž . Ž .H x
2n 2R
Ž .Note that in the second line of 4.26 , we used the fact
    u ,  P dx dy du d  y    x , y p x , y dx dy.Ž . Ž . Ž . Ž .H Hu x
4n 2 nR R
We have already proved that the minimizer p of the minimization problem
Ž . Ž . Ž 2 n.4.2 satisfies Eq. 4.26 for any  C R . We conclude this section by0
clearly stating the above relation.
 Žh.4LEMMA 4.3. Let h 0 and p be the solution for the ariationalk k1
Ž . Ž 2 n.scheme 4.14 . Then, for any  C R , the equation0
u x    u ,     y    u ,  P Žh. dx dy du dŽ . Ž . Ž . Ž . Ž .Ž .H u  k
4nR
 h y    x , y pŽh. x , y dx dyŽ . Ž .Ž .H x k
2nR
 h y   x    x , y pŽh. x , y dx dyŽ . Ž . Ž .Ž .Ž .H x y k
2nR
 h
 2   x , y pŽh. x , y dx dyŽ . Ž .H y k
2nR
1
2 Žh. h y    x , y p x , y dx dy 0 4.27Ž . Ž . Ž .H x k
2n 2R
Žh. Ž . Žh. Žh.holds for any k	 1, where P satisfies 4.20 with p p , p p .k k1 k
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5. CONVERGENCE OF THE VARIATIONAL SCHEME
In this section, we shall establish convergence of the time discrete
Ž . Ž . Ž .scheme 4.14 to the solution of the Cauchy problem 2.1 and 2.2 .
Ž Ž 2 n..Throughout the section, we always assume that p P B R and that0 0
Ž .its negative entropy S p is finite. We denote by c a constant depending2 0 1
Ž . Ž .only on c in 2.10 and 2.11 , and by c a constant depending only on the0
Ž . Ž .initial data c , M p , and S p . However, c and c may change from0 2 0 2 0 1
time to time.
 Žh.4LEMMA 5.1. Let p be the sequence of the minimizers for problemk k	1
Ž .4.14 for fixed h 0. There exists a constant h  0 depending only on c0 0
such that for any h
 h and any positie integer N,0
N
2Žh. Žh. p , pŽ .Ý k1 k
k1
h
Žh.
2h y   x y p  p dx dyŽ .H N 0ž /2n 2R
N
Žh. 2 Žh. 2h F p  F p  c h 1M p , 5.1Ž . Ž .Ž . Ž .Ž . Ž .ÝN 0 1 2 k
k1
Ž . Ž .where c is a constant depending only on c in 2.10 and 2.11 .1 0
Žh. Ž .Žh.Proof. For any fixed k 0, we know that p minimizes L p ink pk1
Ž . Ž . Žh. Ž . Žh. Ž .4.2 . Define p x, y  p  x, y  p x hy, y . Since p ˜ ˜k1 k1 h k1 k1
Ž Ž 2 n..P B R , we have0
L Žh. pŽh. 
 L Žh. p .Ž .˜Ž .p k p k1k1 k1
Ž . Ž Žh. .By 3.8 in Lemma 3.2,  p , p  0. It follows˜k1 k1
2Žh. Žh. Žh. Žh. p , p  E p  hF p 
 E p  hF p .Ž . Ž .˜ ˜Ž . Ž . Ž .h k1 k k k k1 k1
Ž . Ž Žh. .By changes of variables, we find F p  F p . Owing to Lemma˜k1 k1
Ž Žh..4.2, F p is finite. It followsk
2Žh. Žh. Žh. Žh. Žh. p , p 
 E p  E p  h F p  F p .Ž .˜Ž . Ž . Ž . Ž .Ž . Ž .h k1 k k k1 k k1
5.2Ž .
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Žh. Ž Žh. Žh..By Lemma 3.2, there exists a minimizer P  P p , p fork k1 k
Ž Žh. Žh..2 p , p . Hence, by changes of variables,h k1 k
E pŽh.  E p  2  u pŽh. u ,  du dŽ . Ž .Ž .˜Ž . Hk k1 k
2nR
 2  x pŽh. x hy , y dx dyŽ . Ž .H k1
2nR
 2  u   x hy P Žh. dx dy du d .Ž . Ž . Ž .Ž .H k
4nR
5.3Ž .
Ž . Ž .Using the first order Taylor expansion of  u at u h2 and  x hy
at x hy2, respectively, we obtain
h h h
2 u   u      u   h  ,Ž . 1ž / ž /2 2 2
h h h
2 x hy   x y  y   x y  h  ,Ž . 2ž / ž /2 2 2
where
    2     2 
 c  ,  
 c y . 5.4Ž .1 1 2 1
hŽ . Ž .Substituting these expressions into 5.3 and inserting the term  u 2
in the integral, we write
E pŽh.  E pŽ .˜Ž .k k1
h h
Žh. 2  u    x y P dx dy du dŽ .H kž / ž /ž /4n 2 2R
h h
Žh. h    u    u  P dx dy du dŽ .H kž / ž /ž /4n 2 2R
h h
Žh. h    u   y   x y P dx dy du dŽ .H kž / ž /ž /4n 2 2R
 h2    P Žh. dx dy du dŽ . Ž .H 1 2 k
4nR
 I  I  J  h2    P Žh. dx dy du d . 5.5Ž . Ž . Ž .H1 2 k 1 2 k
4nR
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We now proceed to estimate I and I . Since1 2
h h
 u    x yž / ž /2 2
d u x   y h1
  s 1 h   u  dsŽ .H ž / ž /ž /ds h 2 20
u x   y
 h ž /h 2
u x   y h1
  s 1 h ,  u  ds,Ž .H ž / ž /ž /h 2 20
Ž . Ž .by 2.10 , 2.11 , and the definition of C , we estimate I ash 1
u x   y u x   y h
Žh. I 
 c h  1 h   u  PH1 1 kž /4n h 2 h 2 2R
122 Žh.   
 c h C x , y ; u ,   c hC x , y ; u ,  1 u  h  PŽ . Ž . Ž .H 1 h 1 h k
4nR
1 2 22 2 Žh.   
 c h  C x , y ; u ,   c h 1 u   PŽ . Ž .H 1 h 1 kž /4n 4R
1 22 Žh. Žh. 2 Žh. c h   p , p  c h 1M p . 5.6Ž .Ž . Ž .Ž .1 k1 k 1 2 kž /4
To obtain the third line above, we have used the inequality
12    c hC x , y ; u ,  1 u  Ž . Ž .1
1 22 2    
 C x , y ; u ,   c h 1 u  Ž . Ž .14
1 2 22 2    
 C x , y ; u ,   3c h 1 u   .Ž . Ž .14
It is easy to see that
  2   2  2  Žh.I 
 h  sup   P dx dy du dŽ .H2 k
4nR

 c h2M pŽh. . 5.7Ž .Ž .1 2 k
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Finally, we notice that
h
Žh. Žh.J  h y   x y p  p dx dy. 5.8Ž .Ž .Hk k k1ž /2n 2R
Ž . Ž .Combining 5.4  5.8 , we obtain the estimate
1 2Žh. 2 Žh. Žh. E p  E p 
 c h   p , pŽ .˜Ž . Ž .Ž .k k1 1 k1 kž /4
h
Žh. Žh. h y   x y p  p dx dyŽ .H k k1ž /2n 2R
 c h2 1M pŽh. M pŽh. .Ž . Ž .Ž .1 2 k1 2 k
2 Ž . 2Choose h  1 4c such that c h  14. Note that h  0 depends0 1 1 0 0
Ž .only on c . Substituting this inequality into 5.2 , we obtain, for h
 h ,0 0
1 h2Žh. Žh. Žh. Žh. p , p 
h y   x y p  p dx dyŽ . Ž .Hh k1 k k k1ž /2n2 2R
 h F pŽh.  F pŽh.Ž . Ž .Ž .k k1
 c h2 1M pŽh. M pŽh. .Ž . Ž .Ž .1 2 k1 2 k
Ž .By summing this inequality over k, the assertion 5.1 follows. This com-
pletes the proof.
In the rest of the paper, unless otherwise indicated, h is always the0
constant selected in Lemma 5.1.
LEMMA 5.2. There exists a constant T  0 depending only on c such0 0
 Žh.4that for any 0 h
 h , the corresponding solution p for the scheme0 k k	1
Ž .4.14 satisfies
Žh. Žh. 0M p  S p 
 c for k
N , 5.9Ž .Ž . Ž .2 k 2 k h
Ž . Ž . Ž .where c is a constant depending only on S p , M p , and c from 2.102 0 2 0 0
Ž . 0  and 2.11 , and N  T h is the largest integer less than T h.k 0 0
Žh. Ž Žh. Žh..Proof. For fixed i, let P P p , p be the minimizer fori i1 i
Ž Žh. Žh..2 p , p . By Minkowski’s inequalityh i1 i
12
2 Žh.  P dx dy du dŽ .H iž /4nR
12 12
2 2Žh. Žh.   
   y P dx dy du d  y P dx dy du d ,Ž . Ž .H Hi iž / ž /4n 4 nR R
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we derive
12
2 Žh. Žh. Žh.' y p x , y dx dy 
 2  p , pŽ . Ž .H i i1 iž /2nR
12
2 Žh.  y p x , y dx dy .Ž .H i1ž /2nR
Summing this over i from 1 to k, we obtain
12 k
2 Žh. Žh. Žh.' y p x , y dx dy 
 2  p , pŽ . Ž .ÝH k i1 iž /2nR i1
12
2  y p x , y dx dy .Ž .H 0ž /2nR
Ž .This leads to, after applying 3.10 ,
k
22 Žh. Žh. Žh. y p x , y dx dy
 4k  p , p  2 M p . 5.10Ž . Ž . Ž .Ž .ÝH k i1 i 2 0
2nR i1
Analogously, by applying Minkowski’s inequality to the expression
h u x   y h h'u 2     y x ,ž /' h 2 2 22
it follows
12
2 Žh. x p x , y dx dyŽ .H iž /2nR
12
2 Žh.  u P dx dy du dŽ .H iž /4nR
122h u x   y
Žh.
 2  P dx dy du dŽ .H iž /4n' h 22 R
12 12h h2 2Žh. Žh.     P dx dy du d  y P dx dy du dŽ . Ž .H Hi iž / ž /4n 4 n2 2R R
12
2 Žh.  x P dx dy du dŽ .H iž /4nR
12h h 2Žh. Žh. Žh. 
  p , p  y p x , y dx dyŽ .Ž . Hi1 i iž /2n' 22 R
12 12h 2 2Žh. Žh.    y p x , y dx dy  x p x , y dx dy .Ž . Ž .H Hi1 i1ž / ž /2n 2 n2 R R
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By summing over i, we obtain
12
2 Žh. x p x , y dx dyŽ .H kž /2nR
k kh 12 12Žh. Žh. Žh.
  p , p  h M p  2 M p .Ž .Ž . Ž .Ý Ýi1 i 2 i 2 0'2 i1 i1
Ž .Therefore, after repeatedly applying 3.10 ,
  2 Žh.x p x , y dx dyŽ .H k
2nR
k k3 22 Žh. Žh. 2 Žh.
 kh  p , p  3kh M p  12 M p .Ž .Ž . Ž .Ý Ýi1 i 2 i 2 02 i1 i1
Ž .This inequality together with 5.10 leads to
k
2Žh. 2 Žh. Žh.M p 
 k 4 2h  p , pŽ .Ž . Ž .Ý2 k i1 i
i1
k
2 Žh. 3kh M p  14M p . 5.11Ž . Ž .Ž .Ý 2 i 2 0
i1
Ž . Ž .We now substitute 5.1 of Lemma 5.1 to 5.11 , in which we require
h
 h 
 1. It follows0
k
Žh. 2 Žh.M p 
 c kh 1M pŽ . Ž .Ž .Ý2 k 1 2 i
i1
h
Žh. 12kh y   x y p x , y  p x , y dx dyŽ . Ž .Ž .H k 0ž /2n 2R
 12kh F pŽh.  F p  14M p . 5.12Ž . Ž . Ž .Ž .Ž .k 0 2 0
Ž . Ž .Next, we estimate each term in the right-hand side of 5.12 . By 2.11 ,
one sees that
h
Žh. Žh.y   x y p x , y dx dy 
 c 1M p . 5.13Ž . Ž .Ž .Ž .H k 1 2 kž /2n 2R
Ž Žh.. Ž .To estimate F p , we shall use the inequality 4.4 in the proof ofk
Ž .Lemma 4.14. Note that in 4.4 , c depends only on n. It leads to, since1
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Ž Žh..S p 	 0,1 k
12khF pŽh. 
12khS pŽh.Ž . Ž .k 2 k

12kh min pŽh. ln pŽh. , 0 dx dyŽ .H k k
2nR

 c kh 1M pŽh. . 5.14Ž .Ž .Ž .1 2 k
Ž . Ž . Ž .Substituting 5.13 and 5.14 into 5.12 , we obtain
k
Žh. 2 2 Žh. Žh. 2 2M p 
 c kh M p  c khM p  c k h  kh 1 .Ž .Ž . Ž . Ž .Ý2 k 1 2 i 1 2 k
i1
5.15Ž .
Ž .We emphasize again that in 5.15 the constant c depends only on c , and1 0
Ž . Ž .c depends only on c , S p , and M p . We now choose0 2 0 2 0
1 T00T  , N  .0 h2c h1
0 Ž .We may assume N 	 1 since otherwise there is nothing to prove . Then,h
Ž . 0it follows from 5.15 that, for k
N ,h
k1
Žh. 2 2 Žh.M p 
 c kh M p  cŽ . Ž .Ý2 k 1 2 i2 i1
N 0h
2 0 2 Žh.
 c N h M p  c. 5.16Ž .Ž .Ý1 h 2 i
i1
Hence,
N 0 N 0h h1
Žh. 2 2 Žh. 0M p 
 c T M p  cNŽ . Ž .Ý Ý2 k 1 0 2 i h2 k1 i1
N 0h1
Žh. 0 M p  cN .Ž .Ý 2 i h4 i1
Consequently,
N 0h
Žh. 0M p 
N c.Ž .Ý 2 k h
k1
Ž . Ž Žh.. Ž .Inserting this inequality into 5.16 , we have M p 
 c. By 4.4 , this2 k
Ž Žh..estimate implies that S p 	c. Notice that2 k
S pŽh. 
 F pŽh. .Ž . Ž .2 k k
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The rest of the assertions follow from this inequality and Lemma 5.1. The
proof is complete.
LEMMA 5.3. For any T 0, there exists a constant c depending only onT
Ž . Ž . Ž .T , c , S p , and M p but independent of h such that0 2 0 2 0
M pŽh. 
 c , 5.17Ž .Ž .2 k T
k
2Žh. Žh. p , p 
 c h , 5.18Ž .Ž .Ý i1 i T
i1
Žh. Žh.min p ln p , 0 dx dy
 c , 5.19Ž .Ž .H k k T
2nR
for any h
 h and k
N , where0 h
T
N  .h h
0  Proof. Let T and N  T h be the constants obtained in Lemma0 h 0
 0 5.2. For any T T , set m N N  1 . Obviously, m
 TT  1. By0 h h 0
Lemma 5.2, we have
M pŽh. 
 c c , p for k
N 0 , 5.20Ž . Ž .Ž .2 k 0 0 h
Ž . Ž . Ž .where c c , p depends only on c , S p , and M p . Next, we start0 0 0 2 0 2 0
with initial data p  pŽh.0 and generate the corresponding solution se-˜0 Nh
 4 Ž .quence p for the scheme 4.14 . Since T is independent of the˜k k	1 0
initial densities, analogously we obtain
M pŽh. M p 
 c c , pŽh.0 for 1
 k
N 0 ,Ž .˜Ž . Ž .2 N k 2 k 0 N h0 h
Ž Žh.. Ž Žh.. Ž Žh.. Ž .0 0 0where c c , p depends only on c , S p , and M p . By 5.20 , we0 N 0 0 N 2 Nh h h
Ž Žh.. Ž Žh..0 0know that S p and M p are bounded by a constant depending2 N 2 Nh h
Ž . Ž . Ž Žh..0only on c , S p , and M p . Hence, c c , p ultimately depends only0 2 0 2 0 0 Nh
Ž . Ž . Ž .on c , S p , and M p . Repeating this m times leads to 5.17 .0 2 0 2 0
Ž . Ž . Ž .Assertions 5.18 and 5.19 follow directly from Lemma 5.1 and 4.4 .
Ž .We are now ready to show that the variational scheme 4.14 converges
Ž . Ž .to the Cauchy problem 2.1 and 2.2 .
Ž Ž 2 n.. Ž .THEOREM 5.1. Suppose that p P B R and S p is finite. For0 0 2 0
 Žh.Ž .4any h
 h , let p x, y be the sequence of the solutions for the0 k k	 0
Ž . Žh.Ž .scheme 4.14 . Denote by p x, y, t the linear interpolation of
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 Žh.Ž .4p x, y , defined explicitly by, for any t	 0,k k	 0
pŽh. x , y , t  pŽh. x , y for kh
 t k 1 h , k	 0.Ž . Ž . Ž .k
Then, for any T 0, as h 0,
pŽh. p weakly in L1 0, T  R2 n , 5.21Ž . Ž .Ž .
Ž .where p x, y, t is a weak solution of the Cauchy problem for the Kramers
equation.
 Proof. For any T 0, set N  Th . By Lemma 5.3,h
M pŽh. t  min pŽh. t ln pŽh. t , 0 dx dy
 c , 5.22Ž . Ž . Ž . Ž .Ž . Ž .H2 T
2nR
Nh
2Žh. Žh. p , p 
 c h , 5.23Ž .Ž .Ý k1 k T
k1
Ž .for t T. By Lemma 4.1, inequality 5.22 ensures that there exists a
Žh. 1Ž 2 n 2 nsubsequence, denote it again by p , and a function p L R  R 
Ž ..0, T such that
pŽh. p weakly in L1 R2 n R2 n 0, T . 5.24Ž . Ž .Ž .
Ž .Obviously from 5.22 ,
M p t 
 c . 5.25Ž . Ž .Ž .2 T
Ž . Ž . Žh.We now show that p x, y, t is a weak solution of 2.1 . Let P k
Ž Žh. Žh.. Ž h Žh..2P p , p be the minimizer for  p , p , and letk1 k k1 k
 2 n 2 n  2 n 2 n  x , y , t  C R  R  0, T  C R  R  0, TŽ . ŽŽ . Ž .0
Ž . Ž .be any test function. Since  x, y, T  0, we may extend  x, y, t for
t T by 0. Then, for any t
pŽh. pŽh.  x , y , t dx dyŽ .Ž .H k k1
2nR
  u ,  , t   x , y , t P Žh. dx dy du dŽ . Ž . Ž .Ž .H k
4nR
 u x   u ,  , t    y   u ,  , t P Žh.  ,Ž . Ž . Ž . Ž .Ž .H u  k k
4nR
where
    2   2 Žh. 
 c u x    y PŽ .Hk 2 k
4nR
2Žh. Žh. 2 Žh. Žh.
 3c  p , p  c h M p M p , 5.26Ž .Ž . Ž . Ž .Ž .2 k1 k 2 2 k 2 k1
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where c is a constant depending only on . In deriving the second line of2
above inequalities we have used
  2   2 2 Žh. Žh.u x    y 
 3C x , y ; u ,   h M p M p .Ž . Ž . Ž .Ž .h 2 k 2 k1
It follows from Lemma 4.3 that
pŽh. x , y  pŽh. x , yŽ . Ž .k k1
 x , y , t dx dyŽ .H ž /2n hR
 y    pŽh. dx dy y      pŽh. dx dyŽ . Ž .Ž .H Hx k x y k
2n 2 nR R
 
 2   x , y , t pŽh. x , y dx dy  t , 5.27Ž . Ž . Ž . Ž .H y k k
2nR
where
 hk Žh. t   y    x , y , t p x , y dx dy.Ž . Ž . Ž .Hk x k
2nh 2 R
Ž .Due to 5.26 and Lemma 5.3, we find
3c 22 Žh. Žh. Žh. Žh.  t 
  p , p  ch M p M pŽ . Ž . Ž . Ž .Ž .k k1 k 2 k 2 k1h
c 2Žh. Žh.
  p , p  ch , 5.28Ž .Ž .k1 kh
Ž Žh..where c depends only on c , T , M p , and . Therefore, by summing0 2 0
Ž .5.27 we obtain
 x , y , t   x , y , t hŽ . Ž .T Žh.p x , y , t dx dy dtŽ .H H ž /2n h0 R
T Žh. y    x , y , t p x , y , t dx dy dtŽ . Ž .Ž .H H x
2n0 R
T Žh. y   x    x , y , t p x , y , t dx dy dtŽ . Ž . Ž .Ž .Ž .H H x y
2n0 R
T2 Žh. 
   x , y , t p x , y , t dx dy dtŽ . Ž .H H y
2n0 R
 p x , y  x , y , 0 dx dy I , 5.29Ž . Ž . Ž .H 0 h
2nR
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Ž .where, by Lemma 5.3 and 5.28 ,
N Nh hkh 2Žh. Žh.   I 
 c  t dt ch
 c  p , p  ch 0 5.30Ž . Ž .Ž .Ý ÝHh k k1 k
Ž .k1 hk1 k1
Ž . Ž .as h 0. By taking h 0 in 5.29 and using 5.30 , we obtain
T
 p x , y , t  x , y , t dx dy dtŽ . Ž .H H t
2n0 R
T
 y    x , y , t p x , y , t dx dy dtŽ . Ž .Ž .H H x
2n0 R
T
 y   x    x , y , t p x , y , t dx dy dtŽ . Ž . Ž .Ž .Ž .H H x y
2n0 R
T2 
   x , y , t p dx dy dt p x , y  x , y , 0 dx dy.Ž . Ž . Ž .H H Hy 0
2n 2 n0 R R
5.31Ž .
Ž .This shows that the weak limit p x, y, t is a weak solution of the Cauchy
problem for the Kramers equation. The proof is complete.
Next we shall improve the convergence and regularity and show unique-
ness. We need the following estimate.
 Žh.4LEMMA 5.4. Let p be the sequence of probability densities con-h 0
Ž . structed in Theorem 5.1. Then, for any 0
 t  t 
 T ,  x, y  C ,1 2
2
Žh. Žh.p x , y , t  p x , y , t  x , y dx dy 
 c t  t  h ,Ž . Ž . Ž . Ž .Ž .H 2 1 2 1
2nR
5.32Ž .
 where c depends only on c and sup  .0
Ž . Ž .Proof. Assume that k h
 t  k  1 h
 k h
 t  k  1 h, for1 1 1 2 2 2
Ž .some integer k and k . Then, by 3.9 , for any k 
 i
 k and h
 h ,1 2 1 2 0
2
Žh. Žh.p x , y  p x , y  x , y dx dyŽ . Ž . Ž .Ž .H i1 i
2nR
2
Žh.  u ,    x , y P dx dy du dŽ . Ž . Ž .Ž .H i
4nR
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2
Žh. 
 c x , y  u ,  P dx dy du dŽ . Ž . Ž .H i
4nR
  2   2 Žh.
 c u x    y P dx dy du dŽ .Ž .H i
4nR
2Žh. Žh. 2 Žh.
 c  p , p  h M p .Ž . Ž .ž /h i1 i 2 i
Ž .It follows from 3.10 and Lemma 5.3 that
2
Žh. Žh.p x , y , t  p x , y , t  x , y dx dyŽ . Ž . Ž .Ž .H 2 1
2nR
2k2
Žh. Žh.
 p x , y  p x , y  x , y dx dyŽ . Ž . Ž .Ž .Ý H i1 i
2nž /Rik1
2k2 122Žh. Žh. 2 Žh.
 c  p , p  h M pŽ . Ž .Ý ž /h i1 i 2 iž /ik1
k2
2Žh. Žh. 2 Žh.
 c k  k  1  p , p  h M pŽ . Ž . Ž .Ý ž /2 1 h i1 i 2 i
ik1

 c t  t  h .Ž .2 1
Note that in deriving the last line of the above inequalities, we have used
Ž .Lemma 5.3. The assertion 5.32 is proved.
THEOREM 5.2. With the same notations as in Theorem 5.1, we hae, as
h 0,
pŽh. ,  , t  p ,  , t weakly in L1 R2 n for all t 0, 5.33Ž . Ž . Ž . Ž .
and as t 0,
p ,  , t  p ,  in L1 R2 n . 5.34Ž . Ž . Ž . Ž .0
Ž .Furthermore, p x, y, t is the unique weak solution of the Kramers equation
Ž .2.1 and is smooth for t 0.
Proof. Owing to Lemma 5.4, all the assertions can be proved in a
 straightforward manner following from 7 . Smoothness and uniqueness of
Ž .weak solutions defined in 5.31 for t 0 is somewhat classical. Hence, we
Ž .only sketch the proof of 5.33 .
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Ž . Let t 0 be fixed, and  0 such that t  0. For any  x, y  C ,
we write
pŽh. x , y , t  p x , y , t  x , y dx dyŽ . Ž . Ž .Ž .H
2nR
1 t Žh. Žh. p x , y , t  p x , y , s  x , y dx dy dsŽ . Ž . Ž .Ž .H H
2n2 t R
1 t Žh. p x , y , s  p x , y , s  x , y dx dy dsŽ . Ž . Ž .Ž .H H
2n2 t R
1 t
 p x , y , s  p x , y , t  x , y dx dy dsŽ . Ž . Ž .Ž .H H
2n2 t R
 J  J  J .1 2 3
Ž .By 5.32 ,
  'J 
 c h  ,Ž .1
where c depends only on  and the initial data. By Theorem 5.1, we have
J  0 as h 0. Finally, since p is smooth for t 0, J  0 as  0.2 3
Hence
pŽh. x , y , t  p x , y , t  x , y dx dy 0 as h 0. 5.35Ž . Ž . Ž . Ž .Ž .H
2nR
For any  L, we write, for any r 0,
pŽh. x , y , t  p x , y , t  x , y dx dyŽ . Ž . Ž .Ž .H
2nR
  pŽh. x , y , t  p x , y , t  x , y dx dyŽ . Ž . Ž .Ž .H Hž /Ž .  Ž . x , y r x , y r
 I  I .1 2
Ž Žh..Since M p is uniformly bounded, we have2
  2 Žh.I 
 r M p M p  0 as r .Ž .Ž .Ž .1 2 2
Ž .  Ž .By approximating  x, y in B by C functions  and using 5.35 , oner
Ž .sees that I  0 as h 0. The proof of assertion 5.33 is complete.2
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