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Many complex oxides (including titanates, nickelates and cuprates) show a regime in which resis-
tivity follows a power law in temperature (ρ ∝ T 2). By analogy to a similar phenomenon observed
in some metals at low temperature, this has often been attributed to electron-electron (Baber)
scattering. We show that Baber scattering results in a T 2 power law only under several crucial as-
sumptions which may not hold for complex oxides. We illustrate this with sodium metal (ρel-el ∝ T 2)
and strontium titanate (ρel-el 6∝ T 2). We conclude that an observation of ρ ∝ T 2 is not sufficient
evidence for electron-electron scattering.
A resistivity component of the form ρ = AT 2 has
been observed in a variety of materials. The most well
known are metals at low temperature, including transi-
tion metals [1–3] (with A ∼ 10−4 to 10−5 µΩ cm/K2) and
alkali metals [4–6] (with A ∼ 10−6 to 10−7 µΩ cm/K2).
The mechanism behind this contribution to resistivity
has been identified as electron-electron scattering (or
Baber scattering [7]). This scattering mechanism is
well described by Fermi liquid theory, which predicts
ρel-el = AT
2 of a similar magnitude to that seen in exper-
iments [8–10]. Unifying features of electron-electron scat-
tering in these materials include a relatively small scat-
tering rate and a low temperature threshold (∼ 20 K for
transition metals, a few K for alkali metals) above which
other scattering mechanisms (such as electron-phonon)
dominate.
More recently, investigations into transport properties
of complex oxides have also found a resistivity compo-
nent ρ = AT 2, or a component of electron mobility
µ = αT−2. Examples include SrTiO3 (STO), [11–14]
rare-earth nickelates [15, 16], and cuprates [17, 18]. Dis-
cussions of the T 2 behavior (and deviations from it)
are often based on the assumption that the T 2 comes
from Fermi-liquid electron-electron scattering, much as
it does in metals. Though the power law is the same,
this mechanism is several orders of magnitude stronger
(A ∼ 10−1 to 10−2 µΩ cm/K2) and has been observed in
some cases up to room temperature. Measurements of
other transport signatures have also clashed with predic-
tions from Fermi liquid theory [14].
In this work, we show that the T 2 exponent of Baber
scattering arises only under a certain set of assumptions.
These assumptions are fulfilled in metals at low tem-
perature (as we show explicitly for the case of sodium
metal), but are not necessarily fulfilled in semiconduc-
tors at higher temperature. In the specific case of bulk
STO, we find that many of the assumptions necessary to
observe T 2 via Baber scattering do not hold, and explicit
calculations of this scattering mechanism result in a re-
sistivity that significantly deviates from the T 2 behavior.
More generally, our findings imply that observation of
ρ ∝ T 2 should not be treated as a “smoking gun” for
electron-electron scattering, and more careful analysis is
needed to establish specific mechanisms for a given sys-
tem.
We approach the study of this electron-electron scat-
tering using Boltzmann transport theory, following meth-
ods derived in Refs. 19 and 20. The equilibrium occupa-
tion of a state in band n with crystal momentum k and
energy εn,k is given by the Fermi-Dirac distribution
f(εn,k) =
(
exp
(
εn,k − µ
kBT
)
+ 1
)−1
, (1)
where µ is the chemical potential, T is the temperature,
and kB is the Boltzmann constant. εn,k and µ are refer-
enced to the conduction-band minimum. The Boltzmann
transport equation describes the effects of external forces,
diffusion, and internal collisions on the time evolution of
the distribution function:
v · ∇f + e
~
E · ∂f
∂k
=
(
∂f
∂t
)
scatt
. (2)
We introduce Φn,k, the deviation of the distribution
function from equilibrium:
fn,k = f(εn,k) + Φn,k
∂f(ε)
∂ε
. (3)
Letting X be the left-hand side of Eq. (2) and P be an
operator representing the effects of scattering, it can be
shown [19] that Eq. (2) may be written as X = PΦ. With
the inner product 〈A,B〉 = ∑n ∫ dkAB, this implies
〈Φ, X〉 = 〈Φ, PΦ〉 . (4)
The variational principle established by Ziman in Ref. 19
shows that the solution Φ minimizes 〈Φ, PΦ〉. Using the
trial function Φ = v · uˆ, where uˆ is the vector direc-
tion of the electric field, this gives a collision integral for
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2electron-electron scattering [20],
〈Φ,PΦ〉 = 1
2kBT
1
(2pi)9
2pi
~
∑
n,n′
∫
dk1dk2dk3dk4 (5)
× [(vn,k1 + vn′,k2 − vn,k3 − vn′,k4) · uˆ]2
× f (εn,k1) f (εn′,k2) [1− f (εn,k3)] [1− f (εn′,k4)]
×
(
U
(eff)
k1,k3
)2
δ (εn,k1 + εn′,k2 − εn,k3 − εn′,k4)
× δ (k1 + k2 − k3 − k4) .
The integral takes into account scattering between two
electrons in bands n and n′ with initial momenta k1 and
k2 and final momenta k3 and k4. U
(eff)
k1,k3
is the effec-
tive interaction for the momentum transfer k3 − k1, and
vn,k = 1/~ ∂ε/∂k is the band velocity. Note that mo-
mentum conservation sends the velocity term (and thus
the entire expression) to zero in the absence of a mecha-
nism for “momentum relaxation”. This can be provided
by Umklapp processes (k1 + k2 − k3 − k4 = G, a lat-
tice vector) or by scattering between states with different
masses [21].
Equation 5 can be normalized to give the resistivity:
ρel-el = N〈Φ, PΦ〉 , with N = [〈Φ, X(E = 1)〉]−2 , (6)
where X(E = 1) indicates the left-hand side of the Boltz-
mann transport equation with a unit electric field. The
normalization factor N is given by
N = (2pi)
6
4e2
[∑
n
∫
dkvn,kΦn,k
∂f(εn,vk)
∂εn,k
]−2
. (7)
We now lay out the standard derivation of a T 2 power
law from Eq. (5), in order to understand the assumptions
involved. We begin by separating the k-space integral
into an integral over the Fermi surface and an integral
in the perpendicular direction. Assuming the chemical
potential is constant with temperature (Assumption 1),
integration over the Fermi surface will give a result that
is independent of temperature. In the direction perpen-
dicular to the Fermi surface, the Fermi function terms
and energy and momentum conservation restrict the scat-
tering states to a narrow thermal envelope around the
Fermi surface. Assuming the non-Fermi-function terms
vary slowly enough over the width of this envelope (As-
sumption 2), they may be approximated as constants
given by their value at the Fermi surface. Ignoring
the temperature-independent terms and changing inte-
gration variables to energy, we can define the integral I,
which contains the temperature dependence of the resis-
tivity:
ρel-el ∝ I = 3
2pi2k3BT
∫ ∞
0
dε1 dε2 dε3 f (ε1) f (ε2) (8)
× [1− f (ε3)] [1− f (ε1 + ε2 − ε3)]
We extract the dimensionful quantities by changing in-
tegration variables again to xi = (εi − µ)/kBT and as-
suming the lower bound on xi integration can be taken
to −∞ (Assumption 3):
I =
3T 2
2pi2
∫ ∞
−∞
dx1 dx2 dx3 (e
x1 + 1)−1(ex2 + 1)−1 (9)
× [1− (ex3 + 1)−1] [1− (ex1+x2−x3 + 1)−1]
The integral is a dimensionless constant, so ρel-el ∝ T 2.
As highlighted during the course of the derivation, this
result depends on three key assumptions. We will explore
each of the assumptions and determine whether they are
satisfied in our case studies, Na metal and STO. We will
investigate the impact of each assumption on the final re-
sult by calculating ρ as a function of T employing the as-
sumption and comparing to a numerical calculation with
the assumption removed. Numerical integration is car-
ried out with Divonne, a Monte Carlo integration algo-
rithm which uses stratified sampling for variance reduc-
tion, as implemented in the Cuba package [22].
Assumption 1: As temperature changes, the chemical po-
tential µ of the electrons is constant and equal to its
zero-temperature value. While this is a very good ap-
proximation in metals at low temperature, it may not
hold in semiconductors at intermediate temperature. In
many cases (including degenerately doped semiconduc-
tors), the quantity which actually remains constant with
temperature is the electron density n. The chemical po-
tential µ is determined by the equation
n =
∑
i
∫
dε Di(ε)f(ε) , (10)
where Di is the density of states of band i, and µ and
T are implicit in f [Eq. (1)]. With Assumption 1 in
place, µ is set to its zero-temperature value, which we
calculate analytically. When this assumption is relaxed,
the integral in Eq. (10) is calculated numerically, and µ
is recalculated at any given temperature to keep n fixed.
When µ  kBT , smearing of f due to increased T does
not have a strong effect on Eq. (10), so µ has negligible
temperature dependence. However, when µ ∼ kBT , the
chemical potential does have a significant temperature
dependence, as shown in Fig. 1.
Assumption 2: The integrand in Eq. (5) is slowly vary-
ing compared to the Fermi functions over the width of
the thermal envelope. When Assumption 2 is in place,
the non-Fermi-function terms in the integrand are taken
to be constant for a given direction in k-space, equal to
their value at the Fermi surface. This reduces the ra-
dial part of the integral to Eq. (8). When Assumption
2 is relaxed, the radial dependence of the integrand is
included explicitly. This assumption is valid at temper-
atures that are small compared to the scale over which
the non-Fermi-function terms vary. This scale is difficult
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FIG. 1. Chemical potential as a function of temperature in
strontium titanate for three different fixed electron concentra-
tions, expressed in cm−3. Inset: illustration of Eq. (10) ap-
plied to find µ for n = 1020 cm−3 at T = 10 K and T = 300 K.
These results were calculated using our anisotropic parabolic
fit to the conduction band of SrTiO3 [Eq. (12)].
to predict a priori, so we will assess the validity of this
assumption on a case-by-case basis.
Assumption 3: The lower limit of integration in Eq. (9)
can be taken to −∞. In fact, since the lower limit in
Eq. (6) is set by the conduction-band minimum (ε = 0),
the lower limit of integral I should be −µ/kBT . If
µ  kBT , Assumption 3 is valid and I = T 2. How-
ever, if µ  kBT , Eq. (9) should instead run from 0
to ∞, and I = T 2(1/4− 3(ln 2)2/pi2) ≈ T 2/9.62. These
different prefactors imply that an intermediate regime
(µ ∼ kBT ) must exist, in which I 6∝ T 2. This be-
comes obvious when evaluating I versus T numerically,
as shown in Fig. 2.
We now proceed to apply this methodology, starting
with the test case of sodium metal. We model the band
structure by first performing a density functional the-
ory calculation (as implemented in the Vienna Ab initio
Simulation Package (VASP) [23], employing the Perdew,
Burke and Ernzerhof [24] functional), then fitting the re-
sulting conduction band to a parabolic dispersion rela-
tion. We find a parabolic effective mass of m = 1.06me
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FIG. 2. Log-log plot of I [Eq. (9)] as a function of temperature
for fixed chemical potential µ/kB = 50 K (indicated by the
solid vertical line). I shows a clear change from T 2 to T 2/9.62.
produces a good fit with an accuracy better than 0.05
eV compared to the first-principles result. Since sodium
has a single parabolic band, momentum relaxation comes
from Umklapp scattering. The effective interaction be-
tween electrons is the screened Coulomb interaction
U (eff)q =
4pie2
q2 + κ2
, (11)
where q = k − k′ and κ2 = 4pie2 ∂n∂µ is the Lindhard
screening length. The zero-temperature chemical poten-
tial is µ = 1.96 eV. This guarantees µ  kBT , so we
expect the chemical potential to stay fairly constant with
temperature (Assumption 1), and we expect to be in the
regime where I = T 2 (Assumption 3). Additionally, since
the scattering mechanism is usually observed at very low
T , the thermal envelope is quite narrow, so we would ex-
pect Assumption 2 to hold as well. Our numerical results
confirm these expectations (Fig. 3). All the assumptions
hold well in sodium, so ρel-el ∝ T 2.
It is worth noting that the prefactor A = 1.4 ×
10−5 µΩ cm/K2 is larger than that observed experimen-
tally (A = 1.7− 2.2× 10−6 µΩ cm/K2 [4]). A careful in-
clusion of phonon-mediated electron-electron scattering
could bring the calculated value closer to experiment [25].
This mechanism will not invalidate the assumptions or
change the T 2 power law, so we do not discuss it further
here.
We now turn to electron-electron scattering in doped
STO. We consider doping levels and temperatures that
correspond to experimental conditions over which a T 2
dependence of the carrier mobility has been reported [12,
13, 20]. STO has a low critical density for degenerate
doping [26], so we assume that all the electron donors
remain ionized as a function of temperature, leading to
a constant carrier density. We also assume the cubic
structure and neglect spin-orbit coupling. Away from
the conduction-band minimum at the Γ point, the bands
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FIG. 3. Resistivity due to electron-electron scattering versus
temperature for metallic sodium. The solid blue line was cal-
culated using all the assumptions while the green data points
were calculated without any assumptions. The assumptions
hold in this case, so the two computations agree.
split into two “light” bands (mass mpi) and one “heavy”
band (mass mδ) with lobes along the Cartesian direc-
tions. This allows momentum relaxation through scat-
tering between bands. We model the dispersion relation
as an anisotropic parabola:
εi =
~2k2x
2mix
+
~2k2y
2miy
+
~2k2z
2miz
, (12)
where i indexes the three conduction bands, m1x =
m2y = m3z = mδ, and the other masses are mpi. The ef-
fective electron-electron interaction as derived in Ref. 20
is
U (eff)q =
4pie2
ε∞(q2 + κ2)
−
∑
λ
2 |Vq,λ|2
~ωλ(q2 + κ2)2
−
2
∣∣∣V (ac)q ∣∣∣2
~ω(ac)q
.
(13)
The three terms represent screened Coulomb interac-
tion, optical-phonon-mediated scattering, and acoustic-
phonon-mediated scattering. ε∞ is the high-frequency
dielectric constant, κ2 is the Lindhard screening length
defined above, and Vq,λ is the Fro¨hlich interaction with
optical phonons [27]. The acoustic potential is given by
V (ac)q =
√
4piαac
~2
mD
q1/2 with αac =
E2dm
2
D
8pin~3v
, (14)
where ωq = vq is the acoustic phonon frequency, n =
5.11 g cm−3 is the density of STO, Ed is the deformation
potential, mD = (m
2
pimδ)
1/3 is the density-of-states mass,
and v = 8.1× 103 m/s is the speed of sound in STO.
Starting from a first-principles band structure (using
VASP with the Heyd, Scuseria, and Ernzerhof [28, 29]
functional), we fit mpi = 1.16me and mδ = 15.31me, with
an accuracy better than 8 meV in the region of interest.
Optical phonon frequencies were taken from the calcula-
tions in Ref. 30, and the deformation potential for the
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FIG. 4. Log-log plots of ρel-el versus T in STO, with zero-
temperature carrier densities as indicated in the panels. Solid
blue lines are the pure T 2 law, obtained using all three As-
sumptions. Orange circles are calculated by computing I
[Eq. (9)] numerically (i.e., by removing Assumption 3). Green
squares show data for which the radial variation of the non-
Fermi-function terms is also included (removing Assumptions
2 and 3). Red diamonds show data in which the chemical po-
tential is also allowed to move with temperature to keep the
carrier density fixed; all the Assumptions have been removed,
so this represents our final results for the electron-electron
resistivity.
conduction band was taken to be −4.0 eV as calculated
in Ref. 31.
With all Assumptions in place, ρel-el ∝ T 2, as shown
in Fig. 4. However, none of these Assumptions actually
hold in STO, due to the significant change of the chem-
ical potential with temperature and its position close to
the band edge, as illustrated in Fig. 1. The full result,
obtained without any assumptions, does not follow a T 2
power law (Fig. 4). The deviation is particularly pro-
nounced for lower doping (1018 cm−3). The temperature
dependence is closer to T 2 for higher doping (1020 cm−3)
because the chemical potential is higher and changes less
with temperature, so the Assumptions are closer to being
satisfied.
It is worthwhile to discuss our results in the context
5of earlier work by Klimin et al. [20]. While we use the
same expression for ρel-el, our values for the parameters
are different and thus we obtain a different scattering
rate. Our masses give a better fit to the first-principles
band structure of STO, and our deformation potential
is calculated instead of being used as a fitting parame-
ter. This affects the relative contributions of the vari-
ous scattering mechanisms: while we find that Coulomb
scattering is dominant, Klimin et al. found a compe-
tition between Coulomb and acoustic-phonon-mediated
scattering due to their much larger deformation poten-
tial (23.3 eV). However, their ρel-el ∝ T 2 dependence is
a result of employing the Assumptions, so these quan-
titative differences do not impact our main conclusion.
Tests employing the assumptions and parameters used
by Klimin et al. [20] reproduce their results, and if we
use their parameters but do not make the Assumptions,
no T 2 dependence is found.
In summary, numerical calculations of electron-
electron scattering in SrTiO3 do not show a T
2 power
law. This deviates from the typical Baber scattering
result because several key assumptions used to derive
the T 2 exponent are not satisfied in the SrTiO3 system.
Our case study illustrates that electron-electron scatter-
ing does not always lead to a T 2 power law, particularly
in systems in which the chemical potential of the elec-
trons may be close to a band edge. This result shows
that caution must be used when attempting to identify
the physical mechanism behind an observed T 2 power
law.
We acknowledge B. Himmetoglu, K. Krishnaswamy,
J.-X. Shen, D. Wickramaratne, E. Mikheev, S. Stem-
mer, L. Balents, and S. J. Allen for fruitful discussions,
and especially J. T. Devreese for invaluable correspon-
dence. This work was supported by the MURI program
of the Office of Naval Research, Grant No. N00014-12-1-
0976. Computational resources were provided by the Ex-
treme Science and Engineering Discovery Environment
(XSEDE), which is supported by National Science Foun-
dation (NSF) grant number ACI-1053575, and by the
Center for Scientific Computing from the CNSI, MRL: an
NSF MRSEC (DMR-1121053) and NSF CNS-0960316.
[1] G. K. White and S. B. Woods, Phil. Trans. R. Soc. A
251, 273 (1959).
[2] G. K. White and R. J. Tainsh, Phys. Rev. Lett. 19, 165
(1967).
[3] A. C. Anderson, R. E. Peterson, and J. E. Robichaux,
Phys. Rev. Lett. 20, 459 (1968).
[4] J. Bass, W. P. Pratt, and P. A. Schroeder, Rev. Mod.
Phys. 62, 645 (1990).
[5] H. van Kempen, J. S. Lass, J. H. J. M. Ribot, and
P. Wyder, Phys. Rev. Lett. 37, 1574 (1976).
[6] B. Levy, M. Sinvani, and A. J. Greenfield, Phys. Rev.
Lett. 43, 1822 (1979).
[7] W. G. Baber, Proc. R. Soc. Lond. A 158, 383 (1937).
[8] M. J. Rice, Phys. Rev. Lett. 20, 1439 (1968).
[9] W. E. Lawrence and J. W. Wilkins, Phys. Rev. B 7, 2317
(1973).
[10] A. H. MacDonald, R. Taylor, and D. J. W. Geldart,
Phys. Rev. B 23, 2718 (1981).
[11] D. van der Marel, J. L. M. van Mechelen, and I. I. Mazin,
Phys. Rev. B 84, 205111 (2011).
[12] E. Mikheev, B. Himmetoglu, A. P. Kajdos, P. Moetakef,
T. A. Cain, C. G. Van de Walle, and S. Stemmer, Appl.
Phys. Lett. 106, 062102 (2015).
[13] X. Lin, B. Fauque´, and K. Behnia, Science 349, 945
(2015).
[14] E. Mikheev, S. Raghavan, J. Y. Zhang, P. B. Marshall,
A. P. Kajdos, L. Balents, and S. Stemmer, Sci. Rep. 6,
20865 (2016).
[15] J.-S. Zhou, J. B. Goodenough, and B. Dabrowski, Phys.
Rev. Lett. 94, 226602 (2005).
[16] E. Mikheev, A. J. Hauser, B. Himmetoglu, N. E. Moreno,
A. Janotti, C. G. Van de Walle, and S. Stemmer, Sci.
Adv. 1, e1500797 (2015).
[17] Y. Ando, Y. Kurita, S. Komiya, S. Ono, and K. Segawa,
Phys. Rev. Lett. 92, 197001 (2004).
[18] N. Bariˇsic´, M. K. Chan, Y. Li, G. Yu, X. Zhao, M. Dres-
sel, A. Smontara, and M. Greven, Proc. Natl. Acad. Sci.
110, 12235 (2013).
[19] J. M. Ziman, Electrons and Phonons (Oxford University
Press, Oxford, 1960).
[20] S. N. Klimin, J. Tempere, D. van der Marel, and J. T.
Devreese, Phys. Rev. B 86, 045113 (2012).
[21] H. K. Pal, V. I. Yudson, and D. L. Maslov, Lith. J. Phys.
52, 142 (2012).
[22] T. Hahn, Computer Physics Communications 168, 78
(2005).
[23] G. Kresse and J. Furthmu¨ller, Phys. Rev. B 54, 11169
(1996).
[24] J. P. Perdew, K. Burke, and M. Ernzerhof, Phys. Rev.
Lett. 77, 3865 (1996).
[25] A. H. MacDonald, Phys. Rev. Lett. 44, 489 (1980).
[26] A. Spinelli, M. A. Torija, C. Liu, C. Jan, and
C. Leighton, Phys. Rev. B 81, 155110 (2010).
[27] J. T. Devreese, S. N. Klimin, J. L. M. van Mechelen, and
D. van der Marel, Phys. Rev. B 81, 125119 (2010).
[28] J. Heyd, G. E. Scuseria, and M. Ernzerhof, J. Chem.
Phys. 118, 8207 (2003).
[29] J. Paier, M. Marsman, K. Hummer, G. Kresse, I. C. Ger-
ber, and J. G. Angyan, J. Chem. Phys. 125, 249901
(2006).
[30] B. Himmetoglu, A. Janotti, H. Peelaers, A. Alkauskas,
and C. G. Van de Walle, Phys. Rev. B 90, 241204 (2014).
[31] A. Janotti, B. Jalan, S. Stemmer, and C. G.
Van de Walle, Appl. Phys. Lett 100, 262104 (2012),
10.1063/1.4730998.
