Abstract-We have previously described a feedback loop that combines an auditory processor with a low-power analog integrated-circuit vocal tract to create a speech-locked-loop. Here, we describe how the speech-locked loop can help improve speech recognition in noise by re-synthesizing clean speech from noisy speech. Therefore, it is potentially useful for improving speech recognition in noise, important in cochlear implant and other applications. We show that it can also produce good-quality speech with articulatory parameters, which are inherently lowdimensional and robust. Therefore, it is potentially also useful in brain-machine-based speech prostheses.
INTRODUCTION
Models of biology provide inspiration for improving the performance of engineering systems [1] . Feedback loops play a critical role in ensuring that biological systems function in a robust manner. We have combined a model of the cochlea and a vocal tract in a bio-inspired feedback configuration [1, 2, 3, 4] . We call this feedback system, a speech-locked-loop (SLL), in analogy with phase-locked-loops (PLL), which are widely used in other communication systems. Specifically, the cochlea and vocal tract in the SLL are analogous to a phase detector and voltage-controlled-oscillator of the PLL, respectively. Figure 1 is a block diagram representation of the SLL that illustrates the dual relationship between analysis and synthesis: analysis is needed to fine-tune synthesis and conversely, synthesis can be exploited for better analysis. In this abstract, we describe how SLLs can improve hearing in noise and therefore be useful in cochlear-implants (CIs). Since cochlear-implant and hearing-impaired patients have extreme difficulty understanding speech in noisy environments, such noise-cancellation techniques are very helpful. We also discuss the application of the SLL to brain-machine-interface (BMI) based speech prostheses and propose a speech-coding strategy ideal for such prostheses.
II. APPLICATIONS IN SPEECH AND HEARING PROSTHESES
The SLL analyzes recordings of speech and extracts what we term an articulogram, which is a 3-D plot of the articulatory parameter trajectories as a function of time [2, 3, 4] . As the SLL is based on a physiological model of the human vocal tract, it inherently synthesizes all and only speech signals. Consequently, it has the ability to restore speech which has been corrupted in noise. Such signal-restorative properties are particularly important for the hearing impaired who often have difficulty understanding speech in noisy environments. The articulogram utilized by the SLL can also be used in a speech prosthesis: For speech synthesis, we want independent, precise, and reliable control signals, which are very difficult to obtain using state-of-the-art brain machine interfaces. In the SLL, speech can be generated by driving a set of control variables corresponding to articulatory movements. This strategy reduces the high dimensionality of the speech control space to a few parameters.
Our vocal-tract synthesizer, which includes an articulatory model, can be used to produce good-quality speech [2] . It is implemented on a chip as an analog integrated circuit [1, 2] . In our circuit model, the vocal tract is approximated as a spatially varying acoustic tube using a cascade of tunable two-port electrical circuit elements that corresponds to a concatenation of short cylindrical acoustic tubes with varying cross sections.
978-1-4244-8132-3/10/$26.00 ©2010 IEEE Figure 3 shows how the speech synthesizer can generate speech from just a few, slowly-varying, and low-resolution articulatory parameters. Using a vocal-tract model to produce speech has many benefits [4] : Speech formants are automatically generated by vocal-tract resonances, leading to high quality and natural sounds. Articulatory parameters may be linearly interpolated such that the transition between speech sounds does not require frequent abrupt transitions in the control signals. In addition, as the control-variable sequence from phoneme to phoneme can be linearly interpolated, the learning process is simplified. Speech synthesis based on articulatory parameters is also more robust to noise compared with conventional synthesizers where control parameters are known to be very sensitive to small perturbations. 
III. CONCLUSION
We discussed the application of a speech-locked-loop to cochlear implants and to brain-machine speech prostheses. The SLL is based on a physiological model of the human vocal tract such that it inherently synthesizes all and only speech signals. We showed how to exploit this signal-restorative property for improving hearing in noise. We also examined the requirements of speech coding in the context of brain-machinebased speech prostheses and illustrated that coding speech with articulatory parameters is efficient and robust.
