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a b s t r a c t
In this paper, by utilizing the Lyapunov functional method, applying M-matrix, Young
inequality technique and other analysis techniques, we analyze the exponential stability
and the existence of periodic solutions for non-autonomous hybrid BAM neural
networks with distributed delays and impulses. Sufficient conditions are obtained
for the global exponential stability and the existence of periodic solutions for non-
autonomous hybrid bidirectional associative memory (BAM) neural networks with
Lipschitzian activation functions without assuming their boundedness, monotonicity or
differentiability and subjected to impulsive state displacements at fixed instants of time.
Finally, two examples are also provided to demonstrate the effectiveness of the results
obtained.
© 2008 Elsevier Ltd. All rights reserved.
1. Introduction
The bidirectional associative memory (BAM) model, known as an extension of the unidirectional autoassociator of
Hopfield [1], was first introduced by Kosko [2]. These models generalized the single-layer auto-associative Hebbian
correlator to a two-layer pattern-matched hetero-associative circuits, and have been extensively investigated because
of its potential applications to signal processing, pattern recognition and optimization problems [3]. Therefore, the
BAM neural network has been one of the most active areas of research and has attracted the attention of many
researchers [4–15]. Recently, hybrid bidirectional associative memory neural networks with delays have been studied
in the literature [7,8,13]. But in [7,8,13] the activation functions is bounded. Most of the widely studied and used
neural networks can be classified as either continuous or discrete. Recently, there has been a new category of neural
networks, which is neither purely continuous-time nor purely discrete-time ones; these are called impulsive neural
networks. This third category of neural networks display a combination of characteristics of both the continuous-time
and discrete-time systems [15–20]. Therefore, it is important to further investigate BAM neural networks with delays
and impulse. In this paper, we will study non-autonomous hybrid BAM neural networks with distributed delays and
subjected to impulsive state displacements at fixedmoments of time,which canbedescribed by the set of integro-differential
equations:
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dxi(t)
dt
= −ai(t)xi(t)+
m∑
j=1
cji(t)fj(yj(t))+
m∑
j=1
vji(t)
∫ ∞
0
Kji(s)fj(yj(t − s))ds+ Ii(t),
t > 0, t 6= tk, i = 1, 2, . . . , n,
1xi(tk) = Ik(xi(tk)) = −γikxi(tk), 0 < γik < 2, i = 1, 2, . . . , n, k = 1, 2, . . . ,
dyj(t)
dt
= −bj(t)yj(t)+
n∑
i=1
dij(t)gi(xi(t))+
n∑
i=1
wij(t)
∫ ∞
0
Nij(s)gi(xi(t − s))ds+ Jj(t),
t > 0, t 6= tk, j = 1, 2, . . . ,m,
1yj(tk) = Ik(yj(tk)) = −βjkyj(tk), 0 < βjk < 2, j = 1, 2, . . . ,m, k = 1, 2, . . . ,
(1.1)
where xi(t), yj(t) are the state of neurons, respectively; ai(t) > 0, bj(t) > 0, cji(t), dij(t), vji(t), wij(t) denote the connection
weights at time t; fj, gi are the activation functions of the neurons; the delay kernelsk Kji(·),Nij(·) are real value negative
continuous functions defined on [0,∞); Ii(t) and Jj(t) are the external inputs at time t;1xi(tk) = xi(t+k )−xi(t−k ),1yj(tk) =
yj(t+k ) − yj(t−k ) are the impulses at moments tk and 0 < t1 < t2 < · · · is a strictly increasing sequence such that
limt→∞ tk = +∞. And the system (1.1) is supplemented with initial values given by the form:{
xi(s) = φxi(s), s ∈ (−∞, 0], i = 1, 2, . . . , n,
yj(s) = φyj(s), s ∈ (−∞, 0], j = 1, 2, . . . ,m, (1.2)
where φxi(s), φyj(s) denote real-valued continuous functions defined on (−∞, 0], respectively.
As usual in the theory of impulsive differential equations, at the points of discontinuity tk of the solution t 7→
(x1(t), x2(t), . . . , xn(t), y1(t), y2(t), . . . , ym(t))T, we assume that (x1(tk), x2(tk), . . . , xn(tk), y1(tk), y2(tk), . . . , ym(tk))T ≡
(x1(tk − 0), x2(tk − 0), . . . , xn(tk − 0), y1(tk − 0), y2(tk − 0), . . . , ym(tk − 0))T. It is clear that, in general, the derivatives
x′i(tk) and y
′
j(tk) do not exist. On the other hand, according to the first two and the third equalities of (1.1) there exist the
limits x′i(tk ∓ 0) and y′j(tk ∓ 0). According to the above convention, we assume x′i(tk) ≡ x′i(tk − 0) and y′j(tk) ≡ y′j(tk − 0).
Throughout this paper, we assume that:
(H1) ai(t) > 0, bj(t) > 0, cji(t), vji(t), dij(t), wij(t), Ii(t) and Jj(t) are continuously periodic functions defined on t ∈
[0,+∞)with common period ω > 0, i = 1, 2, . . . , n; j = 1, 2, . . . ,m.
(H2) There exists positive constant numbers Li,Mj such that
|gi(x)− gi(y)| ≤ Li|x− y|, i = 1, 2, . . . , n,
|fj(x)− fj(y)| ≤ Mj|x− y|, j = 1, 2, . . . ,m,
for any x, y ∈ R.
(H3) ∫ ∞
0
Kji(s)ds = 1,
∫ ∞
0
Nij(s)ds = 1, i = 1, 2, . . . , n; j = 1, 2, . . .m.
(H4) There exists positive constant number µ such that∫ ∞
0
seµsKji(s)ds < +∞,
∫ ∞
0
seµsNij(s)ds < +∞, i = 1, 2, . . . , n; j = 1, 2, . . .m.
(H5)
ai = min
t∈[0,ω] ai(t), bj = mint∈[0,ω] bj(t), cji = maxt∈[0,ω] cji(t),
vji = max
t∈[0,ω]
vji(t), dij = max
t∈[0,ω]
dij(t), wij = max
t∈[0,ω]
wij(t).
For convenience, we introduce some notations. Let x(t) = (x1(t), x2(t), . . . , xn(t))T, y(t) = (y1(t), y2(t), . . . , ym(t))T.
Let x∗(t) = (x1∗(t), x2∗(t), . . . , xn∗(t))T, y∗(t) = (y1∗(t), y2∗(t), . . . , ym∗(t))T, (x∗T(t), y∗T(t)T) be an ω-periodic solution
of system (1.1). We denote
‖x(t)− x∗(t)‖r =
[
n∑
i=1
|xi(t)− xi∗(t)|r
] 1
r
, ‖φx(s)− x∗(t)‖r =
[
n∑
i=1
sup
s∈(−∞,0]
|φxi(s)− xi∗(t)|r
] 1
r
‖y(t)− y∗(t)‖r =
[
m∑
j=1
|yj(t)− yj∗(t)|r
] 1
r
, ‖φy(s)− y∗(t)‖r =
[
m∑
j=1
sup
s∈(−∞,0]
|φyj(s)− yj∗(t)|r
] 1
r
,
where r > 1 is a constant.
Definition 1.1. An ω-periodic solution x∗(t) = (x1∗(t), x2∗(t), . . . , xn∗(t))T, y∗(t) = (y1∗(t), y2∗(t), . . . , ym∗(t))T of the
delay BAM neural networks (1.1) is said to be globally exponentially stable, if there exist constants κ ≥ 1 and  > 0
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such that
‖x(t)− x∗(t)‖r + ‖y(t)− y∗(t)‖r ≤ κ(‖φx(s)− x∗(t)‖r + ‖φy(s)− y∗(t)‖r)e−t , s ∈ (−∞, 0].
Definition 1.2 ([20]). A real matrix A = (aij)n×n is said to be an M-matrix if aii > 0, aij ≤ 0 (i, j = 1, 2, . . . , n; i 6= j) and
successive principle minors of A are positive.
Lemma 1.1 ([21]). Let Q be a n× n matrix with non-positive off-diagonal elements. Then Q is an M-matrix if and only if one of
the following conditions holds:
(i) There exists a vector ξ > 0 such that Q ξ > 0.
(ii) There exists a vector ξ > 0 such that ξ TQ > 0.
Lemma 1.2 ([22]). Assume that
a > 0, b > 0, p > 0, q > 0, p+ q = 1,
then the following inequality:
apbq ≤ pa+ qb
holds (the inequality is called as Young inequality).
Lemma 1.3 ([20]). Assume that
a > 0, b > 0, p ≥ 1,
then
(ap + bp) 1p ≤ a+ b ≤ 2 p−1p (ap + bp) 1p
holds (the inequality is called as Cp inequality).
To the best of our knowledge, few authors have considered the global exponential stability and the existence of periodic
solutions for the non-autonomous hybrid BAM neural networks with distributed delays and impulses. The purpose of
this paper is to investigate the stability and the existence of the periodic solutions of model (1.1) and to establish some
sufficient conditions on global exponential stability by constructing suitable Lyapunov function. The remainder of this paper
is organized as follows. In Section 2, the global exponential stability of model (1.1) is discussed by constructing a suitable
Lyapunov functional and using Young inequality technique and some analysis techniques. In Section 3, the existence and
of the periodic solutions of (1.1) is given. In Section 4, two examples are provided to demonstrate the proposed global
exponential stability. In Section 5, Some conclusions are summarized.
2. Global exponential stability
In Section 3, we will prove that there exists exactly one ω-periodic solution of system (1.1). (See Theorem 3.1.)
Theorem 2.1. Assume (H1)–(H5) hold, all other solutions of model (1.1) converge exponentially to the exactly ω-periodic
solution as t →+∞ if there exist r > 1 such that
Σ =
(
rA− (r − 1)G −L(|D| + |W |)
−M(|C | + |V |) rB− (r − 1)H
)
is an M-matrix, where A = diag(a1, a2, . . . , an); B = diag(b1, b2, . . . , bm); C = (cji),D = (dij), V = (vji),W = (wij),
L = diag(L1, L2, . . . , Ln); M = diag(M1,M2, . . . ,Mm); G = diag(G1,G2, . . . ,Gn); Gi = ∑mj=1 Mj(|cji| + |vji|); H =
diag(H1,H2, . . . ,Hm); Hj =∑ni=1 Lj(|dij| + |wij|); i = 1, 2, . . . , n; j = 1, 2, . . . ,m.
Proof. Suppose that (xT(t), yT(t))T = (x1(t), x2(t), . . . , xn(t), y1(t), y2(t), . . . , ym(t))T is an arbitrary solution of system
(1.2). Then
d+|xi(t)− x∗i (t)|
dt
≤ −ai(t)|xi(t)− x∗i (t)| +
m∑
j=1
|cji(t)|Mj|yj(t)− y∗j (t)|
+
m∑
j=1
|vji(t)|Mj
∫ ∞
0
Kji(s)|yj(t − s)− y∗j (t)|ds,
d+|yj(t)− y∗j (t)|
dt
≤ −bj(t)|yj(t)− y∗j (t)| +
n∑
i=1
|dij(t)|Li|xi(t)− x∗i (t)|
+
n∑
i=1
|wij(t)|Li
∫ ∞
0
Nij(s)|xi(t − s)− x∗i (t)|ds,
(2.1)
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for t > 0, i = 1, 2, . . . , n and j = 1, 2, . . . ,m. Also,{
xi(tk + 0)− x∗i (tk + 0) = xi(tk)+ Ik(xi(tk))− x∗i (tk)− Ik(x∗i (tk)) = (1− γik)(xi(tk)− x∗i (tk)),
yj(tk + 0)− y∗j (tk + 0) = yj(tk)+ Jk(yj(tk))− y∗j (tk)− Ik(y∗j (tk)) = (1− βjk)(yj(tk)− y∗j (tk)),
for i = 1, 2, . . . , n; j = 1, 2, . . . ,m; k ∈ Z+.
Hence,{|xi(tk + 0)− x∗i (tk + 0)| = |(1− γik)||(xi(tk)− x∗i (tk))| ≤ |(xi(tk)− x∗i (tk))|,|yj(tk + 0)− y∗j (tk + 0)| = |(1− βjk)||(yj(tk)− y∗j (tk))| ≤ |(yj(tk)− y∗j (tk))|, (2.2)
for i = 1, 2, . . . , n; j = 1, 2, . . . ,m; k ∈ Z+.
SinceΣ is anM-matrix, from Lemma 1.1, we know that there exists a vector λ = (λ1, . . . , λn+m)T > 0 such thatΣλ > 0,
that is
λi
[
rai − (r − 1)
m∑
j=1
Mj(|cji| + |vji|)
]
− Li
m∑
j=1
λn+j(|dij| + |wij|) > 0,
λn+j
[
rbj − (r − 1)
n∑
i=1
Li(|dij| + |wij|)
]
−Mj
n∑
i=1
λi(|cji| + |vji|) > 0,
(2.3)
for i = 1, 2, . . . , n; j = 1, 2, . . . ,m.
Let Fi and Ej be defined by
Fi(θ) = λi
[
θ − rai + (r − 1)
m∑
j=1
Mj(|cji| + |vji|)
]
+ Li
m∑
j=1
λn+j|dij| + Li
m∑
j=1
λn+j
∫ ∞
0
Nij(s)eθsds|wij|,
i = 1, 2, . . . , n,
Ej(θ) = λn+j
[
θ − rbj + (r − 1)
n∑
i=1
Li(|dij| + |wij|)
]
+Mj
n∑
i=1
λi|cji| +Mj
n∑
i=1
λi
∫ ∞
0
Kij(s)eθsds|vji|,
j = 1, 2, . . . ,m.
(2.4)
From (2.3) and (2.4), we know Fi(0) < 0, Ej(0) < 0, and Fi(θ) and Ej(θ) are continuous on [0,∞) and Fi(θ), Ej(θ)→+∞
as θ → +∞. Since dFi(θ)dθ > 0 and dEj(θ)dθ > 0, Fi(θ) and Ej(θ) are strictly monotone increasing functions on [0,∞). Thus,
there exist constants ζ ∗i and ξ
∗
j such that
Fi(ζ ∗i ) = λi
[
ζ ∗i − rai + (r − 1)
m∑
j=1
Mj(|cji| + |vji|)
]
+ Li
m∑
j=1
λn+j|dij| + Li
m∑
j=1
λn+j
∫ ∞
0
Nij(s)eζ
∗
i sds|wij| = 0,
i = 1, 2, . . . , n,
Ej(ξ ∗j ) = λn+j
[
ξ ∗j − rbj + (r − 1)
n∑
i=1
Li(|dij| + |wij|)
]
+Mj
n∑
i=1
λi|cji| +Mj
n∑
i=1
λi
∫ ∞
0
Kij(s)e
ξ∗j sds|vji| = 0,
j = 1, 2, . . . ,m.
By choosing 0 < ε < min{ζ ∗1 , ζ ∗2 , . . . , ζ ∗n , ξ ∗1 , ξ ∗2 , · · · , ξ ∗m}, we have
Fi(ε) = λi
[
ε − rai + (r − 1)
m∑
j=1
Mj(|cji| + |vji|)
]
+ Li
m∑
j=1
λn+j|dij| + Li
m∑
j=1
λn+j
∫ ∞
0
Nij(s)eεsds|wij| < 0,
i = 1, 2, . . . , n,
Ej(ε) = λn+j
[
ε − rbj + (r − 1)
n∑
i=1
Li(|dij| + |wij|)
]
+Mj
n∑
i=1
λi|cji| +Mj
n∑
i=1
λi
∫ ∞
0
Kij(s)eεsds|vji| < 0,
j = 1, 2, . . . ,m.
Now define{
ui(t) = eεt |xi(t)− x∗i (t)|r , i = 1, 2, . . . , n,
vj(t) = eεt |yj(t)− y∗j (t)|r , j = 1, 2, . . . ,m. (2.5)
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Then it follows from (2.1) and (2.5) that
d+ui(t)
dt
≤ eεt(ε − rai(t))|xi(t)− x∗i (t)|r + reεt
m∑
j=1
|xi(t)− x∗i (t)|r−1|cji(t)|Mj|yj(t)− y∗j (t)|
+ reεt
m∑
j=1
∫ ∞
0
|vji(t)|MjKji(s)|xi(t)− x∗i (t)|r−1|yj(t − s)− y∗j (t)|ds
d+vj(t)
dt
≤ eεt(ε − rbj(t))|yj(t)− y∗j (t)|r + reεt
n∑
i=1
|yj(t)− y∗j (t)|r−1|dij(t)|Li|xi(t)− x∗i (t)|
+ reεt
n∑
i=1
∫ ∞
0
|wij(t)|LiNij(s)|yj(t)− y∗j (t)|r−1|xi(t − s)− x∗i (t)|ds
(2.6)
for t > 0, t 6= tk, k ∈ Z+. Also from (2.2) and (2.5),{
ui(tk + 0) ≤ ui(tk), i = 1, 2, . . . , n; k ∈ Z+,
vj(tk + 0) ≤ vj(tk), j = 1, 2, . . . ,m; k ∈ Z+.
Consider Laypunove functional defined by:
V˜ (t) =
n∑
i=1
λi
[
ui(t)+
m∑
j=1
|vji|Mj
∫ ∞
0
Kji(s)eεs
(∫ t
t−s
vj(z)dz
)
ds
]
+
m∑
j=1
λn+j
[
vj(t)+
n∑
i=1
|wij|Li
∫ ∞
0
Nij(s)eεs
(∫ t
t−s
ui(z)dz
)
ds
]
. (2.7)
Now we calculating the derivative of V˜ (t) along the solution of (1.1) and from Lemma 1.3 get
D+V˜ (t) =
n∑
i=1
λi
[
D+ui(t)+
m∑
j=1
|vji|Mjvj(t)
∫ ∞
0
eεsKji(s)ds−
m∑
j=1
|vji|Mj
∫ ∞
0
eεsKji(s)vj(t − s)ds
]
+
m∑
j=1
λn+j
[
D+vj(t)+
n∑
i=1
|wij|Liui(t)
∫ ∞
0
eεsNji(s)ds−
n∑
i=1
|wij|Li
∫ ∞
0
eεsNji(s)ui(t − s)ds
]
≤
n∑
i=1
λi
[
eεt(ε − rai(t))|xi(t)− x∗i (t)|r + reεt
m∑
j=1
|xi(t)− x∗i (t)|r−1|cji(t)|Mj|yj(t)− y∗j (t)|
+ reεt
m∑
j=1
∫ ∞
0
|vji(t)|MjKji(s)|xi(t)− x∗i (t)|r−1|yj(t − s)− y∗j (t)|ds
+
m∑
j=1
∫ ∞
0
eεsKji(s)|vji|Mjeεt |yj(t)− y∗j (t)|rds−
m∑
j=1
∫ ∞
0
Kji(s)|vji|Mjeεt |yj(t − s)− y∗j (t)|rds
]
+
m∑
j=1
λn+j
[
eεt(ε − rbj(t))|yj(t)− y∗j (t)|r + reεt
n∑
i=1
|yj(t)− y∗j (t)|r−1|dij(t)|Li|xi(t)− x∗i (t)|
+ reεt
n∑
i=1
∫ ∞
0
|wij(t)|LiNij(s)|yj(t)− y∗j (t)|r−1|xi(t − s)− x∗i (t)|ds
+
n∑
i=1
∫ ∞
0
eεsNij(s)|wij|Lieεt |xi(t)− x∗i (t)|rds −
n∑
i=1
∫ ∞
0
Nij(s)|wij|Lieεt |xi(t − s)− x∗i (t)|rds
]
=
n∑
i=1
λi
[
eεt(ε − rai(t))|xi(t)− x∗i (t)|r + reεt
m∑
j=1
(|xi(t)− x∗i (t)|r)
r−1
r |cji(t)|Mj(|yj(t)− y∗j (t)|r)
1
r
+ reεt
m∑
j=1
∫ ∞
0
|vji(t)|MjKji(s)(|xi(t)− x∗i (t)|r)
r−1
r (|yj(t − s)− y∗j (t)|r)
1
r ds
+
m∑
j=1
∫ ∞
0
eεsKji(s)|vji|Mjeεt |yj(t)− y∗j (t)|rds −
m∑
j=1
∫ ∞
0
Kji(s)|vji|Mjeεt |yj(t − s)− y∗j (t)|rds
]
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+
m∑
j=1
λn+j
[
eεt(ε − rbj(t))|yj(t)− y∗j (t)|r + reεt
n∑
i=1
(|yj(t)− y∗j (t)|r)
r−1
r |dij(t)|Li(|xi(t)− x∗i (t)|r)
1
r
+ reεt
n∑
i=1
∫ ∞
0
|wij(t)|LiNij(s)(|yj(t)− y∗j (t)|r)
r−1
r (|xi(t − s)− x∗i (t)|r)
1
r ds
+
n∑
i=1
∫ ∞
0
eεsNij(s)|wij|Lieεt |xi(t)− x∗i (t)|rds −
n∑
i=1
∫ ∞
0
Nij(s)|wij|Lieεt |xi(t − s)− x∗i (t)|rds
]
≤
n∑
i=1
λi
[
eεt(ε − rai(t))|xi(t)− x∗i (t)|r + reεt
m∑
j=1
|cji(t)|Mj
(
r − 1
r
|xi(t)− x∗i (t)|r +
1
r
|yj(t)− y∗j (t)|r
)
+ reεt
m∑
j=1
∫ ∞
0
|vji|MjKji(s)
(
r − 1
r
|xi(t)− x∗i (t)|r +
1
r
|yj(t − s)− y∗j (t)|r
)
ds
+
m∑
j=1
∫ ∞
0
eεsKji(s)|vji|Mjeεt |yj(t)− y∗j (t)|rds −
m∑
j=1
∫ ∞
0
Kji(s)|vji|Mjeεt |yj(t − s)− y∗j (t)|rds
]
+
m∑
j=1
λn+j
[
eεt(ε − rbj(t))|yj(t)− y∗j (t)|r
+ reεt
n∑
i=1
|dij(t)|Li
(
r − 1
r
|yj(t)− y∗j (t)|r +
1
r
|xi(t)− x∗i (t)|r
)
+ reεt
n∑
i=1
∫ ∞
0
|wij|LiNij(s)
(
r − 1
r
|yj(t)− y∗j (t)|r +
1
r
|xi(t − s)− x∗i (t)|r
)
ds
+
n∑
i=1
∫ ∞
0
eεsNij(s)|wij|Lieεt |xi(t)− x∗i (t)|rds −
n∑
i=1
∫ ∞
0
Nij(s)|wij|Lieεt |xi(t − s)− x∗i (t)|rds
]
≤
n∑
i=1
[
λi
[
ε − rai + (r − 1)
m∑
j=1
Mj(|cji| + |vji|)
]
+ Li
m∑
j=1
λn+j|dij| + Li
m∑
j=1
λn+j
∫ ∞
0
Nij(s)eεsds|wij|
]
ui(t)
+
m∑
j=1
[
λn+j
[
ε − rbj + (r − 1)
n∑
i=1
Li(|dij| + |wij|)
]
+Mj
n∑
i=1
λi|cji| +Mj
n∑
i=1
λi
∫ ∞
0
Kij(s)eεsds|vji|
]
vj(t)
≤ 0
for t > 0, t 6= tk, k ∈ Z+.
V˜ (tk + 0) =
n∑
i=1
λi
[
ui(tk + 0)+
m∑
j=1
|vji(tk + 0)|Mj
∫ ∞
0
Kji(s)eεs
(∫ (tk+0)
(tk+0)−s
vj(z)dz
)
ds
]
+
m∑
j=1
λn+j
[
vj(tk + 0)+
n∑
i=1
|wij(tk + 0)|Li
∫ ∞
0
Nij(s)eεs
(∫ (tk+0)
(tk+0)−s
ui(z)dz
)
ds
]
≤
n∑
i=1
λi
[
ui(tk)+
m∑
j=1
|vji(tk)|Mj
∫ ∞
0
Kji(s)eεs
(∫ tk
tk−s
vj(z)dz
)
ds
]
+
m∑
j=1
λn+j
[
vj(tk)+
n∑
i=1
|wij(tk)|Li
∫ ∞
0
Nij(s)eεs
(∫ tk
tk−s
ui(z)dz
)
ds
]
= V˜ (tk), k ∈ Z+.
It follows that V˜ (t) ≤ V˜ (0), for all t > 0. And from (2.7) we have
V˜ (0) =
n∑
i=1
λi
[
ui(0)+
m∑
j=1
|vji(0)|Mj
∫ ∞
0
Kji(s)eεs
(∫ 0
−s
vj(z)dz
)
ds
]
2262 Y.-t. Li, J. Wang / Computers and Mathematics with Applications 56 (2008) 2256–2267
+
m∑
j=1
λn+j
[
vj(0)+
n∑
i=1
|wij(0)|Li
∫ ∞
0
Nij(s)eεs
(∫ 0
−s
ui(z)dz
)
ds
]
≤ λ
{
n∑
i=1
[
ui(0)+
m∑
j=1
|wij|Li
∫ ∞
0
Nij(s)seεsds sup
z∈(−∞,0]
ui(z)
]
+
m∑
j=1
[
vj(0)+
n∑
i=1
|vji|Mj
∫ ∞
0
Kji(s)seεsds sup
z∈(−∞,0]
vj(z)
]}
,
and
V˜ (t) ≥ λ
[
n∑
i=1
ui(t)+
m∑
j=1
vj(t)
]
.
where λ = max{r1, r2, . . . , rn+m}, λ = min{r1, r2, . . . , rn+m}. Hence, we obtain:
n∑
i=1
ui(t)+
m∑
j=1
vj(t) ≤ λ
λ
{
n∑
i=1
[
ui(0)+
m∑
j=1
|wij|Li
∫ ∞
0
Nij(s)seεsds sup
z∈(−∞,0]
ui(z)
]
+
m∑
j=1
[
vj(0)+
n∑
i=1
|vji|Mj
∫ ∞
0
Kji(s)seεsds sup
z∈(−∞,0]
vj(z)
]}
(2.8)
for t > 0. From (2.5) and (2.8) and Definition 1.1, we have
‖x(t)− x∗(t)‖rr + ‖y(t)− y∗(t)‖rr =
n∑
i=1
|xi(t)− x∗i (t)|r +
m∑
j=1
|yj(t)− y∗j (t)|r
≤ e−εt λ
λ
[
n∑
i=1
(
1+ max
1≤i≤n
m∑
j=1
|wij|Li
∫ ∞
0
Nij(s)seεsds
)
sup
s∈(−∞,0]
|xi(s)− xi∗(t)|r
+
m∑
j=1
(
1+ max
1≤j≤m
n∑
i=1
|vji|Mj
∫ ∞
0
Kji(s)seεsds
)
sup
s∈(−∞,0]
|yj(s)− yj∗(t)|r
]
≤ ke−εt
[
n∑
i=1
sup
s∈(−∞,0]
|xi(s)− xi∗(t)|r +
m∑
j=1
sup
s∈(−∞,0]
|yj(s)− yj∗(t)|r
]
= k(‖φx(s)− x∗(t)‖rr + ‖φy(s)− y∗(t)‖rr)e−εt ,
where t > 0 and
k = max λ
λ
{
1+ max
1≤i≤n
(
m∑
j=1
|wij|Li
∫ ∞
0
Nij(s)seεsds
)
, 1+ max
1≤j≤m
(
n∑
i=1
|vji|Mj
∫ ∞
0
Kji(s)seεsds
)}
.
From Lemma 1.3, we get
‖x(t)− x∗(t)‖r + ‖y(t)− y∗(t)‖r =
(
n∑
i=1
|xi(t)− x∗i (t)|r
) 1
r
+
(
m∑
j=1
|yj(t)− y∗j (t)|r
) 1
r
≤ 2 r−1r (‖x(t)− x∗(t)‖r + ‖y(t)− y∗(t)‖r) 1r
≤ 2 r−1r k 1r (‖φx(s)− x∗(t)‖rr + ‖φy(s)− y∗(t)‖rr)
1
r e−
ε
r t
≤ κ(‖φx(s)− x∗(t)‖r + ‖φy(s)− y∗(t)‖r)e− εr t
≤ κ(‖φx(s)− x∗(t)‖r + ‖φy(s)− y∗(t)‖r)e−t
where κ = (2r−1k) 1r ,  = εr .
This completes the proof. 
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3. Periodic solution of the delay BAM networks
Theorem 3.1. Assume (H1)–(H5) hold, there exists exactly one ω-periodic solution of model (1.1) if there exist r > 1 such
that
Σ =
(
rA− (r − 1)G −L(|D| + |W |)
−M(|C | + |V |) rB− (r − 1)H
)
is an M-matrix, where A = diag(a1, a2, . . . , an); B = diag(b1, b2, . . . , bm); C = (cji),D = (dij), V = (vji),W = (wij),
L = diag(L1, L2, . . . , Ln); M = diag(M1,M2, . . . ,Mm); G = diag(G1,G2, . . . ,Gn); Gi = ∑mj=1 Mj(|cji| + |vji|); H =
diag(H1,H2, . . . ,Hm); Hj =∑ni=1 Lj(|dij| + |wij|); i = 1, 2, . . . , n; j = 1, 2, . . . ,m.
Proof. LetΩ =
{
φ|φ =
(
φx
φy
)
= (φx1 , . . . , φxn , φy1 , . . . , φym)T , φ :
(
(−∞, 0]
(−∞, 0]
)
→ Rn+m
}
. For any φ ∈ Ω , we define
‖φ‖ =
∥∥∥∥(φxφy
)∥∥∥∥ = sup
s∈(−∞,0]
[
n∑
i=1
|φxi(s)|r
]
+ sup
s∈(−∞,0]
[
m∑
j=1
|φyj(s)|r
]
,
then Ω be the Banach space of continuous functions which map
(
(−∞, 0]
(−∞, 0]
)
into Rn+m with the topology of the uniform
convergence. For any φ =
(
φx
φy
)
, ϕ =
(
ϕx
ϕy
)
∈ Ω , we denote the solutions of the system (1.1) through
((
0
0
)
,
(
φx
φy
))
and((
0
0
)
,
(
ϕx
ϕy
))
as
x(t, φx) = (x1(t, φx), . . . , xn(t, φx))T, y(t, φy) = (y1(t, φy), . . . , ym(t, φy))T
and
x(t, ϕx) = (x1(t, ϕx), . . . , xn(t, ϕx))T, y(t, ϕy) = (y1(t, ϕy), . . . , ym(t, ϕy))T,
respectively. And define
xt(φx) = x(t + θ, φx), θ ∈ (−∞, 0], t ≥ 0,
yt(φy) = y(t + θ, φy), θ ∈ (−∞, 0], t ≥ 0,
then
(
xt (φx)
yt (φy)
)
∈ Ω for t ≥ 0.
To be convenient, we let xi = xi(t, φx)− xi(t, ϕx), yj = yj(t, φy)− yj(t, ϕy). Thus it follows from the system (1.1) that:
dxi
dt
= −ai(t) (xi(t, φx)− xi(t, ϕx))+
m∑
j=1
cji(t)
[
fj(yj(t, φy))− fj(yj(t, ϕy))
]
+
m∑
j=1
vji(t)
∫ ∞
0
Kji(s)
[
fj(yj(t − s, φy))− fj(yj(t − s, ϕy))
]
ds, t > 0, t 6= tk, i = 1, 2, . . . , n,
1xi(tk) = Ik(xi(tk)) = −γikxi(tk), 0 < γik < 2, i = 1, 2, . . . , n, k = 1, 2, . . . ,
dyj
dt
= −bj(t)
(
yj(t, φy)− yj(t, ϕy)
)+ n∑
i=1
dij(t) [gi(xi(t, φx))− gi(xi(t, ϕx))]
+
n∑
i=1
wij(t)
∫ ∞
0
Nij(s) [gi(xi(t − s, φx))− gi(xi(t − s, ϕx))] ds, t > 0, t 6= tk, j = 1, 2, . . . ,m,
1yj(tk) = Ik(yj(tk)) = −βjkyj(tk), 0 < βjk < 2, j = 1, 2, . . . ,m; k = 1, 2, . . . .
SinceΣ is anM-matrix, from Lemma 1.1, we know that there exists a vector λ = (λ1, . . . , λn+m)T > 0 such thatΣλ > 0,
that is
λi
[
rai − (r − 1)
m∑
j=1
Mj(|cji| + |vji|)
]
− Li
m∑
j=1
λn+j(|dij| + |wij|) > 0, i = 1, 2, . . . , n,
λn+j
[
rbj − (r − 1)
n∑
i=1
Li(|dij| + |wij|)
]
−Mj
n∑
i=1
λi(|cji| + |vji|) > 0, j = 1, 2, . . . ,m.
2264 Y.-t. Li, J. Wang / Computers and Mathematics with Applications 56 (2008) 2256–2267
We can choose a small number ε > 0 such that
λi
[
ε − rai + (r − 1)
m∑
j=1
Mj(|cji| + |vji|)
]
+ Li
m∑
j=1
λn+j|dij|
+ Li
m∑
j=1
λn+j
∫ ∞
0
Nij(s)eεsds|wij| < 0, i = 1, 2, . . . , n,
λn+j
[
ε − rbj + (r − 1)
n∑
i=1
Li(|dij| + |wij|)
]
+Mj
n∑
i=1
λi|cji|
+Mj
n∑
i=1
λi
∫ ∞
0
Kij(s)eεsds|vji| < 0, j = 1, 2, . . . ,m.
We now consider Laypunove functional defined by:
V˜ (t) =
n∑
i=1
λi
[
eεt |xi|r +
m∑
j=1
|vji|Mj
∫ ∞
0
Kji(s)eεs
(∫ t
t−s
eεz |yj(z, φy)− yj(z, ϕy)|rdz
)
ds
]
+
m∑
j=1
λn+j
[
eεt |yj|r +
n∑
i=1
|wij|Li
∫ ∞
0
Nij(s)eεs
(∫ t
t−s
eεz |xi(z, φx)− xi(z, ϕx)|rdz
)
ds
]
.
By a minor modification of the proof of Theorem 2.1, we can easily obtain
‖x(t, φx)− x(t, ϕx)‖ + ‖y(t, φy)− y(t, ϕy)‖ ≤ κ(‖φx − ϕx‖ + ‖φy − ϕy‖)e−t ,
for all t ≥ 0. We now choose a positive integer N such that
κe−εNω ≤ 1
4
and define a Poincare mappingΩ → Ω by
P
(
φx
φy
)
=
(
xω(φx)
yω(φy)
)
.
It is easy to see that
PN
(
φx
φy
)
=
(
xNω(φx)
yNω(φy)
)
.
Letting t = Nω, then∣∣∣∣PN (φxφy
)
− PN
(
ϕx
ϕy
)∣∣∣∣ ≤ 14
∣∣∣∣(φxφy
)
−
(
ϕx
ϕy
)∣∣∣∣ ,
which implies that PN is a contraction mapping. Hence there exist a unique fixed point
(
φx
∗
φy
∗
)
∈ Ω such that
PN
(
φx
∗
φy
∗
)
=
(
φx
∗
φy
∗
)
.
Since
PN
(
P
(
φx
∗
φy
∗
))
= P
(
PN
(
φx
∗
φy
∗
))
= P
(
φx
∗
φy
∗
)
.
Let
(
x(t, φx∗) y(t, φy∗)
)
be the solution of the system (1.1) through
((
0
0
)
,
(
φx
∗
φy
∗
))
, then(
x(t + ω, φx∗) y(t + ω, φy∗))
is also a solution of the system (1.1). Obviously,(
xt+ω(φx∗)
yt+ω(φy∗)
)
=
(
xt(xω(φx∗))
yt(yω(φy∗))
)
=
(
xt(φx∗)
yt(φy∗)
)
for all t ≥ 0. Hence(
x(t + ω, φx∗)
y(t + ω, φy∗)
)
=
(
x(t, φx∗)
y(t, φy∗)
)
.
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This shows that
(
x(t, φx∗)
y(t, φy∗)
)
is exactly one ω-periodic solution of the system (1.1) and all other solutions of the system
converge exponentially to it as t →+∞. 
Corollary 3.1. Assume (H1)–(H5) hold, there exists exactly one ω-periodic solution of model (1.1) and all other solutions of
model (1.1) converge exponentially to it as t →+∞ if
Σ1 =
(
A −L(|D| + |W |)
−M(|C | + |V |) B
)
is an M-matrix, where A = diag(a1, a2, . . . , an); B = diag(b1, b2, . . . , bm); C = (cji),D = (dij), V = (vji),W = (wij),
L = diag(L1, L2, . . . , Ln); M = diag(M1,M2, . . . ,Mm); i = 1, 2, . . . , n; j = 1, 2, . . . ,m.
Proof. Let r →+1 in Theorem 2.1. We get the corollary immediately. 
Remark. Corollary 3.1 is the similar given in [12] when model (1.1) is autonomous BAM neural networks with distributed
delays. Hence our results are more general.
Corollary 3.2. Assume (H1)–(H5) hold, there exists exactly oneω-periodic solution ofmodel (1.1) and all other solutions ofmodel
(1.1) converge exponentially to it as t →+∞ if
ai >
m∑
j=1
Li(|dij| + |wij|),
bj >
n∑
i=1
Mj(|cji| + |vji|),
(3.1)
for i = 1, 2, . . . , n; j = 1, 2, . . . ,m.
Proof. If condition (3.3) holds, from Lemma 1.1, the matrix Σ2 in Corollary 3.2 is an M-matrix. The corollary holds from
Corollary 3.2. 
Corollary 3.3. Assume (H1)–(H5) hold, there exists exactly one ω-periodic solution of model (1.1) and all other solutions of
model (1.1) converge exponentially to it as t →+∞ if
ai > Mj
m∑
j=1
(|cji| + |vji|),
bj > Li
n∑
i=1
(|dij| + |wij|),
(3.2)
for i = 1, 2, . . . , n; j = 1, 2, . . . ,m.
Proof. If condition (3.4) holds, from Lemma 1.1, the matrix Σ2 in Corollary 3.2 is an M-matrix. The corollary holds from
Corollary 3.2. 
Remark. Corollaries 3.2 and 3.3 are the similar given in [8] when model (1.1) is autonomous hybrid BAM neural networks.
Hence our results are more general.
4. Two examples
Example 1. Consider the following model:
dx1(t)
dt
= −a1(t)x1(t)+ c11(t)f1(y1(t))+ v11(t)
∫ ∞
0
K11(s)f1(y1(t − s))ds+ I1(t), t 6= tk,
1x1(tk) = −γ1kx1(tk), k ∈ Z+
dx2(t)
dt
= −a2(t)x2(t)+ c12(t)f1(y1(t))+ v12(t)
∫ ∞
0
K12(s)f1(y1(t − s))ds+ I2(t), t 6= tk,
1x2(tk) = −γ2kx2(tk), k ∈ Z+
dy1(t)
dt
= −b1(t)y1(t)+ d11(t)g1(x1(t))+ d21(t)g2(x2(t))+ w11(t)
∫ ∞
0
N11(s)g1(x1(t − s))ds
+w21(t)
∫ ∞
0
N21(s)g2(x2(t − s))ds+ J1(t), t 6= tk,
1y1(tk) = −β1ky1(tk), k ∈ Z+,
(4.1)
where fj(u) = gi(u) = |u|, Li = Mj = 1, Kji(t) = Nij(t) = e−t , for i = 1, 2; j = 1.
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Let a1(t) = 6 + sin t, c11(t) = −1 − cos t, v11(t) = −6 + cos t, I1(t) = −2 sin t, a2(t) = 5 + cos t, c12(t) =
−1 + cos t, v12(t) = −5 + sin t, I2(t) = 3 cos t, b1(t) = 9 + cos t, d11(t) = −1 + sin t, d21(t) = −1 − sin t, w11(t) =
−7 − sin t, w12(t) = −2 + cos t, J1(t) = 6 sin t, 0 < t1 < t2 < · · · is a strictly increasing sequence such that
limt→∞ tk = +∞, γ1k = 1+ 13 sin(1+ k), γ2k = 1− 13 cos(1+ k), β1k = 1− 23 cos(k3), k ∈ Z+.
Since
a1 = 5 < L1|w11| = 6, and b1 = 8 < M1
2∑
i=1
(|v11| + |v21|) = 9,
the similar conditions of theorems in [8] are not satisfied, whichmeans that the theorems in [8] can not are used to ascertain
the stability of Model (4.1). However, it is easy to check that all the assumptions of Corollary 3.1 are satisfied, and
Σ2 =
( 5 0 −5
0 4 −4
−6 −1 8
)
is anM-matrix. Hence, from Corollary 3.1, we know that that model (4.1) has exactly one 2pi-periodic solution and all other
solutions of (4.1) converge global exponential to it as t →+∞.
Example 2. Consider the following model:
dx1(t)
dt
= −a1(t)x1(t)+ c11(t)f1(y1(t))+ v11(t)
∫ ∞
0
K11(s)f1(y1(t − s))ds+ I1(t), t 6= tk,
1x1(tk) = −γ1kx1(tk), k ∈ Z+
dy1(t)
dt
= −b1(t)y1(t)+ d11(t)g1(x1(t))+ w11(t)
∫ ∞
0
N11(s)g1(x1(t − s))ds+ J1(t), t 6= tk,
1y1(tk) = −β1ky1(tk), k ∈ Z+,
where fj(u) = gi(u) = |u|, Li = Mj = 1, Kji(t) = Nij(t) = e−t , for i = 1, ; j = 1.
Let
a1(t) = 4+ sin t, c11(t) = −12 + cos t, v11(t) = −
1
2
− cos t, I1(t) = −2 sin t,
b1(t) = 2− cos t, d11(t) = − sin t, w11(t) = sin t, J1(t) = 6 sin t,
0 < t1 < t2 < · · · is a strictly increasing sequence such that limt→∞ tk = +∞, γ1k = 1 + 13 sin(1 + k), γ2k =
1− 13 cos(1+ k), β1k = 1− 23 cos(k3), k ∈ Z+.
Since
δ1 = 9− 1− 1 = 7 > 0, and Ω1 = 1− 94 −
1
2
< 0
the similar conditions of theorems in [13] are not satisfied, which means that the similar condition of theorems in [13] can
not are used to ascertain the stability in this example. However, it is easy to check that all the assumptions of Corollary 3.1
are satisfied, and
Σ3 =
(
3 −2
−1 1
)
is an M-matrix. Hence, from Corollary 3.1, we know that the model in this example has exactly one 2pi-periodic solution
and all other solutions of this model converge global exponential to it as t →+∞.
5. Conclusions
In this paper, the problem of the global exponential stability and the existence of periodic solutions for non-autonomous
hybrid BAM neural networks with Lipschitzian activation functions without assuming their boundedness, monotonicity or
differentiability and subjected to impulsive state displacements at fixed instants of time is studied. Sufficient conditions are
obtained for the existence, and global exponential stability of the periodic solutions for non-autonomoushybrid bidirectional
associative memory(BAM) neural networks with distributed delays impulses by using the Lyapunov functional method,M-
matrix, Young inequality technique and some analysis techniques. It is worth nothing that the results obtained in this paper
have removed the restriction on boundedness of the activation functions. The exponential converging velocity index can
be estimated. The results related in Refs. [8,9,13] and the references cited therein have been extended and improved. Two
examples have been provided to demonstrate the effectiveness of the obtained results.
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