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a b s t r a c t
In this paper, we propose an interval version of the generalized accelerated overrelaxation
methods, which we refer to as IGAOR, for solving the linear complementarity problems,
LCP (M, q), and develop a class of multisplitting IGAOR methods which can be easily
implemented in parallel. In addition, in regards to the H-matrix with positive diagonal
elements, we prove the convergence of these algorithms and illustrate their efficiency
through our numerical results.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
For a given matrixM ∈ Rn×n and a vector q ∈ Rn, the linear complementarity problem, denoted by LCP(M, q), is to find
a vector x ∈ Rn such that
x ≥ 0, Mx+ q ≥ 0, xT (Mx+ q) = 0. (1.1)
This problem arises in various areas of scientific computing and has a wide range of applications in engineering and
economics. Some examples include the Nash equilibrium point of a bimatrix game, contact problems, free boundary
problems of fluid mechanics, and so on. Refer [1–4] for more details.
In [5,6], it is shown that the problem (1.1) can be equivalently transformed to a fixed-point equation,
x = max{0, x− E(Mx+ q)} := (x− E(Mx+ q))+, (1.2)
where max is the componentwise maximum of two vectors and E is a positive diagonal matrix.
Many numerical methods have been proposed to solve this problem, e.g. pivoting methods and iterative methods
[3,2,7–11], but very few interval methods have been studied. The interval arithmetic enables one to control rounding error
automatically and its main advantage is reliable. Using interval arithmetic, we can obtain an interval outcome which is
therefore guaranteed to contain the problem’s exact result. In [12], Alefeld et al. developed theMoore test [13] to the system
of nonlinear equations
min{x,Mx+ q} = 0, (1.3)
and provided some sufficient conditions for ensuring the existence or nonexistence of solutions of (1.1) in [x]. However, this
method in [12] is unable to present any information about the solutions outside this given interval [x]. In order to obtainmore
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useful information from the output of this method, Chen et al. [14] used the Farkas lemma to check for a negative certificate
which would then show the nonexistence of solutions in the whole space Rn. This approach saves a significant amount of
computationalworkwhen investigating the existence of solutions. However, [13,14] do not give any computationalmethods
for acquiring an enclosure of the solutions. In [15], whenM is an H-matrix with positive diagonal elements, (also called an
H+-matrix; see [9,10]), Alefeld et al. proposed an efficient intervalmethod to solve (1.1) and offered a computationalmethod
to arrive at such an enclosure, based on the Krawczyk operator. This method’s major computational cost consists of solving
a system of linear equations.
In this paper, based on a combination of the GAOR method [16] and interval arithmetic, we present a class of interval
GAOR methods (IGAOR) for the linear complementarity problems. When M is an H+-matrix, the convergence of these
methods can be proven. We also provide examples illustrating the efficiency of these methods. We would like to note that
this paper takes into account the ideas in [17], in which a class of parallel methods for solving systems of interval linear
equations was proposed and their convergence properties were also discussed.
To fulfill the requirements of high-speed parallel multiprocessor systems, Machida et al. [18] presented a multisplitting
method for symmetric linear complementarity problems, which is based on the matrix multisplitting technique introduced
in [19] for systems of linear equations. Under suitable restrictions, Machida et al. [18] proved the convergence of these
methods for conditions in which the systemmatrices are symmetric. Subsequently, Bai, Evans and Huang further developed
this method, applied it to synchronous and asynchronous parallel computing environments and studied their convergence
for both symmetric and nonsymmetric system matrices (see [20,17,9,8,21,22,10,11]).
Similarly, we also extend the IGAOR method to the multisplitting IGAOR method (MIGAOR) by using the matrix
multisplitting technique. As a result, we can be efficiently solve the problem (1.1) in parallel. The convergence of these
methods is discussed in Section 3.
The following notation is used throughout this paper. By R, IR, we denote the set of real numbers and the set of intervals,
respectively. We use [x] = {x ∈ R(Rn)|x ≤ x ≤ x} to denote an interval (vector). We define the midpoint of an interval
(vector) bym([x]) = (x+ x)/2 and the radius by r([x]) = (x− x)/2. Lastly, we present ⟨M⟩ = (⟨mij⟩)n×n as the comparison
matrix of the matrixM = (mij)n×n, where ⟨mij⟩ = |mij|, if i = j, ⟨mij⟩ = −|mij|, if i ≠ j.
In [15], Alefeld, Wang and Shen introduce an interval operator
max{0, [x]} = [max{0, x}, max{0, x}] , ([x])+. (1.4)
From this we can get this interval operator has the following property.
Proposition 1 ([15]). If [x] ⊆ [y], it implies
max{0, [x]} ⊆ max{0, [y]}, r(max{0, [x]}) ≤ r([x]). (1.5)
2. IGAOR method and its convergence
2.1. IGAOR method
It is well known that iterative methods have been found very useful for solving the LCP(M, q) [5] and most of these
iterative methods are extensions of their counterparts for solving systems of linear equations [20,17,9,8,21,22,10,11,23,16].
Recently, there has been an increased focus on the splitting methods, which are extensions of the matrix splitting methods
for solving a system of linear equations.
Let M be an H+-matrix, M = D + L + U , where D = diag(M); L represents a strictly lower triangular matrix; and U
represents a matrix whose diagonal elements are all zeroes and satisfies |M| = D+ |L| + |U|. In [8], Bai and Evans proposed
a class of synchronous and asynchronous matrix multisplitting methods for solving (1.1). When multiple splittings become
single splittings, the synchronous matrix multisplitting method in [8] can be seen as a generalization of the projected SOR
algorithm discussed in [24],
zm+1 = (zm − γ E(rLzm+1 + (ωM − rL)zm + ωq))+, (2.1)
where E is a positive diagonal matrix, L is a strictly lower triangular matrix and γ , ω, r are parameters to be determined.
By specifically choosing E = D−1Ω, r = α and ω = γ = 1, where
Ω = diag(ω1, ω2, . . . , ωn), D = diag(M), α > 0, ωi > 0, i = 1, . . . , n, (2.2)
we can get the interval generalized AOR method (IGAOR) for solving (1.1) proposed in this paper.
Algorithm 1 (IGAOR Method). Step 1: Choose an interval vector [x]0 ∈ IRn, which contains the solution x∗, and setm := 0;
Step 2: Calculate
[x]m+1 = (Lα,Ω(α,Ω)[x]m − αD−1ΩL[x]m+1 − D−1Ωq)+, (2.3)
[x]m+1 = [x]m ∩ [x]m+1; (2.4)
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Step 3: If r([x]m+1) < ε, then stop. Otherwise, setm := m+ 1 and return to Step 2, where α > 0,Ω is defined in (2.2), ϵ is
a given small positive number, and
Lα,Ω(α,Ω) = I − D−1Ω(M − αL). (2.5)
When the intervals in (2.3) become points, the IGAOR method reduces to a special case of (2.1). We define an operator
Γ : IRn → IRn,Γ ([x], α,Ω) = [y], i.e.,
[y] = Γ ([x], α,Ω) = (Lα,Ω(α,Ω)[x] − αD−1ΩL[y] − D−1Ωq)+. (2.6)
This is an explicit iterative operator since L is a strictly lower triangular matrix. We can get [y] from [x] iteratively. In order
to get the solution of LCP(M, q), we need to develop the following theorem.
Theorem 1. Let [x] be an interval vector, α andΩ be defined in (2.2). If
Γ ([x], α,Ω) ⊆ [x], (2.7)
there exists a solution x∗ of LCP(M, q) in Γ ([x], α,Ω). Moreover, if a solution x∗ of LCP(M, q) is contained in [x], then
x∗ ∈ Γ ([x], α,Ω).
Proof. For any x ∈ [x], from the fact that interval arithmetic is inclusion monotonic [25] and Proposition 1, we can easily
get
p(x) = Γ (x, α,Ω) ∈ Γ ([x], α,Ω).
Thus the condition (2.7) implies that p(·)maps [x] into itself. Using the continuity of p(·), it follows that p(·) has a fixed point
x∗ ∈ [x], where x∗ is a solution of LCP(M, q). For any solution x∗ of LCP(M, q) in [x], we can conclude that
x∗ = (x∗ − D−1Ω(Mx∗ + q))+
= (x∗ − D−1(αΩLx∗ + (ΩM − αΩL)x∗ +Ωq))+
= Γ (x∗, α,Ω) ∈ Γ ([x], α,Ω). 
Corollary 1. Let Γ ([x], α,Ω) be defined in (2.6). If Γ ([x], α,Ω) ∩ [x] = ∅, then there is no solution for the LCP(M, q) in [x].
Theorem 1 indicates that if we can find an interval [x]0, for which the condition (2.7) holds or which contains the solution
x∗ of LCP(M, q), then an inclusion monotonic sequence [x]k can be computed, where
[x]k+1 = Γ ([x]k, α,Ω) ∩ [x]k, k = 1, 2, . . . ,
α andΩ are defined in (2.2). Furthermore, we can guarantee that the solution x∗ of LCP(M, q) is contained in each interval
[x]k. When the radius of [x]k converges to zero, we get the solution x∗ in [x]0.
Moreover, by particularly choosing the relaxation parameters, a sequence of applicable methods can be generated.
For α = 1, the IGAOR method reduces to an interval GSOR method:
[x]m+1 = (Lα,Ω(1,Ω)[x]m − D−1ΩL[x]m+1 − D−1Ωq)+. (2.8)
For α = γ /ω,Ω = ωI , the IGAOR method reduces to the interval AOR method:
[x]m+1 = (Lα,Ω(γ /ω, ωI)[x]m − γD−1L[x]m+1 − ωD−1q)+. (2.9)
For α = 1,Ω = I , the IGAOR method reduces to the interval GS method:
[x]m+1 = (Lα,Ω(1, I)[x]m − D−1L[x]m+1 − D−1q)+. (2.10)
Remark 1. When α = 1,Ω = I , IGAOR method is similar to the interval method proposed in [26]. The operator defined by
Wang in [26] can be written as
Γ (x, y, [x],D) = (−D−1q+ U˜x+ L˜y+ U˜([x] − x)+ L˜([y] − y))+, (2.11)
where x, y are fixed vectors in [x] and [y], respectively, and I − D−1M = L˜+ U˜ . By the Proposition 3.5.2 in [27], we can get
when A is a real matrix without interval elements, B and C are (interval) matrices, then A(B ± C) = AB ± AC . Therefore,
when D = diag(M) and L is the strictly lower triangular part ofM , it is easy to see that (2.10) is equivalent to (2.11).
Now, we discuss how to get the initial interval vector [x]0, which contains a solution of (1.1). Alefeld et al. [15] proposed
a method to get such an enclosure by solving a system of linear equations, which is described as follows.
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Algorithm 2. IfM is an H+-matrix and d ∈ Rn, the initial interval vector can be [x]0 = [0, d], where d satisfies
⟨M⟩d = u, (2.12)
and u = max{0,−q}.
It is easy to see that the main computational cost for the solution of (2.12) is to solve a system of linear equations. It is
very easy to get such an enclosure. In [26], Wang proposed another method to compute the enclosure [x]0 and discussed
some of this method’s properties. In this paper, we use Algorithm 2 to get such an enclosure.
2.2. The convergence of IGAOR method
We now consider the convergence of the IGAOR method. Define
G = I − αΩD−1|L|, F = |I − D−1(ΩM − αΩL)|, J = D−1(L+ U).
Before giving the convergence of the IGAOR method, we first cite a lemma from [8], which shows that when M is an
H+-matrix, the problem (1.1) has a unique solution.
Lemma 1 ([8]). If M ∈ Rn×n is an H+-matrix, then the LCP(M, q) has a unique solution x∗ ∈ Rn.
Theorem 2. Let M = (mij)n×n be an H+-matrix, |M| = D+ |L| + |U| and [x]0 be an interval vector, which contains the unique
solution x∗ of LCP(M, q), then the interval sequence [x]k gotten by (2.3) and (2.4) converges to x∗, whenever
0 < ωi <
2
1+ ρ(|J|) , 0 ≤ α ≤ 1, i = 1, 2, . . . , n. (2.13)
Furthermore, the width of [x]k will converge to zero as k →∞.
Proof. By Lemma 1, we know that whenM is an H+-matrix, there is a unique solution of LCP(M, q). By Theorem 1 and the
fact that the initial interval vector [x]0 contains the unique solution x∗ of LCP(M, q), it is easy to see that we only need to
prove the width of [x]k will converge to zero. By Proposition 1, we have
r([x]m+1) = r(max{0, (I − D−1Ω(M − αL))[x]m − αD−1ΩL[x]m+1 − D−1Ωq})
≤ r((I − D−1Ω(M − αL))[x]m − αD−1ΩL[x]m+1),
and by the Proposition 3.1.12 in [27], we can get
r([x]m+1) ≤ r((I − D−1Ω(M − αL))[x]m − αD−1ΩL[x]m+1)
= |I − D−1Ω(M − αL)| · r([x]m)+ |αD−1ΩL| · r([x]m+1). (2.14)
Then, from (2.14) we get
(I − |αD−1ΩL|)r([x]m+1) ≤ |I − D−1Ω(M − αL)| · r([x]m).
Since L is a strictly lower triangular matrix, we get (I − |αD−1ΩL|)−1 ≥ I ≥ 0. Denote
F = |I − D−1Ω(M − αL)|, G = I − |αD−1ΩL|, (2.15)
so
r([x]m+1) ≤ G−1F(r([x]m)). (2.16)
To prove that r([x]m) converges to zero, we only need to prove ρ(G−1F) < 1. Following Theorem 3.1 in [16], we can get the
answer directly. 
In [17], Bai proposed a class of parallel intervalmatrixmultisplitting AORmethods for solving systems of linear equations.
To our knowledge, this is the first work on matrix multisplitting iterative methods for solving interval linear systems.
Similarly, we generalize the IGAOR method to a class of multisplitting IGAOR methods for solving (1.1) by using matrix
multisplitting technique in the next section. Then, we can more efficiently solve the LCP(M, q) in parallel.
3. Multisplitting IGAOR method
Based on the theory of the matrix multisplitting and IGAOR method, we establish a class of multisplitting IGAOR
(MIGAOR) methods for solving LCP(M, q) and prove their convergence in this section.
The technique of matrix multisplitting for the solution of linear systems was first introduced by O’Leary and White in
1985 [19] and further studied by many authors since then. In [28], Frommer and Mayer studied the extrapolated relaxed
parallel multisplitting method as well as the multisplitting SOR method. The matrix multisplitting AOR method was first
introduced in [29]. Bru et al. [30] proposed two models of parallel chaotic iterative methods. Some synchronous and
asynchronous parallel matrix multisplitting iterative methods have been proposed in [31–33], etc.
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For solving symmetric linear complementarity problems, Machida et al. [18] proposed a multisplitting method in 1995.
In [9], Bai developed the convergence theory of [18] for the nonsymmetric case. Then, Bai, Evans [22,10] and Bai, Huang [11]
developed matrix multisplitting methods to synchronous and asynchronous parallel computing environments and studied
their convergence.
Given amatrixM = (mij) ∈ Rn×n and a positive integer K , for k = 1, 2, . . . , K , let Lk be strictly lower triangular matrices,
Uk be matrices with zero diagonal elements and Ek = diag(e(k)1 , e(k)2 , . . . , e(k)n ) be nonnegative diagonal matrices, such that
(1) D is nonsingular, where D = diag(M);
(2) M = D+ Lk + Uk, k = 1, 2, . . . , K ;
(3)
∑K
k=1 Ek = I ,
then the collection of triples (D+ Lk,Uk, Ek) (k = 1, 2, . . . , K) is a multisplitting of the matrixM ∈ Rn×n.
Now, based on this kind of multisplitting, we can set up the following MIGAOR algorithm for solving the linear
complementarity problem (1.1).
Algorithm 3 (MIGAORMethod). Step 1: Choose an interval vector [x]0 ∈ IRn, which contains the solution x∗, and setm := 0;
Step 2: Calculate: k = 1, 2, . . . , K ,
[x]m,k = ((I − D−1Ω(M − αLk))[x]m − αD−1ΩLk[x]m,k − D−1Ωq)+, (3.1)
[x]m+1 =
K−
k=1
Ek[x]m,k; (3.2)
Step 3: If r([x]m+1) < ε, then stop. Otherwise, setm := m+ 1 and return to Step 2, where α andΩ are defined in (2.2) and
ϵ is a sufficient small positive number.
For the MIGAOR method, when the intervals become points, this can be considered as a special case of the synchronous
matrix multisplitting AOR methods proposed in [8] and further reduces to the IGAOR method when multiple splittings
become single splittings.
Define operators Γk : IRn → IRn, k = 1, 2, . . . , K , in accordance with the rule:
Γk([x]) = [y] = ((I − D−1Ω(M − αLk))[x] − αD−1ΩLk[y] − D−1Ωq)+, (3.3)
and define
Gk = I − αΩD−1|Lk|, Fk = |I − D−1Ω(M − αLk)|, J = D−1(Lk + Uk) (3.4)
where (D+ Lk,Uk, Ek) (k = 1, 2, . . . , K) is a multisplitting ofM .
Then, the MIGAOR algorithm can be equivalently expressed as
[x]m+1 =
K−
k=1
EkΓk([x]m).
Before proving the convergence of the MIGAOR method, we need to give a lemma.
Lemma 2. Let M = (mij)n×n be an H+-matrix and D, Lk,Uk be a multisplitting of M. If the solution x∗ of the LCP(M, q) is
contained in [x]m, then [x]m+1 gotten by (3.2) will also contain x∗, where α andΩ are defined in (2.2).
Proof. By the Theorem 1, we know that if x∗ ∈ [x]m, then, for k = 1, 2, . . . , K ,
x∗ ∈ [x]m,k = ((I − D−1Ω(M − αLk))[x]m − αD−1ΩLk[x]m,k − D−1Ωq)+. (3.5)
Finally, from
∑K
k=1 Ek = I , we can easily get that x∗ ∈ [x]m+1 =
∑K
k=1 Ek[x]m,k. 
Similar to the proving process in [17], now we can prove the convergence of the MIGAOR method for the LCP(M, q).
Theorem 3. Let M = (mij)n×n be an H+-matrix, and D, Lk,Uk a multisplitting of it with |M| = D + |Lk| + |Uk|. If the solution
x∗ of the LCP(M, q) is contained in [x]0, then the interval sequences [x]m gotten by (3.1) and (3.2) will converge to the solution
x∗, whenever
0 < ωi <
2
1+ ρ(|J|) , 0 ≤ α ≤ 1, i = 1, 2, . . . , n. (3.6)
Furthermore, the width of [x]m will converge to zero as m →∞.
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Proof. The process is very similar to that of Theorem 2. It is only necessary to prove that the width of [x]m, defined by (3.1)
and (3.2), will converge to zero. Note that,
r([x]m+1) = r

K−
k=1
Ek[x]m,k

≤
K−
k=1
Ekr((I − D−1Ω(M − αLk))[x]m − αD−1ΩLk[x]m,k)
≤
K−
k=1
Ek(I − |αD−1ΩLk|)−1 · |I − D−1Ω(M − αLk)| · r([x]m).
LetL (α,Ω) =∑Kk=1 Ek(I − αD−1Ω|Lk|)−1 · |I − D−1Ω(M − αLk)|, then
L (α,Ω) ≤
K−
k=1
Ek(I − αD−1Ω|Lk|)−1[|I −Ω| + |1− α| · D−1Ω|Lk| +ΩD−1|Uk|]
= I +
K−
k=1
Ek(D− αΩ|Lk|)−1[(|I −Ω| − I)D+ (α + |1− α|)Ω|Lk| +Ω|Uk|]
≤ I +
K−
k=1
Ek(D− αΩ|Lk|)−1D[(|I −Ω| − I)+ (α + |1− α|)ΩD−1(|Lk| + |Uk|)]
≤ I +
K−
k=1
Ek(D− αΩ|Lk|)−1D[(|I −Ω| − I)+ (α + |1− α|)ΩJϵ], (3.7)
where
Jϵ = |J| + ϵeeT , ϵ > 0, e = (1, 1, . . . , 1)T ∈ Rn.
Since M ∈ Rn×n is an H-matrix, we see ρ(|J|) < 1. By the continuity of the spectral radius, we know that ρϵ = ρ(Jϵ) < 1,
provided ϵ is sufficiently small. Moreover, in light of the Perron–Frobenius theorem in the nonnegative matrix theory, there
is a vector xϵ > 0 such that
Jϵxϵ = ρϵxϵ . (3.8)
Here, it is easy to see that the matrix Jϵ is positive.
At this time, multiplying (3.7) by xϵ and making use of the inequalities D−1 ≤ (D− αΩ|Lk|)−1 (k = 1, 2, . . . , K), we can
obtain
L (α,Ω)xϵ ≤ xϵ +
K−
k=1
Ek(D− αΩ|Lk|)−1D[(|I −Ω| − I)+ (α + |1− α|)ΩJϵ]xϵ
≤ xϵ + [(|I −Ω| − I)+ (|1− α| + α)Ωρϵ]xϵ
= [|I −Ω| + (|1− α| + α)Ωρϵ]xϵ,
since ρϵ → ρ(|J|) < 1(ϵ → 0), if ωi ≤ 1, we have |1− ωi| + (|1− α| + α)ωiρϵ − 1 = ωi(ρϵ − 1) < 0; if ωi > 1, we have
|1− ωi| + (|1− α| + α)ωiρϵ − 1 = ωi(1+ ρϵ)− 2 < 0, provided ϵ is sufficiently small, ωi < 21+ρϵ .
Therefore
[L (α,Ω)xϵ]i
[xϵ]i < 1, for i = 1, 2, . . . , n, (3.9)
i.e.,
ρ(L (α,Ω)) < 1. (3.10)
So, the proof is completed. 
To implement the MIGAOR method, we can let each processor k compute [x]m,k by using the splittings (D, Lk,Uk) of
M independently, k = 1, . . . , K . After that, each processor communicates with other processors to obtain the other
{[x]m,j}, j ≠ k, j = 1, . . . , K . Then, each processor can use (3.2) to get [x]m+1 and then computes [x]m+1,k. Because different
processors use different splittings of M, {[x]m,k} may be different from each other. In [18,20], authors have given some
numerical results of implementing multisplitting methods to solve the LCP(M, q). We can use the similar splittings ofM to
implement our MIGAOR method.
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Table 1
The results of Example 4.1.
n 21+ρ(|J|) α Ω rad. func. cpu. num.
25 1.0718 1.0 [1.0, 1.0] 5.1072e−6 7.7500e−5 0.35 13
25 1.0718 0.7 [0.7, 0.9] 6.3042e−6 4.5437e−4 0.48 18
100 1.0207 1.0 [1.0, 1.0] 7.7595e−6 4.0386e−4 3.43 33
100 1.0207 0.7 [0.7, 0.9] 9.8777e−6 3.0496e−4 10.11 97
225 1.0097 1.0 [1.0, 1.0] 9.6527e−6 4.8835e−4 23.09 98
225 1.0097 0.7 [0.7, 0.9] 9.6934e−6 3.3653e−4 50.99 219
400 1.0056 1.0 [1.0, 1.0] 9.5204e−6 5.4041e−4 68.33 161
400 1.0056 0.7 [0.7, 0.9] 9.8788e−6 2.0477e−4 203.95 475
Table 2
Comparisons with IK method.
Method n rad. func. num.
IGAOR 25 6.5380e−6 4.6026e−4 12
IK 25 9.7999e−6 5.60465e−4 22
IGAOR 100 9.9665e−6 3.3439e−4 52
IK 100 9.2484e−6 3.1176e−4 103
4. Numerical results
In this section,wepresent somenumerical results to illustrate our theoretical results and the convergence of the proposed
methods. The algorithms are coded inMatlabwith the help of interval toolbox IntLab 5.5 [34], and implemented on a Lenovo
AMD dual 1.8 GHz desktop with 1 G of RAMmemory. In the Tables 1–3, we use the following notation,
num. The number of iterations.
rad. The maximum radius of an interval vector.
fun. ‖min{x,Mx+ q}‖∞: where x = m([x]).
cpu. The executive time of the algorithm cost.
Example 4.1. Let
M = 1
h2

H −I 0 · · · 0
−I H −I · · · 0
. . .
. . .
. . .
−I H −I
−I H
 ∈ Rn×n,
where h=1/(m+1),m = √n and
H =

4 −1
−1 4 . . .
. . .
. . . −1
−1 4
 ∈ Rm×m.
This problem has been considered by Wang in [26], Bai [11] etc. Here, we choose q = (qi) ∈ Rn randomly, i.e., qi is a
scalar value drawn from a standard normal distribution with mean 0 and deviation 1, i = 1, 2, . . . , n. It is easy to see that
M is an H+-matrix and thus this problem has a unique solution.
For simplicity, we simply use (2.12) to get the enclosure [x]0. We have done numerous numerical experiments through
choosing different values of n, dimensions of the problem, and different relaxation parameters, α and Ω . The parameters
ωi, i = 1, 2, . . . , n are taken from the n equal-partitioned points of a given interval, for example if Ω is chosen from [a,
b], then ωi = a + i(b−a)n , i = 1, 2, . . . , n. The termination criterion is rad. = max1≤i≤nr([x]i) ≤ 1.0e−5. The results are
illustrated in Table 1.
By specifically choosing the parameters, the IGAOR method can reduce to some other methods for LCP(M, q), such as
IGSOR (2.8), IAOR (2.9), IGS (2.10), see also [26]. For simplicity, here we compare IGS method (α = 1,Ω = I) with the
interval Krawczyk (IK) method proposed by Alefeld et al. in [12].
From the results illustrated above, we can see that IGAOR method requires significantly fewer iterative steps than IK
method. The IGAOR method may converge a little faster.
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Table 3
The results of Example 4.2.
n 21+ρ(|J|) α Ω rad. func. cpu. num.
400 1.1534 1.0 [1.0, 1.15] 9.9556e−6 4.2177e−9 6.07 14
400 1.1534 0.7 [0.5, 0.8] 6.8517e−6 1.9134e−7 10.92 26
625 1.1498 1.0 [1.0, 1.14] 8.1170e−6 1.5123e−6 5.74 8
625 1.1498 0.7 [0.5, 0.8] 9.6672e−6 8.0214e−6 12.45 18
900 1.1478 1.0 [1.0, 1.14] 7.2255e−6 1.5285e−9 16.40 15
900 1.1478 0.7 [0.5, 0.8] 7.6767e−6 2.0524e−7 28.40 27
1600 1.1457 1.0 [1.0, 1.14] 5.9005e−6 7.9211e−10 36.53 16
1600 1.1457 0.7 [0.5, 0.8] 7.0795e−6 1.6457e−4 63.72 28
2500 1.1447 1.0 [1.0, 1.14] 8.2460e−6 1.0302e−9 75.53 16
2500 1.1447 0.7 [0.5, 0.8] 8.6245e−6 1.9967e−7 112.77 28
Example 4.2. We consider the LCP(M, q), which has been considered in [23,16], with the system matrix M ∈ Rn×n and
vector q ∈ Rn:
M =

S −I −I 0 · · · 0 0
−I S −I −I · · · 0 0
I −I S −I · · · 0 0
0 I
. . .
. . .
. . .
. . .
...
...
...
. . .
. . .
. . .
. . .
...
...
...
. . .
. . .
. . . S −I
0 0 · · · 0 I −I S

, q =

−1
1
−1
...
(−1)n−1
(−1)n
 ,
respectively, where S = tridiag(−1, 8,−1) ∈ Rm×m, n = m2, I ∈ Rm×m is the identity matrix. It is known thatM is a strictly
diagonally dominant matrix and thus is an H+-matrix. So, the LCP(M, q) has a unique solution.
We also use (2.12) to get the initial interval [x]0. When n = 400, 625, 900, 1600, 2500, the results of IGAORmethods are
illustrated in Table 3. The termination criterion is also rad. = max1≤i≤nr([x]i) ≤ 1.0e−5.
It can be seen from Table 3 that when 0 ≤ α ≤ 1, 0 < ωi < 21+ρ(|J|) , i = 1, 2, . . . , n, it may converge a little faster if the
values of α and ωi are of higher value.
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