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ABSTRACT  
 
Numerous problems of automatic facial recognition in the linear and multilinear 
subspace learning have been addressed; nevertheless, many difficulties remain. This 
work focuses on two key problems for automatic facial recognition and feature 
extraction: object representation and high dimensionality.  
To address these problems, a bidirectional two-dimensional neighborhood preserving 
projection (B2DNPP) approach for human facial recognition has been developed. 
Compared with 2DNPP, the proposed method operates on 2-D facial images and 
performs reductions on the directions of both rows and columns of images. 
Furthermore, it has the ability to reveal variations between these directions. To further 
improve the performance of the B2DNPP method, a new B2DNPP based on the 
curvelet decomposition of human facial images is introduced. The curvelet multi-
resolution tool enhances the edges representation and other singularities along curves, 
and thus improves directional features. In this method, an extreme learning machine 
(ELM) classifier is used which significantly improves classification rate. The proposed 
C-B2DNPP method decreases error rate from 5.9% to 3.5%, from 3.7% to 2.0% and 
from 19.7% to 14.2% using ORL, AR, and FERET databases compared with 2DNPP. 
Therefore, it achieves decreases in error rate more than 40%, 45%, and 27% 
respectively with the ORL, AR, and FERET databases. 
Facial images have particular natural structures in the form of two-, three-, or even 
higher-order tensors. Therefore, a novel method of supervised and unsupervised 
multilinear neighborhood preserving projection (MNPP) is proposed for face 
recognition. This allows the natural representation of multidimensional images 2-D, 3-D 
or higher-order tensors and extracts useful information directly from tensotial data 
rather than from matrices or vectors. As opposed to a B2DNPP which derives only two 
subspaces, in the MNPP method multiple interrelated subspaces are obtained over 
different tensor directions, so that the subspaces are learned iteratively by unfolding the 
tensor along the different directions. The performance of the MNPP has performed in 
terms of the two modes of facial recognition biometrics systems of identification and 
verification. The proposed supervised MNPP method achieved decrease over 50.8%, 
75.6%, and 44.6% in error rate using ORL, AR, and FERET databases respectively, 
compared with 2DNPP. Therefore, the results demonstrate that the MNPP approach 
obtains the best overall performance in various learning scenarios. 
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Chapter 1:  
Introduction 
 
For thousands of years, humans have used visual body characteristics, such as the 
features of the face to recognize people. This amazing ability has inspired researchers to 
build automated systems that have the ability to recognize individuals from facial 
images [1]. Therefore, the observation and interpretation of how people perform facial 
matching is an essential research topic for artificial intelligence (AI) scientists, and it is 
likely to be a good starting point for automatic attribute analysis in order to take 
advantage of the benefits of present technologies. The AI involves the use of technology 
to assist machines in order to discover suitable solutions to complex problems in a more 
human-like way. This involves borrowing human skills and applying them as efficient 
and flexible artificial algorithms in a computer. These days, AI is applied in many 
aspects of life and it has a wide range of applications such as in medical diagnosis, 
biometrics, robot control, games, and law enforcement. Face recognition belong to the 
biometrics, a very active area of research in the computer vision and pattern recognition 
society [2]. Therefore, this thesis focus on multilinear subspace learning, the problem of 
learning low dimensional representations using the natural tensorial data, for biometric 
face recognition as one of the artificial intelligence applications [1, 3]. 
 This chapter reviews biometric face recognition technology which has recently 
received significant attention. Biometric systems and their applications are introduced 
with particular reference to biometrics facial recognition problems. Then the key 
technical challenges in solving such problems are outlined. Next, the motivation for this 
study is described. Popular subspace learning techniques are discussed with a focus on 
multilinear subspace learning approaches which avoid the fundamental limitations of 
traditional linear subspace learning algorithms by directly using the natural tensoral 
objects. Finally, the contributions of this study are highlighted, and the structure of the 
thesis is explained.  
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1.1 An Overview of the Biometrics System 
Biometrics technology shows increasing promise in network security. In the next few 
years it will play an increasingly vital role as a secure authentication system for 
different applications. This section introduces biometrics technologies and describes the 
general biometrics techniques utilized in authentication systems. 
1.1.1 What is Biometrics? 
With the increasing growth of information technology in the digital age, reliable identity 
authentication is required in many areas. The key problem to be solved here is how to 
recognize‎ a‎ person’s‎ identity‎ accurately‎ while ensuring the security of information. 
Therefore, a range of inherent human biometric characteristics are studied, which led to 
the development of biometric identification technology. Biometrics is a user-friendly 
authentication technology that uses biological data to identify individual persons. It 
refers to automated tools that measure and statistically analyse distinctive human 
characteristics in order to identify people for authentication purposes [3]. Therefore, 
instead of requiring personal identification cards, keys or passwords, biometrics systems 
use computer technology to identify individuals depending on their physiological or 
behavioural properties as shown in Figure 1.1. Bodil traits that can be used for 
biometric recognition systems include: 
1-  Fingerprint: the analysis of a person’s‎fingerprint. 
2- Facial recognition: the analysis of facial characteristics. 
3- Voice pattern: the analysis of the tone, cadence and frequency of a person's 
voice. 
4- Hand geometry: the analysis of the shape of the hand, its width, curvatures, 
thickness and the length of fingers in an individual’s hand. 
5- Iris: the analysis of the coloured ring that surrounds the pupil in the eye. 
6- Signature: the analysis of the way that the individual signs his name, such as the 
speed, direction and pressure of writing.  
7- Gait: analysis of an individual’s‎walking‎style. 
8- Keystroke analysis: analysis of the individual’s‎keystrokes on a keyboard. 
9- DNA: analysis of an individual’s‎genetic‎code. 
10- Palm print: analysis of information about the texture of the individual’s‎palm. 
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Figure ‎1.1: Types of Biometrics 
1.1.2  Authentication and Biometrics 
Authentication is a process by which a system confirms the identity of a user who 
desires to access it, in order to ensure that the given services are accessed only by 
authorised persons and not any other users. Authentication is necessary to ensure secure 
access for example, to computer accounts such as the PC login and internet transactions, 
secure areas in buildings, on-line banking and bank automated teller machine (ATMs).   
In general, there are three types of authentication approaches, as follows: 
1. What you possess such as a key, card or token. 
2. What you remember, such as a password and personal identification number 
(PIN). 
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3. What you do or who you are, such as biometrics.  
A classical system based on handheld tokens such as keys and ID cards and 
knowledge-based systems such as passwords and PINs have been used extensively to 
control access. Nevertheless, these authentication methods are not sufficient for reliable 
identity determination because they can be easily shared, stolen, misplaced, forgotten or 
forged, as with ID cards. Short and simple passwords can be guessed, whereas better 
and longer passwords are hard to remember by legitimate users. On the other hand, a 
machine using biometrics can automatically and electronically recognize a user, so there 
is no need to remember anything or to hold any token. Each individual can be verified 
using only distinctive body traits such as features of the face, fingerprints and voice 
which can be extremely difficult to lose, copy, guess, share or forget. Moreover, the 
process involved can be easy to use, fast, reliable, and accurate and thus can provide an 
excellent degree of security compared to other methods. Therefore, biometrics offers a 
promising approach to the problem of user authentication, and is considered to be more 
secure, safe and convenient in the field of identity verification. 
1.1.3 Characteristic Needed by Biometrics Systems 
A good biometric characteristic should satisfy the following ideal criteria, as identified 
by Jain et al. [1]: 
1. Universal: everyone should possess the trait. 
2. Unique: no two people should have the same trait. 
3. Permanent: the trait should not be changeable and should not change over time 
or in different environmental conditions. 
4. Collectable: the trait should be measurable and obtainable. 
5. Acceptable: the trait should be acceptable by people and not annoy them. 
6. Circumvention: the trait should be resistant to circumvention. 
However, in practical no single biometric will meet all of these requirements [1]. 
Therefore, a selection of biometrics should be chosen for any possible application based 
on indicators such as sensor and device availability, computational time required and 
reliability, cost, sensor size and power consumption. Thereby, practical biometrics 
systems must have the ability to: 
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1. Achieve acceptably correct recognition accuracy at a reasonable speed. 
2. Be acceptable to the public. 
3. Not harm people's health. 
4. Be robust against different fraudulent methods. 
1.1.4 Types of Biometrics Systems 
Any biometrics devices consist of a reader or sensor which represents the interface 
between the user and the authentication system. Its function is to scan the biometric trait 
of the individual, such as fingerprint, iris, facial feature or other characteristic. Then 
software processes and analyses the scanned trait to extract feature sets that are useful in 
distinguishing amongst different people, and the actual comparisons are performed. The 
final part of a biometric system is a computer that runs the software and stores the 
biometrics database. A typical biometric system operates in three modes: 
1. Enrolment mode: captures and stores the biometric information for a new 
individual. 
2. Verification mode: performs a one-to-one comparison and checks if a person is 
who they claim.  
3. Identification mode: performs one-to-many comparisons and verifies identity 
information in the database and who the person is.   
As illustrated in Figure ‎1.2, the first step is the enrolment of a new person in the 
system. During this stage, the biometric characteristic from the individual is first 
captured by the biometric sensor in order to generate a digital presentation of the trait. 
The sensor has to acquire all of the important information, which is usually in the form 
of an image, but this may change according to the application and the desired traits. 
Then, all of the required pre-processing is performed on the raw data, such as 
enhancement, normalization, segmentation and noise removal. After that, the useful and 
important features are extracted. This step is critical for successful recognition, since the 
correct features need to be extracted and selected from the biometric information. 
Therefore, it is the focus of this thesis. The final step of the enrolment modules is to 
create a template, which is conducted storing the selected feature vectors as a template 
in the central dataset of the biometric system or on a smart card issued to the individual, 
or both of these depending on the application for example ID cards which are given to 
international travellers by government department.  
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In the authentication mode of identifications a user provides the biometric trait only 
to the system, so that the input is just a biometric record. The biometric system 
recognizes an individual by searching the entire of database templates database for a 
match with the highest similarity. So, one-to-many comparison is performed against a 
biometric database in order to determine the identity of an unknown user. The system 
success in establishing the identity of the user if the comparison of the biometric sample 
with a template in the database can be completed within a previously set threshold, for 
example, in scanning a crowd with a camera and using face recognition technology to 
find a wanted man. 
In verification mode, the input is a claimed identity and a biometric record. The 
system executes a one-to-one comparison of the captured biometric trait with a specific 
template stored in a central biometric database for that identity, in order to verify where 
or not the user is the person they claim to be. By providing an individual's ID and 
biometrics data to the system at the same time, the user activates the system to perform 
the pre-processing and the feature extracting steps in the same way as in the enrolment 
stage. After that the system compares the feature data extracted from the biometric trait 
which has been entered against the stored template of the corresponding ID number, 
smart card, username or PIN to indicate which template must be used for comparison. 
Finally, the decision module makes the decision concerning identity. For example, this 
process is used at the Venerable Bede Church of England Secondary School, 
Sunderland, UK, where a student enters their card into the iris biometric system at the 
restaurant and looks into a camera which acquires an image of the‎student’s‎eye‎in order 
to recognise people, then processing them quickly and let them pay for school meals 
[4]. Similarly, the FacePass system from Viisage is used in point-of-sale verification 
applications such as ATMs to authenticate that the holder of an ID card or token is the 
authorized person. The system performs a real-time comparison between a user’s face 
and a stored reference image to confirm the identity of that person, therefore obviating 
the need for PINs. 
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Figure ‎1.2: Enrolment, Verification, Identification and Matching Modules of a General 
Biometrics System. Here, U represent the biometric trait obtained during 
enrolment, Q is the query biometric trait obtained during the recognition 
stages, and TU and TQ are the biometric template and the query feature sets 
respectively. 
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Actually, physiological or behavioural information may change, for example in 
terms of its angle or shape, when it is read, and so matching scores could change 
accordingly against the templates in the central biometric database. Therefore, the 
clearest difference between the traditional authentication system based on an ID card, 
password or PIN, and the biometrics system is that the latter cannot achieve a 100% 
match or a non- match response, whilst other existing classical systems can do so 
according to the exact numbers or letters entered. Accordingly, a person may be 
wrongly accepted or a valid person may be rejected. The measures developed to 
evaluate the probabilities of these two cases are called the false accept rate (FAR) and 
false reject rate (FRR). The FAR represents the probability that the system wrongly 
matches the input trait to a non-exactly matching template stored in the central 
biometric database, whereas the FRR represents the probability that the system fails to 
detect a correct match between the input data and a matching template in the biometric 
database. There is a trade-off between the errors from both FAR and FRR errors that is 
typically determined by setting a suitable critical matching value according to the 
application’s purposes. For example, in the case of a very important security system, the 
possibility that an unauthorized user is accepted should be near zero which is achieved 
by setting critical matching of a high enough value. But now, even an authorized person 
may fail to obtain a correct match. On the other hand, if the police are looking for a 
criminal using face recognition data obtained at the crime scene, it will be important to 
search for all possible faces. For such a purpose, it is more useful to set critical 
matching at low enough value to find all possible matches in the face database. In other 
words, a system with high critical matching value is a high security system but at the 
same time it is less convenient. Whereas, a system with low critical matching is a less 
secure system but it is more convenient. 
1.2 Biometric Facial Recognition 
The face represents the part of body with most obvious and important role in human 
communication and identification, and so it seems natural to use it for biometric 
purposes.  In fact, facial biometrics is one of the most rapidly growing areas of 
biometrics, where the image of all face in a photograph or video chip is converted into 
features that describe the face’s‎ characteristics. Compared with other biometric traits, 
face biometrics systems have the highest levels of collectability and acceptability. They 
use photographs which are easily acquired. Also, people are willing to accept the use of 
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images of their face image for identifications in their daily life [3], such as in national 
identification cards and passports, as shown in Figure ‎1.3. In addition, facial recognition 
has a unique property compared to all other biometrics characteristics in that the person 
can be identified from a distance. It does not require people to place their eye in front of 
a scanner in a specific position, or their hand on a reader, which processes may not be 
acceptable in some cultures and sometimes being a source of illness transfer. Face 
recognition systems instead unobtrusively take pictures of people's faces as they enter a 
defined area. Furthermore, in most cases people do not feel themselves to be "under 
surveillance" or that their privacy has been invaded because they are completely 
unaware of the process. This is also, it is a non-intrusive process and can be completed 
without any delay to the individual’s‎progress. Therefore, facial biometric recognition is 
extremely important in surveillance, and has been afforded a higher level of attention by 
authorities (such as in the U.K., U.S.A., Germany, and France) since the 11
th
 of 
September 2001 because no other biometrics system is so successful in recognizing and 
determining identity from a distance. One of the most important features of face 
recognition is that it is very difficult to fool, so an individual cannot easily conceal their 
identity by using glasses, beards, or even makeup. For example, in 2001 the Tampa Bay 
Police identified one of the spectators who attended the Super Bowl game against a 
database of known felons using facial recognition technology [5]. 
 
Figure ‎1.3: Identification (ID) card produced by the Immigration Office in the United 
Kingdom 
However, facial biometrics technology has encountered some challenges which need 
to be overcome, such as the fact that images of people can be secretly captured with 
high quality cameras that are hidden in the environment, which leads to privacy 
concerns. So, perceptions of face recognition have been negatively influenced by the 
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fear of being monitored by cameras [3]. Furthermore, correct levels of recognition 
accuracy are not as high as those with other biometrics systems such as iris and 
fingerprint recognition because data in the latter are usually taken from an exact 
position in front of the sensor and not from a distance as in facial images. In addition, 
inaccuracies may occur due to facial wear, and differences in external features such as 
light‎conditions‎and‎people’s bodily movements.  
Despite this, advances in technologies such as high quality digital cameras, mobile 
devices and the internet are increasing the popularity of facial recognition and its 
performance is improving. These days, facial recognition systems have many 
applications, such as in biometric authentication, human-computer interaction, 
commercial security, law enforcement, civil and forensic applications that including 
access control, image and video surveillance, immigration, national and international ID 
systems, medical diagnosis and in the entertainment industry [3, 6].  
1.2.1  Approaches to Face Recognition 
Automated face recognition requires a variety of approaches from different research 
area to be used, including computer vision, pattern recognition, image processing and 
machine learning. Most current face recognition approaches use one of two methods of 
algorithms representation, local feature-based [7-12], and appearance or (holistic)-based 
[13-16], and their inputs are mostly gray-level images. Feature-based methods identify 
local face features such as the mouth, nose, eyes and skin irregularities in an 
individual’s‎ image and a representation is created based on their geometric 
configuration. Meanwhile, appearance-based algorithms use the complete face area and 
integrate shape and texture information to generate a representation from 2-D images in 
order to avoid the complexities inherent in 3-D modelling and shape detection. 
Although levels of recognition performance for specific applications depend on the 
determination and extraction of local facial features, the extraction techniques used are 
not reliable enough for acceptable accuracy in facial recognition. This is because most 
local feature-based algorithms pre suppose a number of geometric models, and such 
geometric properties alone are insufficient for face recognition, because important 
information available in appearance and facial texture is discarded. For example, most 
eye location techniques assume a number of geometric models of the eyes, and the 
techniques easily fail if the eyes are closed or glasses are worn. On the other hand, the 
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appearance-based approach has some important advantages in facial recognition 
applications, since the representations used are based on intrinsic physical relationships 
with natural real faces. Furthermore, this approach is less sensitive to variations in 
illumination and viewpoint compared to the other approaches [17]. Moreover, evidence 
has shown that the recognition of facial features is dependent on holistic processes 
involving the interdependence between feature and shape information [2]. Therefore, 
this approach is the most successful so far in the face recognition field [2, 17-20], and it 
tends to be more practical, reliable and easier to implement [19]. As a result, this thesis 
focuses on appearance-based learning, and uses face images that are treated as holistic 
facial patterns. 
1.2.2 Challenges  
 Although many studies have been conducted into appearance-based face recognition 
and significantly progress has been achieved, there are still some key technical 
challenges related to this research field that need to be solved which included the 
following: 
1. There are an extensive range of  variations in the human face due to intra-subject 
differences in facial patterns caused by changes in facial appearance, imaging 
angle or pose, viewpoints, facial expression, illumination, ageing or over time, 
articulation, occlusion, and the presence of glasses and makeup. Sometime these 
variations can be greater than those caused by differences in identity thus it 
making feature extraction a difficult task. 
2. It is commonly believed that such a large number of variations make the 
distribution of facial features nonlinear dataspace and complex in any space 
which is linear with respect to the original. Furthermore, in some biometrics and 
surveillance applications, the variation in camera pose make distinguishing 
individual faces in the feature space more complicated than with frontal images 
of faces, which adds further complications to the problem of robust face 
recognition. This contradicts the current assumption in pattern recognition 
approaches of much simpler feature distribution, making human face recognition 
research even more difficult. 
3. Usually, the grey or colour face patterns used for recognition have high 
dimensionality in typical recognition applications. For example, the size of a 
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grey facial image ranges from       to         pixels  [21, 22]. The size 
of a colour facial image is slightly larger, ranging from         to     
      pixels. But, in practical facial recognition applications, the number of 
training samples per identity or subject is often much smaller than the number of 
parameters to be estimated, which causes the problem of small sample sizes. 
This problem often reduces the performance of the feature extractors and 
classifiers which are essential in supervised learning approaches.  
The above challenges present different face recognition methods, some of which are 
examined in this thesis with an emphasis on the feature extraction module shown in 
Figure ‎1.2. 
1.3 Motivation 
This section begins with simple explanation of the representation of natural facial 
images. Then popular appearance-based face recognition algorithms are illustrated, 
focusing on subspace learning algorithms for feature extraction. 
1.3.1 Face Image Representation 
Relatively massive multidimensional images of faces are generated in great numbers by 
various applications. These natural images are the composite consequence of multiple 
factors and modes related to scene structure, illumination, imaging and viewpoint, and 
include different facial expressions, head poses, and lighting conditions. The 
multidimensional objects are formally termed (tensorial data/objects). The expression 
(tensor) has two different meanings in the fields of physics and mathematics. In this 
thesis, tensor refers to the same notation used in multilinear mathematics [23], whereas 
in physics it refers to the generation of a tensor field [24]. So, a tensor also called the 
  Dimentional data/array can be defined mathematically as the generation of vectors 
and a matrix. As it is well known, when data consists of one dimension (   ) it is 
defined as a vector, and when it consists of two dimensions (   ) it is defined as a 
matrix, whereas when it consists of more than two dimensions (     its known as 
tensor. Tensor elements are described with   indices that define its order, and each 
index refer to one of its  modes [25]. 
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Naturally different objects have some specific structures which take the form of two-, 
three- or even higher-order tensors [26]. For instance, a grey level face image is a two 
dimensional tensor object, while a colour image and also the sequence data from grey 
images in a video are in the form of third-order tensor objects. Thus, algorithms are 
required to extract useful information from such large data as these data objects in a 
high-dimensional space. This is a challenging problem because of the variability and 
complexity of facial pattern distribution, as mentioned in Section 1.2.2. Facial 
recognition approaches that directly operate on such high-dimensional space usually 
suffer from the problem known as curse of dimensionality. The essence of this problem 
is that highly-dimensional data are difficult to handle directly due to the addition of 
more features that may increase noise and hence increase the resulting error, so 
decreasing the accuracy rate, in addition to being computationally very expensive [27]. 
Actually, facial images are highly constrained to a dataspace of intrinsically low 
dimension or subspace [28]. Therefore, subspace learning or dimensionality reduction 
aims to map the high-dimensional data set to a lower dimensional set whilst keeping the 
most distinctive information and preserving the particular properties such as global and 
local neighbourhood geometric information [29], this is therefore the most successful 
approach in appearance-based learning, and involves two kinds of subspace learning 
algorithms: linear- and multilinear algorithm. 
1.3.2 Linear subspace learning 
Traditional linear subspace learning methods are based on one-dimensional algorithms. 
Various methods have been used for facial recognition in the last two decades, such as 
classical principal component analysis (PCA) [15], linear discriminate analysis (LDA) 
[14], local preserving projection (LPP) [30, 31], orthogonal neighborhod preserving 
projection (ONPP) and neighborhood preserving projection (NPP)[32, 33]. Whereas 
PCA searches for the most efficient directions of representation, LDA seeks the 
efficient direction of discrimination, and LLP is based upon finding the optimal linear 
approximations to the eigen functions of the Laplacec Beltrami operator on the 
dataspace [33].  On the other hand, the ONPP and NPP algorithms use data-driven 
weights by solving a least-squares problem to reflect the intrinsic geometry of the local 
neighborhoods. The ONPP enforces orthogonal mapping and solves an ordinary 
eigenvalue problem, whereas the NPP imposes a condition of orthogonality on the 
projected data such that it requires solving as a generalized eigenvalue problem. 
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Because all of these linear subspace learning techniques are based on one-dimensional 
methods, as mentioned above, applying the algorithms to tensorial facial data would 
require the data to be firstly reshaped into a 1-D vector for analysis.  This vectraization 
or reshaping ignores the underlying structure of the data due to being destroyed the 
natural structure and internal correlations in the original multilinear data, in addition to 
losing the most useful representation of tensorial facial data. Furthermore, such 
reshaping usually requires more computational time for training, which often leads to 
the problem of dimensionality and the evaluation of the covariance matrix may be 
affected resulting in a reduction of the recognition rate. On the other hand, multilinear 
subspace learning methods work on natural tensorial objects, and extract features 
directly from the tensorial representation. Therefore, it is a promising option for the 
processing of facial tensor objects. 
1.3.3 Multilinear subspace learning 
In the last few years, multilinear algebra, as the algebra of higher order tensors has 
received significant attention as many researchers have begun to represent data in their 
natural form [22, 26, 34-44]. These methods extract features immediately from the 
tensorial facial data without needing to reshape the object data into one vector. 
Therefore this huge of algebra has been applied to the analysis of the multifactor 
structure of images [45]. This has inspired the recent development of multilinear 
subspace learning algorithms, which extend useful linear subspace learning methods 
into their multilinear subspace learning form methods such as multilinear principal 
component analysis MPCA [46], Discriminant analysis with tensor representation 
(DATER) [26], and multilinear supervised neighborhood embedding ND-TSNE [44] 
extract features directly from the tensorial facial data instead of the reshaping the data 
into one long vector, and it has been proven that useful and more compact features can 
be obtained in this way.  
Even with the good progress made in this field, multilinear subspace learning is still 
in its infancy. And although, the MPCA, DATER and ND-TSNE algorithms have 
enhanced the performance accuracy of their linear subspace learning forms, but some 
drawbacks remain Firstly, the MPCA and DATER both preserve the global structure of 
data samples but at the cost of losing major types of information relevant to the local 
geometry of their neighbors. In many classification problems, the local structure is more 
important than the global Euclidean structure, especially when using nearest neighbor 
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classifier. Secondly, the categorization of the multilinear algorithms mentioned above to 
show whether they can operate in supervised or unsupervised modes is shown in Table 
‎1.1. Finally, the ND-TSNE method is sensitive to the width of Gaussian envelope 
selected, which may increase the error rate. 
 
Table ‎1.1: Categorization of Different Algorithms 
Algorithm Learning Method 
DATER [26] Supervised
1
 
ND-TSNE [44] Supervised
1
 
MPCA [46] Unsupervised 
 
1 require additional information about the class labels 
1.4 Contribution 
In light of the preceding discussion, this thesis offers five main research contributions as 
follows: 
1. The study introduces a new approach to dimensionality reduction in order to 
address the problem of bidirectional two-dimensional human facial recognition. 
The proposed approach called B2DNPP expands the two-dimensional 
neighborhood preserving projection (2DNPP) method into its bidirectional two-
dimensional form. The B2DNPP obtains only one weight matrix to extract two 
projection matrices separately and sequentially. The 2DNPP performs the 
reduction only on one direction of a matrix image, while the proposed B2DNPP 
works on both the row and column directions. Therefore, it preserves the local 
structure of the dataspace and generates distinctive feature vectors. 
2. A new feature framework is presented based on the newly developed B2DNPP 
algorithm. This is based on feature sets extracted from the curvelet transform, so 
it is called the C-B2DNPP. The performance of C-B2DNPP is evaluated using an 
extreme learning machine (ELM) for single-hidden layer feed-forward neural 
networks. This classifier randomly selects weights of hidden neurons and 
determines the output weights using an analytical method. The proposed C-
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B2DNPP method achieves decreases in error rate more than 40%, 45%, and 27% 
respectively with the ORL, AR, and FERET databases compared with 2DNPP 
approach. 
3. A novel biometric face recognition approach is developed based on a multilinear 
neighborhood preserving projection (MNPP) algorithm, which is derived from 
the original NPP algorithm in order to naturally extend the standard 1-D NPP to 
the multilinear case. A full mathematical proof of which is given in chapter 5 in 
order to enhance face recognition performance. This approach naturally 
represents multidimensional objects as higher-order tensors, and it maps a high-
dimensional tensor to a lower dimensional data space by implementing 
compression in all directions. Therefore, it performs reduction and preserves the 
hidden relationships in all directions. Besides this, the MNPP can be 
implemented in either an unsupervised or supervised manner, which may require 
prior knowledge related to the number of neighboors. Moreover, the MNPP 
protects the local manifold structure, which is more important than the global 
Euclidean structure. This is especially relevant in face recognition and data 
reduction problems. Furthermore, it does not require any selection of parameters 
during the building of the neighborhood weighting affinity matrix. As well as 
this, it preserves the inherent geometry of data samples while eliminating noise 
and redundant data. Therefore, using the suggested approach, MNPP enhances 
view-based facial recognition and provides levels of recognition performance 
better than those of all of the methods mentioned in Section 1.3.3. So, it 
achieved decrease over 50.8%, 75.6%, and 44.6% in error rate using ORL, AR, 
and FERET databases respectively, compared with 2DNPP. 
4. A number of experiments have been performed on three benchmark human facial 
databases, the ORL, AR, and FERET, in order to evaluate the performance of the 
proposed B2DNPE and C-B2DNPP algorithms, and to prove the superiority of 
the proposed algorithms over the existing state-of-the-art methods such as 
2DPCA [47], 2DLDA [48], 2DLPP [49], 2DNPP [50], (2D)2PCA [51], 
(2D)2FLD [52], B2DLPP [53] and Curvelet+B2DPCA[54]. 
5. Broad comparisons are made between the MNPP and other algorithms, 
particularly in comparing to the two-dimensional neighborhood preserving 
projection (2DNPP [50]) with other techniques such as the MPCA[46], DATER 
[26], ND-TSNE [44] , 2DPCA [47], 2DLDA [48], 2DLPP [49], PCA[15], LDA 
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[14], NPP [33], and LPP [30]. Empirical identification and verification studies 
show the power of the MNPP tensor learning and the iterative feature extraction 
model for facial recognition applications. So, by applying MNPP to human face 
recognition, state-of-the-art recognition accuracy is achieved. 
1.5 Organization of the Thesis 
The rest of this thesis is organized as follows: 
Chapter 2 introduces some of the linear subspace learning approaches used for 
feature extraction, and gives a brief review of the dimensionality reduction problem. 
Then, some popular one-dimensional subspace learning methods that map input images 
into high-dimensional subspace are explained. Furthermore, the two-dimensional 
subspace learning methods that operate directly on 2D-images aiming for better 
recognition performance are illustrated. 
Chapter 3 provides an overview of the fundamental concepts of the multilinear 
subspace central to the implementation of the new multilinear subspace method in this 
thesis. It starts by introducing the background of MSL as well as basic multilinear 
algebra along with the tensor distance measure. Then, the tensor-to-tensor multilinear 
projection is explained. Next, the problems with multilinear subspace learning are 
defined, followed by a review of existing supervised and unsupervised MSL algorithms 
highlighting their limitations. Furthermore, an overview is presented of performance 
evaluation techniques. Finally, three facial databases commonly used in experimental 
evaluation are described. 
Chapter 4 introduces the B2DNPP and the C-B2DNPP methods. It presents a brief 
introduction to the concepts of the curvelet transform, in addition to giving an overview 
of existing face recognition techniques that use different feature extraction methods 
based on multi-resolution tools. Then, the two-dimensional neighborhood preserving 
projection (2DNPP) method is illustrated followed by a presentation of the problems 
with bidirectional two-dimensional approach for feature extraction, before a solution 
using the proposed (B2DNPP) is derived. Then the architecture and design of the ELM 
classifier is explained. After that, the methodology of the proposed C-B2DNPP facial 
recognition framework is illustrated. Finally, an extensive study to evaluate the C-
B2DNPP against some other 1-D and 2-D methods is presented and discussed. Three set 
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of experiments are designed and conducted using the three different databases, ORL, 
AR, and FERET. 
Chapter 5 proposes a novel MNPP for face recognition that operates directly on the 
tensorial data rather than vectors or matrices. This chapter specifies the main difference 
between the proposed MNPP method and other existing approaches. In addition, it 
presents the advantages of the MNPP method. Following the MNPP analysis is 
formulated and its design problem is discussed, which include the initialization of 
projection, the iterative algorithm, the termination procedure, convergence and issues of 
projection order. After that, the associated recognition problems are demonstrated. The 
chapter details a number of experiments conducted in order to evaluate the performance 
of the MNPP compared with existing algorithms. These experimental studies are 
performed using the three facial datasets during the two facial biometric modes of 
identification and verification. Followed a discussion of the results the major findings of 
this work are summarized.  
Chapter 6 concludes this thesis by summarizing the main points of each chapter, and 
suggesting some directions for future work. 
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Chapter 2:   
Linear Subspace Learning 
 
Face recognition technology has been an ongoing area of research area for the last 30 
years, with significantly increased research activity since 1990 [15]. Nowadays, it has 
become a routine part of our daily life. It can be assistance in many different areas, 
including access control, law enforcement, video surveillance, driving licenses, airport 
security, passports and Immigration, scene analysis, and homeland security. The linear 
subspace learning approach (LSL) is a popular method of face recognition. It aims to 
detect the essential features of high dimensional data using linear projection. This 
chapter surveys some relevant appearance-based algorithms and focuses on the LSL 
approach to feature extraction. It starts with a brief review of the dimensionality 
problem, and then some popular one-dimensional subspace learning methods which 
map the input images into high-dimensional subspace are explained. Finally, it moves 
on to the two-dimensional subspace learning methods that operate directly on 2D-
images for hopefully better recognition performance are discussed. 
2.1 Introduction 
Unlike artificial image recognition systems, people have an amazing ability to recognize 
faces despite a variety of expressive facial geometries, viewpoints, head poses and 
lighting conditions [55, 56]. Humans can recognize faces quite easy even when the 
matching images are distorted, such as when individuals wear glasses or makeup or are 
occluded by other objects. However, the human brain also has shortcomings in some 
respects for example; in its capacity to handle large amounts of information and the 
ability to perform recognition tasks in a repeated way. Therefore, the observation and 
interpretation of how people perform facial matching is an essential research topic for 
AI scientists in order to overcome the weaknesses of the system used by the brain. Also, 
it is a good starting point for automatic attribute analysis in order to aiming to take 
advantage of the benefits of present technologies and the increasing proliferation of 
images. These days we are surrounded by multidimensional images of significant size 
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generated routinely in various applications. These images represent the interaction of 
multiple factors related to scene structure, illumination and viewpoint, and so on. 
Therefore, robust algorithms are required if faces are to be recognized and useful 
information extracted from this huge amount data and in the light of the significant 
variations in all these factors. Many processes are involved, such as the recognition, 
classification, segmentation, enhancement of the image data. However, directly 
operating on images which are commonly specified in a high-dimensional space is 
difficult. High-dimensional objects present various mathematical challenges, such as the 
curse of dimensionality mentioned previously [57], the fact that handling high 
dimensional data objects is computationally expensive, and many classifiers work 
poorly in high dimensional spaces if only a few training objects are used [58]. It has 
also been indicated that the recognition system is liable to the problem of over-fitting if 
the dimensions of the training objects are similar to the size of the training set, which 
then results in poor performance. Experiments have shown that, when the number of 
dimensions increases linearly, the required number of examples for learning increases 
exponentially [59],[60]. 
Another problem with high-dimensional datasets is that, in many cases, not all the 
features are relevant to the primary phenomena of interest. More often, only a subset of 
features is relevant [28]. This problem can be caused by various factors, such as:  
1. A lot of dimensions will be correlated with others, leading to redundancy. 
2. A lot of dimensions will have variations smaller than the noise, thus it will be 
irrelevant. 
It is important in many facial recognition approaches to remove the redundant and 
irrelevant dimensions, thus producing a more economical representation of the data 
[61]. Therefore, the dimensions of the original data should be reduced prior to any 
modelling process [30]. In addition, the need for reduction in dimensions occurs when 
the dataset related to high-dimensional representations. The key point here is that, even 
though facial images can be regarded as objects in a high-dimensional space, they often 
lie on a manifold of much lower dimensionality embedded in the high-dimensional 
image space. This leads to the consideration of methods of dimensionality reduction that 
allow representing the data in a lower-dimensional space. In general, dimensionality 
reduction approaches aim to remove redundant and irrelevant data in order to avoid data 
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over-fitting and address to the curse of dimensionality and reduce computational costs. 
As a result, recognition performance is improve, and the quality of data used in 
applications such as pattern recognition is enhanced [62].  
Dimensionality reduction is a research field at the intersection of different 
disciplines, including those concerning artificial intelligence, visualization, image 
processing, pattern recognition, machine learning, data mining, text mining, statistical 
learning and databases. Each of these disciplines has its own way of looking at the 
problems involved. For example, in text mining, the problem of dimensionality 
reduction is defined as selecting a small subset of original words or terms, rather than 
features. Meanwhile in pattern recognition the problem is defined as extracting and 
selecting a small subset of features that keep most of the important information from the 
original dataset but reduce the number of random variables under consideration.  
Dimension reduction approaches can be defined in terms of pattern recognition as the 
process of reducing the number of random features under consideration, so that 
dn
RR   where (   )[63].  This process can be classified in different ways as 
follows: 
1. Local and global, depending on the feature preserved: 
Global dimensionality reduction approaches are based on preserving the global 
structure of data samples, while local methods preserve the local structure shared 
by data samples. 
2. Supervised and unsupervised, depending on classification: 
Unsupervised reduction methods do not use any class information, whereas the 
supervised methods can take advantage of any class information available in the 
data, and may sometimes need further information regarding classes. 
3. Linear and multilinear, depending on the data space used: 
Linear methods need to convert the image into one high-dimensional vector, 
while multilinear algorithms operate directly on tensorial representations. 
4. Linear and nonlinear, depending on the mapping transformation function used: 
The original sample space is transformed by applying either a linear or nonlinear 
transformation function. 
5. Feature extraction and feature selection, depending on processing strategy: 
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In feature extraction, new features are extracted by applying a mapping function 
to the linear or multilinear dimensional data space. However in feature selection a 
subset of the original features are found and selected. This changes the size of the 
original data space into a smaller space of fewer dimensions. Some data analysis 
methods such as classification, regression, recognition and image retrieval, can 
be conducted in the reduced space more accurately than in the original space.  
The following section illustrates the basic concepts and key techniques of the two 
major categories of dimensionality reduction: feature extraction and selection, 
respectively. Then, some popular dimensionality reduction methods are discussed in the 
sections subsequent.  
2.1.1 Feature Extraction  
When the data samples are too large to be processed using an algorithm, they need to be 
transformed into a typical set of features, which is essential in exploratory data analysis. 
The procedure of creating new features from existing ones is called image features 
extraction [64]. This transforms the image data from the data space 
n
RX  into a new 
feature space
n
RY which has the same size     as the original data space. 
The purpose of feature extraction is to map data onto a new feature space, which 
reveals or enhances the class structure of the data for improved visualization. Therefore, 
it is a special process by which key features of the data are enhanced and extracted.  
This problem can be stated mathematically as follows: given the  -dimensional 
random vector variable
nT
n RXxxxX  ,),......,,( 21 , find an  -dimensional feature 
vector
nT
n RYyyyY  ,),......,,( 21  which describes the original dataset accurately 
depending on some appropriate criteria.  
2.1.2 Feature Selection Process 
Reducing the dimensionality of the feature extraction space is an important step in 
pattern recognition tasks. The process of using a small subset of the features of an 
image by considering the intrinsic characteristics of each object feature, such as the 
variance, correlation, angles, distances, or clustering), is called image feature selection. 
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Here a subset 
d
RY is chosen of all the features nRY . Feature selection enhances 
the performance of learning models, by removing the most irrelevant and redundant 
features from the data [63]. In addition it improves the understanding of the extracted 
features by identifying important features and determining how they are related to each 
other. 
In mathematical terms, the feature selection problem can be formulated as follows: 
given the  -dimensional feature vector nTn RYyyyY  ,),......,,( 21  find a smaller 
dimension
dT
d RYyyyY  ,),......,,( 21  where (   ). This captures the distinctive 
information in the original data space according to some criterion. The variable   has 
different names depending on the applications using it. For example, it is commonly 
known as a feature or attribute in the pattern recognition and machine learning fields, 
while the term variable is used in statistics.  
In general, the feature extraction process recombines the exciting original 
information and converts it into new features, using a linear or multilinear mapping 
transformation function. So it transforms any original  -dimensional object vector into a 
 -dimensional feature vector:  
          
T
nxxxX ),......,,( 21                                                 
T
nyyyY ),......,,( 21  
On the other hand, feature selection is a process that converts the  -dimensional 
feature vector to a lower  -dimensional features vector. Therefore, it ideally preserves 
or even enhances the distinctive information while simultaneously reducing the 
dimensionality of the feature vector:  
T
nyyyY ),......,,( 21                                             
T
dyyyY ),......,,( 21 ,     
In either case, the aim of dimensionality reduction is to find a low-dimensional 
representation of the data which still describes the data with sufficient accuracy [65]. 
2.2 Linear Subspace Learning Approach 
For reasons of computational and conceptual simplicity, a representation which is a 
linear transformation of the original data is often preferred. Therefore, dimensionality 
Feature selection  
Feature extraction  
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reduction algorithms using linear subspace learning (LSL) methods have attracted 
considerable interest in recent years [66]. They have been very popular in determining 
the intrinsic dimensionality of a data manifold, in addition to extracting its principal 
directions. As a commonly used feature extraction and dimensionality reduction 
technique, it also provides a solid foundation for a variety of nonlinear approaches. This 
is evidenced by various approaches published in the past few decades. This technique 
has been successfully used in various computer vision, information retrieval and pattern 
recognition applications, such as appearance-based face recognition.  
In the well-known linear subspace learning (LSL) approach, each image in the data 
space acts as a linear combination of its original data. In the classical LSL methods used 
for feature extraction, the facial image is represented as a vector in high-dimensional 
space. However, any face image is essentially a second- or third- order tensor, and so it 
has to be transformed into a vector in vector representation. A typical technique used to 
conduct this process is so-called vectorization or matrix-to-vector alignment which 
concatenates all the rows or columns in the matrix together to give a long vector.  
2.2.1 LSL problem definition 
Mathematically, a classical linear transformation problem can be stated as follows. 
Let }{X  be a facial dataset of M training objects ( MIRX  , Mm ,....,2,1 ). Each object 
mx is a single vector of size )1( I in a vector space
1I
R . The objective of LSL is to 
define the linear transformation projection matrix PIRU  , which maps the original 
dataset into a smaller set 
MP
RY

 with     , such that each object mx  can be 
represented directly by my  using the transformation function m
T
m xUy  . So, the 
extracted features or projected objects { my } satisfy an optimality criterion [67]. Then, 
in the classification step, these features { my } are fed into a classifier such that the 
nearest neighbor classifier and the similarity decision is usually considered based on 
some distance measure. 
2.2.2 Motivation for the use linear-based algorithms 
In the last two decades, linear subspace learning approaches such as PCA [15] and LDA 
[14, 68] have been widely used for feature extraction or selection, which includes 
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dimensionality reduction, and they have been proven to be efficient for modeling or 
classification [57]. These two methods are the most widely used subspace learning 
techniques for face recognition. The training object faces are projected into a low 
dimensional representation space where recognition is performed. The main idea behind 
this methodology is that face space given by the feature vectors has lower dimensions 
than the image space that given by the number of pixels in the original raw image, so 
that the subsequent recognition of faces can be performed in this reduced space. PCA 
has the benefit of capturing holistic features, but at the same time ignore localized 
features. Whereas fisher faces from LDA technique extracts features which can be used 
to discriminate between classes and is found to perform better for large datasets. Its 
main shortcoming, however, is that of small sample space (SSS). While PCA searches 
for efficient directions of representation, LDA searches for the projection axes on which 
the data points of different classes are far from each other while requiring the data 
points of the same class to be close to each other. Unlike PCA, which determines 
information in an orthogonal linear space, LDA encodes discriminating information in a 
linear separable space using bases that are not necessarily orthogonal. It is generally 
believed that algorithms based on LDA are superior to those based on PCA in the 
context of pattern classification, but the former is more susceptible to the problem of 
small sample size. However, a number of recent studies show that when the number of 
training samples per class in the facial dataset is much smaller that the dimensionality of 
the input sample space, or the if training samples are not representative of those in the 
test, PCA can outperform LDA.  
Projection in both PCA and LDA is based on the global structure of the data 
samples. This may lead to the loss of important information about the local geometry 
within each neighborhood. But in many classification problems the local manifold 
structure is more important than the global Euclidean structure, especially when nearest 
neighbor classifiers are used. Both PCA and LDA effectively observe only the 
Euclidean structure. Therefore, they fail to discover the underlying structure if the face 
images lie on a nonlinear submanifold hidden in the image space. Recently, therefore, 
significant attention has been devoted to geometrically motivated approaches to visual 
analysis. Some nonlinear techniques have been proposed in order to discover the 
nonlinear structure of the manifold such as isometric feature mapping (Isomap) [69], the 
Laplacian Eigenmap (LE) [70], and locally linear embedding (LLE) [71]. These 
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nonlinear approaches all use local neighborhood relationships to learn the global 
structure of nonlinear manifolds, but they have quite different motivations and 
derivations. However, although they do yield impressive results when used on certain 
benchmark artificial data sets, they have limitations such as an inability to map a new 
testing image directly. Instead this is defined only for the training data points, so how 
the result maps to new test points remains unclear. Furthermore, their expensive 
computation costs are significantly higher than most linear dimension reduction 
methods. Therefore, these methods may result in an Out of Sample problem [15]. To 
overcome this problem, He et al. [30, 31] designed a local preserving projection (LPP) 
algorithm which derives definitions comprehensively training and test data points. This 
algorithm was proposed based on the Laplacian Eigenmap (LE) and its output are called 
Laplacian faces [31]. LLP is a method for linear dimension reduction which is based 
upon finding the optimal linear approximations to the eigen functions of the Laplacec 
Beltrami operator on the manifold [30]. Recently, Yanwei et al. [33] and Kokiopoulou 
and Saad [72] have implemented two algorithms, called neighborhood preserving 
projection (NPP) and orthogonal neighborhood preserving projection (ONPP) 
respectively, which operate in a way similar to the LLE method. These approaches 
preserve the local structure between samples and also result in acceptable rates of facial 
recognition. These algorithms use data-driven weights by solving a least-squares 
problem to reflect the intrinsic geometry of the local neighborhoods. ONPP enforces 
mapping as orthogonal and solves an ordinary eigenvalue problem, whereas the NPP 
imposes a condition of orthogonality on the projected data, and thus requires the 
solution of a generalized eigenvalue problem.  
2.3 Relevant Previous Work on LSL 
Among all the different ways of categorizing dimensionality reduction methods 
mentioned above, this section briefly describes four popular forms of classical feature 
extraction using the LSL techniques: PCA, LDA, LPP and NPP. These are discussed in 
terms of feature extraction or selection, local or global mapping, and supervised or 
unsupervised learning. 
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2.3.1 Principle Component Analysis (PCA) 
The well-known eigenface method for face recognition proposed by Turk and Pentland 
[15] is also called the Karhunen-Loeve transform in the signal processing literature, and  
is one of the most influential linear subspace learning methods. Motivated by the earlier 
work of Sirowich and Kirby [73, 74], eigenface recognition approach derives its name 
from the German prefix eigen, which means individual or own. This method of facial 
recognition [15] is considered to be the first working in the field of facial recognition 
technology [75]. Built on PCA, it initialled the era of appearance-based approaches to 
human face recognition, and more generally of visual object recognition. The idea 
behind PCA is to reduce the dimensionality of a dataset consisting of a large number of 
correlated variables, while retaining as much as possible the variation present in the 
original dataset. This is accomplished through the transformation of the interrelated 
variables of the dataset to a new set of uncorrelated variables called principal 
components (PCs). The PCs are non-zero orthogonal vectors that maximally capture the 
relationship between the original dimensions, so that the first few PCs retain most of the 
original variation in the data [66]. Therefore, PCA aims to preserve the most distinctive 
features by finding a set of mutual orthogonal functions that capture the directions of 
maximum variance in the dataset. 
Turk and Pentland [15] treated the face images as a 1-D vector and worked on the 
image as a whole. They used a nearest mean classifier to classify different face images. 
They obtained an approach for face recognition which depends on the monitoring that 
the projections of a face image and a non-face image are completely different. They 
applied the method with a database consisting of 2500 face images from 16 subjects, in 
combinations of 3 head sizes, 3 head orientations and 3 lighting conditions. They 
performed experiments in order to test the robustness of their method against variations 
in size, head orientation, illumination, and the differences between training and test 
conditions. Although the system was quite robust to changes in illumination, 
performance declined rapidly as the scale changed [15]. This can be explained in terms 
of the correlation between facial images obtained under different illumination 
conditions, where the correlation between face images at different scales is actually 
quite low. In addition, Turk and Pentland [15] reported that the eigenface  recognition 
approach performed well as long as the test image is similar to the training images used 
for obtaining the eigenfaces. 
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In the eigenface recognition technique as shown in Figure ‎2.1, variation is calculated 
by the total degree of scatter of all feature vectors related to the mean vector through the 
total covariance matrix C  which is defined as follows: 
,))((
1
1
TM
m mmCOV M
   xxxxC                                         (‎2.1) 
,
1
1 
M
m mM
xx                                                        (‎2.2) 
where x  is the mean face vector of all training facial images in the dataset. Then, 
compose the PCA projection matrix PCAU  is constructed to consist of the   
eigenvectors as columns corresponding to the largest   eigenvalues of the scatter matrix
C , where       . The objective function of PCA is as follows: 
.maxarg covUCUU
U
T
PCA                                                ( ‎2.3)                                               
Hence, PCA solves the eigenproblem as: 
.cov UUC λ                                                         ( ‎2.4) 
                                                           
The original feature vectors can be reconstructed and transformed into the PCA 
feature space of extracted samples using the transformation function y as follows:  
c
T
PCAy xU                                                       (‎2.5) 
where )( xxx c  the mean centred image of x . The new feature vectors are 
orthogonal to each other and there is no covariance between any two vectors. The 
transformation function y  is also used to find the projection of a new test object x in the 
PCA feature space. Therefore, PCA can be used as feature extraction method to 
conserve information, eliminate correlation and reduce dimensionality. 
The PCA is an unsupervised learning method, so it does not take any information 
about class structure into account, even when such information is available. However, 
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large intra-class variations have a negative impact on classification performance, but 
both intra-class and inter-class variations are maximized in the PCA feature space. 
Therefore, for facial classification purposes, it is generally believed that the PCA cannot 
perform as well as supervised learning techniques such as the LDA [76].  
 
Figure ‎2.1: The Block diagram of Eigenface Recognition Technique 
2.3.2 Linear Descriminant Analysis (LDA) 
Etemad and Chellappa [68] presented a method which applies on Linear/Fisher 
Descriminant Analysis (LDA) to the face recognition process. This is a classical 
supervised linear subspace learning method which has been proven to be an effective 
approach in developing practical face recognition systems. Unlike PCA, LDA considers 
class information, and search for projection axes along which the data samples of 
different classes are further apart from each other, whereas the data samples of the same 
class are closer to each other. The aims is to derive the most discriminative features by 
finding the optimal projection that maximizes the between-class (inter-class) variance of 
the face data but minimizes within-class (intra-class) variance as illustrated in Figure 
‎2.2 . The major disadvantage of LDA is that it is unable to make use of unlabeled 
points. Moreover, LDA may suffer from the singularity problem when there are 
insufficient training examples [77]. 
 
Figure ‎2.2: Between-class variance and within-class variance before and after using 
LDA 
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Figure ‎2.3 depicts the principal procedure of LDA approach. LDA produces a class 
specific feature space based on the maximization of a popular separability criterion 
known as Fisher’s‎descriminant criterion, which is defined as the ratio of between-class 
scatter BS to within-class scatter WS  achieved by maximizing the following objective 
function:  
USU
USU
U
U
W
T
B
T
LDA maxarg                                                  (‎2.6) 
where: 
,))((
1
T
c
C
c
ccB M xxxxS 

                                             (‎2.7) 
.))((
1
T
cmc
M
m
mW mm xxxxS 

                                             (‎2.8) 
In the above equations: 
U is the linear projection matrix 
C is the number of classes in the facial dataset, 
c is the index of the class,  
mc is the class label for the thm training image sample, 
cM is the number of training images in class c  and 
mcx is the mean of class c which is defined as: 



ccm
mc
m
M ,
1
xx                                                    ( ‎2.9) 
 
Chapter 2:  .......................................................................................... Linear Subspace Learning 
-31- 
 
As in the case of PCA, where the eigenfaces are calculated by the eigenvalue 
analysis, the projections of LDA are calculated by the generalized eigenvalue equation. 
Therefore, the maximization of Equation 2.6 leads to the generalized eigenvalue 
problem as follows: 
,pWpB λ uSuS                                                            (‎2.10) 
where the value of λ is the eigenvalue solution to the minimization problem. 
Corresponding to the P  largest eigenvalues, LDAU is the optimal transformation matrix 
which consists of the nP  generalized eigenvectors, which can be used to project each 
testing sample object into LDA form using the following transformation function: 
XUY TLDA                                                          (‎2.11) 
 
Figure ‎2.3: The Block Diagram of the LDA Linear Subspace Learning Approach. 
Linear discriminant analysis (LDA) and principal component analysis (PCA) are 
extraction methods based on appearance using the features of the global structure in the 
dataset space. Using only the global structural features has the disadvantage that the 
local structural features can not be characterized. However, the methods of locality 
preserving projection (LPP) and neighborhood preserving projection (NPP) are 
appearance extraction techniques which preserve local structure features, which is more 
important than the global Euclidean structure in many classification problems especially 
in face recognition. 
2.3.3 Locality Preserving Projection (LPP) 
Although, the nonlinear subspace learning techniques for dimensionality reduction such 
as Isomap, LE and LLE successfully identify complex data manifolds such as the Swiss 
roll, because cost functions are minimized by local nonlinear dimensionality reduction 
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methods which aim to preserve local properties of the data. However, in many subspace 
learning settings, the use of a linear methods for dimensionality reduction is more 
desirable; for example, when data has to be transformed back or reconstructed into its 
original space or when an accurate and rapid out-of-sample extension is necessary. 
However, the classical linear approaches such as PCA effectively preserve the global 
structure of the facial image space, and LDA preserves the discriminating information. 
Unlike these approaches and distinct from nonlinear dimensionality reduction methods, 
He & Niyogi [78] proposed an unsupervised linear method that so-called locality 
preserving projection (LPP). This combines the benefits of linear and nonlinear 
approaches to dimensionality reduction by finding a type of linear mapping that 
minimizes the cost function of the Laplacian eigenmaps (LE). This mapping is defined 
everywhere in ambient space rather than only on the training data points. The LPP seeks 
to preserve the local neighborhood structure and intrinsic geometry of the image space 
by preserving locality. In many real-world classification purposes, the local manifold 
structure is more important than the global Euclidean structure. 
Similar to Laplacian eigenmaps, LPP starts with the construction of a graph 
incorporating the neighborhood information of the data set, which can be defined in two 
different ways as follows: 
1. Heat kernel: 


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ijW
            
otherwise
,close"are" are  andif ji xx
                         (‎2.13) 
Where t is the width of Gaussian envelop and ε is a small constant number. If
εxx ji 
2
, or ix is one of the k nearest neighbors of jx , then ix and jx are close to 
each other. LPP places an edge between nodes i  and j  if ix and jx are‎”close”. This 
method employs the same objective function as in Laplacian eigenmaps: 
 
ij
ijji wyy
2)(min .                                               (‎2.14) 
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Subsequently, the minimization in Equation 2.14 leads to the derivation of the 
transformation vector, which can be accomplished by solving a generalized eigenvalue 
problem that is given by: 
.UXDXUXLX TT λ                                                   (‎2.15) 
Here D is a diagonal matrix whose entries are columns (or raw a W is symmetric) 
sum of W ,  j ijwDii , while L is the graph Laplacian, WDL  . It can be shown 
that the eigenvectors iu  corresponding to the d  smallest nonzero eigenvalues form the 
columns of the linear mapping U that minimizes the Laplacian eigenmap cost function. 
The low-dimensional data representation is given by: 
XUY TLPP                                                          (‎2.16) 
Gaussian weights are used in LPP in order to amplify the neighborhood structure and 
preserve it in the reduced space. But this approach is sensitive to parameters due to the 
determination of weights needs of an suitable value of the width of the Gaussian 
envelope [72]. 
2.3.4 Neighborhood Preserving Projections (NPP) 
Similarly to LPP, neighborhood preserving projection (NPP) [33] aims to preserve the 
local neighbourhood structure of the data space. It minimizes the cost function of a local 
nonlinear technique for dimensionality reduction under the constraint that the 
transformation from the high-dimensional to low-dimensional data representation 
involves linear mapping. As the LPP is a linear approximation to Laplacian Eigenmap 
(LE), NPE is a linear approximation to locally linear embedding (LLE) [71]. The NPE 
defines a neighborhood graph for the facial dataset, and subsequently computes the 
reconstruction weights. Therefore, a data point ix  along its k neighbors is locally linear 
on the underlying manifold, and each data point ix  in the dataset can be reconstructed 
from its k weighted neighbors [33, 71]. The reconstruction error is minimized by the 
cost function: 
Chapter 2:  .......................................................................................... Linear Subspace Learning 
-34- 
 
 
,)(
2
2
 
i
jiji xwxδ
j
W
                                                ( ‎2.17)
 
where the weight ijw  denotes the contribution of the thj data point to the thi  
reconstruction. Thus, each data sample ix  is reconstructed by a linear combination of its 
k  nearest neighbor points.  
The weights ijw are subject to the following constraints:  
1. ,0iiw  Mi ,.....2,1  , M  is the total number of images in the facial dataset. 
2. ,0ijw if     is not one of the k neighbors of ix . 
3. kjw
j
ij ,...,2,1,1   so ix  is reconstructed by a combination of its neighbors. 
Let 
KKR G denote the local Grammian matrix at ix , and define its entries are 
defined by the inner product of: 
.)()( KKvi
T
uiuv Rssss
g
                                          (‎2.18)
 
Let 
)(S i  be a system of stacked vectors with respect to ix  and its neighbors. In order 
to find the optimal weights ,:,iw  the least-squares 0)s(S ,:
T)(  ii
i we  needs to be 
solved subject to the constraint ,1:,
T iwe  where e is the vector such that
T]1,....1[e . 
The suitable solution to this constrained least-squares problem using the inverse of G is 
given by the following [33, 71, 79]: 
.
1
1
:,
ee
e
w
Ti 

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G
G
                                                  ( ‎2.19)
 
Determining the weights ijw with for a given data point ix  is a simple-minded or 
local calculation, because it only involves ix  and its k  neighbors [33, 79]. The weights 
ijw  are invariant to rotation, scaling and translation. As a result, they preserve the 
intrinsic geometry of the underlying manifold. 
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The NPP approach employs the following objective function: 
                                             
‎2.20)
 
A constraint  
i
ii Iyy
M
,
1 T is imsposed on the objective function in order to 
remove an arbitrary scaling factor in projection. The objective function in Equation 2.20 
can be rewritten by employing the following algebraic steps: 
      .yy(Y) TTT
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Using the linear transformation function X,UY TNPP then Equation 2.21 will 
become:  
    .UXWWXU(Y) TTT



  NPP
T
NPP IItrφ
                       ( ‎2.22)
 
Hence, the NPP minimization problem becomes: 
    ,UXWWXUminarg TTT
UXXU TT
NPP
T
NPP II 
                     (  ‎2.23)
 
where I  is the identity matrix of order k , and U is the transposition of the matrix. The 
optimal projection axis U is given by the minimum eigenvectors solution to the 
generalized eigenvalue problem as follows: 
    ,UXXUXWWX TTTT NPPNPP λII 
                           (‎2.24)
 
where λ  is the eigenvalue solution to the optimization problem. The translation 
matrix U is the basis of the eigenvectors corresponding to the d smallest generalized 
eigenvalues. The minimization problem in Equation 2.23 turns into the eigenvalue 
.yy(Y)
2
2
 
i
jiji wφ
j
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problem under the above constraint. If IYYT   , the projection is a neighborhood 
preserving projection (NPP), or otherwise if IUUT   , it is called an orthogonal 
neighborhood preserving projection (ONPP). The new data sample can be transformed 
from the data space into a reduced space by the transformation function XUY TNPP . 
Table 2.1 summarized the algorithm of the NPP approach, which is consists of four 
steps as explained below. 
 
 
 
 
 
 
1. Find the k  nearest neighbors of each data point ix . 
2. Calculate the weights ijw  that best reconstruct each data point ix  from its 
k  nearest neighbors, solving the constrained least-squares problem in 
equation. 
3. Calculate the linear transform matrix U by solving the generalized 
eigenvalue problem 
4. Calculate the vectors iy that are reconstructed by the weights ijw , so that 
dimension reduction is performed. An outline of the NPP algorithm is 
illustrated in Figure ‎2.4. 
 
Table ‎2.1: Algorithm of the NPP Approach 
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Figure ‎2.4: Outlines of the NPP approach 
 
Table 2.2 summarizes the approaches to linear feature extraction mentioned above. 
All of the traditional dimensionality reduction and feature extraction methods, such as 
PCA, LDA, LPP and NPP were designed to treat sample data objects in the form of 
one-dimensional vectors. Therefore, tensorial data samples need to be vectorized before 
these methods can be applied. This vectorization breaks the higher order dependencies 
present in the natural data structure that can potentially lead to more compact and useful 
representations [46]. However, potential problems include larger memory requirements, 
higher computational costs, the limited availability of projection directions, and a loss 
of information about the underlying spatial structure of the images. In order to 
overcome these limitations, new methods have been introduced that are directly 
applicable to two-dimensional data, as explained in the next section.  
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Table ‎2.2: Summary of Common LSL Methods for Linear Feature Extraction 
 
 
2.4 Two-Dimensional Linear Subspace Learning Approaches 
There are two types of two-dimensional LSL methods. The two-dimensional based 
algorithms employ compression only in the row direction, and bidirectional two-
dimensional compression methods perform compression in both row and column 
directions. 
2.4.1 Two-Dimensional LSL Based Methods 
In order to overcome the problems of the classical one-dimensional methods, 
researchers have tried to process the image as a 2D matrix rather than a vector, so that 
the image matrices do not need to be transformed into vectors. Yang et al. [47] proposed 
a two-dimensional 2D-PCA algorithm that directly computes the image scatter matrix 
from the original image matrix representations. Inspired by 2D-PCA, Li and Yuan [48] 
presented a 2D-LDA which is an extension of  traditional LDA using the idea of  image 
matrix representations. Chen et al. [49] and H. Zhang et al. [50] developed 2D-LPP and 
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2D-NPP algorithms respectively, which directly extract the appropriate features from 
image matrix representations by preserving the local structure of the samples. It has 
been reported in [47, 80] that the two-dimensional methods evaluate the covariance 
image matrix more accurately and compute the corresponding eigenvectors more 
efficiently than one-dimensional methods. As a result, the recognition accuracy rates 
with several face databases are significantly improved since the relationships among 
patterns is retained in the reduced feature space. Also, the extraction of image features is 
computationally more efficient using two-dimensional methods. Mathematically, a two-
dimensional transformation problem can be stated as follows: suppose that }{X is a 
facial dataset consisting of M training 2-D image samples ( 21 IIRx  ). The objective of 
the 2-D LSL approach is to define the linear transformation projection matrix PIR  2U  
which maps the original dataset into a smaller set 
PIRY  1 with      . Projecting 
each object mx  onto U  yields a feature matrix my  of size )( 1 PI   using the 
transformation function Umm xy [47]. After that, the extracted features { my } are fed 
into a classifier in the classification step, and the decisions on similarity are usually 
made based on some measure distance. 
However, the main drawback of 2-D approaches is that they require many more 
coefficients for image representation than any standard 1-D based approach. This is 
because the 2-D methods perform compression only in row direction. For example, if 
the size of 2-D facial images is        , then the number of coefficients according to 
the 2-D methods is       , where    . The corresponding total number of 
coefficient used in any 1-D based methods is   only. This problem can be alleviated 
using the bidirectional two-dimensional approach, which simultaneously considers 
reduction in both row and column directions. 
2.4.2 Bidirectional Two-Dimensional Compression Methods 
In general, bidirectional two-dimensional methods employ double-sided 
transformations, performing compression not only in the row direction, but also in the 
column direction. Recently, researchers have introduced bilateral compression methods 
such as (2D)2PCA [51], (2D)2FLD [52] and B2DLPP [53], which improve upon 
previous two-dimensional methods by preserving the internal relationships between 
image rows and columns. So, 2-D facial matrices can be represented by fewer 
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coefficients. As a result, bidirectional two-dimensional algorithms have many important 
advantages over simple two-dimensional methods. Firstly, they show the hidden 
relations between image row vectors and between image column vectors. Secondly, 
image feature extraction is simpler and it is easier to evaluate the covariance matrix 
accurately, so that less computational time is required. Furthermore, the performance of 
bidirectional two-dimensional methods is usually better than that of 2-D based methods. 
 In mathematical terms, let there be M training 2-D image samples in a facial dataset
}{X  ( 21 IIRx  ). The objective of the bilateral 2-D based approach is to perform the 
following projection: ,,....,2,1V,y
T Mmxmm  U where 11
PIR U          and
22 PIRV         , are left- and right- projection matrices. Projecting each object mx  
using the projection function my  yields a feature matrix of size )( 21 PP  . Then, fed 
these extracted features { my } are fed into a classifier for classification purposes, and 
the decision about similarity is considered based on a measure of distance. Inspired by 
previous work [51-53], an analogous model is present in chapter 4 which is called 
Bidirectional Two-Dimensional Neighborhood Preserving Projectio (B2DNPP) an 
attempt in to improve the performance of the (2D-NPP) method [50]. 
Different facial objects naturally have some specific structures in the form of third- 
or even higher-order tensors. For instance, colour images and also the sequence data of 
gray images are in the form of third-order tensors. Therefore in research into human 
face recognition, it is important to use 3-D information from column, row, and depth 
dimensions, including higher order data, in order to reveal the essential structures for 
data analysis. Linear subspace learning (LSL) algorithms are traditional dimensionality 
reduction techniques that represent input data as vectors or 2-D matrices and used for 
optimal linear mapping to a lower-dimensional space. Unfortunately, they are usually 
inadequate in dealing with tensorial data, and they result in losing the natural structures 
and correlations in the original multidimensional data [81]. Thus, multilinear subspace 
learning is desirable because it operates directly on the tensor objects and offers great 
potential in processing them. The general problem of multilinear subspace learning is 
formulated in the next chapter. 
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2.5 Summary  
Linear subspace learning (LSL) is a popular approach in image recognition applications. 
It aims to reveal the important features of high-dimensional data such as facial images, 
in a lower dimensional space via linear projection. This chapter has presented a brief 
review of approaches to dimensionality reduction. Some traditional linear 
dimensionality reduction techniques were discussed from the perspective of face 
recognition, such as principal component analysis (PCA), linear discriminant analysis 
(LDA), locality preserving projection (LPP) and neighborhood preserving projection 
(NPP). The PCA and LDA effectively see only the Euclidean structure of face space, 
whilst LPP and NPP find an optimal projection that preserves the intrinsic structure of 
the data. In addition, a face subspace is obtained that best identifies the most important 
aspects of the manifold structure of the face. The local information of the images 
preserved by LPP and NPP is more significant than the global structure preserved by 
PCA and LDA, especially in face recognition applications. All classical methods of 
linear discriminant analysis used linear algorithms that operate on one-dimensional 
objects (vectors), which is computational expensive. Furthermore, good performance 
might not result when the number of training samples is small. On the other hand, two-
dimensional and the bidirectional two-dimensional linear methods require less 
computational time and improve the accuracy of recognition. The main difference 
between two-dimensional and bidirectional two-dimensional methods is that the former 
only perform in the row direction of the face images, while the latter work 
simultaneously in the row and column directions. Therefore, the number of coefficients 
needed bidirectional two-dimensional approaches to face representation and recognition 
is much smaller than in two-dimensional methods.  
In fact, natural facial images are the composite consequence of many factors and 
modes. Thus, it is better to extract useful information from tensorial data directly rather 
than from vectors or matrices. Multilinear algebra thus offers a natural approach to the 
handling of images that are the consequence of any number of multilinear factors and to 
addressing the difficult problem of disentangling the constituent factors or modes.  
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Face images are naturally in the form of second- or higher- order tensors, and also video 
sequences with 2-D gray level images can be viewed as third-order tensors with 
column, row, and depth modes [82]. Therefore, in the most active area of biometrics 
research, and especially in the fields of face recognition and face detection, the use of 
third-order tensors has become an important research direction [82-84]. One of the key 
problems in data analysis in pattern recognition and computer vision is finding a 
suitable type of data representation [6], and it is appropriate to handle tensor 
representation directly rather than with vector or matrix representations. Multilinear 
subspace learning (MSL) approaches operate directly on the original natural tensorial 
data, and so the problem of tensor representation problem in object feature extraction 
and classification is solved [26, 45]. This chapter provides an overview of MSL 
techniques for the reduction of dimensionality in multidimensional data directly from 
their natural representations. The background of MSL is firstly introduced. Then basic 
multilinear algebra is reviewed and tensor distance measurement is explained. After 
that, the multilinear tensor-to-tensor projection is explained. Next, the problem of 
multilinear subspace learning is briefly described. Afterwards, some existing supervised 
and unsupervised MSL algorithms are reviewed, highlighting their limitations. 
Thereafter, a wide range of MSL applications are discussed. A review of three facial 
databases commonly used in the evaluation. After that, an overview of performance 
evaluation mechanisms is provided. Finally, the central issues of MSL are summarized. 
3.1 Introduction 
Huge multidimensional images are routinely created by various applications, made 
possible by the rapid advances in storage capacity and data collection methods. These 
natural images are the composite consequence of multiple factors and modes related to 
scene structure, illumination, imaging and viewpoint. Important factors in face 
recognition include different facial expressions, head poses, and lighting conditions. 
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Therefore, the learning algorithms used to extract important information from this 
massive amount of data are becoming crucial. Actually, two-dimensional (2-D) data are 
used in many research areas, including gray images in pattern recognition and computer 
vision [85-88], and bioinformatics research [89-91], while, three-dimensional (3-D) data 
are used in analysing, for example video sequences with 2-D gray images in recognition 
activity during human-computer interaction (HCI) and surveillance [6, 92], medical 
image analysis [93], and research into generic object recognition [94].  
All the linear-based algorithms [14, 15, 30, 33, 68] handle tensorial data as 1-D 
vectors or 2-D matrices, which results in high computation costs and memory demand, 
and also loses the natural structure in the original tensorial data. This motivated the 
recent development of multilinear subspace learning methods [21, 39, 44-46, 73, 86, 95] 
which extract features directly from the tensorial representation rather than via vectors 
or matrices. The tensorial data in very large images often contains large amounts of 
redundancy, and important information in many cases occupies only a subspace of the 
original space [96]. Therefore, it is important to reduce the dimensions of the original 
tensorial data before any modelling process takes places [30]. Dimensionality reduction 
techniques extract the essential features from the data by mapping the high-dimensional 
data space on to a low dimensional feature space in order to remove redundant and 
irrelevant data while retaining as much information as possible [66], as previously 
explained in chapter 2. In fact, MSL has more potential than LSL to extract useful and 
compact feature representations [97]. Moreover, significant future impact is expected 
from the development of new MSL algorithms and also various problems in 
applications may be solved including those concerning tensorial data [98]. Therefore, in 
the last few years, interest has grown in the use of MSL approaches [26, 46, 81, 99-102] 
for the reduction of dimensionality in multidimensional facial data which are 
represented in their natural tensorial form instead being converted into long vectors. 
MSL is relevant in tensor data analysis and tensor-based computation and modelling. 
Therefore, the next section introduces basic multilinear algebra and the measurement of 
tensor distances. 
3.2 Basis of the Multilinear Approach 
This section reviews the notation, fundamental concepts and definitions of multilinear 
algebra, which are necessary to use in defining MSL operations [103-105]. More 
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detailed surveys of tensors and tensor operations can be found in the literature [23, 25, 
104-108]. 
3.2.1  Notations 
This thesis, follow the conventions of notation in the multilinear algebra, pattern 
recognition and adaptive learning literature [103, 104]. Tensors are denoted by 
calligraphic uppercase letters , matrices by bold uppercase letters , 
vectors by bold lowercase letters (a, b…) and scalars by lowercase letters (a,‎ b…). 
Since vectors are first order tensor where     and matrices are second order tensor 
where    , the generalization of vectors and matrices to a higher order can be 
defined as tensor with    . A tensor is defined as a multidimensional matrix or n-
mode matrix. The elements of tensor are denoted with indices in parentheses. Indices 
are denoted by lowercase letters and span the range from 1 to the uppercase letter of the 
index, e.g. . In order to address part of any vector, matrix, and tensor, the 
symbol ":" denotes the full range of the corresponding index, and denotes indices 
varying from to . 
The applications targeted in this thesis focus on real-value data only, such as gray- 
and colour- level facial images shown in Figure ‎3.1, and therefore the discussion 
throughout this thesis is limited to real-value vectors, matrices, and tensors. 
 
...)(  B, A, ...)(  B, A,
Nn ,....2,1
21 nn :
1n 2n
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Figure ‎3.1: Real-world images in their natural tensor representation: (a) a colour-level 
image, (b) a grey-level image, and (c) 3-channels (red, green, and blue) of the colour-
level image. 
3.2.2 Multilinear algebra 
Multilinear algebra is the basis of tensor data analysis, and has been studied in 
mathematics for several decades [23, 104, 106]. The tensor is from the 
order N, so it described by N indices,  and each  addresses the mode-n of
. The th mode-n slice of the tensor  is an th-order tensor obtained by 
fixing the mode-n index of  as . The mode-n vectors of tensor
are defined as the   -dimensional vectors obtained from  by varying the index  
and keeping the other indices fixed. A rank-1 tensor equals to the outer product of 
vectors as follows: 
NIIIR  ......21X
Nin ,....,2,1 ni
X ni X (N-1)
X  ::,....,,:,:,....., niX
X X ni
X
N
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                                         ( ‎3.1) 
this means that:  
                     ( ‎3.2)
 
for all values of indices. Unfolding the tensor over the mode-n is denoted as 
 where the column vectors of  are the mode-n 
vectors of . Figure ‎3.2(b), (c), and (d) respectively illustrate the mode-1, mode-2, 
and mode-3 slices of the tensor  in Figure ‎3.2(a). Figure ‎3.3(b), (c), and (d) shows 
the mode-1, mode-2, and mode-3 unfolding respectively of the tensor  in Figure 
‎3.3(a). 
 
 
 
 
Figure ‎3.2: Example of mode-n vectors: (a) a tensor , (b) the mode-1 slices, 
(c) the mode-2 slices, and (d) the mode-3 slices. 
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Figure ‎3.3: Example of unfolding the third-order tensor to the three mode-n matrices: 
(a) a tensor , (b) mode-1 matrix (columns), (c) mode-2 matrix (rows), and 
(d) mode-3 matrix (colours). 
Here, some essential definitions in the multilinear approach are recalled that will be 
useful in what follows in this thesis. These definitions have been explained in detail in 
earlier research such as [104, 106, 109]. 
   
Definition 1: In tensor terms, the tensor  can be written as the product: 
,                                     ( ‎3.3) 
where  
356 RX
X
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2
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N
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.
                                ( ‎3.4)
 
The size of tensor is , where  
is a matrix of size         that contains orthonormal column vectors [60]. 
The mode-n decomposition matrix obtained by unfolding the tensor , can be 
represented in a matrix format [46, 110] as: 
 
.                                             (‎3.5) 
where 
  
                   
 ‎3.6)
 
Here denotes the Kronecker product, while in terms of the tensor is defined 
as: 
     ( ‎3.7)
 
The unfolding matrix of tensor  can then be written as: 
 ( ‎3.8)
 
 
In short, it can be written as 
                                          (‎3.9)
 
The dimension of the unfolding matrix  is therefore given by 
. A more detailed survey of tensors and tensor 
operations has been published in [111]. 
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Definition 2: The mode-n product of a tensor by the matrix
, is denoted as                            [106] in terms of 
tensors, while in matrix terms it is denoted as  . Entries of the tensor 
 can be denoted as:   
          ( ‎3.10)
 
Definition 3: The scalar product of two  tensors of the same order 
and dimensions is given by: 
                      ( ‎3.11)
 
Definition 4: The Forbenius norm of tensor  is defined as: 
                  ( ‎3.12)
 
Definition 5: The distance between tensors  and  can be measured by the 
Frobenius norm:  
                                        ( ‎3.13)
 
The tensor-based measure is equivalent to a distance measure of corresponding 
vector representations, as previously proven [112]. Let be the vector 
representation of the tensor , then: 
                                  ( ‎3.14)
 
This means that the distance between two tensors as defined in Equation 3.13 equals 
the Euclidean distance between their vectorized representations. 
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3.3 Multilinear Projection 
The multilinear subspace can be defined as the multilinear projection that maps the 
tensorial data from multilinear space to a lower-dimensional space [22] as shown in 
Figure ‎3.4. There are three basic types of multilinear projection based on the input and 
output of the projection. The tensor-to-scalar projection is also known as elementary 
multilinear projection (EMP). The tensor-to-vector projection is referred to as the rank-
one projections in some studies [37, 38], and the tensor-to-tensor projection [22, 106], 
the type considered in this thesis. 
 
Figure ‎3.4: Projection of a 3-order tensor in all modes 
 
An N-order tensor  in the space can be projected to a new 
tensor  of the same order in a lower-dimensional tensor space , 
where , for all . This projection can be conducted in N steps 
according to the order of the tensor. In each step, each mode-n vector of the original 
tensor is projected to a lower dimension  using N projection matrices  
for all . Figure ‎3.5 explains the projection of a tensor in mode-1 using a 
mode-1 projection matrix  . 
 
X Nn IIIIR  ............21
Y Nn PPPPR  ............21
nn IP  Nn ,....2,1
nP
nn PIn R )(U
Nn ,....2,1
)1(
U
Chapter 3:  ................................................................................ Multilinear Subspace Learning.. 
-51- 
 
 
Figure ‎3.5: Projection of a 3-order tensor in mode-1 
 
3.4 Multilinear Subspace Learning Approach 
This section defines the general multilinear subspace learning framework, and illustrates 
the problem with MSL. In addition, it formulates a typical multilinear subspace learning 
algorithm. 
3.4.1 MSL problem definition 
Multilinear subspace learning solves a multilinear projection with some optimality 
criteria, so that it is an extension of the linear subspace learning approach (LSL). The 
problem involved in the MSL approach based on tensor-to-tensor projection can be 
mathematically formulated in a similar way to that of the definition of LSL given in 
Section 2.2.1 as follows: 
Chapter 3:  ................................................................................ Multilinear Subspace Learning.. 
-52- 
 
Let  be a facial dataset of M training tensorial samples, where each object  
is an N-order tensor ( , ). The objective of tensor-to-
tensor projection in multilinear subspace learning is to find multilinear projection 
matrices  for all . These transformation matrices are used to 
transform, or map each tensor from the original space into a 
space of lower dimension order  with  for all , 
using the  mapping function such that the new 
projected tensors satisfy an optimality criterion. This problem is solved using an 
iterative alternating projection method. Then, in the classification step, the featuring 
 are fed into a classifier such that the nearest neighbor classifier, and similarity is 
usually computed based on some distance measure based on the Frobenius norm shown 
in Equation 3.14. The general MSL problem can be written mathematically as follows: 
  ,                            ( ‎3.15) 
or
 
,                                ( ‎3.16) 
where   denotes a criterion function to be maximized or minimized.  
3.4.2 General multilinear approach 
One of the key differences between linear and multilinear subspace learning is the 
method of solving the optimization problem. The linear subspace approach based on 
vector-to-vector projection has a closed-form solution, whereas, tensor-based (tensor-to-
tensor, tensor-to-vector and tensor-to-scalar) projections in the multi-liner subspace 
approach have N set of parameters determined by the order of the tensor space to be 
solved; one for each mode. The solution for one set usually depends on the other sets, 
which makes their simultaneous estimation very difficult or even impossible. Therefore, 
an alternating projection using the alternating least square (ALS) method [113, 114] is 
often adopted in order to solve the tensor-based projections for the optimization 
problem of all modes. This solves a set of parameters in one mode at a time. The ALS 
method was first implemented in 1970 to solve the parameter estimation problem in 3-
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dimentional factor analysis [115]. The ALS aims to reduce the optimization problem 
into smaller sub-problems that can be solved using methods determined for use in the 
linear case. Therefore, in each mode, the parameters are estimated separately and are 
conditional on the values of other parameters in other modes. The optimal base 
parameters for each mode are obtained iteratively by fixing the base parameters on the 
other modes and cycle for the remaining variables. Due to this iterative solution, various 
problems should be addressed, such as initialization and termination as well as 
determining the desired dimensionality of the  of the subspace. Figure 3.6 
illustrates a typical and general multilinear subspace learning pseudo code.  
 
Figure ‎3.6: Typical multilinear subspace learning algorithm pseudo-code. 
3.5  Relevant Multilinear Algorithms in previous Researches 
As mentioned previously in Section 2.6, linear subspace learning methods such as PCA, 
LDA, LPP and NPP used for face recognition applications need to reshape the data 
samples into long vectors in a very high-dimensional space. This requires a large 
number of parameters to be estimated, and results in high computational costs and 
memory demands.  In addition, the natural structure and correlation among the natural 
tensorial data forms is lost, from which more compact or useful representations could be 
obtained [39, 40]. This inspired the recent development of multilinear subspace learning 
algorithms, which operate directly on the tensorial representations rather than their 
vectorial forms. Therefore, this section reviews three multilinear subspace learning 
NPPP ,....., 21
 
Input: Original tensor samples set 
Output: The multi-linear projections that minimizes/ maximizes an optimal 
criterion in the projection space. 
Algorithm: 
Step 1 (Initialization) 
Initialize the projection matrices. 
Step 2 (Local optimization): 
  Repeat: 
For t=1: total number of iterations 
For n= 1:  number of directions 
 Solve the multi-linear projection for each mode-n 
End for (n) 
                       End for (t) 
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methods that have extended the linear subspace learning methods PCA, LDA, LPP into 
its multilinear subspace learning forms. 
Table ‎3.1: Overview of existing linear and multilinear subspace learning approaches. 
The pink shaded empty boxes indicate a lack of relevant studies so far. 
 
Methods 
Dimensionality 
1-D 2-D Bidirectional 2-D MD (Tensor) 
PCA PCA 2DPCA (2D)2DPCA MPCA 
LDA LDA 2DLDA (2D)2DLDA DATER 
LPP LPP 2DLPP B2DLPP ND-TSNE 
NPP NPP 2DNPP   
 
Table ‎3.1 gives an overview of some of the existing linear subspace learning 
algorithm that introduced in Chapter 2, along with the corresponding multilinear 
subspace learning algorithms based on tensor-to-tensor projection in the multilinear 
subspace learning framework which are discussed below: 
3.5.1 Multilinear principal component analysis (MPCA) 
A multilinear extension of the PCA method, called the multilinear principal component 
analysis (MPCA) of tensor objects was proposed in 2008 [46]. This algorithm solves the 
optimization problem through an iterative procedure by decomposing the problem into 
N linear problems. It maximizes the total tensor scatter as follows: 
                                              ( ‎3.17) 
where  is the mean sample defined as follows: 
                                                    (‎3.18) 
Since it decomposes the optimization problem into smaller sub-problems, it solves 
the following eigenvalue problem in each sub-problem: 
Given all the projection matrices  for    , the 
matrix  that maximizes consists of  eigenvectors corresponding to 
the largest  eigenvalues, and it can befound as follows: 
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              ( ‎3.19) 
where, 
 
‎3.20 
The produced projection matrices , wher for all  
could be written as EigenTensor:  where 
each  denotes the th column of . However, not all of the EigenTensors are 
useful for accurate recognition. Therefore, they may be selected according to their class 
discrimination as follows: 
                       ( ‎3.21) 
where C is the number of classes,  is the number of samples for each class (c),  is 
the feature tensor object obtained for the input tensor  in the low projected 
subspace, and  is the class mean feature tensor that can be calculated as follows: 
                                                (‎3.22) 
Then, the elements of each projected tensor  are reshaped into the feature vector  
and rearranged in descending order according to  , and only the first P largest 
elements of each  are then kept. In classification, the new feature vectors are used 
alone or combined with LDA (MPCA+LDA) [116] as an input to the nearest neighbor 
classifier. 
This method has been applied in both face and gait recognition. But it appears to be 
sensitive to the setting of the P value, which is used to further reduce the dimensionality 
of the projected tensors. In addition, it can be performed only in an unsupervised way, 
so it does not require any additional information about class labels during the 
calculation of total tensor scatter. Moreover, the MPCA only preserves the global 
structure of the data samples and ignores important local information.  
    ,.~.~. )()()()(
1
)()( )()(
Tnn
m
Tφφ
M
m
nn
m
nn XXUUXXφ 

(n)
  .~.....~~.....~~~ )()1()1()2()1()( )( Nnnφ n UUUUUU  
nn PIn R )(U nn IP  Nn ,....2,1
 
N
n
nP
1
,~........~~
~ )()2(
2
)1(
1...21
N
pNpppNpp uuu U
)(~ n
pnu np
)(~ n
U
 
 
,
),...2,1(),...2,1(
),...2,1(),...2,1(.
2
1
2
1
....21







M
m
cm
C
c
cc
pNpp
pNpppNpp
pNpppNppM
m
YY
YY
cM mY
mX
cY



ccm
c
m
M
,
.
1
mYY
mY my
pNpp ....21
my
Chapter 3:  ................................................................................ Multilinear Subspace Learning.. 
-56- 
 
3.5.2 Discriminant analysis with tensor representation (DATER) 
In 2007, Yan et al [26] developed a multilinear extension of the LDA method called 
discriminant analysis with tensor representation (DATER). This aims to implement the 
discriminant analysis directly on the natural tensorial data. As with MPCA, DATER 
cannot solve the optimization problem deterministically for the tensor-to-tensor 
projection. Thus, an iterative alternating projection procedure is followed in the same 
way as in MPCA and any other typical multilinear subspace approach. N projection 
matrices  are obtained for all , which used later to project each 
N-order input tensor  into a smaller tensor ,  where 
 for all . This method formulates the objective criterion for tensor 
discrimination and maximizes the ratio of between-class scatter  to within-class 
scatter , where:  
                                                (‎3.23) 
and,  
                                                ( ‎3.24)
 
where C is the number of classes,  is the number of samples for each class c,  is 
the class label for the mth object sample,  is the extracted feature tensor sample of 
the input tensor ,  is the mean tensor of all the obtained tensors, and  is the 
class mean feature tensor that can be found as Equation 3.22. The transform is then 
determined by deriving the eigenvectors from the resulting ratio of the between-class 
scatter to the within-class scatter. After the tensorial input images from the original 
space has been transformed into lower-dimension space via the learned subspaces, the 
nearest neighbor method is used as the classifier in the final classification step. 
The DATER method has been applied successfully in face recognition applications 
[26, 77, 102], whereas the application of DATER to gait recognition [87] appears to be 
sensitive to parameter settings. But, similar to the MPCA, the DATER preserves only 
the global structure of the tensorial data samples at the cost of losing significant 
information concerning to the local geometry of the neighbors. Moreover, this algorithm 
is implemented only in a supervised method, which requires additional information 
about the class labels. 
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3.5.3 Multilinear tensor supervised neighborhood embedding (ND-TSNE) 
An N-dimensional tensor supervised neighborhood embedding (ND-TSNE) approach as 
introduced in 2010 for discriminant feature representation [44]. This is the multilinear 
form of the LPP method, which avoids the need to vectorize tensorial data samples and 
aims to preserve the neighborhood structure of tensor feature space. Similar to the 
MPCA and DATER, a deterministic solution does not exist, therefore the ND-TSNE 
iteratively operates an alternative lease square projection approach. It is used to solve 
the tensor-to-tensor projection matrices  ,  for all , 
which transforms an N-dimensional input tensor  into 
. This is similar to the MPCA and DATER algorithms, but with a 
different objective criterion. This algorithm builds a nearest neighbor graph to model 
the local geometrical structure and labels information from the data using a weight 
matrix formulated according to Equation 2.21 which is used in the LPP method as 
explained in Section 2.5. Then the graph structure is obtained by solving the following 
objective functions: 
    ‎3.25) 
After extracting the projected TSNE tensor object , the extracted feature vectors 
are used for classification.  
This approach has been applied to view-based object recognition and classification. 
Like the LPP, the ND-TSNE is sensitive to the width of Gaussian envelope selected. 
Moreover, it can be performed only in a supervised method, in the same way as 
DATER. 
3.6 Facial Databases 
In this thesis, three widely used public benchmark facial databases are used to evaluate 
the effectiveness of proposed methods. These are the AT&T Database of Faces (ORL) 
[117], the Purdue AR Face database [118] and the Facial Recognition Technology 
(FERET) database [119, 120]. 
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3.6.1 The ORL database 
The ORL database [117] of face images is provided by the AT&T Laboratories in 
Cambridge. It contains some variations in illumination, facial expression (open/closed 
eyes, smiling/not smiling) and facial details (glasses/no glasses). These images include 
some tilting and rotation of the face by up to 20 degrees. The ORL database consists of 
400 images relating to 40 subjects (10 images for each subject). All images were 
normalized to a resolution of 112 x 92 pixels with (256) gray levels. Some of the ORL 
face images are shown in Figure ‎3.7. 
 
Figure ‎3.7: Facial samples from four subjects within the ORL database 
3.6.2 The AR database 
Martinez and Benavente [118] created the AR database, which contains over 4000 
colour images of 135 individuals (76 males and 59 females) incorporating varied facial 
expressions, illumination conditions and occlusions. The sample for each subject 
consists of 26 images that were taken during two different sessions. The first session 
contains 13 pictures, named from 01 to 13, and include a neutral expression (01), smile 
(02), anger (03), yawning(04), different lighting conditions (05–07)  and different 
occlusions under different lighting that cover about 30% of the images for sunglasses 
(08–10) and a scarf (11–13). Examples of these pictures are shown in Figure 3.8(a-m), 
and the second session exactly duplicates the first session but two weeks later. 
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Figure ‎3.8: AR colour dataset sample with variations in facial expressions, lighting 
conditions and occlusions. 
3.6.3 The FERET database 
The FERET database [119, 120] is the most widely adopted colour image benchmark 
for the evaluation of face recognition methods. It was constructed by the FERET 
programme to support government experiments and the evaluation of face recognition 
algorithms. This database was collected between 1993 and 1997 in 15 sessions, and 
includes 14,126 images from 1199 individuals, covering a wide range of variations in 
viewpoint, illumination, facial expression, race and age.  This database contains some 
images of the same person taken at different times in one or more years, resulting in 
various changes related to facial expression, illumination, scale, and the pose of the 
face. This is very important in evaluating the robustness of face recognition approaches. 
Therefore, it has become one of the most important, practical and standard facial 
database for evaluating facial recognition algorithms [121]. The selection of a FERET 
subset in the experimental evaluation in this thesis consists of subjects that have at least 
11 images in the database with different poses. Figure ‎3.9 provides a sample of facial 
images from one subject within the FERET subset. More details of and the terminology 
used in this database have been published elsewhere [119, 120]. 
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Figure ‎3.9: Twenty four facial samples of one subject from the FERET subset. 
3.6.4 Dataset configuration 
In a typical face recognition scenario, there are usually three types of facial dataset: 
1. Gallery set: this contains a set of image samples from a number of subjects with 
known identities who are enrolled in the system to provide training data. 
2. Probe set: this contains a set of samples to be tested from subjects with unknown 
identities to be classified and identified by comparing their features with those in 
the gallery images. 
3. Outer set:  this is a secondary test set consisting of images of some faces from the 
database that are different from those used in the gallery and probe sets. It is used 
to determine the false acceptance rate (FAR) and false rejection rate (FRR), 
especially for recognition tasks in biometric verification. 
3.7 Pre-processing of Facial Images 
The selection of a particular set of pre-processing steps differs according to the 
application concerned. Since this thesis focus on face recognition, all face images used 
from the three databases ORL, AR and FERET are manually aligned by fixing the 
locations of the eyes. So, firstly, all faces are rotated so that the centres of the eyes are 
placed on specific pixels. Then, the region of the image where the face is located is 
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cropped and only this area is used in the process of face recognition. The face is 
cropped from the entire image manually depending on the coordinates of the left and 
right eye and also the mouth. Finally, all the new images should have the same 
dimensions. Therefore, after cropping the face from the original image, the new images 
are normalized to a standard size of 64 x 64 pixels. In this thesis, both gray- and colour- 
level facial images are considered. The pre-processing procedure is shown in Figure 
‎3.10. 
 
Figure ‎3.10: The pre-processing procedure for face images. 
3.8 Performance Evaluation of Facial Recognition 
Most biometric face recognition algorithms depend upon two types of tasks to identify 
the face images of persons from a database, which are defined here as follows: 
1. Identification. This involves the process of comparing the person’s biometric data 
(the query sample) of an unknown individual against all persons (samples) in the 
database. The output is the identity or a list of possible identity list of the input 
sample. The performance of identification is measured either using the correct 
recognition rate (CRR), or by the cumulative match characteristic (CMC) [120]. 
2. Verification. This compares the biometric data (query sample) against only the 
entries that correspond to the users claimed identity in the database. This means 
that the person should provide an identity and the system either accepts or rejects 
according to successful or unsuccessful verification. The performance of 
verification can be measured by the receiver operator characteristic (ROC) which 
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represents the FAR as a function of the FRR [122], or by the detection error 
trade-off (DET) [123]. 
This research focuses on both of these evaluation tasks of identification and 
verification. It considers two kinds of face recognition problems, which are stated as 
follows: 
1.  The face recognition problem that measures the performance according to 
identification rate. Let A be a gallery database that consist of face images from a 
number of known subjects. The essential objective of the facial recognition 
system is to identify the identity of unknown probe images and to determine their 
corresponding gallery subjects. In this thesis, the performance of the system is 
measured using the CRR. 
2. The face recognition problem that measures performance according to the 
verification rate. Let A and B be two databases that contain number of subjects, 
and in each there are a number of images for known persons. Let G is a gallery 
database that consists of face images from a number of known subjects from the 
database A and P is the probe set that consists of some unknown testing data 
images from the same database A, while O is the outer test image set that consist 
of face images from dataset B. The objective of the facial recognition system is to 
determine the identity of the unknown probe and the outer images and to 
determine their corresponding gallery subjects. In addition, the false acceptance 
rate (FAR) and false rejection rate (FRR) are tested of the system. The 
performance of the system in this thesis is also measured by the ROC. 
3.9 Summary  
Multilinear subspace learning (MLS) approaches have the ability to handle massive 
amount of data and to reduce the dimensionality of multidimensional data directly from 
their natural tensorial representations rather than having to be converted into 
vectors.they also provide an effective way to extract useful and compact feature 
representations which are better than those of LSL methods. Moreover, it preserves the 
natural structure of multidimensional data and fewer parameters need to be estimated 
than LSL approach. This chapter has presented a brief review and the background of the 
multilinear subspace framework. It covered the general fundamentals of the approaches 
including the basic multilinear notation and algebra. It then explained the tensor-to-
tensor projection, problem definition and the typical approach used in MSL. Moreover, 
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it reviewed some multilinear subspace learning methodologies from previous studies, 
and outlined their drawbacks as well. Also, this chapter described the three databases to 
be used in this thesis, in addition to explaining the configuration of the dataset and the 
pre-processing of facial images. Finally, it discussed the problem of performance 
evaluation of facial recognition algorithms.  
There are still methods yet to be explored in both bidirectional two-dimensional and 
multilinear subspace learning, as explained in Table 3.1. therefore, inspired by the work 
in described [26, 44, 46, 51-53], chapter 4 presented an analogous model called 
bidirectional two-dimensional neighborhood preserving projection (B2DNPP),  the aim 
of which is to improve the performance of the 2D-NPP method [36]. In addition, in 
chapter 5 a novel biometric face recognition approach is developed based on a 
multilinear neighborhood preserving projection algorithm (MNPP). This is used to 
overcome the limitations of existing MSL algorithms and to enhance the performance of 
B2DNPP face recognition and to naturally extend the standard 1-D NPP to the 
multilinear form. 
 
Chapter 4:  
Face Recognition Approach Based on 
Bidirectional Two-Dimensional 
Neighborhood Preserving Projection 
 and Curvelet Transform 
 
The wavelet transform is a multi-resolution tool that is widely used in the field of 
face recognition and applications in other areas such as pattern recognition, image 
processing and computer vision. Recently, a number of other multi-resolution tools have 
been developed, such as contourlet [124], ridgelet [125] and curvelet [126] transforms. 
The curvelet transform improves directional elements as well as having the ability to 
effectively represent curved edge. Therefore, the curvelet transform may have the 
capability to extract better information concerning curves and edges from human facial 
images compared to other multi-resolution tools.  
A new method of bidirectional two-dimensional neighborhood preserving projection 
(B2DNPP) for human facial recognition is presented in this chapter, which uses only 
one weight matrix to extract two projection matrices. Unlike 2DNPP [50], which 
performs compression only in the column direction, B2DNPP works in both row- and 
column- directions to preserve spatial information about the relationship between rows 
and columns in the images. To further improve the performance of B2DNPP, a new 
facial recognition approach is proposed which is based on bidirectional two-
dimensional neighborhood preserving projection (C-B2DNPP). This involves the 
curvelet decomposition of human facial images, where the curvelet sub-bands that 
demonstrate high variation are selected as initial image features. The B2DNPP 
algorithm is applied to preserve the local structure of the data manifold and generate 
distinctive feature vectors. An extreme learning machine (ELM) classifier is used for 
classification and this significantly improved the classification rate. Extensive 
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experiments have been performed to evaluate the performance of B2DNPE and C-
B2DNPP with three benchmark human facial databases, ORL, AR, and FERET. It is 
proved that C-B2DNPP outperforms 2DNPP and all existing bidirectional 2-D methods 
with various databases with respect to recognition rate, computational time, and the 
number of selected eigenvectors. The proposed method addresses the pink shaded 
empty box in Table ‎3.1 (page 53) under bidirectional two-dimensional projection. 
 This chapter is organized as follows. Section 1 describes relevant previous work. 
Section 2 gives a brief introduction to the idea of the curvelet transform, followed by an 
overview of existing face recognition techniques based on the use of multis-resolution 
tools and different feature extraction methods. Section 3 outlines two-dimensional 
neighborhood preserving projection (2DNPP), and then describes the problem of 
bidirectional two-dimensional approaches to feature extraction, and derives solution 
using the proposed B2DNPP. The architecture and design of the ELM classifier is 
presented in Section 4, and then the facial recognition methodology proposed for the C-
B2DNPP framework is illustrated in detail in Section 5. A comparative study and 
experimental results are subsequently presented in Section 6.  
4.1 Introduction 
The facial images subjected to a dimensionality reduction technique cannot provide an 
effective facial feature set [127]. Therefore, over the last few decades, approaches based 
on transforms have often been implemented as a pre-processing step in dimensionality 
reduction, in order to achieve a high level of discrimination among classes in pattern 
recognition and face recognition applications. The recent development of different 
multi-resolution tools has prompted research to deploy these techniques to improve 
performance in facial recognition applications. In these enhanced techniques, facial 
images are first transformed into a new space through one of the tools of multi-
resolution analysis (such as the wavelet or curvelet), and then a dimensionality 
reduction algorithm such as in PCA, LDA, LPP and NPP is used in order to generate 
representative facial features and to classify the features optimally. The most widely 
used tool of multi-resolution analysis for feature extraction is the wavelet transform, 
which is popular in face recognition [128, 129]. The wavelet tool decomposes 1-D 
vectors or 2-D images at different resolutions and levels using high pass- and low pass- 
filters. In the wavelet transform, an image is decomposed into four sub-bands 
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corresponding to approximation (L1)-, horizontal (H1)-, vertical (V1)- and diagonal 
(D1)- sub-bands. The (L1) approximation component can be further decomposed into 
four further sub-bands and so on [130], as shown in Figure ‎4.1. A recent survey [131] 
contains details of the theory of wavelet transforms for face recognition applications.  
The wavelet transform has been successfully applied to recent problems in different 
fields, such as image processing and computer vision. In recent years, researchers have 
implemented various wavelet-based face recognition frameworks. For example the 
images are first decomposed into different frequency sub-bands using the wavelet 
transform, and the mid-range frequency components are used later for principle 
component analysis (PCA) representation [130]. Other researchers [132] have 
performed linear discriminant analysis (LDA) on the approximation component 
wavelet-faces extracted by the wavelet transform from facial images. Alternatively, the 
facial images are inputted into two levels of the wavelet transform [133], and then 
approximation wavelet sub-bands are used in the HMM classifier. In another study 
[134], the face images were decomposed into two levels using the wavelet transform 
system, followed by the projection of the approximated wavelet coefficients using PCA 
using a support vector machine (SVM) classifier for recognition. Zange et al [135] 
proposed a modular face recognition scheme called the (kAM model), which 
decomposes the input facial images using the wavelet transform, after which it 
combines the lower resolution sub-band representations and uses kernel associative 
memory techniques. Wavelet analysis has been also employed to decompose each input 
image into 24 different sub-bands [136]. In the first level, the raw face image is 
decomposed into four wavelet components (L1, H1, V1, and D1). Then in level 2 only 
the L1 sub-band is further decomposed to obtain (L2, H2, V2, and D2) components. 
After that in level three, all of these sub-bands are decomposed to obtaine 24 different 
sub-band images from each input facial image. These decomposed sub-band images are 
then projected into a smaller subspace using principal and independent component 
analysis (PCA and ICA). In similarly, a local discriminant coordinates (LDC) method 
has been  implemented [137] based on a wavelet sub-bands package, and in this study a 
new dilation invariant entropy used with a maximum postiriori (MAP) logistic model 
was proposed. Here, the wavelet package is obtained in the same way as previously 
[136], but this time only using the last 16 decomposed wavelet components. A new 
algorithm was then introduced [138] named the wavelet transform weighted modular 
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PCA (WTWMPCA), which combines the wavelet sub-bands with PCA. This method 
uses only the L2 wavelet component and the average of the H1 and V1 components.  
The typical ideal image feature extraction technique should be multi-resolution, 
directional and local. Although the wavelet transform has the capability to localize in 
both the time and scale domains, but mode of functioning places limits on directionality 
[139]. Human faces do not always display isotropic scaling, and also contain curves and 
line features in different directions, and the wavelet will be unable to capture these 
distinctive features because it focuses only on the details of images with primarily 
horizontal, vertical and diagonal orientation. Therefore, it has only a fixed number of 
directional elements that are independent of scale. and ignores other directional 
information which is important in human face recognition systems [54]. These 
limitations have motivated researchers to develop a new multi-resolution transform that 
meets the needs of image analysis. 
 
Figure ‎4.1: Two levels wavelet decomposition of a two-dimensional facial image 
 In 2000, Candes and Donoho [126, 140-142] developed a new tool for multi-
resolution analysis. The well-known curvelet transform overcomes the limitations of the 
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wevelet transform mentioned above by enhancing the representation of edges and other 
singularities along curves and improving the capture of directional features [139]. It has 
inspired researchers to apply it successfully in different image processing field such as 
image fusion [143, 144], enhancement [145], compression [146, 147], denoising [140], 
high quality image restoration [148]  and texture classification [149]. Curvelet 
transforms have also been used in the fields of pattern recognition and face recognition. 
Zhang et al. [150] extracted curvelet coefficients using the curvelet transform, and then 
employed a support vector machine (SVM) for classification. Tanaya et al [151] trained 
three SVMs using the curvelet coefficient and made decisions by simple majority 
voting. In this method, features were extracted from quantized images using the curvelet 
transform. Majumdar and Bhattacharya [152] performed the curvelet transform on 2-bit, 
4-bit and 8-bit image representations at five different resolutions, then the 15 feature 
coefficients extracted (the 3 different image representations with 5 curvelet resolutions 
each) are used to train 15 SVMs. Other researchers [153] introduced a method that 
applyies PCA to the curvelet approximated coefficients. Rziza et al proposed the  
combination of curvelet sub-bands with LDA [154]. They divided the curvelet 
coefficients into sub-blocks, and calculated various statistical measures such as entropy, 
variation and means for each sub-block. Finally, they constructed feature vectors by 
concatenating the values for each block and using these vectors as input to the LDA. 
Xie in [155] integrated the curvelet transform with the least square support vector 
machine (LS-SVM). He employed the curvelet transform to decompose face images, 
and trained the LS-SVM using curvelet features. Mohammed et al [139] implemented a 
bidirectional  two-dimensional PCA (B2DPCA) method based on approximated 
curvelet coefficients [54]. 
All existing methods that have utilized the curvelet transform and feature extraction 
for face recognition application are sensitive to outliers [32], because they have the 
ability to reveal only the global and spatial structure of samples on the data manifold. In 
pattern recognition, however, local information is more important than global structure 
[32]. Therefore, a novel feature extraction method called C-B2DNPP is proposed which 
combines the curvelet transform with bidirectional two-dimensional neighborhood 
preserving projection (B2DNPP) for face recognition in aiming to preserve the local 
neighbourhood structure on data space. In order to improve the performance of the 
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system, the extreme learning machine (ELM) neural network method [165] is used. The 
next section explains in detail the theory of the curvelet transform. 
4.2 Curvelet Multi-resolution Transform  
This section briefly explains the theory of the curvelet transform as well as its 
implementation. Additional mathematical details about the curvelet transform are 
available elsewhere [156]. 
4.2.1 Theory of curvelet transform 
The curvelet transform is one of the most interesting approaches to multi-scale image 
representation [142], and was designed to overcome the limitations of existing multi-
resolution representations. Compared with the use of other multi-resolution techniques 
which result in loss of information, such as the Gabor transform [157], the curvelet 
transform was developed to fully capture information about frequency and discrete 
domains. This reveals information about directions and represents curves as functions of 
different lengths and widths following the law of scaling parabolic 2)(lengthwidth  . 
The curvelet analysis method called second dyadic decomposition (SDD) is shown in 
Figure ‎4.2 . The curvelet transform is defined in discrete domains (Figure ‎4.2 (a)) using 
concentric squares and shears, while concentric circles and rotations are used to define 
the curvelet in the continuous domain (Figure ‎4.2 (b)). Hence, the figure explains the 
division of the curvelet frequency plane in radial (concentric squares or circles) and 
angular (rotations or shears) divisions into wedges (gray area in Figure ‎4.2). Radial 
division results in the decomposition of images in different scales, where the smallest 
scales represent the finest resolution whilst the coarsest resolution is defined as the 
largest scale. The angular division is responsible for the partition of each scale into 
different orientations or angles. The smallest number of orientations can be found at the 
coarsest resolution, while the maximum number of orientations can be found at the 
finest resolution. Therefore, curvelet transform units (wedges) are defined easily by 
their scale and orientation, where the length of each wedge is doubled at every other 
dyadic scale [156].  
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Figure ‎4.2: Curvelet space-frequency tiling, (a): discrete domain, (b): continuous 
domain. The gray shaded areas represent wedges. 
In order to define the curvelet transform mathematically in the continuous domain, 
let x  be a 2-D special variable in space
2R , ω  is a frequency domain variable, and r
and θ  are polar coordinates in frequency domain. Also )(rW is a radial window used 
for radial partition which takes positive arguments and is supported on ]2,2/1[r , and 
)(tV is an angular window used for angular partition that takes real arguments and is 
supported ]1,1[t . Both windows W and V obey the following admissibility 
conditions to ensure a tight frame property: 
,)2/3,4/3(,1)2(2



j
j rrW                                          (‎4.1) 
.)2/1,2/1(,1)1(2



j
ttV                                         (‎4.2) 
For each 0jj  , a frequency window jU  is defined in the Fourier domain as: 
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where, ]2/[ j is the integer part of 
2
j
. Therefore, the support of jU  is a polar wedge 
defined by the support of the windows W and V  at a given scale. 
A waveform )(xφ j  can be defined by its Fourier transform as )()(ˆ ωωφ jj U . So, all 
curvelets at scale 
j2  are obtained by the rotation and translation of jφ . The curvelet 
transform is defined as a function of ),( 21 xxx   at scale 
j2 , orientation tθ , and 
position )2.,2.( 22
1),(
j
j
tθ
lj
kx

 kkR by : 
)),(()(
),(
,,
lj
ktθklj xxφxφ  R                                             ( ‎4.4) 
where tθt
j
t πθllπθ R,20,.....,1,0,.2.2
]2/[   is a rotation matrix by θ , 
1
tθR is 
the inverse of tθR  , and )k,(k 21k is the shift parameter. Thus, the continuous-time 
curvelet coefficient is determined by calculating the inner product of an element 
)( 22 RLf  and curvelet lkjφ ,, : 
.)()(, ,,,,,,
2
dxxφxfφfc lkj
R
lkjlkj                                    (‎4.5) 
Plancherel’s‎theory‎is applied to Equation 4.5, in order to express lkjc ,,  as an integral 
over the entire frequency plane, so that lkjc ,,  becomes: 
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 RU          
‎4.6) 
The curvelet transform has additional coarse scale elements, which can be defined as:  
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Equation 4.5 can be expressed to the discrete curvelet that can be the form used for 
an image ),0](,[ 2121 nxxxxf   in Cartesian space as follows: 
.],[],[
21 ,0
21,,21,, 


nxx
D
lkj
D
lkj xxφxxfc                                        (‎4.8) 
4.2.2 Implementation of the curvelet transform 
In general, there are two generations of the curvelet transform. The first generation was 
proposed by Emmanuel Candès and David Donoho in 1999 [126]. The implementation 
of this generation is defined the curvelet transform as a new transform between wavelet 
and ridgelet transform. It can be summarized in four main steps as follows: 
1. An object nttttf  2121 ,0],,[  is decomposed first into sub-bands by the 
wavelet transform in order to obtain ],[ˆ 21 ttf . 
2. Each sub-band is windowed into squares of a suitable scale of side-length j2 , as 
shown in Figure ‎4.2. 
3. Each square obtained is then renormalized to unit length and width j2 .  
4. Finally, each square is decomposed using the ridgelet transform. 
The second generation of the curvelet transform was proposed in 2002, and then 
Candès and Donoho developed its implementation in 2006. The new transform is faster, 
simpler, and involves less redundancy than the first generation [156]. Two different 
digital implementations of the fast digital curvelet transform (FDCT) were defined as 
follows: 
1. The curvelet transform based on the unequally spaced fast Fourier transform 
(USFFT). 
2. The curvelet transform based on the wrapping of specially selected Fourier 
samples. 
Both of these implementations are linear and take the Cartesian matrix as input, but 
they differ in the choice of spatial grid used to translate the curvelets at each scale and 
angle. A tilted grid aligned with the axes of the window leads to the USFF, while a grid 
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aligned with the input Cartesian grid leads to wrapping. Both transformation methods 
provide output consisting of discrete coefficients, but the wrapping method is a more 
intuitively appropriate approach and requires less computational time [156].  Therefore, 
this chapter adopt the FDCT wrapping method to extract curvelet coefficients. This  
method can be described as follows: 
Let nttttf  2121 ,0],,[  be an image object in Cartesian space, and 
2/,2/],,[ˆ 2121 nnnnnnf  represents its 2-D discrete Fourier transform. Let
)(ωU  denote a discrete localizing window and ],[
~
21 nnjU  is supported on some 
rectangle of length jL1 and width jL2 [156]. Then there are four steps in the 
implementation of curvelets via wrapping, as follows: 
1. Apply the 2-D fast Fourier transform (FFT) to the image object ],[ 21 ttf and 
obtain Fourier samples ],[ˆ 21 nnf . 
2. Form the product ],[ˆ],[
~
2121, nnfnnljU for each scale j  and angle l , where 
],[
~
21 nnjU  is the discrete localizing window ( as shown in Figure ‎4.3 (a)).  
3. Wrap this product around the origin in order to obtain 
],)[ˆ
~
(],[ˆ 21,21, nnfnnf ljlj UW  where the ranges of 21, nn  and θ are
jj LnLn 2211 0,0  , and 4/,4/ ππ respectively; 
j
jL 21  and 
2/
2 2
j
jL  are constants (Figure ‎4.3 (b)). 
4. Apply the inverse 2-D FFT to each ljf ,ˆ , hence obtaining the discrete curvelet 
coefficients D lkjc ,, . 
In the first two steps, an image is divided into radial and angular wedges that follow 
the relationship‎between‎a‎curvelet’s‎length‎and‎width via the application of 2-D FFT to 
an image. Then, the data is re-indexed around the original during step three. Lastly, in 
step four, the inverse 2-D FFT is applied in order to create the discrete curvelet 
coefficients in the spatial domain. In the proposed method, all of the curvelet 
coefficients in each curvelet sub-band are used independently as initial features to 
represent images in order to reveal local information in the image objects. 
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Figure ‎4.3: Wrapping a segment around a discrete localization window: (a) the original 
before wrapping and (b) after wrapping. 
4.3 Bidirectional Two-Dimensional Neighborhood Preserving Projection 
Based on Curvelet Transform (C-B2DNPP) 
This section presents a novel manifold learning method, called bidirectional two-
dimensional neighborhood preserving projection based on the curvelet transform for 
face recognition. In this method, the curvelet transform is aplied first to reveal the 
features of a facial image at different scales and angles. Then, a new B2DNPP is applied 
to curvelet coefficients obtained. This is performed independently for each curvelet sub-
band in order to preserve the local structure of the data samples. For better recognition 
accuracy, all of the features extracted by B2DNPP for each sample in one vector are 
concatenating and fed into the ELM classifier in the classification step. Because the 
B2DNPP is an extension of the 2DNPP method, the latter is briefly reviewed here. 
Then, the problem of bidirectional two-dimensional method is described followed by 
detailed derivation of the B2DNPP. For ease of discussion in the following sections, the 
2DNPP [50] is termed the column-direction 2DNPP. 
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4.3.1 The column-direction 2DNPP 
In 2012, Zhang et al. [50] proposed a two dimensional neighbourhood preserving 
projection method (2DNPP) for face recognition, which extracts features directly using 
2-D image matrices instead of converting there into long 1-D vectors. 2DNPP is derived 
from the NPP method [33], and uses the same NPP procedure to build the weight matrix 
from the nearest neighbor affinity graph. This method improves the accuracy rate and 
reduces computational time compared with the 1-D NPP method. Moreover, it 
overcomes the limitation of under-sample size problem when the number of images 
sampled is lower than that of their dimensions. The mathematical implementation of the 
2DNPP algorithm is given below: 
Let 21R],........,[}{ 21
II
M
 XXXX  be a dataset of M training images. Each image 
mX  is projected into 
21R IPm
Y  in a lower-dimensional space which using the 
transformation function m
T
m XUY 1  where ),R( 1111 11 IP
PI  UU , is a linear 
transformation matrix. And let MMijw
 R][W represent a weight matrix used to 
reconstruct each image from its k nearest neighbors. The projected image iY can be 
obtained by minimizing the following function: 
.YY)Y(
2
2
 
i j
jiji w                                       ( ‎4.9) 
Equation 4.9 aims to minimize the value of )(Y  associated with
)(
21
21R],.......,,[ MIPM
 YYYY . The objective )(Y can be rewritten as follows:  
2
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jiji w IWIIYIWYYYYY     
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T trtr YIWIWIYYIWIIWIY   
}])()[({ 11 2 UXIWIWIXU
T
I
TTtr                                      (‎4.10) 
where  is the Kronecker product, I is the identity matrix of order M, and 
2II is the 
identity matrix of order 2I . In order to produce an orthogonal projection set Y , the 
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constraint 
111 P
TT
IUXXU  is impose the objective function )(Y , where 
1PI  is the 
identity matrix of order 1P .  Thus, the minimization problem is reduced to: 
}])()[({minarg 11 2
111
UXIWIWIXU
UXXU
T
I
TT
I
tr
P
TT


                        ( ‎4.11) 
The solution 1U to the optimization problem is given by the minimum eigenvectors 
of the generalized eigenvalue problem as follows: 
11])()[( 2 UXXUXIWIWIX
TT
I
T λ                            (‎4.12) 
where λ represents the eigenvalue solution of the problem, and 1U  is the basis of the 
eigenvectors corresponding to the 1P smallest generalized eigenvalues. Thus it is clear 
that the column-direction 2DNPP only operates along the column direction of the 
images and ignores information in the row-direction. 
4.3.2 Bidirectional two-dimensional neighborhood preserving projection 
(B2DNPP) 
Actually, 2DNPP preserves the relationships between image columns and performs 
compression only in one direction. However, it does preserve variations between image 
columns, variations between image rows are also useful in pattern recognition 
applications [158, 159]. In contrast to 2DNPP, B2DNPP can effectively reveal the local 
information about variations in columns as well as rows for 2-D images, so it takes full 
advantage of structural information in the original space within facial images. 
Moreover, the proposed B2DNPP approach performs reduction in both the row- and 
column- directions of the image, and therefore it extracts the optimal number of features 
of images in lower-dimensional space and with fewer coefficients, as well as improving 
the preservation of neighborhood relationships.  Consequently, B2DNPP provides much 
better projection matrices from 2-D facial images than either the NPP or 2DNPP 
methods.  
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4.3.2.1 Formulationof the problem of dimensionality reduction 
Consider }{X  as a facial dataset consisting of M training images 
),.....2,1,R( 21 MmIIm 

X . The goal of the bidirectional two-dimensional reduction 
method is to find, )(,R 111 11 IP
PI  U and )(,R 222
22 IPPI  U , which represent 
left- and right- projection matrices respectively with orthonormal columns. Each image 
mX  is projected into a lower dimensional feature matrix 
21R PPm
Y using the 
following transformation function: 
),....,2,1(,21 Mmm
T
m  UXUY                                             (  ‎4.13) 
where mY  represent the linear combination of its k nearest neighbors in the original 
dataset. Using Equation 4.13, each image mX in the original facial dataset can be 
replaced by mY . Since the left- and right- projection matrices eliminate the noise in the 
original facial image space and preserve distinctive properties, therefore the projected 
features }{Y  give the optimal representation of the original facial dataset }{X . 
4.3.2.2 The B2DNPP projection learning 
The B2DNPP algorithm is based on a simple intuition, which starts by constructing an 
optimal weight matrix W  associated with image samples and their k nearest neighbors 
in the same way as NPP explained previously in Section 2.4.4. Then, the optimization 
problem is solved to obtain projection matrices along the column and row directions. 
Finally, the original training facial images }{X  are projected to obtain a new feature 
images set }{Y , which is represented as a linear combination of images }{X along their k 
nearest neighbors. As shown in Figure ‎4.4, the proposed B2DNPP dimensionality 
reduction method operates along 2-D image columns and image rows in order to capture 
useful structural information which can improve recognition accuracy.  
B2DNPP creates the affinity weight matrix W  from the original facial dataset }{X  
using the same procedure as in NPP. Then, the column-direction 2DNPP solves the 
optimization problem to derive the optimal projection matrix 11R1
PI U  which reveals 
information about image columns. In the same way, the row-direction 2DNPP then 
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derives the optimal projection matrix 22R2
PI U , preserving information about image 
rows. When the two projection matrices 1U  and 2U  have been obtained, every 
)( 21 II  image in the training dataset }{X  is projected onto 1U  and 2U simultaneously 
to produce the feature set }{Y  using the transformation function in Equation 4.13. 
Hence, the new dataset }{Y contains M image features of size )( 21 PP   which are 
represented by fewer coefficients. 
 
Figure ‎4.4: Block diagram of the proposed B2DNPP method 
Put more simply the main implementation steps for the B2DNPP algorithm are as 
follows:  
Input: input facial training images set 21R],........,[}{ 21
II
M
 XXXX , the number of 
nearest nieghbor points (k), and the new row- and column-dimensions for the 
reduced space ( 1P and 2P ). 
Output: feature image set .21R},{ PPi
YY . 
Algorithm Steps: 
1. Construct nearest nieghbors graph by determining the k nearest nieghbors of 
each facial image iX using the k-nearest nieghbors method. 
2. Build the affinity weight matrix W  by calculating the weights ijw corresponding 
to each image in the dataset }{X  and its k nearest nieghbors (Equation 2.19). 
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3. Obtain left- and right-projection matrices 1U  and 2U , by solving the generalized 
eigenvectors problem for the column-direction 2DNPP and the row-direction 
2DNPP as follows: 
Column-direction 2DNPP: 
The left optimal matrix 1U can be found through solve Equation 4.12. 
Construct the projection matrix 111
PI RU to be consisting of eigenvectors 
corresponding to the 1P smallest eigenvalues. 
Row-direction 2DNPP: 
As with the derivation of the column-direction 2DNPP shown in Section 
4.3.1 above, the minimization problem of the row-direction 2DNPP can be 
summarized as: 
}])()[({minarg 22 1
222
UXIWIWIXU
UXXU
T
I
TT
I
tr
P
TT


                     (‎4.14) 
where, 
1II is the identity matrix of order 1I , and
21R],........,[}{ 21
II
M
 XXXX . Then, an optimal matrix 22R2
PI U that 
contains 2P  eigenvectors associated with the 2P  smallest eigenvalues, can be 
obtained by solving the following generalized eigenvectors problem: 
.])()[( 221 UXXUXIWIWIX
TT
I
T λ                        (‎4.15) 
4. Calculate the feature matrices ),.......,,( 21 MYYY  of all training facial images 
),.......,,( 21 MXXX  in low dimensional space using the linear transformation 
function ),....,2,1(,21 Mmm
T
m  UXUY . 
The above algorithm describes the unsupervised form of the B2DNPP algorithm, 
which does not need any information related to facial image classes. As in the NPP and 
2DNPP methods, it is easy to extend B2DNPP to a supervised version when labels for 
the training face images are available. This is achieved by selecting the value of  , 
which is the number of nearest neighbors corresponding to the number in the training 
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sample iX . Hence, the nearest neighbor images of a data sample iX  are only 
considered if they belong to the same class as iX . Therefore, supervised B2DNPP can 
combine discriminative information in the weighting of the images.  
4.4 Extreme Learning Machine (ELM) Classifier 
Among pattern recognition techniques, artificial neural networks ANNs have been 
increasingly used as an alternative way to implement basic pattern classifiers such as 
KNN classifiers [160]. ANNs can be viewed as systems inspired by the operation of 
biological neural networks. Their learning systems consist of enormous numbers of 
highly interconnected artificial neurons. These neurons process information according 
to their self-learning capability. The major characteristic of ANNs is that they have the 
capability to achieve a non-linear approximation function, which describes the 
interrelationship between dependent and independent features present in the input data 
samples [161]. Therefore, ANNs are extensively used in pattern recognition, 
classification and regression problems. There are three main advantages of using ANN 
systems: (1) they can perform classification tasks that a linear classifier cannot; (2) the 
network can continue based on its parallel nature even if one element fails to operate; 
and (3) the ANN’s learning does not need to be reprogrammed. However, ANNs  is 
suffer from some limitations such as needing to be trained before use, problems with the 
selection of the number of hidden neurons, over-fitting, and the long processing times 
required for a large network [162]. 
Over the past two decades, many neural network learning systems have been 
developed, such as the back-propagation (BP) algorithm which is designed to be used 
with single-layer and multi-layer models. This is widely used in different applications 
such as image processing, pattern recognition, feature selection and others. Although, it 
is one of the most popular ANN systems, it involves high communication costs, and is 
computationally slow [163]. Recently, Huang et al [164] proposed a new learning 
system called the extreme learning machine (ELM) intelligence technique, which can be 
used to train a single hidden layer feedforward neural network (SLFN) architecture as 
shown in Error! Reference source not found.. The ELM has been used widely in 
various applications such as biometrics, bioinformatics, image processing, signal 
processing, human action recognition, security and data privacy, and human computer 
interfacing. The ELM method outperforms the BP method as well as overcoming some 
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of the limitations of ANNs and support vector machines SVMs, such as poor 
computational ability and slow learning speed [165].   
 
 
Figure ‎4.5 : The architecture of an ELM classifier 
The ELM technique has been attracting attention due to its fast and simple training 
algorithm, which randomly selects input weights. In the ELM algorithm, the input 
weights and the biases of the hidden layer are randomly selected without training, which 
transforms the training of the SLFN into a linear equation system in terms of connecting 
the hidden-layer to the output-layer through the use of output weights. The solution for 
this linear system is obtained using the Moore-Penrose generalized pseudo inverse 
[166]. Therefore, the output weights can be determined by a simple generalized inverse 
operation of the hidden layer output. Consequently, the learning speed of the ELM can 
be several times faster than the BP which iteratively tunes the parameters [167]. 
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The Least-square based approach [164] (e.g. radial basis function (RBF) network 
learning) is usually used in the training of one hidden layer feedforward neural network 
with activation function RRxg :)( , (e.g. Gaussian) ),,(),exp()( 2 xa ii bGxxg  is 
given by: 
 RbμbgbμG iiiii ),(),,( xx                                       ( ‎4.16) 
Where iμ  and ib  are the center and impact factor of the ith RBF hidden node, and 
R refers to the set of all positive real values. The RBF network is a special case of 
SLFNs with RBF nodes in its hidden layer. Each RBF node has its own centroid and 
impact factor, and its output is given by a radially symmetric function of the distance 
between the input and the center. 
The ELM algorithm setup and its steps can be briefly stated as follows [164]: 
Input: Training dataset },.....2,1),,{( NitxL ii  , where 
d
ix R and
m
it R ; the 
hidden neurons number K ; the activation function is (.)g , here g  is a radially 
symmetric kernel function. Such kernels include the popularly used Gaussian 
function: 
  ),exp(,,
2
2
i
i
ii
b
μx
xbμg

  
where μ is the thi kernel’s‎center‎and‎b is its impact width. 
Output: The single hidden layer feedforward neural network (SLFN) with the 
determined output weight vectors miβ R , where iβ is the weight vector that 
connects the thi  hidden neuron to the output layer. 
Algorithm Steps: 
1.  Assign the weight vector 
d
iw R  and bias Rib  randomly, where iw  is the 
weight vector that connects the input layer to the thi  hidden neuron, and ib is the 
bias of the thi  hidden neuron for ki ,....,2,1 . 
2. Determine the H  matrix as follows: 
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3. Compute the Moore–Penrose generalized inverse of the matrix H  [166, 168] of 
the matrix H . 
4. Compute the output weight vector β using the equation: 
 ,THβ
                                                             (‎4.18) 
where: 
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The measured output value for any data sample dx R  can be obtained by:  
 ,~
1



K
i
i
T
ii bxwgβy                                          (‎4.20) 
where 
mβ R  is the output of the ELM algorithm. 
 
4.5 The Proposed C-B2DNPP Method for Face Recognition 
The proposed C-B2DNPP method is divided into two phases, as follows: 
4.5.1 C-B2DNPP training phase 
The proposed C-B2DNPP algorithm involves a new technique for face feature 
extraction based on curvelet multi-resolution analysis. The resulting features are 
combined and inputted to the classifiers. This approach consists of three major stages as 
shown in Figure 4.6 and summarized as follows. 
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1. Pre-processing 
During this stage, all of the training facial images are aligning, rotation and normalized 
to improve the recognition rate as explained previously in Section 3.7. 
 
Figure ‎4.6: Methodology of the proposed C-B2DNPP method. 
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2. Feature extraction 
The most critical step in successful facial recognition is the extraction of a useful feature 
set that can be used to distinguish between different persons. The appropriate extraction 
of a representative feature set can vastly improve the performance of the recognition 
algorithm. Therefore, the proposed feature extraction phase was implemented using two 
independent methods; the first used the curvelet multi-resolution transform and the 
second the proposed bidirectional two-dimensional neighborhood preserving projection 
(B2DNPP) method. 
a. Curvelet Transform 
As discussed in the introduction to this chapter, the multi-scale curvelet transform 
has been proven to be helpful in pattern recognition. It has an effective capability 
representation to curved edge and good directional ability. This make it a robust tool 
for extracting edge information from facial images, especially that concerning 
smoothness along curves [139]. Therefore, in order to extract powerful features, the 
facial images are first decomposed into sub-bands at various angles and different 
scales using the curvelet transform. These sub-bands reveal a representative and 
efficient directional feature set. Figure ‎4.7 shows the curvelet coefficients of a facial 
image decomposed at scale = 4 (coarse, fine, finest), and two angles = 8, 16.  
It can be noticed that the higher curvelet scales, such as six or even five, did not 
improve the recognition accuracy of the proposed method. Therefore, only four 
different scales have been used throughout this research in order to maintain a 
balance between the performance and speed of this system. When using the curvelet 
transform at scale= 4 and angle= 8, 26 decomposed coefficients are produced: 1 
coarse (approximate) sub-band, 8 fine coefficients, 16 further finer coefficients, and 
one finest sub-band.  In this work, the selection of curvelet sub-bands depends on the 
basis of the level of variation that they show. So, the sub-bands that demonstrate 
maximum variation are selected as initial image features to represent each original 
image, as shown in Tables 4.1-4.4 Thus, only the coarse sub-band (which contains 
the maximum energy of the data) in addition to the fine sub-band have been chosen. 
The finer sub-band and finest coefficient with the lowest amount of variation are 
ignored. 
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Figure ‎4.7: Example of curvelet coefficients at 4 scales: (a) original image, (b) coarse 
and fine curvelet coefficients (sub-bands 1-3), and (c) finest coefficient 
(sub-band4). 
 
b. B2DNPP: 
The B2DNPP method has the ability to preserve the manifold subspace of face 
images. As well as this, it performs a kind of dimensionality reduction. Therefore, it 
is applied to the selected curvelet sub-bands independently in order to produce an 
efficient and representative feature set.   
3. Features fusion 
After performing dimensionality reduction, each curvelet sub-band has its own 
B2DNPP features. The features in each sub-band are converted into a vector. Then, all 
of the feature vectors for the different sub-bands are combined into one vector. This 
fusion feature vector can be fed directly to the ELM classifier. 
4.5.2 C-B2DNPP recognition phase  
As shown in Figure 4.6, the C-B2DNPP recognition method that started with the testing 
images consists of 4 stages which are summarized as follows: 
 
1. Pre-processing 
The face area needs to be extracted, and normalized so as to be of standered size. Here, 
the testing images should follow the same pre-processing steps used for the training 
images. 
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2. Feature extraction 
a. Curvelet transform 
The testing images are decomposed using the curvelet transform and curvelet 
coefficients are obtained at two scales and one angle with the value of (8).  Only the 
approximate coefficient and fine coefficients are selected to be used in the 
subsequent steps. 
b. Projection 
After the left- and right- projection matrices has been obtained in the training stage 
by the B2DNPP, each selected coefficient can be directly projected onto the lower 
dimension space using these two matrices in order to extract features from these sub-
bands.  
3. Feature fusion 
Repeating the same fusion process as in the training phase, the feature matrices for the 
different sub-bands are vectorized first, and then combined together in one vector, 
which will be used in the classification step. 
4. Classification  
The classification step is performed by the ELM classifier which has become one of the 
most popular classifiers, as mentioned in the previous section. The training and test 
fusion feature vectors generated by the B2DNPP are used as input into the ELM 
classifier. Only one hidden layer is used. The number of nodes in the hidden layer 
should be less than or equal to the number of training samples [164], while the number 
of neurons in the output layers is automatically determined according to the number of 
the classes in the training vectors. The root mean square error (RMSE) is used to 
evaluate the prediction performance of the ELM classifier using the following formula: 
,)~(
1
1
2


N
i
ii yy
N
RMSE                                           (‎4.21) 
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where N is the number of facial images in the testing set, iy  represents the actual class 
value of the testing image x , and iy
~  represents the expected class value of the same 
testing image. 
4.6 Experiment Results 
This section compares the facial recognition performance of the proposed two 
algorithms B2DNPP and C-B2DNPP, in addition to other popular two-dimensional and 
bidirectional two-dimensional techniques including 2DPCA [47], 2DLDA [48], 2DLPP 
[49], 2DNPP [50], (2D)2PCA [51], (2D)2FLD [52], B2DLPP [53], and 
curvelet+B2DPCA [54], are compared for facial recognition. After that, the effect of 
dimensionality reduction for the B2DNPP method is investigated.  Three benchmark 
facial databases, ORL [117], AR [118] and FERET [119, 120], were used to evaluate 
the effectiveness of the proposed methods B2DNPP and C-B2DNPP, which was 
measured in terms of error rate using the following equation. 
Error rate =   ,/100 nonono tct                                   (‎4.22) 
where not is the total number of testing images and noc is the total number of correctly 
classified images.  
4.6.1 Proposed algorithm and setting 
The proposed method is based on the decomposition of images using the curvelet 
transform. Then, B2DNPP is applied to the curvelet coefficients to obtain distinctive 
feature vectors. These vectors are used later to classify the images using the ELM 
classifier to perform the identification task. The block diagram of the proposed method 
is shown Figure 4.6. 
The original ORL images are greyscale, while images from both AR and FERET are 
colour. Therefore, in the present study, all facial images in AR and FERET datasets 
were converted into gray level images, represented by eight bits (256 gray levels). A 
cropping process was applied to all images in order to isolate the regions of interest. 
The cropped images were resized and normalized to 8080  pixel. The three datasets 
were randomly divided into training and testing subsets, such that 40% of the images for 
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each subject were used as gallery subset and 60% used as the probe subset. Initial image 
features were extracted by performing a discrete curvelet transform on each of the 
training images in each database. The number of scales in the curvelet transform can be 
determined as follows: 
,3)),(min(2log 21  IIScale                                              (‎4.23) 
where 1I and 2I  are the length- and width of any image respectively. Therefore, an 
image of size 8080  is decomposed at 4 scale values (coarse, fine, further fine, and 
finest) using Equation 4.22 as shown in Figure ‎4.8. The value or size of angles in each 
scale or sub-band should be multiples of 4. The coarse (first) and the finest (last) 
curvelet sub-bands each consist of one coefficient, so angle values do not need to be set. 
The angle value in the second- and third- fine sub-bands is set at 8 and 16 angular 
orientations respectively. Sub-band selection is performed which corresponds to the 
highest value of variation. The amount of variation in each coefficient in all sub-bands 
is computed for the three databases. Tables 4.1-4.4 show the amount of variation of the 
sub-bands in the images in all datasets. The directional coefficients in each curvelet 
scale are symmetrical, as shown in Tables 4.1-4.4  and this justifies the method of 
selecting coefficients used. Therefore, only the coarse coefficient with size )1313(  , 
and four coefficients from the second sub-bands have been selected: (two of size 2712
, and two of size 1227 ).  
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Figure ‎4.8: Curvelet coefficients at 4 scales and different directions. 
Table ‎4.1: Variance of curvelet sub-band 1 in different databases 
  Database/ 
Coefficients 
Size 
(Row Column) 
ORL 
Variance   
AR 
Variance  
FERET 
Variance  
Coefficient 13    13 12915 63509 64046 
 
 
Table ‎4.2: Variance of curvelet sub-band 2 in different databases 
Database/ 
Coefficients 
Size 
(Row Column) 
ORL 
Variance   
AR 
Variance  
FERET 
Variance  
Coefficient_1 12    27 450.56 928.72 794.83 
Coefficient_2 12    27 601.77 678.89 800.28 
Coefficient_3 27    12 449.36 755.39 781.32 
Coefficient_4 27    12 464.43 591.12 922.66 
Coefficient_5 12    27 450.56 928.72 794.83 
Coefficient_6 12    27 601.77 678.89 800.28 
Coefficient_7 27    12 449.36 755.39 781.32 
Coefficient_8 27    12 464.43 591.12 922.66 
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Table ‎4.3: Variance of curvelet sub-band 3 in different databases 
Database/ 
Coefficients 
Size 
(Row Column) 
ORL 
Variance  
AR 
Variance  
FERET 
Variance  
Coefficient_1 22    28 21.31 21.68 28.75 
Coefficient_2 20    26 102.17 282.72 282.28 
Coefficient_3 20    26 174.37 273.14 333.18 
Coefficient_4 22    28 37.30 22.02 36.81 
Coefficient_5 28    22 24.84 53.13 52.70 
Coefficient_6 26    20 87.07 132.27 249.06 
Coefficient_7 26    20 86.93 107.81 130.48 
Coefficient_8 28    22 19.57 16.92 57.79 
Coefficient_9 22    28 21.31 21.68 28.75 
Coefficient_10 20    26 102.17 282.72 282.28 
Coefficient_11 20    26 174.37 273.14 333.18 
Coefficient_12 22    28 21.314 22.02 36.81 
Coefficient_13 20    26 102.17 53.13 52.70 
Coefficient_14 20    26 174.37 132.27 249.06 
Coefficient_15 22    28 37.30 107.81 130.48 
Coefficient_16 28    22 24.84 16.92 57.79 
 
Table ‎4.4: Variance of curvelet sub-band 4 in different databases 
Database/ 
Coefficients 
Size 
(Row Column) 
ORL 
Variance   
AR 
Variance  
FERET 
Variance  
Coefficient 80    80 32.93 46.72 76.48 
 
Tables 4.5 - Table 4.7 show that the proposed sub-band selection method which 
combines sub-band 1 and four coefficients from sub-band 2 achieves at improvement in 
error rate compared with that for single subband 1, sub-band 2, sub-band 3, and sub-
band 4 in for all three databases ORL, AR, and FERET.  
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Table ‎4.5: Error rate (%) in each sub-band for the ORL database. 
Sub-band Error rate (%) 
Sub-band1  4.0 
Sub-band2 4.9 
Sub-band3  6.3 
Sub-band4 9.3 
Sub-band1+Sub-band2 
Proposed C-B2DNPP method  
3.5 
 
Table ‎4.6: Error rate (%) in each sub-band for the AR database. 
Sub-band Error rate (%) 
Sub-band1  2.1 
Sub-band2 3.0 
Sub-band3  5.6 
Sub-band4 8.4 
Sub-band1+Sub-band2 
Proposed C-B2DNPP method  
2.0 
 
Table ‎4.7: Error rate (%) in each sub-band for the FERET database. 
Sub-band Error rate (%) 
Sub-band1  15.4 
Sub-band2 16.6 
Sub-band3  18.7 
Sub-band4 21.4 
Sub-band1+Sub-band2 
Proposed C-B2DNPP method  
14.2 
After that, three distinctive intermediate feature subsets are obtained by applying the 
B2DNPP to the selected curvelet coefficients of three different sizes )1313(  , )2712( 
, and )1227(  . These extracted image features preserve the local and spatial 
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information of the data space, which is important in pattern recognition [32]. The 
reduction of dimensionality of each feature subset is performed by calculating the 
weight matrix, then finding two transformation matrices 1U and 2U  that reduce the 
dimension of the rows and columns respectively. Therefore, an image of size 21 II   in 
a sub-set is transformed into a feature image of size
21 PP  , where ( 11 IP  ) and
)( 22 IP  , as explained in Section 4.3.2.2. The values of 1P and 2P  are set by choosing 
the best number of eigenvectors according to the overall average error rate for the C-
B2DNPP method. In each sub-set, each image feature is converted into a vector. Then, 
all of the three vectors are combined into one fusion vector, which will be used later in 
the classification stage. Finally, the fusion vectors extracted from the training and 
testing images for each dataset are fed to the ELM classifier in order to judge the 
performance of the C-B2DNPP approach. All of the experiments were undertaken using 
a PENTIUM 4 PC with 3.2 GHz CPU and 4 GB memory, and MATLAB [169] was 
used to carry out all of these experiments. Each experiment was repeated 50 times, and 
the average error rate taken. Different tests were performed on each database using a 
certain number training samples per subject in each different experiment. The remaining 
images per subject were used for the testing phase. For SN  facial images per subject, 
and TiN  training images for each subject, there are WN various ways to select these TiN
. The WN can be calculated as follows: 
!)!(
!
TiTiS
S
W
NNN
N
N

                                               (4.24) 
For example, for ORL databases, we have SN =10 and TiN =5, therefore WN =252. 
In order to cover significant portion of the space, we performed the experiments for 50 
times. The best number of eigenvectors was based on performance, according to the 
overall average error rate. The B2DNPP is based on unsupervised setting and so does 
not need any further information to determine the value of k nearest neighbor images.   
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4.6.2 Experiment using ORL synthetic data 
This experiment on the ORL database was performed using 40 subjects for both training 
and test phases. Five images per subject were randomly selected for the training phase 
and the remaining 5 images for testing. Table ‎4.8 illustrates the best error rate from all 
of the methods used in the experiments. From this table, it is clear that the B2DNPP and 
C-B2DNPP achieve the best error rates compared with the other methods, including the 
2DNPP [50] and curvelet-B2DPCA [54]. The methods proposed here give decreases in 
error rate of more than 40% and 32% respectively compared to 2DNPP and curvelet-
B2DPCA. 
Figure ‎4.9 and Figure 4.10 show the comparison between the proposed C-B2DNPP 
method and the two-dimensional methods 2DPCA, 2DLDA, 2DLPP, 2DNPP, as well as 
their bidirectional algorithm forms (2D)2PCA, (2D)2FLD, B2DLPP, C-B2PAC. In this 
experiment, the error rate (%) is computed for various numbers of training images for 
each individual. A different number Tn (Tn=2, 3, 4, 5, 6) of images per subject was 
randomly selected for the training set, and the rest of the images were used as testing 
images.  
Table ‎4.8: Comparison of error rates (%) using the ORL database. 
Method       Error rate (%) 
2DPCA 5 64 10.5 
2DLDA 5 64 6.4 
2DLPP 5 64 6.8 
2DNPP 9 64 5.9 
(2D)2DPCA 15 20 8.5 
(2D)2FLD 14 10 4.9 
B2DLPP 11 13 5.5 
C-B2DPCA 28 5.2 
B2DNPP 13 13 4.1 
C-B2DNPP 22 3.5 
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Figure ‎4.9: Error rate (%) performance of C-B2DNPP and two dimensional methods  
for ORL database 
 
 
Figure ‎4.10: Error rate (%) performance of C-B2DNPP and bidirectional two-
dimensional methods for ORL database 
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4.6.3 Experiment using AR synthetic data 
For the AR database experiments, 50 male and 50 female were used, giving 100 
individual subjects in total. Four images from each subject were used, as shown in 
Figure ‎4.11 (a)-(d). So that two randomly chosen images were selected for training and 
the two remaining images for testing.  
Table ‎4.9 shows that C-B2DNPP obtained better results compared with most of the 
other methods, about 45% and 47% respectively better than 2DNPP and curvelet-
B2DPCA. Nevertheless, (2D)2FLD performed slightly better than B2DNPP and C-
B2DNPP.  
 
Figure ‎4.11: A sample from the AR dataset.  
Table  4.9: Comparison of error rates (%) using the AR database. 
Method   
      
    Error rate (%) 
2DPCA 10 64 8.2 
2DLDA 6 64 2.2 
2DLPP 5 64 6.8 
2DNPP 5 64 3.7 
(2D)2DPCA 15 25 6.5 
(2D)2FLD 10 20 1.8 
B2DLPP 12 13 4.7 
C-B2DPCA 45 3.8 
B2DNPP 9 20 2.2 
C-B2DNPP 27 2.0 
4.6.4 Experiment using FERET synthetic data 
For the FERET experiments, 100 subjects that who have at least 11 images with 
different poses in the database were considered. Five training images per class were 
randomly selected, and the other samples were used for testing.  Table ‎4.10 displays the 
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results and it is clear that the C-B2DNPP achieved better performance with smaller 
error rates than all of the other methods, with 27% and 31% performance improvement 
over 2DNPP and curvelet-B2DPCA respectively. 
Table ‎4.10: Comparison of error rates (%) using the FERET database. 
Method       Error rate (%) 
2DPCA 13 64 41.8 
2DLDA 3 64 26.4 
2DLPP 5 64 26.5 
2DNPP 9 64 19.7 
(2D)2DPCA 15 25 30.1 
(2D)2FLD 12 15 19.3 
B2DLPP 11 16 17.2 
C-B2DPCA 30 20.7 
B2DNPP 14 4 16.0 
C-B2DNPP 24 14.2 
 
 
 
Figure ‎4.12: Error rate (%) performance of C-B2DNPP and two dimensional methods  
for FERET database 
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Figure ‎4.13: Error rate (%) performance of C-B2DNPP and bidirectional two-
dimensional methods for FERET database 
The results obtained with different numbers of training images are shown in Figure 
‎4.12 and Figure 4.13, which allow a comparison of the proposed C-B2DNPP method 
and different two-dimensional methods (2DPCA, 2DLDA, 2DLPP, 2DNPP), and the 
corresponding bidirectional algorithms ((2D)2PCA, (2D)2FLD, B2DLPP, C-B2PAC). 
4.6.5 Dimensionality selection 
In the C-B2DNPP approach, two targeted dimensionality values ),( 21 PP  have to be 
determined manually before solving the B2DNPP. Therefore, a number of experiments 
were performed to determine the importance of selecting the values of these two 
parameters. These experiments were performed for  the proposed C-B2DNPP method 
and all other bidirectional two-dimensional methods mentioned in this chapter 
(2D)2PCA, (2D)2FLD, B2DLPP, C-B2PAC) using all three databases (ORL, AR, and 
FERET). The tests were intended to find the error rate (%) for each of these methods 
while varying the value of )( 21 PP  from 2 to 100. Started with the value 2, then 
increasing this value by 2 each time until the value (40), after that the increasing value 
E
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) 
No. of training image 
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will changed to be (10) until the value (100) . After that, the number of eigenvectors 
),( 21 PP was selected for each dataset which lead to the greatest reduction in error rate.  
Figure ‎4.14 shows that both the C-B2DNPP and C-B2DPCA methods work well 
even when the number of eigenvectors selected for the ORL database is varied. The 
proposed method performed slightly better than C-B2DPCA. It achieved an error rate of 
2.2 using 22 eigenvectors, while C-B2DPCA used 28 features in achieving an error rate 
of 3.8. For the AR database, Figure ‎4.15 shows that C-B2DNPP obtained an error rate 
of 2.0 using 27 features, while C-B2DPCA achieved a 3.8 error rate using 45 
eigenvectors.  It is clear that the proposed method results in lower error rates than C-
B2DPCA, while needing fewer coefficients. Figure ‎4.16 illustrates that C-B2DNPP 
achieved the best error rates irrespective of number of features. And it also obtained a 
lowest error rate of 14.2, which is less with than the other methods even a slightly 
smaller number of eigenvectors. 
These experiments prove that C-B2DNPP obtained better error rates while using the 
fewest extracted eigenvectors compared to C-B2DPCA. Therefore, the proposed 
method significantly outperforms C-B2DPCA when used with all the different 
databases.  
 
Figure ‎4.14: Error rate (%) against number of eigenvectors for ORL database. 
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Figure ‎4.15: Error rate (%) against number of eigenvectors for AR database. 
 
  
Figure ‎4.16: Error rate (%) against number of eigenvectors for FERET database. 
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4.6.6 Discussion  
A number of conclusions can be drawn from the results shown in the tables and 
presented in figures this chapter, as follows: 
1. The extensive experiments performed on facial images to evaluate the proposed 
method have proved that the proposed C-B2DNPP gives promising performance 
which is better than all of the other method tested. Compared with 2DNPP, the 
proposed C-B2DNPP method achieves improvements in error rate of more than 
45%, 47%, and 27% respectively with the ORL, AR, and FERET databases. 
Measurement of the numbers of eigenvectors needed to achieve the smallest error 
rates are reduced by over 88%, 43%, and 88% respectively for the ORL, AR, and 
FERET databases. 
2. Figures 4.9 and 4.12 show from the error rates achieved that the proposed C-
B2DNPP approach consistently outperforms all two-dimensional methods 
(2DPCA, 2DLDA, 2DLPP, 2DNPP) across the ORL and FERET databases. It 
was not possible to perform the same experiment using the AR database since 
only four AR images per subject are used in these experiments. The comparisons 
with bidirectional two-dimensional methods such as (2D)2PCA, (2D)2FLD, 
B2DLPP, and C-B2PAC, Figures 4.10 and 4.13 showed that the proposed 
method gives significantly improved recognition performance. Also, it is clear 
that the B2DPCA-based curvelet transform is suitable when a smaller number of 
training images is available because it obtained error rates lower than those from 
C-B2DNPP with two and also three training images per subject. However, C-
B2DNPP can achieve much higher classification rates when the number of 
training images per person increases to more than 3 images.  
3. Figures 4.10 and 4.13 show that the number of eigenvectors required for C-
B2DNPP to achieve smaller lower error rates decreases when the number of 
training images per subject increases. The error rate achieved reaches its lowest 
value using fewer features, and the rate of recognition error gradually increases 
with increasing numbers of eigenvectors, as illustrated in Figures 4.14– 4.16. It 
can be noticed from these three figures, however  that the classification error rate 
using the B2DPCA-based curvelet transform not affected by increasing numbers 
of eigenvectors since lower error rates were achieved. Meanwhile with C-
B2DNPP, increasing the number of eigenvectors may slightly increase the error 
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rate, especially for the ORL and AR databases. So with the C-B2DNPP, it is 
important to select suitable and correctly targeted values of dimensionality 
),( 21 PP and sufficient enough numbers of training images in order to achieved 
smaller error rates.  
4. Compared with the previously study that used only the coarse curvelet coefficient 
[54], this study selected the coarse sub-band and only half of the coefficients in 
sub-band 2 associated with the curvelet coefficients that contained high levels of 
variance, as shown in Tables 4.1-4.4. Therefore, the curvelet selection method 
applied in this research leads to improvement the performance of the 
classification system, as shown in Table ‎4.5- 4.7 for the different databases.  
5. The B2DPCA-based curvelet transform method proposed before [54] calculated 
two weight matrices which independently reduced the column and row 
directions. The authors of that study found a weight matrix in order to find the 
transform matrix that reduce of the column direction, and then calculated another 
weight matrix to extract the projection matrix that reduced the rows. Unlike with 
B2DPCA, the B2DNPP finds one weight matrix which is used to obtain two 
transformation matrices that immediately translate the rows and columns of the 
image data from high to low dimensions using Equation 4.13. This method helps 
further reduce the computational cost of the dimensionality reduction process. 
6. Figures 4.14- 4.16 show that the proposed C-B2DNPP is better than C-B2DPCA 
for the ORL and AR, and even the FERET datasets. It achieved lower error rates 
with fewer eigenvectors. This has proven that adding four coefficients from the 
second curvelet sub-band can improve the classification rate and reduce the 
number of the features needed to achieve better error rates.  
7. Although the proposed B2DNPP worked well compared with most other methods 
for all of the databases used, and the C-B2DNPP further improved the 
performance of classification,  
8. Table ‎4.9 shows that (2D)2FLD obtained a slightly better error rate only for the 
AR database with images which contain variations in facial expression, achieving 
a recognition error rate 0.2% higher than that of C-B2DNPP. The conclusion 
from this case is that global information and variation could be important in 
increasing recognition rate when classifying facial images with which contain 
different expressions for the same subject.  
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4.7 Summary  
This chapter has introduced two new dimensionality reduction approaches. The first is 
called B2DNPP and addresses the problem of bidirectional two-dimensional human 
facial recognition. It expands the two-dimensional neighborhood preserving projection 
(2DNPP) method to its bidirectional two-dimensional form. Compared with 2DNPP, 
which performs the reduction only on one direction in an image, the proposed B2DNPP 
works on the two directions of image rows and columns. So, it has the ability to reveal 
the variations between these two directions. The second approach presented in this 
chapter is called C-B2DNPP and is a new feature extraction method based on the 
proposed B2DNPP algorithm which uses feature coefficient sets obtained by the 
curvelet transform. The proposed method uses a new method of selecting sub-bands 
depending on the levels of variation in the curvelet coefficients. Therefore, it combines 
sub-band 1 and four coefficients from sub-band 2 and this improves the error rates 
achieved compared with those from using a single subband 1, sub-band 2, sub-band 3, 
and sub-band 4 in all three databases; ORL, AR, and FERET. An extreme learning 
machine (ELM) for single-hidden layer feedforward neural networks was used in order 
to examine the performance of the C-B2DNPP framework.  
To evaluate the performance of B2DNPE and C-B2DNPP, experiments have been 
performed on the three benchmark human facial databases, ORL, AR, and FERET. 
These experiments show that the performance of B2DNPE is more accurate than other 
methods such as 2DPCA, 2DLDA, 2DLPP, 2DNPP, (2D)2PCA, (2D)2FLD, B2DLPP, 
and C-B2PAC. It outperforms the 2DNPP method in all of the experiments on various 
databases with respect to recognition rate and the number of selected eigenvectors. 
Compared with the 2DNPP, which achieved classification error rates of 5.9%, 3.7%, 
and 19.7%, the B2DNPP achieved rates of 4.1%, 2.2%, and 16.0 error rate for the ORL, 
AR, and FERET respectively. Also, the number of eigenvectors used with B2DNPP was 
reduced over 88%, 43% and 88% for the ORL, AR, and FERET respectively.   
The results obtained also show that the features selected by B2DNPP based on the 
curvelet transform deliver much better performance compared to those with the 
B2DNPP and other methods such as B2DPCA based on the curvelet transform, while 
still requiring fewer eigenvectors. Therefore, the classification error rate using C-
B2DNPP is further decreased, achieving approximately over 14%, 9% and 11% 
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improvements in comparison with B2DNPP for the ORL, AR, and FERET databases 
respectively, whilst number of features is significantly reduced by over 86%, 85% and 
57%. So C-B2DNPE outperforms all of the other methods cited in this thesis with 
respect to the classification error rate, number of eigenvectors, and computational time. 
 In general, the naturel of facial images is a result of the composite consequence of 
multiple factors. Therefore, it is better to extract useful information from tensotial data 
directly rather than converting 2-D images into vectors or matrices. Multilinear algebra 
offers a natural method to handle images that consist of more than two dimensions or an 
even larger number of multilinear dimensions. Because of this, and in order to improve 
the performance of the B2DNPP method, the next chapter expands the general NPP 
method to its multilinear form, which is called multilinear neighborhood preserving 
projection (MNPP) for face recognition.   
 
  
Chapter 5:  
Multilinear Neighborhood Preserving 
Projection for Face Recognition 
 
The facial images are naturally a composite consequence of multiple factors and 
modes, resulting in so-called tensorial data. These tensorial objects have to be 
vectorized in order to apply the NPP to this higher-order data of greater than two 
dimensions. Thus, it is better to extract useful information from tensotial data directly 
rather than using vectors. Multilinear algebra offers a natural approach to handle images 
that are the consequence of any number of multilinear factors and to address the 
difficult problem of disentangling the constituent factors or modes. 
In order to improve NPP, which is suitable for use with vectors, and B2DNPP that is 
used only for matrices, this chapter proposes a novel method of supervised and 
unsupervised multilinear neighborhood preserving projection (MNPP) for face 
recognition. Unlike conventional neighborhood preserving projections, the MNPP 
method operates directly on the tensorial data rather than on vectors or matrices. It aims 
to solve the problem of tensorial representation for multidimensional feature extraction, 
classification and recognition. Thus, the proposed MNPP method addresses the pink 
shaded empty box as shown in Table ‎3.1 (page 53) under multi-dimensional projection. 
As opposed to the traditional approaches such as NPP and 2DNPP, as well as B2DNPP, 
which derives only one or even two subspaces, in the MNPP method multiple 
interrelated subspaces are obtained by unfolding the tensor over different tensor 
directions. The number of subspaces derived by MNPP is determined by the order of the 
tensor space. This approach involving higher order tensors can be used for face 
recognition and biometrical security classification problems. The performance 
advantages of the proposed MNPP method over existing techniques are demonstrated 
using the three benchmark facial datasets ORL, AR, and FERET. The results prove that 
MNPP outperforms standard approaches across all experiments in terms of error rate. 
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This chapter begins by explaining the main difference between the proposed MNPP 
method and some of the other existing approaches, as well as describing the advantages 
of the MNPP method in Section 5.1. Section 5.2 then formulates the multilinear analysis 
for the NPP method. Section 5.3 then discusses issues with the MNPP design, including 
the initialization of projection, the iterative algorithm, the termination procedure, 
convergence, and the projection order. Section 5.4 demonstrates the associated 
recognition problem. Section 5 then describes the results of the proposed method using 
the three facial datasets with a discussion of the results and a summary of the major 
findings of this work. Finally, the conclusions are provided in Section 5.6. 
5.1 Introduction 
Face images are naturally in the form of second or higher order tensors, and video 
sequences with 2-D gray level images can also be viewed as third-order tensors with 
column, row, and depth modes. In the most active area of biometrics research, and 
especially in the fields of face recognition and detection, third-order tensors have 
become an important research area in attempts to reveal the essential structures of data 
analysis. The traditional linear subspace learning used in dimensionality reduction 
techniques represents input data as vectors or 2-D matrices and is used to achieve an 
optimal linear mapping to a lower-dimensional space. Unfortunately, these 
representations become inadequate when dealing with tensorial data, and they result in 
the loss of information about the natural structure and correlations in the original 
multidimensional data. One of the key problems in data analysis for pattern recognition 
and computer vision is finding a suitable type of representation of the data. It is more 
appropriate to handle tensor representation directly rather than relying on vector or 
matrix representations. Thus, multilinear subspace learning which operates directly on 
the tensor objects is desirable, and such methods have great potential in processing such 
objects. In the last few years, the multilinear algebra of higher order tensors has 
received wide attention, as many researchers have begun to represent data in their 
natural form [45, 46, 170-172]. As such, it has been applied in analyzing the multifactor 
structure of images [45]. Therefore, a multi-dimensional neighborhood preserving 
projection method (MNPP) is developed in the present research for multilinear feature 
extraction, as shown in Figure 5.1. This process consists of three main steps: 1) pre-
processing, which normalizes the tensorial data to ensure that all tensors are of the same 
size [104]; 2) the MNPP framework, which can preserve the relationships among the 
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natural tensorial or multilinear data as the main element of this system; and 3) 
classification, which recognizes faces by classifying the MNPP feature vectors. 
The advantages of the proposed MNPP method over 1-D and 2-D methods can be 
summarized in four categories as follows. Firstly, the MNPP method naturally 
represents multidimensional objects as higher-order tensors. Secondly, the MNPP 
method maps high-dimensional tensors onto lower dimensional data space by 
implementing compression in all directions. And thirdly this method preserves the 
inherent geometry of data samples by eliminating noise and redundant data. Finally, the 
MNPP method supports robust recognition despite the presence of many different 
complicating factors such as changes in illumination. Unlike 2DNPP [50], which 
implements compression and preserves relationships in only the row direction, MNPP 
performs reduction and preserves the hidden relationships in all directions. Furthermore, 
it has other significant advantages over some of the other multilinear face recognition 
methods, such as MPCA [46], DATER [26] and ND-TSNE [44]. In comparison with 
MPCA and DATER, which both save the global structure of the data samples at the cost 
of losing major information relevant to the local geometry of the neighbors, MNPP 
protects the local manifold structure, which is more important than the global Euclidean 
structure. This is especially relevant in face recognition and data reduction problems. A 
categorization showing whether or not the different methods can operate in either 
supervised or unsupervised learning modes is shown in Table 5.1. Unlike ND-TSNE, 
which is sensitive to the selected width of a Gaussian envelope, MNPP does not require 
any selection of parameters during the construction of the neighborhood weighting 
affinity matrix. Therefore, using the suggested approach, MNPP can enhance view-
based facial recognition and provides levels of recognition performance better than all 
of the above-mentioned methods. 
The proposed method has been effectively tested on the three face datasets ORL 
[117], AR [118] and FERET [119, 120] of which each contains images with varying 
parameters of viewpoint, illumination and facial expression. The experiments show that 
MNPP obtains significantly improved results and avoids the significant problems of 
other 1-D, 2-D and competing multi-dimensional methods [14, 15, 31, 33, 46-50, 53, 
171, 172]. Also, it is clear that the proposed method can be especially useful when 
applied in of human face recognition, where database samples are naturally represented 
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as matrices or higher-order tensors instead of vectors. It has been seen that superior 
results can be obtained with the MNPP in comparison to the 2D NPP [50]. 
This chapter offers a number of research contributions. Firstly, it proposes a new 
method of multilinear neighborhood preserving projection (MNPP), which naturally 
extends the standard 1-D NPP to the multilinear case. Beside this, MNPP can be 
implemented in either an unsupervised or supervised way, where the latter may require 
prior knowledge related to the number of neighboors.  Secondly, the MNPP preserves 
and naturally estimates the intrinsic local geometric and topological properties of the 
tensorial data space. Thirdly, it solves the problem of tensors representation in tensor 
object feature extraction and recognition. Fourthly, it does not suffer from the so-called 
curse of dimensionality the associated high computational costs. Finally in this chapter, 
broad comparisons are made between the MNPP and other methods, in particular with 
the 2DNPP and other techniques such as MPCA, DATER, ND-TSNE, 2DNPP, 2DPCA, 
2DLDA, 2DLPP, PCA, LDA, NPP, and LPP. 
Table ‎5.1: Categorization of Different Methods 
Method Supervised Unsupervised 
MNPP Y Y 
2DNPP[50] Y Y 
DATER [26] Y
1
 N 
ND-TSNE [44] Y
1
 N 
MPCA [46] N Y 
1 require additional information about the class labels 
5.2 Multi-dimensional Neighborhood Preserving Projection Approach 
(MNPP) 
As previously highlighted, the number of data processing tasks required in manipulating 
tensorial data has increased enormously over recent years so as to become a serious 
limitation. In order to process this tensorial data and its natural multi-dimensional 
structure, it is necessary to reduce its dimensionality or use feature extraction 
techniques. 
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This section proposes a multilinear neighborhood preserving projection recognition 
(MNPP) method for feature extraction, which can learn an optimal subspace that 
preserves the local relationships of the data manifold and is also able to obtain an 
acceptable recognition rate in facial recognition.  A weight matrix, which describes the 
relationship between each data point and its k nearest neighbors (k-NNs) in an optimal 
way, is built according to [14] and as shown in Figure 5.1. In order to preserve the data 
space with reduced dimensionality, an optimal projection of the neighborhood structure 
must be found.  As previously indicated in Table 1, the MNPP can be performed in 
either supervised or unsupervised mode. When class information is available, this can 
be incorporated so as to build a better weight matrix. Further detailed theoretical 
justifications of the MNPP algorithm are provided in section 3.3. 
 
Figure ‎5.1: Block Diagram of MNPP System for Face Recognition 
Testing Image 
image per subject 
Matched Image 
image per subject 
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5.2.1 Multilinear dimensionality reduction problem formulation 
To explain the general problem of multilinear dimensionality reduction, let { X } be a 
set of M training tensor objects ( N
III
m R
 ......21X , Mm ,....,2,1 ).  The objective of 
the MNPP is to define N multilinear projection matrices },....,2,1,{ )( NnR nn PIn  U , 
which maps the original M tensor N
III
m R
 ......21X  into a smaller tensorial set 
NPPP
m R
 ......21Y with NnIP nn ,....2,1,  , such that each tensor object mX can be 
represented directly by mY  using the transformation function
.......... )()2(2
)1(
1
TN
N
TT
UUU  XY The new dimensionality nP  is assumed to 
be known for all modes n , Nn ,....2,1 . The objective of MNPP is to determine N 
transformation matrices },....,2,1,{
)( NnR nn PIn  U that minimize the cost function
(Y) , can be shown as: 
.)(minarg},....,2,1,{
)()2()1( ,.....,,
)(
NUUU
n φNn YU                                 ‎5.1)                       
5.2.2  Neighborhood weighting 
We can construct a nearest neighbor graph G  with M tensor objects in order to model 
the local geometrical structure of the data manifold [173]. Let 
KMR W be the optimal 
weight matrix of G  where the data reflects intrinsic geometric properties and relates 
each tensor object to its neighbors in a local way.  Therefore, each component of ijw is 
the optimal weight of the edge between the tensor i  and tensor j . The basic assumption 
here is that each tensor sample and its k-nearest neighbor points lie on a locally linear 
manifold. Therefore, each tensor object can be rebuilt using the linear combination of its 
k-nearest neighbor [31]. Here, the number of neighbors k is assumed to be 
predetermined. In preserving the local structure, a proper criterion of construction of the 
affinity matrix W minimizes the following objective function: 
,)(
2
 
i
jiji wδ
j
xxW                                              (‎5.2) 
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with the constraint that kjw
j
ij ,...,2,1,1  . The objective function in Equation 5.2 
increases the error rate if iX  is mapped too far from its neighbor point jX . Therefore, 
minimizing this distance ensures that iX  and jX  are close to each other. The 
components of W  can be defined by [33, 72]: 
,
1
1
:,
eGe
eG



Ti
w                                                     (‎5.3) 
where e  is the vector such that, T]1,....1[e , and 
KKR G denotes the local Grammian 
matrix associated with the column vector 
1......21  N
III
i Rs   of tensor iX . The entries of 
G can be determined by: 
.)()( KKvi
T
uiuv Rssss
g                                     (‎5.4) 
The above is a constrained least squares problem that can be solved by Equation 5.3 
using the inverse of G. The MNPP method uses the same affinity weight matrix as 
reported in a preivous study [33]. This matrix is used to reconstruct iX , which is the 
data point that is derived from its neighbors in the original space. The weights ijw  are 
invariant to rotation, scaling and translation [72]. As a result, they preserve the intrinsic 
geometry of the underlying manifold. The derivation of the projection iY  in the lower 
dimensional space is then produced by its corresponding neighbors. 
5.2.3 The derivation of MNPP solution and projection learning 
The MNPP approach decomposes each mode-n of tensor i  with the objective of taking 
into consideration the neighborhood relationships of the training dataset Nn ,....2,1 . 
Therefore, it models the N-dimensional data in a natural way without any rasterization. 
Such methods extract the essential information from the natural tensorial data by 
finding a more compact representation of the original data. The proposed method 
therefore captures the maximum variation of the input tensors with very little loss of 
information.  
Let nn
PIn R )(U be the mode-n transformation matrices with nn IP  , where nP  is 
the dimension of the reduced space nI  and nI  is the dimension number n  for 
Chapter 5:  ..................................................................... Multilinear Neighborhood Preserving.. 
-112- 
 
Nn ,....,2,1 . Since the projection onto an N order tensor subspace consists of N
projections to vector subspaces, optimization problems can be solved by finding the 
)(n
U  which minimizes the reconstruction error in mode-n (for Nn ,....,2,1 ) in an 
iterative procedure along the pseudo code steps summarized in Figure ‎5.2. 
Let },....,2,1,{ )( Nnn U be the solution to Equation 5.1. Using the known matrix 
nrNrr  ,,....2,1,)(U , the linear projection matrix 
)(n
U  can be found by minimizing the 
objective function under the constraint that: 
 .)(minarg )()()()()(
)()()(
nnnTn
I
n
nnTn
UZVUU
UVU


                        (‎5.5) 
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Following the details of the above derivation: 
Let 
KMR W  be the weight matrix. The objective function given in Equation 5.2 can 
be rewritten as a multilinear tensor projection form as follows: 
.)(
2
)(
1
)(
1
  



 
i
r
N
r
ij
r
N
r
rr
wδ
j
ji XXY UU                           (‎5.6) 
To solve Equation 5.6 with the unknown matrix
)(n
U , the data is first projected using 
the known matrix nrNr
r  ,,....2,1,)(U  onto a lower subspace, and then unfold the 
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projected data is unfolded into a matrix onto the mode-n using the mode-n unfolding 
matrix. Since )(
2 Ttr AAA  , the objective )(Yδ of Equation 5.6 can be rewritten as 
follows: 
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The above Equation can be written using Equation 3.9 (Section 3.2.2, Page 48) as 
follows: 
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Expanding the brackets,
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By changing the order of the trace operator and the summation, the pervious equation 
can be written as follow: 
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Hence, the above leads to: 
)(Yδ  ,)( )()()()( nnnTntr UZVU                                                       (‎5.7)
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As the projection onto an N th-order tensor subspace consists of N projections to N 
vector subspaces, the alternating projection method in the ALS method [113, 114] is 
adopted for the optimization of all modes.  In ALS, the optimal base vectors on mode-n 
are obtained by fixing the base vectors on the other modes and cycling for the remaining 
variables. In other words, the optimization subproblems can be solved by finding the 
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)(n
U  in the mode-n vector subspace, conditional on the projection matrices in the other 
modes. Therefore, it can be seen that, by minimizing the objective function under 
constraint I)(
)()()( 
nnTn
UVU , the linear projection 
)(n
U can be obtained as: 
 .)(minarg )()()()()(
)()()(
nnnTn
I
n
nnTn
UZVUU
UVU


                    (‎5.8) 
The minimization of Equation 5.8 can be efficiently solved by converting it to the 
generalized eigenvalues problem as follows: 
.)(
)()()()()( nnnnn λ UVUZV                                         ( ‎5.9) 
Corresponding to the nP  smallest eigenvalues, 
)(n
U  is the optimal transformation 
matrix that consists of the nP  eigenvectors, which can be used to project each testing 
tensor object into an MNPP basis for each mode in order to provide an optimum input 
to the classifier.  The value of   is the eigenvalues solution to the minimization 
problem. Figure ‎5.2 shows the pseudo code of the proposed MNPP method. 
5.2.4 Supervised MNPP approach 
Here, the unsupervised version of the MNPP method is described without considering 
the class information for the training faces. It is easy to extend MNPP to a supervised 
setting when the labels of training faces are available. This is achieved by selecting the 
value of  , which is the number of nearest neighbors associated with the number of 
training sample iX . In a supervised setting, the nearest neighbors of a data sample iX  
are only considered if they belong to the same class as iX . Using this setting, the 
discriminative information can be incorporated into the neighborhood weighting of the 
MNPP.  Thus, the supervised MNPP is able to deliver not only intrinsic geometry 
information, but also discriminative information that will enable recognition 
performance to be further improved. 
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Input: Original tensor objects set { X }, ( NIIIm R  ......21X , Mm ,....,2,1 ) 
Output: Low dimensional tensor objects set {Y }, NPPPm R  ......21(Y , 
),....2,1, NnIP nn   
Algorithm: 
Step 1 (Pre-processing): 
Build a nearest neighbor graph as follow: 
1- Compute k nearest neighbors (k-NNs) affinity graph 
2- Construct the weight matrix associated with each mX  by using 
Equation 5.3.  
Step 2 (Initialization) 
1- Using Equation 5.3, set 
)(n
U  to be consist of eigenvectors nP , for
Nn ,....,2,1 . Assuming that ),.....,,.....,( )(0
)1(
0
)1(
0
)2(
0
)1(
0
Nnn
UUUUU

are fixed. 
2- Calculate core tensor 
TN
N
TT )(
0
)2(
02
)1(
01 .........
~
UUU  mm XY
,  for Mm ,....,2,1 and 
2
1
~
)(
F
M
m


 m0 YY . 
Step 3 (Local optimization): 
  Repeat: 
For t=0: T (T= number of iterations) 
For n= 1: N (N= number of directions) 
 
 Solve the minimization problem which is defined by 
Equation 5.5, and calculate the new
)(n
U ’s. 
End for (n) 
1- Calculate core tensor 
TN
N
TT )()2(
2
)1(
1 .........
~
UUU  mm XY , 
 for Mm ,....,2,1 , and 
2
1
~
)(
F
M
m


  m1t YY . 
2- If convergence: ( )( 1tY  - )( tY )/ )( tY < ε , break. 
End for (t) 
Step 4 (Projection):  
Obtain the projected MNPP tensor as:  
TN
N
TT
UUU
)()2(
2
)1(
1 ......... mm XY , for Mm ,....,2,1 . 
 
Figure ‎5.2: The Pseudo Code for the MNPP Proposed Approach 
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5.3 Design of the MNPP Approach 
This section discusses some issues relevant to the implementation of the proposed 
MNPP approach. Firstly, the initial and full projections are illustrated. Next, the 
structures of the termination and convergences problems are explained. Finally, the 
projection order for the MNPP is discussed. 
5.3.1 Initial projection 
A truncation of the full projection is assumed to be a good starting step for any iterative 
procedure, which increases the speed of the convergence of the iterative solution [46]. 
As such, all of the first nP  eigenvectors columns in the projection matrices 
},....,2,1,{ )( Nnn U  are retained. Therefore, to initialise the iterative solution of 
MNPP, the full multilinear projection matrices }{ )(nU  of MNPP are firstly calculated 
with nn IP   for Nn ,....,2,1 . Next, all the eigenvalues are arranged in ascending 
order for each projection matrix. Then, the initial projection matrices 
},....,2,1,{
)(
0 Nn
n U  are truncated, during which process only the first nP  eigenvector 
columns are retained according to the nP  smallest eigenvalues for  Nn ,....,2,1 , as 
follows: 
Initialization: 
 Find 
)(
0
n
U  for Nn ,....,2,1  
 Calculate core tensor 
TN
N
TT )(
0
)2(
02
)1(
01 .........
~
UUU  mm XY ,  for 
Mm ,....,2,1  
 Calculate 
2
1
~
)(
F
M
m


 m0 YY  
5.3.2 Iterative algorithm 
The truncated projection matrices may yield a good reduction in the tensor dimensions, 
but it is generally not the optimal solution. Therefore, since the initial projection 
matrices have been found, each transformation matrix 
)(
0
n
U  for Nn ,....,2,1  needs to 
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be recalculated in all other modes. In each mode-n during the iterative procedure, the 
updated )(
~ nU  matrix is computed while keeping all other matrices fixed
},,.....,2,1,{ )( nrNrr U . To this end, the iteration steps in the MNPP approach are 
described as follows: 
Iteration:  
For t=0: T (T= number of iterations) 
  For n=1: N 
n=1 
i. Set
TN
tN
T
t
)()2(
2 .........
~
UU  XU
1
1t , for Mm ,....,2,1  
ii. Flatten tensor 
1
1tU 
~
 over mode-1 to find the updated matrix 1
~
1tU . 
iii. Set 1 1tU to consist of 1P  eigenvector columns according to the 1P  
smallest eigenvalues. 
 
n=2 
i.  Set 
TN
tN
T
t
T )()3(
3
)1(
1 .........
~
UUU   1t
2
1t XU , for Mm ,....,2,1  
ii.  Flatten tensor 
2
1U
~
over mode-1 to find the updated matrix 
2~
1tU . 
iii.  Set 2 1tU to consist of 2P  eigenvector columns according to the 2P  
smallest eigenvalues. 
. 
. 
. 
    n=N 
i. Set
TN
tN
T
t
T
t
)1(
1
)2(
2
)1(
1 .........
~ 
 UUUXU
N
1 , for Mm ,....,2,1 . 
ii. Flatten tensor 
N
1tU 
~
 over mode-1 to find the updated matrix 
N
1tU
~
 . 
iii. Set 
N
1tU to consist of NP  eigenvector columns according to the NP  
smallest eigenvalues. 
End for (n) 
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 Calculate core tensor 
TN
N
TT
UUU
)()2(
2
)1(
1 ......... mm XY ,  for 
Mm ,....,2,1  
 Calculate 
2
1
~
)(
F
M
m


  m1t YY  
 If convergence: ( )( 1tY  - )( tY )/ )( tY < ε , where 
610ε ,  break. 
End for (t) 
Output: },....,2,1,R{ )( Nnnn PIn  U . 
5.3.3 Termination 
The MNPP method determines termination using the objective function )(Y . In other 
words, the iterative steps halt if there is a small improvement in the objective function. 
In particular, the iterative process stops if ( )( 1tY  - )( tY )/ )( tY < ε , where ε is a 
small threshold value defined by the user (here, ε is defined to be 610 ), and )( tY as 
well as )( 1tY   are the total objective function in the t and t+1 iterations, respectively. 
The )(Y  in any iteration is defined as follows: 
.
~
)(
2
1 F
M
m


 mYY                                                 ( ‎5.10) 
Also, the iterative algorithm can be terminated easily after T number of iterations in 
order to reduce the computational cost. In practice, the maximum value of T can be set 
according to experimental study. 
5.3.4 Convergence in the MNPP method 
In the iterative procedure, the non-negative objective function )(Y  decreases 
monotonically (either remaining the same or decreasing). Therefore, the iterative 
process is shown to be convergent. During the operation of the MNPP iterative 
algorithm, the projection matrices },....,2,1,{ )( Nnn U  do converge within a small 
number of iterations, as indicated in the experimental studies. Thus, the proposed 
MNPP algorithm quickly converges within 4 iterations for typical tensor samples.  
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5.3.5 Projection order 
There is no significant effect of the projection order on the performance of the iteration 
procedure. In other words, changing the ordering in which the projection matrix is 
computed does not affect the solution obtained [46]. Therefore, the MNPP uses a 
sequential order from 1 to N during its implementation. 
5.4 MNPP-Based Tensor Object Recognition 
The projection coefficients },....,2,1,{ )( Nnn U  which represent the extracted feature 
matrices, can be used for facial recognition and classification. This section shows the 
MNPP recognition framework as shown in Figure ‎5.1. Since the focus here is on 
recognition rather than detection, all facial images are manually cropped and aligned 
with annotated coordinate information about the eyes, and are normalized to ensure that 
all tensors having the same size. Also, because tensorial data often have different 
dimensions, therefore all of the input tensors need to be normalized to standard 
dimensions. 
Using the learning projection matrices },....,2,1,{
)( Nnn U , the low-dimensional 
representation of the training tensor sample { N
III
m R
 ......21X , Mm ,....,2,1 } can be 
computed as
TN
N
TT )()2(
2
)1(
1 ......... UUU  XY . When test tensor data 
becomes available, its low dimensional representation is first computed as
TN
N
TT )()2(
2
)1(
1 ......... UUU  XY . The distances between the testing tensor 
features Y  and all of the training sample features mY  are then compared, such that its 
class label is expected to be that of the training sample, where the low-dimensional 
representation is nearest to Y  such that: 
.YYmin arg m
m
m                                              (‎5.11) 
The test tensor Y  is then classified as belonging to the mC class.  In this chapter, the 
nearest neighbor classifier is used for final classification in all of the experiments, as 
this is the most widely used distance metric, which also makes the classification easier 
and quicker [174].  
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5.5 Evaluation of the Performance of MNPP 
Some important parameters have to be measured in order to determine the performance 
of any biometrics system. Any such system identifies a person via identification and 
verification modes. In identification mode, the person has to be recognized based on 
distinctive biometric features without any further information being needed. An 
individual’s features are compared with templates stored in the original database in 
order to derive a set of matching scores. If the scores are less than a threshold value, the 
classifier identifies the person as a best match in the registration database. The 
performance of this system can be evaluated using values of correct recognition rate 
(CRR) and the error rate (ERR), which are defined as follows: 
,100
T
C
N
N
CRR                                             ( ‎5.12) 
ERR ,100 CRR                                             (‎5.13) 
where, TN is the total number of images, and CN  is the total number of correctly 
accepted images. However, in verification mode the user image is matched against the 
one template that is claimed when the person uses an additional identity card. Four 
important parameters are uses to evaluate the system’s performance: false acceptance 
rate (FAR) and false rejection rate (FRR), genuine acceptance rate (GAR), and equal 
error rates (EER). These can be extracted by computing the distribution of scores for 
imposters and genuine cases depending on threshold values, as shown in Figure 5.3. 
The FAR refers to the rate of acceptance imposters as legal persons. The FRR 
represents the rate of rejection of legal users when the system does not find acceptable 
matches with current and stored biometric data. The GAR is the rate of the overall 
accuracy of the system, while the EER reflects the probability of the FAR and FRR 
scores being equal. It is a measurement of system accuracy, and at a given threshold the 
better system has the lower ERR score. The GAR, FAR, and FRR are defined as 
follows: 
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.100 FRRGAR                                                (‎5.14) 
,100
I
AI
N
N
FAR                                            ( ‎5.15) 
,100
G
RG
N
N
FRR                                           ( ‎5.16) 
where AIN  is the total number of accepted imposters, IN  is the total number of 
imposter claims, RGN  is the total number of rejected genuine claims, and GN  is the 
total number of genuine claims. 
 
 
Figure ‎5.3: Illustration of FRR, FAR, GAR and EER parameters at a given threshold 
 
In the mode of biometric identification, each image in each class is matched with all 
other images from the same and different classes in order to compute impostor and 
genuine scores. The matching score is genuine if the images are from the same subject 
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(class); otherwise, the matching score is an impostor. The final decision is made 
depending on a threshold vale, and decision on incorrect acceptance and rejection is 
determined as a false acceptance (FA) or false rejection (FR).  
In a perfect biometrics system, the maximum threshold value of a genuine score is 
less than the minimum threshold value of an impostor score. This means that there are 
no false acceptances or false rejections, and hence there will never be any overlapping 
region between the scores of impostor and genuine cases. In practice, no biometric 
system is 100% accurate. Therefore, a more accurate biometric system is one that has a 
smaller region of overlap. Actually, the overlap is affected by the values of FAR and 
FRR, which in turn depend on the choice of the classification threshold used. Usually, 
the setting of the threshold value is significant in making the final decision as to 
whether a person is rejected as an impostor or accepted as a client. The assigning of the 
threshold value depends on the usage of a biometrics system at different security levels. 
In a high-level security biometric system, the threshold should be very high because the 
desired FAR is very low. On the other hand, the threshold should be low in a low-level 
security system, because low FRR is desirable. It is clear from Figure ‎5.3 that if the 
FRR increases, the FAR decreases, and vice versa, so that the FRR, FAR and GAR are 
linked to one another. 
The minimum FAR and minimum FRR intersect at the EER point by the selection of 
a certain threshold value. The region under the impostor score but above the threshold 
point gives the FRR, while the area below the threshold point and under the genuine 
score gives the FAR. The overall performance of any biometric system should be 
evaluated in terms of the receiver operating characteristic (ROC). This measures the 
effect of FAR and FRR, and maps the FAR against the GAR in a graph. Usually, it is 
used to measure the accuracy of any biometrics matcher at a given level. Therefore, it is 
used in this chapter to evaluation the accuracy of the proposed MNPP method. The 
experimental studies in this chapter focus on evaluating both identification and 
verification modes.  
5.6 Experiments and Analysis 
This section investigates the properties of the MNPP algorithm. It presents 
comprehensive set of comparisons with competing algorithms together with the other 
proposed algorithms in order to evaluate the performance of all of proposed methods. 
The proposed MNPP method is compared with other popular 1-D methods such as PCA 
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[15], LDA [14], LPP [31] and NPP [33]. The MNMP is also compared with two-
dimensional forms such as 2DPCA [47], 2DLDA [48], 2DLPP [49] and 2DNPP [50]. In 
addition, it is also compared with the multilinear methods such as MPCA [46], DATER 
[26], and ND-TSNE [44]. Details of the experiments, and the results and discussions of 
the MNPP during the identification and verification modes are presented in Sections 
5.6.2 and 5.6.3 respectively. The effects of varying dimensions of the reduced space for 
N-D methods are investigated in Section 5.4. Finally, the results are discussed in 
Section 5.5. 
5.6.1 Databases and experimental design  
In this research, three benchmark facial databases, the ORL [117], AR [118] and 
FERET [119, 120], are used to evaluate the effectiveness of the proposed MNPP 
method with unsupervised and supervised learning for the two modes of biometric 
systems of identification and verification. Details of the three facial databases and the 
pre-processing method used have been described in Sections 3.6 and 3.7. Experimental 
studies on identification and verification were performed on all three databases. While 
different experiments have been used to test the different methods, these experiments 
are carried out to show the efficiency and effectiveness of the proposed method. All of 
the experiments were software undertaken using a PENTIUM 4 PC with 3.2 GHz CPU 
and 4 GB memory and MATLAB [169]. In the experiments, all of training, test and 
outer tensorial data were transformed into lower-dimensional tensors via the learned 
subspaces, where the nearest neighbor classifier was used for final classification. The 
dimensions of each image sample varied depending on which database was used. The 
ORL database contains only 2-D data, while the AR and FERET databases both 
contained 3-D images. All facial images from the three databases were manually 
cropped and normalized to ensure that all tensors were of the same size. For the 1-D 
methods (PCA, LDA, LPP, and NPP), the images were vectorized as 4096×1 vectors. 
The images were applied directly as 64x64 grey scale matrices for the 2-D methods 
(2DPCA, 2DLDA, 2DLPP and 2DNPP), while they were applied as 64×64×3 3-D 
tensors in the multilinear methods (MPCA, DATER, ND-TSNE and MNPP). However, 
in the ORL database each image is provided as a 2-D greyscale image, and so n=2 was 
used for the N-D methods as a special case in MPCA, DATER, ND-TSNE and MNPP. 
Thus, for N-D methods, the images were transformed into the lower space      , where 
     and    are the numbers of selected eigenvectors that were tested when n=1 by 
Chapter 5:  ..................................................................... Multilinear Neighborhood Preserving.. 
-125- 
 
varying   between 1 to 200, and varying both   and    between 2 to 30 when n=2. For 
the AR and FERET datasets, when n=3,   ×  ×    was used, varying    between 1 and 
3. 
Different tests were performed on each database using a certain number training 
samples per subject in each different experiment. The remaining images per subject 
were used for the testing phase. The training and testing sets were used in both 
verification and identification modes in order to measure genuine matching scores. In 
the verification mode, an additional set called the outer set was used to measure the 
impostor score (FAR), which consisted of testing facial images belonging to the same 
dataset in addition to facial images from other databases. This explained in more detail 
in the following sections. Therefore, there were three subsets for each database: 
training, testing and outer. The training and testing sets were used to evaluate the 
performance of the MNPP in the identification mode. In the biometrics verification 
mode, all three sets (training, testing and outer) were used. For SN  facial images per 
subject, and TiN  training images for each subject, there are WN various ways to select 
these TiN . The WN can be calculated as follows: 
!)!(
!
TiTiS
S
W
NNN
N
N

                                              ( ‎5.17) 
Therefore in this chapter, each experiment was repeated 100 times, and the average 
result computed. The same scenarios were used for the 2DNPP [50], using the same 
parameters for all of the above methods in order to accurately compare the results of 
different methods. All the graph-based methods including NPP, LPP, 2DNPP, and 
2DLPP are based supervised setting. The LPP and 2DLPP methods use Gaussian 
weights, therefore the value of the width   of the Gaussian envelop was determined as 
suggested in [50] as follows: First 1,000 points randomly, and then calculate the 
pairwise distances among them. It is worth noting that the width   of the Gaussian 
envelop is set to half the median of those pairwise distances Three main comparison 
scenarios were used to evaluate the performance of the MNPP in both identification and 
verifications modes, as follows. 
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5.6.1.1 Experiment on the ORL Database 
To provide a more optimal scenario in terms of computational efficiency, the images 
to       were resized. Some of the ORL face images are shown in Figure ‎5.4. This 
experiment was performed using 40 subjects for both the training and test phases. 
Firstly, five images per subject were randomly selected for the training phase, with the 
remaining 5 images used testing. The outer set consisted of 8000 images for each 
subject (40 39 different ORL classes   5 images per class, in addition to 2 and 3 
images from the AR and FERET databases, respectively), as explained in Figure ‎5.5. 
The FERET and AR images were used as grey scale matrices. From these tests, the best 
number of eigenvectors was selected based on performance, according to the overall 
average error rate for all 1-D, 2-D and N-D methods. 
 
Figure ‎5.4: Some facial images from the ORL database 
 
 
 
 
 
 
 
1 39 classes ( classes 2- 40)   5 images per class AR FERET 
2 39 classes ( class no. 1 and 38 classes from 3 till 40)   5 images 
per class 
AR FERET 
3 39 classes ( classes no. 1 and 2, in addition to  37 classes)   5 
images per class 
AR FERET 
. . . . . . . . . . . . . . . . . . . . 
. . . . . . . . . . . . . . . . . . . . 
. . . . . . . . . . . . . . . . . . . . 
. . . . . . . . . . . . . . . . . . . . 
. . . . . . . . . . . . . . . . . . . . 
39 39 classes (classes from 1 till 38 , in addition to  class no. 40)   5 
images per class 
AR FERET 
40 39 classes ( from 1 till 39)   5 images per class AR FERET 
Figure ‎5.5: Contains of the ORL outer set. 
Class no. 
195 - ORL 
images 
2 - AR 
images 
3 - FERET 
images 
39   5 
(40   200) 
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5.6.1.2 Experiment on AR Databasea 
In the AR experiments, 100 individual subjects in total were selected, 50 male and 50 
female. The first session for each subject was uses consisting of 13 samples, in order to 
test the performance of the proposed MNPP method against other the methods. All 
samples were cropped and normalized to         pixels. Sections 5.6.1.2.1 through 
5.6.1.2.3 explain the experiments conducted on three probe sets based on different facial 
expressions, lighting conditions and occlusions, following the same settings as in a 
previous study [50].  After all these tests, the best performance was selected based on 
the number of eigenvectors that corresponded to the overall average error rate for all 1-
D, 2-D and N-D methods.  
 
Figure ‎5.6: AR colour dataset sample with variations in facial expressions, lighting 
conditions and occlusions. 
5.6.1.2.1 AR Database with varying facial expressions (AR1) 
Four samples were used in this experiment as shown in Figures 5.6 (a)-(d), from all of 
the available subjects. Two images were randomly selected from this subset for training 
with the other two images uses for testing. The outer set consists of 2000 images (100  
99 classes   2 images per class, in addition to 2 FERET images), as shown in Figure 
‎5.7. 
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1 99 classes ( from class no. 2 - 100)   2 images per class FERET 
2 99 classes ( class no. 1 and 98 classes from 3 till 100)   2 images per class FERET 
3 99 classes ( classes no. 1 and 2, in addition to  97 classes from class no. 4 till 
100)   2 images per class 
FERET 
. . . . . . . . . . . . . . . 
. . . . . . . . . . . . . . . 
. . . . . . . . . . . . . . . 
. . . . . . . . . . . . . . . 
. . . . . . . . . . . . . . . 
. . . . . . . . . . . . . . . 
. . . . . . . . . . . . . . . 
99 99 classes (classes from 1 till 98 , in addition to  class no. 100)   2 images per 
class 
FERET 
100 99 classes ( from 1 till 99)   2 images per class FERET 
Figure ‎5.7: Contents of the AR outer set with varying facial expressions 
 
5.6.1.2.2 AR database with varying lighting conditions (AR2) 
Experiments were also conducted using the AR database with different lighting 
conditions. The training database samples shown in Figures 5.6 (a), (h) and (k) for each 
subject were used for training in the different methods, providing a total number of 300 
training samples. The images shown in Figures 5.6 (e)-(g), (i), (j), (l), and (m) for each 
subject were used as the test set, resulting in a total number of images used within this 
set of 700 images. The outer set consists of 7000 images (100   99 classes   7 images 
per class, as well as another 7 images from FERET dataset), as shown in Figure ‎5.8. 
 
 
Class no. 198 - AR images 2 - FERET images 
99   2 
(100* 200) 
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1 99 classes (from class no 2- 100)   7 images per class FERET 
2 99 classes ( class no. 1 and 98 classes from 3 till 100)   7images per class FERET 
3 99 classes ( classes no. 1 and 2, in addition to  97 classes from class no. 4 till 
100)   7 images per class 
FERET 
. . . . . . . . . . . . . . . 
. . . . . . . . . . . . . . . 
. . . . . . . . . . . . . . . 
. . . . . . . . . . . . . . . 
. . . . . . . . . . . . . . . 
. . . . . . . . . . . . . . . 
. . . . . . . . . . . . . . . 
. . . . . . . . . . . . . . . 
99 99 classes (classes from 1 till 98 , in addition to  class no. 100)   7 images per 
class 
FERET 
100 99 classes ( from 1 till 99)   7 images per class FERET 
Figure ‎5.8: Contents of the AR outer set with different lighting conditions 
 
5.6.1.2.3 AR database under varying occlusions (AR3) 
In the final AR experiment tested the ability of the proposed method to recognize 
partially occluded faces from the occlusion subset of the AR database. The training set 
consisted of 600 samples as shown in Figures 5.6 (a)-(f) for each subject. The test 
images were taken from the samples shown in Figures 5.6 (h)-(m), which in total 
provided 600 images, while the outer set consisted of 6000 images (100   99 classes  6 
images per class, and also 6 images from the FERET dataset), as shown in Figure ‎5.9. 
 
 
 
Class no. 7 - FERET images 
(100   700)  
693 - AR images 
99   7 
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1 99 classes ( from class no. 2 - 100)   6 images per class FERET 
2 99 classes ( class no. 1 and 98 classes from 3 till 100)   6 images per class FERET 
3 99 classes ( classes no. 1 and 2, in addition to  97 classes from class no. 4 till 
100)   6 images per class 
FERET 
. . . . . . . . . . . . . . . 
. . . . . . . . . . . . . . . 
. . . . . . . . . . . . . . . 
. . . . . . . . . . . . . . . 
. . . . . . . . . . . . . . . 
. . . . . . . . . . . . . . . 
. . . . . . . . . . . . . . . 
. . . . . . . . . . . . . . . 
99 99 classes (classes from 1 till 98 , in addition to  class no. 100)   6 images per 
class 
FERET 
100 99 classes ( from 1 till 99)   6 images per class FERET 
Figure ‎5.9: Contents of the AR outer set with varying occlusions 
5.6.1.3 Experiment on the FERET Database 
The FERET subset selection in this experimental evaluation consisted of subjects that 
have at least 11 images in the database with different poses. Therefore, 1100 facial 
images from 100 subjects were used. Five images per class were randomly selected for 
training, so that the total number of training samples was            , and the 
other 600 samples were used for testing. The outer set from the FERET dataset 
consisted of 6000 images (100    99 classes   6 images per class, in addition to 6 AR 
images with varying facial expressions as in Figures 5.6 (a)-(d)), as shown in Figure 
‎5.10. All facial images were manually cropped, aligned by fixing the locations of the 
eyes, and resized to       pixels. Figure ‎5.11 provides a sample of the facial images 
of a subject from within the FERET subset.  After all of these tests were performed, the 
best performance was selected based on the number of eigenvectors, according to the 
overall average error rate for all 1-D, 2-D and N-D methods.  
 
Class no. 6 - FERET images 
(100   600)  
594 - AR images 
99   6 
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1 99 classes ( from class no. 2 -l 100)   6 images per class AR 
2 99 classes ( class no. 1 and 98 classes from 3 till 100)   6 images per class AR 
3 99 classes ( classes no. 1 and 2, in addition to  97 classes from class no. 4 till 100) 
  6 images per class 
AR 
. . . . . . . . . . . . . . . 
. . . . . . . . . . . . . . . 
. . . . . . . . . . . . . . . 
. . . . . . . . . . . . . . . 
. . . . . . . . . . . . . . . 
. . . . . . . . . . . . . . . 
. . . . . . . . . . . . . . . 
. . . . . . . . . . . . . . . 
99 99 classes (classes from 1 till 98 , in addition to  class no. 100)   6 images per 
class 
AR 
100 99 classes ( from 1 till 99)   6 images per class AR 
Figure ‎5.10: Contents of the FERET outer set  
 
 
 
Figure ‎5.11: Facial samples of a subject from the FERET subset 
Class no. 
6 - AR images 
(100   600)  
594 - AR images 
99   6 
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5.6.2 Experiments on Identification system 
This section presents the results of experiments which represent a comprehensive 
comparison of MNPP with some competing algorithms (as mentioned above) using the 
ORL, AR, and FERET.  Table 5.2 shows the best error rates from all of the methods 
used in the experiments on the ORL database. It is clear that the unsupervised and 
supervised MNPP achieves lowest error rate of all other methods, including the 2DNPP, 
using a reasonable and acceptable number of eigenvectors and giving the fewest 
wrongly classified images. In terms of error rates the proposed method in unsupervised 
and supervised modes yields decreases in error rates of more than 16% and 41% 
compared to DATER respectively, and more than 30% and 50% over 2DNPP. 
 
Table ‎5.2: Performance comparisons of the error rate (Mean SD%)  using the ORL 
database 
Method          
      
    Error rate (%) 
PCA 41 - - 15.5  2.6 
LDA 30 - - 8.8  2.1 
LPP 54 - - 14.2  2.7 
NPP 150 - - 13.7  1.9 
2DPCA - 5 64 10.5  2.5 
2DLDA - 5 64 6.4  1.5 
2DLPP - 5 64 6.8  2.6 
2DNPP - 9 64 5.9  1.4 
C-B2DNPP - 6 4 3.5  0.5 
MPCA - 15 20 8.5  2.3 
DATER - 14 10 4.9  1.2 
ND-TSNE  - 11 12 5.4  0.7 
MNPP - 13 13 4.1  0.5 
MNPP 
(Supervised) 
- 13 13 2.9  0.3 
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Table ‎5.3Tables 5.3 and 5.4 illustrate the comparative results using the AR dataset 
with varying facial expressions, showing that the unsupervised MNPP obtained better 
results than most of the other methods, including the 2DNPP, although the 2DLDA and 
DATER performed slightly better. However, the supervised MNPP results are superior 
to all of the other methods. Here the performance gains of the supervised approach 
represent substantial decreases in error rate compared to DATER, where gray level 
images and colour images the savings are 32% and 44% respectively. 
 
 
Table ‎5.3: Performance comparisons of the error rate (Mean SD%)  using the AR 
database under varying facial expressions 
Method          
      
    Error rate (%) 
PCA 110 - - 13.5  2.8 
LDA 50 - - 9.9  2.3 
LPP 30 - - 19.9  2.5 
NPP 30 - - 15  2.7 
2DPCA - 10 64 8.2  2.1 
2DLDA - 6 64 2.2  2.6 
2DLPP - 5 64 6.8  2.3 
2DNPP - 5 64 3.7  2.2 
C-B2DNPP - 9 3 2.0 0.5 
MPCA - 15 25 6.5  2.1 
DATER - 10 20 1.8  0.5 
ND-TSNE - 12 15 4.6  1.5 
MNPP - 9 20 2.2  0.6 
MNPP 
(Supervised) 
- 9 20 1.5  0.4 
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Table ‎5.4: Performance comparisons of the error rate (Mean SD%)  using the AR 
colour database under varying facial expressions 
Method   
      
      
    Error rate (%) 
MPCA 15 25 2 5.4 1.5 
DATER 10 20 2 1.3 0.2 
ND-TSNE 12 15 2 2.9 1.1 
MNPP 9 20 2 1.6 0.5 
MNPP (Supervised) 9 20 2 0.8 0.2 
 
Tables 5.5 and 5.6 reported the experimental results on AR database under varying 
lighting conditions, showing that the supervised and unsupervised MNPP out-performs 
all of the other methods even 2-D and N-D extensions of the LDA (2DLDA and 
DATER), achieving over 90% better that DATER in these cases, and approximately 76 
and 67% improvement in comparison with the ND-TSNE and 2DNPP respectively. The 
1-D, 2-D and N-D performance of the PCA is the worst method compared with all other 
methods used within this experiment. 
 
The detection of occlusions in facial images appears to be an extremely difficult task. 
However, Tables 5.7 and 5.8 show that both the supervised and unsupervised MNPP 
with the AR database images including varying occlusions still perform better than all 
of the other methods. The improvement in recognition performance is over 10% 
compared to the 2DNPP, DATER and ND-TSNE for the unsupervised MNPP, and 
more than 37% for the supervised MNPP, while the MPCA appeared to be the worst 
method in this experiment. The reason for the lack of performance of the MPCA will be 
discussed later in section 5.5. 
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Table ‎5.5: Performance comparisons of the error rate (Mean SD%)  using the AR 
database with varying lighting conditions 
Method          
      
    Error rate (%) 
PCA 180 - - 77.2 2.9 
LDA 90 - - 8.6 1.5 
LPP 80 - - 21.2 1.9 
NPP 130 - - 16.4 2.5 
2DPCA - 25 64 49.4 2.7 
2DLDA - 25 64 274  2.6 
2DLPP - 9 64 11.2 2.1 
2DNPP - 12 64 4.9 1.8 
C-B2DNPP - 6 4 3.5  0.5 
MPCA - 25 25 45.8 2.7 
DATER - 10 15 21.5 2.9 
ND-TSNE - 10 25 8.8 1.3 
MNPP - 8 20 2.1 0.9 
MNPP (Supervised)  8 20 1.6 0.5 
 
Table ‎5.6: Performance comparisons of the error rate (Mean SD%)   using the AR 
colour database with varying lighting conditions 
Method   
      
      
    Error rate (%) 
MPCA 25 25 2 43.2 2.6 
DATER 10 15 2 20.1 2.3 
ND-TSNE 10 25 2 5.9 1.2 
MNPP 8 20 2 0.9 0.5 
MNPP (Supervised) 8 20 2 0.6 0.3 
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Table ‎5.7: Performance comparisons of the error rate (Mean SD%)   using the AR 
database with varying occlusion 
Method          
      
    Error rate (%) 
PCA 180 - - 75.3  2.8 
LDA 100 - - 51.1  2.7 
LPP 150 - - 91.4  2.9 
NPP 70 - - 74.7  2.1 
2DPCA - 20 64 70.3  2.6 
2DLDA - 15 64 44.7  2.5 
2DLPP - 13 64 46.9  2.4 
2DNPP - 15 64 42.1  2.7 
C-B2DNPP - 9 6 37.5 1.5 
MPCA - 15 25 68.7  2.8 
DATER - 10 20 41.9  1.1 
ND-TSNE - 17 25 43.5  1.5 
MNPP - 11 25 39.2  1.3 
MNPP (Supervised)  11 25 27.4  1.2 
 
 
Table ‎5.8: Performance comparisons of the error rate (Mean SD%)   using the AR 
colour database with varying occlusion 
Method   
      
      
    Error rate (%) 
MPCA 15 25 2 66.1 2.8 
DATER 10 20 2 38.5 1.2 
ND-TSNE 17 25 2 39.9 2.1 
MNPP 11 25 2 35.7 1.3 
MNPP (Supervised) 11 25 2 24.9 1.4 
The detailed results given in Tables 5.9 and 5.10 show that the supervised and 
unsupervised MNPP both give superior performance and smaller error rates than all of 
the other methods, with the least number of eigenvectors used. Here the performance 
gains in for the proposed supervised method in terms of decreases in error rate over ND-
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TSNE are substantial, where in gray level and colour images the decreases are is 32% 
and 44% respectively, and more than 37%  compared with 2DNPP. 
 
Table ‎5.9: Performance comparisons of the error rate (Mean SD%)   using the FERET 
gray database 
Method          
      
    Error rate (%) 
PCA 80 - - 43.9  2.7 
LDA 50 - - 30.6  2.5 
LPP 65 - - 30.8  2.4 
NPP 90 - - 28.5  2.8 
2DPCA - 13 64 41.8  2.5 
2DLDA - 3 64 26.4  2.3 
2DLPP - 5 64 26.5  2.0 
2DNPP - 9 64 19.7  2.2 
C-B2DNPP - 6 4 14.2 0.5 
MPCA - 15 25 30.1  2.7 
DATER - 12 15 19.3  2.1 
ND-TSNE - 11 16 172  0.5 
MNPP - 14 4 16.0  0.5 
MNPP (Supervised)  14 4 12.3  0.3 
 
Table ‎5.10: Performance comparisons of the error rate (Mean SD%)   using the 
FERET colour database 
Method   
      
      
    Error rate (%) 
MPCA 15 25 2 28.4 2.2 
DATER 12 15 2 16.6 1.8 
ND-TSNE 11 16 2 15.8 1.1 
MNPP 14 4 2 14.1 0.5 
MNPP 
(Supervised) 
14 4 2 10.9 0.3 
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5.6.3 Experiments on the verification system 
The verification tests determined the ability of the MNPP and other algorithms to 
correctly accept or reject the claimed identities of users. The performance of systems 
was measured according to how many times decisions to accept or reject were made 
correctly. An acceptance or rejection decision may depend on the threshold value 
chosen, and MNPP calculated the minimum distance between the training and testing 
images using the nearest neighbor classifier. Thus, in this research, the threshold values 
determined depending of the features extracted from MNPP and some of other existing 
methods on the three databases ORL, AR, and FERET can be defined as follows: 
1. Find the minimum and maximum distances for all normal faces in the testing 
dataset this is called the testing distance.  
2. Find the minimum and maximum distances for all stranger faces in the outer 
dataset, which is called the outer distance. 
3. Set a range of acceptance threshold values as the minimum and maximum values 
of the testing distance. 
4. Set a range of rejection threshold values as the minimum and maximum values of 
the outer distance. 
In practice, it is very hard in any biometric system to find features which can be used 
to 100% accurately discriminate between images from the testing database and the outer 
database. Therefore the value of the minimum outer distance is usually set at less than 
the maximum value of the testing distance. So, some legal users may be classified as 
rejections (FRs), and other illegitimate persons could be classified as acceptances (FAs). 
Ideally, both FRR and FAR should be zero. But in practice, changing the threshold 
value can result in reducing either the FRR and FAR and increasing the other.  
In these experiments, the threshold values were varied through the minimum testing 
distance to the maximum outer testing in order to compare the complete operating range 
of the proposed MNPP method and other existing algorithms. In each method, a pair of 
FAR and FRR values were produced as the settings of each threshold value, which were 
plotted on a graph using the ROC. Usually, the ROC curve plots the FAR against the 
genuine acceptance rate (GAR=100-FRR) instead of FRR. As such for each database, 
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the verification error rates (FAR and FRR) were computed for various threshold values 
and the ROCs are plotted to compare the results. 
The experiments are compared the proposed MNPP algorithm with state of the art 
methods such as NPP, 2DNPP, MPCA, and DATER using the ORL, AR, and FERET 
databases. For grey level facial images, the MNPP was compared with the NPP and 
2DNPP methods. Tables 5.11-5.15 show EER and GAR values for the lowest FAR 
using the grey scale facial images of all three databases in the different scenarios 
explained in Section 5.6.1. Figures 5.12, 5.14, 5.16, 5.18, and 5.20 illustrate the 
comparisons of values of true acceptance (TA), false rejection (FR), and false 
acceptance (FA) of the MNPP and the NPP, 2DNPP methods with the three databases. 
Figures 5.13, 5.15, 5.17, 5.19 and 5.20 display the comparisons of the receiver operating 
characteristics (ROC) curves for the MNPP method and the NPP and 2DNPP 
algorithms. At the lowest values of FAR, Table 5.11 shows that the proposed MNPP 
method improved the equal error rate (EER) by about 34.6%, and 21.9% respectively 
compared with the NPP and 2DNPP with ORL database. Figure 5.12 shows that the 
numbers of TA and FR for the MNPP are better than those for both NPP and 2DNPP 
methods with the ORL database. Figure 5.13 shows that the genuine acceptance rate 
(GAR) for the MNPP is superior to those of both NPP and 2DNPP for this database. 
Using MNPP, the GAR is increased by 10.8% and 3% respectively compared with NPP 
and 2DNPP. 
 
 
Table ‎5.11: EER and GAR of the NPP, 2DNPP and the proposed MNPP method with 
the ORL database 
Method EER GAR at the lowest FAR (0.1) 
NPP 0.98 86.5 
2DNPP 0.82 94.0 
MNPP 0.64 97.0 
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Figure ‎5.12: Comparisons of values of TA, FR, and FA the of the NPP, 2DNPP and the 
proposed MNPP method with the ORL database 
 
Figure ‎5.13:  Comparisons of the ROC curves for the NPP, 2DNPP and proposed 
MNPP method with ORL database. 
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From the experiments with the AR1 database, the EER, of the NPP and 2DNPP 
methods can be reduced by 56.0% and 12.1% respectively using the MNPP approach, 
as shown in Table 5.12. The TA and FR values for the MNPP are more than those for 
NPP and 2DNPP methods, as shown in Figure 5.14. The GAR at the lowest false 
acceptance rates for the MNPP is improved by about 10.7% and 1% respectively 
compared to NPP and 2DNPP, as shown in Figure 5.13. 
 
Table ‎5.12: Values of EER and GAR for the NPP, 2DNPP and the proposed MNPP 
method with AR grey database and varying facial expressions 
Method EER GAR at the lowest FAR (0.1) 
NPP 0.82 87.9 
2DNPP 0.41 97.5 
MNPP 0.36 98.5 
 
 
Figure ‎5.14: Comparisons of TA, FR, and FA values for the NPP, 2DNPP and proposed 
MNPP method with AR grey database and varying facial expressions 
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Figure ‎5.15: Comparisons of ROC curves for the NPP, 2DNPP and proposed MNPP 
method with the AR grey database and varying facial expressions 
From the experiments with the of AR2 database, Table 5.13 shows that the EER 
values of the NPP and 2DNPP methods can be improved by 82.3% and 39.0% 
respectively using the proposed MNPP method. Figure 5.16 shows that the TA and FR 
values for the MNPP are better than those for NPP and 2DNPP methods. Figure 5.17 
proves that the GAR at the lowest false acceptance rates for the MNPP is greater than 
those of both NPP and 2DNPP. The MNPP yields about 12.1% and 3.2% improvements 
respectively compared to the NPP and 2DNPP. 
 
Table ‎5.13: Values of EER and GAR for the NPP, 2DNPP and proposed MNPP 
method with the AR grey database and varying lighting conditions 
Method EER GAR at the lowest FAR (0.1) 
NPP 1.64 86.3 
2DNPP 0.93 95.1 
MNPP 0.29 98.2 
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Figure ‎5.16: Comparisons of TA, FR, and FA values for the NPP, 2DNPP and proposed 
MNPP method with the AR grey database and varying lighting conditions 
 
Figure ‎5.17: Comparisons of the ROC curves for the NPP, 2DNPP and the proposed 
MNPP method with the AR grey database and varying lighting conditions 
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The results of the experiments with the of AR3 database at the lowest FAR show that 
the proposed MNPP method enhances the EER by about 84.5%, and 24.8% respectively 
compared with the NPP and 2DNPP, as shown in Table 5.14. Figure 5.18 illustrates that 
the values of TA and FR for the MNPP are much better than those for the NPP and also 
the 2DNPP methods. The GAR for the MNPP is increased by 72.3% and 26.6% 
respectively compared with those of both NPP and 2DNPP methods respectively, as 
shown in Figure 5.19. 
 
Table ‎5.14: Values of EER and GAR for the NPP, 2DNPP and proposed MNPP 
method with the AR grey database and varying occlusion 
Method EER GAR at the lowest FAR (0.5) 
NPP 9.00 19.5 
2DNPP 1.85 51.7 
MNPP 1.39 70.5 
 
 
Figure ‎5.18: Comparisons of TA, FR, and FA values for the NPP, 2DNPP and the 
proposed MNPP method with the AR grey database and varying occlusion 
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Figure ‎5.19: Comparisons of ROC curves for the NPP, 2DNPP and the proposed MNPP 
method with the AR grey database and varying occlusion 
The results of experiments with the of FERET database indicate that the EER of the 
MNPP method is improved by 57.7% and 55.3% respectively more than the EER of 
NPP and 2DNPP methods respectively, as explained in Table 5.15. Figure 5.20 shows 
that the TA and FR numbers using the MNPP are greater than those for both NPP and 
2DNPP methods. Figure 5.21 proved that the GAR at the lowest false acceptance rates 
for the MNPP is increased by about 24.7% and 9.1% compared with NPP and 2DNPP 
algorithms, respectively.  
 
Table ‎5.15: Values of EER and GAR for the NPP, 2DNPP and the proposed MNPP 
method with the FERET grey database 
Method EER GAR at the lowest FAR (0.1) 
NPP 2.25 65.5 
2DNPP 2.13 79.0 
MNPP 0.95 87.0 
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Figure ‎5.20: Comparisons of TA, FR, and FA values for the NPP, 2DNPP and the 
proposed MNPP method with the FERET grey database. 
 
 
Figure ‎5.21: Comparisons of ROC curves for the NPP, 2DNPP and the proposed MNPP 
method with the FERET grey database. 
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In this chapter, the MNPP is compared with the MPCA and DATER methods in 
experiments using colour scale facial images. The three rates of EER and GAR at the 
lowest values of FAR are shown in Tables 5.16 and 5.17 using the colour level facial 
images from the databases. The comparisons of values of true acceptance (TA), false 
rejection (FR), and false acceptance (FA) of the MNPP against those of the MPCA, and 
DATER methods with the three databases are presented in Figures 5.22, 5.24, 5.26, and 
5.28. Figures 5.23, 5.25, 5.27 and 5.29 display the ROC curves that obtained using the 
MPCA, DATER and MNPP. Tables 5.16-5.19 show that the proposed MNPP method 
gained Equal Error Rates (EER) of 65.1%, 90.8%, 83.1% and 69.2% respectively 
compared with MPCA with the AR1, AR2, AR3, and FERET datasets. The EER of the 
DATER decreased by 11.1%, 84.5%, 59.7%, and 48.5% respectively with the AR1, 
AR2, AR3, and FERET, as presented in Figures 5.22, 5.24, 5.26, and 5.28. The GAR 
for the MNPP is better than those of both NPP and 2DNPP, as illustrated in Figures 
5.23, 5.25, 5.27 and 5.29. The MNPP gained approximately 7.1%, 44.6%, 70.0%, and 
17.0% improvement respectively compared with MPCA with the AR1, AR2, AR3, and 
FERET databases. Whereas, it achieved about 0.5%, 19.7%, 18.0%, and 6.6% 
improvement respectively compared with DATER using the AR1, AR2, AR3, and 
FERET databases. 
 
Table ‎5.16: Values of EER and GAR for the MPCA, DATER and proposed MNPP 
method on AR colour database and varying facial expressions 
 Method EER GAR at the lowest FAR (0.1) 
MPCA 0.86 91.0 
MLDA 0.30 97.5 
MNPP 0.27 98.0 
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Figure ‎5.22: Comparisons of TA, FR, and FA values for the MPCA, DATER and 
proposed MNPP method with the AR colour database and varying facial expressions. 
 
 
Figure ‎5.23: Comparisons of ROC curves of the of the MPCA, DATER and the 
proposed method MNPP on AR colour database under varying facial expressions 
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Table ‎5.17: Values of EER and GAR for the MPCA, DATER and proposed MNPP 
method with the AR colour database and varying lighting conditions 
Method EER GAR at the lowest FAR (0.1) 
MPCA 2.95 54.5 
MLDA 1.75 79.0 
MNPP 0.27 98.4 
 
 
 
Figure ‎5.24: Comparisons of TA, FR, and FA values for the MPCA, DATER and 
proposed MNPP method with the AR colour database and varying lighting conditions 
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Figure ‎5.25: Comparisons of the ROC curves for MPCA, DATER and proposed MNPP 
method with the AR colour database and varying lighting conditions. 
 
 
Table ‎5.18: Values of EER and GAR for the MPCA, DATER and proposed MNPP 
method with the AR colour database and varying occlusion 
Method EER GAR at the lowest FAR (0.5) 
MPCA 8.63 21.2 
MLDA 3.60 59.4 
MNPP 1.45 72.9 
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Figure ‎5.26: Comparisons of TA, FR, and FA values for the MPCA, DATER and 
proposed MNPP method with AR colour database and varying occlusion 
 
 
Figure ‎5.27: Comparisons of the ROC curves for the MPCA, DATER and proposed 
MNPP method with the AR colour database and varying occlusion 
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Table ‎5.19: Values of EER and GAR for the MPCA, DATER and proposed MNPP 
method with the FERET colour database. 
Method EER GAR at the lowest FAR (0.1) 
MPCA 2.93 74.0 
MLDA 1.75 83.8 
MNPP 0.90 89.2 
 
 
 
 
Figure ‎5.28: Comparisons of TA, FR, and FA values for the MPCA, DATER and 
proposed MNPP method with the FERET colour database. 
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Figure ‎5.29: Comparisons of the ROC curves for the MPCA, DATER and proposed 
MNPP method with the FERET colour database under 
It is clear from the results of these extensive experiments represented in the above 
figures and tables that the supervised MNPP outperforms all other methods in both 
identification and verification modes. Detailed discussions of these results are given in 
Section 5.6.5.  
 
5.6.4 Dimensionality selection 
In this study, a number of comparisons have been conducted to show the importance of 
feature selection for 1-D, 2-D and N-D versions, of all of the methods tested in this 
Chapter (PCA, LDA, LPP, and NPP) incorporating data from the three databases (ORL, 
AR, and FERET).   
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Figure ‎5.30: Number of eigenvectors selected against detection recognition rates with 
the colour FERET database. 
For PCA, LDA, LPP and NPP, experiments were run to compute the error rate while 
varying   from 1 to 200. For 2DPCA, 2DLDA, 2DLPP and 2DNPP, the error rate was 
also tested using a different number of eigenvectors    from 2 through 30. For MPCA, 
DATER, ND-TSNE and MNPP several trials were executed by varying the number of 
eigenvectors    and     from 2 to 30, while varying    from 1 to 3. The optimum subset 
of eigenvectors was then selected so that the total error rate was minimized for all three 
datasets. Figure 5.30 illustrates the recognition rate with the FERET database for the 
MNPP approach against the number of selected eigenvectors. 
It is clear that the MNPP achieved an average recognition rate of 85.9% (error rate of 
14.1%) when       ,       and      . This study proves that the MNPP achieves 
the smallest error rate and highest recognition performance compared to the other 
methods using the smallest number of extracted features. 
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5.6.5 Discussion 
Having performed a large number of experiments with facial image databases to 
evaluate the performance of the proposed MNPP method in terms of the two modes of 
facial recognition biometrics systems of identification and verification, a number of 
observations can be highlighted from the results: 
1. From the experiments on original grey (2-D tensor) and colour (3-D tensor) level 
features, the identification results clearly demonstrate that the supervised MNPP 
has the potential to outperform all the linear and multilinear subspace learning 
methods in all cases and with different databases. Moreover, the verification 
results indicate that the MNPP achieved acceptable rates more effectively than 
the NPP, 2DNPP, MPCA, and DATER methods with respect to the EER and 
GAR. Its correct recognition rates (CRR), equal error rates (EER), genuine 
acceptance rates (GAR), and true acceptance (TA), false rejection (FR), and false 
acceptance (FA) scores are better than those of all the other methods tested across 
all experiments. This indicates that features extracted directly by the supervised 
MNPP from the tensorial facial data for each subject are much more effective in 
classification.   
2. The proposed unsupervised and supervised MNPP approach overcomes the 
limitations of one- and two-dimensional methods in the reduction of 
dimensionality, as well as that of the number of useful features extracted.  From 
the experiments, it can be concluded that the supervised MNPP method can 
effectively capture most of the local structure and discriminative information, 
with only a small number of features, as opposed to the other methods where 
more features have to be provided in order to achieve a better recognition rate. 
Therefore, it can be seen that the supervised MNPP method outperforms the 
PCA, LDA, NPP, LPP, 2DPCA, 2DLPP, 2DLDA and 2DNPP methods in all 
tests in terms of error rate, with all the three databases, as well as improving 
recognition. These other methods implement compression and preserve 
relationships only in one direction, while the MNPP performs reduction while 
preserving the hidden relationships in both column and row directions. 
3. It is interesting to note that both the 2DLDA and the DATER methods work 
better than the unsupervised MNPP method only with the AR dataset sample 
where facial expressions vary. This is because the unsupervised MNPP preserves 
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only local geometric information whereas the LDA forms (LDA, 2DLDA and 
DATER) preserve discriminative information which is important in recognizing 
the same faces with different facial expressions. Therefore, using the supervised 
MNPP and taking into consideration the label information about the training 
faces further improved face recognition performance so that the proposed method 
now outperforms both 2DLDA and DATER as well. This is because the 
supervised MNPP preserves the intrinsic geometry in addition to the 
discriminative information in the image space. On the other hand, the 
performance of LDA forms was much worse than both supervised and 
unsupervised MNPP with the AR data in varying lighting condition and 
occlusions as well. This indicates that, when faces contain local variations such 
as those resulting from different lighting conditions and occlusions, the MNPP 
works much better than all of the other comparable methods, including DATER, 
while the LDA forms result in lower recognition performance. This is because 
the MNPP preserves the local neighborhood structure and intrinsic geometry of 
the image space, and so it generalizes local features which are less sensitive to 
variation illumination. Thus the faces can be more easily distinguished and 
recognized. Whereas LDA forms only preserve the global geometry and 
discriminative information in the data space, and the lack of local geometry 
descriptions causes lower recognition performance. 
4. From Tables 5.7 and 5.8, it can be seen that all methods are unable to adequately 
process occluded parts of the face, which is the most difficult task in recognition. 
This is due to the fact that images incorporating mouth occlusions contain the 
least amount of significant identity information, thus resulting in lower values of 
similarity scores. This is especially evident with the PCA, 2DPCA and MPCA 
methods, which have the relative disadvantage of using a global similarity score. 
However, a possible way to improve recognition performance is by using local 
approaches, such as ND-TSNE, DATER and MNPP, which perform much better 
than the MPCA. Therefore, the ability of the proposed method to recognize faces 
when occlusions are present with high accuracy levels than other methods makes 
it potentially very useful in various face applications. 
5. Comparing the performance of biometric systems at the lowest false acceptance 
rates depends on the EER and GAR. The best system has the smallest EER and 
largest GAR. Tables 5.11-519 prove that the MNPP system can be considered 
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more accurate than the other systems such as NPP, 2DNPP, MPCA, DATER, and 
ND-TSNE at a specified FAR value of 0.1%) because it also has lowest EER 
values. Furthermore, all the ROC graphs shown in Figures 5.13, 5.15, 5.17, 5.19 
5.20, 5.23, 5.25, 5.27 and 5.29 show that the proposed MNPP method for facial 
recognition verification provides consistent performance with respect to GAR.  it 
performance is much better than those of the competion algorithm at a lowest 
FAR value of 0.1% due to it also having the highest GAR values. 
6. The verification results clearly show that reducing the value of EER resulted in a 
decrease in the number of incorrectly classified images. Therefore, the proposed 
MNPP method has the most effective verification system which produces the 
lowest EER compared with methods. 
7. Compared with the MPCA and the DATER, both of which preserve the global 
structure of data samples at the cost of losing essential information about the 
local geometry of the neighbors, the MNPP protects the local manifold structure. 
This is more important than the global Euclidean structure, especially in facial 
recognition and data reduction problems. Moreover, the supervised MNPP 
preserves all of the intrinsic geometry, local neighborhood and discriminative 
information in the image dataspace. 
8. Furthermore, the DATER and ND-TSNE are implemented in a supervised way, 
with only additional information about class labels available. However, the 
MNPP and 2DNPP can perform in both supervised and unsupervised forms 
without needing any additional parameters. 
9. The MNPP does not need any parameter selection during the construction of the 
neighborhood weighting affinity matrix, whereas the LPP, 2DLPP and ND-TSNE 
methods are very sensitive to the selection of the width of a Gaussian envelope. 
10. The comparisons conducted in this study prove that the MNPP exhibits 
reasonable and acceptable performance against the baseline PCA, LDA, LPP and 
NPP solutions and their existing extensions. Thus, the proposed method has 
practical relevance in security-related applications such as biometric 
authentication and surveillance [6].  
11. Compared with traditional methods such as PCA, LDA, LPP and NPP, our 
proposed MNPP method effectively avoids the dimensionality dilemma and 
alleviates the problem of small sample size. 
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5.7 Summary  
In this chapter, a novel supervised and unsupervised multilinear neighborhood 
preserving projection (MNPP) method has been proposed for the extraction of 
discriminative features by extending the original NPP to its multilinear form, which is 
now suitable for use in face recognition and security biometrics applications.  
  Theoretical analysis of the MNPP has also been presented in this chapter. The 
proposed method has been validated using three different benchmark facial databases, 
namely, the ORL, AR and FERET. The experimental results for the two face 
recognition biometric modes of identification and verification show that error rates with 
the MNPP proposed method have been significantly reduced in comparison to those of 
conventional subspace analysis methods. In addition, the unsupervised MNPP performs 
the best amongst most of the methods evaluated, which validates the effectiveness of 
natural tensorial data. Moreover, results for the supervised MNNP prove that it 
outperforms all of the standard approaches across all experiments with respect to error 
rate (ERR), genuine acceptance rate (GAR), and equal error rates (EER). Therefore, the 
comparative evaluation demonstrates that the MNPP is a robust and effective 
recognition method for tensor objects. 
 
Chapter 6:  
Conclusion and Future Work 
This chapter summarises the research work presented in the thesis. The key 
contributions of the work in the field of facial recognition are highlighted. Nevertheless, 
there still remain open questions to be addressed in the future. Thus, potential future 
directions for research are towards the aim of achieving more efficient MSL methods 
also outlined. 
 
6.1 Summary and Major Contributions of the Research 
The search for a robust automatic facial recognition system is a challenging problem 
due to the large variability of the appearance of human faces, insufficient data samples, 
and the complexity of pattern distribution. Linear subspace learning (LSL) techniques 
attempt to map high-dimensional data into a low-dimensional subspace in order to 
improve the task of automatic recognition. However, classical subspace learning 
methods such as NPP are linear methods. Facial samples thus need to be reshaped from 
their natural tensorial representations into very high-dimensional vectors. This 
reshaping breaks the natural structure of and correlations within the original tensorial 
data, as well as involving high computational costs and the need to estimate a huge 
number of parameters. Unlike LSL, multilinear subspace learning (MSL) methods 
handle facial objects in their original tensorial form. Also, they have the capacity to 
learn useful and more compact representations which can result in recognition. 
Therefore, this thesis has focused on investigating the multilinear subspace learning 
approach to appearance-based human facial recognition. It has contributed to the 
development of multilinear subspace learning algorithms. 
The work in this thesis has fulfilled the aims of the research set out in Chapter 1. 
Chapter 2 presented a literature review of LSL techniques. Some popular one-
dimensional subspace learning methods which map input images into high-dimensional 
subspace are explained. The problems of and solutions to two- and bidirectional- 
dimensional subspace learning which operate directly on 2D-images are illustrated.  
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Chapter 3 provided an overview of MSL techniques for the dimensionality reduction of 
tensorial data taken directly from their natural representations. Multilinear algebra, 
projection, and prominent existing algorithms are reviewed. However, in addition to 
existing linear and multilinear subspace learning approaches, some bidirectional two-
dimensional and multilinear subspace learning approaches that have not yet been 
studied. 
Chapter 4 presented two new facial recognition algorithms. The first is called 
bidirectional two-dimensional neighborhood preserving projection (B2DNPP) feature 
extraction. It addresses the problem of the bidirectional two-dimensional method by 
expanding the two-dimensional neighborhood preserving projection (2DNPP) method 
into its bidirectional two-dimensional form in order to improve the performance of the 
unidirectional approach [36]. Whereas the 2DNPP performs compression in the 
direction of the image columns only, the proposed B2DNPP method works in both row- 
and column- directions in order to preserve the spatial information and correlation 
between image rows and columns. The B2DNPP builds only one weight matrix from 
the nearest neighbor affinity graph, which is then used to sequentially extract right- and 
left- projection matrices. These two projection matrices are used to transform the facial 
images into low-dimensional space where the facial recognition task is much easier. As 
a result, B2DNPP has many important advantages over the 2DNPP method. Firstly, it 
shows the hidden relationships among the image row and column vectors. Secondly, it 
enhances the recognition performance of the 2DNPP method. Furthermore, image 
feature extraction is simpler and it is easier to evaluate the relationships within the 
image matrix accurately, so that less computational time is required.  
The second approach presented in Chapter 4 is called C-B2DNPP, which is a 
bidirectional two-dimensional neighborhood preserving projection method based the 
curvelet decomposition of human facial imag data intended to give better recognition 
performance. In this method, the curvelet sub-bands that demonstrate high variation are 
selected as initial image features. The selecting method of curvelet coefficients depends 
on the amount of variation that each possesses. Thus, an approximated coefficient along 
with four coefficients from sub-band 2 are selected, which further improves recognition 
performance. The B2DNPP algorithm is applied to the selected coefficients to preserve 
the local structure of the data manifold and generate distinctive feature vectors. This 
framework uses an extreme learning machine (ELM) classifier for classification, which 
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significantly enhances classification rate. Extensive experiments have been performed 
to evaluate the performance of B2DNPE and C-B2DNPP using the three benchmark 
human facial databases ORL, AR, and FERET. It is proven that C-B2DNPP 
outperforms 2DNPP and all existing bidirectional 2-D methods on the various databases 
with respect to recognition rate, computational time, and the numbers of selected 
eigenvectors. 
Chapter 5 naturally extended the standard 1-D NPP to its multilinear form by 
developing a novel biometric face recognition approach based on the multilinear 
neighborhood preserving projection algorithm (MNPP), which operates directly on the 
natural tensorial data rather than vectors or matrices. It enhances face recognition 
performance compared to the B2DNPP which works only on 2D matrices and 
overcomes the limitations of existing MSL algorithms. Traditional approaches such as 
NPP and 2DNPP, and even B2DNPP, derive only one or even two subspaces, while the 
MNPP method obtains multiple interrelated subspaces by unfolding the tensorial data 
over different tensor directions. The number of subspaces derived by MNPP depends on 
the order of the tensorial data space. In general, the MNPP involves three main steps: 1) 
pre-processing, the tensorial samples cropped and rotated here, and the cropped objects 
are resized to ensure that all tensors are of the same size; 2) the MNPP framework for 
feature extraction preserves the relationships of the natural tensorial data which is the 
most significant part of this system; 3) classification, which that recognizes faces by 
classifying the MNPP feature vectors. The proposed MNPP method has the following 
characteristics: 
1. It solves the problem of supervised and unsupervised dimensionality 
reduction for embedded manifolds, and thus allows a natural representation of 
multidimensional images in 2-D, 3-D or higher-order tensors. 
2. It derives a multiple interrelated lower-dimensional dataspace for feature 
extraction and selection by unfolding the tensor across all tensor dimensions. 
It learns the subspaces iteratively by unfolding the tensor along different 
tensor directions. 
3. It preserves the local structure of data samples in addition to the 
discriminative information in the feature space using natural 3-D and even 
higher-order tensorial data in order to reveal the essential structures for data 
analysis, without requiring the data to be vectorized. 
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4. Compared with traditional methods such as PCA, LDA, LPP and NPP, the 
proposed method effectively avoids the problems of small sample size (SSS) 
and the dimensionality dilemma. 
  The performance of the MNPP method has been compared with that of 
conventional methods such as PCA [15], LDA [14], LPP [31], NPP [33], 2DPCA [47], 
2DLDA [48], 2DLPP [49], 2DNPP [50], MPCA [46], DATER[26], and ND-TSNE [44]. 
The proposed method has been validated by several kinds of analysis using three 
different benchmark facial databases, namely ORL, AR and FERET. The results of the 
experimental studies for the two face biometric recognition modes of identification and 
verification show that the error rates with the proposed MNPP method are much lower 
than those of the conventional method of subspace analysis. The unsupervised MNPP 
performs the best amongst most of the evaluated methods, while the comparative 
evaluation demonstrates that the supervised MNPP is a robust and effective recognition 
method for tensor objects since it outperforms all of the standard approaches across all 
experiments with respect to error rate (ERR), genuine acceptance rate (GAR), and equal 
error rates (EER). 
6.2 Future Research 
Although many facial recognition problems in multilinear subspace learning have been 
addressed, the MSL field still has many unresolved problems which need to be 
considered. Therefore, this section presents some research topics for future investigation 
with the aim of developing novel applications where the proposed MNPP method can 
be used, and in designing multilinear subspace learning solutions. 
1. Combine MNPP features with other features 
Feature fusion has become one of the most effective methods used to improve 
recognition performance. The combination in Chapter 4 of B2DNPP with the 
curvelet transform and extreme learning machine (ELM) for single-hidden layer 
feedforward neural networks has shown promising results for facial recognition. 
Therefore, it would be interesting to investigate the combination of the MNPP 
with the curvelet transform and ELM classifier. Moreover, the 2DLDA and 
DATER algorithms gave the highest recognition rates after the MNPP in the 
case of varying facial expression, so it would be worth investigating the 
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integration of the feature vectors extracted by MNPP with other features 
extracted by traditional linear subspace methods such as LDA, (2D)2FLD, and 
DATER in order to further reduce dimensionality and extract the most 
discriminant information for better separation.  
 
2. Parallel model for face recognition 
a) Any facial image can be analyzed using different algorithm in either the 
frequency or spatial domains. Each domain describes the image in a different 
way. Therefore, it would be interesting to consider whether or not the utilization 
of spatial features extracted from the MNPP and the features extracted from one 
of the frequency domain algorithms in a parallel model may provide better 
performance. Frequency features are extracted using for example, the discrete 
cosine transform (DCT), and both types of features can be extracted in a parallel 
method as described below in Figure ‎6.1. Then, these multiple features can be 
integrating in vectors which are later fed to a classifier.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure ‎6.1:  Parallel model for facial recognition 
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b) Furthermore in the same parallel way it would be worthwhile to 
determine if the integration of MNPP features with those of existing 
multilinear algorithms such as MPCA, DATER, and ND-TSNE has the 
ability to improve recognition rates, as shown in Figure 6.2. Then testing 
this new method to be executed in parallel using one of existing parallel 
machines such as multicores for gaining more speed and efficiency.  
 
 
 
 
 
 
 
 
Figure ‎6.2: Parallel multidimensional model for facial recognition 
 
3. V-MNPP 
The solution in the MNPP approach is based on tensor-to-tensor projection. It 
would be interesting to derive a multilinear solution for the NPP method based 
on tensor-to-vector projection (V-MNPP). In this type of projection, the number 
of features that can be extracted will be less than the smallest dimension. 
Therefore, this method may be more suitable for recognition tasks where only a 
small number of features of needed. 
4. Using MNPP with other applications 
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As our lifestyles become increasingly dependent on digital technology, it is 
believed that the increased efficiency of this technology should be able to 
enhance our quality of life and the security of our information. Therefore, it 
would be interesting to design an authentication system that provides easy and 
safe access to computers without requiring our attention, time and energy. Such 
a system should not be intrusive and would need no specific material that not 
already available in classical computers. Also, it should be highly acceptable to 
users as well as exploiting low-cost biometric modalities. Therefore, the design 
of an authentication system that detects and recognizes persons depending on 
video-based facial recognition via webcam could be investigated as a new 
application for the MNPP to analyses video sequences. Interesting future 
applications of the proposed MNPP method may include applying it to other 
biometrics such as fingerprints and gait. Beside biometric facial recognition 
applications, many other computer vision and pattern recognition applications 
use tensorial data too. It is planned that some of these applications will be 
explore, such as medical image analysis and for use in daily activities in human-
computer interaction (HCI) using MNPP. 
5. Hybrid biometric system 
Research into multimodal biometrics systems is able to overcome some of the 
drawbacks of uni-biometric systems by grouping multiple sources of information 
together. These systems use at least two biometrics characteristics, including 
physiological or behavioural variables, in order to recognize individuals. Thus, it 
would be interesting to use the MNPP in such multimodal biometrics systems 
which combine for example the features of facial images, fingerprints and/or 
palmprints.  
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