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A NOTE ON BIORTHOGONAL ENSEMBLES
PATRICK DESROSIERS AND PETER J. FORRESTER
Abstract. We consider ensembles of random matrices, known as biorthogonal ensembles,
whose eigenvalue probability density function can be written as a product of two determi-
nants. These systems are closely related to multiple orthogonal functions. It is known that the
eigenvalue correlation functions of such ensembles can be written as a determinant of a kernel
function. We show that the kernel is itself an average of a single ratio of characteristic polyno-
mials. In the same vein, we prove that the type I multiple polynomials can be expressed as an
average of the inverse of a characteristic polynomial. We finally introduce a new biorthogonal
matrix ensemble, namely the chiral unitary perturbed by a source term.
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1. Introduction
Suppose that we have a set of N real random variables {x1, . . . , xN} such that their probability
density function (p.d.f.) is given by
pN(x1, . . . , xN ) =
1
ZN
det [ηi(xj)]i,j=1,...,N det [ξi(xj)]i,j=1,...,N , (1)
where ZN is the normalization constant. We require all variables to lie on the same interval
I ⊆ R. Consider the n-point correlation functions
ρn,N (x1, . . . , xn) :=
N !
(N − n)!
1
ZN
∫
I
dxn+1 . . .
∫
I
dxN pN (x1, . . . , xn, xn+1 . . . , xN ). (2)
Now assume that the matrix g, with elements gi,j :=
∫
I dx ηi(x)ξj(x), is not singular. Then, one
can show that the n-point correlation functions can be written as the determinant of an n × n
matrix:
ρn,N (x1, . . . , xn) = det [KN (xi, xj)]i,j=1,...,n , (3)
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where the function KN , called the kernel, is given by
KN (x, y) =
N∑
i,j=1
ηi(x)ci,jξj(y),
N∑
k=1
gi,kcj,k := δi,j . (4)
Subject to a minor technical constraint on g (see [9]), it is possible to construct functions
ζi ∈ Span(ξ1, . . . , ξN ) and ψj ∈ Span(η1, . . . , ηN ) which are biorthogonal; that is,∫
I
dxψi(x)ζj(x) = δi,j (5)
As a consequence, we can put the kernel in a single sum form: KN (x, y) =
∑N
i=1 ψi(x)ζi(y).
Borodin [9] has used the expression “biorthogonal ensembles” for describing systems whose
p.d.f. can be written as in Eq. (1). They have been first studied by Muttalib [29] and Frahm [21]
in relation to the quantum transport theory of disordered wires [5]. They can also be considered
as determinantal point processes [24].
Random Matrix Theory [16, 20, 28] provides many instances of such biorthogonal structures.
First, choose ηj = x
j−1 and ξj(x) = e
−V (x)xj−1. Then pN (x1, . . . , xN ) corresponds to the
eigenvalue density in a unitary invariant ensemble of N×N complex Hermitian matrices, defined
through the p.d.f.
PN (X) ∝ e−TrV (X). (6)
In that case, the simplest one, the system is described by orthonormal polynomials {pi : i =
0, . . . , N − 1} with respect to the weight w(x) = e−V (x); explicitly, ψi(x) = pi−1(x) and ζi(x) =
w(x)pi−1(x).
Second, suppose that the we break the unitary invariance of (6) by an external source [11, 12],
PN (X|A) ∝ e−TrV (X)+TrAX, (7)
where A is a non-random N × N Hermitian matrix. When the eigenvalues {a1, . . . , aN} of A
are all distinct, it is possible to show that the p.d.f. for the eigenvalue of X is of the form (1),
with ηi(x) = x
i−1 and ξi(x) = e
−V (x)+aix. It has been proved by Zinn-Justin [34, 35] that the
n-point correlation functions comply with (3). In the general case where some of the parameters
are equal, Bleher and Kuijlaars [6] have shown that the models defined by (6) naturally lead to
multiple orthogonal polynomials (see for instance [1, 32]). In particular, they have proved that
the (monic) multiple polynomial of type II and having degree N , P (x) say, is simply described
as the expectation value of the characteristic polynomial,
P (x) = 〈det(x1−X)〉, (8)
where the average is taken with respect to the p.d.f. (7).
In this paper, we show that the multiple polynomials of type I, here denoted by Q(x), can
also be seen as averages over perturbed matrix ensembles,
Q(x) = Res
z=x
〈
det(z1−X)−1
〉
for z ∈ C \ R. (9)
In the previous equation, the residue is defined through
f(x) =: Res
z=x
∫
I
dt
f(t)
z − t . (10)
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We also obtain a similar expression for the kernel,
KN (x, y) =
1
x− y Resz=y
〈
det(x1−X)
det(z1−X)
〉
. (11)
This expression was first proposed in [22] for Gaussian ensembles (i.e., V (X) = X2), and for
general unitary invariant potentials (6) in [10].
We also give a matrix model that possesses a new biorthogonal structure: the perturbed chiral
Gaussian unitary ensemble (chGUE). The chiral or Laguerre ensemble plays a fundamental role
in the low energy limit of QDC [33]. It also appears in multivariate statistics; more specifically,
a chiral ensemble is equivalent to the matrix variate Wishart distribution. The presence of a
source term in the matrix model describes a non-null sample covariance matrix [25]. For more
information on this relation, see [4, 17]. For the parameter value α = 1/2 the perturbed chGUE
gives the p.d.f. for non-intersecting Brownian paths near a wall [26], and similarly for α a non-
negative integer it corresponds to non-colliding systems of 2(α+ 1)-dimensional squared Bessel
processes [27]. The biorthogonal functions of the perturbed chGUE are related to the modified
Bessel functions of the first kind. In a special case, these functions previously appeared in papers
by Coussement and Van Assche [13, 14].
2. Kernel and ratio of characteristic polynomials
For any ensemble composed of matrices having real eigenvalues, it is well known (see e.g. [10])
the correlations functions can be generated by averaging ratios of characteristic polynomials:
ρn,N (x1, . . . , xn) = Res
z1=x1
. . . Res
zn=xn
[
∂n
∂y1 · · · ∂yn
〈
n∏
i=1
det(yi1−X)
det(zi1−X)
〉]
yi=zi
. (12)
This formula can be proved by using
det(y1−X)−1 ∂
∂y
det(y1−X) = tr 1
y1−X , (13)
and by expressing the matrix average as an average over the eigenvalues.
In the physics literature, the residue operation is often replaced by the use of Green’s functions
and density operators. This can be understood as follows. The n-point correlation function is
the expectation value of a product of n density operators; that is,
ρn,N (x1, . . . , xn) = 〈ρˆ(x1) · · · ρˆ(xn)〉 , (14)
where
ρˆ := tr δ(x1−X) (15)
and it is assumed that the points are not coincident. For our purposes, the Dirac delta function
has to be defined as
δ(x) =
1
π
ǫ
x2 + ǫ2
=
1
π
Im
1
x− iǫ , ǫ→ 0
+. (16)
But the advanced Green function is given by
Gˆ−(x) := tr
1
(x− iǫ)1−X . (17)
Hence
ρˆ(x) =
1
π
Im Gˆ−(x). (18)
4 PATRICK DESROSIERS AND PETER J. FORRESTER
It is worth mentioning that the previous formalism allows us to rewrite Eq. (10) as
Res
z=x
∫
I
dt
f(t)
z − t =
1
π
Im
∫
I
dt
f(t)
x− iǫ− t , ǫ→ 0
+. (19)
The imaginary part can be taken in two ways: 1) forming the Dirac function δ(x) inside the
integrand, then integrating; 2) deforming the contour of integration, in order to remove the
imaginary part from the integrand, then subtracting the imaginary part of the whole integral,
which is equivalent to closing the contour around the single pole x.
Proposition 1. Consider a matrix model with an eigenvalue p.d.f. given by Eq. (1). Let ηi(x) =
xi−1 and ξi(x) such that gi,j :=
∫
I dx ηi(x)ξj(x) defines a non-singular matrix for all i, j =
1, . . . N . Then
KN (x, y) =
1
x− y Resz=y
〈
det(x1−X)
det(z1−X)
〉
, (20)
where z is a complex number with a non-null imaginary part.
Proof. We want to prove that the previous expression for KN (x, y) is equivalent to Eq. (4). Let
us denote the r.h.s. of (20) as (x− y)−1Z−1N LN (x, y). From (1) we have
LN (x, y) = Res
z=y
∫
I
dx1 · · ·
∫
I
dxN det [ξi(xj)]
N
i,j=1 det
[
xi−1j
]N
i,j=1
N∏
i=1
x− xi
z − xi .
By symmetry of the integrand, this can be simplified
LN (x, y) = N ! Res
z=y
∫
I
dx1 ξ1(x1) · · ·
∫
I
dxN ξN (xN ) det
[
xi−1j
]N
i,j=1
N∏
i=1
x− xi
z − xi . (21)
But one proves by induction that
N∏
i=1
1
z − xi =
N∑
i=1
1
(z − xi)
N∏
j=1
j 6=i
1
xi − xj . (22)
Moreover, det
[
xi−1j
]N
i,j=1
= ∆(x1, . . . , xN ) =
∏
1≤i<j≤N (xj − xi) is the Vandermonde determi-
nant. From this we deduce
N∏
j=1
j 6=i
1
xi − xj det
[
xi−1j
]N
i,j=1
= (−1)N−i∆(i)(x1, . . . , xN ), (23)
where ∆(i)(x1, . . . , xN ) = ∆(x1, . . . , xi−1, xi+1, . . . , xN ). By substituting formulae (22) and (23)
into (21), we get
LN (x, y) = N !
N∑
i=1
(−1)N−iRes
z=y
∫
I
dx1 ξ1(x1) · · ·
∫
I
dxN ξN (xN )
x− xi
z − xi
×
N∏
j=1
j 6=i
(x− xj) det
[
xk−1j
]
j=1,...,N
k=1,...,N−1
j 6=i
.
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The two factors on the last line can be replaced by the Vandermonde
∆(x1, . . . , xi−1, xi+1, . . . , xN , x)
Taking the residue then gives
LN (x, y) = (x− y)N !
N∑
i=1
(−1)N−iξi(y)

 N∏
j=1
∫
I
dxjξj(xj) det
[
[xk−1j ]j=1,...,N
k=1,...,N
[xk−1]k=1,...,N
]
j 6=i
.
Recalling ηi(x) = x
i−1, gi,j =
∫
I dx ηi(x)ξj(x), and integrating the determinant row by row, we
find
LN (x, y) = (x− y)N !
N∑
i=1
ξi(y) det
[[
gj,k
]
j=1,...,N
k=1,...,i−1
[
ηj(x)
]
j=1,...,N
[
gj,k
]
j=1,...,N
k=i+1,...,N
]
.
We now return to KN (x, y) = (x− y)−1Z−1N LN (x, y). From the p.d.f. (1), we have
ZN = N ! det g, g
t = c−1. (24)
This leads to
KN (x, y) =
N∑
i=1
ξi(y) detK
(i),
where
K(i) =
[
1(i−1)×(i−1)
[∑N
k=1 ηk(x)ck,j
]
j=1,...,i−1
0(i−1)×(N−i)
0(N−i+1)×(i−1)
[∑N
k=1 ηk(x)ck,j
]
j=i,...,N
1(N−i+1)×(N−i)
]
Therefore KN (x, y) =
∑N
i,k=1 ξi(y)ηk(x)ck,i, as desired. 
Before going to the next section, let us show that Eq. (20) readily furnishes the Christoffel-
Darboux formula for orthogonal polynomials. We define the orthogonal ensemble by ηi(x) = x
i−1
and ξi(x) = x
i−1w(x), where w(x) > 0 is the unnormalized weight function. Let pi(x) =
xi + c1x
i−1 + . . . denote the monic orthogonal polynomial with
hnδn,m =
∫
I
dxw(x)pn(x)pm(x).
We find det[xj−1i ] = det[pj−1(xi)] and ZN = N !
∏N−1
i=0 hn. On the one hand, by proceeding as
in the proof Proposition 1, we find
KN (x, y) =
1
x− y
1∏N−1
i=0 hn
Res
z=y
N∑
i=1
∫
I
dx1w(x1)p0(x1) . . .
∫
I
dxNw(xN )pN−1(xN−1)
× x− xi
z − xi det
[[
pj−1(xk)
]
j=1,...,N
k=1,...i−1
[
pj−1(x)
]
j=1,...,N
[
pj−1(xk)
]
j=1,...,N
k=i+1,...N
]
. (25)
By virtue of the orthogonality of the pn’s, the latter equation is equivalent to
KN (x, y) = w(y)
N−1∑
n=0
1
hn
pn(y)pn(x). (26)
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On the other hand, making use of
1∏N
i=1(z − xi)
det [ξj(xi)]
N
i,j=1 =
N∏
i=1
w(xi) det


p0(x1) . . . pN−2(x1)
1
z−x1
p0(x2) . . . pN−2(x2)
1
z−x2
...
...
...
...
p0(xN ) . . . pN−2(xN )
1
z−xN

 , (27)
we get
(x− y)
(
N−1∏
n=0
hn
)
KN (x, y) =
Res
z=y
∫
I
dx1
w(x1)
z − x1
∫
I
dx2 w(x2)p0(x2) . . .
∫
I
dxNw(xN )pN−2(xN ) det


p0(x1) . . . pN (x1)
...
...
...
p0(xN ) . . . pN (xN )
p0(x) . . . pN (x)

 . (28)
We finally integrate the determinant row by row and arrive at
(x− y)
(
N−1∏
n=0
hn
)
KN (x, y) = w(y) det


h0 0 . . . 0 0 0
0 h1
. . . 0 0 0
...
. . .
. . .
...
...
...
0 . . . . . . hN−2 0 0
1 p1(y) . . . pN−2(y) pN−1(y) pN (y)
1 p1(x) . . . pN−2(x) pN−1(x) pN (x)


.
The Christoffel-Darboux is established by comparing the last expression with Eq. (26):
N∑
n=1
1
hn−1
pn−1(y)pn−1(x) =
1
hN−1
pN (x)pN−1(y)− pN−1(x)pN (y)
x− y . (29)
3. Multiple polynomials of type I and II
Let us first review some properties of multiple polynomials (e.g., see [1, 15, 32]). These
mathematical objects are associated to D distinct weight functions wi(x). (We limit ourself
to the so-called AT systems in which the support I is the same for all weights wi.) They are
indexed by ~n = (n1, . . . , nD), a composition (or a multi-index) of length D and of weight N ;
that is, an ordered sequence of D non-negative integers ni such that |~n| :=
∑N
i=1 ni = N .
To each composition ~n, we associate D multiple polynomials of type I, here denoted by A
(i)
~n ,
where i varies from 1 to D. They are generated by the multiple function
Q~n(x) = ~w(x) · ~A~n(x) :=
D∑
i=1
w(i)(x)A
(i)
~n (x). (30)
This function satisfies a simple orthogonality condition∫
I
dxxjQ~n(x) =
{
0, j = 0, . . . , |~n| − 2,
1, j = |~n| − 1. (31)
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Note that the degree of A
(i)
~n is assumed to be ni − 1 (technically speaking, we only work with
perfect systems).
The multiple polynomial of type II characterized by the composition ~n is denoted by P~n. It
is a monic polynomial of weight |~n| that complies with D orthogonality relations,
∫
I
dxw(i)(x)xjP~n(x) = 0, j = 0, . . . , ni − 1, i = 1, . . . ,D. (32)
The multiple functions Q~n and P~n provide a biorthogonal system. Indeed, first fix ~n =
(n1, . . . , nD) with |~n| = N . Second, choose a sequence of compositions such that
|~n(i)| = i and ~n(i)j ≤ ~n(i+1)j
for all i = 0, . . . , N − 1 and j = 1, . . . ,D. For instance, one could take
~n(0) = (0, 0, 0, . . .),
~n(1) = (1, 0, 0, . . .),
...
~n(n1) = (n1, 0, 0, . . .),
~n(n1+1) = (n1, 1, 0, . . .),
...
~n(N) = (n1, n2, . . . , nD).
Third, define
Pi := P~n(i) , Qi := Q~n(i+1) , i = 0, . . . , N − 1. (33)
Then, we see from relations (31) and (32) that these functions are biorthogonal:
∫
I
dxPi(x)Qj(x) = δi,j for all i, j = 0, . . . , N − 1. (34)
Proposition 2. Suppose that we have a matrix ensemble with eigenvalue p.d.f. of the form (1)
with ηi(x) = x
i−1, or equivalently a monic polynomial of degree i− 1, and
[
ξ1, ξ2, . . . , ξN
]
(x) =
[
w(1)(x), xw(1)(x), . . . , xn1−1w(1)(x), w(2)(x), xw(2)(x),
. . . , xn2−1w(2)(x), . . . w(D)(x), xw(D)(x), . . . , xnD−1w(D)(x)
]
. (35)
Suppose moreover that g := [gi,j ]
N
i,j=1 is non-singular, where gi,j =
∫
I dx ηi(x)ξj(x). Let
Q~n(x) = Res
z=x
〈
det(z1−X)−1
〉
, (36)
for z ∈ C \ R, and
P~n(x) = 〈det(x1−X)〉. (37)
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Then
Q~n(x) =
N !
ZN
∣∣∣∣∣∣∣∣∣
g1,1 g1,2 . . . g1,N
...
...
. . .
...
gN−1,1 gN−1,2 . . . gN−1,N
ξ1(x) ξ2(x) . . . ξN (x)
∣∣∣∣∣∣∣∣∣
, (38)
P~n(x) =
N !
ZN
∣∣∣∣∣∣∣∣∣
g1,1 . . . g1,N η1(x)
g2,1 . . . g2,N η2(x)
...
...
...
...
gN+1,1 . . . gN+1,N ηN+1(x)
∣∣∣∣∣∣∣∣∣
, (39)
where ZN = N ! det[gi,j ]
N
i,j=1. Furthermore, Q~n and P~n are the only functions satisfying Eqs.
(31) and (32).
Proof. In [6], Bleher and Kuijlaars have shown that (32) holds true if the type II polynomials are
given by (37), or equivalently by (39), with w(j)(x) = w(x)xdj−1eaix where dj = j −
∑i−1
k=1 nk,
for i such that
∑i−1
k=1 nk < j ≤
∑i
k=1 nk. The generalization of their argument to our case is
immediate. So, let us concentrate on type I functions, defined in Eq. (36).
Firstly, by following the method exposed in the proof of Proposition 1, we find
Q~n(x) =
1
ZN
Res
z=x
∫
I
dx1 · · ·
∫
I
dxN det[ξi(xj)]
N
i,j=1 det[x
i−1
j ]
N
i,j=1
N∏
i=1
1
z − xi
=
N !
ZN
Res
z=x
∫
I
dx1 ξ1(x1) · · ·
∫
I
dxN ξN (xN ) det
[ [
ηi(xj)
]
i=1...N−1
j=1,...,N[
1
z−xj
]
j=1,...,N
]
=
N !
ZN
Res
z=x
∫
I
dx1 · · ·
∫
I
dxN det


[
xi−1j ξj(x)
]
i=1...N−1
j=1,...,N[ xi−1j
z−xj
]
j=1,...,N

 .
The last line obviously leads to Eq. (38).
Secondly, we choose ηi(x) = x
i−1 and set
h
(i)
j :=
∫
I
dxwi(x)ηj(x), (40)
so that the determinantal expression of Q~n becomes
Q~n(x) =
N !
ZN
∣∣∣∣∣∣
[
h
(1)
i+j−1]i=1,...,N−1
j=1...,n1
[
h
(2)
i+j−1]i=1,...,N−1
j=1...,n2
. . .
[
h
(D)
i+j−1]i=1,...,N−1
j=1...,nD[
ηj(x)w1(x)
]
j=1,...,n1
[
ηj(x)w2(x)
]
j=1,...,n2
. . .
[
ηj(x)wD(x)
]
j=1,...,nD
∣∣∣∣∣∣ .
(41)
Hence,
∫
I
dxxkQ~n(x) =
N !
ZN
∣∣∣∣∣∣
[
h
(1)
i+j−1]i=1,...,N−1
j=1...,n1
[
h
(2)
i+j−1]i=1,...,N−1
j=1...,n2
. . .
[
h
(D)
i+j−1]i=1,...,N−1
j=1...,nD[
h
(1)
j+k
]
j=1,...,n1
[
h
(2)
j+k
]
j=1,...,n2
. . .
[
h
(D)
j+k
]
j=1,...,nD
∣∣∣∣∣∣ .
We see that the r.h.s. is null when the last row equals one of other the rows; i.e., when k =
0, . . . , N − 2. For k = N − 1, the determinant simply becomes det[gi,j ]Ni,j=1 = ZN/N !. This
completes the proof of the orthogonality condition (31).
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We finally show the uniqueness of the type II multiple function. Expression (38) tells us that
Q~n(x) =
∑
i=1 w
(i)(x)A
(i)
~n (x), where A
(i)
~n = c
(i)
1 x
ni−1 + c
(i)
2 x
ni−2 + . . . + c
(i)
ni . This means that,
in order to determine Q~n uniquely, we have to fix the N = |~n| coefficients c(i)j (j = 1, . . . , ni,
i = 1, . . . ,D). But Eq. (31) furnishes exactly N linear equations. The matrix for that linear
system is
g =


g1,1 . . . g1,N
...
. . .
...
gN,1 . . . gN,N

 =
[ [
h
(1)
i+j−1]i=1,...,N
j=1...,n1
[
h
(2)
i+j−1]i=1,...,N
j=1...,n2
. . .
[
h
(D)
i+j−1] i=1,...,N
j=1...,nD
]
.
(42)
But by hypothesis detg 6= 0. Consequently, the solution for the coefficients, and therefore Q~n,
is unique. 
4. Perturbation of chiral unitary ensembles
As we mentioned in the introduction, non-trivial biorthogonal matrix ensembles exist. For
instance, ensembles of N × N Hermitian matrix with a p.d.f. proportional to exp(−trV (X) +
trAX), where A is a fixed N × N Hermitan matrix, naturally lead to biorthogonal systems.
Specifically, let ξi(x) = exp(−V (x) + aix) and let a := {a1, . . . , aN} denote the eigenvalues of
A. Suppose that some of the ai’s coincide, i.e.,
an1 → an1−1 → . . .→ a1 = b1, an1+n2 → an2+n1−1 → . . .→ an1+1 = b2, (43)
and so on. Symbolically, this is written as
a = b~n. (44)
Then from the definition of the function ξi one sees
ξj(x) = ξi(x)
∑
n≥0
(aj − ai)n
n!
xn, (45)
uniformly for |aj − ai| <∞, so that [6]
lim
det[ξi(xj)]
N
i,j=1∏
1≤i<j≤N(aj − ai)
=
det[ξ¯i(xj)]
N
i,j=1∏D
i=1
∏ni−1
j=1 j!
∏
1≤k<ℓ≤D(bℓ − bk)nknℓ
(46)
where [ξ¯1, . . . , ξ¯N ] is given by Eq. (35), with wi(x) = exp(−V (x) + bix). Therefore, these
biorthogonal ensembles can be studied with the help of multiple polynomials (see Proposition
2). In this section, we provide other examples of biorthogonal matrix ensembles. This time,
weight functions are of the form w(i)(x) = xαe−V (x)Iα(2
√
xbi), where Iα is the modified Bessel
function (see below).
Suppose α := M − N ≥ 0. Let X = [Xi,j ], be a random M × N (non-Hermitian) complex
matrix drawn with probability
P (X)(dX) = e−trV (X
†
X)eRe(trXA
†)(dX). (47)
A is a fixedM×N complex matrix and (dX) denotes the normalized volume element of CM×N ,
(dX) :=
1
C
M∏
i=1
N∏
j=1
dRe(Xi,j)dIm(Xi,j).
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The ”potential” V has to be chosen in a way that guarantees the positivity of trV (X). When
A = 0M×N and V (x) = x, the p.d.f. (47) defines the chiral Unitary Ensemble (chUE), which is
simply related to the Laguerre Unitary Ensemble (LUE) (for more details, see [20, Chapter 2]).
We now want to get the eigenvalue p.d.f. associated to (47). This can be done through a
singular value decomposition of X:
X = U˜XDV˜
†, (48)
where
XD =
[
diag[s1, . . . , sN ]
0α×N
]
, U˜ ∈ U(M), V˜ ∈ U(N). (49)
Note that the singular values s1, . . . , sN are real and non-negative; they are the positive square
roots of the eigenvalues of the N ×N matrix X†X. A similar decomposition is possible for the
non-random matrix; that is, A = U¯ADV¯
† with A†D = [diag[t1, . . . , tN ]0N×α] and t1, . . . , tN ≥ 0.
For the moment, we assume ti 6= tj for i 6= j. For notational convenience we set
s2i = xi, t
2
i = 4ai, i = 1, . . . , N. (50)
By considering the transformation (48), and its Jacobian, we get an integral form for the eigen-
value p.d.f.
pN (x1, . . . , xN ) ∝
N∏
i=1
xαi e
−V (xi)
∏
1≤i<j≤N
(xj − xi)2
×
∫
U(N)
(V†dV)
∫
U(M)
(U†dU) exp
{
Re(trXDV
†A
†
DU)
}
, (51)
where (U†dU) is, up to a multiplicative factor, the Haar measure on the unitary group U(M)
(and similarly for V). The integration can be realized by making use of a Itzykson-Zuber type
formula [23, 36]:∫
U(N)
(V†dV)
∫
U(M)
(U†dU) exp
{
Re(trXDV
†A
†
DU)
}
=
CM,N
N∏
i=1
1
(aixi)α/2
det
[
Iα(2
√
aixj)
]N
i,j=1
∆N (a1, . . . , aN )∆N (x1, . . . , xN )
, (52)
where CM,N is a constant independent of the xi’s and ai’s. Recall that the modified Bessel
function of the first kind is specified by
Iα(z) = I−α(z) =
(z
2
)α∑
k≥0
(z2/4)k
Γ(k + 1)Γ(α + k + 1)
=
∫
C{0}
dw
2πi
ez/2(w+w
−1)
w±α+1
, (53)
where it is assumed that α ∈ Z, and where C{0} stands for a positive contour that encircles the
origin. It can be expressed as a hypergeometric function as well,
Iα(2z
1/2) =
zα/2
Γ(α+ 1)
0F1(α+ 1, z), α ∈ C, | arg(z)| < π. (54)
Combining the few last equations, we obtain the eigenvalue (or singular value) p.d.f.
pN (x1, . . . , xN ) =
1
Z ′N
N∏
i=1
xαi e
−V (xi)
∏
1≤i<j≤N
(
xj − xi
aj − ai
)
det
[
0F1(α+ 1, aixj)
Γ(α+ 1)
]N
i,j=1
. (55)
A NOTE ON BIORTHOGONAL ENSEMBLES 11
L’Hospital’s rule provides the appropriate density when some of the ai’s coincide. Clearly, Eq.
(55) is of the biorthogonal form, with
ηi(x) = x
i−1 + lower terms, ξi(x) =
xαe−V (x)
Γ(α+ 1)
0F1(α+ 1, aix). (56)
As a consequence, the correlation functions satisfy ρn,N(x1, . . . , xn) = det [KN (xi, xj)]
n
i,j=1 and
the kernel is given by (x− y)KN (x, y) = Res
z=y
〈det(x1−X)det(z1−X)−1〉.
When we perturb ensembles of Hermitian matrices by a source term, the multiple functionsQ~n
and P~n can be obtained through Proposition 2. In that case, the composition ~n = (n1, . . . , nD)
gives the multiplicity of the eigenvalues (b1, . . . , bD) (see limit (43)). One might be tempted
to conclude that this relation remains the same in perturbed ensembles of rectangular complex
matrices. It is true that Proposition 2 still holds. However, the link between the multi-index ~n
and the eigenvalues (b1, . . . , bD), or equivalently between the function ξi and the weight functions
wi, is more involved. The following lemma and proposition aim to clarify the situation.
Lemma 3. Let ξi(x) = wα(x, ai), where
wα(x, ai) :=
xαe−V (x)
Γ(α+ 1)
0F1(α+ 1, aix). (57)
Consider the limit (43). Then,
lim
det[ξi(xj)]
N
i,j=1∏
1≤i<j≤N (aj − ai)
=
det
[
W
(1)
α W
(2)
α . . . W
(D)
α
]
∏D
i=1
∏ni−1
j=1 j!
∏
1≤k<ℓ≤D(bℓ − bk)nknℓ
, (58)
where
W (k)α =
[
wα(xi, bk) wα+1(xi, bk) . . . wα+nk−1(xi, bk)
]
i=1,...,N
.
Proof. First, we suppose that, as an → an−1 → . . .→ a1 = b1, the following equation holds true
Gn := lim
∏
1≤i<j≤N
(aj − ai)−1det[ξi(xj)]Ni,j=1 =
n−1∏
k=1
(k!)−1
N∏
i=n+1
(ai − b1)−n
∏
n+1≤i<j≤N
(aj − ai)−1 ×
∣∣∣∣∣
[
wα+i−1(xj , b1)
]
i=1,...,n[
wα(xj, ai)
]
i=n+1,...,N
∣∣∣∣∣
i=1,...,N
. (59)
Second, we consider the series expansion of Iα, given by Eq. (53), from which we deduce
wα(x, aj) =
∑
ℓ≥0
(aj − ai)ℓ
ℓ!
wα+ℓ(x, ai) (60)
uniformly for |aj − ai| <∞. We thus have
lim
a2→a1
∏
1≤i<j≤N
(aj − ai)−1det[ξi(xj)]Ni,j=1
=
N∏
i=3
(ai − b1)−2
∏
3≤i<j≤N
(aj − ai)−1 lim
a2→a1
(a2 − a1)−1
×
∣∣∣∣∣∣
[
wα(xj , a1)
][
wα(xi, a1) + (a2 − a1)wα+1(xi, a1) +O
(
(a2 − a1)2
) ][
wα(xj , ai)
]
i=3,...,N
∣∣∣∣∣∣
j=1,...,N
.
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But we can subtract the first row from second without affecting the determinant, so that
G2 = lim
a2→a1=b1
det[ξi(xj)]
N
i,j=1∏
1≤i<j≤N (aj − ai)
=
N∏
i=2
(a2 − ai)−2
∏
3≤i<j≤N
(aj − ai)−1 ×
∣∣∣∣∣∣
[
wα(xj , b1)
][
wα+1(xj , b1)
][
wα(xj , ai)
]
i=3...N
∣∣∣∣∣∣
j=1,...,N
.
This shows Eq. (59) for n = 2. The general n case is established by induction: we return to
(59); we apply (60) once again, i.e.,
lim
an+1→b1
Gn =
n−1∏
k=1
(k!)−1
N∏
i=n+2
(an − ai)−n−1
∏
n+2≤i<j≤N
(aj − ai)−1
lim
an+1→b1
(an+1 − b1)−n ×
∣∣∣∣∣∣∣
[
wα+i−1(xj , b1)
]
i=1,...,n[∑
k≥0(an+1 − b1)k(k!)−1wα+k(xj , b1)
][
wα(xj , ai)
]
i=n+2,...,N
∣∣∣∣∣∣∣
j=1...N
;
we manipulate the rows as,
Row(n+ 1)→ Row(n+ 1)− Row(1)− (an+1 − b1)Row(2) − . . .− (an+1 − b1)
n−1
(n − 1)! Row(n);
and we finally get
n∏
k=1
(k!)−1
N∏
i=n+2
(an − ai)−n−1
∏
n+2≤i<j≤N
(aj − ai)−1 ×
∣∣∣∣∣
[
wα+i−1(xj , b1)
]
i=1,...,n+1[
wα(xj , ai)
]
i=n+2,...,N
∣∣∣∣∣
j=1...N
,
which is Gn+1, as expected. The general formula (58) is obtained by taking D limits similar to
(59). 
Proposition 4. Consider the functions ξi and wα as defined in the previous lemma. Let wα(x) =
wα(x, 0). Suppose
ar → ar−1 → . . .→ a1 = b > 0, aN → aN−1 → . . .→ ar+1 = 0, (61)
Then,
lim
det[ξi(xj)]
N
i,j=1∏
1≤i<j≤N (aj − ai)
=
(−b)−r(N−r)∏⌊ r−12 ⌋s=1 (−b)−s∏⌊ r+12 ⌋t=1 b−t∏r−1
k=1 k!
∏N−r−1
ℓ=1 ℓ!
∣∣∣∣∣∣∣∣∣∣
[
xi−1j wα(xj)
]
i=1,...,N−r[
xi−1j wα(xj , b)
]
i=1,...⌊ r+1
2
⌋[
xi−1j wα+1(xj, b)
]
i=1,...⌊ r−1
2
⌋
∣∣∣∣∣∣∣∣∣∣
j=1,...,N
. (62)
Proof. We have from the previous lemma and from wα+i(x, 0) = x
iwα(x)that
lim
det[ξi(xj)]
N
i,j=1∏
1≤i<j≤N (aj − ai)
=
1
(−b)r(N−r)∏r−1k=1 k!∏N−r−1ℓ=1 ℓ!
∣∣∣∣∣∣∣∣
[
xi−1j wα(xj)
]
i=1,...,N−r
j=1,...,N[
wα+i−1(xj , b)
]
i=1,...r
j=1,...,N
∣∣∣∣∣∣∣∣
.
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Now, for α > −1, it is known that
x 0F1(α+ 3, x) = (α+ 1)(α + 2)
(
0F1(α+ 1, x)− 0F1(α+ 2, x)
)
.
This implies for b 6= 0 and k ∈ N,
bwα+k(x, b) = xwα+k−2 − (α+ k − 1)wα+k−1(x, b).
The latter identity allows us to write
wα+k(x) =
(x
b
)⌊k+1
2
⌋
wα+2( k2−⌊
k
2
⌋)(x) + cα(x; b, k)
where cα is a linear combination of wα and wα+1 with coefficient depending on b and k. The
desired result is obtained by using the latter equation and by exploiting the antisymmetry of
the determinant under the permutation of the rows as well as the invariance of the determinant
under the transformation Row(i)→ Row(i) +∑j 6=i ci,jRow(j). 
The last proposition implies that each limit of the form an1 → an1−1 → . . . → a1 = b > 0
give rise to two functionally independent weight functions, i.e., wα(x, b) and wα+1(x, b). When
we have D similar limits, with b1 > b2 > . . . > bD say, we get 2D weight functions if bD > 0,
and 2D − 1 weight functions if bD = 0.
5. Chiral Gaussian Unitary Ensemble with a source term
In the next paragraphs, we focus on the perturbation of the chGUE. So we choose
V (x) = x, ηk(x) = (−1)k−1(k − 1)!Lαk−1(x), ξi(x) =
xαe−x 0F1(α+ 1, aix)
Γ(α+ 1)
(63)
where Lαk denotes the (associated) Laguerre polynomial of degree k.
Proposition 5. Let a = {a1, . . . , aN} ∈ (0,∞)N . Then the kernel of the perturbed chGUE, as
defined by Eqs. (47) and (63), is given by
KN (x, y) =
yαe−y+x
Γ(α+ 1)2
∞∫
0
duuαe−u 0F1(α+ 1,−xu)
∫
C
{u}
−a
dv
2πi
ev 0F1(α+ 1,−yv)
u− v
N∏
i=1
u+ ai
v + ai
, (64)
where C{u}−a denotes a counterclockwise contour encircling the points −a1, . . . ,−aN but not the
point u. Equivalently,
wα(x)
wα(y)
KN (x, y) =
∞∫
0
du
∫
C
{u}
b
dv
2πi
∫
C{0}
dw
2πi
∫
C{0}
dz
2πi
ev−u
u− v
e−u/w+v/z
zw
exw−yz
(u
v
)α ( z
w
)α N∏
i=1
u+ ai
v + ai
, (65)
where C{0} is a positive contour around the origin. When some of the parameters ai’s are null,
the previous equations remain valid if
∫∞
0 du is understood as limǫ→0+
∫∞
ǫ du.
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Proof. In the first steps, we assume that all the elements of b are distinct. As mentioned in the in-
troduction (see also Proposition 1), the kernel can be written as KN (x, y) =
∑N
i,j=1 ηi(x)ci,jξj(y)
with [cj,i] = [gi,j ]
−1 (ct = g−1). Explicitly,
KN (x, y) =
yαe−y
Γ(α+ 1)
N∑
i,j=1
(−1)i−1(i− 1)!Lαi−1ci,j 0F1(α + 1, ajy)
=
yαe−y+x
Γ(α+ 1)2
N∑
i,j=1
(−1)i−1ci,j
∞∫
0
duuα+i−1e−u 0F1(α+ 1,−xu) 0F1(α+ 1, ajy) (66)
where we have made use of the formula (cf. [31, Eq. (5.4.1)] and Eq. (54) above)
Lαn(x) =
ex
n!Γ(α+ 1)
∞∫
0
duuα+ne−u 0F1(α+ 1,−xu). (67)
We now aim to eliminate the coefficient ci,j . In our case,
gi,j =
(−1)i−1(i− 1)!
Γ(α+ 1)
∞∫
0
dxxαe−xLαi−1(x) 0F1(α+ 1, ajx). (68)
This can be evaluated exactly:
gi,j = a
i−1
j e
aj . (69)
As a consequence, ci,j must comply with e
ak
∑N
i=1(ak)
i−1ci,j = δj,k. Thus
N∑
i=1
(−u)i−1ci,j = (−1)N−1e−aj
N∏
ℓ=1
ℓ 6=j
u+ aℓ
aj − aℓ
. (70)
By substituting the last equation into (66), we find
KN (x, y) =
yαe−y+x
Γ(α+ 1)2
∞∫
0
duuαe−u 0F1(α+ 1,−xu)
N∑
j=1
0F1(α+ 1, ajy)e
−aj
N∏
ℓ=1
ℓ 6=j
u+ aℓ
aj − aℓ . (71)
Clearly, the sum can be written as the addition of all the residues at v = aℓ (ℓ = 1, . . . , N) of
0F1(α+ 1, vy)e
−v
N∏
ℓ=1
u+ aℓ
v − aℓ
1
u+ v
.
This proves Eq. (64) when all aj’s are distinct. The validity of this expression for the general
case is established by continuity. The quadruple integral representation of the kernel is readily
obtained by comparing Eqs. (53) and (54). 
Multiple functions associated to the modified Bessel function of the first kind have been re-
cently introduced by Coussement and Van Assche [13]. Their work, which was not motivated by
RandomMatrix Theory, corresponds to ourD = 1 case. Here we provide integral representations
of the type I and II multiple functions for D ≥ 1.
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To avoid any confusion between the number of weights and the number of distinct eigenvalues
in the perturbation matrix, we have to introduce some new notations. Suppose that a = b~m,
where ~m = (m1, . . . ,md), |~m| = N , and b1 > b2 > . . . > bd > 0. Set ~n = (n1, . . . , nD) with
n1 =
⌊
m1 + 1
2
⌋
, n2 =
⌊m1
2
⌋
,
n3 =
⌊
m2 + 1
2
⌋
, n4 =
⌊m2
2
⌋
,
...
...
nD−1 =
⌊
md + 1
2
⌋
nD =
⌊md
2
⌋
(72)
where D = 2d. If bd = 0, it is understood that nD = md and D = 2d − 1. The multi-index ~n
gives the correct multiplicities of the weight functions (see Section 3); that is, if bd > 0,
~w(x) =
[
wα(x, b1), wα+1(x, b1), wα(x, b2), wα+1(x, b2), . . . , wα(x, bd), wα+1(x, bd)
]
(73)
or, if bd = 0,
~w(x) =
[
wα(x, b1), wα+1(x, b1), wα(x, b2), wα+1(x, b2), . . . , wα(x, bd)
]
, (74)
where wα stands for the function defined in Eq. (57) with V (x) = x .
Proposition 6. Following the above notation, we have that the multiple function of type I is
Q~n(x) = wα(x)
∫
Ca
dv
2πi
e−v 0F1(α+ 1, xv)∏N
i=1(v − ai)
(75)
= Γ(α+ 1)wα(x)
∫
Ca
dv
2πi
∫
C{0}
dz
2πi
zα−1ev(xz−1)+1/z∏N
i=1(v − ai)
, (76)
while the multiple polynomial of type II is given by
P~n(x) =
(−1)Nex
Γ(α+ 1)
∞∫
0
duuαe−u 0F1(α+ 1,−xu)
N∏
i=1
(u+ ai) (77)
=
(−1)N
Γ(α+ 1)wα(x)
∞∫
0
du
∫
C{0}
dw
2πi
e−u(xw+1)+1/w
wα+1
N∏
i=1
(u+ ai). (78)
Proof. We start with the determinant representation of the type I function given in Proposition
2. Here,
ZN = Z
′
N∆(a1, . . . , aN ) = N !
N∏
i=1
eai∆(a1, . . . , aN ).
Eq. (38) then implies
Q~n(x) =
N∑
i=1
ξi(x)e
−ai∏
j 6=i(ai − aj)
= wα(x)
N∑
i=1
e−ai 0F1(α+ 1, aix)∏
j 6=i(ai − aj)
,
which turns out to be equivalent to the proposed formulae.
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The proof for the type II function is a bit more tricky. Firstly, Eq.(39) gives
P~n(x) =
(−1)N
∆(a1, . . . , aN )
N∑
n=1
(−1)nηn(x)
∣∣∣∣∣∣∣∣
[
ai−1j
]
i=1,...,n−1
j=1,...,N[
ai−1j
]
i=n+1,...,N
j=1,...,N
∣∣∣∣∣∣∣∣
.
Secondly, we introduce the elementary symmetric functions, denoted by en, and defined via the
following generating function:
N∏
i=1
(t+ ai) =:
N∑
n=0
tneN−n(a1, . . . , aN ).
Then a few manipulations give
1
∆(a1, . . . , aN )
∣∣∣∣∣∣∣∣
[
ai−1j
]
i=1,...,n−1
j=1,...,N[
ai−1j
]
i=n+1,...,N
j=1,...,N
∣∣∣∣∣∣∣∣
= eN+1−n(a1, . . . , aN )
Hence
P~n(x) = (−1)N
N∑
n=0
(−1)nηn+1(x)eN−n(a1, . . . , aN ). (79)
Thirdly, we exploit the integral representation (67) to obtain
P~n(x) =
(−1)Nex
Γ(α+ 1)
N∑
n=0
∞∫
0
dt tαe−t 0F1(α+ 1,−xt) tneN−n(a1, . . . , aN ).
The first integral representation of P~n is finally obtained by reconstructing the generating func-
tion of the elementary symmetric functions. The last double integral expression is a mere
consequence of Eqs. (53) and (54). 
The above multiple functions can be considered as multi-parameter generalizations of the
Laguerre polynomials. Indeed, from the integral representations of the Laguerre polynomials,
LαN (x) =
∫
C{0}
dw
2πi
e−xw
wN+1
(1 + w)N+α =
(N + α)!
N !
x−α
∫
C{0}
dw
2πi
exw
wN+α+1
(w − 1)N (80)
when α ∈ Z, one can show that
lim
a→0
Q~n(x) =
(−1)|~n|−1
(|~n|+ α− 1)! x
αe−xLα|~n|−1(x) (81)
and
lim
a→0
P~n(x) = (−1)|~n||~n|!Lα|~n|(x). (82)
Note that the last identity is more easily shown by using Eq. (79), i.e.,
P~n(x) = (−1)N
N∑
n=0
n! eN−n(a1, . . . , aN )L
α
n(x), (83)
which is valid for all a1, . . . , aN . Note that the formulae (75) and (77) furnish an alternative
method to prove some of the properties found in [13] for the multiple polynomials with D = 1.
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Corollary 7. Let a1 > a2 > . . . > aN ≥ 0. Let also n(0) = (0, 0, . . . , 0), n(1) = (1, 0, 0, . . . , 0),
n(2) = (1, 1, 0, . . . , 0), and so on till n(N) = (1, 1, . . . , 1). Define Pi = P~n(i) and Qi = Q~n(i+1).
Then
KN (x, y) =
N−1∑
i=0
Pi(x)Qi(y). (84)
Proof. We substitute the formula [17]
1
u− v
N∏
i=1
u+ ai
v + ai
=
1
u− v +
N∑
k=1
∏k−1
i=1 (u+ ai)∏k
i=1(v + ai)
in (64). We then use the fact that∫
C
{u}
−a
dv
2πi
ev 0F1(α+ 1,−yv)
u− v = 0
and obtain
KN (x, y) =
N∑
k=1
yαe−y+x
Γ(α+ 1)2
∞∫
0
duuαe−u 0F1(α+ 1,−xu)
k−1∏
i=1
(u+ ai)
∫
C
{u}
−a
dv
2πi
ev 0F1(α+ 1,−yv)∏k
j=1(v + aj)
.
The comparison with Eqs. (75) and (77) finishes the proof. 
The general Christoffel-Darboux (CD) formula involving multiple polynomials of type I and II
has been found by Daems and Kuijlaars [15]. The complicated relation between the weights and
the perturbation eigenvalues makes difficult the extraction of the general CD formula from the
integral representation of the kernel. This is in contradistinction with the perturbed Laguerre
ensemble in which the CD formula is readily derived from integration by parts [8, 17]
6. Concluding remarks
The integral representations of both the kernel and multiple functions of type I and II provide
tools for studying the asymptotic behavior of the perturbed chGUE. Of particular interest are
the finite rank perturbations [4, 3, 30]. In such systems, the eigenvalues of the perturbation
matrix A satisfy
a = (a1, . . . , ar, 0, . . . , 0).
The rank of the perturbation is given by r; it is finite in the sense that limN→∞N
−1r = 0. It
has been observed in [17] that the kernel of the perturbed Laguerre ensemble can be decomposed
as a unperturbed kernel K¯N−r, where
K¯N (x, y) =
N !
(N + α− 1)!
yαe−y
x− y
(
LαN−1(x)L
α
N (y)− LαN (x)LαN−1(y)
)
,
plus a sum of r projectors pi ⊗ qi, where pi and qi are respectively related to the type II and I
multiple Laguerre functions. A similar decomposition exists in the perturbed chGUE; explicitly,
KN (x, y) = K¯N−r(x, y) +
r∑
k=1
pk(x) qk(y),
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where
pk(x) =
ex
Γ(α+ 1)
∞∫
0
duuN+α−r
k−1∏
i=1
(u+ ai)e
−u
0F1(α+ 1,−xu),
qk(x) =
xαe−x
Γ(α+ 1)
∫
C−a
dv
2πi
ev 0F1(α+ 1,−xv)
vN−r
∏k
i=1(v + ai)
.
The asymptotic correlations of the chGUE with perturbation will be considered in a forthcoming
paper.
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