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INTRODUCTION 
Let Z be a regular ideal in Noetherian ring R, and let (I), denote the 
integral closure of I. A situation which is often of interest is when there is 
an integer b(Z) 2 0 such that (I” + b(‘))a E I” for all n 2 1. (For instance, in an 
analytically unramified local ring, such a b(Z) exists for all I.) Now recall 
that the ideal H is projectively equivalent to I if there are positive integers r 
and s with (H’), = (I”),. In Section 1, we make the easy observation that 
the existence of b(Z) as above is an invariant of the projective equivalence 
class of I. That is, if such a b(Z) exists, and if the ideal H is projectively 
equivalent to Z, then there is a b(H) with (H” + bCH))n _C H” for all n 2 1. Of 
course it may happen that b(H) # b(Z). The main purpose of Section 1 is to 
study the stronger condition that there exist a fixed integer b 3 0 such that 
for all ideals H projectively equivalent to Z, (H” + ‘), c H” for all n > 1. We 
make use of a key result, namely that given Z, there exists an integer d such 
that for any ideal H projectively equivalent to Z, one can write (Hd), = (P), 
for some s. 
Let s 2 1 be an integer, and let the ideal K be a reduction of I”. This 
means there is an integer e 20 (depending on s and K) with 
K(Z’)’ = (Z’)‘+ ‘. In Section 2, we discuss a situation in which e can in fact 
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be chosen to be independent of s and K. Our result is a variation of a result 
of S. Huckaba [H]. 
Section 3 gives various hypotheses which produce ideals satisfying the 
conditions discussed in Sections 1 and 2. For example, we show that if 
z= (6,) . ..) b,) R with b,, . . . . b, a regular sequence, then for any s k 1 and 
any reduction K of Z’ K(P)g ’ = (I”)5 
Section 4 briefly diicusses a related question. 
Preliminaries. Throughout, Z will be a regular ideal in a Noetherian 
ring R. (I), will be the integral closure of I. If for all n 2 1, (P)u = I”, then Z 
is called a normal ideal. If K is an ideal with K E Z and with (K), = (I),, we 
will call K a reduction of I. It is well known that if K is a reduction of Z, 
then there is a d> 0 with KZd = Z df’. If (R, M) is a local ring with R/M 
infinite, it is well known that every ideal Z contains a minimal reduction, 
and that any minimal reduction of Z has a minimal basis consisting of a(Z) 
elements. Here, a(Z) is the analytic spread of the ideal Z in a local ring 
(R, M). We will freely use standard facts concerning reductions, minimal 
reductions, and analytic spreads. See [NR]. If for some positive integers r 
and s, (H’), = (Z’),, we will say that the ideal H is projectively equivalent 
to Z. We will use R to denote the Rees ring of R with respect to I. Thus, 
R = R[u, Zt], with t an indeterminate, and u = t-‘. 
1. (RNl), (RN2), AND (RN3) 
(1.1) LEMMA. The following are equivalent. 
(i) There is an integer b > 0 with (Z”ntb)a G P for all n 2 1. 
(ii) For every ideal H projectively equivalent to Z, there is an integer 
b’20 with (Hnfb’),CHnforalln21. 
(iii) There is a normal ideal projectively equivalent to I. 
Proof (i) =E. (iii) Let R = R[u, Zt] be the Rees ring of R with respect 
to Z. Here, t is an indeterminate, and u = t-‘. Let T be the ring 
RCu, (Oat, (Z*Lf*, (Z’),t’, . ..I. BY (‘h 1 we see that tibT E R. Thus T is a finite 
R-module. If we consider a finite set of homogeneous module generators, 
and let d be the maximum of their degrees, it is not hard to see that 
Z”(Zd), = (P+d)a for all n > 1. Let J= (Id),, which is projectively equivalent 
to I. For any n 2 1, (J”), = (Id”), = Z*Pd(Zd)a = (Id)“-’ (Id), G (Id)2 = P c 
(J”),. Thus J is normal. 
(iii) 3 (i) Assume that J is a normal ideal projectively equivalent to 
Z. Say (I”), = (S), = S. Thus, (P), is normal. Since P reduces (P),, there is 
a f> 0 such that (I”)” (I”)<= (Zs);+f for all n 2 1. In particular, 
((l”)“‘f) a =(Zs)“+f~(Zs)” for all n> 1. Let b=s(f+ 1)-l. For any n> 1, a 
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let q be an integer with sq<nds(q+ 1). Then (In+b)a=(In+s(f+l)-l)~~ 
(z”q+s(f+l))a=((r)4+/+1)~~(r)q+‘EI”. 
(ii)-=-(i) This is immediate from (i) =- (iii). 
Consider statement (ii) in (1.1). In this paper, we wish to study when the 
quantifiers of (ii) can be interchanged (giving a stronger statement). That 
is, we wish to study when there is a fixed integer b> 0 such that for all 
ideals H projectively equivalent to Z, (Hnfb), E H” for all n > 1. Our goal 
in this section is to show that in this question, it is not necessary to con- 
sider every ideal H projectively equivalent to Z, but rather it suffices to only 
consider ideals K which reduce (I”), for various powers s of I. We make 
some. definitions. 
(1.2) DEFINITION. (a) Z satisfies (RN1 ) if there is an integer e > 0 such 
that for any s > 1 and any reduction K of (ZS),, ((P)“+‘),cK” (or 
equivalently, (K”+‘), E K”) for all n > 1. 
(b) Z satisfies (RN2) if there is an integer e > 0 such that for any s 3 1 
and any reduction K of (I”),, (Z”)“,+‘gK” (or equivalently, (K)“,+‘cK”) 
for all n > 1. 
(c) Z satisfies (RN3) if there is an integer eb0 such that for every 
integer s> 1 and reduction K of I’, (Z’)“+’ c K” for all n 2 1. 
(1.3) Remarks. (i) It is easily seen that (RNl)* (RN2)* (RN3), 
and that if Z is normal, all three conditions are equivalent. Our primary 
interest is in (RN1 ). However, (RN2) is so closely related that it costs us 
almost nothing to consider it. Our reason for considering (RN3) is that our 
method of producing ideals satisfying (RNl) will be to produce normal 
ideals satisfying (RN3). 
(ii) In terms of this definition, our goal in this section is to show that 
Z satisfies (RN1 ) if and only if there is a b > 0 such that for all ideals H pro- 
jectively equivalent to Z, (H” + b)a G H” f or all n 2 1. The next result is a key 
point in the argument. 
(1.4) PROPOSITION. There is a integer d> 0 such that for any ideal H 
projectively equivalent to Z, ( Hd), = (I/,, for some integer f > 0. 
Proof. For x E R, define V,(x) = n to mean that x E Z” -I”+ ‘, unless x is 
in all powers of Z, in which case V,(x) = co. Now let P,(x) be the limit of 
Y,(x”)/n as n-t co. P,(x) is Rees’ valuation. (See [Rsl], or [Ml, 
Chap. XI].) By [Ml, Propositions 11.5 and 11.71, there are integer valued 
valuations 01 , *--, vk on R, and positive integers e,, . . . . ek with 
VI(x) = min(vi(x)/eil i= 1, . . . . k}. In particular, this easily shows that if x 
and y are in R, then P,(xy)>, P,(x) + rf(y), a,(~~) = nP,(x), and 
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P,(x + y) 2 min{ P,(x), P,(y)}. We will show that if d is the least common 
multiple of e,, . . . . ek, then d satisfies the conclusion of the proposition. 
For any number u > 0, let Z, = {XE R) P,(x) 2 u}. We claim that 
for m > 1, if z E (I:),, then P,(z) >ma. We have an equation 
zk=alzk-‘+ ... +ak, with a.EIrj. The first paragraph shows that 
!,(a,) 2 mja. We next see ;hat kP,(z) = v,(z”) > min{j(ma) + (k-j) 
V1(z))j= 1, . . . . k}. If V,(z) <ma, then that minimum is obviously 
ma + (k - 1) V,(z). As this is larger than kP,(z), we have a contradiction, 
proving the claim. 
By [Ml, Corollary 11.81, for n > 1, (In)a=Z,,. We claim there is an x 
(necessarily in Z, = (In)“) with P,(x) =n. It will suffice to find a y with 
V,(y) = 1, since we may then take x = y”. Suppose that no y in I, has 
P,(y) = 1. Then since the first paragraph shows that {B,(y) ( y E R} is a 
discrete subset of the rational numbers, there is an E > 0 with V,(y) > 1 + E 
for all y E I,. Therefore, we would have (I), = I, = I, + E. Let m be an integer 
large enough that rn& > 1. If z E (P)u = ((I, +,)“),, the preceding para- 
graph shows that P,(z) 2 m( 1 + E) 3 m + 1. We already know that (Z”‘)ll = 
{zERI P,(z)>m} and so we now see that (Im)u= (zERJ P,(z)>m+ l}. 
However, this also equals (P+‘)u. This contradicts that (P)a# (P+‘)a 
(easily seen using [Ml, Lemma 11.27]), and so proves the claim. 
Suppose that H is projectively equivalent to Z, and that (H’), = (P),. We 
claim that (H), = Z,,, . Now w  E (H), if and only if wr E (H’), (since the 
manic polynomial which shows the second inclusion also shows the first 
inclusion). Thus w  E (H), if and only if wr E (I”), k Z, if and only if 
P,(w’) > s if and only if V,(w) > s/r. That is, (Z-Z), = Z,,,. 
We next claim that there is a w  E (H), with P,(w) = s/r. If not, then again 
using that { V,(x) ( x E R} is a discrete set of numbers, there is a /I > s/r such 
that (H), = Z+ = la. Now (Z’), = (H’), = (Z;),, and the second paragraph 
of this proof shows that P,(z) > r/I > s for all z E (I”),. However, the third 
paragraph (applied to IZ = s) shows there is an x E (Z’), with V,(x) = s. This 
contradiction proves the claim. 
The preceding paragraph shows that for some WE (H),, VAw) =s/r. 
However, the first paragraph of the proof shows that VI(w) = ui(w)/ei for 
some 1 < i < k. Since ei divides d, for some integer f  > 0 we have fjd = s/r. 
Since (H’), = (I”), [Ml, Lemma Il.241 shows that (ZP’), = (Zf,,. This 
completes the proof. 
We can now reach our goal for this section, 
(1.5) THEOREM. (i) Suppose that Z satisfies (RNI) (respectively, 
(RN2)) and let e be as in that definition. Also, let d be as in (1.4), and let 
b = d(e + 1) - 1. Then for any ideal H projectively equivalent to Z, 
(H” + b)a c H” (respectiuely, (H)“, + b c H”) for ad n >/ 1. 
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(ii) Conversely, if for some b 2 0, (H”+ b)a E H” (respectively, 
(H)“,+ b E H”) for any H projectively equivalent to I and n 2 1, then I satisfies 
(RNl) (respectively, (RN2)). 
(iii) If I and J are projectively equivalent, then I satisfies (RNl) 
(respectively, (RN2)) if and only if J satisfies (RNl) (respectively, (RN2)). 
Proof: The proofs for (RN1 ) and (RN2) are very similar. We present 
them for (RNl). 
(i) If H is projectively equivalent to Z, then by (1.4) we may write 
(Hd), = (I/,,. Let n > 1, and let q be an integer with dq < n < d(q + 1). Now 
(H”+b),=(H”+d(e+l)--l)~~(Hdq+d(e+l))~=((Hd)q+e+l)~=((Zf)q+e+l)=. 
However, Hd is a reduction of (Hd), = (I/,,, and since (RN1 ) holds for Z, 
we see that ((Z’)q+e+l ) c (Hd)q+ ’ c H”. Combining these facts proves (i). 
(ii) Let s > 1, an: let K be a reduction of (ZS),. Then K is projec- 
tively equivalent to Z, and so we are given that (K” + b)n c K” for all n > 1. 
Therefore, the definition of (RN1 ) is satisfied (by e = 6). 
(iii) This is immediate from (i) and (ii), since (ii) is invariant under 
projective equivalence. 
(1.6) COROLLARY. The following are equivalent. 
(i) Z satisfies (RNl). 
(ii) I satisfies (RN2), and is projectively equivalent to a normal ideal J. 
Proof: Proof: (i)* (ii) If Z satisfies (RNl), then by (1.3)(i), Z 
satisfies (RN2). Also, applying the definition of (RN1 ) to s = 1 and K= Z, 
we see that (In+e)a E I” for all n B 1. By (1.1)(i) =S (iii), Z is projectively 
equivalent to a normal ideal. 
(ii) * (i) Assume Z satisfies (RN2) and is projectively equivalent to 
the normal ideal J. By (l.S)(iii), J satisfies (RN2). By (1.3)(i), J satisfies 
(RNl). By (1.5)(iii), Z satisfies (RNl). 
(1.7) LEMMA. Let k 2 1 be an integer. Then Z satisfies (RN3) if and only 
if Ik satisfies (RN3). 
Proof. If Z satisfies (RN3) it is easy to see that Zk does as well. 
Conversely, assume that Zk satisfies (RN3). We are given an ea0 such 
that for any s > 1 and any reduction K of (Zk)“, ((Zk)s)“+e E K” for all 
n > 1. Let e’= k(e + 1) - 1. We claim that Z satisfies the definition of 
(RN3), using e’. That is, if s 2 1, and L is a reduction of P, we claim that 
vs)“+e’ G L” for all n > 1. Let q be an integer with kq < n G k(q + 1). 
Then (zs)n+e’=(~~)n+k(~+l)-l~(z~)kq+k(e+l)=(z~k)q+e+l. However, Lk 
is a reduction of (ZS)k, so our assumption tells us that 
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(zkS)Y+L’+‘C(Lk)y+l~L”. Combining these facts shows that Z satisfies 
(RN3). 
2. BOUNDED POWER REDUCTION NUMBERS 
In this section, we will use a variation of a result of S. Huckaba to give a 
condition which assures that I satisfies (RN3) (so that if Z is also normal, it 
will satisfy (RN1 )). 
(2.1) DEFINITION. (a) Let R=R[u, Zr] be the Rees ring of R with 
respect to I. By Rgrade Z, we will mean the grade of (u, Zt)R. 
(b) Suppose that (R, M) is a local ring with R/M infinite. We say 
that Z has a unique minimal reduction number if there is an integer e 2 0 
such that for every minimal reduction Y of Z, YI’ = I’+ ‘, and YZ+ ’ # I’. In 
this case, we say that e is the unique minimal reduction number for I. 
(2.2) THEOREM. Let (R, M) be local with R/M infinite. Suppose that 
Rgrade I> height I= grade Z = a(Z). Then every power of Z has a unique 
minimal reduction number. 
Proof It follows from [H, Theorem 5.43 that Z itself has a unique 
minimal reduction number. (Here, we must observe that our assumption 
that Rgrade I> a(Z) is the same as Huckaba’s assumption that in the form 
ring of Z, the ideal H generated by Z/Z* has grade equal to or greater than 
a(Z) - 1. This is easily seen, since the form ring is isomorphic to R/uR, this 
is isomorphism carrying H to (u, Zt)R/uR.) 
Now consider a power I”. We assert that Rgrade I” > height Z’ = grade 
Z’= a(Z”). In passing from Z to I”, the height, grade, and analytic spread 
remain unchanged. Thus it will s&ice to show that Rgrade I” > Rgrade I. 
Let Rgrade I= m + 1. We first claim there is a regular sequence u, a,, . . . . ~1, 
in (u, Zr)R with each cli a homogeneous element of positive degree. Since u 
is a regular element of R, surely we may use it to begin our sequence. Now 
let W consist of the homogeneous elements of (u, Zt)R having positive 
degree. An easy variation of the well-known prime avoidance lemma shows 
that if P,, . . . . P, are prime ideals of R all containing u, and if 
WGP,V ... VP,, then WE Pi for some i = 1, . . . . n, so that 
(u, Zr)R = (u, W)R c Pi. The first claim easily follows. As is well known, 
us, a; ) . . . . cl& is again a regular sequence in (u, Zr)R. Let R,= R[uS, Pt”], a 
subring of R containing us, CL;, . . . . c$,. We next claim that this sequence 
is regular in R,. If not, then for some i= 1, . . . . m, there is a prime divisor P 
of (us, a;, . . . . a;- , ) R, with USE P. However, we easily see 
(US, CI; ) . ..) u;- 1 )RnRR,=(u”,cr; ,..., ctpl )R,. Therefore, P lifts to a prime 
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divisor Q of (us, a;, . . . . a;- 1 )R. As a; E P c Q, we have contradicted that 
us, a;, . . . . ai is a regular sequence in R. This proves the second claim. Now 
there is an obvious isomorphism between R, and R[u, Z’t], the Rees ring of 
R with respect to P. It carries us, a;, . . . . a& to a regular sequence contained 
in (u, Z”t) R[u, Z’t]. By defintion, Rgrade I” > m + 1 = Rgrade I. Thus 
Rgrade I” 2 height I” = grade I” = a(P), proving the assertion made at the 
start of this paragraph. It now follows from the previous paragraph that P 
has a unique minimal reduction number for all s > 1. 
Suppose every power of Z has a unique minimal reduction number. We 
now show that the set of those numbers is bounded above. 
(2.3) PROPOSITION. Let (R, M) be local with R/M infinite. Suppose that 
every power of Z has a unique minimal reduction number. For s > 1, let e(s) 
be the unique minimal reduction number of I”. Then 
e(s)Qmax{e(l), a(Z)- l}. 
Proof. Let h = max(e( l), a(Z) - l}. Let the ideal C = (c,, . . . . cg) R be a 
minimal reduction of Z, with g = a(Z). For s > 1, let GSA = (c;, . . . . c;) R. We 
claim that cL”~C(“-‘)(~-‘)=CSC(“- l)(g-l). The elements of the obvious 
generating set for c”C (s-l)(g-l)=~g-g+l have the form co . ..c.$ with 
f,+ ... +f,=sg-g+l. Thus for some j we have fi>s, so that this 
generator is in CLSJ~g-g+l--S= CLSAC(“-‘)(g-‘). Thus cSC(S-l)(g-l)~ 
CL”%‘“- ‘jcg- l). The reverse inclusion is clear, proving the claim. If we now 
let m = (s - l)(h - g + l), then PC’“- ‘jcg- ‘) = C’“- ‘jh (here using that 
h > g - 1 implies m 2 0). Therefore, multiplying the equation in the claim 
by cm gives cL~JC(s-l)h = c”c(“-‘)~ 
Since by definition of e(l), CI’“‘=P”‘+‘, and since h > e( 1 ), we have 
CZh = IA+‘. Using this twice, we see that cLsJ(~)~ = CL”JZ(“- Ijh + h = 
~L~-l~(~-l)h(~h)=CsC(s-l)h(~h)=Csh+s-h(Zh)=rh+s=(r)h+1. That is, 
cy(p)h = (py + ‘. As CLsJ is well known to be a minimal reduction of I”, 
this equation together with the definition shows that e(s) < h = 
max{ e( 1 ), a(Z) - 1 }, as desired. This completes the proof. 
If (R, M) has finite residue field, we cannot be certain that I” will have 
any minimal reductions, and so we cannot talk about unique minimal 
reduction numbers. However, I” will have reductions (even if not minimal 
ones) and so the following concept is of interest. 
(2.4) DEFINITION. We will say that Z has bounded power reduction 
numbers if there is an integer h > 0 such that for every integer s > 1, and 
every reduction K of P, K(l”)h = (Z*)h’ ‘. 
(2.5) COROLLARY. Let (R, M) be local. Suppose Rgrade I> height 
Z= grade Z= a(Z). Then Z has bounded power reduction numbers. 
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Proof. We show that we may assume R/M is infinite. Let X be an 
indeterminate, and let T = R [ X] MRCX,. Then height IT= height Z, grade 
IT= grade Z, and a(ZT) = a(Z). We claim that also Rgrade IT= Rgrade I. If 
S = R[X] - MR[ X], then the Rees ring of T with respect to IT can be 
written as RIXls with R the Rees ring of R with respect to I. We want 
grade (u, Zr)R [X], = grade (u, Zt)R. As argued in the second paragraph of 
the proof of (2.2), we may take a maximal regular sequence in (u, Zt)R of 
the form U, c(,, . . . . CI,,, with each cli a homogeneous element of positive 
degree in R. It is fairly easy to show that U, ~1,) . . . . c(,,, is also a maximal 
regular sequence from (u, Zt)R [ X] s, so that Rgrade IT = m + 1 = Rgrade Z, 
as claimed. Thus, the hypothesis on Z continues to hold for IT. Also, if IT 
has bounded power reduction numbers, then it is a simple exercise to show 
that Z has bounded power reduction numbers (using that if L is an ideal of 
R, then LT n R = L). Thus, replacing Z by IT if necessary, we may assume 
RIM is infinite. 
Let K be a reduction of the power I”. Let Y be a minimal reduction of I” 
with Yc K. By (2.2), e(s), the unique minimal reduction number of I”, 
exists for all s B 1. Let h = max{e( l), a(Z) - 1 }. By (2.3), h > e(s), so that 
Y(ZS)h = (Is)h+ l. Since Y(Zs)h s K(P)h c (Z’)h+l = Y(F)h, we have that 
K(zyh = (zyh+ ‘. As h is independent of s and K, Z has bounded power 
reduction numbers. 
(2.6) LEMMA. Zf Z has bounded power reduction numbers, then Z satisfies 
(RN3). Zf Z is also normal, then it satisfies (RNl). 
ProoJ Suppose Z has bounded power reduction numbers. Let s > 1, and 
let K be a reduction of I”. There is an h > 0 (independent of s and K) with 
K(zs)h = (P)“’ ‘. Thus for all n > 1, K”(Z”)h= (Z*)‘+‘. It follows that 
(I”)“+ h E K” for all n > 1, and so Z satisfies (RN3). If Z is also normal, then 
by (1.3)(i), it satisfies (RNl). 
(2.7) Question. Let (R, M) be a local ring, and let Rgrade Ia height 
I= grade Z=a(Z). If Z is also normal, then (2.5) and (2.6) show that 
Z satisfies (RN1 ). Is it enough to weaken the assumption to say that Z is 
projectively equivalent to a normal ideal? 
3. SOME IDEALS SATISFYING THESE CONDITIONS 
In this section, we will produce specific instances of ideals satisfying the 
conditions discussed in the previous sections. 
(3.1) PROPOSITION. Let (R, M) be local and let the analytic spread of Z 
equal 1. Then Z has bounded power reduction numbers. Zf Z is also projectively 
equivalent to a normal ideal, then Z satisfies (RN1 ). 
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Proof: Since Z is regular, 1~ grade I< height Z < a(Z) = 1, so equality 
holds throughout. Since u is a regular element in the Rees ring R, obviously 
Rgrade Z= grade(u, Zt)R 2 1. Therefore, Z satisfies the hypotheses of (2.5), 
which tells us that Z has bounded power reduction numbers. 
Now suppose that Z is projectively equivalent to the normal ideal J. Then 
a(J) = 1, and so J satisfies the hypothesis of (2.5), which together with (2.6) 
shows that J satisfies (RNl). By (l.S)(iii), Z satisfies (RNl). 
(3.2) COROLLARY. Let (R, M) be local, and suppose that the integral 
closure R’ of R is a j?nite R-module. Zf the analytic spread of Z is 1, then Z 
has bounded power reduction numbers and satisfies (RN1 ). 
Proof: If X is an indeterminate, then the integral closure of 
T= NXl,,qx, is a finite T-module. Thus by going to IT if necessary, we 
may assume that R/M is infinite, since if the conclusion of the result holds 
for ZT, then it also holds for I. 
By (3.1), it will suffice to show that Z is projectively equivalent to a nor- 
mal ideal. Since the analytic spread of Z is 1, Z has a principal minimal 
reduction, bR. By the Artin-Rees lemma, there is a k 20 with 
b “+kR’n R= b”(bkR’n R) for all na 1. Let J= bkR’n R= (bkR),= (Zk),. 
Thus J is projectively equivalent to I. Also, for n 2 1, bnkR’ n R = 
bnkpk(bkR’n R)= (bk)“-lJGJ”s bnkR’n R. Thus, J”=bnkR’nR= 
(bEkR), is integrally closed for all n 2 1, showing that J is normal. 
As the first line of its proof shows, (3.1) concerns when 
height Z = grade Z = a( I) = 1. We now look at height I = grade Z = a(Z) = 2. 
(3.3) LEMMA. Rgrade I” 2 2 for all large s. 
Proof: We first claim that Rgrade Z 2 2 if and only if (Z”+2 :I) n I” = 
Z n+ ’ for all n 2 0. Since u is regular in R, obviously Rgrade I> 1, and we 
see that Rgrade I> 2 if and only if no prime divisor of uR contains 
(u, Zt)R if and only if no prime divisor of uR contains ZtR if and only if 
(uR : ZtR) = MR. It is easily seen that uR has the form C Z”+ ‘t” over 
all integers n (with P = R if n GO), and (uR:ZtR) has the form 
c((Jn+Z: I) n Z”) t”. The claim easily follows. 
By [Ml, Lemma&l], for all large m, (I”“:Z”)=F for all h&O. For 
large s, let H = I”. Now for any n > 0 (letting m = ns + s and h = s), we see 
that (H” + * : H)nHH”=(~“+2”:~)n~=~+“n~=~+“=H”+1. By the 
previous paragraph, Rgrade I” = Rgrade H > 2. 
(3.4) PROPOSITION. Let (R, M) be local, and suppose height Z= 
grade Z= a(Z) = 2. Then Z satisfies (RN3), and all large powers of Z have 
bounded power reduction numbers. Zf Z is also projectively equivalent to a 
normal ideal, then Z satisfies (RN 1). 
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Proof Let s > 1 be an integer. Then height P = grade P = a(P) = 2. By 
(3.3) we have that for s sufficently large, Rgrade I” > 2. By (2.5), we see that 
P has bounded power reduction number for all large s. By (2.6), Z’ satisfies 
(RN3). By (1.7), Z satisfies (RN3). [Question: Does Z have bounded power 
reduction numbers, given that Z’ does?] 
Next, suppose that Z is also projectively equivalent to the normal ideal J. 
As Z and J have the same radical, height .Z= grade J=a(J) = 2. The 
preceding argument shows that J satisfies (RN3). By (1.3)(i) and (lS)(iii), 
Z satisfies (RN1 ). 
(3.5) THEOREM. Let Z=(cl, . . . . c,)R, where cl, . . . . cg is a regular 
sequence. Then Z has bounded power reduction numbers. In fact, in that 
definition, we may take h = g - 1. Furthermore, tf Z is normal, then Z satisfies 
(RNl). 
Proof Let s > 1, and let K be a reduction of I”. We must show that 
K(ZS)g- ’ = (P)g. If this fails, then there is a prime localization of R in 
which it stills fails. Thus, it is easy to see that we may assume that (R, M) 
is a local ring. Again, if (K(P)g- ’ # (Z”)g, and if X is an indeterminate, 
then the inequality still holds after lifting to T= RIXIMRCXl. Now, 
c,, . . . . cg is still a regular sequence in T, and so we also see that we may 
assume R/M is infinite. 
Since g = grade I< height I< a(Z) 6 o(Z) (the minimal number of 
generators of I) < g, we see that height I= grade I= a(Z) = g. We further 
claim that Rgrade I= g + 1. This follows easily-from the fact that since Z is 
generated by a regular sequence of length g, the form ring of Z is a 
polynomial ring in g indeterminates over R/I [Rs2, Theorem 2.11. By (2.2), 
we see that every power P has a unique minimal reduction number, e(s), 
and by (2.3), e(s)<max{e(l), g-l}. However, since u(Z)=a(Z), Z is a 
minimal reduction of itself. Thus e( 1) = 0, so that e(s) < g - 1. The 
argument in the second paragraph of the proof of (2.5) now shows that 
K(ZS)g- ’ = (Z”)g, as desired. The final sentence is by (2.6). 
(3.6) COROLLARY. Let I= (c,, . . . . c,)R with height I= g, and suppose 
that Z is integrally closed. Then Z satisfies (RNl) and for s > 1, if K is a 
reduction of ZS, then K(ZS)g- ’ = (P)g. 
Proof By [G, (1.1 )], Z is normal and is generated by a regular 
sequence (necessarily of length g). Thus (3.5) applies. 
4. A RELATED QUESTION 
(4.1) DEFINITION. Let E(Z) = {PE Spec RI there is a Q~Spec R with 
Q n R = P, with u E Q, and with the completion of R, containing a depth 1 
prime divisor of zero }. 
PROJECTIVE EQUIVALENCE 33 
Let S be a multiplicatively closed subset of R. The following result first 
appeared in [S]. (See [M2, Corollary 1.31.) 
(4.2) PROPOSITION. There is an integer h(Z) 20 such that for all n 20, 
r”+h”‘R,,RcI” ifandonly ifSzR- v{PEE(Z)}. 
Suppose that SE R - u {P E E(Z)}, so that h(Z) exists as in (4.2). Now 
let H be projectively equivalent to I. Then E(Z) = E(H) by [KR, 2.561. 
(Note: in [KR], our E(Z) is denoted U(Z).) Thus SC R - u {PEE(H)}, 
and so by (4.2), there is an h(H) such that H” +h(H)Rs n R E H” for all 
n 2 0. 
(4.3) Question. Suppose that SC R - u (PEE(Z)}. Does there exist an 
integer b such that for every ideal H projectively equivalent to Z, we may 
take h(H) = b? 
We can give one circumstance under which the answer is yes. 
(4.4) ~oPosmoN. ZfZ satisfies (RNl), then the answer to (4.3) is yes. 
ProoJ Since Z satisfies (RNl), by (1.5)(i) there is a b such that 
(H”+ b)O G H” for all H projectively equivalent to Z, and all n > 1. Let 
A*(H) = {P E Spec R ( P E Ass R/(H”), for all large n}. By [KR, (2.5.7)], 
A*(H)c E(H)= E(Z), so that SE R- u {PEA*(H)}. By [M2, Corollary 
1.6(a) o (b’) (and Lemma O.l)], for all n > 0, H”+bRsn RE 
(H”+b),~ H”. Thus we may take h(H) to be b. 
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