In this paper we derive rates of uniform strong convergence for the kernel estimator of the regression function in a left-truncation model. It is assumed that the lifetime observations with multivariate covariates form a stationary α-mixing sequence. The estimation of the covariate's density is considered as well. Under the assumption that the lifetime observations are bounded, we show that, by an appropriate choice of the bandwidth, both estimators of the covariate's density and regression function attain the optimal strong convergence rate known from independent complete samples.
Introduction
Let Y be a response variable with continuous distribution function (df) F and X a random vector of predictors (covariates) taking its values in R s (s ≥ 1) with the joint df V and the joint density v. In nonparametric statistics, a smooth regression function is commonly used to describe the relationship between Y and X. The regression function at a point x ∈ R s is the conditional expectation of Y given X = x and given by , where ψ(x) = R yf (x, y)dy with f (., .) being the joint density function of (X, Y).
In practice, the response variable Y -a variable of interest, referred to hereafter as the lifetime, may be subject to right censoring and/or left truncation. In this paper we are interested in the left-truncation model. Such data occur in astronomy, economics, epidemiology and biometry; see, e.g., [18, 6, 17, 16, 8] .
Under the assumption that the lifetime observations are mutually independent, the nonparametric kernel estimator of r(·) has first been considered for complete data; see, e.g., [3, 7] and the references therein. For censored data, the estimation of the regression function r(·) has also been studied by Fan and Gijbels [5] , Kohler, Máthé and Pintér [10] , and many others. Recently, Ould-Saïd and Lemdani [14] constructed a new nonparametric estimator of the regression function r(·) for the left-truncation model and studied its asymptotic properties.
However, the independence assumption for the observations is not always valid in applications, especially for sequentially collected economic data, which often exhibit evident dependence. Our focus in the present paper is to study large sample properties of the estimator of the regression function used by Ould-Saïd and Lemdani [14] for the lefttruncation model when the data exhibit some kind of dependence. It is assumed that the lifetime observations with multivariate covariates form a stationary α-mixing sequence. The estimation of the covariate's density is also considered.
Throughout, {(X k , Y k , T k ) := ξ k , k ≥ 1} is assumed to be a stationary α-mixing sequence of random vectors from (X, Y, T), where T is the truncation variable. Recall that the sequence {ξ k , k ≥ 1} is said to be α-mixing if the α-mixing coefficient α(m) Among various mixing conditions used in the literature, α-mixing is reasonably weak and has many practical applications; see, e.g., [1] , or [4] , page 99, for more details. In particular, the stationary autoregressive-moving average (ARMA) processes, which are widely applied in time series analysis, are α-mixing with exponential mixing coefficient, i.e., α(m) = O(e −βm ) for some β > 0. For the components of (X, Y, T), in addition to the assumptions and notation for X and Y we made at the beginning of the introduction, we assume throughout that T and (X, Y) are independent, and T has continuous df G. Let F(·, ·) be the joint df of the random vector (X, Y) ∈ R s+1 . Without loss of generality, we assume that Y and T are both nonnegative random variables.
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, which can be estimated by
respectively, where I(·) is the indicator function.
where F * n (y−) denotes the left-limit of F * n at y. Since N is unknown and n is known (although random), our results would not be stated with respect to the probability measure P (related to the N-sample) but will involve the conditional probability P 0 with respect to the actually observed n-sample. Also E 0 and E will denote the expectation operators under P 0 and P, respectively. Following the idea of Lynden-Bell [13] , the nonparametric maximum likelihood estimators (MLE) of F and G are given by
The estimator of α is defined by
In the left-truncation model with all observations being mutually independent and identically distributed, the new kernel estimators of the regression function r(·) and covariable's density v(·) were first introduced by Ould-Saïd and Lemdani [14] ; see Section 2. Ould-Saïd and Lemdani [14] obtained some asymptotic properties for these estimators in the case s = 1. The goal of this paper is to investigate the asymptotics for these estimators under α-mixing assumptions. We derive rates of the uniform strong convergence for the estimators of r(·) and v(·). When the lifetime Y is bounded, our results show that both the estimators of the covariable's density and regression function attain the optimal strong convergence rate known from independent complete samples if the bandwidth is appropriately chosen. Since only the number n of observations is observed, we give the asymptotics under P 0 -a.s. (or a.s.) as n → ∞. Since N ≥ n, this implies N → ∞ and these results also hold under P-a.s. as N → ∞. We show that, by an appropriate choice of the bandwidth, both estimators of the covariate's density and regression function, under the assumption the lifetime observations are bounded, attain the optimal strong convergence rate known from independent complete samples.
The rest of the paper is organized as follows. Section 2 introduces the estimators of r(·) and v(·) and our main results for the rates of the uniform strong convergence for the two estimators, Section 3 collects some preliminary lemmas, and all proofs will be given in Section 4 and Appendix.
Estimators and main results
Following Ould-Saïd and Lemdani [14] , define the estimators of v(x), ψ(x) and r(x) by
and r n (x) = ψ n (x)/v n (x), respectively, where K is a smooth kernel function on R s and h n is the bandwidth satisfying
For any df H, let a H = inf{y : H(y) > 0} and b H = sup{y : H(y) < 1} be its two endpoints. As was discussed by Ould-Saïd and Lemdani [14] , throughout this paper, we assume that
Let · be the Euclidean norm of R s , and D ⊂ R s a compact set. Put D = {x : there exists y ∈ D, x − y < η} with some η > 0.
In the paper we also assume that L : N → R is an increasing function such that
1+δ with δ > 0.
Estimator of the covariate's density
We will first present the almost sure convergence rate for the estimator v n (x) of the covariate's density v(x) under α-mixing assumptions for s ≥ 1. We need to impose the following assumptions for the strong convergence of the covariate's density.
(A2) For all large integers j, say j ≥ j 0 , the joint density v j of X 1 and 
where
, we obtain the optimized convergence rate
provided that r > 3 + s + 3s/p.
Estimator of the regression function
Now we give convergence rates for sup x∈D |r n (x) − r(x)|. We need the above assumption (A1), a modified assumption (A2)* of (A2), and an additional assumption (A3) on conditional moments of {Y k }.
(A2)* For all integers j ≥ j 0 , the joint density v j of X 1 and
is fulfilled for some r > 3, and assumptions (A1), (A2)* and (A3) and Eqs. (1) and (2) are satisfied. Assume that v(x) and r(x) have bounded derivatives of order p on D.
with some constant C 6 , then sup x∈D |r n (x) − r(x)| has the convergence rates (3) and (4) of Theorem 2.1.
Remark 2.1. (a)
The second terms of the right-hand side of (3) and (5) are additional if compared with corresponding results in the case of independent samples. They describe the impact of the dependence of
(b) Ould-Saïd and Lemdani [14] considered Theorems 2.1 and 2.2 for s = 1 under iid setting, and they used the following assumptions:
(C2) The bandwidth h n satisfies n
(C3) The kernel K is a C 1 -probability density with compact support.
(C4) v and ψ are locally Lipschitz continuous over
and Lemdani [14] proved that sup x∈Ω |r
(c) In the case s = 1, the convergence rates in (3) and (5) become, respectively
. Note that r in Theorems 2.1 and 2.2 can be chosen to be large enough when α(n) = O(e −βn ) for some β > 0. Therefore, our Theorems 2.1 and 2.2 improve the results of [14] in the sense that we relax the iid assumption to α-mixing condition and we obtain faster convergence rates.
Some preliminary lemmas
In this section we list some preliminary lemmas which will be used in the proofs of our main results. Let {Z i , i ≥ 1} be a stationary α-mixing sequence of real random variables with the mixing coefficients {α(j)}.
Lemma 3.1 ([12], Proposition 5.1). Assume that EZ
Lemma 3.2 ([12], Lemma 7.2). Let {ξ k } be a sequence of random variables with
sup
The proof of Lemma 3.4 is given in the Appendix.
Remark 3.1. Under iid setting, Woodroofe [18] established the uniform consistency results of F n and G n :
−→ 0 and sup
As pointed out by OuldSaïd and Lemdani [14] , these are necessary but not sufficient identifiability conditions. He and Yang [9] proved that α n does not depend on y and its value can then be obtained for any y such that C n (y) = 0. Furthermore, they showed that α n → α a.s.
as n → ∞.
Proofs of the main theorems
In the following, let C and c denote positive constants whose values may vary at each occurrence. We are now ready to prove our main results.
Proof of Theorem 2.1. We observe that
Note that
By applying similar arguments as those for estimating sup x∈D |I 3n (x)| below, one can verify that
So, in view of Lemma 3.4 we have
Similarly, we obtain
As to I 3n (x) we have
Since
we conclude
Hence, by Taylor's expansion and (A1), we obtain that
Next we estimate I 31n (x). Let {a n } and {λ n } be sequences of positive real numbers such that λ n ≤ a n h n , lim n→∞ a n = 0. The compact set D can be covered with cubes E 1 , . . . , E τ ⊂ D having sides of length λ n and centers u 1 , . . . , u τ , respectively, such that τ ≤ const · λ −s n . Hence for any x ∈ D there exists E j such that
For sup x∈E j x − u j ≤ h n for all large n, we obtain from (A1) that
To get the desired estimate of I 31n , from (16) and (17) it suffices to verify that
where a n = (nh
In order to prove (18), we will use Lemma 3.1 here. Note that
which yields that
Hence, according to Lemma 3.3 we have
, an application of Lemma 3.1 leads to
1/s we have
for some large > 0. Hence, (18) follows from the Borel-Cantelli lemma.
In the same fashion one can verify (19), and the details are omitted here. Now combining (16)- (19), we obtain that
A minimization of the convergence rate above with respect to m leads to the selection
thus we have
with w n = (n
1/(r+s+1) . Finally, Theorem 2.1 follows from (10)- (15) and (20). This completes the proof.
Proof of Theorem 2.2. We will prove part (i) only. The proof of part (ii) is similar and thus omitted here. We observe that
Hence we have
From Theorem 2.1 it suffices to show that
1/(γ(r+s+1)) as defined in the statements of Theorem 2.2. Obviously
First we estimate sup x∈D |J n1 (x)|. Let {a n } and {λ n } be sequences of positive numbers such that lim n→∞ λ n /h n = 0. Let τ, E 1 , . . . , E τ , u 1 , . . . , u τ be determined as in the proof of Theorem 2.1. Set
Note that ψ(x) has bounded derivatives of order p from v(x) and r(x) has bounded derivatives of order p. Hence, by Taylor's expansion, from (A1) and (14) we have
As to J n11 , we will use Lemmas 3.1 and 3.2.
. We write
Hence
We observe that
Since γ ≥ 2(r − 1)/(r − 2) implies γ > 2r/(r − 1) and 2(γ − 1)/r(γ − 2) ≤ 1, from (26)- (28) and Lemma 3.3 we conclude
PutT n = αn
Therefore, from Lemma 3.1 and Eqs. (29) and (30) we find
1/s , we have
for some large > 0 provided that
Thus, from the Borel-Cantelli lemma, Lemma 3.2 and Eq. (31) we obtain J n11 = O(a n ) a.s.
(32) with a n = ln(n)(nh
It is straightforward to see
Similarly to the estimate for sup x∈D |I 311n (x)|, one can prove that
Then, from (23), (24), (32) and (33) we have
By minimizing with respect to m for the convergence rate above we have
In the same way, one can verify that
and hence, in view of Lemma 3.4 we obtain that 
,
.
Proof of Lemma 3.4. By applying Lemma A.1 we have
where γ n = (ln ln(n)/n) 1/2 . (1) We first verify (6) . Since
by (37) we have
This is Eq. (6).
(2) We now consider (7) . In order to safeguard against ln(0) when taking the logarithm of 1 − F n , we define
By using inequality |e 
Noticing that by (39) and (40) 
where ξ 2n (y) is between ξ 1n (y) and Λ(y), and ξ 1n (y) is between Λ n (y) and Λ(y).
Note that Similarly to the proof of (7) we have 
where ξ 4n (y) is between ξ 3n (y) and Λ(y), and ξ 3n (y) is between Λ n (y) and Λ(y).
Therefore, from (37), (38) and (45)-(47) we conclude (8) , that is, Hence, from the continuity of F and Eqs. (38), (44) and (48) we obtain (9) , that is, sup y |α n − α| = O(γ n ) a.s.
