This paper presents a novel application in the emerging field of computational politics. Here, we anticipate American congressional voting outcome using support vector machines (SVM) and back propagation learning algorithm neural network models. Our proposed method successfully associates opinions of American congress members on defined national issues with their political party affiliation as republican or democrat, thus providing a artificially intelligent anticipation system of the congressional voting outcome based on previous knowledge of how the congress members perceive national issues. Knowledge is obtained from existing congressional records which are unclassified and available online for research purposes. The obtained experimental results suggest that our novel method and application can be further applied to similar voting polls in order to anticipate the party members voting inclination.
Introduction
The congress of the United States of America (USA) has an efficient system that records the votes of congress members on various national issues for posterity purposes. The two major political parties in the USA are the Democrats and the Republicans. Both parties have different political ideologies and policies on various issues. It is anticipated that party members would vote along those ideological lines; thus making it possible to use anonymous opinions or responses of party members to predict their voting outcome and association with a party. A freely available record of the votes in the year 1984 provides the political party affiliation and the responses of 435 anonymous congressmen and congresswomen to 16 different topics 1 . This congressional data record forms the dataset used in our investigation.
The task here is to associate responses of a sample of congress members to their political party vote which, once established, enables us to generalize this association in order to predict the congress political party voting outcome based simply on members' opinions or responses to similar national issues.
Previous research works that address this task are scarce; but few existing works 2-11, 21-22 addressed a similar problem. We believe that there are two main reasons for the scarcity of research works on this particular task: firstly, the application is amongst those emerging topics which combine political science and computational intelligence. Secondly, the problem of finding database records for developing a prediction or association model; and in the case where database is available such as the one we use in this work, often the dataset contains missing data that requires compensation or imputation, thus, complicating the prediction task even further. However, some recent works 10, 11 suggested successful solutions to missing data imputation and investigated different artificially intelligent methods for prediction in computational politics.
As an example of the more recent investigations, authors 22 used support vector machines (SVM), to analyze the ideological content of legislative speech in order to provide an additional insight into the content of the political ideology. Their approach uses a group of reference texts to train the classifier, which is then tested on new text not contained in the training corpus. In another recent work 10 , the authors suggested a solution for missing data imputation and applied their method to predict voting intention polls. Their classifier is a supervised learner based on a fuzzy min-max neural network model. Their dataset contained a mixture of categorical and numerical attributes and stems from voting opinion polls conducted in Spain prior to the 2004 and 2008 general elections.
Lately 11 , four methods for missing data imputation were presented and utilized for training a supervised artificial neural network (ANN) model to predict congress members party affiliations based on information retrieved from the available USA congressional voting records.
In this work, we continue our investigation into the use of intelligent methods in computational politics, and we focus in particular on the use of ANNs and SVMs for such applications. Our hypothesis is that because of the nonlinearity of the relationship between congress members' responses to the questions and their party affiliation; then ANN models can be used to approximate this relationship. Once trained, the neural system may be used to predict other peoples' potential voting outcome (voting polls) to one party or another based on their responses to similar questions.
The motivation of using ANNs has in general been attributed to their capabilities in effectively associating or approximating nonlinear paradigms 12 . Furthermore, the successful use of ANNs in different application fields has been demonstrated in many previous recent works [13] [14] [15] [16] [17] [18] [19] [20] . Therefore, in this paper we design, implement and compare the performances of two neural network models based on the back propagation learning algorithm, and a C-SVM model with an RBF kernel. The task of both intelligent models would be to associate and predict the party affiliation (Republican or Democrat) of a congress member based on his/her responses to a number of questions.
The paper is organized as follows: in section 2 we briefly describe the congressional voting records dataset and explain our method for input data and output data coding. Section 3 presents the design of the neural network and the SVM models. In section 4, the experimental results of training and testing the support vector learner and the neural model are presented, and a performance comparison is provided for each computational model. Finally, section 5 concludes this work.
Congressional Vote Dataset and Data Coding
This dataset 1 consists of 435 instances (267 Democrats, 168 Republicans) and 16 attributes or questions (see Table 1 ). The records contain also the party affiliation as Republican or Democrat for each congress member. There are basically nine different types of votes (responses) which are labelled as yes, no or missing value responses. These three labels correspond to the nine types of vote as follows:
yes:
voted for, paired for, and announced for, no:
voted against, paired against, and announced against, missing value: voted present, voted present to avoid conflict of interest, and did not vote or otherwise make a position known.
In total, there are 6960 values (435 instances x 16 attributes) in the dataset. A total of 288 attributes; or 4.13% of the data, have missing values. A missing value does not mean that the value of the attribute is unknown; it rather means that the value is not a yes or a no. It could also mean that there was abstaining from voting due to conflict of interest. Table 2 shows the party affiliation (output) and the responses (input) of the first 10 congress members in its original form with "y" representing yes, "n" representing no, and "?" representing missing value. This data cannot of course be fed into the neural network as it is; thus, the need for pre-processing the data, which involves two main tasks: firstly, converting the yes and no responses to Boolean or binary values, and secondly, imputing or filling in the missing values. 
The first task is performed using a simple binary representation scheme where yes votes are represented by binary value '1' and no votes are represented by binary value '0' for all the 435 observations. A similar scheme is also used to represent the output classes with the Democrats being represented by a two-digit binary value '0 1' and the Republicans by '1 0'.
The second task is data imputation which involves replacing the missing values with either yes or no votes. In a previous work 11 , we investigated four methods for data imputation which resulted in four different imputed congressional vote datasets. It was then concluded that the arbitration of a neural model when using Dataset I; where all missing values are replaced by binary values of '1', yielded the highest correct prediction and accuracy rates. Therefore, it will be used in this work as our imputed congressional vote training and testing dataset for the ANN and SVM neural models. Table 3 lists the processed input attributes of Dataset I showing the first 10 cases.
Arbitration of the Neural Anticipation Models
Our artificially intelligent anticipation system is implemented using two neural models; namely, back propagation learning algorithm and SVM.
The back propagation learning algorithm uses a supervised multilayer neural network and is known for its simplicity and efficiency when implemented using large databases. For our task in this paper, this neural model has one input layer with 16 neurons corresponding to the 16 input attributes (responses to questions) in the dataset. There is one hidden layer with 10 hidden neurons; which was determined after several experiments using different values of hidden neurons. There is also one output layer with two output neurons which deliver the affiliation of the congress members as Republican (1 0) or Democrat (0 1).
The ANN model was implemented using the MATLAB software environment. For training purposes, a maximum number of iterations was set to a value of 4000, while the minimum required error value was set to 0.005. During the experiments several values of learning coefficient and momentum rate were also altered, and the final training parameters of the ANN were recorded when the neural network converged; i.e. achieved the required minimum error or the maximum number of iterations.
For SVM learning, the C-SVM model with an RBF kernel was used. In order to search for suitable parameters (C and ) for the RBF kernel, a parameter search was performed using cross validation; specifically the v-fold cross validation method. The cross-validation procedure is a technique used to avoid the over fitting problem. In v-fold cross-validation, we first divide the training set into v subsets of equal size. Sequentially one subset is tested using the SVM classifier trained on the remaining (v -1) subsets. Cross-validation accuracy is the percentage of data which are correctly classified.
The parameters which produce the best cross validation accuracy are saved and then used to train the SVM learner. The saved model is then used on the out-of-sample data (testing set). In this work v=5. The parameter search range for C was conducted from (2 -10 -2 10 ) while for it was (2 -15 -2 15 ). The best obtained C and are the values used to train the SVM learner for the dataset.
Experimental Results and Discussion
This section presents and discusses the obtained results when implementing both the SVM and the Back Propagation ANN models using the imputed congressional vote dataset. Tables 4 and 5 list in details the obtained results and optimized final parameters of the trained SVM and ANN models, respectively.
In this work 217 instances were used for training the ANN and SVM models while 218 instances were used for testing or validating the trained models, thus, the training-to-validation ratio was 49.88%:50.12%, which is considered as non-biased due to almost equal distribution of training and testing data.
The performance evaluation of both neural models is based on the correct anticipation rate (CAR); i.e. the capability of the neural model to anticipate the responses of the congress members with their political party affiliation. The obtained CAR values (see Table 6 ) include those obtained using training instances, testing or validation instances and the overall rates which are calculated by averaging training and testing rates. The highest obtained overall-CAR value was 96.33% using the ANN model. This highly successful result was achieved with a fast anticipation decision time of 2.4x10 -8 seconds. The SVM model performed also well, albeit slower than the ANN model at 2.0x10 -4 decision time and with a good overall-CAR value of 95.29%. In all cases, the obtained overall correct anticipation rate (CAR) values were higher than those obtained in previous parallel works 2,9,11,22 . 
Conclusions
This paper presented a novel and successful application of artificially intelligent neural models in the emerging field of computational politics. The task of a neural model for such 'social science' applications would be more like association, anticipation or prediction. While this emerging field of application is still in its fancy, we believe that many more research works would be exploring this area of application within the next decade. The work in this paper demonstrated the potential of effectively using artificial intelligence based on neural network arbitration in such emerging applications.
The paper investigated the use of a simple back propagation neural network (ANN) and a support vector machine (SVM) model to associate American congress members' responses (or views) on certain national issues with the members' political party affiliations; i.e. whether they would vote Republican or Democrat. A potential real life application of a trained neural model would be to predict the voting outcome of a larger sample of voters based on their responses or views on national issues. We consider this type of association as nonlinear, thus in our hypothesis, it is suitable to simulate using artificial neural network models.
The training and implementation of both neural models in this work was based on using a freely available congressional record 1 of the votes in the year 1984. This record provides the political party affiliation and the responses of 435 anonymous congressmen and congresswomen to 16 different topics. However, the available online dataset has a problem of missing values which amount to 4.13% of the total values. As a solution to this problem, we adopted an imputed dataset with compensated missing values that we published in a previous work 11 .
In conclusion, we suggest that the applications of neural network models have no boundaries, and we anticipate more emerging application fields to emerge. The work in this paper demonstrated one such application with a high degree of success. The back propagation learning algorithm ANN model which we used in this work, is chosen as the superior model for this particular application; as its obtained correct anticipation rate as well as its decision time were higher than those of the SVM model under same circumstances. This suggests we could successfully implenet such trained models for anticipate political polls on many national issues in any country. Future work will focus on exploring recently emerging neural models with applications in computational politics.
