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Abstract
In electronic structure computations, it is necessary to set up and solve a certain nonlin-
ear eigenvalue problem to identify materials. In this dissertation, we first introduce the
nonlinear eigenvalue problem and the currently prevailing Self-Consistent Field (SCF)
method accelerated by the Anderson acceleration method. We then compare the Ander-
son acceleration method with the well-known Generalized Minimal Residual (GMRES)
method and show that they are essentially equivalent when applied to linear systems.
After that, we study a linearly constrained least-squares problem embedded in the An-
derson procedure. We use numerical experiments to illustrate the convergence properties.
Finally, we give a summary of our work and an outline of future research.
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Chapter 1
Introduction
1.1 Overview
In electronic structure computations, people often need to set up nonlinear eigenvalue
problems. The currently prevailing method for finding approximate solutions to these
problems is the Self-Consistent Field (SCF) method accelerated by the Anderson accel-
eration method, described in [25], [24] and [5].
Acceleration methods are a group of methods that are often applied to iterative meth-
ods, to improve the rate of convergence, given that the convergence of many iterative
methods are slow.
The Anderson acceleration method first appeared in [1] in 1965. It has since been
applied to electronic structure computations and appears in the survey paper [5] in
2008. In electronic struture computations, the Anderson acceleration method and other
acceleration methods are also known as “mixing” methods.
Some other acceleration methods have also been considered under the name of vec-
tor extrapolation, which fall into two categories: the polynomial methods and the -
algorithms. The first category includes the reduced-rank extrapolation (RRE), minimal-
polynomial extrapolation (MPE), and modified minimal-polynomial extrapolation (MMPE)
methods; the second category includes topological -algorithm (TEA) and the scalar and
vector -algorithms (SEA and VEA). See more details in [9] [22] [21] [8] [20].
In this dissertation, we outline some analytical as well as numerical studies on the
Anderson acceleration method applied to iterative methods. In Chapter 1, we intro-
duce a nonlinear eigenvalue problem encountered in electronic structure computations
and the currently prevailing Self-Consistent Field (SCF) method accelerated by the An-
1
derson acceleration method. New convergence results for the Anderson acceleration
method on linear systems are shown in Section 2.1. A linearly constrained least-squares
problem embedded in the Anderson routine is studied in Section 2.2. We do numerical
experiments to study the convergence properties of the Anderson acceleration method
in Chapter 3. Finally, we summarize our work and outline future work in chapter 4.
1.2 Physical Problem Introduction
In the field of nanomaterials and devices, one of the technical problems involves fabri-
cation of the devices. Nanomaterials can be created in a laboratory environment, but
researchers cannot determine at the outset exactly what structure they will get. Conse-
quently, people often need to identify unknown electronic structures of materials using
computational models.
Every material has a unique “ground state” — that is, the minimum-energy level
where the material’s electrons remain unless the material is perturbed by external
sources. If it is possible to determine a material’s ground state, then it is possible
to identify the material itself. (See more in [23].)
Figure 1.1: Example of Charge Density
A current approach is to find out the charge density associated with the ground state,
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and this involves setting up nonlinear eigenvalue problems in the process. Figure 1.1
shows the ground state charge density solved from a nonlinear eigenvalue problem.
For the charge density, we would like to introduce the density functional theory
(DFT). In the past few decades, density functional theory has become one of the most
widely used methods for the calculation of the properties of the complex electronic
systems. The basic idea, introduced by Hohenberg, Kohn, and Sham in the 1960s, is to
describe the system in terms of the electronic density without explicit reference to the
many-body wave function. See details in [14], [7], [13], [11], [2] and [19].
The idea of DFT is to transform from the ground state wave function ψ0 to the single-
particle density function ρ0. This transformation has obvious advantages for many-
particle systems, it allows the knowledge, methods, and concepts developed for single-
particle systems to be applied. For one-partical systems, it allows the exact ground
state energy E0 to be determined via the variational principle with respect to the single-
particle density. For single-particle systems:
ρ0(x) = |ψ0(x)|2, (1.1)
where x denotes the position of the particle. The density function ρ0(x) must vanish
at the boundaries of the region occupied by the particle and satisfies the normalization
condition: ∫
ρ0(x)dx = 1. (1.2)
The momentum operator in quantum mechanics is defined by
px ≡ −2} ∂
∂x
(1.3)
where } is the Planck’s constant divided by 2pi (1.054571628 × 10−34 Js). The wave
function ψ0 satisfies the time independent Schro¨dinger equation:[
− p
2
x
2m
+ V (x)
]
ψ0(x) = E0ψ0(x), (1.4)
or [
− }
2
2m
d2
dx2
+ V (x)
]
ψ0(x) = E0ψ0(x), (1.5)
where V (x) is the external potential energy for the particle of mass m. We consider
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systems where ψ0 is real, so that the energy may be written as
E0 =
∫ √
ρ0(x)
[
− }
2
2m
d2
dx2
+ V (x)
]√
ρ0(x)dx. (1.6)
We now introduce the energy density functional
E[ρ] = T [ρ] +
∫
ρ(x)V (x)dx, (1.7)
where the kinetic energy functional T [ρ] is
T [ρ] =
∫ √
ρ(x)(− }
2
2m
d2
dx2
)
√
ρ(x)dx. (1.8)
The trial density ρ must satisfy the same boundary and normalization conditions as
ρ0. According to the Hohenberg-Kohn theorem, the external potential V (x) is deter-
mined uniquely by ρ0(x), and the energy density functional, E(ρ), satisfies the condition
E(ρ) ≥ E0. (1.9)
In other words,
minE(ρ) = E0 = E[ρ0]. (1.10)
Note that we are going to continue our introduction to the specific nonlinear eigen-
value problem with discretized functions (i.e matrices), and thus use a different set of
notations in the next section.
1.3 Mathematical Problem Introduction
In most situations in chemistry, it is legitimate to consider the nuclei as classical objects
and as point-like particles with charges (λ1,λ2,...,λp) at positions (x1,x2,...,xp), while
treating the electrons as quantum particles. This is the so-called Born-Oppenheimer
approximation. In view of this approximation, determining the structure of the ground
state (that is, the state of minimum energy) of a molecular system consisting of p nuclei
and n electrons amounts to solving a minimization problem. We will describe details in
the following paragraphs (also see [4]).
With an appropriate discretization scheme, a single electron wave function can be
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approximated by a vector xi ∈ Rn, where n is the spatial degrees of freedom, i.e., the
number of real space grid points. These vectors satisfy the orthonormality constraints:
xTi xj = δi,j, i, j = 1, 2, . . . , p,
where p is the number of occupied states. If we let X = (x1, x2, . . . , xp), the matrix
D(X) = XXT (1.11)
is often known as the density matrix, and the charge density associated with the p
occupied states can be expressed by
ρ(X) = diag(XXT ), (1.12)
where the MATLAB notation diag(A) denotes a column vector consisting of diagonal
entries of the matrix A.
The Kohn-Sham (KS) total energy function consists of several components:
Etotal(X) = Ekinetic(X) + Eion(X) + EH(X) + EXC(X), (1.13)
where Ekinetic is the kinetic energy and Eion, EH , and EXC are potential energies in-
troduced by the electro-ion interation (ionic potential), the electron-electron interaction
(Hartree potential), and the exchange correlation potential, respectively.
Let L ∈ Rn×n be a Hermitian matrix representing a discretized Laplacian operator.
The kinetic energy is then defined by:
Ekinetic(X) =
1
2
trace(XTLX). (1.14)
The ionic potential energy consists of a local a nonlocal term. If we let Dion be a real
diagonal matrix representing a discretized local ionic potential function, then the local
ionic potential energy is defined by:
Eion(local)(X) = trace(X
TDionX). (1.15)
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The contribution from the nonlocal ionic potential is defined by:
Eion(nonlocal)(X) =
∑
i
∑
l
|xTi ωl|2 (1.16)
where ωl represents a discretized pseudopotential reference projection function.
In practice, L is nonsingular with appropriate boundary conditions. If we use L−1 to
denote the inverse of the discrete Laplacian operator, then the Hartree potential energy,
which is used to model the classical electrostatic average interation between electrons,
can be expressed by
EH(X) =
1
2
ρ(X)TL−1ρ(X). (1.17)
The exchange correlation function xc is used to model the nonclassical interation
between electrons. The potential energy induced by this function is defined by
EXC(X) = ~1
T ([ρ(X)]), (1.18)
where ~1 = (1, 1, . . . , 1)T .
Using the notation established above, we can state the KS total energy minimization
problem as  minEtotal(X)s.t. XTX = Ip, (1.19)
where Ip denotes the p× p identity matrix.
The Lagrangian associated with (1.19) is
L(X) = Etotal(X)− trace[ΛT (XTX − Ip)], (1.20)
where Λ is a p × p matrix containing the lagrange multipliers associated with the con-
straints specified by XTX = Ip.
The solution to (1.19) must satisfy the first order necessary conditions ∇XL(X) = 0XTX = Ip (1.21)
Here, ∇XL represents an n× p matrix whose (i, j)th entry is the partial derivative of L
with respect to the i, jth entry of X.
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It is easy to verify that
∇XEkinetic = 1
2
LX, (1.22)
∇XEion(local) = DionX, (1.23)
∇XEion(nonlocal) =
∑
l
(ωlω
T
l )X, (1.24)
∇XEH = Diag(L−1ρ(X))X, (1.25)
∇XEXC = Diag(µxc(ρ))X, (1.26)
(1.27)
where
µxc(ω) ≡ dxc(ω)
dω
(1.28)
is the derivative of the exchange-correlation function. Here the MATLAB notation
Diag(ρ) represents a diagonal matrix whose diagonal is determined by the vector ρ,
and we have scaled (1.22)–(1.26) by 1
2
to be consistent with the convention used in the
electronic structure community.
Substituting (1.22)–(1.26) into (1.21), we obtain the Kohn-Sham equation H(ρ)X = XΛpXTX = Ip , (1.29)
where
H(X) = [
1
2
L+Dion +
∑
l
ωlω
T
l + Diag(L
−1ρ) + Diag(µxc(ρ))]. (1.30)
In the Khon-Sham equation, the columns of X ∈ Rn×p (p < n) are approximate
electron wave functions, ρ = diag(XXT ) ∈ Rn×1 is the charge density, H ∈ Rn×n is the
discrete Hamiltonian and is dependent on ρ, Λp ∈ Rp×p is a diagonal matrix with the
p smallest eigenvalues of H on the diagonal, and Ip ∈ Rp×p is the identity matrix. We
want to solve for the charge density ρ.
1.4 Algorithm Introduction
Current approaches to this problem include the Self-Consistent Field (SCF) method
([25]) and the SCF method accelerated by the Anderson acceleration method [5].
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In each iteration of the SCF method, we fix the Hamiltonian H, find the p smallest
eigenvalues and the corresponding eigenvectors to form X+ and thus ρ+, use ρ+ to update
H and enter next iteration. The idea of Anderson acceleration is to save these ρ+’s from
previous iterations, let ρAA+ be a linear combination of them, with some correction vector,
and use ρAA+ to update H before next iteration. Here, the superscript “AA” stands for
“Anderson Acceleration”.
In the following, we will introduce the details of the two algorithms. Some MATLAB
notations are used. In particular, for A ∈ Rp×p, diag(A) denotes the vector in Rp the
components of which are the diagonal entries of A, size(A, 2) denotes the number of
columns of A, cond(A) denotes the condition number of A, and [ ] denotes the “empty”
matrix.
1.4.1 The SCF method
This method is called the Self-Consistent Field (SCF) method, because the calculational
strategy adopted is to seek self-consistency in each iteration. It is formulated as follows:
Algorithm 1 The SCF Method
Given X ∈ Rn×p, and tol > 0, evaluate ρ = diag(XXT ) and H(ρ) ∈ Rn×n.
for iter = 1 to Max iter do
Find the p smallest eigenvalues and the corresponding orthonormal eigenvectors of
H(ρ) to form the columns of X+ ∈ Rn×p.
Evaluate ρ+ = diag(X+X
T
+), and ∆ρ = ρ+ − ρ.
Update ρ←− ρ+.
if ||∆ρ|| < tol then
Break.
end if
Update H(ρ)←− H(ρ+).
end for
There is one essential process in the SCF method, which is updating ρ. In each
iteration, we first have a value of ρ, then we evaluate the matrix H(ρ). After that,
we solve the eigenvalue problem for X+ and evaluate ρ+. We represent the process as
follows:
ρ −→ H(ρ) −→ H(ρ)X+ = X+Λ+ −→ ρ+ = diag(X+XT+)
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Based on the SCF method, we define a function S such that:
ρ+ = S(ρ) (1.31)
Now the nonlinear eigenvalue problem becomes a fixed-point problem: ρ∗ = S(ρ∗). The
SCF method becomes a fixed-point iteration:
Algorithm 2 Recast SCF Method
Given ρ ∈ Rn×1, and tol > 0, and evaluate H(ρ) ∈ Rn×n.
for iter = 1 to Max iter do
Let ρ+ = S(ρ); let ∆ρ = S(ρ)− ρ.
Update ρ←− ρ+.
if ||∆ρ|| < tol then
Break.
end if
end for
In practice, the SCF method may be less effective than desired: the convergence
may be slow, and sometimes the iterates even diverge. So for the following parts of
this dissertation, we will focus on the Anderson acceleration method, where SCF is
augmented with a certain procedure to improve convergence.
1.4.2 The Anderson acceleration method
We will introduce this algorithm with mostly the same notation as [5] here. See [1] for
the original formulation. The idea of Anderson acceleration is to make use of storages
from previous iterations. On one hand, we need sufficient number of storages, so that we
have enough information to predict a next iterate; on the other hand, we do not store all
of the previous iterates, since the early iterates may contain less predictive informate.
Consider a procedure for solving a large nonlinear system of equations
f(x) = 0 (1.32)
(x, f ∈ Rn) by an iterative process. The m + 1 most recent iterates are denoted by
xk−m, . . . , xk ∈ Rn and the corresponding outputs fk−m, . . . , fk ∈ Rn. Assuming evalu-
ating f(x) is expensive and no explicit analytic form of f(x) is available, the Anderson
acceleration method determines the next estimate xk+1 in the following way.
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Denote:
x¯k = xk −
k−1∑
i=k−m
γ
(k)
i ∆xi = xk −Xkγ(k) (1.33)
f¯k = fk −
k−1∑
i=k−m
γ
(k)
i ∆fi = fk −Fkγ(k), (1.34)
where
∆xi = xi+1 − xi (1.35)
∆fi = fi+1 − fi (1.36)
γ(k) = (γ
(k)
k−m, . . . , γ
(k)
k−1), (1.37)
and
Xk = [∆xk−m . . .∆xk−1] (1.38)
Fk = [∆fk−m . . .∆fk−1]. (1.39)
By rearranging, we get
x¯k =
k∑
j=k−m
αjxj (1.40)
f¯k =
k∑
j=k−m
αjfj, (1.41)
where
∑k
j=k−m αj = 1, so that x¯k and f¯k can be viewed as weighted averages of the xj’s
and fj’s.
The γi’s are determined from the minimization problem:
min
γ(k)
E(γ(k)) = min
γ(k)
< f¯k, f¯k > = min
γ(k)
||fk −Fkγ(k)||22, (1.42)
whose normal equation is
(F Tk Fk)γ
(k) = F Tk fk. (1.43)
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From all the above, we obtain our update:
xk+1 = x¯k + βf¯k (1.44)
= xk + βfk − (X + βFk)γ(k) (1.45)
= xk + βfk − (X + βFk)(F Tk Fk)−1F Tk fk. (1.46)
Here, β > 0 is a parameter of the Anderson acceleration method.
When we view the nonlinear system (1.32) as a fixed-point problem:
x∗ = G(x∗) = f(x∗) + x∗, (1.47)
the Anderson acceleration method will look differently.
Denote G(xj) = Gj. The minimization (1.42) for γ
(k) is equivalent to the following
minimization problem for α = (αk−m, . . . , αk)T :
min ||f¯k|| = min ||
k∑
j=k−m
αjfj|| s.t.
k∑
j=k−m
αi = 1, (1.48)
or
min ||
k∑
j=k−m
αj(Gj − xj)|| s.t.
k∑
j=k−m
αi = 1. (1.49)
The update is:
xk+1 = x¯k + βf¯k (1.50)
=
k∑
j=k−m
αjxj + β
k∑
j=k−m
αj(Gj − xj) (1.51)
=
k∑
j=k−m
αjGj − (1− β)
k∑
j=k−m
αj(Gj − xj) (1.52)
If β = 1, this update becomes simply:
xk+1 =
k∑
j=k−m
αjGj (1.53)
11
1.4.3 The SCF method accelerated by Anderson acceleration
Based on the SCF method, we apply the Anderson acceleration method to the fixed-point
problem ρ∗ = S(ρ∗) to strengthen self-consistency at each iteration.
Algorithm 3 The SCF Method Accelerated by Anderson Acceleration
Given ρ ∈ Rn×1, tol > 0, condtol > 0, β > 0 and Mixdim > 0. Set K = [ ], D = [ ].
for iter = 1 to Max iter do
Evaluate ρSCF = S(ρ), ∆ρ = ρSCF − ρ.
if ||∆ρ|| < tol then
Update ρ←− S(ρ); break.
end if
Update K ←− [K, ρSCF ], D ←− [D,∆ρ].
while size(D, 2) > Mixdim or cond(D) > condtol do
Delete the first columns of K and D.
end while
Find α ∈ Rk×1 from
{
minα ||Dα||
s.t.
∑
αi = 1
.
Evaluate ρ+ = Kα− (1− β)Dα.
Update ρ←− ρ+.
end for
Here, Mixdim stands for mixing dimension, or, the maximum number of vectors
stored by Anderson acceleration, since the Anderson acceleration method is also known
as Anderson mixing. Mixdim = m in the previous section.
For the tolerance of the condition number, we use condtol = 1016, since 10−16 is the
machine epsilon for MATLAB.
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Chapter 2
Anderson Acceleration of General
Fixed-Point Iteration
2.1 Anderson Acceleration for General Fixed-Point
Problems
2.1.1 General fixed-point problems
A general fixed-point problem has the following form:
x∗ = G(x∗), (2.1)
G : Rn×1 → Rn×1 (2.2)
The corresponding fixed-point iteration is:
Algorithm 4 Fixed-Point Iteration
Given x ∈ Rn×1 and tol > 0.
for iter = 1 to Max iter do
Evaluate x+ = G(x).
if ||x+ − x|| < tol then
Break.
end if
Update x←− x+.
end for
Now we apply the Anderson acceleration method to the general fixed-point iteration.
13
We use iteration indices from here for proof purposes later in this section.
Algorithm 5 Anderson Acceleration for General Fixed-Point Iteration
Given x0 ∈ Rn×1, tol > 0, β > 0 and Mixdim > 0. Set K = [ ], D = [ ].
for k = 1 to Max iter do
Evaluate xFk = G(xk−1), and let rk−1 = x
F
k − xk−1.
if ||rk−1|| < tol then
Update x←− xFk ; break.
end if
Update K ←− [K, xFk ], D ←− [D,∆rk−1].
while size(D, 2) > Mixdim do
Delete the first columns of K and D.
end while
Find a column vector α from
{
minα ||Dα||
s.t.
∑
αi = 1
.
Evaluate xk = Kα− (1− β)Dα.
end for
Here, the α’s are different in each iteration, but we omit the superscript k for con-
venience.
The convergence properties of the Anderson acceleration method for general fixed-
point problems constitute a very broad topic, so we start with the linear case.
2.1.2 Algorithm description
A linear fixed-point problem is:
x∗ = G(x∗) = Ax∗ + b (2.3)
where A ∈ Rn×n, b ∈ Rn×1.
We will study the Anderson acceleration convergence properties on this problem by
comparing it with the Generalized Minimal Residual (GMRES) algorithm ([18]) applied
to the equivalent linear system (A− I)x+ b = 0.
In order to be able to compare Anderson acceleration with the GMRES algorithm,
we do not include the column dropping strategy here (i.e., let Mixdim =∞), and choose
β = 1. The Anderson acceleration method is as follows:
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Algorithm 6 Anderson acceleration for Linear Fixed-Point Iteration
Given x0 ∈ Rn×1, tol > 0 and β > 0. Set K = [ ], D = [ ].
for k = 1 to Max iter do
Evaluate xFk = Axk−1 + b, and let rk−1 = x
F
k − xk−1 = (A− I)xk−1 + b.
if ||rk−1|| < tol then
Update x←− xFk ; break.
end if
Update K ←− [K, xFk ], D ←− [D, rk−1].
Find column vector α from
{
minα ||Dα||
s.t.
∑
αi = 1
.
Evaluate xk = Kα.
end for
In the linear case, the fixed point problem x∗ = Ax∗ + b is equivalent to the linear
system (A − I)x∗ + b = 0. Before introducing the details of the GMRES method, we
define the Krylov subspace for this linear system.
Definition 2.1.1. For a linear system (A − I)x + b = 0, A ∈ Rn×n and b, x ∈ Rn×1,
given an initial guess x0, we define the k
th Krylov Subspace:
Kk = Span{r0, (A− I)r0, . . . , (A− I)k−1r0} (2.4)
where r0 = (A− I)x0 + b.
The GMRES method is a Krylov Subspace method, and here is the specific algorithm
for this linear system.
Algorithm 7 The GMRES Algorithm
Given x0 ∈ Rn×1, and tol > 0. Evaluate r0 = (A− I)x0 + b.
for k = 1 to Max iter do
Find zk ∈ Kk such that ||rGMRESk || = ||(A− I)(x0 + zk) + b|| is minimal.
if ||rGMRESk || < tol then
Let xGMRESk = x0 + zk; break.
end if
end for
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2.1.3 Algorithm comparison
In this subsection, we develop several theorems to compare the Anderson acceleration
method and the GMRES algorithm. We assume that the same initial guess x0 is used
for both algorithms, and this assumption holds throughout. Also, superscripts are used
to indicate iterates, residuals etc. generated by Anderson acceleration and GMRES
whenever there is a possibility of confusion.
Theorem 2.1.2. In each iteration of the Anderson acceleration method, let A, the ri’s
(i = 1, . . . , k), and α be as defined above. We have:
rk = A(α1r0 + · · ·+ αkrk−1) ∈ Kk+1 (2.5)
for each k until convergence.
Proof: We plan to prove this theorem by induction, so we first analyze the recursive
relationship between rk and the ri’s (i < k).
xFk = G(xk) = Axk + b (2.6)
xk = α1x
F
1 + · · ·+ αkxFk (2.7)
= A(α1x0 + · · ·+ αkxk−1) + b (2.8)
rk = G(xk)− xk (2.9)
= (A− I)xk + b (2.10)
= (A− I)[A(α1x0 + · · ·+ αkxk−1) + b] + b (2.11)
= A[(A− I)(α1x0 + · · ·+ αkxk−1) + b] (2.12)
= A(α1r0 + · · ·+ αkrk−1) (2.13)
When k = 0, r0 ∈ Span{r0} = K1; when k = 1, r1 = A(α1r0) = α1r0 + (A − I)α1r0 ∈
Span{r0, (A − I)r0} = K2. Assume that for some i > 1 and all k ≤ i − 1, we have
rk ∈ Kk+1. Then for k = i,
ri = A(α1r0 + · · ·+ αiri−1) (2.14)
= (α1r0 + · · ·+ αiri−1)
+ (A− I)(α1r0 + · · ·+ αiri−1), (2.15)
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and by the assumption, we get ri ∈ Ki+1.
By induction, we have for each iteration of the Anderson method until convergence:
rk = A(α1r0 + · · ·+ αkrk−1) ∈ Kk+1. (2.16)

In GMRES, similarly,
rGMRESk = (A− I)(x0 + zk) + b = r0 + (A− I)zk ∈ Kk+1, (2.17)
since we have zk ∈ Kk.
Remark 2.1.3. In Theorem 2.1.2, convergence of the Anderson acceleration iterates
may not necessarily imply that the solution is reached. There could be stagnation, in
which case rk = rk−1 for some k and the Anderson acceleration method breaks down.
Now we know enough about the residual rk, let’s compare the iterates in both meth-
ods. In the Anderson acceleration method, denote zAAk ≡ (xk − x0).
Theorem 2.1.4. In each iteration of the Anderson acceleration method, zAAk ∈ Kk for
each k until convergence.
Proof: In each iteration of the Anderson acceleration method,
zAAk = xk − x0 (2.18)
= A(α1x0 + · · ·+ αkxk−1) + b− x0 (2.19)
= (A− I)(α1x0 + · · ·+ αkxk−1) + b
+ (α1x0 + · · ·+ αkxk−1)− x0 (2.20)
= (α1r0 + · · ·+ αkrk−1) + (α1x0 + · · ·+ αkxk−1)− x0 (2.21)
= (α1r0 + · · ·+ αkrk−1) + (α2z1 + · · ·+ αkzk−1) (2.22)
When k = 1,
zAA1 = x1 − x0 (2.23)
= G(x0)− x0 (2.24)
= (A− I)x0 + b (2.25)
= r0 ∈ K1 (2.26)
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Assume that, for some i > 1, zAAk ∈ Kk for k ≤ i − 1. Then it follows from equation
(2.22) and Theorem 2.1.2 that zAAi ∈ Ki. By induction, we have, in each iteration of the
Anderson acceleration method, zAAk ∈ Kk. 
It follows from the theorem that Span{z1, . . . , zk} ⊆ Kk. In the next theorem, we
want to prove Span{z1, . . . , zk} = Kk. We need the following lemma.
Lemma 2.1.5. If in the kth Anderson iteration, αkk = 0, (the superscript k stands for
the iteration number), then the Anderson iterates have converged, i.e., xk = xk−1.
Proof: If αkk = 0, then we have:
αk = argmin∑k
i=1 αi=1
||
k∑
i=1
αiri−1|| (2.27)
= argmin∑k−1
i=1 αi=1
||
k−1∑
i=1
αiri−1|| (2.28)
= αk−1 (2.29)
so that
xk = α
k
1x
F
1 + · · ·+ αkkxFk (2.30)
= αk1x
F
1 + · · ·+ αkk−1xFk−1 (2.31)
= αk−11 x
F
1 + · · ·+ αk−1k−1xFk−1 (2.32)
= xk−1. (2.33)
This implies the convergence of the Anderson iterates. 
Theorem 2.1.6. In each iteration of the Anderson acceleration method, Span{zAA1 , . . . , zAAk } =
Kk for each k until convergence.
Proof: The superscript “AA” will be omitted in the proof for convenience purposes.
Readers should keep in mind that r0 = (A− I)x0 + b is the initial residual for both the
Anderson and GMRES algorithms.
From Theorem 2.1.4, we have zk ∈ Kk for each k; therefore Span{z1, . . . , zk} ⊆ Kk.
Now we only have to show that Kk ⊆ Span{z1, . . . , zk} for each k. It is enough to show
that (A− I)k−1r0 ∈ Span{z1, . . . , zk} for each k.
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Note that,
zk = A(α1x0 + · · ·+ αkxk−1) + b− x0 (2.34)
= A(α1x0 + · · ·+ αkxk−1)− Ax0 + (A− I)x0 + b (2.35)
= A(α2z1 + · · ·+ αkzk−1) + r0 (2.36)
αkAzk−1 = zk − r0 − A(α2z1 + · · ·+ αk−1zk−2) (2.37)
∈ Span{zk, r0, Az1, . . . , Azk−2} (2.38)
From Lemma 2.1.5, since xk 6= xk−1, αk 6= 0, then
Azk−1 ∈ Span{zk, r0, Az1, . . . , Azk−2}. (2.39)
When k = 1, we have:
r0 = z1 ∈ Span{z1} (2.40)
Assume that, for some i > 1 and for k ≤ i − 1, (A − I)k−1r0 ∈ Span{z1, . . . , zk}, i.e.
(A− I)k−1r0 = γ1z1 + · · ·+ γkzk. For the ith iteration:
(A− I)i−1r0 = (A− I)(γ1z1 + · · ·+ γi−1zi−1) (2.41)
= A(γ1z1 + · · ·+ γi−1zi−1)− (γ1z1 + · · ·+ γi−1zi−1) (2.42)
∈ Span{Az1, . . . , Azi−1, z1, . . . , zi−1} (2.43)
By applying (2.39) repeatedly for all Azj’s (j = 1, . . . , i− 1), and keeping in mind that
r0 = z1, we have:
Span{Az1, . . . , Azi−1, z1, . . . , zi−1} (2.44)
= Span{Az1, . . . , Azi−2, zi, r0, Az1, . . . , Azi−2, z1, . . . , zi−1} (2.45)
= Span{Az1, . . . , Azi−2, z1, . . . , zi−1, zi} (2.46)
= Span{Az1, . . . , Azi−3, z1, . . . , zi−1, zi} (2.47)
... (2.48)
= Span{z1, . . . , zi−1, zi} (2.49)
From (2.41) - (2.49), it follows that (A−I)k−1r0 ∈ Span{z1, . . . , zk}, so by induction,
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we have:
(A− I)k−1r0 ∈ Span{z1, . . . , zk} (2.50)
and thus Span{z1, . . . , zk} = Kk. 
Now let’s take a close look at the xk’s generated by the two methods.
Theorem 2.1.7. For each k until convergence of the Anderson iterates, we have:
xAAk = G(x
GMRES
k−1 ). (2.51)
Proof: Again, recall that x0 and r0 are the same for both Anderson acceleration and
GMRES. In the kth iteration of the Anderson method,
rAAk − r0 = (A− I)xAAk + b− (A− I)x0 − b = (A− I)zAAk (2.52)
We minimize ||Dα|| subject to ∑ki=1 αi = 1. Then,
Dα = α1r
AA
0 + · · ·+ αkrAAk−1 (2.53)
= (1− α2 − · · · − αk)r0 + α2rAA1 + · · ·+ αkrAAk−1 (2.54)
= r0 + α2(r
AA
1 − r0) + · · ·+ αk(rAAk−1 − r0) (2.55)
= (A− I)x0 + b+ (A− I)α2zAA1 + · · ·+ (A− I)αk−1zAAk−1 (2.56)
= (A− I)(x0 + α2zAA1 + · · ·+ αkzAAk−1) + b (2.57)
Here,
α = argmin
α=(α2,...,αk)
||(A− I)(x0 + α2zAA1 + · · ·+ αkzAAk−1) + b||. (2.58)
Since Span{zAA1 , . . . , zAAk−1} = Kk−1,
α2z
AA
1 + · · ·+ αkzAAk−1 = argmin
z∈Kk−1
||(A− I)(x0 + z) + b|| = zGMRESk−1 (2.59)
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So we have:
xAAk = α1x
F
0 + · · ·+ αkxFk−1 (2.60)
= α1G(x0) + · · ·+ αkG(xk−1) (2.61)
= A(α1x0 + · · ·+ αkxk−1) + b (2.62)
= A(x0 + α2z
AA
1 + · · ·+ αkzAAk−1) + b (2.63)
= A(x0 + z
GMRES
k−1 ) + b (2.64)
Thus,
xAAk = G(x
GMRES
k−1 ) (2.65)

From Theorem 2.1.7, we can conclude that the Anderson iterates have the same
convergence behavior as the GMRES iterates on linear systems, unless the GMRES
iterates stagnate, as described in Remark 2.1.3.
2.2 The Linearly Constrained Least-Squares Prob-
lem
In the Anderson accleration method, there is a linearly constrained least-squares prob-
lem:
min
α
||Dα|| s.t.
k∑
i=1
αi = 1 (2.66)
where D ∈ Rn×k, α = (α1, . . . , αk)T ∈ Rk×1. Note that we will use D = [d1, . . . , dk] in
this section, and all norms are L2 norm.
There are several approaches to solving this problem. Four are outlined below. The
first two deal directly with the constrained least-squares problem and are likely to involve
ill-conditioned matrices. The second two reduce the constrained problem on Rk to an
unconstrained problem on Rk−1, and allow solution approaches that involve much better
conditioned matrices.
The results in this section also appeared in my ICCES’08 abstract [15].
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2.2.1 Lagrange multipliers
We apply the Lagrange multipliers method to solve (2.66). This method is applied in
[16] (see the general description in [3]).
Set
Φ(α, λ) ≡ 1
2
||Dα||2 − λ(
k∑
i=1
αi − 1)
=
1
2
αTDTDα− λ(
k∑
i=1
αi − 1)
In order to minimize Φ(α, λ), we set the gradient to zero:
∇αΦ(α, λ) = DTDα− λ

1
...
1
 = 0 (2.67)
∂
∂λ
Φ(α, λ) = −(
k∑
i=1
αi − 1) = 0 (2.68)
and this yields: (
DTD −~1
−~1T 0
)(
α
λ
)
=
(
~0
−1
)
(2.69)
where ~1 = (1, . . . , 1)T , ~0 = (0, . . . , 0)T , ~1,~0 ∈ Rk×1.
This method involves the matrix
(
DTD −~1
−~1T 0
)
. This may be ill-conditioned because
of the term DTD, which has condition number κ(DTD) = κ(D)2.
Obtaining α directly from (2.69) requires O(nk2) flops to form DTD and O(k3) flops
to solve (2.69). However, this cost can be reduced in the Anderson context, as follows:
One easily obtains from (2.69) that α = (DTD)−1~1/ ~1T (DTD)−1~1 (see also Section 2.2.2
below); thus one needs only to solve a system with coefficient matrix DTD to obtain α.
Suppose we have the QR decomposition D = QR, where Q ∈ Rn×k is orthogonal, i.e.,
QTQ = Ik, and R ∈ Rk×k is upper-triangular. Then DTD = RTQTQR = RTR, and α
can be obtained by solving triangular systems with RT and R. Since D is obtained from
its predecessor at the previous iteration by adding a new final column and, if necessary,
deleting one or more initial columns, one can update the QR decomposition from the
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previous iteration in O(nk) flops (see below). Thus at each iteration (other than the
first one), one can update the QR decomposition at a cost of O(nk) flops and obtain α
by solving triangular systems with RT and R at an additional cost of O(k2) flops.
We sketch the steps of the updating, referring the reader to [6] for full details. Sup-
pose that, at some iteration, we have a predecessor matrix D and decomposition D = QR
from the previous iteration. Then the updating proceeds as follows:
• When adding a new final column to D, we apply the Gram–Schmidt process to
orthogonalize the new final column against the columns of Q. The resulting vector
and the orthogonalization coefficients then become new last columns of Q and R,
respectively.
• When deleting the first column of D, we also delete the first column of R, so that
we still have D = QR. Now R is upper-Hessenberg, and we left-multiply R by
Givens rotations (see details in §5.1.8 of [6]) to restore R to triangular form. We
then right-multiply Q by the transposes of the rotations in reverse order to obtain
the final Q.
2.2.2 Matrix calculation
We apply matrix calculation to solve (2.66). Define a function f :
f =
1
2
||Dα||2 = 1
2
αTDTDα (2.70)
The gradient of f should be orthogonal to the constraint hyperplane αT~1 = 1 at the
local minimizer point:
∇f = DTDα = λ~1 (2.71)
⇒ α = (DTD)−1(λ~1) (2.72)
(2.73)
Apply the α value to the constraint:
1 = ~1Tα = λ~1T (DTD)−1~1 (2.74)
⇒ α = (D
TD)−1~1
~1T (DTD)−1~1
(2.75)
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However, when solving for (DTD)−1~1, we again may meet with high condition num-
bers, since κ(DTD) = κ(D)2.
2.2.3 The null-space method
We apply the null-space method to solve (2.66). The general approach of the null-space
method is described in [3]. The basic idea of the method is to decompose the vector we
want into the sum of a vector that satisfies the constraint and another vector in the null
space of the constraint matrix. Thus the constrained problem becomes one of solving for
the vector in the null space. By choosing a basis of the null space, one can then reduce
the problem to an unconstrained, lower-dimensional problem of finding a minimizing
linear combination of basis vectors.
For this least-squares problem, we introduce a particular implementation of the null-
space method that avoids the ill-conditioning of the previous approaches and has other
numerical advantages.
Denote v = (0, . . . , 0, 1)T ∈ Rk×1 and set ~1 = (1, . . . , 1)T ∈ Rk×1 as before. Write
α = v+β, where β is in the null space of ~1T , i.e., ~1Tβ = 0, since vT~1 = 1. If V ∈ Rk×(k−1)
is full-rank and such that ~1TV = 0, then the columns of V constitute a basis of the null
space of ~1T , and we can write β = V γ, where γ ∈ R(k−1)×1. Then the minimization
problem becomes:
min
α
||Dα|| = min
γ
||D(v + V γ)|| = min
γ
||dk +DV γ|| (2.76)
where dk = Dv. Note that, with of our choice of v, dk is just the last column of D and
thus is available at no cost.
We choose V so that V = (v1, . . . , vk−1), where
vj =

−1/√j(j + 1)
...
−1/√j(j + 1)√
j/(j + 1)
0
...
0

,
}
j components
j = 1, . . . , k − 1. (2.77)
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It is easily verified that ~1TV = 0 and V is full-rank; moreover, V TV = Ik−1.
The normal equation of this unconstrained minimization problem is:
(DV )T (DV )γ = −(DV )TDv (2.78)
This has condition number κ((DV )T (DV )) = κ(DV )2. One can obtain a better-
conditioned system with a QR decomposition DV = QR, where as above Q ∈ Rn×(k−1)
is orthogonal and R ∈ R(k−1)×(k−1) is upper-triangular. Then (2.78) becomes
(QR)T (QR)γ = −(QR)Tdk (2.79)
⇐⇒ Rγ = −QTdk. (2.80)
Thus, we can obtain γ and subsequently α = v + V γ by solving a linear system with
condition number κ(R) = κ(QR) = κ(DV ) =
√
κ(DV )2, which is typically much smaller
than that of (2.78). Since V TV = 1, we also have the bound κ(DV ) ≤ κ(D)κ(V ) =
κ(D).
As in the Lagrange multipliers method, one can at each Anderson acceleration itera-
tion obtain the QR decomposition of DV in O(nk) flops by updating a QR decomposi-
tion from the previous iteration. In this case, we store Q0 and R0 such that D = Q0R0
in the previous iteration. When D is modified at the current iteration by adding or
dropping columns, we update Q0 and R0 in O(nk) flops as in the Lagrange multiplier
method to obtain D = Q0R0 for the modified D. Noting that R0V is upper-Hessenberg
since V is upper-Hessenberg, we then apply Givens rotations to R0V and to Q0 as in
the previous method to obtain DV = QR in O(nk) flops.
2.2.4 The method of elimination
We apply the method of elimination to solve (2.66). The general approach of the method
of direct elimination is outlined in [3]. The basic idea of the method is to use the
constraint to express some of the variables in terms of others, and then to substitute the
expression into the function we want to minimize. Thus the constrained least-squares
problem becomes an unconstrained problem in fewer variables. The specific method
considered here comes from [12].
Writing D = (d1, . . . , dk), di ∈ Rn×1, i = 1, . . . , k, we introduce new variables α¯ =
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(α¯1, . . . , α¯k−1)T such that:
Dα =
k∑
i=1
αidi
= α1d1 + α2d2 + · · ·+ αkdk
= α¯1(d2 − d1) + α¯2(d3 − d2) + · · ·+ α¯k−1(dk − dk−1) + dk
= D¯α¯ + dk
where D¯ = DW and
W =

−1
1 −1
. . . . . .
1 −1
1

(2.81)
and 
α1
α2
...
αk−1
αk − 1

=

−1
1 −1
. . . . . .
1 −1
1


α¯1
α¯2
...
α¯k−1
 = Wα¯ (2.82)
Then the minimization problem becomes an unconstrained one:
min
α¯∈Rk−1
||D¯α¯ + dk|| (2.83)
One possibility is to solve the normal equation for α¯:
D¯T D¯α¯ = −D¯Tdk, (2.84)
and then use equation (2.82) to calculate α from α¯. This approach is suggested in §4.2
of [12].
However, this normal equation involves κ(D¯T D¯) = κ(D¯)2. As in the null-space
method, we can improve the condition number with QR decomposition, this time of
D¯, i.e., D¯ = QR, where Q ∈ Rn×(k−1) is orthogonal and R ∈ R(k−1)×(k−1) is upper-
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triangular. Then
(QR)T (QR)α¯ = −(QR)Tdk (2.85)
⇐⇒ Rα¯ = −QTdk. (2.86)
Thus one can obtain α¯ by solving a linear system with R, which has condition num-
ber κ(R) = κ(QR) = κ(D¯) =
√
κ(D¯)2. We also have the bound κ(D¯) = κ(DW ) ≤
κ(D)κ(W ), and one can show numerically that κ(W ) ≈ 2k/pi for all but the smallest
values of k.
Again, we can avoid doing a direct QR decomposition of D¯ at every iteration by
making use of the upper-Hessenberg property of W. Specifically, we store Q0 and R0
such that D = Q0R0 and update them at each iteration as in the null-space method,
with the upper-Hessenberg W replacing the upper-Hessenberg V .
2.2.5 Method comparison
Here is a table comparing the condition number of the linear systems each method
meets with, and the number of arithmetic operations per iteration (for convenience,
denote M = Mixdim). In Table 2.1, QR updates are applied to all the four methods.
Methods Cond. No. No. of Operations
Lagrange Multipliers ≈ κ(D)2 O(nM) +O(M3)
Matrix Calculation κ(D)2 O(nM) +O(M2)
Null-Space Method κ(DV ) ≤ κ(D) O(nM) +O(M2)
Method of Elimination κ(D¯) . 2M
pi
κ(D) O(nM) +O(M2)
Table 2.1: Theoretical Method Comparison
The analysis of condition number and number of operations for the four methods
indicates that the null-space method and the method of elimination will have better
performance, but the difference between these two seems unlikely to be significant.
We also performed some preliminary experiments to support our analytical results
with a modification of a code provided by C. Yang at Lawrence Berkeley National Labo-
ratory. Our main interest was in observing the maximum condition numbers encountered
by the methods with varying bounds on the maximum allowable value of vector storage
Mixdim. Table 2.2 shows typical results, which were obtained in the case of a water
molecule. In the table, the first row indicates Mixdim, and the second through fourth
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rows indicate the maximum condition numbers observed during the iterations.
Mixdim 5 10 15 20
Lagrange Multipliers 1.44e+011 4.70e+014 2.61e+016 2.61e+016
Matrix Calculation 9.72e+007 1.56e+016 6.21e+017 6.21e+017
Null-Space Method 1.19e+003 2.04e+007 1.55e+008 1.55e+008
Method of Elimination 1.01e+003 1.51e+007 1.38e+008 1.38e+008
Table 2.2: Maximum Observed Condition Numbers
From Table 2.2, the maximum condition number comparison results are consistent
with our previous analytical results. We also tracked the time expense of the four meth-
ods, which did not show significant differences. The main reason is that the Mixdim’s
are much smaller than n’s in our experiments. See Section 3.2 for more experimental
results.
There are two widely used approaches to producing a QR decomposition, one based
on the Gram-Schmidt process and the other based on Householder transformations. See
[6] for descriptions.
For a general QR decomposition A = QR, there will be error in the Q matrix, i.e.
QTQ = I +E. Denote the error matrix generated by Gram-Schmidt EGS, and the error
matrix generated by Householder EH . We have:
||EGS|| ≤ ||A|| (2.87)
||EH || ≤ ||A||κ(A) (2.88)
where  denotes machine epsilon. So Householder QR decomposition has less computa-
tional error (see [6] for details). In [5], Householder QR decomposition is implemented
to mitigate the condition number. However, the condition numbers in our problem are
acceptable, it is not necessary to apply Householder QR decomposition.
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Chapter 3
Numerical Experiments
3.1 KSSOLV Introduction
Our numerical experiments are based on a MATLAB package “KSSOLV”, which is
designed to solve the nonlinear eigenvalue problem (1.29). There are 8 materials (test
problems) in this package, and the function H’s for them are different, depending on
different materials. The Self-Consistent Field (SCF) method is applied, and can be
accelerated by a number of optional acceleration methods. See detailed descriptions in
[24].
In the KSSOLV code, the SCF iteration is slightly different from what is described in
Chapter 1. In KSSOLV, each SCF iteration starts with an initial Hamiltonian Hk, then
calculates Xk from Hk, evaluates ρk, computes the potential v
out
k , uses v
out
k to obtain the
new Hamiltonian Hk+1, and goes to next iteration. That is,
Hk → Xk → ρk → voutk → Hk+1, (3.1)
which can equivalently be viewed as
voutk → Hk+1 → Xk+1 → ρk+1 → voutk+1. (3.2)
In (3.2), the essential process is voutk −→ voutk+1, so in KSSOLV, the SCF method solves
the fixed-point problem vout∗ = S(v
out
∗ ), and the Anderson acceleration and other mixing
algorithms are applied to the same fixed-point iteration. This does not change the nature
of the problem, so we did not explain it at the beginning.
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In order to perform our customized experiments, we modified the KSSOLV code,
and included the QR decomposition and QR updates in the least-squares subroutine as
described in previous chapters.
There are 8 materials in the test problems provided with KSSOLV:
sih4_setup.m --- Silane molecule
sibulk_setup.m --- Silicon bulk (2 Silicon atoms per cell)
qdot_setup.m --- A four electron quantum dot with an external potential
ptnio_setup.m --- PtNiO molecule
co2_setup.m --- Carbon dioxide molecule
h2o_setup.m --- Water molecule
hnco_setup.m --- Isocyanic acid molecule
c2h6_setup.m --- Ethane molecule
Table 3.1 gives the sizes of the test problems (we look at the size of X in equation
(1.29)):
Test Problems No. Columns of X No. Rows of X
sih4 setup.m 2103 4
sibulk setup.m 1639 4
qdot setup.m 2103 8
ptnio setup.m 4609 43
co2 setup.m 2103 8
h2o setup.m 2103 4
hnco setup.m 2103 8
c2h6 setup.m 2103 7
Table 3.1: Size of the Test Problems
We work on the SCF method accelerated by 5 different mixing types implemented
in KSSOLV: “Anderson”, “Broyden”, “Pulay”, “Kerker” and “Pulay+Kerker”.
Here, “Anderson” stands for the Anderson acceleration method, which has been in-
troduced in previous chapters; “Broyden” stands for the generalized Broyden’s method,
which is explained in [5]; “Pulay” stands for the Pulay mixing, which is explained in
[16] and [17]; “Kerker” stands for the Kerker mixing, which is explained in [10]; “Pu-
lay+Kerker” is a combination of Pulay mixing and Kerker mixing. Following is a brief
description of these methods.
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3.2 Method Description
We have already described the Anderson acceleration method in previous chapters; now
we will introduce the other methods in this section.
3.2.1 Generalized Broyden’s method
Recall that in KSSOLV we have:
Hk → Xk → ρk → voutk → Hk+1, (3.3)
or briefly:
Hk → voutk → Hk+1, (3.4)
The Broyden’s method will insert one mixing step vink into it,
Hk → voutk → vink → Hk+1, (3.5)
where vink comes from previous storage of v
in
j ’s and v
out
j ’s.
We will start with an initial guess vin0 and a given β > 0. Assume that in the (k+1)
th
iteration, we have (vin0 , . . . , v
in
k ) and (v
out
1 , . . . , v
out
k+1) before mixing. Denote
∆F = (∆f1,∆f2, . . . ,∆fk) (3.6)
∆V = (∆v1,∆v2, . . . ,∆vk) (3.7)
where
∆fk = v
out
k+1 − voutk (3.8)
∆vk = v
in
k − vink−1 (3.9)
Solve the least squares problem:
min
γ=(γ1,...,γk)T
||∆Fγ − βvoutk+1|| (3.10)
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and evaluate
b = −∆V γ (3.11)
f = βvoutk+1 −∆Fγ (3.12)
Update
vink+1 = v
in
k − (βf − b). (3.13)
See more details in [5].
3.2.2 Pulay mixing
Given x0, x1, . . . , xk, denote ∆xi = xi−xi−1, i = 0, . . . , k, solve the least-squares problem:
min
α=(α1,...,αk)T
||αi∆xi||, s.t.
k∑
i=1
αi = 1 (3.14)
and update
xk+1 =
k∑
i=1
αixi. (3.15)
See more details in [16] [17] [24].
3.2.3 Kerker mixing
As mentioned previously, in KSSOLV, the mixing strategy is mixing the vector vout to
get vin and go to next iteration:
Hk → voutk → vink → Hk+1. (3.16)
The idea of Kerker mixing is to use vresk = v
out
k − vink−1 to adjust vink−1 to get vink :
vink = v
in
k−1 + v
cor
k + 0.8 ∗ vresk . (3.17)
Here, vcork is computed from v
res
k , by modifying its projection in the FFT space. See
more details in [10] [24].
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3.3 Test of Convergence
For each of the 8 different materials, we tested with 6 different random initial guesses
of ρ, and implemented 5 mixing strategies (with Mixdim = 9) as well as SCF alone
(“No Mix”) under each initial guess. The number of iterations and time spent for
each experiment are collected in the following table. In these experiments, we chose
the maximum iteration number to be 300 (and this is a reasonable number from our
experience), so the iteration number 301 implies failure of covergence.
In the following data, for each material, each column gives results using the same
initial guess for all mixing strategies.
-------------------------------------------
sih4_setup.m --- Silane molecule
mixtype iteration numbers convergence time
No Mix 252 252 252 252 252 252 | 907 906 906 905 910 896
anderson 11 11 11 11 11 11 | 64 62 63 62 63 63
broyden 14 14 14 14 14 14 | 72 72 74 73 74 73
pulay 301 301 301 301 301 301 | 395 398 393 389 553 572
kerker 68 68 68 68 68 68 | 239 236 239 238 236 237
pulay+kerker 20 20 19 20 20 20 | 97 97 94 97 96 95
-------------------------------------------
sibulk_setup.m --- Silicon bulk (2 Silicon atoms per cell)
mixtype iteration numbers convergence time
No Mix 301 301 301 301 301 301 | 1133 1168 1165 1142 1144 1189
anderson 13 12 12 12 12 12 | 61 61 59 59 59 59
broyden 16 16 15 17 17 16 | 74 75 72 79 79 75
pulay 301 301 301 301 301 301 | 418 766 434 449 433 562
kerker 28 28 28 28 28 28 | 104 108 105 103 107 106
pulay+kerker 301 301 301 301 301 301 | 1273 1293 1306 1295 1301 1277
-------------------------------------------
qdot_setup.m --- A four electron quantum dot with an external potential
mixtype iteration numbers convergence time
No Mix 301 301 301 222 221 301 | 1843 1858 1841 1370 1345 1846
anderson 301 301 301 301 301 301 | 1897 1913 1912 1924 1921 1906
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broyden 301 301 277 301 301 257 | 1926 1951 1798 1951 1946 1653
pulay 301 301 301 301 301 301 | 1892 1895 1892 1913 1902 1907
kerker 294 301 257 276 226 301 | 1826 1846 1573 1689 1396 1804
pulay+kerker 210 218 257 198 194 260 | 1332 1391 1623 1254 1242 1653
-------------------------------------------
ptnio_setup.m --- PtNiO molecule
mixtype iteration numbers convergence time
No Mix 301 301 301 301 301 301 | 17308 18293 17639 17135 18304 18279
anderson 69 58 71 74 68 76 | 4076 3592 4443 4568 4064 4610
broyden 301 301 301 301 301 301 | 17590 18269 18108 17572 18509 18318
pulay 301 301 301 301 301 301 | 8517 11375 8315 9975 9629 16368
kerker 301 301 301 301 301 301 | 17268 17443 17350 18317 18094 18251
pulay+kerker 301 301 301 301 301 301 | 17615 18109 18051 18516 18122 18264
-------------------------------------------
co2_setup.m --- Carbon dioxide molecule
mixtype iteration numbers convergence time
No Mix 301 301 301 301 301 301 | 1860 1753 1885 1798 1893 1830
anderson 13 14 13 14 13 13 | 99 105 98 101 99 101
broyden 15 15 15 16 15 16 | 114 111 109 117 113 111
pulay 301 301 301 301 301 301 | 759 953 636 548 771 935
kerker 71 71 71 71 71 71 | 402 396 402 405 404 402
pulay+kerker 301 301 301 301 301 301 | 2002 1858 2010 1960 1971 1972
-------------------------------------------
h2o_setup.m --- Water molecule
mixtype iteration numbers convergence time
No Mix 301 301 301 301 301 301 | 1030 1068 1049 1067 1050 1067
anderson 13 13 13 13 13 13 | 63 62 62 63 61 61
broyden 15 14 15 15 15 15 | 67 65 68 69 68 67
pulay 301 301 301 301 301 301 | 367 360 493 503 1179 436
kerker 71 71 71 71 71 71 | 226 233 228 225 228 227
pulay+kerker 119 119 119 119 119 119 | 459 454 476 470 463 471
-------------------------------------------
hnco_setup.m --- Isocyanic acid molecule
mixtype iteration numbers convergence time
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No Mix 301 301 301 301 301 301 | 1859 1828 1825 1893 1887 1827
anderson 16 16 16 16 16 16 | 138 139 135 138 139 137
broyden 17 17 17 16 17 17 | 144 143 142 136 144 139
pulay 301 301 301 301 301 301 | 983 966 1986 948 950 979
kerker 72 72 72 72 72 72 | 446 447 419 439 445 415
pulay+kerker 301 301 301 301 301 301 | 1988 1982 2013 1960 2046 1996
-------------------------------------------
c2h6_setup.m --- Ethane molecule
mixtype iteration numbers convergence time
No Mix 301 301 301 301 301 301 | 1724 1759 1785 1766 1770 1758
anderson 14 14 13 14 14 14 | 101 98 97 100 101 101
broyden 15 15 15 15 15 15 | 108 108 108 108 109 108
pulay 301 301 301 301 301 301 | 807 828 813 799 818 770
kerker 72 72 72 72 72 72 | 359 375 358 374 375 374
pulay+kerker 35 35 35 35 35 35 | 223 222 213 223 226 225
-------------------------------------------
Each material gives a different H matrix from (1.29), and thus produces a different
fixed-point problem. In the test problem “qdot setup.m”, the convergence rate is slow,
maybe because the corresponding fixed-point problem is very nonlinear.
In the experiments, all mixing methods will give essentially the same charge density
upon convergence. We show all the isosurfaces of the ground-state charge density of the
8 materials in Figure 3.1 – Figure 3.4:
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Figure 3.1: Charge Density for SiH4 & Silicon bulk
Figure 3.2: Charge Density for Quantum Dot & PtNiO
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Figure 3.3: Charge Density for CO2 & H2O
Figure 3.4: Charge Density for HnCO & C2H6
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We also tested the local-global convergence properties, and our limited experimen-
tal results imply that the convergence for each problem is independent of the initial
guess, though the initial guess will affect the number of iterations before convergence
for particular mixing types.
3.4 Test of Varying Mixdim
For each of the 8 different materials, we vary Mixdim from 0 to 15 with 5 mixing
strategies under the same initial guess, where Mixdim = 0 stands for the case of SCF
alone. The number of iterations and time spent for each experiment are collected in the
following table. In these experiments, we again choose the maximum iteration number
to be 300, so the iteration number 301 implies failure of covergence.
We also varied Mixdim up to 30 for some materials under certain mixing strategies,
and the results did not carry much more information. Therefore, we used only Mixdim
from 0 to 15 to avoid further computational cost.
-------------------------------------------
sih4_setup.m --- Silane molecule
Mixdim 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
-------------
anderson 252 14 14 12 12 11 11 11 11 11 11 11 11 11 11 11
broyden 252 16 14 14 14 14 14 14 14 14 14 14 14 14 14 14
pulay 252 301 301 301 301 301 301 301 301 301 301 301 301 301 301 301
kerker 252 68 68 68 68 68 68 68 68 68 68 68 68 68 68 68
pulay+kerker 252 63 26 23 23 24 22 21 20 20 20 20 20 20 20 20
-------------------------------------------
sibulk_setup.m --- Silicon bulk (2 Silicon atoms per cell)
Mixdim 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
-------------
anderson 301 39 18 18 15 14 14 13 13 12 12 12 12 12 12 12
broyden 301 20 20 18 19 17 17 16 16 16 16 16 16 16 16 16
pulay 301 301 301 301 301 301 301 301 301 301 301 301 301 301 301 301
kerker 301 28 28 28 28 28 28 28 28 28 28 28 28 28 28 28
38
pulay+kerker 301 26 301 301 301 301 301 301 301 301 301 301 301 301 301 301
-------------------------------------------
qdot_setup.m --- A four electron quantum dot with an external potential
Mixdim 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
-------------
anderson 274 206 179 251 301 301 301 301 301 301 301 301 301 301 301 301
broyden 274 261 230 171 211 202 301 301 214 301 301 301 259 237 301 301
pulay 274 301 301 301 301 301 301 301 301 301 301 301 301 301 301 301
kerker 274 256 256 256 256 256 256 256 256 256 256 256 256 256 256 256
pulay+kerker 274 226 209 220 168 229 214 239 234 249 243 228 218 216 267 201
-------------------------------------------
ptnio_setup.m --- PtNiO molecule
Mixdim 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
-------------
anderson 301 301 301 301 301 301 130 88 82 66 62 51 47 46 44 44
broyden 301 301 301 301 301 301 301 301 301 301 301 301 301 301 301 301
pulay 301 301 301 301 301 301 301 301 301 301 301 301 301 301 301 301
kerker 301 301 301 301 301 301 301 301 301 301 301 301 301 301 301 301
pulay+kerker 301 301 301 301 301 301 301 301 301 301 301 301 301 301 301 301
-------------------------------------------
co2_setup.m --- Carbon dioxide molecule
Mixdim 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
-------------
anderson 301 25 18 16 15 15 14 14 13 13 13 13 13 13 13 13
broyden 301 20 18 16 16 17 15 15 15 16 16 16 16 16 16 16
pulay 301 301 301 301 301 301 301 301 301 301 301 301 301 301 301 301
kerker 301 71 71 71 71 71 71 71 71 71 71 71 71 71 71 71
pulay+kerker 301 57 32 301 301 301 301 301 301 301 301 301 301 301 301 301
-------------------------------------------
h2o_setup.m --- Water molecule
Mixdim 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
-------------
anderson 301 17 14 13 13 13 13 13 13 13 13 13 13 13 13 13
broyden 301 18 16 15 15 15 14 14 14 14 14 14 14 14 14 14
39
pulay 301 301 301 301 301 301 301 301 301 301 301 301 301 301 301 301
kerker 301 71 71 71 71 71 71 71 71 71 71 71 71 71 71 71
pulay+kerker 301 63 116 121 119 119 114 119 119 115 119 119 115 119 119 119
-------------------------------------------
hnco_setup.m --- Isocyanic acid molecule
Mixdim 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
-------------
anderson 301 35 20 18 17 17 16 16 16 16 16 16 16 16 16 16
broyden 301 22 19 18 18 18 18 17 17 17 17 17 17 17 17 17
pulay 301 301 301 301 301 301 301 301 301 301 301 301 301 301 301 301
kerker 301 72 72 72 72 72 72 72 72 72 72 72 72 72 72 72
pulay+kerker 301 62 301 301 301 301 301 301 301 301 301 301 301 301 301 301
-------------------------------------------
c2h6_setup.m --- Ethane molecule
Mixdim 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
-------------
anderson 301 23 17 15 14 14 14 14 14 14 14 14 14 14 14 14
broyden 301 19 17 16 16 15 15 15 15 15 15 15 15 15 15 15
pulay 301 301 301 301 301 301 301 301 301 301 301 301 301 301 301 301
kerker 301 72 72 72 72 72 72 72 72 72 72 72 72 72 72 72
pulay+kerker 301 65 37 35 36 35 35 35 35 35 35 35 35 35 35 35
-------------------------------------------
Here are plots of log residual norm, that is log ||δρ||based on the same experimental
data as above.
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sih4 setup.m — Silane molecule (Figure 3.5 – Figure 3.9)
Figure 3.5: Anderson Mixing for SiH4
Figure 3.6: Broyden Mixing for SiH4
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Figure 3.7: Pulay Mixing for SiH4
Figure 3.8: Kerker Mixing for SiH4
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Figure 3.9: Pulay + Kerker Mixing for SiH4
From Figure 3.5 – Figure 3.9, we see that for SiH4, the SCF iterates converge linearly,
and Anderson and Broyden mixing lead to convergence and have better acceleration
effects than other mixing types.
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sibulk setup.m — Silicon bulk (2 Silicon atoms per cell) (Figure 3.10 – Figure 3.14)
Figure 3.10: Anderson Mixing for Silicon Bulk
Figure 3.11: Broyden Mixing for Silicon Bulk
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Figure 3.12: Pulay Mixing for Silicon Bulk
Figure 3.13: Kerker Mixing for Silicon Bulk
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Figure 3.14: Pulay + Kerker Mixing for Silicon Bulk
From Figure 3.10 – Figure 3.14, we see that for silicon bulk, the SCF iterates diverge,
and Anderson, Broyden and Kerker mixing give good convergence.
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qdot setup.m — A four electron quantum dot with an external potential (Figure 3.15
– Figure 3.19)
Figure 3.15: Anderson Mixing for Quantum Dot
Figure 3.16: Broyden Mixing for Quantum Dot
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Figure 3.17: Pulay Mixing for Quantum Dot
Figure 3.18: Kerker Mixing for Quantum Dot
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Figure 3.19: Pulay + Kerker Mixing for Quantum Dot
From Figure 3.15 – Figure 3.19, we see that for quantum dot, the SCF method gives
linear convergence, and all mixing methods except Pulay mixing lead to convergence,
though the improvement is not significant.
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ptnio setup.m — PtNiO molecule (Figure 3.20 – Figure 3.24)
Figure 3.20: Anderson Mixing for PtNiO
Figure 3.21: Broyden Mixing for PtNiO
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Figure 3.22: Pulay Mixing for PtNiO
Figure 3.23: Kerker Mixing for PtNiO
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Figure 3.24: Pulay + Kerker Mixing for PtNiO
From Figure 3.20 – Figure 3.24, we can see that for PtNiO, the SCF iterates diverge,
while Anderson mixing leads to fast convergence and has the best acceleration effect.
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co2 setup.m — Carbon dioxide molecule (Figure 3.25 – Figure 3.29)
Figure 3.25: Anderson Mixing for CO2
Figure 3.26: Broyden Mixing for CO2
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Figure 3.27: Pulay Mixing for CO2
Figure 3.28: Kerker Mixing for CO2
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Figure 3.29: Pulay + Kerker Mixing for CO2
From Figure 3.25 – Figure 3.29, we can see that for CO2, the SCF iterates diverge,
while Anderson and Broyden mixing lead to faster convergence than other methods.
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h2o setup.m — Water molecule (Figure 3.30 – Figure 3.34)
Figure 3.30: Anderson Mixing for H2O
Figure 3.31: Broyden Mixing for H2O
56
Figure 3.32: Pulay Mixing for H2O
Figure 3.33: Kerker Mixing for H2O
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Figure 3.34: Pulay + Kerker Mixing for H2O
From Figure 3.30 – Figure 3.34, we can see that for H2O, the SCF iterates diverge,
and Anderdon and Broyden mixing lead to faster convergence than other approaches.
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hnco setup.m — Isocyanic acid molecule (Figure 3.35 – Figure 3.39)
Figure 3.35: Anderson Mixing for HNCO
Figure 3.36: Broyden Mixing for HNCO
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Figure 3.37: Pulay Mixing for HNCO
Figure 3.38: Kerker Mixing for HNCO
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Figure 3.39: Pulay + Kerker Mixing for HNCO
From Figure 3.35 – Figure 3.39, we can see that for HNCO, the SCF iterates diverge,
and Anderson and Broyden mixing lead to fast convergence.
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c2h6 setup.m — Ethane molecule (Figure 3.40 – Figure 3.44)
Figure 3.40: Anderson Mixing for C2H6
Figure 3.41: Broyden Mixing for C2H6
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Figure 3.42: Pulay Mixing for C2H6
Figure 3.43: Kerker Mixing for C2H6
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Figure 3.44: Pulay + Kerker Mixing for C2H6
From Figure 3.40 – Figure 3.44, we can see that for C2H6, the SCF iterates diverge,
while Anderson and Broyden mixing give good acceleration effects and lead to fast
convergence.
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3.5 Least-squares problem
We modify the least-square part of KSSOLV by including the four methods with QR
updates mentioned in Section 2.2, and use this code to experiment on the maximum
condition numbers and the time expense under different Mixdim’s. We did not include
the column-dropping strategy in this code. Following are the experimental data.
Compare Maxcond
------------------------------------------------------------------
sih4_setup.m --- Silane molecule
Mixdim 5 10 15 20
---------------------
Lagrange Multipliers : 4.35e+011 1.48e+014 1.48e+014 1.48e+014
Matrix Calculation : 8.84e+007 5.72e+016 5.72e+016 5.72e+016
Null-Space Method : 9.88e+002 1.17e+007 1.17e+007 1.17e+007
Method of Elimination: 9.21e+002 9.39e+006 9.39e+006 9.39e+006
------------------------------------------------------------------
sibulk_setup.m --- Silicon bulk (2 Silicon atoms per cell)
Mixdim 5 10 15 20
---------------------
Lagrange Multipliers : 1.41e+011 1.56e+012 5.64e+012 5.64e+012
Matrix Calculation : 6.39e+006 1.15e+013 1.98e+015 1.98e+015
Null-Space Method : 4.86e+002 1.17e+006 2.24e+006 2.24e+006
Method of Elimination: 4.94e+002 8.15e+005 1.90e+006 1.90e+006
------------------------------------------------------------------
qdot_setup.m --- A four electron quantum dot with an external potential
Mixdim 5 10 15 20
---------------------
Lagrange Multipliers : 3.06e+005 4.18e+005 1.62e+006 1.87e+007
Matrix Calculation : 1.19e+005 4.30e+005 1.23e+007 3.94e+008
Null-Space Method : 1.17e+002 6.03e+002 1.22e+003 4.32e+003
Method of Elimination: 6.76e+001 4.01e+002 1.13e+003 5.67e+003
------------------------------------------------------------------
ptnio_setup.m --- PtNiO molecule
Mixdim 5 10 15 20
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---------------------
Lagrange Multipliers : 1.57e+012 6.18e+012 4.10e+013 4.81e+013
Matrix Calculation : 3.90e+004 1.08e+006 2.36e+010 3.11e+014
Null-Space Method : 1.90e+001 6.18e+002 7.30e+004 6.65e+006
Method of Elimination: 3.13e+001 8.10e+002 1.08e+005 7.49e+006
------------------------------------------------------------------
co2_setup.m --- Carbon dioxide molecule
Mixdim 5 10 15 20
---------------------
Lagrange Multipliers : 7.18e+010 1.11e+013 7.75e+016 7.75e+016
Matrix Calculation : 2.44e+007 2.44e+014 1.67e+018 1.67e+018
Null-Space Method : 1.83e+003 3.30e+006 2.66e+008 2.66e+008
Method of Elimination: 1.84e+003 3.64e+006 2.18e+008 2.18e+008
------------------------------------------------------------------
h2o_setup.m --- Water molecule
Mixdim 5 10 15 20
---------------------
Lagrange Multipliers : 1.44e+011 4.70e+014 2.61e+016 2.61e+016
Matrix Calculation : 9.72e+007 1.56e+016 6.21e+017 6.21e+017
Null-Space Method : 1.19e+003 2.04e+007 1.55e+008 1.55e+008
Method of Elimination: 1.01e+003 1.51e+007 1.38e+008 1.38e+008
------------------------------------------------------------------
hnco_setup.m --- Isocyanic acid molecule
Mixdim 5 10 15 20
---------------------
Lagrange Multipliers : 6.51e+011 5.65e+011 4.18e+015 4.18e+015
Matrix Calculation : 3.88e+005 1.69e+013 1.03e+017 1.03e+017
Null-Space Method : 1.80e+002 7.30e+005 6.24e+007 6.24e+007
Method of Elimination: 1.71e+002 7.18e+005 7.09e+007 7.09e+007
------------------------------------------------------------------
c2h6_setup.m --- Ethane molecule
Mixdim 5 10 15 20
---------------------
Lagrange Multipliers : 9.62e+011 3.35e+013 1.29e+017 1.29e+017
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Matrix Calculation : 8.22e+006 1.37e+015 3.01e+018 3.01e+018
Null-Space Method : 8.22e+002 5.45e+006 3.47e+008 3.47e+008
Method of Elimination: 6.84e+002 4.18e+006 3.17e+008 3.17e+008
------------------------------------------------------------------
Compare Timetot
------------------------------------------------------------------
sih4_setup.m --- Silane molecule
Mixdim 5 10 15 20
---------------------
Lagrange Multipliers : 1.77e+000 1.97e+000 2.69e+000 2.48e+000
Matrix Calculation : 1.49e+000 1.92e+000 2.62e+000 1.88e+000
Null-Space Method : 1.47e+000 2.53e+000 2.73e+000 2.15e+000
Method of Elimination: 1.80e+000 2.55e+000 2.50e+000 2.06e+000
------------------------------------------------------------------
sibulk_setup.m --- Silicon bulk (2 Silicon atoms per cell)
Mixdim 5 10 15 20
---------------------
Lagrange Multipliers : 2.22e+000 3.15e+000 3.21e+000 3.47e+000
Matrix Calculation : 2.19e+000 3.09e+000 3.43e+000 3.50e+000
Null-Space Method : 2.32e+000 3.08e+000 3.35e+000 3.75e+000
Method of Elimination: 2.40e+000 3.46e+000 3.95e+000 3.81e+000
------------------------------------------------------------------
qdot_setup.m --- A four electron quantum dot with an external potential
Mixdim 5 10 15 20
---------------------
Lagrange Multipliers : 3.40e-001 4.20e-001 5.50e-001 7.00e-001
Matrix Calculation : 4.10e-001 4.40e-001 5.30e-001 6.30e-001
Null-Space Method : 4.00e-001 4.70e-001 5.50e-001 7.10e-001
Method of Elimination: 3.60e-001 4.70e-001 6.30e-001 7.20e-001
------------------------------------------------------------------
ptnio_setup.m --- PtNiO molecule
Mixdim 5 10 15 20
---------------------
Lagrange Multipliers : 1.75e+000 4.42e+001 4.96e+001 5.36e+001
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Matrix Calculation : 1.88e+000 4.44e+001 4.84e+001 5.36e+001
Null-Space Method : 1.90e+000 4.42e+001 4.90e+001 4.93e+001
Method of Elimination: 1.98e+000 4.45e+001 4.91e+001 4.91e+001
------------------------------------------------------------------
co2_setup.m --- Carbon dioxide molecule
Mixdim 5 10 15 20
---------------------
Lagrange Multipliers : 4.16e+000 3.33e+000 2.89e+000 3.30e+000
Matrix Calculation : 4.17e+000 3.04e+000 3.29e+000 3.08e+000
Null-Space Method : 4.37e+000 3.27e+000 3.27e+000 3.31e+000
Method of Elimination: 4.57e+000 3.02e+000 3.14e+000 3.36e+000
------------------------------------------------------------------
h2o_setup.m --- Water molecule
Mixdim 5 10 15 20
---------------------
Lagrange Multipliers : 2.40e+000 2.33e+000 2.25e+000 2.16e+000
Matrix Calculation : 2.46e+000 2.26e+000 2.06e+000 2.26e+000
Null-Space Method : 2.24e+000 2.29e+000 2.17e+000 2.37e+000
Method of Elimination: 2.27e+000 2.33e+000 2.24e+000 2.28e+000
------------------------------------------------------------------
hnco_setup.m --- Isocyanic acid molecule
Mixdim 5 10 15 20
---------------------
Lagrange Multipliers : 3.39e+000 4.36e+000 3.64e+000 4.03e+000
Matrix Calculation : 3.64e+000 4.27e+000 3.90e+000 3.87e+000
Null-Space Method : 3.45e+000 3.94e+000 3.96e+000 4.18e+000
Method of Elimination: 3.42e+000 4.22e+000 4.13e+000 4.25e+000
------------------------------------------------------------------
c2h6_setup.m --- Ethane molecule
Mixdim 5 10 15 20
---------------------
Lagrange Multipliers : 3.45e+000 3.26e+000 3.43e+000 3.32e+000
Matrix Calculation : 3.82e+000 3.34e+000 3.60e+000 3.33e+000
Null-Space Method : 3.64e+000 3.04e+000 3.54e+000 3.68e+000
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Method of Elimination: 3.50e+000 3.10e+000 3.33e+000 3.99e+000
------------------------------------------------------------------
69

Chapter 4
Conclusions
4.1 Summary
In this dissertation,
• we have considered the SCF method accelerated by the Anderson acceleration
method as applied to the nonlinear eigenvalue problem in electronic structure
computations;
• for the general Anderson acceleration method, we gave a new result and a complete
proof that, when applied to a linear system, the iterates are closely related to those
of the GMRES method until convergence;
• in the least-squares problem in Anderson acceleration, the null-space method was
developed in this context by us (the specific choice of basis was orginal), and we
used QR decomposition as well as QR updates to reduce the condition number
and number of operations;
• we also did numerical experiments to study the convergence of the Anderson ac-
celeration method and other mixing methods, and the effects of changing the
parameter Mixdim within the Anderson routine.
Through the comparison of the experimental data for the nonlinear eigenvalue prob-
lem, the Anderson acceleration has the best performance among mixing methods tested.
The Anderson acceleration method has overall better performance when the Mixdim
value is around 9 in our experiments.
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For the least-squares problem within the Anderson acceleration routine, by our anal-
ysis, the null-space method will solve linear systems with the smallest condition number;
however, in our experiments, the condition numbers in the null-space method and the
method of elimination do not have significant differences. The condition numbers for
both of the methods are smaller than the ones in the other two methods. The use of QR
decomposition reduces the condition numbers relative to other approaches. Updating
the QR factors reduces the number of operations, but in our experiments the run time
was not reduced significantly, probably because solving the least-squares problem was a
relatively small part of the overall computations.
4.2 Future Research
Acceleration algorithms for fixed-point iterations is a broad topic, and we have only
done a very small part of it.
As a continuation of this dissertation work, we may apply the Anderson acceleration
method to various types of fixed-point problems and study its performance and conver-
gence properties. Also, we may do more theoretical research on convergence properties
of the algorithm applied to some particular nonlinear problems. In addition, we may
study vector extrapolation methods, compare them with Anderson acceleration, and
draw some conclusions on the convergence properties from the proved properties of the
vector extrapolation methods.
Under this subject, there still remains a lot of interesting topics for us to develop in
the future.
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