This paper proposes a new, e cient, gure from ground method. At every stage the data features are classi ed to either "background" or "unknown yet" classes, thus emphasizing the background detection task (and implying the name of the method). The sequential application of such classi cation stages creates a bootstrap mechanism which improves performance in very cluttered scenes. This method can be applied to many perceptual grouping cues, and an application to smoothness-based classi cation of edge points is given. A fast implementation using a kd-tree allows to work on large, realistic images.
introduction
Visual processes deal with analyzing images and extracting information from them. One reason that makes these processes hard is that only a few subsets of the data features contain the useful information, while all others, which are not relevant for the task, just make it harder, slower and less accurate. Figure ground discrimination processes split the data features into two sets: the gure set and the background set. The gure set includes all data features that are part of a structure, while the background set includes all the unstructured data. The de nition of structure (organization) can take many forms, depending on the visual task. An illustration is shown in Figure 1 : the data features are edgels (i.e. edge points and their associated gradient directions). The gure set includes all the edgels which lie on smooth curves (a common prescription of structure), and the background set includes the rest, irrelevant edge points, which are associated with clutter, texture and noise.
The human visual system has a powerful gure ground discrimination ability, rst demonstrated by the Gestalt psychologists in the early twenties. Gestaltists have searched for the geometric properties and rules that are used by the human vision system for this task. Gordon summarizes some of their work in Figure 1 : A gure ground discrimination process splits the data set (left) into a gure set (middle) and a background set (right).
his book 6]. Using his words, " gure tends to be complete, coherent and in front of ground, which is seen as less distinct, is attended to less readily, and is often seen as oating behind the gure". The human visual system uses completeness, coherence, depth, motion and many other grouping cues to segment the gure out of the received image. Current computer vision systems try to mimic this ability but usually limit themselves to particular domains, like the one demonstrated in Figure 1 . This ltering process is useful for many computer vision tasks. Following visual processes, like object recognition, can focus on the gure set and ignore the background (or save it for later use). This way, the number of data features to be processed is reduced, saving computational time and space. It also improves the signal to noise ratio, calling for better, more accurate, results (in contrary to random sub-sampling, that is sometimes used for similar saving reasons, e.g., with the Hough transform 15], but has no e ect on the signal to noise ratio). Figure ground discrimination is, therefore, a useful pre-processing ltering stage for many computer vision applications 7, 13, 4] .
Our starting point is the following observation. We argue that the gure ground discrimination problem is asymmetric. A data feature which belong to the gure set must be a part of some structure. In order to gure this out, we need to nd this structure, either explicitly or implicitly. On the other hand, a data feature that belong to the background set does not belong to any structure. We argue that it is easier to assert that a background data feature belongs to no structure at all than to nd the structure to which a gure data feature is belong. Therefore, we propose to look only for background data features, and to move them into the background set, until no more background data features can be found. The rest of the data features will form the gure set.
Related Work
The detection of saliency is closely related to gure ground discrimination. A saliency map assigns a saliency measure to image points, and essentially represent the consistency of the point with some (unspeci ed) large set of such points. The gure points are expected to have higher saliency, and could be classi ed this way. Relevant work that fall into this category is of Shashua and Ullman 14] , and of Guy and Medioni 9] . In some cases the saliency map is speci ed in a 3D domain, of pose and orientation (e.g., 16]). It has an advantage in ambiguous points, as junctions and corners, but it requires larger memory and computational e ort. It seems that, Hough-like methods, like 9], are expected to su er from the same high accumulated bias problems that appears with the Hough transform, and thus may not perform well for large images containing a lot of clutter.
Herault and Horaud have used simulated annealing for gure ground discrimination 10]. Their interpretation of the binary relations between data features, which are a ected by the presence of a structure, is inspired by the spin model in particle physics. They use an \interacting spin" system, described by the n n adjacency matrix (n is the number of data features), and consider a combinatorial optimization problem, where the cost function is analogue to a global energy. They compare between a few di erent annealing methods, as simulated annealing, and mean eld annealing. They get nice results, but the algorithms are computationally expensive.
Gut nger and Sklansky have developed a classication method which combines supervised and unsupervised learning 8]. They demonstrate its applicability to separate the gure points from synthetic sets of points, which include structured points and scattered noise points. Each point is associated with a 12-dimensional feature vector, which includes various statistics of the rest of the points. The classi cation takes place in this high-dimensional feature space, using an iterative algorithm. The evaluation of these feature vectors for all points requires high computational e orts.
Our method can be classi ed as an asymmetric relaxation labeling process. Parent and Zucker 12] , and also Deng and Iyengar 4] , have used relaxation labeling to detect smooth edges. Each pixel can take one of two labels -gure or background. After an initial labeling assignment is made (for example, by using an edge detector), the labels are updated iteratively, until convergence. The updating rule, applied separately to each pixel, is a function of the neighbors con guration -they can either support its labeling or call for a change. Our algorithm is a limited relaxation labeling technique -it allows only one type of changes: a gure label can be changed to a background label, but not vice versa. This ensures the fast convergence of our algorithm, within a linear number of iterations, in the worst case. Moreover, the total number of label changes in less then n. It requires, however, that the initial labeling algorithm, that is, the edge detector, should preferably be tuned to miss less true edge points with the expense of producing more false alarms (false edges).
Our approach is di erent from other relaxation labeling techniques in another crucial issue. Usually, the neighboring system is selected according to the image grid -for example, a 3 3 or 5 5 neighborhood. It is assumed that the global structure should be inferred by the propagation of information inside the graph. However, in the absent of an appropriate propagating quality measure, that accumulates the length of the path (e.g., the one proposed in 14]), there is no way to distinguish between a pixel that lies on a long boundary curve and a pixel that lies on a very short edge, only few pixels longer then the neighborhood size. This is apparent in the results reported in 4]. We use a di erent, non regular neighboring system, which yields, for the same number of neighbors, much larger e ective neighborhood.
Grouping Cues and Their Graph
Representation.
The presence of a local structure in the image can be characterized by local relationships between pairs (or larger subsets) of data features, even without nding and explicitly isolating the structure from its background. The mutual dependencies between data features are measured by perceptual grouping cues.
We apply here the framework developed in our work on generic grouping algorithms and their analysis 1]. The grouping information available to the process is represented by the grouping likelihood graph. In this framework, grouping cues are considered to be random binary functions of data features pairs (e.g. pairs of edge points). For a pair of edgels, e = (u; v), the grouping cue c(e) provides a decision which may be either that the two edgels belong to the same group (c(e) = 1) or that they do not (c(e) = 0). Let t(e) denote the true association between the data features u and v. That is, if both features indeed belong to the same group then t(e) = 1, otherwise t(e) = 0. Using this notation, the cues' reliability may be quanti ed by the two probabilities that the cues provide wrong decisions, fa = P robfc(e) = 1 j t(e) = 0g miss = P robfc(e) = 0 j t(e) = 1g: (1) This model is easily extendible to more general cue functions which provide a non-binary output, such as the likelihood of the feature pair to be in the same group. Cues which operate on three or more data features are also a direct extension (see 2]). In our experimentation the grouping cue is a smoothness criterion: a function which decide whether or not two edgels can belong to the same smooth curve. The reliability of grouping cues, quanti ed by miss ; fa , may be estimated analytically or experimentally. We used a Monte-Carlo process with marked synthetic data to estimate these distributions. Typical values are miss = 0:1; fa = 0:2.
We use graphs to represent the set of tested edgel pairs in the image. The underlying graph, G u = (V; E u ), represents the set of edgel pairs to be tested by the cue. Each node represents an edgel, and each arc represents a tested pair. The measured graph, G m = (V; E m ), represents the cue results. It has the same nodes set as G u , but only the subset of its arcs for which the cue result is c(e) = 1. For the included examples, G u is build up by connecting each edgel to its k nearest edgels (that is, it ignores the non-edge pixels). Intuitively, nodes that correspond to edgels which are lying on a smooth curve are expected to have many neighbors in G m , while nodes which correspond to clutter, non smooth edges, are expected to have very few neighbors in G m . Using this framework, the ground from gure discrimination is a node pruning process. This graph representation of perceptual grouping information, denoted as the Grouping Likelihood Graph, is e ective also for describing other cues and implementing other visual tasks which rely on perceptual grouping information 2, 3].
3 The Algorithm
A Fast Graph Construction
The underlying graph is build by connecting every edge point to its k nearest neighbors (typical values are between k = 10 to k = 30). We use the algorithm of Fridman, Bentley and Finkel, that uses a kd-tree to e ciently nd the k nearest neighbors to a query point 5]. The tree building and the graph construction is done in time O(jV j(k+log jV j)). Note that the minimal degree in the graph is k, but some nodes are likely to have higher degree, as all arcs are duplicated to create an undirected graph.
The Smoothness Grouping Cue
After building the underlying graph, the grouping cue is applied to all the edgels pairs which are connected by an arc in the graph. The grouping cue that was used in the following experimentation is a binary function that receives two edgels and returns 1 if they could lie on a smooth curve and 0 otherwise. There are many di erent ways to specify a smoothness criterion (e.g., 10, 14, 12, 9] ). The one we use is a combination of proximity, cocircularity and low curvature criteria. Let v 1 ; v 2 denote the two edgels. Let d denote the distance between v 1 and v 2 . Let 1 ; 2 denote the angles between the edgel direction (orthogonal to the gray level gradient) and the line connecting the two edgels (see Figure 2) , then:
Proximity -the distance d must not exceed some maximal distance. This maximal distance should depend on k, because larger k means that the effective neighborhood is larger, and thus includes a longer part of the possibly existing smooth curve. Here we use the criterion d < 0:6k, determined so that a point at the end of a smooth curve will have most of its k nearest neighbors inside a circle of that radius.
Co-circularity -a smooth curve should not have fast curvature changes. Therefore, it should locally match with a circle, and the angles 1 and 2 are expected to be similar. Due to the high inaccuracy involved in measuring the gradient direction, we used the criterion j 1 ? 2 j < =6.
Similar orientation -Two cocircular edgels might not t to any smooth curve if their orientation is very di erent (see Figure 2(b) ). Therefore, the di erence between the two angles was also limited: < =6.
Minimal radius -two very close edgels can meet with all the above constraints and still form a high-curvature curve (see Figure 2(c) ). This constraint limits the local curvature: d= cos( 1+ ? 2 2 ) > r min . The value of r min depends on the subjective de nition of what is the maximum curvature of a smooth curve. The smoothness criterion returns 1 if and only if all four constraints hold. Note that this criterion is invariant to similarity transformation (assuming that the pixel size follows the same scale change). This meets Lowe's rst requirement for good cues 11]: a good grouping cue must a. be viewpoint invariant, and b. have a good discrimination power (the detection condition). Under our framework, this second demand means that the cue should be reliable. That is, it should have small error probabilities, miss ; fa . These error probabilities are used with the gure ground algorithm in the next section.
The Iterative Pruning Process and the Bootstrap Mechanism
Given the underlying graph, G u , and the measured graph, G m , the pruning process iteratively removes \background" nodes, classifying the nodes into gure and background sets. Each iteration includes two phases: a node-pruning phase and an arc-lling phase. A node-pruning phase takes the underlying graph and removes nodes that are classi ed as \background". A node is classi ed as a \background" if r(v) < , where is the degree ratio threshold, speci ed from the error probabilities (see below). Otherwise it is classi ed as \unknown yet". After this stage, it is likely that some (or even many) of the remaining, \unknown yet" nodes in G u , are left with less than k neighbors. If the process continues with a low number of neighbors, then the next classi cation will be unreliable. Therefore, the node-pruning phase is followed by an arc-lling phase.
In the arc-lling phase, new arcs are inserted into G u , such that at the end each node is connected to (at least) k neighbors. The measured graph is similarly updated: marked background nodes are deleted, and the new grouping cues are evaluated. The algorithm keep removing nodes and adding arcs (and cues), until it converges. The algorithm is summarized in Figure 3 . For the following analysis, let v f ,v b denote a (ground truth) gure node and background node, respectively. Before the algorithm starts, the expected degree ratio of a background node is E(r(v b )) = fa , ((1)). However, for a gure edgel, v f , there is an effective miss ratio which is much higher than miss , as many of its neighbors are background edgels. Let k 0 denote the number of its gure neighbors, then E(r(v f )) = (k` (1 ? miss ) + (k ? k`) fa )=k. Hence we cannot expect r(v f ) to be as high as (1 ? miss ), and therefore the classi cation of v f has a high uncertainty. At this early stage, the algorithm does not make any decision about gure points. As the iterations proceed, E(r(v b )) remains unchanged. Each gure node, however, \loses" background neighbors, and is being connected (by the arc-lling process) to more gure nodes in its larger neighborhood. Therefore, k 0 increases, and E(r(v f )) increases too. The gure node, v f , becomes more strongly connected in G m , decreasing its chance to be deleted later on. This is a bootstrap e ect which signi cantly improves the performance. The degree ratio threshold, , is determined by the error probabilities and feature densities. It should always be in the range fa < < (k` (1 ? miss ) + (k ? k`) fa )=k. As the algorithm starts, is set to be slightly above fa , leading to the deletion of many background elements. As the iterations proceeds, k 0 increases, the upper bound gets closer to 1 ? miss , allowing to be increased, and leading to a more accurate classi cation. In our experimentation we used a xed value of (between = 0:2 to = 0:3), depending on the noise level for that image domain, which re ects in the initial value of k 0 . If the noise level is higher, then k 0 is lower, and should be set closer to fa . We currently study strategies for an adaptive control of . Note that indirectly controls the tradeo between the number of misses ( gure edgels which are deleted from the resulting gure set) to the number of false alarms (background edgels that ate falsely added to it). If is very small, very few misses are expected, but the resulted gure set might include many false alarms. Similarly, if is very high (close to 1), then very few false alarms are expected, on the expense of having more misses.
Complexity and Run Time.
The algorithm is guaranteed to stop after at most jV j iterations, because at least one node is being deleted each time. In practice, it converges much faster. Moreover, in our implementation we have used an adaptive stopping rule, that stops the process if the number of changes in the last iteration was less than 0:2% of the remaining nodes. Using this stopping rule, the algorithm have stopped after 5 ? 15 iterations in all our experiments. From our experience, if one does proceeds with the processing until no changes occur, it makes an indistinguishable result after a few more iterations.
Every iteration takes O(jEj) for the node-pruning, and O(jV j(log jV j + k)) for the arc-lling (an average time), assuming that a new underlying graph is build at each iteration Evaluating the grouping cues takes O(jEj) = O(kjV j). Note that the overall complexity grows linearly with the neighborhood size, k (unlike, for example, 4]). In the following examples, the processing cpu time (on a Sparc 10) varied between 16sec for the synthetic example (8; 871 nodes, 6 iterations), up to 109sec for the Lizard images (18; 145 nodes, 10 iterations). Note that comparing to other methods, operating on data sets of similar size, this is a relatively fast algorithm. Furthermore, we believe that the run time can be reduced by almost an order of magnitude by avoiding the re-creation of the entire kd-tree, the underlying graph and the measured graph at each iteration.
Experimentation
The algorithm was tested on synthetic images, on computerised tomography (CT) images, and on natural images. Here we provide three detailed examples, re ecting the wide spectrum of tested images. A locally connected underlying graph (k = 15) was used for all examples. Edges were extracted by the Khoros standard edge detector, and gradient direction was evaluated by convolving the image with G x and G y | the partial derivatives of a Gaussian ( = 1 pixel] ).
The rst example is a synthetic dot image, shown in Figure 4 . This example is similar to those used in past work (e.g., 10, 14, 8] ), but it is much larger (including 8,871 edgels), and is very noisy (the gure set is only 10% of the edgels). The edgels data image (Figure 4(b) ) includes 50% of the edge detector result on the synthetic image (randomly selected, Figure 4(a) ), and nine times more additional clutter pixels with random orientations. The objects indeed seem to be lost in the noise, although they are more visible with the gradient direction (like the zoomed region shown in Figure 1 ). The resulted gure and background sets are shown in Figure 4 most of the boundaries of the main regions in the original image. Therefore, higher tasks, such as search for a particular organ, is easier and as reliable when one starts from the gure set and not from the original edge map.
The Lizard image ( Figure 6 ) is typical to natural scenes. It contains a rich texture and high contrast, which cause the edge detector to detect many edgels. The algorithm successfully removes much of the texture-induced edgels (Figure 6(d) ), while keeping most of the edgels corresponding to real object boundaries ( Figure 6(c) ).
Other perceptual grouping processes may also bene t from a ground from gure pre-processing. The grouping results, shown in Figure 7 , were obtained by the algorithm proposed in 1], applied on the resulted gure set. Note that the complexity of grouping processes is usually much higher than of this gure ground discrimination algorithm. Therefore, the grouping of the gure set is much easier and faster.
As usual in this type of tasks, neither the gure from ground nor the grouping are perfect. Note, for example, the wrong grouping of the lizard's back with the right-bottom corner of the rock, which meet quite smoothly at the occlusion point. We did not try to make the gure sets prettier by closing the gaps using some edge completion technique exact two disjoint subsets of the original edge image. We believe that some of the ground from gure misses may be corrected by edge completion methods.
Discussion
A new gure from background discrimination algorithm was presented and its performance was demonstrated experimentally over a set of images, showing good results. The tested images are taken from three di erent domains: a synthetic edge image, a CT image, and a natural out-door image.
The algorithm is based on the grouping likelihood graph -a data structure that represents the atoms of perceptual evidence: the results of the grouping cues. The proposed algorithm may be considered as a simpli ed and asymmetric relaxation labeling technique. It is asymmetric because it iteratively prunes background data features, until it stops and hypothesize that the remaining feature is the gure set.
The algorithm implementation and its performance was demonstrated in the domain of an edge image. However, we argue that it should work also in other domains. Another domain could be, for example, a motion based ground from gure discrimination. Pixels, or small regions, that have unique motion parameters, are not connected to any other region, and a. Grouping of Fig.5(c) . b. Grouping of Fig.6(c) . The gure set is fed into a grouping process, which separates it into smooth curve segments. All segments having 20 points or more are displayed. The gray level indicates the group number, sorted by group size (darker groups are larger). Note that the left and right kidneys, the bone, and few other main parts, correspond to very large single groups.
therefor will be classi ed as background. On the other hand, small regions which have the same motion parameters will support each other, and will remain in the gure set (see 2] for a multi-domain (generic) grouping algorithm which uses the same graph representation but changes the cue depending on the domains.)
Finally, we believe that various perceptual grouping processes should be combined in order to make a complete system. Figure from ground would be the rst ltering stage, followed by edge completion and perceptual grouping. All these stages can use the same data structure and the same grouping cues as their source of information, but may also use di erent cues in di erent stages. This is not a new idea, but we believe that the framework proposed in 2] and used here is a convenient tool to combine all these tasks.
