Elliptic estimates for Dirichlet-Neumann operator on a corner domain by Ming, Mei & Wang, Chao
ar
X
iv
:1
51
2.
03
27
1v
3 
 [m
ath
.A
P]
  2
4 S
ep
 20
16
ELLIPTIC ESTIMATES FOR DIRICHLET-NEUMANN OPERATOR
ON A CORNER DOMAIN
MEI MING AND CHAO WANG
Abstract. We consider the elliptic estimates for Dirichlet-Neumann operator re-
lated to the water-wave problem on a two-dimensional corner domain in this paper.
Due to the singularity of the boundary, there will be singular parts in the solution
of the elliptic problem for D-N operator. To begin with, we study elliptic problems
with mixed boundary condition to derive singularity decompositions and estimates.
Based on the analysis, we present the estimates for both D-N operator and its shape
derivative with the existence of singular parts.
Contents
1. Introduction 1
2. Notations 6
3. The contact angle 8
4. Trace theorem for mixed boundary conditions on curvilinear corner
domains 8
4.1. The transformation to straighten the domain 9
4.2. Trace theorem on the corner domain Ω 11
5. The mixed boundary elliptic problem 15
5.1. H2 decomposition and the elliptic estimate 15
5.2. H3 decomposition and regularity 22
5.3. Higher-order decompositions and regularities 33
6. D-N operator estimates 41
6.1. Basic properties for Dirichlet-Neumann operator 42
6.2. Shape derivative of Dirichlet-Neumann operator 43
7. Regularizing Diffeomorphism 53
8. Appendix 54
8.1. Appendix A: Some known results 54
8.2. Appendix B: The orthogonal space 55
References 58
1. Introduction
The water-wave problem investigates the movements of the ideal inviscid incom-
pressible fluid in some domain with a free surface. Arising from the water-wave
problem, Dirichlet-Neumann (D-N) operator plays an important role in the research.
We want to study D-N operator related to the 2D water-wave problem on a corner
domain, where the free surface intersects with the oblique flat beach at the contact
point. Only when the properties of D-N operator are well understood, the water-wave
problem on a corner domain can be solved. In fact, this problem corresponds to the
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Figure 1. The corner domain
scene of sea waves moving near a beach, therefore a detailed study on this problem
is interesting and important both in mathematical theory and physical applications.
We consider in this paper the (horizontally) unbounded corner domain Ω contain-
ning a free surface Γt = {(x, z) | z = η(t, x)} and a fixed smooth and bounded bottom
Γb = {(x, z) | z = l(x)}, that is
Ω = {(x, z) | l(x) < z < η(t, x), x ≥ 0}
where η(t, x) is the deviation of the moving free surface near its equilibrium state
z = 0 at time t and the bottom
l(x) = −γx, when x ≤ x0
for some fixed constant x0 and slope −γ. We write η(x) for η(t, x) in this paper since
we only consider about D-N operator for some fixed time t here. The dependence
on time t for D-N operator and the elliptic system will be discussed in a subsequent
paper.
Through this paper we consider that η(x) is defined on R+, and the surface and
the bottom intersects only at the origin O = (0, 0) that is, η(x) satisfies
η(0) = 0, and η(x) − l(x) > 0, ∀x > 0.
Based on the corner domain Ω, the (non-scaled) D-N operator G(η) related to the
water-wave problem is defined by
G(η)ψ = ∂ntφ|Γt
with the associated elliptic problem for the velocity potential φ{
∆φ = 0, in Ω
φ|Γt = ψ, ∂nbφ|Γb = 0.
Sometimes we also use the definition of the scaled D-N operator
G(η)ψ =
√
1 + |η′|2∂ntφ|Γt .
The study for D-N operator is essentially the study of the elliptic system above. Since
there are mixed-boundary conditions in this system, we will focus only on the mixed
problem in this paper.
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Before stating our main result, we should recall some previous results about general
linear elliptic systems on non-smooth domains first. To begin with, when we say non-
smooth, we always refer to Lipschitz. As a matter of fact, when the boundary Γ
of the domain Ω is Lipschitz, the classical elliptic theory for a smoother boundary
doesn’t work any more because it’s impossible to straighten the non-smooth boundary
by using a smooth transformation. A theory for non-smooth boundaries is therefore
required. In fact, the non-smooth elliptic theory has been fully developed already,
starting from the fundamental works by Kondrat’ev [21, 22]. Some more first works
are done by Birman and Skvortsov [8], Eskin [16], Lopatinskiy [20], Maz’ya [24, 25],
Kondrat’ev and Oleinik [23], Maz’ya and Plamenevskiy [26], Maz’ya and Rossmann
[29], Grisvard [30], Dauge [13], Costabel and Dauge [9, 10] etc.. These works provide
regularity results in Sobolev space or some weighted Sobolev space for general linear
elliptic problems on Lipschitz domains under assumptions of sufficient smoothness
for both the boundary away from the corner point and the system coefficients. In
these works the authors considered the Dirichlet-boundary conditions or lower-order
regularities most of the time.
In a classical elliptic problem, the solution can be as smooth as possible when the
boundary and the right side of the problem are smooth enough. As a contrast, when
the boundary is Lipschitz (piece-wisely smooth), there would be corner points on the
boundary (singular points). Consequently, the violation of the boundary smoothness
will lead to singularities in the solutions near corner points, no matter how smooth
the right sides of the problems may become, see [17].
On the other hand, there always exists a solution in H1 for an elliptic problem
on a Lipschitz domain, see for example Grisvard [30]. Singularities arise when the
higher-order regularity is referred to. Kondrat’ev [22] proved the decomposition of
the solution into a regular part and a singular part, where the singular part is in-
deed a finite sum of some singular functions with constant coefficients. Maz’ja and
Plamenevskii [28], Dauge, Nicaise, Bourlard and Lubuma [15], Grisvard [31] etc. gave
formulas for the singular coefficients in different cases respectively. In fact, the sin-
gular functions have the general ansatz
rλ logq rϕ(θ)
near the corner point, where λ, q are constants and ϕ(θ) is a bounded trigonometric
function. These singular functions depend on the shape of the corner as well as the
left-side operators of the elliptic system including the boundary operators instead of
the right side of the system. Moreover, the number of singular functions gets larger
when a higher regularity of the solution is considered. Therefore the singular part is
also named as asymptotics sometimes. Another fact is, as mentioned for example in
[31], the smaller the contact angle becomes, the smoother the solution would become
(i.e. the number of singular functions will decrease), and a more detailed discussion
will be in Rmk 5.20. In this paper, the singular functions would be in form of rλϕ(θ)
due to the range of the contact angle ω concerned.
The estimates for the regular part and the singular coefficients in Sobolev space
or Lp space are proved in Maz’ya and Plamenevskiy [27], Grisvard [30], Costabel
and Dauge [9, 10] etc. for 2 or 3 dimensional domains. In Grisvard [30, 31], the
H2 estimate and the formula for the singular coefficients are given in a simple case
when the domain is a 2 dimensional rectilinear polygon and the elliptic operator is
Laplacian. Costabel and Dauge [9, 10] considered 3 dimensional bounded piecewise
analytic Lipschitz domain with a general 2nd-order elliptic operator and some general
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boundary conditions. They proved higher-order estimates for the regular parts of the
solutions in Sobolev space, as well as estimates for the singular coefficients. One can
tell from [9, 10] that, when the boundaries are curved, the situation is much more
complicated.
Since only mixed-type boundary conditions are considered in this paper, we recall
some results on mixed problems. Grisvard [30, 31] proved the singular decomposi-
tions for general boundary conditions including the mixed type, in the case of the 2
dimensional rectilinear boundary and the Laplacian operator. Banasiak and Roach
[4, 5] showed H2 decompositions for the curvilinear boundary and general 2nd-order
elliptic operators. Dauge [14] studied mixed problems with general 2nd-order ellip-
tic operators in n dimensional polyhedron, where the boundary is of piecewise Cρ
type and the author proved the Lp regularity result without estimates. Costabel and
Dauge [11] talked about the mixed boundary case but they omit it for the sake of clar-
ity, while as mentioned before, in [10] they proved an estimate for general boundary
condition with the boundary piecewise analytic.
Compared to these works, we consider in this paper the mixed boundary problem
with a limited smoothness on the boundary, and we trace the dependence of the
solution on the regularity of the upper boundary in Sobolev norms in order to study
D-N operator, which is not clearly stated in the works mentioned above. Moreover,
based on the previous results [30, 31, 5], we prove the higher-order decompositions in
a detailed way. In fact, starting from the unique existence of the variational solution
u ∈ H1(Ω) for the mixed problem, the solution can be decomposed as
u = ur +
∑
i
χi(ω)csiSi
with ur the regular part, χi(ω) some characteristic function for ω, csi the singular
coefficient, and Si the singular function with some explicit formula. The decomposi-
tion depends on the order of the regularity we need for the solution. As stated above,
when the order increases, the number of singular functions also increases. On the
other hand, we also consider higher-order estimates for the regular part as well as for
singular coefficients, where we trace the dependence on the free boundary function η.
The estimates for regular parts are similar as classical elliptic estimates.
After studying the properties for mixed problems, we turn to D-N operator, which
is an order-1 elliptic operator and plays an important role in the water-wave theory, as
already showed in some previous works on water-wave problems essentially in smooth
domains: Zakharov [41], Craig, Sulem and Sulem [12], Wu [36], Lannes [19], Shatah
and Zeng [39], Alazard, Burq and Zuily [2]. In [19, 39], the authors considered the
estimate for D-N operator under different formulations. Meanwhile, the expression
for the shape derivative is given, and the estimate for the shape derivative is also
proved. In fact, the shape derivative is important in the energy estimates for the
linearized water-wave problem.
Similarly as in [19], in this paper we will firstly give the estimate for D-N operator
in presence of a singular part from the related elliptic system. Indeed, corresponding
to the decomposition in the elliptic system, the estimates for D-N operator can be
decomposed naturally into singular parts and regular parts. Secondly, we plan to
derive the expression of the shape derivative for the corner-domain case, which is
motivated by [39]. Consequently, an estimate for the shape derivative will also be
proved. Moreover, a special case for the shape derivative is also discussed, which has
a similar form as in [19].
ELLIPTIC ESTIMATES FOR DIRICHLET-NEUMANN OPERATOR ON A CORNER DOMAIN 5
Compared to the classical works essentially on smooth domains, water-wave prob-
lems with boundary singularities (corners) is a completely new topic in recent years.
In fact, there are works done quite recently by Kinsey and Wu [32], Wu [37, 38] on
2 dimensional water-wave problems with angled crests. In these papers, the authors
give a priori estimates and prove the well-posedness for the water-wave problem. For
D-N operator part, they use a conformal mapping to convert the boundary singular-
ity to the singularity for the mapping itself and they analyze the properties of this
conformal mapping. Alazard [1] considers three-dimensional fluid in a rectangular
tank, bounded by a flat bottom, vertical walls and a free surface evolving under the
influence of gravity. He proves that one can estimate its energy by looking only at
the motion of contact points between the free surface and the vertical walls.
Our results in this paper would be different from the classical works on D-N oper-
ators and water-wave problems, since we consider the problem on a corner domain.
Meanwhile, our work is also in a different formulation from the results by [32, 37, 38]
for two reasons. Firstly, our domain has an oblique bottom (which is different from
the vertical walls in [1] as well), so the free surface couldn’t be naturally symmetrized
with respect to the contact point. Secondly, we keep the boundary singularity and
give complete estimates for D-N operators.
Now, we state the main results of this paper about estimates and decompositions
for D-N operator and its shape derivative, and one can find more details in Section
6. We consider the contact angle ω ∈ (0, π2 ) through our paper, see Section 3. In the
following results, we always try to split the singular part away from the regular part,
which leads to some extra terms compared to [19, 39].
Theorem 1.1. If η ∈ HK+2(R+) with K ∈ N and ω 6= π2n for some n ∈ N, then for
all f ∈ HK+
3
2 (R+), one can have the estimate for the (scaled) D-N operator as∣∣G(η)f −√1 + |η′|2∂ntusK |Γt∣∣HK+12 ≤ C(|η|HK+2)|f |HK+32 .
where f is the Dirichlet boundary condition and usK is the singular part arising from
the related elliptic problem (6.1) for u.
The shape derivative for D-N operator is derived following the idea of [39], and the
estimate is given based on our elliptic-decomposition theory. The theorem below is
proved in Section 6.2.1.
Theorem 1.2. Let ω ∈ (0, π2 ) be the contact angle satisfying ω 6=
π
2n for any n ∈ N.
If η ∈ HK+2(R+) and f ∈ HK+
3
2 (Γt), the shape derivative for the (non-scaled) D-N
operator related to system (6.1) of u can be decomposed into
DsG(ηs)fs|s=0 −G(η)
(
Dsfs|s=0
)
= ∇ntu2 −∇ntw · ∇u−∇(∇u)Tw · nt
∣∣
Γt
= lr + ls,
where w is the variational vector field on Γt, Ds is the variational material derivative
with the parameter s, u2 satisfies system (6.7) with the singular decomposition u2 =
u2rK + u2sK .
Moreover, the regular part lr ∈ H
K+ 1
2 (Γt) and the singular part ls ∈ H
1
2 (Γt) are
defined by
lr = ∇ntu2rK −∇ntw · ∇urK −∇(∇urK)Tw · nt
∣∣
Γt
,
ls = ∇ntu2sK −∇ntw · ∇usK −∇(∇usK)Tw · nt
∣∣
Γt
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and the following estimate holds:
|lr|
HK+
1
2
+ |ls|
H
1
2
≤ C
(
|η|HK+2
)
|f |
HK+
3
2
|w|
HK+
3
2
with the constant C depending on |η|HK+2 and Γb.
In the case of infinite depth (the bottom Γb is simply z = −γx) and assuming that
TS near the corner is a global straightening transformation, we also prove a formal
expression for the shape derivative in the following theorem, which is similar as the
shape derivative in [19].
Theorem 1.3. For a given Dirichlet boundary condition f on Γt, the (formal) shape
derivative of the scaled D-N operator G(η) related to system (6.1) is
dηG(η)f · h = G(η)
((
r1 + r2B¯
)
f ′ + r3B¯G(η)f
)
+
(
r3B¯f
′ +
(
r1 − r2B¯
)
G(η)f
)′
where B¯ is expressed in (6.31) and
r1 =
h
γ + η′
, r2 =
γη′ − 1
1 + (η′)2
, r3 =
γ + η′
1 + (η′)2
.
Besides these results above, we need to stress a special and interesting case near
the corner, when the contact angle ω = π2n for some n ∈ N. In fact, the solution to
the related elliptic problem for D-N operator has no singular part in this case, which
means that we can have the same estimates for D-N operator without singular parts
as in classical cases. The price here is that one would require additional compatible
conditions on boundary conditions of the elliptic system, which will be discussed in
detail in Section 5 as well.
In the end of this paper, we also consider about regularizing transformations in
order to reach the ‘natural’ and proper regularity for the upper surface z = η(x)
through all the estimates we have: As long as one has |η|HK+2 in the coefficients, it
can be always replaced by |η|
HK+
3
2
.
After dealing with the estimates for D-N operator, there will be our subsequent
work on the well-posedness of the related 2 dimensional water-wave problem. In this
paper, we only consider some fixed contact angle ω without the time variable, so
the changing contact angle and the continuous dependence for the singularities with
respect to the time will be discussed in the subsequent paper.
Organization of this paper. To start with, Section 3 discusses the range of the
contact angle ω, which is important in the following sections. Section 4 gives the
Trace Theorem for corner domains. Section 5 provides us the decompositions for
the variational solution of the mixed problem, as well as the higher-order estimates
for both the regular part and singular coefficients. Section 6 shows the properties of
D-N operator in the presence of singularities. Finally, Section 7 discusses about the
regularizing transformations.
2. Notations
- We denote by S the corner domain S = {(x, z)| 0 ≤ z ≤ kx, x ≥ 0} for some
constant k > 0.
- We denote by S0 the corner domain S0 = {(x, z)| − γx ≤ z ≤ η
′(0)x, x ≥ 0}
straighten from Ω. Sometimes we take S0 as a bounded triangle {(x, z)| − γx ≤
z ≤ η′(0)x, 0 ≤ x ≤ δ} with some small constant δ, since we focus only on a small
neighborhood of the corner when we use S0. The new right segment of the boundary
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is denoted by Γδ.
- We denote by ω1 the angle of the upper boundary such that η
′(0) = tanω1, and ω2
the angle of the bottom such that γ = tanω2.
- We denote by ω the contact angle for the corner domain Ω and S0. We have
ω = ω1 + ω2.
- When no confusion will be made, we denote uniformly by Γt (Γb) the upper (lower)
boundary for the domain Ω, S or S0.
- The unit tangential vector for the upper (lower) boundary of Ω, S or S0 is denoted
by τt (τb) when no confusion will be made. Similarly we denote by nt (nb) the unit
outward normal vector for the upper (lower) boundary. The orientation for the pairs
(nt, τt) and (nb, τb) is the same as (x, y) coordinates.
- The notation P t stands for the transpose of a vector or a matrix P .
- We define the cut-off function β(r) compactly supported in S0 with r the polar
radius. We also use the same notation β as the corresponding cut-off function in Ω
or S when no confusion will be made.
- The constant b from the boundary condition for Γb can be written as b = tanΦ for
some constant angle Φ.
- We denote by V or V (S0) the space on the triangle S0 such that
V (S0) = {u ∈ H
1(S0)
∣∣ u|Γt = u|Γδ = 0}.
- We denote by V 2b (S0) the space on the triangle S0 such that
V 2b (S0) =
{
u ∈ H2(S0)
∣∣u|Γt = u|Γδ = 0, ∂nbu+ b∂τbu|Γb = 0}.
- Nb is defined as the orthogonal space of ∆(V
2
b ) in L
2(S0).
- We denote by H˙s(Γ) the homogenous space of Hs(Γ), where Γ is some part of the
boundary for Ω.
- The space H˜s(Γ) (s > 0) is defined as
H˜s(Γ) =
{
u ∈ H˙s(Γ)
∣∣∣Dαu
ρσ
∈ L2(Γ), |α| = m
}
where ρ = ρ(X) is the distance (arc length) between the point X ∈ Γ and the end
points of Γ, and s = m+ σ with σ ∈ [0, 1). The norm is defined as
|u|2
H˜s
= |u|2Hs +
∫
Γ
|Dαu|2
ρ2σ
dX.
Moreover, we use (H˜s)∗ to denote the dual space of H˜s. We will use in this paper
the cases s = 1/2 and s = 3/2.
- We denote by | · |Hs the Sobolev norm for H
s(Γt) or H
s(Γb) or H
s(R+) on the
boundary with s > 0, and by | · |Wm,∞ the W
m,∞ norm on the boundary with m ∈ N.
- We denote by ‖ · ‖m,2 the Sobolev norm for H
m in the domain Ω, S or S0, and by
‖ · ‖m,∞ Wm,∞ norm in the domain with m ∈ N. When m = 0, we use ‖ · ‖2 for L2
norm and ‖ · ‖∞ for L∞ norm.
- When we use ∂m on Ω, S or S0 for some m ∈ N, we mean ∂
α1
x ∂
α2
z with some
α1 + α2 = m.
- We denote by η¯(x) the function η¯(x) = η(x) + γx on R+, and we denote by η′(x)
the derivative of η with respect to x.
- The function d(z) is defined as
d(z) =
1
k
−
1
γ + η′
(
η¯−1(z)
) ,
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where η¯−1 is the inverse of η¯ if exists, and d∞ means d(z)|k=∞. Moreover, we set
d0 = d(0).
- We define the eigenvalue λ = − π2ω .
3. The contact angle
We focus first on the contact point O(0, 0) to evaluate the range of the contact
angle ω. One will see in the following that the range of the contact angle ω plays an
important role in the singular analysis.
First of all, from the boundary condition on the bottom for the water-wave problem
we have
V · nb|Γb = 0
where V is the velocity of the fluid in the domain. This condition still holds at the
contact point O as long as V exists point-wisely (the regularity in our paper will do).
Taking the material derivative Dt = ∂t + V · ∇x,z on this condition (since the fluid
particles flow along Γb) and applying Euler equation on Γb, one finds near the contact
point O that
0 = DtV · nb|Γb = (−∇x,zp− gez) · nb|Γb
with p the pressure, g the gravity coefficient, ez = (0, 1)
t while noticing that nb =
−(1 + γ2)−
1
2 (γ, 1)t near O. Naturally, this gives the condition for the pressure near
O:
−∇x,zp · nb|Γb = gez · nb|Γb < 0. (3.1)
On the other hand, when the surface tension at the free surface Γt is neglected, one
has p|Γt = const and moreover one assumes the Taylor sign condition −∇ntp|Γt > 0 on
Γt, which together imply that∇x,zp acts as an inward normal vector on Γt. Combining
this fact with (3.1) at the contact point (the regularity in our paper also makes (3.1)
hold point-wisely), we can see that the angle ω between the free surface Γt and the
bottom Γb satisfies ω ∈ [0, π/2). In this paper, we avoid the special case ω = 0 where
the boundary has a cusp at the contact point. Consequently, we consider for some
contact angle
ω ∈ (0,
π
2
)
through our paper.
We need to mention that, in the case of vertical walls, Alazard, Burq and Zuily
proved in Prop 6.1[3] that the free surface makes a right-angle with the rigid walls,
as long as the Taylor sign condition is satisfied.
4. Trace theorem for mixed boundary conditions on curvilinear
corner domains
Generally, the trace theorem will have some extra compatible conditions when the
domain boundary is piecewise smooth, which is different from the smooth domain case
[30]. Firstly, we would like to quote Thm 1.5.2.1 and Thm 1.5.2.4[30] here, where the
first theorem deals with the traces on part of the boundary, while the second theorem
is a special case focusing on the traces for the first quadrant and the only corner point
is (0, 0). These theorems will be used later in this paper.
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Theorem 4.1. Let Ωp be a bounded open subset of R
2, whose boundary is a curvilinear
polygon of class CK,1; then for jth curve Γj(counterclockwise) from the boundary, the
mapping
u 7→
{
u, ∂nju, . . . , ∂
l
nju
}
|Γj , l < m−
1
2
,
which is defined for u ∈ D(Ω¯p) and nj is the unit outward normal vector on Γj, has
a unique continuous extension as an operator from
Hm(Ωp) onto
∏
j
Hm−l−
1
2 (Γj), l ≤ m− 1 ≤ K.
Remark 4.2. Thm 4.1 tells us that we can deal with traces on one piece of the bound-
ary similarly as in the classical trace theorem. In fact, the proof for this theorem is
almost the same as the classical trace theorem, so we can have the estimates similarly
|∂lnju|Hm−l−
1
2 (Γj)
≤ C‖u‖m,2
for some constant C depends on Ωp.
Theorem 4.3. The mapping u 7→
{
{fk}
m−1
k=0 , {gl}
m−1
l=0
}
defined by
fk = D
k
yu|y=0, gl = D
l
xu|x=0
for u ∈ D(R+ × R+), has a unique continuous extension as an operator from Hm(R+×
R+) onto the subspace of
m−1∏
k=0
Hm−k−
1
2 (R+)×
m−1∏
l=0
Hm−l−
1
2 (R+)
defined by
(a) Dlxfk(0) = D
k
ygl(0), l + k < m− 1 and,
(b)
∫ 1
0
∣∣Dlxfk(t)−Dkygl(t)∣∣2 dtt < +∞, l + k = m− 1.
Remark 4.4. Similar result on a general polygon as Thm 4.3 also holds, see Thm
1.5.2.8[30]. In this case, we use the tangential and normal derivatives ∂τ , ∂n instead
of ∂x, ∂y above, and the parameter t would be chosen as the arc length parameter w.r.t.
the corner point.
One can see in this theorem that there are compatible conditions near the corner
point, which is different from the classical trace theorem. In fact, the space H˜
1
2 used
in this paper originates from the second condition, see Thm 8.1 in Appendix A.
4.1. The transformation to straighten the domain. Before stating our trace
theorem, we would like to introduce two transformations on Ω which straighten the
moving free boundary near or away from the contact point O(0, 0). These transfor-
mations will be used in the proof of the trace theorem and in later sections.
First of all we introduce the local transformation near the point O which maps the
corner domain S ∩ UδS with some constant k > 0 into the moving domain Ω ∩ Uδ:
TS : (x, z) ∈ S ∩ UδS 7→ (x¯, z¯) ∈ Ω ∩ Uδ
with
x¯ = x+ η¯−1(z)−
1
k
z, z¯ = z − γ
(
x+ η¯−1(z)−
1
k
z
)
where η¯−1(z) is the inverse of η¯(x) = η(x)+γx, and the neighborhood S∩UδS , Ω∩Uδ
near the corner (0, 0) correspond to the triangle S0 by these transforms introduced
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in this section. Note that the bottom Γb can be written as z = −γx near the corner.
We write for some constant k > 0 here because we will let k → ∞ sometimes. The
corner domain S is convenient for computations in our paper with a horizontal lower
boundary.
The idea for this transform TS is that firstly one pushes the bottom of Ω up to z = 0
by replacing z with z+ γx, then one straightens the new corner domain by adjusting
x-coordinate for each z. One can check that TS maps the boundaries z¯ = −γx and
z¯ = η(x¯) of Ω into the boundaries z = 0 and z = kx of S respectively. On the
other hand, when η¯−1 exists, we know that it has the same regularity with η, so the
transformation TS has the same regularity with η. Moreover, TS is invertible with
the inverse transformation T−1S as follows
T−1S : (x¯, z¯) ∈ Ω ∩ Uδ 7→ (x, z) ∈ S ∩ UδS
where
x = x¯− η¯−1(γx¯+ z¯) +
1
k
(γx¯+ z¯), z = γx¯+ z¯.
Secondly, we also need to construct another transform straightening the rest part
of Ω. In fact, we give the transform TR which maps a flat strip R to the rest part of
Ω here:
TR : (x, z) ∈ R 7→ (x¯, z¯) ∈ Ω
with
x¯ = x, z¯ = η(x)z + l(x)(1 − z),
where R = {(x, z)|x ≥ xδ, 0 ≤ z ≤ 1} is a flat strip, and xδ > 0 is a constant fixed
by Uδ. The inverse transform TR is
T−1R : (x¯, z¯) ∈ Ω ∩ {x¯ ≥ xδ} 7→ (x, z) ∈ R
where
x = x¯, z =
z¯ − l(x¯)
η(x¯)− l(x¯)
A few words about δ: In the transformations above, we need η(x) is invertible on
Ω∩Uδ with respect to x, which would be true since we will choose δ > 0 small enough.
Sometimes we also need to use the linear transformation
T0 : X = (x, z) ∈ S0 7→ X˜ = (x˜, z˜) = P
t
0X ∈ S
with
P0 =
(
1 + γd0 γ
d0 1
)
,
which maps the corner domain S0 to the corner domain S. Notice that S0 is the
straighten version of the original domain Ω and therefore it keeps the same contact
angle ω.
To close this section, we consider a special case of the local transform TS when the
flat corner domain S is the first quadrant:
TS : (x, z) ∈ S = {(x, z)|x, z ≥ 0} ∩ UδS 7→ (x¯, z¯) ∈ Ω ∩ Uδ
with
x¯ = x+ η¯−1(z), z¯ = z − γ
(
x− η¯−1(z)
)
.
The transform is again invertible with the inverse transform
T−1S : (x¯, z¯) ∈ Ω ∩ Uδ 7→ (x, z) ∈ S
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where
x = x¯− η¯−1(γx¯+ z¯), z = γx¯+ z¯.
Remark 4.5. Indeed one can use the conformal mapping to transform Ω near the
corner point to a rectilinear corner domain, meanwhile the conformal mapping can
also keep the Laplace operator ∆ in the related elliptic equation. However one cannot
express this mapping explicitly and estimates for the conformal mapping are needed.
In [32, 37, 38], the authors uses conformal mapping to change the Lipschitz domain
into a smoother domain, therefore the singularities are shifted to the mapping.
We choose in this paper an easier and explicit transformation TS to straighten
the corner. The price is that we get a more general elliptic equation and the singular
functions behave worse sometimes. We need to improve the regularities about singular
functions in the following sections.
4.2. Trace theorem on the corner domain Ω. Since we consider the mixed prob-
lem for the corner domain Ω, a trace theorem with mixed boundary conditions is
presented here. These are modified versions from Thm 2.1[5]. On the other hand,
we will also need to consider the pure Dirichlet boundary conditions for some special
cases, so we also present a trace theorem for Dirichlet case.
Theorem 4.6. (Mixed Boundary) Letm ≥ 2, b = tanΦ and functions f ∈ Hm−
1
2 (Γt),
g ∈ Hm−
3
2 (Γb) be given. When the two vectors nb + bτb ‖ τt, i.e. Φ− ω = lπ +
π
2 for
some l ∈ Z, one assumes additionally that F ∈ Hm−
3
2 (Γt ∪ Γb) where
F =
{
∇τtf, x ∈ Γt,
1
|nb+bτb|g, x ∈ Γb.
Then there exists a function v ∈ Hm(Ω) satisfying the following mixed boundary
conditions
v|Γt = f, ∂nbv + b∂τbv|Γb = g.
Moreover, we have the following estimate
‖v‖m,2 ≤ C(δ,Γb, |η|
Hm−
1
2
)(|f |
Hm−
1
2
+ |g|
Hm−
3
2
).
Proof. Case 1: nb+ bτb ∦ τt. The key point in this proof is about the trace near the
corner. Let
fδ =
{
f, x ≤ δ0
0, x > 2δ0
gδ =
{
g, x ≤ δ0
0, x > 2δ0.
with some δ0 depending on δ and small. We can have fδ ∈ H
m− 1
2 (Γt) and gδ ∈
Hm−
3
2 (Γb) cut-off from f, g and supported in Ω ∩ Uδ. We now use the transform TS
with k =∞ which can change locally the domain Ω ∩Uδ near the corner point (0, 0)
into part of the first quadrant S. We denote the new boundaries by Γ˜t = {x = 0, 0 ≤
z ≤ δ1}, Γ˜b = {0 ≤ x ≤ δ1, z = 0} with the same corner point O(0, 0) and δ1 a small
constant depending on δ.
As a result, we change the boundary conditions for v into conditions for v˜ = v ◦TS :
v˜|
Γ˜t
= f˜δ ∈ H
m− 1
2 (Γ˜t), a1∂xv˜ + a2∂z v˜|Γ˜b = g˜δ ∈ H
m− 3
2 (Γ˜b), (4.1)
where f˜δ = fδ ◦ TS , g˜δ = (1 + γ
2)
1
2 gδ ◦ TS and
a1(z) = b− γ − (1 + γ
2)d∞(z), and a2 = −(1 + γ2),
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with d∞(z) = − 1
γ+η′
(
η¯−1(z)
) . Here γ + η′(η¯−1(z)) 6= 0 since the tangent line for the
upper boundary won’t be parallel to the tangent line for the lower boundary in the
small neighborhood of δ.
Now we want to solve v˜ from its boundary conditions when |a1(z)| > 0 on [0, δ1] for
some δ1 > 0 (which will be investigated in the end of the proof). Using zero extension,
we can find f˜δ ∈ H
m− 1
2 (R+) and g˜δ ∈ H
m− 3
2 (R+), so the boundary conditions are
given on R+ now. As a result, we have that
|f˜δ|
Hm−
1
2 (R+)
≤ C|f |
Hm−
1
2 (Γ˜t)
, |g˜δ |
Hm−
3
2 (R+)
≤ C|f |
Hm−
3
2 (Γ˜t)
.
Let’s consider the case m = 3, since the cases m = 2 were proved already in
Theorem 2.1 [5]. And for the case that m ≥ 4, we can get the result in a similar way.
By using Theorem 4.3, we have that for any given functions f0, g0 ∈ H
5
2 (R+), f1, g1 ∈
H
3
2 (R+), f2, g2 ∈ H
1
2 (R+), if the following conditions are satisfied
g0(0) = f0(0), g1(0) = ∂zf0(0), ∂xg0(0) = f1(0), and
f2 − ∂
2
zg0, ∂
2
xf0 − g2, ∂xf1 − ∂zg1 ∈ H˜
1
2 (R+)
(4.2)
then there exists v˜ ∈ H3(S) such that
v˜|Γ˜t = f0, ∂xv˜|Γ˜t = f1, ∂
2
xv˜|Γ˜t = f2, and
v˜|
Γ˜b
= g0, ∂z v˜|Γ˜b = g1, ∂
2
z v˜|Γ˜b = g2.
From now on we use the same variable s ∈ R+ for fi(s), gj(s) (i, j = 0, 1, 2). To get
what we want, we need v˜ to satisfy the boundary conditions (4.1), that is
f0 = f˜δ, a1g
′
0 + a2g1 = g˜δ.
Thus, we set first
g1 = f˜
′
δ + h
for some h to be fixed and
g′0 = a
−1
1
(
g˜δ − a2f˜
′
δ
)
, on [0, δ1] (4.3)
with the initial data g0(0) = f˜(0).
Solving the equation above, we can find g0 ∈ H
5
2 ([0, δ1]), which can be extended
to g0 ∈ H
5
2 (R+). Moreover, we can derive that
|g0|
H
5
2 (R+)
≤ C(δ,Γb, |η|
H
5
2
)(|f |
H
5
2
+ |g|
H
3
2
).
Now we define h , −a−12 (a1g
′
0 − g˜δ + a2f˜
′
δ) on R
+. As a result, we find g1 ∈ H
3
2 (R+)
satisfying g1(0) = f
′
0(0) from (4.2), and we also have the estimate:
|g1|
H
3
2 (R+)
≤ C(δ,Γb, |η|
H
5
2
)(|f |
H
5
2
+ |g|
H
3
2
).
For f1, we firstly define it by solving the differential equation
f ′1 = g
′
1 on [0, δ1]
with the initial data f1(0) = g
′
0(0), and then extend it from H
3
2 ([0, δ1]) into H
3
2 (R+).
Thus, we find f1 ∈ H
3
2 (R+) satisfying (4.2).
For g2, we define it by
g2 = f
′′
0
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which implies that g2 ∈ H
1
2 (R+).
For f2, we define it by
f2 = g
′′
0
which implies that f2 ∈ H
1
2 (R+). One can check easily that all the conditions in (4.2)
are satisfied here. Meanwhile, thanks to the proof of Thm 4.3 (Thm 1.5.2.4 in [30]),
we have the estimate
‖v˜‖3,2 ≤ C
∑
i=0,1,2
(
|fi|
H
5
2−i(R+)
+ |gi|
H
5
2−i(R+)
)
with some constant C depending on m = 3, which leads to
‖v˜‖3,2 ≤ C(δ,Γb, |η|
H
5
2
)(|f |
H
5
2
+ |g|
H
3
2
).
As a result, we can go back to the function vδ = v˜ ◦ T
−1
S ∈ H
3(Ω) which satisfies the
boundary conditions
vδ|Γt = fδ, ∂nbvδ + b∂τbvδ|Γb = gδ
and the desired estimate for vδ holds.
For the case m ≥ 4, the proof also starts with fixing g0, g1 as above, and the
remaining part follows similarly.
On the other hand, considering the trace away from (0, 0), we set
f cδ = f − fδ, g
c
δ = g − gδ
We can have f cδ ∈ H
m− 1
2 (Γt), g
c
δ ∈ H
m− 3
2 (Γb) and f
c
δ , g
c
δ vanish near the corner. So
we can use the transform TR to change the domain Ω ∩ U
c
δ into the strip R, and
therefore the trace problem can be solved using a classical trace theorem as in [19]:
One finds vcδ ∈ H
3(Ω) satisfying the boundary conditions
vcδ|Γt = f
c
δ , ∂nv
c
δ + b∂τv
c
δ|Γb = g
c
δ
and the desired estimate for vcδ also holds. The proof is omitted here.
Placing vδ and v
c
δ together, we finally arrive at the function
v = vδ + v
c
δ,
which satisfies the boundary conditions and also the estimate in this theorem.
To close the proof, we investigate the condition |a1(z)| > 0 on [0, δx]. In fact, one
only needs a1(0) 6= 0 and δx small enough. The condition a1(0) 6= 0 can be rewritten
as
a1(0) = tanΦ +
1
tanω
6= 0,
which means Φ − ω 6= lπ + π2 , or equivalently that the vector nb + bτb on Γb is not
parallel to the tangent vector τt on Γt.
Case 2: nb + bτb ‖ τt. In the proof of case 1, we know that the equation (4.3) can
be not solved this time, which should be adjusted here a little bit.
In fact, plugging g1 = f˜
′
δ+h into the boundary condition a1g
′
0+a2g1 = g˜δ, we find
a1g
′
0 + a2h = g˜δ − a2f˜
′
δ.
On the other hand, some computations lead to
|nb + bτb| = (1 + γ
2)
1
2
√
1 + η′(0)2
γ + η′(0)
on Ω, while
√
1 + (η′)2
γ + η′
∇τtfδ = −
(
f˜ ′δ
)
◦ T−1S
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so our assumption on F implies
g˜δ − a2f˜
′
δ ∈ H
3
2 (R+),
with
(
g˜δ − a2f˜
′
δ
)
(0) = 0, which results in that a1g
′
0 + a2h ∈ H
3
2 (R+). Moreover, we
define that
g′0 = G, g0(0) = f˜δ(0).
where G is an arbitrary function belongs to H
3
2 (R+) satisfying G(0) = 0. Then we
have g0 ∈ H
5
2 (R+) and h ∈ H
3
2 (R+) satisfying h(0) = 0. As a result, g1 = f˜
′
δ + h ∈
H
3
2 (R+) and satisfies (4.2).
For the other terms f1, f2, g2, since they do not depend on a1, we use the same
definitions as in case 1. The case when m ≥ 4 follows similarly as long as g0, g1 are
fixed. In this way the proof is finished.

As the end of this section, we also present a trace theorem with Dirichlet boundary
conditions.
Theorem 4.7. (Dirichlet boundary)The trace operator
v 7→ v|Γt∪Γb
is continuous from Hm(Ω) to Hm−
1
2 (Γt ∪ Γb). On the other hand, this operator has
a right continuous inverse: Let functions f ∈ Hm−
1
2 (Γt), fd ∈ H
m− 1
2 (Γb) be given.
(1)When m ≥ 2, one needs
f(O) = fd(O)
with O the contact point.
(2)When m = 1, set
F =
{
f, on Γt,
fd on Γb.
satisfying F ∈ H
1
2 (Γt ∪ Γb).
Then there exists a function v ∈ Hm(Ω) satisfying Dirichlet boundary conditions
v|Γt = f, v|Γb = fd.
Moreover, one has the estimate
‖v‖m,2 ≤ C(|f |
Hm−
1
2
+ |fd|
Hm−
1
2
)
with constant C depending on δ,Γb, and on |η|
Hm−
1
2
when m ≥ 2, while on |η|H2
when m = 1.
Proof. Following the proof for Thm 4.6 line by line, we need to focus near the corner
and prove the case m = 3. The case m = 1 is proved by Gagliardo(1957) for a
bounded open set with Lipschitz boundary in Thm 1.5.1.3[30], and the case m = 2 is
proved already in [5].
In fact, we have here
v˜|Γ˜t = f˜δ, v˜|Γ˜b = f˜d,
where f˜d is defined similar as g˜δ. This means we know f0, g0 ∈ H
5
2 in (4.2) and
need to find f1, g1 ∈ H
3
2 , f2, g2 ∈ H
1
2 . Since these functions are easy to find out,
ELLIPTIC ESTIMATES FOR DIRICHLET-NEUMANN OPERATOR ON A CORNER DOMAIN 15
so we have v˜ ∈ H3(Ω) satisfying boundary conditions as long as f0(0) = g0(0) holds.
Therefore the proof is done. 
Remark 4.8. When only one Dirichlet boundary condition is given, for example,
v|Γt = f with f ∈ H
m− 1
2 (Γt), we can use Thm 4.7 (define Dirichlet boundary condi-
tion on Γb according to f , for example) or some classical extension trick to find such
a v ∈ Hm(Ω) satisfying the boundary condition without any compatible considerations
of course. Moreover, the estimate holds
‖v‖m,2 ≤ C(|η|
Hm−
1
2
)|f |
Hm−
1
2
when m ≥ 2. Besides this, the trace operator
v 7→ v|Γt
is also continuous from Hm(Ω) to Hm−
1
2 (Γt).
5. The mixed boundary elliptic problem
We consider in general the elliptic problem for u when proper conditions h, f, g
are given:
(MBVP)
{
∆u = h, in Ω
u |Γt = f, ∂nbu |Γb = g
and we will find the elliptic estimates for this system. Referring to the higher-order
estimates, sometimes we will also need to consider
(MBVP)b
{
∆u = h, in Ω
u |Γt = f, ∂nbu+ b ∂τbu |Γb = g
with some constant b = tanΦ. Moreover, we will reduce (MBVP) and (MBVP)h to
the homogeneous boundary case most of the time:
(MBVP)h
{
∆u = h, in Ω
u |Γt = 0, ∂nbu+ b ∂τbu |Γb = 0.
In this section, we firstly derive the elliptic estimates for the system (MBVP)h with
b = 0. We also consider about the regularity for (MBVP)h when b 6= 0. After the
estimates for the homogeneous system, we go back to retrieve the estimates for the
system (MBVP) by trace theorems.
5.1. H2 decomposition and the elliptic estimate. In this section, we firstly
derive the H2 estimate for (MBVP)h with b = 0, then we go back to the H
2 estimate
for (MBVP). To begin with, we present an existence theorem about the variational
solution for (MBVP)h, and a H
2 decomposition theorem for (MBVP)b when b 6= 0,
which will be needed in higher-order regularities.
The existence and uniqueness of the variational solution for the mixed boundary
system is proved already in Lemma 4.4.3.1[30], where Ωp is a bounded polygonal
domain and the elliptic operator is ∆. In fact, one can extend this result naturally
into our case with the corner domain Ω. We omit the proof here.
Lemma 5.1. Let h ∈ L2(Ω) be a given function, then there exists a unique variational
solution u ∈ H1(Ω) for the homogeneous system (MBVP)h. Moreover, one has the
variational estimate
‖∇u‖2 ≤ C(|η|W 1,∞)‖h‖2.
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Based on the variational solution u ∈ H1(Ω), we now consider about the H2
and higher-order regularities. In fact, the H2 regularity has been proved in [30, 10,
14, 5]etc. with different assumptions. In [30], the H2 regularity was discussed and
the higher-order case was also briefly mentioned for the rectilinear polygon case. The
author established theH2 estimate there but the higher-order estimates were missing.
The authors proved an estimate for general boundary condition with the boundary
piecewise analytic in [10] . In [5], the authors considered the general Ck,σ curvilinear
polygon case and a H2 decomposition was derived based on Grisvard’s result [30].
In this paper, based on the result in [5], we first derive the H2 estimate on Ω, and
then we take a further step to explore the higher-order estimates for (MBVP)h while
tracing the dependence of coefficients on the upper free boundary.
The major difference between our corner-domain case and the classical smooth-
domain case is that there will be singularity appearing from the elliptic system. In
order to have the elliptic estimates, the singularities must be explicitly studied. In
fact, Theorem 3.2.5[5] tells us that if Ωp is a curvilinear polygon with a piecewise
C2,σ(σ ≥ 0) boundary, then the variational solution u ∈ H1(Ωp) can be uniquely
decomposed into the sum of a H2(Ωp) function ur and a singular part in H
1\H2(Ωp).
On the other hand, we know from [30] that the singularity only concentrates near
the corner point, so this theorem also holds for our unbounded corner domain Ω.
Therefore a slightly modified version of Thm 3.2.5[5] for the general inhomogeneous
system (MBVP)b is presented here, adjusted for the purpose of our paper.
Theorem 5.2. Suppose that the corner domain Ω has a C2,0 upper boundary η. Let
the constant b = tanΦ, and functions h ∈ L2(Ω), f ∈ H
3
2 (Γt), g ∈ H
1
2 (Γb) be given.
When nb+ bτb ‖ τt i.e. Φ− ω = lπ+
π
2 for some l ∈ Z, one requires additionally that
F ∈ H
1
2 (Γt ∪ Γb) with F =
{
∇τtf, on Γt,
1
|nb+bτb|g, on Γb.
(5.1)
Then the variational solution u ∈ H1(Ω) for the elliptic problem (MBVP)b can be
decomposed as
u = ur +
∑
m∈A
cmsm,
with ur ∈ H
2(Ω), cm real coefficients and singular functions
sm(r, θ) = β(r)r
−λm cos
(
λm(θ + ω2) + Φ
)
,
where (r, θ) is the polar coordinates on S0 straightened from Ω near the corner point
using the transform (P−10 )
tTS and θ ∈ [−ω2, ω1]. Moreover, one has
λm =
−Φ+ (m+ 1/2)π
ω
for m ∈ Z,
and A = {m | − 1 < λm < 0}.
Proof. In fact, since the singularity only concentrates near (0, 0), we find the decom-
position for βu from Thm 3.2.5[5] with β the cut-off function near (0, 0). To conclude
the proof, we only need to consider about the regularity of (1 − β)u away from the
corner, and we can find indeed that (1 − β)u ∈ H2(Ω) by using the transformation
TR and applying standard elliptic analysis on the strip R (see for example [19]). 
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Remark 5.3. In fact, for the problem (MBVP) with Neumann boundary condition
(the constant b = 0), recalling that the contact angle ω ∈ (0, π/2), one has
A = {m| − 1 < λm < 0} = ∅.
Consequently, combining Thm 4.6 and Thm 5.1, there exists a unique variational
solution u and moreover one has u ∈ H2(Ω) without any singular part, so we can
expect the classical H2 estimate for this problem.
Remark 5.4. In the following sections, instead of Ω, we will deal with the compatible
condition (5.1) on the corner domain S most of the time, so an equivalent form on
S is needed. In fact, a direct computation (similar as in Case 2 of the proof for Thm
4.6) leads to the equivalent compatible condition
F ∈ H
1
2 (Γt ∪ Γb) on S, with F =
{
∇τtf, on Γt,
1
|PSnb+bτb|g, on Γb.
(5.2)
with f, g the boundary conditions for v on S:
v|Γt = f, ∂
PS
nb
v + b∂τbv|Γb = g.
Moreover, when we consider the corner domain S0, we have similar compatible con-
dition, replacing the matrix PS by P¯S.
When the contact angle ω = π2n for some n ∈ N, we need to consider the following
system with Dirichlet boundary conditions:
(DBVP)
{
∆u = h, in Ω
u |Γt = f, u |Γb = fd.
The corresponding H2 decomposition theorem is presented here, again slightly mod-
ified from Thm 3.2.5[5]. There is a similar result in Remark 2.4.6 [31].
Theorem 5.5. Suppose that the corner domain Ω has a C2,0 upper boundary η and
let h ∈ L2(Ω), f ∈ H
3
2 (Γt) and fd ∈ H
3
2 (Γb) be given. If f(0) = fd(0) is satisfied,
then there exists a solution u ∈ H2(Ω) for the elliptic problem (DBVP).
Next, we give the H2 norm estimate for u. Based on Remark 5.3, we know that
the variational solution u ∈ H2(Ω) for the system (MBVP)h with b = 0. In order to
finish the H2 estimate, we need to rewrite this system both near the corner and away
from the corner using the transformations TS , TR respectively. In fact, the solution
u can be decomposed into two elliptic problems for
uc(x¯, z¯) = βu(x¯, z¯), uac(x¯, z¯) = (1− β)u(x¯, z¯)
where we denote by (x¯, z¯) any point in Ω. The elliptic problem for uc is{
∆uc = hco on Ω
uc|Γt = 0, ∂nbuc|Γb = gco
(5.3)
where
hco = βh− [β, ∆]u, gco = −(∂nbβ)u|Γb .
Similarly, the elliptic problem for uac is{
∆uac = hac on Ω
uac|Γt = 0, ∂nbuac|Γb = gac
(5.4)
where
hac = (1− β)h− [(1− β), ∆]u, gac = −
(
∂nb(1− β)
)
u|Γb .
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We will start firstly to find the H2 estimate for uc ∈ H
2(Ω), which is different from
classical elliptic analysis on domains with smooth boundaries. After applying TS on
uc and denoting
vc(x, z) = uc ◦ TS(x, z), for ∀(x, z) ∈ S
one finds the equivalent elliptic problem for vc (compactly supported in S ∩ UδS) as{
∇ · PS∇vc = hc on S
vc|Γt = 0, ∂
PS
nb
vc|Γb = (1 + γ
2)1/2gc
(5.5)
where
hc = hco ◦ TS , gc = gco ◦ TS ,
and the coefficient matrix
PS = P
t
SPS with PS = (∇T
−1
S ) ◦ TS =
(
1 + γ d(z) γ
d(z) 1
)
and
d(z) =
1
k
−
1
η′(η¯−1(z)) + γ
.
Lemma 5.6. PS is invertible with
P−1S =
(
1 −γ
−d(z) 1 + γ d(z)
)
.
Moreover, the coefficient matrix PS = P
t
SPS in (5.5) satisfies the coercive condition
ξ · PSξ ≥ C0(‖PS‖∞)|ξ|2 for ∀ξ ∈ R2
for some constant C0 depending on ‖PS‖∞.
Instead of using the classical technique of difference quotients, the H2 estimate for
v can be done here by a standard perturbation argument known as Korn’s procedure
based on the H2 estimate Thm 4.3.1.4[30]: We froze the coefficient matrix Ps at
(0, 0) first, and perform the inverse transform at this corner point to reformulate the
elliptic problem (5.5) on a triangle region as a perturbation problem with respect to
the classical elliptic problem with the operator ∆. Consequently, applying Theorem
4.3.1.4[30] directly, we can find the desired H2 estimate.
More generally, we present the elliptic estimate for the following system.
Proposition 5.7. Let functions h ∈ L2(S), f ∈ H
3
2 (Γt) and g ∈ H
1
2 (Γb) be given.
Suppose that v ∈ H2(S) be a function compactly supported near the corner in S ∩UδS
and a solution of the elliptic problem{
∇ · PS∇v = h on S
v|Γt = f, ∂
PS
nb
v + b∂τbv|Γb = g
with some constant b = tanΦ. Moreover, when Φ − ω = lπ + π2 for some l ∈ Z,
one requires additionally the compatible condition (5.2). Then one can have the H2
elliptic estimate
‖v‖2,2 ≤ C(|η|H2∩W 2,∞)
(
‖h‖2 + |f |
H
3
2
+ |g|
H
1
2
+ ‖v‖2
)
.
As a result, applying this proposition to the system (5.5) for v with b = 0 and going
back to the system (5.3) we can derive the corresponding H2 estimate for uc = βu as
follows
‖uc‖2,2 ≤ C(|η|H2∩W 2,∞)
(
‖h‖2 + ‖u‖1,2
)
, (5.6)
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where the condition nb+bτb ∦ τt is satisfied naturally since b = 0 here and the contact
angle ω ∈ (0, π2 ).
Proof. (proof for Prop5.7) Step 1: Reduce the elliptic equation to homogenuous
boundary problem. In order to apply Thm 4.6, consider v ◦ T−1S on Ω to arrive
at the equivalent boundary conditions
v ◦ T−1S |Γt = f ◦ T
−1
S , (∂nb + b∂τb)(v ◦ T
−1
S )|Γb = (1 + γ
2)−
1
2 (g ◦ T−1S ).
Here, we notice that f, g are compactly supported. After applying Thm 4.6 (note
that the compatible condition is satisfied here by Remark 5.4), one can derive that
there exists a function u0 ∈ H
2(Ω) compactly supported near the corner in Ω ∩ Uδ
and satisfying
u0|Γt = f ◦ T
−1
S , ∂nbu0 + b∂τbu0|Γb = (1 + γ
2)−
1
2 (g ◦ T−1S )
and
‖u0‖2,2 ≤ C(|η|
H
3
2
)
(
|f ◦ T−1S |H 32 + |g ◦ T
−1
S |H
1
2
)
.
As a consequence, we also find v0 = u0 ◦TS ∈ H2(S) compactly supported in S ∩UδS
and satisfying the boundary conditions
v0|Γt = f, ∂
PS
nb
v0 + b∂τbv0|Γb = g
and moreover
‖v0‖2,2 ≤ C(|η|
H
3
2
)
(
|f |
H
3
2
+ |g|
H
1
2
)
.
Then, we define v˜ = v − v0 which satisfies{
∇ · PS∇v˜ = h˜, on S
v˜|Γt = 0, ∂
PS
nb
v˜ + b∂τb v˜|Γb = 0,
(5.7)
where h˜ = h−∇ · PS∇v0.
The H2 norm of v is done by
‖v‖2,2 ≤ ‖v˜‖2,2 + ‖v0‖2,2 ≤ C
(
‖v˜‖2,2 + |f |
H
3
2
+ |g|
H
1
2
)
.
As a result, it remains to find the estimate of ‖v˜‖2,2.
Step 2: the homogenuous boundary problem. We simply take k = 1 in the follow-
ing computations for simplicity. We first consider the corresponding homogenuous
boundary problem for a function v˜ ∈ H2(S) as{
∇ · PS∇v˜ = h˜, on S
v˜|Γt = 0, ∂
PS
nb
v˜ + b∂τb v˜|Γb = 0
(5.8)
where v˜ is also compactly supported in S ∩ UδS . Froze the coefficient matrix PS =
P TS PS at the corner point (0, 0) to find the corresponding matrix
P0 = P
t
0P0, P0 = PS(0, 0) =
(
1 + γd0 γ
d0 1
)
with d0 = d(z)|(0,0) = 1−
1
γ+η′(0) .
After introducing a new function w(X) = v˜(P t0X) with X = (x, z)
t and recalling
the linear transform
T0 : X = (x, z) ∈ S0 7→ X˜ = (x˜, z˜) = P
t
0X ∈ S,
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we know that the elliptic problem (5.8) for v˜ on S is changed into the following elliptic
problem for w on S0 with the same contact angle ω as for Ω:{
∆w = h˜ ◦ T0 +
(
∇ · (P0 − PS)∇v˜
)
◦ T0 on S0
w|Γt = 0, ∂nbw + b∂τbw|Γb = gw
(5.9)
with
gw := (1 + γ
2)−1/2
(
∂P0−PSnb v˜|z˜=0
)
◦ T0.
For the moment, we can also take S0 as a bounded triangle domain as introduced in
the notation part, since w is again compactly supported. We have w|Γδ = 0.
Step 3: Estimate for w on S0. We want to apply the H
2 estimate from Theorem
4.3.1.4 [30] on the system (5.9) for w on the triangle S0. Since this theorem requires
homogeneous boundary conditions again, we first need to homogenize the boundary
conditions in (5.9). Applying Thm 4.6 one can always find a function wt ∈ H
2(S0)
compactly supported in S0 and satisfying
wt|Γt = 0, ∂nbwt + b∂τbwt|Γb = gw
where w1 is controlled by the boundary condition:
‖wt‖2,2 ≤ C|gw|
H
1
2
.
Notice that in Thm 4.6, when Φ− ω = lπ + π2 we need the compatible condition for
the boundary conditions, i.e. we need gw ∈ H˜
1
2 (Γb) here by Thm 4.3 and Remark 4.4.
This condition is indeed satisfied, since we know from v˜ system that ∂nb v˜ ∈ H˜
1
2 (Γb)
because v˜ ∈ H2(S) and v˜|Γt = 0 (where we use Thm 4.3 and Remark 4.4 again), and
∂τb v˜ ∈ H˜
1
2 (Γb) from the Neumann boundary condition. On the other hand, we can
write wt|Γδ = 0 since w1 is compactly supported near the corner.
Defining wh = w − wt, we arrive at the homogeneous problem for wh as follows{
∆wh = −∆wt + h˜ ◦ T0 +
(
∇ · (P0 − PS)∇v˜
)
◦ T0 on S0
wh|Γt = 0, ∂nbwh + b∂τbwh|Γb = 0, wh|Γδ = 0
Which is a standard elliptic problem concerning Laplacian ∆ on the triangle S0.
Consequently we can apply directly Thm 4.3.1.4[30] to find
‖wh‖2,2 ≤ C
(
‖∆wh‖2 + ‖wh‖2
)
with some constant C depending only on S0, which infers that
‖wh‖2,2 ≤ C
(
‖∆wt‖2 + ‖h˜ ◦ T0‖2 + ‖(∇ · (P0 − PS)∇u) ◦ T0‖2 + ‖wh‖2
)
≤ C
(
‖h˜‖2 + ‖(P0 − PS)∇u‖1,2 + ‖wh‖2
)
≤ C
(
‖h˜‖2 + ‖∇PS‖∞‖u‖1,2 + ‖P0 − PS‖∞‖u‖2,2 + ‖w‖2
)
.
Going back to system (5.8) for v˜ we have
‖v˜‖2,2 ≤ C‖w‖2,2
≤ C
(
‖h˜‖2 + ‖∇PS‖∞‖v˜‖1,2 + ‖P0 − PS‖∞‖v˜‖2,2 + ‖v˜‖2
)
Since S0 is a triangle near the corner point (0, 0) with a small diameter δ > 0, one
finds
‖P0 − PS‖∞ ≤ Cδ‖∇PS‖∞
where Cδ is also a small constant. Plugging this inequality into the above estimates
for v˜ results in
‖v˜‖2,2 ≤ C
(
‖h˜‖2 + ‖v˜‖2
)
(5.10)
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where C = C(|η|H2∩W 2,∞) is a constant.
Combining the estimates v˜ and v0, we get the lemma proved.

In order to finish the H2 estimate for the solution u to (MBVP)h with b = 0, we
need the analysis away from the corner on uac, which is a standard procedure as in
[19]. We apply TR on uac and set
vac(x, z) = uac ◦ TR(x, z)
to rewrite (5.4) into the problem for vac as{
∇ · PR∇vac = hac on R
vac|z=0 = 0, ∂
PR
n vac|z=−1 = (1 + γ2)−1/2gac, vac|x=xδ = 0
(5.11)
where
PR = P
t
RPR, hac = h¯ac ◦ TR, gac = g¯ac ◦ TR,
and the coefficient matrix
PR = (∇T
−1
R ) ◦ TR =
(
1 − (η
′−l′)z+l′
η−l
0 1η−l
)
.
Lemma 5.8. PR is invertible with
P−1R =
(
1 (η′ − l′)z + l′
0 η − l
)
.
Moreover, the coefficient matrix PR = P
t
RPR in (5.11) satisfies the coercive condition
ξ · PRξ ≥ C
−1
0 (‖PR‖∞)|ξ|
2 for ∀ξ ∈ R2.
The H2 estimate on the flat strip R can be done as in [19] and we omit the details
here. We arrive at H2 estimate for uac = (1− β)u
‖uac‖2,2 ≤ C(‖PR‖1,∞)
(
‖h‖2 + ‖u‖1,2
)
. (5.12)
Summing (5.6) and (5.12) up, one has the H2 estimate for the solution u of (MBVP)h
with b = 0 as follows
‖u‖2,2 ≤ C
(
‖h‖2 + ‖u‖1,2
)
≤ C‖h‖2, (5.13)
where the constant C = C(|η|H2∩W 2,∞), and the L2 estimate for u is derived from
the Poincare´ inequality and the estimate from Lemma 5.1
‖u‖2 ≤ C‖∇u‖2 ≤ C(‖PS‖∞)‖h‖2,
since u|Γt = 0 in the system (MBVP)h with b = 0.
Consequently, going back to the corresponding inhomogeneous system (MBVP)
and combing (5.13), Thm 4.6 and Remark 5.3, the solution u ∈ H2(Ω) for (MBVP)
has the following H2 estimate :
‖u‖2,2 ≤ C(|η|H2∩W 2,∞)
(
‖h‖2 + |f |
H
3
2
+ |g|
H
1
2
)
. (5.14)
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5.2. H3 decomposition and regularity. We will meet with singular functions when
we consider higher-order regularities, which makes the higher-order estimates differ-
ent from classical estimates. In order to have a full understanding of the singular
functions, we will focus on H3 decomposition first, where we only have one singular
function to start with. After this part, we can deal with higher-order cases with more
singular functions.
Similarly as in the H2 estimate, we consider about system (MBVP)h with b = 0
firstly, and then we establish the corresponding result for system (MBVP). In this
section, if f is defined on S, we always denote by f¯ = f ◦T0 the corresponding function
on S0.
5.2.1. Tangential derivative near the corner. In order to have higher-order estimates,
instead of system (5.5) for v, we consider here a more general system for v{
∇ · PS∇v = h on S
v|Γt = f, ∂
PS
nb
v + b∂τbv|Γb = g
(5.15)
with h ∈ H1(Ω) , f ∈ H
5
2 (Γt) and g ∈ H
3
2 (Γb) given. Recall that the constant
b = tanΦ and
PS = P
t
SPS =
(
(1 + γd)2 + d2 γ + (1 + γ2)d
γ + (1 + γ2)d 1 + γ2
)
with d = d(z) = 1/k − 1/(γ + η′(η¯−1(z))) and d0 = d(0) defined before.
Checking from Thm 4.6, we already have v ∈ H2(S), while noticing in the case
when Φ−ω = lπ+ π2 for some l ∈ Z, we requires additionally the compatible condition
(5.1).
Concerning H3 estimates for v, we will take some derivative on v to derive a new
system for the derivative. In fact, recalling in Section 2, we express the unit tangent
vector of the upper boundary z = kx of S as
τt = (τ1, τ2)
t = −(1, k)t/
√
1 + k2,
and we define the derivative of v along this tangential direction
w1 = ∇τtv = τ1∂xv + τ2∂zv,
which is defined on S indeed.
Lemma 5.9. When Φ − ω 6= lπ + 12π (l ∈ Z), one finds w1 ∈ H
1(S) satisfying the
following elliptic system{
∇ · PS∇w1 = l1 on S
w1|Γt = ∇τtf, ∂
PS
nb
w1 + b˜ ∂τbw1|Γb = R1
with
b˜ = tan (Φ− ω), l1 = −∇ · (∇τtPS)∇v +∇τth,
R1 = ρ1∂xv|Γb − τ2h|Γb + ρ2∂xg.
Moreover, one has ρ1 = τ2
(
γ + (1 + γ2)d′(0)
)
and
ρ2 = τ1 −
[
(˜b− b)τ1 +
(
(1 + γd0)
2 + d20
)
τ2
]
γ + (1 + γ2)d0 − b
.
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Proof. After applying ∇τt on the elliptic equation for v in (5.15), it’s straightforward
to find the elliptic equation for w1. Meanwhile, the boundary condition w1|Γt = ∇τtf
is derived in the same way. We need to focus on the boundary condition for w1 on
the bottom Γb i.e. when z = 0.
In fact, the condition for v on z = 0 can be rewritten as
g = ∂PSnb v + b∂τbv|z=0 = −
(
γ + (1 + γ2)d0 − b
)
∂xv|z=0 − (1 + γ
2)∂zv|z=0,
which means
(α− b)∂xv|z=0 + β∂zv|z=0 = −g, with α = γ + (1 + γ
2)d0, β = 1 + γ
2.
We want to look for a condition on z = 0 for w1 as
∂PSnb w1 + b˜∂τbw1|z=0 = terms of ∂v, v
for some b˜. In order to do this, computing the left-hand side
left = ∂PSnb w1 + b˜∂τbw1|z=0
= −α∂xw1|z=0 − β∂zw1|z=0 + b˜∂xw1|z=0,
and substituting w1 = τ1∂xv + τ2∂zv into the expressions above to arrive at
left = (˜b− α)τ1∂
2
xv|z=0 +
(
(˜b− α)τ2 − βτ1
)
∂x∂zv|z=0 − βτ2∂
2
zv|z=0.
On the other hand, we know from the elliptic equation in (5.15) that
∂2zv|z=0 = −
1
β
(
(1 + γd0)
2 + d20
)
∂2xv|z=0 −
2α
β
∂x∂zv|z=0 + R¯1
with R¯1 = −
1
β
(
γ + (1 + γ2)d′(0)
)
∂xv|z=0 +
1
βh|z=0, which results in that
left =
[
(˜b− α)τ1 +
(
(1 + γd0)
2 + d20
)
τ2
]
∂2xv|z=0
+
(
b˜τ2 + ατ2 − βτ1
)
∂x∂zv|z=0 − βτ2R¯1
=
[
(˜b− b)τ1 +
(
(1 + γd0)
2 + d20
)
τ2
]
∂2xv|z=0
+
(
b˜τ2 + ατ2
)
∂x∂zv|z=0 − βτ2R¯1 + τ1∂xg. (5.16)
Since R¯1 contains only lower order terms of v (order 1 and order 0), we choose b˜ to
satisfy [
(˜b− b)τ1 +
(
(1 + γd0)
2 + d20
)
τ2
]
β =
(
b˜τ2 + ατ2
)
(α− b)
to make the 2nd-order terms of v in (5.16) turn into term of g finally, which results
in
b˜ =
1 + b
(
(1 + γ2)d∞(0) + γ
)
γ + (1 + γ2)d∞(0) − b
with d∞(0) = d(0)|k=∞ = − 1γ+η′(0) .
To finish the proof, we need that γ+(1+γ2)d∞(0)−b 6= 0, which means equivalently
Φ− ω 6= lπ + 12π by a direct computation since b = tanΦ and
γ + (1 + γ2)d∞(0) =
γη′(0)− 1
γ + η′(0)
= −
1
tanω
.

Sometimes we also need to consider the case when Φ−ω = lπ+ 12π. The following
lemma tells us that in this case the boundary condition on Γb for w1 system becomes
Dirichlet condition.
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Lemma 5.10. When Φ−ω = lπ+ 12π for some l ∈ Z and if the compatible condition
(5.2) is satisfied, then one has w1 ∈ H
1(S) satisfying the following elliptic system{
∇ · PS∇w1 = l1 on S
w1|Γt = ∇τtf, w1|Γb =
k
(1+γ2)
√
1+k2
g
Proof. The proof lies in the boundary condition on Γb i.e. z = 0 again. In fact, from
(5.15) one has for v on z = 0 that
g = −
(
γ + (1 + γ2)d0 − b
)
∂xv|z=0 − (1 + γ
2)∂zv|z=0.
Since we have Φ = ω +mπ + 12π, we can rewrite
b = tanΦ = − cotω = −
1− γη′(0)
γ + η′(0)
,
as a result we find
γ + (1 + γ2)d0 − b = γ − (1 + γ
2)
(1
k
−
1
γ + η′(0)
)
− tanΦ
= γ +
1
k
(1 + γ2)−
1 + γ2
γ + η′(0)
+
1− γη′(0)
γ + η′(0)
=
1
k
(1 + γ2).
The computations above lead to
g = −
1
k
(1 + γ2)∂xv|z=0 − (1 + γ
2)∂zv|z=0 =
1
k
√
1 + k2(1 + γ2)w1|z=0
since w1 = ∇τtv =
1√
1+k2
(∂xv + k∂zv).
To close the proof, when the condition (5.1) is satisfied, we know that v ∈ H2(S)
and so w1 ∈ H
1(S). As for classical traces, the trace for w1 on the boundary Γt ∪ Γb
should be in H
1
2 according to Thm 4.7, which leads to the compatible condition from
Thm 4.7 for ∇τtf ,
k
(1+γ2)
√
1+k2
g. In fact, the condition is exactly the same one as
(5.2). 
Now we focus on the equation of w1 equation. We are ready to get back to v
system (5.5) and consider the H3 decomposition for (MBVP)h with b = 0 near the
corner. Setting v = v with b = 0 and applying Thm 5.2 on the system for w1 = ∇τtv
in Lem 5.9 (so one has b˜ = − tanω which means Φ = −ω here), one finds that there
exist a real coefficient c¯s and a singular function s(r, θ) such that w1 ∈ H
1(S) has the
following H2 decomposition
w1 = wr + χ1(ω)c¯s s (5.17)
where wr ∈ H
2(S) is the regular part of w1, and the singular function
s(r, θ) = β(r) r−λ−1 cos
(
(λ+ 1)(θ + ω2)− ω
)
∈ H1 \H2(S0)
is defined on the corner domain S0 = {(x, z) | − γx ≤ z ≤ η
′(0)x}. Recall that
S = S0 ◦ T0 from Prop 5.7 with T0 a linear transform. Here one has
λ = −
π
2ω
∈ (−2,−1), whenω ∈ (
π
4
,
π
2
) andχ1(ω) =
{
1, ω ∈ (π4 ,
π
2 )
0, otherwise.
Moreover, recall that β(r) is a cut-off function.
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In fact, the singular function is obtained by taking m = −1 in Theorem 5.2 when
the contact angle ω ∈ (π/4, π/2). In case when ω ∈ (0, π4 ], there is no singular part.
Similarly, recall that there is no singular part in H2 case neither.
Since w1 = ∇τtv is the derivative of v, we want also to write the singular part
s(r, θ) in a similar way to retrieve the singular part for v itself. Indeed, after some
computations we find a new function S¯(r, θ) defined on on the corner domain S0
S¯(r, θ) = β(r)r−λ cos
(
λ(θ + ω2)
)
or equivalently S on domain S
S = S¯ ◦ T−10 .
satisfying
∇τtS = −λ
∣∣(P−10 )tτt∣∣ s ◦ T−10 + [∇τt , β(r) ◦ T−10 ]r−λ cos (λ(θ + ω2)) ◦ T−10 on S,
where the constant vector τt is extended all over S naturally indeed. Moreover, one
can tell directly that S¯ ∈ H2 \H3(S0) and satisfies{
∆S¯ = [∆, β(r)]r−λ cos
(
λ(θ + ω2)
)
, on S0
S¯|Γt = 0, ∂nb S¯|Γb = 0
where one has ∂nb = −
1
r∂θ on Γb.
As a result, we can rewrite (5.17) as
wr = ∇τt
(
v − χ1(ω)cs S
)
+ cs[∇τt , β(r) ◦ T
−1
0 ]r
−λ cos
(
λ(θ + ω2)
)
◦ T−10
where cs is a constant coefficient
cs = −
1
λ
∣∣(P−10 )tτt∣∣ c¯s.
5.2.2. H3 decomposition. Denoting
vr = vc − χ1(ω)cs S
and recalling wr = ∇τtvr ∈ H
2(S) from the previous subsection, now we are in a
position to finish the H3 decomposition for vc. Classical analysis would be to find
the normal derivative w.r.t ∇τt from the elliptic equation for vr, while noticing that
vc and S satisfy different elliptic equations:
∇·PS∇vc = h1, while ∇·P0∇S = ([∆, β(r)]r
−λ cos
(
λ(θ + ω2)
)
)◦T−10 on S.
In order to find the elliptic equation for vr, we need first to show that ∇ · PS∇S is
also in H1(S).
Lemma 5.11. For the given function S¯(r, θ) = β(r)r−λ cos
(
λ(θ + ω2)
)
on S0, one
has that
∇ · P¯S∇S¯ ∈ H
1(S0),
where P¯S = (P
−1
0 )
tPSP
−1
0 is the corresponding coefficient matrix of PS on the domain
S0, and P0 =
(
1 + γd0 γ
d0 1
)
comes from P0 = PS |z=0 = P
t
0P0.
Proof. Recalling the linear transformation T0 from S0 to S and the notation d0 = d(0),
we can find the expression for P¯S on the corner domain S0 based on PS as follows
P¯S =
(
1 + 2γ(d − d0) + (1 + γ
2)(d − d0)
2 (1− γ2)(d− d0)− γ(1 + γ
2)(d− d0)
2
(1− γ2)(d− d0) + γ(1 + γ
2)(d− d0)
2 1− 2γ(d− d0) + γ
2(1 + γ2)(d − d0)
2
)
.
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On the other hand, we can also rewrite d0 as d(r, θ)|r=0 since we use the polar coor-
dinates here. A direct computation leads to that
d(r, θ)− d(0, θ) = r
∫ 1
0
∂rd(s r, θ)ds
= −r
∫ 1
0
(γ cos θ + sin θ)∂2xη
(
η¯−1(s r(γ cos θ + sin θ))
)(
γ + η′
(
η¯−1(s r(γ cos θ + sin θ))
))3 ds.
Therefore one can write
d(r, θ) − d(0, θ) = r l(r, θ),
where l(r, θ) is a bounded function for (r, θ).
The computations above tells us that we can find an extra r from P¯S − Id, so we
rewrite
∇ · P¯S∇S¯ = ∆S¯ +∇ · (P¯s − Id)∇S¯
where we know already ∆S¯ ∈ H∞(S0). Checking term-by-term, we find that ∇ ·
P¯S∇S¯ is of order r
−λ−1 with ω ∈ (π4 ,
π
2 ) and λ ∈ (−2,−1) and hence it is indeed in
H1(S0). 
Now we can finish our H3 decomposition for vc. Indeed, we have the elliptic
equation for vr as
∇ · PS∇vr = h1 − cs∇ · PS∇S ∈ H
1(S)
from Lemma 5.11. Combining this equation with the tangential derivative ∇τtvr ∈
H2(S), a standard analysis shows that the corresponding normal derivative ∇ntvr is
also in H2(S) with respect to ∇τtvr. This leads to the H
3 decomposition
v = vr + csS
with
vr ∈ H
3(S), S = β(r)r−λ cos
(
λ(θ + ω2)
)
◦ T−10 ∈ H
2 \H3(S).
5.2.3. Estimate for the singular coefficient cs and the regular part vr. We haven’t
clarified the singular coefficient cs so far. In order to have the H
3 estimate for vr we
have to deal with cs first. In this section, the computations are done in the domain
S0 most of the time.
Now we take the corner domain S0 as the bounded triangle as mentioned before
S0 = {(x, z)| 0 ≤ x ≤ δ, −γx ≤ z ≤ η
′(0)x}
since v¯ = v ◦ T0 and S¯ are both compactly supported near the corner and we only
need to focus on the neighborhood of the corner. We will keep track of the small
constant δ through this section, which is the size of the corner neighborhood and
plays an important role in the following estimates.
We are going to evaluate cs by using the system of w1 = ∇τtvc in Lem 5.9 with
b = 0, which is written in form of w¯1 = w1 ◦ T0 on S0:{
∇ · P¯S∇w¯1 = l¯1 on S0
w¯1|Γt = 0, ∂
P¯S
nb
w¯1 + b1∂τbw¯1|Γb = R¯1
(5.18)
where the constant b1 = − tanω (instead of b˜), since one has here b = tanΦ = 0, and
l¯1 = l1 ◦ T0, R¯1 = R1 ◦ T0.
Recalling that we have the decomposition
w¯1 = w¯r + c¯ss, with wr ∈ H
2(S0), s ∈ H
1(S0)
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with c¯s = −λ
∣∣(P−10 )tτt∣∣cs, the idea of evaluating the singular coefficient cs is to apply
the L2 inner product on l¯1 with some chosen function w to have an equality from the
elliptic equation of w¯1. Then we plan to put the cs part to the left side to have some
estimate for the right side. Obviously there will be w¯r = ∇τt v¯r part in the equality,
which also needs to be handled. Therefore we will choose a special function w such
that in the equality the wr part almost vanishes. In this way, we can evaluate cs first
and then we use the estimate of cs to finish the estimate of vr. The estimates in this
part follows the idea of [31], and similar ideas can also be found in [15] etc..
First of all, we will look for this special function w ∈ L2(S0). We denote ∆(V
2
b1
) ⊂
L2(S0) as the image of ∆ on the space V
2
b1
(S0) (see the notations part). And we
denote by N1 the nonempty orthogonal space Nb1 of ∆(V
2
b1
) in L2(S0). We’ll choose
the special function w from N1.
In fact we know from Lem 8.7 in Appendix B that when ω 6= π4 (we have b1 =
− tanω here to find Φ = −ω), one finds w ∈ N1 iff w ∈ L
2(S0) and satisfies{
∆w = 0 on S0
w|Γt = 0, w|Γδ = 0, ∂nbw − b1∂τbw|Γb = 0.
where the boundary conditions are in the following sense according to Thm 8.4
w|Γt , w|Γδ ∈ (H˜
1
2 )∗, and ∂nbw, ∂τbw|Γb ∈ (H˜
3
2 )∗,
where for the part ∂τbw|Γb , the conclusion follows from w|Γb ∈ (H˜
1
2 )∗ and the defini-
tion of the dual space.
We choose
w = ws − wv,
where
ws(r, θ) = β(r) r
λ+1 cos
(
(λ+ 1)(θ + ω2)− ω
)
∈ L2(S0) \H
1(S0)
defined from s(r, θ), and we know by a direct computation that ws satisfies the fol-
lowing system{
∆ws = [∆, β(r)]r
λ+1 cos
(
(λ+ 1)(θ + ω2)− ω
)
on S0,
ws|Γt = 0, ws|Γδ = 0, ∂nbws − b1∂τbws|Γb = (sinω)β
′(r)rλ+1.
On the other hand, let wv ∈ V = {u ∈ H
1(S0)|u|Γt = u|Γδ = 0} be the variational
solution of the same system as ws, i.e. wv is defined by the variational equation for
∀u ∈ V :∫
S0
∇wv · ∇u− b1
∫
Γb
∂τbwv u = −
∫
S0
∆ws u+ sinω
∫
Γb
β′(r)rλ+1 u. (5.19)
Similar as Lem 5.1 or applying Lax-Milgram Theorem directly, we find that wv ∈ V
exists and is unique. Note that on the boundary one has wv, u|Γb ∈ H˜
1
2 from Thm 8.1
and the condition wv, u|Γt,Γδ = 0, and
∫
Γb
∂τbwv u is well defined since ∂τbwv ∈ (H˜
1
2 )∗
from Thm 8.2.
Therefore, wv from the variational equation (5.19) satisfies the estimate
‖∇wv‖2 ≤ C(‖∆wS‖2 + |β
′(r)rλ+1|L2) ≤ δ
λ+1C
remembering that the size of S0 (as a triangle) is δ. Applying the Poincare´ inequality
leads to the L2 estimate for wv as follows
‖wv‖2 ≤ δC‖∇wv‖1,2 ≤ δ
λ+2C (5.20)
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for some constant C depending on λ, where we note that there is an extra δ from the
Poincare´ inequality due to the size of S0.
As a result, a direct computation tells us that
w = ws − wv ∈ N1, when ω 6=
π
4
and w is nontrivial, since ws ∈ L
2 \H1(S0) and wv ∈ H
1(S0) are nontrivial. Com-
bining the expression of ws and the estimate (5.20) for wv we finally arrive at the L
2
estimate for w:
‖w‖2 ≤ δ
λ+2C (5.21)
For the moment, we are ready to evaluate cs. The proposition below gives us the
estimate for the singular coefficient cs and also the H
3 estimate for vr.
Proposition 5.12. Let hc ∈ H
1(S) and gc ∈ H
3
2 (Γb) in the system (5.5) for v.
Moreover, when ω = π4 , one requires additionally the compatible condition: R1 ∈
H˜
1
2 (Γb) from Lem 5.9 with b = 0, h = hc, g = (1 + γ
2)
1
2 gc.
Then there exists a constant cs such that the solution of (5.5) has the following H
3
decomposition
vc = vr + χ1(ω)csS,
where
|cs| ≤ δ
λ+2C
(
‖hc‖1,2 + |gc|
H
3
2
)
,
and
‖vr‖3,2 ≤ C
(
‖hc‖1,2 + |gc|
H
3
2
)
,
where C = C(γ, k, λ, |η|H3) and δ > 0 small enough is the diameter of the corner
neighborhood.
Proof. Step 1: the estimate for cs. In this part, the contact angle ω ∈ (
π
4 ,
π
2 ). Applying
L2 inner product on the equation in (5.18) with w ∈ N1, one has∫
S0
w l¯1 =
∫
S0
w∇ · P¯S∇w¯1
=
∫
S0
w∇ · P¯S∇w¯r + c¯s
∫
S0
w∇ · P¯S∇s := A1 + c¯sA2.
(5.22)
We’ll deal with these terms one by one and we are going to show that A1 is a small
term containing powers of δ.
-A1 estimate. In A1, A direct computation from (5.18) tells us that w¯r satisfies the
system{
∇ · P¯S∇w¯r = l¯1 − c¯s∇ · P¯S∇s on S0
w¯r|Γt = 0, ∂
P¯S
nb
w¯r + b1∂τb w¯r|Γb = R¯1 − c¯s(∂
P¯S
nb
s− ∂nbs)|Γb + c¯s(sinω)β
′(r)r−λ−1
(5.23)
while noticing that
∂nbs+ b1∂τbs|Γb = −(sinω)β
′(r)r−λ−1
is used on the boundary. We have w¯r ∈ H
2(S0) from the decomposition of w¯1.
Although w¯r is not in V
2
b1
yet, but we can find another function w¯N ∈ V
2
b1
based on
w¯r.
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Here, we notice that R¯1 − c¯s(∂
P¯S
nb
s − ∂nbs)|Γb + c¯s(sinω)β
′(r)r−λ−1 − (∂P¯Snb w¯r −
∂nbw¯r)|Γb is compactly supported. Thus, by trace theorem, there exists a w¯T ∈
H2(S0) satisfying the boundary conditions w¯T |Γt = 0 and
∂nbw¯T+b1∂τbw¯T |Γb = R¯1−c¯s(∂
P¯S
nb
s−∂nbs)|Γb+c¯s(sinω)β
′(r)r−λ−1−(∂P¯Snb w¯r−∂nbw¯r)|Γb ,
and w¯T is also compactly supported near the corner to have w¯T |Γδ = 0. Applying
Theorem 4.6 and remembering ω ∈ (π4 ,
π
2 ) here, we have
‖w¯T ‖2,2 ≤ C
(
|R¯1|
H
1
2
+ c¯s|∂
P¯S
nb
s− ∂nbs|H
1
2
+ |∂P¯Sn w¯r − ∂nbw¯r|H 12 + c¯s|β
′(r)r−λ−1|
H
1
2
)
.
Plugging the expression of R¯1 from Lem 5.9(with v = v, h = hc, g = (1 + γ
2)
1
2 gc,
b˜ = b1 and b = 0), and applying Remark 4.2 lead to
‖w¯T ‖2,2 ≤C
(
‖v¯‖2,2 + ‖h¯c‖1,2 + |∇g¯c|
H
1
2
+ c¯s‖(P¯S − Id)∇s‖1,2
+ ‖(P¯S − Id)∇w¯r‖1,2 + c¯s|β
′(r)r−λ−1|
H
1
2
) (5.24)
Writing
w¯N = w¯r − w¯T ∈ H
2(S0),
we have that
w¯N |Γt = w¯N |Γδ = 0, ∂nbw¯N + b1∂τbw¯N |Γb = 0,
which means we find the function w¯N ∈ V
2
b1
finally (also compactly supported near
(0, 0) indeed) and w¯N satisfies
∆w¯N = ∆w¯r −∆w¯T = ∇ · P¯S∇w¯r −∇ · (P¯S − Id)∇w¯r −∆w¯T ,
which can be rewritten as
∇ · P¯S∇w¯r = ∆w¯N +∇ · (P¯S − Id)∇w¯r +∆w¯T .
Consequently, one can expand A1 as
A1 =
∫
S0
w∇ · P¯S∇w¯r
=
∫
S0
w∆w¯N +
∫
S0
w∇ · (P¯S − Id)∇w¯r +
∫
S0
w∆w¯T
where
∫
S0 w∆w¯N = 0 since when ω ∈ (
π
4 ,
π
2 ), we already have w ∈ N1, w¯N ∈ V
2
b1
. So
we arrive at the following estimate combining (5.24)
|A1| ≤
(
‖(P¯S − Id)∇w¯r‖1,2 + ‖w¯T ‖2,2
)
‖w‖2
≤ C
(
‖v¯c‖2,2 + ‖h¯c‖1,2 + |∇g¯c|
H
1
2
+ c¯s‖(P¯S − Id)∇s‖1,2 + ‖(P¯S − Id)∇w¯r‖1,2
+c¯s|β
′(r)r−λ−1|H1
)
‖w‖2,
which together with the expression of R¯1, s and (5.21) implies
|A1| ≤ C
(
δ‖∂3v¯r‖2 + ‖v¯r‖2,2 + ‖h¯c‖1,2 + |∇g¯c|
H
1
2
+ c¯s‖(P¯S − Id)∇s‖1,2
+c¯s|β
′(r)r−λ−1|H1 + c¯s‖S¯‖2,2
)
‖w‖2
≤ C
(
δλ+3‖∂3v¯r‖2 + δ
λ+2‖v¯r‖2,2 + δ
λ+2‖h¯c‖1,2 + δ
λ+2|∇g¯c|
H
1
2
+ δ c¯s
)
where we use that w¯r = ∇τ¯t v¯r, and moreover
‖S¯‖2,2 ≤ δ
−λ−1C, |β′(r)r−λ−1|H1 ≤ δ
−λ−1C,
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and
‖P¯S − Id‖∞ ≤ δC, ‖(P¯S − Id)∇s‖1,2 ≤ δ−λ−1C.
The constant C above depends on |η|W 2,∞ .
-A2 estimate. Rewriting A2 as
A2 =
∫
S0
w∇ · P¯S∇s =
∫
S0
w∆s+
∫
S0
w∇ · (P¯S − Id)∇s,
we will show that the first integral is equal to a constant with an explicit expression,
and the second integral is a small part since P¯S − Id is small.
In fact, the second integral of A2 has a similar estimate as A1:∣∣∣ ∫
S0
∇ · (P¯S − Id)∇sw
∣∣∣ ≤ ‖(P¯S − Id)∇s‖1,2‖w‖2 ≤ δC(|η|W 2,∞).
Now we need to deal with the first integral carefully. Recalling that w = ws−wv, we
have ∫
S0
w∆s =
∫
S0
ws∆s−
∫
S0
wv∆s,
where we know from Green’s Formula and the variational equation (5.19) of wv that∫
S0
wv∆s = −
∫
S0
∇wv · ∇s+
∫
Γb
wv ∂nbs
= −b1
∫
Γb
∂τbwv s+
∫
S0
∆ws s− sinω
∫
Γb
β′(r)rλ+1 s+
∫
Γb
wv ∂nbs
while noticing that s ∈ V and so the integrals above make sense. Moreover, recalling
that the singular function s(r, θ) = β(r)r−λ−1 cos
(
(λ+ 1)(θ + ω2)− ω
)
satisfies
∂nbs+ b1∂τbs|Γb = −(sinω)β
′(r)r−λ−1,
and ∫
Γb
∂τbwv s = −
∫
Γb
wv ∂τbs,
holds, one can see that these two boundary integrals together vanish:
−b1
∫
Γb
∂τbwv s+
∫
Γb
wv ∂nbs = − sinω
∫
Γb
wv β
′(r)r−λ−1.
On the other hand, one can compute directly that∫
Γb
β′(r)rλ+1 s = cosω
∫ ∞
0
β′(r)rλ+1 β(r)r−λ−1dr = −
1
2
cosω
since β(0) = 1. As a result, one arrives at∫
S0
wv∆s =
∫
S0
∆ws s+
1
2
sinω cosω − sinω
∫
Γb
wv β
′(r)r−λ−1,
which finally leads to that∫
S0
w∆s =
∫
S0
ws∆s−
∫
S0
∆ws s−
1
2
sinω cosω + sinω
∫
Γb
wv β
′(r)r−λ−1.
Let B =
∫
S0 ws∆s−
∫
S0 ∆ws s. Since one can have similarly as before that∣∣∣∣∫
Γb
wv β
′(r)r−λ−1
∣∣∣∣ ≤ ‖wv‖1,2|β′(r)r−λ−1|L2 ≤ δC,
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we only need to deal with the remainder B now. Plugging into the expressions of
ws, s and denoting α = (λ+ 1)(θ + ω2)− ω, a direct computation leads to
B =
∫
S0
[
β(r)rλ+1 cosα∆
(
β(r)r−λ−1 cosα
)
−∆
(
β(r)rλ+1 cosα
)
β(r)r−λ−1 cosα
]
=
∫ ω1
ω2
cos2 αdθ
∫ ∞
0
[
β(r)rλ+1
(
∂2r + r
−1∂r − (λ+ 1)2r−2
)
(β(r)r−λ−1)
−
(
∂2r + r
−1∂r − (λ+ 1)2r−2
)
(β(r)rλ+1)β(r)r−λ−1
]
rdr
=
∫ ω1
ω2
cos2 αdθ
∫ ∞
0
[
β(r)rλ+1∂r
(
r∂r(β(r)r
−λ−1)
)
−∂r
(
r∂r(β(r)r
λ+1)
)
β(r)r−λ−1
]
dr
=
∫ ω1
ω2
cos2 αdθ
[
β(r)rλ+1 r∂r(β(r)r
−λ−1)− r∂r(β(r)rλ+1)β(r)r−λ−1
]∣∣∣∞
0
= −2(λ+ 1)
∫ ω1
ω2
cos2 α dθ = −(λ+ 1)ω − sinω cosω,
therefore one has that ∫
S0
w∆s = −c0 +O(δ),
where c0 = (λ+1)ω+
3
2 sinω cosω > 0 is a constant and O(δ) is a small term of order
δ.
Consequently, plugging the estimates for A1 and A2 and the expression of l¯1 from
Lem 5.9(with v = vc, h = hc) back into (5.22) we derive that
c0 |c¯s| ≤ |A1|+ ‖l¯1‖2‖w‖2 + δC c¯s
≤ C
(
δλ+3‖∂3v¯r‖2 + δ
λ+2‖v¯r‖2,2 + δ
λ+2‖v¯‖2,2 + δ
λ+2‖h¯c‖1,2
+δδ+2|∇g¯c|
H
1
2
+ δc¯s
)
where one has
‖v¯r‖2,2 ≤ ‖v¯c‖2,2 + c¯s‖S¯‖2,2 ≤ ‖v¯‖2,2 + δ
−λ−1C c¯s.
Noting that c0 is independent of δ, so for some fixed δ small enough we arrive at
1
2
c0 c¯s ≤ C
(
δλ+3‖∂3v¯r‖2 + δ
λ+2‖v¯c‖2,2 + δ
λ+2‖h¯c‖1,2 + δ
δ+2|∇g¯c|
H
1
2
)
.
Therefore plugging H2 estimate of vc from Prop 5.7 (with b = 0, h = hc, g =
(1 + γ2)
1
2 gc) into the inequality above and remembering cs = C c¯s for some constant
C, we conclude the estimate for the singular coefficient cs as follows
cs ≤ C
(
δλ+3‖∂3v¯r‖2 + δ
λ+2‖h¯c‖1,2 + δ
λ+2|g¯c|
H
3
2
)
(5.25)
with C = C(γ, λ, |η|H3∩W 2,∞).
Step 2: the estimate for vr. In fact, we have v¯r = v¯c− csS¯ ∈ H
3(S0) and satisfies the
system based on (5.5) when ω ∈ (π4 ,
π
2 ){
∇ · P¯S∇v¯r = h¯c − cs∇ · (P¯S − Id)∇S¯ − cs∆S¯ on S0
v¯r|Γt = 0, ∂
P¯S
nb
v¯r|Γb = g¯c − cs(∂
P¯S
nb
S¯ − ∂nbS¯)|Γb
(5.26)
while noticing ∂nb S¯|Γb = 0 with S¯ = β(r)r
−λ cos
(
λ(θ + ω2)
)
.
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Applying Prop 5.7 to the system (5.23) of w¯r = ∇τt v¯r, we can find the H
2 estimate
for w¯r. After that, we can go through a standard elliptic procedure to find that
‖v¯r‖3,2 ≤ C
(
‖h¯c‖1,2 + |g¯c|
H
3
2
+ cs‖∇ · (P¯S − Id)∇S¯‖1,2 + cs‖∆S¯‖1,2
+cs
∣∣(∂P¯Snb − ∂nb)S¯|Γb∣∣H 32 ),
which leads to by Thm 4.1 and a careful computation on S¯ as before that
‖v¯r‖3,2 ≤ C
(
‖h¯c‖1,2 + |g¯c|
H
3
2
+ cs‖(P¯S − Id)∇S¯‖2,2 + cs‖∆S¯‖1,2
)
≤ C
(
‖h¯c‖1,2 + |g¯c|
H
3
2
+ δ−λ−1 cs
)
.
Plugging the estimate (5.25) for cs from Step 1 into the inequality above one finds
that
‖v¯r‖3,2 ≤ C
(
‖h¯c‖1,2 + |g¯c|
H
3
2
+ δ2‖∂3v¯r‖2
)
which implies that when δ > 0 is small enough
‖v¯r‖3,2 ≤ C
(
‖h¯c‖1,2 + |g¯c|
H
3
2
)
with C = C(γ, λ, |η|H3∩W 2,∞). Plugging this inequality back into (5.25) we also
conclude the estimate for the singular coefficient cs.
When ω ∈ (0, π4 ], there is no singular part in v, so we take vr = vc in the estimate
above to have the H3 estimate for vc directly. Moreover, when ω =
π
4 , we need the
compatible condition when having the H2 estimate in the system (5.23) for w¯r from
Prop 5.7 and Remark 5.4, which leads to
R¯1 − c¯s(∂
P¯S
nb
s− ∂nbs)|Γb + c¯s(sinω)β
′(r)r−λ−1 ∈ H˜
1
2 (Γb)
where Thm 8.1 in Appendix A is applied also. Since ∂P¯Snb s− ∂nbs and β
′(r)r−λ−1 are
in H˜
1
2 (Γb) already, we find the compatible condition for w¯r as R¯1 ∈ H˜
1
2 (Γb). 
Going back to (MBVP), we finally establish the H3 estimate for the solution u
from (MBVP).
Proposition 5.13. Let h ∈ H1(Ω), f ∈ H
5
2 (Γt), g ∈ H
3
2 (Γb) and η ∈ H
3(R+) in
(MBVP). Moreover, when ω = π4 , one requires additionally the compatible condition
L1(∂τb(u−ub), h−∆ub) ∈ H
1
2 (Γb) where L1 is a linear function of ∂τb(u−ub), h−∆ub
and ub ∈ H
3(Ω) satisfying the boundary condition of (MBVP).
Then there exists a constant cs such that the solution u of (MBVP) has the following
H3 decomposition
u = ur + χ1(ω)csS¯ ◦ T
−1
0 ◦ (TS)
−1,
where S¯(r, θ) = β(r)r−λ cos(λ(θ + ω2)) and λ = − π2ω . Moreover, one has estimates
for the singular coefficient cs and the regular part ur:
δ−λ−2|cs|+ ‖ur‖3,2 ≤ C
(
‖h‖1,2 + |f |
H
5
2
+ |g|
H
3
2
)
where C = C(Γb, k, λ, |η|H3) and δ > 0 small enough is the diameter of the corner
neighborhood.
Proof. As a first step, we remove the boundary conditions from (MBVP). Applying
Thm 4.6, there exists ub ∈ H
3(Ω) satisfying
ub|Γt = f, ∂nbub|Γb = g.
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Letting uh = u−ub, we find uh ∈ H
2(Ω) be the solution to (MBVP)h. Consequently,
we have the system (5.5) for vc = βuh ◦ TS with
hc =
(
β(h−∆ub)− [β,∆]uh
)
◦ TS , gc = −
(
∂nbβ uh|Γb
)
◦ TS .
Using Prop 5.12 for vc, one can derive the result for vc and then go back to the
estimate for uc = βuh. On the other hand, for uac = (1 − β)uh system, we can use
TR to transform it into an elliptic system on a flat strip, which can be estimated by
a standard procedure (see [19] for example) and therefore omitted here. Combining
these two parts together, we find the H3 decomposition and estimate for u. Note that
the singular part appears only near the corner, so there is no singular part in uac.
Moreover, the singular function S¯ doesn’t depend on the right side of the boundary
conditions f, g, while the singular coefficient cs is effected by the right side of the
system.
In the end, the compatible condition on R1 needs to be stressed here. In fact, with
the expressions of hc, gc, we know that gc ∈ H˜
1
2 (Γb), since there is ∂nbβ in gc to make
gc vanish near the corner. Similarly we also have [β,∆]uh ◦ TS |Γb ∈ H˜
1
2 (Γb) from hc.
As a result, the compatible condition R1 ∈ H˜
1
2 (Γb) becomes
ρ1∂xvc − τ2β(h−∆ub) ◦ TS |Γb ∈ H˜
1
2 (Γb),
which can be rewritten as the condition in Ω:
ρ1(1 + γ
2)
1
2β∂τbuh − τ2β(h−∆ub) ∈ H˜
1
2 (Γb)
since ∂xvc = ∂τbvc on Γb in domain S. Consequently, we can note the compatible
condition as L1(∂τb(u − ub), h − ∆ub) ∈ H
1
2 (Γb), where L1 is a linear function of
∂τb(u− ub) and h−∆ub. 
5.3. Higher-order decompositions and regularities. After studying carefully
the first singular function S¯ = β(r)r−λ cos
(
λ(θ+ω2)
)
∈ H2\H3(S0) and its coefficient
cs from H
3 decomposition, we are ready to extend our theory to higher-order cases.
5.3.1. H4 decomposition and estimate. We assume that h ∈ H2(S), f ∈ H
7
2 (Γt) and
g ∈ H
5
2 (Γb) in (MBVP) in this part. The idea of H
4 decomposition is to take ∂2τt on
system (5.5) for vc and study the tangential system as we did in H
3 decomposition.
After that, we go back to (MBVP) as before.
Recall that in H3 case we showed ∇ · P¯s∇S¯ ∈ H
1 in Lemma ?? thanks to the fact
that P¯s is close to Id, which enables us to finish the H
3 decomposition. Compared to
the rectilinear polygonal problem with ∆ operator in [30] where they have ∆S¯ ∈ H∞,
we only find a very limited regularity (H1 indeed) for ∇ · P¯s∇S¯. As a consequence,
in order to improve the regularity to H4, we have to modify ∇ · P¯s∇S¯ by some
asymptotic analysis.
Lemma 5.14. There exist functions S1,r,i = β(r)r
−λ+iai(θ) ∈ H i+2 \H i+3(S0) with
i = 1, 2, . . . , l satisfying
∇ · P¯S∇
(
S¯ +
l∑
i=1
S¯1,r,i
)
∈ H l+1(S0)
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and
S¯1,r,i|Γt = 0, ∂
P¯S
nb
(
S¯ +
l∑
i=1
S¯1,r,i
)
|Γb ∈ H
l+ 3
2 (Γb)
with ai(θ) bounded functions of θ ∈ [−ω2, ω1].
Proof. The proof is a standard approximation analysis. We prove in details only the
case when l = 1. Firstly, we would expand P¯s with respect to r. In fact, P¯S can be
rewritten as
P¯S = Id+
(
2γ 1− γ2
1− γ2 −2γ
)
(d¯− d0) + (1 + γ
2)
(
1 −γ
−γ γ2
)
(d¯− d0)
2
with d0 = d(z)|z=0 = d¯(r, θ)|r=0 and
d¯(r, θ) = d ◦ T0 =
1
k
−
1
γ + η′
(
η¯−1(r(γ cos θ + sin θ))
) .
Moreover one has the following Taylor approximation with respect to r
d¯(r, θ) = d0 + d1(θ) r +O(r
2) with d1(θ) = −
η′′(0)(γ cos θ + sin θ)
(γ + η′(0))3
,
so it’s enough to show that
∇ ·
(
Id+
(
2γ 1− γ2
1− γ2 −2γ
)
d1(θ)r
)
∇(S¯ + S¯1,r,1) ∈ H
2(S0)
in order to finish the proof. Equivalently, we need that
A = ∇ ·
(
Id+
(
2γ 1− γ2
1− γ2 −2γ
)
d1(θ)r
)
∇
(
r−λ cos
(
λ(θ + ω2)
)
+ r−λ+1a1(θ)
)
is inH2(S0) when we get rid of the cut-off fucntion β(r). Indeed, a direct computation
leads to
A = ∆(r−λ cosα) +∇ · d1(θ)r
(
2γ 1− γ2
1− γ2 −2γ
)
∇(r−λ cosα) + ∆(r−λ+1a1(θ))
+∇ · d1(θ)r
(
2γ 1− γ2
1− γ2 −2γ
)
∇(r−λ+1a1(θ))
where we write α = λ(θ + ω2) for short. We can see that A ∈ H
2 if the following
equation holds:
0 = ∆(r−λ+1a1(θ)) +
(
∇d1(θ)
)
· r
(
2γ 1− γ2
1− γ2 −2γ
)
∇(r−λ cosα)
+d1(θ)∇ · r
(
2γ 1− γ2
1− γ2 −2γ
)
∇(r−λ cosα),
which can be rewritten as
a′′1(θ) + (λ− 1)
2a1(θ) =C0(1 + γ
2)
3
2
[
λ(λ+ 1) cos
(
(λ+ 3)(θ + ω2)
)
− λ2 cos
(
(λ+ 1)(θ + ω2)
)] (5.27)
with the notation d1(θ) = C0(γ cos θ + sin θ) and the polar forms ∆ = ∂
2
r + r
−1∂r +
r−2∂2θ and ∇ = (cos θ∂r − r
−1 sin θ∂θ, sin θ + r−1 cos θ∂θ)t.
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Now we turn to the boundary condition ∂P¯snb (S¯ + S¯1,r,1)|Γb ∈ H
5
2 . After a similar
computation, we find that this condition is satisfied when
∂n(r
−λ+1a1(θ)) + C0n · (γ cos θ + sin θ)r
(
2γ 1− γ2
1− γ2 −2γ
)
∇(r−λ cosα)
∣∣∣
Γb
= 0,
where Γb means θ = −ω2 and ∂n = r
−1∂θ, so we arrive at the boundary condition
a′1(−ω2) = 0. (5.28)
Moreover, we also require S¯ + S¯1,r,1|Γt = 0, which implies
a1(ω1) = 0. (5.29)
Putting (5.27), (5.28) and (5.29) together, we derive the initial value problem for
a1(θ) with θ ∈ [−ω2, ω1], and a direct computation tells us that the solution is
a1(θ) =C¯0
[(
2−
sin 3ω
sinω
)
cos
(
(λ− 1)(θ + ω2)
)
+ 2cos
(
(λ+ 1)(θ + ω2)
)
− cos
(
(λ+ 3)(θ + ω2)
)] (5.30)
where we note C¯0 =
1
8λC0(1 + γ
2)
3
2 .
For the general case S1,r,l = β(r)r
−λ+lal(θ) (l ≥ 2), following the procedure above,
we can prove by an induction argument that, the unknown function al(θ) satisfies
∆
(
r−λ+lal(θ)
)
+∇ · P¯S1∇
(
r−λ cosα+
∑l−1
i=1 r
−λ+iai(θ)
)
= 0,
∂n
(
r−λ+lal(θ)
)
+ ∂P¯S1n
(
r−λ cosα+
∑l−1
i=1 r
−λ+iai(θ)
)
|θ=−ω2 = 0,
al(ω1) = 0
(5.31)
where we denote
P¯S1 = Id+
(
2γ 1− γ2
1− γ2 −2γ
)
d1(θ)r.
Since this 2nd-order ODE is always solvable, we can find the solution al(θ) in a similar
expansion as a1(θ) and bounded. 
Remark 5.15. For a general singular function S¯i = β(r)r
−λi cos
(
λi(θ+ω2)
)
, we have
similar modifying functions S¯i,r,j = β(r)r
−λi+jai,j(θ) with some bounded function ai,j
satisfying similar problem as (5.31). On the other hand, based on the conclusion
on the boundary, one can have indeed ∂P¯Snb
(
S¯ +
∑l
i=1 S¯1,r,i
)
|Γb ∈ H˜
l+ 3
2 (Γb) from the
proof.
As a result, we can rewrite the H3 decomposition for vc as
vc = vr1 + χ1(ω)cs(S + S1,r,1)
where vr1 = vr − χ1(ω)csS1,r,1 ∈ H
3(S) and S1,r,1 = S¯1,r,1 ◦ T
−1
0 ∈ H
3(S). We’ll use
this modified decomposition and take vr1 as the regular part instead of vr. Similarly
as in H3 decomposition, we will consider the H4 decomposition and estimates based
on vr1. In fact, from (5.5) one finds the system for vr1 as follows{
∇ · PS∇vr1 = hc − χ1(ω)cs∇ · PS∇(S + S1,r,1) on S,
vr1|Γt = 0, ∂
PS
nb
vr1|Γb = (1 + γ
2)
1
2 gc − χ1(ω)cs∂
PS
nb
(S + S1,r,1)|Γb .
(5.32)
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Similarly as inH3 decomposition, when ω 6= π4 , we take twice the tangential derivative
∇τton (5.32) by Lemma 5.9 to derive the system for w2 = ∇
2
τtvr1 ∈ H
1(S) as follows{
∇ · PS∇w2 = l2 on S,
w2|Γt = 0, ∂
PS
nb
w2 + b2∂τbw2|Γb = R2
(5.33)
where b2 = − tan(2ω) and
l2 = −∇ · (∇τtPS)∇(∇τtvr1)−∇τt
(
∇ · (∇τtPS)∇vr1
)
+∇2τt
(
hc − χ1(ω)cs∇ · PS∇(S + S1,r,1)
)
R2 = ρ1∂x(∇τtvr1)|Γb
+τ2
(
∇ · (∇τtPS)∇vr1 −∇τt
(
hc − χ1(ω)cs∇ · PS∇(S + S1,r,1)
))
|Γb
+ρ2ρ1∂
2
xvr1|Γb − ρ2τ2 ∂x
(
hc − χ1(ω)cs∇ · PS∇(S + S1,r,1)
)
|Γb
+ρ2ρ˜2
(
(1 + γ2)
1
2 ∂2xgc − χ1(ω)cs∂
2
x∂
PS
nb
(S + S1,r,1)|Γb
)
with constants τ1, τ2, ρ1 the same as in Lemma 5.9 and
ρ2 = τ1 −
1
γ + (1 + γ2)d0 + tanω
(
τ1(tanω − tan 2ω) + τ2
(
(1 + γd0)
2 + d20
))
,
ρ˜2 = τ1 −
1
γ + (1 + γ2)d0
(
− τ1 tanω + τ2
(
(1 + γd0)
2 + d20
))
.
Recalling that hc, gc from (5.5), we know from Lemma 5.14 and the assumption
h ∈ H2(S), g ∈ H
5
2 (Γb) that l2 ∈ L
2(S) and R2 ∈ H
1
2 (Γb), while noticing that
w2 ∈ H
1(S). Therefore we can apply Thm 5.2 to (5.33) to have H2 decomposition
for w2 in case when ω 6=
π
4 :
w2 = wr2 + χ2(ω)c¯2s2
with
wr2 ∈ H
2(S), s2 ∈ H
1 \H2(S), χ2(ω) =
{
1, ω ∈ (π6 ,
π
4 )
0, otherwise.
The expression of s2 in domain S0 is
s2(r, θ) = β(r)r
−λ−2 cos
(
(λ+ 2)(θ + ω2)− 2ω
)
,
which appears only when ω ∈ (π6 ,
π
4 ). Moreover, when ω =
π
6 , the compatible condi-
tion
R2 ∈ H˜
1
2 (Γb) (5.34)
is needed, according to Thm 5.2 and Thm 8.1 in Appendix A.
In case when ω = π4 , we apply Lem 5.9 first on ∇τtvr1 and then Lem 5.10 on
w2 = ∇
2
τtvr1 to find the system for w2 as{
∇ · PS∇w2 = l2 on S,
w2|Γt = 0, w2|Γb = g2
(5.35)
where
g2 = −τ2(1 + γ
2)−1
[
ρ1∂xv − τ2
(
hc − χ1(ω)cs∇ · PS∇(S + S1,r,1)
)
+ ρ2(1 + γ
2)
1
2 ∂xgc − ρ2χ1(ω)cs∂x∂
PS
nb
(S + S1,r,1)
]
Γb
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Meanwhile the compatible condition (5.2) is required here, which results in by Thm
8.1 in Appendix A that
g2 ∈ H˜
1
2 (Γb). (5.36)
We need the H2 decomposition for the Dirichlet-conditions case. In fact, Thm 5.5
tells us (it is well-known already), when the contact angle ω ∈ (0, π2 ), there is no
singular part for w2, which infers that w2 ∈ H
2(S) in the special case when ω = π4 .
In a word, when the contact angle ω /∈ (π6 ,
π
4 ), we have w2 ∈ H
2(S).
Now it’s the time to find the corresponding singular part for v. In fact, a direct
computation leads to that
∇2τtS = λ
2
∣∣(P−10 )tτt∣∣2s2 ◦ T−10 + [∇2τt , β(r) ◦ T−10 ]r−λ cos (λ(θ + ω2)) ◦ T−10 on S
while recalling S¯ = β(r)rλ cos
(
λ(θ + ω2)
)
defined on S0 and S = S¯ ◦ T
−1
0 defined on
S. Consequently, we find that
∇2τt(vr1− cs2S) = wr2− cs2[∇
2
τt , β(r)◦T
−1
0 ]r
−λ cos
(
λ(θ+ω2)
)
◦T−10 ∈ H
2(S) (5.37)
where the coefficient cs2 = λ
−2∣∣(P−10 )tτt∣∣−2c¯2. Setting
vr2 = vr1 − cs2S,
we now have ∂2τtvr2 ∈ H
2(S) already. We can show by a standard elliptic analysis
based on the system (5.32) of vr1 that
vr2 ∈ H
4(S).
As a result, we finally derive the H4 decomposition for v:
vr1 = vr2 + χ2(ω)cs2S
or equivalently
vc = vr1 + χ1(ω)cs(S + S1,r,1) = vr2 + χ1(ω)cs(S + S1,r,1) + χ2(ω)cs2S.
Remark 5.16. Note in the case when both χ1, χ2 are zero, i.e. the contact angle
ω ∈ (0, π6 ), we find that vc ∈ H
4(S). This fact tells us that smaller contact angle
implies smoother solution from (MBVP), which agrees with previous literature. The
case when ω = π6 is also a special case as ω =
π
4 , which will be discussed later.
Proposition 5.17. (H4 estimate)Assume that hc ∈ H
2(S), gc ∈ H
5
2 (Γb) for the
system (5.5) of vc. Moreover one requires additionally compatible conditions (5.34)
when ω = π6 and (5.36) when ω =
π
4 .
Then one has the H4 decomposition
vc = vr2 + χ1(ω)cs(S + S1,r,1) + χ2(ω)cs2S
whith the regular part vr2 ∈ H
4(S) and the estimate for both the singular coefficient
and the regular part
δ−λ−3|cs2|+ ‖vr2‖4,2 ≤ C(‖hc‖2,2 + |gc|
H
5
2
)
where the constant C = C(γ, k, λ, |η|H4).
Proof. The proof is similar as the proof of Propostion 5.12. So we write down here
only the sketch of the proof. Throughout the proof, we will denote by f¯ = f ◦ T0 on
S0 corresponding to a function f defined on S.
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In order to evaluate vr2, we only need to have estimate for cs2 here since we’ve
dealt with cs already. In this case we find the contact angle
ω ∈ (
π
6
,
π
4
), and λ = −
π
2ω
∈ (−3,−2).
To begin with, we need again to find a function w in N2, which is the orthogonal
space of ∆(V 2b2) in L
2(S0). Recall from the notation part that
V 2b2 = {u ∈ H
2(S0)|u|Γt = u|Γδ = 0, ∂nbu+ b2∂τbu|Γb = 0}.
We define
w = ws − wv
where ws = β(r)r
λ+2 cos
(
(λ + 2)(θ + ω2) − 2ω)
)
and wv the variational solution of
the same system of ws. We can show that w ∈ N2.
On the other hand, since one has when ω ∈ (π6 ,
π
4 ) the decomposition
vc = vr2 + cs2S
and w2 = ∇
2
τtvr1 = ∇
2
τtvc, one finds by (5.37) that
w2 = wr2 + c¯2s2,
with c¯2 = λ
2|(P−10 )
tτt|
2 cs2.
So recalling the system (5.33) with no singular part and vr1 replaced by vc, we
have the following L2 product as in the proof of Propostion 5.12∫
S0
l¯2w =
∫
S0
∇ · P¯S∇w¯2 w
=
∫
S0
∇ · P¯S∇w¯r2w + c¯2
∫
S0
∇ · P¯S∇s2w.
Similar computations lead to the estimate for cs2 as below
cs2 ≤ C
(
δλ+4‖∂2v¯r2‖2 + δ
λ+3‖v¯c‖3,2 + δ
λ+3‖h¯1‖2,2
)
.
With this estimate one can conclude the proof by a standard elliptic analysis for
vr2. 
Going back to the solution u of (MBVP) and combining Thm 4.6, we have the
following proposition similar as Prop 5.13. Since we have the same function S¯ here
for different ω and λ, we mark the two different versions as S¯1, S¯2 for clarity, and we
also rewrite cs as cs1.
Proposition 5.18. Let h ∈ H2(Ω), f ∈ H
7
2 (Γt), g ∈ H
5
2 (Γb) and η ∈ H
4(R+). One
requires additionally compatible conditions L2
(
∂2(u − ub), ∂(u − ub), ∂(h − ∆ub)
)
∈
H˜
1
2 (Γb) when ω =
π
6 and L1
(
∂τb(u− ub), h −∆ub
)
∈ H˜
1
2 (Γb) when ω =
π
4 , where L2
is a linear function of ∂2(u− ub), ∂(u− ub), ∂(h−∆ub) and ub, L1 as in Prop 5.13.
Then there is the H4 decomposition for the solution u of (MBVP)
u = ur2 + us2,
with ur2 the regular part and us2 the singular part
us2 = χ1(ω)cs1(S¯1 + S¯1,r,1) ◦ T
−1
0 ◦ (TS)
−1 + χ2(ω)cs2 S¯2 ◦ T−10 ◦ (TS)
−1,
where
S¯1 = S¯2 = S¯ = β(r)r
−λ cos(λ(θ + ω2)) for different ω in λ = −
π
2ω
,
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S¯1,r,1(r, θ) = β(r)r
−λ+1a1(θ), and a1(θ) is a bounded function for θ ∈ [−ω2, ω1] from
Lem 5.14. Moreover, one has the following estimate for the regular part
‖ur2‖4,2 ≤ C
(
‖h‖2,2 + |f |
H
7
2
+ |g|
H
5
2
)
,
with the constant C = C(Γb, k, λ, |η|H4).
Proof. Similarly as in Prop 5.13, we only need to deal with the compatible condition
here. In fact, we have
hc =
(
β(h−∆ub)− [β,∆]uh
)
◦ TS , gc = −
(
∂nbβ uh|Γb
)
◦ TS .
for the system (5.5) of vc = βuh ◦ TS , where ub ∈ H
3(Ω) satisfying the boundary
conditions
ub|Γt = f, ∂nbub|Γb = g.
Moreover, uh = u− ub is the solution to (MBVP)h.
When ω = π4 , the compatible condition g2 ∈ H˜
1
2 (Γb) turns out to be the same as in
Prop 5.13: L1(∂τbu, h−∆ub) ∈ H
1
2 (Γb) where L1 is a linear function of ∂τbu, h−∆ub.
When ω = π6 , we need R2 ∈ H˜
1
2 (Γb) from Prop 5.17. Checking (5.33) for R2, the
term ∇ · (∇τtPS)∇vr1 can be rewritten as
∇ · (∇τtPS)∇vr1 =
∑
|α|=2
bα(∂PS)∂
αvr1 +
∑
|α|=1
cα(∂
2PS)∂vr1
where bα(∂Ps), cα(∂
2PS) are functions of ∂PS , ∂
2PS and ∂
2 means 2nd-order partial
derivative. In fact, when we have∑
|α|=2
bα(∂PS |(0,0))∂
αvr1 +
∑
|α|=1
cα(∂
2PS |(0,0))∂vr1 ∈ H˜
1
2 (Γb),
we will also find ∇ · (∇τtPS)∇vr1 ∈ H˜
1
2 (Γb). So all the coefficients for vr1 can be
taken as constants in the compatible condition.
As a result, the compatible condition reads
L2
(
∂2(u− ub), ∂(u − ub), ∂(h −∆ub)
)
∈ H˜
1
2 (Γb),
where and L2 is a linear function of ∂
2(u− ub), ∂(u− ub) and ∂(h−∆ub).

5.3.2. H5 and higher-order decompositions and estimates. When we consider the
H2+K (K ∈ N) decomposition and regularity, the key point is to find out the number
of singular functions, which depends on the eigenvalue λm in Thm 5.2. In fact, at
this time, we have bK = − tan(Kω) from the boundary conditions after taking the
derivative ∇Kτt on v, so we find
λm =
Kω + (m+ 12 )π
ω
= K +
(m+ 12 )π
ω
∈ (−1, 0) for some m ∈ Z (5.38)
where the contact angle ω ∈ (0, π/2).
For example in the case of H5 decomposition (K = 3), we find that when
m = −1, ω ∈ (
π
8
,
π
6
) or m = −2, ω ∈ (
3π
8
,
π
2
),
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one has correspondingly
λ−1 = −
π
2ω
+ 3 = λ+ 3, λ−2 = −
3π
2ω
+ 3 = 3λ+ 3 ∈ (−1, 0)
Following the previous analysis, we have the H5 decomposition for vc:
vc = vr3 + χ1(ω)cs1(S1 + S1,r,1 + S1,r,2) + χ2cs2(S2 + S2,r,1)
+χ3(ω)cs3S3 + χ4(ω)S4
where Si,r,j (i, j = 1, 2) are functions modifying the regularity of ∇·Ps∇Si from Lem
5.14 and Remark 5.15, and we can tell from a similar computation as before that
S3 = S for different ω, S4 the singular function corresponds to λ−2:
S4 = S¯4 ◦ T
−1
0 = β(r)r
−3λ cos
(
3λ(θ + ω2)
)
◦ T−10 .
Moreover, one defines the cut-off functions as follows
χ3(w) =
{
1, ω ∈ (π8 ,
π
6 )
0, otherwise
and χ4(ω) =
{
1, ω ∈ (3π8 ,
π
2 )
0, otherwise.
In a word, the higher-order decompositions can be done in a similar way, where the
singular functions arise from the H2 decomposition Thm 5.2 as well as the regularity-
modifying Lem 5.14, meanwhile the singular coefficients can be estimated similarly
as before. Based on the decomposition of vc, we can go back to the solution u for
(MBVP).
To sum up, we present a general result for the H2+K decomposition and estimates
for (MBVP).
Proposition 5.19. Let h ∈ HK(Ω), f ∈ HK+
3
2 (Γt), g ∈ H
K+ 1
2 (Γb) and η ∈
HK+2(R+) for K ∈ N. When ω = π2n for some n ∈ N, one requires additionally the
compatible condition Ln−1 ∈ H˜
1
2 (Γb), where Ln−1 = Ln−1
(
∂α(u−ub), ∂
n−2(h−∆ub)
)
is a linear function of ∂α(u− ub), ∂
n−2(h−∆ub) on Γb with 0 < |α| ≤ n− 1.
Then one can have the H2+K decomposition for the solution u from (MBVP)
u = urK + usK
with urK ∈ H
2+K the regular part and usK ∈ H
2 the singular part concentrates near
the corner in the form
usK =
∑
1≤i≤mK
χi(ω)csi
(
S¯i +
∑
1≤j≤ni
S¯i,r,j
)
◦ T−10 ◦ (TS)
−1
where χi(ω) are the characteristic functions, csi are singular coefficients depending
on the right side of the system and S¯i the singular functions decided by the left side
of the system with the following formula
S¯i = β(r)r
−λi cos
(
λi(θ + ω2)
)
on S0,
with β the cut-off function and λi = (mi +
1
2)π/ω with some mi ∈ Z. Here S¯i,r,j =
β(r)r−λi+jai,j(θ) are the regularity-modifying functions from Remark 5.15 and the
constants mK , ni ∈ N depend on K, i respectively. Moreover, one has estimates both
for the two parts as follows:
‖usK‖2,2 + ‖urK‖K+2,2 ≤ C
(
‖h‖K,2 + |f |
HK+
3
2
+ |g|
HK+
1
2
)
for some constant C = C(Γb, k, λi, |η|HK+2).
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Proof. The proof can be done by an induction argument. In fact, we’ve showed the
cases when K = 1, 2. For the higher order cases, the proof is similar by starting with
taking ∇τt . Moreover, similarly as in the beginning of this subsection with K = 3,
one could verify the expression for λi by checking on λm ∈ (−1, 0) there.
On the other hand, we need to notice the compatible condition when ω = π2n .
One can tell from the compatible conditions before that, Since the singular func-
tions in (5.34) and (5.36) are good, the condition lies on the derivatives for v, hc, gc
consequently. 
Remark 5.20. From the discussion above, one can summarize on the range of ω with
respect to the order K when no singularity appears. In fact, one finds from (5.38)
that, for a fixed K ∈ N, only when there exists some m ∈ Z− satisfying
ω ∈
(
−
(2m+ 1)π
2(K + 1)
, −
(2m+ 1)π
2K
)
⊂ (0,
π
2
),
there will be a singular function corresponding to m. As a result, a lowerbound for
ω when the singularity takes place for some K is ω = π2(K+1) with m = −1, which
means when
ω ∈ (0,
π
2(K + 1)
),
no singularity appears.
To close this section, we would like to consider again the special case when ω = π2n
for some n ∈ N. In fact, we can derive the decomposition by taking the derivative
∇τt on the system (5.5) for vc on the corner domain S. when we take ∇
l
τt on vc
with l ≤ n − 1, we find again mixed boundary system essentially for ∇lτtvc, with
bl = − tan(lω) in the Neumann condition on Γb. Applying Thm 5.2, we need the
eigenvalue
λm =
lω + (m+ 1/2)π
ω
= l + 2n(m+ 1/2) ∈ (−1, 0)
for some m ∈ Z, n ∈ N, which turns out to be impossible. So there is no singular
part in ∇lτtvc, and consequently no singular part for vc.
when we take ∇nτt on vc, a Dirichlet-boundary system similar as (5.35) appears
with compatible conditions. As a result, there is no singular part in ∇nτtvc by Thm
5.5, which implies that vc has no singular part. For the case of the higher-order
derivatives, the regularity follows similarly. As a summary, we find no singular part
in vc and the solution u for (MBVP) in H
2+K decomposition when the contact angle
ω = π2n , i.e. we have u ∈ H
2+K(Ω) with standard elliptic estimates, meanwhile, to be
the price, we have n− 1 compatible conditions.
6. D-N operator estimates
In this section, applying the theory of elliptic decompositions and estimates derived
above, we are ready to investigate the properties of D-N operator. Recall the definition
of the scaled D-N operator G(η):
G(η)f =
√
1 + |η′|2∂ntu|Γt .
with u satisfying the elliptic system{
∆u = 0, in Ω
u|Γt = f, ∂nbu|Γb = 0.
(6.1)
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One needs to notice that in this section, the boundary function f sometimes will be
defined on R+ for convenience, while in previous sections, the boundary function f (
and g) is always defined on curves Γt (and Γb). And it’s well known that these two
definitions are equivalent.
In fact, it’s well-known already that, D-N operator is an order-one elliptic operator,
and it’s global. When constructing energy estimates for the linearized water-wave
problem, one will need estimates for D-N operator as well as estimates for the shape
derivative of D-N operator.
We plan to give the elliptic estimate for D-N operator first, which is similar as
in smooth-boundary case, except that there will be singular parts arising from the
related elliptic problem.
Next, we plan to derive the shape derivative and the estimates, again with singular
parts. In this part, as a first step, we will derive a global expression for the shape
derivative following [39], and the estimates with our elliptic theories follows. For the
second step, we would like to show a specified form of the shape derivative under a
special case, which tells us that the shaped derivative with a corner is similar as the
shape derivative in [19].
In this section, we assume η ∈ HK+2(R+) and f ∈ HK+
3
2 (R+) with some integer
K ≥ 2. Applying Prop 5.19 on (6.1), we find u ∈ H2(Ω) and the decomposition
u = urK + usK ,
where the regular part urK ∈ H
K+2(Ω) and the singular part usK ∈ H
2(Ω). Here,
recall that vsK is supported in the neighborhood of corner. Moreover, we have the
estimate
‖urK‖K+2,2 ≤ C(|η|HK+2)|f |HK+
3
2
. (6.2)
6.1. Basic properties for Dirichlet-Neumann operator. The proposition below
shows that D-N operator is an order-1 operator.
Proposition 6.1. If η ∈ HK+2(R+), then for all f ∈ HK+
3
2 (R+), we have that∣∣G(η)f −√1 + |η′|2∂ntusK |Γt∣∣HK+12 ≤ C(|η|HK+2)|f |HK+32 .
Proof. Recalling the definition of D-N operator, we have that
G(η)f −
√
1 + |η′|2∂ntusK =
√
1 + |η′|2∂nt(u− usK)|Γt =
√
1 + |η′|2∂nturK |Γt .
Applying Rmk 4.8 and (6.2), this proposition can be proved. 
Remark 6.2. Note that when K is fixed, we know from Prop 5.19 that the expres-
sion for vsK is a fixed linear combination of singular functions with constant coeffi-
cients depending on the right side of the elliptic system. As a result, the expression√
1 + |η′|2∂ntusK from Prop 6.1 can be computed explicitly, which would be a linear
combination of ∂P¯snt
(
S¯i +
∑
j S¯i,r,j
)
with singular coefficients ci.
Besides, we give some positive properties of D-N operator which can be found in
[19]. In [19], the author considered the case that η is defined on R, but the proof can
be adjusted easily for our case where η is defined on R+ only.
Proposition 6.3. Let η ∈ H3(R+), then the following properties hold for any two
functions f, g ∈ H
1
2 (R+):
1) D-N operator is self-adjoint:
(G(η)f, g) = (f,G(η)g),
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2) D-N operator is positive:
(G(η)f, f) ≥ 0,
3) The order-one elliptic estimate
(G(η)f, g) ≤ C|f |
H
1
2
|g|
H
1
2
,
and for any µ > µ0 with some fixed µ0, we have that
(G(η)f + µf, f) ≥ Cµ|f |
2
H
1
2
where the constants C, Cu depending on |η|H3 .
6.2. Shape derivative of Dirichlet-Neumann operator. As already mentioned
in the beginning of this section, the D-N operator is a global one and the shape
derivative is also taken globally with respect to the free surface deviation η. This
seems to have some conflict with the local singularities near the corner as well as our
local straightening procedures. In fact, in our case it’s difficult to localize the related
elliptic problem first and find the ‘local’ shape derivative applying the method in
[19]. Instead, inspired by [39], we consider to find the shape derivative in a direct way
without any straightening procedure. Based on the global expression, the estimates
can be finished using the elliptic theory in previous sections.
6.2.1. The global expression. We will prove Thm 1.2 through this section. Following
the idea in [39], for a given upper surface z = η(x) with η ∈ HK+2(R+), we consider
its variation with a (time) parameter s and a variational vector field w = (w1, w2)
t ∈
HK+2(Γt) on the surface, meanwhile a Lagrangian formulation is used in this part.
Now, the new upper surface at time s is denoted by
Γts = {(x, z)| z = ηs(x), x ≥ xs}
with xs|s=0 = 0 and the bottom is still Γb with an extended left end:
Γb = {(x, z)| z = l(x), x ≥ xs} where l(x) = −γx, xs ≤ x ≤ x0.
Here the contact point is (xs,−γxs).
We denote by X(s, x, η(x)) the trajectory of any point (x, η(x)) on Γt at time s,
which satisfies
X(0, x, η(x)) =
(
x, η(x)
)
, ∂sX(s, x, η(x)) = ws
(
x, η(x)
)
,
where ws|Γb is assumed to be always tangent to Γb at the contact point. Moreover,
ws|s=0 = w. This means that our contact point is assumed to move along Γb in the
variation. The unit outward normal vector on Γts is denoted by nts. The domain
corresponding to Γts at time s is denoted as Ωs with bottom Γb.
The material derivative is therefore defined as
Ds = ∂s +∇ws
on the upper surface Γts. Moreover, Ds is tangent to
⋃
s
Γts.
Instead of the scaled D-N operator listed before, we prefer to use the non-scaled
D-N operator related to system (6.1):
G(η)f = ∂ntu|Γt = ∇ntu|Γt ,
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since we don’t want to deal with the coefficient
√
1 + |η′|2 here. The notation is still
the same as the scaled one for the sake of convenience. Besides, we choose to define
f on Γt here rather than on R
+.
Consequently, the variation of the D-N operator on f with respect to the parameter
s is expressed by
DsG(ηs)fs|s=0 = Ds
(
∇ntsus|Γts
)∣∣
s=0
= Ds∇ntsus
∣∣
Γts,s=0
,
while noting that Ds is the material derivative on Γts, and fs, us change along the
material trajectory satisfying fs|s=0 = f , us|s=0 = u.
Here we will need to extend w on Γt to the whole domain Ω. Firstly, w is extended
to the bottom Γb: For each point
(
x, l(x)
)
∈ Γb, w is always tangent to Γb and satisfies
w
(
x, l(x)
)
=
{
w(0, 0), x ≤ x0,
0, x ≥ x1
with some fixed small number 0 < x0 < x1. This extension could be done since Γb
becomes z = −γx near O(0, 0). According to Thm 4.7, we know that w could be
extended into Ω and also be controlled by the boundary
‖w‖K+2,2 ≤ C(|η|
HK+
3
2
)|w|
HK+
3
2 (Γt)
. (6.3)
Here we only use w ∈ HK+
3
2 (Γt) in stead of H
K+2(Γt), since we will see from the
computations below that HK+
3
2 (Γt) is enough already. The extension of ws on Ωs is
similar when it’s needed, and Ds is also tangent to
⋃
s
Γb. Besides, one can see from
Section 7 that only |η|
HK+
3
2
is needed instead of |η|HK+2 .
Moreover, although it seems that nt (and nb) should be extended as well, one needs
to notice that from the final expression of the shape derivative we only care about the
original normal vectors on the boundary Γt (and Γb) at s = 0. Therefore, we don’t
consider explicitly the extension for nt (and nb) here.
In order to find the shape derivative, we plan to expand DsG(ηs)fs|s=0 into several
terms including G(η)
(
Dsfs|s=0
)
, therefore the shape derivative for G(η)f is naturally
given by the commutator
DsG(ηs)fs|s=0 −G(η)
(
Dsfs|s=0
)
.
In fact, a direct computation shows that
DsG(ηs)fs|s=0 =Ds∇ntsus
∣∣
Γts,s=0
= [Ds, ∇nts ]us +∇ntsDsus
∣∣
Γts,s=0
=(Dsnts)|s=0 · ∇u−∇ntw · ∇u+∇nt(Dsus)|s=0
∣∣
Γt
,
(6.4)
where one needs to deal with two terms Dsnts|s=0 and ∇nt(Dsus)|s=0.
Firstly, remembering that nts is the unit outward normal vector on Γts, a simple
computation from [39] tells us that
Dsnts|s=0 = −
(
(∇w)tnt
)T
(6.5)
where T means to take the tangential part on Γt.
Secondly, we consider the elliptic system for Dsus on Ωs (since Ω also changes for
time s). According to system (6.1) for u, us satisfies the following system{
∆us = 0, in Ωs
us|Γts = fs, ∂nbus|Γb = 0.
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So one can see that ∆Dsus satisfies
∆Dsus = Ds∆us + [∆, Ds]us = 2∇ws · ∇
2us +∆ws · ∇us
on Ωs, where one uses the notation ∇ws ·∇
2u =
∑
i,j=1,2
∂iwsj∂i∂ju with ∂1 = ∂x, ∂2 =
∂z. Besides, referring to boundary conditions of Dsus, one finds that Dsus|Γts = Dsfs
and
∂nbDsus|Γb =[∇nb , Ds]us +Ds∇nbus|Γb = us∇nbws −Dsnb · ∇us|Γb
=us∇nbws +∇∇usTws · nb|Γb ,
where we used the boundary condition∇nbus|Γb = 0 and the factDsnb = −
(
(∇ws)
tnb
)T
,
which is similar as Dsnts.
Consequently, we find that Dsus|s=0 satisfies the elliptic system{
∆(Dsus)|s=0 = 2∇w · ∇
2u+∆w · ∇u, on Ω,
(Dsus)|s=0
∣∣
Γt
= Dsfs|s=0, ∂nb(Dsus)|s=0
∣∣
Γb
= u∇nbw +∇(∇u)Tw · nb|Γb .
In order to retrieve G(η)
(
Dsfs|s=0
)
from (6.4), we decompose Dsus|s=0 into two parts
as follows
Dsus|s=0 = u1 + u2
with u1 satisfing {
∆u1 = 0, on Ω,
u1|Γt = Dsfs|s=0, ∂nbu1|Γb = 0
(6.6)
and u2 satisfing{
∆u2 = 2∇w · ∇
2u+∆w · ∇u, on Ω,
u2|Γt = 0, ∂nbu2|Γb = u∇nbw +∇(∇u)Tw · nb|Γb .
(6.7)
As a result, we find
∇nt(Dsus)|s=0
∣∣
Γt
= ∇ntu1 +∇ntu2|Γt = G(η)
(
Dsfs|s=0
)
+∇ntu2|Γt . (6.8)
Plugging (6.5), (6.8) into (6.4), we finally arrive at the expression
DsG(ηs)fs|s=0 = G(η)
(
Dsfs|s=0
)
+
(
∇ntu2 −∇ntw · ∇u−∇(∇u)Tw · nt
)∣∣
Γt
,
from which we conclude that the shape derivative of G(η)f is
DsG(ηs)fs|s=0 −G(η)
(
Dsfs|s=0
)
= ∇ntu2 −∇ntw · ∇u−∇(∇u)Tw · nt
∣∣
Γt
. (6.9)
Based on the expression above, We are ready to have some estimates for the shape
derivative concerning singularities near the corner.
To begin with, recalling that in the beginning of Section 6, we have the decompo-
sition for u satisfying system (6.1) with f ∈ HK+
3
2 (Γt):
u = urK + usK ,
where urK ∈ H
K+2(Ω) and usK ∈ H
2(Ω) are the regular and singular part respec-
tively. Moreover, the estimate holds
‖urK‖K+2,2 + ‖usK‖2,2 ≤ C
(
|η|HK+2
)
|f |
HK+
3
2
. (6.10)
Based on the decomposition of u, we also need to consider about the decomposition
of u2. In fact, recalling system (6.7) for u2, let
u2 = u˜2rK + u˜2sK ,
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where u˜2rK satisfies {
∆u˜2rK = h1, on Ω,
u˜2rK |Γt = 0, ∂nb u˜2rK |Γb = g1
(6.11)
with
h1 = 2∇w · ∇
2urK +∆w · ∇urK , g1 = urK ∇nbw +∇(∇urK)Tw · nb|Γb ,
and the remainder u˜2sK satisfies{
∆u˜2sK = h2, on Ω,
u˜2sK |Γt = 0, ∂nb u˜2sK |Γb = g2
(6.12)
with
h2 = 2∇w · ∇
2usK +∆w · ∇usK , g2 = usK ∇nbw +∇(∇usK)Tw · nb|Γb .
Since we have w ∈ HK+
3
2 (Γt), we could tell directly that
h1 ∈ H
K(Ω), g1 ∈ H
K+ 1
2 (Γb), h2 ∈ L
2(Ω), g2 ∈ H
1
2 (Γb),
and the estimates follows
‖h1‖K,2, |g1|
HK+
1
2
≤ C‖urK‖K+2,2‖w‖K+2,2,
‖h2‖2, |g2|
H
1
2
≤ C‖usK‖2,2‖w‖K+2,2
(6.13)
with the constant C depending on Γb.
Applying Prop 5.19 on both u˜2rK and u˜2sK , one gets for u˜2rK that there also
exists a decomposition
u˜2rK = vrK + vsK
such that vrK ∈ H
K+2(Ω), vsK ∈ H
2(Ω) satisfy
‖vrK‖K+2,2 + ‖vsK‖2,2 ≤ C
(
|η|HK+2
)(
‖h1‖K,2 + |g1|
HK+
1
2
)
.
Besides, one can also see that u˜2sK ∈ H
2(Ω) while noticing that there is no more
singularity here, and the estimate follows:
‖u˜2sK‖2,2 ≤ C
(
|η|H2
)(
‖h2‖2 + |g2|
H
1
2
)
.
Combining these two estimates above together with (6.3), (6.10) and (6.13), we arrive
at the decomposition and the estimate for u2 as
u2 = u2rK + u2sK ,
where u2rK = vrK ∈ H
K+2(Ω), u2sK = u˜2sK + vsK ∈ H
2(Ω) and satisfy the following
estimate
‖u2rK‖K+2,2 + ‖u2sK‖2,2 ≤ C
(
|η|HK+2
)
|f |
Hk+
3
2
|w|
HK+
3
2
(6.14)
Consequently, going back to the shape derivative (6.9) and applying the decompo-
sitions for u and u2, some more direct computations and Rmk 4.8 lead to our Thm
1.2 in the beginning of our paper.
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6.2.2. A special case. We prove Thm 1.3 in this section. Here we consider the domain
Ω with a straight bottom z = −γx and assume that η¯ = η+ γx is invertible globally,
which means that the local transformation TS becomes a global one.
Under this assumption, we show that the shape derivative is in a similar form as in
[19]. The result can be taken as a special and ‘local’ expression for the shape derivative
near the corner, and the computations in this part are only formal computations, since
we don’t have any existence theorem as Lemma 5.1 for this infinite-depth case.
The plan of this section is as follows: Firstly, similar as [19], we straighten the
domain Ω into S and derive the corresponding shape derivative on S. Notice that
in this section, the function f on the upper surface Γt is defined as f = f(x) with
x ∈ R+, which changes as we change the domain Ω into S. Secondly, we go back to
find the shape derivative on Ω, which is a little different from the one on S.
Through out this part, we denote by (x¯, z¯) the point in Ω, while we use (x, z) for
the point in S.
To begin with, we define as before that
v = u ◦ TS on S = {(x, z)|0 ≤ z ≤ kx}
and focus on the new system equivalent with system (6.1):{
∇ · PS∇v = 0 on S
v|Γt = fs , f ◦ TS , ∂
PS
nb
v|Γb = 0
(6.15)
where recall from Section 5.1 that
PS =
(
(1 + γd)2 + d2 γ + (1 + γ2)d
γ + (1 + γ2)d 1 + γ2
)
,
(
p1 p2
p2 p4
)
,
with
d = d(z) =
1
k
−
1
γ + η′(η¯−1(z))
, η¯(x¯) = γx¯+ η(x¯)
with some constant k. In fact, one can fix the constant k here as, for example
k = γ + η′(0) or simply k = 1.
We choose to use the scaled D-N operator here. A direct computation shows that
the corresponding scaled D-N operator for system (6.15) is
G(η)fs =
√
1 + k2∂PSnt v|Γt
=
( k
γ + η′
√
1 + |η′|2∂ntu|Γt
)
◦ TS =
( k
γ + η′
G(η)f
)
◦ TS
(6.16)
as long as one notices that the relationship between (x, z) ∈ S and (x¯, z¯) ∈ Ω on the
upper boundaries as follows:
x¯ = η¯−1(kx).
In the following text, we denote by dηg the Fre´chet derivative at η for some function
g(η) as
dηg · h =
d
dǫ
g(η + ǫh)
∣∣
ǫ=0
,
where h would be in the same space as η. The Fre´chet derivative of v is denoted by
vη , dηv · h,
which solves{
∇ · PS∇vη = −∇ · dηPS · h∇v on S
vη|Γt = dηfs · h, ∂
PS
nb
vη|Γb = −(0, 1)
t · (dηPS · h∇x,zv)|Γb .
(6.17)
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where nb = −(0, 1)
t since Γb = {z = 0} for S.
Next, motivated by [19], we give an explicit function solving (6.17) except for the
Dirichlet condition at the surface.
Lemma 6.4. The function v1η = B∂xv solves{
∇ · PS∇v
1
η = −∇ · dηPS · h∇v on S
v1η|Γt = B∂xv|Γt , ∂
PS
nb
v1η |Γb = −(0, 1)
t · (dηPS · h∇x,zv)|Γb ,
(6.18)
with the quantity B = B(z) = −
∫ z
0 (dηd · h)(s)ds.
Proof. Here we notice that PS and B depend only on z. Combining the equation for
v from (6.15), a direct computation leads to
∇ · PS∇v
1
η = ∇ ·Q∇v,
where
Q =
(
2p2B
′ p4B′
p4B
′ 0
)
.
On the other hand, we have that
dηPS · h =
(
2(γ + (1 + γ2)d)dηd · h (1 + γ
2)dηd · h
(1 + γ2)dηd · h 0
)
.
It is straightforward to check that
∇ · PS∇v
1
η = −∇ · (dηPS · h∇v).
Next, we verify the boundary condition. Noticing that B|Γb = 0 and combining
the boundary condition from (6.15), we find that v1η satisfies the boundary condition
∂PSnb v
1
η|Γb = (p2∂x + p4∂z)v
1
η |Γb = p4B
′∂xv|z=0 = −p4(dηd · h)∂xv|Γb .
Meanwhile, one has
(0, 1)t · (dηPS · h∇vc)|Γb = p4(dηd · h)∂xvc|Γb ,
which implies that
∂PSnb v
1
η |Γb = −(0, 1)
t · (dηPS · h∇vc)|Γb .
In the end, the Dirichlet boundary condition on Γt is easy to verify by the definition
of v1η , therefore the proof is done. 
From the lemma above, we arrive at the system for vη − v
1
η :{
∇ · PS∇(vη − v
1
η) = 0 on S,
(vη − v
1
η)|Γt = dηfs · h−B∂xv|Γt , ∂
PS
nb
(vη − v
1
η)|Γb = 0.
For the moment, we are ready to consider the shape derivative for D-N operator.
We will firstly derive the shape derivative for G(η)fs, and then we go back to G(η)f
applying (6.16).
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In fact, from the definition of D-N operator, we can compute the shape derivative
with respect to η term by term while noticing that nt = (1 + k
2)−
1
2 (−k, 1)t here:
(1 + k2)−
1
2 dηG(η)fs · h =dη
(
∂PSnt v
)
· h
=∂
dηPS ·h
nt v + ∂
PS
nt vη
∣∣
Γt
=∂
dηPS ·h
nt v + ∂
PS
nt v
1
η + ∂
Pc
nt (vη − v
1
η)
∣∣
Γt
=
(
∂
dηPS ·h
nt v + ∂
PS
nt v
1
η
)∣∣
Γt
+ (1 + k2)−
1
2G(η)(dηfs · h−B∂xv|Γt)
,I + II,
(6.19)
where the last term is derived by the system of vη − v
1
η .
Due to the presence of the corner, the last term in the above equation should
have a singular decomposition, which can be done by decomposing vη − v
1
η properly.
Since our computations here are only formal ones, we omit the details for singular
decompositions.
For the moment, we plan to use B,Pc, v to compute the first two terms of the right
hand of (6.19). Remembering the expressions for dηPS · h and v
1
η , we can prove the
following lemma.
Lemma 6.5. One has
I = F1∂
2
τtv + F2∂τt∂ntv + F3∂τtv + F4∂ntv
∣∣
Γt
with coefficients Fi(i = 1, 2, 3, 4) defined by
F1 = (1 + k
2)−
1
2B(p2 + kp4), (6.20)
F2 = (1 + k
2)−
1
2B(kp2 − p4), (6.21)
F3 = −(1 + k
2)−1k
(
B(p2 + kp4)
)′
, (6.22)
F4 = −(1 + k
2)−1k
(
B(kp2 − p4)
)′
(6.23)
where the notation ′ means taking ∂z.
Proof. First of all, let’s recall from the previous lemma that the expression of dηPS ·h
is
dηPS · h = −
(
2p2B
′ p4B′
p4B
′ 0
)
,
which implies that
(1 + k2)
1
2∂
dηPS ·h
nt v
∣∣
Γt
= B′
(
(2kp2 − p4)∂xv + kp4∂zv
)∣∣
Γt
.
A direct computation shows that
(1 + k2)
1
2 ∂PSnt v
1
η
∣∣
Γt
=B(p2 − kp1)∂
2
xv +B(p4 − kp2)∂x∂zv
+B′(p4 − kp2)∂xv
∣∣
Γt
.
(6.24)
As a result we find
(1 + k2)
1
2 I = B(p2 − kp1)∂
2
xv +B(p4 − kp2)∂x∂zv +B
′kp2∂xv +B′kp4∂zv (6.25)
On the other hand, one could express ∂x, ∂z by ∂τt , ∂nt on S as
∂x = (1 + k
2)−
1
2 (−∂τt − k∂nt), ∂z = (1 + k
2)−
1
2 (−k∂τt + ∂nt) (6.26)
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where τt = (1+k
2)−
1
2 (−1,−k)t and nt = (1+k
2)−
1
2 (−k, 1)t. Consequently, rewriting
the elliptic equation of v in (6.15), we find that v satisfies
(p1 + 2kp2 + k
2p4)∂
2
τtv + 2
(
kp1 + (k
2 − 1)p2 − kp4
)
∂nt∂τtv
+ (k2p1 − 2kp2 + p4)∂
2
ntv − (1 + k
2)
1
2p′2(∂τt + k∂nt)v = 0
with k2p1 − 2kp2 + p4 > 0 to be verified later. Restricting the equation above on the
boundary, we have that
− (k2p1 − 2kp2 + p4)∂
2
ntv|Γt
= (p1 + 2kp2 + p4k
2)∂2τtv + 2
(
kp1 + (k
2 − 1)p2 − kp4
)
∂τt∂ntv
− (1 + k2)
1
2p′2(∂τt + k∂nt)v
∣∣
Γt
.
(6.27)
Going back to equation (6.25) and using (6.26) again to obtain that
(1 + k2)
3
2 I
= −Bk(k2p1 − 2kp2 + p4)∂
2
ntv −B
(
2k2p1 + k(k
2 − 3)p2 − (k
2 − 1)p4
)
∂τt∂ntv
−B
(
kp1 + (k
2 − 1)p2 − kp4
)
∂2τtv −B
′k(1 + k2)
1
2 (p2 + kp4)∂τtv
−B′k(1 + k2)
1
2 (kp2 − p4)∂ntv
∣∣
Γt
.
As a result, combining (6.27), some computations lead to the identity
(1 + k2)
3
2 I = a1∂
2
τtv + a2∂τt∂ntv + a3∂τtv + a4∂ntv
∣∣
Γt
,
where
a1 = (1 + k
2)B(p2 + kp4), a2 = (1 + k
2)B(kp2 − p4),
a3 = −k(1 + k
2)
1
2
(
B(p2 + kp4)
)′
, a4 = −k(1 + k
2)
1
2
(
B(kp2 − p4)
)′
.
As a result, we finally arrive at the conclusion of this lemma. 
We introduce the notation
Zs = ∂ntv|Γt .
Based on the lemma above and noticing that
∂τtv|Γt = −(1 + k
2)−
1
2 f ′s, ∂τt∂ntv|Γt = −(1 + k
2)−
1
2Z ′s, (6.28)
one could take a further step to rewrite I as
I =F1∂
2
τtv + F2∂τt∂ntv + F3∂τtv + F4∂ntv
∣∣
Γt: z=kx
=
(
(1 + k2)−1F1(k·)f ′′s − (1 + k
2)−
1
2F3(k·)f
′
s
)
+
(
− (1 + k2)−
1
2F2(k·)Z
′
s + F4(k·)Zs
)
=(1 + k2)−
3
2
(
B(k·)
(
p2(k·) + kp4
)
f ′s
)′
− (1 + k2)−1
(
B(k·)
(
kp2(k·)− p4
)
Zs
)′
.
Moreover, one can compute directly from G(η)fs = (1 + k
2)
1
2 ∂PSnt v|Γt that
Zs = (k
2p1− 2kp2+ p4)|
−1
Γt
(
(1+ k2)
1
2G(η)fs+(1+ k
2)−
1
2
(
kp1+(k
2− 1)p2− kp4
)
f ′s
)
.
(6.29)
On the other hand, remembering that
fs(x) = f ◦ TS(x) = f(x¯)
∣∣
x¯=η¯−1(kx)
,
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we have
dηfs · h(x) =
d
dǫ
f
(
η¯−1ǫ (kx)
)∣∣
ǫ=0
=
f ′h
η¯′
∣∣
x¯=η¯−1(kx)
with η¯ǫ(x¯) = γx¯+ η(x¯) + ǫh(x¯). Combining this together with (6.26) and (6.28), we
can rewrite the last term II of (6.19) as
II =(1 + k2)−
1
2G(η)
(f ′h
η¯′
(
η¯−1(k·)
)
+ (1 + k2)−
1
2
(
B∂τtv + kB∂ntv
)
|Γt
)
=(1 + k2)−
1
2G(η)
(f ′h
η¯′
(
η¯−1(k·)
))
− (1 + k2)−
3
2G(η)
(
B(k·)f ′s)
+ k(1 + k2)−1G(η)
(
B(k·)Zs
)
,
Finally, summing up all the computations above, we arrive at the shape derivative
of G(η)fs on S as follows
dηG(η)fs · h = (1 + k
2)
1
2 (I + II)
=G(η)
(f ′h
η¯′
(
η¯−1(k·)
))
− (1 + k2)−1G(η)
(
B(k·)f ′s)
+ k(1 + k2)−
1
2G(η)
(
B(k·)Zs
)
+ (1 + k2)−1
(
B(k·)
(
p2(k·) + kp4
)
f ′s
)′
− (1 + k2)−
1
2
(
B(k·)
(
kp2(k·)− p4
)
Zs
)′
.
(6.30)
Now it’s the time go back to find the shape derivative of G(η)f on Ω. Noticing the
relationship (6.16) between G(η)fs and G(η)f , we can have by a direct computation
that
dηG(η)f · h(x¯)
=
d
dǫ
(γ + η′(x¯) + ǫh′(x¯)
k
G(η + ǫh)fs,ǫ
∣∣
x= γx¯+η(x¯)+ǫh(x¯)
k
)∣∣
ǫ=0
=dηG(η)fs · h
∣∣
x= γx¯+η(x¯)
k
γ + η′(x¯)
k
+
d
dx
G(η)fs
∣∣
x= γx¯+η(x¯)
k
h′(x¯)
k
γ + η′(x¯)
k
+G(η)fs
∣∣
x=
γx¯+η(x¯)
k
h(x¯)
k
=dηG(η)fs · h
∣∣
x= γx¯+η(x¯)
k
γ + η′(x¯)
k
+
d
dx¯
(
G(η)fs
∣∣
x= γx¯+η(x¯)
k
h(x¯)
k
)
where fs,ǫ means to use η + ǫh instead of η in fs. Plugging (6.30) into the shape
derivative above, we find that
dηG(η)f · h(x¯)
=G(η)
(f ′h
η¯′
(
η¯−1(k·)
))∣∣
x=
γx¯+η(x¯)
k
γ + η′(x¯)
k
− (1 + k2)−1G(η)
((
B(k·)f ′s)− k(1 + k
2)
1
2
(
B(k·)Zs
))∣∣
x=
γx¯+η(x¯)
k
γ + η′(x¯)
k
+ (1 + k2)−1
d
dx¯
(
B(k·)
(
p2(k·) + kp4
)
f ′s − (1 + k
2)
1
2B(k·)
(
kp2(k·) − p4
)
Zs
∣∣
x= γx¯+η(x¯)
k
)
+
d
dx¯
(
G(η)fs
∣∣
x=
γx¯+η(x¯)
k
h(x¯)
k
)
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while recalling that η¯(x¯) = γx¯+ η(x¯). Since (6.16) can be rewritten as
G(η)f(x¯) = G(η)fs
∣∣
x= γx¯+η(x¯)
k
γ + η′(x¯)
k
,
in stead of fs, we could express the shape derivative in terms of f :
dηG(η)f · h(x¯)
=G(η)
( h
γ + η′
f ′
)
− (1 + k2)−1G(η)
( k
γ + η′
B¯f ′ − k(1 + k2)
1
2 B¯Z¯s
)
+ (1 + k2)−1
d
dx¯
( k
γ + η′
B¯(p¯2 + kp4)f
′ − (1 + k2)
1
2 B¯(kp¯2 − p4)Z¯s
+ (1 + k2)
h
γ + η′
G(η)f
)
,
where we denote
p¯1 = p1
(
η¯(x¯)
)
, p¯2 = p2
(
η¯(x¯)
)
,
B¯ = B
(
η¯(x¯)
)
= −
∫ η¯(x¯)
0
dηd · h(s)ds
Z¯s = Zs
(1
k
η¯(x¯)
)
.
On the other hand, the shape derivative dηG(η)f ·h shouldn’t depend on the parameter
k of course, which means we need to eliminate all the ‘k’ in the expression above. In
fact, direct computations lead to
p¯2 + kp4 = γ + (1 + γ
2)
(
k +
1
k
−
1
γ + η′
)
, kp¯2 − p4 = k
γη′ − 1
γ + η′
,
k2p¯1 − 2kp¯2 + p4 = k
2 1 + (η
′)2
(γ + η′)2
> 0, and
kp¯1 + (k
2 − 1)p2 − kp4 = k
1 + (η′)2
(γ + η′)2
+ (1 + k2)
γη′ − 1
γ + η′
.
As a result, one can find from (6.29) that
Z¯s =
1
k
(1 + k2)
1
2
γ + η′
1 + (η′)2
G(η)f +
1
k
(1 + k2)
1
2
γη′ − 1
1 + (η′)2
f ′ + (1 + k2)−
1
2
1
γ + η′
f ′.
Moreover, since
dηd · h(x¯) =
1(
γ + η′(η¯−1(x¯))
)2( η′′(η¯−1(x¯))γ + η′(η¯−1(x¯))h(η¯−1(x¯)) + h′(η¯−1(x¯))),
one can express B¯ as
B¯ =
h(x¯)
γ + η′(x¯)
− 2
∫ x¯
0
h′(t)
γ + η′(t)
dt (6.31)
while noticing that we take h(0) = 0 since η(0) = 0 in this paper.
Summing up the computations above, we finally arrive at the (formal) expression
of shape derivative dηG(η)f · h. Therefore we finish the proof for Thm 1.3.
Remark 6.6. Compared with the shape derivative in Thm 3.20 [19], one can tell that
at least formally the shape derivative in our paper has a similar form as the shape
derivative on a strip domain. This conclusion makes sense since we didn’t use any
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property concerning the corner, and the shape derivative only involves the variation
of the upper surface.
7. Regularizing Diffeomorphism
In the end of this paper, we consider about adjusting transformations TS and TR
to have a better regularity for η (half-order lower regularity indeed). That is, all over
our paper, when the norm |η|HK+2 is used, we show that it can always be replaced
by |η|
HK+
3
2
.
We start with working on TS first of all. We still denote by (x¯, z¯) a point in Ω,
while by (x, z) a corresponding point in S here. In fact, there are more than one way
to find a regularizing transformation.
For example, one uses Rmk 4.8 to define p(x, z) on S satisfying the following
Dirichlet boundary condition:
p(x, z)
∣∣
Γt: z=kx
= β(kx)η¯−1(kx)
where β is a cut-off function defined on [0,+∞) and vanish away from 0. Recall that
η(x¯) = γx¯+ η(x¯) and η¯−1(z) is the inverse function.
One can see from Rmk 4.8 that if βη¯−1 ∈ HK+
3
2 (R+), then p(x, z) ∈ HK+2(S)
with the estimate
‖p‖k+2,2 ≤ C
(
|η|
HK+
3
2
)
|βη¯−1|
HK+
3
2
≤ C
(
|η|
HK+
3
2
)
.
The estimate holds indeed since |βη¯−1|
HK+
3
2
can be controlled by |η|
HK+
3
2
.
As a result, we define the regularized transformation TS as
TS : (x, z) ∈ S ∩ UδS 7→ (x¯, z¯) ∈ Ω ∩ Uδ
with
x¯ = x+ p
(
ǫx+ (1− ǫ)
1
k
z, z
)
−
1
k
z, z¯ = z − γ
(
x+ p
(
ǫx+ (1− ǫ)
1
k
z, z
)
−
1
k
z
)
where ǫ is a small constant to be fixed. Since a direct computation shows that
∇TS =
(
∂xx¯ ∂z x¯
∂xz¯ ∂z z¯
)
=
(
1 + ǫ∂xp (1− ǫ)
1
k∂xp+ ∂zp−
1
k
−γ(1 + ǫ∂xp) 1− γ
(
(1− ǫ) 1k∂xp+ ∂zp−
1
k
))
and
Det(∇Ts) = 1 + ǫ ∂xp,
we know that this new transformation TS is invertible as long as the constant ǫ is
taken small enough such that
ǫ ≤
1
2‖∂xp‖∞
.
Besides, one can check that Γt, Γb in S correspond to Γt, Γb in Ω respectively.
Some more computations lead to the new matrix
PS = (∇T
−1
S ) ◦ TS =
1
1 + ǫ ∂xp
(
1 + γ
(
1
k − (1− ǫ)
1
k∂xp− ∂zp
)
γ(1 + ǫ ∂xp)
1
k − (1− ǫ)
1
k∂xp− ∂zp 1 + ǫ ∂xp
)
.
Therefore, for the elliptic system of u on Ω{
∆u = h on Ω
u|Γt = f, ∂nbu|Γb = g
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the corresponding elliptic system of v on S now becomes{
∇ · PS∇v = hS on S
v|Γt = f ◦ TS , ∂
PS
nb
v|Γb = (1 + γ
2)
1
2 g ◦ TS
with
PS = P
t
SDet(∇TS)PS , hS = Det(∇TS)h ◦ TS .
When we consider the transformation TR away from the corner, we can always extend
it to a mapping from the infinite flat strip {(x, z)| 0 ≤ z ≤ 1, x ∈ R} to an infinite strip
extended naturally by the part of Ω away from the corner. Therefore, the regularized
transformation can be the one in [19] and is omitted here.
Consequently, we could go through all the previous sections using these new trans-
formations. Compared to old ones, we find that in all related estimates, the norm
|η|HK+2 can be replaced by the norm ‖p‖K+2,2, which turns out to retrieve back the
norm |η|
HK+
3
2
.
8. Appendix
8.1. Appendix A: Some known results. To be self-content, we list some results
from [30, 31] (sometime slightly adjusted for our paper) here. We will use the notation
Γj as the j-th segment (counterclockwise) of the boundary for some polygonal domain
Ωp, and nj as the unit outward vector on Γj .
Theorem 8.1. (Thm 1.5.2.3[30])Let Ωp be a bounded open subset of R
2 whose bound-
ary Γ is a curvilinear polygon of class C1. Assume that u|Γj−1 = u|Γj+1 = 0 for
u ∈ H1(Ωp). Then the mapping u 7→ {fj}, where fj = u|Γj , is a linear continuous
mapping from H1(Ωp) onto the subspace of H
1
2 (Γb) defined by∫ δj
0
|fj(σ)|
2
σ
dσ <∞
where σ is the arc length parameter and δj > 0 is some small constant.
Theorem 8.2. (Rmk 1.4.4.7[30])If u belongs to H
1
2 (Ωl), then ∇u belongs to the dual
space
(
H˜
1
2 (Ωl)
)∗
of H˜
1
2 (Ωl), where Ωl is a bounded open subset of R
n with a Lipschitz
boundary.
Theorem 8.3. (Thm 1.5.3.10[30])Let Ωp be a bounded open set of R
2, whose boundary
is curvilinear polygon of class C1,1. Then the mapping
u 7→ ∂nju|Γj
which is defined on D(Ω¯p) has a unique continuous extension as an operator from
E(∆;L2(Ωp)) = {u ∈ H
1(Ωp)|∆u ∈ L
2(Ωp)} into
(
H˜
1
2 (Γj)
)∗
.
Theorem 8.4. (Thm 1.5.2[31])Let Ωp be a bounded polygonal open subset of R
2.
Then the mapping
u 7→ {u, ∂nju}|Γj
which is defined for u ∈ H2(Ωp) has a unique continuous extension as an operator
from D(∆, L2(Ωp)) = {u ∈ L
2(Ωp)|∆u ∈ L
2(Ωp)} into(
H˜
1
2 (Γj)
)∗
×
(
H˜
3
2 (Γj)
)∗
.
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8.2. Appendix B: The orthogonal space. In the beginning of this section, we
introduce some more notations for the boundary.
-We order Γt,Γb,Γδ counter-clockwisely as Γ1,Γ2,Γ3, while the three corner points
starting from (0, 0) named as S1, S2, S3 correspondingly.
-Sometimes we use Γ to denote the entire boundary Γ1 ∪ Γ2 ∪ Γ3.
-We denote by αj the angle of the corner Sj.
-We denote by xj(s) the point of Γj which, for |s| ≤ δ small enough, is at distance s
of Sj along Γ. Consequently xj(s) ∈ Γj when s < 0 and xj+1(s) ∈ Γj+1 when s > 0.
-In this part we say that two functions φj, φj+1 defined on Γj,Γj+1 respectively are
equivalent at Sj and write
φj ≡ φj+1 at Sj
if ∫ δ
0
∣∣φj(xj(−s))− φj+1(xj(s))∣∣ds/s <∞.
We quote a density result Theorem 1.2.8 from [31] here, which will be used later.
Lemma 8.5. Let Ωl be a Lipschitz open subset of R
n then D(Ωl) is dense in H˜
s(Ωl)
for all s ≥ 0.
Recalling that
V 2b =
{
u ∈ H2(S0)
∣∣ u|Γt = 0, ∂nbu+ b∂τbu|Γb = 0},
we give a dense result about V 2b first, which is a modification of Thm 1.6.2[31]
Lemma 8.6. The space V 4 = H4(S0) ∩ V
2
b is dense in V
2
b .
Proof. This proof is similar as Thm 1.6.2[31]. In fact, it’s enough to show that for
any linear functional L on V 2b satisfying L(H
4 ∩ V 2b ) = 0, then L = 0 on V
2
b . We
simply write V 2 for V 2b in this proof.
Since one has the decomposition
H2(S0) = H˙
2(S0)⊕ Z
2(Γ), with Z2(Γ) =
{
∂lnj |Γj
}
1≤j≤3,0≤l≤1(H
2)
we can decompose L acting on any v ∈ V 2b as follows
〈L, v〉 = 〈G, v − ρ(v|Γ)〉+ 〈g, v|Γ〉
where ρ is the right inverse of the trace operator, G ∈ (H˙2)∗ and g ∈ Z2(Γ)∗.
When L vanishes on H4 ∩ V 2, L also vanishes on D, so one finds 〈G, v〉 = 0 for
any v ∈ D, which implies that G = 0. Therefore, we have
〈L, v〉 = 〈g, v|Γ〉
which implies that L depends on the boundary only.
Now it remains to show that Z2(Γ) ∩ V 4 is dense in Z2(Γ) ∩ V 2. In order to do
this, we need descriptions about Z2(Γ) ∩ V 4 and Z2(Γ) ∩ V 2.
Indeed, Z2(Γ) ∩ V 2 is the image of V 2 by the mapping
u 7→ {u|Γj = gj , ∂nju|Γj = hj}1≤j≤3.
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Thanks to Thm 4.3 and Remark 4.4, Z2(Γ) ∩ V 2 is the subspace of
∏
j H
3
2 (Γj) ×
H
1
2 (Γj) satisfying the following conditions
gj = 0, j = 1, 3
hj + bg
′
j = 0, j = 2
gj(Sj) = gj+1(Sj), j = 1, 2, 3
(8.1)
and
g′j ≡ − cosαjg
′
j+1 + sinαjhj+1 at Sj,
hj ≡ − cosαjhj+1 − sinαjg
′
j+1 at Sj, j = 1, 2, 3.
Similarly, Z2(Γ) ∩ V 4 is the image of V 4 by the same mapping
u 7→ {u|Γj = gj , ∂nju|Γj = hj}1≤j≤3,
Applying again Thm 4.3 and Remark 4.4, one finds Z2(Γ) ∩ V 4 as the subspace of∏
j H
7
2 (Γj)×H
5
2 (Γj) satisfying (8.1) and the following conditions for j = 1, 2, 3:
g′j(Sj) = − cosαjg
′
j+1(Sj) + sinαjhj+1(Sj),
hj(Sj) = − cosαjhj+1(Sj)− sinαjg
′
j+1(Sj),
− cosαjg
′′
j (Sj)− sinαjh
′
j(Sj) = − cosαjg
′′
j+1(Sj) + sinαjh
′
j+1(Sj).
Now we check these conditions for each corner point to conclude the proof. Firstly,
for j = 3, we find α3 ∈ (0, π/2) and we have Dirichlet conditions on both sides of α3,
which implies that
g1 = g2 = 0.
Consequently, the conditions for Z2(Γ) ∩ V 2 read
h1 ≡ 0, h3 ≡ − cosα3h1 at S3,
which means h1, h3 ≡ 0 at S3. On the other hand, the conditions for Z
2(Γ) ∩ V 4
become
h1(S3) = 0, h3(S3) = − cosα3h1(S3) = 0 and − sinα3h
′
3(S3) = sinα3h
′
1(S3).
So the desired density near S3 follows from density of D(R
+) in H˜
1
2 (R+) from Lem
8.5.
Secondly, when j = 1, one has α1 = ω ∈ (0, π/2) and the boundary conditions are
mixed type:
g1 = 0, h2 = −bg
′
2, with b = tanΦ.
In this case the conditions for Z2(Γ) ∩ V 2 read g2(S1) = 0 and
0 ≡ −(cosα1 + b sinα1)g
′
2, h1 ≡ (b cosα1 − sinα1)g
′
2 at S1,
which implies that
g′2 ≡ 0, h1 ≡ 0 at S1.
On the other hand, the conditions for Z2(Γ) ∩ V 4 rewrite as g2(S1) = 0 and
g′2(S1) = 0, h1(S1) = 0, − sinα1h
′
1(S1) = −
1
cos(kω)
cos(kω + ω)g′′2 (S1),
therefore the density near S1 can be proved by the density of D(R
+) in H˜
1
2 (R+) and
H˜
3
2 (R+).
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For the last case j = 2, the argument is similar as in the second case. The proof is
finished as a result. 
Now we can give a description of the space Nb.
Lemma 8.7. When Φ−ω 6= lπ+ π2 for some l ∈ Z, a function w is in the orthogonal
space Nb of ∆(V
2
b ) in L
2(S0) iff w ∈ L
2(S0) and satisfies{
∆w = 0 on S0
w|Γt = 0, w|Γδ = 0, ∂nw − b∂τw|Γb = 0.
Proof. This proof is a modification of Thm 2.3.3[31]. In fact, it suffices to show that
when w satisfies the system above, w must be in Nb, which means that
∫
S0 w∆u = 0
for any u ∈ V 2b . The reverse statement is proved already in Lem 4.4.1.4[30].
Indeed it’s enough to consider u ∈ V 4 from Lem 8.6, and in this case we have
u ∈ C2(S¯0). First of all, since u|Γt = u|Γδ = 0, we know that u(Sj) = 0 for j = 1, 2, 3.
Moreover, taking the tangential derivative along Γt,Γδ , we find
∇τtu|Γt = ∇τδu|Γδ = 0,
where τδ is the unit tangential vector on Γδ. So we have ∇u(S3) = 0 directly. On the
other hand, remember that u satisfies
(∂nb + b∂τb)u|Γb = 0, with b = tanΦ,
so when Φ − ω 6= lπ + π2 , we find the direction µb = nb + bτt ∦ τt , which leads to
∇u(S1) = 0.
Similarly we also find that ∇u(S2) = 0, since the boundary Γδ can be changed
from the beginning if necessary (which means α2 can be changed to avoid the par-
allel case, recalling that when we consider the triangle S0, we always focus on some
function supported near S1). Combing with the fact that u ∈ C
2(S¯0), we arrive at
the conclusion
u|Γj ∈ H˜
3
2 (Γj), ∂nju|Γj ∈ H˜
1
2 (Γj) j = 1, 2, 3. (8.2)
Secondly, applying the Green Formula for w ∈ L2(S0) satisfying the system in this
lemma and u ∈ V 4 one has∫
S0
∆uw −
∫
S0
u∆w =
3∑
j=1
(∫
Γj
∂njuw −
∫
Γj
u∂njw
)
,
where the right side holds in the sense of (8.2) and
w|Γj ∈ (H˜
1
2 (Γj))
∗, ∂njw|Γj ∈ (H˜
3
2 (Γj))
∗.
Plugging the conditions of u, w into the equality above, one derives that∫
S0
∆uw =
∫
Γb
∂nuw −
∫
Γb
u∂nw =
∫
Γb
u(∂nw − b∂τw) = 0
where
∫
Γb
∂nuw = −b
∫
Γb
∂τuw = b
∫
Γb
u∂τw makes sense since ∂τu ∈ H˜
1
2 (Γb). In
this way the proof is done. 
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