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Introduction
The gathering of information from social media content is becoming increasingly popular.
Twitter, a microblog where posts are limited to 140 characters, is an excellent platform for gathering instant and interactive information. Many studies have focused on the role of Twitter in propagating information and spreading rumors (Miyabe et al. 2013; Yamamoto et al. 2012) . Other studies have differentiated tweets based on gender, number of retweets, and other latent attributes (Arakawa et al. 2014; Burger et al. 2011; Rao et al. 2010 ).
In the research community, it is also regarded as an important tool for information gathering and information propagation. Letierce et al. (2010) examined researchers' uses of Twitter such as type of content, how tweets are posted, and whether tweets reach out to other communities. Weller et al. (2011) examined citations and references in scientific tweets. These studies have clarified the importance of analyzing the use of Twitter by scientific communities; however, they focus on specific disciplines, such as computer science, for specific periods, such as during conferences, and on tweets posted in English. The use of Twitter by researchers in other disciplines and in everyday use has not been fully explored, especially in a Japanese context.
This study reports preliminary analyses of tweets by Japanese academic researchers. We first applied content analysis to tweets by academic researchers and investigated their uses. Next, we conducted text analysis on tweets; we applied a morphological analysis method and counted the number of morphemes as well as Twitter-specific features. We applied a random forests machine learning technique to classify randomly sampled tweets along with those by academic researchers, and to extract distinctive features that influence classification. In this manner, we investigated whether the tweets of the researchers contained the expected characteristics. This study provides basic findings on how researchers currently use Twitter, which may enable us to find more effective uses of it.
Data and Methods
We used the Twitter API and studied 11,900 randomly sampled tweets and 11,577 tweets posted by academic researchers from July 3, 2012, to August 19, 2012. We selected the academic researchers by using a query of university instructors and manually examining their profiles to confirm the validity of the search results. We used MeCab, a Japanese morphological analyzer, 1 for the morphological analysis.
First, in the content analysis, we classified and counted the number of users according to the following criteria: real name/anonymous, research field, 2 affiliation, and job title. Next, we classified and counted the number of tweets about research and education.
We then used random forests machine learning (Breiman 2001) to classify the randomly-sampled tweets and those by academic researchers to extract the distinctive 1 https://code.google.com/p/mecab. 2 We used the list of categories, areas, disciplines, and research fields for Grants-in-Aid for Scientific Research FY2011, accessed February 5, 2014, http://www.jsps.go.jp/j-grantsinaid/03_keikaku/data/h23/download/j/05.pdf.
features that influence classification. This method has the benefit of being able to operate validly even if the data has missing values. In addition, the method is known to be sufficiently robust to avoid overfitting. Previous research has demonstrated strong performance in classifying Japanese texts (Jin and Murakami 2007; Suzuki 2009; Suzuki et al. 2012 ).
We used the bag-of-words model (BOW), with number of characters, number of replies (@), number of retweets (RT and QT 3 ), number of hash tags (#), number of URLs, and relationship with respondents (whether the respondents were their followers and/or following) as the features. We evaluated the results of the classification experiments using precision, recall rates, and F1 values (Tokunaga 1999) . We also evaluated the importance of the variables according to the random forests technique, which has performed the best in previous studies of Japanese text classification and is effective for extracting important features for classification (Breiman 2001 ).
Results and Discussion

Content Analysis
User Profiles
We began by applying content analysis to tweets. Table 1 shows the number of followers and following for the academic researchers, and it indicates that they have more followers than accounts they are following. Table 2 shows the number of real-name and anonymous academic researchers; it indicates that most of these users use real-name accounts. Tables 3, 4, and 5 show the distribution of their research fields, affiliations, and ranks. Table 3 indicates that social sciences are the most common field, followed by the integrated disciplines. 4 Table 4 indicates that private universities are the most frequent affiliation, followed by national universities. Table 5 indicates that professor is the most frequent rank, followed by associate professor. These tendencies are roughly consistent with the actual distribution of these affiliations and ranks in Japan. Table 6 , showing tweet content, reveals that many academic researchers tweet about non-research or non-educational topics. 5 Qualitative examination of these tweets indicates that tweet content differs significantly among academic users. Thus, we should select specific types of users first to extract domain-specific knowledge from tweets. 
Tweet Content
Text Analysis
Experimental Results
We next conducted the random forests classification experiments. Table 7 shows the classification performance provided by the random forests method. We conducted four types of experiments, and the bag-of-words model with Twitter-specific features showed the best performance (96.22 F1 values). These results indicate the effectiveness of Twitter-specific features for classfication performance. Abbreviations and acronyms are shown in the Data and Methods section. Table 8 includes many Twitter-specific features such the relations of following and followed.
Feature Analysis
It also includes some stylistic features like "to iu" and "ni tsuite"-expressions used in Japanese to explain something-which frequently appear in academic researchers' tweets. The results showing that these features were given high-importance scores by random forests demonstrate that these features can enable us to distinguish researchers' tweets from randomly sampled tweets. We confirmed that these expressions were more frequently used in researchers' tweets than in the randomly sampled tweets; thus, we conclude that they can be regarded as characteristic expressions of researchers. 
Conclusion
This study reports results from a preliminary analysis of tweets by Japanese academic researchers. We applied content analysis and text analysis to a set of tweets by academic researchers. The results of the content analysis showed that most of the academic researchers in our sample use their real names on their profiles and that their positions and affiliations roughly follow the distribution of the actual population. It also showed that some academic researchers tweet about their individual activities, education, or research.
The results of the random forests classification experiments showed that we obtained greater than 95% precision, recall rates, and F1 values, and that among the models, the bag-of-words model with Twitter-specific features showed the best performance. The results also showed that the relationship with respondents and functional expressions such as "to iu" and "ni tsuite" are important features. These results indicate that tweets posted by academic researchers have characteristics that distinguish their tweets from those of others. This study provides basic findings on how researchers currently use Twitter, and enables us to understand what kinds of academic information we can get from Twitter. In the future, we will explore development of an automated knowledge extraction system for Twitter posts focusing on a specific domain. Furthermore, we would like to compare our results to tweets in other languages.
