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BOUNDED DOMAIN PROBLEM FOR THE MODIFIED1
BUCKLEY-LEVERETT EQUATION2
YING WANG AND CHIU-YEN KAO3
Abstract. The focus of the present study is the modified Buckley-Leverett
(MBL) equation describing two-phase flow in porous media. The MBL equa-
tion differs from the classical Buckley-Leverett (BL) equation by including a
balanced diffusive-dispersive combination. The dispersive term is a third order
mixed derivatives term, which models the dynamic effects in the pressure dif-
ference between the two phases. The classical BL equation gives a monotone
water saturation profile for any Riemann problem; on the contrast, when the
dispersive parameter is large enough, the MBL equation delivers non-monotone
water saturation profile for certain Riemann problems as suggested by the ex-
perimental observations. In this paper, we first show that the solution of the
finite interval [0, L] boundary value problem converges to that of the half-line
[0,+∞) boundary value problem for the MBL equation as L → +∞. This
result provides a justification for the use of the finite interval boundary value
problem in numerical studies for the half line problem. Furthermore, we extend
the classical central schemes for the hyperbolic conservation laws to solve the
MBL equation which is of pseudo-parabolic type. Numerical results confirm
the existence of non-monotone water saturation profiles consisting of constant
states separated by shocks.
1. Introduction4
The classical Buckley-Leverett (BL) equation [3] is a simple model for two-phase5
fluid flow in a porous medium. One application is secondary recovery by water-drive6
in oil reservoir simulation. In one space dimension the equation has the standard7
conservation form8
ut + (f(u))x = 0 in Q = {(x, t) : x > 0, t > 0}
u(x, 0) = 0 x ∈ (0,∞)(1.1)
u(0, t) = uB t ∈ [0,∞)
with the flux function f(u) being defined as9
f(u) =

0 u < 0,
u2
u2+M(1−u)2 0 ≤ u ≤ 1,
1 u > 1.
(1.2)
In this content, u : Q¯→ [0, 1] denotes the water saturation (e.g. u = 1 means pure10
water, and u = 0 means pure oil), uB is a constant which indicates water saturation11
at x = 0, and M > 0 is the water/oil viscosity ratio. The classical BL equation12
(1.1) is a prototype for conservation laws with convex-concave flux functions. The13
graph of f(u) and f ′(u) with M = 2 is given in Figure 1.1.14
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Figure 1.1. f(u) and f ′(u) with M = 2.
Due to the possibility of the existence of shocks in the solution of the hyperbolic
conservation laws (1.1), the weak solutions are sought. The function u ∈ L∞(Q) is
called a weak solution of the conservation laws (1.1) if∫
Q
{
u
∂φ
∂t
+ f(u)
∂φ
∂x
}
= 0 for all φ ∈ C∞0 (Q).
Notice that the weak solution is not unique. Among the weak solutions, the entropy15
solution is physically relevant and unique. The weak solution that satisfies Oleinik16
entropy condition [19]17
f(u)− f(ul)
u− ul ≥ s ≥
f(u)− f(ur)
u− ur for all u between ul and ur(1.3)
is the entropy solution, where ul, ur are the function values to the left and right18
of the shock respectively, and the shock speed s satisfies Rankine-Hugoniot jump19
condition [17, 10]20
(1.4) s =
f(ul)− f(ur)
ul − ur .
The classical BL equation (1.1) with flux function f(u) as given in (1.2) has been21
well studied (see [14] for an introduction). Let α be the solution of f ′(u) = f(u)u ,22
i.e.,23
(1.5) α =
√
M
M + 1
.
The entropy solution of the classical BL equation can be classified into two cate-24
gories:25
(1) If 0 < uB ≤ α, the entropy solution has a single shock at xt = f(uB)uB .26
(2) If α < uB < 1, the entropy solution contains a rarefaction between uB and27
α for f ′(uB) < xt < f
′(α) and a shock at xt =
f(α)
α .28
These two types of solutions are shown in Figure 1.2 for M = 2. In either case,29
the entropy solution of the classical BL equation (1.1) is a non-increasing function30
of x at any given time t > 0. However, the experiments of two-phase flow in31
porous medium reveal complex infiltration profiles, which may involve overshoot,32
i.e., profiles may not be monotone [7]. This suggests the need of modification to33
the classical BL equation (1.1).34
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Figure 1.2. The entropy solution of the classical BL equation
(M = 2, α =
√
2
3 ≈ 0.8165). (a) 0 < uB = 0.7 ≤ α, the solution
consists of one shock at xt =
f(uB)
uB
; (b) α < uB = 0.98 < 1, the
solution consists of a rarefaction between uB and α for f
′(uB) <
x
t < f
′(α) and a shock at xt =
f(α)
α .
To better describe the infiltration profiles, we go back to the origins of (1.1).35
Let Si be the saturation of water/oil (i = w, o) and assume that the medium is36
completely saturated, i.e. Sw + So = 1. The conservation of mass gives37
(1.6) φ
∂Si
∂t
+
∂qi
∂x
= 0
where φ is the porosity of the medium (relative volume occupied by the pores) and38
qi denotes the discharge of water/oil with qw + qo = q, which is assumed to be a39
constant in space due to the complete saturation assumption. Throughout of this40
work, we consider it constant in time as well. By Darcy’s law41
(1.7) qi = −kkri(Si)
µi
∂Pi
∂x
, i = w, o
where k denotes the absolute permeability, kri is the relative permeability and µi42
is the viscosity of water/oil. Instead of considering constant capillary pressure as43
adopted by the classical BL equation (1.1), Hassanizadeh and Gray [8, 9] have44
defined the dynamic capillary pressure as45
(1.8) Pc = Po − Pw = pc(Sw)− φτ ∂Sw
∂t
where pc(Sw) is the static capillary pressure and τ is a positive constant, and
∂Sw
∂t46
is the dynamic effects. Using Corey [6, 20] expressions with exponent 2, krw(Sw) =47
S2w, kro(So) = S
2
o , rescaling x
φ
q → x and combining (1.6)-(1.8), the single equation48
for the water saturation u = Sw is49
(1.9)
∂u
∂t
+
∂
∂x
[
u2
u2 +M(1− u)2
]
= − ∂
∂x
[
φ2
q2
k(1− u)2u2
µw(1− u)2 + µou2
∂
∂x
(
pc(u)
φ
− τ ∂u
∂t
)]
where M = µwµo [22]. Linearizing the right hand side of (1.9) and rescaling the50
equation as in [21, 20], the modified Buckley-Leverett equation (MBL) is derived51
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as52
(1.10)
∂u
∂t
+
∂f(u)
∂x
= 
∂2u
∂x2
+ 2τ
∂3u
∂x2∂t
where the water fractional flow function f(u) is given as in (1.2). Notice that, if Pc53
in (1.8) is taken to be constant, then (1.9) gives the classical BL equation; while54
if the dispersive parameter τ is taken to be zero, then (1.10) gives the viscous BL55
equation, which still displays monotone water saturation profile. Thus, in addi-56
tion to the classical second order viscous term uxx, the MBL equation (1.10) is57
an extension involving a third order mixed derivative term 2τuxxt. Van Dujin et58
al. [21] showed that the value τ is critical in determining the type of the solution59
profile. In particular, for certain Riemann problems, the solution profile of (1.10)60
is not monotone when τ is larger than the threshold value τ∗, where τ∗ was numer-61
ically determined to be 0.61 [21]. The non-monotonicity of the solution profile is62
consistent with the experimental observations [7].63
The classical BL equation (1.1) is hyperbolic, and the numerical schemes for64
hyperbolic equations have been well developed (e.g. [14, 15, 4, 5, 18, 12] ). The65
MBL equation (1.10), however, is pseudo-parabolic, we will illustrate how to extend66
the central schemes [18, 12, 13] to solve (1.10) numerically. Unlike the finite domain67
of dependence for the classical BL equation (1.1), the domain of dependence for68
the MBL equation (1.10) is infinite. This naturally raises the question for the69
choice of computational domain. To answer this question, we will first study the70
MBL equation equipped with two types of domains and corresponding boundary71
conditions. One is the half line boundary value problem72
ut + (f(u))x = uxx + 
2τuxxt in Q = {(x, t) : x > 0, t > 0}
u(x, 0) = u0(x) x ∈ [0,∞)
u(0, t) = gu(t), lim
x→∞u(x, t) = 0 t ∈ [0,∞)
u0(0) = gu(0) compatibility condition
(1.11)
and the other one is finite interval boundary value problem73
vt + (f(v))x = vxx + 
2τvxxt in Q˜ = {(x, t) : x ∈ (0, L), t > 0}
v(x, 0) = v0(x) x ∈ [0, L]
v(0, t) = gv(t), v(L, t) = h(t) t ∈ [0,∞)
v0(0) = gv(0), v0(L) = h(0) compatibility condition.
(1.12)
Considering74
(1.13)
u0(x) =
{
v0(x) for x ∈ [0, L]
0 for x ∈ [L,+∞) , gu(t) = gv(t) ≡ g(t), h(t) ≡ 0,
we will show the relation between the solutions of problems (1.11) and (1.12). To75
the best knowledge of the authors, there is no such study for MBL equation (1.10).76
Similar questions were answered for BBM equation [1, 2].77
The organization of this paper is as follows. Section 2 will bring forward the78
exact theory comparing the solutions of (1.11) and (1.12). The difference between79
the solutions of these two types of problems decays exponentially with respect to80
the length of the interval L for practically interesting initial profiles. This provides81
a theoretical justification for the choice of the computational domain. In section82
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3, high order central schemes will be developed for MBL equation in finite interval83
domain. We provide a detailed derivation on how to extend the central schemes84
[18, 12] for conservation laws to solve the MBL equation (1.10). The idea of adopting85
numerical schemes originally designed for hyperbolic equations to pseudo-parabolic86
equations is not restricted to central type schemes only ([23, 24]). The numerical87
results in section 4 show that the water saturation profile strongly depends on the88
dispersive parameter τ value as studied in [21]. For τ > τ∗, the MBL equation89
(1.10) gives non-monotone water saturation profiles for certain Riemann problems90
as suggested by experimental observations [7]. Section 5 gives the conclusion of the91
paper and the possible future directions.92
2. The half line problem versus the finite interval problem93
Let u(x, t) be the solution to the half line problem (1.11), and let v(x, t) be the94
solution to the finite interval problem (1.12). We consider the natural assumptions95
(1.13). The goal of this section is to develop an estimate of the difference between96
u and v on the spatial interval [0, L] at a given finite time t. The main result of97
this section is98
Theorem 2.1 (The main Theorem). If u0(x) satisfies99
(2.1) u0(x) =
{
Cu x ∈ [0, L0]
0 x > L0
where L0 < L and Cu, are positive constants, then
‖u(·, t)− v(·, t) ‖H1L,,τ ≤ D1;,τ (t)e
− λL

√
τ +D2;,τ (t)e
−λ(L−L0)

√
τ
for some 0 < λ < 1, D1;,τ (t) > 0 and D2;,τ (t) > 0, where
‖Y (·, t) ‖H1L,,τ :=
√∫ L
0
Y (x, t)2 + (
√
τYx(x, t))2 dx
100
Notice that the initial condition (2.1) we considered is the Riemann problem.101
Theorem 2.1 shows that the solution to the half line problem (1.11) can be approx-102
imated as accurately as one wants by the solution to the finite interval problem103
(1.12) in the sense that D1;,τ (t), D2;,τ (t),
λL

√
τ
and λ(L−L0)

√
τ
can be controlled.104
To prove theorem 2.1, we first derive the implicit solution formulae for the half105
line problem and the finite interval problem in section 2.1 and section 2.2 respec-106
tively. The implicit solution formulae are in integral form, which are derived by107
separating the x-derivative from the t-derivative, and formally solving a first order108
linear ODE in t and a second order non-homogeneous ODE in x. In section 2.3,109
we use Gronwall’s inequality multiple times to obtain the desired result in theorem110
2.1.111
2.1. Half line problem. In this section, we derive the implicit solution formula112
for the half line problem (1.11) (with gu(t) = g(t)). To solve (1.11), we first rewrite113
(1.11) by separating the x-derivative from the t-derivative,114
(2.2)
(
I − 2τ ∂
2
∂x2
)(
ut +
1
τ
u
)
=
1
τ
u− (f(u))x.
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By using integrating factor method, we formally integrate (2.2) over [0, t] to obtain115
116
(2.3)
(
I − 2τ ∂
2
∂x2
)(
u− e− tτ u0
)
=
∫ t
0
(
1
τ
u− (f(u))x
)
e−
t−s
τ ds.
Furthermore, we let117
(2.4) A = u− e− tτ u0,
then (2.3) can be written as118
(2.5) A′′ − 1
2τ
A =
∫ t
0
(
− 1
3τ2
u+
1
2τ
(f(u))x
)
e−
t−s
τ ds, where ′ =
∂
∂x
.
Notice that (2.5) is a second-order non-homogeneous ODE in x-variable along with119
the boundary conditions120
A(0, t) = u(0, t)− e− tτ u0(0) = g(t)− e− tτ g(0),
A(∞, t) = u(∞, t)− e− tτ u0(∞) = 0.
(2.6)
To solve (2.5), we first solve the corresponding linear homogeneous equation with121
the non-zero boundary conditions (2.6). We then find a particular solution for the122
non-homogeneous equation with zero boundary conditions by introducing a Green’s123
function G(x, ξ) and a kernel K(x, ξ) for the non-homogeneous terms u and (f(u))x124
respectively. Combining the solutions for the two non-homogeneous terms and the125
homogeneous part with boundary conditions, we get the solution for equation (2.5)126
satisfying the boundary conditions (2.6):127
A(x, t) = − 1
3τ2
∫ t
0
∫ +∞
0
G(x, ξ)u(ξ, s)e−
t−s
τ dξ ds
+
1
2τ
∫ t
0
∫ +∞
0
K(x, ξ)f(u)e−
t−s
τ dξ ds
+
(
g(t)− e− tτ g(0)
)
e
− x

√
τ
(2.7)
where the Green’s function G(x, ξ) and the kernel K(x, ξ) are128
G(x, ξ) =

√
τ
2
(
e
− x+ξ

√
τ − e− |x−ξ|√τ
)
,(2.8)
K(x, ξ) = −∂G(x, ξ)
∂ξ
=
1
2
(
e
− x+ξ

√
τ + sgn(x− ξ)e− |x−ξ|√τ
)
.(2.9)
To recover the solution for the half line problem (1.11), we refer to the definition of129
A in (2.4). Thus, the implicit solution formula for the half line problem (1.11) is130
u(x, t) = − 1
22τ
√
τ
∫ t
0
∫ +∞
0
(
e
− x+ξ

√
τ − e− |x−ξ|√τ
)
u(ξ, s)e−
t−s
τ dξ ds
+
1
22τ
∫ t
0
∫ +∞
0
(
e
− x+ξ

√
τ + sgn(x− ξ)e− |x−ξ|√τ
)
f(u)e−
t−s
τ dξ ds
+
(
g(t)− e− tτ g(0)
)
e
− x

√
τ + e−
t
τ u0(x).
(2.10)
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2.2. Finite interval problem. The implicit solution for the finite interval problem131
(1.12) (with gv(t) = g(t)) can be solved in a similar way. The only difference is that132
the additional boundary condition h(t) at x = L in (1.12) gives different boundary133
conditions for the non-homogeneous ODE in x-variable. Denote134
(2.11) AL = v − e− tτ v0,
then it satisfies135
(2.12) (AL)′′ − 1
2τ
AL =
∫ t
0
(
− 1
3τ2
v +
1
2τ
(f(v))x
)
e−
t−s
τ ds where ′ =
∂
∂x
with the boundary conditions
AL(0, t) = v(0, t)− e− tτ v0(0) = g(t)− e− tτ g(0),
AL(L, t) = v(L, t)− e− tτ v0(L) = h(t)− e− tτ h(0).
These boundary conditions affect both the homogeneous solution and the par-136
ticular solution of (2.12) as follows137
AL(x, t) = − 1
3τ2
∫ t
0
∫ L
0
GL(x, ξ)v(ξ, s)e−
t−s
τ dξ ds
+
1
2τ
∫ t
0
∫ L
0
KL(x, ξ)f(v)e−
t−s
τ dξ ds
+ c1(t)φ1(x) + c2(t)φ2(x)
(2.13)
where the Green’s function GL(x, ξ), the kernel KL(x, ξ) and the bases for the138
homogeneous solutions are139
(2.14) GL(x, ξ) =

√
τ
2(e
2L

√
τ − 1)
(
e
x+ξ

√
τ + e
2L−(x+ξ)

√
τ − e |x−ξ|√τ − e 2L−|x−ξ|√τ
)
,
140
KL(x, ξ) = − 1
2(e
2L

√
τ − 1)
(
e
x+ξ

√
τ − e 2L−(x+ξ)√τ
+sgn(x− ξ)e |x−ξ|√τ − sgn(x− ξ)e 2L−|x−ξ|√τ
)
,
(2.15)
c1(t) = g(t)− e− tτ g(0), c2(t) = h(t)− e− tτ h(0),(2.16)
φ1(x) =
e
L−x

√
τ − e−L+x√τ
e
L

√
τ − e− L√τ
, and φ2(x) =
e
x

√
τ − e− x√τ
e
L

√
τ − e− L√τ
.(2.17)
Thus, the implicit solution formula for the finite interval problem (1.12) is141
v(x, t) =− 1
22τ
√
τ(e
2L

√
τ − 1)
∫ t
0
∫ L
0
(
e
x+ξ

√
τ + e
2L−(x+ξ)

√
τ − e |x−ξ|√τ
−e 2L−|x−ξ|√τ
)
v(ξ, s)e−
t−s
τ dξ ds
− 1
22τ(e
2L

√
τ − 1)
∫ t
0
∫ L
0
(
e
x+ξ

√
τ − e 2L−(x+ξ)√τ + sgn(x− ξ)e |x−ξ|√τ
−sgn(x− ξ)e 2L−|x−ξ|√τ
)
f(v)e−
t−s
τ dξ ds
+ c1(t)φ1(x) + c2(t)φ2(x) + e
− tτ v0(x).
(2.18)
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2.3. Comparisons. In this section, we will prove that the solution u(x, t) to the142
half line problem can be approximated as accurately as one wants by the solution143
v(x, t) to the finite interval problem as stated in Theorem 2.1.144
Due to the difference in the integration domains, we do not use (2.10) and (2.18)145
directly for the comparison. Instead, we decompose u(x, t) (v(x, t) respectively)146
into two parts: U(x, t) and uL(x, t) (V (x, t) and vL(x, t) respectively), such that147
U(x, t) (V (x, t) respectively) enjoys zero initial condition and boundary conditions148
at x = 0 and x = L. We estimate the difference between u(·, t) and v(·, t) by149
estimating the differences between uL(·, t) and vL(·, t), U(·, t) and V (·, t), then150
applying the triangle inequality.151
152
2.3.1. Definitions and lemmas. To assist the proof of Theorem 2.1 in section 2.3.3,
we introduce some new notations in this section. We first decompose u(x, t) as sum
of two terms U(x, t) and uL(x, t), such that
u(x, t) = U(x, t) + uL(x, t) x ∈ [0,+∞)
where153
(2.19) uL = e
− tτ u0(x) + c1(t)e
− x

√
τ +
(
u(L, t)− c1(t)e−
L

√
τ − e− tτ u0(L)
)
φ2(x)
and c1(t) and φ2(x) are given in (2.16) and (2.17) respectively. With this definition,154
uL takes care of the initial condition u0(x) and boundary conditions g(t) at x = 0155
and x = L for u(x, t). Then U satisfies an equation slightly different from the156
equation u satisfies in (1.11):157
Ut − Uxx − 2τUxxt =
(
ut − uxx − 2τuxxt
)− ((uL)t − (uL)xx − 2τ(uL)xxt)
= − (f(u))x +
1
τ
uL(x, t)
(2.20)
In addition, U(x, t) has zero initial condition and boundary conditions at x = 0158
and x = L, i.e.,159
U(x, 0) = 0, U(0, t) = 0, U(L, t) = 0.(2.21)
Similarly, for v(x, t), let
v(x, t) = V (x, t) + vL(x, t) x ∈ [0, L]
where160
(2.22) vL = e
− tτ v0(x) + c1(t)φ1(x) + c2(t)φ2(x)
and c1(t), c2(t) and φ1(x), φ2(x) are given in (2.16) and (2.17) respectively. With161
this definition, vL takes care of the initial condition v0(x) and boundary conditions162
g(t) and h(t) at x = 0 and x = L for v(x, t). Then V satisfies an equation slightly163
different from the equation v satisfies in (1.12):164
Vt − Vxx − 2τVxxt = − (f(v))x +
1
τ
vL(x, t)(2.23)
with165
V (x, 0) = 0, V (0, t) = 0, V (L, t) = 0.(2.24)
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Since, in the end, we want to study the difference between U(x, t) and V (x, t), we
define
W (x, t) = V (x, t)− U(x, t) for x ∈ [0, L].
Because of (2.20) and (2.23), we have166
(2.25) Wt − Wxx − 2τWxxt = − (f(v)− f(u))x +
1
τ
(vL − uL).
In lieu of (2.21) and (2.24), W (x, t) also has zero initial condition and boundary167
conditions at x = 0 and x = L, i.e.,168
W (x, 0) = 0, W (0, t) = 0, W (L, t) = 0.(2.26)
Now, to estimate ‖u− v ‖, we can estimate ‖W ‖ = ‖V − U ‖ and estimate169
‖uL − vL ‖ separately. These estimates are done in section 2.3.3.170
Next, we state the lemmas needed in the proof of Theorem 2.1. The proof of the171
lemmas can be found in the appendix A and [22]. In all the lemmas, we assume172
0 < λ < 1 and u0(x) satisfies173
u0(x) =
{
Cu x ∈ [0, L0]
0 x > L0
(2.27)
where L0 < L and Cu are positive constants. Notice that the constraint λ ∈ (0, 1)174
is crucial in Lemmas 2.3, 2.4.175
Lemma 2.2. f(u) = u
2
u2+M(1−u)2 ≤ Du where D = f(α)α and α =
√
M
M+1 .176
Lemma 2.3. (i)
∫ +∞
0
∣∣∣e− x+ξ√τ − e− |x−ξ|√τ ∣∣∣ eλx−λξ√τ dξ ≤ 2√τ1−λ2 .177
(ii)
∫ +∞
0
∣∣∣e− x+ξ√τ − e− |x−ξ|√τ ∣∣∣ eλx−ξ√τ dξ ≤ √τe(1−λ) .178
(iii)
∫ +∞
0
∣∣∣e− x+ξ√τ − e− |x−ξ|√τ ∣∣∣ e λx√τ |u0(ξ)| dξ ≤ 2Cu√τeλL0√τ .179
Lemma 2.4. (i)
∫ +∞
0
∣∣∣e− x+ξ√τ + sgn(x− ξ)e− |x−ξ|√τ ∣∣∣ eλx−λξ√τ dξ ≤ 2√τ1−λ2 .180
(ii)
∫ +∞
0
∣∣∣e− x+ξ√τ + sgn(x− ξ)e− |x−ξ|√τ ∣∣∣ eλx−ξ√τ dξ ≤ √τ + √τe(1−λ) .181
(iii)
∫ +∞
0
∣∣∣e− x+ξ√τ + sgn(x− ξ)e− |x−ξ|√τ ∣∣∣ e λx√τ |u0(ξ)| dξ ≤ 2Cu√τeλL0√τ .182
Lemma 2.5. (i)
∣∣∣φ1(x)− e− x√τ ∣∣∣ = e− L√τ |φ2(x)| .183
(ii) |φ2(x)| ≤ 1 for x ∈ [0, L] .184
(iii) |φ′2(x)| ≤ 2√τ if  1 for x ∈ [0, L] .185
Last but not least, the norm that we will use in Theorem 2.1 and its proof is186
(2.28) ‖Y (·, t) ‖H1L,,τ :=
√∫ L
0
Y (x, t)2 + (
√
τYx(x, t))2 dx.
2.3.2. A proposition. In this section, we will give a critical estimate, which is es-187
sential in the calculation of maximum difference ‖uL(·, t)− vL(·, t) ‖∞ in section188
2.3.3. By comparing uL(x, t) and vL(x, t) given in (2.19) and (2.22) respectively,189
it is clear that the coefficient u(L, t)− c1(t)e−
L

√
τ − e− tτ u0(L) for φ2(x) appeared190
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in (2.19) needs to be compared with the corresponding coefficient c2(t) for φ2(x)191
appeared in (2.22). We thus define a space-dependent function192
(2.29) Uc2(x, t) = u(x, t)− c1(t)e−
x

√
τ − e− tτ u0(x)
and establish the following proposition193
Proposition 2.6.
(2.30) |Uc2(L, t)| ≤ aτ (t)e
bτ t
τ e
− λL

√
τ + cτ
t
τ
e
(bτ−1)t
τ e
−λ(L−L0)

√
τ
for some parameter-dependent constants aτ , bτ and cτ .194
Proof. Based on the implicit solution formula (2.10) derived in section 2.1, Lemma195
2.2 and the relationship between Uc2 and u given in (2.29), we can get an inequality196
in terms of Uc2197
|Uc2(x, t)| ≤
1
22τ
√
τ
[∫ t
0
∫ +∞
0
∣∣∣e− x+ξ√τ − e− |x−ξ|√τ ∣∣∣ |Uc2(ξ, s)| e− t−sτ dξ ds
+
∫ t
0
∫ +∞
0
∣∣∣e− x+ξ√τ − e− |x−ξ|√τ ∣∣∣ |c1(s)| e− ξ√τ e− t−sτ dξ ds
+
∫ t
0
∫ +∞
0
∣∣∣e− x+ξ√τ − e− |x−ξ|√τ ∣∣∣ |u0(ξ)| e− tτ dξ ds]
+
D
22τ
[∫ t
0
∫ +∞
0
∣∣∣e− x+ξ√τ + sgn(x− ξ)e− |x−ξ|√τ ∣∣∣ |Uc2(ξ, s)| e− t−sτ dξ ds
+
∫ t
0
∫ +∞
0
∣∣∣e− x+ξ√τ + sgn(x− ξ)e− |x−ξ|√τ ∣∣∣ |c1(s)| e− ξ√τ e− t−sτ dξ ds
+
∫ t
0
∫ +∞
0
∣∣∣e− x+ξ√τ + sgn(x− ξ)e− |x−ξ|√τ ∣∣∣ |u0(ξ)| e− tτ dξ ds] .
(2.31)
To show that Uc2(x, t) decays exponentially with respect to x, we pull out an198
exponential term by writing Uc2(x, t) = e
− λx

√
τ e−
t
τ U˜(x, t), where 0 < λ < 1, such199
that200
(2.32) U˜(x, t) = e
λx

√
τ e
t
τ Uc2(x, t),
then (2.31) can be rewritten in terms of U˜(x, t) as follows201 ∣∣∣U˜(x, t)∣∣∣ ≤ 1
22τ
√
τ
[∫ t
0
∫ +∞
0
∣∣∣e− x+ξ√τ − e− |x−ξ|√τ ∣∣∣ eλx−λξ√τ ∣∣∣U˜(ξ, s)∣∣∣ dξ ds
+
∫ t
0
∫ +∞
0
∣∣∣e− x+ξ√τ − e− |x−ξ|√τ ∣∣∣ |c1(s)| eλx−ξ√τ e sτ dξ ds
+
∫ t
0
∫ +∞
0
∣∣∣e− x+ξ√τ − e− |x−ξ|√τ ∣∣∣ e λx√τ |u0(ξ)| dξ ds]
+
D
22τ
[∫ t
0
∫ +∞
0
∣∣∣e− x+ξ√τ + sgn(x− ξ)e− |x−ξ|√τ ∣∣∣ eλx−λξ√τ ∣∣∣U˜(ξ, s)∣∣∣ dξ ds
+
∫ t
0
∫ +∞
0
∣∣∣e− x+ξ√τ + sgn(x− ξ)e− |x−ξ|√τ ∣∣∣ |c1(s)| eλx−ξ√τ e sτ dξ ds
+
∫ t
0
∫ +∞
0
∣∣∣e− x+ξ√τ + sgn(x− ξ)e− |x−ξ|√τ ∣∣∣ e λx√τ |u0(ξ)| dξ ds] .
(2.33)
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Because of Lemmas 2.3–2.4, we can get the following estimate for
∣∣∣U˜(·, t)∣∣∣
∞
based202
on (2.33) :203 ∣∣∣U˜(·, t)∣∣∣
∞
≤ 1
22τ
√
τ
[
2
√
τ
1− λ2
∫ t
0
|U˜(·, s)|∞ ds+ 
√
τ
e(1− λ)
∫ t
0
|c1(s)|e sτ ds
+2Cu
√
τe
λL0

√
τ
∫ t
0
1 ds
]
+
D
22τ
[
2
√
τ
1− λ2
∫ t
0
|U˜(·, s)|∞ ds+ 
√
τ
(
1 +
1
e(1− λ)
)∫ t
0
|c1(s)|e sτ ds
+2Cu
√
τe
λL0

√
τ
∫ t
0
1 ds
]
≤
∫ t
0
bτ
τ
|U˜(·, s)|∞ ds+
∫ t
0
a˜τ (s)
τ
ds
(2.34)
where
bτ =
1 +D
√
τ
1− λ2 , a˜τ (t) = aτe
t
τ + cτe
λL0

√
τ ,
aτ =
|c1(·)|∞(1 +D
√
τ(e(1− λ) + 1))
2e(1− λ) , cτ = Cu(1 +D
√
τ).
By Gronwall’s inequality, inequality (2.34) gives that∣∣∣U˜(·, t)∣∣∣
∞
≤
∫ t
0
a˜τ (t− s)
τ
e
bτ (t−s)
τ ds ≤
(
aτe
t
τ + cτ
t
τ
e
λL0

√
τ
)
e
bτ t
τ
Hence |Uc2(x, t)| ≤
∣∣∣U˜(·, t)∣∣∣
∞
e
−λx

√
τ e−
t
τ ≤
(
aτe
t
τ + cτ
t
τ e
λL0

√
τ
)
e
bτ t
τ e
−λx

√
τ e−
t
τ i.e.,204
Uc2(x, t) decays exponentially with respect to x. In particular, when x = L, we205
have206
(2.35) |Uc2(L, t)| ≤ aτe
bτ t
τ e
− λL

√
τ + cτ
t
τ
e
(bτ−1)t
τ e
−λ(L−L0)

√
τ
as given in (2.30). 207
2.3.3. Proof of Theorem 2.1. In this section, we will first find the maximum dif-208
ference of ‖uL(·, t)− vL(·, t) ‖∞, then we will derive ‖uL(·, t)− vL(·, t) ‖H1L,,τ and209
‖W (·, t) ‖H1L,,τ = ‖U(·, t)− V (·, t) ‖H1L,,τ . Combining these two, we will get an210
estimate for ‖u(·, t)− v(·, t) ‖H1L,,τ .211
Proposition 2.7. If u0(x) satisfies (2.27), then
‖uL − vL ‖∞ ≤ E1;,τ (t)e−
λL

√
τ + E2;,τ (t)e
−λ(L−L0)

√
τ
where E1;,τ (t) = |c1(·)|∞ + aτe bτ tτ and E2;,τ (t) = cτ tτ e
(bτ−1)t
τ .212
Proof. By the definition of uL and vL given in (2.19) and (2.22) and the assumption
that u0(x) = v0(x) for x ∈ [0, L], we can get their difference
uL(x, t)− vL(x, t) = c1(t)
(
e
− x

√
τ − φ1(x)
)
+
(
Uc2(L, t)− h(t) + e−
t
τ h(0)
)
φ2(x)
Combining Lemmas 2.5(i), 2.5(ii), inequality (2.35), and h(t) ≡ 0, we have213
(2.36) ‖uL(·, t)− vL(·, t) ‖∞ ≤ E1;,τ (t)e−
λL

√
τ + E2;,τ (t)e
−λ(L−L0)

√
τ
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where214
E1;,τ (t) = |c1(·)|∞ + aτe
bτ t
τ and E2;,τ (t) = cτ
t
τ
e
(bτ−1)t
τ .(2.37)
215
Proposition 2.8. If u0(x) satisfies (2.27), and E1;,τ (t), E2;,τ (t) are as in propo-
sition 2.7, then
‖uL(·, t)− vL(·, t) ‖H1L,,τ ≤
√
5L
(
E1;,τ (t)e
− λL

√
τ + E2;,τ (t)e
−λ(L−L0)

√
τ
)
.
216
Proof. Because of the definition of uL and vL given in (2.19) and (2.22), Lemma217
2.5(iii) and inequality (2.35), we have that218
‖ (uL(·, t)− vL(·, t))x ‖∞ ≤ |c1(t)| e−
L

√
τ |φ′2(x)|+ |Uc2(L, t)| |φ′2(x)|
≤ 2

√
τ
(
E1;,τ (t)e
− λL

√
τ + E2;,τ (t)e
−λ(L−L0)

√
τ
)
.
(2.38)
Now, combining (2.36) and (2.38), we obtain that219
‖uL(·, t)− vL(·, t) ‖H1L,,τ =
√∫ L
0
|uL − vL|2 +
∣∣√τ (uL − vL)x∣∣2 dx
≤
√
5L
(
E1;,τ (t)e
− λL

√
τ + E2;,τ (t)e
−λ(L−L0)

√
τ
)
.
(2.39)
220
Proposition 2.9. If u0(x) satisfies (2.27), then
‖W (·, t) ‖H1L,,τ ≤ γ1;,τ (t)e
− λL

√
τ + γ2;,τ (t)e
−λ(L−L0)

√
τ
where the coefficients are given by221
γ1;,τ (t) = e
(M+1)2t
2M
√
τ
(
(M + 1)2
√
τ
2M
+ 1
)√
L
(
t
τ
|c1(·)|∞ + aτ
bτ
(e
bτ t
τ − 1)
)
γ2;,τ (t) = e
(M+1)2t
2M
√
τ
(
(M + 1)2
√
τ
2M
+ 1
)√
Lcτ
·
(
t
τ(bτ − 1)e
(bτ−1)t
τ − 1
(bτ − 1)2 (e
(bτ−1)t
τ − 1)
)
.
(2.40)
222
Proof. Multiplying the governing equation of W (2.25) by 2W , integrating over223
[0, L], and using integration by parts, we get224
d
dt
∫ L
0
W 2 + (
√
τWx)
2 dx
= −
∫ L
0
2W 2x dx+
∫ L
0
2Wx (f(v)− f(u)) dx+ 2
τ
∫ L
0
W (vL − uL) dx.
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Therefore, using the norm we defined earlier in (2.28), and f ′(u) ≤ (M+1)22M := C,225
we have226
d
dt
‖W (·, t) ‖2H1L,,τ
≤ 2
∫ L
0
|Wx||f ′(η)||v − u| dx+ 2
√
L
τ
‖ vL − uL ‖∞ ‖W (·, t) ‖H1L,,τ
≤ 2C
∫ L
0
|Wx| (|W |+ ‖ vL − uL ‖∞) dx+
2
√
L
τ
‖ vL − uL ‖∞ ‖W (·, t) ‖H1L,,τ
≤ 2C

√
τ
(
‖W (·, t) ‖2H1L,,τ + ‖ vL − uL ‖∞
√
L ‖W (·, t) ‖H1L,,τ
)
+
2
√
L
τ
‖ vL − uL ‖∞ ‖W (·, t) ‖H1L,,τ
=
2C

√
τ
‖W (·, t) ‖2H1L,,τ +
(
2C

√
τ
+
2
τ
)√
L ‖ vL − uL ‖∞ ‖W (·, t) ‖H1L,,τ .
Hence,
d
dt
‖W (·, t) ‖H1L,,τ ≤
C

√
τ
‖W (·, t) ‖H1L,,τ +
(
C

√
τ
+
1
τ
)√
L ‖ vL − uL ‖∞ .
By Gronwall’s inequality and (2.36)227
‖W (·, t) ‖H1L,,τ
≤
∫ t
0
(
C

√
τ
+
1
τ
)√
L ‖ vL − uL ‖∞ e
C(t−s)

√
τ ds
≤ e Ct√τ
(
C

√
τ
+
1
τ
)√
L
∫ t
0
E1;,τ (s)e
− λL

√
τ + E2;,τ (s)e
−λ(L−L0)

√
τ ds
≤
(
e
Ct

√
τ
(
C

√
τ
+
1
τ
)√
L
∫ t
0
E1;,τ (s) ds
)
e
− λL

√
τ
+
(
e
Ct

√
τ
(
C

√
τ
+
1
τ
)√
L
∫ t
0
E2;,τ (s) ds
)
e
−λ(L−L0)

√
τ
≤ e Ct√τ
(
C

√
τ
+
1
τ
)√
L
(
t|c1(·)|∞ + aτ τ
bτ
(e
bτ t
τ − 1)
)
e
− λL

√
τ
+e
Ct

√
τ
(
C

√
τ
+
1
τ
)√
L
cτ
τ
(
τ
bτ − 1 te
(bτ−1)t
τ − ( τ
bτ − 1)
2(e
(bτ−1)t
τ − 1)
)
e
−λ(L−L0)

√
τ .
Hence
‖W (·, t) ‖H1L,,τ ≤ γ1;,τ (t)e
− λL

√
τ + γ2;,τ (t)e
−λ(L−L0)

√
τ
where γ1;,τ (t) and γ2;,τ (t) are given in (2.40). 228
Now we are in the position to prove the main theorem of this section.229
Theorem 2.10. If u0(x) satisfies230
u0(x) =
{
Cu x ∈ [0, L0]
0 x > L0
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where L0 < L and Cu, are positive constants, and E1;,τ (t), E2;,τ (t), γ1;,τ (t), γ2;,τ (t)231
are as in (2.37) and (2.40) , then232
(2.41) ‖u(·, t)− v(·, t) ‖H1L,,τ ≤ D1;,τ (t)e
− λL

√
τ +D2;,τ (t)e
−λ(L−L0)

√
τ
for some 0 < λ < 1, and
D1;,τ (t) = γ1;,τ (t) +
√
5LE1;,τ (t), D2;,τ (t) = γ2;,τ (t) +
√
5LE2;,τ (t).
Proof of the Main Theorem.
‖u(·, t)− v(·, t) ‖H1L,,τ ≤ ‖W (·, t) ‖H1L,,τ + ‖ vL(·, t)− uL(·, t) ‖H1L,,τ
= D1;,τ (t)e
− λL

√
τ +D2;,τ (t)e
−λ(L−L0)

√
τ
where
D1;,τ (t) =γ1;,τ (t) +
√
5LE1;,τ (t)
=e
(M+1)2t
2M
√
τ
(
(M + 1)2
√
τ
2M
+ 1
)√
L
(
t
τ
|c1(·)|∞ + aτ
bτ
(e
bτ t
τ − 1)
)
+
√
5L(|c(·)|∞ + aτe
bτ t
τ ),
D2;,τ (t) =γ2;,τ (t) +
√
5LE2;,τ (t)
=e
(M+1)2t
2M
√
τ
(
(M + 1)2
√
τ
2M
+ 1
)√
Lcτ ·
·
(
t
τ(bτ − 1)e
(bτ−1)t
τ − 1
(bτ − 1)2 (e
(bτ−1)t
τ − 1)
)
+
√
5Lcτ
t
τ
e
(bτ−1)t
τ .
233
This result gives that ‖u(·, t)− v(·, t) ‖H1L,,τ exponentially delays in L. This234
theorem shows that if λL

√
τ
and λ(L−L0)

√
τ
converge to infinity, then the solution235
v(x, t) of the finite interval problem converges to the solution u(x, t) of the half236
line problem in the sense of ‖ · ‖H1L,,τ . This can be achieved either by letting237
L → ∞ or  → 0. For example, in the extreme case,  = 0, the half line problem238
(1.11) becomes hyperbolic and the domain of dependence is finite, so, certainly, one239
only need to consider the finite interval problem. This is consistent with the main240
theorem in the sense that for a fixed final time t, if λL > bτ t and λ(L − L0) >241
(bτ−1)t, i.e., L > max( bτ tλ , (bτ−1)tλ ), then ‖u(·, t)− v(·, t) ‖H1L,,τ ≤ D1;,τ (t)e
− λL

√
τ +242
D2;,τ (t)e
−λ(L−L0)

√
τ → 0 as → 0. Theorem 2.10 gives a theoretical justification for243
using the solution of the finite interval problem to approximate the solution of the244
half line problem with appropriate choice of L and . Hence in the next chapter,245
the numerical scheme designed to solve the MBL equation (1.10) is given for finite246
interval problem.247
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3. Numerical schemes248
To numerically solve the MBL equation (1.10), We first collect all the terms with249
time derivative and rewrite MBL equation (1.10) as250
(3.1) (u− 2τuxx)t + (f(u))x = uxx.
By letting251
(3.2) w = u− 2τuxx ⇐⇒ u = (I − 2τ∂xx)−1w,
MBL equation (3.1) can be written as252
wt + (f(u))x = uxx.(3.3)
Now, the new form of MBL equation (3.3) can be viewed as a PDE in terms of w,253
and the occurrence of u can be recovered by (3.2). Equation (3.3) can be formally254
viewed as255
wt + (f((I − 2τ∂xx)−1w))x = ((I − 2τ∂xx)−1w)xx,(3.4)
which is a balance law in term of w. We adopt numerical schemes originally designed256
for hyperbolic equations to solve the MBL equation (3.1), which is of pseudo-257
parabolic type. The local discontinuous Galerkin method has been applied to solve258
equations involving mixed derivatives uxxt term [23, 24]. To the best knowledge of259
the authors, the central schemes have not been applied to solve equations of this260
kind. The main advantage of the central schemes is the simplicity. “the direction of261
the wind“ is not required to be identified, and hence the field-by-field decomposition262
can be avoided. In this chapter, we demonstrate how to apply the central schemes263
to solve the MBL equation (3.1).264
3.1. Second-order schemes. In this section, we show how to apply the classical265
second order central schemes [18] originally designed for hyperbolic conservation266
laws to numerically solve the MBL equation (1.10), which is of pseudo-parabolic267
type. To solve (3.3), we modify the central scheme given in [18]. As in [18], at each268
time level, we first reconstruct a piecewise linear approximation of the form269
Lj(x, t) = wj(t) + (x− xj)
w′j
∆x
, xj− 12 ≤ x ≤ xj+ 12 .(3.5)
Second-order accuracy is guaranteed if the so-called vector of numerical derivative270
w′j
∆x , which will be given later, satisfies271
w′j
∆x
=
∂w(xj , t)
∂x
+O(∆x).(3.6)
We denote the staggered piecewise-constant functions w¯j+ 12 (t) as272
w¯j+ 12 (t) =
1
∆x
∫ xj+1
xj
w(x, t) dx.(3.7)
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Evolve the piecewise linear interplant (3.5) by integrating (3.3) over [xj , xj+1] ×273
[t, t+ ∆t]274
w¯j+ 12 (t+ ∆t) =w¯j+
1
2
(t)
− 1
∆x
[∫ t+∆t
t
f(u(xj+1, s)) ds−
∫ t+∆t
t
f(u(xj , s)) ds
]
+

∆x
[∫ t+∆t
t
∫ xj+1
xj
∂2u(x, s)
∂x2
dx ds
]
.
(3.8)
We calculate each term on the right hand side of (3.8) below. For w¯j+ 12 (t), applying275
the definition of Lj(x, t) and Lj+1(x, t) given in (3.5) to (3.7), we have that276
w¯j+ 12 (t) =
1
∆x
∫ x
j+ 1
2
xj
Lj(x, t) dx+
1
∆x
∫ xj+1
x
j+ 1
2
Lj+1(x, t) dx
=
1
2
(wj(t) + wj+1(t)) +
1
8
(w′j − w′j+1).
(3.9)
The middle two integrands can be approximated by the midpoint rule277 ∫ t+∆t
t
f(u(xj , s)) ds = f(u(xj , t+
∆t
2
))∆t+O(∆t3)∫ t+∆t
t
f(u(xj+1, s)) ds = f(u(xj+1, t+
∆t
2
))∆t+O(∆t3)
(3.10)
if the CFL condition
λ · max
xj≤x≤xj+1
∣∣∣∣∂f(u(w(x, t)))∂w
∣∣∣∣ < 12 , where λ = ∆t∆x
is met. For MBL equation (3.3), we have that at t > 0,
u− 2τuxx = w, u(0) = w(0), u(L) = w(L).
Let v(x) = (L−x)w(0)+xw(L)L , then
u(x) = [Iw](x) = v(x) +
1
L
∫ L
0
[w(y)− v(y)]K(x, y) dy
where
K(x, y) =
∞∑
k=1
sin(kpixL ) sin(
kpiy
L )
1 + (kpiL )
22τ
.
Hence the eigenvalues for I are
λk =
1
1 + (kpiL )
22τ
≤ 1, k = 1, 2, 3 . . .
Therefore, the CFL condition is
∆t
∆x
· max
xj≤x≤xj+1
∣∣∣∣∂f(u(w(x, t)))∂w
∣∣∣∣ = ∆t∆x · maxxj≤x≤xj+1
k=1,2,3...
∣∣∣∣∂f(u(x, t))∂u
∣∣∣∣ ·λk ≤ ∆t∆x · 2.2 < 12
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In the numerical computations in chapter 4, we chose ∆t∆x = 0.1. In (3.10), to278
estimate u(·, t+ ∆t2 )’s, we use Taylor expansion and the conservation law (3.3):279
w(xj , t+
∆t
2
) = wj(t) +
∂w
∂t
∆t
2
+O(∆t2)
= wj(t) + (
∂2u
∂x2
− ∂f
∂x
)
∆t
2
+O(∆t2)
= wj(t) + (∆xD
2 uj − f ′j)
λ
2
,
(3.11)
where D is the discrete central difference operator
D2uj =
uj−1 − 2uj + uj+1
∆x2
,
and the second-order accuracy is met if280
f ′j
∆x
=
∂f(u(xj , t))
∂x
+O(∆x).(3.12)
The choices for {w′j} in (3.6) and {f ′j} in (3.12) can be found in [18], and we chose281
w′j = MM{∆wj+ 12 ,∆wj− 12 } , f
′
j = MM{∆fj+ 12 ,∆fj− 12 }(3.13)
where MM{x, y} = minmod(x, y) = 12 (sgn(x)+sgn(y)) ·Min(|x|, |y|) and ∆wj+ 12 =282
wj+1 − wj . Combining (3.8)-(3.10), we obtain283
w¯j+ 12 (t+ ∆t) =w¯j+
1
2
(t)
− λ[f(uj+1(t+ ∆t
2
)− f(uj(t+ ∆t
2
))]
+

∆x
[∫ t+∆t
t
∫ xj+1
xj
∂2u(x, s)
∂x2
dx ds
]
.
(3.14)
Next, we will re-write (3.14) in terms of u. (uxx)j+ 12 is approximated as
(uxx)j+ 12 =
1
∆x
∫ xj+1
xj
uxx dx =
1
∆x
(ux(xj+1, t)− ux(xj , t)),
and using the cell averages, it becomes284
(uxx)j+ 12 =
1
∆x
(
u¯j+3/2 − u¯j+1/2
∆x
− u¯j+1/2 − u¯j−1/2
∆x
)
=
u¯j+3/2 − 2u¯j+1/2 + u¯j−1/2
(∆x)2
= D2u¯j+ 12 .
(3.15)
Notice that the linear interpolation (similar to (3.5))
L˜j+ 12 (x, t+ ∆t) = uj+
1
2
(t+ ∆t) + (x− xj+ 12 )
u′
j+ 12
∆x
for xj ≤ x ≤ xj+1
and the cell average definition (similar to (3.7))
u¯j+ 12 (t+ ∆t) =
1
∆t
∫ xj+1
xj
u(x, t+ ∆t) dx
ensure that
u¯j+ 12 (t+ ∆t) = uj+
1
2
(t+ ∆t),
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and the convertion between u and w is done using the following relation285
(3.16) (I − 2τ D2)u = w.
Hence re-writting (3.14) in terms of u gives the staggered central scheme286
(I − 2τ D2)uj+ 12 (t+ ∆t) = (I − 
2τ D2)u¯j+ 12 (t)
− λ[f(uj+1(t+ ∆t
2
)− f(uj(t+ ∆t
2
))]
+

∆x
[∫ t+∆t
t
∫ xj+1
xj
∂2u(x, s)
∂x2
dx ds
]
.
(3.17)
We will focus on the last integral in (3.17). There are many ways to numerically287
calculate this integral. We will show two ways to do this in the following two288
subsections, both of them achieve second order accuracy.289
3.1.1. Trapezoid Scheme. In this scheme, we use the notion (3.7) and the trapezoid290
rule to calculate the integral numerically as follows:291 ∫ t+∆t
t
∫ xj+1
xj
∂2u(x, s)
∂x2
dx ds = ∆x
∫ t+∆t
t
(uxx)j+ 12 (s) ds
=
∆x∆t
2
(
(uxx)j+ 12 (t) + (uxx)j+
1
2
(t+ ∆t))
)(3.18)
with O(∆t3) error. Combining with (3.15) and (3.17), we can get the trapezoid292
scheme293 (
I − (2τ + ∆t
2
)D2
)
uj+ 12 (t+ ∆t) =
(
I − (2τ − ∆t
2
)D2
)
u¯j+ 12 (t)
−λ
[
f(uj+1(t+
∆t
2
))− f(uj(t+ ∆t
2
))
](3.19)
The flow chart of the trapezoid scheme is given in (3.20)294
(3.20) w¯j+ 12 (t)
(3.16) // u¯j+ 12 (t) (3.19)++XXXXX
XX
uj(t)
(3.16) // wj(t)
(3.9) 44hhhhhhh
(3.11)
**VVV
VV uj+ 12 (t+ ∆t)
wj(t+
∆t
2 )
(3.16) // uj(t+
∆t
2 )
(3.19)
33fffff
3.1.2. Midpoint Scheme. In this scheme, we use the notion (3.7) and the midpoint
rule to calculate the integral numerically as follows:∫ t+∆t
t
∫ xj+1
xj
∂2u(x, s)
∂x2
dx ds = ∆x
∫ t+∆t
t
(uxx)j+ 12 (s) ds
= ∆x∆t(uxx)j+ 12 (t+
∆t
2
)
Combining with (3.15) and (3.17), we can get the midpoint scheme295
(I − 2τ D2)uj+ 12 (t+ ∆t) =w¯j+ 12 (t)
− λ[f(uj+1(t+ ∆t
2
)− f(uj(t+ ∆t
2
))]
+ ∆tD2u¯j+ 12 (t+
∆t
2
)
(3.21)
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The flow chart of the midpoint scheme is given in (3.22)296
(3.22)
w¯j+ 12 (t)
(3.21)
++WWWW
WWWWW
WWWWW
WWWWW
WWWWW
WW
uj(t)
(3.16) // wj(t)
(3.9)
99rrrrrrrrrr
(3.11) %%LL
LLL
LLL
LL
w¯j+ 12 (t+
∆t
2 )
(3.16) // u¯j+ 12 (t+
∆t
2 ) (3.21)
// uj+ 12 (t+ ∆t)
wj(t+
∆t
2 )
(3.9)
OO
(3.16) // uj(t+
∆t
2 )
(3.21)
77oooooooooooo
3.2. A third order semi-discrete scheme. Similarly, we can extend the third297
order scheme to solve MBL equation (1.10), however, it is more involved. But298
the third order semi-discrete central scheme proposed in [12] can be extended to299
solve the MBL equation in a straightforward manner. In order to make the paper300
self-contained, we include the formulation below.301
dw¯j
dt
= −Hj+1/2(t)−Hj−1/2(t)
∆x
+ Qj(t)
where w¯(x, t) denotes the cell average of w302
w¯j(t) =
1
∆x
∫ xj+1/2
xj−1/2
w(x, t) dx,
Hj+1/2(t) is the numerical convection flux and Qj(t) is a high-order approximation303
to the diffusion term uxx.304
Hj+1/2(t) =
f(u+j+1/2(t)) + f(u
−
j+1/2(t))
2
− aj+1/2(t)
2
[
w+j+1/2(t)− w−j+1/2(t)
]
where u−j+1/2(t), u
+
j+1/2(t) denote the left and right intermediate values of u(x, t
n)
at xj+1/2, and their values are converted from the w
−
j+1/2(t), w
+
j+1/2(t) using (3.2).
The way to calculate w−j+1/2(t), w
+
j+1/2(t) and aj+1/2(t) is
w+j+1/2(t) = Aj+1 −
∆x
2
Bj+1 +
(∆x)2
8
Cj+1,
w−j+1/2(t) = Aj +
∆x
2
Bj +
(∆x)2
8
Cj ,
aj+1/2(t) = max
{
∂f
∂u
(u−j+1/2(t)),
∂f
∂u
(u+j+1/2(t))
}
,
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where
Aj = w¯
n
j −
wC
12
(w¯nj+1 − 2w¯nj + w¯nj−1),
Bj =
1
∆x
[
wR(w¯
n
j+1 − w¯nj ) + wC
w¯nj+1 − w¯nj−1
2
+ wL(w¯
n
j − w¯nj−1)
]
,
Cj = 2wC
w¯nj−1 − 2w¯nj + w¯nj+1
∆x2
,
wi =
αi∑
m αm
αi =
ci
(0 + ISi)p
, i,m ∈ {C,R,L}
cL = cR = 1/4, cC = 1/2, 0 = 10
−6, p = 2,
ISL = (w¯
n
j − w¯nj−1)2, ISR = (w¯nj+1 − w¯nj )2,
ISC =
13
3
(w¯nj+1 − 2w¯nj + w¯nj−1)2 +
1
4
(w¯nj+1 − w¯nj−1)2.
The diffusion uxx is approximated using the following fourth-order central differ-305
encing form306
Qj(t) =
−uj−2 + 16uj−1 − 30uj + 16uj+1 − uj+2
12∆x2
.(3.23)
The unique feature of this scheme is that the discretization is done in space first, and307
then the time evolution equation can be solved as a system of ordinary differential308
equations using any ODE solver of third order or higher. In this paper, we simply309
use the standard fourth order Runge-Kutta methods. Notice that to achieve the310
third order accuracy, the linear solver that converts u from w using (3.2) need also311
to be high order, and (3.23) is used to discretize uxx in our convertion.312
4. Computational results313
In this section, we show the numerical solutions to the MBL equation314
ut + (f(u))x = uxx + 
2τuxxt(4.1)
with the initial condition315
u0(x) =
{
uB if x = 0
0 if x > 0
(4.2)
and the Dirichlet boundary condition.316
Numerically, it is not practical to solve the half line problem (4.2), and one317
has to choose an appropriate computational domain. Theorem 2.10 in Chapter 2318
provides a theoretical bound for the difference between the solution to the half line319
problem and that to the finite interval problem. However, the estimate (2.41) in320
Theorem 2.10 includes time-dependent parameters D1;,τ (t) and D2;,τ (t), which321
cannot be obtained analyticaly. Therefore, we numerically demonstrate how the322
computational domain size affects the solution. We choose τ = 5, uB = α =
√
2
3323
and  = 0.001 as an example here. Figure 4.1 shows the snapshot of the solutions at324
t = 0.1, t = 0.5 and t = 1 for computational domain [0, L] with L = 0.25, L = 0.75325
and L = 1.25.326
In Figure 4.1(a), t = 0.1, the leading shock is located at f(u¯τ=5)u¯τ=5 × 0.1 = 1.02×327
0.1 = 0.102, and L = 0.25, L = 0.75, L = 1.25 all exceed the leading shock location.328
Hence all the three computational domains deliver visually indistinguishable results.329
Whereas, in Figure 4.1(b), t = 0.5, the leading shock is located at 1.02×0.5 = 0.51,330
BOUNDED DOMAIN PROBLEM FOR THE MODIFIED BUCKLEY-LEVERETT EQUATION21
(a) t = 0.1
0 0.1 0.2
0
0.2
0.4
0.6
0.8
1
(b) t = 0.5
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Figure 4.1. Numerical solutions of MBL (4.1) at (a) t = 0.1, (b)
t = 0.5, (c) t = 1 using the trapezoid scheme (3.20). ‘—’, ‘—’, ‘—
’ denote the numerical solutions corresponding to computational
domain [0, L] with L = 0.25, L = 0.75 and L = 1.25 respectively.
The parameter values are τ = 5, uB = α =
√
2
3 ,  = 0.001,
∆x = 10 , ∆t = 0.1∆x.
L = 0.25 is shorter than the computational domain needed to capture this shock,331
hence the numerical solution halts at x = 0.25. On the contrast, L = 0.75 and L =332
1.25 are both large enough to capture this shock front. Similarly, in Figure 4.1(c),333
t = 1, the leading shock is located at 1.02. L = 0.25 < 1.02 and L = 0.75 < 1.02334
both result in wrong solution profiles. More specifically, both solutions halt at the335
boundary of the insufficient computational domain. But L = 1.25 > 1.02 is large336
enough to capture the correct solution profile.337
In the rest of this chapter, all the computational domains [0, L] are therefore
chosen based on the principle:
L > leading shock speed× computational time.
In addition, numerical solutions for larger L’s, for example, L = 1.75, L = 2.5,338
L = 5, L = 10 are also sought. For all these larger L’s, the numerical solutions339
are all consistent with that corresponding to L = 1.25 up to t = 1. This confirms340
that it is not necessary to take L too much larger than leading shock speed ×341
computational time.342
To validate the order analysis given in chapter 3 for various schemes proposed,343
we first test the order of our schemes numerically with a smooth initial condition344
u0(x) = uBH(x− 5, 5),
where345
H(x, ξ) =

1 if x < −ξ
1− 12 (1 + xξ + 1pi sin(pixξ )) if −ξ ≤ x ≤ ξ
0 if x > ξ
.
The final time T = 1 was employed, so that there was no shock created.  in the346
MBL equation (4.1) is taken to be 1, M is taken to be 2, and the computational347
interval is [−10, 20]. The L1, L2, L∞ order tests of the trapezoid scheme and the348
third order semi-discrete scheme with different parameter τ value and the initial349
condition uB are given in Tables 4.1, 4.2. Table 4.1 shows that the trapezoid rule350
achieved second order accuracy for all the tested cases in L1, L2, L∞ sense. Table351
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N
wwwu∆x − u∆x
2
www
1
order
wwwu∆x − u∆x
2
www
2
order
wwwu∆x − u∆x
2
www
∞
order
60 7.5416e-03 - 2.5388e-03 - 1.5960e-03 -
uB = 0.9 120 1.9684e-03 1.9379 6.7288e-04 1.9157 4.4066e-04 1.8568
τ = 0.2 240 4.9891e-04 1.9802 1.7645e-04 1.9311 1.2529e-04 1.8144
480 1.2589e-04 1.9865 4.5366e-05 1.9596 3.3205e-05 1.9158
60 8.0141e-03 - 2.6069e-03 - 1.4989e-03 -
uB = 0.9 120 2.1502e-03 1.8981 7.0452e-04 1.8876 4.2221e-04 1.8279
τ = 1 240 5.5697e-04 1.9488 1.8259e-04 1.9480 1.1283e-04 1.9038
480 1.4104e-04 1.9815 4.6109e-05 1.9855 2.8719e-05 1.9740
60 1.3102e-02 - 4.1784e-03 - 2.2411e-03 -
uB = 0.9 120 3.6201e-03 1.8557 1.0994e-03 1.9263 6.1060e-04 1.8759
τ = 5 240 9.6737e-04 1.9039 2.8089e-04 1.9686 1.5667e-04 1.9625
480 2.5825e-04 1.9053 7.1250e-05 1.9790 3.9286e-05 1.9956
60 6.4427e-03 - 2.1578e-03 - 1.1682e-03 -
uB = α 120 1.6611e-03 1.9555 5.7775e-04 1.9011 3.6447e-04 1.6804
τ = 0.2 240 4.3643e-04 1.9283 1.5215e-04 1.9250 1.0389e-04 1.8107
480 1.1223e-04 1.9593 3.9170e-05 1.9577 2.7629e-05 1.9109
60 7.5867e-03 - 2.4101e-03 - 1.3364e-03 -
uB = α 120 2.0069e-03 1.9185 6.4998e-04 1.8906 3.7650e-04 1.8277
τ = 1 240 5.1832e-04 1.9531 1.6801e-04 1.9519 1.0062e-04 1.9037
480 1.3136e-04 1.9803 4.2497e-05 1.9831 2.5599e-05 1.9748
60 1.1959e-02 - 3.8026e-03 - 1.9938e-03 -
uB = α 120 3.2940e-03 1.8602 9.9527e-04 1.9338 5.4231e-04 1.8783
τ = 5 240 8.7736e-04 1.9086 2.5358e-04 1.9727 1.3933e-04 1.9606
480 2.3271e-04 1.9146 6.4252e-05 1.9806 3.4967e-05 1.9944
60 5.7714e-03 - 1.9358e-03 - 1.0481e-03 -
uB = 0.75 120 1.5035e-03 1.9406 5.1617e-04 1.9070 2.8061e-04 1.9011
τ = 0.2 240 3.9299e-04 1.9357 1.3616e-04 1.9225 7.9134e-05 1.8262
480 1.0063e-04 1.9655 3.5080e-05 1.9566 2.1035e-05 1.9115
60 7.1823e-03 - 2.2843e-03 - 1.2069e-03 -
uB = 0.75 120 1.8963e-03 1.9213 6.1315e-04 1.8974 3.4013e-03 1.8272
τ = 1 240 4.8284e-04 1.9736 1.5796e-04 1.9567 9.0912e-04 1.9035
480 1.2093e-04 1.9974 3.9783e-05 1.9894 2.3121e-05 1.9753
60 1.1042e-02 - 3.5020e-03 - 1.8299e-03 -
uB = 0.75 120 3.0287e-03 1.8662 9.1181e-04 1.9414 4.8976e-04 1.9016
τ = 5 240 8.0111e-04 1.9186 2.3118e-04 1.9797 1.2593e-04 1.9595
480 2.1076e-04 1.9264 5.8358e-05 1.9860 3.1627e-05 1.9934
Table 4.1. The accuracy test for the trapezoid scheme for the
MBL equation (4.1) with  = 1 and M = 2.
4.2 shows that the semi-discrete scheme has the order of accuracy greater than 2.5352
for all the cases, and exceeds 3 for some cases. This confirms the accuracy study353
given in sections 3.1.1 and 3.2 respectively.354
We will now use examples to study the solutions to MBL equation (4.1) using355
the numerical schemes proposed in chapter 3. We first notice that if we scale t and356
x as follows357
t˜ =
t

, x˜ =
x

,
then MBL (4.1) equation can be written in terms of t˜ and x˜ as follows358
ut˜ + (f(u))x˜ = ux˜x˜ + τux˜x˜t˜.(4.3)
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N
wwwu∆x − u∆x
2
www
1
order
wwwu∆x − u∆x
2
www
2
order
wwwu∆x − u∆x
2
www
∞
order
120 2.6992e-03 - 1.1300e-03 - 7.2363e-04 -
uB = 0.9 240 4.0403e-04 2.7400 1.7079e-04 2.7260 1.1283e-04 2.6811
τ = 0.2 480 5.7504e-05 2.8127 2.4624e-05 2.7941 1.6242e-05 2.7963
960 8.4934e-06 2.7592 3.0892e-06 2.9948 1.7607e-06 3.2055
120 4.7731e-03 - 2.0192e-03 - 1.7267e-03 -
uB = 0.9 240 8.7205e-04 2.4524 3.6879e-04 2.4529 3.0632e-04 2.4949
τ = 1 480 1.2006e-04 2.8606 5.0480e-05 2.8690 4.1985e-05 2.8671
960 1.5942e-05 2.9129 6.6663e-06 2.9208 5.1464e-06 3.0282
120 3.7573e-03 - 1.2122e-03 - 7.9211e-04 -
uB = 0.9 240 7.4624e-04 2.3320 2.4164e-04 2.3267 1.5061e-04 2.3949
τ = 5 480 1.1994e-04 2.6373 3.8434e-05 2.6524 2.5089e-05 2.5857
960 1.5565e-05 2.9460 4.9190e-06 2.9660 3.1363e-06 2.9999
120 2.1836e-03 - 9.1039e-04 - 5.7219e-04 -
uB = α 240 3.2729e-04 2.7381 1.3760e-04 2.7260 8.9550e-05 2.6757
τ = 0.2 480 4.6856e-05 2.8043 1.9909e-05 2.7890 1.2935e-05 2.7914
960 6.7382e-06 2.7978 2.3182e-06 3.1023 1.4109e-06 3.1965
120 3.9014e-03 - 1.6388e-03 - 1.3873e-03 -
uB = α 240 7.0517e-04 2.4680 2.9669e-04 2.4656 2.4272e-04 2.5149
τ = 1 480 9.6528e-05 2.8690 4.0354e-05 2.8781 3.3125e-05 2.8733
960 1.2890e-05 2.9047 5.3648e-06 2.9111 4.0754e-06 3.0229
120 3.0797e-03 - 9.9202e-04 - 6.4456e-04 -
uB = α 240 6.1133e-04 2.3328 1.9783e-04 2.3261 1.2277e-04 2.3924
τ = 5 480 9.7351e-05 2.6507 3.1222e-05 2.6637 2.0263e-05 2.5990
960 1.2396e-05 2.9733 3.9513e-06 2.9822 2.4962e-06 3.0210
120 1.8244e-03 - 7.5548e-04 - 4.6671e-04 -
uB = 0.75 240 2.7262e-04 2.7425 1.1419e-04 2.7260 7.3299e-05 2.6707
τ = 0.2 480 3.9198e-05 2.7980 1.6562e-05 2.7855 1.0681e-05 2.7788
960 5.4739e-06 2.8401 1.9677e-06 3.0733 1.3232e-06 3.0129
120 3.2727e-03 - 1.3672e-03 - 1.1477e-03 -
uB = 0.75 240 5.8671e-04 2.4798 2.4585e-04 2.4754 1.9866e-04 2.5304
τ = 1 480 7.9974e-05 2.8750 3.3285e-05 2.8848 2.7033e-05 2.8775
960 1.0724e-05 2.8987 4.4466e-06 2.9041 3.3341e-06 3.0193
120 2.5902e-03 - 8.3335e-04 - 5.3882e-04 -
uB = 0.75 240 5.1342e-04 2.3348 1.6611e-04 2.3268 1.0271e-04 2.3913
τ = 5 480 8.1062e-05 2.6630 2.6032e-05 2.6738 1.6813e-05 2.6109
960 1.0173e-05 2.9944 3.2662e-06 2.9946 2.0473e-06 3.0377
Table 4.2. The accuracy test for the third order semi-discrete
scheme for the MBL equation (4.1) with  = 1 and M = 2.
The scaled equation (4.3) shows that it is the magnitude of t and
x
 that determine359
the asymptotic behavior, not t, x, neither  alone ([21]). In addition, (4.3) also shows360
that the dispersive parameter τ denotes the relative importance of the dispersive361
term uxxt. The bigger τ is, the more dispersive effect (4.1) equation has. This can362
be seen from the computational results to be shown later in this section.363
Duijn et al. [21] numerically provided a bifurcation diagram (Figure 4.2) of MBL364
(4.1) equation as the dispersive parameter τ and the post-shock value uB of the365
initial condition vary. The solution of (4.1) has been proven to display qualitatively366
different profiles for parameter values (τ, uB) falling in different regimes of the367
bifurcation diagram. In particular, for every fixed τ value, there are two critical368
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Figure 4.2. The bifurcation diagram of the MBL equation (1.10)
with the bifurcation parameters (τ, uB).
uB values, namely, u¯ and u. From the bifurcation diagram (Figure 4.2), it is clear369
that, when τ < τ∗, u¯ = u = α. For a fixed τ value, the solution has three different370
profiles.371
(a) If uB ∈ [u¯, 1], the solution contains a plateau value uB for 0 ≤ xt ≤ dfdu (uB),372
a rarefaction wave connection uB to u¯ for
df
du (uB) ≤ xt ≤ dfdu (u¯), another373
plateau value u¯ for dfdu (u¯) <
x
t <
f(u¯)
u¯ , and a shock from u¯ down to 0 at374
x
t =
f(u¯)
u¯ (see Figure 3(a)).375
(b) If uB ∈ (u, u¯), the solution contains a plateau value uB for 0 ≤ xt <376
f(u¯)−f(uB)
u¯−uB , a shock from uB up to u¯ at
x
t =
f(u¯)−f(uB)
u¯−uB , another plateau377
value u¯ for f(u¯)−f(uB)u¯−uB <
x
t <
f(u¯)
u¯ , and a shock from u¯ down to 0 at378
x
t =
f(u¯)
u¯ (see Figure 3(b)). The solution may exhibit a damped oscillation379
near u = uB .380
(c) If uB ∈ (0, u], the solution consists a single shock connecting uB and 0381
at xt =
f(uB)
uB
(see Figure 3(c)). It may exhibit oscillatory behavior near382
u = uB .383
Notice that when τ > τ∗ and u < uB < u¯, the solution profiles (3(b)) displays384
non-monotonicity, which is consistent with the experimental observations ([7]).385
In the numerical computation we show below, we will therefore test the accuracy386
and capability of central schemes for different parameter values (τ and uB) that fall387
into various regimes of the bifurcation diagram, and therefore display qualitatively388
different solution profiles. The numerical experiments were carried out for M = 2,389
 = 0.001 and T = 4000× , i.e. T˜ = 4000 to get the asymptotic solution profiles,390
and ∆x was chosen to be 10 and λ =
∆t
∆x was chosen to be 0.1. The scheme used391
in the computation is the second order Trapezoid scheme as shown in section 3.1.1.392
The Midpoint scheme delivers similar computational results, hence is omitted here.393
The solution profiles at T4 (blue),
2∗T
4 (green),
3∗T
4 (magenta) and T (black) are394
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Figure 4.3. Given a fixed τ , the three qualitatively different so-
lution profiles due to different values of uB . In particular, when
τ > τ∗ and u < uB < u¯, the solution profiles (Figure 3(b)) dis-
plays non-monotonicity, which is consistent with the experimental
observations ([7]). Figures 3(a), 3(b) and 3(c) are demonstrative
figures.
chosen to demonstrate the time evolution of the solutions. The red dashed lines are395
used to denote the theoretical shock locations and plateau values for comparison396
purpose.397
We start with τ > 0. Based on the bifurcation diagram (Figure 4.2), we choose398
three representative uB values, i.e. uB = 0.9 > α, uB = α =
√
M
M+1 =
√
2
3 (for399
M = 2) and uB = 0.75 < α. For each fixed uB , we choose three representative τ400
values, i.e. τ = 0.2 < τ∗ ≈ 0.61, τ = 1 > τ∗ with uB = 0.75 < uτ=1 < uB = α <401
u¯ < uB = 0.9, and τ = 5 with uB = 0.75, α, 0.9 ∈ [uτ=5, u¯τ=5]. We first use this 9402
pairs of (τ, uB) values given in Table 4.3 to validate the solution profiles with the403
demonstrative solution profiles given in Figure 4.3.
(τ, uB) Example 4 Example 5 Example 6
Example 1 (0.2, 0.9) (1, 0.9) (5, 0.9)
Example 2 (0.2, α) (1, α) (5, α)
Example 3 (0.2, 0.75) (1, 0.75) (5, 0.75)
Table 4.3. 9 pairs of (τ, uB) values with either fixed τ value or
fixed uB value used in Examples 1 – 6.
404
Example 1 (τ, uB) = (0.2, 0.9), (τ, uB) = (1, 0.9), (τ, uB) = (5, 0.9).405
When uB = 0.9 > α is fixed, we increase τ from 0.2 to 1 to 5 (Figure 4(a) , 4(b)406
, 4(c)), the dispersive effect starts to dominate the solution profile. When τ = 0.2407
(Figure 4(a)), the solution profile is similar to the classical BL equation solution408
(see Figure 2(b)), with a rarefaction wave for xt ∈ [f ′(u = 0.9), f ′(u = α) = f ′(u =409
u¯τ=0.2)] and a shock from u = α to u = 0 at
x
t = f
′(α). This corresponds to410
Figure 3(a) with dfdu (u¯τ=0.2 = α) =
f(u¯τ=0.2)
u¯τ=0.2
= f(α)α . When τ = 1 (Figure 4(b)),411
the rarefaction wave is between xt ∈ [f ′(u = 0.9), f ′(u = u¯τ=1)] and the solution412
remains at the plateau value u = u¯τ=1 for
x
t ∈ [f ′(u = u¯τ=1), f(u¯τ=1)u¯τ=1 ] and the shock413
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occurs at xt =
f(u¯τ=1)
u¯τ=1
. This corresponds to Figure 3(a) with uB = 0.9 > u¯τ=1 ≈414
0.86. When τ = 5 (Figure 4(c)), the solution displays the first shock from u = 0.9415
to u = u¯τ=5 at
x
t =
f(u¯τ=5)−f(uB)
u¯τ=5−uB , and then remains at the plateau value u = u¯τ=5416
for xt ∈ [ f(u¯τ=5)−f(uB)u¯τ=5−uB ,
f(u¯τ=5)
u¯τ=5
] and the second shocks occurs at xt =
f(u¯τ=5)
u¯τ=5
. This417
corresponds to Figure 3(b) with uτ=5 ≈ 0.68 < uB = 0.9 < u¯τ=5 ≈ 0.98. Notice418
that as τ increases, the rarefaction region shrinks and the plateau region enlarges.419
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Figure 4.4. Numerical solutions to MBL equation with param-
eter settings fall in different regimes of the bifurcation diagram
(Figure 4.2). The color coding is for different time: 14T (blue),
2
4T
(green), 34T (magenta) and T (black). The results are discussed in
examples 1 – 6. In figures 4(d) – 4(f), α =
√
M
M+1 =
√
2
3 for
M = 2.
420
Example 2 (τ, uB) = (0.2, α), (τ, uB) = (1, α), (τ, uB) = (5, α).421
When uB = α is fixed, we increase τ from 0.2 to 1 to 5 (Figure 4(d) , 4(e) , 4(f)),422
the dispersive effect starts to dominate the solution profile. When τ = 0.2, the423
solution displays one single shock at xt =
f(α)
α . For both τ = 1 and τ = 5, the424
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solution has two shocks, one at xt =
f(u¯τ=1(τ=5 respectively))−f(α)
u¯τ=1(τ=5 respectively)−α , and another one425
at xt =
f(u¯τ=1(τ=5 respectively))
u¯τ=1(τ=5 respectively)
. For both τ = 1 and τ = 5 (Figures 4(e) 4(f)), the426
solutions correspond to Figure 3(b), which are consistent to the experimental obser-427
vations. Notice that as τ increases from 1 to 5, i.e., the dispersive effect increases,428
the inter-shock interval length increases at every fixed time (compare Figure 4(e)429
with Figure 4(f)). In addition, for fix τ = 1 (τ = 5 respectively), as time progresses,430
the inter-shock interval length increases in the linear fashion (see Figure 4(e) (Fig-431
ure 4(f) respectively) ).432
433
Example 3 (τ, uB) = (0.2, 0.75), (τ, uB) = (1, 0.75), (τ, uB) = (5, 0.75).434
When uB = 0.75 <= α is fixed, we increase τ from 0.2 to 1 to 5 (Figure 4(g) , 4(h)435
, 4(i)), the dispersive effects starts to dominate the solution profile in the similar436
fashion as uB = 0.9 and uB = α. Notice that when τ = 1, since uB = 0.75 is437
very close to uτ=1, the solution displays oscillation at
x
t =
f(uB)
uB
(Figure 4(h)). If438
we increase τ further to τ = 5, the dispersive effect is strong enough to create a439
plateau value at u¯ ≈ 0.98 (see Figure 4(i)).440
441
Example 4 (τ, uB) = (0.2, 0.9), (τ, uB) = (0.2, α), (τ, uB) = (0.2, 0.75).442
Now, we fix τ = 0.2, decrease uB from 0.9 to α, to 0.75 (Figures4(a) 4(d) 4(g)). If443
uB > α the solution consists a rarefaction wave connecting uB down to α, then a444
shock from α to 0, otherwise, the solution consists a single shock from uB down to445
0. In all cases, since τ = 0.2 < τ∗, regardless of the uB value, the solution will not446
display non-monotone behavior, due to the lack of dispersive effect.447
448
Example 5 (τ, uB) = (1, 0.9), (τ, uB) = (1, α), (τ, uB) = (1, 0.75).449
Now, we fix τ = 1, decrease uB from 0.9 to α, to 0.75 (Figures4(b) 4(e) 4(h)). If450
uB = 0.9 > u¯τ=1, the solution consists a rarefaction wave connecting uB and u¯,451
and a shock connecting u¯ down to 0 (Figure 4(b)). Even if u < uB < u¯, because452
τ = 1 > τ∗, the solution still has a chance to increase to the plateau value u¯ as seen453
in Figure 4(e). But, if uB is too small, for example, uB = 0.75 < u, the solution454
does not increase to u¯ any more, instead, it consists a single shock connecting uB455
down to 0 (Figure 4(h)).456
457
Example 6 (τ, uB) = (5, 0.9), (τ, uB) = (5, α), (τ, uB) = (5, 0.75).458
Now, we fix τ = 5, decrease uB from 0.9 to α, to 0.75 (Figures4(c) 4(f) 4(i)). For all459
three uB , they are between uτ=5 and u¯τ=5, hence all increase to the plateau value460
u¯τ=5 ≈ 0.98 before dropping to 0. Notice that as uB decreases, the inter-shock461
interval length decreases at every fixed time (compare Figures 4(c), 4(f) and 4(i)).462
This shows that when the dispersive effect is strong (τ > τ∗), the bigger uB is, the463
bigger region the solution stays at the plateau value.464
465
Example 7 (τ, uB) = (0, 0.9), (τ, uB) = (0, α), (τ, uB) = (0, 0.75).466
We now show the solution profiles for the extreme τ value, i.e. τ = 0 in Figures467
5(a) (uB = 0.9), 5(b) (uB = α) and 5(c) (uB = 0.75). Notice that these are cases468
of classical BL equation with small diffusion uxx. We compare Figures 5(a), 5(b)469
and 5(c) with the solution of the classical BL equation given in Figures 2(a) and470
2(b), it is clear that they show qualitatively same solution profiles. The difference471
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is that due to the diffusion term in the MBL equation, as shown in Figure 4.5, the472
solutions do not have sharp edges right at the shock, instead, the solutions smear473
out a little. If we compare Figures 5(a), 5(b) and 5(c) with Figures 4(a), 4(d) and474
4(g), there is no visible difference. This shows that once τ < τ∗, solution profile475
will stay the same for a fixed uB value.476
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Figure 4.5. The numerical solutions of the MBL equation at T
= 1 with τ = 0 and different uB values. The results are discussed
in example 7.
477
Example 8 (τ, uB) = (5, 0.99), (τ, uB) = (5, 0.98), (τ, uB) = (5, 0.97).478
We also study the solution profiles for uB close to u¯. For example, when τ = 5,479
u¯ ≈ 0.98, we hence choose uB = 0.99, uB = 0.98, uB = 0.97 and solutions are480
shown in Figure 6(a), 6(b), 6(c). If uB = 0.99 > u¯τ=5 ≈ 0.98, the solution drops481
to the plateau value u¯, then drops to 0 (see Figure 6(a)). If uB = 0.98 ≈ u¯τ=5,482
the solution remains at plateau value u¯τ=5 and then drop to 0 (see Figure 6(b)).483
If uB = 0.97 < u¯τ=5, the solution increases to the plateau value u¯τ=5 ≈ 0.98, then484
drops to 0. In all cases, the transition from uB to u¯τ=5 ≈ 0.98 takes very small485
space. In the majority space, the solution keeps to be the plateau value u¯τ=5 ≈ 0.98.486
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Figure 4.6. Numerical solutions to MBL equation with uB close
to u¯τ=5 ≈ 0.98. The color coding is for different time: 14T (blue),
2
4T (green),
3
4T (magenta) and T (black). The results are discussed
in example 8.
487
Example 9 (τ, uB) = (5, 0.7), (τ, uB) = (5, 0.69), (τ, uB) = (5, 0.68), (τ, uB) =488
(5, 0.67), (τ, uB) = (5, 0.66).489
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In addition, we study the solution profiles for uB close to u. For example, when490
τ = 5, u ≈ 0.68, we hence choose uB = 0.7, uB = 0.69, uB = 0.68, uB = 0.67,491
uB = 0.66 and solutions are shown in Figures 7(a), 7(b), 7(c), 7(d), 7(e). As492
uB decreases crossing uτ=5 ≈ 0.68, the solution gradually stops increasing to the493
plateau value u¯τ=5, and the inter-shock interval length decreases (compare Figures494
7(a), 7(b) and 7(c)). The oscillation in Figures 7(d) and 7(e) are due to the fact495
that uB values are too close to uτ=5. This confirms that even with big dispersive496
effect (say τ = 5), if uB is too small (e.g. uB < u), the solution will not exhibit497
non-monotone behavior.498
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Figure 4.7. Numerical solutions to MBL equation with uB close
to uτ=5 ≈ 0.68. The color coding is for different time: 14T (blue),
2
4T (green),
3
4T (magenta) and T (black). The results are discussed
in example 9.
499
Example 10 (τ, uB) = (0.2, 0.6), (τ, uB) = (1, 0.6), (τ, uB) = (5, 0.6).500
We fix uB to be small, and in this example, we take it to be uB = 0.6. We vary the τ501
value, from τ = 0.2 < τ∗ to τ = 1 barely larger than τ∗ to τ = 5 > τ∗. The numerical502
solutions are given in Figure 8(a), 8(b), 8(c). As τ increases, the post-shock value503
remains the same, but there will be oscillation generated as τ becomes larger than504
τ∗. Figures 8(d), 8(e) and 8(f) show that as τ increases, the oscillation amplitude505
increases and oscillates more rounds. Notice that τ is the dispersive parameter, and506
this means that even for small uB value, different dispersive parameter values still507
give different dispersive effects, although none can bring the solution to the plateau508
value u¯. Comparing Figures 8(d), 8(e) and 8(f) with Figures 8(g), 8(h) and 8(i), it509
is clear that the oscillation amplitude remains steady with respect to time.510
511
Example 11  = 0.001,  = 0.002,  = 0.003,  = 0.004,  = 0.005.512
In this example, we will compare the solution profiles for different  values. Fixing513
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Figure 4.8. Numerical solutions to MBL equation with small con-
stant uB = 0.6 and different τ values. The figures on the second
and third rows are the magnified versions of the first row at t = 14T
and t = T respectively. The color coding is for different time: 14T
(blue), 24T (green),
3
4T (magenta) and T (black). The results are
discussed in examples 10.
T = 0.5,∆x = 0.0001, λ = ∆t∆x = 0.1, we show the numerical results in Figure 4.9514
for  = 0.001 (blue),  = 0.002 (yellow),  = 0.003 (magenta),  = 0.004 (green),515
and  = 0.005 (black). For the purpose of cross reference, we choose the same516
nine sets of parameter settings as in examples 1– 6. To assist the observation, the517
figures in Figure 4.9 are zoomed into the regions where different  values introduce518
different solution profiles. The numerical solutions clearly show that as  increases,519
the numerical solution is smeared out, and the jump location becomes less accurate.520
Notice that τ is responsible for the competition between the diffusion and disper-521
sion, which in turn determines the plateau values. Hence varying  value doesn’t522
affect the plateau location.523
524
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Figure 4.9. The numerical solutions of MBL equation at T = 0.5
with  = 0.001 (blue),  = 0.002 (yellow),  = 0.003 (magenta),
 = 0.004 (green), and  = 0.005 (black). The view windows are
zoomed into the regions where different  values impose different
solution profiles. The results are discussed in example 11.
5. Conclusion525
We proved that the solution to the infinite domain problem can be approximated526
by that of the bounded domain problem. This provides a theoretical justification527
for using finite domain to calculation the numerical solution of the MBL equation528
(1.10). We also extended the classical central scheme originally designed for the529
hyperbolic systems to solve the MBL equation, which is of pseudo-parabolic type.530
The numerical solutions for qualitatively different parameter values τ and initial531
conditions uB show that the jump locations are consistent with the theoretical532
calculation and the plateau heights are consistent with the numerically obtained533
values given in [21]. In particular, when τ > τ∗, for uB ∈ (u, u¯), the numerical534
solutions give non-monotone water saturation profiles, which is consistent with the535
experimental observations. In addition, the order tests show that the proposed536
second and third order central schemes achieved the desired accuracies.537
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In [22, 20], the two-dimensional space extension of the modified Buckley-Leverett538
equation has been derived. One of the future directions is to develop high order539
numerical schemes to solve the two-dimensional MBL equation. Central schemes540
have been used to solve high dimensional hyperbolic problem and dispersive prob-541
lem ([11, 16]), which makes it a good candidate for such a task.542
Appendix A. Proof of the lemmas543
Proof to lemma 2.2. Let g(u) = f(u)u =
u
u2+M(1−u)2 , then544
g′(u) =
M − (1 +M)u2
(u2 +M(1− u)2)2

> 0 if 0 < u <
√
M
M+1
= 0 if u =
√
M
M+1
< 0 if u >
√
M
M+1
and hence g(u) achieves its maximum at u =
√
M
M+1 . Therefore,
f(u)
u = g(u) ≤ D,545
where D = f(α)α and α =
√
M
M+1 , and in turn, we have that f(u) ≤ Du for all546
0 ≤ u ≤ 1. 547
Proof to lemma 2.3 (i).∫ +∞
0
∣∣∣e− x+ξ√τ − e− |x−ξ|√τ ∣∣∣ eλx−λξ√τ dξ = √τ−2 + 2e (λ−1)x√τ
λ2 − 1 ≤
2
√
τ
1− λ2 if λ ∈ (0, 1).
548
Proof to lemma 2.3 (ii).∫ +∞
0
∣∣∣e− x+ξ√τ − e− |x−ξ|√τ ∣∣∣ eλx−ξ√τ dξ = xe (λ−1)x√τ ≤ √τ
e(1− λ) if λ ∈ (0, 1).
549
Proof to lemma 2.3 (iii). Based on the assumption on u0 in (2.27)550 ∫ +∞
0
∣∣∣e− x+ξ√τ − e− |x−ξ|√τ ∣∣∣ e λx√τ |u0(ξ)| dξ ≤∫ +∞
0
e
− |x−ξ|

√
τ e
λx

√
τ |u0(ξ)| dξ
≤Cue
λx

√
τ
∫ L0
0
e
− |x−ξ|

√
τ dξ = Cuy1(x)
(A.1)
Calculating y1(x) with the assumption that λ ∈ (0, 1), we get551
y1(x) =

e
λx

√
τ
∫ L0
0
e
− |x−ξ|

√
τ dξ ≤ 2√τe λx√τ ≤ 2√τe
λL0

√
τ for x ∈ [0, L0]
e
(λ−1)x

√
τ
∫ L0
0
e
ξ

√
τ dξ ≤ √τe
(λ−1)x+L0

√
τ ≤ √τe
λL0

√
τ for x ∈ [L0,+∞)
Therefore, we get the desired inequality552 ∫ +∞
0
∣∣∣e− x+ξ√τ − e− |x−ξ|√τ ∣∣∣ e λx√τ |u0(ξ)| dξ ≤ 2Cu√τeλL0√τ .
553
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Proof to lemma 2.4 (i).554
555 ∫ +∞
0
∣∣∣e− x+ξ√τ + sgn(x− ξ)e− |x−ξ|√τ ∣∣∣ eλx−λξ√τ dξ
=

√
τ
λ2 − 1
(
−2 + 2λe (λ−1)x√τ − 2(λ− 1)e− 2x√τ
)
≤ 2
√
τ
1− λ2 if λ ∈ (0, 1).
556
Proof to lemma 2.4 (ii).557
558 ∫ +∞
0
∣∣∣e− x+ξ√τ + sgn(x− ξ)e− |x−ξ|√τ ∣∣∣ eλx−ξ√τ dξ
=
2e
(λ−3)x

√
τ − 2e (λ−1)x√τ
−2

√
τ
+ xe
(λ−1)x

√
τ ≤ √τ + 
√
τ
e(1− λ) if λ ∈ (0, 1).
559
Proof to lemma 2.4 (iii). Based on the assumption on u0 in (2.27)560 ∫ +∞
0
∣∣∣e− x+ξ√τ + sgn(x− ξ)e− |x−ξ|√τ ∣∣∣ e λx√τ |u0(ξ)| dξ
≤ Cue
λx

√
τ
∫ L0
0
∣∣∣e− x+ξ√τ + sgn(x− ξ)e− |x−ξ|√τ ∣∣∣ dξ
= Cuy3(x)
(A.2)
Calculating y3(x) with the assumption that λ ∈ (0, 1), we get for x ∈ [0, L0]561
y3(x) ≤ e
(λ−1)x

√
τ
∫ x
0
(e
− ξ

√
τ + e
ξ

√
τ ) dξ + e
(λ+1)x

√
τ
∫ L0
x
e
− ξ

√
τ dξ ≤ 2√τe
λL0

√
τ
and562
y3(x) ≤ e
(λ−1)x

√
τ
∫ L0
0
(e
− ξ

√
τ + e
ξ

√
τ ) dξ ≤ √τe
(λ−1)x+L0

√
τ ≤ √τe
λL0

√
τ
for x ∈ [L0,+∞).563
Therefore, we get the desired inequality564 ∫ +∞
0
∣∣∣e− x+ξ√τ + sgn(x− ξ)e− |x−ξ|√τ ∣∣∣ e λx√τ |u0(ξ)| dξ ≤ 2Cu√τeλL0√τ .
565
Proof to lemma 2.5 (i).∣∣∣φ1(x)− e− x√τ ∣∣∣ = e− L√τ
∣∣∣∣∣e−
x

√
τ − e x√τ
e
L

√
τ − e− L√τ
∣∣∣∣∣ = e− L√τ |φ2(x)| .
566
Proof to lemma 2.5 (ii). Since φ2(x) =
e
x

√
τ −e−
x

√
τ
e
L

√
τ −e−
L

√
τ
, we see that φ′2(x) =
1

√
τ
e
x

√
τ +e
− x

√
τ
e
L

√
τ −e−
L

√
τ
>567
0 and hence φ2(x) ≤ φ2(L) = 1 for x ∈ [0, L]. 568
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Proof to lemma 2.5 (iii). φ′2(x) =
1

√
τ
e
x

√
τ +e
− x

√
τ
e
L

√
τ −e−
L

√
τ
gives that φ′′2(x) =
1
2τ φ2(x) >569
0, and hence φ′2(x) ≤ φ′2(L) = 1√τ e
L

√
τ +e
− L

√
τ
e
L

√
τ −e−
L

√
τ
= 1

√
τ
e
2L

√
τ +1
e
2L

√
τ −1
≤ 2

√
τ
if   1 for570
x ∈ [0, L]. 571
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