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HAMILTON DECOMPOSITIONS OF ONE-ENDED CAYLEY
GRAPHS
JOSHUA ERDE, FLORIAN LEHNER, AND MAX PITZ
Abstract. We prove that any one-ended, locally finite Cayley graph with
non-torsion generators admits a decomposition into edge-disjoint Hamiltonian
(i.e. spanning) double-rays. In particular, the n-dimensional grid Zn admits a
decomposition into n edge-disjoint Hamiltonian double-rays for all n ∈ N.
1. Introduction
A Hamiltonian cycle of a finite graph is a cycle which includes every vertex of
the graph. A finite graph G = (V,E) is said to have a Hamilton decomposition if
its edge set can be partitioned into disjoint sets E = E1∪˙E2∪˙ · · · ∪˙Er such that
each Ei is a Hamiltonian cycle in G.
The starting point for the theory of Hamilton decompositions is an old result by
Walecki from 1890 according to which every finite complete graph of odd order has
a Hamilton decomposition (see [2] for a description of his construction). Since then,
this result has been extended in various different ways, and we refer the reader to
the survey of Alspach, Bermond and Sotteau [3] for more information.
Hamiltonicity problems have also been considered for infinite graphs, see for
example the survey by Gallian and Witte [16]. While it is sometimes not obvious
which objects should be considered the correct generalisations of a Hamiltonian
cycle in the setting of infinite graphs, for one-ended graphs the undisputed solution
is to consider double-rays, i.e. infinite, connected, 2-regular subgraphs. Thus, for us
a Hamiltonian double-ray is then a double-ray which includes every vertex of the
graph, and we say that an infinite graph G = (V,E) has a Hamilton decomposition
if we can partition its edge set into edge-disjoint Hamiltonian double-rays.
In this paper we will consider infinite variants of two long-standing conjectures
on the existence of Hamilton decompositions for finite graphs. The first conjecture
concerns Cayley graphs: Given a finitely generated abelian group (Γ,+) and a finite
generating set S of Γ, the Cayley graph G(Γ, S) is the multi-graph with vertex set
Γ and edge multi-set
{(x, x+ g) : x ∈ Γ, g ∈ S}.
Conjecture 1 (Alspach [1]). If Γ is an abelian group and S generates G, then
the simplification of G(Γ, S) has a Hamilton decomposition, provided that it is 2k-
regular for some k.
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Note that if S ∩ −S = ∅, then G(Γ, S) is automatically a 2|S|-regular sim-
ple graph. If G(Γ, S) is finite and 2-regular, then the conjecture is trivially true.
Bermond, Favaron and Maheo [6] showed that the conjecture holds in the case
k = 2. Liu [11] proved certain cases of the conjecture for finite 6-regular Cayley
graphs, and his result was further extended by Westlund [15].
Our main theorem in this paper is the following affirmative result towards the
corresponding infinite analogue of Conjecture 1:
Theorem 1.1. Let Γ be an infinite, finitely generated abelian group, and let S be a
generating set such that every element of S has infinite order. If the Cayley graph
G = G(Γ, S) is one-ended, then it has a Hamilton decomposition.
We remark that under the assumption that elements of S are non-torsion, the
simplification of G(Γ, S) is always isomorphic to a Cayley graph G(Γ, S′) with
S′ ⊆ S and S′ ∩−S′ = ∅, and so our theorem implies the corresponding version of
Conjecture 1 for non-torsion generators, in particular for Cayley graphs of Zn with
arbitrary generators.
In the case when G = G(Γ, S) is two-ended, there are additional technical dif-
ficulties when trying to construct a decomposition into Hamiltonian double-rays.
In particular, since each Hamiltonian double-ray must meet every edge cut an odd
number of times, there can be parity reasons why no decomposition exists. One
particular two-ended case, namely where Γ ∼= Z, has been considered by Bryant,
Herke, Maenhaut and Webb [7], who showed that when G(Z, S) is 4-regular, then
G has a Hamilton decomposition unless there is an odd cut separating the two ends.
The second conjecture about Hamiltonicity that we consider concerns Cartesian
products of graphs: Given two graphs G and H the Cartesian product (or product)
GH is the graph with vertex set V (G) × V (H) in which two vertices (g, h) and
(g′, h′) are adjacent if and only if either
• g = g′ and h is adjacent to h′ in H , or
• h = h′ and g is adjacent to g′ in G.
Kotzig [10] showed that the Cartesian product of two cycles has a Hamilton decom-
position, and conjectured that this should be true for the product of three cycles.
Bermond extended this conjecture to the following:
Conjecture 2 (Bermond [5]). If G1 and G2 are finite graphs which both have
Hamilton decompositions, then so does G1G2.
Alspach and Godsil [4] showed that the product of any finite number of cycles has
a Hamilton decomposition, and Stong [14] proved certain cases of Conjecture 2 un-
der additional assumptions on the number of Hamilton cycles in the decomposition
of G1 and G2 respectively.
Applying techniques we developed to prove Theorem 1.1, we show as our second
main result of this paper that Conjecture 2 holds for countably infinite graphs.
Theorem 1.2. If G and H are countable graphs which both have Hamilton decom-
positions, then so does their product GH.
The paper is structured as follows: In Section 2 we mention some group theoretic
results and definitions we will need. In Section 3 we state our main lemma, the
Covering Lemma, and show that it implies Theorem 1.1. The proof of the Covering
Lemma will be the content of Section 4. In Section 5 we apply our techniques
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to prove Theorem 1.2. Finally, in Section 6 we list open problems and possible
directions for further work.
2. Notation and preliminaries
If G = (V,E) is a graph, and A,B ⊆ V , we denote by E(A,B) the set of edges
between A and B, i.e. E(A,B) = {(x, y) ∈ E : x ∈ A, y ∈ B}. For A ⊆ V or F ⊆ E
we write G[A] and G[F ] for the subgraph of G induced by A and F respectively.
For A,B ⊆ Γ subsets of an abelian group Γ we write −A := {−a : a ∈ A} and
A+ B := {a+ b : a ∈ A, b ∈ B} ⊆ Γ. If ∆ is a subgroup of Γ, and A ⊂ Γ a subset,
then A∆ = {a+∆: a ∈ A} denotes the family of corresponding cosets. If g ∈ Γ we
say that the order of g is the smallest k ∈ N such that k · g = 0. If such a k exists,
then g is a torsion element. Otherwise, we say the order of g is infinite and g is a
non-torsion element. For k ∈ N we write [k] = {1, 2, . . . , k}.
The following terminology will be used throughout.
Definition 2.1. Given a graph G, an edge-colouring c : E(G) → [s] and a colour
i ∈ [s], the i-subgraph is the subgraph of G induced by the edge set c−1(i), and the
i-components are the components of the i-subgraph.
Definition 2.2 (Standard and almost-standard colourings of Cayley graphs). Let
Γ be an infinite abelian group, S = {g1, g2, . . . , gs} a finite generating set for Γ such
that every gi ∈ S has infinite order, and let G be the Cayley graph G(Γ, S).
• The standard colouring of G is the edge colouring cstd : E(G) → [s] such
that cstd
(
(x, x + gi)
)
= i for each x ∈ Γ, gi ∈ S.
• Given a subset X ⊆ V (G) we say that a colouring c is standard on X if c
agrees with cstd on G[X ]. Similarly if F ⊂ E(G) we say that c is standard
on F if c agrees with cstd on F .
• A colouring c : E(G)→ [s] is almost-standard if the following are satisfied:
– there is a finite subset F ⊆ E(G) such that c is standard on E(G) \F ;
– for each i ∈ [s] the i-subgraph is spanning, and each i-component is a
double-ray.
Definition 2.3 (Standard squares and double-rays). Let Γ and S be as above.
Given x ∈ Γ and gi 6= gj ∈ S, we call
(x, gi, gj) := {(x, x + gi), (x, x + gj), (x + gi, x+ gi + gj), (x + gj, x+ gi + gj)}
an (i, j)-square with base point x, and
!(x, gi) := {(x+ ngi, x+ (n+ 1)gi) : n ∈ Z}
an i-double-ray with base point x.
Moreover, given a colouring c : E(G(Γ, S))→ [s] we call(x, gi, gj) and!(x, gi)
an (i, j)-standard square and i-standard double-ray if c is standard on (x, gi, gj)
and!(x, gi) respectively.
Since Γ is an abelian group, every (x, gi, gj) is a 4-cycle in G(Γ, S) (provided
gi 6= −gj), and since S contains no torsion elements of Γ, !(x, gk) really is a
double-ray in the Cayley graph G(Γ, S).
Let Γ be a finitely generated abelian group. By the Classification Theorem for
finitely generated abelian groups (see e.g. [9]), there are integers n, q1, . . . , qr such
that Γ ∼= Zn ⊕
⊕r
i=1 Zqi , where Zq is the additive group of the integers modulo q.
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In particular, for each Γ there is an integer n and a finite abelian group Γfin such
that Γ ∼= Zn ⊕ Γfin.
The following structural theorem for the ends of finitely generated abelian groups
is well-known:
Theorem 2.4. For a finitely generated group Γ ∼= Zn ⊕ Γfin, the following are
equivalent:
• n ≥ 2,
• there exists a finite generating set S such that G(Γ, S) is one-ended, and
• for all finite generating sets S, the Cayley graph G(Γ, S) is one-ended.
Proof. See e.g. [13, Proposition 5.2] for the fact the number of ends of G(Γ, S) is
independent of the choice of the generating set S, and [13, Theorem 5.12] for the
equivalence with the first item. 
A group Γ satisfying one of the conditions from Theorem 2.4 is called one-ended.
Corollary 2.5. Let Γ be an abelian group, S = {g1, . . . , gs} be a finite generating
set such that the Cayley graph G(Γ, S) is one-ended. Then, for every gi ∈ S of
infinite order, there is some gj ∈ S such that 〈gi, gj〉 ∼= (Z2,+).
Proof. Suppose not. It follows that in Γ/〈gi〉 every element has finite order, and
since it is also finitely generated, it is some finite group Γf such that Γ ∼= Z ⊕ Γf .
Thus, by Theorem 2.4, G is not one-ended, a contradiction. 
3. The covering lemma and a high-level proof of Theorem 1.1
Every Cayley graph G(Γ, S) comes with a natural edge colouring cstd, where
we colour an edge (x, x + gi) with x ∈ Γ and gi ∈ S according to the index i of
the corresponding generating element gi. If every element of S has infinite order,
then every i-subgraph of G(Γ, S) consists of a spanning collection of edge-disjoint
double-rays, see Definitions 2.1 and 2.2. So, it is perhaps a natural strategy to try
to build a Hamiltonian decomposition by combining each of these monochromatic
collections of double-rays into a single monochromatic spanning double-ray.
Rather than trying to do this directly, we shall do it in a series of steps: given
any colour i ∈ [s] = |S| and any finite set X ⊂ V (G), we will show that one can
change the standard colouring at finitely many edges so that there is one particular
double-ray in the colour i which covers X . Moreover, we can ensure that the
resulting colouring maintains enough of the structure of the standard colouring
that we can repeat this process inductively: it should remain almost standard, i.e.
all monochromatic components are still double-rays, see Definition 2.2. By taking
a sequence of sets X1 ⊆ X2 ⊆ · · · exhausting the vertex set of G, and varying
which colour i we consider, we ensure that in the limit, each colour class consists
of a single spanning double-ray, giving us the desired Hamilton decomposition.
In this section, we formulate our key lemma, namely the Covering Lemma 3.1,
which allows us to do each of these steps. We will then show how Theorem 1.1
follows from the Covering Lemma. The proof of the Covering Lemma is given in
Section 4.
Lemma 3.1 (Covering lemma). Let Γ be an infinite, one-ended abelian group,
S = {g1, g2, . . . , gs} a finite generating set such that every gi ∈ S has infinite order,
and G = G(Γ, S) the corresponding Cayley graph.
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Then for every almost-standard colouring c of G, every colour i and every finite
subset X ⊆ V (G), there exists an almost-standard colouring cˆ of G such that
• cˆ = c on E(G[X ]), and
• some i-component in cˆ covers X.
Proof of Theorem 1.1 given Lemma 3.1. Fix an enumeration V (G) = {vn : n ∈ N}.
Let X0 = D
′
0 = {v0} and c0 = cstd. For each n ≥ 1 we will recursively construct
almost standard colourings cn : E(G) → [s], finite subsets Xn ⊂ V (G), (n mod
s)-components Dn of cn and finite paths D
′
n ⊆ Dn such that for every n ∈ N
(1) Xn−1 ∪ {vn} ⊆ Xn,
(2) V (D′n−1) ⊆ Xn,
(3) Xn ⊆ V (D′n),
(4) D′n properly extends the path D
′
n−s (the ‘previous’ path of colour n mod
s) in both endpoints of D′n−s, and
(5) cn agrees with cn−1 on E(G[Xn]).
Suppose inductively for some n ∈ N that cn, Xn, Dn and D′n have already
been defined. Choose some Xn+1 ⊇ Xn ∪ {vn} large enough such that (1) and
(2) are satisfied. Applying Lemma 3.1 with input cn and Xn+1 provides us with a
colouring cn+1 such that (5) is satisfied and some (n+ 1 mod s)-component Dn+1
covers Xn+1. Since cn+1 is almost standard, Dn+1 is a double-ray. Furthermore,
since cn+1 agrees with cn on E(G[Xn+1]), by the inductive hypothesis it agrees
with ck on E(G[Xk+1]) for each k ≤ n.
Therefore, since D′n+1−s ⊂ Xn−s+2 is a path of colour (n+ 1 mod s) in cn+1−s,
it follows that D′n+1−s ⊂ Dn+1 and so we can extend D
′
n+1−s to a sufficiently long
finite path D′n+1 ⊂ Dn+1 such that (3) and (4) are satisfied at stage n+ 1.
Once the construction is complete, we define T1, . . . , Ts ⊂ G by
Ti =
⋃
n≡i mod s
D′n
and claim that they form a decomposition of G into edge-disjoint Hamiltonian
double-rays. Indeed, by (4), each Ti is a double-ray. That they are edge-disjoint
can be seen as follows: Suppose for a contradiction that e ∈ E(Ti)∩E(Tj). Choose
n(i) and n(j) minimal such that e ∈ E(D′
n(i)) ⊂ E(Ti) and e ∈ E(D
′
n(j)) ⊂ E(Tj).
We may assume that n(i) < n(j), and so e ∈ E(G[Xn(i)+1]) by (2). Furthermore, by
(5) it follows that cn(j) agrees with cn(i) on E(G[Xn(i)+1]). However by construction
cn(j)(e) = j 6= i = cn(i)(e) contradicting the previous line.
Finally, to see that each Ti is spanning, consider some vn ∈ V (G). By (1),
vn ∈ Xn. Pick n′ ≥ n with n′ ≡ i mod s. Then by (3), D′n′ ⊂ Ti covers Xn′ which
in turn contains vn, as vn ∈ Xn ⊆ Xn′ by (1). 
4. Proof of the Covering Lemma
4.1. Blanket assumption. Throughout this section, let us now fix
• a one-ended infinite abelian group Γ with finite generating set S = {g1, . . . , gs}
such that every element of S has infinite order,
• an almost-standard colouring c of the Cayley graph G = G(Γ, S),
• a finite subset X ⊆ Γ such that c is standard on V (G) \X ,
• a colour i, say i = 1, and corresponding generator g1 ∈ S, for which we
want to show Lemma 3.1, and finally
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• a second generator in S, say g2, such that ∆ := 〈g1, g2〉 ∼= (Z2,+), see
Corollary 2.5.
4.2. Overview of proof. We want to show Lemma 3.1 for the Cayley graph G,
colouring c, generator g1 and finite set X . The cosets of 〈g1, g2〉 in Γ cover V (G),
and in the standard colouring the edges of colour 1 and 2 form a grid on 〈g1, g2〉.
So, since c is almost-standard, on each of these cosets the edges of colour 1 and 2
will look like a grid, apart from on some finite set.
Our aim is to use the structure in these grids to change the colouring c to one
satisfying the conclusions of Lemma 3.1. It will be more convenient to work with
large finite grids, which we require, for technical reasons, to have an even number
of rows. This is the reason for the slight asymmetry in the definition below.
Notation 4.1. Let gi, gj ∈ Γ. For N,M ∈ N we write
〈gi, gj〉N,M := {ngi +mgj : n,m ∈ Z, −N ≤ n ≤ N, −M < m ≤M} ⊆ 〈gi, gj〉 ⊆ Γ.
The structure of our proof can be summarised as follows. First, in Section 4.3, we
will show that there is some N0 and some ‘nice’ finite set of P of representatives of
cosets of 〈g1, g2〉 such that P + 〈g1, g2〉N0,N0 covers X . We will then, in Section 4.4
pick sufficiently large numbers N0 < N1 < N2 < N3 and consider the grids P +
〈g1, g2〉N3,N1 . Using the structure of the grids we will make local changes to the
colouring inside P + (〈g1, g2〉N3,N1 \ 〈g1, g2〉N0,N0) to construct our new colouring
cˆ. This new colouring cˆ will then agree with c on the subgraph induced by P +
〈g1, g2〉N0,N0 ⊇ X , and be standard on V (G) \
(
P + 〈g1, g2〉N3,N1
)
, and hence, as
long as we ensure all the colour components are double-rays, almost-standard.
These local changes will happen in three steps. First, in Step 1, we will make
local changes inside xℓ + (〈g1, g2〉N3,N1 \ 〈g1, g2〉N2,N1) for each xℓ ∈ P , in order to
make every i-component meeting P + 〈g1, g2〉N2,N1 a finite cycle.
Next, in Step 2, we will make local changes inside xℓ+(〈g1, g2〉N2,N1\〈g1, g2〉N1,N1)
for each xℓ ∈ P , in order to combine the cycles meeting this translate of the grid
into a single cycle.
Finally, in Step 3, we will make local changes inside P+(〈g1, g2〉N1,N1\〈g1, g2〉N0,N0),
in order to join the cycles for different xℓ into a single cycle covering P+〈g1, g2〉N0,N0 .
We then make one final local change to turn this finite cycle into a double-ray.
4.3. Identifying the relevant cosets.
Lemma 4.2. There exist N0 ∈ N and a finite set P = {x0, . . . , xt} ⊂ Γ such that
• P∆ = {x0 +∆, . . . , xt +∆} is a path in G(Γ/∆, (S \ {g1, g2})
∆
), and
• X ⊆ P + 〈g1, g2〉N0,N0 .
Proof. Since X is finite, there is a finite set Y = {y1, . . . , yk} ⊂ Γ such that the
cosets in Y ∆ = {y1 +∆, . . . , yk +∆} are all distinct and cover X . Moreover, since
every (yℓ +∆) ∩X is finite, there exists N0 ∈ N such that
(yℓ + 〈g1, g2〉) ∩X = (yℓ + 〈g1, g2〉N0,N0) ∩X
for all 1 ≤ ℓ ≤ k. Then X ⊆ Y + 〈g1, g2〉N0,N0 .
Next, by a result of Nash-Williams [12], every Cayley graph of a countably
infinite abelian group has a Hamilton double-ray, and it is a folklore result (see
[16]) that every Cayley graph of a finite abelian group has a Hamilton cycle. So
in particular, the Cayley graph of (Γ/∆, (S \ {g1, g2})
∆
), has a Hamilton cycle /
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double-ray, say H . Let P ⊇ Y be a finite set of representatives of the cosets of ∆
which lie on the convex hull of Y ∆ on H . It is clear that P is as required. 
• For the rest of this section let us fix N0 ∈ N and P = {x0, . . . , xt} ⊂ Γ to
be as given by Lemma 4.2.
4.4. Picking sufficiently large grids. In order to choose our grids large enough
to be able to make all the necessary changes to our colouring, we will first need
the following lemma, which guarantees that we can find, for each k 6= 1, 2 and
x ∈ Γ, many distinct standard k-double-rays which go between the cosets x + ∆
and (x+ gk) + ∆.
Lemma 4.3. For any gk ∈ S \ {g1, g2} and any pair of distinct cosets x +∆ and
(gk + x) + ∆, there are infinitely many distinct standard k-double-rays R for the
colouring c with E(R) ∩ E(x+∆, (gk + x) + ∆) 6= ∅.
Proof. It clearly suffices to prove the assertion for c = cstd. We claim that either
R1 = {!(x+mg1, gk) : m ∈ Z} or R2 = {!(x+mg2, gk) : m ∈ Z}
is such a collection of disjoint standard k-double-rays.
Suppose that R1 is not a collection of disjoint double-rays. Then there are
m 6= m′ ∈ Z and n, n′ ∈ Z such that
mg1 + ngk = m
′g1 + n
′gk.
Since gk has infinite order, it follows that n 6= n′, too, and so we can conclude that
there are ℓ, ℓ′ ∈ Z\ {0} such that ℓg1 = ℓ′gk. Similarly, if R2 was not a collection of
disjoint double-rays, then we can find q, q′ ∈ Z\{0} such that qg2 = q′gk. However,
it now follows that
q′ℓg1 = q
′(ℓ′gk) = ℓ
′(q′gk) = ℓ
′qg2,
contradicting the fact that 〈g1, g2〉 ∼= (Z2,+). This establishes the claim.
Finally, observe that if say R1 is a disjoint collection, then for every Rm =
!(x+mg1, gk) ∈ R1 we have (x+mg1, x+mg1+ gk) ∈ E(Rm)∩E(x+∆, (gk +
x) + ∆) as desired. 
We are now ready to define our numbers N0 < N1 < N2 < N3. Recall that N0
and P = {x0, . . . , xt} are given by Lemma 4.2. For each ℓ ∈ [t], let gn(ℓ) be some
generator in S \ {g1, g2} that induces the edge between xℓ−1+∆ and xℓ+∆ on the
path P∆. Note that n(ℓ) ∈ [s] \ {1, 2} for all ℓ.
By Lemma 4.3, we may find t2 many disjoint standard double-rays
R =
{
Rkℓ : 1 ≤ k, ℓ ≤ t
}
such that for every ℓ, the double-rays in
{
Rkℓ =!
(
ykℓ , gn(ℓ)
)
: k ∈ [t]
}
are standard
n(ℓ)-double-rays containing an edge
ekℓ = (y
k
ℓ , y
k
ℓ + gn(ℓ)) ∈ E(R
k
ℓ ) ∩E(xℓ−1 +∆, xℓ +∆)
so that all T kℓ = 
(
ykℓ , gi, gn(ℓ)
)
are (1, n(ℓ))-standard squares for c which have
empty intersection with {xℓ−1, xℓ} + 〈g1, g2〉N0,N0 . Furthermore we may assume
that these standard squares are all edge-disjoint. Then
• let N1 > N0 be sufficiently large such that the subgraph induced by P +
〈g1, g2〉N1−3,N1−3 contains all standard squares T
k
ℓ mentioned above.
• Let N2 be arbitrary with N2 ≥ 5N1.
• Let N3 be arbitrary with N3 ≥ N2 + 2N1.
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4.5. The cap-off step. Our main tool for locally modifying our colouring is the
following notion of ‘colour switchings’, which is also used in [11].
Definition 4.4 (Colour switching of standard squares). Given an edge colouring
c : E(G(Γ, S)) → [s] and an (i, j)-standard square (x, gi, gj), a colour switching
on (x, gi, gj) changes the colouring c to the colouring c
′ such that
• c′ = c on E \(x, gi, gj),
• c′
(
(x, x+ gi)
)
= c′
(
(x+ gj, x+ gi + gj)
)
= j,
• c′
(
(x, x+ gj)
)
= c′
(
(x+ gi, x+ gi + gj)
)
= i.
It would be convenient if colour switchings maintained the property that a colour-
ing is almost-standard. Indeed, if c is standard on E(G) \F then c′ is standard on
E(G) \ (F ∪(x, gi, gj)). Also, it is a simple check that if the i and j-subgraphs of
G for c are 2-regular and spanning, then the same is true for c′. However, some i
or j-components may change from double-rays to finite cycles, and vice versa.
Step 1 (Cap-off step). There is a colouring c′ obtained from c by colour switchings
of finitely many (1, 2)-standard squares such that
• c′ = c on E(G[X ]);
• every 1-component in c′ meeting P + 〈g1, g2〉N2,N1 is a finite cycle intersect-
ing both P + (〈g1, g2〉N3,N1 \ 〈g1, g2〉N2,N1) and P + 〈g1, g2〉N1,N1;
• every other 1-component, and all other components of all other colour
classes of c′ are double-rays;
• c′ is standard outside of P + 〈g1, g2〉N3,N1 and inside of P +(〈g1, g2〉N2,N1 \
〈g1, g2〉N0,N0);
• for each xℓ ∈ P , the sets of vertices
{xl + ng1 +mg2 : N1 ≤ |n| ≤ N2,m ∈ {N1, N1 − 1}}
are each contained in a single 1-component of c′.
Proof. For ℓ ∈ [t] and q ∈ [N1] let Rℓq = 
(
vℓq, g1, g2
)
and Lℓq = 
(
wℓq , g1, g2
)
be
the (1, 2)-squares with base point vℓq = xℓ + (N3 + 1 − 2q) · g1 + (N1 + 1− 2q) · g2
and wℓq = xℓ − (N3 + 2− 2q) · g1 + (N1 + 1− 2q) · g2 respectively. The square L
ℓ
q is
the mirror image of Rℓq with respect to the y-axis of the grid xℓ + 〈g1, g2〉, however
the base points are not mirror images, accounting for the slight asymmetry in the
definitions.
Since N3 ≥ N2 + 2N1, it follows that
Rℓq ∪ L
ℓ
q ⊆ E(xℓ + (〈g1, g2〉N3,N1 \ 〈g1, g2〉N2,N1))
for all q ∈ [N1], and so by assumption on c, all Rℓq and L
ℓ
q are indeed standard (1, 2)-
squares. We perform colour switchings on Rℓq and L
ℓ
q for all ℓ ∈ [t] and q ∈ [N1], and
call the resulting edge colouring c′. It is clear that c′ = c on E(G[X ]) and that c′ is
standard outside of P+〈g1, g2〉N3,N1 and inside of P+(〈g1, g2〉N2,N1 \〈g1, g2〉N0,N0).
Let C ⊂ G denote the region consisting of all vertices that lie in xℓ+(〈g1, g2〉N3,N1
for some ℓ between a pair Lℓq and R
ℓ
q for some q, i.e.
C =
t⋃
ℓ=1
N1⋃
q=1
2⋃
m=1
{xℓ + ng1 + (N1 +m− 2q)g2 : |n| ≤ N3 + 1− 2q}.
Then P + 〈g1, g2〉N2,N1 ⊆ C. By construction, there are no edges of colour 1 in c
′
leaving C, that is, E(C, V (G)\C)∩c′−1(1) = ∅. In particular, since the 1-subgraph
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〈g1, g2〉N1,N1
〈g1, g2〉N2,N1
〈g1, g2〉N3,N1
xℓ + 〈g1, g2〉N0,N0
xℓ
x
x
x
x
x
x
x
x
x
x
Figure 1. Performing colour switchings of standard squares at
positions indicated by ‘x’ in a copy xℓ + 〈g1, g2〉N3,N1 of a finite
grid.
of G under c′ remains 2-regular and spanning, as remarked above, all 1-components
under c′ inside C are finite cycles, whose union covers C.
Also, since each 1-component of c is a double-ray, it must leave the finite set
P + 〈g1, g2〉N3,N1 and hence meets some R
ℓ
q or L
ℓ
q. Therefore, by construction each
1-component of c′ inside C meets some Rℓq or L
ℓ
q and so, since c
′ is standard outside
of P + 〈g1, g2〉N0,N0 except at the squares R
ℓ
q or L
ℓ
q, each such 1-component meets
both P + (〈g1, g2〉N3,N1 \ 〈g1, g2〉N2,N1) and P + 〈g1, g2〉N1,N1 .
Moreover, all other colour components remain double-rays. This is clear for all k-
components of G if k 6= 1, 2 (as the colours switchings of (1, 2)-standard squares did
not affect these other colours). However, it is also clear for the 1-coloured double-
rays outside of C and also for all 2-coloured components, as we chose our standard
squares Rℓq and L
ℓ
q ‘staggered’, so as not to create any finite monochromatic cycles,
see Figure 1 (recall that every xℓ +∆ is isomorphic to the grid).
Finally, since N1 > N0, the edge set
{(xℓ + ng1 +N1g2, xℓ + (n+ 1)g1 +N1g2) : −N3 ≤ |n| < N3 − 1}
∪
{
(vℓ1, v
ℓ
1 + g2), ((w
ℓ
1 + g1, w
ℓ
1 + g1 + g2))
}
∪ {(xℓ + ng1 + (N1 − 1)g2, xℓ + (n+ 1)g1 + (N1 − 1)g2)} : −N3 ≤ n < −N1
∪ {(xℓ + ng1 + (N1 − 1)g2, xℓ + (n+ 1)g1 + (N1 − 1)g2)} : N1 ≤ n < N3
meets only Rℓ1 and L
ℓ
1 and therefore is easily seen to be part of the same 1-
component of c′. In Figure 1, these edges correspond to the red line at the top, and
the two lines below it on either side of xℓ + 〈g1, g2〉N1,N1 . 
4.6. Combining cycles inside each coset of ∆. In the previous step we chose
the (1, 2)-standard squares at which we performed colour switchings in a staggered
manner in the grids xl + 〈g1, g2〉N3,N1 , so that we could guarantee that all the 2-
components were still double-rays afterwards. In later steps we will no longer be
able to be as explicit about which standard squares we perform colour switchings
at, and so we will require the following definitions to be able to say when it is ‘safe’
to perform a colour switching at a standard square.
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Definition 4.5 (Crossing edges). Suppose R = {(vi, vi+1) : i ∈ Z} is a double-ray
and e1 = (vj1 , vj2 ) and e2 = (vk1 , vk2) are edges with j1 < j2 and k1 < k2. We say
that e1 and e2 cross on R if either j1 < k1 < j2 < k2 or k1 < j1 < k2 < j2.
Lemma 4.6. For an edge-colouring c : E(G(Γ, S)) → [s], suppose that (x, gi, gk)
is an (i, k)-standard square with gi 6= gk, and further that the two k-coloured edges
(x, x + gk) and (x + gi, x + gi + gk) of (x, gi, gk) lie on the same standard k-
double-ray R =!(x, gk). Then the two i-coloured edges of (x, gi, gk) cross on
R.
Proof. Write e1 = (x, x + gi) and e2 = (x + gk, x+ gk + gi) for the two i-coloured
edges of (x, gi, gk). The assumption that (x, x+ gk) and (x+ gi, x+ gi+ gk) both
lie on!(x, gk) implies that gi = rgk for some r ∈ Z \ {−1, 0, 1}. If r > 1, we have
x < x+ gk < x+ gi < x+ gk + gi (where < denotes the natural linear order on the
vertex set of the double-ray), and if r < −1, we have x+gi < x+gk+gi < x < x+gk,
and so the edges e1 and e2 indeed cross on R. 
Definition 4.7 (Safe standard square). Given an edge colouring c : E(G(Γ, S))→
[s] we say an (i, k)-standard square (x, gi, gk) is safe if gi 6= −gk and either
• the k-components for c meeting T are distinct double-rays, or
• there is a unique k-component for c meeting T , which is a double-ray on
which (x, x+ gi) and (x+ gk, x+ gi + gk) cross.
The following lemma tells us, amongst other things, that if we perform a colour
switching at a safe (1, k)-standard square then the k-components in the resulting
colouring meeting that square will still be double-rays.
Lemma 4.8. Let c : E(G(Γ, S))→ [s] be an edge colouring, T = (x, gi, gk) be an
(i, k)-standard square with gi 6= −gk, and c′ be the colouring obtained by performing
a colour switching on T . Suppose that the i and k-components for c meeting T are
all 2-regular, and that there are two distinct i-components C1 and C2 meeting T ,
at least one of which is a finite cycle. Then the following statements are true:
• There is a single i-component for c′ meeting T which covers V (C1)∪V (C2);
• If the k-components for c meeting T are distinct double-rays then the k-
components for c′ meeting T are distinct double-rays;
• If there is a unique k-component for c meeting T , which is a double-ray
on which (x, x + gi) and (x + gk, x + gi + gk) cross, then there is unique
k-component for c′ meeting T , which is a double-ray.
Proof. Let us write ei = (x, x+ gi), ek = (x, x+ gk), e
′
i = (x+ gk, x+ gi + gk) and
e′k = (x+ gi, x+ gi + gk), so that (x, gi, gj) = {ei, ek, e
′
i, e
′
k}.
For the first item, let the i-components for c be ei ∈ C1 and e′i ∈ C2, where
without loss of generality C2 is a finite cycle. Then C2 − e
′
i is a finite path, and
C1−ei has at most 2 components, one containing x and one containing x+gi. Hence,
the i-component for c′ meeting T , (C1 ∪C2)− {ei, e′i}+ {ek, e
′
k}, is connected and
covers V (C1) ∪ V (C2).
For the second item, let the k-components for c be ek ∈ D1 and e′k ∈ D2. Then
D1 − ek has two components, a ray starting at x and a ray starting at x + gk.
Similarly, D2 − e′k has two components, a ray starting at x+ gi and a ray starting
at x+gi+gk. Hence, the k-components for c
′ meeting T , which are the components
of (D1 ∪D2)− {ek, e
′
k}+ {ei, e
′
i}, are distinct double-rays.
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ei
e
′
i
ek e
′
k 7→
e
′
k
ek
e
′
i
ei
. . .
. . .
. . .
. . .
7→
. . .
. . .
. . .
. . .
Figure 2. The two situations in Lemma 4.8 with i in red and k in blue.
Finally, if there is a single k-component D for c meeting T such that D is a
double-ray, then D − {ek, e′k} consist of three components. Since ei and e
′
i cross
on D there are two cases as to what these components are. Either the components
consist of two rays, starting at x and x + gi + gk and a finite path from x + gk to
x+ gi, or the components consist of two rays, starting at x+ gi and x+ gk, and a
finite path from x+ gi+ gk to x. In either case, the k-component for c
′ meeting T ,
namely D − {ek, e
′
k}+ {ei, e
′
i}, is a double-ray. 
Lemma 4.8 is also useful as the first item allows us to use (1, k) colour switchings
to combine two 1-components into a single 1-component which covers the same
vertex set.
Step 2 (Combining cycles step). We can change c′ from Step 1 via colour switchings
of finitely many (1, 2)-standard squares to a colouring c′′ satisfying
• c′′ = c′ = c on E(G[X ]);
• every 1-component in c′′ meeting P + 〈g1, g2〉N2,N1 is a finite cycle inter-
secting both P + (〈g1, g2〉N3,N1 \ 〈g1, g2〉N2,N1) and P + 〈g1, g2〉N1,N1 ;
• every other 1-component, and all other components of all other colour
classes of c′′ are double-rays;
• every 1-component in c′′ meeting some xk + (〈g1, g2〉N2,N1 \ 〈g1, g2〉N0,N0)
covers xk + (〈g1, g2〉N2,N1 \ 〈g1, g2〉N0,N0);
• c′′ is standard outside of P + 〈g1, g2〉N3,N1 and inside of P +(〈g1, g2〉N1,N1 \
〈g1, g2〉N0,N0).
Proof. Our plan will be to go through the ‘grids’ xk + 〈g1, g2〉N2,N1 in order, from
k = 0 to t, and use colour switchings to combine all the 1-components which meet
xk + (〈g1, g2〉N2,N1 \ 〈g1, g2〉N0,N0) into a single 1-component. We note that, since
c′ is not standard on X , it may be the case that these 1-components also meet
xk′ + 〈g1, g2〉N2,N1 for k
′ 6= k.
We claim inductively that there exists a sequence of colourings c′ = c0, c1, . . . , ct =
c′′ such that for each 0 ≤ ℓ ≤ t:
• cℓ = c′ = c on E(G[X ]);
• every 1-component in cℓ meeting P + 〈g1, g2〉N2,N1 is a finite cycle inter-
secting both P + (〈g1, g2〉N3,N1 \ 〈g1, g2〉N2,N1) and P + 〈g1, g2〉N1,N1 ;
• for every k ≤ ℓ, every 1-component in cℓ meeting xk + (〈g1, g2〉N2,N1 \
〈g1, g2〉N0,N0) covers xk + (〈g1, g2〉N2,N1 \ 〈g1, g2〉N0,N0);
• for every k > ℓ, cℓ = c
′ on xk + 〈g1, g2〉N2,N1
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• every other 1-component, and all other components of all other colour
classes of cℓ are double-rays;
• cℓ is standard outside of P + 〈g1, g2〉N3,N1 and inside of P +(〈g1, g2〉N1,N1 \
〈g1, g2〉N0,N0).
In Step 1 we constructed c0 = c
′ such that this holds. Suppose that 0 < ℓ ≤ t,
and that we have already constructed ck for k < ℓ.
For q ∈ [4N1 − 2] we define Tq = (vq, g1, g2) to be the (1, 2)-square with base
point
vq =
{
xℓ + (N2 + 2− 2q)g1 + (N1 − q)g2 if q ≤ 2N1 − 1, and
xℓ − (N2 + 3− 2q′)g1 + (N1 − q′)g2 if q′ = q − (2N1 − 1) ≥ 1.
With these definitions, T2N1−1+q is the mirror image of Tq for all q ∈ [2N1 − 1]
along the y-axis. Moreover, since N2 ≥ 5N1, each Tq is contained within xk +
(〈g1, g2〉N2,N1 \ 〈g1, g2〉N1,N1).
We will combine the 1-components in cℓ−1 which meet xℓ + (〈g1, g2〉N2,N1 \
〈g1, g2〉N0,N0) into a single component by performing colour switchings at some
of the (1, 2)-squares Tq. Let us show first that most of the induction hypotheses
are maintained regardless of the subset of the Tq we make switchings at.
〈g1, g2〉N1,N1
〈g1, g2〉N2,N1
xℓ + 〈g1, g1〉N0,N0
xℓ
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
Figure 3. The standard squares Tq, with a colour switching per-
formed at T2.
We note that, since cℓ−1 is standard inside of xℓ + (〈g1, g1〉N2,N1 \ 〈g1, g2〉N0,N0)
and outside of P + 〈g1, g2〉N3,N1 , and g1 6= −g2, each Tq is a safe (1, 2)-standard
square for cℓ−1. Furthermore, by construction, even if we perform colour switchings
at any subset of the Tq, the remaining squares remain standard and safe.
Hence, by Lemma 4.8 and the induction assumption, after performing colour
switchings at any subset of the standard squares Tq all 2-components of the resulting
colouring will be double-rays. Secondly, these colour switching will not change
the colouring outside of P + 〈g1, g2〉N2,N1 and inside of P + 〈g1, g2〉N1,N1 , or in
any xk + 〈g1, g2〉N2,N1 with k 6= ℓ. In particular, every 1-component not meeting
P + 〈g1, g2〉N2,N1 will still be a double-ray. Finally, again by Lemma 4.8, every
1-component of the resulting colouring meeting P + 〈g1, g2〉N2,N1 will be a finite
cycle which covers the vertex set of some union of 1-components in cℓ−1, and hence
will intersect both P + (〈g1, g2〉N3,N1 \ 〈g1, g2〉N2,N1) and P + 〈g1, g2〉N1,N1 .
Let us write eq = (vq, vq + g1) for each q ∈ [4N1 − 2]. Since cℓ−1 = c′ on
xℓ+〈g1, g2〉N2,N1, and by Step 1 c
′ is standard on xℓ+(〈g1, g2〉N2,N1 \〈g1, g2〉N0,N0),
each 1-component of cℓ−1 that meets xℓ+(〈g1, g2〉N2,N1 \ 〈g1, g2〉N0,N0) contains at
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least one eq. Also, e1 and e2N1 belong to the same 1-component by the last claim
in Step 1. Let us write C for the collection of such cycles, and consider the map
α : C → {1, . . . , 4N1 − 1}, C 7→ min {q : eq ∈ E(C)},
which maps each cycle to the first eq that it contains. Since C is a disjoint collection
of cycles, the map α is injective. Now let cℓ be the colouring obtained from cℓ−1
by switching all standard squares in
T = {Tq : q ∈ ran(α)} \ {T1}.
We claim that cℓ satisfies our induction hypothesis for ℓ. By the previous com-
ments it will be sufficient to show
Claim 1. Every 1-component in cℓ meeting xℓ+(〈g1, g2〉N2,N1\〈g1, g2〉N0,N0) covers
xℓ + (〈g1, g2〉N2,N1 \ 〈g1, g2〉N0,N0).
To see this, we index C = {C1, . . . , Cr} such that u < v implies α(Cu) < α(Cv),
and consider the sequence of colourings {cz : z ∈ [r]} where c1 = cℓ and each cz is
obtained from cz−1 by switching the standard square Tα(Cz).
Let us show by induction that for every z ∈ [r] there is an 1-component of cz
which covers
⋃
y≤z Cy. For z = 1 the claim is clearly true. So, suppose z > 1.
Since α(Cz) is minimal in {α(Cy) : y ≥ z} it follows that eq ∈
⋃
y<z Cy for every
q < α(Cz). Note that, since cℓ−1 = c
′ on xℓ+ 〈g1, g2〉N2,N1 , it follows from the final
claim in the Cap-off step that C1 contains both e1 and e2N1 , and so α(Cz) 6= 2N1.
Consider the standard square Tα(Cz). Since cℓ−1 = c
′ on xℓ + 〈g1, g2〉N2,N1 , by
construction the edge ‘opposite’ to eα(Cz) in Tα(Cz), that is, eα(Cz) + gj, is in the
same 1-component in cℓ−1 as eα(Cz)−1, and hence is contained in
⋃
y<z Cy.
Therefore, by Lemma 4.8, after performing an (1, 2)-colour switching at Tα(Cz),
the 1-component in cz contains
⋃
y≤z Cy .
Hence, there is an 1-component of cℓ = c
r which covers
⋃
y≤r Cy, and so there is
a unique 1-component of cℓ meeting xℓ+(〈g1, g2〉N2,N1 \ 〈g1, g2〉N0,N0) which covers
it, establishing the claim. 
4.7. Combining cycles across different cosets of ∆. In the third and final
step we join the finite cycles covering each xℓ + (〈g1, g2〉N1,N1 \ 〈g1, g2〉N0,N0) into
a single finite cycle, and then make one final switch to absorb this cycle into a
double-ray. The resulting colouring will then satisfy the conditions of Lemma 3.1.
Step 3 (Combining cosets step). We can change c′′ from the previous lemma to
an almost-standard colouring cˆ such that
• cˆ = c′′ = c′ = c on E(G[X ]);
• Some component in colour 1 covers P + 〈g1, g2〉N1,N1 .
Proof. Recall that P = {x0, . . . , xt} is such that P∆ = {x0 +∆, . . . , xt +∆} is a
finite, graph-theoretic path in the Cayley graph of the quotient Γ/∆with generating
set S \ {g1, g2}. Moreover, recall from Section 4.4 that N1 > N0 was chosen so that
for the initial colouring c there were t2 many disjoint standard double-rays
R =
{
Rkℓ : 1 ≤ k, ℓ ≤ t
}
such that for every ℓ, the double-rays in
{
Rkℓ =!
(
ykℓ , gn(ℓ)
)
: k ∈ [t]
}
are standard
n(ℓ)-double-rays containing an edge
ekℓ = (y
k
ℓ , y
k
ℓ + gn(ℓ)) ∈ E(R
k
ℓ ) ∩E(xℓ−1 +∆, xℓ +∆)
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so that all T kℓ = 
(
ykℓ , g1, gn(ℓ)
)
are edge-disjoint (1, n(ℓ))-standard squares for the
colouring c contained in the subgraph induced by P + 〈g1, g2〉N1−3,N1−3 which have
empty intersection with {xℓ−1, xℓ} + 〈g1, g2〉N0,N0 . However, since we only altered
the (1, 2)-subgraphs of G in Step 1 and 2, it is clear that all these standard double-
rays and standard squares for c remain standard also for the colourings c′ and in
particular c′′.
x0
+ 〈
g1,
g2〉N
1
,N1
x0
+ 〈
g1
, g2
〉N0
,N0
x0
x1
+ 〈
g1,
g2〉N
1
,N1
x1
+ 〈
g1
, g2
〉N0
,N0
x1
x2
+ 〈
g1,
g2〉N
1
,N1
x2
+ 〈
g1
, g2
〉N0
,N0
x2
gn(1) gn(2)
. . .
Figure 4. Using (1, n(ℓ))-standard squares to join up different
cosets. For this picture, we assume wlog that xℓ+1 = xℓ + gn(ℓ+1).
We claim that there exists a function k : [t] → [t] ∪ {⊥} such that iteratively
switching T
k(ℓ)
ℓ (or not doing anything at all if k(ℓ) = ⊥) results in a sequence of
colourings c′′ = c0, c1, . . . , ct such that for each 0 ≤ ℓ ≤ t,
(1) a single finite 1-component in cℓ covers {x0, . . . , xℓ}+(〈g1, g2〉N1,N1\〈g1, g2〉N0,N0),
(2) for every k, every 1-component in cℓ meeting xk+(〈g1, g2〉N1,N1\〈g1, g2〉N0,N0)
is a finite cycle covering xk + (〈g1, g2〉N1,N1 \ 〈g1, g2〉N0,N0), and
(3) every other 1-component, and all other components of all other colour
classes in cℓ are double-rays.
In Step 2 we constructed a colouring c0 = c
′′ for which properties (1)–(3) are
satisfied. Now suppose that ℓ ≥ 1, and that the colouring cℓ−1 obtained by switching
the standard squares
{
T
k(ℓ′)
ℓ′ : ℓ
′ ∈ [ℓ− 1]
}
satisfies (1)–(3). By construction, each
such standard square T
k(ℓ′)
ℓ′ is incident with the ray R
k(ℓ′)
ℓ′ and potentially one
further n(ℓ′)-component. But since we had reserved more that ℓ − 1 different
rays R1ℓ , . . . , R
t
ℓ, it follows that some ray R
k(ℓ)
ℓ remains a standard n(ℓ)-coloured
component for cℓ−1.
Both edges (y
k(ℓ)
ℓ , y
k(ℓ)
ℓ + gi) and (y
k(ℓ)
ℓ + gn(ℓ), y
k(ℓ)
ℓ + gn(ℓ) + gi) of T
k(ℓ)
ℓ are
contained in {xℓ−1, xℓ}+(〈g1, g2〉N1,N1\〈g1, g2〉N0,N0), and hence are, by assumption
(2), covered by finite 1-cycles in cℓ−1. If both edges lie in the same finite 1-cycle,
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there is nothing to do (and we redefine k(ℓ) := ⊥, and let cℓ = cℓ−1). However, if
they lie on different finite cycles, we perform a colour switching on the standard
square T
k(ℓ)
ℓ and claim that the resulting cℓ is as required. By Lemma 4.8, the two
finite 1-components merge into a single finite cycle, and so (1) and (2) are certainly
satisfied for cℓ.
To see (3), we need to verify that T
k(ℓ)
ℓ is, when we perform the switching, safe.
However, T
k(ℓ)
ℓ was chosen so that the edge (y
k(ℓ)
ℓ , y
k(ℓ)
ℓ + gn(ℓ)) ∈ T
k(ℓ)
ℓ lies on a
standard double-ray R = R
k(ℓ)
ℓ of cℓ−1. Also, by the inductive assumption (3),
the second n(ℓ)-coloured edge (y
k(ℓ)
ℓ + gi, y
k(ℓ)
ℓ + gi + gn(ℓ)) ∈ T
k(ℓ)
ℓ lies on an n(l)-
coloured double-ray R′ in cℓ−1. If R and R
′ are distinct, then T
k(ℓ)
ℓ is safe, and if
R = R′ then, since R is a standard n(ℓ)-double-ray, Lemma 4.6 implies that T
k(ℓ)
ℓ
is safe. Hence cℓ satisfies (3). This completes the induction step.
Thus, by (1) and (3), we obtain an edge-colouring ct forG such that a single finite
1-component covers P + (〈g1, g2〉N1,N1 \ 〈g1, g2〉N0,N0), and all other 1-components
and all other components of other colour classes in ct are double-rays. Furthermore,
since every 1-component which meets P+〈g1, g2〉N0,N0 must meet P+(〈g1, g2〉N1,N1\
〈g1, g2〉N0,N0), it follows that the 1-component in fact covers P + 〈g1, g2〉N0,N0 .
Moreover, since T
k(ℓ)
ℓ ⊂ P + 〈g1, g2〉N1−3,N1−3 for all ℓ ∈ [t], it follows that ct is
standard on x0 + (〈g1, g2〉N1,∞ \ 〈g1, g2〉N1−3,N1−3), and that it is standard outside
of P + 〈g1, g2〉N3,N1 . Hence, the square (x, g1, g2) with base point x = x0+(N1−
2)g1 +N1g2 is a standard (1, 2)-square such that
• the edge (x, x + g1) lies on the finite 1-cycle of ct,
• the edge (x + g2, x+ g2 + g1) lies on standard 1-double-ray!(x+ g2, g1)
(lying completely outside of P + 〈g1, g2〉N3,N1) of ct, and
• the edges (x, x+g2) and (x+g1, x+g2+g1) lie on distinct standard 2-double-
rays!(x, g2) and!(x+ g1, g2) ⊆ x0+(〈g1, g2〉N1,∞ \ 〈g1, g2〉N1−3,N1−3).
Therefore, we may perform a colour switching on (x, g1, g2), which results, by
Lemma 4.8, in an almost standard colouring of G such that a single 1-component
covers P + 〈g1, g2〉N1,N1, and hence X . 
5. Hamiltonian decompositions of products
The techniques from the previous section can also be applied to give us the
following general result about Hamiltonian decompositions of products of graphs.
Theorem 1.2. If G and H are countable graphs which both have Hamilton decom-
positions, then so does their product GH.
Proof. Suppose that {Ri : i ∈ I} and {Sj : j ∈ J} form decompositions of G and H
into edge-disjoint Hamiltonian double-rays, where I, J may be finite or countably
infinite. Note that, for each i ∈ I, j ∈ J , RiSj is a spanning subgraph of GH ,
and is isomorphic to the Cayley graph of (Z2,+) with the standard generating set.
Let πG : GH → G and πH : GH → H the projection maps from GH onto
the respective coordinates. As our standard colouring for GH we take the map
c : E(GH)→ I∪˙J, e 7→
{
i if e ∈ π−1G (E(Ri)),
j if e ∈ π−1H (E(Sj)).
Then each RiSj is 2-coloured (with colours i and j), and this colouring agrees
with the standard colouring of CZ2 = G((Z
2,+), {(1, 0), (0, 1)}) from Section 3.
16 JOSHUA ERDE, FLORIAN LEHNER, AND MAX PITZ
We may suppose that V (G) = N = V (H). Fix a surjection f : N → I ∪ J such
that every colour appears infinitely often.
By starting with c0 = c and applying Lemma 3.1 recursively inside the spanning
subgraphs Rf(k)S1, if f(k) ∈ I, or inside R1Sf(k), for f(k) ∈ J , we find a
sequence of edge-colourings ck : GH → I ∪ J and natural numbers Mk ≤ Nk <
Mk+1 such that
• ck+1 agrees with ck on the subgraph of GH induced by [0,Mk+1]
2,
• there is a finite path Dk of colour f(k) in ck covering [0, Nk]2, and
• Mk+1 is large enough such that Dk ⊂ [0,Mk+1]2.
To be precise, suppose we already have a finite path Dk of colour f(k) in ck covering
[0, Nk]
2, and at stage k + 1 we have say f(k + 1) ∈ I, and so we are considering
Rf(k+1)S1 ∼= CZ2 . We choose
• Mk+1 > Nk large enough such that Dk ⊂ [0,Mk+1]2 ⊂ GH , and
• Nk+1 > Mk+1 large enough such that Q1 = [0, Nk+1]2 ⊂ GH contains all
edges where ck differs from the standard colouring c.
Next, consider an isomorphism h : Rf(k+1)S1 ∼= CZ2 . Pick a ‘square’ Q2 ⊂
Rf(k+1)S1 with Q1 ⊂ Q2, i.e. a set Q2 such that h restricted to Q2 is an isomor-
phism to the subgraph of CZ2 induced by [−N˜k+1, N˜k+1]
2 ⊆ Z2 for some N˜k+1 ∈ N,
and then apply Lemma 3.1 to Rf(k+1)S1 and Q2 to obtain a finite path Dk+1 of
colour f(k + 1) in ck+1 covering Q2.
It follows that the double-rays {Ti : i ∈ I}∪ {Tj : j ∈ J} with Tℓ =
⋃
k∈f−1(ℓ)Dk
give the desired decomposition of GH . 
6. Open Problems
As mentioned in Section 2, the finitely generated abelian groups can be classi-
fied as the groups Zn ⊕
⊕r
i=1 Zqi , where n, r, q1, . . . , qr ∈ Z. Theorem 1.1 shows
that Alspach’s conjecture holds for every such group with n ≥ 2, as long as each
generator has infinite order. The question however remains as to what can be said
about Cayley graphs G(Γ, S) when S contains elements of finite order.
Problem 1. Let Γ be an infinite, finitely-generated, one-ended abelian group and S
be a generating set for Γ which contains elements of finite order. Show that G(Γ, S)
has a Hamilton decomposition.
Alspach’s conjecture has also been shown to hold when n = 1, r = 0, and
the generating set S has size 2, by Bryant, Herke, Maenhaut and Webb [7]. In
a paper in preparation [8], the first two authors consider the general case when
n = 1 and the underlying Cayley graph is 4-regular. Since the Cayley graph is
2-ended, it can happen for parity reasons that no Hamilton decomposition exists.
However, this is the only obstruction, and in all other cases the Cayley graphs have
a Hamilton decomposition. Together with the result of Bermond, Favaron and
Maheo [6] for finite abelian groups, and the case Γ ∼= (Z2,+) of Theorem 1.1, this
fully characterises the 4-regular connected Cayley graphs of finite abelian groups
which have Hamilton decompositions. A natural next step would be to consider
the case of 6-regular Cayley graphs.
Problem 2. Let Γ be a finitely generated abelian group and let S be a generating set
of Γ such that C(Γ, S) is 6-regular. Characterise the pairs (Γ, S) such that G(Γ, S)
has a decomposition into spanning double-rays.
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