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In this note we consider the upper value of a zero-sum game with payoff function
depending on a state variable. We provide a new and much simpler proof of a measurable
minimax selection theorem established 25 years ago by the author in Nowak (1985) [19].
A discussion of the basic assumptions and relations with the literature on stochastic games
and (minimax) control models is also included.
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Measurable selection theorems play an important role in economic theory and in studying various control problems.
Also game theoretical models with random moves or with an uncountable set of players lead to certain measurability
considerations. Some examples including noncooperative games can be found in the papers by Yannelis [24,25], Yannelis
and Rustichini [26] where Kuratowski and Ryll-Nardzewski’s selection theorem [15] is applied. In many control theoretical
models (or dynamic programming) it is assumed that the state space is standard Borel and some results on projections or
uniformization of Borel (analytic sets) are used, see [5,4,3,2,13]. When the utility functions are discontinuous in some sense,
then the results on universally measurable selectors are necessary to consider [4,2,13]. Theorems on measurable selectors
of extrema as discussed by Brown and Purves [5] and others [2] are also needed to study stochastic games on Borel spaces
or minimax control problems. It is little surprising that the value of a zero-sum stochastic game need not be universally
measurable, see [19,21]. A general theorem on minimax selectors was proved in [19]. It was applied to stochastic games
for example in [7,8,10–12,16–18,20]. However, the proof given in [19] is quite involved (for a brief comment see Remark 1
below). Our main objective in this note is to give a considerably simpler proof of the main part of the result established
in [19], add some remarks, and put the whole problem in a time perspective.
We use R (N) to denote the set of all real numbers (positive integers). By a Borel space we mean a non-empty Borel
subset of a complete separable metric space. Let H be a Borel space. We denote by LH the smallest σ -algebra containing
Borel subsets of H and closed under the Souslin operation. We use BH to denote the Borel σ -algebra in H . Clearly, BH ⊂ LH
and all sets in LH are universally measurable. It is known that LH contains all analytic and coanalytic subsets of H . For
a detailed discussion on LH , analytic and coanalytic sets consult for example [2,23].
A real-valued function f : H → R is called upper semianalytic (u.s.a.) if for any r ∈ R the set {x ∈ H: f (x) r} is analytic
in H . Properties of u.s.a. functions are very well described in Chapter 7 of [2]. Here we only mention that a pointwise limit
of a sequence of u.s.a. functions is u.s.a. Moreover, if { fn}n∈T is a countable family of u.s.a. functions and f (x) := infn∈T fn(x)
is ﬁnite, then f is u.s.a.
Let H and K be Borel spaces. A mapping g : H → K is called universally measurable if g−1(D) ∈ LH for any D ∈ BK .
Let S , X and Y be Borel spaces. Let A (B) be a Borel subset of S × X (S × Y ). Write A(s) for the s-section of A, that is,
A(s) := {x ∈ X: (s, x) ∈ A}.
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C := {(s, x, y): s ∈ S, x ∈ A(s), y ∈ B(s)}.
By Lemma 1.1 in [19], C is a Borel subset of S × X × Y .
Let u : C → R be an upper semianalytic function such that u(s, ·,·) is bounded for each s ∈ S . Deﬁne w : B → R by
w(s, y) := sup
x∈A(s)
u(s, x, y) (1)
and v∗ : S → R as
v∗(s) := inf
y∈B(s) w(s, y). (2)
Then v∗ can be referred to as the upper value of a zero-sum game with the payoff depending on a state s ∈ S .
Deﬁne
O := {s ∈ S: v∗(s) = w(s, y) for some y ∈ B(s)}.
Let  > 0 be ﬁxed. A mapping g∗ : S → Y such that g∗(s) ∈ B(s) for each s ∈ S is an -minmax strategy if
v∗(s) = w(s, g∗(s)) for all s ∈ O and w(s, g∗(s))< v∗(s) +  for all s ∈ S \ O.
The following result was established in Theorems 1.1 and 2.1 from [19]. Our aim is to give a new and much simpler
proof for this fact together with some comments on the accepted assumptions.
Theorem 1. Assume that B(s) is σ -compact for each s ∈ S and u is the limit of a non-decreasing sequence {un} of upper semianalytic
functions on C such that, for each (s, x) ∈ A and n ∈ N, un(s, x, ·) is continuous on B(s) endowed with the relative topology. Then
(a) the function w is upper semianalytic and LS ⊗ BY -measurable,
(b) the function v∗ is universally measurable, O ∈ LS , and for any  > 0 there exists a universally measurable -minmax strategy,
(c) the function v∗ is upper semianalytic.
From [22] and Lemma 4.5 in [19], we infer the fact:
Lemma 1. There exists a sequence of Borel sets {Bk}k∈N such that for each s ∈ S and k ∈ N, Bk(s) is compact,
∅ 	= Bk(s) ⊂ Bk+1(s) and
⋃
k∈N
Bk(s) = B(s).
By Lemma 1 and (F2.1) in [20], we obtain:
Lemma 2. There exists a sequence of Borel measurable mappings φn : S → Y such that for each s ∈ S the set {φn(s)} is dense in B(s).
Proof of Theorem 1. (a) We show that there exists a non-decreasing sequence {wn} of upper semianalytic functions on
S × Y such that, for each n ∈ N , wn(s, ·) is continuous on Y and wn ↑ w on B as n → ∞. Let d be a metric equivalent to
the topology on Y . For each n ∈ N , deﬁne fn : C × Y → R by
fn(s, x,b, y) := un(s, x,b) + nd(b, y), (s, x,b) ∈ C, y ∈ Y .
By Lemma 7.30 in [2], fn(·, · , · ,y) is u.s.a. on C for each y ∈ Y , n ∈ N . Let gn : A × Y → R and wn : S × Y → R be deﬁned as
gn(s, x, y) := inf
b∈B(s)
fn(s, x,b, y), (s, x) ∈ A, y ∈ Y (3)
and
wn(s, y) := sup
x∈A(s)
gn(s, x, y), s ∈ S, y ∈ Y .
Note that, for every y1, y2 ∈ Y and (s, x) ∈ A, we have
max
{∣∣gn(s, x, y1) − gn(s, x, y2)∣∣, ∣∣wn(s, y1) − wn(s, y2)∣∣}
 sup sup
∣∣ fn(s, x,b, y1) − fn(s, x,b, y2)∣∣ nd(y1, y2). (4)
x∈A(s) b∈B(s)
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gn(s, x, y) := inf
k∈N
fn
(
s, x, φk(s), y
)
, (s, x) ∈ A, y ∈ Y
and consequently gn(·, · ,y) is u.s.a. on A, for each n ∈ N , y ∈ Y . From Lemma 4.3(b) in [19], it follows that gn is u.s.a. on
A × Y which is a Borel subset of S × X × Y . By Proposition 7.42 in [2], wn is also u.s.a. on S × Y . From (4), it follows that
wn(s, ·) is continuous on Y , for each n ∈ N , s ∈ S . Thus, wn is LS ⊗ BY -measurable. To close the proof of (a), it remains
to show that wn ↑ w on B as n → ∞. For this, note that the sequence {gn} is non-decreasing and for each m  n and
(s, x, y) ∈ C we have
inf
b∈B(s)
[
um(s, x,b) + nd(b, y)
]
 gn(s, x, y) un(s, x, y) u(s, x, y). (5)
Because um(s, x, ·) is continuous on B(s), by the proof of the theorem of Baire, see p. 390 in [1], we infer that
lim
n→∞ infb∈B(s)
[
um(s, x,b) + nd(b, y)
]= um(s, x, y)
for each (s, x, y) ∈ C , m ∈ N . This and (5) imply that um  limn→∞ gn  u on C for each m ∈ N . Hence u = limm→∞ um 
limn→∞ gn  u, and consequently u = limn→∞ gn . Since {gn} is non-decreasing, we get
w(s, y) = sup
x∈A(s)
u(s, x, y) = sup
x∈A(s)
lim
n→∞ gn(s, x, y) = limn→∞ supx∈A(s) gn(s, x, y) = limn→∞ wn(s, y),
for each (s, y) ∈ B , and this completes the proof of (a).
(b) This part follows from the fact that w is LS ⊗ BY -measurable and standard projection and selections arguments as
in Lemma 1.2 from [19] and Lemma 6.2 from [20].
(c) Consider the sequence of Borel sets {Bk} from Lemma 1. For any k ∈ N , put vk(s, y) := w(s, y) if (s, y) ∈ Bk . As in
the proof of part (a), we can construct a non-decreasing sequence {vkn}n∈N of u.s.a. functions on S × Y such that vkn(s, ·) is
continuous on Y and vkn ↑ vk on Bk as n → ∞. Deﬁne
v∗kn(s) := infy∈Bk(s) vkn(s, y), s ∈ S.
Using Lemma 2 (with B replaced by Bk) and the continuity of vkn(s, ·) we can show that v∗kn is u.s.a. Since {vkn} is non-
decreasing with respect to n ∈ N and Bk(s) is compact, we have
v∗k (s) := infy∈Bk(s) vk(s, y) = limn→∞ v
∗
kn(s), s ∈ S.
Thus, v∗k is u.s.a. for any k ∈ N . It is easy to see that v∗k ↓ v∗ on S as k → ∞. Hence, v∗ is u.s.a., which completes the proof
of (c). 
Remark 1. The proof of Theorem 1(a) given in [19] is more complicated. It makes use of Fan’s minimax theorem [6] and
some facts from measure theory, see pp. 471–475 in [19]. The idea was to consider the spaces P (A(s)) and P (B(s)) of
probability measures on A(s) and B(s), respectively, and work with
uˆ(s,μ,ν) :=
∫
A(s)
∫
B(s)
u(s, x, y)μ(dx) ν(dy)
where μ ∈ P (A(s)), ν ∈ P (A(s)). The property that uˆ is separately aﬃne with respect to μ and ν is crucial in [19]. An
application of Fan’s minimax theorem [6] is then possible and the measurability problem is reduced to some known results
on projections and uniformizations of sets in Borel spaces. The main idea making the proof given in this note much simpler
relies on approximating the continuous functions un(s, x, ·) by the Lipschitz continuous ones deﬁned in (3). This simple
“trick” enables us to avoid considering the mixed extension of the game and transfer the problem to larger (in some sense)
spaces.
Remark 2. Theorem 1(b) says that v∗ is universally measurable. This property is not enough if we think of applications
to multistage minimax control problems or stochastic games where so-called value iteration arguments are considered,
see [2,4] or [20]. Part (c) of Theorem 1 says that v∗ is u.s.a. which is a stronger and desirable property. If we make
additional assumptions that A(s) is σ -compact for each s ∈ S and u(s, ·,y) is upper semicontinuous for each (s, y) ∈ B,
then v∗ is Borel measurable. This follows from a direct applications of the results in [5] given for optimization problems.
If we assume that u is u.s.a., u(s, x, ·) is lower semicontinuous on B(s) for every (s, x) ∈ A, then v∗ may not be universally
measurable even in the optimization context, that is, when A(s) is a singleton for each s ∈ S . This is shown in the example
below.
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the usual axioms of set theory to assume that there exists a coanalytic subset F of the unit square S × Y whose projection
projS F on the horizontal axis is not Lebesgue measurable. By Kondô’s theorem [14], the set F has a coanalytic uniformiza-
tion, that is, there is a function ϕ : projS F → Y such that graph (ϕ) is a coanalytic subset of S × Y and (s,ϕ(s)) ∈ F for all
s ∈ projS(F ). Deﬁne u : S × X × Y → R by
u(s, x, y) := 1 if (s, y) ∈ S × Y \ graph(ϕ) and u(s, x, y) := 0 if (s, y) ∈ graph(ϕ).
Clearly, u is u.s.a. and u(s,0, ·) is l.s.c. on Y for each s ∈ S . Note that v∗ is the characteristic function of the set
projS graph(ϕ) = projS F . Thus, it is consistent with the standard axiom of set theory to assume that v∗ is not universally
measurable.
Remark 3. If u : C → R satisﬁes the assumptions of Theorem 1, then by Lemma 7.30 in [2] u is u.s.a. and u(s, x, ·) is l.s.c. on
B(s) for all (s, x) ∈ A. As Example 1 shows the converse implication cannot be proved.
Remark 4. The relevance of Gödel’s work [9] to the study of stochastic optimization problems on Borel spaces was noticed by
Blackwell, Freedman and Orkin [4], and subsequently by Bertsekas and Shreve, see p. 302 in [2]. A different example based
on Gödel’s work [9] showing that v∗ need not be universally measurable was given by Rieder [21] where S = X = Y = [0,1]
and u is the characteristic function of some Borel subset of S × X × Y .
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