Abstract-In this paper, we propose a resource management scheme for on-demand video streaming in orthogonal frequencydivision multiple access (OFDMA) networks with both timevarying channels and a user's personalized quality requirement. We design a user quality satisfaction model to evaluate the degree of the user quality satisfaction with respect to his/her personalized quality requirement. To perform the dynamic resource management, we propose a joint rate control (RC) associated with the quality adjustment at the application layer and resource allocation (RA) associated with the power allocation and subcarrier assignment at the physical layer. By using the Lyapunov optimization technique, we develop a joint RC and RA (JRCRA) algorithm to maximize the time-averaged quality satisfaction of all users (QSAU). We show that the QSAU achieved by the JRCRA algorithm without any prior knowledge of the channel statistics can arbitrarily attain the optimal QSAU achieved by the algorithm with a complete knowledge of the channel statistics. Simulation results verify the advantages of the proposed JRCRA algorithm.
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I. INTRODUCTION

I
T IS expected that by 2020, wireless data traffic will increase by up to two orders of magnitude [1] . This increase is expected to be mainly due to the streaming of video-ondemand, which is enabled by the development of multimedia devices such as tablets and smartphones [2] . To support the growing demand for high data rates, orthogonal frequencydivision multiple access (OFDMA) is regarded as one of the most promising candidates at the physical layer. Therefore, to sustain and to refine their competitive edge, services providers are now exploring efficient resource management schemes for on-demand streaming in OFDMA networks [3] - [5] .
Typically, video files requested by users on demand have pre-encoded content, i.e., the content is already encoded and stored somewhere, (e.g., on servers on the Internet or on the cloud) [6] . The most common approach employed by end users to consume precoded video is by streaming, i.e., after a prebuffering time that is typically much shorter than the duration of the video file, playback is started, whereas the rest of the file is simultaneously downloaded. More specifically, the video file is divided into "segments" such that while the alreadyreceived segments are played in sequence, the later segments are transmitted. However, on-demand streaming continues to be a challenge because of the time-varying channels and the fact that most of the video files are currently sourced from media servers on the Internet. Therefore, to realize a practical on-demand streaming scheme, we require two components: 1) quality adaptation at the application layer, which determines the quality level at which each segment should be fetched from the video server for each user; and 2) resource allocation at the physical layer, which determines the transmission rate for each user through the joint power allocation and subcarrier assignment. These two components are obviously coupled.
To deal with the time-varying channels in OFDMA networks, adaptive streaming [7] - [10] has emerged as an enabling technology to support growing video transmission in wireless networks. In adaptive streaming, by leveraging the use of multiquality video 1 [11] - [13] , each content is split into multiple segments. Each segment is then encoded into multiple quality levels with different bit rates, which can enable users to receive an appropriate quality level according to the channel conditions. Typically, the higher the received bit rate, the better is the user perceived quality (UPQ) at the user's side. Based on the idea of adaptive streaming, there have been some recent quality-oriented works regarding OFDMA networks. In [14] , a power-allocation algorithm was developed to maximize the total UPQ of all users in OFDMA networks. Considering the fairness between different users, in [15] , a low-complexity joint power allocation and subcarrier assignment scheme is devised to solve the max-min UPQ optimization problem. In addition, several studies have focused on multicell OFDMA networks. A quality-oriented proportional fair subcarrier assignment scheme was proposed in [16] to balance UPQ maximization and user fairness. Zheng et al. [17] employed a joint user-scheduling and power-allocation scheme to maximize the sum of UPQ values received by all users in multicell OFDMA networks. Li et al. [18] developed a two-step resource-allocation algorithm to improve the UPQ with lower transmit power consumption.
As a common feature, all aforementioned works [14] - [18] were based on the infinite backlog assumption and the snapshot-based model (i.e., they only considered the UPQ at the observation time). In other words, by utilizing a qualityrate model, which mapped the physical link rate through power allocation and/or subcarrier assignment into UPQ, the proposed algorithms were performed repeatedly at each time slot to determine the physical-layer rate (and also UPQ) in the current time slot. This indicated that the snapshot-based model did not incorporate the time-varying channels or the fact that videos are from external video servers (e.g., on the Internet or on the cloud) into the formulation. In addition, for various reasons, including the heterogeneity of the screen resolution and the context of video consumption, a user's quality requirement may vary, even for the same video [10] , [19] . Thus, each user's personalized quality requirement should also be incorporated into the resource management scheme because a too-low quality leads to user dissatisfaction, whereas a too-high quality unnecessarily drains resources on both the user (e.g., device battery) and the network (e.g., subcarrier and transmit power) [3] . However, a personalized quality requirement was also ignored in the snapshot-based model. Therefore, to make an effective and efficient utilization of OFDMA network resources for on-demand video streaming, it is judicious to design a resource management scheme that considers a user's specific approach to consuming on-demand streaming, time-varying channels, and a user's personalized quality requirement.
To do this, we propose a general resource management scheme in OFDMA networks considering both time-varying wireless channels and a user's personalized quality requirement. To perform dynamic resource management, we utilize joint rate control (RC) associated with quality adaptation at the application layer, and resource allocation (RA) associated with power allocation and subcarrier assignment at the physical layer. The quality adaptation at the application layer depends on both the video contents and the lengths of the transmission queues, whereas the transmission rate at the physical layer depends on both the lengths of the transmission queues and on the instantaneous channel condition. Therefore, our proposed resource management scheme dynamically controls the process of on-demand streaming based on the data queue backlog, instantaneous channel condition, and the video content. The main contributions of this paper are as follows:
• We design a user-quality satisfaction model to evaluate the degree of a user's quality satisfaction with respect to the user's personalized quality requirement.
• We develop a joint RC and RA (JRCRA) algorithm to maximize the long-term time-averaged quality satisfaction of all users (QSAU) without prior knowledge of channel statistics. In particular, the JRCRA algorithm separates the JRCRA problem into two independent subproblems, which can be performed at the application layer and the physical layer, respectively. • We exploit the special structure of the RA subproblem to develop extremely simple and low complexity but optimal algorithms for the joint power allocation and subcarrier assignment. In particular, all of them have closed-form solutions, and no iteration is required, which pave the way for us to employ the JRCRA algorithm in practical OFDMA networks.
• We show that the QSAU achieved by the JRCRA algorithm without prior knowledge of the channel statistics can arbitrarily attain the optimal QSAU achieved by the algorithm with complete knowledge of the channel statistics.
The remainder of this paper is organized as follows. Section II provides an overview of the system model followed by the problem formulation in Section III. We present the JRCRA algorithm in Section IV and analyze the performance of the proposed JRCRA algorithm in Section V. In Section VI, we present the simulation results, and conclude this paper in Section VII.
II. SYSTEM MODEL
As shown in Fig. 1 , we consider a downlink single-cell OFDMA network consisting of one base station (BS) and K users. The OFDMA network operates in a time-slotted manner with a time-slot index t ∈ {0, 1, 2, . . .}. Each user requires a video streaming service from a video server on the Internet, and the video data from the server arrives at the BS at each time slot. The BS maintains a transmission queue for each user to temporally store the arriving data before the data are transmitted to its corresponding user. At the beginning of each time slot, the controller at the BS can obtain queue state information (QSI) by observing the amount of backlogged data in these data queues. In addition, the user's quality requirement and channel state information (CSI) can also be reported to the controller at the BS from the feedback channel. Then, the controller utilizes the joint information regarding the quality requirement, CSI, and QSI to make the RC and RA decisions at each time slot. The RC is used to determine the served quality for a user by adjusting the rate at the application layer. The RA is used to determine the transmission rate at the physical layer through power allocation and subcarrier assignment.
A. Rate Control and User Quality Satisfaction Model
In the heavy-load case, when the downlink system cannot support the quality requirements of all users under poor channel conditions, we need to adjust the served quality or the associated data rate at the application layer to avoid blocking. We refer to the quality adjustment at the application layer as RC, and the rate at the application layer as the admission rate into the network.
Let R k (t) and U k (t) denote the number of bits and the quality level served for user k at time slot t, respectively. The peak signal-to-noise ratio (PSNR), 2 which can be expressed as [18] , [20] , [21] 
is commonly used as a metric to measure the UPQ. In (1), β k is a predefined parameter that is related to the video content requested by user k.
To measure the degree of UPQ with respect to the user's personalized quality requirement, we define the relative user quality satisfaction (or user quality satisfaction in short) to measure the degree of the user quality satisfaction as follows:
where U E k is the kth user's personalized quality requirement. For application to personalized quality requirements, receiving a data rate higher than the user's requirement does not typically improve UPQ. On the other hand, upon receiving a data rate lower than the required one, the user typically experiences a significant degradation in the UPQ. This user-quality satisfaction model is consistent with the trend of "multiscreen video" [38] in which users' quality requirements vary with the content and may change from person to person for various reasons, including the heterogeneity of the screen resolution and the context of video consumption. A similar way of defining the user-quality satisfaction in a wired network can be found in [19] .
B. Downlink Resource Allocation
The available frequency band in the OFDMA system is equally divided into N orthogonal subchannels. Because at most one user is allowed to occupy one subcarrier at each time slot to avoid interference among different users on the same subcarrier, we express the subcarrier allocation constraint as follows:
where w nk (t) ∈ {0, 1} is the subcarrier assignment indicator for the kth user on the nth subcarrier (w nk (t) = 1 denotes that the nth subcarrier is allocated to user k at time slot t). The transmission rate for user k at time slot t, which is denoted by μ k (t), is expressed as [24] - [27] 
where h nk (t) is the channel gain for user k on subchannel n at time slot t and is assumed normalized by the noise power, and p nk (t) denotes the transmit power allocated on subchannel n to user k at time slot t. We assume that h nk (t) is independently and identically distributed (i.i.d.) over the time slots and that it takes values in a finite (but arbitrarily large) state space. Furthermore, h nk (t) keeps constant during one time slot but has the potential to change from one slot to another.
In addition, to conserve power, we set an upper bound of the time-averaged power consumption of the BS, i.e.,
where
, and P ave is the maximum average power consumption of the BS.
C. Queue Model and System Dynamics
Because admitted data cannot be delivered instantly to users, the admitted data will be temporarily stored at the BS. Let Q k (t) denote the data backlog (the number of bits of unfinished work) of queue k at time slot t. R k (t) and μ k (t) are the input rate (the number of bits added to the queue) and the transmission rate (the number of bits leaving the queue) for queue k at time slot t, respectively. The queue dynamics consists of two parts: 1) placement of segments (i.e., arrival process of the queue); and 2) transmission of bits (i.e., departure process of the queue). The segments placed in data queues are computed based on the RC policy (details are in Section IV-B1). The transmission rates are computed based on the RA policy (details are in Section IV-B2). Thus, Q k (t) evolves according to the following queue dynamics:
An individual queue Q k (t) is the mean rate stable [28] if
and a network is stable if all individual queues in the network are stable. In real systems, the mean rate stability implies that the long-term average departure rate from the queue is greater than or equal to the long-term average input rate injected into the queue, i.e., lim T →∞ (1/T ) [28] . Thus, all of the segments placed in a data queue will be finally transmitted to its user when the data queue is mean rate stable.
III. PROBLEM FORMULATION
From the above descriptions, the JRCRA scheme is to maximize the time-averaged QSAU. Meanwhile, the stability of the network and the average BS transmit power constraint must be satisfied. The JRCRA can be formulated as the following stochastic optimization problem:
P1:
max
s.t.
where R(t) = {R k (t)}, W(t) = {w nk (t)}, and P(t) = {p nk (t)} are the admission rate, the subcarrier assignment, and the power allocation vector/matrix of the OFDMA network, respectively. C1 and C2 are the subcarrier assignment constraints, which guarantee that a subcarrier is occupied by at most one user at each time slot. C3 and C5 are the nonnegative transmit power and long-term time-averaged power consumption constraints, respectively. C4 is the served quality constraint, which means that each user can only be served with a quality no greater than its maximum requirement. This constraint is employed to avoid unnecessary wastage of network resources that do not contribute to improving UPQ. C6 is the network stability constraint employed to guarantee a finite queue length for each queue. Theoretically, we can find the optimal solution to P1 if we have a statistical knowledge of CSI in advance by using techniques such as dynamic programming. However, these methods are computationally complex and suffer from the disadvantage of dimensionality. Moreover, it will be very costly to obtain channel statistics in practical scenarios. To address the challenges associated with these methods, many researchers have focused on the Lyapunov optimization technique [28] - [31] because the algorithms developed from the Lyapunov optimization technique possess various attractive properties, e.g., less requirement for prior knowledge, low computational complexity, and quantifiable worst-case performance, which make it a good fit for practical OFDMA networks. To this end, in this paper, we develop an online algorithm that is referred to as the JRCRA algorithm, which depends solely on the current information of QSI and CSI, and we describe it in Section IV.
IV. JOINT RATE CONTROL AND RESOURCE ALLOCATION ALGORITHM
Here, we present the basic design rationale of the proposed JRCRA algorithm. We develop the proposed JRCRA using the Lyapunov optimization technique [28] - [31] , which allows us to consider the joint problem of stabilizing the queues and QSAU optimization. The application of this method transforms the stochastic optimization problem P1 into a series of successive instantaneous static-optimization problems. We first show how the original problem P1 is transformed using the framework of Lyapunov optimization. Then, we show the detailed procedures involved in implementing JRCRA.
A. Problem Transformation
Before we introduce the design, it should be noted that the original problem P1 has a time-averaged limitation on the transmit power consumption. To model the time-averaged power consumption constraint, we use the concept of virtual queue [28] - [31] . The virtual power queue Y (t) associated with the time-averaged power consumption constraint evolves as follows:
Note that Y (t) does not represent any real queue or data, and it is only generated by the proposed algorithm to satisfy constraint C5. Lemma 1: If the virtual power queue Y (t) is mean rate stable, then it automatically satisfies the average power constraint C5.
Proof: See Appendix A for the proof. Remark 1: Lemma 1 indicates that we can transform the original problem P1 into a problem of maximizing the QSAU subject to queue stability constraints along with C1, C2, C3, and C4. The transformed problem is formulated as follows:
P2:
s.t. C1, C2, C3, and C4
Queues Q k (t), ∀k, and Y (t)
are mean rate stable.
Now, let G(t) = [Q(t), Y (t)] be a concatenated vector. Define the following Lyapunov function:
Without loss of generality, we assume that all queues are empty when t = 0 such that L(G(0)) = 0. Define the one-step conditional Lyapunov drift Δ(G(t)) as follows:
Subtracting the expectation of S(t) = K k=1 s k (t) at time slot t from (13), we obtain the following drift-minus-reward term:
where V is a nonnegative constant parameter that controls the tradeoff between the drift Δ(G(t)) and the reward E{S(t)|G(t)}. A greater value of V indicates a greater priority assigned to maximizing QSAU at the expense of larger queue lengths, and vice versa. According to the design principle of the Lyapunov optimization [28] - [31] , the JRCRA decisions should be chosen to minimize an upper bound of (14) at each time slot t. Lemma 2 stated below provides such an upper bound. Lemma 2: Suppose h nk (t) is i.i.d. over time slots. Under any control algorithms, and all possible G(t) with any given V ≥ 0, the drift-minus-reward term [28] , [29] has the following upper bound:
where B is a positive constant that satisfies the following inequality for all t:
Proof: See Appendix B for the proof. By Lemma 2 and the principle of the Lyapunov optimization technique, we transformed the problem in (11) into minimizing the right-hand side (RHS) of (15) at each time slot t subject to constraints C1, C2, C3, and C4.
In Section V, we present the proposed JRCRA to achieve the optimal RC and RA decisions. We will show also the performance of JRCRA in Section V.
B. Algorithm Design
According to the design principle of the Lyapunov optimization technique, we develop the JRCRA decision to minimize the RHS of (15) subject to C1, C2, C3, and C4. Specifically, because the second term on the RHS of (15) involves only the RC decision R k (t), and the third term on the RHS of (15) involves only the RA decision w nk (t), p nk (t), and the JRCRA problem at each time slot can be separated into two independent subproblems, with the RC minimizing the second term of (15) over all possible RC decisions and the RA minimizing the last term of (15) over all possible RA decisions.
Algorithm 1 describes the pseudocode of the JRCRA algorithm. At each time slot, the controller performs the following three operations: 1) RC, which determines the served quality for each user; 2) RA, which is responsible for the subcarrier assignment and power allocation; and (3) queue updating for {Q k (t)} and Y (t). In Algorithm 1, Q = {Q k (t)}, μ(t) = {μ k (t)}, and U E = {U E k } are the data backlog vector, the transmission rate vector, and the users' personalized quality requirement vector of the OFDMA network, respectively.
(W(t), P(t), μ(t)) = RA(Q(t), H(t), Y (t)) 6:
(Q(t + 1), Y (t + 1)) = queue_updating(Q(t), Y (t)) 7:
t ← t + 1 8: end while 9: Output: R(t), μ(t), P(t), W(t), Q(t), Y (t) 1) Rate Control: The RC subproblem determines the served quality (or data rate at the application layer) at each time slot for each user. The RC problem is formulated as
Because s k (t) is a concave function of R k (t), we can verify that the problem in (17) is a convex optimization problem. Taking the derivative of
Setting the derivative (equal) to be zero, we obtain
According to the Karush-Kuhn-Tucker (KKT) conditions [32] , the optimal RC decision is expressed as follows 3 :
where R k,max is the admission rate for user k corresponding to U E k according to the quality function in (1). When R * k (t) is determined, the associated quality U * k (t) can be determined directly by the quality function.
The RC policy in (20) implies that the JRCRA algorithm adjusts the quality selection (or the associated admission rate) based on both users' personalized quality requirements and the current data queue's backlog. For example, if there is a backlog of the data queue because of limited channel capacity and/or high-quality requirement owing to its personalized quality requirement, then it is more likely that a larger amount of new data corresponding to a higher quality level will be rejected to avoid congestion at the BS. Furthermore, given the wireless channels, a larger V enforces a looser RC policy, allowing more data to be admitted; hence, a user experiences a higher level of quality.
On the other hand, although a larger value of V increases UPQ, the number of video stall events is also increased as more data are allowed into the network. In fact, UPQ (e.g., the PSNR) and the probability of video stall are two of the most important metrics related to the quality of experience (QoE) of a videostreaming service [33] , [34] . Thus, to guarantee a certain level of smooth streaming, the playback often starts after a certain prebuffering time, during which the playback buffer is filled by a determined number of ordered segments. Letting τ pre denote the prebuffering time, the segments are downloaded starting at time t = 0. A stall event for user k at time t is defined as an event for which the playback buffer does not contain segments number t − τ pre . If a user finishes playing back segment i, and all bits of segments i + 1 have not arrived, a stall event occurs in the playback. As shown in Fig. 2 , a number of segments are transmitted before playback at the receiver (or user) starts; this introduces a viewing delay for the user but reduces the number of stall events. The details relative to prebuffering and the video stall are discussed in Section VI-B.
Remark 2: The above RC policy is reminiscent of the current of adaptive streaming for video on-demand, referred to as DASH (Dynamic Adaptive Video Streaming over HTTP) [7] - [10] , where the client (user) progressively fetches a video file by downloading successive segments and makes adaptive decisions on the quality level based on its current knowledge of the congestion of the underlying server-client connection. In fact, if a user (e.g., user k) can receive real-time information of its data backlog's Q k (t) and the utility function U k (t) at time slot t using several methods, e.g., the deployment of third-party software applications, 4 the RC policy would generalize DASH. 4 Here, the third party [5] , [35] , [36] is used to differentiate possible stakeholders (e.g., innovative applications and services providers) from the two conventional stakeholders (wireless network operators and content providers) in the value chain of wireless video transmission.
That is, the RC can be performed at the user's side, and more importantly, the RC can work in "autopilot" mode, which can automatically and dynamically select an appropriate quality for the user at each time slot instead of the current manual switch between different qualities in DASH for reasons such as poor channel conditions. Obviously, the realization of "autopilot" is because of the integration of application information U k (t) with data queue information Q k (t), and CSI (used in the RA policy).
2) Resource Allocation: The RA subproblem determines the transmission rate at each time slot by the joint power allocation and subcarrier assignment. The RA problem is formulated as
C1, C2, and C3.
The RA problem is a mixed combinatorial problem, such as variable w nk (t), is discrete (e.g., w nk (t) ∈ {0, 1}), and variable p nk (t) is continuous. An optimal solution by brute-force exhaustive search is infeasible for application in practice as its complexity O(K N ) is very high. By applying a continuous relaxation technique [24] - [27] , the original integer-programming problem can be relaxed to a concave optimization problem.
Proof: For the proof of concavity, see Appendix C. Because of its convexity, we can adopt standard convex optimization techniques to effectively and optimally solve (21) by off-the-shelf solvers, e.g., CVX [37] . However, we find that we can exploit the special structure of (21) to devise extremely simple closed-form solutions with substantially low complexity. The optimal power and subcarrier allocation is stated as in Theorem 1.
Theorem 1-(Closed-Form Joint Power Allocation and Subcarrier Assignment):
The optimal joint power allocation and subcarrier assignment in problem (21) is given by (23) where (x) + = max(x, 0), and
2 )). Proof: See Appendix D for the proof. Remark 3: Note that (22) is similar to the multilevel waterfilling [24] - [27] . However, there are significant differences between them in nature. Unlike conventional multilevel waterfilling algorithms, where the weights are static, the weights in (22) are dynamic and are determined depending on both the lengths of the data queues (QSI) and on the instantaneous channel condition (CSI). For example, users with a better channel condition h nk (t) and a larger data queue backlog Q k (t) will be allocated more power at the current time slot to stabilize the data queues, which results from the RC policy in (20) . Therefore, the essence of quality-aware streaming considering both time-varying channels, video's content, and the user's personalized quality requirement has been embedded in (22) .
Remark 4:
The RC and RA problems at each time slot in the proposed JRCRA algorithm are solved depending solely on the current QSI and CSI without any prior knowledge of channel statistics. Therefore, the JRCRA algorithm can be implemented in practical OFDMA networks.
V. PERFORMANCE ANALYSIS
Here, we first give some necessary and practical boundedness assumptions and then analyze the performance of the JRCRA algorithm based on the Lyapunov optimization technique.
A. Boundedness Assumptions
, and μ k (t) are functions of Ω(t) and H(t) = {h nk (t)}, where Ω(t) = {R(t), P(t), W(t)} ∈ H Ω(t) represent the set of all RC and RA options available under a given H(t). We assume that these functions satisfy the following bound properties under a given channel condition H(t), and for all RC and RA decisions a(t) ∈ Ω(t)
with θ being a finite nonnegative constant. In addition, it is assumed that, under any a(t) ∈ Ω(t), the expectation of S(t) is bounded by
where S min and S max are finite constants with respect to a(t). The assumptions are very reasonable because all physical quantities such as the admission rates (or quality), transmission rates, and transmit power are all bounded in practical systems.
Lemma 3: Suppose (9) is feasible, i.e., there exists at least an RC and RA solution to satisfy C1-C6, and the boundedness assumptions (24)- (27) hold. Then, there exists a stationary randomized algorithm and an arbitrarily small positive number , for any δ > 0 that satisfies
where R * k (t), μ * k (t), F * (t), and S * (t) are the resulting admission rate, transmission rate, power consumption, and userquality satisfaction values under any alternative (possibly randomized) decision a * (t) ∈ Ω(t), and S opt is the theoretical optimum of (9) .
Proof: A similar proof can be found in [29] .
B. Performance of the JRCRA Algorithm
Now, we are ready to answer how the performance of the JRCRA algorithm is. 
(c) Average backlog of all the data queues (network congestion): The JRCRA algorithm has the time-averaged congestion bound
See Appendix E for the proof. Remark 5: (Optimal QSAU Performance) Equation (31) in Theorem 2(b) shows the time-averaged QSAU that the proposed JRCRA algorithm can achieve. Because B is a constant that is independent of V , the V parameter can be chosen sufficiently large so that B/V is arbitrarily small, yielding a QSAU value that is arbitrarily close to the optimum. However, the congestion bound in (32) grows linearly with V . That is, QSAU is pushed arbitrarily close to the maximum value at the expense of an increase in the network congestion. Therefore, in practice, we can adjust the value of V to achieve a desirable tradeoff between QSAU and network congestion.
VI. SIMULATION RESULTS
Here, we evaluate the performance of the proposed JR-CRA algorithm. H(t) = {h nk (t)} is i.i.d. over time slots with h nk (t) ∀n, k, selected from the normalized space 2 to 20 with an interval of 2, each with probability 1/10. We set N = 16, K = 4, and P Ave = 1.6 Watt 5 [15] , and β k = 10 ∀k [18] , [20] , [40] . The PSNR requirement U E is {10, 20, 30, 40} in the simulation. The experiment is simulated for T = 5000 consecutive time slot.
First, we demonstrate the queue stability by illustrating Q(t) and Y (t) in Fig. 3(a) and (b) , respectively, with V = 500. As expected, the finite length of all of the queues (both data queues and virtual power queue) validates Theorem 2 (a). However, as stated in Remark 5, while a larger value of V yields an improvement on QSAU, the network congestion also increases at the same time, which validates Theorem 2(c).
A. Effect of V on Network Performance
Two sample paths of the user-quality variability are illustrated in Fig. 5(a) and (b) , with V = 500 and V = 50, respectively. As shown in Fig. 5 , users experience quality variability particularly for those users with higher quality requirements (e.g., user 4). The quality variability is due to the time-varying channel capacity in practical OFDMA networks. That is, when the channel condition changes frequently in practical OFDMA networks, users also experience quality variability at the application layer in response to the time-varying channel capacity. In addition, as shown in Fig. 5 , the quality varies more frequently with V = 50 than with V = 500 because V represents the quality-delay tradeoff, as formulated in (14) . That is, if V is large, the controller in the OFDMA networks places more emphasis on QASU maximization than on the data queue backlog, and thus a higher QSAU is obtained at the expense of a larger data queue backlog. In this case, a smaller queue backlog accumulation would not lead to large quality variability. On the other hand, a smaller V represents the controller in the OFDMA networks and places less emphasis on QASU maximization than on the data queue backlog; thus, a noticeable quality variability would be observed with a smaller queue backlog accumulation. This relationship between the quality variability and the value of V can also be explained mathematically by (20) . 
B. Effect of β k (Video Content)
We plot the PSNR variability and QSAU with β = {10, 11, 12, 13} and β = {7, 8, 9, 10} in Figs. 6 and 7, respectively. From the comparison in Figs. 4-7 , we observe that, with a smaller value of β k (and also β), the QSAU is smaller and the PSNR variability is larger. This is because, as expressed in (1), β k is a predefined parameter that is related to the video content requested by user k. Given the channel condition, a smaller value of β k results to a smaller UPQ. For example, when β k is smaller, the video requested by user k may be an animated movies or HD video (high-definition video) with more details. By contrast, when β k is larger, the video requested by user k can be a weather forecast with less details [21] . Thus, a smaller β leads to a smaller QSAU since the video requested the users needs more network resources or (bit rates) to attain the same QSAU compared with a larger β. Moreover, as for the larger PSNR variability under a smaller β k (e.g., HD video), intuitively, this is due to that content (or video) with more details is more sensitive to the time-varying channels, which can also be explained mathematically by (20) . 
C. Effect of Prebuffering Time on Network Performance
For the quantitative analysis, we define the probability of a video stall as follows:
where N stall represents the number of video stall events in our simulation. Fig. 8 shows the effect of the prebuffering time on the probability of the video stall. We vary the prebuffering time slot τ pre , from 0 to 10 with a step size of two time slots. As anticipated, the probability of the occurrence of a video stall decreases as the prebuffering time increases. As shown in Fig. 8 , using the JRCRA algorithm, there are almost no stall events if V ≤ 50. However, a lower V leads to the degradation of the user quality to guarantee a greater stability on the data queue in the BS. If there are no stall events, there is no need to improve the queue stability. Thus, simulation results obtained by the JRCRA algorithm with V < 50 are not shown in Fig. 8 because the probability of the occurrence of a video stall is already very small with V = 50. Based on the earlier descriptions, we know that the user quality is affected by the value of V , and the probability of the occurrence of video stall is affected by both the value of V and the prebuffering time. Therefore, in practical OFDMA networks, we can jointly adjust V and τ pre to obtain a desirable tradeoff between the video quality and the probability of the occurrence of a video stall. For example, under the simulation parameter setting in the paper, if a user can tolerate a much longer pre-buffering time, we can set τ pre = 10 and V = 250 to obtain both a smooth and high-quality video streaming. If a user cannot accept a long prebuffering time, we can set τ pre = 4 and V = 150 to guarantee smooth video streaming. However, the disadvantages of the latter setting of V and τ pre leads to a lower video quality and a higher extent of quality variability compared with the former one.
D. Performance Comparison of JRCRA with Baselines
Finally, we compare our proposed algorithm with two reference baselines. Baseline 1 is the dynamic throughput-optimal algorithm in time-varying OFDMA networks and has the objective of maximizing the time-averaged admission rate, is defined as lim T →∞ (1/T )E{ algorithm proposed in [14] to maximize the instantaneous sum of the UPQ of all users, which is defined as
Figs. 9-11 show a comparison of the performance of JRCRA with two baselines in QSAU, network congestion and the probability of video stall, respectively. We observe that the dynamic throughput-optimal algorithm achieves the worst performance of all of the three metrics. This verifies the need for qualityoriented algorithms to improve the QoE for video applications. In addition, from a joint comparison, we also observe that the JRCRA algorithm has significantly improved QSAU (about 60%) compared with that of the snapshot-based quality-aware algorithm. It is apparent that this superior QSAU performance of the proposed JRCRA algorithm over the snapshot-based quality-aware algorithm is because of considerations of both the time-varying channels and a user's specific method of consuming on-demand streaming.
In addition, we plot the PSNR variability and data queue backlog of the JRCRA algorithm and the dynamic throughoutoptimal algorithm in Figs. 12 and 13, respectively. We also plot the PSNR variability of the snapshot-based quality-aware algorithm in Fig. 14. In Fig. 13 , we observe that the dynamic throughout-optimal algorithm simply accepts all arriving data, including those unnecessary data beyond user's requirement in the first 100 time slots and then the data queue backlog basically stays at a threshold for the remainder of the time slots because of the limited channel capacity. Accordingly, the user experiences a higher level of quality variability after the 100th time slot. In comparison, we observe a much lower level of quality variability using both the JRCRA algorithm and the snapshot-based quality-aware algorithm.
To qualitatively compare the degree of quality variability, we plot in Fig. 15 the variance of the user quality using three algorithms. We observe that the variance of the user quality caused by the dynamic throughput-optimal algorithm is the largest because it is not quality oriented. In comparison, the variance of the user quality by both the snapshot-based quality-aware algorithm and the proposed JRCRA is much smaller. Specifically, as shown in Fig. 5 , the variance of the user quality of the JRCRA algorithm is reduced as the value of V increases. Moreover, as shown in Fig. 15 , when V ≥ 100, the variance of the user quality of the JRCRA algorithm is much smaller in contrast to the snapshot-based quality-oriented algorithm. From the given comparison and analysis, we claim that the proposed JRCRA algorithm has significantly improved QSAU and reduced the variance of the user quality compared with the two baselines. Moreover, as shown in Fig. 8 , by selecting an appropriate prebuffering time, the probability of realizing a video stall by the JRCRA algorithm can also be adjusted into an accepted level. With the comprehensive characteristics, the proposed JRCRA algorithm is suitable for on-demand video streaming in practical OFDMA wireless networks with timevarying channels and users' personalized quality requirements.
VII. CONCLUSION AND FUTURE RESEARCH
In this paper, we have proposed a resource management scheme for on-demand streaming in OFDMA networks using time-varying channels and users' personalized quality requirement. We utilize the joint RC associated with quality adaptation at the application layer and RA associated with power allocation and subcarrier assignment at the physical layer to perform the dynamic resource management. Considering a user's personalized quality requirement, we design a user quality satisfaction model to measure the degree of user quality satisfaction. We employ a stochastic optimization model to maximize the time-averaged QSAU subject to the network stability constraint and the RA constraints intrinsic of the OFDMA network.
Using the Lyapunov optimization technique, we develop the JRCRA algorithm to obtain the optimal RC and RA decisions at each time slot without prior knowledge of channel statistics. In particular, the JRCRA algorithm decouples the JRCRA problem into two independent subproblems, which can be performed at the application layer and the physical layer, respectively. In addition, we exploit the special structure of the RA subproblem to develop extremely simple and low-complexity but optimal power allocation and subcarrier assignment algorithm for the RA subproblem. In particular, all of them have closed-form solutions, and no iterations are required, which paves the way for us to employ the JRCRA algorithm in practical OFDMA networks. We show that the QSAU achieved by the JRCRA algorithm without any prior knowledge of channel statistics can arbitrarily approach the optimal QSAU achieved by the algorithm with complete knowledge of channel statistics. The simulation results verify that the JRCRA algorithm can significantly improve the QSAU compared with the state-of-the-art baselines.
In our future work, we will: 1) employ a more comprehensive QoE model, as in [33] and [39] , in order to fine-tune the userperceived QoE; 2) investigate the effect of imperfect network state information, such as CSI and/or QSI on the JRCRA algorithm; and 3) consider the problem of joint cache and transmission in practical wireless networks.
APPENDIX A PROOF OF LEMMA 1 From (10), we naturally have
Summing (34) over t ∈ {0, 1, . . . , T } and taking expectations, we obtain
Dividing by T and taking T → +∞ yield
From Jensen's inequality, we have 0 ≤ |E{Y (T )}| ≤ E{|Y (T )|}. Thus, if Y (t) is mean rate stable, i.e., lim T →+∞ (E{|Y (T )|}/T ) = 0, we have
Thus, we obtain
which proves Lemma 1.
APPENDIX B PROOF OF LEMMA 2
Proof: We first introduce the following Lemma [28] , [29] . Lemma 4: For any nonnegative real numbers Q, b, and A, there holds
Using Lemma 4, we get
Adding and subtracting the term V E{S(t)|G(t)} to the RHS of (39) proves (15) .
APPENDIX C PROOF OF CONCAVITY OF THE RA SUBPROBLEM
After relaxing w nk (t) tow nk (t) ∈ [0, 1], the original RA subproblem is formulated as follows:
C3.
Assuming that f (x) is concave, then its perspective function bf (x/b) is still concave in (b, x) [32, pp. 89] . From this,
) is jointly concave inW(t) = {w nk (t)} and P(t) because it can be regarded as the perspective function of the concave function log 2(1 + p nk (t)|h nk (t)| 2 ). In addition, it is easy to know that Y (t) K k=1 N n=1 p nk (t) is jointly concave inW(t) and P(t) because it is a linear function of P(t). As a result, the objective in the given optimization problem is jointly concave inW(t) and P(t), as it is the sum of 2 × N × K concave functions.
In addition, CC1, CC2, and C3 are all linear constraints; thus, the sets produced by them forW(t) and P(t) are convex. Therefore, CC1, CC2, and C3 together construct a convex set as well. Therefore, the given optimization problem maximizes a concave function over a convex set; thus, it is a concave optimization problem.
APPENDIX D PROOF OF THEOREM 1
By introducing the subcarrier time-sharing factorw nk ∈ [0, 1], we reformulate the objective in (21) as follows: According to the KKT conditions [32] , the optimal power allocation is achieved for the following conditions:
=w nk (t)Q k (t)|h nk (t)| where λ nk is the Lagrange multiple associated with C3. In order for CC4 to hold, the optimal p nk (t) must be achieved with λ nk = 0 or p nk (t) = 0; thus, the optimal power allocation is expressed as follows by making the partial derivative in (42) (equal) to be zero:
Then, we will make use of the results of the power allocation for subcarrier assignment. Observing that (41) can be decomposed into N independent subproblems, each subproblem is formulated as L n (P) = K k=1 l nk (P)w nk (t)
Substituting (44) into (41), the objective of the subcarrier assignment is to maximize L n (P) for all n. For any subcarrier n, it will be assigned to the user who has a positive and the largest l nk (P). Let k * n be the result of subcarrier n's assignment, which is given by k * n = arg max k l nk , and l nk > 0 ∀k.
Then, the optimal subcarrier assignment is expressed as w * nk (t) = 1, if k = k * n 0, otherwise.
APPENDIX E PROOF OF THEOREM 2
Proof: Because the JRCRA algorithm minimizes the RHS of (15) over C1, C2, C3, and C4, we have
Δ(G(t)) − V E{S(t)|G(t)}
Plugging ( By taking the iterated expectation and using telescoping sums [28] over t ∈ {0, 1, . . . , T − 1} in the given inequality, we get
(a) Rearranging (49) and using the condition (27) as well as the fact that Q k (t) ≥ 0, we obtain E{Y 2 (T )} ≤ 2T B+2V T (S max −S opt )+2E{L(G(0))}.
(50) Because the variance of Y (t), which is denoted by D(Y (t)) = E{Y 2 (t)} − E 2 {|Y (t)}| ≥ 0, cannot be negative, we have E 2 {|Y (t)|} ≤ E{Y 2 (t)}. Thus, for all slot t, we have E{|Y(t)|} ≤ 2T B+2V T (S max −S opt )+2E{L(G(0))}.
Dividing by T and taking a limit as T → ∞ prove that
Hence, queue Y (t) is mean rate stable from the definition in (8) , and thus C5 is satisfied based on Lemma 1. A similar proof can be applied to Q k (t). (b) Dividing (49) by T V , rearranging terms, and using the fact E{L(G(T )} ≥ 0 and Q k (t) ≥ 0, yield:
Taking the limit as T → +∞ proves (b). (c) Similarly, we rewrite (49) as
Dividing (54) by T and taking the limit as T → +∞, we obtain
which proves (c).
