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Abstract
An emerging paradigm proposes that neural computations can be understood at the level of dynamical
systems that govern low-dimensional trajectories of collective neural activity. How the connectivity structure
of a network determines the emergent dynamical system however remains to be clarified. Here we consider a
novel class of models, Gaussian-mixture low-rank recurrent networks, in which the rank of the connectivity
matrix and the number of statistically-defined populations are independent hyper-parameters. We show
that the resulting collective dynamics form a dynamical system, where the rank sets the dimensionality and
the population structure shapes the dynamics. In particular, the collective dynamics can be described in
terms of a simplified effective circuit of interacting latent variables. While having a single, global population
strongly restricts the possible dynamics, we demonstrate that if the number of populations is large enough,
a rank R network can approximate any R-dimensional dynamical system.
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1 Introduction
A newly emerging paradigm posits that neural computations rely on collective dynamics in the state-space
corresponding to the joint activity of all neurons in a network (Churchland and Shenoy, 2007; Rabinovich et al.,
2008; Buonomano and Maass, 2009; Saxena and Cunningham, 2019). Experiments in behaving animals have
found that trajectories of neural activity are typically restricted to low-dimensional manifolds in that space
(Machens et al., 2010; Mante et al., 2013; Rigotti et al., 2013; Gao et al., 2015; Gallego et al., 2018; Chaisang-
mongkon et al., 2017; Wang et al., 2018; Sohn et al., 2019), and can therefore be described by a small number
of collective, latent variables. It has been proposed that these collective variables form dynamical systems that
implement computations through their responses to inputs (Eliasmith and Anderson, 2003; Hennequin et al.,
2014; Rajan et al., 2016; Remington et al., 2018a,b). How synaptic connectivity shapes the effective dynamics
of collective variables, and therefore computations, however remains to be clarified.
Recurrent neural networks (RNNs) trained to perform neuroscience tasks are an ideal model system to
address this question and further develop the theory of computations through dynamics (Sussillo et al., 2015;
Rajan et al., 2016; Barak, 2017; Wang et al., 2018; Yang et al., 2019). A recently introduced class of models,
low-rank RNNs, directly embodies the idea of low-dimensional collective dynamics, opens the door to relating
connectivity and dynamics, and provides a framework that unifies a number of specific RNN classes (Mas-
trogiuseppe and Ostojic, 2018). Low-rank RNNs rely on connectivity matrices that are restricted to be low
rank, which directly generate low-dimensional dynamics. The rank of the network determines the number of
collective variables needed to provide a full description of the collective dynamics. While previous works have
shown that other specific classes of RNNs can approximate arbitrary dynamical systems (Doya, 1993; Maass
et al., 2007), the range of collective dynamics that can be implemented by low-rank RNNs however remains to
be clarified.
In this work, we focus on low-rank RNNs in which neurons are organized in distinct populations that
correspond to clusters in the space of low-rank connectivity patterns. Each population is defined by its statistics
of connectivity, described by a multi-variate Gaussian distribution, so that the full network is specified by a
mixture of Gaussians. The total number of populations in the network is a hyper-parameter distinct from
the rank of connectivity. Previous works have considered low-rank networks consisting of a single, global
Gaussian population (Mastrogiuseppe and Ostojic, 2018, 2019; Schuessler et al., 2020a). In the opposite limit,
by increasing the number of populations, a Gaussian mixture model can approximate any arbitrary low-rank
connectivity distribution. Here we examine how the number of populations and their structure determine and
limit the resulting collective dynamics in the network.
We first derive three general properties of Gaussian-mixture low-rank networks: (i) in a network of rank R,
dynamics are characterized by R collective variables that form a dynamical system; (ii) the dynamics are de-
termined by an effective circuit description, where collective variables interact through gain-modulated effective
couplings; (iii) the resulting low-dimensional dynamics can approximate any arbitrary R-dimensional dynamical
system if the number of population is large enough. We then proceed to illustrate how increasing the number
of populations in a network extends its dynamical range. For that, we specifically focus on fixed points of the
dynamics. While a network consisting of a single population can generate at most a pair of stable fixed points,
independently of its rank, we show that adding populations allow the network to implement arbitrary numbers
of stable fixed points embedded in a subspace determined by the rank of the connectivity matrix. Finally, we
propose a general algorithm to approximate a given R-dimensional dynamical system with a multi-population
network of rank R.
2
2 Model class: Gaussian mixture low-rank networks
In this section, we introduce the class of models we study, and define the key underlying quantities.
We consider a recurrent neural network of N rate units. The dynamics of the input xi to the i-th unit are
given by
τ
dxi
dt
= −xi +
N∑
j=1
Jijφ (xi) + I
ext
i (t) (1)
where τ corresponds to the membrane time constant, the matrix element Jij is the synaptic strength from unit
j to unit i and Iexti (t) is the external input received by the i-th unit. The non-linear function φ (x) maps the
input of a neuron to its firing rate activity. Throughout this study, we use the non-linear activation function
φ (x) = tanh (x), although the theoretical results in Section 3 hold for any non-polynomial activation function.
We restrict the connectivity matrix to be of low rank, i.e. the number of non-zero singular values of the
matrix J is R N . Using singular value decomposition, any connectivity matrix of this type can be expressed
as the sum of R unit rank terms,
Jij =
1
N
R∑
r=1
m
(r)
i n
(r)
j . (2)
The connectivity is therefore characterized by a set of R N-dimensional vectors, or connectivity patterns,
m(r) =
{
m
(r)
i
}
i=1...N
and n(r) =
{
n
(r)
i
}
i=1...N
for r = 1, . . . , R where m(r) are the left singular vectors of
the connectivity matrix, and n(r) correspond to the right singular vectors multiplied by the corresponding sin-
gular values (see Fig. 1A for an example of a rank-two connectivity matrix). The vectors m(r) (resp. n(r)) for
r = 1, . . . , R are mutually orthogonal. Without loss of generality, we fix the norm of the left singular vectors
m(r) to be equal to N . This decomposition is unique, up to a change in sign of the set of vectors m(r) and n(r).
The external input can be expressed as the sum of Nin time-varying terms
Iexti (t) =
Nin∑
s=1
I
(s)
i us (t) , (3)
which are fed into the network through a set of orthonormal input patterns I(s) =
{
I
(s)
i
}
i=1...N
for s =
1, . . . , Nin. In this study, we focus on the dynamics of autonomous networks or networks with a constant
external input.
Each neuron in the network is therefore characterized by its 2R + Nin components on the connectivity
patterns m(r) and n(r) and input patterns I(s). By analogy with factor analysis, we refer to these components
as pattern loadings, and denote the set of loadings for neuron i as({
m
(r)
i
}
r=1...R
,
{
n
(r)
i
}
r=1...R
,
{
I
(s)
i
}
s=1...Nin
)
:= (mi, ni, Ii) . (4)
Each neuron can thus be represented as a point in the loading space of dimension 2R+Nin, and the connectivity
of the full network can therefore be described as a set of N points in this pattern loading space (see Fig. 1B).
We assume that for each neuron, the set of pattern loadings is generated independently from a multi-variate
probability distribution P (m,n, I). We moreover restrict ourselves to a specific class of loading distributions,
mixtures of multi-variate Gaussians. This choice is motivated by the fact that Gaussian mixtures can approxi-
mate any arbitrary multi-variate distribution, afford a natural interpretation in terms of populations, and allow
for a mathematically tractable and transparent analysis of the dynamics as shown below.
In this Gaussian mixture model, each neuron is assigned to a population p with probability αp, p = 1 . . . P .
Within population p, the joint distribution P (p) (m,n, I) is a multivariate Gaussian defined by (i) its mean a(p),
a vector of dimension 2R+Nin, given by the set of means of each pattern loading within population p
a(p) =
(
a(p)m1 , . . . , a
(p)
mR , a
(p)
n1 , . . . , a
(p)
nR , a
(p)
I1
, . . . , a
(p)
INin
)
, (5)
and (ii) its covariance Σ(p), a matrix of dimension (2R + Nin) × (2R + Nin), whose elements are the pairwise
covariances
Σ(p)xy = E
[(
x(p) − a(p)x
)(
y(p) − a(p)y
)]
(6)
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where E [ · ] indicates the expected value, and x and y represent any pair of connectivity or input components.
Within the loading space, each population therefore corresponds to a cluster centered at a(p), and of shape
specified by the connectivity matrix Σ
(p)
xy (see Fig. 1B).
The geometrical arrangement between patterns is a key feature to understand the behavior of low-rank
networks (Mastrogiuseppe and Ostojic, 2018). The connectivity and input patterns are N -dimensional vectors.
To quantify the geometrical configuration between two patterns, we define the overlap, or normalized scalar
product:
O (x,y) =
1
N
N∑
i=1
xiyi (7)
where x and y are any two patterns in the set given by m(r),n(r) and I(s). The overlap is the projection of
pattern x onto y, so that two patterns are orthogonal if and only if their overlap is zero.
An important property of rank-R matrices, such as the connectivity matrix J , is that their non-zero eigenval-
ues coincide with the eigenvalues of the overlap matrix Jov (Nakatsukasa, 2019) that is defined by the overlaps
between pairs of connectivity patterns:
Jovrs = O
(
m(s),n(r)
)
, (8)
for r, s = 1, . . . , R. The eigenvalues of the connectivity matrix, and therefore of the overlap matrix, are an
essential property to understand the dynamics of low-rank networks, as we show in Section 4. It is often more
convenient to calculate the eigenspectrum of the overlap matrix Jov, of size R × R, than of the connectivity
matrix J , of size N ×N .
In a network with P populations, any pattern x of length N can be represented as a set of P sub-patterns
x(p), for p = 1, . . . , P , where each sub-pattern has length αpN and includes the components of neurons belonging
to population p. Fig. 1 shows an example of a rank-two network with two populations, where the connectivity
patterns can be split into two different sub-patterns of equal size (green and purple). The overlap between two
patterns can then be expressed as a weighted average of the overlaps between sub-patterns:
O (x,y) =
P∑
p=1
αpO
(
x(p),y(p)
)
. (9)
Even if the sub-patterns are not orthogonal to each other, i.e. the overlap between two sub-patterns is not
zero, the patterns can be orthogonal to each other when the sub-pattern overlaps cancel out. In the limit of
large networks, the overlap between two sub-patterns x(p) and y(p) is given by the expected value over the
distribution of the loadings in the population:
O
(
x(p),y(p)
)
= E
[
x(p)y(p)
]
= a(p)x a
(p)
y + Σ
(p)
xy . (10)
In order to define the overlap matrix in terms of the statistics of the different Gaussian populations, we
define the matrix
σ(p)nrms = Σ
(p)
msnr . (11)
We call this matrix σmn a (reduced) covariance matrix, in an abuse of notation, because it is a subset of the
covariance matrix Σ(p), and therefore it is not symmetric nor positive definite.
Using Eqs (9) and (10), we can characterize the overlap matrix Jov as a function of the statistics of the
connectivity sub-patterns:
Jov =
P∑
p=1
αp
(
a(p)n a
(p)
m
T
+ σ(p)mn
)
, (12)
where a(p)n and a
(p)
m are R dimensional vectors whose entries correspond to the corresponding subset of elements
in a(p) (Fig. 1C).
Similar to the covariance matrix σmn that measures the correlations between connectivity patterns m
(r)
and n(r), we define the covariance between the connectivity patterns n(r) and the constant external input I, as
a vector of length R, σnI, where each component is defined as
σ
(p)
nrI
= Σ
(p)
nrI
. (13)
for r = 1, . . . , R.
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Figure 1: Low-rank connectivity with Gaussian populations. A The connectivity matrix J , rank-two in this
illustration, is decomposed into the sum of two rank-one terms given by the outer product of the connectivity patterns
m(r) and n(r), r = 1, 2. The components of the connectivity patterns – the pattern loadings – are grouped into two
different sub-patterns (green and purple) with different population statistics. For visual purposes, the connectivity is
shown only for 12 neurons in each population, the first 12 neurons belong to population 1 and the last 12 neurons belong
to population 2. B Scatter plot of the distribution of pattern components in the four-dimensional loading space. Each
dot corresponds to one neuron, and each neuron is characterized by its four values on the patterns m(r) and n(r), r = 1, 2.
The color indicates whether the neuron belongs to the first population (green) or the second population (purple). The
different populations are defined by different multivariate Gaussian statistics, means (white dots) and covariances (dashed
lines), and define separate clusters. Population size N = 200, αp = 0.5. C Overlap matrix given by the inner product
between connectivity patterns. The overlap matrix is a square matrix of size given by the rank of the connectivity, in
this case 2 × 2. Its eigenvalues coincide with the non-zero eigenvalues of the N × N connectivity matrix. The overlap
matrix can be expressed as a weighted sum over the overlaps of the different populations, as shown in Eq. (12).
3 Dynamics in Gaussian mixture low-rank networks
In this section, we summarize the three main properties of dynamics in mixture of Gaussian low-rank networks:
(i) in a network of rank R, dynamics can be characterized by R collective variables that form a dynamical
system; (ii) for loadings drawn from Gaussian mixture distributions, the dynamics can be further described
as en effective circuit in which collective variables interact through gain-modulated effective couplings; (iii)
with a sufficient number of populations, the resulting low-dimensional dynamics can approximate an arbitrary
R-dimensional dynamical system.
Details of the derivations are provided in appendices A and B.
3.1 Low-dimensional dynamics
In recurrent networks with low-rank connectivity, the dynamics of the trajectories x (t) are embedded in a linear
subspace of dimension R +Nin spanned by the left singular vectors m
(r) and the external input patterns I(s),
and can therefore be expressed as
xi (t) =
R∑
r=1
κrm
(r)
i +
Nin∑
s=1
κIsI
(s)
i . (14)
Here κr and κIs are collective variables that describe the projection of the activity x (t) on the patterns m
(r)
and I(s), that we assume orthogonal to each other. The dynamics of these collective variables are then given by
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the following dynamical system:
τ
dκr
dt
= −κr + κrecr (15)
τ
dκIs
dt
= −κIs + us (t)
κrecr =
1
N
N∑
i=1
n
(r)
i φ
(
Nin∑
s=1
I
(s)
i κIs +
R∑
l=1
m
(l)
i κl
)
. (16)
We focus in the following on networks receiving a constant input, so that there is only one collective variable
κI along the input dimension, the value of which is constant. The recurrent connectivity contributes to the
dynamics of κr through the term κ
rec
r .
The dynamics of collective variables in Eq. (15) are valid for any finite-size low-rank network, without any
assumption on the values of pattern loadings. We next turn to networks where the pattern loadings are generated
from specific distributions.
3.2 Dynamics in multi-population networks
For low-rank networks in which pattern loadings are generated for each neuron from a Gaussian mixture distri-
bution, in the limit of large N the dynamics in Eq. (15) can be expressed in terms of the statistics of pattern
loadings over the populations, and become (see appendix A):
τ
dκr
dt
=− κr + κrecr (17)
κrecr =
P∑
p=1
αp
[
a(p)nr
〈
φ
(
µ(p),∆(p)
)〉
+
(
σ
(p)
nrI
κI +
R∑
s=1
σ(p)nrmsκs
)〈
φ′
(
µ(p),∆(p)
)〉]
(18)
Here µ(p) and ∆(p) are the mean and variance of input to population p, given by
µ(p) = a
(p)
I κI +
R∑
s=1
a(p)msκs (19)
∆(p) = σ
(p)
I2 κ
2
I +
R∑
r=1
σ
(p)
m2r
κ2r. (20)
In Eq. 18, we used the Gaussian integral notation:
〈f (µ,∆)〉 =
∫
dx (2pi)
− 12 e−x
2/2f
(
µ+
√
∆x
)
. (21)
The factor
〈
φ′
(
µ(p),∆(p)
)〉
in Eq. (18) corresponds to the average gain of neurons in population p in a given
state, specified by the mean µ(p) and variance ∆(p) of the inputs to the population p. For each population, this
average gain multiplies the covariances σ
(p)
mlnr and σ
(p)
nrI
, and the corresponding average over populations defines
an effective connectivity
σ˜xy =
P∑
p=1
αpσ
(p)
xy
〈
φ′
(
µ(p),∆(p)
)〉
. (22)
The contributions of the first-order statistics a
(p)
nr to the recurrent dynamics are modulated by the average firing
rate in population p, and define an effective input
a˜nr =
P∑
p=1
αpa
(p)
n
〈
φ
(
µ(p),∆(p)
)〉
. (23)
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Introducing the effective connectivity and inputs into Eq. (17), the dynamics take the simple form of an
effective circuit of interacting collective variables:
τ
dκr
dt
= −κr + a˜(p)nr +
R∑
l=1
σ˜(p)nrmlκl. (24)
Note that Eq. (24) describes the full non-linear dynamics in the limit N →∞. Although the collective variables
interact linearly through the effective connectivity and inputs, those depend implicitly on κr. The overall
dynamics are therefore non-linear, the non-linearity being fully encapsulated in the effective inputs and couplings.
3.3 Universal approximation of low-dimensional dynamical systems
By mapping the dynamics in Eqs. (17) and (24) to a feed-forward network with a single hidden layer, and
exploiting the universal approximation theorem (Cybenko, 1989; Leshno et al., 1993), we can show that a
Gaussian mixture network of rank R receiving a constant input is a universal approximator of R-dimensional
dynamical systems (Appendix B). More precisely, for a sufficient number of populations, the low-rank dynamics
in Eq. (18) and (24) can approximate with arbitrary precision any R-dimensional dynamical system
dκ
dt
= G (κ) , (25)
defined by a vector field
G ({κr}r=1...R) := (G1 ({κr}r=1...R) , . . . , GR ({κr}r=1...R)) (26)
over an arbitrary finite domain {κr}r=1...R ∈
[
κminr , κ
max
r
]
. More specifically, this result requires that the vector
field G is bounded and piecewise continuous, and the transfer function is not a polynomial (Appendix B).
Alternatively, if the transfer function is bounded and monotonic, a rank-R network with multiple populations
can approximate any vector field G ({κr}r=1...R) over the full domain of the collective variables, {κr}r=1...R ∈
[−∞,+∞], with the restriction that the vector field follows asymptotic leaky dynamics for large input values:
lim
κs→±∞
∂Gr
∂κr′
(κ1, ..., κr) = −δrr′ . (27)
for any values s, r, r′ = 1, . . . , R, where Gr represents the r-th component of the vector field as in Eq (26), and
δij is the Kronecker delta. This stems from the fact that for large values of κr, the recurrent dynamics (Eq. 18)
saturate to a constant value.
Note that the universal approximation theorem does not state how many populations P are required to
implement a given dynamical system, and does not provide an algorithm for finding the statistics of the different
populations.
4 Dynamics in networks with a single population
Having shown that a rank R network with an arbitrary number of populations can approximate any R-
dimensional dynamical system, we now illustrate how having a small number of populations in contrast limits
the possible dynamics.
We focus first on the case of networks consisting of a single Gaussian population. This case was previously
studied for connectivities of rank one and two (Mastrogiuseppe and Ostojic, 2018; Schuessler et al., 2020a).
Here we provide an overview of these results, and extend them to single-population networks of arbitrary rank.
Specifically, we show that, independently of their rank, the range of dynamics such networks can implement is
restricted. For simplicity, we focus on autonomous networks, with zero-mean connectivity patterns.
In vectorial form, assuming zero-mean connectivity patterns, the collective dynamics in Eq. (17) for one
population read
τ
dκ
dt
= −κ+ 〈φ′ (0,κTκ)〉σmnκ, (28)
7
where we used the vector of collective variables κ ∈ RR, and the R × R covariance matrix σmn as defined
in Eq. (11), which is equal to the overlap matrix (Eq. 12) in the case of zero-mean connectivity patterns.
Therefore, the eigenvalues of the covariance matrix σmn, which for N → ∞ are equivalent to the eigenvalues
of the connectivity matrix, determine the dynamics in collective space (Schuessler et al., 2020a), as we review
in the following analysis.
Fixed points The fixed points of Eq. 28 are given by
κ0 =
〈
φ′
(
0,κT0 κ0
)〉
σmnκ0. (29)
For φ(x) = tanh (x), the trivial point κ0 = 0 is always a solution. There might however be non-trivial fixed
points depending on the eigenvalues of the covariance matrix σmn. The covariance matrix can have up to R
eigenvalues, that we denote λr, with associated eigenvector ur. Each real and non-degenerate eigenvalue λr of
the covariance σmn generates a fixed point κ
(r)
0 = ρrur, where ρr is the radial location of the fixed point along
the direction set by the eigenvector ur. Introducing this parametrization of the fixed in Eq. 29, we obtain the
following implicit equation for the value ρr:
1 = λr
〈
φ′
(
0, ρ2r
)〉
(30)
The gain factor
〈
φ′
(
0, ρ2r
)〉
is bounded between 0 and 1. Therefore, eigenvalues λr > 1 generate two non-trivial
fixed points, symmetrically located around the origin (see Fig. 2 A-D, red, for a rank-one example). Smaller
eigenvalues do not generate any non-trivial fixed point (Fig. 2 A-D, blue).
In order to determine the stability of the fixed points, we linearize the dynamics and obtain the Jacobian
Sr at the fixed point corresponding to the eigenvalue λr of σmn (see appendix C)
Sr = −I + 1
λr
σmn +
〈
φ′′′
(
0, ρ2r
)〉
λrρ
2
rurur
T , (31)
where I denotes the R × R identity matrix. The eigenvalues of Sr determine the stability of the fixed points:
if any positive eigenvalue exists, the dynamics will diverge away from the fixed point in the direction of the
corresponding eigenvector. Negative eigenvalues correspond to attractive modes of the dynamics around the
fixed point. If all eigenvalues of the stability matrix are negative, the fixed point is stable.
When the eigenvectors of the matrix σmn are orthogonal to each other, the R eigenvalues of the matrix
Sr, denoted as γr′ for r
′ = 1 . . . R, can be calculated analytically as shown in (Schuessler et al., 2020a). The
eigenvalues γr′ have associated eigenvectors equal to the eigenvectors ur′ of the covariance matrix σmn, and
read
γr′ = −1 + λr
′
λr
+
〈
φ′′′
(
0, ρ2r
)〉
λrρ
2
rδrr′ . (32)
Remarkably, the eigenvalues of the Jacobian around any non-trivial fixed point are therefore determined by the
eigenvalues of connectivity and covariance matrices (Schuessler et al., 2020a).
If r′ = r, the two first terms cancel out, and the third term is always negative (see appendix C). This
implies that all non-trivial fixed points are stable in the direction ur that points towards the origin. However,
if there are other non-trivial fixed points corresponding to eigenvalues λr′ > λr of σmn, the fixed point κ
(r)
0
is destabilized in the directions of the eigenvectors with larger eigenvalue. When the eigenvectors are not
orthogonal, the eigenvectors of σmn are not necessarily eigenvectors of the linear stability matrix Sr. However,
the same stability properties appear to hold: every fixed point is stable in the direction towards the origin, and
the fixed point in the direction given by the largest eigenvalue is stable, while the other ones become unstable.
In summary, if all eigenvalues of the covariance matrix are real and non-degenerate, only the pair of non-
trivial fixed points corresponding to the largest eigenvalue is stable. All the other non-trivial fixed points of the
dynamics are saddle points. This implies that low-rank networks consisting of a single Gaussian population can
have at most two stable fixed points independently of their rank.
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A B C D
Figure 2: Dynamics in rank-one networks with a single Gaussian population. A Scatter plot of the loadings
of left singular vectors m
(r)
i and right singular vectors n
(r)
i . Top: Covariance σmn, indicated by the slope of the dashed
line, below the critical value (solid line). Bottom: Covariance σmn beyond the critical value. B Dynamics of the
activation variable xi (t) of ten units in the network for the two different networks initialized at random values. The
network with σmn larger than 1 (bottom) converges to a heterogeneous fixed point, while the other one decays to zero.
C One dimensional dynamics corresponding to the right hand side of Eq. (28). Filled dots correspond to stable fixed
points. For a weak covariance between connectivity patterns (top), the trivial fixed point is the only fixed point. For a
strong covariance (bottom), the recurrent connectivity generates two non-trivial stable fixed points. D Evolution of the
collective variable κ as a function of time in a finite-size network, defined as the projection of the activity x (t) onto the
connectivity pattern m. Each curve corresponds to a different realization of the random connectivity matrix. N = 1000,
top row: σn2 = 0.34, bottom row σn2 = 1.52.
Limit cycles Complex eigenvalues of the covariance matrix σmn, if they exist, always appear in conjugate
pairs. They lead to spiral dynamics around the origin, in the plane spanned by the real and imaginary part of
the corresponding eigenvectors. If the real part of the complex eigenvalues is smaller than unity, Re (λr) < 1,
the spiral dynamics decay back to the origin. Otherwise, if Re (λr) > 1, there is a limit cycle on the plane,
around the origin. Similarly to the case with only real eigenvalues of the covariance matrix, if the real part of
the complex eigenvalue is larger than the real part of any other eigenvalue of σmn, any trajectory will converge
to the plane defined by the real and imaginary parts of the corresponding eigenvectors. On this plane, we then
find that the limit cycle is stable.
To illustrate this case, we consider a rank two network with a covariance matrix of the form
σmn =
(
σ −σω
σω σ
)
, (33)
which has eigenvalues σ ± iσω. Fig. 4 A-B shows an example of a network with such connectivity.
We can then write the equations for a rank-two network in polar form. Using the mapping to polar coordi-
nates κ1 := ρ cos θ and κ2 := ρ sin θ, the dynamics in Eq. (28) become
τ
dρ
dt
= −ρ+ ρσ 〈φ′ (0, ρ2)〉 (34)
τ
dθ
dt
= σω
〈
φ′
(
0, ρ2
)〉
(35)
When the real part σ of the eigenvalues is larger than one, the flow in the radial direction cancels at a value
ρ0 given by Eq. (30), which yields
σ−1 =
〈
φ′
(
0, ρ20
)〉
. (36)
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Based on Eq. (34), we observe that any perturbation in the plane away from the limit cycle makes the radial
component ρ go back to ρ0. The limit cycle is therefore stable, as shown in Fig. 4 C.
Introducing this result into Eq. (35), we obtain that the oscillations of the limit cycle are generated at a
frequency
ωLC =
σω
σ
. (37)
In this analysis, Eq. (37) is derived for the particular covariance matrix σmn in Eq. (33), which is antisym-
metric. However, numerical explorations suggest that this equation is valid more generally, for any connectivity
matrix with a pair of complex eigenvalues. When the covariance matrix is not antisymmetric but still has
complex eigenvalue, the limit cycle is no longer a circle but resembles an ellipse (see Fig. 4 G, grey trajectory,
or Mastrogiuseppe and Ostojic (2018), Fig S8).
Figure 4 E-H shows an example of a rank-three network, whose connectivity matrix has a real eigenvalue
λ1 and a pair of complex conjugate eigenvalues λ2 and λ3. The real part of all eigenvalues is larger than one,
so that the real eigenvalue leads to a pair of fixed points, and the complex eigenvalues generate a limit cycle.
Given that in this example the real eigenvalue λ1 is larger than the real part of the other eigenvalues, the fixed
points are stable. The limit cycle is marginally stable in the plane spanned by the real and imaginary parts of
the complex eigenvector of λ2, but unstable in any other direction. Therefore, trajectories starting in the plane
converge to the limit cycle in the mean field equation (see grey trajectory in Fig 4 G). Small perturbations,
such as those introduced by finite-size effects, make these trajectories deviate from the limit cycle and converge
to one of the two stable fixed points (grey trajectory, Fig 4 H).
Slow manifolds When the covariance matrix σmn has degenerate eigenvalues, low-rank RNNs can lead to
other phenomena than discrete fixed points or limit cycles. As an example of degenerate eigenvalues, we study
the network dynamics when the covariance matrix σmn is diagonal:
σmn = σmnI. (38)
This covariance matrix has one single real eigenvalue σmn, which is degenerate, since it has R linearly indepen-
dent eigenvectors. Introducing the covariance matrix in Eq. (38) into the dynamics in Eq (28) we obtain the
fixed point equation
κ0 =
〈
φ′
(
0,κT0 κ0
)〉
σmnκ0. (39)
To solve the fixed point equation, as in the previous section, we use the ansatz κ0 = ρ0uκ0 , where uκ0 is an
arbitrary unitary vector in collective space. Introducing the ansatz in the fixed point equation (Eq. 39), we
find that there is a non-trivial solution given implicitly by the scalar equation
〈
φ′
(
0, ρ20
)〉
= σ−1mn, which is
independent of the particular direction uκ0 . Furthermore, we find that the fixed point is stable in the direction
uκ0 . Therefore, in the mean-field limit given by Eq (28), this degenerate connectivity leads to a continuous
manifold of attractive states that are at an equal distant ρ0 away from the origin. In the case of rank-two
connectivity, this degenerate covariance matrix leads to a stable ring attractor (Fig 3I-K), and in rank-R, to a
stable R-spherical attractor.
In finite-size simulations, the sampling of random loadings introduces spurious correlations in the matrix
σmn, breaking the degeneracy of the eigenvalues. As a consequence, only a small number of points on the
continuous attractor predicted by the mean-field theory give rise to actual fixed points. While the rest of the
points on the predicted continuous attractor are not fixed points of the finite-size network, the dynamics around
them are typically slow. More specifically, any trajectory of activity quickly converges towards the predicted
continuous attractor, and then slowly evolves along it until it reaches a fixed point (Fig 3L) (Mastrogiuseppe and
Ostojic, 2018). In finite-size networks, the continuous attractor predicted by the mean-field analysis therefore
gives rise to a low-dimensional manifold in state space, along which the dynamics are slow.
When degenerate and non-degenerate real and complex eigenvalues are combined, the global stability appears
to be given by the criterion in Eq. (32): each eigenvalue generates its corresponding non-trivial dynamics (fixed
points, continuous attractors or limit cycle) independently. The stability of these dynamical phenomena depends
on the global eigenspectrum: the eigenvalues with the largest real part generate stable attractors, while the
other eigenvalues lead to repellers.
In summary, in a low-rank network consisting of a single Gaussian population, the possible non-trivial steady
states are a pair of fixed points, a limit cycle, or a continuous attractor that gives rise to a small number of
10
fixed points in finite networks. On top of these limited range of stable solutions, increasing the rank leads to
additional unstable fixed points and limit cycles, that can potentially be used to control the dynamics, a point
we do not further explore here. We instead proceed to show that increasing the number of Gaussian populations
allows networks to implement a larger range of stable dynamics.
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Figure 3: Dynamics in rank-two networks with a single Gaussian population - Connectivity matrix with
real eigenvalues. A Scatter plot of the loadings of left singular vectors m
(r)
i and right singular vectors n
(r)
i . B
Covariance matrix σmn of the population (top), and its eigenvectors (bottom). C Vector field corresponding to the
mean-field dynamics in the plane κ1 − κ2 of collective variables (Eq. 28). The colormap represents the speed of the
dynamics, defined as the norm of vector dκ
dt
, in different points of the collective space. Two non-trivial fixed points are
generated in the direction of each eigenvector. Black dots correspond to stable fixed points, while white dots are unstable
or saddle points. The pair of fixed points corresponding to the largest eigenvalue is stable. D Finite-size simulations of
the dynamics. Three different connectivity realizations are shown from each initial condition. N = 1000. E-H Similar to
A-D for a network where the eigenvectors of the covariance matrix are not orthogonal (overlap between the connectivity
patterns of different rank-one structures σm2n1 6= 0). The eigenvector with largest eigenvalue generates a pair of stable
fixed points. I-L Similar to A-D for a network with degenerate eigenvalues: any vector in the plane spanned by vectors
m(1) and m(2) is an eigenvector of the connectivity. This symmetry leads to a continuous attractor in the mean field
dynamics. In finite size simulations (one matrix realization shown in L) the continuous attractor corresponds to a slow
manifold on which usually two stable fixed points lie.
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Figure 4: Dynamics in rank-two networks with a single Gaussian population - connectivity matrix with
complex eigenvalues. A Scatter plot between the components of connectivity patterns m
(r)
i and n
(r)
i , following the
statistics given in Eq. (33), σ = 1.6 and σω = 0.8. B Covariance matrix of the singular vectors (top) and its eigenvalues
in the complex plane, given by σ± iσω. C Vector field of the mean-field dynamics (Eq. 28). The colormap represents the
speed of the dynamics, defined as the norm of vector dκ
dt
. Given that the real part of the eigenvalue is larger than one, a
limit cycle (indicated by the dashed line) emerges in collective space. The grey lines correspond to finite-size simulations
of the network, starting at different initial conditions with the same connectivity matrix. D Frequency of the limit cycle
for different values of the symmetric part of the connectivity σ and fixed imaginary part σω = 0.8. The dots show the
numerically estimated frequency of oscillations in finite-size simulations for five different network realizations. The line
corresponds to Eq. (37). The triangle indicate the parameter σ used in A-C. E-F Analogous to A-B, for a rank-three
network with one pair of complex eigenvalues and one real eigenvalue. The real eigenvalue (λ1 = 1.6) is larger than the
real part of the complex eigenvalues (Re(λ2) = 1.2). The real eigenvector u1 and the real and imaginary parts of the
complex eigenvector u2 are plotted in F, bottom. The imaginary and real parts of the eigenvector u2 span the horizontal
plane (shaded in grey). G Mean-field dynamics (Eq. 28) for three trajectories starting at different initial conditions.
Each color indicates a different trajectory. When the network is initialized in the horizontal plane (grey trajectory),
the activity ends at a limit cycle. Otherwise it converges to one of the two stable fixed points, located in the direction
of the eigenvector u1. H Same trajectories as in G, in finite-size simulations, for three different connectivity matrices.
The trajectories always end up in one of the two stable fixed points, even if initialized in the horizontal plane (grey
trajectories). N = 1000.
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5 Dynamics in networks with multiple populations
As described in the previous section, a major limitation of rank-R networks consisting of a single Gaussian
population is that they cannot give rise to more than two stable fixed points, symmetrically arranged around
the origin. We next show that networks consisting of several Gaussian populations can exhibit a larger number
of stable fixed points. We specifically describe two different mechanisms by which multiple fixed points can be
generated and controlled.
Non-linear gain control We first consider an autonomous rank-one network with zero-mean connectivity
patterns consisting of two populations. We examine how this setup can lead to three stable fixed points, one at
the origin, and two symmetrically arranged at non-zero values of the collective variable κ.
Every neuron in the network belongs to one of two populations, each population being defined by different
statistics of pattern loadings. Within population p, for p = 1, 2, the joint distribution of n and m values over
neurons is specified by a 2×2 covariance matrix Σ(p), while for simplicity we take the mean of the distribution to
be zero. In the two-dimensional loading space defined by m and n, the two populations correspond to different
Gaussian clusters, both centered at zero but with different shape and orientations (green and purple dots in
Fig. 5 A).
Neurons belonging to each population are defined by different statistics of the loadings n(p) and m(p), for
populations p = 1, 2 which have zero mean. The recurrent dynamics are determined by the overlaps σ
(1)
mn and
σ
(2)
mn between the loadings n and m, and by the variance of the m loadings in each population σ
(1)
m2 and σ
(2)
m2 .
The mean-field description (Eq. 17) shows that the recurrent dynamics are determined by the overlaps σ
(p)
mn
between the pattern loadings n and m, and by the variance of the m loadings σ
(p)
m2 in each population p. Indeed,
the dynamics of the collective variable κ in Eq. (24) read:
τ
dκ
dt
= −κ+ σ˜mnκ, (40)
with the effective feedback σ˜mn defined as
σ˜mn =
1
2
σ(1)mn
〈
φ′
(
0, κ2σ
(1)
m2
)〉
+
1
2
σ(2)mn
〈
φ′
(
0, κ2σ
(2)
m2
)〉
. (41)
This effective feedback σ˜mn is set by the average of covariances σ
(p)
mn for each population p, weighted by the gain
of the population. If the two populations have different variances σ
(p)
m2 , their gains will vary differently with κ.
If moreover the different populations have covariances σ
(p)
mn of different signs, the total effective feedback will
vary strongly with κ, while this is not the case in networks with uniform populations or a single one.
This network can have three stable fixed points (the origin and a pair of symmetrical non-trivial fixed points)
if the effective feedback σ˜mn has a different sign in different regions of the collective space. First, the origin
κ = 0 is always a fixed point of dynamics in Eq. (40). The origin is moreover a stable fixed point if the effective
feedback at zero, which is given by 12
(
σ
(1)
mn + σ
(2)
mn
)
, is smaller than −1. Therefore, one of the populations,
which we define to be the first one (p = 1), must have a strong negative overlap, σ
(1)
mn < −σ(2)mn− 2 < 0. Second,
at large values of κ the effective feedback σ˜mn should be positive to cancel the contribution of the leaky term
−κ and generate a non-trivial fixed point. Given Eq. 41, this implies that the gain of the positively correlated
population two should be large, whereas the gain of the negatively correlated population one should be close to
zero. A small gain is achieved in the first population by having a large value σ
(1)
m2 , so that the second condition
reads σ
(1)
m2  σ(2)m2 . Fig. 5B-C shows the dynamics of such a network given by the mean-field equation and in
finite-size networks.
More generally, with more than two populations this mechanism can be extended to produce a larger number
of stable fixed points in rank-one networks. The key principle of this mechanism is to control independently
the gain of the different populations, so that the contribution of each population to the effective feedback takes
place at different ranges of the collective variable κ, and to have covariances σ
(p)
mn of different signs, so that the
effective feedback can flexibly take both positive and negative values in different ranges of κ. These mechanisms
can also be applied to networks with rank higher than one. In that case, the overlap between loadings is
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given by a matrix σ(p)mn instead of a scalar, while the gain of each population is a scalar value. Populations
with different covariance matrices and gains that vary at different ranges of the collective variables are able to
generate multiple fixed points in different regions of the collective space, or combinations between stable limit
cycles and stable fixed points (Dubreuil et al., 2020).
A B C
D E F
Figure 5: Dynamics in low-rank networks with multiple populations. A Scatter plot between the components
of the connectivity patterns mi and ni in a rank-one network with two Gaussian populations, shown in green (negatively
correlated population) and purple (positively correlated population). B Mean-field dynamics generated by the two-
population statistics. Three stable fixed points (filled grey dots) emerge in the 1D recurrent dynamics. C Dynamics
of the collective variable κ in a network with N = 1000 units, initiated at different initial values. The dynamics
converge to one of the three stable fixed points. D Similar to A, for a rank-two network consisting of six statistical
populations, with centers located on the vertices of a regular hexagon. E Mean-field dynamics of the network, the
colormap represents the speed of the dynamics, defined as the norm of vector dκ
dt
(blue: slow dynamics, yellow: fast
dynamics). The hexagonal symmetry in the loadings produces a solution with hexagonal symmetry, with six stable fixed
points (black dots) symmetrically arranged along a ring. Saddle points (white dots) appear between the stable fixed
points. F Trajectories of the collective variables in finite-size simulations, initiated at different initial conditions. All
trajectories converge to one of the six stable fixed points. Two different network realizations are shown for each initial
condition. Parameters in A-C: σ
(1)
mn = −10, σ(2)mn = 4.5, σ(1)m2 = 1.98, σ
(1)
m2
= 0.02, and α1 = α2 = 0.5. Parameters in D-F:
centers arranged as in Eqs (42) and (43) where p = 6 and Rn = 1.5. Variance σm2 = 0.3. Network size N = 1000.
Symmetries in loading space In low-rank networks, a second mechanism for generating multiple fixed
points is to exploit symmetries in the distribution of loadings P (m,n). Indeed a symmetry in the distribution
of loadings P (m,n) implies a symmetry in the dynamics of the collective variables. In consequence, if a
network with symmetry generates a non-trivial stable fixed point, symmetric points in the collective space will
also correspond to stable fixed points. Classical Hopfield networks (Hopfield, 1982) are a prominent instance of
this mechanism, where multiple stable fixed points are generated based on symmetries in the connectivity.
In this section, we first illustrate how symmetries in connectivity lead to multiple symmetric fixed points.
We then explicitly show that Hopfield networks in the limit of a small number of stored patterns correspond to
a special case of Gaussian mixture low-rank networks with symmetric connectivity. Throughout this section,
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we focus on networks where the overlap between the connectivity patterns is given by the non-zero means of
the loadings, which is complementary to the previous section where the connectivity patterns had zero mean
and the recurrent dynamics is determined by the covariances between the loadings.
As an illustration, we consider first a rank-two network, with units evenly split into P populations. In
each population, the loadings m
(p)
1 ,m
(p)
2 , n
(p)
1 , n
(p)
2 have a different set of means a
(p)
m1 , a
(p)
m2 , a
(p)
n1 , a
(p)
n2 and the
covariances σ
(p)
mrns are zero. The variance of the loadings, σm2 and σn2 , are identical in all populations. As a
consequence, different populations correspond to clusters of identical spherical shape, but centered at different
points in the four-dimensional loading space.
We specifically arrange the means of the different populations (centers of the different clusters) symmetrically
at the vertices of a regular polygon in the planes of loadings m1 −m2 and n1 − n2:
a(p)m1 = Rm cos
(
2pip
P
)
, a(p)m2 = Rm sin
(
2pip
P
)
; (42)
a(p)n1 = Rn cos
(
2pip
P
)
, a(p)n2 = Rn sin
(
2pip
P
)
; (43)
where p is the population index, p = 1 . . . P . The radial distance Rm is fixed so that the patterns m
(1) and
m(2) have unit variance, while the free parameter Rn controls the overlap between the connectivity patterns.
Figure 5D shows an example with six populations, P = 6. This distribution has a discrete rotational symmetry
of order P , since rotations of angle 2pi/P in the planes m1 − n2 and m2 − n1 leave the distribution unchanged.
Using the mean-field description in Eq. (17), the dynamics of the two collective variables now read
τ
dκ1
dt
= −κ1 + 1
P
P∑
p=1
a(p)n1
〈
φ
(
a(p)m1κ1 + a
(p)
m2κ2, σ
2
m
(
κ21 + κ
2
2
))〉
(44)
τ
dκ2
dt
= −κ2 + 1
P
P∑
p=1
a(p)n2
〈
φ
(
a(p)m1κ1 + a
(p)
m2κ2, σ
2
m
(
κ21 + κ
2
2
))〉
. (45)
Given the symmetry in the distribution, if we identify one non-trivial stable fixed point, there will be at
least p − 1 other fixed points with the same stability. Focusing on the direction given by κ2 = 0, the velocity
in the κ2 direction, given by Eq. (45), is always zero due to the symmetry in the distribution. Therefore, we
obtain a fixed point equation for κ1 on the κ2 = 0 direction using Eq. (44):
κ1 =
1
P
P∑
p=1
Rn cos
(
2pip
P
)〈
φ
(
Rm cos
(
2pip
P
)
κ1, σ
2
mκ
2
1
)〉
. (46)
The r.h.s is a sum of P monotonically increasing bounded functions of κ1. If the slope at the origin is larger
than one, then, the r.h.s. will intersect with the function κ1 at a non-trivial point. The slope of the r.h.s at the
origin, obtained by differentiating the r.h.s. with respect to κ1 and evaluating at κ1 = 0, is RnRm, so that a
condition for a non-trivial fixed point is
RnRm > 1. (47)
Because of the symmetry, if RmRn > 1, there are at least P stable fixed points arranged symmetrically on
a circle (Fig 5 E-F). If the number of population pairs is odd, there are 2P stable fixed points symmetrically
arranged on a circle, because there is also a symmetry with respect to the origin, imposed by the symmetry in
the transfer function. Otherwise, if P is even, P stable fixed points are generated by the network.
Symmetrical arrangements of multiple populations can also be used in higher R-rank networks to obtain
multiple stable fixed points located on a R-dimensional sphere. For example, in rank-three networks, we consider
eight populations whose centers are arranged at the vertices of a cube. The centers of the eight populations in
the three-dimensional space of loadings m(r), for r = 1, 2, 3, correspond to the vertices of a cube with side 2Rm,
so that (
a(p)m1 , a
(p)
m2 , a
(p)
m3
)
= (±Rm,±Rm,±Rm) . (48)
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Populations p = 1, . . . , 8 correspond to one of the eight different possible combinations of the sign. The variances
of the loadings, σm2 is identical in all populations. The value of Rm is fixed so that the norm of each connectivity
pattern m(r) is N .
The centers of the n(r) loadings follow the same configuration, at the vertices of a cube of side 2Rn:(
a(p)n1 , a
(p)
n2 , a
(p)
n3
)
= (±Rn,±Rn,±Rn) , (49)
where each population p correspond to the same combination of signs as for the m loadings, so that
sgn
(
a(p)mr
)
= sgn
(
a(p)nr
)
, (50)
with the collective index r = 1, 2, 3 and the population index p = 1 . . . 8. The value Rn is, as in the previous
case, a free parameter that controls the overlap between connectivity patterns. This configuration is shown in
Fig. 6 D-E and G-H, for two different values of Rn. This distribution exhibits a cubic symmetry in the loading
space m1 −m2 −m3 and in space n1 − n2 − n3. Thus, if we identify a non-trivial fixed point, these symmetries
require the existence of symmetric solutions in the collective space. Inspecting the direction κ2 = κ3 = 0 in the
dynamics, we obtain a criterion for having a non-trivial stable fixed point:
κ1 =
1
8
8∑
p=1
a(p)n1
〈
φ
(
a(p)m1κ1.σ
2
mκ
2
1
)〉
(51)
Eq. 51 has a non-trivial solution, which is always stable, if RnRm > 1. When this solution exists, applying a
rotation of pi/2 in the m1 −m2 plane and in the m1 −m3, it is possible to determine the other five stable fixed
points that are generated by the symmetry (Fig. 6F). These stable fixed points are arranged in the collective
space at the vertices of an octahedron, the dual polyhedron of the cube. Applying symmetry principles, the
middle point of each triangular face of the octahedron is also a fixed point. However, the stability of this fixed
point depends on the overlap RnRm. If RnRm is larger than one but low, these fixed points are saddle points
(Fig. 6F). Beyond a critical value of RnRm, these fixed points become also stable. This second set of fixed
points consists of eight points arranged on a cube (Fig. 6I, blue dots).
In general, any K-dimensional discrete symmetry in the loadings (centers arranged within a regular polytope,
symmetric with respect to the origin), will generate a dynamical system with stable fixed points on a K-
dimensional sphere, arranged with the symmetry of the dual polytope.
Hopfield networks storing R N patterns can be seen as a particular limit of symmetric Gaussian-mixture
low-rank networks. A Hopfield network is designed to store R binary patterns m
(r)
i = ±m, where for every
neuron the sign of the entry in each pattern generated randomly, and m is a scalar parameter. A Hopfield
network storing these R patterns is defined as a recurrent network with connectivity matrix
JHopfieldij =
R∑
r=1
m
(r)
i m
(r)
j (52)
Such a configuration creates two symmetric fixed points around the origin in the direction of each pattern m(r),
for large enough m.
Hopfield networks (Hopfield, 1982) correspond to a specific type of low-rank matrix, and can be mapped
onto Gaussian-mixture low-rank networks. One of the specific properties of Hopfield networks (Eq. 52) is that
the connectivity is symmetric, so that the left and right connectivity patterns are proportional to each other
m(r) = cn(r) (53)
where c is a positive constant. Secondly, the loadings of the patterns m(r) and n(r), for r = 1, . . . , R, are binary
and of equal sign, so that each neuron is characterized by 2R loadings that can only differ from each other in
their signs. Therefore, each neuron in a Hopfield network belongs to one of the 2R sign combinations allowed.
In terms of the low-rank framework, Hopfield networks can therefore be described as low-rank networks with
2R deterministic populations, which have means
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(
a(p)m1 , · · · , a(p)mR
)
= Rm (±1, . . . ,±1) , (54)(
a(p)n1 , · · · , a(p)nR
)
= Rn (±1, . . . ,±1) , (55)
sgn
(
a(p)mr
)
= sgn
(
a(p)nr
)
, (56)
and where there is no dispersion around the mean of each population, so that σ
(p)
m = σ
(p)
n = 0.
A rank-two network with four populations P = 4, characterized by Eq (42), is therefore equivalent to a
two-pattern Hopfield network in the limit of no dispersion around the mean of each cluster, σ
(p)
m2 = 0 (Fig. 6
A-C). In this limit, saddle points are located at the midpoints between neighbouring stable fixed points. In the
more general rank-two networks in Eq. (42) where σ
(p)
m2 > 0, the saddle points between stable fixed points move
further away from the origin (such as in Fig. 6 B, where σ
(p)
m2 = 0.3), but the four stable fixed points remain
on the vertices of a square along the axes κ1 = 0 and κ2 = 0. In the limit of very large σ
(p)
m2 the saddle points
between stable fixed points approach the circle that circumscribes the stable fixed points.
The rank-three network presented in Eqs. (49) and (50) also becomes a classical Hopfield network in the limit
of σ
(p)
m2 → 0. Allowing for values σ(p)m2 > 0, as illustrated in Fig. 6 D and G, does not change the number of fixed
points generated by the Hopfield network nor their direction in collective space. These networks generate pairs
of stable fixed points along the directions m(1), m(2), and m(3). The additional fixed points along directions
±m(1) ±m(2) ±m(3), that become stable when RmRn is large, correspond to well known spurious mixture
states in Hopfield networks (Amit et al., 1987).
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Figure 6: Multiple populations in rank-R networks. A Scatter plot between the entries of left singular vectors
mi and right singular vectors ni in a rank-two network with four populations following Eqs (42) and (43), with P = 2.
Standard deviation of 0.3 around the mean of each population. B Corresponding mean-field dynamics. The colormap
represents the speed of the dynamics, defined as the norm of vector dκ
dt
(blue: slow dynamics, yellow: fast dynamics).
Four stable fixed points emerge, arranged in a square. C Trajectories starting at different initial conditions in a finite-size
network. Each initial condition shows trajectories for two network realizations. D Analogous to A in a rank-three network
with loadings arranged as in Eqs 48 and 49. E The populations are arranged at the vertices of a cube. Rn = 2.1. F
Dynamics of the collective variables. Six stable fixed points (grey dots) emerge, arranged at the vertices of a dodecahedron
(dual polygon of the cube, highlighted in red for visual purposes). Grey lines correspond to the trajectories of finite-size
networks, initialized at different points in state-space. G-I Same as in D-F, but for a network whose populations have
larger mean values, Rn = 7. For such large values, spurious fixed points that are proportional to the combinations of the
three stored patterns (±m1 ±m2 ±m3, ) also become stable. Therefore, apart from the six fixed points in a octahedron
(red polygon), eight other spurious fixed points appear arranged in a cube (blue polygon). Network size N = 1000.
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6 Approximating dynamical systems with Gaussian-mixture low-
rank networks
In the previous section, we focused on generating multiple fixed points in an autonomous network by means of a
few Gaussian populations in the connectivity. More generally, as shown in Section 2.3, multi-population rank-R
networks can approximate any R-dimensional dynamical system. In this section, we propose an algorithm to
do so.
Previous works have developed algorithms for training recurrent networks to implement given dynamics that
effectively used low-rank connectivity (Eliasmith and Anderson, 2003; Pollock and Jazayeri, 2019; Rivkind and
Barak, 2017). These methods rely on tuning the loadings n
(r)
i of individual neurons, given fixed external inputs
I
(s)
i and connectivity loadings m
(r)
i . Here we focus instead on mixtures of Gaussian populations rather than
individual units, and extend previous methods to find the first and second order moments of multiple Gaussian
populations that approximate a given dynamical system.
Our goal is to approximate the R-dimensional dynamics specified by a vector field G (κ):
dκ
dt
= G (κ) . (57)
Our algorithm proceeds as follows. We first fix the number of Gaussian populations in the network and
the fraction of neurons included in each population, αp. Depending on the complexity of the approximated
dynamics, a smaller or larger number of populations is required. Second, we set the mean and variance of the
m(r) vectors in each population, a
(p)
mr and σ
(p)
m2r
, together with the mean and variance of the external input, a
(p)
I
and σ
(p)
I2 . Finally, we determine the statistics of the n
(r) vectors, the only unknown in the network, using linear
regression.
We define a number of set points {κk}k=1...K on which we impose that the effective flow in the low-rank network
given by Eq. (17) be equal to the target vector field
G (κk) = −κk +
P∑
p=1
αp
(
a(p)n
〈
φ
(
µ(p) (κk) ,∆
(p) (κk)
)〉
+ σ(p)nmκk
〈
φ′
(
µ(p) (κk) ,∆
(p) (κk)
)〉)
. (58)
These k = 1 . . .K set points should be relevant points of the vector field G (κ); they can be fixed points, but can
also be chosen within a grid in collective space or based on sampled trajectories of the target system (Eq. 57).
Note that µ(p) and ∆(p) depend on the statistics of patterns I and m(r) that are fixed (see Eq. (19)), but
not on a
(p)
nr and σ
(p)
mrnr which we aim to determine. Eq. (58) can therefore be written as a linear system of the
form
G = W TX (59)
where, for one single set point, G is a vector of length R, G = G (κk) + κk, the vector
X :=
[
a(1)n1 , . . . a
(1)
nR , σ
(1)
m1n1 , . . . σ
(1)
m1nR , . . . σ
(1)
mRn1 , . . . σ
(1)
mRnR , . . . a
(P )
n1 . . . σ
(P )
mRnR
]
(60)
has length R (R+ 1)P and the corresponding matrix W of size R (R+ 1)P × R. For the K set points κk on
which we want to approximate the dynamics, we concatenate the vector G and matrix W of each point, so that
they will be of size R ·K and R ·K × (R (R+ 1)P ) respectively.
The unknown values of vector X can now be obtained by standard linear regression as
X =
(
WW T
)−1
WF . (61)
Often, it is convenient to regularize the regression algorithm to avoid the entries of X being exceedingly large,
at the cost of increasing the error in the approximation of the dynamics. Solutions with very large values of
X are less robust, because they produce stronger finite-size effects when sampling from the found mixture of
Gaussians, potentially affecting the stability of the solution. One standard possibility amongst many is to use
ridge regression to find the unknown values
X =
(
WW T + β2I
)−1
WF (62)
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where β is the ridge parameter that controls the amount of regularization.
The number of populations, together with the distributions chosen to fix the mean and covariance values a
(p)
mr ,
σ
(p)
m2r
, a
(p)
I and σ
(p)
I2 are hyperparameters of the algorithm. These hyperparameters can be tuned progressively
by running several iterations of the algorithm. For example, a possible goal is to search for the the minimal
number of populations required for approximating a given dynamical system within some accuracy limits.
To illustrate the algorithm, we use a rank-two network to approximate a Van der Pol oscillator. The Van
der Pol oscillator is a two-dimensional non-linear dynamical system that generates non-harmonic oscillations.
It is defined as
dx
dt
= y (63)
dy
dt
= µ
(
1− x2) y − x (64)
where µ is a scalar parameter that controls the strength of the non-linearity. For this example, we set µ = 1
(Fig. 7 A). We set the number of populations in the network to 50. Secondly, we determine the statistics
for the left connectivity patterns and the external input, by drawing random values for the mean values in
each population a
(p)
I and a
(p)
mr from a zero-mean uniform distribution, and the variances σ
(p)
m2r
and σ
(p)
I2 from an
exponential distribution, all values of order one. As set points, we use a K = 30 × 30 grid for values x and y
ranging between -3 and 3.
Applying linear regression, we find that such a network can flawlessly approximate the Van der Pol oscillator
in collective space using the mean-field equations (Fig. 7 B-D). However, it comes with the cost that the found
parameters in Σ are orders of magnitude larger than the parameter values for σ
(p)
m2r
(Fig. 7 E). To reduce the
norm of the solutions, we used ridge regression to the least square algorithm. Regularized solutions are able
to decrease strongly the order of magnitude of the found parameters σ
(p)
n2r
, while still producing limit cycles,
although the approximation error is increased (Fig. 7 F-H).
This algorithm can be applied to generate any given dynamics in collective space within a finite domain.
Beyond this finite domain sampled through the chosen set points, if the target vector field does not follow the
required asymptotic behavior (Eq. 27), as it is the case for the Van der Pol oscillator, the network will not
extrapolate to the target dynamics (region outside square of set points in Fig. 7 D and F). However, in practice,
it may produce qualitatively similar dynamics: in the example of the Van der Pol oscillator, if the network is
initialized at a point outside the limit cycle, the resulting trajectories still converge to the limit cycle.
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Figure 7: Approximation of a Van der Pol oscillation with low-rank networks. A Dynamics of a Van der Pol
oscillator (µ = 1). B Approximated dynamics by a low-rank network of 50 populations, calculated with no regularization.
The trajectory of a Van der Pol oscillator initialized at (1, 1) is shown in the black line. The corresponding trajectory in
the low-rank network is shown in red. C Trajectories for the Van der Pol oscillator (black dashed line) and the low-rank
network (mean field - red line) as a function of time. D Heatmap of the logarithm of the error of approximation by the
low-rank network. The low-rank network is approximated on a grid spanned by the white square. E Approximation error
(black) and standard deviation of the found parameters Σ as a function of the ridge parameter β. The shaded region
corresponds to the standard deviation estimated from 10 different simulations. The triangle shows the regularization
parameter chosen for F-H. F-H Same as B-D for a network with regularization parameter of β = 0.5. The network
is able to produce stable limit cycles, with similar shape and frequency to those of the Van der Pol oscillator, although
there is a larger approximation error.
7 Discussion
In this manuscript, we have examined the dynamics in Gaussian-mixture low-rank recurrent neural networks, a
class of models in which the connectivity is defined by a low-rank matrix, with connectivity patterns consisting
of several population with distinct Gaussian statistics. In these networks, the collective dynamics can be
described by R collective variables, where R is the rank of the connectivity matrix. These collective variables
form a dynamical system, the evolution of which is determined by the connectivity statistics of the populations
forming the network. The rank of the network, and the population structure therefore play complementary
roles: the rank of the network sets the internal dimensionality of the dynamics and defines the corresponding
collective variables, while individual populations shape the dynamics of these collective variables, but do not
contribute new ones. We specifically showed that, in the limit of a large number of populations, this class of
network displays a universal approximation property, and can therefore implement a large range of dynamical
systems. Having a small number of populations instead imposes constraints and limits the achievable range of
dynamics.
We have focused here on a specific family of distributions for the connectivity patterns, mixtures of multi-
variate Gaussians. This choice was motivated by several considerations. First, this family of distributions can be
used to approximate any multi-variate distribution for the pattern loadings. Second, this family of distributions
leads to a particularly simple form of dynamics for the collective variables, where the time-evolution is formulated
in terms of a simple effective circuit (Eq. 24). Remarkably, in this description of the dynamics, which is exact and
non-linear, the collective variables appear to interact linearly through effective couplings and effective inputs,
that fully encapsulate the non-linearities. This allows for a particularly transparent interpretation of dynamics
in terms of gain modulation. Several of our results are however independent of the specific assumption for the
type of distribution. This is in particular the case for the influence of symmetry in the connectivity on the
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dynamics. When a large number of populations is needed to approximate the connectivity structure, other
parametric distributions may be more suitable, and the interpretation in terms of discrete populations may not
be appropriate.
Low-rank networks with arbitrary pattern distributions form a rich and versatile framework that encompasses
a number of previously studied types of recurrent neural networks. As shown in the last part of the results,
Hopfield networks storing R  N patterns can be seen as a particular limit of Gaussian-mixture low-rank
networks, in which pattern loadings are binary and exhibit a specific type of symmetry. The Neural Engineering
Framework (Eliasmith and Anderson, 2003) and the Manifold Embedding approach (Pollock and Jazayeri, 2019)
provide algorithms that implement specific low-dimensional dynamics by controlling the structure of fixed points
and Jacobians using linear-regression methods. These approaches generate recurrent networks with low-rank
connectivity, in which the pattern loadings are however not a priori restricted to belong to a specific type of
distribution. Approximating the obtained distributions by Gaussian mixtures might provide additionnal control
of the generated dynamics.
Our framework is also closely related to Echo-state (Jaeger, 2001) and Force networks (Sussillo and Abbott,
2009), which rely on randomly connected recurrent networks controlled by feedback loops. Each feedback loop
is mathematically equivalent to adding a unit-rank component to the connectivity matrix. Echo-state and
Force networks therefore correspond to low-rank networks with an additionnal full-rank, random term in the
connectivity (Mastrogiuseppe and Ostojic, 2018, 2019). Because the feedback loops are trained to produce
specific outputs, the low-rank part of the connectivity is typically correlated to the random connectivity term
(but see Mastrogiuseppe and Ostojic (2019)). Such correlations increase the dimensionality and the range of
the dynamics (Schuessler et al., 2020a; Logiaco et al., 2019), although the population structure still generates
strong constraints. For instance, for rank R networks with a random term in the connectivity, but consisting
of a single population, the fixed points are restricted to lie on a one-dimensional, but non-linear manifold, and
typically at most two non-trivial fixed points can be generated (Schuessler et al., 2020a). More generally, random
components in the connectivity can however strongly influence learning dynamics during training (Schuessler
et al., 2020b).
Gaussian-mixture low-rank networks, the Neural Engineering Framework, and Echo-state networks all exhibit
universal approximation properties (Eliasmith, 2005; Maass et al., 2002). It is however important to distinguish
between several variants of this property. In our case, in analogy with the NEF, we started from anR-dimensional
dynamical system fully specified by its flow function, and showed that Gaussian-mixture low-rank networks can
approximate this flow function, provided a large number of populations is available and the flow function satisfied
specific constraints. Echo-state and Force networks instead start by specifying a target readout, and universal
approximation means that any such readout can be generated by training the feedback (Maass et al., 2007).
This readout corresponds to a low-dimensional projection of a large dynamical system, and Echo-state networks
are free to implement any dynamical system consistent with the specified output projection. This is a major
distinction with our, and the NEF approach, where the overall dynamical system is more tightly constrained.
In this work, we have examined only networks with fixed inputs. Varying the inputs instead modifies the
low-dimensional dynamics, an effect that can be understood through modulations of effective couplings that
govern the interactions between collective variables. In a companion paper (Dubreuil et al., 2020), we have
used Gaussian-mixture low-rank RNNs to reverse-engineer networks trained on a range of neuroscience tasks,
and found that gain modulation through input control underlies complex computations, such as flexible input-
output mappings (Fusi et al., 2016). Varying inputs while keeping connectivity fixed therefore has the potential
of implementing a large range of dynamical systems and computations (Pollock and Jazayeri, 2019), but the
full capacity of this mechanism still remains to be understood.
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Appendix A Dynamics in multi-population networks
In this appendix, we derive the equation for the dynamics of a multi-population low-rank network, Eq. (17).
We consider a low-rank network that consists of P populations, where each population is defined by different
statistics of the probability distribution P(p) (m,n, I). We assume that the external input is constant in time.
Each neuron in the network is assigned to a population according to the probability αp. In the following, we set
the statistics of each population to be drawn from a multivariate Gaussian with mean vector a(p), as defined
in Eq (5), and covariance matrix Σ(p) (Eq. 6).
The recurrent dynamics in a low-rank network are determined by Eq. (16): it consists of a sum over the
N units in the network. In the limit of large networks with defined statistics, by means of the law of large
numbers, this sum over N i.i.d. elements corresponds to the empirical average over the distribution of its
elements. Therefore, we can replace the sum over network units for i = 1, . . . , N of loadings
{
n
(r)
i
}
,
{
m
(r)
i
}
and Ii, by an integral over their probability distribution P (m,n, I). Using this probability distribution, the
recurrent dynamics in Eq. (16) can be expressed as
κrecr =
P∑
p=1
αp
∫
dmdndIP(p) (m,n, I)n
(p)
r φ
(
I(p)κI +
R∑
l=1
m(p)s κs
)
. (65)
We then separate the contribution of the mean anr and the fluctuations of nr around its mean into two different
terms:
κrecr =
P∑
p=1
αp
∫
dI dmP(p) (m, I) a
(p)
nr φ
(
I(p) κI +
R∑
l=1
m
(p)
l κl
)
(66)
+
P∑
p=1
αp
∫
dnr dI dmP(p) (m,nr, I)
(
n(p)r − a(p)nr
)
φ
(
I(p) κI +
R∑
l=1
m
(p)
l κl
)
. (67)
(68)
Using Stein’s lemma in the second term, and making use of the fact that the sum of Gaussian variables is
itself a Gaussian variable, we can express the dynamics as
κrecr =
P∑
p=1
αpa
(p)
nr
∫
Dxφ
a(p)I κI + R∑
s=1
a(p)msκs + x
√√√√σ(p)I2 κ2I + R∑
s′=1
σ
(p)
m2
s′
κ2s′
 (69)
+
P∑
p=1
αp
(
σ
(p)
nrI
κI +
R∑
s=1
σ(p)nrmsκs
)∫
Dxφ′
a(p)I κI + R∑
s=1
a(p)msκs + x
√√√√σ(p)I2 κ2I + R∑
s′=1
σ
(p)
m2
s′
κ2s′
 (70)
where Dx = dx (2pi)− 12 e− x22 . Finally, using the Gaussian integral notation in Eq. (21), we retrieve Eq. (18).
Appendix B Universal approximation of low-dimensional dynamics
The universal approximation theorem for artificial neural networks (Hornik et al., 1989; Funahashi, 1989; Cy-
benko, 1989) states that any piecewise-continuous bounded function G (x), where x is a d-dimensional vector,
can be approximated to arbitrary precision by a finite linear combination of non-linear units having the same
transfer function but different gain and thresholds. More precisely, it is possible to build an approximation
Gˆ (x) of G (x)
Gˆ (x) =
N∑
i=1
viφ
(
wTi x+ bi
)
, (71)
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with finite integer N , and real values for vi ∈ Rd′ , wi ∈ Rd and bi ∈ R, so that
∣∣∣G (x)− Gˆ (x)∣∣∣ < , for any
 > 0, given that the activation function φ (x) is a piecewise-continuous non-constant bounded function (Leshno
et al., 1993).
There is a direct mapping between the second term of Eq. (71) and the recurrent dynamics of a low-rank
RNNs. The recurrent dynamics in Eq. (16) can be directly mapped to Eq. (71): the variables 1Nni correspond
to vi, mi to wi, and κIu
I
i to bi. This implies that the recurrent dynamics can approximate any flow function
within a finite domain.
The dynamics of low-rank networks with multiple Gaussian populations can also be mapped to the universal
approximation theorem. The mean term contribution to the dynamics in Eq. (17) reads
P∑
p=1
αpan
(p)
〈
φ
(
am
Tκ+ a
(p)
I , σ
(p)
I2 + κ
Tσ
(p)
m2κ
)〉
, (72)
so that αpan
(p) maps to vi, am
(p) maps to wi and a
(p)
I is mapped to the bias term bi. The contribution given
by the disorder in the population loadings, σ
(p)
m2 and σ
(p)
I2 are not required for the universal approximation.
However, quadratic terms like the one introduced by the variance of loadings improve the approximation in
terms of expressibility and efficiency (Fan et al., 2020). Overall, this means that a low-rank network with a
finite number of populations can approximate any dynamical system within a bounded domain.
Appendix C Linear stability matrix at fixed points in networks with
single population
The linear dynamics of small perturbations around the fixed point κ0 (defined in Eqs 29) read
τ
dκ
dt
= −κ+ [∇ (〈φ′ (0,κTκ)〉σmnκ)]κ=κ0 κ, (73)
where ∇ is the vector differential operator. We apply the property ∇ (f (κ)Aκ)) = f (κ)A + Aκ (∇f (κ))T ,
based on the chain rule, to obtain:
τ
dκ
dt
= −κ+
[〈
φ′
(
0,κTκ
)〉
σmn + σmnκ
〈∇φ′ (0,κTκ)〉T ]
κ=κ0
κ. (74)
We then calculate the gradient of the gain factor. To do so, we first write explicitly the Gaussian integral〈∇φ′ (0,κTκ)〉 = ∫ Dx∇φ′ (√κTκx) , (75)
where Dx is the differential element of a normally distributed variable. Applying the chain rule〈∇φ′ (0,κTκ)〉 = ∫ Dxφ′′ (√κTκx)∇(x√κTκ) = ∫ Dxφ′′ (√κTκx)x κ√
κTκ
. (76)
Using Stein’s lemma, the gradient of the gain factor reads:〈∇φ′ (0,κTκ)〉 = ∫ Dxφ′′′ (√κTκx)κ = 〈φ′′′ (0,κTκ)〉κ. (77)
Finally, introducing Eq. (77) into Eq. (75), and using the fact that σmnκ0 = λrκ0, the dynamics of small
perturbation around the fixed point read
τ
dκ
dt
=
[−I + 〈φ′ (0,κ0Tκ0)〉σmn + 〈φ′′′ (0,κ0Tκ0)〉κ0Tσmnκ0]κ, (78)
which leads to the linear stability matrix given by Eq. (31).
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It is important to analyze the behavior of the function 〈φ′′′ (0,∆)〉 to assess the stability. In the limit ∆ = 0,
the Gaussian integral reduces to the evaluation of the function at zero:
lim
∆→0
〈φ′′′ (0,∆)〉 = φ′′′ (0) = −2. (79)
In the limit of infinite ∆, the Gaussian integral can be expressed as :
lim
∆→∞
〈φ′′′ (0,∆)〉 =
∫ +∞
−∞
dxφ′′′ (x) = 0. (80)
Furthermore, it can be shown that it is a monotonically increasing function of ∆, so that its value for any ∆ is
negative and bounded between −2 and 0.
29
