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ABSTRACT
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by Antonis Loizou
This upgrade report aims to motivate the consideration of an alternative paradigm for
Recommender Systems. Traditional systems have been designed under the assumption
that an exhaustive index of possible recommendations is available, and that users can be
adequately characterised solely through their interactions with resources in this index.
Instead, we argue that by compiling a semantic log of all user activities, a much more
complete proﬁle can be obtained. Items for recommendation are introduced to the sys-
tem through importing preference data from external communities and social networks,
enabling multiple domain recommendations. A translation phase is required in order to
compare user proﬁles with members of such communities, in order to assess resources for
recommendation. This is achieved through exploiting a ‘Universal vocabulary’, in which
unique descriptors may be obtained for the concepts discovered in the user’s semantic
log, as well as for the resources considered for recommendation. Since recommendations
may stem from a number of domains, a domain selection process driven by the user’s
current contextual setting is carried out in order to identify the most appropriate one(s).
Moreover, the generality of the approach described herein, unlocks new possibilities for
the deployment of RS technologies to problems such as guiding autonomous coordina-
tion in Multi–Agent (or peer–to–peer) Systems, discovering new applications of existing
information, or new scenaria for the use of computational facilities.Contents
Acknowledgements ix
1 Introduction 1
2 Background Literature 3
2.1 Recommender Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
2.1.1 Rule ﬁlters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
2.1.2 Content based systems . . . . . . . . . . . . . . . . . . . . . . . . . 4
2.1.3 Collaborative ﬁltering . . . . . . . . . . . . . . . . . . . . . . . . . 4
2.1.4 Knowledge based systems . . . . . . . . . . . . . . . . . . . . . . . 5
2.1.5 Context dependent systems . . . . . . . . . . . . . . . . . . . . . . 5
2.1.6 Hybrid systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.2 Semantic Web . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.3 Information Retrieval and Natural Language Processing . . . . . . . . . . 6
2.4 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
3 Motivation 9
4 Methodology 13
4.1 User representation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
4.2 A universal vocabulary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
4.2.1 Context and semantics . . . . . . . . . . . . . . . . . . . . . . . . . 15
4.3 External, ‘expert’ communities . . . . . . . . . . . . . . . . . . . . . . . . 15
4.4 Recommendation engine . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
5 Implementation 17
5.1 The semantic logger . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
5.1.1 Added value . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
5.2 Wikipedia . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
5.3 Recommendation domains . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
5.3.1 Last.fm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
5.3.2 NetFlix . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
6 Algorithm evaluation 23
6.1 Singular valued decomposition and nearest neighbours . . . . . . . . . . . 23
6.2 (Very) Naive Bayes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
6.3 Probabilistic Latent Semantic Indexing (PLSI) . . . . . . . . . . . . . . . 26
6.4 Multi–resolution kd–trees (mrkd–trees) as a summarisation technique . . 28
vvi CONTENTS
6.5 Web graphs and Bayesian networks . . . . . . . . . . . . . . . . . . . . . . 29
6.5.1 A ‘random surfer’ model . . . . . . . . . . . . . . . . . . . . . . . . 31
7 Future work 33
7.1 Further evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
7.2 Mapping context to domains . . . . . . . . . . . . . . . . . . . . . . . . . 33
7.3 Cross-domain recommendations . . . . . . . . . . . . . . . . . . . . . . . . 34
7.4 Tags . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
7.5 Time management . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
8 Conclusions 37
Bibliography 39List of Figures
4.1 Overview of the framework. . . . . . . . . . . . . . . . . . . . . . . . . . . 13
5.1 Overview of the Semantic Logger architecture, taken from [Tuﬃeld et al.
(2006)] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
6.1 An Artist’s feature vector based on the corresponding Wikipedia graph . 23
6.2 Precision/Recall and Kendall’s correlation coeﬃcient analysis of the re-
sults achieved by applying 100-NN and 50-NN on feature vectors reduced
via SVD. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
6.3 P(artisti|top50j) for test and random sets. The data points are sorted in
ascending order to better illustrate the diﬀerence in the posterior proba-
bility between Artists in the test and training sets. . . . . . . . . . . . . . 25
6.4 An example of the graph structures used. . . . . . . . . . . . . . . . . . . 30
6.5 The overall structure of the probabilistic adjacency matrix. . . . . . . . . 31
7.1 Gantt chart indicating the milestones associated with the activities iden-
tiﬁed in this chapter and their expected time of completion. . . . . . . . . 35
viiAcknowledgements
I would like to thank my supervisors, Srinandan Dasmahapatra and Paul Lewis, for
their invaluable support, guidance, and patience. I’d also like to express my gratitude
to Mischa Tuﬃeld, for his eﬀorts in implementing various elements of the framework,
and for always lending a helping hand in general.




The abundance of available digital information, electronic resources, and on–line ser-
vices has led to the issue often referred to as the Information Overload problem. Given
an enormous corpus, how can one identify credible and interesting resources? Under
the assumption that people are always aware of what it is they are interested in, the
aforementioned problem becomes a (non–trivial) search and retrieval task. This, how-
ever, is not always the case. It is human nature to constantly discover new interests,
new challenges, and new forms of entertainment as facilitated by the social environment.
This observation outlines a need for systems that are able to support this process by
predicting how interesting unseen and unsought resources will appear to a given person.
There has recently been a rapid increase in the commercial use of Recommender Sys-
tems (RS) technologies, primarily by online retailers. Such systems appear attractive
to this audience, since they can be used to identify any, and all products from the re-
tailers catalogue that can be expected to appear interesting to a particular customer.
This emphasis was conﬁrmed by Jim Bennet, of NetFlix1, at his invited talk in Recom-
menders06: “...Most of the time we don’t actually have to sell them our movie, because
they already know it, and just have to recognise it. So as long as we can pull those out,
we are actually doing a pretty good job. ...Even though all the disks look the same,
they don’t cost the same for us to acquire.”, [Bennet (2006)] This view conﬂicts with
the classical notion of recommending in two ways. First, people seek recommendations
for things they have limited knowledge of, while using clever search and indexing tech-
niques to remember things they were previously interested in. Secondly, the merit of
a recommendation should be measured solely on how well it fulﬁlls the creating need,
rather than by taking into account the relative proﬁt of the recommending agent.
It is not the purpose of this report to argue the applicability of the term ‘Recommender
System’ to the few existing commercial implementations. It will, however, be argued
1NetFlix (http://www.netﬂix.com) is an online DVD rental company that utilises a RS, typically
dealing with billions of ratings and predictions. It is considered one of the most successful commercial
RS deployments.
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that assuming an explicit, exhaustive catalogue and a single user community at the out-
set limits the predictive capabilities of the systems that may be developed. Furthermore,
this report will outline a framework, under which new recommendation domains and user
bases can be added dynamically to a recommendation scheme, and correlated with exist-
ing user proﬁles to improve both on the quality and the suitability of recommendations.
Moreover, the generality of the approach described herein, unlocks new possibilities for
the deployment of RS technologies to problems such as guiding autonomous coordina-
tion in Multi–Agent (or peer–to–peer) Systems, discovering new applications of existing
information, or new scenaria for the use of computational facilities.
The next chapter provides an overview of the background literature that was drawn
upon to inform the development of this approach. Following that, chapter 3 presents
the motivation for the main design decisions taken, listing in detail the problems they
address. Chapter 4, Methodology, outlines the framework and describes its essential
components. Chapter 5 describes a prototype implementation of an entire system, while
in chapter 6, the various algorithms considered to implement the recommendation pro-
cess are presented along with experiments designed to assess their suitability. The ﬁnal
two chapters outline directions for future work and present the conclusions that may be
drawn so far.Chapter 2
Background Literature
This chapter sets out to pinpoint the origins of the ideas presented in this report in
the relevant literature. For clarity of presentation it is divided into four sections, each
reporting on literature from diﬀerent areas. Some focus on reporting the state of the art
in the ﬁeld, while others serve as a justiﬁcation for the choices made and the techniques
used in developing this approach, with respect to the scope of this project.
2.1 Recommender Systems
This section provides an overview of the main niches of Recommender Systems architec-
tures and the intuition behind their inner workings. However, it is not intended to be a
systematic analysis of the algorithms used, rigorously pinpointing the points of failure;
for this, the interested reader is pointed to [Adomavicius and Tuzhilin (2005)]. This
is the case since the scope of this project is not to invent the perfect recommendation
algorithm, but instead to identify a process where any (internet accessible) resource may
be recommended, provided that user preference information is available.
2.1.1 Rule ﬁlters
Rule ﬁlters were used in the ﬁrst RS, Tapestry [Goldberg et al. (1992)], and either
require a user to explicitly formulate rules to ﬁlter out bad recommendations or try to
infer these rules based on the user’s history. A number of drawbacks are apparent in
this architecture. Users ﬁnd deﬁning rules in a formal language awkward and cannot be
expected to formulate good quality rules. On the other hand,the automatic approach
can be very complicated and can produce rules that do not reﬂect user preferences
but happen produce good results in the training phase by chance. This is a problem
because as the user accesses more items such rules can become conﬂicting and need
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to be reassessed. Moreover, to be able to deﬁne rules to constrain which items can
be recommended, users are required to be aware of exactly what they’d like to be
recommended to them which detracts from the true notion of recommending.
2.1.2 Content based systems
Content based systems record descriptive features of items and try to identify the most
similar ones in the catalogue, under the assumption that users will like similar items to
the ones they liked before [Balabanovic and Shoham (1997); Pazzani and Billsus (1997)].
This niche of architectures is greatly inﬂuenced by progress in data mining, classiﬁcation
and machine learning in general, since the recommendation problem is reduced to the
question ”Is this item suﬃciently similar to those in the training set?”. A vector is
constructed for each item containing values for the descriptive features of each item
and is considered a point in a multidimensional space. Inter–item similarity is assessed
by evaluating the distance between such points. This reduction however is not always
correct, since the most similar items to those already seen by a user can often be of little
interest, if the original recommendation need has already been fulﬁlled.
2.1.3 Collaborative ﬁltering
Systems that apply Collaborative Filtering (CF) assume that users will be interested
in items that users similar to them have rated highly. The large number of deployed
RS implementations that use this strategy [Resnick et al. (1994); Linden et al. (2003);
Billsus and Pazzani (1998); Pennock et al. (2000); Yang et al. (2004); Linden et al. (2003);
Bennet (2006); Last.fm Ltd. (2006)] indicates that the assumption made generalises well.
The active user is ﬁrst matched to the group of most similar users using a similarity
threshold and items seen by the group but not by the active user are identiﬁed. The
predicted rating for each unseen item is then computed by aggregating the group’s
ratings. This is typically weighted by the number of group members that have accessed a
particular item and the variance between ratings, eﬀectively biasing the process towards
items that more people in the group have unanimously rated highly. Finally, the items
with the highest predicted rating are recommended.
The point of failure in this architecture lies in choosing the correct cluster for each
individual user. Due to the level of sparsity in the datasets RS typically deal with,
users can appear equally similar to any other user if the similarity metrics used are
not sensitive enough. As such, the user is merely provided with recommendations for
the items most popular with a group of ’randomly’ selected users with a potentially
high degree of disagreement among members of this group. The reverse eﬀect is also
present: items can only be recommended after being rated by a suﬃcient amount of
users. These problems are commonly referred to as the ”cold-start” issues [Schein et al.Chapter 2 Background Literature 5
(2002)]. Dimensionality reduction techniques such as singular valued decomposition are
often applied to reduce the eﬀect of data sparsity, but are computationally expensive
and do not resolve the issue in all cases.
2.1.4 Knowledge based systems
Knowledge based systems make use of an underlying ontology to describe both the users
of the system and items to be recommended. Recommendations are provided via assess-
ing the similarity between instances associated with the user and all other instances in
the system’s knowledge base, by applying graph-based edge expansion heuristics [Alani
et al. (2003)]. Such an approach also enables the user to visualise and amend their
proﬁle in order to reﬂect their preferences more accurately, since it is represented as
graph. One such system, Foxtrot, [Middleton et al. (2001)] has empirically been shown
to outperform other strategies, however, as with any knowledge based system, knowledge
acquisition poses a problem which is typically dealt with by employing (usually labour
intensive) bootstrapping techniques.
2.1.5 Context dependent systems
The architectures mentioned above (with the exception of knowledge based methods)
all use a ﬂat matrix representation of the problem domain where rows correspond to
users and columns to items. As mentioned before, these tend to be vast and very sparse,
thus adding to the problems of deﬁning eﬃcient similarity metrics and computational
complexity. Adomavicius et al. (2005) propose that contextual dimensions (such as
time) should be added to this representation so that at the time of recommendation
a relatively dense ‘slice’ of this space is used, selected based on the current context.
They show that such an approach is beneﬁcial in most cases and have deﬁned a metric
to evaluate a priori whether the multidimensional approach is likely to outperform the
traditional ﬂat representation. Where it is not their system falls back to a conventional
recommendation scheme.
2.1.6 Hybrid systems
Hybrid systems combine two or more recommendation techniques in order to improve the
recommendation quality, [Balabanovic and Shoham (1997); Pazzani (1999); Adomavicius
et al. (2005); Berenzweig et al. (2003)]. A comprehensive analysis of such systems can
be found in [Burke (2002)]. In summary, there are three main types of hybrids:
• Weighted hybrid RS assign weights to each strategy used, and aggregate the results
from each one to compute the predicted rating for a recommendation.6 Chapter 2 Background Literature
• Mixed hybrids will provide any recommendations above a conﬁdence threshold
from each scheme used.
• Hybrids where a single strategy is chosen each time, based on a heuristic to identify
the one likely to perform best.
It should be noted that the ﬁrst two design paradigms for Hybrid Systems introduce large
increases in the computational requirements of the developed systems, since a number
of distinct recommendation techniques is carried out. Conversely, accurately predicting
the performance of the recommendation algorithm is no simple task. Various heuristics
(such as the sparsity index of the entire space, the number of available ratings for the
active user, etc.) are commonly used to predict the algorithm’s performance, incurring
minimal, but observable losses in terms of predictive accuracy.
2.2 Semantic Web
The Semantic Web vision promotes the adoption of a common standard for the repre-
sentation of knowledge1, allowing for its seamless integration and enabling automated
reasoning over it. The knowledge is structured using ontologies, representing concepts,
instances and relationships between them as nodes and edges in a graph. Inheritance
and transitive relationships are supported adding to the inferential power of the repre-
sentation[Gruber (1993)].
The Friend Of A Friend2 project(FOAF), allows people to publish any demographic (or
other) information about themselves and indicate who their ‘friends’ are. The adoption
of such an infrastructure in a RS setting rids users of the burden of describing them-
selves, and also enables the easy detection of social networks. These can be exploited for
recommendation purposes. Furthermore, the availability of semantic resource descrip-
tors at variable levels of granularity permits the better assessment of the relevance of
their features in the recommendation process.
2.3 Information Retrieval and Natural Language Process-
ing
.
The majority of the information held at a private machine is expected to be in textual
form, such as e–mails, calendar entries, articles, web–pages, etc. However, this infor-
mation is of limited use if it is kept in its’ original form, as contiguous sentences. The
1Resource Description Framework, http://www.w3.org/RDF/
2FOAF, http://www.foaf-project.org/Chapter 2 Background Literature 7
ﬁeld of Natural Language Processing deals with the issue of extracting semantics from
such fragments, by performing tasks such as named entity recognition and part–of–speech
tagging. GATE [Cunningham (2002)], the General Architecture for Text Engineering,
is comprised of an architecture, a free open source framework and a graphical develop-
ment environment to support such task. In the context of this work, GATE is to be used
to identify concepts and named entities in text, that can then be used as proﬁling fea-
tures. Traditional Information retrieval techniques such as the Term frequency – Inverse
document frequency metric can subsequently be used to ﬁlter out common concepts.
We also intend to extract semantic information from multimedia data, captured by meta-
data associated with each format. The Exchangeable Image ﬁle Format for digital still
cameras, [EXIF (2002)], automatically captures camera parameters at the time that the
photograph was taken. These parameters include: aperture setting; focal length of the
lens; exposure time; time of photo; ﬂash information; camera orientation (portrait/land-
scape); and focal distance. Other information may also be derived from this metadata,
such as the average scene brightness of an image. In the case of audio, the ID3 tagging
standard3 together with the Musicbrainz [Swartz (2002)] knowledge base can be used
to obtain ample information. These have been selected based on their widespread use,
since descriptions in more detailed representations, such as the MPEG – 7 [Salembier
and Smith (2001)] standard, are rare.
2.4 Summary
The issues that hinder the performance of current RS architectures are well understood
in the literature. As was mentioned in the previous chapter, most Recommender Systems
are preoccupied with ‘pushing’ the most appropriate products from a business catalogue
to customers. This has led to a narrow view of the ﬁeld in which the users are represented
solely through their interactions with the system, and as such may only be correlated
with other users of the same system.
While various bootstrapping techniques are commonly applied to lessen the eﬀects of
cold–start problems, they are costly and hardly a solution. The practices and techniques
used in the Semantic Web community can facilitate the seamless integration of prior
information about users, items and the relationships between them. The integrated
knowledge can then be used to overcome such problems. In parallel, the emergence of
a plethora of social networking sites that record and expose the opinions of their users
on resources in some domain, opens up new possibilities for identifying resources to
recommend and eliminates the need for an exhaustive product catalogue.
Of course, the deployment of any knowledge–based system requires the completion of a
knowledge acquisition phase. This can be tackled using tools developed in the ﬁelds of
3http://www.id3.org8 Chapter 2 Background Literature
Information Retrieval and Natural Language Processing to extract semantics from the
raw data already held at the user’s node.
Hybrid systems have been developed to improve on the accuracy of predicted ratings
by combining a number of distinct approaches. In their majority they amount to the
sequential application of ﬁlters, thus increasing the computational requirements of the
system. In addition, the datasets commonly used in commercial situations are both in-
credibly large and sparse, hindering the performance and eﬃcient of learning algorithms.Chapter 3
Motivation
A number of problems with conventional RS implementations have been identiﬁed in
the relevant literature. These have served as the primary motivation for the approach
described in this report, shaping the methodology used to develop it. An overview of
these characteristic problems is provided in this chapter, indicating the directions taken
to rectify them.
1. The ‘cold–start’ problems
In CF–based recommending, the similarity between user proﬁles is assessed to
predict ratings for unseen items. The shortcoming of such a method rests in its
assumption that active users will respond positively to unseen items rated highly
by similar users [Pennock et al. (2000)]. As most users are not inclined to rate
previously seen items, only a few items will receive ratings. This limited data – the
‘cold start’ problem – renders similarity metrics not sensitive enough to distinguish
between users, particularly new ones introduced to the system[Schein et al. (2002)].
Hence, the most highly rated items from anyone are recommended.
This is viewed as a direct consequence of assuming an explicit and exhaustive
catalogue to draw recommendations from, and also to describe users. Since the
focus in RS applications has been to enable organisations to suggest appropriate
items from their catalogue to customers, not much eﬀort has been put into learning
user preferences based on the items they already have in their possession, regardless
of their origin. However, a good sales assistant in a clothing shop will ﬁrst look at
what the customer is wearing before making suggestions.
To remedy this, the user proﬁling components of this approach have been designed
to surreptitiously integrate as much of the information present in the user’s local
machine as possible, while at the same time maintaining privacy and control over
the exposed information. In addition, the user is supported in extracting added
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value from this proﬁling scheme (see section 5.1 for details), providing new incen-
tives to export personal information to the system.
The reverse eﬀect is also present, i.e. a newly imported resource can not be recom-
mended until it has received a suﬃcient number of ratings. There are two possible
reasons to introduce a new resource to a catalogue; either a new product has been
developed, or an existing resource has now become available to the recommending
agent. Little can be done to improve performance in the former case. If no–one
other than the manufacturer has empirically evaluated the resource, recommen-
dations cannot be made. If, however, the items to be recommended are to be
obtained by minimising the preferences expressed by external (to the system) user
communities, the latter case will never occur.
2. The most similar items are not always good recommendations
Content Based (CB) approaches index the items of possible interest in terms of
a set of automatically derived descriptive features, and unseen items with similar
attributes to those rated highly by the user are recommended. A drawback of
the CB method is that it recommends items interchangeable with those that have
previously received high ratings, by virtue of its focus on items’ features, ignoring
potential user requirements.
As shown in [Ziegler et al. (2005)], diversity is a desirable property of lists of
recommendations. By considering more than one domains, however, the probabil-
ity of recommending identical resources increases, since preferences for a resource
may have been expressed in more than one ‘expert community’ considered by the
system. This can be avoided by exploiting a ‘universal vocabulary’, a corpus of
terms and relationships between them. Permutations of these can form descrip-
tion vectors and in turn be used to uniquely identify any resource in the world. A
comparison of such unique identiﬁers can then indicate whether two resources can
be considered equivalent.
3. Shifts and temporal cycles of user interests
Most conventional RS architectures do not model for shifts of the user’s inter-
est over time, since all ratings provided by a user have an equal bearing on the
recommendation selection. To accommodate this requirement of preference time
dependence, conventional architectures recompute their user clusters periodically,
eﬀectively choosing a diﬀerent training set every time. This can aggravate prob-
lems caused by data sparsity, and important modeling decisions about transitions
between user needs have to be addressed.
Furthermore, while this strategy may be somewhat eﬀective in capturing perma-
nent shifts of interest, it cannot be expected to cope in situations where preferences
are highly dependent on temporal and contextual attributes. For example, a userChapter 3 Motivation 11
may ﬁnd articles interesting during work hours, but would not even consider read-
ing the same articles in his free time, as he would rather watch a movie and relax.
In order to be able to accommodate such processes, a system would need a way to
diﬀerentiate between the various types of resources a user may be interested in at
given times. This can be achieved, provided that expert communities are available
for these implicit ‘interest domains’, by carrying out a domain selection process
guided by contextual and temporal attributes.
In summary, the approach is novel in that:
• The user is given incentives to expose (a part of) a log of their digitally visible
life to the system, instead of selecting a priori the attributes that will characterise
users. This rich information is then processed to drive the recommendation engine,
while providing immediate added value.
• The recommendation process is viewed from the user’s perspective. The goal
here is to identify the most interesting resources for the user at a particular time,
rather than trying to ‘push’ as many products from a catalogue to the customer
as possible while ensuring their satisfaction.
• Because only resources from a pre–compiled catalogue could be recommended,
this is typically used as the single means to index both users, and resources. Since
this requirement is not applicable here, the user can be correlated directly with
‘domain experts’, members of communities that specialise in the domains from
which recommendations are drawn.
• New domains can be added dynamically to the recommendation scheme with min-
imal eﬀort.
• By not imposing restrictions on either the user characteristics or the origin of the
resources for recommendation, Recommender System technology can be applied
to a variety of new situations, such as coordinating the behaviour of agents (or
peers) in complex systems.
• Finally, the use of a universal vocabulary to automatically and uniquely describe
any resource, allows predictions to be made even when the user has not previously
expressed interest for any resources in a particular domain.Chapter 4
Methodology
Figure 4.1: Overview of the framework.
In the previous chapter, a number of directions were identiﬁed in order to develop a
recommendation framework able to overcome well known problems with conventional
architectures. The speciﬁcs of the approach are presented here.
The recommendation process can be seen as consisting of four, non–sequential stages.
First, a complete (as much as possible) representation of the user is required. In addition,
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the contextual setting at the time of the recommendation is evaluated, and used to
identify a domain from which to draw resources. Then, the preferences of an external
community (or social network) pertaining to resources in the domain, are obtained and
processed. The user will be compared to the members of this community (the ‘experts’)
and the closest matches used to produce recommendations. There are two essential
components required to carry out this comparison: a vocabulary expressive enough to
describe both the user and the ‘experts’ in arbitrary detail, and a machine learning
component able to carry out the matching eﬃciently. The following sections elaborate
on this process, each introducing the details of a stage.
4.1 User representation
In order to be able to draw recommendations from multiple domains, the user needs to
be represented in as much detail as possible. This requirement stems from the assump-
tion that for distinct domains, diﬀerent subsets of these characteristic features will be
appropriate for assessing correlations.
Furthermore, the acquisition process should be carried out with minimal user involve-
ment, since the unwillingness of users to explicitly provide information is well docu-
mented. To achieve this, a variety of local components able to process and extract
semantics from the various forms of data in the user’s possession is required. Semantic
Web technologies are apt for representing such knowledge, and can also easily facilitate
its integration.
Ideally, all digital information created by a user would be encapsulated in the system.
This highlights privacy and security issues that have to be carefully dealt with. As such
the user should have complete control over the information that will be processed. This
can be ensured by providing each user with a distinct knowledge base to which only
themselves, and the automated algorithms have access to.
It is expected that even the minimal burden of registering and conﬁguring the system,
coupled with reasonable privacy concerns can still be oﬀ–putting to some users. Joining
the system can be made to appear more attractive, by supporting the users in extract-
ing immediate added value from the information they have exported. As an eﬀect of
integrating this information into a single knowledge base, much more complex queries
may be resolved (e.g. how many hyper–links have I received in email correspondence
and not yet visited?). In addition, by carrying out inference over this knowledge base,
events that have occurred at the same place or time (or any other attribute) can be
identiﬁed, allowing the information to be indexed based on such attributes.Chapter 4 Methodology 15
4.2 A universal vocabulary
The external communities that the users are to be compared to cannot be expected to
expose information in the same format as that used to represent users within the system.
Rather than attempting to obtain a mapping for each combination of users and domains,
the notion of a universal vocabulary is introduced. This would consist of a large number
of terms and associations between them, such that any distinct resource in the world
can be uniquely identiﬁed through a sequence of such terms. Under this assumption, the
comparisons between users and ‘experts’ can be made using their respective descriptions
in the universal vocabulary. Such an expressive vocabulary can not be expected to be
available, and Section ?? deals with the subject of using Wikipedia as an adequate
replacement for the universal vocabulary.
4.2.1 Context and semantics
Since recommendations may stem from a number of distinct domains, each with their
own expert community, the more appropriate domains need to be selected each time a
recommendation is to be made. Provided that there exists a taxonomy of the universal
domain, the available historical data about users can be used to identify the contextual
properties that have a bearing on how interesting certain classes in the taxonomy will
appear. The candidate recommendation domains are also identiﬁed with such classes,
and the domain selection is based on the intersection between the two.
The presence of a taxonomy (or even richer constructs) over the universal vocabulary
also enables the system to present information about the semantics of a recommendation
being made. Furthermore, once the classes of interest for a particular user have been
identiﬁed, the user can be prompted to sort them by degree of interest, introducing
weights to the elements comprising their description in the system.
4.3 External, ‘expert’ communities
This section serves as a justiﬁcation for using the preferences of external (to the system)
communities to produce recommendations. First and foremost, the need to bootstrap the
system is eliminated. Most RS suﬀer greatly in terms of predictive accuracy when they
are ﬁrst deployed, since there are not enough users and ratings to produce meaningful
clusters. Hence, a number of ratings is typically injected into the system manually, to
‘kick start’ the process.
However, there are other advantages associated with this approach. The vector space
spanned by a single domain is relatively much smaller and more dense than that spanned
by the terms in the universal vocabulary. Also, since members of such communities are16 Chapter 4 Methodology
considered to be enthusiasts in the ﬁeld, they are more prone to provide larger quantities
of high quality ratings. Furthermore, they are expected to react faster in assessing the
quality of new resources as they become available.
4.4 Recommendation engine
A number of challenges become apparent when attempting to apply machine learning
algorithms to cluster user preferences regarding the resources in a domain. The very
high number of dimensions in the vector space (one for each possible item) coupled with
the fact that approximately 99% of the values are missing are the main causes of the
problem.
As such, the use of complex, computationally intensive algorithms on the raw data is
prohibited, since this would render the system unusable in terms of responsiveness. For
similar reasons, so are traditional dimensionality reduction techniques such as Singular
Valued Decomposition (more in chapter 6). Furthermore, such techniques are typically
applied to reduce the number of attributes that need to be recorded for each datapoint,
while retaining the intrinsic structure of the vector space. In the recommendation case,
such techniques would eliminate resources that do not seem to be indicative of signiﬁcant
diﬀerences between experts. It is trivial to observe that the eﬀectiveness of such methods
reduces as sparsity in the dataset increases.
In addition, the datasets RS are expected to deal with typically contain much more
points than variables – more users than resources. Thus, a reduction in the number of
points considered through the use of fast summarisation techniques is more beneﬁcial in
terms of speed than reducing the number of features available for each user.Chapter 5
Implementation
As proof of concept, a prototype implementation of the framework has been developed.
While it would be nice to produce a fully functional, scalable system, the goal for the
prototype is mainly to provide evaluation opportunities for the ideas presented in this
report.
It should be noted that although much emphasis has been put into reducing the compu-
tational requirements of the system, the sheer size of the datasets involved requires an
extremely large amount of both memory and computing power. As such, it has been in-
tended from its conception that the architecture should be implemented in a distributed
fashion. The user proﬁling components would run locally on the user’s node, and spe-
cialised nodes for performing recommendations, preprocessing domain preferences, and
obtaining universal descriptors would be in place to support the process.
5.1 The semantic logger
The Semantic Logger1 [Tuﬃeld et al. (2006)] is an auto-biographical metadata acquisi-
tion system that can be seen as a means to populate the Semantic Web with personal
metadata. However it has been developed mainly as a platform for the deployment of
additional context aware applications, such as the work presented in this report.
The Semantic Squirrel Special Interest Group (SSSIG) 2 is a group of researchers based
at the University of Southampton who aim to automate the process of logging available
raw data, (or ‘nuts’), that can describe aspects of one’s personal experience. A number
of squirrels have been developed in this process, and an ethos of the group is to preserve
this raw data in order to retain any unforeseen potentials for exploitation and transcend
1Semantic Logger, http://akt.ecs.soton.ac.uk:8080/
2http://www.semantic-squirrel.org/
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Figure 5.1: Overview of the Semantic Logger architecture, taken from [Tuﬃeld et al.
(2006)]
issues pertaining to platform and application restrictions. The SSSIG is also focusing
on identifying novel systems using the collected data.
This raw data forms the basis of the knowledge acquisition phase for the Semantic
Logger and is parsed into RDF representations. Eﬀort has been put in selecting appro-
priate representations: they have been taken from proposed standards at the W3C or
other standard making bodies, or have been selected due to current uptake on the web.
Where such standards have not been available, we constructed local ontologies which
describe the given phenomenon3, while simplicity and generality maintenance have been
paramount. The intent is to use raw data about people in order to build the context of
a particular event at a particular time. By virtue of the fact that each event logged by
the system is time-stamped and related to a FOAF URI, we are able to choose variable
levels of granularity to describe its context.
Upon registration of a Semantic Log, a user is presented with tools that allow for the
surreptitious recording of personal information. The set of information sources presented
in ﬁgure 5.1 is far from an exhaustive one, and is not intended to limit the functionality
of the system. The Semantic Logger has been designed in a manner to allow information,
in various forms of RDF to be posted to the knowledge base (KB).
The system has a service-based architecture, and has been designed so that new services
may join on an ad-hoc basis. The interactions between components have been imple-
mented using HTTP requests, while the interactions with the central RDF triplestore
make use of the SPARQL RDF query language [World Wide Web Consortium (2005)].
3http://akt.ecs.soton.ac.uk:8080/downloads.phpChapter 5 Implementation 19
The system uses a Universal Resource Identiﬁer (URI) to point to a user’s FOAF ﬁle
and each user’s FOAF ﬁle is linked to their RDF data. This URI is subsequently used
to log the provenance of all the information asserted in the Semantic Logger.
At the heart of the system is the AKT Project’s 4 SPARQL-compliant RDF triplestore
3store [Harris (2005)]. The key role of the triplestore is to act as a persistent store for
the system, and to mediate the interactions between the other system components. The
main requirements in selecting an appropriate RDF Knowledge Base implementation
were eﬃciency and consistency. 3store is a system benchmarked against other RDF
storage and query engines such as Jena [McBride (2001)], Sesame [Broekstra et al.
(2002)] and Parka [Stoﬀel et al. (1997)] and shown to outperform in terms of both
eﬃciency and scalability [Streatﬁeld (2005), Lee (2004)].
The interactions between Web Services have been implemented using HTTP requests,
while the interactions with the central RDF triplestore make use of the SPARQL5 RDF
query language. The sources of information we have identiﬁed and integrated are ratio-
nalised by the nature of the services currently provided by the system, and are merely
presented as inspiration for future development.
The sensitive nature of this metadata–chronology implied that the Semantic Logger had
to allow users to decide whether any information logged was to be posted for public
consumption or not. This guided the design such that each user has access to two
distinct knowledge bases: one publicly accessible, the other private. Furthermore, users
are allowed to select which aspects of their personal experience they would like the
system to monitor.
5.1.1 Added value
Despite our intentions to develop a solid platform for evaluating present and future
work, it can be argued that immediate added value emerges from the use of this sys-
tem. Firstly, support for this argument arises from enabling the application of SPARQL
queries on the available information, to answer questions that would be unfeasible under
representations of singular domains, and also the added inferential capabilities that are
enabled. For example, named entity recognition can be applied to email correspondence
to identify closely related groups while co-authorship and co-reference between scholarly
articles can be analysed as shown in [Alani et al. (2003)]. Co-location at various events
can be inferred from geo-data and calendar entries, while the latter, in combination
with the analysis of locally stored multimedia ﬁles (e.g. music and video ﬁles) can aid
in identifying common interests.
4Advanced Knowledge Technologies, http://www.aktors.org/
5SPARQL, http://www.w3.org/TR/2004/WD-rdf-sparql-query-20041012/20 Chapter 5 Implementation
In addition since information is represented in an RDF graph, by virtue of the represen-
tation there exist multiple dimensions in which the data may be indexed and viewed.
The mSpace interface6 has the ability to organise such data, in multi–pane browsers.
Furthermore, the edges of the graph are allowed to be reordered using dimensional sort-
ing, independent of the hierarchical nature of the representation, allowing for a number
of such trees to be visualised and browsed. mSpace requires the deﬁnition of a default
column and a target column along with the path, through ontological relationships (edges
in the graph), between them to create a multi-columned re-arrangeable browser.
While in the past these had to be made explicit by the system engineer, the algorithm
has been extended to enable the automatic deployment of the interface for arbitrary
RDF fragments, eliminating the need for engineered visualisation models. As such users





Wikipedia [The Wikimedia Foundation Inc. (2006)] was identiﬁed as a rich external
source of information, due to its wide coverage of subjects, maintained by their respective
interest groups, [Giles (2005)]. This information may be deemed expert knowledge, and
the web–graph spanned by it’s articles and the links between them can be used as the
universal vocabulary in our approach. In addition, the fact that articles are organised in
categories provides opportunities for extracting some semantics for the recommendations
made.
Since the whole graph would be too cumbersome to work with, the part relevant to the
recommendation domain is extracted each time. This is done by identifying exactly one
node with every resource in the domain and including them in the extracted graph. All
nodes that link to, or are linked from these nodes are also included. The same process
is carried out to obtain Wikipedia based representations for users, where the concepts
identiﬁed by the Semantic Logger are used instead of domain resources. The rich, highly
interconnected structure of wikis is considered ideal for this purpose.
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5.3 Recommendation domains
The system produces recommendations by injecting the user into an external user com-
munity (or domain) and comparing them with its’ members. In order to do this we
obtain a projection of the user in the the target domain, simply by evaluating the in-
tersection between the graph representing the domain, and that representing the user.
This section describes the two domains used to evaluate the approach.
5.3.1 Last.fm
Last.fm is a commercial system that oﬀers personalised music broadcasts to its users. It
is the extension of the Audioscrobbler system, that was designed to record and expose
the music its’ users listen to. Preferences are represented by the number of times each
track is played.
Data was collected for 5 964 UK users of Last.fm and 17 882 artists, by implementing
components to interact with the Audioscrobbler Webservice API. 4 495 of these Artists
were identiﬁed in Wikipedia, extracting a graph containing 158 273 articles in total, in
the manner described above.
5.3.2 NetFlix
NetFlixBennet (2006) is an online DVD rental company, that allows users to rate the
titles they watch (on a 1–5 scale) to obtain personalised recommendations. Their three
million users produce over a billion ratings per year. In October 2006 company an-
nounced a challenge 7 to grant $1000000 to anyone who develops an algorithm that
achieves a 10% improvement on their current predictive accuracy. They have released
100 462 465 ratings provided by 2 649 429 users about 17 770 movies. An additional 2
817 131 ratings were removed from this set, and were held as the test set.
This development has spurred great interest amongst the research community in the ﬁeld
which resulted in holding a NetFlix workshop for the participants in the challenge, at
the ACM International Conference on Knowledge Discovery and Data Mining 2007. The
interest expressed in this dataset provides an extraordinary opportunity for comparing
this approach to other state–of–the–art recommendation schemes.
7http://www.netﬂixprize.comChapter 6
Algorithm evaluation
This chapter focuses on the various evaluation experiments carried out to ensure that the
expected results were obtained at each stage of developing the framework. The following
sections are arranged chronologically, since each experiment provided the motivation for
further development and experimentation.
6.1 Singular valued decomposition and nearest neighbours
Figure 6.1: An Artist’s feature vector based on the corresponding Wikipedia graph
First, we set out to assess whether the similarity between Last.fm Artists, computed
based on Wikipedia is an approximation of that obtained through recording playcount
statistics. Such a ﬁnding can be used to support the argument for Wikipedia being an
adequate approximation for a universal vocabulary.
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Artists 17882
Artists with no Last.fm cluster 1120
Artists not found in Last.fm 528
Artists with no links to Wikipedia pages 13309
Working set 4495
k 100 50
Mean precision 0.0655 0.0890
Mean recall 0.1025 0.0710
Mean hits 6.5497 4.4523
Mean Kendall’s τ 0.0868 0.0665
Corresponding Z-score 1.9643* 1.0760
Critical Z value at the 10% level (two-sided) or 5% level(right-sided): 1.64
Artists with > 0 hits 3180 2937
% of working set 70.75 65.34
Mean precision 0.0926 0.1363
Mean recall 0.1449 0.1087
Mean Kendall’s τ 0.1226 0.1017
Corresponding Z-score 2.7765* 1.6468*
Random recommender
Expected mean precision 0.000056
Expected mean recall 0.000056 0.000028
Expected mean Kendall’s τ 0
Figure 6.2: Precision/Recall and Kendall’s correlation coeﬃcient analysis of the re-
sults achieved by applying 100-NN and 50-NN on feature vectors reduced via SVD.
A feature vector has been compiled for each artist, as shown in ﬁgure 6.1. Resources,
in this case artists, are matched to wikipedia articles. The matching article, along with
the articles that are connected to it via hyperlinks compose the feature vector. Singular
valued decomposition was applied to the resulting matrix, reducing its dimensionality
to 200 columns. The Euclidean distance between any pair of artists was then computed,
to produce lists of the most similar artists. These were then compared to the equivalent
lists produced by Last.fm. Figure 6.2 presents the results of this analysis.
While precision and recall are typically used to assess the quality of query results using
labeled test data, their use in this context is not as well deﬁned. Since the number of all
hits is unknown, we are forced to assume that the list provided by Last.fm is exhaustive,
which is clearly untrue. In addition, our choice of clustering algorithm explicitly deﬁnes
the number of results that will be retrieved for any artist.
Kendall’s correlation coeﬃcient, τ, is a widely used statistic to compare two diﬀerent
rankings of the same variables and thus it was used to measure whether the ‘hits’ pro-
duced by k-NN are ranked in a similar manner as in Last.fm’s lists of artists commonly
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We observe that the obtained precision and recall values are not large enough to suggest
that the features collected are suﬃcient to reproduce the same clusterings that emerge
through recording real users’ listening behaviour. However, two observations provide the
motivation for further evaluating the utility of the contextual features gathered. The
order of improvement over the ‘random recommender’, and the fact that reducing the
number of neighbours causes recall to reduce, while increasing precision and vice versa,
as expected. In addition, it can be shown that both precision and recall monotonically
increase as functions of the number of features available for each artist.
The values obtained for tau, however, showed statistically signiﬁcant evidence at the
5% level (right-sided) of correlation between the lists of 100-NN and those provided by
Last.fm, and also for 50-NN when artists with 0 hits were excluded from the analysis,
reinforcing our beliefs about the quality of the collected features.
It should also be noted that both algorithms used in this experiment (SVD and k–NN)
are not suitable for use when producing recommendations. Since the number of users
(points) is typically much larger than that of resources (variables), the computational
requirements of both algorithms explode. As such, the results of this experiment serve
only as a justiﬁcation for the continuation of this work.
Figure 6.3: P(artisti|top50j) for test and random sets. The data points are sorted in
ascending order to better illustrate the diﬀerence in the posterior probability between
Artists in the test and training sets.26 Chapter 6 Algorithm evaluation
6.2 (Very) Naive Bayes
The lists of 50 most played artists for each Last.fm user were collected, and randomly
sampled to obtain test sets containing 15 artists. The remaining 35 observations were
used as training sets for a naive Bayes classiﬁer. Feature vectors for artists were obtained
in the same way as before, while users are represented as the concatenation of the vectors




P(userj|artisti) expresses the probability of selecting the active user, given that artisti
has been observed. This is deﬁned as the inverse of the number of users with artisti in
their training set.
Assuming conditional independence between the constituents of user and artist feature
vectors, we use a product form to combine their probabilities and obtain P(userj) and









The probability of observing an arbitrary Wikipedia page, wk, was calculated by dividing
the number of times it appears within our dataset with the total number of non–zero
entries in user feature vectors.
As shown in ﬁgure 6.3, on average P(artisti|top50j) is consistently higher for artists in
the test set. In particular, recommending the 15 artists with the largest P(artisti|top50j)
gives Precision = 0.4841 and Recall = 0.7333 with respect to the test sets, and averaged
over all users. These values are comparable with those reported in evaluating systems
found in the literature.
6.3 Probabilistic Latent Semantic Indexing (PLSI)
The result presented in the previous section provide motivation for further investigating
probability models, and dropping the rather general independence assumptions made.
In particular, PLSI was identiﬁed by virtue of its solid formal grounding.
Probabilistic Latent Semantic Indexing, [Hofmann (1999)] is a probabilistic extension to
standard Latent Semantic Analysis, [Deerwester et al. (1990)], and relies on decomposing
the dataset using an aspect model rather than applying SVD, [Saul and Pereira (1997)].Chapter 6 Algorithm evaluation 27
The probabilistic nature of PLSA provides a solid statistical background and deﬁnes a
generative data model.
An aspect model is a statistical latent variable model [Saul and Pereira (1997)] to as-
sociate an unobserved class, to each observation pair. In terms of a joint probability
model it can be expressed as :





where z represents the latent classes, while d and w encode for the observations in
terms of documents and words respectively. To generate an observed pair (d,w) under
this model, a document is ﬁrst selected with probability P(d), the latent class z with
the highest P(z|d) is identiﬁed and a word w is generated with probability P(d|w)
[McLachlan and Basford (1988)]. In terms of the approach described in this report,
documents are identiﬁed with users, while words are represented by the connected nodes
in the Wikipedia graph.
Two independence assumptions are made here:
• Observations (d,w) are generated independently. This is equivalent to the ‘document–
as–bag–of–words’ approach commonly used in information retrieval.
• Conditional independence is assumed, stating that given the latent class z the
observed variables d and w are independent.
The estimated values of P(d), P(z|d) and P(w|d) are approximated by following the






n(d,w) ∗ logP(d,w) (6.3)
where n(d,w) is the number of occurrences of word w in document d.
Expectation Maximisation (EM) is the standard procedure with which the maximum
likelihood is estimated [Dempster et al. (1977)] for the complete data, including the un-
observed variables. This is a two-step iterative process where the posterior probabilities,
P(z|d,w), for the latent classes, z, are computed in the expectation step. The model
parameters are then re–estimated for the posteriors previously computed and available
statistics from the training set in the Maximisation step.
Assuming that observations (d,w) are conditionally independent, the Expectation (E)
step is a consistent deﬁnition of P(z|d,w). Given the posterior probabilities for all latent28 Chapter 6 Algorithm evaluation
classes and the term frequency vectors for all documents, the Maximisation (M) step is
deﬁned by ﬁnding the maximum of the Likelihood function. This is achieved by partially
diﬀerentiating 6.3 with respect to each variable and equating the result to 0.
The computational requirements of this process can be drastically reduced through the
use of summarisation techniques, such as mrkd–trees, as shown in [Moore (1999); Ver-
beek et al. (2005)]. Even with the improvements such techniques provide, the require-
ment of recomputing the likelihood function at every time step coupled with the large
number of latent classes required to reﬂect the scale of our datasets, make using PLSI
unfeasible.
6.4 Multi–resolution kd–trees (mrkd–trees) as a summari-
sation technique
Although EM–based algorithms were judged inappropriate for our problem domain, the
summarisation technique used to accelerate such algorithms was considered a valuable
tool for reducing both the size and the sparsity of the datasets.
A mrkd-tree, introduced in [Deng and Moore (1995)] is a binary tree where each node
contains a subset of the datapoints. All points belong to the root node and each node has
two children that split the parent’s datapoints between them. Each node also records
suﬃcient statistics for its members:
• Number of points owned.
• Centroid of points owned.
• Covariance matrix of points owned.
• The hyper-rectangle bounding the points owned.
The tree is then built top-down, by identifying the widest dimension of the bounding
hyper-rectangle at the current node and splitting in two using the middle value. This is
the dimension where the dataset varies the most, at the current node. Any point strictly
lower than this value are assigned to the left child node and the rest to the right one.
There are four possible stopping criteria for building such trees:
• The tree is built exhaustively until we obtain a leaf node for each datapoint.
• The number of splits to be made is explicitly predeﬁned.
• The maximum number of points contained in a leaf node is explicitly predeﬁned.
Any node with less point than the threshold becomes a leaf.Chapter 6 Algorithm evaluation 29
• A minimum threshold on the size of the widest dimension of the bounding box is
explicitly deﬁned and any nodes that fall below this are not split and become leaf
nodes. A suggested value for this threshold is approximately 1% of the range of
datapoints.
As a ﬁrst experiment, we used the NetFlix dataset to build a 10 level deep mrkd–tree.
This was evaluated by subsequently using it to assign the users in the test set to nodes
in the tree, and the centroid of the node was used to obtain predicted ratings. The
resulting accuracy closely approximated what would be achieved if the global average
rating was used as the prediction for each movie. This indicates that the majority of the
data was still contained in a single leaf node. The process of building a tree with leaf
nodes containing strictly less than 100 000 nodes is currently underway, and the results
will be compared.
6.5 Web graphs and Bayesian networks
Inspired by Kleinberg’s Hubs and Authorities algorithm [Kleinberg (1999)], a decision
was made to investigate any potential beneﬁts in preserving and exploiting the structure
of the graph obtained by considering a recommendation domain. Figure 6.4 gives a visual
example of such graphs.
Members of the expert community are summarised in the leaf nodes of the constructed
mrkd–tree; the multiplicity of these nodes provides probability estimates for selecting
them. Having selected one such node, the probabilities of obtaining resources are esti-
mated based on the rating assigned to them by the experts. For example, on a ﬁve point
scale (as in the NetFlix case), we consider traversing the graph from an expert node
to a resource rated 5 twice as likely as traversing to one rated 4. In the ﬁrst instance,
the assumption that edges linking experts to items that were rated 3 or lower should
never be traversed was made, assigning 0 probability to such edges. Once a resource
is reached, the graph may be traversed to any of the nodes connected to it, with equal
probability.
In this representation, the recommendation problem can be seen as identifying the node
in the graph that will most likely be reached, given the nodes that represent the user as
a starting point. This is denoted P(ri|uj,W), where ri stands for the resource assessed




The graph is encoded in a probabilistic version of an adjacency matrix. This is a square
matrix, with rows and columns for all nodes in the graph, where each cell encodes
for P(row|column). A high–level interpretation of this matrix is that it contains the30 Chapter 6 Algorithm evaluation
Figure 6.4: An example of the graph structures used.
probabilities for all possible traversals in the graph, in one ‘hop’. The overall structure
of this matrix is illustrated in ﬁgure 6.5.
Since we intend to use a Bayesian approach to assess recommendations, the need to
compute the prior (P(ri|W)) and marginal likelihood (P(uj|W)) probabilities arises.
These are interpreted as the probability of reaching ri, or uj independently of starting
point and number of hops. The leading eigenvector is suﬃcient to provide estimates
for such probabilities. This can be shown by taking the spectral decomposition of the
matrix:
W = λ1(v1 ∗ vT
1 ) + λ2(v2 ∗ vT
2 ) + ··· + λN(vN ∗ vT
N)
This is then raised to an arbitrary power L, and lim
L→∞
WL is evaluated. It can be seen
that since eigenvectors are orthogonal the intermediate terms become 0, while everythingChapter 6 Algorithm evaluation 31
Figure 6.5: The overall structure of the probabilistic adjacency matrix.
other than the leading term is negligible in magnitude.
However, the way to compute the likelihood, P(uj|ri,W) is unclear. As such we enforce
the assumption that P(uj|ri,W) = P(uj|ri), i.e. that ri d–separates the resources in
uj’s proﬁle from the rest of the graph. It was found that the graph was not connected
enough to support this assumption, and most posterior probabilities became 0.
6.5.1 A ‘random surfer’ model
Similar ﬁndings were reported in the work of Brin and Page[Brin and Page (1998)] in
applying a similar approach to indexing the WWW. The inconsistent structure of the
Web was identiﬁed as the cause of the counter–intuitive behaviour exhibited by the pure
weight–balancing model. This was rectiﬁed by giving every page a small but positive
connection strength to every other page, a concept often referred to as the ‘random
surfer’ model.
A similar smoothing operation can be applied in the recommendation case, by allowing,
with a marginal probability, the transition from a node representing a domain resource
to any other Wikipedia node.Chapter 7
Future work
In this chapter, directions for further development are outlined, and appropriate mile-
stones are set forward for the completion of this project.
7.1 Further evaluation
The evaluation carried out to this point suggests that the approach presented in this
report can identify resources expected to appear interesting based on a user proﬁle.
However, other aspects of the system remain untested and in need of experimental
evaluation:
• A heuristic indicating the stopping criterion to be used when building the mrkd–
tree should be identiﬁed. Such a heuristic would encode the trade oﬀ between
accuracy and summarisation eﬃciency in the resulting tree.
• Using an appropriately ﬁne grained tree as the baseline, the predictions made by
applying the graph–based algorithm will be evaluated in terms of relative improve-
ment.
• The NetFlix dataset will be sampled to produce a toy example, which will in
turn be used to analyse in detail the mathematical properties of the graph–based
algorithm. This analysis is expected to shed some light on the shortcomings of the
approach, and help identify directions for improving the algorithm.
7.2 Mapping context to domains
As mentioned earlier, the contextual setting at the time of recommendation is to be
evaluated in order to carry out the domain selection process. While PLSI was found to
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be too computationally expensive for producing recommendations, it may be applied to
this problem since the spaces involved are much smaller.
The task is to identify which domains are more likely to be of interest, given the current
place and time. Documents can be identiﬁed with < place,time > pairs, while words
represent the domains from which the events occurring under this context originate
(according to the structure of the universal vocabulary). This conceptualisation allows
the identiﬁcation of latent contextual classes, each deﬁning a probability distribution
over all possible recommendation domains. By classifying the current context using
such a strategy, the system is able to select the domains most likely to be of interest in
order to produce recommendations
7.3 Cross-domain recommendations
The power of this approach lies in the fact that an arbitrary number of domains may be
considered, in order to identify the most relevant recommendation. In this way, explicit
information about the active user’s preferences pertaining to the resources in the domain
is not required, and can be replaced by a more general log of the user’s digitally visible
life. It is hard to provide support for this claim by attempting to reproduce the ratings
provided by users whose proﬁles only include information for one speciﬁc domain.
Instead, the Last.fm user proﬁles can be used to predict interest in NetFlix ﬁlms and
vice versa. Analysis can then be carried out to show whether, for example, ﬁlms with
large box oﬃce revenues are recommended to people that tend to listen to music in the
charts, or other similar trends. The identiﬁcation of such trends can provide positive
evidence towards the suitability of the recommendations produced.
Data is also available for a small number of Semantic Logger users. In addition, a member
of the SSSIG has oﬀered full squirrel data over a two year period, for evaluation purposes.
These datasets will be used to produce recommendations which will be evaluated in a
user study.
7.4 Tags
The recent uptake in the use of ‘free–form tagging’ in a plethora of social networking
sites poses intriguing questions as to whether these can be utilised as the features of
resources for recommendation purposes. A graph can be constructed by assigning a
node to each distinct resource and tag, with edges representing the fact that a tag
has been using to describe a resource. The semantics associated with each tag provide
another opportunity to build the graph using relationships such as synonym, hypernym,Chapter 7 Future work 35
etc. These are readily available from WordNet[Miller (1995)]. The results will then be
compared with the ones obtained through the use of Wikipedia.
7.5 Time management
Figure 7.1: Gantt chart indicating the milestones associated with the activities iden-
tiﬁed in this chapter and their expected time of completion.
The Gantt chart in ﬁgure 7.1 shows the projected dates of completion for the tasks
put forward previously in this chapter. The next three months will be spent ﬁnishing
the evaluation for the graph-based algorithm. Once results are obtained, the aim is to
achieve a journal publication.
Following from there, work needs to be carried out to integrate the Semantic Logger
with the recommendation algorithm. The main issue lies with automatically identifying
the user’s domains of interest based on the data we have available. This is expected to
introduce requirements such identifying and importing relevant expert communities to
the system. Because of this, the duration of the task is set to four months.
Of course, evaluation needs to be continuously carried out to assess the various conﬁgu-
rations of the system as new domains are imported. In addition, the ways in which the
presence (or absence) of particular types of information in user proﬁles aﬀects the perfor-
mance of the system are expected to be of interest. These are the types of activities that
will be carried out during the three months of the “Cross–domain recommendations”
task.
The Spring of 2008 will be spent looking at ways of using tags, instead of having to resort
to Wikipedia. This is preferable, since it is much easier to support the argument “There
is an English word for anything in the world” than “There is a Wikipedia article ...”.
However, a hyper–link between two articles could carry much more latent information
than a synonym relationship.
The ﬁnal ﬁve months are set aside for writing up my thesis, as well as any (probable)
delays in completing the other tasks.Chapter 8
Conclusions
This upgrade report aims to motivate the consideration of an alternative paradigm for
Recommender Systems. Traditional systems have been designed under the assumption
that an exhaustive index of possible recommendations is available, and that users can be
adequately characterised solely through their interactions with resources in this index.
Instead, we argue that by compiling a semantic log of all user activities, a much more
complete proﬁle can be obtained. Items for recommendation are introduced to the sys-
tem through importing preference data from external communities and social networks,
enabling multiple domain recommendations. A translation phase is required in order to
compare user proﬁles with members of such communities, in order to assess resources for
recommendation. This is achieved through exploiting a ‘Universal vocabulary’, in which
unique descriptors may be obtained for the concepts discovered in the user’s semantic
log, as well as for the resources considered for recommendation. Wikipedia was identiﬁed
as one such domain, and experiments have been carried out to show that the descriptors
obtained are suﬃcient to evaluate similarity between domain resources. Since recom-
mendations may stem from a number of domains, a domain selection process is carried
out in order to identify the most appropriate one(s).
By design, this approach circumvents a number of issues that hinder the performance of
conventional RS, such as the ‘cold–start’ problems, and the production of uninteresting,
homogeneous recommendation lists. Furthermore, a unique opportunity for assessing
the utility of potential recommendations based on the user’s current contextual setting
arises from the fact that events in the Semantic Logger can be cross–referenced, based
on temporal and spatial information. Such events can be clustered together to identify
diﬀerent classes of context, and used to drive the domain selection process.
Further experimentation needs to be carried out, as put forward in the previous chapter,
in order to identify potential pit–falls in the framework and directions for further im-
provements. The utility of the system as whole can then be comprehensively evaluated
and analysed.
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