Abstract -The knowledge of loads' future behavior is very important for decision making in power system operation.
Artificial Neural Networks
The neural network models commonly used in electric load forecasting have a feedforward structure with one hidden layer only. The following section presents the popular multilayer perceptron and the recently proposed Support Vector Machine, which has the MLP as a special case. ). In the case of an MLP, the output is: 
Multi-Layer Perceptrons
There are several algorithms for minimizing (2). Independently of using the classical error backpropagation, or second order methods, such as the , the main drawback of those training methods is the risk of overfitting.
Support Vector Machines (SVMs)
For SVMs, the model output is given by:
represents a set of nonlinear basis functions. Let the loss function be the ε -insensitive ( )
In equation (4), ε can be understood as the additive noise variance of the regression model [6] . In the following development, ε is assumed to be known, i.e., defined by the user. The training objective of an SVM model is the minimization of the empirical risk, i.e.: The nonlinear constraint in (6) can be incorporated by the objective function with the addition of new constraints, as follows:
model omplexity. In practice, this parameter is empirically determined using resampling techniques, such as cross-validation.
In equation (7), C is a pre-specified parameter responsible for the balance between the training data fitting and the c In order to solve the optimization problem formulated in (7) and (8), the following Lagrangean function can be defined: quation (10) is obtained from the optimality conditions of (9), E
he dual maximization problem corresponding to the primal minimization problem in (9) is formulated as: T
bject to:
is the inner product kernel defined according to Mercer's theorem [5] . Therefore, e output of an SVM is given by:
As can be seen from equation (13) . . .
Multilayer Perceptron versus Support Vector Machine
From the previous presentation, several important differences between MLPs and SVMs can be observed. First of all, training an MLP via error backpropagation presumes the pre-specification of the neural network architecture. With SVMs, the model structure is a by-product of training, depending on the parameters ε and . Objective functions to be minimized in MLP training via error backpropagation generally focus on the empirical risk (training set error), only. On the other hand, SVM training is based on the minimization of the structural risk, i.e., the minimization of the upper bound of the generalization error. Therefore, SVM models have their complexity implicitly controlled. Another important difference is related to the nonlinearity of the objective functions. While for error backpropagation local minima can be troublesome, in SVM training the solution is unique, due to the quadratic nature of the optimization problem.
C

Regularization Techniques
There are two basic procedures to control an MLP extent of nonlinearity. The first one is called structure stabilization [8] , where the aim is to determine the minimum number of neurons in the hidden layer, which can be implemented in three ways: comparison of different structures using resampling or analytical qualification (e. The second basic procedure for controlling the neural network complexity is based on regularization theory. In this procedure, a balance between training error and generalization capacity can be obtained through the minimization of the total risk, i.e.:
In equation (14) 
In equation (15) 
w is a normalization factor, which guarantees that ( )
It is assumed that w presents a Gaussian distribution with zero mean and diagonal covariance matrix This regularization term is known as "weight decay", which favors neural models with small magnitudes for the connection weights.
One of the advantages of the Bayesian approach for training an MLP is the embedded iterative mechanism for estimating λ
As already mentioned, there are other techniques for estimating neural models with good generalization capacity, in which complexity control is not attained by adding In the early stopping procedure, cross validation is usually applied to partitioning the data into two subsets: one for training and the other for validation. The iterative updating of the weight w is interrupted during training as soon as the error for the validation subset stops decreasing. Although very popular in practice, [13] , [15] , this procedure is very heuristic. Moreover, it can deteriorate the extraction of information related to serial correlation in the load curve. Other drawbacks of early stopping can be seen in [11] , [12] .
The activation function gain scaling method is a post-training method equivalent to inserting noise in the training patterns (without doing that explicitly). The idea of including corrupted versions of the original input patterns in the training set is to smooth the mapping, avoiding divergent outputs for similar inputs [14].
Let's consider neural networks with one hidden layer of sigmoidal activation functions and one linear output unit. According to [14] , if the training data is generated so that the input space is uniformly covered and the additive noise is Gaussian distributed, i.e., ( ) 2 0, noise N σ I , then one network trained with noise to minimize the empirical risk will have a performance comparable to another neural network estimated with the original (non-corrupted) dataset, but with regularization. Similar generalization capacity can be obtained with a neural network trained on the original dataset and aiming at minimizing the empirical risk, i.e., without regularization, if the activation functions gains from the hidden units are multiplied by a factor , such that:
This procedure produces analogous results to the weight decay regularization method [14] .
Data Pre-processing
Data pre-processing is essential for the success of any system identification method. Besides estimating the missing data, the data have been transformed in order to improve the time series stationarity. Therefore, seasonalities and trends have been removed from the load and temperature series. Missing data have been estimated by linear interpolation. Seasonal behavior has been removed by seasonal differencing, while trends have been mitigated with first order differencing, i.e.: S(k-2), S(k-24) and S(k-168) .
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After removing the daily seasonality and applying standardization to the temperature series, temperature lagged variables were added for every time instant for which a load variable was included, plus the forecasted temperature for the target hour, i.e., T(k), T(k-1), T(k-2) , T(k-24) and T(k-168 
Load Forecasting Models
As the load dynamics varies from day to day, one model has been developed for each day of the week (holidays have not been considered). The training set for each model is formed by the corresponding data from the six weeks before the 24-hour forecasting horizon. For example, the forecasting model for Tuesdays uses a training set with 144 patterns. The forecasters are retrained at the end of each day to incorporate the most recent load information. Fig. 2 Test results in the next section compare the following training methods: conventional error backpropagation (minimization of the empirical risk; backpropagation followed by gain scaling; Bayesian training; and SVM learning.
In order to establish a basic benchmark, ARX (Auto-Regressive Exogenous) linear models have been tested too.
Results
Test results for all days of the week, with the different models and methods, are shown in Tables I, II and III. In Table I , the models' structures and training parameters that have provided the best results are presented. The first three columns in Table I show the number of neurons in the hidden layer of the MLP for each day of the week, and the corresponding training method. The last column in this Table shows the average number of Support Vectors (ANSV) for each day of the week.
In Table II , a comparison among the mean absolute percentage errors is performed. Its last column shows the differences (in %) between the best and the worse results for each day of the week. The outstanding performance of the SVMs is remarkable, considering the lack of experience on their application to regression problems. It is curious to verify that for Thursday and
