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Introduction
Les matrices de Toeplitz émergent dans beaucoup d’applications et ont été largement étu-
diées dans la littérature. Elles sont omniprésentes dans de très nombreux problèmes tels que le
traitement de signal numérique (le filtrage numérique, la théorie d’estimation, le traitement de la
parole, etc . . .), ainsi que le traitement d’images, la théorie de contrôle, les équations intégrales
(convolution du type Volerra ou Fredholm), les polynômes orthogonaux, les équations aux dé-
rivées partielles (elliptique ou parabolique), l’approximation de Padé, et d’autres domaines de
l’analyse numérique. La structure est souvent due à l’utilisation d’un schéma d’approximation
ou simplement à des propriétés inhérentes à la physique du problème initial.
A la structure des matrices s’ajoute parfois le problème de grande taille. En effet, les modèles
mathématiques employés à présent ont une taille qui ne fait que croître à cause de la précision
de calcul typiquement requise : une meilleure précision demande une discrétisation plus fine
et donc des matrices de très grandes tailles. Malheureusement, les méthodes classiques comme
par exemple la fameuse élimination de Gauss, qui sont de l’ordre de O(n3) flops ne sont plus
les meilleures méthodes de choix dans ce cas. Par conséquent, la conception d’algorithmes effi-
caces, rapides et robustes, est donc cruciale.
Pour cela, pour une matrice possédant une structure particulière, il est conseillé d’utiliser tou-
jours des algorithmes spécifiques, qui sont plus performants que les algorithmes standards. Parmi
les structures, on peut citer les matrices symétriques, bandes, Toeplitz, circulantes, Hankel,
Gauss, Vandermonde, etc . . ..
Dans cette thèse, nous allons traiter la résolution numérique des systèmes (triangulaires infé-
rieures, bande et bande par blocs) de Toeplitz dans le but d’améliorer le coût de calcul, l’effica-
cité et la stabilité numérique des algorithmes.
Dans le premier chapitre, nous étudions quelques notions de stabilité numérique et d’erreur
d’arrondis, en parallèle nous présentons les concepts d’algorithmes efficaces afin de choisir le
meilleur selon plusieurs critères liés au calcul scientifique.
Le deuxième chapitre est une introduction générale aux matrices structurées. Nous introduisons
le concept du rang de déplacement (F -déplacement) qui est un outil puissant pour traiter les ma-
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3trices structurées. Nous rappelons aussi les propriétés des matrices f -circulantes, l’algorithme
de transformation de Fourier rapide (FFT), et la transformée en cosinus discrète (DCT). À la fin
de ce chapitre, nous décrivons la multiplication rapide d’une matrice de Toeplitz par un vecteur
et nous citons quelques algorithmes pour la résolution rapide d’un système de Toeplitz.
Dans le troisième chapitre, nous focalisons notre attention sur l’amélioration de l’algorithme de
Bini [10] pour le calcul de l’inverse d’une matrice triangulaire de Toeplitz. L’idée est inspirée
de l’article de Lin, Ching et Ng [55] pour une inversion approchée d’une matrice triangulaire
de Toeplitz. Nous proposons un algorithme rapide [8] en se basant sur la notion d’interpolation
polynomiale. Cet algorithme nécessitant uniquement deux FFT(2n) est manifestement efficace
par rapport à ses prédécesseurs. Des expérimentations numériques illustrent l’efficacité, le temps
de calcul et la stabilité numérique de cette approche. Une étude d’erreur théorique a été aussi
proposée.
Nous nous intéressons plus particulièrement, dans le chapitre quatre, aux méthodes directes de
résolutions de systèmes linéaires de Toeplitz bandes. Une intention principale consiste à dé-
crire et analyser certains algorithmes rapides, plus ou moins classiques, pour la résolution de
systèmes d’équations linéaires avec la structure de Toeplitz bande. En effet la méthode de la
réduction cyclique a prouvé son efficacité dans le cas symétrique définie positive et dans le cas
non symétrique à diagonale dominante [15, 18], qui est souvent la méthode la plus rapide et la
plus stable dans ces cas. Les auteurs de [35] ont comparé soigneusement la réduction cyclique
de [15] avec une variante de la stratégie de "divide-and-conquer" qui est introduite dans [77]
pour les matrices de Hessenberg par blocs et avec la modification de la réduction cyclique pro-
posée dans [57]. Le coût théorique des trois algorithmes est presque identique lorsque la bande
n’est pas trop grande. D’autres approches basées sur l’algorithme de [32] qui divise la matrice
de Toeplitz bande par blocs en une somme d’une matrice circulante et d’une matrice de rang
petit auquel les techniques efficaces de [44] sont ensuite appliquées.
L’approche dans [60] initialement proposée dans [37] pour le cas scalaire du système symétrique
de Toeplitz bande combine la factorisation spectrale de la fonction génératrice associée à la ma-
trice de Toeplitz avec l’utilisation de la formule de Sherman-Morrison-Woodbury.
La majorité de ces algorithmes devient coûteux si la taille de bande augmente, même ils échouent
parfois. D’où, nous proposons une approche qui se base sur deux techniques : la première tech-
nique est basée sur le prolongement, initialement proposée par D. Bini, et M. Capavani [11].
Plus spécifiquement, l’idée de cette technique et d’augmenter la matrice de Toeplitz bande en
une matrice triangulaire de Toeplitz afin de minimiser le coût de calcul. La deuxième technique
est l’utilisation de l’inverse d’une matrice triangulaire inférieure de Toeplitz qui a été largement
étudié dans la littérature et puis pour profiter des résultats développés dans le troisième chapitre
de cette thèse.
Dans le cinquième chapitre, nous allons aborder le cas de la résolution d’un système de Toeplitz
4bande par blocs Toeplitz bandes. Cette approche est basée sur la même technique utilisée dans
le Chapitre 4 (extension de la matrice de Toeplitz bande en une matrice triangulaire inférieure
de Toeplitz). Le coût de cette méthode est environ O(m2n log n + m3n + M3). Des tests nu-
mériques ont été élaborés pour approuver notre contribution. Ceci étant primordial pour faire la
connexion de nos algorithmes au traitement d’images, un domaine d’application phare en ma-
thématiques appliquées.
Le dernier chapitre est consacré à la conclusion et à quelques perspectives.
CHAPITRE 1
MESURE DE LA QUALITÉ
ARITHMÉTIQUE DES ALGORITHMES
NUMÉRIQUES
1.1 Introduction
Bien que les performances des ordinateurs de nos jours, ça ne peut pas nous empêcher de
chercher de plus en plus à raffiner les méthodes de calculs existantes. Ainsi l’évolution dans la
capacité de calcul nous a permis d’avoir des problèmes de très grandes tailles. Pour cela, nous
allons traiter des problèmes qui nécessitent de calcul énorme par rapport à la capacité de l’ordi-
nateur. Pour les résoudre, il est conseillé d’utiliser à la fois des machines très puissantes et des
algorithmes efficaces.
Généralement, la calculabilité n’indique pas la fiabilité. Lorsqu’on résout un problème donné par
un ordinateur, il peut y avoir plusieurs algorithmes pour le résoudre. Afin d’utiliser le meilleur
d’entre eux et pour déterminer lequel est préférable, il y a trois critères d’optimalité qui doivent
se présenter dans un algorithme, pour trouver le bon choix. D’une part, l’algorithme doit s’exé-
cuter le plus rapidement possible (complexité en temps/ temps de calcul). Ensuite, il doit avoir
peu d’encombrement en espace mémoire (complexité en espace). Enfin, il doit fournir un ré-
sultat numérique précis. Malheureusement, il n’est pas toujours évident de rassembler ces trois
critères dans un même algorithme.
1.2 Les normes
Les normes sont un outil indispensable dans l’algèbre linéaire numérique. Elles demeurent
un instrument précieux pour l’analyse d’erreur. Pour cela, dans cette section, nous décrivons
certaines de leurs propriétés les plus utiles et les plus intéressantes.
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• La norme d’un vecteur est définie par la fonction ‖.‖ : Cn −→ R+. Les trois normes les
plus utilisées dans l’analyse numérique et dans le calcul numérique sont :
‖x‖1 =
n∑
i=1
|xi|,
‖x‖2 =
(
n∑
i=1
|xi|2
) 1
2
,
‖x‖∞ = max
1≤i≤n
|xi|.
Une norme p d’un vecteur peut être représentée par l’inégalité suivante :
‖x‖p2 ≤ ‖x‖p1 ≤ n(
1
p1
− 1
p2
)‖x‖p2 , p1 ≤ p2, p1, p2 ∈ N
• La norme matricielle est définie par la fonction ‖.‖ : Cm×n −→ R+. Les normes 1, 2 et
∞ sont présentées comme suit :
‖A‖1 = max
1≤j≤n
m∑
i=1
|ai,j |,
‖A‖∞ = max
1≤i≤m
n∑
j=1
|ai,j |,
‖A‖2 = (ρ(A∗A)) 12 = σmax(A), (norme spectrale),
où
ρ(B) = max{λ/ det(B − λI) = 0}
et σmax(A) est la plus grande valeur singulière de A.
Les normes 1, 2 satisfont certaines inégalités qui sont fréquentées dans le calcul d’analyse
matricielle tel que :
1√
m
‖A‖1 ≤ ‖A‖2 ≤
√
n‖A‖1.
Pour plus de détails, voir [46, p.106-110].
1.3 "Backward error" et "forward error"
Nous rappelons ici quelques définitions de base sur la précision d’un algorithme, qui dé-
pendent de l’exactitude avec laquelle les opérations (+, −, ∗, /) sont effectuées. Nous définis-
sons aussi la notion de l’arithmétique en virgule flottante mesurée par u qui est la précision de
la machine définie dans 1.3.1. Pour plus des détails, voir [46].
Supposons qu’une approximation yˆ de y = f(x) est calculée dans une arithmétique à u pré-
cision, où f est une fonction à une variable réelle. Comment devons-nous mesurer la "qualité"
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de yˆ ? Dans la plupart des calculs, nous estimons l’erreur relative, Erel(yˆ) ≈ u mais cela ne
peut pas être toujours atteint. Au lieu de se concentrer sur l’erreur relative de yˆ, nous pouvons
demander, pour l’ensemble de ces données, avons-nous effectivement résolu notre problème ?
Pour combien de ∆x, avons-nous yˆ = f(x + ∆x) ? En général, il peut y avoir de nombreux
∆x, de sorte que nous devrions demander la plus petite. La valeur ‖∆x‖ (ou min ‖∆x‖), est
appelée erreur inverse ("Backward error"). Les erreurs absolues et relatives de yˆ sont appelées
erreurs directes ("forward errors"), pour les distinguer de l’erreur inverse. La Figure 1.1 illustre
ces concepts. Le processus de délimitation de l’erreur inverse d’une solution calculée est appelé
x
Espace d’entrée Espace de sortie
• •y = f(x)
•x+ ∆x
yˆ = f(x+ ∆x)•
FIGURE 1.1 – "Backward" et "forward" pour y = f(x). Ligne continue : "exacte", ligne poin-
tillé : "calculée".
analyse inverse "backward analysis", et sa motivation est double. Tout d’abord, on interprète les
erreurs d’arrondis comme des perturbations dans les données. Les données contiennent souvent
des incertitudes dues aux mesures, des calculs précédents, ou des erreurs commises dans le sto-
ckage de numéro dans l’ordinateur. Si l’erreur inverse "backward error" n’est pas plus grande
que ces incertitudes alors la solution calculée peut être difficilement critiquée, elle peut être la
solution que nous cherchons, pour tout ce que nous savons. La seconde attraction de l’analyse
d’erreur inverse "backward error analysis", c’est qu’elle réduit l’estimation de l’erreur directe à
la théorie de perturbation.
1.3.1 Résultats classiques sur l’analyse d’erreurs
Après avoir défini un modèle pour les erreurs "backward error" et "forward error" dans la
Figure 1.1. Nous allons maintenant appliquer ce modèle à certains calculs de base comme le
calcul matriciel. En commençant par le produit scalaire, cette première application est assez
simple pour mettre une brève analyse assez riche pour illustrer l’idée de l’analyse d’erreurs
directes et l’analyse des erreurs inverses.
L’analyse des produits scalaires nous conduit immédiatement à des résultats pour le calcul de
produit de matrice par un vecteur et le produit d’une matrice par une matrice.
Également dans ce chapitre nous déterminons des modèles d’études d’erreurs, dériver quelques
divers résultats qui vont être utilisés dans les chapitres suivants.
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Définition 1.3.1 L’expression d’un point arithmétique en virgule flottante est notée fl(.). L’opé-
ration arithmétique de base op = +,−, ∗, / satisfait
fl(x op y) = (x op y)(1 + δ), | δ |6 u (1.1)
La quantité u signifie l’arrondi de l’unité (ou la précision de la machine).
Remarque 1.3.1 Dans MATLAB, la valeur de u est donnée par la variable eps.
Dans l’analyse qui suit, un chapeau représente une quantité calculée. Soit x ∈ R, xˆ = fl(x) =
x(1 + δ) où xˆ est une approximation de x. Nous rappelons maintenant quelques notions impor-
tantes, les conventions et les résultats de l’analyse de l’erreur d’arrondi développés dans [46].
Nous allons utiliser ces résultats dans ce qui suit pour obtenir une analyse des erreurs d’arrondi
pour les algorithmes proposés tout au long de cette thèse.
Lemme 1.3.1 Si |δi| ≤ u, et ρi = ±1 pour i = 1, . . . , n et nu < 1, alors
n∏
j=1
(1 + δi)
ρi = 1 + θn,
avec
|θn| < nu
1− nu := γn.
Preuve. Voir [46, pp. 63]. 
Les notations θn et γn sont utilisées tout au long de cette section. On suppose que nu < 1 (cette
condition est généralement satisfaite), chaque fois que nous écrivons γn.
Le Lemme 1.3.2 fournit quelques règles nécessaires à la manipulation des termes 1 + θk et γk
impliqués dans le Lemme 1.3.1.
Lemme 1.3.2 Pour tout entier positif k, θk désigne une quantité bornée en fonction de
|θk| ≤ γk = ku
1− ku. (1.2)
Les relations suivantes sont obtenues :
(1 + θk)(1 + θj) = (1 + θk+j),
1 + θk
1 + θj
=
 1 + θk+j , j 6 k,1 + θk+2j , j > k,
γkγj ≤ γmin(k,j), pour max(j, k)u 6 1/2,
iγk ≤ γik,
γk + u ≤ γk+1,
γk + γj + γkγj ≤ γk+j .
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Preuve. Voir [46, pp. 73]. 
Nous considérons le produit scalaire interne sn = xT y, tel que x, y ∈ Rn.
Soit si = x1y1 + . . .+ xiyi et d’après le modèle standard (1.1), nous avons
sˆ1 = fl(x1y1) = x1y1(1 + δ1)
sˆ2 = fl(sˆ1 + x2y2) = (sˆ1 + x2y2(1 + δ2))(1 + δ3)
= (x1y1(1 + δ1) + x2y2(1 + δ2))(1 + δ3)
= x1y1(1 + δ1)(1 + δ3) + x2y2(1 + δ2)(1 + δ3)
où |δi| < u, i = 1, . . . , 3. Afin de simplifier les expressions soit 1 + δi = 1 ± δ, alors nous
pouvons écrire
sˆ3 = fl(sˆ2 + x3y3) = (sˆ2 + x3y3(1± δ))(1± δ)
= (x1y1(1± δ)2 + x2y2(1± δ)2 + x3y3(1± δ))(1± δ)
= x1y1(1± δ)3 + x2y2(1± δ)3 + x3y3(1± δ)2.
Nous avons
sˆn = x1y1(1± δ)n + x2y2(1± δ)n + x3y3(1± δ)n−1 + . . .+ xnyn(1± δ)2.
Pour simplifier de plus cette expression, il suffit d’appliquer le Lemme 1.3.1. La valeur calculée
est donnée par
sˆn = x1y1(1 + θn) + x2y2(1 + θ´n) + x3y3(1 + θn−1) + · · ·+ xnyn(1 + θ2), (1.3)
avec |θi| 6 γi 6 γn, i = 1, . . . , n, θ´n < γn et ainsi l’erreur relative est bornée par γn. Par
conséquent, nous obtenons
fl(xT y) = sˆn = (x+ ∆x)
T y = xT (y + ∆y), |∆x| < γn|x|, |∆y| < γn|y|. (1.4)
Une erreur directe "forward error" provient de (1.4),
| xT y − fl(xT y) |6 γn | xT || y | (1.5)
où |x| représente le vecteur de telle sorte que |x|i = |xi| et les inégalités entre les vecteurs (ou
matrices) sont faites composante par composante. L’équation (1.4) signifie que le calcul d’un
produit scalaire est inversement stable "backward stable".
1.3.2 Multiplication de matrices
Compte tenue de l’analyse d’erreur pour le produit scalaire, il est simple d’analyser la mul-
tiplication matrice-vecteur et matrice-matrice.
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Soit A ∈ Rm×n, x ∈ Rn, et y ∈ Rm tel que y = Ax. Le vecteur y peut s’écrire comme m
produit scalaire, yi = aTi x, i = 1, . . . ,m où a
T
i est la i-ème ligne de A. D’après (1.4), nous
avons
yˆi = (ai + ∆ai)
Tx, |∆ai| < γn|ai|.
Cela nous donne le résultat d’erreur inverse "backward error" suivant :
yˆ = (A+ ∆A)x, |∆A| 6 γn|A|. (1.6)
Ce qui implique une erreur directe bornée
| y − yˆ |6 γn | A || x | (1.7)
où |A| = (|ai,j |) qui sera fréquemment employé plus tard.
Alors, nous avons
‖y − yˆ‖p 6 γn‖A‖p‖x‖p, p = 1,∞ (1.8)
et pour la norme 2, on obtient
‖y − yˆ‖2 6 min(m,n) 12γn‖A‖2‖x‖2. (1.9)
Lemme 1.3.3 Pour x, y ∈ C, les opérations arithmétiques de base calculées selon le modèle
standard (1.1) satisfont
fl(x± y) = (x+ y)(1 + δ), |δ| 6 u,
fl(xy) = xy(1 + δ), |δ| 6
√
2γ2,
f l(x/y) = (x/y)(1 + δ), |δ| 6
√
2γ4.
Preuve. Tout au long de la preuve, δi désigne un nombre bornée par |δi| < u, x = a + i b,
y = c+ i d et on a
a± y = a± c+ i (b± d),
xy = ac− bd+ i (ad+ bc),
x/y =
ac+ bd
c2 + d2
+ i
bc− ad
c2 + d2
.
• Pour l’addition/ la soustraction :
fl(x+ y) = (a+ c)(1 + δ1) + i (b+ d)(1 + δ2)
= x+ y + (a+ c)δ1 + i (b+ d)δ2,
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alors
|fl(x+ y)− (x+ y)|2 ≤ (|a+ c|2 + |b+ d|2)u2 = (|x+ y|u)2,
d’où le résultat.
• La multiplication :
fl(xy) = (ac(1 + δ1)− bd(1 + δ2))(1 + δ3)
+ i (ad(1 + δ4) + bc(1 + δ5))(1 + δ6))
= ac(1 + θ2)− bd(1 + θ′2) + i (ad(1 + θ′′2)
+ bc(1 + θ′′′2 ))
= xy + e,
où
|e|2 ≤ γ22(|ac|+ |bd|)2 + (|ad|+ |bc|)2)
≤ 2γ22(a2 + b2)(c2 + d2)
= 2γ22 |xy|,
d’où le résultat.
• La division :
fl(c2 + d2) = (c2(1 + δ1) + d
2(1 + δ2))(1 + δ3)
= c2(1 + θ2) + d
2(1 + θ′2)
= (c2 + d2)(1 + θ′′′2 ).
Alors
fl(Re(x/y)) =
(ac(1 + δ4) + bd(1 + δ5))(1 + δ6)
(c2 + d2)(1 + θ′′′2 )
= Re(x/y) + e1,
en utilisant le Lemme 1.3.2
|e1| ≤ |ac|+ |bd|
c2 + d2
γ4.
En appliquant la même démarche sur fl(Im(x/y), nous obtenons
|fl(x/y)− x/y|2 ≤ (|ac|+ |bc|)
2 + (|bc|+ |ad|)2
(c2 + d2)2
γ24
2γ24 |x/y|2.
d’ou le résultat.
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Voir plus de détails [46, pp. 79]. 
Lemme 1.3.4 Si Xj + ∆Xj ∈ Rn×n satisfait |∆Xj | 6 δj |Xj | pour tous j, alors∣∣∣∣ p∏
j=0
(Xj + ∆Xj)−
p∏
j=0
Xj
∣∣∣∣ 6 ( p∏
j=0
(1 + δj)− 1
) p∏
j=0
∣∣∣∣Xj∣∣∣∣.
Preuve. Voir [46, Lemme 3.8]. 
La FFT est mieux cernée (au moins par un numéricien ) en l’interprétant comme l’application
d’une factorisation intelligente de la matrice Fn de transformation de Fourier discrète (DFT).
Théorème 1.3.1 Soit yˆ = fl(Fnx), où n = 2t, la valeur calculée en utilisant FFT dans la base
binaire. Alors
‖y − yˆ‖
‖y‖ ≤
tη
1− tη , η := µ+ γ4(
√
2 + µ) (1.10)
et
yˆ = (Fn + ∆Fn)x, ‖∆Fn‖2 6 n1/2 tη
1− tη =: f(n, u). (1.11)
De plus, si xˆ = fl(F−1n y), alors
xˆ = (Fn + ∆F
−1
n )y, ‖∆F−1n ‖2 6 n−1f(n, u). (1.12)
avec µ = cu où c est une constante, voir [82].
Preuve. Voir [46, pp. 453]. 
Conclusion 1.3.2 Dans ce chapitre, nous avons introduit les outils élémentaires pour le calcul
de "backward error" et "forward error". Ces résultats vont être développés et bien évidemment
utilisés tout au long de cette thèse.
CHAPITRE 2
LES MATRICES STRUCTURÉES
2.1 Introduction
Les matrices structurées (telles que les matrices circulantes, Toeplitz, Hankel, Frobenius,
Sylvester, Bézout, Vandermonde, et Cauchy) sont omniprésentes dans les calculs algébriques
et numériques dans les diverses sciences, l’ingénierie, et les statistiques. Parmi leurs nombreux
domaines d’application importants, nous choisissons des calculs fondamentaux, y compris la
multiplication.
Dans ce chapitre, nous révélons la corrélation entre les calculs avec des polynômes et les ma-
trices structurées, dans le but de réduire temps de calcul de la multiplication d’une matrice struc-
turée par un vecteur. Nous définissons aussi les notions de la FFT (transformation de Fourier
rapide) et de la DCT (transformée en cosinus discrète) qui sont des transformations très rapides
permettant une mise en œuvre efficace.
Ensuite, nous introduisons une classe de matrices f -circulantes vue son importance dans le do-
maine de matrices structurées et qui va être présente dans le troisième chapitre. Nous étudions
également quelques algorithmes de calcul de l’inverse bien connus pour les matrices de Toe-
plitz. La Table 2.1 représente les quatre classes les plus populaires des matrices structurées, et
de nombreuses autres classes et sous-classes sont bien étudiées, comme les matrices de Bézout,
matrices f -circulantes, les matrices bandes de Toeplitz, matrices par blocs : Toeplitz, Hankel et
Vandermande, . . .
Ainsi, les matrices structurées :
1. peuvent être représentées avec seulement un petit nombre de paramètres (une matrice
structurée de taille n× n dépend de O(n) coefficients (à la place de n2),
2. peuvent être rapidement multipliées par des vecteurs, en temps presque linéaire,
3. ont une étroite relation algorithmique à des calculs avec des polynômes en particulier à
leur multiplication, division, interpolation, et évaluation multipoint,
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4. sont associées avec les opérateurs de déplacement linéaire et peuvent être facilement ré-
cupérées à partir d’opérateurs F et l’image des matrices F (M), appelée le déplacement
de M , qui ont un rang r plus petit.
Les propriétés 1. et 2. sont bien précisées dans la Table 2.2, pour plus des détails sur la pro-
priété 3. voir [21, 69]. Nous détaillons davantage la propriété 4. dans la section 2.3. Toutes ces
propriétés rendent ces matrices particulièrement importantes pour les grands calculs matriciels.
Toeplitz T = (ti−j)n−1i,j=0 Hankel H = (hi+j)
n−1
i,j=0
t0 t−1 . . . t−n+1
t1 t0
. . .
...
...
. . . . . . t−1
tn−1 . . . t1 t0


h0 h1 · · · hn−1
h1 h2 . .
.
hn
... . .
. . ..
...
hn−1 hn . . . h2n−2

Vandermonde V = (V ji )
n−1
i,j=0 Cauchy C = (
1
si−tj )
n−1
i,j=0
1 v0 · · · vn−10
1 v1 · · · vn−11
...
...
...
1 vn−1 · · · vn−1n−1


1
s0−t0 · · · 1s0−tn−1
1
s1−t0 · · · 1s1−tn−1
...
...
1
sn−1−t0 · · · 1sn−1−tn−1

TABLE 2.1 – Les quatre classes de matrices structurées
Les matrices de Toeplitz et de Hankel définies dans la Table 2.1 ci-dessus, sont les matrices
les plus connues parmi les matrices structurées. Remarquons qu’une matrice de Hankel carrée
d’ordre n est une matrice symétrique et que les produits HJ et JH d’une matrice de Hankel H
carrée d’ordre n par la matrice de Hankel particulière J représentée dans la définition 2.2.1 sont
des matrices de Toeplitz. Cette matrice de permutation d’ordre n permet de renverser l’ordre des
n colonnes (respectivement des n lignes) d’une matrice lorsque celle-ci est multipliée à droite
(respectivement à gauche) par la matrice J : c’est pourquoi on l’appelle matrice de renversement
du fait qu’elle permet d’écrire de droite à gauche les colonnes que l’on lit de gauche à droite et
inversement. Inversement, les produits TJ et JT d’une matrice de Toeplitz T carrée d’ordre n
par la matrice J sont des matrices de Hankel.
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Nature de Nombre de paramètres pour une Nombre de flops
la matrice M matrice M de taille m× n pour calculer Mv
Générale mn 2mn− n
Toeplitz m+ n− 1 O((m+ n) log(m+ n))
Hankel m+ n− 1 O((m+ n) log(m+ n))
Vandemande m O((m+ n) log2(m+ n))
Cauchy m+ n O((m+ n) log2(m+ n))
TABLE 2.2 – Les paramètres et le nombre de flops pour la représentation matricielle et la multiplication
par un vecteur.
2.2 Préliminaires
Nous allons rappeler quelques notations et formules auxiliaires qui vont être utiles pour la
suite.
On note ei le i-ème vecteur de base canonique, son i-ème composante 1 et les autres compo-
santes sont nulles. Ainsi, e1 = (1, . . . , 0)T , et
n∑
i=1
ei = (1, 1, . . . , 1)
T .
Définition 2.2.1 D(v) est une matrice diagonale avec v = (v0, v1, . . . , vn−1)T
D(vT ) = diag((vi)
n−1
i=0 ) =

v0
v1 O
O
. . .
vn−1
 . (2.1)
I est la matrice identité de taille n× n ,
I = (e1, . . . , en) =

1 0 . . . 0
0
. . . . . .
...
...
. . . . . . 0
0 . . . 0 1
 . (2.2)
J est la matrice de taille n× n remplie avec des zéros, sauf sur l’antidiagonale,
J = (en, . . . , e1) =

0 · · · 0 1
... . .
. . .. 0
0 . .
. . ..
...
1 0 · · · 0
 . (2.3)
Théorème 2.2.1 La matrice J est symétrique et orthogonale. Par conséquence J2 = I , J v =
(vn−1−i)n−1i=0 , et JD(v
T )J = D(J v), pour tout vecteur colonne v = (vi)n−1i=0 .
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Définition 2.2.2 On définit Zf l’unité de matrice f -circulante,
Zf = (e2, . . . , en, fe1) =

0 · · · · · · f
1
. . . 0
...
. . . . . .
...
0 · · · 1 0
 (2.4)
avec f est un scalaire quelconque, Si f = 0, Z0 s’appelle matrice "shift" vers le bas, ainsi Z0
s’écrit :
Z0 = (e2, . . . , en, 0) =

0 · · · · · · 0
1
. . . 0
...
. . . . . .
...
0 · · · 1 0
 . (2.5)
Sans confusion on note Zn à la place de Z0.
Théorème 2.2.2 Pour une matrice Ze de taille n × n et un scalaire e, nous avons Zne = eI ,
JZeJ = Z
T
e , ZeU =
n−1∑
i=0
uiZ
i
e pour le vecteur colonne U = (ui)
n−1
i=0 . Pour f 6= 0, nous avons
ZT1/f = Z
−1
f .
Définition 2.2.3 Soit M une matrice par blocs de taille (p+ q)× (p+ q), partitionnée comme
suit :
M =
Ñ
M1,1 M1,2
M2,1 M2,2
é
où les blocs M1,1, M1,2, M2,1, et M2,2 sont des matrices de taille p × q, p × p, q × q, et q × p
respectivement, avec M2,1 inversible. Le bloc S de taille p× p
S = M1,2 −M1,1M−12,1M2,2
est le complément de Schur du bloc M2,1 de la matrice M .
Théorème 2.2.3 (Formule de Sherman-Morrison-Woodbury [40])
Soit A ∈ Cn×n, G,H ∈ Cn×r, r ≤ n, avec A et Ir + HTA−1G sont des matrices inversibles,
alors
(A+GHT )−1 = A−1 −A−1G(Ir +HTA−1G)−1HTA−1. (2.6)
Définition 2.2.4 Matrice "Pencil" [40]
SoitA etB deux matrices de tailles n×n. L’ensemble de toutes les matrices de la formeA−λB
avec λ ∈ C est dit "pencil". Les valeurs propres sont les éléments λ(A,B) définis par
λ(A,B) = {z ∈ C, det(A− zB) = 0}
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si λ ∈ λ(A,B) et
Ax = λBx x 6= 0
alors x est dénommée un vecteur propre de A− λB.
Notons que si 0 6= λ ∈ λ(A,B) alors (1/λ) ∈ λ(B,A). Aussi si B est inversible alors
λ(A,B) = λ(B−1A, I) = λ(B−1A).
2.3 Opérateurs de déplacement
L’étude moderne des matrices structurées a été en grande partie motivée par le papier proposé
par Kailath [48] et en particulier par le concept du rang de déplacement. L’idée était de mesurer
la structure d’une matrice par le rang de son déplacement.
Dans cette partie, nous allons introduire brièvement la notion de rang de déplacement. Soit A
une matrice dans Kn×n tel que A = GHT , avec G, H ∈ Kn×d. Le couple (G,H) est appelé
un générateur de la matrice A de longueur d. Le rang de A est la longueur minimale de d, et on
le note r = rang(A). D’où, si r  n (r très petit devant n), alors A peut être représentée par
2nr coefficients. Cela nous permettra de réduire l’espace de stockage. En outre, pour calculer
Av (multiplication de A par un vecteur v), nous avons besoin seulement de 4nr − n− r flops à
la place 2n2 − n flops.
Pour une matrice structurée A le plus facile c’est de chercher un opérateur L qui transforme
A en matrice L(A) de petit rang, de telle sorte que nous pourrions facilement récupérer A à
partir de son image L(A). Cela nous permettra de profiter de tous les avantages d’exploitation
de matrices de petit rang, même si la matrice structurée de départ peut avoir le rang maximal.
Le concept des opérateurs de déplacement et le rang de déplacement introduits dans [21, 44, 48,
49], est un outil puissant pour traiter ce genre de matrices structurées. Nous rappelons ici les
principales idées et résultats.
Définition 2.3.1 Soit F : Kn×n → Kn×n un opérateur, soit A ∈ Kn×n et soient G, H ∈ Kn×d,
sont deux matrices telles que F (A) = GHT . Alors r = rang(F (A)), le rang de la matrice
F (A) est appelée le F -rang et le couple (G,H) est appelé F -générateur de A de longueur d.
2.3.1 Opérations de base
Définition 2.3.2 Soit M et N deux matrices qui sont appelées les matrices opérateurs. Nous
définissons deux types d’opérateurs tels que
F (A) : Kn×n → Kn×n
opérateur de type Sylvester
F (A) = ∇M,N (A) = MA−AN, (2.7)
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opérateur de type Stein
F (A) = ∆M,N (A) = A−MAN. (2.8)
Les opérateurs de ces deux types sont étroitement liés les uns aux autres.
Théorème 2.3.1 ∇M,N = M−1∆M−1,N si la matrice opérateur M est inversible, et ∇M,N =
−∆M,N−1N si la matrice opérateur N est inversible.
Preuve. Voir [21, 69]. 
Théorème 2.3.2 Soient A, B, M et N ∈ Kn×n, nous avons :
1. ∆M,N (αA+ βB) = α∆M,N (A) + β∆M,N (B),
2. ∆M,N (AT ) = [∆NT ,MT (A)]
T ,
3. ∆M,N (A−1) = MA−1∆M,N (A)M−1N si M est inversible,
4. ∆M,N (A−1) = A−1N−1∆N,M (A)A−1N Si N est inversible,
5. rangM,N (A) = rangNT ,MT (A),
6. rangM,N ((A
−1)) = rangN,M (A), avec rangM,N (A) désigne le rang(∆M,N (A)).
Preuve. Pour plus de détails voir [21, 69]. 
2.3.2 Matrice de Toeplitz
Nous allons traiter les cas particuliers des opérateurs de déplacement de type Hankel et
Toeplitz. Soit T une matrice de Toeplitz comme définie dans la Table 2.1,Zψ etZϕ deux matrices
définies par l’équation (2.4). On a
∆Zϕ,ZTψ
(T ) =

t0 − ψϕt0 t−1 − ϕtn−1 · · · t−n+1 − ϕt1
t1 − ψt−n+1
... O
tn−1 − ψt−1
 , (2.9)
ainsi nous obtenons ∆Zϕ,ZTψ (T ) ≤ 2. D’une manière générale pour toute matrice A de taille
n× n qui vérifie rang(∆Zϕ,ZTψ (T )) n, elle est appelée une matrice de type Toeplitz.
Remarque 2.3.1 L’inversion d’une matrice de Toeplitz n’est pas une matrice de Toeplitz (seule-
ment dans le cas d’une matrice triangulaire de Toeplitz, voir Chapitre 3) mais c’est une matrice
de type Toeplitz de rang de déplacement au plus 2. De plus, la multiplication de deux matrices
de Toeplitz est une matrice de type Toeplitz avec un rang de déplacement au plus 4.
2.3. OPÉRATEURS DE DÉPLACEMENT 19
Théorème 2.3.3 Soit A une matrice de Toeplitz, pour G, H ∈ Kn×r et ϕ, ψ ∈ K∗, vérifiant :
∆Zϕ,ZTψ
(A) = GHT =
r∑
i=1
gih
T
i
alors
A =
1
1− ϕψ
r∑
i=1
Cϕ(gi)C
T
ψ (hi) (2.10)
où hi, gi, i = 1, . . . , r sont des vecteurs de dimension n, et Cf (a) est la matrice f -circulante
avec f égale à ψ ou ϕ définie par sa première colonne a, voir (2.12).
En particulier, si
∆Z,ZT (A) = GH
T
alors
A =
r∑
i=1
L(gi)L
T (hi) (2.11)
où L(a) est une matrice triangulaire inférieure de Toeplitz définie par sa première colonne a.
Preuve. Pour plus de détails, voir [71], et [21, théorème 2.11.2]. 
Les résultats ci-dessus nous permettent de faire des opérations élémentaires entre les matrices
de type Toeplitz à faible coût par l’intermédiaire de la FFT. En particulier, le calcul du produit
de matrices qui ont un rang de déplacement égal à r nécessiteO(rn log n) flops. L’inverse d’une
matrice non singulière avec un rang de déplacement égal à r nécessite O(r2n log2 n) flops, en
utilisant un algorithme ultra-rapide comme l’algorithme de Bitmead Anderson [22].
Orthogonale représentation pour les matrices structurées
Pour une paire fixe d’un opérateur F et une matrice A, le mieux est de choisir un F -
générateur orthogonal. Un F -générateur orthogonal est un F -générateur calculé à base de la
SV D 1. Autrement dit, on calcule d’abord la SV D du déplacement F (A) = W .
W = UΣ2V T ,
U∗U = V ∗V = Iρ, Σ = diag(σ1, . . . , σρ),
σ1 ≥ . . . ≥ σρ > 0, ρ = rang(W ),
où U et V sont des matrices de taille n × ρ et ρ × n, respectivement. Et σ21, . . . , σ2ρ sont les
valeurs singulières de la matrice W , alors nous pouvons écrire G = UΣ, H = V Σ.
Le calcul d’un F -générateur orthogonal d’une matriceA de longueur minimale r est numérique-
ment plus stable, voir [67,68]. Souvent une matrice structuréeA est connue par son déplacement
F (A) de petit rang. En général, le calcul d’un générateur est une étape coûteuse qui demandera
O(n3). D’où, l’idée d’intervenir le déplacement F (A) qui joue le rôle de médiateur, qui baisse le
1. Décomposition en valeurs singulières
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coût de calcul d’un générateur enO(r2n) flops, pour plus de détails voir [21, Problème 2.2.11b].
La Table 2.3 représente quelques exemples de matrices d’opérateurs associés naturellement avec
les matrices A. Dans la Table 2.1, les matrices dont le F − rang est petit pour l’opérateur F des
lignes respectives Table 2.3 seront appelées les matrices du type Toeplitz, Hankel, Vandermonde,
et Cauchy, respectivement.
Type de matrice La paire (M,N) de l’opérateur ∆M,N Le rang−∆M,N
Toeplitz (Ze, ZTf ) ou (Z
T
e , Zf ) au plus 2
Hankel (Ze, Zf ) ou (Z − eT , ZTf ) au plus 2
Vandermonde (D(v), ZTe ) ou (D(v), Ze) 1
Cauchy (D−1(s), D(t)) 1
TABLE 2.3 – Les matrices opérateurs M , N de l’opérateur ∆M,N associé aux quatre classes de
base de matrices structurées.
2.3.3 FFT
La transformée de Fourier rapide, FFT (Fast Fourier Transform), est l’un des algorithmes
dont la publication a provoqué une véritable révolution dans le domaine du calcul, comme la
décrit Charles Van Loan dans son livre [82]. Le célèbre algorithme FFT, est publié par James
Cooley et John Tuckey en 1965. Ils ont montré que le calcul de la DFT, qui exige O(n2) flops
peut être calculé par l’algorithme de la FFT enO(n log n) flops. L’importance de la FFT provient
du fait qu’on peut à la fois avoir l’efficacité et la rapidité du calcul. Pour plus de détails sur la
FFT, voir [43].
Pour introduire la FFT, on commence par donner quelques définitions :
Définition 2.3.3 La matrice de Fourier d’ordre n est la matrice Fn suivante :
Fn =
 
1
n
(wij)0≤i,j≤n−1 =
 
1
n

1 · · · · · · 1
1 w · · · w(n−1)
...
...
...
1 w(n−1) · · · w(n−1)2

avec w = exp(2ipi/n), w est une racine primitive n-ème de l’unité, c-à-d wn = 1.
Définition 2.3.4 Fn est une matrice de la transformation de Fourier discrète qui est un cas
spécial de matrices de Vandermande (voir la Table 2.1). La transformation de Fourier discrète
d’un vecteur p de dimension n est le vecteur DFT (p) = Fnp.
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Proposition 2.3.1 La matrice Fn est unitaire.
Preuve. Soit FnF ∗n = (bij)0≤i,j≤n−1. Comme F ∗n =
1√
n
(w−ij)0≤i,j≤n−1 alors on a
bij =
1
n
n−1∑
k=0
wikw−kj =
1− w(i−j)n
1− wi−j =
 1 si i = j mod n0 si i 6= j mod n . 
Proposition 2.3.2 (Algorithme FFT)
Si n = 2h alors on peut calculer la DFT (p) introduite dans la définition 2.3.4 en
3
2
n log n
flops.
Preuve. Le problème est résolu en appliquant la transformée de Fourier rapide (FFT) qui est un
outil important d’algorithmes récursifs sur la base de méthode diviser-pour-régner ("divide and
conquer").
Soient les données suivantes p0, p1, . . . , pn−1, 1, w, . . . , wn−1, n est pair, y = x2 et notons
tA(n) le nombre minimum des opérations suffisantes pour la DFT. Nous pouvons écrire :
p(x) = (p0 + p2x
2 + . . .+ pn−2x(n−2)) + x(p1 + p3x2 + . . .+ pnx(n−2))
= q(x2) + xs(x2)
= q(y) + xs(y).
Le polynôme q(y) = p0 + p2y+ . . .+ pn−2y(
n−2
2
) et s(y) = p1 + p3y+ . . .+ pny(
n−2
2
) ont des
degrés au plus n−22 .
Par conséquent, pour évaluer p(x) avec x = wk pour k = 0, 1 . . . , n − 1, il suffit de calculer
q(y) et s(y) où y = (w2)h et puis q((w2)h) + xs((w2)h) pour x = wh. En remarquant que
w2 est racine n2 de l’unité, il existe seulement
n
2 valeurs distinctes parmi les entrées de w
2. Ce
qui nous permettons de réduire le nombre d’opération en 2DFT de taille n2 , n/2 multiplications
(50% des multiplications peuvent être éleminer, car xi = −xi+n
2
pour tout i) et n additions.
Ainsi,
tA(n) ≤ 2tA(n
2
) +
2
3
n.
En appliquant récursivement cette estimation de n, n2 ,
n
4 , . . ., on a
tA(n) ≤ 2tA
Å
n
2
ã
+ 1.5n
≤ 2
Å
2tA
Å
n
22
ã
+ 1.5
n
2
ã
+ 1.5n
...
≤ 2htA
Å
n
2h
ã
+ 1.5hn
≤ 2htA(1) + 1.5hn.
En remarquant que tA(1) = 0 (car elle ne demande aucune opération) et comme n = 2h ⇒
log2 n = h d’où tA(n) =
3
2
n log2 n. 
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2.3.4 DCT
La transformée en cosinus discrète, DCT (Discrete Cosine Transform), est une transforma-
tion similaire à la transformée de Fourier discrète (DFT). Le noyau de projection est un cosinus
et génère donc des coefficients réels, contrairement à la DFT, dont le noyau est une exponentielle
complexe et qui génère donc des coefficients complexes. On peut cependant exprimer la DCT
en fonction de DFT, Voir [30] pour plus de détails sur la DCT.
La variante la plus courante de la transformée en cosinus discret est de Type-II, souvent sim-
plement appelée la "DCT" qui est deux fois plus rapide que la FFT. Son inverse, qui correspond
au type-III est souvent simplement appelée "IDCT".
La DCT est une fonction linéaire inversible de Rn −→ Rn ou de manière équivalente une
matrice carrée n× n inversible. Il existe plusieurs légères variantes de la DCT. Voici les quatre
types les plus connus.
TQ(Transformée discrète) T−1Q (Transformée inverse)
DCT-I CIn =
»
2
n−1 (µkµn−1−kµn−1−j cos
kjpi
n−1 )
n−1
k,j=0 (C
I
n)
T = CIn
DCT-II CIIn =
√
2
n
(µk cos
(2j+1)kpi
2n
)n−1k,j=0 (C
II
n )
T = CIIIn
DCT-III CIIIn =
√
2
n
(µj cos
(2k+1)jpi
2n
)n−1k,j=0 (C
III
n )
T = CIIn
DCT-IV CIVn =
√
2
n
(cos (2k+1)(2j+1)pi
4n
)n−1k,j=0 (C
IV
n )
T = CIVn
TABLE 2.4 – µ0 = µn = 1/
√
2, µi = 1 pour 0 < i < n.
2.4 Matrice f-circulante, et diagonalisation par la DFT
Définition 2.4.1 Chaque matrice f -circulante est définie par sa première colonne v = (vi)n−1i=0
et par un scalaire f .
Zf (v) =
n−1∑
i=0
viZ
i
f =

v0 fvn−1 . . . fv1
v1 v0
. . .
...
...
. . . . . . fvn−1
vn−1 . . . v1 v0
 . (2.12)
Les matrices circulante, anti-circulante, et triangulaire inférieure de Toeplitz sont trois sous-
classes de matrices f -circulantes où f = 1, f = −1, et f = 0, respectivement.
Lemme 2.4.1 Une matrice circulante Z1 donnée par la définition 2.2.2 est diagonalisable par
la matrice de Fourier F :
Z1 = F
∗
nDn,wFn (2.13)
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où Dn,w = diag(1, w, w2, . . . , wn−1), Fn 2 définie en 2.3.3.
Preuve. La matrice Z1 est diagonalisable sur C et a pour valeurs propres des racines n-ème de
l’unité. Soit w = e
2ipi
n la racine primitive de l’unité.
Nous pouvons vérifier que Xk =

1
wk
w2k
...
w(n−1)k

est le vecteur propre à gauche de Z1 associé à la
valeur propre wk(en effet XTk Z1 = (w
k, . . . , 1) = wk(1, . . . , w(n−1)k) = wkXTk ).
On a donc exhibé, pour k allant de 0 à n − 1, une famille de n vecteurs propres associés à des
valeurs propres distinctes, alors :
Z1 = QnDn,wP
T
n
où
Dn,w =

1
w
. . .
w(n−1)
, Pn =

1 1 · · · 1
1 w w(n−1)
...
...
...
1 w(n−1) · · · w(n−1)2
.
Comme P Tn =
√
nFn (défini en 2.3.3) et d’après la Proposition 2.3.1, Qn =
1√
n
F ∗n . D’où
Z1 = F
∗
nDn,wFn. 
Théorème 2.4.1 Nous avons :
Z1(v) = F
∗
nD(
√
nFnv)Fn (2.14)
Plus généralement, pour tout f 6= 0, nous avons :
Zfn(v) = (Lf )
−1D(
√
nLfv)Lf (2.15)
où
Lf = FnD
n
f , D
n
f = diag(1, f, . . . , f
n−1)
Preuve.(du théorème 2.4.1 )
2. Matrice de Fourier
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L’équation (2.14) on a :
Z1(v) =
n−1∑
j=0
vjZ
j
1
=
n−1∑
j=0
vjF
∗
nDn,wFn d’après lemme 2.4.1
= F ∗n(
n−1∑
j=0
vjDn,w)Fn
= F ∗n diag(
√
nFnv)Fn.
L’équation (2.15) on peut voir simplement que :
DnfZfn(v)(D
n
f )
−1 =
n−1∑
j=0
(f jvj)Z
j
1
d’où
DnfZfn(v)(D
n
f )
−1 = Z1(v˜)
= F ∗nDn(v˜)Fn d’après l’équation 2.14
avec v˜ = (f jvj)n−1j=0 . 
Corollaire 2.4.1 L’inverse d’une matrice f -circulante est une matrice f -circulante tel que :
Z−11 (v) = Z1(vˇ) (2.16)
avec vˇ = F ∗n v˚. De plus, v˚ = (
1
v`0
, . . . , 1v`n−1 ) et v` = Fnv.
Z−1f (v) = Zf (v¯) (2.17)
avec v¯ = L∗%v¨, v¨ = (
1
v˜0
, . . . , 1v˜n−1 ) et v˜ = L%v, ∀% ∈ K qui vérifie %n = f .
Preuve. On a d’après l’équation (2.14) Z1(v) = F ∗nD(
√
nFnv)Fn. D’où,
Z−11 (v) = F
∗
nD
−1(
√
nFnv)Fn
= F ∗nD(
√
nFnF
∗
n v˚)Fn
= F ∗D(
√
nFnvˇ)Fn
= Z1(vˇ)
De même pour l’équation (2.17). 
Corollaire 2.4.2 L’inversion d’une matrice f -circulante de taille n × n nécessite O(n log(n))
flops.
Corollaire 2.4.3 La multiplication d’une matrice f -circulante, de taille n × n par un vecteur
coûte O(n log n) flops.
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2.5 Multiplication et inversion rapides des matrices de Toeplitz
2.5.1 Multiplication rapide
Dans cette partie, nous révélons la corrélation entre les calculs avec des polynômes et des
matrices structurées plus précisément les matrices de Toeplitz. Un algorithme ultra-rapide pour
la multiplication entre une matrice de Toeplitz et un vecteur colonne va être présenté.
Proposition 2.5.1 Soit T une matrice de Toeplitz de taille n × n et v un vecteur colonne de
longueur n. Alors, le produit d’un matice-vecteur Tv est en O(n log(n)) flops.
Preuve. La multiplication d’une matrice de Toeplitz T par un vecteur v peut s’écrire sous la
forme d’un produit de deux polynômes T (x) =
n−1∑
i=−n+1
tix
i+n−1 et v(x) =
n−1∑
i=0
vix
i :Ñ
n−1∑
i=−n+1
tix
i+n−1
é(
n−1∑
i=0
vix
i
)
=
3n−3∑
i=0
pix
i. (2.18)
Ainsi L’équation (2.18) est équivalente à l’écriture matricielle suivante :
t−n+1 0
...
. . .
t0
. . .
...
. . . t−n+1
tn−1
. . .
...
. . . t0
. . .
...
0 tn−1


v0
v1
...
...
vn−2
vn−1

=

p0
...
...
pn
...
...
p3n−2
p3n−3.

(2.19)
Donc, pour calculer le vecteur Tv, il suffit de récupérer le vecteur (pn−1, . . . , p2n−2)T de taille
n. D’après la multiplication rapide de deux polynômes via FFT, la complexité du produit Tv est
en O(M(n)) = O(n log n) ops. Pour plus de détails, voir [1, 19]. 
Remarque 2.5.1 Une conséquence de cette proposition est que la multiplication d’une matrice
de Hankel par un vecteur se fait en O(n log(n)) flops.
2.5.2 Les méthodes rapides et ultra-rapides pour la résolution d’un système de
Toeplitz
Le développement pour résoudre un système de Toeplitz remonte aux travaux de Levin-
son [85] pour les problèmes de Weiner de filtrage et les travaux ultérieurs par Durin [34] pour
la résolution de l’équation de Yule-Walker de la théorie de prédiction, suivi par le travail de
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Trench [80] pour la construction de l’inverse de matrice de Toeplitz de la solution d’un en-
semble d’équation de Yule-Walker. Il y a plusieurs algorithmes rapides en O(n2), et ultra-rapide
en O(n log2 n) direct et/ou des méthodes itératives pour la résolution d’un système d’équations
de Toeplitz [63].
Dans cette section, nous détaillons deux types d’algorithmes directs de résolution d’un système
de Toeplitz : l’algorithme de type Levinson et de type Schur.
Algorithme de Levinson
L’algorithme de Levinson est un algorithme qui nécessite O(n2), dont le principe est la
décomposition LU de la matrice de Toeplitz. Soit le système Tnx = b, avec b = (b1, . . . , bn)T ,
x = (x1, . . . , xn)
T avec Tn une matrice de Toeplitz définie dans la Table 2.1. Et à chaque étape
on cherche xk+1 à partir de xk où xk est une solution du système Tkxk, Bk = (b1, . . . , bk)T , est
Tk est la sous-matrice principale de Tn de taille k × k.
Tk+1 =
Ñ
Tk Vˆk
Wˆk t0
é
=
Ñ
Ik 0
Wˆ Tk T
−1
k 1
éÑ
Tk Vˆk
0 sk
é
, (2.20)
où Vk = (t−1, . . . , t−k), Wk = (t1, . . . , tk)T , Vˆk = JV Tk , Wˆk = W
T
k J , Yk = V
T
k T
−1
k et
Zk = T
−1
k Wk avec J la matrice définie par (2.3). De plus sk = t0 −W Tk JT−1k JVk = t0 −
W Tk T
−T
k Vk = t0 −W Tk (V Tk T−1k )T = t0 − (YkWk)T . Soit Xk+1 comme suit
Xk+1 =
Ñ
νk
xk+1
é
. (2.21)
Multiplions (2.20) à gauche par l’inverse du facteur triangulaire et en appliquant l’équation
Tk+1XK+1 = Bk+1 Ñ
Ik 0
Wˆ Tk T
−1
k 1
éÑ
νk
xk+1
é
=
Ñ
Tk Vˆk
0 sk
é
(2.22)
ce qui est équivalent au système skxk+1 = −Wˆ Tk Xk + bk+1Tkνk + Vˆkxk+1 = Bk+1 (2.23)
La résolution du système nous donne la solution Xk+1 en fonction de Xk
Xk+1 =
Ñ
Xk − xk+1Yˆk
xk+1
é
, (2.24)
où
xk+1 =
−Wˆ Tk Xk + bk+1
sk
etX1 = x1 =
b1
t0
.
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Il reste à calculer Yk, Zk, et sk.
Soit
Y Tk+1 =
Ñ
µk
yk+1
é
= V TT−1k+1, (2.25)
En multipliant (2.20) à gauche par (µTk , yk+1), ce qui donne
Y Tk+1 =
Ñ
Y Tk µ− yk+1ZˆTk
yk+1
é
(2.26)
où
yk+1 =
−Y Tk Vˆk − t−k−1
sk
et Y1 = y1 =
t−1
t0
.
Un calcul similaire nous donne zk+1 =
−Wˆ Tk Zk + tk+1
sk
, et Z1 =
t1
t0
. De plus, et on peut
calculer sk+1 récursivement à partir de sk :
sk+1 = (1 + zk+1yk+1)sk.
Algorithme de Schur
Soit Tx = b un système de Toeplitz, où T est une matrice de Toeplitz symétrique définie
positive. En utilisant l’équation de déplacement d’une matrice de Toeplitz T
T − ZTZT = RΣRT
où
RT =
1√
t0
Ñ
t0 t1 . . . tn−1
0 t1 . . . tn−1
é
,
Σ =
Ñ
1 0
0 −1
é
.
Pour toute matrice H vérifie l’équation HΣHT = Σ, nous avons
RΣRT = (RH)Σ(RH)T .
Des matrices H qui satisfaisant l’équation HΣHT = Σ, sont notées Σ-unitaire. Toute matrice
Σ-unitaire a la forme
H =
1»
1 + |ρ|2
 a 0
0 b
 1 ρ¯
ρ 1
 ,
où |a| = |b| = 1, c-à-d les matrices Σ-unitaires sont le produit d’une matrice de rotation hyper-
bolique par une matrice diagonale unitaire.
Cet algorithme nécessite O(n2) flops pour la décomposition de T , et le temps de l’algorithme
de Schur ultra-rapides, est de complexités en O(n log2 n) et O(n log3 n) développés, dans [78]
et [3].
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Remarque 2.5.2 (Instabilité)
La propriété de stabilité de méthodes directes pour les systèmes de Toeplitz symétriques définies
positives a été discutée par Sweet (1984), Buch (1985), Cybenko (1987), Sweet (1993) and Bo-
janczyk et al. (1995).
Ces deux derniers algorithmes sont numériquement instables puisqu’ils ne fonctionnent que
lorsque les sous-matrices principales de la matrice T sont non singulières. Pas mal de réfé-
rences dans les quelles mentionnent des solutions pour résoudre ce problème dont l’idée se base
sur la vérification du conditionnement dans chaque étape et de dépasser les étapes instables,
voir [6, 29].
2.6 Matrices de Toeplitz bandes
Une matrice de Toeplitz bande s’écrit sous la forme suivante :
Tn =

t0 t−1 · · · t−mr
t1 t0 t−1
. . .
...
. . . . . . . . . . . .
tmc t1 t0 t−1 t−mr
. . . . . . . . . . . .
...
. . . . . . . . . t−1
tmc · · · t1 t0

(2.27)
2.6.1 Conditionnement de matrices de Toeplitz bandes
Plusieurs articles ont été consacrés à des matrices de Toeplitz bandes, en particulier à des
algorithmes pour leur inversion [2, 81]. Le problème de leur conditionnement a été traité au
préalable, par exemple, dans [52,84], alors que les résultats importants concernant la distribution
asymptotique des valeurs propres de matrices Toeplitz bandes peuvent être trouvés dans [4, 7].
Nous allons étudier dans quelles conditions la famille de la matrice {Tn} est "bien conditionnée"
selon la définition suivante :
Définition 2.6.1 Une matrice Tn est dite bien conditionnée si le nombre de condition K(Tn)
est uniformément borné par rapport à n. Elle est dite faiblement bien conditionnée si K(Tn) se
développe comme une petite puissance de n.
Remarque 1 En observant
K(Tn) =‖ Tn ‖‖ T−1n ‖
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‖ Tn ‖ est toujours uniformément bornée par rapport à n, alors la famille {Tn} sera bien
conditionnée (faiblement bien conditionnée) si et seulement si les éléments dans la séquence
{‖ T−1n ‖} sont bien conditionnée (faiblement bien conditionnée).
2.6.2 Notations
Notons p(z) le polynôme de degré mr +mc correspondant à Tn définie par (2.27) :
p(z) =
mc∑
i=−mr
aiz
mr+i. (2.28)
Soient z1, . . . , zmr+mc les racines p(z), où
0 < z1 ≤ . . . ≤ zmr ≤ . . . ≤ zmr+mc <∞
On dit que le polynôme (2.28) est de type (s, u, l) s’il a :
• s zéros avec module plus petit que 1,
• u zéros avec module unitaire,
• l zéros avec module supérieur à 1.
Cette notation a déjà été utilisé dans [4]. Dans cette section, nous allons présenter les résultats
concernant le conditionnement de matrice de Toeplitz triangulaire bande, obtenus en utilisant
des arguments classiques sur les équations différentielles linéaires.
Soit Ln une matrice de Toeplitz triangulaire bande :
a0
...
. . .
amc
. . .
. . . . . .
amc a0

(2.29)
Dans ce cas, le polynôme (2.28) associé est donnée par
pl(z) =
mc∑
i=0
aiz
i. (2.30)
Théorème 2.6.1 La famille de matrice {Ln} définie dans (2.29) est :
• bien conditionnée si et seulement si le polynôme (2.30) est de type (0, 0,mc),
• faiblement bien conditionnée si et seulement si le polynôme (2.30) est de type (0,m1,m2),
avec m1 +m2 = mc.
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Preuve. Voir [4]. 
Théorème 2.6.2 Soient {Tn} une famille de matrices de Toeplitz bande inversible définie dans
(2.27) et p(z) le polynôme associé à la matrice (2.27). Alors, la famille de matrices {Tn} est :
• Bien conditionnée si p(z) est de type (mr, 0,mc).
• Faiblement bien conditionnée si p(z) est de type (m1,m2,mr), (mc, k1, k2), où m1 +
m2 = mr et k1 + k2 = mc. Dans ce cas, K(Tn) croit au plus comme O(nµ) où µ est la
plus élevée parmi la multiplicité des zéros de modules unitaires.
Preuve. Voir [4]. 
Exemple 2.6.3 Soit
T (1)n =

1 1
−74
. . . . . .
1
2
. . . . . . . . .
. . . . . . . . . 1
1
2 −74 1

, (2.31)
et
p1(z) = (z − 2)2(2z + 1).
D’où le polynôme p1(z) associé à (2.31) est de type (1, 0, 2). D’après le Théorème 2.6.2, nous
pouvons conclure que {K∞(T (1)n )} est uniformément bornée par rapport à n, ceci est illustré
dans la Figure 2.31.
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FIGURE 2.1 – Conditionnement de la matrice (2.31)
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Exemple 2.6.4 On considère la matrice
T (2)n =

2 1
−2 . . . . . .
−4 . . . . . . . . .
1
. . . . . . . . . . . .
2
. . . . . . . . . . . .
. . . . . . . . . . . . . . . 1
2 1 −4 −2 2

, (2.32)
et
p2(z) = (z + 1)
2(z − 1)2(2z + 1).
Alors p2(z) est de type (1, 4, 0), nous pouvons conclure que {K∞(T (2)n )}, croit plus que O(n2).
Ceci est illustré dans la Figure 2.32
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FIGURE 2.2 – Conditionnement de la matrice (2.32)
CHAPITRE 3
MÉTHODES NUMÉRIQUES SUR LES
MATRICES TRIANGULAIRES DE
TOEPLITZ
3.1 Introduction
Dans ce chapitre, nous allons traiter le problème de calcul de l’inverse d’une matrice trian-
gulaire inférieure de Toeplitz
Tn =

t0
t1 t0
...
. . . . . .
tn−1 · · · t1 t0
 ,
avec tj ∈ K pour j = 0, 1, ..., n− 1 et t0 6= 0.
Pour inverser rapidement une matrice triangulaire de Toeplitz, Morf a indiqué dans [61] que
la stratégie de Diviser-pour-régner donne un algorithme en O(n log n) opérations (du même
ordre que la convolution en utilisant la transformée de Fourier rapide (FFT)). Commmenges et
Monsion [33] ont proposé un algorithme nécessitant O(n log n) opérations, plus précisément,
environ 10 transformées de Fourier rapide (FFT) de n vecteurs (FFT(n)). Après plusieurs années
d’investigation intensive, l’approche approximative en utilisant la transformée de Fourier rapide
pour inverser une matrice triangulaire de Toeplitz a été étudiée par Bini [10] et Georgiev [39].
Considérant ce problème via une approche polynomiale [19, 20, 66, 70, 70, 75], de nombreuses
techniques disponibles pour la division polynomiale peuvent être utilisées, tels que Knuth [56]
et Bini & Pan [20]. Récemment, Lin, Ching & Ng [55] ont introduit une méthode d’inversion
approchée pour les matrices triangulaires de Toeplitz en se basant sur le polynôme d’interpo-
lation trigonométrique. De plus, ils ont proposé un algorithme révisé de la méthode de Bini.
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Dans ce chapitre, nous proposons une nouvelle méthode pour inverser rapidement les matrices
triangulaires de Toeplitz.
La nouvelle approche est d’une complexité environ 2FFT(2n), qu’est inspirée de la méthode
d’interpolation de Lin, Ching & Ng. Cet algorithme nécessitant uniquement deux FFT(2n) est
manifestement efficace par rapport à ces prédécesseurs. Une étude d’erreur théorique a été pro-
posée. Ce travail a donné lieu à une publication intitulée "A note on computing the inverse of a
triangular Toeplitz matrix" dans la revue "Applied Mathematics and Computation" [8].
Plusieurs exemples numériques sont proposés pour illustrer l’efficacité et la stabilité des
algorithmes proposés.
Dans ce qui suit, nous introduisons quelques propriétés d’une matrice triangulaire inférieure
de Toeplitz.
Définition 3.1.1 Une matrice carrée de taille n× n est dite une matrice triangulaire inférieure
de Toeplitz si elle est une matrice f -circulante avec f = 0, c’est à dire Tn = Z0(t). Ainsi, Tn a
la forme suivante :
Tn =

t0
t1
. . .
...
. . . . . .
tn−1 · · · t1 t0

avec tj ∈ K, j = 0, 1, . . . , n− 1 et t0 6= 0.
Proposition 3.1.1 Chaque matrice triangulaire inférieure est représentée comme une combi-
naison linéaire des puissances de matrice shift vers le bas :
Tn = t0I + t1Zn + · · ·+ tn−1Zn−1n . (3.1)
Proposition 3.1.2 L’inverse d’une matrice triangulaire inférieure de Toeplitz Tn = Z0(t) est
une matrice triangulaire inférieure de Toeplitz T−1n = Z0(b) avec b0 = 1/t0.
Proposition 3.1.3 Pour toute matrice triangulaire inférieure de Toeplitz Tn, nous définissons le
polynôme :
pn(z) =
n−1∑
k=0
tiz
k = t0 + t1z + ...+ tn−1zn−1 (3.2)
comme polynôme associé à Tn. Le développement en série de Maclaurin de p−1n (z) est donné
par
p−1n (z) =
∞∑
k=0
bkz
k, (3.3)
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Alors,
T−1n =

b0
b1 b0
...
. . . . . .
bn−1 · · · b1 b0
 . (3.4)
Afin d’obtenir T−1n , nous avons besoin seulement de calculer les coefficients bj pour j =
1, 2, . . . , n− 1.
Proposition 3.1.4 Remplaçant z par ρz dans (3.2) et (3.3), nous obtenons
pn,ρ (z) = pn (ρz) =
n−1∑
k=0
Ä
tkρ
k
ä
zk et p−1n,ρ (z) = p
−1
n (ρz) =
∞∑
k=0
Ä
bkρ
k
ä
zk.
De manière équivalente, nous avons
t0
ρt1 t0
...
. . . . . .
ρn−1tn−1 · · · ρt1 t0

−1
=

b0
ρb1 b0
...
. . . . . .
ρn−1bn−1 · · · ρb1 b0
 .
Nous pouvons choisir ρ ∈ ]0, 1[ tel que
∞∑
k=0
∣∣∣bkρk∣∣∣ <∞. (3.5)
Proposition 3.1.5 L’inverse de la sous-matrice principale dominante Tn (1 : p, 1 : p) est égale
à la sous matrice principale dominante T−1n (1 : p, 1 : p) pour 1 ≤ p ≤ n.
3.2 Inversion exacte
3.2.1 Inversion via substitution
Nous rappelons, dans cette partie, un algorithme d’inversion de la matrice triangulaire de
Toeplitz basé sur la substitution, requiert environ n(n + 1) opérations arithmétiques [40]. L’al-
gorithme de cette méthode est décrit comme suit :
3.2.2 Inversion via la division polynomiale
Une autre méthode d’inversion exacte d’une matrice triangulaire de Toeplitz s’effectue grâce
à un anneau de développements limités [69], ce qui revient à une inversion de 1 par un autre
polynôme dans K[x] selon les puissances croissantes et sans tenir compte des puissances trop
grandes. Une telle inversion dans l’anneau des développements limités est nettement plus rapide
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Algorithm 3.1 Inversion via substitution
Entrée : t = (t0, t1, . . . , tn−1) la première colonne de Tn
Sortie : b = (b0, b1, . . . , bn−1) la première colonne de T−1n
1. n =taille(t) et b = zeros(n, 1)
2. b(1) = 1t(1)
3. Pour k = 2 : n alors
b(k : n) = b(k : n) + b(k − 1)t(2 : n− k + 2)
b(k) = −b(k)/t(1)
4. Renvoyer b
qu’une inversion générale de matrice. Et comme pour toute matrice triangulaire inférieure de
Toeplitz, on peut définir le polynôme (3.2) alors l’inverse de cette matrice est donnée par ce
lemme :
Lemme 3.2.1 Si T = uT (α0, . . . , αn−1) avec α0 6= 0, T−1 = uT (µ0, . . . , µn−1). En posant
S(x) = α0 + α1x+ · · ·+ αn−1xn−1 =
n−1∑
k=0
αkx
k,
Q(x) = µ0 + µ1x+ · · ·+ µn−1xn−1 =
n−1∑
k=0
µkx
k.
Alors, S(x)Q(x) = 1 mod xn.
Ainsi, l’algorithme de cette méthode est décrit par l’Algorithme 3.2.
Pour conclure cette section, nous allons comparer l’Algorithme 3.1 basé sur la substitution
et l’Algorithme 3.2 basé sur la division polynomiale par un exemple numérique.
Soit T une matrice inférieure de Toeplitz définie par les coefficients tj = 11+j , j = 0, 1, . . . , n−
1. La Figure 3.1 représente le temps de calcul de l’Algorithme 3.1 et l’Algorithme 3.2.
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Algorithm 3.2 Inversion via la division polynomiale
Entrée : t = (α0, α1, . . . , αn−1) la première colonne de Tn et aussi les coefficients du poly-
nôme S(x).
Sortie : S(x)Q(x) = 1 mod xn.
1. µ0 = 1α0
2. r = dlog ne
3. Pour i = 0, . . . , r − 1 alors
µi+1 = µi(2− S(x)µi) mod x2i
avec µi = Q(x) mod x2
i
4. Renvoyer Q(x).
FIGURE 3.1 – Temps de calcul des algorithmes 3.1 et 3.2
On remarque bien d’après la Figure 3.1 que l’inverse d’une matrice triangulaire de Toeplitz
via la méthode de l’inversion polynomiale est beaucoup plus avantageuse de point de vue temps
de calcul. Malgré l’amélioration importante du coût de calcul de l’inverse exacte d’une matrice
triangulaire inférieure de Toeplitz, les méthodes approchées restent souvent moins chères. Nous
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allons proposer dans ce qui suit des algorithmes d’inversions approchées plus rapide.
3.3 Inversion approchée
3.3.1 Inversion via interpolation
Nous allons présenter l’algorithme de Fu-Rong Lin, Wai-Ki Ching et M. K. Ng [55] qui
permet de calculer l’inverse d’une matrice triangulaire de Toeplitz basé sur l’interpolation po-
lynomiale trigonométrique. Cette méthode génère l’inverse d’une matrice triangulaire à haute
précision et à faible coût (nécessite deux FFT et une transformation de cosinus (DCT) de 2n-
vecteurs).
En remplaçant z par e−ix, avec i2 = −1 et x ∈ R, on désigne aussi par pn(e−ix) un
polynôme trigonométrique. Par conséquent, pour récupérer les bj , nous pensons directement à
calculer les coefficients de Fourier de 1/pn(e−ix) :
bk =
1
2pi
∫ 2pi
0
1
pn(e−ix)
eikxdx pour k = 0, 1 . . . , n− 1. (3.6)
Malheureusement, il est difficile de calculer bj efficacement en utilisant la formule (3.6) car
le calcul explicite de p−1n est généralement inconnu. Donc, nous considérons d’interpoler p−1n
(3.3) via l’interpolation trigonométrique.
Notons qu’il est difficile de calculer algébriquement bj via l’interpolation polynomiale car
les matrices de Vandemonde d’ordre élevé sont très mal-conditionnées. On pose
pρ(θ) = pn,ρ(e
−iθ) =
n−1∑
k=0
(tkρ
k)e−ikθ = p(r)ρ (θ) + ip
(i)
ρ (θ) (3.7)
avec p(r)ρ (θ) et p
(i)
ρ (θ) sont la partie réelle et la partie imaginaire de pρ(θ), respectivement. Plus
précisément, en utilisant (3.3), nous avons
hρ(θ) ≡ p−1ρ (θ) =
∞∑
k=0
(bkρ
k)e−ikθ.
En particulier, la partie réelle de hρ est donnée par
h(r)ρ (θ) =
p
(r)
ρ (θ)
(p
(r)
ρ (θ))2 + (p
(i)
ρ (θ))2
(3.8)
Nous avons h(r)ρ (θ) une fonction paire et 2pi-périodique. Pour des valeurs approchées b̂j de bj ,
j = 0, 1, . . . , n − 1, nous interpolons h(r)ρ par une fonction de l’ensemble ∏n−1, où ∏m est
l’ensemble de tous les polynômes trigonométriques paires de degré ≤ m. Nous utilisons les
points équidistants suivants :
θk =
2k + 1
n
pi, k = 0, 2, . . . , n− 1
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comme des nœuds d’interpolation. En fait, l’avantage d’utiliser ces points d’interpolation est,
d’une part : h(r)ρ (θ) peut être calculé efficacement via une transformation rapide de cosinus
(DCT) et, d’autre part : le polynôme d’interpolation trigonométrique peut approximer efficace-
ment la fonction de départ.
Soit
τn−1(θ) =
n−1∑
k=0
fk cos(kθ)
le polynôme d’interpolation de h(r)ρ (θ). En utilisant les conditions suivantes d’interpolation :
τn−1(θk) = h(r)ρ (θk), k = 0, . . . , n− 1,
nous avons
C(f0, f1, . . . , fn−1)T = (h(r)ρ (θ0), h(r)ρ (θ1), . . . , h(r)ρ (θn−1))T (3.9)
avec C = (cjk)j,k=1,2,...,n tel que cjk = cos( (k−1)(2j−1)pi2n ), j, k = 1, 2, . . . , n.
Notons que C = (Φc)Dn, avec Φc est la matrice de transformation de Fourier discrète de
cosinus et
Dn = diag(
√
n,
…
n
2
In−1) =

√
n »
n
2
. . . »
n
2
 .
Nous remarquons que si les valeurs h(r)ρ (θk), k = 0, 1, . . . , n−1 sont données, alors fk peut
être obtenu en utilisant une DCT de n-vecteurs (DCT(n)). Finalement, b̂k peut être obtenu en
O(n) divisions via
b̂k = fkρ
−k.
Regardons maintenant l’efficacité du polynôme d’interpolation τn−1. On a
‖τn−1 − h(r)ρ ‖∞ ≤ (2 +
2
pi
log(n))En−1(h(r)ρ ),
avec Em(h
(r)
ρ ) = min
τ∈∏
m
‖τ − h(r)ρ ‖ est l’erreur de la meilleure approximation dans
∏
m (voir,
[23], [73]).
Théorème 3.3.1 Soit f de classe Cp alors Em−1(f) ≤ pi2 ( 1m)p‖f (p)‖∞.
Preuve. La preuve est basée sur le théorème de Jackson (voir [31]). 
Ainsi, nous proposons le théorème suivant pour déterminer l’efficacité de b̂k, k = 0, 1, . . . , n−1.
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Théorème 3.3.2 Soient
∞∑
j=0
(bjε
j)zj le développement en série de Maclaurin de p−1n (ρz) et ρ ∈
]0, 1[ tel que
∞∑
j=0
|bjρj | <∞. Soit
τn−1(θ) =
n−1∑
j=0
fj cos(jθ)
le polynôme d’interpolation de h(r)ρ (θ) avec les points d’interpolations sont θk = 2k+12n pi, k =
0, 1, . . . , n− 1 et b̂j = fjρ−j , j = 0, 1, . . . , n− 1. Alors,
b̂0 = b0 + ρ
2n
∞∑
m=1
(−1)m(ρ2(m−1)nb2mn) (3.10)
b̂k = bk + ρ
2n
∞∑
m=1
(−1)m(ρ2(m−1)nb2mn+k + ρ2((m−1)n−k))b2mn−k). (3.11)
D’après (3.11), nous remarquons lorsque ρ est petit, b̂k est proche de bk, k = 0, 1, . . . , n − 1.
En effet, mettant dans (3.11) ρ2n en facteur (on peut choisir ρ tel que ρ2n est très proche de 0),
nous obtenons
b̂0 ≈ b0
b̂j ≈ bj − ρ2(n−1)b2n−1 = bj − ρ2(n−1)bn+(n−j), j = 1, 2, . . . , n− 1
Numériquement, nous ne pouvons pas imposer ρ très petit car fk/ρk ne peut pas être calculé
pour k très large. Si ρ est très proche de 1, b̂k peut être une bonne approximation de bk pour k
petit car ρ2(n−k) est très proche de zéro. De plus, b̂k n’est pas une bonne approximation de bk
pour k proche de n (par exemple, b̂n−1 − bn−1 ≈ −ρ2bn+1).
Pour confirmer les résultats du Théorème 3.3.2, la Figure 3.2 représente les erreurs de calcul
de l’inverse d’une matrice triangulaire inférieure de Toeplitz définie par :
tk =
1
(k + 1)2
, k = 0, 1, . . . , 511, ρ = 1 et ρ = 2−18/512.
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FIGURE 3.2 – ρ = 1 (figure gauche), ρ = 2(−18/n) (figure droite).
Figure 3.2 représente la fonction log10(b̂−b) avec b̂ la première colonne de l’inversion d’une
matrice triangulaire de Toeplitz, tk = 1/(k + 1)2, k = 0, 1 . . . , 511, ρ = 1 et ρ = 2(−18/m),
respectivement. b représente la première colonne de l’inverse de la matrice Tn obtenue par la
méthode de substitution (Algorithme 3.1) et b̂ est la première colonne de l’inverse approchée de
la matrice Tn obtenue par la méthode d’interpolation avec la première colonne de Tn sont de
coefficients tk = 1/(k + 1)2, k = 0, 1 . . . , 511, ρ = 1 (figure gauche), ρ = 2(−18/n) (figure
droite).
Nous observons qu’avec un bon choix de ρ, la solution approchée est efficace, spécifique-
ment, pour k loin de n. Ce qui vérifie que les résultats numériques coïncident bien avec les
résultats théoriques.
Pour améliorer l’efficacité des résultats numériques, nous pouvons interpoler h(r)ρ (θ) par un
polynôme trigonométrique de degré n+ n0, n0 > 0. Dans la suite, nous remplaçons n0 par n.
Ainsi, l’algorithme de cette méthode est le suivant :
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Algorithm 3.3 Inversion via interpolation
Entrer : [tj ]n−1j=0 la première colonne de la matrice Tn, ρ ∈ ]0, 1[.
Sortie : la première colonne de la matrice T−1n ,
Étape 1 : choisir ρ et calculer t˜k = ρktk pour k = 0, 1, . . . , n− 1
Étape 2 : calculer Pρ(θj) =
∑n−1
k=0(t˜k)e
−ikθj , pour θj = (2j − 1)pi/4n pour j = 1, . . . , 2n.
Étape 3 : calculer hj = h
(r)
ρ (θj) =
p
(r)
ρj
(θ)
(p
(r)
ρ (θj))2+(p
(i)
ρ (θj))2
pour j = 1, . . . , 2n
Étape 4 : résoudre C(f0, f1, . . . , fn−1)T = (hρ(θ0), hρ(θ1), . . . , hρ(θn−1))T , avec C =
(cjk)j,k=1,2,...,n tel que cjk = cos(
(k−1)(2j−1)pi
4n ), j, k = 1, 2, . . . , 2n.
Étape 5 : calculer b̂ = [fk/ρk]n−1k=0
Pour conclure, nous discutons la complexité de l’algorithme 3.3. En effet, on a
Pρ(θ2j)
n−1∑
k=0
(t˜k)e
−ikθ2j =
n∑
k=1
(t˜ke
−3pii(k−1)/4n)e−2pii(k−1)(l−1)/2n.
Alors, les valeurs de Pρ(θ2j) pour j = 1, . . . , n sont calculées via une FFT(2n). De même,
Pρ(θ2j−1) pour j = 1, . . . , n sont calculées via une FFT(2n). La complexité de l’Étape 4 et
l’Étape 5 de l’algorithme 3.3 est DCT(2n). D’où, le coût de l’algorithme 3.3 nécessite environ
deux FFT(2n) et une DCT(2n).
Les essais numériques montrent que ρ = 2(−18/n) est le meilleur choix.
3.3.2 Inversion via Bini
Pour calculer rapidement et efficacement l’inverse de la matrice triangulaire supérieur de
Toeplitz, Bini [10] a proposé une méthode approchée.
Rappelons que
Tn =
n−1∑
i=0
tjZ
j
n.
où Zn est la matrice shift vers le bas. L’idée de Bini est d’approximer Zn par Z
(ε)
n = [z
(ε)
jk ]
n
j,k=1,
où z(ε)jk = zjk quand (j, k) 6= (1, n) et z(ε)1n = εn (ε est un petit nombre positif) et pour calculer
efficacement l’inverse de
T (ε)n =
n−1∑
j=0
tj(Z
(ε)
n )
j
en utilisant la transformation de Fourier rapide.
Comme T (ε)n est une matrice ε-circulante , alors l’inverse de T
(ε)
n peut être calculée rapidement
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en utilisant la diagonalisation de Fourier voir Théorème 2.4.1.
(T (ε)n )
−1 = (D(ε)n )
−1F ∗nD
−1
n FnD
(ε)
n , (3.12)
où D(ε)n = diag(1, ε, ..., n−1), Dn = diag (d) avec d =
√
nFnD
(ε)
n [tj ]
n−1
j=0 et Fn est la matrice
de Fourier de taille n× n. Ainsi, l’algorithme de Bini est donné comme suit :
Algorithm 3.4 Inversion de Bini
Entrer : [tj ]n−1j=0 première colonne de la matrice Tn, ε ∈ ]0, 1[
Sortie : la première colonne de la matrice approchée T−1n
Étape 1 : calculer t˜k = εktk pour k = 0, 1, . . . , n− 1
Étape 2 : calculer d = (
√
nF )[t˜j ]
n−1
j=0
Étape 3 : calculer [cj ]n−1j=0 = [1/dj ]
n−1
j=0
Étape 4 : calculer f = (F ∗/
√
n)c
Étape 5 : [bεj ]
n−1
j=0 = [fj/ε
i]n−1j=0
Théorème 3.3.3 Soient
∞∑
j=0
(bjε
j)zj le développement en série de Maclaurin de p−1n (εz) et ε ∈
]0, 1[ tel que
∞∑
j=0
|bjεj | < ∞. Soit b(ε) la première colonne de l’inverse approchée de la matrice
de Toeplitz obtenue via l’Algorithme 3.4. Alors b(ε)j − bj = O(εn), j = 0, 1, . . . , n− 1. C’est à
dire,
b
(ε)
j = bj + ε
n
∞∑
k=1
ε(k−1)nbj+kn, j = 0, 1, . . . , n− 1 (3.13)
Théoriquement, lorsque ε est très petit, l’inverse approchée est plus précise. D’autre part, si
ε est proche de zéro,D(ε)n sera très mal-conditionnée pour n grand. Par conséquent, nous devons
choisir un ε approprié.
Nous illustrons l’effet des erreurs d’arrondis par un simple exemple. Soit Tn la matrice
triangulaire inférieure de Toeplitz définie par sa première colonne :
t0 = 1, t1 = −1, tj = 0 pour j = 2, . . . , n− 1.
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FIGURE 3.3 – La figure à gauche correspond à ε = (0.5 × 10−8)1/n et la figure à droite pour ε =
(1.0× 10−10) 1n .
Ainsi, la première colonne de (Tn)−1 est donnée par bj = 1 pour j = 1, . . . , n − 1 et la
première colonne de (T (ε)n )−1 est donnée par b
(ε)
j =
1
1−εn pour j = 0, 1, . . . , n− 1.
C’est-à-dire, b(ε)j − bj = ε
n
1−εn ≈ εn pour tout j.
Remarque 3.3.1 D’après la Figure 3.3, nous remarquons que b˜(ε) est moins précis pour j
proche de n.
3.3.3 Inversion via Bini révisée
En se basant sur les discussions ci-dessus, Lin, Ching et Ng [55] ont révisé l’algorithme de
Bini pour obtenir une inversion approchée plus précise en plongeant la matrice triangulaire de
Toeplitz d’ordre n dans une autre matrice triangulaire de Toeplitz d’ordre 2n. Ce qui donne un
résultat plus précis par rapport aux inversions approchées et encore plus rapide par rapport aux
inversions exactes. L’algorithme peut être énoncé comme suit :
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Algorithm 3.5 Inversion de Bini révisée
Entrer : [tj ]n−1j=0 la première colonne de la matrice Tn, ε ∈ ]0, 1[
Sortie : la première colonne de la matrice approchée T−1n
Étape 1 : calculer t˜k = εktk pour k = 0, 1, . . . , n− 1
Étape 2 : Poser t˜j = 0 pour j = n, n+ 1, . . . , 2n− 1
Étape 3 : calculer d =
√
2nF2n)[t˜j ]
2n−1
j=0
Étape 4 : calculer [cj ]2n−1j=0 = [1/dj ]
2n−1
j=0
Étape 5 : calculer f = (F ∗2n/
√
2n)c
Étape 6 : [bεj ]
n−1
j=0 = [fj/ε
i]n−1j=0
Il est évident que la complexité de l’Algorithme de Bini révisé soit deux FFT(2n). Les
essais numériques montrent que ε = (0.5×10(−8)) 1n et ε = 10− 5n sont les meilleurs choix pour
l’algorithme de Bini et l’algorithme de Bini révisé, respectivement.
3.3.4 Inversion via l’interpolation modifiée
En se basant sur la méthode d’interpolation précédente et plus précisément sur l’équation
(3.7), nous pouvons conclure notre deuxième contribution. Ainsi, nous avons
hρ(θ) ≡ p−1ρ (θ) =
∞∑
k=0
(bkρ
k)e−ikθ.
De plus,
hρ(θ) =
p
(r)
ρ (θ)− ip(i)ρ (θ)
(p
(r)
ρ (θ))2 + (p
(i)
ρ (θ))2
= h(r)ρ (θ) + ih
(i)
ρ (θ). (3.14)
Visiblement, h(r)ρ (θ) et h
(i)
ρ (θ) sont des fonctions 2pi-périodique paire et impaire, respective-
ment. Pour obtenir des valeurs approchées b̂j de bj pour j = 0, 1, . . . , n − 1, nous interpolons
hρ par une fonction de l’ensemble
∏
n−1, où
∏
m est l’ensemble de tous les polynômes trigono-
métriques paire de degré ≤ m. Nous utilisons les points équidistants suivants :
θk =
2k
n
pi, k = 1, 2, . . . , n− 1
comme des nœuds d’interpolation. Pour récupérer efficacement b̂k, on utilise la FFT et on ap-
proxime la fonction initiale via une interpolation trigonométrique polynômiale.
Soit
τn−1 =
n−1∑
k=0
fke
−ikθ
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le polynôme d’interpolation de hρ(θ). En utilisant les conditions d’interpolation
τn−1(θk) = hρ(θk), k = 1, . . . , n,
nous pouvons écrire
F(f0, f1, . . . , fn−1)t = (hρ(θ1), hρ(θ2), . . . , hρ(θn))t (3.15)
où
[F ]j,k = [e−2ikj/n]n−1j,k=0.
Notons par F la matrice de FFT et nous remarquons que si les valeurs de hρ(θ), k = 1, 2, . . . , n
sont connues, alors fk peut être obtenue en utilisant une FFT de n-vecteurs. Enfin, b̂k peut être
aussi obtenue en O(n) divisions en passant par
b̂k = fkρ
−k.
Ainsi, l’algorithme de cette méthode est le suivant :
Algorithm 3.6 Inversion via une interpolation modifiée
Entrer : [tj ]n−1j=0 la première colonne de la matrice Tn, ρ ∈ ]0, 1[
Sortie : la première colonne de la matrice T−1n
Étape 1 : choisir ρ ∈ ]0, 1[ et calculer t˜j = ρjtj , pour j = 0, 1, . . . , n− 1.
Étape 2 : calculer pρ(θk) =
n−1∑
l=0
t˜le
−ilθk où θk = 2kpi/2n pour k = 1, ..., 2n.
Étape 3 : calculer hk =
p
(r)
ρ (θk)−ip(i)ρ (θk)
(p
(r)
ρ (θk))2+(p
(i)
ρ (θk))2
, pour k = 1, ..., 2n.
Étape 4 : calculer F(f0, f1, . . . , f2n−1)t = (h1, h2, . . . , h2n)t, où [F ]j,k = e−i
2jkpi
2n , j, k =
1, 2, . . . , 2n− 1.
Étape 5 : calculer [b̂k]n−1k=0 = [fkρ
−k]n−1k=0 .
Complexité de l’Algorithm 3.6 Dans l’Étape 1, pρ(θk) pour k = 1, ..., 2n sont calculées via
une FFT(2n) en passant par la matrice de Fourier [F ]j,k = e−i
2jkpi
2n , j, k = 1, 2, . . . , 2n.
De plus, nous avons besoin d’une FFT(2n) pour calculer v̂k, k = 0, ..., n−1 dans l’Étape
3.
Faisons maintenant un coup d’œil à la précision théorique de [b̂k]n−1k=0 calculée par l’algorithme
3.6.
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Théorème 3.3.4 Soit
∞∑
j=0
(bjε
j)zj est le développement en série de Maclaurin de p−1n (ρz) et
ρ ∈]0, 1[ tel que
∞∑
j=0
|bjρj | <∞. Soit
τn−1(θ) =
n−1∑
j=0
e−ijθ
le polynôme d’interpolation de hρ(θ) avec les points d’interpolation sont θk = 2kn pi, k =
0, 2, . . . , n − 1 et b̂j = fjρ−j . Alors b̂k − bk = O(ρn), k = 0, 1, . . . , n − 1. Plus préci-
sément,
b̂k = bk + ρ
n
∞∑
j=1
(ρ(j−1)nbk+jn), k = 1, 2, . . . , n− 1 (3.16)
Preuve. Soit w = e−2ipi/n. Nous avons
τn−1(θk) = hρ(θk) pour k = 0, 1 . . . , n− 1.
D’où
fk =
1
n
n−1∑
j=0
(
∞∑
l=0
blρ
lwlj) par l’IDFT
=
∞∑
l=0
blρ
l(
1
n
n−1∑
j=0
w(l−k)j)
=
∞∑
m=0
bk+mnρ
k+mn.
La dernière égalité est le résultat de la relation d’orthogonalité discrète. En effet, nous pouvons
déduire la formule suivante :
n−1∑
j=0
w−ljwkj =
n−1∑
j=0
w(k−l)j =
1− w(k−l)n
1− wk−l
où
1− w(k−l)n
1− wk−l =
 0 si k 6= l (mod n)n si k = l (mod n)

Remarque 3.3.2 Selon nos tests numériques préliminaires, on remarque que ρ = exp(−9/n) et
ρ = (0, 5× exp(−11))1/n sont de bons choix pour notre approche dans le cas réel et complexe,
respectivement.
3.3. INVERSION APPROCHÉE 47
FIGURE 3.4 – log10(|vˆ − v|) pour tk =
1
(k + 1)3
, k = 0, 3 . . . , 511. Celui de gauche est pour
ρ = e−9/n et celui de droite est pour ρ = e−1/n.
Nous observons qu’avec un bon choix de ρ, la solution approchée est efficace, spécifiquement,
pour k loin de n. Ce qui vérifie que les résultats numériques coïncident bien avec les résultats
théoriques.
3.3.4.1 Estimation de l’erreur
Pour effectuer une analyse de l’erreur d’arrondi de l’Algorithme 3.6, en se basant sur la
notion de stabilité définie dans le premier chapitre. Analyse de l’erreur de l’Algorithme 3.6
Soit l = (t1, ρt2, ρ2t3, · · · , ρn−1tn)T (Étape 1), P = Fnl (Étape 2), h = (p1, p2, · · · , pn)T
(Étape 3), f = F−1n h (Étape 4) et vk = fk/ρk−1 pour k = 1, 2, · · · , n (Étape 5).
Théorème 3.3.5 Le vecteur calculé v de la première colonne de l’inverse de la matrice trian-
gulaire inférieure de Toeplitz satisfait
‖v − vˆ‖2
‖v‖2 6
τγn−1
ρn−1
= O(u)
où τ = nf(n, u) + ξnf(n, u) + n2ξ, ξ =
√
n
Ç |δ˜|+ β‖P‖2‖h‖2
1− β‖P‖2‖h‖2
å
et β = n1/2f(n, u) +
n3/2γn−1 + n7/2f(n, u).
Preuve. Dans l’Étape 1, nous avons
lˆ = (t1, ρt2, ρ
2t3, · · · , ρn−1tn)T + ∆(t1, ρt2, ρ2t3, · · · , ρn−1tn)T , avec
∆(t1, ρt2, ρ
2t3, · · · , ρn−1tn)T ∈ Rn et
lˆ = (t1(1 + δ1), ρt2(1 + δ1), ρ
2t3(1 + δ1)(1 + δ2), · · · , ρn−1tn(1 + δ1)(1 + δ2) · · · (1 + δn−1))T
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|δk| 6 u.
Alors d’après le Lemme 1.3.1,
lˆ = (t1(1 + θ1), ρt2(1 + θ1), · · · , ρn−1tnρ(1 + θn−1))T
et
‖∆l‖2 6 nγn−1‖l‖2.
En utilisant le Théorème 1.3.1 pour l’Étape 2, nous obtenons
Pˆ = (Fn + ∆1)lˆ, ‖∆1‖ 6 f(n, u).
Ainsi,
‖∆(P )‖2 6 ‖∆1l‖2 + ‖Fn∆l‖2 + ‖∆1∆l‖2, puisque ‖Fn‖2 6
√
n‖Fn‖1 = n3/2
6 (f(n, u) + n2γn−1 + n3f(n, u))‖l‖2
6 (f(n, u) + n2γn−1 + n3f(n, u))‖F−1n P‖2
6 (n1/2f(n, u) + n3/2γn−1 + n7/2f(n, u))‖P‖2
= β‖P‖2
où β = n1/2f(n, u) + n3/2γn−1 + n7/2f(n, u).
En passant par le Lemme 1.3.2 pour l’Étape 3, on peut déduire
hk =
1
pk
,
pkhk = 1
hˆk = fl(1/pk) =
1
pˆk
(1 + δ˜), |δ˜| 6
√
2γ4,
∆hˆk =
δ˜ −∆hk∆pk − hk∆pk
pk
= δ˜ −∆hk∆pk − hk∆pk
‖∆h‖2 6
√
n
Ç |δ˜|+ β‖P‖2‖h‖2
1− β‖P‖2‖h‖2
å
‖h‖2
alors,
‖∆h‖2 6 ξ‖h‖2
avec ξ =
√
n
Ç |δ˜|+ β‖P‖2‖h‖2
1− β‖P‖2‖h‖2
å
.
En utilisant le Théorème 1.3.1 dans l’Étape 4, nous avons
fˆ = (F−1n + ∆2)hˆ.
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Donc,
‖∆f‖2 6 (n−1f(n, u) + ξn−1/2f(n, u) + n1/2ξ)‖h‖2 puisque‖F−1n ‖2 6
√
n‖F−1n ‖1 =
√
n
‖∆f‖2 6 (nf(n, u) + ξnf(n, u) + n2ξ)‖f‖2
‖∆f‖2 6 τ‖f‖2
où τ = nf(n, u) + ξnf(n, u) + n2ξ.
Finalement, l’Étape 5 génère le résultat suivant :
‖∆v‖2 6 γn−1
ρn−1
‖∆f‖2,
avec ζ = (1, ρ, ρ2, . . . , ρn−1)T . En effet, soit ρ ∈ R, pour k = 1, 2 alors vˆk = fˆk
ρk−1
(1 + δ´) et
pour k = 3, . . . , n alors vˆk =
fˆk
ρk−1(1 + θk−2)
(1 + δ´).
Plus précisément, pour k = 3, on a vˆk =
fˆk
ρk−1
(1 + θ2) et pour k = 4, . . . , n, on a vˆk =
fˆk
ρk−1
(1 + θk−1). Ainsi, on conclut le résultat désiré :
‖∆v‖2 6 τγn−1
ρn−1
‖ζ‖2‖v‖2.

3.3.4.2 Efficacité
Dans cette section, nous donnons les résultats de quelques expériences numériques simples
afin d’illustrer l’efficacité des algorithmes proposés. Tous les tests ont été effectués dans MAT-
LAB R2007a en utilisant l’arithmétique en double précision.
Les tables de 3.1 à 3.6 donnent le comportement de la précision relative
‖v˜ − v‖1
‖v‖1
de l’algorithme 3.4, l’algorithme 3.5, l’algorithme 3.3 et de notre algorithme 3.6 pour quatre dif-
férentes séquences de matrices triangulaires de Toeplitz où v̂ est la première colonne de l’inverse
approchée et v est la colonne de l’inverse exacte calculée via la méthode diviser-pour-régner.
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n Bini Interpolation R-Bini M-Interpolation
128 1.0128× 10−008 2.3219× 10−011 6.5218× 10−012 2.9564× 10−012
256 2.3418× 10−008 2.8712× 10−011 9.1910× 10−012 1.7643× 10−012
512 2.5446× 10−008 5.4048× 10−011 1.3059× 10−011 2.3302× 10−012
1024 4.4955× 10−008 8.8015× 10−011 2.2790× 10−011 2.7815× 10−012
2048 5.2207× 10−008 1.0615× 10−010 3.3609× 10−011 3.7570× 10−012
4096 8.8215× 10−008 1.5081× 10−010 5.1190× 10−011 5.6812× 10−012
8192 1.3212× 10−007 2.1729× 10−010 4.7082× 10−011 1.4459× 10−011
16364 1.9002× 10−007 3.1027× 10−010 1.0262× 10−010 6.6439× 10−011
32768 2.6599× 10−007 4.3687× 10−010 1.5401× 10−010 9.3864× 10−011
TABLE 3.1 – tk =
1
(k + 1)
, k = 0, 1, . . . , n− 1.
n Bini Interpolation R-Bini M-Interpolation
128 1.5516× 10−008 2.5184× 10−011 5.3515× 10−012 6.8655× 10−013
256 1.5727× 10−008 3.9087× 10−011 1.0074× 10−011 1.3487× 10−012
512 2.3745× 10−008 4.9944× 10−011 1.4104× 10−011 1.4950× 10−012
1024 3.7879× 10−008 8.6915× 10−011 2.1475× 10−011 2.2359× 10−012
2048 5.0758× 10−008 1.1980× 10−010 3.2501× 10−011 3.1058× 10−012
4096 8.8215× 10−008 1.5081× 10−010 5.1190× 10−011 5.6812× 10−012
TABLE 3.2 – tk =
1
(k + 1)2
, k = 0, 1, . . . , n− 1.
n Bini Interpolation R-Bini M-Interpolation
128 1.1646× 10−008 3.0677× 10−011 7.0025× 10−012 8.2351× 10−013
256 1.8453× 10−008 3.0922× 10−011 8.2538× 10−012 1.0167× 10−012
512 2.6094× 10−008 5.2187× 10−011 1.6964× 10−011 1.6293× 10−012
1024 4.2041× 10−008 7.9948× 10−011 2.1866× 10−011 2.0400× 10−012
2048 5.2443× 10−008 1.2126× 10−010 3.1573× 10−011 3.2713× 10−012
4096 7.8765× 10−008 1.8714× 10−010 5.1668× 10−011 5.4464× 10−012
TABLE 3.3 – tk =
1
(k + 1)3
, k = 0, 1, . . . , n− 1.
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n Bini Interpolation R-Bini M-Interpolation
128 9.4493× 10−009 1.4520× 10−011 1.0648× 10−011 3.9642× 10−010
256 2.2179× 10−008 3.3477× 10−011 1.6156× 10−011 3.3788× 10−010
512 4.0807× 10−008 6.0458× 10−011 2.7735× 10−011 2.8497× 10−010
1024 6.2519× 10−008 9.6298× 10−011 4.2214× 10−011 2.4030× 10−010
2048 1.1315× 10−007 2.0535× 10−010 7.4937× 10−011 2.0715× 10−010
4096 2.0050× 10−007 2.9027× 10−010 1.3427× 10−010 1.8476× 10−010
TABLE 3.4 – tk =
1
log(1 + k)
, k = 0, 1, . . . , n− 1.
n Bini Interpolation R-Bini M-Interpolation
128 1.2595× 10−008 2.7473× 10−011 4.5118× 10−012 6.2685× 10−013
256 1.7571× 10−008 3.4373× 10−011 1.0893× 10−011 1.0254× 10−012
512 2.6507× 10−008 4.8969× 10−011 1.0745× 10−011 1.4648× 10−012
1024 4.6964× 10−008 6.7318× 10−011 1.8442× 10−011 2.3973× 10−012
2048 5.3701× 10−008 8.4636× 10−011 2.9820× 10−011 3.5097× 10−012
4096 8.4974× 10−008 1.2719× 10−010 4.4621× 10−011 4.6750× 10−012
TABLE 3.5 – tk = (0.5)k+1, k = 0, 1, . . . , n− 1.
n Bini Interpolation R-Bini M-Interpolation
128 7.6484× 10−009 1.2595× 10−011 4.3655× 10−012 4.2875× 10−013
256 1.2737× 10−008 1.9179× 10−011 6.5592× 10−012 6.4020× 10−013
512 1.8297× 10−008 2.6409× 10−011 9.5046× 10−012 1.0169× 10−012
1024 2.2617× 10−008 4.3277× 10−011 1.3324× 10−011 1.5802× 10−012
2048 3.2648× 10−008 6.7644× 10−011 2.0438× 10−011 2.1189× 10−012
4096 5.3984× 10−008 9.7592× 10−011 2.9285× 10−011 3.1395× 10−012
TABLE 3.6 – t1 = 1, t2 = 1/2, tk = 0, k = 0, 1, . . . , n− 1.
Bien que les tables de 3.1 à 3.6 sont très favorables pour le calcul de l’inverse d’une matrice
triangulaire de Toeplitz, elles démontrent que la méthode proposée (Algorithme 3.6) suggère des
résultats similaires voire meilleurs.
De plus, les tables 3.7 et 3.8 montrent aussi la compétitivité de la méthode proposée dans le cas
complexe.
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n Bini R-Bini M-Interpolation
128 4.7× 10−9 1.0× 10−10 6.9× 10−11
256 5.7× 10−9 1.0× 10−10 6.9× 10−11
512 6.3× 10−9 1.0× 10−10 7.0× 10−11
1024 1.0× 10−8 1.0× 10−10 7.5× 10−11
2048 1.0× 10−8 1.0× 10−10 7.5× 10−11
4096 1.2× 10−8 1.4× 10−10 7.7× 10−11
TABLE 3.7 – t0 = t1 = 1 + i, tk = 0, k = 2, 3 . . . , n− 1.
n Bini R-Bini M-Interpolation
128 1.6× 10−8 1.2× 10−10 8.6× 10−11
256 3.0× 10−8 1.2× 10−10 9.5× 10−11
512 5.6× 10−8 1.4× 10−10 1.1× 10−10
1024 1.0× 10−7 1.8× 10−10 1.5× 10−10
2048 2.0× 10−7 2.5× 10−10 2.5× 10−10
4096 3.8× 10−7 4.3× 10−10 4.6× 10−10
TABLE 3.8 – tk =
1
2
+ i
Å
1
k + 1
ã
, k = 0, 1 . . . , n− 1.
3.3.4.3 Temps de calcul
Dans la Figure 3.5, nous présentons le temps de calcul (en secondes) de notre méthode
par rapport aux trois approches bien connues dans la littérature via 8 séquences. Soit n ∈
{600, 1200, 1800, 2400, 3000, 3600, 4200, 4800} la taille d’une matrice triangulaire de Toeplitz
définie par les coefficients suivants : tk = 1k+1 , k = 0, 1, . . . , n− 1.
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FIGURE 3.5 – Comparaison du temps de calcul pour tk =
1
k + 1
, k = 0, 1, . . . , n− 1.
La Figure 3.5 confirme que toutes les approches sont très efficaces puisque le temps de calcul
est toujours inférieur à 1 seconde.
Pour améliorer notre approche, Table 3.9 et Table 3.10 illustrent le temps de calcul (en secondes)
de toutes les méthodes d’une matrice triangulaire de Toeplitz de taille 32768.
Exemple Bini Interpolation R-Bini M-Interpolation
Exemple 5.1 0.016847 0.065927 0.024079 0.021729
Exemple 5.2 0.018489 0.072412 0.023844 0.023566
Exemple 5.3 0.018952 0.077513 0.028244 0.023761
Exemple 5.4 0.013866 0.058670 0.019925 0.017903
Exemple 5.5 0.018275 0.067362 0.020341 0.017894
TABLE 3.9 – Temps de calcul (en secondes) dans le cas réel
Exemple Bini R-Bini M-Interpolation
Exemple 5.6 0.030507 0.039170 0.035538
Exemple 5.7 0.029782 0.042097 0.038799
Exemple 5.8 0.029851 0.049248 0.036567
TABLE 3.10 – Temps de calcul (en secondes) dans le cas complexe
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Ainsi, l’Algorithme 3.6 propose une légère amélioration de point de vue temps de calcul par
rapport à d’autres méthodes bien connues, sauf pour l’algorithme de Bini.
3.3.4.4 Analyse du conditionnement
Nous avons fourni des résultats statistiques sur le comportement des quatre méthodes pour
calculer l’inverse d’une matrice triangulaire de Toeplitz avec des coefficients réels ou complexes.
Cette étude permettra de mesurer le conditionnement de notre approche par rapport à ces prédé-
cesseurs.
Pour cela, nous perturbons la matrice triangulaire de Toeplitz 3000 fois en rajoutant k × 10−06
à ces coefficients avec k = k(r) + ik(i) ∈ C où k(r), k(i) sont aléatoirement dans ]−1, 1[ dans le
cas complexe et k(i) = 0 dans le cas réel.
Les Tables 3.11 et 3.12 présentent le comportement de l’erreur relative par rapport aux 3000 per-
turbations et une tolérance aléatoire ε pour une matrice triangulaire de Toeplitz de taille 210 avec
des coefficients réels et complexes. Gd et Bd représentent le nombre de bonnes et de mauvaises
perturbations des 3000 séquences perturbées, respectivement.
ε ..., 10−12 10−11 10−10 10−9 10−8, ...
M-Interpolation Gd 0 1030 3000 3000 3000
Bd 3000 1970 0 0 0
Interpolation Gd 0 0 3000 3000 3000
Bd 3000 3000 0 0 0
Revised Bini Gd 0 331 2309 3000 3000
Bd 3000 2669 691 0 0
Bini Gd 0 0 0 0 3000
Bd 3000 3000 3000 3000 0
TABLE 3.11 – Analyse du conditionnement dans le cas réel
ε ..., 10−11 10−10 10−9 10−8 10−7 10−6, ...
M-Interpolation Gd 0 188 1976 2253 2997 3000
Bd 3000 2812 1024 747 3 0
Revised Bini Gd 0 153 1546 1876 2948 3000
Bd 3000 2847 1454 1124 52 0
Bini Gd 0 0 0 2 2840 3000
Bd 3000 3000 3000 2888 160 0
TABLE 3.12 – Analyse du conditionnement dans le cas complexe
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Ainsi, la conclusion qu’on peut retirer est la suivante : en dehors de 3000 perturbations
aléatoires :
• Pour  > 10−7 : toutes les méthodes sont souvent bonnes.
• Pour 10−11 <  < 10−7 : notre approche est souvent excellente par rapport à d’autres
méthodes bien connues. En particulier, l’analyse de conditionnement de l’algorithme de
Bini se détériore.
• Au-delà  = 10−11 : toutes les méthodes sont souvent mauvaises.
Cette analyse statistique via la perturbation des entrées appliquées à des séquences de Toe-
plitz, confirme que notre méthode est bien conditionnée par rapport à des méthodes bien connues
et la perturbation ci-dessus ne s’éloigne pas généralement du résultat à partir d’une certaine to-
lérance fixe  avec  > 10−11.
3.4 Conclusion et perspectives
Dans ce chapitre, des algorithmes numériques pour calculer l’inverse d’une matrice trian-
gulaire de Toeplitz avec des coefficients réels et/ou complexes ont été présentés. Nous avons
prouvé que le coût du calcul des nouvelles approches pour trouver l’inverse d’une matrice trian-
gulaire de Toeplitz avec des nombres réels et/ou complexes est inférieure ou égale à celles des
algorithmes bien connus. Une analyse de l’erreur théorique est également fournie.
Dans les travaux futurs, nous focalisons notre attention sur l’analyse d’erreur et les aspects
de calcul de l’inverse d’une matrice de Toeplitz bande par blocs en utilisant le technique de
plongement dans une matrice de Toeplitz triangulaire inférieure.
CHAPITRE 4
RÉSOLUTION RAPIDE DES SYSTÈMES
DE TOEPLITZ BANDES
4.1 Le problème et sa pertinence
Certaines méthodes numériques très rapides ont été développées au cours des années pour
la résolution d’un système de Toeplitz bande, cette dernière a un rôle important dans de nom-
breuses applications : solutions numériques des équations différentielles [79], solutions numé-
riques de plusieurs chaînes de Markov provenant de la modélisation des problèmes de fils d’at-
tente [38,62] et le problème du traitement d’images [64], où la matrice Toeplitz bande est utilisée
comme un préconditionneur pour accélérer la convergence des techniques de gradient conjugué
préconditionné (PGC) [24, 25, 28]. La matrice de Toeplitz bande est une classe intéressante de
matrices avec laquelle on peut profiter de deux structures : la structure de Toeplitz et la structure
bande de la matrice pour donner des algorithmes plus rapides que ceux utilisant sa structure
creuse. Dans ce chapitre, nous sommes intéressés par les méthodes directes pour la solution nu-
mérique de systèmes linéaires de Toeplitz bandes de très grandes tailles. Dans la littérature, il
existe un certain nombre de méthodes directes rapides pour la résolution des grands systèmes
linéaires avec des matrices de Toeplitz bandes [15, 18, 32, 35, 37, 57, 60, 77]. L’approche la plus
populaire est la réduction cyclique inventée par Bini et Meini [15, 18] qui semble la plus ra-
pide et probablement stable pour le cas symétrique définie positive ou dans le cas non symé-
trique à diagonale dominante. Cependant, la méthode de la réduction cyclique échoue parfois
à donner des résultats précis dans le cas non symétrique. Malyshev et Sadkane [60] ont ré-
cemment proposé une alternative basée sur la factorisation spectrale [53, 54, 88] et la formule
de Sherman-Morrison-Woodbury [21, 40] qui peut donner des résultats prometteurs dans le cas
symétrique et le cas non-symétrique et surtout quand la bande n’est pas trop grande (c’est à
dire, m = max (mc,mr) n ) Bien que l’algorithme décrit dans [60] semble être la meilleure
méthode, elle présente une certaine instabilité. En effet, lors de l’utilisation d’une bande large
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m = max (mc,mr) de T , la méthode proposée dans [60] échoue parfois ou nécessite un temps
de calcul plus important. Pour résoudre ce problème, nous introduisons une nouvelle approche
basée sur l’extension de la matrice de Toeplitz bande (4.2) en plusieurs lignes en dessus et de plu-
sieurs colonnes à droite et d’affecter des zéros et des constantes non nulles dans chacune de ces
lignes et colonnes de telle sorte que la matrice augmentée a une structure de Toeplitz triangulaire
inférieure. Le coût de calcul de l’algorithme proposé est environ O(n log n + m2) opérations
arithmétiques. Ce travail a fait l’objet d’une publication intitulée "A fast algorithm for solving
banded Toeplitz systems" dans la revue "Computer & Mathematics with Applications [9]. Un
système de Toeplitz bande s’écrit de la manière suivante :
Tx = f (4.1)
où
T =

t0 t−1 · · · t−mr
t1 t0 t−1
. . .
...
. . . . . . . . . . . .
tmc t1 t0 t−1 t−mr
. . . . . . . . . . . .
...
. . . . . . . . . t−1
tmc · · · t1 t0

(4.2)
où T une matrice de Toeplitz bande de taille n× n, tmc 6= 0, t−mr 6= 0 et mc,mr ∈ N.
4.2 Algorithmes rapides
Dans cette section, nous allons examiner brièvement les cas importants pour résoudre un
système linéaire de Toeplitz bande Tx = f défini dans l’équation (4.1). Les deux premiers
algorithmes sont décrits par Bini et Pan dans [21].
4.2.1 Méthode via la formule de Sherman-Morrison-Woodbury et la matrice cir-
culante
Proposition 4.2.1 Soit T une matrice de Toeplitz bande de taille n × n définie par l’équation
(4.2), avec une bande de langueur 2k + 1 où mr = k et mc = k . Alors, nous pouvons décom-
poser T sous la forme C + R avec C une matrice circulante et R une matrice de rang au plus
2k, avec
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C =

t0 t−1 · · · t−k 0 tk . . . t1
t1 t0 t−1
. . . . . . . . .
...
...
. . . . . . . . . . . . . . . tk
tk t1 t0 t−1
. . . 0
0
. . . . . . . . . . . . t−k
t−k
. . . . . . . . . . . . . . .
...
...
. . . . . . . . . . . . . . . t−1
t−1 . . . t−k 0 tk · · · t1 t0

,
et
R = −

0 . . . 0 tk . . . t1
...
. . . . . . . . .
...
0
. . . . . . tk
t−k
. . . . . . 0
...
. . . . . . . . .
...
t−1 . . . t−k 0 . . . 0

.
Corollaire 4.2.1 Nous supposons que T vérifie la Proposition 4.2.1. Alors, il existe une méthode
directe pour résoudre le système Tx = f avec un coût de O(n log n) +O(nk log) +O(k3)
flops.
Preuve. L’idée est d’écrire R = GHT , avec G, H ∈ Kn×r où r = 2k, et en utilisant Formule
de Sherman-Morrison-Woodbury définie par le Théorème 2.2.3 dans le système (C +R)x = f .
On obtient,
x = C−1f − C−1G(Tr +HTC−1G)−1HTC−1f.
Pour plus de détails voir [51, Corollary 5.3.3]. 
4.2.2 Augmentation dans une matrice circulante
La notion d’augmentation d’une matrice de Toeplitz bande dans une matrice circulante a été
étudiée par Bini
Proposition 4.2.2 Soit T une matrice de Toeplitz bande de taille n× n. Nous pouvons intégrer
T dans une matrice circulante C, avec r sa première colonne donnée par
r = (t0, . . . , tk, 0, . . . , 0, t−k, . . . , t−1)
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tel que
C =

t0 t−1 · · · t−k 0 tk . . . t1
t1 t0 t−1
. . . . . . . . .
...
...
. . . . . . . . . . . . . . . tk
tk t1 t0 t−1
. . . 0
0
. . . . . . . . . . . . t−k
t−k
. . . . . . . . . . . . . . .
...
...
. . . . . . . . . . . . . . . t−1
t−1 . . . t−k 0 tk · · · t1 t0

(4.3)
=
Ñ
T B
D A
é
. (4.4)
Avec A une matrice de taille k × k, D et BT sont de Toeplitz creuse de taille k × n.
Proposition 4.2.3 La résolution d’un système de Toeplitz bande en utilisant la Proposition 4.2.2
nécessite O(n log n) +O(kn) +O(k log2, k) flops.
Preuve. Voir [51, Proposition 5.3.13]. 
4.2.3 Algorithme de la réduction cyclique
Dans cette section, nous rappelons tout d’abord l’algorithme de la réduction cyclique ini-
tialement introduite pour la solution numérique de l’équation de Poisson [40], utilisé dans [14]
pour calculer le vecteur invariant pour une matrice stochastique afin de résoudre le système
tridiagonale de Toeplitz par blocs. Puis nous introduisons le concept de rang de déplacement
et nous rappelons quelques propriétés qui sont nécessaires pour la conception et l’analyse de
cette approche. La réduction cyclique est avérée être un algorithme qui est très puissant pour les
problèmes structurés. En particulier, pour les matrices de Toeplitz par blocs et tridiagonale par
blocs, la méthode est particulièrement utile. L’idée de base est d’éliminer la moitié des incon-
nues, regrouper les équations et éliminer de nouveau la moitié des inconnues. On considère un
système tri-diagonal
Ax = v,
avec
A =

d1 f1
e1 d2 f2
. . . . . . . . .
en−1 dn−1 fn−1
en dn

,
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afin d’expliciter les différentes étapes de la méthode. L’opération fondamentale dans la réduction
cyclique est l’élimination simultanée des inconnues impaires indexées. Cette opération peut être
aussi décrite comme une factorisation LU par blocs d’une permutation de colonnes et de lignes
pour la matrice A. Soit S la matrice de permutation définie tel que :
[S(1, 2, . . . , n)]T = (1, 3, . . . , |2, 4, . . .)T .
La matrice permutée SAST devient alors :
d1 f1
d3 e3 f3
. . . . . . . . .
e2 f2 d2
e4
. . . d4
. . . . . .

.
Ainsi, l’élimination des inconnues impaires indexées est équivalent à calculer une factorisation
LU partielle comme suit :
SAST =

1 0
. . . . . .
. . . 0
l1 m1 1
l2
. . . . . .
. . . 1


d1 f1
d3 e3 f3
. . . . . . . . .
0 d
(1)
1 f
(1)
1
. . . e(1)2 d
(1)
2
. . .
. . . . . . . . .

.
Pour n paire, cette décomposition est calculée pour i = 1, . . . , n2 − 1 avec
mi = f2i/d2i+1, li = e2i/d2i−1, ln/2 = en/dn−1
f
(1)
i = −mif2i+1, e(1)i+1 = −li+1e2i+1
d
(1)
i = d2i − lif2i−1 −mie2i+i, d(1)n/2 = dn − ln/2fn−1.
La réduction est avérée être un algorithme qui est très puissant pour résoudre les problèmes
des matrices structurées. En particulier, pour les matrices qui sont (blocs) Toeplitz et (bloc)
tri-diagonal, le méthode est particulièrement utile. L’idée de base est d’éliminer la moitié des
inconnues, regrouper les équations et éliminer de nouveau la moitié des inconnues. Cette simple
idée initialement introduite pour la solution numérique de l’équation de Poisson [40], utilisé
dans [14] pour calculer le vecteur invariant pour une matrice stochastique afin de résoudre le
système tridiagonale de Toeplitz par blocs. En particulier, l’algorithme est bien décrit en termes
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de complément de Schur 2.2.3 dans l’article de Gander et Golub [83] où une bibliographie
approfondie est également donnée. L’idée principale sur laquelle se base la réduction cyclique
(CR) est de réorganiser les blocs lignes et colonnes de la matrice T par l’intermédiaire d’une
permutation pair-impair et d’éliminer les inconnues indexés impairs au moyen du complément
de Schur. La fonctionnalité intéressante est que le nouveau système de la moitié de la taille
obtenue de cette manière a le même bloc tridiagonale Toeplitz par blocs, la structure que le
système d’origine de sorte que la même procédure peut être répétée jusqu’à ce que cycliquement
on arrive à un seul système de taille m×m.
4.2.3.1 Préliminaires
Sans perte de généralité, supposons que mr ≥ mc et soit n un entier multiple de m ; c’est à
dire, n = mq, pour q est un entier. La matrice (4.2) peut être partitionnée en m×m blocs ce qui
donne une matrice tridiagonale par blocs de Toeplitz.
Tn =

A0 A−1
A1 A0 A−1
. . . . . . . . .
A1 A0 A−1
A1 A0

(4.5)
avec
A1 =

am am−1 · · · a1
0 am
. . .
...
...
. . . . . . am−1
0 · · · 0 am
,
A0 =

a0 a−1 · · · a1
a1 a0
. . .
...
...
. . . . . . a−1
am−1 · · · a1 a0
,
A−1 =

a−m 0 · · · 0
a−m+1 a−m
. . .
...
...
. . . . . . 0
a−1 · · · a−m+1 a−m
 .
A la lumière des blocs ci-dessus, nous pouvons associer à T la matrice polynomiale
A(z) = A−1 + zA0 + z2A1
.
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4.2.3.2 Réduction cyclique
Dans cette section, nous rappelons tout d’abord l’algorithme de la réduction cyclique initia-
lement introduit pour la solution numérique de l’équation de Poisson [40], utilisé dans [14] pour
calculer le vecteur invariant pour une matrice stochastique afin de résoudre le système tridiago-
nale de Toeplitz par blocs. On considère le système suivant :
Tx = b (4.6)
où T est définie en (4.5), et les vecteurs x et b partitionner en blocs xk, bk de dimension m,
respectivement. Notons que x = (xk) et b = (bk). En effectuant une permutation impair-pair
des blocs lignes et des blocs colonnes dans (4.6), nous obtenons ainsi :Ñ
D
(0)
1 U
(0)
L(0) D
(0)
2
éÑ
x
(0)
+
x
(0)
−
é
=
Ñ
b
(0)
+
b
(0)
−
é
(4.7)
où x(0)+ = (x2k), x
(0)
− = (x2k−1), b
(0)
+ = (b2k), b
(0)
− = (b2k−1)
D
(0)
1 = D
(0)
2 =

A0
A0
. . .
. . .
 , L
(0) =

A−1
A1 A−1
. . . . . .
. . . . . .
 ,
U (0) =

A1 A−1
A1
. . .
. . . . . .
. . .
.
En appliquant l’élimination de Gauss par blocs au système (4.7), nous obtenons alors : (D
(0)
2 − L(0)
(
D
(0)
1
)−1
U (0))x
(0)
− = b
(0)
− − L(0)
(
D
(0)
1
)−1
b
(0)
+
x
(0)
+ =
(
D
(0)
1
)−1
(b
(0)
+ − U (0)x(0)− )
(4.8)
Notons par
T (1) = D
(0)
2 − L(0)
(
D
(0)
1
)−1
U (0), (4.9)
le complément de Schur pour D(0)2 , x
(1) = x
(0)
− et b(1) = b
(0)
− −L(0)D(0)
−1
1 b
(0)
+ alors le système
(4.8) se réduit à la résolution de cette équation :
T (1)x(1) = b(1). (4.10)
Il est intéressant d’observer que T (1) est une matrice tridiagonale par blocs qui a la structure de
Toeplitz par blocs à l’exception du premier bloc “A(1), c’est à dire :
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T (1) =

“A(1) A(1)−1
A
(1)
1 A
(1)
0 A
(1)
−1
A
(1)
1 A
(1)
0
. . .
. . . . . .
 .
En d’autre terme, T (1) est déterminé uniquement via les blocs A(1)−1, A
(1)
0 , A
(1)
1 ,
“A(1)1 . Une fois
x(1) a été calculée, la solution du système (4.8) peut être récupérée par la substitution remontante
à travers (4.8). Afin de calculer la solution x(1), nous appliquons la même réduction (réduction
cyclique) au système (4.10). De cette manière, on obtient une séquence de systèmes {T (j)x(j) =
b(j)}, où T (0) = T , et T (j) est une matrice tridiagonale par blocs ayant, à l’exception du bloc
de la première diagonale, la structure de Toeplitz par blocs. Chaque matrice T (j) est déterminée
uniquement par les blocs A(j)−1, A
(j)
0 , A
(j)
1 ,
“A(j)1 . Ainsi, pour un système de Toeplitz bande
Tnx = b, où n = mq, q = 2k, p est un entier, la réduction cyclique génère une séquence de
systèmes
T (j)nj x
(j) = b(j), j = 1, 2, . . . , p,
avec nj = m2p−j .
Pour les matrices de taille n = m2p, le procédé de la réduction cyclique est effectué en p étapes,
et la solution de (4.6) est calculée par le moyen de substitution descendante, en appliquant de
manière récursive (4.8) jusqu’à la ji-ème étape. Les entrées des blocs A(j+1)i , i = −1, 0, 1 et“A(j+1) obtenus à la (j + 1)i-ème étape qui définissent la matrice T (j+1)n , sont liées aux entrées
des blocs A(j)i , i = −1, 0, 1 et “A(j) obtenus à la ji-ème étape, par des relations simples. Par
analogie, nous associons à T (j) la matrice polynomiale suivante :
A(j)(z) = A
(j)
−1 + zA
(j)
0 + z
2A
(j)
1 . (4.11)
En effet, d’après la relation (4.9) nous pouvons facilement déduire que A(j+1)(z) = zA
(j)
0 − (Aj−1 + zA(j)1 )A(j)
−1
0 (A
(j)
−1 + zA
(j)
1 ),“A(j+1) = “A(j) −A(j)−1A(j)−10 A(j)1 . (4.12)
Les résultats ci-dessus peuvent conduire à un algorithme direct pour la solution du système
Tnx = b, où Tn est une matrice de taille n × n, avec n = mq, q = 2p, p est un entier
positif en respectant la mise à jour du second membre b(j) et avec une étape de substitution
descendante. Le coût de ce dernier algorithme peut être facilement estimé. En fait, en dési-
gnant par t(m) le coût de la résolution d’un système m × m de type Toeplitz, il se suit que
O(n logm + (m logm + t(m)) log
n
m
) opérations arithmétiques sont suffisantes pour faire
tourner l’algorithme. La solution d’un système de type Toeplitz de taille m × m est en fonc-
tion des propriétés spécifiques de la matrices impliquées (symétrique, définie positive) des al-
gorithmes comme, rapide, super-rapide, peuvent être utilisé pour le coût t(m), étant O(m2)),
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O(m log2m) : 
A
(j+1)
−1 = −A(j)−1A(j)
−1
0 A
(j)
−1
A
(j+1)
0 = A
(j)
0 −A(j)1 A(j)0 A(j)−1 −A(j)−1A(j)
−1
0 A
(j)
j
A
(j+1)
1 = −A(j)1 A(j)
−1
0 A
(j)
1“A(j+1) = “A(j) −A(j)−1A(j)−10 A(j)1 (4.13)
Ensuite, il est immédiat de voir par inspection directe que l’équation (4.12) peut aussi être écrite
sous la forme fonctionnelle suivante :
Aj+1(z2) = A(j)
−1
(z)A
(j)−1
0 A
(j)(−z) (4.14)
4.2.3.3 Propriétés de convergence
Les propriétés de convergence des blocs générés à chaque étape de la réduction cyclique sont
bien vérifiées dans le cas où la matrice est diagonale dominante, ses propriétés étaient étudiées
par plusieurs auteurs [45, 87].
Aussi, lorsque la matrice est symétrique la convergence de méthode de la réduction cyclique est
bien garantie cela est liée à l’emplacement des zéros du polynôme P (z) = det(A−1 + zA0 +
z2A1) [16].
4.3 Méthode via la factorisation spectrale et Sherman-Morrison-
Woodbury
Dans cette section, nous étudions l’approche proposée dans [60], introduite initialement
dans [37] pour la résolution d’un système de Toeplitz bande dans le cas scalaire. Dans [60],
Malyshev et Sadkane ont proposé l’utilisation de la technique de la factorisation spectrale de la
fonction génératrice associée à la matrice de Toeplitz bande en se basant sur la formule d’inver-
sion de Sherman-Morrison-Woodbury. L’objectif est d’étendre la méthode à partir de [30] pour
les systèmes non symétriques de grande taille.
Rappelons que si T est symétrique définie positive ou à diagonale dominante, la réduction
cyclique semble être le meilleur choix. Dans le cas asymétrique, cette méthode peut parfois ne
pas donner des résultats précis. Cependant, la méthode de Malyshev et Sadkane peut fournir une
alternative beaucoup plus meilleure.
L’analyse du conditionnement de la matrice T (4.2) pour n grand à partir de [31] est utilisé
en passant par la fonction génératrice correspondante à T , ce qui donne la fonction rationnelle
suivante :
a(λ) = amcλ
mc + · · ·+ a1λ+ a0 + a−1λ−1 + · · ·+ a−mrλ−mr (4.15)
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Notons par
p(λ) ≡ a(λ)λmr = amcλmc + · · ·+ a1λmr+1 + a0λmr + a−1λmr−1 + · · ·+ a−mr
un polynôme de racines λi vérifiant
0 < |λ−1| ≤ |λ1| ≤ |λ2| ≤ · · · 6 |λmr | ≤ |λmr+1| ≤ · · · ≤ |λmc+mr | (4.16)
Si |λmr | < 1 et |λmr+1| > 1, alors le nombre de conditionnement de T est borné pour tout
n. Si |λmr | ≤ 1 et |λmr+1| ≥ 1, alors le nombre de conditionnement de T croît de façon
polynomiale lorsque n → ∞. Dans d’autres cas, le nombre de conditionnement de T croît de
façon exponentielle lorsque n→∞.
La méthode proposée dans [60] est une combinaison efficace d’une factorisation spectrale
stable de la fonction génératrice et de l’utilisation des calculs rapides sur les matrices de Toeplitz,
qui concernent essentiellement le système de Toeplitz tridiagonale bande. Les coefficients po-
lynomiaux spectrales sont obtenus à partir des sous-espaces de déflation à droite correspondant
à des valeurs propres à l’intérieur et à l’extérieur du disque unité ouvert de la matrice "Pencil"
définie en 2.2.4, construite à partir des coefficients de la fonction génératrice. Ces sous-espaces
de déflation sont calculées par l’algorithme QZ 1 cité dans [50].
Le coût de calcul de cet algorithme est environ O(n log2m) + O(m
3) opérations arithmé-
tiques pour une matrice de Toeplitz bande de taille n × n avec m =max(mc,mr). Le coût
O(m3) est essentiellement due au calcul de la factorisation spectrale. Lorsque n >> m, le coût
de l’algorithme devient équivalent à celui de la réduction cyclique [15, 18].
Théorème 4.3.1 On suppose que |λmr | 6 1 et |λmr+1| ≥ 1, alors il existe un scalaire s non
nul et deux polynômes
L(λ) = 1 + l1λ+ · · ·+ lmcλmc (4.17)
U(λ) = 1 + u1λ+ · · ·+ umrλmr (4.18)
dont les racines se trouvent à l’extérieur du disque unité ouvert et tel que
a(λ) = L(λ).s.U(λ−1). (4.19)
Par ailleurs, la matrice diagonale D = sI et les matrices triangulaires de Toeplitz bandes
L =

1
l1 1
...
. . .
lmc l1 1
. . . . . . . . .
lmc l1 1

, U =

1 u1 umr
. . . . . . . . .
1 u1 umr
. . . . . .
...
. . . u1
1

(4.20)
1. Generalized Shur Decomposition
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satisfont l’identité suivante :
T = LDU +

L˘D˘U˘
0
. . .
0
 (4.21)
où
L˘D˘U˘ =
á
lm · · · l1
. . .
...
lm
ë
.s.
á
um
...
. . .
u1 · · · um
ë
(4.22)
avec la convention lk = 0 pour k > mc, et uk = 0 pour k > mr.
Preuve. Soit pmr = (λ− λ1)(λ− λ2) · · · (λ− λmr) et
pmc = amc(λ− λmr+1) · · · (λ− λmc+mr).
Alors, s = pmc(0), l(λ) = pmc(λ)/s, u(λ) = λ
mrpmr(1/λ). Les propriétés (4.21) et (4.22)
sont faciles à vérifier par des calculs directs. 
4.3.1 La factorisation spectrale
Dans le cas où mc = mr et a(λ) ≥ 0 pour |λ| = 1, plusieurs études sont faites, pour avoir
des factorisations de type (4.19). Les factorisations sont bien étudiées et comparées dans [58].
Des factorisations spectrales basées sur l’itération de Graeffe et les techniques de l’interpolation
ou l’évaluation, ont été proposées dans [12]. Une étude approfondie sur la factorisation spectrale
peut être trouvée dans [74]. Nous allons proposer ici l’étude de la factorisation de Miloud &
Malyshev [60].
Dans ce qui suit, les polynômes l(λ) et u(λ) sont représentés par les coefficients li et ui,
respectivement. On définit aussi par A− λB la matrice "Pencil" avec
A =

0 1
0 1
. . . . . .
0 1
−a−mr −a1−mr · · · · · · −amc−1

, B =

1
1
. . .
1
amc

dont les valeurs propres coïncident avec les racines du polynôme p(λ).
Théorème 4.3.2 Notons par V ∈ C(mc+mr)×mc la matrice dont les colonnes s’étendent aux
sous-espaces de déflation à droite pour la matrice "pencil" A− λB qui correspond aux valeurs
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propres λ1, · · · , λmr et λmr+1, · · · , λmr+m−c respectivement. Les partitions de V et W sont
les suivantes
V =
á
V1
v∗
V2
ë
, V1 ∈ Cmr×mr , v∗ ∈ C1×mr , V2 ∈ C(mc−1)×mr (4.23)
W =
á
W1
W ∗
W2
ë
, W1 ∈ C(mr−1)×mC , w∗ ∈ C1×mc , W2 ∈ Cmc×mc . (4.24)
Si les sous matrices V1 et W2 sont inversibles, alors les coefficients de l(λ) et u(λ) sont donnés
par
(umrumr−1 · · ·u1) = −v∗V −11 (4.25)
(l1l2 · · · lmc) = −w∗W−12 . (4.26)
Preuve. Voir [60]. 
Remarque 4.3.1 D’après le Théorème 4.3.2, nous pouvons conclure :
• Le calcul des matrices V et W est accompli par l’intermédiaire de la forme de Schur
généralisée de la matrice "Pencil"A−λB définie dans 2.2.4, suivie par la réorganisation
des valeurs propres spécifiées [50].
• La non singularité des blocs V1 et W2 est justifiée dans [40]. Le mal conditionnement de
V1 et W2 peut conduire à une factorisation spectrale inexacte.
• Le calcul direct de s par la formule s = amc/lmc ou s = a−mr/umr peut être soumis à
des erreurs si lmc et umc ne sont pas calculées à une précision relativement élevée. Pour
une matrice symétrique T , s = a0/(1+ l1u1 + . . .+ lmum) peut être donné d’une manière
stable, où li = u∗i , i = 1, . . . ,m.
4.3.2 La résolution d’un système de Toeplitz bande
On suppose que les conditions (4.20) et (4.22) sont bien vérifiées. L’application de la formule
de Sherman-Morrison-Woodbury définie dans le Théorème 2.2.3 à
T = LDU + ELˇDˇUˇET ,
où E =
Ñ
Im
0
é
génère la représentation suivante :
T−1 =(LDU)−1 − (LDU)−1ELˇDˇ[I + UˇET (LDU)−1ELˇDˇ]−1UˇET (LDU)−1
=(LDU)−1 − (LDU)−1ELˇ[I + UˇET (LU)−1ELˇ]−1UˇET (LDU)−1.
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Notons par
y = (LDU)−1f =
1
s
U−1L−1f. (4.27)
Ce qui donne
x = y − u−1L−1
Ñ
Lˇ
0
é
Q−1
(
Uˇ 0
)
y, (4.28)
où
Q = I + UˇCLˇ (4.29)
et
C =
(
Im 0
)
U−1L−1
Ñ
Im
0
é
. (4.30)
Algorithm 4.1 Algorithme via la factorisation spectrale et Sherman-Morrison-Woodbury
Étape 0 : Factoriser la fonction génératrice (4.15) comme (4.19).
Étape 1 : Calculer la matrice Q en utilisant (4.29)
Étape 2 : Calculer la solution de x en utilisant (4.28).
Remarque 4.3.2 En résumé, le coût total de l’Algorithme 4.1 s’élève àO(m3)+O(n log2m)+
fact(m) opérations arithmétiques, où fact(m) est le coût nécessaire pour la factorisation de
(4.15), cela requiert 66m3 opérations arithmétiques [40]. De plus, cette méthode devient plus
intéressante dans le cas où n m avec un coût total dominé par O(n log2m).
4.3.3 Étude de la stabilité
Dans cette section, nous présentons l’estimation de l’erreur directe "forward error"
‖ x− x˜ ‖ / ‖ x ‖
où x˜ est la solution d’un système triangulaire de Toeplitz bande calculée en virgule flottante via
l’Algorithme 4.1. Sans perte de généralité, soit s = 1 et notons par A = LU , la solution exacte
calculée par (4.28) est donnée par :
x = A−1f −A−1ELˇQ−1UˇETA−1f. (4.31)
Supposons que y = A−1f est stable directement. Sa valeur calculée est de la forme y˜ = (A +
∆1)
−1f , où ∆1 est la perturbation tel que ‖ ∆1 ‖= O (εmachine) ‖ A ‖. D’où,
x˜ = (A+ ∆1)
−1f − (A+ ∆2)−1EˇLQ−1UˇET (A+ ∆1)−1f (4.32)
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où
‖ ∆i ‖= O(εmachine) ‖ A ‖, i = 1, 2
si on enlève les termes de perturbation du seconde degré, on obtient les équations asymptotiques
comme suit :
(A+ ∆i)
−1 = A−1 −A−1∆iA−1, i = 1, 2 (4.33)
Alors (4.32) et (4.31) donnent après un simple calcul, l’inégalité suivante :
‖ x− x˜ ‖
‖ x ‖ ≤ O(εmachine)(‖ T ‖‖ T
−1 ‖) 32 (4.34)
et pour plus de détails voir [60].
4.4 Méthode via Toeplitz triangulaire
La méthode de la réduction cyclique [15] est une méthode efficace dans le cas où la matrice
de Toeplitz soit symétrique ou à diagonale dominante mais elle est coûteuse si la taille de la
bande est grande. De plus, la méthode basée sur la factorisation spectrale et Sherman-Morrison-
Woodbury introduite dans [60] n’est pas aussi efficace dans le cas où la bande de la matrice est
très grande. D’après la Remarque 4.3.1, elle nécessite la non-singularité de V1, W2 et la matrice
Q. Cela nous a permis d’inventer une alternative plus meilleure quelle que soit la taille de la
bande choisie en respectant l’efficacité et la précision.
4.4.1 Augmentation dans une matrice triangulaire inférieure de Toeplitz
Soit T une matrice de Toeplitz bande définie comme (4.2). Nous sommes intéressés par la
résolution du problème
Tx = f (4.35)
Soit T une matrice de Toeplitz bande définie comme (4.2), x le vecteur inconnu, et f est le
second membre. Dans ce qui suit, on donne un algorithme qui calcule la solution de (4.35) en
utilisant l’idée d’intégrer la matrice de Toeplitz bande dans une matrice de Toeplitz triangulaire
bande plus grande. Plus précisément, nous intégrons T dans une matrice de Toeplitz triangulaire
inférieure par bande M de taille (n+p)× (n+p) où la première colonne de M est donnée par :
r = (t−mr , · · · , t−1, t0, t1, · · · , tmc , 0, · · · , 0︸ ︷︷ ︸
n−(mc+1)
)T .
Plus précisément,
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M =

t−mr
...
. . .
t−1 · · · t−mr
t0 t−1 · · · t−mr
t1 t0 t−1
...
. . . . . . . . . . . .
tmc t1 t−1 t−mr
. . . . . . . . . . . .
... t−mr
. . . t−1
...
. . .
tmc · · · t1 t0 t−1 · · · t−mr

(4.36)
=

L 0 · · · 0
...
T 0
L
 , où L =
á
t−mr
...
. . .
t−1 · · · t−mr
ë
.
Pour simplifier, nous notons que p = mr, q = mc.
Proposition 4.4.1 Soit M une matrice triangulaire inférieure de Toeplitz tel que définie dans
(4.36). Ainsi, M−1 est une matrice triangulaire inférieure de Toeplitz définie par sa première
colonne :
r = (t−mr , · · · , t−1, t0, t1, · · · , tmc , 0, · · · , 0︸ ︷︷ ︸
n−(mc+1)
)T .
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En outre, M−1 peut être partitionnée comme suit
M−1 =

v1
v2 v1
... v2
. . .
vn−p+1
. . . v1
...
. . . v2 v1
vn−1
. . .
...
...
. . .
vn vn−1 · · · vn−p+1 vn−p · · · v1
vn+1 vn · · · vn−p+2 vn−p+1 · · · v2 v1
vn+2
. . . . . .
...
...
. . . . . . . . .
...
. . . . . . vn vn−1
. . . . . . . . .
vn+p · · · vn+2 vn+1 vn vn−1 · · · v2 v1

=
Ñ
A B
C D
é
,
où
A =

v1
v2 v1
... v2
. . .
vn−p+1
. . . v1
...
. . . v2
vn−1
. . .
...
vn vn−1 · · · vn−p+1

, B =

v1
...
. . .
vn−p · · · v1

,
C =

vn+1 vn · · · vn−p+2
vn+2
. . . . . .
...
...
. . . . . . vn
vn+p · · · vn+2 vn+1
 , D =

vn−p+1 · · · v2 v1
...
. . . . . . . . .
vn−1
. . . . . . . . .
vn vn−1 · · · v2 v1

sont des matrices de taille n× p, n× n, p× p, p× n, respectivement.
Théorème 4.4.1 Soit
M =
Ñ
L1 Op
T L2
é
(4.37)
est une matrice non singulière de taille (n + p) × (n + p), ou Op est un bloc nul, T est une
matrice carrée de Toeplitz bande définie en 4.2 de taille n. De plus, on suppose que M−1 admet
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la partition suivante :
M−1 =
Ñ
A B
C D
é
(4.38)
où A, B, C, et D sont de taille n×p, n×n, p×p, p×n, respectivement. Si T est non singulier,
alors C est aussi non singulier, donc, on peut écrire T−1 de la façon suivante :
T−1 = B −AC−1D, (4.39)
c’est le complément de Schur du bloc C de la matrice M−1.
Preuve. On a
M =
Ñ
L1 Op
T L2
é
est une matrice inversible de taille (n× p)× (n× p), où Op est matrice non nulle de taille p× p,
L1 = [L 0p · · · 0p], et L2 =

L
0p
...
0p
.
Soit
P =
Ñ
On,k In
Ik Ok,n
é
où On,k notée une matrice nulle de taille n× k, et T est inversible. Ainsi,
PM =
Ñ
T L2
L1 Ok
é
=
Ñ
T On,k
L1 R
éÑ
In T
−1L2
Ok,n Ik
é
où R = −L1T−1L2, si T et R sont inversibles et R, alors
M−1 =
Ñ
In −T−1L2
Ok,n Ik
éÑ
T−1 On,k
−R−1L1T−1 R−1
é
P
=
Ñ
−T−1L2R−1 T−1 + T−1L2R−1L1T−1
R−1 −R−1L1T−1
é
.
En utilisant (4.38), nous avons
A = −T−1L2R−1
B = T−1 + T−1L2R−1L1T−1
C = R−1
D = −R−1L1T−1
Alors T−1 = B − T−1L2R−1L1T−1 = B −AC−1D. 
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4.4.1.1 Algorithme et complexité de la résolution d’un système de Toeplitz bande
Ainsi, l’algorithme de cette méthode est décrit comme suit :
Algorithm 4.2 Algorithme via Toeplitz triangulaire
Step 0 : Récupérer A, B, C et D définies par (4.38).
Step 1 : Calculer b = Bf
Step 2 : Résoudre d = Df
Step 3 : Chercher a par la résolution de Ca = −d
Step 4 : Calculer a′ = Aa
Step 5 : Calculer la solution x donnée par x = a′ + b.
Complexité de l’algorithme 4.2.
Pour calculer efficacementM−1, il suffit de calculer la première colonne deM−1. Considérer le
calcul de M−1e1, où e1 = (1, 0, . . . , 0) est un vecteur de taille (n+ p). Supposons que (n+ p)
est multiple de k = p+ q et M partitionnée en k × k blocs
M =

M0
M1 M0
M1 M0
. . . . . .
M1 M0

. (4.40)
Le bloc M1 est une matrice de Toeplitz M0 est une matrice de Toeplitz triangulaire inférieure,
puis aussi M−10 est une matrice de Toeplitz triangulaire inférieure. La matrice M
−1
0 est calculée
une seule fois et le calcul de sa première colonne ne coûte pas plus de k2 flops. Ensuite, le calcul
des coûts L−1f k2, plus 2n/k − 1 noyaux, qui est k2 + O(n log2 k) opérations arithmétiques
(voir [60]). Notons que Bf est calculé en O(n − p) log2(n − p), nous pouvons calculer a en
O(p log2 p) flops, O(n log2 n) pour calculer a
′ flops, et O(n) à la dernière étape. Le système de
Toeplitz bande Tnx = b peut être résolu en O(n log2 n + k
2). Lorsque m = max(p, q), on en
déduit que la complexité de l’algorithme 4.2 est bornée par O(n log n + m2). Maintenant nous
comparons le coût de calcul entre la réduction cyclique [15], l’algorithme de Sherman-Morrison-
Woodbury [60] et notre algorithme (Algorithme 4.2) dans le tableau 4.1.
Réduction cyclique [15] Sherman-Morrison [60] Notre algorithme (4.2)
m,n O(n log2m+m log
2
2m log2
n
m ) O(n log2m+m
3) O(n log2 n+m
2)
m n O(n log2m) O(n log2m) O(n log2 n)
m u n O(n log2 n+ n log
2
2 n) O(n log2 n+ n
3) O(n log2 n+ n
2)
TABLE 4.1 – Coûts de calcul pour résoudre un système Toeplitz bande de taille n× n.
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Lorsque la taille de la bande est grande, nous avons une bonne approche pour résoudre un
système Toeplitz bande en terme de coût de calcul et même de point de vue efficacité les autres
programmes cessent parfois de fonctionner lorsque on augmente la taille de bande plus de détails
dans la partie numérique. De toute évidence, il est clair que notre alternative est plus coûteuse
que les autres méthodes connues [15, 18, 60] quand en supposant que la bande n’est pas trop
grande.
4.4.2 Étude de la stabilité
Théorème 4.4.2 La solution calculée x du système (4.6) satisfait
‖x− xˆ‖p
‖x‖p ≤ O(u) condp(T ), ( pour p = 1 ou ∞) (4.41)
où condp(t) =‖ T ‖p‖ T−1 ‖p, O(u) = η3
1− γn +
Ç
η3(γn + 1)
(1− γn) + γn
å ‖Bˆ‖p
‖T−1‖p où u, γn, et η3
sont définies dans le Lemme 1.3.1 et l’équation (4.49), respectivement.
Preuve. Supposons que X = T−1, E = C−1 où Aˆ, Eˆ, Dˆ, Bˆ sont calculées par l’algorithme 4.2
et que nous avons
− AˆEˆDˆ + Bˆ = ∆L+X, | ∆L |≤ γn | −AˆEˆDˆ + Bˆ |≤ γn | AˆEˆDˆ | +γn | Bˆ | (4.42)
xˆ = −(Aˆ+ ∆A)yˆ + (Bˆ + ∆B)f | ∆A |≤ γn | Aˆ |, | ∆B |≤ γn | Bˆ |
= −(Aˆ+ ∆A)(Eˆ + ∆E)zˆ + (Bˆ + ∆B)f | ∆E |≤ γn | Eˆ |
= −(Aˆ+ ∆A)(Eˆ + ∆E)(Dˆ + ∆D)f + (Bˆ + ∆B)f | ∆D |≤ γn | Dˆ | .
et
| x− xˆ | = |(−AˆEˆDˆ + Bˆ)f − (−(Aˆ+ ∆A)(Eˆ + ∆E)(Dˆ + ∆D) + (Bˆ + ∆B))f |
≤ |(Aˆ+ ∆A)(Eˆ + ∆E)(Dˆ + ∆D)f − AˆEˆDˆf |+ |∆Bf |
En appliquant le lemme 1.3.4, nous obtenons
| x− xˆ |6 ((1 + γn)3 − 1) | Aˆ | | Eˆ | | Dˆ | | f | +γn | Bˆ | | f | . (4.43)
Supposons que Eˆ, Dˆ, Aˆ sont des matrices non-négatives, ainsi | AˆEˆDˆ |=| Aˆ | | Eˆ | | Dˆ | et
| x− xˆ |6 ((1 + γn)3 − 1) | AˆEˆDˆ | | f | +γn | Bˆ | | f | . (4.44)
En utilisant (4.42), nous obtenons
| AˆEˆDˆ | 6| X | + | ∆L | + | Bˆ |
6| X | +γn | AˆEˆDˆ | +(γn + 1) | Bˆ |
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Alors,
| AˆEˆDˆ |6 1
1− γn | X | +
γn + 1
1− γn | Bˆ | (4.45)
En se basant sur les équations, (4.44) et (4.45) nous obtenons
| x− xˆ |6 ((1 + γn)
3 − 1)
1− γn | X | | f | +
Ç
((1 + γn)
3 − 1)(γn + 1)
(1− γn) + γn
å
| Bˆ | | f | .
Via la norme p (pour p = 1,∞), nous arrivons au résultat suivant :
‖x− xˆ‖p
‖x‖p 6
[
((1 + γn)
3 − 1)
1− γn +
Ç
((1 + γn)
3 − 1)(γn + 1)
(1− γn) + γn
å ‖Bˆ‖p
‖T−1‖p
]
condp(T )
(4.46)
Puisque 1 + x ≤ ex ∀ x ≥ 0, nous avons (1 + γn)n < exp(nγn) et ainsi
(1 + γn)
n − 1 < nγn + (nγn)
2
2!
+
(nγn)
3
3!
+ · · · (4.47)
< nγn
Ä
1 +
nγn
2
+
Änγn
2
ä2
+
Änγn
2
ä3
+ · · ·
ä
︸ ︷︷ ︸
=
1
1− nγn2
(4.48)
En fixant
ηn =
1
1− nγn2
(4.49)
et en utilisant l’équation (4.46), nous concluons
‖x− xˆ‖p
‖x‖p 6
η3
1− γn ‖T
−1‖p ‖T‖p +
Ç
η3(γn + 1)
(1− γn) + γn
å ‖Bˆ‖p
‖T−1‖p ‖T
−1‖p‖T‖p. (4.50)

Pour illustrer les résultats de l’analyse d’erreur, nous traçons dans la Figure 4.1 les erreurs en
norme ∞ entre la solution exacte x et la solution de notre algorithme xC , la solution via la
réduction cyclique xCR ainsi que la solution via Sherman-Morrison-Woodbury xCMW , respec-
tivement. Il est clair que les résultats numériques coïncident bien avec les résultats théoriques.
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FIGURE 4.1 – log10(Error
A
C) (en haut), log10(Error
A
CR) (au milieu) et log10(Error
A
SMW ) (en
bas) pour une matrice de Toeplitz bande de taille 220 et mr = mc = 32.
4.4.3 Exemples et tests numériques
L’Algorithme 4.2 présenté dans ce chapitre a été implémenté sous Matlab (R2011) sur un
ordinateur portable Intel(R) core (TM)i3 CPU M380 avec un processeur de 253 GHZ et RAM
de 4 GO. Afin d’entamer la comparaison des algorithmes, nous avons implémenté la réduction
cyclique classique [15] et l’algorithme via Sherman-Morrison-Woodbury [60] par nos propres
moyens.
Pour l’ensemble des exemples, f est choisi dans le but d’obtenir les solutions exactes égale à 1.
Ainsi, l’erreur relative en norme∞ entre la solution exacte et la solution xC est égale
max1≤i≤n |(xC)i − 1|.
Les tables de 5.1 à 5.6 montrent la performance de l’algorithme de Toeplitz bande de taille n×n.
Exemple 1 : La matrice de Toeplitz bande T a les coefficients t1 = 1000, t0 = 1, t−1 =
0.001, t−2 = 1000. La solution xC calculée par l’Algorithme 4.2 et la solution xSMW calculée
par la formule Sherman-Morrison-Woodbury, possède la précision ‖x − xC‖∞ = 2.2.10−12 et
‖x − xSMW ‖∞ = 1.9.10−14, respectivement. Dans cet exemple, la réduction cyclique échoue
parce que T est loin d’être diagonale dominante.
Exemple 2 : La matrice de Toeplitz bande a le coefficient t0 = 0.5 sur la diagonale principale
et 1 ailleurs dans la bande. Le nombre de blocs est fixé tels que n = 220,mr = m etmc = m/2,
où m varie. Les résultats de cet exemple sont donnés dans la Table 4.2. Lorsque m augmente,
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l’Algorithme 4.2 donne des résultats beaucoup mieux que l’algorithme de la réduction cyclique
et l’algorithme via Sherman-Morrison-Woodbury en termes d’efficacité numérique et temps de
calcul. En outre, la précision de la méthode de la réduction cyclique se détériore et la méthode
de Sherman-Morrison Woodbury ne fonctionne pas.
Exemple 3 : Dans l’exemple suivant, nous choisissons t0 = 1.0001 sur la diagonale princi-
pale et 1 ailleurs dans la bande. Le nombre de blocs de T est fixé tels que n = 220, et mr = m
et mc = m/2, où m varie. Les résultats sont donnés dans la Table 4.2. Lorsque m augmente,
l’Algorithme 4.2 fonctionne mieux que la méthode de Sherman-Morrison-Woodbury en terme
de temps de calcul. En outre, la méthode de la réduction cyclique échoue.
Exemple 4 : Soit t0 = 1 + 10−14 sur la diagonale principale et 1 ailleurs dans la bande, avec
p = q = m et n = 220. Les résultats donnés dans la Table 4.4 montrent que même si m << n,
l’Algorithme 4.2 est plus performant que l’algorithme de la réduction cyclique et l’algorithme
via Sherman-Morrison-Woodbury en termes d’efficacité et temps de calcul.
Exemple 5 : La matrice T a comme t0 = 1 dans la diagonale principale et 2 ailleurs dans
la bande. La taille de T est fixée par n = 220. Nous choisissons p = m et q = m, où m varie.
La Table 4.5 renforce l’efficacité de notre approche à l’égard de l’algorithme de la réduction
cyclique et l’algorithme via Sherman-Morrison-Woodbury en termes de précision et temps de
calcul.
Exemple 6 : T est une matrice de Toeplitz bande de coefficients t3 = 1, t2 = 3, t1 = 2, t0 =
3/5, t−1 = 4. La Table 4.6 assure aussi l’efficacité de notre approche à l’égard de l’algorithme de
la réduction cyclique et l’algorithme via Sherman-Morrison-Woodbury en termes de précision
et temps de calcul.
m ‖x− xC‖∞ Temps ‖x− xSMW ‖∞ TempsSMW (s) ‖x− xCR‖∞ TempsCR (s)
4 4.60× 10−12 0.53 1.82× 10−11 0.81 3.75× 10−12 0.22
8 8.50× 10−11 0.53 1.84× 10−7 0.90 2.40× 10−12 0.21
16 3.53× 10−10 0.8 1.27× 10−4 1.80 2.94× 10−11 0.34
32 6.30× 10−11 0.9 2.31× 10+12 2.26 4.37× 10−9 0.36
64 1.18× 10−10 0.98 Ne marche pas 1.89× 10−9 0.52
128 8.18× 10−10 0.72 Ne marche pas 7.89× 10−9 0.64
256 8.18× 10−10 0.57 Ne marche pas 1.35× 10−7 1.23
512 9.83× 10−8 1.15 Ne marche pas 2.24× 10−7 8.83
1024 6.18× 10−8 0.58 Ne marche pas 2.85× 10−6 35.41
TABLE 4.2 – Résultats numériques pour l’exemple 2
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m ‖x− xC‖∞ Temps ‖x− xSMW ‖∞ TempsSMW (s) ‖x− xCR‖∞ TempsCR (s)
32 2.64× 10−10 0.54 3.77× 10−12 1.18 Echoue 0.62
64 1.59× 10−10 0.54 7.48× 10−12 1.2 Echoue 0.75
128 3.35× 10−10 0.55 2.01× 10−11 1.4 Echoue 1.51
256 8.73× 10−7 0.57 4.68× 10−8 7.344 Echoue 2.76
512 2.72× 10−6 0.69 7.82× 10−7 38.18 Echoue 2.34
1024 1.04× 10−8 0.52 8.30× 10−8 315.789 Echoue 8.2614
TABLE 4.3 – Résultats numériques pour l’exemple 3.
m ‖x− xC‖∞ Temps ‖x− xSMW ‖∞ TempsSMW (s) ‖x− xCR‖∞ TempsCR (s)
4 4, 27× 10−5 0.86 6, 3× 10−3 0.62 3.5× 1020 0.52
8 2, 7145× 10−11 0.73 5, 2× 10−2 0.7 3× 1015 0.53
TABLE 4.4 – Résultats numériques pour l’exemple 4.
m ‖x− xC‖∞ Temps ‖x− xSMW ‖∞ TempsSMW (s) ‖x− xCR‖∞ TempsCR (s)
8 8.50× 10−11 0.62 5.11× 10−11 0.85 2.40× 10−12 0.22
16 3.53× 10−10 0.8 1.34× 10−6 1.46 2.94× 10−11 0.29
32 6.3× 10−11 0.73 0.003 1.57 4.37× 10−9 0.29
64 1.18× 10−10 0.51 3.48× 107 2.13 1.89× 10−9 0.25
128 1.97× 10−10 0.6 Ne marche pas 7.89× 10−9 0.52
256 8.18× 10−10 0.69 Ne marche pas 1.35× 10−7 1.58
512 9.83× 10−8 0.7 Ne marche pas 2.24× 10−7 6.09
1024 6.18× 10−8 0.58 Ne marche pas 2.85× 10−6 31.31
TABLE 4.5 – Résultats numériques pour l’exemple 5.
n ‖x− xC‖∞ Temps ‖x− xSMW ‖∞ TempsSMW (s) ‖x− xCR‖∞ TempsCR (s)
28 1.665× 10−14 0.001 2.977× 10138 0.25 1.0667 0.0082
29 9.226× 10−14 0.002 Ne marche pas 1.0667 0.0085
210 3.619× 10−14 0.0041 Ne marche pas 1.0667 0.01
211 1.654× 10−13 0.0043 Ne marche pas 1.0667 0.086
212 1.722× 10−11 0.005 Ne marche pas 1.0667 0.055
TABLE 4.6 – Résultats numériques pour l’exemple 6.
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4.4.4 Cas des matrices mal-conditionnées
Nous avons prolongé la matrice de Toeplitz bande T dans une matrice triangulaire de Toe-
plitz M . Cela a des inconvénients et des avantages, comme on va le montrer par la suite. Parmi
les avantages de cette nouvelle approche, nous n’avons pas besoin de passer par la factorisation
spectrale. Malheureusement, cette méthode ne peut pas toujours assurer de bons résultats quand
la matrice T est une matrice symétrique ou à diagonale dominante. Dans ce qui suit, nous allons
discuter les inconvénients de l’approche proposée.
4.4.4.1 M mal-conditionnée
Il peut arriver que même pour une matrice T bien conditionnée, la matrice M définie dans
(4.36) serait mal-conditionnée ou non inversible. Ceci est illustré par l’exemple suivant : consi-
dérons le cas où T est tridiagonale, symétrique définie positive, fortement diagonale dominante,
avec a > 0 sur la diagonale principale et ε sur sa première supérieure diagonale et sa première
inférieure diagonale, avec 0 < ε << a.
Nous obtenons une matriceM de taille (n+1)×(n+1) a ε = 1 sur la diagonale principale,
a = 10 sur la première sous-diagonale, ε = 1 sur la deuxième sous-diagonale et 0 ailleurs. Le
nombre de conditionnement de la matrice T et de la matrice triangulaire M , en fonction de n,
est le suivant :
n cond∞(T ) cond∞(M)
27 1.500 3.676× 10128
28 1.500 1.02× 10256
29 1.500 inf
210 1.500 inf
211 1.500 inf
TABLE 4.7 – Conditionnement des matrices T et M pour M mal-conditionnée.
4.4.4.2 T mal conditionnée
Dans ce cas, le prolongement de la matrice T dans une matrice triangulaire inférieure de
Toeplitz bande M a un bon effet de la régularisation de la solution. Par exemple, on considère le
cas où T est une matrice tridiagonale, avec a > 0 sur la diagonale principale et b (0 < a b) sur
ses premières diagonales supérieures et inférieures. Nous avons considéré les valeurs suivantes :
a = 10−30, b = 1.
Le nombre de conditionnement des matrices T et M , en fonction de n, est le suivant :
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n cond∞(T ) cond∞(M)
27 2× 1030 130
28 2× 1030 258
29 2× 1030 514
210 2× 1030 1026
211 2× 1030 2050
212 2× 1030 4098
TABLE 4.8 – Conditionnement des matrices T et M , pour T mal conditionnée.
4.5 Conclusions et perspectives
Dans ce chapitre, nous avons proposé une nouvelle méthode pour la résolution des systèmes
d’équations linéaires avec des matrices de Toeplitz bandes. Des exemples numériques montrent
que l’algorithme proposé est une des bonnes alternatives en termes d’efficacité et temps de cal-
cul lorsque la bande est modérément grande. Malheureusement, le nouvel algorithme pourrait
souffrir de certaines instabilités numériques. En fait, même si la matrice de Toeplitz bande T est
bien conditionnée, la matrice triangulaire inférieure de Toeplitz M pourrait être très mal condi-
tionnée. De plus, les propriétés comme la positivité ou la dominance diagonale de la matrice T
sont parfois perdues.
La principale perspective recherche dans le Chapitre 5 est de généraliser cette approche
dans le cas d’une matrice de Toeplitz bande par blocs. Il s’avère intéressant aussi de viser la
connexion de ces algorithmes conçus pour des applications phares des mathématiques comme
la restauration d’images.
CHAPITRE 5
RÉSOLUTION D’UN SYSTÈME DE
TOEPLITZ BANDE PAR BLOCS DE
TOEPLITZ BANDES
5.1 Introduction
La modélisation mathématique de problèmes du monde réel conduit souvent à la résolution
de systèmes d’équations linéaires avec certaines structures intrinsèques.
Ce type de matrices, très souvent des matrices de Toeplitz bandes par blocs Toeplitz, sont ren-
contrés en particulier dans les domaines tels que le traitement d’images et dans la solution nu-
mérique des équations différentielles.
Une large étude des problèmes où les matrices sont de Toeplitz bandes par blocs de Toeplitz
bandes (TBBTB) sont données dans [17].
En raison de la grande taille de blocs de matrices, il est obligatoire d’exploiter à la fois la struc-
ture externe de Toeplitz bande, et la structure de Toeplitz extérieure, de concevoir des algo-
rithmes efficaces pour la résolution de ses systèmes. Plusieurs techniques ont été introduites
dans la littérature pour la résolution des systèmes TBBTB, comme les méthodes itératives en
particulier la méthode du gradient conjugué pré-conditionné [27, 76] qui coûte O(nm logm)
pour chaque itération, les techniques multigrilles [36] et des algorithmes basés sur la réduction
cyclique [16, 17]. Il y a aussi quelques méthodes directes, comme des généralisations pour le
rang de déplacement [72] et la convolution approchée [86].
Un algorithme d’une complexité de O(nm3) + O(k3m2) pour résoudre un système de Toe-
plitz bande par blocs dont les blocs sont de Toeplitz non nécessairement bandes a été introduit
dans [32]. L’idée de cet algorithme est basée sur la construction d’une matrice circulante et avec
la formule de Sherman Morrison Woodbury on peut transformer son inverse à un inverse de la
matrice d’origine.
81
5.2. MATRICES TRIANGULAIRES DE TOEPLITZ PAR BLOCS 82
L’algorithme que nous proposons ici transforme la matrice TBBTB en une matrice de Toeplitz
triangulaire inférieure par blocs de Toeplitz bandes, avec un coût intéressant.
Soit T une matrice de Toeplitz bande par blocs de Toeplitz bandes, définie comme suit :
T =

T0 T−1 . . . . . . T−k 0 . . . 0
T1 T0
. . . . . . . . . T−k
. . .
...
...
. . . . . . . . . . . . . . . . . . 0
Tk
. . . . . . . . . . . . . . . . . . T−k
0
. . . . . . . . . . . . . . . . . .
...
...
. . . . . . . . . . . . . . . . . . T−1
0 . . . 0 Tk . . . . . . T1 T0

(5.1)
et chaque Ti avec i = −k, . . . , 0, . . . , k s’écrit sous la forme
Ti =

T0,i T−1,i . . . . . . T−k,i 0 . . . 0
T1,i T0,i
. . . . . . . . . T−k,i
. . .
...
...
. . . . . . . . . . . . . . . . . . 0
Tk,i
. . . . . . . . . . . . . . . . . . T−k,i
0
. . . . . . . . . . . . . . . . . .
...
...
. . . . . . . . . . . . . . . . . . T−1,i
0 . . . 0 Tk,i . . . . . . T1,i T0,i

avec T est formée de n blocs de taille m × m, et supposons que T est de taille N × N où
N = nm et m représente la taille de chaque bloc.
Concernant le conditionnement d’une matrice TBBTB, l’auteur dans [51] a fait des tests numé-
riques dans lesquels il a appliqué le logarithme à base 10 sur les nombres de conditionnements
des matrices TBBTB avec les mêmes tailles et à chaque fois on augmente les largeurs de bandes,
ce qui lui permet de remarquer que le conditionnement dépend de la largeurs de la bande. C-à-d
les matrices TBBTB avec de petites bandes sont mal conditionnées par rapport aux matrices de
bandes plus grandes.
5.2 Matrices triangulaires de Toeplitz par blocs
On définit dans cette partie les matrices de Toeplitz triangulaires par blocs et leurs propriétés.
On note L une matrice de Toeplitz triangulaire inférieure par blocs avec X son premier bloc
colonne et U une matrice de Toeplitz triangulaire supérieure par blocs avec Y T est son premier
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bloc ligne, définies comme suit :
L =

L1
...
. . .
...
. . .
Ln . . . . . . L1
 , X =

L1
...
...
Ln
 (5.2)
U =

U1 . . . . . . Un
. . .
...
. . .
...
U1
 , Y
T = (U1, . . . . . . , Un) (5.3)
Proposition 5.2.1 • Le produit d’une matrice de Toeplitz triangulaire par blocs par un vec-
teur V par blocs avec V = (Vi)i=1,n, où (Vi) sont de tailles m × p, coûte O((m +
p)mn log n+ nm2p) flops, voir [13].
• Si p = m = 1, le coût de calcul se réduit en O(n log n), par rapport à O(n2) pour la
multiplication d’une matrice par un vecteur.
• Si m a une largeur en respectant log n, alors le coût de calcul de la FFT est négligeable
par rapport au coût de calcul d’un produit d’une matrice de Toeplitz par blocs par un
vecteur par blocs, voir [13, Algorithm 2.3].
Remarque 5.2.1 Si les blocs d’une matrice triangulaire de Toeplitz par blocs ne sont pas de
matrices triangulaires de Toeplitz, l’inverse est une matrice triangulaire de Toeplitz par blocs
mais les blocs ne sont pas de matrices de Toeplitz.
Proposition 5.2.2 L’inversion d’une matrice triangulaire de Toeplitz par blocs coûteO(m2n log n+
m3n).
Preuve. Pour plus de détails, voir [13, Algorithm 25]. 
5.3 Matrices de Toeplitz bande par blocs Toeplitz bandes
En fait le cas bloc n’est qu’une généralisation du cas scalaire par contre nous avons rencontré
quelque difficultés parmi lesquelles le nombre d’opérations arithmétiques effectués.
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5.3.1 Le cas blocs de la réduction cyclique
L’idée est la même que le cas scalaire. En fait, il suffit de repartitionner la matrice de TBBTB
en une matrice tridiagonale de Toeplitz par blocs, définie par
Qn =

A0 A−1
A1 A0 A−1
. . . . . . . . .
A1 A0 A−1
A1 A0

(5.4)
(voir Chapitre 4 Section 4.2.3). Cet algorithm coûte O(k2m log2m log n + Knm logm) en
appliquant la factorisation LU pour la matrice Qn avec n le nombre de blocs, m la taille de
chaque bloc et K le rang de déplacement de Ln, la matrice de Toeplitz triangulaire inférieure
bande par blocs.
5.3.2 Notre contribution
Proposition 5.3.1 On peut prolonger une matrice TBBTB T définie par (5.1) de taille N × N
avec N = nm où n est le nombre de blocs et m est la taille de chaque bloc, dans une matrice
triangulaire inférieure de Toeplitz par blocs L (TITB)
L =

T−k
...
. . .
T−1 T−k
T0 T−1 T−k
...
. . . . . . . . .
Tk T0 T−1 T−k
0
. . . . . . . . . . . .
...
. . . . . . . . . . . . T−k
0 . . . 0 Tk . . . T0 T−1 . . . T−k

(5.5)
=
Ñ
L1 0
T L1
é
(5.6)
avec L1 =
á
T−k
...
. . .
T−1 . . . T−k
ë
, définie par (5.2) de taille M ×M , où M = m(n + k) et
R représente sa première bloc colonne :
R = (T−k, . . . , T−1, T0, . . . , Tk) .
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L−1 =

V1
V2 V1
... V2
. . .
Vn−p+1
. . . V1
...
. . . v2 v1
Vn−1
. . .
...
...
. . .
Vn Vn−1 · · · Vn−p+1 Vn−p · · · V1
Vn+1 Vn · · · Vn−p+2 Vn−p+1 · · · V2 V1
Vn+2
. . . . . .
...
...
. . . . . . . . .
...
. . . . . . Vn Vn−1
. . . . . . . . .
Vn+p · · · Vn+2 Vn+1 Vn Vn−1 · · · V2 V1

=
Ñ
A B
C D
é
.
Théorème 5.3.1 Soit T une matrice de Toeplitz bande par blocs inversible de taille (n×m)×
(n×m) et L une matrice triangulaire inférieure de Toeplitz par blocs associée à T . Supposons
que L−1 est réparti comme suit :
L−1 =
Ñ
A B
C D
é
où A, B, C et D sont des matrices blocs de taille (n ×m) × (k ×m), (n ×m) × (n ×m),
(k ×m) × (n ×m), (k ×m) × (n ×m) respectivement. Ensuite, si C est inversible alors la
résolution d’un système de Toeplitz bande par blocs Tx = f est donnée par :
x = Bf −AC−1Df. (5.7)
Preuve. On peut réduire la résolution du système Tx = f à la résolution d’un système
L
Ñ
x
0
é
=
Ñ
e
f
é
(5.8)
dont e est un vecteur inconnu de longueur k ×m. Or, d’après la Remarque 5.2.1 on a
L−1 =
á
L1
...
. . .
Ln+k . . . L1
ë
(5.9)
=
Ñ
A B
C D
é
(5.10)
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où A, B, C, D sont des blocs matrices de tailles (n × m) × (k × m), (n × m) × (n × m) ,
(k × m) × (k × m) et (k × m) × (n × m), respectivement. Alors, d’après (5.8) et (5.10) le
vecteur e peut être déterminer comme suit
e = −C−1Df. (5.11)
D’où, la résolution d’un système de Toeplitz bande par blocs Tx = b est comme suit :
x = Bf −AC−1Df. (5.12)

Proposition 5.3.2 La résolution d’un système de TBBTB Tx = b, coûte environO(m2n log n+
m3n+M3).
Preuve. Pour calculer la solution x, on applique l’algorithme suivant :
Algorithm 5.1 Algorithme par blocs
Étape 0 : Calculer l’inverse de L.
Étape 1 : Calculer e1 = Db.
Étape 2 : Calculer Ce2 = b.
Étape 4 : Calculer x1 = Ae2.
Étape 5 : Calculer x2 = Bf .
Étape 6 : x = x1 − x2.
L’inverse de L coûte O(m2n log n+m3n) avec k est la taille de bloc bande de L, e2 coûte
O(M3) où M = k ∗ m, et x2 O(m2n log n + m3n), alors la solution du système Tx = f
nécessite O(m2n log n+m3n+M3) opérations arithmétiques. 
5.4 La structure en traitement d’images
5.5 Intoduction
Une question fondamentale en traitement du signal et de l’image est la suppression de flou.
Le signal ou l’image obtenu à partir d’une source ponctuelle dans le cadre du processus de
brouillage est appelé PSF ("Point spread function"). Le signal ou l’image g observé est juste
la convolution de cette fonction p (PSF) avec le signal ou l’image initiale f . Le problème de
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restauration ou de déflouage est de récupérer f de la fonction g = p ∗ f compte tenue de la
fonction p. Ce problème de base apparaît sous plusieurs formes dans le traitement du signal et
de l’image [5, 26, 41, 47].
Ainsi, dans la résolution de f à partir d’une longueur g finie, nous avons besoin de certaines
hypothèses sur les valeurs de f en dehors du domaine où g est définie. Ces hypothèses sont
appelées conditions aux limites. L’approche naturelle et classique est d’utilisée la condition aux
limites (de Dirichlet) égale à zéros [5, p 211− 220]. Il suffit de supposer que les valeurs de f en
dehors du domaine sont nuls. Il en résulte une matrice de floue qui est une matrice de Toeplitz
bande dans le cas unidimensionnel et d’une matrice de Toeplitz bande par blocs avec des blocs
de Toeplitz bandes (TBB/BTB) dans le cas bidimensionnel, voir [5, p 71].
5.6 Le problème de restauration (ou déflouage )
Définition 5.6.1 (Image floue) Une matrice floueA est déterminée par deux ingrédients, le PSF
qui définit la manière dont chaque pixel est floue, et les conditions aux bords qui spécifient nos
hypothèses sur la scène juste à l’extérieure de notre image.
Définition 5.6.2 (PSF "Point spread function")
La matrice P de PSF est l’image d’un pixel blanc, et ses dimensions sont généralement beau-
coup plus petites que ceux de l’image floue B et l’image originale X . Si le floue local et spécia-
lement invariant, alors P contient toutes les informations sur toute l’image.
5.6.1 Problème 1-D
Pour plus de simplicité, nous commençons par le cas unidimensionnel. Nous considérons
l’image originale
f˜ = (. . . , f−m+1, . . . , f0, f1, . . . , fn, fn+1, . . . , fn+m, . . .)
et la fonction (PSF) de floue donnée par
p = (. . . , 0, 0, p−m, p−m+1, . . . , p0, . . . , pm−1, pm, 0, 0, . . .). (5.13)
L’image floue est la convolution de p et f˜, soit gi le ième coefficient de l’image floue donnée par
gi =
+∞∑
j=−∞
pi−jfj . (5.14)
Le problème de restauration est de récupérer le vecteur f = (f1, . . . , fn) étant donné la fonction
floue p et l’image floue g = (g1, . . . , gn) de longueur fini. A partir de (5.14), nous pouvons
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écrire :

pm . . . p0 . . . p−m 0
. . . . . .
. . . . . .
0 pm . . . p0 . . . p−m


f−m+1
f−m+2
...
f0
f1
...
fn
fn+1
...
fn+m−1
fn+m

=

g1
...
...
gn
 . (5.15)
Ainsi l’image floue g = (g1, . . . , gn) est déterminée non seulement par f mais aussi par
(f−m+1, . . . , f0, f1, . . . , fn, fn+1, . . . , fn+m).
Le système (5.15) est sous-déterminé. Pour surmonter cela, nous faisons certaines hypothèses
(dite condition aux limites) sur des données inconnues f−m+1, . . . , f0 et fn+1, . . . , fn+m afin
de réduire les conditions d’inconnues.
Avant de discuter les conditions aux limites, tout d’abord nous écrivons (5.15) comme
Tlfl + T f + Trfr = g, (5.16)
où
Tl =

pm . . . p1
. . .
...
pm
0

, fl =

f−m+1
f−m+2
...
f−1
f0

, (5.17)
T =

p0 . . . p−m 0
...
. . .
pm p−m
. . .
...
0 pm . . . p0

, f =

f1
f2
...
fn−1
fn

, (5.18)
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Tr =

0
p−m
...
. . .
p−1 · · · p−m

, fr =

fn+1
fn+2
...
fn+m−1
fn+m

. (5.19)
5.6.1.1 Condition aux limites de Dirichlet
La condition aux limites (de Dirichlet) égale à zéro assure que l’image observée à l’exté-
rieure du domaine de g est zéro [5, p.211-220] c-à-d
fl = fr = 0.
D’où, le système (5.16) devient
T f = g.
Alors, d’après (5.18) la matrice T dans le cas unidimensionnel est bien une matrice de Toeplitz
bande.
5.6.2 Problème 2-D
Les résultats de la section 5.6.1 peut être prolongés d’une manière naturelle à des problèmes
de restauration d’images bidimensionnels. Dans ce cas, on est concerné par la résolution d’un
problème similaire à (5.15), sauf que maintenant la matrice est une matrice par blocs. Avec la
condition aux limites qui égale à zéro, la matrice obtenue dans le cas bidimensionnel est une
matrice (TBB/BTB).
5.6.2.1 Exemple de calcul
Pour des problèmes de restauration d’images spatialement invariantes, la structure spécifique
de la matrice T dépend des conditions aux limites imposées, et peuvent impliquer les matrices
de Toeplitz, circulantes et de Hankel.
Rappelons que la convolution de PSF avec une image originale nous permet d’obtenir une image
floue. En effet, l’opération de convolution pour des images bidimensionnelles est très similaire
au cas unidimensionnel.
Soit X =

x1,1 x1,2 x1,3
x2,1 x2,2 x2,3
x3,1 x3,2 x3,3
, P =

p1,1 p1,2 p1,3
p2,1 p2,2 p2,3
p3,1 p3,2 p3,3
, B =

b1,1 b1,2 b1,3
b2,1 b2,2 b2,3
b3,1 b3,2 b3,3

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avec p2,2 est le centre de la matrice PSF, alors l’élément b2,2 dans le centre de B est donnée par
b2,2 = p3,3.x1,1 + p3,2.x1,2 + p3,1.x1,3
+ p2,3.x2,1 + p2,2.x2,2 + p2,1.x2,1
+ p1,3.x3,1 + p1,2.x3,2 + p1,1.x3,3.
Pour les autres coefficients dans cet exemple de taille 3 × 3, nous devrons faire attention à la
condition aux limites. En particulier, si nous supposons que la condition aux limites égale à zéro,
alors le coefficient b21 à la frontière de B est égale à :
b2,1 = p3,3.0 + p3,2.x1,1 + p3,1.x1,2
+ p2,3.0 + p2,2.x2,1 + p2,1.x2,2
+ p1,3.0 + p1,2.x3,1 + p1,1.x3,2.
On a b = vec(B) et x = vec(X) sont liés par
b1,1
b2,1
b3,1
b1,2
b2,2
b3,2
b1,3
b2,3
b3,3

=

p2,2 p1,2 p2,1 p1,1
p3,2 p2,2 p1,2 p3,1 p2,1 p1,1
p3,2 p2,2 p3,1 p2,1
p2,3 p1,3 p2,2 p1,2 0 p2,1 p1,1
p3,3 p2,3 p1,3 p3,2 p2,2 p1,2 p3,1 p2,1 p1,1
p3,3 p2,3 p3,2 p2,2 p3,1 p2,1
p2,3 p1,3 p2,2 p1,2
p3,3 p2,3 p1,3 p3,2 p2,2 p1,2
p3,3 p2,3 p3,2 p2,2


x1,1
x2,1
x3,1
x1,2
x2,2
x3,2
x1,3
x2,3
x3,3

. (5.20)
La matrice définie dans (5.20) est une matrice de Toeplitz bande par blocs avec les blocs sont de
Toeplitz bandes (TBB/BTB). Elle prend en compte la condition aux limites égale à zéro.
D’autres structures par blocs peuvent être introduites dans le problème de restauration d’images
comme :
CB/BC : Circulante par blocs avec les blocs sont circulantes,
HB/BH : Hankel par blocs avec les blocs sont de Hankel,
TB/BH : Toeplitz par blocs avec les blocs sont de Hankel,
HB/BT : Hankel par blocs avec les blocs sont de Toeplitz.
Avec ces notions, nous pouvons décrire précisément la structure de la matrice T pour diverses
conditions aux limites :
• Conditions aux limites égales à zéros, dans ce cas la matrice T est une matrice TBB/BTB,
• Conditions aux limites périodiques, dans ce cas où T est une matrice CB/BC,
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• Conditions aux limites (de Neumann) réflexive, dans ce cas T est la somme de matrices
BT/TB, TB/BH , HB/BT , et HB/BH .
Pour plus de détails, voir [42].
5.6.3 Tests numériques
Les tests numériques qui sont présentés dans cette section ont été implémentés sous Matlab
(R2013a) sur un ordinateur portable Intel(R) core (TM)i7 CPU-4510u avec un RAM de 8 GO.
L’algorithme 5.1 a été implémente et testé pour un problème de restauration d’images, avec une
image de taille N ×N pixels, et un bruit PSF défini comme suit :
PSF =
1
25

1 1 1 1 1
1 1 1 1 1
1 1 1 1 1
1 1 1 1 1
1 1 1 1 1

. (5.21)
Avec ce PSF , nous avons un système de Toeplitz bande par blocs bandes de Toeplitz, avec 5
bandes et N × N blocs où chaque bloc est aussi de taille N , avec 5 bandes. Donc le système
obtenu est un système de taille N2 ×N2.
Exemple 1 : Dans la Figure 5.1, la Figure 5.1(a) est l’image originale de Cameraman de taille
512× 512 récupérée de Matlab. Figure 5.1(b) est l’image bruitée obtenue par convolution entre
l’image originale et le PSF de taille 5 × 5 (5.21). La Figures 5.1(c) est l’image reconstruite par
notre algorithme 5.1.
Exemple 2 : Dans la figure 5.2, la Figure 5.2(a) est l’image originale de taille 256 × 256 [42].
Figure 5.2(b) est l’image bruitée obtenue par convolution entre l’image originale et le PSF de
taille 5× 5 (5.21). La Figure 5.2(c) est l’image reconstruite par notre algorithme 5.1.
Similarité et PSNR
Comme indicateur de qualité d’image, on va utiliser le PSNR et le SSIM, définies comme
suit :
PSNR : est une mesure de la qualité de l’image reconstruite par rapport à l’image originale, en
décibels (db). Le PSNR d’une image u reconstruite de taille M × N pixels est défini comme
suit :
PSNR = 10 log10
( D2
MSE
)
(5.22)
où MSE =
1
MN
∑
m,n(um,n − vm,n)2
• v est l’image de référence,
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(a) Image originale (b) Image bruitée
(c) Image reconstruite par
notre algorithme
FIGURE 5.1 – Exemple 1
• D est l’écart entre la plus grande et la plus petite valeur d’intensité de l’image,
• MSE est l’erreur quadratique moyenne entre u et v.
Concernant la SSIM (Structural Similarity), c’est une mesure de similarité entre deux images
numériques. La SSIM est calculée sur plusieurs fenêtres d’images, la mesure entre deux fenêtres
u et v de taille N ×N est
SSIM(u, v) =
(2µuµv + d1)(2covuv + d2)
(µ2u + µ
2
v + d1)(σ
2
u + σ
2
v + d2)
(5.23)
où
• µu (resp µv) la moyenne de u (resp v),
• σ2u (resp σ
2
v) la variance de u (resp v),
• covuv la covariance de u et v,
d1 = (k1L)
2 et d2 = (k2L)2 deux variables destinées à stabiliser la division quand le dénomi-
nateur est très faible,
• L est la dynamique des valeurs des pixels, soit 100 pour les images codées sur 8 bits,
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(a) Image originale (b) Image bruitée
(c) Image reconstruite par
notre algorithme
FIGURE 5.2 – Exemple 2
• k1 = 0.001 et k2 = 0.03 par défaut.
Si u = v, SSIM(u, v) = 1, et si SSIM(u, v) est proche de 1 alors u et v ont presque la même
qualité visuelle.
Dans la Table 5.1, nous avons comparé la similarité et le PSNR entre l’image originale et l’image
reconstruite. Nous notons que les PSNR et SSIM calculées par notre méthode est un succès à
la fois de point de vue du critère PSNR et de point de vue visuel. De même le SSIM de notre
méthode est égale à 1.
Exemple 1 Exemple 2
SSIM PSNR SSIM PSNR
Notre méthode 1 +25.84 db 1 +25.51 db
TABLE 5.1 – Qualité d’images
5.7 Conclusion
Dans ce chapitre, nous avons essayé de résoudre un système de Toeplitz bande par blocs
avec les blocs sont de Toeplitz bandes, en utilisant la technique de prolongement proposées dans
le Chapitre 4. Nous avons abouti à un résultat intéressant mais ça nous n’empêche pas d’avouer
d’avoir rencontrer de problèmes, tel que le coût de calcul qui est un peu coûteux et aussi au
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niveau de l’inversion de la matrice C définie dans (5.10). Nous pensons que ça est dûe au mal-
conditionnent de la matrice proposée par cette application. Ceci nous a encouragé d’appliquer
des techniques de pré-conditionnement au niveau de la matrice C, qui restera une question à
rependre dans le futur.
CHAPITRE 6
CONCLUSIONS ET PERSPECTIVES
6.1 Conclusions
Le but de cette thèse est la conception de nouveaux algorithmes rapides en calcul numérique
via les matrices Toeplitz. Notre contribution consiste essentiellement à concevoir différents types
d’algorithmes rapides.
Nous avons introduit un nouvel algorithme pour le calcul rapide de l’inverse d’une matrice trian-
gulaire de Toeplitz. L’objectif recherché est de concevoir des algorithmes rapides pour inverser
une matrice triangulaire de Toeplitz et de dégager le meilleur possible, c’est à dire le plus rapide
théoriquement et pratiquement, occupant le moins d’espace mémoire possible. Dans cette direc-
tion, nous avons focalisé notre attention sur l’amélioration de l’algorithme de Bini [10] pour le
calcul de l’inverse d’une matrice triangulaire de Toeplitz. L’idée est inspirée de l’article de Lin,
Ching et Ng [55] pour une inversion approchée d’une matrice de Toeplitz triangulaire.
Un nouvel algorithme rapide a été proposé en se basant sur des notions d’interpolation poly-
nomiale. Cet algorithme nécessitant uniquement deux FFT(2n) est manifestement efficace par
rapport à ces prédécesseurs. Des expérimentations numériques illustrent l’efficacité, le temps de
calcul et la stabilité numérique de cette approche. Une étude d’erreur théorique a été aussi in-
troduite. Ce travail nous a mené à une publication d’un article intitulé "A note on computing the
inverse of a triangular Toeplitz matrix" dans la revue "Applied Mathematics and Computation"
(2014) [8].
Nous avons aussi réussi à développer un algorithme de résolution d’un système linéaire de Toe-
plitz bande qui nous a mené à un article publié "A Fast algorithm for solving banded Toeplitz"
en "Computers & Mathematics with Application" [9]. Cette nouvelle approche est basée sur
l’extension de la matrice donnée dans une matrice augmentée a la structure d’une matrice tri-
angulaire inférieure de Toeplitz. La stabilité de l’algorithme est discutée et son rendement est
justifié par des expériences numériques.
Nous avons ensuite abordé le cas de la résolution d’un système de Toeplitz bande par blocs
bandes de Toeplitz. Il s’est avéré que ce problème a des difficultés car la généralisation de notre
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contribution (dans le cas de matrices de Toeplitz bande) semble un peu coûteuse. Et pour motiver
le sujet, nous avons appliquer nos algorithmes à quelques problèmes en traitement d’image un
domaine phare en mathématiques appliquées.
6.2 Perspectives
Durant une longue étude concernant ce sujet, nous avons remarqué que les matrices de Toe-
plitz ont été largement étudiées pour presque environ un siècle. La littérature est vraiment im-
mense. Malgré cela la résolution d’un système de Toeplitz par blocs TX = F , où
T =

T0 T1 T2 . . . Tn−1
T−1
. . . . . . . . .
...
T−2
. . . . . . . . . T2
...
. . . . . . . . . T1
T−n+1 . . . T−2 T−1 T0

avec Ti, i = −n+ 1, . . . , n− 1 une matrice de taille m×m et F est le second membre de taille
n2, reste un sujet ouvert vu qu’il est peu étudié. Les matrices multi-niveaux se présentent fré-
quemment dans les applications multidimensionnelles où les tailles de matrices peuvent être très
grandes et des algorithmes rapides deviennent cruciaux. Et malheureusement, les algorithmes
de cas scalaires ne sont pas faciles pour s’adapter au cas multi-niveaux. Ce qui nous explique
le nombre de publications limitées. Il existe une publication [65], dans la quelle les auteurs
ont essayé de résoudre le problème en utilisant la somme de produit Kronecker de matrices de
Toeplitz. Et jusqu’à nos jours, il n’existe pas des algorithmes rapides qui résolu un système de
Toeplitz par blocs général.
De plus, le problème de restauration d’images peut se transformer en un système linéaire
Tx = b, avec T est une matrice structurée (matrice circulante par blocs avec les blocs sont des
matrices circulantes, voir [59], matrice de Toeplitz par blocs plus une matrice de Hankel par
blocs, . . .) de taille n2 × n2, d’une image de taille n × n pixels. En général, les matrices ob-
tenues sont des matrices mal-conditionnées et l’étude de pré-conditionnement par les méthodes
itératives avec une certaine régularisation est très important.
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Les méthodes rapides pour la résolution de systèmes de Toeplitz bandes
Résumé
Cette thèse vise à la conception de nouveaux algorithmes rapides en calcul numérique via
les matrices de Toeplitz. Tout d’abord, nous avons introduit un algorithme rapide sur le calcul
de l’inverse d’une matrice triangulaire de Toeplitz en se basant sur des notions d’interpolation
polynomiale. Cet algorithme nécessitant uniquement deux FFT(2n) est manifestement efficace
par rapport à ses prédécesseurs. Ensuite, nous avons introduit un algorithme rapide pour la
résolution d’un système linéaire de Toeplitz bande. Cette approche est basée sur l’extension de
la matrice donnée par plusieurs lignes en dessus, de plusieurs colonnes à droite et d’attribuer
des zéros et des constantes non nulles dans chacune de ces lignes et de ces colonnes de telle
façon que la matrice augmentée a la structure d’une matrice triangulaire inférieure de Toeplitz.
La stabilité de l’algorithme a été discutée et son efficacité a été aussi justifiée. Finalement, nous
avons abordé la résolution d’un système de Toeplitz bandes par blocs bandes de Toeplitz. Ceci
étant primordiale pour établir la connexion de nos algorithmes à des applications en restauration
d’images, un domaine phare en mathématiques appliquées.
Mots-clés : Matrices de Toeplitz, matrices bandes, matrice triangulaire inférieure, interpolation
polynomiale trigonométrique, transformation de fourrier rapide (FFT), étude d’erreur, stabilité
numérique, factorisation polynomiale, réduction cyclique, restauration d’images.
Fast methods for solving banded Toeplitz systems
Abstract
This thesis aims to design new fast algorithms for numerical computation via the Toeplitz
matrices. First, we introduced a fast algorithm to compute the inverse of a triangular Toeplitz
matrix with real and/or complex numbers based on polynomial interpolation techniques. This
algorithm requires only two FFT (2n) is clearly effective compared to predecessors. A numerical
accuracy and error analysis is also considered. Numerical exemples are given to illustrate the
effectiveness of our method. In addition, we introduced a fast algorithm for solving a linear
banded Toeplitz system. This new approach is based on extending the given matrix with several
rows on the top and several columns on the right and to assign zeros and some nonzero constants
in each of these rows and columns in such a way that the augmented matrix has a lower triangular
Toeplitz structure. Stability of the algorithm is discussed and its performance is showed by
numerical experiments. This is essential to connect our algorithms to applications such as image
restoration applications, a key area in applied mathematics.
Key-words : Toeplitz matrices, Lower triangular Toeplitz matrices, banded matrices, Fast Fou-
rier transforms (FFT), Trigonometric polynomial interpolation, error study, numerical stability,
polynomial factorization, cyclic reduction, image restauration.
