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Se ha revisado y comparado el comportamiento de tres algoritmos 
no-jerárquicos de análisis-clustec K-Means, K-Medoides y el algoritmo pro- 
puesto por Dunn y Bezdek, basado en el principio borroso, para la explo- 
ración de las principales variables que explican las actitudes hacia el con- 
sumo de drogas en adolescentes. Los resultados confirman 10s hallazgos 
encontrados en otros estudios y sugieren que las actitudes respecto a las 
drogas pueden ser entendidas como comportamiento antisocial y capaci- 
dad para diferir la recompensa. Existe una relación inversa entre autoesti- 
mación y uso de las sustancias. Se destaca el papel exploratorio de la téc- 
nica K-Means, como un valioso punto de partida a la hora de generar 
hipótesis cientgicas, respecto a la mayor precisión diferencial de técnicas 
más robustas como K-Medoides, y la mayor aplicación del algoritmo de 
Dunn y Bezdek en estudios de diagnóstico y seguimiento individual. 
Palabras clave: Análisis Cluster, técnicas no-jerárquicas, K-Means, 
K-Medoides, técnicas Cluster basadas en el principio borroso, grafico de 
siluetas, actitud consumo drogas adolescentes. 
We have considered and compared three Non-hierarchical methods, 
namely K-Means, K-Medoid and the algorithm proposed by Dunn and Bez- 
dek, in order to explore the main variables that explain the teenager's atti- 
tudes towards drugs abuse. The results support the current literature sug- 
gesting that involvement and attitudes towards drugs can be accounted by 
Antisocial Behavior and Ability to delay the Reward and an inverse rela- 
tion exist between Self-Concept and Substances Use. We consider neces- 
sary to emphasize the importance of Locus of Control as a key question 
for prevention and intervention strategies. Zn current statisticalpractice both 
exploratory data analysis and robust and resistant methods have gained 
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important roles. These results serve to point out somepossible natural grou- 
pings as a first step in generating scientific hypotheses for the purpose of 
further analysis. 
Key words: Cluster Analysis, Non-hierarchical Clustering Methods, 
K-Means, K-Medoids, Fuzzy Analysis, Silhouette Plot, Silhouette Coeffi- 
cient, Attitudes towards Drugs in Abuse in Adolescence. 
El analisis cluster, dada su gran versatilidad y el importante papel quc de- 
sempeña como técnica exploratoria, ocupa desde hace mas de dos dCcadas un 
lugar destacado en muchas lineas y trabajos de investigación. El10 ha motivado 
una creciente proliferación de algoritmos, junto con gran número de programas 
de computador que facilitan su aplicacion. Estos algoritmos permiten distinguir 
entre dos grandes grupos de técnicas: a) Las técnicas no-jerárquicas o de parti- 
cidn, que clasifican el conjunto de datos en K grupos, siendo el valor K especifi- 
cado por el usuario, manteniéndose que K s n ;  y b) Las técnicas jerárquicas que 
conformaran un conjunto con varios niveles de diferenciación. 
La elección de un método u otro dependera tanto del tipo de datos dispo- 
nibles como del objetivo de la investigación. Sin embargo, un grave problema que 
afecta a estos acercamientos es que ninguno de ellos puede ofrecer garantia de 
haber recuperado la verdadera estructura de 10s datos. A pesar de ello, muchas 
técnicas han sido comparadas según su capacidad para recobrar una estructura, 
supuestamenle conocida, de un conjunto de datos, y bastantes las revisiones que 
se han realizado al respecto (Cormack, 1971; Ball, 1971; Hartigan, 1975; Alden- 
derfer y Blashfield, 1987; Milligan y Cooper, 1987; Dreger, Fuller y Lemoine, 1988, 
entre otras). 
Lamentablemente no existen trabajos de validación que, hoy en dia, per- 
mitan ofrecer y sostener una postura determinante al respecto, aunque se desta- 
can 10s realizados por Blashfield y Morey (1980), Bayne, Beauchamp, Begovich 
y Kane (1980), y Scheibler y Schneider (1985), llegando a sugerirse la superiori- 
dad de ciertas técnicas no-jerarquicas por su robustez (Bayne y cols., 1980; Milli- 
gan, 1980), o cuando menos su equiparacion con las técnicas jerarquicas (Schei- 
bler y Schneider, 1985), ademas de la ventaja de que gozan las primeras, al permitir 
que la ubicación inicial de un objeto en un cluster no sea un hecho inamoviblc, 
tal como ocurre en muchos de 10s procedimientos jerarquicos. 
No obstante, puede ser acertada la aplicacion de algoritmos diferentes, y 
argumentos a priori pueden no ser suficientes para seleccionar uno solo de entre 
todos ellos, siendo permisible, en tales situaciones, la aplicación de varios algo- 
ritmos sobre un mismo conjunto de datos (aun a sabiendas de que 10s agrupa- 
mientos que se obtengan podran diferenciarse tanto en número como en conteni- 
do), asi como el analisis y comparación de las clasificaciones resultantes, para 
10 cua1 puede ser de gran ayuda la amplia gama de posibilidades graficas que 
estas técnicas permiten. 
Ahora bien, previamente a la aplicación de cualquier algoritmo, primer0 
debera haberse procedido a una selección apropiada de las variables (Edelbrock, 
1979; Everitt, 1977; Fowlkes, Gnanadesikan y Kettenring, 1988), asi como haber- 
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se optado por una medida que indique la similitud entre objetos (o distancia), 
de tal manera que, partiendo de una matriz n xp, en donde filas se corresponden 
con objetos y columnas con atributos, se llegue a una matriz n x n de proximida- 
des entre objetos. 
Sin profundizar aquí en la amplia literatura existente en torno al concepto 
de similitud y su definicion (véase Hartigan, 1967; Sneath y Sokal, 1973; Clif- 
ford y Stephenson, 1975; 'Rersky, 1977, entre otros), la elección de una medida 
de similitud, ya sean coeficientes de correlacion, medidas de distancia, coeficien- 
tes de asociación o medidas de similitud probabilística, estara, en Última instan- 
cia, determinada por la calidad y propiedades métricas de 10s datos disponibles, 
pudiendo plantearse la unificación de las variables seleccionadas en una sola matriz 
de proximidad, en la linea ya planteada por Ducker, Williams y Lance en 1965, 
retomada en 1971 por Gower, y ampliada por Kaufman y Rousseeuw en 1989. 
El objetivo del presente trabajo ha sido doble: explorar las principales va- 
riables que explican las actitudes hacia el consumo de drogas en adolescentes, 
para 10 cua1 se ha revisado y comparado el comportamiento de tres destacados 
algoritmos no-jerarquicos, ubicados en 10s siguientes apartados: 
a) Métodos basados en la construcción de puntos centrales; 
b) Métodos basados en la busqueda de k objetos representativos; 
c) Métodos basados en el principio borroso, 
y de 10s que a continuación hacemos una breve introducción. (Véanse Apéndices 
para mayor información.) 
Respecto a las posibilidades graficas de estas técnicas, y específicamente 
en 10 que se refiere a 10s métodos no-jerarquicos, es facilmente constatable que i 
no son tan copiosas como las existentes para 10s métodos jerarquicos, aunque 
la década de 10s 80 ha sido la mas fructífera en este sentido (véase Dunn y Land- 
wehr, 1980; Chambers y Kleiner, 1982; Wainer, 1983; Gale, Halperin y Costanzo, 
1984; Wegman, 1985; Edmonston, 1986, y Rousseeuw, 1987). 
A 10 largo de este trabajo se han utilizado dos tipos de representaciones 
graficas: 10s perfiles de cluster propuestos por Bailey y Dubes en 1982, y 10s gra- 
ficos de siluetas propuestos por Rousseeuw en 1987. Los primeros fueron intro- 
ducidos dentro del campo de la verificación de hipótesis, mientras que 10s segun- 
dos podrian considerarse como piezas claves del análisis al ofrecer información 
sobre cada uno de 10s objetos agrupados. Los graficos de siluetas se representan 
dentro de un mismo bloque, permitiendo observar con gran nitidez la calidad 
del agrupamiento. Se obtendran siluetas para cada uno de 10s clusters especifica- 
dos, siendo su altura proporcional al número de objetos, y su amplitud un indice 
de la diferenciación entre 10s distintos clusters obtenidos (véase Apéndice 11). 
Métodos basados en la construcción de puntos centrales 
De entre todos 10s acercamientos no-jerarquicos son posiblemente 10s ba- 
sados en la construcción de puntos centrales 10s que se utilizan con mayor fre- 
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cuencia, y muy especialmente la técnica K-Means, propuesta por Mac Queen en 
1967, y que analizaremos a continuación. No obstante, la década de 10s 60 fue 
prolífica en esta linea, siendo muchos 10s autores que desarrollarian algoritmos 
ciertamente similares: Forgy, 1965; Ball y Hall, 1965; Jancey, 1966; Friedman y 
Rubin, 1967; Iliday, ya en 1971, algunos de ellos incorporados en el programa 
CLUSTAN (Wishart, 1978). 
El objetivo de estas técnicas sera la optimización de un criteri0 formal pre- 
definido, basado en la minimización de las sumas de cuadrados de las distancias 
(euclideas) entre 10s objetos de un cluster y su centroide (punto en un espacio 
p-dimensional al que se ha llegado tras el promedio de 10s valores para cada va- 
riable seleccionada), por 10 que también se conoce a este tipo de acercamiento 
con el nombre de técnicas de minimización de la varianza (véase Apéndice I). 
Una característica de este método es que el número de clusters obtenidos 
es un valor fijo, de tal manera que, si un cluster únicamente estuviera compuesto 
por dos objetos, y uno de ellos pasara a otro cluster, el primer0 quedaria defini- 
do por un solo objeto, que, a la vez, seria el centroide de aquel cluster. Entre 
las desventajas de esta técnica se encuentran: a) ser su resolución excesivamente 
dependiente del orden en el que se introdujeron 10s datos; b) 10s centroides no 
tienen por qué corresponder con objetos del conjunto real de datos, aunque para 
una investigación aplicada suele ser de gran interés el conocer cuál es el objeto 
representativo de cada cluster; y c) estar excesivamente influida su resolución por 
valores extremos. 
Métodos basados en la búsqueda de k objetos representativos 
El objetivo de estos métodos, tal como su nombre indica, es la obtención 
de un conjunto de k objetos representativos (considerados como centros, media- 
nas o <<medoides)>), de tal manera que 10s k clusters especificados por el usuari0 
se construiran mediante la asignación de cada objeto del conjunto de datos al 
objeto representativo mas próximo. Entre 10s métodos usualmente mas utiliza- 
dos se encuentran el conocido como ctK-Centers,,, 10s métodos llamados de co- 
bertura, asi como la técnica <tK-Medoides)), que ha sido seleccionada en este tra- 
bajo por sus ventajas respecto a las anteriores. 
El algoritmo para ctK-Medoides), fue propuesto inicialmente por Vinod en 
1969, retomado posteriormente por Rao (1971), Church (1978), Massart, Plastria 
y Kaufman (1983), Klastorin (1985) y Kaufman y Rousseeuw (1987, 1989) entre 
otros, siendo su cometido el de minimizar la suma de las distancias entre cada 
objeto y su correspondiente objeto representativo (véase Apéndice 11). 
Este tip0 de formulación ofrece la posibilidad de facilitar la imposición 
de estructuras previamente especificadas, ya sea limitando el número de objetos 
en 10s clusters, ya sea evitando que un objeto sea seleccionado como objeto re- 
presentativo. Pero no es ésta la única preeminencia de esta técnica; Kaufman y 
Rousseeuw (1989) destacan las ventajas derivadas de la aplicación de este acerca- 
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miento, y que pueden resumirse en 10s siguientes extremos: a) ser uno de 10s mé- 
todos mas robustos (las técnicas basadas en la minimizacion de promedios de 
distancias, o de residuales en valores absolutos -L,- son mas robustas que las 
basadas en sumas de cuadrados -L,-; b) ofrecer configuraciones bastante pre- 
cisas cuando 10s clusters no son excesivamente alargados; c) sus agrupaciones no 
dependen del orden en que han sido introducidos 10s objetos, tal como se ha in- 
dicado puede suceder con otras técnicas no-jerarquicas. 
Métodos basados en el principio borroso 
Los métodos de partición borrosos ofrecen una información mas detalla- 
da de la estructura de 10s datos que 10s dos acercamientos anteriormente expues- 
tos, ya que ofrecen todo el abanico de probables ubicaciones para cada uno de 
10s objetos, en 10s k clusters, aunque el10 puede conllevar una interpretacion mas 
costosa, la implementacion de cálculos mas complejos que incrementan conside- 
rablemente el tiempo de procesamiento, la ausencia de especificacion de objetos 
representativos, asi como la necesidad de cuantificar el grado de pertenencia a 
cada uno de 10s clusters. 
Entre 10s primeros algoritmos de agrupamiento borrosos se encuentra el 
propuesto como una generalizacion del método de K-Means por Dunn, 1974 y 
Bezdek, 1974, independientemente. Posteriormente, en 1978, Roubens, y mas tarde, 
en 1982, Libert y Roubens propondrian una variante del primero (MND2). En 
este trabajo hemos seleccionado la variante propuesta por Kaufman y Rousseeuw 
en 1989 (véase Apéndice 111), siendo sus ventajas sobre el resto de técnicas basa- 
das en el principio borroso: a) ofrecer mejor conocimiento para clusters no esfé- 
ricos; b) aportar una resolución menos dependiente de posibles valores extremos; 
y c) no presentar 10s sesgos sistematicos que se observan para MND2, tanto al 
obtener la función del error, como al formular la composición de 10s clusters (como 
es una tendencia a ofrecer un número de objetos aproximado para cada cluster). 
Método 
Muestra 
La muestra total de sujetos estuvo compuesta por 523 adolescentes, todos 
ellos estudiantes de BUP y FP, seleccionados aleatoriamente de diferentes Cen- 
tros de la Comunidad Valenciana, con aproximadamente igual número de chicos 
que de chicas, y de edades comprendidas entre 14 y 17 años, de 10s cuales el 35 Vo 
tenia actitudes positivas hacia el uso de drogas, habiendo consumido algún tipo 
de sustancias el 68 % de ellos, mostrando el 35 % actitudes negativas hacia di- 
cho consumo. 
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Del conjunt0 global de datos se seleccionaron aleatoriamente dos mues- 
tras diferentes. que, conservando idéntica estructura a la total, según nivel de edad, 
sexo y confirmación de consumo y actitud hacia las drogas, permitiera la valida- 
ción de 10s resultados. Cada una de estas muestras estuvo compuesta por 94 su- 
jetos, 33 pro consumo de drogas, de 10s cuales 21 eran chicos y 12 chicas, y 61 
en contra del uso de sustancias, siendo 30 10s varones y 31 las chicas. 
Instrumentos 
Se han utilizado 10s seis instrumentos siguientes: 
1. El Inventario de Ansiedad Estado-Rasgo (STAI) (Spielberger, Gorsuch 
y Lushene, 1970). 
2. La Escala de Auto-Concepto Tennessee (Fitts, 1964). 
3. La Escala de Ajuste y Control del Adolescente (Capafons, 1986). 
4. El Inventario de Percepción Familiar (EMBU) (Perris y cols., 1980). 
5. El Inventario de Conductas Antisociales (Allsopp y Feldman, 1976). 
6. La Escala de Implicación en el Consumo de Sustancias (Estarelles, 1987). 
Asimismo se consideraron las siguientes variables categóricas: sexo y con- 
sumo de drogas (habitual, ocasional, ausencia de consumo). 
Anáiisis y resultados 
Se han aplicado para cada uno de 10s conjuntos muestrales seleccionados 
10s acercamientos no-jerárquicos anteriormente expuestos, obteniéndose las con- 
figuraciones que pasamos a comentar. 
En primer lugar se expondrán 10s resultados finales obtenidos para la pri- 
mera selección muestral, y tras la aplicación de la técnica K-Means. En el proce- 
dimiento de estandarización se ha utilizado la varianza intra-cluster, después de 
verificarse la ausencia de diferencias entre este tip0 de estandarización y la obte- 
nida a partir de la usual desviación típica, habiéndose tomado distancias eucli- 
deas, y tras haberse seleccionado diferentes valores para k (2, 3 y 4), teóricamen- 
te fundamentados (Estarelles y Ferrer, 1990; Pardeck, 1991). Para la aplicación 
de las técnicas ctK-Medoides)) y ccClusters Borrosos)) también se procedió previa- 
mente a la estandarización de 10s datos, utilizándose igualmente distancias 
euclideas. 
Dado que uno de 10s problemas que parece plantear la técnica K-Means 
es la dependencia del orden establecido en 10s datos en la configuración de 10s 
clusters ofrecidos, se han tenido en cuenta cuatro ordenaciones completamente 
distintas para todos 10s valores aplicados para k, y tanto para ambos conjuntos 
muestrales, como para 10s grupos de chicos y chicas. Se ha comprobado que 10s 
resultados ofrecidos, para cada una de las ordenaciones, eran totalmente idénti- 
cos. Este procedimiento también se llevo a cabo con las técnicas ccK-Medoides)) 
y ccclusters Borrosos)), no observándose tampoc0 ninguna disparidad. 
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A continuación se presentan 10s resultados mas relevantes conseguidos para 
k = 2, según 10s diferentes acercamientos considerados, asi como para k = 4, si- 
guiendo un mismo orden. Las variables seleccionadas incorporadas en 10s suce- 
sivos análisis han sido: Serf-Ético- oral, Conducta Antisocial, Auto-Control, y 
Actitud hacia el Consumo de Drogas. Asimismo, se ha tenido en cuenta el con- 
junto de la selección muestral, y posteriormente se ha diferenciado entre 10s gru- 
pos de chicos y chicas, tras haberse verificado diferencias significativas entre se- 
xos, para ambas muestras, y para todas las variables consideradas. Por ultimo, 
no se han apreciado diferencias significativas consecuencia de las distintas eda- 
des comprendidas en el estudio, por tanto, en 10 que a esta variable se refiere, 
la muestra se ha considerado como un todo. 
Resultados para k=2 (K-Means) 
El primer cluster, tanto para la muestra total como para 10s grupos de chi- 
cos y chicas, está compuesto por adolescentes con actitudes positivas hacia el con- 
sumo de drogas. Estos sujetos además se encontraban en el grupo de jóvenes que 
habian aceptado consumir ocasional o habitualmente drogas. Todos 10s casos fue- 
ron correctamente clasificados. En cambio, todos 10s jóvenes del segundo cluster 
habian manifestado actitudes negativas hacia el consumo de sustancias, asi como 
no haber consumido drogas hasta aquel momento, habiéndose clasificado igual- 
mente de forma correcta el 100 % de 10s sujetos. En la tabla siguiente se incluye 
la configuración de estos clusters para la muestra total y para 10s grupos de chi- 
cos y chicas. 
TABLA i .  CONFIGURACIONES CLU TERS: K-MEANS = 2 
La distancia entre 10s centroides de ambos clusters fue de 12.0679, para 
la muestra total, y de 11.699 y 11.628 para 10s grupos de chicos y chicas, respecti- 
vamente. 
En la Thbla 2 se incorpora la pseudo-razón F ofrecida por el paquete BMDP, 
que permite la ordenación de las variables, según su importancia relativa, para 
la configuración de 10s clusters. Aunque esta razón no puede entenderse como 
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zón entre respecto a la intra, su inclusión es de gran utilidad para valorar la rele- 
vancia de las variables seleccionadas y comparar las diferentes agrupacisnes. 
TABLA 2. IMPORTANCIA RELATIVA DE LAS VARIABLES SELECCIONADAS 
A continuación se incluyen perfiles de 10s clusters obtenidos para k =2, es- 
tando ordenadas las variables según su importancia relativa a la hora de determi- 
nar 10s mismos. En este tipo de grafico cada columna describe un cluster, el nú- 
mero del cluster representa la media de cada variable, 10s asteriscos representan 
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Tal como puede apreciarse existe una clara diferenciación entre ambos clus- 
ters, hecho que también se detecta con gran nitidez tras la observación, en dos 
y tres dimensiones, de las variables seleccionadas. 
Resultados para k=2 (K-Medoides) 
Se repite la misma composición y definición de caracteristicas que para K- 
Means, pudiendo observarse esta configuración a través de las representaciones 
gráficas de siluetas para la muestra total (Figuras 2 y 3). El primer grupo se ca- 
racteriza por sus actitudes positivas hacia el consumo de drogas, mientras que, 
para el segundo conjunto se da el fenómeno inverso. No obstante, solamente fue- 
ron ubicados en este primer cluster treinta sujetos, habiendo sido incorrectamen- 
te clasificados en el segundo grupo tres jóvenes. Ahora bien, estos sujetos, tal 
como puede observarse en la Figura 3, se corresponden con 10s tres Últimos suje- 
tos (varones) incluidos en el segundo cluster, con un valor para sus coeficientes 
de silueta de 0.01, para uno de ellos, 10 cua1 indica que bien podria pertenecer, 
indistintamente, a cualquiera de ambos clusters, y valores negativos para el resto 
(-0.11 y -0.13) que nos indicaria que estarian mejor ubicados en el primer clus- 
ter, aunque no con una pertenencia claramente definida (la clasificación de estos 
sujetos dentro del grupo de chicos es muy similar). 
Los adolescentes seleccionados como objetos representativos para ambos 
clusters son claros exponentes de ambos conjuntos. Las caracteristicas que defi- 
nen al sujeto representativo para el primer cluster son: actitud a favor del consu- 
mo de sustancias y consumo mas que ocasional de ellas, elevado número de com- 
portamientos antisociales, y muy bajas puntuaciones en auto-control y valores 
ético-morales. En cambio, el sujeto representativo del segundo cluster estaria de- 
finido por 10s valores contrarios. 
En la Tabla 3 se detalla la configuración de estos clusters segun grupos. 
Idénticas definiciones y caracteristicas que para la muestra total son validas para 
el grupo de chicos y chicas. 
En la Tabla 4 se especifican las caracteristicas de 10s clusters a través de: 
a) El diámetro de cada cluster (distancia máxima entre dos sujetos perte- 
necientes al mismo cluster). 
b) La separación de cada cluster (distancia mínima entre cualquier sujeto 
perteneciente al cluster y cualquier otro sujeto del conjunto de datos). 
c) La distancia promedio de 10s sujetos a cada objeto representativo o 
<<medoide>>. 
d) La distancia máxima a cada objeto representativo (máxima distancia 
entre cualquiera de 10s sujetos a su objeto representativo). 
e) Amplitud promedio del coeficiente de silueta para cada cluster. 
f) Amplitud promedio del coeficiente de silueta para la configuración total. 
Se han tenido en cuenta 10s valores obtenidos para la muestra total, asi como 
para 10s grupos de chicos y chicas. 
72 R. Estarelles, EE de la Fuente y I? Olrnedo 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 ~ 0 0 0 0 1  
i i i i i i i i , j j i i i i i i i i i i S S S i 9 i  
0 1 8 2 6 0 4 8 2 6 0 4 8 2 6 0 4 8 2 6 0 ( 8 2 6 0  
CUI PROX S(1) I t t t t t t t t t t t t t t t t t t t t t t t t t t t t t t t t t t t t t t t t t t t t t t t t t t t t  
1 2 , 6 6  003t""ttt"'"t""tttttttttttttttt  t  
1  2 , 6 5  02Tt"t t"t t t t t" tWttt t t t t t t t t t t t t  t  
1  2 .65 ~ ~ ~ t t t t t t t t t t t t t t t t t t t t t t t t t t r t r  t  
1  2 ,64  013t t t t t t t t t t t t t t t t t t t t t t t t t t t t t t t t t  t 
1  2 ,61 023tfi"t"Wt"t""tttttttttttttt  t  
1  2 , 6 3  ~ 2 5 t t t t t t t t t t t t t t t t t t t t t t t t t t t t t t t t  t  
1  2 , 6 2  ~ ~ ~ t t t t t t t t t t t t t t t t t t t t t t t t t t t t t t t  t  
1  2 .61 029tf i t t t t t t t t t t""t t t t t t t t t t t t t t  t  
1  2 .61 Ql1tt t t t f l t t t"""Mttt t t t t t t t t t t  t  
1  2 .61 016 t f i " t t t t t t t t t t t t t t t t t t t f t t t t t t  t 
1 2 .60 0 0 6 t t f i ~ t ~ ~ m ~ ~ t t t t t t t t t t t t t  t  
1  2 , 5 9  02(+ t t t t t t t t t t t t t t t t t t t t t t t t t t t t t  t  
1  2 ,58 Q18+tt t t"t t t t t t t t t t t t t t t t t t t t t t t  t  
1  2 3 8  010t"tttttttt"ttttttttttttttttt  t  
1  2 ~ 3 l t t t t t t t t t t t t t t t t t t t t t t t t t t t t t  t  
1  2 + 5 6  Ol4tt"t"W"ttttt"ttttttttttt t  
1  2 3 6  Q1Tt"f i t t t f i" f l t t t t t t t t t t t t t t t  t  
1  2 , 5 6  002ttt f i t tHf i f i"Mttt t t t t t t t  t  
1  2 .53 ~09tt t t"t t t ' t t t t t t""t t t t t t t  t  
1  2 , 5 2  005t""t"ttttt""""""ttttt t  
1  2 Q2~+ttt"t"tttt"ttttt"tttt t  
1  2 021ttt"tttt""ttttttttttt t  
1 2 Q Q ~ t t t t t t t t t t t t t t t t t t t t t t t t  t 
1  2 - 4 6  ~ 2 2 t t t t t t t t t t t t t t t t t t t t t t t t  t  
1  2 3 6  019ttt"ttttttttttt"t t  
1  2 .33 Q Q l t t t t t t t t t i t t t t t t t  t  
1  2 - 2 9  015tt t t t t t t t t t t t t t  t  
1  2 , 2 4  026tttttttttttt  t  
1  2 , 2 2  032ttttttt"tt" t  
1  2 .i8 03Otttttttttt t  
i t t t t t t t t t t t t t t t t t t t t t t t t t t t t t t t t t t t t t t t t t t t t t t t t t t t  
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1  
i i i i i i i i j j i i i i i i i i i i S S S 9 9 i  
0 1 8 2 6 0 4 8 2 6 0 4 8 2 6 0 1 8 2 6 0 1 8 2 6 0  
Figura 2. GrPfico de siluetas para el primer cluster. Muestra total (K-Medoides=2). 
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O 0 0 1 1 2 2 2 3 3 4 4 4 5 5 6 6  
o 4 8 2 6 0 4 8 2 6 0 4 8 2 6 0 4  
CW PROX S(1) I .................................. 
2  1 .63 057+******************************* 
3 1 67 015+******************************* 
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O 4 8 2 6 0 4 8 2 6 0 4 8 2 6 0 4 8 2 6 0 4 8 2 6 0  
Figura 3. Grafico de siluetas para el segundo cluster. Muestra total (K-Medoides=2). 
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TABLA 4. CARACTER~STICAS DE UIS CLUSTERS: K-MEDOIDES = 2 
Resultados para k=2 (clusters borrosos) 
Tras la aplicación de esta técnica se observa que algunas especifieaciones 
para k ofrecen clusters más borrosos que otras (el máximo valor de gertenencia 
corresponde a l/k). Esta peculiaridad del presente acercamiento se ha presenta- 
do a 10 largo de las distintas aplicaciones efectuadas. Para k = 2  10s resultadss 
fueron bastante nitidos, corroborándose la linea de actuación apuntada en 10s 
dos métodos antes comentados, tanto para la muestra total como para 10s gru- 
pos de chicos y chicas. 
TABLA 5 .  CONFIGURACI~N LUSTERS (CLUSTERS BORROSOS) K = 2 
Concepto Varones Mujeres 
Cltcster 
No sujetos 35 59 20 31 15 28 
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A continuación se incluyen grificos de siluetas para la muestra totai, pu- 
diendo observarse la semejanza con la solución obtenida para K-Medoides, ya 
que se incluyen erróneamente dos sujetos en el primer cluster (un chico y una 
chica), pero con coeficientes de silueta negativos, es decir, con una posible mejor 
ubicacion en el segundo cluster (Figuras 4 y 5). Si observamos estos sujetos en 
la grafica anteriormente obtenida, tras aplicar la técnica ccK-Medoides)), puede 
comprobarse que obtuvieron 10s coeficientes de valor inferior para el segundo 
cluster. 
Figura 4. Grafico de siluetas para el primer cluster. Muestra total (clusters borrosos K=2). 
- 
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CUJ PROX S(1) I .................................................... 
1 2 -61 003+**+*+*+***++*****+************* + 
1 2 .61 027+*****+************+***+********* + 
1 2 .60 007+*********++******************* + 
1 2 .60 013++*******++******************** + 
1 2 .59 025+*+********+*********t******+ + 
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1 2 .57 004+*******+*********+++*********** + 
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1 2 .55 018+****+*$*******++******+**++ + 
1 2 .55 024+*************************** + 
1 2 .54 031+****************+*********** + 
1 2 -53 014+****+********************* + 
1 2 .53 002+************************** + 
1 2 .53 017+*******+*****+************ + 
1 2 .50 009+*****************+**+****** + 
1 2 -49 005+************************ + 
1 2 .48 020+**+********++********** + 
1 2 .45 022+********************** + 
1 2 .45 008+++***************++***** + 
1 2 .45 021+********************** + 
1 2 .38 019++**********+****** + 
1 2 -33 001+**************** + 
1 2 .30 015+++********+**** + 
1 2 .27 026+************* + 
1 2 .25 032+**+********* + 
1 2 .22 030+*********** + 
1 2 -14 028+****** + 
1 2 -13 012+****** + 
1 2 .O2 033+* + 
1 2 -.I5 060+ + 
1 2 -. 18 058+ + 
.................................................... 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1  
. . . e  
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Para la muestra total, e1 73 070 de 10s sujetos obtuvo valores de pertenencia 
superiores a 0.70, y ninguno inferior a 0.56. El grupo de varones alcanzó indices 
de pertenencia superiores a 0.70 en el 71 070 de 10s casos, y so10 se observaron 
tres puntuaciones inferiores a 0.50. En el grupo de chicas el 76 070 obtuvo valores 
por encima de 0.70 y so10 un valor fue inferior a 0.50. 
k 
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PROX S(I) 
1 . 6 4  
1 . 64  
1 . 6 3  
1 . 6 3  
1 . 6 3  
1 . 6 2  
1 . 6 2  
-- 
Figura 5. Gráfico de silueta~ para el segundo cluster. Muestra total (clusters borrosos K=2). 
Otros resultados de interés, tal como el coeficiente de Dunn y su valor nor- 
malizado, asi como la amplitud promedio para cada silueta, y para toda la es- 
tructura, se incluyen en la Tabla 6. 
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TABLA 6. CARACTER~STICAS LUSTERS: K = 2 (CONJUNTOS BORROSOS) 
La semejanza entre la estructura ofrecida por la presente técnica y K- 
Medoides para k= 2 es evidente, siendo también sus resultados equiparables para 
10s grupos de varones y mujeres. 






El primer cluster para la muestra total, asi como para 10s conjuntos de chi- 
cos y chicas estuvo compuesto por adolescentes con actitudes muy positivas ha- 
cia el consumo de drogas, habiendo manifestado la mayoria de ellos su consumo 
habitual. El cluster número tres, en 10 que se refiere a la muestra total y al grupo 
de varones, corresponde a sujetos con moderada tendencia hacia el consumo de 
drogas, y que manifestaron consumir so10 ocasionalmente algunas sustancias <<blan- 
daw. En cambio, para las chicas se observa una agrupación similar a la del pri- 
mer cluster que acabamos de comentar, en este caso representado por el número 
cuatro, pero en la que se destaca como característica esencial el bajo auto-concepto 
Ctico-moral observado para todas las jóvenes. Todos 10s sujetos del segundo clus- 
ter manifestaron actitudes totalmente negativas hacia el consumo de sustancias, 
correspondiendo al cluster múmero cuatro de la muestra total y del grupo de va- 
rones, y al tres para las chicas, una postura moderada en contra del consumo 
de drogas, tal como puede observarse en la Tabla 7 y en la Figura 6 .  
Concepto 
Promedio Silueta Cluster 
Promedio Silueta Total 
Coeficiente Pert. Dunn 
Coeficiente Normalizado 
Promedio Silueta Cluster 
Promedio Silueta Total 
Coeficiente Pert. Dunn 
Coeficiente Normalizado 
Promedio Silueta Cluster 
Promedio Silueta Total 
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TABLA 7. CONFIGURACI~N CLUSTERS K-MEANS = 4 
En la Tabla 8 se puede observar la ordenación de las variables, según su 
importancia relativa para la configuración de 10s clusters, a través de la pseuds-F. 
TABLA 8. IMPORTANCIA RELATIVA DE LAS VARIABLES 
Por ultimo, a continuación se incluyen perfiles de 10s cuatro clusters para 
10s tres grupos diferenciados: 
Figura 6. Perfiles clusters K-Means = 4. 1 
32.92 62.46 13.74 416.95 
Valor P 0.00 0.00 0.00 0.00 
Muestra Total * * * * 
Actitud Consumo -1 2- -3- 4 
Conducta Antisocial ---I-- -2- -3- --4- 
Self ético-moral ---I--- --2--- --3--- --L$--- 
Auto-control ----------- 1 ----- ---- 2 --------------- 3 -------- ---- 4 ----u 
* * * * 
Varones * * * * 
Actitud Consumo 1- 2 -3 -4 
Conducta Antisocial --I- 2- -3 -4- 
Self ético-moral ---I-- ---2-- --3--- --4-- 
Auto-control---------- 1----- ---- 2 ------------------- 3 ----- ------- 4 ------- 
* * * * 
Mujeres 
* * * * 
Actitud Consumo -1- -2- -3 4- 
Conducta Antisocial --I-- -2- --3-- -4 
Self ético-moral --I-- ---2-- ----3-- --4-- 
Auto-control----------- 1------- --2--- ---3 ----- --4--- 
* * * * 
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Resultados para k=4 (K-Medoides) 
La solución obtenida para k = 4 ubica correctamente a todos 10s sujetos me- 
nos uno. sin embargo, la configuración para la muestra total es diferente a la 
obtenida para K-Means, en la medida que son tres 10s conjuntos diferenciados 
con actitudes en contra del consumo de drogas y, solamente uno a favor, agru- 
pindose en un mismo cluster 10s sujetos que expresaron su consumo habitual 
y ocasional de drogas. El sujeto representativo del primer cluster, define a este 
grupo con las mismas caracteristicas con las que quedo determinado este mismo 
conjunto a través de la técnica K-Means. Seguidamente se incluye representación 
grdfica para el cluster de adolescentes a favor del consumo de drogas (Figura 7). 
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1 2 .57 013++******+**++*+*******+++***+ + 
1 2 .57 027+**+*********+*tS*r*******+* + 
1 2 .57 023+**+******+**t+t++************* + 
1 2 -56 007+*********+****************** + 
1 2 .56 025+++****+*++**++*+************ + 
1 2 .54 004+***************+*********,*** + 
1 2 .53 011+************************** ' + 
1 2 -52 .............................. + 
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1 2 .50 016++*+**+*t****S**$********** + 
1 2 .50 024+***++**+**+************* + 
1 2 .49 OlO+************************ + 
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1 2 .49 014+**********+*+*********** + 
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1 2 .44 002+********************** + 
1 2 .44 020+********************** + 
1 2 .43 009+***************..*.****** + 
1 2 .40 005+*******+*t********** + 
1 2 .40 008+*1*1*********5****** + 
1 2 .38 022+******************* + 
1 2 .32 021 +****+*++******** + 
1 2 .31 001+*************** + 
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1 2 .19 OIS+********* + 
1 2 .18 032+*******+* + 
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1 3 .O6 030+*** + 
.................................................. 
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Figura 7. Grafico de siluetas para el primer cluster. Muestra total (K-Medoides=4). 
El cuarto cluster se caracteriza por el comportamiento opuesto. En cam- 
bio, el tercer0 mantiene s610 posturas moderadas contra las drogas, mientras que 
el segundo grupo, representado por una chica, al igual que 10 son la mayoria de 
10s componentes de este cluster, se define por un bajo número de conductas anti- 
sociales, bajos valores en auto-concepto y auto-control, asi como actitudes mo- 
deradas en contra del consumo de drogas. Este cluster incorpora dos jóvenes per- 
tenecientes al primer conjunto, aspecto éste que se detecta clararnente si observamos 
el valor de sus coeficientes, -0.07 y -0.14, respectivarnente (Figura 8). 
Figura 8. Grafico de siluetas para 10s tres clusters de adolescentes. Muestra no consumidores. Muestra 
total (K-Medoides =4). 
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3 4 .37 039+******+*+********* + 
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3 4 .35 026+*+++************* + 
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Figura 9. Grafico de siluetas para varones (K-Medoides=4). 
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Configuraciones similares se observan para el grupo femenino, integran- 
dose en un mismo conjunt0 consumidoras habituales y ocasionales, y perfilhndo- 
se un cluster de no consumidoras, con actitudes moderadamente en contra de 
la droga, pero también con reducido número de conductas antisociales y bajos 
niveles de auto-control y auto-concepto ético-moral. En cambio, para el conjun- 
to de varones se ofrece el mismo tipo de agrupamientos y definicion de caracte- 
risticas que se observo con la técnica K-Means para este mismo grupo. Como 
puede comprobarse la aplicacion de esta técnica ha permitido precisar mejor las 
diferencias entre chicos y chicas, aspecto éste de sumo interés para la conforma- 
cion de un modelo de prevencion. Pueden observarse las diferencias entre adoles- 
centes de ambos sexos en las grhficas 9 y 10. 
I - 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1  I 
CUI PROX S(I) 
1 4  .51  
1  4  .48 
1  4  .48 
1  4  - 4 7  
1  4  .46 
1 4  .42  
1 4  .38 
1  4  .35 
1  4  .25 
1 4  .23 
1 4  .21 
o o o i i i i i i J i i i i i 6 i i i i i i B S S o  
O 4 8 2 6 0 4 8 2 6 0 4 8 2 6 0 4 8 2 6 0 4 8 2 6 0  
Figura 10. Grafica de siluetas para mujeres O(-medoides=4). 
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Las Tablas 9 y 10, que se incluyen seguidamente, muestran la configura- 
ción y caracteristicas de 10s clusters para la muestra total de adolescentes, asi como 
para ambos sexos. 
TABLA 9. CONFIGURACIONES CLUSTERS K-MEDOIDES = 4 





Resultados para k=4 (conjuntos borrosos) 
Tal como se ha indicado, a través de la aplicación de este acercamiento, 
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Amplitud Promedio Silueta 
Promedio Silueta Total 
Diametro Cluster 
Separaci6n Cluster 
Distancia Promedio Medoide 
Distancia Máxima Medoide 
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rrosas. La solución para k = 2 ofrecia una estructura claramente definida, 10s re- 
sultados conseguidos para k = 3 fueron ligeramente mas difusos, con una ubica- 
ción correcta para el 56 % de 10s sujetos (con valores de pertenencia superiores 
a 0.65), en cambio, para k=4 la solución fue aun mas indefinida, con valores 
de pertenencia superiores a 0.65 s610 en el 38 % de 10s casos. Las ubicaciones 
fuertemente definidas correspondieron, tal como era de esperar, a aquellos suje- 
tos con posturas claramente expresadas a favor y en contra del consumo de sus- 
tancias. 
Obviamente, dentro de la ambigüedad de la resolución de esta técnica se 
encuentra su propia grandeza. Es de innegable utilidad para estudios de diagnós- 
tico, en 10s que es preciso obtener un claro pronostico, asi como para la puesta 
a punto de modelos de prevención. Por todo ello, 10s resultados alcanzados tras 
la aplicación de esta técnica han sido de gran interés en el seguimiento de casos 
individuales, estando en estudio el proceso de evolución de posturas limítrofes, 
asi como sus factores de riesgo. 
Resultados de la validacion 
Por ultimo, y con el fin de validar 10s resultados obtenidos, se tomo la res- 
tante selección muestral, de igual tamaño y composición equivalente, inicialmen- 
te identificada. Tras replicar cada uno de 10s analisis anteriormente expuestos, 
y para 10s cuatro tipos de ordenación considerados, 10s resultados alcanzados co- 
rroboraron 10s hasta aqui comentados, no apreciandose en ningun analisis de- 
pendencia en las soluciones obtenidas del orden de 10s datos. 
Conclusiones 
Los resultados anteriores confirman la existencia de una estructura bas- 
tante definida, con dos conjuntos claramente diferenciados por las variables se- 
leccionada~, hallazgos que se ven refrendados por investigaeiones anteriores (Watts 
y Wright, 1990; Estarelles y Ferrer, 1990; Pardeck, 1991; Thorlindsson y Vilhjalm- 
sson, 1991; Estarelles, de la Fuente y Olmedo, 1992, etc.). Todas las variables in- 
cluidas han demostrado ser buenas predictoras de la implicación juvenil en el con- 
sumo de sustancias y estudios recientes, orientados hacia la intervención, estan 
ratificando el importante papel desempeñado por el nivel de auto-control alcan- 
zado, asi como la relevancia de algunos factores de riesgo, distintos para 10s gru- 
pos de chicos y chicas, ya apuntados aqui tras la obtención de cuatro conjuntos 
no solapados. 
Por otro lado, y desde la practica estadística actual, se esta verificando el 
importantisimo papel que viene desempeñando el analisis exploratorio, dentro 
del cua1 cabe incluir el análisis cluster. Es de destacar la relevancia de algunos 
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métodos robustos, en donde se ubicarian técnicas como K-Medoides y las basa- 
das en el Principio Borroso, y que sin duda nos permiten, tal como hemos podi- 
do comprobar, una mayor riqueza de conclusiones, ya que si bien la técnica de 
K-Means puede constituir un clarificador primer paso en la búsqueda de confi- 
guraciones, la técnica K-Medoides aporta una mayor precision diferencial entre 
grupos, siendo la aplicación del algoritmo propuesto por Dunn y Bezdek de in- 
negable valor en trabajos de diagnostico y seguimiento individual. 
Finalmente, cabe poner de relieve que el hecho de distinguir entre posibles 
grupos naturales es un importante, y en algunas situaciones imprescindible, pri- 
mer paso a la hora de generar hipotesis científicas con el fin de llevar a cabo pos- 
teriores analisis. 
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APENDICE I 
- 
MÉTODOS BASADOS EN LA CONSTRUCCIÓN DE PUNTOS CENTRALES (K-MEANS) 
En la técnica de K-Means el punto de partida es la división de 10s objetos en K subcon- 
juntos, no vacios, ya sea a través de la elección de 10s k primeros objetos de la muestra, ya 
sea teniendo en cuenta el conocimiento a priori del usuario, seleccionando 10s k objetos que 
estén mutuamente mas alejados, o bien, partiendo de un cluster conjunt0 con todos 10s datos, 
y tras la selección de la variable con mayor dispersión, se obtendran 10s dos primeros clusters 
tomando como punto de división su rango medio (éste es el procedimiento por defecto que 
utiliza el paquete BMDP KM). 
En un segundo paso se obtendrá la media de la variable j en el cluster v, y el numero 
de objetos que pertenezcan a ese cluster n(v), calculandose a continuación la distancia entre 
el objeto i y el cluster v a partir de: ~ 
P 
D(i,v) = [t (x(i,j) - X(v,j)'] " 
1=1 
definiéndose el error para cada agrupamiento como: 
n 
EiP(n,K)I = Z ] = I  D(i,v(i,I2 
En 10s pasos siguientes se procedera a la comparación entre 10s clusters obtenidos y otros 
posibles clusters, teniendo en cuenta la reducción en el error que el10 pudiera conllevar, obte- 
niéndose: 
n(v) D(i,v)' n(v(i) D(I,v(i))' 
R .  = - 
"(')sV n(v) + 1 n(v(I)) - 1 
Cuando el valor para todo sea positivo, el proceso se detendrá, ya que el10 impli- 
cara que ningun cambio que se realice en la configuración podrá ofrecer un error mas reducido. 
APENDICE 11 
METODOS BASADOS EN LA BUSQUEDA DE K OBJETOS REPRESENTATIVOS (K-MEDOIDES) 
Partiendo de que la distancia entre 10s objetos i y j sea d(i,j), la resolución del algoritmo, 
tal como fue propuesto por Kaufman y Rousseeuw (1989) vendra determinado por: 
a) La elección de 10s k objetos representativos. Para el10 se definirá yij como una va- 
riable 0-1, siendo yij =1 s610 cuando el objeto i se haya seleccionado como objeto represen- 
tativo. 
b) La ubicación de cada objeto j junto a uno de los k objetos representativos seleccio- 
nados. Se definira zij como una variable 0-1, siendo zij =l  s610 cuando el objeto j haya sido- 
ubicado en aquel cluster cuyo objeto representativo sea i, teniendo un valor igual a cero para 
cualquier otra circunstancia. A partir de aquí la resolución tendra que: 
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n n 
Minimizar t d(i,j)~ij 
IL-l j-1 
teniendo en cuenta que: 
t y, = k, k = no de clusters 
1=1 
de tal manera que la distancia entre un objeto j y su objeto representativo i sera 
siendo, por tanto, la función a minimizar la distancia total representada al inicio. 
Por tanto, el algoritmo, tal como se ha señalado, funciona en dos etapas. En la primera 
fase tendrá lugar la selección, paso a paso, de cada objeto representativo de 10s k clusters espe- 
cificados, siendo el primer objeto elegido aquél para el cua1 la suma de las distancias al resto 
de objetos sea mínima. Una vez escogido un objeto representativo i, aún no seleccisnado, la 
identificación de cada objeto implicara cuatro movimientos, que se sucederán en el orden si- 
guiente: 
a) Para cada objeto j se calculará la diferencia entre su distancia Dj con el objeto mis 
similar a 61, previamente seleccionado, y su distancia con el objeto i recientemente incluido 
como objeto representativo. 
b) Si esta diferencia es positiva, el objeto j estara contribuyendo a la seleccion del obje- 
to i ,  calculandose entonces: 
Cij = max (Dj - d(j,i),O) 
c) La mejora total debida a la elección del objeto i se obtendrá de: 
d) Por irltimo, se seleccionara el objeto i que maimice el sumatoris anterior. 
En la segunda fase se intentara mejorar el conjunt0 de objetos representativo~, para el10 
se tendrán en cuenta todos 10s pares de objetos (i,h) para 10s que el objeto i ha sido selecciona- 
do pero el objeto h no. Se observará la modificación que tendría lugar si se eligiera el objeto 
h, pero no el objeto i. Para verificar el efecto de este cambio se llevaran a cabo 10s dos pasos 
siguientes: 
1. Se tomar6 un objeto no seleccionado j y se calculara la contribuci6n de Cj, al 
cambio: 
a) Si el objeto j está mas alejado de i y de h que de cualquiera de 10s otros objetos repre- 
sentativos, C. , ,  tendrá un valor igual a cero. 
b) Si ei objeto j no está mis distanciado de i que de cualquier otro objeto representativs 
se tendra en cuenta si: 
- El objeto j está mas próximo de h que del segundo objeto representativo mis cercano, 
siendo entonces la contribución de j al cambio entre 10s objetos i y h la siguiente: 
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En esta situación la contribución de Cj, podria ser tanto positiva como negativa, de- 
pendiendo del lugar ocupado por 10s objetos j,  h e i. Unicamente si el objeto j esta mas próxi- 
mo de i que de h la contribución sera positiva, en cuyo caso el objeto j no estaria favoreciendo 
el cambio. 
- El objeto j se encuentra al menos tan alejado de h como del segundo objeto represen- 
tativo mas próximo: 
en tal caso, la contribución del objeto j al cambio seria la siguiente: 
C.. = E. - D. 
llh J J 
Ahora, la contribución de Cj, será siempre positiva. 
c) Por ultimo, si el objeto j se encuentra mis alejado del objeto i que al menos uno de 
10s objetos representativos, pero mas próximo de h que de cualquier otro objeto representati- 
vo, la contribución de j al cambio seria: 
2. Se calculará el cambio total sumando cada una de las contribuciones de Cjih 
y se pasará a decidir si se lleva a cabo dicha modificación, para ello: 
3. Se seleccionara el par (i,h) con el fin de: 
minimizar Tih 
i,h 
4. Si el valor mas reducido para Tih es negativo, el cambio tendra lugar, y se volvera 
al primer paso. En cambio, si el valor mas pequeño para T, es positivo o cero el algoritmo 
se detendrá. 
Dentro de las opciones graficas de esta técnica se encuentran las representaciones de si- 
lueta~, las cuales incluyen un estadistico para valorar el acierto en la asignación de un objeto 
a un cluster. Este estadistico s(i) puede interpretarse de forma similar a como 10 hariamos con 
un coeficiente de correlación. Este estadistico se define de tal manera que, partiendo de que 
A sea el cluster donde ha sido ubicado el objeto i, y definiendo a(i) como la distancia prome- 
dio de i respecto al resto de objetos en el cluster A (asumiendo que este cluster no esta com- 
puesto por un Único objeto), habra de verificarse que cualquier otro cluster C, distinto de A, 
es menos valido para la ubicación de i, teniendo en cuenta para el10 la distancia d(i,C), que 
sera igual a la distancia promedio de i respecto a todos 10s objetos de C, y calculando a conti- 
nuación este mismo valor para el resto de clusters diferentes de A. Por ultimo, se tomará el 
valor mas pequeño obtenido de manera que: 
b(i) = min d(i,C) 
C+A 
siendo entonces B el segundo cluster mas próximo al objeto i, despuCs de A.  El valor de s(i) 
se calculara a partir de: 
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b(i) - a(i) 
s(i) = 
max [a(i),b(i)l 
de 10 que se deduce que -1 s s(i) s 1. 
Los valores de s(i) para cada silueta se ofrecen en orden descendente, especificándose 
en el gráfico resultante: a) el número de cluster al que pertenece el objeto i; b) el número del 
cluster mas próximo a i, distinto del cluster A donde ha sido ubicado; c) el valor de s(i) para 
cada objeto; d) la amplitud promedio de s(i) para cada cluster; y e) la amplitud promedio de 
s(i) para el conjunt0 total de datos, que se denominará como s(k), y cuyo valor bien puede 
utilizarse como criteri0 para seleccionar el número Óptimo de clusters a especificar. 
METODOS BASADOS EN EL PRINCIPIO BORROSO (ALGORITMO DE DUNN Y BEZDEK, 1974) 
El algoritmo buscará la minimizacion de la siguiente función objetiva: 
en la que d(iJ representa la distancia entre 10s objetos i y j, mientras que u, se corresponde 
con la pertenencia del objeto i al cluster v. Ahora bien, las funciones de pertenencia están suje- 
tas a las siguientes limitaciones: 
Uiv 1 O para i = 1 ,..., n; v = 1 ,..., k 
Zu, = 1 para i = 1, ..., n 
v 
lo cua1 indica que la pertenencia nunca puede ser negativa, asi como que la pertenencia total 
de cada objeto ha de ser constante (esta normalizada a l), aunque se distribuirá a 10 largo 
de 10s diferentes clusters. El coeficiente de partición de Dunn nos ofrece una medida de la 
consistencia del agrupamiento, obteniéndose a partir de: 
Su valor minimo será l/k, siendo éste el valor que correspondera a un agrupamiento comple- 
tamente borroso, aunque valores extremos (1 o O) podran surgir de una partición. La versión 
normalizada de este coeficiente, que siempre oscilará entre O y 1, independientemente del valor 
que se haya tornado para k, se calculara a partir de: 
Entre las opciones gráficas más usuales para este acercamiento se encuentra la represen- 
tación a travis de siluetas comentada anteriormente. 
