Research on the implications of learning-by-doing has typically been restricted to specifications of the agent's decision problem for which estimation and control can be treated separately. Recent work has provided the limit properties of beliefs and actions for learning problems under more general conditions, for which experimentation is an important aspect of optimal control. However under these conditions the optimal policy cannot be derived analytically, because Bayesian learning introduces a nonlinearity in the dynamic programming problem. This paper utilizes numerical algorithms to characterize the optimal policy function for such a general learning-by-doing problem. In contrast to previous work on calculating such policies, we find that the optimal policy incorporates a substantial degree of experimentation under a wide range of initial beliefs about the unknown parameters. Dynamic simulations indicate that optimal experimentation dramatically improves the speed of learning and the stream of future payoffs. Furthermore dynamic simulations reveal that a policy, which separates control and estimation and does not incorporate experimentation, frequently induces a long-lasting bias in the control and target variables. While these sequences tend to converge steadily under the optimal policy, they frequently exhibit non-stationary behavior when estimation and control are treated separately. JEL No.: C44,C60, D81, D82 Key Words: optimal Bayesian learning, learnin-by-doing and experimentation, optimal control with unknown parameters, dynamic programming For example recent work on technological innovations by Nyarko (1994) and and on 1 agricultural production by Foster and Rosenzweig (1995) , which constitute major advances with respect to other aspects of learning-by-doing still avoids the issue of optimal experimentation.
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Introduction
Economic agents very rarely have complete knowledge of all parameters that affect their payoffs. Yet usually they are able to learn more about these parameters by observing the outcome of their own actions. That is, the agents' current actions not only determine current payoffs but also provide useful information which could improve future actions and yield superior future payoffs. The standard approach to this problem is to treat estimation and control separately. Its recipe for the agent is to first estimate the unknown parameters and then treat these values as certain when choosing an action to maximize payoffs. This paper shows that the standard approach, which neglects the information-producing effect of current actions, can be far from optimal. The paper deals with specifications of the economic environment where agents are faced with a trade-off between actions yielding a high current payoff and actions which yield a lower current payoff but superior information content.
So far, most research on economic implications of learning by doing and on-the-job 1 training has been restricted to the few specifications of the learning problem, for which it is optimal to treat control and estimation separately. For more general cases, the appropriate extent of experimentation is quite difficult to determine. However, substantial progress has been made concerning the limit properties of beliefs and actions in general learning by doing problems through recent work by Aghion, Bolton, Harris and Jullien (1991) , Easley and Kiefer (1988) and Kiefer and Nyarko (1989) . For example, Kiefer and Nyarko (1989) prove that posterior beliefs 2 and associated actions in linear controlled regressions with Bayesian learning converge in the limit, but they also show that limit beliefs need not coincide with the true parameter values. This paper characterizes the optimal policy for general learning by doing problems that take the form of linear controlled regressions. It assesses the importance of experimentation and its implications for the time series behavior of economic observables. Even for relatively simple 2 specifications of parameter uncertainty this is not an easy task because learning introduces a nonlinearity into the dynamic programming problem and typically precludes analytical solutions.
Characterizing the value and extent of experimentation is necessary, however, for answering many of the questions that arise in economic applications of learning by doing.
This paper provides answers to three such questions:
(i) Is experimentation important, or in other words, does the passive learning policy that separates control and estimation differ significantly from the optimal learning policy for a non-negligible range of beliefs?
(ii) To what extent does experimentation accelerate the speed of learning and guarantee that the agent learns the true parameter values?
(iii) Could the behavior of economic agents that are learning about their environment be the source of non-stationarities in economic data?
The learning by doing problem considered hereafter is equivalent to the problem of controlling a linear regression process that has two unknown parameters. The agent controls the independent variable in order to influence the dependent variable which enters his payoff function. At the same time, the agent continuously updates his beliefs about the unknown parameters according to Bayes rule. The myopic policy, which treats estimation and control of the stochastic process separately, can be easily derived analytically, while the optimal learning policy has to be approximated numerically.
The first step in solving this problem is to explicitly model the agent's beliefs about the unknown parameters. As an illustrative example, I focus on a variant of the two-armed bandit problem studied by McLennan (1984) and Kiefer (1989) , in which the agent is faced with two possible sets of parameter values. This specification is not realistic, but significantly simplifies the dynamic programming problem, since the state can be summarized by a single variable: the probability that one set of values is the correct one. Then I turn to the more useful problem of controlling a linear regression, where from the agent's perspective the values of the unknown parameters can be any real number. This specification models the agent's beliefs as a bivariate normal distribution, which implies a complex dynamic programming problem with five state variables: the two means, the two variances and the covariance. Taylor (1974) and Taylor and Anderson (1976) conducted simulation studies to investigate convergence of 3 parameter estimates under myopic policies which can be derived analytically. Kendrick (1981) and others used numerical techniques, called dual control, to approximate active learning policies along given sample paths.
3 Prescott (1972) was the first to use numerical techniques to approximate the optimal 3 policy as a function of beliefs for the case of a simple regression with unknown slope. He found little difference between myopic and optimal policies except with very high parameter uncertainty i.e. when the slope estimate is insignificant. These results are reversed here. This paper detects sizeable differences between optimal and myopic policies, or in other words a sizeable extent of optimal experimentation, in a problem with two unknown parameters. Even though there is only one more unknown parameter the problem is considerably more complicated than Prescott's because the number of state variables increases from one to five and because there exist multiple limit beliefs and policies. I obtain several new results which are relevant to the theory of optimal learning, and furthermore have important implications for time series studies of economic observables generated by agents who are learning about their economic environment. I find that optimal experimentation plays an important role in speeding up learning and can significantly improve expected future payoffs, because it has a high reward for a large range of beliefs about the unknown parameters. This result is due to the existence of multiple uninformative actions that would reinforce an incorrect belief even in the limit, but would still be chosen by an agent who does not experiment. I also find that these incorrect belief and action pairs are associated with non-differentiabilities in the value function and discontinuities in the policy function. Finally, the dynamic simulations show that optimal learning generates time series that greatly differ form those generated under passive learning. While passive learning frequently results in persistent biases in beliefs, actions and observations of agents learning about their economic environment, this happens very rarely if these agents experiment optimally.
The next section presents the learning by doing problem, reviews relevant convergence results available in the literature and specifies the illustrative example as well as the general case.
Section 3 reports numerically approximated value and policy functions which characterize the value and optimal extent of experimentation. Section 4 studies the time series behavior of economic observables under passive versus optimal learning and Section 5 concludes. This is the framework studied by Kiefer and Nyarko (1989) . which differs somewhat from Aghion, Bolton, 4 Harris and Jullien (1991) . Since the signal is a function of the action, the parameters and the shock, but the agent's payoff is a function of the action and signal only, he must consider the direct effect of his action on his signal, its direct effect on his payoff and its indirect effect (via the signal) on the payoff. In the framework of Aghion et al., the payoff obtained in a given period and the signal observed, depend on the action taken, the underlying parameter of interest and a shock. So the optimizing agent faces a simple trade-off between choosing his action to maximize his payoff and choosing it to obtain the best possible signal. They find that local properties of the payoff function (such as smoothness) are crucial in determining whether the agent eventually attains the true maximum payoff or not. There is some similarity to the results obtained in this paper, which finds that kinks in the value function are related to convergence to the true maximum payoff.
For all the results obtained in this paper the error variance has been set to one. However it is straightforward 5 to investigate the sensitivity of the results to the size of % or to a misperception of the agent about the size of % . 
Learning By Doing when Separating Control and Estimation is not Optimal
The Decision Problem
This paper uses an information-theoretic model of learning-by-doing, which is equivalent to the problem of controlling a linear regression process with unknown parameters. The model has a single decision maker who observes a signal y at time t, which depends on his own action x, the unknown parameters of the regression process and a random independent shock.
(1)
The agent's payoffs are a function of the action and the signal. To the extent that the agent 4 cares about future payoffs, he must also take into account the information-accumulating effect of his current actions. As a model of learning by doing this is considerably more general than earlier treatments in the literature, because it is not optimal to address the estimation and control aspects separately. 
where next period's beliefs ' have been replaced by the Bayes operator B(.). f(y|x,) denotes the predictive distribution of y which depends on x, the distribution of the error term q(.) and the beliefs p(.). The two terms on the right-hand side of (5) characterize the potential trade-off between current control and estimation. The first term is the current expected reward while the second term represents the expected improvement in future payoffs due to improved information about the unknown parameters. It arises because the choice of x and the resulting observation on y add to the agent's stock of information. Kiefer and Nyarko (1989) prove that a stationary optimal policy exists and that the value function V() is continuous and satisfies the functional equation (5). Policy and value functions The distributional assumptions made in this paper are only necessary to solve for an optimal policy. KN prove 8 convergence of the posteriors by an application of the martingale convergence theorem without restricting beliefs to any conjugate families. The posterior process can be shown to be a martingale, in other words, the agent does not expect his beliefs to change in any predictable manner. For the two cases studied in this paper based on normal beliefs it can easily be ascertained that the Bayesian updating equations in (11) and (19) are martingales. 7 paper, which do not admit analytic solutions for optimal learning policies, even though the unknown process is linear and preferences are quadratic. Whether numerical approximation is feasible and how difficult it is, depends on the specification of the agent's beliefs and learning process. In section 3 I present results for two specifications, an illustrative example and a general case. All results are based on a quadratic payoff function (6) where y is the desired target level and the weight 3≥0. This coincides with the input-target * model used in studies of learning by doing and technological change. However the numerical algorithm admits other functional forms and the ultimate choice should depend on the specific economic application of learning by doing.
Convergence of Beliefs and Actions
The essential contribution of Easley and Kiefer (1988) and Kiefer and Nyarko (1989) (KN hereafter) is to prove convergence of beliefs and policies under minimal distributional assumptions and to characterize the set of possible limit beliefs and policies for the case of a simple linear regression. Standard convergence results are not applicable, because along any sample path for which parameter estimates converge the sequence of actions is also converging.
Thus, if actions converge rapidly they may not generate enough information for identifying the unknown coefficients and the limit distribution representing the agent's limit beliefs with respect to the unknown parameters needs not to be centered on the true parameter values.
KN show that the posterior process of beliefs converges to a limit ä for any multiple t linear regression process. However, this convergence result says nothing in particular about the 8 limit belief and whether it is correct. For the case of a simple regression with a single control variable and known error distribution, KN show that: (i) if the policy x does not converge then t the posterior process converges and the limit is centered at the true values, which means complete 8 learning occurs; (ii) if x is fixed, the agent learns the mean of y corresponding to that value of x, which means even if the limit belief and action pair are incorrect the agent always learns the true mean of y; and (iii) if the reward function is strictly concave, the limit policy x ä exists and corresponds to the policy maximizing single period reward given limit beliefs ä.
KN point out that incomplete learning can be optimal, or in other words, that there are multiple limit beliefs, some of which are not point mass at the true coefficient values but are associated with optimal limit actions. The underlying intuition is that since learning is costly, an agent may choose actions which are suboptimal given the truth but optimal given his subjective beliefs. The above results however provide three properties that are common to all possible limit belief and action pairs ( ä,x ä), whether incorrect or not:
belief invariance: limit beliefs must be invariant to the Bayesian updating rule which means that the updating rule must have a fixed point at any limit belief and action pair. (7) prediction: in the limit the agent learns the mean of y associated with the policy x ä.
(8)
optimization: the limit action x ä maximizes expected reward given limit beliefs ä.
Once the agent's beliefs and learning process have been specified, these three properties can be used to characterize the set of possible limit belief and action pairs and to determine whether there are any incorrect limit beliefs among these.
Specifying the Agent's Beliefs and Learning Process
Throughout the remainder of the paper, the illustrative example is presented parallel to the general specification for which the two unknown parameters can take any real value. This makes it possible to discuss most of the relevant issues in the example while avoiding initially the complexity arising from multiple state variables and multiple possible limit beliefs.
Using a specification with a single state variable has two advantages: it significantly reduces the computational 9 costs of numerically approximating value of policy functions, and since these functions are one-dimensional they can easily be graphed and directly compared to the myopic policy and single-period reward functions. This example is a simple variation of the problem studied by Kiefer (1989) and used by El-Gamal and Sundaram (1993) . The payoff function which corresponds to expected current reward is the quadratic loss function of equation 10 (6). For simplicity the target level y and the weight 3 are set to zero initially. * 9
Illustrative Example
There are two sets of parameter values (1 ,ß ) and (1 ,ß ), of which the first is considered Both, passive and optimal learning policies have to be compared to the optimal action under certainty which is independent of p . 
(11) defines the intersection of the two curves implied by the parameter values, when the error term is omitted. It defines the single value of x, which is consistent with both curves in the limit.
Any pair (p,x) which satisfies (11) also has the 'prediction' property. The' optimality' property implies that the limit action maximizes expected one-period reward based on the limit belief:
A possible incorrect limit belief and action pair consists of an incorrect but selfreinforcing belief (a belief which calls for an action x satisfying (11)), with a reinforcing action which is one-period optimal given the incorrect belief (an action x satisfying (12)).
Figure 1 shows that if the two curves have opposite slopes, there exists one such possible incorrect limit belief and action pair denoted by (p,x). x corresponds to the intersection^ô f the two curves, and therefore is an uninformative action which would reinforce any belief p.
When the slopes (ß ,ß ) of the two possible curves have the same sign, there does not exist any optimal 11 1 2 incorrect limit belief.
11 Equation (12) determines the belief p for which x is a one-period optimal action. It defines thêô ne-period optimal action under uncertainty as an average of x and x , which are the optimal 1 2 actions under certainty about (1 ,ß ) and (1 ,ß ) respectively. Since x lies in the interval between 1 1 2 2x and x as can be seen from the graph, there must exist a belief p for which x is one-period 1 2 ^ô ptimal. The numerical example of an incorrect limit belief and action pair depicted in the graph is (p=0.5,x=2.5) based on values of (1 =4,ß =-1)and (1 =-1,ß =1), which imply x =4 and x =1.^1 
General Case
The previous example restricts the agent's beliefs to two possible sets of coefficient values. More realistic and more useful is a setup where the specification of beliefs allows these coefficients to take any real value. This can be achieved by modeling the agent's beliefs as a bivariate normal distribution with respect to 1 and ß: (13) p(1,ß| ) is fully characterized by the vector which contains five elements: the means (a ,b ) 
Specification of the DP Problem
The derivation of the updating equations is shown in Zellner (1971) . X denotes the vector (1,x ). can all be associated with optimal actions. Using the three properties discussed in section 2.2 (belief invariance, prediction, optimality) the set of possible limit belief and action pairs can be characterized by the following collection of 4 equations and 3 inequality conditions which has multiple solutions.
Table 3. The Set of Possible Limit Beliefs and Actions
The updating equations of the bivariate normal specification have a fixed point for any collection of (x,a,b,$) which satisfies the first two equations reported in table 3 and does not violate any non-negativity conditions with respect to the variances and the determinant of $. One-period optimality of limit actions implies that the set of possible limit belief and action pairs also depends on the parameters of the one-period payoff function U(.). For 3>0 and y =0, optimality 
Given any of the beliefs characterized in this way, the agent will find it optimal to choose x=1 even if this action does not coincide with the correct limit action x (which would only be the * case if 3=-(1+ß)ß). This example shows that incomplete learning can occur, if 3>0 meaning if there is a direct cost to instrument variation. Even if 3=0, incomplete learning may still be optimal.
However the set of possible limit beliefs and action pairs is much smaller, since an additional property of incorrect limit beliefs can be added to the list in table 3 in this case. An optimal limit action which differs from x =1/ß, only occurs for limit beliefs which imply b ä=0.
*
The final discounted relative accuracy of the value function is within 0.5%. The value function displayed in 12 figure 2a is put in `per period' terms by multiplying with (1-9) so that it is comparable to single period reward.
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Determining the Value and Extent of Optimal Experimentation
To answer the questions raised in the introduction concerning the speed of learning, the extent of optimal experimentation and the time series behavior induced by passive versus optimal learning, we need to calculate stationary optimal policies for the associated dynamic programming problem. The numerical algorithm is based on the standard proof of existence which proceeds to show that the functional equation is a contraction mapping with a unique fixed point which is the value function. The proof outlines an iterative method to calculate the value function based on the functional operator T:
where C[0,1] is the set of bounded continuous functions. T is a contraction mapping in C [0, 1] and the value function V can be calculated by direct iteration over the operator T {w → V, n n=1,2,..}. The necessary ingredients specified in the preceding section are: p(1,ß|), the agent's beliefs with respect to 1 and ß; , the vector which characterizes this distribution and contains the state variables which are updated using the Bayes operator B(.); R(.), the expected one-period reward; and , the N(0,1) error term. A short summary of the methods used to implement this procedure and the associated difficulties is given in the appendices.
Illustrative Example
Approximations of the value function V(p) and the optimal policy function H (p) ( p ä=1,x ä=4) is taken to be the correct limit belief and action pair. achieved by the one-period optimal myopic policy. While R(p) is a smooth and differentiable function, V(p) exhibits a kink at p=0.5, which means that the value function of this dynamic programming problem is not everywhere differentiable even though preferences are quadratic and the unknown data-generating process is linear. The kink point p=0.5 plays a special role in the learning process, because it constitutes the only incorrect belief which may be reinforced by a one-period optimal action, x=2.5.
Consistent with the non-differentiability in the value function, the optimal policy H (p) opt exhibits a discontinuity at p=0.5 as can be seen from figure 2b. In contrast the myopic policy H (p) is a continuous and differentiable function, which averages the optimal actions under my certainty (x =4 and x =1) with the weighting determined by the belief p. The preliminary result to take away from figure 2b is that the extent of optimal experimentation, measured by the difference between passive and optimal learning policies, is large in the neighborhood of points in the state space which constitute incorrect but possibly selfreinforcing beliefs. The explanation is the following: while the passively learning/myopic agent with the belief p=0.5 would choose an action which reinforces this incorrect belief, an optimally learning agent who shares this belief would avoid this uninformative action. To the extent that the agent cares about expected future payoffs, he will accept a loss in expected current payoff in order to learn more. The larger the discount factor, i.e. the more the agent cares about the future, the closer the optimal policy will come to choosing x or x , depending which of these 1 2 actions maximizes single-period reward for the most likely point in the parameter space. For a sufficiently small discount factor, the optimal policy may not differ much from the passive learning policy and may therefore result in slow or even incomplete learning.
By simulating sample paths, we can study the speed of learning under alternative policies from a time series perspective which links the theory of optimal learning to the movement of economic observables. Based on the convergence results discussed in the previous section one would expect the simulated belief and policy sequences to settle down to a fixed value, while the observations on the dependent variable should converge to a normal distribution with the mean determined by the limit action. However, whether these sequences converge to the correct or the incorrect limit belief of this example, is determined by the prior, the learning policy and the realization of shocks along each sample path.
Two observations should be made with respect to the results in Figure 3 . The first draw results in complete learning under the optimal policy, but in convergence to the incorrect belief and action pair (p=0.5,x=2.5) under the passive learning policy. The consequence of passive learning is a persistent bias in the dependent variable y, ( |y-y*|>0), due to mistaken beliefs about the underlying parameters. Optimal experimentation instead would lead to complete learning at apparently little cost in terms of initial variation of x and y. For the second draw of shocks both policies result in complete learning, however a bit more slowly in the case of the passive learning policy, which biases y upwards for the first four periods.
These simulations illustrate the trade-off between current control and estimation, but the results depend on the specific prior belief and draw shocks chosen for the simulations and lack any practical relevance because of the extremely simple specification of the learning problem.
Thus, to provide useful answers to the questions posed in the introduction, we need to conduct large-scale simulation exercises under a more general specification of beliefs.
Value and Extent of Optimal Experimentation: General Case
Experimentation becomes a much more important issue once we take into account that the agent cannot pin down the parameter set to two elements but rather has to assume that the unknown parameters may take any real value. The corresponding dynamic programming problem specified in table 2 models the agent's beliefs as a bivariate normal distribution p(1,ß|a,b,$).
In this case there exist multiple uninformative actions which may reinforce incorrect beliefs about the unknown parameters. Consequently there are multiple possible limit belief and action pairs, which are all characterized as solutions to the set of equations and inequality conditions reported before in table 3.
The intuition obtained from the illustrative example is that experimentation, measured by the difference between the optimal and the passive learning policies, is large in the neighborhood of points in the state space that constitute incorrect beliefs that are self-reinforcing under a oneperiod optimal policy. Since this general specification exhibits multiple beliefs of this kind, experimentation should be more important than in the illustrative example. an incorrect belief that would be reinforced by the one period optimal action, x=1. Thus (,x)^î s a solution to the equations and inequality conditions of table 3 and constitutes a possible incorrect limit belief and action pair. The charts 4a and 4c, which plot slices along b, the mean of the slope parameter, show that the value function exhibits a kink and the optimal policy a discontinuity at . As a consequence the extent of experimentation, i.e. the difference between the myopic and optimal policies, is large in the neighborhood of . By definition x equals thêm yopic action x , which maximizes single-period expected reward based on the belief . Instead, myt he optimal action obtained from the approximated policy function is x =2.545 which would opt avoid reinforcing this incorrect belief. Charts 4b and 4d provide plots for a point close to , which show that the value and extent of optimal experimentation remain large for other values of v which was kept fixed in 4a and 4c. There are many belief and action pairs such as (,x), all of which satisfy the conditionŝŝ ummarized in table 3. For all grid-points of the value and policy functions, which are associated with such self-reinforcing incorrect beliefs, we find that the value function is non-differentiable and the optimal policy exhibits a discontinuity. 
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Again, we can simulate sample paths to assess the speed of learning and the frequency of convergence to incorrect limit beliefs under alternative policies. Figure 5 compares two such simulations, one based on a myopic policy which learns passively, and the other based on an optimal learning policy. In both cases the agent starts with the same prior belief characterized by (a ,b ,v ,v ,v Secondly, after this long period of time the agent is induced to take a few very informative actions, which result in rapid learning and a shift in the control and target sequences shift towards a new steady state. From the viewpoint of a researcher who does not know the datagenerating process, these time series appear non-stationary, even though the underlying process is completely stationary.
Thirdly, the optimal learning policy clearly avoids such a bias, since the agent's actions converge after some initial experimentation quickly to the value which centers the target observations at y =0. Optimal experiments push the agent's beliefs away from the domain of which would be reinforced by a one-period optimal action x=1.4166. These experiments seem to incur only a small initial cost in terms of increased variability of the target variable during the first few periods. Fourthly, even though at first beliefs converge rapidly towards the truth due to optimal experiments, the speed of convergence slows down dramatically after about 15 periods. The reason is that once the control sequence {x } approaches the steady state value x =4 there is t * little remaining variance in the control variable, which constitutes the only explanatory variable of the regression.
This simulation approach goes back to Taylor (1976) and Taylor and Anderson (1976) , who compare the 13 performance of one-period optimal rules and least squares certainty equivalence rules. The latter is obtained by treating the unknown parameters as known and equal to their least squares estimates. Thus x =-a /b if the t t t cert preference parameters y and 3 are set to zero. They find that the certainty equivalence policy is consistent, i.e. that * it converges to the policy appropriate to the true parameter values. Parameter estimates however converge extremely slowly. The conditions on limit belief/action pairs presented in table 3, can be used to confirm these results. The drawback is that certainty equivalence rules result in much larger variability during the early periods, than either the myopic or the optimal learning policy considered in this paper.
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Learning-by-Doing and the Time Series Behavior of Economic Observables
The sample path simulations in section 3 indicate that learning affects the behavior of economic agents in a special way and therefore has important implications for the time series behavior of economic observables generated by the actions of these agents. If learning occurs rapidly due to active decisions by the economic agent, then we should observe a higher initial variance of the control and target variables and then a rapid decline in these variances. Passive learning, which can be due to myopia or to an approach that separates control and estimation, may cause a persistent bias in the control and target sequences as long as the agent keeps choosing control values that tend to reinforce mistaken beliefs about the unknown parameters.
If the agent learns the truth at a later stage, an outside observer might take the resulting shift in the control and target sequences as evidence for non-stationarities in the data even though the underlying true stochastic process is completely stationary.
Since the time series behavior observed in these simulations might be idiosyncratic to the specific draw of shocks, larger-scale simulation exercises are required to assess how frequently these properties would appear in the data. Thus, I simulate 1000 sample paths with the same 13 prior, (a ,b ,v ,v ,v )=(3,-2,5,4,-2) , to determine how quickly actions converge on average to 0 0 a,0 b,0 ab,0 the correct action under certainty.
The speed of convergence as well as the extent to which a control bias emerges depends on the policy implemented, i.e. on the discount factor of the agent. An agent with a zero discount factor who does not care about future payoffs, will find it optimal to implement a myopic policy. The higher the discount factor, the more the agent will be willing to experiment, and thus reduce any bias which would be due to slow learning.
Furthermore the speed of learning is affected by the payoff parameter 3. The higher 3, 27 the more likely is a bias in the resulting time series, not just because it assigns a direct cost to control variability, but mainly because 3>0 implies a larger set of solutions to the equations in table 3 and therefore a larger set of possible incorrect limit belief and action pairs.
I have conducted several simulation exercises which compare the time series behavior resulting from passive versus optimal learning and measure the effect of different values of 9 and 3. Table 4 (17) where T equals 20 (40) and N is the number of sample paths selected. (iii) the average control and target bias for all 1000 sample paths. for most applications. For example, a monopolist will incur costs in terms of inputs when varying output quantities to learn more about market demand. Similarly, a policymaker who uses the short-term interest rate as policy instrument will tend to avoid `excessive' instrument variability because it would increase volatility in financial markets.
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As shown in the upper-left corner of table 4, more than 10% of the sample paths still exhibit a sizeable bias after 20 periods, if the agent learns passively. The average control and target biases is 2.5, which is of the same size as in the simulation reported in figure 4. Even when averaging over all sample paths passive learning still results in a sizeable bias. The optimal learning policy reduces this bias and leads to faster learning the higher the discount factor. For 9=0.95 less than 1% of the sample paths still exhibit a bias after 20 periods and the average bias is reduced by more than half.
The percentage of sequences which exhibit a persistent bias increases dramatically when a direct cost is imposed on control variation (3>0). Thus, the approximated optimal learning policy results on average in an ex post improvement of 31% over the policy which separates control and estimation.
Clearly the results presented in tables 4 and 5 depend not only on the policy and the payoff parameters 9 and 3, but also on the prior beliefs of the agent, the true underlying coefficient values and the variance of the shocks. Substantial work has been undertaken to assess the impact of these input parameters with the broad result that the data generated from these simulations exhibits the properties discussed above for a large range of reasonable values. More importantly, in many applications it is possible to obtain values for some of these input parameters directly from the data, while making the others the subject of sensitivity studies. For example, Wieland (1995a) formulates the learning problem of a monetary policymaker after a major structural change such as German unification, and uses pre-and post-unification estimates of the structural parameters to specify the prior beliefs of the policymaker and the true datagenerating parameters.
Conclusions
An important contribution of this paper is to determine the value and extent of optimal experimentation for controlling a linear regression with two unknown parameters. This case is extremely useful for economic applications of learning by doing, because both the action and the parameter space, are continuous where the latter implies that from the agent's perspective the unknown parameters can take any real value. Numerical dynamic programming methods make it possible to assess the extent of optimal experimentation, which is measured by the difference between a passive learning policy that separates control and estimation and the optimal policy.
This difference captures the extent to which variation is induced in the control variable purely to raise the quality of parameter estimates and improve expected future payoffs at the cost of expected current losses.
From this analysis I obtain several new results which are relevant to the theory of optimal learning, but also have important implications for time series studies of economic observables generated by agents who are learning about their economic environment. In contrast to earlier work on more restricted learning problems, specifically the seminal paper by Prescott (1972) , I
find that optimal experimentation can be very important in accelerating learning and can significantly improve expected future payoffs. Experimentation has a high reward in the neighborhood of incorrect beliefs which would otherwise be reinforced by a myopic or passive learning policy which is only one-period optimal. Multiple beliefs of this kind exist in any regression problem with more than one unknown parameter, which was the case studied by Prescott(1972) . I also find that these beliefs are associated with potential non-differentiablilities in the value function and discontinuities in the policy function, which shows that there exists an important class of dynamic programming problems, which does not satisfy standard smoothness assumptions.
Using the policy functions obtained in this paper, one can simulate the learning process of an agent which attempts to control a linear regression with two unknown parameters. I find that passive learning frequently results in biased control and target sequences, because the agent keeps holding on to mistaken beliefs about the unknown parameters, and chooses actions which in turn justify these beliefs. If convergence to the truth occurs after some period during which 31 beliefs have barely changed, an outside observer may interpret the resulting shift in the control and target sequences as evidence for nonstationarities even though the underlying stochastic process is completely stationary.
Optimal experimentation drastically reduces the frequency and average size of the control and target bias. An agent which cares enough about future payoffs and learns optimally, tends to avoid uninformative actions which would reinforce incorrect beliefs about the unknown parameters. Compared to passive learning the initial control and target variance is somewhat higher, but surprisingly not by much, and it declines faster as beliefs and actions converge towards their correct values.
The analysis of this paper and the numerical algorithm it uses can be applied directly to several different subjects. One example would be learning-by-doing and technological change which has been studied by Jovanovich and Nyarko (1994) and (1995) for a much simpler specification of the learning-by-doing problem, where control and estimation can be separated.
Another example is the problem of a monetary policymaker who attempts to control inflation, but lacks exact knowledge about the relationship between his policy instrument and target. Based on an empirically calibrated model of monetary policy Wieland (1995a) shows that learning has important normative and positive implications for policy-making after historical episodes of structural change.
