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Abstract 
Combining outcomes of coin-tossing and transducer algorithms it is possible to generate with 
probability close to 1 very pathological sequences for which computable probabilistic forecasting 
is impossible. These sequences are not random with respect to any reasonable probability distri- 
bution. A natural consequence from the definition of such sequences is that each simple measure 
of the set of all such sequences is equal to 0. It was Kolmogorov’s and Levin’s idea to estimate 
the probability of generating of such sequences in the combinations of probabilistic and algorith- 
mic processes [8, 14,211. We collect several results in this direction for infinite sequences ant 
asymptotic results for finite sequences including estimation of space and time of losing random- 
ness for time bounded forecasting systems (a correction to [22]). @ 1998- Elsevier Science 
B.V. All rights reserved 
K~~RYY& Forecasting systems; Non-stochastic sequences; Computable calibration; Measure of 
nonrandomness; Algorithmic information theory. 
1. Introduction 
The problem of the existence of non-stochastic objects has been discussed in sev- 
enties at Kolmogorov’s seminar in the Moscow State University (see also [I. IO]). 
Levin posed this problem for infinite sequences [7,20]. Following Levin, the main 
problem is to estimate the probability of generating such sequences in the combina- 
tions of stochastic and deterministic processes (see [8,20]). In [20] a solution of this 
problem for infinite sequences was obtained. In 1981 Kolmogorov proposed a con- 
cept of finite (x,fi)-stochastic sequence. He posed the problem of existence of finite 
sequences which is not (a,/?)-stochastic. Shen [14] showed the existence of such se- 
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quences. In [21] some estimates of probability of generating non-stochastic sequences 
in combinations of stochastic and deterministic processes were obtained. 
Similar problems were considered independently in [3, 11, 141. Dawid [2] considered 
the concept of infinite calibrable sequence which is a weak concept of randomness for 
individual sequences. The problem of existence of noncalibrable sequences has been 
discussed in these papers. 
In this paper we give some amplification and correction of the results from [2 1,221. 
We prove that it is possible to generate (in combinations of stochastic and deter- 
ministic processes) with probability close to 1 infinite binary sequences on which any 
forecasting program will be eventually falsified. We also show that in contrast with 
this if c1 = cl(n) and p = P(n) are computable functions, the probability of producing 
any finite binary sequence of the length 3 n, which is not (a, fi)-stochastic, tends to 0 
as n-+ cm. 
We also estimate space and time of losing randomness for time-bounded forecasting 
system (a correction to [22]). 
2. Algorithmic background 
Let 52 be the set of all infinite binary sequences, B be the set of all finite binary 
sequences, 2 be empty sequence. For any finite or infinite CIJ = 01 . . .o, . . . we denote 
w” = wi . ..o.. Let R’ be the set of all real numbers extended by adding the infinities 
--co and +oo. [r] denotes the integer part of real number Y. 
We need a one-to-one enumeration of all ordered pairs of positive integers. We 
fix some form of this enumeration. We use the natural correspondence between finite 
binary sequences and nonnegative integers: 0-0, 0- 1, l-2, 00-3, 01-4, 11-5, OOO- 
6 ). . . such that the absolute value of the difference between the length of the binary 
sequence and the logarithm (on the base 2) of its ordinal number is less than 1. We 
encode the ordered pair of binary sequences CI and /? by the sequence bin*( ICC )Ol c$, 
where bin(lal) is the binary code of the length of M and y* = ytyi . . .y,,y,, for y = 
yi . . . yn. Then the absolute value of the difference between the length of the binary 
code of the ordered pair (i,j) and 2 log2 log, i + log, i + log,j + 2 is less than 3. We 
will identify the ordered pair (i,j) and its ordinal number. 
We need some elements of the theory of algorithms. This theory is systematically 
treated in, e.g., [12]. 
We also need some model of computation. Algorithms may be regarded as Turing 
machines and so the notion of a program and a time of computation will be well- 
defined. Our considerations will be invariant under polynomial computation time, so 
the results will be machine-independent. An algorithm transforms finite objects into 
finite objects. Integer and rational numbers (but no reals) are examples of finite objects. 
Finite sequences of finite objects are again finite objects. We will use a notion of a 
computable function transforming finite objects into finite ones. A set of finite objects 
is called recursively enumerable if it is a domain of some computable function. A set 
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A of finite objects is called (algorithmically) decidable if A and the complement of A 
are recursively enumerable. 
Let A be a set of all finite objects of certain type. 
A function ,f: A ---f R is called (lower) semicomputable if {(r,x) 1 r is rational and r 
< .f(x)} is a recursively enumerable set. This means that there is an algorithm which 
when fed with a rational number r and a finite object x eventually stops if r < ,f(x) 
and never stops otherwise. In other words, the semicomputability of f means that if 
.f(x) > r this fact will sooner or later be learned, whereas if f(x) < r we may be for 
ever uncertain. 
A function f is upper semicomputable if -f is lower semicomputable. 
Proposition 1. There is a lower (upper) semicomputable reul junction f (i, a), where 
i is an integer number and a E A, such that the sequence f 1, f I.. . of the junctions 
fi(a) = f (i,a) consists of all lower (upper) semicomputable junctions on A (IVP cull 
such a ,fimction universal). 
Proof. We prove this proposition for lower semicomputable functions. Each algorithm 
is described by a program which is a finite sequence of symbols in some alphabet. In 
practice not all sequences are “meaningful” programs, but it is convenient to consider 
“meaningless” programs as programs describing algorithms that never stop. Let rcl,712 . . 
be a computable enumeration of all programs. We define an algorithm @ (for checking 
f (i, a) > r holds) as follows. When fed with i, a and r, it applies the program rc, to all 
pairs (a,r’) such that r’ > r and r’ is a rational number. @ stops when at one of these 
pairs the program rc; stops. It is easy to check that there is a (unique) function f(i, a) 
such that r < f(i,a) if and only if @ stops at (r, i,a). Any lower semicomputable 
function y on A is computed by some program rr, and, therefore g coincide with f,. 
c 
Let f‘;,,Ja) = fs(i,a) be equal to the maximal r such that the algorithm Q, stops on 
(r, i,a) after s steps of computation and equal to -CC if such r does not exist. Then 
fi.s(a)dfi,y+l(a) for all i,s,a and fi(a) = lim,,, fJa>. Any such function fl,Y 
takes only finite number of rational values distinct from --3o. 
An analogous non-increasing sequence exists for any upper semicomputable function. 
A real function f is computable if there exists an algorithm which, when fed with 
any a E A and a rational e > 0, computes a rational approximation of f(a) with 
accuracy E. 
Proposition 2. A function f is computable tf and only if it is simultaneously loser 
semicomputable and upper semicomputable. 
Proof. We need only to prove that any function f which is both lower and upper semi- 
computable is computable. By Proposition 1 and consideration after it there are non-. 
decreasing by s sequence fi,s(a) and non-increasing sequence gi,,(a) of the functions 
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taking rational values such that lim,,, fi,Ja) = lim,,, g,j,s(U) = f(a) for some i 
and j. To compute a rational number r satisfying If(a) - rl < E, where E is positive 
and rational, it suffices to find s satisfying jfi,s(a) - gj,,(U)l < E and to output fi,s(a). 
0 
Let f-(&u) and f+(i,u) be functions universal for all lower semicomputable and 
upper semicomputable functions from a. For any computable real function f we call 
a pair (i,j) such that f(u) = f-(&u) = f+(j,u) a program of f. The pair of com- 
putable functions @ = (f-(i,u),f+(j,u)) IS called a mode of description of com- 
putable functions. We denote the output fi,s(a) of the algorithm described in the proof 
of Proposition 2 by @(e,u, e), where e = (i,j) is a program for f. 
Let @ be a mode of description and k be a positive integer number. We say that a 
real function f is k-simple with respect to CD if there exists a program of length d k 
which computes the values of f as in Proposition 2 by means of @. 
Proposition 3. There exists an optimal mode of description n satisfying the following. 
For any mode of description @ there exists a constant c such that for all k all 
functions that are k-simple with respect o @ are (k + c)-simple with respect o II. 
Proof. Let f -(n, i,a) be a function universal for all lower semicomputable func- 
tions from (&a) existing by Proposition 1, f +(n, &a) be a function universal for 
all upper semicomputable functions from (&a). Let us define a mode of description 
?-(@,$a) = f-( n,i,u), f+((n,i),u)= f+(n,i,u). 
For any mode of description (f -(i, a), f +(j, a)) there exist m and n such that 
f-(&u) = I-((m,i),u) and f+G,u) = f+((n,j),u). The proposition follows from 
the form of the enumeration of pairs. 0 
We fix such an optimal way @ = (f -, f ‘) of description and will consider k-simple 
functions only with respect to it. 
We use also a concept of computable operation on 8 U W [ 16,241. Let p be a 
recursively enumerable set of ordered pairs of finite sequences satisfying the following 
properties: 
l (x,A) E P for any X, where 2 is the empty sequence; 
l if (x,y) E P, xCx’ and y’cy then (x’,y’) E P; 
l if(x,y)Epand(x,y’)EpthenyCy’ory’Cy. 
A computable operation F is defined as follows 
F(w) = sup{y 1 x C w and (x, y) E P for some x}, 
where o E 52 U Z. 
Informally, the computable operation F is defined by some algorithm which when 
fed with an infinite or a finite sequence w takes it sequentially bit by bit, processes it 
and produces an output sequence also sequentially bit by bit. 
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3. Computable calibration 
Let some device sequentially generates a sequence of bits composed in a sequence 
trl = ml o2 . . co,, . If this process is completely chaotic we describe it by a probability 
distribution P. To define a probability distribution (measure) P on 52 it is sufficient 
to define all the values P(x), such that P(x) = P(x0) + P(x1) for all finite binary 
sequences x, where xv is the sequence x extended by adding the bit v = 0. I on the 
right-hand side. The measure of the interval f, = {o E Q 1 x 2 w}, where .X E 5, is 
defined as P(r.X) = P(x). After that P is extended on all measurable subsets of Q as 
usual in the theory of measure. The uniform measure L is defined as L(X) = Z-l’l. 
where 1x1 denotes the number of bits in the finite sequence X. The measure P is 
computable if there exists an algorithm computing values P(x) with arbitrary degree of 
accuracy. 
In this section we will use some weak concept of infinite random sequence. We use 
Dawid’s notion of randomness since it has a suitable interpretation, leads to a wider 
class of random sequences and so, in this case to, stronger results. 
Dawid [3] uses the concept of a forecasting system that is a real-valued function 
defined on the finite binary sequences and takes values between 0 and I. A typical situ- 
ation in which a computable forecasting system f arises is as follows. Let some device 
sequentially generates a sequence of bits composed in a sequence LO = (‘-‘I cc): . . . co,, . 
of a certain kind (such as readings of instruments) sequentially one by one. At some 
time we begin to register these observations. If this process is completely chaotic we 
are trying to apply some probabilistic theory that is relevant to these observations. For 
some sequences of observations (or data sequences) ml ~2 . . w,~ the theory yields a 
probability forecast for the next observation O,+I . Such a data sequence is included 
into domain of ,f and ~(CO~OZ . co,) is defined as the probability forecast issued for 
(tic),+, For a more general presentation and details we refer reader to [ 191. 
If an overall probability P on Q is given then the function ,f(x) = P( I 1 x), where 
P( 1 1 x) = P(xl)/P(x) is the conditional probability that x will be followed by I, 
xl being concatenation of x and 1, is a forecasting system provided all conditional 
probabilities exist. It is easy to see that for each everywhere defined forecasting system 
f’ there is a unique probability distribution P satisfying P( 1 j x) = ,f(x) for all s with 
P(X) # 0. In this paper we will consider only everywhere defined forecasting systems 
and corresponding probability distributions. 
A selection rule is a function on the set of all finite binary sequences taking values 
0 and 1. A selection rule 6 is said to select the subsequence s = nln2 under an 
infinite binary sequence o = u)~o~...w,... if II E s just when ~(cL)~w~...cu~__I) = 1. 
We say that a forecasting system f (or the probability distribution P associated with 
f) is calibrated for 0402.. . Q,, . . . with respect to 6 if ether the subsequence nlnz 
selected by b under 0102 . . co, . . . is finite or 
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We say that f (or the associated probability distribution P) is computably calibrated 
for o~o~...w,... if it is calibrated for cc)1 02 . . . w, . . . with respect to all computable 
selection rules 6. Finally, 0102 . . . co, . . . is calibrable if some computable f is com- 
putably calibrated for it; otherwise, 01~02 . . . co, . . . is noncalibrable. 
Let as compare the notion of calibration with Martin-Lbf s concept of infinite random 
sequence. Martin-Liif’s definition is based on the measure theoretic approach. This 
approach distinguishes a property of “typicalness”. This mean that a random sequence 
must belong to each reasonable “majority” of sequences. The accurate definition of 
majority is an algorithmic analogue of a set of the measure 1. Since each set of 
measure 1 is the complement of a set of measure 0, it is sufficient to define the 
concept of an effectively null set. Let P be a computable measure on Q. A set M C Q 
has P-measure 0 if for each rational E > 0 there is a sequence P,, , r,, . . . of intervals 
such that M & U, = Ui P,, and P(U,) < E. Any P-null set A4 is called effectively 
P-null if there exists a computable function x(i, E) such that xi = x(i, E) for all i. 
Martin-Liif [9] proved that for any computable measure P there exists the largest 
(with respect to measure-theoretic inclusion) effectively P-null set. The complement of 
this largest effectively P-null set is called constructive support of the measure P. A 
sequence w E Q is called typical (random in the sense of Martin-Liif) if it belongs to 
the constructive support of the measure P [6]. 
In the framework of the measure-theoretic approach we also consider a quantitative 
measure of impossibility of an outcome w with respect to a measure P. Let P be a 
computable measure, E be the mathemathical expectation: E(f) = J f (co) dP. Follow- 
ing [ 171 let us consider a nonnegative function p(w) from Sz to R which characterizes 
the degree of disagreement between the measure P and outcome IX an outcome o is 
impossible with respect to the measure P at a level Y if p(w) > Y. More precisely a 
function p(o) is called the measure of impossibility of cc) with respect to P if 
(1) The function p(o) is lower semicomputable; 
(2) It holds E(p) = j- p(o) dp d 1. 
For any measure of impossibility p(w) we can define a sequence of sets U,,, = 
P{o 1 p(u) > 2m}, m = 1,2,. . . . By (2) P(U,)<2+ and U,,,+t C U,,, for all m. Then, 
using l), it is easy to see that the set n,“=, U, is effectively P-null. If p(w) = 00 then 
o E fl,“=i U,. Hence, p(m) < 00 for each typical sequence o. In [23] it is proved 
that a converse assertion also holds. 
Let f be a computable forecasting system and P be a corresponding probability 
distribution. Dawid’s [2] general calibration theorem asserts that the set of all infinite 
sequences cc) such that f is computably calibrated for w has P-measure 1. Here we 
present a version of this theorem for individual random sequences. 
Theorem 1. Any computable forecasting system f is computably calibrated for each 
infinite sequence o typical with respect to the corresponding probability distribution P. 
Proof. We give an algorithmic version of Dawid’s general calibration theorem [2]. Let 
f be a computable forecasting system, P be a corresponding probability distribution 
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and o be an infinite sequence. For any computable selection rule 6 define t, = I if 
6(w”-’ ) = 1 and t, = 0, otherwise. Let nk = cfZ, & be the length of a sequence 
selected under (ok by 6. Define pl = ,f(I,) and p, = ,f’(&’ ) for all i = 2,3,. Let 
us consider 
Define a sequence of functions 
Let us consider a sequence At c AZ.. of Bore1 fields, where for any n the field A,, is 
generated by all intervals I-X with 1x1 = n. 
The functions & = <i(w), pi = pi(w) and p, = pi(w) depend only on the first 
i - 1 bits of w and, so, they are Ai_,-measurable. As follows from the definition, p, = 
E(u; / A;_ t ). Then E(xi 1 Ai_ t ) = 0. From this it follows also that E( & 1 iZk_ 1) = t/f& ] 
for k>2, i.e. {I+!I~} 1san martingale with respect to Bore1 fields A1 c A2.. . We have 
also E(@) = Et=, E(xz). (A definition of martingale will be given in Section 5.) 
We have 
For any w non-zero elements of the sequence (kt, )2, ( $<2)2,. are 1, & $, Then 
E(I+!$)< $ cz, l/i2 <x2/24. 
Let ~1 and ~2 be rational numbers such that rt < ~2. For any infinite sequence (LI 
and positive integer number n define a sequence of positive integer numbers: r. = 0 
and for i > 0 
\‘j = min{,j ( j<n, $i < rl, j > v_l}, 
if i is odd, and 
1’; = min{,j 1 j<n, +i > r2, j > Vj-I}, 
if i is even. Let K be a maximal even i such that ri is defined, if such i exists. 
and K = 0, otherwise. We define an upcrossing function cr,(o.r~, ~2) = ;K. it is 
easy to verify that if lim,,, I+!I~(o) does not exist, then for some rt and ~2 the value 
o,,(co,rl, r2) is unbounded as n tends to infinity. Define 
4w rl, r2 > = sup ~~404 n, r2 >. 
By definition this function is lower semicomputable. 
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By Doob [4] (Theorem 3.3, Section 3, Part 8) for any II 
By definition ~n(~,r1,r2)~~,+1(0,r1,r2) for each II. We have also, E(I$n])dz/2& 
for each IZ. Therefore, the function a(o,rl,r2) is integrable by o and 
E(a) < (rr/2v@ + lrl 1 
\ 
rz-rl 
Let us take an expectation of 0 by rl and r2. Consider two computable functions rl(i) 
and r2(i) such that r](i) < r2(i) for all i and for each pair of rational numbers rl and 
r-2 such that r1 < r2 it holds rl(i) = r-1 and rz(i) = r2 for some i. 
Let us define 
1 O” 1 r2(i) - r*(i) 
p(w) = 2 F iz n 
1-I 
) ,r,(j),~(w,rl(i)~r2(i)). 
2& 
It is easy to verify that this function is lower semicomputable and 
E(p) = 
.I’ 
p(o) dP< 1. 
Therefore, this function is a measure of impossibility, and so, p(w) < cc for each 
typical sequence w. As follows from above, if lim,,, $n(n(o) does not exist then 
p(w) = cc. 
Hence, lim,,, &h(o) exists for any typical infinite sequence o. By Kroneker’s 
Lemma [15] (Lemma 2, Section 3, Part 4) if limk,, Cf_, h&(w)(oi - pi) exists 
then 
for this o. Theorem 1 is proved. 0 
4. Infinite noncalibrable sequences 
By a probabilistic algorithm we mean a pair (P,F), where P is a computable measure 
on 12 and F is a computable operation. 
The following theorem shows that using probabilistic algorithm it is possible to 
generate with probability extremely close to 1 infinite noncalibrable sequences. 
Theorem 2. For uny E > 0 there exists a probabilistic algorithm (L,F) which, when 
fed with an i$nite binary sequence generated by the uniform distribution L, with 
probability 1 - F outputs a noncalibrable injnite binary sequence, i.e. 
L{co E Q ( F(w) is infinite and noncalibruble) > 1 - E. 
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Proof. As in [2] we use the notations o,(s) = (l/r) Cl=, w,,, and .f?(s) = (l/r) cl_, 
f((3JlW2... co,,_ I), where f is a forecasting system and s = nr n2 . is a subsequence 
selected under co by some selection rule. Let p = 81 . . . firn be a finite binary sequence. 
A selection rule 6 is said to select subsequence s = nl . . n, of length Y under fl if 
i E s just when i<m and S(flr . /J-I) = 1. For any forecasting system f define the 
deviation of the forecasts by f on /I with respect to 6 as Dev( f, B, S) = /f,.(s) - /A(s 
Let vi(a) = KI(i, cc, 0.05) for all i and r; so we fix the accuracy of the computation of 
the forecasting systems. For technical reasons we redefine cpI so that every computable 
forecasting system has infinitely many programs. To do this it is sufficient to replace 
this sequence with @i,i) = cpi for all 1. We denote this new sequence also as tp,. 
Let s be an arbitrary such that 0 < E < 1. Choose a number iI such that CEi, i-.(’ “,) 
< 4s. Since each computable forecasting system has infinitely many programs we can 
use in the construction below only programs i 3 il. 
Let i be a program, x be a finite binary sequence, and let I be a positive integer 
number. Let us define an auxiliary computable function /l(i, z, I). The definition of 
b(ir,I) is as follows. Forj<lcrl define fi, =x,. Let 1x1 < j<lal+l and let PI ...[j,_r 
be already defined. If Cpi(pr . . . /J-l) terminates then define 
,) 0 = if %@I . . Pj-I) > 0.5, 
J 1 otherwise. 
If j = 1x1 + 1 define fl(i, c(, 2) = /I, . /35 and finish the computation of B(i, cc, 1). If 
qi(/jI ... b,,) does not terminate for some Ial <<j < /LX/ + 1 then b(i,~, I) is undefined. 
Lemma 1. If i is a program of some computable jtirecasting system then p(i, 3. I) 
terminates jbr every jinite binary sequence c1 and positive integer 1. 
The proof is trivial since vi(X) terminates for any x. 
Define /l(i,cc) = ,8(i,a,41cr/). 
Let us explain the meaning of this definition. In the construction below for any E > 0 
we shall define, by mathematical induction on the length of sequences, a computable 
operation F and an auxiliary function d(i, r,n). The operation F will define the prob- 
abilistic algorithm we need. For each infinite binary sequence w at some step n of 
the induction we pay a visit to a program i, and try to define F(om) = /3(i,F(d)) 
for some m and s. Let i be a program of some computable forecasting system .f‘. We 
shall define two selection rules 6, and 62 depending on i such that if this attempt 
is successful then the deviation of the forecast by f on /?(i,F(cP)) with respect to 
61 or 62 will be sufficiently large. Lemma 1 will help us to show that the attempt 
to define F(w”) = /l(i, F(d)) will be successful for some sufficiently large n. Since 
every computable forecasting system f has infinitely many programs i, it will follow 
that each infinite sequence from the range of F is noncalibrable. 
The probabilistic algorithm F(o) uses the infinite coin-toss string o as input. The 
construction proceeds in steps. 
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By step n - 1, let y C w be the string of input bits already processed, and some 
output F(y) produced. At step n, some more bits of w will be read and some more 
bits of F(w) will be output. Along with F, we also define a function d(i, y, n) which 
takes 0 and f 1 as values. This function plays the role of the monitor in the definition 
of F. F(d) is constant for all sufficiently large y1 if and only if d(i,w”,n)=l for such 
IZ and for some i and s. The second requirement for the construction is that for each 
i the uniform probability measure of all o such that for some y C w and almost all IZ 
d(i, y,n) = 1 is less than i- (‘+‘) From this it will follow that the measure of all a . 
such that F(g) is infinite is at least 1 - $a. 
If d(i, y,n) = 1 we say that a finite sequence y has an i-label at step n. This i- 
label marks an attempt to use the string y by adding to it some bits that thwart the 
forecasting program i. 
Let ei = id’+‘), where iail. 
We also need some technical details. For any such i consider the binary expansion 
of the real number si with precision iP5, namely, ai = ~12~’ +. . .+c,2-” +ciP5, where 
cj = 0,l for 1 <j <m, and 0 <c < 1. There exists a set Di of mutually incomparable 
(under c) finite binary sequences such that L(Di) = Ei - ci-‘, where L is the uniform 
distribution. Without loss of generality we will ignore the member ciP5 in the following 
estimation. We fix some way of generating the sets Di given i. Note that this way can 
be chosen such that the set lJz,, Di is algorithmically decidable. Then we can also 
define a decidable set E of finite binary sequences incomparable mutually and with all 
sequences from the set Upi,Di such that for any infinite binary sequence w there is 
some y E d = UEl, Di U E for that y C w. 
Step 0: Define d(il, &O) = 1 and F(A) = 2, where i is the empty sequence. 
Step n > 0: Let y be the sequence such that ‘/ C o and for any i if d(i, y’, n- 1) = 1, 
~‘CO then IyI 31~~61, where 6 E Di. We shall show how to define F(y). 
The induction hypotheses are as follows. After the (n - 1)-th step it holds: 
(1) For any i there is at most one m such that d(i,y”,n - 1) = +l. 
(2) For any y’ Cy if d(i,y’,k) = 1, where k<n - 2, and d(i,y’,n - 1) # 1 then 
F(y’6) = F(y’6’) for all 6,6’ E Di. 
(3) If for some y’Cy d(i,y’,n - 1) = 1 and y’6Cy for some 6 E Di then y’co is 
the maximal such that F(f) has been defined in the construction. In this case we 
say that y is in a i-wait zone. 
Define m(i,n - 1) = sup{m I d(i, y”,n - 1) = 1) (we suppose that sup 0 = co), 
y(i,n - 1) = ym(‘s”-‘) if m(i,n - 1) < 00. 
Let I be the set of all i G il + II - 1 such that m(i, IZ - 1) < CC and b(i, F(y(i, n - 1))) 
terminates in time <n. 
Suppose that I # 8. For each i E I do the following. Let y’ = y(i, n - 1). 
Case 1: ~‘6 Q for each 6 E Di. 
In this case if there is not j $ I such that y is in a j-wait zone then define 
d(i,y,n) = 1, d(i,y’,n) = 0, d(ii + n,y,n) = 1. Otherwise, define d(i,y’,n) = -1, 
d(il + YE, r’,n) = - 1. Informally, we say that i-label either is transferred from y’ to y 
or is delayed. 
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CLWZ 2: 7’6 C y for some 6 E Di. 
By (3) the current output is F(j). In this case define F(y) = P(i,F(j)) and d(i,y,n) = 
0. Informally, we say that y is i-satisfied. Define also A(j, ;‘,n) = 1 for j = il + n and 
for each ,j such that for some $’ C y it holds A(,j, y”,n - 1) = -1. For each such ,j 
define A(j, ;‘I’, n) = 0. Informally, we say that such j-label is transferred from ;,” to ;I 
with delay. 
If I = 8 define A(il + n,y,n) = 1. 
At the end of the step IZ for each i, x define A(i,x, n) = A(i,x, n - 1) if the value of 
the right-hand side is defined and the value of the left-hand side has not been defined 
at this step. 
It is easy to verify that items (1)-( 3) hold after the step n. 
Let 7 be an arbitrary finite binary sequence. If the value F(;) has not been defined 
in the construction then define F(;J) = F(j), where y’ is the longest sequence such 
that ;” C 7 and F(j) has been defined in the construction. 
Lemma 2. Let o E Sz. Then with probubility 1 -c the output F(o) is infinite und,fijr 
euch program i of u computable forecasting system f some initial fruyment ;’ C w is 
i-sutis$ied. 
Proof. Let VJ = (7 E E / A(j, y, n) = 1 f or all sufficiently large n}, U, = {w t !2 / 
;'6 C o for some 7 E Vj, 6 E D,}. 
Then by item (3) 
((0 1 F(w) is finite} = U Uj. 
j 
If y E Vj then some j-label has been transferred to 7 at some step of the construction 
and do not moved at the following steps. From this we obtain that any two different 
;*I, 72 from Vi are incomparable. Therefore, 
L(Ui) = L{?/6 1 6 E Dj,y E Vj} = L(D,) C L(y) < ~1. 
EV, 
Hence, L,(C)-, / F(o) is finite} < ia. 
Let w be an arbitrary infinite input sequence and output F(w) be also infinite. Let 
also V,,n be an event consisting in that no initial fragment of w is i-satisfied at steps 
<n. 
By the construction L( V,,, 1 K,,_l) = 1 - E, if i E I, and L( V,,, ( Vj,,,_, ) = I. 
otherwise. Here L(A 1 B) is the conditional probability of the event A given B. 
Since f’ is everywhere defined and computable, by Lemma 1 and the construction 
if i E I and b(i,F(y)) $ F(o) at some step n then i-label will be transferred from 
an initial fragment 7 of o to some its extension (may be with delay) 76 C tr). The 
probability that this happens k-times is <( 1 - E,)~. So, the probability that no initial 
fragment of w is i-satisfied for all sufficiently large k will be < ai. Since Cc; < it: 
Lemma 2 is proved. 0 
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Lemma 3. With probability 1 - E no computable forecasting system is calibrated for 
F(o). 
Proof. Let f be an arbitrary computable forecasting system and i be a program com- 
puting f. Remember that for each program j we have defined a computable sequence 
of programs (j, I) such that ~G,J) = q,, 1 = 1,2,. . . . Define two computable selection 
rules 
b(co = C 1 if vi(a) > 0.5, 0 otherwise, 
if cpi(cr)d0.5, 
otherwise. 
Let F(u) be infinite and 1 be arbitrary. By Lemma 2 with probability 1 - e there 
exist n and m such that the sequence 0” is (i, Q-satisfied and /I = p((i, I), urn) = cd’. 
Let the selection rule 6, selects under B a subsequence s,,, and let rV be the number of 
all elements selected from Pn+t,. . . , /15n, where v is equal to 1 or 2. Note that &(a) = 0 
if and only if &(a) = 1. From this we obtain that r,, 2 2n for some v equal to 1 or 
2. Since 1 f (cz) - vi(u)1 < 0.05 for each CY it follows from the definition of b that 
Dev( f, p, 6,) > 0.45(2n - 1 - n)/5n > 0.08 for this v. 
Hence, there exists v equal to 1 or 2 such that the selection rule 6, selects under 8 
an infinite sequence s satisfying ) f r(s) - Q,(s)1 > 0.08 for infinitely many different Y. 
Hence, f is not calibrated for 0 with probability 1 - E. Lemma 3 and Theorem 1 are 
proved. 0 
The proof of Theorem 1 is based on the proof from [22] with some simplifications 
proposed by An.A. Muchnik. The construction [22] is more optimal by time of com- 
putation. In [22] in addition to the assertion of Theorem 1 has been proved that for 
any cc) if F(w) is infinite then it is noncalibrable. 
Let us consider a forecasting program learning the outputs wt 02 . . . w,_l of some 
device and trying to assign definite probability to future event 0,. By Theorem 2 each 
infinite output 0102 . . . of F with probability 1 - E eventually destroy the performance 
of each forecasting program. In this sense a computable probabilistic forecasting on 
such sequences is impossible. 
5. Predictive sequential measure of impossibility 
In the following section we consider the concepts of a finite non-stochastic sequence 
and give some estimates of probability of generating such sequences by probabilistic 
algorithms. 
Let f be a computable forecasting system. We will use the notion of the prequential 
(predictive sequential) measure of impossibility of an outcome x E E with respect to f, 
which corresponds to the Dawid’s prequential approach to statistics [2, 191. The measure 
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of impossibility $ with respect to f defines potential falsifiers x of the forecasting 
system ,f (and the corresponding probability distribution P, where P(l 1 x) = f(x)) : 
f is falsified by an outcome x at a level Y if $(x) > 2’. 
The definition of prequential measure of impossibility is based on the two appealing 
principles: 
The empirical character of the measure of impossibility implies that this function 
should be lower semicomputable. 
The principle of the excluded gambling strategy: the adherent of a probabilistic theory 
should consider it practically impossible that a predefined gambling strategy against the 
theory will be ever win very much. 
The explication of “gambling strategy” is “non-negative supermartingale” [4, 15, 181. 
Let .f be a forecasting system and P be a corresponding probability distribution. We 
consider a sequence A, c A2 . . of Bore1 fields, where for any IZ the field A, is gen- 
erated by all intervals r, with 1x1 = H. A supermartingale is a sequence { {,!} of real 
functions on R such that for any n the following holds: 
l t, is A,,-measurable; 
l E( It,/) < x (E is a symbol of mathemathical expectation with respect to P ); 
l E(<,+, 1 A,,)<(, (P almost surely). 
As follows from the first item for any n the value C,*(O) depends only on the first 
n bits of w, i.e. &(w) = $(w”) for some real function $(x) defined on 3. The last 
item shows that (1) holds 
i4x)~~txo)tl - f(x)> + b4Xl).f’(X) (1) 
for all x E E (we put co 0 = 0). If we replace “<” on “=” we have a notion of 
,f-martingale. 
The gambling strategy corresponding to $ is as follows. We start with capital $(j.). 
This $(I.) is given to the adherent of ,f on condition that he will return us I&CUI ) after 
the first outcome wi is known. The $(oi) received is again given to him on condition 
of returning $(oiw2) where 02 is a second outcome, etc. Inequality (1) guarantees 
that the game is fair or even favourable to him. 
Any semicomputable non-negative f-supermartingale will be called prequential mea- 
sure of impossibility of an outcome x with respect to a forecasting system ,j’ if $(i ) < I. 
As will be shown for any computable forecasting system f there is a largest, to 
within an additive constant, prequential measure of impossibility 4(x) with respect 
to ,f’: for any prequential measure of impossibility $(x) with respect to ,f‘ there is a 
positive constant c such that C&(X) 3 $(x) for any x (see below). 
The notion of impossibility for infinite sequences is absolute. Let J’ be a computable 
forecasting system. For infinite o we define $(Q) = supn $(cu”), where r/~ is any 
prequential measure of impossibility with respect to ,f. 
An infinite sequence w is called possible with respect to a forecasting system ,f 
(or the corresponding probability distribution P) if $(w) < x for each measure of 
impossibility $ with respect to f ((I) is impossible with respect to f if $(w) = 3~8, 
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for some prequential measure of impossibility 1(1 with respect to f). It is easy to prove 
that the measure P of the set of all sequences possible under P is equal to 1. 
An infinite sequence w is called stochastic if it is possible under some computable 
forecasting system. 
Proposition 4. Let P be a computable measure such that P(x) # 0 for all x. An 
injinite sequence o is typical with respect to P if and only if it is possible with 
respect o P. 
Proof. Let M be an effectively P-null set, M C Y, = UiPx(i,l;) and P( V,) < E for each 
rational E > 0, where x( i, E) is a computable function. We put U, = U, , n V,-., . Then 
A4 C n,“=, U,,, and P( Un)d2-” for all n. Let us define a sequence of measures of 
impossibility with respect to P 
h(x) = 
p(L n urn) 
P(x) . 
Put $(x) = C,“=, h(x). It is easy to verify that tj(x) is a measure of impossibility 
with respect to P. As folows from the definition of $, for any w E M it holds 
supn I/(&) = 03. 
To prove the converse assertion, note that for any measure of impossibility $ a 
set U, = U{Fx j J/(x) > 2”) has P-measure d 2-m. This can be obtained from the 
inequality 
for any set xt . . ..Q of pairwise incomparable finite binary sequences. 
Hence, if sup, $(w”) = 03 then o belongs to an effectively P-null set n,“_, U,,,. 0 
In the sequel we will consider only prequential measures of impossibility. 
We need also a concept of uniform measure of impossibility. A non-negative function 
$ is called lower semicomputable non-negative uniform supermartingale if 
$(i,x)3$(i,xO)(l - f(x)) + $(i,xl)f(x) (2) 
for all x E E and all programs i of computable forecasting systems f, and the set 
{(i, r,x) 1 r < $(i,x)} is recursively enumerable, where Y is rational. 
Any lower semicomputable non-negative uniform supermartingale $ is called an uni- 
form measure of impossibility if $(i, 2) < 1 for all programs i of computable forecasting 
systems. 
Proposition 5. There exists an universal untform measure of impossibility 4, such 
that for each untform measure of impossibility J+!I there exists a constant c such 
that it holds c&&x) 3 $(i,x) for all x and all programs i of computable forecast&y 
systems. 
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Proof. By Proposition 1 there exists a function f(n,i,x) universal for all lower semi- 
computable functions from (ix). Put ,f,(i,x) = .f’(n, i,x) and ,f’,,,Ji,x) = ,C(n, i,x) 
(the definition of fs is given after Proposition 1). For any 12,s define $ to be the least 
non-negative uniform supermartingale such that $ > J’n,s and (2) holds for all x E Z 
and all programs i of computable forecasting systems ,f’. This $ can be defined as 
follows. 
Let (.f~(i~),f+Cj,x)) b e a mode of description of functions from x E I. Put 
.f‘,-(x) = ,f-(Cx), .fi,(x) = f.;(i,x) and J’;(x) = .f’+(j.x), j’,t,Jx) = .f:(j,x>. Let n 
and r be computable functions such that rc((i?,j)) = i and r( (i,j)) = ,j for all integer 
numbers i and j. For any function f(x) we define also ,f(x) = 0 if ,f(x) < 0. ,7(x) = I 
if f(x) > 1, and f(x) = f(x), otherwise. 
For any positive integer number t define It/t and CJJ, to be minimal non-negative 
functions such that $, >,fn.s, (pt 3 f ,,., and 
$A~J) 3 &(i,xO)(1 - ,&,(x)) + $,(~,xl)J‘,C,,.,(x)~ (3) 
cpr(i,x) 3 %(6X0)(1 - J‘;,,,,(x)) + ‘pr(i,xl),?:~;,,,(.~) 
holds for all x,i. Since fn,(i,x) = --xj for almost all pairs (i,x) such $, and y, can 
be easily defined. Note that these functions take rational values and equal 0 for almost 
all pairs (ix). From f:ij,,+, (x)Gj$),,(x) and f’,i,,_,(~)~.fi(i).r(~) it follows that 
&+r(ix)3&(i,x) and qot+~(i,x)<cp,(i,x) for all t.i,x. Put 
$(Cx) = sup 44(&x). 
, 
This function is lower semicomputable. Tending t to infinity in (3) we obtain 
$(i,x)>$(i,xO)(l - .f:(&)) + $(i,xl).f,(i,(.r) 
for all i,x. 
(4) 
Let i be a program of some computable forecasting system j’. Then j”(x) = ,&,,(x) 
= f;,,(x) and (2) holds. We have also $(i,x) = lim,,, cp,(i,x). 
Now we return to the proof of the proposition. Let us denote tin., = $ and $n,,5,, = $,. 
G,.~.~ = Y+. Since _fn,v+~ >fn..s we have &,,+I 3 $~I..s. Define 
t,Mi,x) = sup{$~A~,x) I cpl,.,,(i,j.)<2 for some t}. 
We set ~b~(i,x) = 0 for all x if cp,.,?,Ji, j,) > 2 for all s, t. Put 
$(i,x) = 5 2-“-‘l//&,x). 
n-1 
It is easy to see that $ is an uniform measure of impossibility. 
For any other uniform measure of impossibility $’ there exists an n such that 
$‘(i,x) = f,,(i,x). Let i be a program of a computable forecasting system. Then for 
any s it holds qPn,&i,jb)<2 for all sufficiently large t. Hence $‘(i,x) = h(i,x) and 
2”+’ $(i,x) 3 $‘(i,x) for all x. The proposition is proved. 0 
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We fix some $(i,x) with these properties. 
6. Finite non-stochastic sequences 
Let k, 1 be positive integer numbers. A finite sequence x of the length n is called 
(k, I)-stochastic if for some program i of length <k of k-simple forecasting system f 
it holds $(i,xj)d2’ for every j<n. 
A finite sequence x of the length rr is (k, I)-non-stochastic if for each program i 
(of the length dk) of k-simple forecasting system f there is some j d 1x1 such that 
$(i,xj) > 2’. For any positive integer numbers k and I let Di,, be the set of all (k, E)- 
non-stochastic sequences of the length n. 
Proposition 6. For all positive integer numbers k, I, n and k-simple forecasting system 
f it holds P(DE3,) <2-‘, where P is probability distribution corresponding to f. 
Proof. Let f be a k-simple forecasting system, i be a corresponding program for 
f of the length dk. For any x E D$,, there is an initial fragment x’ of x such 
that ~+&(i,x’) > 2’. Let xi , . . .,x, be all such fragments with maximal length. Clearly, 
they are pairwise incomparable. By definition of $ we have 12 c;=t $(i,xj)P(xj ) > 
2’ c;=] P(xi). Then P(D;,,)< cJ=, P(xi)62-‘. El 
The next theorem provides an upper estimate of the probability of generating (k, Z)- 
non-stochastic sequences of the length n. At first we present a suitable notion of (lower) 
semicomputable semimeasure. 
For any probabilistic algorithm (P,F) we consider a function 
Q(x) = P{y E s I x G&J)}. 
It is easy to verify that this function has the following properties: 
(5) 
Q(n)< 1, 
QW) + Q@l) G Q(x) 
for all x, 
{(r,x) ( r is rational, r < Q(x)} is recursively enumerable. 
Any function having these properties is called semicomputable semimeasure. It can 
be proved that for any semicomputable semimeasure Q there exists a probabilistic 
algorithm (L, F) such that (5) holds with P = L [ 16,241. 
Let P be a semimeasure and D be a finite set of pairwise incomparable finite 
sequences. Then define P(D) = c,,, P(x). If P is semicomputable then define 
P,(x) = max{r 1 (r,x) E AS}, where A = {(r,x) / Y < P(x)} and AS is a finite 
part of the recursively enumerable set A computed after s steps of enumeration. 
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Theorem 3. Let E be un arbitrary small positive number, P be a lower semicomputable 
semimeusure. Then for all positive integer numbers k, 1 and all sujiciently Iurge n it 
holds 
p(Dkn.,)~2-k+(l+i:)‘ogzn +2-t, 
Proof. For any finite sequence 6 and positive integer n define a measure Q as follows. 
If there exists an s such that 
C P,(Z)> C 6j2-', 
(:I=t1 ]=I 
choose a minimal such s and define Q(x) = P.,(x) for each x of the length n such that 
x # O”, where 0” is the sequence of II zeros. We extend Q for all other x in a natural 
fashion. If such s does not exist put Q undefined. 
Without loss of generality suppose that E is rational. Let a, = c,,,_, P(z) and ii 
be a binary sequence representing the rational approximation of a, from below with 
accuracy 2-(“-(‘+‘:)“Xzn)~ Th en the function Q is a measure and the program (6, n ) 
of the corresponding forecasting system has the length less than k - (1 + E) log, n + 
log2 n + 2 log, log, II + cd k for all sufficiently large n, where c is a positive constant. 
Since 0” does not belong to D;,/ for all sufficiently large n, we have 
a, _ 2~k+(l+c)log,n 
d QWk”., > d a,, 
for these n. By Proposition 3 Q(Dt,,)<2-“. Hence P(D~,1)62~kf(‘~“)‘og2n + 2-‘. The 
theorem is proved. 0 
Let k(n) and l(n) be two integer-valued functions. Then DzCnjICn) is the set of all 
(k(n), l(n))-non-stochastic sequences of the length n. 
Let us define I& = lJ~CnD&,),lCmI. 
The following theorem shows that in the case of computable bounds k = k(n) and 
1 = l(n) the probability of generating of finite non-stochastic sequences is asymptoti- 
cally decreased. 
Theorem 4. Let k(n) and l(n) be unbounded non-decreasing computable inteyer- 
valued functions. Then for any semicomputable semimeasure P it holds 
lim P(l[,) = 0. 
n-CX 
Proof. Let E be an arbitrary positive rational number and let 0 = no < nl < . be a 
computable sequence of integers such that 
[Cl - c>k(ni>l < [Cl - &)k(n;+l )I, l(R) < l(ni+l) 
for all i. For any 6 E Z define a measure PS as follows. 
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If there exist i and s such that 161 = [(I - s)k(ni)] and 
161 
C Ps(Z)> C 6j2-j 
Izl=n,+1 j=l 
put Ps(x) = P,,(x) if 1x1 = Izi+i and x # On’+‘, where si is the minimal s satisfying (3). 
We extend Pa for all other x in a natural fashion. If such i and s do not exist put Pd 
undefined. 
Let us denote v, = C,.,=, P(x). Since P is a semimeasure, r,+i <r, for all n. If 
lim,,, r,, = 0 then the assertion of the theorem is true. Suppose that this limit is 
positive. Then put ai = &=,,+, P(z) > 0 for all i. 
Let 6’ be a binary sequence representing the rational approximation of the number 
ai from below with accuracy 2-[(1-E’k(“~)l. Then Paz is a measure. Put Pi = Pb,. 
By definition the forecasting system corresponding to the measure Pi is 
([(l - s)k(n,)] + c)-simple, where c is a constant. We have [(I - s)k(ni)] + c<k(tii) 
for all sufficiently large i. We will consider only such i. 
Let X consists of finite sequences of the length dni+i incomparable pairwise and 
with the infinite sequence of zeros. Let 
R, = C{P(x) I 1x1 = nj+l and z 2 x for some z E x}. 
It holds R, <Ri for s > i. Since Pi(X) = Rj - Ej for j = i,s, where sj <2-‘(1-“)k(“~)‘, 
we have 
P,(X) <Pi(X) + 2-‘(1-F)k(“‘)1. 
Let D be a finite set of pairwise incomparable finite sequences such that each x E D 
is (k(n), I(n))-non-stochastic, where n is the length of x, and x $ 0”” (= 0.. .). We 
call such D a (k, I)-non-stochastic section. 
Let D be any (k, I)-non-stochastic section. Define Ai = {x E D ( ni < 1x1 <ni+l}. Let 
s = s(D) be the maximal such that II, < IzI for all z E D and r be the minimal such 
that IzI <n,.+l for all z E D. Then the forecasting system associated with the measure 
Pi is k(n)-simple if ni < n d ni+l, since k(ni) <k(n) for these n. 
As follows from the definition of non-stochasticity, for any x E Ai there is the 
longest x’ Lx such that 1+&8,x’) > 2 Knt) Let xi . . .xl are all such x’. Clearly, they are .
pairwise incomparable. We have also cJ=, J(G’,xj)Pi(Xj)< 1. From this we obtain 
Pi(Ai) < ci=, Pi(Xj) <<-‘(“I). Therefore, 
P,(D) = & Py(Ai) d 2 Pi(Ai) + 2 2-[(‘-“)k(“t)1 
i=s i=s i=s 
<2-ks)+l + 2-[U-M~s)l+l~ 
Let 6 be the set of all sequences of the length n,.+i extending sequences from D. 
It follows from the above results that 
P(6) d Pr(L$ + 2- K--~Wr)l+l <2-@s)+I + 2-[(‘-E)kh)l+l + 2-K’-M+)l+l 
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Suppose that limnim P(I&) 3 h > 0. Then for any n there exists a (k, I)-non-stochastic 
section D such that s(D) > n and P(6) > h and any sequence from D is incomparable 
with 0”. This is a contradiction since in the previous estimates for non-stochastic sec- 
tion this measure will be arbitrary small for all sufficiently large s and Y. The theorem 
is proved. CY 
By definition the set Di,, consists of all sequences of length n on which any fore- 
casting program of length dk will be falsified at level 1. Theorem 4 shows that in the 
case, where k = k(n) and 1 = I(n) are computable, the probability of producing any 
such sequence of the length >n tends to 0. Compare with Theorem 2, which asserts 
that it is possible to generate with probability > 1 - c infinite sequences on which any 
forecasting program will be eventually falsified. In the following section we present 
some estimation of place and time of losing randomness in the situation of Theorem 2. 
7. Non-calibration effects for time-bounded forecasting systems. 
In this section we present some analogue of Theorem 1 in some restricted setting. 
An analysis of time and space of computation shows that we need only polynomially 
bounded resources to demonstrate non-calibration effects on finite sequences for time- 
bounded forecasting systems with probability extremely close to 1. 
Theorem 3 of [22] in its direct formulation is partially incorrect. Here we present 
the correct version of this theorem which corresponds to the correct construction of 
Section 4 [22]. 
Let k and T be positive integer numbers. A forecasting system f is called (k, T)- 
simple if there exists a program of length dk (under some optimal mode of descrip- 
tion) computing any value of f in time <T. 
Theorem 5. For each c > 0 there exist a probabilistic algorithm (L, F), an uniform 
measure of impossibility $(i,x) and polynomials ~1, ~2, p3 such that the following 
holds. 
l With probability 1 - E the algorithm F, when fed with an injinite sequence (11, 
jar each positive integer number 1 and (k,T)-simple forecasting system ,f outputs 
in time d p1(2~, 1, T) a sequence /I C F(o) of the length < p1(2~, 1, T) such that 
$(i, /3) 1 2’, where i is a program qf ,f of length <k computing any value of ,f 
in time < T. 
l If i is a program oj’(k, T)-simple forecasting system f of the length <k then $(i,x) 
is a computable ,f-martingale and its values are computed in time p3(jxl, T). 
The corresponding construction is given in Section 4 of [22]. This construction is 
similar to the construction of Theorem 2 but more optimal by time of computation. 
A finite sequence x is called (k, 1, T)-non-stochastic if for any (k, T)-simple fore- 
casting system f there is j < 1x1 such that $(i,xj) > 2’, where i is a program of f of 
length <k computing any value of f in time T. 
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As follows from Theorem 5, for each E > 0 there exist a probabilistic algorithm 
(L,F), a rational number 6 > 0 and a polynomial p such that for for all sufficiently 
large II the algorithm F outputs with probability 1 --E in time < p(n) a (6 log, n, I&, I?)- 
non-stochastic sequence of length n. 
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