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Abstract
We prove that the initial value problem associated to a nonlocal perturbation of the Benjamin-Ono
equation is locally and globally well-posed in Sobolev spaces Hs(R) for any s > −3/2 and we establish that
our result is sharp in the sense that the flow map of this equation fails to be C2 in Hs(R) for s < −3/2.
Finally, we study persistence properties of the solution flow in the weighted Sobolev spaces Zs,r = H
s(R)∩
L2(|x|2r dx) for s ≥ r > 0. We also prove some unique continuation properties of the solution flow in these
spaces.
Keywords: Benjamin-Ono equation; Locally and Globally Well-posed, Sobolev spaces, Weighted Sobolev spaces.
1 Introduction and main results
We study the initial value problem (IVP) for a nonlocal perturbation of the Benjamin-Ono (npBO) equation{
ut + uux +Huxx + µ(Hux +Huxxx) = 0, t > 0, x ∈ R,
u(0) = φ,
(1.1)
where µ > 0 is constant and H denotes the usual Hilbert transform given by
Hf(x) = 1
π
p.v.
∫ ∞
−∞
f(y)
y − x dy = −
1
π
v.p.
1
x
∗ f,
or equivalently, (̂Hf)(ξ) = i sgn(ξ)f̂(ξ) for f ∈ S(R).
This differential equation corresponds to a nonlocal dissipative perturbation of the Benjamin-Ono equation,
npBO. These types of equations have been used in fluids and plasma theory, see [15] and references therein.
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Our aim in this work is to study local and global well-posedness of the initial value problem (IVP) (1.1) in
classical and weighted Sobolev spaces and to obtain some unique continuation results for the generated flow.
We say that an IVP is locally well-posed (LWP) in the Kato sense in a function spaces X provided that for
every initial data φ ∈ X there exist T = T (‖φ‖X) > 0 and a unique solution u ∈ C([0, T ] : X) ∩ ... = YT of
the given IVP such that the map data-solution is locally continuous from X to YT , and the IVP is said to be
globally well-posed (GWP) in X whenever T can be taken arbitrarily large.
Well-posedness of the npBO was first studied by Pastra´n and Rodr´ıguez in [27]. They proved that the IVP
(1.1) is locally well-posed in Hs(R) for s > 1/2 and globally well-posed in Hs(R) for s ≥ 1. In this paper, we
show that the initial value problem (1.1) is LWP and GWP in the Sobolev spaces Hs(R) for any s > −3/2. It
is interesting to notice that therefore this npBO equation can be solved for more singular initial data than the
Benjamin-Ono equation, obtained from (1.1) when the parameter µ = 0 for which the largest Sobolev space
where it is GWP is L2(R), see [17], [24] and [16]. The following heuristic scaling argument shows that the
Sobolev index s = − 32 corresponds to the lowest value where well-posedness for IVP (1.1) is expected. Given u
a solution of the differential equation
ut + uux + µHuxxx = 0,
with initial data φ then for every λ > 0, uλ(x, t) = λ
2 u(λx, λ3 t) is also a solution with initial data λ2 φ(λ·) and
therefore ‖uλ(0)‖H˙s = λ2+s−
1
2 ‖φ‖H˙s and hence to have the H˙s norm invariant under this scaling we should
have s = sc = − 32 . For the Benjamin-Ono equation this scaling index is sc = − 12 and as mentioned above
well-posedness for the BO equation in the range for s ∈ [− 12 , 0) is still an open problem.
Since the dissipation of the npBO equation is in this sense “stronger” than the dispersion, we will use the
dissipative methods of Dix for Burgers’ equation [8], which consists in applying a fixed point theorem to the
integral equation associated to (1.1) in a time-weighted space (see (1.10) for the exact definition), see also Pilod
[29], Esfahani [10], Carvajal and Panthee [4] and [5], Duque [9], and, Pastra´n and Rian˜o [28]. We also prove that
we cannot solve the Cauchy problem by a Picard iterative method implemented on the integral formulation of
(1.1) for initial data in the Sobolev space Hs(R), s < −3/2. In particular, the methods introduced by Bourgain
[1] and Kenig, Ponce and Vega [21] for the KdV equation cannot be used for (1.1) with initial data in the
Sobolev space Hs(R) for s < −3/2. This kind of ill-posedness result is weaker than the loss of uniqueness
proved by Dix in the case of Burgers equation.
We will mainly work on the integral formulation of the npBO equation,
u(t) = Ψ(u(t)) := S(t)φ−
∫ t
0
S(t− τ)[u(τ)ux(τ)] dτ, t ≥ 0. (1.2)
Theorem 1.1 (LWP). Let µ > 0 and s > −3/2. Then for any φ ∈ Hs(R) there exists T = T (‖φ‖s) > 0 and a
unique solution u of the integral equation (1.2) satisfying
u ∈ C([0, T ], Hs(R)) ∩C((0, T ), H∞(R)).
Moreover, the flow map φ 7→ u(t) is smooth from Hs(R) to C([0, T ], Hs(R)) ∩ C((0, T ], H∞(R)) ∩XsT .
Theorem 1.2 (GWP). Let s > −3/2 and φ ∈ Hs(R). Then the supremum of all T > 0 for which all the
assertions of Theorem 1.1 hold is infinity.
On the other hand, it is known that the Banach’s Fixed Point Theorem cannot be applied to the Benjamin-
Ono equation due to the lack of regularity for the map data-solution, more precisely, this map fails to be C2
and even more is not locally uniformly continuous, see [25] and [22] respectively. Here, it is proved that there
does not exist a T > 0 such that (1.1) admits a unique local solution defined on the interval [0, T ] and such
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that the flow-map data-solution φ 7→ u(t), t ∈ [0, T ], is C2 differentiable at the origin from Hs(R) to Hs(R).
As a consequence, we cannot solve the Cauchy problem for the npBO equation by a Picard iterative method
implemented on the integral formulation (1.2), at least in the Sobolev spaces Hs(R), with s < −3/2. This
proves that our local and global well-posedness results for the npBO in Hs(R), when s > −3/2, are sharp.
Theorem 1.3. Fix s < −3/2. Then there does not exist a T > 0 such that (1.1) admits a unique local solution
defined on the interval [0, T ] and such that the flow-map data-solution
φ 7−→ u(t), t ∈ [0, T ], (1.3)
for (1.1) is C2 differentiable at zero from Hs(R) to Hs(R).
A direct corollary of Theorem 1.3 yields our following result:
Theorem 1.4. The flow map data-solution for the npBO equation is not C2 from Hs(R) to Hs(R), if s < −3/2.
On the other hand, we also study real valued solutions of the IVP npBO (1.1) in the weighted Sobolev spaces
Zs,r = H
s(R) ∩ L2(|x|2r dx); s, r ∈ R, (1.4)
and decay properties of solutions of the IVP npBO (1.1). Pastra´n and Rodr´ıguez in [27] proved the following
results:
Theorem 1.5. (See [27]) Let µ > 0 and T > 0.
(i) The IVP (1.1) is GWP in Z2,1.
(ii) If u(x, t) is a solution of the IVP (1.1) such that u ∈ C([0, T ] : Z2,2), then û(0, t) ≡ 0.
(iii) If u(x, t) is a solution of the IVP (1.1) such that u ∈ C([0, T ] : Z3,3), then u(x, t) ≡ 0.
Notice that the real valued solutions of the IVP associated to the npBO equation satisfy that the quantity
I(u) =
∫∞
−∞ u(x, t) dx is time invariant, i. e. the property φ̂(0) = 0 is preserved by the solution flow. This leads
us to define
Z˙s,r = {f ∈ Zs,r : f̂(0) = 0}, s, r ∈ R.
In this work we extend these results in Theorem 1.5 from integer values to the continuum optimal range of
indices (s, r). In this sense, our main results are the following:
Theorem 1.6.
(i) Let s ≥ r > 0, and r < 3/2. The IVP associated to the npBO equation is GWP in Zs,r.
(ii) If r ∈ [3/2, 5/2) and r ≤ s, then the IVP (1.1) is GWP in Z˙s,r.
Theorem 1.7. Let u ∈ C([0, T ];Z1,1) be a solution of the IVP (1.1). If there exist two different times t1,
t2 ∈ [0, T ] such that
u(·, tj) ∈ Z3/2,3/2, j = 1, 2, then φ̂(0) = 0, (so u(·) ∈ Z˙3/2,3/2). (1.5)
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Theorem 1.8. Let u ∈ C([0, T ]; Z˙2,2) be a solution of the IVP (1.1). If there exist three different times t1, t2,
t3 ∈ [0, T ] such that
u(·, tj) ∈ Z5/2,5/2, j = 1, 2, 3, then there exists t∗ > t1 such that u(x, t) ≡ 0, for all t ≥ t∗. (1.6)
Remark 1.1. It is well-known that Rafael Iorio was the first to establish these type of results. More precisely,
his results were obtained in the context of the famous Benjamin-Ono equation for integer indexes s, r, see [18],
[19]. Recently, Fonseca and Ponce, with the help of a carachterization of the classical Sobolev spaces given by
Stein in [30] , extended these results for non-integer values, see [11]. Fonseca, Linares and Ponce obtained, with
the same techniques, similar results for the dispersion generalized Benjamin-Ono equation in [12]. For results
regarding well-posenedness in these weighted spaces for other dispersive equations as gKdV, Zakharov-Kuznetsov,
Benjamin, and Schro¨dinger see [13], [3] and [14], [20], [26], respectively.
Remark 1.2. We note that (ii) and (iii) in Theorem 1.5 directly follow as corollaries of Theorems 1.7 and
1.8, respectively.
1.1 Definitions and Notations
Given a, b positive numbers, a . b means that there exists a positive constant C such that a ≤ Cb. And we
denote a ∼ b when, a . b and b . a. We will also denote a .λ b or b .λ a, if the constant involved depends
on some parameter λ. We will understand 〈·〉 = (1 + | · |2)1/2. We will denote û(ξ, t), ξ ∈ R, as the Fourier
transform of u(t) respect to the variable x. We will use the Sobolev spaces Hs(R) equipped with the norm
‖φ‖s =
∥∥∥〈ξ〉s φ̂(ξ)∥∥∥
L2(R)
,
and when s = 0 we denote the L2 norm simply by ‖φ‖0 = ‖φ‖. The norm in the weighted Sobolev spaces is
defined by
‖f‖2Zs,r = ‖f‖
2
s + ‖f‖2L2r , (1.7)
and L2r(R) = L
2(|x|2r dx) is the collection of all measurable functions f : R→ C such that
‖f‖L2r = ‖〈x〉
r f(x)‖ <∞. (1.8)
Since the linear symbol of the npBO equation is bµ(ξ) = iξ|ξ| + µ(|ξ| − |ξ|3), for all ξ ∈ R, we also denote
by S(t)φ = et(−H∂
2
x−µ(H∂x+H∂3x))φ, for all t ≥ 0, the semigroup in Hs(R) generated by the operator −H∂2x −
µ(H∂x +H∂3x), i.e., (
S(t)φ
)∧
(ξ) = e(iξ|ξ|+µ(|ξ|−|ξ|
3))tφ̂(ξ) = Fµ(t, ξ)φ̂(ξ), (1.9)
where Fµ(t, ξ) = e
(iξ|ξ|+µ(|ξ|−|ξ|3))t, for all t ≥ 0.
Let 0 ≤ T ≤ 1 and s < 0. We consider XsT as the class of all the functions u ∈ C ([0, T ];Hs(R)) such
that
‖u‖XsT := supt∈(0,T ]
(
‖u(t)‖s + t|s|/3‖u(t)‖)
)
<∞. (1.10)
These Banach spaces are an adaptation made by Pilod [29], of the spaces originally presented by Dix in [8].
4
2 Preliminary estimates
We first recall some important lemmas which were proved in [27] and that will also be useful in our arguments
Lemma 2.1. ([27]) Let s ∈ R.
(i) S : [0,∞) −→ B(Hs(R)) is a C0-semigroup in Hs(R). Moreover,
‖S(t)‖B(Hs(R)) ≤ eµt. (2.1)
(ii) Let t > 0 and λ ≥ 0 be given. Then, S(t) ∈ B(Hs(R), Hs+λ(R)) and
‖S(t)φ‖s+λ ≤ Cλ(eµt + (µt)−λ/3)‖φ‖s , (2.2)
where Cλ is a constant depending only on λ.
(iii) Let φ ∈ Hs(R), then u(t) = S(t)φ is the unique solution of the linear IVP associated to (1.1).
Lemma 2.2. Let Fµ(t, ξ) = e
tbµ(ξ) where bµ(ξ) = iξ|ξ|+ µ(|ξ| − |ξ|3). Then,
∂ξFµ(t, ξ) = t[µ sgn(ξ) + |ξ|(2i− 3µξ)]Fµ(t, ξ) (2.3)
∂2ξFµ(t, ξ) = 2µtδ + t[2i sgn(ξ)− 6µ|ξ|]Fµ(t, ξ)+
+ t2[µ sgn(ξ) + |ξ|(2i− 3µξ)]2Fµ(t, ξ), (2.4)
where δ is Dirac’s delta distribution.
Lemma 2.3. Let µ > 0. S : [0,+∞) −→ B(Zs,r) is a C0-semigroup for
s, r ∈ N, s ≥ r and satisfies that
(a.) If r = 0, 1
‖S(t)φ‖Zs,r ≤ Θr(t)‖φ‖Zs,r for all φ ∈ Zs,r (2.5)
where Θr(t) has the form
pµ,r(t)e
µt +
3r−1∑
l=1
kl,µt
l/3
such that kl,µ is a constant which depends on µ and pµ,r(t) is a polynomial in t of degree r with positives coef-
ficients depending only on µ.
b.) If r ≥ 2 and φ ∈ Zs,r, S ∈ C([0,∞];Zs,r), if and only if,
(∂jξ φ̂)(0) = 0, j = 0, 1, 2, · · · , r − 2. (2.6)
In this case, an estimative as (2.5) holds.
Regarding our study of the IVP (1.1) in the weighted Sobolev spaces, Zs,r, we recall the following charac-
terization of the Lps(R) = (1−∆)−s/2Lp(R) spaces given in [30].
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Theorem 2.1. Let b ∈ (0, 1) and 2/(1 + 2b) < p <∞. Then f ∈ Lpb(R) if and only if
(a)f ∈ Lp(R),
(b)Dbf(x) =
(∫
Rn
|f(x)− f(y)|2
|x− y|n+2b dy
)1/2
∈ Lp(R), (2.7)
with
‖f‖b,p ≡
∥∥∥(1 −∆)b/2f∥∥∥
Lp
≃ ‖f‖Lp +
∥∥Dbf∥∥
Lp
≃ ‖f‖Lp +
∥∥Dbf∥∥
Lp
. (2.8)
Above we have used the notation Ds = (H∂x)s for s ∈ R.
Lemma 2.4. (See [11, 26]) Given 0 < b < 1,∥∥Db(fg)∥∥ ≤ ∥∥gDbf∥∥ + ∥∥fDbg∥∥ (2.9)
always that the right side is finite and, for any t > 0,
Db
(
eitξ|ξ|
)
≤ Cb(tb/2 + tb|ξ|b). (2.10)
Lemma 2.5. Let µ > 0, t > 0 and λ ≥ 0. Then,∥∥∥|ξ|λeµt(|ξ|−|ξ|3)∥∥∥
L∞
≤ Cλ
(
eµt + (µt)−λ/3
)
(2.11)
Proof. Let a > 0 and λ ≥ 0. Since ξλea(ξ−ξ3) ≤ 2λ/2ea, for 0 ≤ ξ ≤ √2, and ξ− ξ3 ≤ −ξ3/2, for ξ ≥ √2, we get
sup
ξ≥0
ξλea(ξ−ξ
3) ≤ cλ
(
ea + sup
ξ≥√2
ξλe−aξ
3/2
)
(2.12)
Taking g(ξ) := ξλe−aξ
3/2, we note that g′(ξ) = 0 if and only if ξ = 3
√
2λ
3a := ξ0. So, g(ξ) ≤ g(ξ0) =
(
2λ
3a
)λ/3
e−λ/3,
for ξ ≥ 0. Then, from (2.12), we have that
sup
ξ≥0
ξλea(ξ−ξ
3) ≤ Cλ
(
ea + a−λ/3
)
which implies (2.11).
Lemma 2.6. Let b ∈ (0, 1) and h a measurable function on R such that h, h′ ∈ L∞. Then,
Dbh(x) ≤ Cb
(‖h‖L∞ + ‖h′‖L∞) ∀x ∈ R. (2.13)
Proof. Given b ∈ (0, 1), we know that(Dbh(x))2 = ∫
|x−y|≤1
|h(x)− h(y)|2
|x− y|1+2b dy +
∫
|x−y|≥1
|h(x)− h(y)|2
|x− y|1+2b dy.
By the Mean Value Theorem |h(x) − h(y)| ≤ ‖h′‖L∞ |x− y|, we obtain that(Dbh(x))2 ≤ ∫
|x−y|≤1
‖h′‖2L∞
|x− y|2b−1 dy +
∫
|x−y|≥1
‖h‖2L∞
|x− y|1+2b dy
≤ cb
(‖h′‖2L∞ + ‖h‖2L∞)
since 2b− 1 < 1 and b > 0. The last inequality implies (2.13).
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Corollary 2.1. Let b ∈ (0, 1). For any 0 < t ≤ 1, 0 < µ ≤ 1 and λ ≥ 1, it holds that
Db
(
eµt(|ξ|−|ξ|
3)
)
≤ Cb
(
eµt + (µt)1/3
) ≤ Cb, (2.14)
Db
(
eµt(|ξ|−|ξ|
3)|ξ|λ
)
≤ Cb
(
eµt + (µt)−λ/3
) ≤ Cb(µt)−λ/3. (2.15)
Lemma 2.7. Let h ∈ Hb(R) ∩ L2(|x|2b) where 0 < b < 1. Then, for any 0 < t ≤ 1, 0 < µ ≤ 1 and λ ≥ 1,∥∥∥Db(eitξ|ξ|+µt(|ξ|−|ξ|3)ĥ(ξ))∥∥∥ ≤ Cb(∥∥∥ĥ(ξ)∥∥∥ + ∥∥∥ |ξ|bĥ(ξ)∥∥∥ + ∥∥∥Db(ĥ(ξ))∥∥∥), (2.16)∥∥∥Db(eitξ|ξ|+µt(|ξ|−|ξ|3)|ξ|λĥ(ξ))∥∥∥ ≤ Cbt−λ/3(∥∥∥ĥ(ξ)∥∥∥ + ∥∥∥ |ξ|bĥ(ξ)∥∥∥ + ∥∥∥Db(ĥ(ξ))∥∥∥). (2.17)
Proof. To prove (2.16) and (2.17) we use Leibniz’s Rule for Db (2.9) and the results in (2.10), (2.11), (2.14) and
(2.15).
Remark 2.1.
i.) (2.15) and (2.17) still hold if |ξ|λ, for λ ∈ Z+, is substituted by |ξ|α1ξα2 , where λ = α1 + α2, and α1,
α2 ∈ Z+.
ii.) If 0 < λ < 1, (2.15) is not true because the derivative of |ξ|λ is not bounded near to zero.
Lemma 2.8. Given φ ∈ H1+θ(R) ∩ L2(|x|2(1+θ)) where θ ≥ 0 we have that∥∥∥〈ξ〉θ∂ξφ̂∥∥∥ ≤ Cθ(‖φ‖1+θ + ∥∥|x|1+θφ∥∥) and (2.18)∥∥〈x〉θ∂xφ∥∥ ≤ Cθ(‖φ‖1+θ + ∥∥|x|1+θφ∥∥). (2.19)
Proof. Applying the product rule we know that∥∥∥〈ξ〉θ∂ξφ̂∥∥∥ ≤ ∥∥∥∂ξ(〈ξ〉θ)φ̂∥∥∥ + ∥∥∥∂ξ(〈ξ〉θφ̂)∥∥∥
≤ cθ
(∥∥∥〈ξ〉θφ̂∥∥∥ + ∥∥〈x〉Jθxφ∥∥) (2.20)
and since ∥∥〈x〉Jθxφ∥∥ = ∥∥∥∥〈x〉(1+θ) 11+θ J (1+θ) θ1+θx φ∥∥∥∥ ≤ C∥∥〈x〉1+θφ∥∥ 11+θ ∥∥J1+θx φ∥∥ θ1+θ
≤ C(∥∥〈x〉1+θφ∥∥ + ‖φ‖1+θ), (2.21)
then, using (2.21) in (2.20), we obtain the inequality (2.18). The proof of (2.19) is similar.
As a further direct consequence of Theorem 2.1 we will use the following result in the proof of Theorem 1.7,
deduced in [11].
Proposition 2.1. Let p ∈ (1,∞). If f ∈ Lp(R) such that there exists x0 ∈ R for which f(x0+), f(x0−) are
defined and f(x0+) 6= f(x0−), then for any δ > 0, D1/pf /∈ Lploc(B(x0, δ)) and consequently f /∈ Lp1/p(R).
Also, we will employ the next simple estimate.
Proposition 2.2. If f ∈ L2(R) and φ ∈ H1(R), then∥∥∥[D1/2, φ] f∥∥∥ ≤ c ‖φ‖1 ‖f‖.
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3 Theory in Hs(R)
The purpose in this section is to prove LWP and GWP of the IVP (1.1) in Sobolev spaces Hs(R) for s > −3/2.
Our strategy is to use a contraction argument on the integral equation (1.2) associated to (1.1). We have
introduced in (1.10) the XsT spaces, for 0 ≤ T ≤ 1 and s < 0, in order to obtain linear and bilinear estimates.
First, we recall the following lemma, in [10], which is useful in establishing smoothness properties for the
semigroup S of (1.1).
Lemma 3.1. Let λ > 0 and 0 < t ≤ 9λ be given. Then
ξ2λet(|ξ|−|ξ|
3) ≤ fλ(t) := ρ2λ et(ρ−ρ
3), (3.1)
where
ρ =
(
9λ+
√
81λ2 − t2 )1/3
3
t−1/3 +
t1/3
3
(
9λ+
√
81λ2 − t2 )1/3 .
Moreover, if λ = 0, then (3.1) holds for f0(t) = exp
(
2t
3
√
3
)
.
Proof. See [10].
Now, we are going to estimate the linear part of (1.2) in XsT .
Proposition 3.1. Let 0 < T ≤ T ∗ = min{1, 9|s|/2}, s < 0 and φ ∈ Hs(R), then it follows that
sup
t∈[0,T ]
‖S(t)φ‖s ≤ e
2
3
√
3
T ‖φ‖s , (3.2)
and
sup
t∈[0,T ]
t
|s|
3 ‖S(t)φ‖ .s gs(T ) ‖φ‖s , (3.3)
where
gs(t) = e
2t
3
√
3 + t
|s|
3 f|s|/2(t),
is a continuous nondecreasing function on [0, T ∗] and f is defined as in Lemma (3.1).
Proof. It is the same proof of Proposition 1 in [10].
Next, we establish the crucial bilinear estimates.
Proposition 3.2. Let 0 ≤ t ≤ T ≤ T ∗ and − 32 < s < 0, then∥∥∥∥∫ t
0
S(t− t′)∂x(uv)(t′) dt′
∥∥∥∥
XsT
.s e
2
√
2 µT√
27 T
2s+3
6 ‖u‖XsT ‖v‖XsT , (3.4)
for all u, v ∈ XsT .
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Proof. Since s < 0, it follows that 〈ξ〉s ≤ |ξ|s, for all real number ξ different from zero. Then we deduce that∥∥∥∥∫ t
0
S(t− t′)∂x(uv)(t′) dt′
∥∥∥∥
s
≤
∫ t
0
∥∥∥〈ξ〉s eµ(|ξ|−|ξ|3)(t−t′) (∂x(uv)(t′))∧ (ξ)∥∥∥ dt′
≤
∫ t
0
∥∥∥|ξ|1+seµ(|ξ|−|ξ|3)(t−t′)∥∥∥ ∥∥∥û(t′) ∗ v̂(t′)(ξ)∥∥∥
L∞(R)
dt′.
(3.5)
The Young inequality implies that
∥∥∥û(t′) ∗ v̂(t′)(ξ)∥∥∥
L∞(R)
≤
(‖u‖XsT ‖v‖XsT
|t′|2|s|/3
)
, (3.6)
thus we obtain ∫ t
0
‖S(t− t′)∂x(uv)(t′)‖s dt′
≤
∫ t
0
∥∥∥|ξ|1+seµ(|ξ|−|ξ|3)t′∥∥∥
|t− t′|2|s|/3 dt
′ ‖u‖XsT ‖v‖XsT .
(3.7)
To estimate the integral on the right-hand side of (3.7), we perform the change of variables w = t1/3ξ to deduce
∥∥∥|ξ|1+seµ(|ξ|−|ξ|3)t∥∥∥ ≤
∥∥∥|w|1+se−µ|w|32 ∥∥∥ ∥∥∥eµ(|w|t2/3− |w|32 )∥∥∥
L∞(R)
|t| 2s+36
.s
e
2
√
2 µT√
27
|t| 2s+36
, (3.8)
where we have used the following inequality
eµ(|ξ|t
2/3− |ξ|32 ) ≤ e 2
√
2 µt√
27 , for all ξ ∈ R.
Therefore, we get from (3.7) and (3.8) that∥∥∥∥∫ t
0
S(t− t′)∂x(uv)(t′) dt′
∥∥∥∥
s
.s e
2
√
2µT√
27 T
1
6 (3+2s)
(∫ 1
0
1
|σ| 2|s|3 |1− σ| 2s+36
dσ
)
‖u‖XsT ‖v‖XsT ,
(3.9)
9
for all 0 ≤ t ≤ T . On the other hand, arguing as above, we have for all 0 ≤ t ≤ T that
t|s|/3
∥∥∥∥∫ t
0
S(t− t′)∂x(uv)(t′) dt′
∥∥∥∥
≤ t|s|/3
∫ t
0
∥∥∥|ξ|eµ(|ξ|−|ξ|3)(t−t′)∥∥∥ ∥∥∥û(t′) ∗ v̂(t′)(ξ)∥∥∥
L∞(R)
dt′
≤ t|s|/3
∫ t
0
∥∥∥|ξ|eµ(|ξ|−|ξ|3)t′∥∥∥
|t− t′|2|s|/3 dt
′ ‖u‖XsT ‖v‖XsT
.s e
2
√
2µT√
27 t|s|/3
(∫ t
0
|t′|− 12 |t− t′|−2|s|/3 dt′
)
‖u‖XsT ‖v‖XsT
.s e
2
√
2µT√
27 T
1
6 (3+2s)
(∫ 1
0
|σ|−2|s|/3|1− σ|−1/2 dσ
)
‖u‖XsT ‖v‖XsT . (3.10)
Combing (3.9) and (3.10) the proof is complete.
Remark 3.1. If we consider s′ > s > − 32 , then modifying the space Xs
′
T by
X˜s
′
T =
{
u ∈ Xs′T : ‖u‖X˜s′T <∞
}
,
where
‖u‖X˜s′T = ‖u‖Xs′T + t
|s|/3
∥∥∥(1− ∂2x) s′−s2 u∥∥∥
and using that
(1 + ξ2)s
′/2 . (1 + ξ2)s/2(1 + ξ21)
(s′−s)/2 + (1 + ξ2)s/2
(
1 + (ξ − ξ1)2
)(s′−s)/2
,
for all ξ, ξ1 ∈ R, we deduce arguing as in Proposition 3.2 that∥∥∥∥∫ t
0
S(t− t′)∂x(uv)(t′) dt′
∥∥∥∥
X˜s
′
T
.s e
2
√
2µT√
27 T
2s+3
6
(
‖u‖X˜s′T ‖v‖XsT + ‖u‖XsT ‖v‖X˜s′T
)
.
Next regularization property is a consequence of the semi-group property in Lemma 2.1 (ii), and we refer
to Proposition 4 in [29] for its proof.
Proposition 3.3. Let 0 ≤ T ≤ 1, s ∈ (− 32 , 0) and δ ∈ [0, s+ 32 ), then the application
t 7−→
∫ t
0
S(t− t′)∂x(u2)(t′) dt′,
is in C
(
(0, T ];Hs+δ(R)
)
, for every u ∈ XsT .
3.1 LWP in Hs(R) for s ∈ (−3/2, 0)
Proof of Theorem 1.1. We divide the proof in four steps
1. Existence. Let φ ∈ Hs(R) with s > − 32 . We consider the application
Ψ(u) = S(t)φ− 1
2
∫ t
0
S(t− t′)∂x(u2(t′)) dt′,
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for each u ∈ XsT . By Proposition 3.1 together with Proposition 3.2, when s < 0, there exists a positive constant
C = C(µ, s) such that
‖Ψ(u)‖XsT ≤ C
(
‖φ‖s + T g(s) ‖u‖2XsT
)
, (3.11)
‖Ψ(u)−Ψ(v)‖XsT ≤ CT
g(s) ‖u− v‖XsT ‖u+ v‖XsT , (3.12)
for all u, v ∈ XsT and 0 < T ≤ 1. Where g(s) = 16 (3 + 2s), when s ∈ (− 32 , 0). Then, we define ET (γ) ={
u ∈ XsT : ‖u‖XsT ≤ γ
}
, with γ = 2C ‖φ‖s and 0 < T ≤ min
{
1, (4Cγ)−
1
g(s)
}
. The estimates (3.11) and (3.12)
imply that Ψ is a contraction on the complete metric space ET (γ). Therefore, the Fixed Point Theorem implies
the existence of a unique solution u of (1.2) in ET (γ) with u(0) = φ.
2. Continuous dependence. We will verify that the map φ ∈ Hs(R) 7→ u ∈ XsT , where u is a solution of
(1.1) obtained in the step of Existence is continuous. More precisely, for s > − 32 , if φn → φ∞ in Hs(R), let
un ∈ XsTn be the respective solutions of (1.2) (obtained in the part of Existence) with un(0) = φn, for all
1 ≤ n ≤ ∞. Then for each T ′ ∈ (0, T∞), un ∈ XsT ′ (for n large enough) and un → u∞ in XsT ′ .
We recall that the solutions and times of existence previously constructed satisfy
0 < Tn ≤ min
{
1,
(
8C2 ‖φn‖s
)− 1
g(s)
}
, (3.13)
‖un‖XsT ≤ 2C ‖φn‖s , (3.14)
for all n ∈ N∪{∞}. Let T ′ ∈ (0, T∞), the above inequalities and the hypothesis imply that there exists N ∈ N,
such that for all n ≥ N , we have that T ′ ≤ Tn and
‖φn‖s + ‖φ∞‖s
‖φ∞‖s
≤ 3.
Therefore, combining (3.13), (3.14) with the Propositions 3.1 and 3.2, it follows that for each n ≥ N
‖un − u∞‖Xs
T ′
≤ C ‖φn − φ∞‖s + CT g(s)∞ ‖un + u∞‖Xs
T ′
‖un − u∞‖Xs
T ′
≤ C ‖φn − φ∞‖s +
(‖φn‖s + ‖φ∞‖s)
4 ‖φ∞‖s
‖un − u∞‖Xs
T ′
≤ C ‖φn − φ∞‖s +
3
4
‖un − u∞‖Xs
T ′
.
Hence we have deduced that ‖un − u∞‖Xs
T ′
≤ C ‖φn − φ∞‖s, for all n ≥ N .
3. Uniqueness. Let u, v ∈ XsT be solutions of the integral equation (1.2) on [0, T ] with the same initial
data. For each r ∈ [0, T ] we define
Gr(t) =
{
1
2
∫ t
r
S(t− t′) (∂xu2(t′)− ∂xv2(t′)) dt′, if t ∈ (r, T ]
0, if t ∈ [0, r]
for all t ∈ [0, T ]. Arguing as in the proof of Proposition 3.2 we deduce that there exists a positive constant
C = C(µ, s) depending only on µ and s, such that for all r ∈ [0, T ] and all ϑ ∈ [r, T ],
‖Gr‖Xsϑ ≤ CK (ϑ− r)
g(s) ‖u− v‖Xsϑ , (3.15)
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where K = ‖u‖XsT + ‖v‖XsT . In particular, inequality (3.15) implies that
‖u− v‖Xsϑ = ‖G0‖Xsϑ ≤ CKϑ
g(s) ‖u− v‖Xsϑ . (3.16)
Thus, choosing ϑ ∈
(
0, (CK)−
1
g(s)
)
a fixed number, (3.16) implies that u ≡ v on [0, ϑ]. Therefore we can iterate
this argument using (3.15) and our choose of ϑ, until we extend the uniqueness result to the whole interval [0, T ].
4. The solution u ∈ C ((0, T ], H∞(R)). From Lemma 3.1 and arguing as in the proof of Proposition 2.2
in [2], we have that the map t 7→ S(t)φ is continuous in the interval (0, T ] with respect to the topology of
H∞(R). Since our solution u is in XsT , we deduce from Proposition 3.3 that, there exists λ > 0 such that
u ∈ C ([0, T ];Hs(R)) ∩ C ((0, T ];Hs+λ(R)) .
Therefore we can iterate this argument, using uniqueness result and the fact that the time of existence of
solutions depends uniquely on the Hs(R)-norm of the initial data. Thus we deduce that
u ∈ C ([0, T ];Hs(R)) ∩ C ((0, T ];H∞(R)) .
3.2 LWP in Hs(R) for s ≥ 0
For simplicity, we assume that µ = 1 and 0 < T ≤ 1. We will mainly work with the integral formulation (1.2)
of the IVP (1.1).
Lemma 3.2. Let µ = 1, 0 ≤ s ≤ 1/2, 0 ≤ τ ≤ t ≤ T ≤ 1 and u ∈ C([0, T ], Hs(R)).∫ t
0
∥∥S(t− τ)∂xu2(τ)∥∥s dτ ≤ Cs T (3−2s)/6 ‖u‖2L∞T Hsx (3.17)
Proof. ∥∥S(t− τ)∂xu2(τ)∥∥2s = ∫
R
(1 + ξ2)se2(|ξ|−|ξ|
3)(t−τ)ξ2|û ∗ û(ξ)|2 dξ
≤ cs
(∫
R
ξ2e2(|ξ|−|ξ|
3)(t−τ), dξ +
∫
R
ξ2(s+1)e2(|ξ|−|ξ|
3)(t−τ), dξ
)
‖û ∗ û(ξ)‖2L∞ξ (3.18)
Since ξ − ξ3 ≤ 1, for 0 ≤ ξ ≤ √2, and ξ − ξ3 ≤ −ξ3/2, for ξ ≥ √2, we have∫ ∞
0
ξ2e2(ξ−ξ
3)t, dξ ≤
∫ √2
0
ξ2e2t dξ +
∫ ∞
√
2
ξ2e−tξ
3
dξ ≤ c(e2t + (3t)−1), (3.19)
and ∫ ∞
0
ξ2(s+1)e2(ξ−ξ
3)t, dξ ≤
∫ √2
0
ξ2s+2e2t dξ +
∫ ∞
√
2
ξ2s+2e−tξ
3
dξ
≤ cs
(
e2t +
Γ(2s+ 1)
3(t)1+2s/3
)
. (3.20)
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Then, from (3.18), (3.19), (3.20) and Young’s inequality∥∥S(t− τ)∂xu2(τ)∥∥s ≤ cs(e(t−τ) + 1(t− τ)1/2 + 1(t− τ)(2s+3)/6 ) ‖u(τ)‖2. (3.21)
Integrating from 0 to t we obtain∫ t
0
∥∥S(t− τ)∂xu2(τ)∥∥s dτ ≤ Cs(et − 1 + 2t1/2 + 63− 2st(3−2s)/6) ‖u‖2L∞t Hsx . (3.22)
So, we can conclude (3.17).
Proof of Theorem 1.1. For T ∈ (0, 1], we consider the space XsT = C ([0, T ];Hs(R)). Let φ ∈ Hs(R), 0 ≤ s ≤
1/2. We define the application
Ψ(u) = S(t)φ− 1
2
∫ t
0
S(t− τ)∂x(u2(τ)) dτ, for each u ∈ XsT . (3.23)
By (2.1) and (3.17), there exists a positive constant Cs, such that for all u, v ∈ XsT and 0 < T ≤ 1
‖Ψ(u)‖XsT ≤ C
(
‖φ‖s + T
3−2s
6 ‖u‖2XsT
)
, (3.24)
‖Ψ(u)−Ψ(v)‖XsT ≤ CT
3−2s
6 ‖u− v‖XsT ‖u+ v‖XsT , (3.25)
for all s ∈ [0, 12 ]. Then, let ET (a) =
{
u ∈ XsT : ‖u‖XsT ≤ a = 2C ‖φ‖s
}
, where
2CaT
−2s+3
6 ≤ 1
2
i.e. 0 < T ≤ min
{
1, (4Ca)
6
2s−3
}
.
The estimates (3.24) and (3.25) imply that Ψ is a contraction on the complete metric space ET (a). Therefore,
we deduce by the Fixed Point Theorem that there exists an unique solution u of the integral equation (1.2) in
ET (a) and with initial data u(0) = φ. Furthermore, the existence time satisfies
T . ‖φ‖6/(2s−3)s . (3.26)
The rest of the proof follows canonical arguments, so we omit it.
Remark 3.2. From the inequality of regularization (2.2) for the semigroup S(t) and a Gronwall’s type inequality
(see 1.2.1 in [15]) we have that for the solutions of the IVP (1.1), u(t) ∈ H∞(R) for all t > 0 and, in particular,
for all t ∈ (0, T ] and 0 ≤ s ≤ 1/2,
‖u(t)‖1/2+ ≤ C‖φ‖st(s−(
1
2+))/3. (3.27)
Remark 3.3. When s > 1/2, Hs(R) is a Banach algebra and the local theory for the IVP (1.1) is reduced to
consider the space XsT = C ([0, T ];H
s(T)) and ET (a) =
{
u ∈ XsT : ‖u‖XsT ≤ a = 2C ‖φ‖s
}
where φ ∈ Hs(R)
and T will be chosen. We define the application Ψ(u) as in (3.23) and by (2.1) and (2.2) we have easily that
‖Ψ(u)‖s ≤ ‖S(t)φ‖s + 1/2
∫ t
0
∥∥S(t− τ)u2(τ)∥∥
s+1
dτ
≤ C
(
‖φ‖s +
∫ t
0
∥∥u2∥∥
s
(t− τ)1/3 dτ
)
≤ C(‖φ‖s + ‖u‖2XsT T 2/3) ≤ a2 + Ca2T 2/3. (3.28)
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Hence, according to (3.28) we choose T such that T 2/3 < 14C2‖φ‖s to obtain that Ψ is a contraction. So, IVP
(1.1) is LWP in Hs(R) for s > 1/2 and the existence time of the solution satisfies
T ∼ ‖φ‖−3/2s . (3.29)
In a similar way to Proposition 3.3, we have
Proposition 3.4. Let 0 ≤ T ≤ 1, s ≥ 0 and δ ∈ [0, s+ 32 ), then the application
t 7−→
∫ t
0
S(t− t′)∂x(u2)(t′) dt′,
is in C
(
(0, T ];Hs+δ(R)
)
, for every u ∈ C([0, T ];Hs(R)).
3.3 GWP in Hs(R) for s > −3/2
Proof of Theorem 1.2. Let s ≥ 0 and φ ∈ Hs(R). It is known that S(·)φ belongs to C([0,∞), Hs(R)) ∩
C((0,∞), H∞(R)). By the Proposition 3.4 we have that
t 7−→
∫ t
0
S(t− t′) ∂x(u2(t′)) dt′ ∈ C([0, T ], Hs+2δ(R)),
where u ∈ C([0, T ];Hs(R)) is the solution to (1.2) that we have already got. So we conclude that
u ∈ C([0, T ], Hs(R)) ∩C((0, T ], Hs+2δ(R)).
From above we can deduce by induction that u ∈ C((0, T ], H∞(R)). Define T ∗ = T ∗(‖φ‖s) by
T ∗ = sup
{
T > 0 : ∃! solution of (1.2) in C([0, T ], Hs(R))}. (3.30)
Let u ∈ C([0, T ∗), Hs(R))∩C((0, T ∗), H∞(R)) be the local solution of (1.2) in the maximal time interval [0, T ∗).
We shall prove that if we assume T ∗ < ∞, then a contradiction follows. Since u is smooth, we deduce that u
solves the Cauchy problem (1.2) in classical sense, which allows us to take the L2 scalar product of (1.2) with
u and integrate by parts to obtain
1
2
d
dt
‖u(t)‖2 = (u, ut)0
= −(u, uux)0 − (u,Huxx)0 − µ(u,Hux)0 − µ(u,Huxxx)0
= µ
∫
R
(|ξ| − |ξ|3)|uˆ(ξ)|2 dξ
= µ
(∫
|ξ|≤1
(|ξ| − |ξ|3)|uˆ(ξ)|2 dξ +
∫
|ξ|>1
(|ξ| − |ξ|3)|uˆ(ξ)|2 dξ
)
≤ µ
∫
|ξ|≤1
(|ξ| − ξ2)|uˆ(ξ)|2 dξ
≤ µ
∫
|ξ|≤1
|uˆ(ξ)|2 dξ
≤ µ‖u(t)‖2.
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Integrating the last relation between 0 and t, it gives
‖u(t)‖2 ≤ ‖φ‖2 + 2µ
∫ t
0
‖u(τ)‖2 dτ.
Using the Gronwall’s inequality we obtain a priori estimate
‖u(t)‖ ≤ ‖φ‖ eµT∗ ≡M, ∀t ∈ (0, T ∗).
Since the time existence T (·) is a decreasing function of the norm of the initial data, we know that there exists
a time T1 > 0 such that for all ϕ ∈ L2(R), with ‖ϕ‖L2 ≤ M , there exists a unique solution v(x, t) of (1.2)
satisfying v(0) = ϕ and v ∈ C([0, T1], L2(R))∩C((0, T1], H∞(R)). Now, we choose 0 < ǫ < T1, apply this result
with ϕ = u(T ∗ − ǫ) and define
u˜(t) =
{
u(t), when 0 ≤ t ≤ T ∗ − ǫ,
v(t− (T ∗ − ǫ)), when T ∗ − ǫ ≤ t ≤ T ∗ − ǫ+ T1.
Then u˜ is a solution of (1.2) in the time interval [0, T ∗−ǫ+T1], which contradicts T ∗ <∞, since T ∗−ǫ+T1 > T ∗.
This implies that the solution can be extended to infinite time.
Now, let s ∈ (−3/2, 0), φ ∈ Hs(R) and u ∈ XsT be the solution of the integral equation (1.2), obtained in
above steps, and let T ′ ∈ (0, T ) fixed. We have that
‖u‖Xs
T ′
=MT ′,s <∞.
Since u ∈ C ((0, T ];H∞(R)), it follows that u(T ′) ∈ L2(R). Thus, the GWP result in Hs for s ≥ 0 implies that u˜,
the solution of (1.2) with initial data u(T ′), is global in time. Moreover, uniqueness implies that u˜(t) = u(T ′+t)
for all t ∈ [0, T − T ′]. Therefore, we deduce that
‖u‖XsT ≤ ‖u‖XsT ′ + ‖u(T
′ + ·)‖Xs
T−T ′
≤MT ′,s + ‖u˜‖Xs
T−T ′
=MT ′,s + sup
t∈[0,T−T ′]
{
‖u˜(t)‖s + t|s|/3 ‖u˜(t)‖
}
≤MT ′,s +
(
1 + (T − T ′)|s|/3
)
sup
t∈[0,T−T ′]
‖u˜(t)‖ .
The global result follows from the above estimate.
3.4 Ill-posedness type results
In this section we prove the ill-posedness result contained in Theorem 1.3.
Theorem 3.1. Let s < − 32 and T > 0. Then there does not exist a space XT continuously embedded in
C([−T, T ], Hs(R)) such that there exists C > 0 with
‖S(t)φ‖XT ≤ C ‖φ‖s; φ ∈ Hs(R), (3.31)
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and ∥∥∥∥∫ t
0
S(t− t′)[u(t′)ux(t′)] dt′
∥∥∥∥
XT
≤ C‖u‖2XT ; u ∈ XT . (3.32)
Note that (3.31) and (3.32) would be needed to implement a Picard iterative scheme on (1.2), in the space
XT .
Proof of Theorem 3.1. Suppose that there exists a space XT such that (3.31) and (3.32) hold. Take u = S(t)φ
in (3.32). Then ∥∥∥∥∫ t
0
S(t− t′)[(S(t′)φ)(S(t′)φx)] dt′
∥∥∥∥
XT
≤ C ‖S(t)φ‖2XT . (3.33)
Now using (3.31) and that XT is continuously embedded in C([−T, T ], Hs(R)) we obtain for any t ∈ [−T, T ]
that ∥∥∥∥∫ t
0
S(t− t′)[(S(t′)φ)(S(t′)φx)] dt′
∥∥∥∥
s
≤ C ‖φ‖2s. (3.34)
We show that (3.34) fails by choosin an appropriate φ. Take φ defined by its Fourier transform as
φ̂(ξ) = N−s γ−1/2 (II(ξ) + II(−ξ)) (3.35)
where I is the interval [N,N +2γ] and γ ≪ N . Note that ‖φ‖s ∼ 1. Taking p(ξ) = µ(|ξ|− |ξ|3) and q(ξ) = ξ|ξ|,
we have that∫ t
0
S(t− t′)[(S(t′)φ)(S(t′)φx)] dt′
=
∫ t
0
∫
R
eixξFµ(t− t′, ξ)(iξ)
[
Fµ(t
′, ·)φ̂ ∗ Fµ(t′, ·)φ̂
]
(ξ) dξ dt′
= i
∫
R2
eixξ+t(p(ξ)+iq(ξ))ξ φ̂(ξ − ξ1) φ̂(ξ1)
∫ t
0
et
′[p(ξ−ξ1)+p(ξ1)−p(ξ)+i(q(ξ−ξ1)+q(ξ1)−q(ξ))] dt′ dξ1 dξ
= i
∫
R2
eixξ+t(p(ξ)+iq(ξ))ξ φ̂(ξ − ξ1) φ̂(ξ1)
∫ t
0
et
′[χ(ξ,ξ1)+iψ(ξ,ξ1)] dt′ dξ1 dξ (3.36)
where
χ(ξ, ξ1) = p(ξ − ξ1) + p(ξ1)− p(ξ) = µ(|ξ − ξ1| − |ξ − ξ1|3 + |ξ1| − |ξ1|3 − |ξ|+ |ξ|3)
and
ψ(ξ, ξ1) = q(ξ − ξ1) + q(ξ1)− q(ξ) = (ξ − ξ1)|ξ − ξ1|+ ξ1|ξ1| − ξ|ξ|.
Since
φ̂(ξ − ξ1) φ̂(ξ1) = N−2sγ−1
[
II(ξ − ξ1) II(−ξ1) + II(−(ξ − ξ1)) II(ξ1)
]
we define
Kξ := {ξ1 : ξ1 ∈ I, ξ − ξ1 ∈ −I} ∪ {ξ1 : ξ1 ∈ −I, ξ − ξ1 ∈ I}
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then (∫ t
0
S(t− t′)[(S(t′)φ)(S(t′)φx)] dt′
)∧
(ξ)
= i ξ et(p(ξ)+iq(ξ))
∫
R
φ̂(ξ − ξ1) φ̂(ξ1)
∫ t
0
et
′[χ(ξ,ξ1)+iψ(ξ,ξ1)] dt′ dξ1
= i ξ et(p(ξ)+iq(ξ))
∫
Kξ
N−4s γ−2
∫ t
0
et
′[χ(ξ,ξ1)+iψ(ξ,ξ1)] dt′ dξ1. (3.37)
We thus deduce that∥∥∥∥∫ t
0
S(t− t′)[(S(t′)φ)(S(t′)φx)] dt′
∥∥∥∥2
s
≥
∫ 2γ
−2γ
(1 + ξ2)s|ξ|2e2tp(ξ)N−4s γ−2
∣∣∣∫
Kξ
∫ t
0
et
′[χ(ξ,ξ1)+iψ(ξ,ξ1)] dt′ dξ1
∣∣∣2 dξ
=
∫ 2γ
−2γ
(1 + ξ2)s|ξ|2e2tp(ξ)N−4s γ−2
∣∣∣∫
Kξ
et
′[χ(ξ,ξ1)+iψ(ξ,ξ1)] − 1
χ(ξ, ξ1) + iψ(ξ, ξ1)
dξ1
∣∣∣2 dξ
≥
∫ 2γ
−2γ
(1 + ξ2)s|ξ|2e2tp(ξ)N−4s γ−2
(∫
Kξ
ℜ
(et′[χ(ξ,ξ1)+iψ(ξ,ξ1)] − 1
χ(ξ, ξ1) + iψ(ξ, ξ1)
)
dξ1
)2
dξ. (3.38)
Since,
χ(ξ, ξ1) ∼ −µN3 and |ψ(ξ, ξ1)| ∼ γN for all ξ1 ∈ Kξ
then
(etχ cos(tψ)− 1)χ & −µN3 e−µN3t
ψ sin(tψ) etχ ≥ −|ψ|etχ & −γ N e−µN3t
and so,
χ2 + ψ2 ∼ N2(µ2N4 + γ2).
Hence, (∫
Kξ
ℜ
(et′[χ(ξ,ξ1)+iψ(ξ,ξ1)] − 1
χ(ξ, ξ1) + iψ(ξ, ξ1)
)
dξ1
)2
& γ2
e−2µN
3t
N2(µN2 + γ)2
. (3.39)
Therefore, from (3.38) and (3.39)∥∥∥∥∫ t
0
S(t− t′)[(S(t′)φ)(S(t′)φx)] dt′
∥∥∥∥2
s
&
∫ 2γ
−2γ
(1 + γ2)s γ2N−4s
e−2µN
3t
N2(µN2 + γ)2
dξ
∼ (1 + γ2)s γ3N−4s−2 e
−2µN3t
(µN2 + γ)2
. (3.40)
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Taking γ = O(1) it infers for N ≫ γ and any T > 0 that
sup
t∈[0,T ]
∥∥∥∥∫ t
0
S(t− t′)[(S(t′)φ)(S(t′)φx)] dt′
∥∥∥∥
s
& N−2s−3.
This contradicts (3.34) for N large enough, since ‖φ‖s ∼ 1 and −2s− 3 > 0 when s < −3/2.
As a consequence of Theorem 3.1 we can obtain the following result.
Proof of Theorem 1.3. Consider the Cauchy problem{
ut + uxxx + µ(Hux +Huxxx) + uux = 0,
u(x, 0) = αφ(x), α≪ 1, φ ∈ Hs(R). (3.41)
Suppose that u(α, x, t) is a local solution of (3.41) and that the flow map is C2 at the origin from Hs(R) to
Hs(R). We have
∂2u
∂α2
(0, x, t) = −2
∫ t
0
S(t− t′)[(S(t′)φ)(S(t′)φx)] dt′.
The assumption of C2 regularity yields
sup
t∈[0,T ]
∥∥∥∥−2 ∫ t
0
S(t− t′)[(S(t′)φ)(S(t′)φx)] dt′
∥∥∥∥
s
≤ C ‖φ‖2s,
but this is exactly the estimate which has been shown to fail in the proof of Theorem 3.1.
4 Theory in Zs,r for s ≥ r > 0
Proposition 4.1. Let b ∈ (0, 1/2], s > −3/2 and u be the solution of the integral equation (1.2) with initial
data φ ∈ Hs(R). If |x|bφ ∈ L2(R) then |x|bu(t) ∈ L2(R) for all t ∈ [0, T ].
Proof. We employ the integral equation (1.2) and so, for all t ∈ [0, T ],
∥∥|x|bu(t)∥∥ ≤ ∥∥|x|bS(t)φ∥∥ + ∫ t
0
∥∥|x|bS(t− τ)[u(τ)ux(τ)]∥∥ dτ. (4.1)
Now, using the Fourier transform, Stein’s derivative Db and applying (2.17) and (3.12), from [23], we have that∥∥|x|bS(t− τ)∂xu2(τ)∥∥ ≃ ∥∥∥Db(ei(t−τ)ξ|ξ|+µ(t−τ)(|ξ|−|ξ|3)ξû2(ξ, τ))∥∥∥
≤ Cb 1
(t− τ)1/3
(∥∥u2(τ)∥∥
b
+
∥∥|x|bu2(τ)∥∥) (4.2)
≤ Cb 1
(t− τ)1/3
(‖u(τ)‖L∞‖u(τ)‖b + ‖u(τ)‖L∞∥∥|x|bu(τ)∥∥)
≤ Cb
(‖u‖XbT + ∥∥|x|bu∥∥L∞t H0x) ‖u(τ)‖ 12+(t− τ)1/3 . (4.3)
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Since for given α, β ∈ [0, 1) it holds that∫ t
0
dτ
(t− τ)α τβ ≤ cα,β t
1−α−β .
This estimate combined with (3.27) give us∫ t
0
∥∥|x|bS(t− τ)[u(τ)ux(τ)]∥∥ dτ ≤ Cb,s(‖u‖XbT + ∥∥|x|bu∥∥L∞t H0x) ‖φ‖s T 23− (1/2+)−s3 . (4.4)
Hence, by (4.1), (2.16) and (4.4), it follows that
sup
t∈[0,T ]
∥∥|x|bu(t)∥∥ ≤ Cb(‖φ‖b + ∥∥|x|bφ∥∥)+ Cb,s(‖u‖XbT + ∥∥|x|bu∥∥L∞t H0x) ‖φ‖s T 23− (1/2+)−s3 . (4.5)
By Theorem 1.1 we know that T depends explicitly on ‖φ‖s = a/2C and since 0 < T ≤ 1 we see that
T
2
3− (1/2+)−s3 ≤ T −2s+36 ⇐⇒ −2s+ 3
6
≤ 2
3
− (1/2+)− s
3
⇐⇒ s ≥ 0 + .
Then, taking s = b, we obtain from (4.5) that
sup
t∈[0,T ]
∥∥|x|bu(t)∥∥ ≤ Cb(‖φ‖b + ∥∥|x|bφ∥∥)+ Cb a‖φ‖b T −2b+36 + Cb‖φ‖b T −2b+36 ∥∥|x|bu∥∥L∞t H0x
≤ Cb
(‖φ‖b + ∥∥|x|bφ∥∥)+ Cb‖φ‖b + 14∥∥|x|bu∥∥L∞t H0x . (4.6)
So,
sup
t∈[0,T ]
∥∥|x|bu(t)∥∥ ≤ Cb(‖φ‖b + ∥∥|x|bφ∥∥). (4.7)
Remark 4.1. The proof of the Proposition 4.1 shows us that the solution of the IVP (1.1) persists in L2(|x|2bdx)
for the same time of existence T = T (‖φ‖b) when 0 < b ≤ 1/2.
Proposition 4.2. Let b ∈ (1/2, 1) and u be the solution of the integral equation (1.2) with initial data φ ∈
Hb(R). If |x|bφ ∈ L2(R) then |x|bu(t) ∈ L2(R) for all t ∈ [0, T ].
Proof. The proof is similar to that of Proposition 4.1 because the inequalities (2.16) and (2.17) still valid when
b ∈ (1/2, 1). However, within this range Hb(R) is a Banach algebra, therefore from inequality (4.2) we have
that ∥∥|x|bS(t− τ)∂xu2(τ)∥∥ ≤ Cb 1
(t− τ)1/3
(‖u(τ)‖2b + ∥∥|x|bu(τ)∥∥‖u(τ)‖L∞) (4.8)
and ∫ t
0
∥∥|x|bS(t− τ)∂xu2(τ)∥∥ dτ ≤ Cb(‖u‖2XbT + ‖u‖XbT ∥∥|x|bu∥∥L∞t H0x)T 2/3
≤ (4C3‖φ‖2b + 2C2‖φ‖b∥∥|x|bu∥∥L∞t H0x)T 2/3
≤ C‖φ‖b +
1
2
∥∥|x|bu∥∥
L∞t H0x
. (4.9)
In the last inequality, it was used the choice of T in (3.29). So, we can conclude (4.7) with 1/2 < b < 1.
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Lemma 4.1. Let θ ∈ (0, 1/2), b = 1 + θ and φ ∈ Zb,b. Then, for any 0 < t ≤ 1∥∥|x|1+θS(t)φ∥∥ ≤ Cb t (∥∥|x|1+θφ∥∥ + ‖φ‖1+θ) ≤ Cb(∥∥|x|bφ∥∥ + ‖φ‖b) (4.10)∥∥|x|1+θS(t)∂xφ∥∥ ≤ Cb t−1/3 (∥∥|x|bφ∥∥ + ‖φ‖b) (4.11)
Proof. We will denote Fµ(t, ξ) when µ = 1 simply by F (t, ξ). So, applying (2.3), we have that∥∥|x|1+θS(t)φ∥∥ = ∥∥|x|θxS(t)φ∥∥ ≤ ∥∥|x|θS(t)(xφ)∥∥ + ∥∥t|x|θS(t)(H+ 2Dx − 3Dx∂x)φ∥∥. (4.12)
From (2.16), substituting φ̂ by ∂ξφ̂, and applying (2.18), we find that∥∥∥Dθ(F (t, ξ)∂ξφ̂(ξ))∥∥∥ ≤ Cθ(∥∥∥∂ξφ̂(ξ)∥∥∥ + ∥∥∥ |ξ|θ∂ξφ̂(ξ)∥∥∥ + ∥∥∥Dθ(∂ξφ̂(ξ))∥∥∥)
≤ Cθ
(
‖xφ‖ +
∥∥∥〈ξ〉θ∂ξφ̂(ξ)∥∥∥ + ∥∥|x|θxφ∥∥)
≤ Cθ
(∥∥|x|1+θφ∥∥ + ‖φ‖1+θ). (4.13)
It follows from (4.13) that the first term on the right hand side of (4.12) is bounded by∥∥|x|θS(t)(xφ)∥∥ ≤ C(‖S(t)(xφ)‖ + ∥∥∥Dθ(F (t, ξ)∂ξφ̂(ξ))∥∥∥)
≤ C(‖φ‖b + ∥∥|x|bφ∥∥). (4.14)
The second term of the right hand side of (4.12) is bounded by∥∥tS(t)(H− 3Dx∂x + 2Dx)φ∥∥ + ∥∥∥tDθ(F (t, ξ)sgn(ξ)φ̂(ξ))∥∥∥ + ∥∥∥tDθ(F (t, ξ)|ξ|φ̂(ξ))∥∥∥
+
∥∥∥tDθ(F (t, ξ)ξ|ξ|φ̂(ξ))∥∥∥ (4.15)
and applying (2.11), (2.15), (2.16) and (2.17) we have that (4.15) is less than
Cθt
(
‖φ‖1 + t−1/3‖φ‖1 +
(‖φ‖ + ∥∥Dθxφ∥∥ + ∥∥|x|θHφ∥∥)
+ t−1/3
(‖φ‖ + ∥∥Dθxφ∥∥ + ∥∥|x|θφ∥∥)+ t−2/3(‖φ‖ + ∥∥Dθxφ∥∥ + ∥∥|x|θφ∥∥))
≤ Cθ
(‖φ‖1 + ∥∥|x|θφ∥∥ + ∥∥|x|θHφ∥∥). (4.16)
Finally, since θ ∈ (0, 1/2), |x|θ ∈ A2 which means that
∥∥|x|θHφ∥∥ ≤ c∥∥|x|θφ∥∥, hence∥∥t|x|θS(t)(H + 2Dx − 3Dx∂x)φ∥∥ ≤ C(‖φ‖b + ∥∥|x|bφ∥∥). (4.17)
(4.14) and (4.17) complete the proof of (4.10). Now, we are going to obtain (4.11) proceeding in the same way.
So, applying (2.16), (2.17) and (2.18), we find that∥∥∥Dθ(F (t, ξ)∂ξ(ξφ̂(ξ)))∥∥∥ ≤ ∥∥∥Dθ(F (t, ξ)φ̂(ξ))∥∥∥ + ∥∥∥Dθ(F (t, ξ)ξ∂ξφ̂(ξ))∥∥∥
≤ cθ
(∥∥|x|θφ∥∥ + ‖φ‖θ)+ cθt−1/3(∥∥|x|θxφ∥∥ + ∥∥∥〈ξ〉θ∂ξφ̂(ξ)∥∥∥)
≤ Cθt−1/3
(‖φ‖b + ∥∥|x|bφ∥∥), (4.18)
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and since ∥∥∥Dθ(∂ξ(F (t, ξ))ξφ̂)∥∥∥ = t∥∥∥Dθ(F (t, ξ)(sgn(ξ) + 2i|ξ| − 3ξ|ξ|)ξφ̂)∥∥∥
≤ Ct(I1 + I2 + I3), (4.19)
applying (2.17), we obtain for λ = 1, 2, 3
Iλ =
∥∥∥Dθ(F (t, ξ)|ξ|λφ̂)∥∥∥ ≤ cθt−λ/3(‖φ‖ + ∥∥Dθxφ∥∥ + ∥∥|x|θφ∥∥)
≤ cθt−λ/3
(‖φ‖b + ∥∥|x|bφ∥∥). (4.20)
Hence, ∥∥|x|θxS(t)∂xφ∥∥ ≤ ∥∥∥Dθ(F (t, ξ)∂ξ(ξφ̂(ξ)))∥∥∥ + ∥∥∥Dθ(∂ξ(F (t, ξ))ξφ̂)∥∥∥
≤ Cθt−1/3
(‖φ‖b + ∥∥|x|bφ∥∥)+ Cθ(‖φ‖b + ∥∥|x|bφ∥∥)
≤ Cθt−1/3
(‖φ‖b + ∥∥|x|bφ∥∥).
Proposition 4.3. Let θ ∈ (0, 1/2), b = 1+θ and u be the solution of the integral equation (1.2) with φ ∈ Hb(R).
If |x|bφ ∈ L2(R) then |x|bu(t) ∈ L2(R) for all t ∈ [0, T ].
Proof. The proof is the same proof of Proposition 4.2 but applying (4.10) and (4.11) instead of (2.16) and
(2.17).
Lemma 4.2. Let θ ∈ (1/2, 3/2). Then,∥∥|x|θHφ∥∥ ≤ ∥∥|x|θφ∥∥ ⇐⇒ φ̂(0) = 0. (4.21)
If θ = 1/2,
φ̂(0) = 0 =⇒
∥∥∥|x|1/2Hφ∥∥∥ ≤ ‖〈x〉φ‖. (4.22)
Proof. Let 1/2 < θ < 3/2. Since xHφ = H(xφ) if and only if φ̂(0) = 0, then∥∥|x|θHφ∥∥ = ∥∥|x|θ−1xHφ∥∥ = ∥∥|x|θ−1H(xφ)∥∥
≤
∥∥|x|θ−1(xφ)∥∥ = ∥∥|x|θφ∥∥. (4.23)
The inequality in (4.23) is true because −1/2 < θ − 1 < 1/2 and so, |x|θ−1 ∈ A2. If θ = 1/2, with the help of
(4.21) we obtain that ∥∥∥|x|1/2Hφ∥∥∥2 = ∫ |x|HφHφ dx ≤ ‖xHφ‖‖Hφ‖
= ‖H(xφ)‖‖φ‖ = ‖xφ‖‖φ‖ ≤ ‖〈x〉φ‖2. (4.24)
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Proposition 4.4. Let θ ∈ [1/2, 1), b = 1 + θ and u be the solution of (1.2) with φ ∈ Hb(R). If φ̂(0) = 0 and
|x|bφ ∈ L2(R) then |x|bu(t) ∈ L2(R) for all t ∈ [0, T ].
Proof. The argument to prove this proposition is exactly the same that that of Proposition 4.3 except in the
estimate to obtain (4.17) because |x|θ is not an A2 weight. But, applying Lema 4.2 we can obtain (4.17) for
θ ∈ [1/2, 1).
Lemma 4.3. Let θ ∈ (0, 1/2), b = 2 + θ and φ ∈ Z˙b,b. Then, for any 0 < t ≤ 1, it holds that∥∥|x|2+θS(t)φ∥∥ ≤ Cb t (∥∥|x|2+θφ∥∥ + ‖φ‖2+θ) ≤ Cb(∥∥|x|bφ∥∥ + ‖φ‖b) (4.25)
and
∥∥|x|2+θS(t)∂xφ∥∥ ≤ Cb t−1/3 (∥∥|x|bφ∥∥ + ‖φ‖b). (4.26)
Proof. We note that
|x|bS(t)φ = |x|θx2S(t)φ
= |x|θS(t)(x2φ) + 2|x|θ(∂ξF (t, ξ) ∂ξφ̂(ξ))∨(x) + |x|θ(∂2ξ (F (t, ξ))φ̂(ξ))∨(x)
= B1 +B2 +B3. (4.27)
Employing Dθ is sufficient to estimate the L2-norm for the terms B1, B2 and B3. Using (2.16) we obtain that
for B1 ∥∥∥Dθ(F (t, ξ)∂2ξ φ̂)∥∥∥ ≤ cθ(∥∥∥∂2ξ φ̂∥∥∥ + ∥∥∥|ξ|θ∂2ξ φ̂∥∥∥ + ∥∥∥Dθ(∂2ξ φ̂ )∥∥∥)
≤ cθ
(∥∥x2φ∥∥ + ∥∥∥〈ξ〉θJ2ξ φ̂∥∥∥ + ∥∥|x|2+θφ∥∥)
≤ cθ
(∥∥〈x〉2+θφ∥∥ + ∥∥∥〈ξ〉2+θφ̂∥∥∥ θ2+θ ∥∥∥J2+θξ φ̂∥∥∥ 22+θ )
≤ Cθ
(∥∥|x|bφ∥∥ + ‖φ‖b). (4.28)
To estimate the L2-norm of B2 we proceed in a similar way as we estimated the second term of the right hand
side of (4.12) but with ∂ξφ̂ instead of φ̂. So, from (4.16), applying (2.18) and since |x|θ ∈ A2, we obtain that∥∥∥Dθ(∂ξF (t, ξ) ∂ξφ̂(ξ))∥∥∥ ≤ cθ(‖xφ‖ + ∥∥|x|θxφ∥∥ + ∥∥|x|θH(xφ)∥∥ + ∥∥∥|ξ|θ∂ξφ̂∥∥∥)
≤ Cθ
(∥∥|x|bφ∥∥ + ‖φ‖b). (4.29)
To estimate the L2-norm of B3 we use (2.4) and that the product δφ̂ = φ̂(0) = 0. So,∥∥∥Dθ(2tδ + tF (t, ξ)[2i sgn(ξ)− 6|ξ|] + t2F (t, ξ)[sgn(ξ) + 2i|ξ| − 3ξ|ξ|]2)φ̂∥∥∥
≤ t
∥∥∥Dθ(F (t, ξ)[2i sgn(ξ)− 6|ξ|]φ̂)∥∥∥ + t2∥∥∥Dθ(F (t, ξ)[sgn(ξ) + 2i|ξ| − 3ξ|ξ|]2φ̂)∥∥∥
= tB31 + t
2B32. (4.30)
Then, applying (2.16), (2.17) and the fact that |x|θ ∈ A2,
tB31 ≤ ct
(∥∥∥Dθ(F (t, ξ)sgn(ξ)φ̂ )∥∥∥ + ∥∥∥Dθ(F (t, ξ)|ξ|φ̂ )∥∥∥)
≤ cθt
(‖φ‖ + ∥∥Dθxφ∥∥ + ∥∥|x|θφ∥∥)+ cθt2/3(‖φ‖ + ∥∥Dθxφ∥∥ + ∥∥|x|θφ∥∥)
≤ Cθ
(∥∥|x|bφ∥∥ + ‖φ‖b), (4.31)
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and
t2B32 = t
2
∥∥∥Dθ(F (t, ξ)(sgn(ξ)− 3ξ|ξ|)2φ̂− 4F (t, ξ)ξ2φ̂+ 4iF (t, ξ)|ξ|(sgn(ξ)− 3ξ|ξ|)φ̂ )∥∥∥
≤ cθt2
4∑
j=0
∥∥∥Dθ(F (t, ξ)ξj φ̂ )∥∥∥ ≤ cθt2 4∑
j=0
t−j/3
(‖φ‖ + ∥∥Dθxφ∥∥ + ∥∥|x|θφ∥∥)
≤ Cθ
(∥∥|x|bφ∥∥ + ‖φ‖b). (4.32)
Hence, (4.28), (4.29), (4.31) and (4.32) imply (4.25). To prove (4.26) we note that
|x|bS(t)∂xφ = |x|θx2S(t)∂xφ
= |x|θS(t)(x2∂xφ) + 2|x|θ
(
∂ξF (t, ξ) ∂ξ ∂̂xφ(ξ)
)∨
(x) + |x|θ(∂2ξ (F (t, ξ))∂̂xφ(ξ))∨(x)
= G1 +G2 +G3. (4.33)
We proceed exactly in the same way in which we did the proof of (4.25). Then, to estimate the L2-norm of
G2 + G3 we use the inequalities applied to obtain (4.29), (4.31) and (4.32) but substituting φ by ∂xφ. So,
applying (2.19) we have ∥∥∥Dθ(∂ξF (t, ξ) ∂ξ(ξφ̂(ξ)))∥∥∥ + ∥∥∥Dθ(∂2ξF (t, ξ))ξφ̂∥∥∥
≤ cθ
(∥∥|x|1+θ∂xφ∥∥ + ‖∂xφ‖1+θ)
≤ Cθ
(∥∥|x|bφ∥∥ + ‖φ‖b). (4.34)
Finally, to estimate the L2-norm of G1 we find that∥∥∥Dθ(F (t, ξ)∂2ξ (ξφ̂))∥∥∥ ≤ 2∥∥∥Dθ(F (t, ξ)∂ξφ̂)∥∥∥ + ∥∥∥Dθ(F (t, ξ)ξ∂2ξ φ̂)∥∥∥
≤ G11 +G12, (4.35)
applying (2.16) but substituting h by xφ we have that
G11 ≤ cθ
(
‖xφ‖ +
∥∥∥|ξ|θ∂ξφ̂∥∥∥ + ∥∥∥Dθ∂ξφ̂∥∥∥)
≤ Cθ
(∥∥|x|bφ∥∥ + ‖φ‖b). (4.36)
and applying (2.17) but substituting h by x2φ we get that
G12 =
∥∥∥Dθ(F (t, ξ)ξ x̂2φ )∥∥∥
≤ cθt−1/3
(∥∥|x|θx2φ∥∥ + ∥∥Jθxx2φ∥∥)
≤ Cθt−1/3
(∥∥|x|bφ∥∥ + ‖φ‖b), (4.37)
where we have used the same inequalities applied to obtain (4.28) because
∥∥Jθxx2φ∥∥ = ∥∥∥〈ξ〉θ∂2ξ φ̂∥∥∥.
Proposition 4.5. Let θ ∈ (0, 1/2), b = 2+θ and u be the solution of the integral equation (1.2) with φ ∈ Hb(R).
If φ̂(0) = 0 and |x|bφ ∈ L2(R) then |x|bu(t) ∈ L2(R) for all t ∈ [0, T ].
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Proof. The proof is the same proof of Proposition 4.2 but applying (4.25) and (4.26) instead of (2.16) and
(2.17).
Proof of Theorem 1.6. Part (i) is direct consequence of Propositions 4.1, 4.2 and 4.3. Part (ii) is deduced from
Propositions 4.4 and 4.5.
5 Proof of Theorem 1.7
Without loss of generality we assume that t1 = 0 < t2. Since u(t1) = φ ∈ Z3/2,3/2, φ ∈ Z3/2,b where b < 3/2,
and then u ∈ C([0, T ];Z3/2,3/2−) by Proposition (4.3). The solution to the IVP npBO (1.1) can be represented
by Duhamel’s formula
u(t) = S(t)φ−
∫ t
0
S(t− t′)(uux)(t′) dt′, (5.1)
where S(t) is given by (1.9). From Plancherel’s equality we have that for every t, |x|1/2xS(t)φ ∈ L2(R) if and
only if D
1/2
ξ ∂ξ(Fµ(t, ξ)φ̂(ξ)) ∈ L2(R). The argument in our proof requires localizing near the origin in Fourier
frequencies by a function χ ∈ C∞0 , suppχ ⊆ (−ǫ, ǫ) and χ ≡ 1 on (−ǫ/2, ǫ/2). Let us start with the computation
for the linear part in (5.1) by introducing a commutator as follows
χD
1/2
ξ ∂ξ(Fµ(t, ξ)φ̂(ξ)) =
[
χ,D
1/2
ξ
]
∂ξ
(
Fµ(t, ξ)φ̂(ξ)
)
+D
1/2
ξ
(
χ∂ξ(Fµ(t, ξ)φ̂(ξ))
)
= A+B. (5.2)
From Proposition 2.2 and identity (2.3) we have that
‖A‖ =
∥∥∥[χ,D1/2ξ ]∂ξ(Fµ(t, ξ)φ̂(ξ))∥∥∥
.
∥∥∥∂ξ(Fµ(t, ξ)φ̂(ξ))∥∥∥
.
∥∥∥µt sgn(ξ)Fµ(t, ξ)φ̂(ξ)∥∥∥ + ∥∥∥2it|ξ|Fµ(t, ξ)φ̂(ξ)∥∥∥ + ∥∥∥3µtξ|ξ|Fµ(t, ξ)φ̂(ξ)∥∥∥ + ∥∥∥Fµ(t, ξ)∂ξφ̂(ξ)∥∥∥
. teµt‖φ‖ + 2t(eµt + (µt)−1/3)‖φ‖ + 3t(eµt + (µt)−2/3)‖φ‖ + eµt
∥∥∥∂ξφ̂(ξ)∥∥∥
. [(1 + t)eµt + t2/3 + t1/3] ‖φ‖Z1,1 , (5.3)
where were used (2.1) and (2.11). Rewriting B, we obtain that
B = D
1/2
ξ (χ∂ξ(Fµ(t, ξ)φ̂(ξ)))
= D
1/2
ξ
(
µt sgn(ξ)χFµ(t, ξ)φ̂(ξ)
)
+D
1/2
ξ
(
2it|ξ|χFµ(t, ξ)φ̂(ξ)
)
+
+D
1/2
ξ
(
(−3µ)tξ|ξ|χFµ(t, ξ)φ̂(ξ)
)
+D
1/2
ξ
(
χFµ(t, ξ)∂ξφ̂(ξ)
)
= B1 +B2 +B3 +B4. (5.4)
24
Now, we are going to estimate B4 in L
2(R). From Theorem 2.1, inequalities (2.1), (2.9), in the Lemma 2.4, and
the inequality (2.16), in the Lemma 2.7, we get that
‖B4‖ .
∥∥∥χFµ(t, ξ)∂ξφ̂(ξ)∥∥∥ + ∥∥∥D1/2ξ (Fµ(t, ξ)χ∂ξφ̂(ξ))∥∥∥
. eµt‖xφ‖ +
∥∥∥χ∂ξφ̂(ξ)∥∥∥ + ∥∥∥|ξ|1/2χ∂ξφ̂(ξ)∥∥∥ + ∥∥∥D1/2ξ (χ∂ξφ̂(ξ))∥∥∥
. eµt‖xφ‖ + ‖χ‖∞‖xφ‖ +
∥∥∥|ξ|1/2χ∥∥∥
∞
‖xφ‖ +
∥∥∥D1/2ξ (χ) ∂ξφ̂(ξ)∥∥∥ + ∥∥∥χD1/2ξ (∂ξφ̂(ξ))∥∥∥
≤ c(T )
∥∥∥〈x〉1+1/2φ∥∥∥. (5.5)
Estimates for B2 and B3 in L
2(R) are obtained in a similar way but using (2.17) instead of (2.16). To estimate
B1 in L
2(R) we introduce χ˜ ∈ C∞0 (R) such that χ˜ ≡ 1 on supp (χ). Then, we can express this term as
D
1/2
ξ
(
t sgn(ξ)Fµ(t, ξ)χ φ̂(ξ)
)
= tD
1/2
ξ
(
Fµ(t, ξ) χ˜ χ sgn(ξ) φ̂(ξ)
)
= t
([
D
1/2
ξ , Fµ(t, ξ) χ˜
]
χ sgn(ξ) φ̂(ξ) + Fµ(t, ξ) χ˜D
1/2
ξ
(
χ sgn(ξ)φ̂(ξ)
))
= t(B1,1 +B1,2). (5.6)
Again, Proposition 2.2 can be applied to estimate B1,1 in L
2(R) as
‖B1,1‖ =
∥∥∥[D1/2ξ , Fµ(t, ξ) χ˜] χ sgn(ξ) φ̂(ξ)∥∥∥
.
∥∥∥χ sgn(ξ) φ̂(ξ)∥∥∥
. ‖φ‖. (5.7)
Once we show that the integral part in Duhamel’s formula (5.1) lies in L2(|x|3 dx), we will be able to conclude
that
B1,2, χ˜ D
1/2
ξ
(
χ sgn(ξ)φ̂(ξ)
)
, D
1/2
ξ
(
χ˜ χ sgn(ξ)φ̂(ξ)
) ∈ L2(R),
because u(t2) = u(t) ∈ Z3/2,3/2 by hypothesis. Therefore, from Proposition 2.1 it will follow that φ̂(0) = 0, and
from the conservation law
I(u) =
∫
R
u(x, t) dx = φ̂(0) = 0
i. e., û(0, t) = 0 for all t. Hence, u(·, t) ∈ Z˙3/2,3/2.
In order to complete the proof, we consider the integral part in Duhamel’s formula. We will denote z =
uux =
1
2 ∂x(u
2) and so ẑ = i ξ2 û ∗ û.(
|x|1/2 x
∫ t
0
S(t− t′)z(t′) dt′
)∧
(ξ) =
∫ t
0
D
1/2
ξ ∂ξ
(
Fµ(t− t′, ξ)ẑ(t′, ξ)
)
dt′
=
∫ t
0
D
1/2
ξ
(
∂ξFµ(t− t′, ξ) ẑ(t′, ξ)
)
dt′ +
∫ t
0
D
1/2
ξ
(
Fµ(t− t′, ξ) ∂ξ ẑ(t′, ξ)
)
dt′
= A+ B. (5.8)
25
We localize again with the help of χ ∈ C∞0 (R) and then we can write
χA =
∫ t
0
[
χ,D
1/2
ξ
] (
∂ξFµ(t− t′, ξ) ẑ(t′, ξ)
)
dt′ +
∫ t
0
D
1/2
ξ
(
χ∂ξFµ(t− t′, ξ) ẑ(t′, ξ)
)
dt′
=
∫ t
0
[
χ,D
1/2
ξ
] (
(t− t′)(µsgn(ξ) + 2i|ξ| − 3µξ|ξ|)Fµ(t− t′, ξ) ẑ(t′, ξ)
)
dt′+
+
∫ t
0
D
1/2
ξ
(
χ(t− t′)(µsgn(ξ) + 2i|ξ| − 3µξ|ξ|)Fµ(t− t′, ξ) ẑ(t′, ξ)
)
dt′
= A1 +A2 +A3 +A4 +A5 +A6. (5.9)
and
χB =
∫ t
0
χD
1/2
ξ
(
Fµ(t− t′, ξ) ∂ξ ẑ(t′, ξ)
)
dt′
=
∫ t
0
[χ,D
1/2
ξ ]
(
Fµ(t− t′, ξ) ∂ξ ẑ(t′, ξ)
)
dt′ +
∫ t
0
D
1/2
ξ
(
χFµ(t− t′, ξ) ∂ξ ẑ(t′, ξ)
)
dt′
= B1 + B2. (5.10)
Now, we must bound all terms in (5.9) and (5.10). But, we limit our attention to the terms A3, A6, B1 and B2
which are more representatives and the others can be treated in a similar way. So, combining Proposition 2.2,
(2.11) and Holder’s inequality we have that
‖A3‖ ≤
∫ t
0
∥∥∥[χ,D1/2ξ ] (−3µ(t− t′)ξ|ξ|Fµ(t− t′, ξ) ẑ(t′, ξ))∥∥∥ dt′
.
∫ t
0
(t− t′)‖Fµ(t− t′, ξ) ξ|ξ| ẑ(t′, ξ)‖ dt′
.
∫ t
0
(t− t′)(eµ(t−t′) + (t− t′)−2/3) ‖ξ û ∗ û(t′, ξ)‖ dt′
.
(∫ t
0
(
(t− t′)eµ(t−t′) + (t− t′)1/3)2 dt′)1/2∥∥∂x(u2)∥∥L2TL2x
. c(T )T 1/2‖u‖L∞T L∞x ‖∂xu‖L∞T L2x
. c(T )‖u‖2L∞T H1x . (5.11)
For A6, using Stein’s derivative, (2.11) and (2.16), we obtain that
‖A6‖ ≤
∫ t
0
∥∥∥D1/2ξ (−3µ(t− t′)χFµ(t− t′, ξ) ξ|ξ| ẑ(t′, ξ))∥∥∥ dt′
.
∫ t
0
(t− t′)‖χ ξ|ξ|Fµ(t− t′, ξ) ẑ(t′, ξ)‖ dt′ +
∫ t
0
(t− t′)
∥∥∥D1/2ξ (Fµ(t− t′, ξ) ξ|ξ|χ ẑ(t′, ξ))∥∥∥ dt′
.
∫ t
0
(t− t′)‖χ ξ|ξ|‖∞eµ(t−t
′)‖ẑ‖ dt′ +
∫ t
0
(t− t′)
(
‖χ ξ|ξ| ẑ‖ +
∥∥∥|ξ|1/2 χ ξ|ξ| ẑ∥∥∥ + ∥∥∥D1/2ξ (χ ξ|ξ| ẑ )∥∥∥) dt′
= Y1 + Y2. (5.12)
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Almost repeating the estimates to obtain (5.11) one has that
Y1 ≤ c(T )‖u‖2L∞T H1x ,
and using (2.9) and (3.12) from [23]
Y2 ≤
∫ t
0
(t− t′)
((∥∥χ ξ2|ξ|∥∥∞ + ∥∥∥χ ξ2|ξ|3/2∥∥∥∞ + ∥∥∥D1/2ξ (χ ξ2|ξ|)∥∥∥∞)‖û ∗ û‖ + ∥∥χ ξ2|ξ|∥∥∞∥∥∥D1/2ξ (û ∗ û)∥∥∥) dt′
. c(T )
(
‖û ∗ û‖L1TL2x +
∥∥∥D1/2ξ (û ∗ û)∥∥∥
L1TL
2
x
)
. c(T )
(∥∥u2∥∥
L1TL
2
x
+
∥∥∥|x|1/2u2∥∥∥
L1TL
2
x
)
. c(T )
(
T ‖u‖L∞T L∞x ‖u‖L∞T L2x + T ‖u‖L∞T L∞x
∥∥∥|x|1/2u∥∥∥
L∞T L
2
x
)
. c(T )‖u‖L∞T H1x
(
‖u‖L∞T H1x +
∥∥∥|x|1/2u∥∥∥
L∞T L
2
x
)
. (5.13)
For B1, applying Proposition 2.2, (2.11) and, again, (3.12) from [23], we have
‖B1‖ .
∫ t
0
∥∥∥[χ,D1/2ξ ](Fµ(t− t′, ξ) ∂ξ(ξ û ∗ û))∥∥∥ dt′
.
∫ t
0
‖Fµ(t− t′, ξ) û ∗ û‖ dt′ +
∫ t
0
‖Fµ(t− t′, ξ) ξ ∂ξ(û ∗ û)‖ dt′
.
∫ t
0
eµ(t−t
′)‖û ∗ û‖ dt′ +
∫ t
0
(
eµ(t−t
′) + (t− t′)−1/3
)
‖∂ξ(û ∗ û)‖ dt′
. c(T )
(∥∥u2∥∥
L1TL
2
x
+
∥∥xu2∥∥
L1TL
2
x
)
. c(T )
(
‖u‖2L∞T H1x + ‖xu‖L∞T L2x‖u‖L∞T H1x
)
. c(T )‖u‖L∞T H1x
(
‖u‖L∞T H1x + ‖xu‖L∞T L2x
)
. (5.14)
Finally, for B2, we use Stein’s derivative
‖B2‖ .
∫ t
0
‖χFµ(t− t′, ξ) ∂ξ ẑ(t′, ξ)‖ dt′ +
∫ t
0
∥∥∥D1/2ξ (χFµ(t− t′, ξ) ∂ξ(ξ û ∗ û(t′, ξ)))∥∥∥ dt′
= Z1 + Z2. (5.15)
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Estimate for Z1 is obtained in similar way as it was bounded B1. To estimate Z2 we use (2.16), (2.9) and (3.12)
from [23]
Z2 ≤
∫ t
0
∥∥∥D1/2ξ (Fµ(t− t′, ξ)χ û ∗ û)∥∥∥ dt′ + ∫ t
0
∥∥∥D1/2ξ (Fµ(t− t′, ξ)χ ξ ∂ξ(û ∗ û))∥∥∥ dt′
.
∫ t
0
(
‖χ û ∗ û‖ +
∥∥∥|ξ|1/2 χ û ∗ û∥∥∥ + ∥∥∥D1/2ξ (χ û ∗ û)∥∥∥) dt′+
+
∫ t
0
(
‖χ ξ ∂ξ(û ∗ û)‖ +
∥∥∥|ξ|1/2 χ ξ ∂ξ(û ∗ û)∥∥∥ + ∥∥∥D1/2ξ (χ ξ ∂ξ(û ∗ û))∥∥∥) dt′
.
∫ t
0
((
‖χ‖∞ +
∥∥∥|ξ|1/2χ∥∥∥
∞
+
∥∥∥D1/2ξ (χ)∥∥∥∞)‖û ∗ û‖ + ‖χ‖∞∥∥∥D1/2ξ (û ∗ û)∥∥∥) dt′+∫ t
0
((
‖χξ‖∞ +
∥∥∥|ξ|1/2χξ∥∥∥
∞
+
∥∥∥D1/2ξ (χξ)∥∥∥∞)‖∂ξ(û ∗ û)‖ + ‖χξ‖∞∥∥∥D1/2ξ ∂ξ(û ∗ û)∥∥∥) dt′+
. c(T )
(
‖û ∗ û‖L1TL2ξ +
∥∥∥D1/2ξ (û ∗ û)∥∥∥
L1TL
2
ξ
+ ‖∂ξ(û ∗ û)‖L1TL2ξ +
∥∥∥D1/2ξ ∂ξ(û ∗ û)∥∥∥
L1TL
2
ξ
)
. c(T )‖u‖L∞T H1x
(
‖u‖L∞T H1x +
∥∥∥|x|1/2u∥∥∥
L∞T L
2
x
+ ‖xu‖L∞T L2x +
∥∥∥|x|3/2u∥∥∥
L∞T L
2
x
)
. (5.16)
Hence, the terms in (5.9) and (5.10) are all bounded, then by applying the argument after inequality (5.7) we
complete the proof.
6 Proof of Theorem 1.8
From the Proposition 4.5 and the hypothesis we have that for any ǫ > 0
u ∈ C([0, T ]; Z˙5/2,5/2−ǫ) and u(·, tj) ∈ L2(|x|5 dx), j = 1, 2, 3.
Consquently,
û ∈ C([0, T ];H5/2−ǫ(R) ∩ L2(|ξ|5 dξ)) and û(·, tj) ∈ H5/2(R), j = 1, 2, 3,
for all ǫ > 0. Thus, in particular it follows that
û ∗ û ∈ C([0, T ];H4(R) ∩ L2(|ξ|5 dξ)).
Let us assume that t1 = 0 < t2 < t3. Applying (2.3) and (2.4) from Lemma 2.2 we obtain that
∂2ξ
(
Fµ(t, ξ)φ̂(ξ)
)
= E(t, ξ, φ̂(ξ))
=
[
2it sgn(ξ)− 6µt|ξ|+ t2µ2 + 4iµt2ξ − (6µ2 + 4)t2ξ2 − 12iµt2ξ3 + 9µ2t2ξ4]Fµ(t, ξ) φ̂(ξ)
+ 2µt sgn(ξ)Fµ(t, ξ)∂ξφ̂(ξ) + 4it|ξ|Fµ(t, ξ) ∂ξφ̂(ξ) − 6µtξ|ξ|Fµ(t, ξ) ∂ξφ̂(ξ) + Fµ(t, ξ) ∂2ξ φ̂(ξ),
(6.1)
where we apply that the initial data φ have zero mean value and for this the term involving the Dirac function
in (6.1) vanishes. Using Plancherel’s theorem and Duhamel’s formula (5.1), it will be sufficient to show that
the assumption that
D
1/2
ξ E(t, ξ, φ̂(ξ))−
∫ t
0
D
1/2
ξ E(t− t′, ξ, ẑ(t′, ξ)) dt′ , (6.2)
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lies in L2(R) for times t1 = 0 < t2 < t3, where ẑ = i
ξ
2 û ∗ û, leads to a contradiction. First, we prove that
the linear part in (6.2) persists in L2. We introduce as in the proof of Theorem 1.7 a localizer χ ∈ C∞0 ,
suppχ ⊆ (−ǫ, ǫ) and χ ≡ 1 on (−ǫ/2, ǫ/2) so that
χD
1/2
ξ ∂
2
ξ
(
Fµ(t, ξ)φ̂(ξ)
)
= [χ,D
1/2
ξ ]∂
2
ξ
(
Fµ(t, ξ)φ̂(ξ)
)
+D
1/2
ξ
(
χ∂2ξ
(
Fµ(t, ξ)φ̂(ξ)
))
= J +K. (6.3)
As for the first term J , from Proposition 2.2, this is bounded in L2(R) by
∥∥∥∂2ξ (Fµ(t, ξ)φ̂(ξ))∥∥∥, which is finite
as can be observed from its explicit representation in (6.1), the assumption on the initial data φ, and the quite
similar computation already performed in (5.3), therefore we omit details.
On the other hand, for J , we notice that
K = D
1/2
ξ
(
χ∂2ξ
(
Fµ(t, ξ)φ̂(ξ)
))
= 2itD
1/2
ξ
(
χsgn(ξ)Fµ(t, ξ)φ̂(ξ)
)− 6µtD1/2ξ (χ|ξ|Fµ(t, ξ)φ̂(ξ))+ t2µ2D1/2ξ (χFµ(t, ξ)φ̂(ξ))
+ 4iµt2D
1/2
ξ
(
χξFµ(t, ξ)φ̂(ξ)
)− (6µ2 + 4)t2D1/2ξ (χξ2Fµ(t, ξ)φ̂(ξ))− 12iµt2D1/2ξ (χξ3Fµ(t, ξ)φ̂(ξ))
+ 9µ2t2D
1/2
ξ
(
χξ4 Fµ(t, ξ) φ̂(ξ)
)
+ 2µtD
1/2
ξ
(
χsgn(ξ)Fµ(t, ξ)∂ξφ̂(ξ)
)
+ 4itD
1/2
ξ
(
χ|ξ|Fµ(t, ξ) ∂ξφ̂(ξ)
)
− 6µtD1/2ξ
(
χξ|ξ|Fµ(t, ξ) ∂ξφ̂(ξ)
)
+D
1/2
ξ
(
χFµ(t, ξ) ∂
2
ξ φ̂(ξ)
)
= K1 +K2 +K3 +K4 +K5 +K6 +K7 +K8 +K9 +K10 +K11. (6.4)
We show in detail the estimates for K7 and K11 which are the terms involving the highest regularity and decay
of the initial data. Estimates for all the another terms in (6.4), except K8, are obtained in a similar manner
as K7 and K11. K8 will be canceled with a term arising in the integral part in Duhamel’s formula. For K7 we
obtain from Theorem 2.1, (2.17), (2.11) and fractional product rule type estimate (2.9) that
‖K7‖ . t2
∥∥∥χξ4Fµ(t, ξ)φ̂(ξ)∥∥∥ + t2∥∥∥D1/2ξ (χξ4 Fµ(t, ξ) φ̂(ξ))∥∥∥
. t2
∥∥∥χξ4Fµ(t, ξ)φ̂(ξ)∥∥∥ + t2/3(∥∥∥χφ̂(ξ)∥∥∥ + ∥∥∥|ξ|1/2χφ̂(ξ)∥∥∥ + ∥∥∥D1/2ξ (χφ̂(ξ))∥∥∥)
. t2eµt
∥∥χξ4∥∥∞‖φ‖ + t2/3(‖φ‖ + ∥∥∥|ξ|1/2χ∥∥∥∞‖φ‖ + ∥∥∥D1/2ξ (χ)∥∥∥∞‖φ‖ + ‖χ‖∞∥∥∥D1/2ξ (φ̂(ξ))∥∥∥)
. c(T )
∥∥∥〈x〉1/2φ∥∥∥. (6.5)
and similarly
‖K11‖ .
∥∥∥χFµ(t, ξ)∂2ξ φ̂(ξ)∥∥∥ + ∥∥∥D1/2ξ (χFµ(t, ξ)∂2ξ φ̂(ξ))∥∥∥
. ‖χ‖∞eµt
∥∥∥∂2ξ φ̂(ξ)∥∥∥ + ∥∥∥χ∂2ξ φ̂(ξ)∥∥∥ + ∥∥∥|ξ|1/2χ∂2ξ φ̂(ξ)∥∥∥ + ∥∥∥D1/2ξ (χ∂2ξ φ̂(ξ))∥∥∥
. eµt
∥∥x2φ∥∥ + ‖χ‖∞∥∥x2φ∥∥ + ∥∥∥|ξ|1/2χ∥∥∥∞∥∥x2φ∥∥ + ∥∥∥D1/2ξ (χ)∥∥∥∞∥∥∥∂2ξ φ̂(ξ)∥∥∥ + ‖χ‖∞∥∥∥D1/2ξ ∂2ξ (φ̂(ξ))∥∥∥
. c(T )
∥∥∥〈x〉2+1/2φ∥∥∥. (6.6)
Now, let us go over the integral part in (6.2) that can be written in Fourier space and with the help of a
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commutator as
−
∫ t
0
χD
1/2
ξ E(t− t′, ξ, ẑ(t′, ξ)) dt′ =
∫ t
0
[D
1/2
ξ , χ]E(t− t′, ξ, ẑ(t′, ξ)) dt′ −
∫ t
0
D
1/2
ξ
(
χE(t− t′, ξ, ẑ(t′, ξ))) dt′
= J +K. (6.7)
where
J =
∫ t
0
[D
1/2
ξ , χ]
(
2µ(t− t′)δ ẑ(t′, ξ) +
(
2i(t− t′) sgn(ξ)− 6µ(t− t′)|ξ|+ (t− t′)2µ2 + 4iµ(t− t′)2ξ+
− (6µ2 + 4)(t− t′)2ξ2 − 12iµ(t− t′)2ξ3 + 9µ2(t− t′)2ξ4
)
Fµ(t− t′)ẑ(t′, ξ)+
+ 2µ(t− t′) sgn(ξ)Fµ(t− t′, ξ)∂ξ ẑ(t′, ξ) + 4i(t− t′)|ξ|Fµ(t− t′, ξ) ∂ξ ẑ(t′, ξ)+
− 6µ(t− t′)ξ|ξ|Fµ(t− t′, ξ) ∂ξ ẑ(t′, ξ) + Fµ(t− t′, ξ) ∂2ξ ẑ(t′, ξ)
)
dt′
= J1 + J2 + J3 + J4 + J5 + J6 + J7 + J8 + J9 + J10 + J11 + J12, (6.8)
and
K = −
∫ t
0
D
1/2
ξ
(
2µ(t− t′)χδ ẑ(t′, ξ) +
(
2i(t− t′)χ sgn(ξ)− 6µ(t− t′)χ|ξ|+ (t− t′)2µ2χ+ 4iµ(t− t′)2χξ+
− (6µ2 + 4)(t− t′)2χξ2 − 12iµ(t− t′)2χξ3 + 9µ2(t− t′)2χξ4
)
Fµ(t− t′)ẑ(t′, ξ)+
+ 2µ(t− t′) sgn(ξ)χFµ(t− t′, ξ)∂ξ ẑ(t′, ξ) + 4i(t− t′)χ|ξ|Fµ(t− t′, ξ) ∂ξ ẑ(t′, ξ)+
− 6µ(t− t′)χξ|ξ|Fµ(t− t′, ξ) ∂ξ ẑ(t′, ξ) + χFµ(t− t′, ξ) ∂2ξ ẑ(t′, ξ)
)
dt′
= K1 +K2 +K3 +K4 +K5 +K6 +K7 +K8 +K9 +K10 +K11 +K12. (6.9)
Notice that J1 and K1 vanish since u∂xu has zero mean value and for J2, J3, J4, J5, J6, J7, J8, J9, J10, J11,
J12, K2, K3, K4, K5, K6, K7, K8, K10, K11 and K12, in L2(R) are essentially the same for their counterparts
in equations (5.9) and (5.10), in the proof of Theorem 1.7, so we omit the details of their estimates. Therefore,
from the assumption that φ = u(0) = u(t1), u(t2) ∈ Z˙5/2,5/2, equations (6.8), (6.9) and the estimates above, we
conclude that
R = K8 +K9
= 2µtD
1/2
ξ
(
χsgn(ξ)Fµ(t, ξ)∂ξφ̂(ξ)
)− ∫ t
0
D
1/2
ξ
(
2µ(t− t′) sgn(ξ)χFµ(t− t′, ξ)∂ξ ẑ(t′, ξ)
)
dt′, (6.10)
is a function in L2(R) at time t = t2. But
R = 2µtD
1/2
ξ
(
χsgn(ξ)Fµ(t, ξ)
(
∂ξφ̂(ξ) − ∂ξφ̂(0)
))
− 2µ
∫ t
0
D
1/2
ξ
(
(t− t′) sgn(ξ)χFµ(t− t′, ξ)
(
∂ξ
(
i
ξ
2
û ∗ û(t′, ξ)
)
− ∂ξ
(
i
ξ
2
û ∗ û(t′, 0)
)))
dt′
+ 2µtD
1/2
ξ
(
χsgn(ξ)Fµ(t, ξ)∂ξφ̂(0)
)
− 2µ
∫ t
0
(t− t′)D1/2ξ
(
sgn(ξ)χFµ(t− t′, ξ)∂ξ
(
i
ξ
2
û ∗ û(t′, 0)
))
dt′
= R1 +R2 +R3 +R4. (6.11)
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We argue like at the end of the proof of Theorem 3 in [11]. In this way, R1 and R2 are in L
2(R) and this implies
that (R3 +R4)(t2) ∈ L2(R). Also,
∂ξ
(
i
ξ
2
û ∗ û
)
(0) = −i
∫
xu∂xu dx =
i
2
‖u‖2,
and from the npBO equation we have
d
dt
∫
xu dx+
∫
x∂2xHu dx+
∫
xu∂xu dx+ µ
∫
x∂xHu dx+ µ
∫
x∂3xHu dx = 0, (6.12)
which shows that
d
dt
∫
xu dx− µ
∫
Hu dx = −
∫
xu∂xu dx =
1
2
‖u‖2, (6.13)
and hence
∂ξ
(
i
ξ
2
û ∗ û
)
(0) = i
d
dt
∫
xu dx ,
because Ĥu(0) = ∫ Hu dx = 0. Now, substituting this into R4 we have after integration by parts that
R4 = −2iµD1/2ξ
[
sgn(ξ)χ
∫ t
0
(t− t′)Fµ(t− t′, ξ)
( d
dt
∫
xu dx
)
dt′
]
= −2iµD1/2ξ
[
sgn(ξ)χ(t− t′)Fµ(t− t′, ξ)
(∫
xu dx
)∣∣∣∣t′=t
t′=0
+
+ sgn(ξ)χ
∫ t
0
Fµ(t− t′, ξ)
(∫
xu dx
)
dt′ + sgn(ξ)χ
∫ t
0
(t− t′)Fµ(t− t′, ξ)bµ(ξ)
(∫
xu dx
)
dt′
]
= S1 + S2 + S3. (6.14)
Since ∂ξφ̂(0) = −ix̂φ(0) = −i
∫
xφ(x) dx, then S1 = −R3. We observe that S3 in (6.14) belongs to L2(R),
therefore
S2 = −2iµD1/2ξ
(
sgn(ξ)χ
∫ t
0
Fµ(t− t′, ξ)
(∫
xu(x, t′) dx
)
dt′
)
is in L2(R) at time t = t2, and from Theorem 2.1 this is equivalent to have that
D1/2ξ
(
sgn(ξ)χ(ξ)
∫ t2
0
Fµ(t2 − t′, ξ)
(∫
xu(x, t′) dx
)
dt′
)
∈ L2(R), (6.15)
which from Proposition 3 in [11] implies that
∫ t2
0
(∫
xu(x, t′) dx
)
dt′ = 0 and hence
∫
xu(x, t) dx must be zero at
some time in (0, t2). We re-apply the same argument to conclude that
∫
xu(x, t) dx is again zero at some other
time in (t2, t3). Finally, identity (6.13) and the Fundamental Theorem of Calculus complete the proof of the
theorem.
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