Abstract-This paper investigates and solves the problem of frame bound ratio minimization for oversampled perfect reconstruction (PR) filter banks (FBs). For a given analysis PRFB, a finite dimensional convex optimization algorithm is derived to redesign the subband gain of each channel. The redesign minimizes the frame bound ratio of the FB while maintaining its original properties and performance. The obtained solution is precise without involving frequency domain approximation and can be applied to many practical problems in signal processing. The optimal solution is applied to subband noise suppression and tree structured FB gain optimization, resulting in deeper insights and novel solutions to these two general classes of problems and considerable performance improvement. Effectiveness of the optimal solution is demonstrated by extensive numerical examples.
I. INTRODUCTION

F
ILTER banks (FBs) play a crucial role in various applications, for example, subband coding, telecommunications, watermarking and parallel magnetic resonance imaging (pMRI) [1] - [7] . It has been well known that an oversampled perfect reconstruction (PR) FB with stable (but not necessarily causal) inverse implements a frame [8] - [10] . In the analysis and evaluation of frames, a key performance index of frames is the frame bound ratio, denoted , where and are respectively the upper and lower frame bounds satisfying . In different applications, the frame bound ratio characterizes important technical specifications. In subband coding and telecommunications, it determines the sensitivity (amplification) of the decoder/receiver to subband/channel noises and erasures [7] . In watermarking, it affects directly artifacts in the resulting image [5] . In pMRI, it indicates the sensitivity of J. Zhang is with the Department of Electrical and Computer Systems Engineering, Monash University, VIC3800, Australia (e-mail: jingxin.zhang@eng. monash.edu.au).
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Digital Object Identifier 10.1109/TSP. 2009.2028117 image reconstruction algorithm to the uncertainties of receiver coils and affects directly the quality of reconstructed images [6] . For a frame generated by an FB, is the minimum and optimum achievable frame bound ratio. At this ratio, the frame has maximal numerical stability and best meets the aforementioned technical specifications [2] , [11] , [12] . Because of these, paraunitary FBs with tight frame bound ratio are particularly popular and widely studied in the literature [4] , [9] . However, in many practical situations, including the aforementioned applications, paraunitary FBs are often unachievable. The best one can do is to design FBs with the frame bound ratio as close to 1 as possible.
In the practical design of FBs, it is common that the design specifications are given for each subband channel, such as frequency selectivity. On the other hand, the frame bound ratio is a global performance index affected by all subband channels. Therefore, a satisfactory design of each individual subband channel may not result in a desirable frame bound ratio of the overall FB. This problem was earlier dealt with in [13] , by preconditioning the Gabor frame operator, to improve the numerical condition of the approximation algorithm.
This paper investigates the problem of frame bound ratio minimization of oversampled PRFBs with prespecified subband channel peformance. It is partially based on our recent conference paper [14] and extends our result in [15] which is on reliable computation of the frame bound ratio of FBs. Our investigation is motivated by the fact that many practical FBs in operation were designed to meet subband specifications without fully considering the frame bound ratio as a global performance index. The objective is to minimize the frame bound ratio while maintaining the original PR and subband performance of given PRFBs. More specifically, for a given analysis FB that implements a frame, it will be shown that the frame bound ratio of the FB can be minimized by adjusting the gain of each subband filter. Because this adjustment does not change the filter frequency property, the original subband performance of the FB remains unchanged while its frame bound ratio is minimized. In addition to its own interest in frame theory, this gain optimization is practically important in various FB signal processing applications where the coefficients of subband filters have been specified to meet certain design specifications and may not be further altered except the filter gain.
For a given analysis FB, this paper will derive a numerically efficient algorithm to find the optimal subband gains. The theoretical tool used is the celebrated Kalman-Yakubovich-Popov (KYP) lemma [16] , [17] , while the numerical tool is the so-called linear matrix inequality (LMI) optimization [18] , [19] . Application of these tools are rendered by the state space representation and computation of the FBs, which result in precise numerical optimization and resolve the long standing To demonstrate the contribution of the obtained solution for the bound ratio minimization of FB frames, this paper further presents its applications to two classes of problems in signal processing, subband noise suppression and tree structured FB optimization. It will be shown that the applications of the frame bound ratio minimization can result in deeper insights and novel solutions to these two general classes of problems and considerable performance improvement.
The paper is organized as follows. Section II reviews some basic facts about frames, oversampled FBs, and state space models. Section III presents a formulation and solution for the frame bound ratio minimization problem of FBs by adjusting the gain of each subband filter. Section IV applies the obtained solution to the subband noise suppression problem, followed by its application to tree-structured FBs in Section V. Numerical examples are given in Section VI to demonstrate the effectiveness of the obtained results.
II. PRELIMINARIES
This section collects some important results on oversampled FBs from [10] . It also reviews the state-space computational method for analysis and design of frames generated by oversampled FBs. The readers are referred to [1] , [4] , [8] , [10] , and [20] for more details.
A. Oversampled PR FBs
Consider the -channel oversampled FB with decimation factor shown in Fig. 1 [21] .
B. Brief Review of Frame Theory
Define
In the frame literature, the set is called a shift-invariant system and is a frame for if there exist positive numbers such that
The and are called the lower and upper frame bounds of the frame, respectively. The dual frame of is the frame such that any has a convergent representation
Among all dual frames for which (2) holds, the one that has minimal norm is called the canonical dual frame and is given by where is the frame operator defined as If is a frame for then PR can always be achieved, and the synthesis FB providing PR corresponds to a dual frame of For an analysis FB with polyphase matrix recall the following result from [8] , [10] , and [12] .
Lemma 1: The analysis FB implements a frame if and only if its polyphase matrix has full column rank on the unit circle. Moreover, the lower and upper frame bounds of satisfy
where and denote the smallest and largest eigenvalues, respectively.
III. MINIMIZATION OF THE FRAME BOUND RATIO
This section presents a method to minimize the frame bound ratio for a given FB. Consider the following problem: Given an oversampled analysis FB with filters find real numbers which minimize the frame bound ratio of the new analysis FB consisting of subband filters . Define
For a given analysis oversampled FB the lower and upper frame bounds of the new FB are denoted as and , respectively. Then the frame bound ratio minimization problem can be stated as follows.
1) Problem 1:
For a given FB , find such that is minimized. The solution to this minimization problem is provided step by step in the following.
Lemma 2: For an oversampled analysis FB denote its polyphase matrix as . Then the polyphase matrix of the new FB is given by (6) where is given by (5).
Proof: It follows from direct computation that Therefore, [see the equation at the bottom of the page].
Combining Lemma 1 and Lemma 2, we obtain the following result.
Lemma 3: For the frame generated by where is given by (6). Lemma 4: Let be of full column rank on the unit circle. Then the following three optimization problems are equivalent:
(i)
(ii)
Proof: If is a solution to (i), then and are a solution to (ii). If is a solution to (ii), then it is a solution to (i) with and Further, if is a solution to (ii), then is also a solution to (iii) with .
The problems in Lemma 4 involve infinite dimensional optimization over the continuous variable An approximated solution can be found by sampling on a fine grid and then solving the finite dimensional optimization problem with the sampled data. Such an approximation method is presented in the literature [11] , [22] for computing the frame bounds. To obtain an accurate result, the sampling grid must be dense enough, which requires a tedious spectral computation of a large number of sampled matrices. Moreover, the approximation error cannot be quantified and predicted precisely before the sampling and
computation. As shown below, the above infinite dimensional optimization problem can be formulated as an equivalent finite dimensional convex optimization problem in terms of LMIs, for which effective numerical methods exist [18] , [19] . The key technique to the LMI formulation is the KYP lemma given in the sequel, which has been known as one of the most fundamental and useful tools in systems theory, network analysis and filter design [16] , [17] .
The following treatment of KYP lemma is from [16] , which presents an elementary proof using straightforward linear algebra and finite dimensional convexity theorem. For the current study and advanced results on KYP lemma, see [17] and references therein.
Lemma 5: Given , and with being controllable and for , there exists a Hermitian matrix such that the following two inequalities are equivalent:
The corresponding equivalence for strict inequalities holds even if is not controllable. With the above lemma, the following main result of this paper can be obtained.
Theorem 1: Assume that has the state space realization and is full-column rank for . The problem (ii) in Lemma 4 is equivalent to (12) subject to (13) (14) where and Proof: See Appendix A.1. Minimizing subject to the constraints (13) and (14) is a standard problem of linear objective optimization subject to LMI constraints, which can be readily computed by the interior-point algorithms implemented in MATLAB LMI solvers [18] , [19] . As summarized in the corollaries below, Theorem 1 also presents an alternative way to that in [15] for computing the frame bounds. (17) subject to (18) For any FB with polyphase , it forms a frame if and only if and in Corollaries 1 and 2 are finite positive real numbers. Therefore, these Corollaries can also be used to determine wether an FB forms a frame.
IV. SUBBAND NOISE SUPPRESSION BY CONSTRAINED FRAME BOUND RATIO MINIMIZATION
For the polyphase FB system in Fig. 2 , this section considers the subband noise suppression by constrained frame bound ratio minimization. To motivate the problem, consider that the FB system is subject to subband noises as shown in Fig. 3 . In the diagram, and are the blocked input and reconstructed signals, respectively, is the subband signal vector, and is the subband noise vector. The FB system in Fig. 3 is an abstraction of a wide range of application problems. For example, in subband coding/transmission [7] , and represent, respectively, the encoder/ transmitter and decoder/receiver and represents the noises due to quantization, transmission errors and channel losses (erasures); in pMRI [6] , and represent respectively the sensitivity functions of receiver coils and the image unfolding algorithm, and represents the noises arising from the uncertainties in receiver coil sensitivity functions and electronic circuitries.
For reconstruction performance and resilience to the subband noises, PR ( ) and oversampling ( ) are commonly required in these applications. For convenience of discussion, hereafter, the satisfying will be called PR . As analyzed in [6] and [7] and the references therein, the noise is in general a wide sense stationary (nonwhite) noise vector and often has unknown power spectrum density (PSD). Based on these facts, the analysis below assumes that and satisfy and satisfies the following assumption.
Assumption 1:
is a wide sense stationary noise vector with unknown PSD and finite variance (power)
Denote the reconstruction error. It follows from the PR condition that (20) The goal of subband noise suppression is to minimize the variance of given by (21) Because, for any satisfying Assumption 1, the variance is solely determined by and the solution for is not unique [10] , can be minimized by choosing, from all these solutions, an that attains minimal . As seen from (21), when the subband noise is white with known PSD , . In this special case, the parapseudo inverse of given in (1) is the optimal solution attaining the minimal because its norm is minimal among all the PR [10] . This is a result well known for a long time. However, for the more general subband noises as stated in Assumption 1, there has been no clear answer to the optimal PR in the literature. Theorem 2 below will show that the parapseudo inverse given in (1) is also an optimal solution for the nonwhite subband noises with unknown PSD . Theorem 2: Let and be the analysis and synthesis FBs satisfying the PR condition and subject to the subband noise . Then the following holds. i) For all satisfying Assumption 1, the variance of reconstruction error satisfies (22) where (23) is the upper frame bound of and is the variance of the worst case (largest possible) reconstruction error. ii) Among all the synthesis FBs satisfying , the parapseudo inverse of as given in (1) has the minimal upper frame bound given by (24) (25) (26) (27) and hence attains the minimal variance of the worst case reconstruction error (28) for all satisfying Assumption 1 and having the same variance . Proof: See Appendix A.2. Theorem 2 shows that for the nonwhite subband noise with unknown PSD, the optimal noise suppression strategy is to minimize the variance of the worst case reconstruction error, and its minima is attained when the parapseudo inverse of is used as the synthesis FB. Because is the lower frame bound of the analysis FB (confer Lemma 1), the minima may be further minimized if can be maximized. From (25) and (26), it appears that can be made sufficiently large by simply multiplying by a sufficiently large gain factor. This is, however, practically infeasible because it will increase equally the gain of each channel and may result in excessive output variance (power) of that violets physical and implementation constraints of the FB system. Therefore, the maximization of must satisfy the output variance constraint on the analysis FB . To precisely describe the constraint on , let and be the transform of and Then the variances of and can be written respectively as and
Without loss of generality, assume that and the gain of the analysis filter is constrained such that the variance of its output is bounded by a constant , i.e., . As shown in the lemma below, this constraint condition is equivalent to a constraint on the upper frame bound of . The proof of the lemma is omitted since it follows readily from using the above expressions of and and the same argument as that in the proof of Theorem 2 (i).
Lemma 6: Under the assumption the constraint condition for is equivalent to (29) With the results of Theorem 2 and Lemma 6, the main result on the subband noise suppression is given in the following theorem, which shows that the minimization of the reconstruction error due to the worst case noise is a direct application of Theorem 1 on the minimization of the frame bound ratio of the analysis FB. For clarity of presentation, the superscript is used hereafter to denote the optimized variables.
Theorem 3: Let and be the analysis and synthesis FBs subject to the subband noises and satisfying the PR condition and the constraint for . Then for all satisfying Assumption 1, the variance of the worst case reconstruction error can be minimized by maximizing , the lower frame bound of , subject to the constraint (29) . The optimal analysis FB thus obtained is (30) Fig. 4 . Three-level tree-structured filter bank. and the corresponding optimal synthesis FB is the parapseudo inverse of (31) which minimizes the variance of worst case reconstruction error to (32) where and are the solution for frame bound ratio minimization of given in Theorem 1. Proof: See Appendix A.3.
V. BOUND RATIO MINIMIZATION OF TREE-STRUCTURED FB FRAMES
Tree-structured filter banks have found extensive applications, especially in multiresolution signal and image analysis, decomposition and coding [1] , [4] , [23] - [25] . To start constructing a tree-structured FB, one procedure is to split the input signal into two subbands followed by decimation. This subband split is further applied to the decimated subband signals consecutively for a number of levels forming a tree-structured FB [4] , [26] . The block diagram of a three-level tree-structured FB [1] , [4] , [25] , [28] is shown in Fig. 4 to demonstrate the construction procedure and the structure of tree-structured FBs.
The tree-structured FB construction as described above has been popularly known and applied, but such a procedure has not taken into account evaluation and improvement of the frame bound ratio while extending the FB to higher tree levels. In fact, it has been noticed by researchers [26] , [27] that the frame bound ratio is not optimal for normalized FBs in which the subband filters have the equal gain. Moreover, it is shown in [26] that the frame bound ratio becomes larger when the FB is extended to a higher tree level. This implies that the subband gains need to be adjusted after an extension of the FB tree level in order to achieve more satisfactory FB performance. Because of these, optimizing the frame bound ratio of the tree-structured FBs designed by the conventional consecutive tree extension procedure is a practically meaningful and important problem. To our knowledge, so far there has been no method known for optimizing the frame bound ratio of tree-structured FBs. For simplicity and without loss of generality, this section considers the three-level tree-structured filter bank [1] , [4] , [25] , [28] shown in Fig. 4 , which has an equivalent block diagram realization shown in Fig. 5 . More general tree-structured FBs can be similarly analyzed without any difficulty. Define
Using the blocking technique [4] , [29] - [31] and the above definitions, the nonuniform FB given in Fig. 4 can be represented equivalently in the polyphase form , where Then the problem becomes finding , , and such that the frame bound ratio of is minimized. Note that the adjusting parameters are fewer than the rows of Corollary 3: Assume that has the state space realization and is full-column rank for . Then the optimal , , and that minimize the frame bound ratio of can be solved by the convex optimization (12) subject to (13) and (14), where , and is defined as (33) Proof: This is a direct result of Theorem 1 for a special given by (33) . Now consider the tree-structured oversampled FB shown in Fig. 6 [28] , where are gain factors to be computed. Similarly, by using the technique of blocking [4] , [29] - [31] , one can compute the equivalent polyphase representation , where and Then the problem becomes finding such that the frame bound ratio of is minimized. Again, this can be easily solved by Theorem 1 for . Before concluding this section, it is important to point out that Theorem 1 can be extended to any types of nonuniform tree structured FBs as long as their corresponding polyphase representation is obtainable, which is always possible using the technique of blocking. Once is obtained, Corollaries 1 and 2 can be used to check whether a nonuniform FB implements a frame and to compute the frame bounds if the answer is yes.
VI. NUMERICAL EXAMPLES
1) Example 1:
Through two simple case studies, this example will illustrate the essence of Theorems 1-3 and how their results on minimization of the frame bound ratio contribute to the improvement of numerical stability, computational efficiency and noise resilience of FB frames.
Consider the square matrix
where is a positive number, and its frame bound ratio in relation to . Note that is the square of the condition number of , and that is independent of , hence the supremum over is unnecessary for . As well known in matrix theory, the smaller the ratio , the better numerical stability to compute the (pseudo) inverse of . It is also well known [32] that for 2 2 constant matrices, the minimal is achieved when the norms of the two rows are equal. Thus, for this particular , gives the optimal and . Now let For this tall matrix , the same makes all rows having the same norm, but the corresponding is not the minimal . Direct computation shows that gives the minimal ratio For FB frames, is no longer a matrix but a transfer matrix depending on . Consider the biorthogonal FB Moulin 1-3 with and , where is a free gain factor. The polyphase matrix of this FB is
On the unit circle with , and its characteristic equation is . When , the norms of and are equal. Following the method in [11] , [24] , by griding over , the two eigenvalues of for this particular can be computed at each sampled point of and then plotted as shown in Fig. 7 . It can be seen from the plot that the largest and smallest eigenvalues are and respectively, hence the frame bound ratio at is . This procedure can be repeated for different to get the corresponding frame bound ratio as shown in the plot of Fig. 8 . As seen from the plot, the minimum is occurring at This shows that for a 2 2 polyphase matrix , the equal norms across its two rows is no longer a sufficient condition for minimal and it is necessary to search an optimal that minimizes .
The griding and searching approach used above works for small size . For large size containing many parameters, this brute approach is too tedious to perform and may fail to produce correct result. Contrary to this approach, Theorems 1 shows that there is no need to sample to find the frame bound ratio for a fixed and then sweep over 's to find the minimal . For has a state space realization where Using LMI solver, the optimization problem in Theorem 1 has a solution of and Note that which coincides with the solution using Fig. 8 . The computation results are shown in Table I , which also include the results for other examples of general biorthogonal FBs. Now investigate subband noise suppression using Theorems 1-3. Assume that the above Moulin 1-3 FB with is subject to subband noise as shown in Fig. 3 , and that and the constraint on is . As calculated above, for this FB, and . By Theorem 2 ii), the variance of the worst case reconstruction error is . As shown above, by applying Theorem 1 to this FB, the minimal can be attained. Therefore, according to (32) in Theorem 3, the variance of the worst case reconstruction error can be minimized to , the reduction of is about 3%. This example is only for explanation purpose. General examples of FBs with more channels, IIR filters and significant improvements in frame bound ratio and reconstruction error are given in Examples 2-5 below.
2) Example 2: Consider the real-valued oversampled FB with , and , and The frame bounds of this example were computed in [20] using the Ricatti equation method, and are recomputed here using Corollaries 1 and 2 for comparison.
The lower and upper frame bounds computed with Corollaries 1 and 2 are and , which coincide with those of [20] and yield the frame bound ratio Using Theorem 1, the frame bound ratio is minimized to by the following gain factors 
3) Example 3:
Consider the analysis oversampled lattice structure FB with given in [33] . The frame bounds computed with Corollaries 1 and 2 are and , yielding the frame bound ratio Using Theorem 2, the frame bound ratio is minimized to by the gain factors [see the equation at the bottom of the page].
4) Example 4:
In this example, the frame bound ratio of various biorthogonal FBs listed in [26] is first recomputed using Corollaries 1 and 2, and then minimized by adjusting the gains according to Theorem 1. Results are shown in Table I . For the original source of these FBs, the reader is referred to the references in [26] . Some biorthogonal FBs listed in [26] are not included here because of unavailability of the filter coefficients in the literature.
As seen from Table I , the frame bound ratio coincides with the data in [26] . Compared to , the improvement of is not significant. This is because all the FBs are critically sampled. If we consider the two-channel nonsubsampled FBs as in Section IV of [8] , the improvement, which is shown in Table II , is quite significant.
5) Example 5:
This example considers the three-level treestructured FBs generated by biorthogonal filter pairs [1] , [25] , [26] , [28] . Table III gives the results for the critically sampled FB shown in Fig. 3 . It can be seen that the frame bound ratio computed with Corollaries 1 and 2 coincides with the data in [26] . For larger the improvement of achieved by using Corollary 3 is greater, but for smaller the improvement of is not so significant. Table IV gives the results for the tree-structured oversampled FB shown in Fig. 5 . In this case, the is much smaller than , which suggests another advantage of oversampled FBs.
Remark 1: Note that in Table II , for nonsubsampled Moulin 1-3 FB. This is because that for this FB and its downsampling rate is 1, hence is a scalar function of instead of a matrix. The solution is optimal that makes full use of the best channel to output subband signal. Similarly, for oversampled Table IV , the optimal solution makes full use of the best channels and to output subband signals.
VII. CONCLUDING REMARKS
This paper is motivated by the importance of the frame bound ratio to the FB performance and the fact that many practical FBs were designed to meet subband specifications without fully accounting for the frame bound ratio as a global system performance index. It has investigated and solved the frame bound ratio minimization problem for oversampled PRFBs. Using KYP lemma, an LMI based optimization algorithm is presented to optimize the gain of each subband filter such that the frame bound ratio is minimal. With the state space representation and formulation, the obtained results can provide precise computation of the subband gains.
In addition to the theoretical contribution, the solution to the FB subband gain optimization and frame bound ratio minimization is practically significant and can be applied to various application problems. Particularly in this paper, it has been applied to two classes of important application problems: constrained subband noise suppression and tree structured FB optimization. These applications have resulted in deeper insights and novel solutions to these problems and considerable improvement of the system performance. Extensive examples have been given to demonstrate the effectiveness of the results. 
A.3 Proof of Theorem 3:
Proof: It has been shown in Theorem 2 that for a given , its parapseudo inverse attains the minimal variance of the worst case reconstruction error . Thus, maximizing , the lower frame bound of , subject to the constraint (29) will minimize while keeping the output variance of bounded. By Lemma 4 and Theorem 1, maximizing for is equivalent to minimizing the frame bound ratio of , and the minimization can be achieved by the optimization (12) subject to (13) and (14) . Let and be the solution to the optimization (12) subject to (13) and (14) . Then, as shown in the proof of Lemma 4,  is the optimal solution with the upper frame bound and the maximized lower frame bound . The analysis FB is therefore the optimal solution that satisfies the constraint (29) 
