Geographical knowledge resources or gazetteers that are enriched with local information have the potential to add geographic precision to information retrieval. We have identified sources of novel local gazetteer entries in crowd-sourced OpenStreetMap and Wikimapia geotags that include geo-coordinates. We created a fuzzy match algorithm using machine learning (SVM) that checks both for approximate spelling and approximate geocoding in order to find duplicates between the crowd-sourced tags and the gazetteer in effort to absorb those tags that are novel. For each crowd-sourced tag, our algorithm generates candidate matches from the gazetteer and then ranks those candidates based on word form or geographical relations between each tag and gazetteer candidate. We compared a baseline of edit distance for candidate ranking to an SVM-trained candidate ranking model on a city level location tag match task. Experiment results show that the SVM greatly outperforms the baseline.
INTRODUCTION
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Our research questions
a. How do different sources of local geographic information compare? We considered OpenStreetMap and Wikimapia. b. Can we compare mined local geographic information to the gazetteer such as to allow approximate matching in name spelling and in spatial coordinates?
Others' approach: sources of local entries Fundamentally, gazetteer entries contain place name and geographic footprint. 1 A number of sources have been used for gazetteer entries, including from paper maps, systematic on-site collection, data mining of government, postal or tourist websites, or volunteered geographic information sites.
Authoritative toponyms and corresponding coordinates are atlas indexes or national gazetteers, or paper maps that had been digitized.
But scanning from digitized map graphics is complicated by image compression and in many maps, text labels overlap with each other or with other map features and so are unreadable [6] . Nonetheless, substantial work has been done in what is called georeferencing legacy content from maps, to create crosswalks between cartographic and digital media. The National Geographic Maps' database is one such effort [4] .
Toponyms have been collected manually by organizations such as the United Nations Groups of Experts on Geographic Names, and systematically at local scale by Courage Services, a U.S. company that provides cultural and geographic research. 2 1 Additional attributes per entry might be alternate or colloquial names in the original language (endonyms), and the same name in other languages (exonyms), place population, and spatial hierarchy (city, country).
Volunteered Geographic Information is a promising vernacular source of geographic, in contrast to the more authoritative, official sources [12] , [9] , [14] .
Many crowd-shared resources such as Wikipedia, Wikimapia and YouTube include geographical metadata. Souza et al. collected local references for Brazil from a national mapping agency [30] , the postal company and some local government institutions, but even that was insufficient, so they included tourist websites.
Others have mined places with their geographical extent from web pages [3] , or mined places and determined their geographical extent from references such as postal code [32] , or through a specially made tool such as the Jeocrowd to search user-generated data sets [19] . Others have asked users to help generate place names by setting up a separate web platform and asking people to add place names directly [31] , or asking users to photograph every kilometer of the earth's surface and mine the place name tags indirectly, in the Geograph project 3 .
We restrict our attention to resources that include geographical coordinates as well as well as place names, harvesting example tags from Chennai, India from OpenStreetMap and Wikimapia. 4 Others' approach: gazetteer creation and merge Beard [2] outlines characteristics of a gazetteer based on Volunteered Geographic Information. Peng et al. [24] describe an architecture for a digital gazetteer that accepts place names from Web 2.0 sources. Kessler, Janowicz, Bishr et al. [18] proposed that the next generation gazetteer be built on a "wiki" model so that all entries are user-generated. Their suggestions for a next generation gazetteer infrastructure, such as the ability to harvest place names in blog posts and the ability to align new data with existing data is appealing. That is in essence the infrastructure we have built, although we prefer to retain the existing gazetteer with core toponyms hand-generated by experts.
Current methods build or augment gazetteers automatically by mining the web [26] , [11] , [8] . Others have experimented with gazetteer building by using social network sources [17] , [20] . Work has even been done in the field of geo-tagged social media [28] . Our aim is not to try to mine a large number of geographical information sources, as did [25] . Nor is the aim of this research to build a comprehensive gazetteer resource, as did [22] and [1] . Our aim is to extract and compare the place names with a gazetteer, as did [19] . We determine the novelty of each entry for the purpose of integration into a gazetteer, as did [17] , although the Kessler team did not consider the spatial precision of each extracted geo-tag. Gazetteer enrichment and evaluation work has been performed by [26] , [25] .
Others' approach: gazetteer merge and fuzzy match
We enrich an existing gazetteer rather than build our own, so as to retain the core, hand-generated, high quality entries. Our research is therefore also in distinguishing between what mined entries are the same and what are different from the current gazetteer. Satisfaction of match between gazetteer entry and toponym has leaned on name spelling, feature type (park, plaza, etc.), and spatial relationship [33] and semantic relations similarity and temporal footprint [23] .
Our fuzzy match algorithm uses spatial constraints and allows some semantic ambiguity, as does the lingual location search algorithm of [15] . The JRC Fuzzy gazetteer is fuzzy in semantic search [16] . How to merge the newly-found information with the existing information has been considered by [23] , [29] , [5] .
Examples of merge problems are that the same place may have entirely different names, or different accepted spellings, or spatial relations between places might be unclear [21] .
Martins [23] has the same objective of duplicate detection for a gazetteer as we do, and also uses SVM as well as alternating decision trees. His accuracy is quite high. Our data sets are different, however, so comparing our results would be misleading. Our method differs from Martins' in that we automatically generate pairs while Martins has manually generated pairs and classifies them automatically.
User geo-coded data
We opted for mining toponyms and coordinates from Web 2.0 mapping applications for the sake of efficiency since tags are clustered in and practicality. OpenStreetMap, which started in London and evaluated in London [13] and found to be within about 6 m of the position recorded by the Ordnance Survey, which is considered to have higher overall quality.
The tags are added to continually, and occasionally updated by others in some applications such as OpenStreetMap, makes them useful, despite the lack of authoritative sponsor. The volume of data may compensate for reliability that we could count on from a more authoritative source, such as a map issued by a federal government. That more people have reviewed the information to add to reliability has been called Linus's Law, after Linus Torvalds, on the principle of open source software [7] . 
Tag quality
We are more assured of tag quality when the tags are duplicated between geographic applications. Table 2 gives example tags from associated with Chennai.
Tag geographic coordinates
Schockaert [27] allows that spatial boundaries for some place names may be vague. Tag coordinates from our OpenStreetMap and Wikimapia data might be associated with a spot that is not necessarily that region's geographical center. Moreover, user interfaces from these two applications also introduce imprecision. The input mode for geographic coordinates for OpenStreetMap and Wikimapia is similar in that both provide a map base on which the user marks places. For accepted values, we used Google Maps rather than GeoNames. This was the result of a conversation with Mark Wick, the founder of GeoNames. 5 To verify that GoogleMaps was complete enough for an experiment, we compared a random sample of 100 Chennai tags from OpenStreetMap and Wikimapia to entries in Google Maps. 6 We found that 97% were in Google Maps.
To test for geographical accuracy, we randomly selected 100 valid Chennai tags from OpenStreetMap and Wikimapia and compared their coordinates to those in GoogleMaps and also to GeoNames. Surprisingly, we have that not only does OpenStreetMap have a much higher accuracy than does Wikimapia, it also has a higher accuracy than GeoNames in comparison to the Google Maps geocoordinates for those same places ( Fig. 1 ).
Are the OpenStreetMap coordinates accurate enough for a cityscale map? At 1:24,000 scale, which is city scale, 1/50th of an inch is 40 feet (12.2 meters), which is considered acceptable accuracy. 7 The Fig. 1 An alternative to obtain more precise locations would be to mine addresses with street names, cities and zip codes, as did [11] . However, these addresses will not be rich in vernacular names, as are the sources we use for our study. Figure 1 shows the N/S and E/W error in feet for 100 randomly-chosen tags for each of our Web 2.0 sites, and from our GeoNames gazetteer in comparison GoogleMaps
METHOD 3.1 Fuzzy-duplicate detect method and data
The objective of the algorithm is to determine duplication among place name, geo-coordinate matches. Our proposed method finds duplicates among the crowd-sourced data first. Duplicates here are confirmation of reliability, and help to reduce noise. Our method then looks for duplicates between crowd-sourced data and the gazetteer to determine which are novel. The algorithm accounts for the expected user-generated variety in spelling and imprecision in geo-coding in determining whether any two entries match.
Fuzzy duplicate detect architecture
Fig. 2 charts our experimental system for fuzzy duplicate detection. The algorithm uses Lucene to index the gazetteer. 8 We created the features manually, although statistical feature selection methods such as the Lasso regression could be used alternatively.
Before constructing the query, we check the synonym set to see whether similar entries can be made. Then a query is made from the original word form, its bi-gram, tri-gram, and its geocoordinates. A related query is generated from the word with any synonyms. The weights for the features are determined by a Support Vector Machine process which uses a Support Vector Regression method. 9 This is labeled in Fig  2 as "learning weights for the query".
Two separate post-processing pipelines in Fig 2 are labeled "baseline" and "advanced". The baseline pipeline is language independent. Even for languages in which there is no training data-and so cannot use the advanced pipeline-we will be able to get reasonable results from the baseline. 9 We used the LibSVM package, in August 2013 at http://www.csie.ntu.edu.tw/~cjllin/libsvm The output for the baseline is categorized based on the confidence value generated as match (high confidence value), guess match (fairly high confidence), similar (some confidence) and non-match (low confidence). The confidence levels defining the categories were set by experimentation. The output for the advanced SVM method is either a match or not. Those geo-tags which do not match with the gazetteer become novel entries.
The outputs from baseline are "match", "guess match", "similar" and "no match (with or without containment)", with the matches from the baseline in the "similar" category given to a human curator to judge. The matches generated by the Advanced SVM are just match or no match.
Overview of the procedure
1. We pre-process the data before running the algorithm. Preprocessing consists of changing all characters in the data and also in the gazetteer to lower case, removing the punctuation, and de-accenting the characters. Then we tokenize, and then run the match algorithm over the data. The algorithm originated in a mis-spell algorithm which aims to find the best candidate for a mis-spelled word (described in [10] ). 2. We added the ability to consider matches only within a certain geographic range (here, we used a -0.5 and 0.5 latitude and -0.5 and 0.5 longitude). This could be refined later by adding the latitude of the city, and also the population density (so that a rural area might have a wider buffer, for example). 3. We ran the fuzzy match algorithm over the extracted Web 2.0 data, with the GeoNames as the gazetteer lookup. a. We generated exact matches if the word is exactly matched with a candidate in the gazetteer. b. We generated partial string matches [example:
Adambakkam Police Station in the Web 2.0 data is a partial match with Adambakkam in GeoNames]. If the relationship shows one is a part of the other, output as "containment". These contained places do not match with any in the gazetteer. c. A manually-generated knowledge base helps reduce the mis-match caused by synonyms that are semantically related by formally different, such as brook and stream. If a word in the entry is contained in the synonym dictionary, we use each synonym word to form different queries for the entry. d. We constructed a weighted feature query to search the gazetteer. The weights are generated by training an SVM using the tagged data. (The tagged data consists of string pairs and match or non-match tags). The features used to train the SVM are consistent with the features used to construct the query, which are bigram, trigram and complete word form. Weights are generated from the SVM. e. Candidates are generated by selecting the top 10 results generated by the Lucene ranking algorithm, which uses an optimized tf-idf ranking algorithm. We experimented with the top 3 results, but decided to use the top 10 results as candidates to increase recall. f. We use two methods to rank the gazetteer candidates (1) edit distance as the baseline method, and (2) candidate reranking with SVM. o Our baseline method re-ranks match candidates using pure string similarity (edit distance)
Our confidence values are therefore between [0, 1]. The thresholds for the confidence values were determined experimentally, and are somewhat data-dependent. This is necessary because there are too many entries to examine by the classifier. This step acts as a pre- Figure 2 . Chart of major steps in our experimental procedure to arrive at a fuzzy match algorithm selection for potential matches. The algorithm outputs only those candidates within threshold to reduce the load for manual curation (candidates marked "similar").
o For the SVM candidate re-ranking method, we check whether every query tag and gazetteer candidate produced by the baseline result is an actual match, which is done by classifying each query-candidate pair as match or no-match with a probability given by SVM. We rank the match candidates in descending order, and output only the one with the highest probability.   1 edit distance target string length d  g. Attach words from the geo-spatial hierarchy (example: province, country) to entries as preparation for inclusion in the gazetteer. h. Generate a new ID if the entry does not yet exist in GeoNames. 4. Manually determine for the baseline method whether tags in the "Similar" category are matches actually, whereas the SVM does not need this step. 10 5. For all manually-verified novel entries, add Country, Province/State, City (from bounding box used to extract data). All instances of containment count as new entries if the entry is more specific than an existing gazetteer candidate.
SVM for query weighting and candidate re-ranking
Both the query weighting step and candidate re-ranking step require SVM training. These steps correspond to the two left most sub-process in Figure 2 . The query weighting step uses SVM to help determine the weights of the query features (see section 3.3 step 3d), whereas candidate re-ranking uses a wider feature set to re-rank the candidates using classification.
SVM Features for query weighting.
The query is the extracted geo-tag. The features for query weighting reflect characteristics of those geo-tags:
This represents the number of the words that are matched in both the geo-tag and the candidate, divided by the number of words in the geo-tag. Each of these features aggregates numerous terms in the feature vector for the query. To determine weights for the terms, we borrowed the notion of "long query problem" from ad hoc information retrieval. One of the ways to solve the problem is to learn the importance of the term for a specific query term vector. However, in our problem, we want to figure out the weight for each group of terms instead of for a specific single words, bigram or trigram. So we learn through the SVM the weight of F1 F2 and F3, which helps determine the weights for words, bigrams, and trigrams.
The training data includes 160 location phrases selected randomly from the Chennai OpenStreetMap and Wikimapia data. We used the pipeline on the right-hand side of Figure 2 (without SVM) to generate the candidates and manually tag each pair as match or not. We train the SVM regression model on this data to figure out the coefficients for F 1 , F 2 , F 3. The coefficients are used to generate weights in the query (See Table 3 ). The coefficients show that the bigram feature is most helpful in finding a match between candidate term and gazetteer term. The bigram works better than the word or trigram matching because it is more tolerant of spelling errors, while it preserves the character order.
SVM for candidate re-ranking
We use the query weighting features along with these additional features to train the SVM model for re-ranking gazetteer candidates generated from step (f) in section 3.3. Treats matching as a string between letters at the beginning of the geo-tag and beginning of the gazetteer candidate, and finds the longest string match counting from the first character.
F 5 = average head-matching proportion of geo-tag and candidate
Here we tokenize a geo-tag phrase into words first, and then for each word, we find the longest head-matching length among all the words in the candidate, and normalize with word length. Finally we take the average among the normalized headmatching scores. Soundex is an algorithm that uses phonetics (sound in speech) to aid in matching. F9 is used to address the vowel mismatch problem. In Indian English, lots of the places use "oo" instead of "u", and "th" instead of "tt". We use soundex to map those into the same numerical value, to find the equivalence of the sounds.
Evaluation
For the baseline method, we randomly selected 200 geo-tags from OpenStreetMap and Wikimapia. Each entry consists of a location word or phrase plus latitude and longitude, presumably of its centroid. There are four types of output from the baseline: Match, Guess match, Similar, No match. Examples of each are in Table 4 , as are the features that we inferred from these and other instances. The algorithm finds a gazetteer match for every tag. The "no match" decision is based on a poor gazetteer match with a given tag.
We calculated precision and recall for the baseline method for 200 randomly-selected tags from the OpenStreetMap and Wikimapia Chennai data. If the fuzzy match algorithm found a match with the GeoNames that it should have found, we considered precision to be correct. We did not count instances of "guess match" and "similar" in our evaluation because there will be a person to judge these. For the baseline, our precision = .920, recall .830, and F1=.875.
From this 200-tag sample, 88.5% are non-matches, that is, novel entries to be added to the gazetteer. Of these, 14% represent containment (a subset of entries already in the gazetteer), and 74.5% are entirely novel. For the Advanced SVM classification method, we used 1768 geotag/candidate pairs, which contains 65 containment (these will be no matches), 69 matches, and 1634 no matches. Table 5 shows that the features outlined in section 3.4 are effectively encoded in SVM with the RBF kernel. We can see in Table 5 that the RBF kernel surpasses the linear kernel in the overall F1 statistic, however, the linear kernel gives a higher recall. This recall is important because if there is a duplicate in the gazetteer, we do not want to add a separate, repetitive entry.
The containment category is high enough if we use RBF kernel to substitute for the high accuracy heuristics in practical system. For the no match category, the accuracy is high because unmatched training pairs dominate the training data.
We compared different feature combinations for the candidate reranking SVM in Table 6 to test the effectiveness of the separate features. Table 6 shows that the features outlined in section 3.4, as added one by one, improve our overall system performance, as shown in the F1 value. First, we used the features for the query-weighting only. Although the overall accuracy is high, there is not enough information to accurately distinguish the match from the no match. What makes things worse is that containment is not recognized. In order to address this problem, we added containment feature F8 to the model, which greatly boosted the accuracy for containment. F9 soundex feature is used to alleviate the mis-match problem introduced by transliteration error. Next we added edit distance feature F7, and the score did not seem to improve much. The same was the case for distance feature F6. We tried the head matching features F4 and F5 which boosted the score a lot for the matches and a little bit for containment and no matches. Finally, we add all the features together, and got the highest F1 statistic.
To conclude, using all the features combined, our candidate reranking SVM achieves higher F1 statistic than the edit distance baseline. The SVM method alone could be used as an automatic gazetteer expansion method.
DISCUSSION
The number of novel matches between the extracted geo-tag set and the gazetteer demonstrate the utility of Volunteered Geographic Information for gazetteer enrichment, our research question 1. Our scores demonstrate the effectiveness of our feature set and the SVM with an RBF kernel in declaring whether a geo-tag is a match with the gazetteer, research question 2.
Our algorithm uses two features which we have not found in similar research. We use the head matching, average head matching, and Soundex features. These help us to increase our F1, as shown in Table 6 . Our nine feature advance method to automatically generate potential gazetteer matches allows the system to generate candidates of potentially higher relevance, so there is a higher possibility that we will find the correct match. This serves to increase recall.
Preliminary experiments with Arabic geo-tags using our baseline method gave results that are acceptable. This is because the baseline rests upon editing distance, and editing distance uses string similarity which is language independent.
Our evaluation could be reproduced by downloading a set of geotags (location name + geo-coordinates) for Chennai or another city from either or both of OpenStreetMap and Wikimapia, and running the tags through our fuzzy match algorithm. 
FUTURE ALGORITHM RESEARCH
Scale-up of this procedure would require automatic downloading of the geo-tags from geocrowd sources. For a range of languages, we could use the baseline method and give the "similar" results to a person to decide whether the pair constitute a match. Or we could use the advanced method with SVM, which would require training data and a Soundex implementation for each language.
Many steps performed manually for these experiments could be automated in future. Here, we manually removed noisy tags (see "danny thesis" tag in Table  2 , for example) for these experiments.
In the future, geo-tags that have no obvious match could be sent to Google Maps first for preliminary filtering for quality. And for data that must be sent to a person for final judgment, we could make the curation task faster and easier by visualizing geo-tags on a map, so that a person can verify the geo-coding to some extent, and make changes to the crowd-sourced data if required. To determine which matches generated by the advanced method might be uncertain, we will add a confidence value.
We used a small knowledge base to find semantic parallels (brook and creek, for example.) We anticipate that a wider knowledge base would improve recall further. An English-language geospatial ontology would improve place name matching when a feature is part of a name, and facilitate feature matching. The GeoNames feature codes are not extensive, 12 nor are interrelations among the features provided (such as the fact that a hill is a small mountain). Both features and training data for a machine learning algorithm would be easy to extract from Open Street Map. And we would have training data for many languages. Wikipedia and OpenStreetMap include tag categories (see Table 1 ) so that we can know whether the geo-coordinates represent a spatial point or a region centroid.
The GeoNames gazetteer has an RDF representation which opens options for semantic linking and obtaining additional attribute and alternate geometry information. Research would entail attaching 11 As of October 7, 2013 at https://github.com/geoparser/geolocator/tree/master/geolocator/src/edu/cmu/geoparser/nlp/spelling. Fuzzy match file in the package is called LearningToRankDictionaryMatching.java 12 http://www.geonames.org/export/codes.html polygons to toponyms so that the new entries could be used in Geographic Information Systems.
SUMMARY
The gazetteer is a core of geographic information retrieval, and having more entries will serve to improve recall, as long as precision does not suffer with more false positives. Collecting smaller-scale location names, city by city, all over the world is time-consuming, and so automatic means for gazetteer enrichment are critical. This paper experiments with both potential sources of crowd-sourced geo-tags and a method to determine whether each tag is a duplicate or novel for the gazetteer.
Of OpenStreetMap and Wikimapia, the OpenStreetMap tags were more geographically accurate and plentiful for our sample city, Chennai, India. If we consider GoogleMaps a standard for relative geographical accuracy, however, even the OpenStreetMap places are not precise enough for city-scale mapping for most applications.
These downloaded, crowd-sourced Chennai geo-tags became data for our fuzzy match algorithm to determine whether the places were already in the gazetteer or whether they would be new entries. We found that 88.5% of the tags were novel, suggesting that OpenStreetMap and Wikimapia would make good sources for gazetteer enrichment. Tests should be expanded to many other cities.
Our fuzzy match duplicate detect algorithm has both a languageindependent baseline method with an F1 of .875 and a better performing machine learning pipeline with an F1 of .894 for the same geo-data. The machine learning pipeline, however, requires training data and a Soundex implementation for the language of the place names. Even so, results demonstrate that our fuzzy match algorithm could be considered fundamental infrastructure for automatic gazetteer enrichment.
