Abstract
Introduction
In order to enter data into computer, besides the way of using the keyboard, in many tasks, the natural way of handwriting is still preferable. For example, handwriting is probably the most effective data entry method for Personal Digital Assistants (PDAs) because their small size would not allow full sized keyboards or even not any keyboard at all. Another example is entering data in some natural languages containing a very large number of symbols like Chinese (3-5000 characters) [14] , Kanji and Arabic. Keyboard entry in this case is even a more difficult task.
Nevertheless, handwriting character recognition is not a trivial task for computer. Many types of problems with within handwriting recognition are posed to the research community based on how the data is presented to the recognition system, whether the recognition is writer-dependent or writer-independent, and so on. Instead of trying to solve all the problems, a smart handwriting recognition system would focus on a subset of them [6, 16, 17] .
Based on the presentation of the input, handwriting recognition can be divided into two classes: offline and online [15] . The input in offline handwriting recognition is in the form of scanned image of the paper document while the input in online handwriting recognition is a number of strokes which are captured as being written with special equipment such as digitizing tablet. Each stroke is a sequence of sampling points at equally spaced time intervals. The strokes of online handwriting data can be used to build an input of scanned image that can be used with offline recognition techniques, e.g. [17] . However, the main advantage of online handwritten data over offline data is the availability of stroke segmentation and order of writing. Utilizing this information rather than static image only can obtain higher recognition rate [2, 3, 11 ].
An approach of utilizing stroke segmentation is to use fuzzy geometric representation for online isolated character recognition [9, 12] . The representation is obtained with a stroke decomposition approximated by a sequence of circular arcs, as described in [10] . The representation is then improved by Gagne and Parizeau with Genetic Programming to obtain higher recognition rate [6] . Another approach is to transform the dynamic information of online handwriting data into a representative set of mutually independent features. Polyakov and Ryleev [13] have combined Cosine Descriptors with iterative transformation reparameterization to provide an efficient way of representing a single stroke of online handwritten data by a vector of just a small number of features. The vector is called Optimized Cosine Descriptor (OCD), which represents one type of feature set usable for recognition. This representation, however, is not completely ready for recognition. Many characters are actually not written in a single stroke but in several ones. Only one stroke among several strokes of a character is not enough to recognize the character. One can try to recognize each stroke by supervised or unsupervised learning then to recognize each character by matching the recognized strokes with different possible combinations of strokes making up that character [4, 5] . This is not an effective approach as recognition errors appear twice and cumulatively.
In this paper, we extend the method proposed in [13] to represent multiple strokes of a character together in a single set of features using cosine transformation. Using this representation, we have developed an online writerindependent character recognition system with MultiLayer Perceptron (MLP) classifiers, one classifier for each single character. We have tested our system on Section 1a (isolated digits) of the Unipen data set [7] and have obtained very competitive results.
The rest of the paper is structured as follows. Section 2 describes how to obtain cosine representation of online handwritten data. We then present our recognition system in Section 3. Some experiments and results are presented in Section 4.
Cosine Representation of Online Handwritten Data
It is wide known that recognition in general can be achieved effectively with the use of a small representative set of mutually independent features. Polyakov and Ryleev [13] have combined Cosine Descriptors with iterative transformation reparameterization to provide an efficient way of representing a single stroke of online handwritten data by a vector of just a small number of features. The vector is called Optimized Cosine Descriptor (OCD), which represents one type of feature set usable for recognition. The process consists of two main steps. At the first step, the raw representation of handwritten characters is converted into a set of Cosine coefficients (OCDs) with Discrete Cosine Transformation [1] . At the second step, the set of OCD is processed to obtain invariance to scale, translation and rotation of the object, and to position of the point used to start the tracing.
A single stroke of online handwritten data is a sequence of time-sampling points. The transformation of this stroke starts with an initial parameterization which is obtained by re-sampling the stroke with a fixed number of sampling points and equivalent distances:
where the first point coincides with the starting vertex of the stroke, and the N-th point coincides with the ending vertex of the stroke. The initial parametric representation is then transformed into the frequency domain to obtain an initial Cosine representation, which is a set of cosine coefficients (F k ,G k ): Higher order coefficients of the Cosine representation are attenuated in accordance with a predetermined order of approximation. Inverse transformation of the resulting attenuated Cosine representation provides an approximation of the initial stroke {x n ,y n }:
The approximated stroke is then reparameterized, normalized and applied to the original stroke to obtain a successor parametric representation which is converted to the frequency domain to obtain a successor Cosine descriptor representation which is also object to attenuation. The iteration continues until approximation of the source polygon meet the predetermined goodness-of-fit or convergence criterion. The final attenuated Cosine set representation is then truncated in accordance with a predetermined order of approximation and serves as the descriptor set for recognition. Figure 1 shows an example of a stroke of digit 0 and its approximate stroke by 16-point inverse DCT of the final Cosine representation. The representation proposed by Polyakov and Ryleev [13] , however, is still not ready for recognition. As many characters are written in several strokes, any stroke among those cannot represent the character. Recognizing each stroke then the whole character by matching the recognized strokes with templates might not be an effective approach as recognition errors appear twice and cumulatively.
We now present how we obtain the cosine representation of all strokes of a character together in a single set of features. Instead of dealing with each stroke of a character, we consider all strokes of a character in their written order as a single sequence of points. All the sampling processes now are similar to what are described above except one additional rule. That is both starting and ending vertices of all strokes must coincide with sampling points. The repara- meterization process must is also performed following this rule.
The sampling points of multiple strokes during parameterization now looks like:
where M is the number of strokes; and Figure 2 shows an example of digit 4 written with two strokes and their approximate strokes by 16-point inverse DCT of a single cosine feature set. As can be seen from the figure, only a single feature set of multiple strokes together of a character can still represent correctly the character.
Our recognition system
Our recognition system consists of multiple classifiers, one classifier for each single character. The purpose of this section is not to present a comprehensive and complete recognition system but rather a system for experimenting the use of cosine representation in online handwriting recognition.
Each classifier of the system is designed to accept the associated character by producing high output and reject other characters by producing low output. Each classifier is a Multi-Layer Perceptron (MLP) Network and is trained with standard on-line back-propagation and momentum [8] . The decision strategy is simply to classify data according to the maximum output from the classifiers.
We have also tried to build our recognition with only one single classifier with multiple output nodes, each output node corresponding to a character. However, the result is not as good as using multiple classifiers.
Experiments and Results
We have conducted experiments on Section 1a (isolated digits) of the Unipen data set [7] . The set contains 15953 digit samples. This is a very difficult set with many bad samples. Figure 3 shows some bad samples that are misrecognized by our system. These samples are even hard for human being to recognize correctly.
We randomly divide the data set into three sets: a training set containing about 7000 samples, a validation set of about 3000 samples and a test set of 5300 samples. We train each classifier with the whole training set, with the target of 0.99 for the samples intended for the associated digit (accept), and with the target of 0.01 for the samples intended for other digits (reject). The learning rate and momentum are fixed respectively at 0.1 and 0.20. We use early stop technique with validation set to give the classifier the generalization ability.
After many experiments, we found that a single hidden layer of 20 neurons for each MLP classifier gives the best result. The best results are also obtained with the DCT order of 8 and sampling size of 16 for the cosine transformation process. Table 1 summarize the results of our experiments. We have obtained the highest recognition rate of 96.01 for all digits, and the average recognition rate of 95.77 for all digits. This is a competitive result, which proves the efficiency of using cosine representation of online handwritten data in recognition. 
Conclusion
In this paper, we have proposed a method for representing multiple strokes of an online handwritten character in a single set of features using cosine transformation. Using this representation, we have developed an online writerindependent character recognition system with MultiLayer Perceptron (MLP) classifiers. We have tested our system on Section 1a (isolated digits) of the Unipen data set [7] and have obtained an average recognition rate of 95.77%, which is a very competitive result. The result has shown the efficiency of using cosine representation of online handwritten data in recognition.
In the future, we intend to test our method with other sets of sample such as isolated characters. We also want to try the cosine representation with other types of classifier such as Genetic Programming (GP) classifiers.
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