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Energy has increasingly become an immediate global concern. Energy recovery via 
heat integration is a long established practice in the chemical industry and scopes 
exist for improving the overall heat exchanger network (HEN) design performance. 
This work identifies several critical synthesis issues of direct practical relevance to 
heat exchanger network synthesis (HENS) problems and demonstrates the application 
of advanced modeling and optimization techniques for economical design. Specific 
focus is given to non-isothermal mixing, novel superstructures and models, and 
efficient optimization algorithm for simultaneous synthesis of HENs.  
First, a mixed-integer nonlinear programming (MINLP) model is introduced for 
HENS using a stagewise superstructure. While much mathematical programming 
based work employs the assumption of isothermal mixing that may miss potentially 
better network, novel and improved temperature bounds and logical constraints are 
proposed to incorporate non-isothermal mixing. Solving several examples, this 
approach finds superior networks compared to those known in the literature. 
Furthermore, exact approaches for handling log-mean temperature difference (LMTD) 
without numerical difficulty are presented and compared with the known LMTD 
approximations. The application of including the stage bypass variables and 
constraints is also demonstrated to improve solution quality and efficiency.  
Second, a new superstructure and corresponding MINLP formulations are 
proposed for simultaneous HENS. The multistage superstructure combines the 
strengths of existing superstructures and allows cross flows, cyclic matching, series 





network configurations that the existing superstructures do not. Moreover, novel ways 
of modeling temperature changes and approaches are presented. The significant 
advantages of the corresponding model are demonstrated by obtaining networks with 
lower total annualized costs than those reported for seven literature examples.  
 Third, efficient algorithm for simultaneous synthesis of HENs is addressed. 
While the original form of outer approximation (OA) algorithm is mostly ineffective 
for solving complex MINLP models for large HENS problems, a tailor-made search 
strategy is proposed to repeatedly revive the OA algorithm via three smaller and 
simpler perturbations of the master problem. The approach needs no feasible starting 
point. The application of the proposed strategy is illustrated with two HENS models 
on seven literature examples. Compared with some commercial MINLP solvers, the 
algorithm solves them very efficiently and obtains solutions as good or better than 
those reported in the literature. Its robustness and effectiveness are exemplified by a 
large literature problem involving 39 process streams, where it obtains a 0.32% better 
solution than the best reported in the literature via a genetic algorithm. 
Finally, a distinct stage-less superstructure is proposed for simultaneous HENS. 
This superstructure is exchanger-centric and assumes a pool of 2-unit exchangers with 
cross flows. It also includes those novel features such as non-isothermal mixing, 
series matches on a substream, cyclic matching, and multiple utilities placement. The 
performance of the corresponding MINLP model is demonstrated by solving several 
small to moderate examples.  
While current HENS works mostly use heuristics and simplification based 
approaches, this work identifies, formulates and solves several important optimization 
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In the last several decades, energy has increasingly become an immediate global 
concern. Depleting fossil energy resources, soaring energy demands, stringent 
environmental regulations, alarming climate changes, growing international 
competition, and market globalization highlight the importance of energy 
conservation. Energy is expensive and the clean energy is never completely and 
widely used. That is why energy integration has been a major concern in industry over 
the years.  
Energy use in industrial sector involves the energy consumed by various groups 
of industries, such as manufacturing, agriculture, mining, and construction, and for a 
wide range of activities—including processing, air conditioning, and lighting. The 
industrial sector consumed about one-half of global delivered energy, and industrial 
energy usage is projected to increase by an average of 1.4% per year from 200 
quadrillion Btu in 2010 to 307 quadrillion Btu in 2040 (IEO, 2013). As the largest 
industrial energy consumer over the past decade, the chemical industry accounted for 
19% of all energy used in the industrial sector in 2010 (IEO, 2013). So far, owing to 
using energy products as feedstock, the petrochemical subsector consumes most of the 
industry’s operating cost. Additionally, the required amount of feedstock for any 




given amount of chemical products depends on the fundamental of the chemical 
production process (IEA, 2007). This greatly cuts down the opportunities for reducing 
fuel usage. With affordable renewable energy still not within reach, utilizing the 
limited fossil energy efficiently remains a key question for the near future.  
The following sections discuss more on energy utilization by applying process 
integration and synthesis, and highlight the need for designing an economical heat 
exchanger network (HEN).    
1.2 Process Integration and Synthesis 
As a holistic approach that is not limited to grassroot of a new process but also covers 
retrofitting design and operation of an existing system (El-Halwagi, 1997), process 
integration has been important for the chemical and related industries. It emphasizes 
the unity of the process. By systematically treating the process as a whole and 
integrated system, process integration exploits the interconnections and interactions 
between different units and streams to realize the attainable performance targets for 
cost-effective and sustainable. In contract, an analytical approach does not necessarily 
account for the potential interactions among individual process units. As a result, it 
would miss some opportunities for improving/optimizing a system even each unit is 
running at its own optimum conditions.  
To be a vital element of process integration, process synthesis can be defined as 
“the discrete decision-making activities of conjecturing (1) which of the many 
available component parts one should use, and (2) how they should be interconnected 
to structure the optimal solution to a given problem” (Westerberg, 1987). Hence, the 
aim of process synthesis is “to optimize the logical structure of a chemical process, 
specifically the sequence of steps (reaction, distillation, extraction, etc.), the choice of 




chemical employed (including extraction agents), and the source and destination of 
recycle streams” (Johns, 2001). Therefore, given process input and output, the process 
synthesis is to find the best process flowsheet/configuration using various pieces of 
well-defined unit equipment and their interconnections. 
In the 1980s, the startling gains obtained impelled the widespread application of 
process integration and synthesis in the industry. In Union Carbide, nine integration 
projects showed energy cost saving at 50% in new designs and at six months payback 
or better in retrofits (Linnhoff and Vredeveld, 1984). In UK, industrial applications 
funded by the Department of Energy identified the average energy savings of 25% for 
representative industries. By implementing 37% of the identified projects, cost 
savings of over £30 M/year in 1988 prices were obtained (Brown, 1989). The 
majority of these were from heat integration, thus the next section gives more 
discussion on energy and heat integration.   
1.3 Energy/Heat Integration 
As mentioned, energy is one of the main commodities produced and consumed in 
typical chemical processes. As traditional energy supplies dwindle and their 
environmental effects are of increasing concerns, energy conservation is our first line 
of defense and integrating energy utilization tasks may lead to significant cost 
reduction. Therefore, as a systematic methodology and an alternative of process 
integration, energy integration provides a fundamental understanding of energy 
utilization within the process and employs this understanding in identifying energy 
targets and optimizing heat recovery and heating and cooling utility system (El-
Halwagi, 2006).  




Heat is one of the most important energy forms in the process. The varying 
temperature and pressure requirements in a chemical process demand the use of 
energy in the form of various utilities. The main objective of process heat integration 
is to optimize the energy that a process exchanges with the utilities. At the expense of 
capital investment, the utility usage can be decreased by exchanging energy between 
process streams. Matching the supply and demand of heat in a chemical plant via heat 
integration has received much attention in both practice and research for several 
decades. While research in this area has had much impact on industry practice, 
impactful challenges abound and potential for improvements is significant. In fact, 
integrating the energy of process streams has made great economic sense and been 
employed in practice in the chemical process industries because of the large rise in the 
energy cost since 1970s. For instance, in oil refining, the idea of heat integration is to 
utilize the huge amounts of thermal energy, which is contained in those large 
quantities of oil and product streams, to preheat the crude prior to final heating in the 
fired heater and upstream of the atmospheric column to reduce the total energy 
consumption (Turton et al., 2009).  
Heat exchanger (HE) is a device that provides the transfer of thermal energy 
between two or more fluids at different temperatures. The most common heat 
exchanger is a two-fluid heat exchanger, which is widely used in chemical and 
process industries. When designing heat exchangers, limitations imposed by the first 
and second laws of thermodynamics constrain. For example, in a heat exchanger, a 
close approach between hot and cold streams requires a large heat transfer area. When 
considering a system of many heat exchangers, some form of holistic integration 
approach is usually applied to utilize energy efficiently and economically and it is 
said heat exchanger network synthesis (HENS). HENS tries to exchange heat 




optimally between the hot and cold process streams and utilities within a process to 
reduce energy consumption. It is primarily based on identifying the most critical 
opportunities for heat integration, modeling them on a practical perspective, and 
developing advanced approaches to obtain best HEN design configurations. If integer 
variables are assigned to represent the existence or absence of the potential matches 
between hot and cold streams, the resulting total number of binary variables can grow 
to 1000 or more which implies that a large combinational problem (i.e., 21000 network 
configurations) has to be addressed. On the other hand, continuous variables represent 
the optimal value of a given HEN configuration and operating conditions such as 
temperature, pressures, flow rates and HE sizes. Most HEs in an HEN are in highly 
combinational and interconnected nature. Synthesizing these systems for the optimal 
operating conditions and sizing of each HE requires solving complex, nonlinear 
(nonconvex) optimization models.   
To address the aforementioned issues on design an optimal HEN, two primary 
approaches for HENS have been the sequential and the simultaneous. More in-depth 
topical reviews of existing literature relevant to the HENS approaches can be found in 
the subsequent chapter.  
1.4 Research Objectives 
This PhD research focuses on advanced mathematical modeling and optimization for 
HENS to identify the limitations of the existing models and approaches that lead to 
missing the critical design alternatives, apply rigorous modeling and optimization 
techniques, and provide a sound platform for some fundamental and practical work on 
HENS in chemical processes. While the application of such techniques in the optimal 
design of heat recovery system is consequent with advances in theoretical and 




algorithmic aspects of optimization, as discussed in the next chapter, a major 
challenge is to develop models that can be solved efficiently and repeatedly. 
Therefore, the objective of this research are to (1) Develop and/or improve network 
optimization methodologies for HENS to obtain better and superior HEN design; (2) 
Develop simultaneous synthesis approaches for designing cost-effective heat 
exchanger networks, which would integrate optimal configurations that existing 
approaches do not admit; (3) Develop algorithms and efficient solution strategies for 
solving above mentioned and similar large and complex simultaneous models for 
HENS problems.   
1.5 Outline of the Thesis 
This thesis involves six chapters. After a brief introduction in Chapter 1, Chapter 2 
gives a detailed literature review on HENS. Based on this detailed review, several 
gaps in the existing work are summarized.  
In Chapter 3, HENS with non-isothermal mixing is addressed. Using the 
existing modified stagewise superstructure, novel and improved temperature bounds 
and logical constraints are proposed to obtain superior HENs. It is shown that such 
modeling approach finds superior networks for several examples compared to those 
known in the literature. Furthermore, two exact approaches are developed for 
handling logarithmic mean temperature difference (LMTD) without numerical 
difficulty and previous approaches for LMTD approximations are studied and 
compared. The effectiveness of stage bypass variables and constraints is also 
demonstrated to improve solution quality and efficiency.   
In Chapter 4, a new multistage superstructure and corresponding model for the 
simultaneous synthesis of cost-effective HENs are developed. The superstructure 




allows cross flows, cyclic matching, series matches on a substream, and intermediate 
placement of multiple utilities. Novel ways of modeling temperature changes and 
approaches are also presented. The significant advantages of the proposed model are 
demonstrated by yielding lower total annualized cost (TAC) HENs than those 
reported for seven literature examples.   
Chapter 5 presents a tailor-made heuristic search strategy that repeatedly revives 
the outer approximation (OA) algorithm via three modified master problems. Without 
requiring a feasible starting point, the solution algorithm is applied to two HENS 
models developed in Chapter 3 and Chapter 4. Using seven literature examples with 
up to 39 process streams, the relative robustness, effectiveness, and efficiency of the 
proposed solution strategy is demonstrated as compared to some commercial mixed-
integer nonlinear programming (MINLP) solvers and some existing models or 
algorithms.   
In Chapter 6, HENS using a novel exchanger-centric superstructure is addressed. 
Without assuming stages, the proposed superstructure embeds those configurations 
such as series matches on a substream, cross flows, cyclic matching, and the 
placement of multiple utilities, which may result in lower-TAC HENs. The 
applicability of the superstructure and corresponding model is demonstrated using 
several literature examples.  
Finally, conclusions and recommendations for future research work are 
summarized in Chapter 7.  
 










The problem of heat exchanger network synthesis (HENS) was first defined and 
formulated by Masso and Rudd in 1969. The basic idea is to derive a network of 2-
stream heat exchangers with minimum total annualized cost (TAC), which integrates 
given sets of hot and cold process streams and utilities with known flow rates, heat 
contents, and inlet and outlet temperatures. Gundersen and Naess (1988), Linnhoff 
(1993), Jeżowski (1994a, b), and Furman and Sahinidis (2001, 2002) have contributed 
extensive reviews on HENS literature. 
Most of the system approaches in HENS research can be classified as either 
sequential approach or simultaneous approach. Although the methodologies and tools 
of process modeling and optimization are advancing, a major challenge for the HENS 
problem is to develop superior models and efficient algorithms that can optimally 
obtain optimal heat exchanger network (HEN) with lower TAC. To provide a critical 
review of the current contributions in HENS and summarize the impetus for this 
research, this section is organized as follows. First, the existing approaches and state-
of-the-art algorithms for minimizing TAC of an HEN are reviewed. Next, a set of 
gaps and challenges is identified and discussed, and scope of research is presented.   
2.1 Sequential Approach for HENS  
The early models or approaches for HENS were sequential. They viewed HENS as a 




sequence of three problems (Linnhoff and Ahmad, 1990) and relied on the concept of 
pinch or bottleneck in heat exchange (Linnhoff and Hindmarsh, 1983). Such 
approaches first compute minimum utility needs, then determine the minimum 
number of heat exchangers (HEs) for that usage, and finally minimize the annualized 
investment with the fewest HEs. Thus, the sequential approach involves decomposing 
the HENS problem into a number of subproblems, which is typically accomplished by 
dividing the temperature range of the problem into temperature intervals. This enables 
it to solve the large industry-scale problems relatively faster, which appeals to the 
practitioner. 
The sequential approach is most easily subdivided into pinch-based 
evolutionary design method and mathematical programming techniques. By 
specifying heat recovery temperature approach (HRAT) for temperature 
decomposition, Hohmann (1971) laid some of the groundwork for the pinch design 
method (PDM) by applying composite curves to calculate minimum utility 
consumption. Then, Linnhoff and his co-workers (1990; 1990; 1983) proposed the 
pinch design method (PDM) for locating the heat recovery pinch point(s) that are 
bottleneck(s) for determining the minimum utility usage. Then the HEN is partitioned 
into sub-networks above and below the pinch point(s) to obtain the optimized 
networks based on various design rules and heuristic elements. Later, Trivedi et al. 
(1989a; 1989b) applied the dual-temperature approach for multiple pinch points 
problems. They used a less value of minimum temperature approaches (MAT) for the 
individual HEs than HRAT for the entire network to allow the HEs across pinch 
points. There are other pinch-based design methods named pseudo-pinch design 
method by Rév and Fonyó (1986) and Wood et al. (1991), and flexible pinch design 
method by Suaysompol and Wood (1991). The former focused on the relaxation of 




the pinch condition, while the latter defined the HRAT as a variable.  
Sequential approaches based on mathematical programming address some part 
of the solution of the previous subproblem as parameters in the sequential subproblem 
to find the final solution. A linear programming (LP) formulation (Cerda et al., 1983) 
based on the transportation problem and a mixed-integer linear programming (MILP) 
transshipment model (Papoulias and Grossmann, 1983) were proposed for predicting 
minimum utility usage, minimum number of units and the corresponding heat load 
distributions. Later, Floudas et al. (1986) presented a nonlinear programming (NLP) 
model, which was derived from stream superstructures, solving for minimizing the 
investment cost respecting the HE area using the information provided by the MILP 
transshipment model of Papoulias and Grossmann (1983). Gundersen et al. (1996) 
extended the vertical MILP transshipment model (Gundersen and Grossmann, 1990) 
to obtain a target set of stream matches based on the ratings to produce HENs with 
lower investment costs for HE area. Subsequently, Gundersen et al. (1997) developed 
a MILP transportation model regarding minimum area and cost as an objective for 
determining matches and a heat load distribution with a specified number of units. 
Zhu and associates (1995, 1997; 1995a, b) decomposed the HENS problem into a set 
of enthalpy intervals namely “blocks”. Feasible matches were determined in each 
block and a network was evolved and optimized using conventional NLP for each 
block individually. This strategy was reported to be able to achieve good quality 
designs efficiently and effectively because of the reduction of the dimensionality of 
the HENS problem.         
While the sequential approach solves smaller subproblems, it however may give 
suboptimal solutions, as it does not holistically consider the various trade-offs (utility 
usage, number and areas of HEs, heat transfer across pinch) that impact TAC. 




2.2 Simultaneous Approach for HENS 
The other series of HENS methods can be classified as the simultaneous approach that 
aims to find the optimal HEN design without the subproblem decomposition. In 
contrast to this sequential approach, the simultaneous approach uses a single-step 
monolithic mathematical programming formulation to holistically trade-off various 
factors that affect the TAC. Instead of relying on pinch points and thermodynamic 
targets, it directly addresses the overall HEN economics. While it does result in 
complex numerical mathematical models, it allows us to achieve superior integrated 
solutions with practical economic metrics. Besides, continual advances in 
optimization solvers and computational power are making it more tractable and usable.  
Most optimization models for the simultaneous synthesis of HENs employ a 
superstructure of possible 2-stream matches of HEs and result in a mixed-integer 
nonlinear programming (MINLP) model. Floudas and Ciric (1989) presented a 
hyperstructure of single-stage stream superstructures with the possibility of cross flow 
among them. The cross flow and mixing before each stage resulted in a nonlinear 
energy balance for each stream. Ciric and Floudas (1991) combined this 
hyperstructure with the pinch-based transshipment model of Papoulias and 
Grossmann (1983) to select the optimal HEN configuration with the fewest HEs and 
minimum utility usage. However, this superstructure forbids repeated matching of a 
pair of process streams (called cyclic matching), unless they are divided into two 
separate streams in advance. Kemp (2007) showed that such cyclic matching may 
help decrease HE area (thus TAC) in some cases, in spite of requiring more HE units.  
Subsequently, Yee and Grossmann (1990) in their SYNHEAT model proposed 
a multistage superstructure of HEs for each stream. This stagewise superstructure 
allows a stream to split into several substreams (or branches) at each stage to 




exchange heat with the substreams from other streams. Yee and Grossmann (1990) 
assumed at most one HE for each substream in a stage, but did not allow cross flow 
between the substreams within a stage. Furthermore, they assumed that all substreams 
of a stream exiting a stage have the same temperature. The literature has called this as 
the assumption of isothermal mixing. It eliminates the nonlinear energy balance for 
substream mixing at each stage. This simplification has driven the staged model of 
Yee and Grossmann (1990) more attractive to use. Daichendt and Grossmann (1994) 
implemented a preliminary screening procedure to reduce the size of the SYNHEAT 
model and enhance its computational efficiency by eliminating some poor alternatives. 
Ponce-Ortega et al. (2008) extended the SYNHEAT model to handle streams with 
isothermal phase changes by assuming constant sensible and latent heats, and used 
disjunctions to model various zones of the T–H curves. Ponce-Ortega et al. (2010) 
further extended the same model to allow utilities at each stage. Nevertheless, as Yee 
and Grossmann (1990) stated, the stagewise superstructure misses several plausible 
HEN configurations and may lead to missing the potential optimal HEN. 
2.2.1 Non-isothermal Mixing 
Obviously, with the isothermal mixing assumption omits configurations involving 
non-isothermal mixing; however, it becomes inconsequential, if the final HEN does 
not involve any mixing of substreams at all. This occurs when no stage has 
substreams. Yee and Grossmann (1990) remarked that isothermal mixing may restrict 
the area trade-offs between the exchangers and overestimate the area cost, when 
substreams with non-isothermal mixing may give superior HENs. In spite of this 
known limitation of isothermal mixing, non-isothermal mixing in stagewise 
superstructure has drawn limited attention in the HENS literature. Recently, Hasan et 




al. (2009) slightly modified the stagewise superstructure of Yee and Grossmann (1990) 
and generalized simultaneous HENS to address non-isothermal phase changes and 
nonlinear T–H profiles. They suggested stage bypasses by streams, nonexistent stages, 
cubic correlations for T–H curves, and partial analytical treatment of internal MAT 
points arising in HEs with nonlinear T–H curves. The limited work on non-isothermal 
mixing may be attributed to the fact that Yee and Grossmann (1990) employed a 
heuristic strategy to improve the possibly inferior HENs arising from models 
assuming isothermal mixing. Whenever their SYNHEAT MINLP resulted in an HEN 
with substreams at any stage, they reduce their MINLP model to an NLP problem by 
fixing the HEN configuration but allowing non-isothermal mixing of substreams at 
each stage. Juha (2002) and Verheyen and Zhang (2006) also used the same MINLP–
NLP heuristic strategy of Yee and Grossmann (1990) in their HEN models. 
Nevertheless, this strategy has partially overcome the disadvantage of isothermal 
mixing. 
2.2.2 Multiple Utilities 
Most simultaneous approaches for HENS assume single hot and cold utilities. Even 
the work (Hasan et al., 2009; Isafiade and Fraser, 2008) addressing multiple utilities 
restricts the use of utilities to merely adjust the final temperature at the end. However, 
multiple hot and cold utilities are reality in most plants. Various types of refrigerants, 
air, water, steam, oils, and molten salts for different temperature ranges abound in 
practice. The TAC of a HEN depends not only on the amounts and types of utilities, 
but also on their placements. A simple assumption of using utilities only at the end 
may give suboptimal results, since not all hot (cold) utilities are hotter (colder) than 
the hottest (coldest) process streams. Ponce-Ortega et al. (2010) have shown how to 




accommodate multiple utilities at every stage of a staged superstructure. However, 
this cannot address the inherent limitations of the staged superstructure. 
2.2.3 Solution Algorithms 
Several advances in optimization have been applied to handle large complex MINLPs. 
These include generalized benders decomposition (GBD) (Geoffrion, 1972), branch 
and bound (BB) (Borchers and Mitchell, 1994; Gupta and Ravindran, 1985; Leyffer, 
2001), outer approximation (OA) (Duran and Grossmann, 1986; Fletcher and Leyffer, 
1994; Kocis and Grossmann, 1987; Viswanathan and Grossmann, 1990), extended 
cutting plane (ECP) (Westerlund and Pettersson, 1995), branch-and-reduce (Sahinidis, 
1996), and branch-and-cut (Stubbs and Mehrotra, 1999). The basic idea in GBD and 
OA variants is similar, which is, at each iteration, to decompose the original MINLP 
model into MILP primal and NLP master subproblems providing an upper and a 
lower bound on the sought solution. However, if the original MINLP is non-convex, 
both of the algorithms cannot guarantee that the solution of the master problem gives 
appropriate bound. Similarly, ECP solves a sequence of MILP problems but only one 
NLP problem. Again, it is only fit for convex MINLP problems and its convergence 
speed may be quite slow when solving highly nonlinear problems. In contrast, BB 
performs an enumeration of the alternatives based on the relaxed NLP with examining 
part of the binary combinations via binary tree search. Later, branch-and-reduce 
integrates conventional BB with a wide variety of range reduction tests, while branch-
and-cut generates and implements cutting-planes for the BB tree. However, such BB 
based methods may be inefficient since they need to solve one NLP per node. 
Therefore, most of these algorithms face significant difficulty in case of large non-
convex MINLP models. Two most common problems are infeasible solutions and 




premature termination. These have naturally prompted the researchers to make 
simplifications and assumptions. 
The simultaneous approach for HENS leads to an NP-hard problem (Furman 
and Sahinidis, 2001) and finding even a local optimum becomes difficult. Ciric and 
Floudas (1991) implemented GBD to solve their MINLP HENS model. Several 
subsequent studies applied special/simplified versions of the SYNHEAT model to 
attain global optimality. Quesada and Grossmann (1993) proposed a BB algorithm 
with convex nonlinear under-estimators for the fractional terms under the assumptions 
of fixed topology, linear area costs, arithmetic mean temperature difference (AMTD), 
and isothermal mixing. Zamora and Grossmann (1998) assumed linear area costs, 
AMTD, and no substreams in their hybrid BB cum OA algorithm using convex under-
estimators for heat exchanger areas. Adjiman et al. (2000) also applied their SMIN-
𝛼BB algorithm for AMTD and linear area costs. Björk and Westerlund (2002) 
convexified signomial terms to create approximate convex subproblems and 
developed a piecewise approximation strategy for HENS with and without isothermal 
mixing. Bergamini et al. (2007) used an OA strategy based on piecewise under-
estimators for the bilinear and concave terms, and yet they excluded the non-
isothermal mixing in their model. Also, while the piecewise approximation offers 
simplicity and solution efficiency, it may affect solution quality and thus it may fail to 
give the optimal solution.   
HENS problems are large, nonlinear, and involve discrete decisions. These give 
rise to complex and nonconvex MINLPs. Solving such complex MINLP models to 
global optimality is a major challenge. Most commercial solvers cannot guarantee the 
global solution and even fail to provide a feasible solution for large HENS problems. 
Therefore, we must develop more efficient and superior algorithms and strategies to 




obtain the optimal solutions for the simultaneous HENS models without any 
simplified assumptions. 
An alternate and popular approach has been to simply use one of several 
evolutionary methods. For instance, Dolan et al. (1990; 1989) proposed the simulated 
annealing procedure for HENS to solve the discrete and continuous subproblems 
together. To improve the computational efficiency, Athier et al. (1997) implemented 
simulated annealing only for generating binary candidates and pass them to a 
deterministic NLP solve to optimize the continuous variables. Analogously, Lewin 
(1998) used a generic algorithm (GA) to search optimal HEN and applied an NLP 
solver to determine the continuous variables. Then, the extensive research effort has 
been made to develop specially tailored GA for solving the HENS problem. Björk and 
Pettersson (2003) used GA to separate a large-scale HEN into smaller sub-networks. 
Ravagnani et al. (2005) integrated PDM together with GA and Dipama et al. (2008) 
tried to minimize the additional utilities requirement to obtain a fixed performance 
criterion. Luo et al. (2009) developed a hybrid GA for HENS based on an explicit 
analytical solution of stream temperatures in each HE to enhance the feasibility of 
randomly generated variables. This method is also applied in the work of Ernst et al. 
(2010) to carry out the first search, and then sub-networks are optimized by a 
monogenetic algorithm of Fieg et al. (2009). Subsequently, Brandt et al. (2011) 
combined heuristic approaches with the GA of Ernst et al. (2010) to remove non-
profitable heat exchange loops during the evolution procedure. Meanwhile, other 
attempts are also made to develop tailored optimization algorithm for the HENS 
problem, such as tabu search (Lin and Miller, 2004), differential evolution 
(Yerramsetty and Murty, 2008), harmony search (Khorasany and Fesanghary, 2009), 
or particle swarm optimization (Silva et al., 2010).  




However, these evolutionary methods are largely empirical, but impervious to 
nonlinearity, discontinuity, and non-convexity. While they can get good solutions, 
they employ many tunable parameters and demand long computational times.  
2.3 Summary of Gaps and Challenges 
Based on the review of current literature, several research gaps and challenges in 
HENS are identified and summarized as follows. 
1. Much work on HENS via mathematical programming has employed a stagewise 
superstructure with the assumption of isothermal mixing. The limitation of this 
superstructure is that it may miss potentially better networks since it restricts the 
area trade-off between the exchangers and overestimates the area cost. Although 
some work used a heuristic strategy to improve the possibly inferior HENs arising 
from the isothermal mixing, this strategy partially overcomes the disadvantage of 
isothermal mixing. Thus, HENS with non-isothermal mixing using the stagewise 
superstructure poses several modeling issues, such as how to ensure temperature 
bounds for an HE, how to apply logical constraints to eliminate redundant 
combinations, and how to handle exact logarithmic mean temperature difference 
(LMTD) and LMTD approximations. Such modeling issues have not been 
resolved yet. 
2. The existing mathematical programming based approaches for simultaneous 
HENS have employed two superstructures with well-documented limitations. The 
hyperstructure allows non-isothermal mixing, series matches, and cross flows but 
forbids cyclic matching, while the stagewise superstructure includes cyclic 
matching but assumes isothermal mixing and excludes series matches and cross 
flows. Moreover, although multiple hot and cold utilities are used in most 




practical chemical processes, the placement of multiple utilities has drawn limited 
attention in the HENS literature. Therefore, new and better superstructures and 
models need to be developed to overcome the above limitations and allows 
superior HENs. 
3. For the optimization algorithm of the HENS problem, the mathematical 
programming based approaches result in large, complex, non-convex MINLP 
models, for which finding even a feasible solution is a challenge. Most of MINLP 
algorithms face significant difficulty in case of large non-convex MINLP models. 
While recent literature has shown the potential of attaining a relatively efficient 
solution or global optimality for the simplified versions for such problems or 
simply applying several evolutionary methods, the issue how to efficiently and 
repeatedly solve large HENS problems with considering various enhancements to 
the basic HENS problem, needs detailed investigation. Thus, it would be desirable 
to develop more efficient and superior algorithms for the simultaneous approach 
for HENS. 
4. The existing mathematical programming based approaches for simultaneous 
synthesis of HENs have employed match-centric superstructures with stages. 
However, such superstructures may result in large size MINLP models that are 
difficult to solve for some large cases, since many stages are required to include 
all possible configurations. There is a clear need to develop new and conceptually 
stage-less superstructures that also allows those possible configurations to derive 
lower-TAC HENs.     
2.4 Research Focus 
According to the above gaps and challenges, this research focuses on the following 





1. An MINLP formulation and a solution strategy to incorporate non-isothermal 
mixing in HENS are developed. Using the existing modification of the stagewise 
superstructure, novel and improved temperature bounds, and logical constraints to 
obtain superior HENs are proposed. This approach successfully solves several 
examples and finds superior networks compared to those known in the literature. 
Furthermore, two exact approaches are presented for handling LMTD without 
numerical difficulty, and compared to the effectiveness of the known LMTD 
approximations. Notably, including the stage bypass variables and constraints 
improves solution quality and efficiency.  
2. A novel superstructure is proposed for HENS to overcome the known limitations 
of the existing superstructures by embedding their best elements. Then, a 
simultaneous MINLP model is developed for the proposed superstructure that 
allows novel features such as cross flows, cyclic matches, series matches on a 
substream, and intermediate use of multiple utilities. The applicability and 
superiority of the model are demonstrated using several small and large examples 
from the literature. 
3. An OA based tailor-made heuristic search strategy is presented and applied to two 
HENS models developed in this work. It repeatedly revives the OA algorithm, 
which in its original form is mostly ineffective for solving large HENS problems 
due to its critical reliance on the initial feasible solution. The proposed approach 
uses three smaller and simpler perturbations of the master problem, needs no 
feasible starting point, and solves much faster and better than some commercial 
MINLP solvers. The robustness and effectiveness of the proposed strategy are 
illustrated on seven literature examples with up to 39 process streams by 




comparing with those existing models or algorithms. 
4. An exchanger-centric and stage-less superstructure is developed by assuming a 
pool of 2-unit exchangers with cross flows. This superstructure also involves those 
novel features such as non-isothermal mixing, series matches on a substream, 
cyclic matching, and multiple utilities placement. Based on the new superstructure, 
a simultaneous MINLP model is presented, whose performance is finally 
examined and demonstrated by solving several small to moderate examples.      
In the next chapter, HENS using a stagewise superstructure with non-isothermal 
mixing is first addressed. 
Chapter 3 Heat Exchanger Network Synthesis Using a Stagewise 







HEAT EXCHANGER NETWORK SYNTHESIS  





Most simultaneous optimization models employ the stagewise superstructure and the 
SYNHEAT model of Yee and Grossmann (1990) with the assumption of isothermal 
mixing. The limitation of this assumption is well documented. For instance, the 
models with this assumption omit configurations involving non-isothermal mixing. 
Furthermore, the isothermal mixing may restrict the area trade-offs between the 
exchangers and overestimate the area cost. As a result, it may miss superior HENs. 
However, little work has addressed non-isothermal mixing appropriately for the 
models based on the stagewise superstructure.   
In this chapter, the HENS with non-isothermal mixing is addressed by using the 
modified stagewise superstructure of Hasan et al. (2009) as the basis. Specifically, the 
focus of modeling and optimization is on the limitations of the existing models or 
approaches for handling non-isothermal mixing. Several examples are also presented 
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in which the temperature bounds and flow constraints employed by the previous work 
eliminate superior HENs. It is shown that even the global optimization algorithm of 
Björk and Westerlund (2002) for HENS with non-isothermal mixing fails to obtain 
globally best solutions in case of large problems. In the proposed MINLP model 
without the assumption of isothermal mixing, improved temperature bounds and 
logical constraints are applied to obtain superior HENs. Then, several examples are 
solved to demonstrate the significant impact of the modifications and compare the 
results with those from the literature. Furthermore, two new exact approaches are 
proposed for handling LMTD and previous approaches for LMTD approximation are 
studied and compared. Finally, the effectiveness of stage bypass variables and 
constraints is also studied.  
3.2 Formulation for Non-isothermal Mixing 
Consider the well-known HENS problem with 𝐼  hot process streams (𝑖 ∈ 𝐻𝑃, 𝐼 =|𝐻𝑃|), 𝐽 cold process streams (𝑗 ∈ 𝐶𝑃, 𝐽 = |𝐶𝑃|), 𝐻 hot utilities (𝑖 ∈ 𝐻𝑈,𝐻 = |𝐻𝑈|), 
and 𝐶 cold utilities (𝑗 ∈ 𝐶𝑈,𝐶 = |𝐶𝑈|). Let us use 𝑠 to denote any stream (hot/cold 
process/utility), and make the following usual assumptions. 
• Stream flows and heat capacities are known constants. 
• The utility inlet and outlet temperatures are known, but their flows are 
unknown. 
•   Utility heaters/coolers are used only to adjust the final/end stream temperatures. 
This is merely for the sake of simplicity, as some previous work (Hasan et al., 
2009; Ponce-Ortega et al., 2010) has addressed the issue of accommodating 
utilities at each stage. Hasan et al. (2009) suggested treating them simply as 
process streams with variable unlimited flows, while Ponce-Ortega et al. (2010) 
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allowed utility exchangers explicitly at each stage. Both these approaches are 
very similar, but do increase model size. 
• Hot-to-hot and cold-to-cold matches are not allowed. 




Figure 3.1 Generalized stagewise superstructure 
 
 The following proposed formulation is based on the multistage superstructure 
shown in Figure 3.1. This is a modification (Hasan et al., 2009) of the one proposed 
by Yee and Grossmann (1990). It comprises 𝐾  stages (𝑘 = 1, 2, … ,𝐾)  with 𝐼 ∙ 𝐽 
potential 2-stream exchangers in each stage. As it enters stage k, a hot (cold) stream 
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𝑖 ∈ 𝐻𝑃 (𝑗 ∈ 𝐶𝑃) splits into 𝐽 (𝐼) substreams. Each hot (cold) substream gives (takes) 
heat to (from) one substream of cold (hot) stream in a 2-stream exchanger (𝐻𝐸𝑖𝑗𝑘). 
After these heat exchanges, all the hot (cold) substreams merge to re-form the parent 
stream 𝑖  (𝑗) that exits stage 𝑘 . In this model, let 𝐾 = max[𝐼, 𝐽], allow streams to 
bypass a stage completely, and allow either initial or end stages to have zero 
exchangers. Furthermore, as done by Hasan et al. (2009), two more stages are added, 
namely 𝑘 = 0 and 𝑘 = 𝐾 + 1. Hot (cold) process streams 𝑖 ∈ 𝐻𝑃 (𝑗 ∈ 𝐶𝑃) enter stage 
1 (𝐾), and exit from stage 𝐾 + 1 (0). Thus, hot (cold) process streams do not enter 
stage 0 (𝐾 + 1). Stage 𝑘 = 0 (𝑘 = 𝐾 + 1) adjusts the final temperature of the cold 
(hot) process streams using hot (cold) utilities. This convention uniquely fixes the 
cold (hot) streams that a hot (cold) stream 𝑖 (𝑗) can exchange at a stage 𝑘 as follows: 
𝑖 ∈ 𝐻𝑈, 𝑗 ∈ 𝐶𝑃 for stage 0, 𝑖 ∈ 𝐻𝑃, 𝑗 ∈ 𝐶𝑃 for stages 1, 2, … ,𝐾, and 𝑖 ∈ 𝐻𝑃, 𝑗 ∈ 𝐶𝑈 
for stage 𝐾 + 1. In the subsequent development, these sets are used to define the 
domains for 𝑖  and 𝑗  at each 𝑘 , thus do not mention them explicitly in constraints. 
Similarly, unless mentioned otherwise in the following formulation, let us assume that 
each constraint is written for all combinations of the valid values of all indices. 
Let 𝐻𝐸𝑖𝑗𝑘  (0 ≤ 𝑘 ≤ 𝐾 + 1) denote the 2-stream exchanger that matches hot 
stream 𝑖 with cold stream 𝑗 in stage k with sets for 𝑖 and 𝑗 at each 𝑘 as defined earlier. 
Let a binary variable define its existence as follows. 
 𝑥𝑖𝑗𝑘 = �1 if hot stream 𝑖 matches cold stream 𝑗 in stage 𝑘0 otherwise  0 ≤ 𝑘 ≤ 𝐾 + 1 
To allow a stream to bypass a stage 𝑘 fully, and a stage to have no exchangers, two 0-
1 continuous variables are defined: 
 𝑦𝑖𝑘 = �1 if hot process stream 𝑖 bypasses stage 𝑘 fully0 otherwise  1 ≤ 𝑘 ≤ 𝐾 + 1 
 𝑦𝑗𝑘 = �1 if cold process stream 𝑗 bypasses stage 𝑘 fully0 otherwise  0 ≤ 𝑘 ≤ 𝐾 
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 𝑌𝑘 = �1 if stage 𝑘 has at least one exchanger0 if stage 𝑘 has no exchanger  1 ≤ 𝑘 ≤ 𝐾 
Note that the question of bypass does not arise for the utilities and stages 0 and 𝐾 + 1 
always exist. For the above, Hasan et al. (2009) proposed the following logical 
constraints to eliminate redundant combinations in the superstructure and reduce 
computation time. The subsequent section will demonstrate the impact and usefulness 
of these constraints by comparing the proposed model with and without them. 
 𝑦𝑖𝑘 + 𝑥𝑖𝑗𝑘 ≤ 1 1 ≤ 𝑘 ≤ 𝐾 + 1 (3.1a) 
 𝑦𝑖𝑘 + ∑ 𝑥𝑖𝑗𝑘𝑗 ≥ 1 1 ≤ 𝑘 ≤ 𝐾 + 1 (3.1b) 
 𝑦𝑗𝑘 + 𝑥𝑖𝑗𝑘 ≤ 1 0 ≤ 𝑘 ≤ 𝐾 (3.1c) 
 𝑦𝑗𝑘 + ∑ 𝑥𝑖𝑗𝑘𝑖 ≥ 1 0 ≤ 𝑘 ≤ 𝐾 (3.1d) 
 𝑌𝑘 + 𝑦𝑠𝑘 ≥ 1 1 ≤ 𝑘 ≤ 𝐾 (3.2a) 
 𝑌𝑘 + ∑ 𝑦𝑠𝑘𝑠 ≤ 𝐼 + 𝐽 1 ≤ 𝑘 ≤ 𝐾 (3.2b) 
 𝑌𝑘 ≥ 𝑌𝑘+1 or 𝑌𝑘 ≥ 𝑌𝑘−1 1 ≤ 𝑘 ≤ 𝐾 − 1 or 2 ≤ 𝑘 ≤ 𝐾 (3.2c–d) 
Note that only one of Eqs. 3.2c and 3.2d is needed. 
A major simplification arising from isothermal mixing is that the SYNHEAT 
model of Yee and Grossmann (1990) needed no flow or temperature variables for the 
individual hot/cold substreams at each stage. However, this is no longer true when 
non-isothermal mixing is allowed. While the temperatures of the substreams into the 
exchangers are the same as the temperature of the parent stream, the outlet 
temperatures can vary from one exchanger to another. Furthermore, unlike isothermal 
mixing, it is generally not possible to compute the substream flows from the 
temperature of the merged parent stream that exits the stage. Thus, additional 
variables are needed (see Figure 3.2) for the flows of and temperature changes in the 
substreams at each exchanger. Let 𝑓𝑖𝑗𝑘  (0 ≤ 𝑓𝑖𝑗𝑘 ≤ 1 , 1 ≤ 𝑘 ≤ 𝐾 + 1 ) denote the 
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fractional flow of hot stream 𝑖  and 𝑔𝑖𝑗𝑘  ( 0 ≤ 𝑔𝑖𝑗𝑘 ≤ 1 , 0 ≤ 𝑘 ≤ 𝐾 ) denote the 
fractional flow of cold stream 𝑗 into 𝐻𝐸𝑖𝑗𝑘 . If 𝐻𝐸𝑖𝑗𝑘  does not exist, then its stream 
flows must be zero. 
 𝑓𝑖𝑗𝑘 ≤ 𝑥𝑖𝑗𝑘 1 ≤ 𝑘 ≤ 𝐾 + 1 (3.3a) 
 𝑔𝑖𝑗𝑘 ≤ 𝑥𝑖𝑗𝑘 0 ≤ 𝑘 ≤ 𝐾 (3.3b) 
If a stream bypasses stage 𝑘, then all its substream flows must be zero, and vice versa. 
 
∑ 𝑓𝑖𝑗𝑘𝑗 + 𝑦𝑖𝑘 = 1
 
1 ≤ 𝑘 ≤ 𝐾 + 1 (3.4a) 
 
∑ 𝑔𝑖𝑗𝑘𝑖 + 𝑦𝑗𝑘 = 1
 
0 ≤ 𝑘 ≤ 𝐾 (3.4b) 
 
 
Figure 3.2 Additional variables for non-isothermal mixing at stage 𝒌  
  
For temperature changes, let 𝑇𝐷𝑖𝑗𝑘  ( 0 ≤ 𝑘 ≤ 𝐾 + 1 ) with 𝑇𝐷𝑖𝑗0 = 𝑇𝐼𝑁𝑖 −
𝑇𝑂𝑈𝑇𝑖 denote the temperature drop for hot stream 𝑖 and 𝑇𝑅𝑖𝑗𝑘 (0 ≤ 𝑘 ≤ 𝐾 + 1) with  
𝑇𝑅𝑖𝑗(𝐾+1) = 𝑇𝑂𝑈𝑇𝑗−𝑇𝐼𝑁𝑗  denote the temperature rise for cold stream 𝑗  in 𝐻𝐸𝑖𝑗𝑘 . 
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Then, the duty 𝑄𝑖𝑗𝑘 (𝑘 = 0, 1, … ,𝐾 + 1) for 𝐻𝐸𝑖𝑗𝑘 is given by, 
 𝑄𝑖𝑗𝑘 ≤ 𝑓𝑖𝑗𝑘 ∙ 𝐹𝑖 ∙ 𝑇𝐷𝑖𝑗𝑘 1 ≤ 𝑘 ≤ 𝐾 + 1 (3.5a) 
 𝑄𝑖𝑗𝑘 ≤ 𝑔𝑖𝑗𝑘 ∙ 𝐹𝑗 ∙ 𝑇𝑅𝑖𝑗𝑘 0 ≤ 𝑘 ≤ 𝐾 (3.5b) 
If 𝐻𝐸𝑖𝑗𝑘  does not exist, then 𝑄𝑖𝑗𝑘 , 𝑇𝐷𝑖𝑗𝑘 , and 𝑇𝑅𝑖𝑗𝑘  must be zero. To enforce this, 
their upper bounds are needed. If 𝑇𝐼𝑁𝑠 (𝑇𝑂𝑈𝑇𝑠) denotes the initial (final) temperature 
of stream s and 𝑀𝐴𝑇𝑖𝑗𝑘 denotes the minimum temperature approach for 𝐻𝐸𝑖𝑗𝑘, then 
the upper bounds for 𝑇𝐷𝑖𝑗𝑘, 𝑇𝑅𝑖𝑗𝑘, and 𝑄𝑖𝑗𝑘 are: 
𝑇𝐷𝑖𝑗𝑘
𝑈 = 𝑇𝑅𝑖𝑗𝑘𝑈 = ∆𝑇𝑖𝑗𝑘𝑈 = max�0,𝑇𝐼𝑁𝑖 − 𝑇𝐼𝑁𝑗 −𝑀𝐴𝑇𝑖𝑗𝑘� 
𝑄𝑖𝑗𝑘
𝑈 = 𝐹𝑗 ∙ min�𝑇𝑂𝑈𝑇𝑗 − 𝑇𝐼𝑁𝑗 ,∆𝑇𝑖𝑗𝑈�      𝑘 = 0 
𝑄𝑖𝑗𝑘
𝑈 = min �𝐹𝑖 ∙ (𝑇𝐼𝑁𝑖 − 𝑇𝑂𝑈𝑇𝑖),  𝐹𝑗 ∙ �𝑇𝑂𝑈𝑇𝑗 − 𝑇𝐼𝑁𝑗�,∆𝑇𝑖𝑗𝑈 ∙ min�𝐹𝑖,𝐹𝑗�� 
 1 ≤ 𝑘 ≤ 𝐾
 
 
 𝑄𝑖𝑗𝑘𝑈 = 𝐹𝑖 ∙ min�𝑇𝐼𝑁𝑖 − 𝑇𝑂𝑈𝑇𝑖,∆𝑇𝑖𝑗𝑈�   𝑘 = 𝐾 + 1 
Using the above, 
 
𝑇𝐷𝑖𝑗𝑘 ≤ 𝑥𝑖𝑗𝑘 ∙ ∆𝑇𝑖𝑗𝑘
𝑈  1 ≤ 𝑘 ≤ 𝐾 + 1 (3.6a) 
 𝑇𝑅𝑖𝑗𝑘 ≤ 𝑥𝑖𝑗𝑘 ∙ ∆𝑇𝑖𝑗𝑘𝑈  
0 ≤ 𝑘 ≤ 𝐾 (3.6b)   
 𝑄𝑖𝑗𝑘 ≤ 𝑥𝑖𝑗𝑘 ∙ 𝑄𝑖𝑗𝑘𝑈  
(3.6c)   
Note that the above bounds are different from the ones used in the literature to date. In 
the SYNHEAT model of Yee and Grossmann (1990), all substreams in stage k have 
the temperature of the merged parent stream that exits stage k. Thus, the temperature 
drop (rise) for hot (cold) process stream 𝑖  ( 𝑗 ) is implicitly bounded by (𝑇𝐼𝑁𝑖 −
𝑇𝑂𝑈𝑇𝑖) [(𝑇𝑂𝑈𝑇𝑗−𝑇𝐼𝑁𝑗)]. However, as Figure 3.2 shows for non-isothermal mixing, 
the best upper limit is undoubtedly ∆𝑇𝑖𝑗𝑘𝑈 . The previous literature (Björk and 
Westerlund (2002) who allowed non-isothermal mixing) has not used or stated these 
best possible bounds. Thus, the proposed bounds are new, and as shown later, result in 
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better HEN solutions. 
 Eqs. 3.5a–b involve bilinear terms. Using the bounds on 𝑓𝑖𝑗𝑘, 𝑔𝑖𝑗𝑘, 𝑇𝐷𝑖𝑗𝑘, and 
𝑇𝑅𝑖𝑗𝑘 , the following convex and concave estimators (Al-Khayyal and Falk, 1983; 
McCormick, 1976) are written for them. 
 𝑄𝑖𝑗𝑘 ≥ 𝐹𝑖 ∙ �𝑇𝐷𝑖𝑗𝑘 + �𝑓𝑖𝑗𝑘 − 1�∆𝑇𝑖𝑗𝑘𝑈 � 1 ≤ 𝑘 ≤ 𝐾 + 1 (3.7a) 
 𝑄𝑖𝑗𝑘 ≥ 𝐹𝑗 ∙ �𝑇𝑅𝑖𝑗𝑘 + �𝑔𝑖𝑗𝑘 − 1�∆𝑇𝑖𝑗𝑘𝑈 �  0 ≤ 𝑘 ≤ 𝐾 (3.7b) 
 𝑄𝑖𝑗𝑘 ≤ 𝐹𝑖 ∙ 𝑇𝐷𝑖𝑗𝑘 1 ≤ 𝑘 ≤ 𝐾 + 1 (3.7c) 
 𝑄𝑖𝑗𝑘 ≤ 𝐹𝑗 ∙ 𝑇𝑅𝑖𝑗𝑘 0 ≤ 𝑘 ≤ 𝐾 (3.7d) 
 𝑄𝑖𝑗𝑘 ≤ 𝐹𝑖 ∙ 𝑓𝑖𝑗𝑘 ∙ ∆𝑇𝑖𝑗𝑘𝑈  1 ≤ 𝑘 ≤ 𝐾 + 1 (3.7e) 
 𝑄𝑖𝑗𝑘 ≤ 𝐹𝑗 ∙ 𝑔𝑖𝑗𝑘 ∙ ∆𝑇𝑖𝑗𝑘𝑈   0 ≤ 𝑘 ≤ 𝐾 (3.7f) 
 Now, let 𝑇𝑖𝑘  (𝑇𝑗𝑘 ) with 𝑇𝑖0 = 𝑇𝑂𝑈𝑇𝑖 , 𝑇𝑖(𝐾+1) = 𝑇𝑂𝑈𝑇𝑖 , and 𝑇𝑂𝑈𝑇𝑖 ≤ 𝑇𝑖𝑘 ≤
𝑇𝐼𝑁𝑖  (𝑇𝑗𝐾 = 𝑇𝐼𝑁𝑗 , 𝑇𝑗(𝐾+1) = 𝑇𝐼𝑁𝑗 , and 𝑇𝐼𝑁𝑗 ≤ 𝑇𝑗𝑘 ≤ 𝑇𝑂𝑈𝑇𝑗) be the temperature of 
stream 𝑖 (𝑗) as it leaves (enters) stage 𝑘 = 0, 1, … ,𝐾 + 1. Note that the inlet and outlet 
temperatures of all utility streams are fixed (not variables). Then, the energy balance 
at each stage gives, 
 (𝑇𝐼𝑁𝑖 − 𝑇𝑖1)𝐹𝑖 = ∑ 𝑄𝑖𝑗1𝑗  (3.8a) 
 �𝑇𝑖𝑘 − 𝑇𝑖(𝑘+1)�𝐹𝑖 = ∑ 𝑄𝑖𝑗𝑘𝑗  1 ≤ 𝑘 ≤ 𝐾 (3.8b) 
 �𝑇𝑂𝑈𝑇𝑗 − 𝑇𝑗0�𝐹𝑗 = ∑ 𝑄𝑖𝑗0𝑖   (3.8c) 
 �𝑇𝑗𝑘 − 𝑇𝑗(𝑘+1)�𝐹𝑗 = ∑ 𝑄𝑖𝑗𝑘𝑖  0 ≤ 𝑘 ≤ 𝐾 − 1 (3.8d) 
In contrast to isothermal mixing, the temperature approaches at the hot and cold ends 
of 𝐻𝐸𝑖𝑗𝑘 are given by, 
𝑀𝐴𝑇𝑖𝑗𝑘 ≤ 𝑇𝐴𝐻𝑖𝑗𝑘 ≤ 𝑇𝐼𝑁𝑖 − 𝑇𝑅𝑖𝑗𝑘 − 𝑇𝑗𝑘 + 𝛤𝑖𝑗𝑘�1 − 𝑥𝑖𝑗𝑘�  0 ≤ 𝑘 ≤ 1 (3.9ab) 
𝑀𝐴𝑇𝑖𝑗𝑘 ≤ 𝑇𝐴𝐻𝑖𝑗𝑘 ≤ 𝑇𝑖(𝑘−1) − 𝑇𝑅𝑖𝑗𝑘 − 𝑇𝑗𝑘 + 𝛤𝑖𝑗𝑘�1 − 𝑥𝑖𝑗𝑘�  2 ≤ 𝑘 ≤ 𝐾 + 1 (3.9cd) 
𝑀𝐴𝑇𝑖𝑗𝑘 ≤ 𝑇𝐴𝐶𝑖𝑗𝑘 ≤ 𝑇𝐼𝑁𝑖 − 𝑇𝐷𝑖𝑗𝑘 − 𝑇𝑗𝑘 + 𝛤𝑖𝑗𝑘�1 − 𝑥𝑖𝑗𝑘�  0 ≤ 𝑘 ≤ 1 (3.9ef) 
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𝑀𝐴𝑇𝑖𝑗𝑘 ≤ 𝑇𝐴𝐶𝑖𝑗𝑘 ≤ 𝑇𝑖(𝑘−1) − 𝑇𝐷𝑖𝑗𝑘 − 𝑇𝑗𝑘 + 𝛤𝑖𝑗𝑘�1 − 𝑥𝑖𝑗𝑘�  2 ≤ 𝑘 ≤ 𝐾 + 1 (3.9gh) 
where, 𝛤𝑖𝑗𝑘 = �𝑇𝐼𝑁𝑖 − 𝑇𝐼𝑁𝑗                               abs�𝑇𝐼𝑁𝑖 − 𝑇𝐼𝑁𝑗� + 𝑀𝐴𝑇𝑖𝑗𝑘          if 𝑇𝐼𝑁𝑖 ≥ 𝑇𝐼𝑁𝑗 + 𝑀𝐴𝑇𝑖𝑗𝑘otherwise    
Again, the above constraints along with the improved bounds for temperatures give us 
feasible HEN configurations that can be significantly better than those reported or 
obtained in the literature. 
Finally, the HENS objective of minimum TAC is given by,  
TAC = ∑ ∑ 𝑈𝐶𝑖𝑄𝑖𝑗0𝑗𝑖 + ∑ ∑ 𝑈𝐶𝑗𝑄𝑖𝑗(𝐾+1)𝑗𝑖 +  
 ∑ ∑ ∑ �𝐹𝐶𝑖𝑗𝑘𝑥𝑖𝑗𝑘 + 𝐶𝐴𝑖𝑗𝑘 � 𝑄𝑖𝑗𝑘𝐹𝑇𝑖𝑗𝑘𝑈𝑖𝑗𝐿𝑀𝑇𝐷𝑖𝑗𝑘�𝛽𝑖𝑗𝑘�𝑘𝑗𝑖   (3.10) 
where, 𝑈𝐶𝑠 is the unit cost of utility 𝑠; 𝐹𝐶𝑖𝑗𝑘, 𝛽𝑖𝑗𝑘, and 𝐶𝐴𝑖𝑗𝑘 are the appropriate cost 
coefficients for 𝐻𝐸𝑖𝑗𝑘 ; 𝑈𝑖𝑗  is the overall heat transfer coefficient for 𝐻𝐸𝑖𝑗𝑘 ; and 
𝐿𝑀𝑇𝐷𝑖𝑗𝑘  and 𝐹𝑇𝑖𝑗𝑘  are the LMTD and LMTD correction factor respectively for 
𝐻𝐸𝑖𝑗𝑘. 
 To compute the LMTD in Eq. 3.10, several approaches are possible. The HENS 
literature has invariably used an LMTD approximation to avoid the numerical 
difficulties that arise when both approach temperatures are equal. However, two 
alternate ways are proposed to avoid the use of any approximation. Later, these 
approaches are compared with the various approximations. First, instead of 
substituting the LMTD expression in the objective function, as it is done with the 
approximations, the following two constraints can be written. 




(𝑇𝐴𝐻𝑖𝑗𝑘 + 𝑇𝐴𝐶𝑖𝑗𝑘) (3.11b) 
Eq. 3.11b is always valid, since the logarithmic mean cannot exceed the arithmetic 
mean. When 𝑇𝐴𝐻𝑖𝑗𝑘 equals 𝑇𝐴𝐶𝑖𝑗𝑘, Eq. 3.11a holds for any value of 𝐿𝑀𝑇𝐷. Since 
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the optimizer would in general aim to maximize LMTD, Eq. 3.11b will ensure that 
𝐿𝑀𝑇𝐷 = 𝑇𝐴𝐻𝑖𝑗𝑘 = 𝑇𝐴𝐶𝑖𝑗𝑘. Thus, Eq. 3.11 should pose no numerical problems with 
𝑇𝐴𝐻𝑖𝑗𝑘 = 𝑇𝐴𝐶𝑖𝑗𝑘, and can be used instead of an LMTD approximation. However, it 
does increase the number of variables and add nonlinear constraints into the 
formulation rather than adding nonlinearities in the objective function. 
 The second approach involves rewriting the LMTD expression as follows. 
𝐿𝑀𝑇𝐷𝑖𝑗𝑘 = (𝑇𝐴𝐻𝑖𝑗𝑘 − 𝑇𝐴𝐶𝑖𝑗𝑘 + 𝜖)/ ln(𝑇𝐴𝐻𝑖𝑗𝑘+𝜖𝑇𝐴𝐶𝑖𝑗𝑘 ) (3.12) 
The above gives 𝐿𝑀𝑇𝐷𝑖𝑗𝑘 = 𝑇𝐴𝐻𝑖𝑗𝑘 = 𝑇𝐴𝐶𝑖𝑗𝑘  for any small 𝜖 , when 𝑇𝐴𝐻𝑖𝑗𝑘 =
𝑇𝐴𝐶𝑖𝑗𝑘. 
 Chen (1987) ranked the various LMTD approximations in the order of 
decreasing accuracies as follows. 





0.3275 + 𝑇𝐴𝐶𝑖𝑗𝑘0.3275� (3.13) 






1 3⁄ + 𝑇𝐴𝐶𝑖𝑗𝑘1 3⁄ � (3.14) 




�𝑇𝐴𝐻𝑖𝑗𝑘 + 𝑇𝐴𝐶𝑖𝑗𝑘� + 23�𝑇𝐴𝐻𝑖𝑗𝑘 ∙ 𝑇𝐴𝐶𝑖𝑗𝑘 (3.15) 
• Modification of Paterson (1984) by Chen (1987) (Least accurate) 






It is known that Eqs. 3.14 and 3.15 underestimate the HE area, while Eqs. 3.13 and 
3.16 overestimate. In spite of being the least accurate, Eq. 3.16 has been used the most 
in the literature. This is probably because it returns a zero LMTD, when either 𝑇𝐴𝐻𝑖𝑗𝑘 
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or 𝑇𝐴𝐶𝑖𝑗𝑘  is zero. However, with MAT as the lower bound for most HENS 
formulations, 𝑇𝐴𝐻𝑖𝑗𝑘 = 0 or 𝑇𝐴𝐶𝑖𝑗𝑘 = 0 should not be a problem. 
 This completes the MINLP formulation for non-isothermal mixing. Let us call it 
M, which comprises Eqs. 3.1–10 along with the appropriate equations for LMTD. If 
any of Eqs. 3.12–16 are used, the corresponding LMTD expressions will be 
substituted into Eq. 3.10 directly. If not, the model is augmented by Eq. 3.11 with 
𝐿𝑀𝑇𝐷𝑖𝑗𝑘 as additional variables. 
3.3 Solution Algorithm 
M is larger and more complex than the SYNHEAT model due to the additional 
bilinear terms arising from the heat balance at each stage. These terms also make M 
nonconvex, and thus finding a global optimum is a challenge. GAMS/DICOPT is 
unable to solve without a good initial feasible solution, and GAMS/BARON is 
generally slow. Getting a feasible HEN is not always easy. While one could easily 
derive (Hasan et al., 2009) a network with no heat integration, this also did not help 
DICOPT. Therefore, BARON is used, as it needs no starting point. However, since its 
convergence is slow, its solution time is limited. 
 Let us use GAMS 23.6 with CPLEX v.12 as the LP solver, CONOPT v.3 as the 
NLP solver, BARON as the global solver, and BARON and DICOPT as the MINLP 
solvers. The computing platform was a Dell Precision T7400 with 3.4 GHz Intel® 
Xeon® CPU and 64 GB of RAM. 
3.4 Examples 
For the following discussion, two strategies for HENS are defined: isothermal and 
non-isothermal. The former uses the MINLP–NLP strategy of Yee and Grossmann 
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(1990). This strategy, as explained before, first employs an HENS model that assumes 
isothermal mixing at each stage. Then, it solves an NLP for the resulting HEN 
allowing non-isothermal mixing, if the HEN has any substreams. Thus, the definition 
of isothermal strategy is to emphasize the underlying model assuming isothermal 
mixing, but the final solution from the strategy does indeed allow for the possibility of 
non-isothermal mixing. In contrast, the “non-isothermal strategy” is defined as the 
approach that uses an HENS model that inherently allows non-isothermal mixing. For 
instance, Björk and Westerlund (2002) and this work employ this approach. 
Now five examples are solved from the published literature to demonstrate the 
effectiveness of the proposed model and solution approach. In order to compare the 
proposed approach with those existing in the literature, let us assume 𝐹𝑇𝑖𝑗𝑘 = 1 . 
Furthermore, Eq. 3.15 is preferred to Eq. 3.16 due to its greater accuracy. Example 1 
merely establishes the ability of the proposed model to obtain the best published 
solutions from the isothermal strategy. Example 2 shows that the proposed model can 
in fact give better solutions than the existing work employing the non-isothermal 
strategy. Example 3 shows the impact of the new temperature bounds, and Examples 
4 and 5 are large. These examples are considered as benchmarks by other researchers 
in the HENS literature. Most examples show that the new bounds on stream 
temperatures allow some HEN configurations that the existing HENS formulations do 
not admit including those using the non-isothermal strategy. Table 3.1 gives the 
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Table 3.1 Data for Examples 1–5 
Stream  𝑇𝐼𝑁 (°𝐶) 𝑇𝑂𝑈𝑇 (°𝐶) 𝐹 (𝑘𝑊/°𝐶) ℎ (𝑘𝑊/𝑚 ∙ °𝐶) Cost ($/𝑘𝑊 ∙ 𝑦𝑟) 
Example 1 
H1 167 77 22 2.0 – 
C1 76 157 20 2.0 – 
C2 47 95 7.5 0.67 – 
HU 227 227 – 1.0 120 
CU 27 47 – 1.0 20 
𝑀𝐴𝑇 = 1 °𝐶, exchanger cost ($) = 6,600 + 670(Area)0.83 
Example 2 
H1 155 30 8 2.0 – 
H2 80 40 15 2.0 – 
H3 200 40 15 2.0 – 
C1 20 160 20 2.0 – 
C2 20 100 15 2.0 – 
HU 220 220 – 2.0 120 
CU 20 30 – 2.0 20 
𝑀𝐴𝑇 = 1 °𝐶, exchanger cost ($) = 6,000 + 600(Area)0.85 
Example 3 
H1 180 75 30 2.0 – 
H2 240 60 40 2.0 – 
C1 40 230 20 1.5 – 
C2 120 260 15 1.5 – 
C3 40 130 25 2.0 – 
C4 80 190 20 2.0 – 
HU 325 325 – 1.0 120 
CU 25 40 – 2.0 20 
𝑀𝐴𝑇 = 1 °𝐶, exchanger cost ($) = 8,000 + 50(Area)0.75 
Example 4 
H1 227 47 6 – – 
H2 207 107 4 – – 
H3 187 87 6 – – 
H4 107 87 20 – – 
H5 107 47 12 – – 
C1 17 387 18 – – 
HU 427 427 – – 140 
CU 27 47 – – 10 
𝑀𝐴𝑇 = 5 °𝐶, 𝑈𝑖𝑗 = 1.0 𝑘𝑊/𝑚2 ∙ °𝐶, exchanger cost ($) = 1,200(Area)0.6 
Example 5 
H1 85 45 156.3 – – 
H2 120 40 50.0 – – 
H3 125 35 23.9 – – 
H4 56 46 1250 – – 
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H5 90 86 1500 – – 
H6 225 75 50.0 – – 
C1 40 55 466.7 – – 
C2 55 65 600 – – 
C3 65 165 180 – – 
C4 10 170 81.3 – – 
HU 200 198 – – 100 
CU 15 20 – – 15 
𝑀𝐴𝑇 = 1 °𝐶, 𝑈𝑖𝑗 = 0.025 𝑘𝑊/𝑚2 ∙ °𝐶, exchanger cost ($) = 60(Area) 
 
 
Table 3.2 Model statistics for Examples 1–5 
Items  Example 1 Example 2 Example 3 Example 4 Example 5 
Constraints  110 394 514 580 2,294 
Continuous variables  61 199 260 291 1,110 
Binary variables  7 23 30 31 130 
Nonlinear terms  37 141 186 193 870 
Max CPU time (s) 3,600 3,600 7,200 7,200 72,000 
 
3.4.1 Example 1  
This example from Biegler et al. (1997) involves a process with one hot process 
stream (H1), two cold process streams (C1–C2), one hot utility, and one cold utility. 
Figure 3.3 shows the best HEN from the proposed algorithm. It has three exchangers 
and is the same as obtained by Biegler et al. (1997) and Björk and Westerlund (2002). 
However, the TAC of $76,327 is lower than the $76,445 reported by Biegler et al. 
(1997) and the $76,330 reported by Björk and Westerlund (2002). The difference in 
the former is due to the different LMTD approximations (Paterson (1984) in M vs. 
Chen (1987) by Biegler et al. (1997)). However, the TAC of Björk and Westerlund 
(2002) is from their global optimization algorithm, thus the difference in TAC likely 
arises due to their piecewise linear approximation. This small example merely serves 
to validate the proposed model. 
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Figure 3.3 Final HEN from M for Example 1  
 
3.4.2 Example 2  
Björk and Westerlund (2002) used this example to illustrate the impact of non-
isothermal mixing. It has three hot process streams (H1–H3), two cold process 
streams (C1–C2), one hot utility, and one cold utility. M yields an HEN (Figure 3.4) 
with four exchangers and TAC = $95,643. While Björk and Westerlund (2002) also 
reported this as the best configuration, their TAC was slightly higher ($96,001). 
Again, this difference may attribute to the piecewise linear approximation used by 
Björk and Westerlund (2002). 
The best isothermal HEN for this example has five HEs and TAC = $100,720 
as reported by (Björk and Westerlund, 2002). Thus, the isothermal and non-isothermal 
strategies indeed yield different configurations. This is because an isothermal model 
cannot even admit the HEN in Figure 3.4, as it would see a temperature cross in the 
HE for H2 and C1 with the hot-end approach temperature of 80 – 100 = – 20 °C. 
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Figure 3.4 Final HEN from M for Example 2 
 
3.4.3 Example 3  
This is also from Björk and Westerlund (2002). It involves two hot (H1–H2) and four 
cold (C1–C4) process streams with one hot and one cold utility. Like Björk and 
Westerlund (2002), 𝐾 = 3 is also assumed. M gives an HEN (Figure 3.5) with six 
HEs, one heater, one cooler, and TAC = $128,169. This TAC is about 10% lower 
than the best TAC of $139,083 reported by Björk and Westerlund (2002) with their 
non-isothermal strategy. It is also lower than the $140,367 reported by Bergamini et al. 
(2007) as the global optimal solution from their isothermal strategy. While Björk and 
Westerlund (2002) did not report their HEN, the one (Figure 3.6) from Bergamini et 
al. (2007) has lower HE areas, but uses one more HE and one more cooler. The utility 
amounts for the obtained HEN are the same as those for the optimal HEN of 
Bergamini et al. (2007).     
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Figure 3.5 Final HEN from M for Example 3 
 
Note that the final temperature of H2 in Figure 3.5 is 60 °C. However, H2’s 
substream from the HE for C1 is at 46.9 °C. In other words, the substream is cooled to 
a temperature lower than its parent stream’s final temperature of 60 °C. Similarly, 
C4’s substream from the HE with H2 is at 233.3 °C, which exceeds its final 
temperature of 190 °C. All existing HENS models (Yee and Grossmann, 1990; Björk 
and Westerlund, 2002; Bergamini et al., 2007; Hasan et al., 2009, and others), to our 
knowledge, do not allow these scenarios. This is because they all limit the substream 
temperatures to be within the initial and final temperatures of their parent stream 
everywhere in a HEN. Thus, the existing HENS formulations prohibit such valid and 
possibly optimal configurations and may give suboptimal HENs as in this example. 
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Note that even a non-isothermal strategy that uses the intuitive and traditional bounds 
cannot obtain such solutions. 
 
 
Figure 3.6 Best HEN from Bergamini et al. (2007) for Example 3  
 
3.4.4 Example 4  
This is from Yee and Grossmann (1990). Its main purpose is to compare the 
isothermal and non-isothermal strategies, when substreams do appear in an HEN. The 
example involves five hot streams (H1–H5), one cold stream (C1), one hot utility, and 
one cold utility. Since only one large cold stream is present, its likelihood of splitting 
into substreams is high, and thus the outlet temperatures of substreams may affect the 
optimal HEN significantly. 
With 𝐾 = 5, M gives an HEN (Figure 3.7) with eight HEs, five substreams, and 
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TAC = $571,657. This is lower than the two solutions ($576,640 via the isothermal 
strategy and $575,595 via the sequential approach) reported by Yee and Grossmann 
(1990). As in Example 2, 𝐻𝐸311 has a temperature cross with the hot-end approach 
temperature being 187 − 189.3 = −2.3°C for the isothermal model, which makes the 
obtained solution infeasible for the isothermal model of Yee and Grossmann (1990). 
Although the temperature cross scenario is not an issue with the sequential approach, 
the proposed simultaneous model indeed gives a better network, since it does not rely 
on the pinch concept. 
 
 
Figure 3.7 Final HEN from M for Example 4 
 
In fact, the obtained HEN is also better than the best solution ($572,476) 
reported by Khorasany and Fesanghary (2009) for this example. Comparing the HEN 
with that (Figure 3.8) of Khorasany and Fesanghary (2009) shows that their HEN uses 
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the same number of HEs, but one more substream. Their annualized utility cost is 
slightly lower ($498,950 vs. $499,263), but total HE area is higher. Their annualized 
investment cost is $73,526, which is higher than ours ($72,394). Again, this example 




Figure 3.8 Best HEN from Khorasany and Fesanghary (2009) for Example 4 
 
3.4.5 Example 5  
This example was proposed by Ahmad (1985). It has been used as a benchmark by 
several researchers (Khorasany and Fesanghary, 2009; Ravagnani et al., 2005; 
Yerramsetty and Murty, 2008). It has six hot streams (H1–H6) and four cold streams 
(C1–C4) with one hot and one cold utility. It assumes exchanger fixed costs to be zero. 
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Like Khorasany and Fesanghary (2009), 𝐾 = 5 is taken to solve M. M gives an HEN 
(Figure 3.9) with 12 HEs, two heaters, four coolers, and TAC = $5,617,431.  
 
 
Figure 3.9 Final HEN from M for Example 5 
 
Again, an isothermal model cannot admit this network, since C2’s substreams 
from 𝐻𝐸221 and 𝐻𝐸321 at 68.0 °C and 68.2 °C, which exceed C2’s final temperature 
of 65 °C. H6’s substream also gets cooled to 72.1 °C, which is lower than its final 
temperature of 75°C. For this example, Khorasany and Fesanghary (2009) report a 
simpler HEN with 7 HEs, three heaters, and two coolers, but with a higher TAC of 
$5,662,366.  While their annualized utility cost is slightly lower ($2,170,553 vs. 
$2,257,236), the total HE area is higher. Again, their isothermal strategy cannot admit 
the HEN solution in Figure 3.9 due to temperature bound violations, thus misses a 
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better solution. The network (Figure 3.10) from Khorasany and Fesanghary (2009) is 
smaller (fewer exchangers), because they limited substreams to two at any stage. 
Obviously, with such simplification omits potential optimal configurations involving 
three or more substreams at any stage as shown in Figure 3.9 for C2. 
 
 
Figure 3.10 Best HEN from Khorasany and Fesanghary (2009) for Example 5 
 
Since the assumption of zero fixed costs is not realistic, 𝐹𝐶𝑖𝑗𝑘 = $8000  is 
proposed for resolving this example. M immediately gives a simpler HEN (Figure 
3.11) with eight HEs, two heaters, two coolers, and TAC = $5,737,274. Later when 
this example is solved again, 𝐹𝐶𝑖𝑗𝑘 = $8,000 is used instead of zero fixed cost.  
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Figure 3.11 Final HEN from M for Example 5 with 𝐹𝐶𝑖𝑗𝑘 = $8,000 
 
3.5 Impact of LMTD Approximations 
In this section, the impact of various approaches is studied for handling LMTD. M1–
M6 are defined as M with Eqs. 3.11–16 respectively. In other words, M1 means M 
with Eq. 3.11, M2 means M with Eq. 3.12, and so on. Then, Examples 1–5 with M1 
to M6 are solved by using BARON to study the impact of various LMTD approaches 
on solution quality and computation time. For each example, six solutions are 
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obtained, one from each of M1–M6. From these solutions, the one with the least TAC 
is identified. This minimum-TAC solution is then used in its entirety as the starting 
point for DICOPT to solve M2. The best HEN in Table 3.3 refers to the HEN 
resulting from this step. Table 3.3 shows the results from the aforementioned 
numerical study.     
It can be seen that all LMTD approximations are able to achieve the best HEN 
configuration for smaller examples (1, 2, 3 and 4). The only exception is Chen’s 
modification of Underwood’s approximation, which fails to give the best HEN 
configuration for Example 3. However, for the larger Example 5, only M5 gets the 
best HEN configuration. The exact models, M1 and M2, fail to yield the best HEN 
even for smaller examples. The last column in Table 3.3 gives the percentage of 
examples in which each model (the LMTD approaches corresponding to M1–M6) 
attains the best HEN configuration. M5, namely the use of Paterson’s LMTD 
approximation seems to be the best, as it gets the best HEN configuration for all five 
examples. 
The above establishes M5 as the best LMTD approach to get the best HEN 
configuration. However, it being an LMTD approximation, the correct solution 
corresponding to this HEN then can be obtained using M2. Let us name this solution 
strategy M5–M2. Figures 3.12–16 show the exact solutions for Examples 1–5 via the 
M5–M2 strategy. When comparing the solutions obtained from M5 alone and M5–
M2, it can be seen that small differences do exist in substream flows and temperatures. 
Figures 3.12–16 confirm that Paterson’s approximation underestimates HE areas and 
thus TAC. Furthermore, Figures 3.15 and 3.16 show that the HENs from the M5–M2 
strategy need more utilities in the larger Examples 4 and 5. Clearly, it is better to use 
M5–M2 rather than just M5. 
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Figure 3.12 Final HEN from M5–M2 for Example 1  
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Figure 3.15 Final HEN from M5–M2 for Example 4   
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Figure 3.16 Final HEN from M5–M2 for Example 5 
 
3.6 Effectiveness of Stage Bypass 
To study the effectiveness of stage bypass variables and constraints, a reduced version 
M0–A of M is defined by eliminating 𝑦𝑖𝑘, 𝑦𝑗𝑘, 𝑌𝑘, Eqs. 3.1–3, and revising Eq. 3.4 as 
follows. 
 
∑ 𝑓𝑖𝑗𝑘𝑗 = 1
 
1 ≤ 𝑘 ≤ 𝐾 + 1 (3.4c) 
 
∑ 𝑔𝑖𝑗𝑘𝑖 = 1
 
0 ≤ 𝑘 ≤ 𝐾 (3.4d) 
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M0–A is similar to the non-isothermal model of Björk and Westerlund (2002). 
M0–A for Examples 1–5 is now solved using BARON. Table 3.4 compares the 
TACs for M and M0–A. M and M0–A yield the same best solutions for the smaller 
examples, namely Examples 1, 2 and 4. However, for the larger examples (3 and 5), 
M can get as much as 8% lower TAC than M0–A. In this study, the same CPU times 
are allowed for both M and M0–A as shown in Table 3.4.  
 
Table 3.4 Comparison of final TAC ($)  
with (M) and without (M0) stage bypass modeling for Examples 1–5 
Model  Example 1 Example 2 Example 3 Example 4 Example 5 
M 76,327 95,643 128,169 571,657 5,767,761 
M0–A 76,327 95,643 139,824 571,657 5,787,687 
M0–B 76,327 95,643 128,169 571,657 5,788,645 
Max CPU time (s) 3,600 3,600 7,200 3,600 10,000 
 
 
An alternate approach of reducing M is to keep Eq. 3.3 and replace Eq. 3.4a–b 
by the following. 
 
∑ 𝑓𝑖𝑗𝑘𝑗 ≤ 1
 
1 ≤ 𝑘 ≤ 𝐾 + 1 (3.4e) 
 
∑ 𝑔𝑖𝑗𝑘𝑖 ≤ 1
 
0 ≤ 𝑘 ≤ 𝐾 (3.4f) 
This is called M0–B. As can be seen from Table 3.4, it performs slightly better 
than M0–A. However, for Example 5, M still gives the best HEN. With higher time 
the solutions of M0–A and M0–B may reach the optimal point of M. But clearly, 
including the stage bypass variables and constraints improves solution quality and 
efficiency, especially in larger, more practical problems. 
3.7 Summary 
A model was presented based on the stagewise superstructure that allows non-
isothermal mixing in HENS. The novelties in the proposed model include new and 
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improved bounds on substream temperatures and their associated logical constraints. 
By solving five literature examples, it is demonstrated that the proposed model admits 
better solutions that existing HENS formulations cannot admit. Simple constraints are 
proposed, which may be used instead of LMTD approximations in HENS models. 
While the proposed exact LMTD constraints pose no numerical problems and give 
accurate solutions, they seem less efficient than LMTD approximations. Thus, a 
hybrid strategy that first uses an approximation followed by an MINLP model without 
approximation seems a better idea. The effectiveness of stage bypass variables and 
constraints are proven in improving the solution quality and efficiency. One limitation 
of the proposed methodology is that it cannot guarantee global optimal solutions for 
this nonconvex MINLP. However, this work provides a critical step towards an 
extension of the traditional HENS literature to include practical considerations. 
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SIMULTANEOUS SYNTHESIS APPROACH FOR COST-




The chemical process industry is a major user of energy. Energy recovery via heat 
integration is a long established practice in this industry. As mentioned, the existing 
mathematical programming based approaches for simultaneous heat exchanger 
network synthesis (HENS) have employed two superstructures with well-documented 
limitations. The single-stage superstructure (Floudas et al., 1986; Floudas and Ciric, 
1989) allows non-isothermal mixing, series matches, and cross flows, but forbids 
cyclic matching. The multistage superstructure (Yee and Grossmann, 1990) allows 
cyclic matching and assumes isothermal mixing but forbids series matches, cross 
flows, and stage bypass. While some work has addressed some of the above 
limitations, a superstructure that overcomes their limitations and allows superior 
HENs is not aware. As proven in Chapter 3, superior solutions for several literature 
                                                          
1 Huang, K.F., Karimi, I.A., 2013. Simultaneous synthesis approaches for cost-effective heat 
exchanger networks. Chemical Engineering Science 98, 231-245.  
2 Huang, K.F., Karimi, I.A., 2012. Heat exchanger network synthesis using a hyperstructure 
of stagewise stream superstructures. PSE 2012 (Proceedings of the 11th International 
Symposium on Process Systems Engineering), Singapore. Jul. 15-19, 1152-1156.   
3 Huang, K.F., Karimi, I.A., 2013. Heat exchanger network synthesis with multiple utilities 
using a generalized stagewise superstructure with cross flows. PSE Asia 2013 (Proceedings of 
the 6th Conference on Process Systems Engineering), Kuala Lumpur, Malaysia. Jun. 25-27, 
44-49.  
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problems are reported by proposing improved bounds for substream temperatures 
with non-isothermal mixing and logical constraints for stage bypass. However, little 
work has focused on developing new and better superstructures. Moreover, since the 
widely used assumption of using only single utility only at the end of a process stream 
may give suboptimal solution, the flexible placement of multiple utilities should also 
be taken into consideration.  
In this Chapter, a superstructure that overcomes the known limitations of the 
two existing superstructures is proposed by combining their best features. A 
simultaneous model for HENS is presented for the superstructure with some very 
different modeling features and allowing stage bypasses and multiple utilities. Several 
small and large examples are solved to demonstrate superior HEN solutions (lower 
TACs) with novel features such as cross flows, cyclic matches, series matches on a 
substream, and intermediate use of multiple utilities. 
4.2 MINLP Formulation 
Consider the standard HENS problem with the following usual assumptions. 
• Heat capacities of all streams are known constants (averaged over appropriate 
temperature ranges). 
• Inlet (initial) and target (final) temperatures of all streams are known. 
• Flows of all process streams are known. Those of utility streams are flexible 
and to be determined. 
• A process stream cannot use a specific utility stream more than once in the 
network. Thus, for example, it may not use low pressure steam (LPS) twice. 
However, it may use LPS once, and high pressure steam (HPS) once. 
• Utility streams enter exchangers at their initial temperatures, and exit at their 
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final temperatures. Thus, once used, a utility stream cannot be reused in 
another exchanger. 
• Heat exchanges between hot-hot and cold-cold streams are not allowed. 
• The HEN uses 2-stream exchangers only. 
• LMTD correction factors for all exchange matches are known constants. 
These account for the effect of flow patterns that are not purely counter-
current. 
• Overall heat transfer coefficients for all exchange matches are known 
constants independent of flow rates. 
 Let 𝑖 represent hot streams (process or utility), 𝑗 represent cold streams (process 
or utility), and 𝑠 represent any stream (hot or cold process/utility). Define: 
 𝐻𝑃 = {𝑖 | 𝑖 is a hot process stream} 
 𝐻𝑈 = {𝑖 | 𝑖 is a hot utility stream} 
 𝐶𝑃 = {𝑗 | 𝑗 is a cold process stream} 
 𝐶𝑈 = {𝑗 | 𝑗 is a cold utility stream} 
 𝐻𝑆 = 𝐻𝑃 ∪ 𝐻𝑈 = {𝑖 | 𝑖 is a hot process/utility stream} 
 𝐻𝑆′ = {𝑖′ | 𝑖 ∈ 𝐻𝑆; 𝑖′ ∈ 𝐻𝑆; 𝑖′ ≠ 𝑖} 
 𝐼 = |𝐻𝑆|  
 𝐶𝑆 = 𝐶𝑃 ∪ 𝐶𝑈 = {𝑗 | 𝑗 is a process/utility cold stream} 
 𝐶𝑆′ = {𝑗′ | 𝑗 ∈ 𝐶𝑆; 𝑗′ ∈ 𝐶𝑆; 𝑗′ ≠ 𝑗} 
 𝐽 = |𝐶𝑆| 
 𝑆 = 𝐻𝑆 ∪ 𝐶𝑆 = {𝑠 | 𝑠 is a process/utility stream} 
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A 𝐾-stage (𝑘 = 1, 2, … ,𝐾 ≥ 2) superstructure (Figure 4.1) is proposed. Each stage 
allows for at most 𝐼 ∙ 𝐽 − |𝐻𝑈| ∙ |𝐶𝑈| 2-stream matches between hot and cold streams. 
The utilities can exist at any stage, but they cannot exchange heat among themselves. 
Thus, a hot (cold) process stream can give (receive) heat to (from) any cold (hot) 
stream including a cold (hot) utility, but a hot (cold) utility cannot heat (cool) a cold 
(hot) utility at any stage. This is in contrast to most previous works that allow utility 
usage only after exchanges among process streams are exhausted. However, let us 
assume that a process stream can use a utility at most once in the network. Finally, the 
superstructure allows cross flows (Floudas et al., 1986) among the exchangers at each 
stage. 
 In the proposed superstructure, hot (cold) streams enter stage 1 (𝐾) first, and 
flow to stages 2, 3, … ,𝐾  (𝐾 − 1,𝐾 − 2, … , 1 ) in that sequence. Each hot (cold) 
process stream 𝑖 ∈ 𝐻𝑃  (𝑗 ∈ 𝐶𝑃 ) splits into 𝐽 + 1 (𝐼 + 1) substreams as it enters a 
stage, and all the substreams exiting a stage merge to reform the parent process stream. 
Alternately, each process stream has one splitter (mixer) at the inlet (outlet) of each 
stage. Let us call these stage inlet splitters (outlet mixers). Furthermore, each HE has 
one inlet mixer and one outlet splitter for the hot-side, and likewise for the cold-side. 
Let us call these HE inlet mixers (outlet splitters). As discussed later, the utility 
streams have neither mixers nor splitters. The stage inlet splitter for a hot (cold) 
process stream 𝑖 (𝑗) at a stage splits it into 𝐽 + 1 (𝐼 + 1) substreams. One substream 
bypasses all the exchangers in that stage, and goes directly to that stream’s stage 
outlet mixer. Each of the remaining hot (cold) process substreams enters the hot (cold) 
inlet mixer of exactly one of 𝐽 (𝐼) HEs. This hot (cold) HE inlet mixer also receives 
cross flows from the other 𝐽 − 1 (𝐼 − 1) exchangers as described next. The hot (cold) 
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stream leaving each exchanger enters the outlet hot (cold) splitter, where it splits into 
𝐽 (𝐼) substreams. One substream goes to the stage outlet mixer for reforming the 
parent stream. Each of the remaining substreams flows back to the hot (cold) inlet 
mixer of one of the other 𝐽 − 1 (𝐼 − 1) HEs. Let us call these cross flows. 
 The outlet mixer for each hot (cold) process stream at each stage receives 𝐽 + 1 
(𝐼 + 1) substreams, one directly from its stage inlet splitter and one each from the 𝐽 (𝐼) 
HEs in that stage. The stage outlet mixer merges these substreams to reform the 
parent hot (cold) stream, which then goes to the inlet splitter of the next stage. Having 
multiple stages (𝐾 ≥ 2) in the superstructure allows a hot and a cold stream to 
exchange heat more than once in the HEN. 
 The utility streams differ from the process streams in that their flows are 
unlimited and unknown variables. Thus, splitting a utility stream into substreams is 
unnecessary at any stage. In other words, neither stage nor HE splitters and mixers are 
used for any utility stream at any stage. Furthermore, each utility stream is assumed to 
attain its final target temperature in each exchanger, so it cannot be reused in another 
exchanger. Thus, no cross flows are allowed for utility streams. These simplifications 
allow us to assume that every utility stream entering an exchanger is a unique stream. 
4.2.2 Heat Exchangers and Flows  
Let 𝐻𝐸𝑖𝑗𝑘 (𝑖 ∈ 𝐻𝑃, 𝑗 ∈ 𝐶𝑆 or 𝑖 ∈ 𝐻𝑆, 𝑗 ∈ 𝐶𝑃, 1 ≤ 𝑘 ≤ 𝐾) denote the exchanger where 
a hot stream 𝑖 heats a cold stream 𝑗 in stage 𝑘. The following binary variable is used 
to model the existence of 𝐻𝐸𝑖𝑗𝑘. 
 𝑥𝑖𝑗𝑘 = �1 if hot stream 𝑖 heats cold stream 𝑗 in stage 𝑘0 otherwise   
 (𝑖 ∈ 𝐻𝑃, 𝑗 ∈ 𝐶𝑆) or (𝑖 ∈ 𝐻𝑆, 𝑗 ∈ 𝐶𝑃), 1 ≤ 𝑘 ≤ 𝐾 
The above domain for 𝑥𝑖𝑗𝑘  explicitly excludes exchanges between hot and cold 
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utilities. In addition, there may be stream𝑠 between which exchanges may not be 
possible due to temperature incompatibilities. They are eliminated (discussed later) by 
setting 𝑥𝑖𝑗𝑘 = 0 for such streams. Since a process stream cannot use a specific utility 
more than once, the following is required,  
 ∑ 𝑥𝑖𝑗𝑘𝑘=𝐾𝑘=1 ≤ 1 (𝑖 ∈ 𝐻𝑈, 𝑗 ∈ 𝐶𝑃) or (𝑖 ∈ 𝐻𝑃, 𝑗 ∈ 𝐶𝑈) (4.1) 
 To allow a process stream to bypass a stage 𝑘 fully, and a stage to have no 
exchangers, two 0-1 continuous variables are defined: 
𝑦𝑠𝑘 = �1 if process stream 𝑠 should bypass stage 𝑘 fully0 otherwise   
  𝑠 ∈ 𝐻𝑃 ∪ 𝐶𝑃, 1 ≤ 𝑘 ≤ 𝐾 
𝑌𝑘  = �1 if stage 𝑘 should exist (have at least one exchanger)0 otherwise  1 ≤ 𝑘 ≤ 𝐾 
Let us set 𝑌1 = 1, because at least one stage must exist. No bypass is necessary for 
utilities, as their reuse is not possible. Hasan et al. (2009) used the above variables to 
eliminate redundant stages in the superstructure via the following logical constraints. 
Chapter 3 has demonstrated the impact and usefulness of including these constraints. 
Therefore, the following are used as such in the model. 
 𝑦𝑖𝑘 + 𝑥𝑖𝑗𝑘 ≤ 1 𝑖 ∈ 𝐻𝑃, 𝑗 ∈ 𝐶𝑆, 1 ≤ 𝑘 ≤ 𝐾 (4.2a) 
 𝑦𝑖𝑘 + ∑ 𝑥𝑖𝑗𝑘𝑗∈𝐶𝑆 ≥ 1 𝑖 ∈ 𝐻𝑃, 1 ≤ 𝑘 ≤ 𝐾 (4.2b) 
 𝑦𝑗𝑘 + 𝑥𝑖𝑗𝑘 ≤ 1 𝑖 ∈ 𝐻𝑆, 𝑗 ∈ 𝐶𝑃, 1 ≤ 𝑘 ≤ 𝐾 (4.2c) 
 𝑦𝑗𝑘 + ∑ 𝑥𝑖𝑗𝑘𝑖∈𝐻𝑆 ≥ 1 𝑗 ∈ 𝐶𝑃, 1 ≤ 𝑘 ≤ 𝐾 (4.2d) 
 𝑌𝑘 + 𝑦𝑖𝑘 ≥ 1 1 ≤ 𝑘 ≤ 𝐾 (4.3a) 
 𝑌𝑘 + 𝑦𝑗𝑘 ≥ 1 1 ≤ 𝑘 ≤ 𝐾 (4.3b) 
 𝑌𝑘 + ∑ 𝑦𝑖𝑘𝑖 + ∑ 𝑦𝑗𝑘𝑗 ≤ |𝐻𝑃| + |𝐶𝑃| 1 ≤ 𝑘 ≤ 𝐾 (4.3c) 
 𝑌𝑘 ≥ 𝑌𝑘+1 1 ≤ 𝑘 ≤ 𝐾 − 1 (4.3d) 
 As done in the literature, “flow” is used in this work to mean heat content flow, 
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which is the product of mass flow and heat capacity. Let 𝐹𝑠 denote the known total 
flow of a process stream 𝑠 (𝑠 ∈ 𝐻𝑃 ∪ 𝐶𝑃) entering and leaving the HEN. Let 𝑓𝑖𝑗𝑘 
(𝑖 ∈ 𝐻𝑃, 𝑗 ∈ 𝐶𝑆) denote the unknown fraction of hot flow 𝐹𝑖 going into the hot inlet 
mixer of  𝐻𝐸𝑖𝑗𝑘  and 𝑓𝑗𝑖𝑘  (𝑖 ∈ 𝐻𝑆, 𝑗 ∈ 𝐶𝑃) denote the fraction of cold flow 𝐹𝑗  going 
into the cold inlet mixer of 𝐻𝐸𝑖𝑗𝑘. The flow balance around a stage inlet splitter gives, 
 
∑ 𝑓𝑖𝑗𝑘𝑗∈𝐶𝑆 + 𝑦𝑖𝑘 ≤ 1
 
𝑖 ∈ 𝐻𝑃, 1 ≤ 𝑘 ≤ 𝐾 (4.4a) 
 
∑ 𝑓𝑗𝑖𝑘𝑖∈𝐻𝑆 + 𝑦𝑗𝑘 ≤ 1
 
𝑗 ∈ 𝐶𝑃, 1 ≤ 𝑘 ≤ 𝐾 (4.4b) 
Now, let 𝑔𝑖𝑗′𝑗𝑘  (𝑖 ∈ 𝐻𝑃, 𝑗 ∈ 𝐶𝑆, 𝑗′ ∈ 𝐶𝑆′, 𝑗′ ≠ 𝑗)  denote the fractional flow of hot 
process stream 𝑖 from the outlet splitter of 𝐻𝐸𝑖𝑗′𝑘 into the inlet mixer of 𝐻𝐸𝑖𝑗𝑘, and 
𝑔𝑗𝑖′𝑖𝑘  (𝑗 ∈ 𝐶𝑃, 𝑖 ∈ 𝐻𝑆, 𝑖′ ∈ 𝐻𝑆′, 𝑖′ ≠ 𝑖)  denote the fractional flow of cold process 
stream 𝑗 from the outlet splitter of 𝐻𝐸𝑖′𝑗𝑘 into the inlet mixer of 𝐻𝐸𝑖𝑗𝑘. Then, the total 
fractional flow 𝑔𝑖𝑗𝑘 (𝑖 ∈ 𝐻𝑃, 𝑗 ∈ 𝐶𝑆) of hot stream 𝑖 and 𝑔𝑗𝑖𝑘 (𝑖 ∈ 𝐻𝑆, 𝑗 ∈ 𝐶𝑃) of cold 
process stream 𝑗 through 𝐻𝐸𝑖𝑗𝑘 are given by, 
 
𝑔𝑖𝑗𝑘 = 𝑓𝑖𝑗𝑘 + ∑ 𝑔𝑖𝑗′𝑗𝑘𝑗′∈𝐶𝑆,𝑗′≠𝑗
 
𝑖 ∈ 𝐻𝑃, 𝑗 ∈ 𝐶𝑆 (4.5a) 
 
𝑔𝑗𝑖𝑘 = 𝑓𝑗𝑖𝑘 + ∑ 𝑔𝑗𝑖′𝑖𝑘𝑖′∈𝐻𝑆,𝑖′≠𝑖
 
𝑖 ∈ 𝐻𝑆, 𝑗 ∈ 𝐶𝑃 (4.5b) 
All the fractional flows of a stream 𝑠 are defined with respect to 𝐹𝑠. Similarly, the sum 
of the cross flows from an exchanger must not exceed the flow through that exchanger. 
Therefore, 
 
𝑔𝑖𝑗𝑘 ≥ ∑ 𝑔𝑖𝑗𝑗′𝑘𝑗′∈𝐶𝑆,𝑗′≠𝑗
 
𝑖 ∈ 𝐻𝑃, 𝑗 ∈ 𝐶𝑆 (4.6a) 
 
𝑔𝑗𝑖𝑘 ≥ ∑ 𝑔𝑗𝑖𝑖′𝑘𝑖′∈𝐻𝑆,𝑖′≠𝑖
 
𝑖 ∈ 𝐻𝑆, 𝑗 ∈ 𝐶𝑃 (4.6b)  
Eqs. 4.4-6 also make sure that the flow of stream 𝑠 into its outlet mixer at stage 𝑘 will 
always be 𝐹𝑠. 
 Finally, if 𝐻𝐸𝑖𝑗𝑘 does not exist, then its hot and cold flows must be zero. 
 𝑔𝑖𝑗𝑘 ≤ 𝑥𝑖𝑗𝑘 𝑖 ∈ 𝐻𝑃, 𝑗 ∈ 𝐶𝑆 (4.7a) 
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 𝑔𝑗𝑖𝑘 ≤ 𝑥𝑖𝑗𝑘 𝑖 ∈ 𝐻𝑆, 𝑗 ∈ 𝐶𝑃 (4.7b) 
4.2.3 Stream Temperatures 
Let 𝑇𝐼𝑁𝑠 (𝑇𝑂𝑈𝑇𝑠) be the temperature at which a stream 𝑠 ∈ 𝑆 enters (must exit) the 
HEN. Furthermore, let 𝛼𝑖𝑗𝑘  (𝛼𝑗𝑖𝑘 ) denote the temperature of the hot (cold) stream 
entering 𝐻𝐸𝑖𝑗𝑘, and 𝛽𝑖𝑗𝑘 (𝛽𝑗𝑖𝑘) denote the temperature of the hot (cold) stream leaving 
𝐻𝐸𝑖𝑗𝑘. Since a utility stream 𝑠 must enter (exist) an exchanger at 𝑇𝐼𝑁𝑠 (𝑇𝑂𝑈𝑇𝑠), let us 
write, 
 𝛼𝑗𝑖𝑘 = 𝑇𝐼𝑁𝑗 𝑖 ∈ 𝐻𝑃, 𝑗 ∈ 𝐶𝑈  
 𝛽𝑗𝑖𝑘 = 𝑇𝑂𝑈𝑇𝑗 𝑖 ∈ 𝐻𝑃, 𝑗 ∈ 𝐶𝑈  
 𝛼𝑖𝑗𝑘 = 𝑇𝐼𝑁𝑖 𝑖 ∈ 𝐻𝑈, 𝑗 ∈ 𝐶𝑃  
 𝛽𝑖𝑗𝑘 = 𝑇𝑂𝑈𝑇𝑖 𝑖 ∈ 𝐻𝑈, 𝑗 ∈ 𝐶𝑃  
The above ensure that the utility flows will be minimum. 
 The inlet and outlet temperatures of process streams at an exchanger are 
unknown variables. To determine them, 𝑇𝑠𝑘 is defined as the temperature of a process 
stream 𝑠 ∈ 𝐻𝑃 ∪ 𝐶𝑃 entering stage 𝑘 = 1, 2, … ,𝐾. Since a process stream must enter 
the HEN at its initial temperature, 𝑇𝑖1 = 𝑇𝐼𝑁𝑖 for 𝑖 ∈ 𝐻𝑃 and 𝑇𝑗𝐾 = 𝑇𝐼𝑁𝑗 for 𝑗 ∈ 𝐶𝑃. 
However, the temperature at which it enters an exchanger will depend on the stage 
location ad cross flows from other exchangers in that stage. This is given by the 
energy balances at the HE inlet mixers. 
 𝑔𝑖𝑗𝑘𝛼𝑖𝑗𝑘 ≤ 𝑓𝑖𝑗𝑘𝑇𝑖𝑘 + ∑ 𝑔𝑖𝑗′𝑗𝑘𝛽𝑖𝑗′𝑘𝑗′∈𝐶𝑆,𝑗′≠𝑗  𝑖 ∈ 𝐻𝑃, 𝑗 ∈ 𝐶𝑆 (4.8a) 
 𝑔𝑗𝑖𝑘𝛼𝑗𝑖𝑘 ≥ 𝑓𝑗𝑖𝑘𝑇𝑗𝑘 + ∑ 𝑔𝑗𝑖′𝑖𝑘𝛽𝑗𝑖′𝑘𝑖′∈𝐻𝑆,𝑖′≠𝑖  𝑖 ∈ 𝐻𝑆, 𝑗 ∈ 𝐶𝑃 (4.8b) 
 Whether 𝐻𝐸𝑖𝑗𝑘 exists or not, it is demanded to effect some minimum changes in 
its stream temperatures. 
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 𝛼𝑖𝑗𝑘 ≥ 𝛽𝑖𝑗𝑘 + ∆𝑖 𝑖 ∈ 𝐻𝑃, 𝑗 ∈ 𝐶𝑆 (4.9a) 
 𝛽𝑗𝑖𝑘 ≥ 𝛼𝑗𝑖𝑘 + ∆𝑗 𝑖 ∈ 𝐻𝑆, 𝑗 ∈ 𝐶𝑃 (4.9b)  
where, ∆𝑠  is the minimum temperature change for a process stream 𝑠 ∈ 𝐻𝑃 ∪ 𝐶𝑃 
going through an exchanger. If the exchanger does not exist, its temperatures will be 
inconsequential anyway. 
 If 𝑀𝐴𝑇𝑖𝑗𝑘  denotes the minimum temperature approach for 𝐻𝐸𝑖𝑗𝑘 , then 𝐻𝐸𝑖𝑗𝑘 
can exist only if the following hold. 
 𝑇𝐼𝑁𝑖 ≥ 𝑇𝐼𝑁𝑗 + 𝑀𝐴𝑇𝑖𝑗𝑘 + ∆𝑖 (𝑖 ∈ 𝐻𝑃, 𝑗 ∈ 𝐶𝑆) or (𝑖 ∈ 𝐻𝑆, 𝑗 ∈ 𝐶𝑃)  
 𝑇𝐼𝑁𝑗 ≤ 𝑇𝐼𝑁𝑖 − 𝑀𝐴𝑇𝑖𝑗𝑘 − ∆𝑗 (𝑖 ∈ 𝐻𝑃, 𝑗 ∈ 𝐶𝑆) or (𝑖 ∈ 𝐻𝑆, 𝑗 ∈ 𝐶𝑃)  
Thus, if 𝑇𝐼𝑁𝑖 ≤ 𝑇𝐼𝑁𝑗 + 𝑀𝐴𝑇𝑖𝑗𝑘 + max [∆𝑖,∆𝑗]  for any ( 𝑖 ∈ 𝐻𝑃, 𝑗 ∈ 𝐶𝑆 ) or ( 𝑖 ∈
𝐻𝑆, 𝑗 ∈ 𝐶𝑃 ), then let us set 𝑥𝑖𝑗𝑘 = 0 , 𝛼𝑖𝑗𝑘 = 𝑇𝐼𝑁𝑖 , 𝛼𝑗𝑖𝑘 = 𝑇𝐼𝑁𝑗 , 𝛽𝑖𝑗𝑘 = 𝑇𝑂𝑈𝑇𝑖 , 
𝛽𝑗𝑖𝑘 = 𝑇𝑂𝑈𝑇𝑗 . For an HE that may exist in the HEN, the following bounds are 
assumed on its stream inlet temperatures. 
𝑇𝑂𝑈𝑇𝑖 ≤ 𝛼𝑖𝑗𝑘 ≤ 𝑇𝐼𝑁𝑖  𝑖 ∈ 𝐻𝑃, 𝑗 ∈ 𝐶𝑆 
𝑇𝐼𝑁𝑗 ≤ 𝛼𝑗𝑖𝑘 ≤ 𝑇𝑂𝑈𝑇𝑗  𝑖 ∈ 𝐻𝑆, 𝑗 ∈ 𝐶𝑃 
For stream outlet temperatures, hot (cold) process streams are allowed to be cooled 
(heated) beyond their desired outlet temperatures as done in Chapter 3. If 𝑇𝑖𝐿 (𝑇𝑗𝑈) 
denotes the minimum (maximum) allowable temperature for a hot process stream 𝑖 (𝑗), 
then the bounds on the stream outlet temperatures are: 
 max[𝑇𝐼𝑁𝑗 + 𝑀𝐴𝑇𝑖𝑗𝑘 ,𝑇𝑖𝐿] ≤ 𝛽𝑖𝑗𝑘 ≤ 𝑇𝐼𝑁𝑖 𝑖 ∈ 𝐻𝑃, 𝑗 ∈ 𝐶𝑆  
 𝑇𝐼𝑁𝑗 ≤ 𝛽𝑗𝑖𝑘 ≤ min [𝑇𝐼𝑁𝑖 − 𝑀𝐴𝑇𝑖𝑗𝑘 ,𝑇𝑗𝑈] 𝑖 ∈ 𝐻𝑆, 𝑗 ∈ 𝐶𝑃  
As demonstrated in Chapter 3 with examples, the above bounds can result in better 
HENs. 
 Lastly, the temperature approaches in 𝐻𝐸𝑖𝑗𝑘  must exceed 𝑀𝐴𝑇𝑖𝑗𝑘 . Unlike the 
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models based on the stagewise superstructure, the big-M logical constraints for 
approach temperatures are not used. Instead, the following constraints are proposed,   
 𝛼𝑖𝑗𝑘 ≥ 𝛽𝑗𝑖𝑘 + 𝑀𝐴𝑇𝑖𝑗𝑘 (𝑖 ∈ 𝐻𝑃, 𝑗 ∈ 𝐶𝑆) or (𝑖 ∈ 𝐻𝑆, 𝑗 ∈ 𝐶𝑃) (4.10a) 
 𝛽𝑖𝑗𝑘 ≥ 𝛼𝑗𝑖𝑘 + 𝑀𝐴𝑇𝑖𝑗𝑘 (𝑖 ∈ 𝐻𝑃, 𝑗 ∈ 𝐶𝑆) or (𝑖 ∈ 𝐻𝑆, 𝑗 ∈ 𝐶𝑃) (4.10b) 
If 𝑥𝑖𝑗𝑘 = 0, then the temperatures are inconsequential anyway.  
4.2.4 Exchanger Areas and Objective Function 
If 𝑄𝑖𝑗𝑘 [(𝑖 ∈ 𝐻𝑃, 𝑗 ∈ 𝐶𝑆)or (𝑖 ∈ 𝐻𝑆, 𝑗 ∈ 𝐶𝑃)] denotes the heat duty of a potential 
𝐻𝐸𝑖𝑗𝑘, then the following can be written, 
 𝑄𝑖𝑗𝑘 ≤ 𝐹𝑖�𝛼𝑖𝑗𝑘 − 𝛽𝑖𝑗𝑘�𝑔𝑖𝑗𝑘 𝑖 ∈ 𝐻𝑃, 𝑗 ∈ 𝐶𝑆 (4.11a) 
 𝑄𝑖𝑗𝑘 ≤ 𝐹𝑗�𝛽𝑗𝑖𝑘 − 𝛼𝑗𝑖𝑘�𝑔𝑗𝑖𝑘 𝑖 ∈ 𝐻𝑆, 𝑗 ∈ 𝐶𝑃 (4.11b) 
 𝑄𝑖𝑗𝑘 ≤ 𝑥𝑖𝑗𝑘𝑄𝑖𝑗𝑘
𝑈
 𝑖 ∈ 𝐻𝑆, 𝑗 ∈ 𝐶𝑆 (4.11c) 
𝑄𝑖𝑗𝑘
𝑈  is set as follows. The maximum heat load for a process stream 𝑠 is limited to 
𝐹𝑠|𝑇𝐼𝑁𝑠 − 𝑇𝑂𝑈𝑇𝑠|. Then, using the upper bound on 𝛼𝑖𝑗𝑘 and lower bound on 𝛽𝑖𝑗𝑘, the 
maximum possible temperature change for a hot process stream 𝑖 ∈ 𝐻𝑃  through 
𝐻𝐸𝑖𝑗𝑘  is 𝑇𝐼𝑁𝑖 − max[𝑇𝐼𝑁𝑗 + 𝑀𝐴𝑇𝑖𝑗𝑘,𝑇𝑖𝐿] . Similarly, the maximum temperature 
change for a cold process stream 𝑗 ∈ 𝐶𝑃  can be get as min [𝑇𝐼𝑁𝑖 − 𝑀𝐴𝑇𝑖𝑗𝑘,𝑇𝑗𝑈] −
𝑇𝐼𝑁𝑗. 
𝑄𝑖𝑗𝑘
𝑈 = min�𝐹𝑖(𝑇𝐼𝑁𝑖 − 𝑇𝑂𝑈𝑇𝑖),  𝐹𝑗�𝑇𝑂𝑈𝑇𝑗 − 𝑇𝐼𝑁𝑗�,𝐹𝑖�𝑇𝐼𝑁𝑖 − max[𝑇𝐼𝑁𝑗 +
𝑀𝐴𝑇𝑖𝑗𝑘 ,𝑇𝑖𝐿]�,  𝐹𝑗�min [𝑇𝐼𝑁𝑖 − 𝑀𝐴𝑇𝑖𝑗𝑘,𝑇𝑗𝑈] − 𝑇𝐼𝑁𝑗�� 
 (𝑖 ∈ 𝐻𝑃, 𝑗 ∈ 𝐶𝑆) or (𝑖 ∈ 𝐻𝑆, 𝑗 ∈ 𝐶𝑃) 
Since the utility flows are unknown, any term pertaining to a utility is ignored from 
the above expression. 
 If 𝑥𝑖𝑗𝑘 = 0, then let us set 𝑄𝑖𝑗𝑘 = 0, and do not use Eqs. 4.11a–c at all. Then, 
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the energy balance for each stage gives, 
 �𝑇𝑖𝑘 − 𝑇𝑖(𝑘+1)�𝐹𝑖 = ∑ 𝑄𝑖𝑗𝑘𝑗∈𝐶𝑆  𝑖 ∈ 𝐻𝑃, 1 ≤ 𝑘 ≤ 𝐾 − 1 (4.12a) 
 [𝑇𝑖𝐾 − 𝑇𝑂𝑈𝑇𝑖]𝐹𝑖 = ∑ 𝑄𝑖𝑗𝐾𝑗∈𝐶𝑆  𝑖 ∈ 𝐻𝑃 (4.12b) 
 �𝑇𝑂𝑈𝑇𝑗 − 𝑇𝑗1�𝐹𝑗 = ∑ 𝑄𝑖𝑗1𝑖∈𝐻𝑆  𝑗 ∈ 𝐶𝑃 (4.12c) 
 �𝑇𝑗(𝑘−1) − 𝑇𝑗𝑘�𝐹𝑗 = ∑ 𝑄𝑖𝑗𝑘𝑖∈𝐻𝑆  𝑗 ∈ 𝐶𝑃, 2 ≤ 𝑘 ≤ 𝐾 (4.12d) 
  Paterson’s LMTD approximation (Paterson, 1984) was found to be the best in 
Chapter 3. Therefore, the following is directly substituted into the objective function 
for area calculations. 
𝐿𝑀𝑇𝐷𝑖𝑗𝑘 = 16 �𝛼𝑖𝑗𝑘 − 𝛽𝑗𝑖𝑘 + 𝛽𝑖𝑗𝑘 − 𝛼𝑗𝑖𝑘� + 23��𝛼𝑖𝑗𝑘 − 𝛽𝑗𝑖𝑘� ∙ �𝛽𝑖𝑗𝑘 − 𝛼𝑗𝑖𝑘�  
Then, the HEN’s TAC is given by, 
 𝑇𝐴𝐶 = ∑ �∑ ∑ 𝑈𝐶𝑗𝑄𝑖𝑗𝑘𝑗∈𝐶𝑈𝑖∈𝐻𝑃 + ∑ ∑ 𝑈𝐶𝑖𝑄𝑖𝑗𝑘𝑗∈𝐶𝑃𝑖∈𝐻𝑈 +𝐾𝑘=1   
 ∑∑ �𝐹𝐶𝑖𝑗𝑘𝑥𝑖𝑗𝑘 + 𝛾𝑖𝑗𝑘�𝑄𝑖𝑗𝑘 �𝐹𝑇𝑖𝑗𝑘𝑈𝑖𝑗𝐿𝑀𝑇𝐷𝑖𝑗𝑘�⁄ �𝜂𝑖𝑗𝑘�(𝑖∈𝐻𝑃,𝑗∈𝐶𝑆) or (𝑖∈𝐻𝑆,𝑗∈𝐶𝑃) �  
  (4.13) 
where, 𝑈𝐶𝑠  is the unit cost of utility 𝑠 ∈ 𝐻𝑈 ∪ 𝐶𝑈 , 𝐹𝐶𝑖𝑗𝑘 , 𝜂𝑖𝑗𝑘 , 𝛾𝑖𝑗𝑘  are the 
appropriate coefficients for the cost of 𝐻𝐸𝑖𝑗𝑘 , 𝑈𝑖𝑗  and 𝐹𝑇𝑖𝑗𝑘  are the overall heat 
transfer coefficient and LMTD correction factor for 𝐻𝐸𝑖𝑗𝑘. Again, if 𝑥𝑖𝑗𝑘 = 0, then 
the corresponding terms are not included in Eq. 4.13. 
 This completes the MINLP formulation (M) for HENS. M comprises Eqs. 4.1–
13 and involves bilinear terms in Eqs. 4.8a–b and 4.11a–b. Now appropriate convex-
hull relaxations (Al-Khayyal and Falk, 1983; McCormick, 1976) are derived for these 
bilinear terms and added to M. 
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4.2.5 Convex-Hull Relaxations for Bilinear Terms 
To our experience, using the convex-hull relaxations along with the bilinear terms can 
help improve the solution efficiency. Thus, the following intermediate variables are 
defined for the various bilinear terms in M. 
 𝐹𝑖𝑗𝑘 = 𝑓𝑖𝑗𝑘𝑇𝑖𝑘 𝑖 ∈ 𝐻𝑃, 𝑗 ∈ 𝐶𝑆,𝑘 ∈ [2,𝐾] (4.14a) 
 𝐹𝑗𝑖𝑘 = 𝑓𝑗𝑖𝑘𝑇𝑗𝑘 𝑖 ∈ 𝐻𝑆, 𝑗 ∈ 𝐶𝑃 (4.14b) 
 𝐺𝑖𝑗𝑘 = 𝑔𝑖𝑗𝑘𝛼𝑖𝑗𝑘 𝑖 ∈ 𝐻𝑃, 𝑗 ∈ 𝐶𝑆 (4.15a) 
 𝐺𝑗𝑖𝑘 = 𝑔𝑗𝑖𝑘𝛼𝑗𝑖𝑘 𝑖 ∈ 𝐻𝑆, 𝑗 ∈ 𝐶𝑃 (4.15b) 
 𝐻𝑖𝑗𝑘 = 𝑔𝑖𝑗𝑘𝛽𝑖𝑗𝑘 𝑖 ∈ 𝐻𝑃, 𝑗 ∈ 𝐶𝑆 (4.16a) 
 𝐻𝑗𝑖𝑘 = 𝑔𝑗𝑖𝑘𝛽𝑗𝑖𝑘 𝑖 ∈ 𝐻𝑆, 𝑗 ∈ 𝐶𝑃 (4.16b) 
 𝐶𝑖𝑗′𝑗𝑘 = 𝑔𝑖𝑗′𝑗𝑘𝛽𝑖𝑗′𝑘 𝑖 ∈ 𝐻𝑃, 𝑗 ∈ 𝐶𝑆 (4.17a) 
 𝐶𝑗𝑖′𝑖𝑘 = 𝑔𝑗𝑖′𝑖𝑘𝛽𝑗𝑖′𝑘 𝑖 ∈ 𝐻𝑆, 𝑗 ∈ 𝐶𝑃 (4.17b) 
With the above, Eqs. 4.8a–b and 4.11a–b become.  
 𝐺𝑖𝑗𝑘 ≤ 𝐹𝑖𝑗𝑘 + ∑ 𝐶𝑖𝑗′𝑗𝑘𝑗′∈𝐶𝑆,𝑗′≠𝑗  𝑖 ∈ 𝐻𝑃, 𝑗 ∈ 𝐶𝑆 (4.8c) 
 𝐺𝑗𝑖𝑘 ≥ 𝐹𝑗𝑖𝑘 + ∑ 𝐶𝑗𝑖′𝑖𝑘𝑖′∈𝐻𝑆,𝑖′≠𝑖  𝑖 ∈ 𝐻𝑆, 𝑗 ∈ 𝐶𝑃 (4.8d) 
 𝑄𝑖𝑗𝑘 ≤ 𝐹𝑖�𝐺𝑖𝑗𝑘 − 𝐻𝑖𝑗𝑘� 𝑖 ∈ 𝐻𝑃, 𝑗 ∈ 𝐶𝑆 (4.11d) 
 𝑄𝑖𝑗𝑘 ≤ 𝐹𝑗�𝐻𝑗𝑖𝑘 − 𝐺𝑗𝑖𝑘� 𝑖 ∈ 𝐻𝑆, 𝑗 ∈ 𝐶𝑃 (4.11e) 
Then, using the proposed bounds for 𝛼𝑖𝑗𝑘, 𝛼𝑗𝑖𝑘, 𝛽𝑖𝑗𝑘 and 𝛽𝑗𝑖𝑘, and also using [𝑇𝑂𝑈𝑇𝑖, 
𝑇𝐼𝑁𝑖 ] ([𝑇𝐼𝑁𝑗 , 𝑇𝑂𝑈𝑇𝑗 ]) as the bounds for 𝑇𝑖𝑘  (𝑇𝑗𝑘 ), the following convex-hull 
relaxations are given for 𝐹𝑖𝑗𝑘, 𝐹𝑗𝑖𝑘, 𝐺𝑖𝑗𝑘, 𝐺𝑗𝑖𝑘, 𝐻𝑖𝑗𝑘, 𝐻𝑗𝑖𝑘, 𝐶𝑖𝑗′𝑗𝑘, and 𝐶𝑗𝑖′𝑖𝑘. 
 𝐹𝑖𝑗𝑘 ≥ 𝑓𝑖𝑗𝑘𝑇𝑂𝑈𝑇𝑖 𝑖 ∈ 𝐻𝑃, 𝑗 ∈ 𝐶𝑆,𝑘 ∈ [2,𝐾] (4.18a) 
 𝐹𝑖𝑗𝑘 ≥ 𝑇𝑖𝑘 + �𝑓𝑖𝑗𝑘 − 1�𝑇𝐼𝑁𝑖 𝑖 ∈ 𝐻𝑃, 𝑗 ∈ 𝐶𝑆,𝑘 ∈ [2,𝐾] (4.18b) 
 𝐹𝑖𝑗𝑘 ≤ 𝑇𝑖𝑘 + �𝑓𝑖𝑗𝑘 − 1�𝑇𝑂𝑈𝑇𝑖 𝑖 ∈ 𝐻𝑃, 𝑗 ∈ 𝐶𝑆,𝑘 ∈ [2,𝐾] (4.18c) 
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 𝐹𝑖𝑗𝑘 ≤ 𝑓𝑖𝑗𝑘𝑇𝐼𝑁𝑖 𝑖 ∈ 𝐻𝑃, 𝑗 ∈ 𝐶𝑆,𝑘 ∈ [2,𝐾] (4.18d) 
 𝐹𝑗𝑖𝑘 ≥ 𝑓𝑗𝑖𝑘𝑇𝐼𝑁𝑗 𝑖 ∈ 𝐻𝑆, 𝑗 ∈ 𝐶𝑃 (4.19a) 
 𝐹𝑗𝑖𝑘 ≥ 𝑇𝑗𝑘 + �𝑓𝑗𝑖𝑘 − 1�𝑇𝑂𝑈𝑇𝑗 𝑖 ∈ 𝐻𝑆, 𝑗 ∈ 𝐶𝑃 (4.19b) 
 𝐹𝑗𝑖𝑘 ≤ 𝑇𝑗𝑘 + �𝑓𝑗𝑖𝑘 − 1�𝑇𝐼𝑁𝑗 𝑖 ∈ 𝐻𝑆, 𝑗 ∈ 𝐶𝑃 (4.19c) 
 𝐹𝑗𝑖𝑘 ≤ 𝑓𝑗𝑖𝑘𝑇𝑂𝑈𝑇𝑗 𝑖 ∈ 𝐻𝑆, 𝑗 ∈ 𝐶𝑃 (4.19d) 
 𝐺𝑖𝑗𝑘 ≥ 𝑔𝑖𝑗𝑘𝑇𝑂𝑈𝑇𝑖 𝑖 ∈ 𝐻𝑃, 𝑗 ∈ 𝐶𝑆 (4.20a) 
 𝐺𝑖𝑗𝑘 ≥ 𝛼𝑖𝑗𝑘 + �𝑔𝑖𝑗𝑘 − 1�𝑇𝐼𝑁𝑖 𝑖 ∈ 𝐻𝑃, 𝑗 ∈ 𝐶𝑆 (4.20b) 
 𝐺𝑖𝑗𝑘 ≤ 𝛼𝑖𝑗𝑘 + �𝑔𝑖𝑗𝑘 − 1�𝑇𝑂𝑈𝑇𝑖 𝑖 ∈ 𝐻𝑃, 𝑗 ∈ 𝐶𝑆 (4.20c) 
 𝐺𝑖𝑗𝑘 ≤ 𝑔𝑖𝑗𝑘𝑇𝐼𝑁𝑖 𝑖 ∈ 𝐻𝑃, 𝑗 ∈ 𝐶𝑆 (4.20d) 
 𝐺𝑗𝑖𝑘 ≥ 𝑔𝑗𝑖𝑘𝑇𝐼𝑁𝑗 𝑖 ∈ 𝐻𝑆, 𝑗 ∈ 𝐶𝑃 (4.21a) 
 𝐺𝑗𝑖𝑘 ≥ 𝛼𝑗𝑖𝑘 + �𝑔𝑗𝑖𝑘 − 1�𝑇𝑂𝑈𝑇𝑗 𝑖 ∈ 𝐻𝑆, 𝑗 ∈ 𝐶𝑃 (4.21b) 
 𝐺𝑗𝑖𝑘 ≤ 𝛼𝑗𝑖𝑘 + �𝑔𝑗𝑖𝑘 − 1�𝑇𝐼𝑁𝑗 𝑖 ∈ 𝐻𝑆, 𝑗 ∈ 𝐶𝑃 (4.21c) 
 𝐺𝑗𝑖𝑘 ≤ 𝑔𝑗𝑖𝑘𝑇𝑂𝑈𝑇𝑗 𝑖 ∈ 𝐻𝑆, 𝑗 ∈ 𝐶𝑃 (4.21d) 
 𝐻𝑖𝑗𝑘 ≥ 𝑔𝑖𝑗𝑘 max[𝑇𝐼𝑁𝑗 + 𝑀𝐴𝑇𝑖𝑗𝑘 ,𝑇𝑖𝐿] 𝑖 ∈ 𝐻𝑃, 𝑗 ∈ 𝐶𝑆 (4.22a) 
 𝐻𝑖𝑗𝑘 ≥ 𝛽𝑖𝑗𝑘 + �𝑔𝑖𝑗𝑘 − 1�𝑇𝐼𝑁𝑖 𝑖 ∈ 𝐻𝑃, 𝑗 ∈ 𝐶𝑆 (4.22b) 
 𝐻𝑖𝑗𝑘 ≤ 𝛽𝑖𝑗𝑘 + �𝑔𝑖𝑗𝑘 − 1�max[𝑇𝐼𝑁𝑗 + 𝑀𝐴𝑇𝑖𝑗𝑘 ,𝑇𝑖𝐿] 𝑖 ∈ 𝐻𝑃, 𝑗 ∈ 𝐶𝑆 (4.22c) 
 𝐻𝑖𝑗𝑘 ≤ 𝑔𝑖𝑗𝑘𝑇𝐼𝑁𝑖 𝑖 ∈ 𝐻𝑃, 𝑗 ∈ 𝐶𝑆 (4.22d) 
 𝐻𝑗𝑖𝑘 ≥ 𝑔𝑗𝑖𝑘𝑇𝐼𝑁𝑗 𝑖 ∈ 𝐻𝑆, 𝑗 ∈ 𝐶𝑃 (4.23a) 
 𝐻𝑗𝑖𝑘 ≥ 𝛽𝑗𝑖𝑘 + �𝑔𝑗𝑖𝑘 − 1�min [𝑇𝐼𝑁𝑖 − 𝑀𝐴𝑇𝑖𝑗𝑘 ,𝑇𝑗𝑈] 𝑖 ∈ 𝐻𝑆, 𝑗 ∈ 𝐶𝑃 (4.23b) 
 𝐻𝑗𝑖𝑘 ≤ 𝛽𝑗𝑖𝑘 + �𝑔𝑗𝑖𝑘 − 1�𝑇𝐼𝑁𝑗 𝑖 ∈ 𝐻𝑆, 𝑗 ∈ 𝐶𝑃 (4.23c) 
 𝐻𝑗𝑖𝑘 ≤ 𝑔𝑗𝑖𝑘min [𝑇𝐼𝑁𝑖 − 𝑀𝐴𝑇𝑖𝑗𝑘,𝑇𝑗𝑈] 𝑖 ∈ 𝐻𝑆, 𝑗 ∈ 𝐶𝑃 (4.23d) 
 𝐶𝑖𝑗′𝑗𝑘 ≥ 𝑔𝑖𝑗′𝑗𝑘 max[𝑇𝐼𝑁𝑗 + 𝑀𝐴𝑇𝑖𝑗𝑘,𝑇𝑖𝐿] 𝑖 ∈ 𝐻𝑃, 𝑗 ∈ 𝐶𝑆 (4.24a) 
 𝐶𝑖𝑗′𝑗𝑘 ≥ 𝛽𝑖𝑗′𝑘 + �𝑔𝑖𝑗′𝑗𝑘 − 1�𝑇𝐼𝑁𝑖 𝑖 ∈ 𝐻𝑃, 𝑗 ∈ 𝐶𝑆 (4.24b) 
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 𝐶𝑖𝑗′𝑗𝑘 ≤ 𝛽𝑖𝑗′𝑘 + �𝑔𝑖𝑗′𝑗𝑘 − 1�max[𝑇𝐼𝑁𝑗 + 𝑀𝐴𝑇𝑖𝑗𝑘,𝑇𝑖𝐿] 𝑖 ∈ 𝐻𝑃, 𝑗 ∈ 𝐶𝑆 (4.24c) 
 𝐶𝑖𝑗′𝑗𝑘 ≤ 𝑔𝑖𝑗′𝑗𝑘𝑇𝐼𝑁𝑖 𝑖 ∈ 𝐻𝑃, 𝑗 ∈ 𝐶𝑆 (4.24d) 
 𝐶𝑗𝑖′𝑖𝑘 ≥ 𝑔𝑗𝑖′𝑖𝑘𝑇𝐼𝑁𝑗 𝑖 ∈ 𝐻𝑆, 𝑗 ∈ 𝐶𝑃 (4.25a) 
 𝐶𝑗𝑖′𝑖𝑘 ≥ 𝛽𝑗𝑖′𝑘 + �𝑔𝑗𝑖′𝑖𝑘 − 1�min [𝑇𝐼𝑁𝑖 − 𝑀𝐴𝑇𝑖𝑗𝑘,𝑇𝑗𝑈] 𝑖 ∈ 𝐻𝑆, 𝑗 ∈ 𝐶𝑃 (4.25b) 
 𝐶𝑗𝑖′𝑖𝑘 ≤ 𝛽𝑗𝑖′𝑘 + �𝑔𝑗𝑖′𝑖𝑘 − 1�𝑇𝐼𝑁𝑗 𝑖 ∈ 𝐻𝑆, 𝑗 ∈ 𝐶𝑃 (4.25c) 
 𝐶𝑗𝑖′𝑖𝑘 ≤ 𝑔𝑗𝑖′𝑖𝑘min [𝑇𝐼𝑁𝑖 − 𝑀𝐴𝑇𝑖𝑗𝑘 ,𝑇𝑗𝑈] 𝑖 ∈ 𝐻𝑆, 𝑗 ∈ 𝐶𝑃 (4.25d) 
4.3 Solution Algorithm 
M is a non-convex MINLP. It is clearly larger than the hyperstructure based model of 
Ciric and Floudas (1991) because of its multiple stages to allow cyclic matching. M is 
also larger and more complex than the SYNHEAT model (Yee and Grossmann, 1990) 
due to the additional bilinear terms arising from the heat balances for the HE inlet 
mixers and HEs at each stage. Obtaining a global optimum for M is a challenge. 
GAMS/DICOPT is unable to solve M without a good initial feasible solution. While 
GAMS/BARON is generally slow, it does not need an initial solution. However, the 
HENS problem is a design problem, and solution quality rather than time is more 
critical. Thus, let us allow 48 h of CPU time for BARON. However, this is not imply 
that solution speed is not at all important. In fact, that issue is addressed in the 
subsequent chapter. GAMS 23.6 with CPLEX v.12 is used as the LP solver, 
CONOPT v.3 is used as the NLP solver, and BARON is used as the MINLP solver. 
The computing platform was a Dell Precision 690 with 3.0 GHz Intel® Xeon® CPU 
and 16 GB of RAM. 
4.4 Examples 
Now seven examples from the published literature are solved to illustrate the 
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effectiveness of the proposed model and solution approach. The examples are selected 
with different sizes to represent the combinational nature of the HENS problem. They 
have been well known in the literature and addressed by different mathematical 
programming approaches. In order to compare the obtained solutions with those in the 
literature, 𝐹𝑇𝑖𝑗𝑘 = 1 is assumed. Table 4.1 gives the relevant data for all the examples, 
and Table 4.2 compares the best solution/s from M with the best available in the 
literature. 
 
Table 4.1 Data for Examples 1–7 
Stream  𝑇𝐼𝑁 (°𝐶) 𝑇𝑂𝑈𝑇 (°𝐶) 𝐹 (𝑘𝑊/°𝐶) ℎ (𝑘𝑊/𝑚 ∙ °𝐶) Cost ($/𝑘𝑊 ∙ 𝑦𝑟) 
Example 1 
H1 167 77 22 2.0 – 
C1 76 157 20 2.0 – 
C2 47 95 7.5 0.67 – 
HU 227 227 – 1.0 120 
CU 27 47 – 1.0 20 
𝑀𝐴𝑇 = 1 °𝐶, exchanger cost ($) = 6,600 + 670(Area)0.83 
Example 2 
H1 155 30 8 2.0 – 
H2 80 40 15 2.0 – 
H3 200 40 15 2.0 – 
C1 20 160 20 2.0 – 
C2 20 100 15 2.0 – 
HU 220 220 – 2.0 120 
CU 20 30 – 2.0 20 
𝑀𝐴𝑇 = 1 °𝐶, exchanger cost ($) = 6,000 + 600(Area)0.85 
Example 3 
H1 180 75 30 2.0 – 
H2 240 60 40 2.0 – 
C1 40 230 20 1.5 – 
C2 120 260 15 1.5 – 
C3 40 130 25 2.0 – 
C4 80 190 20 2.0 – 
HU 325 325 – 1.0 120 
CU 25 40 – 2.0 20 
𝑀𝐴𝑇 = 1 °𝐶, exchanger cost ($) = 8,000 + 50(Area)0.75 
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H1 227 47 6 – – 
H2 207 107 4 – – 
H3 187 87 6 – – 
H4 107 87 20 – – 
H5 107 47 12 – – 
C1 17 387 18 – – 
HU 427 427 – – 140 
CU 27 47 – – 10 
𝑀𝐴𝑇 = 1 °𝐶, 𝑈𝑖𝑗 = 1.0 kW m2∙°C⁄ , exchanger cost ($) = 1,200(Area)0.6 
Example 5 
H1 160 110 7.032 – – 
H2 249 138 8.440 – – 
H3 227 106 11.816 – – 
H4 271 146 7.000 – – 
C1 96 160 9.144 – – 
C2 116 217 7.296 – – 
C3 140 250 18.00 – – 
HU 300 300 – – 80 
CU 70 90 – – 20 
𝑀𝐴𝑇 = 1 °𝐶 , 𝑈𝑖𝑗 = 0.8 kW m2∙°C⁄ , exchanger cost ($) = 1,300(Area)0.6 
Example 6 
H1 160 93 8.79 – – 
H2 249 138 10.55 – – 
H3 271 149 12.56 – – 
H4 227 66 14.77 – – 
H5 199 66 17.73 – – 
C1 82 177 17.28 – – 
C2 93 205 13.90 – – 
C3 38 221 8.44 – – 
C4 60 160 7.62 – – 
C5 116 222 6.08 – – 
HU 236 236 – – 37.64 
CU 38 82 – – 18.12 
𝑀𝐴𝑇 = 10 °𝐶 , 𝑈𝑖𝑗 = 0.852 kW m2∙°C⁄  for all matches except for those involving hot 
utility, 𝑈𝑖𝑗 = 1.136 kW m2 ∙ °C⁄  for all matches involving hot utility, 
exchanger cost ($) = 145.63(Area)0.6 
Example 7 
H1 155 85 150 0.5 – 
H2 230 40 85 0.5 – 
C1 82 177 140 0.5 – 
C2 93 205 55 0.5 – 
C3 38 221 60 0.5 – 
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HU1 255 254 – 0.5 70 
HU2 205 204 – 0.5 50 
HU3 150 149 – 0.5 20 
CU1 30 40 – 0.5 10 
CU2 40 65 – 0.5 5 
𝑀𝐴𝑇 = 5 °𝐶 , exchanger cost ($) = 4,186 + 322(Area)0.83 
 
Table 4.2 Comparison of best HEN solutions for Examples 1-7 from this work with 
those reported in the literature 
Example  
This work Literature 
TAC ($) No. of HEs TAC ($) No. of HEs 
1 76,327 3 76,327a 3 
2 94,742 4 95,643a 4 
   96,001b 4 
3 123,398 8 128,169a 8 
   139,083b HEN not reported 
   140,367c 10 
4 570,362 7 571,657a, d 8 
5 105,403 8 114,460e 12 
6 43,359x 10 43,439x, f 10 
   43,538x, g  10 
   43,752x, h 10 
   43,934x, i 10 
   43,242x, j infeasible HEN 
 42,999y 10 43,329y, k 10 
7 1,115,868 8 1,121,175l 8 
   1,150,460m 7 
   1,158,500n 9 
x with 𝐹𝐶𝑖𝑗𝑘 = $145.63; y with 𝐹𝐶𝑖𝑗𝑘 = $140 
a Chapter 3; 
b Björk and Westerlund, 2002; 
c Bergamini et al., 2007; 
d Fieg et al., 2009; 
e Ciric and Floudas, 1991; 
f Pariyani et al., 2006; 
g Yerramsetty and Murty, 2008; 
h Lewin, 1998; 
i Papoulias and Grossmann, 1983; 
j Escobar and Trierweiler, 2013; 
k Lin and Miller, 2004; 
l Ponce-Ortega et al., 2010; 
m Isafiade and Fraser, 2008; 
n Shenoy et al., 1998 
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4.4.1 Example 1 
This example (Biegler et al., 1997) merely serves to verify the proposed model, and 
highlights the importance of cyclic matching or 𝐾 > 1. It involves one hot process 
stream (H1), two cold process streams (C1–C2), one hot utility, and one cold utility. 
Figure 4.2a shows the best HEN with 𝐾 = 2 . Its TAC of $76,327 with three 
exchangers is the same as that obtained in Example 1 of Chapter 3. As in Figure 4.2a, 
H1 exchanges heat twice with C1, first at stage 1, and then again at stage 2. To see the 
impact of this cyclic matching, M now is solved using 𝐾 = 1. M then gives an HEN 
(Figure 4.2b) with two HEs and TAC = $77,913. In other words, allowing cyclic 
matching improves the solution by 2.0%. For all the remaining examples, 𝐾 = 2 is 
used. With only two stages, the possibility of redundant stages is minimal, and the 
variables and constraints related to stage bypass are expected to have little impact on 
solution efficiency. Therefore, for all the remaining examples, a reduced version of M 
is defined by eliminating 𝑦𝑠𝑘, 𝑌𝑘, and Eqs. 4.2–3, and revising Eq. 4.4 as follows: 
 
∑ 𝑓𝑖𝑗𝑘𝑗∈𝐶𝑆 ≤ 1
 
𝑖 ∈ 𝐻𝑃, 1 ≤ 𝑘 ≤ 𝐾 (4.4c) 
 
∑ 𝑓𝑗𝑖𝑘𝑖∈𝐻𝑆 ≤ 1
 
𝑗 ∈ 𝐶𝑃, 1 ≤ 𝑘 ≤ 𝐾 (4.4d)    
 
 
Figure 4.2 Final HEN from M for Example 1 
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4.4.2 Example 2 
This example was reported by Björk and Westerlund (2002) and also solved as 
Example 2 in Chapter 3. The problem has three hot (H1–H3) and two cold (C1–C2) 
process streams, with one hot and one cold utility. M with 𝐾 = 2 gives an HEN 
(Figure 4.3) with four HEs and TAC = $94,742. The best reported HEN (Example 2 
of Chapter 3) for this example also has four HEs, but with a higher TAC of $95,643. 
Note that the HEN in Figure 4.3 has a cross flow of C1 from 𝐻𝐸111 to 𝐻𝐸311. This 
configuration is not admitted by the stagewise superstructure of Yee and Grossmann 
(1990). This new solution improves TAC by 1.31% and 0.94% with respect to the 
solutions of Björk and Westerlund (2002) and in Example 2 of Chapter 3 based on the 
stagewise superstructure without cross flow. 
 
 
 Figure 4.3 Final HEN from M for Example 2 
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4.4.3 Example 3 
This example is also from Björk and Westerlund (2002). It has two hot (H1–H2) and 
four cold (C1–C4) process streams with one hot and one cold utility. M with 𝐾 = 2 
yields an HEN (Figure 4.4) with six exchangers, one heater, one cooler, and TAC = $123,398. This TAC is 3.72% and 11.3% lower than the best TACs of $128,169 and 
$139,083 reported in Example 3 of Chapter 3 and by Björk and Westerlund (2002), 
respectively. While the utility usage of the obtained HEN is the same as that for the 
optimal HEN in Example 3 of Chapter 3, it has lower HE areas with the same number 
of exchangers.  
 
 
Figure 4.4 Final HEN from M for Example 3 
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As in Example 2, a cross flow exists for H2 from 𝐻𝐸222 to 𝐻𝐸212, which is not 
allowed by the existing superstructures. Furthermore, a cooler for H2 exits at stage 2. 
Such inter-stage use of utility in the stagewise superstructure, to our knowledge, has 
been addressed only by Hasan et al. (2009) and Ponce-Ortega et al. (2010). 
4.4.4 Example 4 
The aim of this example from Yee and Grossmann (1990) is to illustrate a scenario in 
which a substream goes through two or more exchangers in series, which is not 
admitted by the existing stagewise superstructures. It has five hot and one cold 
process streams, and one hot and one cold utility. Since only one cold process stream 
is available, its splitting into substreams is highly likely, and the placements of HEs 
on various substreams may affect the optimal solution significantly.  
 
 
Figure 4.5 Final HEN from M for Example 4 
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The proposed model yields an HEN (Figure 4.5) with five exchangers, one 
cooler, one heater, and TAC = $570,362 . This is better than the best solution 
($571,657) reported by Fieg et al. (2009) and in Example 4 of Chapter 3. As in 
Examples 2 and 3, C1 has a cross flow from 𝐻𝐸511  to 𝐻𝐸111 . Furthermore, one 
substream of C1 goes through 𝐻𝐸511, 𝐻𝐸411, and (𝐻𝐸211 + 𝐻𝐸311) in series. This 
configuration is not possible within the existing stagewise superstructure models. In 
comparison to the HEN of Fieg et al. (2009) and Chapter 3, the obtained HEN uses 
one less HE. While its annualized utility cost is slightly higher ($501,111 vs. 
$499,263), the total HE area is lower. Thus, its total annualized investment cost of 
$69,251 is 4.34% lower than theirs ($72,394).  
4.4.5 Example 5 
This example is from Trivedi (1988). It involves four hot process streams, three cold 
process streams, steam, and cooling water. The best HEN (Figure 4.6) from M 
features a TAC of $105,403, which is 7.91% lower than the TAC = $114,460 
reported by Ciric and Floudas (1991). Although the obtained HEN uses more utilities 
(211.8 kW vs. 175.3 kW of steam and 502.9 kW vs. 466.4 kW of cooling water), it 
requires smaller exchanger area (274.2 m2 vs. 281.1 m2) and fewer exchangers (8 vs. 
12) even with zero fixed costs. The benefits in this example do not arise from cyclic 
matching, but from the simultaneous (vs. sequential) nature of the model. Furthermore, 
as in Example 3, the resulted HEN uses a heater for a C3’s substream. The 
hyperstructure-based synthesis of Floudas and Ciric (1989) and Ciric and Floudas 
(1991) exclude this configuration. 
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Figure 4.6 Final HEN from M for Example 5 
 
4.4.6 Example 6 
This is the well-studied 10SP1 problem in the literature with five hot and five cold 
process streams, and one hot and one cold utility. The obtained HEN (Figure 4.7) has 
the lowest TAC of $43,359, as compared to $43,934 for Papoulias and Grossmann 
(1983), $43,752 for Lewin (1998), $43,538 for Yerramsetty and Murty (2008), and 
$43,439 for Pariyani et al. (2006). While Lin and Miller (2004) reported a network 
with TAC = $43,329 , they assumed lower fixed costs (𝐹𝐶𝑖𝑗𝑘 = $140  vs. 𝐹𝐶𝑖𝑗𝑘 =$145.63). If this example is resolved with 𝐹𝐶𝑖𝑗𝑘 = $140, M gives the same HEN as 
Figure 4.7 with an even lower TAC of $42,999. Recently, Escobar and Trierweiler 
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(2013) found a TAC of $43,242 using the hyperstructure-based model, but their 
reported network has several infeasibilities. For instance, when stream temperatures 
are computed for their HEN solution, negative approach temperatures are obtained. 
 
 
Figure 4.7 Final HEN from M for Example 6 
 
4.4.7 Example 7  
Shenoy et al. (1998) used this example to illustrate the impact of multiple utilities. 
Isafiade and Fraser (2008) and Ponce-Ortega et al. (2010) also solved this example. It 
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has two hot and three cold process streams, with high, medium and low pressure 
steams as hot utilities, and cooling water and air as cold utilities.  
 
 
Figure 4.8 Final HEN from M for Example 7 
  
 M gives the HEN in Figure 4.8, which requires three exchangers, three heaters, 
and two coolers. The usages of HP and MP steams are 4,186.4 kW and 4,079.7 kW 
respectively. It has an annualized investment cost of $545,821 and an annualized 
utility cost of $570,047 to yield a TAC of $1,115,868. This TAC is slightly better than 
the best TAC of $1,121,175 reported by Ponce-Ortega et al. (2010). Their network 
also uses eight exchangers and has similar configuration with ours, but existing 
models cannot admit it. Furthermore, it has a cooler for H1. Similar scenarios would 
be eliminated by the widely used assumption that utilities adjust only the final stream 
temperatures for the sake of simplicity. Note that one of H1’s substreams is at 84.3 ℃, 
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which is lower than its final target temperature of 85 ℃, which is normally not 
allowed by previous stage-based models except that in Chapter 3.   
4.5 Summary 
An approach for the simultaneous synthesis of cost-effective HENs is presented. The 
proposed superstructure allows series matches on a substream, cross flows, cyclic 
matching, and the use of multiple utilities at any stage, thus embed configurations that 
existing superstructures do not admit. The resulted MINLP model for HENS based on 
the superstructure includes new ways for modeling temperature changes and approach 
temperatures. On seven examples of varying sizes from the literature, the proposed 
model gives lower-TAC HEN configurations.  
 While the model improves solution quality for this NP-hard static 
design/synthesis (versus real-time operation) problem, the challenges of solution 
speed remain, which will be addressed in the next chapter. 
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EFFICIENT ALGORITHM FOR SIMULTANEOUS 




As traditional energy supplies dwindle and their environmental effects are of 
increasing concerns, energy conservation is the first line of defense. Process/energy 
integration has been important for the chemical and related industries, and heat 
exchanger network synthesis (HENS) has been studied extensively over the last 50 
years. Although the simultaneous approach has the potential to yield better and more 
holistic solutions, it involves solving a complex non-convex NP-hard mixed-integer 
nonlinear programming (MINLP) problem (Furman and Sahinidis, 2001), for which 
finding even a good solution becomes a challenge especially for larger problems. 
Thus, it would be desirable to develop more efficient and superior algorithms for the 
simultaneous approach for HENS. This is the aim of this chapter.  
 HENS models become even more complex and their solutions even more 
challenging, when one considers various enhancements to the basic HENS problem as 
in Chapter 3 and Chapter 4. These include non-isothermal mixing, non-isothermal 
phase changes, multiple utilities, and more complex superstructures.In this Chapter, a 
                                                          
1Huang, K.F., Karimi, I.A., 2013. Efficient algorithm for simultaneous synthesis of heat 
exchanger networks. Chemical Engineering Science 105, 53-68.  
2Huang, K.F., Karimi, I.A., 2013. Efficient algorithm for Simultaneous synthesis of heat 
exchanger networks. 2013 AIChE Annual Meeting, San Francisco, CA, USA. Oct. 16–21. 
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tailor-made heuristic search strategy that repeatedly revives the outer approximation 
(OA) algorithm of Viswanathan and Grossmann (1990) is presented, which in its 
original form is mostly ineffective for solving large HENS problems due to its critical 
reliance on initial feasible solution. The proposed approach does not need a feasible 
starting point. The application of the proposed strategy is illustrated to two HENS 
models in Chapter 3 and Chapter 4. Both are large, complex, non-convex MINLP 
models that are difficult to solve and require substantial computational effort, but 
yield demonstrated novel and superior heat exchanger networks (HENs) than reported 
solutions. The former from Chapter 3 is based on an improved stagewise 
superstructure that allows non-isothermal mixing and stage bypasses. The latter from 
Chapter 4 reports a new multistage superstructure that allows cross flows, cyclic 
matching, series matches on a substream, multiple utilities, and utility placement at 
any stage. Several test examples are then used to demonstrate the relative 
effectiveness and efficiency of the proposed solution strategy as compared to some 
existing models or algorithms. 
5.2 Solution Strategy 
Based on the various MINLP models for simultaneous HENS existing in the literature, 
the following generic formulation (P) is suggested: 
 min TAC = 𝑭𝑪𝑇𝒙 + 𝑼𝑪𝑇𝒚 + 𝑓(𝒚)  
 s.t. 𝑨𝒙 + 𝑩𝒚 ≤ 0  
 𝒉(𝒚) = 0 
 𝒈𝟏(𝒚) ≤ 0 
 𝒈𝟐(𝒚) = 0 
where, TAC denotes total annualized cost, 𝒙 represents the binary, and 𝒚 represents 
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the continuous variables. 𝑨, 𝑩, 𝑼𝑪, and 𝑭𝑪 are constants. 𝑓(𝒚) is a nonlinear function, 
𝒉(𝒚) is a vector of linear functions, and 𝒈𝟏(𝒚) and 𝒈𝟐(𝒚) are vectors of bilinear 
functions. 𝑭𝑪𝑇𝒙 is the annualized fixed cost of HEN, 𝑼𝑪𝑇𝒚 is the cost of utilities, and 
𝑓(𝒚) is the annualized cost of the heat exchanger (HE) areas. Since 𝒉(𝒚) = 0 can be 
considered as a special form of 𝒈𝟐(𝒚) = 𝟎, it is ignored in the subsequent discussion. 
 The presences of nonlinear 𝑓(𝒚)  and bilinear 𝒈𝟏(𝒚)  and 𝒈𝟐(𝒚)  make P 
nonconvex in 𝒚. Its speedy solution to global optimality is a challenge. Commercial 
optimization solvers such as GAMS/BARON (Tawarmalani and Sahinidis, 2004) and 
GAMS/DICOPT (Viswanathan and Grossmann, 1990) fail to solve even medium-size 
test problems. For such problems, the outer-approximation with equality relaxation 
and augmented penalty (OA/ER/AP) algorithm proposed by Viswanathan and 
Grossmann (1990) offers some hope, although it also fails to give good solutions in its 
original form and cannot guarantee global solutions for nonconvex problems. 
However, as Tavallali et al. (2013) have demonstrated, a heuristic local search to 
revive the algorithm periodically can improve its performance and solution quality 
significantly. This provides the motivation for using the OA/ER/AP as the underlying 
algorithm in the proposed solution strategy. 
 For the sake of completeness, the OA/ER/AP algorithm and the problems that it 
faces when solving the HENS problems under consideration are briefly described. 
The original algorithm as proposed by Viswanathan and Grossmann (1990) begins by 
solving P with 𝒙 as 0-1 continuous variables to obtain an initial solution (𝒙0,𝒚0) and 
its Lagrange multipliers. Then, at each iteration 𝑁  (𝑁 = 1, 2,⋯), it first solves a 
mixed-integer linear programming (MILP) master problem (𝑴𝑷𝑁) to get 𝒙𝑁 followed 
by a nonlinear programming (NLP) primal problem (𝑷𝑷𝑁) to get 𝒚𝑁. 𝑴𝑷𝑁 is an OA 
of P built on linearizations around 𝒚1, 𝒚2, …,  𝒚𝑁−1. The OA allows some violations 
Chapter 5 Efficient Algorithm for Simultaneous  




of the linearizations via slack variables that are penalized in the objective function 
through augmented penalty terms. This helps minimize the possibility of cutting off 
parts of the feasible region due to invalid linearizations. Thus, 𝑴𝑷𝑁 for P is given as 
follows: 
 min𝑭𝑪𝑇𝒙 + 𝑼𝑪𝑇𝒚 + 𝜇 + ∑ [𝜔𝑛0𝑠𝑛0 + 𝝎𝑛1𝑇 𝒔𝑛1 + 𝝎𝑛2𝑇 𝒔𝑛2]𝑁−1𝑛=1   
 s.t. 𝑨𝒙 + 𝑩𝒚 ≤ 0 
 𝜇 + 𝑠𝑛0 ≥ 𝑓(𝒚𝑛) + ∇𝑓(𝒚𝑛)(𝒚 − 𝒚𝑛) 𝑛 = 1, 2,⋯ ,𝑁 − 1 
 𝒔𝑛1 ≥ 𝒈1(𝒚𝑛) + ∇𝒈1(𝒚𝑛)(𝒚 − 𝒚𝑛) 𝑛 = 1, 2,⋯ ,𝑁 − 1 
 𝒔𝑛2 ≥ 𝜯𝑛[𝒈2(𝒚𝑛) + ∇𝒈2(𝒚𝑛)(𝒚 − 𝒚𝑛)] 𝑛 = 1, 2,⋯ ,𝑁 − 1 
 ∑ 𝒙𝑚𝑚∈𝑩𝑛 − ∑ 𝒙𝑚𝑚∈𝑵𝑩𝑛 ≤ |𝐵𝑛| − 1 𝑛 = 1, 2,⋯ ,𝑁 − 1 
where, 𝜇  is a non-negative variable, 𝑠𝑛0  is a non-negative slack variable for the 
linearization of 𝑓(𝒚𝑛); 𝒔𝑛1 [𝒔𝑛2] is a vector of non-negative slack variables for the 
linearization of 𝒈1(𝒚𝑛)  [𝒈2(𝒚𝑛) ]; 𝑩𝑛 = {𝑚 | 𝑥𝑚 = 1}  and 𝑵𝑩𝑛 = {𝑚 | 𝑥𝑚 = 0} . 
The last constraints in 𝑴𝑷𝑁 are integer cuts to eliminate previously considered HEN 
configurations. Viswanathan and Grossmann (1990) suggested 𝜔𝑛0 = 1000, 𝝎𝑛1 =1000|𝝀𝑛1| , and 𝝎𝑛2 = 1000|𝝀𝑛2| , where 𝝀𝑛1  (𝝀𝑛2 ) is the vector of Lagrange 
multipliers for 𝒈1(𝒚𝑛) (𝒈2(𝒚𝑛)) from 𝑷𝑷𝑛  described next. 𝜯𝑛  is a diagonal matrix 
whose elements are: +1 (−1) if the corresponding Lagrange multiplier is positive 
(negative). 
 𝑷𝑷𝑁 is obtained by fixing 𝒙 = 𝒙𝑁 in P as follows: 
 min TAC = 𝑭𝑪𝑇𝒙𝑛 + 𝑼𝑪𝑇𝒚 + 𝑓(𝒚)  
 s.t. 𝑨𝒙𝑛 + 𝑩𝒚 ≤ 0 
 𝒈𝟏(𝒚) ≤ 0 
 𝒈𝟐(𝒚) = 0 
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Its solution gives 𝒚𝑁, Lagrange multipliers 𝝀𝑛1 and 𝝀𝑛2, and an upper bound on TAC. 
 The OA/AP/ER algorithm terminates, if it fails to decrease the best TAC at an 
iteration. However, when the above version of OA/ER/AP algorithm is used as such 
to solve HENS problems, it terminates prematurely with inferior solutions. Therefore, 
to enable it to progress further (Tavallali et al., 2013) and obtain better HEN solutions, 
let us improvise by developing a heuristic search procedure that is tailor-made for 
HENS problems. The procedure explores better HENs by solving several smaller and 
simpler master problems corresponding to the best HEN, whenever the original 
OA/ER/AP algorithm described above fails to advance. 
 Let us say that the OA/ER/AP algorithm fails to advance at iteration 𝑁. Then, 
three smaller and simpler modifications (𝑴𝑴𝑷1𝑁, 𝑴𝑴𝑷2𝑁 and 𝑴𝑴𝑷3𝑁) of 𝑴𝑷𝑁 are 
proposed to find better HENs that would revive the algorithm. All three modifications 
attempt to perturb the current best HEN by fixing or eliminating some exchangers in 
various ways and priorities, and limiting the total number of potential exchangers. 
One pass (Figure 5.1) is performed through the three modifications. In the pass, let us 
try one single 𝑴𝑴𝑷1𝑁  first, followed by a series of 𝑴𝑴𝑷2𝑁 , and then a series of 
𝑴𝑴𝑷3
𝑁 . Thus, starting from the current best HEN, the sequence for these 
modifications is according to the number of HEs. 𝑴𝑴𝑷1𝑁  aims for one fewer HE, 
𝑴𝑴𝑷2
𝑁 targets at most the same HEs, and 𝑴𝑴𝑷3𝑁 aims one additional HE. If at any 
point during this pass, a better HEN is obtained, then the execution returns to the 
OA/ER/AP algorithm with its the 𝒙𝑁 and 𝒚𝑁, and proceed further. If no better HEN is 
found after the pass, then the algorithm stops. 
 Models such as that in Chapter 4 with a multistage superstructure fix the 
number (𝐾) of stages in advance. It signifies the number of allowable cyclic matches 
for each stream. 𝐾 = 1  means no cyclic matching. Most HEN solutions for the 
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literature examples have at most one cyclic match. Thus, for the sake of simplicity, let 
us first assume 𝐾 = 1 in 𝑴𝑷𝑁 , 𝑴𝑴𝑷1𝑁  and 𝑴𝑴𝑷2𝑁  for such models. If all of the 
above fail to improve, then set, if necessary, 𝐾 = 2 in 𝑴𝑴𝑷3𝑁 and in subsequent steps 
to include cyclic matching. 
  
 
Figure 5.1 Modified OA/ER/AP algorithm 
 
 Let 𝑁𝐸 denote the number of exchangers existing in the current best HEN. For 
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deriving 𝑴𝑴𝑷1𝑁, let us proceed as follows. First, limit the number of exchangers to 
𝑁𝐸 − 1. Second, fix the binary variables for all the non-existing exchangers. Third, 
for models such as that in Chapter 4, assume one superstructure stage (𝐾 = 1). Then 
solve 𝑴𝑴𝑷1𝑁 and 𝑷𝑷𝑁. If the candidate HEN is better, then return to the OA/ER/AP 
algorithm with the 𝒙𝑁 and 𝒚𝑁 from this HEN. If the HEN is not better, let us proceed 
to solve a series of 𝑴𝑴𝑷2𝑁. 
 To derive the series of 𝑴𝑴𝑷2𝑁 from 𝑴𝑷𝑁, let us do the following. First, limit 
the number of exchangers to 𝑁𝐸. Then, as done for 𝑴𝑴𝑷1𝑁, set 𝐾 = 1 for models 
such as that in Chapter 4. Now, eliminate exchangers one at a time starting from the 
one with the smallest area to the one with the largest area in search of better HENs. 
Each elimination gives one 𝑴𝑴𝑷2𝑁. Its solution gives a candidate HEN, for which 
define and solve a 𝑷𝑷𝑁. If the candidate HEN is better, then return to the OA/ER/AP 
algorithm with the 𝒙𝑁  and 𝒚𝑁  from this HEN. However, mark the eliminated 
exchanger as “bad”, and never allow it again in any 𝑴𝑴𝑷2𝑁  at any future iteration. If 
the HEN is not better, then eliminate the exchanger with the next smallest area, define 
and solve new 𝑴𝑴𝑷2𝑁  and 𝑷𝑷𝑁 , and repeat. Once the eliminating all the 𝑁𝐸 
exchangers (one by one) in 𝒙𝑁−1  has been exhausted, then proceed to solve one 
𝑴𝑴𝑷3
𝑁. 
 For 𝑴𝑴𝑷3𝑁, first limit the number of exchangers to 𝑁𝐸 + 1. Second, fix the 
binary variables for all the exchangers existing in 𝒙𝑁−1. Third, set 𝐾 = 2 for models 
such as that in Chapter 4. Fourth, solve the first 𝑴𝑴𝑷3𝑁 and 𝑷𝑷𝑁 to see if a better 
HEN is obtained. If it is not, keep the number of exchangers to 𝑁𝐸 + 1 and 𝐾 = 2 for 
models such as that in Chapter 4. Then, as done for 𝑴𝑴𝑷2𝑁, remove exchangers one 
at a time starting from the one with the smallest area to the one with the largest in 
search of better HENs. Each elimination gives us one 𝑴𝑴𝑷3𝑁. Its solution gives us a 
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candidate HEN, for which a 𝑷𝑷𝑁 is defined and solved. If the candidate HEN is better, 
then return to the OA/ER/AP algorithm with the 𝒙𝑁 and 𝒚𝑁 from this HEN. However, 
the eliminated exchanger is marked as “bad”, and it is never allowed again in any 
𝑴𝑴𝑷2
𝑁  and 𝑴𝑴𝑷3𝑁  at any future iteration. Once the eliminating all the 𝑁𝐸 
exchangers existing in 𝒙𝑁−1 has been exhausted, then the algorithm terminates. 
5.3 Performance Evaluation 
The application of the above solution strategy is illustrated on the two HENS models 
described before. Let us use GAMS 23.6 with CPLEX v.12 as the LP solver, and 
CONOPT v.3 and BARON as the NLP solvers. The computing platform was a Dell 
Precision 690 with 3.0 GHz Intel® Xeon® CPU and 16 GB of RAM. 
 Let us define P1 as the model in Chapter 3 and P2 as that in Chapter 4. Since 
both models stipulate no minimum duty for a potential heat exchanger in the network, 
a logical constraint is added to effect that,  
 𝑄𝑖𝑗𝑘 ≥ 𝑥𝑖𝑗𝑘𝑄𝑖𝑗𝑘𝐿  
where, 𝑄𝑖𝑗𝑘𝐿  is the minimum heat duty for a potential HE. If the exchanger does not 
exist, this constraint will be redundant and its heat duty will be set to be zero by the 
other logical constraint on maximum heat duty. P1 and P2 are simplified versions of 
P. P1 has no bilinear equality constraints (𝒈2(𝒚) = 0), while P2 has no bilinear 
inequality constraints (𝒈1(𝒚) ≤ 0). 
 Both P1 and P2 are non-convex MINLPs. To generate an initial solution (𝒙0,𝒚0) 
and its Lagrange multipliers, a relaxed mixed-integer nonlinear programming 
(RMINLP) need to be solved. However, GAMS/CONOPT often gives a bad local 
optimum, e.g. a network without any heat integration. This leads to 𝑴𝑷𝑁 giving an 
infeasible 𝒙𝑁 in the first iteration. To avoid this, BARON’s preprocessor is used to 
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solve this RMINLP. By extensively reducing variable ranges, it seems to increase the 
likelihood of finding high-quality local optima. If 𝑴𝑷1 does not give a feasible 𝒙1 
with the initial solution from the preprocessor, the next feasible solution after 
preprocessing is used, and so on. 
 Furthermore, BARON’s preprocessor is also used to solve 𝑷𝑷𝑁  for P2 as 
follows. Because P2 has many more bilinear constraints than P1, CONOPT may give 
a bad local optimum for 𝑷𝑷𝑁 of P2. To improve on this, 𝑷𝑷𝑁 is solved one more 
time using the feasible solution from CONOPT in BARON’s preprocessor. 
 Seven examples of varying sizes from the literature are solved. Table 5.1 lists 
the relevant data for the examples. Table 5.2 gives the model statistics. The statistics 
for P2 are for 𝐾 = 2. As discussed above, let us begin with 𝐾 = 1 for P2 and only 
use 𝐾 = 2 in 𝑴𝑴𝑷3𝑁 and subsequently, if necessary. This reduces the model size of 
𝑴𝑷𝑁, 𝑴𝑴𝑷1𝑁 and 𝑴𝑴𝑷2𝑁 for P2, and helps improve computational performance. 
 
Table 5.1 Data for Examples 1–7 
Stream  𝑇𝐼𝑁 (°𝐶) 𝑇𝑂𝑈𝑇 (°𝐶) 𝐹 (𝑘𝑊/°𝐶) ℎ (𝑘𝑊/𝑚 ∙ °𝐶) Cost ($/𝑘𝑊 ∙ 𝑦𝑟) 
Example 1 
H1 167 77 22 2.0 – 
C1 76 157 20 2.0 – 
C2 47 95 7.5 0.67 – 
HU 227 227 – 1.0 120 
CU 27 47 – 1.0 20 
𝑀𝐴𝑇 = 1 °𝐶, exchanger cost ($) = 6,600 + 670(Area)0.83 
Example 2 
H1 155 30 8 2.0 – 
H2 80 40 15 2.0 – 
H3 200 40 15 2.0 – 
C1 20 160 20 2.0 – 
C2 20 100 15 2.0 – 
HU 220 220 – 2.0 120 
CU 20 30 – 2.0 20 
𝑀𝐴𝑇 = 1 °𝐶, exchanger cost ($) = 6,000 + 600(Area)0.85 
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H1 180 75 30 2.0 – 
H2 240 60 40 2.0 – 
C1 40 230 20 1.5 – 
C2 120 260 15 1.5 – 
C3 40 130 25 2.0 – 
C4 80 190 20 2.0 – 
HU 325 325 – 1.0 120 
CU 25 40 – 2.0 20 
𝑀𝐴𝑇 = 1 °𝐶, exchanger cost ($) = 8,000 + 50(Area)0.75 
Example 4 
H1 227 47 6 – – 
H2 207 107 4 – – 
H3 187 87 6 – – 
H4 107 87 20 – – 
H5 107 47 12 – – 
C1 17 387 18 – – 
HU 427 427 – – 140 
CU 27 47 – – 10 
𝑀𝐴𝑇 = 1 °𝐶, 𝑈𝑖𝑗 = 1.0 kW m2∙°C⁄ , exchanger cost ($) = 6,000 + 1,200(Area)0.6 
Example 5 
H1 85 45 156.3 – – 
H2 120 40 50.0 – – 
H3 125 35 23.9 – – 
H4 56 46 1250 – – 
H5 90 86 1500 – – 
H6 225 75 50.0 – – 
C1 40 55 466.7 – – 
C2 55 65 600 – – 
C3 65 165 180 – – 
C4 10 170 81.3 – – 
HU 200 198 – – 100 
CU 15 20 – – 15 
𝑀𝐴𝑇 = 1 °𝐶, 𝑈𝑖𝑗 = 0.025 kW m2∙°C⁄ , exchanger cost ($) = 8,000 + 60(Area) 
Example 6 
H1 155 85 150 0.5 – 
H2 230 40 85 0.5 – 
C1 82 177 140 0.5 – 
C2 93 205 55 0.5 – 
C3 38 221 60 0.5 – 
HU1 255 254 – 0.5 70 
HU2 205 204 – 0.5 50 
HU3 150 149 – 0.5 20 
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CU1 30 40 – 0.5 10 
CU2 40 65 – 0.5 5 
𝑀𝐴𝑇 = 1 °𝐶, 𝑈𝑖𝑗 = 0.025 kW m2∙°C⁄ , exchanger cost ($) = 8,000 + 60(Area) 
Example 7 
H1 180 75 30 2 – 
H2 280 120 15 2.5 – 
H3 180 75 30 2 – 
H4 140 45 30 2 – 
H5 220 120 25 1.5 – 
H6 180 55 10 2 – 
H7 170 45 30 2 – 
H8 180 50 30 2 – 
H9 280 90 15 2 – 
H10 180 60 30 2 – 
H11 120 45 30 2 – 
H12 220 120 25 2 – 
H13 180 55 10 2 – 
H14 140 45 20 2 – 
H15 140 60 70 2 – 
H16 220 50 15 2.5 – 
H17 220 60 10 2.5 – 
H18 150 70 20 2 – 
H19 140 80 70 2 – 
H20 220 50 35 2 – 
H21 180 60 10 2 – 
H22 150 45 20 2.5 – 
C1 40 230 20 1.5 – 
C2 120 260 35 1 – 
C3 40 190 35 1.5 – 
C4 50 190 30 2 – 
C5 50 250 60 2 – 
C6 40 150 20 2 – 
C7 40 150 20 2 – 
C8 120 210 35 2.5 – 
C9 40 130 35 2.5 – 
C10 60 120 30 2.5 – 
C11 50 150 10 3 – 
C12 40 130 20 1 – 
C13 120 160 35 1 – 
C14 40 90 35 1.75 – 
C15 50 90 30 1.5 – 
C16 50 150 30 2 – 
C17 30 150 50 2 – 
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HU 325 325 – 1 70 
CU 25 40 – 2 10 
𝑀𝐴𝑇 = 5 °𝐶, exchanger cost ($) = 8,000 + 800(Area)0.8 
 
Table 5.2 Model statistics for Examples 1–7  
Model Items  
Examples 
1 2 3 4 5 6 7 
P1 Constraints  117 417 714 611 1,950 320 13,992 
 Continuous variables  61 200 337 291 897 174 6,316 
 Binary variables  7 23 38 31 106 25 787 
 Nonlinear terms  37 141 242 193 702 123 5,353 
P2 Constraints  450 1,248 1,707 1,191 5,075 2,236 93,689 
 Continuous variables  177 481 657 465 1,945 889 36,617 
 Binary variables  10 22 28 22 64 38 410 
 Nonlinear terms  174 482 660 462 1,968 890 36,948 
 
5.3.1 Standard Commercial Solvers  
To demonstrate the computational effectiveness of the proposed algorithm compared 
to the direct use standard MINLP solvers, seven examples are also solved using 
BARON, DICOPT, and SBB. Since BARON’s convergence is slow, its CPU time is 
limited to 7,200 s for Example 1–6 and 14,400 s for Example 7. But, the time taken to 
first obtain the best solution is considered as its CPU time for the sake of comparison. 
Table 5.3 lists the final TACs and solver CPU times for both P1 and P2 on each 
example. 
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 The proposed algorithm reduces CPU times drastically as compared to BARON, 
DICOPT, and SBB for most examples. BARON performs well on small problems 
such as Examples 1 and 2, but it is very slow for the larger examples. For instance, 
BARON takes 4,422 s to find an HEN with TAC = $140,613 for Example 3 for P1, 
and then fails to improve, until it exhausts its 7,200 s. In contrast, the proposed 
algorithm takes only 38 s to get a much better TAC of $128,169. Similarly, for P2, 
the proposed algorithm obtains TAC = $123,357 in 109 s, while BARON takes 618 s 
to find TAC = $123,633, which it is unable to improve in the remaining CPU time. 
For Example 4, BARON uses 7,087 s to find the same solution as the proposed 
algorithm for P1, and 4,601 s for a worse solution with P2. In contrast, the proposed 
algorithm takes only 15 s for P1 and 266 s for P2. 
 DICOPT and SBB do not show good performance. They give solutions without 
any heat integration for P1, and fail to return even feasible solutions for P2. For 
Example 7, no MINLP solver is able to give a feasible solution in reasonable time for 
P2 even with 𝐾 = 1. 
5.3.2 Example 1 
This is a classical problem from Biegler et al. (1997). Table 5.4 illustrates the 
progress of the proposed algorithm on this example in terms of TACs at various steps. 
 Consider the execution with P1. BARON’s preprocessor gives (𝒙0,𝒚0) and its 
Lagrange multipliers to form 𝑴𝑷1 for the first iteration. Its solution (𝒙1) substituted 
in 𝑷𝑷1 gives us a feasible S1 = (𝒙1,𝒚1, TAC1), which forms the basis for 𝑴𝑷2. Its 
solution 𝒙2 substituted in 𝑷𝑷2 yields S2 with a worse TAC. The original OA/ER/AP 
of Viswanathan and Grossmann (1990) would terminate here. The proposed algorithm 
retracts to S1 and modifies it. The first modification (𝑴𝑴𝑷11) of 𝑴𝑷1 gives S3 with a 
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lower TAC than S1. This ends iteration 2, and refreshes the proposed algorithm to 
begin iteration 3 by using S3 as the incumbent solution. In Table 5.4, each asterisk 
indicates the current best solution after a major iteration, and each cross tick marks no 
feasible solution returned at the end of a minor iteration. Table 5.4 lists the subsequent 
iterations in detail, until no improvement is observed in TAC from 𝑴𝑴𝑷3𝑁 . The 
proposed algorithm terminates at S12 with S3 from 𝑴𝑴𝑷1𝑁 as the best solution for P1. 
 Table 5.4 also details the progress of the proposed algorithm with P2. It 
terminates at S17 with S8 from 𝑴𝑴𝑷3𝑁 as the best solution. 
 P1 and P2 give the same solution with TAC = $76,327 as previously reported 
by Biegler et al. (1997), and in Example 1 of both Chapter 3 and Chapter 4. As 
demonstrated in Example 1 of Chapter 4, using 𝐾 = 2 in 𝑴𝑴𝑷3𝑁  to allow cyclic 
matching can be useful for P2. It may help reduce HE area (thus TAC) in spite of 
requiring more HE units. Otherwise, P2 may miss the final solution for this example. 
5.3.3 Example 2  
For this example from Björk and Westerlund (2002), the proposed algorithm finds the 
best solutions (Table 5.5) from 𝑴𝑷𝑁  for both models, while 𝑴𝑴𝑷1𝑁 , 𝑴𝑴𝑷2𝑁 , and 
𝑴𝑴𝑷3
𝑁 do not improve solutions. This example demonstrates the success of using 
BARON’s preprocessor for the initial solution. Good initialization allows the 
proposed algorithm to make continuous progress, until it finds the best solution S9 for 
P1. Interestingly, it takes just one iteration to get S1 as the best solution with P2. 
 The HENs obtained from P1 and P2 are the same as those reported in Example 
2 of both Chapter 3 and Chapter 4 respectively, hence are not reported here. The one 
from P2 allows cross flows, resulting in a lower TAC ($94,742 vs. $95,643). 
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5.3.4 Example 3  
This is also adapted from Björk and Westerlund (2002). Table 5.6 shows the progress 
of the proposed algorithm. While the best solutions for P1 and P2 are both from 
𝑴𝑴𝑷2
𝑁 , the iterations and solution times are quite different due to the inherent 
differences between P1 and P2. Although P2 uses fewer binary variables than P1 in 
this example, it has more nonlinear terms. Thus, in spite of requiring fewer iterations, 
P2 needs more CPU time. This is also because the proposed algorithm uses BARON’s 
preprocessor additionally for solving 𝑷𝑷𝑁, as discussed before.  
 
 
Figure 5.2 Final HEN P2 for Example 3  
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 P2 yields a lower-cost HEN than P1 (TAC = $123,357 vs. TAC = $128,169) 
due to cross flows. Moreover, its HEN (Figure 5.2) is slightly better than the one 
reported in Example 3 of Chapter 4 with TAC = $123,398 . The utility cost and 
number of exchangers are the same, but it needs less HE area.     
5.3.5 Example 4 
This is derived from Yee and Grossmann (1990) by using 𝐹𝐶𝑖𝑗𝑘 = $6,000 instead of 
zero. The best solution for P1 is S9 (Table 5.7). It results from the continuous 
progress of first several 𝑴𝑷𝑁 after the initialization by BARON’s preprocessor. In 
contrast, P2 gives S21 from 𝑴𝑴𝑷3𝑁 as the best. P2 explores 38 HENs (S1–S38) in 
266 s, while P1 explores 26 HENs (S1–S26) in 15 s. Figures 5.3a and b show the 
HENs for P1 and P2 with TAC = $618,656 and TAC = $612,362 respectively. P2 
gives a better HEN by allowing series matches on a substream and cross flows in its 
superstructure.   
5.3.6 Example 5 
This is from Ahmad (1985). 𝐹𝐶𝑖𝑗𝑘 = $8,000 is used instead of zero. The proposed 
algorithm takes five major iterations (Table 5.8) for both P1 and P2. The best 
solutions are obtained from 𝑴𝑴𝑷3𝑁 for both. P1 needs 34 solutions in 61 s with S5 as 
the best, while P2 needs 43 solutions in 2,387 s with S18 as the best. Again, P2 yields 
a better solution (TAC = $5,733,679 vs. $5,737,410). Furthermore, as Figures 5.4a 
and b show, P2 gives a simpler HEN with fewer units and lower utility costs. 
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5.3.7 Example 6 
Shenoy et al. (1998), Isafiade and Fraser (2008), and Ponce-Ortega et al. (2010) have 
all used this to illustrate the impact of multiple utilities. Table 5.9 shows the progress 
of the proposed algorithm. Both P1 and P2 need only 27 CPU s. P1 explores 50 
solutions to get S40 as the best, and P2 explores 49 solutions to get S30 as the best. 
Although both best solutions are obtained from 𝑴𝑴𝑷3𝑁 , most improvements in 
intermediate solutions are from 𝑴𝑴𝑷2𝑁. 
 The HEN (Figure 5.5b) from P2 is slightly better (TAC = $1,115,705  vs. $1,115,868) than the best reported in the literature (Example 7 in Chapter 4). While 
both HEN configurations are the same, this HEN uses cooling water instead of air in 
the cooler for H2. This gives a higher annualized utility cost ($571,536 vs. $570,047) 
than that obtained in Chapter 4, but the total HE area is lower. Thus, the annualized 
investment cost is lower ($544,169 vs. $545,821). The HEN (Figure 5.5a) from P1 
has a similar configuration with that from P2, but a slightly higher TAC of $1,120,771, as it employs the widely used assumption that utilities adjust only the 
final stream temperatures. 
5.3.8 Example 7 
This is one of the largest examples addressed by the simultaneous approach in the 
literature. It involves 39 process streams with one hot and cold utility. Since the 
algorithm took several iterations and examined nearly 250 solutions, the progress of 
the proposed algorithm is not detailed for this large example.       
 For this example, Björk and Pettersson (2003) reported a TAC of $2,073,251, 
but no HEN. They used a genetic algorithm. Pettersson (2005) improved this to 
TAC = $1,997,054 with 48 HEs. Ernst et al. (2010) reported even a better HEN with 
Chapter 5 Efficient Algorithm for Simultaneous  




a TAC = $1,943,536 and 44 HEs. They used an evolutionary genetic algorithm to get 
a large HEN. They then decomposed this HEN into several smaller sub-networks. 
They further fine-tuned these sub-networks by optimizing them individually and in 
combinations via a monogenetic algorithm. As for deterministic mathematical 
programming based approaches, the best solution so far in the literature is $2,055,421 
by Escobar and Trierweiler (2013). 
 
 
(a) Sub-network 1 involves H1, H2, H5, H10, H15, H16, H17, H19, C3, C5, C9, C10, and C17 
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(b) Sub-network 2 involves H3, H4, C6, and C11 
 
(c) Sub-network 3 involves H6, H14, and C7 
 
(d) Sub-network 4 involves H7and C16 
 
(e) Sub-network 5 involves H8 and C13 
 
(f) Sub-network 6 involves H9, H22, and C4 
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(g) Sub-network 7 involves H11, H18, and C1 
 
(h) Sub-network 8 involves H12 and C2 
 
(i) Sub-network 9 involves H13, H20, C8, C12, and C14 
 
(j) Sub-network 10 involves H21 and C15 
 
 
Figure 5.6 Sub-networks in the final HEN from P1 for Example 7 
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 As shown in Figure 5.6, the HEN from P1 has a TAC of $1,961,086, which is 
merely 0.7% higher than the best reported by Ernst et al. (2010). However, it has 
fewer HEs (41 vs. 44). Furthermore, unlike an evolutionary algorithm that normally 
involves some randomness, and requires manipulation of various algorithmic 
parameters and repeated runs to get the best solution, the proposed algorithm obtains 
nearly a very good solution in a deterministic manner. However, representing such a 
large HEN is a challenge. Figure 5.6 presents it in terms of independent sub-networks. 
This leads to the logical next step of considering each of these smaller sub-networks 
as an independent HENS problem, which can be optimized further to improve the 
overall network. 
 First, P1 is used to optimize each sub-network. It can be found that sub-
networks from Figures 5.6a, b, and i have better HENs as given in Figure 5.7. Sub-
network 1 (Figure 5.6a), which is the largest, splits into two sub-networks (Figures 
5.7a and b). The total number of HEs remains the same, but the total TAC reduces to $728,549 from $741,806. The TAC of sub-network 2 (Figure 5.6b) reduces from $116,424 to $116,311. The new HEN (Figure 5.7c) needs less HE area, although the 
utility cost and number of HEs are the same. The TAC for sub-network 9 (Figure 5.6i) 
reduces from $193,118 to $184,022. The new HEN (Figure 5.7d) uses one more HE, 
but yields a lower TAC. With these new optimized sub-networks, the best HEN 
solution so far in the literature is obtained for this large example. The final HEN from 
P1 for this example has 42 HEs and a TAC of $1,938,620 vs. TAC = $1,943,536 
and 44 HEs reported by Ernst et al. (2010). Clearly, it is possible to improve this HEN 
even further by applying the proposed algorithm on various combinations of sub-
networks as done by Ernst et al. (2010). 
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(a) Sub-network 1 involves H1, H16, H17, C3, and C10 
 
(b) Sub-network 2 involves H2, H5, H10, H15, H19, C5, C9, and C17 
 
(c) Sub-network 3 involves H3, H4, C6, and C11 
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(d) Sub-network 4 involves H13, H20, C8, C12, and C14 
 
Figure 5.7 Improved sub-networks in final HEN from P1 for Example 7. Sub-
networks 1 and 2 replace sub-network 1 in Figure 5.6. Sub-network 3 replaces sub-
network 2 in Figure 5.6. Sub-network 4 replaces sub-network 9 in Figure 5.6. 
 
 So far, P1 was used to optimize the HEN for this example. For P2, as 
aforementioned, no MINLP solver can handle this example even for 𝐾 = 1. BARON 
fails and CONOPT gives an infeasible solution for the first RMINLP. Thus, BARON 
is not used at any step of the proposed algorithm. Furthermore, let us set 𝐾 = 1 and 
thus skip 𝑴𝑴𝑷3𝑁 completely. In the absence of any feasible solution for iteration 1, 
let the algorithm begin with the infeasible initial solution obtained from CONOPT. 
Interestingly, the algorithm makes progress, and yields a solution with TAC =$3,718,381 as in Table 5.3 within the allowable CPU time. When allowed to run for 
20 CPU h, the solution improves to TAC = $2,424,848. This shows a clear advantage 
for the simpler superstructure of P1 for large problems as compared to the more 
complex superstructure of P2. However, it should still be possible to subsequently use 
P2 for the smaller and better sub-networks that are obtained from P1 earlier. Using 
this re-optimization strategy, a better HEN in Figure 5.8 is obtained with a TAC of $1,937,377. This represents a TAC-reduction of about 0.32% compared to the best 
reported by Ernst et al. (2010) in the literature. Furthermore, it is 5.74% lower than 
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the best reported using a deterministic mathematical programming based approach 
(Escobar and Trierweiler, 2013). 
 
 
(a) Sub-network 1 involves H1, H16, H17, C3, and C10 
 
(b) Sub-network 2 involves H2, H5, H10, H15, H19, C5, C9, and C17 
 
(c) Sub-network 3 involves H3, H4, C6, and C11 
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(d) Sub-network 4 involves H6, H14, and C7 
 
(e) Sub-network 5 involves H7and C16 
 
(f) Sub-network 6 involves H8 and C13 
 
(g) Sub-network 7 involves H9, H22, and C4 
 
(h) Sub-network 8 involves H11, H18, and C1 
 
(i) Sub-network 9 involves H12 and C2 
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(j) Sub-network 10 involves H13, H20, C8, C12, and C14 
 
(k) Sub-network 11 involves H21 and C15 
 
 
Figure 5.8 Sub-networks in final HEN after the synergistic application of P1 and P2 
for Example 7 
 
5.3.9 Remarks 
From the above discussion, the following observations are made. First, a tailor-made 
algorithm such as the one presented here is much more efficient than the simple 
approach of using BARON, DICOPT, or SBB directly for solving the MINLP models 
for simultaneous synthesis of HENs. Second, as demonstrated in Chapter 4 and this 
chapter, P2 with its richer superstructure has a higher likelihood of getting better 
solutions than P1. Indeed, except for Example 7, P2 does give better solutions than 
P1. However, P2 needs more solution time due to its greater nonlinearity and inability 
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of the current NLP solvers to get better solutions. Thus, a clear need exists for an 
efficient NLP solver for P2. However, the simplicity and efficiency of P1 becomes 
useful in getting a very good solution in large examples, which can then be improved 
even further by using P2 on smaller sub-networks. This strategy represents an 
attractive synergistic combination of P1 and P2. 
5.4 Summary 
The solution of mathematical programming based models for the simultaneous 
synthesis of large HENs has been a challenge. An effective OA based algorithm has 
been presented for solving such models. The tailor-made search strategy modifies the 
OA/ER/AP algorithm of Viswanathan and Grossmann (1990) by proposing three 
simpler and smaller perturbations of the MILP master problem to avoid premature 
termination. Its robustness, effectiveness, and efficiency have been demonstrated with 
two recent MINLP HENS models and seven literature examples with up to 39 process 
streams. It needs no feasible starting points, is much faster and superior than the 
straightforward use of BARON, DICOPT, and SBB, and obtains solutions that are as 
good or better than those reported in the literature so far. For a large example with 39 
process streams, it obtains a 0.32% lower TAC than the best achieved in the literature 
so far by a genetic algorithm. The solution is also 5.74% lower than the best reported 
by a deterministic mathematical programming based approach. 
 While the challenges of solving large complex NLPs efficiently and to global 
optimality do remain, this work represents a significant step towards improving 
mathematical programming based approaches for synthesizing large HENs. 
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HEAT EXCHANGER NETWORK SYHTHESIS USING A 




As aforementioned, the existing mathematical programming based approaches for 
simultaneous heat exchanger network synthesis (HENS) have employed match-centric 
superstructures with stages. These superstructures employ the concept of stage and 
focus on enumerating potential matches between any pair of hot and cold streams in 
each stage. In some large cases, a large value for the number of stages may be 
required to derive all possible configurations, which would result in mixed-integer 
nonlinear programming (MINLP) models of very big sizes that are difficult to solve. 
While previous Chapters have addressed some of the above limitations, little work has 
focused on developing new and conceptually different superstructures for HENS 
without using the concept of stage as the basis.  
In this Chapter, instead of assuming stages, an exchanger-centric superstructure 
is proposed by assuming a pool of 2-unit exchangers with cross flows, to which hot 
and cold streams are assigned. A simultaneous model for HENS is presented for the 
superstructure with some several interesting and promising features. Several small to 
moderate examples are solved to demonstrate the performance of the proposed model.  
                                                          
1 Huang, K.F., Karimi, I.A., 2013. Simultaneous synthesis approaches for cost-effective heat 
exchanger networks. Chemical Engineering Science 98, 231-245.  
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6.2 MINLP Formulation 
Consider the standard HENS problem with the following usual assumptions. 
• Heat capacities of all streams are known constants (averaged over appropriate 
temperature ranges). 
• Inlet (initial) and target (final) temperatures of all streams are known. 
• Flows of all process streams are known. Those of utility streams are flexible 
and to be determined. 
• A utility stream cannot be used by a specific process stream more than once in 
the network, and each utility stream enters exchanger at its initial temperatures, 
and exits at its final temperatures.  
• Heat exchanges between hot-hot and cold-cold streams are not allowed. 
• The HEN uses 2-stream exchangers only, and the corresponding logarithmic 
mean temperature difference (LMTD) correction factors and overall heat 
transfer coefficients for all exchanger matches are known constants. 
 Let 𝑖 represent hot streams (process or utility), 𝑗 represent cold streams (process 
or utility), and 𝑠 represent any stream (hot or cold process/utility). Define: 
 𝐻𝑃 = {𝑖 | 𝑖 is a hot process stream} 
 𝐻𝑈 = {𝑖 | 𝑖 is a hot utility stream} 
 𝐶𝑃 = {𝑗 | 𝑗 is a cold process stream} 
 𝐶𝑈 = {𝑗 | 𝑗 is a cold utility stream} 
 𝑃𝑃 = �𝐻𝑃      if |𝐻𝑃| ≥ |𝐶𝑃|
𝐶𝑃      otherwise         
 𝐻𝑆 = 𝐻𝑃 ∪ 𝐻𝑈 = {𝑖 | 𝑖 is a hot process/utility stream} 
 𝐼 = |𝐻𝑆|  
 𝐶𝑆 = 𝐶𝑃 ∪ 𝐶𝑈 = {𝑗 | 𝑗 is a process/utility cold stream} 
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 𝐽 = |𝐶𝑆| 
 𝑆 = 𝐻𝑆 ∪ 𝐶𝑆 = {𝑠 | 𝑠 is a process/utility stream} 
6.2.1 Superstructure 
Figure 6.1 shows the proposed new superstructure. It has stream splitters at its inlet, 
followed by 𝐸 (pre-fixed) exchangers (𝑒 = 1, 2, … ,𝐸), and stream mixers at its outlet. 
The streams in 𝑃𝑃  are labeled in a specific order: 𝑠 = 1,  𝑠 = 2, … , 𝑠 = |𝑃𝑃|. Since 
every process stream must have at least one exchanger in the HEN, 𝐸 ≥ 𝐸𝑚𝑖𝑛 = |𝑃𝑃| 
must be selected. Each stream (process/utility) has one splitter (mixer) at the HEN 
inlet (outlet), namely HEN inlet splitters (outlet mixers). In addition, each HE has one 




Figure 6.1 Novel stage-less exchanger-centric superstructure for HENS 
 
The superstructure in Figure 6.1 is unlike any that has been used in the HENS 
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literature on optimization via mathematical programming. The existing 
superstructures are built on the idea of potential hot-cold matches. They typically 
have one exchanger for each possible hot-cold match. Thus, they embed some integer 
(≥ 1) multiple of (𝐼 × 𝐽) exchangers. In contrast, the superstructure in Figure 6.1 is 
unit-based rather than match-based. While it will allow, it does not explicitly depict 
all potential hot-cold matches. Rather, it simply postulates a possible number (𝐸) of 
real exchanger units, and allows us to limit/control the size of the superstructure (thus 
HEN) explicitly. Such assignment of existing exchangers to different streams, to our 
knowledge, has been considered only by Yee and Grossmann (1991) and Ponce-
Ortega et al. (2008) for the retrofit of existing HENs. Furthermore, the commonly 
used superstructure in the literature assumes a stream-based multi-stage structure. 
Figure 6.1 assumes no such staged structure. 
 Each process stream 𝑠 enters the HEN through its own HEN inlet splitter. This 
splitter splits stream 𝑠 into (𝐸 + 1) substreams. One of these substreams bypasses all 
the exchangers and goes directly to the HEN outlet mixer for stream 𝑠. Each of the 
remaining 𝐸  substreams enters the inlet mixer of one of the 𝐸  exchangers. If the 
substream is from a hot (cold) parent stream, then it enters the inlet mixer on the hot-
side (cold-side) of the exchanger. Thus, the exchanger inlet mixer on the hot-side 
(cold-side) receives one substream from each hot (cold) stream. This mixing 
obviously raises an immediate question. Are the substreams from different hot (or 
cold) streams allowed to mix in the exchanger inlet mixer? Clearly, no. This is 
forbidden in the model. 
 The two streams (hot-side and cold-side) exiting an exchanger 𝑒  enter their 
respective exchanger outlet splitters. The hot-side (cold-side) stream splits into 
𝐼 + 𝐸 − 1 (𝐽 + 𝐸 − 1) substreams. Of these, the 𝐼 (𝐽) substreams enter their respective 
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HEN outlet mixers. The remaining (𝐸 − 1) substreams enter the appropriate (hot-side 
or cold-side) exchanger inlet mixers of the HEs other than exchanger 𝑒 . These 
substreams are called as cross flows. In brief, the hot-side (cold-side) inlet mixer of 
each exchanger receives 𝐼 + 𝐸 − 1 (𝐽 + 𝐸 − 1) substreams, and the outlet HEN mixer 
for each stream receives (𝐸 + 1) substreams, one via bypass and one each from the 𝐸 
HEs, to form the parent stream with the desired target temperature. 
 Based on Figure 6.1, an MINLP model for HENS is now developed. 
6.2.2 Streams and Exchangers  
The existence of exchangers is modeled via the following 0-1 continuous variables. 
 𝑧𝑒 = �1 if exchanger e exists0 otherwise  1 ≤ 𝑒 ≤ 𝐸 
As discussed earlier, there must be at least 𝐸𝑚𝑖𝑛 exchangers in the HEN. Therefore, 
𝑧𝑒  =  1  can be safely set for 𝑒 = 1, 2, … ,𝐸𝑚𝑖𝑛 . To eliminate any redundant 
exchangers beyond this minimum, they can be prioritized as follows: if an exchanger 
𝑒 does not exist, then all exchangers 𝑒 + 1 and beyond should also not exist. 
 𝑧𝑒 ≥ 𝑧(𝑒+1) 𝐸𝑚𝑖𝑛 + 1 ≤ 𝑒 ≤ 𝐸 − 1 (6.1) 
Then, the following binary variables are defined to model the use of exchangers by 
various streams. 
 𝑥𝑠𝑒 = �1 if a stream s uses exchanger e 0 otherwise                                  𝑠 ∈ 𝑆 
Since an exchanger must have exactly one hot and one cold stream, let us write, 
 𝑧𝑒 = ∑ 𝑥𝑖𝑒𝑖∈𝐻𝑆 = ∑ 𝑥𝑗𝑒𝑗∈𝐶𝑆  1 ≤ 𝑒 ≤ 𝐸 (6.2ab) 
To prohibit exchanges between a hot and a cold utility, the following constraint is 
required, 
 ∑ 𝑥𝑖𝑒𝑖∈𝐻𝑈 + ∑ 𝑥𝑗𝑒𝑗∈𝐶𝑈 ≤ 𝑧𝑒 1 ≤ 𝑒 ≤ 𝐸 (6.3) 
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Furthermore, each process stream can use a utility stream only once.  
 ∑ 𝑥𝑖𝑒𝑒=𝐸𝑒=1 ≤ |𝐶𝑃| 𝑖 ∈ 𝐻𝑈 (6.4a) 
 ∑ 𝑥𝑗𝑒𝑒=𝐸𝑒=1 ≤ |𝐻𝑃| 𝑗 ∈ 𝐶𝑈 (6.4b) 
 Now, consider the process streams in 𝑃𝑃. Each of them will need at least one 
exchanger, therefore 𝐸𝑚𝑖𝑛  exchangers in total. Since exchangers 𝑒 = 1 to 𝑒 = 𝐸𝑚𝑖𝑛 
will always exist in the HEN, with no loss of generality, each stream from 𝑃𝑃 can be 
simply assigned to one of these 𝐸𝑚𝑖𝑛 exchangers. Therefore, 
 𝑥𝑠,𝑒=𝑠 = 1 𝑠 ∈ 𝑃𝑃 (6.5a) 
 𝑥𝑠≠𝑒,𝑒 = 0 1 ≤ 𝑒 ≤ 𝐸𝑚𝑖𝑛  (6.5b) 
 The specific labeling of exchangers can lead to redundant permutations of a 
given HEN. For instance, consider an HEN with six real exchangers, namely 𝐸1, 𝐸2, 
𝐸3, 𝐸4, 𝐸5, and 𝐸6. Let us number them as 𝑒 = 1 for 𝐸1, 𝑒 = 2 for 𝐸2, and so on. 
Let us call this HEN-1. Now, we can have another HEN by assigning different labels 
to the exchangers as follows. We can label 𝐸5 by 𝑒 = 6, and 𝐸6 by 𝑒 = 5, other 
labels remaining the same. If we call this HEN as HEN-2, then it is clear that both 
HEN-1 and HEN-2 are identical, except for 𝐸5 and 𝐸6 having different e-indices. 
Therefore, such permutations need to be eliminated. Since the first 𝐸𝑚𝑖𝑛 exchangers 
are already fixed for specific streams, their permutations cannot exist. However, the 
permutations can exist for the remaining 𝐸 − 𝐸𝑚𝑖𝑛 exchangers. To eliminate them, let 
us assign priorities to streams in 𝑃𝑃 for using exchangers 𝐸𝑚𝑖𝑛 ≤ 𝑒 ≤ 𝐸. Let us say 
that the first priority for using 𝑒 = 𝐸𝑚𝑖𝑛 + 1 belongs to stream 1 in 𝑃𝑃 . In other 
words, if stream 1 needs a second exchanger, then it must use 𝑒 = 𝐸𝑚𝑖𝑛 + 1. If stream 
1 does not need it, then only stream 2 can use that exchanger, if it needs. Likewise, 
this can continue with other streams. To effect this, the following is used. 
 𝑧𝑒 − 𝑥𝑠𝑒 ≥ 𝑥𝑠′𝑒′ 𝐸𝑚𝑖𝑛 + 1 ≤ 𝑒 < 𝑒′ ≤ 𝐸;  𝑠 ∈ 𝑃𝑃; 1 ≤ 𝑠′ < 𝑠 (6.6) 
Chapter 6 Heat Exchanger Network Synthesis Using  




Eq. 6.6 says that if a stream 𝑠 in 𝑃𝑃 uses an exchanger 𝑒 > 𝐸𝑚𝑖𝑛 , then streams 1, 
2, …, (𝑠 − 1) must have been assigned to exchangers 𝐸𝑚𝑖𝑛 + 1 through (𝑒 − 1), and 
hence cannot use exchangers (𝑒 + 1) through 𝐸. While Eq. 6.6 will eliminate most 
redundant permutations, it may not eliminate all. While one could use another level of 
priority, we do not do so for the sake of simplicity. 
6.2.3 Heat Capacity Flows 
As done in literature, here “flow” is used to mean the heat capacity (content) flow. As 
before, let 𝐹𝑠 denote the total flow of a stream 𝑠 (𝑠 ∈ 𝑆) entering and leaving the HEN. 
Then, for a process stream 𝑠 ∈ 𝐻𝑃 ∪ 𝐶𝑃, we let 𝑓𝑠𝑒 denote the unknown fraction of 𝐹𝑠 
going into the inlet mixer of exchanger 𝑒 . A flow balance around the HEN inlet 
splitter for stream 𝑠 gives, 
          ∑ 𝑓𝑠𝑒𝑒=𝐸𝑒=1 ≤ 1 𝑠 ∈ 𝐻𝑃 ∪ 𝐶𝑃 (6.7) 
 Now, consider the exchanger inlet mixers. Let 𝑓𝑠𝑒𝑒′  (𝑠 ∈ 𝐻𝑃 ∪ 𝐶𝑃; 1 ≤ 𝑒 ≤
𝐸; 1 ≤ 𝑒′ ≤ 𝐸; 𝑒′ ≠ 𝑒) denote the fractional flow of process stream 𝑠 from the outlet 
splitter of exchanger 𝑒 into the inlet mixer of exchanger 𝑒′, 𝑔𝑠𝑒 denote the fractional 
flow of process stream 𝑠 from the outlet splitter of exchanger 𝑒 into the stream’s HEN 
outlet mixer, and 𝐹𝑠𝑒  denote the fractional flow of stream 𝑠 through exchanger 𝑒. Note 
that all these fractions are defined with respect to 𝐹𝑠. Then, a flow balance around the 
inlet mixer of exchanger 𝑒 gives, 
          𝐹𝑠𝑒 = 𝑓𝑠𝑒 + ∑ 𝑓𝑠𝑒′𝑒𝐸𝑒′=1,𝑒′≠𝑒 = 𝑔𝑠𝑒 + ∑ 𝑓𝑠𝑒𝑒′𝐸𝑒′=1,𝑒′≠𝑒  𝑠 ∈ 𝐻𝑃 ∪ 𝐶𝑃 (6.8ab) 
Flow balances around the HEN outlet mixers are unnecessary, as Eqs. 6.7 and 6.8 
make them redundant. If a process stream 𝑠 does not use exchanger 𝑒, then its flow 
must be zero, so 
          𝐹𝑠𝑒 ≤ 𝑥𝑠𝑒 𝑠 ∈ 𝐻𝑃 ∪ 𝐶𝑃; 1 ≤ 𝑒 ≤ 𝐸 (6.9) 
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 As in Chapter 4, every utility stream entering an exchanger is also assumed as a 
unique utility stream with some minimum unknown flow necessary for that exchanger.  
6.2.4 Stream Temperatures 
Let us define 𝑇𝑒1  (𝑡𝑒1 ) as the temperature of the hot (cold) stream entering an 
exchanger 𝑒, and 𝑇𝑒2 (𝑡𝑒2) as the temperature of the hot (cold) stream leaving the 
exchanger. A utility stream 𝑠 is assumed that, if it enters an exchanger, must enter 
(exist) at 𝑇𝐼𝑁𝑠  (𝑇𝑂𝑈𝑇𝑠 ). This is to make full use of each utility. Therefore, the 
following are given for 𝑇𝑒1 (𝑡𝑒1). 
 𝑇𝑒1 ≤ max𝑖∈𝐻𝑆{𝑇𝐼𝑁𝑖} + ∑ 𝑥𝑖𝑒(𝑇𝐼𝑁𝑖 − max𝑖∈𝐻𝑆{𝑇𝐼𝑁𝑖})𝑖∈𝐻𝑆  1 ≤ 𝑒 ≤ 𝐸 
   (6.10a) 
 𝑇𝑒1 ≥ min𝑖∈𝐻𝑆{𝑇𝑂𝑈𝑇𝑖} + ∑ 𝑥𝑖𝑒(𝑇𝑂𝑈𝑇𝑖 − min𝑖∈𝐻𝑆{𝑇𝑂𝑈𝑇𝑖})𝑖∈𝐻𝑆  1 ≤ 𝑒 ≤ 𝐸 
   (6.10b) 
 𝑡𝑒1 ≥ min𝑗∈𝐶𝑆�𝑇𝐼𝑁𝑗� + ∑ 𝑥𝑗𝑒�𝑇𝐼𝑁𝑗 − min𝑗∈𝐶𝑆�𝑇𝐼𝑁𝑗��𝑗∈𝐶𝑆  1 ≤ 𝑒 ≤ 𝐸 
   (6.10c)   
 𝑡𝑒1 ≤ max𝑗∈𝐶𝑆�𝑇𝑂𝑈𝑇𝑗� + ∑ 𝑥𝑗𝑒�𝑇𝑂𝑈𝑇𝑗 − max𝑗∈𝐶𝑆�𝑇𝑂𝑈𝑇𝑗��𝑗∈𝐶𝑆  1 ≤ 𝑒 ≤ 𝐸 
   (6.10d)   
However, the process streams need not obey these temperature requirements at each 
exchanger, as cross flows may change their temperatures. To determine the 
temperatures of the hot and cold streams entering an exchanger, let us use 𝐹𝑒 (𝑓𝑒) as 
the fractional flow of hot (cold) stream through exchanger 𝑒, and 𝐹𝑒𝑒′ (𝑓𝑒𝑒′) (1 ≤ 𝑒 ≤
𝐸; 1 ≤ 𝑒′ ≤ 𝐸; 𝑒′ ≠ 𝑒) as the fractional flow of hot (cold) process stream from the 
outlet splitter of exchanger 𝑒 into the inlet mixer of exchanger 𝑒′. Clearly,  
 𝐹𝑒 ≥ ∑ 𝐹𝑖𝑒𝑖∈𝐻𝑃  1 ≤ 𝑒 ≤ 𝐸 (6.11a) 
 𝑓𝑒 ≤ ∑ 𝐹𝑗𝑒𝑗∈𝐶𝑃  1 ≤ 𝑒 ≤ 𝐸 (6.11b) 
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 𝐹𝑒𝑒′ ≤ ∑ 𝑓𝑖𝑒𝑒′𝑖∈𝐻𝑃  1 ≤ 𝑒 ≤ 𝐸 (6.11c) 
 𝑓𝑒𝑒′ ≥ ∑ 𝑓𝑗𝑒𝑒′𝑗∈𝐶𝑃  1 ≤ 𝑒 ≤ 𝐸 (6.11d) 
Then, the following heat balances can be written. 
 𝐹𝑒𝑇𝑒1 ≤ ∑ 𝑓𝑖𝑒𝑇𝐼𝑁𝑖𝑖∈𝐻𝑃 + ∑ 𝐹𝑒′𝑒𝑇𝑒′2𝐸𝑒′=1,𝑒′≠𝑒  1 ≤ 𝑒 ≤ 𝐸 (6.12a) 
 𝑓𝑒𝑡𝑒1 ≥ ∑ 𝑓𝑗𝑒𝑇𝐼𝑁𝑗𝑗∈𝐶𝑃 + ∑ 𝑓𝑒′𝑒𝑡𝑒′2𝐸𝑒′=1,𝑒′≠𝑒  1 ≤ 𝑒 ≤ 𝐸 (6.12b) 
 Furthermore, if an exchanger exists, it must effect a pre-specified minimum 
change in its stream temperatures. 
 𝑇𝑒1 − 𝑇𝑒2 ≥ ∑ ∆𝑠𝑥𝑠𝑒𝑖∈𝐻𝑆  1 ≤ 𝑒 ≤ 𝐸 (6.13a) 
 𝑡𝑒2 − 𝑡𝑒1 ≥ ∑ ∆𝑠𝑥𝑠𝑒𝑖∈𝐶𝑆  1 ≤ 𝑒 ≤ 𝐸 (6.13b)  
Since the utility streams must exist at their desired outlet temperatures in each 
exchanger, we use ∆𝑖= 𝑇𝐼𝑁𝑖 − 𝑇𝑂𝑈𝑇𝑖 (∆𝑗= 𝑇𝑂𝑈𝑇𝑗 − 𝑇𝐼𝑁𝑗) for a hot (cold) utility 𝑖 
(𝑗). 
 For realistic heat transfer, all stream exit temperatures in an exchanger must 
respect the temperature approach requirements. 
 𝑇𝑒2 ≥ 𝑡𝑒1 + 𝑀𝐴𝑇𝑒 1 ≤ 𝑒 ≤ 𝐸 (6.14a) 
 𝑡𝑒2 ≤ 𝑇𝑒1 − 𝑀𝐴𝑇𝑒 1 ≤ 𝑒 ≤ 𝐸 (6.14b) 
6.2.5 Exchanger Areas and Objective Function 
Let 𝑄𝑖𝑗𝑒 denote the heat duty of exchanger 𝑒  between hot stream 𝑖 ∈ 𝐻𝑆  and cold 
stream 𝑗 ∈ 𝐶𝑆. Since exchangers between a hot and cold utility are not allowed, let us 
set, 
 𝑄𝑖𝑗𝑒 = 0 𝑖 ∈ 𝐻𝑈; 𝑗 ∈ 𝐶𝑈; 1 ≤ 𝑒 ≤ 𝐸  
For a valid exchanger, its value is given by, 
 ∑ 𝑄𝑖𝑗𝑒𝑗∈𝐶𝑆 ≤ 𝐹𝑖(𝑇𝑒1 − 𝑇𝑒2)𝐹𝑖𝑒 𝑖 ∈ 𝐻𝑃; 1 ≤ 𝑒 ≤ 𝐸 (6.15a) 
 ∑ 𝑄𝑖𝑗𝑒𝑖∈𝐻𝑆 ≤ 𝐹𝑗(𝑡𝑒2 − 𝑡𝑒1)𝐹𝑗𝑒 𝑗 ∈ 𝐶𝑃; 1 ≤ 𝑒 ≤ 𝐸 (6.15b) 
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 ∑ 𝑄𝑖𝑗𝑒𝑗∈𝐶𝑆 ≤ 𝐹𝑖(𝑇𝐼𝑁𝑖 − 𝑇𝑂𝑈𝑇𝑖)𝑥𝑖𝑒 𝑖 ∈ 𝐻𝑃; 1 ≤ 𝑒 ≤ 𝐸 (6.15c) 
 ∑ 𝑄𝑖𝑗𝑒𝑖∈𝐻𝑆 ≤ 𝐹𝑗�𝑇𝐼𝑁𝑗 − 𝑇𝑂𝑈𝑇𝑗�𝑥𝑗𝑒 𝑗 ∈ 𝐶𝑃; 1 ≤ 𝑒 ≤ 𝐸 (6.15d) 
 𝑄𝑖𝑗𝑒 ≤ 𝐹𝑗�𝑇𝑂𝑈𝑇𝑗 − 𝑇𝐼𝑁𝑗�𝑥𝑖𝑒 𝑖 ∈ 𝐻𝑈; 𝑗 ∈ 𝐶𝑃; 1 ≤ 𝑒 ≤ 𝐸 (6.15e) 
 𝑄𝑖𝑗𝑒 ≤ 𝐹𝑖(𝑇𝐼𝑁𝑖 − 𝑇𝑂𝑈𝑇𝑖)𝑥𝑗𝑒 𝑖 ∈ 𝐻𝑃; 𝑗 ∈ 𝐶𝑈; 1 ≤ 𝑒 ≤ 𝐸 (6.15f) 
Furthermore, the total heat lost (gained) by a hot (cold) stream 𝑖 and 𝑗 in the HEN 
must cool (heat) it below (above) its target temperature. 
 ∑ ∑ 𝑄𝑖𝑗𝑒𝐸𝑒=1𝑗∈𝐶𝑆 ≥ (𝑇𝐼𝑁𝑖 − 𝑇𝑂𝑈𝑇𝑖)𝐹𝑖 𝑖 ∈ 𝐻𝑃 (6.16a) 
 ∑ ∑ 𝑄𝑖𝑗𝑒𝐸𝑒=1𝑖∈𝐻𝑆 ≥ �𝑇𝑂𝑈𝑇𝑗 − 𝑇𝐼𝑁𝑗�𝐹𝑗 𝑗 ∈ 𝐶𝑃 (6.16b) 
 For LMTD, the following is substituted directly into the objective function. 
  𝐿𝑀𝑇𝐷𝑒 ≈
1
6
(𝑇𝑒1 − 𝑡𝑒2 + 𝑇𝑒2 − 𝑡𝑒1) + 23�(𝑇𝑒1 − 𝑡𝑒2) ∙ (𝑇𝑒2 − 𝑡𝑒1) 
 For the area of exchanger 𝑒 , the following is substituted into the objective 
function. 
   𝐴𝑒 = ∑ ∑ 𝑄𝑖𝑗𝑒 �𝐹𝑇𝑖𝑗 ∙ 𝑈𝑖𝑗 ∙ 𝐿𝑀𝑇𝐷𝑒�⁄𝑗∈𝐶𝑆𝑖∈𝐻𝑆  
Then, the HENS objective of minimum total annualized cost (TAC) is, 
 TAC = ∑ ∑ ∑ 𝑈𝐶𝑖𝑄𝑖𝑗𝑒𝑒𝑗∈𝐶𝑃𝑖∈𝐻𝑈 + ∑ ∑ ∑ 𝑈𝐶𝑗𝑄𝑖𝑗𝑒𝑒𝑗∈𝐶𝑈𝑖∈𝐻𝑃 + 
 ∑ [𝐹𝐶 ∙ 𝑧𝑒 + 𝛾(𝐴𝑒)𝜂]𝐸𝑒=1  (6.17) 
This completes our MINLP formulation (Eqs. 6.1-17) for the new superstructure.  
6.3 Solution Algorithm 
The proposed model is a non-convex MINLP. It has fewer nonlinear constraints, but 
wider bounds on temperature variables and more binary variables, which may cause 
difficulty in solving moderate to large problems. As in Chapter 4, this model also 
allows cross flows, cyclic matching, series matches on a substream, and multiple 
utilities placement. To our experience, BARON/GAMS is suitable to test the 
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performance of this model since it does not need a starting point. Thus, let us limit its 
solution time because of its slow convergence. GAMS 23.6 with CPLEX v.12 is used 
as the LP solver, CONOPT v.3 is used as the NLP solver, and BARON is used as the 
MINLP solver. The computing platform was a Dell Precision 690 with 3.0 GHz Intel® 
Xeon® CPU and 16 GB of RAM. 
6.4 Solution Comparison 
Now four examples from the published literature are solved to illustrate the 
performance of the proposed model. In order to compare the obtained solutions with 
those in the literature, 𝐹𝑇𝑖𝑗𝑘 = 1 is assumed. Table 6.1 gives the relevant data for all 
the examples, and Table 6.2 compares the model statistics and the best solution/s from 
this model with the one reported in Chapter 4. 
 
Table 6.1 Data for Examples 1–4 
Stream  TIN (°C) TOUT (°C) F (kW/°C) h (kW m2-°C⁄ ) Cost ($ kW-yr⁄ ) 
Example 1 
H1 167 77 22 2.0 - 
C1 76 157 20 2.0 - 
C2 47 95 7.5 0.67 - 
HU 227 227 - 1.0 120 
CU 27 47 - 1.0 20 
𝑀𝐴𝑇 = 1 °𝐶, exchanger cost ($) = 6,600 + 670(Area)0.83 
Example 2 
H1 155 30 8 2.0 - 
H2 80 40 15 2.0 - 
H3 200 40 15 2.0 - 
C1 20 160 20 2.0 - 
C2 20 100 15 2.0 - 
HU 220 220 - 2.0 120 
CU 20 30 - 2.0 20 




Chapter 6 Heat Exchanger Network Synthesis Using  





H1 180 75 30 2.0 - 
H2 240 60 40 2.0 - 
C1 40 230 20 1.5 - 
C2 120 260 15 1.5 - 
C3 40 130 25 2.0 - 
C4 80 190 20 2.0 - 
HU 325 325 - 1.0 120 
CU 25 40 - 2.0 20 
𝑀𝐴𝑇 = 1 °𝐶, exchanger cost ($) = 8,000 + 50(Area)0.75 
Example 4 
H1 227 47 6 - - 
H2 207 107 4 - - 
H3 187 87 6 - - 
H4 107 87 20 - - 
H5 107 47 12 - - 
C1 17 387 18 - - 
HU 427 427 - - 140 
CU 27 47 - - 10 
𝑀𝐴𝑇 = 1 °𝐶, 𝑈𝑖𝑗 = 1.0 kW m2∙°C⁄ , exchanger cost ($) = 1200(Area)0.6 
 
Table 6.2 Comparison of model statistics and best HEN solutions for Examples 1–4 
from this model with those reported in Chapter 4 
Model Items  Example 1 Example 2 Example 3 Example 4 
This work Constraints  180 371 600 492 
 Continuous variables  165 451 825 645 
 Binary variables  14 36 44 26 
 Nonlinear terms  136 324 544 427 
 TAC ($) 76,327 94,742 228,249 571,022 
Chapter 4 Constraints  450 1,248 1,707 1,191 
 Continuous variables  177 481 657 465 
 Binary variables  10 22 28 22 
 Nonlinear terms  174 482 660 462 
 TAC ($) 76,327 94,742 123,398 570,362 
 
As can be seen in Table 6.2, the proposed model yields fewer nonlinear 
constraints comparing with the one in Chapter 4, but it requires more binary variables. 
For relatively small examples such as Example 1 and Example 2, final solutions are 
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obtained with the same TACs as those reported in Chapter 4, and thus those embed 
configurations such as cyclic matching and cross flows can also be found in the final 
HENs. However, the results for Example 3 and Example 4 indicates that currently this 
MINLP formulation may not be efficient in solving moderate to large problems. The 
difficulty may be attributed to the requirements on more binary variables and wider 
bounds on key temperature variables, since more freedoms are given for each stream 
to go to each exchanger in the new superstructure. Thus, further effort may need to 
translate the proposed approach into a more efficient MINLP formulation for HENS.    
6.5 Summary 
An approach for the simultaneous HENS is presented based on a novel exchanger-
centric superstructure. The proposed superstructure allows series matches on a 
substream, cross flows, cyclic matching, and the placement of multiple utilities, thus 
admits several network configurations that existing superstructures do not. The 
resulted MINLP model for HENS is demonstrated to obtain networks with those 
features and lower TACs for relatively small examples. However, it needs further 
work to improve computational efficiency and model accuracy for solving moderate 
to large problems. 











This thesis addressed two main aspects, modeling approach and optimization 
algorithm, for simultaneous synthesis of heat exchanger networks (HENs) using 
mathematical programming.  
First, a mixed-integer nonlinear programming (MINLP) formulation and 
solution strategy were applied to accommodate non-isothermal mixing using the 
stagewise superstructure in heat exchanger network synthesis (HENS). Some features 
of modeling approach, such as improved substream temperature bounds and their 
associated logical constraints, are considered. To our knowledge, this is the first 
application of these best possible bounds in the simultaneous approach in HENS 
literature to model non-isothermal mixing. The effectiveness of the approach was 
illustrated by finding superior solutions in terms of total annualized cost (TAC) for 
five previously published examples. The incorporation of the improved temperature 
bounds proves a key factor in obtaining better solutions in some examples since it not 
only enlarges the feasible regions for the corresponding temperature variables, but 
also extends the solution spaces. Additionally, the exact log mean temperature 
difference (LMTD) handling methods were proposed to overcome numerical 
difficulty and avoid the use of LMTD approximations. Subsequently, a hybrid 




strategy, which first uses an approximation followed by an MINLP model with exact 
LMTD constraints, was proved to give accurate solutions efficiently. Finally, by 
including the stage bypass variables and constraints, the solution quality and 
efficiency were improved, especially in larger, more practical problems. The work 
provides a critical step towards an extension of the traditional HENS literature to 
include practical considerations.  
Second, an approach was proposed for the simultaneous synthesis of cost-
effective HENs. The proposed superstructure includes novel alternatives, such as 
series matches on a substream, cross flows, cyclic matching, and intermediate use of 
multiple utilities, which existing superstructures omit. Based on the superstructure, an 
MINLP model was developed involving new ways for modeling temperature changes 
and approach temperatures. Seven examples of varying sizes from the literature were 
solved by applying the proposed model, and lower-TAC HEN configurations are 
obtained with novel features. This work represents a critical attempt towards the 
generalized approach for the HENS problem.  
Third, in the optimization algorithm for HENS, an effective outer approximation 
(OA) based algorithm was presented for solving mathematical programming based 
models for the simultaneous synthesis of large HENs. This tailor-made search strategy 
modifies the outer approximation with equality relaxation and augmented penalty 
(OA/ER/AP) algorithm by proposing three simpler and smaller perturbations of the 
mixed-integer linear programming (MILP) master problem to avoid premature 
termination. Its robustness, effectiveness, and efficiency were demonstrated with two 
MINLP HENS models from previous chapters and seven literature examples with up 
to 39 process streams. It needs no feasible starting points, is much faster and superior 
than the straightforward use of GAMS/BARON, GAMS/DICOPT, and GAMS/SBB, 




and obtains solutions that are as good or better than those reported in the literature so 
far. For a large example with 39 process streams, it obtains a 0.32% lower TAC than 
the best achieved in the literature so far by a genetic algorithm. The solution is also 
5.74% lower than the best reported by a deterministic mathematical programming 
based approach. This work represents a significant step towards improving 
mathematical programming based approaches for synthesizing large HENs.   
Finally, an approach for the simultaneous HENS is presented based on a novel 
exchanger-centric superstructure. The proposed superstructure allows series matches 
on a substream, cross flows, cyclic matching, and the placement of multiple utilities, 
thus admits several network configurations that existing superstructures do not. The 
resulted MINLP model for HENS is demonstrated to obtain networks with those 
features and lower TACs for relatively small examples.                                       
7.2 Recommendations 
During the development and evaluation of models and algorithms, some key points 
and gaps can be observed. Based on these observations, recommendations are 
presented as follows. 
In Chapter 3 & 4 & 6, the resulting simultaneous models for HENS are complex 
and involve several nonlinear constraints. Results show that the commercial global 
optimization solver cannot guarantee global optimal solutions due to the 
nonconvexities. Future work is desirable on the global optimization algorithms for 
solving these difficult problems.  
In Chapter 3 & 4 & 5 & 6, the overall heat transfer coefficients were assumed as 
known constants. They however vary with flow rates, states, temperatures, and 
pressures. Developing HENS models with variable heat transfer coefficients to obtain 




robust HENs is still a challenge. Moreover, while the current focus of heat exchanger 
design is within ﬁxed parameters, it is possible to extend this work to synthesis of 
flexible and operable HENs under signiﬁcant changes in the environment of a plant. 
Thus, the resulted optimal HENs can remain resilient operation with uncertainties of 
parameters and multi-period operation under periodical changes. 
In Chapter 5, an iterative OA based algorithm was developed for HENS using 
non-convex MINLP formulations. The challenge of solving large complex nonlinear 
programming (NLP) problems efficiently do remains and the solution efficiency and 
quality obtained by applying this algorithm can however be further improved. 
In Chapter 6, the novel exchanger-centric superstructure gave a model with 
fewer nonlinear constraints, but wider bounds on temperature variables and more 
binary variables, which have caused difficulty in solving moderate to large problems. 
Opportunities still exist in translating the superstructure to a superior MINLP model 
that can be solved efficiently to address real industrial case studies with large amount 
of streams (e.g. ethylene process). Moreover, while this approach is developed for 
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