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CH-1015, Lausanne, SwitzerlandABSTRACT Designing genetic networks with desired functionalities requires an accurate mathematical framework that
accounts for the essential mechanistic details of the system. Here, we formulate a time-delay model of protein translation
and mRNA degradation by systematically reducing a detailed mechanistic model that explicitly accounts for the ribosomal
dynamics and the cleaving of mRNA by endonucleases. We exploit various technical and conceptual advantages that our
time-delay model offers over the mechanistic model to probe the behavior of a self-repressing gene over wide regions of param-
eter space. We show that a heuristic time-delay model of protein synthesis of a commonly used form yields a notably different
prediction for the parameter region where sustained oscillations occur. This suggests that such heuristics can lead to erroneous
results. The functional forms that arise from our systematic reduction can be used for every system that involves transcription
and translation and they could replace the commonly used heuristic time-delay models for these processes. The results from our
analysis have important implications for the design of synthetic gene networks and stress that such design must be guided by a
combination of heuristic models and mechanistic models that include all relevant details of the process.INTRODUCTIONTime-delay models are common in many areas of mathemat-
ical biology. These include population dynamics, the
chemostat, blood cell maturation, transcriptional regulator
dynamics, and genetic networks, among others (1–9). In
the context of protein synthesis in genetic circuits, time delay
arises from the series of steps required between the expres-
sions of individual genes to the production of the correspond-
ing protein. The main processes that contribute to the time
delay are promoter induction, mRNA transcription, trans-
port, splicing and processing, as well as protein translation.
Complex dynamical behavior can arise as a consequence
of time delays in a system. Biological systems with signifi-
cant time delays may exhibit limit cycle oscillations and
chaos (10). In addition, incorporating time delays in models
of gene networks is often essential to capture the whole
range of dynamic behavior. For example, a single self-
repressed gene has been observed in experiments to display
oscillatory behavior, which cannot be captured by models
that ignore the time delay required to obtain a finished pro-
tein from the expressed gene. However, this oscillatory
behavior is reproduced by a model using time-delayed dif-
ferential equations (7–9). A mathematical analysis that
ignored time delays showed that oscillations for this singleSubmitted September 21, 2012, and accepted for publicationMarch 7, 2013.
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. Open access under CC BY-NC-ND license.gene were not possible and led to the postulation of addi-
tional, never discovered, molecular components to explain
the oscillatory behavior (11).
Time-delay models of genetic networks obtained by heu-
ristic arguments have been extremely useful and provided
much understanding of gene circuits. These heuristic
models commonly consider the protein synthesis rate to
be proportional to the concentration of mRNA at the time
of the experiment or at some previous time (5–9,12,13).
However, experimental evidence indicates that mRNA and
protein levels are not perfectly correlated (14–17), due to
the complexity of the protein synthesis process. This sug-
gests considering additional molecular details in the
modeling of protein translation.
We use here the framework of Mier-y-Tera´n-Romero
et al. (18) to systematically formulate a time-delay model
of protein translation. We carry this out by reducing a mech-
anistic description of a model of mRNA degradation, the so-
called ribosome protection theory of Carrier and Keasling
(19). The mechanistic formulation we use for translation de-
scribes the ribosomal dynamics explicitly, in contrast to
other commonly used models of protein translation. Both
our mechanistic and related time-delay models describe
the effect that mRNA decay has on translation, as differen-
tial mRNA stability is an important mechanism to modulate
gene expression (19–22). We then use both our time-delay
model and a heuristic time-delay model of a commonly
used form to analyze a simple self-repressing gene. We
find notable qualitative differences in the parameter region
where self-sustained oscillations occur. We explain the
discrepancy in terms of the important details of translation
that the heuristic time-delay model ignores.http://dx.doi.org/10.1016/j.bpj.2013.03.031
FIGURE 1 Schematic diagram of the ribosome protection theory degra-
dation mechanism. (Segments marked as no-ribosome transfer zones are
necessarily devoid of ribosomes, due to the hard body nature of the endo-
nuclease.) The variables Mi ¼ Mi(t) and Mi(e) and Mi(e)(t), with i ¼ 0, 1,
2 represent the concentration of mRNA strands in different degradation
stages; the quantities x
ð‘Þ
j ¼ xð‘Þj ðtÞ, for ‘ ¼ {0,0e, 1,1e, 2,2e}, represent
codon occupation probabilities. See Materials and Methods for a full
description of the model.
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In Mier-y-Tera´n-Romero (23), we formulated mechanistic models of
mRNA degradation for each of the three decay theories considered here
by extending the framework of Heinrich and Rapoport (24). The mecha-
nistic model for protein translation of Heinrich and Rapoport (24) takes
into account the sequestration and dynamics of ribosomes on mRNA tem-
plates. These are essential aspects of the process as it has been shown exper-
imentally and computationally that the availability of free ribosomes limits
protein synthesis in Escherichia coli. This formulation has been shown to
capture qualitative and quantitative aspects of the translation process in sta-
tionary and in dynamic regimes, as well as the distribution of ribosomes.
The models of Mier-y-Tera´n-Romero (23) are written as ordinary differ-
ential equation (ODE) systems and include the following assumptions:
1. They consider multiple copies of identical mRNA molecules, each with
a length of N codons.
2. The cell has ET total endonucleases per unit cell volume. The degrada-
tion of each mRNA strand occurs by three endonucleolytic cleavages
at sites K1, K2, and N in a sequential manner; these sites are ordered
in a 50–30 sense. When bound to an mRNA template, the endonucleases
are modeled as hard bodies that occupy one codon. In our models,
messages start with N codons and then transition into classes having
N–K1, N–K2, and 0 codons after the first, second, and third cleavages,
respectively. The depletion of exonucleases that degrade the upstream
segments of cleaved messages is not taken into account.
3. The cell has RT total ribosomes per unit cell volume that are modeled as
hard bodies that cover L(¼ 12) codons on the mRNA chain. Ribosome
dynamics are described in terms of the probability that a codon is occu-
pied by the front of a ribosome. The rate at which ribosomes advance
from one codon to the next takes into account the occupancy of the
next codon by either another ribosome or an endonuclease.
4. During cleavage events, ribosomes on an mRNA of a given class that are
located downstream to the cleavage site are passed onto the next mRNA
class. Because the action of exonucleases is known to be extremely fast
(20,25–27), we assume that ribosomes upstream to a cleaved site return
immediately to the free ribosome pool. This assumption may be relaxed
by adding a new class of ribosomes that are in the process of becoming
free, due to the action of exonucleases. We now describe the mathemat-
ical model for the ribosome protection theory in some detail.
The ribosome protection mechanism hypothesizes that endonucleases
cleave the message by binding directly to the representative cleavage sites
K1,K2, and N, as long as these sites are free of ribosomes. The concentration
of the different mRNA strands are described by Mi ¼ Mi(t) and Mi(e) and
Mi
(e)(t), with i ¼ 0, 1, 2, where the subindex indicates the number of cleav-
ages undergone since the message was synthesized and the superscript
letter e marks mRNAs with a bound endonuclease at the most 50 proximal
cleavage site. The compartmental flow is shown in Fig. 1, as messages un-
dergo cycles of endonuclease bindings and cleavages in a 50–30 sense.
The ribosome distributions on the different messages are described by the
probability that there is a ribosome front at codon j of a strand of class ‘.
This probability is given by x
ð‘Þ
j ¼ xð‘Þj ðtÞ, for ‘ ¼ {0,0e, 1,1e, 2,2e}. These
messages have different codon sizes, so that for ‘ ¼ {0,0e} we have j ¼
1,.,N; for ‘ ¼ {1,1e}, we have j ¼ K1 þ 1,.,N and for ‘ ¼ {2,2e}, we
have j ¼ K2 þ 1,.,N.
The evolution of the message concentrations is described by
_M0 ¼ Vs  Vb1; (1a)
_M
ðeÞ
0 ¼ Vb1  Vc1; (1b)_M1 ¼ Vc1  Vb2; (1c)_M
ðeÞ
1 ¼ Vb2  Vc2; (1d)_M ¼ V  V ; (1e)2 c2 b3
_M
ðeÞ ¼ Vb3  Vc3; (1f)2
where Vs is the synthesis rate, and Vbi and Vci (where i ¼ 0, 1, 2) are the
binding and cleaving rates. The endonuclease binding fluxes areVb1 ¼ kb1M0
 
1
XK1þL1
s¼K1
xð0Þs
!
EF; (2a)
 XK2þL1 ð1Þ!Vb2 ¼ kb2M1 1
s¼K2
xs EF; (2b)
Vb3 ¼ kb3M2

1 xð2ÞN

EF; (2c)where kbj values are the endonuclease binding rate constants and EF ¼ EF(t)
denotes the concentration of free endonucleases and is equal to
EF ¼ ET MðeÞ0 MðeÞ1 MðeÞ2 ; (3)
because there is exactly one endonuclease per message of class ‘¼ {0e, 1e,
2e}. E is the total concentration of endonucleases. In the endonucleaseT
binding rate at site K1, the factor 1
PK1þL1
s¼K1 x
ð0Þ
s accounts for the ribo-
somal blocking at codon K1 and it reduces the endonuclease binding rate.
Ribosome traffic affects the endonuclease binding at the sites K2 and N
in a similar way. The cleaving rates are given by
Vc1 ¼ kc1MðeÞ0 ; (4a)
Vc2 ¼ kc2MðeÞ1 ; (4b)Biophysical Journal 104(9) 2098–2109
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where kcj values are the endonuclease cleaving rate constants.
Finally, the protein concentration P ¼ P(t) obeysdP
dt
¼ kT

M0x
ð0Þ
N þMðeÞ0 xð0eÞN þM1xð1ÞN þMðeÞ1 xð1eÞN
þM2xð2ÞN þMðeÞ2 xð2eÞN

 kpP:
(5)
For the sake of brevity, we give the differential equations that govern the
movement of ribosomes in Table S2 in the Supporting Material. Theseequations have the structure d/dt(Mxj) ¼ Uj1 – Uj 5 Ub 5 Uc, where xj
is short-hand for one of the variables x
ð‘Þ
j and M is the concentration of
mRNA corresponding to the index ‘. The fluxes Uj represent the elongation
flux at codon j (either V
ðiÞ
j or V
ðieÞ
j for i ¼ 0, 1, 2); Ub and Uc represent the
endonuclease binding and cleaving rates (Vbi and Vci, respectively, where
i ¼ 0, 1, 2). The sign for the fluxes Ub and Uc depends on whether the cor-
responding mRNA template is losing or gaining ribosomes as the cycles of
endonuclease binding and cleaving occur. In addition, for ‘ ¼ {0,0e} there
are also translation initiation fluxes at the first codon (V
ð0Þ
I and V
ð0eÞ
I ). These
fluxes are given by
V
ð0Þ
I ¼ kIM0
 
1
XL
s¼ 1
xð0Þs
!
ðRT  RBÞ; (6a)
ð0eÞ ðeÞ
 XL ð0eÞ!VI ¼ kIM0 1
s¼ 1
xs ðRT  RBÞ; (6b)
PL ðiÞ
V
ðiÞ
j ¼ kEjMixðiÞj
1
s¼ 1
xjþs
1 PL1
s¼ 1
x
ðiÞ
jþs
; (6c)
PL ðieÞ
V
ðieÞ
j ¼ kEjMiexðieÞj
1
s¼ 1
xjþs
1 PL1
s¼ 1
x
ðieÞ
jþs
: (6d)
Here RF(t) ¼ RT – RB(t) is the free ribosome concentration and is given byRF ¼ RT M0
XN
s¼ 1
xð0Þs MðeÞ0
XN
s¼ 1
xð0eÞs
M1
XN
s¼K1þ1
xð1Þs MðeÞ1
XN
s¼K1þ1
xð1eÞs
M2
XN
s¼K2þ1
xð2Þs MðeÞ2
XN
s¼K2þ1
xð2eÞs ;
(7)
where RT denotes the total concentration of ribosomes.The dynamics of ribosomes has the compartmental structure shown in
Fig. 1. Ribosomes initiate translation on mRNAs of eitherM0 orM0
(e) class.
As ribosomes on an mRNA of a given class move from one codon to the
next, they also flow into succeeding classes as the mRNA templates that
they occupy follow cycles of endonucleolytic binding and cleavage. Ribo-
somes located upstream to a newly cleaved site flow immediately back into
the free ribosome pool.Biophysical Journal 104(9) 2098–2109MECHANISTIC MODELS OF MRNA DEGRADATION
Degradation of mRNA in bacteria involves the coordinated
action of endonucleases and exonucleases and occurs simul-
taneously to its translation. It is generally accepted that in
the degradation process, the template is first cleaved at inter-
nal, predetermined target sites by endonucleases. Target
sites appear commonly at, but are not restricted to, segments
that are A-U rich on the template. The series of cleavages
occur in a sequential fashion starting near the 50 (upstream)
end and proceeding to the 30 (downstream) end. The
template fragments produced by the cleavages are then
decomposed into smaller pieces by exonucleases (19,21).
The exonucleolytic degradation starts at the downstream
extreme of each fragment and proceeds upstream, thus
happening in the opposite sense as the endonucleolytic
cleavages. After an endonucleolytic cut, ribosomes down-
stream to the cleavage site are able to continue translation
and may eventually produce finished proteins. In contrast,
ribosomes that are upstream to the cut detach from the
template due to the exonucleolytic degradation and do not
produce complete peptides. The details of degradation at a
molecular level are not completely understood and alterna-
tive theories exist (19,23). A good survey of experimental
results may be found in Carrier and Keasling (19).RESULTS
Time-delay model of protein translation
incorporating mRNA degradation
Here we expand the framework of Mier-y-Tera´n-Romero
et al. (18) and formulate a time-delay model of protein trans-
lation that incorporates mRNA decay, starting from the
mechanistic description of the ribosome protection theory
presented in Materials and Methods. The approximation
we develop is valid when the ribosome distribution has
low and nearly uniform amplitude. These conditions are
commonly met physiologically, and are a consequence of
translation initiation being the rate-limiting step (28–31).
The balance between initiation and elongation rates is
thought to lead to polysome self-organization that produces
maximal translation rates (32). Ribosomal densities have
been measured experimentally for both prokaryotes and
eukaryotes; in E. coli the ribosomal density averaged over
all mRNA species is ~0.3 (30,33), and 0.2 in Saccharomyces
cerevisiae (28).
We start with a mechanistic model for the ribosome pro-
tection mechanism formulated in terms of ODEs (23). We
consider multiple copies of a single mRNA species and
that endonucleases bind directly to three representative
cleavage sites K1, K2, and N (ordered in a downstream
sense) in a sequential manner, as long as these sites are
free of ribosomes, and cleave the message. The concentra-
tion of the different mRNA fragments are described by
Mechanistically Consistent Reduced Models 2101Mi ¼ Mi(t) and Mi(e) and Mi(e)(t), with i ¼ 0, 1, 2, where the
subindex indicates the number of cleavages undergone
because the message was synthesized and the superscript
letter e marks mRNAs that have an endonuclease bound at
the most 50 proximal cleavage site. The protein concentra-
tion is given by P ¼ P(t). The compartmental flow has the
structure shown in Fig. 1, as messages undergo cycles of
endonuclease bindings and cleavages in a 50–30 sense. In
contrast to the more general case treated in Mier-y-Tera´n-
Romero et al. (18), we consider the case in which the rate
constants and total ribosomes are independent of time,
although the elongation rate constants may vary slowly
from codon to codon, as long as high ribosome densities
are avoided. The full model is given in Materials and
Methods.
The steps we follow to formulate our time-delay model
are as follows:
1. We use a hydrodynamic approximation to obtain a linear
partial differential equation (PDE) model with nonlinear
boundary conditions that describe ribosome translation.
The discrete variables that describe the density of ribo-
somes transform into densities that depend continuously
on the position s along the mRNA: x(‘)j/ z
(‘)(s,t). In an
mRNAwith N codons, we have 0% s% N and codon j
corresponds to the segment j – 1 % s % j. Here we
require that the elongation rate constants vary slowly
from codon to codon and are extended along the whole
mRNA chain to a continuous function. The hydrody-
namic approximation assumes that ribosomes move
along the mRNAs continuously in space instead of
advancing discretely one codon at a time. (Note that
PDEs that describe the ribosome motion do not account
for the ribosome-ribosome or ribosome-endonuclease
hard body interactions as long as the ribosomal density
remains low. We disregard the depletion of free
endonucleases due to their binding with mRNA tem-
plates (EF z ET). This approximation relies on having
an overabundant endonuclease, a condition that is satis-
fied physiologically.)
2. We then analytically solve the resulting PDEs for the
ribosome densities z(‘)(s,t) assuming the boundary values
as known. The solution obtained is substituted into the
nonlinear boundary conditions, transforming our PDEs
into two integral equations for the initiation rates I0(t)
and I0e(t). These quantities represent the number of ribo-
somes initiating per unit time on templatesM0 andM0
(e),
respectively. These integral equations contain kernel
functions that account for the flow of ribosomes from
one kind of template to another, as mRNA degradation
proceeds.
3. We approximate the kernel functions in the integral
equations by replacing them with average values. This
averaged ribosome loss approximation follows from the
slowly varying nature of these functions.4. We rewrite the integral equations we obtained as
delay-differential equations (DDEs) using a simple
transformation.
After employing the second procedural step above, the
dynamics of ribosomes is described in terms of the two
integral equations in Eq. S1.15 in the Supporting Material
for the initiation rates on templates M0 and M0
(e) (number
of ribosomes initiating per unit time and volume), that we
denote by I0 and I0e, respectively. We transform these inte-
gral equations into DDEs by taking I0 ¼ _s0 and I0e ¼ _s0e.
The time delays appear from evaluating s0(t) and s0e(t) at
the end-points of the integrals, corresponding to different
moments in time. Because s0(t) and s0e(t) are obtained by
time integration of I0 and I0e, they represent the total number
of ribosomes that have initiated from some reference time
up to the present.
Our time-delay model describes the evolution of the
concentrations of mRNA template fragments, the ribosomal
dynamics, and the concentration of protein. For the mRNA
templates, we have:
_M0 ¼ Vs  Vb1; (8a)
_ ðeÞMj ¼ Vbjþ1  Vcjþ1; j ¼ 0; 1; 2 (8b)
_Mj ¼ Vcj  Vbjþ1; j ¼ 1; 2; (8c)then, the ribosomal dynamics on the mRNA templates is
described by
_s0ðtÞ ¼ kIðM0  h0fs0  s0ðt  tðLÞÞgÞðRT  RBðtÞÞ; (9a)

ðeÞ_s0eðtÞ ¼ kI M0  h0e1fs0e  s0eðt  tðLÞÞg
 h0e2fs0  s0ðt  tðLÞÞg

$ðRT  RBðtÞÞ;
(9b)
where the bound ribosomes RB(t) are given below in Eq. 15.
Finally, the protein concentration evolves according to
dP
dt
¼
8><
>:
kpP; 0<t%tðNÞ;
jpkIðM0ðt  tðNÞÞ;
h0fs0ðt  tðNÞÞ  s0ðt  tðLÞ  tðNÞÞgÞ;
$ðRT  RBðt  tðNÞÞÞ  kpP; tðNÞ<t:
(10)
Physiological values for the model parameters are given in
Table 1.
The time delays t(L) and t(N) in equations above are
obtained from the function t(s) defined as
tðsÞ ¼
Zs
0
ds0
cEðs0Þ: (11)Biophysical Journal 104(9) 2098–2109
TABLE 1 System parameters for E. coli
Parameter Description Typical range Reference
kbj Endonuclease binding rate constant at the jth cleavage site (j ¼ 1,2,3) ~107–105 cell volume , s1 (43,44)
kcj Endonuclease cleaving rate constant at the jth cleavage site (j ¼ 1,2,3) T104–102 s1 (43,44)
ET Total endonuclease concentration 1000 cell volume
1 (37)
kI Initiation rate constant 10
4–4,104 cell volume , s1a —
kp Protein degradation rate constant 10
4 to 103 s1 (30,31)
RT Total ribosome concentration 7000–70,000 cell volume
1 (30,31)
aValue chosen to yield uniform distribution of ribosomes (35).
2102 Mier-y-Tera´n-Romero et al.t(s) equals the time required by ribosomes to elongate up to
position s on the mRNA template. In the protein synthesis
rate, we assumed that the mRNA templates are empty of
ribosomes at time zero and so the synthesis rate is zero
for t < t(N). Our formulation could include an arbitrary
initial distribution of ribosomes, but this is not done for
the sake of simplicity.
The endonuclease binding fluxes above are equal to
Vbj ¼ kbj

Mj1  gj1

s0

t  tKj  1
 s0

t  tKj þ L 1EF; j ¼ 1; 2 (12a)
Vb3 ¼ kb3ðM2  g2fs0ðt  tðN  1ÞÞ  s0ðt  tðNÞÞgÞEF;
(12b)
and the concentration of free endonucleases EF isEF ¼ ET MðeÞ0 MðeÞ1 MðeÞ2 : (13)
The cleavage rates are given byVcj ¼ kcjMðeÞj1; j ¼ 1; 2; 3: (14)
The concentration of bound ribosomes is
RBðtÞ ¼ f0½s0  s0ðt  tðNÞÞ
þ f0e1½s0e  s0eðt  tðK1  1ÞÞ
þ f0e2½s0  s0ðt  tðK1  1Þ
þ f0e3½s0  s0ðt  tðK1  1þ LÞ
þ f1½s0ðt  tðNÞÞ  s0ðt  tðK1  1þ LÞ
þ f1e1½s0ðt  tðK1  1þ LÞÞ  s0ðt  tðK2  1ÞÞ
þ f1e2½s0ðt  tðK2  1þ LÞÞ  s0ðt  tðNÞÞ
þ f2½s0ðt  tðK2  1þ LÞÞ  s0ðt  tðNÞÞ
þ f2e½s0ðt  tðK2  1þ LÞÞ  s0ðt  tðN  1ÞÞ:
(15)
All of the time delays t(,) above are again obtained from
Eq. 11. The nondimensional, strictly positive constants hl
with ‘ ¼ {0, 0e1, 0e2}in the expressions in Eq. 9, jp in
Eq. 10, gp for j ¼ 0, 1, 2 in Eq. 12, and fl for ‘ ¼ {0, 0e1,
0e2, 0e3, 1, 1e1, 1e2, 2, 2e} in the Time-Delay Model of
Protein Translation Incorporating mRNA Degradation orig-Biophysical Journal 104(9) 2098–2109inate from the averaged ribosome loss approximation and
are given in Eqs. S1.19, S1.20, S1.21, and S1.22 in the Sup-
porting Material. These quantities account in an approxi-
mate way for the transfer of ribosomes to succeeding
mRNA classes or to the free ribosome pool. The first case
occurs for ribosomes located downstream to cleavage sites,
while the second occurs for ribosomes located upstream to
such sites. For example, Eq. 10 states that protein synthesis
at time t is proportional to the number of ribosomes that
began translation at time t – t(N) (given by _s0ðt  tðNÞÞ).
However, the factor 0 < jp < 1 accounts, approximately,
for the ribosomes that were located upstream to a cleavage
site when the mRNA was cut.Application: the self-repressing gene
We use our time-delay model to study the behavior of a
genetic network that displays complex dynamics. We
choose a gene circuit with negative feedback in transcription
regulation, i.e., the self-repressing gene. Extensive studies
of this system using time-delayed heuristic models have
allowed us to understand complex behavior that would be
difficult to explain without time LAGS (7–9). These heuris-
tic models have revealed that the long-term behavior of the
mRNA and protein concentrations transitions from con-
vergence to a time-independent equilibrium to sustained
oscillations when the time delay grows and the system
parameters are tuned correctly.
Our work on the self-repressing gene shows that the
mechanistic model and our time-delay model display quan-
titative agreement with each other and are able to capture
the behavioral transition revealed by the heuristic models.
Because these two models, in contrast to the aforementioned
heuristic ones, account for translation explicitly, this inves-
tigation strongly suggests that purely translational time-
delays can be the driving force of the oscillatory behavior
in the self-repressing gene.
We describe the self-repressing gene by modeling the
mRNA synthesis rate in the first of the expressions in
Eq. 8 as a Hill function
VSðPÞ ¼ Vm
1þ

PðtÞ
P0
	h: (16)
Mechanistically Consistent Reduced Models 2103The mRNA synthesis rate has a maximum value of Vm in the
absence of proteins and decreases monotonically as the pro-
tein concentration increases. The Hill exponent h deter-
mines the sharpness of the decay of VS with protein
concentration; the Hill function attains its half-maximum
value when P ¼ P0.
Nondimensional parameters
We scale parameter values as follows. Concentrations are
measured with respect to that of total ribosomes so that
RT ¼ 1. Ribosomes cover L¼ 12 codons on the mRNA tem-
plates (33,34). All elongation rates are equal, for each
codon, to the termination rate kEj ¼ kT ¼ kE; so that the
elongation time for a template with N0 codons is then
tEhtðN0Þ ¼ N0=kE. Time is scaled so that the elongation
time for a template with N0 ¼ 300 codons is equal to one,
and in these units, kE ¼ N0. The characteristic size of 300
codons is chosen from the E. coli average of 317 (30,31).
The initiation rate constant in scaled units has the value
KI ¼ 12; this gives ribosomal densities on the mRNA tem-
plates in the physiological range 0.2–0.3 (30–32,35).
With elongation rate constants independent of codon
position and in nondimensional time units, the ribosome
velocity function is a constant cE ¼ N0 and the time delay
function t(s) is given by
tðsÞ ¼
Z s
0
ds0
cEðs0Þ ¼
s
cE
¼ s
N0
; (17)
and similarly, the elongation-time delay for an mRNAwith
an arbitrary size of N codons is
tðNÞ ¼ N
N0
: (18)
We write the elongation-time delay in such a general way
because the codon size of the template will be used as a
variable parameter in what follows.
The first cleavage site is near the 50 end, usually within the
first 20 codons (36). We take K1¼ 15 and choose the second
cleavage site K2 to be the integer closest to 2N/3, where N
is the codon size. Of the total 20,000 ribosomes in E. coli,
only 20% are available to initiate translation, while the
rest are occupied in the translation of other genes (31).
This results in an effective total ribosome pool of RT ¼
4000. The endonuclease (RNase E) copy number in
E. coli is ~ET ¼ 1000 (37), which translates into ET ¼
0.25 in units in which RT ¼ 1.
We choose the endonuclease reaction rates based on the
following experimental observations:
1. The initial cleavage is usually the rate-limiting step of
mRNA degradation.
2. The 50 end of a full message contains elements that con-
trol the rate of decay.3. Once the first endonucleolytic cleavage is performed, the
decay of the message is extremely fast, almost keeping
up with the last translating ribosome, and only limiting
amounts of mRNA fragments are found to accumulate
in the cell.
In the following analysis, we will use kb1, the endonuclease
binding rate at the first cleavage site, as a variable parameter.
To account for observations 1–3 and to simplify the analysis,
we take the second and third binding rate constants to be
larger than the first kb2 ¼ kb3 ¼ 5kb1; we also take the cleav-
age rate constants to be equal and much bigger than the first
binding rate constant kc1 ¼ kc2 ¼ kc3 ¼ 10kb1, in dimension-
less units.Below, we identify the relation between the elon-
gation-time delay and mRNA and protein half-lives that
leads to self-sustained oscillations. The protein half-life
is tprot
1=2 ¼ ln2=kp. A simple analytical expression for the
mRNA half-life does not exist, due to the complicated
mRNA degradation process considered here. However,
because the first endonuclease binding is the rate-limiting
step, then the mRNA half-life is given approximately by
tmRNA1=2 zln2=kb1ETð1 rÞ, where r is the average ribosome
density on the full, endonuclease-free mRNA templates,M0.
This approximation is valid, assuming the cleavage rate at
codon K1 is fast and the ribosome density is nearly uniform.
Intuitively, the self-repressing gene can have oscillatory
dynamics for the following reasons: When the parameters
of the gene are properly tuned, proteins accumulate and
shut down the synthesis of mRNA which, in turn, shuts
down protein production; proteins degrade, and once more
allow for the synthesis of mRNA. The parameters of the
Hill function regulate the circuit as follows:
1. Parameter Vm sets the difference in mRNA production
between the on- and off-states;
2. Parameter P0 determines the protein threshold between
the two states; and
3. The Hill exponent h determines the sharpness of the
transition between on and off (the leakiness of mRNA
synthesis).
We identify the parameter combinations that permit
oscillatory dynamics of the self-repressing gene through
Hopf bifurcation analysis in the three-parameter space
ðtmRNA1=2 ; tprot1=2 ; tEÞ by using a numerical bifurcation package
for delay-differential equations (38). We vary the elonga-
tion-time delay tE ¼ N/N0 by considering different mRNA
codon size N, so that the ribosome velocity function cE
remains the same. This ensures that we stay within the
regime of low ribosome packing, where the time-delay
model is applicable.
Increasing the values of Vm and h of the Hill function
leads to a larger volume of self-sustained oscillations that
engulfs the volume, and this corresponds to lower parameter
values. This is particularly dramatic in the case of the expo-
nent h (Fig. 2 and see Fig. S1 in the Supporting Material). InBiophysical Journal 104(9) 2098–2109
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FIGURE 2 Region of self-sustained oscillations
in the parameter space of mRNA and protein
half-lives tmRNA1=2 and t
prot
1=2 , and the elongation-
time delay tE. (A–D) Values of the Hill exponent
h ¼ 3, 4, 5, and 6. In addition, Vm ¼ 0.02 and
P0 ¼ 0.025. (Continuous red line running through
the center of the region of self-sustained oscilla-
tions is the identity line tmRNA1=2 ¼ tprot1=2 ¼ tE.) Plots
were created using the software DDE-BIFTOOL
(38) from our time-delay model.
2104 Mier-y-Tera´n-Romero et al.contrast, an increase in the value of P0 leads to a smaller
volume of the oscillating regime that is contained within
the volume of lower values for P0 (see Fig. S2). In general,
we can make the parameter region with sustained oscilla-
tions grow by making the difference between the on- and
off-states of mRNA production more prominent. This is
possible by increasing the step height (Vm) or by sharpening
the threshold (h).
Numerical simulations of our time-delay model reveal an
important signature of time-delay-driven oscillations: the
period is ~4–8 times longer than the time delay. The simu-
lations are consistent with a supercritical Hopf bifurcation,
with self-sustained oscillations existing within the surface
shown. In the three-parameter space, the identity line (along
which tmRNA1=2 ¼ tprot1=2 ¼ tE), lies within the volume of the
self-sustained oscillations and this observation encapsulates
the relation that must exist between these three timescales in
order for oscillations to be self-sustained. For sustained
oscillatory dynamics, the three timescales must be approxi-
mately within one order of magnitude of each other. This
relationship has been observed in a previous theoretical
study (9). Moreover, a similar relation between the degrada-
tion timescales was found to be necessary for a synthetic
gene circuit to oscillate in a sustained fashion (13).
A consequence of our time-delay model is that a mini-
mum mRNA codon size exists below which oscillations
are not feasible for any possible combination of degradation
rates, as demonstrated by the fact that the Hopf surface is
closed for small elongation-time delays. Moreover, if we
consider the dynamics when any one of the three parameters
is fixed, we see that the intersection of the Hopf surface and
cuts parallel to the three coordinate planes result in closed
two-dimensional regions. Oscillatory dynamics can be
obtained only in closed regions of any plane with two free
parameters out of the three.Biophysical Journal 104(9) 2098–2109Comparison with mechanistic model
We examine the behavior of the mechanistic model for
different mRNA codon sizes and compare it to the Hopf
bifurcation curves obtained with our time-delay model
(Fig. 3). For simplicity, we do this comparison in the param-
eter space of (1/kb1, 1/kp, tE), because 1/kb1 is essentially a
measure of the mRNA half-life. The time-delay model cap-
tures very well the region of self-sustained oscillations of
the original mechanistic model. We found that parameters
within the Hopf bifurcation boundary that lead to oscilla-
tions in the time-delay model also lead to oscillations in
the original mechanistic model. In addition, a comparison
of the mechanistic model and our time-delay model through
numerical simulations shows very good agreement for the
mRNA and protein concentrations, both in the oscillatory
regime (including transients) and when converging to a
stable steady state. Within the regime of oscillations, good
agreement is also found for the period of oscillations
between the two models. The simulations have periods of
oscillation of 5.99 for the mechanistic model and 5.76 for
the time-delay model, i.e., ~6 times larger than the time-
delay (Fig. 4). We observed similar agreement for other
parameter values we tested within the parameter space
(results not shown).
The comparison between the mechanistic model and our
time-delay model underscores the value of our framework.
It is computationally very expensive to systematically
probe the behavior of the mechanistic model, because it
comprises a very large system of ODEs. It is much more
efficient to use computational tools (38) for bifurcation
analysis on our reduced time-delay model. Moreover, in
our time-delay model the mRNA codon size is mapped
into a time-delay parameter that may be used as a bifurca-
tion parameter.
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FIGURE 3 Regions of self-sustained oscillations for the mechanistic
model and our time-delay model in the parameter space of endonuclease
binding time 1/kb1 and protein degradation time 1/kp. The mechanistic
model converges to a fixed point (red crosses) and it undergoes sustained
oscillations at other designated points (green circles). The region of
oscillatory behavior of our time-delay model is the interior of the contin-
uous curve shown. (Black diamond inside the region of oscillations)
tE ¼ tmRNA1=2 ¼ tprot1=2 (i.e., the red curve of Fig. 2). See Fig. S1 and Fig. S2
in the Supporting Material. (A–D) mRNA codon sizes of N ¼ 300, 600,
900, and 1200 (elongation-time delays of tE¼ 1, 2, 3, and 4). The Hill func-
tion parameters have the values Vm ¼ 0.02, P0 ¼ 0.025, and h ¼ 5.
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It is interesting to compare the behavior of our time-delay
model with a heuristic time-delay model of a commonly
used form. The heuristic model
dM
dt
¼ VS  kmM; (19a)
dP ¼ kIRTMðt  tEÞ  kpP; (19b)
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tyfor the self-repressing gene has been extremely helpful in
revealing the complex behavior that this circuit displays
(7–9).Here kI is the initiation rate constant,RT is the total con-
centration of ribosomes, andVS is given byEq. 16. Such time-
delay models assume that ribosomes are overly abundant and
that protein translation is only limited by the concentration of
mRNA. Then, ignoring ribosomal translation dynamics, the
model considers the rate of protein synthesis to be propor-
tional to the mRNA concentration for one elongation-time
in the past. The constant of proportionality of protein synthe-
sis with respect to the delayed mRNA concentration is kIRT
because the blocking of the mRNAs initiation site by ribo-
somes and ribosome exhaustion are not considered.
Previous work on this heuristic model demonstrated very
clearly the possibility of this system to display sustained
oscillations but did not identify precisely the parameter
combinations that result in this behavior (7–9). To under-
stand the origin of these sustained oscillations, we perform
bifurcation analysis on the heuristic model to identify the
parameter values for which oscillations are possible and
how they compare with the time-delay model obtained
here from more-mechanistic arguments. In addition, we
obtain analytically a necessary condition for oscillations
to occur in the heuristic model.
Fig. 5 shows a comparison of the parameter space vol-
umes of self-sustained oscillations of our time-delay model
and the heuristic time-delay model of the expressions in
Eq. 19. For the heuristic model, the half-lives are obtained
simply as tmRNA1=2 ¼ ln2=km and tprot1=2 ¼ ln2=kp. The heuristic
model predicts a much larger region of self-sustained oscil-
lations than our time-delay model and it does not follow the
relation of timescales that we found with our model. In
addition, the Hopf surface of the heuristic model opens in
the direction of increasing time-delay; this model suggests
that sustained oscillations are not suppressed by lengthening
the time delay. In contrast, our model predicts a closed inter-
val of time-delays that permit oscillatory behavior (for fixed
degradation half-lives). Although we did not carry out an
exhaustive comparison of the periods of oscillation of the
two models, we found in general that the heuristic time-
delay model also displays the signature of time-delay-driven
oscillations, having a period that is approximately 4–8 times
longer than the time delay.20 40
t
Mechanistic
Time−delay
FIGURE 4 Comparison of the concentrations of
mRNA class M0, protein and ribosomal density on
mRNA classM0, for the mechanistic model and the
time-delay model proposed here. Messenger RNA
codon size is N ¼ 300, which corresponds to an
elongation-time delay of tE ¼ 1; also kb1 ¼ 3.96
and kp ¼ 0.69. Parameters of the Hill function
have the values Vm ¼ 0.02, P0 ¼ 0.025, and
h ¼ 5. Other parameters are given in the text under
Nondimensional Parameters. The period of oscilla-
tion for the mechanistic model is 5.99 and 5.76 for
the time-delay model.
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FIGURE 5 Regions of self-sustained oscillations for a heuristic time-
delay model (larger green surface) and our time-delay model (smaller
blue surface) in the parameter space of mRNA half-life tmRNA1=2 , protein
half-life tprot
1=2 , and elongation-time delay tE. Parameters of the Hill function
have the values Vm ¼ 0.02, P0 ¼ 0.025, and h ¼ 5. (Continuous red line
running through the center of the region of self-sustained oscillations)
Identity line tmRNA1=2 ¼ tprot1=2 ¼ tE. Plots created using the software DDE-
BIFTOOL (38) from our time-delay model.
2106 Mier-y-Tera´n-Romero et al.In Text S2 in the Supporting Material, we show that the
oscillatory behavior of the heuristic model requires that
the Hill function VS(P) used to model mRNA synthesis ex-
ceeds a minimum sensitivity with respect to the protein
steady-state value (i.e., that the slope of Eq. 16 at Pss ex-
ceeds a certain threshold). The condition we obtain is that
jV 0SðPssÞj>kmkp=ðkIRTÞ is necessary, though not sufficient,
for sustained oscillations. Intuitively, this condition is un-
derstood as follows: to have self-sustained oscillations, the10−2 100
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Biophysical Journal 104(9) 2098–2109Hill function must operate as a binary switch that turns
mRNA production on and off as the protein concentration
oscillates around its steady state. This will be the case if:
1. Pss is close to P0, where the Hill function’s slope is
maximal (in absolute value); and
2. if this maximal slope is large enough.
The analytical condition required for oscillations of the
heuristic model is helpful in understanding the discrepancy
between the Hopf surfaces of the two models (Fig. 5). Given
that the negative feedback has the same form for both
models and that the mechanism of protein synthesis is the
sole difference between the two formulations, we are certain
that the time-delay model developed here must satisfy an
equivalent condition that states the slope of the Hill function
must be above a certain threshold. However, we cannot
derive such a condition due to the complexity of the model
developed here. Guided by the insight from the analytical
analysis, we investigate how the ribosomal dynamics
included in our model contribute to the sensitivity of the
protein steady state with respect to the degradation times
of both mRNA and protein. This investigation will reveal
that the parameter domain where the jVS0(Pss)j > threshold
is much smaller in our time-delay model, compared to the
heuristic model.
We explore the sensitivity of the protein synthesis rate of
the self-repressing gene, by examining the steady-state
values of the protein and mRNA concentrations for both
time-delay models. In the parameter plane of the two
degradation times, both models show the same qualitative
behavior for both steady-state quantities (Fig. 6). Our
computational studies show that inside the corresponding100
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FIGURE 6 Contour plots of P/P0 and M/Vm at
steady state overlaid with the regions of self-sus-
tained oscillations for the heuristic time-delay
(larger closed region in all panels) and our time-
delay models (smaller closed region in all panels)
in the parameter space of mRNA and protein
degradation times. Scaled protein P/P0 (top left)
and mRNA M/Vm (top right) steady states for our
time-delay model. Scaled protein P/P0 (bottom
left) and mRNA M/Vm (bottom right) steady states
for the heuristic time delay model. The mRNA
codon size is N ¼ 600, which corresponds to an
elongation-time delay of tE ¼ 2. The parameters
of the Hill function have the values Vm ¼ 0.02,
P0 ¼ 0.025, and h ¼ 5.
Mechanistically Consistent Reduced Models 2107region of oscillatory behavior for each time-delay model,
the protein steady state is just above the value of P0. In
our time-delay model, the protein steady-state level drops
abruptly as degradation time decreases (Fig. 6, top left). In
contrast, the heuristic time-delay model displays a smoother
drop of protein steady-state level as the degradation times
decrease (Fig. 6, bottom left). The sharp drop in protein
steady-state levels in our time-delay model is due to two
effects:
1. When decreasing the mRNA degradation time, the pro-
tein synthesis rate drops sharply because the number of
ribosomes that reach the termination codon becomes
very small, due to the exponential factor jp of Eq. 10.
2. When decreasing the protein degradation time, the pro-
tein synthesis rate drops despite an increased mRNA
abundance (Fig. 6, top right), because protein synthesis
becomes limited by free ribosomes (Fig. 7).
In contrast, for the heuristic time-delay model:
1. Ribosomes are not explicitly modeled so protein synthe-
sis is not halted from ribosomes losses.
2. A drop in protein levels from a shorter protein degrada-
tion time is compensated directly by increased mRNA
levels, without the problem of ribosome limitations
(Fig. 6, bottom right).
We conclude that the more detailed molecular description of
the process of translation predicts much tighter bounds of
the oscillatory behavior in the self-repressing gene.
The discrepancy between our time-delay and the heuristic
model has implications for synthetic biology and metabolic
engineering. In these fields, it is common to use a frame-
work based on heuristic models to provide the circuit design
principles. Our results show that care must be taken when
using such a framework to avoid faulty conclusions. The10−2 10−1 100 101
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FIGURE 7 Contour plots of free ribosomes at steady state overlaid with
the regions of self-sustained oscillations for the heuristic time-delay (larger
closed region) and our time-delay models (smaller closed region) in the
parameter space of mRNA and protein degradation times. There is no cor-
responding panel for the heuristic time-delay model because ribosomes are
not explicitly included in it. The mRNA codon size is N ¼ 600, which cor-
responds to an elongation-time delay of tE ¼ 2. The parameters of the Hill
function have the values Vm ¼ 0.02, P0 ¼ 0.025, and h ¼ 5.functional forms that arise from the systematic reduction
can be used for every system that involves transcription
and translation and they could replace the commonly used
heuristic time-delay models for these processes. The effi-
cient design of genetic circuits requires guidelines obtained
from mathematical models that account for the essential
mechanistic details of the system through a systematic
framework. Accurate and tractable mechanistically based
models are invaluable for achieving the correct parameter
estimation and the interpretation of qualitative and quantita-
tive data.DISCUSSION
We formulated a time-delay model of protein synthesis that
incorporates mRNA degradation. We did this by applying
the framework developed in Mier-y-Tera´n-Romero et al.
(18) to systematically reduce a mechanistic model of protein
translation and mRNA degradation formulated as a large
system of ODEs. This framework provides a direct mapping
between the original mechanistic parameters into the param-
eters of the time-delay model. A fundamental advantage of
our reduced time-delay model is that the mRNA codon size
is mapped into a time-delay that may be used for carrying
out bifurcation studies. In contrast, in the original mecha-
nistic model, the codon size is related to the size of the sys-
tem of differential equations. Thus, our time-delay model
allows us to carry out new studies without the need of addi-
tional parameter fitting.
The fundamental difference between the model that did
not include mRNA degradation, considered in Mier-y-
Tera´n-Romero et al. (18), and the one considered in this
article, is that message decay produces a loss of ribosomes
from the templates. This is due to ribosomes that are prema-
turely detached from cleaved messages and are not able to
reach the termination codon. The ribosome loss from the
messages may reduce the protein synthesis rate drastically
for large values of the mRNA degradation rate and lead to
large synthesis rates of incomplete peptides.
We used our time-delay model to analyze the behavior of
a gene with negative feedback at the transcriptional level,
i.e., a self-repressing gene. Experimental evidence shows
that this system presents self-sustained oscillations for
appropriate parameter tuning (11). We identified a Hopf sur-
face that bounds the region of self-sustained oscillations in
the three-parameter space of the mRNA and protein half-
lives and the translation elongation time. The time-delay
model formulation provides a conceptual advantage by
stressing the importance of the elongation-time delay as
the driving force behind the oscillations. Our model predicts
a volume of self-sustained oscillations that is structured
around the identity line in the three-parameter space. We
thus show that the three characteristic times are coupled in
a way that allows sustained oscillatory behavior only if
the three times are approximately within one order ofBiophysical Journal 104(9) 2098–2109
2108 Mier-y-Tera´n-Romero et al.magnitude of each other. We compared the region of oscil-
latory behavior of the original mechanistic model and found
very good quantitative agreement with the equivalent region
of our time-delay model. However, our time-delay model
allows the identification of the region of sustained oscilla-
tions in a much more computationally efficient way.
The oscillating behavior of the self-repressing gene has
been captured by heuristic time-delay mathematical models
(7–9). These heuristic models frequently ignore the details
arising from ribosome elongation and consider the protein
synthesis rate to be proportional to the mRNA concentration
for one elongation time in the past. We investigated the dif-
ferences in dynamic behavior of our time-delay model and
the heuristic time-delay model of this simplified form. We
found that the heuristic time-delay model predicts a notably
larger region of oscillatory behavior in the three-parameter
space of the mRNA and protein degradation times and the
translation elongation time. The tighter bounds of the oscil-
latory region that our time-delay model predicts are due to
the coupling with the ribosomal translational dynamics
that makes the protein synthesis rate in our time-delay
model much more sensitive with respect to the degradation
rates.
Our results indicate that under certain circumstances, the
ribosomal elongation dynamics and other molecular details
of translation may play an important role in the ensuing cir-
cuit dynamics. The importance of ribosomes is further
stressed by the experimental observation that the concentra-
tion of free ribosomes is limiting for protein synthesis in
E. coli (39) and by computational studies that suggest that
the translational machinery is very sensitive to this quantity.
It is likely that the lack of an exact correlation between
mRNA and their protein products is another manifestation
of the important role that ribosomes play in translation
(14–17). In broader terms and in view of our results, we sug-
gest that the design of synthetic gene networks must be
based on combining several heuristic and mechanistic
approaches, to ensure that all the relevant aspects of the pro-
cess are included.
Many of the techniques used here may be adopted for
model reduction in other molecular biology applications.
In instances with biomolecular similarities to protein trans-
lation, we expect that some components, or modules, of the
reduced model obtained here will be carried over to those
new applications. In particular, our method should prove
useful in the formulation of reduced, time-delay models
of mRNA transcription, given the many parallels that
this process has with translation. The two processes have
as objective the scanning of a template by molecular
machines to construct polymer chains (40–42). It is our
hope that combining mechanistically reduced models of
transcription and translation, exploiting some of the
model reduction techniques developed here, will result in
a fuller understanding of the behavior of complex genetic
networks.Biophysical Journal 104(9) 2098–2109SUPPORTING MATERIAL
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