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ASYMPTOTIC ANALYSIS OF MHD SYSTEMS
JAMEL BENAMEUR
Abstract. In this paper, we study the convergence of strong solutions of a Magneto-
Hydro-Dynamic system. On the torus T3, the proof is based on Schochet’s methods,
whereas in the case of the whole space R3, we use Strichartz’s type estimates and a
product law’s 2D × 3D.
1. Introduction
In this paper we study unique local existence and asymptotic behaviour of solutions for
the MHD system, see [6],

∂tu+ u.∇u− E
ε
∆u+
e× u
ε
− Λ
ε
curl(b)× e′ − Λθ
ε
curl b× b = −∇p
ε
∂tb− ∆b
θ
+ u.∇b− b.∇u− curl u× e
′
θ
= 0
div u = 0, div b = 0
in R+t × Ωx, where Ω is the whole space R3 or the torus T3 := R3/Z3; u is the velocity
field, b is the magnetic field and e, e′ are two fixed vectors. The parameters E, ε, Λ and θ
represent consecutively the Ekman number, the Rossby number, the Elsasser number and
the magnetic Reynolds number. We notice that these parameters satisfy, according to [6],
ε→ 0, Λ = O(1), εθ → 0 and E ∼ ε2.
These equations modalize the magneto-hydro-dynamic flow in the Earth’s core which is
believed to support a self-excited dynamo process generating the Earth’s magnetic field.
Here, we present the analytical study of a simplified problem where we choose E = ε2,
Λ = ε3/2, θ = ε−1/2 and e = e′ = −e3. Then, we can see that our system take the following
form
(MHDε)


∂tu− ε∆u+ u.∇u− curl (b)× b+
√
εcurl (b)× e3 + u× e3
ε
= −∇p
∂tb−
√
ε∆b+ u.∇b− b.∇u+√εcurl (u× e3) = 0
div u = 0, div b = 0
The goal of this study is to find the ”limit system” when ε goes to zero.
We denote by P the L2 orthogonal projection on divergence-free vector fields. Applying P
to the first equation of (MHDε), then one can see that U ε = (uε, bε) is a solution of the
following abstract form
(Sε)
{
∂tU +Q(U,U) + a
ε
2(D)U + L
ε(U) = 0 in R+t × Ωx
div u = 0, div b = 0,
where the quadratic term Q is defined by
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Q(U,U) =
(
P(u.∇u)− P(b.∇b), u.∇b− b.∇u
)
,
the viscous term is
aε2(D)U =
(
− ε∆u,−√ε∆b
)
,
and the linear perturbation Lε is given by
Lε(U) :=
(
P(
u× e3
ε
) +
√
ε∂3b,
√
ε∂3u
)
.
In the literature, aε2(D) is elliptic and, in the case of a rotating fluid L
ε = 1εL with L a
skew-symmetric linear operator.
Singular limits in system such as (Sε) have been studied by several authors. In the
hyperbolic case, namely aε2(D)U = 0, A. Babin, A. Mahalov and B. Nicolaenko [1] studied
the incompressible rotating Euler equation on the torus. Using the method introduced
by S. Schochet (see [14] and [15]), I. Gallagher studied in [8] this problem in its abstract
hyperbolic form. In the case of the incompressible rotating Navier-Stokes equation on the
torus, it is shown (see [1] and [9]) that the solutions converge to a solution of a certain
diffusion equation. Moreover, for a special initial condition, there exists a sequence of
solutions convergent to a solution of a two dimensional Navier-Stokes equation. Motivated
by this case, J. Y. Chemin, B. Desjardin, I. Gallagher and E. Grenier studied in [5] the
incompressible fluids with anisotropic viscosity on the whole space, the key of their proof
is an anisotropic version of Strichartz estimates. We refer to I. Gallagher [7] for the study
of the abstract parabolic form. Among others, we also refer to the basic results of [5], [7],
[9], [10], [11], [12], [13].
Notice that the existence results follow directly from the Friedrichs’s method and the
energy estimates. Following the approximation scheme of Friedrichs, we shall prove in
section two global existence of “Leray’s solutions” and local existence of strong solutions
on uniform time; namely solutions defined by the following results.
Theorem 1.1. Let ε > 0 and U0 = (u0, b0) ∈ L2(Ω) such that
div u0 = 0, div b0 = 0.
There exists U ε := (uε, bε) a solution of (MHDε) with U ε ∈ L∞(R+, L2) ∩ L2(R+, H˙1).
Moreover, U ε satisfies the following energy estimate. For all t ≥ 0,
‖U ε(t)‖2L2(Ω) + 2ε
∫ t
0
‖∇uε‖2L2 + 2
√
ε
∫ t
0
‖∇bε‖2L2 ≤ ‖U0‖2L2 .(1.1)
Theorem 1.2. Let U0 = (u0, b0) ∈ Hs(Ω) with s > 32 + 2 an integer, such that
div u0 = 0, div b0 = 0.
Then there exists T > 0, and a constant C > 0 such that for all ε ∈]0, 1[, there exists a
unique solution U ε := (uε, bε) ∈ C0T (Hs) ∩ L2T (Hs+1) of system (MHDε) satisfying ; for
all t ∈ [0, T ]
(1.2) ‖U ε(t)‖2Hs(Ω) + 2ε
∫ t
0
‖∇uε‖2Hs(Ω) + 2
√
ε
∫ t
0
‖∇bε‖2Hs(Ω) ≤ 2‖U0‖2Hs(Ω).
Moreover, if ‖U0‖Hs ≤ cε (c := 1C ), then the solution is global.
We are interested now to seeing the limit of strong solutions of the (MHD) system when
ε goes to zero. Since ∂tu
ε is not bounded in ε, one cannot take the limit directly in the
system, and then the classical proofs (see for example [16],[17]) no longer work.
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• In the case Ω = T3, a method to get round this difficulty is to use the group L(t) associ-
ated with the operator L(u) := P(u×e3). We consider the filtered solution vε := L(− tε)uε
and we look for the limit system in D′ satisfied by the ”eventuel” limit of (vε, bε),
(LS)


∂tv + q
0(v, v) − P(b.∇b) = 0
∂tb+ v¯.∇b− b.∇v¯ = 0 in R+t × T3x
(v, b)/t=0 = (u0, b0)
div v = div b = 0,
where
q0(v, v) := lim
ε
L(− t
ε
)
[
P
(
(L(− t
ε
)v).∇(L(− t
ε
)v)
)]
in D′
and here, we have denoted f¯(x1, x2) =
∫
f(x1, x2, x3)dx3 and fosc = f − f¯ .
The system (LS) is taking in the sobolev space, precisely we have the following result.
Theorem 1.3. Let s > 32 +2 be an integer and U0 = (u0, b0) ∈ Hs(T3) such that div u0 =
0, div b0 = 0. Then there exists T > 0, and a unique solution (v, b) ∈ C0T (Hs) of system
(LS).
More, precisely we have the following convergence result.
Theorem 1.4. Let s > 32 +2 be an integer and U0 = (u0, b0) ∈ Hs(T3) such that div u0 =
0, div b0 = 0. We denote by U
ε = (uε, bε) the family of solutions of (MHD) given by
Theorem 1.2. Then, for all s′ < s,
uε − L( tε)v = o(1) in L∞T (Hs
′
(T3))
bε − b = o(1) in L∞T (Hs
′
(T3)),
where (v, b) is the solution of (LS).
• In the case Ω = R3, we have the following result
Theorem 1.5. Let s > 32 + 2 be an integer and U0 = (u0, b0) ∈ Hs(R3) such that
div u0 = 0, div b0 = 0. We denote by U
ε = (uε, bε) the family of solutions of (MHD)
given by Theorem 1.2. Then, for all s′ < s
uε = o(1) in L4T (Cs
′− 3
2 (R3))
bε − b0 = o(1) in L∞T (Hs
′
(R3)).
Since the limit of the system (MHD) is the bidimensional Navier-Stokes equations, it is
natural to consider initial data of the type (u0, b0) = (u¯0+w0, b0), where u¯0 = u¯0(xh) and
w0 = w0(xh, x3), b0 = b0(xh, x3) (see [5]) .
Before stating the results, it will be useful to consider the following system
(NS2Dε)


∂tu¯− ε∆u¯+ u¯.∇h u¯ = −(∇hp, 0) in R+t × R2h
divh u¯ = 0
u¯/t=0 = u¯0.
Using the classical Friedrich’s scheme, we can prove the existence of strong solutions on
uniform time for the system (NS2Dε). Precisely, we have the classical result
Theorem 1.6. Let u¯0 ∈
(
Hσ(R2)
)3
be a divergence-free vector field with σ > 22 + 2
an integer. Then there exists T0 :=
1
C(σ)‖u¯0‖Hσ
such that for all ε > 0, there exists a
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unique solution u¯ε ∈ C0T0Hσ(R2)) ∩ L2T0(Hσ+1(R2)) of system (NS2Dε) satisfying; for all
t ∈ [0, T0]
‖u¯ε(t)‖2Hσ + 2ε
∫ t
0
‖∇u¯ε‖2Hσ ≤ 2‖u¯0‖2Hσ .
We pose
(2D× 3D)


(u0, b0) = (u¯0 +w0, b0)
divh u¯0 = div w0 = div b0 = 0
u¯0 = u¯0(xh) ∈ Hs+1(R2)
w0 = w0(xh, x3) ∈ Hs(R3)
b0 = b0(xh, x3) ∈ Hs(R3)
with s > 32 + 2 an integer.
We suppose the condition is satisfy and we denoted (u¯ε) the family of solutions of (NS2D).
Now we considered the following system
(MHD3Dε)


∂tw − ε∆w + 1
ε
w × e3 +
√
ε∂3B −B.∇B = −∇pL
∂tB −
√
ε∆B +
√
ε∂3w + (u¯
ε + w).∇B in [0, T0]× R3
−B.∇(u¯ε + w) = 0
(w,B)(0) = (w0, b0)
(div w,div B) = (0, 0).
Theorem 1.7. Suppose that the condition (2D× 3D) is satisfied. There exists 0 < T1 ≤
T0 such that for all ε > 0, there exists a unique solution (w
ε, Bε) ∈ L∞T1(Hs(R3)) ∩
L2T1(H
s+1(R3)) of system (MHD3Dε) satisfying ; for all t ∈ [0, T1]
‖wε(t)‖2Hs + ‖Bε(t)‖2Hs + 2ε
∫ t
0
‖∇wε‖2Hs + 2
√
ε
∫ t
0
‖∇Bε‖2Hs ≤ 2‖(w0, b0)‖2Hs .
Morowever
wε → 0 in L4([0, T1], Cs′−
3
2 (R3)) ; ∀s′ < s.
Theorem 1.8. Suppose that the condition (2D× 3D) is satisfy.
Then, for all ε > 0, there exists a unique solution (uε, bε) of the system (MHDε) such
that
uε − u¯ε, bε ∈ L∞T1(Hs(R3)) ∩ L2T1(Hs+1(R3)).
Moreover, we have for all t ∈ [0, T1],
‖uε(t)−u¯ε(t)‖2Hs+‖bε(t)‖2Hs+2ε
∫ t
0
‖∇(uε−u¯ε)(τ)‖2Hs dτ+2
√
ε
∫ t
0
‖∇bε‖2Hs dτ ≤ 2‖(w0, b0)‖2Hs .
Now we are ready to state the main convergence result in the case of the whole space R3.
Theorem 1.9. We keep the same hypothesis as in Theorem 1.8 above and we suppose
s > 32 + 4 an integer. Then, for all s
′ > s
uε − u¯ε − wε = o(1) in L∞T1(Hs
′
(R3))
bε −Bε = o(1) in L∞T1(Hs
′
(R3)).
The structure of this paper is as follows. In the next section, we present the proofs of the
existence theorems (Theorem 1.1, 1.2). The third section is devoted to the proof of the
convergence result in the case Ω = T3 (Theorem 1.4) and the study of the system (LS)
(Theorem 1.3). In the final section, we consider the case of the whole space R3; We give
the proof of the Theorems 1.5, 1.7, 1.8, 1.9.
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2. Existence results
2.1. Proofs of Theorems 1.1 and 1.2. In this section we shall prove Theorems 1.1 and
1.2.
We begin by observing that using the energy methods, one can prove global existence of
so-called “Leray’s solutions” for the system (MHDε). The crucial fact is the following
L2-energy estimate
(2.3) ‖U ε(t)‖2L2 + 2ε
∫ t
0
‖∇uε(τ)‖2L2 dτ + 2
√
ε
∫ t
0
‖∇bε(τ)‖2L2 dτ ≤ ‖U0‖2L2 .
We now turn to the case of strong solutions. Let us introduce, for a strictly positive integer
n, the Friedrich’s operator Jn defined by:
Jn u = F−1
(
1B(0,n)F(u)
)
.
After this definition, we consider the following approximate Magneto-Hydro-Dynamic sys-
tem (MHDn)

∂tun − ε∆Jnun + Jndiv (Jnun ⊗ Jnun)− Jndiv (Jnbn ⊗ Jnbn) +
√
ε∂3(Jnbn)+
Jnun × e
ε
= ∇∆−1div
(
Jndiv (Jnun ⊗ Jnun)− Jndiv (Jnbn ⊗ Jnbn) + Jnun × e
ε
)
,
∂tbn −
√
ε∆Jnbn + Jndiv (Jnun ⊗ Jnbn)− Jndiv (Jnbn ⊗ Jnun) +
√
ε∂3(Jnun) = 0,
(un|t=0, bn|t=0) = (Jnu0, Jnb0).
By the theory of ordinary differential equations in Hs we know that the system (MHDn)
has a unique maximal solution Un := (un, bn) in the space C1([0, T ∗n(ε)[,Hs). Using unique-
ness and the fact that div un = div bn = 0 and J
2
n = Jn we can re-write the system
(MHDn)


∂tun − ε∆un + Jn(un.∇un)− Jn(bn.∇bn) +
√
ε∂3bn +
un × e
ε
=
∇∆−1div
(
Jndiv (un ⊗ un)− Jndiv (bn ⊗ bn) + un × e
ε
)
,
∂tbn −
√
ε∆bn + Jn(un.∇bn)− Jn(bn.∇un) +
√
ε∂3un = 0,
(un|t=0, bn|t=0) = (Jnu0, Jnb0).
To continue the proof, we recall without proof the following product law.
Lemma 2.1. Let σ > 32 +2 be an integer and a, b and c three vectors field in H
σ(Ω) such
that div a = 0. Then, a constant C exists such that
|< a.∇b, b >Hσ | ≤ C‖∇a‖Hσ−1‖∇b‖2Hσ−1|< a.∇b, c >Hσ +< a.∇c, b >Hσ | ≤ C‖∇a‖Hσ−1‖∇b‖Hσ−1‖∇c‖Hσ−1 .
(See the Appendix for the proof of the lemma.)
We take the scalar product in Hs and we use the lemma above, we obtain for all t ∈
[0, T ∗n(ε)[,
(2.4)
1
2
d
dt
‖Un(t)‖2Hs + ε‖∇un(t)‖2Hs +
√
ε‖∇bn(t)‖2Hs ≤ C‖∇Un(t)‖3Hs−1 .
Then
(2.5)
‖Un(t)‖2Hs+2ε
∫ t
0
‖∇un(τ)‖2Hsdτ+2
√
ε
∫ t
0
‖∇bn(τ)‖2Hsdτ ≤ ‖U0‖2Hs+C
∫ t
0
‖∇Un(τ)‖3Hs−1dτ.
We set T (n, ε) := Sup{0 ≤ t < T ∗n(ε); ∀τ ∈ [0, t], ‖Un(τ)‖Hs ≤ 2‖U0‖Hs}. Using (2.5)
and Gronwall lemma we obtain, for all t ∈ [0, T (n, ε)[ ,
‖Un(t)‖2Hs ≤ ‖U0‖2Hs exp(2Ct‖U0‖Hs).
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Thus,
T (n, ε) > T :=
1
C‖U0‖Hs > 0.
Moreover, for all t ∈ [0, T ],
(2.6) ‖Un(t)‖2Hs + 2ε
∫ t
0
‖∇un(τ)‖2Hs dτ + 2
√
ε
∫ t
0
‖∇bn(τ)‖2Hs dτ ≤ 2‖U0‖2Hs .
Now, the problem is to pass to the limit. Using Ascoli’s theorem, the Cantor’s diagonal
process as in Navier-Stokes equations (see [4]) and the estimate (2.6), we obtain a solution
satisfying, for all t ∈ [0, T ],
(2.7) ‖U ε(t)‖2Hs + 2ε
∫ t
0
‖∇uε(τ)‖2Hs dτ + 2
√
ε
∫ t
0
‖∇bε(τ)‖2Hs dτ ≤ 2‖U0‖2Hs .
This regularity implies in a standard way the uniqueness. It remains to prove the global
existence when the initial data is small enough. We assume now that ‖U0‖Hs ≤ cε,
(c = 1C ), and we set
Tn(ε) := Sup{0 ≤ t < T ∗n(ε); ∀τ ∈ [0, t], ‖Un(τ)‖Hs ≤ cε}.
Using (2.5), it suffices to show that Tn(ε) = T
∗
n(ε). By (2.4) we have
d
dt
‖Un‖2Hs(0) < 0,
then there exists tn > 0 such that ‖Un(tn)‖Hs < cε. Since the quantity ‖Un(t)‖Hs is
decreasing on [tn, T
∗
n(ε)[, then Tn(ε) = T
∗
n(ε). This achieves the proof.
3. The case Ω = T3
Let (U ε) be a family of strong solutions of the system (Sε) with initial data U0. To take
the limit when ε −→ 0, the classical proofs no longer work because (∂tuε) is not uniformly
bounded. An idea (as in [15] for instance) is to “filter” the system by the group L(t)
associated to L.
In what follows, we recall some properties of the Coriolis force L(u). We consider, as in
[9], the ”wave equation” {
∂tu+ L(u) = 0 in Rt × T3x,
u(0) = u0 with div u0 = 0.
Lemma 3.1. The above system has a global solution denoted by u(t) = L(t)u0, such that
for all s ∈ R and for all u0 ∈ Hs(T3),
‖L(t)u0‖Hs(T3) = ‖u0‖Hs(T3) and ‖tL(t)u0‖Hs(T3) = ‖u0‖Hs(T3).
Moreover, if we denote by k = (k1, k2, k3) the Fourier coordinates, then u is explicitly given
by
Fu(t, k) = exp(iω(k)t)(Fu(0, k), ν+k )ν+k + exp(−iω(k)t)(Fu(0, k), ν−k )ν−k ,
where ω(k) = k3|k| , ν
±
k are given unit vectors and (., .) denotes the usual scalar product.
Now we define
vε(t) = L
(−t
ε
)
uε(t)
then, V ε := (vε, bε), satisfies the following system

∂tv
ε − ε∆vε + L
(
−t
ε
)
P(L
(
t
ε
)
vε.∇L
(
t
ε
)
vε)L
(
−t
ε
)
P(curlbε × bε) +√εL
(
−t
ε
)
P(curlbε × e3) = 0
∂tb
ε −√ε∆bε + (L
(
t
ε
)
vε).∇bε − bε.∇(L
(
t
ε
)
vε) +
√
εcurl((L
(
t
ε
)
vε)× e3) = 0
div vε = div bε = 0
(vε, bε)(0) = (u0, b0).
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This system can be re-written in the following way
(S˜ε)


∂tV
ε +Qε(V ε, V ε) + aε2(D)V
ε + L˜ε(V ε) = 0 in R+t × T3x
div V ε = 0
V ε(0) = U0 = (u0, b0),
where the “filtered” quadratic form Qε is given by
Qε(V, V ) =
(
L
(−t
ε
)
P(L
( t
ε
)
v.∇L
( t
ε
)
v)− L
(−t
ε
)
P(b.∇b), (L
( t
ε
)
v).∇b− b.∇(L
( t
ε
)
v)
)
,
and,
aε2(D)V =
(
− ε∆v,−√ε∆b
)
,
L˜ε(V ) =
√
ε
(
L
(−t
ε
)
∂3b, ∂3L
( t
ε
)
v
)
.
When ε goes to 0, we obtain formally the following limit system
(LS)


∂tV +Q
0(V, V ) = 0 in R+t × T3x
div v = div b = 0
V (0) = U0 = (u0, b0),
where Q0(V, V ) is the limit in D′ of Qε(V, V ).
3.1. Proof of Theorem 1.3. The proof is similar to the one of Theorem 1.2. We have
just to estimate the term ∣∣∣ ∫ t
0
< q0(vn, vn), vn >Hs
∣∣∣ ,
where (vn, bn) is the solution of the approximate limit system. Observe that
lim
ε
∫ t
0
< qε(vn, vn), vn >Hs=
∫ t
0
< q0(vn, vn), vn >Hs
and using the product law given by Lemma 2.1, we obtain∣∣∣ ∫ t
0
< q0(vn, vn), vn >Hs
∣∣∣ ≤ C ∫ t
0
‖∇vn(τ)‖3Hs−1 dτ
which completes the proof.
3.2. Proof of Theorem 1.4. The proof of this theorem is based on a method used in
[7], [9] for instance.
Let W ε = V ε − V = (vε − v, bε − b) = (W ε1 ,W ε2 ), then W ε satisfies

∂tW
ε +Qε(W ε,W ε + 2V ) + aε2(D)W
ε + L˜ε(W ε) = F ε +Rεosc
div W ε1 = div W
ε
2 = 0
W ε(0) = (0, 0),
where
F ε = −aε2(D)V − L˜εV
= (ε∆v −√εL(− t
ε
)b;
√
ε∆b−√εL( t
ε
)v)
and Rεosc = Q
0(V, V )−Qε(V, V ).
We recall that v and b are in the space C0T (Hs), then
F ε −→ 0 in C0T (Hs−2)
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precisely we are
(3.8) ‖F ε‖C0
T
(Hs−2) ≤ C
√
ε.
On the other hand, the oscillating term Rεosc can be written as follows.
Rεosc =
(
L(− t
ε
)P(L( t
ε
)v.∇L( t
ε
)v)− q0(v, v), 0
)
+
(
L(− t
ε
)P(b.∇b)− P(b.∇b), 0
)
+
(
0,−(L( t
ε
)v).∇b + v.∇b
)
+
(
0, b.∇v − b.∇(L( t
ε
)v)
)
,
where
q0(v, v) = lim
ε
L(− t
ε
)P(L( t
ε
)v.∇L( t
ε
)v) in D′.
In the sequel, for any three-vector field X, we shall note,
X±(n) = (X, ν±(n))ν±(n).
We can write
Rεosc =
3∑
k=0
Aεk.
We begin by studying the term Aε0.
Aε0 = L(−
t
ε
)P(L( t
ε
)v.∇L( t
ε
)v)− q0(v, v)
= qε(v, v) − q0(v, v).
By the non stationary phase’s theorem we have
F(Aε0)(t, n) =
∑
σ∈{±}3
∑
k+m=n
ωσ(n,k,m) 6=0
e−i
t
ε
ωσ(n,k,m)((Fv)σ1(t, k).(F∇v)σ2(t,m))σ3(n),
where σ = (σ1, σ2, σ3) and ωσ(n, k,m) = σ1
n3
|n| − σ2 k3|k| − σ3m3|m| .
Hence we can write
Aε0 = F−1
( ∑
σ∈{±}3
∑
k+m=n
ωσ(n,k,m) 6=0
e−i
t
ε
ωσ(n,k,m)rσ(n, k,m)fσ(t, k)gσ(t,m)
)
.
Similarly, we have
Aε1 = F−1
(
1{n3 6=0}(n)e
−i t
ε
n3
|n| (F(b.∇b))+(t, n) + 1{n3 6=0}(n)ei
t
ε
n3
|n| (F(b.∇b))−(t, n)
)
,
Aε2 = F−1
( ∑
k3 6=0
e
i t
ε
k3
|k| (Fv)+(t, k).(F∇b)(t, n−k)+
∑
k3 6=0
e
−i t
ε
k3
|k| (Fv)−(t, k).(F∇b)(t, n−k)
)
and finally,
Aε3 = F−1
( ∑
k3 6=0
e
i t
ε
k3
|k| (Fb)(t, n−k).(F∇v)+(t, k)+
∑
k3 6=0
e
−i t
ε
k3
|k| (Fb)(t, n−k).(F∇v)−(t, k)
)
.
Since Rεosc converges weakly to 0 (but not “strongly”), we shall divide it (as in [7] for
instance) into high and low frequencies terms. Precisely, for any integer N > 1, we define
Aε0,N = F−1
(
1{|n|≤N}
∑
σ∈{±}3
∑
k+m=n
ωσ(n,k,m) 6=0
|k|,|m|≤N
e−i
t
ε
ωσ(n,k,m)rσ(n, k,m)fσ(t, k)gσ(t,m)
)
,
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Aε1,N = F−1
(
1{n3 6=0,|n|≤N}(n)e
−i t
ε
n3
|n| (F(b.∇b))+(t, n)+1{n3 6=0,|n|≤N}(n)ei
t
ε
n3
|n| (F(b.∇b))−(t, n)
)
,
Aε2,N = F−1
(
1{|n|≤N}
∑
k3 6=0
|n−k|,|k|≤N
e
i t
ε
k3
|k| (Fv)+(t, k).(F∇b)(t, n−k)+e−i tε
k3
|k| (Fv)−(t, k).(F∇b)(t, n−k)
)
and
Aε3,N = F−1
(
1{|n|≤N}
∑
k3 6=0
|n−k|,|k|≤N
e
i t
ε
k3
|k| (Fb)(t, n−k).(F∇v)+(t, k)+e−i tε
k3
|k| (Fb)(t, n−k).(F∇v)−(t, k)
)
.
Now, the idea is to absorb the low frequency terms. For that, we set
A˜ε0,N = F−1
(
1{|n|≤N}
∑
σ∈{±}3
∑
k+m=n
ωσ(n,k,m) 6=0
|k|,|n|≤N
e−i
t
ε
ωσ(n,k,m)
iωσ(n, k,m)
rσ(n, k,m)fσ(t, k)gσ(t,m)
)
,
A˜ε1,N = F−1
(
1{n3 6=0,|n|≤N}(n)
e
−i t
ε
n3
|n|
in3|n|
(F(b.∇b))+(t, n)+1{n3 6=0,|n|≤N}(n)
e
i t
ε
n3
|n|
−in3|n|
(F(b.∇b))−(t, n)
)
,
A˜ε2,N = F−1
(
1{|n|≤N}
∑
k3 6=0
|n−k|,|k|≤N
e
i t
ε
k3
|k|
−i k3|k|
(Fv)+(t, k).(F∇b)(t, n−k)+e
−i t
ε
k3
|k|
i k3|k|
(Fv)−(t, k).(F∇b)(t, n−k)
)
and
A˜ε3,N = F−1
(
1{|n|≤N}
∑
k3 6=0
|n−k|,|k|≤N
e
i t
ε
k3
|k|
−i k3|k|
(Fb)(t, n−k).(F∇v)+(t, k)+e
−i t
ε
k3
|k|
i k3|k|
(Fb)(t, n−k).(F∇v)−(t, k)
)
and we define
Rεosc,N =
3∑
k=0
Aεk,N ,
Rε,Nosc = R
ε
osc −Rεosc,N , R˜εosc,N =
3∑
k=0
A˜εk,N .
Considering ϕεN =W
ε + εR˜εosc,N = (ϕ
ε
N,1, ϕ
ε
N,2), then ϕ
ε
N satisfies the following equation
∂tϕ
ε
N +Q
ε(ϕεN , ϕ
ε
N + 2εR˜
ε
osc,N + 2V ) + a
ε
2(D)ϕ
ε
N + L˜
ε(ϕεN ) = F
ε +Rε,Nosc + εr
ε
osc,N ,
where
εrεosc,N = ε
(
Qε(R˜εosc,N , εR˜
ε
osc,N+2V )+a
ε
2(D)R˜
ε
osc,N+ L˜
ε(R˜εosc,N )
)
+
(
Rεosc,N+ε∂tR˜
ε
osc,N
)
.
Now, we have to studying the low frequencies terms. This study is easy. In fact, we have
the following result.
Lemma 3.2. A constant CN (T ) exists, depending only T and N such that
‖R˜εosc,N‖C0
T
(Hs−2)∩L2
T
(Hs−1) ≤ CN (T ),
‖rεosc,N‖L2
T
(Hs−2) ≤ CN (T ).
Proof. Let us recall that all the functions considered here are truncated in low frequencies.
Hence the result is simply due to the fact that v, b ∈ C0T (Hs), ∂tv, ∂tb ∈ C0T (Hs−2) and the
following product law.
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Proposition 3.1. Let s be an integer, σ > 32 . A constant C exists such that for all
f ∈ Hσ and g ∈ Hσ+1 with div(f) = div(g) = 0, we have
|< Qε(f, g), f >Hσ | ≤ C‖f‖2Hσ‖g‖Hσ+1
and
|< Qε(f, f), f >Hσ | ≤ C‖f‖3Hσ .
(The proof of the proposition used the fact L(t) is a isometri in the Sobolev space and
lemma 2.1).
Lemma 3.3. For any function f ∈ C0T (Hs) with s ∈ R, the high frequency term
fN = F−1
(
1[N,+∞[F(f)
)
goes to zero when N goes to infinity in C0T (Hs).
Proof. Let us recall that
‖fN (t)‖2Hs =
∑
|k|≥N
|k|2s|F(f)(t, k)|2.
So, the desired result is simply due to Dini’s theorem which implies that ‖fN (t)‖2Hs goes
to zero uniformly in t.
This lemma implies in a straightforward way the following result.
Lemma 3.4. The high frequency term Rε,Nosc goes to zero in C0T (Hs−2) ∩ L2T (Hs−1) when
N goes to infinity, uniformly in ε; precisely ‖Rε,Nosc ‖C0
T
(Hs−2)∩L2
T
(Hs−1) ≤ ηN with ηN → 0.
Now, we can end the proof of the theorem. By the energy estimate in Hs−2(T3) we obtain
1
2
d
dt
‖ϕεN‖2Hs−2 + ε‖∇ϕεN,1‖2Hs−2 +
√
ε‖∇ϕεN,2‖2Hs−2 ≤ |< F ε +Rε,Nosc + εrεosc,N , ϕεN >Hs−2 |
+2|< Qε(ϕεN , εR˜εosc,N + V ), ϕεN >Hs−2 |,
+|< Qε(ϕεN , ϕεN ), ϕεN >Hs−2 |
Which leads, using the product law (Proposition 3.1), to
1
2
d
dt
‖ϕεN‖2Hs−2 ≤ C
[
‖ϕεN‖2Hs−2(‖ϕεN‖Hs−2 + ‖εR˜εosc,N + V ‖Hs−1 + 1)
+‖F ε +Rε,Nosc + εrεosc,N‖2Hs−2
]
.
Integrating this inequality and using Lemma 3.2, we obtain
‖ϕεN (t)‖2Hs−2 ≤
(
εCN (T )
2 + 4ε2‖∆u‖2L2
T
(Hs−2) + 4‖Rε,Nosc ‖2L2
T
(Hs−2)
+4ε2CN (T )
2
)
+C
∫ t
0
‖ϕεN (τ)‖2Hs−2
(
B(T ) + εCN (T ) + ‖ϕεN (τ)‖Hs−2
)
dτ,
where B(T ) = 1 + ‖V ‖L∞
T
(Hs−2).
We set
T ∗ = sup{ 0 ≤ t < T / ‖ϕεN‖L∞t (Hs−2) ≤ B(T ) }.
Then, for all 0 ≤ t < T ∗, we can write,
‖ϕεN (t)‖2Hs−2 ≤ εCN (T )2 + 4ε2‖u‖2L2
T0
(Hs) + 4η
2
N
+ 4ε2CN (T )
2
+c(B(T ) + εCN (T ))
∫ t
0
‖ϕεN (τ)‖2Hs−2dτ.
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A classical Gronwall estimate gives
‖ϕεN (t)‖2Hs−2 ≤
(
εCN (T )
2 + 4ε2‖u‖2L2
T
(Hs) + 4η
2
N
+ 4ε2CN (T )
2
)
exp
(
cTB(T ) + cTεCN (T )
)
.
For N large and ε small enough we obtain, thanks to Lemma 3.4
‖ϕεN (t)‖Hs−2 ≤
B(T )
2
,
which easily implies that T ∗ = T .
Using Lemma 3.2 and letting ε→ 0, N → +∞, we obtain
W ε → 0 in C0T (Hs−2).
An interpolation argument concludes the proof of Theorem 1.4.
4. The case Ω = R3
This section is devoted to study dispersion phenomena in the (MHDε) system in the case
of the space R3. Let us introduce the “linearized” equation in uε of the first equation of
(MHDε). 

∂tu
ε +
1
ε
Luε = −∇p in Rt × R3x
div uε = 0
uε(0) = u0.
In Fourier variables ξ ∈ R3, we obtain
∂tF(uε) + ξ3
ε|ξ|2 ξ ×F(u
ε) = 0.
Hence, we are led to study the following family of operators
Gε : f 7−→
∫
R3
ξ
F(f)(ξ) exp
(
∓it ξ3
ε|ξ| + ix.ξ
)
dξ
=
∫
R3y×R
3
ξ
f(y) exp
(
∓it ξ3
ε|ξ| + i(x− y).ξ
)
dξdy.
We notice that the phase function ξ3|ξ| is almost stationary when ξ3 is almost equal to 0 as
well as when |ξ3| is much larger then |ξh|. So, for some 0 < r < R, let us define the
domain Cr,R by
Cr,R = {ξ ∈ R3; |ξ3| > r and |ξ| ≤ R}.
We consider ψ a cut-off function, which is radial with respect to horizontal variable
ξh = (ξ1, ξ2) and whose value is 1 near Cr,R.
First, we study the case when F(f) is supported in Cr,R. We can write
Gεf(t, x) =
(
K(
t
ε
, .) ∗ f
)
(x),
where the kernel K is defined by
K(t, z) =
∫
R3
ψ(ξ)e
it
ξ3
|ξ|
+iz.ξ
dξ.
As in [5], we recall the following property of K.
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Lemma 4.1. For all r, R such that 0 < r < R, there exists a constant Cr,R such that
‖K(t, .)‖L∞(R3) ≤ Cr,Rmin{1, t−
1
2 }.
Let us denote by wε the solution of
(PLFε)
{
∂tw
ε +
1
ε
Lwε = f in Rt × R3x
wε(0) = w0.
Lemma 4.1 yields, in a standard way, the following Strichartz-estimate (see [5]).
Corollary 4.1. For all constants r and R such that 0 < r < R, let Cr,R be the domain
defined above. Then a constant Cr,R exists such that if
suppF(w0) ∪ suppF(f) ⊂ Cr,R
then the solution wε of (PLFε) with the forcing term f and initial data w0 satisfies
‖wε‖L4(R+,L∞) ≤ Cr,Rε
1
4
(
‖w0‖L2 + ‖f‖L1(R+,L2)
)
.
We notice that the constant Cr,R does not depend on ε.
Using the above estimate, we are able to prove the convergence result.
4.1. Proof of Theorem 1.5. We start by proving a convergence result for the Leray’s
solutions. We shall apply the method used in [5] for the first equation of our system.
Let R > 0 and χ be a cut-off function in D(R) taking the value 1 near the origin. We set
uεR := χ(
|D|
R )u
ε = F−1
(
χ( |ξ|R )F(uε)(ξ)
)
. Then uεR satisfies
∂tu
ε
R +
1
ε
P(uεR × e3) = f εR,
with
f εR = −χ(
|D|
R
)
(
ε∆uε + P(uε∇uε)− P(bε∇bε)−√ε∂3bε
)
.
By Duhamel’s formula, we can write
uεR = e
tσε(D)u0,R +
∫ t
0
e(t−t
′)σε(D)f εR(t
′)dt′,
where σε(ξ)u = ξ3
ε|ξ|2
u× ξ.
So we have
‖uεR‖L4
T
(L∞(R3)) ≤ ‖etσ
ε(D)u0,R‖L4
T
(L∞(R3)) + ‖
∫ t
0
e(t−t
′)σε(D)f εR(t
′)dt′‖L4
T
(L∞).
For the first term of the right side of the above inequality, we localize on Cr,R. Hence, for
all 0 < r < R, we write
‖etσε(D)u0,R‖L4
T
(L∞(R3)) ≤ ‖etσ
ε(D)χ(
D3
r
)u0,R‖L4
T
(L∞(R3)) + ‖etσ
ε(D)(Id− χ(D3
r
))u0,R‖L4
T
(L∞(R3)).
Using Corollary 4.1 we obtain
(4.9) ‖etσε(D)u0,R‖L4
T
(L∞(R3)) ≤ CT
1
4 (R2r)
1
2‖u0‖L2 + ε
1
4Cr,R‖u0‖L2 .
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For the other term we have
‖
∫ t
0
e(t−t
′)σε(D)f εR(t
′)dt′‖L4
T
(L∞) ≤ ‖
∫ t
0
e(t−t
′)σε(D)χ(
D3
r
)f εR(t
′)dt′‖L4
T
(L∞)
+‖
∫ t
0
e(t−t
′)σε(D)(Id− χ(D3
r
))f εR(t
′)dt′‖L4
T
(L∞).
Corollary 4.1 and Bernstein’s lemma imply the following
‖
∫ t
0
e(t−t
′)σε(D)f εR(t
′)dt′‖L4
T
(L∞) ≤ CT
5
4R
3
2 ‖χ(D3
r
)χ(
|D|
R
)f ε‖L∞
T
(L2)
+Cr,Rε
1
4‖(Id − χ(D3
r
))χ(
|D|
R
)f ε‖L1
T
(L2)
≤ CT 54R 32 ‖χ(D3
r
)χ(
|D|
R
)f ε‖L∞
T
(L2)
+Cr,Rε
1
4‖χ( |D|
R
)f ε‖L∞
T
(L2).
Now, we focus our attention to the first right term of the last inequality.
χ(
D3
r
)χ(
|D|
R
)f ε = εχ(
D3
r
)χ(
|D|
R
)∆uε − χ(D3
r
)χ(
|D|
R
)P(uε.∇uε)
+ χ(
D3
r
)χ(
|D|
R
)P(bε.∇bε) +√εχ(D3
r
)χ(
|D|
R
)∂3b
ε.
First, notice that we have
‖χ(D3
r
)χ(
|D|
R
)P(uε.∇uε)‖L∞
T
(L2) ≤ R‖χ(
D3
r
)χ(
|D|
R
)(uε ⊗ uε)‖L∞
T
(L2)
≤ R‖F−1χ(ξ3
r
)χ(
|ξ|
R
) ∗ (uε ⊗ uε)‖L∞
T
(L2)
≤ R‖F−1χ(ξ3
r
)χ(
|ξ|
R
)‖L∞
T
(L2)‖uε ⊗ uε‖L∞
T
(L1)
≤ R(R2r) 12 ‖U0‖2L2 .
Then, in a same manner as above, we obtain
‖χ(D3
r
)χ(
|D|
R
)P(bε.∇bε)‖L∞
T
(L2) ≤ R(R2r)
1
2 ‖U0‖2L2
and finally
‖χ(D3
r
)χ(
|D|
R
)∂3b
ε‖L∞
T
(L2) ≤ r‖χ(
D3
r
)χ(
|D|
R
)bε‖L∞
T
(L2) ≤ r‖bε‖L∞
T
(L2) ≤ r‖U0‖2L2 .
For the second right term we use
‖χ( |D|
R
)f ε‖L∞
T
(L2) ≤ ‖χ(
|D|
R
)P(uε.∇uε)‖L∞
T
(L2) + ‖χ(
|D|
R
)P(bε.∇bε)‖L∞
T
(L2)
+ε‖χ( |D|
R
)∆uε‖L∞
T
(L2) +
√
ε‖χ( |D|
R
)∂3b
ε‖L∞
T
(L2)
≤ CR 52‖U0‖2L2 + CR
5
2‖U0‖2L2 +R‖bε‖L∞T (L2)
≤ CR 52‖U0‖2L2 +R‖U0‖L2 .
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Finally, we have
‖
∫ t
0
e(t−t
′)(σε(D)f εR(t
′)dt′‖L4
T
(L∞) ≤ CT
5
4R
3
2 (‖U0‖2L2R2r
1
2 + r‖U0‖L2)
+Cr,Rε
1
4T (R
5
2‖U0‖2L2 +R‖U0‖L2).(4.10)
Inequalities (4.9) and (4.10) imply in a simple manner that
uεR −→ 0 as ε→ 0 ; in L4T (L∞).(4.11)
Using the embedding L∞ →֒ C− 14 , we deduce that
uεR −→ 0 as ε→ 0 ; in L4T (C−
1
4 ).
On the other hand, we have
‖uε − uεR‖L2
T
(C−
1
4 )
≤ C‖uε − uεR‖L2
T
(H−
7
4 )
≤ CR− 74 ‖uε‖L2
T
(L2(R3))
and then by energy estimate 1.2, we conclude that
‖uε − uεR‖L2
T
(C−
1
4 )
≤ CR− 74T 12‖U0‖L2(R3).(4.12)
Hence, inequalities (4.11) and (4.12) and an interpolation argument, we can deduce the
first part of Theorem 1.5.
Now, we come to the proof of the second part of Theorem 1.5. We recall that we have
∂tb
ε = ε∆bε + bε.∇uε − uε.∇bε −√ε∂3uε.
We take the scalar produce in Hs−3 with bε − b0, we obtain
‖bε(t)− b0‖2Hs−3 ≤
∫ t
0
|< bε(τ).∇uε(τ), bε(τ)− b0 >Hs−3 |dτ
+
∫ t
0
|< uε(τ).∇bε(τ), bε(τ)− b0 >Hs−3 |dτ
+ε
∫ t
0
‖∆bε(τ)‖Hs−3‖bε(τ)− b0‖Hs−3dτ
+
√
ε
∫ t
0
‖∂3bε(τ)‖Hs−3‖bε(τ)− b0‖Hs−3dτ,
using the energy estimate (1.2) and the following product law
Lemma 4.2. Let σ > 4 an integer and a, b and c three vectors field such that a ∈
Hσ(R3) ∩ Cσ+ 14 (R3), b ∈ Hσ+1(R3) ∩ Cσ+ 54 (R3), c ∈ Hσ(R3) and div a = 0. Then, a
constant C(σ) exists such that
|< a.∇b, c >Hσ | ≤ C(σ)‖c‖Hσ min
(
‖a‖
Cσ+
1
4
‖∇b‖Hσ ; ‖a‖Hσ‖b‖
Cσ+
5
4
)
.
We obtain
‖bε(t)− b0‖2Hs−3 ≤ C
√
T‖(w0, b0)‖2Hs‖uε‖L2
T
(Cs−
7
4 )
+C
√
ε‖(w0, b0)‖2Hs ,
the fact
uε → 0 in L4T (Cs−
7
4 )
and an interpolation argument, we can deduce the desired result.
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4.2. Proof of Theorem 1.7. We used the following lemma
Lemma 4.3. For a¯ ∈ (Hσ(R2))3 and b, c ∈ (Hσ(R3))3 (σ > eq4 an integer) such that
divh a¯ = 0, then
|< a¯.∇b, c >Hσ +< a¯.∇c, b >Hσ | ≤ C‖a¯‖Hσ‖b‖Hσ‖c‖Hσ
|< a¯.∇b, b >Hσ | ≤ C‖a¯‖Hσ‖b‖2Hσ
Moreover, if a¯ ∈ (Hσ+1(R2))3, then
|< b.∇a¯, c >Hσ | ≤ C‖a¯‖Hσ+1‖b‖Hσ‖c‖Hσ
and the approximate system
(MHD3Dn)

∂tw − ε∆Jnw + 1
ε
Jnw × e3 +
√
ε∂3JnB − Jn(JnB.∇JnB)
= ∇∆−1div
(
Jn(JnB.∇JnB)− 1
ε
Jnw × e3
)
∂tB
ε −√ε∆JnB +
√
ε∂3Jnw + Jn((Jnu¯
ε + Jnw).∇JnB) in [0, T0]× R3
−Jn(JnB.∇(Jnu¯ε + Jnw)) = 0
(w,B)(0) = (Jnw0, Jnb0)
(div w,div B) = (0, 0).
The Lemmas 2.1 and 3.1 implies that (MHD3Dn) have a ordinary differential equation
form in Hs(R3), then there exists Wn := (wn, Bn) ∈ C1([0, T ∗n,ε),Hs(R3)) a maximal
solution of (MHD3Dn). The uniqueness and the fact J
2
n = Jn implies that JnWn =Wn.
Moreover T ∗n,ε > T1 :=
1
C(s)(‖u¯0‖Hs+1 + ‖(w0, b0)‖Hs)
and for all t ∈ [0, T1]
(4.13) ‖Wn(t)‖2Hs + 2ε
∫ t
0
‖∇wn‖2Hs + 2
√
ε
∫ t
0
‖∇Bn‖2Hs ≤ 2‖(w0, b0)‖2Hs .
In the end we used the proof of theorem 1.5, we obtain existence of a W ε := (wε, Bε) ∈
L∞T1(H
s) ∩ L2T1(Hs+1) solution of (MHD3Dε), satisfy for all t ∈ [0, T1]
(4.14) ‖W ε(t)‖2Hs + 2ε
∫ t
0
‖∇wε‖2Hs + 2
√
ε
∫ t
0
‖∇Bε‖2Hs ≤ 2‖(w0, b0)‖2Hs .
The proof of the uniqueness is easy.
4.3. Proof of Theorem 1.8. We posed vε := uε − u¯ε, then (vε, bε) is solution of the
following system
(MHDFε)


∂tv
ε − ε∆vε + vε.∇vε + vε.∇u¯ε + u¯ε.∇vε
−curl bε × bε +√εcurl bε × e3 + v
ε × e3
ε
= −∇pε
∂tb
ε −√ε∆bε + u¯ε.∇bε + vε.∇bε − bε.∇vε
−bε.∇u¯ε +√εcurl (vε × e3) = 0
div vε = 0
div bε = 0
(vε, bε)/t=0 = (w0, b0)
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Now we consider the approximate system
(MHDFεn)

∂tv − ε∆Jnv + Jn(Jnv.∇Jnv) + Jn(Jnv.∇Jnu¯ε) + Jn(Jnu¯ε.∇Jnv)
+ Jn(Jnu¯
ε.∇Jnv)− Jn(curlJnb× Jnb) +
√
εcurl Jnb× e3+
Jnv × e3
ε
= −∇∆−1div
(
Jn(Jnv.∇Jnv) + Jn(Jnv.∇Jnu¯ε) + Jn(Jnu¯ε.∇Jnv)
+
Jnv × e3
ε
+ Jn(Jnu¯
ε.∇Jnv)− Jn(curlJnb× Jnb) +
√
εcurl Jnb× e3
)
,
∂tb −
√
ε∆Jnb+ Jn(Jnu¯
ε.∇Jnb) + Jn(Jnv.∇Jnb) in [0, T0]× R3
− Jn(Jnb.∇Jnv)− Jn(Jnb.∇Jnv)− Jn(Jnb.∇Jnu¯ε)
+
√
εcurl (Jnv × e3) = 0
div v = div b = 0
(v, b)(0) = (Jnw0, Jnb0)
We use Lemmas 2.1, 3.2 we proof that (MHDFεn) have a ordinary differential equation
form in Hs(R3), then there exists Vn := (vn, bn) ∈ C1([0, T ∗n,ε),Hs(R3)) a maximal solution
of (MHDFεn). The uniqueness and the fact J
2
n = Jn implies that JnVn = Vn. The Lemmas
2.1 and 3.1 implies T ∗n,ε > T1 and for all t ∈ [0, T1]
(4.15) ‖Vn(t)‖2Hs + 2ε
∫ t
0
‖∇vn‖2Hs + 2
√
ε
∫ t
0
‖∇bn‖2Hs ≤ 2‖(w0, b0)‖2Hs .
The end is similar of the proof for Theorem 1.5, then we obtain existence of a V ε :=
(vε, bε) ∈ L∞T1(Hs) ∩ L2T1(Hs+1) solution of (MHDFε), satisfy for all t ∈ [0, T1]
(4.16) ‖V ε(t)‖2Hs + 2ε
∫ t
0
‖∇vε‖2Hs + 2
√
ε
∫ t
0
‖∇bε‖2Hs ≤ 2‖(w0, b0)‖2Hs .
The proof of the uniqueness is easy.
4.4. Proof of Theorem 1.9. We posed ψε := (uε − u¯ε − wε, bε − Bε) = (ψε1, ψε2), ψε
satisfy the followings equations
∂tψ
ε
1 − ε∆ψε1 +
√
ε∂3ψ
ε
2 = f
ε
1
∂tψ
ε
2 −
√
ε∆ψε2 +
√
ε∂3ψ
ε
1 = f
ε
2 ,
where
f ε1 := −∇pε−ψε1.∇ψε1−ψε1.∇u¯ε−u¯ε.∇ψε1+ψε2.∇ψε2+ψε2.∇Bε+Bε.∇ψε1−wε.∇u¯ε−u¯ε.∇wε
f ε2 := −ψε1.∇ψε2 −wε.∇ψε2 − u¯ε.∇ψε2 − ψε1.∇Bε +Bε.∇ψε1 + ψε2.∇u¯ε + ψε2.∇ψε1 + ψε2.∇wε.
We take the scalar produce in Hs−3(R3) we obtain
(4.17)
1
2
d
dt
‖ψε‖2Hs−3 + ε‖∇ψε1‖2Hs−3 +
√
ε‖∇ψε2‖2Hs−3 ≤
14∑
k=1
Ik,
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where
I1 := |< ψε1.∇ψε1, ψε1 >Hs−3 |, I2 := |< u¯ε.∇ψε1, ψε1 >Hs−3 |
I3 := |< ψε1.∇u¯ε, ψε1 >Hs−3 |, I4 := |< ψε2.∇Bε, ψε1 >Hs−3 |
I5 := |< ψε2.∇ψε2, ψε1 >Hs−3 +< ψε2.∇ψε1, ψε2 >Hs−3 |
I6 := |< Bε.∇ψε2, ψε1 >Hs−3 +< Bε.∇ψε1, ψε2 >Hs−3 |
I7 := |< ψε1.∇ψε2, ψε2 >Hs−3 |, I8 := |< ψε1.∇Bε, ψε2 >Hs−3 |
I9 := |< u¯ε.∇ψε2, ψε2 >Hs−3 |, I10 := |< wε.∇ψε2, ψε2 >Hs−3 |
I11 := |< ψε2.∇u¯ε, ψε2 >Hs−3 |, I12 := |< ψε2.∇wε, ψε1 >Hs−3 |
I13 := |< u¯ε.∇wε, ψε1 >Hs−3 |, I14 := |< wε.∇u¯ε, ψε1 >Hs−3 |.
Using Cauchy-Schwarz inequality and the fact Hs−3 is an algebra we obtain
I4 ≤ C‖Bε‖Hs−2‖ψε2‖Hs−3‖ψε1‖Hs−3 ≤ C‖ψε‖2Hs−3(4.18)
I8 ≤ C‖Bε‖Hs−2‖ψε1‖Hs−3‖ψε2‖Hs−3 ≤ C‖ψε‖2Hs−3(4.19)
I12 ≤ C‖wε‖Hs−2‖ψε1‖Hs−3‖ψε2‖Hs−3 ≤ C‖ψε‖2Hs−3 .(4.20)
Using lemma 4.3 we obtain
I1 ≤ C‖ψε1‖3Hs−3 ≤ C‖ψε‖2Hs−3(4.21)
I2 ≤ C‖u¯ε‖Hs−2‖ψε1‖2Hs−3 ≤ C‖ψε‖2Hs−3(4.22)
I3 ≤ C‖u¯ε‖Hs−2‖ψε1‖2Hs−3 ≤ C‖ψε‖2Hs−3(4.23)
I5 ≤ C‖ψε1‖Hs−2‖ψε2‖2Hs−3 ≤ C‖ψε‖2Hs−3(4.24)
I6 ≤ C‖Bε‖Hs−3‖ψε2‖Hs−3‖ψε1‖Hs−3 ≤ C‖ψε‖2Hs−3(4.25)
I7 ≤ C‖ψε1‖Hs−3‖ψε2‖2Hs−3 ≤ C‖ψε‖2Hs−3(4.26)
I9 ≤ C‖u¯ε‖Hs−3‖ψε2‖2Hs−3 ≤ C‖ψε‖2Hs−3(4.27)
I10 ≤ C‖wε‖Hs−2‖ψε2‖2Hs−3 ≤ C‖ψε‖2Hs−3(4.28)
I11 ≤ C‖u¯ε‖Hs−2‖ψε2‖2Hs−3 ≤ C‖ψε‖2Hs−3 .(4.29)
The difficult is the terms I13 and I14, for exemple study the term I14.
Set χ ∈ D(R) valu 1 near the origin. For R > 0 we pose
wεR := F−1(χ(
|ξ|
R
)F(wε)), w˜εR := wε − wεR.
We have
I14 ≤ J + J˜ ,
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where J := |< wεR.∇u¯ε;ψε1 >Hs−3 |, J˜ := |< w˜εR.∇u¯ε;ψε1 >Hs−3 |.• Study of J
J = |
∑
|α|≤s−3
∫
∂α(wεR.∇u¯ε)∂αψε1|
= |
∑
|α|≤s−3
∑
β≤α
Cβα
∫
∂βwεR.∇∂α−β u¯ε∂αψε1|
≤
∑
|α|≤s−3
∑
β≤α
Cβα |
∫
∂βwεR.∇∂α−β u¯ε∂αψε1|.
For any α, β we have
|
∫
∂βwεR.∇∂α−βu¯ε∂αψε1| = |
∫
F(∂βwεR)χ(
|ξ|
2R
)F(∇∂α−β u¯ε∂αψε1)|
= |
∫
(∂βwεR)F−1
(
χ(
|ξ|
2R
)F(∇∂α−β u¯ε∂αψε1)
)
|
≤ ‖∂βwεR‖L∞‖F−1(χ(
|ξ|
2R
)) ∗ F−1(F(∇∂α−β u¯ε∂αψε1))‖L1
Young inequality and the fact
(∗) C 14 →֒ L∞
we have
|
∫
∂βwεR.∇∂α−β u¯ε∂αψε1| ≤ C‖∂βwεR‖Cs−3+ 14 ‖F
−1(χ(
|ξ|
2R
))‖L1‖∇∂α−β u¯ε∂αψε1‖L2
≤ CR‖wεR‖Cs−3+ 14 ‖∇∂
α−β u¯ε‖L∞‖∂αψε1‖L2
the property (∗) imply
|
∫
∂βwεR.∇∂α−β u¯ε∂αψε1| ≤ CR‖wεR‖Cs−3+ 14 ‖u¯
ε‖
Cs−2+
1
4
‖ψε1‖Hs−3
the Sobolev injection
Hσ(R2) →֒ Cσ−1(R2)
imply
|
∫
∂βwεR.∇∂α−β u¯ε∂αψε1| ≤ CR‖wεR‖Cs−3+ 14 ‖u¯
ε‖
Hs−
3
2+
1
4
‖ψε1‖Hs−3
≤ CR‖wεR‖Cs−3+ 14 ‖ψ
ε
1‖Hs−3
≤ CR‖wεR‖2
Cs−3+
1
4
+ ‖ψε1‖2Hs−3 .(4.30)
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• Study of J˜
J˜ = |(w˜εR.∇u¯ε;ψε1)Hs−3 |
= |
∑
|α|≤s−3
∫
∂α(w˜εR.∇u¯ε)∂αψε1|
≤
∑
|α|≤s−3
∑
β≤α
Cβα |
∫
∂βw˜εR.∇∂α−β u¯ε∂αψε1|
≤
∑
|α|≤s−3
∑
β≤α
Cβα‖∇∂α−β u¯ε‖L∞‖∂βw˜εR‖L2‖∂αψε1‖L2
≤ C‖w˜εR‖Hs−3‖ψε1‖Hs−3
∑
|α|≤s−3
∑
β≤α
Cβα‖∇∂α−β u¯ε‖L∞
≤ C‖w˜εR‖Hs−3‖ψε1‖Hs−3‖u¯ε‖Hs−2+ 14
≤ C‖w˜εR‖Hs−3‖ψε1‖Hs−3 .
The fact F(w˜εR) ≡ 0 in B(0, R), imply
‖w˜εR‖Hs−3 ≤ R−3‖wε‖Hs
≤ C.R−3
then
J˜ ≤ C.R−3‖ψε1‖Hs−3
≤ C.R−2‖ψε1‖Hs−3
≤ C.R−4 + ‖ψε1‖2Hs−3 .(4.31)
Using (4.17)...(4.31) we obtain
‖ψε(t)‖2Hs−3 ≤ C.R−4 + CR
∫ T1
0
‖wεR(τ)‖2
Cs−3+
1
4
dτ +C
∫ t
0
‖ψε(τ)‖Hs−3dτ,
Gronwall lemma imply
‖ψε(t)‖2Hs−3 ≤
(
C.R−4 + CR
∫ T1
0
‖wεR(τ)‖2
Cs−
11
4
dτ
)
exp(CT1),
The proofs of Theorem 1.5 and 1.7 imply that
wεR → 0 in L4([0, T1], Cs
′− 3
2 ), ∀s′ < s;
we can deduce the desired result.
5. Appendix
In this section we shall prove the product laws stated in Lemmas 2.1, 4.2 and 4.3.
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5.1. Proof of Lemma 2.1. We suppose that a, b, c are three vectors fildes in H∞(R3)
such that div a = 0.
For the first point:
We write
|< a.∇b, b >Hσ(R3)| = |
∑
|α|≤σ
∫
∂α(a.∇b)∂αb|,
then
|< a.∇b, b >Hσ(R3)| ≤
∑
|α|≤σ
|
∫
∂α(a.∇b)∂αb|
≤
∑
|α|≤σ
∑
β≤α
CβαAα,β ,
where
Aα,β := |
∫
(∂βa.∇∂α−βb)∂αb|.
The most important term is for |α| = σ.
• div a = 0 imply that Aα,α = 0.
• For 0 < |β| < σ, we are
Aα,α ≤
∫
|∂α−βa||∇∂βb||∂αb|
≤ ‖∂α−βa‖L∞‖∇∂βb‖L2‖∂αb‖L2
≤ ‖∂α−βa‖
C
1
4
‖∇b‖2Hσ−1
≤ ‖∇a‖
Cσ−
11
4
‖∇b‖2Hσ−1
≤ C‖∇a‖Hσ−1‖∇b‖2Hσ−1
• For β = 0,
Aα,β ≤
∫
|∂αa||∇b||∂αb|
≤ ‖∂αa‖L2‖∇b‖L∞‖∂αb‖L2
≤ ‖∇a‖Hσ−1‖∇b‖C 14 ‖∇b‖Hσ−1≤ C‖∇a‖Hσ−1‖∇b‖H 74 ‖∇b‖Hσ−1≤ C‖∇a‖Hσ−1‖∇b‖2Hσ−1
For the second point, we write
|< a∇b, c >Hσ +< a∇c, b >Hσ | =
∑
α∈N3
|α|≤σ
( ∫
∂α(a∇b)∂αc+
∫
∂α(a∇c)∂αb)
≤
∑
α∈N3
|α|≤σ
∑
β≤α
CβαBα,β,
where
Bα,β := |
∫
(∂α−βa.∇∂βb)∂αc+
∫
(∂α−βa.∇∂βc)∂αb|
The most important term is for |α| = σ.
• div a = 0 imply that Bα,α = 0.
• For β 6= α we apply the first step.
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5.2. Proof of Lemma 4.2. We write
|< a.∇b, c >Hσ(R3)| = |
∑
|α|≤σ
∫
∂α(a.∇b)∂αc|
= |
∑
|α|≤σ
∫
∂α(a.∇b)∂αc|
= |
∑
|α|≤σ
∑
β≤α
Cβα
∫
(∂α−βa.∇∂βb)∂αc|
≤
∑
|α|≤σ
∑
β≤α
CβαDα,β,
where
Dα,β := |
∫
(∂α−βa.∇∂βb)∂αc|
the Cauchy-Schwarz inequality imply
Dα,β ≤ ‖∂α−βa.∇∂βb‖L2‖∂αc‖L2
≤ ‖∂αc‖L2 min
(‖∂α−βa‖L2‖∇∂βb‖L∞ , ‖∂α−βa‖L∞‖∇∂βb‖L2)
≤ ‖∂αc‖L2 min
(‖∂α−βa‖L2‖∇∂βb‖C 14 , ‖∂α−βa‖C 14 ‖∇∂βb‖L2)≤ ‖c‖Hσ min (‖a‖Hσ‖∇b‖
Cσ+
1
4
, ‖a‖
Cσ+
1
4
‖∇b‖Hσ
)
This achieves the proof.
5.3. Proof of Lemma 4.3. We write
|< a¯.∇b, c >Hσ(R3) +< a¯.∇c, b >Hσ(R3)| = |
∑
|α|≤σ
∫
∂α(a¯.∇b)∂αc+
∫
∂α(a¯.∇c)∂αb|
= |
∑
|α|≤σ
∑
β≤α
Cβα
(∫
(∂α−β a¯.∇∂βb)∂αc
+
∫
(∂α−β a¯.∇∂βc)∂αb
)
|
≤
∑
|α|≤σ
∑
β≤α
CβαEα,β,
where
Eα,β := |
∫
(∂α−β a¯.∇∂βb)∂αc+
∫
(∂α−β a¯.∇∂βc)∂αb|.
The most important term is for |α| = σ.
• divh a¯ = 0 imply that Eα,α = 0.
For β 6= α we are Eα,β ≤ E(1)α,β + E(2)α,β,
where E
(1)
α,β = |
∫
(∂α−β a¯.∇∂βb)∂αc| and E(2)α,β = |
∫
(∂α−β a¯.∇∂βc)∂αb|.
• 0 ≤ |β| ≤ σ − 2.
In this case we have
E
(1)
α,β ≤ ‖∂βa‖L∞(R2)‖∇∂α−βb‖L2(R3)‖∂αc‖L2(R3).
Using the injections
H1+
1
4 (R2) →֒ C 14 (R2) →֒ L∞(R2)
we deduce
E
(1)
α,β ≤ C‖a¯‖Hσ(R2)‖∇b‖Hσ−1(R3)‖∇c‖Hσ−1(R3).
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• σ − 1 ≤ |β| ≤ σ.
If we denote x = (x1, x2, x3) := (xh, x3), then
E
(1)
α,β ≤
∫
x3
( ∫
xh
|∂βa(xh)||∇∂α−βb(xh, x3)||∂αc(xh, x3)|
)
≤ ‖∂βa‖L2(R2)
(∫
x3
‖∇∂α−βb(x3)‖2L∞(R2)dx3
) 1
2
(∫
x3
‖∂αc(x3)‖2L2(R2)dx3
) 1
2
.
But
‖∇∂α−βb(x3)‖L∞(R2) ≤ C‖∇∂α−βb(x3)‖H 32 (R2)
≤ C‖∇∂α−βb(x3)‖H2(R2),(∫
x3
‖∂αc(x3)‖2L2(R2)dx3
) 1
2
= ‖∂αc‖L2(R3),
and ( ∫
x3
‖∇∂α−βb(x3)‖2H2(R2)
) 1
2 ≤ ‖∇∂α−βb‖H2(R3)
so
Eα,β ≤ ‖a¯‖Hσ(R2)‖∇b‖Hσ−1(R3)‖c‖Hσ(R3).
For the second estimate we remark that, if c = b,
divh a¯ = 0 imply Eα,α = 0 for all |α| ≤ σ.
For the third point we write
|< b.∇a, c >Hσ(R3)| = |
∑
|α|≤σ
∫
∂α(b.∇a)∂αc|,
then
|< b.∇a, c >Hσ(R3)| ≤
∑
|α|≤σ
∑
β≤α
CβαFα,β,
where
Fα,β := |
∫
(∂βb.∇∂α−βa)∂αc|.
The most important case is when |α| = σ.
• For 3 ≤ |β| ≤ σ, we can write
Fα,β ≤ ‖∇∂α−βa‖L∞(R2)‖∂βb‖L2(R3)‖∂αc‖L2(R3).
But
‖∇∂α−βa‖L∞(R2) ≤ C‖a‖Hσ(R2).
So
Fα,β ≤ C‖a‖Hσ(R2)‖b‖Hσ(R3)‖c‖Hσ(R3).
• For |β| ≤ 2, we have by the Cauchy-Schwarz inequality
Fα,β ≤
∫
x3
( ∫
xh
|∇∂α−βa(xh)||∂βb(xh, x3)||∂αc(xh, x3)|
)
≤ ‖∇∂α−βa‖L2(R2)
(∫
x3
‖∂βb(x3)‖2L∞(R2)dx3
) 1
2
( ∫
x3
‖∂αc(x3)‖2L2(R2)dx3
) 1
2
≤ C‖a‖Hσ+1(R2)‖b‖Hσ(R3)‖c‖Hσ(R3).
This end the proof of lemma 4.3.
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