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CONSTRAINED OPTIMIZATION THROUGH FIXED POINT TECHNIQUES
PABLO PEDREGAL
Abstract. We introduce an alternative approach for constrained mathematical programming
problems. It rests on two main aspects: an efficient way to compute optimal solutions for
unconstrained problems, and multipliers regarded as variables for a certain map. Contrary to
typical dual strategies, optimal vectors of multipliers are sought as fixed points for that map.
Two distinctive features of the procedure are worth highlighting: its simplicity and flexibility
for the implementation, and its convergence properties.
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1. Introduction
We are concerned here with the general, standard mathematical program
(1.1) Minimize in x ∈ RN : f(x) subject to h(x) = 0,g(x) ≤ 0,
for a smooth, real function f : RN → R, and smooth, vector-valued mappings h : RN → Rn, g :
RN → Rm. Karush-Kuhn-Tucker (KKT) optimality conditions are among the basic techniques
taught and learnt in optimization courses (there are hundreds of textbooks on the subject, see
for instance [5]). They involved, in addition to x itself, multipliers z ∈ Rn, y ∈ Rm, for all of
the constraints to be respected in the problem. Under appropriate constraint qualifications, that
are not part of our discussion here, local solutions of (1.1) are to be found among the triplets
(x,y, z) ∈ RN × Rm × Rn complying with
∇f(x) + z · ∇h(x) + y · ∇g(x) = 0,(1.2)
h(x) = 0, y · g(x) = 0,
y ≥ 0, g(x) ≤ 0.
These optimality conditions furnish fundamental insight and information into the solutions of
(1.1). Under standard sets of constraint qualifications, solutions of optimality conditions furnish
(local) solutions of (1.1). They are the guiding principle to design numerical algorithms to
approximate those solutions. They are also the starting point of duality theory so fundamental
to the understanding of mathematical programming. As it is well-known, the basic, rough idea
of duality is to set up a new mathematical program, intimately connected to (1.1), and, in
particular, designed with the main ingredients of that (primal) problem, but in which multipliers
(y, z) play a central role in the form of dual variables. There is an intimate relationship between
optimal solutions x of the primal, and optimal solutions (y, z) of the dual.
Our point of view here is a bit different, and though it also deals with multipliers (y, z), we
seek them, in association with the primal variable x, not in the form of the optimal solution
of another (dual) mathematical program, but rather as a fixed point of a suitable map. What
is more important, the structure of that map is such that, under mild assumptions, the typical
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procedure consisting in iterating the action of such a map, converges to the optimal triplet
(x,y, z). It is remarkable that the map is so simple to define, and so easy to implement in
practice, if we can rely on a efficient procedure for unconstrained optimization. The strategy of
using free, unconstrained programs to approximate the optimal solutions of general constrained
optimization problems like (1.1) is quite natural, and appealing. This is the source of many
fundamental algorithms utilized today. It will also be a main inspiration for us here.
As a matter of fact, the method we want to examine is designed to deal just with inequality
constraints so that there is no map h in (1.1)
(1.3) Minimize in x ∈ RN : f(x) subject to g(x) ≤ 0,
for a smooth, real function f : RN → R, and a smooth, vector-valued mapping g : RN → Rm.
This is not, in principle, a significant limitation because the equality constraint h(x) = 0 can
be, equivalently, translated into h(x) ≤ 0 together with −h(x) ≤ 0.
A central role in our method is played by the master function
(1.4) L(x,y) = f(x) +
m∑
k=1
ey
(k)gk(x), y =
(
y(k)
)
k=1,2,...,m
, g = (gk)k=1,2,...,m .
It is definitely reminiscent of the typical lagrangean for dual theory, though at the same time it
is a bit different. We will understand soon the main reasons that support such choice. Notice
that this master function is quite different from f(x) + exp (y · g(x)). We will comment on this
later.
Suppose that L(x,y) is strictly convex, and coercive in x for every choice y ∈ Rm+ of vectors
with (strictly) positive coordinates. Our basic map
G(y) : Rm+ 7→ Rm+
is the result of the composition of two operations:
(1) For given y ∈ Rm+ , find (approximate) the (global) solution of the unconstrained problem
Minimize in x ∈ RN : L(x,y).
The passage from y to x ≡ x(y) is, therefore, a well-defined and smooth operation, under
smoothness conditions for all the ingredients of the original problem.
(2) Put
G = (Gk)k=1,2,...,m , Gk(y) = y
(k)ey
(k)gk(x(y)),
when y ∈ Rm+ , and extend it by continuity for y ∈ Rm+ . Here we take
Rm+ = {y ∈ Rm : y(k) > 0}
while
Rm+ = {y ∈ Rm : y(k) ≥ 0}.
This extension by continuity deserves some comments. On the one hand, note that if some
component k of y vanishes, y(k) = 0, then trivially Gk(y) = 0 regardless of the value of gk(y).
This is not convenient, since y(k) = 0 must be somehow related to the constraint gk(y) ≤ 0. On
the other, notice that, after all, the constraint gk(x) ≤ 0 is equivalent to y(k)gk(x) ≤ 0 for every
positive y(k), but there is definitely a discontinuity if we set y(k) = 0, for then the constraint
drops out. In other words, the optimization problem
Minimize in x ∈ RN : f(x) subject to y(k)gk(x) ≤ 0 for all k,
for a fixed vector y with strictly positive components y(k) is equivalent to (1.3). However, if
some of the components of y vanish, then the corresponding constraint drops out, and so there
is clearly a lack of continuity.
CONSTRAINED OPTIMIZATION 3
We assume, for the time being, that this extension is possible. If it is so, then the values of
G(y) for y ∈ Rm+ \ Rm+ are obtained by taking limits of G(yj) when yj → y, and yj ∈ Rm+ . It
is important to stress this fact because it amounts to a certain stability of the map G at those
vectors y ∈ Rm+ .
A somewhat surprising fact that places this map G into perspective is the following.
Proposition 1.1. Under the assumption that L(x,y) is strictly convex, and coercive in x for all
y ∈ Rm+ , suppose a certain vector y ∈ Rm+ is a locally stable, fixed point for G in the sense that
the reiteration of the action of G starting in a vicinity of y converges to y. Then x = x(y) is
a (local) solution of (1.3), even if it is not a solution of the corresponding optimality conditions
(1.2).
Proof. If y is a true fixed point for G, then we should have
y(k) = y(k)ey
(k)gk(x).
This equation amounts to two possibilities: either y(k) = 0, or else 1 = ey
(k)gk(x), i.e., y(k)gk(x) =
0. At any rate, y(k)gk(x) = 0 for all k. Assume y
(k) vanishes. Then, as emphasized earlier just
before the statement of this proposition, there is some stability of G around y in the sense that
G is defined over Rm+ \ Rm+ through continuous extension, in such a way that if gk(x) > 0, by
continuity
gk(x(y)) > 0, y
(k) > 0,
for y in small neighborhoods of y. But then
Gk(y) = y
(k)ey
(k)gk(x(y)) > y(k)
systematically in such a vicinity, and such y could not be a fixed point of G found by reiteration
of the action of G. Therefore y with y(k) = 0 cannot be a fixed point for G unless gk(x) ≤ 0.
This argument implies that x is indeed feasible for problem (1.3).
Suppose now that we could find a vector x˜, not far from x, such that f(x˜) < f(x) and
g(x˜) ≤ 0. Because y ≥ 0, we would have y(k)gk(x˜) ≤ 0 = y(k)gk(x) for all k. Hence, it is clear
that
L(x˜,y) < L(x,y),
but this contradicts the very nature of x as a local minimum for L(·,y). This contradiction
proves the statement. 
The numerical procedure that arises from this perspective is amazingly simple to implement,
but relies in a fundamental way on being capable of efficiently approximating the map x(y).
This amounts to unconstrained optimization. It reads:
(1) Initialization. Take y0 ∈ Rm+ , y0 > 0, and x0 ∈ RN in an arbitrary way, or appropriately
located in a certain valley. For instance, y0 = 1, x0 = 0.
(2) Iterative step until convergence. Suppose we have computed yj , and xj .
(a) Solve for the unconstrained optimization problem
Minimize in z ∈ RN : L(z,yj) = f(z) +
m∑
k=1
ey
(k)
j gk(z)
starting from the intial guess xj . Let xj+1 be such (local) minimizer.
(b) If yj · g(xj+1) vanishes (i.e. is reasonably small), stop, take yj as the multiplier of
the problem, and xj+1 as the solution of the constrained problem.
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(c) If yj · g(xj+1) does not vanish, update
(1.5) y
(k)
j+1 = e
y
(k)
j gk(xj+1)y
(k)
j
for all k = 1, 2, . . . ,m.
The intuition after this algorithm is pretty clear. In Section 2, we try to justify why it is
plausible to expect that this algorithm should furnish, at least, reasonable results. Each value
y ∈ Rm+ establishes an exponential barrier for the constraints, in such a way that if the minimizer
x(y) turns out to be non-feasible, then the barrier should be intensified. This is what the update
rule (1.5) does in that case. If, on the other hand, the constraint is met, then the barrier should
be relaxed so as letting the objective function f to seek “more freely without restriction” its
minimum. This is again accomplished by the update rule.
This is a good place to stress how the form of L(x,y) cannot be f(x) + exp(y ·g(x)), because
for this other choice, the update rule for the auxiliary variable y
yj+1 = e
yj ·g(xj+1)yj
would be the same for all components, and this is too rigid to work well: each component k
should adapt to its corresponding constraint separately from the others.
Beyond the convergence theorems that we will prove, Proposition 1.1 is a clear and powerful
statement. In practice, without any further concern about assumptions, one can use the above
algorithm. If the variables x and y do converge, the limit vector x has to be a (local) solution
of (1.3). Indeed, the algorithm is quite flexible to the point that the set-valued map y 7→ X(y),
where X(y) stands for the full set of local minima of L(·,y), admits selections to approximate
all of the (isolated) local minima of (1.1).
Our main task here focuses on showing that, under appropriate standard hypotheses, this
algorithm always converges to minima of the underlying constrained problem (1.3). As a matter
of fact, we introduce a main assumption that pretends to avoid singular situations. It plays the
role of a certain constraint qualification, as it expresses the idea that local minima of the master
function are feasible once the exponential barriers are sufficiently large.
Definition 1.1. We say that problem (1.3) is well-balanced if for all y ∈ Rm+ with all the
components y(k) sufficiently large, we have g(x(y)) ≤ 0.
Our main results follows.
Theorem 1.2. Suppose the cost function f : RN → R, and the components of the constraint
map g : RN → Rm determining problem (1.3) comply with:
(1) they all are smooth, and convex;
(2) the corresponding L(x,y) is coercive in x for every fixed y with positive components;
(3) the problem is well-balanced according to Definition 1.1.
Then the above algorithm always converges to a (global) minimizer for (1.3).
The property of being well-balanced, though suitable for the proof of Theorem 1.2, may be
hard to check in practice. In some cases, it is impossible because it is not correct. We will
actually see that our way of dealing with equality constraints leads to a situation where the
resulting problem cannot be well-balanced. Fortunately, there is a version of Proposition 1.1
that allows for the possibility of having some components of vectors y go to infinity in the above
iterative process, as long as we keep under control the products y(k)gk(x(y)) as the iterations
proceed.
By removing the convexity conditions, we are typically left with a local convergence theorem.
Different local solutions are reached by different initializations in the algorithm, as remarked
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above. The practical implication of our analysis, as suggested earlier, is that optimal solutions
of mathematical programs will be captured by this algorithm whenever they exist.
The main goal of the paper is, in addition to introducing the algorithm itself, to prove the
convergence result Theorem 1.2. We will proceed through several steps of increasing generality.
The kind of exponential penalty functions used in a fundamental way in this contribution have
been utilized and described before, but in a standard context taken as barriers. See for instance
[2]. Apparently ([3]), they first were considered by T. S. Motzkin who, in 1952, suggested the
use of exponentials for satisfying a system of linear inequalities. One of our favorites sources for
numerical optimization is [4].
2. A perspective for constrained problems based on unconstrained minimization
We will start with the simple basic problem
(2.1) Minimize in x ∈ RN : f(x) subject to g(x) ≤ 0,
where both f , and g are smooth functions. We therefore have a single inequality constraint.
We would like to design an iterative procedure to approximate solutions for (2.1) in an efficient,
practical, accurate way. We introduce our initial demands in the form:
(1) The main iterative step is to be an unconstrained minimization problem, and as such its
corresponding objective function must be defined in all of space (exterior point methods).
(2) More specifically, we would like to design a real function H so that the main iterative step
of our procedure be applied to the augmented cost function L(y,x) = f(x) + H(yg(x))
for the x-variable. We hope to take advantage of the joint dependence upon y and x
inside the argument for H. Notice that letting y out of H may not mean a real change
as we would be back to (2.1) with a g which would be the composition H(g(x)).
(3) The passage from one iterative step to the next is performed through an update step for
the variable (multiplier) y.
(4) Convergence of the scheme should lead to a solution of (2.1).
Notice that
(2.2) ∇xL(y,x) = ∇f(x) +H ′(yg(x))y∇g(x),
and that optimality conditions for (2.1) read
(2.3) ∇f(x) + y∇g(x) = 0, yg(x) = 0, y ≥ 0, g(x) ≤ 0.
Thus each main iterative step enforces the main equation in (2.3), the one involving gradients
and derivatives. But we would like to design the function H(t) to ensure that as a result of the
iterative procedure, the other conditions in (2.3) are also met.
The following features seem to be very convenient:
(1) Variable x will always be a solution of
∇f(x) +H ′(yg(x))y∇g(x) = 0.
(2) Variable y will always be non-negative (in practice strictly positive but possibly very
small). Comparison of (2.2) with (2.3) leads to the identification y 7→ H ′(yg(x))y, and
so we would like H ′ ≥ 0.
(3) The multiplier H ′(yg(x))y can only vanish if y does. The update rule for the variable
y should be y 7→ H ′(yg(x))y. If at some step we hit the true value of the multiplier y,
then simultaneously yg(x) = 0, and so we would also like to have H ′(0) = 1.
(4) If g(x) > 0, then the update rule above for y must yield a higher value for y so as to force
in a more intense way in the next iterative step the feasible inequality g ≤ 0. Hence,
H ′′ > 0, or H, convex (for positive values). In addition, H ′′(t)→ +∞ when t→ +∞.
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(5) If g(x) turns out to be (strictly) negative, then we would like y to become smaller so
as to let the minimization of f proceed with a lighter interference from the inequality
constraint. This again leads to G convex (for negative values).
(6) The optimality condition yg(x) = 0 becomes H ′(yg(x))yg(x) = 0. Thus the function
H ′(t)t can only vanish if t = 0. In particular, H ′ > 0.
All of these reasonable conditions impose the requirements
H > 0, H ′ > 0, H ′(0) = 1, H ′′ > 0, H ′′(t)→∞, if t→∞.
Possibly, the most familiar choice if H(t) = et, and this is the one we will select.
The iterative procedure is then as follows.
(1) Initialization. Take y0 > 0, and x0 ∈ RN in an arbitrary way. For instance, y0 = 1,
x0 = 0.
(2) Iterative step until convergence. Suppose we have yj , xj .
(a) Solve for the unconstrained optimization problem
Minimize in z ∈ RN : f(z) + eyjg(z)
starting from the intial guess xj . Let xj+1 be such (local) minimizer.
(b) If yjg(xj+1) vanishes, stop: take yj as the multiplier of the problem, and xj+1 as
the solution of the constrained problem.
(c) If yjg(xj+1) does not vanish, update
yj+1 = e
yjg(xj+1)yj .
3. Some preliminaries
According to Proposition 1.1, if we are interested in a convergence theorem to a solution of
(2.1), all we need to care about is to ensure the smoothness and convexity conditions for the
master function L(x,y), and then show convergence of our algorithm to a fixed point of the map
G. One can envision to write down some hypotheses so that there is some M > 0 in such a way
that
G : [0,M ]m 7→ [0,M ]m.
In this case, Brower’s fixed point theorem would let us conclude indeed the existence of fixed
points for G. However, that would not imply, in principle, a convergence result. At any rate,
one needs to argue first about the continuous extension of G to all of Rm+ .
Proposition 3.1. Suppose all functions involved in (1.3) are smooth, and convex, and that
L(x,y) is coercive, and strictly convex in x, uniformly in y, for all y ∈ Rm+ . Define the map
G(y) : Rm+ → Rm+ as indicated above. Then G is locally Lipschitz continuous, and can be extended
in a unique, continuous way to G : Rm+ 7→ Rm+
Proof. Under the assumptions written in the statement, the map taking each vector y ∈ Rm+ into
the global minimizer x(y) of L(x,y) is well-defined and smooth. As a matter of fact, we have
the system
(3.1) ∇f(x(y)) +
m∑
k=1
y(k)ey
(k)gk(x(y))∇gk(x(y)) = 0,
determining implicitly, in a unique way, the vector x = x(y). The Implicit Function Theorem
implies then that the dependence y 7→ x(y) is smooth, and, in particular, locally Lipschitz
continuous. Notice how the gradient of ∇xL(x,y), which is the right-hand side of (3.1), with
respect to x is the hessian of the master function L(x,y) with respect to x, and so it is non-
singular due to the uniform strict convexity assumed in the statement. As a consequence, the
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composition defining the mapping G(y) is also (locally) Lipschitz continuous. Finally, notice
that this lipschitzianity implies the continuous extension, in a unique way, of G to Rm+ . 
Under the main hypothesis contained in Definition 1.1, it turns out that the mapping G can
be regarded as a map from a certain cube into itself.
Proposition 3.2. Suppose, in addition to the hypotheses of the previous proposition, that prob-
lem (1.3) is well-balanced. Then there is M > 0 such that
G : [0,M ]m 7→ [0,M ]m.
We will not prove here this proposition because of two main reasons. On the one hand, we
argue in the next paragraph that the existence of fixed points for G does not imply a convergence
theorem, which is the main fact we are after. On the other, the proof of this result will become
pretty clear when we prove our main convergence theorem below.
As a consequence of these two last propositions, the map G, under the appropriate assump-
tions, admits fixed points. By Proposition 1.1, if y is such a fixed point, then the vector x = x(y)
is a solution of (1.3). If we, a priori, know that there cannot be more than one solution for (1.3),
because of some strict convexity for instance, then the map G cannot have more than one such
fixed point. But even so, we cannot be sure if the iterates produced by our scheme (or whatever
procedure) will converge to such a fixed point. There is no substitute for a convergence theorem
in which we very closely analyze the behavior of the algorithm. We will therefore focus, with-
out mentioning it explicitly anymore, on showing that iterates converge to fixed points y of G,
and then Proposition 1.1 permits us conclude that the corresponding vectors x are the sought
solution of (1.3).
Although we are asking for main structural hypotheses, in the form of convexity, for the
functions determining problem (1.3) to ensure that the map taking each vector y ∈ Rm+ into the
minimum of the master function L(x,y) is single-valued, well-defined, and smooth, when those
do not hold, we would have a set-valued mapping X(y) of all local minima of the master function.
We would be left with a convergence fact for local minima as usual. Indeed, the initialization
point for each iteration in our basic procedure determines a suitable continuous selection that
leads, when convergence takes place, to a local optimal solution of the problem.
We finally elaborate a bit on Definition 1.1. It does not look sufficiently explicit for practical
purposes. A better criterium in this regard is the following. It is written in the spirit of a
constraint qualification.
Lemma 3.3. Suppose the cost function f , and the functions gi determining the constraints are
such that, in addition to being smooth:
(1) there is r > 0 with the property that for every x, if I(x) is the set of indices j where
gj(x) ≥ −r, then the gradients {∇gj(x) : x ∈ I(x)} are positively independent;
(2) there is a positive constant M such that
1
M
≤ |∇gi(x)||∇gj(x)| ≤M
for every i and j, and x, and
|∇f(x)| ≤M |∇gk(x)|
for every k, and x.
Then the corresponding mathematical problem is well-balanced according to Definition 1.1.
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Proof. First-order optimality conditions for the (unconstrained) master problem read
∇f(x) +
m∑
k=1
y(k)ey
(k)gk(x)∇gk(x) = 0.
They can be recast in the form
∇f(x) +
∑
k/∈I(x)
y(k)ey
(k)gk(x)∇gk(x) = −
∑
k∈I(x)
y(k)ey
(k)gk(x)∇gk(x).
Put J(x) for the set of indices k such that gk(x) ≥ 0. Note that J(x) ⊂ I(x). If for some y′s
arbitrarily large, J(x) is non-empty, the right-hand side of the previous vector equality would
tend to infinity because the positive independence assumed on the gradients prevents from having
cancellations, and at least one component (if J(x) is non-empty) would be arbitrarily large; but
on the other, the left-hand side is definitely bounded regardless of the size of y because the
coefficient in front of ∇gk would be smaller than y(k)e−y(k)r with r > 0. This contradiction
implies that the set of indices J(x) has to be empty for y sufficiently large, and this means that
the problem is well-balanced. 
4. A convergence theorem
We would like to provide a solid foundation for our approximation procedure for mathematical
programs by proving convergence theorems as the following. We start with the one-constraint
situation. Recall that the master function is
L(x, y) = f(x) + eyg(x).
Though the treatment of this one-dimensional situation is elementary, it will be the basic building
block upon which the general, multidimensional case will be shown. The hypothesis of the
problem being well-balanced is changed by a much weaker one.
Theorem 4.1. Suppose the cost function f : RN → R, and the constraint function g : RN → R
satisfy the following requirements:
(1) they are smooth, and convex;
(2) the corresponding L(x, y) is coercive in x for every fixed positive y;
(3) there is some y ≥ 0 such that g(x(y)) ≤ 0.
Then the above algorithm always converges to a (global) minimizer for (2.1).
Proof. By a standard perturbation argument depending on a small parameter  > 0, we can
assume, without loss of generality, that the convexity condition imposed on f is strict, and that
the hessian ∇2f(x) is a symmetric, positive definite matrix for all x. It suffices to add a term
like (/2)|x|2 to f(x). Under this strengthened hypothesis, the master function L, regarded as
a function of x, is a coercive, strictly convex function, and so the unique minimizer x ≡ x(y) is
determined implicitly through the (unique) solution of the non-linear system
(4.1) ∇f(x) + eyg(x)y∇g(x) = 0,
and so it is smooth by the Implicit Function Theorem. As already pointed out, the gradient of
(4.1) with respect to x (the hessian of L(·, y)) cannot be singular precisely because L(x, y) is
strictly convex with respect to x. The conclusion of the statement of Theorem 4.1 will be a direct
consequence of two lemmae whose proofs rely on suitable manipulations of (4.1). All functions
involved are smooth.
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Lemma 4.2. For every positive y,
[1 + yg(x(y))]
d
dy
g(x(y)) ≤ 0.
Proof. Since x(y) is determined as the result of a (local) minimization process, we also have, in
addition to (4.1),
∇2f(x) + eyg(x)y2∇g(x)⊗∇g(x) + eyg(x)y∇2g(x) ≥ 0
as symmetric matrices. This condition is nothing but the positivity of the hessian (with respect
to x) as has already been indicated above. In particular, since all functions are smooth, x′(y) is
well-defined, and
(4.2) x′ · ∇2f(x)x′ + eyg(x)y2|∇g(x)x′|2 + eyg(x)yx′ · ∇2g(x)x′ ≥ 0.
On the other hand, from
∇f(x(y)) + eyg(x(y))y∇g(x(y)) = 0,
differentiating with respect to y, we arrive at
∇2f(x)x′ + eyg(x)[g(x) + y∇g(x)x′]y∇g(x) + eyg(x)[∇g(x) + y∇2g(x)x′] = 0.
Multiplying by x′, and comparing to (4.2), we see that
eyg(x)[yg(x) + 1]∇g(x)x′ ≤ 0.
This is exactly the statement in the lemma. 
Let us now focus on the function G(y) : R+ → R+ given by
G(y) = eyg(x(y))y
where x(y) is again determined by (4.1), and y > 0.
Lemma 4.3. The function G is smooth, and for every positive y,
G′(y)
d
dy
g(x(y)) ≤ 0.
Proof. It is clear that (4.1) can be written as
∇f(x(y)) +G(y)∇g(x(y)) = 0.
By differentiating with respect to y, we will have
(4.3) ∇2f(x)x′(y) +G′(y)∇g(x) +G(y)∇2g(x)x′(y) = 0,
and
x′(y) · ∇2f(x)x′(y) +G′(y)x′(y) · ∇g(x) +G(y)x′(y) · ∇2g(x)x′(y) = 0.
Therefore
G′(y)
d
dy
g(x(y)) = −x′(y) · [∇2f(x) +G(y)∇2g(x)]x′(y) ≤ 0
due to the convexity assumed on f , and g. 
If we further put, for simplicity, g(y) = g(x(y)), we have the three properties
(4.4) (1 + yg(y))g′(y) ≤ 0, G′(y)g′(y) ≤ 0, G′(y)(1 + yg(y)) ≥ 0.
Notice that the third one is a consequence of the other two, which are the conclusion of the two
lemmae above. From these properties, we would like to highlight the following consequences:
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(1) If g(y) ≤ 0 for some y ≥ 0, then g(y) ≤ 0 for all y ≥ y. This is a direct consequence of
the first inequality in (4.4). Indeed, suppose there is some y > y with g(y) > 0, and put
y0 = inf{y > y : g(y) > 0}.
It is then clear that g(y0) = 0, and g
′(y0) ≥ 0. But then, again that first inequality in
(4.4) would imply g(y0) ≤ −1/y0, a contradiction with the fact g(y0) = 0. The argument
is standard. As a consequence if G(y) ≤ y for some y ≥ 0, then G(y) ≤ y for all y ≥ y.
(2) Over the set g ≥ 0, i.e. over the set where G is greater than or equal to the identity, G
is non-decreasing (third inequality in (4.4)), and g is non-increasing (first inequality in
(4.4)).
Figure 1. The one-dimensional situation.
We can now have two main scenarios. Because of our hypothesis on the existence of a certain
positive y with g(y) ≤ 0, we conclude as above that G(y) ≤ y for all y ≥ y.
(1) It could happen that G(y) ≤ y, for all y ≥ 0 (Figure 1, left picture). In this case, G has
at least one fixed point at y = 0, and the algorithm converges to it in a neighborhood
of it. This corresponds to the situation where the global minimizer of f complies with
g ≤ 0, and the restriction is inactive.
(2) Assume there is some y0 > 0, so that G(y0) > y0 (Figure 1, right picture). By the
properties just written, G will have at least one fixed point in the interval (y0, y], and
the iteration process within this interval will always, regardless of the starting point in
this same interval, converge to one such fixed point of G. In this case g will vanish at
such fixed point, and the restriction is active.

Even though the third hypothesis assumed in Theorem 4.1 is weaker than the well-balanced
condition, in practice one would have to check this last requirement which in the one-restriction
case simplifies to the two properties
|∇f | ≤M |∇g| for some M,
∇g(x) = 0 can only occur when g(x) ≤ −r
for some fixed r > 0.
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5. The case of multiple constraints
Once the nature of the algorithm we would like to propose has been clarified with a single
inequality constraint, we want to examine the same strategy for several such conditions. It will
suffice to focus on just two such constraints to be able to figure out the situation with many
more such inequality constraints.
Consider the optimization problem
(5.1) Minimize in x ∈ RN : f(x) subject to g1(x) ≤ 0, g2(x) ≤ 0.
After the situation examined above, we focus on the unconstrained problem
Minimize in x ∈ RN : f(x) + ey1g1(x) + ey2g2(x),
and regard the (local) solution x ≡ x(y1, y2) for yi > 0 as an implicit mapping depending on
y = (y1, y2). We assume that f as well as gi are such that there is no difficulty in finding
x(y1, y2), and that this dependence is continuous, even smooth. After Lemma 4.2, we would like
to use the fundamental information
∇f(x) + ey1g1(x)y1∇g1(x) + ey2g2(x)y2∇g2(x) = 0,
together with the local convexity condition
∇2f(x) + ey1g1(x)[y21∇g1(x)⊗∇g1(x) + y1∇2g1(x)]
+ ey2g2(x)[y22∇g2(x)⊗∇g2(x) + y2∇2g2(x)] ≥ 0,
in the sense of symmetric matrices. One would have then to fix a unit direction n = (n1, n2),
and try to find relevant information much in the same way as we have done with the single
inequality situation. We believe, however, that it is a much more transparent strategy to freeze
alternatively each one of the two multiplier yi, i = 1, 2, and apply the single inequality constraint
with respect to the complementary constraint.
Namely, let y1 ≥ 0 be fixed, and consider the mathematical program
Minimize in x ∈ RN : f(x) + ey1g1(x) subject to g2(x) ≤ 0.
Assume that the hypotheses of Theorem 4.1 permit us to conclude that there is x(1) ≡ x(y1),
and y
(1)
2 ≡ y2(y1) such that
∇f(x(1)) + ey1g1(x(1))y1∇g1(x(1)) + y(1)2 ∇g2(x(1)) = 0,
y
(1)
2 ≥ 0, g2(x(1)) ≤ 0, y(1)2 g2(x(1)) = 0.
Likewise, we would also have x(2) ≡ x(y2), and y(2)1 ≡ y1(y2) such that
∇f(x(2)) + y(2)1 ∇g1(x(2)) + ey2g2(x
(2))y2∇g2(x(2)) = 0,
y
(2)
1 ≥ 0, g1(x(2)) ≤ 0, y(2)1 g1(x(2)) = 0.
This solution would correspond to the problem
Minimize in x ∈ RN : f(x) + ey2g2(x) subject to g1(x) ≤ 0,
again through Theorem 4.1, assuming that the appropriate hypotheses hold. The whole argument
then revolves around ensuring that the graphs of the two functions y2(y1), and y1(y2) meet at
some pair y = (y1, y2), for in this case we would have a vector
x = x(y1, y2) = x
(1)(y1) = x
(2)(y2)
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such that
∇f(x) + y1∇g1(x) + y2∇g2(x) = 0,(5.2)
y ≥ 0, g(x) ≤ 0, y · g(x) = 0, y = (y1, y2),
the optimality conditions for a solution of the mathematical program (5.1). The iterative proce-
dure can be set up in a similar way.
(1) Initialization. Take y0 > 0, and x0 ∈ RN in an arbitrary way. For instance, y0 = 1,
x0 = 0.
(2) Iterative step until convergence. Suppose we have yj , xj .
(a) Solve for the unconstrained optimization problem
Minimize in z ∈ RN : f(z) +
2∑
k=1
ey
(k)
j gk(z)
starting from the intial guess xj . Let xj+1 be such (local) minimizer.
(b) If yj ·g(xj+1) vanishes, stop and take yj as the multiplier of the problem, and xj+1
as the solution of the constrained problem.
(c) If yj · g(xj+1) does not vanish, update
y
(k)
j+1 = e
y
(k)
j gk(xj+1)y
(k)
j
for k = 1, 2.
Keep in mind the two functions y1(y2), and y2(y1), as defined in the discussion above: y1(y2) cor-
responds to the multiplier for the one-dimensional situation (Section 4) with objective functional
f(x) + ey2g2(x), and constraint g1(x) ≤ 0. Similarly for the other one.
Theorem 5.1. Suppose the cost function f : RN → R, and the two components of the constraint
map g : RN → R2 comply with:
(1) they all are smooth, and convex;
(2) the corresponding L(x,y) is coercive in x for every fixed y with (strictly) positive com-
ponents;
(3) the mathematical problem (5.1) is well-balanced.
Then the above algorithm always converges to a solution of (5.2) which is a (global) minimizer
for (5.1).
Proof. Again, we may assume through a standard perturbation argument, and without loss of
generality, that f is strictly convex. In this way, the master function L(x,y) is coercive and
strictly convex in x, for every y > 0, and the mapping taking each y into the unique (global)
minimizer x ≡ x(y) of L(x,y) with respect to x is well-defined, and smooth.
Let us consider the smooth mapping G : R2+ 7→ R2+ carrying y into(
y(k)ey
(k)gk(x(y))
)
k=1,2
.
Our statement is concerned with the fixed points of G.
Because the problem is well-balanced, take y˜ = (y˜1, y˜2) with components large enough, but
definitely with y˜1 > y2(0) ≥ 0, y˜2 > y1(0) ≥ 0, where the functions y1 and y2 have been
introduced above, and such that g(y˜) < 0. Recall that yi(0) is the multiplier associated with the
program
Minimize in x ∈ RN : f(x) subject to gi(x) ≤ 0,
for i = 1, 2.
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We then claim that y˜1 > y1(y˜2), and, similarly, y˜2 > y2(y˜1). Indeed, either y1(y˜2) = 0, and our
first inequality is correct; or else, by definition of y1(y˜2), we should have that g1(y1(y˜2), y˜2) = 0,
while g1(y˜1, y˜2) < 0 by hypothesis. By the discussion with the single-inequality constraint case
in the proof of Theorem 4.1 (right after the proof of Lemma 4.3, item (1)), this implies the claim
y˜1 > y1(y˜2). Likewise, for the other case.
This conclusion, together with the previous choice of y˜, immediately implies that the graphs
of the two functions intersect (at least) in a point (y1, y2) ∈ R2+ (the closure of R2+). As indicated
earlier in the discussion before the statement of the theorem, this intersection point generates a
solution of (5.2). We can even take y˜, with larger components if necessary, so that y˜1 > y1(y2)
for all y2 in the interval [0, y˜2], and y˜2 > y2(y1) for all y1 ∈ [0, y˜1].
Figure 2. The iteration rule for the two-dimensional situation.
Let us now deal with the convergence issue. It is based on the global convergence for the one
dimensional situation, and from this point of view is not difficult to show. Refer to Figure 2.
Because of our final choice of the vector y˜, it is clear that the whole sequence of iterates is
uniformly bounded because each update rule
(5.3) yk 7→ zk = ykeykgk(x), k = 1, 2,
tends to the graph of the corresponding function y2(y1), or y1(y2), for both components, respec-
tively, according to the discussion prior to the statement of the theorem. Indeed if we have a
certain iterate (y,x) where x = x(y), again by the remarks made before the statement of the
theorem, the difference y1 − z1 in (5.3) corresponds to the one-dimensional process when the
second variable y2 is frozen at the value y2. Likewise for the difference y2−z2 when y1 = y1. Be-
cause iterates stay in the fixed box [0, y˜1]× [0, y˜2], we conclude the claimed convergence through
the one-dimensional situation. 
We finally come to the general situation in which we become interested in the general math-
ematical program
(5.4) Minimize in x ∈ RN : f(x) subject to g(x) ≤ 0,
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where g = (gk) : RN → Rm. The fundamental map around which revolves our algorithm
takes a vector of multipliers y = (y(k)) ∈ Rm, y > 0, into a (local) solution x(y) of our basic
unconstrained problem
(5.5) Minimize in x ∈ RN : f(x) +
m∑
k=1
ey
(k)gk(x).
The objective function
L(x,y) = f(x) +
m∑
k=1
ey
(k)gk(x)
of this unconstrained problem is the master function of the problem.
The algorithm has already been described:
(1) Initialization. Take y0 ∈ Rm, y0 > 0, and x0 ∈ RN in an arbitrary way. For instance,
y0 = 1, x0 = 0.
(2) Iterative step until convergence. Suppose we have computed yj , and xj .
(a) Solve the unconstrained optimization problem
Minimize in z ∈ RN : L(z,yj) = f(z) +
m∑
k=1
ey
(k)
j gk(z)
starting from the intial guess xj . Let xj+1 be such (local) minimizer.
(b) If yj · g(xj+1) vanishes, stop, take yj as the multiplier of the problem, and xj+1 as
the solution of the constrained problem.
(c) If yj · g(xj+1) does not vanish, update
y
(k)
j+1 = e
y
(k)
j gk(xj+1)y
(k)
j
for all k = 1, 2, . . . ,m.
The proof of Theorem 1.2 follows exactly the same strategy as with the two-component case.
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