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TORIC RESOLUTION OF SINGULARITIES IN A CERTAIN
CLASS OF C∞ FUNCTIONS AND ASYMPTOTIC ANALYSIS
OF OSCILLATORY INTEGRALS
JOE KAMIMOTO AND TOSHIHIRO NOSE
Abstract. In a seminal work of A. N. Varchenko, the behavior at infinity of
oscillatory integrals with real analytic phase is precisely investigated by using
the theory of toric varieties based on the geometry of the Newton polyhedron
of the phase. The purpose of this paper is to generalize his results to the case
that the phase is contained in a certain class of C∞ functions. The key in our
analysis is a toric resolution of singularities in the above class of C∞ functions.
The properties of poles of local zeta functions, which are closely related to the
behavior of oscillatory integrals, are also studied under the associated situation.
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1. Introduction
In this paper, we investigate the asymptotic behavior of oscillatory integrals, that
is, integrals of the form
(1.1) I(t;ϕ) =
∫
Rn
eitf(x)ϕ(x)dx,
for large values of the real parameter t, where f is a real-valued C∞ smooth function
defined on Rn and ϕ is a complex-valued C∞ smooth function whose support is
contained in a small neighborhood of the origin in Rn. Here f and ϕ are called the
phase and the amplitude, respectively.
By the principle of stationary phase, the main contribution in the behavior of
the integral (1.1) as t → +∞ is given by the local properties of the phase on
neighborhoods of its critical points. When the phase has a nondegenerate critical
point, i.e., the n× n matrix ∇2f is invertible, the Morse lemma implies that there
exists a coordinate where f is locally expressed as x21 + · · · + x2k − x2k+1 − · · · − x2n
with some k, This fact easily gives the asymptotic expansion of I(t;ϕ) through the
computation of Fresnel integrals. On the other hand, the situation at degenerate
critical points is quite different. There are very few cases that direct computations
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are available for the analysis of I(t;ϕ) by using a smooth change of coordinates only.
Up to now, there have been many studies about the degenerate case, which develop
more intrinsic and ingenious methods to see the behavior of I(t;ϕ) (see [38],[34],[35],
[31],[12],[32], [7],[14],[15],[16], [17],[22],[23] [24],[5], [4],[29], etc.). Analogous studies
about oscillatory integral operators are seen in [35],[30],[33],[19],[13],[18], etc.
The following classical results need the hypothesis of the real analyticity of the
phase. By using Hironaka’s resolution of singularities, it is known (c.f. [26],[28])
that I(t;ϕ) admits an asymptotic expansion (see (3.1) in Section 3). More precisely,
Varchenko [38] investigates the leading term of this asymptotic expansion by using
the theory of toric varieties based on the geometry of the Newton polyhedron of
the phase under a certain nondegeneracy condition on the phase (see Theorem 3.1
in Section 3). Since his study, the investigation of the behavior of oscillatory in-
tegrals has been more closely linked with the theory of singularities. Refer to the
excellent exposition [2] for studies in this direction. The investigation under the
nondegeneracy hypothesis has been developed in [8],[9],[6],[7].
In the same paper [38], Varchenko investigates the two-dimensional case in more
detail. When the phase is real analytic, he proves the existence of a good coordinate
system, which is called an adapted coordinate, and gives analogous results without
the nondegeneracy hypothesis by using this coordinate. His proof is based on a two-
dimensional resolution of singularities result. Notice that the adapted coordinate
may not exist in dimensions higher than two. Later, his two-dimensional results have
been improved in [31],[12],[32],[15],[22],[23],[24], which are inspired by the work of
Phong and Stein in their seminal paper [30].
In higher dimensions, recent interesting studies [14],[16],[17],[5] also emphasis the
importance of the relationship between behavior of oscillatory integrals and resolu-
tion of singularities for the phase. Observing these studies and the two-dimensional
works mentioned above, we see that explicit and elementary approaches to the res-
olution of singularities are useful for quantitative investigation of the decay rate of
oscillatory integrals.
In this paper, we generalize the above results of Varchenko [38], under the same
nondegeneracy hypothesis, to the case that the phase is contained in a certain class
of C∞ functions including real analytic functions. This class is denoted by Eˆ(U),
where U is an open neighborhood of the origin in Rn. Under the nondegeneracy
condition, we construct a toric resolution of singularities in the class Eˆ(U). Using
this resolution, we show that I(t;ϕ) has an asymptotic expansion of the same form
as in the real analytic phase case and succeed to generalize the above results of
Varchenko. Moreover, we give an explicit formula of the coefficient of the leading
term of the above asymptotic expansion.
Let us explain the properties of the class Eˆ(U) in more detail. In the above earlier
many investigations, the function γ-part, which corresponds to each face γ of the
Newton polyhedron of the phase, plays an important role. By using summation, the
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γ-part is simply defined as a function for every face γ in the real analytic case. From
the viewpoint of this definition, the γ-part is considered as a formal power series
when γ is noncompact and the phase is only smooth. This γ-part may not become a
function, so it is not useful for our analysis. From convex geometrical points of view
(c.f. [39]), we give another definition of the γ-part, which always becomes a function
defined near the origin (see Section 2.3). This definition is a natural generalization
of that in the real analytic case. We remark that not all smooth functions admit
the γ-part for every face γ of their Newton polyhedra in our sense. The class Eˆ(U)
is defined to be the set of C∞ functions admitting the γ-part for every face γ of its
Newton polyhedron (see Section 2.4). Many kinds of C∞ functions are contained
in this class. In particular, it contains the Denjoy-Carleman quasianalytic classes,
which are interesting classes of C∞ functions and have been studied from various
points of view (c.f. [3],[36]). The most important property of the class Eˆ(U) is
that its element is generated by finite monomials whose powers are contained in its
Newton polyhedron. This property plays a crucial role in the construction of a toric
resolution of singularities in the class Eˆ(U).
There have been many attempts to understand the behavior of oscillatory integrals
with smooth phases. Explicit asymptotic expansions of I(t;ϕ) are computed in the
case of one-dimensional nonflat phases (see the monograph [35]) and in the case
of finite line type convex phases (see [34]). In the two-dimensional case, strong
results are also obtained by using an adapted coordinate, which exists even in the
smooth case, in [15],[22],[23],[24]. (As for analogous studies about oscillatory integral
operators, the one-dimensional case has been completely understood when the phase
is nonflat in [33],[13].) On the other hand, a simple example given by Iosevich and
Sawyer [25] in two dimensions shows that some kind of restriction like the class
Eˆ(U) is necessary to generalize the results of Varchenko directly (see Section 11.4).
The smooth case is difficult to deal with because analytical information of functions
around critical points does not always appear in the geometry of their Newton
polyhedra.
It is known (see, for instance, [21], [2] and Section 10.1 in this paper) that the as-
ymptotic analysis of the oscillatory integral (1.1) can be reduced to an investigation
of the poles of the functions Z±(s;ϕ) (see (5.1) in Section 9), which are similar to
the local zeta function
Z(s;ϕ) =
∫
Rn
|f(x)|sϕ(x)dx,
where f , ϕ are as in (1.1) and f vanishes at a critical point. The substantial analysis
in this paper is to investigate the properties of poles of the local zeta function Z(s;ϕ)
and the above functions Z±(s;ϕ) by using the geometrical properties of the Newton
polyhedron of the function f . We also give new results relating to the poles of these
functions.
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This paper is organized as follows. In Section 2, after explaining some important
notions in convex geometry, we give the definition of Newton polyhedra and explain
related important words in our analysis. Moreover, after generalizing the concept of
the γ-part, we introduce the classes Eˆ [P ](U) and Eˆ(U) of C∞ functions. In Section 3,
we state main results relating to oscillatory integrals. Some parts of the results are
new even when the phase is real analytic. In Section 4, we consider elementary
convex geometrical properties of polyhedra, which are useful in this paper. In Sec-
tion 5, basic properties of generalized γ-part are investigated. In Section 6, more
detailed properties of the class Eˆ(U) are investigated, which play important roles in
the resolution of singularities. In Section 7, we overview the method to construct
toric varieties from a given polyhedron. In Section 8, we construct a resolution of
singularities in the class Eˆ(U) under the nondegeneracy condition in [38]. In Sec-
tion 9, we investigate the properties of poles of the local zeta function Z(s;ϕ) and the
functions Z±(s;ϕ) by using the resolution of singularities constructed in Section 8.
In Section 10, we give proofs of theorems on the behavior of oscillatory integrals
stated in Section 3. Furthermore, we give explicit formulae for the leading term of
the asymptotic expansion of I(t;ϕ). In Section 11, we give concrete computations
for some examples, which are not directly covered in earlier investigations.
Notation and symbols.
(i) We denote by Z+,Q+,R+ the subsets consisting of all nonnegative numbers
in Z,Q,R, respectively. For s ∈ C, ℜ(s) expresses the real part of s.
(ii) We use the multi-index as follows. For x = (x1, . . . , xn), y = (y1, . . . , yn) ∈
Rn, α = (α1, . . . , αn) ∈ Zn+, define
|x| =
√
|x1|2 + · · ·+ |xn|2, 〈x, y〉 = x1y1 + · · ·+ xnyn,
xα = xα11 · · ·xαnn , ∂α =
(
∂
∂x1
)α1
· · ·
(
∂
∂xn
)αn
,
〈α〉 = α1 + · · ·+ αn, α! = α1! · · ·αn! (0! = 1! = 1).
(iii) For A,B ⊂ Rn and c ∈ R, we set
A+B = {a+ b ∈ Rn; a ∈ A and b ∈ B}, c · A = {ca ∈ Rn; a ∈ A}.
(iv) For a finite set A, #A means the cardinality of A.
(v) For a nonnegative real number r and a subset I in {1, . . . , n}, the map
T rI : R
n → Rn is defined by
(1.2) (z1, . . . , zn) = T
r
I (x1, . . . , xn) with zj :=
{
r for j ∈ I,
xj otherwise.
We define TI := T
0
I . For a set A in R
n, the image of A by TI is denoted by
TI(A). When A = R
n or Zn+, its image is expressed as
(1.3) TI(A) = {x ∈ A; xj = 0 for j ∈ I}.
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(vi) For a C∞ function f , we denote by Supp(f) the support of f , i.e., Supp(f)=
{x ∈ Rn; f(x) 6= 0}.
(vii) For x ∈ R, α > 0, the value of e−1/|x|α at the origin is defined by 0. Then
e−1/|x|
α
is a C∞ function defined on R.
2. Newton polyhedra and the classes Eˆ [P ](U) and Eˆ(U)
2.1. Polyhedra. Let us explain fundamental notions in the theory of convex poly-
hedra, which are necessary for our study. Refer to [39] for general theory of convex
polyhedra.
For (a, l) ∈ Rn × R, let H(a, l) and H+(a, l) be a hyperplane and a closed half
space in Rn defined by
H(a, l) := {x ∈ Rn; 〈a, x〉 = l},
H+(a, l) := {x ∈ Rn; 〈a, x〉 ≥ l},(2.1)
respectively. A (convex rational) polyhedron is an intersection of closed halfspaces:
a set P ⊂ Rn presented in the form P = ⋂Nj=1H+(aj, lj) for some a1, . . . , aN ∈ Zn
and l1, . . . , lN ∈ Z.
Let P be a polyhedron in Rn. A pair (a, l) ∈ Zn ×Z is said to be valid for P if P
is contained in H+(a, l). A face of P is any set of the form F = P ∩H(a, l), where
(a, l) is valid for P . Since (0, 0) is always valid, we consider P itself as a trivial face
of P ; the other faces are called proper faces. Conversely, it is easy to see that any
face is a polyhedron. Considering the valid pair (0,−1), we see that the empty set
is always a face of P . Indeed, H+(0,−1) = Rn, but H(0,−1) = ∅. The dimension
of a face F is the dimension of its affine hull of F (i.e., the intersection of all affine
flats that contain F ), which is denoted by dim(F ). The faces of dimensions 0, 1 and
dim(P ) − 1 are called vertices, edges and facets, respectively. The boundary of a
polyhedron P , denoted by ∂P , is the union of all proper faces of P . For a face F ,
∂F is similarly defined.
2.2. Newton polyhedra. Let f be a real-valued C∞ function defined on an open
neighborhood of the origin in Rn. Denote by fˆ(x) the Taylor series of f at the
origin, i.e.,
fˆ(x) =
∑
α∈Zn+
cαx
α with cα =
∂αf(0)
α!
.
The Newton polyhedron of f is the integral polyhedron:
Γ+(f) = the convex hull of the set
⋃{α + Rn+; cα 6= 0} in Rn+
(i.e., the intersection of all convex sets which contain
⋃{α + Rn+;α ∈ Sf}). It is
known (cf. [39]) that the Newton polyhedron Γ+(f) is a polyhedron. The union of
the compact faces of the Newton polyhedron Γ+(f) is called the Newton diagram
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Γ(f) of f , while the boundary of Γ+(f) is denoted by ∂Γ+(f). The principal part of
f is defined by f∗(x) =
∑
α∈Γ(f)∩Zn+
cαx
α. Note that Γ+(f) = Γ+(f∗).
A C∞ function f is said to be convenient if the Newton polyhedron Γ+(f) inter-
sects all the coordinate axes.
We assume that f is nonflat, i.e., Γ+(f) 6= ∅. Let q∗ be the point at which the line
α1 = · · · = αn in Rn intersects the boundary of Γ+(f). The coordinate of q∗ is called
the Newton distance of Γ+(f), which is denoted by d(f), i.e., q∗ = (d(f), . . . , d(f)).
The face whose relative interior contains q∗ is called the principal face of Γ+(f),
which is denoted by τ∗. The codimension of τ∗ is called the Newton multiplicity of
Γ+(f), which is denoted by m(f). Here, when q∗ is a vertex of Γ+(f), τ∗ is the point
q∗ and m(f) = n.
2.3. The γ-part. Let f be a real-valued C∞ function on an open neighborhood
V of the origin in Rn, P ⊂ Rn+ a nonempty polyhedron containing Γ+(f) and γ a
face of P . Note that this polyhedron P satisfies the condition P + Rn+ ⊂ P , which
will be shown in Lemma 4.1, below. We say that f admits the γ-part on an open
neighborhood U ⊂ V of the origin if for any x ∈ U the limit:
(2.2) lim
t→0
f(ta1x1, . . . , t
anxn)
tl
exists for all valid pairs (a, l) = (a1, . . . , an, l) ∈ Zn+×Z+ defining γ (i.e., H(a, l)∩P =
γ). Proposition 5.2 (iii), below, implies that when f admits the γ-part, the above
limits take the same value for any (a, l), which is denoted by fγ(x). We consider fγ
as the function on U , which is called the γ-part of f on U .
Remark 2.1. We give many remarks on the γ-part. Some of them are not trivial
and they will be shown later.
(i) The readers might feel that “all” is too strict in the above definition of the
admission of the γ-part. Actually, even if “all” is replaced by “some” in
the definition, this exchange does not affect the analysis in this paper. This
subtle issue will be discussed in Section 6.4.
(ii) If f admits the γ-part fγ on U , then fγ has the quasihomogeneous property:
(2.3) fγ(t
a1x1, . . . , t
anxn) = t
lfγ(x) for t ∈ (0, 1] and x ∈ U,
where (a, l) is a valid pair defining γ (see Lemma 5.4 (i)).
(iii) The above γ-part fγ is a C
∞ function defined on U (see Proposition 5.2
(iv)). Moreover, the above quasihomogeneity (2.3) implies that fγ can be
uniquely extended to a C∞ function with the property (2.3) defined on much
wider regions (see Lemma 5.4 (ii)). This function is also denoted by fγ.
(iv) When γ = P , f always admits the γ-part on V and fP = f . In fact, consider
the case when (a, l) = (0, 0).
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(v) When γ is contained in some coordinate plane, f always admits the γ-part
on V . Indeed, for any pair (a, l) defining γ, we have l = 0 and the limit
(2.2) always exists.
(vi) For a compact face γ of Γ+(f), f always admits the γ-part near the origin
and fγ(x) equals the polynomial
∑
α∈γ∩Zn+
cαx
α, which coincides with the
definition of the γ-part of f in [38],[2] (see Proposition 5.2 (iii)).
(vii) Let γ be a noncompact face of Γ+(f). If f admits the γ-part fγ on U , then
the Taylor series at the origin of fγ is
∑
α∈γ∩Zn+
cαx
α (see Lemma 5.3).
(viii) If f is real analytic on V and γ is a face of Γ+(f), then f admits the γ-part fγ
on U and, moreover, fγ is equal to a convergent power series
∑
α∈γ∩Zn+
cαx
α
on U (see Lemma 5.3).
(ix) An example, which shows the case of non-admission of the γ-part, will be
given in Section 2.5. This example also indicates that for a face γ of P , the
condition γ ∩ Γ+(f) = ∅ does not always mean that f admits the γ-part:
fγ ≡ 0.
2.4. The classes Eˆ [P ](U) and Eˆ(U). Let P ⊂ Rn+ be a polyhedron (possibly an
empty set) satisfying P + Rn+ ⊂ P if P 6= ∅ and U an open neighborhood of the
origin. Denote by E [P ](U) the set of C∞ functions defined on U whose Newton
polyhedra are contained in P . Moreover, when P 6= ∅, we denote by Eˆ [P ](U) the
set of the elements f of E [P ](U) admitting the γ-part on U for any face γ of P . We
set Eˆ [∅](U) = {0}, i.e., the set consisting of only the function identically equaling
zero on U . We define
Eˆ(U) = {f ∈ C∞(U); f ∈ Eˆ [Γ+(f)](U)}.
Remark 2.2. In the definition of Eˆ [P ](U), “any face” can be replaced by “any non-
compact facet” (see Section 6.4).
Remark 2.3. The class Eˆ(U) contains many kinds of C∞ functions. Here U is a
small open neighborhood of the origin in Rn.
(i) The function identically equaling zero on U is contained in Eˆ(U). This easily
follows from the definition.
(ii) Every real analytic function defined on U belongs to Eˆ(U). This follows
from Remark 2.1 (viii).
(iii) Every convenient C∞ function defined on U belongs to Eˆ(U). This follows
from Remark 2.1 (v), (vi).
(iv) In the one-dimensional case, every nonflat C∞ function defined on U belongs
to Eˆ(U). This is a particular case of the above (iii).
(v) The Denjoy-Carleman classes EM(U) are contained in Eˆ(U). See Proposi-
tion 6.10.
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Remark 2.4. Tougeron [37] shows that if a C∞ function f has a critical point of
“finite multiplicity” (see [1], p121), then f can be expressed as a polynomial around
the critical point by using smooth coordinate changes. But, there are many elements
in Eˆ(U) or Eˆ [P ](U) do not satisfy this hypothesis. (Our classes contain all real
analytic functions.)
Remark 2.5. The classes Eˆ [P ](U) and Eˆ(U) are useful for the investigation of the
behavior of weighted oscillatory integrals:
I˜(t;ϕ) =
∫
Rn
eitf(x)g(x)ϕ(x)dx,
where f, ϕ are the same as in (1.1) and g is a weight function satisfying some con-
ditions (see [27],[29]).
More detailed properties of the classes Eˆ [P ](U) and Eˆ(U) are investigated in
Section 6 below.
2.5. An example. Let us consider the following two-dimensional example.
fk(x) = fk(x1, x2) = x
2
1x
2
2 + x
k
1e
−1/x22 , k ∈ Z+;
P = {(α1, α2) ∈ R2+;α1 ≥ 1, α2 ≥ 1}.
(2.4)
Of course, fk is not real analytic around the origin. The set of the proper faces of
Γ+(fk) and P consists of γ1, γ2, γ3 and τ1, τ2, τ3, where
γ1 = {(2, α2);α2 ≥ 2}, γ2 = {(2, 2)}, γ3 = {(α1, 2);α1 ≥ 2},
τ1 = {(1, α2);α2 ≥ 1}, τ2 = {(1, 1)}, τ3 = {(α1, 1);α1 ≥ 1}.(2.5)
It is easy to see that if j = 2, 3, then fk admits the γj-part and τj-part near the
origin for all k ∈ Z+ and they are written as (fk)γ2(x) = (fk)γ3(x) = x21x22 and
(fk)τ2(x) = (fk)τ3(x) ≡ 0. Consider the γ1-part and τ1-part of fk for k ∈ Z+. The
situation depends on the parameter k as follows.
• (f0)γ1 and (f0)τ1 cannot be defined.
• (f1)γ1 cannot be defined but (f1)τ1(x) = x1e−1/x22 .
• (f2)γ1(x) = f(x) and (f2)τ1(x) ≡ 0.
• If k ≥ 3, then fγ1(x) = x21x22 and fτ1(x) ≡ 0.
From the above, we see that fk ∈ Eˆ(U) if and only if k ≥ 2; fk ∈ Eˆ [P ](U) if and only
if k ≥ 1. Notice that τ1 ∩ Γ+(f1) = ∅ but (f1)τ1(x) = x1e−1/x22 6≡ 0 (see Remark 2.1
(ix)).
3. Main results
Let us explain our results relating to the behavior of the oscillatory integral I(t;ϕ)
in (1.1) as t→ +∞.
Throughout this section, the functions f , ϕ satisfy the following conditions. Let
U be an open neighborhood of the origin in Rn.
10 JOE KAMIMOTO AND TOSHIHIRO NOSE
(A) f : U → R is a C∞ smooth function satisfying that f(0) = 0, ∇f(0) =
(0, . . . , 0) and Γ+(f) 6= ∅;
(B) ϕ : Rn → C is a C∞ smooth function whose support is contained in U .
3.1. Known results. As mentioned in the Introduction, by using Hironaka’s res-
olution of singularities [20], an asymptotic expansion for I(t;ϕ) is obtained (c.f.
[26],[28]). To be more specific, if f is real analytic on U and the support of ϕ is
contained in a sufficiently small neighborhood of the origin, then the integral I(t;ϕ)
has an asymptotic expansion of the form
(3.1) I(t;ϕ) ∼
∑
α
n∑
k=1
Cαk(ϕ)t
α(log t)k−1 as t→ +∞,
where α runs through a finite number of arithmetic progressions, not depending
on the amplitude ϕ, which consist of negative rational numbers. We are interested
in the largest α occurring in the asymptotic expansion (3.1). Let S(f) be the set
of pairs (α, k) such that for each neighborhood of the origin in Rn, there exists
a C∞ function ϕ with support in this neighborhood for which Cαk(ϕ) 6= 0 in the
asymptotic expansion (3.1). We denote by (β(f), η(f)) the maximum of the set
S(f) under the lexicographic ordering, i.e., β(f) is the maximum of values α for
which we can find k so that (α, k) belongs to S(f); η(f) is the maximum of integers
k satisfying that (β(f), k) belongs to S(f). We call β(f) the oscillation index of f
and η(f) the multiplicity of its index. (This multiplicity, less one, is equal to the
corresponding multiplicity in [2], p183.)
The oscillation index and its multiplicity are precisely estimated or determined by
Varchenko in [38] and Arnold, Gusein-Zade and Varchenko [2]. Their investigations
need the following condition. A C∞ function f is said to be nondegenerate over R
with respect to the Newton polyhedron Γ+(f) if for every compact face γ of Γ+(f),
the polynomial fγ satisfies
(3.2) ∇fγ =
(
∂fγ
∂x1
, . . . ,
∂fγ
∂xn
)
6= (0, . . . , 0) on the set U ∩ (R \ {0})n.
Theorem 3.1 ([38],[2]). Suppose that f is real analytic on U and is nondegenerate
over R with respect to its Newton polyhedron. Then one has the following:
(i) The progression {α} in (3.1) belongs to finitely many arithmetic progres-
sions, which are obtained by using the theory of toric varieties based on the
geometry of the Newton polyhedron Γ+(f). (See Remark 3.4, below.)
(ii) β(f) ≤ −1/d(f).
(iii) If at least one of the following three conditions is satisfied:
(a) d(f) > 1;
(b) f is nonnegative or nonpositive on U ;
(c) 1/d(f) is not an odd integer and fτ∗ does not vanish on U ∩ (R \ {0})n,
then β(f) = −1/d(f) and η(f) = m(f).
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Remark 3.2. In the assertion (iii), more precise situation for amplitudes is seen as
follows. If ℜ(ϕ(0)) > 0 (resp. ℜ(ϕ(0)) < 0) and ℜ(ϕ) is nonnegative (resp. nonpos-
itive) on U and the support of ϕ is contained in a sufficiently small neighborhood of
the origin, then we have limt→∞ t
1/d(f)(log t)−m(f)+1 ·I(t;ϕ) 6= 0. Here ℜ(·) expresses
the real part.
3.2. Our results. Let us explain our results. They need the following condition:
(C) f belongs to the class Eˆ(U) and is nondegenerate over R with respect to its
Newton polyhedron.
Since Hironaka’s resolution theorem requires the hypothesis of the real analyticity,
the existence of the asymptotic expansion of I(t;ϕ) is not trivial in the smooth phase
case.
Theorem 3.3. If f satisfies the condition (C) and the support of ϕ is contained
in a sufficiently small neighborhood of the origin, then I(t;ϕ) admits an asymptotic
expansion of the form (3.1), where {α} belongs to the same progressions as in the
case that the phase is f∗, which is the principal part of f . (Since f∗ is a polynomial,
the progressions can be exactly constructed as in [38].)
Remark 3.4. To be more specific, the above set {α} belongs to the following set:
(3.3)
{
−〈a〉+ ν
l(a)
; ν ∈ Z+, a ∈ Σ˜(1)
}
∪ (−N),
where l(a) and Σ˜(1) are as in Theorem 9.1 in Section 9. We remark that l(a) and
Σ˜(1) are determined by the geometry of Γ+(f) = Γ+(f∗) only.
Since the existence of the asymptotic expansion of the form (3.1) has been shown
in the above theorem, the oscillatory index β(f) and its multiplicity η(f) for a given
f satisfying the condition (C) are defined in a similar fashion to the real analytic
case.
The following theorem, which generalizes the assertion (ii) in Theorem 3.1, gives
an accurate decay estimate for I(t;ϕ) by using the Newton distance d(f) and its
multiplicity η(f).
Theorem 3.5. If f satisfies the condition (C) and the support of ϕ is contained in
a sufficiently small neighborhood of the origin, then there exists a positive constant
C(ϕ) depending on ϕ but being independent of t such that
(3.4) |I(t;ϕ)| ≤ C(ϕ)t−1/d(f)(log t)m(f)−1 for t ≥ 1.
This implies β(f) ≤ −1/d(f).
Remark 3.6. The above theorem is not only a generalization to (ii) in Theorem 3.1
but also is a slightly stronger result even if f is real analytic. Indeed, from the
argument in [38],[2], the estimate |I(t;ϕ)| ≤ C˜(ϕ)t−1/d(f)(log t)m(f) for t ≥ 1 with
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C˜(ϕ) > 0 is obtained, but more delicate computation of coefficients in the asymp-
totic expansion (3.1) can improve this estimate.
Next, let us consider the case that the equations β(f) = −1/d(f) and η(f) = m(f)
hold. The following theorem generalizes the assertion (iii) in Theorem 3.1.
Theorem 3.7. If f satisfies the condition (C) and at least one of the following three
conditions is satisfied:
(a) d(f) > 1;
(b) f is nonnegative or nonpositive on U ;
(c) 1/d(f) is not an odd integer and fτ∗ does not vanish on U ∩ (R \ {0})n,
then the equations β(f) = −1/d(f) and η(f) = m(f) hold.
Remark 3.8. Even if the principal face τ∗ is not compact, the τ∗-part of f is realized
as a smooth function from the condition (C).
Remark 3.9. The condition of amplitudes, which attain the above equalities, is the
same as in Remark 3.2.
Remark 3.10. Under the hypotheses in the above theorem, we will give explicit
formulae for the coefficient of the leading term of the asymptotic expansion (3.1)
(see Theorem 10.1 in Section 10). Related results have been obtained in [34] for
convex finite line type phases, in [6],[7] for real analytic phases, in [15] for phases in
two dimensions.
4. Lemmas on polyhedra
Every polyhedron treated in this paper satisfies a condition in the following
lemma.
Lemma 4.1. Let P ⊂ Rn be a polyhedron. Then the following conditions are
equivalent.
(i) P + Rn+ ⊂ P ⊂ Rn+;
(ii) There exists a finite set of pairs {(aj, lj)}Nj=1 ⊂ Zn+ × Z+ such that P =⋂N
j=1H
+(aj, lj);
(iii) There exists a finite set of pairs {(bj, mj)}Mj=1 ⊂ Zn+ × Z+ such that P =⋂M
j=1H
+(bj , mj) and P ∩H(bj , mj) is a facet of P for all j.
Proof. (i) =⇒ (ii). Suppose that (ii) does not hold. From the definition of the
polyhedron, P is expressed as P =
⋂N
j=1H
+(aj , lj) with (a
j , lj) ∈ Zn × Z. Here, it
may be assumed that the set A := {(aj, lj)}Nj=1 satisfies that P ∩H(aj , lj) 6= ∅ for
all j. If (a, l) ∈ A belongs to Zn+ × (−N), then P ∩H(a, l) = ∅. On the other hand,
if there exists (a, l) ∈ A with a ∈ Zn \ Zn+, then the nonempty face γ := P ∩H(a, l)
satisfies γ + Rn+ 6⊂ H+(a, l), which implies P + Rn+ 6⊂ P .
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(ii) =⇒ (i). This implication easily follows from the following: For any (a, l) ∈
Zn+ × Z+, if α ∈ H+(a, l), then α+ Rn+ ⊂ H+(a, l).
(iii) =⇒ (ii). Obvious.
(ii) =⇒ (iii). This can be shown by using the Representation theorem for
polytopes in [39] (Theorem 2.15, p. 65), which can be easily generalized to the case
of polyhedra. 
Hereafter in this section, we assume that P + Rn+ ⊂ P . For a face γ of P , we
define the subsets in {1, . . . , n} as
(4.1) V (γ) = {k; γ + R+ek ⊂ γ} and W (γ) = {1, . . . , n} \ V (γ),
where ek = (0, . . . , 1, . . . , 0).
Lemma 4.2. Let k be in {1, . . . , n}. Then the following conditions are equivalent.
(i) k ∈ V (γ);
(ii) There exists a point α ∈ γ such that α + R+ek ⊂ γ;
(iii) For any valid pair (a, l) = (a1, . . . , an, l) defining γ, ak = 0.
Proof. (i) =⇒ (ii). Obvious.
(ii) =⇒ (iii). Let (a, l) be an arbitrary valid pair defining γ. Considering that
α ∈ H(a, l) means that α is a solution of the equation 〈a, α〉 = l, we easily see that
the following conditions are equivalent:
(i′) H(a, l) + Rek ⊂ H(a, l);
(ii′) There exists a point α ∈ H(a, l) such that α + R+ek ⊂ H(a, l);
(iii′) ak = 0.
Since (ii) implies (ii′), the desired implication is shown.
(iii) =⇒ (i). By using the above equivalences and the condition P + Rn+ ⊂ P ,
this implication is shown as follows.
γ + R+ek ⊂ (P ∩H(a, l)) + R+ek
⊂ (P + Rn+) ∩ (H(a, l) + Rek) ⊂ P ∩H(a, l) = γ.

As a corollary of the above lemma, we easily obtain the following. The proofs are
omitted.
Lemma 4.3. A face γ of P is compact if and only if V (γ) = ∅.
Lemma 4.4. Let γ be a nonempty face of P . For any valid pair (a, l) = (a1, . . . , an, l)
defining γ, the following equations hold:
(4.2) V (γ) = {k; ak = 0}, W (γ) = {k; ak 6= 0}.
(These equations mean that the set {k; ak = 0} is independent of the chosen valid
pair defining γ.)
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5. Remarks on the γ-part
Throughout this section, we assume that f is a C∞ function defined on an open
neighborhood U of the origin in Rn, whose Taylor series is
∑
α cαx
α, and P ⊂ Rn+ is
a polyhedron containing the Newton polyhedron Γ+(f).
The following lemma is “Taylor’s formula”, which is useful for the analysis below.
Lemma 5.1. Let V,W be subsets in {1, . . . , n} such that the disjoint union of V
and W is {1, . . . , n}. Then, f can be expressed as follows: For any N ∈ N,
(5.1) f(x) =
∑
α∈AV (N)
1
α!
(∂αf)(TW (x))x
α +
∑
α∈BV (N)
Rα(x)x
α for x ∈ U,
where
Rα(x) =
N
α!
∫ 1
0
(1− t)N−1(∂αf)(tTV (x) + TW (x))dt
and
(5.2) AV (N) := {α ∈ TV (Zn+); 〈α〉 < N}, BV (N) := {α ∈ TV (Zn+); 〈α〉 = N}.
Here TV (Z
n
+) = {α ∈ Zn+;αj = 0 for j ∈ V } as in (1.3).
Proof. For ϕ ∈ C∞((−δ, 1 + δ)) with δ > 0, the integration by part gives
ϕ(1) =
l∑
k=0
ϕ(k)(0)
k!
+
1
l!
∫ 1
0
(1− t)lϕ(l+1)(t)dt.
Applying ϕ(t) = f(tTV (x) + TW (x)) to the above formula, we can easily obtain the
lemma. 
Hereafter, let V := V (γ) and W :=W (γ). We use the following symbols:
HV (a, l) := TV (H(a, l)) ∩ Zn+ (= H(a, l) ∩ TV (Zn+));
H+V (a, l) := TV (H
+(a, l)) ∩ Zn+ (= H+(a, l) ∩ TV (Zn+));
γV := TV (γ) ∩ Zn+.
(5.3)
Note that the sets HV (a, l) and γV are finite.
Using Lemma 5.1, we easily see the following fundamental properties of the γ-part.
Proposition 5.2. (i) If γ is a compact face of P , then f admits the γ-part on
U .
(ii) If f is real analytic on U , then f admits the γ-part on U for any nonempty
face γ of P .
(iii) If f admits the γ-part on U , then the limits (2.2) take the same value for
all valid pairs (a, l) defining γ. The value of these limits can be expressed as
(5.4) fγ(x) =
∑
α∈γV
1
α!
(∂αf)(TW (x))x
α for x ∈ U,
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where V = V (γ) and W =W (γ). In particular, if γ is a compact face, then
fγ(x) =
∑
α∈γ cαx
α for x ∈ U .
(iv) The above fγ is a C
∞ function defined on U . (If f is real analytic on U ,
then so is fγ.)
Proof. By using Lemma 5.1, we have (5.1), where N ∈ N satisfies the condition
HV (a, l) ⊂ AV (N). Noticing that the following equation holds:
(5.5) TW (t
a1x1, . . . , t
anxn) = TW (x) for t ∈ [0, 1], x ∈ U,
we have
f(ta1x1, . . . , t
anxn) =
∑
α∈AV (N)
1
α!
(∂αf)(TW (x))x
αt〈a,α〉
+
∑
α∈BV (N)
Rα(t
a1x1, . . . , t
anxn)x
αt〈a,α〉,
(5.6)
When γ is compact (equivalently V (γ) = ∅), the first summation of the right hand
side of (5.6) is
∑
α∈A(N) cαx
αt〈a,α〉, where A(N) = {α ∈ Zn+; 〈α〉 < N}. On the other
hand, consider the case that f is real analytic on U and γ is a general nonempty
face of P . Since ∂αf is also real analytic on U for any α ∈ Zn+, it follows from
the shape of the Newton polyhedron of f and the quasianalytic property (see (6.6)
in Section 6) that (∂αf)(TW (x)) in (5.6) vanishes on U for α ∈ AV (N) satisfying
〈a, α〉 < l. In these two cases, we see that the limits (2.2) always exist by using the
condition HV (a, l) ⊂ AV (N), which shows (i) and (ii).
Next, suppose that f admits the γ-part on U . Since 〈a, α〉 > l holds for α ∈
BV (N) from the condition HV (a, l) ⊂ AV (N), the existence of the limit (2.2) im-
plies that (∂αf)(TW (x)) in (5.6) must vanish for α ∈ AV (N) satisfying 〈a, α〉 < l.
Moreover, we see that the limit (2.2) is equal to (5.4), which implies (iii). From the
form of (5.4), (iv) is easily obtained. 
By using the expression of fγ in (5.4), we see the following two properties of fγ .
Lemma 5.3. Let f admit the γ-part fγ on U and let γ be a face of P . Then the
Taylor series of fγ at the origin is
∑
α∈γ∩Zn+
cαx
α. In particular, if f is real analytic
on U , then fγ is equal to the convergent power series
∑
α∈γ∩Zn+
cαx
α on U .
Proof. To prove the above, it suffices to show the following:
(∂βfγ)(0) =
{
(∂βf)(0) if β ∈ γ ∩ Zn+,
0 if β ∈ Zn+ \ γ.
16 JOE KAMIMOTO AND TOSHIHIRO NOSE
If β ∈ γ ∩ Zn+, then
(∂βfγ)(x) =
∑
α∈γV
1
α!
· (∂TV (β)∂αf)(TW (x)) · (∂TW (β)xα)
=
1
α!
· (∂TV (β)∂TW (β)f)(TW (x)) · α! = (∂βf)(TW (x)).
Indeed, the value of ∂βxα at the origin is α! if α = β or it vanishes otherwise. If
β ∈ Zn+ \ γ, then a similar computation gives (∂βfγ)(0) = 0. 
Lemma 5.4. Let f admit the γ-part fγ on U . Let (a, l) = (a1, . . . , an, l) ∈ Zn+×Z+
be a valid pair defining γ. Then we have the following:
(i) fγ has the quasihomogeneous property:
(5.7) fγ(t
a1x1, . . . , t
anxn) = t
lfγ(x) for t ∈ (0, 1] and x ∈ U,
(ii) fγ can be uniquely extended to be a C
∞ function defined on the set U ∪(⋃
|r|<δ T
r
V (γ)(R
n)
)
with the property (5.7), where δ is a positive number.
This extended function is also denoted by fγ.
Proof. The expression (5.4) in Proposition 5.2 and the equation (5.5) give the above
quasihomogeneous property in (i). The assertion (ii) easily follows from (i). 
6. Properties of Eˆ [P ](U) and Eˆ(U)
Throughout this section, every polyhedron P ⊂ Rn+ always satisfies that P+Rn+ ⊂
P if P 6= ∅. Let U be an open neighborhood of the origin in Rn.
6.1. Elementary properties. From the definitions of Eˆ [P ](U) and Eˆ(U), the fol-
lowing properties can be directly seen, so we omit the proofs.
Proposition 6.1. The classes E [P ](U), Eˆ [P ](U) and Eˆ(U) have the following prop-
erties:
(i) When n = 1 and P = [p,∞) with p ∈ Z+,
(a) E [P ](U) = Eˆ [P ](U) = {xαψ(x); α− p ∈ Z+, ψ ∈ C∞(U)},
(b) Eˆ(U) = {xαψ(x); α ∈ Z+, ψ ∈ C∞(U) with ψ(0) 6= 0}
(= {f ∈ C∞(U); Γ+(f) 6= ∅}.)
(ii) Eˆ [Rn+](U) = E [Rn+](U) = C∞(U).
(iii) If P1, P2 ⊂ Rn+ are polyhedra with P1 ⊂ P2, then E [P1](U) ⊂ E [P2](U) and
Eˆ [P1](U) ⊂ Eˆ [P2](U).
(iv) Cω(U) ∩ E [P ](U) ⊂ Eˆ [P ](U) ⊂ E [P ](U). In particular, Cω(U) ⊂ Eˆ(U) ⊂
C∞(U).
(v) E [P ](U) and Eˆ [P ](U) are ideals of C∞(U).
Remark 6.2. Unfortunately, the class Eˆ(U) is not closed in the following sense.
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(i) (Summation.) Consider the following two-dimensional example: f(x) =
x1 + x
2
1 + x1e
−1/x22 ; g(x) = −x1. It is easy to see that f, g ∈ Eˆ(U), but
f + g 6∈ Eˆ(U).
(ii) (Change of coordinates.) Consider the following two-dimensional example:
f(x1, x2) = (x1−x2)2+e−1/x22 . The diffeomorphism x = ψ(y) defined around
the origin is defined by x1 = y1 + y2 and x2 = y2. It is easy to see that
f ∈ Eˆ(U), but f ◦ ψ 6∈ Eˆ(ψ−1(U)).
6.2. Equivalent conditions. The following is an important characterization of
the class Eˆ [P ](U), which is considered as a generalization of the property (i-a) in
Proposition 6.1. Denote by S[P ] the set of finite sets in P ∩ Zn+.
Proposition 6.3. If P is a nonempty polyhedron, then the following conditions are
equivalent.
(i) f belongs to the class Eˆ [P ](U);
(ii) There exist S ∈ S[P ] and ψp ∈ C∞(U) for p ∈ S such that
(6.1) f(x) =
∑
p∈S
xpψp(x).
Note that the above expression is not unique.
Proof. It suffices to show the assertion in the proposition in the case of the polyhe-
dron: P ∩H+(a, l) for any (a, l) ∈ Zn+×Z+ instead of P under the assumption that
the assertion is satisfied in the case of P . Indeed, since every polyhedron is defined
as an intersection of finitely many closed half spaces, an inductive argument gives
the proof of the above proposition. Note that the case when P = Rn+ is obvious.
Since the implication (ii) =⇒ (i) is easy, we only show the implication (i) =⇒ (ii).
Now, let us assume that f(x) can be expressed as in (6.1). Let a pair (a, l) =
(a1, . . . , an, z) ∈ Zn+ × Z+ be fixed.
Using Lemma 5.1 with V = V (γ) and W = W (γ), we have
(6.2) ψp(x) =
∑
α∈AV (N)
Cpα(TW (γ)(x))x
α +
∑
α∈BV (N)
Rpα(x)x
α,
where Cpα, Rpα ∈ C∞(U) and N ∈ N satisfies the condition: HV (a, l) ⊂ AV (N).
Substituting (6.2) into (6.1), we have
f(x) =
∑
p∈S,α∈AV (N)
Cpα(TW (γ)(x))x
p+α +
∑
p∈S,α∈BV (N)
Rpα(x)x
p+α
=: f1(x) + f2(x).
If α ∈ BV (N), then the relationship HV (a, l) ⊂ AV (N) implies p + α ∈ H+V (a, l).
Therefore, it suffices to show the following: Under the assumption that the limit in
(2.2) exists, the coefficients Cpα(TW (γ)(x)) in f1(x) vanish on U , if p+α 6∈ H+V (a, l).
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First, let us give an estimate for the function f2(x). A simple computation gives
f2(t
a1y1, . . . , t
anyn) =
∑
p∈S,α∈BN
Cpα(t
a1y1, . . . , t
anyn)t
〈a,p+α〉yp+α
for y ∈ U and t ∈ (0, δ). The condition: HV (a, l) ⊂ AV (N) implies that 〈a, TV (γ)(α)〉 ≥
l+ǫ with some positive number ǫ for α ∈ BV (N). Thus 〈a, p+α〉 ≥ 〈a, p〉+l+ǫ ≥ l+ǫ
hold for p ∈ S and α ∈ BV (N). From the above equation, there exist positive num-
bers C and δ such that
(6.3) f2(t
a1y1, . . . , t
anyn) ≤ Ctl+ǫ
for y ∈ U and t ∈ (0, δ).
Next, let us consider the function f1(x). Noticing (5.5), we have
f1(t
a1y1, . . . , t
anyn) =
∑
p∈S,α∈AN
Cpα(TW (γ)(y))t
〈a,p+α〉yp+α.
By using the estimate (6.3), the condition: HV (a, l) ⊂ AV (N) implies that Cpα(TW (γ)(y))
must vanish on the set U if p+ α 6∈ H+(a, l). 
Proposition 6.3 implies that the class Eˆ [P ](U) can be written in the form
Eˆ [P ](U) =
{∑
p∈S
xpψp(x);S ∈ S[P ], ψp ∈ C∞(U) for p ∈ S
}
.
Next, let us consider an analogous problem in the case of Eˆ(U). It seems difficult to
express this class in such a simple form. For a polyhedron P ⊂ Rn+, denote by V(P )
the set of vertices of P .
Lemma 6.4. If f belongs to the class Eˆ(U), then f is expressed as f(x) =∑p∈S xpψp(x),
where S ∈ S[Γ+(f)] and ψp ∈ C∞(U). Moreover, S contains V(Γ+(f)) and ψp(0) 6=
0 if p ∈ V(Γ+(f)).
Proof. The expression is directly obtained from the Proposition 6.3 with the defini-
tion of Eˆ(U). If S does not contain some vertices of Γ+(f) or ψp(0) = 0 for some
vertex p, then Γ+(
∑
p∈S x
pψp(x)) ( Γ+(f), which is a contradiction. 
The following lemma is a converse of the above lemma.
Lemma 6.5. Let P be a nonempty polyhedron. If f belongs to the class Eˆ [P ](U),
which is expressed as in (6.1), where S contains V(P ) and ψp(0) 6= 0 for p ∈ V(P ),
then f belongs to the class Eˆ(U).
Proof. The assumption implies P = Γ+(f), which means f ∈ Eˆ(U). 
For a polyhedron P ⊂ Rn+, denote by Eˇ [P ](U) the set of f ∈ Eˆ [P ](U) which
is expressed as f(x) =
∑
p∈S x
pψp(x), where S ∈ S[P ] satisfies V(P ) ⊂ S and
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ψp ∈ C∞(U) satisfies that ψp(0) 6= 0 if p ∈ V(P ). Let E˜(U) be the subset in C∞(U)
defined by
E˜(U) :=
{∑
p∈S
xpψp(x);S ∈ S[Rn+], ψp ∈ C∞(U) with ψp(0) 6= 0 for p ∈ S
}
.
In order to understand the structure of the class Eˆ(U), we express or compare this
class by using the relatively simple classes Eˇ [P ](U) and E˜(U).
Proposition 6.6. (i) Eˆ(U) = ⋃P Eˇ [P ](U), where the union is with respect to
all nonempty polyhedra P in Rn+.
(ii) E˜(U) ⊂ Eˆ(U). More precisely,
(a) When n = 1 or 2, E˜(U) = Eˆ(U);
(b) When n ≥ 3, E˜(U) ( Eˆ(U).
Proof. The equation in (i) and the inclusion E˜(U) ⊂ Eˆ(U) in (ii) easily follow from
Lemmas 6.4 and 6.5. Let us show the properties (a), (b) in (ii).
(a) The case when n = 1 easily follows from the Proposition 6.1 (i-b).
Consider the case when n = 2. Let f belong to the class Eˆ(U), which is expressed
as in Lemma 6.4. When p ∈ S \ V(Γ+(f)), Taylor’s formula implies that the term
xpψp(x) can be written in the form: x
pψp(x) = a polynomial +
∑
α∈V(Γ+(f))
xαψpα(x),
where ψpα ∈ C∞(U) with ψpα(0) = 0. Notice that (Γ+(f)∩Zn+)\
⋃
p∈V(Γ+(f))
(p+Rn+)
is a finite set in the two-dimensional case. By substituting the above into the
expression in Lemma 6.4, f can be written in the form: f(x) = a polynomial
+
∑
p∈V(Γ+(f))
xpψ˜p(x), where ψ˜p ∈ C∞(U) with ψ˜p(0) 6= 0. This means that f
belongs to the class E˜(U).
(b) When n ≥ 3, consider the example: g(x) = x21 + · · ·+ x2n−1 + x1x2e−1/x2n . It
is easy to see that g ∈ Eˆ(U), but g 6∈ E˜(U). 
Using Proposition 6.3, we give another expression of fγ. Compare to (5.4) in
Proposition 5.2.
Lemma 6.7. Let f belong to Eˆ(U), which is expressed as (6.1) in Proposition 6.3,
and γ be a nonempty face of P . Then fγ can be expressed as
(6.4) fγ(x) =
∑
p∈γ∩S
xpψp(TW (γ)(x)) for x ∈ U .
Proof. Let (a, l) = (a1, . . . , an, l) ∈ Zn+×Z+ be a valid pair defining γ. Noticing that
ak > 0 if and only if k ∈ W (γ), Proposition 6.3 gives
fγ(x) = lim
t→0
f(ta1x1, . . . , t
anxn)
tl
= lim
t→0
∑
p∈S
t〈a,p〉−lxpψp(t
a1x1, . . . , t
anxn) =
∑
p∈γ∩S
xpψp(TW (γ)(x)).
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
When f ∈ Eˆ [P ](U), a slightly stronger result for the quasihomogeneous property
of fγ is obtained. Compare to Lemma 5.4 (i).
Lemma 6.8. If f ∈ Eˆ [P ](U), then the identity (5.7) holds for all valid pairs (a, l)
satisfying γ ⊂ H(a, l).
6.3. Denjoy-Carleman classes. Let us discuss the relationship between the classes
Eˆ [P ](U), Eˆ(U) and EM(U). Here EM(U) are the Denjoy-Carleman quasianalytic
classes, which are interesting classes in C∞(U) and have been studied from various
viewpoints. These classes contain all real analytic functions but are strictly larger,
so they also contain functions with non-convergent Taylor expansions. We briefly
explain the Denjoy-Carleman quasianalytic classes and their properties. Refer to
the paper [3] by Bierstone and Milman and the expositive article [36] by Thilliez for
more detailed properties and recent studies about these classes.
Let U be an open neighborhood of the origin in Rn and M = {M0,M1,M2, . . .}
an increasing sequence of positive real numbers, where M0 = 1. Denote by EM(U)
the set consisting of all real-valued C∞ functions satisfying that for every compact
set K ⊂ U , there exist positive constants A,B such that
(6.5) |∂αf(x)| ≤ AB〈α〉α!M〈α〉 for any x ∈ K and α ∈ Zn+.
The class EM(U) is said to be quasianalytic, if all its elements satisfy the following:
(6.6) If ∂αf(0) = 0 for any α ∈ Zn+, then f ≡ 0 on U .
Of course, the set of real analytic functions is quasianalytic. We assume that M =
{Mk}k∈Z+ satisfies the condition: M is logarithmically convex, i.e.,
(6.7)
Mj+1
Mj
≤ Mj+2
Mj+1
for all j ∈ Z+.
This condition implies that EM(U) is a ring and EM(U) contains the ring Cω(U) of
real analytic functions on U . The Denjoy-Carleman theorem asserts that under the
hypothesis (6.7), EM(U) is quasianalytic if and only if
(6.8)
∞∑
j=0
Mj
(j + 1)Mj+1
=∞.
IfM satisfies the conditions (6.7) and (6.8), then EM(U) is called a Denjoy-Carleman
class.
Now, let us show that our classes Eˆ [P ](U), Eˆ(U) contain Denjoy-Carleman classes.
For f ∈ C∞(U) and I ⊂ {1, . . . , n}, f ◦ TI can be regarded as the C∞ function of
(n − #I)-variables defined on UI := U ∩ TI(Rn), which is denoted by fI . For a
sequence of positive numbers M = {Mj}j∈Z+ and a nonnegative integer k, M+k
denotes the shifted sequence M+k = {Mj+k}j∈Z+ .
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Lemma 6.9. If f belongs to a Denjoy-Carleman class EM(U), then
(i) ∂αf belongs to EM+〈α〉(U) for any α ∈ Zn+;
(ii) fI belongs to EM(UI) for any subset I in {1, . . . , n}.
Proof. Easy. 
Proposition 6.10. If EM(U) is a Denjoy-Carleman class, then EM(U) ∩ E [P ](U)
is contained in Eˆ [P ](U) and, in particular, EM(U) is contained in Eˆ(U).
Proof. Let f belong to EM(U) ∩ E [P ](U), let γ be an arbitrary proper face of P de-
fined by a valid pair (a, l) and let V = V (γ) andW =W (γ). Then, from Lemma 5.1,
f can be expressed as (5.1), where N ∈ N satisfies the condition HV (a, l) ⊂ AV (N).
It follows from the shape of the Newton polyhedron of f that if 〈a, α〉 < l, then
∂β(∂αf)(0) = 0 for any β ∈ TW (Zn+). Since (∂αf)W ∈ EM+|α|(UW ) from Lemma 6.9,
the quasianalytic property (6.6) implies (∂αf)W ≡ 0 on UW if 〈a, α〉 < l. In the same
fashion as in the proof of Proposition 5.2, we can see that f admits the γ-part. 
6.4. Remarks on the definition of the γ-part. We discuss delicate issues on
the definitions of the γ-part and the class Eˆ [P ](U). Symbols are the same as in
Sections 2 and 5. Let us consider the difference of the following two conditions:
(a) For any x ∈ U , the limit (2.2) exists for all valid pairs defining γ.
(b) For any x ∈ U , the limit (2.2) exists for some valid pair defining γ.
Recall that f is said to admit the γ-part on U if (a) holds. Here, (a) obviously implies
(b), but (b) may not imply (a). Indeed, the following three-dimensional example
shows this: f(x) = x1+x
2
2 exp(−1/x23). In this case, Γ+(f) = {(1, 0, 0)}+R3+. In the
case of the face γ = {(1, 0, α3);α3 ∈ R+}, the limit (2.2) exists for a = (1, 1, 0), l = 1,
while it does not exist for a = (3, 1, 0), l = 3.
When γ is compact, both (a) and (b) always hold from the proof of Proposition 5.2.
Moreover, if γ is a facet of P , then the above (a) and (b) are equivalent. Indeed,
if (a, l) is some valid pair defining γ, then every valid pair defining γ is expressed
as (ca, cl) with c > 0. These facts imply that the equivalence of (a) and (b) always
holds in the two-dimensional case because every noncompact face is a facet.
Next, let us consider the definition of Eˆ [P ](U). From the proof of Proposition 6.3
and the above argument, the equivalence of (ii) and (iii) in Lemma 4.1 implies that
“any face” can be replaced by “any noncompact facet” in the definition of Eˆ [P ](U)
in Section 2.4. Therefore, even if (a) is replaced by (b), this exchange does not affect
the definition of Eˆ [P ](U).
7. Toric varieties constructed from polyhedra
Let P ⊂ Rn+ be a nonempty n-dimensional polyhedron satisfying P +Rn+ ⊂ P . In
this section, we recall the method to construct a toric variety from a given polyhedron
P . Refer to [10], etc. for general theory of toric varieties.
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7.1. Cones and fans. A rational polyhedral cone σ ⊂ Rn is a cone generated by
finitely many elements of Zn. In other words, there are u1, . . . , uk ∈ Zn such that
σ = {λ1u1 + · · ·+ λkuk ∈ Rn;λ1, . . . , λk ≥ 0}.
We say that σ is strongly convex if σ ∩ (−σ) = {0}.
By regarding a cone as a polyhedron in Rn, the definitions of dimension, face,
edge, facet for the cone are given by the same way as in Section 2.
The fan is defined to be a finite collection Σ of cones in Rn with the following
properties:
• Each σ ∈ Σ is a strongly convex rational polyhedral cone;
• If σ ∈ Σ and τ is a face of σ, then τ ∈ Σ;
• If σ, τ ∈ Σ, then σ ∩ τ is a face of each.
For a fan Σ, the union |Σ| := ⋃σ∈Σ σ is called the support of Σ. For k = 0, 1, . . . , n,
we denote by Σ(k) the set of k-dimensional cones in Σ. The skeleton of a cone σ ∈ Σ
is the set of all of its primitive integer vectors (i.e., with components relatively prime
in Z+) in the edges of σ. It is clear that the skeleton of σ ∈ Σ(k) generates σ itself
and that the number of the elements of skeleton is not less than k. Thus, the set of
skeletons of the cones belonging to Σ(k) is also expressed by the same symbol Σ(k).
7.2. The fan associated with P and its simplicial subdivision. We denote
by (Rn)∗ the dual space of Rn with respect to the standard inner product. For
a ∈ (Rn)∗, define
(7.1) l(a) = min {〈a, α〉;α ∈ P}
and γ(a) = {α ∈ P ; 〈a, α〉 = l(a)}(= H(a, l(a)) ∩ P ). We introduce an equivalence
relation ∼ in (Rn)∗ by a ∼ a′ if and only if γ(a) = γ(a′). For any k-dimensional face
γ of P , there is an equivalence class γ∗ which is defined by
γ∗ := {a ∈ (Rn)∗; γ(a) = γ and aj ≥ 0 for j = 1, . . . , n}(7.2)
(= {a ∈ (Rn)∗; γ = H(a, l(a)) ∩ P and aj ≥ 0 for j = 1, . . . , n}.)
Here, P ∗ := 0. The closure of γ∗, denoted by γ∗, is expressed as
(7.3) γ∗ = {a ∈ (Rn)∗; γ ⊂ H(a, l(a)) ∩ P and aj ≥ 0 for j = 1, . . . , n}.
It is easy to see that γ∗ is an (n−k)-dimensional strongly convex rational polyhedral
cone in (Rn)∗ and, moreover, the collection of γ∗ gives a fan Σ0, which is called the
fan associated with a polyhedron P . Note that |Σ0| = Rn+.
It is known that there exists a simplicial subdivision Σ of Σ0, that is, Σ is a fan
satisfying the following properties:
• The fans Σ0 and Σ have the same support;
• Each cone of Σ lies in some cone of Σ0;
• The skeleton of any cone belonging to Σ can be completed to a base of the
lattice dual to Zn.
OSCILLATORY INTEGRALS 23
7.3. Construction of toric varieties. Let Σ0 be the fan associated with P and fix
a simplicial subdivision Σ of Σ0. For an n-dimensional cone σ ∈ Σ, let a1(σ), . . . , an(σ)
be the skeleton of σ, ordered once and for all. Here, we set the coordinates of the
vector aj(σ) as
aj(σ) = (aj1(σ), . . . , a
j
n(σ)).
With every such cone σ, we associate a copy of Rn which is denoted by Rn(σ). We
denote by π(σ) : Rn(σ) → Rn the map defined by (x1, . . . , xn) = π(σ)(y1, . . . , yn)
with
(7.4) xk =
n∏
j=1
y
aj
k
(σ)
j = y
a1
k
(σ)
1 · · · ya
n
k
(σ)
n , k = 1, . . . , n.
Let YΣ be the union of R
n(σ) for σ which are glued along the images of π(σ). Indeed,
for any n-dimensional cones σ, σ′ ∈ Σ, two copies Rn(σ) and Rn(σ′) can be identified
with respect to a rational mapping: π−1(σ′)◦π(σ) : Rn(σ)→ Rn(σ′) (i.e., x ∈ Rn(σ)
and x′ ∈ Rn(σ′) will coalesce if π−1(σ′) ◦ π(σ) : x 7→ x′). Then it is known that
• YΣ is an n-dimensional real algebraic manifold;
• The map π : YΣ → Rn defined on each Rn(σ) as π(σ) : Rn(σ) → Rn is
proper.
The manifold YΣ is called the (real) toric variety associated with Σ.
The following properties of π(σ) are useful for the analysis in Section 9. They can
be easily seen, so we omit their proofs.
Lemma 7.1. The set of the points in Rn(σ) in which π(σ) is not an isomorphism
is a union of coordinate planes.
Lemma 7.2. The Jacobian of the mapping π(σ) is equal to
(7.5) Jπ(σ)(y) = ǫ
n∏
j=1
y
〈aj(σ)〉−1
j ,
where ǫ is 1 or −1.
8. Toric resolution of singularities in the class Eˆ(U)
8.1. Preliminaries. Let us show many lemmas which play important roles in the
construction of toric resolutions of singularities in the class Eˆ(U). Some of them will
be useful for the analysis of local zeta functions in Section 9.
Let us explain symbols which will be used in this subsection.
• P ⊂ Rn+ is a polyhedron satisfying P + Rn+ ⊂ P ;
• Σ0 is the fan associated with the polyhedron P ;
• Σ is a simplicial subdivision of Σ0;
• Σ(n) consists of n-dimensional cones in Σ;
• a1(σ), . . . , an(σ) is the skeleton of σ ∈ Σ(n), ordered once and for all;
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• P({1, . . . , n}) is the set of all subsets in {1, . . . , n};
• F(P ) is the set of nonempty faces of P ;
• When I ∈ P({1, . . . , n}), we write J := {1, . . . , n} \ I;
• H(·, ·), l(·) are as in (2.1), (7.1), respectively.
Let σ ∈ Σ(n), γ ∈ F(P ) and I ∈ P({1, . . . , n}). Define
γ(I, σ) :=
⋂
j∈I
H(aj(σ), l(aj(σ))) ∩ P,(8.1)
I(γ, σ) := {j; γ ⊂ H(aj(σ), l(aj(σ)))}.(8.2)
Here set γ(∅, σ) := P . It is easy to see that γ(I, σ) ∈ F(P ) and I(P, σ) = ∅.
Lemma 8.1. For σ ∈ Σ(n), γ ∈ F(P ), I ∈ P({1, . . . , n}), we have the following.
(i) γ ⊂ γ(I(γ, σ), σ) and dim(γ) ≤ n−#I(γ, σ).
(ii) γ = γ(I, σ) =⇒ I ⊂ I(γ, σ) =⇒ dim(γ) ≤ n−#I.
Proof. (i) is directly seen from the definitions of γ(I, σ) and I(γ, σ). The first impli-
cation in (ii) is shown as follows: γ = γ(I, σ)⇒ γ = ⋂j∈I H(aj(σ), l(aj(σ))) ∩ P ⇒
γ ⊂ H(aj(σ), l(aj(σ))) for j ∈ I ⇒ I ⊂ I(γ, σ). From the inequality in (i), the
second implication in (ii) is obvious. 
Next, consider the case when dim(γ) = n−#I(γ, σ). Define
(8.3) Σ(n)(γ) := {σ ∈ Σ(n); dim(γ) = n−#I(γ, σ)}.
Note that Σ(n)(P ) = Σ(n).
Lemma 8.2. For σ ∈ Σ(n), γ ∈ F(P ), I ∈ P({1, . . . , n}), we have the following.
Here γ∗ is as in (7.2).
(i) #I(γ, σ) = dim(γ∗ ∩ σ).
(ii) Σ(n)(γ) = {σ ∈ Σ(n); dim(γ∗ ∩ σ) = dim(γ∗)} 6= ∅.
(iii) If σ ∈ Σ(n)(γ), then γ = γ(I(γ, σ), σ).
Proof. (i) This equation follows from the following equivalences.
j ∈ I(γ, σ)⇔ γ ⊂ H(aj(σ), l(aj(σ)))⇔ aj(σ) ∈ γ∗ ⇔ aj(σ) ∈ γ∗ ∩ σ,
where γ∗ denotes the closure of γ∗. Note that the second equivalence follows from
(7.3).
(ii) Putting the equation in (i) and dim(γ∗) = n − dim(γ) together, we see the
equality of the sets. Since the support of the fan Σ is Rn+, there exists σ such that
dim(γ∗ ∩ σ) = dim(γ∗), which implies Σ(n)(γ) 6= ∅.
(iii) Lemma 8.1 (i),(ii) and the assumption imply dim(γ) = dim(γ(I(γ, σ), σ)).
In fact, dim(γ) ≤ dim(γ(I(γ, σ), σ)) ≤ n−#I(γ, σ) = dim(γ). Since γ ⊂ γ(I(γ, σ), σ)
from Lemma 8.1 (i), the above dimensional equation yields γ = γ(I(γ, σ), σ). 
Remark 8.3. It follows from Lemma 8.2 (iii) that the map γ : P({1, . . . , n}) ×
Σ(n) −→ F(P ) is surjective.
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Hereafter in this subsection, we always assume that σ ∈ Σ(n), γ ∈ F(P ), I ∈
P({1, . . . , n}) have the relationship γ(I, σ) = γ ∈ F(P ).
Lemma 8.4. The pair (
∑
j∈I a
j(σ),
∑
j∈I l(a
j(σ))) is valid for P and defines the
face γ.
Proof. It follows from the following equivalences that the pair in the lemma is valid
for P .
P ⊂ H+(aj(σ), l(aj(σ))) for any j ∈ I
⇐⇒ If α ∈ P , then 〈aj(σ), α〉 ≥ l(aj(σ)) for any j ∈ I
⇐⇒ If α ∈ P , then 〈∑j∈I aj(σ), α〉 ≥∑j∈I l(aj(σ))
⇐⇒ P ⊂ H(∑j∈I aj(σ),∑j∈I l(aj(σ))).
Note that the second equivalence follows from the definition of l(·). Moreover, it is
similarly shown that the above pair in the lemma defines the face γ, so we omit its
proof. 
Lemma 8.5. For any (I, σ) ∈ P({1, . . . , n}) × Σ(n) (satisfying γ(I, σ) = γ), the
subset {k; ajk(σ) = 0 for any j ∈ I} in {1, . . . , n} is equal to V (γ) defined as in
(4.1). (This means that the above subset is independent of the chosen pair (I, σ)
satisfying γ(I, σ) = γ.)
Proof. This follows from Lemma 4.4 and Lemma 8.4. 
Let us consider the following two subsets in Rn.
TI(R
n) = {y ∈ Rn; yj = 0 if j ∈ I} (as in (1.3)),
T ∗I (R
n) := {y ∈ Rn; yj = 0 if and only if j ∈ I}(8.4)
(= {y ∈ TI(Rn); yj 6= 0 if j 6∈ I}).
The following are important equivalent conditions of the compactness of a face.
Proposition 8.6. The following conditions are equivalent.
(i) γ is compact;
(ii)
∑
j∈I a
j
k(σ) > 0 for k = 1, . . . , n;
(iii) V (γ) = ∅;
(iv) π(σ)(TI(R
n)) = 0;
(v) π(σ)(T ∗I (R
n)) = 0.
Proof. The equivalence of three conditions (i),(ii),(iii) follows from Lemmas 4.2, 4.3
and 8.4. An easy computation implies that (x1, . . . , xn) = (π(σ) ◦ TI)(y1, . . . , yn),
where
(8.5) xk :=
{∏n
j=1 y
aj
k
(σ)
j =
∏
j∈J y
aj
k
(σ)
j for k ∈ V (γ),
0 for k ∈ W (γ).
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The equivalence of three conditions (iii), (iv), (v) follows from the equations in
(8.5). 
Lemma 8.7. The following equality as the map from Rn to Rn holds:
(8.6) π(σ) ◦ TI = TW (γ) ◦ π(σ).
Proof. This follows from (8.5) and a computation of TW (γ) ◦ π(σ). 
Hereafter we assume that f belongs to the class Eˆ(U) and set P = Γ+(f).
Lemma 8.8. For any σ ∈ Σ(n), there exists a C∞ function fσ defined on the set
π(σ)−1(U) such that fσ(0) 6= 0 and
(8.7) f(π(σ)(y)) =
(
n∏
j=1
y
l(aj(σ))
j
)
fσ(y) for y ∈ π(σ)−1(U).
Proof. Let y be in π(σ)−1(U). Since f belongs to the class Eˆ(U), f can be expressed
as in (6.1) in Proposition 6.3. Substituting x = π(σ)(y) into (6.1), we have
f(π(σ)(y)) =
∑
p∈S
(
n∏
j=1
y
〈aj(σ),p〉
j
)
ψp(π(σ)(y)).
Now, define
(8.8) fσ(y) :=
∑
p∈S
(
n∏
j=1
y
〈aj(σ),p〉−l(aj (σ))
j
)
ψp(π(σ)(y)).
Then we obtain the equation of the form (8.7). Noticing 〈aj(σ), p〉 − l(aj(σ)) ∈ Z+
for all j, we see that fσ is smooth on π(σ)
−1(U). On the other hand, the face
γ({1, . . . , n}, σ) becomes a vertex of Γ+(f), which is denoted by p(σ). Lemma 6.4
and (8.8) imply that p(σ) ∈ S and fσ(0) = ψp(σ)(0) 6= 0. 
The following equation plays an important role in the resolution of singularities
and the analysis in Section 9.
Lemma 8.9.
(8.9) fγ(π(σ)(y)) =
(
n∏
j=1
y
l(aj(σ))
j
)
fσ(TI(y)) for y ∈ π(σ)−1(U).
Proof. Let y be in π(σ)−1(U). From Lemma 6.7, we have
fγ(π(σ)(y)) =
∑
p∈γ∩S
(
n∏
j=1
y
〈aj(σ),p〉
j
)
ψp((TW (γ) ◦ π(σ))(y))
=
(∏
j∈I
y
l(aj(σ))
j
) ∑
p∈γ∩S
(∏
j∈J
y
〈aj(σ),p〉
j
)
ψp((TW (γ) ◦ π(σ))(y)).(8.10)
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On the other hand, the definition of fσ in (8.8) gives
fσ(TI(y)) =
∑
p∈γ∩S
(∏
j∈J
y
〈aj(σ),p〉−l(aj (σ))
j
)
ψp((π(σ) ◦ TI)(y))
=
(∏
j∈J
y
l(aj(σ))
j
)−1 ∑
p∈γ∩S
(∏
j∈J
y
〈aj(σ),p〉
j
)
ψp((π(σ) ◦ TI)(y)).(8.11)
Putting (8.6), (8.10), (8.11) together, we get the equation in the lemma. 
8.2. Resolution of singularities. The purpose of this subsection is to show the
following theorem.
Theorem 8.10. Let f belong to the class Eˆ(U), where U is an open neighborhood of
the origin in Rn, let Σ be a simplicial subdivision of the fan Σ0 associated with the
Newton polyhedron Γ+(f) and let σ be an n-dimensional cone in Σ, whose skeleton
is a1(σ), . . . , an(σ) ∈ Zn+. Then there exists a C∞ function fσ defined on the set
π(σ)−1(U) such that fσ(0) 6= 0 and
(8.12) (f ◦ π(σ))(y) =
(
n∏
j=1
y
l(aj(σ))
j
)
fσ(y) for y ∈ π(σ)−1(U).
Furthermore, if f is nondegenerate over R with respect to Γ+(f) and a subset
I ⊂ {1, . . . , n} satisfies π(σ)(T ∗I (Rn)) = 0, then the set {y ∈ T ∗I (Rn); fσ(y) = 0}
is nonsingular (the definition of T ∗I (R
n) was given in (8.4)), i.e., the gradient of
the restriction of the function fσ to T
∗
I (R
n) does not vanish at the points of the set
{y ∈ T ∗I (Rn); fσ(y) = 0}.
Consider a toric variety YΣ and the map π : YΣ → Rn, which are constructed as
in Section 7 when P = Γ+(f). The above theorem shows that if f ∈ Eˆ(U) satisfies
the nondegeneracy condition, then this map π : YΣ → Rn is a real resolution of
singularities. Indeed, the set π(σ)−1(0) is expressed as a disjoint union of T ∗I (R
n)
for some subsets I in {1, . . . , n}.
Remark 8.11. Let b be a point on T ∗I (R
n) satisfying fσ(b) = 0. By the implicit
function theorem, there exist local coordinates around b in which f ◦ π(σ) can
be expressed in a normal crossing form. To be more specific, there exists a local
diffeomorphism Φ defined around b such that y = Φ(u) with b = Φ(b) and
(8.13) (f ◦ π(σ) ◦ Φ)(u) = (up − b)
∏
j∈I
u
l(aj(σ))
j ,
where yj = uj for j ∈ I and p ∈ {1, . . . , n} \ I.
Proof of Theorem 8.10. Lemma 8.8 implies the existence of a C∞ function fσ satis-
fying (8.12) with fσ(0) 6= 0. Let us show the rest of the theorem.
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Let σ be as in the theorem and I a subset in {1, . . . , n} satisfying π(σ)(T ∗I (Rn)) =
0. Note that γ = γ(σ, I) is a compact face from Proposition 8.6.
Since γ = γ(σ, I), we have γ ⊂ H(aj(σ), l(aj(σ))) for j ∈ I from Lemma 8.1.
Thus, Lemma 6.8 implies
fγ(t
aj1(σ)x1, . . . , t
ajn(σ)xn) = t
l(aj (σ))fγ(x) for j ∈ I.
Taking the derivative in (8.9) with respect to t and putting t = 1, we obtain Euler’s
identities:
(8.14)
n∑
k=1
ajk(σ)xk
∂fγ
∂xk
(x) = l(aj(σ))fγ(x) for j ∈ I.
On the other hand, taking the partial derivative with respect to yj for j ∈ J and
putting x = π(σ)(y), we have
n∑
k=1
ajk(σ)xk
∂fγ
∂xk
(x)
=
(
n∏
i=1
y
l(ai(σ))
i
)[
l(aj(σ))(fσ ◦ TI)(y) + yj ∂
∂yj
(fσ ◦ TI)(y)
]
for j ∈ J .
(8.15)
Now, let us assume that there exists a point b ∈ T ∗I (Rn) such that
fσ(b) =
∂fσ
∂yj
(b) = 0 for j ∈ J.
Then the set UI(b) = {x ∈ U ; x = π(σ)(T rI (b)) for r ∈ R \ {0}} is contained in
(R\{0})n. Since fγ vanishes on the set UI(b) from (8.9), the equations (8.14),(8.15)
give
(8.16)
n∑
k=1
ajk(σ)xk
∂fγ
∂xk
(x) = 0 for x ∈ UI(b), j = 1, . . . , n.
Since the determinant of the n × n matrix (ajk(σ))1≤j,k≤n is equal to 1 or −1, this
matrix is invertible. Therefore, we have
∂fγ
∂xk
(x) = 0 for x ∈ UI(b), k = 1, . . . , n,
which is a contradiction to the nondegeneracy condition of f in (3.2). 
9. Poles of local zeta functions
Let U be an open neighborhood of the origin. Throughout this section, the
functions f , ϕ always satisfy the conditions (A), (B) in the beginning of Section 3.
We investigate the properties of poles of the functions:
(9.1) Z±(s;ϕ) :=
∫
Rn
f(x)s±ϕ(x)dx,
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where f(x)+ = max{f(x), 0}, f(x)− = max{−f(x), 0} and the local zeta function:
(9.2) Z(s;ϕ) =
∫
Rn
|f(x)|sϕ(x)dx.
Note that the above functions have a simple relationship: Z(s;ϕ) = Z+(s;ϕ) +
Z−(s;ϕ). Since Z±(s;ϕ) can be expressed as
(9.3) Z±(s;ϕ) =
∑
θ∈{−1,1}n
∫
Rn+
f(θx)s±ϕ(θx)dx,
where θx = (θ1x1, . . . , θnxn), we substantially investigate the properties of the func-
tions:
(9.4) Z˜±(s;ϕ) :=
∫
Rn+
f(x)s±ϕ(x)dx.
It is easy to see that the above functions are holomorphic functions in the region
Re(s) > 0. For the moment, suppose that f is real analytic near the origin. It is
known (c.f. [26],[28]) that if the support of ϕ is sufficiently small, then the functions
Z±(s;ϕ) and Z(s;ϕ) can be analytically continued to the complex plane as mero-
morphic functions and their poles belong to finitely many arithmetic progressions
constructed from negative rational numbers. (In this section, this kind of process on
analytic extension often appears. We denote by the same symbols these extended
meromorphic functions defined on the complex plane.) More precisely, Varchenko
[38] describes the positions of candidate poles of these functions and their orders by
using the theory of toric varieties based on the geometry of Newton polyhedra. His
works have been deeply developed in [8],[9],[6],[7].
The purpose of this section is to generalize the above Varchenko’s results to the
case that the function f belongs to the class Eˆ(U). The results in this section need
the following assumption stated as in Section 3.
(C) f belongs to the class Eˆ(U) and is nondegenerate over R with respect to its
Newton polyhedron.
In this section, we use the following notation.
• Σ0 is the fan associated with Γ+(f);
• Σ is a simplicial subdivision of Σ0;
• (YΣ, π) is the real resolution associated with Σ;
• a1(σ), . . . , an(σ) is the skeleton of σ ∈ Σ(n), ordered once and for all;
• Jπ(y) is the Jacobian of the mapping of π.
9.1. Candidate poles. First, let us state our results on the positions and the orders
of candidate poles of the functions Z±(s;ϕ), Z(s;ϕ).
Theorem 9.1. Suppose that f satisfies the condition (C). If the support of ϕ is con-
tained in a sufficiently small neighborhood of the origin, then the functions Z±(s;ϕ)
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and Z(s;ϕ) can be analytically continued to the complex plane as meromorphic func-
tions, which are also denoted by the same symbols, and their poles are contained in
the set
(9.5)
{
−〈a〉+ ν
l(a)
; ν ∈ Z+, a ∈ Σ˜(1)
}
∪ (−N),
where l(a) is as in (7.1) with P = Γ+(f) and Σ˜
(1) = {a ∈ Σ(1); l(a) > 0}. Moreover,
the largest element of the first set in (9.5) is −1/d(f). When Z±(s;ϕ) and Z(s;ϕ)
have poles at s = −1/d(f), their orders are at most{
m(f) if 1/d(f, ϕ) is not an integer,
min{m(f) + 1, n} otherwise.
Proof. First, let us show that the above assertions also hold in the case of the
functions Z˜±(s;ϕ) in (9.4).
Step 1. (Decompositions of Z˜±(s;ϕ).) For the moment, we assume that s ∈ C
satisfies Re(s) > 0. By using the mapping x = π(y), Z˜±(s;ϕ) are expressed as
Z˜±(s;ϕ) =
∫
Rn+
f(x)s±ϕ(x)dx
=
∫
Y˜Σ
((f ◦ π)(y))s±(ϕ ◦ π)(y)|Jπ(y)|dy,
where Y˜Σ := YΣ ∩ π−1(Rn+) and dy is a volume element in YΣ. It is easy to see that
there exists a set of C∞0 functions {χσ : YΣ → R+; σ ∈ Σ(n)} satisfying the following
properties:
• For each σ ∈ Σ(n), the support of the function χσ is contained in Rn(σ) and
χσ identically equals one in some neighborhood of the origin.
• ∑σ∈Σ(n) χσ ≡ 1 on the support of χ ◦ π.
Applying Theorem 8.10 and Lemmas 7.1 and 7.2, we have
Z˜±(s;ϕ) =
∑
σ∈Σ(n)
Z
(σ)
± (s)
with
Z
(σ)
± (s) =
∫
Rn+
((f ◦ π(σ))(y))s±(ϕ ◦ π(σ))(y)χσ(y)|Jπ(σ)(y)|dy
=
∫
Rn+
(
n∏
j=1
y
l(aj(σ))
j fσ(y)
)s
±
∣∣∣∣∣
n∏
j=1
y
〈aj(σ)〉−1
j
∣∣∣∣∣ϕσ(y)dy,
(9.6)
where ϕσ(y) = (ϕ ◦ π(σ))(y)χσ(y).
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Consider each function Z
(σ)
± (s) for σ ∈ Σ(n). We easily see the existence of finite
sets of C∞0 functions {ψk : Rn → R+} and {ηl : Rn → R+} satisfying the following
conditions.
• The supports of ψk and ηl are sufficiently small and
∑
k ψk +
∑
l ηl ≡ 1 on
the support of ϕσ.
• For each k, fσ is always positive or negative on the support of ψk.
• For each l, the support of ηl intersects the set {y ∈ Supp(ϕσ); fσ(y) = 0}.
• The union of the support of ηl for all l contains the set {y ∈ Supp(ϕσ); fσ(y) =
0}.
By using the functions ψk and ηl, we have
(9.7) Z
(σ)
± (s) =
∑
k
I
(k)
σ,±(s) +
∑
l
J
(l)
σ,±(s),
with
I
(k)
σ,±(s) =
∫
Rn+
(
n∏
j=1
y
l(aj(σ))
j fσ(y)
)s
±
∣∣∣∣∣
n∏
j=1
y
〈aj(σ)〉−1
j
∣∣∣∣∣ ψ˜k(y)dy,
J
(l)
σ,±(s) =
∫
Rn+
(
n∏
j=1
y
l(aj(σ))
j fσ(y)
)s
±
∣∣∣∣∣
n∏
j=1
y
〈aj(σ)〉−1
j
∣∣∣∣∣ η˜l(y)dy,
(9.8)
where ψ˜k(y) = ϕσ(y)ψk(y) and η˜l(y) = ϕσ(y)ηl(y). If the set {y ∈ Supp(ϕσ); fσ(y) =
0} is empty, then the functions J (l)σ,±(s) do not appear.
From the viewpoint of the properties of singularities, we divide the functions
Z˜±(s;ϕ) as Z˜±(s;ϕ) = I±(s) + J±(s), with
(9.9) I±(s) =
∑
σ∈Σ(n)
∑
k
I
(k)
σ,±(s), J±(s) =
∑
σ∈Σ(n)
∑
l
J
(l)
σ,±(s).
Step 2. (Poles of I±(s).) Let us consider the functions I
(k)
σ,±(s). An easy computa-
tion gives
(9.10) I
(k)
σ,±(s) =
∫
Rn+
(
n∏
j=1
y
l(aj(σ))s+〈aj (σ)〉−1
j
)
fσ(y)
s
±ψ˜k(y)dy.
The following lemma is useful for analyzing the poles of integrals of the above
form.
Lemma 9.2 ([11],[2]). Let ψ(y1, . . . , yn;µ) be a C
∞
0 function of y on R
n that is an
entire function of the parameter µ ∈ C. Then the function
L(τ1, . . . , τn;µ) =
∫
Rn+
(
n∏
j=1
y
τj
j
)
ψ(y1, . . . , yn;µ)dy1 · · · dyn
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can be analytically continued at all the complex values of τ1, . . . , τn and µ as a mero-
morphic function. Moreover all its poles are simple and lie on τj = −1,−2, . . . for
j = 1, . . . , n.
Proof of Lemma 9.2. The lemma is easily obtained by the integration by parts (see
[11],[2]). 
By applying Lemma 9.2 to (9.10), each I
(k)
σ,±(s) can be analytically continued to
the complex plane as a meromorphic function and their poles are contained in the
set
(9.11)
{
−〈a
j(σ)〉+ ν
l(aj(σ))
; ν ∈ Z+, j ∈ B(σ)
}
,
where
(9.12) B(σ) := {j; l(aj(σ)) 6= 0} ⊂ {1, . . . , n}.
From (9.9), I±(s) also become meromorphic functions on C and their poles are
contained in the union of the sets (9.11) for all σ ∈ Σ(n).
Step 3. (Poles of J±(s).) Let us consider the functions J
(l)
σ,±(s). By applying
Theorem 8.10 and changing the integral variables as in Remark 8.11, J
(l)
σ,±(s) can be
expressed as follows.
J
(l)
σ,±(s) =∫
Rn+

(yp − b) ∏
j∈Bl(σ)
y
l(aj(σ))
j


s
±
∣∣∣∣∣∣
∏
j∈Bl(σ)
y
〈aj(σ)〉−1
j
∣∣∣∣∣∣ ηˆl(y1, . . . , yp − b, . . . , yn)dy,
where b > 0, Bl(σ) ( {1, . . . , n}, p ∈ {1, . . . , n} \ Bl(σ) and ηˆl ∈ C∞0 (Rn) with
ηˆl(0) 6= 0. In a similar fashion to the case of I(k)σ,±(s), we have
(9.13) J
(l)
σ,±(s) =
∫
Rn+

ysp ∏
j∈Bl(σ)
y
l(aj(σ))s+〈aj (σ)〉−1
j

 ηˆl(y1, . . . ,±yp, . . . , yn)dy.
By applying Lemma 9.2 to (9.13), each J
(l)
σ,±(s) can be analytically continued to
the complex plane as a meromorphic function and their poles are contained in the
set
(9.14)
{
−〈a
j(σ)〉+ ν
l(aj(σ))
; ν ∈ Z+, j ∈ B˜l(σ)
}
∪ (−N),
where B˜l(σ) = {j ∈ Bl(σ); l(aj(σ)) 6= 0}. The necessity of the set (−N) in (9.13)
follows from the existence of ysp in (9.13). We remark that y
l(aj(σ))s+〈aj (σ)〉−1
j may also
induce the poles on (−N). From (9.9), J±(s) also become meromorphic functions
on C and their poles are contained in the union of the sets (9.14) for all σ ∈ Σ(n).
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Now, in order to investigate properties of the first poles of Z±(s), we define
(9.15) β˜(f) = max
{
− 〈a〉
l(a)
; a ∈ Σ˜(1)
}
.
Step 4. (Geometrical meanings of β˜(f).) Let us consider geometrical meanings
of the quantity β˜(f). For a ∈ Σ(1), we denote by q(a) the point of the intersection
of the hyperplane H(a, l(a)) with the line {(t, . . . , t) ∈ Rn+; t > 0}, where H(·, ·) is
as in (2.1). Then it is easy to see q(a) = (l(a)/〈a〉, . . . , l(a)/〈a〉). Roughly speaking,
the fact that the value of −〈a〉/l(a) is large means that the point q(a) is far from
the origin. To be more specific, we have the following equivalences: For a ∈ Σ˜(1),
(9.16) β˜(f) = − 〈a〉
l(a)
⇐⇒ q∗ = q(a) ⇐⇒ q∗ ∈ H(a, l(a)).
(The definition of the point q∗ was given in Section 2.2.) Thus, it easily follows from
the definition of d(·) that β˜(f) = −1/d(f).
Step 5. (Orders of the poles at β˜(f).) For σ ∈ Σ(n), let
A(σ) =
{
j ∈ B(σ); β˜(f) = − 〈a
j(σ)〉
l(aj(σ))
}
⊂ {1, . . . , n},
where B(σ) is as in (9.12). From (9.9), it suffices to analyze the poles of I
(k)
σ,±(s) and
J
(l)
σ,±(s). When these functions have poles at s = β˜(f), we see the upper bounds of
orders of their poles at s = β˜(f) as follows by applying Lemma 9.2 to the integrals
(9.10),(9.13).
I
(k)
σ,±(s) #A(σ)
J
(l)
σ,±(s) min{#A(σ), n− 1} if β˜(f) 6∈ (−N)
min{#A(σ) + 1, n} if β˜(f) ∈ (−N)
From the above table, in order to obtain the estimates of the orders of poles in the
theorem, it suffices to show the following. (Here, we need the inequality “≤” only
in the lemma below. The equality will be needed in Section 9.3.)
Lemma 9.3. m(f) = max
{
#A(σ); σ ∈ Σ(n)} .
Proof of Lemma 9.3. Recall m(f) := n− dim(τ∗). From the definition of A(σ) and
(9.15), we have
A(σ) = {j; q∗ ∈ H(aj(σ), l(aj(σ)))}
= {j; τ∗ ⊂ H(aj(σ), l(aj(σ)))} = I(τ∗, σ).
Here τ∗ is the principal face of Γ+(f), i.e., its relative interior contains the point q∗,
and I(·, ·) is as in (8.2). Lemma 8.1 implies that dim(τ∗) ≤ n−#I(τ∗, σ) = n−#A(σ)
for any σ ∈ Σ(n). On the other hand, Lemma 8.2 implies that there exists σ ∈ Σ(n)
34 JOE KAMIMOTO AND TOSHIHIRO NOSE
such that dim(τ∗) = n−#A(σ). Since the codimension of τ∗ is m(f), we obtain the
equality in the lemma. 
Since Z˜±(s) = I±(s) + J±(s), we see that the poles of Z˜±(s) have the same
properties as in the theorem. Finally, considering the relationships: (9.3) and Z(s) =
Z+(s) + Z−(s), we obtain the theorem. 
9.2. Poles of J±(s) on negative integers. We consider the poles of the functions
J±(s) at negative integers in more detail.
The following lemma is useful for computing the coefficients of the Laurent ex-
pansion explicitly.
Lemma 9.4. Let ψ be a C∞0 function on R and k ∈ N. Then
lim
s→−k
(s+ k)
∫ ∞
0
ysψ(y)dy =
1
(k − 1)!ψ
(k−1)(0).
In particular,
lim
s→−1
(s+ 1)
∫ ∞
0
ysψ(y)dy = ψ(0).
Proof. The above formula is easily obtained by the integration by parts. 
For λ ∈ N, define
Aλ(σ) := {j ∈ B(σ); l(aj(σ))λ− 〈aj(σ)〉 ∈ Z+},
ρλ := min{max{#Aλ(σ); σ ∈ Σ(n)}, n− 1}.
The following proposition will be used in the computation of the coefficients of
the asymptotic expansion (3.1) of I(t;ϕ).
Proposition 9.5. Suppose that f satisfies the condition (C). If the support of ϕ is
contained in a sufficiently small neighborhood of the origin, then the orders of poles
of J±(s) at s = −λ ∈ (−N) are not higher than ρλ+1. In particular, if λ < 1/d(f),
then these orders are not higher than 1. Moreover, let a±λ be the coefficients of
(s + λ)−ρλ−1 in the Laurent expansions of J±(s) at s = −λ, respectively, then we
have a+λ = (−1)λ−1a−λ for λ ∈ N.
Proof. Let λ ∈ N, lj , mj ∈ N for j = 1, . . . , n − 1 and η ∈ C∞0 (Rn). Let Bλ be the
subset in {1, . . . , n − 1} defined by Bλ = {j; ljλ −mj + 1 ∈ N}, and let kj ∈ N be
defined by kj = ljλ−mj + 1 for j ∈ Bλ. We define
g±λ (s) =
∫
Rn+
(
ysn
∏
j∈Bλ
y
ljs+mj−1
j
)
η(y1, . . . , yn−1,±yn)dy,
respectively.
It easily follows from Lemma 9.2 that the functions g±λ (s) can be analytically
extended to C as meromorphic functions and they have at s = −λ poles of order
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not higher than #Bλ+1. Let b
±
λ be the coefficients of (s+λ)
−#Bλ−1 in the Laurent
expansions of g±λ (s) at s = −λ, respectively.
By carefully observing the analysis of J
(l)
σ,±(s) in the proof of Theorem 9.1, it
suffices to show the equation: b+λ = (−1)λ−1b−λ for λ ∈ N. By using Lemma 9.4, a
direct computation gives b±λ = (±1)λ−1Cλ, with
Cλ =
1
(λ− 1)!
∏
j∈Bλ
(
1
lj
∏kj−1
νj=1
(ljλ−mj + 1− νj)
)
×


(∂α−1η)(0) if Bλ = {1, . . . , n− 1},∫
R
n−#Bλ−1
+
(
∂α−1η
) (
TBλ∪{n}(y)
) ∏
j 6∈Bλ∪{n}
dyj otherwise,
where α = (α1, . . . , αn) satisfies that αj = kj if j ∈ Bλ, αn = λ and αj = 1 otherwise.
From the above equation, we see that b+λ = (−1)λ−1b−λ for λ ∈ N. 
9.3. The first coefficients. We define the subset of important cones in Σ(n) as
follows.
Σ(n)∗ := {σ ∈ Σ(n);m(f) = #A(σ)}.
It follows from Lemma 9.3 that Σ
(n)
∗ is nonempty. From the definition of m(f), we
can see the following equivalences:
σ ∈ Σ(n)∗ ⇐⇒ dim(τ∗) = n−#A(σ)
⇐⇒ τ∗ =
⋂
j∈A(σ)
H(aj(σ), l(aj(σ))) ∩ Γ+(f).(9.17)
Thus, when σ ∈ Σ(n)∗ , I = A(σ), γ = τ∗, the equation γ(I, σ) = γ holds, which is an
important condition in Section 8.
Now, let us compute the coefficients of (s+1/d(f))−m(f) in the Laurent expansions
of Z˜±(s;ϕ). Let
(9.18) C˜±(= C˜±(f, ϕ)) := lim
s→−1/d(f)
(s + 1/d(f))m(f)Z˜±(s;ϕ).
Proposition 9.6. Suppose that f satisfies the condition (C) and that at least one
of the following conditions is satisfied.
(i) d(f) > 1;
(ii) There exists a cone σ ∈ Σ(n)∗ such that fσ ◦ TA(σ) does not vanish on Rn+ ∩
π(σ)−1(U).
Here the above fτ∗ is considered as an extended smooth function defined on a wider
region as in Lemma 5.4 (ii). Then we give explicit formulae for coefficients C˜±:
(9.22), (9.24), (9.25), (9.26) in the proof of this proposition. It follows from these
formulae that if ℜ(ϕ(0)) > 0 (resp. ℜ(ϕ(0)) < 0) and ℜ(ϕ) is nonnegative (resp.
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nonpositive) on U , then ℜ(C˜±) are nonnegative (resp. nonpositive) and ℜ(C˜++ C˜−)
is positive (resp. negative). Here ℜ(·) expresses the real part.
Proof. In this proof, we use the following notation and symbols to decrease the
complexity.
• ∏j 6∈A(σ) yajj dyj means ∏j 6∈A(σ) yajj ·∏j 6∈A(σ) dyj with aj > 0;
• Lσ :=
∏
j∈A(σ) l(a
j(σ))−1;
• Mj(σ) := −l(aj(σ))/d(f) + 〈aj(σ)〉 − 1.
• If a = 0, then the value of a−1/d(f) is defined by 0.
Note that Mj(σ) is a nonnegative constant and, moreover, Mj(σ) = 0 if and only if
j ∈ A(σ).
Let us compute the limits C˜± exactly. We divide the computation into the follow-
ing two cases: m(f) < n and m(f) = n. After obtaining the formulae (9.22),(9.24),
(9.25),(9.26), below, we can easily see that ℜ(C˜±) ≥ 0 and ℜ(C˜+ + C˜−) > 0, which
are as in the theorem.
The case: m(f) < n. First, we consider the case that the hypothesis (i) is satis-
fied. Let us explicitly compute the following limits:
C˜±(σ) := lim
s→−1/d(f)
(s+ 1/d(f))m(f)Z
(σ)
± (s).
Since C˜±(σ) = 0 if σ 6∈ Σ(n)∗ , it suffices to consider the case that σ ∈ Σ(n)∗ . Consid-
ering the equations (9.7) and applying Lemma 9.4 to (9.10), (9.13) with respect to
each yj for j ∈ A(σ), we have
(9.19) C˜±(σ) =
∑
k
G
(k)
± (σ) +
∑
l
H
(l)
± (σ),
with
(9.20) G
(k)
± (σ) = Lσ
∫
R
n−m(f)
+
ψ˜k(TA(σ)(y))
fσ(TA(σ)(y))
1/d(f)
±
∏
j 6∈A(σ)
y
Mj(σ)
j dyj,
(9.21) H
(l)
± (σ) = Lσ
∫
R
n−m(f)
+
ηˆl(TA(σ)(y1, . . . ,±yp, . . . , yn))
y
1/d(f)
p
∏
j∈Bl(σ)\A(σ)
y
Mj(σ)
j dyj,
where ψ˜k and ηˆl are as in (9.8), (9.13), the summations in (9.19) are taken for all k,l
satisfying TA(σ)(R
n) ∩ Supp(ψk) 6= ∅ and A(σ) ⊂ Bl(σ). We remark that the values
of G
(k)
± (σ) and H
(l)
± (σ) may depend on the cut-off functions χσ, ψk, ηl in Section 9.1.
We remark that if fσ(TA(σ)(y)) < 0, then fσ(TA(σ)(y))
−1/d(f)
+ = 0 in (9.20). Since
d(f) > 1, the integrals in (9.21) are convergent and they are interpreted as improper
integrals.
In (9.20), (9.21), we deform the cut-off functions ψk and ηl as the volume of the
support of ηl tends to zero for all l. Then, it is easy to see that the limit of H
(l)
± (σ) is
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zero, while that of
∑
kG
(k)
± (σ) can be computed explicitly. Considering the equation
(9.19), we have
C˜±(σ) = Lσ
∫
R
n−m(f)
+
ϕσ(TA(σ)(y))
fσ(TA(σ)(y))
1/d(f)
±
∏
j 6∈A(σ)
y
Mj(σ)
j dyj,
where ϕσ is as in (9.6).
Now, let us compute the limits C˜± explicitly. If the cut-off function χσ is de-
formed as the volume of the support of χσ tends to zero, then C˜±(σ) tends to
zero. Notice that each Rn(σ) (see Section 7.3) is densely embedded in YΣ and that
C˜± =
∑
σ∈Σ
(n)
∗
C˜±(σ). Thus, for an arbitrary fixed cone σ ∈ Σ(n)∗ , we have
C˜± = Lσ
∫
R
n−m(f)
+
(ϕ ◦ π(σ))(TA(σ)(y))
fσ(TA(σ)(y))
1/d(f)
±
∏
j 6∈A(σ)
y
Mj(σ)
j dyj.(9.22)
Let us give the other formulae of C˜±. From the condition (9.17), Lemma 8.9
implies
(9.23) (fτ∗ ◦ π(σ))(T 1A(σ)(y)) =

 ∏
j 6∈A(σ)
y
l(aj(σ))
j

 fσ(TA(σ)(y)).
By using the above equation, (9.22) can be rewritten as
C˜± = Lσ
∫
R
n−m(f)
+
(ϕ ◦ π(σ))(TA(σ)(y))
(fτ∗ ◦ π(σ))(T 1A(σ)(y))1/d(f)±
∏
j 6∈A(σ)
y
〈aj(σ)〉−1
j dyj.(9.24)
Secondly, we consider the case that the hypothesis (ii) is satisfied. In this case, it
suffices to deal with the case of G
(k)
± (σ) only. Therefore, the limits C˜± can be samely
computed as in (9.22) and (9.24), where σ is as in the hypothesis (ii). We remark
that C+ or C− is equal to zero in this case.
The case: m(f) = n. In this case, we see that A(σ) = {1, . . . , n}, m(f) = n and
the principal face τ∗ is the point q∗ = (d(f), . . . , d(f)). Similar computations give
the following. The first expression, corresponding to (9.22), is
(9.25) C˜± = Lσ
ϕ(0)
fσ(0)
1/d(f)
±
.
The second expression, corresponding to (9.24), is
C˜± = Lσ
ϕ(0)
fτ∗(1, . . . , 1)
1/d(f)
±
= Lσ(d(f)!)
n/d(f) ϕ(0)
(∂q∗f)(0)
1/d(f)
±
.(9.26)

Remark 9.7. From the proof of Proposition 9.6, we see the following.
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(i) The values of (9.22),(9.24),(9.25),(9.26) are independent of the chosen cone
σ ∈ Σ(n)∗ .
(ii) The integrals in (9.22),(9.24) are convergent.
Remark 9.8. Let us consider the case that τ∗ is compact. Then π(σ)◦TA(σ)(Rn) = 0
from Lemma 8.6. More simple formulae are obtained as follows.
C˜± = Lσϕ(0)
∫
R
n−m(f)
+
1
(fτ∗ ◦ π(σ))(T 1A(σ)(y))1/d(f)±
∏
j 6∈A(σ)
y
〈aj(σ)〉−1
j dyj.(9.27)
Remark 9.9. In [6],[7], similar formulae of C˜± are obtained in the real analytic phase
case. Their results do not require the assumptions (i), (ii) in Proposition 9.6.
Next, let us compute the coefficients of (s+1/d(f))−m(f) in the Laurent expansions
of Z±(s;ϕ), Z(s;ϕ). Let
C± = lim
s→−1/d(f)
(s+ 1/d(f))m(f)Z±(s;ϕ),
C = lim
s→−1/d(f)
(s+ 1/d(f))m(f)Z(s;ϕ),
respectively.
Theorem 9.10. Suppose that f satisfies the condition (C) and that at least one of
the following conditions is satisfied.
(i) d(f) > 1;
(ii) f is nonnegative or nonpositive on U ;
(iii) fτ∗ does not vanish on U ∩ (R \ {0})n.
If ℜ(ϕ(0)) > 0 (resp. ℜ(ϕ(0)) < 0) and ℜ(ϕ) is nonnegative (resp. nonpositive)
on U and the support of ϕ is contained in a sufficiently small neighborhood of the
origin, then we have
(9.28) C± =
∑
θ∈{−1,1}n
C˜±(fθ, ϕθ) and C = C+ + C−,
where fθ(x) := f(θx), ϕθ(x) := ϕ(θx) and C˜±(f, ϕ) (defined as in (9.18)) are as in
(9.22), (9.24), (9.25), (9.26). It follows from these formulae that ℜ(C±) are nonneg-
ative and ℜ(C) = ℜ(C+ + C−) is positive.
Proof. From the relationship (9.3), it suffices to show that the above conditions
(ii) and (iii) imply the condition (ii) in Proposition 9.6, when the support of ϕ is
contained in a sufficiently small neighborhood of the origin.
(ii) Let us assume that f is nonnegative on U . (Needless to say, the nonpositive
case is similarly proved.) Let σ be in Σ
(n)
∗ . From the equation (8.7), l(aj(σ)) are
even for all j and fσ is nonnegative on π(σ)
−1(U). Let us assume that there exists a
point b0 ∈ TI(Rn) ∩ π(σ)−1(U) with nonempty I ⊂ {1, . . . , n} such that fσ(b0) = 0.
Since f is nondegenerate with respect to Γ+(f), Theorem 8.10 implies that there
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is a point b ∈ π(σ)−1(U) close to b0 such that fσ(b) < 0. This contradicts the
nonnegativity of f on U , so we see that there exists an open neighborhood V such
that {y ∈ π(σ)−1(V ); fσ(y) = 0} ⊂ (R \ {0})n and ℜ(ϕ) is nonnegative on V . By
replacing U by V , the condition (ii) in the above theorem implies the condition (ii)
in Proposition 9.6.
(iii) We only consider the case that fτ∗ is positive on U ∩ (R \ {0})n. It follows
from the equation (8.9) that fσ ◦ TA(σ) is nonnegative on π(σ)−1(U). By the same
argument as in the above case (ii), the nondegeneracy condition implies that fσ◦TA(σ)
is positive on π(σ)−1(U) with a sufficiently small neighborhood U . 
10. Proofs of the theorems in Section 3
10.1. Relationship between I(t;ϕ) and Z±(s;ϕ). It is known (see [21], [2], etc.)
that the study of the asymptotic behavior of the oscillatory integral I(t;ϕ) in (1.1)
can be reduced to an investigation of the poles of the functions Z±(s;ϕ) in (9.1).
Here, we overview this situation. Let f ,ϕ satisfy the conditions (A),(B) in Section 3.
Suppose that the support of ϕ is sufficiently small.
Define the Gelfand-Leray function K : R→ R as
(10.1) K(u) =
∫
Wu
ϕ(x)ω,
where Wu = {x ∈ Rn; f(x) = u} and ω is the surface element on Wu which is
determined by df ∧ω = dx1 ∧ · · · ∧ dxn. By using K(u), I(t;ϕ) and Z±(s;ϕ) can be
expressed as follows. Changing the integral variables in (1.1),(9.1), we have
I(t;ϕ) =
∫ ∞
−∞
eituK(u)du =
∫ ∞
0
eiτtK(u)du+
∫ ∞
0
e−ituK(−u)du,(10.2)
(10.3) Z±(s;ϕ) =
∫ ∞
0
usK(±u)du,
respectively. Applying the inverse formula of the Mellin transform to (10.3), we have
(10.4) K(±u) = 1
2πi
∫ c+i∞
c−i∞
Z±(s;ϕ)u
−s−1ds,
where c > 0 and the integral contour follows the line Re(s) = c upwards. Let us
consider the case that Z±(s;ϕ) are meromorphic functions on C and their poles
exist on the negative part of the real axis. By deforming the integral contour as
c tends to −∞ in (10.4), the residue formula gives the asymptotic expansions of
K(u) as u→ ±0. Substituting these expansions of K(u) into (10.2), we can get an
asymptotic expansion of I(t;ϕ) as t→ +∞.
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Through the above calculation, we see a specific relationship for the coefficients.
If Z±(s;ϕ) have the Laurent expansions at s = −λ:
Z±(s;ϕ) =
B±
(s+ λ)ρ
+O
(
1
(s+ λ)ρ−1
)
,
then the corresponding part in the asymptotic expansion of I(t;ϕ) has the form
Bτ−λ(log t)ρ−1 +O(τ−λ(log t)ρ−2).
Here a simple computation gives the following relationship:
(10.5) B =
Γ(λ)
(ρ− 1)!
[
eiπλ/2B+ + e
−iπλ/2B−
]
,
where Γ is the Gamma function.
10.2. Proofs of Theorems 3.3, 3.5 and 3.7. Applying the above argument to
the results relating to Z±(s;ϕ) in Section 9, we obtain the theorems in Section 3.
Proof of Theorems 3.3 and 3.5. These theorems are shown by using Theorem 9.1
with Proposition 9.5. Notice that Proposition 9.5 and the relationship (10.5) in-
duce the cancellation of the coefficients of the terms, whose orders are larger than
−1/d(f).
Proof of Theorem 3.7. This theorem follows from Theorem 9.10. Notice that
the relationship (10.5) gives the information about the coefficient of the first term
of I(t;ϕ).
10.3. The first coefficient in the asymptotics (3.1). From the relationship
(10.5) and the equations (9.28), we give explicit formulae for the coefficient of the
leading term of the asymptotic expansion in (3.1) as follows.
Theorem 10.1. If f satisfies the same conditions in Theorem 3.7 and the support
of ϕ is contained in a sufficiently small neighborhood of the origin, then we have
lim
t→∞
t1/d(f)(log t)−m(f)+1 · I(t;ϕ)
=
Γ(1/d(f))
(m(f)− 1)! [e
iπ/(2d(f))C+ + e
−iπ/(2d(f))C−],
where C± are as in (9.28).
11. Examples
In this section, we consider the oscillatory integrals (1.1) with specific phases f ,
which satisfy the condition (A) in Section 3 and have noncompact principal faces.
Moreover, in the first three examples, the phases belong to the class Eˆ(U) and satisfy
the nondegeneracy condition in Section 3. These examples cannot be directly dealt
with by earlier investigations. Note that, for each phase, the origin is not a critical
point of finite multiplicity in Tougeron’s theorem (see Remark 2.4). The last example
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shows that Theorem 3.1 (iii) cannot be directly generalized to the smooth case. In
this section, we assume that the amplitudes ϕ satisfy the condition (B) in Section 3.
11.1. Example 1. Consider the following two-dimensional example:
(11.1) f(x1, x2) = x
8
1 + x
7
1x
1
2 + x
6
1x
2
2(1 + e
−1/x22).
It is easy to determine important quantities and functions as follows. Let σ be a
cone whose skeleton is a1, a2, where a1 = (1, 0), a2 = (1, 1).
• d(f) = 6 and m(f) = 1,
• τ∗ = {(6, α2);α2 ≥ 2}, Σ(2)∗ = {σ} and A(σ) = {1},
• l(a1) = 6, l(a2) = 8,
• π(σ)(y1, y2) = (y1y2, y2),
• fτ∗(x) = x61x22(1 + e−1/x22) and (fτ∗ ◦ π(σ))(y) = y61y82(1 + e−1/y22 ),
• fσ(y) = y21 + y1 + 1 + e−1/y22
Substituting the above into (9.22) or (9.24), we have
C˜+(f, ϕ) =
1
6
∫ ∞
0
ϕ(0, y)
y1/3(1 + e−1/y2)1/6
dy
and C˜−(f, ϕ) = 0. Moreover, we have
lim
t→∞
t1/6 · I(t;ϕ) = e
πi/12
3
∫ ∞
−∞
ϕ(0, y)
|y|1/3(1 + e−1/y2)1/6dy.
Note that strong results, relating to this example, have been obtained in [23],[24]
in the case where the phase is smooth and the principal face is compact, and in
[15] in the case where the principal face is noncompact but the phase needs the real
analyticity.
11.2. Example 2. Consider the following three-dimensional example:
(11.2) f(x1, x2, x3) = x
6
1 + x
4
1x
2
2e
−1/x23 + x21x
4
2e
−1/x43 + x62.
It is easy to determine important quantities and functions as follows. Let σ be a
cone whose skeleton is a1, a2, a3, where a1 = (1, 0, 0), a2 = (1, 1, 0), a3 = (0, 0, 1).
• d(f) = 3 and m(f) = 1,
• τ∗ = {α ∈ R3+;α1 + α2 = 6}, σ ∈ Σ(3)∗ and A(σ) = {2},
• l(a1) = l(a3) = 0 and l(a2) = 6,
• π(σ)(y1, y2, y3) = (y1y2, y2, y3),
• fτ∗(x) = f(x) and (fτ∗ ◦ π(σ))(y) = y62(y61 + y41e−1/y23 + y21e−1/y43 + 1),
• fσ(y) = y61 + y41e−1/y23 + y21e−1/y43 + 1.
Substituting the above into (9.22) or (9.24), we have
C˜+(f, ϕ) =
1
6
∫
R2+
ϕ(y1, 0, y3)
(y61 + y
4
1e
−1/y23 + y21e
−1/y43 + 1)1/3
dy1dy3
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and C˜−(f, ϕ) = 0. Moreover, we have
lim
t→∞
t1/3 · I(t;ϕ) = Γ(4/3)eπi/6
∫
R2
ϕ(y1, 0, y3)
(y61 + y
4
1e
−1/y23 + y21e
−1/y43 + 1)1/3
dy1dy3.
11.3. Example 3. In the case of the following three-dimensional example, the log-
arithmic factor appears in the leading term of asymptotics of I(t;ϕ):
(11.3) f(x1, x2, x3) = x
6
1 + x
2
1x
2
2(1 + e
−1/x23) + x62.
It is easy to determine important quantities and functions as follows. Let σ be a
cone whose skeleton is a1, a2, a3, where a1 = (2, 1, 0), a2 = (1, 1, 0), a3 = (0, 0, 1).
• d(f) = 2 and m(f) = 2,
• τ∗ = {(2, 2, α3);α3 ≥ 0}, σ ∈ Σ(3)∗ and A(σ) = {1, 2},
• l(a1) = 6, l(a2) = 4, l(a3) = 0,
• π(σ)(y1, y2, y3) = (y21y2, y1y2, y3),
• fτ∗(x) = x21x22(1 + e−1/x23) and (fτ∗ ◦ π(σ))(y) = y61y42(1 + e−1/y23 ),
• fσ(y) = y61y22 + y22 + 1 + e−1/y23 .
Substituting the above into (9.22) or (9.24), we have
(11.4) C˜+(f, ϕ) =
1
24
∫ ∞
0
ϕ(0, 0, y)
(1 + e−1/y2)1/2
dy
and C˜−(f, ϕ) = 0. Moreover, we have
lim
t→∞
t1/2(log t)−1 · I(t;ϕ) =
√
πeiπ/4
6
∫ ∞
−∞
ϕ(0, 0, y)
(1 + e−1/y2)1/2
dy.
11.4. Example 4. Consider the following two-dimensional example given by Iose-
vich and Sawyer in [25]:
(11.5) f(x1, x2) = x
2
1 + e
−1/|x2|α, α > 0.
Note that the above f satisfies the nondegeneracy condition as in Section 3 but it
does not belong to Eˆ(U). It is easy to see the following:
• d(f) = 2 and m(f) = 1,
• τ∗ = {α ∈ R2+;α1 = 2},
• fτ∗(x1, x2) = x21.
Consider an amplitude of the form: ϕ(x1, x2) = ψ1(x1)ψ2(x2) where ψj are smooth
nonnegative functions on R satisfying ψj(0) > 0 and its support is small for j = 1, 2.
In [25], Iosevich and Sawyer shows:
|I(t;ϕ)| ≤ Ct−1/2(log t)−1/α for t ≥ 2.
In particular, we have limt→∞ t
1/2I(t;ϕ) = 0, which is different phenomenon from
that in Remark 3.2. This example shows that the assertion (iii) in Theorem 3.1
with Remark 3.2 cannot be directly generalized to the smooth case. Moreover, the
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pattern of the asymptotic expansion in this case might be different from that of
(3.1).
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