stop there. In other elds such as medicine, there's "strong evidence of an association between signi cant results and publication; studies that report positive or signi cant results are more likely to be published and outcomes that are statistically signi cant have higher odds of being fully reported." 1 Is this also the case in computer science?
Why False Findings Occur
In the classic but controversial paper "Why Most Published Research Findings Are False," John Ioannidis stated there's "increasing concern that in modern research, false ndings may be the majority or even the vast majority of published research claims." 2 Rejecting the explanation that most scientists are charlatans, why might this be so?
One issue is the expedient but opento-debate tendency of claiming conclusive ndings solely on the basis of a single study assessed by the formal statistical signi cance, typically for p < 0.05, that the null hypothesis of no effect is true. This is ne but neglects consideration of the prior probabilities.
For example, suppose I conduct an experiment and announce to the world I've developed a working antigravity machine (p = 0.049, α= 0.05). I shouldn't be surprised if the wider community doesn't accept this as compelling evi-dence. This is because my p = 0.049 is dominated by the a priori probability that such a result is extremely unlikely.
Of course this example is foolishness, but some elds are vulnerable. Ioannidis suggests that this will most likely occur when • there's little theory, so the primary research methods are experimental; • such methods, protocols, and analysis techniques are still evolving; • effect sizes aren't expected to be large; and • the prior probability of the research nding being false is high.
He highlights machine learning as being particularly vulnerable. Another dif culty derives from the selective reporting of results. Researchers might prefer some results over others-for example, they might perceive positive results as more useful or acceptable. Other results might simply be more in accord with the researchers' prior beliefs. The likely bias arising from selective outcome reporting is to "overestimate the effect of the experimental treatment." 3 (For a look at researcher bias and other types of bias, see the related sidebar.)
Our Meta-analysis
To determine whether these problems occur in computer science, Tracy Hall, David Bowes, and I conducted a meta-analysis. We wanted to understand why different studies that looked at the same or overlapping questions might come up with different answers. 4 We focused on software defect prediction because this area has seen considerable research activity and we could capitalize on a systematic review by Hall and her colleagues. 5 Our meta-analysis examined all the published studies we could nd that provided suf cient information for our purposes. This came to 42 primary studies containing 600 experimental results in which each experiment tried to compare the predictive performance of a particular classi er (for example, logistic regression or support vector machines) for a given dataset. Typically, an experiment compares multiple classiers across multiple datasets using what's formally called a repeatedmeasures design.
Through some reverse engineering, we extracted a common response variable of prediction performance for all the studies, which was the Matthews correlation coef cient (MCC). This ranges from +1 for a perfect classi er through 0 for a random classi er to -1 for a perfectly perverse classi er. Figure 1 shows the distribution of
INCONSISTENT RESULTS IN SOFTWARE ENGINEERING
The following are three examples of systematic literature reviews that failed to nd "conclusion stability," 1 followed by a large experiment comprising many individual tests.
Magne Jørgensen reviewed 15 studies comparing model-based to expertbased estimation. 2 Five of the studies supported expert-based methods, ve found no difference, and ve supported model-based estimation.
Carolyn Mair and I compared regression to analogy methods for effort estimation and similarly found con icting evidence. 3 Of 20 primary studies, seven supported regression, four found no difference, and nine favored analogy.
Barbara Kitchenham and her colleagues identi ed seven primary studies. 4 Three found that cross-company models weren't signi cantly worse than within-company models; four found that cross-company models were signicantly worse.
Thomas Zimmermann and his colleagues' research learned defect predictors from 622 pairs of projects <P1, P2>. 5 In only 4 percent of pairs did the predictors learned in P1 predict effectively for P2.
predictive accuracy grouped by the classi er type. Considerable overlap existed between the methods, with only the naive benchmarks clearly performing worse than most of the other classi er types. Effectively, the variation within a type of classi er was greater than the variation between the classi ers. This is awkward because it suggests that the thing researchers want to knowthe best way to predict software defects-is being swamped by variation from other sources.
To better understand what was happening, we modeled the results using the classi er type and three other moderators. The moderators are variables that could affect the relationship between the variable of interest (choice of classi er) and response variable of predictive performance. We used these moderators:
• Dataset. We introduced this because we might reasonably expect some dataset characteristics (for example, size, presence of categorical features, and noise) to favor some classi ers over others.
• Input metrics. The classi ers
can use quite different sets of inputs-some based on process measures, others based on the changes between releases, and others using static code analysis. Perhaps this was affecting the results.
• Research group. We added this because we wondered whether different groups might have access to different types of expertise. We determined groups using coauthorship links and agglomerative clustering, leading to 23 clusters containing 1 to 10 authors.
In addition, our model allowed for higher-order interactions between any of the factors. The results were startling (see Table 1 ). By itself, the choice of classi er was scarcely signi cant and contributed a little over 1 percent. In contrast, the research group dominated and contributed more than 30 percent. Also, the interaction of rst-order factors created two significant second-order factors. The table shows that the main factor in uencing the research results wasn't what the researchers were investigating (how to predict defects) but who did the research.
TYPES OF BIAS
Researcher bias is the combination of research design, analysis, and reporting factors that tend to produce research ndings when they shouldn't be produced, leading to distortions in a particular direction. This differs from the natural probability of Type I errors (rejection of a true null hypothesis) and Type II errors (failure to reject a false null hypothesis) arising from the settings of α (a Type I error's probability) and β (a Type II error's probability).
Publication bias is the peer review system's tendency to more likely accept positive than negative results and to publish them more rapidly. This impacts a study in its entirety.
Selection bias is selective reporting of some but not all experimental results in a study, on the basis that some results are more "interesting" than others. So, it would seem that at least some areas of computer science aren't immune to researcher bias. A separate meta-analysis of experimental results by Magne Jørgensen and his colleagues also uncovered evidence of researcher bias. 6 Statistically significant results occurred approximately twice as frequently as you might expect from modeling the base rates.
Although an element of speculation exists, contributory reasons include varying levels of expertise, comparing highly optimized versions of some classifiers with "vanilla" versions of others, and selective reporting. This might seem highly pejorative about us researchers. However, this isn't an attack on anyone's integrity; we merely wish to spur progress in an important area of scientific research. After all, the ultimate aim of scientific methods is to reduce bias. Consequently, we recommend that researchers conduct blind analyses, improve reporting protocols, and conduct more intergroup studies to mitigate expertise problems. 
