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Abstract Recently, linear codes with few weights have been widely studied,
since they have applications in data storage systems, communication systems
and consumer electronics. In this paper, we present a class of three-weight and
five-weight linear codes over Fp, where p is an odd prime and Fp denotes a finite
field with p elements. The weight distributions of the linear codes constructed
in this paper are also settled. Moreover, the linear codes illustrated in the
paper may have applications in secret sharing schemes.
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1 Introduction and main results
Let q = pm for an odd prime p and a positive integer m > 2. Denote Fq = Fpm
the finite field with pm elements and F∗q = Fq\{0} the multiplicative group of
Fq.
An (n,M) code C over Fp is a subset of Fnp of size M . Among all kinds
of codes, linear codes are studied the most, since they are easier to describe,
encode and decode than nonlinear codes.
A [n, k, d] code C is called linear code over Fp if it is a k-dimensional
subspace of Fnp with minimum (Hamming) distance d. Usually, the vectors in
C are called codewords. The (Hamming) weight wt(c) of a codeword c ∈ C
is the number of nonzero coordinates in c. The weight enumerator of C is a
polynomial defined by
1 +A1x+A2x
2 + · · ·+Anxn,
where Ai denotes the number of codewords of weight i in C. The weight dis-
tribution (A0, A1, . . . , An) of C is of interest in coding theory and a lot of re-
searchers are devoted to determining the weight distribution of specific codes.
A code C is called a t-weight code if |{i : Ai 6= 0, 1 ≤ i ≤ n}| = t. For the past
decade years, a lot of codes with few weights are constructed [3,7,9,10]. Fur-
thermore, there is much literature on the weight distribution of some special
linear codes[1,3,5,7,13,14,21,22].
Let D = {d1, d2, . . . , dn} ⊆ Fq. A linear code CD of length n over Fp is
defined by
CD = {(Tr(xd1),Tr(xd2), . . . ,Tr(xdn)) : x ∈ Fq},
where Tr denotes the absolute trace function over Fq. The set D is called the
defining set of this code CD. This construction was proposed by Ding et al.
(see [4,9]) and is used to obtain linear codes with few weights [10,16,17,20].
In this paper, we set
D = {x ∈ F∗q : Tr(x2 + x) = 0} = {d1, d2, . . . , dn},
CD = {cx = (Tr(xd1),Tr(xd2), . . . ,Tr(xdn)) : x ∈ Fq} (1.1)
and determine the weight distribution of the proposed linear codes CD of (1.1).
The parameters of the introduced linear codes CD of (1.1) are described in
the following theorems. The proofs of the parameters will be presented later.
Table 1: The weight distribution of the codes of Theorem 1
Weight w Multiplicity A
0 1
(p− 1)pm−2 pm−2 − 1 + p−1(p − 1)G
(p− 1)pm−2 + p−1(p − 1)G 2(p − 1)pm−2 − p−1(p− 1)G
(p− 1)pm−2 + p−1(p − 2)G (p − 1)2pm−2
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Theorem 1 Let m > 2 be even with p | m. Then the code CD of (1.1) is a
[pm−1 − 1 + p−1(p − 1)G,m] linear code with weight distribution in Table 1,
where G = −(−1)m(p−1)4 pm2 .
Example 2 Let (p,m) = (3, 6). Then the corresponding code CD has param-
eters [260, 6, 162] and weight enumerator 1 + 98x162 + 324x171 + 306x180.
Theorem 3 Let m be even with p ∤ m. Then the code CD of (1.1) is a
[pm−1 − p−1G − 1,m] linear code with weight distribution in Table 2, where
G = −(−1)m(p−1)4 pm2 .
Example 4 Let (p,m) = (3, 4). Then the corresponding code CD has param-
eters [29, 4, 18] and weight enumerator 1 + 44x18 + 30x21 + 6x24. This code is
optimal according to the codetables in [11].
Table 2: The weight distribution of the codes of Theorem 3.
Weight w Multiplicity A
0 1
(p − 1)pm−2 − p−1G (p− 1)(2pm−2 + p−1G)
(p − 1)pm−2 1
2
(p − 1)(pm−1 −G) + pm−2 − 1
(p − 1)pm−2 − 2p−1G 1
2
(p2 − 3p + 2)(pm−2 + p−1G)
Table 3: The weight distribution of the codes of Theorem 5.
Weight w Multiplicity A
0 1
(p − 1)pm−2 pm−1 − 1
(p − 1)pm−2 + p
m−3
2 1
2
(p− 1)2pm−2
(p − 1)pm−2 − p
m−3
2 1
2
(p− 1)2pm−2
(p − 1)pm−2 − (p − 1)p
m−3
2 1
2
(p− 1)(pm−2 + p
m−1
2 )
(p − 1)pm−2 + (p − 1)p
m−3
2 1
2
(p− 1)(pm−2 − p
m−1
2 )
Theorem 5 If m is odd and p | m, then the linear code CD of (1.1) has
parameters [pm−1 − 1,m] and weight distribution in Table 3.
Example 6 Let (p,m) = (3, 3). Then the corresponding code CD has parame-
ters [8, 3, 4] and weight enumerator 1+6x4+6x5+8x6+6x7. This code is almost
optimal, since the optimal linear code has parameters [8, 3, 5]. By Table 3, CD
in Theorem 5 is a four weight linear code if and only if p = m = 3.
Example 7 Let (p,m) = (5, 5). Then the corresponding code CD has param-
eters [624, 5, 480] and weight enumerator 1 + 300x480 + 1000x495 + 624x500 +
1000x505 + 200x520.
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Table 4: The weight distribution of the codes of Theorem 8.
Weight w Multiplicity A
0 1
(p − 1)pm−2 + 1
p
(−m
p
)GG (p− 1)(pm−2 − p−2(−m
p
)GG)
(p − 1)pm−2 pm−2 + p−2(−m
p
)(p − 1)GG− 1
(p − 1)pm−2 + (−m
p
)p−2(p − 1)GG 1
2
(p − 1)(pm−1 − (−m
p
)p−1GG)
(p − 1)pm−2 + (−m
p
)p−2(p + 1)GG 1
2
(p − 1)(p − 2)(pm−2 − (−m
p
)p−2GG)
(p − 1)pm−2 + p−2(−m
p
)GG (p− 1)pm−2 + p−2(−m
p
)(p − 1)2GG
Theorem 8 If m is odd and p ∤ m, then the linear code CD of (1.1) has
parameters [pm−1 + p−1
(
−m
p
)
GG− 1,m] and weight distribution in Table 4,
where
( ·
·
)
is the Legendre symbol and GG = (−1) (m+1)(p−1)4 pm+12 .
Example 9 Let (p,m) = (3, 5). Then the corresponding code CD has parame-
ters [71, 5, 42] and weight enumerator 1+30x42+60x45+90x48+42x51+20x54.
We remark that this linear code is near optimal, since the corresponding opti-
mal linear codes has parameters [71, 5, 42].
Remark: In Theorem 8, if m = 3 and p ≡ 2 mod 3, the frequency of weight
(p − 1)pm−2 turns to be zero. Hence, in this case CD is a four-weight linear
code with weight distribution in Table 5.
Example 10 Let (p,m) = (5, 3). Then the corresponding code CD has param-
eters [19, 3, 14] and weight enumerator 1+ 36x14+24x15+60x16 +4x19. This
code is optimal according to the datatables in [11].
Table 5: The weight distribution of CD, when m = 3 and p ≡ 2 (mod 3).
Weight w Multiplicity A
0 1
p2 − 2p p2 − 1
p2 − 2p + 1 1
2
p(p2 − 1)
p2 − 2p − 1 1
2
(p − 2)(p2 − 1)
p2 − p− 1 p− 1
2 Preliminaries
In this section, we review some basic notations and results of group characters
and present some lemma which are needed for the proof of the main results.
An additive character χ of Fq is a mapping from Fq into the multiplicative
group of complex numbers of absolute value 1 with χ(g1g2) = χ(g1)χ(g2) for
all g1, g2 ∈ Fq [15].
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By Theorem 5.7 in [15], for b ∈ Fq,
χb(x) = e
2pi
√
−1Tr(bx)
p , for all x ∈ Fq (2.1)
defines an additive character of Fq, and all additive characters can be obtained
in this way. Among the additive characters, we have the trivial character χ0
defined by χ0(x) = 1 for all x ∈ Fq; all other characters are called nontrivial.
The character χ1 in (2.1) will be called the canonical additive character of Fq
[15].
The orthogonal property of additive characters can be found in [15] and is
given as below ∑
x∈Fq
χ(x) =
{
q, if χ is trivial,
0, if χ is nontrivial.
Characters of the multiplicative group F∗q of Fq are called multiplicative
character of Fq. By Theorem 5.8 in [15], for each j = 0, 1, . . . , q − 2, the
function ψj with
ψj(g
k) = e2pi
√−1jk/(q−1)for k = 0, 1, . . . , q − 2
defines a multiplicative character of Fq, where g is a generator of F
∗
q . For
j = (q − 1)/2, we have the quadratic character η = ψ(q−1)/2 defined by
η(gk) =
{−1, if 2 ∤ k,
1, if 2 | k.
In the sequel, we assume that η(0) = 0.
We define the quadratic Gauss sum G = G(η, χ1) over Fq by
G(η, χ1) =
∑
x∈F∗q
η(x)χ1(x),
and the quadratic Gauss sum G = G(η, χ1) over Fp by
G(η, χ1) =
∑
x∈F∗p
η(x)χ1(x),
where η and χ1 denote the quadratic and canonical character of Fp, respec-
tively.
The explicit values of quadratic Gauss sums are given as follows.
Lemma 11 ([15], Theorem 5.15) Let the symbols be the same as before.
Then
G(η, χ1) = (−1)(m−1)
√−1
(p−1)2m
4
√
q, G(η, χ1) =
√−1
(p−1)2
4
√
p.
Lemma 12 ([9], Lemma 7) Let the symbols be the same as before. Then
1. if m ≥ 2 is even, then η(y) = 1 for each y ∈ F∗p;
2. if m is odd, then η(y) = η(y) for each y ∈ F∗p.
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Lemma 13 ([15], Theorem 5.33) Let χ be a nontrivial additive character
of Fq, and let f(x) = a2x
2 + a1x+ a0 ∈ Fq[x] with a2 6= 0. Then∑
x∈Fq
χ(f(x)) = χ
(
a0 − a21(4a2)−1
)
η(a2)G(η, χ).
Lemma 14 Let the symbols be the same as before. For y ∈ F ∗p , we have
∑
y∈F∗p
∑
x∈Fq
ζyTr(x
2+x)
p =


(p− 1)G, if 2 | m and p | m,
−G, if 2 | m and p ∤ m,
0, if 2 ∤ m and p | m,
η(−m)GG, if 2 | m and p ∤ m.
Proof It follows from Lemma 13 that∑
y∈F∗p
∑
x∈Fq
ζyTr(x
2+x)
p =
∑
y∈F∗p
∑
x∈Fq
χ1(yx
2 + yx)
= G
∑
y∈F∗p
χ1
(
−y
4
)
η(y)
= G
∑
y∈F∗p
η(y)ζ
− yTr(1)4
p .
It is obviously that
Tr(1) = m =
{
0, if p | m,
6= 0, otherwise.
Consequently,
∑
y∈F∗p
∑
x∈Fq
ζyTr(x
2+x)
p =


G
∑
y∈F∗p η(y), if 2 | m and p | m,
G
∑
y∈F∗p ζ
− ym4
p , if 2 | m and p ∤ m,
G
∑
y∈F∗p η(y), if 2 ∤ m and p | m,
η(−m)G∑y∈F∗p η
(− ym4 ) ζ−
ym
4
p , if 2 ∤ m and p ∤ m.
Using Lemma 12, we get this lemma.
Lemma 15 Let the symbols be the same as before. For b ∈ F ∗q , let
B =
∑
y∈F∗p
∑
z∈F∗p
∑
x∈Fq
χ1(yx
2 + yx+ bzx).
Then
1. if Tr(b2) 6= 0 and Tr(b) = 0, we have
B =


−(p− 1)G, if 2 | m and p | m,
η
(
mTr(b2)
)
GG
2
+G, if 2 | m and p ∤ m,
η
(−Tr(b2)) (p− 1)GG, if 2 ∤ m and p | m,
−η (−Tr(b2))+ η(−m))GG, if 2 ∤ m and p ∤ m;
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2. if Tr(b2) 6= 0 and Tr(b) 6= 0, we have
B =


η(−1)GG2 − (p− 1)G, if 2 | m and p | m,
G, if 2 | m, p ∤ m and (Tr(b))2 = mTr(b2),
η(mTr(b2)− (Tr(b))2)GG2 +G, if 2 | m, p ∤ m and (Tr(b))2 6= mTr(b2),
−η(−Tr(b2))GG, if 2 ∤ m and p | m,
(η(−Tr(b2))(p− 1)− η(−m))GG, if 2 ∤ m, p ∤ m and (Tr(b))2 = mTr(b2),
−(η(−Tr(b2)) + η(−m))GG, if 2 ∤ m, p ∤ m and (Tr(b))2 6= mTr(b2);
3. if Tr(b2) = 0 and Tr(b) 6= 0, we have
B =


−(p− 1)G, if 2 | m and p | m,
G, if 2 | m and p ∤ m,
0, if 2 ∤ m and p | m,
−η(−m)GG, if 2 ∤ m and p ∤ m;
4. if Tr(b2) = 0 and Tr(b) = 0, we have
B =


(p− 1)2G, if 2 | m and p | m,
−(p− 1)G, if 2 | m and p ∤ m,
0, if 2 ∤ m and p | m,
η(−m)(p− 1)GG, if 2 ∤ m and p ∤ m.
Proof We only give the proof of the first part since the remaining parts are
similar.
By Lemma 13, we have
B = G
∑
y∈F∗p
∑
z∈F∗p
η(y)χ1
(
− (y + bz)
2
4y
)
= G
∑
y∈F∗p
η(y)χ1
(
−y
4
) ∑
z∈F∗p
χ1
(
−b
2z2
4y
− bz
2
)
= G
∑
y∈F∗p
η(y)χ1
(
−y
4
) ∑
z∈F∗p
ζ
−Tr(b2)z24y −
Tr(b)z
2
p .
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Note that in the first part, Tr(b2) 6= 0 and Tr(b) = 0. Therefore,
B = G
∑
y∈F∗p
η(y)χ1
(
−y
4
) ∑
z∈F∗p
χ1
(
−Tr(b
2)z2
4y
)
= G
∑
y∈F∗p
η(y)χ1
(
−y
4
) ∑
z∈Fp
χ1
(
−Tr(b
2)z2
4y
)
−G
∑
y∈F∗p
η(y)χ1
(
−y
4
)
= G
∑
y∈F∗p
η(y)χ1
(
−y
4
)
χ1(0)η(−Tr(b2)y)G−G
∑
y∈F∗p
η(y)χ1
(
−y
4
)
= η(−Tr(b2))GG
∑
y∈F∗p
η(y)χ1
(
−y
4
)
η(y)−G
∑
y∈F∗p
η(y)χ1
(
−y
4
)
=


η(−Tr(b2))GG∑y∈F∗p η(y)−G
∑
y∈F∗p 1, if 2 | m and p | m,
η(mTr(b2))GG
∑
y∈F∗p χ1
(−my4 ) η (−my4 )−G∑y∈F∗p ζ−
my
4
p , if 2 | m and p ∤ m,
η(−Tr(b2))GG∑y∈F∗p 1−G
∑
y∈F∗p η(y), if 2 ∤ m and p | m,
η(−Tr(b2))GG∑y∈F∗p ζ−
my
4
p −Gη(−m)
∑
y∈F∗p η
(−my4 ) ζ−
my
4
p , if 2 ∤ m and p ∤ m.
Combining Lemma 12 and the equation
∑
y∈F∗p ζ
y
p = −1, we get the result of
the first part.
Lemma 16 For a ∈ Fp, let
N(0, a) = {x ∈ Fq : Tr(x2) = 0,Tr(x) = a}.
Then
1. if a 6= 0, we have
|N(0, a)| =


pm−2, if p | m,
pm−2 + p−1G, if 2 | m and p ∤ m,
pm−2 − p−2η(−m)GG, if 2 ∤ m and p ∤ m;
2. if a = 0, we have
|N(0, 0)| =


pm−2 + p−1(p− 1)G, if 2 | m and p | m,
pm−2, if 2 | m and p ∤ m,
pm−2, if 2 ∤ m and p | m,
pm−2 + p−2η(−m)(p− 1)GG, if 2 ∤ m and p ∤ m.
Proof We only prove the first statement of this lemma, since the other state-
ments can be similarly proved.
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For a ∈ F∗p, we have
|N(0, a)| = p−2
∑
x∈Fq

∑
y∈Fp
ζyTr(x
2)
p



∑
z∈Fp
ζz(Tr(x)−a)p


= p−2
∑
x∈Fq

1 + ∑
y∈F∗p
ζyTr(x
2)
p



1 + ∑
z∈F∗p
ζz(Tr(x)−a)p


= pm−2 + p−2
∑
y∈F∗p
∑
x∈Fq
ζyTr(x
2)
p + p
−2 ∑
z∈F∗p
∑
x∈Fq
ζz(Tr(x)−a)p
+ p−2
∑
y∈F∗p
∑
z∈F∗p
∑
x∈Fq
ζTr(yx
2+zx)−za
p
= pm−2 + p−2
∑
y∈F∗p
∑
x∈Fq
χ1(yx
2) + p−2
∑
y∈F∗p
∑
z∈F∗p
ζ−zap
∑
x∈Fq
χ1(yx
2 + zx).
By Lemma 13, we obtain
|N(0, a)| = pm−2 + p−2
∑
y∈F∗p
∑
x∈Fq
χ1(yx
2) + p−2
∑
y∈F∗p
∑
z∈F∗p
ζ−zap
∑
x∈Fq
χ1(yx
2 + zx)
= pm−2 + p−2
∑
y∈F∗p
χ1(0)η(y)G+ p
−2 ∑
y∈F∗p
∑
z∈F∗p
ζ−zap χ1(−
z2
4y
)η(y)G
=


pm−2 + p−2G
∑
y∈F∗p η(y) + p
−2G
∑
y∈F∗p
∑
z∈F∗p ζ
−za
p η(y), if p | m
pm−2 + p−2G
∑
y∈F∗p η(y) + p
−2G
∑
y∈F∗p
∑
z∈F∗p ζ
−za
p η(y)ζ
−mz24y
p , if p ∤ m
=


pm−2, if p | m
pm−2 + p−2(p− 1)G+ p−2G∑y∈F∗p
∑
z∈F∗p ζ
−za
p ζ
−mz24y
p , if 2 | m and p ∤ m
pm−2 + p−2η(−m)G∑y∈F∗p
∑
z∈F∗p ζ
−za
p η
(
−mz24y
)
ζ
−mz24y
p , if 2 ∤ m and p ∤ m
=


pm−2, if p | m,
pm−2 + p−1G, if 2 | m and p ∤ m,
pm−2 − p−2η(−m)GG, if 2 ∤ m and p ∤ m.
Lemma 17 Let
N(0, 0) = {x ∈ Fq : Tr(x2) = 0 and Tr(x) 6= 0},
N(0, 0) = {x ∈ Fq : Tr(x2) 6= 0 and Tr(x) 6= 0},
N(0, 0) = {x ∈ Fq : Tr(x2) 6= 0 and Tr(x) = 0}.
Then we get
1.
|N(0, 0)| =


(p− 1)pm−2, if p | m,
(p− 1) (pm−2 + p−1G) , if 2 | m and p ∤ m,
(p− 1) (pm−2 − p−2η(−m)GG) , if 2 ∤ m and p ∤ m;
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2.
|N(0, 0)| =


(p− 1)2pm−2, if p | m,
(p− 1)2pm−2 − (p− 1)p−1G, if 2 | m and p ∤ m,
(p− 1)2pm−2 + (p− 1)p−2η(−m)GG, if 2 ∤ m and p ∤ m;
3.
|N(0, 0)| =


(p− 1)pm−2 − p−1(p− 1)G, if 2 | m and p | m,
(p− 1)pm−2, if 2 | m and p ∤ m,
(p− 1)pm−2, if 2 ∤ m and p | m,
(p− 1)pm−2 − p−2η(−m)(p− 1)GG, if 2 ∤ m and p ∤ m.
Proof By the definitions, we have
|N(0, 0)|+ |N(0, 0)| = pm−1,
|N(0, 0)| =
∑
a∈F∗p
|N(0, a)|,
|N(0, 0)|+ |N(0, 0)| = pm − pm−1.
Then the desired results follow from Lemma 16.
Lemma 18 Suppose p ∤ m and let
V = {x ∈ Fq : Tr(x) 6= 0 and (Tr(x))2 = mTr(x2)}.
Then
|V | =
{
(p− 1)pm−2, if 2 | m,
(p− 1)pm−2 + p−2η(−m)(p− 1)2GG, if 2 ∤ m.
Proof For c ∈ F∗p, set
Sc = {x ∈ Fp : Tr(x) = c and Tr(x2) = c2/m}.
Then
|V | =
∑
c∈F∗p
|Sc|.
By definition, we have
|Sc| = p−2
∑
x∈Fq

∑
y∈Fp
ζ
y(Tr(x2)− c2
m
)
p



∑
z∈Fp
ζz(Tr(x)−c)p


= p−2
∑
x∈Fq

1 + ∑
y∈F∗p
ζ
y(Tr(x2)− c2
m
)
p



1 + ∑
z∈F∗p
ζz(Tr(x)−c)p


= pm−2 + p−2
∑
y∈F∗p
∑
x∈Fq
ζ
y(Tr(x2)− c2
m
)
p + p
−2 ∑
y∈F∗p
∑
z∈F∗p
∑
x∈Fq
ζ
Tr(yx2+zx)− yc2
m
−zc
p .
A class of three-weight and five-weight linear codes 11
Let
sc =
∑
y∈F∗p
∑
x∈Fq
ζ
y
(
Tr(x2)− c2
m
)
p ,
sc =
∑
y∈F∗p
∑
z∈F∗p
∑
x∈Fq
ζ
Tr(yx2+zx)− yc2
m
−zc
p .
It is straightforward to have that
sc =
∑
y∈F∗p
ζ
− yc2
m
p
∑
x∈Fq
χ1(yx
2).
By Lemma 13, we obtain
sc =
∑
y∈F∗p
ζ
− yc2
m
p χ1(0)η(y)G
=


G
∑
y∈F∗p ζ
− yc2
m
p , if 2 | m
η(−m)G∑y∈F∗p η
(
− yc2m
)
ζ
− yc2
m
p , if 2 ∤ m
=
{−G, if 2 | m,
η(−m)GG, if 2 ∤ m. (2.2)
Meanwhile,
sc =
∑
y∈F∗p
∑
z∈F∗p
ζ
− yc2
m
−zc
p
∑
x∈Fq
χ1(yx
2 + zx)
=
∑
y∈F∗p
∑
z∈F∗p
ζ
− yc2
m
−zc
p χ1
(
− z
2
4y
)
η(y)G.
Hence,
∑
c∈F∗p
sc = G
∑
y∈F∗p
∑
z∈F∗p
χ1
(
− z
2
4y
)
η(y)
∑
c∈F∗p
ζ
− yc2
m
−zc
p
= G
∑
y∈F∗p
∑
z∈F∗p
χ1
(
− z
2
4y
)
η(y)
∑
c∈Fp
χ1
(
−yc
2
m
− zc
)
−G
∑
y∈F∗p
∑
z∈F∗p
χ1
(
− z
2
4y
)
η(y)
= G
∑
y∈F∗p
∑
z∈F∗p
χ1
(
− z
2
4y
)
η(y)χ1
(
mz2
4y
)
η(−my)G−G
∑
y∈F∗p
∑
z∈F∗p
χ1
(
− z
2
4y
)
η(y)
= η(−m)GG
∑
y∈F∗p
∑
z∈F∗p
η(y)η(y)−G
∑
y∈F∗p
∑
z∈F∗p
ζ
−mz24y
p η(y)
=
{
(p− 1)G, if 2 | m,
η(−m)(p− 1)2GG− η(−m)(p− 1)GG, if 2 ∤ m. (2.3)
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We get
|V | =
∑
c∈F∗p
|Sc| =
∑
c∈F∗p
(pm−2 + p−2sc + p−2sc)
=
∑
c∈F∗p
pm−2 + p−2
∑
c∈F∗p
sc + p
−2 ∑
c∈F∗p
sc.
By (2.2) and (2.3), we get this lemma.
3 Proof of main results
In this section, we will present a class of linear codes with three weights and
five weights over Fp.
Recall that the defining set considered in this paper is defined by
D = {x ∈ F∗q : Tr(x2 + x) = 0}.
Let n0 = |D|+ 1. Then
n0 =
1
p
∑
x∈Fq

∑
y∈Fp
ζyTr(x
2+x)
p


= pm−1 +
1
p
∑
x∈Fq
∑
y∈F∗p
ζyTr(x
2+x)
p .
Define Nb = {x ∈ Fq : Tr(x2 + x) = 0 and Tr(bx) = 0}. Let wt(cb) denote
the Hamming weight of the codeword cb of the code CD. It can be easily
checked that
wt(cb) = n0 − |Nb|. (3.1)
For b ∈ F∗q , we have
|Nb| = p−2
∑
x∈Fq

∑
y∈Fp
ζyTr(x
2+x)
p



∑
z∈Fp
ζzTr(bx)p


= p−2
∑
x∈Fq

1 + ∑
y∈F∗p
ζyTr(x
2+x)
p



1 + ∑
z∈F∗p
ζzTr(bx)p


= pm−2 + p−2
∑
y∈F∗p
∑
x∈Fq
ζyTr(x
2+x)
p + p
−2 ∑
z∈F∗p
∑
x∈Fq
ζzTr(bx)p
+ p−2
∑
y∈F∗p
∑
z∈F∗p
∑
x∈Fq
ζTr(yx
2+yx+bzx)
p
= pm−2 + p−2
∑
y∈F∗p
∑
x∈Fq
ζyTr(x
2+x)
p + p
−2 ∑
y∈F∗p
∑
z∈F∗p
∑
x∈Fq
ζTr(yx
2+yx+bzx)
p .
(3.2)
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Our task in this section is to calculate n0, |Nb| and give the proof of the
main results.
3.1 The first case of three-weight linear codes
In this subsection, suppose 2 | m and p | m. To determine the weight distri-
bution of CD of (1.1), the following lemma is needed.
Lemma 19 Let b ∈ F∗q . Then
|Nb| =


pm−2, if Tr(b2) = 0 and Tr(b) 6= 0
or Tr(b2) 6= 0 and Tr(b) = 0,
pm−2 − (−1)m(p−1)4 (p− 1)pm−22 , if Tr(b2) = 0 and Tr(b) = 0,
pm−2 − (−1)m(p−1)4 pm−22 , if Tr(b2) 6= 0 and Tr(b) 6= 0.
Proof The desired result follows directly from (3.2), Lemmas 11, 14 and 15.
We omit the details.
After the preparations above, we proceed to prove Theorem 1. By Lemma
14, if 2 | m and p | m, we have
n0 = p
m−1 + p−1(p− 1)G.
Combining (3.1), (3.2) and Lemma 19, we get
wt(cb) = n0 − |Nb|
∈ {(p− 1)pm−2 + p−1(p− 1)G, (p− 1)pm−2, (p− 1)pm−2 + p−1(p− 2)G} .
Set
ω1 = (p− 1)pm−2 + p−1(p− 1)G,
ω2 = (p− 1)pm−2,
ω3 = (p− 1)pm−2 + p−1(p− 2)G.
By Lemma 19, we obtain
Aω1 = |N(0, 0)|+ |N(0, 0)|,
Aω2 = |N(0, 0)| − 1,
Aω3 = |N(0, 0)|.
Then the results in Theorem 1 follow from Lemmas 11 and 17.
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3.2 The second case of three-weight linear codes
In this subsection, assume 2 | m and p ∤ m. By (3.2), Lemmas 14 and 15, it is
easy to get the following lemma.
Lemma 20 Let b ∈ F∗q and the symbols be the same as before. Then we have
|Nb| =


pm−2, if Tr(b2) = 0 and Tr(b) 6= 0 or
Tr(b2) 6= 0 and (Tr(b))2 = mTr(b2),
pm−2 − p−1G, if Tr(b2) = 0 and Tr(b) = 0,
pm−2 + p−2η(mTr(b2)− (Tr(b))2)GG2, if Tr(b2) 6= 0 and (Tr(b))2 6= mTr(b2),
pm−2 + p−2η(mTr(b2))GG
2
, if Tr(b2) 6= 0 and Tr(b) = 0.
We are now turning to the proof of Theorem 3. If 2 | m and p ∤ m, by
Lemma 14, we have
n0 = p
m−1 − p−1G.
It follows from (3.1) and Lemma 20 that
wt(cb) ∈
{
(p− 1)pm−2 − p−1G, (p− 1)pm−2, (p− 1)pm−2 − 2p−1G} .
Suppose
ω1 = (p− 1)pm−2 − p−1G,
ω2 = (p− 1)pm−2,
ω3 = (p− 1)pm−2 − 2p−1G.
By Lemmas 17, 18 and 20, we have
Aω1 = |N(0, 0)|+ |V | = (p− 1)(2pm−2 + p−1G).
It is easy to check that the minimum distance of the dual code C⊥D of CD is
equal to 2. By the first two Pless Power Moments([12], p. 260) the frequency
Awi of wi satisfies the following equations:
{
Aw1 +Aw2 +Aw3 = p
m − 1,
w1Aw1 + w2Aw2 + w3Aw3 = p
m−1(p− 1)n, (3.3)
where n = pm−1 − p−1G− 1. A simple calculation leads to the weight distri-
bution of Table 2. The proof of Theorem 3 is completed.
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3.3 The first case of 5-weight linear codes
In this subsection, set 2 ∤ m and p | m. By (3.2), Lemmas 14 and 15, we get
the following lemma.
Lemma 21 Let b ∈ F∗q , then
|Nb| =


pm−2, if Tr(b2) = 0,
pm−2 − p−2η(−1)GG, if Tr(b2) 6= 0, Tr(b) 6= 0, η(Tr(b2)) = 1,
pm−2 + p−2η(−1)GG, if Tr(b2) 6= 0, Tr(b) 6= 0, η(Tr(b2)) = −1,
pm−2 + p−2η(−1)(p− 1)GG, if Tr(b2) 6= 0, Tr(b) = 0, η(Tr(b2)) = 1,
pm−2 − p−2η(−1)(p− 1)GG, if Tr(b2) 6= 0, Tr(b) = 0, η(Tr(b2)) = −1.
In order to determine the weight distribution of CD of (1.1) in Theorem 5,
we need the next two lemmas.
Lemma 22 (see [9], Lemma 9) For each c ∈ Fp, set
uc = |{x ∈ Fq : Tr(x2) = c}|.
If m is odd, then
uc = p
m−1 + p−1η(−1)η(c)GG.
Lemma 23 Let m be odd with p | m. For each c ∈ F∗p, set
vc = |{x ∈ Fq : Tr(x2) = c,Tr(x) = 0}|.
Then
vc = p
m−2 + p−1η(−1)η(c)GG.
Proof The proof of this lemma is similar to that of Lemma 16 and we omit
the details.
Now we are ready to prove Theorem 5. Note that 2 ∤ m and p | m. By
Lemma 14, we have n0 = p
m−1. It follows from (3.1) and Lemma 21 that
wt(cb) = n0 − |Nb|
∈
{
(p− 1)pm−2, (p− 1)pm−2 ± 1
p2
η(−1)GG, (p− 1)pm−2 ± 1
p2
η(−1)(p− 1)GG
}
.
Suppose
ω1 = (p− 1)pm−2,
ω2 = (p− 1)pm−2 + 1
p2
η(−1)GG,
ω3 = (p− 1)pm−2 − 1
p2
η(−1)GG,
ω4 = (p− 1)pm−2 − 1
p2
η(−1)(p− 1)GG,
ω5 = (p− 1)pm−2 + 1
p2
η(−1)(p− 1)GG.
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By Lemmas 21, 22 and 23, we have Aω1 = p
m−1− 1 and the following system
of equations:


Aw2 +Aw4 =
1
2 (p− 1)(pm−1 + p−1η(−1)GG),
Aw3 +Aw5 =
1
2 (p− 1)(pm−1 − p−1η(−1)GG),
Aw4 =
1
2 (p− 1)(pm−2 + p−1η(−1)GG),
Aw5 =
1
2 (p− 1)(pm−2 − p−1η(−1)GG).
(3.4)
Solving the system of equations of (3.4) proves the weight distribution of
Table 3.
3.4 The second case of five-weight linear codes
In this subsection, put 2 ∤ m and p ∤ m. The last auxiliary result we need is
the following.
Lemma 24 Let b ∈ F∗q and the symbols be the same as before. Then
|Nb| =


pm−2, if Tr(b2) = 0 and Tr(b) 6= 0,
pm−2 + p−1η(−m)GG, if Tr(b2) = 0 and Tr(b) = 0
pm−2 − p−2η(−Tr(b2))GG, if Tr(b2) 6= 0, Tr(b) 6= 0 and (Tr(b))2 6= mTr(b2)
or Tr(b2) 6= 0 and Tr(b) = 0,
pm−2 + p−2η(−m)(p− 1)GG, if Tr(b2) 6= 0,Tr(b) 6= 0 and (Tr(b))2 = mTr(b2).
Proof This lemma follows from (3.2), Lemmas 14 and Lemma 15,
With the help of preceding lemmas we can now prove Theorem 8. If 2 ∤ m
and p ∤ m, by Lemma 14, we have
n0 = p
m−1 + p−1η(−m)GG.
By Lemma 24, we know wt(cb) has five possible values. Let
w1 = (p− 1)pm−2 + 1
p
η(−m)GG, w2 = (p− 1)pm−2,
w3 = (p− 1)pm−2 + 1
p2
(pη(−m) + 1)GG,
w4 = (p− 1)pm−2 + 1
p2
(pη(−m)− 1)GG,
w5 = (p− 1)pm−2 + p−2η(−m)GG.
It follows from Lemmas 17, 18 and 24 that
Aω1 = (p− 1)(pm−2 − p−2η(−m)GG),
Aω2 = p
m−2 + p−2η(−m)(p− 1)GG− 1,
Aω5 = (p− 1)pm−2 + p−2η(−m)(p− 1)2GG,
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where Awi denotes the frequency of wi. It can be easily checked that the
minimum distance of the dual code C⊥D of CD is equal to 2. By the first two Pless
Power Moments ([12], p. 260) the frequency Awi of wi satisfies the following
equations:
{
Aw1 +Aw2 +Aw3 +Aw4 +Aw5 = p
m − 1,
w1Aw1 + w2Aw2 + w3Aw3 + w4Aw4 + w5Aw5 = p
m−1(p− 1)n, (3.5)
where n = pm−1 + p−1η(−m)GG − 1. A simple manipulation leads to the
weight distribution of Table 4.
4 Concluding Remarks
In this paper, we present a class of three-weight and five-weight linear codes.
There is a survey on three-weight codes in [6]. A number of three-weight and
five-weight codes were discussed in [2,3,8,9,10,17,19,20,21].
Let wmin and wmax denote the minimum and maximum nonzero weight of
a linear code C. The linear code C with wmin/wmax > (p− 1)/p can be used to
construct a secret sharing scheme with interesting access structures (see [18]).
Let m ≥ 4. Then for the linear code CD of Theorem 1, we have
wmin
wmax
=
(p− 1)pm−2 − (p− 2)pm−22
(p− 1)pm−2 or
(p− 1)pm−2
(p− 1)pm−2 + (p− 2)pm−22
.
It can be easily checked that
(p− 1)pm−2
(p− 1)pm−2 + (p− 2)pm−22
>
(p− 1)pm−2 − (p− 2)pm−22
(p− 1)pm−2 >
p− 1
p
.
Hence,
wmin
wmax
>
p− 1
p
.
Let m ≥ 6. Then for the linear code CD of Theorem 3, we have
wmin
wmax
=
(p− 1)pm−2 − 2pm−22
(p− 1)pm−2 or
(p− 1)pm−2
(p− 1)pm−2 + 2pm−22
.
Simple computation shows that
(p− 1)pm−2
(p− 1)pm−2 + 2pm−22
>
(p− 1)pm−2 − 2pm−22
(p− 1)pm−2 >
p− 1
p
.
Therefore,
wmin
wmax
>
p− 1
p
.
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Let m ≥ 5. Then for the linear code CD of Theorem 5, we have
wmin
wmax
=
(p− 1)pm−2 − (p− 1)pm−32
(p− 1)pm−2 + (p− 1)pm−32
>
p− 1
p
.
Let m ≥ 5. Then for the linear code CD of Theorem 8, we have
wmin
wmax
=
(p− 1)pm−2 − (p+ 1)pm−32
(p− 1)pm−2 or
(p− 1)pm−2
(p− 1)pm−2 + (p+ 1)pm−32
.
It is easy to show that
(p− 1)pm−2
(p− 1)pm−2 + (p+ 1)pm−32
>
(p− 1)pm−2 − (p+ 1)pm−32
(p− 1)pm−2 >
p− 1
p
.
Then we get
wmin
wmax
>
p− 1
p
.
To sum up, the linear codes CD with m ≥ 5 can be employed to get secret
sharing schemes.
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