The study of combinatorial optimization problems with a submodular objective has attracted much attention in recent years. Such problems are important in both theory and practice because their objective functions are very general. Obtaining further improvements for many submodular maximization problems boils down to finding better algorithms for optimizing a relaxation of them known as the multilinear extension.
Introduction
The study of combinatorial optimization problems with a submodular objective has attracted much attention in recent years. Such problems are important in both theory and practice because their objective functions are very general-submodular functions generalize, for example, cuts functions of graphs and directed graphs, the mutual information function, matroid weighted rank functions and log-determinants. More specifically, from a theoretical perspective, many well-known problems in combinatorial optimization are in fact submodular maximization problems, including: Max-Cut [30, 33, 38, 40, 56] , Max-DiCut [20, 30, 31] , Generalized Assignment [10, 14, 22, 27] , Max-k-Coverage [19, 41] , Max-Bisection [3, 28] and Facility Location [1, 16, 17] . From a practical perspective, submodular maximization problems have found uses in social networks [32, 39] , vision [5, 36] , machine learning [43, 44, 45, 49, 50] and many other areas (the reader is referred, for example, to a comprehensive survey by Bach [4] ).
The techniques used by approximation algorithms for submodular maximization problems usually fall into one of two main approaches. The first approach is combinatorial in nature, and is mostly based on local search techniques and greedy rules. This approach has been used as early as the late 70's for maximizing a monotone submodular function subject to a matroid constraint (some of these works apply only to specific types of matroids) [15, 26, 34, 35, 37, 42, 53, 54] . Later works used this approach to handle also problems with non-monotone submodular objective functions and different constraints [6, 21, 25, 47, 48] , yielding in some cases optimal algorithms [6, 55] . However, algorithms based on this approach tend to be highly tailored for the specific structure of the problem at hand, making extensions quite difficult.
The second approach used by approximation algorithms for submodular maximization problems overcomes the above obstacle. This approach resembles a common paradigm for designing approximation algorithms and involves two steps. In the first step a fractional solution is found for a relaxation of the problem, known as the multilinear relaxation. In the second step the fractional solution is rounded to obtain an integral one while incurring a bounded loss in the objective. This approach has been used to obtain improved approximations for many problems [8, 11, 12, 24, 46] .
Various techniques have been developed for rounding the fractional solution. These techniques tend to be quite flexible, and usually can extend to many related problem. In particular, the Contention Resolution Schemes framework of [12] yields a rounding procedure for every constraint which can be presented as the intersection of a few basic constraints such as knapsack constraints, matroid constraints and matching constraints. Given this wealth of rounding procedures, obtaining further improvements for many important submodular maximization problems (such as maximizing a submodular function subject to a matroid or knapsack constraint) boils down to obtaining improved algorithms for finding a good fractional solution, i.e., optimizing the multilinear relaxation.
Maximizing the Multilinear Relaxation
At this point we would like to present some terms more formally. A submodular function is a set function f : 2 N → R obeying f (A) + f (B) ≥ f (A ∪ B) + f (A ∩ B) for any sets A, B ⊆ N . A submodular maximization problem is the problem of finding a set S ⊆ N maximizing f subject to some constraint. Formally, let I be the set of subsets of N obeying the constraint. Then, we are interested in the following problem. Defining the "right" extension function, F , for the relaxation is a challenge, as, unlike the linear case, there is no single natural candidate. The objective that turned out to be useful, and is, thus, used by multilinear relaxation is known as the multilinear extension (first introduced by [8] ). The value F (x) of this extension for any vector x ∈ [0, 1] N is defined as the expected value of f over a random subset R(x) ⊆ N containing every element u ∈ N independently with probability x u . Formally, for every x ∈ [0, 1] N ,
The first algorithm for optimizing the multilinear relaxation was the Continuous Greedy algorithm designed by Calinescu et al. [8] . When the submodular function f is non-negative and monotone 1 and P is solvable 2 this algorithm finds a vector
where OP T is the set maximizing f among all sets whose characteristic vectors belongs to P ). Interestingly, the guarantee of Continuous Greedy is optimal for monotone functions even when P is a simple cardinality constraint [8, 53] .
Optimizing the multilinear relaxation when f is not necessarily monotone proved to be a more challenging task. Initially, several algorithms for specific polytopes were suggested [29, 47, 57] . Later on, improved general algorithms were designed that work whenever f is non-negative and P is down-closed 3 and solvable [13, 24] . Designing algorithms that work in this general setting is highly important as many natural constraints fall into this framework. Moreover, the restriction of the algorithms to down-closed polytopes is unavoidable as Vondrák [57] proved that no algorithm can produce a vector x ∈ P obeying E[F (x)] ≥ c · f (OP T ) for any constant c > 0 when P is solvable but not down-closed.
Up until recently, the best algorithm for this general setting was called Measured Continuous Greedy [24] . It guaranteed to produce a vector [24] . The natural feel of the guarantee of Measured Continuous Greedy and the fact that it was not improved for a few years made some people suspect that it is optimal. Recently, an evidence against this conjecture was given by [7] , which described an algorithm for the special case of a cardinality constraint with an improved approximation guarantee of 0.371. Even more recently, Ene and Nguyen [18] shuttered the conjecture completely. By extending the technique used by [7] , they showed that one can get an approximation guarantee 0.372 for every down-closed and solvable polytope P . On the inapproximability side, Oveis Gharan and Vondrák [29] proved that no algorithm can achieve approximation better than 0.478 even when P is the matroid polytope of a partition matroid. Closing the gap between the best algorithm and inapproximability result for this fundamental problem remains an important open problem.
A polytope is solvable if one can optimize linear functions over it.
N is down-closed if y ∈ P implies that every vector x ∈ [0, 1] N which is coordinate-wise upper bounded by y must belong to P as well.
Our Contribution
Our main contribution is an algorithm with an improved guarantee for maximizing the multilinear relaxation. Theorem 1.1. There exists a polynomial time algorithm that given a non-negative submodular function f : 2 N → R ≥0 and a solvable down-closed polytope P ⊆ [0, 1] N finds a vector x ∈ P obeying F (x) ≥ 0.385 · f (OP T ), where OP T = arg max{f (S) : 1 S ∈ P } and F is the multilinear extension of f .
Admittedly, the improvement in the guarantee obtained by our algorithm compared to the 0.372 guarantee of [18] is relatively small. However, the technique underlying our algorithm is very different, and, arguably, much cleaner, than the technique underlying the previous results improving over the natural guarantee of 1 /e [7, 18] . Moreover, we believe our technique is more natural for the problem at hand, and thus, is likely to yield further improvements in the future. In the rest of this section we explain the intuition on which we base this belief.
The results of [7, 18] are based on the observation that the guarantee of Measured Continuous Greedy improves when the algorithm manages to increase all the coordinates of its solution at a slow rate. Based on this observation, [7, 18] run an instance of Measured Continuous Greedy (or a discretized version of it), and force it to raise the coordinates slowly. If this extra restriction does not affect the behavior of the algorithm significantly, then it produces a solution with an improved guarantee. Otherwise, [7, 18] argue that the point in which the extra restriction affect the behavior of Measured Continuous Greedy reveals a vector x ∈ P which contains a significant fraction of OP T . Once x is available, one can use the technique of unconstrained submodular maximization, described by [6] , that has higher approximation guarantee of 1 /2 > 1 /e, to extract from x a vector 0 ≤ y ≤ x of large value. The down-closeness of P guarantees that y belongs to P as well.
Unfortunately, the use of the unconstrained submodular maximization technique in the above approach is very problematic for two reasons. First, this technique is based on ideas that are very different from the ideas used by the analysis of Measured Continuous Greedy. This makes the combination of the two quite involved. Second, on a more abstract level, the unconstrained submodular maximization technique is based on a symmetry which exists in the absence of a constraint sincef (S) = f (N \ S) is non-negative and submodular whenever f has these properties. However, this symmetry breaks when a constraint is introduced, and thus, the unconstrained submodular maximization technique does not seem to be a good fit for a constrained problem.
Our algorithm replaces the symmetry based unconstrained submodular maximization technique with a local search algorithm. More specifically, it first executes the local search algorithm. If the output of the local search algorithm is good, then our algorithm simply returns it. Otherwise, we observe that the poor value of the output of the local search algorithm guarantees that it is also far from OP T in some sense. Our algorithm then uses this far from OP T solution to guide an instance of Measured Continuous Greedy, and help it avoid bad decisions.
As it turns out, the analysis of Measured Continuous Greedy and the local search algorithm use similar ideas and notions. Thus, the two algorithms combine quite cleanly, as can be observed from Section 3.
Preliminaries
Our analysis uses another useful extension of submodular functions. Given a submodular function f : 2 N → R, its Lovász extension is a functionf :
where T λ (x) = {u ∈ N : x u < λ}. The Lovász extension has many important applications (see, e.g., [9, 52] ), however, in this paper we only use it in the context of the following known result (which is an immediate corollary of the work of [51] ). We now define some additional notation that we use. Given a set S ⊆ N and an element u ∈ N , we denote by 1 S and 1 u the characteristic vectors of the sets S and {u}, respectively, and by S + u and S − u the sets S ∪ {u} and S \ {u}, respectively. Given two vectors x, y ∈ [0, 1] N , we denote by x ∨ y, x ∧ y and x • y the coordinate-wise maximum, minimum and multiplication, respectively, of x and y. 4 Finally, given a vector x ∈ [0, 1] N and an element u ∈ N , we denote by ∂ u F (x) the derivative of F with respect to u at the point x. The following observation gives a simple formula for ∂ u F (x). This observation holds because F is a multilinear function. 
In the rest of the paper we assume, without loss of generality, that 1 u ∈ P for every element u ∈ N and that n is larger than any given constant. The first assumption is justified by the observation that every element u violating this assumption can be safely removed from N since it cannot belong to OP T . The second assumption is justified by the observation that it is possible to find a set S obeying 1 S ∈ P and f (S) = f (OP T ) in constant time when n is a constant.
Another issue that needs to be kept in mind is the representation of submodular functions. We are interested in algorithms whose time complexity is polynomial in |N |. However, the representation of the submodular function f might be exponential in this size; thus, we cannot assume that the representation of f is given as part of the input for the algorithm. The standard way to bypass this difficulty is to assume that the algorithm has access to f through an oracle. We assume the standard value oracle that is used in most of the previous works on submodular maximization. This oracle returns, given any subset S ⊆ N , the value f (S).
Main Algorithm
In this section we present the algorithm used to prove Theorem 1.1. This algorithm uses two components. The first component is a close variant of a fractional local search algorithm suggested by Chekuri et al. [13] which has the following properties.
Lemma 3.1 (Follows from Chekuri et al. [13] ). There exists a polynomial time algorithm which returns vector x ∈ P such that, with high probability, for every vector y ∈ P ,
Proof. Let M = max{f (u), f (N − u) : u ∈ N }, and let a be an arbitrary constant larger than 3. Then, Lemmata 3.7 and 3.8 of Chekuri et al. [13] imply that, with high probability, the fractional local search algorithm they suggest terminates in polynomial time and outputs a vector x ∈ P obeying, for every vector y ∈ P ,
Moreover, the output vector x is in P whenever the fractional local search algorithm terminates. Our assumption that 1 u ∈ P for every element u ∈ N implies, by submodularity, that f (S) ≤ n · f (OP T ) for every set S ⊆ N . Since M is the maximum over values of f , we get also M ≤ n · f (OP T ). Using this observation, and plugging a = 4, we get that there exists an algorithm which, with high probability, terminates after T (n) operations (for some polynomial function T (n)) and outputs a vector
for every vector y ∈ P . Moreover, the output vector x belongs to P whenever the algorithm terminates.
To complete the lemma, we consider a procedure that executes the above algorithm for T (n) operations, and return its output if it terminates within this number of operations. If the algorithm fails to terminate within this number of operations, which happens with a diminishing probability, then the procedure simply returns 1 ∅ (which always belongs to P since P is down-closed). One can observe that this procedure has all the properties guaranteed by the lemma.
The second component of our algorithm is a new auxiliary algorithm which we present and analyze in Section 4. This auxiliary algorithm is the main technical contribution of this paper, and its guarantee is given by the following theorem. 
Our main algorithm executes the algorithms suggested by Lemma 3.1 followed by the algorithm suggested by Theorem 3.2. Notice that the second of these algorithms has two parameters in addition to f and P : a parameter z which is set to be the output of the first algorithm, and a parameter t s which is set to be a constant to be determined later. After the two above algorithms terminate, our algorithm returns the output of the first algorithm with probability p, for a constant p to be determined later, and with the remaining probability it returns the output of the second algorithm. 5 A formal description of our algorithm is given as Algorithm 1. Observe that Lemma 3.1 and Theorem 3.2 imply together that Algorithm 1 is a polynomial time algorithm which always outputs a vector in P .
To prove Theorem 1.1, it remains to analyze the quality of the solution produced by Algorithm 1. Proof. Let E be the event that x 1 , the output of the algorithm suggested by Lemma 3.1, satisfies Inequality (1). Since E is a high probability event, it is enough to prove that, conditioned on E, Algorithm 1 produces a solution whose expected value is at least c · f (OP T ) for some constant c > 0.385. The rest of the proof of the lemma is devoted to proving the last claim. Throughout it, everything is implicitly conditioned on E.
As we are conditioning on E, we can plug y = 1 OP T and, respectively, y = x 1 ∧ 1 OP T into Inequality (1) to get
and
where the last inequality follows by noticing that
denote the expected value of F (x 2 ) conditioned on the given value of x 1 . Inequality (2) guarantees that
Recall that Algorithm 1 returns x 1 with probability p, and x 2 otherwise. Hence, the expected value of its output is
where the expectation is over x 1 .
Optimizing the constants. We would like to derive from Inequalities (3), (4) and (5) the best lower bound we can get on (6) . To this end, let p 1 and p 2 be two non-negative numbers such that p 1 + p 2 = p, and let p 3 = 1 − p. Using the above inequalities and this notation, (6) can now be lower bounded by
which can be rewritten as
To get the most out of this lower bound we need to maximize the coefficient of f (OP T ) while keeping the coefficients of E[F (x 1 ∧ 1 OP T )] and E[F (x 1 ∨ 1 OP T )] non-negative (so that they can be ignored due to non-negativity of f ). This objective is formalized by the following non-convex program.
Solving the program, we get that the best solution is approximately p 1 = 0.205, p 2 = 0.025, p 3 = 0.770 and t s = 0.372, and the objective function value corresponding to this solution is at least 0.3856. Hence, we have managed to lower bound (6) (and thus, also the expected value of the output of Algorithm 1) by 0.3856 · f (OP T ) for p = 0.23 and t s = 0.372, which completes the proof of the lemma.
Aided Measured Continuous Greedy
In this section we present the algorithm used to prove Theorem 3.2. Proving the above theorem directly is made more involved by the fact that the vector z might be fractional. Instead, we prove the following simplified version of Theorem 3.2 for integral values, and show that the simplified version implies the original one. 
Next is the promised proof that Theorem 4.1 implies Theorem 3.2.
Proof of Theorem 3.2 given Theorem 4.1.
Consider an algorithm ALG that given the z and t s arguments specified by Theorem 3.2 executes the algorithm guaranteed by Theorem 4.1 with the same value t s and with a random set Z distributed like R(z). The output of ALG is then the output produced by the algorithm guaranteed by Theorem 4.1. Let us denote this output by x. Theorem 4.1 guarantees that, for every given Z,
To complete the proof we take the expectation over Z over the two sides of the last inequality and observe that
In the rest of this section we give a non-formal proof of Theorem 4.1. This proof explains the main ideas necessary for proving the theorem, but uses some non-formal simplifications such as allowing a direct oracle access to the multilinear extension F and giving the algorithm in the form of a continuous time algorithm (which cannot be implemented on a discrete computer). There are known techniques for getting rid of these simplifications (see, e.g., [8] ), and a formal proof of Theorem 4.1 based on these techniques is given in Appendix A.
The algorithm we use for the non-formal proof of Theorem 4.1 is given as Algorithm 2. This algorithm starts with the empty solution y(0) = 1 ∅ at time 0, and grows this solution over time until it reaches the final solution y(1) at time 1. The way the solution grows varies over time. During the time range [t s , 1) the solution grows like in the Measured Continuous Greedy algorithm of [24] . On the other hand, during the earlier time range of [0, t s ) the algorithm pretends that the elements of Z do not exist (by giving them negative marginal profits), and grows the solution in the way Measured Continuous Greedy would have grown it if it was given the ground set N \ Z. The value t s is the time in which the algorithm switches between the two ways it uses to grow its solution, thus, the s in the notation t s stands for "switch".
Algorithm 2: Aided Measured Continuous Greedy (non-formal)(f, P, Z, t s )
Increase y(t) at a rate of
We first note that algorithm outputs a vector in P . Proof. Observe that x(t) ∈ P at each time t, which implies that (1 N − y(t)) · x(t) is also in P since P is down-closed. Therefore, y(1) = 1 0 (1 N − y(t)) · x(t)dt is a convex combination of vectors in P , and thus, belongs to P .
The following lemma lower bounds the increase in F (y(t)) as a function of t. 
Proof. By the chain rule,
Consider first the case t ∈ [0, t s ). During this time period Algorithm 2 chooses x(t) as the vector in P maximizing u∈N \Z w u (t) · x u (t) − u∈Z x u (t). Since P is down-closed x(t) = 1 OP T \Z is in P and has value 1 OP T \Z · w(t) and thus, we have x(t) · w(t) ≥ 1 OP T \Z · w(t). Plugging this observation into Equality (7) yields
where the last inequality holds by the submodularity of f . Similarity, when t ∈ [t s , 1) Algorithm 2 chooses x(t) as the vector in P maximizing x(t) · w(t). Since 1 OP T ∈ P , we get this time x(t) · w(t) ≥ 1 OP T · w(t). Plugging this observation into Equality (7) yields
where the last inequality holds again by the submodularity of f .
Lemma 4.4. For every time t ∈ [0, 1) and set A ⊆ N it holds that
Proof. First, we note that for every time t ∈ [0, 1] and element u ∈ N ,
This follows for the following reason. Since x(t) is always in P ⊆ [0, 1] N , y u (t) obeys the differential inequality dy(t) dt
Using the initial condition y u (0) = 0, the solution for this differential inequality is y u (t) ≤ 1 − e −t . To get the tighter bound for u ∈ Z, we note that at every time t ∈ [0, t s ) Algorithm 2 chooses as x(t) a vector maximizing a linear function in P which assigns a negative weight to elements of Z.
Since P is down-closed this maximum must have x u (t) = 0 for every element u ∈ Z. This means that y u (t) = 0 whenever u ∈ Z and t ∈ [0, t s ]. Moreover, plugging the improved initial condition y u (t s ) = 0 into the above differential inequality yields the promised tighter bound also for the range (t s , 1]. Next, letf be the Lovász extension of f . Then, by Lemma 2.1,
Inequality (9) follows by the non-negativity of f . Equality (10) follows since, for λ ∈ [1 − e −t , 1), Inequality (8) guarantees that y u (t) ≤ λ for every u ∈ N , and thus, T λ (y(t) ∨ 1 A ) = A. Finally Inequality (11) follows since, for λ ∈ [1 − e − max{0,t−ts} , 1 − e −t ), Inequality (8) guarantees that y u (t) ≤ λ for every u ∈ Z, and thus, T λ (y(t) ∨ 1 A ) = B(λ) ∪ A for some B(λ) ⊆ N \ Z. By the non-negativity of f , f (B(λ) ∪ A) ≥ 0. Also, by the submodularity and non-negativity of f , for every such set B(λ)
Plugging the results of Lemma 4.4 into the lower bound given by Lemma 4.3 on the improvement in F (y(t)) as a function of t yields immediately the useful lower bound given by the next corollary. 6 Corollary 4.5. For every t ∈ [0, 1),
Using the last corollary we can complete the proof of Theorem 4.1.
Proof of Theorem 4.1. We have already seen that y(1)-the output of Algorithm 2-belongs to P . It remains to show that
Corollary 4.5 describes a differential inequality for F (y(t)). Given the boundary condition F (y(0)) ≥ 0, the solution for this differential inequality within the range t ∈ [0, t s ] is
Plugging t = t s into the last inequality, we get
be the right hand side of the last inequality. Next, we solve again the differential inequality given by Corollary 4.5 for the range t ∈ [t s , 1] with the boundary condition F (y(t s )) ≥ v. The resulting solution is
Plugging t = 1 and the value of v we get
where Inequality (12) follows since, by the submodularity and non-negativity of f ,
6 Note that Corollary 4.5 follows from a weaker version of Lemma 4.4 which only guarantees
We proved the stronger version of the lemma above because it is useful in the formal proof of Theorem 4.1 given in Appendix A.
A A Formal Proof of Theorem 4.1
In this section we give a formal proof of Theorem 4.1. This proof is based on the same ideas used in the non-formal proof of this theorem in Section 4, but employs also additional known techniques in order to get rid of the issues that make the proof from Section 4 non-formal.
The algorithm we use to prove Theorem 4.1 is given as Algorithm 3. This algorithm is a discrete variant of Algorithm 2. While reading the algorithm, it is important to observe that the choice of the valuesδ 1 andδ 2 guarantees that the variable t takes each one of the values t s and 1 at some point, and thus, the vectors y(t s ) and y(1) are well defined. Let w u (t) be an estimate of E[f (u | R(y(t))] obtained by averaging the values of f (u | R(y(t)) for r = ⌈48n 6 ln(2n)⌉ independent samples of R(y(t)).
7 Let δ t beδ 1 when t < t s andδ 2 when t ≥ t s .
8
Let y(t + δ t ) ← y(t) + δ t (1 N − y(t)) • x(t).
9
Update t ← t + δ t .
return y(1).
We begin the analysis of Algorithm 3 by showing that y(t) remains within the cube [0, 1] N throughout the execution of the algorithm. Without this observation, the algorithm is not welldefined.
Observation A.1. For every value of t, y(t) ∈
Proof. We prove the observation by induction on t. Clearly the observation holds for y(0) = 1 ∅ . Assume the observation holds for some time t, then, for every u ∈ N ,
where the inequality holds since the induction hypothesis implies 1 − y u (t) ∈ [0, 1]. A similar argument also implies
Using the last observation it is now possible to prove the following counterpart of Observation 4.2.
Corollary A.2. Algorithm 3 always outputs a vector in P .
Proof. Let T be the set of values t takes during the execution of Algorithm 3. We observe that t∈T \{1} δ t = 1, which implies that t∈T \{1} δ t · x(t) is a convex combination of the vectors {x(t) : t ∈ T \ {1}}. As all these vectors belong to P , and P is convex, any convex combination of them, including t∈T \{1} δ t · x(t), must be in P .
Next, we rewrite the output of Algorithm 3 as
By the above discussion the rightmost hand side of this inequality is a vector in P , which implies that y(1) ∈ P since P is down-closed.
The next step towards showing that Algorithm 3 proves Theorem 4.1 is analyzing its approximation ratio. We start this analysis by showing that with high probability all the estimations made by the algorithm are quite accurate. Let A be the event that |w u (t)−E[f (u | R(y(t)))]| ≤ n −2 ·f (OP T ) for every u ∈ N and time t. 
Proof. Consider the calculation of w u (t) for a given u ∈ N and time t. This calculation is done by averaging the value of f (u | R(y(t))) for r independent samples of R(y(t)). Let Y i denote the value of f (u | R(y(t))) obtained for the i-th sample, and let X i =
. Then, by definition,
Since Y i is distributed like f (u | R(y(t))), the definition of X i guarantees that E[X i ] = 0 for every 1 ≤ i ≤ r. Additionally, |X i | ≤ 1 for every such i since the absolute values of both Y i and E[f (u | R(y(t)))] are upper bounded by max S⊆N f (S) ≤ n · f (OP T ) (the last inequality follows from our assumption that 1 u ∈ P for every element u ∈ N ). Thus, by Lemma A.3,
Observe that Algorithm 3 calculates w u (t) for every combination of element u ∈ N and time t < 1. Since there are n elements in N and 2n 4 times smaller than 1, the union bound implies that the probability that for at least one such value w u (t) we have |w
which completes the proof of the corollary.
Our next step is to give a lower bound on the increase in F (y(t)) as a function of t given A. This lower bound is given by Corollary A.7, which follows from the next two lemmata. The statement and proof of the corollary and the next lemma is easier with the following definition. Let OP T ′ t denote the set OP T \ Z when t < t s , and OP T otherwise.
Lemma A.5. Given A, for every time t < 1,
Proof. Let us calculate the weight of OP T ′ t according to the weight function w(t).
where the first inequality follows from the definition of A, and the last follows from the submodularity of f . Recall that x(t) is the vector in P maximizing some objective function (which depends on t). For t < t s , the objective function maximized by x(t) assigns the value w(t)·1 OP T \Z = w(t)·1 OP T ′ t to the vector 1 OP T ′ t ∈ P . Similarly, for t ≥ t s , the objective function maximized by x(t) assigns the value w(t) · 1 OP T = w(t) · 1 OP T ′ t to the vector 1 OP T ′ t ∈ P . Thus, the definition of x(t) guarantees that in both cases we have
Hence,
where the first inequality holds by the definition of A and the second equality holds since
Corollary A.7. Given A, for every time t < 1,
Proof. Observe that for every u ∈ N , |y u (t + δ t ) − y u (t)| = |δ t (1 − y u (t))x u (t)| ≤ δ t . Hence, by Lemma A.6,
Consider the rightmost hand side of the last inequality. By Lemma A.5, the first term on this side can be bounded by
On the other hand, the second term of (13) can be bounded by
by definition and max u∈N f ({u}) ≤ f (OP T ) by our assumption that 1 u ∈ P for every u ∈ N .
The lower bound given by the last corollary is in terms of F (y(t) ∨ 1 OP T ′ t ). To make this lower bound useful, we need to lower bound the term F (y(t) ∨ 1 OP T ′ t ). This is done by the following two lemma which corresponds to Lemma 4.4.
Lemma A.8. [corresponds to Lemma 4.4] For every time t < 1 and set A ⊆ N it holds that
The proof of this lemma goes along the same lines as the proof of its corresponding lemma in Section 4, except that the bounds on the coordinates of y(t) used by the proof from Section 4 are replaced with the (slightly weaker) bounds given by the following lemma.
Lemma A.9. For every time t and element u ∈ N ,
Proof. Let ε = n −4 , and observe that δ t ≤ ε for every time t. Our first objective is to prove by induction on t that, if y u (τ ) = 0 for some time τ ∈ [0, 1], then y u (t) ≤ 1 − (1 − ε) (t−τ )/ε for every time t ∈ [τ, 1]. For t = τ the claim holds because y u (τ ) = 0 = 1 − (1 − ε) (τ −τ )/ε . Next, assume the claim holds for some t, and let us prove it for t + δ t .
where the last inequality holds since (1 − x) 1/x is a decreasing function for x ∈ (0, 1]. We complete the proof for the case u ∈ Z by choosing τ = 0 (clearly y u (0) = 0) and observing that, for every time t,
It remains to prove the lemma for the case u ∈ Z. Note that at every time t ∈ [0, t s ) Algorithm 3 chooses as x(t) a vector maximizing a linear function in P which assigns a negative weight to elements of Z. Since P is down-closed this maximum must have x u (t) = 0 for an element u ∈ Z. This means that y u (t) = 0 for t ∈ [0, t s ]. In addition to proving the lemma for this time range, the last inequality also allows us to choose τ = t s , which gives, for t ∈ [t s , 1],
Combining Corollary A.7 with Lemma A.8 gives us the following corollary.
Corollary A.10. Given A, for every time t ∈ [0, t s ),
and, for every time t ∈ [t s , 1),
Proof. For every time t ∈ [0, t s ), Corollary A.7 and Lemma A.8 imply together
We observe that this inequality is identical to the inequality promised for this time range by the corollary, except that it has an extra term of −δ t · O(n −4 ) · f (OP T \ Z) on its right hand side. Since f (OP T \ Z) is upper bounded by f (OP T ), due to the down-closeness of P , the absolute value of this extra term is at most
which completes the proof for the time range t ∈ [0, t s ).
Consider now the time range t ∈ [t s , 1). For this time range Corollary A.7 and Lemma A.8 imply together
We observe again that this inequality is identical to the inequality promised for this time range by the corollary, except that it has extra terms of
} on its right hand side. The corollary now follows since the absolute value of both these terms is upper bounded by
Corollary A.10 bounds the increase in F (y(t)) in terms of F (y(t)) itself. Thus, it gives a recursive formula which can be used to lower bound F (y(t)). Our remaining task is to solve this formula and get a closed-form lower bound on F (y(t)). Let g(t) be defined as follows. g(0) = 0 and for every time t < 1,
The next lemma shows that a lower bound on g(t) yields a lower bound on F (y(t)).
Lemma A.11. Given A, for every time t, g(t) ≤ F (y(t)) + O(n −1 ) · t · f (OP T ).
Proof. Let c be the larger constant among the constants hiding behind the big O notations in Corollary A.10. We prove by induction on t that g(t) ≤ F (y(t)) + (ct/n) · f (OP T ). For t = 0, this clearly holds since g(0) = 0 ≤ F (y(0)). Assume now that the claim holds for some t, and let us prove it for t + δ t . There are two cases to consider. If t < t s , then the induction hypothesis and Corollary A.10 imply, for a large enough n,
Similarly, if t ≥ t s , then we get
It remains to find a closed-form expression that lower bounds g(t) (and thus, also F (y(t))). Let h 1 (t) : [0, t s ] → R and h 2 (t) : [t s , 1] → R be defined as follows.
Proof. The proof is by induction on t.
. Assume now that the lemma holds for some t < t s , and let us prove it holds also for t + δ t . By the induction hypothesis,
where the first inequality holds since e −τ is a decreasing function of τ and τ e −τ is an increasing function of τ in the range τ ∈ [0, 1].
Lemma A.13. For every time t s ≤ t ≤ 1, h 2 (t) ≤ g(t).
Proof. The proof is by induction on t. For t = t s , by Lemma A.12, h 2 (t s ) = h 1 (t s ) ≤ g(t s ). Assume now that the lemma holds for some t s ≤ t < 1, and let us prove it holds also for t + δ t . To avoid repeating complex expressions, let us denote A = f (OP T ) + (e ts − 1) · max{f (OP T ) − f (Z ∪ OP T ), 0}. Notice that A is independent of t. Moreover, using this notation we can rewrite h 2 (t) as h 2 (t) = e −t · {(t − t s ) · A + e ts · h 1 (t s )}. Thus, for every τ ∈ (t s , 1), h ′ 2 (τ ) = −e −τ · {(τ − t s ) · A + e ts · h 1 (t s )} + e −τ · A = e −τ · {(1 − τ + t s ) · A − e ts · h 1 (t s )} .
The definition of A and the non-negativity of f imply immediately that A ≥ 0. We would like to prove also that t s · A − e ts · h 1 (t s ) ≥ 0. There are two cases to consider. Using the above observations and the induction hypothesis, we can now get h 2 (t + δ t ) = h 2 (t) + t+δt t h ′ (τ )dτ = h 2 (t) + t+δt t e −τ · {(1 − τ + t s ) · A − e ts · h 1 (t s )}dτ ≤ h 2 (t) + δ t · e −t · {(1 − t + t s ) · A − e ts · h 1 (t s )} = (1 − δ t )h 2 (t) + δ t · e −t · A ≤ (1 − δ t )g(t) + δ t · e −t · A = g(t + δ t ) .
The last two lemmata give us the promised closed-form lower bound on g(t), which can be used to lower bound the approximation ratio of Algorithm 3. 
where the second inequality holds since the submodularity and non-negativity of f imply
Combining the above observations we get that, given A, 
