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Electric control of spin transport in GaAs (111) quantum wells
A. Herna´ndez-Mı´nguez,∗ K. Biermann, R. Hey, and P. V. Santos
Paul-Drude-Institut fu¨r Festko¨rperelektronik, Hausvogteiplatz 5-7, 10117 Berlin, Germany
We show by spatially and time-resolved photoluminescence that the application of an electric
field transverse to the plane of an intrinsic GaAs (111) quantum well (QW) allows the transport
of photogenerated electron spins polarized along the direction perpendicular to the QW plane over
distances exceeding 10 µm. We attribute the long spin transport lengths to the compensation of
the in-plane effective magnetic field related to the intrinsic spin-orbit (SO) interaction by means of
the electrically generated SO-field. Away from SO-compensation, the precession of the spin vector
around the SO-field decreases the out-of-plane polarization of the spin ensemble as the electrons move
away from the laser generation spot. The results are reproduced by a model for two-dimensional
drift-diffusion of spin polarized charge carriers under weak SO-interaction.
PACS numbers: 72.25.Dc, 72.25.Rb, 71.70.Ej, 78.67.De
I. INTRODUCTION
The manipulation of electron spins in semiconduc-
tors has attracted much interest during the last years
due to potential applications for quantum information
processing.1,2 Devices based on semiconductor spins re-
quire efficient techniques for the generation, storage,
transport, and detection of the spin polarization, as well
as interaction mechanisms for the manipulation of the
spin vector in times shorter than the characteristic spin
lifetime. One of the main challenges towards this goal in
III-V semiconductor structures is the suppression of de-
coherence processes associated with the spin-orbit (SO)
interaction, which reduces the lifetime of the electron spin
polarization to values typically below one nanosecond
and thus severely restricts its application in spintronic
devices.
The SO-interaction describes the coupling between the
spin vector and the varying lattice potential acting on a
moving electron. In the electron reference frame, the
SO-interaction translates into an effective magnetic field,
ΩSO, which can lead to spin dephasing in an electron en-
semble. SinceΩSO depends on the electron’s wave vector,
k, its magnitude and direction changes after each elec-
tron scattering event. As a result, electron spins with the
same initial polarization but moving with different wave
vectors will precess around different axes with different
Larmor frequencies in-between two consecutive scatter-
ing events, leading to the well-known Dyakonov-Perel’
(DP) spin dephasing mechanism.3,4 Improvement of the
electron spin lifetime in these materials demands, there-
fore, the control of spin dephasing related to the SO-
interaction.
In GaAs-based quantum well (QW) structures, the SO-
interaction is governed by two major contributions. The
first one is associated with the bulk inversion asymme-
try (BIA) of the zinc-blende lattice. This contribution,
known as the Dresselhaus hamiltonian,5 HD, is expressed
as:
HD = σˆ
2
h¯ΩD(k) =
γ
2
x,y,z∑
i
σiki
(
k2i+1 − k2i+2
)
, (1)
where h¯ is the reduced Planck constant, σˆ = (σx, σy, σz)
are the Pauli matrices, ki are the wave-vector compo-
nents along 〈100〉, and γ is the Dresselhaus spin-splitting
constant of the material (we follow here the convention
introduced by Cardona6,7 and Eppenga8).
The second important contribution to the SO-
interaction arises from the structural inversion asymme-
try (SIA) introduced by an external field. In most cases,
the SIA is generated by an electric field, E, leading to
the Rashba Hamiltonian, HR:9
HR = σˆ
2
h¯ΩR(k,E) = r41σˆ · k×E, (2)
where r41 is the Rashba coefficient.
10 Since the strength
of ΩR depends on E, the Rashba contribution provides a
powerful mechanism for the electric manipulation of the
spin vector.
The impact of the SO-interaction on the electron spin
dynamics depends on the crystallographic growth direc-
tion of the QW.4 In the last years, GaAs QWs grown
along the [111] direction have attracted an increasing in-
terest due to the special symmetry of the Dresselhaus
and Rashba effective magnetic fields in this case. In the
reference frame defined by the axes xˆ = 1√
6
(−1,−1, 2),
yˆ = 1√
2
(1,−1, 0), zˆ = 1√
3
(1, 1, 1), and for a QW sub-
jected to a transverse electric field E = Ezzˆ, these two
contributions can be expressed as:11
h¯ΩD(k) =
2γ√
3
(
〈k2z〉 −
1
4
k2‖
) ky−kx
0


+
γ√
6
ky(k
2
y − 3k2x)

 00
1

 (3)
2h¯ΩR(k, Ez) = 2Ezr41

 ky−kx
0

 . (4)
Here, 〈k2z〉 = (pi/deff)2 is the averaged squared wave vec-
tor along z determined by the spatial extension of the
electron wave function, deff , and k‖ = (k2x + k
2
y)
1/2 is the
in-plane wave vector amplitude. At low temperature and
electron populations, quadratic terms in kx and ky can
be neglected, so that both ΩD and ΩR lie in the QW
plane and have exactly the same symmetry. As a result,
by adjusting Ez to satisfy the condition:
ΩD(k) +ΩR(k, E
c
z) = 0, (5)
the SO-interaction becomes simultaneously suppressed
for all values of k at a well-defined compensation electric
field, Ecz , leading to long electron spin lifetimes. This
compensation mechanism was originally proposed in the
theoretical works by Cartoixa`11 and Vurgaftman.12 Re-
cent experiments have provided evidence for the electric
enhancement of the spin lifetime,13,14 as well as for the
transition from a BIA-dominated to a SIA-dominated
spin dephasing with increasing electric field.15 The effects
of the non-linear k terms in ΩSO on the compensation
mechanism have also been addressed.16–19
A further important requirement for the efficient use
of the spin degree of freedom in semiconductor devices is
that carriers must be able to move from one point of the
semiconductor to another one without losing their spin
polarization. This requires not only long spin decoher-
ence times but also good spin transport properties. Stud-
ies of spin diffusion in GaAs have been performed in the
last years in bulk,20–26 as well as in intrinsic,27–31 and n-
doped QWs32–38 grown along different orientations. Al-
though the spin transport properties were initially sup-
posed to be the same as those of the charge, several re-
sults showed that this is not always true: while the charge
transport in a carrier ensemble is not affected by carrier-
carrier elastic scattering, this kind of interaction can play
an important role in the case of spin transport. An ex-
ample of this different behavior between carrier and spin
transport is the spin Coulomb drag mechanism observed
during unipolar spin diffusion in n-doped QWs.32,39
It has been recently shown that the spin diffusion
length in GaAs (111) QWs can be efficiently controlled
by a transverse electric field induced by a top electric
gate.40 Of special importance for future applications is
the relation between the spin and carrier transport in
these structures. In this contribution, we report exper-
imental studies of both charge and spin transport in an
intrinsic GaAs (111) QW under the effect of vertical elec-
tric fields. In our experiments, a cloud of out-of-plane
spin polarized electron-hole (e-h) pairs is optically gen-
erated by a tightly focused laser beam, and the expan-
sion of this cloud under a transverse electric field is stud-
ied by spatially and time-resolved µ-photoluminescence
(PL). We show that the transport properties of out-of-
plane electron spins depend on the applied electric field.
We propose an explanation based on the precession of
the spin vector around a weak in-plane SO-field during
the radial expansion of the electron-hole cloud, finding
a good agreement between simulation and experimental
data. At SO-compensation, the suppressed precession
of the spin vector around the SO-field allows the trans-
port of the out-of-plane spin polarized electrons over dis-
tances exceeding 10 µm. Under these conditions, the de-
cay of the electron population in a few nanoseconds due
to electron-hole recombination is the main mechanism
limiting the spin transport distance.
This manuscript is organized as follows: in Section II
we introduce the sample design and the experimental
techniques for the optical injection and detection of spin-
polarized carriers. Section III A shows the experimen-
tal results of charge transport obtained from both time-
integrated and time-resolved experiments. Section III B
shows the corresponding results for the case of spin trans-
port, followed by a discussion of a spin drift-diffusion
model in Section IV. Finally, Section V summarizes the
main points of our work.
II. EXPERIMENTAL DETAILS
The experiments reported here were carried out in an
undoped single GaAs/AlGaAs QW with a thickness of
25 nm embedded in the intrinsic region of a p-i-n diode
structure, cf. Fig. 1(a). The sample was grown by molec-
ular beam epitaxy on a p-doped GaAs(111)B substrate
tilted by a small angle (δθ = 2◦) towards the x-direction
(further details about the sample growth process can be
found at Ref. 19). The bias voltage, Vb, applied between
an Al Schottky contact on top of the n-doped layer and
the p-doped substrate, generates the vertical electric field
Ez required for the control of the SO-interaction. From
previous measurements in a similar sample, we expect to
reach Ecz at a reverse voltage bias Vb ≈ −1.5 V.15,19 To
confine the electric field along the z-direction, we pro-
cessed the top doped layer and part of the top undoped
(Al,Ga)As spacer into mesa structures of 300 µm diame-
ter defined by wet chemical etching.
The spectroscopic studies were carried out with the
sample in a cold finger cryostat at a temperature T =
30− 40 K equipped with a window for optical access and
electric feed-throughs for the application of bias voltages.
We optically excited e-h pairs with spin vector pointing
perpendicular to the QW plane by using a circularly po-
larized, pulsed laser beam with wavelength of 756 nm,
pulse width of 150 ps, and repetition rate of 40 MHz.
The beam was spatially filtered and tightly focused onto
a spot with a diameter (full width at half maximum)
φL = 1 µm by a 50× microscope objective. The car-
rier cloud generated by the laser beam spreads outwards
leading to a PL area extending over several µm around
the generation spot. This PL was collected by the same
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FIG. 1. (a) GaAs single quantum well (SQW) embedded in
a n-i-p structure grown along [111]B. The bias voltage, Vb,
applied between the top n region and the p-doped substrate
generates the electric field, Ez, for the control of the SO-
interaction. Spin polarized carriers are optically generated
by a tightly focused pulsed laser. The carriers spread and
recombine emitting photoluminescence (PL) away from the
excitation spot. Panels (b) and (c) show the images of the
time-integrated right (IR) and left (IL) circular PL compo-
nents with wavelength (vertical scale) and position sensitivity
along y ‖ [110] (horizontal scale) with respect to the genera-
tion point, y = 0. The dashed boxes mark the PL of the e-hh
transition. (d) Intensity profiles of IR and IL emitted by the
e-hh transition along y. The dotted line shows the spatial dis-
tribution of the tightly focused laser beam, with a full width
at half maximum, φL = 1 µm. The experiment was done at
30 K and Vb = −1.5 V.
objective and split into two beams with intensity propor-
tional to its left (IL) and right (IR) circular components,
which were then imaged by a cooled charge-coupled de-
tector (CCD) placed at the output of a spectrometer.
The input slit of the spectrometer was placed parallel to
the y ‖ [110] surface direction of the sample, so that the
images of IR and IL were collected at the CCD with en-
ergy (vertical scale) and spatial resolution along y (hor-
izontal scale). In addition to spatially resolved, time-
integrated profiles, we have also recorded time-resolved
profiles by using a gated CCD camera synchronized with
the laser pulses.
IR and IL were used to determine the time and spa-
tial dependence of the carrier density, n = IR + IL (we
suppose n = ne = nh because the QW is non-doped), as
well as the out-of-plane spin density sz = IR−IL. As the
spin polarization of the photoexcited holes is lost within a
time (few picoseconds41,42) much shorter than the e-h re-
combination lifetime, the difference between IR and IL
only gives information about the out-of-plane component
of the electron spin vector within the e-h ensemble. The
out-of-plane spin polarization, ρz, was obtained accord-
ing to ρz = sz/n = (IR−IL)/(IR+IL). We limit the use
of ρz, however, to time-integrated measurements, where
the number of counts in the CCD for both IR and IL
is significantly above the noise signal everywhere along
y. As this is not always true in time-resolved experi-
ments, in this case we only discuss sz to avoid dealing
with meaningless values of the division sz/n.
III. RESULTS
A. Carrier dynamics
Figures 1(b) and (c) compare time-integrated images
of IR and IL recorded with spectral (vertical axis) and
spatial resolution (horizontal axis) for Vb = −1.5 V. The
position of the 1 µm-wide laser spot used for excitation
is y = 0. The dashed rectangles indicate the PL emitted
by the electron-heavy hole (e-hh) transition. Figure 1(d)
shows the corresponding intensity profiles of IR and IL
for the e-hh transition as a function of the distance to the
laser spot, while the dotted line displays, for comparison,
the intensity profile of the tightly focused laser beam. As
expected, the e-hh emission region extends over an area
much larger than the diameter of the excitation spot due
to the radial ambipolar transport of photogenerated elec-
trons and holes. The shape of the measured PL profile
deviates from the expected one, symmetric to y = 0, due
to terraces at the sample surface, which originate from
the growth on a surface tilted by an angle δθ with respect
to the [111] direction.19
We have also performed time-resolved µ-PL experi-
ments using a time-gated CCD camera. Figure 2(a)
shows a two-dimensional color plot of the carrier density,
n, as a function of the position along y ‖ [110] (horizon-
tal scale), and the time delay with respect to the laser
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FIG. 2. Time and spatially resolved carrier density, n, along
the y-direction after the laser pulse injects electron-hole pairs
at t = 0. Panel (a) shows the two-dimensional color profile for
Vb = 1 V, while panel (b) shows the spatial profiles of panel
(a) for t = 0.5, 1.0, 1.5, 2.0, 2.5 and 3.0 ns (squares, circles, up
triangles, down triangles, diamonds and left triangles). The
solid lines are fittings to the data according to Eq. 6. Panels
(c) and (d) show the corresponding results for Vb = −1.5 V.
The experiment was performed at 30 K and a laser power of
20 µW. The curves are normalized to the maximum value at
each panel.
pulse (vertical scale) for Vb = 1 V. Panel (b) displays the
corresponding spatial profiles at the times marked with
dashed lines in panel (a). After a fast initial expansion
during the first nanosecond, the carrier motion slowers for
longer time delays while n also decays due to e-h recom-
bination. In contrast, when Vb = −1.5 V (corresponding
to an electric field close to Ecz), the carrier expansion
lasts longer, cf. panels (c-d). We attribute this behavior
to the reduction of the e-h recombination rate due to the
electrically induced spatial separation of the electron and
hole wave functions toward opposite barriers of the QW.
We can obtain the ambipolar carrier diffusion coeffi-
cient, Da, and the e-h recombination time, τr, from these
time-resolved measurements by assuming that the opti-
cally generated carrier density, n, has an initial Gaus-
sian shape. Under these conditions, the expansion of n
as a function of time, t, and radial distance, r = |y|,
is described by the solution to a two-dimensional drift-
diffusion model:29
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FIG. 3. Square of the full width at half maximum of n, wa,
as a function of time, obtained from the fitting of the curves
of Fig. 2 to Eq. 6. The dashed lines are a guide to the eye.
n(r, t) = n0
w20
w2a(t)
exp
(
−4 ln(2)r
2
w2a(t)
)
exp (−t/τr), (6)
where n0 is the carrier density at r = 0 and t = 0, w0 is
the full width at half maximum (FWHM) of the initial
carrier distribution, and wa(t) = [w
2
0 +16 ln(2)Dat]
1/2 is
the FWHM of the profile as a function of time. Figure 3
shows values of w2a obtained from the fits of Eq. 6 to
the profiles in Figure 2 at several time delays. The high
quality of the fits is demonstrated by the solid lines su-
perimposed on the experimental points in Figs. 2(b) and
2(d). For both applied biases, w2a(t) initially increases
with a fast slope during the first nanosecond, followed by
a slower evolution for larger time delays. We attribute
the fast expansion just after the pulse (t ≤ 1 ns) to re-
pulsive drift forces between carriers at the high density
regions close to the generation spot. As the e-h pairs were
non-resonantly generated by the laser, an initial higher
carrier temperature with respect to the lattice also con-
tributes to the fast expansion with an initially higher dif-
fusion coefficient. The evolution at t > 1 ns is due to the
radial transport of the thermalized electrons and holes
driven by diffusion. From the linear fitting of w2a(t) in this
regime, we obtain Da ≈ 45 cm2/s. It is remarkable that,
although the increase of Ez enhances the e-h recombina-
tion time from τr = 2 ns to 4 ns, Da is not significantly
affected. To estimate the carrier scattering time, τp, from
Da, we take into account that the Fermi energy for the
carrier density present in the QW at t > 1 ns is lower than
the thermal energy. We can therefore apply the Einstein
equation Da = µakBT/q, where q is the electron charge,
kB is the Boltzmann constant, and µa is the ambipolar
mobility µa = 2µeµhh/(µe + µhh), whose value is inter-
mediate between the electron and heavy hole mobilities,
µe and µhh respectively. Our result is τp ≈ 3 ps, in agree-
ment with previously estimated values in a similar QW
based on measurements of Dyakonov-Perel’ spin dephas-
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FIG. 4. Results of the fitting parameters of Eq. 6 as a func-
tion of the applied bias for laser powers 40 µW (squares) and
80 µW (circles), measured at 40 K. (a) Carrier recombination
time, τr. (b) Ambipolar diffusion coefficient, Da. The dashed
lines in both panels are a guide to the eye.
ing time under homogeneous carrier concentration.15,19
We have repeated the previous experiment for several
voltage biases and laser powers, Plaser , to extract the
dependence of τr and Da on Ez and carrier density. Fig-
ure 4 shows (a) τr and (b) Da as a function of Vb ob-
tained from measurements performed at Plaser = 40 µW
(squares) and 80 µW (circles). The top horizontal scales
depict the Ez that corresponds to the applied Vb, which
was determined from the energy shift of the PL due to the
Quantum Confined Stark Effect (QCSE).19 As expected,
the spatial separation of electron and hole towards op-
posite QW barriers induced by Ez increases the carrier
lifetime. Da, on the contrary, does not depend on ap-
plied bias. It increases, however, with the laser power,
from 50 cm2/s at 40 µW to 70 cm2/s at 80 µW. We
attribute the increase to the fact that a larger carrier
concentration screens more efficiently the scattering cen-
ters that limit the carrier mobility in the structure.43
An additional cause of this enhancement is that, for
Plaser ≥ 80 µW, the Fermi level approaches the ther-
mal energy at the time range studied. Above this limit,
Da becomes proportional to the carrier density.
B. Spin dynamics
The large extension of the time-integrated PL profiles
of Fig. 1 relative to the laser spot diameter allows to de-
termine the out-of-plane spin polarization, ρz, as the car-
riers move away from the excitation point. Figure 5(a-b)
shows ρz vs. the radial distance, r, calculated from the
time-integrated IR and IL profiles under different biases
Vb. The experiment was performed using a laser power
Plaser = 125 µW. Figure 5(c) compares the values of ρz
at the generation spot, r = 0 (open diamonds), and at a
radial transport distance, rt, of 10 µm (solid diamonds)
as a function of Vb and its respective Ez . At Vb = 0, ρz
decays from 0.16 at r = 0 to 0.07 at rt due to spin pre-
cession around the SO-field between scattering events as
the carriers move away from the generation spot. When
the bias approaches Vb = −1.8 V, the linear Dressel-
haus and the Rashba term cancel each other and the
SO-interaction is suppressed. As a consequence, the elec-
tron ensemble expands without losing its initial out-of-
plane spin polarization. Therefore, ρz remains constant
around 0.24 all along the transport distance studied. At
biases Vb < −1.8 V, the Rashba term overcompensates
the Dresselhaus one. The SO-interaction becomes then
active again and ρz decreases. The observation of a maxi-
mum in ρz at Vb = −1.8 V unambiguously establishes the
BIA/SIA compensation as the mechanism for electrically
induced spin transport enhancement in (111) QWs. The
corresponding value of Ecz ≈ 18 kV/cm agrees well with
PL results recorded in a similar sample using a larger
illumination area.15,19
It is noteworthy that the ρz profile for r = 0 in Fig. 5(c)
is asymmetric with respect to the compensation bias
Vb = −1.8 V. The asymmetry arises from the fact that,
in a time-integrated PL measurement, ρz depends on the
ratio between the carrier recombination time, τr, and the
spin dephasing time, τs, according to:
ρz = ρ0/(1 + τr/τs). (7)
Here, ρ0 = 0.25 is the maximum electron spin polariza-
tion that can be achieved for excitation energies above
the electron-light hole transition.44 While τr increases
monotonously with Ez, cf. Fig. 4(a), τs has a maximum
at Ecz and decreases as the electric field moves away from
the compensation field.11,12,15 Therefore, when Ez ex-
ceeds Ecz , τs < τr and ρz at r = 0 goes to zero because
the out-of-plane spin polarization is lost much before the
electrons and holes recombine.
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FIG. 5. (a) Time-integrated, out-of-plane spin polarization,
ρz, as a function of radial distance from the generation spot,
r, under different voltage biases, Vb. Measured at 30 K and
a laser power 125 µW. (b) Radial profiles of ρz for selected
bias voltages of panel (a). (c) ρz at r = 0 (open symbols)
and at rt = 10 µm (solid symbols) as a function of Vb and its
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to laser powers of 20 µW (squares), 40 µW (circles), 80 µW
(triangles) and 125 µW (diamonds). The lines are a guide to
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We have repeated the experiment of Fig. 5(a) using
several laser excitation powers, cf. Fig. 5(c). As the num-
ber of optically injected carriers increases, we observe an
enhancement of ρz(E
c
z) at rt, ∆ρz. To understand this,
we take into account that the photons detected at this
point are emitted by e-h pairs that recombine just after
traveling from the generation spot to rt in an average
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FIG. 6. Time and spatially resolved out-of-plane spin density,
sz, along the y-direction after the laser pulse injects electron-
hole pairs at t = 0. Panel (a) shows the two-dimensional
color profiles for Vb = 1 V, while panel (b) shows the spatial
profiles for t = 0.5, 1.0, 1.5, 2.0, 2.5, 3.0 ns (squares, circles, up
triangles, down triangles, diamonds and left triangles). The
solid lines are simulations according to Eq. 8. Panels (c-d)
show the same as (a-b) for Vb = −1.5. The experiment was
performed at 30 K and a laser power of 20 µW. The curves
are normalized to the maximum value at each panel.
time r2t /Da. We have shown in Fig. 4(b) that Da in-
creases with laser power, thus reducing the traveling time
of the carriers. As a consequence, a larger fraction of
electrons reaches rt before losing their out-of-plane spin
polarization.
In addition, larger laser powers shift Ecz by an amount
∆Ez towards larger values. We exclude thermal effects
as the cause of this shift: higher temperatures would al-
low the occupation of energy states with larger k-vectors,
whose contribution to the cubic terms of ΩSO reduces
Ecz .
12,15,18,19 We attribute the enhancement of Ecz to a
partial screening of the electric field generated by the
top gate. This screening comes from the accumulation of
photoexcited electrons and holes at opposite walls of the
QW as a response to the gate field.
Finally, we have also measured the time-resolved radial
expansion of the out-of-plane spin density, sz, in the same
way as we did for n in subsection IIIA. Figure 6 shows
the spatial- and time-resolved evolution of sz correspond-
ing to the carrier dynamics of Figure 2. As in the case of
n, sz expands over an area much larger than the diame-
ter of the excitation spot. A comparison of the temporal
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sz (circles) from Figs. 2 and 6 for (a) Vb = 1 V, and (b)
Vb = −1.5 V, at a time delay of 2 ns. All curves are normalized
to their maximum. The solid lines are simulations according
to Eqs. 6, 8 and 15.
decay of n and sz for Vb = 1 V (panels (a-b) of Figures 2
and 6) shows that the amplitude of sz decreases slightly
faster than n due to the fact that the decay of sz includes
spin dephasing in addition to carrier recombination. On
the contrary, for the compensation bias Vb = −1.5 V (see
panels (c-d) in the same figures), the amplitude decays
of n and sz are very similar. The latter is attributed
to a negligible spin dephasing within the recombination
lifetime of the carriers due to SO-compensation. The de-
cay of the spin density must, therefore, follow the one of
the carrier density. As the lifetime of the photogenerated
carriers is only a few nanoseconds, the main mechanism
limiting spin transport in intrinsic GaAs (111) QWs at
SO-compensation is electron-hole recombination.
Interestingly, the spatial extension of sz also depends
on Vb. Figure 7 compares the normalized profiles of n
(squares) and sz (circles) at t = 2 ns for (a) Vb = 1 V
and (b) Vb = −1.5 V. In the case of Vb = 1 V, the pro-
file of sz, with a FWHM of ws = 8.6 µm, is clearly
narrower than the one of n (wn = 12.7 µm). When
Vb = −1.5 V, in contrast, both profiles have a similar
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FIG. 8. Spin decoherence time, τs, estimated from the fitting
of sz by Eq. 8, as a function of the applied bias Vb for laser
powers 40 µW (squares) and 80 µW (circles), measured at
40 K. The curves show, for comparison, the spin decoherence
time in an homogeneous electron distribution for out-of-plane
spins (dashed lines) and precessing spins (dotted line), esti-
mated according to Ref. 15.
spatial extension of wn = 13.7 µm and ws = 12.2 µm,
respectively. The discrepancy in the profile widths for bi-
ases away from SO-compensation is due to the coherent
precession of the spin vectors around the SO-field dur-
ing the two-dimensional expansion of the inhomogeneous
electron population. When the Dresselhaus and Rashba
terms fulfill special symmetries, the interplay between
the Brownian motion of the carriers and the spin-orbit
field can correlate the orientation of the spin vector at
spatially separated points in the electron ensemble.45–48
The most extreme example is the persistent spin helix
observed in GaAs (001) QWs for a particular ratio be-
tween the Dresselhaus and Rashba terms.49–51 In GaAs
(111) QWs, the linear Dresselhaus contribution and the
Rashba one have the same symmetry. Therefore, the SO-
interaction at low temperatures can be treated as a single
in-plane term with the symmetry of the Rashba contri-
bution. In this case, the two-dimensional expansion of an
initially narrow out-of-plane spin ensemble leads to oscil-
lations of sz along k in the momentum space that are
described by a Bessel function.46 These Bessel-like oscil-
lations are also present in the analytic solution of sz(r, t)
at times fulfilling t≫ r2/D, with the first node appearing
at rn = 2.4837
√
Dτs.
38,45,46,48 In our experiments, the
maximum radial distance is rt = 10 µm and the ambipo-
lar diffusion coefficient is Da ≈ 50 cm2/s, thus leading to
r2t /Da ≈ 20 ns. The e-h recombination time in our sam-
ple is, however, only a few nanoseconds, cf. Fig. 4(a).
The spin density profiles of Figs. 6 and 7 correspond,
therefore, to the opposite limit t≪ r2/D, where no ana-
lytic solution in the spatial domain exists.46 In addition,
the value of τs for the range of applied voltage biases
8(cf. Fig. 8) implies that the first node appears at radial
distances exceeding rt. This means that the optically in-
jected e-h pairs disappear well before the oscillation of
sz along r can be observed.
IV. DISCUSSION
It is possible to obtain an analytic approximation to
sz in the real space for t ≪ r2/D if we take into ac-
count that, for the short carrier lifetime and weak SO-
interaction of our experiment, the precession angle of the
spin vectors in the ensemble is expected to be small. Un-
der this assumption, the spatial profile of sz will resemble
that of n and can be approximated by:
sz(r, t) = n(r, t) exp(−t/τs) cos[θ(r, t)]. (8)
Here, the cosine accounts for the projection along z of
the tilted spin vector due to its slight precession around
ΩSO during the radial expansion.
52 To determine the pre-
cession angle θ(r, t) of the spin ensemble, we proceed as
follows: during an infinitesimal time interval dt, an elec-
tron spin vector moving with an in-plane momentum k
rotates an infinitesimal angle dθ = ΩSO(k)dt. Taking
into account only the linear in-plane k terms in Eq. 3, and
using the relations h¯k = m∗v and h¯2〈k2〉 ≈ 2m∗kBT , we
can express ΩSO as:
ΩSO(r, t) = g(T,Ez)(v × zˆ), (9)
g(T,Ez) =
2m∗γ
h¯2
√
3
[
〈k2z〉 −
m∗
2h¯2
kBT −
√
3
r41
γ
Ez
]
. (10)
Here, g(T,Ez) is the SO-precession angle per unit dis-
tance, and it fulfills g(T,Ecz) = 0. In our model, we
assume that, during the early stage of the expansion pro-
cess, the carriers generated within the laser spot follow a
trajectory close to the radial one. This means that the
instantaneous velocity of each carrier can be expressed
as v = v(r, t)rˆ + v∗. Here, v(r, t) is the average radial
velocity of the carrier ensemble, which is determined by
the solution of the drift-diffusion differential equation, cf.
Eq. 6. v∗, on the contrary, is a perturbative random term
that changes magnitude and direction after each scatter-
ing event. According to these definitions, the average
precession angle, 〈dθ〉, of the carriers contained in an in-
finitesimal area at r and t during an infinitesimal time
interval dt is then just:
〈ΩSO〉dt = g(T,Ez)v(r, t)dt(rˆ × zˆ), (11)
because 〈v∗〉 = 0. Therefore, v(r, t) determines the in-
finitesimal precession angle around which the spin ensem-
ble coherently precesses at each position and time, while
v∗ is responsible for the spread in precession angles that
gives rise to the spin dephasing time τs.
To obtain θ(r, t), we just add 〈dθ〉 along the radial
trajectory of the carriers from their initial position within
the gaussian distribution r0 at t = 0 until they reach r at
t. By doing this, we are neglecting the effect on θ(r, t) of
carrier diffusion along other trajectories than the radial
one. Taking into account that v = dr/dt, the integral is
simply given by:
θ(r, t) = g(T,Ez)
∫ r
r0
dr′ = g(T,Ez)(r − r0). (12)
The problem reduces to finding the initial radial position,
r0, of particles reaching the position r at the time t. To do
this, we take into account that the radial current density
j = qnv in a drift-diffusion process depends on r and t
according to:
qn(r, t)v(r, t) = −qDa ∂n(r, t)
∂r
+ jd(r, t). (13)
Here, the first term in the right side of the equation is the
diffusion current determined by Fick’s first law. The sec-
ond term, jd = µaFr, represents the radial drift current
induced by the radial repulsive forces, Fr, between exci-
tons and free carriers at the high density regions close to
the generation spot. As discussed in Sec. III A, jd is only
important during a short time after the laser pulse, where
it is responsible of the fast carrier expansion observed for
t < 1 ns. It can be shown that, due to the shape and
radial symmetry of n, the radial profile of jd is similar to
that of ∂n/∂r.53 We can therefore take jd into account
by supposing that it is jd ≈ −qDd∂n/∂r for t < 1 ns and
neglect it afterwards. The carriers then expand with an
effective diffusion coefficient Deff = Da + Dd > Da for
t < 1 ns, while for t > 1 the expansion is purely diffusive
and determined only by Da.
Introducing now the carrier density, n, of Eq. 6 and its
derivative ∂n/∂r into Eq. 13 and integrating v = dr/dt,
we obtain the following relation between r0 and r:
r0
w0
=
r
wa(t)
, (14)
which leads to the final expression for θ(r, t):
θ(r, t) = g(T,Ez)r
[
1− w0
wa(t)
]
. (15)
The precession angle at each point, therefore, increases
with time from zero towards a finite value that satu-
rates at long times. Remarkably, this result is qualita-
tively similar to the obtained for an initial spin polariza-
tion with finite spatial extension close to the spin helix
regime,51 but differs in the fact that the width enters as
1 − (w0/wa)2 in the spin helix case.54 We attribute the
9origin of this discrepancy to the different symmetry of
the SO-interaction studied in each case.
To simulate g(T,Ez), we have assumed that γ =
17 eVA˚3, r41 = 6 eA˚
2 and deff = 28.6 nm (deff takes
into account both the QW thickness and the penetra-
tion length into the barriers) from our previous calcula-
tions of Ref. 15. The initial carrier density profile, n(r, 0),
is a 2D gaussian function with w0 = 3.6 µm, in agree-
ment with the measured FWHM of the carrier density at
t = 0. n and sz evolve according to Eqs. 6, 8 and 15,
with Deff = 98 cm
2/s for t < 1 ns and Da = 45 cm
3/s
for t > 1 ns, as estimated from the slope of w2a in Fig. 3
at each time interval. The solid lines in Figs. 2, 6 and 7
display the calculated spatial profiles for n and sz at the
corresponding time delays, showing a reasonable agree-
ment with the experiment. For Ez away from the SO-
compensation, the reduced width of sz with respect to
n is due to the coherent precession of the spin vector
around ΩSO. When Ez ≈ Ecz , then g(T,Ecz) = 0, the
spin precession is suppressed, and therefore the FWHM
of sz and n become similar.
In the calculation, we have taken into account neither
the cubic terms in k of ΩD, nor correction terms related
to the slightly tilt of the substrate surface away from the
[111] direction. These additional contributions introduce
out-of-plane SO-field components and, most important,
they break the symmetry between ΩD and ΩR. As a
consequence, the in-plane ΩSO does not cancel simulta-
neously for all the electrons in the ensemble, but only
for a certain fraction, thus avoiding the extension of the
measured sz profile to fully equal that of n at E
c
z , cf.
Fig. 7(b).
The fits of the temporal decay of sz by Eq. 8 yields the
dependence of τs on Ez and on the laser power shown in
Fig. 8. The dashed and dotted lines show, for compari-
son, the calculated DP dephasing lifetime for out-of-plane
and precessing spins in an homogeneous spin ensemble.15
As expected, τs has a maximum at E
c
z ≈ 18 kV/cm,
where it fulfills τs ≫ τr, and decreases as the electric field
moves away from SO-compensation. Finally, we would
like to remark that, for Ez > 20 kV/cm, τs lies below τr,
as expected from the behavior of the time-integrated ρz
discussed in Fig. 5.
V. SUMMARY
We have shown that the application of a transverse
electric field allows the transport of out-of-plane spin po-
larized electrons in an intrinsic GaAs (111) QW over dis-
tances exceeding 10 µm. We attribute the long transport
distance to the compensation of the in-plane Dresselhaus
SO-interaction by the Rashba one generated by the elec-
tric field, which cancels the precession of the spin vec-
tor around the SO-field during the radial expansion of
the photogenerated e-h ensemble. At SO-compensation,
the main mechanism limiting the transport distance of
the spin-polarized electrons is their recombination with
holes, which takes place in typically a few nanoseconds.
The favorable properties for spin transport of GaAs (111)
QWs make them an excellent platform for further studies
of the spin dynamics, as well as for spintronics applica-
tions.
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