To determine the feasibility of oral case presentation (OCP) encounter cards as a tool for formative evaluation, to estimate the reliability and validity of the ratings when used in a medicine clerkship, and to examine whether the use of OCP encounter cards improves students' OCP skills. DESIGN: Randomized controlled study.
T he Association of American Medical Colleges recognizes communication skills as a core learning objective for medical student education. 1 While much research has focused on physician-patient communication, few studies have been directed at communication between physicians. The oral case presentation (OCP) is an essential communication tool for physicians. 1, 2 In practice, it facilitates efficient transfer of clinical information between health care providers; during training, it also allows medical students to convey their clinical skills to resident or faculty evaluators. 3 Despite its importance, little research has focused on evaluating OCP skills. Prior studies have examined the content of OCPs, how students learn OCP skills, and curricula to teach OCP skills. [4] [5] [6] [7] However, no study has examined the use of an assessment instrument to evaluate and improve OCP skills of medical students on a core clerkship.
Students generally learn OCP skills by trial and error. 7 By providing formative feedback that is explicit and contextual, students may be able to learn OCP skills more efficiently. Encounter cards are a feasible method to provide case-specific, timely feedback about clinical skills. [8] [9] [10] It is plausible that such encounter cards may also be useful in learning and evaluating oral case presentation skills. Therefore, we developed OCP encounter cards that enabled faculty and residents to rate students' OCP skills and provide timely, contextual feedback. The objectives of this study were to: (1) determine the feasibility of OCP encounter cards as a tool for formative evaluation; (2) estimate the reliability and validity of the ratings when used in a medicine clerkship; and (3) examine whether the use of OCP encounter cards improved students' OCP skills. We hypothesized that OCP ratings would be moderately correlated with assessments of knowledge, clinical performance, and documentation skills. Our rationale was that these performance assessments rely, to some extent, on having a sound knowledge base and at least a rudimentary set of skills involving clinical synthesis and judgment. Correlations would not be too high, however, because each performance assessment requires certain unique skills. We also hypothesized that students using the OCP encounter cards would score higher on an end of clerkship presentation assessment than those not using the cards.
METHODS

OCP Encounter Cards
OCP encounter cards were developed using the medical education literature and were modeled on the mini-clinical evaluation exercises (mini-CEX).
6,10-12 They had nine presentation competencies: history of present illness, past medical history, social/family history, physical exam, studies, assessment/differential diagnosis, plan, organization and coherence of the presentation, and general speaking ability (Appendix, available online). Each competency was graded on a nine-point scale where 1 to 3 was unsatisfactory, 4 to 6 was satisfactory, and 7 to 9 was superior. Evaluators could indicate whether a particular competency could not be assessed.
Participants
All students (N =164) enrolled in the medicine core clerkship from January to December of 2003 participated in the study. The medicine core clerkship is organized into four 9-week blocks. Each block includes a 6-week inpatient rotation and a three-week outpatient rotation. Within each block, half of the students were randomly assigned to begin with inpatient med-icine. The other half began with outpatient medicine. Students worked with an average of three faculty and two residents during the inpatient rotation, and an average of three faculty during the outpatient rotation.
Within each block, we used an alternating design to assign students to the intervention or control group: for blocks 1 and 3, students starting the clerkship with inpatient medicine were assigned to the intervention group, whereas for blocks 2 and 4, students starting with outpatient medicine were assigned to the intervention group.
The control group (N =83) received usual feedback on their oral case presentations without encounter cards. The nature of feedback received by students in the control group was solely dependent on the faculty or residents with whom the students worked. Although there was no standard regarding the content of feedback, there was an expectation that feedback was given after a case presentation. The Department of Medicine runs annual feedback training sessions for all residents. Additionally, each quarter, faculty scheduled to attend on the inpatient service meet to discuss the goals and objectives of the clerkship. Providing feedback is a part of the agenda.
Students in the intervention group (N =81) each received a booklet of encounter cards on the first day of the clerkship and were instructed to have one OCP encounter card completed by an attending or resident during each of the 9 clerkship weeks (3 each from inpatient attendings, residents, and outpatient attendings). When students presented a case to a resident or faculty during rounds or office visits, they took out an encounter card and asked the evaluator to rate their presentation using the card. Evaluators completed the encounter card, provided the student with verbal feedback, and documented the time spent listening and providing feedback. Evaluators and students rated their satisfaction with the OCP card on a nine-point scale (1 =low, 9 =high). OCP encounter cards were then returned to the students for their review. At the end of the clerkship, students turned in the completed cards. The ratings on the OCP cards did not affect course grades.
Before implementing the OCP cards, faculty and residents were oriented to the rationale and use of the cards including a suggested approach for providing feedback. Inpatient attendings were oriented during quarterly mandatory meetings for faculty attending on inpatient services. Residents were oriented during morning report. Outpatient faculty were mailed orientation packets. Additionally, detailed instructions were (e)mailed to all evaluators. The Institutional Review Board approved this study.
Outcomes
To assess rating validity, outcome measures included: summative inpatient and outpatient clinical evaluations from faculty and residents using a 15-item form in which students are rated on a seven-point scale using behaviorally anchored items; the single item from the summative inpatient and outpatient evaluations that addresses oral presentation skills; National Board of Medical Examiners (NBME) medicine subject examination scores; case write-up grades; and final clerkship grades that are a weighted mean of inpatient and outpatient clinical evaluations, the subject examination score, and the case write-up grade.
The main outcome measure was an end of clerkship timed presentation of a student-selected, prepared case. Because students' performance may vary depending on the type of presentation (inpatient or outpatient case), all students were instructed to prepare one inpatient and one outpatient case. When they arrived for the end of clerkship presentation, they were then randomly assigned to present either the inpatient or outpatient case. The end of clerkship presentation was evaluated using the OCP encounter cards. Evaluators were one of 6 non-attending faculty blinded to students' assignment to the intervention or control group. Presentations were audio-taped for independent, blinded review by 1 or 2 additional faculty.
Statistical Analysis
To determine feasibility, we examined the percentage of completed forms, average evaluation and feedback times, satisfaction ratings, and variability in students' OCP ratings. Differences in ratings by inpatient faculty, outpatient faculty, and residents were compared with the Kruskal-Wallis one-way analysis of variance. Internal consistency was assessed with Cronbach's a. Principal components analysis assessed dimensionality among the items. A generalizability study using a rater: student Â competency design looked at rating precision. Generalizability analyses allow one to look at multiple sources of variation in a data set simultaneously, and estimate the relative magnitude of error that comes from each source. In this setting, we would expect large variability among students (i.e., there are true differences among students), moderate variability due to competencies (i.e., students do better on some competencies than others), and low rater-within-student variability (i.e., there would not be much variability among the multiple raters for a particular student). Following the original analyses in which we estimated a standard error of measurement in ratings for a student over all items and all raters, we examined how the standard error would change in scenarios involving fewer raters or items. Inter-rater reliability was estimated using k coefficients. Relationships among OCP ratings and other student performance assessments were carried out with Spearman correlations. Disattenuated correlations (correlations corrected for error due to low reliability in one or both scores) were calculated assuming reliabilities of 0.70 among both the OCP ratings and the other assessment in each pair, with the exception of the medicine subject examination, which is a multi-item objective test with an estimated reliability of approximately 0.80 (A. Butler, National Board of Medical Examiners, personal communication, October 26, 2004). Intervention and control group means on the end of clerkship presentation were compared with the Kruskal-Wallis one-way analysis of variance. We present the means averaged over all raters, as well as those for the first, in-person rater. Parametric statistics were also used to compare group means since rating scales are often treated as interval data, to allow post hoc comparisons with Duncan's test, and to be consistent with other analyses (i.e., factor analyses, estimation of a), which rely on parametric assumptions. There were no differences in results, and only nonparametric results are presented. Because approximately 35 comparisons were made, we chose an a equal to 0.001 to note statistical significance.
RESULTS
Feasibility, reproducibility, and validity analyses are based on 79 of 81 students in the intervention group who completed at least one OCP encounter card. 568 cards were completed (80% of target). The mean number of encounter cards per student was 7.2 (SD =2.4). As shown in Table 1 , residents gave significantly higher mean ratings on all but two competencies than did either inpatient or outpatient faculty. All median competency ratings were 7 or 8, and ranges were typically 4 to 9 or 5 to 9 across resident and faculty evaluators. Overall, mean OCP presentation and feedback times were 16.8 (SD =12.4) and 7.1 (SD =5.1) minutes, respectively, and median times were 15 and 5, respectively. Students' mean presentation times differed significantly for outpatient and inpatient faculty and resident evaluators (11.9 vs 19.5 vs 16.5 minutes, respectively); and the median presentation time was 10 minutes for outpatient faculty compared with 15 minutes for inpatient residents and faculty. The mean evaluator and student satisfaction ratings were 7.3 (SD =1.7) and 6.8 (SD =2.0), respectively. Faculty and students liked the OCP cards less in the outpatient setting versus inpatient setting.
Students' individual mean OCP ratings averaged over all nine competencies and all encounters ranged from 5.6 to 8.8 (mean =7.7, SD =0.51). Mean ratings for the 9 individual competencies ranged from 7.6 (SD =1.0) for assessment/differential diagnosis and plan to 8.0 (SD =0.9) for general speaking ability ( Table 1 ). The overall mean was 7.7 (SD =0.8). Medians for all scores were 8, and the ranges for all competencies were 4 to 9 except for physical exam and general speaking ability, which ranged from 5 to 9.
Principal components analysis revealed one primary factor that accounted for 75% of the variance. All 9 components were strongly associated with the first factor (factor loadings ranged from 0.83 to 0.90). Cronbach's a for the nine competencies was 0.96. Reproducibility of the OCP ratings estimated through generalizability analyses showed that the standard error of measurement around the ratings for a student, given all items and all raters, was 0.3. Reducing the number of raters to 6, 4, and 2 would change the standard error to 0.3, 0.4, and 0.6, respectively. Reducing the number of competencies from 9 to 3 would have little impact on the standard error.
Within the intervention group, mean OCP card ratings were significantly correlated with other summative assessments, including inpatient clinical evaluations, inpatient oral presentation ratings, and the final clerkship grade ( Table 2) . Estimates of disattenuated correlations suggest the OCP skills are moderately to strongly related to other clinical assessments.
All 164 students performed an end of clerkship oral case presentation; 153 audio-taped presentations were reviewed by additional evaluators who were blinded to student assignments. Forty-nine percent were reviewed by one additional evaluator and 44% by two additional evaluators. The median kappa between pairs of raters over the 9 competencies was 0.27 and 0.35 for the average of the 9 competencies.
For the single in-person raters, mean ratings on end of clerkship OCP were 7.0 (SD =1.0) for the intervention group and 7.2 (SD =1.0) for the control group (P =.09). No significant differences existed in each of the nine competencies between the intervention and control group, reflecting the relatively large standard deviations (as well as the earlier generalizability results suggesting that more raters produce more stable scores). Multiple differences were observed when ratings were averaged over both the in-person rater and those who listened to the taped presentation. On 6 of the 9 competencies, students in the control group performed better than the students in the intervention group, but none reached statistical significance using an adjusted P value of .001 (Table 3 ). There were no significant differences between the intervention and control groups in presentation time (P =.41), inpatient summative clinical evaluations (P =.72), outpatient summative clinical evaluations (P =.32), NBME examination scores (P =.75), or final clerkship grades (P =.91).
DISCUSSION
We developed and implemented an encounter card system to evaluate medical students' OCP skills. The use of OCP encounter cards was feasible in a medicine clerkship for formative assessment. Students were assessed during multiple encounters in real-time clinical settings. The encounter cards were favorably perceived by students and evaluators, although the satisfaction ratings were lower in the outpatient than the inpatient setting. This may be due to time constraints inherent in busy outpatient practices that can limit the quantity and quality of feedback. 13 As seen in other studies of clinical assessments, evaluators rarely used the full range of the rating scale, which resulted in limited variability in mean OCP ratings. In addition, as demonstrated in previous studies of in-training evaluation, residents consistently gave higher ratings than faculty. 14, 15 With an average of 7.2 encounters per student, the OCP encounter card ratings were reproducible. In fact, the number of competencies and the number of encounters per student could easily be reduced to 3 and 4, respectively, with little change in the standard error. Our finding of low inter-rater reliability on the single end of clerkship presentation may be due to skewed ratings, and underscores the importance of multiple observations to obtain reliable ratings. Our data also show that evaluators failed to differentiate among the different competencies of oral case presentation skills. The competencies assessed on the OCP cards were highly correlated, and our factor analysis indicates that evaluators were making global assessments rather than assessing each individual competency. This ''halo'' effect has been described in other studies that measure clinical competence and appears to be a characteristic of rating scales. 16 Construct validity of OCP ratings is suggested given the correlations of encounter card ratings with other summative assessment measures such as the final clerkship grade. The high correlations with inpatient clinical evaluations are expected, given that many of the same faculty and residents were involved in OCP and clinical ratings. However, the imperfect disattenuated correlations and the low magnitude of the correlations with other skills and knowledge suggest that OCP encounter cards may be measuring distinct clinical skills.
A surprising finding was that the use of OCP encounter cards did not lead to superior performance on the end of clerkship oral case presentation. Several factors may account for this unexpected result. First, we measured the effectiveness of OCP encounter cards based on a single case presentation at the end of the clerkship, an inadequate measure of true OCP skills. Second, without an established ''gold standard'' for a successful oral case presentation, students may receive conflicting feedback about their presentation skills regardless of whether OCP encounter cards are used or not. Indeed, faculty assessment of student performance has been shown to be highly variable. [17] [18] [19] [20] [21] [22] Even our blinded raters, who held key positions in medical student education, did not agree on the quality of the summative case presentations. Third, although our faculty and residents were oriented to the use of OCP encounter cards, they were not specifically trained to assess oral case presentation skills. Faculty development aimed at improving evaluator rating skills and feedback skills specific to oral case presentations may have led to different results. A recent study suggests that a multifaceted approach to faculty development in direct observation of clinical skills improves faculty comfort and skill in direct observation and leads to more stringent rating behavior. 23 Our study has several limitations. First, this is a single institution study that limits generalizability. Second, while we tried to minimize potential contamination of the control group, it is likely that exposure to OCP cards by residents and faculty affected subsequent evaluation of students in the control group. Finally, we do not actually know the quality of feedback and/or messages received by students in the intervention group or control group, thus limiting our understanding of the results.
In summary, OCP encounter cards are a novel and feasible tool to evaluate oral case presentation skills of medical students in a medicine clerkship. The OCP ratings are reproducible, and validity is suggested by their correlation with multiple markers of performance. However, the use of OCP encounter cards did not significantly improve performance on a summative assessment of OCP skill. Most likely, the problem is with the unreliable nature of the single-rater summative OCP exam, rather than with the multiple OCP encounter cards. Future research focused on establishing the standards for successful oral case presentations, providing faculty development aimed at improving evaluators' direct observation skills of oral case presentations, as well as measuring the content and quality of feedback received by students may help clarify the role of OCP encounter cards in formative or summative evaluation. 
