ABSTRACT Cloud storage systems frequently have a large user base that requires huge cloud resources. Sometimes, cloud devices become overloaded because of an imbalance in input/output (I/O) or space demand. How can data with different popularity be distributed over heterogeneous devices? The key to resolving this problem is to balance the workload of multi-dimension resources. A consistent hash-aware cloud storage system constitutes a good solution for data placement. It can achieve only 1-D balance, usually the balance of the space resource. However, it is not straightforward to obtain a balance of space, I/O, and other resources simultaneously. Many users have experienced the overloading of devices in these systems. We focus mainly on this problem in this paper. In this paper, we discuss the factors that cause the overload of devices that occurs in the hash-aware cloud. Furthermore, we design some schemes with three algorithms to facilitate the assignment of hybrid data of different size and popularity to the heterogeneous cloud. The system can reduce the probability of an overload occurring. Most systems do not easily accommodate the movement of data. However, we argue that relocating part of the necessary data is helpful. This relocation can achieve a balance of resource usage and use fewer resources, without the need for replicas. Our system can provide a better quality of service, because the imbalance in the usage of resources is reduced. We performed an evaluation using extensive simulations driven by real-world traces. We demonstrate that our system can effectively reduce the overload probability of devices in cloud storage systems.
I. INTRODUCTION
Today, cloud storage is recognized as an efficient solution for supplying high bandwidth, huge capacity, and fault-tolerant storage needs. Over the years, many cloud storage systems have been proposed. The strategy design of some of these includes a central allocator, which becomes the bottleneck of the entire system and causes a single point failure problem. Consistent hashing and other hash-based (or pseudo-random) cloud storage systems have been widely used. Their strategies can locate the data to the chunk server, or object-based storage device (OSD), directly without a central node and avoid single point failure. Although these methods considerably improve scalability and efficiency by distributing the data allocation, the fundamental task of distributing data with different popularity to thousands of heterogeneous devices remains difficult.
Some systems simply locate the new data to under-utilized devices. The problem of these systems is the significant imbalance between the new and old devices. Some systems distribute data according to the storage weight of the devices. This achieves only a storage balance and incurs a severe workload imbalance. Overload frequently occurs when the device has a large capacity but a low throughput and bandwidth. It has been shown that some chunk servers of hash-based systems occasionally become suddenly and severely overloaded. The similar situation happened in the 'aliyun.com' which is the biggest cloud provider in china. We trace the log files from part of their proxy servers of video services. It uses Linux Virtual Server(LVS) and hash function to dispatch the requests from users. The log files show the probability of about 4% that the video serves get suddenly overloaded when the visits of users become busy. The similar theory has been mentioned by Harada [5] . These indicate that it is common the devices in decentralized cloud system become overloaded.
At the same time, as the market competition becomes more intense, the content providers require a higher quality of experience (QoE) to retain their customers. Some practical systems usually utilize the three-replica strategy to back up the data. This results in only a 33.3% or lower utilization of the system, and a huge spare space remains unutilized to avoid overload. It is certain that this strategy is expensive, wasting considerable resources and expending additional energy. Nonetheless, in a user experience survey [1] which was voted by over one hundred thousand users on 'tudou.com' about 73% of respondents claimed they had met a video failure, 3.4% of whom thought it was not related to their network problem, because they could visit other Web sites fluently, while the remaining 69.6% were not sure what had occurred. The survey focused only on video services. In fact, it is difficult to perceive that the file download speed has suddenly decreased in a normal Web download operation. However, the survey remains meaningful.
Data placement determines not only the utility of resources but also the workload distribution of devices, and thus, affects various aspects of the system's performance. Only one placement without movement is obviously not sufficient when the workload is changed by fluctuations in the data popularity. A robust solution should distribute all data uniformly among the devices. This leads to probabilistically balanced data distribution, where new and old data are mixed together, and a reasonable workload adapted to the ability of devices, even when the data popularity changes. However, most hash-based solutions are feasible only for certain scenarios, for example, that where only video files, picture files, or music files are stored. This can fit for a system with hybrid data (hybrid data means different types of data with different size and popularity).
To achieve both resource and workload balance, the following three basic requirements should be considered. First, it is necessary to know the location of the data having an excessively hot or cold popularity without using a central management node. Second, a system should determine which part of the data should be migrated. Finally, the migration algorithm should not be excessively complex and time-consuming. In short, it is necessary to determine the location to which the data should be relocated and how to migrate them efficiently.
In this paper, the contributions to addressing these challenges are four-fold. First, we analyze the factors that cause devices to become overloaded in consistent hash-based cloud storage systems. Second, we propose a model to validate the balance situation of cloud storage systems. Third, we present the design of a system called CMM, which contains three efficient and practical algorithms, including a group clustering algorithm, a multi-level counting Bloom filter (MlCBF), and a multi-choice consistent hash algorithm (McCH). The group clustering algorithm is designed to classify the devices into groups, where each group with a different resource level can be very suitable for the hybrid data. The hybrid data means all of the type of files here, for example, the document, video, audio, images, etc files. The other algorithms of CMM depend on the groups divided by this clustering algorithm. The MlCBF can detect hot data that should be relocated at a cost of only O(1). The MlCBF does not need a central node to determine the popularity of data. The McCH can distribute hybrid data to a specific device, the resources of which fit the data well. Fourth, we validate the system with several simulations using different data sets. Furthermore, we tested the system using a practical trace from youtube.com. According to the experimental results, our system can improve the balance of the system and reduce the variance in the devices' workloads.
The rest of this paper is organized as follows. First, we discuss related work in section II. In section III, we describe the architecture of the entire system. In section IV, we give some definitions and discuss the reasons why overload frequently occurs in consistent hash-based systems. In section V, we introduce the clustering algorithm (the 'C' of CMM), which can divide the devices into different groups. In the section VI, we describe MlCBF algorithm. In section VII, we formulate the balance variance model of the resources usage ratio. Then, we propose McCH. In Section VIII, we show the effectiveness of the CMM system in experiments driven by several types of data distribution and real-world traces from youtube.com. Finally, we conclude the paper in Section IX.
II. RELATED WORK
In a large number of papers on parallel storage systems, the authors proposed methods for locating uniform or nonuniform data in heterogeneous or homogeneous devices. The most recent study focused mainly on the condition where both the data and devices are non-uniform. In one series of solutions, a central node was designed to manage most data operations. Another series of solutions allows for server heterogeneity such that the servers can manage the data themselves without a central management node.
Many solutions employ consistent hash [6] and pseudorandom hash methods to manage data and devices in a parallel storage system. These types of method select the data storage location without a central allocator. However, they suffer severely overload problem. Some devices in the system receive more work loads and even become overloaded with high probability. A more serious situation is that in which the systems cannot relocate the data because of the restriction imposed by the algorithms. Moreover, some of the methods do not consider the storage balance and in most of the systems the I/O balance between the devices of the system is not considered. The Ceph [7] system generalizes the VOLUME 5, 2017 RUSH P and RUSH T and shows a greater improvement while it maintains a series of complicated bucket structures.
Peer-to-peer (P2P) systems rely on random hash algorithms and many studies have been conducted in this area. The main challenge of these systems is to ensure the exchange of messages between the heterogeneous devices on the Internet. The design of many systems includes a solution called Chord [8] . This is the most typical P2P application of a consistent hash method. It does not consider the differences in I/O ability or storage imbalance. It maintains the range of storage according to the virtual machine (VM) number of every physical device. In some situations, some devices receive more data and become overloaded and the system can no longer relocate the imbalanced data to other devices. Dynamo [9] is a practical system used by Amazon, the design of which also includes the Chord algorithms. It maps all virtual devices to the hash ring to achieve storage balance. Therefore, it also suffers from the same problem as Chord. Most of the above hash-related studies do not consider the difference in I/O access of storage servers. However, some studies have taken the heterogeneity of disks into account.
Systems with a single centralized table, for example, the GFS [10] , HDFS [11] , and the haystack of Facebook [12] , have a simple structure to manage data operations, which is a straightforward solution in practice. However, these systems are suitable only for certain environments. Many studies have been conducted on improving the HDFS [13] . However, these systems suffer from a performance bottleneck and single point failure in some complex environments.
Object-based storage systems, including Lakshman and Cassandra [14] and Welch et al. [15] , have been discussed because of their advantage that their structure is flexible. As compared with object-based file systems, file systems using fixed blocks waste too much space and time for allocating the mixed data, while the OSD can significantly improve the scalability. We also used this type of data structure in our study. The system dynamically adjusts the segments' location to balance the I/O load and storage usage among the providers. However, it relies on prior knowledge of the applications to determine how to combine these two factors efficiently, and its I/O workload factor can reflect only the disk I/O status of one specific moment.
Other types of related studies also exist. For example, game theory is used widely in several aspects of cloud storage. Some studies have focused on the duplication of the storage system, with an index created by the hash function [16] . The works in [2] - [4] describe scheduling approaches to handle with workloads and storage of cloud storage system. The Szabo's study [17] , which considered the multi-objective optimization model. All of the works above inspired us.
III. SYSTEM ARCHITECTURE
The key points that should be considered concerning distributed storage systems are as follows. The distribution of data should be uniform and the workload of the devices should also be uniform. In other words, the resource utilization of the devices in the system should be allocated evenly by some algorithms. In some systems, when the decision has been made to allocate the data to certain devices, the data can no longer be moved, because the hash based algorithm cannot locate the data with the same hash code after the algorithm has relocated the data. In the centralized system, one central management node is required to determine the process of replacement. The central node usually becomes the hot point of the system and the system thus sometimes suffers the one-point failure problem. Some systems make an unrealistic assumption that all data are of same size or popularity all the time. In fact, there is a great difference in the size and popularity between the data in the system and the popularity is changing all the time. Therefore, this section discusses our system architecture and explains the design of the entire system for handling the problems mentioned above. It will explain how to relocate data by every node itself without a central node. First algorithm, the clustering algorithm of our system classifies devices into different groups according to the devices' resource ability(memory, capacity, bandwidth, etc). As Fig. 1 shows, the devices in system are divided into d groups by this algorithm. Therefore, in every group, the devices' resources abilities are similar to each other.
Second algorithm, the algorithm obtains d hash functions, the number of which is the same as that of the groups. In fact, it executes only one hash function, and uses different sections of the entire hash code. Then, every hash code will match one device in every group, it is just the same as the Chord solution [8] . So we get d devices at last. The algorithm makes the selection choosing the least-busy device of them and sends the data to this device. When a client downloads data from the device, it will execute the same hash function and send a request to every d devices. The device who contains the data will return the data to the client, while the others will ignore the request.
The last algorithm, when some devices become overloaded, the device will check the hottest data list called New Blocked Relocation (NBR) queue. In this queue, it record the hottest and coldest date in the device. And the queue is created by a algorithm root in the Dynamic Counting Bloom Filter (DCBF) [24] algorithm. Then, the device will assign the data in NBR to a specific device using the second algorithm we explained above. In this situation, with high probability, the hot data will be assigned to the stronger device in higher level group. On the other hand, the devices that have more data and more disk usage ratio will check their coldest list in NBR. Then, the cold data will be relocated by using the same hash decision algorithm again. In this situation, with high probability, the cold data will be assigned to the devices with a larger disk space but lower I/O ability. Finally, all the data can be relocated to the suitable devices.
In order to explain the system clearly, we give an example here. At the beginning of the system, all the devices are classified into groups by their resources abilities. So in every group the devices' abilities are similar with each other. Assume the final number of groups is d. We do d times hash functions with file name, when every file is added into system. With the d hash codes, every code match one device in every group. Therefore, it can choose one of them which gets the lowest workload. Then the system can achieve the best load balance at the beginning. As the visit number of files changing, the balance of system has been broken. And the hottest and coldest files already have been recorded by a Dynamic Counting Bloom Filter(DCBF) based algorithm. When the imbalance condition of system goes beyond the warning line, then the hottest and coldest files are relocated by the same hash based algorithm. And it is just the same with the adding process.
IV. OVERLOAD ANALYSIS
In this section, two analyses of the problems that cause devices to become severely overloaded in a hash based cloud storage system are presented and the means of reducing the overload probability are discussed. Then, we introduce a clustering algorithm that can handle these problems.
The balls-into-bins problem is a classic problem in probability theory that has many applications in computer science. The problem involves m balls and n boxes (or ''bins''). Each time, a single ball is placed into one of the bins. After all the balls are in the bins, the number of balls in each bin is counted and this number constitutes the load of the bin. We argue that the data placement of the parallel file system is a balls-into-bins problem, also a multi-constrained knapsack problem (MKP). The MKP problem has a model similar to that of the balls-into-bins problem. It can describe the object (data) with different values (popularity) stored in bags (devices) having different capacities. However, it can not describe the balance degree of the system well. A theory that can not only assign data to a specific device but also achieve system balance is required. Therefore, we use some theory from the balls-into-bins problem. As is known, the probability of collision in the birthday paradox problem is much higher than intuitively would be expected. The same applies to the balls-into-bins problem. Some of the bins contain many more balls than others. Therefore, we can know the reason why the devices of the hash-based parallel file systems usually become overloaded from time to time.
A. SOME DEFINITIONS
The balls-into-bins problem is a classic probability theory for balancing the tasks of a parallel system. The problem involves m balls and n bins according to m data and n devices. When all the balls are in the bins, the number of balls in each bin is called the workload.
Let the set of data stored in the cloud storage system be denoted by M. For any m ∈ M, Data m represents the corresponding data in the system. m ∈ M, Data m represents the data that should be relocated to different devices. Denote these by N . We consider a cloud storage system that can allocate m data into n devices.
A cloud storage system comprises a set of heterogeneous devices, denoted by N . For every n ∈ N , assume Device n has a capacity C n and bandwidth B n . Similarly, for every m ∈ M, assume Data m has a capacity cost c m and bandwidth cost b m . We can handle other factors or even compression factors in the same fashion. In our system, all the devices are divided into groups, where we assume a set of G, with every g ∈ G. For an improved approach, we assume there are m ∈ M ∈ M data that should be relocated or newly added into the system. Each data item has g ≥ 2 choices to select the lightest device from every group. Each time, the algorithm of our system selects a set of devices D, which changes at every operation. Where every d ∈ D, it could choose device d from D every time. Denote by r c n the capacity usage ratio of Device n with capacity C n and by r b n the bandwidth usage ratio. Let R n (t) denote the mixed resources usage ratio for Device n at time t, while R(t) denotes the average ratio of all the devices. R d is the same mixed ratio for Device n at time t, while R g is the average ratio of all groups.
We need the following Chernoff-Hoeffding bounds mentioned in [18] to perform the analysis below.
Lemma 1 (Chernoff-Hoeffding): Consider any set of n independent random variables X i , . . . , X n that take values in the range [0,k] 
And for all 0 ≤ δ ≤ 1 that
For n ∈ N let [n] denote {1, . . . , n}. We state that an event A occurs with high probability, or w.h.p., if Pr[A] ≥ 1 − n −α for some α > 0. VOLUME 5, 2017 B. STORAGE OVERLOAD Clearly, it's fair condition when every bins get the m/n balls. In this case, if the number of balls is m ≥ ln n, then the heaviest bin is bounded by m n + O( m ln n n ) [19] . This is contrary to expectation: the more balls thrown, the fairer is the system. According to the consistent hash algorithm, suppose c min is the minimum capacity of a device and assign k log n virtual devices to it. Thus, a device with c i is assigned c i c min k log n [6] virtual devices, and the total number of virtual devices is i=1 n c i c min k log n. It has been proven that the sampling distribution is far from uniform. If the devices are randomly selected, some devices may be sampled with probability log n n , while others with 1 n log n . Thus, we can assume the highest storage workload of one virtual device is γ log n n , and the storage workload of device i is γ log n n c i c min . Lemma 2: For some 0 ≤ ε ≤ 1 and any constant k, the storage load in every device in the consistent hashing-aware system is at most ε bigger than the expected number of storage loads with a probability 1 − 1/n α .
Proof: The device with capacity c n is assigned k c n c min log n virtual devices [6] . We assume the total storage workload of one virtual device is γ log n n . Thus, the expected number of storage loads of the device with capacity c n is
. From Lemma 4.1, we take an application of the Chernoff bounds.
Usually the number of devices n is stable and c n c min is very large in a heterogeneous cloud system. Hence, the device receives at most (1 + ε)E[r c n ] storage loads with probability at least 1 − n −α , where α is related to c n /c min . Thus, the probability is related to the value of c n /c min . In heterogeneous cloud system, the value c n /c min is frequently large because of the huge gap in resource ability between the devices in the system. E[r c n ] is usually designed to be smaller than the practical storage ability of devices, allowing a certain spare rate to avoid overload. Considering ε as the spare rate, the system must achieve a larger spare space to provide lower overload probability, which is in line with our general approach. However, this constitutes a waste of capacity and other resources. Therefore, the problem becomes one of how to narrow the gap between the devices.
C. BANDWIDTH OVERLOAD
Many studies on user visit model analysis have indicated that the distribution of popularity of data in parallel storage systems follows power-law distribution [20] , [21] . However, for a specific device, the popularity of devices follows the homogeneous Poisson process [22] , which counts events that occur at a constant rate. This process is characterized by a rate parameter λ, also known as intensity, such that the number of events in time interval (t τ , t τ +1 ] follows a Poisson distribution with an associated parameter λτ . This relation is given as
The device with minimum capacity c min is assigned k log n virtual devices according to the consistent hash algorithm. We assume the expected number of total data loads of one virtual device is λ. Thus, the expected number of storage loads of the device with capacity c n is
In a process similar to that of Lemma 4.2, we obtain the following result.
= n −α As discussed above, the lower overload probability follows the lower value of c n /c min . Gathering similar devices into one group through the clustering algorithm is a good technique for achieving the minimum value of c n /c min = 1. It is considered to be c n /c min ≈ 1 in one group of devices. Therefore, we introduce the clustering algorithm into our system architecture.
V. SYSTEM EVALUATION MODEL
In order to measure the effect of the algorithm, we first propose a system evaluation model. A similar model is used by the multi-choices algorithm discussed below. The algorithm facilitates the selection of an appropriate device in the system.
Assume V m n (t) is the binary value that indicates whether data m are stored in device n at time period t. We assume that ∀m at time period t there is only one V m n (t) = 1, since each data m can be assigned to only one device at t without considering data replicas. This is for convenience of calculation; it certainly can become V m n (t) = 3 for three replicas, for example.
1 data m is assigned to device n at period t, 0 otherwise. Let R n (t) be the estimated ratio of multiple utilization at the device n. r c n (t) is the ratio of capacity utilization and r b n (t) is the ratio of bandwidth utilization, which is based on the current value of popularity on the specific device. R(t) denotes the average ratio of multiple utilization of all the devices in the system. We indicate the amount of dedicated resources used by data, letc m be the storage cost of data m and b m be the bandwidth cost.
Therefore, we can obtain the average ratio of the multiple utilization of all the devices in the system:
To capture the balance in all the dimensions of resource usage, the gap between all the devices' resources usage ratio should be as small as possible. Then, it can be described as the problem of minimizing the variance of the mixed usage ratio between all the devices. Therefore, we can obtain the formulation:
Then, the system classifies the devices into groups with the clustering algorithm. It is known that the highest data number of the devices in one group is nearly m n + log log n log |D| [23] when we use the multi-choice hash algorithm. There are tiny differences between the devices in one group, but very wide differences between the groups. As the analysis above shows, an overload situation occurs rarely when the workload differences of the devices in one group are very small. Therefore, it is converted into the problem of balancing the data placement among the groups.
In the subsequent analysis, we focus on the solution at a specific time. Therefore, t in the expressions above can be omitted. Thus, the formulation (4) can be expressed as:
where R d is the estimated resource utilization ratio at device d. R G denotes the average resource utilization ratio of all the groups in G. V m n above has the new form:
The same situation occurs in the MKP problem. These types of model appear to be in the form of the multidimensional generalized assignment problem (GAP), which is an NP-hard problem [26] . Therefore, the model discussed above is also an NP-hard problem. Even using an optimization solution, the calculation task remains too difficult when the number of data m is huge.
Once a overload-spot has been detected and new allocations should be determined immediately. The critical problem of consistent hash algorithm is that it can not get a new allocation and the data can not move after it had been allocated. One viable solution of those systems is to make replicas for all data and make more replicas for data of hot-spots which consume huge extra storage and traffic resources. Sometimes it even make the whole system performance worse, because it counts against the space recycling and hot point cooling badly. There are two ways to do once the device in these kind systems get overload, without using replicas, one way is editing the hash function which make the hash function not compact. Another one is renaming the data which would confuse the client and the client may lost the data. Furthermore, we argue that it's the last way to make replicas of data when the devices of system get overload. The first choice is data migration. This is necessary in particular when the device becomes overload because of a change in the popularity of data. In our design, there is no need to design a central management node, while our design can organize itself because every OSD uses the same algorithm as the client. Thus, the system does not suffer a bottle-neck or one-point failure because of the parallelization of our algorithms.
When an overload spot has been detected, new allocations should be determined immediately. The critical problem of the consistent hash algorithm is that it cannot obtain a new allocation and the data cannot be moved after they have been allocated. One viable solution for these systems is to make replicas of all data and make more replicas of the data of hotspots, which consumes a huge amount of additional storage and traffic resources. Sometimes it even degrades the whole system performance, because it severely impacts the space recycling and hot point cooling. There are two techniques that can be applied when a device in this type of system becomes overloaded that do not involve using replicas. One is to edit the hash function, which make the hash function not compact. The second technique is to rename the data, which would confuse the client and the client may lose the data. Furthermore, we argue that making replicas of data when the devices of a system become overloaded is the least desirable technique. The most effective choice is data migration. This is necessary in particular when the device becomes overloaded because of a change in the popularity of the data. In our design, there is no need to invoke a migration manager and the VOLUME 5, 2017 system can organize itself because every OSD uses the same algorithm as the clients. Thus, the system does not suffer a bottle-neck or one-point failure because of the parallelization of our algorithms.
VI. SYSTEM ALGORITHM A. CLUSTERING ALGORITHM
It is in general considered that one type of storage system usually is suitable for only one type of data. Systems that are suitable for all types of data are usually ineffective. In fact, this is because of the difference between the devices and the data visit mode. Indeed, it is not a straightforward task to design an outstanding hybrid system for all types of data. The traditional approach to handling this problem is to design several specific systems to store data with different types of visit mode. In fact, this solution is similar to our design. The classification of the devices into several groups according to the ability of the devices is equivalent to building several levels of cache in the structure for data with different visit popularity. When the data should be relocated, the hot and small data are migrated to a higher level group; meanwhile, the cold and big data are migrated to a lower group. In the higher group, the devices contain more hot data and emit the cold data to balance the disk usage.
The advantages of applying the clustering algorithm in a storage system are three-fold. First, it offers a good solution to narrowing the gap among the devices, i.e., c n /c min , to reduce the probability of storage and bandwidth overload, as discussed above. Second, replacing the hot data in the entire system is infeasible. However, it is reasonable to relocate data among the groups, because the workloads of the devices in the same group are similar to each other. It is considerably more efficient to relocate the data into groups instead of to all the devices. Third, the clustering algorithm and multi-choice hash algorithm render the system more balanced according m n + log log n log |D| + O(1) [23] . The final advantage of applying the algorithm is that it supports the replacement of the data in groups with the multi-choice hash algorithm, while the traditional consistent hash does not have this ability. Thus, it reduces the space cost. A device with capacity c i requires O(c n /c min k log |N |) as before. Now, it almost requires only O(k log |N |) to store the virtual device information. The clustering algorithm is run before the entire system starts and then operates only when a batch of devices are added into system. The condition of adding or missing a single device is simply handled by the consistent hash in the group. In addition, its time complexity is not high. Furthermore, it considers both the capacities and I/O ability of devices. The I/O ability that we discuss here is the minimum I/O speed of the network and disks, the bottleneck I/O speed in short. At the beginning of the operation of the entire system, the devices with a large capacity receive the big data and the small ones the small data in different level groups. Then, together with the growth of data popularity, the system reshuffles the hottest and coldest data to a specific level of groups. All the groups are divided by the clustering algorithm below. 
Then, d ij denotes the distance of the devices, and i, i = 1, 2, · · · n denotes the number of devices.
Most frequently, the devices in the system are purchased in bulk, and the devices are usually the same. Therefore, the devices from the same purchase are most frequently classified into one group. This is a good technique for deciding which type of device should be purchased when the entire workload has nearly reached the system cap. 
B. MULTI-LEVEL COUNTING BLOOM FILTER ALGORITHM
It is well known that the counting Bloom filter (CBF) can support counting the visits and deleting items. We designed a multi-level CBF, which is a little similar to the dynamic count filter (DCF) [24] to record the access numbers of data in a separate period T . The normal Bloom filter needs m log 2 e log 2 (1/ ) [25] bits to represent all the sets of m elements in a manner that allows false positives of at most a fraction , but no false negatives. Then, the CBF costs m log 2 e log 2 (1/ ) max(P m ) ≈ 1.44m log 2 (1/ ) max(P m ) bits, which is related to the maximum visit number max(P m ), to store the visit condition of data. The design of the DCF is considerably more flexible and space-saving than that of the verflow vector (OFV) and counting bloom filter (CBFV) [24] . However, if we use the pure DCF to store the access data, finally the space cost remains 1.44m log 2 (1/ ) max(P m ) bits, as the picture in Fig. 2 ' 'total area'' shows, which is the same as CBF; however the cost of vector rebuilding is greater. These designs have the same time complexity, but the capacity cost is excessively high. According to the characteristics of Pareto distribution, we designed a multi-level CBF called MlCBF, the length of which becomes increasingly shorter as the access number increases. The lowest vector contains most of the elements as Fig. 2 ''v1 :cool area'' shows, the highest vector contains the fewest but hottest elements, as the ''v3:hot area'' shows. In fact, we use a hash table to store the hottest vector not the CBF, because this area contains a small part of the data and it is easy to look up data that should be reallocated. To state the structure clearly, we describe three vectors for example. The vectors in Fig. 2, v 1 , v 2 , v 3 , in fact depend on the groups classified by the clustering algorithm above, where the number of v is related to the number g of groups. We use v g (t) to represent heat rate, because there are g vectors in total. In a different vector, we use the data name and time-stamp to obtain the hash code of the vector. This will obtain a more precise result for reducing the hash collision.
Denote by H m (t) the heat rate of data m in different t statistics periods. P m (t) denotes the access times of data m at time period t. It can be calculated by
) . We use the exponential smoothing method to achieve H m (t).
. . are weighted coefficients and a · n j=1 (1 − a) j = 1. In the formulation above, it is clear that the most recent access number influences the heat rate of data considerably more than the earlier access number. The burst access for a short time influences H m (t) so slightly that the system can avoid relocating data too frequently. In two extreme conditions, where there are very small or very big changes in the popularity, a = 1, H m (t) = P m (t) can be used, and this value is applied most frequently. In other cases, it will cost a considerable amount of additional resources to calculate H m (t) from time to time without appropriate triggers. We designed two triggers in our solution. One is an alarming trigger assumed to beR alarm . The other is a relocating trigger assumed to beR relocate . When the actual resource utilization R n ≥R alarm , the system begins to calculate H m from P m (t) and record the hottest data to a key-value table called the hot queue (HQ). This is because MlCBF is a passive algorithm and the system receives the data information only when it has been visited. Therefore, a key-value table is required, as in the LFU, in which the data name and popularity are stored directly. The space cost is low because of the small number of these data. Then, if R n ≥R relocate , the system begins to relocate the data from the HQ until R n <R relocate .
The MlCBF algorithm has three advantages. First, all the operations are executed in constant time, because the hash algorithm does not require a lookup operation. Second, the two operations, increasing the number of accesses and detecting the heat rate of the element, can be executed simultaneously. One of the biggest problems in popularity-aware systems is determining the popularity level of the data. However, it is easy to determine the heat rate of data when editing occurs on the specific level vector that has already been divided by the access condition. Finally, it saves considerably more capacity than CBF, DCF, hash- 
C. MULTI-CHOICES CONSISTENT HASHING ALGORITHM
The McCH algorithm has several hash functions, as shown in section III. In fact, it operates the hash function only once, and uses different sections of the same hash code. When data are added into the system, it selects the lightest device for allocation. When a device becomes overloaded, the hottest part of the data is selected by the MlCBF algorithm. Then, this part of the data can be relocated to other lighter devices by the McCH algorithm. When the data that should be reallocated have been determined by the MlCBF algorithm, the problem of determining the appropriate devices with sufficient resources to house the overload data is significant. Furthermore, the migration algorithm must balance the usage rate of the resources at the same time. This is a frequently used technique for broadcasting the replacement information [27] , and therefore, is unlike the McCH algorithm. Although key-value stores, such as HBase, are used to improve performance [21] , the broadcasting operation still costs an excessive amount of network and capacity resources. Assume there are m data that have been selected by MlCBF for relocation to d devices in every group. A corollary is that with high probability (w.h.p.) the heaviest device has load m n + log log n log |D| +O(1) [23] . Thus, the additive gap between the maximum load and the average load is independent of the number of data assigned. To describe the algorithm clearly, we capture the multi-dimensional loads R d , as discussed above, which is the load of all the resources combined: the load of the CPU, bandwidth, capacity, memory, and so on. We consider only the capacity and bandwidth of the devices to simplify the problem. Other corresponding utilizations of the resources can be taken into consideration when necessary. As discussed above, min( d∈D (R d − R D )) should be achieved, and the mixed resources usage ratio R m d should be of the form
It is rational that the resources with a high utilization ratio restrict the fully utilization of other resources. Hence, we define the weights to be inversely proportional to the current resource utilization ratio in a specific dimension. That is, Even in the model we designed, 2dm n and m m significantly simplify the problem, but its computational complexity is still rather high. Most optimization solutions are excessively time consuming, in particular when there is a large number of data to allocate and relocate to a large number of devices. Therefore, we need a simple and practical solution to provide a practical system.
Most frequently, the system assigns (relocates or adds a new one) the data to devices one by one (i.e., m = 1). It is simple to determine the dth device that can achieve min(R m =1 d ). In this case, we employ a simple greedy algorithm to determine which device of D should be selected. The precision of the greedy algorithm is not high. Nevertheless, it is a feasible solution. However, when a number of data should be relocated or added, we use an algorithm that originated from a clustering algorithm. Assume A d is the mixed weight of the remaining devices' capacity and bandwidth and B m is the mixed weight of the data size and popularity. The metrics of the distance between them can be represented by
In practice, not many resources need to be considered. We can calculate the distance between the data and devices directly. Assume that there are k resources. The metrics above can be interpreted as:
We envision the perfect situation of the system. Finally, the small size data with high popularity are located to the devices with small capacity and high I/O ability, which meets the high level of requests for the data. Meanwhile, in order to fully utilize the capacity, the big data with low popularity are allocated to the devices that have a big capacity but low I/O ability. Finally, there are no bottlenecks that prevent full use of the resources in every resource dimension. Finally, the system can achieve the resources usage ratio balance.
VII. EVALUATION
In this section, we evaluate the performance of the algorithm proposed above in our experimental environment. The experimental results of the simulation and real-world trace validate that our CMM system can reduce the resource usage difference between the devices and considerably improve the balance of the usage ratio. Our experiment was based on the C, C++, PHP, and Nginx (an open source Web server application). We use the proxy module of Nginx which can feed back the file content. And the PHP code is charge to check the file exist or not. We used 14-day practical trace data from ''Youtube.com'' which contain the information of the data name, data size, and popularity by day. In our experiments, the algorithms were implemented with different data size and popularity distribution following the uniform distribution, Poisson distribution, and Pareto distribution in the discrete time simulation. It was assumed the distribution of popularity was stable throughout the duration of the experiment. We added or relocated 2×10 5 data per simulation with a varying mean arrival rate λ for the period, which follows a piece-wise Poisson distribution. The peak mean request arrival rate λ max is 100 req/sec, which is suitable for the clustered distance algorithm of McCH. The least mean λ min is 1 req/sec, which is suitable for the greedy algorithm of McCH. We implemented the clustering algorithm in our system to classify the devices into groups. In Table 1 , the simulation parameters of the devices in the respective groups are summarized. Our objective is to reduce the gap between the resources utilization ratios of all the devices, so that the entire system can satisfy as many requests as possible and avoid the overload caused by imbalance. We compared the consistent hash algorithm with the multi-choices hash algorithm and the algorithms of CMM with uniform data distribution. When the number of devices n is certain, the resources usage ratio variance of the consistent hash algorithm has a high positive correlation with the data number m, as the bound m n + O( m ln n n ) discussed above. As the data number increases, the performance of the consistent hash algorithm is considerably lower than that of the other algorithms, as shown in Fig. 3 . In the simulation, the consistent hash algorithm even aborts as the data number increases to 1.5 × 10 5 , because device overload occurs. At the same time, the multi-choices hash algorithms, including CMM, have no correlation with the data number m; as the heaviest load bound m n + log log n log |D| + O (1) shows, it is related only to the number of devices n, which does not change significantly for a time. As can be seen in Fig. 4 , the variance in 2-choices (2-C) hash is higher than that of CMM. In this experiment, it was assumed that the resource consumption of every data item is uniform, which is the simplest condition. Then, we found that a very similar situation occurred with the Poisson distribution, as shown in Fig. 5 and Fig. 6 . According to the bound discussed above, a bigger d yields a better result. However, how to determine a specific d is a problem. We argue that d = lowest resources and the control variable κ is an empirical constant. We present a further simulation experiment using CMM algorithms with a more realistic distribution, which was conducted to further investigate the effectiveness of our algorithm,. Table 2 shows the parameters used in the simulation. The requests were generated by a piecewise Poisson distribution with a different mean rate λ, which has the same visit patterns as the simulation described above. The data size followed the Pareto distribution and Zipf distribution. The popularity followed the Zipf distribution. Fig. 7 and Fig.  8 show the improvement in the variance of the resources usage ratio. It can be clearly observed that the CMM system's variance in the resources usage ratio is much lower than that of the 2-choice algorithm. The maximum improvement is a decrease of 47% and the average improvement is a 17% decrease.
In addition, we examined the performance of the MlCBF algorithm using the data set above. We assumed m i is the length of MlCBF's longest vector and n i the number of data in device i. n i is related only to the capacity c i of device i. We propose m i /n i = 30 and the number of hash functions k is five, which is the same as the number of groups. MlCBF uses the same hash functions and the same number of hash functions as McCH; we used five hash functions in our simulation. In fact, we used only one secure hash algorithm 256 (SHA-256) processor and obtained its segmentations. In the results we obtained, the average rate of false positive is about 0.00848%, which fits the Counting Bloom Filter's theoretical value. The Hadoop manual tell us that there is extra 30% loss of efficiency on write operation when it use the FUSE(Filesystem in User-space). Actually, it's about 50% loss than using HDFS-client by our test. And it gets about 10% loss on read operation, which is acceptable while the FUSE give a convenient interface to users. And as the test shown, there is similar speed of read in HDFS and CMM at most of time, they all reach the limitation of bandwidth in fact. But as the number of data growing, some devices in HDFS get overload. Then the throughput and latency get even worse than CMM Fig. 10,11 . Furthermore, we found that the write speed of HDFS decreased greatly because of writing more replications. When it uses 3 replications strategy, the speed of write decreases greatly while the replications increased, which is lower than 1/3 of CMM because it have to distribute extra replications to devices. It causes not only the waste of capacity and the lower write performance. As the Fig. 9 , it shows CMM get more uniform space usage ratio than HDFS. Finally, we considered it very important to evaluate the algorithms of CMM using a real-world trace. The detailed visit log from 'youtube.com' records file properties and accesses information for three months. We tested the dynamo hash algorithm(two times hash) and CMM as previously. Furthermore, we tested the five-choices hash algorithm, which has the same five times hash selection as CMM's test. The results show the difference in the performance of the multi-choices hash algorithms and the algorithms of CMM. As can be seen in Fig. 12 , the algorithms of CMM achieve a lower imbalance condition and smoother resources usage ratio variance, which means fewer migrations of data and fewer device overloads occurred.
VIII. CONCLUSION
In this paper, the reasons for system overload when the hash based solution distributes the data with dynamic popularity over heterogeneous devices were analyzed. We proposed a series of algorithms, a clustering algorithm, MlCBF, and McCH, which can facilitate the even distribution of data with dynamic popularity over heterogeneous devices. The MlCBF algorithm can detect hot data with a cost of O(1). The McCH algorithm distributes data to multi-level groups depending on the popularity of the data and the device workload in the specific group.
We argue that the best technique for relieving system overload is to migrate data, rather than to copy the data into server replicas. There are three significant reasons. First, inevitably, more redundancy leads to higher costs, including the amount of traffic, and more unutilized space. Second, it is difficult to return the space of replicas after the data become cold. Third, when the entire system becomes excessively overloaded by extremely hot data, it is useless to make more copies. Instead of improving the performance of the system, this solution degrades it. Therefore, in this situation, the ideal technique is to migrate the data to an appropriate location. In particular, those extremely hot data that are already stored in the highest level group of system should be moved to content delivery network provider(CDN) or migrated to another data center.
In fact, we found that a design in which one device contains different styles of disk simultaneously is effective. For example, in our opinion a design in which one machine contains SSD, SAS, and SATA disks simultaneously is effective. We do not have an exact proof; however, in our opinion this style of design is equivalent to the device with multi-level internal groups and a high speed transmission internal bus. In our future work, we will investigate this. 
