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a b s t r a c t
Let Ω be a bounded simply connected domain in Rn with connected boundary of class
C2. We show that, if there exist n functions satisfying some overdetermined system with
boundary conditions involving mean curvature of ∂Ω , thenΩ is a ball. The proof is based
on the maximum principle and Serrin’s theorem.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
Let Ω be a bounded domain in Rn with boundary of class C2. We define the mean curvature of ∂Ω to be H =
(
n
i=1 δiνi)/(n− 1), where ν = (ν1, . . . , νn) is the unit outer normal and
δi = Di − νi
n
j=1
νjDj, i = 1, . . . , n
are tangent derivative operators on ∂Ω . We denote1F = (1F1, . . . ,1Fn) and ∂F∂ν = ( ∂F1∂ν , . . . , ∂Fn∂ν ).
Let us consider the following overdetermined problem
1F = 0 inΩ, (a)
F = cν on ∂Ω, (b)
∂F
∂ν
= −(1+ c(n− 1)H)ν on ∂Ω, (c)
(1)
where c ∈ R− {0} is a constant.
This problem was introduced and investigated in a recent paper [1]. Under the assumption that ∂Ω is real analytic and
connected, it was proved in [1] that if (1) admits a solution, thenΩ is a ball. In this note, we consider the case that ∂Ω is of
class C2. In this case, under the conditions thatΩ is simply connected and ∂Ω is connected, we show that the existence of
a solution of (1) again implies thatΩ is a ball.
Theorem 1. Assume that Ω is a bounded simply connected domain in Rn and ∂Ω is connected and of class C2. If there exists
F ∈ C2(Ω;Rn) that satisfies (1), thenΩ is a ball.
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Our proof is based on the maximum principle. The key step is to show that F is a gradient field, that is F = Du for some
u ∈ C2(Ω). Moreover, u satisfies the following overdetermined problem of the torsion equation
1u = −1 inΩ, (a)
u = 0 on ∂Ω, (b)
∂u
∂ν
= c on ∂Ω. (c)
(2)
In a seminal paper in 1971 [2], Serrin studied the above problem and proved the following result.
Theorem 2. Let Ω be a bounded domain in Rn with boundary of class C2. If there exists u ∈ C2(Ω) that satisfies (2), thenΩ is
a ball.
According to this theorem, we may conclude thatΩ is a ball.
Serrin’s proof of Theorem 2 is based on the method of moving plane. In a subsequent paper [3], Weinberger presented a
simple proof. He used the strong maximum principle on the auxiliary function |Du|2 + 2nu and a Rellich type identity [4]. In
this note, we will present another proof. In this proof, we apply the Gauss–Green’s formula with φ = D(|x|2/(2n)+ u) · Du
as the test function.
Finally, we mention that there is a vast literature on boundary value problems of partial differential equations with
overspecified data in bounded domains. In [5], a surveywas given on themainmethods and related results on such problems
before 2001 and a nonstandard overdetermined problem was investigated. For the recent advances, we refer to [6–9].
In [10,11], an overdetermined problem in unbounded domains which is closely related with free boundary problems was
studied.
2. Proof of Theorem 1
In what follows, we will employ the summation convention that repeated indices indicate summation from 1 to n. We
use a · b to denote the inner product of two vectors a = (a1, . . . , an) and b = (b1, . . . , bn), that is a · b = aibi.
Assume that F ∈ C2(Ω;Rn) satisfies (1). First, we prove that DF(x) is a symmetric matrix for each x ∈ Ω .
Lemma 1. Let x ∈ ∂Ω . Then, DF(x) is a symmetric matrix.
Proof. We have
DF = δF + ν ⊗ ∂F
∂ν
on ∂Ω,
where δF = (δiFj)n×n and ν ⊗ ∂F∂ν = (νi ∂Fj∂ν )n×n. We notice that δFi depends only on the values of Fi on ∂Ω (see 10.3 in [12]).
Thus, it follows from the boundary conditions (1)(b) and (c) that
DF = cδν − (1+ c(n− 1)H)ν ⊗ ν on ∂Ω. (3)
We remark that δν, the curvature of ∂Ω , is a symmetric matrix. For completeness, we present the proof here.
Let
d(x) =

dist(x, ∂Ω) x ∈ Ω,
−dist(x, ∂Ω) x ∈ Rn −Ω
be the distance function. Then, d is C2 in a neighbor of ∂Ω and we have (see Section 14.6 in [13] and 10.5 in [12])
νj = −Djd, δiνj = −Dijd on ∂Ω.
Therefore, δν is a symmetric matrix.
It follows from (3) that DF(x) is also a symmetric matrix for x ∈ ∂Ω . This completes the proof. 
Lemma 2. Let x ∈ Ω . Then, DF(x) is a symmetric matrix.
Proof. By Lemma 1, we have DiFj = DjFi on ∂Ω . It follows from (1)(a) that 1DiFj = 0 in Ω . Hence, by the maximum
principle, we also have DiFj = DjFi inΩ . 
Since Ω is simply connected, as a consequence of Lemma 2, we conclude that F is a gradient vector field. Assume that
F = Du for some scalar field u. By (1)(b), we have
Du = cν on ∂Ω. (4)
Particularly, this implies that δu = 0 on ∂Ω . Since ∂Ω is connected, we see that u ≡ C on ∂Ω for some constant C . By
replacing uwith u− C , we may assume that
u = 0 on ∂Ω. (5)
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Lemma 3. We have1u = −1 inΩ .
Proof. It follows from (3) that
1u = DiFi = cδiνi − (1+ c(n− 1)H)νiνi = −1 on ∂Ω.
We notice that
11u = Di1Fi = 0 inΩ.
Hence, by the maximum principle, we have1u = −1 inΩ . 
Now we can complete the proof of Theorem 1. As a consequence of (4) and (5) and Lemma 3, we conclude that u solves
the overdetermined problem (2). According to Theorem 2, we assert thatΩ is a ball.
Theorem 2 was proved in [2] by the method of moving plane and in [3] using a type of Rellich’s inequality. Now, we give
another proof by choosing appropriate test function in the Gauss–Green’s formula.
Proof of Theorem 2. First, we observe that, by the strong maximum principle and the Hopf’s lemma, we have u > 0 inΩ
and ∂u
∂ν
= c < 0 on ∂Ω .
Let us denote
f = |x|
2
2n
+ u, φ = Df · Du.
By the Gauss–Green’s formula, we have
Ω
u1φ −

Ω
φ1u =

∂Ω
u
∂φ
∂ν
−

∂Ω
φ
∂u
∂ν
.
As a consequence of (2)(a)–(c), we obtain
Ω
u1φ = −c

∂Ω
φ −

Ω
φ. (6)
Let us calculate each term in (6). It follows from (2)(a) that both Diu and f are harmonic inΩ . Hence, we have
1φ = ∆(Df · Du) = 2DijfDiju = 2(1u/n+ |D2u|2) inΩ. (7)
Since u = 0 on ∂Ω and1f = 0 inΩ , we have
Ω
φ =

Ω
Df · Du = −

Ω
u1f = 0. (8)
The boundary conditions (2)(b) and (c) imply that Du = cν on ∂Ω . Hence, we also have
∂Ω
φ =

∂Ω
Df · Du = c

∂Ω
Df · ν = c

Ω
1f = 0. (9)
So we infer from (6)–(9) that
Ω
u(1u/n+ |D2u|2) = 0. (10)
We claim that by Schwarz’s inequality and Eq. (2)(a), the equality (10) implies that D2u ≡ −I/n inΩ .
In fact, by Schwarz’s inequality, we have
|D2u|2 ≥ (1u)2/n. (11)
Moreover, the equality in (11) holds if and only D2u = −I/n, where I is the identity matrix. It follows from (2)(a) and (11)
that
1u/n+ |D2u|2 ≥ 1u/n+ (1u)2/n = 0 inΩ.
Thus, the integrand in (10) is nonnegative. Since u > 0 inΩ , it follows from (10) that
1u/n+ |D2u|2 = 0 inΩ.
By Eq. (2)(a), this implies that the equality holds in (11). Therefore, we have D2u ≡ −I/n inΩ . This completes the proof of
Theorem 2. 
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