Abstract. We study model-checking problems on counter systems when guards are quantifier-free Presburger formulae, the specification languages are LTL-like dialects with arithmetical constraints and the runs are restricted to reversal-bounded ones. We introduce a generalization of reversal-boundedness and we show the NExpTime-completeness of the reversal-bounded model-checking problem as well as for related reversalbounded reachability problems. As a by-product, we show the effective Presburger definability for sets of configurations for which there is a reversal-bounded run verifying a given temporal formula. Our results generalize existing results about reversal-bounded counter automata and provides a uniform and more general framework.
Introduction
Reversal-bounded model-checking. Given a counter system S and a lineartime property φ expressed in a logical formalism, a standard question in formal verification is to determine whether there is an infinite run ρ for S satisfying φ (written ρ |= φ), or dually whether all runs satisfy φ. In full generality, existential model-checking problem is undecidable (as an immediate consequence of the undecidability of the halting problem for Minsky machines). A way to overcome this difficulty is to consider a subclass of runs for S for which decidability is regained; in that case, we answer a different question but in case of positive answer, starting from a subclass of runs does not harm. In the paper, we restrict the runs so that along an infinite run, for each counter the number of reversals is bounded by a given value r; a reversal is witnessed when a counter behaviour changes from increasing mode to decreasing mode, or vice-versa. We follow an approach similar to bounded model-checking (BMC), see e.g. [6] , in which runs are built until positions of a bounded distance from the initial configuration. Analogously, in context-bounded model-checking, the number of segments of the computation during which only one thread is active is bounded in multithreaded programs, see e.g. [29] . As for bounded model-checking, in case of negative answer to the question, the value r can be incrementally augmented. Reversal-bounded counter systems have been first studied in [20] and several extensions have been considered in the literature, see e.g. [13] . A major property of such systems is that the sets of configurations reachable from a given initial configuration, are effectively Presburger-definable. However this does not entail that problems involving infinite runs are decidable, since infinite runs are not necessarily effectively representable in Presburger arithmetic, see e.g. [10] . In this paper, we study problems of the form: given a counter system S, a bound r ≥ 0 and a formula φ, is there an infinite r-reversal-bounded run ρ such that ρ |= φ. To complete our analogy, it is fair to observe that BMC for finite systems benefits from nice properties on runs that allow the existence of an upper bound on the length of runs to be checked (a.k.a. completeness threshold ). That is why, a finite amount of BMC instances needs to be checked in order to provide an answer to any instance of the model-checking problem. By contrast, since the reversal-boundedness detection problem on counter systems is undecidable [20] , there is no guarantee that given an initialized counter system, there exists a r-reversal-bounded run, for some r ≥ 0, satisfying a given temporal property.
Our motivations. In order to test whether there is an infinite run satisfying a temporal property, we restrict ourselves to r-reversal-bounded runs for some r ≥ 0 so that for a fixed r, the problem is decidable. In case of positive answer, we stop the process, otherwise we increment r and perform again a test. This incremental approximation approach is applied to counter systems that are more general than Minsky machines (counter automata with increments, decrements and zero-tests), typically by considering guards definable in quantifier-free fragment of Presburger arithmetic and update vectors in Z n . Moreover, we aim at expressing the temporal property in a rich LTL-like dialect, including arithmetical constraints and past-time operators (i.e., not only restricted to Boolean combinations of GF-formulae). Finally, not only we characterize the computational complexity of the existence of r-reversal-bounded runs but also our goal is to effectively express the set of configurations admitting such runs in Presburger arithmetic, which will allow us to use SMT solvers to perform verification tasks on counter systems (see e.g. [2, 26] ) or to take advantage of verification techniques developed in [5] . It is worth noting that the use of Presburger arithmetic for formal verification has been already advocated since the work [31] .
Our contributions. As far as the methodology is concerned, we reduce model-checking problems to reachability problems (first, by synchronization of the counter system and the automaton representing the temporal formula and, then, we reduce the model-checking problems to reachability problems). Let us quote the major results of the paper. (i) We introduce a new concept for reversal-boundedness that makes explicit the role of arithmetical terms and it captures previous notions on reversal-boundedness (see Section 2). (ii) We show that the reversal-bounded model-checking problem for counter systems with guards in QFP (quantifier-free fragment of Presburger arithmetic) and temporal formulae with atomic formulae in QFP is decidable and NExpTime-complete (see Theo. 4). The same complexity applies to reversal-bounded control state repeated reachability problem and reversal-bounded reachability problem (see Corollary 6) . (iii) We show that the existence of reversal-bounded runs satisfying a temporal property implies the existence of reversal-bounded runs that are ultimately periodic, i.e. the sequences of transitions are of the form π 1 · (π 2 ) ω where π 1 and π 2 are finite sequences. This type of properties has been already shown useful to implement verification methods following the BMC paradigm (see Corollary 3). (iv) Besides, our complexity results provide as by-products that reachability sets for reversal-bounded counter systems are effectively Presburger definable (see Corollary 4) and sets of configurations for which there is a reversal-bounded run verifying a temporal formula are also effectively Presburger definable (Theorem 5).
Related works. Effective Presburger definability for reversal-bounded Minsky machines and more generally for reversal-bounded counter systems can be found in [20, 19, 13] whereas the NExpTime-completeness of the reversalbounded reachability problem for Minsky machines has been shown in [17] (lower bound) and [14, 17] (upper bound). The NExpTime upper bounds established in this paper for several extensions with richer classes of counter systems or with richer concepts of reversal-boundedness build on [14] and on [30] with adaptations to handle more complicated technical features. Decidability results for reversal-bounded counter systems augmented with familiar data structures such as stacks or queues (also with restricted behaviours) can be found in [18] . Our temporal language is very expressive and includes control states as well as arithmetical constraints in QFP. Moreover, in the paper we deal with modelchecking involving linear-time temporal logics with past-time and future temporal operators and with arithmetical constraints on counter values. In [10] , it is shown that ∃-Presburger-infinitely often problem for reversal-bounded counter automata (with guards made of Boolean combinations of the form x i ∼ k) is decidable. Moreover, ∃-Presburger-always problem for reversal-bounded counter automata is undecidable [10] . Our decidability results on model-checking refine these results in order to obtain new decidability results, by allowing a full LTL specification language with arithmetical constraints and by proposing new concepts for reversal-boundedness. Finally, in [21, Theorem 22] , ExpTime upper bound for LTL model-checking over reversal-bounded counter automata is shown but the logical language has no arithmetical constraint and the number of reversals r is encoded in unary (see also [32] ). In our setting, our complexity results deal with instances in which all the integers are encoded in binary.
The recent work [16] is also closely related to our paper. We are grateful to an anonymous referee for pointing it to us. Our work and [16] have been done independently but most of our results can be reproved by extending [16] . In [16] , operational models extending pushdown systems with counters and clocks are considered; a version of reversal-bounded LTL model-checking is shown to be coNExpTime [16, Theorem 2] . A prototypical implementation and experimental results are also presented in [16] . LTL dialect contains only control states and guards are Boolean combinations of constraints of the form x ∼ k. By contrast, models are more general than ours. Theorem 2 in [16] is based on [16, Theorem 1] that also implies that reversal-bounded reachability problem considered in our paper is in NExpTime (assuming atomic guards of the form x ∼ k). Unlike [16] , our LTL dialect contains control states, past-time operators but also arithmetical constraints in QFP allowing non-trivial arithmetical properties like GF(Xx = x + y) (which may lead to undecidability in the general case). Similarly, even though our paper deals only with counter systems (no stack, no clocks), we allow general guards from QFP; we also introduce a new concept for reversalboundedness. The proof of [16, Theorem 1] share common features with our proof of Theorem 2, at least in the use of counter modes. In both cases Presburger formulae are built: our proof is based on a run analysis whereas the proof in [16, Theorem 1] builds directly the formula. We believe our treatment is more uniform and it generalizes notions presented in [19, 10] . Moreover, our run analysis for proving Theorem 2 is interesting for its own sake, see [4] .
In general, omitted proofs can be found in [4] (submitted version).
Preliminaries
In this section, we introduce a language for arithmetical constraints, namely the quantifier-free fragment of Presburger arithmetic (over the set of natural numbers). This language serves two main purposes. Firstly, we define classes of operational models, namely counter systems, for which transitions are guarded by arithmetical constraints. Secondly, we introduce a version of linear-time temporal logic with past-time operators for which atomic formulae can state properties about counter values, i.e. arithmetical constraints. Arithmetical constraints. We write N (resp. Z) for the set of natural (resp. integers) numbers and [m, m ] with m, m ∈ Z to denote the set {j ∈ Z : m ≤ j ≤ m }. For x, y ∈ Z n , we write x(1), . . . , x(n) for the entries of x, x y def ⇔ for all i ∈ [1, n], x(i) ≤ y(i) and x ≺ y when x y and x = y.
Let VAR = {x 0 , x 1 , . . .} be a countably infinite set of variables. We define below formulae from the quantifier-free theory of natural numbers with addition, also known as quantifier-free fragment of Presburger arithmetic. Terms t are defined from the grammar t := ax | t + t, where x ∈ VAR, a ∈ Z (encoded with a binary representation). A valuation val is a map val : VAR → N and it can be extended to the set of all terms as follows: val(ax) = a × val(x), val(t + t ) = val(t) + val(t ). It is worth noting that variables take values over N but terms take values over Z. Formulae ξ of QFP are defined from the grammar ξ ::
where is the truth constant, c ∈ N \ {0, 1}, k ∈ Z and k ∈ N. The satisfaction relation |= PA for QFP formulae is briefly recalled below:
A valuation val restricted to variables in V = {x 1 , . . . , x n } ⊆ VAR can be also represented by a vector x ∈ N n , where val(x j ) = x(j) for j ∈ [1, n]. Hence, assuming that φ has n distinct variables, the satisfaction relation can be equivalently written with respect to a vector of values: x |= PA φ (in place of val |= PA φ with val(x i ) = x(i)). Full Presburger arithmetic (i.e., with first-order quantification over natural numbers) has been shown decidable in [28] by means of quantifier elimination. Moreover, the satisfiability problem for QFP is known to be NP-complete, see e.g. [27] .
We present below a few notations used in the sequel: QFP is also denoted by QFP(<, ≡) whereas its restriction without periodicity constraints is denoted by QFP(<). Similarly, we write QFP(< 1 , ≡) to denote the restriction of QFP(< , ≡) with atomic formulae involving at most one variable; QFP(< 1 , ≡) without periodicity constraints is denoted by QFP(< 1 ). Wlog., we can assume that the atomic formulae of QFP(< 1 , ≡) are of one of the forms below: x ∼ k with k ∈ N and ∼∈ {<, ≤, >, ≥} or t ≡ c k with c > 1 and
Counter systems. In this paper, we consider counter systems to be finitestate automata equipped with a finite set of counters {1, . . . , n} with values over N; a counter system is a tuple S = (Q, n, δ) where Q is a finite set of control states, n ≥ 1 is the number of counters and δ is a finite subset of
− − → q ), φ is a formula in QFP with variables among x 1 , . . . , x n (a guard on the n counters) and v ∈ Z n is the update vector. Elements of δ are called transitions, i.e. rules acting on counters. A configuration of S is defined as a pair (q, x) ∈ Q × N n , where x is the vector of values for counters. The one-step transition relation
. . . such that two successive configurations agree with δ, i.e. for i ≥ 0, we have (q i , x i ) t − → (q i+1 , x i+1 ), for some t ∈ δ. An initialized counter system is a pair (S, (q, x)) such that S is a counter system and (q, x) is an initial configuration (with x ≥ 0).
Given a subset L of QFP, we write CS(L) to denote the class of counter systems for which transitions are restricted to guards in L. Clearly, Minsky machines (and also vector addition systems with states) are included in CS(QFP(< 1 )). Then, most of all the reachability problems are already undecidable as soon as CS(L) contains CS(QFP(< 1 )). For this reason, in order to get decidability for reachability and model-checking problems, some restrictions have to be imposed on the nature of the systems. The notion of reversal-boundedness introduced in [20] is based on a semantical restriction that entails the decidability of several reachability problems. Informally, a reversal for a counter occurs in a run when there is an alternation from nonincreasing to nondecreasing mode.
Below, we propose a slight generalization that captures the notion of reversalboundedness from [20] and the notion of strong reversal-boundedness introduced in [19, Section 4.2.2] . In a few words, in our new definition below, reversalboundedness applies to counters but also to terms occurring in guards. Let S = (Q, n, δ) be a counter system and T be a finite set of terms including {x 1 , . . . , x n }. Let us linearly order the terms in T with x 1 , . . . , x n , t 1 , . . . , t n . So, card(T) = n + n (n can possibly be equal to 0). From a run ρ = (q 0 , x 0 ), (q 1 , x 1 ), . . . of S, in order to describe the behavior of counters and terms varying along ρ, we define a sequence of mode vectors m 0 , m 1 , . . . (of the same length as ρ) such that each m i belongs to { , } n+n . Intuitively, each value in a mode vector records whether a term is currently in an increasing phasis or in an decreasing phasis (this includes the counters themselves as in standard reversal-boundedness). Given a term t = k a k x k and a counter vector x, we write x(t) to denote the integer a k x(k). We are now ready to define the sequence m 0 , m 1 , . . .
-By convention, m 0 is the unique vector in { } n+n . -For j ≥ 0 and i ∈ [1, n + n ] with the ith term in T equal to t, we have
It is worth noting that if (q j ,
Given a counter system S, we write T S to denote the finite set of terms t occurring in atomic guards of the form t ∼ k with ∼∈ {≤, ≥} and k ∈ Z, plus the distinguished terms (counters) from {x 1 , . . . , x n }. Note that terms occurring only in periodicity constraints are not taken into account; we shall deal with them separately (see Section 3). An initialized counter system (S, (q, x)) is reversal-bounded def ⇔ there is r ≥ 0 such that every run from (q, x) is r-T S -reversal-bounded.
When T is reduced to {x 1 , . . . , x n }, T-reversal-boundedness is equivalent to reversal-boundedness from [20] . Hence, for S ∈ CS(QFP(< 1 )) and initial configuration (q, x), (S, (q, x)) is reversal-bounded in the sense herein iff (S, (q, x)) is reversal-bounded in the sense from [20] . In strong reversal-boundedness [19, Sect. 4.2.2], a phasis can be either strictly increasing, or strictly decreasing or constant (mode vectors belong to m i ∈ { , , →} n+n ). This provides more constraints on runs: the guards are more general (typically in QFP(<)) and the update vectors are in {−1, 0, +1} n . Again, our notion of T-reversal-boundedness allows us to provide a uniform and more general treatment. Indeed, when a sequence of transitions has a unique update vector, the mode vector remains constant. When an initialized counter system from CS(QFP), involving guards with terms in T , is strongly reversal-bounded in the sense of [19, Sect. 4 
Given a class C of counter systems, the reversal-bounded reachability problem for C, written RB-REACH(C), is defined as follows (all integers are encoded in binary): given a counter system S ∈ C, configurations (q 0 , x 0 ) and (q f , x f ), r ≥ 0, is there an r-T S -reversal-bounded run from (q 0 , x 0 ) to (q f , x f )? Clearly, when (S, (q 0 , x 0 )) is reversal-bounded, reversal-bounded reachability corresponds exactly to reachability. Similarly, the reversal-bounded control state repeated reachability problem for C, written RB-REP-REACH(C), is defined as follows: given a counter system S ∈ C, a configuration (q 0 , x 0 ), a control state q f and r ≥ 0, is there an infinite r-T S -reversal-bounded run from (q 0 , x 0 ) such that q f is repeated infinitely often? Both problems RB-REACH(C) and RB-REP-REACH(C) restrict the set of runs witnessing a simple property (reaching (q f , x f ) or repeating infinitely often q f ). This makes sense in our incremental approximation approach, since removing the restriction leads to undecidability. However, it is worth noting that our new notion of T-reversal-boundedness is rich enough so that witness runs include standard reversal-bounded runs.
In the sequel, we show that RB-REACH(CS(QFP)) is NExpTime-complete. It is worth explaining why this is consistent with the fact that the reachability problem for (standard) reversal-bounded counter automata augmented with guards of the form x i = x i or x i = x i is undecidable [19] . Indeed, the presence of such guards entails the presence of terms of the form x i − x i , that have to be reversal-bounded by definition of RB-REACH(CS(QFP)). However, it is not difficult to show that the undecidability proof in [19] 
Reversal-bounded model-checking problems. We define below a lineartime temporal logic with future-time and past-time operators. Atomic formulae are either control states or arithmetical constraints about counter values at the current position and next position. Counter variables in VAR = {x 1 , x 2 , . . .} are free variables, only interpreted by the counter values on configurations. As for defining QFP, arithmetical terms are defined by the grammar t ::= ax | aXx | t + t with x ∈ VAR and a ∈ Z. Intuitively, x refers to the current value for counter x, Xx refers to the counter value for x at the next position from the current one. Formulae of CLTL(QFP) are defined as follows:
with q ∈ Q, ∼∈ {<, ≤, >, ≥, =}, k ∈ Z, c ∈ N \ {0, 1} and k ∈ N. As usual, we pose Fφ def = Uφ and Gφ def = ¬F¬φ. The formula GF(x 1 − x 2 = 3) states that infinitely often the value for counter 1 is equal to the value for counter 2 plus 3. Given a fragment L ⊆ QFP, we write CLTL(L) to denote the restriction of CLTL(QFP) with arithmetical constraints built from L.
Models of CLTL(QFP) are intended to be infinite runs of counter systems; hence they are of the form ρ = (q 0 , x 0 ), (q 1 , x 1 ), (q 2 , x 2 ), . . . with ρ ∈ (Q × N n ) ω . In order to deal with arithmetical constraints, we need to introduce a few notations. Given a term t from CLTL(QFP), we writet to denote the term in QFP obtained from t by replacing Xx i by a fresh variable x i . Then, satisfaction relation |= is defined as follows (we omit obvious Boolean clauses):
Observe that X is a temporal operator whereas X is used to refer to next counter values and it does not admit nesting. Moreover, the syntax of CLTL(QFP) does not allow terms that refer to counter values at the previous position; again, this can be easily simulated. For instance, current value for counter 1 is equal to the value of counter 2 at the previous position can be encoded by the formula Y(x 2 = Xx 1 ).
The basic idea behind the design of CLTL(QFP) is to allow comparisons between counter values at successive positions of the runs. Similar motivations can be found in the introduction of concrete domains in description logics, that are logic-based formalisms for knowledge representation [25] . Temporal logics with Presburger constraints have been developed, for instance, in [9, 8, 22] . Some of them have quite expressive decidable fragments. Undecidability of the existential model-checking problem for CLTL(QFP) can be shown using the undecidability of the halting problem for Minsky machines. SMT solvers can be used for checking bounded reachability problems, see e.g., [5] .
Given an CLTL(QFP) formula φ, we write T φ to denote the finite set of terms of the form
is a term occurring in φ (modulo AC for the operator +) in an atomic formula of the form t ∼ k with ∼∈ {≤, ≥, <, >, =} and k ∈ Z. Since the next value of counter k (denoted by Xx k ) is equal to the current value of the counter plus some b ∈ Z (depending on the update vectors of the transitions), the value of the term ( k a k Xx k )+( k b k x k ) is equal to the current value of k (a k +b k )x k plus some constant depending on the next transition. This explains the current definition of T φ and more justifications can be found in Section 3. Reversal-bounded model-checking problem RBMC is defined as follows: given a counter system S ∈ CS(QFP), a configuration (q, x), a formula φ ∈ CLTL(QFP) and bound r ∈ N, is there an infinite run ρ from (q, x) such that ρ, 0 |= φ and ρ is r-T-reversal-bounded with T = T S ∪ T φ ? The restriction of RBMC to counter systems in the class CS(L 1 ) and to formulae in CLTL(
, the witness run ρ should simply be reversal-bounded in the sense of [20] (T φ = T S = {x 1 , . . . , x n }). Similarly, if L 1 = L 2 = QFP, then the set of witness runs include the set of strongly reversal-bounded runs from (q, x) in the sense of [19, Section 4.2.2]. We can impose that witness runs are exactly strongly reversal-bounded by adding the subformula
. Do note that a richer class of witness runs is allowed by our definition. The main result of the paper is the NExpTime-completeness of RBMC (with all integers admitting a binary representation). Observe also that both RB-REACH(CS(QFP)) and RB-REP-REACH(CS(QFP)) can be easily reduced to RBMC.
From reversal-bounded model-checking to reachability
Herein, we show how to reduce RMBC into RB-REP-REACH(QFP), RB-REP-REACH(QFP) into RB-REP-REACH(QFP(<)) and RB-REP-REACH(QFP(< )) into RB-REACH(QFP(<)). In Section 4, we deal with RB-REACH(QFP(<)) complexity as well as with RMBC and RB-REP-REACH(QFP) complexity. The two first reductions presented below use quite standard proof techniques but we have to perform them carefully since we shall reuse their complexity functions to establish the final complexity upper bound for RMBC, see e.g. [12] for the first reduction (see also [33] ). It is worth nothing that each reduction below produces an exponential blow-up. Towards control state repeated reachability. In this section, we show how to reduce RBMC to RB-REP-REACH(QFP) by synchronizing counter systems with Büchi automata for temporal formulae, as done for LTL modelchecking [34] , see also developments for Petri nets in [12] . The definition of a synchronized product is motivated by the design of a unique counter system that captures the Büchi acceptance condition and the update of counters following the transitions of S.
Let S = (Q, n, δ) ∈ CS(QFP), (q, x), φ ∈ CLTL(QFP) and r ∈ N be an instance of RBMC. The formula φ can be viewed as a standard LTL formula in which the atomic formulae of the form q, t ∼ k and t ≡ c k are viewed as propositional variables. From [34] , we know that we can represent the symbolic models of φ by a Büchi automaton A φ whose size is exponential in the size of φ. At the symbolic level, the counter values are disgarded. The instance we shall build for RB-REP-REACH(QFP) is obtained by synchronizing A φ with S, providing the counter system S such that T S = T S ∪ T φ .
Let us be a bit more precise in the construction of A φ . We write A to denote the set of atomic formulae of the form either q, or t ∼ k or t ≡ c k occurring in φ, as well as their negations. Similarly, we write cl(φ) to denote the closure of φ, defined as the smallest set of formulae closed under subformulae, closed under negations (double negations are eliminated) and containing φ. The set of atoms for φ, written Atoms(φ), contains the subsets of cl(φ) that are maximally consistent and such that for every formula ξ ∈ A then either ξ or ¬ξ belongs to the set (but not both). States of A φ are in Atoms(φ) × [0, m] where φ has m U-formulae and its alphabet is a subset of Q × P(A) (details can be found in [4] with the standard construction for the synchronized product S ). An instance of RBMC can be reduced to several instances of RB-REP-REACH(QFP) with the synchronized product S . In particular, RMBC can be solved by checking a finite number of instances of RB-REP-REACH(QFP) depending which initial states and accepting states are considered. Lemma 1. Let S = (Q, n, δ) ∈ CS(QFP), (q, x), φ ∈ CLTL(QFP) and r ∈ N be an instance of RBMC and S be the counter system in CS(QFP) obtained by synchronizing S with A φ . The propositions below are equivalent: (I) there is an infinite r-(T S ∪ T φ )-reversal-bounded run ρ of S from (q, x) such that ρ, 0 |= φ; (II) there is an infinite r-T S -reversal-bounded run from ((q, X 0 , 0), x) such that (q f , X f , 0) is repeated infinitely often for some initial atom X 0 ∈ Atoms(φ) and for some (q f , X f ) ∈ Q × Atoms(φ).
Actually, thanks to the previous lemma, the following corollary holds: Corollary 1. There is a polynomial-space reduction from RMBC into RB-REP-REACH(CS(QFP)).
The next section is devoted to show how to reduce RB-REP-REACH(QFP(< , ≡)) to RB-REP-REACH(QFP(<)).
Removing periodicity constraints. In this section, we show that given L ⊆ QFP using periodicity constraints of the form t ≡ c k, the reversal-bounded reachability problem for counter systems in CS(L) can be reduced to the corresponding problem restricted to counter systems in CS(L ), where L is the restriction of L without periodicity constraints.
Reduction. Let us consider the class of counter systems CS(L). The underlying idea to remove periodicity constraints consists in defining a new counter system S ∈ CS(L ) from a given S ∈ CS(L), whose control states store counter values modulo C, where C is the lcm of all the constants c appearing in atomic formulae of the form t ≡ c k in guards of S (see [4] for standard justifications about the value C). The number of control states in S is equal to number of control states in S multiplied by C, which is in O(2 N 2 ) (N is the size of S with some reasonably succinct encoding). This construction entails an exponential blow-up of the number of control states of the new counter system S . The transitions of S are defined accordingly to the update operations on them in order to correctly represent the classes of modulo for each counter. Let S = (Q , n, δ ) be the counter system where
n . Given x ∈ N n , we writex to denote the unique tuple in [0, C − 1] n such that for i ∈ [1, n], we have x(i) ≡ C x(i). Let config ok be the set of configurations for S of the form ((q,x), y) such thatỹ =x. Let f : (Q × N n ) → config ok be the one-to-one map such that f ((q, x)) = ((q,x), x). f and f −1 extend naturally to sequences (either finite or infinite ones). The transition relation δ is defined as follows: if q
− −− → (q ,ỹ) ∈ δ for all tuplesx,ỹ, where φ is defined from φ by substituting in place of each t ≡ c k, with t = j a j x j , if j a jx (j) ≡ c k; otherwise ⊥. Moreover, we require that for i ∈ [1, n], we haveỹ(i) ≡ Cx (i)+b(i).
Lemma 2. Let S = (Q, n, δ) be in CS(QFP) and S = (Q , n, δ ) be the counter system in CS(QFP(<)) defined as above. (I) For every run ρ of S, f (ρ) is also a run of S . (II) For every run ρ of S such that the first configuration belongs to config ok , then all configurations in ρ belong to config ok and f −1 (ρ) is also a run of S.
From the previous result, the following corollary can be drawn.
Elimination of Büchi acceptance conditions. Let S be in CS(QFP(<)), (q 0 , x 0 ) be an initial configuration, q f be a control state and r ≥ 0. We write K min ∈ Z [resp. K max ∈ Z] to denote the minimal [resp. maximal] k occurring in atomic formulae of the form t ∼ k in guards from S. We show below how the existence of an infinite run can be characterized by the existence of a finite run satisfying additional properties. The properties ( ) and ( ) below witness such an equivalence. This is comparable, but certainly a bit more technically involved, to the existence of infinite accepting runs in Büchi automata that is equivalent to conditions on finite runs. However, such a reduction is not possible with nondeterministic Minsky machines without the reversal-boundedness assumption. Indeed, the recurrence problem for nondeterministic Minsky machines is Σ x 1 ) , . . . be an infinite r-T S -reversalbounded run from (q 0 , x 0 ) such that q f is repeated infinitely often (with T S = {x 1 , . . . , x n } ∪ {t 1 , . . . , t n }). All the atomic guards in S are of the form t ∼ k with t ∈ T S and k ∈ [K min , K max ]. Let us make the following observations.
Because counter i has a bounded number of reversals, from some position, the value of counter i either remains constant or it is diverging to +∞ and the update values (on counter i) are always greater than 0. Let Z → be the subset of [1, n] containing the counters whose values remain constant after some position. In the second case, there is a position
Because the term t i has a bounded number of reversals, one of the conditions below hold true (leading to the definition of T → , T , T ). 1. From some position, the value of the term t i remains constant, i.e. there is j 0 ∈ N, such that for j ≥ j 0 , x j+1 (t i ) − x j (t i ) = 0. 2. The value of the term t i diverges to −∞ and there is j 0 ∈ N, such that for j ≥ j 0 , x j+1 (t i ) − x j (t i ) ≤ 0. In particular, there is a position
The value of the term t i diverges to +∞ and there is j 0 ∈ N, such that for j ≥ j 0 , x j+1 (t i ) − x j (t i ) ≥ 0. In particular, there is a position j 1 ≥ j 0 such that x j1 (t i ) ≥ K max . -Since q f is repeated infinitely often, there are two positions l < l satisfying the conditions (1)-(10).
Proof. Let S be in CS(QFP(<)), (q 0 , x 0 ) be an initial configuration, q f be a control state and r ≥ 0. We write K min [resp. K max ] to denote the minimal [resp. maximal] k occurring in atomic formulae of the form t ∼ k in guards from S. Let us build an instance of RB-REACH(CS(QFP(<))) which captures the condition ( ). We construct a counter automaton S = (Q , n, δ ) such that ( ) iff there is an (r + 1)-T S -reversal-bounded run from (q 0 , x 0 ) to (q new , 0). S is made of the original version of S (called below the original copy) augmented with copies of S; each copy corresponds to a possible tuple C = (Z → , T → , T , T ). By the C-copy, we mean the copy of S in which we keep only the transitions with update vector b such that for
In order to simulate the subrun (q l , x l ) · · · (q l , x l ), from the original copy, nondeterministically we move from the original copy to some C-copy in S (and therefore we choose the sets for C) and we test whether the counters in [1, n]\Z → have a value greater than K max (with guards x ≥ K max ), the terms t in T have a value smaller than K min (with guards t ≤ K min ), the terms t in T have a value greater than K max (with guards t ≥ K max ). Finally, in the C-copy, when q f is reached again, nondeterministically we may jump to the new accepting control state q new . Self-loops on q new allows to decrement any counter. It is also worth noting that T S = T S ; S and S have the same set of constants k occuring in atomic formulae of the form t ∼ k; the numbers of states of S is bounded by card(Q) × (1 + 2 n × (2 n × 2 n )) + 1 (with card(T S ) = n + n ).
Given a counter system S = (Q, n, δ) and an infinite run ρ, there exists at least one sequence of transitions π ∈ δ ω such that ρ is built from the successive firing of transitions from π. A sequence π is ultimately periodic if π = π 1 (π 2 ) ω for some finite sequences π 1 and π 2 . The different reductions established in this section (see also their proofs) allow us to show the result below.
Corollary 3. Let S be in CS(QFP), (q, x) be a configuration, φ be in CLTL(QFP) and r ∈ N. (I) and (II) are equivalent: (I) there is an infinite run ρ from (q, x) such that ρ, 0 |= φ and ρ is r-T-reversal-bounded with T = T S ∪ T φ ; (II) there exists an ultimately periodic run ρ satisfying the same properties as in (I).
Complexity and effective Presburger-definability
In this section, we present the following results: RB-REACH(QFP), RB-REP-REACH(QFP) and RMBC are NExpTime-complete and the sets of initial configurations satisfying the properties related to these problems (witness run properties) are effectively definable in Presburger arithmetic, a key result for performing verification practically.
Theorem 2. RB-REACH(CS(QFP(<))) is NExpTime-complete.
The proof of Theorem 2 is the most involved part of the paper; it is presented in [4] . It generalizes the proof provided for [17, Theorem 3] and uses arguments that can be found also in [30] but in some other context (complexity upper bound for decision problems about Petri nets), see also [11] . It is essential to use the existence of small solutions for integer (inequality) systems [7] . Thanks to Theorem 2, we can improve [19, Theorem 4.4] by establishing that strong reversal-bounded reachability problem is in NExpTime (no complexity bound is provided in the proof of [19, Theorem 4.4 
]).
As a by-product of the previous result, we can show the following result.
Corollary 4. Given S in CS(QFP), r ≥ 0 and control states q, q , one can effectively compute a Presburger formula φ q,q (x 1 , . . . , x n , y 1 , . . . , y n ) such that for all valuations val, val |= PA φ iff there is an r-T S -reversal-bounded run from (q, (val(x 1 ), . . . , val(x n ))) to (q , (val(y 1 ), . . . , val(y n ))).
Consequently, when an initialized counter system is r-reversal-bounded for some r ≥ 0, then the reachability set is effectively Presburger-definable. This captures the standard case when the counter system belongs to CS(QFP(< 1 )) [20, 24] but Corollary 4 goes much beyond.
Theorem 3. RB-REP-REACH(CS(QFP(<))) is NExpTime-complete.
Corollary 5. Given S in CS(QFP), r ≥ 0 and control states q, q f , one can effectively compute a Presburger formula φ q,q f (x 1 , . . . , x n ) such that for all valuations val, val |= PA φ iff there is an infinite r-T S -reversal-bounded run from (q, (val(x 1 ), . . . , val(x n ))) such that q f is repeated infinitely often.
We are now ready to state our main results (Theorem 4 and Theorem 5).
Theorem 4. RBMC is NExpTime-complete.
As a consequence, we obtain the following results since RB-REACH(QFP) and RB-REP-REACH(QFP) can be reduced in logarithmic space to RBMC.
Corollary 6. RB-REACH(QFP) and RB-REP-REACH(QFP) are NExpTimecomplete.
Interestingly, vector addition systems with states (VASS) are elements of CS(QFP(< 1 )) and therefore RBMC(VASS,CLTLQFP(< 1 , ≡))) is in NExpTime, which contrasts with the ExpSpace-completeness of the model-checking problem with LTL (the only atomic formulae are control states) restricted to VASS [15] . Unlike LTL, CLTL(QFP(< 1 , ≡)) admits arithmetical constraints.
Theorem 5. Let S be in CS(QFP), φ be in CLTL(QFP) r ≥ 0 and q be a control state. One can effectively build a Presburger formula φ q (x 1 , . . . , x n ) such that for all val, val |= PA φ q iff there is an infinite run ρ from (q, (val(x 1 ), . . . , val(x n ))) such that ρ, 0 |= φ and ρ is r-T-reversal-bounded with T = T S ∪ T φ .
We are also able to improve Corollary 7 since we also have bounds on the lenght of reversal-bounded runs (see the proof of Theorem 4). Let us explain the benefits of these results from a practical point of view. From Theorem 5, given the formula φ q (x 1 , . . . , x n ), we can check if an initial configuration verifies the existence of an infinite run satisfying a temporal formula. This can be done with a solver for Presburger arithmetic (tools handling first-order logics with linear arithmetic are for instance LIRA [3] , TAPAS [23] , CVC3 [2] and Z3 [26] ). Hence, Theorem 5 is the final step in our investigations since verification problems are then reduced effectively to satisfiability in Presburger arithmetic. Moreover, our results on the computational complexity guarantee that we are optimal. Another approach arises from Corollary 7 which takes advantage of the method for checking bounded reachability problems as developed in [5] . Since an instance of RBMC can be transformed into an instance of RB-REACH(QFP) and by Theorem 2, one could solve the reversal-bounded model checking problem by looking for finite runs of length at most doubly exponential.
Conclusion
We have studied the model-checking problem RBMC over counter systems when runs are reversal-bounded and the specification language is an LTL-like dialect with arithmetical constraints, past-time and future-time operators. A major result is the NExpTime-completeness of the problem RBMC. Even more importantly, in order to implement decision procedures, we have shown that given a counter system, a temporal formula φ and r ≥ 0, one can build effectively a Presburger formula encoding the set of configurations (q, x) such that there is an r-(T φ ∪ T S )-reversal-bounded infinite run ρ from (q, x) such that φ is satisfied by ρ. Finally, we have also characterized the complexity of several reversal-bounded reachability problems and control state repeated reachability problem (obtaining NExpTime-completeness). It is worth noting that our proofs for NExpTimeeasiness are obtained by an explicit run analysis that shortens the runs, as in [16] but in a different way.
