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Abstract This work explores the influence of domain size of a non-compact
two dimensional annular domain on the evolution of pattern formation that
is modelled by an activator-depleted reaction-diffusion system. A closed form
expression is derived for the spectrum of Laplace operator on the domain satis-
fying a set of homogeneous conditions of Neumann type both at inner and outer
boundaries. The closed form solution is numerically verified using the spectral
method on polar coordinates. The bifurcation analysis of activator-depleted
reaction-diffusion system is conducted on the admissible parameter space un-
der the influence of two bounds on the parameter denoting the thickness of
the annular region. The admissibility of Hopf and transcritical bifurcations is
proven conditional on the domain size satisfying a lower bound in terms of
reaction-diffusion parameters. The admissible parameter space is partitioned
under the proposed conditions corresponding to each case, and in turn such
conditions are numerically verified by applying a method of polynomials on a
quadrilateral mesh. Finally, the full system is numerically simulated on a two
dimensional annular region using the standard Galerkin finite element method
to verify the influence of the analytically derived conditions on the domain size
for all types of admissible bifurcations.
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1 Introduction
The application of reaction-diffusion systems (RDS) to the theory of pat-
tern formation dates back to the work of a renowned British scientist by the
name of Alan Turing, 1912-1954. Turing in his seminal paper [1] presented a
consistent account of the details and mathematical formalism showing that
reaction-diffusion systems can be responsible for the emergence of pattern
formation in nature. It has become an attractive area of research for schol-
ars in applied mathematics [2, 3, 4, 5, 6, 7, 8] to investigate and quantify
the behaviour of a set of reaction-diffusion equations as an evolving dynami-
cal system. Systems of reaction-diffusion equations that model the evolution
of pattern formation in nature are often a set of non-linear parabolic equa-
tions [5, 7, 9, 10, 17, 18, 21, 23], whose solution is seldom analytically re-
trievable. The nature and complexity of these equations make numerical ap-
proaches [3, 6, 10, 12, 14, 15] a necessary tool to investigate these systems
[6, 8, 9, 10, 12, 15, 16, 20, 21, 22]. Numerical approaches in their own right
provide a partial insight to obtain an empirical understanding of the spatio-
temporal behaviour of the dynamics governed by RDS, since it requires a
verified analysis and classification of the parameter spaces [38, 47] from which
the values of the relevant parameters of a particular RDS are to be chosen such
that these parameter values are within the bifurcation region of a particular ex-
pected behaviour in the evolving dynamics. Despite that a robust investigation
of RDS in the context of pattern formation requires a computational approach
to visualise the evolution of the emerging pattern [56, 23, 24, 31, 32, 69], it
is essential that a computational approach is conducted in light of results
from stability theory [6, 9, 13, 17, 20, 28] on the RDS, which in turn cre-
ates the necessity to perform bifurcation analysis of the parameter spaces.
Spatial pattern formation and Turing type behaviour of RDS is a relatively
well-studied area [1, 3, 6, 7, 23, 24, 29, 31], in contrast to the amount of at-
tention given to the analysis of temporal periodicity of the dynamics governed
by RDS [50, 51, 52, 53, 54, 55]. From the literature review on the topic one
can easily notice that analytical approaches to study Hopf and transcritical
bifurcation of RDS are often conducted on particular cases using one spa-
tial dimension. Few examples in the literature where they derive parameter
spaces in the context of bifurcation analysis is the work of Madzvamuse et
al., [20, 18] where they compute regions of parameter space, corresponding
to diffusion-driven instability with and without cross-diffusion respectively for
activator-depleted RDS. Their approach to computationally find the unstable
spaces is restricted to Turing spaces. One of the significant novelty from the
present work is the application of a numerical method that computationally
derives not only Turing spaces, but it derives a full classification of the ad-
missible parameter spaces. Iron et al., in [52] provide a detailed study on the
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stability analysis of Turing patterns generated by activator-depleted reaction
kinetics in one spatial dimension. Despite the presentation of rigorous and
well-demonstrated proofs in [52], their results are restricted to spatial pat-
terns which focus on the emergence of the number of spatial peaks relative to
the eigenvalues of the one-dimensional Laplace operator. The significance of
the current study in contrast to [52] is that the spectrum of Laplace operator
is employed to derive the full classification of the parameter spaces, and re-
lating the domain size to the admissibility of different types of bifurcations in
the dynamics, all of which is conducted through a transferable framework as a
tool to explore general RDS. Xu and Wei studied in [53], the activator-depleted
reaction-diffusion model under the restriction of one spatial dimension, with
main focus given to the admissibility of Hopf bifurcation. The scope and strat-
egy in [53] is not aimed to produce any results that relate the domain size
(length or radius) to the reaction-diffusion rates. Therefore, our method and
the scope of this work is robust in the sense that the domain size is explicitly
related to the admissibility of Hopf and transcritical bifurcations and further-
more, the analytical results are robustly verified by numerical simulations. Yi
et al also attempted to explore the bifurcation analysis and spatio-temporal
patterns of a diffusive predator-prey system in one space dimension [54]. In
[54], the results mainly consist of theoretical claims with incomplete numerical
verifications and comparing [54] with the current work, there is no relevance
demonstrated to indicate the role of domain size on the bifurcation behaviour
of the RDS. Reaction-diffusion system with activator-depleted reaction kinet-
ics is investigated in [37] with time delay in one-dimensional space and it is
theoretically proven again with incomplete numerical verifications that Hopf
bifurcation can occur with given constraints on the parameter values of the sys-
tem. Liu et al., in [28] attempted to find Hopf bifurcation points in parameters
spaces of RDSs with activator-depleted reaction kinetics. The analytical study
in [28] proves the existence of Hopf bifurcation points under some theoretical
constraints on the parametrised variables, without indicating any relevance
between the domain size and reaction-diffusion rates in the context of admis-
sibility of Hopf and/or transcritical bifurcations. Our strategy proves robust
upon comparison to [28] in the sense that we derive explicit relationships be-
tween domain size and the reaction-diffusion rates. Furthermore, we employ
this relationship, to fully classify the admissible parameter space for different
types of bifurcations. Furthermore, the approach in [28] is that the existence
of Hopf bifurcation points is proven through incorporating parametrised vari-
ables for the model and not through employing the actual parameters of the
equations, which makes their results applicable to non-realistic possibilities
(negative values) of the actual parameters of the model. This drawback is ef-
fectively accounted for in the current work through conducting the analysis on
the actual two-dimensional positive real parameter space, which in addition
to confirming the existence of different bifurcation regions, it offers concrete
quantitative classification of the parameter space that guarantees the dynamics
of RDSs to exhibit the theoretically predicted bifurcations in the dynamics.
The scope of the current article serves as a leap in generalising a complete
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methodology presented in [38, 47] as a self-sufficient approach to the study
of reaction-diffusion systems. The contents of [38, 47] are mainly concerned
with two dimensional rectangular and circular but compact geometries. The
substantial novelty in the current work is that the methodology is expanded
by introducing techniques to analytically solve the spectrum of the diffusion
operator on a non-compact geometry. These analytical findings are then em-
ployed to derive bifurcation results through which the relationship between
the domain size and the reaction-diffusion rates is established.
Hence this paper is structured as follows: In Section 2 we present an
activator-depleted reaction-diffusion model on cartesian coordinates, which is
transformed to polar coordinates due to the geometrical nature of the do-
main. Section 3 presents the process of how the model is linearised, which
entails a rigorous and detailed derivation of closed-form solution to the rele-
vant eigenvalue problem and the application of the spectral method to depict
the complex valued eigenfunctions corresponding to the Laplace operator on
the domain. Section 4 provides the bulk of our analytical findings that relates
the thickness of the annular region to the reaction and diffusion parameters in
the context of admissibility of different types of bifurcations. Section 5 contains
a brief outline of the numerical method for computing the solutions of the im-
plicit partitioning curves that fully classify the admissible parameter spaces,
which verifies the existence and/or absence of the analytically proven regions
and curves of bifurcation. Section 6 provides the finite element simulations of
system (1), with the parameters chosen from the theoretically proposed re-
gions and it is in this section that the finite element solutions are shown to
exhibit the analytically predicted type of behaviour in the dynamics. Section 7
concludes the article with some possible directions of extension of the current
work.
2 Domain and model equations
A reaction-diffusion system of activator-depleted class is used to model the
evolution of two chemical species u(x, y, t) and v(x, y, t) that react and diffuse
on a non-compact two dimensional circular domain Ω = {(x, y) ∈ R2 : a2 <
x2+y2 < b2}, which consists of annular region centred in the origin of Cartesian
plane with 0 < a < b. The boundary of Ω is denoted by ∂Ω = {(x, y) ∈ R2 :
x2 + y2 = a2} ∪ {(x, y) ∈ R2 : x2 + y2 = b2}. The chemical species u and
v are assumed to diffuse independently and are coupled only through non-
linear terms satisfying the well known Turing type activator-depleted reaction
kinetics.
The boundary of Ω is subject to homogeneous Neumann condition, which
places a restriction of zero flux [3, 4, 5, 6] on u and v through ∂Ω. Initial con-
ditions for the activator-depleted model are positive bounded and continuous
functions [7, 8, 9, 10] with pure spatial dependence. Due to the geometrical
nature of Ω, it is essential to conduct the relevant study on polar coordinates.
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With this setup in mind, the RDS in its non-dimensional form on polar
coordinates reads as
{
∂u
∂t = 4pu+ γf(u, v), (r, θ) ∈ Ω, t > 0,
∂v
∂t = d4pv + γg(u, v),{
∂u
∂r
∣∣
r=a
= ∂v∂r
∣∣
r=a
= 0, (r, θ) ∈ ∂Ω, t ≥ 0,
∂u
∂r
∣∣
r=b
= ∂v∂r
∣∣
r=b
= 0
u(r, θ, 0) = u0(r, θ), v(r, θ, 0) = v0(r, θ), (r, θ) ∈ Ω, t = 0,
(1)
where functions f and g are given by f(u, v) = α−u+u2v and g(u, v) = β−u2v.
3 Linearisation and the eigenfunctions
Let us and vs denote the steady state solutions of system (1), then through
a straightforward algebraic manipulation it can be verified that there exists
a pair of constants [56] in the form (us, vs) = (α + β,
β
(α+β)2 ) satisfying the
steady state solutions for the nonlinear reaction terms in (1). It is worth not-
ing that the pair (us, vs) is a unique set of positive real constants satisfying
f(us, vs) = g(us, vs) = 0 and hence, it automatically satisfies the zero-flux
boundary conditions prescribed for (1). The standard practice of linear stabil-
ity theory is applied, which requires to perturb system (1) in the neighbour-
hood of the uniform steady state solution in the form (u, v) = (us + u¯, vs + v¯),
where u¯ and v¯ are assumed small. System (1) is expanded using Taylor expan-
sion for functions of two variables up to and including the linear terms, with
u and v replaced by their corresponding expressions in terms of us, u¯, vs and
v¯. It leads us to write system (1) in a matrix form as
∂
∂t
[
u¯
v¯
]
=
[
1 0
0 d
] [4pu¯
4pv¯
]
+
[
∂f
∂u (us, vs)
∂f
∂v (us, vs)
∂g
∂u (us, vs)
∂g
∂u (us, vs)
] [
u¯
v¯
]
. (2)
The next step is to derive the spectrum of the laplace operator which is a
vast area of study in pure and applied mathematics [45, 64, 65, 66] depending
on the area of its application. In particular the study of the eigenvalues and
eigenfunctions of the laplace operator on spherical geometry is a well-explored
area of mathematics with generalised abstractions to higher dimensional spaces
[64]. However, for the purpose of the current study a theoretical solution of
the laplace operator on a general spherical geometry offers impractical con-
tribution in the sense that the majority of the existing solutions [64, 65, 66]
to such eigen-value problems are derived either on boundary-free and/or com-
pact manifolds. It is due to the non-compact nature of the prescribed domain
Ω being a two-dimensional annular region and the analytical application of
the zero-flux boundary conditions that creates the necessity for a step-by-step
derivation of the spectral solutions for the corresponding eigenvalue problem
with an explicit treatment to find the particular solution that satisfies the
zero-flux boundary conditions prescribed in (1). Despite that the derivation
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of the general solution to the eigenvalue problem (3) is presented with brevity
in the body of the article, the interested reader is referred to [47, 65, 66] for
further details on the derivation. The eigenvalue problem in polar coordinates
relevant to the current scenario has the form{
4pw = −η2w, η ∈ R, (r, θ) ∈ Ω,
∂w
∂r
∣∣
r=a
= ∂w∂r
∣∣
r=b
= 0, a, b ∈ R+\{0} and a < b,
(3)
where 4p = 1r ∂∂r
(
r ∂∂r
)
+ 1r2
∂2
∂θ2 and Ω is the same as prescribed for system
(1). Employing the method of separable solution [47, 65, 66] leads us to write
the general solution of problem (3) as the product of a pure radial function
R(r) and a phase factor Θ(θ) in the form w(r, θ) = R(r)Θ(θ). Through the
application of Frobenius method [47, 65, 66] it can be shown that R(r) is in
fact the sum of two linearly independent Bessel’s series of the first kind in
the form R(r) = R1(r) +R2(r). The application of Frobenius method creates
the necessity to solve for the radial function using a linear transformation for
the variable r in the form x = ηr, with η ∈ R denoting the spectral constant
of proportionality. Employing such a method leads us to write the general
solution of problem (3) in the form
w(r, θ) =
[
R1(x(r)) +R2(x(r))]Θ(θ), (4)
whereR1,2(x(r)) =
∑∞
j=0
(−1)jC0x(r)2j±l
4j×j!×(±l+j)×(±l+j−1)×···×(±l+1) andΘ(θ) = exp (ilθ).
In order to obtain the particular set of solutions satisfying the eigenvalue prob-
lem (3), it is necessary to impose the prescribed homogenous Neumann bound-
ary conditions. The outward flux through ∂Ω is independent of the variable θ,
therefore, w(r, θ) is required to satisfy the zero flux boundary conditions of the
form ∂w∂r
∣∣
r=a
= 0 and ∂w∂r
∣∣
r=b
= 0 or equivalently dRdr
∣∣
r=a
= dRdr
∣∣
r=b
= 0 must
hold. It is important to realise that R now implicitly depends on the variable
r through the relation x = ηr, therefore, application of chain rule yields
dR
dr
∣∣
r=a
=
dx
dr
dR
dx
∣∣
x=ηa
= η
dR
dx
∣∣
x=ηa
= 0, (5)
dR
dr
∣∣
r=b
=
dx
dr
dR
dx
∣∣
x=ηb
= η
dR
dx
∣∣
x=ηb
= 0. (6)
Adding equations (5) and (6) we note that R is required to simultaneously
satisfy the equation
η
(dR
dx
∣∣
x=ηa
+
dR
dx
∣∣
x=ηb
)
= 0. (7)
Using the linear property of differentiation we note that dRdx
∣∣
x=ηa
= dR1dx
∣∣
x=ηa
+
dR2
dx
∣∣
x=ηa
, where upon cancellation of η, given that η is non-zero, from equation
(7) we obtain
dR1
dx
∣∣
x=ηa
+
dR2
dx
∣∣
x=ηa
+
dR1
dx
∣∣
x=ηb
+
dR2
dx
∣∣
x=ηb
= 0. (8)
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Differentiating with respect to x the infinite series expressing R1 and R2 and
evaluating each summation at x = ηa and x = ηb respectively, we find the fol-
lowing equations, which are presented completely independent of the variable
x in the form
∞∑
j=0
uj(l + 2j)(ηa)
l+2j−1 +
∞∑
j=0
vj(−l + 2j)(ηa)−l+2j−1
+
∞∑
j=0
uj(l + 2j)(ηb)
l+2j−1+
∞∑
j=0
vj(−l + 2j)(ηb)−l+2j−1 = 0,
(9)
where uj and vj respectively express the jth coefficient of Bessel’s series solu-
tions for R1 and R2. These are given by uj =
(−1)jC0
4j×j!×(l+j)×(l+j−1)×···×(l+1) and
vj =
(−1)jC0
4j×j!×(−l+j)×(−l+j−1)×···×(−l+1) . Equation (9) can be grouped into a set
of two equations each of which contains two independent summations, which
are written as
∞∑
j=0
uj(l + 2j)(ηa)
l+2j−1+
∞∑
j=0
uj(l + 2j)(ηb)
l+2j−1
=
∞∑
j=0
uj(l + 2j)
[
(ηa)l+2j−1 + (ηb)l+2j−1] = 0,
(10)
∞∑
j=0
vj(−l + 2j)(ηa)−l+2j−1+
∞∑
j=0
vj(−l + 2j)(ηb)−l+2j−1
=
∞∑
j=0
vj(−l + 2j)
[
(ηa)−l+2j−1 + (ηb)−l+2j−1] = 0.
(11)
The set of equations given by (10) and (11) can only satisfy a simultaneous
relation if they are independently equal to zero [47] and the only way it can
happen is through the application of telescoping argument [68] of real analysis.
Applying the telescoping argument to (10) and (11) and noting that each of
the series carry alternating signs from term to term (due to (−1)j in the
expression for uj and vj), therefore, the only way equation (10) can be true
is if the subsequent terms within the summation cancel each other pairwise.
Let Fj and Fj+1 denote in equation (10) the terms corresponding to indices
j and j + 1 respectively, then (10) is true if and only if Fj + Fj+1 = 0 for all
j ∈ N0. Writing the full expressions for uj and uj+1, the terms corresponding
to index j and j + 1 respectively take the form
Fj =
(−1)jC0(l + 2j)
[
(ηa)l+2j−1 + (ηb)l+2j−1]
4j × j!× (l + j)× (l + j − 1)× · · · × (l + 1) ,
Fj+1 =
(−1)j+1C0(l + 2j + 2)
[
(ηa)l+2j+1 + (ηb)l+2j+1]
4j+1 × (j + 1)!× (l + j + 1)× (l + j)× · · · × (l + 1) .
(12)
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Through a similar approach let Sj and Sj+1 denote the subsequent terms in
the second equation in (11), which are given by
Sj =
(−1)jC0(−l + 2j)
[
(ηa)−l+2j−1 + (ηb)−l+2j−1]
4j × j!× (−l + j)× (−l + j − 1)× · · · × (−l + 1) ,
Sj+1 =
(−1)j+1C0(−l + 2j + 2)
[
(ηa)−l+2j+1 + (ηb)−l+2j+1]
4j+1 × (j + 1)!× (−l + j + 1)× (−l + j)× · · · × (−l + 1) .
(13)
We add the pairwise terms corresponding to indices j and j + 1 for equations
(10) and (11) and equate their respective sums to zero. Furthermore, we rear-
range for η2 the resulting equations for both cases namely Fj+1 + Fj = 0 and
Sj+1 +Sj = 0 and evaluate them at few successive indices namely j = 0, ..., 8,
which reveals a pattern that for every pair of (j, j+1) such that k = 2j, j ∈ N0,
there exists η2k,l that can be written in terms of inner radius a, outer radius
b, the corresponding order of the associated Bessel’s equation l and a positive
integer k as
Fj+1 + Fj = 0 =⇒ η21,k,l =
4(2k + 1)(l + 2k + 1)(l + 4k)
a1−l(al+1 + bl+1)(l + 4k + 2)
, (14)
Sj+1 + Sj = 0 =⇒ η22,k,l =
4(2k + 1)(l + 2k + 1)(l + 4k)
b1−l(al+1 + bl+1)(l + 4k + 2)
. (15)
The prescribed boundary conditions in (3) require that the corresponding
eigenfunctions w(r, θ) of the Laplace operator 4p satisfy a simultaneous re-
lation on the zero-flux condition both through inner (circle with radius a)
and outer boundaries (circle with radius b), which in turn suggests that the
behaviour of w(r, θ) given by (4) at the two boundaries namely r = a and
r = b is related through combining the expressions given by (14) and (15)
and constructing from their combination the eigenvalues that correspond to
those eigenmodes that exist in the form of a perfect superposition of those
independently given by (14) and (15) respectively. Such a combination can
be constructed if the eigenmode that corresponds to the condition dRdr
∣∣
r=a
is found in perfect superposition with an eigenmode that corresponds to the
condition dRdr
∣∣
r=b
. We can further observe from the expressions given in (14)
and (15), that the patterns corresponding to index k do not differ from one
another, except that they are different in the coefficients that depend on a, b
and l. Noting that (14) and (15) each has a radial dependence on a and b, in
addition each one of them satisfies the zero flux boundary conditions at the
inner and outer boundaries, therefore using the linear property of differenti-
ation one can write the infinite set of eigenvalues of the laplace operator 4p
with the prescribed boundary conditions given in (3) as
η2k,l =
4(alb+ abl)(2k + 1)(l + 2k + 1)(l + 4k)
ab(al+1 + bl+1)(l + 4k + 2)
, (16)
where η2k,l in (16) is constructed from a perfect superposition of the eigenmodes
corresponding to eigenvalues η21,k,l and η
2
2,k,l. At the points of superposition,
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due to the linearity of the operator 4p, the set of eigenfunctions (16) is ob-
tained from the arithmetic sum in the form η2k,l = η
2
1,k,l+η
2
2,k,l. The summary
of these findings is presented in the following theorem.
Theorem 1 Let w(r, θ) satisfy the eigenvalue problem on a non-compact do-
main Ω defined in (3). Given that the associated order of Bessel’s equation is
chosen such that l ∈ R\ 12Z, then the full set of eigenfunctions for the laplace
operator 4p, satisfying the corresponding homogeneous Neumann boundary
conditions are given by
wk,l(r, θ) =
[
R1(r) +R2(r)
]
k,l
Θl(θ), (17)
where R1(r), R2(r) and Θ(θ) are explicitly expressed by
[R1]k,l(r) =
∞∑
j=0
(−1)jC0(ηk,lr)2j+l
4jj!(l + j)(l + j − 1) · · · (l + 1) ,
[R2]k,l(r) =
∞∑
j=0
(−1)jC0(ηk,lr)2j−l
4jj!(−l + j)(−l + j − 1) · · · (−l + 1)
and Θl(θ) = exp (ilθ). Furthermore, for every wk,l(r, θ) corresponding to in-
teger k and the associated order of Bessel’s equation l, there exists a real
non-negative eigenvalue ηk,l satisfying
η2k,l =
4(alb+ abl)(2k + 1)(l + 2k + 1)(l + 4k)
ab(al+1 + bl+1)(l + 4k + 2)
. (18)
Proof The proof consists of all the steps from (4) to (16).
3.1 Numerical experiments using spectral methods
The spectral method [63] is applied to validate Theorem 1. Let Rk,l(r) =
[R1]k,l(r) + [R2]k,l(r) then the full set of eigenfunctions given by (17) can
be written as w(r, θ) =
∑∞
k=0Rk,l(r)Θl(θ). For the numerical simulation a
polar mesh is generated through a combination of non-uniform chebyshev dis-
critisation [63, 33] in the direction of radial variable r and uniform Fourier
discretisation on the periodic variable θ. The domain is considered annular
region centered at (r, θ) = (0, 0) with parameters a = 12 and b = 1. A spectral
mesh in polar coordinates is constructed on the region Ω = {(r, θ) ∈ R2 : 12 <
r < 1, θ ∈ [0, 2pi)}, where a periodic Fourier grid is used to obtain a uniform
angular mesh of step size 2piM , where M is an even positive integer of the form
M = 2n, n ∈ N. The jth mesh point on the angular axis is obtained through
θj =
2pij
M for every index j = 0, ...,M . The non-uniform mesh on the radial vari-
able r is obtained by using the chebyshev discretisation formula rj = cos(
2pij
N )
on the interval r ∈ ( 12 , 1), where N a positive integer and j = 0, ..., N . Figure 1
(a) shows a coarse structure of a combination of a uniform Fourier grid applied
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to the angular variable θ with M = 30, which makes the angular step-size of
12◦ and a non-uniform chebyshev grid applied to r ∈ ( 12 , 1) with N = 25.
Figure 1 (b) is constructed in similar way with M = 90 resulting in angular
step-size 4◦ and N = 95, which is used to depict few of the eigenmodes pro-
posed by Theorem 1 with their respective approximation of the eigenvalues ηk,l
proposed by formula (18). The eigenmodes wk,l(r, θ) given by (17) correspond-
ing to k = 1, ..., 12 are visualised using HSV (Hue, Saturation Value) colour
encoded scheme, which is a method presented in [34, 35, 36] specifically for
depicting functions of complex output. Direct methods of plotting functions of
two variables do not provide a meaningful representation of the formula (17).
It can be noted that only the angular part in the formula (17), namely Θ(θ)
contains imaginary parts, therefore, the variable θ is colour encoded through
the application of HSV scheme and the resulting output is depicted directly
on Ω. For full details on depicting complex valued functions, the interested
reader is referred to [34, 35]. The eigenvalues corresponding to each index k
for a fixed value of l ≈ 0.3 ≈ 2pi20 are computed and presented in the respective
captions in Figure 2. The values of ηk,l are also computed for combinations of
positive integer k = 1, ..., 12 with a variety of values for the associated order
of Bessel’s equation l = 2piN , N ∈ N. Table 1 shows the computed values of ηk,l
for different combinations of k and l, which offers an insight into the varia-
tions of the semi-discrete spectrum of the diffusion operator 4p, with respect
to k for a fixed choice of l and how ηk,l varies with respect to l for a fixed
choice of k. In order to obtain a pictorial representation of the variation of
ηk,l with respect to both k and l to observe how this variation is influenced
by the thickness ρ = b− a of the domain size Ω, a finitely truncated spectral
matrix that corresponds to negative and positive values of l is simulated and
presented in Figure 3. Figure 3 (c) in particular is simulated for the choice
of ρ = b − a with a = 12 and b = 1 to encapsulate the eigenvalues that are
associated to eigenmodes shown in Figure 2. In particular, since the value of
l in Figure 2 is kept fixed at l ≈ 0.3, therefore, the corresponding eigenvalues
can be captured from the intersection of a vertical line at l ≈ 0.3 and the
spectral lines for k = 1, ..., 12 in Figure 3 (c). The intersection points extract
the eigenvalues given on the first column of those given in Table 1, which are
precisely the values presented in each of the sub-captions in Figure 2.
Table 1: Numerical values of ηk,l for a variety of choices of positive integer k
and the associated order of the Bessel’s equation l.
k
l
0.3 1.3 2.3 3.3 4.3 5.3 6.3 7.3 8.3 9.3 10.3 11.3
1 7.1027 7.5122 7.8501 8.2427 8.7082 9.2225 9.7582 10.2961 10.8254 11.3407 11.8399 12.3228
2 12.6266 12.4983 12.4927 12.7075 13.1098 13.6310 14.2134 14.8198 15.4290 16.0304 16.6187 17.1920
3 18.1149 17.4447 17.0769 17.0888 17.3997 17.8974 18.4949 19.1376 19.7947 20.4503 21.0965 21.7296
4 23.5924 22.3758 21.6362 21.4330 21.6385 22.0976 22.6942 23.3568 24.0452 24.7384 25.4257 26.1021
5 29.0652 27.2996 26.1827 25.7575 25.8495 26.2611 26.8475 27.5201 28.2297 28.9502 29.6684 30.3779
6 34.5354 32.2191 30.7217 30.0701 30.0436 30.4021 30.9720 31.6483 32.3724 33.1135 33.8557 34.5913
7 40.0041 37.1361 35.2559 34.3750 34.2266 34.5281 35.0775 35.7529 36.4869 37.2437 38.0050 38.7618
8 45.4719 42.0513 39.7869 38.6747 38.4020 38.6438 39.1696 39.8409 40.5813 41.3503 42.1272 42.9014
9 50.9391 46.9654 44.3157 42.9706 42.5719 42.7519 43.2519 43.9168 44.6610 45.4396 46.2291 47.0180
10 56.4057 51.8786 48.8427 47.2638 46.7376 46.8544 47.3268 47.9834 48.7296 49.5155 50.3156 51.1170
11 61.8721 56.7912 53.3685 51.5549 50.9003 50.9526 51.3961 52.0428 52.7894 53.5811 54.3901 55.2021
12 67.3382 61.7032 57.8933 55.8444 55.0605 55.0474 55.4610 56.0967 56.8423 57.6385 58.4549 59.2761
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(a) Polar grid with N = 25 and using the
periodic Fourier grid with M = 30, leadi-
ng to an angular step-size of 12◦.
(b) Fully refined polar mesh with N = 95
chebyshev grid-points and M = 90 Fourier
periodic grid-points, with angular step-size of
4◦.
Fig. 1: Mesh generation on polar coordinates obtained from the combination
of the chebyshev grid on radial axis and the Fourier periodic grid on angular
axis.
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Fig. 3: Variation of the semi-discrete spectrum with respect to the associated
order of the Bessel’s equation
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(a) η1,l = 7.1027 (b) η2,l = 12.6266 (c) η3,l = 18.1149
(d) η4,l = 23.5924 (e) η5,l = 29.0652 (f) η6,l = 34.5354
(g) η7,l = 40.0041 (h) η8,l = 45.4719 (i) η9,l = 50.9391
(j) η10,l = 56.4057 (k) η11,l = 61.8721 (l) η12,l = 67.3382
Fig. 2: Colour encoded phaseplots of w(r, θ) for different values of k indicated
in each subcaption.
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3.2 Stability matrix and the characteristic polynomial
We employ the solution proposed by Theorem 1 of the eigenvalue problem
(3) and adopt an application of separation of variables to write the analytical
solutions to the linearised approximation of problem (1) as an infinite sum
that consists of the product of the eigenfunctions of 4p, namely w(r, θ) =
Rk,l(r)Θl(θ) and T (t) = exp (σk,l). With bars omitted from the variables u¯
and v¯, one may write the solution to the linearised system (2) in the form
u(r, θ, t) =
∞∑
k=0
Uk,l exp (σk,lt)Rk,l(r)Θl(θ)
and
v(r, θ, t) =
∞∑
k=0
Vk,l exp (σk,lt)Rk,l(r)Θl(θ),
where Uk,l and Vk,l denote the coefficients of the terms that correspond to
the eigenmodes of superposition. We substitute this form of solutions and
the expressions of the uniform steady state namely (us, vs) = (α + β,
β
(α+β)2 )
in system (2), which leads to a fully linearised version of (2) and provides a
discrete two-dimensional algebraic eigenvalue problem [56, 62, 67] with σ1,2 de-
noting the eigenvalues, through which the bifurcation analysis and parameter
classification of system (1) is extensively conducted.
These eigenvalues are computed through solving the relevant characteristic
polynomial which is written as∣∣∣∣∣γ β−αβ+α − η2k,l − σ γ(β + α)2−γ 2ββ+α −γ(β + α)2 − dη2k,l − σ
∣∣∣∣∣ = 0, (19)
and it can further be written in terms of the trace T (α, β) and the determinant
D(α, β) of the stability matrix associated to (19) in the form of a quadratic
equation as
σ2 + T (α, β)σ +D(α, β) = 0, (20)
where T (α, β) and D(α, β) are given by{
T (α, β) = γ(β−α−(β+α)3β+α )− (d+ 1)η2k,l,
D(α, β) = (γ β−αβ+α − η2k,l)(− γ(β + α)2 − (d+ 1)η2k,l)+ 2γ2β(β + α).
(21)
The roots of equation (20) are given by σ1,2 =
T ±√T 2−4D
2 in terms of T
and D. If σ1,2 ∈ R then the stability of the uniform steady state (us, vs) is
determined by the signs of σ1,2. If σ1,2 turns out to be a pair of complex
conjugate values i.e. σ1,2 ∈ C\R, then it is the sign of the real part Re(σ) that
determines the stability of the uniform steady state (us, vs). If σ1,2 is real,
then the uniform steady state undergoes unstable behaviour if at least σ1 or
σ2 has positive sign. Therefore, when the roots of the characteristic polynomial
(20) are purely real, then the existence of one positive root suffices to decide
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that the corresponding uniform steady state is unstable. The uniform steady
state (us, vs) under this circumstance is stable if and only if both σ1,2 possess
negative signs. Therefore, in order to encapsulate all the possibilities for the
stability and types of the uniform steady state (us, vs) in light of parameters α
and β, it is necessary to consider the cases when σ1,2 ∈ C\R and σ1,2 ∈ R. The
parameter space is rigorously analysed and fully classified under both cases to
determine regions on the plane (α, β) ∈ R2+ that correspond to different types
of dynamical predictions of system (1). Furthermore, it is investigated to find
how the classification of the parameter spaces is influenced by the variation
of the diffusion parameter d. In light of such classification, the analysis is
further extended to explore the effects of domain size in particular the thickness
ρ = b−a corresponding to the annular domain Ω on the spatial and temporal
bifurcation of the dynamical system (1).
4 Partitioning curves and bifurcation analysis
Regions on the admissible parameter space i.e. (α, β) ∈ R2+ that correspond
to the stability and types of the uniform steady state is extensively explored
and the equations that determine the partition of such classification within
the admissible parameter space are obtained and an analytical study is per-
formed on them to find how the domain-size (thickness ρ = b − a) influ-
ences the bifurcation predictions of the dynamics corresponding to system
(1). Considering the roots of the quadratic polynomial (20), which is given
by σ1,2 =
T ±√T 2−4D
2 , we note that the partitioning of the admissible param-
eter space namely (α, β) ∈ R2+ is determined by two curves, one of which
satisfies the equation T 2(α, β) − 4D(α, β) = 0 and the other one satisfying
T (α, β) = 0 given that D(α, β) > 0. We start with the curve satisfying
T 2(α, β) − 4D(α, β) = 0 on the parameter plane (α, β) ∈ R2+ that forms a
boundary for the region that corresponds to eigenvalues σ1,2 containing non-
zero imaginary part from that which corresponds to a pair of purely real σ1,2.
We proceed with this setup in mind and write the equation of the curve that
forms the boundary between regions corresponding to σ ∈ R and that which
corresponds to σ1,2 ∈ C\R. Such an equation is of the form(
γ
β − α− (β + α)3
β + α
− (d+ 1)η2k,l
)2
=4
((
γ
β − α
β + α
− η2k,l
)(− γ(β + α)2
− (d+ 1)η2k,l
)
+ 2γ2β(β + α)
)
,
(22)
where η2k,l satisfies (18). Equation (22) is numerically solved in Section 5, where
a numerical method using polynomials [38, 47] is employed to find combina-
tions of α, β ∈ R+ on the plane (α, β) ∈ R2+, that lie on the curve satisfying
(22). Note that the curve satisfying (22) also forms the boundary on the pa-
rameter space for regions of spatial and temporal bifurcations. Any instability
occurring from choosing the parameters from the side of the partitioning curve
where σ1,2 are a pair of real values, it is predicted to evolve to a steady state of
Title Suppressed Due to Excessive Length 15
spatial variation of Turing type, hence the obtained pattern from system (1)
evolves with a globally stable and invariant behaviour in time. Comparing this
to the instability that arises from parameters on the side where σ1,2 ∈ C\R, it
is predicted to evolve periodically in time, therefore the resulting steady state
is expected to bifurcate into a spatial pattern in time. The second equation
that forms the partition on the admissible parameter space is T (α, β) = 0,
given that D(α, β) > 0, which can be written as
γ
(
β − α− (β + α)3) = (α+ β)(d+ 1)η2k,l. (23)
Note that the solutions to (22) and (23) offer a full classification of the admis-
sible parameter space in the sense that it predicts the dynamical behaviour
exhibited by system (1) for every possible choice of (α, β) ∈ R2+.
4.1 Analysis for the case of complex eigenvalues
We analyse the real part of σ1,2, when σ1,2 is a complex conjugate pair, which
occurs if and only if (α, β) satisfies the inequality
T 2(α, β)− 4D(α, β) < 0. (24)
Given that (α, β) satisfies (24), then the sign of Re(σ1,2) determines the sta-
bility of the uniform steady steady state (us, vs), which is the expression
Re(σ1,2) =
1
2
(
γ
β − α− (β + α)3
β + α
− (d+ 1)η2k,l
)
. (25)
If the sign of the right hand-side of (25) is negative, under the restriction (24),
then the dynamics of system (1) are forbidden from temporal bifurcation for
all choices of (α, β) ∈ R2+. Therefore, with (24) satisfied and the RHS of (25)
positive, if the dynamics of system (1) do exhibit diffusion-driven instability, it
must be a strictly spatially periodic behaviour only, which uniformly converges
to a temporal steady state of Turing type, consequently one obtains spatial
pattern that is invariant in time. The sign of the expression given in (25) is
further investigated to derive from it, relations between the parameter ρ =
b− a, which controls the domain size and the reaction-diffusion rates denoted
by γ and d respectively. Given that assumption (24) is satisfied then the sign
of expression (25) is negative if parameters α, β, γ and d satisfy the inequality
β − α− (β + α)3
β + α
<
(d+ 1)η2k,l
γ
, (26)
with η2n,k defined by (18). Note that the expression on the left hand-side of (26)
is a bounded quantity by the constant value of 1 [38], for all the admissible
choices of (α, β) ∈ R2+. We aim to investigate inequality (26), so that we can
establish a restriction on the parameter ρ = b− a in terms of everything else
that ensures the real part of σ1,2 to be negative, which is equivalent to imposing
a condition that guarantees global temporal stability in the dynamics. For this
16 Wakil Sarfaraz, Anotida Madzvamuse
to hold we need to incorporate the parameter ρ defining the quantity b−a into
the expression for η2k,l. This expression can be written in terms of parameter
ρ and a, where we replace parameter b by ρ + a, and using ρ = b − a, then
(18) takes the form
η2k,l = f(ρ)
4(2k + 1)(l + 2k + 1)(l + 4k)
(l + 4k + 2)
. (27)
The domain-dependent weighting function f(ρ) in (27) is given by
f(ρ) =
al−1 + (ρ+ a)l−1
al+1 + (ρ+ a)l+1
. (28)
The boundedness of the expression on the left hand-side of (26) by the constant
value of 1 [38], entails that the inequality given by (26) can be written as
γ < f(ρ)
4(d+ 1)(2k + 1)(l + 2k + 1)(l + 4k)
(l + 4k + 2)
. (29)
This can further be studied by investigating the behaviour of f(ρ) in (28), since
f(ρ) has a weighting effect on the magnitude of η2k,l. In order to encapsulate all
the possibilities for f(ρ), we first assert that f(ρ) is a monotonically decreasing
function, irrespective of the choice of a and b, given that 0 < a < b. The
behaviour of f(ρ) is similar to that of 1ρ2 with the limiting case as a → 0,
which follows from the fact that (ρ + a)l+1 resides in the denominator and
(ρ + a)l−1 resides in the numerator, therefore asymptotically one may write
that f(ρ + ) < f(ρ),∀ > 0, and hence η2k,l → 0, as ρ → ∞. This claim is
verified numerically and shown in Figure 4 (b) where, f(ρ) is simulated for
various values of a shown in the respective legend. The analysis of f(ρ) and the
(a)
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a=1.5
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(b)
Fig. 4: The variation of the weighting function f(ρ) with respect to the order
of Bessel’s equation l in (a) and with respect to ρ in (b)
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variation of the spectrum of4p with respect to the associated order of Bessel’s
equation l (shown in Figure 3) on the non-compact domain Ω suggests that
two asymptotic cases require independent focus for the validity of inequality
(29). Two cases correspond to the two local suprema attained by f(ρ) with
respect to l < 0 and l > 0 respectively.
From numerical investigation of f(ρ) with respect to the associated order
of Bessel’s equation l shown in Figure 4 (a), it can be found that the two
suprema for f(ρ) with l < 0 and l > 0 are respectively given by
sup
0>l∈R\ 12Z
f(ρ) = lim
l→−∞
f(ρ) =
2
a(ρ+ a)
,
sup
0<l∈R\ 12Z
f(ρ) = lim
l→0
f(ρ) =
1
a(ρ+ a)
.
(30)
We proceed to employ these asymptotic upper bounds on the weighting func-
tion f(ρ) to obtain the necessary conditions in each of the limiting cases for l,
that ensures the validity of inequality (29). We note that requiring (29) to be
valid for each one of the two cases corresponding to l→ −∞ and l→ 0+, give
rise to a different condition on ρ. Starting with the case liml→−∞ f(ρ) = 2a(ρ+a)
by substituting in (29) and rearranging, we obtain that for (29) to be valid
with 0 > l ∈ R\ 12Z, the parameter ρ = b− a must satisfy
ρ <
8(d+ 1)(2k + 1)(l + 2k + 1)(l + 4k)− γa2(l + 4k + 2)
γa(l + 4k + 2)
. (31)
Using similar approach by substituting liml→0+ f(ρ) = 1a(ρ+a) in (29), we can
find for positive values of l ∈ R\ 12Z the associated condition on the parameter
ρ in the form given by
ρ <
4(d+ 1)(2k + 1)(l + 2k + 1)(l + 4k)− γa2(l + 4k + 2)
γa(l + 4k + 2)
. (32)
It is worth noting that (31) and (32) are sharp conditions on the parameter
ρ controlling the area of Ω for positive and negative order of the associated
Bessel’s equation given by 0 > l ∈ R\ 12Z and 0 < l ∈ R\ 12Z respectively.
However, since condition (31) corresponds to the global supremum for the
weighting function f(ρ), therefore, without loss of generality, condition (31)
can be represented to ensure the validity of (29) for all the admissible choices
of l ∈ R\ 12Z. Condition (31) conversely implies that when σ1,2 ∈ C\R then
Re(σ1,2) > 0 if parameter ρ satisfies
ρ ≥ 8(d+ 1)(2k + 1)(l + 2k + 1)(l + 4k)− γa
2(l + 4k + 2)
γa(l + 4k + 2)
, (33)
which consequently means that if (33) is satisfied then the steady state (us, vs)
undergoes temporal diffusion-driven instability leading to a spatial pattern
bifurcating in time. This statement is formalised in Theorem 2.
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Theorem 2 (Hopf or transcritical bifurcation) Let u and v satisfy the
non-dimensional reaction-diffusion system with activator-depleted reaction ki-
netics (1) on a non-compact two dimensional (shell) domain Ω ⊂ R2 with
thickness ρ and positive real parameters γ, d, α and β. For the system to ex-
hibit Hopf or transcritical bifurcation in the neighbourhood of the unique steady
state (us, vs) =
(
α+ β, β(α+β)2
)
, the necessary condition on the thickness ρ of
Ω ⊂ R2 is that it must be sufficiently large satisfying (33) with l ∈ R\ 12Z
denoting the associated order of the Bessel’s equations and k is any positive
integer. In (33) the parameter a denotes the radius of the inner boundary of
Ω.
Proof The proof of this theorem takes an identical approach to that presented
in [38, 47], except the use of the expression (27) for η2k,l in the final step of the
proof.
The numerical verification of Theorem 2 is presented in Section 5 to show
that regions corresponding to Hopf and transcritical bifurcations exist under
condition (33) on the controlling parameter for the domain-size, which is ρ.
It is also numerically demonstrated that no choice of parameters (α, β) ∈ R2+
exist that would lead to Hopf or transcritical bifurcation, when condition (33)
is violated.
4.2 Analysis for the case with real eigenvalues
The necessary and sufficient condition on the discriminant T 2(α, β)−4D(α, β)
for σ1,2 to be a pair of real values is that T 2(α, β) ≥ 4D(α, β). We first analyse
the equal case and consider
T 2(α, β) = 4D(α, β), (34)
which vanishes the discriminant, therefore, σ1,2 become a pair of repeated real
values given by
σ1 = σ2 =
1
2
(
γ
β − α− (β + α)3
β + α
− (d+ 1)η2k,l
)
. (35)
where we substitute in (35) for η2k,l the expression given in (27) with both the
local suprema (30) of the weighting function f(ρ) for l < 0 and l > 0. When
α and β satisfy condition (34), the stability of the steady state is determined
by the sign of the root itself. The supremum of the weighting function f(ρ)
for l < 0 is substituted in (35), which can be easily shown to be negative if
parameter ρ satisfies the inequality
ρ <
8(d+ 1)(β + α)(2k + 1)(l + 2k + 1)(l + 4k)
γa(β − α− (α+ β)3)(l + 4k + 2) − a. (36)
Otherwise, the repeated root is positive provided that ρ satisfies
ρ >
8(d+ 1)(β + α)(2k + 1)(l + 2k + 1)(l + 4k)
γa(β − α− (α+ β)3)(l + 4k + 2) − a. (37)
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Similarly with (34) satisfied and l > 0, upon substituting sup0<l∈R\ 12Z f(ρ) =
1
a(ρ+a) in (35) and rearranging one can easily show that the sign of the expres-
sion given by (35) is negative if ρ satisfies
ρ <
4(d+ 1)(β + α)(2k + 1)(l + 2k + 1)(l + 4k)
γa(β − α− (α+ β)3)(l + 4k + 2) − a. (38)
Otherwise, the repeated root σ1,2 given by (35) is positive with l > 0 if ρ
satisfies
ρ >
4(d+ 1)(β + α)(2k + 1)(l + 2k + 1)(l + 4k)
γa(β − α− (α+ β)3)(l + 4k + 2) − a. (39)
Further analysis of conditions (36) and (37) is required to ensure that param-
eter ρ is not compared against a negative quantity. First we note that the only
terms that can possibly invalidate inequalities (36), (37),(38) and (39) are in
the denominator of the right hand-side, namely the expression β−α−(β+α)3.
Therefore, a restriction is required to be stated on this term to ensure that the
radius ρ of Ω is not compared against an imaginary number, such a restriction
is
β > α+ (β + α)3. (40)
Furthermore, given that restriction (40) is satisfied then we note that the right
hand-sides of inequalities (36), (37),(38) and (39) are ensured to be positive if
parameter a satisfies
4(d+ 1)(β + α)(2k + 1)(l + 2k + 1)(l + 4k)
γa(β − α− (α+ β)3)(l + 4k + 2) > a.
It must be noted that (40) is an identical restriction on the parameter choice
obtained for the case of repeated real eigenvalues in the absence of diffusion
[38]. A reasonable intuition behind this comparison is that the sub-region
on the admissible parameter plane that corresponds to complex eigenvalues
with negative real parts must be bounded by curve (34) subject to conditions
(36) and (38), outside of which every possible choice of parameters α and β
will guarantee the eigenvalues σ1,2 to be a pair of distinct real values, which
promotes the necessity to state Theorem 3.
Theorem 3 (Turing type diffusion-driven instability) Let u and v sat-
isfy the non-dimensional reaction-diffusion system with activator-depleted re-
action kinetics (1) on a non-compact (shell) domain Ω ⊂ R2 with inner ra-
dius a, thickness ρ and positive real parameters γ, d, α and β. Given that the
thickness ρ of domain Ω ⊂ R2 satisfies the inequality (32) with l ∈ R+\ 12Z
denoting the associated order of the Bessel’s equations and k is any positive
integer, then for all α, β ∈ R+ in the neighbourhood of the unique steady state
(us, vs) =
(
α+β, β(α+β)2
)
the diffusion-driven instability is restricted to Turing
type only, forbidding the existence of Hopf and transcritical bifurcations.
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Proof The strategy of this proof is mostly identical to that given in [38, 47],
therefore to avoid repetition of the details, the proof is omitted and the in-
terested reader is referred to consult [38, 47]. The only difference in the proof
of the current theorem is in the last step where an explicit representation
of eigenvalues given in (27) is substituted containing the domain controlling
parameter ρ.
5 Numerical classification of parameter spaces and partitioning
curves
Equation (22) and (23) can be algebraically manipulated and rearranged as six
and three degree polynomials in β respectively, whose coefficients depend on α,
d, γ and η2k,l. Let P1 and P2 respectively denote the six and three degree poly-
nomials in β, which can be written in the form P1(β) =
∑6
n=0 Cn(α)β
n and∑3
n=1 Cn(α)β
n with Cn denoting the coefficient of the term β
n. The region on
the admissible parameter space (α, β) ∈ R2+ satisfying equation (22) and (23)
is obtained by employing the method of polynomials presented in [38, 47] to
find the full classification of the corresponding bifurcation plane (α, β) ∈ R2+.
This algorithm is executed for five different values of d to obtain the solutions
of (22) and (23) under conditions (33) and (32) on the parameter that con-
trols the size of Ω, namely ρ. The shift and existence of the partitioning curves
satisfying (22) and (23) are analysed subject to the variation of parameter d.
Using condition (33) of Theorem 2, the variation of the diffusion coefficient
is analysed for five different values of d and Figure 5 (a) shows the shift of
the solutions of (22). The five values of parameter d are clearly indicated on
the curves in Figure 5. It would be reasonable to use exactly the same range
for the variational values of d under both conditions (33) and (32), however,
it must be noted that, when the domain size ρ is restricted by (32) then the
same values used for varying d in Figure 5 (a) invalidate inequality (32), there-
fore, the range of variational values for parameter d under condition (32) is
significantly smaller. Figure 5 (b) shows the variation of parameter d using the
values indicated in the respective legend. Using the method of trial and error
proposed in [38] it is determined that the sides shown in Figures 6 (a) and
(b) are the regions corresponding to σ1,2 ∈ C\R. Each stripe corresponding
to a distinct value of d is colour coded and denoted by capital alphabets in
the form of a set containing all the points corresponding to a specific colour.
These sets of points are referred to from Table 2 to present and summarise the
quantitative analysis of the current numerical simulations of the admissible
parameter spaces. Through further study of regions corresponding to complex
values for σ1,2 in Figure 6, using the solution of (23), it is numerically verified
that a sub-partition only exists if the value of ρ satisfies condition (33), with
respect to the values of d and γ. This is a numerical demonstration of the
claim proposed by Theorem 2. If the values of d and/or γ are changed such
that ρ no longer satisfies condition (33), it causes to vanish the existence of
a sub-partition, within the region corresponding to complex eigenvalues σ1,2,
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(a) Partitioning curves satisfying (22)
and condition (33) of Theorem 2, that
partitions the region corresponding to
real σ1,2 from that, which correspond-
s to complex conjugate pair of σ1,2
(b) Partitioning curves satisfying (22) and
condition (32) of Theorem 3, that partitions
the region corresponding to real pair of σ1,2
from that, which corresponds to complex con-
jugate pair of σ1,2
Fig. 5: The effect of varying d on the solution curves satisfying (22), where ρ is
used according to conditions (33) and (32) of Theorems 2 and 3 respectively.
(a) Shift of regions corresponding to comp-
lex σ1,2 and subject to condition (33) of T-
heorem 2
(b) Shift of regions corresponding to complex
σ1,2 and subject to condition (32) of Theo-
rem 3
Fig. 6: The shift in parameter spaces corresponding to complex σ1,2 as a result
of varying d
which is in agreement with Theorem 3. Figure 7 shows the regions on the ad-
missible parameter spaces corresponding to complex σ1,2 ∈ C\R with negative
real part. It can be noted that Figure 7 (b) portrays exactly the same spaces
as shown in Figure 6 (b), which is a further verification of Theorem 3, namely,
when ρ satisfies condition (32), then for no choice of α, β ∈ R+ the complex
eigenvalue σ1,2 can have a positive real part. In this case we can only obtain a
pattern of spots or stripes, with spatial periodicity. If a condition on ρ is set so
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that it is large enough to exceed the value on the right hand-side of condition
(32), i.e. ρ satisfying (33), only then a sub-partition can emerge within the ad-
missible parameter space corresponding to σ1,2 ∈ C\R. This can be observed
by comparing Figure 7 (a) with Figure 6 (a). Figure 8 (b) shows the emer-
gence of these curves that partition the region corresponding to σ1,2 ∈ C\R.
Recalling that if a sub-partition in the regions indicated by Figure 6 exist,
then the corresponding partitioning curves must satisfy (23), which resembles
the values of the parameter space that causes the real part of σ1,2 to become
zero when it is a pair of complex conjugate values. Therefore, on these curves
the uniform steady state (us, vs) undergoes transcritical bifurcation. Figure 8
(a) shows a shift in the region of the parameter spaces that corresponds to
Hopf bifurcation for the same variation in the value of d as used in Figure 6.
It is also worth noting that with increasing values of d, the parameter spaces
corresponding to Hopf bifurcation gradually decrease. This is in agreement
with the mathematical reasoning behind Theorem 2, because as the value of d
is increased, one gets closer to the violation of the necessary condition (33) for
the existence of regions for Hopf bifurcation. The longer partitioning curves
(a) Shift of regions corresponding to comp-
lex σ1,2 with negative real part and subje-
ct to condition (33) of Theorem 2
(b) Shift of regions corresponding to complex
σ1,2 with negative real parts and subject to
condition (32) of Theorem 3
Fig. 7: The shift in parameter spaces corresponding to complex σ1,2 with
negative real parts as a consequence of varying d
presented in Figure 5, indicate the choice of α and β for which the eigenval-
ues σ1,2 is a pair of real repeated negative values, therefore, parameter spaces
bounded by these curves corresponds to a pair of distinct negative real values.
A choice of (α, β) from these regions corresponds to a global spatio-temporally
stable behaviour of the dynamic of system (1). Figure 10 shows the shift of
these spatio-temporal stable regions on the admissible parameter space. Any
choice of α and β from these regions will result in the dynamics of system (1)
to exhibit global stability in space as well as in time. The remaining spaces to
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(a) Shift of regions corresponding to comp-
lex σ1,2 with positive real part and ρ restr-
icted to condition (33) of Theorem 2. Wit-
h condition (32) no region exists for Hopf b-
ifurcation
(b) Shift in the location of curves for five dif-
ferent values of d, on which the values of σ1,2
are pure imaginary, and ρ is restricted to con-
dition (33) of Theorem 2
Fig. 8: Regions in (a) correspond to Hopf bifurcation and curves in (b) cor-
respond to transcritical bifurcation under condition (33). When ρ satisfies
condition (32), then no values of α and β give rise to temporal instability in
system (1)
(a) Shift of regions corresponding to real
σ1,2 and subject to condition (33) of The-
orem 2
(b) Shift of regions corresponding to real σ1,2
and subject to condition (32) of Theorem 3
Fig. 9: The shift in parameter spaces corresponding to real σ1,2 as a conse-
quence of varying d
analyse are those corresponding to diffusion-driven instability of Turing type
under conditions (32) and (33) on ρ. This region corresponds to Turing type
instability and under both conditions on ρ these regions exist. It can be noted
that near the origin of the admissible parameter space in Figure 5, for each
value of d the small curves starting at the origin (α, β) = (0, 0) and curv-
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(a) Shift of regions corresponding to a
pair of negative distinct real σ1,2 and sub-
ject to condition (33) of Theorem 2
(b) Shift of regions corresponding to a pair
of negative distinct real σ1,2 and subject to
condition (32) of Theorem 3
Fig. 10: The shift in parameter spaces corresponding to negative real distinct
σ1,2 as a consequence of varying d
Table 2: The summary of the full classification of parameter spaces for system
(1) is presented with the associated numerical verification of the predictions
made by Theorems 2 and 3. Furthermore, it is shown how a certain type of
bifurcation space shifts according to the variation of parameter d.
Stability of USS (us, vs) Stable regions Unstable regions
Types of USS (us, vs) Node Spiral Turing-instability Hopf bifurcation Transcritical bifurcation
Figure index Figure 10 (a) Figure 7 (a) Figure 11 (a) Figure 8 (a) Figure 8 (b)
T
h
eo
rem
2
ρ
sa
tisfy
in
g
(33)
(d, γ, ρ, l)
σ1,2
0 > σ1,2 ∈ R σ1,2 ∈ C\R,Re(σ) < 0 0 < σ1 ∈ R or 0 < σ2 ∈ R σ1,2 ∈ C\R, Re(σ1,2) > 0 σ1,2 ∈ C\R, Re(σ1,2) = 0
(8.0, 21, 1
2
, 0.27) A A ∪B ∪ C ∪D ∪ E A A ∪B ∪ C ∪D ∪ E curve A
(11, 21, 1
2
, 0.27) A ∪B B ∪ C ∪D ∪ E A ∪B B ∪ C ∪D ∪ E curve B
(14, 21, 1
2
, 0.27) A ∪B ∪ C C ∪D ∪ E A ∪B ∪ C C ∪D ∪ E curve C
(17, 21, 1
2
, 0.27) A ∪B ∪ C ∪D D ∪ E A ∪B ∪ C ∪D D ∪ E curve D
(20, 21, 1
2
, 0.27) A ∪B ∪ C ∪D ∪ E E A ∪B ∪ C ∪D ∪ E E curve E
Figure index Figure 10 (b) Figure 7 (b) Figure 11 (b) Figure 8 (b) Figure 7 (b)
T
h
eo
rem
3
ρ
sa
tisfy
in
g
(32)
(d, γ, ρ, l)
σ1,2
0 > σ1,2 ∈ R σ1,2 ∈ C\R,Re(σ) < 0 0 < σ1 ∈ R or 0 < σ2 ∈ R σ1,2 ∈ C\R, Re(σ1,2) > 0 σ1,2 ∈ C\R, Re(σ1,2) = 0
(1.4, 1, 1
2
, 0.27) E A ∪B ∪ C ∪D ∪ E A ∅ ∅
(1.8, 1, 1
2
, 0.27) E ∪D A ∪B ∪ C ∪D A ∪B ∅ ∅
(2.2, 1, 1
2
, 0.27) E ∪D ∪ C A ∪B ∪ C A ∪B ∪ C ∅ ∅
(2.6, 1, 1
2
, 0.27) E ∪D ∪ C ∪B A ∪B A ∪B ∪ C ∪D ∅ ∅
(3.0, 1, 1
2
, 0.27) E ∪D ∪ C ∪B ∪A A A ∪B ∪ C ∪D ∪ E ∅ ∅
ing back to intercept the β axis, are the curves on which the eigenvalues σ1,2
are repeated positive real roots, therefore these curves correspond to diffusion-
driven instability of Turing type. We know that the diffusion-driven instability
can also happen, when either σ1 or σ2 are positive real. Figure 11 shows the
shift of those regions corresponding to Turing type instability and it can be
observed that as d increases, the region in the parameter space enlarges. In
Figures 7 and 11, all the points specific to a certain colour on the parameter
plane are denoted by an alphabetic letter. This is for the purpose to be able
to cross reference using set notation to a specific region when summarising the
results in Table 2.
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(a) Shift of regions corresponding to Tur-
ing instability where at least one eigenv-
alue σ1,2 is real positive and subject to
condition (33) of Theorem 2
(b) Shift of regions corresponding to Turing
instability where at least one eigenvalue σ1,2
is real positive and subject to condition (32)
of Theorem 3
Fig. 11: The shift in parameter spaces corresponding to at least one positive
real eigenvalue σ1,2 as a consequence of varying d
6 Finite element solutions of RDS
For numerical verifications of the proposed classification of the parameter
spaces in particular to visualise the influence of domain size conditions given
by Theorems 2 and 3, the reaction-diffusion system (1) is simulated using
the finite element method [6, 12, 15, 26, 27, 41, 57, 59, 60] on Ω that con-
sists of annular region with inner radius a = 12 and outer radius b = 1. This
leads to ρ = b − a = 12 , which is kept constant throughout the finite element
simulations in this section. Conditions (33) and (32) are in turn satisfied by
varying the values of d and γ accordingly. The advantage of such strategy is
that it reduces the computational cost significantly in the sense that an effi-
cient degree of freedom on the finite element triangulation can be consistently
used to obtain results under both of the proposed conditions in Theorems 2
and 3 respectively. Therefore, to avoid such unnecessary computational cost
by varying ρ we proceed with a fixed ρ = 12 and vary the constants d and γ
to meet the relevant restriction required on the size of ρ. Due to the curved
boundary of Ω, the triangulation is obtained through an application of an it-
erative algorithm using a technique called distmesh [40, 41]. The algorithm for
distmesh was originally developed in MATLAB by Persson and Strang [40, 41]
for generating uniform and non-uniform refined meshes on two and three di-
mensional geometries. Distmesh utilises signed-distance function d(x, y), which
is negative inside the discretised domain Ω and is positive outside ∂Ω. The
construction of distmesh triangulation is an iterative process using a set of two
interactive algorithms, one of which controls the displacement of nodes within
the domain and the other ensures that the consequences of node displacement
does not violate the properties of the Delaunay triangulation [43]. For details
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on how to generate meshes using distmesh we refer the interested reader to the
joint work by Persson and Strang presented in [40, 41, 44]. An annular region
Ω of thickness ρ = 12 is descritised through the application of distmesh [40]
to generate a triangular mesh for simulating the finite element solution of (1).
The two circles forming the inner and out boundaries of Ω are concentrically
centred at the origin of cartesian plane. The annular region is discretised by
6340 triangles consisting of 3333 vertices. In each simulations in this section
the initial conditions are continuous bounded functions with pure spatial de-
pendence as small perturbations in the neighbourhood of the uniform steady
state (us, vs) = (α+ β,
β
(α+β)2 ) [56, 62, 38, 17] in the form{
u0(x, y) = α+ β + 0.0016 cos(2pi(x+ y)) + 0.01
∑8
i=1 cos(ipix),
v0(x, y) =
β
(α+β)2 + 0.0016 cos(2pi(x+ y)) + 0.01
∑8
i=1 cos(ipix).
(41)
The values of parameters α and β are verified from all of those regions that
correspond to some type of diffusion-driven instability. The numerical values
of the parameters corresponding to each of the simulations in this section are
presented in Table 3. Figure 12 (a) shows the evolution of a spatial pattern
as a consequence of choosing (α, β) from Turing region under condition (32)
indicated in Figure 11 (b). Depending on the initial conditions and the mode
of the eigenfunctions, the spatially periodic pattern provided by parameter
spaces in Figure 11 (b) is expected to be a combination of radial and angular
stripes or spots. Once the initial pattern is formed by the evolution of the
dynamics, then the system is expected to uniformly converge to a Turing-type
steady state, which means the initially evolved spatial pattern becomes tem-
porally invariant as time grows. The simulation of Figure 12 was executed for
long enough time such that the discrete time derivative of solutions u and v
decaying to a threshold of 5 × 10−4 in the discrete L2 norm. Figure 12 (b)
demonstrates the behaviour of the discrete time derivatives of both species
for the entire period of simulation time until the threshold was reached. It
is observed that after the initial Turing-type instability, the evolution of the
system uniformly converges to a spatially patterned steady state. Figure 13
presents two snapshots to show how the spatially periodic pattern is evolved
to a Turing type steady state, when parameters α and β are chosen from
Turing region and ρ satisfying condition (33), with respect to d and γ. For
simulations in Figure 13, parameters α and β are chosen from regions pre-
sented in Figure 11 (a), the dynamics within these regions evolve to a spatial
pattern with global temporal stability. The remaining two unstable regions
in the admissible parameter space presented in Figure 8 correspond to spatio-
temporal periodicity. Choosing parameters from regions in Figure 8 (a) admits
temporal periodic behaviour in the dynamics of system (1) as shown in Fig-
ure 14. It is worth noting that the temporal period between the successive
transitional temporal instabilities from one type of spatial pattern to another
grows larger with time. The initial pattern is obtained at around t ≈ 1, which
becomes unstable during the transition to the second temporal period at t ≈ 5
in Figure 14 (b). At t ≈ 8 the system undergoes a third period of instability
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(a) Pattern evolution is res-
tricted to spatial periodici-
ty for α and β in the Tur-
ing space under condition
(32) on the domain size p-
arameter ρ
(b) Pattern evolution is res-
tricted to spatial periodici-
ty for α and β in the Tur-
ing space under condition
(32) on the domain size pa-
rameter ρ
0 2 4 6
Time
0
0.5
1
1.5
2
||"
|| L
2
Convergence of solutions
(||U m+1 -Um ||/ =)
(||V m+1 -Vm ||/ =)
(c) Instability shown through
the evolution of the discrete
L2 norm of the discrete time
derivatives of the solutions u
and v
Fig. 12: When ρ is bounded by a combination of d and γ (as shown in Table
3) according to condition (32), then the only admissible pattern is a spatially
periodic pattern for (α, β) from the Turing-space shown in Figure 11 (b)
(a) The stage of evolving s-
patially periodic pattern a-
t t = 3 when, α and β are -
chosen from Turing space u-
nder condition (33) on the r-
adius ρ
(b) Spatially periodic patt-
ern at t = 6 is as expect-
ed converging to the Tur-
ing type steady state with-
out allowing the initial p-
attern to be deformed
0 2 4 6
Time
0
0.5
1
1.5
||"
|| L
2
Convergence of solutions
(||U m+1 -Um ||/ =)
(||V m+1 -Vm ||/ =)
(c) Instability and conver-
gence is shown through the
behaviour of the discrete time
derivatives of the solutions u
and v
Fig. 13: When ρ is large with respect to the combination of d and γ (as
shown in Table 3) according to condition (33), then the dynamics admit spatial
diffusion-driven instability for (α, β) from the Turing-space
and reaches a different spatial pattern at t ≈ 12 shown in Figure 14 (c). The
fourth period of temporal instability is reached at t ≈ 20, which converges
to the fourth temporally-local but spatially periodic steady state at t ≈ 28
presented in Figure 14 (d). It follows that when parameters are chosen from
the Hopf bifurcation region then the temporal gaps in the dynamics of sys-
tem (1) between successive transitional instabilities from one spatial pattern
to another is approximately doubled as time grows. It is speculated that the
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temporal period-doubling behaviour is connected to the analogy of unstable
spiral behaviour in the theory of ordinary differential equations [67]. Theorem
(a) First temporal period
evolving the initial spatia-
lly periodic pattern at
t = 0.5
(b) Spatial pattern evolv-
ed after the first transi-
tional instability and duri-
ng the second temporal
period at t = 3
(c) Spatial pattern evolved
after the second transition of
temporal instability and dur-
ing the third temporal period
at t = 9
(d) Spatial pattern after
the third transition of tem-
poral instability and duri-
ng the fourth temporal per-
iod obtained at t = 15
(e) Spatial pattern after the
fourth transition of tempo-
ral instability and during-
the fifth temporal period o-
btained at t = 30
0 10 20 30
Time
0
0.5
1
||"
|| L
2
Convergence of solutions
(||U m+1 -Um ||/ =)
(||V m+1 -Vm ||/ =)
(f) Spatio-temporal periodic-
ity in the dynamics measured
in dicrete L2 norm of the suc-
cessive discrete time deriva-
tive of the solutions u and v
Fig. 14: When ρ is large with respect to the combination of d and γ (as shown in
Table 3) according to condition (33), then the dynamics admit spatio-temporal
periodic behaviour for (α, β) from Hopf bifurcation region presented in Figure
8 (a)
2 states that, if the thickness ρ of the annular region Ω is chosen according to
condition (33) with respect to d and γ, and the parameters (α, β) are chosen
from the curves corresponding to transcritical bifurcation indicated in Figure
8 (b), then the dynamics of system (1) are expected to exhibit spatio-temporal
periodic behaviour. This kind of behaviour in the dynamics is referred to as the
limit cycles [51, 67]. Figure 15 shows this spatio-temporal periodic behaviour
in the evolution of the numerical solution of system (1). This is the case cor-
responding to parameters that ensure the eigenvalues to be purely imaginary,
therefore, it can be observed that the temporal instability occurs unlike the
Hopf bifurcation, with constant periods along the time axis, which verifies the
theoretical prediction of the transcritical bifurcation. It is worth noting that
the transitional instability from angular stripes in Figure 15 (a) to the spots in
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(a) Initial spatially periodic pattern (angul-
ar stripes) at t = 0.2 when, α and βare cho-
sen from the region of the transcritical bif-
urcation under condition (33) on the thi-
ckness ρ
(b) Spatially periodic pattern evolves to
change topology to(spots) at t = 3 for the
same choice of parameters as in Figure (a)
(c) At t = 6 the spots undergo another
period of temporal instability to emerge
angular stripes as the initial pattern
(d) At t = 9 the pattern of the second tem-
poral period emerges again, indicating that
temporally the dynamics behave in an alter-
nating way between the spots and angular
stripes
Fig. 15: When ρ is large with respect to the combination of d and γ (as shown in
Table 3) according to condition (33), then the dynamics of (1) can also admit
spatio-temporal diffusion-driven instability for (α, β) from the transcritical
birfucation curves indicated in Figure 8 (b)
Figure 15 (b), the discrete L2 norm of the discrete time-derivative of the acti-
vator u exceeds, in magnitude compared to, that of the inhibitor v. However,
during the second temporal period when the spots in Figure 15 (b) turn back
into angular stripes in Figure 15 (c), then the discrete L2 norm of the time-
derivative of the inhibitor v exceeds in magnitude than that of the activator
u. This alternating behaviour can be clearly observed in Figure 15 (e), where
in the annotated legend U and V denote the discrete solutions of the activator
u and that of the inhibitor v. It can further be understood from Figure 15
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Table 3: The choice of parameters (α, β) for each simulation and the choice
of (l, d, γ) subject to the relevant condition referred to in third row. Each
simulation is run with time-step of 1× 10−3.
Plot index Figure 12 Figure 13 Figure 14 Figure 15
Parameters
Instability Turing type instability
Spatial pattern
Turing type instability
Spatial pattern
Hopf bifurcation
Spatial and temporal pattern
Transcritical bifurcation
Spatial and temporal pattern
(α, β) (0.09, 0.45) (0.08, 0.40) (0.05, 0.55) (0.05, 0.625)
(l, d, γ) (1.3, 10, 250) (1.3, 5, 630) (1.3, 5, 730) (1.3, 5, 730)
Condition on Ω (32) (33) (33) (33)
Simulation time 6 6 30 9
CPU time (sec) 648.21 631.63 4230.55 1097.32
(e), that if (α, β) are chosen from the curves of the transcritical bifurcation
given in Figure 8 (b), then the frequency of temporal periods is predicted to
remain constant for all times, resulting in a constant interchanging behaviour
between different spatial patterns.
7 Conclusion
A reaction-diffusion model of activator-depleted class is analysed on polar co-
ordinates on a closed bounded but non-compact domain that consists of an
annular region. The model is subject to homogeneous boundary conditions
of Neumann type. From the linearisation, the spectrum of Laplace operator
on the annular domain was analysed and closed form power series solutions
are obtained for the relevant eigenvalue problem. It is further shown that the
spectrum of the diffusion operator in question consists of semi-discrete real
positive eigenvalues corresponding to an infinite set of complex valued eigen-
functions. The solutions of the relevant eigenvalue problem are simulated using
the spectral method on a two dimensional annular geometry, which was con-
ducted through the application of a particular depicting technique, since the
solutions are complex valued.
Fig. 16: Plot of the discrete L2
norm of the time-derivative of u
and v showing the spatio-temporal
behaviour of the solutions for suc-
cessive time-steps
The eigen-functions and the corre-
sponding eigenvalues are incorporated
through the application of linear sta-
bility theory to derive analytical re-
sults relating the thickness of the an-
nular domain to the reaction and dif-
fusion parameters. It is found that a
lower bound exists on the thickness
of a two dimensional annular domain
with respect to the reaction and dif-
fusion parameters that can admit the
three types of bifurcations namely Tur-
ing, Hopf and the transcritical bifurca-
tion. Furthermore, it is found that an
upper bound also exists on the thick-
ness of the two dimensional annular
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domain that forbids temporal period-
icity such as Hopf and transcritical bifurcations, and still admitting a Turing
type behaviour in the evolution of the dynamics. Finite element simulations
were used to verify the analytically proven results through numerical solutions
of activator-depleted class reaction-diffusion model on an annular region. A bi-
ological application of the current study is to model the reaction and diffusion
of chemo-taxis with the immune cells of a tumour after reaching the hypoxic
stage. Cancer tumours evolve to grow in size by attracting local capillaries for
oxygen and nutrition. As the process continues and the tumour grows larger
in size. It reaches a point when the attracting capillaries can no longer sup-
ply nutrients to the tumour due to its size and the extensive consumption of
nutrition contributing to its growth on the surface. When the interior of the
tumour lacks oxygen and nutrition, the tumour enters a stage called hypoxia,
during which the cells in the interior of the tumour starve to death and with
long enough time, the activities of uncontrolled growth concentrates on a hol-
low sphere. At this stage of the tumour the hollow sphere can be modelled by
a two dimensional shell using rotational symmetry with respect to the zenith
angle, which leads to a two dimensional annular region. The current work can
also be extended to the analysis of bulk-surface reaction-diffusion systems. The
evolution of pattern in a coupled bulk-surface reaction-diffusion system can be
investigated to find the influence of the area of the surface and the volume of
the bulk on the evolution of dynamics. A further extension of this work is to
apply the framework of this study to reaction-diffusion systems on evolving
domains. Conditions that are found in the scope of this study can further be
explored, whether, with the growth of the domain, these conditions still hold
to influence the evolution of pattern formation, or is there a threshold for the
domain-size, beyond which these conditions no longer hold? The framework of
the current work can also be applied to activator-depleted reaction-diffusion
model with linear cross diffusion to find whether these conditions on the do-
main size hold in the presence of cross diffusion. The parameter spaces are
expected to significantly change as the diffusion matrix is no longer diagonal
in the presence of linear cross diffusion.
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