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Resumen
El cociente de una variedad algebraica por accio´n de un grupo algebraico no siempre tiene estructura de
variedad. El objetivo de este trabajo es describir un me´todo para construir cocientes buenos en la geometrı´a
algebraica en el sentido de la Teorı´a de invariantes geome´tricos.
Palabras clave. Teorı´a de invariantes geome´tricos, Criterio de Hilbert Mumford.
Abstract
The quotient of an algebraic variety by action of an algebraic group does not always has a variety structure.
The aim of this work is to describe a methodfor constructing good quotients, in the sense of Geometric
invariant theory, in algebraicgeometry.
Keywords . Geometric invariant theory, Hilbert-Mumford criterion.
1. Introduccio´n. Sea G un grupo algebraico complejo actuando en una variedad algebraica compleja
X . La cerradura de cualquier o´rbita del cociente de X por accio´n de G puede contener una o´rbita de
dimensio´n menor, ası´ que este cociente no siempre tiene estructura de variedad algebraica.
Teorı´a de invariantes geome´tricos (GIT por sus siglas en ingle´s) es un me´todo para construir cocientes
buenos cuyos puntos corresponden a clases de isomorfismos (dados por la accio´n) que tengan buenas pro-
piedades geome´tricas y algebraicas. Mumford y Fogarty en Geometric invariant theory [6], demostraron
que si un grupo reductivo G actu´a linealmente en una variedad proyectiva X , entonces existe un cociente
bueno de un subconjunto abierto U ⊂ X , formado por puntos llamados semiestables de X , por G. Las de-
finiciones de semiestabilidad, estabilidad son dadas en te´rminos de la existencia de polinomios invariantes,
sin embargo el ca´lculo del a´lgebra de G−invariantes no siempre es fa´cil. El criterio de Hilbert- Mumford
determina la semiestabilidad, estabilidad de un punto de una variedad proyectiva en te´rminos de los pesos
de las acciones de los subgrupos a un para´metro de G.
Las te´cnicas de GIT han sido usadas en la construccio´n de espacios moduli, estratificacio´n de curvas
planas, estratificacio´n de foliaciones holomorfas de dimensio´n 1 y grado 2, 3, 4 en el plano proyectivo
complejo.
El objetivo de este trabajo es hacer una descripcio´n del me´todo GIT para construir cocientes algebraicos
buenos. Para ello, en la subseccio´n 2.1, presentamos nociones importantes de GIT como acciones de grupos
algebraicos en variedades algebraicas, objetos invariantes por la accio´n y explicamos co´mo se obtiene un
cocienta bueno afı´n. En la subseccio´n 2.2 explicamos cocientes proyectivos, el criterio de Hilbert- Mumford.
Finalmente obtenemos una aplicacio´n del criterio de Hilbert-Mumford.
2. Teorı´a de invariantes geome´tricos.
2.1. Cocientes afines. Consideramos acciones de grupos algebraicos afines en variedades algebraicas
complejas provistas de la topologı´a de Zariski.
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Las definiciones y resultados relevantes de la teorı´a de invariantes geome´tricos explicadosse detallan
en [3], [8], [1].
Definicio´n 1. Un grupo algebraicoG es una variedad algebraica afı´n con estructura de grupo abstracto
tal que la aplicacio´n multiplicacio´n m : G × G → G, (g, h) → gh y la aplicacio´n inversa i : G →
G, g → g−1 son morfismos de variedades. Un grupo algebraico isomorfo a un subgrupo cerrado (Zariski)
de GLn(C) es llamado grupo algebraico lineal.
Ejemplo 1.
1. El grupo lineal general complejo GLn(C) de las matrices n×n, inversibles, con la multiplicacio´n
usual de matrices. El grupo lineal especial SLn(C) formado por las matrices con determinante 1
es un subgrupo cerrado de GLn(C). El grupo lineal proyectivo complejo PGLn(C).
2. El grupo multiplicativoC∗ := C\{0} ∼= GL1(C). El grupo de las matrices diagonales deGLn(C).
Los toros algebraicos Tn ∼= (C∗)n.
3. El grupo GL(V ) de las transformaciones lineales inversibles de un espacio vectorial complejo V
de dimensio´n n en si mismo.
Definicio´n 2. Una accio´n de un grupo algebraico G en una variedad algebraica X es un morfismo de
variedades
α : G×X → X, (g, x)→ α(g, x) := g · x
tal que para todo g1, g2 ∈ G, x ∈ X y e elemento identidad de G,
g1 · (g2 · x) = (g1g2) · x, e · x = x.
Diremos que X es una G−variedad.
Se definen Gx la o´rbita de x y Est(x) estabilizador o grupo de isotropı´a de x como
Gx = {g · x : g ∈ G}, Est(x) = {g ∈ G : g · x = x}.
Un conjunto W ⊂ X es llamado invariante por la accio´n de G en X , si gW = {g ·w : w ∈W} ⊂W
para todo g ∈ G.
Algunas propiedades de las o´rbitas y sus cerraduras son demostradas en [2, Proposicio´n 1.11].
Proposicio´n 1. (Brion) Dada una G−variedad X y un punto x ∈ X:
i) La o´rbita Gx es una subvariedad de X suave localmente cerrada y toda componente de Gx tiene
dimensio´n dimGx = dimG− dimEst(x).
ii) La cerradura Gx de una o´rbita es la unio´n de la o´rbita Gx y o´rbitas de dimensio´n menor. En
particular, la cerradura de cualquier o´rbita contiene una o´rbita cerrada (de dimensio´n mı´nima).
SeaC[X] el a´lgebra de las funciones regulares deX . Existe una accio´n inducida deG enC[X] definida
por
g · f(x) = f(g−1 · x).
Definicio´n 3. Un elemento f ∈ C[X] se denomina invariante por la accio´n de G o G−invariante si
f(g · x) = f(x) para todo g ∈ G y x ∈ X.
Si W es un subconjunto abierto e invariante de X , el conjunto de elementos invariantes de W es
C[W ]G := {f ∈ C[W ] : f(g · w) = f(w),∀g ∈ G,∀w ∈W}.
Ejemplo 2. Consideremos la accio´n del grupo multiplicativo C∗ en el plano afı´n C2 definida por
C∗ × C2 → C2, (t, (x, y))→ t · (x, y) = (tx, t−1y).
Las o´rbitas cerradas de esta accio´n son: el origen y las hipe´rbolas {(x, y) ∈ C2 : xy = c}, para cada
c 6= 0. La cerradura de los ejes sin el origen {(x, 0), x 6= 0} y {(0, y), y 6= 0} contienen el origen. Ası´ que
el conjunto de o´rbitas de C2 por esta accio´n de C∗ no es Hausdorff.
Esta accio´n induce una accio´n de C∗ en C[x, y], a´lgebra de las funciones regulares de C2,
C∗ × C[x, y]→ C[x, y], (t, f)→ t · f(x, y) = f(tx, t−1y).
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La funcio´n f es C∗− invariante si t · f = f , para todo t ∈ C∗, es decir∑
aij(tx)
i(t−1y)j =
∑
aijx
iyj , para todo t ∈ C∗, (x, y) ∈ C2,
que se cumple si y so´lo si ai,j = 0, i 6= j, ası´ f(x, y) =
∑
aii(xy)
i.
El a´lgebra de las funciones C∗−invariantes es C[x, y]C∗ = C[xy] ∼= C.
El morfismo φ : C2 → C definido por (x, y)→ xy es constante en las o´rbitas, invariante y suryectivo.
Ası´, (C, φ) define un cociente que no separa las o´rbitas {(x, 0) : x 6= 0}, {(0, y) : y 6= 0} y {(0, 0)}. Por
tanto (C, φ) no es un espacio de o´rbitas.
El estabilizador del origen Est((0, 0)) = {t ∈ C∗ : t · (0, 0) = (0, 0)} = C∗ tiene dimensio´n 1. El
estabilizador de cualquier punto {(x, y) : xy 6= 0} es {1}, ver figura 2.1 .
-2 -1 1 2
-5
5
Figura 2.1: O´rbitas de C2 por accio´n de C∗: fuente propia
Tipos de cocientes
Exponemos diferentes tipos de cocientes por la accio´n de un grupo algebraico afı´n en una variedad
algebraica.
Definicio´n 4. Un cociente catego´rico por la accio´n de G en X es un par (Y, pi), donde Y es una
variedad algebraica y pi : X → Y es un morfismo de variedades, constante en las o´rbitas y, para cada
variedad Y1 y morfismo φ : X → Y1 que es constante en las o´rbitas existe un u´nico morfismo φ : Y → Y1
tal que φ = φ ◦ pi.
Como pi es continua y constante en las o´rbitas, tambie´n es constante en las cerraduras de las o´rbitas.
Por consiguiente, un cociente catego´rico es un espacio de o´rbitas so´lo si todas las o´rbitas Gx son cerradas.
Definicio´n 5. Un cociente bueno por la accio´n de G en X es un par (Y, pi), donde Y es una variedad
algebraica y pi : X → Y es un morfismo afı´n tal que:
i) pi es G−invariante.
ii) pi es suryectiva.
iii) Para todo subconjunto abierto U en Y , pi∗ : C[U ] → C[pi−1(U)] es un isomorfismo de C[U ] en
C[pi−1(U)]G.
iv) Si W es un subconjunto cerrado invariante de X , entonces pi(W ) es cerrado.
v) Si W1, W2 son subconjuntos cerrados invariantes disjuntos de X , entonces pi(W1), pi(W2) son
disjuntos.
Si adema´s, la preimagen de cada punto es una u´nica o´rbita decimos que el cociente es geome´trico.
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Observacio´n. Gx1 ∩Gx2 6= ∅ si y so´lo si pi(x1) = pi(x2).
Denotamos por X//G y X/G el cociente bueno, cociente geome´trico de G por X , respectivamente.
Todo cociente bueno es un cociente catego´rico.
Definicio´n 6. Sea X ⊂ Cn+1 variedad afı´n o X ⊂ Pn variedad proyectiva. Una accio´n de un grupo
algebraico lineal G en X se dice lineal si existe una representacio´n
ρ : G→ GL(Cn+1) ∼= GLn+1(C)
tal que la accio´n de G en X es la accio´n inducida por
G× Cn+1 → Cn+1, (g, (x1, . . . , xn+1))→ ρ(g)(x1, . . . , xn+1).
El problema de la existencia de un cociente algebraico esta´ relacionado al problema de la generacio´n
finita del a´lgebra de invariantes.
Definicio´n 7. Un grupo algebraico lineal G es llamado
• reductivo si el radical de G (subgrupo normal soluble conexo maximal) es un toro algebraico.
• geome´tricamente reductivo si para cada accio´n lineal de G en Cn y cada punto G−invariante
v ∈ Cn, v 6= 0, existe un polinomio f ∈ C[x1, . . . , xn] homoge´neo invariante de grado mayor o
igual a uno tal que f(v) 6= 0.
Ejemplo 3. Los grupos GLn(C), SLn(C), PGLn(C), el grupo multiplicativo C∗, los toros alge-
braicos son reductivos. Estas definiciones son equivalentes en los nu´meros complejos. Nagata y Miyata
demostraron que todo grupo geome´tricamente reductivo es reductivo. Haboush en [4] probo´ que los grupos
reductivos son geome´tricamente reductivos.
Estas definiciones son equivalentes en los nu´meros complejos. Nagata y Miyata de-mostraron que
todo grupo geome´tricamente reductivo es reductivo. Haboush en [4] probo´que los grupos reductivos son
geome´tricamente reductivos
Masayoshi Nagata, demostro´ en [7]
Teorema 1. SeaG un grupo reductivo actuando racionalmente en un C−a´lgebra finitamente generado
R. Entonces, el suba´lgebra G− invariante RG es finitamente generado.
Toda accio´n lineal de un grupo reductivo G en una variedad afı´n X induce una accio´n racional de
G en el a´lgebra C[X]. Por el teorema de Nagata, el suba´lgebra de invariantes por la accio´n de G en X
es finitamente generado. Por tanto, existen polinomios G− invariantes f1, . . . , fm tales que C[X]G =
C[f1, . . . , fm].
El morfismo
φ : X → Cm, x→ (f1(x), . . . , fm(x))
se llama morfismo cociente. La imagen del morfismo es independiente de la seleccio´n de f1, . . . , fm y
(Cm, φ) es un cociente bueno [2, Teorema 1.24].
Teorema 2. Sea G un grupo reductivo actuando en una variedad afı´n X . Entonces, existe un cociente
bueno de X por G y X//G es afı´n. Si un grupo reductivo actu´a en una variedad afı´n, el morfismo cocien-
te φ : X → X//G define una correspondencia entre las clases de equivalencia de o´rbitas de X y puntos
deX//G pero algunas o´rbitas enX//G pueden identificarse, ası´ que no siempre es un cociente geome´trico.
2.2. Cocientes proyectivos. David Mumford demostro´ que quitando algunos puntos de X , llamados
inestables, el cociente de los llamados puntos semiestables por la accio´n deG tiene estructura de un cocien-
te bueno.
Las siguientes definiciones y resultados son tomados de [2], [8].
Definicio´n 8. Sea X ⊂ Pn una variedad proyectiva. Para cualquier accio´n lineal de un grupo reductivo
G en X , un punto x de X es llamado
• semiestable, si existe un polinomio f homoge´neo, G−invariante, de grado mayor o igual que 1
tal que f(x) 6= 0.
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• estable, si x es semiestable, la o´rbita Gx es cerrada en Xss y el estabilizador Est(x) es finito.
• inestable, si x no es semiestable.
Denotamos por Xss, Xs y Xun los conjuntos de puntos semiestables, estables e inestables de X ,
respectivamente.
El conjunto de puntos inestables Xun es un subconjunto cerrado de X .
El principal teorema de GIT en el contexto de variedades proyectivas es:
Teorema 3. Sea G un grupo reductivo que actu´a linealmente en una variedad proyectivaX . Entonces:
i) Existe un cociente bueno φ : Xss → Y y Y = Xss//G es una variedad proyectiva.
ii) Existe un subconjunto Zariski−abierto Y s de Y tal que φ−1(Y s) = Xs y Y s = Xs/G es un
cociente geome´trico.
iii) Para x1, x2 ∈ Xss, φ(x1) = φ(x2) si y so´lo si Gx1 ∩Gx2 ∩Xss 6= ∅.
iv) Para x ∈ Xss, x es estable si y so´lo si x tiene estabilizador finito y la o´rbita Gx es cerrada en
Xss.
Demostracio´n: [8, Teorema 1.12] 
El ca´lculo de los generadores del subal´gebra de polinomios homoge´neos invariantes por la accio´n no
siempre es fa´cil.
Criterio de Hilbert-Mumford
El Criterio de Hilbert-Mumford es un criterio nume´rico para determinar la semiestabilidad, inestabili-
dad, estabilidad de un punto de una variedad proyectiva en te´rminos de los pesos de la accio´n de subgrupos
a un para´metro de G.
Definicio´n 9. Un subgrupo a un para´metro de un grupo algebraico G es un homomorfismo no trivial
de grupos algebraicos
λ : C∗ → G, t→ λ(t).
Sea G un grupo reductivo actuando linealmente en una variedad proyectiva X ⊂ Pn. La accio´n de un
subgrupo a un para´metro de G, λ : C∗ → G induce una representacio´n de C∗ en Cn+1
C∗ → GL(Cn+1)
t → λ(t) : Cn+1 → Cn+1
v → λ(t) · v
que es diagonalizable. Es decir, existe una base {e1, e2, . . . , en+1} de Cn+1 tal que
λ(t) · ei = triei, para algu´n ri ∈ Z.
Los exponentes ri son llamados pesos de ei respecto a la accio´n de λ(t).
Dados un punto x ∈ X y x̂ ∈ x en el cono afı´n X̂ ⊂ Cn+1 escribimos x̂ = ∑n+1i=1 aiei respecto a esta
base.
Definicio´n 10. Sean x ∈ X y λ : C∗ → G un subgrupo a un para´metro de G. Si x̂ ∈ x en X̂ ⊂ Cn+1
y x̂ =
∑n+1
i=1 aiei entonces,
λ(t) · x̂ =
n+1∑
i=1
triaiei.
La funcio´n µ se define por
(2.1) µ(x, λ) = mı´n{ri : ai 6= 0}.
La definicio´n de la funcio´n µ es independiente de la seleccio´n de xˆ en el cono afı´n de X y de la base
de Cn+1.
Teorema 4. (Criterio de Hilbert-Mumford) Sea G un grupo reductivo actuando linealmente en una
variedad proyectiva X en Pn . Sea x un punto cualquiera de X , entonces
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i) x es semiestable si y so´lo si µ(x, λ) ≤ 0 para todo subgrupo a un para´metro de G.
ii) x es estable si y so´lo si µ(x, λ) < 0 para todo subgrupo a un para´metro de G.
iii) x es inestable si y so´lo si µ(x, λ) > 0 para algu´n subgrupo a un para´metro de G.
Demostracio´n: [8, Teorema 4.9]. 
Aplicando la definicio´n (2.1) se prueba
µ(g · x, λ) = µ(x, g−1λg), g ∈ G.
Entonces, es posible reemplazar un subgrupo a un para´metro λ(t) por un conjugado conveniente para los
ca´lculos.
Todo subgrupo a un para´metro de SLn(C) es conjugado a un subgrupo a un para´metro diagonal.
Proposicio´n 2. Para todo subgrupo a un para´metro λ : C∗ → SLn(C) existen enteros r1 ≥ r2 ≥
· · · ≥ rn , r1 + r2 + · · ·+ rn = 0, para los cuales λ(t) es conjugado en SLn(C) a una matriz diagonal
de la forma
(2.2) t −→ diag(tr1 , . . . , trn) =

tr1 0 · · · 0
0 tr2 · · · 0
...
... · · · ...
0 · · · · · · trn
 .
Demostracio´n: [5, Proposicio´n 7.5]. 
Ejemplo 4. Ca´lculo de las cu´bicas semiestables aplicando el Criterio de Hilbert-Mumford
Una cu´bica plana proyectiva compleja C es un conjunto de ceros de un polinomio homoge´neo F ∈
C[x, y, z] de grado 3, donde:
F (x, y, z) = a3,0x
3 + a2,1x
2y + a2,0x
2z + a1,2xy
2 + a1,1xyz + a1,0xz
2 + a0,3y
3
+ a0,2y
2z + a0,1yz
2 + a0,0z
3 =
∑
ai,jx
iyjz3−i−j ,
que es u´nico, salvo el producto por un escalar diferente de cero.
Calculamos los puntos singulares de F resolviendo el sistema de ecuaciones
∂F
∂x
=
∂F
∂y
=
∂F
∂z
= 0.
Entonces, (1 : 0 : 0) es punto singular de F si y solo si a3,0 = a2,1 = a2,0 = 0.
El grupo de automorfismos del plano proyectivo complejo P2 es PGL3(C).
Consideremos la accio´n de PGL3(C) en el espacio de cu´bicas planas
Hip3(2) = P{F (x, y, z) =
∑
ai,jx
iyjz3−i−j , 0 ≤ i, j ≤ 3}
por cambio de coordenadas. La aplicacio´n SL3(C) → PGL3(C) que asigna a una matriz su clase de
equivalencia es una isogenia (el nu´cleo de la aplicacio´n es un conjunto finito). Como los grupos a un
para´metro de SL3(C) son diagonalizables, estudiamos la accio´n
SL3(C)×Hip3(2)→ Hip3(2), (g, F (x, y, z))→ g · F (x, y, z) := F (g−1(x, y, z)).
Para determinar las cu´bicas semiestables aplicamos el Criterio de Hilbert-Mumford.
Por la proposicio´n 2, todo subgrupo a un para´metro de SL3(C) es conjugado a un subgrupo diagonal de la
forma λ(t) = diag(tr1 , tr2 , tr3) con r1 ≥ r2 ≥ r3, r1 + r2 + r3 = 0. Tenemos
λ(t) · F (x, y, z) =
∑
t−r1i−r2j−r3(3−i−j) ai,jxiyjz3−i−j
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y por consiguiente,
µ(F, λ(t)) = mı´n{−r1i− r2j − r3(3− i− j) : ai,j 6= 0}
Por definicio´n, una cu´bica F es semiestable si y so´lo si F no es inestable. Aplicamos el Criterio de Hilbert-
Mumford: F es inestable si y so´lo si µ(F, λ(t)) > 0 para algu´n λ(t) diagonal.
De la condicio´n r1 + r2 + r3 = 0 y asumiendo r1 > 0, r3 < 0, obtenemos
−1
2
≤ q2 = r2
r1
≤ 1.
Para cada (i, j) tenemos
i j q2 i j q2 i j q2 i j q2
3 0 - 2 1 < −2 1 2 < − 12 0 3 < 0
2 0 > 1 1 1 - 0 2 < 1
1 0 > − 12 0 1 > −2
0 0 > −1
Del ana´lisis de esta tabla, inferimos que las cu´bicas inestables son generadas por: xz2, y3, y2z, yz2, z3.
Ası´, las cu´bicas semiestables tienen la forma F (x, y, z) = a3,0x3+a2,1x2y+a2,0x2z+a1,2xy2+a1,1xyz.
Observamos que (1 : 0 : 0) no es punto singular de F .
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