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ABSTRACT
In conductive materials and semiconductors, a charge carrier under the effects
of an electric field will suffer collisions due to thermal fluctuations and impurities in
the lattice, altering their trajectory. The electronic properties of these materials depend
on the nature and frequency of these collisions; thus, they must be accounted for in
any model dealing with electrical conduction. Tracking all collisions individually,
while it may be possible within certain limits, forces the model to a large degree of
approximation. This work introduces a Monte Carlo-based methodology to electrical
transport in Ohmic materials that consists of two parts, the utilization of probability
distribution functions (PDFs) for a set of collisions (coarse grain), as opposed to
solving the transport equations for individual collisions and the use of homotopies to
parameterize PDFs what produces a continuous set of PDFs once a relatively small
number of them are explicitly parameterized. With the current approach, simulation
times are from a few hundred to a few thousand times smaller than explicitly solving
the transport equations. Average collision times are generated from distributions for a
set of n collisions (the grain size), and from there, transport properties are calculated.
Simulations were used to solve equations of motion based on the Drude’s Model of
electrical conductivity. The results of the simulations are then used to generate
probability distributions for various combinations of input parameters in order to
coarse-grain the transport model. Grain sizes of n=5 and n=50 were considered. A
homotopy on start time was first created by evaluating select distribution parameters
across a half cycle. An excellent agreement non-coarse grained model was obtained.
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The electric field was then incorporated into the model parameterization
leading to a PDF that, via a homotopy, can generate average collision time for any
initial position of the carrier under any electric field within a continuous range).
Results were validated using the non-coarse grained simulation under conditions not
used for the parametrization for up to 500,000 collisions, with current density values
being above 98.9% accurate. The goal of this work was to build a homotopy or
mapping that, given some input parameters, could output some transport properties to
aid experimental studies. The material of choice for this work was an ideal ohmic
conductor with a mean free path of 4.3× 10−9m.
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CHAPTER 1
INTRODUCTION
1.1

Background

As society advances to a more connected state, more and more devices are being
developed. These connected devices require detailed investigation prior to fabrication,
with demand expected to exceed supply in the coming years [1]–[4]. All of these
components that are used in every device are built using semiconductors. From diodes to
transistors and integrated circuits, they are built using semiconductors and have
contributed almost half a trillion dollars to the global economy in 2020 alone [5].
Considering the importance of electronic components, it is essential to understand
the characteristics of these materials and how they work in specific situations. 2021 also
saw what was termed the “Global Chip Shortage” due in part to the coronavirus
pandemic [6]–[10]. The supply chain issues the world experienced during this time
exposed the vulnerability of dependence on foreign supply chains as well as previously
underestimated trade friction and the potential knock-on effects on the semiconductor
industry [11]–[14]. This occurrence has encouraged the government to invest in this
important industry, with a recent report indicating that the US senate has approved over
$50 billion in subsidies for chip manufacturers [15] following the White House’s 100-day
review of US supply chains [16]. This investment has the benefit of incentivizing
additional research and development in this field.
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With these developments, some advances will inevitably be made, whether in the
fabrication of new materials, repurposing old ones, or finding new ways that they can be
used. To fully embrace the opportunities that exploring new directions would bring,
methods able to determine the connection between materials structure and its properties
are needed as a means to assist in the design of new materials with desired properties.
Many studies have investigated materials and their properties, such as conductance [17]–
[19], resistivity [20], carrier mobility ([20]–[23]), and carrier concentration [23]–[25].
These studies typically model a known physical quantity and compare its prediction to
experimental results, a very useful method that, however, can be somewhat limiting in the
scope as a singular material is usually studied.
Charge transport mechanisms are different processes that account for different
ways in which particles can move from one place to another. In order to study transport
processes, theoretical models have been created and are employed to quantitatively
describe different transport mechanisms, for example, and most relevant to this work, the
flow of electric current through some medium. The most basic of these models leads to
the Ohms law (Eq. 1-1); however, the actual transport mechanism depends on the
microscopic nature of the material, and therefore, models that account for microscopic
details and interactions can potentially be used to describe any transport regime.
𝑉

𝐼=𝑅

Eq. 1-1

An understanding of how charge carriers traverse various materials is the first step
required in the design and improvement of advanced devices. Charge carrier mobility is
one of the fundamental properties of materials in general that determine their conduction
properties. Carrier mobility has been extensively studied experimentally, addressing
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specific situations [26]–[31]. The interest goes beyond traditional semiconductors; Luo et
al., for example, examined the effects of enhancing carrier mobility in conjugated
polymer field-effect thin-film transistors by utilizing tetramethylammonium oxide. Their
experiments indicated a 24-fold increase in hole mobility compared to non-enhanced
materials [32]. Other research by Meijer shows that carrier mobility can be reliably
estimated experimentally [26], [31]. These experimental studies are useful in their own
right; however, one downside is that experiments must investigate singular materials at a
time. In that regard, transport models, on the other hand, can be specific to a given
material or study a particular property for a generic material and can often be used to
inform experimentalists on the best or most promising combinations to provide the best
performance.
Multiple computational transport models have been developed over the last few
decades. These models vary based on the underlying theoretical background upon which
they are built as well as the physical phenomena that are modeled [19], [33]–[39]. A
review of methods used in drift-diffusion models was provided by Jerome, which
summarized many of the current methods used in charge transport and some specific
analytic solutions [40]. Another publication by Jacoboni and Reggiani reviewed the
Monte Carlo method for the solution of charge transport [36]. Monte Carlo methods are
broadly described as a class of computational algorithms that use random sampling on a
repeated basis to provide some approximation of a numerical result [41]. In their review,
the authors provided a comprehensive model for the solution of charge transport in
semiconductors using unidirectional and periodic electric fields and magnetic fields. The
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authors also highlighted an algorithm for implementing said solution, which includes
provisions for dealing with materials impurities via scattering/collision events.
Another review of modeling techniques of charge transport in semiconductors by
Grondin et al. highlighted models that are particle-based, where the trajectories of
individual particles are tracked using ensemble Monte Carlo techniques [42]. In these
models, a random walk of an individual particle, subject to continuous acceleration and
collisions, is simulated as a sequence of free flights. Each free flight is independent of the
other and is terminated by some scattering event that is instantaneous. The ensemble
Monte Carlo calculations attempt to find as close to an exact stochastic solution to the
microscopic process. However, the transport accuracy depends on the accuracy of the
model and the number of statistically independent paths that are simulated. Another class
of models outlined is those that are energy-momentum conserving or hydrodynamic.
These models are based on obtaining moments of the Boltzmann transport equation. This
approach is not as computationally expensive as the ensemble Monte Carlo method
previously described; however, its complexity lies in the fact that various parameters,
such as the average collision time/ relaxation time, need to be known or obtained, often
via Monte Carlo. In that regard, some way of minimizing the computational cost of
Monte Carlo techniques is necessary.
Multiple methods exist for graining or coarse graining a process [43]–[46].
Broadly, coarse graining refers to reducing the granularity of a process to reduce the
computational complexity. It is particularly useful in cases where Monte Carlo is
involved. Many coarse graining methods will group like processes together [47] by
analyzing how a group of processes functions, rather than each individual process. This
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methodology inevitably has the drawback of a slightly reduced accuracy [48]; however,
provided that said reduced accuracy is within acceptable bounds, these methods are
invaluable in complexity reduction [49]. This approach has also been employed to
simulate charge transport [50], [51], with different models being developed regularly.
The goal of most of these coarse-grained models is to create a general-purpose model
that, by graining a process, grouping together elements of the system or processes that are
modeled as one unit, thus reducing the simulation time and the complexity of the system
to be modeled. The work presented in this dissertation is similar in that regard. The
primary difference is in the use of homotopies as a means for coarse graining.
The Chapter 3 discusses some of the important preliminary components that are
central to this dissertation: Monte Carlo Methods, Boltzmann Transport Theory, and
Drude’s Model. In most cases, two classes of problems are solved using Monte Carlo
methods: integration and optimization. For the purposes of this work, the methods
discussed will primarily address the optimization class of problems. Drude’s model of
electrical conductance, a simplification of the problem of electron transport through
conductors in both electric and magnetic fields, is also highlighted.

1.2

About This Work

This dissertation is organized as follows: Chapter 2 discusses the overall
methodology of the model, while Chapter 3 outlines the basics of a coarse-grained charge
transport model based on Drude’s model for charge carriers in a single dimension.
Potential routes to improve this model are outlined in Chapter 4 with details on various
statistical methods for parameterization as well as various problems encountered during
parameterization and potential solutions. Chapter 4 also outlines the results of a
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coarse-grained charge transport model with a homotopy in electric field and start time.
Chapter 5 outlines some of the methods that were implemented but were not successful as
a guide for future research. The conclusions and future work are discussed in Chapter 6.

CHAPTER 2
GENERAL METHODOLOGY
2.1

Introduction

Chapter 2 discusses some of the important preliminary components that are
central to this dissertation: Monte Carlo Methods, Boltzmann Transport Theory, and
Drude’s Model. Monte Carlo methods are broadly described as a class of computational
algorithms that use random sampling on a repeated basis to provide some approximation
of a numerical result [41]. In most cases, two classes of problems are solved with these
methods: integration and optimization. For the purposes of this work, the methods
discussed will primarily address the optimization class of problems. The basic Boltzmann
transport theory, which describes the statistical behavior of a thermodynamic system not
in equilibrium, is briefly discussed. Drude’s model of electrical conductance, a
simplification of transport of electrons through conductors in electric fields, is also
introduced, followed by the specifics of the transport model implemented in this work
and the coarse-graining approach that is the core contribution of this dissertation.
2.1.1

Monte Carlo Methods
Monte Carlo methods rely on a sequence of random values that are generated with

some given probabilities. The idea is to use randomness to simulate the solution of a real
system. Monte Carlo Methods are based on Markov chains, where every step in a
sequence is only correlated to the previous step. They are the go-to option when it is
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either difficult or impossible to use other methods, and they are particularly helpful in
optimization problems. For instance, Monte Carlo Methods can be used to more easily
simulate physical systems that otherwise would be too difficult due to the number of
variables, such as problems in fluid dynamics, strongly coupled solids, and interacting
particle systems [41]. At each step, a random value is sorted based on an appropriate
probability distribution that reflects the physics of a system.
One or more probability distributions are used. These distributions are where the
physics of the problem is coded. A random sample is then generated using said
distributions. That random sample is the output that follows the input distribution.
Analysis of the output is then performed to determine the next step. The main idea behind
this method is that because results are computed based on repeated random samples and
statistical analysis, an averaged, unbiased result will be produced. By doing so,
previously unknown parameters such as those of a distribution representing the flight
time of a carrier, which can be difficult to find experimentally, can be determined. Due to
the nature of Monte Carlo methods, each run is just one of a very large number of
possible paths the system may follow. Therefore, a large number of histories must be
simulated, and they can often take a lot of time to get to a reasonable approximation of
the solution; as such, they may seem time-consuming. Most Monte Carlo algorithms are,
however, embarrassingly parallelizable as one calculation is typically independent of the
other. Massively parallel systems can therefore take advantage of this built-in parallelism
advantage.
Monte Carlo methods are useful in solving multiple physical problems in
computational physics. More relevant to the purpose of this work, they are useful in
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providing solutions to electron charge transport problems [36], [41], [52]–[54]. Monte
Carlo methods enable the simulation of complex physical phenomena that would not be
possible or very hard to solve with conventional PDE analysis. Monte Carlo algorithms
specifically geared at electron charge transport are semiclassical in nature and will
generally yield a probabilistic solution to the Boltzmann transport equation. In this
general, semiclassical approach, the trajectory of charge carriers is tracked. The trajectory
is considered to consist of regions of free flight separated by scattering events that are
chosen randomly [33].
An accurate solution to the carrier transport problem requires fore knowledge of
the material under non-equilibrium conditions, such as the effect of a periodic electric
field. Additionally, though many models exist, each applies under specific conditions
and, in general, requires significant computational power to observe properties at the
nanoscale. In general, Monte Carlo methods, when used to model charge transport in
semiconductors, do so by simulating the motion of a charge carrier under the effects of
some external force due to an applied electric or magnetic field. One assumption is that
the motion of the carrier will be interrupted due to events, such as scattering caused by
defects in the material. The duration of the carrier flight, distance traveled, or the state
after a collision (event) is determined stochastically based on some given probabilities
describing the process.
2.1.2

Boltzmann Transport Theory

The Boltzmann Transport Theory forms the basis for developing microscopic
models for quantities such as mobility and conductivity [55]. It can be used to study
transport of charge carriers in various materials, particularly in gases.
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In the presence of external forces, the Boltzmann Transport Equation (BTE) applies (Eq.
2-1). Three main reasons account for a change in electron distribution:
1. The motion of the electron
2. The influence of external forces
3. Various scattering processes
The generalized BTE describes a system out of equilibrium due to the abovementioned reasons. It arises by considering a probability distribution for the probability
that a particle will be in a set position and has a particular momentum at a moment in
time which depends on the Fermi-Dirac distribution [55]. This equation (Eq. 2-1) can be
used to understand how physical quantities, such as energy and momentum, change when
particles are in transport [56]. Other properties can be derived, including viscosity and
electrical conductivity from these.
𝜕𝑓

|
𝜕𝑡

𝑐𝑜𝑙𝑙

=

𝜕𝑓

𝜕𝑓 𝑝

𝜕𝑓

+ 𝜕𝑥 . 𝑚 + 𝜕𝑝 . 𝐹
𝜕𝑡

Eq. 2-1

Eq. 2-1 shows the relation of how particles move, changing their position and
momentum because of diffusion, external fields, and collisions. The function f represents
the local concentration of electrons in a particular location. The first term evaluates how f
changes with time. The second term on the right comes from the movement of particles,
and the third is produced by particles drifting due to an external action such as a force.
Exact analytical solutions of the Boltzmann equation exist in some specific cases. While
these solutions can be insightful, they have limited practical use as they are available
under very restricted assumptions which are not generally applicable to a wide range of
applications [55]. Numerical methods, such as finite element methods (FEM), are used to
find approximate solutions to different forms of the BTEs [57]. One limitation of using

11
FEM specifically and numerical methods broadly is that an approximate solution of the
Boltzmann equation will be the result. Additionally, as it relates to FEM, continuity
between the finite elements describing the geometry must be maintained; otherwise,
solutions may be invalid [58]. Provided the geometry is properly defined, complex and
irregular shapes are easily discretized. One area of interest is the calculation of electrical
conductivity. Most applications of the solutions for electrical conductivity match in order
of magnitude with the semiclassical result; thus, they are particularly useful and
somewhat accurate. This dissertation does not use the BTE as a basis for charge transport
model development; rather, it uses a simplification, which is outlined in the section
below, the Drude Model, developed by Paul Drude [59]. This is sufficient for the main
purpose of this work which is to propose a homotopy-based coarse graining approach.
2.1.3

Drude’s Model

Drude’s model is a simplification of the transport problem. Two of the main
differences between the Drude Model and the more general Boltzmann Transport
Equation is that carriers are assumed to move in straight lines, and charge carriers are
non-interacting. The Drude model can also be considered a microscopic justification of
Ohm’s Law, the empirical observation of conductors, which states that voltage is
proportional to current [59].
𝑉 = 𝐼𝑅

Eq. 2-2

Since material properties are of interest, Eq. 2-2 can be rewritten in a manner that
is independent of the conductor geometry by restating the terms in Ohm’s Law in terms
of their microscopic equivalents. Eq. 2-2 further devolves into its component parts as
expressed in Eq. 2-3, with the implication of Eq. 2-4 that the applied electric field (E) is
equal to the product of the resistivity (𝜌) and current density (𝐽). By using that 𝑉 = 𝐸𝑙,
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where E is the applied electric field and l the length of the conductor, 𝐼 = 𝐽𝐴, where J is
𝑙

the current density and A the cross-sectional area of the conductor, and that 𝑅 = 𝜌 𝐴, Eq.
2-2 can be re-written as:
𝑙

𝐸𝑙 = 𝐽𝐴 𝜌 𝐴

Eq. 2-3

Where the geometrical characteristics of the conductor, A, and l cancel, making the
equation independent of the geometry. Now using that the conductivity is given by 𝜎 =
1⁄𝜌:
𝐽 = 𝜎𝐸

Eq. 2-4

The Drude model applies Boltzmann’s kinetic theory of gases to electrons. The
theory explains the electrical and electronic contribution to the thermal conductivity of
metals. One of the core building blocks of Drude’s Theory was that electrons could be
described as a classical gas of particles. In the original theory, four assumptions are made
[60]:
1. Between Collisions (that only include collisions with the lattice), the
interaction of a given electron, both with the other electrons and with the ions,
is neglected.
2. Collisions are instantaneous events that abruptly change the velocity of an
electron.
3. Electrons experience collisions with a probability 1/𝜏 per unit time, where 𝜏 is
the average collision time.
4. Electrons emerge from a collision with zero velocity.
Due to assumption 1, in the absence of an external electromagnetic field, electrons
are assumed to move in straight lines. This is also known as the free electron
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approximation [61]. The collisions in assumption 2 account for the interaction between
electrons and the crystal, either with the regular lattice, due to thermal vibrations, or with
impurities that create a distortion in the potential energy map the electron must navigate.
The quantity 𝜏 is known by many names, including the average collision time, relaxation
time, and mean free time. It is assumed to be independent of the position and velocity of
the electron and dependent on the material density, the temperature, and the distribution
of impurities.
Electrical conductivity is a fundamental property of interest when modeling
charge transport in various materials; the relationship has been outlined in Eq. 2-4. The
current density J is the current going through a cross-sectional area per unit of area, or in
terms of microscopic magnitudes.
𝐽 = −𝑛𝑒𝑣

Eq. 2-5

Where n is the carrier density (or electrons per unit of volume), e is the absolute
value of the electron charge, and the drift velocity is given by v. The minus sign accounts
for the convention that current is positive in the direction positive carriers would move in
an electric field (opposite to electrons). Note that in the absence of an electric field,
electrons will move at random in all directions; therefore, in the absence of an applied
electric field, v averages out to be zero, and there is no current. In the presence of a field
E, the drift velocity and current density can be expressed as follows:
𝑣𝑑 = −

𝑒𝐸𝜏

Eq. 2-6

𝑚

𝐽 = −𝑛𝑒𝑣𝑎𝑣𝑔 =

𝑛𝑒 2 𝜏
𝑚

𝐸

Eq. 2-7

Comparing with Eq. 2-4:
𝜎=

𝑛𝑒 2 𝜏
𝑚

Eq. 2-8
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The equations above (Eq. 2-6 to Eq. 2-8) account for an electric field that is
unidirectional, i.e., direct current. Many studies have studied conductivity under this
condition both experimentally and via simulations [62]–[66]. Some experimental studies
have investigated the characteristics of a charge carrier under the sole effects of a
periodic electric field ([32], [67]–[70]). However, these studies are usually for a specific
material as opposed to a generic model where a material is defined by variables that
represent its properties. Here is where modeling has an advantage, as it is better suited to
study materials at a more fundamental level where minimal changes in input can
potentially lead to significant changes in output.
A Monte Carlo simulation can be used to model such phenomena in materials
with impurities under the effects of a periodic electric field. A simulation will start when
a carrier has been given some initial position and velocity (which could be zero); then,
either the time of flight or distance traveled before a collision is determined
stochastically. These options are equivalent, and for this dissertation, some initial position
is given, and the time of flight is randomly selected. Further details of this specific
method are shared in Section 2.1.
With an applied electric field that is periodic in nature, Eq. 2-4 to Eq. 2-8 can be
redefined as follows.
𝐽(𝜔, 𝑡) = 𝜎(𝜔)𝐸(𝜔, 𝑡)

Eq. 2-9

𝐸(𝜔, 𝑡) = 𝐸0 cos(𝜔𝑡)

Eq. 2-10

𝜎

𝜎

𝜎

0
𝜎(𝜔) = 1−𝑖𝜔𝜏
= 1+𝜔02 𝜏2 + 𝑖𝜔𝜏 1+𝜔02 𝜏2

𝜎0 =
𝜎

𝑛 𝑒2𝜏

Eq. 2-11
Eq. 2-12

𝑚
𝜎

𝐽(𝜔, 𝑡) = (1+𝜔02𝜏2 + 𝑖𝜔𝜏 1+𝜔02 𝜏2 ) 𝐸0 cos(𝜔𝑡)

Eq. 2-13
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Where 𝜔 is the frequency of the electric field, note these equations provide the
solution to the direct current case (unidirectional electric field) for 𝜔 = 0. By considering
only the real part of 𝐽(𝜔) the root mean square of the current density, the square root of
the time average of the square of the current density, can be described via Eq. 2-14.
𝐽𝑟𝑚𝑠 (𝜔) =

1

𝜎0

√2 1+𝜔 2 𝜏2

Eq. 2-14

Tracking this information for a large number of collisions can be computationally
expensive. To address this challenge, collisions were grouped or coarse-grained, so an
event is defined as a set of collisions. Probability distributions are generated to describe
the state of the charge after this collective event. This grouping allowed for the transport
characteristics previously highlighted, such as the average collision time and,
subsequently, current density, to be generated from a probability distribution representing
positions and time after n collisions as opposed to one collision at a time, therefore saving
time. Using these distributions, material properties, such as conductance, can be easily
derived. This model is coarse-grained via the use of a homotopy to generate appropriate
PDF’s. A homotopy at base is a mapping of two continuous functions where one can be
morphed into the other. The mapping provides a continuous set of functions that are
intermediate functions between the two used to generate the homotopy. Additional details
on homotopies are provided in Chapter 3. In the implementation proposed here, rather
than morphing one distribution into another, a continuous map is created that
approximately matches a set of functions that have been explicitly parameterized. In this
way, it is not necessary to generate parameters for every condition to be simulated.
The simulation algorithm is composed of two main components: a charge
transport routine and a coarse graining routine. These simulations were performed on a
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single HPC server, the Queen Bee 2 (QB2) cluster. The QB2 cluster is available through
the Louisiana Optical Network Initiative (LONI) and was primarily used for running
simulations in parallel. The QB2 cluster had a 1.5 Petaflop peak performance when
introduced in 2014 and was ranked the 46th most powerful supercomputer in the world at
the time. The cluster currently contains 380 compute nodes, each containing 20 Xeon
processor cores and at least two NVIDIA Tesla K20X GPUs. The code was initially run
using the MATLAB programming language; however, due to licensing issues, the code
was ported over to python, which does not require a node-specific license. Components
of the chebpy routine were also used, a branch of root-finding tools provided by chebfun
[71].
2.2
2.2.1

Charge Transport Model and Algorithm

General Charge Transport Model Based on the Drude’s Model

The solution of the equation of motion for a free, charged particle in an oscillatory
field is simple; however, in real materials (e.g., conductors), charge carriers suffer
collisions that alter their trajectory. The collisions occur due to thermal fluctuations and
impurities in the lattice. These collisions can affect the material response; thus, a proper
way to account for them is needed if a model is to track carriers in the materials. A
complete model that considers interactions between charge carriers, the material, and
other components can be developed. However, the scale of these models becomes
increasingly complex and impractical to adequately model at the nanoscopic scale. To
address this complexity, a simplification, the Drude’s Model, which was proposed by
Paul Drude in 1990, may be used. The premise is that by using classical mechanics, the
material is treated as a fixed array in a collection of unbound electrons that collide
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randomly. The carriers will release all their momentum in each collision, effectively
resetting their speed to zero [60], and do not interact with each other.
Mathematically, this implies that the velocity (v) is re-set to 𝑣 = 0 every time the
carrier collides, and this can happen randomly, at any time 𝑡0 in their cycle. One of two
parameters is necessary to apply Drude’s model: λ, the average distance that a particle
travels between collisions or mean free path, and τ, the average time between collisions
or average collision time. The use of either of these two statistically derived quantities
allows a system to be modeled, and some derived quantity, such as the electrical
conductivity 𝜎, can be approximated.
This approach to simulating charge transport is not new. Jacoboni and Reggiani
(1983) previously provided an outline for developing Monte Carlo (MC) methods for the
solution of charge transport [36].
In general, the physical system will be defined via some input parameters,
including values such as the electric field, mean free path, start time, frequency, and the
total number of collisions. Once the system has been defined, initial conditions to the
problem are set. These initial conditions determine how the carrier behaves at the start,
while the behavior after a collision is determined by the scattering mechanism, such as in
the Drude Model, where carriers give out all their momentum. Following this step, total
flight time is evaluated, the state of the carrier is decided immediately before and after the
collision event, and data is collected to generate estimators. To examine such properties
at the nanoscopic level, one requires significant computing power. The specific transport
model used in this dissertation is outlined in 2.2.2.
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2.2.2

Charge Transport Model

A charged particle in a periodic electric field will slow down and speed up in
response to the electric field, provided there are no collisions. It is essentially a particle
bouncing back and forth indefinitely in a system at equilibrium. Figure 2-1: Charge
carrier in a periodic electric field with no collisions showing acceleration and velocity (a)
and position (b).

Figure 2-1: Charge carrier in a periodic electric field with no collisions showing
acceleration and velocity (a) and position (b).

Such a system can be easily modeled; however, it would not represent most of the
physical systems. The addition of collisions, required to resemble more closely the actual
process, complicates the solutions, and MC methods may be more appropriate to use. To
examine properties such as conductivity and average collision time at the nanoscopic
level, one requires significant computing power [42].
Many studies have been conducted over the last decades that simulate charge
transport in materials [63]–[66], though the majority of these evaluate the effects under a
DC electric field. In particular, significant work has been done on charge transport in

19
specific materials such as carbon nanotubes, polyimide films, and polyethylene [42],
[72]–[77], but not many studies have been reported discussing a more general solution.
Early studies have looked at charge transport in semiconductors [21], [28], [36],
[53] and the associated MC methods that were employed to model these material
properties. In MC models, it is usually assumed that particles do not interact with each
other, and thus no particle-particle collisions exist. The typical process for these models
is to apply a statistical approach to model the particle motion as a random walk of
individual particles. The particles are subjected to an applied electric field and collisions
with the media in which they are moving. Each “event” ends after a collision, with the
procedure repeated multiple times. A review of charge transport modeling techniques by
Grondin et al. indicates that such methods are computationally extremely expensive,
considering the incredibly vast number of carrier interactions occurring at the nano scale
[42].
When collisions are introduced, the prior equilibrium is broken, and this causes
changes to material conductance and resistivity, two of the more commonly evaluated
electrical properties. To understand this behavior, the effect of a periodic electric field on
the electrical properties highlighted above needs to be evaluated. The following
represents the relation between electric field strength and the force and Newton’s Second
Law that provides the dynamic variables, starting with the acceleration.
𝐸⃗ =

𝐹
𝑞

𝐹 = 𝑚𝑎

Eq. 2-15
Eq. 2-16
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The electric field here is defined as 𝐸⃗ = 𝐸 cos(𝜔𝑡). By equating Eq. 2-15 and
Eq. 2-16, the time-dependent acceleration representing the periodic/ alternating electric
field is defined as follows:
(𝑡) =

𝑞𝐸
𝑚

cos(𝜔𝑡)

Eq. 2-17

𝑎(𝑡) is then integrated after each collision (at 𝑡 = 𝑡0 ), under the initial conditions that
require that the velocity is zero to obtain the speed, and a second integration to obtain
𝑥(𝑡). The boundary conditions require that x(t) is continuous at 𝑡 = 𝑡0 , to obtain 𝑣(𝑡) and
𝑥(𝑡) that are given by equations Eq. 2-18 and Eq. 2-19.
𝑣(𝑡) =
𝑥(𝑡) =

𝑞𝐸
𝜔𝑚

sin(𝜔𝑡) −

𝑞𝐸
𝜔𝑚

sin(𝜔𝑡0 ) , 𝑣(𝑡0 ) = 0

Eq. 2-18

−𝑞𝐸
𝑞𝐸
{cos(𝜔𝑡)
)}
{sin(𝜔𝑡0 )
−
cos(𝜔𝑡
−
0
𝜔2𝑚
𝜔𝑚
(𝑡 − 𝑡0 )} + 𝑥0 , 𝑥(𝑡0 ) = 𝑥0

Eq. 2-19

Using Eq. 2-17 to Eq. 2-19, at any time t, the position, velocity, and acceleration
of a charge carrier can be extracted. The model description indicates that a charge carrier
must travel a certain distance, ∆𝑥, before a collision occurs. The probability 𝜉 that the
next collision happens at that distance, ∆𝑥, is given by
∆𝑥

𝜉 = 𝑒− 𝜏

Eq. 2-20

By using Eq. 2-20, a random number with an exponential distribution is generated
using a uniform distribution or random numbers. This distance is sorted from this
exponential distribution and thus given by Eq. 2-21.
∆𝑥 = −𝜆 log{𝑟𝑎𝑛𝑑(0,1)}

Eq. 2-21

Given a current position, the position for the next collision is obtained by
selecting a random number between zero and one and multiplying the log of that number
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by the mean free path (𝜆). Eq. 2-21 captures the fact that collisions occur at random due
to imperfections in the material.
To find the time that said collision occurs, Eq. 2-19 is solved for ∆𝑡, thereby
provides a time 𝑡 > 𝑡0 that a collision occurs at position 𝑥 = 𝑥0 + ∆𝑥. Following each
collision, the initial condition, 𝑥0 , or more generally 𝑥𝑖 , is updated in Eq. 2-19 to reflect
the new position at the collision point, and the process is now repeated. To illustrate this
charge transport model, Table 2-1 summarizes the simulation input parameters, and
Figure 2-2 shows the position, velocity, and acceleration of a charge over time. Given
that 𝑡0 shifts the initial conditions for the equation of motions, we will refer to it as time
offset.

Table 2-1: Simulation Input Parameters
Input Parameter

Value

𝑬𝟎

10 N/C

𝝀

4.3 × 10−9 m

Time Offset

0s

Frequency

1.75 × 109 Hz
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Figure 2-2: Charge carrier in a periodic electric field with multiple collisions.

The charge transport algorithm as implemented is shown in the flow diagram in
Figure 2-3.

Figure 2-3: Charge transport model algorithm.

This transport model utilizes the mean free path, frequency, start time, and
electric field as inputs to simulate transport of a charged particle through a material. The
path of a single charge carrier is tracked, including details at all collision points. In order
to address the challenge of the time complexity of this algorithm, collisions can be
grouped into events. A single event represents a collection of n collisions. This event size
can be any value; however, the following section uses an event size of n = 5. The
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justification for this selection will be highlighted in Chapter 3. This process is broadly
known as coarse graining.

2.3

Coarse Graining Methodology

Coarse graining aims to simulate the behavior of some complex event in a
simplified manner. This is typically done at various granularity levels. This grouping
allows for the transport characteristics previously highlighted, such as τ, to be generated
from a probability distribution representing n collisions rather than explicitly evaluating
every single collision based on a distance generated by Eq. 2-21 and inverting Eq. 2-19.
Additionally, as illustrated in Table 2-1, multiple combinations of input parameters are
possible. To perform exhaustive calculations at each combination of values would be
both time-consuming and impractical. Coarse graining of the model, on the other hand,
provides more efficient use of resources, provided that potential tradeoffs in accuracy are
within acceptable limits. The details of the coarse graining process are outlined here.
Statistical analysis of characteristics such as time and distance traveled after n
collisions were completed to coarse grain the model. One of the output parameters of
interest, 𝜏, as outlined in Eq. 2-14, was calculated and statistical analysis performed. To
find the value for 𝜏, collisions were grouped into events of n=5, and the time taken for
the charge carrier to experience n collisions was recorded. To do this for individual
collisions, the distance traveled is sorted from Eq. 2-21, and the flight time is obtained by
inverting Eq. 2-19. This is repeated n times. 𝜏 is calculated as a simple average given by
Eq. 2-22.
𝜏𝑛 =

∑𝑛
𝑖=1 𝑡𝑖
𝑛

Eq. 2-22
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This computation was then repeated several times, and the results were compiled
into a histogram. Analysis of the histogram’s shape indicated that the data likely followed
a combination of normal distributions. The probability density function for this
distribution is outlined in Eq. 2-23.
1 𝑡−𝜇

𝑓(𝑡 | 𝜇, 𝜎, 𝜁) =

2

𝑖)
− (
1
2 𝜎𝑖
∑2𝑖=1 𝜁𝑖 .
𝑒
𝜎𝑖 √2𝜋

Eq. 2-23

Here, the mixing parameter 𝜁2 = 1 − 𝜁1 for i=1, 2. The parameters of the normal
distribution presented above represent the mean (𝜇), standard deviation (𝜎), and mixing
parameter (𝜁). The mixing parameter (𝜁) is essentially the probability that an observation
will come from population i. The use of 𝜁 easily allows for generating observations from
a bimodal distribution with multiple 𝜇 and 𝜎 as in Eq. 2-23 above. Each unique set of
input parameters provided slightly different outputs. Utilizing the parameters of this PDF,
a distribution representing possible values of 𝜏𝑛 was generated. Now, instead of
simulating each individual event, a random value can be sorted from the generated
distribution and is equivalently treated as five collisions (5𝜏𝑛 ). Since the possible
variation in input parameters was essentially infinite, a limited number of start positions
and electric fields were considered during the coarse graining process. That is to say that
the possible start times within a cycle (0 ≤ 𝑡 ≤

2𝜋
𝜔

) can be broken down to a very fine

level that is uncountably infinite. Therefore a limited number of start positions are
selected within a cycle and explicitly used as the position at the start of a simulation. The
homotopy is constructed by taking values of 𝜇, 𝜎 and 𝜁 and making them a function of
the simulation parameters, in this case, start time, electric field, and frequency. Here the
PDE parameters are first made a function of the start time and then a combination of start
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time and electric field. Additionally, as this model considers periodic electric fields, the
periodic nature of the model provides some additional simplification; the overall effects
observed in the first half of a cycle were more or less duplicated in the second half of the
cycle. As such, evaluating start times (Eq. 2-19) required only half of a cycle.

CHAPTER 3
HOMOTOPY ON START TIME
3.1

Homotopy Theory

A homotopy at base is a mapping of two continuous functions where one is
morphed into the other. A topological space is a pair of objects (Χ, Τ), where X is a nonempty set and Τ is a collection of subsets of X such that X and the null element are
elements of T as well as the intersection and union of elements of T that are also elements
of T. In appropriate notation:
1.

Χ ∈ Τ

2.

∅ ∈ Τ

3.

If Ο1 , Ο2 , … , Ο𝑛 ∈ Τ, then Ο1 ∩ Ο2 ∩ … ∩ Ο𝑛 ∈ Τ

4.

If ∀ 𝛼 ∈ 𝐼, Ο𝛼 ∈ Τ, then ∪𝛼∈𝐼 Ο𝛼 ∈ Τ

Above, X is the underlying set, T is the topology on X, and all members of T are
open sets [78].
Let 𝑥, 𝑦 ∈ 𝑋, then X is said to be path-connected if there is a path that connects 𝑥
to 𝑦 for all 𝑥, 𝑦 [78]. In a topological space, every path-connected space is generally
connected. A space is connected if it cannot be partitioned into two open sets without
breaking any path. Let X be a topological space that is path-connected; if X is
disconnected, then ∃ 𝐴 ≠ ∅ or X ⊂ 𝑋 ∋ 𝐴 that is both open and closed which is a
contradiction.
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Let 𝑎 ∈ 𝐴 and 𝑏 ∈ 𝐶(𝐴). Since X is path connected, ∃ 𝑓: [0,1] → 𝑋 ∋ 𝑓(0) =
𝑎, 𝑓(1) = 𝑏. 𝐶(𝐴) here represents the closure of A: all points in A and all limit points in
A. Similarly, consider 𝐵 = {𝑡 ∋ 𝑓(𝑡) ∈ 𝐴}. The set 𝐵 ≠ ∅ since 𝑓(0) = 𝑎 ∈ 𝐴, and 𝐵 ≠
[0,1] since 𝑓(1) = 𝑏 ∉ 𝐴. The set B is, therefore, either open or closed but not both
since [0,1] is connected, and A can similarly be open or closed but not both [78].
Let 𝑓1 , 𝑓2 be paths in X that connect x to y where 𝑥, 𝑦 ∈ 𝑋, then 𝑓1 is said to be
homotopic to 𝑓2 if ∃ 𝐻: [0,1]2 → 𝑋, where H is continuous and the following hold true
for 0 ≤ 𝑥, 𝑡 ≤ 1.
𝐻(0, 𝑡) = 𝑥
𝐻(1, 𝑡) = 𝑦
𝐻(𝑠, 0) = 𝑓1 (𝑠)
𝐻(𝑠, 1) = 𝑓2 (𝑠)
The function H here is called the homotopy connecting 𝑓1 to 𝑓2 and both belong to
the same homotopy class. In a simply connected space, any path between two points can
be deformed into any other space [78]. A homotopy can be viewed as a set of paths
within the space of continuous functions 𝐻, connecting two points in the space such that
one can be deformed into the other. An alternative view of a homotopy is one of a family
of continuous paths from 𝑓1 to 𝑓2 . For every point 𝑠 ∈ 𝐼, there is a path from 𝑓1 (𝑠) to
𝑓2 (𝑠) [78], therefore as long as a path exits, the two are connected.
3.2

Preliminaries to a Homotopy on Start Time

The coarse graining of the model is presented in this section. Due to how this
model is built, the position of a carrier is determined by the time. This is illustrated in Eq.
2-17 to Eq. 2-19. Since position can be determined from time, it is not strictly necessary
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to track the position of the carrier, as the equivalent evaluation of start time provides
similar information. Additionally, different start times are implemented via a time offset,
that is, some 𝑡 ≥ 0 which indicates the start of the simulation.
Before evaluating the overall effects of the start time on average collision time
and conductivity, a preliminary study was done to determine how changes in start time
affected end time after five collisions (1 event). By start time, we mean the part of the
cycle where the charge is first observed. The idea was to simulate charge transport after
a single event, then repeat the process a set number of times and evaluate the results.
Results from the baseline model are discussed below. A sample size of m=10,000 events
was used as a baseline for the final evaluation. The choice of m=10,000 event is based on
a comparative study described in Figure 3-1.

Figure 3-1: Comparison of distributions with varying total number of events (m)
describing time data a) 100 events b) 1,000 events c) 10,000 events d) 100,000 events.
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Each order of magnitude, starting at 100 until 100,000, was evaluated with simulation
input parameters outlined in Table 3-1. In each case, the only difference was the total
number of events. The parameter used for these simulations are reported in Table 3-2.
The procedure can be summarized as follows. A particular time within a cycle is chosen
as starting time, and the position for the next collision is determined randomly based on
the mean free path. The flight time is calculated from Eq. 2-21. From the place and time
of the last collision, the displacement until the next collision is randomly chosen, and the
time calculated from Eq. 2-21. This process is repeated for a total of n collisions, and the
collision time is averaged for the n collisions. This n-collision event is what is referred to
as an event in this document. The process is repeated for a chosen number of events m.
This average flight time is assumed to be distributed according to normal distribution or a
bimodal distribution consisting of two Gaussian distributions. A histogram of event flight
time is used to parameterize the normal distributions.

Table 3-1: Simulation Input Parameters
Input Parameter

Value

𝐄𝟎

30 N/C

𝝀

4.3 × 10−9 m

Time Offset

0s

Frequency

1 × 107 Hz

Carrier Density

8.491 × 1028
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Table 3-2: PDF Parameters for Estimates for Different Numbers of Events
Number of events

𝝁 (s)

𝝈 (s)

𝜻

100

1.668 × 10−10

4.019 × 10−11

1.0

1,000

1.813 × 10−10

4.172 × 10−11

1.0

10,000

1.790 × 10−10

4.185 × 10−11

1.0

100,000

1.791 × 10−10

4.183 × 10−11

1.0

The results presented in Figure 3-1 and Table 3-2 indicate that a selection of 1000
events or greater may be appropriate for parameter estimation. The difference between
1,000 and 10,000 is less than 1%. Above 10,000 events, there is minimal change in the
values of 𝜇 and 𝜎. The difference is less than 0.1% between 10,000 and 100,000. To
further test the quality of the probability distributions, collision times were sorted from
these distributions with parameters provided in Table 3-2 to those from the original
histogram (Figure 3-1). The results of this comparison are presented in Figure 3-2.
A visual inspection of Figure 3-2 indicated that a) where 1,000 events were
simulated was the least similar to the original histogram, while d) was the most similar.
To quantify the comparison, a similarity score was defined and used.
The similarity score S between A and B, with 0 ≤ 𝑆(𝐴, 𝐵) ≤ 1, from less similar
to more similar, is expressed by Eq. 3-1, where Ai and Bi are the bin height in the
normalized histogram A and B, respectively.
𝑆(𝐴, 𝐵) = 1 − ∑𝑖 |𝐴𝑖 − 𝐵𝑖 |

Eq. 3-1
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Figure 3-2: Comparison of distributions with varying total number of events (n)
describing time data a) 100 events b) 1,000 events c) 10,000 events d) 100,000 events
with original simulation data overlaid.

If S (A, B) = 0, there is no overlap between A and B. A score larger than zero
indicates some similarity; the two histograms have some bins that overlap, and the larger
the score, the larger the overlap. The closer to 1, the larger the similarity. The similarity
of a histogram to itself, 𝑆(𝐴, 𝐴) is equal to 1. It is important to note that the number and
size of the bins are the same in both histograms. The larger the absolute difference in
heights of the bins, the lower the similarity. Since bin locations are fixed, a quantitative
measurement can be achieved and compared as needed.
The results are reported in Table 3-3.
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Table 3-3: Similarity of Histogram Data for Time to 1 Event
Event Size (m)

Similarity

100

80.260%

1,000

89.312%

10,000

92.090%

100,000

92.104%

The results in Table 3-3 show a moderate improvement in similarity as the total
number of events increases. The similarity for 100,000 events is only 0.014% higher than
for 10,000 events which is already above 90%. This indicates that it is not cost-effective
to go above 10,000 events. Conversely, there is a clear difference in similarity between
100 events and 1,000 events. With a difference of over 9%, the benefits outweigh the
costs in this instance. The difference in similarity from 1,000 to 10,000 events, less than
3%, may be small enough for some applications, so simulating between 1,000 and 10,000
events is at the user’s discretion. However, overall, the similarity between the average
collision time generated from a coarse-grained simulation and one where each collision is
simulated individually is below 90%, which was considered the lowest acceptable
benchmark based on previous tests. These previous smaller scale simulations indicated
that with similarity values of under 85%, the error in values generated from distributions
was relatively high (over 20%). At a similarity of 90% or above, these same tests indicate
that the error was less than 10%, in some cases, less than 1%; therefore, a benchmark of
90% was set. While the tradeoff in simulation time is significant, the increase in accuracy
at 10,000 events meets the accuracy benchmark. The above indicates that it is possible to
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coarse-grain the charge transport model by groupings of collisions without significantly
reducing accuracy.
Another area of interest was in the total simulation time of the coarse-grained
model versus the individual simulations. A comparison of the total simulation time was
conducted for the sample sizes in Figure 3-3. An important provision must be made here.
Despite these individual simulations being run on the QB2 cluster, task parallelism was
not implemented since each charge carrier is independent of the other. Rather, data
parallelism was implemented, with up to 20 different data streams being processed
simultaneously. The times reported here are equivalent to a single data stream being
processed by a single processor. The times used in Figure 3-3 represent the shortest times
lapsed for a single run at each event level.

Figure 3-3: Comparison of individual collision simulation time and coarse-grained times
for generation of various numbers of events (m).

The data presented in Figure 3-3 indicate a minimum speedup in wall time of at
least 800 times the original simulation time. On the larger scale of total events, a speedup
of over 11,000 times the original simulation time was observed. The most
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time-consuming component of the transport routine is eliminated by sorting from a
distribution and thus the speed up. Indeed, a significant part of the speedup is observed
from sorting random numbers from a probability distribution in the coarse-grained model
rather than having to solve equations for each collision. Similarly, if probability
distributions were created for every collision instead of every five collisions, a very
significant speedup would still be achieved. The speed up due to the coarse graining will
roughly scale with n. The raw values are shown in Table 3-4.

Table 3-4: Simulation Time for Individual Collisions and a Coarse-Grained Model
Events

Individual Collisions (s)

Coarse Grained (s)

100

438

0.5

1,000

3321

1.5

10,000

16416

2.5

100,000

142560

12

While there is a slight tradeoff in accuracy, the significant time savings make this
model a good option, provided that approximately 92% accuracy is reasonable. Higher
accuracy is possible; however, the tradeoff in computation time is significantly larger
than in the preceding case; therefore, a baseline of 10,000 events was selected as the
optimal option for the model and its associated developments.

3.3
3.3.1

Homotopy on Start Time

Grain Size of n=5
While section 3.2 outlined the results of the coarse-graining process, this was

merely the first step, confirming that coarse-graining was possible. This section deals
with the results of developing the homotopy on start time. As previously mentioned, the
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position of a charge carrier can be determined if the time that carrier is in said position is
known. However, the distribution of travel time will depend on the initial position in the
cycle or the starting point of the carrier. In other words, if the initial time is such that the
field is at a maximum, then the travel time between collisions will be shorter since
acceleration is larger than if, at the starting time, the electric field magnitude is small. To
evaluate this, multiple simulations were conducted with eight initial starting times, each
corresponding to a specific start position within a single cycle. These points are shown in
Table 3-5.

Table 3-5: Summary of Simulation Start Times and Corresponding Positions (+ and Indicate the Direction of Movement)
Offset Name

Position Offset (m)

Time Offset (s)

B

1.34 × 10−3

0

B/2 +

−4

6.68 × 10

1.67 × 10−8

0+

2.17 × 10−19

2.5 × 10−8

-B/2 +

−6.68 × 10−4

3.33 × 10−8

-B

−1.34 × 10−3

5.0 × 10−8

-B/2 -

−6.68 × 10−4

6.67 × 10−8

0-

−2.17 × 10−19

7.5 × 10−8

B/2 -

6.68 × 10−4

8.33 × 10−8

Note that due to the symmetry of the problem, starting at B is the same as starting
at -B, as there is a mirror symmetry around the origin. The only difference is the signs of
the time offset indicating the direction of movement. This was further explored, and
Figure 3-4 shows the minimum and maximum time for one event based on 10,000 total
events per time offset from Table 3-5. This shows some semblance of symmetry when
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considering all simulations for different start times and the minimum and maximum
values are approximated repeated at each half cycle.

Figure 3-4: Comparison of select start times and eventual stopping times after one event.

Due to the rather large differences in the intervals of the selected start times, the
granularity needed to be decreased. The intent was to evaluate any trends in the data and
their utility for building the homotopy on start time. Additionally, instead of looking at
the minimum and maximum times, the mean and standard deviation were investigated.
The simulation input parameters for Figure 3-4 and Figure 3-5 were the same as those
shown in Table 3-1.
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Figure 3-5: Comparison of select start times and parameters describing distributions of
total flight time after one event.

Figure 3-5 represents a more granular investigation of how start time affected the
mean and standard deviation of the datasets. Four hundred eighty intermediate points
were selected within a single cycle based on the Frequency (from 0 to 1/F). For each start
time, 10,000 events were generated similar to the results presented in 3.2 and analyzed
likewise by calculating 𝜇 and 𝜎. The results shown in Figure 3-5 also confirmed, to a
greater extent, the symmetry of the problem observed in the previous section: the average
carrier flight time relative to its starting time is symmetric. This implies that the problem
can be reduced to a ½ cycle.
By using the information from Figure 3-5, a homotopy on start time was created,
where given any start time t from a continuum between B and -B, the distribution of flight
times for one event (5 collisions) can be constructed from the homotopy between PDFs
with parameters that are a continuous function of the start time. The function defining the
parameters is fit by using the parameters determined for start time specifically simulated.
In other words, 𝜇𝑖 and 𝜎𝑖 , the parameters of a normal distribution that better fit the
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histogram of average collision times for specific start times 𝑡𝑖 are used to fit continuous
functions 𝜇(𝑡𝑖 ) and 𝜎(𝑡𝑖 ) that span a certain interval of starting times. The homotopy
𝐻(𝑡𝑖 ) is then:
1

𝐻(𝑡𝑖 | 𝜇, 𝜎) = 𝜎(𝑡 )√2π 𝑒

2
1 𝑡−𝜇(𝑡𝑖 )
)
2
𝜎𝑖

− (

Eq. 3-2

𝑖

With Eq. 3-2, the flight time for an event consisting of n collisions can be sorted
out for any start time in the first half of cycle s 𝑡𝑖 = [

2(𝑠−1)𝜋 (2𝑠−1)𝜋
𝜔

,

𝜔

] For instance, 𝑠 = 0

𝜋

is the first cycle Eq. 3.2 can be evaluated for any value in 𝑡𝑖 = [0, 𝜔]. The second half of
the interval 𝑡0 = [

(1𝑠−1)𝜋 2𝑠𝜋
𝜔

,

𝜔

] being mirror symmetric to the first half; therefore, for a

start time in that second have, Eq. 3-2 is evaluated at a symmetric mirror time in the first
half.
Initial results from the homotopy were relatively mixed. When the individual
collision simulation data were compared to the coarse-grained data from the homotopy,
start times near the center of the interval (1/4 cycle) produced relatively poor results: the
highest similarity score was less than 50%. These required some additional investigation.
A visual inspection of the data within this range shows that at those starting times, the
distribution is actually bimodal and cannot be represented by a single Gaussian
distribution. Figure 3-6 shows an example of this issue, while Table 3-6 outlines the
specific simulation input parameters for that run.
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Figure 3-6: Histogram of data with time offset near ¼ of a cycle

Table 3-6: Simulation Input Parameters
Parameter

Value

𝑬𝟎

30 N/C

𝝀

4.3 × 10−9 m

Time Offset

2.403 × 10−8 s

Frequency

1 × 107 Hz

With the simulation input parameters outlined above, the bimodality was
observed with a time offset between 2.3673 ∗ 10−8 s and 2.4285 ∗ 10−8 s. While this
interval is relatively small, the goal of this work is to create a homotopy (mapping) that
can provide an end time given any start time within a ½ cycle. If only one event were
considered, this would not be too significant. However, the homotopy should be able to
predict the end time of continuous events. That is, for two events 𝐸𝑖 and 𝐸𝑖+1, the starting
point of 𝐸𝑖+1 is calculated by adding the sorted flight time to the starting time of 𝐸𝑖 . If the
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paths from 𝐸𝑖 to 𝐸𝑖+1 are not convergent, then the mapping is inaccurate and thus not
applicable. However, if there are convergent paths (𝑓𝑗 ) that connect 𝐸𝑖 and 𝐸𝑖+1, then
these paths are homotopic to each other.
Further analysis of the data around the region of interest (between 2.3673 × 10−8
s and 2.4285 × 10−8 s) revealed that the bimodality was both gradual and predictable.
This was noted when an additional 50 start times within and near that region were
investigated. By utilizing a combination of two Gaussians with a mixing parameter (𝜁)
that determines the relative contribution of each of the two normal distributions (Eq. 222), a proper homotopy at these troubled time intervals was built. Overall, the homotopy
for the half cycle is presented as a seven-part piecewise function, with the coefficient of
determination ranging from 0.8077 ≤ 𝑅 2 ≤ 0.9950 in both 𝜇 and 𝜎. Each section of the
piecewise function was fit to a polynomial of degree 2:
(𝑡) = 𝑃1 𝑡 2 + 𝑃2 𝑡 + 𝑃3

Eq. 3-2

The standard deviation, mean, and mixing parameter are all represented by the
form of Eq. 3-2. Additionally, as illustrated in Figure 3-6, to handle the bimodality, a
combination of normal distributions was used in one particular interval. These areas are
shown in Table 3-7 with 𝜇2 , 𝜎2 and 𝜁 being the representations of these binomials for the
interval 2.3622 × 10−8 < 𝑡 ≤ 2.4336 × 10−8 . Table 3-7 summarizes the fit parameters
and intervals, delimited by the lower and upper bound, where they apply.
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Table 3-7: Homotopy on Start Time Parameters
𝑷𝟏

𝑷𝟐

𝑷𝟑

Lower (s)

Upper(s)

7.687 × 10−12

1.919 × 10−11

1.916 × 10−10

0

1.6250 × 10−8

2.008 × 10−11

6.487 × 10−11

3.114 × 10−10

1.6250 × 10−8

2.2500 × 10−8

1.440 × 10−11

6.925 × 10−11

5.533 × 10−10

2.2500 × 10−8

2.3622 × 10−8

−5.203 × 10−11

−2.987 × 10−11

7.781 × 10−10

2.3622 × 10−8

2.4336 × 10−8

3.591 × 10−11

−3.102 × 10−10

1.086 × 10−9

2.4336 × 10−8

2.6250 × 10−8

2.917 × 10−11

−8.328 × 10−11

3.334 × 10−10

2.6250 × 10−8

3.2500 × 10−8

9.439 × 10−12

−2.204 × 10−11

1.922 × 10−10

3.2500 × 10−8

5.0000 × 10−8

1.890 × 10−12

4.562 × 10−12

4.480 × 10−11

0

1.6250 × 10−8

5.705 × 10−12

1.647 × 10−11

7.346 × 10−11

1.6250 × 10−8

2.2500 × 10−8

9.406 × 10−12

2.574 × 10−11

1.394 × 10−10

2.2500 × 10−8

2.3622 × 10−8

−4.816 × 10−21

−7.574 × 10−21

3.506 × 10−20

2.3622 × 10−8

2.4336 × 10−8

1.425 × 10−11

−5.167 × 10−11

1.772 × 10−10

2.4336 × 10−8

2.6250 × 10−8

5.324 × 10−12

−1.723 × 10−11

7.702 × 10−11

2.6250 × 10−8

3.2500 × 10−8

2.133 × 10−12

−5.014 × 10−12

4.489 × 10−11

3.2500 × 10−8

5.0000 × 10−8

𝒇𝜻𝟏 (𝒕)

6.121 × 10−2

−5.841 × 10−2

4.337 × 10−1

2.3622 × 10−8

2.4336 × 10−8

𝒇𝝁𝟐 (𝒕)

6.523 × 10−11

−1.193 × 10−10

−7.777 × 10−11

2.3622 × 10−8

2.4336 × 10−8

𝒇𝝈𝟐 (𝒕)

2.696 × 10−20

−4.046 × 10−20

6.931 × 10−20

2.3622 × 10−8

2.4336 × 10−8

𝒇𝝁𝟏 (𝒕)

𝒇𝝈𝟏 (𝒕)

The second mixing parameter 𝑓𝜁2 (𝑡) is found as simply as the complement of
𝑓𝜁1 (𝑡), 𝑓𝜁2 (𝑡) = 1 − 𝑓𝜁1 (𝑡) as it is the probability of the complementary event occurring.
When used in concert, the functions presented in Table 3-7 represent the homotopy on
start time, whereby the time of flight of a carrier can be predicted with a grain size of 𝑛 =
5. Further, since the entire space is path connected, that is, there exists a path from any
point within the space to another, events can be chained together. For a series of
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connected events, E, the end point of event 𝐸𝑖 becomes the start point of event 𝐸𝑖+1 . A
comparison homotopy-based coarse-grained simulation with simulations where collisions
are individually accounted for results is presented in Figure 3-7 to Figure 3-11 and Table
3-8 and Table 3-9.

Figure 3-7: Homotopy on start time for 100 events showing total flight time a) and
Current Density b).

Figure 3-8: Homotopy on start time for 1,000 events showing total flight time a) and
Current Density b).

43

Figure 3-9: Homotopy on start time for 10,000 events showing total flight time a) and
Current Density b).

Figure 3-10: Homotopy on start time for 50,000 events showing total flight time a) and
current density b).
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Figure 3-11: Homotopy on start time for 100,000 events showing total flight time a) and
Current Density b).

Table 3-8: Individual Collisions (IC) and Coarse-Grained (CG) Model Average
Collision Time (𝜏) for Select Total Events
# Event

𝝉𝑰𝑪 (s)

𝝉𝑪𝑮 (s)

% Difference

100

5.124 × 10−11

4.981 × 10−11

2.81%

1,000

4.765 × 10−11

4.738 × 10−11

0.56%

10,000

4.692 × 10−11

4.684 × 10−11

0.17%

50,000

4.698 × 10−11

4.695 × 10−11

0.07%

100,000

4.694 × 10−11

4.696 × 10−11

0.04%
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Table 3-9: Individual Collisions (IC) and Coarse-Grained (CG) Model Peak Current
Density (𝐽𝑟𝑚𝑠 ) for Select Total Events
# Event

𝑱𝒓𝒎𝒔𝑰𝑪 (𝑨/𝒎𝟐 )

𝑱𝒓𝒎𝒔𝑪𝑮 (𝑨/𝒎𝟐 )

% Difference

100

2.601 × 1012

2.528 × 1012

2.81%

1,000

2.418 × 1012

2.405 × 1012

0.56%

10,000

2.382 × 1012

2.378 × 1012

0.17%

50,000

2.385 × 1012

2.383 × 1012

0.07%

100,000

2.383 × 1012

2.384 × 1012

0.04%

From Table 3-8 and Table 3-9, as well as the preceding figures (Figure 3-7 to
Figure 3-11), it is evident that utilizing the presented homotopy to model charge transport
in a coarse-grained manner can provide significant benefits. Primary among them is the
reduction in computational complexity compared to tracking individual carriers. On the
other hand, since the model is based on Monte Carlo methods, low numbers of events, as
illustrated in Figure 3-7, may not appropriately represent the phenomenon. For 100
events, a percentage difference of 2.81% is observed. However, for a larger number of
events, the model quickly increases in accuracy, as shown for 𝑚 ≥ 1,000 events. This
lower accuracy for smaller values of m is not a significant issue, as charge carriers will
typically collide thousands of times in a fraction of a second. One of the limitations of the
model, as presented in this section, is that it is only applicable to a single electric field
and a single frequency at a time. An expansion will be provided in Chapter 4. Before
getting into that, notice that in this section, only a grain size of n=5 has been considered.
The following section evaluates the same concept but for a different grain size of n=50.
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3.3.2

Grain Size of n=50
By utilizing the gained foreknowledge as reported in the previous section,

additional analysis was completed to assess how a different grain size might affect the
accuracy of the homotopy on start time. Similar simulations were completed, except only
120 unique start times were evaluated along a ½ cycle. Results from Figure 3-5
confirmed the symmetry and the decision to lower the number of points based on the
intervals from previous results. For each unique start time, m=10,000 events were
simulated, where a single event is n=50 collisions. Each set of events was analyzed
separately, and a normal distribution was fit to the data. Unlike the case of n=5, no start
times where the resultant data were bimodal were found. The mean and standard
deviation for all start times is shown in Figure 3-12.

Figure 3-12: Comparison of select start times and parameters describing distributions of
total flight time after n=50 collisions (1 event).

There is a clear trend in the parameters, as it was found for the smaller grain size
of n=5. The simulation input parameters were the same as those previously presented in
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Table 3-1. One observation of note was that between 0 ≤ 𝑡 ≤ 1.75 × 10−8 in Figure 312, the mean and standard deviation was approximately 10 times those of Figure 3-5. The
same is true for 3 × 10−8 ≤ 𝑡 ≤ 5 × 10−8. Since the total number of collisions
representing an event is 10 times more than for n=5. This is expected because the carrier
will travel 10 times longer than in the case of n=5; thus, the mean will increase
proportionally. A mapping was then built, and thus the homotopy on start time was
created. The homotopy is presented as a piecewise function of 3 parts, with the
coefficient of determination 𝑅 2 ≥ 0.9432 in both mu and sigma. Each section of the
piecewise function is a quadratic function (Eq. 3-3) or a 2-term exponential function (Eq.
3-4). The second and third parts of the piecewise functions for 𝜇 and 𝜎 respectively are
quadratic, while the other parts are 2-term exponentials. Table 3-10 summarizes the fit
parameters and intervals along which they apply.
𝑓(𝑡) = 𝑃1 𝑡 2 + 𝑃2 𝑡 + 𝑃3

Eq. 3-3

𝑓(𝑡) = 𝑃1 𝑒 𝑃2 𝑡 + 𝑃3 𝑒 𝑃4 𝑡

Eq. 3-4

Table 3-10: Homotopy on Start Time Coefficients

𝒇𝝁 (𝒕)

𝒇𝝈 (𝒕)

𝑷𝟏

𝑷𝟐

𝑷𝟑

𝑷𝟒

1.920 × 10−9

4.310 × 10−2

2.045 × 10−10

1.838

−2.389 × 10−10

7.432 × 10−11

6.179 × 10−9

-

1.639 × 10−9

-1.291

1.600 × 10−9

1.224 × 10−2

1.440 × 10−10

7.986 × 10−2

1.302 × 10−11

2.661

3.408 × 10−11

-1.618

2.807 × 10−10

−6.810 × 10−5

1.302 × 10−11

−6.314 × 10−11

2.067 × 10−10

-
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The parameters in Table 3-10 apply along three time intervals: 0 ≤ 𝑡1 < 2.102 ×
10−8, 2.102 × 10−8 ≤ 𝑡2 < 2.328 × 10−8 and 2.328 × 10−8 ≤ 𝑡3 < 5.0 × 10−8. When
used in concert, the functions presented in Table 3-10 represent the homotopy on start
time, whereby the time of flight of a carrier can be predicted with a grain size of 𝑛 = 50.
Since the space is path connected, events can be chained. A comparison of the results of
the homotopy compared to individual simulation results is presented in Figure 3-13 to
Figure 3-17 and Table 3-11.

Figure 3-13: Homotopy on start time for 10 events showing total flight time a) and
Current Density b).
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Figure 3-14: Homotopy on start time for 100 events showing total flight time a) and
Current Density b).

Figure 3-15: Homotopy on start time for 1,000 events showing total flight time a) and
Current Density b).
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Figure 3-16: Homotopy on start time for 5,000 events showing total flight time a) and
Current Density b).

Figure 3-17: Homotopy on start time for 10,000 events showing total flight time a) and
Current Density b).
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Table 3-11: Individual Collisions (IC) and Coarse-Grained (CG) Model Average
Collision Time (𝜏) for Select Total Events
# Event

𝝉𝑰𝑪 (s)

𝝉𝑪𝑮 (s)

% Difference

100

5.124 × 10−11

5.467 × 10−11

6.7%

1,000

4.765 × 10−11

4.666 × 10−11

2.1%

10,000

4.692 × 10−11

4.611 × 10−11

1.7%

50,000

4.698 × 10−11

4.622 × 10−11

1.6%

100,000

4.694 × 10−11

4.620 × 10−11

1.6%

The results presented in Figure 3-13 to Figure 3-17 indicate that while the
homotopy is valid, it is not as accurate with a grain size of 50. This is particularly clear in
Figure 3-17, where 10,000 events are modeled and compared to the original simulation
data, where each collision is explicitly tracked. Clearly, there is some difference as the
carrier proceeds in time. This is again evident in Table 3-12, which shows a percentage
error between 6.7% and 1.6% over different numbers of events. There may be multiple
reasons for this divergence; however, the most likely is that due to the larger number of
collisions grained together, some macro phenomena captured at a smaller grain size may
be missed and the effect accumulated over time. However, although 1.6% is large
compared to the error when n=5, it is not a large difference in itself for most applications.
The type of fine details that are evidenced in a smaller grouping of collisions, such as the
clear bimodality illustrated in Figure 3-6, are not as readily evident with larger grain
sizes. Of significance, however, the current density values calculated with this size grain
are relatively near the true values, typically a difference of at least 1.6% and at most
6.7%. Despite this, the clear difference seen for large numbers of events forces a more
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careful choice of the number of events to model. Nevertheless, the homotopy parameters
provided an 𝑅 2 values consistently over 94.32% for all parts.

Table 3-12: Individual Collisions (IC) and Coarse-Grained (CG) Model Current Density
(𝐽𝑟𝑚𝑠 ) for Select Total Events

3.3.3

# Event

𝑱𝒓𝒎𝒔𝑰𝑪 (𝑨/𝒎𝟐 )

𝑱𝒓𝒎𝒔𝑪𝑮 (𝑨/𝒎𝟐 )

% Difference

100

2.601 × 1012

2.775 × 1012

6.7%

1,000

2.418 × 1012

2.369 × 1012

2.1%

10,000

2.382 × 1012

2.340 × 1012

1.7%

50,000

2.385 × 1012

2.350 × 1012

1.6%

100,000

2.383 × 1012

2.345 × 1012

1.6%

Effect of Grain Size on Current Density
Figure 3-18 explores how the total flight time changes with different grain sizes

and compares them to the case of individual collision simulations. In order to perform
this comparison, the largest grain size was used as the standard, and others were
granulated to achieve the same number of collisions. While a single event in the case of
n=5 represented five collisions grouped together, to achieve the same level of granularity
with the larger grain size of n=50, 10 events where one event is five collisions were
simulated successively with the end time of the previous event becoming the start time of
the next, and the result at the end extracted. Similarly, in the case where each individual
collision is tracked (essentially a grain size of n=1), events are grouped together to
achieve the required granularity level of n=50 for comparison.
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Figure 3-18: Comparison of total flight time of source simulation against homotopy with
n=5 and n=50

Figure 3-18 shows the comparison of the homotopies in start time for different
grain sizes with the results where individual collisions are tracked. The homotopy
constructed with a grain size of n=50 seems to diverge slightly as the number of events
increases. In the case of n=5, the total flight time is very similar to that of the source
simulation. It can be inferred from Figure 3-18 that a grain size of n=5 is more
representative of the coarse-grained charge transport process than at n=50. Since both the
average collision time and the peak current density depend on the total flight time, it is a
similar divergence will be observed in these results. The current density is presented in
Figure 3-19 and Table 3-13 and Table 3-14.
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Figure 3-19: Current density compared across individual collisions, and homotopy of
n=5 and n=50.

Table 3-13: Individual collisions (IC) and coarse-grained (CG) models current density
(𝐽𝑟𝑚𝑠 ) for 500,000 collisions
# Collisions

𝑱𝒓𝒎𝒔𝑰𝑪 (𝑨/𝒎𝟐 )

𝑱𝒓𝒎𝒔𝑪𝑮 (𝑨/𝒎𝟐 )

500,000

2.383 × 1012

2.390 × 1012

𝟓

𝑱𝒓𝒎𝒔𝑪𝑮

𝟓𝟎

(𝑨/𝒎𝟐 )

2.345 × 1012

Table 3-14: Individual collisions (IC) and coarse-grained (CG) model average collision
time (𝜏) for 500,000 collisions
# Collisions

𝝉𝑰𝑪 (s)

𝝉𝑪𝑮 (s)

𝝉𝑪𝑮𝟓𝟎 (s)

500,000

4.694 × 10−11

4.708 × 10−11

4.619 × 10−11

As with the total carrier flight time, a finer representation of the tails of the plot is
available in below. It is observed from the figures above that the homotopy on start time
with a grain size of n=50 is not as good a representation of the original simulation data.
Rather, with a grain size of n=5, the homotopy appears to predict the individual collision
simulation values more closely.
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This holds true for all three of the output values presented above: total carrier
flight time, average collision time, and current density. Additionally, the percentage
difference between the source simulation values and both homotopies were analyzed for
different total events. It was observed that the percentage error decreases faster as the
total number of events increases for n=5 than for n=50. Since both n=5 and n=50 provide
similar results with minimal effect on accuracy at higher numbers of events, a grain size
of n=5 was chosen for the next step in the parametrical homotopy as the final option since
they are near equivalent. However, it is acknowledged that the efficiency of this approach
increases with the size of the grain. Figure 3-20 shows the comparison of the total flight
time of the source simulation against homotopy.

Figure 3-20: Comparison of total flight time of source simulation against homotopy with
n=5 and n=50 – Finer View

Despite the accuracy of the presented model, it is only useful for a single electric
field and frequency. In an effort to improve the model and make it more widely usable, a
two-dimensional homotopy is discussed in Chapter 4.

CHAPTER 4
HOMOTOPY ON START TIME AND ELECTRIC FIELD
4.1

Homotopy in Two Dimensions

The coarse-grained model presented in Chapter 3 utilized a homotopy on start
time to predict the total flight time of a charge carrier after n=5 collisions (1 event). This
model, while useful, is limited in scope since it only varies a single input variable, the
start time. An attempt was made to increase the usability of this model by extending it to
another input variable, namely electric field.
As outlined in the introduction and Chapter 2 of this dissertation, a charge carrier
under the effects of a periodic electric field in an ohmic conductor will suffer collisions.
These collisions alter the path of the carrier. Depending on the variation in the peak
electric field, the maximum distance that a carrier can travel within a single period
changes. Additionally, this can influence the conductance and current density of the
material. As a result, the effects of different peak electric fields must be determined and
accounted for in this homotopy.
4.1.1

Evaluation of Effects of the Electric Field
The transport characteristics of the charge carrier depend on the electric field. In

order to quantify this effect, the carrier motion was simulated for a range of 14 electric
fields were chosen between 10 N/C and 100 N/C, and the distributions for 280 different
start times (for each field) within a half cycle were calculated and compared. A grain size

56

57
of n=5 collisions was chosen for convenience. For each unique electric field, 10,000
events were simulated per start time: after five collisions had occurred, the start time was
reset and repeated 10,000 times. Other input parameters included 𝜆 = 4.3 × 10−9 and
frequency of 1 × 107 Hz. The value used for the carrier density was 8.491 × 1028 . The
data on each of these runs were collected, analyzed, and presented in Figure 4-1.

Figure 4-1: Parameter estimates for mean (𝜇) across electric fields and start times.

The standard deviation across the different electric fields follows a similar trend
as the mean shown above. Note that in Figure 4-1, as the amplitude of the electric field
increases, the mean values decrease, and the peak becomes thinner (see). This is also
outlined in Table 4-1.
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Table 4-1: Comparison of Average Collision Time (𝜏) for Various Electric Field
Amplitudes after 1 Event
# Collisions

Time offset = 0 (s)

¼ Cycle (s)

½ Cycle (s)

𝑬𝟎 = 𝟏𝟎

3.09 × 10−10

1.56 × 10−9

3.10 × 10−10

𝑬𝟎 = 𝟏𝟓

2.53 × 10−10

1.36 × 10−9

2.53 × 10−10

𝑬𝟎 = 𝟐𝟎

2.19 × 10−10

1.23 × 10−9

2.19 × 10−10

𝑬𝟎 = 𝟑𝟓

1.66 × 10−10

1.02 × 10−9

1.66 × 10−10

𝑬𝟎 = 𝟒𝟎

1.54 × 10−10

9.79 × 10−10

1.55 × 10−10

𝑬𝟎 = 𝟓𝟎

1.38 × 10−10

9.09 × 10−10

1.38 × 10−10

𝑬𝟎 = 𝟓𝟓

1.32 × 10−10

8.80 × 10−10

1.32 × 10−10

𝑬𝟎 = 𝟕𝟓

1.14 × 10−10

7.92 × 10−10

1.13 × 10−10

𝑬𝟎 = 𝟗𝟎

1.03 × 10−10

7.46 × 10−10

1.03 × 10−10

𝑬𝟎 = 𝟏𝟎𝟎

9.82 × 10−11

7.22 × 10−10

9.83 × 10−11

This behavior implies that the carrier flight time for an event is less likely to be
found around these higher mean values: as the electric field increases, the probability of a
charge carrier’s total flight time being at or near a ¼ cycle decreases; hence the thin
peaks. The decreased probability is because of the carrier spending less time within said
regions and being less likely to need more than five times the average collision time
during the total flight. In addition to these observations, each electric field contained a
subset of start times where the data was bimodal; they required a combination of multiple
Gaussians to properly represent the data, similar to the case presented in Figure 3-6. This
subset of start times was located before the ¼ cycle point for all electric fields evaluated.
In the case of a single electric field, the start times in question would be a single interval.
With multiple electric fields being considered, some consideration had to be given on
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how best to account for this bimodality throughout these areas across the different
electric fields.
The start times that resulted in the bimodal data were collected and compared for
each dataset. A path, represented by a function on the electric fields, was then constructed
that would predict the point at which this bimodality begins and ends. This gave the
benefit of reducing the overall complexity of the model. The functions that predicted the
start (𝐿(𝐸)) and end (𝑈(𝐸)) points of bimodality as a function of the electric field are
presented in equations 4-1 and 4-2.
𝐿(𝐸0 ) = 3.924297𝑒 −10 log(𝐸0 ) + 2.23231𝑒 −8 , 10 ≤ 𝐸0 ≤ 100

Eq. 4-1

𝑈(𝐸0 ) = 1.39198𝑒 −10 log(𝐸0 ) + 2.37309𝑒 −8 , 10 ≤ 𝐸0 ≤ 100

E1. 4-2

Using Eq. 4-1 and Eq. 4-2, the lower (𝐿(𝐸)) and upper (𝑈(𝐸)) start times, where
a combination of two gaussians is required to describe the data, can be predicted. These
functions are necessary to predict the region of bimodality for electric fields that have not
been explicitly included in the parametrization of the model. Eq. 4-1 and Eq. 4-2 will
provide the start and end points of this bimodality. These functions are valid for the
expressed electric field range, from 10 to 100 N/C. Following the construction of this
mapping function, an attempt to develop a two-dimensional homotopy in start time and
electric field was made.
4.1.2

2-D Homotopy Construction
In order to incorporate the second dimension into the homotopy, the model

required some modifications. Since the version of the homotopy outlined in 3.3.1 for a
single dimension was well developed, similar simulations were required to implement the
second dimension. The same process was repeated for 14 electric fields, with only nine of
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them being used to build the homotopy and the rest to test it. In other words,
combinations of the nine cases were used to determine the parameters of the homotopical
function that then were evaluated to correspond to one of the other five, so they could be
compared. Data for one electric field (𝐸0 = 10𝑁/𝐶) were eliminated entirely due to
inconsistencies in the dataset: repeated simulations gave widely different parameter
estimates. With no obvious reason for the differences despite some investigation,
therefore the lower limit was moved to 15 N/C. The idea here was to perform a split on
the data by using 64% of the data to parameterize the homotopy and the other 36% to test
the parametrization. This was a basic split test. The rationale for using this methodology
was because the process of determining the parameters is relatively time-consuming
(based on the 1-D model), as a lot of data was available to construct the model. In cases
where model construction is expensive (large dataset and time-consuming processes), the
basic split test is one of the most used methods, [79] in addition to providing test cases
for the parametrization.
Another option for building the homotopy and separating the data into testing and
training sets is k-fold cross validation. In k-fold cross validation, data is partitioned into k
equally sized segments or folds, and k iterations of training and validation are performed
[80]. Within each iteration, a different fold of data is held out for validation while the
remaining k-1 folds are used for parametrization. In the end, all the accuracy predictions
are averaged, and an overall performance measure is obtained. While a k-fold cross
validation method may have possibly provided more accuracy overall and improved
performance, this method is not ideal when handling large datasets. With large datasets,
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sampling of each fold is recommended or performing a split test. As a result, the split test
was used.
To create the mapping, parameters representing the 280 start positions and nine
electric fields were generated and analyzed. For each unique electric field, a piecewise
function of seven parts was used, representing the homotopy for that particular field.
Each of these parts was represented as polynomials of degree 2. The parameters for each
part were then fit to a function of the electric field. The result of this was a function of
two variables, 𝑡 and 𝐸0 , which was then used to generate coefficients representing the
parameters for 𝜇 and 𝜎. A representation of this is outlined below for the two types of
results (polynomial and logarithmic functions). Each parameter (𝑃1 , 𝑃2 , or 𝑃3 ) is
generated either by a 2nd degree polynomial (Eq. 4-3) or a logarithmic function (Eq. 4-4).
The selection of one or the other is based on the number of coefficients that apply to that
particular parameter. If there are three coefficients, then the form of Eq. 4-3 applies. If
there are two coefficients, then the form of Eq. 4-4 applies.
𝑃𝑖𝜇⁄𝜎⁄𝜁 (𝐸0 ) = (𝛼𝜇 𝐸02 + 𝛽𝜇 𝐸0 + 𝛾𝜇 )

Eq. 4-3

𝑃𝑖𝜇⁄𝜎⁄𝜁 (𝐸0 ) = (𝛼𝜇 ln 𝐸0 + 𝛽𝜇 )

Eq. 4-4

A function similar to Eq. 4-3 or Eq. 4-4 represents a single coefficient for a particular
section of the piecewise function. Once these coefficients (P1, P2 and P3) have been
determined, they are then used to create a function of the form shown below, which is
identical to Eq. 3-2.
𝑓(𝑡, 𝐸0 ) = 𝑃1 (𝐸0 )𝑡 2 + 𝑃2 (𝐸0 )𝑡 + 𝑃3 (𝐸0 )

Eq. 4-5

To properly represent the entire interval, 51 coefficients needed to be represented
across the different electric fields leading to a total of 17 functions comprising the two-
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dimensional homotopy. These 17 functions are all polynomials of the form of Eq. 4-5 and
are for 7-part piecewise functions for 𝜇1 and 𝜎1 . 𝜇2 , 𝜎2 and 𝜁 also follow the same form,
but are a single function each. Table 4-2 outlines the simulation input parameters used to
generate the data used to construct the homotopy. Table 4-3 to Table 4-5 shows the
coefficients of these functions and the parameters they represent.

Table 4-2: Simulation Input Parameters for 2-D Homotopy
Input Parameter

Value

𝑬𝟎

[15, 20, 35, 40, 50, 55, 75, 90, 100] N/C

𝝀

4.3 × 10−9 m

Time Offset

0 - 5 × 10−8 s

Frequency

1 × 107 Hz

Table 4-3: Two-Dimensional Homotopy Coefficients for 𝜇2 , 𝜎2 and 𝜁 between 𝐿(𝐸0 ) ≤
𝑡 ≤ 𝑈(𝐸0 )

𝒇𝒖𝟐 (𝑬𝟎 , 𝒕)

𝒇𝝈𝟐 (𝑬𝟎 , 𝒕)

𝒇𝜻 (𝑬𝟎 , 𝒕)

Param.

𝜶

𝜷

𝜸

𝑃1

−4.592 × 10−2

8.800 × 10−2

-

𝑃2

−2.995 × 10−5

3.853 × 10−3

−3.605 × 10−1

𝑃3

9.542 × 10−2

3.727 × 10−1

-

𝑃1

1.664 × 10−14

−2.135 × 10−12 −6.690 × 10−11

𝑃2

−3.816 × 10−14 4.433 × 10−12

−4.289 × 10−11

𝑃3

−4.515 × 10−10 3.145 × 10−9

-

𝑃1

2.625 × 10−19

7.020 × 10−1

-

𝑃2

2.554 × 10−20

−1.360 × 10−19

-

𝑃3

−3.663 × 10−20 2.016 × 10−19

-
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Table 4-4: Two-Dimensional Homotopy Coefficients for 𝜇

𝒇𝒖𝟏 (𝑬𝟎 , 𝒕)

𝒇𝒖𝟐 (𝑬𝟎 , 𝒕)

𝒇𝒖𝟑 (𝑬𝟎 , 𝒕)

𝒇𝒖𝟒 (𝑬𝟎 , 𝒕)

𝒇𝒖𝟓 (𝑬𝟎 , 𝒕)

𝒇𝒖𝟔 (𝑬𝟎 , 𝒕)

𝒇𝒖𝟕 (𝑬𝟎 , 𝒕)

Param.

𝜶

𝜷

𝜸

L Lim

U Lim

𝑃1

−3.377 × 10−12

1.915 × 10−11

-

0

1.6250 × 10−8

𝑃2

−8.584 × 10−12

4.865 × 10−11

-

𝑃3

−8.630 × 10−11

4.926 × 10−10

-

𝑃1

−7.218 × 10−12

3.957 × 10−11

-

1.6250 × 10−8

2.2500 × 10−8

𝑃2

−2.493 × 10−11

1.393 × 10−10

-

𝑃3

−1.366 × 10−10

7.771 × 10−10

-

𝑃1

1.739 × 10−12

9.223 × 10−12

-

2.2500 × 10−8

2.3622 × 10−8

𝑃2

−1.061 × 10−11

1.133 × 10−10

-

𝑃3

−2.298 × 10−10

1.341 × 10−9

-

𝑃1

1.332 × 10−11

8.341 × 10−11

-

2.3622 × 10−8

2.4336 × 10−8

𝑃2

−1.371 × 10−14

1.788 × 10−12

−4.564 × 10−11

𝑃3

−2.375 × 10−10

1.602 × 10−9

-

𝑃1

−2.760 × 10−15

3.224 × 10−13

−6.881 × 10−12

2.4336 × 10−8

2.6250 × 10−8

𝑃2

7.082 × 10−16

1.203 × 10−13

−4.037 × 10−11

𝑃3

−6.718 × 10−11

4.512 × 10−10

-

𝑃1

−2.095 × 10−11

1.755 × 10−10

-

2.6250 × 10−8

3.2500 × 10−8

𝑃2

6.447 × 10−11

−4.337 × 10−10

-

𝑃3

−2.035 × 10−10

1.161 × 10−9

-

𝑃1

−7.899 × 10−12

4.537× 10−11

-

3.2500 × 10−8

5.0000 × 10−8

𝑃2

1.625 × 10−11

−9.329 × 10−11

-

𝑃3

−8.885 × 10−11

5.077 × 10−10

-
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Table 4-5: Two-Dimensional Homotopy Coefficients for 𝜎1

𝒇𝝈𝟏 (𝑬𝟎 , 𝒕)

𝒇𝝈𝟐 (𝑬𝟎 , 𝒕)

𝒇𝝈𝟑 (𝑬𝟎 , 𝒕)

𝒇𝝈𝟒 (𝑬𝟎 , 𝒕)

𝒇𝝈𝟓 (𝑬𝟎 , 𝒕)

𝒇𝝈𝟔 (𝑬𝟎 , 𝒕)

𝒇𝝈𝟕 (𝑬𝟎 , 𝒕)

Param.

𝜶

𝜷

𝜸

L Lim

U Lim

𝑃1

−3.377 × 10−12

1.915 × 10−11

-

0

1.6250 × 10−8

𝑃2

−8.584 × 10−12

4.865 × 10−11

-

𝑃3

−8.630 × 10−11

4.926 × 10−10

-

𝑃1

−7.218 × 10−12

3.957 × 10−11

-

1.6250 × 10−8

2.2500 × 10−8

𝑃2

−2.493 × 10−11

1.393 × 10−10

-

𝑃3

−1.366 × 10−10

7.771 × 10−10

-

𝑃1

1.739 × 10−12

9.223 × 10−12

-

2.2500 × 10−8

2.3622 × 10−8

𝑃2

−1.061 × 10−11

1.133 × 10−10

-

𝑃3

−2.298 × 10−10

1.341 × 10−9

-

𝑃1

1.332 × 10−11

8.341 × 10−11

-

2.3622 × 10−8

2.4336 × 10−8

𝑃2

−1.371 × 10−14

1.788 × 10−12

−4.564 × 10−11

𝑃3

−2.375 × 10−10

1.602 × 10−9

-

𝑃1

−2.760 × 10−15

3.224 × 10−13

−6.88 × 10−12

2.4336 × 10−8

2.6250 × 10−8

𝑃2

7.082 × 10−16

1.203 × 10−13

−4.037 × 10−11

𝑃3

−6.718 × 10−11

4.512 × 10−10

-

𝑃1

−2.095 × 10−11

1.755 × 10−10

-

2.6250 × 10−8

3.2500 × 10−8

𝑃2

6.447 × 10−11

−4.337 × 10−10

-

𝑃3

−2.035 × 10−10

1.161 × 10−9

-

𝑃1

−7.899 × 10−12

4.537 × 10−11

-

3.2500 × 10−8

5.0000 × 10−8

𝑃2

1.625 × 10−11

−9.329 × 10−11

-

𝑃3

−8.885 × 10−11

5.077 × 10−10

-

Tables 4-3 to Table 4-5 provide the coefficients representing the homotopy in
start time and electric field. In cases where only two coefficients are provided (𝛼 & 𝛽),
the function representing the mapping takes the form of Eq. 4-4. In the cases where there
are three coefficients, the function representing the mapping takes the form of Eq. 4-3.
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These coefficients are combined to represent 17 unique functions that represent the full
homotopy. Each coefficient was calculated via a curve fit on the coefficients. The
different fits for these parameters were relatively good, with 36 of 51 of them having an
𝑅 2 ≥ 0.80. Nine of the 51 parameters had an 0.5 ≥ 𝑅 2 < 0.80 were considered
marginally acceptable. The remaining six parameters were considered a bad fit with sub
0.5 𝑅 2 values. These marginal and bad fits could potentially adversely affect the model,
however, due to the nature Monte Carlo, the errors could offset each other, something
that will be confirmed during the validation stage.
Within this half cycle and electric fields from 15 to 100 N/C, any combination of
start time and electric field can easily be coarse-grained by evaluating 𝜇(𝑡, 𝐸0 ), 𝜎(𝑡, 𝐸0 ),
and 𝜁(𝑡, 𝐸0 ). Since a path exists connecting all these functions in the space, they are
connected and belong to the same homotopy class. To test the homotopy, the transit time,
and current density for an applied field 𝐸0 = 55 𝑁/ 𝐶 was calculated from a simulation
where each individual collision was considered and compared with those obtained from
the homotopy function. The electric field of 𝐸0 = 55 𝑁/ 𝐶 was one of those included in
the data split. Results are shown in Figure 4-2 to Figure 4-4 for m=500 and Figure 4-5 to
Figure 4-7 for m=20,000 events and Table 4-6 and Table 4-7. Error bars in Figure 4-2 are
calculated as the root mean squared error.
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Figure 4-2: Total flight time of individual Collisions against Coarse Grained Model on
electric fields and start times with m=500 events, E=55 N/C.

Figure 4-3: Current Density of individual Collisions against Coarse Grained Model on
electric fields and start times with m=500 events, E=55 N/C.
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Figure 4-4: Total flight time when individual Collisions are considered against Coarse
Grained Model on electric fields and start times with m=20,000 events, E=55 N/C.

Figure 4-5: Current Density of individual Collisions against Coarse Grained Model on
electric fields and start times with m=20,000 events, E0 =55 N/C.

68
Table 4-6: Individual Collisions (IC) and Coarse-Grained (CG) Model Average
Collision Time (𝜏) for 500 and 20000 Events, E0=55 N/C
# Events

𝝉𝑰𝑪 (𝒔)

𝝉𝑪𝑮 (𝒔)

% Difference

500

3.593 × 10−11

3.571 × 10−11

0.62%

20,000

3.465 × 10−11

3.469 × 10−11

0.11%

Table 4-7: Individual Collisions and Coarse-Grained Models’ Current Density (𝐽𝑟𝑚𝑠 ) for
500 and 20000 Events, E0=55 N/C
# Events

𝑱𝒓𝒎𝒔 𝑰𝑪 (𝑨/𝒎𝟐 )

𝑱𝒓𝒎𝒔𝑪𝑮 (𝑨/𝒎𝟐 )

% Difference

500

3.344 × 1012

3.323 × 1012

0.62%

20,000

3.223 × 1012

3.223 × 1012

0.11%

The results shown in Figure 4-2 to Figure 4-4 and Table 4-6 and Table 4-7
indicate that the homotopy model agrees in general with the full simulation values for an
electric field of 55 N/C. Additionally, the estimated error decreases as the number of
events increases, as seen in the total flight time vs number of events (Figure 4-2 and
Figure 4-4). This shows that the homotopy in two dimensions converges. The same holds
true for the average collision time and peak current density. In that regard, the next step,
as outlined in the following section, is to verify the accuracy of the model on previously
unseen data.
4.2

Model Validation

The results illustrated in Section 4.1 indicate that the homotopy in two dimensions
is relatively accurate with input values that were used to construct the model. This section
will use the data split to validate the model. The homotopy functions obtained by using
the results for the nine electric fields listed in Table 4-1 (minus 10 N/C) were evaluated at
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electric fields of 25, 30, and 60 N/C, which were not used to fit the parameters. Tabulated
details for other electric fields are viewable in Table 4-8 and Table 4-9. The start times
for these simulations were randomized. Event sizes of m=500 and m=20,000 are shown
for electric fields of 30 N/C and 60 N/C. A longer simulation for m=100,000 with an
electric field of 30 N/C is also illustrated.

Table 4-8: Comparision of Simulation Output for 2-D Homotopy Average Collision Time
for Individual Collisions (IC) and Coarse-Grained (CG) Model
𝑬𝟎 (N/C)

𝝉𝑰𝑪 (𝒔)

𝝉𝑪𝑮 (𝒔)

% Difference

25

5.147 × 10−11

5.092 × 10−11

1.1%

30

4.692 × 10−11

4.696 × 10−11

0.1%

45

3.601 × 10−11

3.615 × 10−11

0.4%

51

3.465 × 10−11

3.468 × 10−11

0.1%

60

3.303 × 10−11

3.296 × 10−11

0.2%

Table 4-9: Comparision of Simulation Output for 2-D Homotopy Peak Current Density
𝑬𝟎 (N/C)

𝑱𝒓𝒎𝒔𝑰𝑪 (𝑨/𝒎𝟐 )

𝑱𝒓𝒎𝒔𝑪𝑮 (𝑨/𝒎𝟐 )

% Difference

25

2.177 × 1012

9.091 × 1012

1.1%

30

2.381 × 1012

2.384 × 1012

0.1%

45

2.742 × 1012

2.752 × 1012

0.4%

51

2.990 × 1012

2.992 × 1012

0.1%

60

3.353 × 1012

3.350 × 1012

0.2%

Figure 4-6 to Figure 4-11 presents the results of simulations comparing individual
collisions with a coarse-grained model. In all cases, the results are similar to those
illustrated in section 4.1.2. The values for the total flight time, average collision time, and
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current density in the coarse-grained model converge toward the real value. Additionally,
Figure 4-10 shows that even for a number of events greater than 20,000, the model
remains relatively consistent.

Figure 4-6: Total Flight Time of individual Collisions against Coarse Grained Model on
electric fields and start times with m=20,000 events, E=30 N/C.

Figure 4-7: Current density of individual Collisions against Coarse Grained Model on
electric fields and start times with m=20,000 events, E=30 N/C.
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Figure 4-8: Total Flight time of individual Collisions against Coarse Grained Model on
electric fields and start times with m=20,000 events, E=60 N/C.

Figure 4-9: Current density of individual Collisions against Coarse Grained Model on
electric fields and start times with m=20,000 events, E=60 N/C.
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Figure 4-10: Total Flight time of individual Collisions against Coarse Grained Model on
electric fields and start times with m=100,000 events, E=30 N/C.

Figure 4-11: Current density of individual Collisions against Coarse Grained Model on
electric fields and start times with m=100,000 events, E=30 N/C.

Furthermore, Table 4-8 highlights the percentage difference between the
simulations at m=20000 for the test data sets.The model, as shown in Table 4-8, is
accurate to less than 0.2% when compared with actual results for all output parameters.
This indicates that the model that has been coarse-grained via a homotopy is both valid
and accurate for input values within its range. Regardless of start time or electric field,
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the model is able to accurately predict the flight time of a group of collisions of n=5.
Also, the model can further be coarse-grained where events are further grouped together,
that is, with n being some multiple of 5 using the current model. In such a case, there is
no resultant reduction in model accuracy as the number of values sorted increases.
One area where the presented work has been untested is on the extremes of
electric field (15 ≤ 𝐸0 < 25 and 85 ≤ 𝐸0 < 100), which is near the minimum and
maximum values. In such areas, the model was not fully examined with unseen data that
was not used in building the model.
While the model performance within the listed range was good, performance at
these extrema was not evaluated. Another limitation is that extrapolation is not possible
as the model is limited to only the set interval in electric fields presented. Investigations
of the model showed that outside of the specified range, the model diverges greatly
(Figure 4-12 and Figure 4-13). With this in mind, a further look at these points is needed
and is discussed in the future plans section of this work.

Figure 4-12: Current density of individual Collisions against Coarse Grained Model on
electric fields and start times with m=1000 events, 𝐸0 =5 N/C.
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Figure 4-13: Total Flight Time of individual Collisions against Coarse Grained Model on
electric fields and start times with m=1000 events, 𝐸0 =5 N/C.

CHAPTER 5
OTHER TECHNIQUES AND METHODS
5.1

Homotopy on Position

In the process of developing the model presented above, a number of techniques
and methods were evaluated. These methods were either inadequate or inaccurate or were
simply too complicated and were discarded in favor of the one presented in Chapters 3
and 4. The following highlights some of these methods as well as some additional
techniques that were evaluated during the course of this work. These are included here as
evidence of lessons learned but also as an acknowledgment that these may be valid
options for similar applications.
Section 2.3 highlighted the overall methodology used in this work. While the
model that was selected uses the start time, a homotopy on start position was also
attempted. The idea was to generate a distribution probability for the position of a charge
carrier after n collisions (1 event) based on the carrier's start position as opposed to a
distribution of time of flight from the carrier start time. This was attempted first because
the position in space is more intuitive than a “position” in time space. Similar data was
generated for groups of n=5 collisions and repeated up to m=10,000 times. Initial analysis
of the shape of the histogram representing this data for a single combination of input
parameters indicated that the data likely followed a generalized beta distribution. The
probability density function for the beta distribution is given by:
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Γ(𝛼+𝛽) (𝑥−𝑎)𝛼−1 (𝑏−𝑥)𝛽−1

𝑓(𝑥; 𝑎, 𝑏, 𝛼, 𝛽) = Γ(𝛼)Γ(𝛽)

(b−𝑎)𝛼+𝛽−2

, 𝑎 ≤ 𝑥 ≤ 𝑏; 𝛼, 𝛽 > 0

Eq. 5-1

In Eq. 5-1, a and b represent the minimum and maximum of the dataset,
respectively, while 𝛼 and 𝛽 are the shape parameters that describe the shape of the
distribution. One of the strengths of the beta distribution is that it can describe
distributions with a non-zero skewness. The generalized beta distribution PDF is also
able to represent all real values (positive and negative); therefore, it was selected, and the
plots are shown in Figure 5-1.
Figure 5-1 and Table 5-1 outline the data and parameter estimates, respectively,
for the displacement after one event. From Figure 5-2, it can be seen that c) and d) are
very similar. Despite this similarity in shape, the parameters representing the distributions
are very different. Data generated using the parameter estimates are very similar to those
of the individual collision data. The similarity scores in Table 5-1 indicate that apart from
m=100, all other values of m give a similarity score of over 85%. This is clear from
Figure 5-2 and Figure 5-3. To further evaluate how well they represented the data, a total
of 100,000 data points were generated using the fit parameters in Table 5-1 for each value
of m. The resulting data were then plotted and overlaid on the individual collision data for
comparison.
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Figure 5-1: Comparison of distributions with varying total number of events (m)
describing position data a) 100 events b) 1,000 events c) 10,000 events d) 100,000 events.

Table 5-1: Parameter Estimates and Similarity for Varying Repetitions Event Sizes
Size (m)

𝒂

𝒃

𝜶

𝜷

100

−4.040 × 10−8

−5.330 × 10−9

1.881

1.161

72.00%

1,000

−6.313 × 10−8

−3.696 × 10−9

4.828

2.051

85.40%

10,000

−7.188 × 10−8

−2.233 × 10−9

6.834

2.617

88.60%

100,000

−8.216 × 10−8

−1.494 × 10−9

9.109

3.010

91.47%

Similarity

Figure 5-2: Comparison of parameter fit with varying total number of events (m)
describing position data a) 100 events b) 1,000 events c) 10,000 events d) 100,000 events.
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Figure 5-3: Comparison of fit generated from varying total number of events (m)
describing position data a) 100 events b) 1,000 events c) 10,000 events d) 100,000 events.

The data presented above indicate that the data can be appropriately modeled with
only 10,000 events. This was confirmed by the similarity scores, which were similar to
the time data (88.2% at 1,000 events and 90.34% at 10,000 events). These similarity
scores were further improved by utilizing an iterative optimization of the beta distribution
parameters. One major drawback with attempting to use the beta distribution is that, as
discussed above, different values for 𝛼 and 𝛽 provide near identical distributions;
therefore, it was not always possible to parameterize. To try to address this issue, another
distribution, the Weibull distribution, was considered. The Weibull distribution PDF is
outlined below.
𝛾 𝑥−𝜇 𝛾−1

𝑓(𝑥; 𝛼, 𝜇, 𝛾) = 𝛼 (

𝛼

)

𝑒

−(

𝑥−𝜇 𝛾
)
𝛼

), 𝑥 ≥ 𝜇; 𝛾, 𝛼 > 0

Eq. 5-2

In equation 5.2, 𝜇 is the location parameter, 𝛾 the shape parameter, and 𝛼 the
scale parameter. The parameters representing the distribution across multiple start
positions were collected and analyzed for any possible curve fit. A fit was possible in 𝜇,
but the other two parameters, 𝛼, and 𝛾, did not change in any predictable manner; that is,
there was no established pattern within the data. Curve fitting tools such as the MATLAB
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curve fitting toolbox and statistical and analysis toolbox were utilized to assist in this
venture. However, only non-parametric distributions were fit with an acceptable degree
of accuracy. In that regard, the homotopy on start position failed and could not be
properly implemented as often no reliable parameters were found during the fitting
process.
5.2

Homotopy on Frequency

In addition to a homotopy of start time, a homotopy on frequency was similarly
attempted. The details reported here represent the partial completion of this attempt by
following a similar methodology to the one outlined in the previous section. Multiple
simulations were run with the constant input parameters but varying Frequency and
electric field. Table 5-2 outlines the input parameters, and Figure 5-4 shows the analysis
of the results.

Table 5-2: Parameter Estimates and Similarity for Varying Repetitions Event Sizes
Parameter

Value

𝑬𝟎

[10 50 100 500] N/C

𝝀

4.3 × 10−9 m

Time Offset

0s

Frequency

1 × 106 to 5 × 1016 Hz
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Figure 5-4: Mean position after one event with varied Electric Field and Frequency

Analysis of these simulations indicated that by using the Weibull PDF as outlined
in Eq. 5-2, two of the parameters of the Weibull PDF could be predicted, the location and
scale parameters. The shape parameter, on the other hand, could not be reliably predicted
using this PDF. Values were sporadic and followed no particular trend. Following this set
of results, the methodology outlined in Section 3 was the chosen one. The results
obtained from these simulations did, however, indicate that homotopy on frequency held
promise as the mean position is predictable, as seen in Figure 5-4 but could not be
properly curve fit. The outline for this will be discussed in Chapter 6.

CHAPTER 6
CONCLUSIONS AND FUTURE WORK
6.1

Conclusions

A stochastic approach was taken to model charge transport in periodic electric
fields by the development of a homotopy on start time and electric field. A total number
of collisions as large as 500,000 have been modeled to build this homotopy. This was
done to ensure that the presented model was able to scale at an acceptable level with
minimal error propagation. This shows the capability of the model to coarse grain charge
transport at a nanoscopic resolution while presenting transport properties such as current
density in an accurate manner. The results presented here see a quantitative agreement
with the original non-coarse grained simulations, and predictions from the model are
quantitatively sound on the relationship between various electric fields and current
density.
The full model and the parameters needed to replicate it are outlined in Table 4-3
to Table 4-5 and in Eq. 4-1 to Eq. 4-5. Two dimensions are included in this homotopy;
start time and electric field. Start times at any point within a cycle and Electric fields
within the 15 N/C to 100 N/C range can be represented. The results presented here were
obtained for a frequency 𝜈 = 1 × 107 𝐻𝑧 and a mean free path 𝜆 = 4.3 × 10−9 The
approach followed here can be used for other frequencies, but it needs to be
parameterized for those frequencies. If a third dimension is added, such that parameters
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are also a function of the frequency, the model will become more general, but this seems
to be a tall order at this time. The presented model can be used as a basis for coarsegraining other transport models using a similar methodology.
Qualitatively, results from the coarse-grained simulations show very good
agreements with individual collision simulations. The model accurately predicts peak
current density to within 1% or less when a small grain (n=5) for larger grains, the
accuracy decreases, but it was found to be less than 2% for n=50. It is important to clarify
that the largest gain in simulation time came from using PDFs to determine the time of
flight instead of explicitly evaluating the transport equations, indeed. This work lays the
groundwork for further studies on developing a coarse-grained model for charge transport
using homotopies. This study can be used as a basis for further development in the
frequency domain with time-dependent electric fields.
It is evident from the work that the electric field affects the total flight time of a
charge carrier, and that effect can be reliably predicted. Using the distributions and the
resultant parameters that were generated, this work has shown that graining in multiple
dimensions is possible, and transport properties can be appropriately evaluated.

6.2

Future Work

While the presented model does coarse-grain the charge transport model, there are
a few components of the model that need to be further studied. Improvements can be
made in the range of electric fields that can be handled by the model. Currently, the limit
is limited to 15 N/C to 100 N/C, which is a relatively small range. Larger electric fields
of up to 10,000 N/C need to be evaluated and included in the model. Furthermore, much
smaller electric fields are also of interest; that is, those below 15 N/C, and indeed
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significantly smaller than 1 N/C. Extension of these areas would make the model more
broadly applicable and more practically useful.
Another important area of interest is in extending the model to a third dimension;
that of frequency. This is of particular importance as the transport properties are being
investigated under the effects of a periodic electric field. Said field is directly affected by
the frequency. Results highlighted in Chapter 5 indicate that extension into this field is
possible; however, preliminary attempts were met with failure. Provided that the proper
fitting mechanism can be identified, extension into the frequency domain would be of the
utmost importance and relevance as otherwise, the whole process of parametrization will
have to be conducted at each frequency.
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