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The future is in the hands of those who
explore ... and from all the beauty they
discover while crossing perpetually receding
frontiers, they develop for nature and for
humankind an infinite love.
Jacques-Yves Cousteau
Das erklärte Ziel der Physik ist die Beschreibung aller reproduzierbar beobachtbaren Eigen-
schaften und Vorgänge der Natur. Im Rahmen der „klassischen“ Theorien zur Mechanik, der
Elektro- und Thermodynamik sind die durch den Menschen im Alltag wahrnehmbaren physi-
kalischen Phänomene weitestgehend vollständig beschrieben. Die technologische Nutzung der
mit diesen Theorien dargelegten Prinzipien verändert seit Jahrhunderten den Alltag und die
Realität der Menschheit und erweist sich bei näherer Betrachtung als eine, wenn nicht sogar die
wesentliche Triebfeder gesellschaftlicher Fortentwicklung. Die Vorstellung, dass die Anfang und
Mitte des letzten Jahrhunderts begründeten „nichtklassischen“ Gebiete der Quanten- und Gra-
vitationsphysik einmal vergleichbare Auswirkungen zeigen werden, bedarf keiner nennenswer-
ten Phantasie, zumal quantenphysikalische Effekte schon heute, wenn auch ihrer Natur gemäß
wenig offensichtlich, eine enorme Bedeutung im Alltag zahlreicher Menschen besitzen. Durch
ihren Einfluss auf Schlüsseltechnologien, wie die vor nahezu exakt 50 Jahren begründete Mi-
kroelektronik, gilt dies insbesondere für die durch quantenmechanische Phänomene bestimmte
Festkörperphysik, auf deren Gebiet sich die hier vorgelegte Arbeit bewegt.
Die moderne Festkörpertheorie bedient sich heute vielfach der durch die rasche Fortentwick-
lung der Mikroelektronik erschlossenen Möglichkeiten und strebt mit Hilfe numerischer Me-
thoden eine akkurate Beschreibung der Eigenschaften „echter“ Materialien an. Dabei besteht
der langfristige Anspruch darin, eine für beliebige Materialien vorhersagekräftige Beschreibung
ausgehend von den grundlegenden Prinzipien der Quantenmechanik zu liefern, was unter dem
Begriff der ab-initio-Methoden zusammengefasst wird. Der Vielteilchen-Charakter der betrach-
teten Systeme wirkt hierbei jedoch als grundlegende Komplikation und verbietet aufgrund des
numerischen Aufwands, außer für sehr kleine Systeme (Atome, kleine Moleküle), eine direk-
te Lösung des Vielteilchen-Problems. Zudem sind die mit der Wechselwirkung vieler Teilchen
verbundenen begriﬄichen Schwierigkeiten enorm, da sich derartige Phänomene faktisch voll-
ständig der Alltagswahrnehmung entziehen. Dies gilt selbst für eine Vielzahl experimenteller
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Beobachtungen an Festkörpern, welche erfolgreich im Bild eines „effektiven“ Teilchens interpre-
tiert werden können. Das von Landau [1] vorgeschlagene Konzept der Quasiteilchen baut hierauf
auf und sucht im Kern nicht länger nach einer vollständigen Lösung des Vielteilchen-Problems,
sondern vielmehr nach einer effektiven Beschreibung der Anregungseigenschaften des Systems.
Im Rahmen des von Hedin [2, 3] mit Hilfe der Methode der Green’schen Funktionen der
Vielteilchen-Störungstheorie abgeleiteten fundamentalen Gleichungssystems gelingt es tatsäch-
lich, das Vielteilchen-Problem auf ein effektives Einteilchen-Problem zu reduzieren. Zusammen
mit der ebenfalls von Hedin vorgeschlagenen GW -Approximation der Selbstenergie und der
Quasiteilchen-Näherung lässt sich daraus ein praktikables Schema zur Berechnung der Anre-
gungseigenschaften von Festkörpern ableiten, dessen Umsetzung aktuelles Forschungsgebiet ist,
zu welchem auch diese Arbeit beitragen soll.
Infolge der heute zur Verfügung stehenden Rechenleistung moderner Computer ist es möglich
und notwendig, zahlreiche mit Rücksicht auf die numerische Umsetzung vorgeschlagene Nähe-
rungen neu zu bewerten und gegebenenfalls zu überdenken, wofür die durch die Verfügbarkeit
von All-Elektronen-Implementationen des GW -Schemas aufgeworfene Diskussion um den Ein-
fluss der Pseudopotential-Näherung [4–6] ein gutes Beispiel bietet. Die hier vorliegende Arbeit
verfolgt ähnliche Ziele und widmet sich zu gleichen Teilen der Entwicklung und Untersuchung
von Methoden zur Berechnung der elektronischen Anregungseigenschaften von Halbleitern und
Isolatoren sowie der Anwendung eben dieser Methoden auf die aus physikalischer und techno-
logischer Sicht interessanten Materialien InN und In2O3.
Nach der Darstellung der theoretischen Grundlagen in Kapitel 2 konzentriert sich Kapitel 3
auf die methodischen Weiterentwicklungen. Dabei werden in Abschnitt 3.1 zunächst verschie-
dene, von ihrem Grundtyp her als Approximationen der Selbstenergie motivierbare, Austausch-
Korrelations-Funktionale auf ihre Eignung als Alternative zu den üblicherweise als Ausgangs-
punkt für die Berechnung von Quasiteilchen-Energien verwendeten Funktionalen LDA und GGA
untersucht. Die im darauffolgenden Abschnitt 3.2 entwickelten Methoden dienen der Untersu-
chung von Zweiteilchen-Anregungen, wobei das Hauptaugenmerk auf einer numerisch effizienten
Berechnung Wannier-Mott-artiger Exzitonen-Anregungen liegt. In den anschließenden Kapiteln
4 und 5 werden die Materialien InN und In2O3, auch unter Rückgriff auf die in Kapitel 3 ent-
wickelten Methoden und im steten Vergleich zum Experiment, untersucht.
2 Grundlagen
Wer hohe Türme bauen will, muß lange
beim Fundament verweilen.
Anton Bruckner
Festkörper sind Vielteilchen-Systeme wechselwirkender Elektronen und Atomkerne, deren
grundlegende Beschreibung – aufgrund ihrer Natur – nur durch eine quantenfeldtheoretischen
Behandlung gelingen kann. Im Folgenden soll das theoretische und numerische Fundament der
vorliegenden Arbeit, bestehend aus Vielteilchen-Störungstheorie (MBPT von many-body per-
turbation theory) und Dichtefunktionaltheorie (DFT), kurz skizziert werden.
2.1 Das Vielelektronen-Problem
Als grundlegende Näherung für die folgenden Ausführungen soll, wie 1927 durch Born und Op-
penheimer [7] vorgeschlagen, die Dynamik der Elektronen von der der Atomkerne separiert wer-
den. Als Rechtfertigung hierfür dient das geringe Verhältnis von Elektronen- zu Protonenmasse
(m0/mp = 1/1836), welches zu einer weitgehenden Trennung der für die jeweiligen Anregungen
relevanten Energiebereiche führt. Dies ermöglicht die isolierte Behandlung der Elektronen inner-
halb des durch die Wechselwirkung mit dem starren Gitter von Atomkernen hervorgerufenen
Potentials. Die erreichte Vereinfachung des Vielteilchen-Problems ist erheblich, da nur noch
Elektronen – also Teilchen einer Teilchensorte – betrachtet werden müssen. Für sehr nieder-
energetische elektronische Anregungen mit Energien im Bereich der Phononen-Schwingungen
muss diese Näherung jedoch überdacht bzw. korrigiert werden.
Im Folgenden seien Effekte des Spins der Elektronen und Kerne vernachlässigt und die Spin-
variablen aller Teilchen unterdrückt. Für die in dieser Arbeit betrachteten diamagnetischen
Materialien stellt dies keine wesentliche Einschränkung dar, da aufgrund des vergleichsweise
geringen Atomgewichtes der beteiligten chemischen Elemente die Spin-Bahn-Wechselwirkung
eine untergeordnete Rolle spielt. Im Fall verschwindender äußerer elektromagnetischer Felder
lässt sich dann der Hamilton-Operator des verbleibenden elektronischen Problems,
Hˆe = Tˆ + Uˆ + Vˆ , (2.1)
in die Bestandteile der kinetischen Energie der Elektronen Tˆ , der Elektron-Elektron-Wechsel-
3
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wirkung Uˆ und der Elektron-Kern-Wechselwirkung Vˆ aufteilen. Dabei entspricht Letztere der
elektrostatischen Wechselwirkung zwischen Elektronen und Kernen, vermittelt durch das elek-
tronische Einteilchen-Potential









wobei die Kernpositionen durch Rs und die Kernladungszahlen durch Zs beschrieben werden.
Im thermodynamischen Gleichgewicht verschwindet der Erwartungswert der Stromdichte [8],
womit die Vernachlässigung des durch die Stromdichte erzeugten Anteils der Elektron-Elek-
tron-Wechselwirkung gerechtfertigt scheint. Damit reduziert sich auch die Wechselwirkung der
Elektronen untereinander auf ihren elektrostatischen Anteil, entsprechend dem Zweiteilchen-
Potential







Ausgehend von denWechselwirkungen (2.2) und (2.3) kann nun der Hamilton-Operator des elek-
tronischen Problems konstruiert werden. Dies geschieht, aufgrund der großen Teilchenzahlen,
sinnvollerweise im Rahmen und nach den Regeln der zweiten Quantisierung [9]. Die Feldope-
ratoren Ψ(r) und Ψ†(r) müssen dabei für Fermionen den folgenden Antikommutationsregeln
gehorchen:
[Ψ(r),Ψ†(r′)]+ = δ(r− r
′), (2.4a)
[Ψ(r),Ψ(r′)]+ = 0, [Ψ
†(r),Ψ†(r′)]+ = 0. (2.4b)




Hˆ(t−t0) die Zeitabhängigkeit vollständig von den Zuständen auf die Operatoren verlagert,







so bleiben die Antikommutationsregeln aus (2.4) zumindest für gleichzeitige Feldoperatoren







A(t) + [A(t), Hˆ ], (2.6)
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welche die Zeitentwicklung der Operatoren A(t) im Heisenberg-Bild bestimmt. Aufbauend auf
den Feldoperatoren lassen sich beliebige Ein- und Zweiteilchen-Operatoren1 ,
Oˆ(1)(t) =
∫






(2)(r1, r2)Ψ(r2, t)Ψ(r1, t), (2.7b)
in den Formalismus der zweiten Quantisierung übertragen, wobei o(1)(r) und o(2)(r1, r2) den
Operatoren in „erster Quantisierung“ entsprechen. Für die Beiträge zum elektronischen Hamil-













†(r2, t)v(r1 − r2)Ψ(r2, t)Ψ(r1, t), (2.8b)
Vˆ =
∫
drΨ†(r, t)vion(r, {Rs})Ψ(r, t). (2.8c)
Dabei kann der letzte Term (2.8c) auch alternativ durch Zusammenfassung der Feldoperatoren
zum Operator der Elektronendichte n(r, t) = Ψ†(r, t)Ψ(r, t) umformuliert werden. Die bislang
ausgeschriebene parametrische Abhängigkeit des ionischen Potentials von den Kernkoordinaten
Rs soll im Folgenden nicht länger mitgeschrieben werden.
Da explizit zeitabhängige Wechselwirkungen ausgeschlossen wurden, ist der Hamilton-Opera-
tor selbst zeitunabhängig und gegenüber dem Schrödinger-Bild unverändert. Nach (2.6) ergibt











△1 + vion(r1) +
∫
dr2Ψ
†(r2, t)v(r1 − r2)Ψ(r2, t)
]}
Ψ(r1, t) = 0. (2.9)
Die im Heisenberg-Bild zeitunabhängigen Zustände rekrutieren sich aus der direkten Summe
von N -Teilchen-Hilbert-Räumen HN , dem sog. Fock-Raum HF = ⊕∞N=0HN , dessen Elemente
|N,α〉 sich durch Linearkombination der Basisvektoren
|x1 . . . xN 〉 = Ψ
†(r1) . . .Ψ
†(rN )|0〉 (2.10)
erzeugen lassen, wobei |0〉 das Vakuum mit Ψ(r)|0〉 = 0 kennzeichnet.
2.1.2 Quasiteilchen-Bild
Als extrem grundlegend und nützlich erweist sich das auf Landau [1] zurückgehende Konzept der
Quasiteilchen (QP, von quasiparticles). Als solche werden elementare teilchenartige Anregungen
1 An dieser Stelle genügt, nach Abschnitt 2.1 Gl. (2.2) und (2.3), die Diskussion von Ein- und Zweiteilchen-
Operatoren.
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eines Vielteilchen-Systems bezeichnet, welche zumindest für Messungen hinreichend lange Le-
bensdauern aufweisen und nach Landau [1] gleichzeitig mit den Anregungen eines Systems unab-
hängiger Teilchen adiabatisch verbunden sein sollen. Letztendlich ist das Quasiteilchen-Konzept
Ausdruck der Beobachtung teilchenartiger Anregungen in physikalischen Vielteilchen-Systemen,
wofür sich speziell in der Festkörperphysik zahlreiche Beispiele (Phononen, Bloch-Elektronen,
Exzitonen) finden. Die theoretische Beschreibung experimentell beobachtbarer Quasiteilchen-
Effekte erweist sich als deutlich ergiebiger als die – ohnehin nur eingeschränkt durchführbare
– Diskussion echter Vielteilchen-Zustände, da letztere im Limes großer Teilchenzahlen ener-
getisch so dicht liegen, dass sie experimentell kaum isoliert präparier- und messbar sind. Es
entstehen i.A. also unweigerlich Anregungen mit endlichen Lebensdauern2, welche unter den
oben genannten Umständen als Quasiteilchen aufgefasst werden können.
Idealerweise besäßen Quasiteilchen eine unendliche Lebensdauer, was dem Verschwinden von
Wechselwirkungen der Quasiteilchen untereinander gleichbedeutend ist und somit das Vielteil-
chen-Problem auf entkoppelte Einteilchen-Probleme reduzieren würde. Im Allgemeinen ist solch
eine – mit der Lösung des Vielteilchen-Problems identische – Entkopplung nicht erreichbar. Die
Wechselwirkungen „guter“ Quasiteilchen untereinander sollten jedoch vergleichsweise schwach
sein,3 wodurch sie als Störungen eines nicht wechselwirkenden Systems betrachtet und behan-
delt werden können.
Es stellt sich die berechtigte Frage, wie man „gute“ Quasiteilchen identifizieren kann und sich
der durch (2.8a)–(2.8c) definierte Hamilton-Operator in eine entsprechende Darstellung über-
führen lässt. Eine Methode ist die der kanonischen Transformationen [10], welche für praktische
Anwendungen jedoch nur von beschränktem Nutzen ist, da passende Transformationen für jedes
System neu gefunden werden müssen [11]. Im Rahmen der im folgenden Abschnitt diskutier-
ten Methode der Green’schen Funktionen äußern sich Quasiteilchen-Anregungen als Peak in der
noch zu definierenden Spektralfunktion der Green’schen Funktionen, was das Auffinden und die
Diskussion einer Quasiteilchen-Näherung erheblich vereinfacht bzw. überhaupt erst ermöglicht.
2.2 Methode der Green’schen Funktionen
Die Methode der Green’schen Funktionen ermöglicht eine formale Weiterbehandlung des Viel-
teilchen-Problems, wobei die verwendeten Green-Funktionen nur eher entfernt mit denen aus
der Theorie der gewöhnlichen Differentialgleichungen verwandt sind. In der Literatur [3, 8, 11]
existieren verschiedene Zugänge, welche sich z.B. bzgl. einer möglichen Temperaturabhängigkeit
unterscheiden. Für die folgenden Betrachtungen wird i.A. eine endliche Temperatur T > 0 K
angenommen. Damit seien zunächst der Elektronen- (G>) und Lochpropagator (G<) wie folgt
2 Die beschränkte Lebensdauer der teilchenartigen Anregungen kann als Folge der auseinander laufenden Phasen
der an der Anregung beteiligten Vielteilchen-Zustände verstanden werden [9].
3 Dies ist gleichbedeutend mit der Forderung nach „hinreichend“ langen Lebensdauern.










mit 1 := (r1, t1). (2.11c)
Hierbei ist die Erwartungswertbildung 〈 · 〉 als thermodynamischer Mittelwert der Quantensta-
tistik mit Hilfe des statistischen Operators der großkanonischen Gesamtheit ρ folgendermaßen
definiert:
〈Oˆ〉 := Tr(ρOˆ) :=
∑
m




wobei die Spurbildung (Tr) über ein vollständiges System von gemeinsamen Eigenzuständen4
bzgl. Hˆ und des Operators der Teilchenzahl Nˆ zu erfolgen hat. Die Temperaturabhängigkeit ver-
steckt sich dabei im Faktor β = (kT )−1, wohingegen die Abhängigkeit vom chemischen Potential
µ der Elektronen, welches deren Austausch zwischen System und Umgebung bestimmt, offen-
sichtlich ist. Der kürzeren Schreibweise halber werden im Folgenden Orts- und Zeitkoordinate
meist wie schon in (2.11a) und (2.11b) entsprechend der Definition (2.11c) zusammengefasst.
Insbesondere wird diese Schreibweise auch für Integrationsvariablen verwendet, wobei die auf-
tretenden Integrale dann als Doppelintegrale über Ort und Zeit zu verstehen sind.5 Im Limes
T → 0 ist nur der Grundzustand |ψ0〉 thermisch besetzt, so dass in der Erwartungswertbildung
nur noch dieser zu berücksichtigen ist,
lim
T→0
〈Oˆ〉 = 〈ψ0|Oˆ|ψ0〉. (2.13)
Der Grenzwert ermöglicht auch eine einfache Interpretation des in (2.11a) definierten Elektro-
nen-Propagators als Wahrscheinlichkeitsamplitude dafür, nach Erzeugung eines Elektrons bei
r′1 zur Zeit t
′
1 ein Elektron zur Zeit t1 am Ort r1 wiederzufinden. Da Hˆ zeitunabhängig ist, kann
auch G</>(1 1′), wie alle anderen Eigenschaften des durch Hˆ beschriebenen Systems, nur von
der Zeitdifferenz τ := t1 − t′1 abhängen. Man kann also o.B.d.A. t
′
1 = 0 wählen.
4 Die benannten Zustände erfüllen automatisch ρ|m〉 = ρm|m〉, sind also auch Eigenzustände zu ρ. Im Rahmen
der großkanonischen Gesamtheit sind dabei auch variierende Teilchenzahlen erlaubt.
5 Das Gebiet der räumlichen Integration erstreckt sich dabei, falls nicht anders angezeigt, über das Kristallvo-
lumen Ω gleichbedeutend dem Volumen der großkanonischen Gesamtheit.
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2.2.1 Spektraldarstellungen
Die einfache Zeitabhängigkeit der Propagatoren ermöglicht den Übergang zu frequenzabhängi-










Definiert man nun zunächst für T = 0 K die zeitgeordnete oder kausale Green-Funktion,
G(1 1′) := Θ(t1 − t
′
1)G
>(1 1′) + Θ(t′1 − t1)G
<(1 1′), (2.15)






















gewinnen, wobei der Pfad C dem in Abb. 2.1 mit GC gekennzeichneten entspricht. Die Funktion
A(r1, r
′
1, ω) wird Spektralfunktion genannt.
Für endliche Temperaturen T > 0 K findet sich zunächst keine (2.16) vergleichbare Darstel-
lung, man erhält stattdessen (A.22c). Definiert man hingegen, wie von Matsubara [12] vorge-
schlagen, die Green-Funktion an imaginären Zeiten,
G(1 1′) := Θ(i[t1 − t
′
1])G
>(1 1′) + Θ(i[t′1 − t1])G
<(1 1′), (t− t′) ∈ iR, (2.18)
so lassen sich wesentliche Methoden, wie die Spektraldarstellung und die störungstheoretische
Behandlung, vom Fall T = 0 K auf endliche Temperaturen übertragen (vgl. A.1.4). Für die
in (2.18) definierte Matsubara-Green-Funktion findet man eine als Martin-Schwinger-Relation
(vgl. A.1.4) bekannte Quasiperiodizität entlang der imaginären Zeitachse,
G(r1, r
′





1, t1 − t
′
1 − i~β). (2.19)
Diese ermöglicht eine Fourier-Reihen-Entwicklung mit nur an den (fermionischen) Matsubara-




, n ∈ Z, (2.20)
von Null verschiedenen Koeffizienten, welche dann ebenfalls nach (2.16) (mit ω = zn) spektral





GC, T = 0 K
GR
GA
Abbildung 2.1: Integrationspfade der
Spektraldarstellung (2.17) in der komple-
xen Frequenzebene: GC – Pfad der kausa-
len Green-Funktion bei T = 0 K (blau).
GA/R – Pfad der avancierten (2.22) und re-
tardierten (2.21) Green-Funktion (rot). zn –
Fermionische Matsubara-Frequenzen (grün)
zum chemischen Potential µ.
darstellbar sind. Ihre Spektraldarstellung kann als Grundlage einer analytischen Fortsetzung der
Green-Funktion von den Matsubara-Frequenzen in die komplexe ω-Ebene dienen, wodurch sich
beispielsweise die Fourier-Transformierten der reell-zeitigen retardierten (R) und avancierten







†(1′)]+〉 = Θ(t1 − t
′
1)[G








>(1 1′)−G<(1 1′)], (2.22)
gewinnen lassen.
Die Spektralfunktion (2.17) ist also die zentrale Größe, welche die Darstellung aller relevan-
ten Green-Funktionen ermöglicht. Die Wahl einer speziellen Green-Funktion wird dabei über
den Integrationspfad C der Spektraldarstellung (2.16) getroffen, was der Festlegung zeitlicher
Randbedingungen entspricht [11]. Die Spektralfunktion ist hermitesch und lässt sich wie folgt
auch mit Hilfe der retardierten und avancierten Green-Funktionen darstellen (vgl. A.1.5):
A(r, r′, ω) = i[GR(r, r′, ω)−GA(r, r′, ω)]. (2.23)
2.2.2 Hedins Gleichungssystem
Im vorausgehenden Abschnitt wurden verschiedene Einteilchen-Green-Funktionen definiert und
auf eine gemeinsame Größe, die Spektralfunktion, zurückgeführt. Dabei ist noch nicht klar, wie
die Green-Funktionen oder die Spektralfunktion berechnet oder wenigstens sinnvoll genähert
werden können. Als Grundlage hierfür wird sich das von Hedin [2, 3] abgeleitete fundamen-




Eine Möglichkeit, sich der Berechnung der Green-Funktion zu nähern, liegt in der Untersuchung
ihrer Bewegungsgleichung, welche sich aus der Bewegungsgleichung der Feldoperatoren (2.9) und











G(1 1′) + i~
∫
d2 v(1 − 2)G(1 2, 1′ 2+) = δ(1 − 1′). (2.24)
Dabei wurde das Coulomb-Potential um eine formale Zeitabhängigkeit erweitert,
v(1 − 2) := v(r1 − r2)δ(t1 − t2), (2.25)
und der aus dem letzten Term der Bewegungsgleichung des Feldoperators (2.9) resultierende
Ausdruck mit Hilfe der Zweiteilchen-Green-Funktion




dargestellt.6 Dieser Umschrift dient auch die in (2.24) ausgeführte infinitesimale Verschiebung
des Zeitargumentes 2+ = (r2, t2− i0+), welche die aus (2.9) entstehende Ordnung der Feldope-
ratoren ebenso wie die Wohldefiniertheit des Zeitordnungsoperators sichert.
Bei nicht verschwindender Wechselwirkung v wird die Bewegungsgleichung der Einteilchen-
Green-Funktion durch die Zweiteilchen-Green-Funktion bestimmt. Diese ist selbst jedoch eben-
falls unbekannt und wird in ihrer zeitlichen Entwicklung wiederum durch eine Dreiteilchen-
Green-Funktion bestimmt. Aufgrund der Fortsetzung dieser Hierarchie findet man kein end-
liches System sondern nur eine unendliche Kette gekoppelter Bewegungsgleichungen für die
Green-Funktionen aufsteigender Ordnung bzw. Teilchenzahl, welche für praktische Anwendun-
gen durch sinnvolle Approximationen entkoppelt werden muss [9].
Definition der Selbstenergie
Die Bewegungsgleichung der Green-Funktion kann zunächst formal durch die Definition der
Selbstenergie Σ˜ als Resultat der Umformung des Anteils der Elektron-Elektron-Wechselwirkung
6 Der Operator T in (2.26) bezeichnet den Zeitordnungsoperator, welcher die Feldoperatoren von rechts nach
links hinsichtlich aufsteigender Zeitargumente (bei imaginären Zeiten im Matsubara-Formalismus nach i · t)
ordnet und bei jeder dazu notwendigen Vertauschung zweier Operatoren das Vorzeichen umkehrt. Die Glei-
chungen (2.15) und (2.18) demonstrieren die Anwendung von T explizit für die zweizeitige Green-Funktion
im Fall reeller und imaginärer Zeiten.
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mittels der inversen Green-Funktion G−1 weiterentwickelt werden:
∫
d2 Σ˜(1 2)G(2 1′) = −i~
∫
d2 v(1 − 2)G(1 2, 1′ 2+), (2.27)
Σ˜(1 2) = −i~
∫
d(34) v(1 − 3)G(1 3, 4 3+)G−1(4 2) (2.28)
mit δ(1 − 1′) =
∫
d2G(1 2)G−1(2 1′). (2.29)
Wird ferner von der Selbstenergie der klassische Beitrag der Hartree-Wechselwirkung,
ΣH(1 2) := −i~ δ(1 − 2)
∫
d3 v(1 − 3)G(3 3+) = δ(1− 2)vH(r1) (2.30a)
mit vH(r1) =
∫
dr3 v(r1 − r3)n(r3), (2.30b)














d2Σ(1 2)G(2 1′) = δ(1 − 1′). (2.31)
Die durch Abspaltung des Hartree-Anteils definierte Selbstenergie Σ(1 2) beschreibt die Effekte
von Austausch und Korrelation (XC) und wird daher als XC-Selbstenergie7 bezeichnet. Nach
(2.28) handelt es sich bei der XC-Selbstenergie um einen nicht explizit bekannten, i.A. nicht
reellen, räumlich und zeitlich nicht lokalen Integraloperator. Die Selbstenergie ist zudem, auf-
grund ihrer Definition über die inverse Green-Funktion, selbst von der Green-Funktion – also
der Lösung von (2.31) – abhängig.
Dyson-Gleichung
Vernachlässigt man den Term der Selbstenergie in (2.31) oder ersetzt ihn durch eine geeignete
Näherung in Form eines XC-Potentials8 vXC, so erhält man eine geschlossene Bewegungsglei-














0(2 1′) = δ(1 − 1′). (2.32)
Durch Vergleich von (2.32) und (2.31) ergibt sich eine Dyson-Gleichung für die Green-Funktion,
G(1 1′) = G0(1 1′) +
∫
d(23)G0(1 2) [Σ(2 3) − vXC(2 3)]G(3 1
′), (2.33)
7 Im Folgenden werden die Begriffe Selbstenergie und XC-Selbstenergie synonym gebraucht.
8 Die folgenden Betrachtungen beschränken sich auf statische Näherungen, also vXC(1 2) = vXC(r1, r2)δ(t1−t2).
Dies ist üblich, aber nicht zwingend notwendig. Für Betrachtungen zum Einschluss dynamischer Effekte in
vXC sei auf [13–15] verwiesen.
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welche die Green-Funktionen des Systems unabhängiger Teilchen G0 und des voll wechselwir-
kenden Systems G in Beziehung setzt.9
Fundamentales Gleichungssystem und Bethe-Salpeter-Gleichung
Für sich genommen reicht die Dyson-Gleichung natürlich nicht aus, um die Einteilchen-Green-
Funktion zu bestimmen, da die Selbstenergie unbekannt ist. Hedin [3] gelang es jedoch im
Rahmen linearer Response-Theorie ein System fünf gekoppelter Gleichungen abzuleiten, welches
G im Prinzip vollständig bestimmt. Detaillierte Ableitungen, auch unter Einbeziehung endlicher
Temperaturen und des Spins, finden sich beispielsweise in [2, 8, 16]. Hier sollen nur die Resultate
angegeben werden. Es gilt:
Σ(1 1′) = −i~
∫
d(23)G(1 2)W (3 1+)Γ(2 1′, 3), (2.34a)
G(1 1′) = G0(1 1′) +
∫
d(23)G0(1 2) [Σ(2 3)− vXC(2 3)]G(3 1
′), (2.34b)
Γ(1 1′, 2) = −δ(1− 1′)δ(1 − 2)− i~
∫
d(3456)Ξ(1 1′ , 4 3)G(3 5)G(6 4)Γ(5 6, 2), (2.34c)
P (1 2) = i~
∫
d(34)G(1 3)G(4 1+)Γ(3 4, 2), (2.34d)
W (1 2) = v(1− 2) +
∫
d(34) v(1 − 3)P (3 4)W (4 2). (2.34e)
Dabei wurden vier neue Größen, nämlich das abgeschirmte Coulomb-Potential W , die Vertex-
Funktion Γ, die Elektron-Loch-Wechselwirkung Ξ (siehe Gl. (2.37)) sowie die Polarisationsfunk-
tion P eingeführt. Letztere kann gemäß
P (1 2) = P (1 1+, 2 2+) (2.35)
als Grenzfall einer Vierpunkt-Polarisation aufgefasst werden, für welche man folgende Bethe-
Salpeter-Gleichung (BSE) findet:
P (1 1′, 2 2′) = −i~G(1 2′)G(2 1′)− i~
∫
d(3456)G(1 3)G(4 1′)Ξ(3 4, 6 5)P (5 6, 2 2′). (2.36)
Die hier erneut im Integralkern auftretende Elektron-Loch-Wechselwirkung ergibt sich als Funk-
tionalableitung der Selbstenergie nach der Green-Funktion,






Für verschwindende Elektron-Loch-Wechselwirkung Ξ = 0 ergibt sich aus der Bethe-Salpeter-
Gleichung (2.36) die Entkopplung der Polarisationsfunktion in zwei die Einteilchen-Green-Funk-
9 Es sei hervorgehoben, dass vH in beiden Fällen über die elektronische Dichte des vollständig wechselwirkenden
Systems (2.30b) definiert ist und somit in (2.31) und (2.32) übereinstimmt.
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tionen, P 0(1 1′, 2 2′) = −i~G(1 2′)G(2 1′), was dem später besprochenen Grenzfall unabhängiger
Teilchen entspricht.
2.2.3 Response-Funktionen
Die für die Ableitung des fundamentalen Gleichungssystems (2.34) definierte Polarisationsfunk-
tion ist als Response-Funktion [3, 8, 17] aufgrund ihrer Verbindung zu messbaren Größen von
besonderem Interesse. Insbesondere besteht zur mikroskopischen dielektrischen Funktion10 (DF)
folgende Verbindung:
ε(1 2) = δ(1 − 2)−
∫
d3 v(1 − 3)P (3 2). (2.38)
Letztere ist selbst keine Response-Funktion, wohl aber ihre Inverse ε−1, welche eine alternative
Darstellung des abgeschirmten Coulomb-Potentials ermöglicht
W (1 2) =
∫
d3 v(1 − 3)ε−1(2 3). (2.39)
2.2.4 Erwartungswerte
Ein Vorteil des Formalismus der Green’schen Funktionen offenbart sich bei der Berechnung
von Erwartungswerten. So ergibt sich für den Erwartungswert eines beliebigen Einteilchen-
Operators der Form (2.7a)
〈Oˆ(t)〉 =
∫





Angewendet auf den Hamilton-Operator (2.1) ergibt sich für die innere Energie die Galitskii-
Migdal-Formel [18],













wobei h(r) = −~2/(2m0)△+vion(r) dem Hamilton-Operator eines Elektrons im äußeren Poten-
tial der Ionen entspricht. Aufbauend auf dem Formalismus der Green’schen Funktionen bietet
die Galitskii-Migdal-Formel also einen Zugang zur Untersuchung der Grundzustandseigenschaf-
ten von Vielelektronen-Systemen [19–22].11,12
Es ist bemerkenswert, dass die Green-Funktion eines Systems offenbar mehr Information
10 Die mikroskopische dielektrische Funktion bestimmt auch die dem Experiment eigentlich zugängliche makro-
skopische dielektrischen Funktion (vgl. Abschnitt 2.2.6).
11 Einen numerisch deutlich effektiveren Zugang zu den Grundzustandseigenschaften eines Vielelektronen-Sy-
stems bietet die in Abschnitt 2.4 besprochene Dichtefunktionaltheorie, welche jedoch auch nur zusammen
mit weitergehenden Näherungen nutzbar wird.
12 Im Prinzip kann auf Basis von (2.41) auch die Zustandssumme des Vielelektronen-Systems berechnet werden,
woraus alle weiteren thermodynamischen Eigenschaften des Systems bestimmt werden können [11]. Praktische
Anwendungen sind dem Autor jedoch nicht bekannt.
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enthält als typischerweise durch die Erwartungswertbildung abgefragt wird, was sich in (2.40)
und (2.41) in Form des Grenzwerts 1′ → 1+ äußert.
2.2.5 Darstellungen
Dass der Übergang zu anderen Darstellungen mitunter zu neuen physikalischen Einsichten führt,
ist eine Binsenweisheit der theoretischen Physik. Das Auffinden der den verschiedenen Green-
Funktionen zugrunde liegenden Spektralfunktion in Abschnitt 2.2.1 als Ergebnis des Übergangs
zwischen Zeit- und Frequenzraum kann hierfür als konkretes Beispiel dienen. An dieser Stelle
sollen daher kurz weitere Darstellungen der in den vorausgehenden Abschnitten diskutierten
Zwei- und Vierpunkt-Größen angegeben werden. Für die Transformation der Ortskoordinaten
bieten sich zwei wesentliche Ansatzpunkte: Erstens die in Anhang A.1.1 beschriebene Fourier-







drdr′ eiωτε(r, r′, τ)ei[(q+G)r−(q+G
′)r′] (2.42)




hier ausgeschrieben für die frequenzabhängige13 dielektrische Funktion und die nach (2.38) mit
ihr verbundene Polarisation. Der zweite Ansatz bedient sich eines bzgl. der Ortskoordinaten
vollständigen Orthonormalsystems von Einteilchen-Wellenfunktionen ϕλ(r), welche kanonisch
durch Bloch-Wellen mit λ = nk gegeben sind (vgl. A.1.2), wobei hier und fortan q und k Wel-
lenvektoren innerhalb der ersten Brillouin-Zone sowie G die Vektoren des reziproken Gitters [23,









was im Fall unabhängiger Teilchen zu G0λλ′(zn) = δλλ′(~zn − ελ)
−1 führt, falls die Einteilchen-










dr2 vXC(r1, r2)ϕλ(r2) = ελϕλ(r1) (2.45)
mit den Eigenwerten ελ gewählt wurden.

























13 Die an dieser Stelle durchgeführte Transformation zwischen Zeit- und Frequenzraum ist symbolisch im Sinne
von (A.1) (für T = 0 K) oder (A.20) (T > 0 K) zu verstehen, wobei für die hier transformierte dielektrische
Funktion die bosonischen Matsubara-Frequenzen ζn (A.21) zu verwenden sind.
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sinnvoll, um den Anschluss an die Darstellung (2.44) der Green-Funktion im Grenzfall unab-
hängiger Teilchen, also P (1 1′, 2 2′) = −i~G(1 2′)G(2 1′) nach (2.36) sowie den Übergang zur
Zweipunkt-Polarisation (2.35) zu gewährleisten. Die in (2.46) auftretende Polarisation ist nur
von einer bosonischen Matsubara-Frequenz ζn (vgl. A.1.4, Gl. (A.21)) abhängig, was zunächst
auch sinnvoll erscheint, da die Polarisationsfunktion die dielektrische Funktion bestimmt, welche
selbst nur von einer Frequenz abhängt. Dies gilt jedoch nur für den in (2.35) ausgeschriebenen
Zweipunkt-Grenzfall der Vierpunkt-Polarisation, für welchen im Rahmen der hier beschriebe-
nen Vielteilchen-Störungstheorie keine geschlossene Gleichung existiert und dessen Bestimmung
somit stattdessen die Lösung der BSE (2.36) erfordert.14 In Letzterer kann jedoch zumindest
der Limes t′2 → t
+
2 ausgeführt werden, was die ursprüngliche Abhängigkeit des Problems von
vier Zeiten15 auf zwei Zeitdifferenzen reduziert. Entsprechend kann der Übergang in den Fre-




















2; zn, ζl). (2.47)
Im für die Bestimmung der dielektrischen Funktion interessanten Grenzfall t′1 = t
+
1 ergibt sich












2; zn, ζl). (2.48)
Bloch-Integrale
Die Zweipunkt-Polarisation im zeitlichen Frequenzraum lässt sich aus (2.48) durch Kontraktion
der Orte r1 mit r′1 und r2 mit r
′





















14 Im Kontext der zeitabhängigen Dichtefunktionaltheorie (TDDFT) findet sich dagegen eine Dyson-Gleichung
für die Zweipunkt-Polarisation, welche außerdem mit der Bethe-Salpeter-Gleichung (2.36) verknüpft werden
kann [25–28]. Der dadurch erschlossene alternative Zugang zur Berechnung der Zweipunkt-Polarisation wird
in dieser Arbeit jedoch nicht verfolgt.
15 Die Vierpunkt-Polarisation hängt i.A. von vier Zeiten ab. Dies entspricht drei Zeitdifferenzen, da eine der
Zeiten stets auf Null gesetzt werden kann, falls der Hamilton-Operator des Systems selbst zeitunabhängig
ist.
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welcher mit (2.43) direkt auf die mikroskopische dielektrische Funktion führt. Dabei bilden die



















die Koeffizienten der Transformation zwischen Bloch- und Fourier-Darstellung. Die in (2.50b)
ausgeführte Darstellung ergibt sich aus der speziellen Struktur der Blochzustände (A.7) als
Produkt einer Phase und des gitterperiodischen Anteils unk, welche die Reduktion des Integra-
tionsgebietes auf das Volumen der Elementarzelle Ω0 erlaubt.
2.2.6 Makroskopische dielektrische Funktion
Nach Gleichung (2.38) bietet die diskutierte Methode der Green’schen Funktionen einen funda-
mentalen Zugang zur dielektrischen Response ε−1 eines Vielelektronen-Systems. Der klassischen
Elektrodynamik zufolge sollten damit auch die linearen optischen Eigenschaften des Systems
bestimmt sein. Dabei ist jedoch zu beachten, dass Licht bzw. elektromagnetische Strahlung
bis zu Photon-Energien weit über den sichtbaren Bereich (ca. 1.6 . . . 3 eV) hinaus – im Ver-
gleich zu den mikroskopischen Strukturen kondensierter Materie16 – sehr große Wellenlängen
aufweist. Die experimentell zugänglichen optischen Eigenschaften werden daher nicht durch
die mikroskopische, sondern vielmehr durch die makroskopische dielektrische Funktion εM(ω)
bestimmt [31].
Lokalfeldeffekte
Unter dem Begriff der Lokalfeldeffekte wird der Einfluss der wahren mikroskopischen Struktur
eines Festkörpers auf die dielektrische Response bezüglich einer makroskopischen Anregung
zusammengefasst. Ihre Vernachlässigung (durch Setzen von G = G′ = 0 und q = 0) bei
der Bestimmung der dielektrischen Funktion in (2.43) ignoriert die Ausbildung mikroskopisch
variierender Felder als Reaktion auf eine makroskopische Anregung.
Bethe-Salpeter-Gleichung der makroskopischen Polarisation
Nach Adler [32] und Wiser [33] ergibt sich die makroskopische dielektrische Funktion unter
Einbeziehung der Lokalfeldeffekte aus dem Grenzwert





16 Als charakteristisches Maß hierfür können die Bindungsabstände (ca. 1 . . . 3 Å) dienen.
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der räumlich und zeitlich Fourier-transformierten mikroskopischen DF (2.43) εGG′(q, ω).17 Nach
Albrecht [34] lässt sich auch für die makroskopische dielektrische Funktion eine zu (2.38) analoge
Darstellung der Form






finden. Die dabei auftretende Polarisationsfunktion P¯ erfüllt als Zweipunkt-Funktion die Dyson-
Gleichung [34]
P¯GG′(q, ω) = PGG′(q, ω) +
∑
G′′
PGG′′(q, ω)v¯G′′(q)P¯G′′G′(q, ω) (2.53)
mit dem seiner Singularität bei q+G = 0 beraubten Coulomb-Potential v¯G′′(q) als Kern. Für
die Lösung von (2.53) ist offenbar die Kenntnis der mikroskopischen Polarisation P selbst, d.h.
nach (2.38) die Lösung der entsprechenden Bethe-Salpeter-Gleichung (2.36), erforderlich. Es
erweist sich daher als zweckmäßig durch den Übergang zu Vierpunkt-Funktionen den direkten
Anschluss an die BSE der Polarisation (2.36) zu suchen, womit sich auch für die Polarisations-
funktion P¯ eine Bethe-Salpeter-Gleichung mit dem Kern Ξ¯ = Ξ + v¯ ergibt,
P¯ (1 1′, 2 2′) =P 0(1 1′, 2 2′)+∫
d(3456)P 0(1 1′, 3 4) [Ξ(4 3, 6 5) + δ(3 − 4)v¯(4− 5)δ(5 − 6)] P¯ (5 6, 2 2′).
(2.54)
Optischer Limes
Der vorausgehenden Diskussion zufolge ist für die Bestimmung der optischen Eigenschaften
in (2.52) der Grenzwert q → 0 auszuführen, was wegen der |q|−2-Singularität des Coulomb-
Potentials besondere Aufmerksamkeit erfordert.18 Als nach (2.49) und (2.52), neben dem Cou-
lomb-Potential, einzige von q abhängige Größen müssen die zwei Bloch-Integrale diese Singu-








k′ (q) =: δkk′M˜
qˆ
nn′k, (2.55)
wobei die Erhaltung des Quasi-Impulses aus Gl. (2.50) ausgenutzt wurde.
Für räumlich lokale Einteilchen-Potentiale19 können die Übergangsmatrixelemente im Rah-
17 Der Vektor qˆ bezeichnet dabei den Einheitsvektor in q-Richtung.
18 Eine vergleichbare Situation tritt auch für den sog. Kopf der mikroskopischen DF ε00(q, ω) auf.
19 Hiermit ist das nach (2.45) mit den Einteilchen-Wellenfunktionen verbundene Einteilchen-Potential gemeint.
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ausgewertet werden. Für räumlich nichtlokale Potentiale muss (2.56) dagegen entweder korri-
giert oder alternativ der vollständige, auch als longitudinal bezeichnete, Ausdruck (2.55) aus-
gewertet werden [37].
2.3 Approximationen






zur Bestimmung der Green-Funktion.
im Prinzip alle darin auftretenden Größen vollständig.
Eine geschlossene Lösung ist jedoch aufgrund der viel-
fältigen Selbstkonsistenz-Bedingungen in (2.34a)–(2.34e)
in der Praxis nicht erreichbar. Durchläuft man den in
Abb. 2.2 dargestellten Selbstkonsistenz-Zyklus iterativ,
so ergeben sich abhängig von der Zahl der Durchläufe
unterschiedliche Approximationen für die Selbstenergie,
die Green-Funktion, die Vertex-Funktion, die Polarisati-
on und das abgeschirmtes Potential.
2.3.1 GW -Approximation
Die von Hedin [2, 3] vorgeschlagene GW -Approximation (GWA) für die Selbstenergie,
Σ(1 1′) = i~G(1 1′)W (1′ 1+), (2.57)
kann als Ergebnis eines einmaligen Durchlaufs des Zyklus in Abb. 2.2, beginnend mit Σ =
vXC = 0, begriffen werden. Somit entspricht nach (2.34b) die Green-Funktion der in Hartree-
bzw. Random-Phase-Approximation (RPA) G = GH. Mit der Elektron-Loch-Wechselwirkung
Ξ verschwinden auch die Vertex-Korrekturen, so dass nur der „nackte“ Vertex
Γ(1 1′, 2) = −δ(1− 1′)δ(1 − 2) (2.58)
übrig bleibt. Damit ergeben sich die RPA-Polarisation und das RPA-abgeschirmte Coulomb-
Potential zu
P (1 2) = −i~G(1 2+)G(2 1+), (2.59)
W (1 2) = v(1− 2)− i~
∫
d(34) v(1 − 3)G(3 4+)G(4 3+)W (4 2), (2.60)
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was die namensgebende Form der Selbstenergie (2.57) als Produkt aus G undW nach sich zieht.
Formal kann der Iterationszyklus beliebig weitergeführt werden [38], wobei die auftretenden
Vertex-Korrekturen jedoch sehr schnell äußerst kompliziert und numerisch unhandlich werden.
Startpunkte
Als problematisch erweist sich der Startpunkt der Iteration. Formal entspricht dieser der Har-
tree-Approximation, allerdings ist dabei die Hartree-Selbstenergie nach (2.30b) über die unbe-
kannte Elektronendichte des vollständig wechselwirkenden Systems definiert. Das Ergebnis einer
selbstkonsistenten Lösung der Hartree-Gleichung [9] reproduziert diese Dichte i.A. nicht einmal
annähernd und erweist sich schon deshalb in der Praxis als ungeeigneter Ausgangspunkt. Im
Rahmen der Dichtefunktionaltheorie (vgl. Kap. 2.4) erhält man dagegen über den Kohn-Sham-
Formalismus [39] Zugriff auf die Grundzustandsdichte des wechselwirkenden Systems, was die
Verwendung des Kohn-Sham-Systems unabhängiger Teilchen als Startpunkt nahelegt. Dies ent-
spricht der Wahl Σ = vXC, also G = G0KS
20 als Ausgangspunkt der beschriebenen Iteration.
Aufgrund der nicht verschwindenden Elektron-Loch-Wechselwirkung ergeben sich nun allerdings
nach (2.34c) Vertex-Korrekturen, welche formal sowohl im abgeschirmten Coulomb-Potential als
auch in der Selbstenergie berücksichtigt werden sollten. In der Literatur werden entsprechende
Rechnungen, bei welchen die Vertex-Korrekturen sowohl in W als auch in Σ bedacht werden,
mit GWΓ bezeichnet.21 Ausgehend von lokalen Approximationen für das XC-Potential erge-
ben sich durch Berücksichtigung der Vertex-Korrekturen im Rahmen von GWΓ-Rechnungen
gegenüber den GW -Resultaten jedoch nur geringfügige Änderungen der Bandlücken [40–43].
Konsequenzen für die Polarisation
Durch Bestimmung der Elektron-Loch-Wechselwirkung der BSE (2.36) mit Hilfe der GW -Ap-
proximation der Selbstenergie lassen sich über die Näherung unabhängiger Teilchen hinaus-
gehende Effekte in der Polarisationsfunktion beschreiben [17, 44, 45]. Für die Elektron-Loch-
Wechselwirkung ergibt sich:









Der zweite Term erweist sich [16, 46, 47] als proportional zu W 2. Aufgrund seines im Vergleich
zum linearen Term geringen Beitrages wird er üblicherweise vernachlässigt, was die BSE für die
20 G0KS möge dabei die Green-Funktion unabhängiger Kohn-Sham-Teilchen kennzeichnen (vgl. Abschnitt 2.4.2).
21 Die GW -Approximation der Selbstenergie vernachlässigt die Vertexkorrekturen. Mit der Bezeichnung GW




P (1 1′, 2 2′) = −i~G(1 2′)G(2 1′) + i~
∫
d(34)G(1 3)G(4 1′ )W (3 4+)P (3 4, 2 2′), (2.62)
erheblich vereinfacht.
Mit der Näherung kann nun auch der Kern der BSE für die Polarisationsfunktion der makro-
skopischen dielektrischen Funktion konkretisiert werden. Es ergibt sich
Ξ¯(1 2, 3 4) = −δ(1 − 4)δ(2 − 3)W (2 1+) + δ(1 − 2)δ(3 − 4)v¯(1− 3), (2.63)
wobei sich die Wirkung vonW und v¯ aufgrund der verschieden kontrahierten Indizes offensicht-
lich unterscheidet.
2.3.2 Quasiteilchen-Approximation
Die bisherigen Ausführungen konzentrierten sich auf die Green-Funktion des wechselwirkenden
Systems, deren Pole längs der reellen Achse im Frequenzraum den exakten Anregungsenergien
des Vielteilchen-Systems entsprechen [3]. Im Limes unendlich großer Teilchenzahl liegen diese
Pole dicht und formen sog. branch cuts, also Unstetigkeitslinien, deren Sprung nach (A.28) die
Spektralfunktion definiert. Nach der in Abschnitt 2.1.2 geführten Diskussion ist jedoch nicht
das Studium dieser Eigenwerte und der damit verbundenen Vielteilchen-Zustände von Interesse,
sondern vielmehr – falls möglich – eine effektive Beschreibung im Bild der Quasiteilchen. Hierfür
bietet es sich an, in die Bloch-Darstellung (2.44) zu wechseln, wobei die Einteilchen-Zustände
so gewählt seien, dass G0λλ′(zn) diagonal in λ und λ
′ ist. Mit der zu (2.44) analogen Darstellung










mit δΣλλ′(zn) := [Σ(zn)− vXC]λλ′ ,
(2.64)
wobei die zeitliche Homogenität der Selbstenergie zur Faktorisierung der Dyson-Gleichung im
Frequenzraum führt.
Sind die Nichtdiagonalelemente der Selbstenergie klein22 (|δΣλλ′(z)| ≪ |ελ − ελ′ |, siehe auch
[8]), so ergibt sich durch erneute Anwendung der Dyson-Gleichung und Ausnutzung der Bezie-
22 Hierfür kann man die Freiheit bei der Wahl von vXC und damit der Einteilchen-Zustände ausnutzen. Dies wird
zwar i.A. nicht ausreichen um Gλλ′(zn) exakt für alle Frequenzen zu diagonalisieren (vgl. A.1.5), allerdings
ist nach (2.67) die Diagonalgestalt nur in einem beschränkten Energiebereich um die Quasiteilchen-Energie
(2.66), in welchem sich das spektrale Gewicht des Quasiteilchens lokalisiert, notwendig.
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hung (2.23) zwischen Spektral- und Green-Funktion
Aλλ′(ω) ≈ δλλ′
2| Im δΣλλ(ω)|
(~ω − ελ − Re δΣλλ(ω))
2 + (Im δΣλλ(ω))
2 . (2.65)
Bei der hierbei auftretenden Selbstenergie handelt es sich eigentlich um die retardierte oder
avancierten Selbstenergie (vgl. A.1.5), was sich jedoch nur in Im δΣ bemerkbar macht und hier
der Einfachheit halber unterdrückt werden soll. Offensichtlich kann sich in der Spektralfunk-
tion (2.65) ein Peak an der Quasiteilchen-Energie ~ω = ελ + Re δΣλλ(ω) ausbilden, falls der
Imaginärteil der Selbstenergie selbst klein bleibt. Nimmt man weiterhin an, dass der Imagi-
närteil der Selbstenergie in der Umgebung des Peaks nur schwach mit ω variiert, so kann die
Spektralfunktion um die Quasiteilchen-Energie herum entwickelt werden. Es ergibt sich:


























Dabei ermöglicht der Umstand, dass vXC typischerweise reell und nicht frequenzabhängig ist, in
Gl. (2.67) und (2.68) die Ersetzung von δΣ durch Σ. Die Quasiteilchen-Approximation kann also
auch als Näherung an die Spektralfunktion verstanden werden, bei welcher ein möglicher Peak
der Spektralfunktion durch eine Lorentz-Kurve des spektralen Gewichts Zλ und der (vollen)
Halbwertsbreite 2Zλ Im δΣ an der Quasiteilchen-Energie E
QP
λ ersetzt wird. Für die Quasiteil-
chen-Green-Funktion ergibt sich aus (2.67)










mit den i.A. komplexen Quasiteilchen-Polen E˜QPλ = E
QP
λ + iZλ ImΣλλ(E
QP
λ /~).
Es lässt sich zeigen [3, 8], dass der Imaginärteil der Quasiteilchen-Pol-Energie bzw. die Breite
des Quasiteilchen-Peaks der Spektralfunktion die Lebensdauer der Quasiteilchen bestimmt. In
der Näherung (2.67) einer Lorentz-förmigen Spektralfunktion verläuft der Zerfall exponentiell
mit der Zeitkonstanten τ−10 = Zλ Im δΣ/h.
Satelliten-Strukturen [3] werden durch die Quasiteilchen-Approximation vernachlässigt. Um
dennoch die Erfüllung der Summenregel (A.30) für die Spektralfunktion zu gewährleisten, wird
meist, wie auch im Folgenden, die Renormierung (Zλ = 1 in (2.67) und (2.69)) vernachlässigt.
Gleiches gilt für Effekte der endlichen Lebensdauer, welche ebenfalls vernachlässigt werden
sollen.
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Eine (2.69) analoge Darstellung hätte auch direkt aus der Spektraldarstellung der Green’schen
Funktion, mit Hilfe der Eigenvektoren23 und Eigenwerte des homogenen Äquivalentes der Be-
wegungsgleichung für G (2.31), gewonnen werden können [48]. Durch Entwicklung der Green-
Funktion um die Quasiteilchen-Energie herum ergibt sich dann (2.69), wobei die Einteilchen-Zu-
stände durch die beschriebenen Eigenvektoren an der Quasiteilchen-Energie24 zu ersetzen sind.
Die eingangs aufgestellte Forderung der zumindest näherungsweisen Diagonalität der Green-
Funktion in den Einteilchen-Zuständen entspricht also der Forderung nach einer guten Appro-













′) = EQPλ ϕ
QP
λ (r) (2.70)
bestimmten Quasiteilchen-Wellenfunktionen ϕQPλ durch die Einteilchen-Zustände ϕλ.
Quasiteilchen-Energien
Im Prinzip sind die Quasiteilchen-Energien durch (2.66) bestimmt. Ihre konkrete Berechnung
erfordert jedoch aufgrund der Abhängigkeit der Selbstenergie von den gesuchten Quasiteilchen-
Energien eine selbstkonsistente Lösung von (2.66). Hierfür ergibt sich im Rahmen des Newton-







〈λ|T + vH + vion +Σ(E
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und EQP,0λ ≡ ελ. (2.72)
In der Praxis beschränkt man sich hierbei meist auf die erste Iteration (N = 0), wobei die Selbst-
energie ausschließlich durch die Wellenfunktionen ϕλ(r) und Eigenwerte ελ des Startpunktes
bestimmt wird, was als G0W0-Approximation bezeichnet wird. Bei der Auswertung höherer Ite-
rationen liegt es nahe, neben dem Nachführen der Frequenzabhängigkeit ω = EQP,Nλ /~ auch eine
Anpassung der Selbstenergie durch Iteration der Pole der Green-Funktion (2.69) und des abge-
schirmten Potentials W vorzunehmen. Derartige Schemata sind als GNWN oder bei Erreichen
von Konvergenz als GW bekannt. Weiterhin existieren Ansätze, die Energieabhängigkeiten der
Green-Funktion und des abgeschirmten Potentials unterschiedlich zu behandeln. Quasiteilchen-
Energien, welche nur durch Iteration der Green-Funktion bei fixiertem Potential W entstehen,
werden in diesem Sinne GNW0 bzw. GW0 genannt [17, 49, 50]. Die Differenz E
QP
λ −ελ entspricht
der Quasiteilchen-Korrektur des Zustands λ – im Englischen quasiparticle shift.
Im Rahmen der aufgeführten Schemata bleiben die Wellenfunktionen ϕλ(r) = 〈r|λ〉 stets
23 Aufgrund der Nichthermitezität und der Energieabhängigkeit der Selbstenergie sind die links- und rechtssei-
tigen Eigenvektoren verschieden und selbst ebenfalls energieabhängig.
24 Sie werden konsequenterweise als Quasiteilchen-Wellenfunktionen bezeichnet.
25 Die Energieabhängigkeit der Selbstenergie ist in der Quasiteilchen-Gleichung fixiert.
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unverändert. Ein grundlegend anderes Selbstkonsistenz-Schema, welches auch die Quasiteilchen-
Wellenfunktionen im Verlauf der Iteration anpasst, wurde 2004 von Faleev u.a. vorgestellt [51,
52].
2.3.3 Von der Vierpunkt-Polarisation zur makroskopischen dielektrischen
Funktion
Statische Näherung
Auch bei Verwendung der GWA für den Kern (2.63) der BSE (2.54) reduziert sich die Zahl der
Frequenz- bzw. Zeitabhängigkeiten nicht. Damit hängt die Polarisationsfunktion weiterhin von
mindestens zwei Zeitdifferenzen bzw. Frequenzen ab (vgl. Abschnitt 2.2.5, (2.47)), was einer
effizienten Lösung der BSE im Wege steht. Nähert man das abgeschirmte Potential als statisch,
W (1 2) ≈W (r1, r2)δ(t1 − t2), (2.73)
so lässt sich die BSE auf die analog zu (2.48) definierte einfrequente Variante von P¯ reduzie-
ren [8]. Allerdings werden hierbei (2.68) zufolge auch Effekte der endlichen Lebensdauer und
Renormierung der Quasiteilchen vernachlässigt. Für die Approximation der über die statische
Näherung hinausgehenden dynamische Effekte existieren ebenfalls Vorschläge [29, 30], welche
in dieser Arbeit jedoch nicht verfolgt werden. Die statische Approximation sollte für Exzitonen-
Bindungsenergien größer als die Phononen-Energien aufgrund einer Kompensation zwischen
dynamischen Quasiteilchen-Effekten und dynamischen Vertex-Korrekturen [53] eine gute Nähe-
rung darstellen.
Bloch-Darstellung der Bethe-Salpeter-Gleichung
Für die Polarisationsfunktion der makroskopischen dielektrischen Funktion lässt sich die in
Abschnitt 2.2.5 eingeführte Bloch-Darstellung ohne Probleme übernehmen. Damit ergibt sich





























für P¯ , wobei die Matrixelemente der Elektron-Loch-Wechselwirkung Ξ¯ entsprechend der allge-
meinen Definition für Vierpunkt-Funktionen (2.46) zu bilden sind. Auch für die Green-Funktion
sollten Lebensdauer- und Renormierungseffekte vernachlässigt werden [51, 53], womit (2.74)


































































ausgeführt werden. Die Differenz der Fermi-Funktionen f(~ω) = (eβ(~ω−µ)+1)−1 spiegelt dabei



























































= δλ1λ2δλ′1λ′2 ergibt sich die folgende verallgemeinerte Matrixbe-

































deren Invertierung auf P¯ führt.
Exzitonischer Hamilton-Operator





mit k1 = k′1 und k2 = k
′
2 interessant. Man kann also die Betrachtungen auf den
Unterraum der vertikalen Übergänge reduzieren. Im Limes T → 0 K kann zudem der Übergang
der Fermi-Funktion zur Theta-Funktion
lim
T→0
f(~ω) = Θ(µ− ~ω) (2.80)
ausgenutzt werden, um die Bänder anhand ihrer Besetzungszahlen Eins oder Null in Valenz-
v und Leitungsbänder c zu unterteilen, was mindestens für Halbleiter und Isolatoren ohne
































definiert. Mit der gewählten Definition
von H¯ und 1 ist P¯ keine Matrix im entsprechenden Kalkül. Um P¯ in eine solche zu übersetzen, müssen, wie
aus (2.79) ersichtlich, die unteren Indizes vertauscht werden.
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1} → {vv, cc, vc, cv;k} und {λ2λ
′
2} → {v
′v′, c′c′, v′c′, c′v′;k′}. (2.81)
Für die folgenden Betrachtungen kann das Problem weiter auf den Unterraum ungleicher
Besetzungszahlen f(EQPλ1 )− f(E
QP
λ′1
) 6= 0 und f(EQPλ2 )− f(E
QP
λ′2
) 6= 0, also Übergänge zwischen
Valenz- und Leitungsbändern v(′) ↔ c(′), reduziert werden, da sonst die Polarisation identisch




































































und ist, aufgrund der im Rahmen der GWA gegebenen Hermitezität von Ξ¯ im Unterraum
{cvk}, selbst hermitesch, was sich nach (2.83) auch auf den antiresonanten Teil überträgt.
Transformation auf ein Eigenwertproblem
Insgesamt ist H¯ in der Form (2.82) offensichtlich nicht hermitesch. Es lässt sich jedoch unter
der Annahme, dass rH¯ positiv definit ist, zeigen, dass H¯ nur reelle Eigenwerte besitzt [8]. Mit




































27 Dies wurde für die oberen Indizes schon bei Gl. (2.77) angemerkt und folgt für die unteren Indizes aus der
analogen Gleichung, entsprechend der alternativen Form P¯ = P 0 + P¯ Ξ¯P 0 der BSE.
28 Die Bandindizes n1, n′1 und n2, n
′
2 laufen über alle Bänder.
29 Eigentlich müsste aufgrund der Nichthermitezität von H¯ an dieser Stelle zwischen links- und rechtsseitigen
Eigenvektoren unterschieden werden. Die Konjugation der Eigenvektoren in (2.84)-(2.86) soll in diesem Sinne
verstanden werden.
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werden. H¯ reduziert sich damit auf seinen hermiteschen Anteil, womit die Eigenvektoren or-
thonormal (also SΛΛ′ = δΛΛ′) gewählt werden können. Durch Ausnutzen der Beziehung (2.83)
zwischen dem antiresonanten und resonanten Anteil von H¯ kann das Problem zudem auf die
Behandlung des resonanten Beitrages reduziert werden, da die Eigenvektoren des resonanten








In der Praxis erweist sich die geschilderte, auch als Tamm-Dancoff-Approximation (TDA) be-
kannte, Vorgehensweise für anorganische Halbleiter und Isolatoren als hervorragende Näherung
[45, 54, 55]. Für organische Materialien wurde erst kürzlich gezeigt, dass die Kopplungsterme
mitunter zu nicht vernachlässigbaren Effekten in den optischen Spektren führen, i.A. also die
Tamm-Dancoff-Approximation nicht ausreicht [56].
Makroskopische dielektrische Funktion mit Elektron-Loch-Wechselwirkung
Für die makroskopische dielektrische Funktion (2.52) ergibt sich mit den Darstellungen (2.49)
und (2.86) der Polarisation in der Tamm-Dancoff-Approximation














EΛ − ~(ω + iη)
+
1
EΛ + ~(ω + iη)
}
. (2.88)
Dabei wurde außerdem der Übergang ζl → ω + iη vollzogen, womit (2.88) nun der eigentlich
relevanten retardierten makroskopischen dielektrischen Funktion entspricht. Der Faktor Zwei
trägt dabei dem hier nicht explizit mitgeführten Spin Rechnung.
Dielektrische Funktion unabhängiger Teilchen
Die dielektrische Funktion in der Näherung unabhängiger Quasiteilchen, historisch auch als RPA
bezeichnet, kann als Grenzfall verschwindender Elektro-Loch-Wechselwirkung Ξ¯ = 0 gewonnen
werden.30 In diesem Fall besteht der Hamilton-Operator H¯ (2.78) ausschließlich aus den durch
30 Lokalfeldeffekte werden dabei ebenfalls vernachlässigt, womit es sich eigentlich um die mikroskopische dielek-
trische Funktion handelt. Diese wird jedoch häufig, auch unter Verzicht auf die Quasiteilchen-Korrektur der
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die Einteilchen-Paar-Energien bestimmten Diagonalelementen, wodurch die Eigenwertgleichung
(2.84) mit den Eigenvektoren ΦΛcvk = δΛ,cvk und Eigenwerten E
Λ = EQPck − E
QP
vk trivial erfüllt
ist. Für die dielektrische Funktion ergibt sich somit


















Wie im vorausgehenden Abschnitt diskutiert, erhält man im Rahmen der Vielteilchen-Stö-
rungstheorie über die Green’schen Funktionen einen Zugang zu den grundlegenden Eigenschaf-
ten von Festkörpern bzw. allgemeinen Vielelektronen-Systemen. Der Informationsgehalt der
Green’schen Funktion ist dabei jedoch für viele Fragestellungen eigentlich zu hoch, was sich z.B.
in der Galitskii-Migdal Formel (2.41) für die Gesamtenergie durch den Übergang zur Gleichzei-
tigkeit und gleichen Orten widerspiegelt. Es liegt daher nahe, für „nur“ auf die Eigenschaften
des Grundzustandes abzielende Untersuchungen, nach reduzierten Größen zur Beschreibung zu
suchen.
Die im Folgenden kurz beschriebene Dichtefunktionaltheorie31 stellt mit den Hohenberg-
Kohn-Theoremen [57] einen solchen Zusammenhang zwischen der Gesamtenergie im Grund-
zustand und der elektronischen Dichte, entsprechend der Spur der gleichzeitigen Einteilchen-
Green-Funktion, her. Durch die 1965 von Kohn und Sham [39] vorgeschlagene Abbildung auf ein
System unabhängiger Teilchen und der hierfür gefundenen Kohn-Sham-Gleichung ergibt sich
zudem ein praktikabler Weg zur Ausnutzung der Hohenberg-Kohn-Theoreme. Zusammen mit
der Lokal-Dichte-Approximation [58] oder verallgemeinerten Näherungen für das XC-Potential
bildet die Dichtefunktionaltheorie heute das Rückgrat der computational materials science.
Gleichzeitig ist die Dichtefunktionaltheorie selbst weiterhin Forschungsobjekt [59], vor allem
in Bezug auf Näherungen für das XC-Potential [60–62] und die Erweiterung der beschreibbaren
Systeme, z.B. auf Supraleiter [63–65].
2.4.1 Hohenberg-Kohn-Theoreme
1964 formulierten Hohenberg und Kohn [57] sinngemäß die folgenden Aussagen:
Theorem 1. Für ein inhomogenes Elektronengas sind – falls nicht entartet – der Grundzustand
|ψ0〉 und dessen Energie E0, genau wie das äußere Potential vion, eindeutige Funktionale der
Elektronendichte im Grundzustand n0.
Eigenwerte, als erste Näherung für die makroskopische dielektrische Funktion verwendet. Einer der Gründe
hierfür ist der um mehrere Größenordungen geringere numerische Aufwand bei der Auswertung von (2.88)
gegenüber der Lösung des Eigenwertproblems (2.84) zur Berechnung von exzitonischen oder Lokalfeldeffekten.
31 Für seine Verdienste um die Entwicklung der Dichtefunktionaltheorie wurde Walter Kohn 1998 mit dem
Nobel-Preis für Chemie geehrt.
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Theorem 2. Das Funktional EHK[n] = 〈ψ[n]|Hˆ |ψ[n]〉 nimmt bei Variation nach der Dichte n
sein Minimum an der Grundzustandsdichte n0 an, d.h. es gilt: min
n
EHK[n] = EHK[n0] = E0.
32
Auf den Beweis der Theoreme soll hier verzichtet werden. Es sei stattdessen auf die Origi-
nalarbeit [57] sowie das Buch von Dreizler und Gross [59] verwiesen, welches auch zahlreiche
weitergehende Entwicklungen berücksichtigt. Vom Energiefunktional EHK[n] lässt sich, wie von
Hohenberg und Kohn vorgeschlagen, der Anteil der potentiellen Energie abspalten,
EHK[n] = 〈ψ[n]|Tˆ + Uˆ |ψ[n]〉+ 〈ψ[n]|Vˆ |ψ[n]〉 = F [n] +
∫
dr vion(r)n(r). (2.90)
Mit dieser Zerlegung konzentriert sich die Abhängigkeit von der speziellen Realisierung des
Vielelektronen-System ausschließlich im durch das ionische Potential bestimmten zweiten Term
von (2.90). Das Funktional F [n] ist dagegen in seiner Dichteabhängigkeit universell. Gute Nähe-
rungen für dieses a priori unbekannte Funktional zu finden, erscheint daher als äußerst lukrativ.
2.4.2 (Verallgemeinerter) Kohn-Sham-Ansatz
Ein Ansatz, die Hohenberg-Kohn-Theoreme praktisch nutzbar zu machen, wurde 1965 durch
Kohn und Sham vorgestellt. Die Grundidee besteht darin, ein System unabhängiger Teilchen
zu betrachten, dessen Gesamtenergie
Es[n] = Fs[n] +
∫
dr veff (r)n(r) = Ts[n] + Us[n] +
∫
dr veff(r)n(r) (2.91)
sich analog zu (2.90) ergibt.33 Dabei bezeichnet veff(r) ein räumlich lokales Effektivpotential,
welches so konstruiert werden soll, dass die Grundzustandsdichte der unabhängigen Teilchen
mit der des realen, voll wechselwirkenden Systems übereinstimmt. In der Originalarbeit von
Kohn und Sham [39] beschränkt sich das Funktional Fs[n] auf die kinetische Energie unabhän-
giger Teilchen Ts[n], wobei festzustellen ist, dass die Dichteabhängigkeit von Ts selbst dann nur
implizit über die Einteilchen-Wellenfunktionen34 bekannt ist. Auf dieser Beobachtung baut der
Vorschlag auf, weitere dichte- aber auch orbitalabhängige Wechselwirkungsterme in die Defini-
tion von Fs einzubeziehen, wofür der Ausdruck des verallgemeinerten (generalized) Kohn-Sham-
Schemas (gKS) geprägt wurde [61].
Das in (2.90) definierte Funktional lässt sich durch Abspaltung der kinetischen Energie der
32 Die Minimierung ist im Rahmen der Hohenberg-Kohn-Theoreme eigentlich auf solche Dichten n beschränkt,
welche sich als Grundzustand eines beliebigen physikalischen Potentials vion ergeben. Abschwächungen dieser
Bedingung wurden von Levy, Lieb [66, 67] und anderen [59] diskutiert.
33 Der Index s soll die Größen des Systems unabhängiger Teilchen kennzeichnen.
34 Für das System N unabhängiger Teilchen zerfällt das Vielteilchen-Problem in N Einteilchen-Probleme, womit
die Vielteilchen-Wellenfunktion, zumindest für nicht entartete Grundzustände, durch eine einzelne Slater-
Determinante dargestellt werden kann.
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unabhängigen Teilchen und der Hartree-Energie wie folgt zerlegen:
F [n] = Ts[n] + EH[n] +EXC[n] = Fs[n] +EH[n] + (EXC[n]− Us[n]). (2.92)
Hierdurch ist das unbekannte XC-Funktional EXC bestimmt, welches nach dieser Definition
auch die Differenz der kinetischen Energien T [n] − Ts[n] enthält. Fordert man nun überein-
stimmende Grundzustandsdichten zwischen dem realen und dem Kohn-Sham-System, so kann
das im zweiten Hohenberg-Kohn-Theorem etablierte Minimalprinzip ausgewertet und daraus
folgende Bedingung für das effektive Potential abgeleitet werden,
veff(r) = vH[n0](r) + v
R
XC[n0](r) + vion(r) + const. (2.93)


















dr′ UXCs (r, r
′)ϕλ(r
′) = ελϕλ(r), (2.95)
welche zumindest formal, abgesehen von der Energieabhängigkeit der Selbstenergie, große Ähn-
lichkeit zur Quasiteilchen-Gleichung (2.70) aufweist. Für das dem Funktional Us korrespondie-
rende Potential UXCs (r, r
′) ist hierbei explizit eine räumliche Nichtlokalität zugelassen. Dabei
ist zu beachten, dass abgesehen vom äußeren ionischen Potential alle auftretenden Potentiale
i.A. zumindest implizit über die Einteilchen-Wellenfunktionen von der elektronischen Dichte
abhängen. Die Kohn-Sham-Gleichung (2.95) muss daher selbstkonsistent gelöst werden, so dass





Prinzipiell können auch Effekte der Spinpolarisation oder Spin-Bahn-Kopplung im Rahmen
der DFT und des Kohn-Sham-Zugangs behandelt werden. Für entsprechende Darstellungen
dieser Erweiterungen sei auf [59, 68, 69] verwiesen.
35 Für Us = 0 geht vRXC[n](r) in das Kohn-Sham-XC-Potential vXC(r) =
δEXC[n]
δn(r)
über. Die Klammerung von
EXC und Us in Gl. (2.92) soll andeuten, dass die Differenz meist gemeinsam als ein Dichtefunktional, z.B. in
LDA (siehe Abschnitt 2.4.3), approximiert wird.
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Gesamtenergie im Grundzustand
Die Energie des realen Systems im Grundzustand lässt sich mit Hilfe der Bandstruktur-Energie




ελ − EH[n] + (EXC[n]− Us[n])−
∫
dr vRXC(r)n(r). (2.96)
Hierbei gibt (2.96) die exakte Grundzustandsenergie des voll wechselwirkenden Systems wieder,
allerdings sind weder für EXC und Us noch vRXC die Dichteabhängigkeiten exakt bekannt.
2.4.3 XC-Funktional
Das XC-Funktional bzw. seine Dichteabhängigkeit ist wie die des Funktionals F [n] unbekannt.
Da seine Ableitung aber einen Teil des effektiven Potentials (2.93) und somit die Kohn-Sham-
Gleichung (2.95) bestimmt, ist eine möglichst gute Approximation unerlässlich. Als Anhalts-
punkte und Wegweiser für die Näherungen können dabei einige für das exakte XC-Funktional
ableitbare Relationen dienen, welche an dieser Stelle jedoch nicht diskutiert werden sollen. De-
taillierte Ausführungen finden sich unter anderem in [59, 70].
Lokal-Dichte- und Generalisierte-Gradienten-Approximation
Im Rahmen der Lokal-Dichte-Approximation (LDA) wird in jedem Punkt des Raumes die XC-






Da auch für das homogene Elektronengas kein analytischer Ausdruck für die XC-Energiedichte
ǫhomXC bekannt ist, bedient man sich numerisch gewonnener Resultate aus Quanten-Monte-Carlo-
Rechnungen [58], welche für intermediäre Dichten interpoliert (siehe z.B. [71, 72]) werden.
Im Rahmen der Generalisierten-Gradienten-Approximationen (GGA) lassen sich gegenüber
der LDA systematische Verbesserungen für die Gesamtenergien und Gitterkonstanten erreichen.
Dafür werden neben den lokalen Dichten auch deren Gradienten mit in die Approximation
einbezogen. In der Literatur existieren verschiedene Vorschläge für GGAs, aus denen die von
Perdew und Wang [73] (PW91) und Perdew, Burke und Ernzerhof [74] (PBE) wegen ihrer
Verbreitung hervorzuheben sind.
Hybride Funktionale
Ursprünglich wurde der Begriff des hybriden Funktionals auf dem Gebiet der Quantenchemie
für die Mischung von dichteabhängigen XC-Funktionalen mit dem Austausch-Funktional der
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Hartree-Fock-Näherung (HF) geprägt [77]. Heute wird der Begriff jedoch meist allgemeiner für
die Mischung von orbital- und dichteabhängigen XC-Funktionalen und die damit verbundene
Mischung von räumlich lokalen und nichtlokalen XC-Potentialen gebraucht, deren Verwendung
im Rahmen des verallgemeinerten Kohn-Sham-Schemas [61] (vgl. Abschnitt 2.4.2) formalisiert
wurde. Die in dieser Arbeit untersuchten Funktionale lassen sich durch die in Tabelle 2.1 zusam-










, 0 ≤ α ≤ 1. (2.98)
Dabei bezeichnet der Index DFT die (quasi)lokale, dichteabhängige Approximation der vol-
len XC-Energie bzw. des kurzreichweitigen (sr) durch den Kern KsrX (|r − r
′|, µ) bestimmten
(abgeschirmten) Austausches,



















Neben ihrem eigentlich quantenchemischen Ur-
Funktional α KsrX (|r|, µ) µ [Å
−1]
DFT [72–74] 0.00 - -
sX [61] 1.00 exp(−µ|r|) 1.55
HSE03 [75] 0.25 erfc(µ|r|) 0.3
PBE0 [76] 0.25 1 -
HF 1.00 1 -
Tabelle 2.1: Parameter der verwendeten XC-
Funktionale. Für Kommentare zur Wahl von µ
wird auf Abschnitt 3.1.1 verwiesen.
sprung lassen sich die in Abschnitt 3.1 unter-
suchten Hybrid-Funktionale sX, HSE03 und PBE0
auch als Approximation der die Quasiteilchen-
Gleichung (2.70) bestimmenden Selbstenergie36
interpretieren. Der Mischungskoeffizient α be-
stimmt dabei zusammen mit dem Integralkern
KsrX eine effektive Abschirmung. In diesem Sin-
ne kann die Lösung der verallgemeinerten Kohn-
Sham-Gleichung (2.95) eine selbstkonsistente Lö-
sung der Quasiteilchen-Gleichung (2.70), wie sie im Rahmen vollständig selbstkonsistenter GW -
Schemata [51] erreicht wird, approximieren und besitzt somit das Potential, einen guten Aus-
gangspunkt für die Berechnung von Quasiteilchen-Energien zu bilden. Vergleichbare Ansätze
wurden bereits, mit wechselndem Erfolg, ausgehend von direkt aus der GW -Selbstenergie ab-
geleiteten Näherungen gemacht [78, 79].
2.4.4 Verbindungen zur Vielteilchen-Störungstheorie
Die Möglichkeit, das Kohn-Sham-System für das in Abschnitt 2.2.2 nicht näher benannte Re-
ferenzsystem unabhängiger Teilchen einzusetzen, ist offensichtlich. Daneben kann mit Hilfe der
Vielteilchen-Störungstheorie aber auch ein Ausdruck für das exakte XC-Potential gewonnen
werden. Aus der Dyson-Gleichung (2.33) folgt mit der Forderung nach übereinstimmenden
36 Zumindest der statisch abgeschirmte Austausch wird hierbei approximiert.
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Grundzustandsdichten G(1 1+) = G0(1 1+) die Sham-Schlüter-Gleichung [80, 81],
0 =
∫
d(23)G0(1 2) [Σ(2 3)− vXC(2 3)]G(3 1
+). (2.100)
In nullter Näherung kann G dabei durch G0 ersetzt werden, womit der Ausdruck nach vXC auf-
gelöst werden kann [60].37 Für derart aus GW -Selbstenergien berechnete XC-Potentiale wurde
der Begriff exact-DFT geprägt, obwohl dem Schema eine approximierte Selbstenergie (GWA)
zugrunde liegt.
2.4.5 DFT-Bandstrukturen
Für die korrekte Interpretation der im Rahmen der DFT durch Lösung der (g)KS-Gleichung
berechneten Eigenwerte ist es zunächst erst einmal wichtig festzustellen, dass diese keine phy-
sikalische Bedeutung als Anregungsenergien eines realen Vielteilchen-Systems haben. Gleich-
zeitig sind sie jedoch Eigenwerte einer Einteilchen-Schrödinger-Gleichung zu einem Potential,
welches alle Symmetrien des betrachteten Systems aufweist, was für kristalline Festkörper zur
Ausbildung einer Bandstruktur mit den bekannten Symmetrieeigenschaften [23, 24] führt. Für
Halbleiter und Isolatoren lässt sich die Differenz zwischen der Quasiteilchen- und der DFT-


















wobei der obere Index die Zahl der Elektronen im System, der untere – wie bisher – das Energie-
niveau kennzeichnen soll. Untersuchungen im Rahmen des exact-DFT-Schemas zeigen, dass∆XC
für viele Systeme einen signifikanten Anteil des Gaps ausmacht [60]. Zudem existiert, in Bezug
auf die Vorhersagekraft für das Gap, anscheinend nur wenig Verbesserungspotentential gegen-
über LDA-XC-Funktionalen [85] – zumindest für lokale Einteilchen-Potentiale im Rahmen des
ursprünglichen Kohn-Sham-Schemas.39 Im Gegensatz dazu können hybride Funktionale Teile
der Diskontinuität auf die gKS-Eigenwerte verlagern und so die gKS-Bandlücke aufweiten [61].40
37 Üblicherweise ist das gesuchte XC-Potential räumlich lokal und zeitunabhängig. Seine Bestimmung aus der
Sham-Schlüter-Gleichung kann als Spezialfall der optimized effective potential-Methode (OEP) interpretiert
werden [82, 83].
38 Die Quasiteilchen-Bandlücke eines Systems aus N Elektronen entspricht der Differenz von Ionisierungsenergie
IN = EN−10 − E
N
0 und Elektronenaffinität A
N = EN0 − E
N+1
0 , d.h. E
QP,N
g = I
N − AN , wobei EN0 der
Grundzustandsenergie des N-Elektronen-Systems entspricht.
39 Die dem exact-DFT-Schema folgend berechneten Bandlücken unterscheiden sich nur wenig von den LDA-
Werten.
40 Auch im Rahmen der OEP-Methode, ausgehend vom Hartree-Fock-Funktional oft auch als exact exchange
(EXX, OEPx) bezeichnet, wird gegenüber der LDA eine Aufweitung des KS-Gaps beobachtet. Als Ursache
hierfür wird die Reduktion der Selbstwechselwirkung diskutiert [62, 86–88].
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2.5 Implementation
Der überwiegende Teil der Resultate dieser Arbeit wurde mit dem Vienna Ab–Initio Simulation
Package [89, 90], kurz VASP, in der Version 5.1.39 berechnet. Dieses löst die (verallgemeiner-
ten) Kohn-Sham-Gleichungen im k-Raum, wobei die Wechselwirkung zwischen Elektronen und
Ionen mit Hilfe der PAW-Methode [91, 92] behandelt wird, welche eine All-Elektronen-Dar-
stellungen (z.B. FLAPW [93–95]) vergleichbare Präzision bietet. Die VASP zugrunde liegende
Implementation der GWA im Rahmen der PAW-Methode ist in [96–98] im Detail beschrieben.
Die optischen Spektren unter Einschluss von Vielteilchen-Effekten im Rahmen der Bethe-
Salpeter-Gleichung wurden mit Hilfe von auf VASP in der Version 4.4 aufbauenden Routinen
berechnet, welche am Institut für Festkörpertheorie und -optik der Friedrich-Schiller-Universität
Jena in der Arbeitsgruppe um Prof. Bechstedt entwickelt wurden [47, 55, 99–101, 196–198] und
gepflegt werden. Die optischen Übergangsmatrixelemente wurden zum Teil in der longitudinalen
[36], zum Teil in der transversalen [37] Approximation berechnet, wobei für die betrachteten
Materialien kein nennenswerter Einfluss auf die Oszillatorstärken existierte.41
Die den im Folgenden dargestellten Rechnungen zugrunde liegenden numerischen Details und
Konvergenzparameter sind in Anhang A.3 zusammengefasst.
41 Dies weist darauf hin, dass für die benutzten PAW-Pseudopotentiale die Entwicklung bzgl. der Drehimpuls-
Kanäle hinreichend vollständig ist.
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To boldly go where no one has gone before.
Star Trek
Im Folgenden sollen die im Rahmen dieser Arbeit geleisteten methodischen Entwicklungen
beschrieben werden. Deren Triebfeder waren vor allem die in Kapitel 4 näher beschriebenen
Herausforderungen bei der theoretischen Behandlung von Indiumnitrid, dessen elektronische
Struktur durch die – für eine große Zahl von Materialien erfolgreichen – Standard-Verfahren
nicht zufriedenstellend beschrieben wird.
3.1 Einteilchen-Anregungen
Ein Großteil der praktischen Anwendungen des in Abschnitt 2.3.2, Gl. (2.71) vorgestellten Ite-
rationsverfahrens zur Bestimmung der Quasiteilchen-Energien beschränkt sich auf den ersten
Iterationsschritt – G0W0. Die überwiegende Mehrzahl der so berechneten Quasiteilchen-Korrek-
turen stützt sich dabei auf die Eigenzustände und Eigenwerte der Kohn-Sham-Gleichung (2.95)
in ihrer ursprünglichen Form mit einem räumlich lokalen, in LDA oder GGA bestimmten, XC-
Potential.
Die ersten Rechnungen dieser Art wurden von Hybertsen und Louie [102–104], allerdings unter
Verwendung von Pseudopotentialen und der Plasmon-Pol-Approximation für den dynamischen
Anteil der Selbstenergie, durchgeführt. Jüngere Untersuchungen [4–6, 51, 96, 105] zeigen, dass
beide Näherungen einen nicht unwesentlichen Einfluss auf die berechneten Quasiteilchen-Ener-
gien haben. Die mitunter proklamierte Genauigkeit der GWA von 0.1 eV [106, 107] für s-p-
gebundene Systeme gegenüber dem Experiment ist somit eigentlich nicht gegeben. Realistisch
sind für die fundamentalen Gaps eher Fehler im Bereich 10%–15% [17, 97]. Für einige Materia-
lien versagt die populäre Kombination aus LDA bzw. GGA und G0W0 jedoch vollständig [199,
200].
Offensichtlich bewirken die Beschränkung auf den ersten Iterationsschritt, sowie die Fixie-
rung der Quasiteilchen-Wellenfunktionen, eine Abhängigkeit der G0W0-Quasiteilchen-Energien
vom gewählten Startpunkt wobei die Unterschiede zwischen LDA- und GGA-Startpunkten ver-
gleichsweise gering sind.1 Die Startpunktabhängigkeit kann durch den Übergang zu sowohl bzgl.
1 Bei auf experimentelle Werte fixierten Gitterkonstanten scheinen die in GGA berechneten RPA-dielektrischen
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der Quasiteilchen-Wellenfunktionen als auch der Eigenwerte selbstkonsistenten GW -Schemata
[51, 52] beseitigt werden. Allerdings erscheint hierbei für eine zuverlässige Approximation der
experimentellen Bandlücken die Einbeziehung von Vertex-Korrekturen notwendig [98], womit
sich ein numerischer Aufwand ergibt, welcher im Alltag nur für relativ einfache Materialien zu
bewältigen ist.
Im Folgenden soll daher untersucht werden, ob gegenüber den – sich im Wesentlichen durch
ihre numerische Effizienz empfehlenden – Startpunkten LDA und GGA systematisch bessere
Ausgangspunkte für das G0W0-Schema existieren. Vergleichbar motivierte Studien von mittels
der OEP-Methode bestimmten Startpunkten wurden in etwa gleichzeitig mit der hier dargeleg-
ten Arbeit von anderen Gruppen durchgeführt [88, 108]. Im Mittelpunkt der folgenden Diskussi-
on stehen die in Abschnitt 2.4.2 vorgestellten verallgemeinerten Kohn-Sham-Schemata. Hierfür
werden zunächst für wenige Materialien die Auswirkungen der in Tab. 2.1 aufgeführten gKS-
Schemata auf die Kohn-Sham- und Quasiteilchen-Bandstruktur untersucht. In Abschnitt 3.1.2
konzentrieren sich die Betrachtungen auf das hybride HSE03-Funktional [75]. Hierfür werden
die Bandlücken und d-Band-Bindungsenergien für 15 Materialien mit den GW -Schemata G0W0,
GW0 und GW berechnet und mit publizierten Ergebnissen ausgehend von einem quasilokalen
Startpunkt [97] verglichen.2
3.1.1 gKS-Schemata als Ausgangspunkt der G0W0
Für den Vergleich der in Tabelle 2.1 aufgeführten Funktionale werden im Folgenden die Band-
lücken und d-Band-Positionen der Materialien Silizium (Si), Zinkoxid (ZnO) und Indiumnitrid
(InN, vgl. Kap. 4) in Diamant- bzw. Zinkblende-Struktur (zb von zinc blende)3 betrachtet. Die
Auswahl beschränkt sich somit zunächst auf hauptsächlich s-p-gebundene Halbleiter. Silizium
dient dabei als Beispiel für einen indirekten Halbleiter mit, als Ergebnis zahlreicher experi-
menteller und theoretischer Untersuchungen, sehr gut erforschten Eigenschaften. Mit InN und
ZnO werden zudem zwei direkte Halbleiter mit einer extrem kleinen bzw. großen Bandlücke
gegenübergestellt, welche darüber hinaus von den atomaren d-Orbitalen der Elemente Zn und
In abgeleitete Bänder aufweisen. Letztere sind den p-artigen Valenzbändern und der Valenz-
bandkante energetisch so nahe, dass sie nicht dem Rumpf zugeordnet werden können, sondern
stattdessen – schon für die korrekte Beschreibung der Grundzustandseigenschaften – äquivalent
den p-Elektronen als Valenzzustände behandelt werden müssen [199, 201]. Hinsichtlich der Bin-
Konstanten das Experiment geringfügig besser zu reproduzieren als die in LDA berechneten Werte [97], was
sich auch auf die berechneten GW -Korrekturen auswirkt.
2 Für Details zu den numerischen Rechnungen, insbesondere die Konvergenzparameter, sei auf Anhang A.3
verwiesen.
3 Die hier untersuchten kubischen Modifikationen von ZnO und InN sind energetisch gegenüber der Wurtzit-
Struktur benachteiligt, entsprechen also nicht dem Grundzustand unter Normalbedingungen. Zumindest InN
kann jedoch auch experimentell in zb-Struktur präpariert werden [109, 110]. Der praktische Vorteil für die
hier präsentierten Rechnungen begründet sich durch die um einen Faktor Zwei gegenüber der vieratomigen
Einheitszelle des Wurtzits kleinere Elementarzelle.
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dungsenergie ihrer d-Zustände unterscheiden sich ZnO und InN dabei signifikant, womit auch
der Einfluss der d-Zustände auf das Valenzbandmaximum variiert (vgl. Anhang A.2.1).
Der in die Funktionale sX und HSE03 eingehende Abschirmparameter µ entspricht jeweils
dem in Tab. 2.1 angegebenen Wert. Für das HSE03-Funktional entspricht der Wert im We-
sentlichen dem in [75] vorgeschlagenen.4 Im Fall des sX-Funktionales5 übernimmt µ formal
die Rolle der inversen Thomas-Fermi-Abschirmlänge kTF. Zur Vereinfachung wird der Wert
kTF = 1.55 Å−1 – entsprechend ca. 70% der durch die s- und p-Valenzelektronen verursachten
Abschirmung – für alle hier untersuchten Materialien verwendet.
Verallgemeinerte Kohn-Sham-Bandstrukturen
Die Ergebnisse der direkten Bandlücken am Γ-Punkt der Brillouin-Zone sowie der d-Band-Posi-
tionen in InN und ZnO bzw. der indirekten Bandlücke für Si sind in Tab. 3.1 zusammengefasst.
Energie LDA sX HSE03 PBE0 HF Exp.
Si EgKSg,ind 0.51 0.98 1.04 1.85 6.57 1.17
EgKSg,dir 2.53 3.23 3.15 3.98 9.08 3.40
ZnO EgKSg 0.6 2.97 2.11 3.03 11.07 3.44 (3.10)
6
EgKSd 4.6 8.2 5.7 5.8 9.3 7.5-8.8
InN EgKSg -0.38 0.39 0.37 1.14 7.15 0.60/0.61
EgKSd 13.1 17.2 14.6 14.7 18.6 16.0-16.9
Tabelle 3.1: Direkte und indirekte gKS-Bandlücken EgKSg(ind,dir) sowie die mittleren d-Band-Positionen E
gKS
d
der kubischen Modifikationen von Si, ZnO und InN. Die experimentellen Werte sind [97, 199, 109, 110, 202, 114,
115] entnommen. Alle Energien sind in eV angegeben.
Im Vergleich zu den Ergebnissen der LDA bewirkt die Einbeziehung eines nichtlokalen (ab-
geschirmten) Austausch-Potentials eine Aufweitung der gKS-Bandlücken, welche im Grenzfall
des reinen Hartree-Fock-Austausch-Potentials zur bekannten Überschätzung der experimentel-
len Gaps führt. Darüber hinaus verstärkt sich unter dem Einfluss des verstärkten Austausches
die Bindung der aus den atomaren d-Niveaus von Zn und In abgeleiteten Bänder. Zweifelsohne
sind die genauen Mechanismen der Gap-Aufweitung und d-Band-Absenkung von der speziellen
Wahl des Funktionals abhängig. Ursächlich sind jedoch die Reduktion der Selbstwechselwir-
kung, der Einschluss eines Teils der Diskontinuität des XC-Potentials (vgl. Abschnitt 2.4.5, [61,
116]) sowie der verstärkte core-valence-Austausch.
4 Die Autoren mussten eben jenen Wert in einem Erratum [111] korrigieren. Die Wahl von µ = 0.3 Å−1 erweist
sich trotzdem als für viele Materialien geeignet [112, 113].
5 Für das sX-Funktional muss darauf hingewiesen werden, dass die hier verwendete Implementation unvollstän-
dig innerhalb der PAW-Sphären ist, in welchen der nichtlokale Anteil der XC-Wechselwirkung durch einen
unabgeschirmten Austausch beschrieben wird. Gleiches gilt für die XC-Wechselwirkung zwischen Rumpf-
und Valenzelektronen des sX-Funktionals.
6 Dem Experiment zugänglich ist nur die wz-Struktur des ZnO. Das Gap der zb-Struktur sollte Rechnungen im
Rahmen des HSE03+G0W0-Schemas zufolge ca. 0.34 eV kleiner als das der wz-Struktur sein [196].
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Für ZnO und InN wirkt zusätzlich die durch die Absenkung der d-Band-Positionen verur-
sachte Verringerung der p-d-Abstoßung (vgl. Anhang A.2.1) aufweitend auf die Bandlücke. Dies
erklärt auch den im Vergleich zu Si extrem starken Effekt (vgl. Tab. 3.1). Für ZnO, das Ma-
terial mit der geringsten d-Band-Bindungsenergie und somit stärksten p-d-Abstoßung, ist die
Gap-Aufweitung absolut mit ca. 1.5 . . . 2.5 eV am größten.
Quasiteilchen-Korrekturen
Abbildung 3.1 zeigt die für Si, ZnO und InN im Rahmen der G0W0-Approximation berech-
neten Quasiteilchen-Korrekturen aufgetragen über den auf die Bandkanten7 bezogenen gKS-
Eigenwerten.
Offenbar unterscheiden sich die Quasiteilchen-Korrekturen ausgehend von den verschiede-
nen Funktionalen hinsichtlich ihres Betrags, der Dispersion und dem Sprung am Fermi-Niveau
für die betrachteten Materialien recht deutlich. Im Grenzfall des Hartree-Fock-Funktionals ent-
sprechen die Quasiteilchen-Korrekturen im Wesentlichen den Matrixelementen der Korrelations-
Selbstenergie8, welche am Fermi-Niveau einem Vorzeichenwechsel, von für die Valenzzustände
positiven zu für die Leitungsbandzustände negativen Korrekturen, aufweisen. Das gegenteilige
Verhalten, wenn auch in der absoluten Größe deutlich reduziert, kann für die vom Startpunkt der
LDA ausgehend berechneten Korrekturen beobachtet werden. Insbesondere für die d-Zustände
in ZnO und InN ergeben sich ausgehend von HF und LDA, aber auch vom sX-Funktional, er-
hebliche Korrekturen. Im Gegensatz dazu erweisen sich die für die hybriden Funktionale HSE03
und PBE0 berechneten Quasiteilchen-Korrekturen über den gesamten Energiebereich hinweg
als betragsmäßig vergleichsweise klein, d.h. unter 1 eV. Die ursprünglich, mit Hinblick auf die
Berechnung von Gesamtenergien, vorgeschlagene [75–77] Mischung von 1/4 nichtlokalem (ab-
geschirmten) Austausch mit 3/4 eines DFT-Funktional erscheint also auch als Grundlage für
die Berechnung von Einteilchen-Anregungsenergien geeignet. Zumindest wird offenbar die Di-
spersion der Bänder für die untersuchten Materialien gleichmäßig gut beschrieben9, so dass die
G0W0-Korrekturen für die HSE03- und PBE0-Eigenwerte in guter Näherung durch eine einfache
Aufweitung der Bandlücke10 beschrieben werden können.
7 Die Valenzband-Oberkante bzw. der höchste besetzte Zustand wird mit VBM, die Leitungsband-Unterkante
mit CBM abgekürzt.
8 Die eigentliche Korrektur enthält zusätzlich den Renormierungsfaktor (vgl. Abschnitt 2.3.2).
9 Kritisch sei erwähnt, dass hier als Maßstab die G0W0 und nicht voll selbstkonsistente Quasiteilchen-Kor-
rekturen betrachtet werden. Zudem sind drei Materialien eine recht dürftige Basis für allgemeine Aussagen,
allerdings bestätigt sich die Beobachtung auch für eine Reihe weiterer Materialien wie: In2O3 [203], MnO
[197], NiO, FeO und CoO [117].
10 Dieses Vorgehen wird in der Literatur als Anwendung des scissors operators bezeichnet.
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VBM (eV) εgKSλ − εgKSCBM (eV)
Abbildung 3.1: G0W0-Quasiteilchen-Korrekturen für Si, ZnO und InN aufgetragen über den gKS-Eigenwerten.
Letztere sind dabei auf das Valenzbandmaximum für die besetzten respektive das Leitungsbandminimum für
die unbesetzten Zustände bezogen. Abgebildet sind die Resultate der Startpunkte LDA, sX, HSE03, PBE0 und
HF.
Quasiteilchen-Energien
Im Gegensatz zu den in Tab. 3.1 aufgeführten Energien sollten die in Tab. 3.2 zusammen-
gefassten, im Rahmen der verschiedenen gKS+G0W0-Schemata berechneten, Quasiteilchen-
Bandlücken und d-Band-Positionen aufgrund ihres Quasiteilchen-Charakters direkt mit dem
Experiment vergleichbar sein. Dennoch unterscheiden sich die berechneten Bandlücken und
Bindungsenergien recht erheblich voneinander, was die Startpunktabhängigkeit des G0W0-Sche-
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Energie LDA sX HSE03 PBE0 HF Exp.
Si EQPg,ind 1.08 1.31 1.32 1.65 2.93 1.17
EQPg,dir 3.18 3.49 3.48 3.72 5.21 3.40
εRPA∞ 13.9 10.8 9.8 7.8 3.4 11.90
ZnO EQPg 2.14 3.36 2.87 3.24 5.71 3.44 (3.10)
6
EQPd 5.6 6.2 6.1 6.2 7.0 7.5-8.8
εRPA∞ 5.3 3.0 3.4 3.0 1.8 3.74
InN EQPg 0.00 0.55 0.47 0.78 2.56 0.60/0.61
EQPd 15.1 15.6 15.2 15.3 16.6 16.0-16.9
εRPA∞ 12.2 6.6 6.8 4.9 2.4 7.96
Tabelle 3.2: Aufbauend auf die gKS-Schemata für Si, ZnO und InN berechnete direkte (dir) und indirekte (ind)
G0W0-Quasiteilchen-Gaps EgKSg(ind,dir), mittlere d-Band-Bindungsenergien E
gKS
d und statische dielektrischen Kon-
stanten (RPA) εRPA∞ = ε
RPA(ω = 0) (vgl. Gl. (2.89)). Die experimentellen Vergleichswerte der Gaps entstammen
den in Tab. 3.1 angegebenen Referenzen, die dielektrischen Konstanten sind [97, 114, 118, 119] entnommen. Alle
Energien sind in eV angegeben.
mas erneut demonstriert. Im Vergleich der verschiedenen Funktionale ergibt sich dabei leider
zunächst kein einheitliches Bild.
Die aufbauend auf die LDA berechneten Werte unterschätzen für alle hier betrachteten Ma-
terialien die Bandlücken und d-Band-Bindungsenergien, wobei die Abweichungen für ZnO und
InN derart groß sind, dass im Prinzip keine Vorhersagekraft bzgl. des Experiments mehr exi-
stiert.
Ähnlich verhält es sich mit den auf dem HF-Funktional basierenden Ergebnissen, welche
die experimentellen Bindungsenergien und Bandlücken drastisch überschätzen. Für das HF-
Funktional war diese Überschätzung allerdings bereits aufgrund der Größe der notwendigen
Korrekturen der HF-Eigenwerte zu erwarten. Abgesehen von Einflüssen der Wellenfunktionen
und der Abschirmung ist daher davon auszugehen, dass die störungstheoretische Behandlung im
Rahmen der G0W0 und insbesondere die vorgenommene Linearisierung der Energieabhängigkeit
der Selbstenergie (vgl. Abschnitt 2.3.2, Gl. (2.71)) versagen.
Für die Funktionale sX, HSE03 und PBE0 unterscheiden sich zunächst die Trends in Be-
zug auf die experimentellen Werte in Abhängigkeit vom betrachteten Material, weshalb die
verschiedenen Materialien einzeln diskutiert werden. Für Si sind die auf den Funktionalen sX
und HSE03 basierenden Werte für die Quasiteilchen-Bandlücken nahezu identisch und in guter
Übereinstimmung mit dem Experiment. Tendenziell führen beide Funktionale zu einer leichten
Überschätzung der Gaps, welche für das indirekte Gap etwas stärker ausgeprägt ist. Die Abwei-
chungen im Fall des PBE0+G0W0-Schemas sind deutlich größer. Für ZnO unterscheiden sich
die aufbauend auf sX und HSE03 berechneten Werte für die Bandlücke signifikant, schließen
aber den experimentellen Wert ein. Der PBE0-basierte Wert approximiert das experimentelle
Gap gut. Die ausgehend von den Startpunkten sX und HSE03 vorhergesagten Gaps des InN
sind dagegen wieder in guter Übereinstimmung miteinander, aber auch mit dem – leicht unter-
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schätzten – Experiment. Das basierend auf dem PBE0-Funktional berechnete Gap überschätzt
den experimentellen Wert leicht.
Die Bindungsenergien der d-Bänder werden ausgehend von den Funktionalen sX, HSE03 und
PBE0 stets unterschätzt, wobei sich nur für InN nennenswerte Abweichungen zwischen den
Funktionalen ergeben. Im Vergleich zur LDA wird die Unterschätzung der d-Band-Bindungs-
energie jedoch verringert, was vor allem für ZnO die Übereinstimmung mit den experimentellen
Werten verbessert.
Interpretation
Zusammenfassend betrachtet schwanken das sX+G0W0- und das HSE03+G0W0-Schema für die
betrachteten Materialien zwischen einer leichten Über- und Unterschätzung der experimentellen
Bandlücken. Dagegen tendieren die PBE0+G0W0-Resultate stets zur Überschätzung. Ursäch-
lich hierfür scheint die, anhand der in Tab. 3.2 angegebenen dielektrischen Konstanten εRPA∞
demonstrierte, Unterschätzung der Abschirmung zu sein, welche für den PBE0-Startpunkt be-
sonders ausgeprägt ist.
Wahrscheinlich aufgrund seiner unvollständigen Implementation variieren die aufbauend auf
dem sX-Funktional berechneten Ergebnisse stärker mit dem Material, weshalb in den folgenden
Abschnitten dem HSE03-Funktional der Vorzug gegeben wird. Abgesehen davon erlaubt das sX-
Funktional eine interessante Beobachtung für die d-Bänder, für deren Bindungsenergie sich auf
dem Niveau der sX-Eigenwerte eigentlich schon eine sehr gute Übereinstimmung mit dem Ex-
periment ergibt, welche jedoch durch die G0W0-Korrekturen (Abb. 3.1), durch die Verschiebung
zu höheren Energien, wieder zerstört wird. Im nachfolgenden Abschnitt soll diese Diskussion
wieder aufgegriffen werden.
Anhand der Materialien ZnO und InN werden die Vorteile eines gKS-Startpunktes, wie dem
sX, oder HSE03-Funktional, gegenüber der LDA besonders deutlich. Die für beide Materiali-
en zu beobachtende extreme Unterschätzung der Gaps im Rahmen der LDA wird durch die
untersuchten gKS-Schemata weitestgehend beseitigt, was eine sinnvolle störungstheoretische
Korrektur durch die G0W0 ermöglicht. Die dabei erreichten Übereinstimmungen mit dem Ex-
periment sind annehmbar und stellen gegenüber den LDA+G0W0-Ergebnissen eine signifikante
Verbesserung dar.
3.1.2 HSE03 als Ausgangspunkt partiell selbstkonsistenter GW-Schemata
Im Folgenden beschränken sich die Untersuchungen auf den HSE03-Startpunkt, wofür jedoch
im Gegenzug die Bandbreite und Zahl der betrachteten Materialien deutlich erhöht wird. Die
Auswahl umfasst dabei im Wesentlichen die ebenfalls in [97] für einen DFT-GGA-Startpunkt
und in [98] mit Hilfe eines vollständig selbstkonsistenten GW -Schemas untersuchten Materialien.
Zudem stimmen die Details der Implementation und der numerischen Konvergenz hier mit denen
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HSE03 G0W0 GW0 GW Exp. εRPA∞ ε
exp.
∞ a (Å) SO
Ge 0.54 0.79 0.82 0.83 0.74 14.0 16.00 5.658 0.08
Si 1.04 1.32 1.35 1.37 1.17 9.8 11.90 5.430
GaAs 1.12 1.66 1.71 1.75 1.52 9.5 11.10 5.648 0.10
SiC 2.03 2.60 2.68 2.76 2.40 5.6 6.52 4.350
CdS 1.97 2.55 2.65 2.80 2.42 4.6 5.30 5.832 0.02
AlP 2.09 2.69 2.77 2.86 2.45 6.3 7.54 5.451
GaN 2.65 3.29 3.38 3.53 3.20 4.6 5.30 4.520 0.00
ZnO 2.11 2.86 3.02 3.33 3.44 3.4 3.74 4.580 0.01
ZnS 3.05 3.69 3.79 3.95 3.91 4.5 5.13 5.420 0.02
C 5.08 5.84 5.92 6.03 5.48 4.9 5.70 3.567
BN 5.54 6.54 6.66 6.85 6.1-6.4 3.9 4.50 3.615
MgO 6.22 7.94 8.20 8.66 7.83 2.6 2.94 4.213
LiF 11.2 14.1 14.5 15.2 14.20 1.8 1.90 4.010
Ar 10.1 13.7 14.1 14.7 14.20 1.6 - 5.260
Ne 14.1 20.2 20.7 21.4 21.70 1.2 - 4.430
MARE 21% 6.8% 8.0% 10.0%
MRE -21% 2.3% 5.3% 9.3%
Tabelle 3.3: Ergebnisse für die in den Näherungen G0W0, GW0 und GWvom HSE03-Startpunkt ausgehend
berechneten Quasiteilchen-Bandlücken und die in RPA bestimmte statische dielektrische Konstante εRPA∞ . Die
angegebenen Werte der Bandlücken enthalten bereits die in der letzten Spalte angegebene Verringerung des
Gaps durch die Spin-Bahn-Kopplung (SO). Weiterhin sind der mittlere Betrag des relativen Fehlers (MARE)
sowie der mittlere relative Fehler (MRE) der Bandlücken und experimentelle Werte [97, 204, 120] zum Vergleich
angegeben. Die unterstrichenen Werte wurden zu T = 0 K extrapoliert. Alle Energien sind in eV angegeben.
der eben genannten Referenzen nahezu vollständig überein. Dies ermöglicht einen durch diese
Punkte unbeeinflussten Vergleich der verschiedenen GW -Schemata, was sich in der Literatur
als nahezu einmalige Situation erweist.
Die ausgehend vom einem HSE03-Startpunkt im Rahmen der G0W0 und den partiell selbst-
konsistenten GW -Schemata GW0 und GW gewonnenen Ergebnisse sind in Tab. 3.3 zusammen-
gefasst. Ein Großteil dieser Resultate wurde von Prof. Georg Kresse an der TU Wien berechnet
und dankenswerter Weise in die gemeinsame Diskussion [204] zum Thema der gKS-Startpunkte
eingebracht.
Bandlücken
Tabelle 3.3 zeigt deutlich, dass die experimentellen Bandlücken durch die des HSE03-gKS-Sy-
stems systematisch unterschätzt werden. Die Unterschätzung ist dabei jedoch mit im Mittel 21%
nicht so stark ausgeprägt wie für einen LDA- oder GGA-Startpunkt (MAREGGA ≈ 45% [97]).
Durch Einbeziehung von G0W0-Quasiteilchen-Korrekturen wird die Unterschätzung weitestge-
hend behoben, so dass sich im Mittel eine leichte Überschätzung von 2.3% der experimentellen
Bandlücken ergibt. Der Betrag des relativen Fehlers (MARE) beträgt über die hier betrachteten
Materialien gemittelt 6.8% und stellt damit gegenüber dem mittleren Fehler des GGA+G0W0-
Schemas von knapp 10% eine deutliche Verbesserung dar.
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Unter dem Einfluss der partiellen Selbstkonsistenz bzgl. der Eigenwerte in G (GW0) werden
die Gaps zusätzlich um ca. 0.1–0.2 eV (bzw. 0.4 eV für LiF, Ar und Ne) aufgeweitet. Dies
verstärkt die schon auf G0W0-Niveau vorhandene Tendenz zur Überschätzung der Bandlücken
und erhöht die mittlere Abweichung des HSE03+GW0-Schemas auf MAREHSE03GW0 = 8.0%. Dies
steht im Gegensatz zu dem in [97] beobachteten Einfluss der Selbstkonsistenz, welche ausgehend
von einen GGA-Startpunkt die Übereinstimmung mit dem Experiment erheblich gegenüber der
G0W0 verbessert und die mittlere Abweichung auf MAREGGAGW0 = 5.7% senkt.
Wird neben der Green-Funktion auch das abgeschirmte Potential während des Selbstkonsi-
stenz-Zyklus angepasst, so setzt sich die Verbreiterung der Bandlücken fort, womit sich ebenfalls
die Übereinstimmung mit dem Experiment verschlechtert. In gleicher Weise wirkt das GW -Sche-
ma ebenfalls ausgehend von einem GGA-Startpunkt [97], wobei für Letzteren die Abweichung
mit MAREGGAGW = 6.1% dennoch unterhalb des für den HSE03-Startpunkt berechneten Werts
von MAREHSE03GW = 10.0% verbleibt.
Interpretation
Als Hauptursache für die Verbesserung der G0W0-Ergebnisse für die Bandlücken ausgehend
vom Startpunkt des HSE03-Funktionals gegenüber dem der GGA kann das deutlich bessere
Abschneiden der HSE03 für Materialien mit semi-core-d-Zuständen verantwortlich gemacht wer-
den. Dies betrifft hier GaAs, CdS, GaN, ZnO und ZnS, für welche sich bzgl. des HSE03+G0W0-
Schemas eine mittlere Absolutabweichung von 7.9% gegenüber 19.2% ausgehend von der GGA
ergibt. Wesentlich ist hierfür die in HSE03 gegenüber der GGA deutlich verbesserte d-Band-
Bindungsenergie inklusive dem damit verbundenen Einfluss auf die Hybridisierung von p- und
d-Zuständen (vgl. Anschnitt 3.1.3). Schließt man die genannten Materialien von der Mittelung
aus, so reproduzieren beide Ansätze die experimentellen Werte vergleichbar gut mit mittleren
Abweichungen von 4.8% (HSE03) und 6.1% (GGA).
Gegen den Trend des HSE03+G0W0-Schemas zur Überschätzung der Bandlücken werden die-
se für ZnO, ZnS, LiF, Ar und Ne unterschätzt, was wahrscheinlich auf die starke Unterschätzung
auf dem Niveau der HSE03-Eigenwerte (größer 30%) und die dadurch entstehenden Probleme
in der störungstheoretischen Behandlung zurückzuführen ist. Dass die Unterschätzung nur für
Materialien mit relativ schwacher Abschirmung (εexp. ≤ 4.5) auftritt, weist darauf hin, dass
die einfache Zusammensetzung des HSE03-Funktionals mit dem festen Anteil des in seiner Ab-
schirmung ebenfalls fixierten nichtlokalen Austausch hier möglicherweise an ihre Grenze stößt.
Ausgehend vom, im vorausgehenden Abschnitt zumindest für ZnO untersuchten, PBE0-Funk-
tional ergibt sich aufgrund der geringeren Abschirmung auf dem Niveau des gKS-Systems ein
größeres Gap, was sich auch auf die G0W0-Ergebnisse überträgt.
Als weiterer interessanter Punkt erweist sich die für die indirekten Halbleiter Si, SiC, AlP
und BN auffällige Überschätzung der experimentellen Bandlücken von ca. 8.0% im Rahmen des
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HSE03 G0W0 GW0 GW Exp.
GaAs 17.2 17.5 17.6 17.6 18.9
GaN 15.4 16.1 16.3 16.5 17.0
ZnO 5.7 6.1 6.3 6.4 7.5-8.8
ZnS 7.5 7.2 7.2 7.3 9.0
Tabelle 3.4: Bindungsenergien der d-Bänder von GaAs, GaN, ZnO und ZnS berechnet in verschiedenen Stufen
der Selbstkonsistenz für die Startpunkte HSE03 und GGA (PBE). Experimentelle Vergleichswerte aus den in
[97] angegebenen Referenzen. Alle Energien sind in eV angegeben.
HSE03+G0W0-Schemas. Diese übersteigt die von einem GGA-Startpunkt ausgehend berechne-
ten Abweichung von 2.6% deutlich. Die genaue Ursache hierfür verbleibt jedoch unklar.11
Die durch die partielle Selbstkonsistenz bzgl. der Quasiteilchen-Energien in G hervorgeru-
fene Überschätzung der Gaps ist aufgrund der im Vergleich zu den experimentellen Werten
unterschätzten dielektrischen Konstanten (vgl. Tab. 3.3) plausibel (siehe auch [97]). Da die
gleichzeitige Anpassung der Quasiteilchen-Energien in W im Rahmen des GW -Schemas die
Abschirmung nur noch weiter verringert, kann hierdurch keine Umkehr des Trends erwartet
werden. Interessanterweise entsprechen die Bandlücken des HSE03+GW -Schemas für die mei-
sten der hier betrachteten Materialien denen eines vollständig selbstkonsistenten GW -Schemas
[98] bis auf 0.1–0.2 eV 12, was die Interpretation des HSE03+GW -Ansatzes als approximatives
selbstkonsistentes GW -Schema stützt. Die beobachtete Überschätzung der Bandlücken kann
durch Einschluss exzitonischer Effekte in die Abschirmung behoben werden [98], wofür jedoch
ein im Vergleich zu den hier dargestellten gKS+G0W0-Schemata vielfach höherer numerischer
Aufwand notwendig ist.
d-Band-Bindungsenergien
Die in Abschnitt 3.1.1 für ZnO und InN beobachtete Unterschätzung der d-Band-Bindungs-
energien bestätigt sich auch für die in Tab. 3.4 aufgeführten Materialien, scheint also einen
allgemeinen Trend widerzuspiegeln. Interessant ist dabei, dass die d-Band-Bindungsenergien of-
fenbar nur in sehr geringem Maße durch die Selbstkonsistenz im Rahmen des GW0- oder GW -
Schemas verändert werden. Im Vergleich zum Startpunkt der GGA führt der Startpunkt der
HSE03 zu tendenziell höheren Bindungsenergien für die d-Bänder, sowohl auf dem Niveau der
gKS als auch der GW -korrigierten Eigenwerte [97, 204]. Der Effekt der Selbstkonsistenz ist
dabei für den GGA-Startpunkt etwas stärker ausgeprägt [204].
Die anfängliche Unterschätzung der Bindungsenergien auf HSE03-Niveau ist dabei offenbar,
unter Berücksichtigung der Beobachtungen für das sX-Funktional in Abschnitt 3.1.1, nicht
11 Vergleichbare Beobachtungen wurden auch im Rahmen anderer selbstkonsistenter Schemata gemacht [78, 98].
12 Die Ausnahmen sind GaN (0.29 eV Differenz), ZnO (0.47 eV), BN (0.29 eV), MgO (0.5 eV), LiF (0.7 eV) und Ne
(0.7 eV), wobei anzumerken ist, dass das HSE03+GW -Schema die experimentellen Werte für die genannten
Materialien etwas besser als das vollständig selbstkonsistente scGW-Schema aus [98] approximiert.
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ursächlich für die zu geringe Bindung der d-Zustände. Stattdessen lässt sich anhand des hier
und in [98] demonstrierten schwachen Einflusses der Selbstkonsistenz bzgl. der Quasiteilchen-
Eigenwerte und Wellenfunktionen darauf schließen, dass die in Tab. 3.4 angegebenen Werte das
Potential der GWA zur Beschreibung der d-Band-Bindungsenergien widerspiegeln. Tatsächlich
zeigen Untersuchungen unter Einbeziehung von Vertex-Korrekturen in der Selbstenergie [41]
deren deutlichen Einfluss auf die Bindungsenergien der d-Zustände.
3.1.3 Quasiteilchen-Wellenfunktionen
In den vorausgehenden Abschnitten 3.1.1 und 3.1.2 wurde der Einfluss der Quasiteilchen-Wel-
lenfunktionen von der Diskussion nahezu vollständig ausgeklammert. Durch Wahl eines gKS-
bzw. HSE03-Startpunktes wird es i.A. jedoch Veränderungen gegenüber den Wellenfunktionen
der LDA oder GGA geben. In der Frühphase der numerischen Umsetzung der GWA stellten
Hybertsen und Louie [104] 1986 fest, dass für Si an Symmetriepunkten der Brillouin-Zone (BZ)
nur geringe Abweichungen zwischen den GW -Quasiteilchen- und den LDA-Wellenfunktionen
bestehen. Der angegebene Überlapp |〈ϕLDAnk |ϕ
GW
nk 〉| von 99.9% wird bis heute oft zitiert
13 und
nur selten hinterfragt [78].
Tatsächlich sind nach Meinung des Autors Aussagen zur Qualität beliebiger Einteilchen-Wel-
lenfunktionen im Vergleich zu den Quasiteilchen-Wellenfunktionen eines Systems nur schwer
zu treffen, da Letztere faktisch unbekannt sind.14 Schon die Approximation der Selbstener-
gie im Rahmen der GWA führt dazu, dass sich die GW -Quasiteilchen-Wellenfunktionen i.A.
von den „wahren“ Quasiteilchen-Wellenfunktionen [48] unterscheiden werden. Erhebt man die
GW -Quasiteilchen-Wellenfunktionen zur Referenz, so kann im Prinzip deren Überlapp mit den
zu untersuchenden Wellenfunktionen bestimmt werden, was jedoch sofort die Frage nach der
Bewertung der sich dabei i.A. ergebenden Abweichungen vom Ideal aufwirft.15
An dieser Stelle sollen nur die Änderungen der Wellenfunktionen im Vergleich zu denen der
LDA diskutiert werden. Abbildung 3.2 fasst dafür die für Si, ZnO und InN berechneten Schnitte
der (partiellen) Pseudoladungsdichten16 entlang der [111]-Richtung zusammen. Offensichtlich
unterscheiden sich die in LDA bzw. HSE03 berechneten Gesamtladungsdichten nur wenig von-
einander, jedoch auf den ersten Blick auch nicht grundlegend von dem Ergebnis einer HF-
Rechnung.17 Auffällig ist, dass sich die Änderungen auf verschiedene Raumbereiche konzen-
13 Zum Zeitpunkt der Erstellung dieser Arbeit hat [104] nach Auskunft des Web of Knowledge über 1000 Zitate.
Es seit unterstellt, dass ein nicht unwesentlicher Teil dabei den angegebenen Überlapp zitiert.
14 Die Wellenfunktionen sind auch keine Observablen.
15 Ein sinnvoller Ansatz ist sicherlich die Untersuchung der Matrixelemente der Selbstenergie [78], wobei jedoch
eigentlich nur der Austausch-Term von den Eigenwerten des Startpunkts unabhängig ist und somit den
isolierten Effekt der veränderten Wellenfunktion offenbart.
16 Die in Abb. 3.2 dargestellten Pseudoladungsdichten können entgegen der physikalischen Intuition in den
Rumpfregionen der Atome auch negative Wert annehmen.
17 Der nach Tab. 2.1 naiv zu erwartende Faktor Vier zwischen den Änderungen kann tatsächlich als gute Nä-
herung gesehen werden. Die sich durch die Abschirmung des HSE03-Austauschterms und die Nichtlinearität
des Problems ergebenden Abweichungen sind gering.





























































































































































Abbildung 3.2: Schnitt entlang der [111]-Richtung durch die (partiellen) Ladungsdichten der im Rahmen der
HSE03- und HF-Approximation berechneten Einteilchen-Wellenfunktionen von Si, ZnO und InN im Vergleich zu
den LDA-Resultaten. Auf der linken Seite sind die in LDA, HSE03 und HF berechneten Gesamtladungsdichten
sowie die fünffach vergrößerte Differenz der HSE03- und HF- zur LDA-Ladungsdichte dargestellt. Die rechten Pa-
neele zeigen die Differenz der HSE03- und LDA-Gesamtladungsdichten sowie die nach einzelnen Bandkomplexen
aufgeschlüsselten Differenzen der Partialladungsdichten.
trieren. Im Fall von Si ist nahezu ausschließlich die Bindungsregion betroffen, wohingegen sich
die Änderungen der Ladungsdichte für ZnO und InN hauptsächlich an den Atompositionen
konzentrieren – was als Ausdruck der gegenüber der Si-Bindung deutlich stärker ausgeprägten
Ionizität der Bindungen in ZnO und InN gedeutet werden kann. Für Si konzentrieren sich die
Änderungen der Ladungsdichte auf die drei energetisch höchsten Valenzbänder, wobei jedoch
alle Bänder in gleicher Weise zur Akkumulation der Ladung in der Bindungsregion beitragen.
Dies ist für ZnO offensichtlich nicht der Fall. Stattdessen kompensieren sich die Effekte der aus
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den Zn 3d-Zuständen abgeleiteten Bänder 2 . . . 6 mit denen der O2p-abgeleiteten Bänder 7 . . . 9
weitestgehend für die Gesamtdichte. Die genannten Zustände lokalisieren sich dabei im Rahmen
der HSE03 stärker an den Ionen ihrer Ursprungselemente, was der durch die in den vorausge-
henden Abschnitten diskutierte Absenkung der d-Zustände verursachten Entmischung der p-d-
hybridisierten Zustände (vgl. Anhang A.2.1) entspricht. Für InN existiert augenscheinlich keine
derartige Kompensation der Änderungen der partiellen Ladungsdichten. Bei der Interpretation
ist jedoch zu beachten, dass, im Gegensatz zu Si und ZnO, für InN im HSE03-Grundzustand
im Vergleich zur LDA andere elektronische Zustände sich unterscheidender Symmetrie und
abweichenden Ursprungs besetzt sind.18
3.1.4 Zusammenfassung
In diesem Abschnitt wurde das Potential verschiedener gKS-Funktionale zur Ausnutzung der
Startpunktabhängigkeit nicht vollständig selbstkonsistenter GW -Schemata untersucht. Dazu
wurden zunächst die Materialien Si, ZnO und InN im Rahmen der G0W0-Approximation aus-
gehend von den Funktionalen LDA, sX, HSE03, PBE0 und HF betrachtet. Dabei zeichnete
sich insbesondere das hybride HSE03-Schema durch eine gute Approximation der Bandlücken
und Band-Dispersionen aus und wurde daher für eine deutlich breitere Spanne von Materialien
als Basis des G0W0-Schemas sowie der partiell selbstkonsistenten GW0- und GW -Schemata
untersucht.
Tatsächlich zeigen die aufbauend auf den HSE03-Wellenfunktionen und Eigenwerten im Rah-
men der G0W0-Näherung berechneten Bandlücken eine gute Übereinstimmung mit den experi-
mentellen Ergebnissen. Gegenüber den Ergebnissen des etablierten GGA+G0W0-Schemas wird
durch die Wahl des HSE03-Grundzustandes als Ausgangspunkt der G0W0-Korrektur die ohne-
hin schon recht geringe mittlere Abweichung von den experimentellen Gaps von ca. 10% um
ca. ein Drittel auf 6.8% verringert,19 was wesentlich der deutlich besseren Beschreibung der
valenzartige d-Bänder beinhaltenden Materialien ZnO, ZnS, GaN und GaAs im Rahmen der
HSE03 zuzuschreiben ist.20
Für bzgl. der Eigenwerte partiell selbstkonsistente GW -Schemata verschlechtert sich die
Übereinstimmung mit den experimentellen Werten der Bandlücken, was im Hinblick auf die
gegenüber den experimentellen Werten deutlich unterschätzte RPA-Abschirmung in der HSE03
zumindest plausibel ist. Vergleichbare Beobachtungen wurden auch für vollständig selbstkon-
sistente GW -Schemata gemacht [51, 52, 98] und lassen sich offenbar nur durch den numerisch
18 Im Fall der LDA ist z.B. der vom In 5s-Niveau abgeleitete Γ1,c-Zustand besetzt, der N 2p-abgeleitete Zustand
Γ15,v jedoch nur teilweise [199]. Im Rahmen des HSE03-Grundzustandes kehrt sich dies gerade um (vgl. Kap.
4).
19 Ermittelt anhand der 15 in Abschnitt 3.1.2 diskutierten Materialien.
20 In noch drastischerem Ausmaß wird dieser Effekt bei InN [199, 204] oder InAs [200] deutlich, für welche
im Rahmen der LDA oder GGA entgegen der experimentellen Erfahrung eine verschwindende Bandlücke
vorhergesagt wird. Der HSE03-Grundzustand dieser Materialien ist dagegen halbleitend.











































































Abbildung 3.3: Im Rahmen der GGA,
GGA+G0W0, HSE03 und HSE03+G0W0
berechnete Bandlücken aufgetragen über
den experimentellen Werten. Der Einsatz
zeigt die Differenz zwischen den berechne-
ten d-Band-Bindungsenergien und den ex-
perimentellen Werten. Negative Werte ent-
sprechen einer Unterschätzung der experi-
mentellen Werte durch die Theorie.
höchst aufwendigen Einschluss von Vertex-Korrekturen in die Abschirmung beheben [98]. Der
Erfolg des HSE03+G0W0-Schemas basiert somit nicht unwesentlich auf einer Fehlerkompen-
sation zwischen der Beschreibung der Green-Funktion und des abgeschirmten Potentials, was
jedoch unter pragmatischen Gesichtspunkten keinen Nachteil darstellt.
Spielt bei der Berechnung der Anregungseigenschaften, etwa für größere Systeme, die nume-
rische Effizienz der verwendeten Approximation eine Rolle (wie für In2O3, siehe Kap. 5), so
stellt das HSE03+G0W0-Schema einen guten Kompromiss zwischen Effizienz und erreichbarer
Genauigkeit dar. Es ermöglicht dabei insbesondere auch die Untersuchung einiger im Rahmen
(quasi)lokaler Approximationen des XC-Potentials nur unzureichend beschriebener Materialien.
3.2 Zweiteilchen-Anregungen: Exzitonen
Die makroskopische dielektrische Funktion eines Materials ist dem Experiment unter Verwen-
dung von Synchrotron-Strahlung über einen ausgedehnten Energiebereich zugänglich, wobei die
erreichbare spektrale Auflösung momentan im Wesentlichen durch die Qualität der Proben21
bestimmt wird. Dagegen stellt die theoretische Berechnung der dielektrischen Funktion eines
Festkörpers unter Einbeziehung von Effekten der Elektron-Loch-Wechselwirkung (vgl. Abschnitt
2.3.3) auch heute noch eine enorme Herausforderung dar. Als Hauptschwierigkeit erweist sich
die für viele Systeme notwendige hohe Zahl an Paar-Zuständen {cvk}, welche im resonanten
21 Die Auswirkungen der Probenqualität sind sehr vielfältig und erstrecken sich im Prinzip über alle Bereiche
der Materialeigenschaften. Ganz entscheidend können dabei auch die exzitonischen Effekte eines Materials
modifiziert werden, wobei z.B. sowohl freie Ladungsträger als auch Defekte dissoziierend wirken können.
Andererseits können Defektionen auch als Bindungszentren für Exzitonen dienen.
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Teil des exzitonischen Hamilton-Operators (2.83)22 berücksichtigt werden müssen, um eine hin-
reichende numerische Konvergenz der berechneten optischen Spektren bzw. Exzitonen-Energien
zu gewährleisten.23 Da faktisch alle Ansätze zur direkten Lösung des Eigenwertproblems (2.84)
oder der Berechnung des optischen Spektrums [100, 121, 122] die mehrfache Anwendung des
exzitonischen Hamilton-Operators erfordern, ist es aufgrund des hohen numerischen Aufwands
seiner Konstruktion sinnvoll, diesen zu speichern, was nach heutigem Maßstab mit Matrizen
von bis zu 10–500 GB Speicherbedarf hohe Anforderungen an den verfügbaren Arbeitsspeicher
stellt. Zu guter Letzt wirkt das ungünstige O(N3)-Skalierungsverhalten des numerischen Auf-
wands (Rechenzeit) der direkten Diagonalisierung stark einschränkend auf die unter sinnvollem
Aufwand behandelbare Systemgröße (entsprechend dem Rang N des Hamilton-Operators).
Wannier-Mott-artige Exzitonen-Zustände bilden sich typischerweise in direkten Halbleitern
oder Isolatoren mit einer ausgeprägten Dispersion des ersten Leitungsbandes und geben zu pro-
minenten Peaks in den Absorptionsspektren der Materialien Anlass [23, 123–127]. Gerade bei
der numerischen Behandlung Wannier-Mott-artiger Anregungen wird die durch das Skalierungs-
verhalten der Diagonalisierung bedingte Beschränkung für den Rang N schnell spürbar. Dies
resultiert aus der vergleichsweise starken Lokalisation dieser Anregungen im k-Raum, gleichbe-
deutend mit Lokalisationsradien im Bereich 10–100 Å, sowie den geringen Bindungsenergien im
Bereich 1–500 meV. In diesem Abschnitt sollen im Rahmen dieser Arbeit geleisteten Entwicklun-
gen vorgestellt werden, welche die numerischen Anforderungen für die Berechnung gebundener
Exzitonen deutlich reduzieren bzw. kontrolliertere Approximationen ermöglichen.
3.2.1 Exzitonisches Eigenwertproblem mit variablen k-Punkt-Gewichten
Die in diesem und dem nächsten Abschnitt (3.2.1 und 3.2.2) vorgestellten Relationen wurden
in enger Zusammenarbeit mit Claudia Rödl abgeleitet. Ziel ist es, das Eigenwertproblem des
exzitonischen Hamilton-Operators für die numerischen Anwendungen bzgl. der k-Punkte neu
zu diskretisieren, wobei explizit erlaubt sein soll, dass verschiedene k-Punkte unterschiedliche
Volumina im reziproken Raum repräsentieren.
Als Ausgangspunkt soll hier die Eigenwertgleichung (2.84) des exzitonischen Hamilton-Opera-
tors H¯ (2.83) noch einmal, allerdings in k-kontinuierlicher24 Version und nur für den resonanten
22 Die folgenden Betrachtungen beschränken sich auf die Tamm-Dancoff-Approximation.
23 Die nach (2.83) im Prinzip erforderliche Berechnung der Quasiteilchen-Energien ist für die Vielzahl der
benötigten Zustände aufgrund des numerischen Aufwands schwierig bis unmöglich. Zudem nimmt die Anzahl





quadratisch mit der Zahl
der einbezogenen Paar-Zustände zu.
24 Der Übergang zu kontinuierlichen k-Punkten erfolgt durch Ausdehnung des Grundgebietes Ω → ∞. Die








dk in ein Integral über.
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′) = EΛΦΛcv(k), (3.1)














und setzt sich damit aus dem diagonalen Anteil (im Folgenden mit H¯Dcv (k) bezeichnet), der
Quasiteilchen-Paar-Energien und dem Anteil des BSE-Kernes für die makroskopische dielek-
trische Funktion zusammen. Letzterer enthält nach (2.61) in der statischen GW -Näherung die




















|k− k′ +G||k− k′ +G′|
(3.3)































Die speziellen Darstellungen (3.3) und (3.4) ergeben sich dabei aus der allgemeinen Darstellung
von Vierpunkt-Funktionen (2.46) in Paar-Zuständen und der Definition der Bloch-Integrale
(2.50).26
Rediskretisierung der k-Vektoren – Verallgemeinertes Eigenwertproblem
Für die numerische Umsetzung wird die BZ in disjunkte Subvolumina Vk zerlegt, welche den
diskreten k-Punkten zugeordnet sind und die Brillouin-Zone vollständig ausfüllen mögen. Da-
mit gilt ΩBZ =
∑
k Vk. Die Diskretisierung des exzitonischen Hamilton-Operators und seiner

























25 An dieser Stelle wird meist eine in G und G′ symmetrisierte Form der inversen dielektrische Funktion




(q)|q+ G|/|q + G′| aus der Inversen von (2.43) ergibt.
26 Die Anwendung der allgemeinen Transformation (2.46) der Vierpunkt-Größen erzeugt auch die im ersten
Moment etwas eigentümlich wirkende Ordnung der unteren Indices von Ξ¯ , W und v¯ .
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Λ − H¯Dcvk )Φ
Λ
cvk, (3.7)
welches aufgrund der variablen k-Punkt-Gewichte i.A. ein verallgemeinertes Eigenwertproblem






























Λ − H¯Dcvk )Φ˜
Λ
cvk (3.9)
zurückführen. Auch für die Berechnung des optischen Spektrums, d.h. der makroskopischen di-
elektrischen Funktion (2.88) bzw. des makroskopischen dielektrischen Tensors, sind nur geringe











EΛ − β~(ω + iη)












wobei die Oszillatorstärken für die Paaranregung Λ durch parallel zur kartesischen Richtung j,
linear polarisiertes Licht mit fΛj bezeichnet werden.
Singularitätskorrektur
Für die praktische numerische Anwendung ist die Mittelungsprozedur (3.6) faktisch irrelevant,
da unter sinnvollem Aufwand der BSE-Kern Ξ˜ mit Hilfe von (3.3) und (3.4) nur an einer
















was im Sinne des Mittelwertsatzes zumindest für große k-Punkt-Dichten gerechtfertigt erscheint.
Für die Elemente mit k = k′ ist dieses Vorgehen jedoch zum Scheitern verdammt, da der
G = G′ = 0 Anteil der abgeschirmten Wechselwirkung W divergiert. Glücklicherweise offenbart
die vorangehend ausgeführte Rediskretisierung (3.6) des Eigenwertproblems einen natürlichen
27 Das Auftreten eines verallgemeinerten Eigenwertproblems im Fall ungleicher k-Punkt-Gewichte wurde 2000
bereits von Rohlfing und Louie angemerkt [54]. Nach Wissen des Autors wurden jedoch weder eine entspre-
chende Ableitung noch darauf aufbauende Rechnungen veröffentlicht.












































Abbildung 3.4: Konvergenz der Singula-
ritätskorrektur (3.12) in Abhängigkeit vom
Sampling in Achsenrichtung. Neben den be-
rechneten Werten (rote Kreise) sind zwei
Fits anhand der Werte x ≤ 0.1 (blau) und
x ≤ 0.03 (grün) abgebildet. Die Ergebnisse
der Extrapolation beider Fits unterscheiden
sich nur geringfügig, d.h. weniger als 0.5 %.
Die angegebenen Werte wurden für Silizi-
um (8-Atom-Zelle) mit 10×10×10 regelmä-
ßig verteilten k-Punkten berechnet. Die für
die Berechnung der Singularitätskorrektur
an einem k-Punkt notwendige CPU-Zeit28
(orange Kästchen, rechte Skala) ist ebenfalls
mit angegeben.
Weg diese Singularität zu behandeln. Dazu wird der im Rahmen der trivialen Ersetzung (3.11)

























dq/|q|2 über eine Kugel Sk des dem Punkt k entsprechenden Volumens, so lässt
















welcher fortan als sphärische Näherung bezeichnet wird. Die durch den Kehrwert der makro-
skopischen dielektrischen Konstante εM,∞(=)1/ε−100 (0) (vgl. Abschnitt 2.2.6, Gl. (2.51)) des
Systems bestimmte Singularitätskorrektur nimmt für dichter werdende k-Punkt-Sätze ab und
verschwindet im Limes Vk → 0.
Für regelmäßige k-Punkt-Sätze29 gilt Vk = ΩBZ/Nk (mit der Zahl der k-Punkte Nk), womit
(3.13) in den in Ref. [128] angegebenen Ausdruck übergeht und einer konstanten Verschie-
bung der exzitonischen Eigenwerte zu niedrigeren Energien entspricht. Im Fall inhomogener k-
Punkt-Verteilungen gilt dies nicht mehr. Stattdessen variiert der Wert der Singularitätskorrek-
tur in Abhängigkeit von k. Zudem kann auch die Form der durch die k-Punkte repräsentierten
Volumina zwischen verschiedenen Punkten variieren, was nach (3.12) ebenfalls Einfluss auf die
Singularitätskorrektur haben sollte. Es erscheint daher sinnvoll, statt der sphärischen Näherung
28 Die angegebenen CPU-Zeiten beziehen sich, soweit nicht anders angegeben auf einen einzelnen Kern eines
AMD Opteron 275 Prozessors.
29 Unter einem regelmäßigen k-Punkt-Satz wird eine äquidistante Anordnung der k-Punkte in Richtung der
reziproken Basisvektoren verstanden. Zwischen den Richtungen varriierende k-Punkt-Abstände sind dabei
explizit zugelassen.
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(3.12), wie in [54] vorgeschlagen, direkt zu integrieren.30 Als problematisch erweist sich dabei
die notorisch langsame Konvergenz des Integrals (3.12). Durch Ausnutzung des in Abb. 3.4
demonstrierten Konvergenzverhaltens lassen sich jedoch glücklicherweise durch Extrapolation
konvergierte Werte abschätzen. Hierfür werden in dieser Arbeit die Werte zweier Integrationen
mit jeweils 106 bzw. 206 Sampling-Punkten linear über den Abstand der Samplingpunkte gegen
Null extrapoliert. Der numerische Aufwand hierfür ist immer noch nicht unerheblich,31 weshalb
die Integration nur im Fall einer begrenzten Zahl unterschiedlicher Formen und Volumina der
Vk – wie im Fall der nachfolgend besprochenen hybriden k-Punkt-Sätze – sinnvoll ist.
3.2.2 Optimierte Abtastung des k-Raumes
Mit Hilfe der im vorherigen Abschnitt 3.2.1 abgeleiteten Beziehungen lässt sich das exzito-
nische Eigenwertproblem im Prinzip für beliebige k-Punkt-Verteilungen behandeln. Wird die
numerische Konvergenz der zu berechnenden Exzitonen-Anregungen entscheidend durch das k-
Sampling bestimmt, so erschließt die neu gewonnene Freiheit bei der Wahl der k-Punkte zu-
sätzliches Potential zur Reduktion des dazu notwendigen numerischen Aufwands – insbesondere
des Speicherbedarfs.
Speziell für Wannier-Mott-artige Exzitonen erweist sich die Anpassung der k-Punkt-Sätze als
essentiell, da die entsprechenden Anregungen aufgrund ihrer starken Lokalisation im k-Raum
erst für äußerst hohe k-Punkt-Dichten konvergieren. Im Sinne einer Erweiterung der vielfach
verfolgten Idee der Konzentration des k-Punkt-Samplings auf das Zentrum der BZ unter voll-
ständiger Vernachlässigung der Randbereiche32 [45, 129–131] kombinieren die im Folgenden
besprochenen hybriden k-Punkt-Sätze unterschiedliche Abtastdichten in verschiedenen Berei-
chen der BZ.
Hybride k-Punkt-Sätze für Wannier-Mott-artige Anregungen
Die im Rahmen dieser Arbeit entwickelten hybriden k-Punkt-Sätze nutzen die für Wannier-
Mott-artige Exzitonen-Anregungen typischerweise stark ausgeprägte Lokalisation im k-Raum
aus, vermeiden es jedoch, Letztere zu erzwingen. Das Verfahren ihrer Konstruktion lässt sich
wie folgt zusammenfassen: Zunächst wird die gesamte BZ mit einem vergleichsweise groben k-
Punkt-Satz ausgefüllt. Im zweiten Schritt wird eine innere Zone mit Grenzflächen parallel zu
denen der BZ definiert, wobei die Grenzflächen k-Punkte des groben Gitters beinhalten sollen.
Anschließend werden die Punkte des groben Gitters aus dem Inneren und von den Grenzflä-
chen der inneren Zone entfernt. Im dritten Schritt wird die innere Zone unter Einschluss ihrer
30 In Abb. 3.9 wird die sphärische Näherung mit der sechsdimensionalen Integration verglichen. Die sphärische
Näherung überschätzt dabei den Wert der sechsdimensionalen Integration um ca. 30%.
31 Die Berechnung der Singularitätskorrektur an einem k-Punkt durch die Integration mit den genannten Samp-
ling-Dichten und Extrapolation benötigt ca. 15 CPU sec.28
32 Das Wort Randbereich spiegelt die Größenverhältnisse nur unzureichend wider. Tatsächlich werden bis zu
99.999% der BZ vernachlässigt [45].
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Abbildung 3.5: Hybrider k-Punkt-Satz in
einer zweidimensionalen BZ. Die nicht gefüll-
ten Kreise markieren Punkte des groben k-
Punkt-Satzes, die rot gefüllten Kreise die des
verfeinerten Gitters. Mit der im Text erläu-
terten Notation wird das abgebildete Gitter
als 10×10 : 3×3 : 30×30 oder kurz 10 : 3 : 30
bezeichnet.
Grenzflächen mit einem engmaschigen k-Punkt-Satz der gewünschten Dichte gefüllt. Die auf
den Grenzflächen liegenden k-Punkte werden abschließend innerhalb ihrer zugeordneten Vo-
lumina zentriert. In einigen Fällen kann eine weitere Verfeinerung im inneren Bereich der BZ
erforderlich bzw. sinnvoll sein. Hierfür können die vorangehend ausgeführten Schritte Zwei und
Drei mit Bezug auf das als innere Zone bezeichnete Gebiet wiederholt werden. In dieser Art
konstruierte k-Punkt-Gitter werden hier als doppelt hybride bezeichnet.
Die verwendeten k-Punkt-Gitter sind, außer im Übergangsbereich zwischen den Bereichen
unterschiedlicher Sampling-Dichte, regelmäßig, d.h. äquidistant, angeordnet. Dadurch tritt nur
eine geringe, im Wesentlichen von der Anzahl der k-Punkte unabhängige Zahl inäquivalenter
Volumina Vk auf, für welche die Singularitätskorrekturen separat berechnet werden müssen.
Zur Referenzierung der Parameter der hybriden k-Punkt-Sätze wird die in Abb. 3.5 veran-
schaulichte Notation eingeführt. Einfach hybride k-Punkt-Gitter werden im allgemeinsten Fall
durch drei mittels Doppelpunkten voneinander getrennte Zahlen-Tripel charakterisiert, deren
Einträge sich stets auf die Achsen des reziproken Gitters beziehen. Das erste Tripel gibt die
Zahl die k-Punkte des äußeren, groben Gitters in Richtung der Achsen des reziproken Gitters
wieder. Der zweite Eintrag bezeichnet die Größe der inneren Zone in Einheiten des Punktabstan-
des innerhalb des groben Gitters. Der dritte charakterisiert die im Inneren erreichte Sampling-
Dichte. Dafür wird die unter Erhaltung der k-Punkt-Dichte für die Abtastung der gesamten
BZ notwendige Zahl der k-Punkte angegeben, was den direkten Vergleich mit homogenen k-
Punkt-Sätzen erlaubt. Im Fall isotropen Samplings wird die Notation auf die Angabe einer
Zahl pro ursprünglichem Tripel verkürzt. Für doppelt hybride Gitter wird die Notation um die
Informationen zur zweiten Verfeinerungsstufe erweitert.
Es ist wichtig zu bemerken, dass die Berechnung der abgeschirmten Coulomb-Wechselwirkung
nach (3.3) prinzipiell die Kenntnis der inversen dielektrischen Funktion an allen Differenzvek-
toren q = k− k′ erfordert. Nicht vollständig reguläre k-Punkt-Sätze wie die hier vorgestellten
hybriden enthalten jedoch nicht all diese Punkte. Diese Schwierigkeit lässt sich möglicherweise
durch Interpolation der RPA-Abschirmung beheben. Für diese Arbeit existiert das Problem als
solches jedoch aufgrund der Verwendung einer Modellfunktion für die dielektrische Abschirmung
(vgl. Anhang A.3.2) bzw. einer konstanten Abschirmung im Fall des Wannier-Mott-Exzitons
nicht.
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3.2.3 Iterative Diagonalisierung zur Untersuchung isolierter Exzitonen
Wie zu Beginn dieses Abschnittes kurz diskutiert, verursacht das mit O(N3) sehr ungünsti-
ge Skalierungsverhalten der Matrixdiagonaliserung zur Lösung des exzitonischen Eigenwert-
problems neben den hohen Speicheranforderungen die stärksten Einschränkungen in der An-
wendung des BSE-Formalismus. Für die Berechnung optischer Spektren, d.h. der makrosko-
pischen dielektrischen Funktion, existieren jedoch glücklicherweise ”Abkürzungen” [100, 121,
122], welche in ihrem Rechenaufwand im Wesentlichen mit O(N2) skalieren,33 jedoch neben
dem optischen Spektrum keine weiteren Informationen über die exzitonischen Eigenwerte, Wel-
lenfunktionen oder Oszillatorstärken liefern. Sie sind daher für das Studium isolierter Exzitonen-
Anregungen ungeeignet.34
Für die Untersuchung isolierter exzitonischer Anregungen, wie z.B. Wannier-Mott-artiger
Exzitonen, müssen, bedingt durch die später im Detail diskutierte Konvergenz mit der Zahl
der Paar-Zustände, Eigenwerte und Eigenzustände von Matrizen des Ranges 104 − 106 berech-
net werden. Zugleich sind jedoch für Wannier-Mott-artige Anregungen zunächst nur wenige
der energetisch niedrigsten Zustände von Interesse. Dies erinnert zumindest in Hinblick auf
die Dimensionen des Problems an das Eigenwertproblem der Kohn-Sham-Gleichung der DFT,
wodurch die Nutzung der im Rahmen der DFT allgemein gebräuchlichen iterativen Diagonalisie-
rungsverfahren [89, 132] zur partiellen35 Lösung des exzitonischen Eigenwertproblems kanonisch
erscheint [198].
Minimierungsverfahren für die iterative Diagonalisierung






wobei H die Matrix, deren Eigenwerte und -vektoren zu bestimmen sind, und φ˜Λ einen Testvek-
tor bezeichnet. Dabei liefert die Minimierung von (3.14) ohne Nebenbedingungen offensichtlich
den niedrigsten Eigenwert EΛ=1 des Operators H,
min
|φ˜〉
R[φ˜Λ] = EΛ=1 = R[Φ˜Λ=1], (3.15)
33 Es sei darauf hingewiesen, dass der Speicherbedarf und die numerischen Kosten für das Aufsetzen der exzi-
tonischen Matrix selbst ebenfalls wie O(N2) mit der Zahl der berücksichtigten Paar-Zustände N skalieren.
Mit Erreichen einer quadratisch skalierenden Methode zur Berechnung der gewünschten Zielgrößen ist somit
dieser letzte Schritt nicht mehr der alleinig limitierende Faktor.
34 Aus dem Spektrum sind zunächst definitiv nur Exzitonen-Anregungen mit nichtverschwindender Oszillator-
stärke erkennbar. Die in den genannten Schemata für die numerische Konvergenz erforderliche Verbreiterung
der Spektren begrenzt zudem das Auflösungsvermögen zur Trennung verschiedener Eigenwerte.
35 Das Interesse gilt nur den niedrigsten Eigenwerten.
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welcher sich auch durch Einsetzen des entsprechenden Eigenvektors in das Ritz-Funktional
ergibt. Für höhere Eigenwerte Λ > 1 muss die Minimierung auf das orthogonale Komple-
ment des durch die Eigenvektoren der schon ermittelten Eigenwerte aufgespannten Unterraums
span(Φ˜1, . . . , Φ˜Λ−1) beschränkt werden, wobei in der Praxis die exakten Eigenvektoren durch
die Ergebnisvektoren |φ˜〉 der vorausgehenden Minimierung approximiert werden müssen.
Skalierungsverhalten
Die Minimierung des Ritz-Funktionals wird im Rahmen eines conjugate-gradient-Algorithmus
(CG) durchgeführt, wobei, dem Vorschlag von Kalkreuter und Simma [133] folgend, mehrere
CG-Iterationsschritte abwechselnd mit der Diagonalisierung von H im niedrigdimensionalen
Unterraum der Testvektoren span(φ˜1, . . . , φ˜ns) durchgeführt werden.36 Die Dimension des Un-
terraums ns entspricht dabei im Wesentlichen der Zahl der zu berechnenden Eigenwerte und
ist somit für Fragestellungen, bei denen nur eine begrenzte Anzahl Eigenwerte von Interesse
ist, meist um mehrere Größenordnungen kleiner als die Dimension von H. Zudem ist in diesen
Fällen ns oftmals auch vom Rang N des Operators H unabhängig, was unter der Annahme,
dass die Zahl der insgesamt notwendigen CG-Schritte konstant ist, das quadratische Skalie-
rungsverhalten des CG+SR-Algorithmus nach sich zieht.37 In der Praxis ist die Annahme einer
konstanten CG-Schrittzahl jedoch i.A. nicht erfüllt, da Letztere nicht festgehalten sondern viel-
mehr durch ein Konvergenzkriterium für die Eigenwerte [133] bestimmt wird. Die Schrittzahl
hängt dennoch meist weniger von N als von der Konditionierung von H ab. Dass auch hier-
mit der Algorithmus im Wesentlichen wie O(N2) skaliert, zeigt Abb. 3.6. Im ebenfalls in Abb.
3.6 demonstrierten Vergleich des CG+SR-Algorithmus mit den LAPACK-Routinen [134] zur
Berechnung aller bzw. einer begrenzten Zahl von Eigenwerten (CHEEV/CHEEVX) wird der
Vorteil des O(N2)-Verhaltens deutlich. Bereits ab N = 1000 bzw. N = 3000 ist die CG+SR-
Methode spürbar gegenüber den genannten Routinen im Vorteil.
Präzision
Abbildung 3.7 zeigt die mit Hilfe des CG+SR-Algorithmus berechneten Eigenwerte im Vergleich
zu denen eines reinen CG-Schemas und der hier als Referenz genutzten LAPACK-Routine
CHEEV für die niedrigsten 10 Eigenwerte einer zufällig besetzten hermiteschen Matrix vom
Rang 4000. Die relativen Fehler der Eigenwerte der CG- und CG+SR-Schemata liegen deutlich
unterhalb eines Promille, wobei die Fehler des CG+SR-Schemas für alle Eigenwerte mehr als
eine Größenordnung unterhalb der des reinen CG-Schemas liegen. Deutlich erkennbar ist zu-
dem, dass der Fehler des reinen CG-Schemas zu höheren Eigenwerten hin deutlich zunimmt.
36 Dies wird als subspace rotation (SR) bezeichnet.
37 Der CG+SR-Algorithmus benötigt nur Vektor-Vektor- und Vektor-Matrix-Operationen der Dimension N
bzw. N×N sowie Diagonalisierungen vergleichsweise kleiner ns×ns-Matrizen.








































Abbildung 3.6: CPU-Zeiten28 in Abhängigkeit vom
Matrixrang. Berechnet wurden die 15 niedrigsten Ei-
genwerte zufällig gefüllter hermitescher Matrizen mit-
tels des CG+SR-Algorithmus (grüne Quadrate) bzw.
der Lapack-Routine CHEEVX (ungefüllte Kreise) und
der vollständigen Diagonalisierung (CHEEV, schwarz
gefüllte Kreise). Die durchgezogenem Linien zeigen ku-
bische (schwarz) bzw. quadratische (grün) Fits an die
Messwerte an.
Abbildung 3.7: Relativer Fehler der Eigenwerte und
Eigenvektoren des CG+SR-Schemas im Vergleich zu
einem reinem CG-Schema. Als Referenz (Fehler = 0)
wurden die Werte der CHEEV-Routine zugrunde ge-
legt. Als Maß für den Fehler der Eigenvektoren wird
die Abweichung von |〈φ˜Λ|φ˜ΛCHEEV〉| zu Eins betrachtet.
Die Ursache hierfür liegt in der sich zunehmend verschlechternden Approximation des Un-
terraums span(Φ˜1, . . . , Φ˜Λ−1) durch den von den approximierten Eigenvektoren aufgespannten
Raum span(φ˜1, . . . , φ˜Λ−1). Tatsächlich zeigt der als |〈φ˜Λ|φ˜ΛCHEEV〉| − 1 gemessene Fehler der
Eigenvektoren in Abb. 3.7 einen zum Fehler der Eigenwerte sehr ähnlichen Verlauf und eine
vergleichbare Größenordnung. Offensichtlich wird durch die wiederholte Diagonalisierung von
H im Unterraum der approximativen Eigenvektoren im Rahmen des CG+SR-Schemas die be-
obachtete Fortpflanzung dieses Fehlers weitestgehend vermieden.
Die bis zu diesem Punkt anhand zufällig besetzter Matrizen gewonnenen Aussagen zur Präzi-
sion der Eigenwerte lassen sich scheinbar direkt auf reale BSE-Matrizen übertragen. Vereinzelt
für kleinere Matrizen (Rang N < 10000) durchgeführte Vergleiche mit den Resultaten der
LAPACK-Routine CHEEV zeigen keine über ein Promille hinausgehenden Abweichungen der
Eigenwerte.
Diskussion
Neben dem Skalierungsverhalten stellt die einfache Parallelisierbarkeit einen weiteren Vorteil
der CG+SR-Methode dar. Im Rahmen dieser Arbeit wurde hierfür ein reines MPI-Schema
implementiert, durch welches vor allem der hohe Speicherbedarf befriedigt aber auch ein we-
sentlicher Geschwindigkeitszuwachs erzielt werden kann. Abschließend sei darauf hingewiesen,
dass das hier beschriebene CG+SR-Schema hauptsächlich aus Gründen seiner Klarheit und nu-
merischen Robustheit implementiert wurde. Andere iterative Algorithmen sind im Zweifelsfall
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sogar besser an das Problem angepasst und bei gleichem Skalierungsverhalten effizienter.38 In
erster Linie zählt jedoch, wie schon eingangs erwähnt, das Skalierungsverhalten, durch dessen
hier demonstriertes O(N2)-Verhalten nun deutlich größere exzitonische Hamilton-Operatoren
behandelt werden können.
3.2.4 Ab-initio-Berechnung Wannier-Mott-artiger Exzitonen
Im Folgenden werden die in den vorangehenden Abschnitten 3.2.2 und 3.2.3 vorgestellten Ver-
fahren zur Anwendung gebracht. Dafür sollen zunächst das Zwei-Band-Wannier-Mott-Modell
numerisch im reziproken Raum und anschließend das Wannier-Mott-artige Exzitonen-Anregun-
gen zeigende MgO [123] untersucht werden.
Wannier-Mott-Modell
Das möglicherweise einfachste Modell der Bandstruktur eines direkten Halbleiters ist das Modell
zweier einander gegenüberstehender parabolischer Bänder, welche durch die Bandlücke Eg ge-
trennt sind. Innerhalb dieses Modells können zahlreiche grundlegende Eigenschaften analytisch
bestimmt werden, darunter auch die Ausbildung einer Serie exzitonischer Anregungszustände
mit Energien unterhalb der Einteilchen-Absorptionskante, wie von Wannier [125] und Mott [126]
beschrieben. Aufgrund seiner bekannten analytischen Lösung bildet das Wannier-Mott-Modell
eine ideale Referenz für die entwickelten numerischen Methoden und wird daher im Folgenden
untersucht.
Unter der Annahme einer konstanten effektiven Abschirmung ε0 ergibt sich im Rahmen des




















welcher dem eines wasserstoffähnlichen Atoms entspricht und somit auch dessen Lösung und
Quantenzahlen (Λ = nlm) übernimmt. Für das diskrete Spektrum ergibt sich somit eine
Rydberg-Serie,39
Enlm = Eg −Rex/n
2 mit Rex = R∞µ/(m0ε20). (3.17)
Die exzitonische Rydberg-Konstante Rex wird dabei nur durch die effektive Abschirmung ε0




Gleichung (3.17) folgend entspricht Rex gerade der Bindungsenergie des am stärksten gebunde-
nen Exzitons, welches in völliger Analogie zum Wasserstoff-Atom nachfolgend als 1s-Zustand
38 Hier wurden keine besonderen Versuche unternommen, die Effizienz des CG+SR-Algorithmus signifikant zu
optimieren – so wurde z.B. auf eine Präkonditionierung oder eine Abschwächung des Konvergenzkriteriums
verzichtet. Stattdessen stand die Präzision der Eigenwerte und Eigenvektoren im Vordergrund.
39 Eine weitestgehend erschöpfende Behandlung des Modells findet sich in [124]
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bezeichnet wird.
Für die im Folgenden diskutierten numerischen Rechnungen wurde µ = 1/3m0 (mc = 0.5m0,
mv = m0) und ε0 = 4 gewählt, womit sich Rex = 283.45 meV ergibt.40 Ferner werden nur k-
Vektoren innerhalb eines um k = 0 zentrierten einfach kubischen Gebietes der Ausdehnung
2π/3 Å−1 betrachtet. Damit sind nach Wahl des Gaps von 3.0 eV die Energie nichtwechselwir-
kender Paar-Zustände und somit auch der BSE-Cutoff EBSEcut (vgl. A.3.2) auf maximal 15.5 eV
limitiert.
Abbildung 3.8 zeigt die Abhängigkeit der 1s-Bindungsenergie vom BSE-Cutoff zunächst für
zwei reguläre Monkhorst-Pack-k-Punkt-Sätze [135] mit 40×40×40 und 80×80×80 Punkten. Of-
fenbar wird das analytische Resultat stets unterschätzt, die Bindungsenergie steigt jedoch mit
ansteigendem Cutoff und nähert sich somit dem analytischen Wert an. Das in Abb. 3.8 beob-
achtete Verhalten ist dabei vom k-Punkt-Sampling nahezu unabhängig und legt eine direkte
Proportionalität zwischen (EBSEcut −Eg)
−1 und der Bindungsenergie nahe, deren Ursache im pa-
rabolischen Bandmodell vermutet wird. Extrapoliert man den beobachteten Verlauf ausgehend
von den für EBSEcut = 8 . . . 15 eV berechneten Werten, so kann der Effekt der gegenüber einem
Cutoff von 15 eV verbleibenden Konvergenz mit ca. 5 meV abgeschätzt werden. Dies entspricht
weniger als 2% der analytisch berechneten Bindungsenergie und ist somit im Vergleich zum
verbleibenden, durch das k-Punkt-Sampling verursachten, Fehler vernachlässigbar.
Das Potential regelmäßiger k-Punkt-Sätze ist hierbei jedoch mit dem 80×80×80 Punkte
umfassenden Satz aufgrund des Speicherbedarfs nach heutigem Maßstab bereits erschöpft. Bei
einem Cutoff von 10 eV liegt dieser bei 95 GB RAM (in einfacher Genauigkeit, vgl. A.3.2) und
wächst für einen Cutoff von 15 eV entsprechend der im Rahmen des Zwei-Band-Modells gültigen
Proportionalität EBSEcut ∝ N
2/3 auf ca. 480 GB an. Aus diesem Grund kommen im Folgenden die
in Abschnitt 3.2.2 vorgestellten hybriden k-Punkt-Sätze zur Anwendung. Dafür wird zunächst
in Abb. 3.8 die Cutoff-Konvergenz verschiedener Hybrid-k-Punkt-Sätze mit der regulärer k-
Punkte verglichen. Dabei stimmen die hybriden k-Punkte bzgl. der Sampling-Dichte im inneren
Bereich untereinander und mit dem regulären Gitter aus 803 k-Punkten überein, was einen
direkten Vergleich ermöglicht. Der prinzipielle Verlauf der Cutoff-Konvergenz für die hybriden
k-Punkte gleicht dem der regulären Sätze, wobei, wie anhand des k-Punkt-Satzes 40:21:80
demonstriert, das Sampling entlang einer Richtung im äußeren Bereich um einen Faktor Zwei
verringert werden kann, ohne einen signifikanten Fehler zu verursachen, solange die innere Zone
etwa die halbe Ausdehnung der BZ besitzt.41 Bei einer weiteren Reduktion der inneren Zone
oder der Verringerung der Sampling-Dichte im äußeren Bereich steigt die Bindungsenergie und
überschätzt das Resultat des regulären k-Punkt-Satzes. Nach Abb. 3.8 gibt es dabei zwischen
40 Die Bandmassen und die Abschirmung wurden nicht in Bezug auf ein bestimmtes Material gewählt, reprä-
sentieren aber für Halbleiter und Isolatoren nicht unübliche Werte.
41 Der k-Punkt-Satz 40:21:80 besitzt dabei nur etwa 1/4 der k-Punkte des regulären 80×80×80-Satzes und
verursacht somit nur 1/16 des Speicherbedarfs.
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Abbildung 3.8: Konvergenz der Bindungsenergie des
1s-Exzitons mit dem BSE-Cutoff EBSEcut für zwei regu-
läre (Kästchen) und fünf hybride (Kreise und Kreuze)
k-Punkt-Sätze. Die berechneten Bindungsenergien sind
im Bezug auf das analytische Resultat angegeben (ne-
gative Werte entsprechen einer Unterschätzung). Die
durchgezogenen Linien geben die Resultate der linea-
ren Fits an die im Bereich 0.08. . . 0.2 eV−1 berechneten
Werte an, welche als Basis für die gestrichelt dargestell-
ten Extrapolationen verwendet wurden.
Abbildung 3.9: Konvergenz der Bindungsenergie des
1s-Exzitons mit der Sampling-Dichte in der inneren Zo-
ne der drei betrachteten, bezüglich der Ausdehnung der
inneren Zonen variierenden, hybriden k-Punkt-Sätze.
Die Bindungsenergie bezieht sich wie in Abb. 3.8 auf
das analytische Resultat von 283.45 meV. Extrapola-
tionen sind wie in Abb. 3.8 gekennzeichnet. Durchge-
zogenen Linien ohne Symbole zeigen die für k-Punkte
des inneren Bereiches berechneten Werte der Singulari-
tätskorrektur nach (3.12) (6-dim.) bzw. in sphärischer
Näherung (3.13) (3-dim.).
der innerhalb gesetzter Fehlergrenzen minimal zulässigen Größe der inneren Zone und dem
Sampling im äußeren Bereich einen gewissen Ausgleich.42
Im nächsten Schritt soll nun die Konvergenz mit der k-Punkt-Dichte im inneren Bereich der
BZ untersucht werden. Dafür wird das Sampling im äußeren Bereich fixiert, während es im
Inneren für verschiedene Größen des inneren Bereichs variiert wird. Interessanterweise zeigen
dabei die in Abb. 3.9 dargestellten Resultate für die Bindungsenergie des 1s-Zustandes einen
nahezu exakt linearen Verlauf in Abhängigkeit vom minimalen Abstand zweier benachbarter k-
Punkte, was auch hier eine Extrapolation zu Null – entsprechend einem unendlich dichten k-
Punkt-Sampling nahelegt. Es ist wichtig festzustellen, dass der beobachtete Verlauf nicht durch
die Singularitätskorrektur verursacht wird. Letztere weist zwar dieselbe Proportionalität auf,
nimmt jedoch nach Abb. 3.9 schon Teile der k-Konvergenz voraus.43
Analog zu Abb. 3.9 wird in Abb. 3.10 die Konvergenz der 14 am stärksten gebundenen Exzi-
tonen-Anregungen untersucht, welche im Rahmen des Wannier-Mott-Modells den Hauptquan-
tenzahlen n = 1 . . . 3 entsprechen sollten.44 Aufgrund der Analogie zum Wasserstoff-Problem
sollten zudem alle Eigenwerte gemeinsamer Hauptquantenzahl entartet sein. In der Tat stellt
sich diese erwartete Entartung für die besser konvergierten Resultate in Abb. 3.10 bis auf Ab-
42 Beide Parameter sind also nicht vollständig voneinander unabhängig.
43 Hierbei ist zu beachten, dass Abb. 3.9 Bindungsenergien und nicht exzitonische Eigenwerte zeigt. Der Ein-
schluss der Singularitätskorrektur erhöht die Bindungsenergien.
44 Eine Untersuchung der Konvergenz bzgl. der Größe der inneren Zone bzw. des äußeren Samplings ist nicht
notwendig, da Exzitonen mit n > 1 gegenüber der 1s-Anregung im k-Raum stärker lokalisiert sind.



































































40 : 7 : 309
40 : 9 : 240
n=3n=2n=1
Abbildung 3.10: Abhängigkeit der Bindungsenergi-
en der Wannier-Mott-Zustände mit den Hauptquanten-
zahlen n = 1 . . . 3 von der Sampling-Dichte im inneren
Bereich der hybriden k-Punkt-Sätze 40 : 11 (gefüllte
Symbole, schwarz) und 40 : 7 (ungefüllte Symbole, rot).
Die Drehimpulsquantenzahlen l werden durch verschie-
dene Symbole angezeigt. Die Bindungsenergie ist auf
das analytische Resultat der jeweiligen Schale Rex/n2
bezogen.
Abbildung 3.11: Oszillatorstärken (3.10) der
Wannier-Mott-Exzitonen der Hauptquantenzahlen
n = 1 . . . 3. Die Oszillatorstärken der verschiedenen
Schalen sind zur besseren Evaluierung der Überein-
stimmung mit dem erwarteten n−3-Verhalten mit n3
skaliert. Die Oszillatorstärken der Anregungen mit
l > 0 sind dabei um mindestens zwei Größenordnungen
geringer als die der Exzitonen mit l = 0.
weichungen von weniger als 0.1 meV ein. Dabei kann sich Abb. 3.10 zufolge der Verlauf und
die Rate der Konvergenz durchaus zwischen verschiedenen Schalen n, aber auch innerhalb einer
Schale unterscheiden, wobei sich sowohl der für alle Schalen beobachtbare lineare Verlauf als
auch die Entartung erst bei höheren Sampling-Dichten einstellen.45 Die variierende Lokalisati-
on der verschiedenen Exzitonen-Anregungen spiegelt sich in der Zustandsabhängigkeit der für
das Erreichen des linearen Verlaufes notwendigen Sampling-Dichten wider. Im Ortsraum steigt
das Exzitonen-Lokalisationsvolumen mit zunehmender Hauptquantenzahl n sowie für fixiertes n
mit abnehmender Drehimpuls-Quantenzahl l an, wodurch der Übergang in das lineare Konver-
genzverhalten später erreicht wird. Die kleiner werdenden Unterschiede zwischen den sich nur
hinsichtlich der Größe der inneren Zone unterscheidenden k-Punkt-Sätzen in Abb. 3.10 weisen
darauf hin, dass zur Berechnung der im reziproken Raum stärker lokalisierten höheren Exzito-
nen-Anregungen durchaus k-Punkt-Sätze mit einer kleineren inneren Zone verwendet werden
können.46
Abschließend sollen die numerisch berechneten Oszillatorstärken betrachtet werden, welche
nach (3.10) ein integrales Maß für die Güte der exzitonischen Wellenfunktionen darstellen. Der
analytischen Lösung folgend sollten nur die s-symmetrischen Zustände nichtverschwindende
Oszillatorstärken besitzen, deren Betrag mit der Hauptquantenzahl wie n−3 abnimmt.47 Abbil-
45 Dass sich die Entartung erst bei höheren Sampling-Dichten einstellt, ist plausibel, da die einfach kubische
Anordnung der k-Punkte die die Entartung bedingende Rotationssymmetrie bricht.
46 Eine derartige Verkleinerung der inneren Zone führt jedoch zu Fehlern für die im k-Raum schwächer lokalisier-
ten Zustände niedrigerer Anregungsenergie, und kann somit aufgrund der durch den CG+SR-Algorithmus
bedingten Abhängigkeit von diesen Zuständen, welche den Unterraum der eingeschränkten Minimierung
definieren, auch die Darstellung des betrachteten Zustandes negativ beeinflussen.
47 Die Oszillatorstärken der Exzitonen mit l > 0 verschwinden im Wannier-Mott-Modell aufgrund der Annahme
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dung 3.11 zeigt die mit n3 skalierten Oszillatorstärken im Vergleich zu den auf Eins normierten
Werten des 1s-Exzitons und demonstriert dabei die mit 10% als akzeptabel zu bewertenden
Abweichungen vom erwarteten n−3-Verhalten der Oszillatorstärken der s-Zustände. Die Oszilla-
torstärken der Zustände mit l > 0 erweisen sich gegenüber Oszillatorstärken für l = 0 als um ca.
vier (n = 2) bzw. zwei (n = 3) Größenordnungen geringer und somit in guter Übereinstimmung
mit dem erwarteten Ergebnis. Dies demonstriert zudem, dass mit Hilfe des CG+SR-Schemas
optisch anregbare und nichtanregbare (dunkle) Exzitonen-Anregungen sowohl berechnet als
auch voneinander unterschieden werden können.
Magnesiumoxid
Magnesiumoxid ist ein Isolator mit einer direkten fundamentalen Bandlücke von 7.8 eV [136],
dessen Grundzustand unter Normalbedingungen der Steinsalz-Struktur (rs von rock salt) ent-
spricht. In DFT-GGA ergibt sich ein Gap von 4.5 eV, welches durch die G0W0-Korrektur
im Vergleich zum Experiment nur unzureichend auf 6.8 eV aufgeweitet wird. Ausgehend von
dem in Abschnitt 3.1.2 bzgl. seiner Eignung als GW -Startpunkt untersuchten HSE03-Schema
ergibt sich dagegen mit 7.5 eV48 eine den experimentellen Wert nur leicht unterschätzende
HSE03+G0W0-Bandlücke.
Dennoch demonstrieren diese relativ stark variierenden Werte eindrucksvoll eine der grund-
legenden Schwierigkeiten bei der Berechnung exzitonischer Effekte „echter“ Materialien, wel-
che nach (2.78) bzw. (3.2) mindestens die Kenntnis einer guten Approximation der Quasiteil-
chen-Bandstruktur voraussetzt. Hierbei ist jedoch festzuhalten, dass das HSE03+G0W0-Sche-
ma, ebenso wie andere über das LDA+G0W0-Schema hinausgehende Ansätze [51, 52, 88, 97,
98], für die Berechnung einer Quasiteilchen-Bandstruktur als Grundlage der BSE im Moment
numerisch zu aufwendig ist – insbesondere für die bei der Berechnung Wannier-Mott-artiger
Exzitonen typischerweise notwendigen k-Punkt-Zahlen. Der genaue Wert der Bandlücke ist je-
doch glücklicherweise für die Berechnung der hier interessierenden Exzitonen-Bindungsenergien
vollkommen unerheblich49 und bestimmt auch sonst nur die absolute Lage der Absorptions-
kante. Eine „gute“ Beschreibung der Banddispersion und der Quasiteilchen-Wellenfunktionen
ist daher zunächst wichtiger. Zumindest für Erstere liefert Abb. 3.12 zufolge schon die GGA-
Bandstruktur nach Aufweitung des Gaps50 eine gute Approximation der als Referenz betrachte-
ten HSE03+G0W0-Ergebnisse, wenigstens im Bereich der dem Gap nahen, für die Ausbildung
von k-unabhängigen optischen Übergangsmatrixelementen. Nach (3.10) entsprechen damit die Oszillator-
stärken der exzitonischen Wellenfunktion bei verschwindender Elektron-Loch-Distanz, bei welcher nur die s-
Zustände einen von Null verschiedenen Wert annehmen, der mit n−3 abnimmt.
48 Die augenscheinliche Differenz zu dem in Tab. 3.2 angegebenen Wert wird wesentlich durch die verschiedenen
Gitterkonstanten und das mit ca. 9.39 eV recht große Volumen-Deformationspotential [201] von MgO bedingt.
Die in diesem Abschnitt zugrunde gelegte DFT-GGA-Gitterkonstante beträgt 4.254 Å[201].
49 Eine gute Approximation der Abschirmung ist dabei jedoch Vorraussetzung. Je nach Beschreibung der Ab-
schirmung kann über diese eine Abhängigkeit der Bindungenergien vom Gap entstehen.
50 Die Aufweitung des Gaps erfolgt durch eine vom k-Punkt unabhängige Verschiebung der Leitungsbänder um
2.98 eV zu höheren Energien.
















Abbildung 3.12: Vergleich der HSE03+G0W0-Band-
struktur von MgO mit der in GGA berechneten Band-
struktur. Bezüglich der Bandlücke wurde die GGA-
Bandstruktur durch eine für alle k-Punkte konstante
Verschiebung ∆ an das HSE03+G0W0-Ergebnis ange-
glichen, um einem direkten Vergleich der Dispersion zu
ermöglichen.
der Exzitonen unterhalb der Absorptionskante wichtigen Zustände.51 Die Abschirmung wird
wie in A.3.2 ausgeführt modelliert, wobei zunächst eine elektronische Dielektrizitätskonstante
von ε∞ = 3.00 in guter Übereinstimmung mit dem GGA-RPA-Wert von 3.16 [201] und dem
experimentellen Wert von 2.94 [120] verwendet wird.
Aufgrund der bei rs-MgO beobachteten Kombination eines s-artigen CBM (Γ1,c) mit ei-
nem dreifach entarteten p-symmetrischen VBM (Γ5,v) erwartet man im Rahmen der k ·p-
Störungstheorie [137] die Ausbildung dreier entarteter s-symmetrischer Exzitonen, welche hier
einfach mit A, B und C bezeichnet werden sollen. Tatsächlich stellt sich die erwartete Entartung,
wie aus Abb. 3.13 ersichtlich, für gut konvergierte Rechnungen bis auf 0.3 meV, entsprechend
0.1% der Bindungsenergie, ein.
Die Konvergenz der Bindungsenergien bzgl. des BSE-Cutoff ist in der Einfügung in Abb.
3.13 dargestellt. Offensichtlich lässt sich der für das Wannier-Mott-Modell beobachtete linea-
re Verlauf nicht direkt auf ein Material wie MgO übertragen, was wesentlich dem Auftreten
zusätzlicher Bänder und Abweichungen vom parabelförmigen Bandverlauf zuzuschreiben ist.
Abbildung 3.13 zeigt jedoch deutlich eine Abflachung der Konvergenzkurve für Cutoff-Energien
größer 13 eV ((EBSEcut − Eg)
−1 ≤ 0.12 eV−1), womit die gegenüber einem Cutoff von 13 eV
verbleibende Konvergenz mit maximal 10 meV, d.h. weniger als 2.4% der Bindungsenergie,
abgeschätzt werden kann.
Es ist interessant zu beobachten, dass sich für die Konvergenz der Exzitonen-Bindungsenergi-
en mit der k-Punkt-Dichte in MgO ein zum Wannier-Mott-Modell vollständig analoger linearer
Verlauf ergibt. Darauf aufbauend kann, wie im vorausgehenden Abschnitt, linear zu einem ver-
schwindendem k-Punkt-Abstand extrapoliert werden, wodurch sich eine für die Exzitonen A,
B und C gemittelte Bindungsenergie von 429 meV ergibt,52 welche die experimentellen Werte
zwischen 80 meV [138] und 145 meV [136] deutlich überschätzt. Dies lässt sich möglicherwei-
51 Zur Güte der die Matrixelemente des BSE-Kernes bestimmenden Wellenfunktionen (vgl. (3.3) und (3.4))
können leider keine Aussagen getroffen werden (siehe Abschnitt 3.1.3).
52 Der hier berechnete Wert ist konsistent mit der sich aus (3.17) und den Bandmassen m∗c = 0.37 m0, m
∗
vA =




vC = 0.44 m0 ergebenden Abschätzung der Bindungsenergie von Rex = 460 meV, wobei
über die Massen der Valenzbänder A, B und C gemittelt wurde. Die Bezeichnungen der Bänder wurden dabei
denen der Exzitonen angepasst, was in Abb. 4.7 für InN (allerdings für Wurtzit) verdeutlicht ist.
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Abbildung 3.13: Konvergenz der A, B (unausge-
füllte Symbole) und C (ausgefüllte Symbole) Exzito-
nen von MgO in Abhängigkeit des k-Punkt Samplings
und der BSE-Cutoff-Energie (siehe Einfügung). Die Cu-
toff-Abhängigkeit wurde mit einem regelmässigen Satz
von 16×16×16 k-Punkten untersucht (equ. 0.16 Å−1
k-Punkt-Distanz). Die Werte des hybriden k-Punkt-
Satzes 10 : 7 wurden zu verschwindendem k-Punkt-Ab-
stand hin extrapoliert (gestrichelte Linie).
se auf die Vernachlässigung dynamischer Effekte in der Abschirmung (vgl. Abschnitt 2.3.3)
zurückführen. Diese können die Bindung der Exzitonen signifikant beeinflussen [29, 30], insbe-
sondere da für MgO die experimentell bestimmten Exzitonen-Bindungsenergien im Bereich der
longitudinal-optischen Phononenfrequenzen ~ωLO = 89 meV [120] liegen, wodurch die Gitter-
polarisierbarkeit ∼ (εs− ε∞) zumindest teilweise zur Abschirmung beitragen kann.53 Für MgO
ist dieser Effekt zudem durch den großen Unterschied zwischen der statischen dielektrischen
Konstante εs = 9.8 [120] und der elektronischen statischen dielektrischen Konstante ε∞ = 2.94
stark ausgeprägt. Eine sehr vereinfachte Modellierung des Einflusses der Gitterpolarisierbarkeit
durch Verwendung einer effektiven Abschirmung ε0 = 6.0 [30, 123, 139] ergibt, wie schon an-
hand des Wannier-Mott-Modells zu erwarten, eine signifikante Reduktion der A-, B- und C-
Bindungsenergien auf 99.8 meV, was etwa den experimentellen Werten entspricht. Direkt wur-
den die dynamischen Effekte [29, 30] hier auch aufgrund des damit verbundenen numerischen
Aufwands nicht behandelt.
Im Vergleich zu früheren theoretischen Untersuchungen exzitonischer Anregungen in MgO
[121, 140] überrascht die hier gefundene Überschätzung der experimentellen Bindungsenergien
zunächst, vor allem da in beiden Arbeiten die Abschirmung vergleichbar zu der hier verwendeten
behandelt wird. Der überwiegende Teil der Abweichungen lässt sich jedoch auf die vergleichs-
weise geringen Sampling-Dichten von 256 [140] und 1000 [121] k-Punkten in der vollen BZ
zurückführen,54 durch welche, aufgrund der in Abb. 3.13 demonstrierten starken Abhängigkeit
der Bindungsenergie von der k-Punkt-Dichte, der konvergierte theoretische Wert unterschätzt
und somit die Größenordnung der experimentellen Werte reproduziert wird. Gleichzeitig führen
k-Punkt-Samplings geringerer Dichte zu einer Abspaltung des C-Exzitons, was sich auch im
Spektrum andeutet [121].55
Für die höheren Exzitonen-Anregungen Λ = 4 . . . 15 lassen sich erstmals signifikante Ab-
53 Dabei bezeichnet εs die statische dielektrische Konstante des Gesamtsystems (Gitter und Elektronen), im
Gegensatz zur durch die Elektronen verursachten Abschirmung ε∞.
54 Der Fairness halber sei darauf hingewiesen, dass in den Arbeiten [121, 140] nicht die Berechnung der Exzitonen-
Anregungen unterhalb der Absorptionskante primäres Ziel war. Die an diesen Stellen für die Bindungsenergien
angegebenen bzw. ablesbaren Werte sind jedoch definitiv nicht konvergiert.
55 Bei der in [121] verwendeten k-Punkt-Dichte beträgt nach Abb. 3.13 die Aufspaltung ca. 90 meV.
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10 : 5 : 34 : 9
10 : 5 : 34 : 7 Abbildung 3.14: Konvergenz der Exzitonen Λ =
4 . . . 15 von MgO mit der k-Punkt-Sampling-Dichte.
Gefüllte Symbole markieren „helle“ Exzitonen-Anre-
gungen, ungefüllte solche mit verschwindender Oszil-
latorstärke (3.10). Der Entartungsgrad der sich ausbil-
denden Eigenwertgruppen ist neben diesen markiert.
Aufbauend auf den Ergebnissen der doppelt hybriden
k-Punkt-Sätze 10 : 5 : 34 : 7 :XX wurde zu verschwin-
dendem k-Punkt-Abstand extrapoliert (gestrichelte Li-
nie).
weichungen von den auf die Ergebnisse der k ·p-Theorie gestützten Erwartungen beobachten.
Trotz des in Abb. 3.14 demonstrierten Übergangs in den Bereich der linearen Variation der
Bindungsenergie mit dem k-Punkt-Abstand zeigen die im Rahmen des Wannier-Mott-Modells
der Schale n = 2 zuzuordnenden Eigenwerte keine vollständige Entartung. Stattdessen spal-
ten sie in die fünf in Abb. 3.14 jeweils mit dem Entartungsgrad gekennzeichneten Gruppen
auf. Aus Sicht des idealisierten Wannier-Mott-Modells wird dabei die Aufspaltung durch eine
Störung der radialen Symmetrie sowie der Coulomb-artigen |k − k′|−2-Abhängigkeit des abge-
schirmten Potentials verursacht, welche sowohl durch den nicht-parabolischen und anisotropen
Bandverlauf als auch die Wellenvektor-Abhängigkeit der Abschirmung ε−1
GG′
(k − k′) und den
Einfluss der Lokalfeldeffekte (v¯)56 entstehen können. Die genaue Entstehung des beobachteten
Entartungsmusters kann damit jedoch nicht ohne weitere Untersuchungen erklärt werden.
3.2.5 Zusammenfassung
Die in diesem Abschnitt vorgestellten Entwicklungen zur Berechnung der Eigenwerte und Ei-
genfunktionen von Exzitonen-Anregungen ermöglichen deren systematische Untersuchung unter
Aufwendung überschaubarer numerischer Ressourcen. Die hier vorgeschlagene und untersuchte
Anwendung iterativer Diagonalisierungsschemata zur partiellen Diagonalisierung der exzitoni-
schen Eigenwertgleichung (3.9) verschiebt die Grenze der unter sinnvollem Aufwand behan-
delbaren Anzahl von Paar-Zuständen57 um mehr als eine Größenordnung (von ca. 2 · 104 auf
2 · 105) in bis dato, nach Wissen des Autors, unerreichte Bereiche. Dabei sind die Anwendungen
nicht prinzipiell auf die Berechnung der an dieser Stelle im Detail untersuchten Wannier-Mott-
artigen Exzitonen-Anregungen beschränkt. Abgestimmt auf Letztere wurden im Rahmen die-
ser Arbeit, in enger Zusammenarbeit mit Claudia Rödl, in der Literatur bekannte Vorschläge
zur Realisierung angepasster k-Punkt-Samplings aufgegriffen und erweitert. Als Resultat dieser
Bemühungen wurde die vorangehend vorgestellte Form des verallgemeinerten exzitonischen Ei-
genwertproblems abgeleitet, welches beliebige k-Punkt-Verteilungen erlaubt. Die darauf aufbau-
56 Im Rahmen der hier durchgeführten Rechnungen ist kein Einfluss der Lokalfeldeffekte auf das Entartungs-
muster zu beobachten.
57 Entsprechend dem Rang des exzitonischen Hamilton-Operators in Matrix-Form.
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end konstruierten hybriden k-Punkt-Sätze ermöglichen die Verwendung extrem hoher k-Punkt-
Dichten innerhalb eines definierten Bereiches der Brillouin-Zone, vermeiden jedoch gleichzeitig
eine erzwungene Lokalisation der berechneten Exzitonen-Anregungen.
Die entwickelten numerischen Methoden wurden anhand des Wannier-Mott-Modells im direk-
ten Vergleich zur bekannten analytischen Lösung erprobt. Die dabei erreichten Übereinstimmun-
gen sind sehr gut, zumal die verbleibenden Abweichungen eindeutig dem Konvergenzverhalten
zuzuordnen sind. Besonders hervorzuheben ist die für besser konvergierte Rechnungen zu be-
obachtende direkte Proportionalität zwischen dem Minimalabstand zweier k-Punkte und der
Bindungsenergie der Exzitonen-Zustände unterhalb der Absorptionskante. Wie hier am Beispiel
von MgO und in Kapitel 4 für InN demonstriert, findet sich dieses im Rahmen des Wannier-
Mott-Modells beobachtete Verhalten offenbar auch bei realen Materialien mit Wannier-Mott-
Exzitonen wieder.58 Der Bereich der linearen Variation ist dabei, bezogen auf den konvergierten
Wert der Bindungsenergie, nicht notwendigerweise klein. Für die hier betrachteten Materiali-
en und das Wannier-Mott-Modell umfasst er stattdessen etwa ein Viertel der extrapolierten
Bindungsenergie.
Die durch Extrapolation zu verschwindendem k-Punkt-Abstand gewonnenen Werte zeigen
für die hier betrachteten Materialien58 einen einheitlichen Trend, die experimentellen Bindungs-
energien deutlich zu überschätzen, was auf die Vernachlässigung der dynamischen Effekte der
Abschirmung zurückgeführt wird. Ob dies einen allgemeinen Trend widerspiegelt, kann nur
vermutet, jedoch aufgrund der stark begrenzten Zahl hier betrachteter Materialien nicht ab-
schließend geklärt werden.
58 Für ZnO und CdO kann dieses Verhalten ebenfalls beobachtet werden [141].
4 Indiumnitrid
Truth has no path. Truth is living and,
therefore, changing.
Bruce Lee
Indiumnitrid (InN) ist ein Halbleitermaterial, welches wegen seines großen Anwendungspo-
tentials im Bereich der (Opto-)Elektronik [142–144], nicht zuletzt aber auch aufgrund der durch
seine teilweise extremen Materialeigenschaften bedingten Herausforderungen an die experimen-
telle und theoretische Physik, in den letzten Jahren in den Blickpunkt zahlreicher wissenschaft-
licher Untersuchungen gerückt ist. Unter Normalbedingungen ist die Wurtzit-Struktur (wz) des
InN energetisch gegenüber der zb- und rs-Struktur favorisiert [199], wobei infolge der mit ca.
20 meV sehr geringen Energiedifferenz zwischen der wz- und zb-Struktur beide Polytypen expe-
rimentell präpariert werden können [109, 145–147]. Dabei haben Probendefekte und die daraus
resultierenden freien Ladungsträger enorme Auswirkungen auf die elektronische Struktur von
InN, so dass erst 2002, mit der Verfügbarkeit qualitativ hochwertiger einkristalliner Proben und
im Zusammenspiel mit theoretischen Untersuchungen [148], der bis dahin akzeptierte Wert des
fundamentalen Gaps von ca. 2 eV [149–152] auf ca. 0.7 eV revidiert wurde [142–144].
Eine umfassende Diskussion der Eigenschaften von InN ist im Rahmen dieser Arbeit definitiv
nicht realisierbar. Im Folgenden sollen daher nur einzelne im Verlauf dieser Arbeit untersuchte
Punkte zu den elektronischen und optischen Eigenschaften diskutiert werden.
4.1 Quasiteilchen-Bandstruktur
4.1.1 Probleme der theoretischen Beschreibung
Rückblickend sind die Schwierigkeiten der theoretischen Beschreibung von InN und die daraus
resultierenden höchst widersprüchlichen Aussagen zur Größe der Bandlücke [148, 153] nicht un-
wesentlich an der sich noch einige Jahre nach der Revision des Gap-Wertes [142–144] haltenden
Verwirrung [154–157, 205] innerhalb der Wissenschaftsgemeinde beteiligt. Das Grundproblem
der theoretischen Beschreibung ist das vollständige Versagen der DFT-LDA/GGA bei der Vor-
hersage der elektronischen Struktur von InN in der Umgebung des fundamentalen Gaps. Damit
ist nicht die gemeinhin als „Gap-Problem“ der DFT bezeichnete einfache Unterschätzung des


































Abbildung 4.1: Im Rahmen der LDA berechne-
te Bandstruktur von InN in der Umgebung der
Bandlücke am Γ-Punkt der BZ. Die linke Abbil-
dung zeigt die wz-, die rechte Abbildung die zb-
Struktur. Der Bereich der Bandlücke ist grau hin-
terlegt. Die Ordnung der anhand ihrer Symmetri-
en bezeichneten Zustände an Γ widerspricht dabei
der experimentellen Erfahrung, was zur Bezeich-
nung des „negativen Gaps“ führt. Formal stellt
das LDA-Resultat jedoch einen zero-gap-Halblei-
ter dar.
oder isolierenden Verhaltens sowie die der Ordnung der das Gap begrenzenden Zustände und
deren Symmetrien erlaubt. Stattdessen ergibt sich für InN wie in Abb. 4.1 dargestellt, für beide
Polytypen (zb, wz) im Rahmen der LDA/GGA ein Halbleiter mit verschwindender Bandlücke,
dessen Ordnung der Zustände Γ1 und Γ15 (zb) bzw. Γ1, Γ1 und Γ5 (wz)1 den Erwartungen
widerspricht. Das beobachtete Verhalten lässt sich auf drei wesentliche Ursachen zurückführen:
erstens die allgemein bekannte Unterschätzung des LDA/GGA-Gaps; zweitens die ebenfalls
LDA/GGA typische Unterschätzung der d-Band-Bindungsenergien, welche die Hybridisierung
und Abstoßung der N 2p- und In 4d-Zustände [158] verstärkt und somit durch die Verschiebung
der N 2p-abgeleiteten Valenzband-Oberkante das Gap weiter verringert (vgl. A.2.1).2 Zu guter
Letzt verschärft das mit 0.7 eV vergleichsweise kleine Gap des InN die Situation und ruft damit
die in Abb. 4.1 dargestellten Verhältnisse hervor.
4.1.2 InN-Bandstruktur
Wie in Abschnitt 3.1 im Detail ausgeführt, offenbart das HSE03+G0W0-Schema einen Ausweg
aus dem vorangehend dargelegten Dilemma.3 Wie für den zb-Polytyp (vgl. Tab. 3.2) ergibt sich
im Rahmen dieses Ansatzes auch für wz-InN ein Gap im Bereich des experimentellen Wertes.
Abbildung 4.2 zeigt die berechneten Bandstrukturen für beide Polytypen in den Näherungen
HSE03 und HSE03+G0W0 im direkten Vergleich, wobei neben der symmetriebedingten Ver-
doppelung der Bandzahl nur geringe Abweichungen, wie die in der wz-Struktur leicht höhere
Bindungsenergie der d-Zustände, zwischen den Polytypen zu beobachten sind.4 In den unteren
1 Die Notation gilt wie angegeben nur ohne den Einfluss der Spin-Bahn-Wechselwirkung. Die invertierte Band-
ordnung ist von der Spin-Bahn-Wechselwirkung jedoch weitestgehend unbeeinflusst.
2 Tatsächlich ergeben Rechnungen ohne Berücksichtigung der p-d-Hybridisierung – durch Ausschluss der In 4d-
Zustände aus den Valenzzuständen – eine korrekte Bandordnung an Γ und ohne Quasiteilchen-Korrektur ein
Gap von ca. 0.4 eV (zb) bzw. 0.6 eV (wz) [199]. Dies demonstriert den starken Einfluss der p-d-Abstoßung
(vgl. Anhang A.2.1).
3 Der Diskussion in Abschnitt 3.1.4 zufolge erscheint es sinnvoll, sich auf die G0W0-Korrektur zu beschränken.
4 Auf dem Niveau der HSE03-Bandstruktur unterscheiden sich die Bindungsenergien der d-Bänder nur um
weniger als 0.1 eV. Die ausgeprägtere Verschiebung der d-Zustände zwischen beiden Polytypen nach der
Quasiteilchen-Korrektur ist ein Artefakt der zwischen den Rechnungen geringfügig modifizierten GW -Imple-
mentierung (vgl. Anhang A.3). Der für die zb-Struktur berechnete Wert bildet aufgrund seiner „besseren“
Implementation die Referenz. Die Auswirkungen der veränderten Implementation auf das Gap sind gering.


































































Abbildung 4.2: Bandstruktur von InN in wz- (links) und zb-Struktur (rechts) in den Näherungen HSE03 und
HSE03+G0W0. Der Bereich der Bandlücke ist grau hinterlegt, der Nullpunkt der Energieskala markiert das
VBM.
Paneelen von Abb. 4.2 sind die selben Daten mit erhöhter Energieauflösung im Bereich der
Bandlücke erneut dargestellt. Dabei fällt vor allem die über einen Energiebereich von mehr als
2 eV nahezu lineare Variation des ersten Leitungsbandes auf, welche im Rahmen einer Vierband-















kann unter Anpassung von Ep als Fit-Funktion für die berechnete Bandstruktur genutzt werden
und beschreibt die in Abb. 4.2 dargestellte Variation des ersten Leitungsbandes akkurat über











lässt sich diese aus dem Wert der Bandlücke Eg und des Fit-Parameters Ep bestimmen.5
5 Durch den Fit der Bandstruktur mit Hilfe von (4.1) und Ausnutzung von (4.2) lassen sich durch die extrem

































1 Abbildung 4.3: Quasiteilchen-Zustands-
dichte (HSE03+G0W0) der wz- und zb-Po-
lytypen des InN. Der Bereich des funda-
mentalen Gaps ist grau hinterlegt. Neben
der Gesamtzustandsdichte beider Polytypen
sind die auf s-, p- und d-symmetrische Or-
bitale projizierten partiellen Zustandsdich-
ten (PDOS) abgebildet. Der Nullpunkt der
Energieskala markiert das VBM. Die Zu-
standsdichten sind Gauß-förmig mit 0.2 eV
FWHM verbreitert.
Bei Vergleich der HSE03- und HSE03+G0W0-Bandstrukturen in Abb. 4.2 wird deren gute
Übereinstimmung, vor allem im Energiebereich der Zustände nahe der Bandlücke, deutlich. Dies
unterstreicht noch einmal das in Abschnitt 3.1.1 anhand von Abb. 3.1 diskutierte Verhalten
der auf das HSE03-Funktional aufbauenden Quasiteilchen-Korrekturen als nahezu konstante
Aufweitung der Bandlücke.
Die für beide Polytypen berechneten Quasiteilchen-Zustandsdichten sind in Abb. 4.3 gezeigt.
Wesentliche Abweichungen zwischen den Polytypen konzentrieren sich im Bereich der d-Zu-
stände bei ca. -16 eV,4 in den oberen Valenzbändern zwischen −6 . . . 0 eV, sowie im Bereich der
Leitungsbänder bei ca. 10 eV. Die Zerlegung der Zustandsdichte in s-, p- und d-symmetrische6
Anteile verdeutlicht die signifikante Einmischung d-artiger Zustände im Energiebereich nahe
des Valenzbandmaximums, in welchem die Zustandsdichten sonst hauptsächlich durch an den
N-Ionen lokalisierte Zustände bestimmt werden. Die korrespondierende Einmischung p-artiger
Zustände in den im Wesentlichen durch In-lokalisierte d-Zustände hervorgerufenen Peak bei ca.
-15.5 eV ist ebenfalls – trotz der Skalierung (×1/8) der Zustandsdichten im entsprechenden
Energiebereich – erkennbar. In der Umgebung des d-Peaks wird die Zustandsdichte vor allem
durch die mit den d-Zuständen hybridisierten s-Zustände bestimmt, welche ihren Ursprung in
den atomaren N2s-Zuständen haben.
4.1.3 Vergleich von Theorie und Experiment
Indiumnitrid ist – wahrscheinlich infolge der kontroversen Diskussion um seine Eigenschaften
und bedingt durch die enormen Fortschritte bei der Synthetisierung – mittlerweile durch zahl-
reiche experimentelle Studien gut untersucht. Dabei stellt der Umstand, dass ein Großteil der
Bandkrümmung umgehen.
6 Hierfür werden die gKS-Wellenfunktionen innerhalb von an den Ionenpositionen zentrierten Sphären auf
Kugelflächen-Funktionen Ylm projiziert, wodurch sich Aussagen zur Lokalisation eines Zustandes und sei-




Eigenschaft Theorie Experiment Theorie Experiment
Eg (eV) 0.71 0.68 [118] 0.47 0.596 [110]
Ed (eV) 15.6 16.0 [202] 15.2 -
m∗e (m0) - 0.04–0.05 [161, 162] 0.048
† 0.041 [206]
∆cf (meV) 22.9 19–24∗[163] × ×
∆SO (meV) - - 21.3† -
Tabelle 4.1: Parameter der elektronischen Struktur des InN in wz- und zb-Struktur. Angegeben sind das Gap
Eg, die mittlere d-Band-Bindungsenergie Ed, die Kristallfeldaufspaltung ∆cf , die Spin-Bahn-Aufspaltung ∆SO
sowie die mittlere effektive Elektronenmasse m∗e.
† Direkt aus der HSE03-Bandstruktur ermittelt (ohne Quasiteilchen-Korrektur).
∗ Das experimentelle Ergebnis für die Kristallfeldaufspaltung wurde unter der Annahme einer Spin-Bahn-Auf-
spaltung von max. 13 meV abgeschätzt [163].
experimentellen Ergebnisse innerhalb der letzten fünf Jahre gewonnen wurde, einen nahezu ein-
zigartigen Glücksfall dar, welcher den weitreichenden Vergleich von Theorie und Experiment
ermöglicht.
Tabelle 4.1 fasst für einige Kernparameter der elektronischen Struktur von InN die hier be-
rechneten Resultate mit experimentellen Werten7 zusammen und offenbart dabei eine gute all-
gemeine Übereinstimmung. Anzumerken ist, dass die angegebenen effektiven Elektronenmassen,
sowie die Spin-Bahn-Aufspaltung direkt aus der HSE03-Bandstruktur, also unter Vernachlässi-
gung der G0W0-Quasiteilchen-Korrekturen, bestimmt wurden.8 Die derart bestimmten Band-
massen überschätzen die G0W0-korrigierten Werten wahrscheinlich leicht, was sich in Abb. 4.2
andeutet und durch den Verlauf der Quasiteilchen-Korrekturen in Abb. 3.1 nahegelegt wird.
Photoemissionsspektren
Formuliertes Ziel des Quasiteilchen-Formalismus (vgl. Abschnitt 2.1.2 und 2.3.2) ist die akkura-
te Beschreibung experimenteller Einteilchen-Anregungs- insbesondere Photoemissionsspektren,
welche, abgesehen von Effekten der Energie- bzw. Zustandsabhängigkeit des Photoionisations-
Streuquerschnittes, durch die Quasiteilchen-Zustandsdichte9 beschrieben werden sollten. Ob
und inwieweit die dafür grundlegende Quasiteilchen-Approximation, ebenso wie die GW -Ap-
proximation für die Selbstenergie und nachfolgende Näherungen (vgl. Abschnitt 2.3) bis hin zur
Wahl des hier verwendeten HSE03-Startpunktes Gültigkeit bewahren und somit eine Beschrei-
bung der experimentellen Spektren ermöglichen, kann letztendlich nur durch den Vergleich von
7 Die Vergleichswerte stammen aus den Jahren 2004–2008 und sind zum größten Teil bzgl. des Einflusses freier
Ladungsträger korrigiert.
8 Aus technischen Gründen ist es im Moment nicht möglich, effektive Bandmassen aus den G0W0-korrigierten
Bandstrukturen zu bestimmen, da die Quasiteilchen-Korrekturen nicht für beliebige k-Punkte sondern nur für
regelmäßige Monkhorst-Pack-Sätze berechnet werden können, welche für den Fit der Bandstruktur zu grob
sind (vgl. Abb. 4.2). Die Einbeziehung der Spin-Bahn-Wechselwirkung im Rahmen der GWA ist weiterhin
aktuelles Forschungsgebiet [16].
9 Im Rahmen der Quasiteilchen-Approximation entspricht die Quasiteilchen-Zustandsdichte gerade der Spur
der Spektralfunktion (vgl. Abschnitt 2.3.2, Gl. (2.67)).
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Abbildung 4.4: Vergleich der Quasiteilchen-Zustandsdichte (HSE03+G0W0) mit XPS-Messungen des wz-
[202, 207] und zb-Polytyps [207] von InN im Energiebereich der energetisch höchsten Valenzbandzustände. Die
HSE03+G0W0-Zustandsdichten wurden zum besseren Vergleich mit den experimentellen Spektren um 0.2 eV
Lorentz-artig (Lebensdauereffekte) und 0.4 eV Gauß-förmig (instrumentelle Verbreiterung) verbreitert (beides
FWHM), unverbreitert meint 0.2 eV Verbreiterung. Alle Spektren wurden auf das (extrapolierte) VBM, ent-
sprechend dem Nullpunkt der Energieskala ausgerichtet.
Experiment und Theorie geklärt werden.
Abbildung 4.4 zeigt im Bereich der energetisch höchsten besetzten Zustände die für beide
Polytypen berechneten Quasiteilchen-Zustandsdichten im direkten Vergleich zu XPS-Photoe-
missionsspektren (XPS von X-ray photoemission spectroscopy) [202, 207]. Für die gemeinsa-
me Darstellung wurden die experimentellen Spektren in ihrer Amplitude dem ersten Peak der
HSE03+G0W0-Zustandsdichten angepasst und bzgl. der Energie anhand der durch Extrapolati-
on der abfallenden Valenzband-Oberkante bestimmten Position des VBM ausgerichtet.10 Offen-
sichtlich stimmen die theoretisch und experimentell bestimmten Spektren für beide Polytypen
in ihrem grundlegenden Verlauf sehr gut überein. Dies gilt insbesondere für die Reihenfolge, den
Abstand und die relative Amplitude der charakteristischen Punkte P1 und P2, sowie der Schul-
ter S. Für beide Polytypen wird die Bindungsenergie des Peaks P2 gegenüber dem VBM um ca.
0.4 eV überschätzt, wobei die Abstandsmessung der Peaks aufgrund der Gesamtverbreiterung
der Spektren von ca. 0.6 eV einem nicht unerheblichen Fehler unterliegt.
Der Energiebereich ca. 12 . . . 20 eV unterhalb des VBM, welcher wesentlich durch die von
den atomaren In 4d und N2s-Niveaus abgeleiteten Zustände bestimmt wird, ist in Abb. 4.5
dargestellt. Auffällig ist dabei zunächst die in Abschnitt 3.1.2 auch für GaAs, GaN, ZnO und
ZnS beobachtete Unterschätzung der HSE03+G0W0-d-Band-Bindungsenergien11 gegenüber den
experimentellen Werten. Von dieser abgesehen ist die allgemeine Übereinstimmung der expe-
rimentellen Spektren mit der berechneten Zustandsdichte vergleichsweise gut. Der gegenüber
10 Im Experiment [202, 207, 164, 208] liegt das Fermi-Niveau aufgrund verbleibender Elektronendichten von
2 · 1018 . . . 3.8 · 1019 cm−3 ca. 1.4 . . . 1.6 eV oberhalb des VBM.
11 Der größte Anteil an den verschieden starken Unterschätzungen zwischen dem zb- und wz-Polytypen lässt





















































Abbildung 4.5: Vergleich der Quasiteilchen-Zustandsdichte (HSE03+G0W0) mit XPS-Messungen des wz- [202,
207] und zb-Polytyps [207] von InN im Bereich der In 4d- und N 2s-abgeleiteten Zustände. Die experimentellen
Spektren wurden mit der in Abb. 4.4 ebenfalls verwendeten Verschiebung an der berechneten Position des VBM
ausgerichtet. Die Verbreiterung der berechneten Spektren stimmt ebenfalls mit der aus Abb. 4.4 überein.
der berechneten Zustandsdichte im experimentellen Spektrum deutlich geringere Einfluss der
N 2s-Zustände (Nebenmaxima N1 und N2) ist den für s- und d-Zustände verschiedenen XPS-
Streuquerschnitten [165, 166] zuzuschreiben, welche in der Quasiteilchen-Zustandsdichte keine
Berücksichtigung finden.
Leitungsband-Spektroskopie
Die experimentelle Untersuchung unbesetzter Zustände mittels inverser Photoemissionsspektro-
skopie (IPES) gestaltet sich speziell für InN aufgrund der natürlich auftretenden Akkumulation
der Elektronen an der Oberfläche [208, 167, 168], sowie der geringen Eindringtiefe der Elektro-
nen und dem ohnehin schon geringen Wirkungsquerschnitt der IPES [169] äußerst schwierig.
Um dennoch Informationen über die entsprechenden Zustände zu gewinnen, wurden in den
letzten Jahren vermehrt indirekte Techniken [170, 209–211] entwickelt und angewandt, welche
mittels UV- oder Röntgen-Strahlung12 Elektronen aus (Quasi)Rumpfniveaus in Leitungsband-
zustände anregen. Die messbare Absorption ist im Rahmen der Näherung unabhängiger Teil-
chen13 (vgl. Abschnitt 2.3.3, Gl. (2.89)) direkt proportional zur kombinierten Zustandsdichte
der Ausgangs- und Endzustände, welche wegen der starken Lokalisation und damit verbundenen
Dispersionsfreiheit der die Ausgangszustände bildenden (Quasi)Rumpfniveaus im Wesentlichen
der Zustandsdichte der Endzustände entspricht. Durch die Übergangsmatrixelemente (2.55)
werden hierbei in Abhängigkeit des Ausgangszustandes Auswahlregeln vorgegeben, sodass bei
12 Die Messungen finden an der Grenze zwischen den Bereichen der UV- und Röntgen-Strahlung bei Energien
von ca. 30 . . . 400 eV statt. Die Photonen-Wellenvektoren sind in diesem Energiebereich im Vergleich zur
Ausdehnung der BZ immer noch klein: |q| = 0.015 . . . 0.2 Å−1. Der Einfluss des Photonen-Wellenvektors
wird hier vernachlässigt.
13 Formal handelt es sich bei dieser Art der Spektroskopie um eine Zweiteilchen-Anregung. Die Behandlung
in der Näherung unabhängiger Teilchen vernachlässigt die dabei auftretenden Lokalfeldeffekte sowie die der
Coulomb-Wechselwirkung zwischen den angeregten Löchern in den Rumpfzuständen und den Elektronen.
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Abbildung 4.6: XAS-Spektren [209] im
Vergleich zur partiellen Zustandsdichte der
um die Stickstoff-Ionen lokalisierten p-Zu-
stände. Verschiedene Mischungen der pxy-
und pz-projizierten Komponenten dienen
der Approximation der experimentellen
Einfallswinkel von 20◦ und 70◦. Der Ener-
gienullpunkt entspricht für die experimen-
tellen und theoretischen Spektren der Posi-
tion des VBM.
den im Folgenden diskutierten Anregungen aus dem N1s-Niveau nur Zustände p-Charakter
beobachtbar sind.
Abbildung 4.6 zeigt die für wz-InN im Rahmen der XAS (soft x-ray absorption spectrosco-
py) durch Anregung aus dem N1s-Niveau unter zwei verschiedenen Einfallswinkeln gemesse-
nen Spektren [209] im Vergleich zu den partiellen Quasiteilchen-Zustandsdichten der um die
Stickstoff-Ionen lokalisierten p-Zustände mit verschiedenen Mischungen der px + py- und pz-
Komponenten. Dabei ist zunächst die mit ca. 1.3 eV recht starke Verschiebung der experi-
mentellen Spektren gegenüber den theoretischen auffällig. Ihre Ursache liegt wahrscheinlich
hauptsächlich in der Beschränkung auf das Bild unabhängiger Teilchen, also der Vernachlässi-
gung exzitonischer Effekte [209, 171], welche hier schon aufgrund der geringen Elektron-Loch-
Distanz relativ ausgeprägt sein sollten. Unter diesem Aspekt überrascht die, abgesehen von
der Verschiebung, recht gute Übereinstimmung zwischen den theoretischen und experimentel-
len Spektren. Insbesondere kann offenbar der Effekt der Polarisationsabhängigkeit gut durch
die einfache Linearkombination der px + py- und pz-projizierter Zustandsdichten beschrieben
werden.
4.2 Optische Eigenschaften
Die optischen Eigenschaften von InN sind wahrscheinlich sogar besser als die elektronischen
Eigenschaften untersucht. Für beide Polytypen wurde die makroskopische dielektrische Funktion
im Spektralbereich von ca. 0.8 . . . 10 eV [118, 119, 163, 212] detailliert vermessen, wobei, teilweise
motiviert durch die Diskussion um das Gap, dem Energiebereich nahe der Absorptionskante
besondere Aufmerksamkeit zuteil wurde [109, 110, 206, 163, 172].
Die Bandstruktur von InN (vgl. Abb. 4.2) legt nahe, dass es unterhalb der Absorptionskante
zur Ausbildung Wannier-Mott-artiger Exzitonen kommen kann. Experimentell waren und sind
diese bis heute jedoch aufgrund der ungewollten n-Dotierung der Proben mit Ladungsträger-
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dichten von mehr als 1018 cm−3 und einem daraus resultierenden Burstein-Moss-Shift ([173,
174], vgl. A.2.2) von ca. 0.1 eV und mehr nicht zugänglich [163, 172]. Es kann daher momen-
tan nur im Rahmen theoretischer Untersuchungen geklärt werden, ob sich unter dem Einfluss
der extrem ausgeprägten Nichtparabolizität des Leitungsbandes im InN überhaupt Exzitonen-
Anregungen unterhalb der Absorptionskante ausbilden und inwieweit diese von den auf das
Wannier-Mott-Modell gestützten Erwartungen abweichen.
4.2.1 Exzitonen-Anregungen nahe der Absorptionskante
Im Folgenden soll wz-InN auf Exzitonen-Anregungen nahe und vor allem unterhalb der Absorp-
tionskante untersucht werden. Dass eventuelle Exzitonen-Anregungen nur schwach unterhalb
der Absorptionskante gebunden sein werden, kann, in Anbetracht der in Abschnitt 3.2 dis-
kutierten Beispiele des Wannier-Mott-Modells und MgO, unter der Annahme Wannier-Mott-
artigen Verhaltens schon ohne Rechnung abgeschätzt werden. Aufbauend auf der effektiven
Leitungsbandmasse aus Tab. 4.1 und einer mittleren Valenzbandmasse von 0.9 m014 lässt sich,
zusammen mit einer dielektrischen Konstanten von 7.915 für das exzitonische Rydberg ein Wert
von leicht unter 10 meV abschätzen. Der exzitonische Bohr-Radius aex = aBε0m0/µ beträgt
dabei ca. 181 Å, woraus sich der Bedarf eines extrem dichten k-Punkt-Satzes für die numeri-
schen Rechnungen ableitet. Auch um diesem Umstand Rechnung tragen zu können, wird im
Folgenden die Spin-Bahn-Wechselwirkung vernachlässigt.16 Zudem ist es, wie schon für MgO,
unter praktischen Gesichtspunkten nicht möglich, die Untersuchungen auf eine im Rahmen eines
nichtlokalen Funktionals bestimmte oder mit Quasiteilchen-Korrekturen versehene Bandstruk-
tur zu stützen.
Stattdessen soll die Bandstruktur im Rahmen des numerisch deutlich besser handhabbaren
LDA+U -Schemas [175] berechnet werden, wobei der U -Parameter zur Anpassung der Band-
dispersion der LDA+U -Resultate an die HSE03+G0W0-Bandstruktur genutzt wird. Als Kom-
promiss für die Approximation der Bandstruktur in der Umgebung der Bandlücke ergibt sich
ein Wert von U = 3 eV, womit die mittleren effektiven Massen der Bänder vA und vB17 an
Γ ca. 2.0 . . . 2.5 m0 entsprechen. Die mittlere effektive Masse des Leitungsbandes c, welche im
Wesentlichen auch der des Valenzbandes vC entspricht, beträgt ca. 0.03 m0. Für die Kristall-
14 Berechnet aus der HSE03-Bandstruktur ohne Quasiteilchen-Korrekturen.
15 Dies ist der Mittelwert der ordentlichen (7.83 [118]) und außerordentlichen (8.03 [119]) Polarisationsrichtun-
gen, und wurde für InN durch Analyse der experimentellen Daten für die dielektrische Funktion bestimmt.
Das bzgl. der freien Ladungsträger korrigierte Gap der verwendeten Proben betrug dabei 0.68 eV.
16 Wie der Spin-Bahn-Wechselwirkung praktisch im Rahmen des BSE-Formalismus Rechnung zu tragen ist,
ist weiterhin Forschungsgegenstand [16]. Als erste Approximation kann ihr Einfluss auf die Einteilchen-
Bandstruktur in die Rechnungen einbezogen werden [196, 130], was den Rang des zu behandelnden BSE-
Hamilton-Operators jedoch verdoppelt.
17 Die Bezeichnung der Bänder wurde der üblichen Bezeichnung und Zuordnung der Exzitonen angepasst, d.h.
vA und vB bezeichnen die am Γ-Punkt entarteten Γ15-symmetrischen Valenzbänder, während das durch die
Kristallfeldaufspaltung abgespaltene Band mit vC und das Leitungsband mit c bezeichnet wird (vgl. Abb.
4.7)
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Abbildung 4.7: InN-wz-Bandstruktur (schematisch)
in der Umgebung des Γ-Punktes der BZ, zur Ver-
deutlichung der Bezeichnung17 der Valenzbänder als
vA, vB und vC sowie des ersten Leitungsbandes als c.
Das aufbauend auf den Ergebnissen der k ·p-Theorie
[137] entwickelte Bild der Zuordnung von Zuständen
der Einteilchen-Bandstruktur und den Exzitonen-An-
regungen A, B und C ist ebenfalls dargestellt. Der
Einfluss der Spin-Bahn-Aufspaltung wurde vernach-
lässigt.
feldaufspaltung ergibt sich im Rahmen der LDA+U -Approximation ∆cf = 12 meV. Die Unter-
schätzung der Leitungsbandmasse gegenüber dem im Rahmen des HSE03-Schemas berechneten
Wertes überträgt sich nach (3.17) direkt auf die Abschätzung der Exzitonen-Bindungsenergie,
welche damit einen Wert von 6.5 meV ergibt.
Aufgrund der Vernachlässigung der Spin-Bahn-Aufspaltung formen die Bänder vA und vB am
Γ-Punkt der BZ das zweifach entartete Niveau Γ5, was zur Ausbildung der ebenfalls entarteten
Exzitonen A und B führen sollte [137]. Das dem Band vC zuzuordnende C-Exziton ist gegenüber
dem A- und B-Exziton infolge der Kristallfeldaufspaltung zu höheren Energien verschoben. Aus-
gehend von den Auswahlregeln an Γ sollte sich zudem die Polarisationsabhängigkeit zwischen
der nur in ordentlicher Polarisationsrichtung (E ⊥ c) beobachtbaren A und B einschließenden
Exzitonen-Serie und der nur in außerordentlicher Polarisationsrichtung (E ‖ c) sichtbaren C-
Exzitonen-Serie unterscheiden [176]. Dieser Umstand wird in experimentellen Untersuchungen
für die Bandzuordung [163, 177] ausgenutzt und legt die Definition der C-Bindungsenergie in
Bezug auf die Absorptionskante EQPc − E
QP
vC in außerordentlicher Polarisationsrichtung nahe
[129, 130].18
Abbildung 4.8 zeigt die Konvergenz des A- und B-Exzitons von InN mit dem k-Punkt-Ab-
stand und der BSE-Cutoff-Energie. Die Konvergenz mit Letzterer ist dabei, mit einem Fehler
von weniger als 0.1 meV durch die hier verwendete Cutoff-Energie von 2 eV (entsprechend
0.56 eV−1 in der Einfügung zu Abb. 4.8), offenbar unkritisch. Die Konvergenz bzgl. des k-
Punkt-Samplings ist dagegen im Einklang mit den aus dem Wannier-Mott-Modell abgeleiteten
Erwartungen deutlich anspruchsvoller. Im Rahmen der einfach hybriden k-Punkt-Sätze können
die erforderlichen Sampling-Dichten nicht mit sinnvollem Aufwand (weniger als 50000 k-Punk-
te) erreicht werden.19 Durch Verwendung der in Abschnitt 3.2.2 vorgestellten doppelt hybriden
18 Es sei darauf hingewiesen, dass die Aussagen zur Polarisationsabhängigkeit streng nur für vom k-Punkt un-
abhängige optische Übergangsmatrixelemente, deren Werte die Auswahlregeln an Γ widerspiegeln, Gültigkeit
bewahren (vgl. Abschnitt 3.2.4, Fußnote 47).
19 Die Konvergenz mit der BSE-Cutoff-Energie weist schon auf eine starke Lokalisation der Exzitonen im k-
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10×10×6 : 1 : 90×90×54 : 3
10×10×6 : 1 : 190×190×114 : 7
A, B
Abbildung 4.8: Konvergenz der Bindungsenergie der
A- und B-Exzitonen in wz-InN in Abhängigkeit vom
k-Punkt-Sampling und der BSE-Cutoff-Energie (sie-
he Einfügung). Die Cutoff-Abhängigkeit wurde mittels
eines doppelt hybriden k-Punkt-Satzes entsprechend
ca. 0.0036 Å−1 k-Punkt-Distanz untersucht. Die Werte
des hybriden k-Punkt-Satzes 10×10×6 : 1 : 90×90×54 :
3 wurden zu verschwindendem k-Punkt-Abstand extra-
poliert (gestrichelte Linie).
Gitter kann dennoch der für das Wannier-Mott-Modell und MgO beobachtete Bereich linearer
Variation der Bindungsenergie mit dem k-Punkt-Abstand erreicht werden. Durch Extrapolati-
on der Bindungsenergien zu verschwindendem k-Punkt-Abstand ergibt sich für das entartete
A- und B-Exziton eine Bindungsenergie von 5.0 meV, welche zumindest absolut nur wenig vom
eingangs abgeschätzten Wert von 6.5 meV abweicht. Setzt man neben einem Wannier-Mott-arti-
gen Verhalten voraus, dass im Experiment aufgrund der im Vergleich zu den Bindungsenergien
großen Schwingungsfrequenzen der optischen Phononen (~ωLO=86 meV [120]) eher die volle
statische Abschirmung (einschließlich des Betrages des Gitters) von εs = 13 [178] zum Tragen
kommt, so ist der berechnete Wert trotz der Unterschätzung der effektiven Elektronenmasse
noch eher als obere Grenze für die Bindungsenergie anzusehen.20
Besonderheiten der Polarisationsabhängigkeiten der exitonischen Anregungen in InN
Abbildung 4.9 zeigt das berechnete Exzitonen-Spektrum von InN innerhalb eines 20 meV um-
fassenden Energiebereiches um die Gap-Energie mit nach ordentlicher und außerordentlicher
Polarisation getrennten Oszillatorstärken (3.10). Darüber hinaus sind die aus den exzitonischen





2 der Bandpaare (vA, c), (vB, c)
und (vC, c) zu den dargestellten exzitonischen Anregungen im unteren Paneel der Abb. 4.9 auf-
geschlüsselt und durch verschiedenfarbige Balken gekennzeichnet (vgl. auch die Bildunterschrift
von Abb. 4.9). Dabei ist zunächst festzustellen, dass weitere Übergänge aus tieferen Valenzbän-
dern21 faktisch keinen Einfluss im betrachteten Energiebereich besitzen.
Das ebenfalls in Abb. 4.9 eingetragene Ergebnis einer auf die Übergänge (vC, c) eingeschränk-
ten Rechnung dient der Identifikation des C-Exzitons und ergibt dessen Lage ca. 10 meV ober-
halb des fundamentalen Gaps, was einer auf das (vC, c)-Gap bezogenen Bindungsenergie von
2.3 meV entspricht. Demgegenüber existiert als Resultat einer alle relevanten Übergänge einbe-
Raum hin. Bedingt durch die spezielle Wahl des BSE-Cutoffs für InN gehen die Randbereiche der BZ nicht
mit in den BSE-Hamilton-Operator ein. Das eingeschlossene Gebiet erstreckt sich von Γ ausgehend über ca.
1/4 (Γ−K), 1/3 (Γ−K) und 2/3 (Γ− A).
20 Durch Skalierung des berechneten Wertes mit den Massen und der Abschirmung nach (3.17) ergibt sich ein
Wert von ca. 2 meV.











































ken (3.10) von wz-InN in ordentlicher
(schwarz) und außerordentlicher (orange)
Polarisationsrichtung (oberes Paneel) auf-
getragen über der auf das fundamentale
Gap bezogenenen Bindungsenergie. Das un-
tere Paneel zeigt die Beiträge der Über-
gänge (vA, c), (vB, c) und (vC, c) zur Ex-
zitonen-Anregung der entsprechenden Bin-
dungsenergie, symbolisiert durch die relati-
ven Anteile der verschiedenfarbigen Berei-
che eines Balkens. Die hellblau gefärbten
Balken zeigen die Ergebnisse der auf die


























E ‖ c: (vC, c)
E⊥c: (vA, c) + (vB, c)
E ‖ c: (vA, c) + (vB, c)
Abbildung 4.10: RPA-Oszillatorstärken (2.55) von
wz-InN in ordentlicher (schwarz,grau) und außerordent-
licher (orange) Polarisationsrichtung für die Übergänge
(vA, c) + (vB, c) (Kreise) und (vC, c) (Kreuze) entlang
der Richtungen A−Γ und Γ−M . Zur Orientierung ist
der Energiebereich nahe der Bandlücke der LDA+U -
Bandstruktur im relevanten Bereich der BZ im Hinter-
grund grau dargestellt.
ziehenden Rechnung ein nur leicht zu höheren Energien hin verschobener Eigenwert mit einer
Bindungsenergie von 2.1 meV, was zusammen mit dem signifikanten (vC, c)-Beitrag zu dieser
Anregung deren Bezeichnung als C-Exziton nahelegt. Dabei ist interessant zu beobachten, dass
das soeben identifizierte C-Exziton nicht ausschließlich durch (vC, c)-Übergänge bestimmt wird,
sondern vielmehr eine nahezu 50-prozentige Einmischung von (vB, c)-Übergängen zeigt. Zudem
verdeutlicht Abb. 4.9 eindrucksvoll, dass es sich beim C-Exziton weder um die am stärksten
gebundene Anregung mit spürbarer Einmischung der (vC, c)-Übergänge, noch um die erste in
außerordentlicher Polarisationsrichtung sichtbare oder die Anregung mit der größten Oszilla-
torstärke in dieser Polarisationsrichtung handelt. Diese Tatsachen sind insofern bemerkenswert,
als dass sie den ursprünglichen Erwartungen deutlich widersprechen und somit die Interpre-
tation experimenteller Absorptionsspektren [163] deutlich beeinflussen können. Ihr Ursprung
lässt sich leicht auf die Abhängigkeit der optischen Übergangsmatrixelemente M˜ qˆcvk (2.55) vom
Wellenvektor k zurückführen, welche entgegen der ursprünglichen Annahme stark ausgeprägt
ist. Abbildung 4.10 verdeutlicht dies anhand der RPA-Oszillatorstärken der Übergänge (vA, c)
und (vB, c) im Vergleich zu denen der (vC, c)-Übergänge in den beiden Polarisationsrichtungen.
Offenbar sind schon etwas abseits von Γ die Übergänge (vA, c) und (vB, c) in außerordentlicher
Polarisation von vergleichbarer Stärke oder stärker als die Übergänge (vC, c). Die Zuordnung
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experimentell gemessener Absorptionskanten zu bestimmten Zuständen [163] ist daher wahr-
scheinlich zumindest zu überdenken. Für eine vollständige Diskussion der Polarisationsabhän-
gigkeit der Absorptionskante sollten aufgrund ihrer demonstrierten Größe (vgl. Tab. 4.1) auch
die Effekte der Spin-Bahn-Wechselwirkung berücksichtigt werden.
5 Indiumoxid
Nothing in life is to be feared. It is only to
be understood.
Marie Curie
Indiumoxid ist in Mischung mit Zinnoxid ein Vertreter der sogenannten transparenten lei-
tenden Oxide (TCOs), welche als transparente Elektroden z.B. in Solarzellen, Flüssigkristall-
Bildschirmen, organischen Leuchtdioden und Touchscreens Anwendung finden [179–181], was
mit einem signifikanten industriellen Interesse einhergeht. Demgegenüber rückte reines Indi-
um(III)-oxid (In2O3) erst in den letzten Jahren vor allem im Hinblick auf die bis vor Kurzem
noch umstrittenen [203, 182–185] Details der elektronischen Struktur, verstärkt in den Blick-
punkt wissenschaftlicher Untersuchungen.
Die elektronische Struktur steht auch im Mittelpunkt der im Rahmen dieser Arbeit durchge-
führten Untersuchungen und soll im Folgenden diskutiert werden. Aufgrund der vergleichsweise
komplizierten atomaren Struktur von In2O3 soll zunächst jedoch diese kurz beschrieben werden.
5.1 Grundzustandseigenschaften
5.1.1 Strukturen
Für In2O3 sind drei unterschiedliche Kristallstrukturen in der Literatur [184, 186] bekannt. Zwei
davon gehören zum raumzentriert kubischen (bcc) Bravais-Gitter und besitzen die Raumgruppen
I213 (SG199) und Ia3¯ (SG206), wohingegen die dritte Struktur ein rhomboedrisches (rh) Gitter
und die Raumgruppe R3¯c (SG167) aufweist. Dabei enthalten die primitiven Einheitszellen 40
(bcc) bzw. 10 (rh) Atome, entsprechend acht bzw. zwei Formeleinheiten In2O3.
Unter Normalbedingungen sind nur die Strukturen SG206 und SG167 stabil, was sich auch
in den Ergebnissen der strukturellen Relaxation zeigt [203, 184]. Die folgenden Untersuchun-
gen beschränken sich daher auf die stabilen Polymorphe SG206 und SG167, welche in Abb.
5.1 zusammen mit den unterschiedlichen lokalen Konfigurationen ihrer In2O3-Grundbausteine
dargestellt sind. Tabelle 5.1 fasst die berechneten Gitterkonstanten1 mit den die atomare Basis
charakterisierenden Wyckoff-Positionen zusammen, wobei im Vergleich zu den experimentel-
len Ergebnissen a0 = 10.117 Å und a = 5.487 Å, c = 14.510 Å [186] ebenso wie zu anderen
theoretischen Studien [183, 184] nur geringe Differenzen auftreten.
1 Die kubische Struktur wird durch eine (a0), die rh-Struktur durch zwei Gitterkonstanten (a, c) beschrieben.
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SG 206 SG 167
In 8b In 24d In 12c
Abbildung 5.1: Atomare Struktur des bcc- (links) und rh-Polymorphes (rechts) von In2O3. Die in ihrer lokalen
Bindungsgeometrie variierenden Bestandteile beider Strukturen sind im unteren Paneel dargestellt und anhand
der Wyckoff-Position des zentralen In-Atoms bezeichnet (vgl. Tab. 5.1).
Polymorph Gitterkonstanten (Å) Wyckoff-Positionen der atomaren Basis Ecoh/f.u. (eV)
Atom-Typ x y z
bcc a0 = 10.094 In8b 0.2500 0.2500 0.2500 28.33
SG206 In24d 0.4665 0.0000 0.2500
O48e 0.3901 0.1543 0.3818
rh a = 5.479 In12c 0.0000 0.0000 0.3577 28.22
SG167 c = 14.415 O48e 0.2954 0.0000 0.2500
Tabelle 5.1: Parameter der im Rahmen von DFT-LDA-Rechnungen relaxierten atomaren Struktur der stabilen
Polymorphe (rh, bcc) des In2O3. Die letzte Spalte zeigt die berechnete Kohäsionsenergie Ecoh pro Formeleinheit
(In2O3).
5.2 Anregungseigenschaften
Im Folgenden sollen die Anregungseigenschaften von In2O3 näher untersucht werden, wobei
insbesondere die Bandstruktur in Bezug auf die durch experimentelle Ergebnisse in [182] auf-














































































LDA+U , U=5 eVIn2O3–bcc
Abbildung 5.2: Bandstruktur des rh- (links) und bcc-Polymorphs (rechts) von In2O3 in den Näherungen HSE03
und HSE03+G0W0 (rh) bzw. HSE03+∆ (bcc). Die unteren Abbildungen zeigen die Details der Valenzbandober-
kante, wobei für den Vergleich mit den HSE03- bzw. HSE03+G0W0-Resultaten auch die in LDA und LDA+U
berechneten Bandstrukturen dargestellt sind.
5.2.1 Quasiteilchen-Bandstruktur
Abbildung 5.2 zeigt die in HSE03 und HSE03+G0W0 berechneten Bandstrukturen der rh-
und bcc-Polymorphe von In2O3 in der Umgebung der Bandlücken.2 Der abgebildete obere Va-
lenzbandkomplex wird wesentlich durch von den atomaren O2p-Niveaus abgeleitete Zustände
bestimmt und weist für beide Polymorphe eine vergleichbare Breite von ca. 6 eV auf. Das ober-
ste Valenzband ist in der gesamten BZ mit einem Variationsbereich von weniger als 200 meV
äußerst flach. Im Gegensatz dazu ist die Dispersion des untersten Leitungsbandes mit den im




z = 0.23 m0
(rh) und m∗ = 0.22 m0 (bcc) deutlich stärker ausgeprägt und zeigt, wenn auch in schwächerer
Form als beim InN, ein nichtparabolisches Verhalten.
Der Vergleich der für den rh-Polymorph berechneten HSE03- und HSE03+G0W0-Bandstruk-
turen zeigt für die in Abb. 5.2 dargestellten Zustände in der Nähe der Bandlücke abgesehen von
einer über die BZ nahezu konstanten Verschiebung zwichen den HSE03 und HSE03+G0W0-
Leitungsbändern nur geringe Abweichungen, was die Beobachtungen bzgl. des Verlaufes der
Quasiteilchen-Korrekturen aus den Abschnitten 3.1.1 und 4.1.2 bestätigt. Aufbauend auf dieser
2 Ausgehend vom Startpunkt der LDA wurden keine GW -Korrekturen berechnet, da dies aufgrund der starken
Gap-Unterschätzung (vgl. Tab. 5.2) wenig Erfolg verspricht, gleichzeitig jedoch aufgrund der Größe der
In2O3-Elementarzellen mit enormem numerischen Aufwand verbunden ist.
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Polymorph LDA HSE03 HSE03+G0W0/∆ Exp.
rh, SG167 1.27 (1.23) 2.61 (2.57) 3.26 3.0 [187]
bcc, SG206 1.12 (1.11) 2.45 (2.44) 3.10 2.9 [185], 3.7 [187]
Tabelle 5.2: In verschiedenen Näherungen berechnete direkte und indirekte (in Klammern, falls durch das k-
Punkt-Sampling auflösbar) Bandlücken des rh- und bcc-Polymorphes von In2O3. Der für den bcc-Polymorph
angegebene HSE03+∆-Wert baut auf der für den rh-Polymorph berechneten Gap-Korrektur auf (siehe Text).
Alle Werte sind in eV angegeben.
Beobachtung und unter der Annahme, dass die Quasiteilchen-Korrekturen für die Bandlücken
zwischen beiden Polymorphen übereinstimmen, kann auch ein Wert für die Quasiteilchen-Band-
lücke des bcc-Polymorphes abgeschätzt werden (HSE03+∆).3 Dieser ist in Tab. 5.2 mit den wei-
teren, in verschiedenen Näherungen berechneten, Werten für die Bandlücken beider Polymorphe
zusammengefasst. Im Vergleich zu den ebenfalls in Tab. 5.2 aufgeführten experimentellen Er-
gebnissen für die Größe der Bandlücke ergibt sich insbesondere in Bezug auf den erst kürzlich
(zeitgleich zur hier präsentierten Arbeit) mittels XPS und Röntgen-Emissionsspektroskopie be-
stimmten Wert [185], eine sehr gute Übereinstimmung. Die deutliche Unterschätzung gegenüber
dem zweiten für die bcc-Struktur angegebenen Wert von 3.7 eV [187] lässt sich auf dessen Be-
stimmung aus der Extrapolation der optischen Absorptionskante zurückführen [203], was im
nachfolgenden Abschnitt 5.2.4 eingehender diskutiert werden soll.
Zustandsdichten
Die im Rahmen der HSE03 und HSE03+G0W0 berechneten Zustandsdichten des rh- und bcc-
Polymorphes von In2O3 sind in Abb. 5.3 dargestellt. Abgesehen von der deutlichen Verschie-
bung der In d-Zustände um ca. 1 eV zu niedrigeren Energien und der Gap-Aufweitung erweisen
sich die Auswirkungen der Quasiteilchen-Korrekturen ausgehend vom HSE03-Startpunkt auf
die Zustandsdichte des rh-Polymorphes als gering, was den anhand der Bandstruktur gewon-
nenen Eindruck bestätigt. Die nur schwach dispersive Valenzbandoberkante spiegelt sich in der
Zustandsdichte der besetzten Zustände in Form eines relativ stark ausgeprägten Peaks nahe
dem VBM wider, welcher den ebenfalls in Abb. 5.3 gezeigten partiellen Zustandsdichten zufolge
hauptsächlich durch p- (ca. 90%) und d-symmetrische (ca. 10%) Zustände gebildet wird.
5.2.2 Vergleich von Theorie und Experiment
Auch auf experimenteller Seite ist die Untersuchung von In2O3 zurzeit aktueller Forschungsge-
genstand [185, 187, 188], wobei In2O3 bei weitem noch nicht so gut untersucht ist wie z.B. InN.
3 Für den bcc-Polymorph wurden aufgrund des hiermit verbundenen numerischen Aufwands keine G0W0-Qua-
siteilchen-Korrekturen berechnet. Die aufbauend auf den Ergebnissen des rh-Polymorphes erwarteten Modi-
fikationen gegenüber der HSE03-Bandstruktur und Zustandsdichte (vgl. Abb. 5.2 und 5.3) sind abgesehen












































Abbildung 5.3: Zustandsdichten des rh-
und bcc-Polymorphs von In2O3 in den Nä-
herungen HSE03 und HSE03+G0W0 (nur
rh). Der Bereich des fundamentalen Gaps ist
grau hinterlegt. Neben der gesamten Quasi-
teilchen-Zustandsdichte des rh-Polymorphs
sind die auf s-, p- und d-symmetrische Or-
bitale projizierten partiellen Zustandsdich-
ten (PDOS) abgebildet. Der Nullpunkt der
Energieskala markiert das VBM. Die Zu-
standsdichten sind Gauß-förmig mit 0.2 eV
FWHM verbreitert.
Abbildung 5.4 zeigt die für In2O3 in verschiedenen Approximationen berechneten Zustands-
dichten im Vergleich zu kürzlich aufgenommenen XPS-Spektren des Valenzbandbereiches von
bcc-In2O34, welche dankenswerter Weise von Louis F. J. Piper für die Verwendung in dieser Ar-
beit zur Verfügung gestellt wurden. Im Energiebereich der Valenzbänder nahe dem VBM kann
der im vorhergehenden Abschnitt geführten Diskussion zufolge die HSE03-Zustandsdichte als
gute Näherung an die Quasiteilchen-Zustandsdichte betrachtet werden, so dass die notgedrunge-
ne Vernachlässigung von Quasiteilchen-Korrekturen für den bcc-Polymorph in dem im rechten
Paneel von Abb. 5.4 gezeigten Energiebereich wenig Einfluss haben sollte. Nach Anpassung
der Verbreiterung der berechneten Zustandsdichten und Ausrichtung anhand der abfallenden
Valenzbandoberkante5 zeigt sich für die drei wesentlichen Strukturen P1, S und P2 eine gute
Übereinstimmung mit dem experimentellen Spektrum. Dabei ist zudem eine leichte Überschät-
zung der Energiedifferenzen P1–S und P1-P2 gegenüber dem Experiment festzustellen, welche
in vergleichbarem Umfang auch für InN in Abschnitt 4.1.3 beobachtet wurde.
Der bei einer auf das VBM bezogenen Bindungsenergie von ca. 7 eV im experimentellen
Spektrum sichtbare Peak PSn wird durch keine der berechneten Zustandsdichten beschrieben
und ist wahrscheinlich der Dotierung mit Sn zuzuschreiben [188, 189].4
Für die Zustände innerhalb des im linken Paneel von Abb. 5.4 gezeigten Energiebereiches
sollte der Einfluss der Sn-Dotierung vernachlässigbar sein [189]. Allerdings verursachen in die-
sem Energiebereich die Quasiteilchen-Korrekturen eine Verschiebung des In 4d-Peaks zu nied-
rigeren Energien hin, welche für den rh-Polymorph ca. 1 eV beträgt. Unter Vernachlässigung
des Einflusses der Polymorphie ergibt sich im Vergleich der Peak-Positionen von XPS und der
4 Bei der vermessenen Probe handelte es sich aller Wahrscheinlichkeit nach nicht um reines, sondern um mit
Sn dotiertes Material. Der Dotierungsgrad (2% oder 10%) konnte leider auch nach Rücksprache mit den
beteiligten Experimentatoren nicht abschließend geklärt werden.
5 Die hierfür erforderliche Verschiebung betrug 3.8 eV, was der Position des Fermi-Niveaus im Experiment
gegenüber dem VBM entsprechen sollte. Das Fermi-Niveau liegt somit im ersten Leitungsband, was in ver-












































Abbildung 5.4: XPS-Messung [188] im Bereich der energetisch höchsten Valenzbänder von bcc-In2O3 im Ver-
gleich zu in den Näherungen LDA, LDA+U und HSE03 berechneten Zustandsdichten. Zum besseren Vergleich
wurden die Zustandsdichten dem experimentellen Spektrum durch eine Gauß-förmige Verbreiterung von 1.0 eV
FWHM angepasst (unverbreitert meint 0.2 eV Gauß-förmige Verbreiterung). Alle Spektren wurden auf das
(extrapolierte) VBM, entsprechend dem Nullpunkt der Energieskala, ausgerichtet.
HSE03+G0W0-Zustandsdichte eine gute Übereinstimmung der d-Band-Bindungsenergien, mit
dem ebenfalls den in Abschnitt 3.1.2 und 4.1.3 beobachteten Trend zur Unterschätzung der d-
Band-Bindungsenergien.
5.2.3 Auswirkungen einer effektiven n-Dotierung
Für die experimentellen Hinweise auf ein indirektes Gap von ca. 2.5 eV [182], welches zudem
mehr als ein 1 eV kleiner als die direkte Bandlücke sein soll, findet sich im Rahmen der hier
durchgeführten Rechnungen wie auch in anderen theoretischen Arbeiten [183, 184] keine Be-
stätigung. Die in Abb. 5.2 dargestellte Breite des obersten Valenzbandes ist hierfür mit max.
0.2 eV zu gering.
Für die beobachtete Absorption bei ca. 2.5 eV, also unterhalb des direkten Gaps, lässt sich je-
doch aufbauend auf den berechneten Bandstrukturen eine mögliche Erklärung geben. Demnach
kann es durch das Zusammenspiel der speziellen Bandstruktur des In2O3 mit dem Einfluss der
im Experiment vorhandenen freien Elektronen zu optischen Übergängen unterhalb der Absorp-
tionskante kommen. Ursächlich hierfür ist die Kombination der in Abb. 5.5 (b) dargestellten
Dichteabhängigkeit des Burstein-Moss-Shifts6,7 (vgl. A.2.2) mit der Lage des zweiten und hö-
herer Leitungsbänder im In2O3. Diese führt nach Abb. 5.5 (a) und (c) zum Auftreten optischer
Übergänge aus dem ersten ins zweite oder dritte Leitungsband, welche ab Elektronendichten
von ca. 2 · 1020 cm−3 energetisch unterhalb der Absorptionskante des undotierten Materials
liegen.
6 Der Einfluss der Polymorphie auf die Dichteabhängigkeit des Burstein-Moss-Shifts ist ebenso wie der der in
Abschnitt 5.2.1 diskutierten Nichtparabolizität des ersten Leitungsbandes vergleichsweise gering.
7 Abbildung 5.5 (b) wurde aufbauend auf einem isotrop gemittelten Spline-Fit der HSE03-Bandstruktur um Γ
berechnet. Die Abweichungen von den Ergebnissen eines hyperbolischen Fits nach Gl. (4.1) sind gering und
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Abbildung 5.5: Auffüllung des untersten Leitungsbandes durch freie Elektronen. (a) – Verschiedene Mög-
lichkeiten von Valenzband-Leitungsband- (Ev−c) und Leitungsband-Leitungsband-Übergängen (Ec−c) in der
Bandstruktur von bcc-In2O3 in der HSE03+∆-Näherung. (b) – Abhängigkeit des Burstein-Moss-Shifts von der
Konzentration freier Elektronen. (c) – Energetisch niedrigste Übergangsenergie und ihr Ursprung.
Eine durch Leitungsband-Leitungsband-Übergänge verursachte Absorptionskante bei der im
Experiment [182] beobachteten Energie von ca. 2.5 eV ist nach Abb. 5.5 (c) mit einer Elektro-
nendichte von ca. 5 · 1020 cm−3 verbunden, was sehr gut mit dem Wert von 2.7 · 1020 cm−3 für
die im Experiment untersuchte Probe übereinstimmt.
5.2.4 Optische Eigenschaften
Auf der theoretischen Seite zieht die Beschreibung der optischen Eigenschaften von In2O3 einen
vergleichsweise hohen numerischen Aufwand nach sich. Dies begründet sich mit der Größe der
Elementarzellen und der relativ anspruchsvollen Konvergenz mit der Zahl der k-Punkte und
Bandpaare [203]. Alle dem Autor bekannten bisherigen Arbeiten [203, 184] beschränken sich
daher auf die Untersuchung der dielektrischen Funktion in der Näherung unabhängiger Teilchen
(2.89), aufbauend auf den Ergebnissen von DFT-Rechnungen im Rahmen einer (quasi)lokalen
Approximation (LDA/GGA) für das XC-Funktional.
Im auch experimentell untersuchten Energiebereich in der Nähe der Absorptionskante [187]
lassen sich jedoch schon anhand der dielektrischen Funktion unabhängiger Teilchen für die Inter-
pretation der experimentellen Spektren wichtige Beobachtungen machen. Abbildung 5.6 zeigt
für beide hier diskutierten Polymorphe die berechnete dielektrische Funktion unabhängiger
Teilchen im Bereich zwischen 2.5 . . . 5.0 eV, wobei die dielektrische Funktion des rh-Polymor-
phs in die Komponenten der ordentlichen (E ⊥ c) und außerordentlichen (E ‖ c) Polarisation
aufgeteilt wurde.8 Offensichtlich liegt die Absorptionskante des rh-Polymorphs zumindest in
ordentlicher Polarisationsrichtung ca. 0.2 eV unterhalb der Absorptionskante des bcc-Polymor-
phs, obwohl Letzterer das um 0.16 eV geringere Gap aufweist. Als Ursache hierfür lassen sich
8 Die in Abb. 5.6 dargestellten dielektrischen Funktionen zeigen Ergebnisse von DFT-LDA-Rechnungen. Das
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Abbildung 5.6: Imaginärteil der dielektrischen Funk-
tion von In2O3 in der Näherung unabhängiger Teilchen
(2.89) im Energiebereich nahe der Absorptionskante.
Für den rh-Polymorph sind die Komponenten der or-
dentlichen (E ⊥ c) und außerordentlichen (E ‖ c) Po-
larisationsrichtung getrennt dargestellt.
die RPA-Oszillatorstärken (2.55) identifizieren, welche für den bcc-Polymorph im Gegensatz zu
denen der rh-Struktur über einen Energiebereich von ca. 1 eV oberhalb des Einteilchen-Gaps
nur schwach ansteigen. Die aus der Extrapolation der Absorptionskante ermittelten „optischen“
Gaps des In2O3 weisen also eine im Vergleich zu den Quasiteilchen-Gaps invertierte Ordnung
auf. Tatsächlich ist die hier beschriebene Verschiebung auch im Experiment nachweisbar [187].
Die Interpretation der aus den optischen Spektren extrapolierten Absorptionskanten als Band-
lücken muss jedoch in Bezug auf die soeben diskutierten theoretischen Resultate überdacht
werden. Dabei sind allerdings für eine weitergehende Diskussion auch auf theoretischer Seite
weitere Schritte wie die Einbeziehung von exzitonischen und Lokalfeldeffekten notwendig.
Zusammenfassung und Ausblick
We set sail on this new sea because there is
new knowledge to be gained and new rights
to be won.
John F. Kennedy
In der vorliegenden Arbeit wurden Methoden zur Berechnung der elektronischen Anregungs-
eigenschaften von Halbleitern und Isolatoren unter Berücksichtigung von Vielteilchen-Effekten
untersucht und angewandt. Das theoretische Fundament bildete dabei die Vielteilchen-Stö-
rungstheorie, welche im Formalismus der Green’schen Funktionen zusammen mit der GW -
Approximation der Selbstenergie für zahlreiche Systeme eine akkurate Beschreibung ihrer An-
regungseigenschaften erlaubt. Der hierbei üblicherweise verfolgte Ansatz zur Berechnung von
Quasiteilchen-Energien, aufbauend auf einem in Verbindung mit einer (quasi)lokalen Appro-
ximation (LDA/GGA) des XC-Funktionals bestimmten Startpunkt, versagt jedoch für einige
Materialien wie z.B. InN vollständig.
Dies lieferte die Motivation für den ersten Teil dieser Arbeit, in dem der Standardansatz va-
riiert und der Einfluss und Nutzen von Startpunkten des Typs verallgemeinerter Kohn-Sham-
Funktionale auf die Quasiteilchen-Bandstruktur untersucht wurde. Hierbei konnte gezeigt wer-
den, dass sich insbesondere bei der Verwendung des Hybrid-Funktionals HSE03 als Grundlage
einer einstufigen, als G0W0 bezeichneten, Quasiteilchen-Korrektur eine systematische Verbesse-
rung gegenüber dem allgemein gebräuchlichen Ansatz ergibt. Enorme Verbesserungen ergeben
sich dabei für zahlreiche durch den Standardansatz nur schlecht beschriebene Materialien. Dies
gilt im Speziellen auch für die im Verlauf dieser Arbeit detailliert untersuchten Stoffe InN und
In2O3, für welche die erreichte Präzision direkt im Vergleich zu qualitativ hochwertigen experi-
mentellen Daten bewertet werden konnte. Hiermit ist klar, dass das Versagen des Standardan-
satzes für zahlreiche Systeme auf ein Versagen des zugrunde liegenden LDA/GGA-Startpunktes
und nicht, wie vielfach proklamiert, auf die GW -Approximation zurückzuführen ist. Inwieweit
sich mit Hilfe des hier vorgestellten HSE03+G0W0-Schemas auch üblicherweise als stark korre-
liert bezeichnete Systeme, wie Übergangsmetalloxide (z.B. NiO, MnO), erfolgreich beschreiben
lassen, ist aktueller Forschungsgegenstand.
Ein weiterer wesentlicher Teil dieser Arbeit widmete sich der Untersuchung isolierter exzi-
tonischer Anregungen. Hierfür wurde ein numerisch höchst effizienter Ansatz vorgeschlagen,
welcher die Berechnung der energetisch niedrigsten Exzitonen-Eigenwerte erlaubt. Durch die
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dabei erreichte Reduktion auf ein O(N2)-Skalierungsverhalten wird im Vergleich zu den sonst
benutzten, wie O(N3) skalierenden, Diagonalisierungsverfahren die Grenze der maximal be-
handelbaren Anzahl von Paar-Zuständen N um mehr als eine Größenordnung angehoben. Dies
ermöglichte die numerische Untersuchung des Wannier-Mott-Modells ohne Ausnutzung der für
reale Materialien i.A. nicht gegebenen sphärischen Symmetrie. Die dabei gewonnenen Aussagen
zur Konvergenz der berechneten Exzitonen-Anregungen bzgl. des k-Punkt-Samplings erweisen
sich als auch auf „echte“ Materialien übertragbar, was hier anhand von InN und MgO demon-
striert wurde. Für Letzteres sowie das in diesem Zusammenhang hier nicht diskutierte ZnO
wurde dabei eine signifikante Überschätzung der experimentellen Werte der Bindungsenergien
festgestellt, welche wahrscheinlich auf die Vernachlässigung dynamischer Effekte der Abschir-
mung zurückzuführen ist. Es ist zu vermuten, dass es sich bei der festgestellten Überschätzung
um einen allgemeinen Effekt für polare Nichtmetalle handelt, was große Teile der in der Li-
teratur veröffentlichten Exzionen-Bindungsenergien Wannier-Mott-artiger Anregungen infrage
stellt. Hier sind eindeutig weitere Untersuchungen erforderlich.
Die in den abschließenden Kapiteln dargestellten Ergebnisse für InN und In2O3 bauen grund-
legend auf den methodischen Entwicklungen dieser Arbeit auf und geben einen Eindruck von
den Möglichkeiten und dem Nutzen der modernen Festkörperphysik bei der vorhersagekräftigen
Beschreibung von Materialien und als begleitendes Instrument bei der Interpretation experimen-
teller Ergebnisse. Für InN wird an dieser Stelle die Existenz Wannier-Mott-artiger Exzitonen-
Anregungen mit Bindungsenergien kleiner als 10 meV vorhergesagt, deren Nachweis die Debatte
um die Bandlücke endgültig beenden kann. Das im Rahmen dieser Arbeit prognostizierte Gap
von In2O3 wurde mittlerweile von experimenteller Seite bestätigt. Der hier für In2O3 diskutierte
Einfluss der Polymorphie auf die Position der optischen Absorptionskante demonstriert noch
einmal die Notwendigkeit der Rückkopplung zwischen Experiment und Theorie, insbesondere
bei der Interpretation der Resultate indirekter Messmethoden.
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A Anhang
A.1 Transformationen, Darstellungen, Identitäten
A.1.1 Fourier-Transformationen
Die Fourier-Transformation zwischen zeit- und frequenzabhängigen Größen erfolgt im Rahmen










Für die Transformation zwischen Orts- und Impulsraum ergibt sich eine analoge Darstellung,
wobei die Berücksichtigung der für Kristalle fundamentalen Gitterperiodizität zur Bloch-Dar-
stellung führt. Die Einführung eines zum Kristallgitter {R} reziproken Gitters {G} mit
2πn = RG, R = n1a1 + n2a2 + n3a3, n, ni ∈ N (A.2)
erleichtert die Diskussion gitterperiodischer Systeme [23, 24]. Zur Beschreibung ausgedehnter
Festkörper werden i.A. Born-von-Kármán-Randbedingungen [24] – also die periodische Fortset-
zung des betrachteten Grundgebietes mit dem Volumen Ω – angenommen. Die Fourier-Trans-






ei(q+G)rf(q+G) ⇐⇒ f(q+G) =
∫
dr e−i(q+G)rf(r), (A.3)
wobei die stets mögliche Zerlegung eines allgemeinen k-Vektors in einen Vektor q der ersten
Brillouin-Zone und einen Vektor G des reziproken Gitters genutzt wurde. Für endliche Grundge-
biete Ω ist die Menge der k-Vektoren mit nicht verschwindenden Fourier-Komponenten diskret.
Weist die zu transformierende Größe selbst Gitterperiodizität auf, so verschwinden darüber hin-
aus die Fourier-Komponenten bei q 6= 0. Für Funktionen zweier Ortskoordinaten erweist sich
















um z.B. die Fourier-transformierte dielektrische Funktion einheitenfrei zu erhalten. Die Fourier-
Transformierte einer gitterperiodischen Funktion, welche die Bedingung f(r, r′) = f(r+R, r′+







Eng mit der Fourier-Darstellung verwandt ist die Entwicklung in Bloch-Funktionen [23, 24].
Diese ergeben sich als Lösungen einer zeitunabhängigen Einteilchen-Schrödinger-Gleichung mit
einem gitterperiodischen Potential v(r+R) = v(r) zu
ϕnk(r) = Ω
−1/2eikrunk(r) mit unk(r) = unk(r+R) (A.7)
⇒ ϕnk(q+G) = δqkΩ
−1/2unk(G) (A.8)
mit k als einem Vektor der ersten Brillouin-Zone und dem Bandindex n, welcher die Eigen-
funktionen und Eigenwerte zum selben Wellenvektor k durchnummeriert. Im Rahmen dieser
Arbeit werden beide Indizes meist als λ := nk zusammengefasst. Setzt man die Vollständigkeit
und Orthonormalität der ϕnk(r) voraus, so ergeben sich folgende Darstellungen für Funktionen


















Dabei wird aus der Kombination von (A.10) und (A.7) ersichtlich, dass gitterperiodische Funk-
tionen diagonal bzgl. des Wellenvektors sein müssen.
A.1.3 Identitäten
Dirac-Identität
Bei der Diskussion der Ein- und Zweiteilchen-Green-Funktionen treten mitunter Grenzwerte
der Form












auf, wobei P den Cauchy-Hauptwert bezeichnet. Durch Subtraktion von F (x+ i0+) und F (x−





















Wie nachfolgend in Abschnitt A.1.5 dargelegt existiert für die kausale Green-Funktion außer im
Grenzfall T → 0 K keine Spektraldarstellung der Form (2.16) bzw. (A.27) an reellen Frequenzen.
Ursache hierfür ist die Inkompatibilität des statistischen Operators mit dem der Zeitentwicklung
für reelle Zeiten. Durch den Übergang zu imaginären Zeiten t → −it, auch bekannt als Wick-
Rotation, lassen sich Temperatur- und Zeitabhängigkeit formal vereinheitlichen [12, 190]. Dies
A.1 Transformationen, Darstellungen, Identitäten A-3
erlaubt die im Folgenden demonstrierte Ableitung der Martin-Schwinger-Relation, welche eine
Fourier-Entwicklung entlang der imaginären Zeitachse ermöglicht und schließich doch wieder auf
eine Spektraldarstellung nach (2.16) bzw. (A.27) – allerdings an den sogenannten Matsubara-
Frequenzen – führt.
Martin-Schwinger-Relation
Um die durch (2.11a) und (2.11b) definierten Propagatoren näher zu untersuchen, soll ihre Zeit-
abhängigkeit explizit ausgeschrieben und die Spurbildung der thermischen Mittelung ausgeführt
werden. Für den Elektronen-Propagator ergibt sich:





























= −e−βµG<(r, r′, t− t′ + i~β), (A.16)







Gebrauch gemacht wurde. Gleichung (A.15) verdeutlicht noch einmal die zeitliche Homogenität
des Propagators – und damit der Green-Funktionen – im hier angenommenen Fall eines zeitu-
nabhängigen Hamilton-Operators. Für die frequenzabhängigen Propagatoren folgt aus (A.16)
sofort
G>(r, r′, ω) = −eβ(~ω−µ)G<(r, r′, ω). (A.18)
Matsubara-Frequenzen
Die Martin-Schwinger-Relation der Propagatoren (A.16) überträgt sich nach (2.18) auf die
kausale Green-Funktion und führt so zur Quasi-Periodizität
G(r, r′, t− t′) = −e−βµG(r, r′, t− t′ − i~β) (A.19)
entlang der (imaginären) Zeitachse. Dies kann für eine Fourier-Reihen-Entwicklung nach






−izn(t−t′) ⇐⇒ G(r, r′, zn) =
−i~β∫
0
dτ G(r, r′, τ)eiznτ
(A.20)
genutzt werden, wobei für die kausale Green-Funktion aufgrund der Martin-Schwinger-Relation
(2.19) bzw. (A.19) nur die fermionischen Matsubara-Frequenzen (2.20) ~zn = µ−
(2n+1)π
iβ , n ∈ Z
beitragen.
Für entlang der (imaginären) Zeitachse nach F (τ) = F (τ − i~β) echt periodische Funktio-
nen ergibt sich ebenfalls eine (A.20) entsprechende Entwicklung, wobei die Koeffizienten einer
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, n ∈ Z (A.21)
von Null verschieden sind.
A.1.5 Spektraldarstellungen
Spektraldarstellung der kausalen Green-Funktion
Ausgehend von der Definition der kausalen Green-Funktion (2.15) erhält man für deren Fourier-









ω − ω′ + i0+
−
G<(ω′)





































Dabei wurde im letzten Schritt die Spektralfunktion oder auch Spektraldichte
A(r, r′, ω) := i[G>(r, r′, ω)−G<(r, r′, ω)] (A.23)
eingeführt und die Martin-Schwinger-Relation (A.18) zur Darstellung der Spektralfunktion nach
A(ω) = i[1 + e−β(~ω−µ)]G>(ω) = i[1 − f(ω)]−1G>(ω) (A.24)
= −i[eβ(~ω−µ) + 1]G<(ω) = −i[f(ω)]−1G<(ω) (A.25)







benutzt. Für T → 0 K geht der tanh in (A.22c) über in sgn (~ω′ − µ), was die erneute Anwen-
dung der Dirac-Identität und somit eine Spektraldarstellung der Form






ω − ω′ + i sgn (~ω′ − µ)0+
(A.27)
erlaubt, die Gl. (2.16) in Kombination mit dem in Abb. 2.1 als GC gekennzeichneten Pfad
entspricht.
Eigenschaften der Spektralfunktion
Unter Verwendung der Dirac-Identität und der Spektraldarstellung der Green-Funktion (2.16)
lässt sich zeigen, dass folgender Ausdruck
A(r, r′, ω) = i
{
GR(r, r′, ω)−GA(r, r′, ω)
}
(A.28)
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gilt. Weiterhin erweist sich die Spektralfunktion nach Betrachtung von (A.15) und (A.23) als
hermitesch,
A∗(r, r′, ω) = A(r′, r, ω). (A.29)





dωA(r, r′, ω) = δ(r − r′), (A.30)
welche sich direkt aus der Definition der Spektralfunktion (A.23) und den Antikommutations-
regeln (2.4) der Feldoperatoren ergibt.
Beziehung der Spektralfunktion zur Selbstenergie
Die Spektralfunktion kann mit Hilfe von (A.28) durch Ausnutzung der Dyson-Gleichung in
Relation zur Selbstenergie gesetzt werden. Dafür sollen, wie in Abschnitt 2.3.2, Nichtdiagonal-
elemente der Selbstenergie vernachlässigt werden,
Gλλ(ω) = G
0







~ω − (ελ +Re δΣλλ(ω)) + i Im δΣλλ(ω)
(~ω − (ελ +Re δΣλλ(ω)))2 + (Im δΣλλ(ω))2
. (A.33)























ω − ω′ − i0+
= GAλ′λ(ω). (A.34)


















Der Index R an der Selbstenergie weist hierbei darauf hin, dass in (A.36) eigentlich die re-
tardierte Selbstenergie zu verwenden ist. Die retardierte und avancierte Selbstenergie können
analog zur kausalen Selbstenergie definiert werden (vgl. Gl. (2.28)) und erfüllen dann zu (2.33)
vergleichbare Dyson-Gleichungen für GR bzw. GA [9]. Nach [8] lassen sich, analog zu den Green-
Funktionen, alle genannten Selbstenergien auf eine gemeinsame Spektralfunktion AΣ zurück-
führen. Dabei gilt vergleichbar zu (A.35)
AΣλλ(ω) = −2 ImΣ
R
λλ(ω). (A.37)
Beschränkt man sich auf reelle XC-Potentiale vXC, so gilt mit Im δΣλλ(ω) = ImΣλλ(ω)
Aλλ(ω) =
AΣλλ(ω)
















Abbildung A.1: Schematische Darstellung
der p-d-Abstoßung in binären Halbleitern
(AB) unter dem Einfluss eines tetraedrischen
Kristallfeldes (nach [158]). Dabei ist zu be-
achten, dass hier nur p- und d-artige Zustän-
de an Γ dargestellt sind und das hier mit
Γ15(c) bezeichnete Niveau nicht das CBM
bildet.
wobei noch verwendet wurde, dass die Realteile der Selbstenergien (C,R,A) übereinstimmen.
A.2 Effekte
A.2.1 p-d-Abstoßung
Einige der in dieser Arbeit diskutierten Materialien, wie z.B. ZnO, InN und In2O3, zeigen in ihrer
Bandstruktur Einflüsse der sogenannten p-d-Abstoßung [158, 213]. Hierbei handelt es sich um
ein Konzept der tight-binding-Theorie [24], welches die Hybridisierung der besetzten Kationen-
d- mit den Anionen p-Zuständen und die damit einhergehende Vergrößerung ihres energetischen
Abstands gegenüber den atomaren Niveaus beschreibt. Dies ist in der [158] entliehenen Abb. A.1
verdeutlicht. Im Tetraederfeld koppeln am Γ-Punkt der BZ p-artige und d-artige Zustände der
gemeinsamen Symmetrie t2. Ihr energetischer Abstand vergrößert sich, man sagt die Zustände
stoßen einander ab. Das durch das Γ15(pd)-Niveau gebildete VBM ist dadurch gegenüber den
atomaren Niveaus zu höheren Energien verschoben und verringert somit das Gap. Der Betrag
der p-d-Abstoßung (E(Γ15(pd)) − E(pa)) variiert dabei mit dem energetischen Abstand des
Kationen-d- und Anionen-p-Zustandes und lässt sich aus dem Grad der Hybridisierung im
Festkörper näherungsweise bestimmen [199, 158]. Der Effekt der p-d-Abstoßung ist mit ca.
0.1 . . . 0.3 eV typischerweise relativ gering, kann jedoch für II-VI-Halbleiter wie ZnO oder den
unter diesem Aspekt sehr speziellen III-V-Halbleiter InN mit Werten in der Größenordung 1 eV
deutlich stärker ausfallen [199, 158].
Im Rahmen der LDA bzw. GGA wird die p-d-Abstoßung typischerweise aufgrund der Unter-
schätzung der d-Band-Bindungsenergien überschätzt, was für ZnO und InN, aber auch die in
Abschnitt 3.1.2 diskutierten Materialien GaAs, CdS, GaN und ZnS, wesentlich zu den Proble-
men bei der Beschreibung ihrer elektronischen Struktur beiträgt.
A.2.2 Burstein-Moss-Effekt
Durch die Anwesenheit freier Elektronen als Folge von Verunreinigungen oder gezielter Dotie-
rung verschiebt sich, wie in Abb. 5.5 schematisch anhand der Bandstruktur von In2O3 dar-
gestellt, die Fermi-Energie EF ins Leitungsband. Die damit einhergehende Verschiebung der
optischen Absorptionskante, bekannt als Burstein-Moss-Effekt [173, 174], entspricht im We-




1 Hierbei wird der Einfluss der freien Elektronen auf die Bandstruktur ignoriert. Tatsächlich verringert deren
Anwesenheit jedoch aufgrund der erhöhten Abschirmung das Gap, verschiebt also EQPCBM nach unten [191,
192]. Im Bereich der hier betrachteten Elektronendichten ist die Renormierung des Gaps jedoch gegenüber
dem Effekt des Burstein-Moss-Shifts vernachlässigbar [193].
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Die Dichteabhängigkeit des Burstein-Moss-Shifts EF − E
QP










bestimmt werden. Im Fall eines nichtparabolischen Bandverlaufes kann (A.39) meist nur nume-
risch ausgewertet werden. Für ein parabolisches Leitungsband der effektiven Masse m∗c ergibt








zwischen der Fermi-Energie und der Dichte der Elektronen n.
A.3 Numerische Details
A.3.1 Numerische Details der GW -Rechnungen
Die verwendete Implementation der GWA kann an dieser Stelle nicht erschöpfend diskutiert
werden, die wesentlichen Details sind in [96–98] beschrieben.
Ein entscheidender Punkt soll jedoch hervorgehoben werden. Im Rahmen der PAW-Imple-
mentation wird die Selbstenergie in den PAW-Sphären auf den Hartree-Fock-Anteil reduziert.
Gleiches gilt für die Wechselwirkung von Rumpf- und Valenzelektronen. Da der aus den PAW-
Sphären generierte Anteil der Selbstenergie im Wesentlichen durch kurzwellige (große |G|) An-
teile bestimmt wird,2 welche nur einer schwachen Abschirmung unterliegen, erscheint dies ge-
rechtfertigt. Die Berücksichtigung des räumlich nichtlokalen HF-Austauschs zwischen Rumpf-
und Valenzelektronen unterscheidet sich dabei grundlegend von der anderen Pseudopotenti-
al-Schemata inhärenten Behandlung auf dem Niveau der LDA. Die HF-Approximation wird
hierfür jedoch allgemein als zuverlässiger erachtet [5, 6, 96, 194].
A.3.2 Numerische Details der BSE-Rechnungen
BSE-Cutoff-Energie
Neben der in Abb. 3.2.1 diskutierten Diskretisierung der k-Vektoren muss für eine numerische
Umsetzung der BSE in Form des Eigenwertproblems (2.84) auch die Zahl der betrachteten Bän-
der eingeschränkt werden. Hierfür existieren im Wesentlichen zwei Ansätze, wobei im Rahmen
des ersten die Zahl der Bänder unabhängig vom betrachteten k-Punkt vorgegeben wird. Der in
dieser Arbeit verfolgte zweite Ansatz beschränkt dagegen die Zahl der Bänder durch eine auf
die Paar-Energien nichtwechselwirkender Paar-Zustände bezogene Abschneide-Energie EBSEcut ,
welche als BSE-Cutoff-Energie bezeichnet wird. Die Zahl der in den exzitonischen Hamilton-
Operator eingehenden Bänder ist somit i.A. von k-Punkt zu k-Punkt verschieden. In beiden
Ansätzen ist die Bandzahl bzw. der Cutoff ein Konvergenzparameter, welcher entsprechend zu
ermitteln bzw. testen ist [47]. Die Parameter der in dieser Arbeit durchgeführten BSE-Rech-
nungen sind im Haupttext oder Anhang A.3.3 aufgeführt.
2 Die Beiträge aus den PAW-Sphären beschreiben die Differenz von All-Elektronen-Wellenfunktion und Pseudo-
Wellenfunktion, und enthalten daher im Wesentlichen nur hochfrequente Anteile.
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Dielektrische Modell-Funktion
Für die Berechnung exzitonischer Eigenschaften wird in dieser Arbeit das abgeschirmte Cou-
lomb-Potential mit Hilfe einer Modellfunktion für die dielektrische Abschirmung bestimmt [195].
Das Modell der inversen dielektrischen Funktion,















hängt dabei parametrisch von der elektronischen dielektrischen Konstante ε∞ und über den










Elektronendichte n ab. Letztere wird durch die über die Elementarzelle gemittelte Dichte der
Valenzelektronen approximiert. Ferner werden in G und G′ nichtdiagonale Anteile vernachläs-
sigt.
single-precision-Genauigkeit
Um dem enormen Speicherbedarf bei der Berechnung exzitonischer Effekte Herr zu werden,
wird der exzitonische Hamilton-Operator nur in einfacher Genauigkeit (single precision), ent-
sprechend jeweils 4 Byte für Real- und Imaginärteil, gespeichert und diagonalisiert.
A.3.3 Konvergenzparameter
Jedes Ergebnis numerischer Simulationen hängt entscheidend von der Wahl der spezifischen
Konvergenzparameter ab. Für die in den Kapiteln 3, 4 und 5 dargestellten Ergebnisse der DFT-
Rechnungen sind im Wesentlichen die Cutoff-Energie der ebenen Wellen sowie das k-Punkt-
Sampling der BZ entscheidend.3 Für die Berechnung der GW -Korrekturen sowie exzitonischer
Effekte kommen weitere Parameter hinzu.
Wahl der Konvergenzparameter in Abschnitt 3.1
Innerhalb des Abschnittes 3.1 wurde für alle GW -Rechnungen eine einheitliche Bandzahl von
150 Bändern gewählt, was sich für die an dieser Stelle betrachteten Materialien mit ausschließ-
lich zweiatomigen Elementarzellen als ausreichend für die Konvergenz der Abschirmung in W
erweist. Für das k-Punkt-Sampling wurde bis auf wenige Ausnahmen ein Satz von 8×8×8 k-
Punkten verwendet, welcher den Γ-Punkt mit einschloss. Die Ausnahmen bilden ZnO (mit dem
Startpunkt LDA) sowie InN (sX, HSE03), für welche aufgrund der vergleichsweise langsamen
Konvergenz der Abschirmung 16×16×16 Punkte umfassende k-Punkt-Sätze verwendet wurden
(ebenfalls unter Einschluss von Γ), wobei die Selbstenergie Σ anhand der Γ nicht einschließenden
Untermenge von 8×8×8 regulär angeordneten k-Punkten bestimmt wurde.
Tabelle A.1 fasst die verwendeten Werte der Cutoff-Energien der ebenen Wellen zusammen.
Wahl der Konvergenzparameter in Abschnitt 3.2
Die Konvergenzparameter der BSE-Rechnungen sind in Abschnitt 3.2 selbst Untersuchungs-
gegenstand und daher dort zusammengefasst. Für MgO beträgt der Cutoff ebener Wellen in
den DFT-Rechnungen 400 eV. Im Rahmen des verwendeten PAW-Potentials werden für Mg die
im Atom besetzten 2p- und 3s-Zustände, für O die 2s- und 2p-Zustände als Valenzelektronen
3 Die Wahl des Pseudopotentials beeinflusst die Ergebnisse i.A. ebenfalls, ist allerdings nicht als Parameter
konvergierbar. Im Rahmen des hier verwendeten PAW-Schemas ist der Einfluss auf den Grundzustand gering.
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Material InN∗ Ge∗ Si GaAs∗ SiC CdS∗ AlP GaN∗
Cutoff (eV) 400 339 300 370 414 362 255 421
Material ZnO∗ ZnS∗ C BN MgO LiF Ar Ne
Cutoff (eV) 414 402 500 450 414 498 300 400
Tabelle A.1: Cutoff-Energien ebener Wellen in den GW -Rechnungen in Abschnitt 3.1.
Die mit einem Stern ∗ gekennzeichneten Materialien schließen d-Zustände ein, welche als Valenzzustände behan-
delt werden.
behandelt. Für die Abschirmung des Coulomb-Potentials im exzitonischen Hamilton-Operator
wurde für MgO die in A.3.2 dargestellte Modellfunktion verwendet.
Wahl der Konvergenzparameter in Kapitel 4
Für die Rechnungen zum InN wurde stets ein Ebene-Wellen-Cutoff von 400 eV genutzt, welcher
anhand von Grundzustandsrechnungen ermittelt wurde.4 Die Details der GW -Rechnungen des
zb-Polytypen gleichen den im vorausgehenden Kommentar zu Abschnitt 3.1 diskutierten. Für
den wz-Polytypen wurden die GW -Korrekturen mit 300 Bändern für einen k-Punkt-Satz von
18×18×10 bestimmt. Die Selbstenergie wurde dabei nur anhand des in allen Richtungen um
einen Faktor Zwei reduzierten k-Punkt-Satzes bestimmt.
Zwischen den Rechnungen zum wz- und zb-Polytypen wurde von Prof. Georg Kresse eine
Änderung an der VASP-PAW-Implementation der GWA vorgeschlagen. Da die GW -Imple-
mentation innerhalb der PAW-Sphären nur den Austausch-Anteil berücksichtigt (siehe A.3.1),
existierte bis zu dieser Änderung eine vergleichsweise starke Abhängigkeit der Bindungsenergie
stärker lokalisierter Zustände, wie z.B. In 4d, von den Details der Pseudopotential-Generation
wie dem Pseudoisierungsradius. Im Rahmen der veränderten Behandlung werden nun die we-
sentlichen Anteile der All-Elektronen-Blochintegrale (2.50) bis zu einer Ebene-Wellen-Energie
von ca. 100 eV aus den PAW-Sphären auf das Ebene-Wellen-Gitter verlagert und somit auch in
die Berechnung der Korrelations-Selbstenergie einbezogen. Für die damit in den PAW-Sphären
verbleibenden kurzwelligeren Anteile der Selbstenergie stellt die Beschränkung auf den reinen
Austauschterm eine gute Näherung dar (vgl. A.3.1). Wie schon in Abschnitt 4.1.2, Fußnote 4
diskutiert, beeinflusst die geänderte Behandlung imWesentlichen die Bindungsenergien der In d-
Zustände. Da der Effekt für die Bandlücke nur klein ist, wurde aufgrund des hohen numerischen
Aufwands keine erneute GW -Rechnung für den wz-Polytypen durchgeführt.
Wahl der Konvergenzparameter in Kapitel 5
Die Grundzustandseigenschaften des In2O3 sind vergleichsweise schwierig zu konvergieren. Für
die in Kapitel 5 dargestellten Rechnungen wurde daher ein Ebene-Wellen-Cutoff von 550 eV
genutzt. Ähnlich verhält es sich für die k-Punkt-Konvergenz, welche trotz der großen Elementar-
zellen Gitter von mindestens 5×5×5 (bcc) bzw. 8×8×8 (rh) k-Punkten erfordert. Diese Gitter
wurden ebenfalls für HSE03- und eventuell darauf aufbauende GW -Rechnungen verwendet.
Für die GW -Rechnungen des rh-Polymorphs wurden 512 Bänder verwendet. Für das k-Punkt-
Sampling zur Berechnung der optischen RPA-Spektren wurden Gitter von 14×14×14 (bcc) und
20×20×20 (rh) k-Punkten verwendet.
4 Die resultierenden Gitterkonstanten von InN betragen a0 = 4.97 für den zb-Polytyp, sowie a = 3.52 Å und
c = 5.69 Å für den wz-Polytyp [199].
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