Abstract. We use harmonic analysis tools on the Heisenberg group to prove decay and regularity properties for a certain class of partial differential equations. These properties allow us to relax a technical condition for a sum of squares decomposition for the Weyl algebra.
Introduction
Recently, functional analysis has been used to characterize when certain algebraic objects are positive. Positive polynomials on semialgebraic sets, free * -algberas, and classes of operators on a function space can be characterized by this method. These results, called Positivstellensätze, proscribe that positive elements can be written as a sum of square elements. For a review, as well as applications of Positivstellensätze, see [6] .
Let W (d) denote the Weyl algebra in d dimensions. This is the (complex) algebra with 2d generators p 1 , . . . p d , q 1 , . . . , q d , identity element 1, and the relations
This algebra is commonly written in terms a k ≡ 2
Assuming some integrability conditions on the generators (see [5] ), the Stonevon Neumann theorem states that there is only one irreducible representation of W (d). This is the infinite dimensional representation, called the Schrödinger representation, that acts on f ∈ S(R d ), the Schwartz space, as follows:
Because of this, we identify elements of W (d) with differential operators having polynomial coefficients. We use this identification to introduce a grading W (d) = 
Define N to be the subset of W (d) consisting of all finite products of the form 
If m is even, then there is an element
The first condition is only needed in this theorem to assume the validity of the following statement:
This proves the following Positivstellensatz. 
Theorem 4.1 is proved by studying the solutions u of partial differential equations of the form
We use techniques from the theory of pseudo-differential operators, which we introduce in section 2. These are used to derive regularity and decay properties in section 3, which in turn, prove statement (1.1) in section 4.
Harmonic analysis on H
We recall some definitions and a theorem from harmonic analysis on the Heisenberg group, but refer the reader to [4] and [3] for a more complete treatment. The Heisenberg group of a vector space X of dimension n is the set H = X × X * × T under the group operation
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Let the group H act on functions on X under the action ρ as follows:
This ρ can be used to map a distribution on H to a distribution on X in the following manner. If D ∈ S * (H), then
We call this new distribution ρ(D). Let exp denote the exponential map from the corresponding Lie algebra h to H. We will restrict our concern to the set
and the associated space of distributions. Let the map lg:X ∪ X * → h be defined by the equation exp(lg x) = (x, 0, 1) if x ∈ X. For y ∈ X * , we let lg y be the element that satisfies exp(lg y) = (0, y, 1). Then h can be identified with lg X ⊕ lg X * ⊕ R.
We define a symplectic form on W by
Then define a natural Fourier transform on W as follows:
There is a canonical map s between S(H, e) and S(W ) defined by
We use this map to pull back distributions on W , which can be Fourier transformed, into S * (H, e), where the distributions can act on S(X). Namely, if D ∈ S * (W ), we callD the isotropic symbol of ρ(s −1 (D)). The isotropic symbol of a differential operator is closely related to the principal symbol of a differential operator. Let X = R d . It is easy to show that if D is a differential operator on X with polynomial coefficients, then the isotropic symbol of D will be a polynomial. Moreover, the highest degree terms of the principal and isotropic symbol in the sense of n∈N A n will be the same.
We will abuse notation slightly and letÊ denote the isotropic symbol of a differential operator E on X. The isotropic symbol is convenient to work with, because of the following theorem, found in [4] :
to be positive.
JOULES NAHAS
For p ∈ C[x, ξ], the operator exp(
2π ∆) has the standard inverse:
Let E ∈ W (d) be such that the principal symbol of the highest degree terms obeys condition 2 of Theorem 1.2. Theorem 2.1 says that E is positive, except for lower degree terms. We will see that lower degree terms can be added to make E positive. Furthermore, this positive operator can be perturbed and still remain positive. We do this with the following lemmas.
Lemma 2.1. Suppose p(x, ξ) is a homogenous polynomial of degree 2m that satisfies
with equality only when x = ξ = 0. Then there exists a β ∈ R + so that the polynomial
Proof. Let v be the minimum of p(x) on the manifold
Since M is compact, v is finite. It will suffice to show that the minimum of
on M is greater than 0. This is because p and q are homogeneous polynomials, and for any nonzero y ∈ R 2d , there is a y 0 ∈ M and an r ∈ R {0} so that ry 0 = y. This implies that q(y) = r 2m q(y 0 ).
Therefore q is determined by its values on M . Since 0 is not in M , v > 0. Then the minimum of q on M is v 2 . Therefore q is never 0 on M , and q(x, ξ) = 0 only when x = ξ = 0.
Lemma 2.2. Suppose T ∈ W (d) has degree 2m and that the principal symbol of the highest order term of T satisfies condition 2 of Theorem 1.2. Then there is a
, with degree at most 2m − 1, and β ∈ R + so that the operator
is positive.
Proof. Let p(x, ξ) be the principal symbol of the degree 2m part of T . Because the highest degree terms of the principal and isotropic symbols are the same,
where q is a polynomial of degree at most 2m − 1. By Lemma 2.1, there is a β ∈ R + such that
satisfies (2.2). Let r(x, ξ) be the polynomial
By (2.1), r(x, ξ) obeys the following equation:
Let K be the operator withK = r(x, ξ). Then Ω, defined by (2.4), is positive by (2.5) and Theorem 2.1.
Decay and regularity of (1.2)
We prove a lemma that will assist with the operator y 0 that occurs in (1.1). We note that [8] does not impose any conditions on the number α in y 0 , but this means that y 0 will not always be defined. To avoid this problem, we require α > 0.
Let
Proof. This follows immediately from defining an inner product
and the Riesz representation theorem.
If the function f in (3.1) is in the space
. This can be proven by looking at the fundamental solution of (3.1). We prove it here by using a more general argument that is of interest in its own right.
This theorem will apply to elements c in the Weyl algebra, but we will operate on c with operators that are not in W (d). We can use the grading n∈N A n on the resulting operators. We say the degree of the operators S = (1 + |x| 2 ) 1 4 or R = (1 − ∆) 
Proof. The proof is similar to that of Theorem 4.3.2 in [4] . The statement is obviously true for n = 0. We will prove the case n > 0 by induction. To this end, assume that the statement is true for some n ∈ N.
Let L denote the lower order terms of c, and T the highest order terms. Then u satisfies
Let q be the pseudo-differential operator (1 + |x| 2 ) n+1 4
4 . We need to ensure all necessary functions are in the domain of q. First note that by elliptic regularity, We apply q(φ·) to (3.2) and commute it to the right:
The commutator terms are easy to estimate, because
and the commutators for (1 − ∆)
are just the Fourier transform of the above commutators. Therefore all terms in (3.3), except for T (qφu), have degree at most 2m + n−1 2 . By our assumptions on c we can apply Lemma 2.2 to the operator T . From this, we have a β ∈ R + and K ∈ W (d) of degree (at most) 2m − 1 that satisfy (2.4). We add and subtract K from T in (3.3):
We multiply (3.4) by qφū, then integrate. This yields:
Except for (qφū)(T −K)(qφu) and (qφū)(qφf ), all of the terms in the above equation will have at most degree 2m + n. These will be bounded, up to multiplication by a constant C, by u
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By the induction hypothesis, this is finite. Using the Cauchy-Schwarz inequality, the (qφū)(qφf ) term will be bounded by
Combining these bounds yields:
Since 2m + n ≥ n + 1 and
, it follows that (3.5) is finite.
We use β to write (3.5) as
) is positive by Theorem 2.1, and the
) is positive by integration by parts. This implies that (3.6)
From (3.5), the bound on these terms will be independent of a. We take a → ∞. This and (3.6) imply that qu ∈ L 2 (|x| 2m dx). Inequality (3.7) implies that qu ∈ H m . By the definition of q, it follows that
This proves the induction step, which in turn proves the result.
Proof. If k = 0, the statement is true by Lemma 3.1. For k > 0, the conclusion follows by applying Theorem 3.1 to the equation 
We are ready to relax condition 1 in Theorem 1.2. 
