This note is intended to be a supplement to the bi-Lipschitz decomposition of Lipschitz maps shown in [Sch]. We show that in the case of 1-Ahlforsregular sets, the condition of having 'Big Pieces of bi-Lipschitz Images' (BPBI) is equivalent to a Carleson condition.
Introduction
This note is intended to be a supplement to the bi-Lipschitz decomposition of Lipschitz maps shown in [Sch] . We assume familiarity with some methods from [Schar] and some definitions from [DS93] (also in [Sch] ).
We prove the following theorem.
Theorem 1.1. Let E be a 1-Ahlfors-regular set. Suppose that E has Big Pieces of Lipschitz Images. Then for any x ∈ E and r < diam(E) we have
where G E is as defined as in [Schar] and the constant A in the definition of G E is large enough. Remark 1.2. As one may expect, the main point about Lipschitz images, is that we have (1.1) for 1-Ahlfors-regular Lipschitz images. It is apparent from the proof that one may replace the condition BPLI by BP(*), where (*) is any collection of 1-Ahlfors-regular sets which satisfies (1.1).
From this, together with what appears in [Sch] and [Hahar] , one trivially concludes the following. Corollary 1.3. Let E be a 1-Ahlfors-regular set. Assume that the constant A in the definition of G E is large enough. Then the following conditions are equivalent
• For any x ∈ E and r < diam(E) we have the Carleson estimate (1.1).
• E has Big Pieces of Lipschitz Images
• E has Big Pieces of bi-Lipschitz Images
This corollary is the motivation for his essay. In general, getting a similar result to this corollary for k−Ahlfors-David-regular sets was a large part of the motivation for [Sch] . Unfortunately, we are unable to do this for k > 1. The obstacle is finding a 'correct' Carleson condition, and thus far we have encountered some technical obstacles in our attempts. We conjecture that one can define a Carleson condition so that the above corollary will hold for k−Ahlfors-David-regular sets with k > 1, thus overcoming these technical difficulties. In general the author is interested in pushing the David-Semmes theory of uniform rectifiability into the setting of metric spaces. We see this theory as related to embedability questions widely studied in the theoretical computer science community as well as related to mathematical applications (in particular, analysis of data sets).
Proof of Theorem 1.1. We first note that without loss of generality the we may replace equation (1.1) by
2) where i satisfies 1 ≤ i ≤ P 1 , ∆ i (E) is a dyadic filtration constructed from G E and Q 0 in ∆ i is an arbitrarily chosen 'cube'. This uses Ahlfors-regularity. (For such constructions see [Chr90, Dav91] . See also constructions in section 3.3 of [Schar] . Such constructions were also used in say [Mül05] ). Note that P 1 depends only on the Ahlfors-regularity constant of E.
We will now follow the outline of the proof of Theorem IV.1.3 in [DS93] . First we need a John-Nirenberg-Strömbrg type Lemma. This lemma is stated and proved in section IV.1.2 of [DS93] . (the constant coming out of the proof is N η 2 ), and so we only state it: Lemma 1.4. Let ∆ be a dyadic filtration. Let α : ∆ → [0, ∞) be given. Suppose that for some N > 0 and η > 0 we have for all
for all Q 0 ∈ ∆.
Let i ≤ P 1 and Q 0 ∈ ∆ i be given. LetẼ =Ẽ(Q 0 ) be a set such
andẼ is a Lipschitz Image as in the definition of Big Pieces of Lipschitz Images (BPLI). We may assume thatẼ is actually a biLipschitz image of a subset of the real line by [Sch] . Hence, by extending this map and the results of [Schar] , we have (for any A ′ )
(1.6) We note that (1.6) implies (by Ahlfors-regularity of E and the constant A ′ being large enough)
(1.7) We have for any
(1.8)
Similarly to the proof of Lemma 3.11 in [Schar] , we have
(1.9)
Summing equation (1.9) we get we have the conditions for Lemma 1.4, which gives us Theorerm 1.1.
