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Abstract
We study the canonical complexifications of non-compact Riemannian symmet-
ric spaces by the Grauert tube construction. We determine the maximal such
complexification, a domain already constructed by Akhiezer and Gindikin [1],
and show that this domain is Stein. We also determine when invariant com-
plexifications, including the maximal one, are Hermitian symmetric. This is
expressed simply in terms of the ranks of the symmetric spaces involved.
1 Introduction
The purpose of this paper is to investigate certain canonical complexifications of
irreducible Riemannian symmetric spaces of the noncompact type. We will be
interested in determining whether these complexifications are rigid in the sense
that their complex automorphism group is isomorphic to the isometry group
of the symmetric space (this is always a subgroup) or whether the complex
manifold exhibits additional symmetries. We will also deal with a question of
∗Partially supported by NSF, DMS-0104047.
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Steinness, verifying a conjecture of D. Akhiezer and S. Gindikin.
The construction of the canonical complexifications is actually very gen-
eral and applies to any real-analytic Riemannian manifold. A general rigidity
result was proven in our previous paper [6] for the complex manifolds associ-
ated to compact Riemannian manifolds, but almost nothing is known about the
complexifications of arbitrary noncompact manifolds. In the case of symmetric
spaces we are continuing work of S-J. Kan and D. Ma from [15].
We start with the following theorem proved independently by V. Guillemin
and M. Stenzel in [7] and by L. Lempert and R. Szo¨ke in [17].
Suppose that (M, g) is a real-analytic Riemannian manifold of dimension n.
Identify M with the zero section in TM . Let ρ : TM → R be the length, with
respect to g, of tangent vectors.
Theorem 1 There exists a unique complex structure on all sufficiently small
neighbourhoods of M in TM such that the following conditions hold.
(i) ρ2 is strictly plurisubharmonic and the corresponding Ka¨hler metric re-
stricts to g on M .
(ii) ρ is a solution of the homogeneous complex Monge-Ampe`re equation
(ddcρ)n = 0 on T rM \M , where M ⊂ T rM .
Let T rM = {v ∈ TM |ρ(v) < r}. Then when M is a compact manifold or
a symmetric space the complex structure exists on the disk bundles T rM for
r sufficiently small. In this case we call the resulting complex manifolds T rM
Grauert tubes, and r will often be called the radius of the tube. We will also call
the complex manifolds Grauert domains even if the underlying subset of T rM
is not necessarily a tube. For a general noncompact M the canonical complex
structure need not exist on any T rM .
An equivalent characterization of these complex manifolds (see also [17]) is
that the complex structure is the unique one making the leaves of the Riemann
foliation with their natural complex structures into holomorphic curves. In other
2
words, for any geodesic γ : R→M the map
dγ : C→ TM
s+ it 7→ (γ(s), tγ′(s))
is actually holomorphic with respect to the Grauert domain structure, wherever
that structure is defined.
We remark here that all Grauert tubes have an antiholomorphic involution
σ : T rM → T rM given by v 7→ −v.
By functoriality of the construction, the differential of any isometry of M is
actually a biholomorphism of a Grauert tube T rM . We will say that a Grauert
domain N , invariant under the action of Isom(M, g), is rigid if its complex
automorphism group AutC(X) = dIsom(M, g).
The following theorem is taken from [6].
Theorem 2 Any Grauert tube T rM of finite radius r over a compact manifold
M is rigid.
Now, for symmetric (or locally symmetric) spaces of nonnegative curvature
the canonical complex structure exists on the whole tangent bundle TM (see
for instance [22]). The resulting complex manifolds for compact rank one spaces
are described by G. Patrizio and P-M. Wong in [19]. As a particular case, the
Grauert tube complex structure on TS2 associated to the standard round metric
on S2 is biholomorphic to the complex quadric {z21 + z22 + z23 = 1} in C3. Thus
such tubes of infinite radius are not rigid in general.
For Riemannian manifolds with some negative sectional curvature, the whole
tangent bundle cannot be given the structure of a Grauert domain. In fact the
following theorem of Lempert and Szo¨ke (see [17] again) gives an upper bound
on the radius of a Grauert tube.
Theorem 3 Suppose that the sectional curvature of a 2-plane of (M, g) is equal
to −λ, with λ > 0. Then if a Grauert tube structure exists on T rM the radius
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satisfies
r ≤ π
2
√−λ.
Hence for manifolds (M, g) with some negative sectional curvature there is
a finite radius rmax for which a Grauert tube structure exists on T
rM if and
only if r ≤ rmax. We emphasize that Theorem 2 holds even if r = rmax.
From now on we will concentrate on the case when (M, g) is a symmetric
space of the noncompact type. The following theorem is proven by Kan and Ma
in [15].
Theorem 4 Let (M, g) be a symmetric space and T rM an associated Grauert
tube with r < rmax. Then T
rM is either rigid or the ball.
It turns out that there is at most one r for which T rM is covered by a ball, so
we can say that all but at most one T rM are rigid for r < rmax. One surprising
result of this paper is that for rank one symmetric spaces of noncompact type,
the tubes T rmaxM are never rigid, in fact they are all Hermitian symmetric.
We define the maximal Grauert domain associated to a real-analytic (M, g)
to be the largest connected domain in TM containingM on which our canonical
complex structure exists, that is, on which we can define a complex structure
satisfying the conditions of Theorem 1.
Without loss of generality suppose that (M, g) is an irreducible symmetric
space of noncompact type. It is not hard to show that when (M, g) is of rank
one, the maximal Grauert domain is just the Grauert tube of maximal radius.
However for higher rank cases the maximal Grauert domain is always larger.
In section 2 we will show that the maximal Grauert domains can be described
algebraically, and correspond to the domains defined and studied by D. Akhiezer
and S. Gindikin amongst others, see [1].
Let M be written in Klein form as M = G/K where G is a connected
semisimple Lie group with finite center and K is a maximal compact subgroup.
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The groups G and K can be complexified to linear algebraic groups GC and
KC over C. Let o = e.KC ∈ GC/KC.
Now let g be the Lie algebra of G and g = t+ p be a Cartan decomposition
corresponding to the pair (G,K). We let a be a maximal abelian subalgebra of
p and Σ be a root system of g with respect to a.
We will identify G(o) with M = G/K →֒ GC/KC. Each G-orbit in GC/KC
intersects exp(ia).o in an orbit of the Weyl group.
Finally, following [1] we define
ω = {H ∈ a||α(H)| < π
2
∀α ∈ Σ}.
Theorem 5 The maximal Grauert domain associated to M = G/K is biholo-
morphic to the domain D = G(exp(iω)).o ⊂ GC/KC.
This is essentially contained in [1] or [22] but we clarify it in section 2.
There is an alternative for the complex automorphism group of maximal
Grauert domains. We prove that the domains are either rigid or biholomorphic
to Hermitian symmetric spaces. In fact we will prove the following.
Theorem 6 Let ω′ ⊆ ω be a symmetric convex domain invariant under the
action of the Weyl group. Then the domain D′ = G(exp(iω′)).o is either Her-
mitian symmetric or AutC(D
′) ∼= Isom(M).
It remains to decide in specific cases whether a maximal Grauert domain
is rigid or Hermitian symmetric. In the second case, we will have a Hermitian
symmetric space with an antiholomorphic involution whose fixed point set is
isomorphic to the original symmetric space. Such objects have been classified
by H. Jaffee, see [10] and [11]. An immediate consequence is that the maximal
Grauert domain of SL(3,R)/SO(3) is rigid.
Suppose then that we have a Hermitian symmetric space N with an anti-
holomorphic involution σ whose fixed point set is our symmetric space M =
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G/K. Then N is always a Grauert domain corresponding to M . We need to
decide whether N is the maximal domain. Suppose N = G′/K ′ in Klein form
and g′ = t′ + p′ is its Cartan decomposition. Again letting g = t + p be the
decomposition of the Lie algebra of G, since M ⊂ N is totally geodesic we have
t ⊂ t′ and p ⊂ p′. Let a be a maximal abelian subalgebra of p and a′ with
a ⊂ a′ ⊂ p′ be a maximal abelian subalgebra of p′. Let Σ ⊂ a∗ be the root
system of g with respect to a and Σ′ ⊂ a′∗ be the root system of g′ with respect
to a′.
Theorem 7 The Hermitian space N is the maximal Grauert domain corre-
sponding to M if and only if
max
α∈Σ
|α(H)| = max
α∈Σ′
|α(H)|∀H ∈ a.
For example, if M itself is Hermitian symmetric, then the maximal Grauert
domain is biholomorphic to the productM×M into whichM embeds diagonally.
A result close to this special case of the theorem is contained in [27].
The condition in Theorem 8 is sometimes awkward to check, especially in
exceptional cases, but fortunately it is equivalent to the simple condition given
in the next proposition.
Proposition 8 The Hermitian space N is the maximal Grauert domain corre-
sponding to M if and only if rank(N) = 2rank(M).
Combining Proposition 8 with H. Jaffee’s classification, it is easy to obtain
a general description of the maximal Grauert domains of irreducible symmetric
spaces of the noncompact type. This section will conclude with the resulting
list.
Whether they are Hermitian symmetric or not, we are able to prove the
following general result on the structure of the maximal Grauert domains.
Theorem 9 The maximal Grauert domain associated to a symmetric space is
Stein.
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This result was conjectured by D. Akhiezer and S. Gindikin in [1], who
showed some examples of this property. These domains are intimately related to
the linear cycle spaces of P.A. Griffiths, see [26] for a review. Several examples of
the theorem were thus shown by Huckleberry, Wolf and Zireau in various papers
on linear cycle spaces (see [26] for references), using the fact that the linear cycle
spaces are Stein, see [25], for example. In particular, the results of the current
paper were in part motivated by the appearance of “hidden symmetries” for
some linear cycle spaces, as pointed out to us by Joe Wolf.
The proof of the last theorem is by a direct characterization of the G-
invariant plurisubharmonic functions on the maximal Grauert domain. Earlier
examples of this result are due to Azad and Loeb [3] for compact symmetric
spaces, and K.-H. Neeb [18] for certian non-degenerate semigroups.
After giving the algebraic description of maximal Grauert domains in section
2, we show in section 3 that for a Hermitian symmetric space the corresponding
maximal domain is simply the product of the space with itself. This is used to
prove Theorem 7 in section 4. In section 5 the maximality condition is shown
to be equivalent to the simpler statement in Proposition 8. In section 6 we
prove the alternative for the biholomorphism groups of the Grauert domains.
Finally in section 7 we prove that the maximal Grauert domains are Stein by
characterizing, as already noted, their G-invariant plurisubharmonic functions.
The third author would like to thank Brian Hall for several enlightening
discussions on these topics.
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Maximal Grauert domains of noncompact symmetric spaces
SL(n,R)/SO(n), N > 2 rigid
SU∗(2n)/Sp(n) rigid
SU(p, q)/S(Up × Uq) product
SO0(2, 1)/SO(2) product
SO0(p, 1)/SO(p), p > 2 SO0(p, 2)/SO(p)× SO(2)
SO0(p, 2)/SO(p)× SO(2) product
SO0(p, q)/SO(p)× SO(q), q > 2 rigid
SO∗(2n)/U(n) product
Sp(n,R)/U(n) product
Sp(p, q)/Sp(p)× Sp(q) SU(2p, 2q)/S(U2p × U2q)
SL(n,C)/SU(n), n > 2 rigid
SO(n,C)/SO(n), n > 3 rigid
Sp(n,C)/Sp(n), n > 1 rigid
(e6(−14), so(10) +R) product
(e7(−25), e6 +R) product
(f4(−20), so(9)) (e6(−14), so(10) +R)
all other exceptional spaces rigid
The notation above is taken from the book [9]. We notice that all rank 1
examples have Hermitian symmetric maximal Grauert tubes. Some real sym-
metric spaces do appear as the fixed point sets of involutions on Hermitian
symmetric spaces but nevertheless have rigid maximal domains. Examples of
this are the spaces SO0(p, q)/SO(p) × SO(q), for q > 2 which appear as the
fixed point sets of involutions on SU(p, q)/S(Up × Uq). However, if p and q are
even, then SU(p, q)/S(Up×Uq) is a maximal Grauert domain. Another similar
example is SU∗(8)/Sp(4) inside (e7(−25), e6 +R).
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2 Algebraic description of maximal Grauert do-
mains
For a noncompact symmetric space (M, g), let G, K, GC, KC, g, t, p, a be as
in the introduction, that is, M = G/K where G has Lie algebra g = t+ p and
a ⊂ p is maximal abelian. Let Σ be a root system of g with respect to a for the
decomposition
g = Z(a)⊕
⊕
α∈Σ
gα (1)
of the adjoint representation of a. Here, Z(a) denotes the center of a.
We can identify the tangent bundle TM with G×K p where for k ∈ K, g ∈ G
and X ∈ p,
k(g,X) = (gk−1, Ad(k)X).
With this identification G ×K (Ad(K)ω) is a subdomain of TM containing
M , where
ω = {H ∈ a||α(H)| < π
2
∀α ∈ Σ}.
As in the introduction, let D = G.exp(iω).o ⊂ GC/KC.
Then it is proven in [1] that the map
φ : G×K (Ad(K)ω)→ D
(g,Ad(k)H) 7→ gk exp(iH).o
is a real-analytic G-equivariant diffeomorphism.
Furthermore, the leaves of the Riemann foliation map onto holomorphic
curves in D and so the pull-back of the complex structure on D gives G ×K
(Ad(K)ω) the (unique) adapted complex structure.
It remains to show that this is actually the maximal domain. To do this,
suppose that H ∈ ω and that there exists some α ∈ Σ with α(H) = π2 . Let γ
be the geodesic in M = G/K with γ′(0) = H . Then we have a map
dγ : C→ TM
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s+ it 7→ (γ(s), tγ′(s)).
We need to show that a Grauert domain structure can extend only over
dγ(|t| < 1). In [22], section 3, a precise criterion describes how far the complex
structure can be extended for symmetric spaces. In the following, this criterion
will be related to the root decomposition (1).
Note that the linear operator on p
Y 7→ R(Y,H)H := −(adH)2(Y)
is the Jacobi operator for the geodesic γ in TeKG/K ∼= p. Since Z(a) ∩ p = a,
the decomposition into eigenspaces of the Jacobi operator is given by
p = a⊕
∑
α∈Σ
{w − θ(w)|w ∈ gα}.
In case of a Riemannian symmetric space of non-compact type, the eigenvalues
−α(H)2 of −(adH)2 are non-positive.
Since the Riemann curvature tensor is parallel, the solutions of the Jacobi
equation
Y ′′ = −R(Y, γ′)γ′
are given by t 7→ fj(t)vj(t), where the fj are functions and the vj are the
parallelly transported vector fields along γ such that vj(0) is an eigenvector of
the Jacobi operator. For an eigenvector vj = wj − θ(wj) ∈ p of −ad(H)2, where
wj ∈ gαj , with eigenvalue αj(H) < 0, one obtains the fundamental solutions
cosh(αj(H)t) and sinh(αj(H)t) for fj . It is understood that a root α can
appear repeatedly here. For vj with eigenvalue 0, the fundamental solutions are
obviously 1 and t. An eigenbasis v1, . . . , vn in p of −(ad(H))2 determines a basis
{Y horj cosh(αj(H)t)vj(t), Y verj sinh(αj(H)t)vj(t), j = 1, . . . , n}
for Jacobi fields along γ. These have the properties Y verj (0) = 0 and ∇Y horj (0) =
0, Y horj (0) = ∇Y verj (0) = vj .
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Jacobi fields along γ are in 1-1 correspondence to vector fields along dγ
invariant under the geodesic flow and the fibre multiplication Nσ : TM →
TM, v 7→ σ · v for σ ∈ R. The fields ξj corresponding to Y horj and ηj corre-
sponding to Y verj are a frame of T (TM) along dγ|C\R. In [22], it is shown that
the almost complex tensor for the adapted complex structure along dγ w. r.
t. the frame ξ1, η1, ξ2, η2, . . . , ξn, ηn is given by n blocks. A block for vj with
non-zero eigenvalue is given by
Jj =

 −RegjImgj −Imgj − (Regj)
2
Imgj
1
Imgj
Regj
Imgj
,


where gj(t + is) =
1
αj(H)
tanh((t + is)αj(H)). Inspection of the Jj shows that
there are poles at sH if and only if αj(sH) ∈ π2Z for some αj . The blocks for
zero-eigenvalues do not contribute poles. Note that the poles at s = 0 are due
to the fact that the ξ1, η1, ξ2, η2, . . . , ξn, ηn are not a frame there. This confirms
the result.
3 Maximal Grauert domain of a Hermitian sym-
metric space of noncompact type
Let M = G/K be Hermitian symmetric of non-compact type. Thus M can
be thought of as a bounded domain in some Cn. More precisely, there is an
open embedding ofM = G/K in its compact dual (Hermitian) symmetric space
U/K. Let M denote M with the opposite complex structure. Then M embeds
diagonally inM×M and is the fixed point set of the antiholomorphic involution
(x, y) 7→ (y, x). It is the aim of this section to show that M ×M is actually
the maximal Grauert domain corresponding to M . We will follow very closely
Chapter VIII from the book [9].
We use similar notation to the introduction, but now let gC, tC and pC
denote the complexifications of g, t and p respectively. Also, let h be a maximal
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abelian subalgebra of t, then the complexification hC is a Cartan subalgebra of
gC. Let ∆ be the non-zero roots of gC with respect to hC and {Hα|α ∈ ∆} be
the elements of hC uniquely defined so that α(H) = B(H,Hα) for all H ∈ hC,
where B is the Killing form. We let gCα be the corresponding root subspaces.
Now, there exists a collection Γ ⊂ ∆ of strongly orthogonal roots Γ =
{γ1, . . . γr} and corresponding vectors Xγ ∈ gCγ such that
a =
∑
γ∈Γ
R(Xγ +X−γ)
is a maximal abelian subspace of p. The restricted roots Σ in the decomposition
(1) are given by (case Cr):
Σ = {±γi + γj
2
, 1 ≤ j ≤ i ≤ r} ∪ {±γi − γj
2
, 1 ≤ j < i ≤ r},
or (case BCr):
Σ = {±γi + γj
2
, 1 ≤ j ≤ i ≤ r} ∪ {±γi − γj
2
, 1 ≤ j < i ≤ r} ∪ {±γi
2
}.
For this see [2] or [24]. This description yields the fact that the strongly
orthogonal roots determine the domain ω ⊂ a in the hermitian symmetric case:
ω = {H ∈ a : |γ(H)| < π
2
, γ ∈ Γ}.
To see the inclusion {H ∈ a : |γi(H)| < π2 ∀i = 1, . . . , r} ⊂ {H ∈ a : |α(H)| <
π
2 ∀α ∈ ΨR}, take an arbitrary H ∈ {H ∈ a : |γi(H)| < π2∀i = 1, . . . , r}. Then,
if α = 12 (±γi ± γj), |α(H)| ≤ 12 (|γi(H)| + |γj(H)|) ≤ 12 · 2 · π2 = π2 . And if
α = ± 12γi, |α(H)| ≤ 12 |γi(H)| ≤ π4 . The opposite inclusion is obvious since
Γ ⊂ Σ.
Since γi(Xγj +X−γj) = 2δij , one obtains the descriptions
ω = {H =
r∑
j=1
tj · (Xγj +X−γj) : tj ∈ (−
π
4
π
4
)} (2)
and
max
α∈Σ
|α(X)| = 2max
γ∈Γ
|tγ |. (3)
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We now use the representation from [9] ofM as a bounded symmetric domain
D. The geodesic σ with σ′(0) = X can be complexified to a proper map
σ : {|Imz| < r} → D}, where r = π4maxγ∈Γ |tγ | . This follows from Corollary
7.18. In other words, the complexified geodesic exists on {|Imz| < 1} provided
that maxα∈Σ |α(X)| = π2 .
We can now construct the required biholomorphism from the maximal Grau-
ert domain G×K (Ad(K)ω) ⊂ TM to M ×M.
First define the map as follows. Map each geodesic in M ⊂ TM intoM ×M
diagonally. This map extends analytically to the complexified geodesic. The
above result shows that the complexified geodesic maps intoM×M as a properly
embedded disk. Doing this on each geodesic gives us our map. Considering the
open embeddings of M and M in U/K and U/K respectively, recall that the
complexification GC = UC acts transitively and holomorphically with parabolic
isotropy groups P and P˜ respectively. So our map is given by
ΩAG → M ×M
g exp(iv)KC 7→ (g exp(iv)P, g exp(iv)P˜ ).
In particular, it is holomorphic.
We check that the map is injective. If it were not injective, this would
correspond to two distinct geodesics σ1 and σ2 in M →֒M×M whose complex-
ifications intersect off the diagonal, say at a point p. Using the antiholomorphic
involution, we see that the complexified geodesics actually intersect at a second
point p′ off the diagonal also. We note that in a Hermitian symmetric space a
complexified geodesic corresponding to an initial geodesic σ with σ′(0) = X lies
inside the image of the exponential map at σ(0) applied to the plane spanned
by X and iX . Let q1 = σ1(0) and q2 = σ2(0). Then there is a geodesic δ in
M ×M from q1 to p and we must have expp(δ′(p), iδ′(p)) = expq1(σ′1(0), iσ′1(0))
as subsets of M × M . Similarly we can find a Y ∈ Tp(M × M) such that
expp(Y, iY ) = expq2(σ
′
2(0), iσ
′
2(0)).
If the complex subspace spanned by Y in Tp(M×M) is equal to that spanned
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by δ′(p) then the original geodesics must coincide, contrary to our hypothesis.
Otherwise, since the complexified geodesics also intersect at p′, we see that expp
cannot be a diffeomorphism, which is also a contradiction. Hence, this map is
injective and therefore biholomorphic onto its image.
For surjectivity, let any point (p, q) ∈ M ×M be given. There is a point
(m,m) in the diagonal with minimal distance d to (p, q) and the length mini-
mizing geodesic σ : [0, d]→M ×M with σ(0) = (m,m) and σ(d) = (p, q) is or-
thogonal to the diagonal in (m,m). It follows that the geodesic γ : R→M×M
with γ(t) = Exp(Jσ′(0)), where J is the almost complex structure of the Ka¨hler
manifold M ×M is in fact a geodesic in the totally geodesic diagonal. Thus
(p, q) is in the image of dγ under embedding of ΩAG into M ×M .
Hence the map G×K (Ad(K)ω)→M ×M is a biholomorphism.
4 Proof of Theorem 7
Suppose that N is an Hermitian space of the noncompact type with an anti-
holomorphic involution σ having fixed point set M . Then M is totally geodesic
in N and is itself a Riemannian symmetric space with the restricted metric. In
fact, if N = G′/K ′ then M = G/K where G is the centralizer of σ in G′ and K
is the centralizer of σ in K ′.
We will now use the notation g′, a′, g, a in the introduction for the Lie
algebras and maximal abelian subalgebras of N and M respectively. We let Σ
be a root system for a and Σ′ a root system for a′.
First suppose
max
α∈Σ
|α(H)| = max
α∈Σ′
|α(H)|∀H ∈ a.
In this case we want to construct a biholomorphism from N to the maximal
Grauert tube over M . To do this, let γ ⊂ M ⊂ N be a goedesic. Assume
that γ′(0) = X ∈ a and maxα∈Σ′ |α(X)| = π2 . Then the calculation in the
previous section shows that γ can be complexified in N to a proper map on
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{|Imz| < 1} ⊂ C. Now since maxα∈Σ |α(X)| = π2 also, identifying γ with the
same geodesic in M ⊂ TM , we can extend this identification to an analytic
isomorphism between the complexified geodesic in N and the differential of γ
in the maximal Grauert domain.
Doing this on every geodesic, the same reasoning as in the previous section
shows that we get a well-defined map from N to the maximal Grauert domain.
It is a biholomorphism since it is analytic on each geodesic.
Finally, we notice that any biholomorphism from the maximal Grauert do-
main to N must be exactly of this form. Namely M ⊂ TM must map to the
fixed point set of an involution and, since G will push forward to a subgroup of
G′, geodesics must map to geodesics. Hence the condition in Theorem 7 is both
necessary and sufficient.
Remark
If the condition of Theorem 7 is not satisfied, the map constructed above
from N to TM is still a biholomorphism onto its image. In this case N em-
beds as a subdomain of the maximal Grauert domain. Examples of this phe-
nomenon are the Grauert domains over the symmetric spaces SO(2, 1)/SO(2)
and SO(3, 2)/SO(3)× SO(2). Here
SO(2, 1)/SO(2) ⊂ SU(2, 1)/S(U2 × U1) ⊂ SO(2, 1)/SO(2)× SO(2, 1)/SO(2)
and
SO(3, 2)/SO(3)× SO(2) ⊂ SU(3, 2)/S(U3 × U2)
⊂ SO(3, 2)/SO(3)× SO(2)× SO(3, 2)/SO(3)× SO(2).
The first case here is a rank one example and so the maximal Grauert domain
coincides with the maximal Grauert tube. Normalizing the curvature of the
hyperbolic plane H = SO(2, 1)/SO(2) to be −1, we have that rmax = π2 and the
tubes T
pi
4H = SU(2, 1)/S(U2 × U1) = B ⊂ C2 and T pi2H = SO(2, 1)/SO(2)×
SO(2, 1)/SO(2) = D ×D ⊂ C2.
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5 Proof of Proposition 8
We use the same notation as in the previous section.
We first show that we can assume the Hermitian symmetric space N is
irreducible. Let N = N1 × . . .×Nn be the decomposition of N into irreducible
factors. Since the conjugation σ induces an isometry of N , it must permute the
factors Ni isometrically. Hence, we can number the factors so that σ(N2j−1) =
N2j , j = 1, . . . , k, and σ(Nj) = Nj , j = 2k + 1, . . . , n. If Mj denotes the fixed
point set of σ restricted to M2j−1 ×M2j , j = 1, . . . , k, or Mj , j = 2k + 1, . . . , n,
it follows that M is isometric to the product of all these Mj, and that Mj is
Hermitian and diagonal in N2j−1 ×N2j , j = 1, . . . , k, where N2j−1 and N2j are
the same symmetric space with opposite complex structures. Note that N is
a maximal Grauert domain if and only if each of the Nj , j = 2k + 1, . . . , n are
maximal for the corresponding Mj’s, since we have already shown in section 3
that N2j−1 ⊂ N2j−1 × N2j as above is maximal. Thus, we may assume N is
irreducible.
Now suppose that r = rank(M) = rank(N) but N is the maximal Grauert
domain for M .
The Cartan decomposition g′ = k′ + p′ for N with respect to the Cartan
involution θ yields the decomposition g = k + p for M where k = k′ ∩ g and
p = p′ ∩ g.
Choose a maximal abelian subspace a ⊂ p. Without loss of generality, we
can assume that a ⊂ a′, a maximal abelian subalgebra of p′.
Since N is irreducible, there are strongly orthogonal roots γ1, ..., γr for g
′
with respect to a′. In the root decomposition
g′ = Z(a′) +
∑
α∈Σ′
g′α (4)
it is known that dim(g′γi) = 1 for all i, see for instance [2], section 2.3.
Now, associated to γi there is a subalgebra sl2(R) ⊂ g′ spanned by g′γi ,
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g′−γi = θ(g′γi) and some xi ∈ a′, see again [2]. Upon exponentiation, this
sl2(R) generates a complex disk in N .
The root space decomposition of Hermitian symmetric spaces discussed in
section 3 implies that
|γi(xi)| > |α(xi)|∀α ∈ Σ′ \ {±γi}. (5)
If the maximality condition holds, then there exists a β ∈ Σ such that
β(xi) = γi(xi) and hence βi = γi. Since dim(g
′γi) = 1, we have that g′γi ⊂ g
and also g′−γi ⊂ g. Therefore the sl2(R) associated to γi is a subalgebra of g.
This contradicts the fact that M is a totally-real submanifold of N .
Now suppose that s = rank(N) > rank(M) = r. Let J be the complex
structure on p′ = T0(N). Then a
′ = a + a′′ where a′′ is contained in the (−1)-
eigenspace of the complex conjugation σ on N and Ja′′ ⊂ p. Here again a′ is a
maximal abelian subspace of p′ and a is maximal abelian in p.
The polydisk theorem (see for instance [2] again) tells us that exp(a′) can be
complexified to a totally geodesic, embedded polydisk ∆s ⊂ N . The involution
σ restricts to an involution on ∆s whose fixed-point set P is totally geodesic in
∆s and hence M . Clearly T0(P ) = a+ Ja
′′ and P has rank r and dimension s,
since a∩Ja′′ = 0: otherwise the bounded symmetric domain would contain a J-
invariant complete 2-dimensional flat, which would be a copy ofC, contradicting
Liouville’s theorem.
Now, an involution on a polydisk ∆s either preserves a factor or preserves
a pair of factors ∆2, permuting the pair. In the second case, up to choosing
coordinates (z, w) ∈ ∆2 we may take σ(z, w) = (w, z) and the fixed-point set
is a copy of the hyperbolic plane H . Thus P = Hp ×Rq. The R-factors come
from factors of ∆s fixed by σ and so we may assume that they are tangent to
some xi ∈ a, as above, corresponding to a strongly orthogonal root. Comparing
ranks and dimensions we find that p+ q = r and 2p+ q = s respectively. Thus
p = s− r and q = 2s− r.
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Suppose that s < 2r. Then P contains at least one R-factor and so we may
assume that there exists an xi ∈ T0(P ) ⊂ T0(M) = p. If N were the maximal
Grauert domain then we could find an X ∈ g such that [X, xi] = γi(xi)X . We
claim that X ∈ g′γi . But by the direct sum decomposition (4) above we have
X = z +
∑
α∈Σ′
Yα
where Yα ∈ g′α. Hence
γi(xi)z +
∑
α∈Σ′
(γi(xi)− α(xi))Yα = 0.
By the inequality (5) this gives us that z = 0 and Yα = 0 for α 6= γi, justifying
our claim. Now we can argue as above to produce a holomorphic disk in M and
derive a contradiction as before.
Finally suppose that s = 2r. (Certainly s ≤ 2r as Ja′′ is abelian in p, and so
is of dimension ≤ r .) In this case we would like to show that N is the maximal
Grauert domain. To do this, given a vector X ∈ p, we need to find a Jacobi
field along the corresponding geodesic which when complexified has a pole at
the boundary of the complexified geodesic (see section 2). We may assume that
X ∈ a and clearly it would suffice to find such a Jacobi field tangent to P . Since
s = 2r, by the argument in the preceding paragraph, we have that P = Hr.
Each copy of H in this factorization corresponds to two strongly orthogonal
roots, say, γ1, γ2 permuted up to sign by σ. The diagonal copy of Sl2(R) in the
product of the Sl2(R)’s corresponding to γ1, γ2 acts transitively on H , and the
product group acts transitively on the corresponding bidisk ∆2 in our maximal
∆s. As each such H is Hermitian, from section 3 we know that the correponding
bidisk ∆2 is its maximal Grauert domain, as ∆s is of P = Hr. Finally, since P
is totally geodesic both in M and in ∆s which in turn are totally geodesic in N ,
a Jacobi field (in P or in M , equivalently) does exist tangent to P as required.
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6 Proof of Theorem 6
Let M = G/K be an irreducible Riemannian symmetric space of noncompact
type and N an associated Grauert domain. It is the aim of this section to show
that N is either rigid or Hermitian symmetric.
We will use the fact that as N admits a bounded strictly plurisubharmonic
function, namely the length-squared function ρ2, it is a hyperbolic complex
manifold, see [20], Theorem 3. Let d denote the metric space structure on N
given by integrating the infinitesimal Kobayashi metric.
First note that any biholomorphism of N which preserves M must be the
differential of an isometry of M . Such a result was proven in [15], section 6, in
the context of Grauert tubes of less than maximal radius. The proof, however,
extends to our more general case. We remark here that the tubes of less than
maximal radius are all complete hyperbolic. We do not know how to prove this
for general Grauert domains (except as a consequence of some of them being
Hermitian symmetric). The proof of [15] as written does use tautness of the
tubes, but in fact hyperbolicity is enough, see [16], Chapter V, Theorem 3.3.
Suppose that N is not rigid. Then we can say that there exists a biholomor-
phism of N which moves M off itself. According to [16], Chapter V, Theorem
2.1, the biholomorphism group AutC(N) is a Lie group with compact isotropy
groups. As the orbit of a point in N \M under the action of G has higher di-
mension than M , we deduce that the identity component Aut0
C
(N) must itself
moveM off itself. We think of elements of the Lie algebra of Aut0
C
(N) as vector
fields on N . Then given a base point p ∈ M , there exists a vector field in the
Lie algebra transverse to M at p. We now use a result of Cartan and the fact
that M is irreducible to find that in fact vector fields in the Lie algebra must
span Tp(TM), because of course the Lie algebra is invariant under the action of
Ad(K).
As a consequence of this, there exist elements of Aut0
C
(N) taking p to all
points in a sufficiently small neighbourhood U of p in N . We claim this implies
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that (N, d) must be complete.
Proof of claim
Again we argue by contradiction. If (N, d) were not complete, there exists
a non-empty collection C of Cauchy sequences {xi} with no convergent subse-
quences.
Hence the function f : N → [0,∞) given by
f(q) = inf
C
sup
i
d(q, xi)
is in fact finite-valued.
As d is invariant under AutC(N), so is f and hence f is constant, say equal
to D, in U . Choose ǫ > 0 such that S = {q ∈ N |d(p, q) = ǫ} is a compact subset
of U .
Now let {xi} ∈ C be such that supi d(p, xi) < D + ǫ2 .
Every path from p to xi must pass through a point in S. Therefore we can
find a sequence qi ∈ S with d(qi, xi) < D − ǫ2 .
As S is compact, after taking subsequences we may assume that qi converges
to a point q ∈ S.
Then replacing the subsequence {xi} by {xi}i≥N for some large N , we have
sup
i
d(q, xi) ≤ sup
i
(d(q, qi) + d(qi, xi)) < D − ǫ
4
.
But this contradicts f(q) = D, completing the proof of the claim.
We already know that the set of points in N which can be mapped to p by
an element of AutC(N) is open, but now since N is complete hyperbolic and in
particular taut, this set is also closed. Hence AutC(N) acts transitively. Also,
the geodesic symmetry at p of M extends to an involution in AutC(N), and the
fixed point set of the action by conjugation is exactly the (compact) isotropy
group of p. Thus N is an Hermitian symmetric space as required.
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7 Direct Proof that the Akhiezer-Gindikin Do-
main is Stein.
Theorem 10 Let g = k⊕p be the Cartan decomposition, a ⊂ p maximal abelian,
W the Weyl group for the adjoint action of K on p and ω ⊂ a the set describing
the Akhiezer-Gindikin domain
ΩAG = {g exp(iξ)KC, g ∈ G, ξ ∈ ω}.
Let u be a strictly convex, W -invariant, smooth function on ω and u˜ its G-
invariant extension on ΩAG. Then u˜ is strictly plurisubharmonic.
Proof
Let us set the notation. The symbols g, k, p, a, θ denote the Lie algebras, Car-
tan involution, eigenspaces, etc. as above, associated to our symmetric space
M . Let gC = g⊗C, kC, θ, etc., be the corresponding complexified objects. Let
G,K,GC,KC, etc., be the corresponding groups and complex groups. Let W
be the Weyl group of g with respect to K, a. Let X = GC/KC be the affine
complexification of M . Let u be the compact twin of g, where u = k⊕ ip, where
multiplication by i is meant in gC, and let U ⊂ GC be the corresponding sub-
group, the maximal compact subgroup of GC. Let ξ1, ξ2, ..., ξn be an orthonor-
mal basis of p. There is an orthogonal direct sum decomposition p = a + p′
where p′ is the orthogonal complement of a ⊂ p. Let M c = U/K ⊂ X be the
compact twin symmetric space of our original M . If σ denotes the conjugation
of X fixing M , let τ = θ ◦ σ = σ ◦ θ be the conjugation for M c. Let ΩAG
be the Akhiezer-Gindikin domain, which is the image G · exp(iAd(K)ω) · KC
in GC/KC. We write here ΩAG for G ×K Ad(K)ω, too. Here the exp can be
taken either as group exponential in GC, or as the geodesic exponential in the
compact twin M c. For any vector ξ ∈ g ⊗C, let ξ˜, or sometimes [ξ]˜ , denote
the corresponding vectorfield given by ξ˜(p) = ddt exp(tξ).p |t=0 on either X , or
equivalently on Ad(K)ω ⊂ ip, for fields tangent to M c within ΩAG. Let u be a
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smooth, strictly convex,W -invariant function on a, and let u˜ be the correspond-
ing function on ΩAG. We wish to show that u˜ is strictly plurisubharmonic. Fix
ξ0 ∈ Ad(K)ω; we want to show i∂∂¯(u˜) > 0 at x0 = exp(iξ0) ·K ∈M c. Without
loss of generality, we can assume ξ0 ∈ ω, in particular, ξo ∈ a.
The only way we use that we are inside ΩAG at x0 is in the following observa-
tion: ξ˜1, ..., ξ˜n are linearly independent at x0, and span a totally real subspace of
the tangent space of X at x0. This follows immediately from the (equivariant)
bundle structure of the Grauert domain construction.
Since the group GC acts holomorphically on X , we have that Zk = ξ˜
1,0
k is a
holomorphic vector field, and Z¯j is anti-holomorphic. As a result, [Zl, Z¯k] = 0,
for all k, l = 1, ..., n. Since the span of the ξ˜k is totally real, the complex fields
Z1, ..., Zn areC-linearly independent at x0, and span the complex tangent space
at that point. Thus, it suffices to show the matrix i∂∂¯(u˜)(Zi, Z¯j) is positive
definite. This reduces immediately to the matrix Zi · Z¯j(u˜).
Write Zk as
1
2 (ξ˜k − iJξ˜k), and therefore,
ZkZ¯l(u˜) =
1
4
(ξ˜k − iJξ˜k)(ξ˜l + iJξ˜l)(u˜)
=
1
4
(iξ˜kJξ˜l + Jξ˜kJξ˜l)(u˜),
since ξ˜l(u˜) ≡ 0, for all l. Note also that Jξ˜k = (˜iξk), for all k. Finally, note that
ξ˜kJξ˜l(u˜) = [ξ˜k, J ξ˜l](u˜) = (i[ξk, ξl])
˜ (u˜) = J([ξk, ξl])
˜ (u˜),
since the flow of ξ˜k is holomorphic. Now [ξk, ξl] = η ∈ k, and as k acts on M c at
x0, we have the basic observation that
the tangent space to the orbit of K through x0 is spanned by vectors i˜ξ, ξ ∈ p′.
(Notice that these two subspaces of tangent vectors are equal at points x0 =
exp(iξ0) ·0, where ξ0 ∈ p is a regular element, and hence the claim holds for any
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ξ0 ∈ p.) Hence, at x0 there is some ξ ∈ p such that
(i[ξk, ξl])
˜ = J([ξk, ξl])
˜ = Ji˜ξ = −ξ˜
at x0. But then this implies that
ξ˜kJξ˜l(u˜) = [ξ˜k, J ξ˜l](u˜) = −ξ˜(u˜) = 0,
at x0, again, by G-invariance of u˜. So, we have reduced our task to showing
that the matrix
i˜ξk i˜ξl(u˜)
is positive definite at x0.
We now write the basis ξ1, ξ2, ..., ξn of p so that ξi, ξj , j, i = 1, ..., r = dim(a),
denote elements in a, and ξk, ξl from among ξr+1, ..., ξn are in p
′ = orthogonal
complement of a ⊂ p. More precisely, let Σ be the set of roots for a acting on g,
and let Σ+ be the positive roots with respect to some ordering. For α ∈ Σ, let
Xα be a non-zero vector in g
α = {Y ∈ g | [H,Y ] = α(H)Y, for all H ∈ a}. For
α ∈ Σ, Xα− θXα ∈ p′, and in fact, a basis for p′ is given by Xα− θXα, α ∈ Σ+.
Note that in this notation we are counting the α′s ∈ Σ+ with multiplicity.
Finally, the Xα−θXα are orthogonal to one another, and so, up to scale, we may
take them as an orthonormal basis for p′. In other words, for k, l = r + 1, ..., n,
we can take ξk, ξl to be of the form Xα−θXα, up to a scale factor. Let x1, ..., xn
denote the affine coordinates in p corresponding to this (orthonormal) basis of
p.
We have three types of terms to consider in the matrix i˜ξsi˜ξt(u˜):
i) a-terms i˜ξii˜ξj(u˜), i, j = 1, ..., r.
ii) cross-terms i˜ξii˜ξk(u˜), i = 1, ..., r, k = r + 1, ..., n.
iii) p′-terms i˜ξk i˜ξl(u˜), k, l = r + 1, ..., n.
In case ii), notice that [Zs, Z¯t] ≡ 0 and the calculation above imply that
[i˜ξi, i˜ξk](u˜) ≡ 0 also.
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The first two types of terms are easy to compute, and do not even require
us to know the fields i˜ξs very explicitly.
Case i): In this case, the subalgebra a is abelian, and the subspace exp(ia) ·
0 ⊂M c is flat. Therefore,
i˜ξii˜ξj(u˜)(x0) =
∂2u
∂xi∂xj
(ξ0).
Case ii): First use the basic observation above to see that, at all regular ξ0 ∈
a, the tangent vector i˜ξk is tangent to the orbit of K through x0 = exp(iξ0) · 0,
and by K-invariance of u˜, i˜ξk(u˜)(x0) = 0. Since the regular ξ0 are dense in a,
this is true at every x0 ∈ exp(ia) · 0. Therefore, since every i˜ξi is tangent to
exp(ia) · 0, we have that i˜ξi i˜ξk(u˜)(x0) = 0.
Case iii): Here we have to examine the differential of the exponential map
more clearly to see how the fields i˜ξs are transported from M
c back to p by the
inverse of the exponential map.
We will work along constant speed geodesics γξ(t) = exp(itξ)·0, ξ ∈ p, inM c.
Since we will be using the Jacobi equation, it is useful to understand parallel
transport along γξ0 explicitly. Let gt = exp(itξ0) ∈ U , note that the tangent
space to M c at gt = γξ0(t) is identified with dgt∗p = u mod Ad(gt)(k). Parallel
vectors along γξ0 are simply those of the form dgt∗(ξ) for fixed ξ ∈ p. Given this
identification, a Jacobi field Y (t) can be written in terms of the parallel fields
as
Y (t) = dgt∗(
r∑
j=1
vj(t)iξj +
∑
α∈Σ+
vα(t)i(Xα − θXα)),
and the coefficient functions satisfy the ordinary differential equations:
v¨j ≡ 0,
v¨α = {α(iξ0)}2vα = −{α(ξ0)}2vα.
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Taking into account the initial conditions vα(0) = 0, v˙α(0) = 1, and setting all
other coefficients equal to 0, we get that
d exp∗(iξ0) : i(Xα − θXα) −→ dg1∗(
sin(α(ξ0))
α(ξ0)
i(Xα − θXα)).
We are assuming, provisionally, that ξ0 is regular, so α(ξ0) 6= 0, for all α ∈ Σ.
If we denote the inverse map to exp by “ log ”, then we have
d log∗(x0) : dg1∗(i(Xα − θXα)) −→
α(ξ0)
sin(α(ξ0))
i(Xα − θXα).
Recall that, since 0 6= ξ0 ∈ ω0, we have 0 <| α(ξ0) |< π2 , so the denominator
above doesn’t vanish.
Next we have to figure out how to represent the fields i˜ξk back on p. Of
course, these are just the derivatives of the actions of exp(it(Xα−θXα)) ∈ U on
M c. This is computable at x0 = g1 as dg1∗[
d
dt
|t=0 g−11 ·exp(it(Xα−θXα))·g1 ·0].
Now this curve at 0 ∈ M c obviously has as derivative at t = 0 the image of
Ad(g−11 )i(Xα−θXα) ∈ u modulo k. We can calculate this using g1 = exp(iξ0) ∈
U . So,
Ad(g−11 )i(Xα − θXα) = ie−iad(ξ0)(Xα − θXα)
= e−iα(ξ0)iXα − ieiα(ξ0)θXα
= cos(α(ξ0))i(Xα − θXα)− sin(α(ξ0))(Xα + θXα)
= cos(α(ξ0))i(Xα − θXα) mod k,
since Xα + θXα ∈ k, for every α ∈ Σ. From this we conclude
d log∗(x0) : [i(Xα − θXα)]˜ −→
α(ξ0) cos(α(ξ0))
sin(α(ξ0))
i(Xα − θXα).
Now, before computing i˜ξk i˜ξl(u˜)(x0), we make an auxiliary computation of
i˜ξk i˜ξl(u˜0)(x0), where u0 denotes the gradient of u on p at ξ0, and by abuse
of notation, will also denote the function ξ → u0 · ξ determined by taking the
inner product of ξ with u0. Similarly, u˜0 denotes the same function transported
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to exp(iAd(K)ω0) · 0 ⊂ M c by the exponential function. We carry out the
computation on p near ξ0, that is, we compute
[i(Xα − θXα)]˜ [i(Xβ − θXβ)]˜ (u˜0)(x0)
= d log∗([i(Xα − θXα)]˜ (x0))(u0 · d log∗([i(Xβ − θXβ)]˜ )),
evaluated at ξ0 ∈ p.
We first want to use the basic observation above to replace the tangent vector
[i(Xα − θXα)]˜ at x0 by η˜, for suitable η ∈ k. We repeat that we are assuming
provisionally that ξ0 is regular. To do this, let us calculate much as before
(Xα + θXα)
˜ (x0) = dg1∗[
d
dt
|t=0 g−11 · exp(t(Xα + θXα)) · g1 · 0]
= dg1∗(e
−i ad (ξ0)(Xα + θXα))
= dg1∗(cos(α(ξ0))(Xα + θXα)− i sin(α(ξ0))(Xα − θXα))
= dg1∗(− sin(α(ξ0))i(Xα − θXα))modk.
Taken together with what was shown above, we conclude
[i(Xα − θXα)]˜ (x0) = − cot(α(ξ0))(Xα + θXα)˜ .
Going back to our original computation, this gives us that
[i(Xα − θXα)]˜ [i(Xβ − θXβ)]˜ (u˜0)(x0)
= − cot(α(ξ0))d log∗([i(Xα + θXα)]˜ (x0))(u0 · d log∗([i(Xβ − θXβ)]˜ )).
Because the subgroupK fixes 0 ∈M c, the exponential map from 0 is equivariant
with respect to the action of K on T0(M
c) = p and on M c. Thus, we conclude
that
[i(Xα − θXα)]˜ [i(Xβ − θXβ)]˜ (u˜0)(x0)
= − cot(α(ξ0)) d
dt
[u0 · d log∗([i(Xβ − θXβ)]˜ )(Ad(exp(t(Xα + θXα)))ξ0)] |t=0 .
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For simplicity, set kt = exp(t(Xα + θXα)) ∈ U . K-equivariance of exp implies
d
dt
[u0 · d log∗([i(Xβ − θXβ)]˜ )(Ad(kt)ξ0)] |t=0
= u0 · [ d
dt
(Ad(kt) · d log∗(x0){dk−1t ∗([i(Xβ − θXβ)]˜ )} |t=0]
= u0 · [ d
dt
(Ad(kt) · d log∗(x0){[iAd(k−1t )(Xβ − θXβ)]˜} |t=0]
= u0 · [Xα + θXα, d log∗(x0)([i(Xβ − θXβ)]˜ )]
−u0 · d log∗(x0)([i[Xα + θXα, Xβ − θXβ ]]˜ ).
We next compute [Xα + θXα, i(Xβ − θXβ)] = i([θXα, Xβ ] − θ[θXα, Xβ ]).
Notice that if α 6= β, then i([θXα, Xβ ]− θ[θXα, Xβ ]) ∈ ip′, which is tangent to
the K-orbit of ξ0. Hence u0 · i([θXα, Xβ ]− θ[θXα, Xβ])) = 0.
For the second term above, we note that d log∗(x0) sends the subspace
spanned by [i(Xα − θXα)]˜ to the subspace spanned by i(Xα − θXα), and
similarly the subspace spanned by i˜ξj , j = 1, ..., r, gets sent to the subspace
ia ⊂ ip. As a result,
u0 · d log∗(x0)(−[i[Xα + θXα, Xβ − θXβ ]]˜ )
= u0 · d log∗(x0)([i{[θXα, Xβ ]− θ[θXα, Xβ] + [Xα, Xβ ]− θ([Xα, Xβ])}]˜ ) = 0,
for all α 6= β ∈ Σ+.
Finally, in the case when α = β, then i([θXα, Xα]−θ[θXα, Xα]) ∈ iZ(a)∩a =
ia. Recalling that d log∗(x0) is the “identity” when restricted to vectors tangent
to the flat exp(ia) · 0 ⊂M c, we get
u0 · d log∗(x0)([i{[θXα, Xα]− θ[θXα, Xα]}]˜ ) = u0 · i{[θXα, Xα]− θ[θXα, Xα]},
where i{[θXα, Xα]− θ[θXα, Xα]} ∈ a. Putting this together with what we have
left of the first term, we get
[i(Xα − θXα)]˜ [i(Xβ − θXβ)]˜ (u˜0)(x0) = 0, if α 6= β,
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and
[i(Xα − θXα)]˜ [i(Xα − θXα)]˜ (u˜0)(x0)
= u0 · i([θXα, Xα]− θ[θXα, Xα])− u0 · i([θXα, Xα]− θ[θXα, Xα]) = 0,
for all α ∈ Σ+.
Summarizing, we have shown
[i(Xα − θXα)]˜ [i(Xβ − θXβ)]˜ (u˜0)(x0) = 0, for all α, β ∈ Σ+.
By our choice of u0 as the gradient of u at ξ0, we have that the function u− u0
has a critical point at ξ0 ∈ p, equivalently, u˜ − u˜0 has a critical point at x0.
(Recall that, by abuse of notation, we are denoting by u0 the linear function
u0 · ξ.) Hence the derivatives
[i(Xα−θXα)]˜ [i(Xβ−θXβ)]˜ (u˜)(x0) = [i(Xα−θXα)]˜ [i(Xβ−θXβ)]˜ (u˜− u˜0)(x0)
can be evaluated in terms of the invariantly defined Hessian of u− u0 at ξ0 ∈ p,
that is, we get
[i(Xα − θXα)]˜ [i(Xβ − θXβ)]˜ (u˜ − u˜0)(x0)
= Hess(u− u0)(ξ0) (d log∗(x0)([i(Xα − θXα)]˜ ), d log∗(x0)([i(Xβ − θXβ)]˜ ))
= α(ξ0) cot(α(ξ0))β(ξ0) cot(β(ξ0)) Hess(u−u0)(ξ0)(i(Xα−θXα), i(Xβ−θXβ)).
This last matrix is obviously positive definite when ξ0 is regular, since u is
strictly convex. For ξ0 not regular, the result follows from the regular case,
passing to the limit ξ0 from regular ξ ∈ a, taking into account that the function
α(ξ) cot(α(ξ)) =
α(ξ)
sin(α(ξ))
· cos(α(ξ))
has a finite, non-vanishing limit at ξ0 as long as | α(ξ0) |< π2 . This completes
the proof of the theorem.
Corollary 11 The domain ΩAG has the Stein property.
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Proof
Let Γ be a discrete subgroup of G acting completely discontinuously on
M = G/K such that Γ\M is a compact manifold. Such a Γ can be found
according to [4]. Let u˜ be given as in the theorem by a strictly convex, W -
invariant function u compactly exhausting ω. For instance,
u(ξ) :=
∑
α∈Σ
1
(π2 )
2 − α(ξ)2
has these properties with respect to the symmetric space metric on p ∼= TeKG/K
restricted to a. Then u˜ pushes down to a smooth, strictly plurisubharmonic
exhaustion function of Γ\ΩAG, which is therefore Stein. The universal covering
ΩAG of Γ\ΩAG is then also Stein (see [21], p. 66 f.) completing the proof of the
corollary.
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