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Abstract
We present an affine-invariant random walk for drawing uniform random samples from a convex body
K Ă Rn for which the maximum volume inscribed ellipsoid, known as John’s ellipsoid, may be computed.
We consider a polytope P “
 
x P Rn
ˇˇ
Ax ď 1
(
where A P Rmˆn as a special case. Our algorithm makes
steps using uniform sampling from the John’s ellipsoid of the symmetrization of K at the current point.
We show that from a warm start, the random walk mixes in rOpn7q steps1 where the log factors depend
only on constants determined by the warm start and error parameters (and not on the dimension or
number of constraints defining the body). This sampling algorithm thus offers improvement over the
affine-invariant Dikin Walk for polytopes [KN12, Nar16] (which mixes in rOpmnq steps from a warm
start) for applications in which m " n. Furthermore, we describe an rOpmnω`1 ` n2ω`2q algorithm for
finding a suitably approximate John’s ellipsoid for a symmetric polytope based on Vaidya’s algorithm
[Vai96, Ans97], and show the mixing time is retained using these approximate ellipsoids.2
1 Introduction
Drawing random samples from a convex body in K Ă Rn is an important problem for volume computation
and optimization which has generated a large body of research. Usually K is specified by a membership
oracle which certifies whether or not a test point x P Rn is contained in K. Given such an oracle, geometric
random walks are then used to explore K such that after a sufficient number of steps, the walk has “mixed”
in the sense that the current point is suitably close to a point uniformly drawn from K in terms of statistical
distance. To use such walks, an assumption that Bprq Ă K Ă BpRq is often made, where Bprq represents
the Euclidean ball of radius r ą 0. One common example of such geometric walks is the Ball Walk, which
generates the next point by uniformly randomly sampling from a ball of radius δ ď r{?n centered at
the current point, and mixes in rOpnpR2{δ2qq steps from a warm start (i.e., the starting distribution has a
density bounded above by a constant) [KLS97]. Another is Hit and Run, where the next point is chosen
uniformly at random from a random chord in K which intersects the current point. Hit and Run mixes in
Opn3pR2{r2q logpR{pdǫqqq where the starting point is a distance d from the boundary and ǫ is the desired
distance to stationarity [LV06]. Both Ball Walk and Hit and Run thus depend on the rounding of the convex
body in question, i.e., the term R{r, which may be arbitrarily large in terms of n. An affine transformation
is required as a preprocessing step to bring the convex body into a position for which R{r is suitably small.
Such rounding transformations depend on drawing samples to estimate the covariance matrix of the body,
and thus the complexity of rounding dwarfs the complexity of sampling. As such, random walks which
circumvent the problem of rounding are desirable.
One recent algorithm which avoids rounding the body is known as projected Langevin Monte Carlo
[BEL15], and uses a discretization of Langevin diffusion with a projection of each step onto the body if
∗adam.marc.gustafson@gmail.com
†hariharan.narayanan@tifr.res.in
1 rOp¨q notation suppresses polylogarithmic factors as well as constants depending only on the error parameters.
2ω ă 2.373 is the current value of the fast matrix multiplication constant [Wil11, DS13, LG14].
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necessary. This algorithm mixes in rOpn7q steps from any starting point, but the complexity of each iteration
depends additionally on the projection which may be costly for general bodies. Affine-invariant walks (i.e.,
geometric walks whose mixing time is invariant to such affine transformations) are another class of random
walks which avoid the problem of rounding. One such random walk is known as Dikin Walk [KN12], which
uses uniform sampling from Dikin ellipsoids to make steps. Given a polytope with m inequality constraints,
the Dikin Walk mixes in rOpmnq steps from a warm start. This random walk was extended to general convex
bodies equipped with a ν-self-concordant barrier in [Nar16], and mixes in rOpn3ν2q steps from a warm start.
For the case of a polytope, this implies that the Dikin walk equipped with the Lee-Sidford (LS) barrier
[LS13] mixes in rOpn5q steps from a warm start, though at each step one must additionally compute the LS
barrier which requires OpnnzpAq ` n2q arithmetic operations, where nnzpAq is the number of non-zeros in
the matrix A which defines the polytope.
This paper introduces another affine-invariant random walk akin to Dikin Walk which uses uniform
sampling from John’s ellipsoids to make steps, and show that this walk mixes in rOpn7q steps from a warm
start. The logarithmic factors in this mixing time depend only on the warm start and error parameters
(and not on the dimension or the number of inequality constraints defining, say, a polytope). The type of
convex body K is not specified (i.e., need not be a polytope) in our analysis of the mixing time, but one
must have access to the John’s ellipsoid of the current symmetrization of the convex body. For the special
case of a polytope, we describe an algorithm to compute the John’s ellipsoid of the current symmetrization
in rOpmnω`1 ` n2ω`2q iterations, noting that the Dikin Walk also has computational complexity for each
step of the walk which is linear in m. Thus, since the mixing time does not depend on m, our algorithm is
suitable in cases in which m " n and n is not prohibitively large.
This paper is organized as follows. In section 2 we describe John’s theorem which characterizes the
maximum volume ellipsoids contained in a convex body, describe the convex program to find such an ellipsoid
in the case of a polytope, and additionally describe our algorithm for John’s Walk. In section 3, we analyze
the mixing time of our algorithm. In section 4, we describe an algorithm to compute suitably approximate
John’s ellipsoids for the special case of a polytope, and show that the mixing time is maintained with using
these approximate ellipsoids.
2 John’s Walk
In this section, we describe John’s maximum volume ellipsoid for a convex body K Ă Rn, and describe a
geometric random walk using such ellipsoids. We begin with reviewing John’s theorem and some implications
of the theorem.
2.1 John’s Theorem
Fritz John showed that any convex body contains a unique ellipsoid of maximal volume, and characterized
the ellipsoid [Joh48, Bal92]. Without loss of generality, we may presume that the ellipsoid of maximal volume
is the unit Euclidean ball B Ă Rn, since this is a case after an affine transformation. John’s theorem as
stated for the unit ball case is as follows:
Theorem 2.1 (John’s Theorem). Each convex body K Ă Rn contains a unique ellipsoid of maximal volume.
The ellipsoid is B if and only if the following conditions are satisfied: B Ă K, and for some m ě n there are
Euclidean unit vectors tuiumi“1 on the boundary of K and positive constants tciumi“1 satisfying,
mÿ
i“1
ciui “ 0, (2.1)
mÿ
i“1
ciuiu
T
i “ In, (2.2)
where In denotes the identity matrix in R
nˆn.
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Note that condition (2.2) is sometimes written equivalently as
xx, yy “
mÿ
i“1
ci xui, xy xui, yy
for all x, y P Rn. Using the cyclic invariance of the trace and that the tuiu are unit vectors, condition (2.2)
implies that
nÿ
i“1
ci “ n, (2.3)
a property we employ in subsequent analysis.
We now enumerate some properties from [Bal92] which provide additional insight into the geometric
properties of John’s ellipsoids and are useful for the analysis in subsequent sections. Note that condition
(2.1) implies that all the contact points do not lie in one in one half-space of the unit ball, and this condition
is redundant in the symmetric case, since for every contact point ui, its reflection about the origin ´ui is
also a contact point. Condition (2.2) guarantees such contact points do not lie close to a proper subspace.
Furthermore, there are at most npn ` 3q{2 contact points for general K, and npn ` 1q{2 non-redundant
contact points if K is origin-symmetric [Gru88]. At each ui, the supporting hyperplane to K is unique and
orthogonal to ui, since this is the case for the unit ball. Thus considering the polytope resulting from such
supporting hyperplanes, P “  x P Rn ˇˇ xx, uiy ď 1, i “ 1, . . . ,m(, the convex set K obeys the sandwiching
B Ă K Ă P . By Cauchy-Schwarz, for any x P P , we have
´|x| ď xui, xy ď 1.
Since the weights tciu are positive, it follows by employing conditions (2.1), (2.2), and (2.3) that
0 ď
ÿ
i
cip1´ xui, xyqp|x| ` xui, xyq
“ |x|
ÿ
i
ci ` p1´ |x|q
Cÿ
i
ciui, x
G
´
ÿ
i
ci xui, xy2
“ n|x| ´ |x|2,
from which it follows that |x| ď n. If the convex body is origin-symmetric, then by substituting ´ui for ui,
for any x P P , we have
| xui, xy | ď 1.
It follows that
|x|2 “
mÿ
i“1
ci xui, xy2 ď
mÿ
i“1
ci “ n,
so |x| ď ?n. The following corollary of John’s theorem results.
Corollary 2.2. After an appropriate affine transformation Ap¨q, any convex body K Ă Rn satisfies
B Ă ApKq Ă nB.
If ApKq is origin-symmetric, then the containment is
B Ă ApKq Ă ?nB. (2.4)
The containments are tight, as indicated in by taking K to be the unit cube in the symmetric case, and to
be the standard regular simplex in the non-symmetric case [Bal97].
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2.2 John’s Ellipsoids Via Convex Programming
For general convex bodies, finding John’s maximal volume inscribed ellipsoid is hard to compute. However
for polytopes, methods exist which calculate the maximal volume ellipsoid up to a user-specified tolerance
parameter. Now let P “  x P Rn ˇˇ Ax ď 1( denote a polytope in Rn, where A P Rmˆn. Note that we may
parameterize any ellipsoid centered at xc as
E “  Ey ` xc ˇˇ |y| ď 1( ,
or equivalently by
E “  x ˇˇ px´ xcqTE´2px´ xcq ď 1( ,
where E P Sn``, the cone of positive definite matrices. For a general convex body K Ă Rn, since the volume
of E is proportional to detE, the convex optimization problem to be solved is as follows [VBW98]:
min
EPSn
``
, xcPRn
´ log detE
subject to sup
|y|ď1
IKpEy ` xcq ď 0,
where IKpxq “ 8 if x R K, IKpxq “ 0 if x P K, and we note that log detp¨q is concave on S``n . In the special
case of a polytope P “  x ˇˇ Ax ď 1(, letting taiumi“1 denote the rows of A, note that sup|y|ď1 xai, Ey ` xcy ď
1 if and only if |Eai| ` xai, xcy ď 1. Thus, the maximum volume ellipsoid is found as the solution of the
optimization problem,
min
EPSn
``
, xcPRn
´ log detE
s.t. |Eai| ` xai, xcy ď 1, i “ 1, . . . ,m.
(2.5)
We address the issue of computing approximate John’s ellipsoids for polytopes using convex programming
in section 4.
2.3 The John’s Walk Algorithm
We state the algorithm for a general convex body K. At a given point x P K, let the symmetrization of
x P K be
K
s
x ” K X
 
2x´ y ˇˇ y P K( ,
and let Ex “
 
Exu` x
ˇˇ |u| ď 1( denote the John’s ellipsoid of Ksx. Similarly, let the rescaled John’s ellipsoid
be Exprq “
 
rpExuq ` x
ˇˇ |u| ď 1(, where the radius r ą 0 will be specified in section 3. Assume 0 “ x0 P
intpKq, and we have computed Ex0 . To generate a sample xi given xi´1, we use algorithm 2.1, where λp¨q
denotes the Lebesgue measure on Rn:
Algorithm 2.1: John’s Walk Step
Given x P Ksx, r ą 0, and Ex, generate the next step y as follows:
1. Toss a fair coin. If the result is heads, let y “ x.
2. If the result is tails:
(a) Draw a uniformly distributed random point z from Exprq.
(b) Compute Ez using K
s
z.
(c) If x R Ezprq, let y “ x. Otherwise, let
y “
#
z, with probability min
´
1, λpExprqq
λpEzprqq
¯
“ min
´
1, detEx
detEz
¯
,
x, else.
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Algorithm 2.1 is a Metropolis-Hastings geometric random walk which uses the uniform measure Qxp¨q on
the dilated John’s ellipsoid Exprq as the proposal distribution. Tossing a fair coin ensures the transition
probability kernel defined by the algorithm is positive definite, which is known as making the walk lazy.
Lazy random walks have the same stationary distribution as the original walk at the cost of a constant
increase in mixing time (we will analyze the non-lazy walk, noting that the mixing time is not affected in
terms of complexity as a function of m and n). The rejection of any sample y such that x R Eyprq is necessary
to ensure the random walk is reversible.
The uniform measure on the John’s ellipsoid Exprq is absolutely continuous with respect to the Lebesgue
measure λ, and thus the Radon-Nikodym derivative (i.e., density) for the proposal distribution is
qxpyq ” dQx
dλ
pyq
“
ˆ
1
λpExprqq
˙
¨ 1tyPExprqu.
(2.6)
The acceptance probability corresponding to the uniform stationary measure in the Metropolis filter is
αxpyq “ min
„
1,
λpExprqq
λpEyprqq

.
By the Lebesgue decomposition, the transition probability measure Pxp¨q of the non-lazy version of algorithm
2.1 is absolutely continuous with respect to the measure
µ ” λ` δx, (2.7)
where δxp¨q is the Dirac measure at x corresponding to a rejected move. The transition density is thus
pxpyq ” dPx
dµ
pyq
“ αxpyqqxpyq1ty‰x, xPEyprqu ` ρpxq1ty“xu
“ min
„
1
λpExprqq ,
1
λpEyprqq

1ty‰x, xPEyprq, yPExprqu ` ρpxq1ty“xu,
where 1t¨u is the indicator function and the rejection probability is denoted ρpxq. We next analyze the mixing
time of the walk.
3 Analysis of Mixing Time
In what follows we let a discrete-time, homogeneous Markov chain be the triple tK,A, Pxp¨qu along with a
distribution P0 for the starting point, where the sample space is the convex body K Ă Rn, the measurable
sets on K are denoted by A, and Pxp¨q denotes the transition measure for any x P K.
3.1 Conductance and Mixing Times
We use the approach from [LS93] of lower-bounding the conductance of the chain to prove mixing times.
The conductance is defined as follows.
Definition 3.1 (Conductance). Let P be a discrete-time homogenous Markov chain with kernel Pxp¨q that
is reversible with respect to the stationary measure πp¨q. Given A P A with 0 ă πpAq ă 1, the conductance
of A is defined as
φpAq ” ΦpAq
min tπpAq, πpKzAqu ,
where ΦpAq ” ş
A
PupKzAq dπpuq. The conductance of the chain is defined as
φ ” inf  φpAq ˇˇ A P A, 0 ă πpAq ď 1{2( .
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Recall the total variation distance between two measures P1, P2 on a measurable space pK,Aq is
dTV pP1, P2q “ sup
APA
|P1pAq ´ P2pAq|.
Note that |P1pAq ´ P2pAq| “ |P1pKzAq ´ P2pKzAq|, so if the supremum is attained on any A P A, then it
is attained on KzA P A as well. If P1 and P2 are both absolutely continuous with respect to a dominating
measure µ and thus have densities p1 ” dP1dµ and p2 ” dP2dµ , respectively, the total variation distance may also
be written as
dTV pP1, P2q “ 1
2
ż ˇˇ
p1 ´ p2
ˇˇ
dµ
“ 1´
ż
minpp1, p2q dµ
“ 1´
ż
S1
„
min
ˆ
1,
p2
p1
˙
p1 dµ
“ 1´ EP1
„
min
ˆ
1,
p2
p1
˙
,
(3.1)
where S1 “
 
x
ˇˇ
p1pxq ą 0
(
. Recall that (3.1) does not depend on the choice of dominating measure µ but
rather that the densities are correctly specified with respect to the dominating measure. Additionally, note
that the equality is attained on
 
x
ˇˇ
p1pxq ě p2pxq
(
almost everywhere with respect to µ (or alternatively
on its complement). The following relationship between conductance and the total variation distance to the
stationary measure was proven in [LS93].
Theorem 3.1 (Lova´sz and Simonovits). Let π0 be the initial distribution for a lazy, reversible Markov chain
with conductance φ and stationary measure π, and let πt denote the distribution after t steps. Let π0 be an
M -warm start for π, i.e., we have M ” supAPA π0pAqπpAq “ Op1q. Then
dTV pπt, πq ď
?
M
ˆ
1´ φ
2
2
˙t
.
As a consequence, we have the following bound on the mixing time.
Corollary 3.2. Given ǫ ą 0 and M ” sup π0pAq
πpAq “ Op1q, after tpǫq ” r 2φ2 logp
?
M{ǫqs steps of the chain, we
have dTV pπtpǫq, πq ď ǫ. Thus the Markov chain mixes in rOpφ´2q steps from a warm start.
To find mixing times, it then suffices to lower-bound the conductance φ.
3.2 Isoperimetry
The typical means by which one finds lower bounds on the conductance is via isoperimetric inequalites. We
first restate the cross-ratio used in isoperimetric inequality we will employ.
Definition 3.2 (Cross-Ratio). Let x, y P K, and let p, q be the end points of a chord in K passing through
x, y where the cross-ratio is defined to be
σpx, yq “ |x´ y||p´ q||p´ x||y ´ q| ,
where | ¨ | denotes the Euclidean norm.
Additionally, for any S1, S2 Ă K, let
σpS1, S2q “ inf
xPS1,yPS2
σpx, yq.
In [Lov99], Lova´sz proved an isoperimetric inequality involving the cross-ratio from which the conductance
φ may be lower-bounded for the special case of the uniform distribution on a convex body K Ă Rn. It
was extended to log-concave measures by Lova´sz and Vempala in [LV07] for which the uniform measure on
convex body is a special case. We state the latter result as follows.
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Theorem 3.3 (Lova´sz and Vempala). For any log-concave measure πp¨q supported K and a partition of K
into measurable subsets S1, S2, and S3 “ KzpS1 Y S2q, we have
πpS3q ě σpS1, S2qπpS1qπpS2q.
3.3 Mixing of John’s Walk
The key step in proving conductance lower bounds is to show that if two points are close in geometric distance,
then they are close in statistical distance. Note that given John’s ellipsoid Ex “
 
Exu` x
ˇˇ |u| ď 1(, a local
norm is induced via
}y ´ x}2x “ py ´ xqTE´2x py ´ xq.
We first relate this local norm to the cross-ratio as follows.
Theorem 3.4. Let } ¨ }x denote the norm induced by the John’s ellipsoid of Ksx. Then
σpx, yq ě 1?
n
}y ´ x}x.
Proof. Noting that the cross-ratio is invariant to affine transformations, without loss of generality we may
assume by a suitable affine transformation that the John’s ellipsoid of Ksx is the unit ball, and thus }y´x}x “
|y ´ x|. Let p, x, y, q denote successive points on a chord through Ksx. Then
σpx, yq “ |x´ y||p´ q||p´ x||y ´ q|
ě |x´ y| p|p´ x| ` |y ´ q|q|p´ x||y ´ q|
ě max
ˆ |x´ y|
|y ´ q| ,
|x´ y|
|p´ x|
˙
ě |x´ y|?
n
,
where the last inequality follows from the containment in equation (2.4).
Before bounding the statistical distance between Px and Py given a bound on the geometric distance
between x and y, we first state some useful lemmas regarding the ellipsoids Ex and Ey. The next lemma is
a generalization of the Cauchy-Schwarz inequality to semidefinite matrices.
Lemma 3.5 (Semidefinite Cauchy-Schwarz). Let α1, . . . , αm P R and let A1, . . . , Am P Rrˆn. Then˜
mÿ
i“1
αiAi
¸˜
mÿ
i“1
αiAi
¸T
ĺ
˜ÿ
i
α2i
¸˜
mÿ
i“1
AiA
T
i
¸
,
where A ĺ B signifies that B ´A is positive semidefinite.
Proof. The proof is as in lemma 3.11 in [KN12]. For all i and j,
pαjAi ´ αiAjqpαjAi ´ αiAjqT ľ 0.
Thus
0 ĺ
1
2
mÿ
i“1
mÿ
j“1
pαjAi ´ αiAjqpαjAi ´ αiAjqT
“ 1
2
mÿ
i“1
«˜
mÿ
i“1
α2j
¸
AiA
T
i ´ αiAi
mÿ
j“1
`
αjA
T
j
˘´˜ mÿ
j“1
pαjAjq
¸`
αiA
T
i
˘` α2i mÿ
i“1
AjA
T
j
ff
“
˜ÿ
i
α2i
¸˜
mÿ
i“1
AiA
T
i
¸
´
˜
mÿ
i“1
αiAi
¸˜
mÿ
i“1
αiAi
¸T
.
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Now we study how the volume and aspect ratio of the John’s ellipsoid changes from a move from x to
y. If the John’s ellipsoid centered at x “ 0 is the unit ball, and we make a move to y, the matrix Ey which
induces Ey satisfies the solution of
min
EPSn
``
´ log detE
s.t. |Eui| ` xui, yy ď 1, i “ 1, . . . ,m,
(3.2)
wherem “ npn`1q{2 and the ui’s are the contact points of K (i.e, those not induced by the symmetrization).
Using the constraint of (3.2), theorem 2.1, and lemma 3.5, we deduce an upper bound on detEy as follows.
Lemma 3.6. Let c ą 0 be some universal constant, let r “ cn´5{2, and presume y is chosen from a ball of
radius r such that }y ´ x}x “ |y ´ x| ď r. Then
detEy ď 1` cn´2.
Proof. By (3.2), Ey is the maximum of log detE of under the constraints |Eui| ď 1´uTi y. Since the weights
ci corresponding to the John’s ellipsoid K
s
x are positive, the constraint implies thatÿ
i
ciu
T
i E
2
yui ď
ÿ
i
cip1 ´ uTi yq2.
By (2.2), (2.3), and using the linearity and cyclic invariance of the trace, we have
trpE2yq ď
ÿ
i
ci ´ 2
ÿ
i
ciu
T
i y `
ÿ
i
cipuTi yq2
“ n´ 2
˜ÿ
i
ciui
¸T
y ` yT
˜ÿ
i
ciuiu
T
i
¸
y
“ n´ 2
˜ÿ
i
ciui
¸T
y ` |y|2.
Considering |ři ciui| to bound the middle term, we may employ lemma 3.5. Letting αi “ ?ci and Ai “?
ciui, we have ˜ÿ
i
ciui
¸˜ÿ
i
ciui
¸T
ĺ
˜ÿ
i
ci
¸˜ÿ
i
ciuiu
T
i
¸
Noting the right side is equal to nIn, it follows thatˇˇˇˇÿ
i
ciui
ˇˇˇˇ
ď ?n.
Therefore, if y is chosen from a ball of radius cn´5{2, by Cauchy-Schwarz we conclude that
trpE2yq ď n` cn´2,
where we have absorbed the |y|2 ď c2n´5 term into the constant. Now letting the eigenvalues of Ey be
denoted di ą 0, we have by the arithmetic-geometric mean inequality,
pdetEyq2{n “
˜
nź
i“1
d2i
¸1{n
ď 1
n
nÿ
i“1
d2i
ď 1
n
`
n` cn´2˘ ,
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Thus,
detEy ď p1` cn´3qn{2
ď p1` cn´3qn
“ 1` cn´2 `
nÿ
k“2
ˆ
n
k
˙
pcn´3qk
ď 1` cn´2 `
nÿ
k“2
´ne
k
¯k
pcn´3qk
ď 1` cn´2 `
8ÿ
k“2
pecn´2qk
“ 1` cn´2 ` pecn´2q2
ˆ
1
1´ ecn´2
˙
“ 1` cn´2
ˆ
1` ce
2
n2 ´ ce
˙
.
Absorbing terms into the constant, the claim holds.
We deduce a lower-bound on detEy by considering a positive definite matrix of the form E “ βpI´αyyT q
that is feasible for (3.2). Note that such a matrix has eigenvalue βp1´α|y|2q of multiplicity 1 corresponding
to unit eigenvector y{|y|, and eigenvalues β of multiplicity n´ 1 corresponding to any unit vector z which is
orthogonal to y.
Lemma 3.7. The matrix βpIn ´ αyyT q is feasible for (3.2) with β “
´
1´ |y|?
n
¯
and α “ 2
?
n
|y| .
Proof. We divide the contact points ui which do not arise from the symmetrization into two sets: A “!
i
ˇˇ xui, yy ď |y|?n) and B “ !i ˇˇ xui, yy ą |y|?n). If i P B, we have
1´ xui, yy ą 1´ |y|?
n
,
and noting that E ą 0 and 0 ă pIn ´ αyyT q ă In for β ą 0 and 0 ă α ă |y|2,
|Eui| ď β|In ´ αyyT | ď β.
Thus it suffices to choose β “ p1 ´ |y|?
n
q for feasible E if i P B. If i P A, we have
|Eui|2 “ β2uTi pI ´ αyyT q2ui
ď uTi pI ´ αyyT q2ui
“ 1´ α xui, yy2
ď
´
1´ α
2
xui, yy
¯2
ď
ˆ
1´ α|y|
2
?
n
˙2
,
where the second inequality follows from I ´ αyyT ą pI ´ αyyT q2. Thus the choice of α “ 2
?
n
|y| guarantees
E is feasible.
Lemma 3.8. Let c be some universal constant, let r “ cn´5{2, and presume y is chosen from a ball of radius
r such that }y ´ x}x “ |y ´ x| ď r. Then
detEy ě 1´ cn´2.
9
Proof. Considering the matrix E as provided by lemma 3.7, Ey satisfies
detEy ě detE
“ βnp1´ α|y|2q
“
ˆ
1´ |y|?
n
˙n
p1´ 2?n|y|q.
Considering p1 ´ |y|?
n
qn, noting that |y| ď cn´5{2, we have
log
ˆ
1´ |y|?
n
˙n
ě n logp1´ cn´3q
“ ´n
˜ 8ÿ
k“1
pcn´3qk
k
¸
ě ´
8ÿ
k“1
pcn´2qk
k
“ logp1´ cn´2q.
Thus
detEy ě p1´ cn´2qp1 ´ 2cn´2q
ě p1´ 3cn´2q,
and the claim follows by absorbing 3 into the constant.
Lemmas 3.6 and 3.8 establish that for some universal constant c ą 0 and |y ´ x| ď cn´5{2, the volume
ratio of Ey and Bx satisfies
1´ cn´2 ď λpEyq
λpBxq ď 1` cn
´2, (3.3)
This does not necessarily indicate that the John’s ellipsoid Ey does not lie close to some proper subspace of
R
n, a property we require so rejection does not occur too frequently. The following lemma guarantees that
this is indeed not the case.
Lemma 3.9. Let d1 ě d2 ě . . . ě dn ą 0 denote the eigenvalues of Ey. Then the minimum eigenvalue dn
satisfies
dn ě 1´ cn´1
for large enough n.
Proof. Presume the eigenvalues are ordered such that d1 ě . . . ě dn. We have
detEy “
nź
i“1
di ě 1´ cn´2.
By the power mean inequality and trpE2yq ď n` c{n2, it follows that
1
n
trpEyq ď
c
1
n
trpE2yq
“
a
1` cn´3
ď 1` cn´3,
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so trpEyq ď n` cn´2. By the arithmetic-geometric mean inequality, we thus have
p1´ cn´2q{dn ď
ź
iăn
di
ď
ˆř
iăn di
n´ 1
˙n´1
ď
ˆ
n` cn´2 ´ dn
n´ 1
˙n´1
“
ˆ
1` 1` cn
´2 ´ dn
n´ 1
˙n´1
.
Since p1` z{mqm ď exppzq for z ě 0 and integer m ě 1,
p1´ c{n2q ď expp1 ` cn´2 ´ dnqdn,
or equivalently,
´ rp1´ dnq ` logp1´ p1´ dnqqs ď cn´2 ´ logp1´ cn´2q.
The claim is true if dn ě 1, so we may assume that dn ă 1. Expanding terms, we have
´p1´ dnq ´ logp1` p1´ dnqq “
8ÿ
k“2
p1 ´ dnqk
k
ě p1´ dnq
2
2
,
and
cn´2 ´ logp1 ´ cn´2q “ 2cn´2 `
8ÿ
k“2
pcn´2qk
k
ď
ˆ
2cn´2 ` pcn´2q2
ˆ
1
1´ cn´2
˙˙
“ cn´2
ˆ
2` c
2
n4 ´ cn2
˙
Thus by absorbing terms into the constant, p1 ´ dnq2{2 ď cn´2, which implies that dn ě 1 ´ p
?
2cqn´1.
Absorbing terms again, the claim holds.
Now to derive a lower bound on the conductance for John’s walk, we first must bound the statistical
distance between two points given a bound on their geometric distance with respect to the local norm. Again
without loss of generality in what follows we may assume x “ 0 and the John’s ellipsoid centered at x is the
unit ball Bx (otherwise perform an affine transformation such that this is the case). Let x, y P K represent
any two points in the body such that }y ´ x}x “ |y ´ x| ď r, where r P p0, 1q is a constant to be specified
in terms of the dimension n. Let Px and Py denote the one-step transition probability measures defined at
x and y, respectively. Let the uniform probability measures defined by the rescaled John’s ellipsoids Exprq
and Eyprq be denoted Qx and Qy, respectively. We seek to bound
dTV pPx, Pyq ď dTV pPx, Qxq ` dTV pQx, Qyq ` dTV pQy, Pyq (3.4)
by choosing r such that the right side of (3.4) is 1´ Ωp1q.
To bound dTV pQx, Qyq in (3.4), letting rQy denote the probability measure corresponding to the uniform
distribution on a ball of radius r centered at y, we may alternatively bound
dTV pQx, Qyq ď dTV pQx, rQyq ` dTV p rQy, Qyq. (3.5)
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We bound each term in (3.5) separately. To bound dTV pQx, rQyq, note that by our assumption that Ex “ Bx
(the unit ball at x), the corresponding densities with respect to the dominating Lebesgue measure λ are
qxpzq “
ˆ
1
λpBxprqq
˙
¨ 1tzPBxprqu
and rqypzq “ ˆ 1
λpByprqq
˙
¨ 1tzPByprqu.
Thus using (3.1) and noting λpBxprqq “ λpByprqq, we have
dTV pQx, rQyq “ 1´ ż
BxprqXByprq
qxpzq dλpzq
“ 1´ λ pBxprq X Byprqq
λpBxprqq
“ 1´ λ pBx X Byq
λpBxq .
(3.6)
The Lebesgue measure of Bx X By is equal to twice the volume of a spherical cap. The following lemma
regarding the volume of a hyperspherical cap from [LS93] is useful.
Lemma 3.10. Let Bx Ă Rn be the Euclidean ball of unit radius centered at x. Let H Ă Rn define a halfspace
at a distance of at least t from x (so x is not contained in the halfspace). Then for t ď 1?
n
, we have
λpH X Bxq ě 1
2
`
1´ t?n˘λpBxq.
The following lemma results trivially from lemma 3.10 and (3.6).
Lemma 3.11. Let t ď 1. If }y ´ x}x “ |y ´ x| ď rt?n , then
dTV pQx, rQyq ď t.
To bound dTV p rQy, Qyq, note that we are bounding the total variation distance between a density sup-
ported on a ball and a density supported on an ellipsoid with the same center. The following lemma provides
the bound.
Lemma 3.12. If }y ´ x}x ď r “ cn´5{2, the total variation distance between rQy and Qy satisfies
dTV p rQy, Qyq ď 1{4.
Proof. Note that by (3.1), we have
dTV p rQy, Qyq “ 1´ E rQy
„
min
ˆ
1,
λpByprqq
λpEyprqq
˙
“ 1´min
„
1,
λpByq
λpEyq

P rQy pZ P Eyprqq
ď 1´min
„
1,
λpByq
λpEyq

P rQy pZ P Eyprq|BqP rQy pZ P Bq,
where B denotes the event in which Z P p1´ c
n
q ¨Byprq. By lemma 3.9, it follows that P rQy pZ P Eyprq|Bq “ 1
since the smallest eigenvalue of Ey is at least 1´ cn´1. Additionally by (3.3),
min
„
1,
λpByq
λpEyq

ě 1
1` cn´2
ě expp´cn´2q.
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Now noting that p1 ´ x
2
q ě e´x for x P r0, 1s, we have P rQy pZ P Bq “ `1´ cn˘n ě e´2c, and
dTV p rQy, Qyq ď 1´ exp `´cp2` n´2q˘ .
The claim holds choosing c large enough relative to n.
To bound dTV pPx, Qxq, we provide the following lemma.
Lemma 3.13. If }y ´ x}x ď r “ cn´5{2, the total variation distance between Px and Qx satisfies
dTV pPx, Qxq ď 1{4.
Proof. With some abuse of notation with regards to (2.6), temporarily let the density of Qx with respect to
the dominating measure µ as defined by (2.7) be
qxpyq ” dQ
dµ
pyq “
ˆ
1
λpExprqq
˙
¨ 1tyPExprq, y‰xu.
Then since qxpxq “ 0 and pxpyq ď qxpyq for y ‰ x, by (3.1) we have
dTV pPx, Qxq “ 1´
ż
!
y
ˇˇ
qxpyqěpxpyq
)min rqxpyq, pxpyqs dµpyq
“ 1´
ż
Kztxu
min rqxpyq, pxpyqs dλpyq
“ 1´
ż
ExprqXztxu
min
„
1
λpExprqq ,
1
λpEyprqq

¨ 1txPEyprqu dλpyq
“ 1´
ż
Exprq
„
min
ˆ
1,
λpExprqq
λpEyprqq
˙
¨ 1txPEyprqu ¨
ˆ
1
λpExprqq
˙
dλpyq
“ 1´ EQx
„
min
ˆ
1,
λpExq
λpEY q
˙
¨ 1tY PAu

.
,
where we let A denote the “accept” event in which x P EY prq. Since Ex “ Bx, as in the proof to lemma 3.12,
we have for all Y P A
min
„
1,
λpExq
λpEY q

ě 1
1` cn´2 ,
Therefore,
dTV pPx, Qxq ď 1´
ˆ
1
1` cn´2
˙
PQxpY P Aq
ď 1´
ˆ
1
1` cn´2
˙
PQxpY P A|Y P BqPQxpY P Bq,
where B is the event in which Y P p1´ c
n
q¨Exprq “ rp1´ cn q¨Bx. Again by lemma 3.9, PQxpY P A|Y P Bq “ 1.
The remainder of the proof is as in lemma 3.12.
Note that by a similar argument, dTV pQy, Pyq ď 1{4 for some universal c ą 0 as well. Combining this
with lemmas 3.11, 3.12, and 3.13, the following theorem results.
Theorem 3.14. If }y ´ x}x ď rt?n “ ctn´3 for some universal constant c ą 0 and some t ď 1, the total
variation distance between Px and Py satisfies
dTV pPx, Pyq ď 3{4` t “ 1´ ǫ.
In particular, we may choose t “ 1{8 so ǫ “ 1{8.
We finally arrive at a lower bound on the conductance for John’s Walk using theorems 3.3, 3.4, and 3.14.
The proof of the next result is similar to corollary 10 and theorem 11 in [Lov99].
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Theorem 3.15 (Conductance Lower Bound). Consider the partition K “ S1 Y S2 where S1, S2 P A, and
let π be the uniform measure on K, i.e.,
πpAq “ λpAq
λpKq for all A P A.
Then for large enough n and t “ 1{8, we haveż
S1
PxpS2qdπpxq ě
´ c
512n7{2
¯
minpπpS1q, πpS2qq,
so φ “ Ωpn´7{2q.
Proof. Note that the Radon-Nikodym derivative of Px with respect to the Lebesgue measure λ is is well-
defined for all y P Kz txu, and is given as
dPx
dλ
pyq “ min
„
1
λpExprqq ,
1
λpEyprqq

1txPEyprq, yPExprqu.
Let
ρpxq ” dπ
dλ
pxq “ 1
λpKq ¨ 1txPKu
be the density for π. Then for any x, y P K such that y ‰ x, we have
ρpxqdPx
dλ
pyq “ ρpyqdPy
dλ
pxq,
from which it follows that π is the stationary measure for the chain.
Now consider points far inside S1 that are unlikely to cross over to S2. Letting t “ 1{8 so ǫ “ 1{8 as in
theorem 3.14, we define
S11 ” S1 X
"
x
ˇˇ
ρpxqPxpS2q ă ǫ
2λpKq
*
.
Similarly, let
S1
2
” S2 X
"
y
ˇˇ
ρpxqPypS1q ă ǫ
2λpKq
*
.
Since ρpxqPxpS2q ě ǫ{p2λpKqq for x P S1zS11, we haveż
S1
PxpS2qdπpxq ě
ż
S1zS11
ρpxqPxpS2qdλpxq
ě ǫλpS1zS
1
1
q
2λpKq
“ pǫ{2qπpS1zS11q.
Similarly for y P S2zS12, we have ż
S2
PypS1qdπpxq ě pǫ{2qπpS2zS12q.
By the reversibility of the chain, we haveż
S1
PxpS2qdπpxq “
ż
S2
PypS1qdπpyq, (3.7)
so it follows that ż
S1
PxpS2qdπpxq “ 1
2
ż
S1
PxpS2qdπpxq ` 1
2
ż
S2
PxpS1qdπpxq
ě ǫ
4
`
πpS1zS11q ` πpS2zS12q
˘
“ pǫ{4qπpKzpS11 Y S12qq.
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Now let δ “ ctn´3. Assuming that πpS1
1
q ď p1 ´ δqπpS1q, we have πpS1zS11q “ πpS1q ´ πpS11q ě δπpS1q, and
thus ż
S1
PxpS2qdπpxq ě ǫδπpS1q ě pǫδ{2qminpπpS1q, πpS2qq
“
´ c
128n3
¯
minpπpS1q, πpS2qq,
which proves the claim. Similarly if πpS12q ď p1´δqπpS2q, the claim is proved again using (3.7). Thus assume
that πpS1
1
q ą p1´ δqπpS1q and πpS12q ą p1´ δqπpS2q. By theorem (3.3), we have
πpKzpS11 Y S12qq ě σpS11, S12qπpS11qπpS12q.
Now given x P S11 and y P S12, the total variation between Px and Py satisfies
dTV pPx, Pyq ě PxpS1q ´ PypS1q
“ 1´ PxpS2q ´ PypS1q
ě 1´ PxpS12q ´ PypS11q
ą 1´ ǫ.
By theorem 3.14, it follows that }y ´ x}x ą δ. Then by theorem 3.4, it follows that
σpS1
1
, S1
2
q ě n´1{2}y ´ x}x ą δn´1{2.
Finally, we deduce that ż
S1
PxpS2qdπpxq ě pǫδn´1{2{4qπpS11qπpS12q
ě
ˆ
ǫδp1´ δq2
4
?
n
˙
πpS1qπpS2q
ě
ˆ
ǫδp1´ δq2
8
?
n
˙
minpπpS1q, πpS2qq
“
ˆ
cp1´ δq2
512n7{2
˙
minpπpS1q, πpS2qq.
The claim follows by absorbing terms into the constant for large enough n.
4 Approximate John’s Ellipsoids
We describe a cutting plane algorithm for computing approximate John’s ellipsoids for the current sym-
metrization of a polytope P “  z P Rn ˇˇ Az ď 1(, and show the mixing time is preserved for such ellipsoids.
While algorithms such as that of Anstreicher in [Ans02] requires rOpm3.5q arithmetic operations to find an
approximate John’s ellipsoid, our algorithm retains linear complexity in m and thus is appropriate for the
m " n case. To find an approximate John’s ellipsoid while keeping the computational complexity linear in
m, we may use the volumetric cutting plane method of Vaidya [Vai96], and remark that its complexity has
recently been improved in the algorithm by [LSW15]. For an efficient implementation of Vaidya’s algorithm,
we refer the reader to [Ans97], and make use of a slightly modified version of that algorithm here.
4.1 Vaidya’s Algorithm
Vaidya’s algorithm is a cutting-plane method which seeks a feasible point in an arbitrary convex set X Ă
S0 :“
 
x P Rd ˇˇ }x}8 ď ρ( (note that [Ans97] assumes ρ “ 1). The set X is specified by a separation oracle:
given a point y P Rd, the oracle either certifies that y P X , or returns a separating hyperplane between
y and X (i.e., a vector w such that X Ă  x ˇˇ w ¨ px´ yq ď 0(). The algorithm initializes with an interior
point x0 and the polytope S0, and maintains a polytope St Ą X and an interior point xt of St at each
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iteration t, where St is defined via the separation oracle. At each iteration t, a constraint is either added or
deleted, and the polytope St is specified by no more than 201d constraints throughout the algorithm. After
T “ OpdpL ` log ρqq calls to the separation oracle, we have
λdpST q ă λdp2´LBdq,
where λdp¨q denotes the d-dimensional Lebesgue measure and L “ Ωplog dq is a user-specified constant. Thus,
the algorithm certifies that if no feasible point is found within T iterations, the volume of X is less than that
of a d-dimensional ball of radius 2´L. We remark that the value of T in our case (where ρ ‰ 1 in general)
is easily determined via an argument along the lines of lemma 3.1 in [Ans97], and is given as
T ě
d
”
1.4L` 2 log d` 2 logp1` 1{ǫq ` 0.5 log
´
1`τ
1´ǫ
¯
` 2 logpρq ´ logp2q
ı
∆V
, (4.1)
where ǫ “ 0.005 and τ “ .007 are parameters of the algorithm, and ∆V “ 0.00037. The algorithm uses a
total of
OpdpL ` log ρqκ` dω`1pL` log ρqq (4.2)
operations, where κ is the cost of evaluating the separation oracle.
The feasibility algorithm may be applied to minimize an arbitrary convex function fp¨q as follows.
The minimization problem is essentially a feasibility problem in which we seek a point xˆ in the set X X 
x
ˇˇ
fpxq ´ fpx‹q ď γ(, where γ ą 0 is an error tolerance and x‹ is any minimizer of f on X . If we find
a point y P X , we instead use the oracle specified by any subgradient w P Bfpyq to localize an optimal
solution. If 0 P Bfpyq, then y is an optimal point, and we are done. Otherwise, we use the hyperplane 
x
ˇˇ
w ¨ px´ yq ď 0( within which the set  x ˇˇ fpxq ď fpyq( is contained, and proceed as in the feasibility
case. If an optimal x‹ was not found in T iterations, we find an approximate solution as follows. Letting
T Ă t1, 2, . . . , T u denote the steps for which an xt P X was found, after T iterations we return
xˆT P argmin
xs, sPT
fpxsq. (4.3)
Note that fpx‹q is not known, so we cannot directly evaluate whether any estimate xˆT P X satisfies the error
tolerance. However, given information on the geometry of X and on the objective function, we may choose
T to guarantee that this is the case. Fix x‹ to be any optimal solution, and define Xǫpx‹q :“ x‹ ` ǫpX ´ x‹q
which contains the points in X in a small neighborhood around x‹. Now let x‹ǫ denote the worst possible
x P Xǫpx‹q in terms of having the largest value of f over all possible optimal solutions x‹. [Nem95] defines
an ǫ-solution to be any x P X such that
fpxq ď fpx‹ǫ q,
and provides the following theorem.
Theorem 4.1. Assume that after T steps the method has not terminated with an optimal solution. Then
given that T ‰ H, any solution xˆT of equation (4.3) is an ǫ-solution for any ǫ such that
ǫd ą λdpST q
λdpX q .
If the function f is convex and continuous on K, then any ǫ-solution x satisfies
fpxq ´ fpx‹q ď ǫ
ˆ
sup
xPX
fpxq ´ fpx‹q
˙
.
4.2 An Algorithm for Approximate John’s Ellipsoids
It remains to apply Vaidya’s algorithm for minimization to finding a suitable approximate John’s ellipsoid.
Given that the current location of the random walk is some x in the interior of P , the current symmetrization
of the polytope is
P
s
x “ P X
 
2x´ y ˇˇ y P P(
“  z ˇˇ Az ď 1(X  2x´ y ˇˇ Ay ď 1(
“ x`  y P Rn ˇˇ }Ay}8 ď 1´Ax( .
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For any x in the interior of P , we have 0 ă 1´Ax. With b “ 1´Ax and denoting the rows of A as  aTi (mi“1,
let
a˜Ti “
#
aTi {bi i “ 1, . . . ,m,
´aTi´m{bi´m i “ m` 1, . . . , 2m.
This defines a matrix A˜ P R2mˆn which may be computed in Opmnq arithmetic operations. We thus seek
the maximum volume ellipsoid centered at the origin contained in
P˜ “
!
y P Rn ˇˇ A˜y ď 1) .
To keep ρ and L suitably small, it will be useful to make a further linear transformation to P˜ before
using Vaidya’s algorithm. We review some properties of Dikin ellipsoids which will enable us to do so. For
any z in the interior of P˜ , the Dikin ellipsoid centered at z of radius r is defined by
Dzprq “
 
y P Rn ˇˇ py ´ zqTHpzqpy ´ zq ď r2( ,
where Hpzq is the Hessian of the log-barrier at z, i.e.,
Hpzq “
2mÿ
i“1
a˜ia˜
T
i
p1 ´ a˜Ti zq2
“ A˜TS´2z A˜,
where sipzq “ 1 ´ a˜Ti z and Sz “ diagpsipzqq. Additionally we let Dz denote the Dikin ellipsoid of radius 1
centered at z. For any z in the interior of P˜ , we have the following nesting [NN94, KN12]:
Dz Ă P˜ Ă Dzp
?
2mq.
Dikin ellipsoids are affine invariants in that if Dzprq is the Dikin ellipsoid for the polytope P˜ centered at
some z in the interior of P˜ and T p¨q is an affine transformation, the Dikin ellipsoid of radius r centered at
the point T pzq for the polytope T pP˜q is T pDzprqq.
Now consider z “ 0 and r “ 1. D0 “
 
y
ˇˇ
yTHy ď 1( where H ” Hp0q “ A˜T A˜. Letting T pyq “ H1{2y,
we thus have T pD0q “ Bn. The resultant polytope is
T pP˜q “
!
v P Rn ˇˇ A˜H´1{2v ď b) .
The complexity of the transformation T is as follows. Computing A˜S´1
0
requires Opmnq arithmetic op-
erations. By padding A˜S´1
0
with zeros as necessary and then partitioning the resultant matrix into less
than p2m ` nq{n submatrices of dimension n ˆ n, we may compute H “ pA˜S´1
0
qT pA˜S´1
0
q in Opmnω´1q
arithmetic operations. Computing A˜H´1{2 given H´1{2 similarly requires Opmnω´1q arithmetic operations,
and computing H´1{2 costs Opnωq arithmetic operations [DDH07]. Thus the linear transformation T costs
Opmnω´1q arithmetic operations since m ą n.
With some abuse of notation, now let P “  y ˇˇ Ay ď 1( where A P R2mˆn denote the centrally symmetric
polytope for which D0 “ Bn, noting we can again rescale the rows of A in Opmnq arithmetic operations to
ensure b “ 1. To find the maximum volume inscribed ellipsoid centered at y “ 0, we may find the solution
of the following optimization problem:
min ´ log detX
s.t.
@
X, aia
T
i
D ď 1, i “ 1, . . . , 2m,
X ľ In{n.
(4.4)
Here xA, By “ trpATBq is the inner product which induces the Frobenius norm, and the maximum volume
ellipsoid in this parameterization is given by E0 “
 
y
ˇˇ
yTE´1y ď 1( if E ą 0 is optimal. Since we are
optimizing over symmetric matrices, the cutting plane method to solve (4.4) has dimension d “ pn` 1qn{2.
The constraint X ľ In{n arises from the nesting
D0 Ă P Ă
?
nE0.
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Finally, note that we may initialize the cutting-plane algorithm using In as a feasible point.
To specify the separation oracles, we let X denote the feasible region of (4.4). The objective function
is f0pXq “ ´ log detX , which has gradient ∇f0pXq “ ´X´1. The region X is defined by the intersection
of the sublevel sets of convex functions fipXq “
@
X, aia
T
i
D ´ 1 and the positive definite cone X ľ In{n.
which have gradients ∇fipXq “ aiaTi . To specify a separating hyperplane for the constraints X ľ In{n, by
the eigenvalue decomposition we have X “ UDUT where D “ diagpd1, d2, . . . , dnq. If di ă 1{n, then let
vi “ Uei, where ei is ith standard basis vector in Rn. Then the matrix vivTi defines the separation oracle,
since @
viv
T
i , X
D “ vTi Xvi “ eTi Dei “ di ă 1{n.
and for any matrix Z ľ In{n, we have @
viv
T
i , Z
D “ vTi Zvi ě 1{n.
Thus with C “ ´vivTi and b “ 1{n, we have xC, Xy ą b and
X Ă  Z P Rnˆn ˇˇ xC, Zy ď b( .
To check that
@
X, aia
T
i
D ď 1 for all i, note that again we may compute diagpAXAT q ´ 1 in Opmnω´1q
arithmetic operations, and check the 2m constraints. Evaluating f0pXq “ ´ log detX , ∇f0pXq “ ´X´1,
and computing the eigenvalue decomposition each require Opnωq arithmetic operations [DDH07]. Thus the
net cost of evaluating the separation oracle is κ “ Opmnω´1q since m ą n.
It remains to set the parameters ρ and L, which determine the requisite number of iterations T in
equation (4.1) such that we still have mixing with the approximate ellipsoids defined by an ǫ-solution of
(4.4). Considering ρ, since
P Ă
?
2mD0,
it follows that any feasible X satisfies }X}2 ď 2m. Letting
}X}max “ max
jěi
|Xij |,
one may easily verify [GVL12] that }X}max ď }X}2. Thus we may take ρ “ 2m.
To determine L, note that in section 4.3 we assume that solving (4.4) yields a positive definite matrix Eˆ
such that ´ log det Eˆ ` log detE ď ǫ ” 2n´10, where E is the optimal solution. By theorem 4.1, we must
guarantee that
λdpST q
λdpX q ă ǫ
d.
We may do so by upper-bounding λdpST q and lower-bounding λdpX q. The algorithm guarantees that
λdpST q ă 2´dLλdpBdq. (4.5)
where the latter inequality follows by Stirling’s approximation. To provide a lower bound for λdpX q, note
that since In is feasible, we must have |ai| ď 1. Additionally the point p1{2qIn is feasible for n ě 2. Now
consider any positive semidefinite X such that
}X ´ p1{2qIn}F ď 1{4,
where } ¨ }F denotes the Frobenius norm in Rnˆn. Since }X}F ď }X}2, it follows that }X´p1{2qIn}2 ď 1{4.
By the triangle inequality,
}X}2 ď }X ´ p1{2qIn}2 ` }p1{2qIn}2 ď 3{4.
Since |ai| ď 1, we have @
X, aia
T
i
D “ aTi Xai ď }X}2 ď 3{4,
so X is feasible. Thus X contains a Frobenius norm ball of radius r “ 1{4, and we deduce that
λdpX q ą λdpB
dq
4d
. (4.6)
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Thus by equations (4.5) and (4.6), it suffices to choose L such that
4d2´dL ă ǫd,
or equivalently,
L ą log2
ˆ
4
ǫ
˙
“ log2
`
2n10
˘
“ 1` 10 log2pnq.
Noting equations (4.1) and (4.2), we thus find a suitably approximate John’s ellipsoid in rOpmnω`1`n2ω`2q
operations, where we have dropped any polylog factors in m and n.
4.3 Mixing with Approximate Ellipsoids
It remains to show that sampling from the approximate ellipsoids is sufficient to retain the mixing time
derived in section 3. We may again assume without loss of generality that the John’s ellipsoid Ex of the
current symmetrization Ksx is the unit ball Bx centered at x “ 0, and we sample uniformly at random from
Bxprq where r “ cn´5{2. Let Eˆy denote the square root of the matrix generated by (4.4), and Ey denote the
square root of the optimal matrix. Thus necessarily we have det Eˆy ď detEy. Using Vaidya’s algorithm, we
may find Eˆy such that ´ log det Eˆy ` log detEy ď n´10. Equivalently, we have
det Eˆy
detEy
ě e´n´10 ě 1´ n´10.
Thus by lemmas 3.6 and 3.8, it follows that for some universal constant c ą 0, we have
1´ cn´2 ď λpEˆyq
λpBxq ď 1` cn
´2,
where Eˆy is the ellipsoid induced by Eˆy.
To show that the aspect ratio of Eˆy is well-behaved, note that logpdetEy{ det Eˆyq is invariant to an affine
transformation applied to both Ey and Eˆy. We thus may presume that Ey “ B. Since Ey “ In is the solution
to (2.5) with center xc “ 0 and Eˆy is feasible, it follows from the constraints that
trpEˆ2yq “ tr
˜´
Eˆ2y
¯˜ÿ
i
ciuiu
T
i
¸¸
ď
ÿ
i
ci “ n.
Lemma 3.9 then follows for Eˆy. The remaining steps in proving a lower bound on the conductance of the
chain using the approximate ellipsoids are precisely as before.
5 Conclusions and Future Work
We have shown that John’s Walk mixes in rOpn7q steps from a warm start. We again remark that our
mixing analysis did not presume any structure on K beyond being a convex body, and as such there is likely
considerable room for improvement by assuming more structure on K. There is also a bottleneck in our
analysis stemming from the rejection step, since we are forced to control the aspect ratio of the ellipsoid
after a move such that rejection does not occur too frequently. Additionally, isoperimetric inequalities which
depend a notion of average (rather than minimum) distance between sets such as that of [LV06] may be of
use in reducing the mixing time.
We also have described an rOpmnω`1`n2ω`2q algorithm for generating approximate John’s ellipsoids for
the special case of a polytope such that this mixing time is preserved. For the case m " n in which n is
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large, the dependence on n2ω`2 may be prohibitive. In the preparation of this manuscript, we had pondered
the question of whether the recent approximate John’s ellipsoids of [Lee16] may be employed for the special
case of a polytope, which may be formed in rOpmnω´1q arithmetic operations. We learned this question
has recently been answered in the affirmative in [CDWY17], and their algorithm reaches a total variation
distance of ǫ from the uniform measure in O
`
n2.5 log4
`
2m
n
˘
log
`
M
ǫ
˘˘
steps from an M -warm start. We note
that while our mixing time is substantially worse in terms of the polynomial order in n, our mixing time did
not depend on m. Additionally, their algorithm had a cost of Opmn2 logpmqq for each step. Our algorithm
required worse per step complexity in n to form the approximate ellipsoids while we retaining the m logm
dependence.
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