ABSTRACT In this paper, an array diagnosis method using amplitude-only far-field data in impulsive noise environment is proposed. For amplitude-only far-field data, the power of the observed field is quadratic with respect to array excitation, which leads to a nonlinear inverse problem to restore array excitation. Such a nonlinear inverse problem is transformed into a linear inverse problem, where array excitation vector is replaced by a lifted vector. Based on the structure of the lifted vector, an absolute array excitation vector that has an identical structure to that of array excitation vector is defined. Since these two vectors share the same structure, it is assumed that they also share the same kind of probability distribution. Specifically, the generalized Gaussian distribution with different parameters to address different element failing rates is used to model the probability distribution of the real array excitation vector and the absolute array excitation vector. To model the impulsive noise, the Laplacian probability distribution function is used. The maximum a posterior criterion is adopted to formulate the optimization problem that is eventually found to be convex. However, this convex optimization problem does not have an analytical solution. To solve it, a proximal gradient method is applied, which yields an iterative update algorithm. Finally, computer simulations and experiment are conducted to verify the validity and superiority of the proposed method.
I. INTRODUCTION
Antenna arrays have been widely used in real applications. To achieve high array gain and high spatial resolution, arrays with a large number of elements become more and more popular. Large number of elements causes increase of the probability of array elements failure. The failing elements bring unexpected effect on the performance of the array, such as increasing the sidelobe level of array pattern, changing direction of array beam, etc. Therefore, it is important to locate the failing elements which is the purpose of array diagnosis.
Among various array diagnosis methods, locating failing elements by comparing the restored array excitation with the ideal array excitation is easy to realize. With the observed field of the array under test (AUT), array excitation can be restored by solving a linear inverse problem [1] - [7] . Such a kind of methods requires complete information on the observed field of the AUT, i.e., both amplitude and phase are necessary. In real applications, phase measuring is expensive and cubersome. Therefore, array diagnosis methods using amplitude-only field data appear, which have been verified to be able to achieve satisfactory array diagnosis results [8] - [10] .
In practice, the observed field data is polluted by additive noise which is usually assumed to be Gaussian. In real life radio frequency environment, impulsive noise may exist due to natural bursts like lightening and man-made interferences [11] - [13] . Therefore, it is necessary to design an array diagnosis method using amplitude-only field data in impulsive noise environment. In this paper, such a method is proposed based on the Maximum a Posterior (MAP) criterion. The observed amplitude-only far field data of the AUT is nonlinear with respect to array excitation, which yields a nonlinear inverse problem to restore array excitation. To avoid solving the nonlinear inverse problem, a lifted array excitation vector is defined so that the nonlinear inverse problem is transformed to a linear one. Direct application of MAP criterion to the linear model involves redundance and is computationally inefficient. It is observed that the lifted array excitation vector has a block structure identical to that of the array excitation vector. Accordingly, an absolute array excitation vector which has the same structure as that of the array excitation vector is defined. Since the two vectors have identical structure, it is assumed that these two vectors also share the same kind of probability distribution. Specifically, generalized Gaussian distribution with different parameters to address different array failing rates is used to model these vectors. For impulsive noise, Laplacian distribution is assumed. The MAP criterion is adopted to formulate the optimization problem which is found to be convex. Since it is intractable to find an analytical solution of the proposed optimization problem, proximal gradient method is adopted, which yields an iterative update for the unknown vector. Computer simulations and experiment are conducted to verify validity and superiority of the proposed method.
Main contributions of this paper include the following aspects:
1) Impulsive noise environment is firstly considered for amplitude-only far field array diagnosis. 2) Instead of direct applying the MAP criterion to the observation model, an absolute array excitation vector is defined, and the MAP criterion is applied to it to account for dependence of elements in the lifted array excitation vector. 3) Proximal gradient method is applied to solve the proposed optimization problem, which is computationally efficient. The rest of the paper is organized as follows. Section II presents the amplitude-only far field model. Section III describes the proposed method in detail. Section IV gives computer simulation and experiment results. Finally, conclusions are drawn in Section V.
II. PROBLEM FORMULATION
Consider an antenna array with N elements located at d n , n = 1, . . . , N . The observed far field data of the array can be expressed in matrix format as
where y = (y(θ 1 ), . . . , y(θ M )) T denotes the M far field data observed at θ m , m = 1, · · · , M with respect to the normal direction of the array, A is the so-called array manifold with (m, n) th element a m,n = e j 2πfdnsin(θm) c
, and
T is the array excitation vector. f in a m,n represents the operation frequency of the array and c denotes the light speed. It is straightforward to see that y is a vector with complex value which includes the amplitude and the phase. For amplitude-only far field data, only the modulus of y, i.e., {|y m | 2 , ∀m} are available. From (1), we have
where a T m denotes the m th row of A, m = a * m a T m is defined, vec( m ) denotes stacking m into a column vector, and n m denotes the additive noise with respect to the m th data. It is observed from (2) that {|y m | 2 , ∀m} is a nonlinear function with respect to x. When the noise {n m , ∀m} is assumed to be Gaussian, a nonlinear inverse problem is solved to restore x based on (2) [8] - [10] . For impulsive noise considered in this paper, the optimization problems formulated in [8] - [10] are no longer suitable.
III. THE PROPOSED OPTIMIZATION PROBLEM
Here, s is called as the lifted vector of x. In many practical applications, the additive noise is assumed to be Gaussian. On the other hand, the radio environment may be influenced by interferences so that the noise shows impulsiveness. To model impulsive noise, Laplacian pdf of the noise is assumed in this paper, i.e.,
where α is the variance of Laplacian distribution. Up to now, s can be restored based on (3) using the MAP criterion by solving the following convex optimization problem (referred as CVX method in the rest of the paper):
where 1 and 2 denote the 1 -norm and 2 -norm of a vector, respectively. η accounts for the impulsive noise level, which can be estimated a prior.
However, from definition of s, we have s
It is found that the elements in s are not completely independent with each other. Therefore, independence assumption of elements in s as (5a) will bring redundance. To avoid this, similarity between the block structure of s and the structure of x is utilized. It is observed that the i th block of s (including the iN + 1 to the (i + 1)N elements of s) is given by x i · (x * ) T , which can be considered as x * multiplied by a constant x i . When x i is zero, the i th block of s is also zero. Conversely, if the value of the i th block of s is zero, x i should be zero, which corresponds to a failing element. Now, compute the value of the i th block of s by its It is observed that if x i = 0 holds, u i = 0 also holds, which means indices of zero elements in u are identical to those in x, which correspond to failing elements. Also, for trivial x i , u i should also be relatively small compared with other elements in u. Therefore, positions of the failing elements can be determined as long as u is known. In fact, u = abs(x) x 2 , where the absolute value function abs( ) is implemented on x element-by-element. In the rest of this paper, we refer u as the absolute array excitation vector. For small element failing rate, the number of zeros in x is small, so that of u. For large element failing rate, the number of zeros in x is large, so that of u. To consider various element failing rates, a generalized Gaussian distribution is assumed on the elements of x as well as u, i.e.,
where f ( ) represents the probability distribution function (pdf), ( ) is the standard gamma function, p controls the shape and β is the generalized variance. With p = 1, the generalized Gaussian distribution reduces to Laplacian distribution which has a heavy tail, and is suitable for modeling a sparse vector. If p = 2 and β = 1 are set, (6) reduces to Gaussian distribution which may model a full vector. Since array failing rate can not be very large in real applications, 1 < p ≤ 2 is suitable. Estimating x from y using the MAP criterion yields
where ln f n (y|x) is determined by the pdf of additive noise. For the observation model given by (3) and the pdf of additive impulsive noise given by (4), ln f n (y|x) becomes ln f n (v|s) ∝ (7) can be expressed as an optimization problem with respect to s as
where C denotes a proportional constant determined by the parameters of pdf of u and n. To avoid estimating the value of C, equivalently express (8) as the following constrained optimization problem:
It is intractable to find an analytical solution of (9) . Therefore, an iterative solution of (9) is derived in the next section.
IV. ITERATIVE SOLUTION OF THE PROPOSED OPTIMIZATION PROBLEM
It is straightforward to shown that (9) is convex. To solve it, proximal gradient method is applied.
Define two convex functions as
and
An equivalent expression of (9) is given by
From convex optimization theory, the dual optimization problem of (12) is
where ξ denotes the dual variable, F * and G * denote the convex conjugate functions of F and G, respectively. Based on the proximal gradient method, s and ξ can be iteratively updated as follows:
where σ, τ > 0, 0 ≤ θ ≤ 1 and τ σ λ 2 ( ) max < 1 to guarantee convergence of proximal gradient method. λ( ) max denotes the maximum singular value of . To obtain analytical update formular of s and ξ , proximal mapping of F * and G, represented by P F * and P G , should be computed.
A. COMPUTATION OF P F *
Since the convex conjugate function of F involves ∞ , direct computation of P F * is difficult. Therefore, P F is computed instead. Then, Moreau's identity is employed to compute P F * .
The definition of proximal mapping yields
which has the similar format as least absolute shrinkage and selection operator (LASSO) [14] . Since LASSO can be equivalently converted as a quadratically constrained linear program [15] , (15) can be equivalently expressed as
where t = s+v is defined. Use (17) (as shown at the top of the next page), λ in (16) can be set as λ = η+ z−v 2 . It is unable to give an analytical solution of the convex optimization problem in (16) . Therefore, proximal gradient method is also applied to solve (16) .
The constrained optimization problem in (16) can be equivalently expressed by the following unconstrained optimization problem:
where
The dual optimization problem of (18) is given by
where denotes the dual variable. According to proximal gradient method, the iterative update for t and are given as follows:
where q, r > 0, 0 ≤ φ ≤ 1 and qr < 1 to guarantee convergence of proximal gradient method. For (22a), the proximal mapping of the convex conjugate function of an 1 -norm is a soft operator, i.e., the i th element of is updated based on
The proximal mapping of F (2) (t) is given by
Therefore, the update formular for t(z) based on (22b) is given by (26) (as shown at the top of this page).
Up to now, t in (16) can be iteratively solved using (23), (26) and (22c). Equivalently, P F (σ ; z) can be iteratively derived. To compute P * F (σ ; z), Moreau's identity is employed:
Making use of (16) and with some mathematical operations, we have
Therefore, based on (14a), the update formular for ξ can be derived as
B. COMPUTATION OF P G
Definition of proximal mapping of G yields
Setting the gradient of the objective funtion in (30) with respect to s * to zero yields
which does not provide an analytical solution of s. Using gradient factorization [16] , an update formular for s can be derived based on
Combined with (14b), the update of s is given by (33) (as shown at the top of this page). Table 1 summarizes the complete iteration procedure of the proposed algorithm. The iteration can be terminated when some preset convergence conditions are satisfied. In this paper, the iteration is stopped when s n+1 − s n 2 / s n 2 < 0.01 is satisfied. From Table 1 , it is observed that matrix inverse is required to update s. However, it is straightforward to show that the matrix to be inversed is a diagonal matrix with dimension N 2 × N 2 and inverse of a diagonal matrix is computationally efficient. Therefore, the proposed method does not suffer from high computational loads. However, for CVX method, a matrix inversion with matrix dimension N 2 × N 2 should be implemented. After s is achieved, u can be computed. With ideal array excitation x 0 , u 0 = ( P 1 s 0 2 , P 2 s 0 2 , · · · , P N s 0 2 ) T can also be computed, where s 0 = x 0 ⊗ x * 0 . If the i th elements of u and u 0 satisfy u i < 0.5u 0i , the i th element of the array is acclaimed to be failing.
V. COMPUTER SIMULATIONS AND EXPERIMENT
Firstly, computer simulations are conducted to verify validity and superiority of the proposed method. The proposed method is compared with the conventional method presented in [8] and the CVX method. To show average performance, multiple independent trails are conducted. For each trial, elements of AUT are assumed to be randomly failing subject to a failing rate P failing ∈ (0, 1). Denote the real array excitation as x j for the j th trial. Two indices are chosen to evaluate performance of various methods, which are Root Mean Square Error (RMSE) betweenû j and u j , and Diagnosis Error Rate (DER). RMSE is defined as
where N Iter denotes the total number of trials. DER is defined as
where e j is determined by u j , i.e., setting (e j ) i = 0, if (u j 0 ) i = 0. Otherwise, set (e j ) i = 1. For all the simulations, N Iter = 100 is chosen.
A. ARRAY DIAGNOSIS OF A PLANAR ARRAY
In the first simulation, the AUT is assumed to be a planar array with 5 × 5 elements. The elements are assumed to be half-wavelength spaced along x and y axes. Gaussian excitation is used. Figure 1 shows the restored absolute array excitation under different P failing using the proposed method and the conventional method with SNR = 20 dB and M = 50. Different values of p are used for the proposed method. When P failing = 0.1, it is observed that the proposed method gives satisfactory performance for all the considered values of p. When P failing = 0.3, the proposed method with p = 1.5 shows the best performance, and that with p = 1.2 gives approximated performance. When P failing = 0.5, the performance of the proposed method with p = 1.2 becomes best and that with p = 1.5 is similar, and are better than that with p = 2. From this observation, it can be concluded that the value of p has some impact on accuracy of the restored absolute array excitation. For small element failing rate, the impact is trivial, since the proposed method with p = 2, 1.5, 1.2 all satisfactorily restore the absolute array excitation. However, as the element failing rate increases, smaller p tends to give better performance. It is natural to see this since the absolute array excitation vector with large element failing rate tends to be sparse, therefore, a smaller p is suitable. Figure 3 show the percentages of the estimation error between the restored and the real absolute array excitation versus SNR for P failing = 0.1 and 0.3, respectively. It is observed that the proposed method gives more accurate restoration results than that of the conventional method. Most of the estimation error using the proposed method are smaller than 0.4, while that of the conventional method exceeds 0.8 frequently. To show average performance, Figure 4 plots the RMSE versus SNR for different P failing with M = 50. Firstly, it is natural to see that RMSE of the proposed method decreases as the increase of SNR, while the conventional method decreases slightly. Secondly, the proposed method gives smaller RMSE than that of the conventional method. Thirdly, the RMSE for small P failing is smaller than that for large P failing , which means it is easier to diagnose AUT with small element failing rate. As P failing = 0.5 which is a neither large nor small element failing rate, performance of the proposed method deteriorates, while is still better than that of the conventional method. Furthermore, among the proposed methods with different values of p, it is observed that p = 2 gives approximated best performance when P failing = 0.1, which is natural to see since the generalized Gaussian distribution with p = 2 is most suitable for modeling a full vector. As P failing increases, it is observed that p = 2 is no longer the best choice, since the array excitation vector becomes not full. Using a smaller p gives better performance, which coincides with the result derived in Figure 1 .
RMSE shows accuracy of absolute array excitation restoration of the method, while DER is the most concerned for array diagnosis. Table 2 shows the DER of various methods versus SNR for different P failing with M = 50. It is observed that for P failing = 0.1, the proposed method with different values of p give identical result, i.e., no fault diagnosis happens. For contrast, the conventional method gives a DER about 0.07. When P failing increases to 0.3, DERs of various methods become larger. The proposed method gives DER about 0.005 to 0.04 for SNR from 60 to 20 dB, while the conventional method gives DER about 0.15 to 0.22 for the same SNR. Similar to RMSE, when P failing = 0.5, DER also becomes large, which is about 0.01 to 0.1 and 0.22 to 0.28 with SNR from 60 to 20 dB for the proposed method and the conventional method, respectively. Also, the proposed method with p = 2 gives larger DER than those with p < 2 for large P failing , which means it is better to use a smaller p when P failing is large. Therefore, when P failing is unknown a prior, p < 2 is recommended.
B. ARRAY DIAGNOSIS OF A CONFORMAL ARRAY
In the second simulation, the AUT is a conformal array which has 5 × 5 elements located on a cylinder. The coordinate of the i th sensor is given by [2.5λ cos(φ i ), 2.5λ sin(φ i ), z i ], where φ i and z i are uniformly sampled within [−50 o , 50 o ] and [−λ, λ], respectively. Gaussian excitation is used. In this simulation, we evaluate the performance of various methods against the number of data M . To simulate real applications, P failing = 0.1 is considered. Based on the results of the previous simulation, the proposed method with p = 2 is employed. Figure 5 shows the restored array excitation with M = 30 and SNR = 20 dB. It is observed that when M = 30, the proposed method is able to accurately restore the array excitation, while the conventional method fails to do so. The CVX method roughly restore the array excitation, but it can be noticed that the estimated excitation of the element at the right-most bottom of the AUT is significantly smaller than its real value, which may cause incorrect array diagnosis result.
To see average performance, Figure 6 shows RMSE between the real and restored absolute array excitations using various methods versus M with P failing = 0.1 and SNR = 20 dB. It is observed that the proposed method gives better estimation results than the conventional method for all the considered M . As M is smaller than 30, the conventional method gives very large RMSE of the restored absolute array excitation. Finally, Figure 7 gives the corresponding DER of the two methods. Since the DER of the proposed method is zero for all the considered M , its plot is omitted from the figure. It is observed that the plots of DER versus M are similar to the plots of RMSE versus M . DERs of various methods decrease as M increases. Therefore, increasing observation data facilitates restoration of array excitation as well as diagnosis of failing elements. However, conventional method requires a larger M than the proposed method to realize satisfactory diagnosis. For a given M , the proposed method gives more accurate array excitation restoration and array diagnosis results than the conventional method.
C. EXPERIMENTAL RESULTS
In this section, experimental data are collected to verify validity of the proposed method. The AUT is a planar array with 36 elements whose positions are shown in Figure 8 , where the blue dots denote the failing elements. Instead of measuring y in different directions, following procedure is conducted to generate measurements. A horn antenna transmits a narrowband signal from the normal direction with respect to the AUT. A single snapshot impinging on the array is weighted using different weighting vectors and then summed to generate {y m , ∀m}. Denoting the received snapshot by x and the weighting matrix as A, we have y = Ax which is also a linear model identical to that of (1). In the experiment, A is chosen as the array manifold matrix. The modulus of y is recorded to locate failing elements. Impulsive noise is added after the modulus of y is obtained. Figure 10 shows the restored absolute array excitation using different methods with M = 80 and SNR = 20 dB. It can be observed that the conventional method is unable to give accurate estimation of the absolute array excitation. The proposed method and the CVX method are able to give satisfactory performance. However, as previously analyzed, one of the main drawbacks of the CVX method is its high computational burden.
VI. CONCLUSIONS
In this paper, an array diagnosis method using amplitude-only far field data in impulsive noise environment is presented. The proposed method is realized iteratively based on proximal gradient method. Computer simulations and experiment show that the proposed method gives better performance than the conventional method in impulsive noise environment. Specifically, given a number of amplitude-only far field data, the proposed method gives smaller RMSE and DER than those of the conventional method. Furthermore, the value of p can be adjusted to adapt to different element failing rates if the failing rate is known or can be estimated a prior. Otherwise, p < 2 is recommended.
