In this paper we develop a model for a capacitated production/ distribution network of general (but acyclic) topology with a general bill of materials, as considered in MRP (Material Requirement Planning) or DRP (Distribution Requirement Planning) systems. This model assumes stationary, deterministic demand rates and a standard stationary cost structure; it is a generalization of the uncapacitated model treated in the seminal papers of Maxwell and Muckstadt (1985) and Roundy (1986). The capacity constraints consist of bounds on the frequency with which individual items can or need to be replenished.
(1) Constraints on Production and Distribution Resources
Assume a product is manufactured in a dedicated facility with a capacity of C hours (e.g., per day). For each production run, a setup time S is incurred; variable processing times increase proportionally with the size of the production run at a rate of u hours per unit produced. If a policy replenishes the product every T days, the total capacity required for a single run cannot be larger than the available capacity in an interval of length T, i.e.,
u(Td) + S < TC or T ? b = S/(C-ud).
Similar capacity constraints arise, e.g., in multiechelon distribution systems in which a facility is supplied from a unique internal or external supplier, via a fleet of vehicles of given capacity C.
(2) Limited Storage Space Assume a product with demand rate d is stored in a dedicated storage area with capacity Q. Thus if a zeroinventory ordering policy replenishes the product every T time units, the order quantity (dT) represents the maximum inventory level and cannot exceed the capacity Q. Thus, dT < Q or T < b = Q/d.
(3) Palletized Reorders
Strongly advocated in Just-in-Time programs is the use of pallets capable of containing for item i a multiple, say bi of its daily demand di. It is reasonable to consider situations where all pallet sizes (bi: i E N) are chosen as power-of-two multiples of a common standard size TL, i.e., for every item i, bi = 2' i TL for some integer ni.
As the product is progressively manufactured, it is also reasonable for lots to be split so that ni ? nj for (i, j) E A(G), perhaps because of the size of the now partially assembled product. As a result, setup costs fail to be independent of the batch size Q, but instead are proportional with the required number of pallets; thus,
Ki(Q) = K[Q/(bidi)l (1)
where Fxl represents the smallest integer greater than or equal to x. It is easily verified (see Appendix 1) that an optimal nested power-of-two policy can be found for this setting, assuming a simple fixed setup cost K (instead of the step function (1)) prevails and imposing the constraint Ti ? bi. There are many other settings where the cost associated with a production run or distribution delivery is a step function of the production (distribution) volume, as in (1). Examples include production with containers or vessels or distribution with vehicles of given, standardized sizes. Order cost structures of this type have, for example, been considered in Lippman (1969 Lippman ( , 1971 ), Swoveland (1975) , Aucamp (1982) and Joneja (1989) .
We refer to Zheng (1987) for a description of a branch-and-bound method which may be used when the bi numbers fail to be nested power-of-two multiples. An instance of the model in this paper is used to evaluate each node of the branch-and-bound tree.
In addition, upper bounds for the replenishment cycles are often self-imposed in Just-in-Time programs because of the increasing realization that inventory re-ductions which result from shorter cycles have benefits far beyond those of reduced direct inventory carrying charges. For example, warehouse and floor space needs are reduced significantly to the point where complete warehouses can be closed down and significant amounts of plant floor space become available for alternative uses. Material handling costs can be cut. Reduced inventories imply shorter leadtimes, which in turn allow for faster responses to changing customer needs and faster feedback with quality problems, thereby reducing scrap losses and rework costs. We refer to models with such capacity constraints as capacitated models, and those without such constraints as uncapacitated models.
As mentioned above, the uncapacitated model was introduced in a seminal paper by Maxwell and Muckstadt (1985) . These authors identify an O(N4) (Divideand-Conquer) algorithm for the determination of an optimal nested power-of-two policy. Under a nested policy, each node j places an order each time any one of its immediate predecessor nodes i does. (Node i is a predecessor of j, if (i, j) E A(G).) Roundy (1986) shows that the cost of the best nested power-of-two policy may be arbitrarily bad compared to the optimum cost value, but that the cost of the best unrestricted (i.e., nested or unnested) power-of-two policy is guaranteed to come within 6% or 2% of the optimum cost value (depending upon whether the base planning period is fixed or may be varied respectively). He also shows that the Divide-and-Conquer algorithm can be used to determine an optimal power-of-two policy in 0(R3N) time with R the number of routes in the network, i.e., the number of directed paths in G that start at an arbitrary node and terminate at a node with external demand. In this paper we consider a fixed base planning period.
As mentioned above, we derive a pair of algorithms capable of determining an optimal power-of-two policy for the general capacitated model. The fastest of these algorithms determines an optimal power-of-two policy in O(RN2) elementary operations. When used to determine the best nested power-of-two policy, its complexity is O(N3). The complexity of these algorithms, even when applied to the uncapacitated model, compares favorably with that of existing alternative methods, which, we recall, is 0(R3N) to find the best unrestricted power-of-two policy and 0(N4) to find the best nested power-of-two policy. Both of the proposed algorithms consist of a limited number of maximum flow computations thus enabling the use of standard software packages.
As shown in Maxwell and Muckstadt (1985) and Roundy (1986) , the problem of determining an optimal power-of-two policy may be formulated as a nonlinear integer program with the replenishment intervals as decision variables. As is the case for the Maxwell and Muckstadt algorithm, the first of the two algorithms proposed in this paper is based on a two-stage procedure: the first stage constructs a solution of the continuous relaxation of the problem; in the second stage this solution is rounded to a power-of-two vector. When applied to uncapacitated models, the two-stage procedure may in fact be viewed as a variant of Maxwell and Muckstadt's Divide-and-Conquer algorithm. We develop in addition a direct algorithm which solves the integer problem directly. Its complexity is smaller than that of the two-stage algorithm by a factor N. The two stage procedure on the other hand, has the advantage of generating (as an intermediate result) a solution to the continuous relaxation, the cost of which provides a lower bound for the minimum cost value.
The two-stage algorithm is based on a characterization theorem describing necessary and sufficient conditions for an optimal solution of the relaxed program. This characterization theorem extends the corresponding theorem for uncapacitated models, as obtained in Jackson et al. (1988) . Our proof is based on two simple duality results only: the duality theorem for convex programming and the max-flow min-cut theorem. The proof motivates our maximum flow based algorithm. A similar characterization theorem may be obtained for the original integer program and motivates the direct algorithm.
The remainder of this paper is organized as follows. In ?1, we introduce the uncapacitated and capacitated model and discuss various settings in which bounds arise for the items' replenishment frequencies. Section 2 states the characterization theorem for the relaxed problem and the two-stage algorithm; in ?3, we describe the direct algorithm and the underlying characterization algorithm for the original integer program. In ?4 we describe how our algorithms specialize when applied to the uncapacitated model.
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The Model
In this section we introduce notation and preliminaries required for the remainder of this paper. We first specify a mathematical programming formulation for the model without capacity constraints (subsection 1.1 ); next, capacity constraints are added to the model.
The Uncapacitated Model
Since the network G is acyclic, assume without loss of generality that the products are numbered such that (i, j) E A(G) only if i < j. These incremental holding cost rates are assumed to be nonnegative, i.e., hi ? 0, i E N(G). Let No be the set of products with no predecessors. Without loss of generality, we assume that hi > 0 for all i E No: if hi = 0 for some i E No, infinitely large quantities of this product may be ordered from external sources with zero resulting inventory costs. Such a product may clearly be eliminated from the model. Let Ki denote the fixed cost of replenishing product i. Recall that the variable production / distribution costs are assumed to be proportional to the corresponding production / distribution volumes. The value of these cost components is thus constant under any reasonable replenishment strategy, i.e., any strategy under which the items' long run average production rates equal the corresponding demand rates, and may hence be ignored.
The long-run average holding costs under a powerof-two policy are most easily assessed by charging the incremental holding cost rates to echelon inventories. The echelon inventory of product i is the number of units of that product in inventory at node i, or as "components" of units of inventory at any of product i's direct or indirect successor nodes.
Note first that if a power-of-two replenishment policy T is nested, the echelon inventory of any product i reaches zero at each of its replenishment epochs, since these epochs represent replenishment epochs for all successor nodes as well. This is a consequence of the zero-inventory ordering property discussed in more detail in Roundy (1986) The number of routes in a general product network may clearly grow exponentially with the number of products; in most practical production /distribution settings, however, the product network is extremely sparse, and R is of reasonable size. The route-product network can be generated in O(R) time, see Zheng (1987). It is noteworthy that the complexity of the algorithms developed in this paper remains linear in R.
The Capacitated Model
The above model assumes that no restrictions apply to the products' replenishment frequencies. As explained in the introduction, there are many settings where such frequency constraints need to be enforced. When restricting oneself to the class of power-of-two policies, these frequency constraints can often be translated into simple upper bounds (or lower bounds) for the products' replenishment intervals. When added to (7)-(9), the formulation of (GP) becomes:
(GCP) min ( Groenevelt (1985) , and Federgruen and Groenevelt (1986 Groenevelt ( , 1987 . Efficient algorithms for this more general class of network flow problems have been proposed by Groenevelt (1985) and Federgruen and Groenevelt (1986, 1987) .
In the case of uncapacitated nonnested models, G represents the route product network (see Figure 1) These above network flow problems are thus bipartite, a special structure which may be exploited to achieve considerable efficiency improvements.
A Two-stage Procedure Based on a Characterization Theorem for (RCP)
In this section we derive a two-stage procedure for the general capacitated problem (GCP). In the first stage an optimal solution of its continuous relaxation (RCP) is determined. As pointed out in the introduction, the optimal value of (RCP) is a lower bound, not only for the minimum cost among all power-of-two policies but also for the overall minimum cost among all (feasible) policies. For the uncapacitated model this result is shown in Roundy (1986) . For the capacitated model this is proved in Appendix 2. From this lower bound result, it follows (see Theorem 3) using standard arguments that the average cost of an optimal power-of-two policy comes within 6% of this lower bound and hence of optimality. We start with a theorem characterizing optimal solutions of the relaxed problem. The proof of this characterization theorem is based on a simple application of the duality theorem of convex programming and the max-flow min-cut theorem. Throughout this and the following section, we need to discuss maximum flows in the following associated networks G'(i-) and their "relaxed" associated networks G ( -). G,)/b(G,) + H(G,)b(G,)) , We construct (X', x', v') in the following two-step procedure:
Step 1. Find a maximum flow y? in G'(b(GI)).
Step 2. Find a maximum flow y in Gt (b(GI)) by using any shortest augmenting path algorithm starting with initial flow y?. Then let Xi = ysi -ySi, Vi = y3it, E N(GI); also let xij = yij((i, j) &A(GI)). We show that (X', x', v') is a feasible solution of (CD,) and that (21 
By the max-flow min-cut theorem, it is equivalent to show that { 0, G }is a minimum cut of G'(b(GI)), i.e., for any directed partition (GI, G1) of GI, H(GI) ' H(G1) + K(G_)/b 2 (GI), and the latter follows from (iii) (b). Thus (X', x', v') is feasible, and it remains to be shown that (21) is satisfied. For the latter, it suffices to show that

Vi = Ki/b2(GI), i E N(GI) (23) because (22) and (23) imply that X(GI) = y Ysi -H(GI) = v(GI) -H(GI) iEN(GI) = K(G1)/b2(GI) -H(GI).
bi * b(GI) implies that i 5f N?(G,), and hence that Xi = 0. Therefore, b(GI)X(GI) = Xi bX.
iEN (GI)
Thus, In Theorem 2 we show that the above algorithm solves (RCP). We first need the following lemmas which characterize minimum cuts in the associated networks G (vT) and G + (iT) respectively. These lemmas are proven in Appendix 2. LEMMA 2. Let G, be a subgraph of G and T > 0; let (G1, G2) be a minimum cut of G&(r). Then, (i) (G1, G2) is a directed partition of GI. (
DI(X', x', v') = 2K(GI)/b(GI) -b(GI)X(GI) = 2K(GI)/b(GI) -b(GI)(K(GI)/b2(GI) -H(GI)) = K(GI)/b(GI) + H(GI)b(GI).
To verify (23), it suffices to show that the arcs { (i, t): i E N(GI) } are saturated by y' or equivalently that {(i, t): i E N(GI)} is a minimum cut of G +(b(GI)). Note that the capacity of any directed partition (GI, G1) of GI, with N(G,) f N?(G,) = 0, is H(G,) + K(G1)/b2(GI) > K(G1)/b2(GI) since K(G,)/H(G,) ' b2(GI) in view of (iii) (a). All other cuts have infinite capacity.
We prove the necessity part via the following simple perturbation argument. Let T* be an optimal solution of (RCP). (i) is necessary for feasibility. Suppose to the contrary that (ii) does not hold for some G,. If T(l) > (K(G1)/H(G1)) )1/2 take E sufficiently small such that T(l) -e > T(l -1) and let T, = T*-if i E N(G1) and T = T* otherwise. (We refer to T' as a negative e-perturbation of T*.) T' is clearly feasible for (RCP) and c(T') < c(T*), a contradiction. Similarly, if T(l) < min(b(G,), (K(G1)/H(G1))1/2) then a positive e-perturbation of T * on GI would improve c(T*). This proves (ii). For (iii), assume to the contrary that there exists a directed partition (GI, G1) of GI (for some 1) such that (a) or (b) is violated. If (a) does not hold, a positive Eperturbation of T* on G1 would improve c(T*); otherwise, a negative e-perturbation of T* on GI would improve c(T*). C Theorem 1 suggests that solutions to (RCP) may be characterized by partitions of the node set N. For a given partition (G1, G2, . . ., GM) let the associated solution T be defined by
A partition will be referred to as optimal, if the associated T-vector is an optimal solution of (RCP). In view of Theorem 1, a partition (G1,. . . , GM) is optimal if and only if the partition is (i) directed; (ii) monotone: min[b(GI), (K(GI)/H(GI))1/2] ? min[b(G,+1), (K(GI1?)/H(G+1
(ii) K(G1)/H(G1) < T2 < K(G2)/H(G2). If the cuts
1) T(l) = (K(G1)/H(G1))1/2. Since K(G1)/T2(1) = H(GI), (GI, 0) is also a minimum cut of G'(T(l)). By Lemma 2(iii), we have K(GI)/H(GI) < T2(l), so that (iii) (a) follows. (2) T(l) = b(GI) < (K(G1)/H(G1))1/2 and (GI, 0) is a minimum cut of Gt(T(l)).
ApplyingLemma 3(iv)(a) with G1 = G1, G2 = 0, G1 = G,, we have K(G1)/H(G1) < T2(1) or b(G1) = b(G,) which is (iii)(b). (3) T(l) = b(GI) < (K(G1)/H(G1))1/2 and (GI, GI+1) is a minimum cut of (GI U GI+1)+(T(l)). Applying
Lemma 3 (iv) (a) with G1 = GI, G2 = GI+1, G1 = G1, we have (iii)(b) again.
It remains to be proven that T(1) < T(2) < ... , GI+1) (I = 1, . . . , M -1 At some execution of Step 1 or Step 2 some subgraph of G, e.g., G5, containing GI and GI+1 is partitioned into (Gs, Gs) with GI C Gs, GI,, C Gs. Note that (Gs\Gl, GI) and (GI+,, Cs\GA+G) are directed partitions of Gs and Gs respectively. Consider the following two cases:
? T(M). Consider a pair (GI
(a) (Gs, Gs) is generated in some execution of step 1. In view of Lemma 2(ii),
K(G1)/H(G1) < min(K(Gs)/H(Gs), b2(Gs)) < K(G1+1)/H(G1+1).
Since b(G1+1) ? b(Gs) we have min(K(GI)/H(GI), b2(GI)) < min(K(GI)/H(GI), b2(Gs)) < min(K(G1+?)/H(G+1?), b2(GI+,)) or T(l) ? T(l + 1).
(b) (Gs, Gs) is generated in some execution of step 2. Note that the power-of-two vector T* satisfies the capacity constraints since every component Ti, when increased, is rounded up to the smallest power-of-two value ? T1; hence T* < bi for all i. Also, when Ti = bi, T* = Ti = bi. It is also easily verified that every nested vector T is transformed into a nested vector T*, thus maintaining feasibility.
In this case (0, Gs) is a minimum cut of G (T(l)) with T(l) = b(Gs), and (Gs
The complexity of the two-stage algorithm is clearly determined by that of (RCP). To characterize the latter, note that each execution of Step 1 follows an increase of either M or I by one unit and Step 2 is executed M times. Since M cannot exceed N, at most (3N -1) To verify this, note  first that when (G,, C,) is a nontrivial cut of some associated network G, or relaxed associated network GC, G, must contain at least one product node, since the cut would otherwise be of infinite capacity. We conclude that in the final partition (GC,. . . , GM) The proof of Theorem 3 is similar to that given in Zheng (1987, Theorem 3.6) for uncapacitated models.
An Integrated Algorithm Based on a Characterization Theorem for the Model's Integer Program
In this section we derive a characterization theorem for optimal solutions of the integer program (GCP), based on which a direct solution procedure is derived. In this case, if we replace the common reorder interval T (11) of N(G,,) by T(l), the new solution T' is easily verified to remain feasible and the objective value remains the same, i.e., T' is optimal. We thus conclude that an optimal solution T' for (CP,) exists with (G,1, . . ., GIa) as the associated partition, and T(l) < T(11). We now show that an optimal solution T" of (CP,) exists with T(l) < T(11) < < T(la) < T(l). 
Algorithms for the Uncapacitated Model
In this section we describe how the algorithms (RCP) and DIRECT (C) simplify when applied to the uncapacitated model. We refer to the simplified version as RP and DIRECT respectively.
Algorithm RP
StepO. M:= 1, 1:= 1, G,:=G.
Step 1. T = (K(G,)/H(G,))1/2. Find a maximum flow in G, (T); if (G,, 0) is a minimum cut, go to Step 2. Otherwise, we have a nontrivial minimum cut of G,,  (G,, G,). Renumber (G,, G,, GI+,1, ... , GM) as (G,, G,+1, .., GM+,); M M + 1 and repeat Step 1.
Step 2 . If 1 = M, stop; (G,, G2,. . . , GM) is the desired partition; otherwise 1 := 1 + 1 and go back to Step 1.
Algorithm DIRECT Let ro = ( / V2)(K(G)/H(G))
StepO. Let-r:=-r0.Findamincut(G1,G2)of G'(r); M:= 2.
Step 1. Same as Step 1 in Algorithm DIRECT (C).
Step 2 Optimal Solution Generated by DIRECT I G discussed in the introduction, these complexity bounds compare favorably with the best existing alternatives. We conclude this paper with an application of the DIRECT algorithm to the example model in Maxwell and Muckstadt (1985) . This model represents a production system of a major U.S. automobile manufacturer with 94 distinct operations, i.e., N = 94. As pointed out above, Maxwell and Muckstadt restrict themselves to nested policies and report that their algorithm requires 13 iterations. In each a network flow problem is solved, the complexity of which is equivalent to that of a maximum flow computation. The partition corresponding to the obtained optimal solution of (RP) is depicted in Figure 4 ; it consists of seven node sets. An optimal power-of-two policy, however, uses only 3 distinct reorder intervals, 128 days, 64 days and 32 days. The DIRECT algorithm finds this solution in 4 iterations only. The solution is shown in Figure 5 .' Optimal Power-of-Two Replenishment Strategies constitutes a lower bound for the minimum average cost achievable by any feasible policy, i.e., any policy which orders product i with a frequency less than or equal to by-(i e N).
Even though in nonnested models the general formulation of ( Let (X*, x*, v*) be an optimal solution of (CD,). Consider a given policy, time t > 0, and route r = (i1, . . . , im). Define, as in Roundy (1986), route r's echelon inventory E' as the total number of units of product il which are held in stock somewhere along the route r at time t (perhaps as components of more advanced products) and which have been specified to follow route r, measured in multiples of ldr, i.e., as the number of time units of demand for route r's (unique) end item which this inventory is capable of supporting. (iv) Assume Gfl nN?(G) = 0, i.e., b(0I) # b(G1). The capacity of (GI, GI U G2) is not smaller than that of (GI, G2), i.e., H(0I U G2) + K(GI)/T2 > H(G2) + K(GI)/T2, i.e., K(01)/H(01) c T2. Similarly the capacity of (GI U G2, 02) is no smaller than that of (GI, G2). Since 02 C G2, we conclude in view of (ii) that K(GI U 2)/T2 + H(02) 2 K(GI)/T2 + H(G2) or K(G2)/H(G2) 2 T2.
