Abstract-Existing multisensor multitarget tracking solutions have complexities that grow super-exponentially w.r.t. the number of sensors. In this letter, we propose a novel algorithm for multisensor multitarget tracking that is scalable w.r.t. the number of sensors. Our approach is based on the class of marginalized δ-generalized labeled multi-Bernoulli (Mδ-GLMB) densities, which can be used to define a principled approximation to the δ-GLMB density representing the true posterior in the sense of the multitarget Bayes filter. We derive the update equations of an Mδ-GLMB density that matches the δ-GLMB density in cardinality distribution and first moment, as well as minimizes the KullbackLeibler divergence w.r.t. the true δ-GLMB density over the class of Mδ-GLMB densities. The proposed Mδ-GLMB density is then used to define an approximate multisensor sequential update step. Simulations in multisensor scenarios with radar and range-only measurements verify the applicability of the proposed approach.
I. INTRODUCTION

M
ULTISENSOR multitarget tracking (MSMTT) systems lead to improved surveillance performance in terms of robustness, spatial/temporal coverage, ambiguity, spatial resolution, and system reliability [1] . Three major paradigms for MSMTT problems exist in the literature: Joint Probabilistic Data Association (JPDA) [2] , [3] , multiple hypotheses tracking (MHT) [4] - [9] , and Mahler's finite set statistics (FISST) [10] - [12] .
FISST is based on the idea of using random finite sets (RFSs) to model the multitarget state [10] . The probability hypothesis density (PHD) [13] , [14] , cardinalized PHD (CPHD) [15] , [16] , and multi-Bernoulli (MeMBer) filters [17] are tractable approximations to the multitarget Bayes filter derived using FISST [10] , [11] . Recently, a closed-form solution to multitarget tracking problems described by the standard multitarget prediction/update model [10] was derived [18] . The solution was obtained using the δ-generalized labeled multi-Bernoulli (δ-GLMB) density [19] , also known as Vo-Vo density in [11] and [20] .
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C. Fantacci approximations with reasonable complexity. The general multisensor PHD filter introduced in [21] and [22] have limited practical interest due to their complexity. Computationally cheap multisensor PHD/CPHD were developed using the iteratedcorrector strategy [21] , [23] , [24] . Order-invariant PHD/CPHD update equations were proposed in [25] and tested in [26] . A distributed multisensor CPHD filter using consensus was presented in [27] . Recently, exact multisensor CPHD filter equations, as well as a computationally tractable approximate implementation, have been proposed in [28] . The multisensor PHD/CPHD filters are principled moment-based approximate solutions to MSMTT problems. However, they suffer from the spooky effect [29] and do not inherently produce trajectory estimates but require postprocessing for tracks extraction [30] .
In this letter, we propose a novel solution to the MSMTT problem using the labeled RFS model [18] , [19] . The new algorithm has complexity that scales w.r.t. the number of sensors, and is derived using the class of marginalized δ-GLMB (Mδ-GLMB) densities [31] , [32] , which can be used to define a principled approximation to the δ-GLMB density representing the true posterior in the sense of the multitarget Bayes filter. Indeed, the δ-GLMB density [18] , [19] can be used to derive a closed-form solution to the MSMTT problem. However, this solution may have limited applicability since its complexity grows super-exponentially with the number of sensors. We derive the update equations of an Mδ-GLMB density that matches the true δ-GLMB density in cardinality distribution and first moment, as well as minimizes the Kullback-Leibler divergence (KLD) w.r.t. the true δ-GLMB density over the class of Mδ-GLMB densities. The specific Mδ-GLMB density can be interpreted as the result of a marginalization step over the association history space of a δ-GLMB density. Finally, the proposed Mδ-GLMB density is used to define an approximate multisensor sequential update step. Simulation results for MSMTT scenarios using radar and range-only measurements are presented to validate the proposed approach.
This letter is organized as follows. In Section II, we discuss the multisensor δ-GLMB update step. In Section III, we propose an optimal Mδ-GLMB approximation to the true δ-GLMB density and use it to construct a multitarget tracker for MSMTT problems. Simulations are discussed in Section IV, while conclusion and future research directions are collected in Section V.
II. BACKGROUND
A labeled RFS is an RFS whose elements are assigned unique distinct labels [18] . The single-target state-space X is the Cartesian product X × L, where X is the kinematic/feature space and L is the (discrete) label space [18] , [19] , [31] - [33] . A finite subset X of X × L has distinct labels if and only if X and its labels { : (x, ) ∈ X} have the same cardinality.
1070-9908 © 2016 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.
We denote a generalization of the Kroneker delta and the inclusion function that take arbitrary arguments such as sets and vectors by
and we write 1 Y (x) when X = {x} [18] , [19] . Furthermore,
where h is a realvalued function, with h ∅ = 1 by convention [10] . An important class of labeled RFS is the GLMB family [18] , [19] . In particular, under the standard multitarget model [10] , the GLMB is a conjugate prior that is also closed under the Chapman-Kolmogorov equation [18] . A GLMB RFS π with state space X, and (discrete) label space L, is given by
where Θ is a discrete index set, p (θ) (·, ) is a density on X, and the weights w (θ) (L) are such that L⊆L θ∈Θ w (θ) (L) = 1. A δ-GLMB RFS with state space X, (discrete) label space L, and association space Θ is a special case of GLMB RFS where
where F(L) is the space of all subsets of L, each p (I,θ) (·, ) is a density on X, and the weights w (I,θ) are such that
In multitarget tracking problems, the index I is used to store multitarget hypotheses, while the index θ keeps track of different measurement-to-track association histories [18] , [19] .
A. Multisensor δ-GLMB Filter
Let the multitarget state at time k be represented by the finite set 
where π k+1|k is the prediction density, f k|k−1 is the labeled transition kernel, g k,s is the multitarget likelihood function for sth sensor, and the labeled set integral is defined in [18] . If the prediction density π k|k−1 is a δ-GLMB, then the posterior density π k is a δ-GLMB that is derived by performing δ-GLMB updates sequentially for
where the update operator U s is defined below. Notice that we drop the time index k in the definition to simplify the notation.
Definition 1: Let Π be the space of all δ-GLMB densities π : X → R + . Given a δ-GLMB density π s−1 and the measurement set Z s , we define the δ-GLMB update operator 
Remark 1: The multitarget density π s in (8) can be rewritten in the δ-GLMB form (2) by setting Θ = Θ 0 × Θ 1 (I) × · · · × Θ s (I) as the new association space. Specifically, Θ 0 is the prior association history space, and Θ s (I) is the association space due to the sth sensor update in (5)- (7), i.e., the set of mappings θ s :
e., at most one measurement per target, and a measurement can be assigned to at most one target). are the parameters of the prior δ-GLMB density used to initialize the update recursion (5)- (7) .
Remark 3: The multisensor δ-GLMB update in (5)- (7) is exact and order independent if pruning of components is not performed after each δ-GLMB update. However, the complexity grows super-exponentially w.r.t. the number sensors, due to the assignment problem in each δ-GLMB update [19] .
III. MULTISENSOR Mδ-GLMB FILTER
In this section, we present the novel approach to MSMTT problems. We derive the novel Mδ-GLMB update step as a principled approximation to the δ-GLMB update. In particular, the proposed Mδ-GLMB update for MSMTT problems has complexity that scales linearly w.r.t. the number of sensors.
A. Marginalized δ-GLMB Approximation
The premise of the proposed Mδ-GLMB filter is a principled approximationπ of the δ-GLMB posterior π by retaining only a single hypothesis for each label set I.
Notice that also the LMB density [34] could be used to derive a scalable MSMTT algorithm. However, the LMB recursion is not closed under the update operation. To close the filtering recursion, the LMB density is transformed into a δ-GLMB density, which is then updated and approximated with an LMB [34, Fig. 4 ]. The approximation matches the PHD of the posterior density, i.e., the mean cardinality and the average number of targets, but its cardinality distribution is approximated using a multi-Bernoulli distribution. Thus, while the mean cardinality of the posterior density is preserved, the full description of its cardinality is lost in the process [34, Sec. III.B and III.C]. The principled approximation of the δ-GLMB resulting in the Mδ-GLMB density preserves both PHD and cardinality distribution of the posterior density.
Proposition 1: Given a δ-GLMB π of the form (2), the Mδ-GLMBπ that preserves PHD and cardinality distribution of π as well as minimizes the KLD w.r.t. π over the class of Mδ-GLMB densities is given bŷ
Proof: Any labeled multitarget densityπ of the form
where
is a density on X can be approximated using the GLMB form
It was shown in [33] that the above approximation preserves the PHD and cardinality distribution ofπ as well as minimizes the KLD w.r.t the class of all multitarget densities of the form (16) . To derive (14) and (15), we first rewrite π in the form (16) using [33, Def. 1] . Thus, from [33, eq. (17)], we havē
and from [33, eq. (18) ], we havē
Now, from (18), we find (14) for the Mδ-GLMB weightŝ
For the spatial density, we start with (19)
and then use (20) for the label set I = { , 1 , . . . , n }p
which proves (15) for the Mδ-GLMB spatial densities.
B. Multisensor Mδ-GLMB Update
The proposed Mδ-GLMB density in (13)- (15) can be used to devise a scalable multisensor update step. This is done by performing the Mδ-GLMB approximation after each δ-GLMB update in the multisensor recursion (5)-(7).
Definition 2: Let Π be the space of all δ-GLMB densities π of the form (2), and letΠ be the space of all Mδ-GLMB densitiesπ of the form (13) . The Mδ-GLMB operator M : Π →Π is given byπ = M [π] whereπ is defined in (13)-(15).
If the multitarget prediction density π k|k−1 is an Mδ-GLMB density of the form (13) , and the measurement sets Z k,1 , . . . , Z k,ns are conditionally independent given the state X, the multisensor Mδ-GLMB update step is given bŷ
for s = 1, . . . , n s and where the parameters ofπ k,s in (23) arê
Remark 4: The number of components stored/computed in
After the Mδ-GLMB approximation in (23) , only |F(L)| components are retained, where |F(L)| is the number of components generated in prediction to represent π k|k−1 . Thus, each δ-GLMB update in (22) is performed by starting from the same number of components |F(L)|. In turn, this implies that the multisensor Mδ-GLMB update has memory/computational requirements that scale linearly with the number of sensors when compared to the single-sensor Mδ-GLMB update. Conversely, the memory/computational requirements of the multisensor δ-GLMB update in (5)- (7) scale super-exponentially with the number of sensors [19] . Hence, the multisensor Mδ-GLMB update is preferable due to its scalability property and its being a principled approximation in the sense that each Mδ-GLMB posterior π k,s in (23) matches the PHD and cardinality distribution of the δ-GLMB posterior π k,s , and minimizes the KLD w.r.t. the δ-GLMB posterior π k,s in (22) over the class of Mδ-GLMBs.
The δ-GLMB filter implementation [18] , [19] applies directly to the Mδ-GLMB filter. A pseudocode of the Mδ-GLMB prediction/update steps is given in Algorithm 1. The recursion includes the same prediction step as for the single-sensor δ-GLMB recursion [19] . Pruning/thresholding of components is performed at the end of the for-sensors loop.
Algorithm 1. Multi-sensor Mδ-GLMB filter
procedure Mδ-GLMB TIME k Table 2 ] π (0)
See (8)- (12) π (s)
See (25) and (26) 
IV. NUMERICAL RESULTS
We consider a 2-D problem with up to 10 targets midscenario, over a surveillance area of 1 km 2 . We first measure the performance loss of the Mδ-GLMB filter w.r.t. the δ-GLMB filter using a single-sensor radar setting. We then measure the performance of the Mδ-GLMB using a multisensor setting with range-only sensors and an increasing number of sensors. We report the simulated trajectories in Fig. 1 along with the positions of 36 range-only sensors. For the radar case, we positioned the sensor at the Cartesian origin.
The single-target state is denoted by x = [p x ,ṗ x , p y ,ṗ y ] , i.e., the Cartesian position and velocity vectors. The motion is modeled according to the nearly constant velocity (NCV) model [3] with maximum acceleration σ w = 5 m/s 2 . For modeling the radar and range-only sensor returns, we use the standard range-azimuth and range-only measurement equations with additive Gaussian noise [35] . Specifically, the noise for the range-azimuth case is described by n RA ∼ N (0, R RA ), where
2 , while the noise for the range-only case is described by n TOA ∼ N (0, R TOA ), where R TOA = (10 m) 2 and R TOA = (25 m) 2 . For both single and multisensor scenarios, the clutter is a Poisson process with parameter λ c = 5 and uniform spatial distribution. The sensor sampling time is T s = 1 s and the detection probability is P D = 0.9. The birth process is modeled by a four-component LMB density (see Table I ).
In Fig. 2 , we report the results for the radar case. We compare the Mδ-GLMB and δ-GLMB filters in terms of the position optimal subpattern analysis (OSPA) metric [36] and meansquared error (MSE) on the estimated number of targets. It is immediate to verify that the proposed Mδ-GLMB approximation has almost negligible performance loss for this scenario. The alternating errors at the end of simulations, common to both δ-GLMB and Mδ-GLMB, are due to target disappearance, which are accounted by the filters in one filtering step. For the multisensor case, we test the Mδ-GLMB algorithm for an increasing number of range-only sensors, i.e., from 3 to 35 sensors. Specifically, we start with an array of 36 equally spaced sensors as shown in Fig. 1 , and then randomly pick the desired number of sensors for each simulation. We run 50 Monte Carlo trials for each sensors configuration using the same trajectories and different measurement noise realizations. In Fig. 3 , we report the results in terms of position OSPA and CPU time averaged over the Monte Carlo trials and time. The proposed approximate multisensor Mδ-GLMB filter yields satisfactory tracking performance, Fig. 3 (top) , and seems to exhibit linear increase in computational time with increasing number of sensors Fig. 3 (bottom) . Notice that the exact solution via δ-GLMB would be intractable for this scenario.
V. CONCLUSION AND FUTURE RESEARCH
A novel solution to MSMTT problems using the marginalized δ-GLMB density was presented. The proposed filter has complexity that scales linearly with the number of sensors, and it is a principled approximation in the sense that each updated Mδ-GLMB posterior matches the δ-GLMB posterior in cardinality distribution and first moment as well as minimizes the KLD w.r.t. the δ-GLMB posterior over the class of Mδ-GLMB densities. Simulation results for MSMTT scenarios using radar and range-only measurements were presented to verify the applicability of the proposed approach.
