Expressive speech modeling is a new trend in speech processing, including emotional speech synthesis and recognition. So far, emotion recognition from speech signal has been mainly achieved using supervised classifiers. However, clustering techniques seem well fitted to resolve such a problem, especially in huge databases, where speech labeling may be a hard and tedious task. This paper presents a novel approach for emotion recognition from speech signal, based on fuzzy clustering, including probabilistic, possibilistic and graded-possibilistic c-means. In comparison to crisp clustering, mainly using kmeans, fuzzy c-means look more fitted for this problem, and potentially offer an innovative way to analyze emotions conveyed by speech using membership degrees.
Introduction
Nowadays applications are more and more interactive, which requires an optimal human-machine interaction. To fulfill this goal, speech seems as the most obvious and natural way. Though a considerable progress has been registered in many speech processing applications, such as automatic speech recognition, speaker verification, text-to-speech synthesis, etc., speech technology is still struggling to deal with natural aspects of speech, especially emotions. Actually it is still problematic to accurately detect emotion from speech, i.e. emotion recognition, or to generate an emotional speech, i.e. expressive speech synthesis.
Typically emotion recognition from speech is considered as a pattern recognition problem. Hence a vari-ety of models, feature sets and databases have been developed and tested since many years to enhance recognition rates. Emotion recognition models could be split into classification vs. clustering ones. Emotion classifiers include all well-known supervised learning techniques, such as hidden Markov models using Gaussian mixture models (HMM-GMM), artificial neural networks (ANN) and support vector machines (SVM); whereas unsupervised techniques used for this purpose include K-means and SOM (self-organizing maps). Also, other models, mainly combining basic models were used [4] . In the same way, features could be classified into prosodic vs. acoustic ones. Prosodic features, like phone duration, fundamental frequency (F 0 ) and energy, are more related to perceptual/phonological aspects of speech, namely rhythm, intonation and loudness. On the other hand, acoustic features like MFCC (Mel-Frequency cepstral coefficients), LSP (Linear spectral pair) and others, are more linked to the physical/phonetic aspects of speech. However in both cases, using global statistics, like mean, variance, range, min and max may reduce the effect of the linguistic aspects. Furthermore, several emotional speech databases have been designed or collected, including different labeling schemes. Actually the number of emotion labels depends on the emotion model, containing either basic emotions like Ekman model [3] or detailed ones, like Russel [16] and Plutchik [14] models. Though speech and emotion recognition have been historically developed using classification tools, like HMM-GMM, ANN and SVM, clustering has been also successfully used for this goal. Hence, in [20] SOM were used to cluster expressive speech styles. Also, in [5] k-means were applied to detect emotions and voice styles. Though the results were satisfactory, classification techniques are still outperforming clustering. Besides, to the best of our knowledge, only crisp clustering has been used so far in emotion recognition from speech. Therefore, in this paper we describe a study using fuzzy clustering for emotion recognition and analysis, from speech signal. Actually, such a clustering method was preferred because the membership function used in fuzzy clustering allows a) detecting the emotion conveyed by speech and b) analyzing the "purity" of the detected emotion. This paper is organized as follows: section 1 presents the state of the art of emotion recognition from speech, section 2 describes the fuzzy clustering techniques used in this work, section 3 details the experimental process, and finally the results are discussed.
Emotion recognition from speech

Emotion classes
Emotion recognition from speech relies on the established psychological models. For instance, Ekman model [3] states that there is a set of six basic emotions, i.e. neutral, anger, fear, surprise, joy, sadness, that are recognized whatever the language, the culture or the means (speech, facial expressions, etc.). More extended models of emotions rely on dimensionality. Hence, Russel's circumplex model [16] suggests that emotions can be represented in a bi-dimensional space, where the x-axis represents valence and y-axis represents arousal (cf. Figure 1 ). Figure 1 : Valence/arousal model of EMO-DB emotion classes [21] Furthermore, Plutchik proposes a tridimensional model [14] which combines the basic and the bidimensional models. Thus, the outer emotions are a combination of the inner ones.
Emotion recognition from speech
Historically, emotion recognition has inherited from speech recognition techniques. Actually, both tasks rely on speech signal analysis to extract a set of fea-tures that is fed into a classification/clustering model (cf. Figure 2 ). 
Emotion recognition models
Classification models The same set of models already used for speech recognition have been applied to emotion recognition. These models include supervised learning techniques like HMM-GMM [13] , ANN [12] and [9] , SVM [17] and more recently DNN, LSTM and CNN [11] . In [4] , it is reported that these models have been tested with approximately the same accuracy.
Another approach consists in using these classifiers in a combined scheme, either hierarchically, in series or in parallel. All these combined models were tested, giving nearly similar accuracy and outperforming single models, as reported by [4] .
Clustering models Though clustering was less used than classification for emotion recognition, some works have proved that it could be successfully used to detect emotions. For instance, in [20] SOM were applied to detect emotions from audiobooks, based on articulatory features; whereas in [5] , hierarchical kmeans were used to detect emotions in a corpus for expressive speech synthesis, relying on a standard set of prosodic and acoustic features. Note that, in order to detect inherent clusters, in the unsupervised case the choice of features is more important than in the supervised case.
Features
The latter point, i.e. feature selection, is of a crucial importance. Actually feature selection depends on the problem. Generally in speech recognition, features can be divided into prosodic vs. acoustic (or spectral) ones. Prosodic features include f 0 , intensity and phone duration, whereas acoustic features are extracted from spectrum such as MFCC (Mel-frequency cepstral coefficients), LSP (Linear spectral parameters), and their first and second time-derivatives (∆ and ∆-∆).
Another classification of features relies on the level of extraction, i.e. local vs. global features. Local features are those extracted at each frame, like f 0 , intensity, MFCC, etc., whereas global features are calculated using statistics all over the speech signal, like mean, variance, range, skewness, kurtosis, min and max values. This allows making the extracted features less dependent on the linguistic aspects of speech signal [4] . Interspeech'09 feature set [18] , GeMAPS [6] and Opensmile [7] are amongst the most used standard feature sets for emotion recognition, which use mainly global features. Still, feature selection using standard techniques, like ANOVA (Analysis of variance) and MI (mutual information) could be performed to choose the most contributory features.
Emotional speech databases
A variety of emotional speech databases were designed or recorded, covering more or less the emotion models described above, i.e. [3] , [16] , [14] . In [4] , an inventory of emotional speech databases shows that the main differences between them lie in a) the size, varying from a few tens of sentences to a few thousands [8] ; b) the number of speakers; c) the type of speech, whether uttered by professional actors, or recorded from spontaneous conversation like telephone recordings, and d) the number of emotions, which depends on the emotion model. In particular, EMO-DB database [2] has been widely used, since it covers all basic emotions in an equal and sufficient proportions.
Clustering methods
Clustering is the task of partitioning a set of data vectors or patterns into a fixed number of subsets, each defined by its centroid, so that each data sample is attributed to the subset which centroid is the closest. Clustering techniques could be inventoried following several criteria, whether they are hierarchical, partition-based, density/neighborhood-based or model-based [21] . However, partition-based grouping of clustering techniques looks to be the most adopted, since it allows discriminating crisp (hard) and fuzzy (soft) clustering. Furthermore, soft clustering techniques are also grouped into probabilistic vs. possibilistic ones.
Crisp clustering
Crisp clustering relies on the classical set theory, where an object either belongs or not to a cluster. In this case, clustering consists in partitioning objects into a fixed number of clusters.
Amongst the popular crisp clustering techniques, kmeans is probably the most used one. The k-means algorithm proceeds as follows: Initially k centroids are randomly chosen, then repeat the following actions: a) assign each object to the group having the closest centroid and b) recalculate centroids from objects assigned to the groups, until centroids don't change or the maximum number of iterations is reached.
K-means main advantage is its scalability, since it is able to process a very large data set. Actually only centroids have to be stored in memory. Nevertheless, k-means presents three major drawbacks, first its inability to reach a global minimum, secondly the dependence of the solution on the initial values of the centroids, and at last the dependence of the solution on the order of the objects in the data set.
Fuzzy clustering
The soft/fuzzy clustering approach consists in using a membership function instead of discrete/binary membership decision. Then an object belongs to all clusters, but with different membership degrees, having values between 0 and 1 [1] . The fuzzy clustering problem can be stated as follows: Given a set X = x 1 , ..., x n of data objects, a set Ω = ω 1 , ..., ω c and a member-
Moreover, looking to the membership function, fuzzy clustering methods could be split into probabilistic and possibilistic ones. Then the pair (Ω, ω) is :
Among the most popular fuzzy clustering algorithms, c-means supports both crisp and fuzzy clustering. Actually fuzzy c-means is based on minimizing the following cost function:
where µ jl is the degree of membership of pattern x l to cluster ωj and d jl is the euclidean distance between the pattern x l and the cluster centroid y j . Then the cluster centroid y j is computed as follows:
For c-means, the membership function is expressed by:
In the particular case where v jl = e −d jl βj and β j > 0 (β j is a cluster width parameter selected a priory), the generalized partition function Z l is defined as Z l = f ( c j=1 v jl ). In this case, the function f defines the type of c-means, i.e.
where α ∈ [0, 1] is the degree of probabilistic tendency. Also, it should be noted that in case of probabilistic c-means, c j=1 µ jl = 1, whereas this condition is not necessarily met in possibilistic and graded-possibilistic c-means [15] .
In [15] , the following parametrizations are suggested: α = 0 for fully possibilistic c-means α = 1 for fully probabilistic c-means 0 < α < 1 for graded-possibilistic c-means Besides, the cluster width parameter β j is suggested to be calculated as follows:
where t ∈ [0, 1] is the threshold satisfying that max h =j µ(y h , y j ) ≤ t, i.e. minimal overlap condition.
In particular t = 1/2 guarantees no overlap between clusters [15] .
Speech material
To perform this work, an emotional speech database was selected from the available speech corpora. In particular, EMO-DB [2] has been widely used and cited as a reference emotion recognition database. Besides, choosing a feature set was addressed with a special attention, since several feature sets have been proposed in the literature.
Speech database
EMO-DB is a public available database of prepared emotional speech. Actually prepared speech corpora differ from spontaneous speech, since they are elaborated by linguists to represent all the language phenomena in a balanced and normalized way. EMO-DB contains 10 German sentences (5 short and 5 long) uttered by 10 native-speaking professional actors (5 male and 5 female). Every sentence was uttered by every actor in 7 emotions (neutral, anger, boredom, fear, disgust, joy and sadness) once (or twice in a few cases). The sentences were recorded in an anechoic chamber, at 16 KHz sampling rate. The database was labeled including the emotion of each sentence, the syllabic segmentation and the stress level of each syllable. It should be noted that EMO-DB has provided the highest emotion recognition rates using classical classifiers, such as HMM-GMM and SVM, as reported in [18] .
Feature set
Since emotion recognition is a pattern recognition problem, different sets of features were proposed to solve such a problem. Actually most feature sets used the types of features described in section 2.2, i.e. prosodic, acoustic and in a lesser proportion articulatory features [20] . However, the global features, i.e. statistics calculated all over the speech signal, were generally preferred to local features, measured at each frame. Particularly, three features sets have widely been used for emotion recognition, i.e. Interspeech'09 feature set [18] , ComParE [19] and GeMAPS [6] . though the three feature sets share some common descriptors, like f 0 , loudness, MFCC, which are calculated using global statistics, the Interspeech'09 was preferred to conduct this work, for its preliminary results. Then features were extracted using Opensmile toolkit [7] . Table 1 and Table 2 show the complete set of features and the calculated statistics, so that 384 features ((16 descriptors + their 16 ∆-values) x 12 statistics) were extracted from each signal.
Classes
Initially, classes consisted in single emotions, namely neutral, anger, boredom, disgust, fear, joy and sadness. However, a second way to label speech signals was executed by using groups of emotions as classes instead of individual emotions. In fact, grouping emotions using the valence/arousal mapping was thought to increase clustering performance (cf. Table 3 ). Both sets of labels were evaluated during experiments.
Experiments
The experimental process was achieved through the following steps: a) Preprocessing, where the final features were selected among the extracted ones, using either ANOVA or mutual information (MI) test; then fuzzy clustering parametrizations was set (β value for possibilistic and α value for graded possibilistic cmeans). b) Fuzzy clustering, which was performed either on single emotions or on groups of emotions. c) Postprocessing, where clustering results were analyzed using principal component analysis (PCA) of features. Moreover, a finer analysis was achieved using the sum of memberships regarding each class.
Speech parameter
Descriptors Zero-crossing rate ZCR, ∆-ZCR, Root mean square energy RMS energy , ∆-RMS energy, fundamental frequency F 0 , ∆-F 0 , Harmonic-to-noise ratio HNR , ∆-HNR, 12 Mel-Frequency cepstral coefficients (MFCC (1-12) ), ∆-MFCC(1-12) 
Preprocessing
Feature selection Once the features were extracted, feature selection was set up. Actually, though features seem to be highly uncorrelated, a finer analysis was performed using ANOVA and MI to reduce the cardinality of the set of features. Furthermore, to keep a certain coherence between the selected features, two ANOVA strategies were adopted, the first evaluating individual features, and the second evaluating groups of features, where each group contains the 12 statistics of each descriptor (cf. Table 1 and Table 2 ).
Parameter setting Fuzzy clustering parameters were set based on results reported in [15] where it was proven that t = 1/2 guarantees no overlap between clusters, and where it was also observed that α should be close to 1. Then it was suggested to set α = log 2 (a + 1) 2 where a ∈ [0.5, 1] to have α ∈ [0.9, 1].
Experimental protocol
Experiments were carried out following an experimental protocol where the models parameters were varied, one at a time:
• The label set, i.e. single emotions or groups pf emotions (cf. Table 3 ).
• The number of clusters, increasing from the number of classes, to 3 times.
• The feature selection method, i.e. ANOVA for individual features, ANOVA for a group of features (ANOVA-Group) or MI.
• The number of selected features, decreasing from all features, i.e. no feature selection, to 25% of features.
• β for the fuzzy c-means models, by increasing the parameter t from 0.1 to 0.5.
• α for the graded-possibilistic c-means model, by increasing the parameter a from 0.9 to 1.
These combinations gave an high number of experiments, therefore only those giving the most relevant results are presented (cf. Table 4 ). In addition, at every execution of the fuzzy clustering algorithms, kmeans was performed under the same conditions, i.e. number of classes, number of clusters, feature selection method and the number of selected features, and using a fixed number of replicates, equal to 10. features, whereas figure 4 shows the same PCA-based distribution for predicted clusters.
Initial distribution of classes It looks since the beginning that in spite of using a standard features set, as suggested by [18] , the distribution of classes looks too scattered (cf. Figure 3) .
Fuzzy clustering performance However, thanks to feature selection, and to a good choice of the possibilistic and graded-possibilistic models parameters, i.e. α and β, the fuzzy clustering methods outperform the crisp clustering one, i.e. kmeans (cf. Figure 4) . Besides, using a number of clusters bigger than that of classes helps increasing performance. However, it should not be too big.
Single emotions vs. groups of emotions Another result consists in increasing the clustering rate when emotions were grouped using the valence/arousal model. This could be explained by the fact using more samples and less classes may increase the clustering rate, but it also tells about the relevance of grouping such emotions, despite some pairs contain opposite emotions (e.g. anger and joy). This last point may be useful in emotion analysis, using objective measures, such as the statistics used in the feature set.
Emotion analysis
In addition to emotion recognition, further analysis results could yield from applying fuzzy clustering. Actually, a matrix of the sum of memberships was calculated for each emotion, in the same way a confusion matrix is computed. However, instead of giving true positives, true negatives, etc., this matrix shows, for every detected emotion class, the sum of memberships to the original classes (cf. Table 5 ).
The analysis of the sum-of-membership matrix (cf. Table 5) shows for every recognized emotion class, the sum-of-memberships to original classes. Hence this could be interpreted as measuring the "purity" of an emotion, as expressed by speech signal features. For instance, in line 2, the recognized emotion Anger has a high sum-of-membership to the original class, i.e. Anger, whereas in line 4, for the recognized emotion Disgust, the sum-of-membership to classes Neutral and Boredom are as high as that to the original class, and the double of the sum of membership to class Anger. This result could be interpreted as follows: For the emotion Anger the selected features succeed to capture the original class, whereas for the emotion Disgust, either the selected features are not appropriate to detect such an emotion class, or the emotion Disgust is in fact a mixture of more basic ones, such as Neutral, and Boredom and in a lesser degree Anger. In all cases, such an analysis could be deepened further by subjective evaluation. Finally, the use of fuzzy clustering methods would be useful in corpus analysis and emotion labeling for expressive speech synthesis.
Discussion and conclusion
In his paper, a novel approach for emotion recognition using fuzzy clustering was described. The basic idea consisted in using new advances in fuzzy clustering, such as possibilistic and graded-possibilistic cmeans, in addition to probabilistic c-means to recognize emotion from speech. Besides, the crisp approach Table 5 : Sum-of-membership matrix calculated using 192 features selected by MI, FCM with t = 0.1 and α = 0.9 was treated using k-means algorithm, for evaluation purposes. Several adjustments were also made to finetune the models, including feature selection, the use of a number of cluster higher than the number of classes and grouping classes which share common characteristics, and finally varying the possibilistic models parameters. Some of these modifications, mainly feature selection and using more clusters than classes, helped increasing the recognition rates. Also, choosing the optimal values of parameters had an impact on increasing the performance of possibilistic and gradedpossibilistic c-means models. Moreover, and as an outlook, using fuzzy clustering, especially the analysis of the sum of the membership function could be an important tool for emotion analysis, since a single speech signal may convey more than one emotion.
