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Abstract
We propose a genetic-algorithm-based method to find the unitary transformations for any desired
quantum computation. We formulate a simple genetic algorithm by introducing the “genetic
parameter vector” of the unitary transformations to be found. In the genetic algorithm process,
all components of the genetic parameter vectors are supposed to evolve to the solution parameters
of the unitary transformations. We apply our method to find the optimal unitary transformations
and to generalize the corresponding quantum algorithms for a realistic problem, the one-bit oracle
decision problem, or the often-called Deutsch problem. By numerical simulations, we can faithfully
find the appropriate unitary transformations to solve the problem by using our method. We analyze
the quantum algorithms identified by the found unitary transformations and generalize the variant
models of the original Deutsch’s algorithm.
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I. INTRODUCTION
Any quantum computation (QC) is implemented either implicitly or explicitly through
three fundamental steps: A quantum state is initially prepared; then, the prepared state
is manipulated by using a set of unitary transformations often referred to as a “quantum
algorithm.” Finally, a measurement is performed on the output state to extract the useful
information of the solution. Thus, the preparation P , the operation U , and the measurement
M are fundamental elements of the standard QC [1]. With this fundamental P -U -M building
block, one of the primary objectives in QC is to achieve the target state of the solution.
However, sometimes it is very difficult or even impractical due to the lack of knowledge of
the operation U [2]. In particular, finding the unitary transformations for any desired U in
QC is challenging when only limited information is available, e.g., in designing a quantum
algorithm [3, 4].
An operation U can generally be described by the complete-positive trace-preserving
map: ρˆin → ρˆout =
∑
k AˆkρˆinAˆ
†
k, where ρˆin is an initial state, and Aˆk is known as the
Kraus operator, satisfying
∑
k Aˆ
†
kAˆk = 1ˆ . Such a general process of the quantum operation
U can also be described with an overall unitary Uˆtot, such as ρˆin ⊗ |A〉 〈A| Uˆtot,TrA−−−−−→ ρˆout =
TrA |ψout〉 〈ψout| in a quantum system composed of a main and an extra (A) system, followed
by a partial measurement (denoted as the partial trace ‘TrA’) projecting the coupled output
state |ψout〉 on a state ρˆout [1, 5]. Here, |A〉 is a state of the extra system. Thus, in a general
sense, we can translate the problem into the task of finding the unitary transformation Uˆtot
for any desired QC even in the case of the non-unitary process. Here, the extra system A
and the partial measurement performed on the sub-system can arbitrarily be designed.
Our basic idea to approach the problem, i.e., finding the (unknown) unitary transforma-
tion Uˆtot, is to use the genetic algorithm (GA). The GA is one of the global optimization
methods inspired by the biological evolution, i.e., breeding a population in which more fit
individuals will have higher chances to produce their offsprings by crossing over the genetic
information [6]. GA methods have long been used in various fields of science and engineering
[7, 8] due to their novel ability to find the optimal (unknown) solutions with limited a priori
information. Thus, GA methods (or variant methods) have attracted attention lately in
various applications to the quantum information and computation [9, 10], e.g., in laser pulse
shaping [11, 12], optimizing the measure of entanglement [13], unitary decomposition [14],
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dynamic decoupling [15], etc. [16–18].
In the present paper, we propose a GA-based method to find the unitary transformations
for any desired QC. We first assume that an overall QC process is decomposed into a finite
series of internal unitary transformations. The only available information is a set T of
input-target pairs. Then, our primary problem is to find the appropriate internal unitary
transformations for the given T . For the problem, we formulate a simple GA on a general
design of QC. Here, we introduce the notion of the “genetic parameter vector,” which is
allowed to evolve during the GA process. An initial population of the genetic parameter
vectors is supposed to evolve to the corresponding unitary transformations to the desired
QC. We apply our method to find the optimal internal unitary transformations and to
generalize the corresponding quantum algorithm for the one-bit oracle decision problem, or
the often-called Deutsch problem [19, 20]. By numerical simulations, we can faithfully find
the appropriate unitary transformations to solve the problem. We analyze the quantum
algorithms identified by the found unitary transformations and show that they are not
exactly equal to the original Deutsch’s algorithm, but correspond to its variant models.
II. CONCEPT & METHOD
We first need to specify the problem more precisely. As described in the previous section,
the preparation P , the operation U , and the measurement M are basic elements of the
standard QC. The operation U can generally be described by an overall unitary Uˆtot with
an extra system and an arbitrarily chosen partial measurement. In practical QC, however,
a finite number of internal unitary transformations are usually designed to implement Uˆtot
of the desired QC, taking into account the proper minimum cost of the realization [21,
22]. Thus, we assume that Uˆtot is decomposed into a finite Nu series of internal unitary
transformations Uˆj (j = 1, 2, . . . , Nu) whose exact forms are also yet to be known. Here,
we assume further that the only available information is a set T of input-target pairs. The
input x is classical information, because we – a classical supervisor or a classical algorithm
designer – must perceive it. The information x is often provided as a functional form and
is usually encoded into P or U in QC whereas the target is a desired output quantum state
|τx〉 for the given x. In the circumstance, the main problem dealt with here is to find a set
of appropriate internal unitary transformations Uˆ1, Uˆ2, . . . , UˆNu for the given T .
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FIG. 1: General design of our method. This architecture is borrowed from a general model for a
quantum computation process (P -U -M) assisted by a feedback system (F ).
Here, we briefly note that any essential part of using the information x is always involved
in QC. In a typical scheme of QC, the input x is usually encoded in an ancillary system or a
relative phase of the internally evolving quantum state. Such an encoding for the reference of
x can successfully be performed by using a specific unitary operation, the so-called quantum
oracle. We clarify that such a non-trivial operation would be involved in each separated
unitary transformation Uˆj (j = 1, 2, . . . , Nu) or in one of them.
We then introduce another element, called the feedback controller F , which contains an
optimizing algorithm and a finite size of the classical memory. The basic architecture of
our method is, thus, borrowed from a general model of QC assisted by a feedback system
(See Fig. 1). Here, we note that F is classical in the sense that it mainly deals with
classical information, e.g., control parameters of U and measurement outcomes from M .
This information is communicated through the classical channel.
In such a basic design, the optimizing algorithm in F is particularly important because
it is directly connected with the efficiency, accuracy, and other performances of the method.
In this work, we employ the genetic algorithm (GA), which is one of the widely-used global
optimization methods [8]. Typically, the GA runs as follows: (i) One prepares a population
as the set of candidate solutions, (ii) selects several candidates to generate their offsprings,
and then (iii) reconstructs a new population with newly-generated offsprings. Using fitness
criteria, the candidates can breed their offsprings. The above processes (i)-(iii) are continued
to meet a certain ‘termination condition.’ In formulating a GA, the most fundamental and
important issue is to represent the genetic information of the candidate solutions [23]. The
3
question of how we define a certain condition to terminate the process is also one of the
important issues and that problem remains open [24]. With these issues, we now formulate
a simple GA.
Before starting, we briefly note here that our formulation refers to the standard (or simple)
GA model initially introduced and studied by John Holland [6] because the main purpose of
this work is to provide a basic framework rather than to develop it. Most existing theories
and applications were also build upon this standard GA model, although some remarkable
theoretical advances were primarily built on its variant models [25].
Population preparation. – First, we should prepare a population as the set of candidate
solutions. From now on, we call a single item of the candidate solution an “individual” (just
as in a standard GA model [8]). In our case, Uˆtot corresponds to an individual. Noting that
Uˆtot consists of the internal unitary transformations Uˆj (j = 1, 2, . . . , Nu), we represent a
population as the number Npop of unitary sets,{
Uˆ
(n)
1 , Uˆ
(n)
2 , . . . , Uˆ
(n)
Nu
}Npop
n=1
, (1)
which is initially prepared at random.
We parametrize the internal unitary transformation Uˆj in d-dimensional Hilbert space as
Uˆj(pj) = e
−ipTj σ, (2)
where pj = (p1, p2, . . . , pd2−1)
T
j is a real vector in (d
2 − 1)-dimensional real vector space
R
d2−1, and σ = (σˆ1, σˆ2, . . . , σˆd2−1)
T is a vector whose components are SU(d) group generators
[26, 27]. Note that, in our method, a component pk ∈ [−π, π] (k = 1, 2, . . . , d2 − 1) would
be represented by a genetic form in order to evolve the internal unitary transformations (as
detailed below). Our method is, in principle, applicable to a real experiment, as pk’s can be
directly matched to the control parameters, e.g., beam-splitter and phase-shifter alignments
in linear optical system [28] or radio-frequency (rf) pulse sequences in nuclear magnetic
resonance (NMR) system [29].
Genetic representation. – We give here the genetic representation of the real vector p.
The usual way is to take a finite, say L, length of the binary strings (0’s and 1’s). Following
this, we define Gk (“chromosome”) as a binary L sequence: Gk = gk,1gk,2 . . . gk,L, where
gk,l ∈ {0, 1} (“gene”), and L is a depth constant. Note that the accuracy of the found
unitary transformations depends on the depth constant L because the number of digits to
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Gk
gk,1 = 0
gk,2 = 0
gk,3 = 1
gk,4 = 0
...
...
pk
}
−pi +pi
δ = pi2
−L+1
FIG. 2: (Color online) A chromosome Gk is characterized as left or right branches (genes) on
a binary tree. For example, “Gk = 0010 · · · ” corresponds to “left(0)-left(0)-right(1)-left(0)-· · · ”
(denoted by a red line). Note that any flow finally arrives at a certain value of pk discretized to 2
L
points with spacing δ = π2−L+1 in (−π, π) [See the mapping Eq. (3)].
represent a solution parameter increases with increasing L. However, we also note that the
run-time of the GA process becomes longer for larger L, because the possible representation
of the solutions, i.e., the size of the search space, also increases.
For the sake of the convenience, we visualize a chromosome Gk in terms of the left(‘0’) or
right(‘1’) branches on a binary tree, as depicted in Fig. 2. Here, any flow is seen to finally
arrive at a certain value of pk discretized to 2
L points with spacing δ = π2−L+1 from −π to
π. By observing this, we can easily derive the mapping between Gk and pk as
Gk 7→ pk = 2π
(
L∑
l=1
(−1)gk,l⊕1
2l
)
, (3)
where ‘⊕’ denotes the modulo-2 addition. We, thus, consider a real vector G =
(G1, G2, . . . Gd2−1)
T , whose components are given as the chromosomes Gk. We call this
vector G the “genetic parameter vector” (which is an approximation of the real vector
p ∈ Rd2−1). As we can make a one-to-one correspondence between the genetic parameter
vectors Gj and the internal unitary transformations Uˆj for all j = 1, . . . , Nu, the population
as in Eq. (1) can be represented in terms of the number Npop of the genetic parameter vector
sets as{
G
(n)
1 ,G
(n)
2 , . . . ,G
(n)
Nu
}Npop
n=1
. (4)
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Selection. – Selection is a step in which the particular individuals are chosen to breed.
Only the selected individuals have the opportunity to transfer their genetic information.
The selection is done based on the “fitness” which quantifies how fit the individual is for the
given circumstance. In our case, the fitness ξn of the n
th individual is defined as the mean
fidelity,
ξn =
1
Nx-τ
∑
x∈T
∣∣∣〈τx| Uˆ (n)tot |ψin〉∣∣∣2 , (5)
where Uˆ
(n)
tot corresponds to the n
th individual, |ψin〉 is the initial state generated in P , and
|τx〉 is the state of the target for the given x. Here, the summation
∑
x∈T is done for a finite
Nx-τ of the input-target pairs (x, |τx〉) in T (i.e., Nx-τ = |T |). The maximum value of the
fitness, i.e., ξn = 1, implies that Uˆ
(n)
tot is the perfect for the desired QC while it is incomplete
when ξn < 1 .
Therefore, the strategy for the selection in GA is that the individuals corresponding
to better solutions are more likely to be selected; the high-fitness individuals have higher
probability to be selected. In our method, the probability P (n) that an nth individual is
chosen is
P (n) ∝ e−
lnNpop
Npop−1
(n−1)
, (6)
where we assume that the individuals are sorted by ξ1 ≥ ξ2 ≥ . . . ≥ ξNpop and that∑Npop
n=1 P (n) = 1. Here, P (Npop) =
1
Npop
P (1).
Crossover and mutation. – Crossover and mutation are known to be the main genetic
operations to evolve the population. By crossover, new individuals can be generated. In
most case, the segments of the parents’ genes are transferred to their offsprings. One typical
method is to exchange some parts of the binary strings. In our case, a genetic parameter
vector is newly generated by merging the genes in the two selected vectors, as illustrated
in Fig. 3. Thus, we can make progress in the population by renewing all Npop sets of the
genetic parameter vectors.
In mutation, some genetic information is self-generated or transformed without the
crossover. It can be applied by changing an arbitrary bit string from the original one.
The purpose of mutation is usually to improve the diversity or to extend the solution space
[8]. We can realize such an operation by flipping a string in a gene Gj (See also Fig. 3).
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Gk = {0, 1, 1, 0, 1}
Gk′ = {1, 0, 0, 1, 1}
Gk = {0, 1, 0, 1, 1}
mutation
Old New
...
...
crossover
Gk′ = {1, 0, 1, 0, 0}
FIG. 3: We present a process of crossover and mutation. For simplicity, we let L = 5. We
first chose two (old) genes G
(n1)
j,k and G
(n2)
j,k by using the selection probability in Eq. (6), where
n1 6= n2 ∈ [1, Npop] (j = 1, 2, . . . , Nu, and k = 1, 2, . . . , d2 − 1). Any segments of the binary strings
(“101” in G
(n1)
j,k and “011” in G
(n2)
j,k ) are then exchanged to generate new ones G
′(n1)
j,k and G
′(n2)
j,k .
By mutation, a binary number ‘1’ was flipped to ‘0’ in the newly-generated G′
(n2)
j,k .
Termination condition. – The GA process would be terminated when a relevant condition
is met. This condition is called the termination condition. The most easily and frequently
used termination condition is to fix the maximum number of generations, taking into account
the computational resources, e.g., the memory size or the scale of the problem. Another way
involves the convergence of individuals; namely, if the improvement in the fitnesses becomes
smaller than a threshold value, say h, then the process is terminated due to the lack of
improvements. We consider the latter type here.
To construct the termination condition, we consider the “fitness fluctuation” as the stan-
dard deviation:
∆ξ =
(
1
Npop
Npop∑
n=1
ξ2n − ξ
2
) 1
2
, (7)
where ξ = 1
Npop
∑Npop
n=1 ξn is the mean fitness over the population. Then, we define the
termination condition as follows: First, we set a constant h to be very small. We evaluate
∆ξ and compare it with the predetermined value h at every generation step of the GA
process. In those cases where ∆ξ is larger than h, the process goes on; however, if we meet
∆ξ < h, the process is terminated.
We indicate here that we should take into account the rounding-off error due to the
finite L. The rounding-off error would approximately be proportional to O(d2Nuδ), where
δ = π2−L+1 (See Fig. 2). Note that, if the dimension d of Hilbert space is not too large and
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Uˆtot consists of a reasonable number Nu of internal unitary transformations, the rounding-off
error can be made vanishingly small by choosing a sufficiently large L.
III. APPLICATION TO THE ONE-BIT ORACLE DECISION PROBLEM
We apply our method to a realistic problem known as the one-bit oracle decision problem,
or often called the “Deutsch” problem. This problem is to decide if an arbitrary one-
bit Boolean function x : {0, 1} → {0, 1} is constant, i.e., x(0) = x(1), or balanced, i.e.,
x(0) 6= x(1). Classically, the function x should be evaluated twice for 0 and 1 to solve the
problem. On the other hand, QC enables us to identify the function x by using only one
evaluation [19, 20]. The quantum circuit for such an algorithm is presented in Fig. 4. In the
circuit, the unitary transformation Uˆ2 corresponds to the oracle operation defined by
Uˆ2 |k〉 = eiπx(k) |k〉 , k ∈ {0, 1}, (8)
where |0〉 and |1〉 are computational bases in a qubit system. Such a form of the oracle
is widely used in QC [30]. The other two unitary transformations Uˆ1 and Uˆ3 change the
incoming states to the superposed states so that we get the final output state as
|ψout(x)〉 =

 |m0〉 if x is constant,|m1〉 if x is balanced, (9)
where |m0〉 and |m1〉 are arbitrary qubit states orthogonal to each other, i.e., | 〈m0|m1〉 |2 =
0. We then identify the given function x by performing the (von-Neumann) measurement
Mˆ =
∑
l=0,1(−1)l |ml〉 〈ml|. Here, if |m0〉 is measured, then x is a ‘constant’ function;
otherwise, x is a ‘balanced’ function.
We can easily understand how this algorithm works. First, Uˆ1 distributes the initially
prepared state |Ψin〉 to an arbitrarily superposition of |0〉 and |1〉; then, Uˆ2 acts only once
on the distributed state. Finally, Uˆ3 leads the incoming state to the corresponding output
|ψout(x)〉 for decision. The key feature of the algorithm is the “quantum parallelism,” by
which all the values of 0 and 1 are simultaneously evaluated in the form of their superposition.
Therefore, finding appropriate unitary transformations Uˆ1 and Uˆ3 to maximize the quantum
parallelism is important. In the original Deutsch’s algorithm, Uˆ1 and Uˆ3 are given as the
Hadamard operation Hˆ , which transforms |0〉 and |1〉 into an equally superposed state,
such as Hˆ |0〉 → (|0〉+ |1〉) /√2 and Hˆ |1〉 → (|0〉 − |1〉) /√2, and the final measurement is
8
M|Ψin〉 |Ψout(x)〉
Uˆ1(p1) Uˆ2(x) Uˆ3(p3)   P {
U
FIG. 4: Quantum circuit for the one-bit oracle decision problem. Uˆ2 is the unitary of the oracle
operation. The other two, Uˆ1 and Uˆ3, allow us to generate the desired output |ψout(x)〉 as in Eq. (9)
by only one evaluation of x.
Mˆ = |0〉 〈0| − |1〉 〈1|. Here, we note that Uˆ2 is also very important, as it is employed to
encode the input x in our method.
Thus, we apply our method to find other explicit forms of Uˆ1 and Uˆ3 and to generalize
the Deutsch’s algorithm. First, let us consider an input-target set
T = {(xi = c, |τc〉 = |0〉) , (xi = b, |τb〉 = |1〉)} , (10)
where the input xi (i = 1, 2, 3, 4) is one of the four possible Boolean functions, and ‘c’
and ‘b’ stand for the constant and the balanced function, respectively. We then consider a
decomposition of Uˆtot such that
Uˆtot = Uˆ3(p3)Uˆ2(xi)Uˆ1(p1), (11)
where Uˆ2 is a part of encoding the given function xi ∈ {c, b}, and the other two Uˆ1 and Uˆ3
are controllable single-qubit unitary transformations. By ‘controllable,’ we mean here that
Uˆ(pj) can be controlled by adjusting pj (j = 1, 3). The preparation P generates |ψin〉, and
a measurement M is chosen for the decision of x. The feedback F is responsible for the GA
process. From Eq. (5), we represent the fitness ξn of any n
th individual Uˆ
(n)
tot as
ξn =
fc + fb
2
, (12)
where fκ = | 〈τκ| Uˆ (n)3 Uˆ2(xi = κ)Uˆ (n)1 |ψin〉 |2 (κ = b, c).
Based on the above settings, the numerical simulations are carried out. In the simulations,
we prepare Npop individuals as a population. Thus, we have Npop sets of 3-dimensional
genetic parameter vectors as{
G
(n)
1 ,G
(n)
3
}Npop
n=1
. (13)
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FIG. 5: (Color online) We plot (left) the average mean fitnesses ξav =
∑1000
n=1 ξi and (right) the
averaged mean error ǫav = 1 − ξav. We consider three population sizes: Npop = 10, 50, and
100. Each point is obtained by averaging over 1000 simulations, and the error bar is the standard
deviation. It is directly seen that ξav is increased or ǫav is decreased, as the generation proceeds.
Here, we consider three cases: Npop = 10, 50, and 100. We let L = 15 to ignore the rounding-
off error. For the sake of simplicity, we take |ψin〉 = |0〉, and the mutation is not considered.
In Fig. 5, we give the mean fitnesses ξav averaged over 1000 simulations. The error bars
are the standard deviations. As directly seen in Fig. 5, ξav is increased, or equivalently,
ǫav = 1 − ξav is decreased. In particular, we can see that ξav → 1 (or ǫav → 0) fora large
Npop. We note here that, for a given problem size D, a large number Npop of populations
is usually needed in evolutionary optimization. For example, choosing Npop ≃ 5D ∼ 10D
is appropriate (See Ref. [31]). In our case, the problem size D is given as 2(d2 − 1) = 6,
which is the total number of control parameters in Uˆj(p1, p2, p3) (j = 1, 3). However, we
can still achieve a high accuracy even for a relatively small population size. Actually, when
Npop = 10, ξav is as high as 0.949± 0.042 at the 50th generation step.
We here find that the identified Uˆtot will not be exactly equal to the original Deutsch’s
algorithm, but will correspond to one variant model of it, with Uˆ1 6= Uˆ3 6= Hˆ. To see this,
it is convenient to rewrite the single-qubit unitary Uˆj (j = 1, 3) in the following (geometric)
form:
Uˆj(pj) = e
−ipTj σ = cosΘj 1ˆ − i sinΘj
(
nTj σ
)
, (14)
where σ = (σˆ1, σˆ2, σˆ3)
T is the vector of Pauli operators, Θj is given in terms of the Euclidean
norm of pj , i.e. Θj = ‖pj‖ = (pTj pj)
1
2 , and nj =
pj
‖pj‖
is the normalized vector. Any
pure quantum state is characterized as a point on the surface of a unit sphere, called a
“Bloch sphere,” and Uˆj rotates a pure state, a point on the Bloch sphere, by the angle
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2Θj around the axis nj [32]. For example, in the case of the original Deutsch’s algorithm,
the Hadamard operation Hˆ (corresponding to Uˆ1 and Uˆ3) is a π-rotation about the axis
n = (1/
√
2, 0, 1/
√
2)T .
On the basis of the above description, we can generally describe how the identified al-
gorithm Uˆtot,opt = Uˆ3(p3,opt)Uˆ2(xi)Uˆ1(p1,opt) works: First, Uˆ1 rotates the initial state |ψin〉
to
Uˆ1 |ψin〉 = α |0〉+ eiφ
√
1− α2 |1〉 , (15)
where φ is the phase factor. Then, the oracle Uˆ2 flips the phase φ to φ + π if xi = b
and leaves it unchanged if xi = c. The last unitary transformation Uˆ3 rotates the state to
the corresponding output (e.g., |ψout(xi = c)〉 = |0〉 and |ψout(xi = b)〉 = |1〉 in the case
of the original Deutsch’s algorithm). Here, we provide the necessary condition for the
Deutsch’s algorithm: The state of Eq. (15) should be on the equator of the Bloch sphere,
or equivalently, α should be equal to 1/
√
2 (See Appendix A). In Fig. 6, we plot 1000 data
points (α, φ) characterized by the found Uˆ1(p1,opt) in polar coordinates. Here, we have
α ≃ 0.708 ≃ 1/√2 and ∆α ≃ 0.004, where α and ∆α denote the average and the standard
deviation, respectively.
We perform numerical simulations for further analysis. In particular, we investigate the
relation between the required steps Qc of the generations to complete the GA process and the
accuracy of the identified algorithm Uˆtot,opt after the completion. To do this, we evaluate the
optimal mean errors ǫopt = 1− ξopt of the identified Uˆtot,opt and find Qc in each simulation.
The simulation is performed 1000 times for each case: Npop = 100, 200, 300, and 400. We let
L = 15, as above. In Fig. 7, we give graphs of Qc versus ǫopt,av =
∑1000
i=1 ǫopt,i. Note that the
GA process is terminated within ≃ 35 for all cases of Npop. We assume here an exponential
dependence of the overall run-time (Qc in our case) on the required accuracy, which is
typically found in evolutionary optimization (See Refs. [33] and [34], or references therein).
With this assumption, we find that the data are well fitted to a function Qc = αe
−βǫ + γ.
The detailed fitting parameters, α, β, and γ, are given in table I. Note that the estimated
parameters for each Npop are all consistent (within their error ranges).
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FIG. 6: (Color online) We plot α and φ in Eq. (15) in polar coordinates (α, φ). Each data point is
made by using the found Uˆ1(p1,opt) and averaged over 1000 simulation results. As analyzed, the
values of α are located on ≃ 1/√2 (green circular line) whereas φ has an arbitrary value; actually,
we have α ≃ 0.708 ≃ 1/√2 and ∆α ≃ 0.004, where α and ∆α are the average and the standard
deviation, respectively.
Npop α β γ
100 16.13 ± 0.44 22.58 ± 2.25 15.46 ± 0.53
200 18.06 ± 0.73 21.63 ± 2.98 15.43 ± 0.92
300 18.65 ± 0.64 21.38 ± 2.65 15.92 ± 0.79
400 19.13 ± 0.93 21.09 ± 3.07 15.85 ± 1.15
TABLE I: Fitting parameters α, β, and γ for the data in Fig. 7, with gc = αe
−βǫ + γ.
IV. SUMMARY
We have proposed a naive method based on the genetic algorithm (GA) to find the unitary
transformations for any desired quantum computation (QC). To specify the problem, we
assumed that an overall unitary for QC could be decomposed to a finite series of internal
unitary transformations. Here, we also assumed that the only available information would be
a set of input-target pairs. With these assumptions, the problem was to find the appropriate
internal unitary transformations for the given input-target set. Thus, we formulated the
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FIG. 7: (Color online) Qc versus ǫopt,av graphs are given for (a) Npop = 100, (b) 200, (c) 300, and
(d) 400. The data are well fitted to Qc = αe
−βǫ + γ. Fitting parameters α, β, and γ are listed in
table I.
simple GA by introducing the notion of the genetic parameter vector. The genetic parameter
vectors of the internal unitary transformations were allowed to evolve in the GA process.
We argued that the presented method can, in principle, be applied to a real experiment with
the current technology.
We then applied our method to find the optimal unitary transformations and to generalize
the corresponding quantum algorithm for a realistic QC problem, known as the one-bit
oracle decision problem, or the often-called Deutsch problem. By numerical simulations, we
showed that the appropriate unitary transformations to solve the problem can faithfully be
found in our method. We analyzed the quantum algorithms identified by the found unitary
transformations and generalized the variant models of the original Deutsch’s algorithm. We
also investigated the relation between the required steps Qc of the generations to complete
the GA process (i.e., the overall run-time) and the mean error ǫ of the found unitaries (i.e.,
the accuracy). Assuming the typical tendency of the evolutionary methods, we found that
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Qc = O(αe
−βǫ), with α and β having finite values.
We expect that our method will be developed further for designing new quantum algo-
rithms or for suppressing the various noises in quantum information processing. We also
hope that our method will provide some intuitions or directions in hybridizing machine
learning and quantum information science.
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Appendix A: Proof of Eq. (15)
In this appendix, we investigate the necessary condition for the algorithm identified by
the found Uˆ1 and Uˆ2 to be a variant model of the original Deutsch’s algorithm. We start
with an arbitrary input |ψin〉. First, we let
|ψ1〉 = Uˆ1 |ψin〉 = α |0〉+ β |1〉 , (A1)
where |0〉 and |1〉 are defined as the qubit state at the north and the south poles of the
Bloch sphere, respectively. The coefficients α and β are the complex numbers, satisfying
|α|2 + |β|2 = 1. Applying the identified algorithm Uˆtot = Uˆ3(p3,opt)Uˆ2(xi)Uˆ1(p1,opt) to the
input |ψin〉, we obtain the output states as
|ψout(xi)〉 =

 Uˆ3 (α |0〉+ β |1〉) if xi is constant,Uˆ3 (α |0〉 − β |1〉) if xi is balanced, (A2)
with the dependence on the given Boolean function xi (i = 1, 2, 3, 4). Note that, in order to
discriminate the given function xi by a fixed (von Neumann) measurement, the above two
output states should be orthogonal to each other, i.e.,∣∣∣(α∗ 〈0| − β∗ 〈1|) Uˆ †3 Uˆ3 (α |0〉+ β |1〉)∣∣∣2 = 0. (A3)
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From Eq. (A3), we directly have
|α|2 = |β|2 , (A4)
or equivalently,
|ψ1〉 = 1√
2
(|0〉+ eiφ |1〉) , (A5)
where φ is an arbitrary (relative) phase factor. From this proof, we can infer that many
generalized versions of the Deutsch’s algorithm with numerous sets of Θj and nj (j = 1, 3)
can give the desired output |ψout〉, as in Eq. (9).
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