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Abstract
The P4-structure of a graph G=(V; E) is a hypergraph H=(V; E) such that the hyperedges
from H correspond to the vertex sets of the induced P4s in G. The Semi Strong Perfect Graph
Theorem states that a graph is perfect if and only if it has the P4-structure of a perfect graph.
While at present no polynomial-time algorithm is known to recognize the P4-structure of perfect
graphs, rst results have been obtained for special subclasses of perfect graphs. In this note
we present an algorithm which decides eciently whether a given hypergraph represents the
P4-structure of a bipartite graph. ? 1999 Elsevier Science B.V. All rights reserved.
Keywords: P4-structure; Ecient recognition; Bipartite graphs
1. Introduction
Given a graph G=(V; E), the P4-structure of G is the 4-uniform hypergraph H=(V; E)
where the set E of hyperedges consists of all sets of four vertices which induce a
chordless path (denoted by P4) in G. The concept of the P4-structure of graphs is of
particular interest in connection with perfect graphs. Chvatal [7] conjectured and Reed
[11] showed that if two graphs have the same P4-structure then they are both perfect
or both imperfect. Now, it is natural to ask \Can the P4-structure of perfect graphs be
recognized in polynomial time?". At present, the answer to this question is unknown.
However, there are polynomial-time algorithms recognizing the P4-structure of particu-
lar classes of perfect graphs: trees [8,6,5], block graphs [4], split graphs [9], and line
graphs of bipartite graphs [12].
In this paper we shall present an algorithm which decides, in polynomial-time,
whether a given 4-uniform hypergraph is the P4-structure of a bipartite graph. Thereby,
we apply techniques which are completely dierent from those used in previous work
[6,4,8,9,12]. In particular, our algorithm is based on results concerning the concept of
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p-connected graphs, see e.g. [1,3,10]. On the one hand, this approach provides a rather
simple recognition algorithm for the P4-structure of bipartite graphs, on the other hand
the presented techniques seem to apply also to other interesting classes of graphs.
Let G=(V; E) be a graph with vertex set V and edge set E. For convenience, we
shall often blur the distinction between sets of vertices and the subgraphs they induce,
using the same notation for both. A vertex v is said to distinguish a set U of vertices if
v is adjacent to some but not to all vertices from U . A subset Z of V with 1<jZ j<jV j
is termed a homogeneous set if no vertex outside Z distinguishes Z , i.e. each vertex
outside Z is adjacent either to all vertices from Z or to none.
As usual, we let Pk stand for the chordless path with k vertices and k − 1 edges.
A Ck is a chordless cycle consisting of k vertices and k edges. In a P4 with vertices
u; v; w; x and edges uv; vw; wx, vertices v and w are referred to as midpoints whereas
u and x are called endpoints.
A graph G=(V; E) is called p-connected if for every partition of V into nonempty
disjoint sets V1 and V2 there exists a crossing P4, that is, a P4 containing vertices from
both V1 and V2. The p-connected components of a graph are the maximal- induced
subgraphs which are p-connected. It is easy to see that the p-connected components are
closed under complementation and are connected subgraphs of G and G. Furthermore,
each graph has a unique partition into its p-connected components.
A p-connected graph is termed separable if its vertex set S can be partitioned into
two nonempty disjoint sets S1 and S2 in such a way that each crossing P4 has its
midpoints in S1 and its endpoints in S2. This partition is commonly written as (S1; S2)
and called a separation of S.
The following structure theorem of Jamison and Olariu [10] points out the importance
of the notions of p-connected and separable p-connected graphs.
Theorem 1.1 (Structure theorem). For an arbitrary graph G exactly one of the fol-
lowing statements holds:
(i) G is disconnected;
(ii) G is disconnected;
(iii) G is p-connected;
(iv) There is a unique separable p-connected component S of G with a separation
(S1; S2) such that every vertex outside S is adjacent to all vertices in S1 and to no
vertex in S2.
In the last few years, the theory of p-connected graphs has developed into a rich
body of knowledge with surprising ramications both structural and algorithmic (for a
survey see [3]).
2. p-connected bipartite graphs
In this section we present a number of structural results for bipartite graphs which
are of independent interest. We start with a structure theorem.
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Fig. 1. The graphs P6; C6; A; Y and the domino.
Theorem 2.1. Let G be a bipartite graph. Then precisely one of the following state-
ments holds:
(i) G is disconnected;
(ii) G is complete bipartite;
(iii) G is p-connected.
Proof. The statement is an immediate consequence of Theorem 1.1 applied to bipartite
graphs and the following observations: First, the complement of a bipartite graph is
disconnected if and only if the graph is complete bipartite. Second, a bipartite graph
contains no P4 with one further vertex being adjacent precisely to the midpoints of the
P4. Hence there is no separable p-connected component with further vertices outside
which are adjacent precisely to the midpoints of the separation.
In particular, this implies the following simple and useful characterization of bipartite
cographs.
Corollary 2.2. A bipartite graph G is P4-free if and only if G is the disjoint union
of complete bipartite graphs.
Clearly, the last case in Theorem 2.1 is the most interesting one and deserves a more
detailed investigation.
Theorem 2.3. Let G be a p-connected bipartite graph. Then precisely one of the
following statements holds:
(i) G results from a P4 or a P5 by replacing each vertex by a stable set;
(ii) G contains one of the graphs from Fig. 1 as an induced subgraph.
Proof. Suppose rst that G contains a P5. We choose a maximal-induced subgraph
G0 of G such that the characteristic graph of G0 (i.e. the graph obtained from G0
by shrinking every maximal homogeneous set to one single vertex) is a P5. Let the
160 L. Babel et al. / Discrete Applied Mathematics 93 (1999) 157{168
maximal homogeneous sets of G0 be numbered in the natural order by H1; : : : ; H5. As
G is a bipartite graph, each set Hi must induce a stable set. If G0 is equal to G then
we are in case (i) of the theorem and we are done. Otherwise, since G is connected,
there must exist a vertex v outside G0 which is adjacent to G0.
If v is adjacent to H1 (or H5) only then G contains a P6. If v is adjacent to H2 (or
H4) only then v must distinguish two vertices from H2 (resp. H4), otherwise G0 is not
maximal. Now we obtain the graph A. If v is adjacent to H3 only then G contains the
graph Y . If v is adjacent to H1 and H3 (or H5 and H3) only then v must distinguish
two vertices from H1 or from H3 (resp. H5 or H3), otherwise G0 is not maximal. In
the rst case we obtain the graph A, in the second case the domino. If v is adjacent
to H1 and H5 only then G contains a C6. If v is adjacent to H2 and H4 only then
again v must distinguish two vertices from H2 or from H4. In both cases we obtain
the domino. Finally, if v is adjacent to H1; H3 and H5 then again we obtain a domino.
Suppose now that G contains no P5. Similarly as before, we choose a maximal-
induced subgraph G0 of G such that the characteristic graph of G0 is a P4. Note that
such a graph G0 must exist since G is p-connected and hence contains a P4. The
maximal homogeneous sets of G0 are now H1; : : : ; H4. If G0 is equal to G then we are
in case (i) of the theorem. Otherwise there is a vertex v outside G0 which is adjacent
to G0.
If v is adjacent to H1 (or H4) only then G contains a P5 which is not possible by
the assumption. If v is adjacent to H2 (or H3) only then v must distinguish two vertices
from H2 (or H3). This provides the graph A. Finally, if v is adjacent to H1 and H3 (or
H2 and H4) then again v must distinguish two vertices from H1 or from H3 (resp. H2
or H4). Now, we obtain the graph A or the domino (the latter is impossible, for else
G would have a P5).
In the following, we will make use of the concept of partner addition which has
been introduced and studied in [2] (see also [1,3]). Adapted to the case of bipartite
p-connected graphs it allows to extend an arbitrary p-connected subgraph to the whole
graph by adding one vertex after the other such that p-connectedness is preserved in
each step.
A vertex v is said to have a partner in some P4, say X , if v together with three
vertices from X induces a P4. Likewise, v is said to have a partner in a graph if this
graph contains a P4 which is a partner for v. The next theorem follows immediately
from results presented in [2], but can also very easily be deduced directly (note that
the statement is not true for arbitrary p-connected graphs).
Theorem 2.4. Let G be a p-connected bipartite graph and G0 a proper induced
p-connected subgraph of G. Then there exists a vertex v outside G0 which has a
partner in G0. In particular; G0[fvg is p-connected and has a P4 containing v.
Proof. Since a p-connected graph is connected there must be a vertex v outside G0
which is adjacent to G0. Let V 01 resp. V
0
2 denote the neighbors resp. nonneighbors of v
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in G0. Clearly, since G0 is bipartite, both sets are nonempty. Now consider an arbitrary
P4 which is crossing between V 01 and V
0
2 . It is easy to verify that each such P4 is a
partner for v.
In order to show that G0[fvg is p-connected it suces to nd a crossing P4 between
the partition V 0; fvg of its vertex set (obviously, since G0 is p-connected, there is a
crossing P4 for every other partition of V 0[fvg). Since v has a partner in G0, there
exists a P4 containing v. This is the desired crossing P4.
Each of the graphs depicted in Fig. 1 is p-connected. It turns out that, provided that
such a subgraph in a p-connected bipartite graph G is known, one can reconstruct the
whole graph G from its P4-structure by successively adding vertices having partners.
The details are implemented in Section 4.
3. How to nd a starting graph G 0
By Theorem 2.3, if a connected hypergraph H is the P4-structure of a bipartite graph,
then either
(a) H is the P4-structure of a graph resulting from a P4 or P5 by replacing each vertex
by a stable set (throughout this paper, we shall call such graphs special bipartite
graphs), or
(b) there is a subhypergraph of H which is the P4-structure of a P6, C6, A, Y or a
domino.
In this section, we describe how to recognize the P4-structure of special bipartite
graphs and, in case (b), how to nd a starting graph G02fP6; C6; A; Y; dominog
from the subhypergraphs of H .
The 2-section graph 2Sec(H) of the hypergraph H has the same vertex set as H ;
two vertices are adjacent in 2Sec(H) if they belong to some common hyperedge in H .
The following lemma gives a pleasant characterization of hypergraphs representing the
P4-structure of special bipartite graphs.
Lemma 3.1. A hypergraph H is the P4-structure of a special bipartite graph if and
only if 2Sec(H) is a complete 4-partite graph such that every four pairwise adjacent
vertices in 2Sec(H) form a hyperedge in H .
Proof. Assume that H is the P4-structure of G resulting from the P5 x1x2x3x4x5 by
replacing each vertex xi by a stable set Si; we allow the case S5=;. Then clearly,
2Sec(H) is a complete 4-partite graph with the 4-partition S1[S5, S2; S3; S4. Moreover,
every four pairwise adjacent vertices in 2Sec(H) must belong to four pairwise distinct
Si. Hence they form a P4 in G, thus a hyperedge in H .
Conversely, assume that 2Sec(H) is a complete 4-partite graph with the 4-partition
V1; V2; V3; V4 such that for every four vertices vi2Vi (16i64), the set fv1; v2; v3; v4g
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induces a hyperedge in H . Consider now the bipartite graph G resulting from the
P4 x1x2x3x4 by replacing each vertex xi by the stable set Vi. Then we have: e induces
a P4 in G if and only if e meets each Vi in exactly one vertex if and only if e is a
hyperedge of H . That is, H is the P4-structure of G.
In the remaining part of this section, H=(V; E) stands for the P4-structure of a
p-connected bipartite graph G, and let H 0=(V 0; E0) be a subhypergraph of H .
Lemma 3.2. Let e; e0 be two hyperedges in H such that je\e0j=2. Then
(i) e\e0 is an edge of G; or
(ii) e[e0 forms exactly four hyperedges and all these hyperedges contain e\e0; or
(iii) e[e0 forms exactly six hyperedges and induces a C6 or the domino.
In particular; if H contains at most three hyperedges with their vertices in e[e0;
then e\e0 is an edge of G.
Proof. Assume that e=fu; v; w; xg; e0=fw; x; y; zg and that wx is not an edge in
G. Then there are the following cases.
Case 1. w is an endpoint and x is a midpoint of the P4 induced by e. Then, as G is
bipartite, w and x cannot be the endpoints of the P4 induced by e0. Thus one of them
is an endpoint and the other is a midpoint of this P4. Then e[e0 induces four P4s and
each of them contains e\e0.
Case 2. w and x are the endpoints of the P4 induced by e. As G is bipartite, w and x
are the endpoints of the P4 induced by e0 as well. Thus e[e0 induces in G either a C6
(if there are no further edges) or a domino (if there is one additional edge) or it forms
exactly four hyperedges and each of them contains e\e0 (if there are two additional
edges).
Lemma 3.3. H 0 is the P4-structure of a P6 if and only if jV 0j=6 and there are three
hyperedges in H 0; say e1; e2; e3; such that
(i) je1\e3j=2; e1\e3 e1\e2; e1\e3 e2\e3;
(ii) no other hyperedge in E belongs to e1[e3.
If so; then there are exactly two labelings of the corresponding P6 and both can
be constructed from the eis.
Proof. The only if-part is clear. Let e1; e2; e3 be three hyperedges of H 0 satisfy-
ing (i) and (ii). Lemma 3.2 implies that fx; yg=e1\e3 induces an edge in G. Let
e2=fx; y; a; bg, let c be the vertex of e1 not in e2, and d the vertex of e3 not in e2.
Claim 1. xy is the mid-edge of the P4 induced by e2.
Proof. Assume not, and let xyab be the P4 induced by e2. If e1=fx; y; a; cg then
e3=fx; y; b; dg, hence d is adjacent to y and b. Attaching vertex c to its neighbor x
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or a we get more than three P4s induced by e1[e3, a contradiction. If e1=fx; y; b; cg
then e3=fx; y; a; dg. Changing the role of e1 and e3 we get the same contradiction
as above.
Claim 2. xy is an end-edge of the P4 induced by e1 and of that induced by e3.
Proof. By symmetry we consider only e1. By Claim 1 we may assume that axyb is
the P4 induced by e2, and thus without loss of generality, we may also assume that
e1=fx; y; b; cg. Thus e3=fx; y; a; dg. If Claim 2 is false, cxyb is the P4 induced
by e1, say. Then d is adjacent to a or y and possibly to c, but in every case e1[e3
induces more than three P4s, a contradiction.
Now, Claims 1 and 2 imply that the three hyperedges ei induce a P6 with exactly
two possible labelings as follows:
1. fx; yg=e1\e3 induces the mid-edge of the P6;
2. The neighbors of x and y in the P6 are a; b with e2=fx; y; a; bg; this yields
exactly two possibilities;
3. The endpoints of the P6 are the remaining vertices in e1 and e3; they are uniquely
determined by Claim 2.
Lemma 3.4. H 0 is the P4-structure of a graph Y if and only if jV 0j=6 and there are
four hyperedges in H 0; say e1; e2; e3; e4; such that
(i) jT eij=1; je1\e4j=je2\e3j=je3\e4j=2;
(ii) e1\e4 e1\e2; e2\e3 e1\e2; je1\e3j=je2\e4j=3;
(iii) no other hyperedge in E belongs to
S
ei.
If so; the graph Y can be reconstructed from the eis.
Proof. The only if-part is clear. Assume that E0 consists of the hyperedges e1; e2; e3; e4
satisfying (i){(iii). Let e1\e4=fw; xg; e2\e3=fv; wg; e3\e4=fw; zg. By Lemma 3.2,
vw; wx; wz2E(G): (1)
(ii) implies that e1\e2=fv; w; xg. Let u; y be the fourth vertex of e1, respectively, of
e2. Since j
T
eij=1; z 62fv; xg. By considering the P4s induced by e1; e2 we obtain with
(1) that z 62fu; yg. It follows that
e3=fu; v; w; zg; e4=fw; x; y; zg:
Now, it can be seen that wz is an end-edge of the P4 induced by e3, and of the P4
induced by e4. This and (1) show that uv and xy are edges of G, and thus we get the
graph Y .
Implicitely, the proof describes the construction of Y given four hyperedges satisfying
(i){(iii).
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In order to nd a starting graph A it is more convenient to use the weighted line
graph L(H) of H . The vertices of L(H) are the hyperedges of H , two hyperedges are
adjacent in L(H) if they intersect. Moreover, each edge in L(H) is weighted by the
cardinality of the intersection of the corresponding hyperedges.
Lemma 3.5. H 0 is the P4-structure of a graph A if and only if jV 0j=6; jE0j=5 and
L(H 0) is a complete graph K5 with edge weights 2 or 3 and the edges of weight 3
form a P5 in L(H 0). If so; the graph A can be constructed from the weighted line
graph L(H 0).
Proof. It can be seen that A is the only bipartite graph with six vertices and ve
P4s. Thus, the rst part is clear. Now we describe how to construct the corresponding
graph A. Let jV 0j=6; jE0j=5. As pointed out, the graph G(V 0) is an A. Then L(H 0) is
a complete graph K5 in which each edge is weighted by 2 or 3. Moreover, the edges
with weight 3 form a P5, say P, in L(H 0). Let P=e1e2e3e4e5.
Now, the edges of A can be found as follows: e1\e2\e3 is an end-edge of the
P4s induced by e1; e2; e3, respectively; e2\e3\e4 is the mid-edge of the P4s induced
by e2; e3; e4, respectively; e3\e4\e5 is an end-edge of the P4s induced by e3; e4; e5,
respectively. Then the remaining edges can be uniquely determined.
We shall weight the edges xy of the 2-section graph 2Sec(H 0) of H 0 by the number
of hyperedges in H 0 containing both x; y, called multiplicity.
Lemma 3.6. H 0 is the P4-structure of a C6 or a domino if and only if jV 0j=jE0j=6
and 2Sec(H 0) is a complete graph K6 with edge weights 2 or 3 and the edges of
weight 3 form a C6 in 2Sec(H 0). If so; then the corresponding C6 and dominos can
be constructed from the weighted 2Sec(H 0).
Proof. It can be seen that the C6 and the domino are the only bipartite graphs with six
vertices and six P4s. Thus, the rst part is clear. Now, we describe how to construct the
corresponding C6 and dominos. Let jV 0j=jE0j=6. As pointed out, the graph B=G(V 0)
is a C6 or a domino. Then 2Sec(H 0) is a complete graph K6 in which each edge is
weighted by 2 or 3. Moreover, the edges with weight 3 form a C6, say C, in 2Sec(H 0);
let C=v1v2v3v4v5v6v1.
Assume rst that B is a C6. Then clearly, B has the same labeling as C, since the
edges of B have multiplicity 3 and are the only vertex pairs of multiplicity 3.
Assume now that B is a domino. We call the edges of B connecting vertices of
degree 2 and degree 3 the side-edges. The domino has exactly six pairs of multiplicity
3 in the 2-section graph of its P4s, namely the side-edges and the two pairs of distance
3. These pairs form the cycle C and the two pairs of distance 3 in the domino have
distance 2 in the C6 C. Thus there are three possible labelings of a domino having the
P4-structure H 0:
Case 1. The edges v1v2 and v4v5 in C are the pairs of distance 3 in the domino.
In this case it can be seen that the labeling is as shown in Fig. 2(b).
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Fig. 2. Four labeled graphs with the same P4-structure.
Case 2. The edges v2v3 and v5v6 in C are the pairs of distance 3 in the domino.
In this case it can be seen that the labeling is as shown in Fig. 2(c).
Case 3. The edges v3v4 and v6v1 in C are the pairs of distance 3 in the domino.
In this case it can be seen that the labeling is as shown in Fig. 2(d).
4. Reconstructing bipartite graphs
Assume that H is the P4-structure of a bipartite graph and let G0 be a bipartite graph
associated to a subhypergraph H 0H . Let further v be a vertex outside G0. We want
to nd out the neighbors of v in G0 from the information provided by the P4-structure.
For that purpose let X=fw; x; y; zg be the vertex set of a P4 in G0 with edges wx; xy
and yz. If X is a partner for v then v induces precisely one P4 with three vertices from
X , namely with one of the sets fw; x; yg; fx; y; zg; fw; y; zg or fw; x; zg.
We say that X is of type 0 if X is not a partner for v. X is of type 1 if X is a
partner for v and the three vertices from X which induce a P4 with v induce a P3.
Finally, X is of type 2 if X is a partner for v and the three vertices from X which
induce a P4 with v induce a P3. Clearly, each P4 in G0 must be of type 0, 1 or 2.
Observation 4.1. (i) If X is of type 0 then v is non-adjacent to X .
(ii) If X is of type 1 then v is adjacent either to w or to y (in case fv; w; x; yg
is a hyperedge of H); respectively; to x or z (in case fv; x; y; zg is a hyperedge of H).
(iii) If X is of type 2 then v is adjacent precisely to w and y (in case fv; w; y; zg is
a hyperedge of H); respectively; to x and z (in case fv; w; x; zg is a hyperedge of H).
In particular, if X is of type t, 06t62, then v has exactly t neighbors in X .
Moreover, the adjacencies of v to P4s of type 0 and 2 are uniquely determined. We
now show that, given an arbitrary of the possible starting graphs G0, the adjacencies of
every vertex v with respect to G0 can be determined in a unique way. Assume rst that
G0 contains a P4 of type 0 or 2, say X . Then the adjacencies of v to all vertices from
X are known. Now, all neighbors of v in G0 can be correctly determined. This can be
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seen as follows: Theorem 2.4 implies that the vertices of G0 − X can be numbered as
v1; : : : ; vk such that each vi forms a P4 with some three vertices in X[fv1; : : : ; vi−1g.
Assume inductively that all neighbors of v in X[fv1; : : : ; vi−1g are already known, and
consider a P4, say X 0=fvi; a; b; cg, with three vertices a; b; c2X[fv1; : : : ; vi−1g. If X 0
is of type 0 or 2, there is no problem. If X 0 is of type 1, then v is adjacent to vi if
and only if it is non-adjacent to a; b; c. Thus, the neighbors of v in X[fv1; : : : ; vig
can be correctly determined.
The only diculty occurs if all P4s from G0 are of type 1 (this is also the reason for
considering the graphs from Fig. 1 instead of simply taking a P4 as a starting graph).
Assume rst that G0 is a P6 v1v2    v6. Then we have four possible cases. v is adjacent
either to v1 and v5, or to v2 and v6, or to v3, or to v4. If we take into account all P4s
in H which are induced by the seven vertices v; v1; : : : ; v6 then we can easily nd out
the correct alternative. More precisely,
(1) v is adjacent to v1; v5 if and only if fv; v1; v5; v6g is a hyperedge;
(2) v is adjacent to v2; v6 if and only if fv; v1; v2; v6g is a hyperedge;
(3) v is adjacent to v3 if and only if not (1); (2) and fv; v1; v2; v3g is a hyperedge;
(4) v is adjacent to v4 if and only if not (1); (2) and fv; v4; v5; v6g is a hyperedge.
If G0 is a graph Y then one easily veries that v must be adjacent either to the two
endpoints or to the midpoint of the P5 in Y . Again it is easy to nd out the correct
alternative by considering all P4s induced by the seven vertices in H . Finally, if G0 is
a C6, a domino or a graph A then the case that all P4s are of type 1 cannot occur.
The previous results are the basis for an incremental algorithm to reconstruct a
bipartite graph from a given hypergraph. Roughly sketched, we will proceed as follows.
Assume that the given hypergraph H is connected (that is, for each partition of the
vertex set into two disjoint non-empty parts, there exists a hyperedge containing vertices
in both parts). Then the corresponding graph G, if it exists, must be p-connected. First
we check, using Lemma 3.1, whether H is the P4-structure of a P4 or a P5 where the
vertices are replaced by stable homogeneous sets. If this is not the case, then we try to
nd a subhypergraph H 0 of H which represents the P4-structure of one of the graphs
from Fig. 1. By Theorem 2.3, if H represents the P4-structure of a bipartite graph, then
such a subhypergraph must exist.
As pointed out in the Lemmas 3.3{3.6, if H 0 is the P4-structure of a graph A or a
graph Y then the underlying graph is uniquely dened, in case of a P6 we have two
possible underlying graphs, in case of a C6 there are even four underlying graphs. In
the latter cases, each of these graphs has to be considered as the starting graph for the
reconstruction procedure.
Given such a graph G0 we proceed in a quite similar manner as above. By The-
orem 2.4, there is a sequence v1; : : : ; vk of the vertices outside G0 such that each vi
forms a P4 with some three vertices from G0[fv1; : : : ; vi−1g. Assume that the graph
G0[fv1; : : : ; vi−1g has already been reconstructed. Then we determine the neighbors of
vi in G0[fv1; : : : ; vi−1g. The previous arguments show how to nd out the adjacencies
of vi with respect to G0. The adjacencies to the vertices v1; : : : ; vi−1 can be determined
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as follows: Assume inductively that all adjacencies to v1; : : : ; vj−1 with j< i are known
and consider a P4, say X=fvj; a; b; cg, with three vertices a; b; c2G0[fv1; : : : ; vj−1g.
By Observation 4:1, if X is of type 0 or 2 then it is immediately clear whether vi is
adjacent to vj or not. If X is of type 1 then vi is adjacent to vj if and only if vi is
non-adjacent to a; b; c.
Here is a more formal description of the algorithm.
Algorithm Check-P4-structure
Input: A connected 4-uniform hypergraph H=(V; E).
Output: A bipartite graph G with H as its P4-structure, or output \NO" if H is
not the P4-structure of a bipartite graph.
(1) if H is the P4-structure of a special bipartite graph G then output G and
STOP
(2) Construct, according to Lemmas 3.3{3.6, two P6s, or a Y , or a A, or a C6
and three dominos (if there is one)
(3) Let G be the set of (at most eight) starting graphs G0 found in (2);
if G=; then goto (23)
(4) Choose a graph G2G and set G :=G− fGg
(5) while V 6=V (G) do
(6) choose a vertex v2V − V (G) such that there is a hyperedge e containing v
and e − fvgV (G)
(7) if no such vertex exists
(8) then if G 6=;
(9) then goto (4) else goto (23)
(10) for every P4 X in G
(11) if there is more than one hyperedge e with v2e and e − fvgX
(12) then if G 6=;
(13) then goto (4) else goto (23)
(14) determine the neighbors of v in G by determining the types of all P4s in G
as described before
(15) G :=G + v
(16) od fnow V=V (G)g
(17) if G is not a bipartite graph
(18) then if G 6=;
(19) then goto (4) else goto (23)
(20) if H is the P4-structure of G
(21) then output G and STOP
(22) else if G 6=; then goto (4)
(23) output NO and STOP.
The correctness of the algorithm follows from the results discussed before, and the
following facts.
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For the correctness of steps (10){(13) one has to note that if there are two hy-
peredges containing v and having three vertices in X then obviously H cannot be the
P4-structure of a bipartite graph. Step (14) is correct since every edge from v to G
connects v with a partner in G. This can be seen using the fact that, by construction,
G is p-connected.
The running time is clearly bounded by a polynomial in jV j and jEj.
Finally, we shall remark that the presented algorithm can also be applied to recognize
the P4-structure of a signicantly larger (but no longer perfect) class of graphs, namely
the graphs which contain no induced cycles of length three and ve.
By a slight modication we can even recognize the P4-structure of triangle-free
graphs, i.e. graphs containing no induced cycles of length three. For that purpose we
extend the collection of starting graphs by a C5. It is easy to verify that the adjacencies
of every vertex v with respect to such a C5 can be determined in a unique way from
the P4-structure. Moreover, we introduce P4s of type 3 (that are, P4s which are partners
for v and which induce more than one P4 with v). The adjacencies of v with respect
to such a P4 are uniquely determined (v is adjacent to the endpoints of the P4). As
for the rest, the reconstruction proceeds analogously as before.
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