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Abstract
We extend the study of the vacuum Einstein constraint equations
on manifolds with ends of cylindrical type initiated in [4] and [5] by
finding a class of solutions to the fully coupled system on such mani-
folds. We show that given a Yamabe positive metric g which is con-
formally asymptotically cylindrical on each end and a 2-tensor K such
that (trgK)
2 is bounded below away from zero and asymptotically con-
stant, then we may find an initial data set (g,K) such that g lies in
the conformal class of g.
1 Introduction
Let (M,g,K) be an initial data set where (M,g) is a complete Riemannian
n-manifold and K is a symmetric 2-tensor. Throughout this paper, we will
assume n ≥ 3. The Cauchy problem in general relativity asks whether (M,g)
can be embedded as a spacelike submanifold of some (n + 1)-dimensional
Lorentzian manifold (V, gˆ) which satisfies Einstein’s equation, and in such
a way that g is the metric induced by gˆ and the second fundamental form
of this embedding is given by K. In the absence of matter fields, this is
equivalent (see, for example, [2] or [13]) to requiring that (g,K) solve the
system {
R(g) = 2Λ + |K|2g − (trgK)
2
divgK −∇trgK = 0
(1.1)
where Λ is a cosmological constant which we assume to be nonnegative. This
constant will not play a central role in our analysis, though we will assume
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throughout that it is small with respect to τ := trgK in the sense that, for
some positive constant β0, we have
β :=
n− 2
4n
τ2 −
n− 2
2(n − 1)
Λ ≥ β0. (1.2)
1.1 Asymptotically cylindrical and periodic ends
Suppose the manifold (M,g) has a finite number of ends Eℓ, each of which
is of cylindrical type. This is to say that Eℓ is diffeomorphic to the cylinder
R
+ × Nℓ where Nℓ is a closed (n − 1)-manifold. We say that a metric
gˇℓ is asymptotically cylindrical (AC) on Eℓ if gˇℓ and its derivatives decay
exponentially to the standard product metric on Eℓ. More precisely, for
some ω > 0 we have that
|∇˚k[gˇℓ − (dt
2 + g˚ℓ)]| = O(e
−ωt)
for all k, where g˚ℓ is some Riemannian metric on Nℓ, and ∇˚ is the connection
associated to the cylindrical metric dt2+g˚ℓ (we may, for our purposes, weaken
this condition by only requiring this decay in m > 2 derivatives). We say
that the metric g is conformally asymptotically cylindrical if g = w4/(n−2)gˇ
where gˇ is AC on each end and w is a positive function such that w → w˚ℓ
as t → ∞ on Eℓ, where w˚ℓ is a smooth positive function on Nℓ, and that
the derivatives converge at the same rate. We similarly define a slightly
more general class of metrics on M , namely those which are asymptotically
periodic (AP) on each end. Such metrics and their derivatives decay ex-
ponentially to a periodic metric g˚ℓ with period Tℓ > 0, which is the lift to
R ×Nℓ of a metric on (R/TℓZ)×Nℓ. A metric gˇ is conformally asymptoti-
cally periodic if gˇ can be written as a conformal factor times an AP metric
as above, but we require that the limiting function w˚ℓ be periodic on Eℓ and
have the same period Tℓ as the metric g˚ℓ. For convenience, assume that all
rates of decay are e−ωt, and all periods are equal to T .
1.2 The conformal method
A number of approaches have been taken to solve the constraint equations
under varying mean curvature assumptions (for an excellent survey, see [1]),
but perhaps none has been so successful as the conformal method. The
basic idea is to fix a metric g on M and to look for a solution (g˜, K˜) of the
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constraint equations with the form
g˜ij = φ˜
4/(n−2)gij (1.3)
K˜ij =
τ
n
g˜ij + φ˜−2α(σij + (DW )ij). (1.4)
Here α = (n + 2)/(n − 2), φ˜ is a positive function, σ is a given transverse
traceless 2-tensor, and D is the conformal Killing operator, which maps a
vector field X to a symmetric 2-tensor by
(DX)ij = ∇iXj +∇jXi −
2
n
∇kX
kgij .
We call any element in the nullspace of D a conformal Killing field. Ob-
serve that these substitutions effectively replace the unknowns (g,K) in the
constraint equations with new unknowns (φ˜,W ), and (see, for example, [6])
the task of solving the constraint equations is then reduced to solving the
coupled system

∆gφ˜− cnRgφ˜− βφ˜
α + cn|σ +DW |
2
gφ˜
−γ = 0
∆LW =
n− 1
n
φ˜γ−1∇τ
(1.5)
where
cn =
n− 2
4(n− 1)
, γ =
3n− 2
n− 2
and ∆L := −divgD. With the assumptions above, we seek a solution to
the system (1.5) with the hypothesis that on each end |σ|2g converges to
some function σ˚2ℓ which is not identically zero. Assume that each σ˚
2
ℓ is
independent of x (in the AC case) or periodic with period T (in the AP
case).
2 Summary of results
Our goal is to prove the following theorem.
Theorem 2.1. Let (M,g) be a complete Riemannian n-manifold with a
finite number of ends which are either AC or AP, and with scalar curvature
satisfying R ≥ R0 > 0. Suppose that τ is a scalar function such that ∇τ ∈
C0,µ−δ (TM) for some 0 < µ < 1, and σ ∈ C
1,µ is a symmetric 2-tensor with
||σ||0 sufficiently small relative to R0 and ||∇τ ||
1−n
0,−δ. If σ 6≡ 0, β ≥ β0 > 0,
and g admits no globally defined L2 conformal Killing fields, then the system
(1.5) has a solution.
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We will prove Theorem 2.1 by using a fixed point argument modeled on
the ones by Holst, Nagy, and Tsogtgerel in [7] and by Maxwell in [9]. In
those papers the authors construct global barriers to find solutions of (1.5)
(with [7] considering the non-vacuum case) for closed manifolds. Section 3
is dedicated to constructing suitable global barriers in the AC/AP case, and
in section 4 we describe the corresponding fixed point construction.
From the discussion in the previous section, Theorem 2.1 implies that
given any AC/AP metric g with positive scalar curvature bounded away from
zero and any symmetric 2-tensor K whose trace τ satisfies the conditions of
the theorem, we may find a solution (g,K) to the constraint equations (1.1)
such that g is conformally equivalent to g. The metric g itself will not, in
general, be AC/AP, leading us to ask whether this existence result can be
extended to hold if we only assume that g is conformally AC/AP. In section
5 we analyze the operator ∆L associated to a conformally AC metric and
show that the constructions of sections 3 and 4 extend in a natural way to
handle the conformally AC case.
Theorem 2.2. Let (M,g) be a complete Riemannian n-manifold with a
finite number of conformally AC ends. If (M,g) is Yamabe positive and τ ,
σ are as in Theorem 2.1 with ||σ||0 sufficiently small relative to ||∇τ ||
1−n
0,−δ,
then (1.5) has a solution.
We extend this result to metrics which are conformally AP, but must then
impose some additional restrictions on the metric.
We now define the weighted Sobolev and Ho¨lder norms used throughout
this paper. For any 1 ≤ p <∞, define the W k,pδ -norm by
||X||
W k,p
δ
=
(∑
j≤s
∫
M
|∇jX|pe−pδtdVg
)1/p
. (2.1)
The smooth function t is said to be “radial” in the sense that on each end
there are positive constants C1 < C2 such that
C1t ≤ 1 + dist(·, ∂Eℓ) ≤ C2t.
On each end Eℓ, the set {t = a} is diffeomorphic to Nℓ for any a > 0, and we
define t to be identically zero on the compact part of the manifold which is
disjoint from the ends. In keeping with the convention of [5], we will denote
by Hkδ the function space W
k,2
δ . For any q ∈M , define B1(q) to be the ball
of radius 1 about q (where we assume without loss of generality that the
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radius of injectivity for M is greater than 1). We define the Ho¨lder norms
as
||X||k,µ;B1(q) =
k∑
i=0
sup
B1(q)
|∇iX|+ sup
x,y∈B1(q)
|∇kX(x) −∇kX(y)|
dg(x, y, )µ
(2.2)
||X||k,µ = sup
q∈M
||X||k,µ;B1(q), (2.3)
and also the weighted Ho¨lder norms by
||X||k,µ,δ = ||e
−δtX||k,µ. (2.4)
The operator ∆L which appears in (1.5) is called the conformal vector
Laplacian. This elliptic operator and its properties on AC/AP manifolds
were studied extensively in [5], and the results in that paper are central
to the proof of our main theorem. In particular, in order to carry out the
fixed point argument analogous to that in [9], we will need some information
about the solvability of the equation ∆LW = V when the underlying metric
is AC/AP. Let us first define Yℓ to be the set of all globally bounded vector
fields which restrict to conformal Killing fields on the AC/AP end Eℓ. In
the AP case, assume every Y ∈ Yℓ also satisfies Γ∗Y = Re e
iθY for some
θ ∈ R, where Γ∗ is the pull-back of a generator Γ of the group of deck
transformations on the exactly periodic end (see §5 in [5]). For each ℓ we
define a smooth cutoff function χℓ which is identically one on Eℓ and vanishes
on every other end. We let Y = ⊕{χℓY : Y ∈ Yℓ}. Theorem 6.1 in [5] then
spells out the Fredholm properties of ∆L acting between weighted Sobolev
spaces:
Theorem 2.3. Let (M,g) be a Riemannian n-manifold with a finite number
of ends which are either asymptotically cylindrical or asymptotically periodic.
Suppose further that there is no nontrivial globally defined solution to ∆LY =
0 which lies in L2(TM). Then there exists a number δ∗ > 0 such that if
0 < δ < δ∗, then
∆L : H
k+2
δ (TM)→ H
k
δ (TM) (2.5)
is surjective and the map
∆L : H
k+2
−δ (TM)→ H
k
−δ(TM) (2.6)
is injective for every k ≥ 0. Moreover, if 0 < δ < δ∗, then for all k ≥ 0 the
map
∆L : H
k+2
−δ (TM)⊕ Y → H
k
−δ(TM) (2.7)
is surjective with finite dimensional nullspace.
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It then follows from a standard parametrix construction that we can find
a bounded generalized inverse G : Hk−δ(TM) → H
k+2
−δ (TM) ⊕ Y satisfying
G ◦∆L = I, and analogous results can also be proved for weighted Ho¨lder
spaces (and weighted Lp-Sobolev spaces) using only a slight modification
of the proof of Theorem 2.3. To be more specific, the authors of [5] cite
the results in [10] (for the AC case) and [11] (for the AP case) to construct
parametrices for the operator ∆L acting between weighted Sobolev spaces of
functions on M . These same operators are also bounded maps between the
appropriate Ho¨lder spaces, so the arguments in [10] and [11] apply equally
well in the Ho¨lder case.
3 Global barriers
The system (1.5) consists of a scalar equation and a vector equation. The
former is commonly known as the Lichnerowicz equation and the latter as
the momentum constraint equation. Given a positive function φ, let Wφ
be the solution to the corresponding momentum constraint equation (we
henceforth drop the tildes from our notation). Now suppose φ+ is a positive
function with the property that for any φ satisfying 0 < φ ≤ φ+, we have
Lichφ(φ+) ≤ 0, where we are using the notation
Lichφ(θ) := ∆θ − cnRθ − βθ
α + cn|σ +DWφ|
2θ−γ . (3.1)
Note that we have dropped the subscript of “g” from all metric-dependent
operators and functions since there is no ambiguity going forward. A func-
tion φ+ with this property is called a global supersolution of the system
(1.5). If the inequality Lichφ(φ+) ≤ 0 only holds in the weak sense, we say
that φ+ is a weak global supersolution. Given a weak global supersolution,
we define a continuous function φ− > 0 to be a weak global subsolution if,
for all φ− ≤ φ ≤ φ+, we have Lichφ(φ−) ≥ 0 in the weak sense.
The utility of global sub-/supersolutions is realized in the following
proposition, a proof of which can be found in [4].
Proposition 3.1. Let (M,g) be a smooth Riemannian manifold and F a
locally Lipschitz function. Suppose that φ ≤ φ are continuous functions
which satisfy
∆gφ ≥ F (x, φ), ∆gφ ≤ F (x, φ)
weakly. Then there exists a smooth function φ on M such that
∆gφ = F (x, φ), φ ≤ φ ≤ φ.
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Thus given a pair of global sub-/supersolutions and a function φ satisfying
φ− ≤ φ ≤ φ+, we can find a solution φ˜ to the Lichnerowicz equation with
W =Wφ. If φ˜ = φ, then this function solves the system (1.5).
It would be quite useful to know whether the solution φ˜ guaranteed
by Proposition 3.1 is unique. While we have no reason to suspect that
uniqueness holds for an arbitrary pair of global sub-/supersolutions, one
may show that uniqueness holds in certain special cases. For example, if we
require that φ−φ ≤ Ce−ωt for some constant C and look for solutions in an
appropriate Ho¨lder space, uniqueness follows from a slight adaptation of an
argument given in [3], which contains the analogous uniqueness result when
M is asymptotically Euclidean.
Proposition 3.2. Let φ1, φ2 ∈ C
2,µ be a pair of positive solutions of the
Lichnerowicz equation
∆φ− cnRφ− βφ
α + cn|σ˜|
2φ−γ = 0 (3.2)
which are bounded away from zero, and suppose the underlying manifold
(M,g) and the function β are as in Theorem 2.1 and |σ˜|2 → σ˚2ℓ on Eℓ at
the rate e−ωt for some ω > 0. If φ2 − φ1 ∈ C
2,µ
−ω , then φ1 = φ2.
Proof sketch. Defining new metrics on M by gi = φ
4/(n−2)
i g, so that g2 =
(φ2φ
−1
1 )
4/(n−2)g1, an argument nearly identical to the proof of Theorem 8.3
in [3] proves that we have
(∆g1 − λ)(φ2φ
−1
1 − 1) = 0 (3.3)
for some nonnegative continuous function λ. One easily checks that, under
the given hypothesis, φ2φ
−1
1 − 1 ∈ C
2,µ
−ω(M). Since ∆g1 − λ is seen to be
injective as a map C2,µ−ω(M) → C
0,µ
−ω(M) by the maximum principle, we
conclude that φ2φ
−1
1 − 1 = 0, or φ1 = φ2 as claimed.
We note that Chrus´ciel and Mazzeo proved in [4] that one may always
solve (3.2) with the given hypotheses by constructing sub-/supersolutions
φ ≤ φ which depend on σ˜ and both approach a limit function φ˚ on the
ends at a rate of e−ωt. Proposition 3.2 implies that the solution they obtain
is unique among functions with the same asymptotic limit. If we thus fix
limiting functions φ˚, β˚ and σ˚2ℓ , and let Σ be the set of tensors σ˜ satisfying the
hypothesis of Proposition 3.2, then Theorem 4.7 in [4] gives us a well-defined
map Q : Σ→ C2,µ sending σ˜ to the unique solution of (3.2) with asymptotic
limit φ˚ (note that the proof of this theorem implies the hypothesis “˚˜σ2 > 0”
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can be weakened to “˚˜σ2 6≡ 0”). In particular, if we construct a pair of global
sub-/supersolutions φ− ≤ φ+ such that φ± → φ˚ on the ends at the rate
e−ωt, then for any φ− ≤ φ ≤ φ+, we have φ− ≤ Q(σ+DWφ) ≤ φ+ for some
fixed σ defined as in Theorem 2.1. This observation will be crucial to our
fixed point construction below. To find such global barriers, we first find a
constant global supersolution by applying what is essentially the argument
in Proposition 14 of [9], which is itself a variant of an argument given in [7].
However, as we are working in the noncompact case, we first establish some
control over the behavior of DWφ on the ends in terms of ||φ||0.
Lemma 3.3. Let φ be a bounded continuous function on M and ∇τ ∈
C0−δ′(TM) for some positive δ
′ < δ∗. If Wφ is the solution of the corre-
sponding momentum constraint equation, then for any δ < δ′, there exists
some constant K which does not depend on φ or τ such that the following
pointwise estimate holds:
|DWφ| ≤ K||∇τ ||0,−δ′ ||φ||
γ−1
0 e
−δt. (3.4)
Proof. First note that
|DWφ| = e
−δt|eδtDWφ| ≤ e
−δt||DWφ||0,−δ. (3.5)
Since φγ−1∇τ ∈ C0−δ′ , for any δ < δ
′ and p ≥ 1, φγ−1∇τ ∈ Lp−δ(TM).
Applying the Lp-Sobolev version of Theorem 2.3, we see that the solution
to the corresponding momentum constraint equation Wφ belongs to W
2,p
−δ ⊕
Y and that, endowing the finite-dimensional subspace Y with the W 2,pδ
norm (which is finite by the global boundedness of elements in Y and thus
equivalent to any other choice of norm), the existence of a generalized inverse
for ∆L implies
||Wφ||W 2,p
−δ ⊕Y
≤ C||φγ−1∇τ ||Lp
−δ
≤ C||φ||γ−10 ||∇τ ||Lp
−δ
. (3.6)
Choosing p sufficiently large and applying standard embedding arguments,
the inequalities above imply
||Wφ||C1,µ
−δ ⊕Y
≤ C ′||φ||γ−10 ||∇τ ||Lp
−δ
. (3.7)
Moreover, it follows easily from the definition of Lp−δ-norm that there is a
constant Cp such that ||∇τ ||Lp
−δ
≤ Cp||∇τ ||0,−δ′ . Finally, note that D is
a bounded map C1,µ−δ ⊕ Y → C
0,µ
−δ , and we obviously have ||DWφ||0,−δ ≤
||DWφ||C0,µ
−δ
. These observations along with (3.5) and (3.7) prove the asser-
tion.
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Using Lemma 3.3, finding a constant global supersolution becomes a
relatively simple matter under the hypothesis of Theorem 2.1.
Proposition 3.4. Suppose, as in the hypothesis of Theorem 2.1, that there
are constants R0, β0 which are positive lower bounds for the scalar curvature
R and β respectively. Then if ||σ||0 is sufficiently small relative to R0 and
||∇τ ||1−n0,−δ′ , the system (1.5) admits a constant global supersolution.
Proof. Let Kτ = K||∇τ ||0,−δ′ where K is as in Lemma 3.3, and let ǫ+ be
some positive constant. We will argue that if ǫ+ > 0 is sufficiently small,
then it is a global supersolution of (1.5). We have R ≥ R0, so for any
0 < φ ≤ ǫ+ we have
Lichφ(ǫ+) = −cnRǫ+ − βǫ
α
+ + cn|DWφ + σ|
2ǫ−γ+
≤ −cnRǫ+ + 2cn|DWφ|
2ǫ−γ+ + 2cn|σ|
2ǫ−γ+
≤ −cnR0ǫ+ + 2cn||DWφ||
2
0ǫ
−γ
+ + 2cn||σ||
2
0ǫ
−γ
+
≤ −cnR0ǫ+ + 2cnK
2
τ ǫ
2γ−2−γ
+ + 2cn||σ||
2
0ǫ
−γ
+
= −cnR0ǫ+ + 2cnK
2
τ ǫ
α
+ + 2cn||σ||
2
0ǫ
−γ
+
where we have used Lemma 3.3 and the fact that φ ≤ ǫ+ in the third
ineqality, and the identity γ − 2 = α in the final equality. Examining the
first two terms in the last line above, we see that if we choose
ǫα−1+ <
R0
2K2τ
,
then the total contribution of the first two terms in this last expression is
negative. In particular, if we choose ǫ+ so small that
ǫα−1+ <
R0
4K2τ
,
we find that the contribution of those terms is less than −2cnK
2
τ ǫ
α
+. Hence
if we require that
||σ||20 < K
2
τ ǫ
α+γ
+ ⇒ ||σ||0 < Kτ ǫ
(α+γ)/2
+
= Kτ (ǫ
α−1
+ )
(α+1)/(α−1)
< Kτ (R0/4K
2
τ )
n/2
= 2−nK1−nτ R
n/2
0 ,
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the positive contribution of the final term above is so small that Lichφ(ǫ+) ≤
0. The constant ǫ+ is thus a global supersolution on M .
A constant global supersolution is not particularly desirable, for unless we
construct a global subsolution which approaches this constant asymptoti-
cally, we would be able to say little about the asymptotics of a solution
provided by Proposition 3.1. Because we would like to obtain better in-
formation on the asymptotics of solutions to (1.5), we would like to find a
pair of global sub-/supersolutions which converge to the same limits on the
ends, trapping the asymptotic behavior of the solution obtained by applying
Proposition 3.1. To accomplish this, we use the constant global supersolu-
tion constructed above to define a limiting function φ˚ℓ on each Nℓ, and
then construct an appropriate pair of global sub-/supersolutions to guaran-
tee that the solution of the Lichnerowicz equation between these approaches
φ˚ℓ asymptotically on Eℓ. With this goal in mind, consider the following
construction. As in [4], we define the reduced Lichnerowicz equation to be
the semilinear equation on each end given by
∆g˚ℓφ˚ℓ − cnR˚ℓφ˚ℓ − β˚ℓφ˚
α
ℓ + cnσ˚
2
ℓ φ˚
−γ
ℓ = 0. (3.8)
Here g˚ℓ is either the metric induced by g on the “cross-sectional” manifold
Nℓ in the limit as t→∞ in the AC case, or the metric on S
1 ×Nℓ given by
the restriction of g in the limit to its period in the AP case. R˚ℓ is the scalar
curvature associated to this metric, and β˚ℓ is the constant function which is
the asymptotic limit of β. Note that in the AC case this is not the same as
the Lichnerowicz equation on Nℓ since the dimensional constants in the two
equations differ.
Due to our assumptions on R, σ, and β, one easily checks that ǫ+ is a
supersolution to the reduced Lichnerowicz equation on either Nℓ or S
1×Nℓ.
Moreover, a bounded subsolution tuℓ of this equation is constructed in [4],
where t is any sufficiently small positive number. We may thus choose t <
ǫ+(maxℓmaxNℓ |uℓ|)
−1 so that Proposition 3.1 provides a solution φ˚ℓ ≤ ǫ+
of (3.8). We then replace ǫ+ with ǫ
′
+ > ǫ+ where ǫ
′
+ is so small that ǫ
′
+ is
still a global supersolution. Continuing to call this new global supersolution
“ǫ+”, we thus have φ˚ℓ < ǫ+ for each ℓ, and we extend its definition to all
of Eℓ by defining it to be translation invariant in the AC case and invariant
under t-translations by multiples of T in the AP case. We extend these
functions using cutoffs to a positive C2,µ function φ˚ on all of M .
Given δ∗ > 0 as in Theorem 2.3, assume that ∇τ ∈ C
0,µ
−δ′ where 0 <
δ′ < δ∗. Now choose any positive δ < δ
′, select some positive number
10
ν < δ/(2γ − 2) and let u be the unique solution in C2,µ−ν (M) of the equation
∆u− cnRu = −e
−νt. (3.9)
We ultimately define a global supersolution φ+ to equal ǫ+ on some compact
set K and min{ǫ+, φ˚+bu} outside of K where b is a large constant. This is a
weak global supersolution provided that φ˚+ bu is a global supersolution on
M \ K and that φ˚+ bu ≥ ǫ+ on K. We will next show that, with the usual
assumption that β is bounded below away from zero, we may find a compact
set K ⊂ M such that φ˚ + bu is a global supersolution outside of K for any
sufficiently large b. If we then choose b large enough so that φ˚+ bu > ǫ+ on
all of K, φ+ = min{ǫ+, φ˚+ bu} is a continuous weak global supersolution of
(1.5) on M which asymptotically approaches φ˚ on the ends.
Proposition 3.5. Let 0 < ν < δ/(2γ − 2) be so small that Lich0(φ˚) decays
faster than e−νt. Let u ∈ C2,µ−ν be defined as in (3.9) and suppose that
β ≥ β0 > 0 where β0 is a constant. Then there exists a compact set K ⊂M
such that φ˚+ bu is a global supersolution on M \K for any sufficiently large
b.
Proof. First note that the maximum principle and the asymptotics of the
metric imply that there are constants k1 and k2 such that k1e
−νt ≤ u ≤
k2e
−νt. If 0 < φ ≤ φ˚+ bu, we have
Lichφ(φ˚+ bu) = (∆− cnR)φ˚− be
−νt−β(φ˚+ bu)α+ cn|DWφ+σ|
2(φ˚+ bu)−γ .
Because α > 1, by convexity we may bound this expression above by
(∆ − cnR)φ˚− be
−νt − βφ˚α − β(bu)α + cn(|DWφ|+ |σ|)
2(φ˚+ bu)−γ .
We next use the fact that γ > 1 to note that (φ˚+bu)−γ < min{φ˚−γ , (bu)−γ}
to bound the previous expression above by
(∆ − cnR)φ˚− βφ˚
α + cn|σ|
2φ˚−γ − be−νt − β0(bu)
α
+ cn(|DWφ|
2 + 2|DWφ||σ|)(bu)
−γ . (3.10)
The first three terms in this expression equal Lich0(φ˚), so we may use Lemma
3.3 to bound this last expression above by
Lich0(φ˚)− be
−νt − β0b
αuα + cn|DWφ|
2b−γu−γ + 2cn|DWφ||σ|b
−γu−γ
≤ Lich0(φ˚)− be
−νt − c1β0b
αe−ανt + c2||φ˚+ bu||
2γ−2
0 b
−γe(νγ−2δ)t
+ c3||φ˚+ bu||
γ−1
0 ||σ||0b
−γe(νγ−δ)t
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where c1 = k
α
1 , c2 = cnk
−γ
1 K
2
τ , and c3 = 2cnk
−γ
1 Kτ . Now choose b so
large that ||φ˚/b + u||0 ≤ 2||u||0. Then letting c˜2 = c2(2||u||0)
2γ−2 and
c˜3 = c3(2||u||0)
γ−1, we see that the final expression above is bounded above
by
Lich0(φ˚)− be
−νt − c1β0b
αe−ανt + c˜2b
αe(γν−2δ)t + c˜3||σ||0b
−1e(γν−δ)t.
where we have used that γ−2 = α. One easily sees that the final two terms in
the expression above decay faster than the middle term since ν < δ/(2γ−2)
by assumption. By hypothesis, there is some t0 such that Lich0(φ˚) < e
−νt
whenever t > t0, so we may choose some t1 > t0 such that
−c1β0b
αe−ανt + c˜2b
αe(νγ−2δ)t + c˜3||σ||0b
αe(νt−δ)t < 0.
whenever t > t1. Clearly c˜3b
−1||σ||0e
(νt−δ)t ≤ c˜3b
α||σ||0e
(νt−δ)t, so we may
set K = {t ≤ t1} to prove the proposition.
We may similarly construct a weak global subsolution which is asymp-
totic to φ˚. Because for every φ ≤ φ+ we have that |DWφ| ≤ Kτ ||φ+||
γ−1
0 e
−δt
by Lemma 3.3, outside of some large compact set of the form {t ≤ t2} (which
we will also denote by K) we have
Lich0(φ˚) + e
−νt − cn|DWφ|(|DWφ|+ 2|σ|)(min
M
φ˚)−γ ≥ 0
where ν is as in the previous proposition. Now let v be the unique solution
to {
(∆− cnR)v = −e
−νt
v|∂K = φ˚|∂K
on M \ K and define a function ϕ− on M \K by ϕ− = φ˚− v (note that v is
positive and hence ϕ− < φ˚). Wherever ϕ− is positive on M \ K, we have
Lichφ(ϕ−) = (∆− cnR)ϕ− − βϕ
α
− + cn|DWφ + σ|
2ϕ−γ−
≥ (∆− cnR)φ˚+ e
−νt − βφ˚α + cn|DWφ + σ|
2φ˚−γ
≥ (∆− cnR)φ˚− βφ˚
α + cn|σ|
2φ˚−γ + e−νt
+ cn|DWφ|(|DWφ| − 2|σ|)φ˚
−γ
≥ Lich0(φ˚) + e
−νt − cn|DWφ|(|DWφ|+ 2|σ|)(min
M
φ˚)−γ
≥ 0
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where the final inequality follows from the definition of K. Since v decays
on the ends and φ˚ is t-invariant or periodic on the ends, we know that
ϕ− = φ˚ − v is strictly positive outside of some compact set containing K.
Define such a set K′ ⊃ K where ϕ− >
1
2 minM φ˚ on M \ K
′. We then let η
be the solution on K′ to the following boundary value problem:{
(∆− cnR− β)η = 0
η|∂K′ =
1
2 min{1,minM φ˚}
.
One easily checks that η is a global subsolution for the Lichnerowicz equation
on K′, is positive by the strong maximum principle, and is less than ϕ− on
∂K′. We thus conclude that φ− = max{ϕ−, η} is a weak global subsolution
for the Lichnerowicz equation on M .
4 Fixed point argument
The asymptotics of our global sub-/supersolution pair φ− ≤ φ+ suggest
that we look for a solution of the coupled system (1.5) with the form φ˚+ ψ
where ψ ∈ C2,µ−ν (M). Namely, if we treat φ˚ as fixed, we can write (1.5) as a
nonlinear elliptic system for (ψ,W ). Similar to the approach in [7] and [9],
we will find a solution for this system by applying Schauder’s fixed point
theorem to a well-chosen function on a weighted Ho¨lder space. Let us first
state the fixed point theorem we have in mind.
Theorem 4.1. Let X be a Banach space, and let U ⊂ X be a non-empty,
convex, closed, bounded subset. If T : U → U is a compact operator, then
there exists a fixed point u ∈ U such that T (u) = u.
A proof of Theorem 4.1 can be found in [8]. Let 0 < ν ′ < ν. We will find
a solution (ψ˜,Wψ˜) to the (ψ,W )-system as a fixed point of a composition
of suitably chosen solution operators on the set
U = {ψ ∈ C0−ν′ : φ− − φ˚ ≤ ψ ≤ φ+ − φ˚}. (4.1)
This set clearly meets all the criteria of Theorem 4.1. Below we define a
map T and show that it preserves U .
Let us first define a map W : U → C1,µ−δ (TM)⊕Y which sends ψ to the
vector field
Wψ := G(n
−1(n + 1)(φ˚ + ψ)γ−1∇τ), (4.2)
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where G is a bounded generalized inverse for the conformal vector Laplacian
∆L (the existence of G follows from the Ho¨lder space version of Theorem
2.3). We next define a map Sσ : C
0,µ
−δ (S
2
0(M))→ C
2,µ
−ν (M) by
π 7→ Q(σ + π)− φ˚
where Q(σ˜) is defined to be the unique solution φ− ≤ φ˜ ≤ φ+ of
∆φ− cnRφ− βφ
α + cn|σ˜|
2φ−γ = 0 (4.3)
which satisfies Q(σ˜) → φ˚ on the ends. Q is well-defined by the discussion
in section 3. We show that Sσ is continuous using an argument very similar
to the proof of Proposition 13 in [9].
Lemma 4.2. The map Sσ : C
0,µ
−δ (S
2
0(M))→ C
2,µ
−ν (M) is continuous.
Note that here the domain of Sσ is the set of symmetric 2-tensors in the
indicated weighted Ho¨lder space.
Proof. We invoke the implicit function theorem (see [12], for example). We
define a map F : C2,µ−ν (M)×C
0,µ
−δ (S
2
0(M))→ C
0,µ
−ν (M) by
F (ψ, π) = (∆− cnR)(φ˚+ ψ)− β(φ˚+ ψ)
α + cn|σ + π|
2(φ˚+ ψ)−γ ,
so that F (Sσ(π), π) = 0 by definition. The Fre´chet derivative DF(ψ,π)(h, k)
of F at the point (ψ, π) acting on pairs (h, k) ∈ C2,µ−ν (M) × C
0,µ
−δ (S
2
0(M)) is
given by
(∆−cnR)h−αβ(φ˚+ψ)
α−1h+2cn〈σ+π, k〉(φ˚+ψ)
−γ−cnγ|σ+π|
2(φ˚+ψ)−γ−1h.
In particular,
DF(ψ,π)(h, 0) =
[
∆−(cnR+αβ(φ˚+ψ)
α−1+cnγ|σ+π|
2(φ˚+ψ)−γ−1)
]
h. (4.4)
Hence given any pair (ψ, π) for which φ˚ + ψ > 0 everywhere, which is
certainly true for all ψ in the image of Sσ, we see that DF(ψ,π) : C
2,µ
−ν (M)→
C0,µ−ν (M) is an isomorphism. Since it is obviously continuous in (ψ, π), the
implicit function theorem implies Sσ is continuous in an open neighborhood
of π.
Since Proposition 3.1 guarantees that the range of Sσ ◦D ◦W lies in the
set {ψ ∈ C2,µ−ν : φ− − φ˚ ≤ ψ ≤ φ+ − φ˚}, we are now in a position to prove
Theorem 2.1.
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Proof of Theorem 2.1. With U defined as above, define T to be the composi-
tion of S◦D◦W with the natural compact embedding C2,µ−ν (M) →֒ C
0
−ν′(M).
T and U thus satisfy the hypotheses of Theorem 4.1, and so T has a fixed
point ψ˜. By construction, (φ˚+ ψ˜,Wφ˚+ψ˜) is a solution to the coupled system
(1.5).
5 The Conformally AC Case
Thus far we have assumed that our Riemannian metric is only asymptoti-
cally cylindrical or asymptotically periodic. We have deferred our discussion
of the problem of solving (1.5) for the conformally AC/AP case because, at
least in the conformally AC case, the solution requires only a slight modi-
fication of the arguments above. We shall focus on this case first. Namely,
choose some φ˜ which satisfies φ˜ − φ˚ ∈ C2,µ−ν and let g be an AC metric on
M . We then define a conformally AC metric g˜ = φ˜4/(n−2)g and seek to solve
(1.5) with respect to this metric.
5.1 Indicial roots of ∆L for conformally AC metrics
First note that if g were exactly cylindrical and φ˜ = φ˚, a straightforward
computation reveals that the associated conformal vector Laplacian ∆˜L can
be expressed with respect to the conformal Killing operator of the exactly
cylindrical metric via
(∆˜LX)
i = φ˚−4/(n−2)(∆LX)
i −
n
2
∇j(φ˚
−4/(n−2))(DX)ij . (5.1)
As in this equation, throughout this section only the operators denoted
with a tilde are defined with respect to the conformally AC metric g˜ while
all others are defined with respect to the AC metric g. As φ˚ is bounded
above and below, this operator is uniformly elliptic. Now return to the
general case. Since g˜ decays exponentially to φ˚4/(n−2)g, ∆˜L := D˜
∗D˜ can be
expressed as the operator in (5.1) (where all the operators on the right are
defined with respect to the exactly cylindrical metric) plus a perturbation
term whose coefficients decay like e−ω
′t for some ω′ > 0. In particular, we
may regard ∆˜L as an elliptic b-operator so that, with the obvious change of
coordinates x = e−t, we may cite results from [10] to analyze this operator
just as in the proof of Theorem 2.3.
To be specific, as in [5] for each Nℓ we may define the indicial fam-
ily Iλ(∆ˆL) to be the family of operators on the cylinder R × Nℓ given by
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Iλ(∆ˆL) = F ◦ ∆ˆL ◦F
−1, where F is the Fourier transform and ∆ˆL is the op-
erator on the right hand side of (5.1) with an exactly cylindrical underlying
metric g. One easily checks that Iλ(∆ˆL) is a second-order elliptic opera-
tor depending polynomially on λ, and note that our definition of Iλ(∆ˆL)
is equivalent to Iiλ(∆ˆL) in [10]. The analytic Fredholm theorem implies
that this operator is invertible away from a discrete set of complex numbers
Λ(∆ˆL) = {λj} which we define to be the indicial roots of the conformally AC
operator ∆˜L. It follows from the results of [10] that the indicial roots of an
elliptic b-operator such as ∆ˆL are precisely the decay rates of elements in its
nullspace (but note that due to our choice of definition for Iλ(∆ˆL), only real
λ correspond to bounded solutions of ∆ˆLY = 0), and there are only finitely
many in any horizontal strip {a < Imz < b}. This implies that we may
choose δ∗ so small that the only indicial roots in the strip {−δ∗ < Imz < δ∗}
are real. It then follows from Theorem 4.26 in [10] and an argument analo-
gous to the proof of Theorem 2.3 that if δ belongs to the punctured interval
(−δ∗, δ∗) \ {0}, the map
∆˜L : C
k+2,µ
δ (TM)→ C
k,µ
δ (TM) (5.2)
is Fredholm for any k ≥ 0. Injectivity and surjectivity arguments can then
be made exactly as in the proof of Theorem 2.3, and Theorem 7.14 in [10]
implies that the generalized inverse G maps Ck,µ−δ (TM) into C
k+2,µ
−δ (TM)⊕
Y1⊕· · ·⊕Ym where Yi is a subspace of vector fields whose restrictions to each
end are periodic solutions of ∆ˆLY = 0. However, we claim that these vector
fields actually restrict to conformal Killing fields of the exactly conformally
cylindrical metric on each end. For if Tiℓ is the period of Y ∈ Yi restricted
to Eℓ, quotienting the cylinder by TiℓZ gives us a solution to ∆ˆLY = 0 on
the closed manifold S1 ×Nℓ. We may thus integrate by parts to find that,
in fact, DˆY ≡ 0, implying that Y is a conformal Killing field on each end.
The difference D˜ − Dˆ is a first order operator with coefficients decaying like
e−ωt, and this means that if we take δ < ω, the image of Y1⊕· · ·⊕Ym under
D˜ belongs to Ck+1,µ−δ (S
2
0(TM)). Hence the composition D˜ ◦G is a bounded
map from Ck,µ−δ (TM) into C
k+1,µ
−δ (S
2
0(TM)). This mapping property implies
that Lemma 3.3 holds in the conformally AC case, and so we may bound
the magnitude of D˜Wφ in terms of ||φ||0, allowing us to construct a pair of
global sub-/supersolutions.
5.2 Global barriers in the conformally AC case
To prove Theorem 2.2, we must show that we can replace the condition
R ≥ R0 > 0 with the weaker condition that (M,g) is Yamabe positive. This
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is to say that the Yamabe invariant of the conformal class [g] is positive,
recalling that the Yamabe invariant for a manifold with cylindrical ends is
defined as
Y (M, [g]) = inf
u∈C∞
0
0≤u 6≡0
1
2
∫
M (|∇u|
2 + cnRu
2)
(
∫
M u
2n
n−2 )
n−2
n
. (5.3)
We have the following proposition, which is direct consequence of the proof
of Proposition 4.6 in [4]:
Proposition 5.1. Suppose that (M,g) has conformally AC or AP ends, and
that (M,g) is Yamabe positive. Then there exists a positive function u ∈
C∞(M) such that on each end Eℓ, u→ uℓ as t→∞, where uℓ ∈ C
∞(Nℓ) in
the AC case and uℓ ∈ C
∞(S1×Nℓ) in the AP case, such that gˇ = u
4/(n−2)g
has Rˇ ≥ Rˇ0 > 0 everywhere.
In particular, so long as (M,g) is Yamabe positive, we may conformally
transform g to a metric which has scalar curvature bounded below by a
positive constant. This fact allows us to construct global sub-/supersolutions
much in the same way as in section 3.
Proposition 5.2. Let (M,g) be a manifold with conformally AC ends with
Y (M, [g]) > 0, and suppose τ is as in Theorem 2.2. If ϑ is the conformal
factor given by Propsition 5.1, then we may find some constant ǫ > 0 such
that ǫϑ is a global supersolution of the system (1.5) if ||σ||0 is sufficiently
small.
Proof. The proof is again essentially the same as in Proposition 14 of [9].
From the identity ∆ϑ− cnRϑ = −cnRˇϑ
α we see that given any φ ≤ ǫϑ,
Lichφ(ǫϑ) = −ǫcnRˇϑ
α − βǫαϑα + cn|σ +DW |
2ǫ−γϑ−γ
≤ −ǫcnRˇ0ϑ
α − βǫαϑα + 2cn|σ|
2ǫ−γϑ−γ + 2cn|DW |
2ǫ−γϑ−γ .
Using Lemma 3.3 (which we showed to be valid in the conformally AC case),
it is then easy to see that this quantity is bounded above by
(−cnRˇ0ǫ− β0ǫ
α)(inf ϑ)α + (2cn||σ||
2
0ǫ
−γ + 2cnK
2
τ ǫ
α(supϑ)2γ−2)(inf ϑ)−γ .
The rest of the argument proceeds exactly as in the proof of Proposition 3.4,
though now the smallness condition on ||σ||0 will depend on Kτ , Rˇ0, inf ϑ,
and supϑ.
We again observe that the global supersolution constructed above asymp-
totically approaches a supersolution of the reduced Lichnerowicz equation
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on each end, and we may thus invoke the subsolution constructed in [4] and
Proposition 3.1 to find a solution φ˚ℓ on each end. Extend this solution to
all of M as above. In order to construct a global supersolution which is
asymptotic to φ˚, we need a result analogous to Proposition 3.5.
Proposition 5.3. Let (M,g) and ϑ be as in the previous proposition. If
ν > 0 is sufficiently small, then we may find a compact set K ⊂M such that
φ˚+ bϑe−νt is a global supersolution on M \ K for any sufficiently large b.
Proof. One easily checks that there is a constant A = A(n, g, ||ϑ||C1) satis-
fying
|2∇ϑ · ∇e−νt + ϑ∆e−νt| ≤ νAe−νt,
and we then observe that
(∆ − cnR)(ϑe
−νt) = −cnϑ
αRˇe−νt + 2∇ϑ · ∇e−νt + ϑ∆e−νt
≤ (−cn(inf ϑ)
αRˇ0 + νA)e
−νt.
From this it follows that there is some ν0 > 0 such that if ν ≤ ν0, there is a
constant kν such that (∆− cnR)(ϑe
−νt) < −kνe
−νt. For any φ ≤ φ˚+ bϑe−νt
with ν sufficiently small, we thus have that Lichφ(φ˚ + bϑe
−νt) is bounded
above by
(∆− cnR)φ˚− bkνe
−νt − β(φ˚+ bϑe−νt)α + cn|σ +DW |
2(φ˚+ bϑe−νt)−γ .
One then argues exactly as in the proof of Proposition 3.5 to prove the
result.
Just as in the AC case, we may choose ν sufficiently small and b sufficiently
large so that min{ǫϑ, φ˚+ bϑe−νt} is a weak global supersolution.
The proofs of the previous two propositions suggest how we might con-
struct a global subsolution.
Proposition 5.4. Let ν < δ/(2γ − 2) be so small that (∆− cnR)(ϑe
−νt) <
−kνe
−νt, and let φ+ be defined as above. Then there is some a > 0 such
that if φ˚− aϑe−νt ≤ φ ≤ φ+, we have that
Lichφ(φ˚− aϑe
−νt) ≥ 0 (5.4)
wherever φ˚− aϑe−νt > 0.
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Proof. Carrying out computations nearly identical to those in section 3, we
find that
Lichφ(φ˚− aϑe
−νt) ≥ Lich0(φ˚) + akνe
−νt − cn|DW |(|DW |+ 2|σ|)(inf φ˚)
−γ .
Since |Lich0(φ˚)| ≤ C1e
−ωt by construction, the upper bound φ ≤ φ+ and
Lemma 3.3 imply that for some constant C2 > 0 we have
Lichφ(φ˚− aϑe
−νt) ≥ akνe
−νt − C1e
−ωt −C2e
−δt.
Therefore, as ν < δ < ω, we need only choose a so large that akν > C1+C2
to ensure that (5.4) holds.
It remains to construct a global subsolution on the bounded region where
φ˚− aϑe−νt ≤ 0. Choose T > 0 so large that φ˚− aϑe−νt > 12 inf φ˚ whenever
t ≥ T . Since R is bounded below and β ≥ β0 > 0, we may find some
constant K such that cnR+Kβ > 0 everywhere. Letting K = {t ≤ T}, we
may thus solve the boundary value problem{
(∆− cnR−Kβ)η = 0
η|∂K =
1
2 min{1, inf φ˚}.
The maximum principle implies that η < 1, and the strong maximum prin-
ciple implies that η > 0. One easily verifies that η is a global subsolution on
K, and that if we extend η to be identically zero outside of K, we find that
max{η, φ˚− ϑe−νt} is a weak global supersolution.
5.3 Modifications to the fixed point argument
Having constructed a pair of global sub-/supersolutions with the correct
asymptotic limits, we may apply a fixed point argument similar to that
found in section 4 to find a solution to (1.5). For this we define the set U
and the maps W and Q just as in section 4. We note that Lich0(Q(σ)) = 0,
and so we simply replace “φ˚” with “Q(σ)” in the definition of the map
Sσ(π). The advantage of this replacement is that the conformal covariance
of the Lichnerowicz equation gives us the identity
Sσ(π) = Q(σ + π)−Q(σ) = θQˆ(θ
−2(σ + π))− θQˆ(θ−2σ) (5.5)
:= θSˆθ−2σ(θ
−2π) (5.6)
where Qˆ is the solution operator for the Lichnerowicz equation with respect
to the metric θ4/(n−2)g.
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The proof of Theorem 2.2 reads exactly as the proof of Theorem 2.1 once
we have established the analog of Lemma 4.2. For this we use an implicit
function theorem argument very similar to the proof of that lemma, but we
must deal with the fact that we no longer have R > 0. We shall get around
this difficulty using a trick employed by Maxwell in [9], which essentially
boils down to the identity (5.5).
Lemma 5.5. The map Sσ : C
0,µ
−δ (S
2
0(M)) → C
2,µ
−ν (M), defined with respect
to a conformally AC metric, is continuous.
Proof. Given π0 ∈ C
0,µ
−δ (S
2
0(M)), we set θ0 = Q(σ + π0). If we also set σˆ =
θ−20 σ and πˆ0 = θ
−2
0 π0, and define Sˆσˆ as in (5.6), we have Sˆσˆ(πˆ0) = 1−Qˆ(σˆ).
We next define the map F : C2,µ−ν (M)× C
0,µ
−δ (S
2
0(M))→ C
0,µ
−ν (M) by
F (ψ, π) = (∆ˆ− cnRˆ)(Qˆ(σˆ) + ψ)− β(Qˆ(σˆ) + ψ)
α + cn|σ + π|
2(Qˆ(σˆ) + ψ)−γ .
The Fre´chet derivative is computed exactly as in the proof of Lemma 4.2,
and we find that at the point (ψˆ0, πˆ0) = (Sˆσˆ(πˆ0), πˆ0) = (1 − Qˆ(σˆ), πˆ0), we
have
DF(ψˆ0,πˆ0)(h, 0) = [∆ˆ− (cnRˆ+ αβ + cnγ|σˆ + πˆ0|
2)]h.
However, as Qˆ(σˆ+ πˆ0) = 1, we have −cnRˆ = β− cn|σˆ+ πˆ0|
2, so that in fact
DF(ψˆ0,πˆ0)(h, 0) = [∆ˆ− ((α − 1)β + cn(γ + 1)|σˆ + πˆ0|
2)]h.
The map DF(ψˆ0,π) : C
2,µ
−ν (M) → C
0,µ
−ν (M) is thus an isomorphism, and so
we conclude by the implicit function theorem that Sˆσˆ is continuous. The
lemma now follows from (5.5) and (5.6), since we have Sσ(π) = θ0Sˆσˆ(θ
−2
0 π)
for all π ∈ C0,µ−δ (S
2
0(M)).
As remarked above, the proof of Theorem 2.2 now goes through exactly
as the proof of Theorem 2.1. We note that this theorem may be extended
to handle the conformally AP case so long as the period of the metric on
each end is a rational multiple of the periods of each vector field in Yi. This
restriction would allow us to apply the quotient argument used to show that
each vector field in Yi is a conformal Killing field. Without this assumption,
more work needs to be done to assure the solvability of (1.5) for the general
conformally AP case.
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