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ABSTRAKT
Táto práca popisuje proces virtualizácie, virtualizačné nástroje a automatizáciu virtuali-
zácie. Práca sa ďalej venuje popisu energetickej infraštruktúry, KYPO cyber range plat-
formy a protokolu DLMS/COSEM využívaného v energetike. Praktická časť sa zaoberá
virtualizáciou energetickej infraštruktúry s použitím OpenStack a KYPO cyber range
platforiem. Vytvorené bolo virtuálne prostredie pomocou aplikácie Vagrant. V tomto
prostredí boli následne nainštalované platformy OpenStack a KYPO cyber range. Ďalej
bola vytvorená sandbox definícia, ktorá vytvára pomocou platformy KYPO scenár s ener-
getickou infraštruktúrou. Funkčnosť energetickej infraštruktúry bola overená pomocou
Gurux DLMS knižnice.
KĽÚČOVÉ SLOVÁ
automatizácia, DLMS/COSEM, energetická infraštruktúra, KYPO cyber range,
OpenStack, Vagrant, virtualizácia
ABSTRACT
This work describes the virtualization process, virtualization tools and virtualization au-
tomation. The work also deals with the description of energy infrastructure, KYPO cyber
range platform and DLMS/COSEM protocol used in energy. The practical part deals
with the virtualization of energy infrastructure using OpenStack and KYPO cyber range
platforms. A virtual environment was created using Vagrant application. The OpenStack
and KYPO cyber range platforms were subsequently installed in this environment. Next,
a sandbox definition was created. The sandbox definition creates a scenario with an en-
ergy infrastructure using KYPO platform. The functionality of the energy infrastructure
was verified using the Gurux DLMS library.
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Úvod
Virtualizácia je proces vytvárania virtuálnej inštancie, ktorá reprezentuje virtuálne
hardvérové platformy, virtuálne procesory, úložiská, siete, či celé počítače, tzv. vir-
tuálne stroje. Pojem virtualizácia pochádza z 60. rokov 20. storočia a odvtedy po-
užívanie virtualizácie rapídne vzrástlo. Dnes sa virtualizácia používa najmä kvôli
šetreniu zdrojov a nákladov. Virtualizované prostredie vie byť jednoducho prispô-
sobené potrebám užívateľov, jednoducho sa používa, poskytuje väčšiu agilitu a je
vhodné pre testovacie účely.
Táto práca sa zaoberá virtualizáciou energetickej infraštruktúry pomocou KYPO
cyber range platformy s využitím virtualizačnej platformy OpenStack. Cieľom dip-
lomovej práce je naštudovanie a popísanie protokolu DLMS/COSEM, energetickej
infraštruktúry a platforiem OpenStack a KYPO. Ďalším cieľom je vytvorenie ener-
getickej infraštruktúry pomocou platormy OpenStack a KYPO cyber range. Vý-
sledkom práce je funkčný scenár s energetickou infraštruktúrou vytvorený pomocou
platformy KYPO a virtualizovaný v prostredí OpenStack.
Kapitola 1 sa venuje energetickej infraštruktúre, inteligentnej sieti a protokolu
využívanom v energetike DLMS/COSEM. V kapitole 2 sú popísané viaceré cyber
range platformy a detailne popísaná platforma KYPO, ktorá sa používa v tejto
práci. Kapitoly 3 a 4 popisujú virtualizáciu, metódy virtualizácie, virtualizačné ná-
stroje a nástroje pre automatizáciu virtualizácie. V kapitole 5 je popísaná platforma
OpenStack a príprava virtuálneho prostredia pomocou nástroja Vagrant. Popísané
sú dva typy inštalácie OpenStacku, ktoré boli vyskúšané a použité pri riešení práce.
Kapitola 6 popisuje inštaláciu KYPO platformy a metódy presmerovávania por-
tov pomocou protokolu SSH. V poslednej kapitole 7 je popísaný proces vytvorenia




Infraštruktúra je súbor zariadení a systémov, ktoré sú prepojené a vytvárajú celistvú
štruktúru alebo sieť. Zabezpečuje udržateľnú funkcionalitu domácností či firiem.
Infraštruktúra pozostáva z verejných alebo súkromných objektov ako napríklad cesty,
železnice, tunely, vodovody, elektrické siete alebo telekomunikácie. V súčasnosti sa
infraštruktúry sústreďujú hlavne na udržateľný rozvoj a zelenú infraštruktúru.
Pod pojmom energetická infraštruktúra rozumieme štruktúru, ktorá umožňuje
prepravu energie od výrobcu k spotrebiteľovi a tiež riadenie toku energie. Ener-
getická infraštruktúra zahŕňa distribúciu plynu, ropy, elektriny ale aj technológie
pre pokročilé meracie a distribučné systémy alebo systém inteligentných budov [1].
1.1 Inteligentná sieť
Inteligentná sieť, alebo smart grid, je sieť, ktorá kombinuje informačné technológie
s prenosom energie a spoľahlivo a udržateľne riadi dopyt po elektrine [2]. Je posta-
vená na pokročilej infraštruktúre a inteligentne integruje všetkých užívateľov, ktorí
sú k nej pripojení. Snaží sa o uspokojenie zvyšujúceho sa dopytu po energii s vy-
užitím bezuhlíkových zdrojov energie. Inteligentná sieť je postavená na digitálnej
technológii, ktorá umožňuje dvojstrannú komunikáciu medzi zákazníkom a dodáva-
teľom. Umožňuje ďalej monitoring, analýzu, redukciu spotreby energie a nákladov
a efektívne zásobovanie zdrojmi.
1.2 Vlastnosti inteligentnej siete
Spoľahlivosť – inteligentná sieť využíva technológie, ktoré umožňujú detekciu chýb
a reakciu na tieto chyby bez zásahu osôb. Jednou z týchto funkcií je self-healing.
Self-healing je schopnosť systému automaticky určiť, či systém funguje správne alebo
nie, a v prípade nefunkčnosti aplikovať nastavenia, ktoré zabezpečia správny chod
systému [3]. Vďaka tomu vie inteligentná sieť zabezpečiť nasledovné:
1. rýchla detekcia porúch v sieti
2. redistribúcia zdrojov
3. zabezpečenie chodu systému za všetkých podmienok
4. minimalizácia času opravy
Efektívnosť – inteligentná sieť využíva tzv. manažment dopytu po energii (energy
demand management) alebo tiež demand-side management [4]. Táto funkcia umož-
ňuje reagovať na zvýšený dopyt (peak demand) po energii. Reakciou na zvýšený
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dopyt po energii môže byť priame obmedzenie záťaže, čo ale môže ohroziť kom-
fort spotrebiteľa. Efektívnejším riešením je prerozdelenie energie (load balancing).
V praxi to znamená napríklad ukladanie energie počas nízkeho dopytu, ktorá môže
byť využitá v dobe vysokého dopytu.
Udržateľnosť – nedostatok energie a globálne otepľovanie spôsobujú to, že udrža-
teľný rozvoj je nevyhnutná požiadavka pre fungovanie inteligentnej siete. Technoló-
gie používané v inteligentnej sieti využívajú obnoviteľné zdroje energie ako naprí-
klad veternú a solárnu energiu. K udržateľnosti prispieva aj šetrenie energie a už
spomínaná efektivita spotreby energie, k čomu prispieva load balancing a demand
management, prípadne využitie optimalizácie plánovania [5].
1.3 Advanced Metering Infrastructure
Advanced Metering Infrastructure (AMI) je hlavný mechanizmus pre realizáciu in-
teligentnej siete. Pozostáva zo systému smart metrov, komunikačnej siete, systému
pre zber dát zo smart metrov a z riadiaceho centra. AMI využíva obojsmernú komu-
nikáciu medzi zákazníkom a riadiacim centrom. Táto komunikácia umožňuje prenos
informácií o spotrebe energie takmer v reálnom čase. Hlavnými funkciami AMI sú
tiež meranie výkonu, adaptívne určovanie cien energie, demand-side management
a self-healing [6].
1.3.1 Komponenty AMI
Smart Meter – Smart meter je kľúčové zariadenie v AMI. Je to elektronické za-
riadenie, ktoré zaznamenáva informácie o spotrebe elektrickej energie, tepla, vody,
plynu, meria napätie a môže slúžiť aj ako prístupový bod v komunikácii medzi zá-
kazníkom a dodávateľom [6]. Tieto informácie smart meter uchováva a preposiela
do riadiaceho centra. Smart meter identifikuje spotrebu energie detailnejšie ako tra-
dičné elektronické merače. Vďaka smart metru si tak vie užívateľ ovládať a spravovať
spotrebu energie, najmä počas zvýšenej záťaže (peak load).
Komunikačná sieť – komunikačná sieť v AMI je obojsmerná. V AMI môžu byť
zastúpené viaceré typy siete: Power Line Communications (PLC) alebo Broadband
over PowerLine (BPL), optické vlákna, Fixed Radio Frequency alebo landline, paging
a cellular.
Koncentrátor – koncentrátor, alebo tiež Data Concentrator Units (DCU) je zaria-
denie, ktoré zhromažďuje informácie zo smart metrov a preposiela ich ďalej do ria-
diaceho centra.
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Riadiace centrum – riadiace centrum slúži na uchovávanie a analýzu nameraných
informácií [8].
1.3.2 Architektúra AMI
Obr. 1.1: Architektúra AMI
Na obrázku 1.1 je zobrazený príklad architektúry AMI. Home are network (HAN)
slúži na prepojenie inteligentných spotrebičov v domácnosti a iných zariadení ako
napríklad fotovoltaický systém, elektrické vozidlo, inteligentný termostat, rôzne sen-
zory a v neposlednom rade smart metre. Na komunikáciu medzi týmito zariadeniami
sa používa PLC alebo bezdrôtové zariadenia ako napríklad ZigBee alebo Z-wawe [7].
Neighborhood area network (NAN) poskytuje komunikáciu medzi smart metrami
a koncentrátormi, ktorých je spravidla viacero. Túto komunikáciu zabezpečujú tech-
nológie WiMAX alebo technológia cellular. Koncentrátory sú prepojené s riadiacim
centrom, ktoré je tiež nazývané AMI headend, cez world area network (WAN). Pre-
pojenie zabezpečujú optické vlákna alebo cellular sieť. Riadiace centrum pozostáva
z viacerých subsystémov, ktoré spolu komunikujú. Sú to geographic information
system (GIS), meter data management system (MDMS), konfiguračné systémy atď.
Tieto subsystémy komunikujú v rámci local are network (LAN).
1.4 DLMS/COSEM komunikačný protokol
DLMS/COSEM (Device Language Message Specification a Companion Specification
for Energy Metering) je skupina štandardov pre komunikáciu v energetickej sieti.
Podporuje zariadenia pre vzdialený prístup a zariadenia pre meranie energie ako
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elektrina, voda, plyn, teplo. Tieto štandardy sú vyvíjané a udržiavané organizáciou
DLMS User Association (DLMS UA). Zoskupené sú v zozname medzinárodných
štandardov IEC 62056 [9].
1.4.1 COSEM
COSEM je objektový model, ktorý popisuje sémantiku jazyka a vytvára rozhranie
pre komunikáciu. Je schopný virtuálnej reprezentácie ľubovoľnej aplikácie. Využíva
objektovo orientovaný prístup. Triedy rozhrania COSEM a ich inštancie sa nazývajú
objekty (COSEM interface object) a možno ich použiť na modelovanie prípadov po-
užitia meraní. Meter je reprezentovaný ako server, ku ktorému pristupujú klientské
aplikácie. COSEM server je hierarchicky rozdelený do troch úrovní: fyzické zariade-


























Obr. 1.2: COSEM model
Fyzické zariadenie slúži na hostovanie jedného alebo viacerých logických zaria-
dení. Logické zariadenie modeluje funkcionalitu fyzického zariadenia ako napríklad
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plynový alebo elektrický meter. Každé logické zariadenie pozostáva z COSEM ob-
jektov, ktoré sa skladajú z metód a atribútov. Atribúty reprezentujú charakteristiku
COSEM objektu a obsahujú napríklad dátový typ, alebo rozsah hodnôt. Metódy
slúžia napríklad na modifikáciu atribútov [10].
1.4.2 OBIS
OBIS (Object Identification System) je systém pomenovaní (identifikácie) pre CO-
SEM objekty. Poskytuje jednoznačný identifikátor (ID) pre všetky objekty v in-
fraštruktúre: logické názvy pre inštancie alebo objekty, dáta prenášané cez komu-
nikačnú linku, dáta zobrazené v zariadeniach pre meranie. OBIS identifikuje dáta
v energetickej infraštruktúre hierarchicky. Využíva na to skupiny hodnôt A – F.
Tieto skupiny špecifikujú napríklad zariadenie používané pre meranie, typ energie,
komunikačný kanál alebo typ nameraných dát [10].
1.4.3 Komunikácia
Podľa štandardu IEC je COSEM rozhranie, ktoré slúž na modelovanie zariadení
a DLMS slúži na výmenu dát medzi zariadeniami. V ISO OSI modeli komunikuje
DLMS na vrstve L4-L5 (transportná a relačná vrstva) a COSEM na vrstve L6
(prezentačná) [10].
Komunikácia v DLMS/COSEM je komunikácia medzi klientom a serverom, kde
server reprezentuje smart meter a klient reprezentuje koncentrátor. Táto komuniká-
cia prebieha na aplikačnej vrstve a pozostáva z troch častí:
• Modelling zahŕňa dátový model meracích zariadení a pravidlá pre identifi-
káciu. Dátový model poskytuje náhľad na funkcionalitu meracieho zariadenia
na jeho rozhraní. Špecifikuje COSEM objekty, identifikáciu objektov (OBIS)
a použitie objektov rozhrania na modelovanie funkcií meracieho zariadenia.
• Messaging zahŕňa mapovanie elementov dátového modelu do správ APDU
(application protocol data units).
• Transporting zahŕňa transport správ cez komunikačný kanál.
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2 Cyber range
Kybernetická bezpečnosť je stále dôležitejšia v dôsledku narastajúceho počtu počí-
tačových systémov, bezdrôtových zariadení, smart zariadení, televízorov a iných za-
riadení. Vzhľadom na svoju komplexnosť, či už z pohľadu politiky alebo technológií,
je kybernetická bezpečnosť jednou z najväčších výziev dnešného sveta. Vzdelávanie
v kybernetickej bezpečnosti je preto stále viac relevantné, pretože je to jediný spôsob
ako predísť kybernetickým útokom. Cyber range je jedno z riešení, ktoré sa používa
k tréningu proti týmto útokom.
Cyber range je prostredie, ktoré sa používa pre tréning v oblasti kybernetických
hrozieb a pre vývoj kybernetických technológií. Poskytuje nástroje pre posilnenie
stability, bezpečnosti a výkonu kybernetických infraštruktúr alebo počítačových sys-
témov. Vďaka cyber range si môžu bezpečnostní experti, študenti alebo nadšenci
testovať praktické zručnosti a trénovať na praktické kybernetické hrozby. Cyber
range je zvyčajne virtualizované prostredie, ktoré obsahuje požadovanú infraštruk-
túru, ktorá simuluje reálne scenáre. Systémy cyber range sú vyvíjané pre viaceré
špecializované organizácie: computer emergency response team (CERTs), network
operations center (NOC) a iné organizácie zaoberajúce sa obranou a bezpečnosťou
systémov. Najväčším investorom do cyber range systémov je organizácia DARPA
(defense advanced research projects agency), ktorá spustila platformy national cy-
ber range (NCR) alebo cyber grand challenge (CGC) [11].
2.1 Cyber range platformy
Jednotlivé cyber range platformy sa líšia funkcionalitou, ale aj účelom, pre ktorý je
platforma vyvíjaná, či už je to akademický, komerčný alebo vojenský sektor. V tejto
kapitole budú popísané najznámejšie cyber range platformy a väčšia pozornosť bude
venovaná platforme KYPO cyber range, pretože bola použitá v tejto práci.
2.1.1 National cyber range
National cyber range (NCR) platforma spadá do oddelenia pre obranu (Department
of Defense) a bola založená organizáciou DARPA. Poskytuje prostredie pre testo-
vanie kybernetickej bezpečnosti. Využíva metódy pre hodnotenie odolnosti voči ky-
bernetickým hrozbám. NCR simuluje prostredie podobné internetu (Internet-like)
používaním množstva virtuálnych strojov a fyzického hardvéru s emuláciou prenosu.
Používané sú technológie na zber dát, nástroje pre automatizáciu a monitoring a si-
mulačné nástroje. Pre vytvorenie virtuálneho prostredia sa využíva resource pool1.
1Fyzický hardvér (procesor, pamäť) alokovaný pre virtuálny stroj
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Vzniká tak izolované a zabezpečené testovacie prostredie [12].
2.1.2 CYBERBIT cyber range
Cyberbit organizácia bola vytvorená za účelom riešenia problému nepripravenosti
kybernetických tímov na reálne útoky. Cyberbit cyber range platforma sa snaží
o poskytnutie tzv. hyper-realistického simulovaného prostredia pre trénovacie účely.
Hyper-realistické prostredie je virtualizované prostredie, ktoré simuluje skutočné
prostredie. Toto prostredie umožňuje realistické vytváranie sietí, zabezpečovacích
nástrojov, kybernetických útokov a vytváranie scenárov. Cyberbit sa sústreďuje aj
na zabezpečenie OT2 zariadení ako napríklad SCADA3 siete, inteligentné siete, elek-
trárne alebo dáta centrá [13].
2.1.3 KYPO cyber range
KYPO cyber range paltforma je vyvíjaná na Masarykovej Univerzite v Brne. Posta-
vená je na cloud platforme OpenStack. Dizajn je navrhnutý tak, aby spĺňal požia-
davky ako napríklad reprodukovateľnosť, rozšíriteľnosť, automatizácia, prevádzky-
schopnosť s minimálnym zásahom človeka a nákladová efektívnosť. KYPO platforma
je vyvíjaná ako open-source. Na definíciu virtuálnych strojov sa používajú jazyky
JSON a YAML a na popis jednotlivých virtuálnych strojov sa využíva automatizačný
nástroj Ansible [14].
Emulované virtuálne prostredie
KYPO využíva virtualizáciu pre simulovanie infraštruktúry v cloud prostredí pre do-
siahnutie vysokej flexibility, izolácie, rozšíriteľnosti a prenositeľnosti. Virtualizácia
umožňuje emulovanie reálnych systémov a zariadení. Pri emulácii virtuálneho pro-
stredia sa používajú nasledovné pojmy:
• Sandbox – izolované testovacie prostredie, ktoré pozostáva z virtuálnych stro-
jov. Užívateľ je schopný pripojiť sa na virtuálne stroje a komunikovať s ostat-
nými zariadeniami v sieti.
• Sandbox definícia – definícia internej štruktúry siete a virtuálnych stro-
jov. Pozostáva z dvoch častí. Definícia topológie – popis jednotlivých in-
štancií v topológii (router, host, sieť) a Sandbox provisioning – nastavenie
prostredia, vytvorenie užívateľov, inštalácia potrebných balíčkov atď. KYPO
platforma používa pre sandbox provisioning nástroj Ansible.
2Operation technology – použitie hardvéru alebo softvéru k monitorovaniu a kontrole fyzických
procesov, zariadení alebo infraštruktúry.
3Supervisory Control and Data Acquisition – softvér, ktorý kontroluje technické zariadenia
a umožňuje ich ovládanie a zber dát.
17
• Pool – viacero sandboxov, ktoré používajú rovnakú sandbox definíciu.
• Tréning – KYPO tréning slúži na testovanie užívateľov prípadne na získa-
nie spätnej väzby od zúčastnených. Tréning pozostáva z viacerých úrovní, kde
každá úroveň môže byť iného typu. Užívatelia alebo hráči majú špecifikovaný
čas kedy môžu tréning absolvovať. Počas tréningu je každému hráčovi prira-
dený sandbox zo sandbox poolu [14].
Architektúra
Obr. 2.1: KYPO cyber range architektúra
Základná komponenta KYPO CRP je cloud platforma OpenStack, ktorá pomocou
API alebo grafického rozhrania kontroluje virtuálne stroje, úložisko a sieťovanie.
KYPO portál je grafické rozhranie pre interakciu medzi užívateľmi a KYPO CRP,
vďaka ktorému je možné napríklad pristupovať k sandboxom. Slúži tak ako pro-
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stredník medzi užívateľom a mikroslužbami4, ktoré bežia na pozadí. Git repozitáre
slúžia na ukladanie sandbox definícii. Cez KYPO portal je možné sandbox definície
stiahnuť, keď je to potrebné. Užívatelia majú rôzne práva. Môžu vytvárať tréningy,
spravovať prístup pre ostatných užívateľov alebo spravovať sandbox definície. Po-
mocou Spice konzole alebo s použitím protokolu SSH sa vedia pripojiť k virtuálnym
strojom [14].
Komponenty
KYPO platforma je dizajnovaná ako webová aplikácia. Architektúra je postavená
na využívaní konceptu mikroslužieb, teda na oddelení jednotlivých logických jedno-
tiek do separátnych častí, ktoré poskytujú určitú funkcionalitu.
• KYPO Head – fyzický stroj, na ktorom bežia všetky ostatné služby.
• User and Group Service – slúži na manažment užívateľov, skupín a rolí
a umožňuje registráciu ostatných mikroslužieb. Tieto procesy riadi adminis-
trátor.
• Training Service – slúži na vytváranie a riadenie bezpečnostných tréningov.
• Elasticsearch Service – úlohou tejto služby je komunikácia a získavanie dát
z ostatných služieb. Sú to napríklad udalosti a príkazy z tréningov a hier.
• Sandbox Service – riadi životný cyklus sandboxov v KYPO platforme. Za-
hŕňa to manažment sandbox definícii, vytváranie a odstraňovanie sandboxov,
konfigurácie siete v rámci sandboxu atď.
• OICD Provider – poskytuje zabezpečený autentizačný mechanizmus pre au-
tentizáciu užívateľov a ochranu mikroslužieb a ich API.
• Angular Frontent – grafické užívateľské rozhranie implementované pomocou
platformy Angular. Poskytuje prístup k jednotlivým mikroslužbám cez webový
prehliadač.
• Cloud Service – externá služba, ktorá kontroluje virtuálne prostredie, úlo-
žisko a sieťovanie. KYPO využíva externú platformu OpenStack [14].
4Z angl. microservice – spustenie jednej aplikácie ako súbor malých služieb (service), pričom
každá beží ako jeden proces.
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3 Virtualizácia
Počiatok virtualizácie siaha do 60. rokov minulého storočia, kedy spoločnosť IMB
predstavila proces virtualizácie v jednom zo svojich projektov. Odvtedy využívanie
virtualizácie masívne vzrástlo. V súčasnosti sa virtualizácia využíva hlavne pre šet-
renie nákladov, času, prostriedkov a tvorí základ pri vytváraní cloudových riešení.
Virtualizácia znamená v počítačových vedách proces vytvorenia a behu virtuál-
nych strojov (virtual machine) na fyzickom stroji [15]. Tieto virtuálne stroje ozna-
čujeme tiež ako guests a fyzický hardware, na ktorom bežia host. Virtuálny stroj
je virtuálna reprezentácia fyzického stroja, ktorá sa správa ako skutočný počítač.
Virtualizácia umožňuje vytvorenie viacerých virtuálnych strojov, každý s vlastným
operačným systémom, aplikáciami alebo programom, na jednom fyzickom stroji.
3.1 Hypervisor
Virtualizačná platforma (správca virtuálnych strojov) alebo tiež hypervisor je soft-
vér, ktorý umožňuje komunikáciu medzi hardvérom a virtuálnymi strojmi, ktoré
vytvára [16]. Jej hlavnou úlohou je správa a organizácia zdrojov – procesoru, pa-
mäte, prenosu vstupno/výstupných dát a relokáciu týchto zdrojov medzi existujú-
cimi a novými virtuálnymi strojmi. Hypervisor môže byť na základe rozdielneho
typu implementácie rozdelený do dvoch skupín:
• Type-1 (bare-metal) hypervisor – komunikácia medzi hardvérom a virtu-
álnymi strojmi je priama (hypervisor beží priamo na fyzickom stroji). Výho-
dou je vyšší výkon a lepšie zabezpečenie. Zástupcami tohto typu sú napríklad:
Microsoft Windows Server2012 Hyper-V, Citrix XenServer, Enterprise Virtu-
alization (RHEV) alebo Kernel-based VirtualMachine (KVM).
• Type-2 (hosted) hypervisor – tento hypervizor beží na hostiteľskom ope-
račnom systéme. Operačný systém virtuálneho stroja beží ako proces na hosti-
teľskom stroji. Výhodou tohto typu je jednoduchšia správa virtuálnych strojov
a možnosť prevádzky viacerých operačných systémov naraz. Zástupcami tejto
kategórie sú napríklad Oracle VirtualBox, VMware player, VMware Worksta-
tion alebo QEMU.
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Obr. 3.1: Typy hypervisorov
3.2 Metódy virtualizácie
Existuje viacero virtualizačných techník, ktoré sa líšia v miere simulácie hardvéru,
na ktorom sú virtuálne stroje spustené. Hlavné virtualizačné techniky sú plná vir-
tualizácia, paravirtualizácia a virtualizácia na úrovni operačného systému.
3.2.1 Plná virtualizácia
Pri plnej virtualizácii je operačný systém virtuálneho stroja úplne izolovaný od fy-
zického stroja a nemožno do neho zasahovať. Virtuálny stroj iba simuluje všetky
hardvérové komponenty a nie je si vedomý toho, že je virtualizovaný. Operačný
systém tak nemá prístup k fyzickému hardvéru, je iba sprostredkovaný. Plná virtu-
alizáca poskytuje najvyššie zabezpečenie a izoláciu virtuálneho stroja, čo umožňuje
jednoduchú migráciu [17]. Najznámejšími zástupcami plnej virtualizácie sú Oracle
VM VirtualBox, QEMU alebo WMware Workstation.
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3.2.2 Paravirtualizácia
Pri paravirtualizácii beží hypervisor priamo na fyzickom hardvéri a priraďuje po-
trebné zdroje virtuálnym strojom. Virtuálny stroj vie o tom, že je virtualizovaný
(na rozdiel od plnej virtualizácie). S hypervisorom komunikuje priamo pomocou API
volaní. Najznámejším zástupcom paravirtualizácie je nástroj XEN, ktorý podporuje
paravirtualizáciu aj plnú virtualizáciu [18].
3.2.3 Virtualizácia na úrovni operačného systému
Virtualizácia, alebo tiež kontajnerizácia je v posledných rokoch rozšírená technoló-
gia. Hlavným dôvodom jej vzniku bola redukcia režijných nákladov, ktoré sú pri po-
užití hypervisoru vyššie. Ako už bolo naznačené, virtualizácia na úrovni operačného
systému nevyžaduje prítomnosť hypervisoru, ale používa takzvané kontajnery. Kon-
tajner zdieľa jadro operačného systému s ostatnými kontajnermi, čím sa šetria zdroje
a možno tak spustiť množstvo kontajnerov na jednom serveri [19]. Najznámejšími
predstaviteľmi tejto technológie sú Linux LXC a Docker.
3.3 Prehľad virtualizačných platforiem
V súčasnosti existuje viacero nástrojov pre virtualizáciu, ktoré sa líšia v použitej
technológii, type hypervisoru, robustnosti, nákladoch na prevádzku . . . V tejto sekcii
budú predstavené najpoužívanejšie virtualizačné platformy.
3.3.1 KVM
Kernel-based Virtual Machine (KVM) je open source virtualizačná technológia vy-
tvorená pre Linux. KVM umožňuje použitie Linuxu ako bare-metal hypervisor, ktorý
umožní beh viacerých izolovaných virtuálnych strojov. KVM je vstavaná súčasť Li-
nuxu, preto sa každý virtuálny stroj správa ako linuxový proces s dedikovanými
zdrojmi (procesor, pamäť) [20].
3.3.2 VMware
WMware je americká firma, ktorá poskytuje viaceré virtualizačné platformy:
• WMware Workstation je proprietárny hosted (type-2) virtualizačný soft-
vérový balíček dostupný pre operačné systémy Windows a Linux. Podpo-
ruje platformy x84 aj x64 a rôzne typy operačných systémov pre virtuálne
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stroje. WMware Workstation môže byť použitý pre plnú virtualizáciu aj para-
virtualizáciu. Poskytuje rozšírenú 3D grafickú podporu (DX10, OpenGL 3.3)
a širokú škálu nastavení.
• VMware Player je okresaná verzia WMware Workstation, ktorá je zadarmo,
ale neumožňuje beh viacerých inštancii v rovnakom čase.
• WMware vSphere je proprietárny bare-metal (type-1) virtualizačný nástroj,
ktorý povoľuje väčšie množstvo súčasne bežiacich virtuálnych strojov. Vhodný
je pre väčšie clustre a pre beh virtuálnych strojov priamo na serveri.
3.3.3 Citrix
Citrix je spoločnosť, ktorá poskytuje aplikačnú a desktopovú virtualizáciu a zame-
riava sa na cloudové technológie. Táto spoločnosť úzko spolupracuje so spoločnosťou
Microsoft, ktorej poskytuje produkty pre vzdialený prístup. Citrix je známy aj svo-
jou technológiou Citrix Ready Thin Client [21]. Thin client je jednoduchý počítač,
ktorý umožňuje vzdialený prístup k serveru, na ktorom beží nejaká aplikácia, na-
príklad Office365. Všetka záťaž je tak sústredená na strane serveru a šetrí sa zátaž
na strane klienta. Toto riešenie je v súčasnosti rozšírené napríklad v korporátnych
spoločnostiach, pretože im poskytuje centralizovaný prístup k takzvanej virtuálnej
desktopovej infraštruktúre (VDI). Toto riešenie je bezpečné a šetrí zdroje.
3.3.4 VirtualBox
VirtualBox je open source platforma vyvíjaná spoločnosťou Oracle, ktorá umožňuje
vytváranie a správu virtuálnych strojov s ľubovoľným operačným systémom. Virtu-
alBox podporuje viaceré diskové formáty ako napríklad VMI, VMDK, VHD. Jedná
sa o hypervizor type-2, ktorý využíva metódu plnej virtualizácie. Na rozdiel od os-
tatných platforiem VirtualBox podporuje zdieľané úložisko, zaberá menšie množstvo
zdrojov a umožňuje vytváranie neobmedzeného množstva snapshotov [20].1
3.4 Benefity virtualizácie
S rapídnym nárastom počtu serverov a zväčšovaním sa počtu datacentier narastá aj
potreba virtualizácie. Takmer každá väčšia firma alebo organizácia fungujúca v ob-
lasti IT sa bez virtualizácie nezaobíde. Virtualizácia však prináša viaceré benefity
aj jednotlivcom. Výhody virtualizácie sú nasledovné:
• Zotavenie z chýb (Disaster recovery) – virtuálne stroje bežia nezávisle
od fyzického hardvéru. Vďaka tomu je možné ľubovoľne presúvať virtuálne
1Uloženie stavu virtuálneho stroja v určitom momente.
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stroje medzi servermi. To umožňuje transparentné presmerovanie užívateľov
na záložné serveri v prípade plánovaného alebo neplánovaného výpadku [22].
• Agilita – vďaka virtualizácii je možné jednoducho a dynamicky reagovať
na nové požiadavky. Jednotlivé virtuálne stroje, siete, či úložiská sú zosku-
pené do jedného prostredia (virtual resource pool). Virtualizácia umožňuje
relokáciu aplikácií z jedného serveru na druhý, poskytuje vzdialený prístup
a jednoduchú konfiguráciu a manažment aplikácií z centrálneho bodu (cen-
tralizácia). Ďalej je možné ľubovoľne, rýchlo a lacno odoberať, alebo pridávať
zariadenia do siete [22].
• Šetrenie zdrojov – server je typicky používaný pre beh nejakej aplikácie.
Pokiaľ táto aplikácia aktuálne nie je používaná, výpočtová technika je nečinná
a možno ju použiť pre iné aplikácie. Dochádza tak k tomu, že server je vy-
užívaný iba na 5-25%. Pri použití virtualizácie sa fyzický stroj transformuje
na niekoľko virtuálnych strojov. Tieto virtuálne stroje môžu mať rôzne ope-
račné systémy a môžu spúšťať rôzne aplikácie, pričom všetky sú hostované
na jednom serveri. Šetria sa tak prostriedky, energia a tým aj životné prostre-
die [22].
• Testovanie – testovanie s využitím virtualizácie prináša viaceré výhody:
– virtualizované prostredie je segmentované na virtuálne stroje. Preto je
možné reštartovať virtuálny stroj bez toho, aby to malo vplyv na pro-
dukčné prostredie.
– jednoduchá prenositeľnosť na iný hardvér
– nezávislosť na hardvérovej platforme
– záloha dát s využitím snapshotov.
– rýchly provisioning2.
2Proces nastavenia IT infraštruktúry (príprava a nastavenie siete, správa prístupu k dátam
a zdrojom a ich sprístupnenie používateľom)
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4 Automatizácia
Automatizácia znamená vo všeobecnosti použitie technológie, ktorá vykonáva určité
úlohy s účelom redukcie asistencie človeka. Umožňuje to zrýchliť procesy a zní-
žiť prípadnú chybovosť. Existuje viacero typov automatizácie ako napríklad biznis
automatizácia, IT automatizácia, automatizácia v oblasti robotiky, priemyselná au-
tomatizácia, umelá inteligencia alebo strojové učenie. Automatizácia je v súčasnosti
rozšírená v oblasti CI/CD1 alebo DevOps2 [23]. Táto práca sa zaoberá automatizá-
ciou v oblasti virtualizácie.
4.1 Nástroje pre automatizáciu
Existuje niekoľko automatizačných nástrojov v automatizácii. úlohou týchto apli-
kácii je vytvárať konfigurovateľné, reprodukovateľné a prenositeľné prostredie, čo
zahŕňa aj automatizovaný deployment3, manažment aplikácii prípadne orchestrá-
ciu4 či kontajnerizáciu. Príkladom týchto nástrojov sú napríklad Docker, Vagrant,
Ansible alebo Kubernetes. Nižšie popísané budú nástroje Vagrant a Ansible, ktoré
sa používajú v tejto práci.
4.1.1 Vagrant
Vagrant je open-source nástroj pre vytváranie a správu virtuálnych strojov. Vag-
rant bol založený v roku 2010 Mitchellom Hashimotom. O dva roky neskôr vznikla
organizácia HashiCorp, ktorá poskytuje nástroje pre vývoj a deployment cloud in-
fraštruktúr. Okrem Vagrantu vlastní napríklad platformy Terraform alebo Packer
[24].
Vagrant sa používa hlavne pre vytvorenie virtuálneho prostredia, ktoré môže
byť jednoducho reprodukovateľné. Vagrant je spustiteľný na viacerých operačných
systémoch (Windows, Linux, Mac), napísaný je v programovacom jazyku Ruby. Di-
zajnovaný je pre použitie viacerých hypervisorov, napríklad VirtualBox, VM ware
alebo AWS. Z vývojového hľadiska je Vagrant praktický nástroj, ktorý umožňuje
izoláciu závislostí a ich konfigurácii v rámci jedného prostredia. Používanie Vag-
rantu je veľmi intuitívne. Základná konfigurácia je uložená v konfiguračnom súbore
1Continuous Integration and Continuous Delivery – agilná metodológia vývoja softvéru, ktorá
sa zameriava na využívanie automatizácie v testovaní a vývoji aplikácii.
2Development + Operations – prístup k vývoju softvéru, ktoré cieľom je maximalizovať bez-
pečnosť, udržateľnosť a účinnosť procesov.
3Súhrn aktivít a činností, ktoré pripravia softvérový systém k použitiu.
4Automatizovaná konfigurácia, koordinácia a manažment komplexných počítačových systémov.
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v takzvanom Vagrantfile. Vagrantfile popisuje konfiguráciu a nastavenia virtuálneho
prostredia.
Vytvorené prostredie je možné uložiť pomocou Vagrant Boxu. Vagrant box je
formát pre zabalenie Vagrant prostredia. Umožňuje prenositeľnosť na iné platformy
a vytváranie identického virtuálneho prostredia. Vagrant boxy podporujú verzovanie,
čo umožňuje aktualizáciu prípadne opravy chýb jednotlivých Vagrant boxov [25].
Pre konfiguráciu vytvorených virtuálnych prostredí je možné použiť konfiguračné
nástroje, napríklad Puppet, Chef alebo Ansible.
4.1.2 Ansible
Ansible je open-source automatizačný nástroj pre konfiguráciu virtuálnych prostredí,
provisioning, softvér deployment, orchestráciu a pokročilé úlohy ako sú nepretržité
nasadenie a aktualizácie bez výpadkov. Ansible sa zameriava na jednoduchosť pou-
žívania, bezpečnosť či spoľahlivosť. Vhodný je pre správu prostredí od malých štruk-












Obr. 4.1: Ansible architektúra
26
Zostavenie Ansible architektúry pozostáva z nasledujúcich bodov:
1. Vytvorenie playbooku a inventáru (inventory) na lokálnom serveri
2. Vytvorenie SSH spojenia s cieľovými servermi
3. Zhromaždenie dát o cieľových serveroch v Ansible serveri
4. Poslanie playbooku k cieľovým serverom
5. Spustenie playbookov na cieľových serveroch [27]
Ansible server je stroj, na ktorom je nainštalovaný Ansible a z ktorého sú spúšťané
playbooky a úlohy.
Playbook je jednoduchý konfiguračný YAML súbor. Definuje všetky kroky deplo-
yment konfigurácie. Playbook obsahuje premenné, úlohy a modely pre orchestráciu
a konfiguráciu jedného alebo viacerých virtuálnych strojov.
Inventory je zoznam serverov, pre ktoré bude použitá Ansible konfigurácia. Môže
byť organizovaný do skupín.
Play, Task, Module – Play reprezentuje spustenie jedného Playbooku. Playbook
obsahuje viacero úloh (tasks), ktoré volajú moduly. Modul môže byť použitý na in-
štaláciu balíčkov, spustenie príkazov, pripojenie a odpojenie zariadenia atď. Viaceré
moduly poskytuje priamo Ansible, ale užívateľ má možnosť vytvoriť si aj vlastné.
Role – Rola je špeciálny typ Playbooku, ktorá sa používa pre lepšiu organizáciu
a použitie úloh [25].
4.1.3 Docker
Docker je virtualizačná platforma, ktorá s využitím virtualizácie na vrstve operač-
ného systému vytvára softvérové balíčky nazývané kontajnery. Pre vytvorenie a beh
kontajnerov sa používa klient-server aplikácia Docker Engine. Jednotlivé kontajnery
obsahujú kódy, nastavenia, systémové nástroje, knižnice atď. Na rozdiel od klasic-
kých virtuálnych strojov sú kontajnery menšie, rýchlejšie a vyžadujú na beh menej
zdrojov [29]. Pre vytváranie aplikácií s viacerými kontajnermi sa používa nástroj
docker-compose, ktorý na základe súboru docker-compose.yml vytvára aplikácie,
ktoré bežia spoločne v izolovanom prostredí [30]. Pre orchestráciu a automatizované
nasadenie komplexných systémov sa Docker používa v kombinácií s inými automa-
tizačnými nástrojmi, ako napríklad Kubernetes alebo Ansible. Docker v kombinácií
s automatizačným nástrojom Ansible bol použitý aj v tejto práci pre deployment
OpenStack a KYPO platforiem.
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5 OpenStack
V roku 2010, organizácie Rackspace Hosting a NASA začali spoločne investovať do
open-source platformy OpenStack. OpenStack je škálovateľný cloudový operačný
systém, ktorý pozostáva z viacerých nástrojov pre cloud computing1 a manažment
a riadenie verejných, súkromných a hybridných cloudov. OpenStack je väčšinou nasa-
dený ako IaaS2 model, ktorý poskytuje viacero spolu komunikujúcich služieb. Každý
služba poskytuje API rozhranie pre komunikáciu a integráciu. OpenStack posky-
tuje možnosť nasadenia viacerých virtuálnych strojov a ďalších inštancií, ktoré plnia
rôzne úlohy. Zaručená je vysoká škálovateľnosť, orchestrácia a manažment chýb, čo
zaručuje vysokú dostupnosť (high availability) užívateľských aplikácií [28].
5.1 OpenStack komponenty
OpenStack obsahuje viacero komponent, ktoré poskytujú API prístup k zdrojom
infraštruktúry. Okrem odporúčaných komponent je možné dodatočne nainštalovať
viacero dodatočných komponent, ktorých počet s každou novou verziou OpenStacku
narastá. Nižšie popísané budú komponenty, ktoré boli použité v tejto práci.
• Keystone (Identity sevice) – Keystone je prvá služba, s ktorou užívateľ
komunikuje. Zabezpečuje autentizáciu a autorizáciu užívateľov. Po úspešnej
autentizácii môže užívateľ komunikovať s ostatnými službami.
• Glance (Image service) – Glance umožňuje vytváranie a registráciu virtu-
álnych strojov. Pomocou REST ASI je možné získať metadata o požadovanom
virtuálnom stroji.
• Placement – služba umožňuje ostatným projektom sledovať a kontrolovať
svoje zdroje. Tieto zdroje môžu registrovať alebo mazať pomocou HTTP API.
• Nova (Compote service) – Nova slúži ako controller, slúži na deployment
a manažment virtuálnych strojov a inštancií. Je hlavným komponentom IaaS
systému. Nova komunikuje s ostatnými službami, napríklad so službami Iden-
tity, Placement, Glance, Horizon.
• Neutron (Networking service) – Neutron umožňuje vytváranie a priraďo-
vanie zariadení do sietí. Jednoducho, rýchlo a efektívne kontroluje sieťovanie
a IP adresy.
• Horizon (dashboard) – Horiozon poskytuje grafické rozhranie pre užíva-
teľov. Toto rozhranie umožňuje prístup, riadenie a zobrazovanie cloudových
1Cloud computing je sprístupnenie IT infraštruktúry (programy, služby, úložisko), ktorá je ulo-
žená na serveroch a užívatelia k nej môžu na požiadanie pristupovať.
2Infrastructure as a Service – model cloud computingu, ktorý poskytuje služby ako hardvér,
alebo dátové úložiská prístupné cez internet.
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zdrojov.
• Heat (Orchestration service) – Heat je orchestračný nástroj, ktorý spúšťa
viaceré cloudové aplikácie definované v súbore. V súbore sú definované požia-
davky a zdroje potrebné pre beh aplikácie [31].
5.2 Príprava prostredia
Pred samotnou OpenStack inštaláciou je nutné spĺňať určite systémové a hardvé-
rové požiadavky. Najjednoduchšia architektúra, ktorá podporuje iba základné služby
a vytváranie obmedzeného počtu inštancií požaduje minimálne dva serveri (control-
ler a compute). Podľa OpenStack dokumentácie [31] požaduje controller minimálne
4GB RAM a 5GB úložiska, compute minimálne 2GB RAM a 10 GB úložiska.
Controller
Controller je zodpovedný za beh a manažment softvérových služieb potrebných
pre OpenStack prostredie. Na controller serveri sú nainštalované viaceré kompo-
nenty, sieťový agenti, databázy, message queue alebo NTP protokol. Controller vy-
žaduje minimálne dve sieťové rozhrania.
Compute
Compute sa používa pre beh virtuálnych inštancií. Na virtualizáciu používa KVM
hypervisor. Beží na ňom napríklad Neutron služba a slúži aj na definovanie bezpeč-
nostných skupín. Rovnako ako Controller vyžaduje minimálne dve sieťové rozhrania.
Na prípravu prostredia pre inštaláciu bol použitý nástroj KYPO sandbox creator.
Tento nástroj vytvára virtuálne prostredie pomocou nástroja Vagrant. Pre konfigurá-
ciu a provisioning využíva nástroj Ansible a ako hypervisor používa VirtualBox. Pre
potreby OpenStack inštalácie boli pomocou tohto nástroja vytvorené dva virtuálne
stroje (Controller a Compute), ktoré sú prepojené cez router a vedia spolu komuni-
kovať. Pre controller bolo rezervované 8GB RAM a 10GB úložiska a pre compute
4GB RAM a 10 GB úložiska. Pre tieto virtuálne stroje bol použitý operačný systém
Ubuntu 18.04, ktorý podporuje inštaláciu najnovšej verzie OpenStacku. Následne bol
nainštalovaný samotný OpenStack na virtuálne stroje s potrebnými komponentami
pre ďalšie použitie KYPO cyber range platformy. Komponenty a celá architektúra



















Obr. 5.1: OpenStack architektúra
OpenStack inštalácia môže byť kvôli komplexnosti a množstvu potrebných kompo-
nent a závislostí pomerne komplikovaná záležitosť. Existuje viacero prístupov a mož-
ností ako nainštalovať OpenStack. Jedna možnosť je využiť automatizovaný nástroj
ako napríklad DevStack, RDO Packstack, OpenStack-Ansible, Fuel alebo TripleO
[32]. Druhá možnosť je postupovať podľa oficiálnej OpenStack manuálnej inštalácie.
Manuálna inštalácia je časovo náročná, ale pri dodržiavaní postupov vie byť takmer
bezproblémová. Nie je potrebné riešiť prípadné závislosti a umožňuje lepšie pochopiť




Na začiatku inštalácie je potrebné nastaviť konfiguráciu sieťových rozhraní. Con-
troller node3 aj compute node potrebujú prístup na internet kvôli administratívnym
účelom ako sú inštalácia balíčkov, inštalácia aktualizácií alebo DNS a NTP. Prístup
k internetu bol nakonfigurovaný pomocou nástroja KYPO sandbox creator v príp-
rave inštalačného prostredia prostredia. Potrebné je teda iba nastavenie komunikácie
medzi controller nodom a compute nodom. Toto nastavenie zahŕňa nastavenie sieťo-
vého rozhrania pre manažment v súbore /etc/network/interfaces a nastavenie name
resolution4 pre virtuálne stroje (controller, compute) v súbore /etc/hosts.
NTP
NTP protokol slúži na synchronizáciu medzi jednotlivými službami. Túto funkciona-
litu implementuje aplikácia chrony, ktorá bola následne nainštalovaná.5 Controller
bol nastavený ako NTP server a compute nastavený tak, aby sa odkazoval na con-
troller node.
OpenStack balíčky
OpenStack balíčky sú v Ubuntu dostupné cez Ubuntu Cloud Archive. Tieto balíčky je
potrebné v tomto archíve povoliť a následne je možné ich nainštalovať. Nainštalovaná
bola OpenStack verzia Train pre controller node aj pre compute node.
SQL
SQL databázy používa väčšina OpenStack služieb na ukladanie potrebných informá-
cií. OpenStack používa v závislosti na distribúcii databázové služby MySQL alebo
MariaDB a OpenStack služby podporujú aj použitie PostgreSQL. Na controller node
bol nainštalovaný balíček mariadb-server a pomocou mysql-secure-installation bol
nastavený užívateľ root.
Message queue
Message queue sa používa na koordináciu operácií a vymieňanie informácií medzi
OpenStack komponentami. Posiela požiadavky k jednotlivým aplikáciam alebo kom-
ponentom a po vykonaní operácie vráti požadovaný výstup. OpenStack podporuje
3Systém alebo zariadenie pripojené k sieti (server, router).
4Konverzia názvu počítača na jeho sieťovú IP adresu.
5Inštalácia chrony aj všetkých balíčkov pre OpenStack bola vykonaná pomocou linuxového CLI
nástroja pre manažment balíčkov apt.
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message queue služby RabbitMQ, Qpid a ZeroMQ. Nainštalovaná bola služba Rab-
bitMQ na controller node a vytvorený bol OpenStack užívateľ s právami na zápis
a čítanie.
Memcached a Etcd
Memcached je autentizačný mechanizmus pre Identity service, ktorý slúži na ukla-
danie tokenov. Etcd je úložisko pre distribuované systémy, ktoré ukladá kritické dáta
ako napríklad konfigurácie, metadata a iné scenáre. Oba mechanizmy boli nainšta-
lované na controller node.
5.3.2 Inštalácia komponent
Jednotlivé komponenty boli popísané v sekcii 5.1. Ako je možné vidieť na obrázku
5.1, komponenty Nova a Neutron boli nainštalované na controlelr node aj compute
node, ostatné komponenty iba na controller node. Inštalácia jednotlivých komponent
(okrem komponenty Horizon) pozostáva z nasledujúcich bodov:
• vytvorenie databázy pre komponentu, vytvorenie hesla a priradenie potreb-
ných práv
• inštalácia balíčku pre komponentu pomocou nástroja apt.
• konfigurácia komponenty v súbore /etc/<komponenta>/<komponenta>.conf
• vytvorenie domény, projektov, užívateľov a ich rolí, prípadne endpointy
• verifikácia funkčnosti
Komplikovanejšia je inštalácia neutron komponenty, kde je možné zvoliť si z dvoch
typov siete. Provider network a Self-service network.
Provider network zostavuje iba základnú architektúru, ktorá podporuje vytvára-
nie inštancií iba v externej sieti. Nie je možné vytvoriť privátnu sieť, routery alebo
floating IP adresy6. Iba admin alebo iný užívateľ s oprávnením môže manažovať
externú sieť.
Self-service network umožňuje priraďovanie inštancií aj k privátnej sieti. Demo
užívateľ alebo iný neoprávnený užívateľ môže manažovať privátnu sieť a vytvárať
routery a prepájať tak externú sieť s privátnou. Je možné vytvárať floating IP ad-
resy, ktoré umožňujú pristupovať k inštanciám v privátnej siete z externej siete ako
napríklad Internet.
6Floating IP adresa je zvyčajne verejná adresa, ktorá nie je automaticky priradená k nejakej
entite. Namiesto toho ju vlastník tejto adresy priradí k ľubovoľnej entite v sieti a kedykoľvek ju môže
priradiť k inej entite. Floating IP adresa zostáva funkčná aj po výpadku zariadenia, ku ktorému je
priradená.
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Použitá bola sieť Self-service. Pre controller node boli preto postupne nainšta-
lované a nakonfigurované komponenty neutron-server, neutron-plugin-ml2, neutron-
linuxbridge-agent, neutron-l3-agent, neutron-dhcp-agent, neutron-metadata-agent,
pre compute node komponenta neutron-linuxbridge-agent.
Horizon inštalácia pozostáva iba z inštalácie horizon balíčku, z povolenia a konfi-
gurácie API verzie a z povolenia prístupu pre jednotlivé stroje a užívateľov. Inštalácia














Obr. 5.2: Testovacie scenár pre KYPO
Pre overenie funkčnosti OpenStack prostredia bolo vytvorené testovacie prostre-
die zobrazené na obrázku 5.2. Prostredie pozostáva z verejnej a súkromnej siete,
ktoré sú navzájom prepojené cez router, z KYPO serveru a z floating IP, pomo-
cou ktorej je možné pristúpiť ku KYPO serveru. Na vytvorenie prostredia bola
použitá orchestračná služba Heat, ktorá vytvára prostredie s využitím preddefino-
vaných YAML súborov. Pred použitím nástroja je potrebné vytvoriť nasledovné
komponenty prostredia:
• vytvorenie verejnej siete s použitím verejného rozsahu IP adries. Použitý bol
rozsah 192.168.199.0/24
• vytvorenie floating IP adresy z rozsahu verejných IP adries, ktorá bude použitá
pre prístup ku KYPO serveru
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• vytvorenie image pre KYPO server. Použitý bol CirrOS image, ktorý používa
Linux distribúciu a bol vyvinutý pre testovanie účely
• vytvorenie flavor7 pre KYPO server
• vygenerovanie SSH kľúču, ktorý bude použitý pre komunikáciu s KYPO ser-
verom
Následne je potrebné vytvorené komponenty zadefinovať do YAML súborov. Použitý
bol nástroj kypo-crp-ostack-test, ktorý pozostáva z dvoch súborov: kypo-base.yaml
a kypo-base-params.yaml. Do súboru kypo-base-params.yaml boli zadefinované vy-
tvorené komponenty prostredia, súbor kypo-base.yaml definuje vytvorenie zvyšných
komponent prostredia (vytvorenie privátnej siete, routeru, KYPO serveru a pre-
pojenie komponent). OpenStack služby Heat tak potrebuje na vstupe jeden súbor
(kypo-base.yaml) na základe, ktorého je vytvorené celé prostredie. V počiatočnom
nastavení je OpenStack komunikácia zakázaná. Preto je potrebné vytvoriť pravidlá
pre komunikáciu (security group rules). KYPO server požaduje pre prístup protokol
SSH prípadne ICMP. Umožnená bola komunikácia pre tieto dva protokoly z akej-
koľvek adresy s použitím CIDR8 notácie 0.0.0.0/0.
Otestovaná bola funkčnosť pripojenia z verejnej siete na KYPO server pomocou
SSH protokolu. Ďalej boli použité rôzne rozsahy IP adries a vytvorenie viacerých
virtuálnych inštancií. Pre vytvorenie prostredia bola okrem služby Heat použitá
možnosť manuálneho vytvorenia prostredia či už pomocou GUI alebo pomocou CLI.
5.4 Kolla-ansible
Kolla-ansible alebo Kolla-OpenStack umožňuje automatizovanú, kontajnerizovanú
inštaláciu, respektíve deployment OpenStacku. Na rozdiel od manuálnej inštalácie
je tento spôsob inštalácie oveľa rýchlejší, menej náchylný na zavedenie chyby, jedno-
duchší a je taktiež odporúčaný aj pre následný KYPO deployment. Užívateľ si vie
jednoducho nakonfigurovať presné požiadavky na inštaláciu (zvoliť potrebné služby,
nastaviť sieťovanie, verziu OpenStacku, typ virtualizácie atď.). Inštalácia je možná
v móde all-in-one. To znamená, že je použitý iba jeden virtuálny stroj, v ktorom je
zahrnutá celá funkcionalita OpenStacku (control, compute, network, storage, mo-
nitoring, deployment). Z týchto dôvodov bola namiesto manuálnej inštalácie ďalej
použitá inštalácia pomocou Kolla-ansible.
Ako už vyplýva z názvu, Kolla-ansible používa ako hlavný nástroj pre deployment
Ansible. Kolla-ansible poskytuje dva konfiguračné Ansible súbory (inventory). Je to
multinode súbor a all-in-one súbor. V týchto súboroch je špecifikovaný zoznam vir-
tuálnych strojov, na ktoré sa následne inštaluje OpenStack. V tomto prípade bola
7Definovanie hardvérových požiadaviek (pamäť, úložisko) pre OpenStack inštancie
8IP adresa a maska siete (<ip-address>/<netmask>)
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použitá možnosť all-in-one, ktorá používa iba jeden virtuálny stroj, z ktorého je
inštalácia aj spúšťaná. Ansible následne kontroluje inštaláciu. Inštalácia je kontaj-
nerizovaná a využíva koncept mikroslužieb. Ako kontajnerizačný nástroj používa
Kolla-ansible Docker, ktorý rieši všetky softvérové závislosti.
Pre Kolla-ansible deployment musia byť splnené minimálne hardvérové požia-
davky:
• 2 sieťové rozhrania
• 8GB pamäte RAM
• 40GB úložiska
Tieto požiadavky sú minimálne a pre následnú inštaláciu KYPO cyber range
platformy a vytvorenie energetickej infraštruktúry nepostačujúce. RAM pamäť bola
teda zvýšená na 28GB a úložisko na 120GB. Kolla-ansible poskytuje pre vývojá-
rov Vagrantfile, ktorý nastavuje potrebné virtualizované prostredie pre OpenStack
deployment. Tento Vagrantfile je však zastaralý a podporuje iba použitie distri-
búcie Ubuntu xenial a CentOS 7. Naopak najnovšie verzie OpenStacku (Ussuri,
Victoria) vyžadujú novšie distribúcie, napríklad pre Ubuntu minimálne verziu bio-
nic. Preto bol Vagrantfile upravený tak, aby vyhovoval požiadavkom najnovšej vezie
OpenStacku a požiadavkom pre KYPO deployment. Upravená bola verzia Ubuntu
na verziu bionic, nastavenie pamäte RAM na 28GB a úplné odstránenie následného
provisioningu, ktorý by inštaloval pre Ubuntu bionic zastaralé balíčky (python, pip,
Docker). Potrebné nové balíčky boli následne po vytvorení virtuálneho prostredia
manuálne nainštalované. Ostatné náležitosti, ako napríklad sieťovanie alebo nastave-
nie prístupových údajov, boli ponechané. Z možností all-in-one a multi-node prostre-
dia bolo zvolené prostredie all-in-one, pretože je šetrnejšie k zdrojom, jednoduchšie
a dostačujúce pre následný KYPO deployment. Vagrant ďalej umožňuje použitie
dvoch hypervisorov: libvirt alebo VirtualBox. Použitý bol libvirt z dôvodu lepšieho
výkonu a nižších režijných nákladov.
5.4.1 Nastavenie sieťových rozhraní
OpenStack požaduje minimálne dve sieťové rozhrania – Management a Provider.
Management sieť slúži na manažment OpenStacku. Požaduje prístup k internetu
pre administratívne účely ako napríklad inštalácia balíkov, aktualizácie zabezpečení,
DNS alebo NTP. Provider sieť umožňuje prístup k internetu jednotlivým OpenStack
inštanciám. Kolla-ansible Vangrantfile má tieto siete predkonfigurované. Vagrant je
ale prednastavený tak, že vždy vytvorí ešte jedno rozhranie, ktoré slúži ako NAT
rozhranie. Vo výsledku sú teda vytvorené 3 rozhrania:
• eth0 (192.168.121.254/24) – NAT rozhranie, ktoré Vagrant vytvára auto-
maticky. Avšak, toto rozhranie je možné zmeniť iba manuálne (Vagrant ne-
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umožňuje toto rozhranie meniť). Rozhranie zaisťuje perzistentnú komunikáciu
medzi Vagrantom a virtuálnym strojom a umožňuje prístup k internetu.
• eth1 (172.28.128.200/24) – management rozhranie pre OpenStack. Rozhra-
nie je nastavené ako privátne.
• eth2 (192.168.122.200/24) – provider rozhranie pre prístup k internetu
pre jednotlivé inštancie. Rozhranie je nastavené ako verejné a funguje ako
bridge9. Nazýva sa aj fyzické rozhranie alebo physnet, pretože prepája vir-
tuálne rozhranie s fyzickým rozhraním na lokálnom počítači a umožňuje tak
prístup k lokálnej sieti (k internetu).
Ďalej bolo potrebné vyriešiť problém viacerých predvolených brán (default gate-
way), ktoré spôsobovali problémy s pripojením k internetu alebo problémy pri ná-
slednej inštalácii OpenStacku. Tento problém nastáva od verzie Ubuntu bionic, pre-
tože novšie verzie Ubuntu začali používať na konfiguráciu sieťových rozhraní súbory
uložené v priečinku /etc/netplan/ a konzolový príkaz netplan apply. Staršie ver-
zie Ubuntu používali súbor /etc/network/interfaces a konzolový príkaz ifupdown
[33]. Tento problém sa dá vyriešiť pomocou Vagrant nastavenia use-dhcp-assigned-
default-route. Toto nastavenie však nemá pre nové verzie Ubuntu žiadny efekt. Tento
problém je reportovaný a oprava je naplánovaná pre novšiu verziu Vagrantu. Prob-
lém je však možné vyriešiť pomocou zmeny konfiguračných netplan súborov alebo
zmenou priamo vo Vagrant súbore. Problém bol vyriešený nastavením statických IP
adries namiesto DHCP v súbore Vagrantile.
5.4.2 Kolla-ansible deployment
Kolla-ansible deployment alebo inštalácia pozostáva z inštalácie potrebných balíč-
kov, z konfigurácie prostredia a z následnej inštalácie (deployment) a post-inštalácie
(post-deploy).
Pre celý deployment sa používa python3 modul venv10. Pomocou tohto modulu je
vytvorené izolované virtuálne prostredie pre inštaláciu Kolla-ansible. Vo virtuálnom
prostredí boli postupne nainštalované pomocou python inštalátoru pip potrebné ba-
líčky (ansible, kolla-ansible, python-openstackclient, python-neutronclient, python-
glanceclient). Následne bol vytvorený priečinok /etc/kolla/, ktorému boli nastavené
potrebné práva a do ktorého boli prekopírované konfiguračné súbory pre kolla-ansible
all-in-one deployment. Ďalšia časť pozostáva z definície nastavení pre OpenStack
9Sieťové zariadenie, ktoré vytvára jednu agregovanú sieť z viacerých sietí alebo sieťových seg-
mentov.
10Modul venv je python modul, ktorý poskytuje podporu pre izolované virtuálne prostredie, ktoré
je nezávislé od systému na ktorom beží. Vo svojich adresároch môže mať nainštalovanú vlastnú
sadu python balíčkov
36
inštaláciu. Nastavenia sa konfigurujú v súbore globals.yml, ktorý poskytuje širokú
škálu nastavení a konfigurácií. Použité boli nasledovné nastavenia:




4openstack_release : " victoria "
5kolla_internal_vip_address : " 172.28.128.254 "
6network_interface : "eth1"
7neutron_external_interface : "eth2"
8neutron_plugin_agent : " linuxbridge "
9enable_heat : "{{ enable_openstack_core |bool }}"
Kolla-ansible podporuje výber medzi distribúciami RHEL, Ubuntu, CentOS a De-
bian. Znamená to, že jednotlivé Docker inštancie budú používať zvolenú distribúciu.
Zvolená bola možnosť Ubuntu, ktorá bola použitá aj pre lokálny počítač a jednotlivé
inštancie. Pri type inštalácie je možnosť výberu medzi binárnou inštaláciou (binary)
a inštaláciou zo zdrojových súborov (source). Binárna inštalácia používa repozitáre
apt alebo dnf, inštalácia zo zdrojových súborov používa archívy, git repozitáre a lo-
kálne súbory a priečinky. Zvolená bola možnosť source, ktorá je podľa Kolla-ansible
dokumentácie spoľahlivejšia [34]. Pre OpenStack bola zvolená verzia Victoria, ktorá
bola aktuálne najnovšia stabilná a odporúčaná verzia. Kolla VIP adresa je floating IP
adresa pre management sieť, ktorá poskytuje vysokú dostupnosť (high availability).
Táto adresa nie je ďalej dostupná pre management sieť. Management sieť je ďalej de-
finovaná v premennej network_interface. Slúži tiež ako predvolené sieťové rozhranie
pre OpenStack. Druhé sieťové rozhranie je externé rozhranie definované v premennej
neutron_external_interface. Je to verejná (brigde) sieť, ktorá môže byť typu vlan
alebo flat. Toto rozhranie je nakonfigurované bez priradenej IP adresy, aby mohli
jednotlivé inštancie pristupovať k externej sieti (k internetu). Pre neutron službu
je ako predvolený plugin nastavený OpenvSwitch. Tento plugin poskytuje na roz-
diel od pluginu linuxbridge viacero funkcií a je robustnejší. Avšak, pre jednoduchosť
a lepší výkon bol použitý plugin linuxbridge. Ako posledná bola nakonfigurovaná
premenná enable_heat, ktorá je ako jediná dodatočná služba potrebná k následnej
KYPO inštalácii. Po nakonfigurovaní všetkých premenných boli vygenerované všetky
OpenStack heslá (databázové heslá, heslá pre jednotlivé služby, prístup do horizon
GUI) a spustená bola samotná inštalácia OpenStacku.
Po inštalácii OpenStacku bola overená funkčnosť prostredia. Kolla-ansible po-
skytuje post-deploy skript, ktorý stiahne a zaregistruje cirros image a ďalej vytvorí
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siete (jednu verejnú a jednu privátnu), rozsahy pre siete, router pre komunikáciu me-
dzi sieťami, základne projekty, užívateľov a iné. Pred spustením skriptu je potrebné
nastaviť iba rozsah IP adries pre verejnú (fyzickú) sieť, ktorý je závislý od konkrét-
neho prostredia. Aby táto sieť fungovala správne a mala prístup k internetu, musí
byť nastavená z rozsahu verejnej (bridge) adresy eth2.
Výpis 5.2: Nastavenie externej siete pre OpenStack
1ENABLE_EXT_NET =${ ENABLE_EXT_NET :-1}
2EXT_NET_CIDR =${ EXT_NET_CIDR :-’192.168.122.0/24 ’}
3EXT_NET_RANGE =${ EXT_NET_RANGE :-’start =192.168.122.15 , end
=192.168.122.45 ’}
4EXT_NET_GATEWAY =${ EXT_NET_GATEWAY :-’192.168.122.1 ’}
Pre túto adresu bolo rezervovaných 30 adries, ktoré boli ďalej použité ako floating
IP adresy pre KYPO inštancie.
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6 KYPO inštalácia
Kypo inštalácia pozostáva z troch krokov. Vytvorenie funkčného OpenStack prostre-
dia, vytvorenie základnej infraštruktúry a samotný KYPO deployment. Celý proces
je popísaný v online návode, podľa ktorého bola inštalácia vykonaná [35].
6.1 OpenStack požiadavky
KYPO platforma požaduje pred samotnou inštaláciou vytvorenie funkčného OpenS-
tack prostredia – OpenStack s vytvoreným rozhraním pre komunikáciu s vonkajším
svetom a podpora služieb keystone, glance, placement, nova, neutron, horizon a heat.
Tieto požiadavky boli splnené pomocou Kolla-ansible inštalácie a popísané v pred-
chádzajúcej kapitole 5. Dodatočne bolo potrebné vytvoriť iba image, ktorý bude
použitý pre KYPO inštancie KYPO Head a KYPO Proxy. Podporované sú ver-
zie ubuntu-bionic-x86_64, ubuntu-focal-x86_64 a debian-9-x86_64. Vyskúšané boli
všetky tri verzie. Nakoniec bola použitá verzia ubuntu-focal-x86_64, ktorá bola naj-
stabilnejšia a nepotrebovala dodatočné inštalácie balíčkov.
6.2 KYPO infraštruktúra
KYPO infraštruktúra pozostáva z troch komponentov:
• KYPO Head – server, na ktorom je nainštalované KYPO CRP
• KYPO Proxy – server, ktorý sa používa na SSH prístup k jednotlivým sand-
boxom
• KYPO Base Network – sieť, ku ktorej sú pripojené servery aj sandboxy
Repozitáre pre KYPO infraštruktúru a KYPO deployment sú dostupné cez ver-
zovací systém GitLab1.
Pred samotnou prípravou prostredia bol vygenerovaný súbor kypo-cred-openrc.sh,
ktorý obsahuje prístupové údaje k OpenStacku. Tento súbor bol vygenerovaný pomo-
cou OpenStack GUI v sekcii Application Credentials. Príprava prostredia prebiehala
v prostredí pipenv, ktoré spája funkcionalitu pip inštalátora a prostredia virtualenv.
Jeho pomocou boli nainštalované potrebné závislosti. Po inštalácií závislostí boli
nakonfigurované hodnoty pre OpenStack inštancie (KYPO Head a KYPO Proxy).




Výpis 6.1: Export premenných pre OpenStack inštancie
1export KYPO_HEAD_FLAVOR =" standard .large"
2export KYPO_HEAD_IMAGE ="ubuntu -focal -x86_64"
3export KYPO_PROXY_FLAVOR =" standard .medium"
4export KYPO_PROXY_IMAGE ="ubuntu -focal -x86_64"
Použité boli flavor standard.large a standard.medium, ktoré boli vytvorené v in-
štalácii Kolla-ansible pomocou post-deploy skriptu. V nasledujúcej tabuľke 6.2 je
zobrazený výpis vytvorených flavor záznamov.
Tab. 6.1: openstack flavor list
ID Name RAM Disk VCPUs
1 standard.tiny 512 1 1
2 standard.small 2048 10 1
3 standard.medium 4096 10 2
4 standard.large 8192 30 4
5 standard.xlarge 16384 160 8
Pre vytvorenie náležitostí pre infraštruktúru bol spustený nasledovný skript:
Výpis 6.2: Bootstrap skript
1./ bootstrap .sh public1
Ako jediný argument pre skript je použitý názov OpenStack verejnej siete, ktorá
bola vytvorená pomocou Kolla-ansible post-deploy skriptu. Skript postupne vytvára
dve floating IP pre KYPO inštancie, verejný + privátny kľúč (keypair) a vytvorí
súbor kypo-base-params.yml, v ktorom sú definované ďalšie náležitosti ako napríklad
flavor, image pre inštancie alebo rozsah, router a maska pre novú sieť kypo-base-
network. Následne je spustený skript, ktorý na základe premenných uložených v
kypo-base-params.yml vytvorí infraštruktúru:
Výpis 6.3: Vytvorenie KYPO infraštruktúry
1./ create -base.sh
Tento skript využíva OpenStack službu heat, pomocou ktorej postupne vytvorí
zdroje, tzv. stack. Stack je kolekcia objektov, napríklad sietí, routerov, bezpečnost-
ných skupín, atď. Postupne sú vytvorené 4 stacky:
• kypo-proxy-jump-stack – stack, ktorý zahŕňa kypo-proxy-jump inštanciu
• kypo-head-stack – stack, ktorý zahŕňa kypo-head inštanciu
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• kypo-base-networking-stack – stack, ktorý zahŕňa sieť kypo-base-network
pre inštancie KYPO a jej prepojenie s verejnou sieťou public1
• kypo-base-security-groups-stack – stack, zahŕňajúci bezpečnostné sku-
piny pre KYPO inštancie. Tieto skupiny sú dve, každá pre jednu KYPO inštan-
ciu: kypo-base-head-sg a kypo-base-proxy-sg. Skupiny sú vytvorené na základe
bezpečnostnej skupiny default, ktorá je vytvorená pri inštalácii OpenStacku.





V nasledujúcej tabuľke 6.2 je zobrazený výpis vytvorených KYPO inštancií:
Tab. 6.2: openstack server list
Name Status Networks
kypo-proxy-jump active kypo-base-net=10.10.65.182, 192.168.122.41
kypo-head active kypo-base-net=10.10.64.169, 192.168.122.29
Každá inštancia má priradené dve IP adresy. Prvá adresa je z rozsahu privátnej
adresy kypo-base-network a druhá adresa je floating IP adresa s rozsahu verejnej
adresy public1. Pomocou floating IP je možné pripojiť sa na inštanciu z hosťujú-
ceho stroja. Pripojenie bolo overené manuálne pomocou SSH protokolu a privátneho
kľúču, ktorý bol vygenerovaný v predchádzajúcim kroku:
Výpis 6.4: Overenie dostupnosti KYPO inštancií pomocou SSH
1ssh -i admin_kypo -base -key.key ubuntu@192 .168.122.41
2ssh -i admin_kypo -base -key.key ubuntu@192 .168.122.29
Overenie dostupnosti infraštruktúry a SSH prístupu je možné overiť aj pomocou
KYPO skriptov, ktoré využívajú Ansible funkcionalitu:
Výpis 6.5: Overenie dostupnosti KYPO inštancií pomocou Ansible
1./ ansible -check -base.sh
2./ ansible -user -access.sh
6.3 KYPO deployment
Po príprave a overení funkčnosti KYPO infraštruktúry nasledoval proces samotnej
inštalácie KYPO platformy. Inštalácia pozostáva z prípravy konfiguračných súborov
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V súbore extra-vars.yml sa postupne špecifikujú IP adresy KYPO inštancií, uží-
vateľ pre inštanciu KYPO proxy, premenné pre Application Credentials a minimálne
jeden počiatočný užívateľ s admin oprávneniami, ktorý riadi oprávnenia ostatných
užívateľov. Premenné Application Credentials boli vygenerované v predchádzajúcom
kroku pomocou OpenStack GUI. V sekcii kypo_crp_user sa špecifikuje názov admin
užívateľa, meno, priezvisko a email. Premenná iss špecifikuje URL webovej aplikácie
tzv. CSIRT-MU dummy OIDC issuer. Web CSIRT-MU dummy OIDC issuer slúži na
manažment užívateľov a autentizáciu užívateľov. Dostupný je na IP adrese KYPO
Head (v našom prípade 192.168.122.29) a na porte 8443. Na nasledujúcom výpise je
zobrazená konfigurácia súboru extra-vars-yml:











10kypo_crp_os_console_type : spice -html5
11kypo_crp_users :
12- sub: kypo -admin








20kypo_crp_git : ’{{ kypo_crp_git_internal }}’
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Súbor secrets.yml obsahuje SSH kľúč pre prístup ku KYPO inštanciám a SSL
certifikát pre HTTPS komunikáciu. Certifikát je možné získať od certifikačnej au-
tority alebo si vygenerovať vlastný. Vygenerovaný bol vlastný certifikát pomocou
nasledovného príkazu:
Výpis 6.7: Vygenerovanie SSL certifikátu
1openssl req -newkey rsa :4096 -x509 -sha256 -days 3650 -
nodes -out kypo.crt -keyout kypo.key -subj "/C=AU/ST=
Some -State/O= Internet Widgits Pty Ltd/CN
=192.168.122.29 "
Príkaz vytvorí podpísaný (self-signed) certifikát kypo.crt a jeho privátny kľúč
kypo.key SSL certifikát s jeho privátnym kľúčom spolu s privátnym SSH kľúčom
pre prístup ku KYPO inštanciám boli zakódované pomocou štandardu base64 a ná-
sledne skopírované do súboru secrets.yml.
Posledný súbor, ktorý je potrebné modifikovať, respektíve vytvoriť, je súbor in-
ventory.ini. Do súboru sa pridáva IP adresa a užívateľ pre KYPO Head inštanciu
a cesta k privátnemu SSH kľúču. Použitá bola nasledovná konfigurácia:






6ansible_ssh_private_key_file =../ kypo -crp -openstack -base/
admin_kypo -base -key.key
Po príprave potrebných súborov nasleduje samotný deployemnt. Deployment
je riadený pomocou Ansible nástroja, ktorý postupne vytvára Docker kontajnery
priamo v inštancií KYPO Head. Ako prvá je spustená inštalácia potrebných rolí a
závislosti a následne je spustený deployment pre CSIRT-MU dummy OIDC issuer,
ktorého vytvorenie je podmienkou pre následný deployment celej KYPO platformy.
Pre inštaláciu rolí a závislosti bol použitý nástroj ansible-galaxy a na deployment
automatizačný nástroj Ansible. Spostené boli nasledovné príkazy:
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Výpis 6.9: CSIRT MU dummy OIDC issuer deployment
1ansible -galaxy install -r provisioning / requirements .yml -
p provisioning / roles_required
2ansible - playbook -i inventory .ini provisioning /docker.yml
--extra -vars=@extra -vars.yml --extra -vars= @secrets .
yml
3ansible - playbook -i inventory .ini provisioning -oidc/oidc.
yml --extra -vars=@extra -vars.yml --extra -vars= @secrets
.yml
Po dokončení deploymentu je dostupný CSIRT-MU dummy OIDC issuer na ad-
rese https://<kypo-crp-head>:8443/csirtmu-dummy-issuer-server/, kde <kypo-crp-
head> je adresa KYPO Head inštancie. Počas deploymentu bol ďalej vytvorený
súbor oidc-local-provider.yml, ktorý obsahuje špecifikácie počiatočného OIDC pro-
videra:
Výpis 6.10: OIDC provider špecifikácia, súbor oidc-local-provider.yml
1kypo_crp_oidc_local_provider :
2client_id : f3890c16 -e21d -4907 -8 b51 -453405681 c4c
3label: Login with local issuer
4resource_client_id : 79 de3847 -5ed6 -4e00 -8a9e -0
a2415b06e98
5resource_client_secret : cyZ -bwHLj -44 fAidWRCz4p9v2Ttr1nY
6url: https:// 192.168.122.29:8443/ csirtmu -dummy -issuer -
server /
Obsah súbora oidc-local-provider.yml bol prekopírovaný do súboru extra-vars.yml
a bola tak splnená posledná požiadavka pre spustením inštalácie KYPO platformy:
Výpis 6.11: Deployment KYPO platformy
1ansible - playbook -i inventory .ini provisioning /docker.yml
--extra -vars=@extra -vars.yml --extra -vars= @secrets .
yml
2ansible - playbook -i inventory .ini provisioning / playbook .
yml --extra -vars=@extra -vars.yml --extra -vars= @secrets
.yml
Postupne tak boli vytvorené Docker kontajnery pre správu databázy, webových
aplikácií, kontajner pre podporu tréningov a sandbox manažment, angular, logs-
tash elacsticsearch a iné. Webová aplikácia pre KYPO tzv. KYPO portál bola
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dostupná na IP adrese KYPO Head (https://192.168.122.29/). Pre správnu fun-
kcionalitu KYPO portálu musí byť zabezpečená komunikácia medzi KYPO Head
inštanciou a OpenStack management sieťou. To bolo zabezpečené pridaním rozhra-
nia na OpenStack router hraničiaci s OpenStack inštanciami. Na obrázku 6.1 je












Obr. 6.1: KYPO Head prístup k OpenStacku
Rozhranie bolo pridané pomocou nasledujúceho príkazu:
Výpis 6.12: Pridanie rozhrania k OpenStack routeru
1ip netns exec qrouter -8 ea59923 -9821 -4 c99 -98db -74259
b71df72 ip route add 172.28.128.0/24 via
192.168.122.200
6.4 Presmerovanie portov pomocou SSH protokolu
Inštalácia OpenStack a KYPO platformy prebiehala na vzdialenom fakultnom ser-
veri. Na tomto serveri bolo vytvorené Vagrant virtuálne prostredie, na ktorom bola
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nainštalovaná OpenStack platforma a KYPO platforma. Obe tieto platformy po-
skytujú grafické rozhrania pre konfiguráciu, manažment atď. Prístup ku grafickému
rozhraniu bol potrebný konkrétne k týmto webovým rozhraniam:
• OpenStack Horizon (http://172.28.128.254/)
• KYPO Portal (http://192.168.122.29/)
• CSIRT-MU dummy OIDC issuer (https://192.168.122.29:8443/csirtmu-
dummy-issuer-server/)
Pre zobrazenie vzdialených webových aplikácii na lokálnom počítači bolo otes-
tovaných niekoľko prístupov.
6.4.1 SSH port forwarding
SSH port forwarding funguje na princípe vytvorenia TCP tunelu a presmerovania
vzdialeného portu, na ktorom beží aplikácia, na lokálny port:
Výpis 6.13: SSH port forwarding
1simon@simon -Lenovo -Y40 -80:~$ ssh -L 9090:127.0.0.1:8080 -
N -f user@192 .168.1.125
2user@kypo -hrabos :~$ ssh -L 8080:172.28.128.254:80 -N -f
vagrant@192 .168.121.208
Argument -L 9090:127.0.0.1:8080 definuje lokálne presmerovanie (Local For-
warding). To znamená presmerovanie portu 8080 na strane servera na port 9090
na strane klienta. Opakom lokálneho presmerovania je vzdialené presmerovanie (Re-
mote Forwarding), ktoré funguje na rovnakom princípe. Argument -N určuje, že sa
príkaz nespustí na strane servera, čo je výhodné práve pri presmerovávaní portov.
Argument -f spúšťa príkaz na pozadí.
Metóda presmerovávania portov má však viaceré nevýhody. Keďže potrebujeme
sprístupniť tri webové aplikácie, je potrebné tento proces opakovať pre všetky ap-
likácie. Ďalšou nevýhodou je, že SSH port forwarding nepodporuje validáciu SSL
certifikátov, ktoré sú používané v KYPO webových aplikáciach. Táto metóda je
teda použiteľná iba pre OpenStack Horizon.
6.4.2 X forwarding
X forwarding alebo tiež X11 forwarding je softvérový balíček a protokol, ktorý umož-
ňuje interakciu medzi lokálnym displejom a grafickou aplikáciou bežiacou na vzdia-
lenom prístroji. Pre správne fungovanie musí byť na lokálnom stroji nainštalovaný X
server, ktorý manažuje komunikáciu medzi vzdialenou aplikáciou (X klient) a hard-
vérom lokálneho počítača.
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Výpis 6.14: X forwarding
1simon@simon -Lenovo -Y40 -80:~$ ssh -X user@192 .168.1.125
2user@kypo -hrabos :~$ ssh -X vagrant@192 .168.121.208
Po naviazaní spojenia bežia procesy webového prehliadača na strane servera a iba
renderovanie prebieha na strane klienta. Táto metóda je však na rozdiel od SSH port
forwardingu veľmi pomalá, pretože grafický výstup musí byť prenesený zo strany ser-
vera na stranu klienta, čo je veľmi neefektívne. Ďalšia nevýhoda je potreba inštalácie
webového prehliadača na strane servera.
6.4.3 Dynamic port forwarding
Metóda dynamického presmerovania portu spája predchádzajúce metódy a umož-
ňuje tak rýchle a zabezpečené prepojenie lokálneho počítača so serverom aj s pod-
porou SSL/TLS protokolu. Táto metóda využíva na komunikáciu SOCKS protokol,
ktorý umožňuje výmenu paketov medzi klientom a serverom pomocou proxy servera.
Na komunikáciu používa port 1080, ktorý je registrovaný pre protokol SOCKS, ale
môže byť použitý aj iný port.
Výpis 6.15: Dynamic port forwarding
1simon@simon -Lenovo -Y40 -80:~$ ssh -D user@192 .168.1.125
2user@kypo -hrabos :~$ ssh -D vagrant@192 .168.121.208
Okrem naviazania spojenia je potrebné zmeniť nastavenia lokálneho prehliadača.
Zmena spočíva v nastavení manuálnej proxy konfigurácie, nastavení portu a nasta-
vení protokolu SOCKSv5. Vo výsledku bola použitý táto metóda, ktorá ako jediná
umožňuje spoľahlivo, jednoducho a rýchlo používať všetky potrebné webové apliká-
cie bežiace na vzdialenom serveri.
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7 KYPO Topológia
Na obrázku 7.1 je zobrazená kompletná KYPO topológia vrátane energetickej infra-
štruktúry. Rozdelená je do troch častí. Prvá časť topológie je KYPO infraštruktúra,
ktorej vytvorenie a funkcionalita bola popísaná v predchádzajúcej kapitole. Ďalšie
dve časti sú Manažment topológie a Definícia topológie
Obr. 7.1: KYPO Topológia
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7.1 Manažment topológie
Každá Inštancia Topológie je vytvorená automaticky spolu s Manažment infra-
štruktúrou. Manažment infraštruktúra definuje prístup jednotlivých užívateľom k in-
štanciám topológie. Pozostáva z nasledujúcich častí:
• MAN (Management Access Node) – jediné zariadenie, ktoré je pripo-
jené ku KYPO infraštruktúre. jednotlivé inštancie topológie sú prístupné iba
cez toto zariadenie.
• UAN (User Access Node) – zariadenie je pripojené k sieti uan-network
a je prístupné pre všetkých užívateľov, ktorý majú nastavený parameter ac-
cesible_by_user na kladnú hodnotu. Títo užívatelia potom môžu pristupovať
k jednotlivým routerom a virtuálnym strojom.
• Border Router – hraničný router, ktorý tvorí hranicu medzi manažmen-
tom topológie a jednotlivými inštanciami topológie. Týchto inštancií môže byť
spravidla viac. Border router je pripojený k routerom jednotlivých inštancií
pomocou automaticky vygenerovaných sieti pre každý router.
• man-network (management network) – všetky zariadenie obsiahnuté v In-
štancii Topológie sú pripojené k tejto sieti. Z tejto siete sú teda prístupné
všetky zariadenia, ale iba pre užívateľov, ktorí majú nastavenú hodnotu pre-
mennej accesible_by_user na zápornú hodnotu.
• uan-network – sieť zabezpečujúca prepojenie medzi UAN a MAN zariade-
niami.
• border-router-network – sieť zabezpečujúca prepojenie medzi MAN a Bor-
der Router zariadeniami.
7.2 Definícia topológie
Definícia topológie slúži na popis Inštancií Topológie. Inštancia Topológie je infra-
štruktúra, ktorá je definovaná pomocou Sandbox definície a následne je vytvo-
rená pomocou KYPO potrálu a orchestračnej služby HEAT. Sandbox Definícia je
adresárová štruktúra, ktorá definuje jednotlivé zariadenia infraštruktúry a následný
provisioning k týmto zariadeniam. Pre správne fungovanie musí byť táto definícia
uložená v git repozitári a odkaz na URL repozitára pridaný do KYPO portálu.






Pre energetickú infraštruktúru bola vytvorená vlastná Sandbox Definícia do-
stupná vo verejnom GitHub adresári1. Snadbox definícia bola vytvorená na zá-
klade dostupného KYPO demo GitLab repozitára2. Vytvorená sandbox definícia
sa od demo definície líši v názvoch zariadení a v zmene potrebných inštalačných ba-
líkov. Ďalej boli odstránené nepotrebné súbory pre KYPO tréning. Novo vytvorená
sandbox definícia obsahuje súbory, v ktorých je zadefinovaná definícia topológie,
role a tasky pre následný provisioning. V súbore sandbox.yml boli definované dva
virtuálne stroje: Smart Meter a Concentrator. Pre oba stroje bol použitý image
ubuntu-focal-x86_64 a flavor s 2GM RAM pamäte a úložiskom 10GB. Definícia
pre Smart meter a Concentrator je nasledovná:








8- name: smart -meter
9base_box :
10image: ubuntu -focal -x86_64
11man_user : ubuntu
12flavor: standard .small
Pre zariadenia Smart Meter a Concentrator boli vytvorené vlastné siete:
Výpis 7.2: Siete pre zariadenia energetickej infraštruktúry
1networks :
2- name: concentrator - switch
3cidr: 192.168.20.0/24
4
5- name: smart -meter - switch
6cidr: 192.168.30.0/24
Na prepojenie medzi jednotlivými sieťami bolo vytvorené router zariadenie, ktoré











5image: debian -9- x86_64
6man_user : debian
7flavor: standard .small
Následne boli zadefinované IP adresy pre virtuálne stroje:
Výpis 7.4: Nastavenie IP adries pre zariadenia energetickej infraštruktúry
1net_mappings :
2- host: concentrator
3network : concentrator - switch
4ip: 192.168.20.5
5- host: smart -meter





11network : concentrator - switch
12ip: 192.168.20.1
13- router: router
14network : smart -meter - switch
15ip: 192.168.30.1
V adresári provisioning boli vytvorené súbory pre provisioning. Provisioning po-
zostáva z aktualizácie balíčkov na oboch strojoch a z inštalácie Maven balíčku. Pro-
visioning ďalej využíva externý KYPO repozitár3, ktorý nastavuje prístupy pre uží-
vateľov k jednotlivým zariadeniam topológie.
Vytvorenie inštancie s energetickou infraštruktúrou prebieha pomocou KYPO
portálu. Na počiatku je do portálu vložená Sandbox Definícia s odkazom na poslednú
zmenu (commit) v git repozitári. Následne je na základe Sandbox Definície vytvorený
tzv. Pool, čo je skupina všetkých sandboxov s rovnakou sandbox definíciou (v tomto
prípade jeden sandbox). Následne sa pre tento pool vytvorí požiadavka na alokáciu




• OpenStack stage – alokácia OpenStack zdrojov (vytvorenie virtuálnych stro-
jov, sietí atď.)
• Networking Ansible Stage – konfigurácia rozhraní a inštalácia balíčkov
pre manažment topológie
• User Ansible Stage – vlastná sandbox definícia
Po alokácií všetkých zdrojov je možné stiahnuť si súbory s SSH prístupmi k jed-
notlivým zariadeniam pre daného užívateľa. Vytváranie prebiehalo pod užívateľom
admin, takže tieto prístupy boli vytvorené pre všetky zariadenia v sieti.
7.3 Scenár s energetickou infraštruktúrou
Scenár pozostáva z troch virtuálnych strojov: Smart Meter, Concentrator a Router.
Pre vytvorenie a otestovanie funkčnosti jednotlivých zariadení bola použitá knižnica
Gurux.DLMS4. Pre vytvorenie zariadení bol použitý projekt Maven, ktorý slúži
na automatizované riadenie a vytváranie aplikácií hlavne v jazyku Java.
Na zariadení Smart Meter bolo vytvorené zariadenie DLMS server, ktoré čaká
na pripojenie DLMS klienta na preddefinovaných portoch:
Výpis 7.5: DLMS Smart Meter
1ubuntu@smart -meter :~/ gurux.dlms.java/gurux.dlms.server.
example2 .java$ java -jar target/gurux.dlms.server.
example2 .java -0.0.1 - SNAPSHOT .jar
2Short Name DLMS Server in port 4060
3Logical Name DLMS Server in port 4061
4Short Name DLMS Server with IEC 62056 -47 in port 4062
5Logical Name DLMS Server with IEC 62056 -47 in port 4063
6Press Enter to close.
Následne bol na zariadení Concentrator vytvorený DLMS client, ktorý sa pripája
k zariadeniu DLMS klient a sťahuje potrebné dáta:
4https://github.com/Gurux/gurux.dlms.java
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Výpis 7.6: DLMS Concentrator
1ubuntu@concentrator :~/ gurux.dlms.java/gurux.dlms.client.
example .java$ java -jar target/gurux.dlms.client.
example .java -0.0.1 - SNAPSHOT .jar -h 192.168.128.74 -p
4061 [3/829]






0.0.40.0.0.255 Ch. 0 Current association
8Index: 2 Value: 0.0.40.0.0.255 Ch. 0 Current association ,
0.0.96.9.0.255 Ch. 0 Ambient temperature ,
0.0.96.6.0.255 Ch. 0 Battery use time counter
9Index: 3 Value: 0/0
10Index: 4 Value: 2 16 756 5 8 1 LOGICAL_NAME
11Index: 5 Value: [ MULTIPLE_REFERENCES , GENERAL_PROTECTION ,
SET , BLOCK_TRANSFER_WITH_SET_OR_WRITE ,
BLOCK_TRANSFER_WITH_ACTION , ACTION , GET ,
SELECTIVE_ACCESS , BLOCK_TRANSFER_WITH_GET_OR_READ ]
1024 1024 6 0
12Index: 6 Value: 2 16 756 5 8 2 None
13Index: 7 Value: 47 75 72 75 78
14Index: 8 Value: ASSOCIATED
15Index: 9 Value: 0.0.0.0.0.0
16Index: 10 Value:
17Index: 11 Value: gurux.dlms. GXSimpleEntry@6c629d6e
18-------- Reading GXDLMSRegister 0.0.96.9.0.255 Ch. 0
Ambient temperature
19Index: 3 Value: Scaler: 1 Unit: Temperature
20Index: 2 Value: 9
21-------- Reading GXDLMSRegister 0.0.96.6.0.255 Ch. 0
Battery use time counter
22Index: 3 Value: Scaler: 1 Unit: None
23Index: 2 Value: 27
24DisconnectRequest
25Ended. Press any key to continue .
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Záver
Úlohou diplomovej práce bolo zoznámenie sa s platformami OpenStack, KYPO,
virtualizačnými technikami a s energetickou infraštruktúrou. V praktickej časti je
následne riešený proces inštalácie platformy OpenStack a KYPO vo virtuálnom pro-
stredí. Ďalším cieľom je vytvorenie energetickej infraštruktúry pomocou platformy
KYPO a overenie jej funkčnosti.
V teoretickej časti bola popísaná energetická infraštruktúra, DLMS protokol,
cyber range platformy, princípy virtualizácie, virtualizačné platformy a automati-
začné nástroje. V praktickej časti bolo vytvorené prostredie pre inštaláciu platformy
OpenStack a KYPO cyber range pomocou nástroja Vagrant. V tomto prostredí
bola nainštalovaná platforma OpenStack a platforma KYPO cyber range. Následne
bol pomocou platformy KYPO vytvorený funkčný scenár s energetickou infraštruk-
túrou. Výsledkom práce je teda plne virtualizovaná energetická infraštruktúra po-
zostávajúca zo zariadení Smart Meter, Koncentrátor a Router v platforme KYPO.
Táto infraštruktúra bola vytvorená pomocou sandbox definície, ktorá bola zverej-
nená na platforme GitHub. Pre overenie funkčnosti energetickej infraštruktúry bol
na zariadeniach nainštalovaný DLMS klient a DLMS server, ktoré medzi sebou ko-
munikovali pomocou DLMS správ. V práci boli popísané problémy pri inštalácií
platforiem OpenStack a KYPO vo virtualizovanom prostredí. Vytvorený bol návod,
ktorý by v budúcnosti mohol pomôcť týmto chybám predchádzať.
Výsledné riešenie je v budúcnosti možné rozšíriť pridaním viacerých zariadení
do sandbox definície a vytvoriť tak komplexnejšiu infraštruktúru. Ďalej je možné
v platforme KYPO vytvoriť k tejto infraštruktúre tzv. definíciu tréningu. Tento tré-
ning môže byť použitý napríklad pri testovaní bezpečnosti energetickej infraštruk-
túry, čo by umožňovalo predchádzať bezpečnostným incidentom v oblasti energetiky.
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Zoznam symbolov, veličín a skratiek
AMI Advanced Metering Infrastructure
APDU Application Protocol Data Units
API Application Programming Interface
AWS Amazon Web Services
BPL Broadband over Power Line
CERT Computer Emergency Response Team
CGC Cyber Grand Challenge
CI/CD Continuous Integration/Continuous Delivery
CIDR Classless Inter-Domain Routing
CLI Command Line Interface
COSEM Companion Specification for Energy Metering
CR Cyber Range
CRP Cyber Range Platform
CSIRT Computer Security Incident Response Team
DARPA Defense Advanced Research Projects Agency
DCU Data Concentrator Unit
DevOps Development + Operations
DLMS Device Language Message Specification
DLMS UA Device Language Message Specification User Association
DHCP Dynamic Host Configuration Protocol
DNS Domain Name System
GB Gigabyte
GIS Geographic Information System
GUI Graphical User Interface
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HAN Home Area Network
HTTP The Hypertext Transfer Protocol
HTTPS The Hypertext Transfer Protocol Secure
IaaS Infrastructure as a Service
ICMP Internet Control Message Protocol
IP Internet Protocol
ISO International Organization for Standardization
IT Information Technology
JSON JavaScript Object Notation
KVM Kernel Virtual Machine
KYPO Kybernetiký Polygon
LAN Local Area Network
MDMS Meter Data Management System
NAN Neighborhood Area Network
NASA National Aeronautics and Space Administration
NAT Network address translation
NCR National Cyber Range
NOC Network Operations Center
NTP Network Time Protocol
OBIS Object Identification System
OIDC OpenID Connect
OS Operating System
OSI Open Systems Interconnection
OT Operation technology
PDF Portable Document Format
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PLC Power Line Communication
QEMU Quick EMULator
RAM Random Access Memory
REST Representational State Transfer
RHEV Red Hat Virtualization
SCADA Supervisory Control and Data Acquisition
SOCKS SOCKet Secure
SSH Secure Shell
SSL Secure Sockets Layer
SQL Structured Query Language
TCP Transmission Control Protocol
TLS Transport Layer Security
URL Uniform Resource Locator
VM Virtual Machine
WAN World Area Network
YAML Ain’t Markup Language
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A Obsah odovzdaných súborov
Odovzdanú súbory pozostávajú z nasledujúcich príloh:
• Adresár energy-infrastructure, ktorý obsahuje Sandbox Definíciu pre energe-
tickú infraštruktúru a návod na vytvorenie celého prostredia s energetickou
infraštruktúrou.
• Adresár used-files, ktorý obsahuje konfiguračné súbory, ktoré boli vytvorené,
prípadne zmenené pre potreby prostredia, na ktorom sa práca inštalovala.
• Elektronická verzia práce vo formáte PDF.
Práca bola spúšťaná na operačnom systéme Linux s distribúciou Ubuntu bionic.
Rovnaký operačný systém bol použitý aj pre virtuálne Vagrant prostredie.
Minimálne požiadavky pre inštaláciu a vytvorenie energetickej infraštruktúry po-
mocou platformy OpenStack a KYPO za využitia virtualizačnej platformy Vagrant
sú nasledovné:
• 32GB RAM
• 120GB ukladacieho priestoru
/................................................................koreňový adresár
energy-infrastructure
provisioning
playbook.yml
roles
kypo-user-access
README.md
sandbox.yml
used-files
kypo
extra-vars.yml
inventory.ini
openstack
globals.yml
vagrant
Vagrantfile
dokumentacia-xhrabo09.pdf
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