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We improve Kemper’s algorithm for the computation of a noetherian normalization of
the invariant ring of a nite group. The new algorithm, which still works over arbitrary
coecient elds, no longer relies on algorithms for primary decomposition.
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1. Introduction
Let  : G ,! GL(n;F) be a faithful matrix representation of a nite group G over some
eld F. Via , G acts on the polynomial ring F[x1; : : : ; xn] by linear substitution. A
classical object of study is the corresponding ring of invariants, i.e. the graded F-algebra
F[x1; : : : ; xn]G =
L
d0 F[x1; : : : ; xn]Gd of those polynomials which are invariant under
this action. It is well-known that F[x1; : : : ; xn]G is nitely generated as an algebra over
F. This was rst shown by Hilbert (1890) in the case of characteristic zero, and, much
later, by Emmy Noether (1926) in the general case. Any nite system of homogeneous
generators is classically called a fundamental system of invariants.
How to compute such systems? Let us proceed degree by degree. To be invariant under
just one element of G imposes a linear condition on the homogeneous polynomials of a
given degree d. Therefore, for each d, we may compute a basis of F[x1; : : : ; xn]Gd by
solving a linear system of equations which depends on a given set of generators of G. In
the non-modular case, i.e. in the case where the group order jGj is invertible in F, we
may alternatively evaluate the Reynold’s operator F[x1; : : : ; xn]d ! F[x1; : : : ; xn]d whose
image is F[x1; : : : ; xn]Gd (compare Sturmfels (1993) or Heydtmann (1996)). This yields
a rather coarse algorithm for a fundamental system of invariants in the non-modular
case, since in this case additional numerical information for termination like Noether’s
degree bound (Noether, 1916; Campbell et al., 1991), or Molien’s formula (Molien, 1897)
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As pointed out by Sturmfels (1993) and Kemper (1996) we can do much better. The ap-
proach of Hilbert (1893) and Noether (1926) splits the problem into two parts. The poly-
nomial ring F[x1; : : : ; xn] is integral over F[x1; : : : ; xn]G, and so both rings have the
same dimension n. Therefore, by Noether’s Normalization Theorem (compare also Hilbert
(1893)), there exist n algebraically independent homogeneous invariants p1; : : : ; pn (pri-
mary invariants) such that F[x1; : : : ; xn]G is a nitely generated F[p1; : : : ; pn]-module.
Once such a set p1; : : : ; pn is known it remains to compute nitely many homogeneous
generators of F[x1; : : : ; xn]G as an F[p1; : : : ; pn]-module (secondary invariants). The rst
algorithm for secondary invariants which can be applied over coecient elds of arbi-
trary characteristic is due to Kemper (1996). The idea is to reduce the problem to the
non-modular case by considering a subgroup H  G such that jHj is invertible in F (e.g.
the trivial subgroup will do). In the non-modular case the ring of invariants is Cohen{
Macaulay and Molien’s formula yields precise information on the number and the degrees
of the secondary invariants and therefore a straightforward algorithm (Sturmfels, 1993).
Or, we may compute a system of secondary invariants by applying the Reynold’s operator
to an F-vector space basis of F[x1; : : : ; xn]= hp1; : : : ; pni (cf. Kemper (1996)).
How to compute a system p1; : : : ; pn of primary invariants? Again, the rst general
algorithm is due to Kemper (1996). This algorithm is superior to others known in the
non-modular case, since it typically produces primary invariants of lowest possible degree.
However, the algorithm relies on the primary decomposition of ideals, which makes it
costly (and much harder to implement). In this paper we will modify Kemper’s algorithm
in order to avoid primary decomposition.
Our new algorithm, Kemper’s algorithm for secondary invariants and some of the
algorithms presented in Sturmfels (1993) are implemented in the library finvar.lib
(Heydtmann, 1997) which is part of the computer algebra system Singular (Greuel et al.,
1997). Kemper’s algorithms are also implemented in the Invar package (Kemper, 1993).
2. Kemper’s Algorithm for Primary Invariants
We present Kemper’s algorithm in a way which is well suited for our modications in
Section 3.
Algorithm 2.1.
Input: Generators 1; : : : ; k of G.
Output: Homogeneous invariants p1; : : : ; pn such that F[p1; : : : ; pn] is a Noetherian
normalization of F[x1; : : : ; xn]G.
Procedure:




Set d:= d+ 1:
Compute a basis fb1; : : : ; bcdg of F[x1; : : : ; xn]Gd with the help of group
generators 1; : : : ; k:
while 8 Pj ; 1  j  r; 9 kj 2 f1; : : : ; cdg such that bkj =2 Pj do
if F innite then do
Set i:= i+ 1:
Find an F-linear combination pi of b1; : : : ; bcd such that pi 62 Pj
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8 j 2 f1; : : : ; rg:
Compute the minimal associated prime ideals P1; : : : ;Pr of the
ideal hp1; : : : ; pii :
else
Find a new F-linear combination q of b1; : : : ; bcd :
if q 62 Pj for all 1  j  r then do
Set i:= i+ 1:
Set pi:= q:
Compute the minimal associated prime ideals P1; : : : ;Pr of the
ideal hp1; : : : ; pii :
if all linear combinations of b1; : : : ; bcd have been tested then do
break [of while-loop]
until i = n
return: p1; : : : ; pn
end. [of procedure]
This algorithm terminates and is correct because of the following well-known facts:
Lemma 2.2. Let p1; : : : ; pi 2 F[x1; : : : ; xn]G be homogeneous of positive degree. Then
p1; : : : ; pi can be extended to a system of primary invariants i
dim
( hp1; : : : ; pii  = n− i:
Lemma 2.3. Let p1; : : : ; pi 2 F[x1; : : : ; xn] be homogeneous and suppose that the ideal
hp1; : : : ; pii has dimension n− i. Let pi+1 be a new homogeneous polynomial of positive
degree. Then dim
( hp1; : : : ; pi+1i  = n − (i + 1) i pi+1 is not contained in any of the
minimal associated prime ideals of hp1; : : : ; pii.
3. A New Algorithm for Primary Invariants
The way we have presented Kemper’s algorithm in Section 2 already shows that we
may avoid the computation of the minimal associated primes. In fact, we suggest the
following algorithm:
Algorithm 3.1.
Input: Generators 1; : : : ; k of G.
Output: Homogeneous invariants p1; : : : ; pn such that F[p1; : : : ; pn] is a Noetherian
normalization of F[x1; : : : ; xn]G.
Procedure:
Initialize d:= i:= 0:
repeat
Set d:= d+ 1:
Compute a basis fb1; : : : ; bcdg of F[x1; : : : ; xn]Gd with the help of group
generators 1; : : : ; k:
while n− i > dim ( hp1; : : : ; pi; b1; : : : ; bcdi  do
if F innite then do
Set i:= i+ 1:
Find an F-linear combination pi of b1; : : : ; bcd such that
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dim
( hp1; : : : ; pi−1i  > dim ( hp1; : : : ; pii :
else
Find a new F-linear combination q of b1; : : : ; bcd :
if dim
( hp1; : : : ; pii  > dim ( hp1; : : : ; pi; qi  then do
Set i:= i+ 1:
Set pi:= q:
if all linear combinations of b1; : : : ; bcd have been tested then do
break [of while-loop]
until i = n
return: p1; : : : ; pn
end. [of procedure]
Theorem 3.2. Algorithm 3.1 terminates and is correct.
Proof. We start by showing that the algorithm terminates. Note that the while-loop
splits into the two cases where F is innite or nite.
Let F be innite and the polynomials p1; : : : ; pi homogeneous invariants such that
dim
( hp1; : : : ; pii  = n − i: Further let P1; : : : ;Pr be the minimal associated prime
ideals of hp1; : : : ; pii and b1; : : : ; bcd a basis of F[x1; : : : ; xn]Gd for some d 2 N such that
n − i > dim ( hp1; : : : ; pi; b1; : : : ; bcdi . For all Pj ; j 2 f1; : : : ; rg, there exists some kj
such that bkj =2 Pj (otherwise hp1; : : : ; pi; b1; : : : ; bcdi  Pj for some j and therefore
dim
( hp1; : : : ; pi; b1; : : : ; bcdi  = n − i which contradicts our assumptions). Therefore
none of the linear subspaces
Vj :=
n






; 1  j  r;
of Fcd is equal to Fcd . Now take a look at Fcd r
Sr
j=1 Vj . As F is an innite eld nitely
many proper subspaces can never ll Fcd . So there exists (1; : : : ; cd)t 2 Fcd such thatPcd
k=1 kbk =2 Pj for all j 2 f1; : : : ; rg. By Lemma 2.3, we obtain
dim
D





= n− i− 1:
This shows that the while-loop comes to an end.
When F is nite this is also certainly the case as there are only nitely many F-linear
combination of b1; : : : ; bcd .
Note that whenever the algorithm passes from considering polynomials in the space
F[x1; : : : ; xn]Gd to those in F[x1; : : : ; xn]Gd+1, all homogeneous invariants q of degree  d
satisfy the identity dim
( hp1; : : : ; pi; qi  = n − i where p1; : : : ; pi, i < n, denote the
primary invariants found by then. Therefore Lemma 2.2 implies that the repeat-until-
loop also comes to an end.
Correctness is given by Lemma 2.2 as n homogeneous invariants p1; : : : ; pn are returned
such that
dim
( hp1; : : : ; pii  = n− i 8 i 2 f1; : : : ; ng: 2
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