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ABSTRACT
Blind source separation has been an area of study recently due to the many
applications that might benefit from a good blind source separation algo-
rithm. One instance is using blind source separation for audio denoising in
cellular phones. In almost all instances, we have very little, if any, infor-
mation about how background noise is mixed with the speaker’s voice in a
given cell phone conversation. Current techniques include spectral subtrac-
tion and Wiener filtering which are classical DSP techniques to deal with
stationary noises. In this document, we aim to present a study on how to
use blind source separation algorithms to denoise audio mixtures containing
speech and various background noises. We mainly focus on how to imple-
ment an online source separation algorithm which can handle non-stationary
noises. To address the implementation, we also present a study on how to
select the parameters in the separation algorithm in order to deliver the best
performance for denoising using a statistical metric we have defined.
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CHAPTER 1
INTRODUCTION
Audio signals have been the primary form of communication for the human
race for quite some time. Though there have been inventions such as text
messaging and electronic chat, speech remains the predominant form of com-
munication between people. However, audio signals can be easily corrupted
by background noise. Whether it is a loud bus passing by or a siren going
off in the background, there are numerous sources of interference that might
affect the way speech signals are received from one person to another.
There have been several approaches to deal with this problem using stan-
dard signal processing tools. A popular approach has been the Wiener filter.
[1] discusses a multi-channel approach to eliminate background noise and
enhance the speech by using a Wiener filter. Another popular approach is
the use of spectral subtraction. Reference [2] provide a method which uses
spectral subtraction to suppress noise in speech. Other methods such as
Kalman-based approaches are addressed in [3] for audio mixtures, and [4]
for single-channel audio mixtures. These methods have been shown to work
well for noises which are stationary. However, many of the derivations and
algorithms developed using classical DSP techniques have not been able to
perform well when the noise is not stationary. This means that noises which
have very fast time varying spectral characteristics are not very well esti-
mated or suppressed by the algorithms. This is a problem since there are
many noises in real life which are non-stationary. Algorithms based on spec-
tral subtraction deal with this problem by attempting to learn the noise in
the spectrogram domain before applying the separation. This approach has
its limitations because it utilizes a voice activity detector which needs to be
able to determine whether voice is present in a given mixture. The voice
activity detector [5] is usually a model-based algorithm which looks at cer-
tain patterns in a spectrogram and determines how strongly they correlate to
speech by a number of metrics which are determined in the model. In many
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practical applications, it is very challenging to have a good voice activity
detector.
Recently, data-driven approaches have used machine learning algorithms
such as basis decompositions to separate sources straight from the spectral
domain; see [6], [7], [8], [9]. These methods attempt to learn a dictionary
basis for a given speaker which can represent roughly what the spectrum
of the speaker looks like in a mixture. A factorization algorithm, either
NMF or ICA, is employed to separate the noise and speech into two different
spectrograms. Once the speech spectrogram is obtained, an inverse short-
time Fourier transform can be applied to obtain a time series signal which
has the background noise removed. The new methods do not require a voice
activity detector and do not assume anything about the background noise.
Yet, there are a few problems with the source separation algorithms. One
issue with source separation is that it requires training data for both the
noise and the speaker in a given mixture. Sometimes training data for one or
both might be hard to obtain. Recent developments in [10] have been able
to skirt this issue by training speech dictionary elements as the denoising
occurs. This leads to the question of how many dictionary elements to train
for either speech or noise to lead to the best possible performance. One
method suggested might be to use SNR, SDR metrics and pick the number of
components for speech or noise which give the best SNR, SDR performance.
This is a rather costly metric and will not work if any of the original sound
sources are missing. For very long signals in time, this method will also be
very slow since we need to get the entire mixture separated before analyzing
the two separated sources with their original mixtures. In a real-time setting,
none of the above methods will work since we have no information about the
speech or noise, and the background noise and speech might be changing in
each frame of the spectrogram. In this document, we are concerned with
removing noise from speech assuming that we have ample training data for
speech. This might apply to cell phones and other communication devices
which send audio signals from transmitter to receiver. We attempt to solve
the problem of online source separation with a way to determine parameters
to learn for the noise dictionary. In doing this, we present a new method of
determining the quality of the source separation by using statistical models
rather than SNR and SDR. We also present a method to incorporate the
method of quality estimation into an online source separation algorithm.
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CHAPTER 2
BACKGROUND
2.1 Introduction
In this chapter, we present some of the basic background material which is
important to the rest of the thesis. We start by giving a brief introduction
of spectral subtraction, which has been the method of denoising in modern
day systems. We move on to talk about Wiener filtering, which is another
technique to denoise signals, and discuss the LMS using stochastic gradient
descent. We present the basics of the spectrogram which is used in the source
separation techniques mentioned in this document, followed by a discussion
of principal component analysis which is used as a dimensionality reduction
in training the Gaussian mixture models. We end with a discussion of the
perceptual evaluation toolkit which is currently the state-of-the-art technique
to determine audio source separation quality.
2.2 Spectral Subtraction
The spectral subtraction technique has been studied widely and is currently
the standard for removing noise from speech signals. The basic formulation
for spectral subtraction is that we are given a mixture of two signals x[n] =
s[n] + d[n]. We would like to estimate s[n] based on subtracting the power
spectrum of the mixture by the estimated power spectrum of the noise.
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Table 2.1: Spectral Subtraction
Step 1 Divide x[n] into 1, . . . , N segments of equal length L
Step 2 for i=1:N
Obtain the fft of segment(i) and calculate |Xi(ω)|2
Obtain the phase of segment(i) and store in ∠Xi(ω)
Obtain noise measurement |D(ω)|2
Calculate E{|Si(ω)|2} via equation (2) and also obtain |Si(ω)|
Obtain Si(ω) = |Si(ω)| · ∠Xi(ω)
Obtain si[n] via inverse fft operation
Step 3 end for loop
Step 4 obtain s[n] = [s1[n]s2[n] . . . sN [n]
x[n] = s[n] + d[n]
Xd(ω) = S(ω) +D(ω)
|X(ω)|2 = . . .
|S(ω)|2 + |D(ω)|2 + S(ω)D∗(ω) + S∗(ω)D(ω)
One way to estimate the power spectrum of S(ω) is to take the expected
value of both sides.
E{|X(ω)|2} = . . .
E{|S(ω)|2 + |D(ω)|2 + S(ω)D∗(ω) + S∗(ω)D(ω)}
E{|X(ω)|2} = E{|S(ω)|2}+ E{|D(ω)|2}
E{|S(ω)|2} = max{E{|X(ω)|2} − E{|D(ω)|2}, 0} (2.1)
Equation (2.1) eliminates the issue of having negative values in the power
spectrum. Though this might not be mathematically justified, in [11], the
authors proposed this method as half-wave rectification. Spectral subtraction
can be thought of as a direct operation on the spectrogram of the mixture
signal. The algorithm for spectral subtraction is outlined in Table 2.1
The results for spectral subtraction work fairly well when we can accurately
learn our noise measurements and the noise spectrum is relatively constant
between neighboring frames in the spectrogram. Algorithms utilizing spectral
subtraction have been widely used in modern cellphone de-noising systems
because they are easy to implement and have fairly low computational com-
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plexity. A schematic of a modern cellphone system is in Figure 2.1 [12]. We
see that in the de-noising system, there is a signal activity detector (SAD).
This detector is required to update the noise template. In a real-time sys-
tem, a mixture comes in and the SAD attempts to determine if voice activity
is present in the mixture. If there is no voice activity, the noise template
or spectrogram will be updated and will be used in the succeeding mixture
frames for removing noise from speech. One issue with this system would
be that if noise changes fairly quickly from frame to frame, we will not be
able to fully capture the characteristics of the noise. For example, if we
hear a siren in the background as we are talking, the siren will produce a
spectrogram that is varying in frequency over time. We might be able to
learn parts of the siren as we progress through the noise template updates;
however, when we start to speak, the siren frequencies could be elsewhere
and we would have no hope of trying to remove the siren frequency at our
current frame using only what we have learned in the past frame. One might
say that we can average only a few past frames for the noise. Averaging will
perform fairly poorly and it will start blurring the frequency contributions
for different sounds, and in the end we get a giant block of frequencies to
remove instead of a precise measure of the noise spectrum. Using just past
frames of the learned noise spectrogram will also be detrimental due to the
fact that the past frames might be describing noises that are no longer in the
surroundings and will corrupt current estimates of the noise.
Figure 2.1: Modern de-noising system
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2.3 Wiener Filtering
Wiener filters are widely used in signal processing applications for filtering
and prediction. We will focus on the filtering aspect as it relates more closely
to the application in the report. In Wiener filtering, a desired signal d[n] is
passed through an known channel with impulse response g[n]. Gaussian
white noise is also added at the output of the unknown channel. The signal
at the receiving end is defined by x[n] = g[n] ∗ s[n] + v[n] and is passed
through the Wiener filter h[n]. The output from h[n] is then compared to
d[n] and the resulting error e[n] = h[n] ∗ x[n] − d[n] is used to update the
filter h[n], see Figure 2.2.
In the Wiener filter formulation, we would like to minimize the mean
squared error defined by
E = E{‖d[n]− y[n]‖2} (2.2)
We can find h[n] which minimizes the expression in (1) by
∂E
∂h[l]
= E{x[n− l]e[n]} = 0
=⇒
∞∑
m=−∞
h[m]Rxx[l −m] = Rxd[l]
where
Rxx[τ ] = E{x[n]x[n+ τ ]}
Rxd[τ ] = E{x[n]d[n+ τ ]}
The Wiener filter makes the assumption that we know the signal properties
Rxx and Rxd. From this we obtain the frequency domain expression for the
IIR wiener filter which minimizes the mean square error defined by (2.1).
H(ejω) =
Sxd(ω)
Sxx(ω)
Taking the above equation even further, we obtain
H(ejω) =
G∗(ejω)Sdd(ω)
‖G(ejω)‖2Sdd(ω) + Svv(ω)
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What these equations imply is that we can use the Wiener filter to obtain
a desired signal d[n] subject to a known channel g[n] and noise v[n] just from
the received noisy signal defined by y[n] given that we know the channel and
the signal’s autocorrelation and cross correlation. However, these equations
only provide insight into the Wiener filter problem and are not useful in prac-
tical applications when we do not know our desired signal power spectrum
and channel impulse response. In many cases, all we are given is the received
signal y[n] and we do not know our d[n] or g[n]. These cases require us to
look into algorithms such as the LMS which is an application of stochas-
tic gradient descent where we try and obtain the desired signal using only
approximate Rxx and Rxd.
2.4 LMS (Stochastic Gradient Descent)
Stochastic gradient descent is a general optimization algorithm which at-
tempts to iteratively minimize a cost function by descending in the direction
of maximum change of the cost function. In this case, the cost function is
defined by (2.1) and taking the negative of the gradient of the cost function
we obtain the direction of maximum decrease.
−∇hE(h) = −(2Rxxh− 2p)
where the variables x, h, and p are defined as
x = [x[n]x[n− 1] . . . x[n− (N − 1)]]T
h = [h[n]h[n− 1] . . . h[n− (N − 1)]]T
p = [Rxd[n]Rxd[n− 1] . . . Rxd[n− (N − 1)]]T
The LMS algorithm is a special case of the stochastic gradient descent where
we make approximations that Rxx ≈ x[n]x[n]T and Rxd ≈ x[n]d[n]. It has
been shown that this is a suitable approximation for convergence to an opti-
mal h which minimizes (2.1) as long as the learning rate η satisfies (2.2).
Table 2.2 outlines the algorithm for both stochastic gradient descent and
LMS. The difference between these two algorithms is in step 3, where (a)
corresponds to the general stochastic gradient descent algorithm and (b)
7
Figure 2.2: General Wiener filter for de-noising and signal estimation
Table 2.2: Stochastic Gradient Descent and LMS
Step 1 Initialize h0
Step 2 Update h(n+1) = h(n) − η∇hE(h)
Step 3(a) Update via h(n+1) = h(n) + η(2Rxxh− 2p)
Step 3(b) Update via h(n+1) = h(n) + 2ηx[n](d[n]− x[n]Th(i))
corresponds to LMS.
2.4.1 Application to Audio De-noising
From the previous formulation of the LMS algorithm, we can see that if we
were to obtain a noisy measurement of speech, we can estimate the covariance
matrix of the noise during the part where speech is not present and design
a Wiener filter which will be able to remove the noise via a LMS algorithm.
However, there are a few problems with this approach. The first is that
noise is assumed to be stationary, and in the case of Gaussian, wide sense
stationary. If the noise is not stationary or wide sense stationary, the Wiener
filter will not be able to remove such noise.
2.5 Spectrograms
The spectrogram is a short-time Fourier transform of a discrete time signal
x[n] which can provide details in the time-frequency domain of the signal’s
behavior. The short-time Fourier equation can be found in many DSP books
today [13], [14]:
STFT{x[n]}(m,ω) = X(m,ω) =
∞∑
n=−∞
x[n]w[n−m]e−jωn (2.3)
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where w[n] represents a window function that can be a rectangular window,
Hamming window, or Bartlett window. The following are equations for the
windows are provided below.
Rectangular Window w[n] = 1 if 0 ≤ n ≤ N
Hamming Window: w[n] = 0.54− 0.46cos(2pi n
N
) if 0 ≤ n ≤ N
Bartlett Window: w[n] =
{ 2n
N
if 0 ≤ n ≤ N
2
2− 2n
N
if N
2
≤ n ≤ N
The rectangular window is just a truncation of the signal. It is easy to im-
plement and can resynthesize the STFT given any hop size. It also does not
require any additional storage during implementation. However, the rectan-
gular window has sharp cut-offs and therefore introduces ringing effects in
the resynthesis step. The Hamming window provides an alternative to the
rectangular window by tapering off sharp edges which are present in the rect-
angular window. Therefore, it does not introduce artifacts in the resynthesis
of the STFT; however, providing a perfect resynthesis is not trivial when
using the Hamming window. It was proven in [15] that using a quarter or
half window length overlap provided perfect resynthesis from the STFT back
to the time domain. These are known today as the overlap-and-add methods
(OLA). The Bartlett window is similar to the triangular window, but the
n = 0 and n = N points are always 0 for a length N + 1 Bartlett window.
Figure 2.3 shows the typical shape of these windows when N = 255.
2.5.1 Calculating the STFT
Once we determine the window to use for the STFT, we need to determine
the window size and the hop size. In most cases, increasing the hop size leads
to more frames in the STFT, but becomes very expensive in computation. A
general rule of thumb is to use constant hop sizes of N
4
, N
2
, 3N
4
. To calculate
the STFT, we simply calculate each frame via equation (2.3). This is best
explained by taking the first N samples of the signal and multiplying it by
the window w[n]. We take the FFT of this result and this becomes the first
frame of the STFT. The next frame is calculated by sliding the window over
by the hop size and multiplying it by the window w[n] and taking the FFT
of the result. We do this until we have gone through the entire signal. When
9
Figure 2.3: Types of windows
we get to the last frame, we zero-pad the signal x[n] until we can obtain
a length N segment, and we apply the same method of taking the product
with the window and taking the FFT.
2.6 Principal Component Analysis
Principal component analysis (PCA) is a mathematical tool used in machine
learning as a means to project a set of data in a high-dimensional space to
a low-dimensional space. The first ever use of PCA is discussed in [16]. The
main idea behind PCA is to find a set of principal components which projects
the original data onto a subspace which has its variance maximized. Consider
a set of data X = {x1, x2, . . . , xN}. Each xi ∈ RM . We wish to project X
onto a low-dimensional subspace. As an example, let this low-dimensional
subspace have dimension 1. The projected data can be written as uT1 xn. The
mean of the projected data is defined as uT1 x¯ where x¯ =
1
N
∑N
n=1 xn. After
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some math manipulations, we obtain the variance of the data as:
V =
1
N
N∑
n=1
(xn − x¯)(xn − x¯)T
This equation is the same in [17]. In order to maximize the projected variance
defined by uT1 V u1, we have to add the constraint u
T
1 u1 = 1 to enforce that
||u1|| does not go to infinity. We eliminate this constraint and make the
problem into a Lagrange multiplier problem by rewriting the cost function
as:
J(u1) = u
T
1 V u1 + λ1(1− uT1 u1)
Taking the derivative of the cost function with respect to u1, we obtain:
V u1 = λ1u1
This is the famous eigenvalue equation and we see that if we set the vector u1
to be the eigenvector corresponding to the largest eigenvalue, we have suc-
cessfully maximized the variance of the projected data onto a 1-dimensional
subspace. We make similar arguments for 2, 3, up to D < M dimensions.
2.7 PEASS
In the source separation literature, there are many algorithms developed to
separate sources using online, oﬄine, supervised, semi-supervised techniques.
As more algorithms come out, there is an increasing demand for evaluation
of how these algorithms perform. In [18], the authors provide a subjective
and also objective assessment of the quality of the separated mixture to the
original sources. They created a toolkit known as PEASS, which has been
the standard to evaluate source separation since the paper’s publication. The
toolkit requires the original audio signal x[n], the separated source estimate
xˆ[n], and the noise signal v[n] and calculates several metrics, both subjec-
tive and objective, to evaluate the performance of the source separation.
Common approaches in evaluating source separation algorithms use signal-
to-distortion ratio as the benchmark in obtaining an objective measure of
the source separation. However, PEASS goes a step further and provides
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subjective perceptual scores. The perceptual scores are calculated based on
a model which was calibrated using 20 test listeners and 80 different sounds.
The model is essentially a non-linear mapping of the SDR value to scores de-
fined as OPS, TPS, and IPS. Each score is on a scale of 100 and subjectively
based on the MUSHRA protocol [19]. This protocol is similar to the ITU
standard which is used to evaluate noise suppression in audio mixtures [20].
The algorithm has been widely accepted and is used as a metric in some of
the experiments performed in Chapters 3 and 4.
2.8 Spectral Features
To represent audio data in a way that is more amenable to analysis, fea-
tures must be extracted from the raw audio waveforms. The most basic fea-
ture representation is the linear-frequency, log-magnitude short-time Fourier
transform (spectrogram). The analysis window used was 1,024 samples long
with a hop size of 512 samples. Each window produces a frame in the spec-
trogram that can be treated as a data point in a 513-dimensional feature
space. Each dimension in this space represents the energy in a small band of
frequencies in the signal. Low-pitched sounds will have most of the energy
at low dimensions whereas high-pitched sounds will have more energy in the
higher dimensions. We call these lin spectra features.
Figure 2.4: Filter bank of triangular windows on mel frequency scale
To represent the raw spectrogram features in a more perceptually mean-
ingful way, each frame is passed through a mel filter bank (Figure 2.4 and
2.5). This has the effect of emphasizing the lower frequencies, reflecting the
human ears non-linear behavior. In particular, 25 triangular windows are
12
Figure 2.5: Warped filter bank on linear frequency axis (Hz)
evenly spaced out along the mel scale and then warped to the Hz scale. [21]
discuss mel scale feature extraction, an effective method for defining audio
features more closely aligned with how humans perceive sound.
2.9 Conclusion
In this chapter, we presented the necessary background information to un-
derstand many of the methods which are used in this document. More infor-
mation can be found by going into the literature cited in each of the previous
sections. In the next section, we will provide a literature review in the area
of source separation and give some mathematical formulation on some of the
methods used in this thesis.
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CHAPTER 3
LITERATURE REVIEW
3.1 Introduction
In this chapter we give a literature review of the past work in the area of online
source separation and non-negative matrix factorization. We also discuss the
Gaussian mixture models which are used in this document. We provide the
necessary derivations in order to obtain the update equations to learn a mix-
ture model. We start with probabilistic latent component analysis (PLCA)
which has been used for online source separation to separate speaker and
background noise. PLCA uses a statistical model with EM update equations
to estimate probabilistic distributions which describe the speaker’s dictionary
basis. This is very similar to probabilistic latent semantic indexing (PLSI)
which uses the same process to cluster together documents with similar words
and word meanings. Hofmann, [22] discusses the derviation details of PLSI.
We will finish with a discussion of non-negative matrix factorization and how
it has been used in the past for both supervised and semi-supervised source
separation.
3.2 Probabilistic Latent Component Analysis
Probabilistic latent component analysis, or PLCA, is a method of source
separation which is similar to NMF methods of source separation. PLCA
uses a statistical model to explain the problem whereas NMF is simply an
optimization problem. In PLCA, we use spectrograms which have each of its
time frames normalized to sum to one. This makes the spectrogram with T
time frames a collection of T probability distributions. The speaker and noise
dictionaries come from a set of probability distributions which represent the
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bases which make up the speaker and noise spectral characteristics. This
can be denoted by P (f |z) where z ∈ S1 ∪ S2. The activations, denoted
by Pt(z), are the coefficients for each of the dictionary components. The
entire normalized magnitude mixture spectrogram can be represented by the
following [10]:
Pt(f) ≈
∑
z∈S1∪S2
P (f |z)Pt(z) for t = 1, . . . , T
The distributions are non-negative since they represent magnitude spectro-
grams. Therefore, the estimation for the dictionary elements and activations
belonging to S1 and S2 which represent the magnitude spectrogram can be
formulated as a maximum likelihood problem which can be solved using the
EM algorithm.
3.3 Gaussian Mixture Models
Gaussian mixture models, or GMMs, are generated on a set of k-dimensional
data defined by X = [x1, x2, . . . , xn]. Once generated, the Gaussian mix-
ture model is a statistical model which contains a number of multi-variate
Gaussian distributions defined by
fi(x) = (2pi)
k
2 |Σi|− 12 e− 12 (x− µi)′Σ−1i (x− µi), i ∈ (1, 2, . . .m)
where Σ is a positive-definite covariance matrix and m is the number of
multi-variate Gaussians in the GMM. The mixture model is often used to
model clusters in a large set of data. The term Gaussian means that this
mixture model is best suited to handle clusters which can be best described by
Gaussians. GMMs are often used for classification of data sets. For example,
consider that we monitor the output of two independent processes which have
Gaussian-like output behavior in Figure 3.1. We also generated a gaussian
mixture model from the data which contains two 1-dimensional Gaussians to
describe the data. The ground truth for the two processes were Gaussians
with µ1 = 0, µ2 = 10, and unit variances. The Gaussian mixture model
estimates of the means were µ1 = 0.0087 and µ2 = 9.9973 with variances
σ1 = 0.942 and σ2 = 0.8909. From the plot, we can see that the Gaussian
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Figure 3.1: Output of two processes
mixture model correctly models the two processes with respect to the means
the variances. The priors for the two Gaussians are both pi = 0.5. This
prior indicates that there is equal weighting between the two Gaussians. The
priors will change if we have more data for one process versus another. This
example demonstrates how Gaussian mixture models are used to statistically
model processes. However, we can also use the gaussian mixture model to
make predictions about incoming data. The model can be used to define a
likelihood function which provides us insight into how a set of data fits into
a particular process.
p(x|θ) =
M∑
k=1
pikN(x|µk,Σk)
Overall, the Gaussian mixture model is very useful in audio; however, its
parameters need to be determined. This motivates our next section which
discusses a popular method called Expectation Maximization (EM), which
estimates the parameters of the mixture model when we are provided the
data.
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3.4 Expectation Maximization Algorithm
3.4.1 Bayesian Inference
We are presented with some data {x1, x2, . . . , xN}. We wish to maximize the
likelihood of the given data using a distribution with parameter θ. We can
formulate the problem into
θˆ = arg max
θ
p(x|θ)
However, we make an assumption that the random variables in x are i.i.d.,
which means we can write the above equation as
θˆ = arg max
θ
∏
n
p(xn|θ)
So we are posed with an optimization problem. It is the normal conven-
tion to take the log of both sides and maximize the log likelihood function.
This is valid because log is a monotonically increasing function. Our actual
optimization problem is
θˆ = arg max
θ
∑
n
log(p(xn|θ))
If we are given that the above function is a Gaussian and that the data came
from this distribution, we can successfully estimate the parameters of that
data by just taking the derivative of the likelihood function with respect to µ
and σ to obtain the parameters of the pdf. The problem described above will
reduce to an inference problem with more data and more pdfs. However, if we
are given just the data and we would like to get both labels and parameters
from the data, we would need to use a mixture model.
3.4.2 Latent Variables
A latent variable is used in estimation of a mixture model. Consider a set
of data points which came from some unknown random processes. We can
model the data by assuming that they came from K random processes, with
each draw determining independent probabilities of xn data. So now our goal
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is to estimate
p(xn|θ, pi)
for each n, where θ are the parameters of the distribution and pi are the
priors. In the case of a Gaussian distribution, they are
p(xn|µ, σ2, pi) =
∑
m
p(xn, zn = m|µm, σ2m, pim)
where we can consider p(xn, zn = m|µm, σ2m, pim) as the probability that the
nth data point came from the mth distribution, given the parameters and the
latent variable priors.
3.4.3 EM Algorithm
The EM algorithm can be derived using the latent variables as well as the
inference idea discussed previous. Consider the simple solution provided
below.
1: Initial parameters θ and pi
2: Compute probabilities of each hidden variable given current parameters
3: Compute new parameters for each model
Let us observe the following effect of introducing latent variables to our
formulation. We consider Gaussians for now to make the effect obvious.
p(xn|µ, σ2, pi) =
∑
m
p(xn, zn = m|µm, σ2m, pim)
Note that this is merely an application of the law of total probability. Also
note, p(xn, zn = m|µm, σ2m, pim) can be rewritten as
p(xn, zn = m|µ, σ2, pi) = p(xn, zn = m|µm, σ2m, pim) = p(xn|µm, σ2m)p(zn = m|pim)
So our goal becomes
θˆ = arg max
θ
log(
∑
z
p(x, z|θ)) (3.1)
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Note: z = {z1, z2, . . . , zK} and x = {x1, x2, . . . , xN}. So there are K latent
variables (distributions) and n observations. Our goal here is to maximize
the log likelihood of the data and latent variables given the parameters of
the distribution. Since we do not know the distribution parameters, we will
employ the EM algorithm to obtain an iterative technique to solve for the
parameters.
3.4.4 Massaging the Problem
Equation (3.2) provides us with a slight problem since we have to optimize
over a log of sums. This is not a good procedure, so what has been suggested
in the literature is that we move the log inside the summation. This is valid
but not trivial in solving the optimization problem. A full proof can be found
in [23] which revolves around the application of Jensen’s inequality due to the
fact that the log function is convex. What we end up with are the following
E and M steps:
1: E-step: Ez|x,θ(t)log(p(x, z|θ)) =
∑
z log(p(x, z|θ))p(z|x, θ(t))
2: M-step: θ(t+1) = arg maxθ
∑
z log(p(x, z|θ))p(z|x, θ(t))
Going through these procedures, we can derive the update equations for the
EM algorithm. We restrict ourselves to the gaussian mixture model during
this derivation.
Ez,x,θ(t) [logp(. . .)] =
∑
z
[log(p(x, z|θ))p(z|x, θ(t)) (3.2)
=
∑
z1
. . .
∑
zN
[
∑
n
log(p(xn|zn = m, θ))p(zn|θ)]p(z|x, θ(t)) (3.3)
=
∑
n
∑
z1
. . .
∑
zN
log[(p(xn|zn = m, θ))p(zn|θ)]p(z|x, θ(t)) (3.4)
=
∑
n
∑
m
log[(p(xn|zn = m, θ))p(zn|θ)]p(zn = m|xn, θ(t)) (3.5)
From (3.2) to 3.3), we simply applied Baye’s rule to rewrite the joint prob-
ability as a conditional probability with its respective prior. From (3.3) to
(3.4), we shift the order of the summation operator. From (3.4) to (3.5),
we deduce that each data sample is only generated by one latent distribu-
tion and we can sum over a particular z instead of over all the z’s. If there
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are K latent variables, then m ranges from 1 to K. Let us define the term
p(zn = m|xn, θ(t)) by αnm. This term is the probability that the nth data
point came from component m. We require to solve for all of these in the
E-step. This can be solved by a direct application of Baye’s rules again.
αnm =
p(xn|zn = m, θ(t))p(zn = m|θ(t))∑
k p(xn|zn = k, θ(t))p(zn = k|θ(k))
3.4.5 Gaussian Mixture Model
We will now derive explicit update equations for a Gaussian mixture model.
Referring back to basic probability, the Gaussian pdf can be written as
p(xn|θ) = p(xn|µ, σ2) = 1√
2piσ2
e−
(xn−µ)2
2σ2
Equation (3.5) can then be rewritten in terms of the gaussian pdf as
L =
∑
n
∑
m
[log
1√
2pi
+ log
1
σm
− 1
2
(xn − µm)2
σ2m
+ logpim]αnm
We differentiate the likelihood function with respect to each µm and σm.
∂L
∂µm
=
∑
n
xn − µm
σ2m
αnm = 0 (3.6)
=⇒ 1∑
n αnm
∑
n
xnαnm = µm (3.7)
∂L
∂σm
=
∑
n
[− 1
σm
+
(xn − µm)2
σ3m
]αnm = 0 (3.8)
=⇒ σ2m =
1∑
n αnm
∑
n
αnm(xn − µm)2 (3.9)
Estimation of the priors requires us to add an equality constraint to our
initial optimization problem so we do not get infinity as the answer to our
future priors. This constraint is ∑
k
pik = 1
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This is normal, as we do require that all the priors of the latent variables
sum up to 1 to satisfy a given latent variable probability space and for Baye’s
and the law of total probability to hold. This equality constraint appears as
a Lagrange multiplier when we do our optimization. Applying the basic
principles of Lagrangian multipliers, we can arrive at an update solution for
pim.
3.5 Non-Negative Matrix Factorization
Non-negative matrix factorization decomposes any non-negative data matrix
into a product of two non-negative matrices. In machine learning, these two
matrices are known as dictionary and activation. In the machine learning
literature, non-negative matrix factorization is formulated by
X = WH (3.10)
s.t.W ≥ 0, H ≥ 0
where X ∈ Rm×n, W ∈ Rm×k, H ∈ Rk×n. In practical cases, we choose k
to be smaller than m or n so we can achieve some type of compression with
respect to the original data. We can now define the equality in (3.10) as
the following optimization problem. Two metric functions D(·) have been
examined in current literature. The first is the standard Frobenius norm
for matrices defined in (3.11). The second measure is similar to the KL-
divergence except for a normalization factor which is appended at the end
defined by (3.12).
min
W,H
= D(X,WH) s.t. W,H ≥ 0 (3.11)
D(X, Y ) = ||X − Y ||2 =
∑
ij
(Xij − Yij)2 (3.12)
Dˆ(X, Y ) = D(X||Y ) =
∑
ij
(Xijlog
Xij
Yij
−Xij + Yij) (3.13)
This problem has been studied by several researchers in the past. The most
well-known approach to solving this optimization problem came out of a
paper by Lee and Seung in 2001 [24]. Their proposed solution provides a
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set of multiplicative update rules for decreasing the cost functions defined in
(3.12) and (3.13). These rules have become very popular among researchers
today because of their ease of implementation and memory requirements.
3.5.1 Divergence NMF Update Equations
W (n+1) = W (n) ◦
X
W (n)H(n)
H(n)
T∑
H(n)
H(n+1) = H(n) ◦ W
(n)T X
W (n)H(n)∑
W (n)T
3.5.2 Frobenius NMF Update Equations
Shown below is the update equations which can be found in [?] which will
decrease the cost function defined by (3.12). The sub-indice n is the iteration.
For most audio spectrograms, it has been found that 30 to 40 iterations will
provide a good result.
W (n+1) = W (n) ◦ (XH
(n)T )
W (n)H(n)H(n)T
H(n+1) = H(n) ◦ W
(n)TX
W (n)TW (n)H(n)
The ◦ denotes a Hadamard product. When working with audio spectrograms,
it has been empirically shown that the divergence norm produces better
results in coming up with a W and H to approximate the X matrix. In
order to illustrate the results obtained using NMF, we have provided some
examples of artificial and real world audio data decomposed using the NMF
procedure.
3.5.3 Decompositions using NMF
Figure 3.2 is a magnitude spectrogram of a recording of two different beeps
and a snare drum. We can see three distinct patterns on the spectrogram
and the two different beeps are characterized by the white lines with distinct
bright spots in the prominent frequencies of the beeps. The snare drum is
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Figure 3.2: Audio mixture spectrogram
characterized by the smear-like pattern in the spectrogram. Since this is the
magnitude spectrogram of the mixture, it is non-negative and we can apply
NMF using the divergence update equations. We note that we chose k = 3
since we knew ahead of time that the mixture contained three distinct types
of sources. Once we do this, we obtain results generated in Figure 3.3. We
can see that the mixture has been separated into three distinct components.
The first component corresponds to the first beep, the second component
corresponds to the snare drum, and the third component corresponds to the
next beep. From the activations, we see that only one of the dictionary
components is active given any time interval. This is a desired effect as we
do not want any confusion regarding distinct types of sounds. However, we
cannot always realize this desired effect as Figure 3.4 illustrates; if we chose
k = 2, we see that the two distinct beeps are represented by one feature and
the snare drum is represented by the other feature. We can call this effect
under-fitting, where we have a smaller than sufficient dictionary to represent
the sounds. There is also over-fitting, where we have too many dictionary
elements representing the mixture. In the over-fitting case, we start to see
dictionary elements which look similar to each other in Figure 3.5.
23
Figure 3.3: Factorized components of an audio mixture spectrogram
Figure 3.4: Using too few components to decompose mixture
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Figure 3.5: Using too many components to decompose mixture
3.6 Using NMF for Source Separation
So far, we only looked at the mathematical formulation for NMF and illus-
trated how NMF can be used for factorizing audio data into distinct and
separate components. We will now talk about source separation and dis-
cuss the supervised and semi-supervised methods for separation of a mixture
composed of a target source and background noise. Again, we will be dealing
with magnitude spectrogram data since we are considering the use of NMF.
From the previous section, we see that NMF can decompose a mixture of
sounds into distinct components. We can take this a step further and isolate
the specific sound component by multiplying the dictionaries corresponding
to that sound with its respective activations. For example, if we wanted to
isolate the first beep we hear from the mixture described in the previous
section, we simply take the first column of the dictionary matrix W and
multiply it with the first row of the activation matrix H. This will give us a
matrix containing the magnitude spectrogram of the first beep. The phase
information can be appended from the original mixture to the magnitude
spectrogram. We can recover this sound by taking the inverse STFT and
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obtaining the time-domain signal. In the case of removing background noise
from recorded speech, we cannot just apply a direct NMF decomposition to
the mixture. The reason is that the NMF decomposition does not give a
label to which dictionary elements are speech and which dictionary elements
are noise. In order to get around this, we need to learn the speech dictionary
components beforehand from a set of clean speaker training samples. We can
also learn the noise dictionary if we know ahead of time what background
noises will be present. However, this is not necessary, as semi-supervised
approaches to noise estimation are possible with the NMF algorithm.
3.6.1 Supervised NMF Source Separation
Supervised source separation assumes that we know the noise which will be
in the mixture beforehand. In this case, we obtain training data for the noise
and speaker. The training data is used to train a set of dictionary elements
which will be used later for source separation of a mixture containing the
speakers voice corrupted by the known noise. The algorithm is provided in
Table 3.1. Though this algorithm might not seem very robust, it can be of
Table 3.1: Supervised Source Separation
Step Procedure
1 Obtain training data Xspeech and Xnoise. (Magnitude Spectrograms)
2 Perform NMF decomposition to learn Wspeech.
3 Perform NMF decomposition to learn Wnoise.
4 Perform partial NMF on Xmixture by updating only the H matrix
5 Obtain phase information from Xmixture
6 After decomposition, gather Sspeech = WspeechHspeech
7 After decomposition, gather Snoise = WnoiseHnoise
8 Perform inverse STFT of Sspeech and Snoise to obtain separated sources.
some use in many environments. For example, if there is engine hum in the
cockpit of a truck or aircraft, it is fairly easy to record just the engine hum
and learn a noise basis for it. Also, it is not hard to obtain a few seconds
of clean speech from a truck driver or pilot. This is just one example of
background noise removal via supervised source separation, but there are
many more examples of scenarios where we are speaking in an environment
where the background is not changing. Supervised source separation should
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be able to handle these situations very well.
3.6.2 Semi-Supervised Source Separation
In some cases, we might not know the noise we are dealing with or do not
have training data for the noise in the mixture. In these cases, it is useful to
consider a semi-supervised approach to source separation. ”Semi-supervised”
means we have training data for either the speaker or noise, and we want to
perform separation on a mixture while estimating the dictionary components
for the source without training data. Solving this problem is similar to the
case of supervised source separation with a slight modification in the update
step of the W matrix. In the supervised source separation procedure, we
see that in step 4 in Table 3.1, we estimate only the H matrix. We can
do this because our W matrix contains the dictionary components for both
the speaker and the noise. When we do not have dictionary components
for our noise/speech, we simply initialize the noise/speech basis to random
values, then use the update equations for NMF in order to reach a suitable
dictionary set which minimizes the equation defined by (2.2). The algorithm
is outlined in Table 3.2 when we do not have data for the noise. Step 3 is the
Table 3.2: Semi-supervised Source Separation
Step Procedure
1 Obtain training data Xspeech and Xnoise. (Magnitude Spectrograms)
2 Perform NMF decomposition to learn Wspeech.
3 Perform partial NMF on Xmixture by updating the W matrix, but
keeping Wspeech fixed.
4 Perform partial NMF on Xmixture by updating only the H matrix
5 Obtain phase information from Xmixture
6 After decomposition, gather Sspeech = WspeechHspeech
7 After decomposition, gather Snoise = WnoiseHnoise
8 Perform inverse STFT of Sspeech and Snoise to obtain separated sources.
change made in order to accommodate not having training data for one of the
sound sources. Our dictionary matrix W can be divided into two separate
collections of dictionaries representing the speech and the noise. During the
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NMF update, we will keep Wspeech fixed.
W = [WspeechWnoise] (3.14)
In the standard NMF decomposition formulation, there is simply no differ-
ence between the order of updating the W and H matrices. However, there
are some things we need to be cautious of when updating W and H in the
semi-supervised case. We need to ensure that the columns corresponding to
Wspeech were not changed by any operations when updating the H matrix. If
we are not careful, then in the H update step, we will get inaccurate results
which do not correspond to the set of speaker/noise bases which we learned
using the training data. The reconstruction will not be accurate because it
is using another set of dictionary elements instead of the actual dictionary
elements which were learned from the training data.
3.7 Conclusion
We have provided a literature survey of the recent developments in the area
of source separation. We have also provided a literature review of the tech-
niques which have been used in source separation algorithms. In the next
chapter, we will discuss the problem of parameter selection for online source
separation.
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CHAPTER 4
PARAMETER SELECTION FOR ONLINE
SOURCE SEPARATION
There are many algorithms which have been developed to perform blind
source separation. Non-negative matrix factorization (NMF) and principal
latent component analysis (PLCA) are among several methods which are ex-
ploited in source separation algorithms. Some of these methods are described
in [10], [25]. However, in almost all these different algorithms, separation of
the mixture occurs only after being provided the entire mixture. Hence, there
will have to be some modifications made to these algorithms before they can
be used to implement a real-time source separator. Of course on top of the
implementation issues, a problem we face is determining how many compo-
nents we need to keep for speech and noise to achieve the best possible source
separation. There has also been debate about what is classified as the best
possible separation. Though there have been studies in the past in regards
to these questions, the area remains open to research. In regards to the
best possible source separation, there is a widely available and used software
known as PEASS [18], [26]. Yet, the problem with using the PEASS toolkit
for measuring the quality source separation in real-time is that it requires all
of the original sound sources to be known. Many of the previous papers on
source separation require an estimate or rough number when determining the
number of speech and noise components. In many situations, this becomes
a guessing game. To illustrate the effects of component selection, we have
performed an experiment using the PLCA source separation algorithm on an
artificially created mixture of human speech and flute. Figure 4.1 shows an
oﬄine source separation algorithm using 30 speech component and 8 noise
components. Figure 4.2 shows extracted speech using 30 speech components
and 1 noise component. By looking at the spectrograms, we see that using
8 noise components clearly eliminates the flute-like spectral characteristics
in the extracted speech. In this chapter, we will present an algorithm which
tries to provide a way to determine how many noise components to use given
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Figure 4.1: 30 speech and 8 noise components
a fixed number of speech basis. We attempt to do this without any prior
knowledge of what the original speech and noise signals.
4.1 Problem Formulation
The basic premise behind our suggested algorithm stems from the idea of a
Gaussian mixture model. In voice recognition systems and voice classification
systems, Gaussian mixture models are used to characterize speaker spectral
characteristics. Though more modern speech recognition systems use hidden
Markov models, we focus on using Gaussian mixture models because they
are easy to implement and easy to use. Hidden Markov models are able to
capture temporal characteristics of human speech rather than just the spatial
characteristics and will be interesting to study in future research.
The problem is to determine the number of dictionary components to
learn for both noise and speech in order to achieve the best source sepa-
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Figure 4.2: 30 speech and 1 noise component
ration. This can be viewed as an optimization problem. Normally, the most
commonly used metrics are the signal-to-noise and signal-to-distortion ra-
tio. However, in real-time separation systems, it is impossible to determine
these parameters because we do not have the original sounds required to
calculate these values. In order to solve this problem, we took a completely
different approach by thinking along the lines of classification models. In
many source separation algorithms, the primary concern is that the extracted
speech should sound like the speaker. In other words, after the source sepa-
ration, we will compare the spectrogram of the extracted speech to a speech
Gaussian mixture model which has been trained on the same speaker. There-
fore, we can formulate this in terms of maximizing a likelihood defined by
the speech model.
max
nc,sc
P (x(nc, sc)|θ) (4.1)
θ contain the parameters of the Gaussian mixture model, x is the extracted
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speaker spectrogram based on the parameters nc and sc for number of noise
and speech components to keep. P (x|θ) gives the likelihood that the ex-
tracted speech fits the trained Gaussian mixture model.
4.2 Noise Parameter Selection
The solution requires us to train a GMM on the speaker’s voice using clean
audio segments. We make an assumption that the input mixture consists
of only the speaker we trained on and some varying background noise. In
more practical situations, we will want to use training data from a variety of
male and female voices to account for variations in spectral characteristics
between people, gender, and age. We investigate the use of the principal
components of the raw spectrogram and mel-frequency cepstral coefficients
(MFCCs) as features in the training. Finally, we analyze the output from
using the probabilistic model and compare it to the PEASS toolkit to evalu-
ate the possibility of a substitute which can help us determine the quality of
source separation without using the original speaker and noise signals. Table
Table 4.1: GMM Training Procedure for Noise Parameter Selection
Step Procedure
1 Collect clean speech audio segments of speaker
2 Take STFT of the entire audio segment
3 Apply PCA transform to raw spectrogram, (skip 4 and go to step 5)
4 Apply MFCC transform
5 Obtain GMM parameters
4.1 shows the steps to train the GMM. These steps are straightforward and
follow the same logic as the derivation of the GMM update equations in the
background section. There are also available MATLAB packages which can
aid with steps 4 and 5 which are cited in the literature review. Some prac-
tical considerations which need to be discussed are the number of Gaussians
needed to form the Gaussian mixture model, the necessity of the delta and
delta-delta features of the MFCCs, and how many principal components to
use if we apply the PCA transformation to our spectrogram data. These
questions are answered when we look at the experiments section.
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4.3 Results for Noise Parameter Selection
Once we generate a Gaussian mixture model to characterize the speaker’s
voice, we can evaluate the likelihood that the extracted speech has spectral
characteristics similar to the speaker’s voice. We perform the source sep-
aration while keeping the number of speech components constant. This is
to solely speed up the processing speed of the algorithm. In any practical
scenario, it is too expensive to run the search over an entire range of viable
speech and noise components. Experiments have shown that the quality of
the reconstructed speech largely depends on how many speech components
we have learned before performing the separation. We want to put more
emphasis on determining the number of noise components, since if we learn
a sufficient number of speech dictionaries, we can effectively eliminate the
need to learn more speech components. The quality of the separation will
then just depend on how many noise components we choose to learn. If
this number vastly exceeds the number of speech components, then we have
an issue with over-learning the noise dictionary and the quality of the ex-
tracted speech decreases as Figures 4.1 and 4.2 illustrate. So this modifies
the optimization problem in (4.1) to the following:
max
nc
P (x(nc)|θ)
After running through the experiment, we obtained several figures to il-
lustrate the behavior of using likelihoods to model source separation quality.
Figures 4.3, 4.4, and 4.5 show the likelihood score of the GMM model trained
on speech to different source separation outputs using different noise com-
ponents. Figure 4.6 provides the overall perceptual score (OPS) which gives
the PEASS tool-kit output of the performance of source separation using
differing numbers of noise components. Figure 4.3 shows the GMM model
trained on PCA reduced spectrogram data. We see that varying the number
of Gaussians in the model does not have an affect on the likelihood outputs.
This implies that the data closely resembles a Gaussian and can be described
by as few as two independent Gaussian distributions. The same observation
is made with the GMMs which were trained on the MFCC features. How-
ever, looking at the MFCC features, we see that there is a decrease of the
likelihood score when we use more than 8-10 dictionary components for the
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noise. By looking at the spectrograms of the extracted speech (Figures 4.2
and 4.3), we see that using just one noise component for source separation
gives us an extracted speech which contains a large portion of the flute in
the background. This is because a flute playing in the background cannot
be properly described by just one dictionary component. By increasing the
number of components to learn for the noise, we start to gradually hear less
and less of the flute. However, when we increase the number of components
to learn to 25 or 30, we start hearing degradations in the extracted speech
because the source separation using PLCA starts over-fitting the noise basis.
Experiments were performed with several different types of sounds ranging
from ambient street noise which is not fast varying to a jackhammer going
off in the background. Table 4.2 shows the number of components to keep
for noise versus the PEASS-OPS metric.
Table 4.2: Comparison between MFCC GMMs and PEASS OPS
Noise Type MFCC GMMs PEASS OPS
Street nc = 15 nc = 24
Flute nc = 8 nc = 10
Drill nc = 2 nc = 7
Crowd nc = 12 nc = 18
From the results obtained in these experiments it seems that the MFCCs
can be used as a metric in getting a rough estimate of how many components
we would like to use for noise when we are operating without the original
speech and background noise.
4.4 Analysis of Extracted Noise
We also analyzed the extracted noise in order to see if the added information
will help us. During the source separation procedure, it was observed that
if we over-fit the noise basis, the extracted noise contains quite a bit of
recognizable speech. The original idea for the experiment was to determine
how close the extracted speech was to clean speech via the GMM. However,
since the GMM contained spectral characteristics of speech, another way
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Figure 4.3: Using PCA spectrogram data: 80 PCA dimensions, 10
Gaussians
Figure 4.4: Using MFCC spectrogram data with 7 Gaussians
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Figure 4.5: Using MFCC spectrogram data with 3 Gaussians
Figure 4.6: Overall perceptual score
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to interpret the GMM would be to use it as a pure speech detector. This
was done in the past in [27], [28]. We wish to analyze how much speech
is contained in the noise. This can be done by using the trained GMM
and determining if the spectrogram data had a high relative likelihood. We
performed a simple experiment by keeping the speech component constant
and varying the number of noise components during the source separation.
The noise component varied from 1 dictionary element to 50. We plotted the
likelihood value of the extracted noise spectrogram using the PCA reduced
GMM and also the MFCC GMM, (see Figures 4.7 and 4.8). The likelihood
plots for the GMMs using either the PCA reduced features or the MFCC
features agree with our hypothesis that the more noise components we select,
the more the extracted noise will contain features similar to speech. Yet, a
problem with using the GMM trained on speech as a voice detector in the
extracted noise is determining where to draw the threshold when we have
too much speech in the extracted noise. Picking the minimum value is not
correct in this case because the minimum value will most likely correspond
to having just one noise component. We know that this cannot be correct
since one component might capture just the main characteristic of the noise
but not the entire noise spectrum. Hence, choosing just one noise dictionary
to learn might not remove the entire noise signal from the extracted speech
spectrum. We instead decided to analyze the rate of change defined by:
dg
dnc
= g[nc + 1]− g[nc]
where g[nc] is the likelihood function which is defined by the GMM trained on
the MFCC or PCA-reduced features. We set a threshold τ by and defined the
stop condition as a percentage of desired change. By having this threshold,
we can determine the value of nc such that when we increase the value of
nc by 1, the marginal increase in the likelihood increases by τ . This is
seen in economics as the concept of marginal utility [29]. When we apply
the marginal utility to the noise component parameter selection, we believe
the value of nc chosen becomes the point which does not make the entire
extracted noise spectrum seem like speech. At this point, we believe that
the noise spectrum has already accurately represented the noise complexity
and if we increase the value of nc further, we will start to get more and
more chunks of speech. Performing a few experiments using this technique
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Figure 4.7: Using GMM with PCA-reduced features
on different types of background noise, we obtained the results in Table 4.3.
Table 4.3: Comparison between MFCC GMMs and PEASS OPS
Noise Type MFCC GMMs PEASS OPS
Street nc = 27 nc = 24
Flute nc = 15 nc = 10
Drill nc = 9 nc = 7
Crowd nc = 26 nc = 18
4.5 Conclusion
In this chapter, we presented a technique which can be used to determine
the quality of the source separation by using our proposed statistical model
algorithm. Our results indicate that our proposed algorithm has similar per-
formance as the PEASS toolkit when applied to synthetic test experiments.
We believe that there is still room for exploration by using more sophisticated
statistical models such as HMMs. We will save this for future discussions.
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CHAPTER 5
REAL-TIME SOURCE SEPARATION
WITH PARAMETER SELECTION
5.1 Introduction
In this chapter, we discuss the problem of separating sources in a real-time
setting. More specifically, we discuss a way to implement the parameter
selection scheme as a previous step to determine the number of noise com-
ponents to estimate during each separation step. So far, we have reviewed
the current techniques available for source separation in Chapter 1. We have
discussed several methods which are used in this thesis for source separation
in Chapter 2. However, in all of these algorithms, the mixture signal de-
fined by s[n] was measured, the short-time Fourier transform was calculated,
and we applied matrix factorization techniques on the entire mixture matrix
X. This is not practical in a DSP chip which might be implemented in the
real world. There are a few algorithms which look at how to deal with de-
noising in the real-time setting; however the limitation of these algorithms
is that they require us to fix the number of speech and noise components to
learn and cannot adapt to noises which vary in complexity over the range of a
person talking. For example, if we have background noise which is fairly con-
stant, then it can be described by just one dictionary component, but if the
background noise changes to something more complex such as an orchestra
concert, we are stuck with describing the concert using just one component,
which will result in poor performance from a separation standpoint. There
is also the issue of having too many components and over-fitting the noise
bases. If we over-fit the noise bases, we observe that parts of speech get re-
moved and the resulting separated speech will be missing higher harmonics,
which make it displeasing to the ears. We attempt to address this problem
in this chapter. We will first talk about how to do frame-by-frame separation
using NMF, then we will describe how to fit the concept defined in Chapter
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3 as an addendum to the real-time source separation using NMF.
W (t, f) ∈ Rm×f
X ∈ Rm×n
Let us define W (t, f) ∈ Rm×f as a buffer matrix which contains the f most
recent frames we obtained from our mixture X and t ∈ {1, 2, . . . , f}. In this
chapter, we assume that the mixture is finite in time; however, the algorithm
presented here is easily generalized to mixtures which are infinite. We will
start by presenting an algorithm we developed using NMF to do online source
separation. The idea behind this algorithm is very similar to that behind
the algorithm outlined in [10]. Note that we use the term “online NMF”
here, because the update equations used in this implementation are the NMF
update equations instead of the PLCA update equations. These have been
stated as numerically identitical in [10]; therefore, we used the NMF update
equations for their simplicity and speed. However, the separation algorithm
requires us to normalize the columns of the input matrix X before doing the
updates of the NMF.
5.2 Online Source Separation using NMF
Decomposition
Starting with the spectrogram, we have the running buffer W (t, f) which
will contain f most recent frames of the STFT from the input mixture signal
X. We perform separation on this buffer using the NMF source separation
technique described in Chapter 2. Once we have performed this operation,
we obtain a reconstructed speech signal and a reconstructed noise signal
for the current buffer. The last frame of the current buffer is the most
recent input frame that has been denoised. We can take the inverse STFT
of this frame and output a sound signal of the denoised output. We make a
slight modification and replace the current frame estimate with an average
of the previous f buffer frames. We do this because the NMF algorithm
is a modified gradient descent algorithm on the cost functions defined by
equations (2.3) and (2.4). It is unclear if each specific column (frame of the
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spectrogram) is accurately represented with respect to the columns of the
actual data, X. We attempt to solve this uncertainty by generating multiple
estimates for the current frame as it moves through the buffer. For example,
consider Figure 5.1. The top row represents the denoised buffer at time
instant t = 3, and the second row represents the denoised buffer at time
instant t = 4. We can see that the last frame when t = 3 is the second
to last frame at t = 4. This means that each frame which goes through
the denoising algorithm is actually reconstructed f times due to the buffer
size. We can use this information to construct a much better estimate of the
current frame given a delay of f frames. This algorithm is outlined in Table
5.1.
Table 5.1: Online NMF Source Separation
Step Procedure
1 Obtain dictionary for Wspeaker using training data for clean speech.
2 Initialize W (t, f) buffer and also create an averaging buffer B ∈ Rm×f .
3 while not at end of mixture spectrogram X
W(t, f) = [W(t-1, f) X(:, i)]
i = i+1
Separate buffer W(t, f) into Xspeaker and Xnoise
Load W (t = i, f) into B(:, i)
4 if(i == f)
Xˆspeaker(:, i− f + 1) = average(B)
5 Reconstruct xspeaker = ISTFT (Xˆ)
The average operation in step 4 is the average across the columns of B.
Also, we note that X here denotes the normalized spectrogram of the mix-
ture. This can be obtained when we take a segment of the input signal, then
we take the fast Fourier transform once we have acquired enough samples
of the input signal. We then normalize the fast Fourier transform by the
column sum.
5.3 Algorithm Performance
We ran the algorithm separation and compared it with results of using the
semi-supervised oﬄine NMF separation algorithm.
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Figure 5.1: Online algorithm for NMF source separation
Table 5.2: Online NMF Performance
Noise Type SDR (Oﬄine) SDR (Online) SAR (Oﬄine) SAR (Online)
Street 13.5 dB 12.7 dB 13.5 dB 12.7 dB
Flute 14.6 dB 14.4 dB 14.5 dB 13.7 dB
Drill 17 dB 16.5 dB 17 dB 15.2 dB
Crowd 18 dB 16.6 dB 18.3 dB 14.2 dB
The performance, summarized in Table 5.2, indicates that separation us-
ing the online NMF algorithm achieves similar performance as the semi-
supervised NMF source separation algorithm. The mixtures were generated
after normalizing both the speaker and noise to have unit energy.
5.4 Discussion of Online Parameter Selection
Techniques
In order to select the number of noise components in a real-time source sepa-
ration algorithm, we need a method of feedback to tell us how the algorithm
is performing at any given instant in time. Given that the noise profile can
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Figure 5.2: Online parameter selection
change in the real-time setting, this method of feedback should be able to
adapt to any given noise regardless of complexity. Since we already have the
online separation algorithm, we can use the GMM likelihood model as the
method of feedback. We can describe our algorithm in a two-stage proce-
dure. The first stage is the evaluation of the buffer and the second stage is
the online denoising based on the output from the first stage. We will now
explain the first and second stages with Figure 5.2.
The first stage is the box labeled previous buffer likelihood. We compare
the previous buffer likelihood score with the current buffer likelihood score.
The likelihood score is computed by using the posterior likelihood for the
speech MFCC GMM. If we determine that the previous buffer likelihood
score is higher than the current buffer likelihood score, we stay with our
current value to denoise the updated buffer. If the previous buffer likelihood
score is lower than the current buffer likelihood score, we increase the noise
component by a fixed number η. Normally η = 1, but we can be more
aggressive in our search by increasing η > 1. Increasing η will help in the
scenario where the noise profile changes very fast and the algorithm needs
to adapt to the fast-changing noise profiles. For stationary or very slow-
changing noise profiles, η being large will not necessarily help us in obtaining
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Figure 5.3: Mixture spectrogram
the best performing algorithm. To illustrate an example of this algorithm
in action, we have created a long mixture by concatenating noises on top of
a speaker speaking the same sentence. The spectrogram for the mixture is
provided in Figure 5.3. In this mixture, we see that the noise profile changes
from the flute to a single sine tone. We attempt to denoise this using the
proposed algorithm with the first and second stages determining how many
noise components we need to keep. Our buffer size is 50 and we start at an
initial value for nc = 1. Our step size parameter is τ = 1. We obtained the
plot in Figure 5.4 for the noise components which were selected based on a
GMM trained on the MFCC components using 4 Gaussian mixtures.
This plot shows us that the algorithm made an attempt to roughly esti-
mate how many parameters to use for the noise component. The extracted
spectrograms for both speech and noise are shown in Figure 5.5. We see that
the algorithm took on average about 30 frames to determine if it needed to
adjust the number of noise components to learn. The main observation is
that the noise components were affected by the noise complexity. We see
that when the algorithm detected a sine tone in the mixture, it reduced the
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Figure 5.4: Noise component for real-time denoising
noise component to 1. After the noise profile changed to a flute the noise
component increased to 8. We believe that there are more efficient ways to
perform the switching strategy when the algorithm detects a change in the
noise, but for now, it seems that this algorithm can roughly estimate the
number of noise components to use in an online setting.
5.5 Conclusion
In this chapter, we showed that we can roughly estimate the number of noise
components to use in a real-time setting. Our algorithm provides feedback
on how well the source separation is doing whenever a new frame comes in.
So far, we have analyzed mixtures which are artificially made, but we hope
to implement this on a DSP processor and have it run real-time for future
studies. We also hope to see how well this algorithm performs if we train our
models using a different voice than what is in the mixture. We think this
is of interest because in some applications, there may be many speakers and
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Figure 5.5: Noise component for real-time denoising
we will not have time to acquire training samples for each speaker.
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CHAPTER 6
CONCLUSION
We have presented a new method by which to determine the parameter se-
lection problem in blind source separation. We have presented an online
algorithm to separate sources which uses our method of parameter selection.
We demonstrated that this algorithm works well when presented with syn-
thetic audio mixtures. The next step would be to try and implement the
algorithm in C code and see how it performs in real-time conditions. We
believe the work presented in this document is a first step to solving the
problem of selecting the number of parameters in given source separation al-
gorithms. A direction of future research would be to perform the experiments
in this thesis using a hidden Markov model instead of a Gaussian mixture
model. We believe that the hidden Markov model should be more robust in
detecting speech in the extracted noise mixture by recognizing the temporal
characteristics of the speaker. Another interesting direction to pursue is the
optimization procedure in determining the size of the jump when we need to
increase or decrease the number of noise components to use in the algorithm
described in the previous chapter. Since we are interested in phone appli-
cations, we would ultimately hope to program a DSP processor on a phone
and see how the algorithm performs in limited processing power and memory
settings.
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