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3.1 Lokasi dan Waktu Penelitian 
 Penelitian ini mengambil lokasi pada Fakultas Ekonomi dan Ilmu Sosial 
UIN SUSKA RIAU, Waktu penelitian dimulai bulan Februari 2017 sampai 
dengan selesai. 
 
3.2 Jenis dan Sumber Data 
Menurut Sugiyono (2009:193), Data yang diperlukan dalam penelitian ini 
dapat dikelompokkan kedalam dua kelompok. 
a. Data Primer 
Menurut Istijanto (2009), data primer adalah data asli yang dikumpulkan 
oleh periset untuk menjawab masalah risetnya secara khusus. Data  primer 
didapatkan dengan menggunakan kuesioner yang diiisi oleh responden yang telah 
melakukan pembelian Sepeda Motor Kawsaki KLX 150 di Fakultas Ekonomi dan 
Ilmu Sosial Uin Suska Riau. 
b. Data Sekunder 
Menurut Istijanto (2009), data sekunder adalah data yang telah 
dikumpulkan oleh pihak lain bukan oleh periset sendiri untuk tujuan yang lain. 
Data sekunder diperoleh dari suatu organisasi atau perusahaan secara tertulis dan 
diolah untuk mendukung data primer, yaitu data yang diperoleh langsung dari 
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Fakultas Ekonomi Dan Ilmu Sosial UIN Suska Riau Pekanbaru, sejarah singkat, 
struktur organisasi dan lain-lain. 
 
3.3 Populasi dan Sampel 
3.3.1 Populasi  
 Sugiono (2008:90), menyebutkan populasi adalah keseluruhan objek atau 
subjek yang mempunyai kualitas dan karakteristik tertentu yang ditetapkan oleh 
peneliti untuk dipelajari dan kemudian ditarik kesimpulannya. Populasi dalam 
penelitian ini adalah Mahasiswa Fakultas Ekonomi dan Ilmu Sosial Uin Suska 
Riau yang menggunkan sepeda motor Kawasaki KLX 150. Karena jumlahnya 
tidak diketahui secara pasti, maka jumlah populasi tidak diketahui. 
 
3.3.2 Sampel 
 Menurut Sugiono (2008:91), Sampel adalah bagian dari jumlah dan 
karakteristik yang dimiliki oleh populasi tersebut. Karena jumlah populasi tidak 
diketahui secara pasti maka cara pengambilan sampel menurut Irawan (995:58) 
dalam Sukandarrumidi dan Haryanto (2014:24) menyatakan agar penelitian 
dapat dianalisa dengan menarik jumlah sampel yang diambil minimum 30 
responden. dalam penelitian ini sampel yang diambil adalah 77 responden, yaitu 
Mahasiswa yang menggunakan sepeda motor Kawasaki KLX 150 di Fakultas 




3.4 Teknik Penarikan Sampel 
Menurut Sugiyono (2012:122), metode yang digunakan untuk penarikan 
sampel yaitu metode Sampling Aksidental, yaitu teknik penentuan sampel 
berdasarkan kebetulan, yaitu siapa saja yang secara kebetulan atau incidental 
bertemu dengan peneliti dapat digunakan sebagai sampel, bila dipandang orang 
yang kebetulan ditemui itu cocok sebagai sumber data. 
Pada penelitian ini maka sampel yang diambil adalah Mahasiswa Fakultas 
Ekonomi dan Ilmu Sosial UIN Suska Riau. 
Gujarat (1995) dalam Suliyanto (2011:82), dengan melihat TOL 
(Tolerance) dan VIF (Variance Inflation Factor) dari masing-masing variabel 
bebas terhadap variabel terikatnya.  
 
3.5 Teknik Pengumpulan Data 
Sugiono (2012:199), dalam usaha untuk mendapatkan data yang 
dibutuhkan, metode yang digunakan dalam penelitian ini adalah dengan 
menggunakan Quesioner. Metode ini merupakan teknik pengumpulan data yang 
dilakukan dengan cara memberi seperangkat pertanyaan atau pernyataan tertulis 
kepada responden untuk dijawabnya. Quesioner diberikan kepada responden 
secara langsung sehingga akan didapatkan keobjektifan data yang tepat. Data yang 
dikumpulkan meliputi identitas responden serta tanggapan konsumen terhadap 




3.6 Analisis Data 
Dalam penelitian ini metode analisis data yang digunakan adalah: 
 
3.6.1 Uji Validitas 
Pengujian validitas dilakukan untuk menguji apakah jawaban dari 
responden benar-benar cocok untuk digunakan dalam penelitian ini. Hasil 
penelitian yang valid adalah bila terdapat kesamaan antara data yang dikumpulkan 
dengan data yang terjadi pada objek yang diteliti. Instrumen valid berarti alat ukur 
yang digunakan untuk mendapatkan data (mengukur) valid berarti instrumen 
dapat digunakan untuk mengukur data yang seharusnya diukur. 
Sugiono (2007:48), Adapun kriteria pengambilan keputusan uji validitas 
untuk setiap pertanyaan adalah nilai corected item total corelation  atau nilai r 
hitung harus berada diatas 0,3 hal ini dikarenakan jika r hitung lebih kecil dari 0,3 
maka item tersebut memiliki hubungan yang lebih rendah dengan item-item 
pernyataan lainnya dari pada variabel yang diteliti, sehingga item tersebut 
dinyatakan tidak valid. 
 teknik yang digunakan untuk uji validitas adalah teknik korelasi produk 
moment person. Pengujian menggunakan program SPSS versi 22.0 dilakukan 
dengan cara mengkorelasi masing-masing pertanyaan dalam skor total. 
 
3.6.2 Uji Reliabilitas    
Ghozali (2006), Uji reliabilitas bertujuan untuk mengukur konsistensi 
indikator (variabel) penelitian. Suatu kuesioner dikatakan reliabel atau handal jika 
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jawaban seseorang terhadap pernyataan adalah konsisten atau stabil dari waktu ke 
waktu. Untuk menguji keandalan kuesioner yang digunakan, maka dilakukan 
analisis reliabilitas berdasarkan koefisien Alpha Cronbach. Koefisien Alpha 
Cronbach menafsirkan korelasi antara skala yang dibuat dengan semua skala 
indikator yang ada dengan keyakinan tingkat kendala. Indikator yang dapat 
diterima apabila koefisien alpha diatas 0,60. 
Menurut Ghozali (2006) suatu konstruk atau variabel dikatakan reliabel 
jika memberikan nilai Cronbach Alpha > 0,60. 
  
  
  (   ) 
 
Dimana :  
α = koefisien berganda  
r = mean korelasi item  
k = jumlah variabel  
1 = bilangan konstan 
 
3.6.3 Uji Normalitas 
 Uji normalitas bertujuan untuk menguji apakah dalam model regresi, 
variabel terikat dan variabel bebas keduanya mempunyai distribusi normal atau 
tidak. Model regresi yang baik adalah memiliki distribusi data normal atau 
mendekati normal. Pengujian normalitas dalam pengujian ini menggunakan 
analisis grafik. Dengan melihat normal probaliti plot, yang membandingkan 
distribusi sesungguhnya dengan distribusi normal. Distribusi normal akan 
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membentuk satu garis lurus diagonal. Jika distribusi normal, maka garis yang 
menggambarkan data sesungguhnya akan mengikuti garis diagonalnya. 
 
3.7 Uji Asumsi Klasik 
Uji asumsi klasik bertujuan untuk mengetahui apakah model regresi yang 
diperoleh dapat menghasilkan estimator linear yang baik, agar dalam analisis 
regresi diperoleh model regresi yang bisa dipertanggung jawabkan maka harus 
diperhatikan asumsi-asumsi sebagai berikut : 
a. Terhadap hubungan linear antara variabel bebas dan variabel terikat 
b. Besarnya variabel error (faktor pengganggu) bernilai konstan untuk 
seluruh variabel bebas (bersifat homoscedasticity) 
c. Independensi dari error (non autocorrelation) 
d. Normalitas dari distribusi error 
e. Multikolinearitas yang sangat rendah. 
Dalam analisis regresi linear berganda perlu menghindari penyimpangan 
asumsi klasik supaya tidak timbul masalah dalam penggunaan analisis tersebut. 
Untuk tujuan tersebut maka harus dilakukan pengujian terhadap tiga asumsi klasik 
berikut ini : 
 
3.7.1 Uji Multikolinearitas 
 Ghozali (2006), Uji multikolinearitas bertujuan untuk menguji ada atau 
tidaknya korelasi antara variabel bebas (independen). Dilakukan dengan cara 
menganalisis matrik korelasi variabel-variabel independen. Jika variabel-variabel 
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independen saling berkorelasi (diatas 0,9) dan nilai R2 yang dihasilkan oleh 
estimasi model regresi empiris sangat tinggi, dan nilai tolerance < 0,10 atau sama 
dengan nilai VIF (Variance Inflation Factor) > 10 maka mengindikasikan adanya 
multikolinieritas. 
 
3.7.2 Uji Heteroskedastisitas 
 Penyimpangan uji asumsi klasik ini adalah adanya gejala 
heteroskedastisitas, artinya varians variabel dalam model tidak sama. 
Konsekuensi dari adanya gejala heteroskedastisitas adalah penaksiran yang 
diperoleh tidak efisien, baik dalm sampel besar maupun kecil walaupun 
penaksiran diperoleh menggambarkan populasi dalam arti bias. Untuk mendeteksi 
ada tidaknya heteroskedastisitas dapat dilakukan dengan uji scaatterplot. 
 
3.7.3  Uji Autokorelasi 
Autokorelasi adalah korelasi atau hubungan yang terjadi diantara anggota-
anggota dari serangkaian pengamatan yang tersusun dalam rangkaian waktu (data 
time series) maupun tersusun dalam rangkaian ruang yang disebut (cros 
scctional). Salah satu pengujian yang umum yang digunakan untuk menguji 
adanya autokorelasi adalah uji statistic durabin watson. Uji ini  dihitung 





3.8 Uji Regresi Linear Berganda 
 Analisis linear berganda digunakan untuk mengetahui pengaruh antara 
variabel independent (X) terhadap variabel dependen (Y). Dimana variabel X 
terdiri dari Faktor Budaya, Faktor Sosial, Faktor Pribadi, Faktor Psikologis dan 
untuk Y adalah keputusan pembelian. Untuk menguji dalam penelitian ini 
digunakan program statistical package for the social sciences (SPSS) versi 20.0 
Adapun bentuk model yang akan datang diuji dalam penelitian ini yaitu : 
Y = a + b1X1 + b2X2 + b3X3 + e 
Dimana :  
Y  = Keputusan Pembelian 
a  = Konstanta  
b1b2b3  = Koefisien persamaan regresi predictor X1X2X3 
X1   =  Produk 
X2  =  Gaya Hidup 
X3   =  Persepsi Kualitas 
e   = Standar error 
 Menurut Sugiono (2006:84), skala pengukuran merupakan suatu 
kesepakatan yang digunakan sebagai acuan untuk menentukan panjang pendeknya 
interval yang ada dalam alat ukur tersebut bila digunakan dalam pengukuran akan 
menghasilkan data kuantitatif. Skala pengukuran yang digunakan dalam penelitian 
ini adalah skala likert dugaan untuk mengukur sikap, pendapat, dan persepsi 
seseorang atau sekelompok orang tentang fenomena sosial. 
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 Data yang digunakan dalam penelitian ini adalah data kuantitatif, maka 
jawaban dari pertanyaan itu masing-masing diberi skor, yaitu: 
1. Sangat Setuju ( SS ) dengan skor 5 ( lima ) 
2. Setuju (S) dengan skor 4 ( empat ) 
3. Cukup Setuju (CS) dengan skor 3 ( tiga ) 
4. Tidak Setuju ( TS ) dengan skor 2 ( dua ) 
5. Sangat Tidak Setuju  ( STS ) dengan skor 1 ( satu ) 
 
3.9 Uji Hipotesis 
3.9.1 Uji Determinasi (  ) 
Ghozali (2006), Koefisisen Determinasi (  ) pada intinya digunakan 
untuk mengukur seberapa jauh kemampuan model regresi dalam menerangkan 
variasi variable dependen. Nilai koefisian determinasi adalah antara nol (0) dan 
satu (1). Nilai (  )  yang kecil berarti kemampuan variabel-variabel independen 
dalam menjelaskan variabel dependen amat terbatas. Nilai yang mendekati satu 
(1) berarti variabel-variabel independen memberikan hampir semua informasi 
yang dibutuhkan untuk memprediksi variabel dependen. Kelemahan mendasar 
penggunaan koefisien determinasi (  ) adalah bias terhadap jumlah variabel 
independen yang dimasukkan ke dalam model. Setiap tambahan satu variabel 
independen, maka (  )  pasti meningkat tidak peduli apakah variabel tersebut 
berpengaruh secara signifikasi terhadap variabel dependen. Maka digunakan nilai 
Adjusted (  )  pada saat mengevaluasi model regresi yang terbaik karena 
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Adjusted (  )  dapat naik turun apabila satu variabel independen di tambahkan ke 
dalam model. 
 
3.9.2 Uji Anova F ( Secara Simultan ) 
 Ghozali (2006), Uji F adalah uji yang digunakan untuk menguji dan 
menunjukkan apakah semua variabel independen yang dimasukkan ke dalam 
model secara simultan atau bersama-sama mempunyai pengaruh terhadap variabel 
dependen. 
Menentukan F tabel dan F hitung dengan tingkat kepercayaan sebesar 95%  
atau taraf signifikasi sebesar 5% (α = 0,05 ), maka: Jika F hitung > F tabel, berarti 
masing-masing variabel independen secara bersama-sama mempunyai pengaruh 
yang signifikan terhadap variabel dependen. 
 
3.9.3 Uji Parsial ( Uji T ) 
 Uji T yaitu suatu uji yang digunakan untuk mengetahui signifikansi 
pengaruh variabel independen secara parsial atau individual terhadap variabel 
dependen 
Kriteria pengujiannya adalah sebagai berikut:  
Jika signifikansi < 0,05 artinya variabel independen secara individu berpengaruh 
terhadap variabel dependen. 
