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General theoretical prediction: Massive galaxies 
should trace massive dark matter halos in the early 
Universe 
How could we test it observationally?
2. By detecting overdensities of galaxies around individual 
massive galaxies. 
1. By measuring the clustering of massive 
galaxies
A large survey 
is needed
A representative 
sample is needed
2.3. Distribution of Quasars in Angle and on the Sky
The footprint of our quasar clustering subsample is quite com-
plicated. The definition of the sample’s exact boundaries, needed
for the correlation function analysis which follows, is described
in detail in Appendix B. Figure 1 shows the area of sky from
which the samplewas selected in green, and the sample of quasars
is indicated as dots, with red dots indicating objects in bad im-
aging fields. The total area subtended by the sample is 4041 deg2;
when bad fields are excluded, the solid angle drops to 3506 deg2.
The target selection algorithm for quasars is not perfect and
the selection function depends on redshift. Our sample is limited
to z ! 2:9; at slightly lower redshift, the broadband colors of
quasars are essentially identical to those of F stars (Fan 1999),
giving a dramatic drop in the quasar selection function. More-
over, as discussed in Richards et al. (2006), quasars with redshift
z " 3:5 have similar colors to G/K stars in the griz diagram and
hence targeting becomes less efficient around this redshift (as
mentioned above, this problem was even worse for the version
of target selection used in the EDR and DR1). This is reflected in
the redshift distribution of our sample (Fig. 2), which shows a dip
at z " 3:5. We will use these distributions in computing the cor-
relation function below.
3. CORRELATION FUNCTION
Now that we understand the angular and radial selection func-
tion of our sample, we are ready to compute the two-point cor-
relation function. Doing so requires producing a random catalog
of points (i.e., without any clustering signal) with the same
spatial selection function. We will first compute the correlation
function in ‘‘redshift space’’ in x 3.1, then derive the real-space
correlation function in x 3.2 by projecting over redshift-space
distortions. Our calculations will be done both including and ex-
cluding the bad fields (x 2.2); we will find that our results are
robust to this detail.
3.1. ‘‘Redshift Space’’ Correlation Function
We draw random quasar catalogs according to the detailed
angular and radial selection functions discussed in the last sec-
tion. We start by computing the correlation function in ‘‘redshift
space,’’ where each object is placed at the comoving distance
implied by its measured redshift and our assumed cosmology,
with no correction for peculiar velocities or redshift errors.14 The
correlation function is measured using the estimator of Landy &
Szalay (1993):15
!s(s)¼ hDDi$ 2hDRiþ hRRihRRi ; ð1Þ
where hDDi, hDRi, and hRRi are the normalized numbers of data-
data, data-random, and random-random pairs in each separation
bin, respectively. The results are shown in Figure 3, where we bin
Fig. 1.—Aitoff projection in equatorial coordinates of the angular coverage of our clustering subsample (with all fields). The center of the plot is the direction R.A. =
120( and decl. = 0(. The dots indicate quasars in our clustering subsample, with red dots indicating those in bad imaging fields. The angular coverage is patchy due to the
various selection criteria described in x 2.2 and Appendix B. For example, much of the southern equatorial stripe (" ¼ 0, 300( < # < 60() was targeted using the old
version of the quasar targeting algorithm.
Fig. 2.—Observed redshift distribution of our quasar clustering subsamples,
normalized by the peak value. This distribution is the product of the evolution of
the quasar density distribution and the quasar selection function; the latter is
responsible for the dip at z " 3:5, where quasars have very similar colors to those
of G and K stars. We show the redshift distributions for the subsamples both
including and excluding bad fields; the results are essentially identical. The
redshift binning is !z ¼ 0:05.
14 All calculations in this paper are done in comoving coordinates, which is
appropriate for comparing clustering results at different epochs on linear scales.
On very small, virialized scales, Hennawi et al. (2006a) argue that proper co-
ordinates are more appropriate for clustering analyses.
15 We found that the Hamilton (1993) estimator gives similar results.
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The projected correlation functionwp is related to the real-space
correlation function !(r) through
wp(rp) ¼ 2
Z 1
rp
r!(r)
(r 2 " r 2p )1=2
dr ð4Þ
(e.g., Davis & Peebles 1983). If !(r) follows the power-law form
!(r) ¼ (r/r0)"" , then
wp(rp)
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!("=2)
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We show our results for wp(rp) in Figure 5, where the errors
are estimated using the jackknife method. Tabulated values for
wp are listed in Table 3 for the all-fields case. We only use data
points where the mean number of quasar-quasar pairs in the
rp-bin is more than 10, and we therefore restrict our fits to scales
4 h"1 MpcP rpP 150 h"1 Mpc. The parameters of the best-fit
power-law for the all-fields case is r0 ¼ 16:1 ' 1:7 h"1 Mpc
and " ¼ 2:33 ' 0:32 when the negative data point at rp ¼
18:84 h"1 Mpc is excluded. When this negative data point is
included in the fit we get r0 ¼ 13:6 ' 1:8 h"1 Mpc and an un-
usually large " ¼ 3:52 ' 0:87, which is caused by the drag of the
negative point on the fit.16 Using good fields only yields r0 ¼
15:2 ' 2:7 h"1 Mpc and " ¼ 2:05 ' 0:28, shown in the right
Fig. 5.—Projected correlation function wp(rp) for the z ( 2:9 quasars. Errors are estimated using the jackknife method. Also plotted are the best-fit power-law
functions, with fitted parameters listed in Table 4. Left: All fields. Right: Good fields only. The two cases give similar results.
TABLE 3
Projected Correlation Function wp(rp)
rp
(h"1 Mpc) DDmean RRmean DRmean wp /rp wp /rp Error
1.189................................. 0.0 114.3 19.8 . . . . . .
1.679................................. 0.9 258.3 39.6 154 162
2.371................................. 4.5 478.5 91.8 236 195
3.350................................. 9.9 913.2 160.8 78.1 51.5
4.732................................. 20.7 1864.1 359.9 91.3 41.6
6.683................................. 32.4 3786.5 684.3 15.7 7.81
9.441................................. 62.9 7158.5 1314.0 10.6 4.45
13.34................................. 130.0 14551.2 2659.1 3.06 2.85
18.84................................. 227.3 28598.1 5162.4 "0.681 0.913
26.61................................. 488.5 56940.7 10123.8 0.516 0.810
37.58................................. 871.7 111284.0 19955.6 0.437 0.395
53.09................................. 1762.2 218346.8 38910.9 0.0675 0.259
74.99................................. 3394.4 422580.9 75630.1 0.0484 0.145
105.9................................. 6751.7 811406.0 145785.5 0.0674 0.0592
149.6................................. 12425.7 1535320.8 274851.9 0.0228 0.0292
211.3................................. 22655.1 2849970.6 509877.9 "0.0183 0.00992
Notes.—Results for all fields. DDmean, DRmean, and RRmean are the mean numbers of quasar-quasar, random-
random, and quasar-random pairs within each rp bin for the 10 jackknife samples; wp(rp)/rp is the mean value
calculated from the jackknife samples.
16 For the good-fields case the projected correlation function is positive over
the full range that we fit.
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Figure 4. Galaxy bias versus redshift for submillimetre galaxies (open green circles), compared with a sample of K-band passive and star-forming galaxies
(filled red diamonds and blue crosses, respectively). The points are offset slightly for clarity. The solid lines show the evolution of bias for dark matter haloes
[produced using the formalism of Mo & White (2002)], with varying mass (labelled, in solar masses).
above which galaxies become progressively passive. According to
recent models, this limit is of order of a few ∼1012 M⊙ with maxi-
mum quenching at 1013 M⊙ (Croton et al. 2006; Cen 2011), consis-
tent with the derived halo masses for passive galaxies in this study.
Our population of interest, the SMGs, appears to exhibit a clus-
tering signal that is dependent on redshift; the downsizing ef-
fect appears to be even stronger than seen in star-forming galax-
ies. The downsizing effect appears to confirm predictions made
with the Hayward et al. (2013) mock SMG catalogues used by
Miller et al. (2015). At 1 < z < 2, SMGs reside in haloes of
relatively low masses, ∼1011 M⊙. This is consistent with star-
forming galaxies, thus SMGs are weakly clustered at this epoch
with respect to passive galaxies. As we advance to higher redshifts
(z> 2), we see a stronger SMG clustering amplitude, although still
consistent with star-forming galaxies. We compute halo masses
Mhalo ∼ 5.89× 1012 M⊙ and Mhalo ∼ 1.26× 1013 M⊙ for redshift
intervals 2.0 < z < 2.5 and 2.5 < z < 3.0, respectively. The results
for these redshifts are in reasonable agreement with previous stud-
ies (Webb et al. 2003; Blain et al. 2004; Weiß et al. 2009; Williams
et al. 2011; Hickox et al. 2012), and in contrast to the low SMG
clustering amplitude at lower redshifts.
Comparing to galaxy populations selected at shorter wavelengths
than the 850 µm sample used in this study, we find our estimated
clustering measurements broadly consistent with a number of stud-
ies (e.g. Farrah et al. 2006; Cooray et al. 2010; Maddox et al. 2010;
Mitchell-Wynne et al. 2012). Farrah et al. (2006) studied the spatial
clustering of galaxies selected in the IRAC bands using a 1.6 µm
emission feature, with SFRs similar to SMGs. Splitting the sample
into two redshift bins between 1.5 and 3.0, the authors derived halo
masses of Mhalo ∼ 6× 1013 M⊙, consistent with our measurements
at the high-redshift bins. However, they reported no strong redshift
evolution in the clustering of their selected galaxy samples. In con-
trast, Magliocchetti et al. (2013) found the same halo downsizing
trend as reported in this study, having performed a clustering analy-
sis on galaxies selected at wavelength 60 µm (SFR≥100 M⊙ yr−1)
in the Cosmological Evolution Survey (COSMOS; Scoville et al.
2007) and Extended Groth Strip fields.
The relatively weak SMG clustering seen at redshifts 1 < z < 2
demonstrates that the SMGs at this epoch are unlikely to be the
progenitors of the massive (∼2–4 L∗) elliptical galaxies we see in
the local Universe. The typical bias measurements, halo masses and
hence the environment of these elliptical galaxies do not match the
measurements of the SMGs at redshifts 1 < z < 2. This finding
is emphasized in Fig. 5, where we plot the expected evolution of
the dark matter bias for haloes with observed Mhalo for SMGs. This
evolution is calculated using the Fakhouri, Ma & Boylan-Kolchin
(2010) formalism of the median growth rate of haloes, as a function
of halo mass Mhalo and redshift.
Tracing the growth of haloes over redshifts 1 < z < 2, it is clear
that haloes hosting SMGs at these redshifts do not evolve to become
haloes hosting massive passive galaxies at the present day. This
further supports the idea that these SMGs are not the progenitors of
the massive elliptical galaxies we see today, which typically reside
in haloes with a minimum mass of ∼1013 M⊙ (e.g. Magliocchetti
& Porciani 2003; Zehavi et al. 2011). However, haloes hosting
SMGs in the redshift range 2.0 < z < 2.5 are consistent with their
low-redshift passive counterparts, emphasizing that in order for the
SMGs to be these progenitors, they must typically form at redshifts
z> 2. It is worth noting that in the highest-redshift intervals, z> 2.5,
SMG host haloes would eventually evolve into very massive haloes
(Mhalo > 1014 M⊙), which typically host galaxy clusters at the
present day (Estrada et al. 2009).
We place these findings further into their observational context
by commenting on the following two previous studies of SMGs in
MNRAS 464, 1380–1392 (2017)
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No. 2, 2009 LABOCA SURVEY OF THE ECDFS 1203
spirals pattern. OTF maps were done with a scanning velocity of
2 arcmin s−1 and a spacing orthogonal to the scanning direction
of 1′. For the spiral mode, the telescope traces in two scans
spirals with radii between 2′ and 3′ at 16 and 9 positions (the
raster) spaced by 10′ in azimuth and elevation (see Figure 9 in
Siringo et al. 2009 for a plot of this scanning pattern). The radii
and spacings of the spirals were optimized for uniform noise
coverage across the 30′ × 30′ region, while keeping telescope
overheads at a minimum. The scanning speed varies between 2
and 3 arcmin s−1, modulating the source signals into the useful
post-detection frequency band (0.1–12.5 Hz) of LABOCA,
while providing at least three measurements per beam at the
data rate of 25 samples per second even at the highest scanning
velocity.
Absolute flux calibration was achieved through observations
of Mars, Uranus, and Neptune as well as secondary calibrators
(V883 Ori, NGC 2071 and VY CMa) and was found to be
accurate within 8.5% (rms). The atmospheric attenuation was
determined via skydips every∼2 hr as well as from independent
data from the APEX radiometer which measures the line-of-
sight water vapor column every minute (see Siringo et al. 2009,
for a more detailed description). Focus settings were typically
determined a few times per night and checked during sunrise
depending on the availability of suitable sources. Pointing was
checked on the nearby quasars PMNJ0457-2324, PMNJ0106-
4034, and PMNJ0403-3605 and found to be stable within
3′′ (rms).
The data were reduced using the Bolometer array data
Analysis software (BoA; F. Schuller et al. 2009, in preparation).
Reduction steps on the time series (time-ordered data of each
bolometer) include temperature drift correction based on two
“blind” bolometers (whose horns have been sealed to block
the sky signal), flat fielding, calibration, opacity correction,
flagging of unsuitable data (bad bolometers and/or data taken
outside reasonable telescope scanning velocity and acceleration
limits) as well as de-spiking. The correlated noise removal was
performed using the median signal of all bolometers in the
array as well as on groups of bolometers related by the wiring
and in the electronics (see Siringo et al. 2009). After the de-
correlation, frequencies below 0.5 Hz were filtered using a noise
whitening algorithm. Dead or noisy bolometers were identified
based on the noise level of the reduced time series for each
detector. The number of useful bolometers is typically ∼250.
The data quality of each scan was evaluated using the mean
rms of all useful detectors before correcting for the atmospheric
attenuation (which effectively measures the instrumental noise
equivalent flux density (NEFD)) and based on the number of
spikes (measuring interferences). After omitting bad data we
are left with an on-source integration time of ∼200 hr. Each
good scan was then gridded into a spatial intensity and a
weighting map with a pixel size of 6′′ ×6′′. This pixel size (∼1/
3 of the beam size) well oversamples the beam and therefore
accurately preserves the spatial information in the map. Weights
are calculated based on the rms of each time series contributing
to a certain grid point in the map. Individual maps were coadded
noise-weighted. The resulting map was used in a second iteration
of the reduction to flag those parts of the time streams with
sources of a signal-to-noise ratio (S/N) >3.7σ . This cutoff
is defined by our source extraction algorithm. The reduction
with the significant sources flagged guarantees that the source
fluxes are not affected by filtering and baseline subtraction and
essentially corresponds to the very same reduction steps that
have been performed on the calibrators.
Figure 1. Flux (top) and signal-to-noise (bottom) map of the ECDFS at a spatial
resolution of 27′′ (beam smoothed). The white box shows the full 30′ × 30′
of the ECDFS as defined by the GEMS project. The white contour shows the
1.6 mJy beam−1 noise level that has been used to define the field size for source
extraction yielding a search area of 1260 arcmin2. The circles in the top panel
indicate the location of the sources listed in Table 1.
(A color version of this figure is available in the online journal.)
To remove remaining low-frequency noise artifacts we con-
volved the final coadded map with a 90′′ Gaussian kernel and
subtracted the resulting large-scale structures (LSSs) from the
unsmoothed map. The convolution kernel has been adjusted to
match the low-frequency excess in the map. This step is effec-
tively equivalent to the low-frequency behavior of an optimal
point-source (Wiener) filtering operation (Laurent et al. 2005).
The effective decrease of the source fluxes (∼5%) for this well-
defined operation has been taken into account by scaling the
fluxes accordingly. Finally the map was beam smoothed (con-
volved by the beam size of 19.′′2) to optimally filter the high
frequencies for point sources. This step reduces the spatial res-
olution to ≈27′′. The signal and signal to noise presentations of
our final data product is shown in Figure 1.
To ensure that above reduction steps do not affect the flux
calibration of our map, we performed the same reduction
steps on simulated time streams with known source fluxes and
artificial correlated and Gaussian noise. These tests verified that
LESS (LABOCA ECDFS submillimeter survey) ALESS (ALMA LESS) Follow-up of 126 SMGs (26”x 26”)The A trophysical Journal, 768:91 (20pp), 2013 May 1 Hodge et al.
Figure 9. ALMA 870µm maps in order of LESS source number. The maps are ∼26′′ per side and have pixels of 0.′′2. Contours start at ±2σ and increase in steps
of 1σ , where σ is the rms noise measured in that map (Table 2). SMGs that appear in the MAIN/supplementary catalog are indicated with red/yellow squares and
labeled with their ALESS sub-ID. For example, the source labeled “1” in the map for LESS 1 corresponds to source ALESS 001.1 in Table 3. The synthesized beam
is shown in the bottom left corner of each map, and the large circle indicates the primary beam FWHM. The images show a range in quality, with fields observed at
low elevation appearing noisier and having more elongated synthesized beams. Note that LESS 52, 56, 64, and 125 were not observed with ALMA, and the quality of
the ALMA maps for LESS 48 and 60 is so poor that we do not show them here.
(An extended version of this figure is available in the online journal.)
Despite our high rate of non-detections in the radio, the radio
data still help to identify a larger fraction of ALESS counterparts
overall than the MIPS or IRAC data. If we categorize the results
based on wavelength, then we find that 28% of the correctly
predicted counterparts were based on the radio data alone, 13%
were based on the MIPS data alone, and 31% were based
on IRAC data alone, with an additional 28% based on either
radio + MIPS (26%) or radio + IRAC (2%).
The 55% overall completeness quoted above refers to the
percentage of all ALESS SMGs predicted, regardless of whether
some of the SMGs correspond to the same LESS source (i.e., are
multiples). While there may also be multiple radio/mid-infrared
IDs per field, it may be interesting to look at what fraction of
LESS sources have at least one correct ID. In total, of the 69
LESS sources covered by the MAIN ALESS sample, 52 (75%)
have at least one correct robust or tentative radio/mid-infrared
ID. We find that for those LESS sources with multiple ALESS
SMGs, 80% have at least one SMG that was correctly predicted.
The brightest ALESS SMG is among the predicted SMGs
for the majority (80%) of those cases. Therefore, while the
radio/mid-infrared ID process only predicts 55% of SMGs in
total, it has a higher success rate if we consider only the brightest
SMG in each field.
The flux density distributions of the confirmed
robust/tentative counterparts are shown in Figure 4. The ro-
bust IDs clearly favor the brighter ALESS SMGs, with 75%
of the SMGs above 5 mJy matching previously predicted
radio/mid-infrared counterparts (versus only 35% of the SMGs
16
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of 1σ , where σ is the rms noise measured in that map (Table 2). SMGs that appear in the MAIN/supplementary catalog are indicated with red/yellow squares and
labeled with their ALESS sub-ID. For example, the source labeled “1” in the map for LESS 1 corresponds to source ALESS 001.1 in Table 3. The synthesized beam
is shown in the bottom left corner of each map, and the large circle indicates the primary beam FWHM. The images show a range in quality, with fields observed at
low elevation appearing noisier and having more elongated synthesized bea s. Note that LESS 52, 56, 64, and 125 were not observed with ALMA, and the quality of
the ALMA maps for LESS 48 and 60 is so poor that we do not show the here.
(An extended version of this figure is available in the online journal.)
Despite our high rate of non-detections in the radio, the radio
data still help to identify a larger fraction of ALESS count rparts
overall than the MIPS or IRAC data. If we categorize the esults
based on wavelength, then we find that 28% of the correctly
predicted counterparts were based on the radio data alone, 13%
were based on the MIPS data alone, and 31% were based
on IRAC data alone, with an additional 28% based on either
radio + MIPS (26%) or radio + IRAC (2%).
The 55% overall completeness quoted above refers to the
percentage of all ALESS SMGs predicted, regardless of whether
some of the SMGs correspond to the same LESS source (i.e., are
multiples). While there may also be multiple radio/mid-infrared
IDs per field, it may be interesting to look at what fraction of
LESS sources have at least one correct ID. In total, of the 69
LESS urces cov red by the MAIN ALESS sample, 52 (75%)
hav at least ne correct robust or tentative radio/mid-infr red
ID. We find tha for those LESS sources with multiple ALESS
SMGs, 80% have at least one SMG that was correctly predicted.
The brightest ALESS SMG is among the predicted SMGs
for the majority (80%) of those cases. Therefore, while the
radio/mid-infrared ID process only predicts 55% of SMGs in
total, it has a higher success rate if we consider only the brightest
SMG in each field.
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the ALMA maps for LESS 48 and 60 is so poor that we do not show them here.
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• Survey of 30’x30’ at 870 micrometers
• Angular resolution ~15-20”
• 126 SMGs detected at S/N >3.7
• Angular resolution ~1-1.5”
• 3 times deeper than LESS
• Several LESS sources co posed by 
multiple faint sources
Measuring the clustering of SMGs using ALMA data:  
critical to test if SMGs trace particularly massive 
structures.
Current measurements are made from single dish telescope data, and 
because of that this measurement could be overestimated
We measured the “unbiased” SMG clustering using ALMA data 
(i.e with the exact positions) for 35 SMGs at 1< z <3
We also have spectroscopic redshiftsWha
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SMGs are not as strongly 
clustered as previously though!!  
(at least up to z~3)
r0 = 2.1±1.3 Mpc/h
We measured the “unbiased” SMG clustering using ALMA data 
(i.e with the exact positions) for 35 SMGs at 1< z <3
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Studying the environments of 23 QSOs at z~4: 
QSO-galaxy cross-correlation function
• Six QSOs imaging to search for Lyman Break Galaxies (LBGs)• 17 QSOs imaging to search for Lyman Alpha Emitters (LAEs)
More than only detect overdensities, we measure the 
QSO-galaxy cross-correlation function
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Figure 14. QSO-LBG cross-correlation function and its
maximum likelihood model. The filled circles are showing our
measurement described in § 4.1 with 1  Poisson error bars.
The solid red curve shows the best MLE for both rQG0 and
  as free parameters. We obtain rQG0 = 6.93h
 1 cMpc and
  = 2.4. The dashed black line shows the theoretical expectation
of  (Rmin, Rmax) for the six stacked fields calculated from
the independently determined QSO and LBGs auto-correlation
functions, assuming a linear bias model.
sults for all six fields, we find that the random expecta-
tion is hQRi = 28.6 LBGs, whereas we detected a total
of hQGi = 44 LBGs, giving an overall overdensity of 1.5,
and indicating that our fields are on average overdense.
To explore the profile of this overdensity around QSOs,
we computed hQGi and hQRi in bins of transverse dis-
tance for each of our six fields, and then summed them to
determine the binned volume averaged cross-correlation
function  (Rmin, Rmax) according to eqn. (6). These re-
sults are tabulated in Table 5 and plotted in Fig. 14.
We estimate errors on  (Rmin, Rmax) assuming that shot-
noise dominates the error budget, and use the one-sided
Poisson confidence intervals for small number statistics
from ?.
Given that the auto-correlation functions of both LBGs
and QSOs at z ⇠ 4 have been previously measured, we
can compute the expected volume averaged QSO-LBG
cross-correlation function  (Rmin, Rmax) assuming linear
bias and compare it to our measurements. Since we are
probing non-linear scales in our measurement where the
linear bias assumption surely breaks down, the expected
cross-correlation obtained in this manner is approximate,
but nevertheless a useful reference. If we assume that
both LBGs and QSOs trace the same underlying dark
matter, and assume linear bias such that  G = bG DM,
and  Q = bQ DM, then we can write ⇠QG =
p
⇠QQ⇠GG.
Assuming a power law form ⇠ = (r/r0)  for the respec-
tive auto-correlations of QSOs and LBGs, and that they
have identical slopes  , then the cross-correlation length
can be written as rQG0 =
q
rQQ0 r
GG
0 . To compute ⇠QG
we use respective measurements of the auto-correlation
lengths of LBGs and QSOs at z ⇠ 4 from the literature.
For LBGs ? measured rGG0 = 4.1h
 1 cMpc and   = 1.8,
whereas for QSOs we adopt rQQ0 = 22.3h
 1 cMpc, which
was measured by ? for z > 3.5 QSOs assuming a fixed
  = 1.8. Combining these implies rQG0 = 9.6h
 1 cMpc
for   = 1.8. Plugging this power law LBG-QSO cross-
correlation function into eqn. (5) and integrating over
the e↵ective survey volume gives us the expected value of
 (Rmin, Rmax), which is shown as a dashed line in Fig. 14.
One sees that our QSO-LBG cross-correlation measure-
ment is in reasonable agreement with the expected value
of  (Rmin, Rmax) combining auto-correlation measure-
ments and assuming linear bias. In § 4.1.1 we quantify
this agreement by fitting our cross-correlation function.
4.1.1. Fitting the Cross-Correlation Function
Given the projected cross-correlation function mea-
surement, we now determine the real-space cross-
correlation parameters rQG0 and   that best fit our
data. To this end we use maximum likelihood estima-
tor (MLE), and fit for the parameters which maximize
the probability of the data we observe. Since we are deal-
ing with a counting process with small number counts in
each bin (see Table 5), we can assume that Poisson error
dominates the error budget. Adopting the Poisson dis-
tribution for the counts in our cross-correlation function
bins, we can write the likelihood of our data as
L =
NbinsY
i=1
e  i xii
xi!
(9)
where the product is over the Nbins radial cross-
correlation function bins, xi is the number counts mea-
sured in the ith bin and  i is the expected number counts
in the ith bin for a given set of model parameters. In our
case we have defined x = hQGi and   = hQGiexp, where
hQGiexp =
nG
Z Zmax
Zmin
Z Rmax
Rmin
 (R,Z)[1 + ⇠QG(R,Z)]2⇡RdRdZ
(10)
Here ⇠QG(R,Z) =
⇣p
R2+Z2
rQG0
⌘  
and is determined by
the model parameters rQG0 and  . Taking the natural
logarithm of both sides of eqn. (9), we obtain:
lnL /
NbinsX
i=1
[hQGii ln (hQGiexpi )  hQGiexpi ] , (11)
where model independent terms have been dropped. We
calculated the log-likelihood for a grid of (rQG0 ,  ) values
which defines an uniform prior, ranging from 1.0    
5.0 and 1.0  rQG0  15.0 and maximized the likelihood
to obtain rQG0 = 6.93h
 1 cMpc and   = 2.4. These
values were used in eqn. (5) to calculate the expected
 (Rmin, Rmax) value shown as the red line in Fig. 14. We
also computed the 1  and 2  2D confidence regions for
these parameters, shown in the rQG0    plane in Fig. 15.
We determined errors on the parameters by marginaliza-
tion. Given that our grid of values is uniform, the nor-
malized likelihood is the joint posterior distribution of
the parameters P (rQG0 ,  ). Therefore, we marginalized
out rQG0 and   to obtain the probability distributions
P ( ) and P (rQG0 ), respectively. From those probability
distributions we computed 68% confidence regions about
• Overall overdensity of 1.5 • LBG are strongly clustered around QSOs at z~4
More than only detect overdensities, we measure the 
QSO-galaxy cross-correlation function
QSO-LBGs:
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hQGi = nG
Z Zmax
Zmin
Z Rmax
Rmin
C(Z)[1+⇠QG(R,Z)]2⇡RdRdZ
(8)
where we do not write explicitly the nG dependency to
simplify the notation and we assumed that nG(z,< mlim)
is constant in the considered redshift range. We define
an e↵ective volume as,
Ve↵ =
Z Zmax
Zmin
Z Rmax
Rmin
C(Z)2⇡RdRdZ
=⇡(R2max  R2min)
Z Zmax
Zmin
C(Z)dZ (9)
Using this notation, the equation (8) can be written as
hQGi =
nGVe↵
 
1 +
R Zmax
Zmin
R Rmax
Rmin
C(Z)⇠QG(R,Z)2⇡RdRdZ
Ve↵
!
(10)
For the Ve↵ calculation, we have truncated our com-
pleteness function at values in which the completeness is
insignificant in order to avoid and increment the noise in
our estimation. We choose zmin = 3.58 and zmax = 3.96
corresponding to a velocity range of  v ⇠ 23, 800 km s 1
and  Z ⇠ 211 cMpc. Choosing di↵erent Rmin and
Rmax values allows to compute the cross-correlation in
di↵erent radial bins, and the maximum Rmax value will
be limited by the images size.
The computation of the expected number of LBG
in QSO environments, hQGi, require the knowledge
of the mean number density of LBGs nG(z,< mlim)
which can be calculated from the luminosity function.
We use the Schechter parameters from ? who studied
the photometric properties based on a large sample
of ⇠ 2200 LBGs at z ⇠ 4. The values used are
 ⇤ = 2.8 ⇥ 10 3 h370Mpc 3, M⇤1700 =  20.6 mag and
↵ =  1.6. We integrate the luminosity function in the
limits given by our LBG selection, corresponding to an
apparent magnitude range of 23.82 < mrGUNN < 25.70
and we obtain nG = 2.73⇥ 10 3 h3 cMpc 3.
Finally, we assume that the LBG-QSO cross-
correlation function obeys a power law form,
⇠QG(R,Z) =
 p
R2 + Z2
rQG0
!  
(11)
The cross-correlation length rQG0 can be estimated
using the individual auto-correlation lengths of both
QSO and LBGs (e.g. ?). If we assume that both
LBGs and QSOs trace the same underlying dark
matter, and a linear bias such that  G = bG DM and
 Q = bQ DM we can write the cross-correlation function
as ⇠QG(r) =
p
⇠G(r)⇠Q(r) and therefore r
QG
0 =
q
rG0 r
Q
0 .
This supposition breaks down at large scales, but works
properly at the scales involved in this study. We use
the auto-correlation lengths values rG0 = 4.1 h
 1 cMpc
for LBGs at z ⇠ 4 (?) and rQ0 = 22.3 h 1 cMpc for
QSOs at z ⇠ 4. This last value was calculated using
the correlation measurements from (?) for QSO in the
redshift range z > 3.5 with a fix   = 1.8. The resulting
expected rQG0 value is then r
QG
0 = 9.6 h
 1 cMpc for a
fixed   = 1.8 value.
In the particular case in which LBG are randomly dis-
tributed around QSOs, ⇠QG(r) = 0, and the QSO-LBG
number pairs at R distance from a QSO, in a volume Ve↵
is given by,
hQRi = nGVe↵ (12)
We calculate the expected number of LBGs rando ly
distributed on a field of v 60⇥ 60 (the approximated size
of our reduced images) to have a first order of magnitude
for our cross-correlation measurement, and we obtain
hQRi = 15.6 which is much lower than the number of
LBGs per field showed in figure 3.
In order to estimate the theoretical expectation of the
QSO-LBG angular cross-correlation function we com-
pute hQGi and hQRi in logarithmic spaced radial bins
and we use the estimator:
 i =
hQGii
hQRii   1 (13)
  =
hQGi
hQRi   1 (14)
where hQGii and hQRii are the number of QSO-LBG
and QSO-random pairs in the ith radial bin, given by
equations (10) and (13) respectively. Note that if we
replace equation (10) and (13) in (14), we can write   as
  =
R Zmax
Zmin
R Rmax
Rmin
C(Z)⇠QG(R,Z)2⇡RdRdZ
Ve↵
(15)
Thereby here we are computing a dimensionless esti-
mator   which correspond to a volume averaged correla-
tion function, integrated in both redshift and radial bin
space. The integral over the radial bin is suitable since
the cross-correlation value may variate over the bin size.
The theoretical expectation of   for our six stacked fields
is shown as a dashed line in Fig. 9 together with the ob-
servational results, as is explained in the next section.
4.2. QSO-LBG Angular Cross-Correlation Function at
z ⇠ 4
We calculate the observational   value using equation
14, where hQGii is the QSO-LBG pairs in the ith radial
bin which is directly measured on our images. The esti-
mation of hQRi require the creation of a catalog with ran-
domly distributed LBGs with the same numerical den-
sity of sources for each field, and using exactly the same
geometry and selection function of our images. To deter-
mine how many random sources we should create, we cal-
culate the number of LBG expected over our image ar
using equation (13). We choose an arbitrary r -scaling
⟨QG⟩: Observed 
number of LBGs in 
QSO fields.
⟨QR⟩: Expected 
number of LBGs in 
blank fields for a 
rando ly  distributed 
population
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r0 = 9.8±1.8 Mpc/h
Studying the environments of 23 QSOs at z~4: 
QSO-galaxy cross-correlation function
• Six QSOs imaging to search for Lyman Break Galaxies (LBGs)• 17 QSOs imaging to search for Lyman Alpha Emitters (LAEs)
• LAEs number density is consistent with blank fields• LAE are weakly clustered around QSOs at z~4
More than only detect overdensities, we measure the 
QSO-galaxy cross-correlation function
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Studying the environments of 23 QSOs at z~4: 
QSO-galaxy cross-correlation function
• Six QSOs imaging to search for Lyman Break Galaxies (LBGs)• 17 QSOs imaging to search for Lyman Alpha Emitters (LAEs)
More than only detect overdensities, we measure the 
QSO-galaxy cross-correlation function
…then what is going on??
• Overdensity on larger scales?• Galaxies could be highly dusty and then invisible at optical wavelengths 
(Morselli et al. 2014, Utsumi et al. 2010, Uchiyama et al. 2017) 
Definitely from only optical wavelengths we are not able to explain the non 
detection of overdensities in QSO fields, we need to move to longer 
wavelengths, which is a pending but promising possibility  
(Priddey et al. 2008, Miller et al. 2016) 
(QSO companions detected with ALMA at z~6: Trakhtenbrot et al. 2017, Decarli et al. 2017)
Conclusions
Current SMG clustering measurements suggest that SMGs trace 
overdense region at z>1. We detect that such measurements are 
overestimated because are based in single dish telescope data. 
Using precise ALMA +spectroscopic data, we measured a weak SMG 
clustering at 1 < z < 3 implying that SMGs doesn’t reside in specially 
massive locations. This could be different at higher-z. It is needed 
larger samples to measure clustering more accurately.
QSO clustering measurements suggest that QSO trace overdense 
regions in the early universe (z > 3) however the detection of such 
overdensities in optical wavelengths has been elusive. 
Some high-z QSO environments studies suggest overdensity of dusty 
galaxies in their close vicinity, but a systematic search of dusty 
galaxies in their environments is a pending task. 
Studies of structure formation need to be done 
from a combined optical+radio approach
It is still pending to prove SMGs environments by looking for galaxies 
in both optical and radio wavelengths
