Abstract. In this note we describe how the Neumann homogenization of fully nonlinear elliptic equations can be recast as the study of nonlocal (integro-differential) equations involving elliptic integro-differential operators on the boundary. This is motivated by a new integro-differential representation for nonlinear operators with a comparison principle which we also introduce. In the simple case that the original domain is an infinite strip with almost periodic Neumann data, this leads to an almost periodic homogenization problem involving a fully nonlinear integro-differential operator on the Neumann boundary. This method gives a new proof-which was left as an open question in the earlier work of Barles-Da Lio-Lions-Souganidis (2008)-of the result obtained recently by Choi-Kim-Lee (2013), and we anticipate that it will generalize to other contexts.
Introduction
In this note, we introduce a method for Neumann homogenization (some background is given in Section 2) which exploits the Dirichlet-to-Neumann operator for full nonlinear equations. The strategy is to recast the original problem-via the Dirichlet-to-Neumann operator-as a global nonlocal homogenization problem posed on the boundary as well as to introduce an integro-differential inf-sup representation for the Dirichlet-to-Neumann map (Section 4). Using the inf-sup representation as motivation, this boundary homogenization becomes amenable to the more standard techniques which are a blend of the methods of [30] and [40] (although in a simplified setting).
The family of equations we study are fully nonlinear elliptic equations in an infinite strip with oscillatory Neumann data, given by
(1.1)
The unit vector, ν, gives the orthogonal to the domain, and we use the following notation for the three pieces of the infinite strip Σ r = {X ∈ R d+1 : 0 < X · ν < r} Σ r = {X ∈ R d+1 : X · ν = r}, Σ 0 = {X ∈ R d+1 : X · ν = 0}.
We would like to point out that the extra Dirichlet condition, u ε = 0 on Σ 1 in (1.1), is artificial and only used to make existence/uniqueness a non-issue. One could work in a half-space domain ({X ∈ R d+1 : 0 < X · ν}), but then must deal with various growth conditions on the set of admissible solutions, and we have chosen to avoid such issues by instead using the Dirichlet condition.
The main theorem says that oscillations introduced via g on the boundary effectively average themselves out, and the solutions u ε converge to an affine profile depending on g and ν.
Theorem 1.1. If g ∈ C γ (Σ 0 ) is almost periodic on Σ 0 (definition 3.1) and F is uniformly elliptic and positively 1-homogeneous (assumptions (3.1), (3.4)), then there exists a unique constant,ḡ, depending on F , g, and the choice to locate the auxiliary Dirichlet condition on Σ 1 , such that u ε →ū andū is the unique solution of (1.1) with Neumann condition ∂ νū (x) =ḡ on Σ 0 . Remark 1.2. In the case that g : R d+1 → R is Z d+1 -periodic and that ν is an irrational direction, then g| Σ 0 will be almost periodic. We mention the ν irrational case because in the case that ν is rational, the original problem reduces to a half-space problem in which g| Σ 0 is periodic with respect to some square lattice in Σ 0 . In this case, the result is already covered by [5] . Furthermore, we note in the rational case that the effective Neumann condition will not be invariant by translations of the original domain, Σ 1 → y + Σ 1 for some fixed y, whereas in the irrational case it is invariant. Remark 1.3. We emphasize that the result stated in Theorem 1.1 is not new, and it appeared in [16] . Instead we note the method employed here is different in both spirit and details to [16] , and we anticipate it will generalize to other settings both in homogenization as well as possibly other problems (e.g. equations with F (D 2 u, x/ε) dependence and general domains). Theorem 1.1 will be attacked via the Dirichlet-to-Neumann operator, and so we will need an auxiliary equation and some extra notation:
(1.
2)
The Dirichlet-to-Neumann operator is then defined as v → I 1 (v, x) := ∂ ν U such that U solves (1.2).
3)
It turns out (and will be explained below in Sections 4.2, 5) that (1.1) imposes a global nonlocal equation in Σ 0 for the function, u ε | Σ 0 , via (1.2) . This equation reads
(1.4) Equation (1.4) is a homogenization problem with a "uniformly elliptic" operator, I 1 , and an almost periodic right hand side, g. Hence we can connect Theorem 1.1 with the methods of [30] and [40] . The auxiliary equation (1.4) is the heart of our approachalso a novel feature to the analysis of nonlinear Neumann problems-, and we develop the sufficiency of homogenizing (1.4) for homogenizing (1.1) in Section 5.1. The main component of Theorem 1.1 is Theorem 1.4. There exists a unique constant,Ī(0), such that
Remark 1.5. The choice of notationĪ(0) seems strange, but is intentional. It is meant to indicate that in more general situations, one expects to be required to resolve an effective nonlocal operator in Σ 0 , which we would callĪ. In the very special context of (1.1), it turns out that one only needs to understandĪ for constant functions, i.e.Ī(0). In general one expects u ε | Σ 0 →ū whereū is the unique solution ofĪ(ū) = 0 in Σ 0 .
Remark 1.6. Throughout this note, we use viscosity solutions of equations such as e.g.
(1.1), (1.2). We have collected various useful results in Appendix A. The existence and uniqueness of viscosity solutions for the equations with which we work can be found in [29] . A general introduction and background to viscosity solutions can be found in [19] .
Before closing the introduction, let us motivate our approach in the simplest possible setting. We assume that in (1.1) and (1.2) F = ∆ and v ∈ C 1,γ (Σ 0 ). For the sake of presentation we ignore the Dirichlet condition on Σ 1 and assume that the phrase "U solves (1.2)" is interpreted as U = P * v, where P is the Poisson kernel for the half-space with boundary Σ 0 . Then it is well known that the Dirichlet-to-Neumann operator in (1.3) becomes the 1/2-Laplacian
We note that under the assumptions that g ∈ C γ (Σ 0 ), then u ε ∈ C 1γ (Σ 1 ), and thus if we set u ε | Σ 0 as Dirichlet data in (1.2), then U ε ≡ u ε and in this simple situation, the homogenization can be stated as a global problem on Σ 0
This is, by the almost periodicity assumed on g, an almost periodic homogenization problem on Σ 0 . In the nonlinear setting, I will be a nonlinear operator with a comparison principle such that
admits unique-and by [39] -classical solutions for each ε > 0. It turns out that this, plus the almost periodicity of g is enough to modify and combine the techniques of [30] , respectively [40] for almost periodic Hamilton-Jacobi, respectively periodic integrodifferential homogenization to prove the main result.
Some Background
Generally speaking, homogenization is the process of studying how oscillations in the coefficients of an equation such as (1.1)-and in many more general situations-cause effective behavior at a macroscopic scale, which can be thought of as a nonlinear averaging principle. Each type of equation is different, but in this case it is expected that the two phenomena of oscillations introduced at an ε-scale via the Neumann data g(x/ε) and uniform-in-ε Hölder estimates arising from uniform ellipticity will combine to enforce an averaged behavior at the macroscopic scale for ε << 1. For a general background on homogenization, some standard references are: [4] , [8] , [20] , [23] , [31] . The study of how the effective-or "averaged"-equation arises inside of the domain is well developed by this point, and a good list references including many recent results can be found in [20] .
The situation for determining effective behavior arising from oscillations on the boundary of the domain is a somewhat different story, and it is less developed than the study of oscillations in the interior. In the divergence setting, when a co-normal boundary condition is enforced,
(if the equation is posed in Ω), the situation is well understood thanks to the divergence structure of the boundary condition and can be found in [8] . The non-divergence case is much different and less is known. The first works involved some special assumptions which either directly or indirectly require the boundary of the domain to have a periodicity which is more or less a sub-lattice of the periodic lattice for the bulk equation (in our context, that would mean, e.g. ν is rational and g is Z d+1 periodic). Some of these results are in [3] , [5] , [45] , and they treat cases in which both the equation in the domain as well as on the boundary have oscillatory coefficients. The approach of [5] is to solve corrector equations on both the interior and boundary of the domain. The difficulty is that the corrector from the interior arises in the expansion on the boundary, and so one can think of having a nonlinearly coupled system of corrector equations to resolve.
An important question to resolve was how to prove homogenization in situations when the boundary does not share any periodicity with the equation in the interior of the domain. Recent progress was made for situations where some of the periodicity assumptions on the boundary of the domain can be relaxed in [16] , but they still require a translation invariant operator inside the domain, and the domain must be strip-like as is Σ 1 . The leap to more general domains with x/ε dependent coefficients in both F and g was recently obtained in [15] . The methods in both [15] and [16] use an approximation to reduce g to be piecewise constant on microscopically large pieces of the boundary, and then show an estimate between the solutions of the approximated problem and the original solution. They do not approach the problem in the ways developed in [5] .
The question of whether or not Neumann homogenization can be approached via almost periodic techniques of, e.g. [30] was already raised in [5, Section 5] . Some (unpublished) progress involving integro-differential equations for the homogenization of the Neumann problem was subsequently made by Lions and Souganidis for some special cases involving a family of linear equations [43] . The approach we develop for Theorems 1.1 and Theorem 1.4 lends an answer of how to use almost periodic techniques for the boundary equation, and hence-we hope-puts the homogenization of Neumann problems in better alignment with existing techniques.
3. The Setup 3.1. Assumptions. We will make the following assumptions on F and g
• Uniform Ellipticity: F is uniformly elliptic with respect to the Pucci extremal operators for some Λ ≥ λ > 0, i.e. for any u, v ∈ C 2 ,
and we remark that in the case that F is linear, this reduces to the usual assumption of ellipticity. • Pucci's Extremal Operators are defined, using e i = e i (D 2 u) to represent the eigenvalues of D 2 u, as
and we choose to subsequently drop the subscripts λ, Λ for the remainder of the note.
• Positive 1-Homogeneity:
• Hölder Continuity: for some γ > 0, g ∈ C γ (Σ 0 ). • Almost Periodicity: g is almost periodic on Σ 0 .
• Notation: we will use the notation that -X ∈ R d+1 is written as X = (x, x d+1 ), for x ∈ Σ 0 and x d+1 ∈ span(ν).
We will work with almost periodic functions.
Definition 3.1. f : Σ 0 → R is almost periodic if it can be uniformly approximated by periodic functions in L ∞ (Σ 0 ) (in fact by trigonometric polynomials of increasingly large periodicity). 
3.2. Preliminary Results. We are working with viscosity solutions of equations such as (1.1), (1.3), (3.6), and so we will collect various standard and well known facts about the existence and uniqueness of weak solutions in Appendix A. Since all of the equations we use here have unique viscosity solutions, we will keep a blanket reference to Appendix A for these types of questions for the rest of the note, and we freely use "viscosity solution" interchangeably with "solution". We define the Dirichlet to Neumann operators for F in Σ 0 , I r :
where U r φ = U r is the unique viscosity solution of
As we shall see below, the Dirichlet to Neumann maps for the standard extremal operators M ± will be of use. They are defined as follows, given φ :
where U r,± φ = U r,± : Σ r → R is the unique viscosity solution of
, and M r,± defined by (3.7), we have the pointwise inequalities for all y ∈ Σ 0
Proof. We first remark that by Theorem B.1, the operators M r,± are classically defined for u and v. Let us prove the upper bound. By definition
Then, let W = U r,+ u−v be the unique solution of (3.8) . Thus, by the comparison principle,
But by construction, ∂ ν U = I r (u, ·) − I r (v, ·) and ∂ ν W = M r,+ (u − v, ·) and the first pointwise bound follows. The lower bound is proved by another comparison argument, using M − instead of M + . This proves the lemma.
Lemma 3.4. I r is positively 1-homogeneous for all r, i.e. for all φ ∈ C 1,γ and c > 0
Proof. This is an immediate consequence of the 1-homogeneity of F (3.4) combined with the uniqueness for (3.6). Indeed, if we replace φ by cφ -for c > 0-in (3.6), then we see that the new function cU r solves the same equation with Dirichlet data cφ on Σ 0 . Hence
Lemma 3.5. I r is translation invariant. Namely, given any smooth φ,
Here, τ y denotes the shift operator by y ∈ Σ 0 ,
Proof. As the proof goes by a standard argument, we only give a sketch. It relies on the uniqueness of solutions for the Dirichlet problem (3.6) and the fact that the operation U → F (D 2 U) commutes with translations, and particularly, translations which are parallel to Σ 0 . Therefore, the function U(· + y) solves the same Dirichlet problem as U r τy u , thus by uniqueness U r τyu = U(· + y) in Σ r . Taking their normal derivatives on Σ 0 , the lemma follows. Lemma 3.6. Let r be fixed, c a constant, and φ ∈ C 1,γ (Σ 0 ), then
Proof. Let U r v : Σ r → R be given by (3.6) with U r φ = φ on Σ 0 . Now, the functioñ
Solves (3.6) but withŨ r = φ + c on Σ 0 . Accordingly,
It follows then that ∂ νŨ r = ∂ ν U r − r −1 c, and the lemma is proved.
Lemma 3.7. If φ solves
and w(y) = ε −1 φ(εy), then w solves
Proof of Lemma 3.7. We let U 1 v and U 1/ε w be the solutions to (3.6) with data given by respectively v, w. We define W as
The homogeneity of F -(3.4)-ensures that W is in fact a solution of (3.6) in Σ 1/ε with data on Σ 0 given by w. Hence by uniqueness of viscosity solutions of (3.6), we conclude
The following auxiliary functions will be useful for localizing points of maxima and minima. Let
1 + |x| 2 , and for R > 0 we will consider the functions
(3.9)
, and the function (A to be specified)
For brevity, we are using r ∧ R to denote min{r, R}. Note that, if
which equals A if r∧R = R and remains non-negative otherwise. Since U ≤ 1 everywhere in Σ r∧R and U = 0 on Σ r∧R when r ∧ R = r, it follows that when A ≥ 1 we have
Moreover, Q = U on Σ 0 (by construction), thus Q ≥ U on ∂Σ r∧R . On the other hand,
so this function Q is a classical supersolution in Σ r∧R , and by the comparison principle,
This gives the desired upper bound for M r,− (φ R , x 0 ). The respective lower bound for M r,− (φ R , x 0 ) and the bounds for M r,+ (φ R , x 0 ) are obtained in an entirely analogous manner and we omit the details. This shows that
Lemma 3.9 (Comparison principle for smooth functions). Let u, v : Σ 0 → R be bounded functions such that I r (u, ·) and I r (v, ·) are classically defined and
Proof. Arguing by contradiction, suppose that for some δ > 0
For every R > 0, we consider the function
where φ R is the auxiliary function defined in (3.9). For the purposes of the proof, we will need to select parameters R 0 ,R 1 and R 2 . First, let R 0 be large enough so that
The parameter R 1 will be specified at the end of the proof, but for now, we will only consider those R 1 large enough so that
We point out that a subsequently larger choice of R 1 will have an effect on R 2 , but the value of R 2 does not change the definition of (and hence equation for) the auxiliary function h R 1 . The parameter R 2 , determined by R 1 and R 0 , is the smallest one such that
Combining the inequalities above, we have that
and sup
Hence, sup
h R 1 and compactness yields that
Thus, u lies below v + 2δφ R 1 + h R 1 (x 0 ) in Σ 0 and it is touched by it at x 0 . Therefore,
The last two lines being due to Lemma 3.6 and the fact that h R 1 (x 0 ) ≥ δ/4 by construction. On the other hand, Lemma 3.3 says that
Next, by Proposition 3.8,
1 , as long as r, R 1 ≥ 1. Hence,
Finally, since δ > 0, R 1 may be taken large enough so that R −1
which yields a contradiction, it follows that u ≤ v in Σ 0 , as we wanted.
Proof. Lemma 3.6 plus I r (0, ·) = 0 gives that
Therefore,
Then by the comparison of solutions, Lemma 3.9, we have
Lemma 3.11. Suppose that r 2 ≥ r 1 and that u ≥ 0, then u everywhere in Σ r 1 . Since the two functions agree on Σ 0 , their normal derivatives must be ordered, namely
u (y) ∀ y ∈ Σ 0 , and the lemma follows. Lemma 3.12. Let r ≥ 1 be fixed. Suppose that there exist bounded, classical respectively sub and super solutions w 1 and w 2 to
Proof. Letw 2 := w 2 − r(c 1 − c 2 ), then by Lemma 3.6 we have
Then Lemma 3.9 yields that w 1 ≤w 2 , or w 1 ≤w 2 = w 2 − r(c 1 − c 2 ). Rearranging,
dividing by r the lemma follows.
The Proof In a Perfect World
In this section we develop an integro-differential line of attack for (1.4). If one knew a priori that I 1 were an integro-differential operator satisfying certain assumptions similar to those in [40] , then the homogenization strategy for integro-differential equations could be applied to (1.4) without too much modification. It turns out that this will indeed be the case, however, the simple set-up of (1.1)-namely translation invariance of Fallows for a proof which does not invoke [40] but is motivated by it. The obstacle to carrying out this line of attack is proving some fine properties of the Lévy measures appearing in an inf-sup representation for I 1 (Section 4.1). Such properties of the Lévy measures representing I 1 are fundamental to the application of regularity theory for integro-differential operators, and it is not known in exactly which class the operators may be. Hence we do not know which, if any, of the results [11] , [13] , [14] , [26] [33] , [42] may be applicable to the operators I r . We mention these issues again below. We begin with an observation that in (1.2) if the operator, F , were linear then I 1 defined in (1.3) would again be linear. Furthermore I 1 always satisfies a comparison principle (equivalent to a global maximum principle in the linear case) due to the fact that (1.2) also has a comparison principle between sub and super solutions in Σ 1 . Thus, it is well known in the linear case ([18, Theorem 1.5], also Theorem 4.2 below) that I 1 must admit an integro-differential representation. We use this as motivation to obtain a similar representation in the nonlinear case (producing an inf-sup of linear operators) which brings the equation exemplified by (1.4) into much closer alignment with the homogenization of nonlocal operators studied in [40] , where an inf-sup structure was assumed. Here we give brief overview of some of the details, and we expect to develop these ideas further in a subsequent work. Some examples of a similar representation for local operators with a comparison principle in the context of semigroups and viscosity solutions can be found in [1] and [9] . 
Here, "u touching v from below at x 0 " means simply that 
where A, B, C are bounded functions, A ≥ 0, C ≤ 0, and µ satisfies 
which satisfies the comparison principle, then
where for all a, b, L ab is a Lévy operator of the form (4.1).
A Sketch of The Proof of Theorem 4.3. Since I is Lipschitz, the graph of I can be touched from below and above at every point by cone functions of opening at most I C 2 b
. Indeed, we see that
Hence we can represent
Using the dual representation of u − φ C 2 b , we have
However, if L u (ψ, x) is defined as the linearization of I at u acting on ψ,
then the comparison property of I is inherited by the linear operator, L u . Thus the supremum in the formula representing I in (4.3) can be restricted to only those elements of (C Remark 4.4. We note that Theorem 4.3 is not so surprising once Theorem 4.2 is established, and such min-max representations have been widely used in the analysis of both first and second order (local) nonlinear PDE for decades (e.g. [17] , [21] , [22] , [24] , [25] , [27] , [34] , [44] ). What will be interesting and most likely difficult is to determine the specific structure of the components of L ab in the inf sup, specifically that of the Lévy measure, µ(x, dh). In particular whether or not µ(x, dh) has a density and if is the density comparable to a canonical one such as the one corresponding to the Fractional Laplacian, etc... Proof of Proposition 4.5. We know already from Lemma 3.3 that I 1 is controlled by extremal operators M 1,± , and so
We also know ([39
Reversing the roles of u and v gives the desired result. Proof. First we remark that I 1 does indeed obey the global comparison principle. Supposing that u is touched from above by v at x 0 ∈ Σ 0 , then by the comparison principle for (3.6), we see that
Now for the Lipschitz nature of I 1 . Since the C 2 b norm controls the C 1,γ norm, we conclude by the Lipschitz property of I 1 given in Proposition 4.5.
We conclude this section on representations with a result which can be checked in a straightforward fashion. Since we don't actually invoke Theorem 4.3 in our proof of Theorem 1.1 but only use it for heuristics, we will also mention one last lemma without proof. There are many more issues related to Lemma 4.7, which we will develop in a separate work. The statement of Lemma 4.7 is, however, useful for the heuristics of our line of attack on Theorem 4.3 and so we include it.
Lemma 4.7. If I 1 is represented as (4.2) with L ab in (4.1), then A ab = 0, C ab = −1, and B ab , µ ab are both independent of x. In particular
Remark 4.8. It is important to stress that it is not clear when µ ab will be symmetric (µ ab (−dh) = µ ab (dh)) and B ab = 0. In particular when F is rotationally invariant, then such properties of B ab and µ ab can be shown, but not in general. This is important because there is often a distinction between regularity results for integro-differential operators with symmetric versus non-symmetric Lévy measures, cf., e.g. [11] , [32] , [33] vs. [13] , [14] , [42] .
Remark 4.9. The reader can see, e.g. [28, Section 4] for a similar representation in the linear case of Lemma 4.7 as it pertains the stochastic processes which are a reflected brownian motion and its induced boundary process (basically the probabilistic presentation of the Dirichlet-to-Neumann operator).
4.2.
The Analysis of (1.4) Assuming The Inf-Sup Formula. We now develop the heuristics which lead to the analysis appearing in section 5. There are some special features resulting from the translation invariant set-up of (1.1) which allow for simplifications and a proof that does not rely on Theorem 4.3. After some of the issues regarding the structure of the Lévy measures have been resolved (alluded to in Section 4.1), we believe this method will useful in other contexts such as equations which have oscillations in F (D 2 u ε , x/ε) as well as more general domains. As mentioned in Section 1, the heart of our proof is the analysis of an auxiliary homogenization problem given as
Because I 1 is a nonlocal operator, the strategy for resolving (4.5) requires treatment of the global values of test functions, not just local quantities such as the gradient or the Hessian. Following [40] , we explain the relevant corrector (or approximate corrector) equation as it pertains to (4.5).
Given the positive 1-homogeneity of F , it is straightforward to see that the nonlocal operator of (4.5) should have a scaling exponent of 1. This is almost true, but the scaling is corrupted slightly due to the fact that I 1 is influenced by the zero Dirichlet condition on Σ 1 . However, the equation has a scaling of 1 in the sense that the correct expansion for (4.5) uses rescaling of the form
Therefore, in order to identify an effective operator for (4.5) it will be necessary to study for all smooth test functions, φ, a way to balance the oscillations in
Now we can use the inf-sup representation of I 1 from Lemma 4.7-(4.4)-to simplify how I 1 acts on functions of the form φ + εv( · ε ).
In order to streamline presentation, we introduce a couple of operators
and
and so we must investigate (after changing variables in the second integration, which applies to v!) inf
A significant simplification arises in this asymptotic problem because I ab is continuous with respect to the C 1,γ norm. We can therefore effectively separate variables and freeze x = x 0 , while y = x/ε is the variable of interest. This culminates in the search for a unique constant λ such that there is a classical solution, v ε of the equation (which still depends on φ, but in a fixed way)
We emphasize that I ab (φ, x 0 ) are constant with respect to ε and y. This v ε should be the "corrector" which balances the equation in ε near x 0 for the global behavior of φ.
More generally one expects that I ab (φ, x 0 ) will contribute a term which is a uniformly bounded and uniformly continuous function of y (see [40, Section 2 
.1]).
The methods typically used for analyzing the corrector equation, (4.6), require both existence/uniqueness theory and Cγ loc (Σ 0 ) regularity results which depend only on universal parameters such as "ellipticity" and L ∞ bounds (in the context of integro-differential equations, "ellipticity" is not so obviously defined as in the second order theory). This is the place where our heuristics must stop because without further information on µ ab , we do not know if such results exist. The validity of regularity results for operatorssuch as I 1 -realized via Theorem 4.3 is an important and difficult open question. The existence and uniqueness is not a problem because in the special case treated here, I ab ε are translation invariant (see e.g. [11, Sections 3, 4, 5] ), but in more interesting contexts they are not expected to be. However, the Cγ estimates are delicate, and depend on fine properties of the extremal operators, M 1,± , in Lemma 3.3. This requires one to know some specific upper and lower bounds on µ ab which are uniform in a, b as well as fit into the existing theory, which can have significantly different assumptions on the bounds for these measures (cf. [11] vs. [13] , [26] , or [33] ). Thus if U ε is the unique solution of (1.2) such that U ε = u ε | Σ 0 on Σ 0 , then uniqueness of viscosity solutions tells us that in fact U ε solves (1.1)-since the normal derivatives are attained classically-and hence U ε = u ε in all ofΣ 1 . By Theorem 1.4, u ε | Σ 0 → c uniformly where c =Ī(0). By the stability of (1.2) with respect to uniform convergence of boundary data, it follows that U ε →Ū uniformly inΣ, whereŪ solves (1.2) with Dirichlet date given by the constant c on Σ 0 .
Since U ε = u ε and (1.2) with constant boundary (Dirichlet) data has an explicit unique solution, we conclude that u ε → l c uniformly inΣ 1 , where l c is the affine function
Hence the effective Neumann condition is (since c =Ī(0))
and this completes the proof.
5.2.
Limit of u ε on The Boundary Σ 0 (Proof of Theorem 1.4). Now we present the proof of Theorem 1.4.
For the sake of notation when working in the boundary, Σ 0 , we will call
The corresponding global problem for v ε then reads
One last notation we will use is the function which is v ε at the microscale:
which gives the unscaled equation for w
Equation (5.2) is an auxiliary homogenization problem which is posed on Σ 0 only. It is precisely the feature of this set-up which is the core of our proof of Theorem 1.4. We will prove the existence and uniqueness of the constant,Ī(0) separately. The existence is a consequence of the almost periodicity of g, and should be thought of as a nonlocal elliptic modification of the results of [30] , which we present in Proposition 5.1, Lemmas 5.2, 5.3. The uniqueness of the constant is a consequence of the "uniform ellipticity" of I r and appears in Lemma 5.4. The key lemma is basically a nonlocal version of the almost periodic arguments which appeared for Hamilton-Jacobi equations in [30] . There are however, many differences between the Hamilton-Jacobi setting and our nonlocal setting here. In particular, as mentioned in Section 4 there are some important pieces of information missing about the structure of I 1 , and as a result, some important results such as regularity theory are missing. Due to this, we present a slightly different approach which utilizes the fact that (5.4) can be uniformly approximated by periodic equations. Then in the periodic case, one of the key steps in establishing solutions to the "true corrector" equation is precisely what we need here. The key component is
is periodic with respect to some lattice in Σ 0 and z ε are the unique classical solutions of
which reads
We note that by the assumptions on f as well as by Lemma 3.10 and (5.5), both f and ε k z ε k are bounded uniformly in k, and hence the right hand side of (5.6) is bounded uniformly in k. Therefore since also by construction w k are bounded uniformly in k, we see by Theorem B.6 that w k have uniform in k C γ (Σ 0 ) bounds. Without relabeling, let {w k } denote a locally uniformly convergent subsequence of the original w k . We will now extract a limiting equation from w k , as well as use the fact that the right hand side of (5.6) converges to 0 as k → ∞, to derive a contradiction. We will see that the limit, w ∞ , solves an equation of the form (elaborated below)
and w ∞ is bounded but not a constant. But we need to give more precise meaning to this statement. Thanks to the stability of (3.6) with respect to local uniform convergence, we see that for W k solving (3.6) with r = 1/ε k and φ = w k , it holds that
where W ∞ is the unique bounded viscosity solution (Lemma A.4) of
The equation (5.7) shows also that W ∞ is the unique bounded viscosity solution of
However there is a Liouville type result for this equation -Lemma B.7 -and the only bounded solutions of (5.8) are constants. This contradicts the fact that w ∞ attains both values of 0 and 1. Thus we conclude that
and the proposition is finished. [30] ). w ε from (5.4) satisfies the decay
Lemma 5.2 (Nonlocal Elliptic Version of Ishii
Proof of Lemma 5.2. Let δ > 0 be given. By the almost periodicity of g (3.1), there exists a periodic function f δ , such that
Now if we let z ε be the unique classical solutions to (5.5) with f δ and w ε be the unique classical solutions to (5.4), then we have
In other words, via Lemma 3.6
Thus by the comparison of sub/super solutions (Lemma 3.9), we see that
It then follows that
and by Proposition 5.1 we can take the middle term to be smaller that ε −1 δ. Thus
Since δ was arbitrary, we conclude the lemma.
Lemma 5.3. Given any ε j → 0, there exists a subsequence, ε
Proof of Lemma 5.3. By Theorem B.6 we know that v ε ∈ Cγ(Σ 0 ) for some 0 <γ < 1. Thus since v ε are uniformly bounded, we can take some subsequence such that v ε j (0) → C. Furthermore, Lemma 5.2 shows that
Lemma 5.4. The constant, C, of Lemma 5.3 is independent of the sequence, ε j , and hence unique.
Proof of Lemma 5.4. We first point out that this is another location in the proofs where the residual effect of the Dirichlet condition on Σ 1/ε is present in the operator I 1/ε and causes unnecessary difficulty. In Section 4 these difficulties would not be present.
Let c 1 and c 2 be constants such that there are sequences v ε j → c 1 and v ε k → c 2 uniformly on Σ 0 . We will establish that ε j w ε j → c 1 and ε k w ε k → c 2 uniformly on Σ 0 .
We will also define the functionŝ
In anticipation of applying Lemma 3.11, we need to make sure thatŵ ε j andŵ ε k are non-negative. We do so by shifting them up by respectively δ j , δ k where
We will assume without loss of generality that j and k are such that ε j < ε k , which is not a problem since j and k can otherwise be chosen independently of one another. Using the equations for w ε j and w ε k , we see that from Lemmas 3.6 and 3.11
But on the other hand,
Thus Lemma 3.12 tells us that
Hence
where we have used both ε j δ j ≥ 0 and ε j < ε k . Now, we preserve ε j < ε k and allow j → ∞ followed by k → ∞. By construction ofŵ ε j andŵ ε k , we have
Hence c 2 ≤ c 1 . Reversing the roles of c 1 and c 2 finishes the lemma.
Appendix A. Existence and Uniqueness of Viscosity Solutions
In this section we collect a few well known facts regarding existence and uniqueness for viscosity solutions of uniformly elliptic problems with either Dirichlet or Neumann boundary conditions. We point out the sign convention we use is that of [12] , which differs by a sign from that of e.g. [19] .
We let G be a generic fully nonlinear operator (as F was already used). It could be F or M ± , or other examples used in this note. We are concerned with two types of boundary value problems. The first is the Dirichlet problem,
The second is the Neumann Problem,
Theorem A.1. [29, Theorems VI.3, VI.5] If G is uniformly elliptic as in (3.1) and h and φ are both continuous on Σ 0 , then both (A.1) and (A.2) have existence of unique viscosity solutions.
In general viscosity solutions do not attain their boundary values in a classical way, and so one does not have simply the boundary inequalities in the definitions of viscosity sub / super solutions. Rather, either the boundary condition holds OR the equation holds (see [19, Section 7] , [29, Section VI] ). However in the uniformly elliptic case, this strange behavior is not present, and the viscosity solution inequalities are exactly what one would expect (implicit, but not explained in [39, Section 2] ). We make this statement precise in the next proposition, which is basically a restatement of [19, Proposition 7.11] in the simple context of (A.2).
Proposition A.2. Assume G is uniformly elliptic in the sense of (3.1) and that h is continuous. If W is a viscosity subsolution of (A.2) (in the sense of [29, Section VI]), then for all φ ∈ C 2 (Σ r ) which touch W from above at x 0 ∈ Σ 0 , it holds that
(That is W satisfies the boundary condition in the strong sense [19, Definition 7.1])
Proof of Proposition A.2. Because we are more or less presenting the argument of [19, Proposition 7 .11], we only provide the main points. The key idea is that we can modify the original test function, φ, to a new text function,φ, which again touches W from above at x 0 , yet will also be chosen to satisfy G(D 2φ (x 0 )) < 0. The definition of viscosity subsolution (modified for our sign convention) requires that
Hence by construction we can force
and we will also chooseφ so that ∂ νφ is arbitrarily close to ∂ ν φ.
We will use the function
Here λ > 0 and η > 0 are arbitrary. Although ψ is not in C 2 (Σ r ), it is C 2 in a neighborhood of Σ 0 , which is good enough. The construction of ψ shows that for φ(X) = φ(X) + ψ(X), φ also touches W from above at x 0 . Furthermore
which guarantees that η can be chosen depending only on D 2 φ to give (via 3.1)
Thus we conclude from (A.3) that
and since λ > 0 was arbitrary, we conclude the proposition.
Proposition A.2 is useful because it tells us that solutions of (A.2) with C γ Neumann data will attain their Neumann data classically, which is important for the use of our nonlocal operators I r .
Lemma A.3. If h ∈ C γ (Σ 0 ) and W is the unique viscosity solution of (A.2) then ∂ ν W (x) = h(x) classically for all x ∈ Σ 0 . Since x 0 was arbitrary, we conclude the inequality on all of Σ 0 .
If instead of a strip Σ r we consider a half-space (think r → ∞) then a subtlety arises in terms of uniqueness: given a solution to the problem in the half-space one may add a linear function which vanishes along the boundary hyperplane of the half-space (for the Dirichlet problem) or a constant (for the Neumann problem). We incorporate these observations in the next lemma.
Lemma A.4. Assume G is uniformly elliptic and positively 1-homogeneous ((3.1), (3.4) ) and that w and h are continuous on Σ 0 . There is a unique bounded viscosity solution of
Up to an additive constant, there is a unique bounded viscosity solution of
Proof. We just note that existence is not an issue as we can simply extract local uniform limits from the solutions in the domains Σ r as r → ∞. Now we demonstrate the uniqueness. Let W 1 , W 2 be two bounded solutions of (A.4) thenW :
SinceW is bounded in Σ ∞ and arguing as in the proof of Lemma B.7, the oscillation lemma ([12, Proposition 4.10]) can be used to show thatW is a constant. Thus W ≡ 0 since it vanishes on Σ 0 . Therefore W 1 = W 2 in this case.
If W 1 , W 2 are two bounded solutions to (A.5), it follows thatW = W 1 − W 2 solves
SinceW is a bounded function we can again apply the oscillation lemma (this time [ 
Appendix B. Estimates for the Dirichlet and Neumann problems
The regularity theory for the Dirichlet and Neumann problems in the fully non-linear setting has a vast literature. The first interior a priori estimates were derived in [35] , [36] and later extended to viscosity solutions, see [10] , [12] for further discussion of known results. The Neumann problem for fully non-linear equations has been widely studied, including Monge-Ampère and Bellman equations [37] , [38] and other non-linear Neumanntype boundary conditions [6] , [7] . Boundary estimates for the Neumann problem are studied in [39] by a reflection technique combined with the techniques used to obtain interior estimates [12] , [35] .
For the reader's convenience, we will record here the various regularity results (both for the Dirichlet and Neumann problems) which are needed in our work. For simplicity we make the references to [39] and try to use a similar presentation. We use the notation for balls whose centers are in Σ 0 as
The estimates gathered in Theorem B.1 lead in a straightforward manner to global estimates for the fully nonlinear Dirichlet problem.
Theorem B.2. Assume that r ≥ 1/2. Let U : Σ r → R be a viscosity solution of
There are constants C > 0,γ ∈ (0, γ), determined by d, λ, Λ and γ ∈ (0, 1) such that
Proof. Let x 0 ∈ Σ 0 be arbitrary. Since r ≥ 1/2 we have B ) ≤ C U L ∞ (Σ r ) + φ C γ (Σ 0 ) + |F (0)| . Now, let X 0 ∈ Σ r/2 be such that B 1/2 (X 0 ) ⊂ Σ r . Then,
Since {B + 1/2 (x 0 )} x 0 ∈Σ 0 and {B 1/2 (X 0 )} B 1/2 (X 0 )⊂Σ r form a cover of Σ 3r/4 , the previous two estimates imply that
An estimate for the Cγ estimate norm over Σ r \Σ r/4 can be obtained in the same manner, using the boundary estimate from Theorem B.1 with φ = 0 since U ≡ 0 on Σ r . Combining these two bounds we obtain the first estimate. The second estimate is proven in an analogous manner, using instead the C 1,γ boundary estimate from Theorem B.1 and the interior C 1,γ estimate for translation invariant fully non-linear equations, e.g. [12, Corollary 5.7] .
As a consequence of the preceding results we see that the operator I r maps C 1,γ to Cγ for someγ ∈ (0, γ).
Corollary B.3. For γ ∈ (0, 1) there ∃ C > 0,γ ∈ (0, γ) given by d, λ and Λ such that
Proof. Let U = U r φ as defined in (3.6) . Recall that for the F in this problem we are assuming that F (0) = 0, which means that constants are solutions for the elliptic equation in Σ r , thus
. Then, part two of Theorem B.2 says that
Here we used again that F (0) = 0. Then,
which is what we wanted. Now we review the available results for the Neumann problem, again borrowing the results from [39] . The estimates from Theorems B.1 and B.4 can be used to prove global estimates for U. The proof is entirely analogous to that of Theorem B.2 and we omit it.
Theorem B.5. Assume that r ≥ 1/2. Let U : Σ r → R be a viscosity solution of
The above theorem immediately implies estimates for the equation I r (w) = h in Σ 0 .
Theorem B.6. Assume that r ≥ 1/2. Let w : Σ 0 → R be a classical solution of I r (w, y) = h(y) in Σ 0 .
Another tool needed in Section 5.2 is the following Liouville theorem.
Lemma B.7. If W is a bounded viscosity solution of
Proof. This is a straightforward consequence of the oscillation lemma for the Neumann problem. We recall that [ 
W.
Taking r = 1 and applying the above estimate successively to balls of radii 2 k yields osc
On the other hand, the oscillation of W over any subset of Σ ∞ is bounded by 2 W L ∞ (Σ ∞ ) , this combined with the above inequality implies that
Since µ ∈ (0, 1) and k is arbitrary this shows that the oscillation of W in B + 1 (x 0 ) is zero, and since x 0 ∈ Σ 0 is arbitrary it follows that W | Σ 0 , and thus W , must be a constant.
