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Abstract: Using backward propagators, we construct inhomogeneous Ran-
dom Evolutions on Banach spaces driven by (uniformly ergodic) Semi-
Markov processes. After studying some of their properties (measurability,
continuity, integral representation), we establish a Law of Large Numbers
for such inhomogeneous Random Evolutions, and more precisely their weak
convergence - in the Skorohod space D - to an inhomogeneous semigroup.
A martingale characterization of these inhomogeneous Random Evolutions
is also obtained. Finally, we present applications to inhomogeneous Le´vy
Random Evolutions.
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Notations to be used throughout the paper:
• N, N∗: non negative integers, positive integers
• R, R∗, R+, R+∗: real numbers, non zero real numbers, non negative real numbers,
positive real numbers
• L(E,F )(resp. B(E,F )): the space of linear (resp. bounded linear) operators
E → F
• Bor(E): Borel sigma-algebra on E
• Cn(E) (resp. Cnb (E), Cn0 (E)): continuous (resp. continuous bounded, continuous
vanishing at infinity) functions E → R such that the nth derivative is in C(E)
(resp. Cb(E), C0(E))
• LpE(Ω,F ,P): quotient space of F − Bor(E) measurable functions Ω → E s.t.∫
Ω
||f ||pEdP <∞
• BE(Ω,F) (resp. BbE(Ω,F)): the space of F−Bor(E) measurable (resp. measur-
able bounded) functions Ω→ E
• D(J, E) the Skorohod space of RCLL (right-continuous with left limits) functions
J → E (J ∈ Bor(R))
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• P(E): family of Borel probability measures on E
• L(X|P) (or L(X) if there is no ambiguity): Law of X, i.e. P ◦X−1
• a.e.→ , P→, ⇒: convergence resp. a.e., in probability, in distribution.
• tǫ,s := s+ ǫ(t− s) (section 4 and Appendix only)
• |E|: cardinal of E
• d: Skorohod metric (see [4], chapter 3, equation 5.2)
1. Introduction
Random Evolutions began to be studied in the 1970’s, because of their potential appli-
cations to biology, movement of particles, signal processing, quantum physics, finance
& insurance, etc. (see [5], [8], [9]). As R. Hersh says in [8]: ”Random evolutions model
a situation in which an evolving system changes its law of motion because of random
changes in the environment”. These random changes are usually modeled by jump pro-
cesses, because they aim at modeling the fact that the system moves from some state
to another, for example a stock that switches between different volatilities. In 1972, T.
Kurtz established a Law of Large numbers for Random Evolutions constructed with
homogeneous semigroups ([14]). Following this work, J. Watkins published a very in-
teresting paper ([27]), followed by two more ([28], [29]) in which, using a martingale
characterization of the Random Evolution, he established a Central Limit Theorem for
Random Evolutions constructed with i.i.d. generators of (homogeneous) semigroups
under some technical assumptions, especially on the dual of the Banach space. Later,
A. Swishchuk and V. Korolyuk established a Law of Large Numbers and a Central
Limit theorem for Random Evolutions driven by (uniformly ergodic) Semi-Markov
processes ([24], [25] chapter 4, [17]) in which the switching between the different (ho-
mogeneous) semigroups occurs at the jump times of a semi-Markov process.
To the best of our knowledge, only homogeneous Random Evolutions have been studied
as of today, i.e. Random Evolutions constructed with homogeneous semigroups. In this
paper, we consider Random Evolutions constructed with backward inhomogeneous
semigroups (3.1), also called backward propagators or backward evolution systems in
the literature (e.g. [19] chapter 5, [6] chapter 2) and driven by (uniformly ergodic) Semi-
Markov processes. We choose the backward case for practical reasons: for example the
Chapman-Kolmogorov equation is backward in time. In this paper we present several
new results:
1. In sections 2 and 3, we study some general properties of inhomogeneous semi-
groups and construct inhomogeneous Random Evolutions. These sections are
mainly related to functional analysis but we need them to prove the main law of
large numbers result of section 4, especially the characterization of inhomoge-
neous semigroups as a unique solution to a well-posed Cauchy problem (2.10),
a second order Taylor formula for inhomogeneous semigroups (2.13) and the
forward integral representation for inhomogeneous Random Evolutions (3.4).
2. In section 4 we establish our main result (4.19), that can be thought of as a law
of large numbers for inhomogeneous Random Evolutions driven by uniformly
ergodic Semi-Markov processes: we index the inhomogeneous Random Evolution
by a small parameter ǫ that we use to rescale time so that the Semi-Markov
process goes to its unique stationary distribution as ǫ → 0. We also obtain a
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martingale characterization of the Random Evolution (4.17). We establish the
weak convergence of the Random Evolution in the Skorohod space D(J, Y ) to an
inhomogeneous semigroup, where J ⊆ R+ and Y is a separable Banach space.
The proof of the unicity of the limiting distribution is linked to the unicity of
the Cauchy problem of section 2 and cannot be done using what has been done
before in [25] or [27] for the following reason: in the latter papers, because of
the time-homogeneity of the random evolutions, weak convergence of sequences
of martingales of the following type were studied:
Xn(t)−Xn(s)−
∫ t
s
AXn(u)du,
where A is the generator of a semigroup and {Xn(•)}n∈N a sequence of D(J, Y )
valued random variables. Provided the relative compactness of {Xn(•)}n∈N, one
could choose a limiting process X0(•) and prove its unicity in distribution. The
problem that we will be facing in our paper is the following: in the (backward)
inhomogeneous case, we will have to prove weak convergence of sequences of
martingales of the type:
Vn(t)f − Vn(s)f −
∫ t
s
Vn(u)A(u)fdu,
where f ∈ Y ,A(t) is the generator of an inhomogeneous semigroup and {Vn(•)}n∈N
are stochastic processes with sample paths in D(J,B(Y )), where B(Y ) is the
space of bounded linear operators on Y . Nevertheless, we will typically only
have the relative compactness of {Vn(•)f}n∈N in D(J, Y ), for every f ∈ Y and
not the relative compactness of {Vn(•)}n∈N in D(J,B(Y )), one of the reasons
being that B(Y ) might not be separable (and all the usual techniques for the
proof of relative compactness in D(J,E) require E to be separable, see [4]).
Therefore we cannot just pick a limiting process V0(•) ∈ D(J,B(Y )) and prove
its unicity in distribution, but we will have to construct it ourself using mainly
density and the Skorohod representation theorem, handling negligible sets of our
probability space with care.
3. Finally an important remark should be made about applications where Y =
C0(R
d), the space of continuous functions Rd → R vanishing at infinity. To
prove the crucial compact containment criterion, it is said in both [27] and [25]
that there exists a compact embedding of a Sobolev space into C0(R
d), which is
not true. Therefore we shall see on the specific example of inhomogeneous Le´vy
Random Evolutions (section 5) how we can still prove the compact containment
criterion using a characterization of compact sets in C0(R
d) (see 4.9), and how
this proof can be recycled in the case of other examples.
The paper is organized as follows: in section 2 we present some results on inhomoge-
neous semigroups, in section 3 we introduce inhomogeneous random evolutions driven
by (uniformly ergodic) Semi-Markov processes and some of their properties, in section
4 we prove our main law of large number result of weak convergence of the inhomo-
geneous random evolution to an inhomogeneous semigroup as well as a martingale
characterization of the inhomogeneous Random Evolution, and finally in section 5 we
give an application to inhomogeneous Le´vy Random Evolutions.
Convention throughout the paper: Let (Y, || · ||) be a real separable Banach space.
Let Y be the Borel sigma-algebra generated by the norm topology. Let Y ∗ the dual
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space of Y . (Y1, || · ||Y1) is assumed to be a real separable Banach space which is
continuously embedded in Y (this idea was used in [19], chapter 5), i.e. Y1 ⊆ Y and
∃c1 ∈ R+: ||f || ≤ c1||f ||Y1 ∀f ∈ Y1. Unless mentioned otherwise, limits are taken in
the Y−norm. Limits in the Y1 norm will be denoted Y1 − lim. In the following, J will
refer either to R+ or to [0, T∞] for some T∞ > 0 and ∆J := {(s, t) ∈ J2 : s ≤ t}. Let
also, for s ∈ J : J(s) := {t ∈ J : s ≤ t} and ∆J (s) := {(r, t) ∈ J2 : s ≤ r ≤ t}.
2. Inhomogeneous operator semigroups
This section presents some results on inhomogeneous semigroups. Some of them are
similar to what can be found in [19] chapter 5 and [6] chapter 2, but to the best of our
knowledge, they are new.
Definition 2.1. A function Γ : ∆J → B(Y ) is called a (backward) inhomogeneous
Y -semigroup if:
i) ∀t ∈ J: Γ(t, t) = I
ii) ∀(s, r), (r, t) ∈ ∆J : Γ(s, r)Γ(r, t) = Γ(s, t)
If in addition, ∀(s, t) ∈ ∆J : Γ(s, t) = Γ(0, t−s), Γ is called homogeneous Y−semigroup.
We now introduce the generator of the inhomogeneous semigroup:
Definition 2.2. Let t ∈ J and:
D(AΓ(t)) :=
f ∈ Y : limh↓0
t+h∈J
(Γ(t, t+ h)− I)f
h
= lim
h↓0
t−h∈J
(Γ(t− h, t)− I)f
h
∈ Y

Define ∀t ∈ J, ∀f ∈ D(AΓ(t)):
AΓ(t)f := lim
h↓0
t+h∈J
(Γ(t, t+ h)− I)f
h
= lim
h↓0
t−h∈J
(Γ(t− h, t)− I)f
h
Let D(AΓ) := ⋂
t∈J
D(AΓ(t)). Then AΓ : J → L(D(AΓ), Y ) is called the generator of the
inhomogeneous Y -semigroup Γ.
The following definitions deal with continuity and boundedness of semigroups:
Definition 2.3. An inhomogeneous Y -semigroup Γ is B(Y )−bounded (resp. B(Y )−
contraction) if sup
(s,t)∈∆J
||Γ(s, t)||B(Y ) <∞ (resp. sup
(s,t)∈∆J
||Γ(s, t)||B(Y ) ≤ 1).
Definition 2.4. Let EY ⊆ Y . An inhomogeneous Y -semigroup Γ is EY−strongly
continuous if ∀(s, t) ∈ ∆J , ∀f ∈ EY :
lim
(h1,h2)→(0,0)
(s+h1,t+h2)∈∆J
||Γ(s+ h1, t+ h2)f − Γ(s, t)f || = 0
Definition 2.5. Let EY1 ⊆ Y1. An inhomogeneous Y -semigroup Γ is EY1−super
strongly continuous if ∀(s, t) ∈ ∆J , ∀f ∈ EY1 :
Γ(s, t)Y1 ⊆ Y1 and lim
(h1,h2)→(0,0)
(s+h1,t+h2)∈∆J
||Γ(s+ h1, t+ h2)f − Γ(s, t)f ||Y1 = 0
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Remark: throughout the paper, we will use this terminology that ”super strong con-
tinuity” refers to continuity in the Y1−norm and that ”strong continuity” refers to
continuity in the Y−norm.
Terminology: For the above types of continuity, we use the terminology t−continuity
(resp. s−continuity) for the continuity of the partial application u → Γ(s, u)f (resp.
u→ Γ(u, t)f).
The following theorems give conditions under which the semigroup is differentiable in
s and t.
Theorem 2.6. Let Γ be an inhomogeneous Y -semigroup. Assume that Y1 ⊆ D(AΓ)
and that Γ is Y1−super strongly s−continuous, Y1−strongly t−continuous. Then:
∂
∂s
Γ(s, t)f = −AΓ(s)Γ(s, t)f ∀(s, t) ∈ ∆J ,∀f ∈ Y1
Proof. see Appendix A
Theorem 2.7. Let Γ an inhomogeneous Y -semigroup. Assume Y1 ⊆ D(AΓ) and that
Γ is Y−strongly t-continuous. Then we have:
∂
∂t
Γ(s, t)f = Γ(s, t)AΓ(t)f ∀(s, t) ∈ ∆J ,∀f ∈ Y1
Proof. see Appendix A
In general, for f ∈ Y1, we will want to use the semigroup integral representation
Γ(s, t)f − f = ∫ t
s
Γ(s, u)AΓ(u)fdu and therefore we will need that u→ Γ(s, u)AΓ(u)f
is in L1Y ([s, t]). The following theorem give sufficient conditions for which it is the case,
as we will typically have AΓ(t) ∈ B(Y1, Y ) ∀t ∈ J .
Theorem 2.8. Assume that theorem 2.7 holds. Assume also that ∀t ∈ J, AΓ(t) ∈
B(Y1, Y ) and ∀(s, t) ∈ ∆J , u → ||AΓ(u)||B(Y1,Y ) ∈ L1R([s, t]). Then ∀f ∈ Y1, (s, t) ∈
∆J :
Γ(s, t)f − f =
∫ t
s
Γ(s, u)AΓ(u)fdu
Proof. see Appendix A
The following definition introduces the concept of regular inhomogeneous semigroup,
which basically means that it is differentiable and that its derivative is integrable.
Definition 2.9. An inhomogeneous Y -semigroup Γ is said to be regular if it satisfies
theorems 2.6, 2.7 and ∀(s, t) ∈ ∆J , ∀f ∈ Y1, u→ Γ(s, u)AΓ(u)f is in L1Y ([s, t]).
Now we are ready to characterize the inhomogeneous semigroup as a unique solution
of a well-posed Cauchy problem, which we will need for our main result 4.19:
Theorem 2.10. Let AΓ the generator of a a regular inhomogeneous Y -semigroup Γ
and s ∈ J, Gs ∈ B(Y ). A solution operator G : J(s)→ B(Y ) to the Cauchy problem:{
d
dt
G(t)f = G(t)AΓ(t)f ∀t ∈ J(s),∀f ∈ Y1
G(s) = Gs
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is said to be regular if it is Y−strongly continuous and if it satisfies the Cauchy prob-
lem above. If G is such a regular solution, then we have G(t)f = GsΓ(s, t)f , ∀t ∈ J(s),
∀f ∈ Y1.
Proof. see Appendix A
The following Corollary comes straightforwardly from 2.10 and expresses the fact that
equality of generators of regular semigroups implies equality of semigroups.
Corollary 2.11. Assume that Γ1 and Γ2 are regular inhomogeneous Y -semigroups
and that ∀f ∈ Y1, ∀t ∈ J, AΓ1(t)f = AΓ2(t)f . Then ∀f ∈ Y1, ∀(s, t) ∈ ∆J : Γ1(s, t)f =
Γ2(s, t)f . In particular if Y1 is dense in Y , then Γ1 and Γ2 agree on Y .
We conclude this section with a 2nd order Taylor formula for inhomogeneous semi-
groups:
Definition 2.12. Let:
D(AΓ ∈ Y1) := {f ∈ D(AΓ) ∩ Y1 : AΓ(t)f ∈ Y1 ∀t ∈ J}
D(A′Γ) :=
f ∈ D(AΓ ∈ Y1) : Y1 − limh→0
t+h∈J
AΓ(t+ h)f − AΓ(t)f
h
∈ Y1 ∀t ∈ J

and for t ∈ J, f ∈ D(A′Γ):
A′Γ(t)f := Y1 − lim
h→0
t+h∈J
AΓ(t+ h)f − AΓ(t)f
h
Theorem 2.13. Let Γ a regular inhomogeneous Y -semigroup, (s, t) ∈ ∆J . Assume
that ∀u ∈ J, AΓ(u) ∈ B(Y1, Y ) and u → ||AΓ(u)||B(Y1,Y ) ∈ L1R([s, t]). Then we have
for f ∈ D(AΓ ∈ Y1):
Γ(s, t)f = f +
∫ t
s
AΓ(u)fdu+
∫ t
s
∫ u
s
Γ(s, r)AΓ(r)AΓ(u)fdrdu
Assume in addition that:
i) AΓ is Y1−strongly continuous
ii) u→ Γ(s, u)A2Γ(u)f and u→
∫ u
s
Γ(s, r)AΓ(r)A
′
Γ(u)fdr ∈ L1Y ([s, t])
then we have for f ∈ D(A′Γ):
Γ(s, t)f =f +
∫ t
s
AΓ(u)fdu+
∫ t
s
(t− u)Γ(s, u)A2Γ(u)fdu
+
∫ t
s
(t− u)
∫ u
s
Γ(s, r)AΓ(r)A
′
Γ(u)fdrdu
Proof. see Appendix A
Remark how the latter formula coincides with the well-known 2nd order Taylor formula
for homogeneous semigroups (see e.g. [25], proposition 1.2.):
Γ(t− s)f = f + (t− s)AΓf +
∫ t
s
(t− u)Γ(u− s)A2Γfdu
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3. Inhomogeneous Random Evolutions
As in [11] (section 3.5), let (Ω,F ,P) a complete probability space, (X,X ) a finite
measurable space and (xn)n∈N, (τn)n∈N∗ random variables resp. Ω → X, Ω → R+∗.
Let τ0 := 0, Tn :=
∑n
k=0 τk. The sojourn times Tn form a strictly increasing sequence,
for every ω. We say that (xn, Tn)n∈N is a Markov renewal process if there exists a
semi-Markov kernel Q : X ×X × R+ → [0, 1] (see e.g. [16], definition 2.2.) such that
∀y ∈ X, t ∈ R+, n ∈ N:
P[xn+1 = y, Tn+1 − Tn ≤ t|xk, Tk : k ∈ [|0, n|]] = P[xn+1 = y, Tn+1 − Tn ≤ t|xn]
= Q(xn, y, t) a.e.
In the following we let (xn, Tn)n∈N a Markov renewal process and let:
• P (x, y) := Q(x, y,∞) := limt→∞Q(x, y, t) = P[xn+1 = y|xn = x]
• F (x, t) :=∑y∈X Q(x, y, t) = P[Tn+1 − Tn ≤ t|xn = x]
Define the counting process:
N(t)(ω) := sup{n ∈ N : Tn(ω) ≤ t} = sup
n∈N∗
n∑
k=1
1{Tk≤t}(ω) , for ω ∈ Ω , t ∈ R+
By the latter representation, N(t) is F − Bor(R+) measurable and represents the
number of jumps on (0, t] and can possibly be infinite in the case of a general state
space. In the case of a finite state space however, the renewal process is regular, i.e.
∀t ∈ R+, N(t) < ∞ a.e.. Further, ∀ω ∈ Ω, t → Nt(ω) is right continuous, as it is
constant on the intervals [Tn(ω), Tn+1(ω)): n ∈ N. We define the semi-Markov process
(x(t))t∈R+ by x(t)(ω) := xN(t)(ω)(ω) on
Ω∗ :=
⋂
t∈Q
{ω ∈ Ω : N(t)(ω) <∞} (so that P(Ω∗) = 1).
Remark: From now on, we will work on the probability space (Ω∗,F∗,P∗) := (Ω∗,F|Ω∗ ,P|Ω∗),
where F|Ω∗ := {A ∈ F : A ⊆ Ω∗} and P|Ω∗ := P(A) ∀A ∈ F|Ω∗ (F|Ω∗ is a sigma-
algebra on Ω∗ since Ω∗ 6= ∅ ∈ F). We point out that the restrictions to Ω∗ of F−
measurable functions are F∗− measurable. For sake of clarity, we will not write ex-
plicitly that we are working with the restrictions to Ω∗ of the random variables (e.g.
xn|Ω∗ , Tn|Ω∗), but we will always be. In order to avoid heavy notations, (Ω∗,F∗,P∗)
will be noted (Ω,F , P).
We define the following random variables on Ω, for s ≤ t ∈ R+:
• the number of jumps on (s, t]: Ns(t) := N(t)−N(s)
• the jump times on (s,∞): Tn(s) := TN(s)+n for n ∈ N∗, and T0(s) := s.
• the states visited by the process on [s,∞): xn(s) := x(Tn(s)), for n ∈ N.
We will assume that (xn, Tn)n∈N is an ergodic Markov Renewal Process, which means
that it is irreducible aperiodic, and the imbedded Markov Chain (xn)n∈N is aperiodic
(see [11], section 3.7). We will also assume that (xn)n∈N is a uniformly ergodic Markov
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Chain, namely that there exists a probability measure ρ := {ρx}x∈X on X such that
(see [18]):
lim
n→∞
||Pn − Π||B(Bb
R
(X)) = 0
where for f ∈ BbR(X) (since X finite, BbR(X) = BR(X)), x ∈ X:
Πf(x) :=
∑
y∈X
ρyf(y) (constant of x)
Pf(x) :=
∑
y∈X
P (x, y)f(y) = E[f(xn+1)|xn = x]
and we have that Pnf(x) = E[f(xn)|x0 = x]. From the standard theory of semi-Markov
processes (see e.g. [11] propositions 3.16.2 and 3.9.1) we get that:
lim
t→∞
1
t
E[N(t)] =
1
Mρ
lim
t→∞
1
t
N(t) =
1
Mρ
a.e.
With:
Mρ := Πm1 mn(x) :=
∫
R+
tnF (x, dt)
Now we are ready to introduce inhomogeneous random evolutions:
Consider a family of inhomogeneous Y−semigroups (Γx)x∈X , with respective genera-
tors (Ax)x∈X , satisfying:
∀s ∈ J :(r, t, x, f)→ Γx(r ∧ t, r ∨ t)f is Bor(J(s))⊗Bor(J(s))⊗ X ⊗ Y − Y measurable
as well as a family (D(x, y))(x,y)∈X×X ⊆ B(Y ) of B(Y )−contractions, satisfying:
(x, y, f)→ D(x, y)f is X ⊗ X ⊗ Y − Y measurable
Definition 3.1. The function V : ∆J × Ω→ B(Y ) defined pathwise by:
V (s, t)(ω) =
Ns(t)∏
k=1
Γxk−1(s) (Tk−1(s), Tk(s))D(xk−1(s), xk(s))
Γx(t) (TNs(t)(s), t)
is called a (Γ, D, x)−inhomogeneous Y -random evolution, or simply an inhomoge-
neous Y -random evolution. V is said to be continuous if D(x, y) = I, ∀(x, y) ∈
X ×X. V is said to be regular (resp. B(Y )−contraction) if (Γx)x∈X are regular (resp.
B(Y )−contraction).
Remark: We use as conventions that
0∏
k=1
:= I and
n∏
k=1
Ak := A1...An−1An, that is,
the product operator applies the product on the right.
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Remark: if Ns(t) > 0, then xNs(t)(s) = x(TNs(t)(s)) = x(TN(t)) = x(t). If Ns(t) = 0,
then x(s) = x(t) and xNs(t)(s) = x0(s) = x(T0(s)) = x(s) = x(t). Therefore in all
cases xNs(t)(s) = x(t).
The following proposition deals with the measurability of the inhomogeneous Random
evolution:
Property 3.2. For s ∈ J, f ∈ Y , the stochastic process (V (s, t)(ω)f)(ω,t)∈Ω×J(s) is
adapted to the (augmented) filtration:
Ft(s) := σ
[
xn∧Ns(t)(s), Tn∧Ns(t)(s) : n ∈ N
] ∨ σ(P− null sets)
Proof. Let E ∈ Y, (s, t) ∈ ∆J , f ∈ Y . We have:
V (s, t)f−1(E) =
⋃
n∈N
{V (s, t)f ∈ E} ∩ {Ns(t) = n}
Denoting the Ft(s)−Bor(R+) measurable (by construction) function hk := T(k+1)∧Ns(t)(s)−
Tk∧Ns(t)(s), remark thatNs(t)(ω) = supm∈N
∑m
k=0 1h−1
k
(R+∗)
(ω) and is therefore Ft(s)−
Bor(R+) measurable. Therefore {Ns(t) = n} ∈ Ft(s). Let:
Ωn := {Ns(t) = n} M := {n ∈ N : Ωn 6= ∅}
M 6= ∅ since Ω = ⋃n∈N Ωn, and for n ∈ M , let the sigma-algebra Fn := Ft(s)|Ωn :=
{A ∈ Ft(s) : A ⊆ Ωn} (Fn is a sigma-algebra on Ωn since Ωn 6= ∅ ∈ Ft(s)). Now
consider the map V (s, t)f(n) : (Ωn,Fn)→ (Y,Y):
Vn(s, t)f :=
[
n∏
k=1
Γxk−1(s) (Tk−1(s), Tk(s))D(xk−1(s), xk(s))
]
Γxn(s) (Tn(s), t) f
We have:
V (s, t)f−1(E) =
⋃
n∈N
{Vn(s, t)f ∈ E} ∩ Ωn =
⋃
n∈N
{ω ∈ Ωn : Vn(s, t)f ∈ E}
=
⋃
n∈N
Vn(s, t)f
−1(E)
Therefore it remains to show that Vn(s, t)f
−1(E) ∈ Fn, since Fn ⊆ Ft(s).
First let n > 0. Notice that Vn(s, t)f = ψ ◦ βn ◦ αn... ◦ β1 ◦ α1 ◦ φ, where:
φ : Ωn → J(s)×X × Ωn → Y × Ωn
ω → (Tn(s)(ω), xn(s)(ω), ω)→ (Γxn(s)(ω)(Tn(s)(ω), t)f, ω)
The previous mapping holding since Tk(s)(ω) ∈ [s, t] ∀ω ∈ Ωn, k ∈ [|1, n|]. φ is
measurable iff each one of the coordinate mappings are. The canonical projections are
trivially measurable. Let A ∈ Bor(J(s)), B ∈ X . We have:
{ω ∈ Ωn : Tn(s) ∈ A} = Ωn ∩ Tn∧Ns(t)(s)−1(A) ∈ Fn
{ω ∈ Ωn : xn(s) ∈ B} = Ωn ∩ xn∧Ns(t)(s)−1(B) ∈ Fn
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Now, by measurability assumption, we have for B ∈ Y:
{(tn, yn) ∈ J(s)×X : Γyn(t ∧ tn, t ∨ tn)f ∈ B} = C ∈ Bor(J(s))⊗X and therefore:
{(tn, yn, ω) ∈ J(s)×X × Ωn : Γyn(t ∧ tn, t ∨ tn)f ∈ B} = C × Ωn ∈ Bor(J(s))⊗ X ⊗ Fn
Therefore φ is Fn − Y ⊗ Fn measurable. Define for i ∈ [1, n]:
αi : Y × Ωn → X ×X × Y × Ωn → Y × Ωn
(g, ω)→ (xn−i(s)(ω), xn−i+1(s)(ω), g, ω)→ (D(xn−i(s)(ω), xn−i+1(s)(ω))g,ω)
Again, the canonical projections are trivially measurable. We have for p ∈ [|0, n|]:
{ω ∈ Ωn : xp(s) ∈ B} = Ωn ∩ xp∧Ns(t)(s)−1(B) := C ∈ Fn
Therefore {(g, ω) ∈ Y × Ωn : xp(s) ∈ B} = Y × C ∈ Y ⊗ Fn
Now, by measurability assumption, ∀B ∈ Y, ∃C ∈ X ⊗X ⊗ Y:
{(yn−i, yn−i+1, g, ω) ∈ X ×X × Y × Ωn : D(yn−i, yn−i+1)g ∈ B} = C × Ωn ∈ X ⊗ X ⊗ Y ⊗ Fn
, which proves the measurability of αi. Then we define for i ∈ [1, n]:
βi : Y × Ωn → J(s)× J(s)×X × Y ×Ωn → Y ×Ωn
(g, ω)→ (Tn−i(s)(ω), Tn−i+1(s)(ω), xn−i(s)(ω), g, ω)→ (Γxn−i(s)(ω)(Tn−i(s)(ω), Tn−i+1(s)(ω))g,ω)
By measurability assumption, ∀B ∈ Y, ∃C ∈ Bor(J(s))⊗Bor(J(s))⊗ X ⊗ Y:
{(tn−i, tn−i+1, yn−i, g, ω) ∈ J(s)× J(s)×X × Y × Ωn : Γyn−i(tn−i ∧ tn−i+1, tn−i ∨ tn−i+1)g ∈ B}
= C × Ωn ∈ Bor(J(s))⊗Bor(J(s))⊗ X ⊗ Y ⊗Fn,
which proves the measurability of βi.
Finally, define the canonical projection:
ψ : Y ×Ωn → Y
(g, ω)→ g
which proves the measurability of Vn(s, t)f .
For n = 0, we have V (s, t)f(n) = Γx(s) (s, t) f and the proof is similar.
The following propositions show that the random evolution has right-continuous paths
and that it satisfies some integral representation, which will be used in section 4 to
prove relative compactness in the Skorohod space D(J(s), Y ).
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Property 3.3. Let V an inhomogeneous Y -random evolution and (s, t) ∈ ∆J , ω ∈ Ω.
Then V (•, •)(ω) is an inhomogeneous Y−semigroup. Further, if V is regular, then
u → V (s, u)(ω) is Y−strongly RCLL on J(s), i.e. ∀f ∈ Y , u → V (s, u)(ω)f ∈
D(J(s), (Y, || · ||)). More precisely, we have for f ∈ Y :
V (s, u−)f = V (s, u)f if u /∈ {Tn(s) : n ∈ N}
V (s, Tn+1(s))f = V (s, Tn+1(s)
−)D(xn(s), xn+1(s))f ∀n ∈ N
where we denote V (s, t−)f := limu↑t V (s, u)f .
Proof. see Appendix A
In particular we observe that if D = I , then u → V (s, u)(ω) is in fact Y−strongly
continuous on J(s).
Property 3.4. Let V a regular inhomogeneous Y -random evolution and (s, t) ∈ ∆J ,
f ∈ Y1. Then V satisfies on Ω:
V (s, t)f = f +
∫ t
s
V (s, u)Ax(u)(u)fdu+
Ns(t)∑
k=1
V (s, Tk(s)
−)[D(xk−1(s), xk(s))− I ]f
Proof. see Appendix A
4. Law of Large numbers for the inhomogeneous Random Evolution
.
Notation: in the following we denote for ǫ ∈ R+, (s, t) ∈ R+2: tǫ,s := s+ ǫ(t− s).
In the same way we introduced inhomogeneous Y−random evolutions, we consider a
family (Dǫ(x, y))(x,y)∈X×X,ǫ∈(0,1] of B(Y )−contractions, satisfying ∀ǫ ∈ (0, 1]:
(x, y, f)→ Dǫ(x, y)f is X ⊗ X ⊗ Y − Y measurable
and let D0(x, y) := I . We define:
D(D1) :=
⋂
ǫ∈[0,1]
(x,y)∈X×X
f ∈ Y : limh→0
ǫ+h∈[0,1]
Dǫ+h(x, y)f −Dǫ(x, y)f
h
∈ Y

and ∀f ∈ D(D1):
Dǫ1(x, y)f := lim
h→0
ǫ+h∈[0,1]
Dǫ+h(x, y)f −Dǫ(x, y)f
h
In the same way we introduce D(D2), corresponding to the 2nd derivative.
We also let:
D(D01 ∈ Y1) :=
{
f ∈ D(D1) ∩ Y1 : D01(x, y)f ∈ Y1 ∀(x, y) ∈ X ×X
}
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We define the space:
D̂ :=
⋂
x∈X
D(A′x) ∩ D(D2) ∩ D(D01 ∈ Y1),
where D(A′x) was defined in 2.12. These notations will hold until the end of the paper.
In this section we assume the following set of assumptions that we call (A0):
Assumptions on the regularity of operators:
i) Y1 ⊆ D(D1)
ii) (Γx)x∈X are regular
iii) Ax is Y1−strongly continuous, ∀x ∈ X
Assumptions on the semi-Markov process:
i) ∃τ¯ > 0 such that Q(x, y, (τ¯ ,∞)) = 0 ∀(x, y) ∈ X×X (uniformly bounded sojourn
increments)
Remark: the latter implies in particular that all the moments mn are well-defined.
Assumptions on the boundedness of operators:
i) (Γx)x∈X and (D
ǫ(x, y))(x,y)∈X×X,ǫ∈(0,1] are B(Y )−contractions, with D0 := I .
ii) Ax(t) ∈ B(Y1, Y ) ∀t ∈ J , ∀x ∈ X and supu∈J ||Ax(u)||B(Y1,Y ) <∞
iii) supu∈J
x∈X
||A′x(u)f || <∞, supu∈J
x∈X
||Ax(u)f ||Y1 <∞, ∀f ∈
⋂
x∈X D(A′x)
iv) sup ǫ∈[0,1]
(x,y)∈X2
||Dǫ1(x, y)f || <∞, ∀f ∈ D(D1)
v) sup ǫ∈[0,1]
(x,y)∈X×X
||Dǫ2(x, y)f || <∞, ∀f ∈ D(D2)
As said in introduction: similarly to what has been done in [25] or [27] we index the
inhomogeneous Random Evolution by a small parameter ǫ that we use to rescale time
so that the Semi-Markov process goes to its unique stationary distribution:
Definition 4.1. Let V an inhomogeneous Y−random evolution. We define (pathwise
on Ω) the inhomogeneous Y−random evolution in the averaging scheme Vǫ for ǫ ∈
(0, 1], (s, t) ∈ ∆J by:
Vǫ(s, t) :=

Ns
(
t
1
ǫ
,s
)∏
k=1
Γxk−1(s)
(
T ǫ,sk−1(s), T
ǫ,s
k (s)
)
Dǫ(xk−1(s), xk(s))
Γx(t 1ǫ ,s)
T ǫ,s
Ns
(
t
1
ǫ
,s
)(s), t

Remark: we notice that Vǫ is well-defined since on Ω:
T ǫ,s
Ns
(
t
1
ǫ
,s
)(s) = s+ ǫ
(
T
Ns
(
t
1
ǫ
,s
)(s)− s
)
≤ s+ ǫ
(
t
1
ǫ
,s − s
)
= t
and that it coincides with V for ǫ = 1, i.e. V1(s, t) = V (s, t).
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Our goal is to prove, as in [25], that for each f in some suitable subset of Y , {Vǫ(s, •)f} -
seen as a family of elements of D(J(s), Y ) - converges weakly to some continuous limit-
ing process V0(s, •)f to be determined. To this end, we will first prove that {Vǫ(s, •)f}
is relatively compact with a.e. continuous weak limit points. This is equivalent to
the notion of C−tightness in [10] (VI.3) because P(D(J(s), Y )) topologized with the
Prohorov metric is a separable and complete metric space (Y being a separable Ba-
nach space), which implies that relative compactness and tightness are equivalent in
P(D(J(s), Y )) (by Prohorov’s theorem). Then we will identify the limiting process V0.
We first need some classical elements that can be found in [25] (1.4) and [4] (sections
3.8 to 3.11). In particular the Skorohod space D(J(s), Y ) will always be topologized
with the Skorohod metric d (see [4], chapter 3, equation 5.2).
Definition 4.2. Let (νn)n∈N a sequence of probability measures on a metric space
(S, d). We say that νn converges weakly to ν, and write νn ⇒ ν iff ∀f ∈ Cb(S):
lim
n→∞
∫
S
fdνn =
∫
S
fdν
Definition 4.3. Let {νǫ} a family of probability measures on a metric space (S, d).
{νǫ} is said to be relatively compact iff for any sequence (νn)n∈N ⊆ {νǫ}, there exists
a weakly converging subsequence.
Definition 4.4. Let s ∈ J, {Xǫ} a family of stochastic processes with sample paths
in D(J(s), Y ). We say that {Xǫ} is relatively compact iff {L(Xǫ)} is (in the metric
space P(D(J(s), Y )) endowed with the Prohorov metric). We write that Xǫ ⇒ X iff
L(Xǫ) ⇒ L(X). We say that {Xǫ} is C-relatively compact iff it is relatively compact
and if ever Xǫ ⇒ X, then X has a.e. continuous sample paths.
If EY ⊆ Y , we say that {Vǫ} is EY−relatively compact (resp. EY−C-relatively com-
pact) iff {Vǫ(s, •)f} is ∀f ∈ EY , ∀s ∈ J.
Definition 4.5. Let s ∈ J, {Xǫ} a family of stochastic processes with sample paths
in D(J(s), Y ). We say that {Xǫ} satisfies the compact containment criterion if ∀∆ ∈
(0, 1], ∀T ∈ J(s), ∃K ⊆ Y compact set such that:
lim inf
ǫ→0
P[Xǫ(t) ∈ K ∀t ∈ [s, T ]] ≥ 1−∆
We say that {Vǫ} satisfies the compact containment criterion in EY ⊆ Y if ∀f ∈ EY ,
∀s ∈ J, {Vǫ(s, •)f} satisfies it.
Theorem 4.6. Let s ∈ J, {Xǫ} a family of stochastic processes with sample paths in
D(J(s), Y ). {Xǫ} is C-relatively compact iff it is relatively compact and Js(Xǫ) ⇒ 0,
where:
Js(Xǫ) :=
∫ ∞
s
e−u(Js(Xǫ, u) ∧ 1)du
Js(Xǫ, u) := sup
t∈[s,u]
||Xǫ(t)−Xǫ(t−)||
Theorem 4.7. Let s ∈ J, {Xǫ} a family of stochastic processes with sample paths in
D(J(s), Y ). {Xǫ} is relatively compact iff:
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i) {Xǫ} satisfies the compact containment criterion
ii) ∀T ∈ J(s), ∃r > 0 and a family {Cs(ǫ, η) : (ǫ, η) ∈ (0, 1] × (0, 1)} of nonnegative
random variables such that ∀(ǫ, η) ∈ (0, 1]× (0, 1), ∀h ∈ [0, η], ∀t ∈ [s, T ]:
E [ ||Xǫ(t+ h)−Xǫ(t)||r| Gǫ,st ] ≤ E[Cs(ǫ, η)|Gǫ,st ]
lim
η→0
lim sup
ǫ→0
E[Cs(ǫ, η)] = 0
where Gǫ,st := σ [Xǫ(u) : u ∈ [s, t]]
4.1. The compact containment criterion
The compact containment criterion can be in practice quite hard to prove, because we
need either a compact embedding of a Banach space into Y , or a characterization of
compact sets in Y . An important remark should be made about applications where
Y = C0(R
d), the space of continuous functions Rd → R vanishing at infinity. To prove
this compact containment criterion, it is said in both [27] and [25] that there exists a
compact embedding of a Sobolev space into C0(R
d), which is not true. Here we suggest
a method to prove it (4.9), that will be applied in section 5 to the case of inhomoge-
neous Le´vy Random Evolutions.
If we have a compact embedding then the proof of the compact containment is easy,
as mentioned here:
Property 4.8. Assume that there exists a Banach space (Z, |||·|||) compactly embedded
in Y , and that (Γx)x∈X , (D
ǫ(x, y))ǫ∈(0,1],(x,y)∈X×X are B(Z)−contractions. Then {Vǫ}
satisfies the compact containment criterion in Z.
Proof. Let f ∈ Z, (s, t) ∈ ∆J , c := |||f ||| and K := cl(Y ) − Sc(Z), the Y−closure of
the Z−closed ball of radius c. K is compact because of the compact embedding of Z
into Y . Let ǫ ∈ (0, 1]. Because (Γx)x∈X , (Dǫ(x, y))(x,y)∈X×X are B(Z)−contractions,
Vǫ is a B(Z)−contraction and we have ∀ω ∈ Ω: |||Vǫ(s, t)(ω)f ||| ≤ |||f ||| = c. Therefore
Vǫ(s, t)(ω)f ∈ Sc(Z) ⊆ K and so P[Vǫ(s, t)f ∈ K ∀t ∈ [s, T ]] = P(Ω) = 1 ≥ 1−∆.
For example, we can consider the Rellich-Kondrachov compactness theorem: if U ⊆ Rd
is an open, bounded Lipschitz domain, then the Sobolev space W 1,p(U) is compactly
embedded in Lq(U), where p ∈ [1, d) and q ∈ [1, dp
d−p
).
For the space C0(R
d), there is no well-known such compact embedding, therefore we
have to proceed differently.
Property 4.9. Let Y := C0(R
d), EY ⊆ Y . Assume that ∀∆ ∈ (0, 1], ∀(s, T ) ∈ ∆J ,
∀ǫ ∈ (0, 1], ∀f ∈ EY , ∃Aǫ ⊆ Ω : P(Aǫ) ≥ 1 − ∆ and the family {Vǫ(s, t)(ω)f : t ∈
[s, T ], ǫ ∈ (0, 1], ω ∈ Aǫ} converge uniformly to 0 at infinity, is equicontinuous and
uniformly bounded. Then {Vǫ} satisfies the compact containment criterion in EY .
Remark: we say that a family of functions {fα} converge uniformly to 0 at infinity
if:
∀ǫ > 0, ∃δ > 0 : |z| > δ ⇒ sup
α
|fα(z)| < ǫ
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Proof. Let f ∈ EY , K the Y−closure of the set:
K1 := {Vǫ(s, t)(ω)f : ǫ ∈ (0, 1], ω ∈ Aǫ, t ∈ [s, T ]}
K1 is a family of elements of Y that are equicontinuous, uniformly bounded and that
converge uniformly to 0 at infinity by assumption. Therefore it is well-known, using the
Arzela-Ascoli theorem on the Alexandroff compactification of Rd, that K1 is relatively
compact in Y and therefore that K is compact in Y . And we have ∀ǫ ∈ (0, 1]:
P[Vǫ(s, t)f ∈ K ∀t ∈ [s, T ]] ≥ P[ω ∈ Aǫ : Vǫ(s, t)f ∈ K ∀t ∈ [s, T ]] = P(Aǫ) ≥ 1−∆
Remark: Because limt→∞
1
t
N(t) = 1
Mρ
a.e., this set Aǫ will typically be Aǫ :={
ǫNs
(
T
1
ǫ
,s
)
≤ n00
}
for some well chosen constant n00 (see Appendix B).
4.2. Relative compactness of the inhomogeneous Random Evolution in
D(J(s), Y )
In the following we will make the following assumption:
(A1) {Vǫ} satisfies the compact containment criterion in Y1
Lemma 4.10. Let (s, t) ∈ ∆J , f ∈ Y1. Under (A0), Vǫ satisfies on Ω:
Vǫ(s, t)f = f +
∫ t
s
Vǫ(s, u)A
x
(
u
1
ǫ
,s
)(u)fdu+
Ns
(
t
1
ǫ
,s
)∑
k=1
Vǫ(s, T
ǫ,s
k (s)
−)[Dǫ(xk−1(s), xk(s))− I ]f
Proof. Same proof as 3.4, except that the induction is made on the intervals [T ǫ,sk (s), T
ǫ,s
k+1(s))∩
J(s), instead of [Tk(s), Tk+1(s)) ∩ J(s).
Lemma 4.11. Assume (A0) and (A1). Then {Vǫ} is Y1−relatively compact.
Proof. We want to prove 4.7. Using 4.10 we have for h ∈ [0, η]:
||Vǫ(s, t+ h)f − Vǫ(s, t)f ||
≤
∣∣∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣∣
∫ t+h
t
Vǫ(s, u)A
x
(
u
1
ǫ
,s
)(u)fdu+
Ns
(
(t+h)
1
ǫ
,s
)∑
k=Ns
(
t
1
ǫ
,s
) Vǫ(s, T
ǫ,s
k (s)
−)[Dǫ(xk−1(s), xk(s))− I ]f
∣∣∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣∣
≤ ηM1 + ǫ
Ns
(
(t+η)
1
ǫ
,s
)∑
k=Ns
(
t
1
ǫ
,s
)
1
ǫ
||Dǫ(xk−1(s), xk(s))f − f ||
≤ ηM1 + ǫM2
[
N
(
(t+ η)
1
ǫ
,s
)
−N
(
t
1
ǫ
,s
)
+ 1
]
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where M1 := supx,u ||Ax(u)||B(Y1,Y )||f ||Y1 and M2 := supǫ,x,y ||Dǫ1(x, y)f || (by (A0)).
Notice ||Vǫ(s, T ǫ,sk (s)−)||B(Y ) ≤ 1 because both Γ and Dǫ are B(Y )−contractions.
For ǫ ∈ (0, 1] we have:
ǫ
[
N
(
(t+ η)
1
ǫ
,s
)
−N
(
t
1
ǫ
,s
)
+ 1
]
≤ ǫ sup
t∈[s,s+η]
[
N
(
(t+ η)
1
ǫ
,s
)
−N
(
t
1
ǫ
,s
)]
+ ǫ sup
t∈[s+η,T ]
[
N
(
(t+ η)
1
ǫ
,s
)
−N
(
t
1
ǫ
,s
)]
+ ǫ
≤ ǫN
(
(s+ 2η)
1
ǫ
,s
)
+ ǫ sup
t∈[s+η,T ]
[
N
(
(t+ η)
1
ǫ
,s
)
−N
(
t
1
ǫ
,s
)]
+ ǫ
Note that the supremums in the previous expression are a.e. finite as they are a.e.
bounded by N
(
(T + 1)
1
ǫ
,s
)
. Now let:
Cs(ǫ, η) := ηM1 +M2ǫN
(
(s+ 2η)
1
ǫ
,s
)
+M2ǫ sup
t∈[s+η,T ]
[
N
(
(t+ η)
1
ǫ
,s
)
−N
(
t
1
ǫ
,s
)]
+M2ǫ
We have to show that limη→0 limǫ→0 E[Cs(ǫ, η)] = 0. We have:
lim
η→0
lim
ǫ→0
ηM1 +M2ǫE
[
N
(
(s+ 2η)
1
ǫ
,s
)]
+M2ǫ = lim
η→0
ηM1 +M2
2η
Mρ
= 0
Let {ǫn} any sequence that goes to 0, and denote:
Zn := ǫn sup
t∈[s+η,T ]
[
N
(
(t+ η)
1
ǫn
,s
)
−N
(
t
1
ǫn
,s
)]
We first want to show that {Zn} is uniformly integrable. By [4], it is sufficient to show
that supn E(Z
2
n) <∞. We have that E(Z2n) ≤ ǫ2nE
[
N2
(
(T + 1)
1
ǫn
,s
)]
. But by [7], we
get that for an ergodic Markov Renewal process (which is our framework):
lim
t→∞
E(N2(t))
t2
<∞
And therefore {Zn} is uniformly integrable.
Then we show that Zn
a.e.→ Z := η
Mρ
. Let:
Ω∗ :=
{
lim
ǫ→0
ǫN
(
(s+ 1)
1
ǫ
,s
)
=
1
Mρ
}
,
so that P(Ω∗) = 1. Let ω ∈ Ω∗ and δ > 0. There exists some constant r2(ω, δ) > 0
such that for ǫ < r2: ∣∣∣∣ǫN ((s+ 1) 1ǫ ,s)− 1Mρ
∣∣∣∣ < δT + η
and if t ∈ [s+ η, T + η]:∣∣∣∣(t− s)ǫN ((s+ 1) 1ǫ ,s)− t− sMρ
∣∣∣∣ < δ(t− s)T + η ≤ δ
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Let ǫ < ηr2 (recall η > 0) and ǫ2 :=
ǫ
t−s
. Then ǫ2 <
ηr2
η
= r2, and therefore:∣∣∣∣(t− s)ǫ2N ((s+ 1) 1ǫ2 ,s)− t− sMρ
∣∣∣∣ < δ
⇒
∣∣∣∣ǫN (t 1ǫ ,s)− t− sMρ
∣∣∣∣ < δ
And therefore for ǫ < ηr2 and t ∈ [s+ η, T ]:∣∣∣∣ǫN ((t+ η) 1ǫ ,s)− ǫN (t 1ǫ ,s)− ηMρ
∣∣∣∣ < 2δ
⇒
∣∣∣∣∣ supt∈[s+η,T ]
[
ǫN
(
(t+ η)
1
ǫ
,s
)
− ǫN
(
t
1
ǫ
,s
)]
− η
Mρ
∣∣∣∣∣ ≤ 2δ < 3δ
We have proved that Zn
a.e.→ Z. By uniform integrability of {Zn}, we get that limn→∞ E(Zn) =
E(Z) and therefore since the sequence {ǫn} is arbitrary:
lim
ǫ→0
ǫE
[
sup
t∈[s+η,T ]
[
N
(
(t+ η)
1
ǫ
,s
)
−N
(
t
1
ǫ
,s
)]]
=
η
Mρ
Lemma 4.12. Assume (A0), (A1). Then {Vǫ} is Y1−C-relatively compact.
Proof. We want to prove 4.6. By 4.11 it is relatively compact. By 4.6 it is sufficient
to show that Js(Vǫ(s, •)f) a.e.→ 0. Let δ > 0 and choose T > 0 such that e−T ≤ δ2 . For
u ∈ [s, T ] we have:
Js(Vǫ(s, •)f, u) ≤ sup
t∈[s,T ]
||Vǫ(s, t)f − Vǫ(s, t−)f ||
(using 4.10) = max
k∈
[∣∣∣∣1,Ns(T 1ǫ ,s)∣∣∣∣]
∣∣∣∣Vǫ (s, T ǫ,sk (s)) f − Vǫ (s, T ǫ,s−k (s)) f ∣∣∣∣
(using 4.10) = max
k∈
[∣∣∣∣1,Ns(T 1ǫ ,s)∣∣∣∣]
||Vǫ
(
s, T ǫ,s−k (s)
)
(Dǫ(xk−1(s), xk(s))f − f)||
≤ max
k∈
[∣∣∣∣1,Ns(T 1ǫ ,s)∣∣∣∣]
||Dǫ(xk−1(s), xk(s))f − f ||
≤ max
(x,y)∈X×X
||Dǫ(x, y)f − f ||
Since Y1 ⊆ D(D1), ∃r > 0 : ǫ < r ⇒ max(x,y)∈X×X ||Dǫ(x, y)f−f || < δ2 , and therefore
for ǫ < r, ω ∈ Ω:
Js(Vǫ(s, •)f) =
∫ T
s
e−u(Js(Vǫ(s, •)f, u) ∧ 1)du+
∫ ∞
T
e−u(Js(Vǫ(s, •)f, u) ∧ 1)du
<
δ
2
(e−s − e−T ) + e−T ≤ δ
N. Vadori and A. Swishchuk/ 18
4.3. Weak convergence in D(J(s), Y ) of the inhomogeneous Random
Evolution
In this section, we prove our main result 4.19. As in [27] and [25], we start by finding
a martingale characterization of Vǫ(s, •)f (4.15, 4.17). We then prove that this mar-
tingale converges weakly to zero (4.18). Nevertheless, the proof of the main result 4.19
will differ completely from what has been done in the latter references, for the reasons
mentioned in introduction.
We first start by the following definition that involves the operator (P − I)−1 of the
uniformly ergodic Markov Chain (xn).
Definition 4.13. Assume (A0). For f ∈ Y1, x ∈ X, t ∈ J, let fǫ(x, t) := f+ǫf1(x, t),
where f1 is the unique solution of the equation (see [18], proposition 4):
(P − I)f1(•, t)(x) =Mρ[Â(t)− a(x, t)]f
a(x, t) :=
1
Mρ
(
m1(x)Ax(t) + PD
0
1(x, •)(x)
)
Â(t) := Πa(•, t)
namely, f1(x, t) =Mρ(P − I)−1(Â(t)f − a(•, t)f)(x).
Remark 4.14. Recall that P,Π,Mρ have been defined at the beginning of section 3.
The existence of f1 is guaranteed because Π[Â(t)− a(•, t)]f = 0 by definition of Â (see
[18], proposition 4). In fact, in [18], the operators Π and P are defined on BbR(X) but
the results hold true if we work on BbE(X), where E is any Banach space such that
[Â(t)−a(x, t)]f ∈ E (e.g. E = Y1 if f ∈ D̂, E = Y if f ∈ Y1). To see that, first observe
that P and Π can be defined the same way on BbE(X) as they were on B
b
R(X). Then take
ℓ ∈ E∗ such that ||ℓ|| = 1 and g ∈ BbE(X) such that ||g||Bb
E
(X) = maxx ||g(x)||E = 1.
We therefore have that: ||ℓ ◦ g||Bb
R
(X) ≤ 1, and since we have the uniform ergodicity on
BbR(X), we have that :
sup
||ℓ||=1
||g||
Bb
E
(X)
=1
x∈X
|Pn(ℓ ◦ g)(x)− Π(ℓ ◦ g)(x)| ≤ ||Pn − Π||B(Bb
R
(X)) → 0
By linearity of ℓ, P,Π (and because P and Π can be defined the same way on BbE(X) as
they were on BbR(X)) we get that |Pn(ℓ◦g)(x)−Π(ℓ◦g)(x)| = |ℓ(Png(x)−Πg(x))|. But
because ||Png(x)− Πg(x)||E = sup||ℓ||=1 |ℓ(Png(x)− Πg(x))| and that this supremum
is attained (see e.g. [2], section III.6), then:
sup
||ℓ||=1
||g||
Bb
E
(X)
=1
x∈X
|ℓ(Png(x)−Πg(x))| = sup
||g||
Bb
E
(X)
=1
x∈X
||Png(x)−Πg(x)||E
= sup
||g||
Bb
E
(X)
=1
||Png −Πg||Bb
E
(X) = ||Pn − Π||B(Bb
E
(X))
and so we also have ||Pn − Π||B(Bb
E
(X)) → 0, i.e. the uniform ergodicity in BbE(X).
Now, according to the proofs of theorems 3.4, 3.5 chapter VI of [21] and because the
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Markov chain (xn) is aperiodic, ||Pn − Π||B(Bb
E
(X)) → 0 is the only thing we need to
prove that P − I is invertible on:
BΠE(X) := {f ∈ BbE(X) : Πf = 0},
the space E plays no role. Further, (P − I)−1 ∈ B(BΠE(X)) by the bounded inverse
theorem.
Lemma 4.15. Assume (A0). Define recursively for ǫ ∈ (0, 1], s ∈ J:
V ǫ0 (s) := I
V ǫn+1(s) := V
ǫ
n(s)Γxn(s)
(
T ǫ,sn (s), T
ǫ,s
n+1(s)
)
Dǫ(xn(s), xn+1(s))
i.e. V ǫn(s) = Vǫ(s, T
ǫ,s
n (s)); and for f ∈ Y1:
M ǫn(s)f := V
ǫ
n(s)f
ǫ(xn(s), T
ǫ,s
n (s))− fǫ(x(s), s)
−
n−1∑
k=0
E[V ǫk+1(s)f
ǫ(xk+1(s), T
ǫ,s
k+1(s))− V ǫk (s)fǫ(xk(s), T ǫ,sk (s))|Fk(s)]
so that (M ǫn(s)f)n∈N is a Fn(s)−martingale by construction. Let for t ∈ J(s):
M˜ ǫt (s)f := M
ǫ
Ns
(
t
1
ǫ
,s
)
+1
(s)f
F˜ǫt (s) := F
Ns
(
t
1
ǫ
,s
)
+1
(s)
where Fn(s) := σ [xk(s), Tk(s) : k ≤ n]∨σ(P−null sets) and F
Ns
(
t
1
ǫ
,s
)
+1
(s) is defined
the usual way (provided we have shown that Ns
(
t
1
ǫ
,s
)
+ 1 is a Fn(s)-stopping time
∀t ∈ J(s)). Then ∀ℓ ∈ Y ∗, ∀s ∈ J, ∀ǫ ∈ (0, 1], ∀f ∈ Y1, (ℓ(M˜ ǫt (s)f), F˜ǫt (s))t∈J(s) is a
real-valued martingale.
Remark: The expectations in 4.15 are taken in the usual Bochner sense and that will
be the case throughout all the paper, unless mentioned otherwise.
Proof. By construction (ℓ(M ǫn(s)f),Fn(s))n∈N is a martingale. Let θ(t) := Ns
(
t
1
ǫ
,s
)
+
1. ∀t ∈ J(s), θ(t) is a Fn(s)−stopping time, because:
{θ(t) = n} =
{
Ns
(
t
1
ǫ
,s
)
= n− 1
}
=
{
Tn−1(s) ≤ t 1ǫ ,s
}
∩
{
Tn(s) > t
1
ǫ
,s
}
∈ Fn(s)
Let t1 ≤ t2 ∈ J(s). We have that (ℓ(M ǫθ(t2)∧n(s)f),Fn(s))n∈N is a martingale. Assume
we have shown that it is uniformly integrable, then we can apply the optional sampling
theorem for uniformly integrable martingales to the stopping times θ(t1) ≤ θ(t2) a.e
and get:
E[ℓ(M ǫθ(t2)∧θ(t2)(s)f)|Fθ(t1)(s)] = ℓ(M ǫθ(t1)∧θ(t2)(s)f) a.e.
⇒ E[ℓ(M ǫθ(t2)(s)f)|Fθ(t1)(s)] = ℓ(M ǫθ(t1)(s)f) a.e.
⇒ E[ℓ(M˜ ǫt2(s)f)|F˜ǫt1(s)] = ℓ(M˜ ǫt1(s)f) a.e.,
N. Vadori and A. Swishchuk/ 20
which shows that (ℓ(M˜ ǫt (s)f), F˜ǫt (s))t∈J(s) is a martingale. Now to show the uniform
integrability, by [4] it is sufficient to show that supn E(||M ǫθ(t2)∧n(s)f ||2) <∞. But:
||M ǫθ(t2)∧n(s)f || ≤ 2||f || + ||f1||+ 2(||f || + ||f1||)(θ(t2) ∧ n) ≤ 2(||f || + ||f1||)(1 + θ(t2))
where ||f1|| := supx,u ||f1(x, u)|| (||f1|| <∞ since by (A0), supu ||Ax(u)||B(Y1,Y ) <∞
and (P − I)−1 ∈ B(BΠY (X)) by Remark 4.14). Since E(θ(t2)2) < ∞ by [7], we are
done.
Remark 4.16. In the following we will make use of the fact that can be found in
[1] (theorem 3.1) that for sequences (Xn), (Yn) of random variables with value in a
separable metric space with metric d′, if Xn ⇒ X and d′(Xn, Yn)⇒ 0, then Yn ⇒ X.
In our case we will typically have d′(Xn, Yn)
a.e.→ 0, and to show it we will use the
remark in [4] after lemma 5.1, chapter 3 that implies that if (Xn), (Yn) take value in
D(J(s), Y ) and if ∀T ∈ Q+ ∩ J(s):
lim
n→∞
sup
t∈[s,T ]
||Xn(ω)(t)− Yn(ω)(t)|| = 0 a.e.
then d(Xn, Yn)
a.e.→ 0 (where as mentioned before, d is the Skorohod metric).
Lemma 4.17. Assume (A0) and let nǫ(s, t) := 1+ ⌊ t−sǫMρ ⌋ and t
ǫ
k(s, t) := s+k
t−s
nǫ(s,t)
.
For f ∈ D̂ and s ∈ J, M˜ ǫ•(s)f has the asymptotic representation:
M˜ ǫ•(s)f = Vǫ(s, •)f − f − ǫMρ
nǫ(s,•)∑
k=1
Vǫ(s, t
ǫ
k(s, •))Â (tǫk(s, •)) f + ◦(1) a.e.,
where ◦(ǫp) is defined by the following property:
∀T ∈ Q+ ∩ J(s), lim
ǫ→0
ǫ−p sup
t∈[s,T ]
|| ◦ (ǫp)|| = 0 a.e.,
so that the remark 4.16 on the a.e. convergence in the Skorohod space will be satisfied.
Proof. For sake of clarity let:
fǫk := f
ǫ(xk(s), T
ǫ,s
k (s)) f1,k := f1(xk(s), T
ǫ,s
k (s))
First we have that:
V ǫ
Ns
(
t
1
ǫ
,s
)
+1
(s)fǫ
Ns
(
t
1
ǫ
,s
)
+1
= V ǫ
Ns
(
t
1
ǫ
,s
)
+1
(s)f + ◦(1)
because ||V ǫ
Ns
(
t
1
ǫ
,s
)
+1
(s)f
1,Ns
(
t
1
ǫ
,s
)
+1
|| ≤ ||f1||.
Where ||f1|| is defined similarly as in the proof of 4.15. Now we have:
V ǫk+1(s)f
ǫ
k+1 − V ǫk (s)fǫk = V ǫk (s)(fǫk+1 − fǫk) + V ǫk+1(s)fǫk+1 − V ǫk (s)fǫk+1
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and:
E[V ǫk (s)(f
ǫ
k+1 − fǫk)|Fk(s)] = ǫV ǫk (s)E[(f1,k+1 − f1,k)|Fk(s)],
as V ǫk (s) is Fk(s) − Bor(B(Y )) measurable. Now, we know that every discrete time
Markov process with stationary transition kernel (i.e. that does not depend on n) has
the strong Markov property, so the Markov process (xn, Tn) has it. For k ≥ 1, the
times N(s) + k are Fn(0)−stopping times. Therefore for k ≥ 1:
E[(f1,k+1 − f1,k)|Fk(s)] = E[(f1,k+1 − f1,k)|Tk(s), xk(s)]
and again using the strong Markov property as well as the stationarity of the Markov
Renewal process:
E[(f1,k+1 − f1,k)|Tk(s) = tk, xk(s) = x]
=
∑
y∈X
∫ ∞
0
f1 (y, t
ǫ,s
k + ǫu)Q(x, y, du)− f1 (x, tǫ,sk )
Let f ′1(x, t) = Mρ(P − I)−1[Â′(t)f − a′(•, t)f ](x), and a′(x, t) = 1Mρm1(x)A
′
x(t),
Â′(t) = Πa′(•, t) which exists because (P − I)−1 ∈ B(BΠY1 (X)) and f ∈ ∩x∈XD(A′x).
Using the Fundamental theorem of Calculus for the Bochner integral (v → f ′1(y, v) ∈
L1Y ([a, b]) ∀[a, b] since ||f ′1|| <∞ by (A0): indeed, supx,t ||A′x(t)f || <∞):
E[(f1,k+1 − f1,k)|Tk(s) = tk, xk(s) = x]
=
∑
y∈X
∫ ∞
0
[
f1 (y, t
ǫ,s
k ) +
∫ tǫ,s
k
+ǫu
t
ǫ,s
k
f ′1(y, v)dv
]
Q(x, y, du)− f1 (x, tǫ,sk )
= (P − I)f1 (•, tǫ,sk ) (x) +
∑
y∈X
∫ ∞
0
[∫ ǫu
0
f ′1(y, t
ǫ,s
k + v)dv
]
Q(x, y, du)
= (P − I)f1 (•, tǫ,sk ) (x) + ◦(1)
because as mentioned before: ||f ′1|| <∞ by (A0) and:∑
y∈X
∫ ∞
0
[∫ ǫu
0
f ′1(y, t
ǫ,s
k + v)dv
]
Q(x, y, du) ≤ ǫ||f ′1||m1(x)
All put together we have for k ≥ 1, using the definition of f1:
E[V ǫk (s)(f
ǫ
k+1 − fǫk)|Fk(s)] = ǫV ǫk (s)(P − I)f1 (•, T ǫ,sk (s)) (xk(s)) + ◦(ǫ)
= ǫMρV
ǫ
k (s)
[
Â(T ǫ,sk (s))− a(xk(s), T ǫ,sk (s))
]
f + ◦(ǫ)
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and the first term:
E[V ǫ0 (s)(f
ǫ
1 − fǫ0)|Fk(s)] = ◦(1) (≤ 2ǫ||f1||)
Now we have to compute the terms corresponding to V ǫk+1(s)f
ǫ
k+1 − V ǫk (s)fǫk+1. We
will show that the term corresponding to k = 0 is ◦(1) and that for k ≥ 1:
E[V ǫk+1(s)f
ǫ
k+1 − V ǫk (s)fǫk+1|Fk(s)] = ǫMρV ǫk (s)a(xk(s), T ǫ,sk (s))f + ◦(ǫ)
To conclude, we have to show that
∑Ns(t 1ǫ ,s)
k=1 ◦(ǫ) = ◦(1). But
∣∣∣∣∣∣
∣∣∣∣∣∣∑
Ns
(
t
1
ǫ
,s
)
k=1 ◦(ǫ)
∣∣∣∣∣∣
∣∣∣∣∣∣ ≤
||◦(ǫ)||
ǫ
ǫNs
(
t
1
ǫ
,s
)
. The fact that supt∈[0,T ] ǫNs
(
t
1
ǫ
,s
)
= ǫNs
(
T
1
ǫ
,s
)
a.e.→ T−s
Mρ
concludes
the proof.
For the term k = 0, we have using (A0), the definition of V ǫk and 2.8:
V ǫ1 (s)f
ǫ
1 − V ǫ0 (s)fǫ1 = V ǫ1 (s)f − f + ◦(1)
= Γx(s) (s, T
ǫ,s
1 (s))D
ǫ(x(s), x1(s))f − f + ◦(1)
= Γx(s) (s, T
ǫ,s
1 (s)) (D
ǫ(x(s), x1(s))f − f) + Γx(s) (s, T ǫ,s1 (s)) f − f + ◦(1)
⇒ E[V ǫ1 (s)fǫ1 − V ǫ0 (s)fǫ1 |F0(s)] ≤ max
x,y
||Dǫ(x, y)f − f ||
+
∫ ∞
0
ǫu sup
x,t
||Ax(t)||B(Y1,Y )||f ||Y1F (x, du)
≤ ǫ
(
sup
ǫ,x,y
||Dǫ1(x, y)f ||+ ||f ||Y1 sup
x,t
m1(x)||Ax(t)||B(Y1,Y )
)
= ◦(1)
Now we have for k ≥ 1:
V ǫk+1(s)− V ǫk (s) = V ǫk (s)
[
Γxk(s)
(
T ǫ,sk (s), T
ǫ,s
k+1(s)
)
Dǫ(xk(s), xk+1(s))− I
]
And because by (A0) we have supǫ,x,y ||Dǫ1(x, y)g|| <∞ for g ∈ Y1, we get using 2.8:
Dǫ(xk(s), xk+1(s))g = g +
∫ ǫ
0
Du1 (xk(s), xk+1(s))gdu
and Γxk(s)
(
T ǫ,sk (s), T
ǫ,s
k+1(s)
)
g = g +
∫ Tǫ,s
k+1
(s)
T
ǫ,s
k
(s)
Γxk(s)(T
ǫ,s
k (s), u)Axk(s)(u)gdu
Because f ∈ D̂, we get that Â(t)f ∈ Y1, a(x, t)f ∈ Y1 ∀t, x. Since (P − I)−1 ∈
B(BΠY1(X)) (by remark 4.14), we get that f1,k+1 ∈ Y1 and therefore using the previous
representations and (A0):
Γxk(s)
(
T ǫ,sk (s), T
ǫ,s
k+1(s)
)
Dǫ(xk(s), xk+1(s))f1,k+1 = Γxk(s)
(
T ǫ,sk (s), T
ǫ,s
k+1(s)
)
f1,k+1 + ◦(1)
= f1,k+1 +
∫ Tǫ,s
k+1
(s)
T
ǫ,s
k
(s)
Γxk(s)(T
ǫ,s
k (s), u)Axk(s)(u)f1,k+1du+ ◦(1)
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Therefore taking the conditional expectation we get:
E[V ǫk+1(s)f1,k+1 − V ǫk (s)f1,k+1|Fk(s)]
= V ǫk (s)
∑
y∈X
∫ ∞
0
[∫ ǫu
0
Γxk(s)(T
ǫ,s
k (s), T
ǫ,s
k (s) + v)Axk(s)(T
ǫ,s
k (s) + v)f1,k+1dv
]
Q(xk(s), y, du) + ◦(1)
= ◦(1) (≤ ǫCm1(xk(s)) for some constant C by (A0))
and so:
E[V ǫk+1(s)f
ǫ
k+1 − V ǫk (s)fǫk+1|Fk(s)] = E[V ǫk+1(s)f − V ǫk (s)f |Fk(s)] + ◦(ǫ)
Now because f ∈ D̂ and by (A0) (which ensures that the integral below exists):
Dǫ(xk(s), xk+1(s))f = f + ǫD
0
1(xk(s), xk+1(s))f +
∫ ǫ
0
(ǫ− u)Du2 (xk(s), xk+1(s))fdu
And so using boundedness of Dǫ2 (again (A0)):
Γxk(s)
(
T ǫ,sk (s), T
ǫ,s
k+1(s)
)
Dǫ(xk(s), xk+1(s))f
= Γxk(s)
(
T ǫ,sk (s), T
ǫ,s
k+1(s)
)
f + ǫΓxk(s)
(
T ǫ,sk (s), T
ǫ,s
k+1(s)
)
D01(xk(s), xk+1(s))f + ◦(ǫ)
The first term has the representation by (2.13):
Γxk(s)
(
T ǫ,sk (s), T
ǫ,s
k+1(s)
)
f = f +
∫ Tǫ,s
k+1
(s)
T
ǫ,s
k
(s)
Axk(s)(u)fdu
+
∫ Tǫ,s
k+1
(s)
T
ǫ,s
k
(s)
∫ u
T
ǫ,s
k
(s)
Γxk(s)(T
ǫ,s
k (s), r)Axk(s)(r)Axk(s)(u)fdrdu
Taking the conditional expectation and using the fact that by (A0): supu,x ||Ax(u)f ||Y1 <
∞, supu,x ||Ax(u)||B(Y1,Y ) <∞ and m2(xk(s)) <∞, we have:
E
[∫ Tǫ,s
k+1
(s)
T
ǫ,s
k
(s)
∫ u
T
ǫ,s
k
(s)
Γxk(s)(T
ǫ,s
k (s), r)Axk(s)(r)Axk(s)(u)fdrdu
∣∣∣∣∣Fk(s)
]
= ◦(ǫ)
The second term has the representation, because f ∈ D̂ (which ensures thatD01(x, y)f ∈
Y1) and using 2.8:
ǫΓxk(s)
(
T ǫ,sk (s), T
ǫ,s
k+1(s)
)
D01(xk(s), xk+1(s))f
= ǫD01(xk(s), xk+1(s))f + ǫ
∫ Tǫ,s
k+1
(s)
T
ǫ,s
k
(s)
Γxk(s) (T
ǫ,s
k (s), u)Axk(s)(u)D
0
1(xk(s), xk+1(s))fdu
= ǫD01(xk(s), xk+1(s))f + ◦(ǫ)
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And so all together we have:
E[V ǫk+1(s)f − V ǫk (s)f |Fk(s)] = V ǫk (s)E
[∫ Tǫ,s
k+1
(s)
T
ǫ,s
k
(s)
Axk(s)(u)fdu+ ǫD
0
1(xk(s), xk+1(s))f
∣∣∣∣∣Fk(s)
]
+ ◦(ǫ)
We have by the strong Markov property and the stationarity of the Markov Renewal
process:
E
[
D01(xk(s), xk+1(s))f | Fk(s)
]
= PD01(xk(s), •)(xk(s))f
and:
E
[∫ Tǫ,s
k+1
(s)
T
ǫ,s
k
(s)
Axk(s)(u)fdu
∣∣∣∣∣ xk(s) = x, Tk(s) = tk
]
=
∑
y∈X
∫ ∞
0
[∫ tǫ,s
k
+ǫu
t
ǫ,s
k
Ax(v)fdv
]
Q(x, y, du)
=
∑
y∈X
∫ ∞
0
[
ǫuAx(t
ǫ,s
k )f +
∫ ǫu
0
(ǫu− v)A′x(tǫ,sk + v)fdv
]
Q(x, y, du)
= ǫm1(x)Ax(t
ǫ,s
k )f + ◦(ǫ) as sup
u,x
||A′x(u)f || <∞ and m2(x) <∞.
So finally we get:
E[V ǫk+1(s)f
ǫ
k+1 − V ǫk (s)fǫk+1|Fk(s)] = ǫMρV ǫk (s)a(xk(s), T ǫ,sk (s))f + ◦(ǫ)
And therefore:
M˜ ǫt (s)f = V
ǫ
Ns
(
t
1
ǫ
,s
)
+1
(s)f − f − ǫMρ
Ns
(
t
1
ǫ
,s
)∑
k=1
Vǫ(s, T
ǫ,s
k (s))Â (T
ǫ,s
k (s)) f + ◦(1)
Now, let θ(t) := Ns
(
t
1
ǫ
,s
)
+ 1. Using (A0) (in particular uniform boundedness of
sojourn times):
V ǫθ(t)(s)f = Vǫ(s, t)Γxθ(t)−1(s)(t, T
ǫ,s
θ(t)(s))D
ǫ(xθ(t)−1(s), xθ(t)(s))f
⇒ ||V ǫθ(t)(s)f − Vǫ(s, t)f || ≤ ||Γxθ(t)−1(s)(t, T ǫ,sθ(t)(s))Dǫ(xθ(t)−1(s), xθ(t)(s))f − f ||
≤ ||Dǫ(xθ(t)−1(s), xθ(t)(s))f − f ||+ ||Γxθ(t)−1(s)(t, T ǫ,sθ(t)(s))f − f ||
≤ ǫ sup
ǫ,x,y
||Dǫ1(x, y)f ||+ (T ǫ,sθ(t)(s)− t) sup
x,t
||Ax(t)||B(Y1,Y )||f ||Y1
≤ ǫ sup
ǫ,x,y
||Dǫ1(x, y)f ||+ (T ǫ,sθ(t)(s)− T ǫ,sθ(t)−1(s)) sup
x,t
||Ax(t)||B(Y1,Y )||f ||Y1
≤ ǫ sup
ǫ,x,y
||Dǫ1(x, y)f ||+ ǫτ¯ sup
x,t
||Ax(t)||B(Y1,Y )||f ||Y1
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And therefore:
V ǫ
Ns
(
t
1
ǫ
,s
)
+1
(s)f = Vǫ(s, t)f + ◦(1)
Now let’s prove the final step, i.e.:
ǫ
Ns
(
t
1
ǫ
,s
)∑
k=1
Vǫ(s, T
ǫ,s
k (s))Â (T
ǫ,s
k (s)) f = ǫ
nǫ(s,t)∑
k=1
Vǫ(s, t
ǫ
k(s, t))Â (t
ǫ
k(s, t)) f + ◦(1)
We have:∣∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣ǫ
Ns
(
t
1
ǫ
,s
)∑
k=1
Vǫ(s, T
ǫ,s
k (s))Â (T
ǫ,s
k (s)) f − ǫ
nǫ(s,t)∑
k=1
Vǫ(s, t
ǫ
k(s, t))Â (t
ǫ
k(s, t)) f
∣∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣
≤ ǫ
Ns
(
t
1
ǫ
,s
)∑
k=1
||Vǫ(s, T ǫ,sk (s))Â (T ǫ,sk (s)) f − Vǫ(s, tǫk(s, t))Â (tǫk(s, t)) f ||︸ ︷︷ ︸
(i)
+ ǫ
∣∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣
Ns
(
t
1
ǫ
,s
)∑
k=1
Vǫ(s, t
ǫ
k(s, t))Â (t
ǫ
k(s, t)) f −
nǫ(s,t)∑
k=1
Vǫ(s, t
ǫ
k(s, t))Â (t
ǫ
k(s, t)) f
∣∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣︸ ︷︷ ︸
(ii)
For the second term (ii) we have:
ǫ
∣∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣
Ns
(
t
1
ǫ
,s
)∑
k=1
Vǫ(s, t
ǫ
k(s, t))Â (t
ǫ
k(s, t)) f −
nǫ(s,t)∑
k=1
Vǫ(s, t
ǫ
k(s, t))Â (t
ǫ
k(s, t)) f
∣∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣
≤ ǫC
∣∣∣Ns (t 1ǫ ,s)− nǫ(s, t)∣∣∣ = C ∣∣∣∣ǫNs (t 1ǫ ,s)− t− sMρ
∣∣∣∣+ ◦(1)
where C := |X| supt,x
[
m1(x)||Ax(t)||B(Y1,Y )||f ||Y1 + ||PD01(x, •)(x)||
]
. Now, let {ηn} ⊆
R+∗ any sequence such that ηn → 0 :
sup
t∈[s,T ]
∣∣∣∣ǫNs (t 1ǫ ,s)− t− sMρ
∣∣∣∣ ≤ sup
t∈[s,s+ηn]
∣∣∣∣ǫNs (t 1ǫ ,s)− t− sMρ
∣∣∣∣+ sup
t∈[s+ηn,T ]
∣∣∣∣ǫNs (t 1ǫ ,s)− t− sMρ
∣∣∣∣
We have:
sup
t∈[s,s+ηn]
∣∣∣∣ǫNs (t 1ǫ ,s)− t− sMρ
∣∣∣∣ ≤ ǫNs ((s+ ηn) 1ǫ ,s)+ ηnMρ
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and since ǫNs
(
(s+ ηn)
1
ǫ
,s
)
a.e.→ ηn
Mρ
we have:
lim sup
ǫ→0
sup
t∈[s,s+ηn]
∣∣∣∣ǫNs (t 1ǫ ,s)− t− sMρ
∣∣∣∣ ≤ 2ηnMρ on some subset Ωn : P(Ωn) = 1
Now, in the proof of 4.11 we showed that:
lim
ǫ→0
sup
t∈[s+ηn,T ]
∣∣∣∣ǫNs (t 1ǫ ,s)− t− sMρ
∣∣∣∣ = 0 on some subset Ω′n : P(Ω′n) = 1
So finally we have on Ω∗ :=
⋂
n Ωn ∩ Ω′n:
lim sup
ǫ→0
sup
t∈[s,T ]
∣∣∣∣ǫNs (t 1ǫ ,s)− t− sMρ
∣∣∣∣ ≤ 2ηnMρ ∀n
Taking the limit as ηn → 0 we get that :
lim
ǫ→0
sup
t∈[s,T ]
∣∣∣∣ǫNs (t 1ǫ ,s)− t− sMρ
∣∣∣∣ = 0 on Ω∗
which shows that (ii) = ◦(1).
For the first term (i), we begin by the same trick:
sup
t∈[s,T ]
(i) ≤ sup
t∈[s,s+ηn]
(i) + sup
t∈[s+ηn,T ]
(i)
and on Ω∗, ∀n:
sup
t∈[s,s+ηn]
(i) ≤ CǫNs
(
(s+ ηn)
1
ǫ
,s
)
⇒ lim sup
ǫ→0
sup
t∈[s,s+ηn]
(i) ≤ C ηn
Mρ
Let ω ∈ Ω∗. Let δ > 0. Because f ∈ D̂, t→ Â(t)f is continuous on [s, T ], and therefore
uniformly continuous on it, therefore ∃r = r(δ), r < δ such that:
|u1 − u2| < r ⇒ ||Â(u1)f − Â(u2)f || < δ
Take a := {aj}j=0..na any partition of [s, t] (a0 = s, ana = t) such that ||a|| < c0r, for
some constant c0 to be chosen. We have:
Ns
(
t
1
ǫ
,s
)∑
k=1
||Vǫ(s, T ǫ,sk (s))Â (T ǫ,sk (s)) f − Vǫ(s, tǫk(s, t))Â (tǫk(s, t)) f ||
=
na−1∑
j=0
Ns
(
a
1
ǫ
,s
j+1
)
∑
k=Ns
(
a
1
ǫ
,s
j
)
+1
||Vǫ(s, T ǫ,sk (s))Â (T ǫ,sk (s)) f − Vǫ(s, tǫk(s, t))Â (tǫk(s, t)) f ||
N. Vadori and A. Swishchuk/ 27
If k ∈
[
Ns
(
a
1
ǫ
,s
j
)
+ 1, Ns
(
a
1
ǫ
,s
j+1
)]
, we have T ǫ,sk (s) ∈ [aj , aj+1]. Also, by definition of
Ω∗, there exists r1(δ) > 0 such that for ǫ < r1 we have supt∈[s,T ]
∣∣∣ǫNs (t 1ǫ ,s)− t−sMρ ∣∣∣ <
c1r (for some c1 to be chosen) so that:
tǫk(s, t) ≤ s+ ǫNs
(
a
1
ǫ
,s
j+1
)
t− s
ǫnǫ(s, t)
≤ s+ t− s
ǫnǫ(s, t)
(
c1r +
aj+1 − s
Mρ
)
≤ s+Mρ
(
c1r +
aj+1 − s
Mρ
)
= aj+1 +Mρc1r
We also have:
tǫk(s, t) ≥ s+ ǫ(Ns
(
a
1
ǫ
,s
j
)
+ 1)
t− s
ǫnǫ(s, t)
Since t ≥ s+ ηn, we have t−sǫMρ ≥
ηn
ǫMρ
∀t ∈ [s+ ηn, T ]. Therefore we can find a r2(n, δ)
such that for ǫ < r2:
λǫt
1+⌊λǫt⌋
≥ 1 − c2r ∀t ∈ [s + ηn, T ], where λǫt := t−sǫMρ and c2 a
constant to be chosen. So for ǫ < r1 ∧ r2:
tǫk(s, t) ≥ s+Mρ(1− c2r)(aj − s
Mρ
− c1r) ≥ c2rs+ (1− c2r)aj −Mρc1r
so that, because ||a|| < c0r and choosing c0 = 14 , c1 = 18Mρ , c2 = 14T :
|T ǫ,sk (s)− tǫk(s, t)| ≤ c0r + 2Mρc1r + c2rT =
3
4
r < r
Now we have:
||Vǫ(s, T ǫ,sk (s))Â (T ǫ,sk (s)) f − Vǫ(s, tǫk(s, t))Â (tǫk(s, t)) f ||
≤||Â (T ǫ,sk (s)) f − Â (tǫk(s, t)) f ||+ ||(Vǫ(s, T ǫ,sk (s))− Vǫ(s, tǫk(s, t)))Â (tǫk(s, t)) f ||
Let ǫ < r1 ∧ r2. For the first term we have immediately:
|T ǫ,sk (s)− tǫk(s, t)| < r ⇒ ||Â (T ǫ,sk (s)) f − Â (tǫk(s, t)) f || < δ
For the other term, using 4.10 as we did in the proof of 4.11 we get that:
||(Vǫ(s, T ǫ,sk (s))− Vǫ(s, tǫk(s, t)))Â (tǫk(s, t)) f ||
≤ rC1 + C2ǫN
(
(s+ 3r)
1
ǫ
,s
)
+ C2ǫ sup
t∈[s+2r,T−r]
[
N
(
(t+ r)
1
ǫ
,s
)
−N
(
(t− r) 1ǫ ,s
)]
By definition of Ω∗:
ǫN
(
(s+ 3r)
1
ǫ
,s
)
≤ 3r
Mρ
+ c1r
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and exactly as in the proof of 4.11:
ǫ sup
t∈[s+2r,T−r]
[
N
(
(t+ r)
1
ǫ
,s
)
−N
(
(t− r) 1ǫ ,s
)]
< 2c1r +
2r
Mρ
So that all together:
||(Vǫ(s, T ǫ,sk (s))− Vǫ(s, tǫk(s, t)))Â (tǫk(s, t)) f || ≤ C0r < C0δ for some C0 ∈ R+
Finally we get that for ǫ < r1 ∧ r2 and on Ω∗
sup
t∈[s+ηn,T ]
(i) ≤ (1 + C0)ǫNs
(
T
1
ǫ
,s
)
δ ≤ C3δ
This means that on Ω∗: limǫ→0 supt∈[s+ηn,T ](i) = 0 ∀n and therefore:
lim sup
ǫ→0
sup
t∈[s,T ]
(i) ≤ ηn
Mρ
∀n
Taking the limit as ηn → 0 we get that lim supǫ→0 supt∈[s,T ](i) = 0 on Ω∗, which
concludes the proof.
Lemma 4.18. Assume (A0) and let f ∈ D̂, s ∈ J and assume that for some sequence
ǫn → 0, M˜ ǫn• (s)f ⇒M0• (s, f) for some D(J(s), Y )−valued random variable M0• (s, f).
Then M˜0• (s)f = 0 a.e..
Proof. Let ℓ ∈ Y ∗. Then ℓ(M˜ ǫn• (s)f) is a real-valued martingale by 4.15 and using
problem 13, section 3.11 of [4] together with the continuous mapping theorem, we
get that ℓ(M˜ ǫn• (s)f) ⇒ ℓ(M0• (s, f)). The fact that the process ℓ(M0• (s, f)) is a local
martingale with respect to its natural filtration is a direct application of a result that
can be found in [10] (corollary 1.19, chapter IX). We have to show that the jumps of
ℓ(M˜ ǫn• (s)f) are uniformly bounded. We have:
M ǫnk+1(s)f −M ǫnk (s)f = ∆V ǫnk+1(s)fǫnk+1 − E[∆V ǫnk+1(s)fǫnk+1|Fk(s)]
where ∆V ǫnk+1(s)f
ǫn
k+1 := V
ǫn
k+1(s)f
ǫn
k+1 − V ǫnk (s)fǫnk
and where fǫnk+1 has been defined in the proof of 4.17. Then we have:∣∣∣∆ℓ(M˜ ǫnt (s)f)∣∣∣ = ∣∣∣ℓ(∆M˜ ǫnt (s)f)∣∣∣ ≤ 2||ℓ|| sup
k∈N
||∆V ǫnk+1(s)fǫnk+1||
≤ 4||ℓ||(||f || + ||f1||)
Now, we observe that ℓ(M˜ ǫn• (s)f) is square-integrable since using its definition we get
immediately that for some C1, C2 ∈ R+:
|ℓ(M˜ ǫnt (s)f)| ≤ C1Ns
(
t
1
ǫn
,s
)
+ C2
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and that E
[
Ns
(
t
1
ǫn
,s
)2]
< ∞ by [7]. Now according to theorem 5.1 in [26], if we
prove that ∀t:
〈
ℓ(M˜ ǫn• (s)f)
〉
t
⇒ 0, then we get that ℓ(M0• (s, f)) is equal to the zero
process, up to indistinguishability. In particular, it yields that ∀t ∈ J(s), ∀ℓ ∈ Y ∗:
ℓ(M0t (s, f)) = 0 a.e.. Now, by [15] (chapter 2), we know that the dual space of every
separable Banach space has a countable total subset, more precisely there exists a
countable subset S ⊆ Y ∗ such that ∀g ∈ Y :
(ℓ(g) = 0 ∀ℓ ∈ S)⇒ g = 0
since P[ℓ(M0t (s, f)) = 0, ∀ℓ ∈ S] = 1, we get M0t (s, f) = 0 a.e., i.e. M0• (s, f) is a
modification of the zero process. Since both process have a.e. right-continuous paths,
they are in fact indistinguishable (see [12]). And so M0• (s, f) = 0 a.e..
Now it remains to show that ∀t, the quadratic variation
〈
ℓ(M˜ ǫn• (s)f)
〉
t
⇒ 0. Using
the definition of M˜ ǫn• (s)f in 4.15, we get that:
〈
ℓ(M˜ ǫn• (s)f)
〉
t
=
Ns
(
t
1
ǫn
,s
)∑
k=0
E
[
ℓ2(M ǫnk+1(s)f −M ǫnk (s)f)
∣∣Fk(s)]
and:
M ǫnk+1(s)f −M ǫnk (s)f = ∆V ǫnk+1(s)fǫnk+1 − E[∆V ǫnk+1(s)fǫnk+1|Fk(s)]
where ∆V ǫnk+1(s)f
ǫn
k+1 := V
ǫn
k+1(s)f
ǫn
k+1 − V ǫnk (s)fǫnk
In the proof of 4.17 we proved that if f ∈ D̂, then:∣∣∣∣∆V ǫnk+1(s)fǫnk+1∣∣∣∣ ≤ Cǫn
and therefore that: 〈
ℓ(M˜ ǫn• (s)f)
〉
t
≤ 4C2||ℓ||2ǫ2nNs
(
t
1
ǫn
,s
)
a.e.→ 0
because ǫnNs
(
t
1
ǫn
,s
)
a.e.→ t−s
Mρ
.
To prove our next theorem, we need the following 2 assumptions, usually fulfilled in
practice (see section 5):
(A2) ∀s ∈ J, {Vǫ(s, •)Â(•)} satisfies the compact containment criterion in D̂
(A3) Â is the generator of a regular inhomogeneous Y−semigroup Γ̂
Let’s make some comments about these assumptions. About (A3), we first notice by
2.11, that if we assume Y1 to be dense in Y as it will be the case, then Γ̂ is unique. (A3)
will in general be satisfied in practice because from the expression of Â (see 4.13), we
can write Γ̂ explicitly as some average of the semigroups {Γx}x∈X (see section 5).
(A2) yields that {Vǫ(s, •)Â(•)} is D̂−C-relatively compact. Indeed, in theorems 4.6
and 4.7, the 2 other conditions are proved exactly the same way as in the proofs of
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theorems 4.11 and 4.12, using the continuity of Â on D̂ (recall ⋂x∈X D(A′x) ⊆ D̂).
The proof of the compact containment criterion is linked to the nature of the Banach
space Y , as we saw in 4.8, 4.9. The idea to see how it can be proved here is the following:
For fixed t0 ∈ J(s) and f ∈ D̂, we know that Â(t0)f ∈ Y1, and since {Vǫ} satisfies the
compact containment criterion in Y1 ((A1)), ∃K = K(t0, T,∆, f) ⊆ Y compact set
such that:
lim inf
ǫ→0
P[Vǫ(s, t)Â(t0)f ∈ K ∀t ∈ [s, T ]] ≥ 1−∆
What we want to prove is that, in some way, we can ”put the ∀t0 inside the probability”,
namely ∃K = K(T,∆, f) ⊆ Y compact set such that:
lim inf
ǫ→0
P[Vǫ(s, t)Â(t)f ∈ K ∀t ∈ [s, T ]] ≥ 1−∆
In practice it is easy to prove, because the dependence in time of the generators Ax(t)
doesn’t cause any problems when dealing with compacity in Y . For example, it is
straightforward that it is satisfied in the case of 4.8, using some simple boundedness
conditions. As for the case of 4.9, the reason why it is satisfied is that usually (see
section 5): the set Aǫ doesn’t depend on f (it is only linked with the Markov Renewal
process, i.e. the only source of randomness) and the family of functions:
{Vǫ(s, t)(ω)Â(t)f : t ∈ [s, T ], ǫ ∈ (0, 1], ω ∈ Aǫ}
converge uniformly to 0 at infinity, are equicontinuous and uniformly bounded. The
latter will be true because typically we’ll have that the following family of functions
converge uniformly to 0 at infinity, are equicontinuous and uniformly bounded:
{Â(t)f : t ∈ [s, T ]}
That is, the time-dependence of Â doesn’t affect the 3 previous features.
Theorem 4.19. Assume that D̂ contains a countable family that is dense in both Y1
and Y . Under assumptions (A0), (A1), (A2), (A3), we have that Γ̂ is a B(Y )−contraction
regular inhomogeneous Y -semigroup. Further, for every countable family {fk} ⊆ Y and
s ∈ J we have the weak convergence in the Skorohod topology D(J(s), Y∞):
(Vǫ(s, •)fk : k ∈ N)⇒ (Γ̂(s, •)fk : k ∈ N)
Remark: typically, Y = Cn10 (R
d), Y1 = C
n2
0 (R
d), and the countable family is chosen
in Cn30 (R
d), for n1 ≤ n2 ≤ n3.
Proof. The proof can be splitted in the following steps:
• Take {gk}k∈N∗ ⊆ D̂ a countable family that is both dense in Y1 and Y and
because marginal tightness implies countable tightness, get the tightness of
(Vǫn(s, •)Â(•)gk, Vǫn(s, •)gk : k ≥ 1) using (A1), (A2). By tightness, take one
weakly converging sequence ǫn and the goal is to show that the limit is unique
in distribution.
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• Carry the problem to a new probability space (Ω′,F ′,P′) where convergence
holds a.e., by the Skorohod representation theorem.
• On a subset Ω′∗ ⊆ Ω′ such that P′(Ω′∗) = 1 and using density (and complete-
ness), construct a stochastic process V ′0(s, •) with sample paths in D(J(s),B(Y ))
such that on Ω′∗ we have the convergence in the Skorohod topology (where the
subscript ′ denotes random variables on Ω′):
V ′ǫn(s, •, gk, Â)→ V ′0(s, •)Â(•)gk, ∀k
V ′ǫn(s, •)gk → V ′0 (s, •)gk
where ∀n:
(Vǫn(s, •)Â(•)gk, Vǫn(s, •)gk : k ≥ 1) d= (V ′ǫn(s, •, gk, Â), V ′ǫn(s, •, gk) : k ≥ 1)
• Show the convergence of the Riemann sum of 4.17 to an integral and use 4.18
to show the convergence of the martingale of 4.17 to the zero process on Ω′∗, so
that V ′0 will satisfy the following integral equation on Ω
′
∗:
V ′0(s, •)f = f +
∫ •
s
V ′0(s, u)Â(u)fdu, ∀f ∈ Y1
• By (A3) and unicity of the Cauchy problem 2.10, show that ∀f ∈ Y , ∀s ∈ J ,
V ′0 (s, •)f must be the constant random variable Γ̂(s, •)f in C(J(s), Y ).
Let {gk}k∈N∗ ⊆ D̂ a countable family that is both dense in Y1 and Y . As we mentioned
it, (A2) is enough to prove that {Vǫ(s, •)Â(•)} is D̂−C-relatively compact. Indeed,
in theorems 4.6 and 4.7, the 2 other conditions are proved exactly the same way
as in the proofs of theorems 4.11 and 4.12, using the continuity of Â on D̂ (recall⋂
x∈X D(A′x) ⊆ D̂). By the latter and 4.12, the family {Vǫ(s, •)Â(•)gk, Vǫ(s, •)gk : k ≥
1} is C-relatively compact in D(J(s), Y )∞, and in fact in D(J(s), Y∞) since the limit
points are continuous. Take a converging sequence ǫn:
(Vǫn(s, •)Â(•)gk, Vǫn(s, •)gk : k ≥ 1)⇒ (α(s, •, gk), v0(s, •, gk) : k ≥ 1)
By Skorohod representation theorem, we can consider this convergence to be almost
sure, i.e. there exists a probability space (Ω′,F ′,P′) and random variables with the
same distributions as the previous ones (denoted by the subscript ′), such that:
(V ′ǫn(s, •, gk, Â), V ′ǫn(s, •, gk) : k ≥ 1) a.e.→ (α′(s, •, gk), v′0(s, •, gk) : k ≥ 1)
Let g ∈ Y . By density, there exists a sequence (g0k)k∈N∗ ⊆ {gk}k∈N∗ so that g0k → g.
Let:
B(r) := {(x, y) ∈ D(J(s), Y )×D(J(s), Y ) : d(x, y) ≤ r} = d−1([0, r])
As the preimage of a closed set under a continuous function, B(r) is closed inD(J(s), Y )×
D(J(s), Y ). Note that becauseD(J(s), Y ) is separable, the Borel sigma-algebras Bor(D(J(s), Y )×
D(J(s), Y )) andBor(D(J(s), Y ))⊗Bor(D(J(s), Y )) agree, so we shall not worry about
that.
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Since for every k1, k2, n the pairs {V ′ǫn(s, •, g0k1), V ′ǫn(s, •, g0k2)} and {Vǫn(s, •)g0k1 , Vǫn(s, •)g0k2}
have the same distributions, we get that:
P
′ [d(V ′ǫn(s, •, g0k1), V ′ǫn(s, •, g0k2)) ≤ ||g0k1 − g0k2 ||]
=P′
[
(V ′ǫn(s, •, g0k1), V ′ǫn(s, •, g0k2)) ∈ B(||g0k1 − g0k2 ||)
]
=P
[
(Vǫn(s, •)g0k1 , Vǫn(s, •)g0k2) ∈ B(||g0k1 − g0k2 ||)
]
=P
[
d(Vǫn(s, •)g0k1 , Vǫn(s, •)g0k2) ≤ ||g0k1 − g0k2 ||
]
= 1
Let the subset Ω′∗ ⊆ Ω′:
Ω′∗ :=
⋂
k1,k2,n
{
d(V ′ǫn(s, •, gk1), V ′ǫn(s, •, gk2)) ≤ ||gk1 − gk2 ||
}
⋂{
lim
n→∞
(V ′ǫn(s, •, gk, Â), V ′ǫn(s, •, gk) : k ≥ 1) = (α′(s, •, gk), v′0(s, •, gk) : k ≥ 1)
}
so that P′(Ω′∗) = 1. On Ω′∗, the sequence (V ′ǫn(s, •, g0k))k∈N is Cauchy in D(J(s), Y )
which is complete, therefore it converges to some V ′ǫn(s, •, g) as k → ∞. To see that
V ′ǫn(s, •, g) has the same distribution as Vǫn(s, •)g, we observe that Vǫn(s, •)g0k a.e.→
Vǫn(s, •)g (by contraction property of Vǫn) and we just invoke the unicity of the limit
in distribution, together with the fact that ∀k: V ′ǫn(s, •, g0k) and Vǫn(s, •)g0k have the
same distributions. Note that all the {V ′ǫn(s, •, g) : g ∈ Y, n ∈ N} are defined on the
common subset Ω′∗.
We have on Ω′∗ that ∀n, k1, k2: d(V ′ǫn(s, •, g0k1), V ′ǫn(s, •, g0k2)) ≤ ||g0k1 − g0k2 ||. Since d
is continuous, we may take the limit as n→∞ and obtain that:
d(v′0(s, •, g0k1), v′0(s, •, g0k2)) ≤ ||g0k1 − g0k2 ||,
which by completeness shows the convergence of the sequence (v′0(s, •, g0k))k∈N to some
v′0(s, •, g) (which belongs to C(J(s), Y ) as a limit in the Skorohod metric of elements
of C(J(s), Y )). Now to see that the latter is the pointwise limit of V ′ǫn(s, •, g) on Ω′∗,
we observe that:
d(v′0(s, •, g), V ′ǫn(s, •, g)) ≤ d(v′0(s, •, g), v′0(s, •, g0k)) + d(v′0(s, •, g0k), V ′ǫn(s, •, g0k))
+ d(V ′ǫn(s, •, g0k), V ′ǫn(s, •, g))
Now, by continuity of d , || · || and taking the limit as p→∞, we have on Ω′∗:
d(V ′ǫn(s, •, g0k), V ′ǫn(s, •, g0p)) ≤ ||g0k − g0p|| ⇒ d(V ′ǫn(s, •, g0k), V ′ǫn(s, •, g)) ≤ ||g0k − g||
Therefore first choose k such that the 1st and 3rd terms are small, then choose n such
that the 2nd term is small.
Now that v′0(s, •, g) is well defined on Ω′∗ for every g ∈ Y , we want to show that on some
subset Ω′0 ⊆ Ω′∗ such that P′(Ω′0) = 1, we have v′0(s, •, h+λg) = v′0(s, •, h)+λv′0(s, •, g)
and ||v′0(s, t, g)|| ≤ ||g||, ∀h, g ∈ Y , ∀λ ∈ R, ∀t ∈ J(s), namely that for every ω ∈ Ω′0
and t ∈ J(s), v′0(s, t, •)(ω) is a B(Y )−contraction. After having proved the latter, we
will adopt the notation V ′0(s, t)(ω) := v
′
0(s, t, •)(ω) to emphasize this fact.
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Let h, g ∈ Y , λ ∈ R. There exists sequences (h0k)k∈N∗ , (g0k)k∈N∗ ⊆ {gk}k∈N∗ so that
g0k → g, h0k → h and (λk)k∈N∗ ⊆ Q so that λk → λ.
First observe the following equality in distribution:
(Vǫn(s, •)(h0k + λkg0k), Vǫn(s, •)h0k, λkVǫn(s, •)g0k) d= (V ′ǫn(s, •, h0k + λkg0k), V ′ǫn(s, •, h0k), λkV ′ǫn(s, •, g0k))
This is because ∀k, there exists a sequence (βkp )p∈N∗ ⊆ {gp}p∈N∗ such that βkp →
h0k + λkg
0
k and by contraction property of Vǫn and construction of V
′
ǫn :
(Vǫn(s, •)βkp , Vǫn(s, •)h0k, λkVǫn(s, •)g0k) a.e. ,p→∞→ (Vǫn(s, •)(h0k + λkg0k), Vǫn(s, •)h0k, λkVǫn(s, •)g0k)
(V ′ǫn(s, •, βkp ), V ′ǫn(s, •, h0k), λkV ′ǫn(s, •, g0k))
a.e. ,p→∞→ (V ′ǫn(s, •, h0k + λkg0k), V ′ǫn(s, •, h0k), λkV ′ǫn(s, •, g0k))
and that:
(Vǫn(s, •)βkp , Vǫn(s, •)h0k, λkVǫn(s, •)g0k) d= (V ′ǫn(s, •, βkp ), V ′ǫn(s, •, h0k), λkV ′ǫn(s, •, g0k))
and we conclude by unicity of the limit in distribution. In particular we get that
V ′ǫn(s, •, h0k+λkg0k)−V ′ǫn(s, •, h0k)−λkV ′ǫn(s, •, g0k) = 0 a.e.. Let the subset Ω′∗∗ ⊆ Ω′∗:
Ω′∗∗ = Ω′∗ ∩
⋂
n,k1,k2∈N, r∈Q
{V ′ǫn(s, •, gk1 + rgk2)− V ′ǫn(s, •, gk1)− rV ′ǫn(s, •, gk2) = 0}
so that P′(Ω′∗∗) = 1. Because the limit points v′0 are continuous, we have on Ω
′∗∗ that:
V ′ǫn(s, •, h0k + λkg0k)− V ′ǫn(s, •, h0k)− λkV ′ǫn(s, •, g0k) n→∞→ v′0(s, •, h0k + λkg0k)− v′0(s, •, h0k)− λkv′0(s, •, g0k)
and therefore that v′0(s, •, h0k+λkg0k)−v′0(s, •, h0k)−λkv′0(s, •, g0k) = 0. Taking the limit
as k →∞ (and using again the fact that the v′0 are continuous) yields v′0(s, •, h+λg) =
v′0(s, •, h) + λv′0(s, •, g).
Now to show that ||v′0(s, t, g)|| ≤ ||g|| ∀g ∈ Y,∀t ∈ J(s) on some subset Ω′0 ⊆ Ω′∗∗ such
that P′(Ω′0) = 1, we observe that because V
′
ǫn(s, •, g0k)→ v′0(s, •, g0k), and v′0(s, •, g0k)→
v′0(s, •, g): by [4] (chapter 3, proposition 5.2) and using continuity of v′0 we get that ∀t:
v′0(s, t, g
0
k) → v′0(s, t, g), V ′ǫn(s, t, g0k) → v′0(s, t, g0k). Since V ′ǫn(s, •, gp) and Vǫn(s, •)gp
have the same distribution, denoting Sp := {x ∈ D(J(s), Y ) : ||x(t)|| ≤ ||gp|| ∀t ∈
J(s)} we get that P′[V ′ǫn(s, •, gp) ∈ Sp] = 1, say on Ω′n,p. Let Ω′0 :=
⋂
n,p Ω
′
n,p ∩ Ω′∗∗.
Let t ∈ J(s). We have on Ω′0 that: ||V ′ǫn(s, t, g0k)|| ≤ ||g0k||. Taking the limit as n→∞,
we get ||v′0(s, t, g0k)|| ≤ ||g0k||, and then as k →∞ we get ||v′0(s, t, g)|| ≤ ||g||.
Now let’s take some gp and show that on some Ω
′
00 ⊆ Ω′0 such that P(Ω′00) = 1:
ǫn
nǫn (s,•)∑
k=1
V ′ǫn(s, t
ǫn
k (s, •), gp, Â)→
1
Mρ
∫ •
s
V ′0(s, u)Â(u)gpdu
First, let’s prove that a.e. (say on some Ω′00 ⊆ Ω′0): ∀p, V ′0 (s, •)Â(•)gp = α′(s, •, gp).
By what we did before we know that ∀h ∈ Y :
(V ′ǫn(s, •, gp, Â), V ′ǫn(s, •, h)) d= (Vǫn(s, •)Â(•)gp, Vǫn(s, •)h)
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In particular taking t ∈ J(s) and h = Â(t)gp:
(V ′ǫn(s, t, gp, Â), V
′
ǫn(s, t, Â(t)gp))
d
= (Vǫn(s, t)Â(t)gp, Vǫn(s, t)Â(t)gp)
And therefore:
P
′[V ′ǫn(s, t, gp, Â)− V ′ǫn(s, t, Â(t)gp) = 0] = 1, say on Ω′n,t,p
and on the other hand by continuity of the limits, we have on Ω′t :=
⋂
n,p Ω
′
n,t,p ∩ Ω′0:
0 = V ′ǫn(s, t, gp, Â)− V ′ǫn(s, t, Â(t)gp)→ α′(s, t, gp)− v′0(s, t, Â(t)gp)
Let Ω′00 :=
⋂
t∈QΩ
′
t. Now let t ∈ J(s) and a sequence of rationals tk → t. On Ω′00 we
have that:
0 = α′(s, tk, gp)− v′0(s, tk, Â(tk)gp) = α′(s, tk, gp)− V ′0(s, tk)Â(tk)gp
We have α′(s, tk, gp)→ α′(s, t, gp) by continuity of α′. And:
||V ′0(s, tk)Â(tk)gp − V ′0(s, t)Â(t)gp||
≤ ||V ′0 (s, tk)(Â(tk)gp − Â(t)gp)||+ ||V ′0 (s, tk)Â(t)gp − V ′0(s, t)Â(t)gp||
≤ ||Â(tk)gp − Â(t)gp||+ ||V ′0 (s, tk)Â(t)gp − V ′0(s, t)Â(t)gp||
where the last inequality used linearity and contraction property of V ′0 . The first term
goes to 0 by continuity of Â on D̂, and the second by continuity of V ′0(s, •)Â(t)gp.
Now back to the convergence of the Riemann sum, we have on Ω′00:
d
ǫn nǫn (s,•)∑
k=1
V ′ǫn(s, t
ǫn
k (s, •), gp, Â),
1
Mρ
∫ •
s
α′(s, u, gp)du

≤ d
ǫn nǫn (s,•)∑
k=1
V ′ǫn(s, t
ǫn
k (s, •), gp, Â), ǫn
nǫn (s,•)∑
k=1
α′(s, tǫnk (s, •), gp)

︸ ︷︷ ︸
(i)
+
d
ǫn nǫn (s,•)∑
k=1
α′(s, tǫnk (s, •), gp),
1
Mρ
∫ •
s
α′(s, u, gp)du

︸ ︷︷ ︸
(ii)
Let T > 0. Because V ′ǫn(s, •, gp, Â)→ α′(s, •, gp) and α′ is continuous, the convergence
in the Skorohod topology is equivalent to convergence in the uniform topology. In
particular :
sup
t∈[s,T ]
||V ′ǫn(s, t, gp, Â)− α′(s, t, gp)|| → 0
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Therefore we get on Ω′00:
sup
t∈[s,T ]
∣∣∣∣∣∣
∣∣∣∣∣∣ǫn
nǫn (s,t)∑
k=1
V ′ǫn(s, t
ǫn
k (s, t), gp, Â)− ǫn
nǫn (s,t)∑
k=1
α′(s, tǫnk (s, t), gp)
∣∣∣∣∣∣
∣∣∣∣∣∣
≤ ǫnnǫn(s, T ) sup
t∈[s,T ]
||V ′ǫn(s, t, gp, Â)− α′(s, t, gp)|| → 0
since ǫnnǫn(s, T )→ T−sMρ . By remark 4.16 we get (i)→ 0.
For (ii), we proceed similarly as in 4.17. We let a sequence of positive numbers ηm → 0.
We have:
sup
t∈[s,T ]
∣∣∣∣∣∣
∣∣∣∣∣∣ǫn
nǫn (s,t)∑
k=1
α′(s, tǫnk (s, t), gp)−
1
Mρ
∫ t
s
α′(s, u, gp)du
∣∣∣∣∣∣
∣∣∣∣∣∣
≤ sup
t∈[s,s+ηm]
∣∣∣∣∣∣
∣∣∣∣∣∣ǫn
nǫn (s,t)∑
k=1
α′(s, tǫnk (s, t), gp)−
1
Mρ
∫ t
s
α′(s, u, gp)du
∣∣∣∣∣∣
∣∣∣∣∣∣
+ sup
t∈[s+ηm,T ]
∣∣∣∣∣∣
∣∣∣∣∣∣ǫn
nǫn (s,t)∑
k=1
α′(s, tǫnk (s, t), gp)−
1
Mρ
∫ t
s
α′(s, u, gp)du
∣∣∣∣∣∣
∣∣∣∣∣∣
Because on Ω′00, α
′(s, •, gp) = V ′0 (s, •)Â(•)gp and by contraction property of V ′0 we get
that:
sup
t∈[s,s+ηm]
∣∣∣∣∣∣
∣∣∣∣∣∣ǫn
nǫn (s,t)∑
k=1
α′(s, tǫnk (s, t), gp)−
1
Mρ
∫ t
s
α′(s, u, gp)du
∣∣∣∣∣∣
∣∣∣∣∣∣ ≤ C1ǫnnǫn(s, s+ ηm) + C2ηm
⇒ lim sup
n→∞
sup
t∈[s,s+ηm]
∣∣∣∣∣∣
∣∣∣∣∣∣ǫn
nǫn (s,t)∑
k=1
α′(s, tǫnk (s, t), gp)−
1
Mρ
∫ t
s
α′(s, u, gp)du
∣∣∣∣∣∣
∣∣∣∣∣∣ ≤ C3ηm
For the other term, we proceed exactly as in the proof of 4.17: because t ≥ ηm, we can
refine as we wish the partition {tǫnk (s, t)} uniformly in t ∈ [s+ ηm, T ], namely: ∀δ > 0,
∃r(δ,m) > 0 such that if ǫn < r:
tǫnk+1(s, t)− tǫnk (s, t) < r ∀t ∈ [s+ ηm, T ],∀k ∈ [|1, nǫn(s, t)|]
and get the convergence of the riemann sum to the Riemann integral uniformly on
[s+ ηm, T ], i.e.
sup
t∈[s+ηm,T ]
∣∣∣∣∣∣
∣∣∣∣∣∣ǫn
nǫn (s,t)∑
k=1
α′(s, tǫnk (s, t), gp)−
1
Mρ
∫ t
s
α′(s, u, gp)du
∣∣∣∣∣∣
∣∣∣∣∣∣ n→∞→ 0
This yields:
lim sup
n→∞
sup
t∈[s,T ]
∣∣∣∣∣∣
∣∣∣∣∣∣ǫn
nǫn (s,t)∑
k=1
α′(s, tǫnk (s, t), gp)−
1
Mρ
∫ t
s
α′(s, u, gp)du
∣∣∣∣∣∣
∣∣∣∣∣∣ ≤ C3ηm ∀m
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and therefore taking the limit as m→∞:
lim
n→∞
sup
t∈[s,T ]
∣∣∣∣∣∣
∣∣∣∣∣∣ǫn
nǫn (s,t)∑
k=1
α′(s, tǫnk (s, t), gp)−
1
Mρ
∫ t
s
α′(s, u, gp)du
∣∣∣∣∣∣
∣∣∣∣∣∣ = 0
which is what we want.
Finally we get on Ω′00, by continuity of the limit points:
V ′ǫn(s, •)gp − gp −Mρǫn
nǫn (s,•)∑
k=1
V ′ǫn(s, t
ǫn
k (s, •), gp, Â)→ V ′0(s, •)gp − gp −
∫ •
s
V ′0(s, u)Â(u)gpdu
Since we have:
(V ′ǫn(s, •)gp, V ′ǫn(s, •, gp, Â)) d= (Vǫn(s, •)gp, Vǫn(s, •)Â(•)gp)
Then we get, for some M0• (s, gp):
Vǫn(s, •)gp − gp −Mρǫn
nǫn (s,•)∑
k=1
Vǫn(s, t
ǫn
k (s, •))Â (tǫnk (s, •)) gp ⇒ M0• (s, gp)
and therefore by 4.17 that M˜ ǫn• (s)gp ⇒M0• (s, gp), which yields by 4.18 thatM0• (s, gp) =
0 a.e., and therefore:
V ′0(s, •)gp − gp −
∫ •
s
V ′0(s, u)Â(u)gpdu = 0 a.e., say on some Ω
′
∗ :=
⋂
p
Ω′∗(p) ⊆ Ω′00
Let f ∈ Y1 and t ∈ J(s). Since {gp} is dense in Y1, there exists a sequence fp ⊆ {gp} Y1→
f . We have on Ω′∗:∣∣∣∣∣∣∣∣V ′0(s, t)f − f − ∫ t
s
V ′0(s, u)Â(u)f
∣∣∣∣∣∣∣∣
≤ ||V ′0 (s, t)f − V ′0(s, t)fp||+
∣∣∣∣∣∣∣∣V ′0 (s, t)fp − f − ∫ t
s
V ′0(s, u)Â(u)f
∣∣∣∣∣∣∣∣
≤ 2||fp − f || +
∫ t
s
||V ′0 (s, u)Â(u)fp − V ′0 (s, u)Â(u)f ||du
≤ 2||fp − f || + ||fp − f ||Y1
∫ t
s
||Â(u)||B(Y1,Y )du→ 0
And therefore on Ω′∗ we have ∀f ∈ Y1:
V ′0(s, •)f = f +
∫ •
s
V ′0(s, u)Â(u)fdu
By continuity of Â on Y1 ((A0)), and boundedness + continuity of V
′
0 : t→ V ′0(s, t)Â(t)f ∈
C(J(s), Y ) on Ω′∗ and therefore we have on Ω
′
∗:
∂
∂t
V ′0 (s, t)f = V
′
0(s, t)Â(t)f ∀t ∈ J(s), ∀f ∈ Y1
V ′0(s, s) = I
By (A3) and 2.10, V ′0(s, •)(ω′)f = Γ̂(s, •)f , ∀ω′ ∈ Ω′∗, ∀f ∈ Y1. By contraction
property and density of Y1 in Y , the previous equality is true in Y .
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5. Applications
In this section we give an application to inhomogeneous Le´vy random evolutions. We
first introduce inhomogeneous Le´vy semigroups.
Let J = [0, T∞], Y := C0(R
d), Y1 := C
2
0 (R
d). Let (Ω,F , P) a probability space (possi-
bly different than the probability space on which is defined the Semi-Markov process)
and (Lt)t∈J a process with independent increments and absolutely continuous char-
acteristics (PIIAC), or inhomogeneous Le´vy processes in [13]. It is a specific case of
additive processes that are semimartingales, which is not the case of all additive pro-
cesses (see [13]) . For A ∈ Bor(Rd) and z ∈ Rd we let ps,t(z,A) = P(Lt−Ls ∈ A− z),
µs,t the law of Lt − Ls and the inhomogeneous Le´vy semigroup:
Γ(s, t)f(z) := E[f(Lt − Ls + z)] =
∫
Rd
ps,t(z, dy)f(y) =
∫
Rd
µs,t(dy)f(z + y)
Γ is a regular B(Y )−contraction semigroup and ∀n ∈ N we have Γ(s, t) ∈ B(Cn0 (Rd))
and ||Γ(s, t)||B(Cn0 (Rd)) ≤ 1 (see proof in Appendix B).
The Le´vy-Khintchine representation of such a process (Lt)t∈J (see [3], 14.1) ensures
that there exists unique (Bt)t∈J ⊆ Rd, (Ct)t∈J a family of d×d symmetric nonnegative-
definite matrices and (ν¯t)t∈J a family of measures on R
d such that:
E[ei〈u,Lt〉] = eψ(u,t), with :
ψ(u, t) := i 〈u,Bt〉 − 1
2
〈u,Ctu〉+
∫
Rd
(ei〈u,y〉 − 1− i 〈u, y〉 1|y|≤1)ν¯t(dy)
(Bt, Ct, ν¯t)t∈J is called the spot characteristics of L. They satisfy the following regu-
larity conditions:
• ∀t ∈ J , ν¯t{0} = 0 and
∫
Rd
(|y|2 ∧ 1)ν¯t(dy) <∞
• (B0, C0, ν¯0) = (0, 0, 0) and ∀(s, t) ∈ ∆J : Ct − Cs is symmetric nonnegative-
definite and ν¯s(A) ≤ ν¯t(A) ∀A ∈ Bor(Rd).
• ∀t ∈ J , Bs → Bt, 〈u,Csu〉 → 〈u,Ctu〉 ∀u ∈ Rd and ν¯s(A) → ν¯t(A) ∀A ∈
Bor(Rd) such that A ⊆ {z ∈ Rd : |z| > ǫ} for some ǫ > 0.
If ∀t ∈ J , ∫
Rd
|y|1|y|≤1ν¯t(dy) < ∞, we can replace Bt by B0t in the Le´vy-Khintchine
representation of L, where B0t := Bt−
∫
Rd
y1|y|≤1ν¯t(dy). We denote by (B
0
t , Ct, ν¯t)
0
t∈J
this other version of the spot characteristics of L.
In the case of PIIAC, there exists (bt)t∈J ⊆ Rd, (ct)t∈J a family of d × d symmetric
nonnegative-definite matrices and (νt)t∈J a family of measures on R
d satisfying:∫ T∞
0
(
|bs|+ ||cs||+
∫
Rd
(|y|2 ∧ 1)νs(dy)
)
ds <∞
Bt =
∫ t
0
bsds
Ct =
∫ t
0
csds
ν¯t(A) =
∫ t
0
νs(A)ds ∀A ∈ Bor(Rd)
N. Vadori and A. Swishchuk/ 38
where ||ct|| denotes any norm on the space of d × d matrices. (bt, ct, νt)t∈J is called
the local characteristics of L.
By [13], we have the following representation for L:
Lt =
∫ t
0
bsds+
∫ t
0
√
csdWs +
∫ t
0
∫
Rd
y1|y|≤1(N − ν¯)(dsdy) +
∑
s≤t
∆Ls1|∆Ls|>1
where for A ∈ Bor(Rd): ν¯([0, t]×A) := ν¯t(A) and N the Poisson measure of L (N−ν¯ is
then called the compensated Poisson measure of L). (Wt)t∈J is a d-dimensional Brow-
nian motion on Rd, independent from the jump process
∫ t
0
∫
Rd
y1|y|≤1(N − ν)(dsdy)+∑
s≤t∆Ls1|∆Ls|>1.
√
ct here stands for the unique symmetric nonnegative-definite
square root of ct. Sometimes it is convenient to write a Cholesky decomposition
ct = hth
T
t and replace
√
ct by ht in the previous representation.
It can be shown - see [22] - that the infinitesimal generator of the semigroup Γ is given
by:
AΓ(t)f(z) =
d∑
j=1
bt(j)
∂f
∂xj
(z) +
1
2
d∑
j,k=1
ct(j, k)
∂2f
∂xj∂xk
(z)
+
∫
Rd
(
f(z + y)− f(z)−
d∑
j=1
∂f
∂xj
(z)y(j)1|y|≤1
)
νt(dy)
and that Y1 = C
2
0 (R
d) ⊆ D(AΓ(t)) = D(AΓ). And if b0t := bt −
∫
Rd
y1|y|≤1νt(dy) is
well-defined:
AΓ(t)f(z) =
d∑
j=1
b0t (j)
∂f
∂xj
(z) +
1
2
d∑
j,k=1
ct(j, k)
∂2f
∂xj∂xk
(z) +
∫
Rd
(f(z + y)− f(z))νt(dy)
Now to introduce inhomogeneous Le´vy Random Evolutions, we consider (Lx)x∈X
a collection of inhomogeneous Le´vy processes on (Ω,F , P) with local characteristics
(bt(x), ct(x), νt(x)). Define for z ∈ Rd, (s, t) ∈ ∆J , x ∈ X:
Γx(s, t)f(z) := E[f(L
x
t − Lxs + z)] =
∫
Rd
pxs,t(z, dy)f(y)
This inhomogeneous Random evolution is regular, B(Y )−contraction because the cor-
responding semigroup is. In this case and under some technical conditions, we can
actually prove the compact containment criterion in the case where d = 1 (this result
can probably be extended to any d). Indeed, define the jump operators:
Dǫ(x, y)f(z) := f(z + ǫα(x, y))
where α ∈ BbR(X ×X,X ⊗ X ), so that D01(x, y)f = α(x, y)f ′ and Y1 ⊆ D(D1). Let L˜
be an inhomogeneous Le´vy process with local characteristics (0, 0, νt) and µ˜s,t the law
of L˜t − L˜s. Assume that:
i) νt(x) = νt ∀x ∈ X (the Le´vy measure is the same over all states)
ii) supx,t |bt(x)| ≤ r ∈ R+ and supx,t
√
ct(x) ≤ σ ∈ R+ (uniformly bounded drift
and volatility)
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iii) ∀(s, T ) ∈ ∆J , the collection of measures {µ˜s,t}t∈[s,T ] is tight.
Then using 4.9, {Vǫ} satisfies (A1), i.e. the compact containment criterion in Y1 (see
proof in Appendix B).
Let’s make some comments about the other assumptions of 4.19. (A0) will be satis-
fied with D̂ := C30 (Rd) and provided the local characteristics (bt(x), ct(x), νt(x)) are
bounded and differentiable. By the discussion we had just before 4.19, (A2) will be
satisfied because from the expression of Ax(t) below and boundedness of the local
characteristics, the following family of functions converge uniformly to 0 at infinity,
are equicontinuous and uniformly bounded:
{Â(t)f : t ∈ [s, T ]}
About (A3), the generator Ax(t) has the following expression:
Ax(t)f(z) =
d∑
j=1
bxt (j)
∂f
∂xj
(z) +
1
2
d∑
j,k=1
cxt (j, k)
∂2f
∂xj∂xk
(z)
+
∫
Rd
(
f(z + y)− f(z) −
d∑
j=1
∂f
∂xj
(z)y(j)1|y|≤1
)
νxt (dy)
Keep in mind that:
Â(t) =
1
Mρ
∑
x∈X
(
m1(x)Ax(t) + PD
0
1(x, •)(x)
)
ρx
It is clear that Â is the generator of an inhomogeneous Le´vy semigroup with local
characteristcs (̂bt, ĉt, ν̂t) given by:
b̂t =
1
Mρ
∑
x∈X
(m1(x)b
x
t + Pα(x, •)(x)) ρx
ĉt =
1
Mρ
∑
x∈X
m1(x)ρxc
x
t
ν̂t(dy) =
1
Mρ
∑
x∈X
m1(x)ρxν
x
t (dy)
In particular we check that ν̂t is still a Le´vy measure on R
d.
Appendix A: Proofs of the results in section 2 and 3
A.1. Proof of 2.6
Let (s, t) ∈ ∆J , f ∈ Y1.
∂−
∂s
Γ(s, t)f = lim
h↓0
(s−h,t)∈∆J
Γ(s, t)f − Γ(s− h, t)f
h
= − lim
h↓0
(s−h,t)∈∆J
Γ(s− h, s)− I
h
Γ(s, t)f = −AΓ(s)Γ(s, t)f
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since Γ(s, t)f ∈ D(AΓ).
For s < t:
∂+
∂s
Γ(s, t)f = lim
h↓0
(s+h,t)∈∆J
Γ(s+ h, t)f − Γ(s, t)f
h
= − lim
h↓0
(s+h,t)∈∆J
Γ(s, s+ h) − I
h
Γ(s+ h, t)f
Let h ∈ (0, t− s]:∣∣∣∣∣∣∣∣ (Γ(s, s+ h) − I)h Γ(s+ h, t)f −AΓ(s)Γ(s, t)f
∣∣∣∣∣∣∣∣
≤
∣∣∣∣∣∣∣∣ (Γ(s, s+ h)− I)h Γ(s, t)f − AΓ(s)Γ(s, t)f
∣∣∣∣∣∣∣∣
+
∣∣∣∣∣∣∣∣ (Γ(s, s+ h) − I)h
∣∣∣∣∣∣∣∣
B(Y1,Y )
||Γ(s+ h, t)f − Γ(s, t)f ||Y1
, the last inequality holding because ∀(s, t) ∈ ∆J : Γ(s, t)Y1 ⊆ Y1.
We are going to apply the uniform boundedness principle to show that :
sup
h∈(0,t−s]
∣∣∣∣∣∣∣∣ (Γ(s, s+ h)− I)h
∣∣∣∣∣∣∣∣
B(Y1,Y )
<∞
Y1 is Banach. We have to show that ∀g ∈ Y1: sup
h∈(0,t−s]
∣∣∣∣∣∣ (Γ(s,s+h)−I)h g∣∣∣∣∣∣ <∞. Let g ∈ Y1.
We have
∣∣∣∣∣∣ (Γ(s,s+h)−I)h g∣∣∣∣∣∣ h↓0→ ||AΓ(s)g|| since Y1 ⊆ D(AΓ). ∃δ(g) ∈ (0, t − s) : h ∈
(0, δ)⇒
∣∣∣∣∣∣ (Γ(s,s+h)−I)h g∣∣∣∣∣∣ < 1 + ||AΓ(s)g||. Then, by Y1-strong t−continuity of Γ, h→∣∣∣∣∣∣ (Γ(s,s+h)−I)h g∣∣∣∣∣∣ ∈ C([δ, t − s]). Let M := maxh∈[δ,t−s] ∣∣∣∣∣∣ (Γ(s,s+h)−I)h g∣∣∣∣∣∣. Then we get∣∣∣∣∣∣ (Γ(s,s+h)−I)h g∣∣∣∣∣∣ ≤ max(M, 1+||AΓ(s)g||) ∀h ∈ (0, t−s] and so sup
h∈(0,t−s]
∣∣∣∣∣∣ (Γ(s,s+h)−I)h g∣∣∣∣∣∣ <
∞.
Further, by Y1−super strong s−continuity of Γ, ||Γ(s + h, t)f − Γ(s, t)f ||Y1 h↓0→ 0. Fi-
nally, since Γ(s, t)f ∈ D(AΓ),
∣∣∣∣∣∣ (Γ(s,s+h)−I)h Γ(s, t)f − AΓ(s)Γ(s, t)f ∣∣∣∣∣∣ h↓0→ 0.
Therefore we get ∂
+
∂s
Γ(s, t)f = −AΓ(s)Γ(s, t)f for s < t, which shows that ∂∂sΓ(s, t)f =
−AΓ(s)Γ(s, t)f for (s, t) ∈ ∆J .
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A.2. Proof of 2.7
Let (s, t) ∈ ∆J , f ∈ Y1. We have:
∂+
∂t
Γ(s, t)f = lim
h↓0
(s,t+h)∈∆J
Γ(s, t+ h)f − Γ(s, t)f
h
= lim
h↓0
(s,t+h)∈∆J
Γ(s, t)
(Γ(t, t+ h)− I)f
h
And for h ∈ J : t+ h ∈ J :∣∣∣∣∣∣∣∣Γ(s, t) (Γ(t, t+ h)− I)fh − Γ(s, t)AΓ(t)f
∣∣∣∣∣∣∣∣
≤ ||Γ(s, t)||B(Y )
∣∣∣∣∣∣∣∣ (Γ(t, t+ h)− I)fh − AΓ(t)f
∣∣∣∣∣∣∣∣ h↓0→ 0
since f ∈ D(AΓ). Therefore ∂+∂t Γ(s, t)f = Γ(s, t)AΓ(t)f .
Now if s < t:
∂−
∂t
Γ(s, t)f = lim
h↓0
(s,t−h)∈∆J
Γ(s, t)f − Γ(s, t− h)f
h
= lim
h↓0
(s,t−h)∈∆J
Γ(s, t− h) (Γ(t− h, t)− I)f
h
For h ∈ (0, t− s]: ∣∣∣∣∣∣∣∣Γ(s, t− h) (Γ(t− h, t)− I)fh − Γ(s, t)AΓ(t)f
∣∣∣∣∣∣∣∣
≤ ||Γ(s, t− h)||B(Y )
∣∣∣∣∣∣∣∣ (Γ(t− h, t)− I)fh − AΓ(t)f
∣∣∣∣∣∣∣∣
+ ||(Γ(s, t− h)− Γ(s, t))AΓ(t)f ||
Since f ∈ D(AΓ),
∣∣∣∣∣∣ (Γ(t−h,t)−I)fh − AΓ(t)f ∣∣∣∣∣∣ h↓0→ 0. By Y−strong t-continuity of Γ:
||(Γ(s, t − h) − Γ(s, t))AΓ(t)f || h↓0→ 0. By the principle of uniform boundedness to-
gether with the Y−strong t-continuity of Γ, we have suph∈(0,t−s] ||Γ(s, t − h)||B(Y ) ≤
suph∈[0,t−s] ||Γ(s, t− h)||B(Y ) <∞.
Therefore we get ∂
−
∂t
Γ(s, t)f = Γ(s, t)AΓ(t)f for s < t, which shows
∂
∂t
Γ(s, t)f =
Γ(s, t)AΓ(t)f for (s, t) ∈ ∆J .
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A.3. Proof of 2.8
Let f ∈ Y1, (s, t) ∈ ∆J . First u → Γ(s, u)AΓ(u)f ∈ BY ([s, t]) as the derivative of
u → Γ(s, u)f . By the principle of uniform boundedness together with the Y−strong
t−continuity of Γ, we have M := supu∈[s,t] ||Γ(s, u)||B(Y ) < ∞. We then observe that
for u ∈ [s, t]:
||Γ(s, u)AΓ(u)f || ≤M ||AΓ(u)f || ≤M ||AΓ(u)||B(Y1,Y )||f ||Y1
A.4. Proof of 2.10
Let (s, u), (u, t) ∈ ∆J , f ∈ Y1. Consider the function φ : u → G(u)Γ(u, t)f . We are
going to show that φ′(u) = 0 ∀u ∈ [s, t] and therefore that φ(s) = φ(t). We have for
u < t:
d+φ
du
(u) = lim
h↓0
h∈(0,t−u]
1
h
[G(u+ h)Γ(u+ h, t)f −G(u)Γ(u, t)f ]
Let h ∈ (0, t− u]. We have:∣∣∣∣∣∣∣∣ 1h [G(u+ h)Γ(u+ h, t)f −G(u)Γ(u, t)f ]
∣∣∣∣∣∣∣∣
≤
∣∣∣∣∣∣∣∣ 1hG(u+ h)Γ(u, t)f − 1hG(u)Γ(u, t)f −G(u)AΓ(u)Γ(u, t)f
∣∣∣∣∣∣∣∣︸ ︷︷ ︸
(1)
+ ||G(u+ h)||B(Y )
∣∣∣∣∣∣∣∣ 1hΓ(u+ h, t)f − 1hΓ(u, t)f +AΓ(u)Γ(u, t)f
∣∣∣∣∣∣∣∣︸ ︷︷ ︸
(2)
+ ||G(u+ h)AΓ(u)Γ(u, t)f −G(u)AΓ(u)Γ(u, t)f ||︸ ︷︷ ︸
(3)
And we have:
(1)→ 0 as G satisfies the initial value problem and Γ(u, t)Y1 ⊆ Y1
(2)→ 0 as ∂
∂u
Γ(u, t)f = −AΓ(u)Γ(u, t)f
(3)→ 0 by Y-strong continuity of G
Further, by the principle of uniform boundedness together with the Y−strong conti-
nuity of G, we have suph∈(0,t−u] ||G(u+ h)||B(Y ) ≤ suph∈[0,t−u] ||G(u+ h)||B(Y ) <∞.
We therefore get d
+φ
du
(u) = 0. Now for u > s:
d−φ
du
(u) = lim
h↓0
h∈(0,u−s]
1
h
[G(u)Γ(u, t)f −G(u− h)Γ(u− h, t)f ]
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Let h ∈ (0, u− s]:∣∣∣∣∣∣∣∣ 1h [G(u)Γ(u, t)f −G(u− h)Γ(u− h, t)f ]
∣∣∣∣∣∣∣∣
≤
∣∣∣∣∣∣∣∣ 1hG(u)Γ(u, t)f − 1hG(u− h)Γ(u, t)f −G(u)AΓ(u)Γ(u, t)f
∣∣∣∣∣∣∣∣︸ ︷︷ ︸
(4)
+ ||G(u− h)||B(Y )
∣∣∣∣∣∣∣∣− 1hΓ(u− h, u)Γ(u, t)f + 1hΓ(u, t)f +AΓ(u)Γ(u, t)f
∣∣∣∣∣∣∣∣︸ ︷︷ ︸
(5)
+ ||G(u)AΓ(u)Γ(u, t)f −G(u− h)AΓ(u)Γ(u, t)f ||︸ ︷︷ ︸
(6)
By the principle of uniform boundedness together with the Y−strong t-continuity of
G, we have suph∈(0,u−s] ||G(u− h)||B(Y ) ≤ suph∈[0,u−s] ||G(u− h)||B(Y ) <∞. And:
(4)→ 0 as G satisfies the initial value problem and Γ(u, t)Y1 ⊆ Y1
(5)→ 0 as Γ(u, t)Y1 ⊆ Y1
(6)→ 0 by Y-strong continuity of G
We therefore get d
−φ
du
(u) = 0.
A.5. Proof of 2.13
Since Γ is regular and f , AΓ(u)f ∈ Y1 and u → ||AΓ(u)||B(Y1,Y ) is integrable on [s, t]
we have by 2.8:
Γ(s, t)f = f +
∫ t
s
Γ(s, u)AΓ(u)fdu = f +
∫ t
s
[
AΓ(u)f +
∫ u
s
Γ(s, r)AΓ(r)AΓ(u)fdr
]
du
= f +
∫ t
s
AΓ(u)fdu+
∫ t
s
∫ u
s
Γ(s, r)AΓ(r)AΓ(u)fdrdu
If g1 : [s, t] → R and g2 : [s, t] → Y are differentiable functions, and g1g′2, g′1g2 are
Bochner integrable on [s, t], then we have by the Fundamental theorem of Calculus for
the Bochner integral:
g1(t)g2(t)− g1(s)g2(s) =
∫ t
s
(g1g2)
′(u)du =
∫ t
s
g′1(u)g2(u)du+
∫ t
s
g1(u)g
′
2(u)du
With g1(u) := (t − u) and g2(u) :=
∫ u
s
Γ(s, r)AΓ(r)AΓ(u)fdr. We have shown that
g′1g2 is integrable on [s, t]. Provided we show that:
g′2(u) =
∂
∂u
∫ u
s
Γ(s, r)AΓ(r)AΓ(u)fdr = Γ(s, u)A
2
Γ(u)f +
∫ u
s
Γ(s, r)AΓ(r)A
′
Γ(u)fdr
the fact that g1g
′
2 is integrable on [s, t] by assumption ends the proof.
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We have:
∂
∂u
∫ u
s
Γ(s, r)AΓ(r)AΓ(u)fdr
= lim
h→0
(s,u+h)∈∆J
1
h
[∫ u+h
s
Γ(s, r)AΓ(r)AΓ(u+ h)fdr −
∫ u
s
Γ(s, r)AΓ(r)AΓ(u)fdr
]
= lim
h→0
(s,u+h)∈∆J
1
h
[∫ u+h
s
Γ(s, r)AΓ(r)AΓ(u+ h)fdr −
∫ u
s
Γ(s, r)AΓ(r)AΓ(u+ h)fdr
]
+
1
h
[∫ u
s
Γ(s, r)AΓ(r)AΓ(u+ h)f − Γ(s, r)AΓ(r)AΓ(u)fdr
]
By the principle of uniform boundedness together with the Y−strong t-continuity
of Γ, Y1−strong continuity of AΓ we have M1 := supr∈[s,t] ||Γ(s, r)||B(Y ) < ∞ and
M2 := supr∈[s,t] ||AΓ(r)||B(Y1,Y ) < ∞. Let h ∈ (0, t − u] (the proof is the same for
h ∈ [s− u, 0)):∣∣∣∣∣∣∣∣∫ u
s
1
h
Γ(s, r)AΓ(r)AΓ(u+ h)f − 1
h
Γ(s, r)AΓ(r)AΓ(u)f − Γ(s, r)AΓ(r)A′Γ(u)fdr
∣∣∣∣∣∣∣∣
≤
∫ u
s
||Γ(s, r)||B(Y )||AΓ(r)||B(Y1,Y )
∣∣∣∣∣∣∣∣ 1hAΓ(u+ h)f − 1hAΓ(u)f − A′Γ(u)f
∣∣∣∣∣∣∣∣
Y1
dr
< ǫ(u− s)M1M2 for |h| < δu since f ∈ D(A′Γ)
We have also:∣∣∣∣∣∣∣∣ 1h
∫ u+h
s
Γ(s, r)AΓ(r)AΓ(u+ h)f − 1
h
∫ u
s
Γ(s, r)AΓ(r)AΓ(u+ h)fdr − Γ(s, u)A2Γ(u)f
∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣ 1h
∫ u+h
u
Γ(s, r)AΓ(r)AΓ(u+ h)fdr − Γ(s, u)A2Γ(u)f
∣∣∣∣∣∣∣∣
≤ 1
h
∫ u+h
u
||Γ(s, r)||B(Y )||AΓ(r)||B(Y1,Y )||AΓ(u+ h)f −AΓ(u)f ||Y1dr︸ ︷︷ ︸
(1)
+
1
h
∫ u+h
u
||Γ(s, r)||B(Y )||AΓ(r)AΓ(u)f − AΓ(u)AΓ(u)f ||dr︸ ︷︷ ︸
(2)
+
1
h
∫ u+h
u
||Γ(s, r)A2Γ(u)f − Γ(s, u)A2Γ(u)f ||dr︸ ︷︷ ︸
(3)
Therefore:
(1)→ 0 since f ∈ D(A′Γ) and M1,M2 <∞
(2)→ 0 by Y1 − strong continuity of AΓ and M1 <∞
(3)→ 0 by Y − strong t-continuity of Γ
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A.6. Proof of 3.3
The fact that V (s, t) ∈ B(Y ) is straightforward from the definition of V . The semi-
group property comes from straightforward computations. Then, we will show that
u→ V (s, u)(ω) is Y−strongly continuous on each [Tn(s), Tn+1(s)) ∩ J(s), n ∈ N and
Y−strongly RCLL at each Tn+1(s) ∈ J(s), n ∈ N. Let n ∈ N such that Tn(s) ∈ J(s).
∀t ∈ [Tn(s), Tn+1(s)) ∩ J(s), we have:
V (s, t) =
[
n∏
k=1
Γxk−1(s) (Tk−1(s), Tk(s))D(xk−1(s), xk(s))
]
Γxn(s) (Tn(s), t)
Therefore by Y−strong t−continuity of Γ, we get that u→ V (s, u)(ω) is Y−strongly
continuous on [Tn(s), Tn+1(s)) ∩ J(s). If Tn+1(s) ∈ J(s), the fact that V (s, •) has a
left limit at Tn+1(s) also comes from the Y−strong t−continuity of Γ:
V (s, Tn+1(s)
−)f = lim
h↓0
GsnΓxn(s)(Tn(s), Tn+1(s)− h)f = GsnΓxn(s)(Tn(s), Tn+1(s))f
Gsn =
n∏
k=1
Γxk−1(s) (Tk−1(s), Tk(s))D(xk−1(s), xk(s))
Therefore we get the relationship:
V (s, Tn+1(s))f = V (s, Tn+1(s)
−)D(xn(s), xn+1(s))f
We notice therefore why we used the terminology ”continuous inhomogeneous Y−random
evolution” when D = I .
A.7. Proof of 3.4
Let s ∈ J , ω ∈ Ω, f ∈ Y1. We are going to proceed by induction and show that ∀n ∈ N,
we have ∀t ∈ [Tn(s), Tn+1(s)) ∩ J(s):
V (s, t)f = f +
∫ t
s
V (s, u)Ax(u)(u)fdu+
n∑
k=1
V (s, Tk(s)
−)[D(xk−1(s), xk(s))− I ]f
For n = 0, we have ∀t ∈ [s, T1(s)) ∩ J(s): V (s, t)f = Γx(s)(s, t)f , and therefore
V (s, t)f = f +
∫ t
s
V (s, u)Ax(u)(u)fdu by regularity of Γ.
Now assume that the property is true for n− 1, namely: ∀t ∈ [Tn−1(s), Tn(s)) ∩ J(s),
we have:
V (s, t)f = f +
∫ t
s
V (s, u)Ax(u)(u)fdu+
n−1∑
k=1
V (s, Tk(s)
−)[D(xk−1(s), xk(s))− I ]f
Therefore it implies that (by continuity of the Bochner integral):
V (s, Tn(s)
−)f = f +
∫ Tn(s)
s
V (s, u)Ax(u)(u)fdu+
n−1∑
k=1
V (s, Tk(s)
−)[D(xk−1(s), xk(s))− I ]f
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Now, ∀t ∈ [Tn(s), Tn+1(s)) ∩ J(s) we have that:
V (s, t) = GsnΓxn(s)(Tn(s), t)
Gsn :=
n∏
k=1
Γxk−1(s) (Tk−1(s), Tk(s))D(xk−1(s), xk(s))
and therefore ∀t ∈ [Tn(s), Tn+1(s)) ∩ J(s), by 2.7 and regularity of Γ:
∂
∂t
V (s, t)f = V (s, t)Ax(t)(t)f ⇒ V (s, t)f = V (s, Tn(s))f +
∫ t
Tn(s)
V (s, u)Ax(u)(u)fdu
Further, by the proof of 3.3 we get V (s, Tn(s))f = V (s, Tn(s)
−)D(xn−1(s), xn(s))f .
Therefore combining these results we have:
V (s, t)f = V (s, Tn(s)
−)D(xn−1(s), xn(s))f +
∫ t
Tn(s)
V (s, u)Ax(u)(u)fdu
= V (s, Tn(s)
−)f +
∫ t
Tn(s)
V (s, u)Ax(u)(u)fdu+ V (s, Tn(s)
−)D(xn−1(s), xn(s))f − V (s, Tn(s)−)f
= f +
∫ Tn(s)
s
V (s, u)Ax(u)(u)fdu+
n−1∑
k=1
V (s, Tk(s)
−)[D(xk−1(s), xk(s))− I ]f
+
∫ t
Tn(s)
V (s, u)Ax(u)(u)fdu+ V (s, Tn(s)
−)D(xn−1(s), xn(s))f − V (s, Tn(s)−)f
= f +
∫ t
s
V (s, u)Ax(u)(u)fdu+
n∑
k=1
V (s, Tk(s)
−)[D(xk−1(s), xk(s))− I ]f
Appendix B: Proofs of the results in section 5
B.1. Proof that Γ is a semigroup and that ∀n ∈ N we have
Γ(s, t) ∈ B(Cn0 (R
d)) and ||Γ(s, t)||B(Cn
0
(Rd)) ≤ 1
For n, d ∈ N∗, let Nd,n := {α ∈ Nd :
∑d
i=1 α(i) ≤ n}. The space Cn0 (Rd) (resp. Cnb (Rd))
denotes the space of functions f : Rd → R for which ∂αf ∈ C0(Rd) (resp. Cb(Rd))
∀α ∈ Nd,n. This space is Banach for the norm:
||f || := max
α∈Nd,n
||∂αf ||∞
∂αf :=
∂
∑d
i=1 α(i)f
∂
α(1)
1 ...∂
α(d)
d
Let for (s, t) ∈ ∆J : Γ(s, t)f(x) := E[f(Lt − Ls + x)] =
∫
Rd
ps,t(x, dy)f(y) for f ∈
BbR(R
d). By linearity of the expectation, Γ(s, t) is linear. Further, Γ satisfies the semi-
group equation because of the Chapman-Kolmogorov equation. Now let’s show that
∀n ∈ N we have Γ(s, t) ∈ B(Cn0 (Rd)) and ||Γ(s, t)||B(Cn0 (Rd)) ≤ 1. Let Y := C0(R
d).
Let’s first start with C0(R
d). Let f ∈ C0(Rd). By ([23]), we get the representation
Γ(s, t)f(x) =
∫
Rd
µs,t(dy)f(x + y), where µs,t is the distribution of Lt − Ls, i.e.
µs,t(A) = P(Lt − Ls ∈ A) for A ∈ Bor(Rd).
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Let x ∈ Rd and take any sequence (xn)n∈N ⊆ Rd: xn → x and denote gn := y →
f(xn+y) ∈ C0(Rd) and g := y → f(x+y) ∈ C0(Rd). By continuity of f , gn → g point-
wise. Further, ||gn|| = ||f || ∈ L1R(Rd, Bor(Rd), µs,t). Therefore by Lebesgue dominated
convergence theorem, we get limn→∞ Γ(s, t)f(xn) =
∫
Rd
limn→∞ µs,t(dy)f(xn + y) =∫
Rd
µs,t(dy)f(x+ y) = Γ(s, t)f(x). Therefore Γ(s, t)f ∈ C(Rd). By the same argument
but now taking any sequence (xn)n∈N ⊆ Rd: |xn| → ∞, we get lim|x|→∞ Γ(s, t)f(x) = 0
and therefore Γ(s, t)f ∈ C0(Rd).
Further, we get:
|Γ(s, t)f(x)| =
∣∣∣∣∫
Rd
µs,t(dy)f(x+ y)
∣∣∣∣ ≤ ∫
Rd
µs,t(dy)|f(x+ y)| ≤
∫
Rd
µs,t(dy)||f || = ||f ||
and therefore ||Γ(s, t)||B(C0(Rd)) ≤ 1.
Let x ∈ Rd, f ∈ Cq0(Rd) (q ≥ 1). Take any sequence (hn)n∈N ⊆ R∗: hn → 0, j ∈ [|1, d|]
and fn,j(x) := f(x1, ..., xj + hn, ..., xd). Then:
1
hn
((Γ(s, t)f)n,j(x)− Γ(s, t)f(x)) =
∫
Rd
µs,t(dy)
1
hn
(fn,j(x+ y)− f(x+ y))
Let gn := y → 1hn (fn,j(x + y) − f(x + y)) ∈ C0(R
d) and g := y → ∂f
∂xj
(x + y) ∈
C0(R
d). We have gn → g pointwise since f ∈ C10 (Rd). By the Mean Value theorem,
∃zj(n, x, y) ∈ [−|hn|, |hn|] : gn(y) = ∂f∂xj (x1+y1, ..., xj+yj+zj(n, x, y), ..., xd+yd), and
therefore |gn(y)| ≤
∣∣∣∣∣∣ ∂f∂xj ∣∣∣∣∣∣ ∈ L1R(Rd, Bor(Rd), µs,t). Therefore by Lebesgue dominated
convergence theorem, we get:
∂Γ(s, t)f
∂xj
(x) =
∫
Rd
µs,t(dy)
∂f
∂xj
(x+ y)
Using the same argument as for C0(R
d), we get that Γ(s, t)f ∈ C10(Rd) since ∂f∂xj ∈
C10(R
d) ∀j ∈ [|1, d|]. Repeating this argument by computing successively every partial
derivative up to order q by the relationship ∂αΓ(s, t)f(x) =
∫
Rd
µs,t(dy)∂
αf(x + y)
∀α ∈ Nd,q, we get Γ(s, t)f ∈ Cq0 (Rd).
Further, the same way we got ||Γ(s, t)f || ≤ ||f || for f ∈ C0(Rd), we get for f ∈ Cq0 (Rd):
||∂αΓ(s, t)f || ≤ ||∂αf || ∀α ∈ Nd,q. Therefore maxα∈Nd,q ||∂αΓ(s, t)f || ≤ maxα∈Nd,q ||∂αf ||
⇒ ||Γ(s, t)f ||Cq0 (Rd) ≤ ||f ||Cq0 (Rd) ⇒ ||Γ(s, t)||B(Cq0 (Rd)) ≤ 1.
B.2. Proof that Γ is Y1−super strongly s-continuous, Y−strongly
t-continuous
Let (s, t) ∈ ∆J , f ∈ Y1 and h ∈ [−s, t− s]:
||Γ(s+ h, t)f − Γ(s, t)f ||Y1 = max
α∈Nd,m
||∂αΓ(s+ h, t)f − ∂αΓ(t, s)f ||
= max
α∈Nd,m
||Γ(s+ h, t)∂αf − Γ(t, s)∂αf ||
Let α ∈ Nd,m and {hn}n∈N ⊆ [−s, t − s] any sequence such that hn → 0. Let Sn :=
Lt − Ls+hn and S := Lt − Ls. We have Sn P→ S by stochastic continuity of additive
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processes. By the Skorokhod’s representation theorem, there exists a probability space
(Ω′,F ′, P′) and random variables {S′n}n∈N, S′ on it such that Sn D= S′n, S D= S′ and
S′n
a.e.→ S′. Let x ∈ Rd, we therefore get:
|Γ(s+ hn, t)∂αf(x)− Γ(t, s)∂αf(x)| = |E′[∂αf(x+ S′n)− ∂αf(x+ S′)]|
≤ E′|∂αf(x+ S′n)− ∂αf(x+ S′)|
⇒ ||Γ(s+ hn, t)∂αf − Γ(t, s)∂αf || ≤ sup
x∈Rd
E
′|∂αf(x+ S′n)− ∂αf(x+ S′)|
≤ E′[ sup
x∈Rd
|∂αf(x+ S′n)− ∂αf(x+ S′)|]
Further, since ∂αf ∈ Y , ∂αf is uniformly continuous on Rd and ∀ǫ > 0, ∃δ > 0:
|x − y| < δ ⇒ |∂αf(x) − ∂αf(y)| < ǫ. And because S′n a.e.→ S′, for a.e. ω′ ∈ Ω′,
∃N(ω′) ∈ N : n ≥ N(ω′) ⇒ |S′n(ω′) − S′(ω′)| = |x + S′n(ω′) − S′(ω′)− x| < δ ∀x ∈
Rd ⇒ |∂αf(x+S′n(ω′))−∂αf(x+S′(ω′))| < ǫ ∀x ∈ Rd. Therefore we have that gn :=
supx∈Rd |∂αf(x + S′n) − ∂αf(x + S′)| a.e.→ 0. Further |gn| ≤ 2||∂αf || ∈ L1R(Ω′,F ′,P′).
By Lebesgue dominated convergence theorem we get:
lim
n→∞
E
′[ sup
x∈Rd
|∂αf(x+ S′n)− ∂αf(x+ S′)|] = 0
We can notice that the proof strongly relies on the uniform continuity of f , and there-
fore on the topological properties of the space C0(R
d) (which Cb(R
d) doesn’t have).
We prove that Γ is Y−strongly t-continuous exactly the same way, but now consid-
ering Yn := Lt+hn − Ls and any sequence {hn}n∈N ⊆ K such that hn → 0, where
K := [s− t, T∞ − t] if J = [0, T∞] and K := [s− t, 1] if J = R+.
B.3. Proof that Γ is regular
By Taylor’s theorem we get ∀f ∈ Y1, t ∈ J , x, y ∈ Rd:∣∣∣∣∣f(x+ y)− f(x)−
d∑
j=1
∂f
∂xj
(x)y(j)
∣∣∣∣∣ ≤ 12 |y|2
d∑
j,k=1
∣∣∣∣∣∣∣∣ ∂2f∂xj∂xk (x)
∣∣∣∣∣∣∣∣ ≤ d22 |y|2||f ||Y1
⇒||AΓ(t)f || ≤ ||f ||Y1
 d∑
j=1
|bt(j)|+ 1
2
d∑
j,k=1
|ct(j, k)|+ 2νt{|y| > 1}+ d
2
2
∫
|y|≤1
|y|2νt(dy)

⇒||AΓ(t)||B(Y1,Y ) ≤
d∑
j=1
|bt(j)|+ 1
2
d∑
j,k=1
|ct(j, k)|+ 2νt{|y| > 1}+ d
2
2
∫
|y|≤1
|y|2νt(dy)
, observing that νt{|y| > 1}+
∫
|y|≤1
|y|2νt(dy) <∞ by assumption. Therefore by inte-
grability assumption on the local characteristics and theorem 2.8, we get the regularity
of Γ.
B.4. Proof that Vǫ satisfies the compact containment criterion in Y1
We want to prove 4.9. Here we will assume - for sake of clarity - that the diffusion
parts of the processes Lx are driven by the same brownian motion W . The proof can
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be extended straightforwardly to the general case where the |X| brownian motionsW x
are imperfectly correlated, expressing each one of them as a linear combination of |X|
independent brownian motions (Cholesky).
We showed Vǫ is a B(Y1)−contraction, so it remains to show the uniform convergence
to 0 at infinity. We have the following representation, for ω′ ∈ Ω (to make clear that
the expectation is wrt ω and not ω′):
Vǫ(s, t)(ω
′)f(z) = E
[
f
(
z +
∫ t
s
bu(x(u
1
ǫ
,s)(ω′))du+
∫ t
s
√
cu(x(u
1
ǫ
,s)(ω′))dWu + L˜t − L˜s
+
Ns
(
t
1
ǫ
,s
)
(ω′)∑
k=1
ǫα(xk−1(s)(ω
′), xk(s)(ω
′))


Let:
gω′,t,ǫ(z) = E
[
f
(
z +
∫ t
s
bu(x(u
1
ǫ
,s)(ω′))du+
∫ t
s
√
cu(x(u
1
ǫ
,s)(ω′))dWu
+
Ns
(
t
1
ǫ
,s
)
(ω′)∑
k=1
ǫα(xk−1(s)(ω
′), xk(s)(ω
′))


and if N stands for the normal distribution, define:
Z1 :=
∫ t
s
√
cu(x(u
1
ǫ
,s)(ω′))dWu, so that Z1 ∼ N
(
0, σ21 :=
∫ t
s
cu(x(u
1
ǫ
,s)(ω′))du
)
Z2 := σ(WT −Ws) so that Z2 ∼ N
(
0, σ22 := σ
2(T − s))
Let δ > 0. There exists kδ > 0 such that P[|Z2| > kδ] < δ2||f || . Since σ1 ≤ σ2, then
P[|Z1| > kδ] ≤ P[|Z2| > kδ] < δ2||f || . And letting B := {|Z1| > kδ}:∣∣∣∣E [1Bf (z + ∫ t
s
bu(x(u
1
ǫ
,s)(ω′))du+
∫ t
s
√
cu(x(u
1
ǫ
,s)(ω′))dWu
+
Ns
(
t
1
ǫ
,s
)
(ω′)∑
k=1
ǫα(xk−1(s)(ω
′), xk(s)(ω
′))


∣∣∣∣∣∣∣∣ ≤ ||f ||P(B) <
δ
2
To define Aǫ, we do the following: since limt→∞
N(t)
t
= 1
Mρ
a.e., then in particular
N(t)
t
P→ 1
Mρ
and therefore ∃ǫ0 > 0 :
|ǫ| < ǫ0 ⇒ P
[
ǫNs
(
T
1
ǫ
,s
)
≤ 1 + T − s
Mρ
]
≥ 1− ∆
2
In addition, since P
[
Ns
(
T
1
ǫ0
,s
)
<∞
]
= 1, and because every probability measure on
a Polish space is tight (here R is Polish), ∃n0 ∈ N :
P
[
Ns
(
T
1
ǫ0
,s
)
≤ n0
]
≥ 1− ∆
2
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so that ∀ǫ ∈ (0, 1], letting n00 :=
(
1 + T−s
Mρ
)
∨ n0:
P
[
ǫNs
(
T
1
ǫ
,s
)
≤ n00
]
= P(Aǫ) ≥ 1−∆
Note that n00 only depends on T , s and ∆. Now, ∃cδ > 0: |z| > cδ ⇒ |f(z)| < δ2 . We
have for ω′ ∈ Aǫ and |z| > Cδ := cδ + ||α||n00 + kδ + r(T − s):∣∣∣∣E [1Bcf (z + ∫ t
s
bu(x(u
1
ǫ
,s)(ω′))du+
∫ t
s
√
cu(x(u
1
ǫ
,s)(ω′))dWu
+
Ns
(
t
1
ǫ
,s
)
(ω′)∑
k=1
ǫα(xk−1(s)(ω
′), xk(s)(ω
′))


∣∣∣∣∣∣∣∣ <
δ
2
P(Bc) ≤ δ
2
so that |gω′,t,ǫ(z)| < δ for |z| > Cδ (uniform in ω′, t, ǫ). Now we have that:
Vǫ(s, t)(ω
′)f = ΓL˜(s, t)gω′,t,ǫ,
where ΓL˜ is the inhomogeneous semigroup corresponding to L˜, so that:
Vǫ(s, t)(ω
′)f(z) =
∫
R
µ˜s,t(dy)gω′,t,ǫ(z + y)
By tightness of the family {µ˜s,t}t∈[s,T ], ∃Cδ > 0 : µ˜s,t{|y| > Cδ} < δ ∀t ∈ [s, T ]. Let
c∗δ := 2(Cδ ∨ Cδ) and we have for |z| > c∗δ , observing that ||gω′,t,ǫ|| ≤ ||f ||:
Vǫ(s, t)(ω
′)f(z) =
∫
|y|≤Cδ
µ˜s,t(dy)gω′,t,ǫ(z + y) +
∫
|y|>Cδ
µ˜s,t(dy)gω′,t,ǫ(z + y)
⇒ |Vǫ(s, t)(ω′)f(z)| ≤
∫
|y|≤Cδ
µ˜s,t(dy)|gω′,t,ǫ(z + y)|+ ||f ||µ˜s,t{|y| > Cδ}
But |y| ≤ Cδ ⇒ |z + y| ≥ |z| − |y| ≥ c∗δ − Cδ ≥ Cδ ⇒ |gω′,t,ǫ(z + y)| < δ, and so
|Vǫ(s, t)(ω′)f(z)| < δ(||f ||+ 1).
Because c∗δ is uniform in ω
′, t and ǫ, we have finished the proof.
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