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Abstract
Background: The Sun is a massive and highly dynamic ball of plasma, and os-
cillations in kinetic and magnetic energy are commonplace throughout its atmosphere.
Since the plasma conducts electricity, we model the fluid using magnetohydrodynamics
(MHD) instead of hydrodynamics which is used for non-ionised fluids. We study two
MHD wave phenomena, namely, phase mixing and resonant absorption. These are both
phenomena that occur exclusively in MHD fluids and do not occur in hydrodynamic
fluids. We study their implications for the coronal heating problem and coronal seis-
mology. The solar surface is significantly denser than the atmosphere, and we model
it as a solid wall. In other words, we impose line-tied boundary conditions at the solar
surface where the velocity is set equal to zero.
Aims: 1) The first research chapter (Chapter 2) introduces some of the key prop-
erties of footpoint driven Alfvén waves (a type of MHD wave) which are relevant for
the rest of this thesis. 2) Chapter 3 calculates an upper bound for the heat that linear
phase-mixed Alfvén waves can produce at observed frequencies and amplitudes to assess
its viability as a coronal heating mechanism. 3) Chapter 4 tests if line-tied boundary
conditions still apply in a resonant absorption experiment where the transverse length-
scales can be very short.
Methods: We take an analytic and theoretical approach to solving each problem
and then check the results numerically.
Results: 1) We show that the growth of energy in closed loops for a sinusoidal
footpoint driver is highly dependent on the driver frequency. If a resonance is excited,
then the energy grows quadratically with time, and for a broadband driver, the energy
grows linearly on average. If the loop is partially-closed (i.e. only a fraction of the
wave amplitude reflects at the boundary), the energy will converge towards a steady-
state in which the energy of the loop remains constant with time. 2) We calculate an
upper bound for the heat produced by phase-mixed Alfvén waves and find that it is, on
average, too small to play a significant role in coronal heating. 3) We show that if the
length-scales perpendicular or parallel to the boundary is sufficiently short, imposing
line-tied boundary conditions may no longer be valid. However, researchers may wish
to continue to use them in their models for their simplicity and ability to significantly
reduce computation time if they understand and are aware of their limitations.
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The Sun is the brightest and most energetic object in the solar system. Despite it
being 1.5× 108 km away, our understanding of how it works has dramatically improved
over the last century. Solar physics has played a vital role in some of the most im-
portant discoveries of the last century. For example, before the 20th century, the fuel
source for the Sun was a complete mystery. It was not until the early 20th century
that the fusion of Hydrogen into Helium was first proposed as the dominant process
that powers the stars. More recently, the solar neutrino problem was solved due to
developments in particle and quantum physics. The solar neutrino problem concerned
a large discrepancy between the flux of neutrinos as predicted from the solar luminosity
and measured directly. The difference was first observed in the mid-1960s and finally
resolved around 2002. Another fundamental discovery was the derivation of the MHD
equations (see Section 1.3) which combines the equation of fluid dynamics with elec-
tromagnetism. These equations enable the plasma, which makes up the Sun, to be
modelled and played a key role in allowing Eugene Parker to predict the existence of
the solar wind in 1957. The MHD equations are also currently being used to develop
space weather prediction models to give early warnings of dangerous flares and coronal
mass ejections, see for example, Feynman and Gabriel (2000).
Over recent decades, due to improvements in our observational instruments, we are
now able to measure wave amplitudes and frequencies in the solar atmosphere directly.
This thesis focuses on studying linear MHD waves in the solar atmosphere. Improv-
ing our understanding of these waves could lead to coronal seismology developments
(Banerjee et al., 2007). It could also provide insight into one of the biggest problems
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CHAPTER 1. INTRODUCTION
in solar physics, namely, the coronal heating problem (see Section 1.2). Coronal seis-
mology is a technique where mathematical models are used to infer hard to measure
quantities, e.g. the coronal magnetic field strength or density gradients from easier to
measure quantities, e.g. wave frequencies and damping time. We take a theoretical, as
opposed to an observational approach to build our simple models. We calculate analytic
solutions which we verify numerically. Most of the code used for this thesis, including
LaTeX files, is available on GitHub via the following URL:
https://github.com/aleksyprok/apkp thesis
In this chapter, we introduce some of the critical properties of the solar atmosphere
which are relevant to this thesis. After that, we will introduce the MHD equations which
allow us to accurately model the plasma. In Section 1.4, we model waves in a domain
where the background quantities are uniform and introduce some of the key aspects
and terminology used in solar MHD wave theory. Nakariakov and Kolotkov (2020)
gives a more in-depth introduction to MHD waves in the solar corona and Goossens
et al. (2011) focuses on the linear aspects. Finally, in Section 1.5, we discuss recent
observations of waves in the solar atmosphere and show how the energy distributes as
a function of wave frequency.
1.1 Solar atmosphere
The solar atmosphere refers to the outer layer of gas and plasma surrounding the Sun.
It is defined as the part of the Sun from which photons can escape directly into space.
We split the atmosphere into four regions: the photosphere, chromosphere, transition
region and corona. The regions form approximate concentric spherical shells around
the Sun. However, this picture breaks down at, for example, prominences/filaments,
which are cool and dense loop structures which can extend high into the corona. With
that in mind, when viewing the Sun at a global scale, it is useful to model it in terms
of four distinct, but highly coupled layers.
We label different parts of the solar atmosphere as either an active region, coronal
hole or quiet sun (see Figure 1.1). An active region is an area with a strong magnetic
field. It is common for sunspots to form in active regions. These are usually the
12
CHAPTER 1. INTRODUCTION
Figure 1.1: At a temperature of about 1 million kelvin, this image of coronal plasma was taken using
the Atmospheric Imaging Assembly (AIA) instrument on the Solar Dynamics Observatory (SDO)
(courtesy Cargill and De Moortel 2011). It also offers an example of solar physicists labelling different
solar atmosphere parts as either an active region, coronal hole or quiet sun.
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Figure 1.2: This image of coronal loops was taken using the TRACE (Transition Region and Coronal
Explorer) instrument (courtesy Lockheed Martin Solar and Astrophysics Laboratory 2019). It shows
coronal plasma at a temperature of about 1 million kelvin.
14
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Figure 1.3: The VAL model (Vernazza et al., 1981) of the solar atmosphere (courtesy Williams 2018).
Coronal hole Quiet Sun Active region
Corona
Conduction 60 200 103-104
Radiation 10 100 5000
Solar wind 700 < 50 < 100
Total 800 300 10,000
Chromosphere
Radiation 4000 4000 20,000
Table 1.1: Order-of-magnitude energy-loss fluxes in W m−2 (Withbroe and Noyes, 1977; Priest, 2014).
15
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Figure 1.4: This photo taken in France during the 1999 total eclipse (courtesy Wikimedia, User: Luc
Viatour). The chromosphere is emitting a pink/red light close to the disc. The faint white glow around
the disk shows white light from the photosphere being Thompson scattered by the corona.
16
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locations where the largest flares and coronal mass ejections occur. Coronal holes are
the polar regions of the Sun, which look dark in the X-ray emission. In coronal holes, the
magnetic field is usually unipolar and opens towards the interplanetary space. Finally,
the quiet Sun usually refers to solar regions that do not lie in either active regions or
coronal holes. Note that active regions and the quiet Sun often contain closed loops,
like those shown in Figure 1.2. We refer to these loops as closed because their magnetic
field does not extend beyond the solar atmosphere. In contrast, the field lines in coronal
holes are referred to as open because they extend far out into the solar system before
eventually looping back or connecting with the interplanetary medium.
Figure 1.3 shows data from what is commonly referred to as the Vernazza Avrett
and Loeser (VAL) (Vernazza et al., 1981) model of the quiet sun. It is useful for
approximating average values of physical quantities. However, the solar atmosphere is,
in reality, a highly inhomogeneous, time-dependent plasma. Figure 1.3 shows that the
lowest region is the photosphere. It is the region where most photons, at visible light
frequencies, escape into outer space. The chromosphere lies above the photosphere
and emits significantly less light than the photosphere. It is only visible with the
naked eye during total solar eclipses (see red/pink light in Figure 1.4). The transition
region lies between the chromosphere and the corona. Across the transition region, the
temperature changes rapidly from approximately 105 K to 106 K. Finally, the corona
lies above the chromosphere and transition region. As with the chromosphere, it emits
significantly less light than the photosphere and is only visible with the naked eye during
total solar eclipses as a white glow (see Figure 1.4). Note that the corona Thompson
scatters white light from the photosphere. The intrinsic colour of the corona is not
white. However, the inherent colour of the chromosphere is indeed the pink/red colour
seen in Figure 1.4.
1.2 Coronal heating problem
The chromospheric and coronal heating problem relates to the question; ‘why are they
so hot?’ It remains one of the biggest unsolved problems in solar physics. Figure 1.3
shows that the temperature increases with distance from the photosphere in the corona
and chromosphere. Looking at Figure 1.3, two questions come to mind. Why does
the temperature increase with distance away from the surface of the Sun? Intuitively,
17
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the temperature should decrease away from a heat source. Since the temperature is
higher in the corona and chromosphere, this means that conduction is an energy loss
mechanism. The plasma is also optically thin (for most bands) in the corona, which
means the plasma loses more energy via radiation than it gains. So what is balancing
the conductive and radiative losses in the chromosphere and corona? The energy losses
are balanced by converting kinetic and magnetic energy into heat via Ohmic and viscous
dissipation (Klimchuk, 2015). However, we do not have a verified model giving a precise
description of how the temperatures are maintained.
Regarding the first question, we now understand why the temperature of the solar
atmosphere increases with distance from the core of the Sun. For example, Martens
(2010) successfully models a similar temperature profile (although a detailed description
of the heating source is still unknown). These models use the internal energy equation
with a user-defined heating function superimposed. This heating function simulates the
Ohmic and viscous dissipation of magnetic and kinetic energy. They find that even if
the heating function is more significant at the footpoints, their models still produce the
same basic structure as the solar atmosphere. This counter-intuitive temperature profile
is partly explained by the fact that for coronal/chromospheric plasma, the radiative
losses can decrease with rising temperature (see for example Klimchuk et al. 2008).
However, a detailed description of the primary mechanism(s) by which magnetic and
kinetic energy dissipates in the corona has yet to be provided.
In the closed corona, the proposed heating mechanisms can be split into two cate-
gories. The first one, relies on the build-up of magnetic energy in the corona which is
then suddenly released by magnetic reconnection. The second mechanism brings energy
into the corona through MHD waves. In for example van Ballegooijen et al. (2011),
Howson et al. (2020) they model both mechanisms and compare them against each
other. Reconnection mechanisms rely on the slow stressing of the magnetic field. We
define slow motions as having a period longer than the Alfvén travel time of a coronal
loop. In Section 2.4.2 we show that if the driving footpoint motions are longer than the
Alfvén travel time of the loop then this causes the loop to stretch resulting in a large
build-up in magnetic energy compared with a small growth in kinetic energy. We show
that if the driving motions period is shorter than the Alfvén travel time of the loop
then the growth in kinetic and magnetic energy is approximately equal. Therefore, for
reconnection models, the primary dissipation mechanism is resistive since the amount
18
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of free magnetic energy is usually much greater than the amount of free kinetic energy.
The amount of free magnetic and kinetic energy associated with the wave is assumed to
be approximately equal. Therefore, for wave heating mechanisms the primary dissipa-
tion mechanism is usually viscous because the viscous Reynolds number (see Equation
1.3.38) is much smaller than the magnetic Reynolds number (see Equation 1.3.52).
This thesis will investigate the dissipation of phase mixed Alfvén waves and their role
in coronal heating. The dissipation of Alfvén waves has been the basis of many coronal
heating models (see review by Arregui 2015 and references therein). Phase mixing was
first suggested as a coronal heating mechanism by Heyvaerts and Priest (1983). Phase
mixing is the process where gradients perpendicular to the field build-up due to Alfvén
waves propagating on field lines with a spatial gradient in Alfvén travel time. This
process leads to neighbouring waves moving out of phase with each other; hence the
name phase mixing. Other notable mechanisms are: resonant absorption (Ionson, 1982),
reflection-driven Alfvén wave turbulence (Hollweg, 1986a; van Ballegooijen et al., 2011;
Shoda et al., 2019), turbulence triggered via the tearing mode or Kelvin-Helmholtz
instability (Browning and Priest, 1984; Antolin et al., 2016, 2018) and coupling with
compressive modes (Kudoh and Shibata, 1999; Antolin and Shibata, 2010).
Table 1.1 shows order-of-magnitude estimates for the power-losses (per unit area)
in the corona and chromosphere. Note that the mean radiation from the photosphere is
significantly greater at about 0.63× 108 W m−2. It is sometimes useful to consider the
energy losses per unit volume rather than by per area. The chromosphere’s per unit
volume radiative losses can be calculated from the total radiative losses divided by the
volume. Taking the height difference between the top and bottom of the chromosphere
as 1500 km gives the average radiative losses in an active region chromosphere per
unit volume as 1.33 × 10−2 W m−3. To help get an intuitive idea of how much heat
this is, this means that a 1 W light-emitting diode emits about the same radiation
as an Olympic sized swimming pool of chromosphere. It is worth noting that the
chromosphere and corona are very sparse compared with the photosphere and so a
relatively small amount of heat can lead to a large temperature change. Note that
Table 1.1 shows the radiative losses are greater in the chromosphere than in the corona.
This is interesting as chromospheric and coronal heating problem is usually referred to





A large fraction of the solar atmosphere is ionised (Shimizu et al., 2018) due to the high
temperature. The high temperature allows the orbital electrons to break their bonds
with their corresponding ions and form free electrons. The medium is a plasma and
can therefore conduct electricity. To study the plasma, we use Magnetohydrodynamics
(MHD). The MHD equations are formed by combining equations from electromagnetism
with equations from fluid dynamics. Different forms of the MHD equations are used in
different contexts. In sections 1.3.2-1.3.11 we discuss each of the MHD equations in SI
base units.
1.3.1 Assumptions
This thesis is primarily concerned with studying waves in the corona which is assumed
to be fully ionised. The solar atmosphere is approximately 74% Hydrogen 25% Helium
and 1% other elements (Stanford Solar Center, 2019). At typical coronal temperatures,
say 106 K, the thermal energy of an electron is approximately 86 eV. This is greater
than the ionisation energies of Hydrogen and Helium which have first ionisation ener-
gies of approximately 14 eV and 25 eV and the second ionisation energy of Helium is
approximately 54 eV (Lide, 2003). Also, the ionisation fraction as a function of height
has been estimated in, for example, Shimizu et al. (2018) and suggests that the plasma
in the corona is nearly completely ionised. Therefore, in this thesis, we will often model
the plasma as fully ionised Hydrogen plasma.
We model the plasma as collisional and assume that collisional transport theory is
valid. In Richardson (2019), they list six conditions for collisional transport theory to
be valid. In the strong magnetic field limit, where ωce/νe  1 (see Table 1.2) we require






where L||, L⊥ denote the macroscopic length scales parallel and perpendicular to the
magnetic field respectively. In the absence of a magnetic field, we require
L λTe, λT i, (1.3.3)
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where L denotes the macroscopic length scales. For fully ionised Hydrogen plasma,
















































































Therefore, provided the macroscopic length scales are greater than about 1 Mm and
the parameters are given as above, Equations (1.3.1)-(1.3.3) should be approximately
satisfied.
1.3.2 Faraday’s law




B is the magnetic induction. In solar or astrophysical contexts, it is referred to as the
magnetic field strength. In this thesis, B will hereafter be referred to as the magnetic
field strength. E denotes the electric field. Finally, time is denoted with t.
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Table 1.2: This table lists some of the fundamental plasma parameters. The Gaussian formulas were
copied from Richardson (2019) which were then converted into SI base units. The collision rates are for
completely ionised plasmas. B denotes the magnetic field strength, e denotes the elementary charge, c
denotes the speed of light, me, mp denote the mass of an electron and proton respectively, Z gives the
charge state, i.e. the number of protons in an ion, ne, ni denote the electron and ion number densities
respectively, ln Λ denotes the Coulomb logarithm, Te, Ti denotes the temperature of the electrons and




Ampère’s law is given by







We approximate the magnetic permeability, µ0, by its value in a vacuum, namely,
µ0 = 4π × 10−7 henry m−1.
The current density is denoted with j. We approximate the speed of light, c, with its





≈ 3.00× 108 m s−1,
where ε0 is the permittivity of free space in a vacuum.
In this thesis, we neglect last term in Equation (1.3.9), called the displacement
current. Replacing the time derivative with 1/t0, and E with E0 means that∣∣∣∣ 1c2 ∂E∂t
∣∣∣∣ ≈ 1c2 E0t0 ,
where E0 and t0 denotes the typical size of their respective quantities. From Faraday’s














it follows that∣∣∣∣ 1c2 ∂E∂t
∣∣∣∣ ≈ v20c2 |∇×B|,
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where v0 here denotes a typical speed. Hence, we can neglect the displacement current,
provided
v0  c. (1.3.10)
This thesis is interested in waves in the corona. It is very rare for waves to have a






where ρ denotes the plasma density. In the corona, the Alfvén speed is approximately
106 m s−1 and so condition (1.3.10) is satisfied.
1.3.4 Solenoidal constraint
The solenoidal constraint states that
∇ ·B = 0. (1.3.12)
Physically, this equation states that a magnetic field can have no sources or sinks, i.e.
no monopoles.
1.3.5 Ohm’s law
Priest (2014) shows that for fully ionised plasma, Ohm’s law is given by






j ×B︸ ︷︷ ︸
Hall term
, (1.3.13)
where the electron inertia and electron pressure gradient terms have been neglected.





























The coulomb logarithm, ln Λ, lies between 5 and 20 and has a weak temperature de-
pendence. For coronal plasma, a suitable approximation is ln Λ ≈ 20. It is tempting to
neglect the direct current term in favour of the Hall term. However, the Hall term is
dependent only on currents parallel to the field. Throughout this thesis, the currents
perpendicular to the field dominate.
1.3.6 Mass continuity
The mass continuity equation is given by
∂ρ
∂t
+∇ · (ρv) = 0. (1.3.17)
The mass density is denoted by ρ. Physically, this equation states that the rate of mass
change in a volume is given by the total flux of mass moving in or out of a fixed volume.
1.3.7 Momentum equation













+∇ · σBrag︸ ︷︷ ︸
Viscous force
. (1.3.18)
Here the D/Dt operator denotes the material derivative. The plasma pressure is de-
noted with p.
The first term on the right-hand side of Equation (1.3.18) is the Lorentz force. The
ρ∗E term in the more general form of the Lorentz force has been neglected, where ρ∗
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denotes the charge density. This is because we model the plasma as electrically neutral.
Priest (2014) shows that the plasma can be modelled as electrically neutral provided
the length scales of the system, l0, are greater than the Debye length, λD. The Debye
length is approximated by









The Lorentz force is commonly split into two components,
j ×B = 1
µ0

















is commonly called the magnetic energy density.
The gravitational force acts radially inward towards the core of the Sun, where r̂ is









≈ 274 m s−2, (1.3.22)
M denotes the mass of the Sun enclosed by the solar surface, R is the radius of the
solar surface, and G is the universal gravitational constant. Equation (1.3.21) is valid
in the solar atmosphere provided the height of the plasma above the solar surface, h,
is less than the solar radius, i.e. h R.
The viscous force is given by the divergence of the Braginskii viscous stress tensor,
σBrag (Braginskii, 1965). Here we present the viscous stress tensor in the same form as
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(2) − (η3W (3) + η4W (4)), (1.3.23)
where
W (0) = 3
2
(WB̂ · B̂)(B̂ ⊗ B̂ − 1
3
I), (1.3.24)
W (1) = (I − B̂ ⊗ B̂)W (I − B̂ ⊗ B̂) + 1
2
(WB̂ · B̂)(I − B̂ ⊗ B̂), (1.3.25)
W (2) = (I − B̂ ⊗ B̂)W (B̂ ⊗ B̂) + (B̂ ⊗ B̂)W (I − B̂ ⊗ B̂), (1.3.26)
W (3) = 1
2
ZW (I − B̂ ⊗ B̂)− 1
2
(I − B̂ ⊗ B̂)WZ, (1.3.27)
W (4) = (ZWB̂)⊗ B̂ + B̂ ⊗ (ZWB̂), (1.3.28)
with
W =∇v + (∇v)T − 2
3
(∇ · v)I, (1.3.29)
where Z is the tensor with components Zij = εikjbk, where εikj are components of the











with names based on their physical interpretations. The author labels η0W
(0) as the
viscosity tensor parallel to the magnetic field. η1W
(1) and η2W
(2) are labelled as
the viscosity tensors perpendicular to the magnetic field. Finally, η3W
(3) and η4W
(4)
are referred to as the drift contributions. The drift terms are also referred to as the
dispersive terms because W 3 : ∇v = W 4 : ∇v = 0 which means they do not directly
dissipate energy. Note that W (0) contains a ∇ · v term, therefore, it is dependent
on derivatives parallel to the magnetic field as well as derivatives associated with the
compressibility of the velocity. The viscosity coefficients are approximated by
η0 = 2.21× 10−16
T 5/2
log Λ














η4 = 2η3, (1.3.35)
in the strong filed limit (ωci/νi  1). For typical coronal parameters, the product ωci/νi
























Hence, in the corona the condition, ωci/νi  1, is usually satisfied (except near null
points). For this reason, authors commonly neglect all of the viscosity tensors except
W (0) (Hollweg, 1986b; MacTaggart et al., 2017). However, in this thesis, we find that
the gradients perpendicular to the field can be so strong that the W (1) tensor cannot
be neglected. The Reynolds number associated with W (0) is given by
Re =





where ρ0 denotes the typical density in the system, l0 denotes the typical length scales
of the system and V0 denotes the typical velocity amplitude of the system. According to
McIntosh et al. (2011); McIntosh and De Pontieu (2012), the velocity amplitude can be
approximated as about 10 km s−1. In the corona, we approximate the above Reynolds
number as















Given that the Reynolds number is significantly greater than unity we will often neglect
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Figure 1.5: The shaded region shows an estimate of the plasma beta in the solar atmosphere as a
function of height. This figure was adapted from Gary (2001).
viscosity. Note that if we ignore all viscous and resistive terms, then the equations are
ideal.
Consider the ratio of the pressure force term and Lorentz force term in the momen-









where p0 and B0 denotes the typical size of their respective quantities. The plasma






Figure 1.5 shows an estimate of the plasma beta as a function of height in the solar
atmosphere. It shows that in the solar corona β  1. Since this Thesis is primarily
concerned with modelling waves in the corona, we will often approximate β = 0, which
allows us to neglect the pressure force in favour of the Lorentz force.
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1.3.8 Ideal gas law





where kB denotes the Boltzmann constant approximated by
kB ≈ 1.38× 10−23 m2 kg s−2 K−1.
1.3.9 Internal energy equation


















+ σBrag :∇v − n2Q(T )− v · ∇p.︸ ︷︷ ︸
Ohmic + Viscous heating − Radiation − Work done
(1.3.41)
The internal energy per unit volume is given by p/(γ−1), where γ is the ratio of specific
heats, also known as the adiabatic index.
The conduction term is given by the divergence of the heat flux vector, q, where
q = −κ∇T, (1.3.42)
where κ is the thermal conduction tensor. The divergence of the heat flux may be split
into two parts,
∇ · q =∇|| · (κ||∇||T ) +∇⊥(κ⊥∇⊥T ), (1.3.43)
where ∇|| is given by
∇|| = B̂(B̂ · ∇), (1.3.44)




The thermal conductivity parallel/perpendicular to the field is denoted with κ||/κ⊥
respectively. In coronal plasma, the conductivity is usually much stronger along the
field than it is perpendicular to the field. The parallel conductivity is approximated by
κ|| = 1.8× 10−10
T 5/2
ln Λ
W m−1 K−1, (1.3.46)













(in the strong field limit, where ωci/νi  1, see Spitzer 1965; Braginskii 1965; Priest
2014). In the corona, the parallel conductivity dominates (except near null points), so
we usually neglect the perpendicular conduction.
Q(T ) denotes the optically thin radiative loss function. See for example Rosner
et al. (1978); Klimchuk et al. (2008); Dere et al. (2009); Priest (2014) for details on the
radiative loss function in the solar corona. Klimchuk (2015) (and references therein)
shows that the temperature evolution of coronal loops is dependent on the time interval,
∆t, between nanoflares/heating events. If the timescale between nanoflares is signifi-
cantly shorter than the cooling timescale of a loop through conduction and radiation,
i.e. ∆t τcool, then the temperature evolution can be approximately isothermal. How-
ever, if the heating concentrates near the loop footpoints then a loop may be in a state
of thermal non-equilibrium, see e.g. Antiochos et al. (2000); Johnston et al. (2019). If
the time interval between nanoflares is significantly longer than the cooling timescale,
i.e. ∆t  τcool, then a loop can change in temperature significantly. For simplicity, in




Faraday’s law, Equation (1.3.8), can be combined with Ohm’s law, Equation (1.3.13),
to give the induction equation,
∂B
∂t












Non-ideal term + Hall term
. (1.3.48)
In Section 1.3.5, we showed that if B0/(nee)  σ−1 or j||  j⊥ then we can neglect
the Hall term. Additionally, if we assume that the spatial derivatives of σ can be be




=∇× (v×B)︸ ︷︷ ︸
Advective term
+ η∇2B︸ ︷︷ ︸
Diffusive term
, (1.3.49)


















where l0 denotes the typical length scales of the system and V0 denotes the typical veloc-
ity in the system. In the corona, the magnetic Reynolds number can be approximated
by












We usually neglect the diffusive term in the induction equation in favour of the advective
term. However, sometimes the length scales can become sufficiently small that we
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cannot ignore the diffusion term. Note that our approximation for the coronal velocities
uses results from McIntosh et al. (2011); McIntosh and De Pontieu (2012).
For typical values, Rm, given by Equation (1.3.52), is approximately 8 orders of
magnitude larger than Re, given by Equation (1.3.38). This suggests viscous dissipation
dominates over resistive. However, this order of magnitude analysis does not consider
the fact that gradients perpendicular to the field may be orders of magnitude greater
than gradients parallel to the magnetic field. Moreover, there could be significantly
more free magnetic energy to dissipate compared with kinetic energy. Note that Van
Doorsselaere et al. (2007) uses observations to suggest that resistive heating dominates
over viscous.
1.3.11 Total energy equation














= v ·∇p+ v · (j ×B)− v · (ρ∇Φ) + v ·∇ · σBrag,
where ρΦ = ρgr gives the gravitational potential energy density (assuming the gravi-
tational force is given by Equation 1.3.21). We can simplify this by using the following
identity
∇ · (σBragv) = v ·∇ · σTBrag + σBrag : v,
from Equation (1.11.16) of Kelly (2020), where σBrag : v = tr(σBrag∇v) denotes the
double-dot product. Note that σBrag is symmetric, i.e. σBrag = σ
T
Brag. Multiplying








∇ · (ρv) = 0.
The time-derivative of the gravitational potential energy density gives
∂ρΦ
∂t
= −Φ∇ · ρv.
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ρv2v + ρΦv − σBragv
)
= −v ·∇p+v ·(j×B)−σBrag : v.

























































v + q + ρΦv − σBragv. (1.3.54)
1.4 MHD waves: Dispersion relation
Solving the MHD equations is notoriously difficult. Some of the basic properties of
the Navier-Stokes equations, which is a subset of the MHD equations, are not known.
There is a famous problem known as the Navier–Stokes existence and smoothness prob-
lem. The Clay Mathematics Institute in May 2000 made this problem one of its seven
Millennium Prize problems in mathematics. It offered a $1,000,000 prize to the first
person to solve the problem. The challenge is to prove or give a counter-example of the
following statement:
In three space dimensions and time, given an initial velocity field, there
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exists a vector velocity and a scalar pressure field, which are both smooth
and globally defined, that solve the Navier–Stokes equations.
Due to the difficulty in solving the MHD equations, solutions are usually calculated
numerically. To obtain an analytic solution, we study a simplified plasma. Analytical
solutions are useful as a starting point for understanding plasma dynamics. Moreover,
parameters can be arbitrary constants which allows a large parameter space to be
studied simultaneously. Typically, numerical simulations only calculate the solution for
a single set of parameters, and then the simulation has to be restarted for different
parameter values.
Given that the corona has a large Reynolds number (see Equations 1.3.38 and 1.3.52)
we model the plasma as ideal. Additionally, the plasma beta in the corona is small (see
Figure 1.5) so we assume the only force in the momentum equation is the Lorentz force.












and mass continuity equation as,
∂ρ
∂t
+∇ · (ρv) = 0. (1.3.17)
We model small perturbations on a static background equilibrium in other words
we assume
v(x, t) = u(x, t), where u vA, (1.4.3)
B(x, t) = B0(x) + b(x, t), where b B0, (1.4.4)




u = |v|, B0 = |B0| , b = |b|.
Note that B0 and ρ0 are referred to as the background quantities which are specified
beforehand and v, b and ρ1 are the perturbed quantities which need to be calculated.
We assume u vA because observations suggest u/vA to be approximately in the range
[10−2, 10−1] (McIntosh et al., 2011; McIntosh and De Pontieu, 2012). We approximate
∂B0/∂t = 0 since magnetic structures can last much longer than the typical frequency
and Alfvén travel time of waves in a coronal loop. If we take the Alfvén speed in
the corona as about 1 Mm s−1 and assume that coronal loops have a characteristic
length of about 100 Mm (O’Neill and Li, 2005) then this gives an Alfvén travel time of
about 100 s. Magnetic structures can last much longer than this, for example, active
region prominences can last a few hours or a day, while quiescent prominences can
last between a few and 300 days (Priest, 2014). We assume that ∂ρ0/∂t = 0 and
this approximately holds in coronal loops which are isothermal and isobaric. Klimchuk
(2015) shows that loops can be approximated as isothermal if the time interval between
heating events/nanoflares in the loops is sufficiently small.
The final assumption we make, in this section, is to assume the background quan-
tities are uniform, primarily because this allows the equations to be solved analytically
more easily. Without loss of generality, we can model the background magnetic field as
being directed in the z-direction, i.e.
B0 = B0ẑ. (1.4.6)
With these assumptions in place we can simplify Equation (1.4.1) and (1.4.2) via a
linearization procedure. This is where we neglect terms involving the product of small
terms i.e. u, b or ρ1 and neglect the time-derivatives of the background terms B0, ρ0.
























= (B0 ·∇)u−B0∇ · u,
(1.4.8)
and the mass continuity equation is given by
∂ρ1
∂t
+∇ · (ρ0v) = 0. (1.4.9)
Note that u and b are independent of ρ1 and so we only need to solve for u and b.





















































Since the Lorentz force is perpendicular to the background field, uz, is decoupled and

















































































































































ux = 0. (1.4.21)
Since all the coefficients are constant, we can use Fourier analysis to calculate an analytic
solution which satisfies the above equation. We assume ux is of the form
ux = ux0 exp[i(kxx+ kyy + kzz + ωnt)],
where kx, ky, kz and ωn ∈ C. This reduces our PDE to the following algebraic equation
[ω2n − v2A0k2z ][ω2n − v2A0(k2x + k2y + k2z)] = 0. (1.4.22)




















Solutions where ω = ω1 or ω2 are called Alfvén wave solutions and solutions where
ω = ω3 or ω4 are fast wave solutions. The next two subsections go into further detail
about each wave, respectively.
For now, we calculate the solution for the case where the perturbed quantities, ux,
uy, b̂x, b̂y and b̂z have an x, y, z and t dependence of the form
f(x, y, z, t) = f0 exp[i(kxx+ kyy + kzz + ωnt)],
where
ω = ±vA0kz.
Let ux0 be fixed, from Equation (1.4.20) we know that
uy0 =
v2A0kxky
ω2 − v2A0(k2y + k2z)
ux0. (1.4.23)

















We define Alfvén waves (Alfvén, 1942) as waves with a velocity amplitude, u, which









u = 0, (1.4.27)
(see e.g. Prokopyszyn et al. 2019) where L denotes the Alfvén wave equation operator
andB0 denotes the background magnetic field. This shows that Alfvén waves propagate
parallel to the background magnetic field with speed given by the Alfén speed. Note








Equations (1.4.17) and (1.4.18) show that if Lux = Luy = 0 then bz = bz(z). Therefore,
applying the initial condition that bz is initially zero ensures bz = 0 ∀t. Note that
bz gives the perturbation in magnetic pressure. For this reason, Alfvén waves can be
thought of as an oscillation in kinetic and magnetic tension energy. Very much like
waves on a guitar string but with magnetic tension replaced with tension in the string.













b̂z0 = 0. (1.4.32)
This shows that the magnetic pressure perturbation is zero and so all the energy is
contained within the magnetic tension.




∇ · u = i(uxkx + uyky)
= 0 (using Equation 1.4.29).
(1.4.33)
This means the Alfvén wave is incompressible.
1.4.2 Fast waves
We define fast waves in β = 0 plasma as waves with velocity amplitude, u, which satisfy





u = 0. (1.4.34)
This shows that fast waves propagate isotropically with a speed given by the Alfvén
speed. Note that this is only valid for β = 0 plasma, for β  1 then the fast wave
propagates perpendicular to the field at a speed of approximately vA+cs, where cs gives
the background sound speed. In the limit where the fast wave propagates parallel to the
field, it degenerates into an Alfvén wave and moves at a speed of vA. For a derivation
of the dispersion relation of fast waves (and its sibling slow waves) in a β > 0 plasma,
see for example Priest (2014); Roberts (2019).













































The above equation shows that, unlike Alfvén waves, the magnetic pressure pertur-
bation, bz, is in general non-zero. Fast waves are oscillations in kinetic and magnetic
energy, where the restoring force can be magnetic tension and the magnetic pressure.
41
CHAPTER 1. INTRODUCTION
More generally, in a β > 0 plasma, the plasma pressure also acts as a restoring force
and contributes towards the energy associated with the fast wave.
The fast wave is compressible, however, it is invariant in the B̂0 × u, direction, in
other words,
(ẑ× u) · ∇ = (−uyx̂+ uxŷ) · ∇
= i(−uykx + uxky)
= 0 (using Equation (1.4.35)).
(1.4.39)
In the last section we showed that the Alfvén waves are invariant in the u direction.
Therefore, there is always at least one invariant direction for both our fast and Alfvén
waves.
1.4.3 Poynting flux







[(B0 · b)u− (u · b)B0].
(1.4.40)
where E denotes the electric field and we approximate it by linearizing Ohm’s law
(Equation (1.3.13)) and assuming ideal MHD to give
E = −u×B0. (1.4.41)
S gives the directional energy flux, to see this consider the following. Taking the dot












u · [(B0 ·∇)b−∇(B0 · b)].


























∇ · [(B0 · b)u− (u · b)B0],










+∇ · S = 0. (1.4.42)
This confirms that S does indeed give the energy flux for the magnetic and kinetic
energy. For Alfvén waves, the magnetic pressure perturbation is zero. Therefore, the
Poynting flux points along the magnetic field (see Equation (1.4.40)).
1.5 MHD waves: power spectrum
MHD waves are ubiquitous and have been observed in for example Tomczyk et al.
(2007); McIntosh et al. (2011); De Moortel and Nakariakov (2012). These observations
are useful for constraining theoretical models and may help answer unsolved problems
such as the coronal heating problem. Measurements of the waves’ amplitude and wave-
length could play an important role in deciding whether MHD waves play an essential
or negligible role in coronal heating. Note that the Ohmic and viscous heat provided by
MHD waves typically increases with larger wave amplitudes and shorter wavelengths.
A power spectrum can represent the wave amplitude and frequency. This section aims
to give a brief overview of the power spectrum of velocity fluctuations in the corona
and explain how we calculate it.
In for example Morton et al. (2016, 2019), the power spectrum of velocity fluctu-
ations in the solar corona is calculated. They produce a time sequence, {vn}, of the
Doppler velocities on the limb of the corona using data from the Coronal Multi-channel
Polarimeter (CoMP). CoMP only has a finite cadence and they can only observe the
fluctuations for a finite time. Therefore, the observed velocities, {vn}, can only be
measured at a finite discrete sequence of times {tn}. If N measurements are made, i.e.
{vn} = v0, v1, ...vN−1,
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Therefore, |Vk|2/N2 gives a useful measure of the average energy associated with each
frequency, fk, for the signal, {vn}. Note that |Vk| is Hermitian-symmetric because {vn}
is strictly real, i.e.
Vk = V̄N−k, for 1 ≤ k ≤ N − 1, (1.5.3)
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P(f) (km2 s 2)




Figure 1.6: This figure shows the approximate power spectrum for velocity fluctuations in the corona
using data from Morton et al. (2016) and an approximation used in Pagano and De Moortel (2019).
The left-hand side uses a linear axis while the right-hand side uses a log-log axis. The code used to
make this figure is available on GitHub in the following directory:
→ Python/Introduction/power spectrum.py
where V̄N−k denotes the complex conjugate and b c denotes the floor function which






|V0|2, for k = 0,
|Vk|2, for k = N/2 and N even,
2|Vk|2, otherwise,
(1.5.4)





To plot the average power spectrum, P (f) = Pk[{vn}], we will use an approximation
given in Pagano and De Moortel (2019) which uses data from Morton et al. (2016). They
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state that the power spectrum in km2 s−2 can be approximated as
P (f) =

10−6f−1.34, 10−3.2 ≤ f ≤ 10−2.7,
10−2.38, 10−2.7 ≤ f ≤ 10−2.4,
10−6.05f−1.53, 10−2.4 ≤ f ≤ 10−1.8,
(1.5.6)
where the frequency is measured in Hz. Note that the dimensions of P (f) are somewhat
meaningless without knowledge of the number of points used, however, for now, we are
only interested in the shape of the power spectrum. McIntosh et al. (2011); McIntosh
and De Pontieu (2012) measured the average amplitude of velocity fluctuations in the
corona. They show that observed amplitudes are of the order 10 km s−1. P (f) is plotted
in Figure 1.6. We can only plot the power spectrum for a finite range of frequencies
because the equipment’s cadence is limited. Moreover, we can only observe features
for about half a solar rotation before moving out of view. Here the frequency range is
10−3.2 Hz ≤ f ≤ 10−1.8 Hz. Podesta et al. (2007) is able to observe higher frequency
waves in the solar wind.
1.6 Outline of the thesis
This thesis aims to improve our understanding of the dynamics of MHD waves in the
solar atmosphere by using models which are complex enough to build our intuition and
simple enough to easily be comprehended. In Chapter 2 we study the simplest type of
MHD wave, namely, Alfvén waves. These are waves with a velocity amplitude which
satisfies the Alfvén wave equation (Equation 1.4.27). Our goal is to introduce some of
the key concepts relevant to the rest of the thesis. We calculate the solutions for the
case where we impose a footpoint driver as a boundary condition. We aim to calculate
the solution for when the driver is sinusoidal and a white/red noise force. After that,
we extend the model by allowing waves to leak out of the corona.
In Chapter 3 our goal is to assess the viability of a process called phase mixing as a
heating mechanism. We study linear Alfvén waves with resistivity and viscosity included
in the model with the y-direction assumed invariant. We show that if neighbouring field
lines have different natural frequencies, this can lead to the formation of steep gradients
across the field via phase mixing. To test if this is a viable heating mechanism, we
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introduce a quantity called the heating rate per unit of wave energy which we denote
with γ. We estimate the required heating rate by assuming it must balance our estimates
of the coronal conductive and radiative losses. We also use observational data of velocity
fluctuations to estimate the average wave energy in the corona. Using these values, we
calculate that γ needs to equal about 10−1 s−1 for a wave heating mechanism to play
a major role in coronal heating. We calculate a theoretical upper bound for γ and use
this to test if the dissipation of phase-mixed Alfvén wave is a viable heating mechanism.
Our model also includes partial reflection and allows for a power spectrum of harmonics
to be excited.
Chapter 4 allows for ∂/∂y 6= 0. This enables a phenomenon called resonant ab-
sorption to occur. This is where a propagating fast wave with a given frequency gets
absorbed by a magnetic field line, called the resonant field line, with the same natural
Alfvén frequency. Energy concentrates at the resonant field line and the waves form
a standing Alfvén wave. We model the magnetic field to be at an arbitrary angle,
α, to the transition region. In for example, Halberstadt and Goedbloed (1993, 1995);
Arregui et al. (2003), they show that in general, steep boundary layers/evanescent fast
waves form. However, their model only includes the corona, and they impose line-tied
boundary conditions. This chapter includes the chromosphere and corona and tests if
the boundary layers still form if we do not impose line-tied boundary conditions. This
allows us to test if the boundary layers are physical or fictitious artefacts generated by
using line-tied boundary conditions.
Finally, in Chapter 5 a summary of results from each of the chapters is given, and
we discuss ideas for further study.
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Ideal footpoint driven Alfvén waves
2.1 Introduction
Before we can discuss the results from our more technical research in Chapters 3 and
4 we need to first understand the dynamics of waves in a more simple domain. This
chapter models footpoint driven linear Alfvén waves in a uniform domain to establish
some of the key ideas we will use throughout this thesis. We will see in Chapter 3
that if an invariant direction is assumed, in this case, ∂/∂y = 0, then the velocity
perturbations in the invariant direction (in this case, vy), must satisfy the Alfvén wave
equation. Chapter 4 shows that propagating fast waves with a given frequency will
mode convert at a field line with the same natural frequency to form standing Alfvén
waves. This phenomenon is called resonant absorption. Moreover, a similar effect was
demonstrated in more general three-dimensional domains (see for example, Wright and
Elsden 2016; Elsden and Wright 2017, 2018). This suggests that Alfvén waves and
approximate Alfvén waves are ubiquitous throughout the solar atmosphere.
The outline of this chapter is as follows. In Section 2.2 we introduce the model
we use and discuss the assumptions we will make. In Sections 2.3-2.4 we calculate the
solution for a closed loop with a footpoint driver. We show how a footpoint driver can
excite resonances along the loop. We will calculate the solutions for the case where the
driver is sinusoidal and excites resonant frequencies, nearly resonant frequencies and
frequencies halfway in between different resonant frequencies. After that, in Section
2.5, we will study the solution when we use a noisy driver. We think of a noisy driver
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as a superposition of an infinite number of sinusoidal drivers. We use a white and
red noise force driver where the slope of its power spectrum defines the colour of the
noise, and this is explained further in Section 2.5. One of the goals in this section is
to determine if the energy of a randomly driven loop will grow to infinity or oscillate
about a finite value. In Section 2.6-2.8 we consider the case where waves can leak out of
the loop. To estimate the reflection coefficient at the transition region, we approximate
the corona and chromosphere using a similar model to that used in Hollweg (1984b).
In Section 2.8, we show that leakage prevents the energy from growing to infinity, even
if a natural frequency is excited. We show that the system tends towards a state where
the whole system oscillates at the driver frequency, called the steady-state solution.
Finally, Section 2.9 introduces phase mixing to show some of the key results which are
used in Chapter 3.
2.2 Model and equations
In this chapter, we will model perturbations on a background medium. We will make
the same assumption as described by Equations (1.4.3)-(1.4.5), namely, that we will
model linear perturbations on a static background medium. We assume the velocity
amplitude satisfies the Alfvén wave equation, see Equation (1.4.27). We model the
domain as ideal, which means we neglect resistivity and viscosity. As in Section 1.4 we
will model the background quantities as uniform. In reality, the coronal field is non-
uniform, and the density is stratified due to gravity. The propagation of Alfvén waves
through a divergent and stratified coronal structure is investigated in, for example,
Smith et al. (2007). The effects of loop curvature on coronal kink oscillations are
investigated in, for example, van Doorsselaere et al. (2009). In the next chapter, we
will study waves in a domain where the background density has a transverse density
profile. Modelling the background quantities as uniform means the background field
must be straight. Without loss of generality, we model the background field, B0, as
B0 = B0ẑ. (1.4.6)
In Section 1.4 we showed that with these assumptions and assuming β = 0, two
types of solutions exist, namely fast and Alfvén waves. In this chapter we choose only
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u = 0, (2.2.1)
where L is given by Equation (1.4.28). Let
u(z, t) = u(z, t)ŷ, (2.2.2)
b(z, t) = b(z, t)ŷ. (2.2.3)
We choose our domain to be given by
z ∈ [−lz, lz],
where
Lz = 2lz,
gives the length of the loop. To begin with, we impose line-tied boundary conditions
at the ends of the loop, i.e.
u(−lz, t) = fdriv(t), u(lz, t) = 0, (2.2.4)
however, in Section 2.7 we consider a partially confined loop. Additionally, we impose
the following initial condition





= 0, for z 6= −lz (2.2.5)
Without loss of generality, we impose the driver at only the bottom boundary. We
do not lose generality because the system is linear and is symmetric about z = 0.
Therefore, we can construct a general solution by superimposing solutions with the
driver imposed at only one of the boundaries. We impose zero velocity at z = lz; in other
words, we impose line-tied boundary conditions. The chromosphere and photosphere
are orders of magnitude denser than the corona (see Figure 1.3) over a length scale of
just a few Mm, this means that the amplitude of waves propagating from the corona
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to the chromosphere and photosphere typically reduces significantly. Line-tied (u = 0)
boundary conditions are convenient to simulate this behaviour. We approximate the
transmission and reflection coefficients in Section 2.6.
2.3 Closed loop: general solution
In this section, we will construct the general solution to Equation (2.2.1) with boundary
and initial conditions described by Equation (2.2.4) and (2.2.5). We will construct this
solution step-by step via a method of images approach. By d’Alembert’s formula we
can write solutions to the 1D wave equation, Equation (2.2.1), as












Although this section aims to calculate the solution for a closed loop we find that it
is convenient to first consider the solution in an open loop. For now, we impose the
condition that only waves propagating in the positive z direction can exist. Hence, a
valid solution is nearly given by
u(z, t) = fdriv
(




however, this does not satisfy our initial condition. We need u and ∂u/∂t to be initially
equal to zero for z > −lz. A solution which satisfies the initial condition is given by
u(z, t) = fdriv
(









where H(x) is the Heaviside step function.
Note that the line-tied boundary condition, u(lz, t), causes any waves propagating in
the positive z-direction to reflect at z = lz. We can simulate this reflection by allowing
the real wave to leave the domain and introducing a ‘ghost’ wave that propagates in the
negative z-direction. The superposition of the domain wave and ‘ghost’ wave cancels
to give zero. This ghost wave needs to propagate in the negative z-direction and needs
to start at coordinate z = 3lz so at time t = 2lz/vA0 it cancels with the real wave at
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z = lz to give the reflection. Therefore, a solution which reflects at z = lz is given by
u(z, t) = fdriv
(





















Unfortunately, this solution does not in general satisfy u(−lz, t) = fdriv(t). We need
waves propagating in the negative z-direction to reflect at the z = −lz boundary. We
need waves to reflect back and forth forever between z = −lz and z = lz. This means
we need an infinite number of ‘ghost’ waves to simulate reflection, an infinite number






θk = t− (−1)k
z
vA0
− (2k + 1)l
vA0
. (2.3.3)
This equation is a valid solution to our problem. However, we can simplify it further.
Note that the k’th term in the series only enters the domain after k reflections have
occurred. Therefore, if t is finite, only a limited number of terms in the series are













where bc denotes the floor function which rounds the input down to the nearest integer.
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To see more clearly that Equation (2.3.6) is indeed a valid solution satisfying our bound-
ary conditions consider the following. We know that each term satisfies the wave equa-
tion as they are of the form given by d’Alembert’s formula. We can check u does indeed
equal 0 at z = lz and u = fdriv(t) at the z = −lz either numerically or analytically.
2.4 Closed loop: sinusoidal solution
Equation (2.3.6) gives the solution for a general driver, fdriv. In this section, we inves-
tigate the solution for the case where
fdriv(t) = u0 exp(iωt). (2.4.1)
Substituting Equation (2.4.1) into Equation (2.3.6) gives
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The equations above describe the solution for all z and t. Section 2.4.1 uses the
geometric series formula to simplify the above series. We see that the time evolution
can vary significantly depending on the driver frequency, ω.
2.4.1 Solution at z = 0










for n ∈ N. Therefore, the number of times the wave-front has reached z = 0 is given




















r = exp(−2iωlz/vA0). (2.4.8)
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Therefore, for r 6= −1, using the formula for the geometric series, the above series can
be simplified as









If r = −1 then
u(0, t) = u0 exp[iω(t− lz/vA0)](m′ + 1). (2.4.10)
Hence, for r 6= 1













and for r = 1,
b(0, t) = −B0u0
vA0
exp[iω(t− lz/vA0)](1 +m′). (2.4.12)
Using the identities that








we calculate that for r 6= −1, the absolute value of u(0, t) is given by
|u(0, t)| = u0
|sin{(m′ + 1)ωlz/vA0}/ cos(ωlz/vA0)|, for m′ + 1 even,|cos{(m′ + 1)ωlz/vA0}/ cos(ωlz/vA0)|, for m′ + 1 odd, (2.4.13)
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which is equivalent to
|u(0, t)| = u0
∣∣∣∣sin{(m′ + 1)(ωlz/vA0 + π/2)}cos(ωlz/vA0)
∣∣∣∣. (2.4.14)
For r = −1
|u(0, t)| = u0(m′ + 1). (2.4.15)
For r 6= 1, the absolute value of b(0, t) is given by




For r = 1
|b(0, t)| = B0u0
vA0
(m′ + 1). (2.4.17)











Equations (2.4.14)-(2.4.17) show that for ω 6= ωn, the solutions oscillate about a finite
value, but for ω = ωn, then the amplitude of either u or b at the loop apex grows
linearly with time depending on whether n is odd or even. In Sections 2.4.2-2.4.4 we
investigate the solutions for the cases where ω = ωn, ω ≈ ωn and ω 6= ωn, where ω 6= ωn
is the case where the driver frequency is as far away from the resonant frequencies as
possible.
2.4.2 Resonant case
In this section, we investigate solutions for the case where ω = ωn. If n is odd, then we
say the odd harmonic has been excited, if n is even then we say an even harmonic has
been excited.
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Note that
u(0, t) = u0 exp[iωn(t− lz/vA0)]
(m′ + 1), n odd,[1− (−1)m′+1]/2, n even. (2.4.20)





(m′ + 1), n even.
(2.4.21)
The Poytning flux at z = 0, directed in the z-direction, Sz0, is given by
Sz0 = S · ẑ|z=0, (2.4.22)




Im[u(0, t)] Im[b(0, t)], (2.4.23)
where Im[ ] returns the imaginary component of the input. Using the divergence the-
orem, and the fact that u = 0 at z = lz, we know that −Sz0 gives the rate of change
of energy in the top half the loop. Using Equations (2.4.20) and (2.4.21) we can show






sin2[ωn(t− lz/vA0)](m′ + 1)(1− (−1)m
′+1). (2.4.24)
Figures 2.1 and 2.2 show plots of u and b for ω = 0, ω = ω1 and ω2. The time is










Note that the real component is plotted for ω = 0 because the imaginary component
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Figure 2.1: This figure shows contour plots of the velocity, u, and line plots at z = 0. The driver
frequency is given by ω = ωn. Each row shows the solution for different values of n. The top row
shows the real part and the other rows show the imaginary part. The normalising constant, t0, is
given by Equation (2.4.25). The code used to make this figure is available on GitHub in the following
directory:
→ Python/Chapter2/case where omega=omega n.py
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Figure 2.2: This figure is very similar to Figure 2.1 except it shows the magnetic field, b, instead of
the velocity. The normalising constant, b0, is given by Equation (2.4.26). The code used to make this
figure is available on GitHub in the following directory:
→ Python/Chapter2/case where omega=omega n.py
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gives the trivial solution. The imaginary part is plotted for n ≥ 1 because this ensures u
and b are continuous. However, their derivatives are not continuous. In all three plots,
the amplitude grows linearly with time, which means the energy grows quadratically.
For n ≥ 1, the driver generates approximate standing Alfvén waves. They are not
perfect standing waves as they contain a propagating component due to the driver.
The time and space averaged kinetic and magnetic energies are approximately equal.
For n = 0, the driver shears the magnetic field, and the amplitude grows linearly
with time, whereas the kinetic energy oscillates about a finite value. It is convenient
to categorise oscillatory motions into fast and slow motions: Slow motions are where
the frequency, f , is smaller than vA0/Lz, where Lz gives the length of the loop. Fast
motions are where the frequency is greater than vA0/Lz. A key difference between fast
and slow motions is that slow motions can generate a large build-up in magnetic energy
with relatively little kinetic energy. For fast motions, the build-up in magnetic energy
is approximately equal to the build-up in kinetic energy. The plots show if u has an
antinode at a given point in space, then b has a node and vice versa.
2.4.3 Approximately resonant case
In this section, we investigate the solutions for the case where ω = ωn + εω1, where
ε  1, i.e. we look at the solution where the driving frequency is nearly equal to one
of the resonant frequencies.
From Equation (2.4.14) we know that the absolute value of the velocity at z = 0 is
given by
















Since m′ + 1 ∈ Z, then for n odd we know that∣∣∣∣sin{(m′ + 1)(x+ ωnlzvA0 + π2
)}∣∣∣∣ = |sin{(m′ + 1)x}|.
Therefore, approximating m′ + 1 with
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Figure 2.3: This figure is similar to Figure 2.1 except now the frequency is given by ω = ωn + εω1 for
ε = 0.1. Also, the imaginary component is taken for all values of n. Note that the velocity at z = 0 is
plotted in blue and the envelope, given by Equation (2.4.27), is plotted in orange. The code used to
make this figure is available on GitHub in the following directory:
→ Python/Chapter2/case where omega approx omega n.py
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Figure 2.4: This figure is similar to Figure 2.3 except the magnetic field is plotted instead of the
velocity. The equation for the envelope is given by Equation (2.4.28). The code used to make this
figure is available on GitHub in the following directory:
→ Python/Chapter2/case where omega approx omega n.py
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we can derive an equation for an envelope, ue0(t), that the real and imaginary compo-
nents of the velocity at z = 0 approximately lies inside












for n odd. Using Equation (2.4.16) we can derive a similar envelope, be0(t) for the

















Figures 2.3 and 2.4 plot the solutions for the case where ω = ωn + εω1. In all the
plots the imaginary part is shown instead of the real part because it is continuous. The






The beat is a concept from acoustics. It is an interference pattern between two sounds of
slightly different frequencies, perceived as a periodic variation in magnitude with a rate
which is the difference of the two frequencies. The beat effect is perhaps counterintuitive
because it means the energy of the system can sometimes decrease (this is the case for
t/t0 > 10 in Figures 2.3 and 2.4). Therefore, the driver can be responsible for removing
energy from the system. The driver sends waves into the system which can sometimes
constructively interfere with the system and sometimes destructively interfere. If the
resonant frequency is not excited, the waves will constructively interfere with the system
50% of the time and destructively interfere 50% of the time. The times where the waves
destructively interfere results in the energy decreasing at those times. Hence, the energy
of the system oscillates about a finite value.
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2.4.4 Nonresonant case





This represents the least resonant case because the frequency is as far away from any
of the resonant frequencies as possible. The solutions are plotted in Figure 2.5 and
2.6. As expected, the maximum energy of the solution is significantly smaller than the
maximum energies reached in Figures 2.1-2.4. This is because the driver frequency is
far away from the resonant and so constructive interference is quickly followed up by
destructive interference which prevents the build-up of energy. For n = 3 and n = 6
the waves oscillate at a fixed amplitude, then after a time interval of length, Lz/vA0,
the waves oscillate at a different amplitude.
2.5 Closed loop: broadband driver
This section takes a statistical approach to study the solutions for a broadband driver,
i.e. a driver which excites a wide range of frequencies. The previous section calculated
the solution for a single frequency driver. Figure 1.6 shows that velocity fluctuations
in the corona oscillate at a wide range of frequencies. We think of the previous section
as the case where the driver includes only one term in its Fourier series. In contrast,
this section contains many terms, even an infinite number of terms. We can constrain
the amplitude of the terms using observed power spectra, e.g. Figure 1.6. However,
the phase of each term cannot be constrained. Therefore, we need to consider all
possible phases associated with each term in the Fourier series. Given the infinite
number of possibilities, we take a statistical approach to study the solutions. We aim
to study the average behaviour and answer the question: do the solutions grow to
infinity or oscillate about a finite value? In the previous section, we calculated that for
a sinusoidal driver, the energy of the solution either oscillates about a finite value if
ω 6= ωn or grows to infinity if ω = ωn. To answer this question for the broadband driver,
we first reduce Equation (2.2.1) to a system of ODEs, corresponding to the equation of
a driven harmonic oscillator. After that, we calculate the general solution to the ODE,
and then we study the case where the driver gives a red noise and white noise force.
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Figure 2.5: This figure is similar to Figure 2.1 except now the frequency is given by ω = (ωn +
ωn+1)/2. These are the least resonant frequencies because they are as far away from any of the
resonant frequencies as possible. The code used to make this figure is available on GitHub in the
following directory:
→ Python/Chapter2/case where omega ne omega n.py
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Figure 2.6: This figure is similar to Figure 2.1 except the magnetic field is plotted instead of the
velocity. The code used to make this figure is available on GitHub in the following directory:
→ Python/Chapter2/case where omega ne omega n.py
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2.5.1 Driven harmonic oscillator
We define our z-range to be given by 0 ≤ z ≤ Lz with the boundary conditions given
by
u(0, t) = fdriv(t), u(Lz, t) = 0. (2.5.1)
Let















Hence, the boundary conditions for y(z, t) are
y(0, t) = y(Lz, t) = 0. (2.5.4)
We can equate the right-hand side with the following Fourier series
−Lz − z
Lz
















therefore, each yn satisfies
d2yn
dt2
+ ω2nyn = fn(t), (2.5.8)
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Note that Equation (2.5.8) is the equation for a driven harmonic oscillator.
2.5.2 General solution
In this section we calculate the general solution to Equation (2.5.8). We first calculate
a general solution using a Green’s function. After that, we calculate the mean and
variance of the solution for a driver with a Fourier series where each coefficient is a
random number from a Gaussian probability distribution.












therefore, the complementary component of the solution is zero. Hence, the general







Equation (2.5.13) works for any smooth function. Now we will consider the solution
where we know the Fourier series of the driver up to a statistical average. Let the
following Fourier series describe fn(t),
fn(t) = a0X0 +
∞∑
k=1
akXk cos(ωkt) + bkYk sin(ωkt), (2.5.14)
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Xk, Yk are independent random Gaussian variables with mean,
〈Xk〉 = 〈Yk〉 = 0,
and variance
〈X2k〉 = 〈Y 2k 〉 = 1.











































Therefore, the coefficients ak, bk give the average power spectrum of fn(t). We can use
data from observations, e.g. Figure 1.6 to determine the values of ak, bk.
Using Equations (2.5.13) and (2.5.14), as well as the Maple file located at
→ Maple/Chapter 2/driven harmonic oscillator.pdf,
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where
y(k)n (t) =
akXkωn[cos(ωnt)− cos(ωkt)] + bkYk[ωk sin(ωnt)− ωn sin(ωkt)]
ωn(ω2k − ω2n)
, (2.5.19)
for ωk 6= ωn and
y(k)n (t) =
akXkωnt sin(ωnt) + bkYk[sin(ωnt)− ωnt cos(ωnt)]
2ω2n
, (2.5.20)


































if ωk = ωn. This shows that in general, the power spectrum will have a peak at the
resonant frequencies.
Here we calculate the time-derivative of the variance because we will need it in
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akXk[sin(ωnt) + ωnt cos(ωnt)] + bkYkωnt sin(ωnt)
2ωn
, (2.5.26)










































if ωk = ωn.
2.5.3 Noisy force










where f denotes the frequency. We define η(t) to be a white noise signal of strength
D. The value of η(t) for any time t is a random Gaussian variable that is statistically
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where D is a constant. Similarly, we define W (t) to be red noise of strength E if it is




where E is a constant. Red noise is often called brown noise due to its association with
Brownian motion. We think of it as the integral of white noise in time, and it is closely
related to the Wiener process. The colour of the noise takes its name from its power
spectrum. White noise excites all frequencies equally and is analogous to visible white
light which contains all frequencies in the rainbow. Red noise has more energy in the
lower frequencies, similar to visible red light, which is at the lower end of the visible
light frequency spectrum.








Substituting the above two equations into Equation (2.5.8) and integrating in time gives
d2xn
dt2
+ ω2nxn = gn(t) + C, (2.5.36)
where C is an integration constant. We consider the case where the integration constant
C equals 0 as the solution associated with this term can be superimposed if needed.
Equation (2.5.36) shows that gn(t) has the dimensions of a force (divided by mass).
Therefore, if gn(t) = η(t) we say the system is driven by a white noise force and if
gn(t) = W (t) then the system is driven by a red noise force. We are interested in red
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and white noise because they produce power spectra with slopes f 0 and f−2. Fitting
Figure 1.6 with a single power law shows the velocity fluctuations in the solar corona
have a power spectrum which goes as fp, where −2 < p < 0. If gn(t) = η(t), then we
solve Equation (2.5.36). If gn(t) = W (t), then fn(t) = η(t) and so we solve Equation
(2.5.8). In other words, we solve the equation where white noise is on the right hand
side. In this section we will solve for the case where gn(t) = W (t), then we will substitute
dyn/dt → yn to quickly calculate the solution for the case where gn = η(t). Note that





By the Wiener–Khinchin theorem, η(t) has an autocorrelation given by the Fourier










where δ(t− t′) is the Dirac delta function. If fn(t) is a white noise signal then Equation
(2.5.8) gives a Langevin equation where an exact solution can be calculated with a sim-
pler solution compared with Equation (2.5.8). Substituting fn(t) = η(t) into Equation
(2.5.8) gives the following Langevin equation
d2yn
dt2
+ ω2nyn = η(t). (2.5.39)
Note that η(t) has a mean of
〈η(t)〉 = 0. (2.5.40)

































sin[ωn(t− t′)] sin[ωn(t− t′′)]η(t′)η(t′′)dt′dt′′. (2.5.44)








































[ωnt+ sin(ωnt) cos(ωnt)]. (2.5.47)
This shows that for both red/white noise drivers the energy on average goes to infinity.
For a single frequency resonant driver the amplitude grows linearly with time whereas
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for a white/red noise driver, the standard deviation grows as
√
t. However, white noise
drivers are unphysical because they have an infinite variance. The variance of η(t)
is given by its autocorrelation for t = t′. Equation (2.5.38) shows that the variance
is infinite, and this is because white noise excites all the frequencies from 0 to ∞.
Equation (2.5.22) shows that the variance associated with the higher frequency drivers
goes to 0 as f → ∞. For this reason, we predict that the solutions above provide
a good approximation for solutions where the driver only excites frequencies up to a
finite value, provided the resonant frequency is excited. To test this prediction, the
next paragraph calculates the solution for a more physical driver which excites a finite
range of frequencies causing it to have a finite variance.
Our goal is to ensure fn(t) excites each frequency with the same strength as η(t)









4Pa0X0, k = 0,
2P (akXk − ibkYk), k > 0,





















By the Wiener–Khinchin theorem,

























(4Pa0)2, k = 0,4P 2(a2k + b2k), k 6= 0, (2.5.55)












Equation (2.5.21), with the ak, bk given above, gives an fn(t) which excites each fre-
quency with the same strength as η(t) but only for a finite number of frequencies.
Our goal now is to test our prediction that Equation (2.5.21) gives the same solution
as Equation (2.5.45) with the coefficients given by Equation (2.5.56). We approximate
the sum given by Equation (2.5.21) numerically and so the series is truncated at k = N .
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5 y2n0 = D / 3n
y2n0 = D / n
y2n(t) / y2n0







[ y2n(P) y2n, N(P) ] / y2n(P)






[ y2n(P) y2n, N(P) ] / y2n(P)
















Figure 2.7: This top row of this figure shows the normalised variance of yn and ẏn, where we use
Newton’s dot notation to denote the time derivative. They plot the exact solution and the Fourier
approximations. The equations for the normalising constants, yn0 and ẏn0 is also shown. The middle
row shows the error at t = P between the exact solution and the Fourier approximation as a function
of the number of terms in the approximation. Finally, the bottom row illustrates an example of red
and white noise. The code used to make this figure is available on GitHub in the following directory:
→ Python/Chapter2/random driver.py
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We refer to the solution given by Equation (2.5.57) as the Fourier approximation and
the solution given by Equation (2.5.45) as the exact solution. The top row of Figure
2.7 shows the variance of yn and its time derivative. It shows that for P = 10/ωn
and N = 1000 that the exact solution and Fourier approximation are in approximate
agreement. The second row shows the error for the variance at t = P between the
exact solution and the Fourier approximation as a function of the number of terms in
the truncated Fourier series. It shows that increasing the number of terms causes the






hence, ωk > ωn for k > 6. The middle row of Figure 2.7 shows that for N ≈ 6,
the accuracy sharply improves for increasing N . This suggests that provided the res-
onant frequency is excited then the exact solution and Fourier approximation show
approximate agreement. Therefore, the solution given by white noise which only ex-
cites frequencies over a finite range can approximate the solution given by η(t) which
excites all the frequencies from 0 to∞. Finally, the bottom row of Figure 2.7 shows an
illustration of red and white noise. The white noise plot was produced using a truncated
approximation of Equation (2.5.14), with N = 1000. The red noise plots show the time
integral of the white noise plot. The white noise plot shows an example of white noise
where only a finite range of frequencies is excited. Note that it has a finite variance,
whereas, η(t), which excites all frequencies, has an infinite variance.
2.6 Leaky loop: reflection coefficient
In previous sections, we modelled the boundary of the domain as a solid wall. This is a
good leading order approximation for the boundary between the corona and the lower
layers of the atmosphere. Figure 1.3 shows that the chromosphere and photosphere are
orders of magnitude denser than the corona. We can approximate this as a solid wall,
provided the wavelength of the waves is significantly longer than length-scale of the
density variations. In this section, we aim to calculate an approximation for the Alfvén
wave reflection coefficient at the corona/chromosphere interface. In other words, we
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aim to calculate on average how much energy is reflected and transmitted for waves at
the boundary of the corona. In previous sections, we modelled perfect reflection, i.e.
we assumed 100% of the energy reflects at the boundary. Therefore, we described the
loops as closed. In this section, the reflection coefficient is less than unity so that some
energy can escape. Therefore, we describe the loops as leaky.
To estimate the reflection coefficient, we use a method very similar to that described
in Hollweg (1984b). We model the background Alfvén speed as
vA(z) =
vA0 exp(z/(2h)), z < 0,vA0, z ≥ 0, (2.6.1)





where kB is the Boltzmann constant, T is the mean plasma temperature, m is the
mean mass of a molecule, and g is the gravitational acceleration given by Equation
(1.3.22). We choose the Alfvén speed (see Equation 2.6.1), to approximate the Alfvén
speed profile in the solar atmosphere, where z < 0 corresponds to the photosphere and
chromosphere and z > 0 corresponds to the corona. We model the corona as uniform
for convenience and because the pressure scale height is much greater there due to the
higher temperature.
To estimate the reflection coefficient, we calculate the general normal mode solution
for z < 0 and z ≥ 0 and apply the boundary condition that the source of the waves
lies in z > 0. After that we calculate the coefficients which ensure continuity of u and
∂u/∂z at z = 0. First, we prove that u and ∂u/∂z must be continuous at z = 0. To
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which implies u and ∂u/∂z must be continuous.
We calculate normal mode solutions, i.e. we assume a time-dependence of the form






u = 0, (2.6.3)
where to keep the notation tidy we assume the time-dependence implicitly.































































+ ξ2u = 0. (2.6.5)
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This is the zeroth order Bessel’s equation which has the general solution
u(ξ) = C1J0(ξ) + C2Y0(ξ), z < 0, (2.6.6)
where J0(x) is the Bessel function of the first kind of order 0 and Y0(x) is the Bessel
function of the second kind of order 0.
To apply boundary conditions to Equation (2.6.6) we need to know which component
of the solution corresponds to outward going waves (away from the corona) and inward
going waves (towards the corona). To work this out, we need to calculate the Poynting











[C1J0(ξ) + C2Y0(ξ)], z < 0.
(2.6.7)

















where ū denotes the complex conjugate of u. Therefore, the component which does not


















(C̄1C2 − C1C̄2)(J0Y ′0 − J ′0Y0).
Note that the Wronskian, W (J0, Y0)(ξ), is given by
W (J0, Y0)(ξ) = J0Y
′
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Let
C1 = c1 + c2,
C2 = i(c1 − c2),
(2.6.10)
therefore,
C̄1C2 − C1C̄2 = 2i(|c1|2 − |c2|2)


















0 are zeroth-order Hankel functions of the first and second kind. From




0 parts of the equations as the
inward (towards the corona) and outward (away from the corona) propagating waves
respectively. Therefore, applying boundary conditions, we set c1 = 0 as we assume the
source of the waves lies inside the corona.




0 (ξ), for z < 0,
c3 exp(ikzz) + c4 exp(−ikzz), for z ≥ 0,
(2.6.13)
















= −H(2)1 (ξ), (2.6.15)
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1 (ξ), for z < 0,
ic3kz exp(ikzz)− ic4kz exp(−ikzz), for z ≥ 0.
(2.6.16)
Note that c3 gives the amplitude of the coronal incident wave which we arbitrarily
choose to have an amplitude u0. We require continuity of u and du/dz , this gives 2
equations and we have 2 unknowns, therefore, we can calculate c2 and c4. Written as a











































In Figure 2.8 we plot the real and imaginary components of u. It suggests that the
solution given by Equation (2.6.13) is probably accurate as it agrees with the numerical
solution. The numerical solution was calculated using a Runge-Kutta algorithm. More
precisely, we used solve ivp from Virtanen et al. (2020). We initialised the code with
the values of u and du/dz at z = zmin using Equations (2.6.13) and (2.6.16). In the
plots we let h = 150 km, this value is used in for example Hollweg (1984b). Note that, if
the mean mass of a molecule is given by mp, g is given by (1.3.22) then from Equation
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f = 0.1 Hz










h = 150 km
Im(u) / u0
Figure 2.8: This figure shows the real and imaginary parts of the normal mode velocity solution. The
plots compare the solution calculated using Equation (2.6.13) with the solution calculated numerically.
The parameters, f , vA0, h, are listed as well. The code used to make this figure is available on GitHub
in the following directory:
→ Python/Chapter2/reflection coefficent u.py
(2.6.2) we know that






We used a frequency of f = 0.1 Hz, from Figure 1.6 we can see that this is on the high
end of the observed frequencies.







0 (ξ0) = H
(1)
0 (ξ0), (2.6.22)
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h = 150 km
vA0 = 1 Mm s 1
vA  (Mm s 1) 









Figure 2.9: This figure shows 1 minus the reflection coefficient, R, (right) for the Alfvén speed shown
on the left. We show the full solution in blue and the approximation, given by Equation (2.6.25), is
shown in dotted orange. The code used to make this figure is available on GitHub in the following
directory:
→ Python/Chapter2/reflection coefficent u.py
therefore,
|c4|2 = u20
∣∣∣H(2)0 ∣∣∣2 + ∣∣∣H(2)1 ∣∣∣2 + i(−H(2)0 H̄(2)1 +H(2)1 H̄(2)0 )∣∣∣H(2)0 ∣∣∣2 + ∣∣∣H(2)1 ∣∣∣2 + i(H(2)0 H̄(2)1 −H(2)1 H̄(2)0 )
= u20
∣∣∣H(2)0 ∣∣∣2 + ∣∣∣H(2)1 ∣∣∣2 − 4/(πξ0)∣∣∣H(2)0 ∣∣∣2 + ∣∣∣H(2)1 ∣∣∣2 + 4/(πξ0) .
(2.6.24)
For typical values, ξ0 is given by












For ξ0  1, R can be approximated as





where we use the maple file located at
→ Maple/Chapter 2/reflection coefficent.pdf,
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to assist with the algebra.
In Figure 2.9, unity minus the reflection coefficient and its approximation are plot-
ted. It shows that longer wavelength (or lower frequency) waves have larger reflection
coefficients. If the wavelength of the wave is longer than the pressure scale height, h,
then a large fraction of the wave energy will reflect at z = 0. If the wavelength is
shorter than h, the waves mostly leak out of the corona into the chromosphere and
photosphere.
2.7 Leaky loop: general solution
This section aims to calculate the general solution for a leaky loop, i.e. a loop where
the reflection coefficient of the boundary is less than 1 and energy is able to leak out
of the loop.
Since the loop is leaky, the boundary conditions can no longer be given by Equation
(2.2.4). To precisely define our boundary conditions, we introduce a set of variables
called Elsässer variables Z+, Z− which are defined as





























respectively. Equation (2.7.3) gives the 1D advection equation for negative propagating
and positive propagating waves, respectively, where positive propagating waves travel
in the positive z-direction. It shows that Z+ travels in the negative direction and Z−
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travels in the positive direction. We define the boundary conditions as
Z−(−lz, t) = 2fdriv(t)−RZ+(−lz, t),
Z+(lz, t) = −RZ−(lz, t)
(2.7.4)
where R is the reflection coefficient. Note that for R = 1 we recover Equation (2.2.4)
since u = (Z+ + Z−)/2. The motivation for these boundary conditions is that each
time a wave reaches ±lz a fraction R of the amplitude is reflected.
The full solution with the boundary conditions given by (2.7.4) and initial conditions





where θk is given by Equation (2.3.3) and m is given by Equation (2.3.5) which for
convenience we write again here
θk = t− (−1)k
z
vA0









Note that this is almost the same as Equation (2.3.6) except a factor Rk has been
introduced. From Equation (1.4.13) we know that b is given by





The solution is plotted in Figure 2.10 for the case where fdriv produces a pulse. The
driver is given by
fdriv = u0
sin2(2πt/t0), t ≤ t0/2,0, t > t0/2, (2.7.7)
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Figure 2.10: This figure plots u, b, Z+, Z− for the case where fdriv(t) is given by Equation (2.7.7) and
this gives a pulse wave. Here the reflection coefficient is given by R = 0.5. Note that b0 is given by
Equation (2.4.26). The code used to make this figure is available on GitHub in the following directory:
→ Python/Chapter2/leaky pulse.py
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where t0 is given by Equation (2.4.25). The reflection coefficient is given by R = 0.5.
It shows that the amplitude of the waves reduces by a factor R each time it reflects at
one of the boundaries. The figure confirms that Z− does indeed correspond to positive
propagating waves and Z+ corresponds to negative propagating waves.
Figure 2.11 plots the solution for the case where fdriv produces a continuous sinu-
soidal wave. The driver is given by
fdriv = u0 sin(πt/t0). (2.7.8)
It confirms that the boundary conditions are satisfied since Equation (2.7.4) implies
that









The plots also suggest that waves saturate at a maximum amplitude despite being
driven at the resonant frequency for R < 1. For t → ∞ the amplitude of the waves
saturates and the system oscillates at the driver frequency and we say it is at steady-
state. The period in which the amplitude of the wave is changing is called the transient
phase.
2.8 Leaky loop: steady state solution
At the end of the previous section, we suggested that for a continuous sinusoidal driver
and R < 1, the system will evolve towards a steady-state. At steady-state, the system
oscillates at the driver frequency, and the amplitude saturates at a constant value. This
section aims to prove that this is true for all frequencies and calculate the amplitude of
the waves at steady-state for a continuous sinusoidal driver.
Let fdriv be given by
fdriv(t) = u0 exp(iωt). (2.4.1)
We seek the solution for t → ∞, therefore, from Equation (2.7.5), we know that u is
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Figure 2.11: This figure plots u, b, Z+, Z− for the case where fdriv(t) is given by Equation (2.7.8)
and this gives a continuous sinusoidal wave. Here the reflection coefficient is given by R = 0.75. The
top row show plots at z = −lz (left) and z = lz (right) and they show that the boundary conditions
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given by









(1 + (−1)k)Rk exp(−2iωlz/vA0)k−






Using the formula for an infinite geometric series the steady state solution is given by,




provided R < 1, where
r = R exp(−2iωlz/vA0). (2.8.2)




exp(−iωz/vA0) + r exp(iωz/vA0)
1− r2
(2.8.3)
We can also calculate the steady-state solution via a numerical approach. This is
useful to check that the analytic solution is correct. We seek the steady-state solution
where the whole system oscillates at the driver frequency. Therefore, we can assume that
the time dependence is given by exp(iωt). Assuming the time dependence implicitly,






Note that this system of ODEs is coupled due to the boundary conditions given by Equa-
tion (2.7.4). We can solve this boundary value problem numerically using solve bvp
in Virtanen et al. (2020). In Figure 2.12 we plot the real and imaginary parts of the
steady state velocity, u, and magnetic field, b as a function of z at t = 0. For each plot
R = 0.9. The top-row plots the solution for ω = 0. The second row plots the solution
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= 0, R = 0.90u(z, 0)/u0
Real part
Imaginary part
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Figure 2.12: This figure shows plots of the steady state velocity (left) and magnetic field (right) along
z. In each row a different frequency driver is used. The analytic solutions (solid line) were calculated
using Equations (2.8.1) and (2.8.3). The numerical solutions (+ symbols) were calculated by solving
the boundary value problem described by Equation (2.8.4) using solve bvp in Virtanen et al. (2020).
The code used to make this figure is available on GitHub in the following directory:
→ Python/Chapter2/steady state soln.py
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Figure 2.13: This figure shows plots of the absolute value of the velocity and magnetic field at z = 0
as a function of the driver frequency, ω, for R = 0.9, 0.5 and 0.1. The absolute values were calculated
using Equations (2.8.7) and (2.8.8). Note that b0 is given by Equation (2.4.26). The code used to
make this figure is available on GitHub in the following directory:
→ Python/Chapter2/steady state soln at z=0.py
for ω = ω1/2, where ω1 is the fundamental resonant frequency, see Equation (2.4.19).
The third row plots the solution for ω = ω1. Finally, the last row plots the solution for
ω = ω2 + 0.1ω1. They show that the numerical and analytic solutions agree and this
suggests that Equations (2.8.1) and (2.8.3) are accurate.
At z = 0, Equation (2.8.1) can be simplified to give




and Equation (2.8.3) gives






Therefore, the absolute value of u(0, t) is given by
|u(0, t)| = u0√
R2 + 2R cos(2ωlz/vA0) + 1
, (2.8.7)
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and the absolute value of b(0, t) is given by
|b(0, t)| = B0u0/vA0√
R2 − 2R cos(2ωlz/vA0) + 1
. (2.8.8)
In Figure 2.13 we use Equations (2.8.7) and (2.8.8) to plot the absolute value of the
steady state velocity, u and magnetic field b at z = 0 as function of the driver frequency,
ω. The values are shown for R = 0.9, 0.5 and 0.1. It shows that as R → 1 then the
absolute value goes to infinity at the resonant frequencies.
2.9 Open loop: phase mixing
This chapter has modelled the plasma as ideal, i.e. we have neglected resistivity and
viscosity. We justify this because the Reynolds numbers for observed wavelengths is
much greater than unity, see Equations (1.3.38) and (1.3.52). This section introduces a
mechanism, namely phase mixing, that can generate very short length-scales, resulting
in very small Reynolds numbers. Phase mixing is the process where gradients per-
pendicular to the field build-up due to Alfvén waves propagating on field lines with a
spatial gradient in Alfvén travel time. Where the Alfvén travel time is the time it takes
for Alfvén waves to propagate along the loop over a given distance. To illustrate phase
mixing, we calculate the time evolution of driven Alfvén waves propagating in an open
domain where vA = vA(x).
We introduce an x-dependence, i.e. let
u = u(x, z, t), b = b(x, z, t), vA0 = vA(x).
Note that the magnetic field is still given by Equation (1.4.6). We impose a driver at
z = 0 and impose open boundary conditions. Hence, Z+ = 0, i.e. the solution can only
contain solutions propagating in the positive z-direction. Therefore, u = Z−/2, and
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We aim to solve Equation (2.9.1) with the following initial condition
u(x, z, 0) = 0, (2.9.2)
and boundary condition
u(x, 0, t) = fdriv(x, t). (2.9.3)
This has the solution











Consider the case where









where x > −Lx. Hence,













We plot this solution in Figure 2.14. It shows the velocity at different snapshots.








The top row shows the solution at t = T/4, the second row is at t = 11T/4, the third
row is at t = 21T/4 and the bottom row is at t = 31T/4. The left side shows plots
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Figure 2.14: This figure shows snapshots of the velocity, where each row corresponds to a different
time. The left side plots the velocity as a function of x at z = z0, where z0 is given by the expression
in the top-left plot. The right side shows a contour plot of the velocity as a function of x and z. The
code used to make this figure is available on GitHub in the following directory:
→ Python/Chapter2/phase mixing.py
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The right side shows contour plots of the velocity as a function of x and z. They show
that the length-scale in x gets shorter as the wave propagates further along. Consider
the plots on the left side, the top plot is equal to a constant value in x, we think of
this as a curve with only one peak, the second plot has two peaks, the third plot has
three peaks, and the bottom plot has four peaks. To quantify the rate at which the
length-scales decrease, consider the following. Assume, t > z/vA(x), hence,
























This shows that the gradients in x grow linearly with z.
2.10 Discussion and conclusions
In this chapter, our goal was to introduce some key properties of ideal footpoint
driven Alfvén waves relevant for the rest of this thesis. In Section 2.3 we showed
how d’Alembert’s formula and a method of images approach can be used to calculate
the general solution in a closed loop. In Section 2.4 we showed that if the driver is
of the form exp(iωt) then the general solution can be simplified using the geometric
series formula. We showed that if the driving frequency is equal to one of the natural
frequencies, i.e. ω = ωn, (where ωn is given by Equation 2.4.19), then the energy of the
solution will grow quadratically and unbounded in time. If ω 6= ωn then the solution
will oscillate about a finite value. We showed in Figures 2.1 and 2.2 that if the driver
frequency equals the zeroth harmonic, ω = ω0 = 0, then then only the magnetic energy
grows to infinity and the kinetic energy oscillates about a finite value. Whereas, for the
other harmonics, i.e. ωn for n ≥ 1, both the kinetic and magnetic kinetic energy grows
to infinity. If ω = ω0 then the velocity of the driver never changes sign, which stretches
the magnetic field, resulting in a large build-up of magnetic energy for a small amount
of kinetic energy. If ω = ωn for n ≥ 1 then a standing wave is set up and this has
approximately equal magnetic and kinetic energy (averaged over one wave period).
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The sinusoidal driver is useful because it is relatively easy to calculate the exact
solution. In reality, the photosphere will excite a range of frequencies, and this can
be modelled by superimposing sinusoidal solutions via a Fourier series approach. In
Section 2.5 we calculate the solution for a broadband driver, i.e. a driver which excites
a broad range of frequencies. In Section 2.5.1 we assumed a Fourier series solution
in z to convert the Alfvén wave equation, a PDE, into a set of ODEs for a driven
harmonic oscillator. We calculated the exact solution for a red noise force and white
noise force driver (in Section 2.5.3, we define red and white noise). We also estimated
the solutions with a red and white noise force driver by approximating them with a
finite Fourier series. Figure 2.7 compares the exact and approximate solutions and
show they converge as the number of harmonics increases. The error shows a steep
reduction if the resonant harmonic is excited. Note that red and white noise force
drivers are unphysical because they have an infinite variance. However, they are still
useful concepts because it is simple to calculate an exact analytic solution using a red
and white noise force driver (see Section 2.5.3). Moreover, the approximate solutions
in Figure 2.7 have a finite variance and show similar results. Results from Section 2.5
show that the variance and energy grow linearly when either a red noise or white noise
force driver is used. Whereas in Section 2.4 we showed that if a sinusoidal driver is
used with ω = ωn, the energy grows quadratically with time.
In Sections 2.3-2.5 we used line-tied boundary conditions. These boundary condi-
tions are motivated by the fact that the chromosphere is significantly denser than the
corona. However, despite the large change in density, a small fraction of the waves will
leak from the corona into the chromosphere. In Section 2.6 we calculate an estimate for
the reflection coefficient using a similar model to that used in Hollweg (1984b). Figure
2.8 plots the reflection coefficent as a function of frequency. It shows that the higher
the frequency (i.e. shorter wavelength), the more the waves leak out of the corona. In
Section 2.7 we calculate the general solution for waves in a leaky loop. We show that
the solution evolves towards a state where the whole system oscillates at the driver
frequency, and this is called the steady-state solution. In Section 2.8 for a sinusoidal
driver and confirm it numerically in Figure 2.12. Figure 2.13 shows that the steady-
state solution’s amplitude is largest at the resonant frequencies and tends to infinity as
the reflection coefficient, R, goes to 1. Note that the timescale to reach steady-state
also grows to infinity as R→ 1, and so we recover the closed-loop solution as R→ 1.
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Finally, in Section 2.9 we introduce a phenomenon called phase mixing. Figure 2.14
shows if neighbouring field lines have different Alfvén speeds, this can result in Alfvén
waves moving out of phase with their neighbours as they evolve. This results in the
growth of steep gradients perpendicular to the field, which may be important in coronal
heating, we discuss this further in the next chapter.
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Resistive phase-mixed Alfvén waves
This chapter contains work which has been adapted from Prokopyszyn and Hood (2019).
3.1 Introduction
At the end of the previous chapter, we introduced phase-mixing. We saw that very
short-length-scales can build up when Alfvén waves propagate along field lines with
different Alfvén travel times. Since each field line has different Alfvén travel times, this
can lead to waves moving out of phase with their neighbours. This suggests that the
ideal assumption we made in the previous chapter may no longer be valid. Moreover,
it has been suggested in, for example, Heyvaerts and Priest (1983) that phase-mixed
Alfvén waves could play a significant role in coronal heating.
Phase mixing has been researched extensively since Heyvaerts and Priest (1983) first
proposed it as a coronal heating mechanism. For example, Browning and Priest (1984),
expanded on the Heyvaerts and Priest (1983) work related to the Kelvin-Helmholtz
instability. They show that standing phase-mixed Alfvén waves are unstable to the
Kelvin-Helmholtz instability and will undergo a turbulent cascade, leading to enhanced
dissipation of energy. In for example, De Moortel et al. (2000) and Smith et al. (2007)
they study phase mixing in a stratified and divergent magnetic field. Similon and
Sudan (1989) and Howson et al. (2019) study phase mixing in a complex magnetic field.
Hood et al. (1997, 2002) investigate phase mixing in coronal holes and calculate a self-
similar solution which enables them to analyse a more general class of solutions. They
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find that a single pulse decays algebraically rather than exponentially. In McLaughlin
et al. (2011); McLaughlin (2013); Prokopyszyn et al. (2019) they study phase mixing
of nonlinear Alfvén waves near 2D x-type null points. In Nakariakov et al. (1997) they
show that nonlinearities lead to the formation of fast waves which can help transport
energy onto neighbouring field lines. Phase mixing has also been investigated in 3D
(Magyar et al., 2017) and 3D coronal loops (Pagano and De Moortel, 2017; Pagano
et al., 2018).
In this chapter, we aim to answer whether the phase-mixing of Alfvén waves plays
an important or negligible role in coronal heating? To help answer this question, we
introduce a term called the heating rate per unit of wave energy in a loop, denoted with
γ. We define γ as the ratio of the integrated time-averaged heating rate along a loop










ρu2 + b2/µ dl
〉 , (3.1.1)
where C is a contour of a given coronal loop and 〈〉 denotes the time average. Note that
γ is closely related to the damping coefficient used in the equation to describe damped
harmonic oscillators. The equation for a damped harmonic oscillator, with amplitude






+ ω20x = 0. (3.1.2)






















Note that the time average of the potential energy, 〈ω20x2/2〉, is approximately equal to
the time average of the kinetic energy, 〈(dx/dt)2/2〉, therefore, the heating rate over
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Therefore, γ and γ0 satisfy very similar definitions, which explains why γ is closely
related to the damping rate of the waves. Note that Hollweg (1984a,b) uses a very
similar idea to γ except he uses a quantity called the quality factor, from resonance
theory, which is approximately given by ω/γ, where ω is the angular frequency of a
wave. We focus on using γ because it is easier to apply to a system in which multiple
frequencies are excited. Arregui (2015) also discusses a similar idea. He argues (through
an order magnitude analysis) that phase mixing could take too long to reach the required
length scales for the heating rate to become important.
We can estimate the conductive and radiative losses (Withbroe and Noyes, 1977) and
the wave energy (McIntosh et al., 2011; McIntosh and De Pontieu, 2012) in the corona.
Using these values, we can approximate the value γ needs to satisfy for the conductive
and radiative energy losses to be balanced by the viscous and Ohmic dissipation of
the observed waves. This gives the required value of γ for coronal heating and we will
compare it with the value of γ predicted by phase-mixing theory. This is how we will
test if phase mixing can play a significant role in coronal heating. In Section 3.6 we
estimate an upper bound for the γ predicted by phase-mixing theory by ensuring any
simplifications made act to increase the value of γ. If our upper bound is too small, we
can conclude that phase-mixing plays a negligible role in coronal heating. If the upper
bound is equal to or larger than the required γ then this means phase-mixing could
play an important role. However, we would need a more realistic model to know for
sure. In this section, we will calculate the required value of γ in a closed loop.
We can estimate the conductive and radiative losses in a closed coronal loop via a
theoretical and observational approach. We will first calculate the theoretical energy
losses and then check them with the observations given by Withbroe and Noyes (1977).
If we assume the radiative loss function can be approximated with
Q(T ) = χT−1/2, (3.1.5)
where χ = 10−32 K1/2 W m3, then Priest (2014) shows that to maintain a loop with a
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Table 1.1 shows the power losses due to conduction, radiation and solar wind per unit
area in the corona. The table gives the power per unit area, whereas our theoretical cal-
culation is per unit volume. Therefore, we need to integrate our theoretical calculation
in the radial direction. We model the temperature as uniform in the radial direction
and assume the pressure satisfies hydrostatic balance. In other words, we assume that
p = p0 exp(−r/h), (3.1.7)
where h is the pressure scale height given by Equation (2.6.2). Note that for typical
values (m = mp/2, g = 274 m
2 s−1) the pressure scale height is given by






Most heating will occur within a height 2h of the solar surface, the radius of the Sun is
about 0.70 × 109 m (Stanford Solar Center, 2019) which is greater than h. Therefore,
the error associated with approximating the gravitational field strength as uniform will
be small. We now need to integrate Equation (3.1.6) in the radial direction from r0
to r1, where r0 gives the radial coordinate of the base of the corona and r1 gives the
coordinate of the top of the corona. The height of the corona is not clearly defined,
however, we know that r1 − r0  h, therefore, we can approximate r1 → ∞. Hence,



























Note that Table 1.1, shows that the energy losses are of the order [102, 104] W m−2 and
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our calculation above lies in this range. Therefore, the theoretical and observational
calculations are in approximate agreement.
In McIntosh et al. (2011); McIntosh and De Pontieu (2012), they observe velocity
wave amplitudes, u0, in the quiet sun of around 20 km s
−1 and in active regions of
around 5 km s−1. We can use this data to estimate the coronal wave energy by assuming
the time-averaged kinetic energy associated with the waves equals the time-averaged












Therefore, the value γ needs to satisfy for the conductive and radiative energy losses to




























Therefore, the γ predicted by phase-mixing needs to be of the order 10−1 s−1 for it to
provide an important role in coronal heating.
3.2 Model and equations
This chapter will model perturbations on a background medium. We assume the system
is linear and we make the same assumptions as described by Equations (1.4.3)-(1.4.5).
We will model the background quantities as uniform in z. The background magnetic
field points in the z-direction, i.e.
B0 = B0ẑ. (1.4.6)
We model the background Alfvén speed to be a function of x, i.e. vA = vA(x).
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If we assume u = u(x, y, z, t)ŷ and b = b(x, y, z, t)ŷ then the viscous heating asso-
ciated with W (0) becomes
η0W







where W (0) is given by Equation (1.3.23). We assume the y-direction is invariant, i.e.
∂/∂y = 0. This prevents mode coupling between ux and uy. Parker (1991) argues that
this mode conversion is important and should not be neglected. However, in Chapter 4
we find that at resonant locations the mode conversion is one-way from fast to Alfvén
waves. Therefore, the results presented in this chapter are relevant at these resonant lo-
cations (which are discussed in greater detail in Chapter 4). Some coronal arcades have
an approximate invariant direction, and some flux tubes can be azimuthally invariant.
Assuming ∂/∂y = 0 prevents the development of MHD instabilities. In Heyvaerts and
Priest (1983), they show that, for ∂/∂y 6= 0, standing phase-mixed Alfvén waves are
unstable to the Kelvin-Helmholtz and tearing instabilities. Hence we assume, ∂/∂y = 0
which prevents viscous heating due to gradients in the y-direction (see Equation 3.2.1).
We solve for the y-component of the velocity, given by
u(x, z, t) = u(x, z, t)ŷ, (2.2.2)
and the y-component of the perturbed magnetic field, given by
b(x, z, t) = b(x, z, t)ŷ. (2.2.3)































where σBrag is given by Equation (1.3.23), the plasma pressure and magnetic pressure
terms are set to zero because the y-direction is invariant. Note that when calculating
∇ · σBrag, we ignored the derivatives associated with the coefficients, η0, η1, ... etc. as
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we expect our waves to phase mix and so we expect |(∂u/∂x)/u|  |(∂η0/∂x)/η0|. The
equations above show that after linearising the Braginskii viscous tensor, the contribu-
tion from the parallel component, η0W
(0), and the drift terms, η3W
(3), η4W
(4) is zero.
This result and a discussion on the linearised Braginskii viscous stress tensor are given
in, for example, Ruderman et al. (2000); Mocanu et al. (2008). Equations (1.3.31) to
(1.3.33) show that η0 is usually much greater than η1 and η2. Equation (1.3.36) shows
that we estimate η0 to be a factor 10
10 greater. By linearising the viscous stress tensor
we could be neglecting the dominant term. However, this chapter aims to study linear
waves only and in Section 3.6 we investigate the parameter space in which this lineariza-
tion is justified. We intend to study phase mixing, which is a concept we introduced
in Section 2.9, so we make another assumption which is to assume ∂/∂x  ∂/∂z .












where we set ν = η1/ρ to keep the notation tidy.


























Note that we have neglected the Hall term because it is only dependent on derivatives
which are parallel to the background magnetic field (for our system). In, for example,
Threlfall et al. (2017) they investigate the effects of the Hall term on phase mixing. They
find that introduction of the Hall terms results in wave dispersion which reduces the
heating rate per unit of wave energy, γ. We aim to show that linear phase mixed Alfvén
waves at observed wavelengths have an insufficient γ to heat the corona. Therefore, if
γ is insufficient without the Hall term, we know it must be insufficient with the Hall
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term.


















































where we assume that η and ν are small factors such that their products are negli-
gible. Moreover, we assume that |(∂u/∂x)/u|  |(∂vA/∂x)/vA| and so we get the























b̂(x, z, t) =
vA(x)
B0
b(x, z, t). (3.2.7)
Also if we assume |(∂b/∂x)/b|  |(∂vA/∂x)/vA| then we can approximate Equation
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with Z± is given by
Z±(x, z, t) = u(x, z, t)± vA(x)
B0
b(x, z, t), (2.7.1)




(η ± ν). (3.2.9)
In this chapter, we will solve the above equations for various boundary conditions.
In Section 3.3 we solve the above equations for the case where the boundaries are open,
in Section 3.4 we consider a closed-loop and in Section 3.5 we study a leaky loop. In
all sections, we will have a driver at the bottom boundary (z = 0) given by
u(x, 0, t) = fdriv(x, t)
= f0 exp(iωt).
(3.2.10)











Our initial conditions are
u(x, z, 0) = b(x, z, 0) = 0. (3.2.12)








however, for our analytic solutions we will assume the more general form, namely,
vA = vA(x).
We seek the steady-state solution, where the solution oscillates at the driver fre-
quency. Therefore, we assume a time-dependence of the form exp(iωt) implicitly.
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This section aims to calculate solutions to Equations (3.2.14) and (3.2.14) analytically
and numerically, for an open loop.
3.3.1 Analytic solution
To solve Equation (3.2.14) analytically we will use the method of multiple scales, where
η + ν gives the small parameter. Dividing Equation (3.2.14) through by v2A(x) gives
∂2u
∂z2











We assume u(x, z) takes the form of the following asymptotic series
u(x, z0, z1) = u0(x, z, εz) + εu1(x, z, εz) + ε
2u2(x, z, εz) + ... . (3.3.3)
where u has a shorter length-scale dependence, z0, given by
z0 = z (3.3.4)
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and a longer length-scale dependence, z1, given by
z1 = εz. (3.3.5)
The zeroth order equation is given by
∂2u0
∂z2
+ k2zu0 = 0. (3.3.6)
This has the general solution
u0(x, z, z1) = C1(x, z1) exp[−ikz(x)z] + C2(x, z1) exp[ikz(x)z]. (3.3.7)
We apply the boundary condition that Z+ = 0 at z = 0, in other words the waves
travelling in the negative z-direction have zero amplitude at z = 0 and this forces
C2 = 0. Applying the boundary condition given by Equation (3.2.10) gives























Hence, the first order equation is given by
∂2u1
∂z2
+ k2zu1 = −2
∂2u0
∂z∂z1







In order to eliminate secular terms we equate the right-hand side of the above equation
to be zero which gives
∂u0
∂z1
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z21u0 = 0. (3.3.13)
In order to make both terms the same order, we choose ε = (η + ν)1/3. This has the
general solution,












Therefore, combining Equation (3.3.8) with (3.3.14) gives to leading order






















= f0 exp[−kz(x)z] exp
[












which gives a measure of the length-scale of the Alfvén travel time. The magnetic field
is given by
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Therefore, at z = Lph, k
∗







In Section 1.3.1 we showed that in the strong field limit, for collisional transport




















This shows Equation (1.3.2) is usually satisfied.
3.3.2 Numerical solution
Our goal now is to check the accuracy of Equation (3.3.15) by solving Equation (3.2.15)
numerically. We discretize in x, i.e. we replace the x-derivatives in Equation (3.2.15)
with finite difference approximations. This gives a set of ODEs in the z which we solve
as an initial value problem using solve ivp in Virtanen et al. (2020). To help simplify
the code we consider the case where η = ν as this causes Z+ and Z− to decouple (see
Equation 3.2.15). Setting Z+ = 0 at z = 0 forces Z+ = 0 ∀ z. We choose the x-domain
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The Alfvén speed is given by Equation (3.2.13) and the driver is given by Equation
(3.2.10).
Our goal now is to check that that the numerical solution agrees with the analytic
solution. We test this via a graphical approach. In Figure 3.1 we plot the velocity
perturbation u. The top-left shows the velocity along z at x = 0. The blue and orange
curves show the real and imaginary parts, respectively. You can think of the imaginary
part as showing what the real part will look like a quarter of a wave cycle later. The
green curve shows the envelope, uenv which is given by





which comes from Equation (3.3.15) and Heyvaerts and Priest (1983). It shows that
at x = 0, to a good approximation, the wave decays with our predicted slope, given by
Equation (3.3.15). The top-right plot shows the velocity along x at z = Lph0, where
we show the equation for Lph0 in the bottom-right of the figure. The solid line gives
the numerical solution and the + symbols give the analytic solution, given by Equation
(3.3.15). It shows that close to x = 0, the analytic and numerical solutions show good
agreement. However, close to the boundaries, the agreement is poor, and this is because
we impose Neumann boundary conditions, see Equation (3.2.11). Our analytic solution
works well for open boundary conditions in x. However, these are difficult to implement
numerically. The middle-row shows contour plots of the real and imaginary parts of
the velocity as a function of x and z. Finally, the bottom-left shows the relative error
between the numerical and analytic solutions at x = 0 and z = Lph0 as a function of
η + ν. It shows that as we decrease η + ν the error reduces, despite Lph0 increasing. In
the bottom-right, we show some of the parameters we use, including the grid resolution
nx × nz.
3.4 Closed loop
In this section we aim to solve Equation (3.2.14) for a closed loop, where we impose
u = 0 at the top boundary, i.e.,
u(x, Lz) = 0, (3.4.1)
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Figure 3.1: This figure shows plots of the velocity perturbation of phase-mixed Alfvén waves in an
open loop. The top-left shows a plot along z at x = 0, where the green curve shows the envelope which
we calculated using Equation (3.3.23). The top-right plot shows the analytic and numerical solutions
along x at z = Lph0. The middle-row shows contour plots of the real and imaginary parts. The
bottom-left plots the relative error between the analytic and numerical solutions at x = 0, z = Lph0
as a function of η + ν. In the bottom-right, we show some of the parameters we used. The code used
to make this figure is available on GitHub in the following directory:
→ Python/Chapter3/open loop.py
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where the domain is given by z ∈ [0, Lz] = [0, 2lz].
3.4.1 Analytic solution
Using a method of images approach, similar to that used in Section 2.4, as well as
Equation (3.3.15), we calculate the steady-state solution to be
u(x, z) = f0
∞∑
k=0

















Similarly, we calculate the magnetic field to be given by























We are not aware of any method to simplify the summations given by A∞ and B∞
further, however, we can approximate them numerically by truncating the series after
Na terms and then calculating the resulting summation numerically, provided Na  1.
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3.4.2 Numerical solution
Our goal now is to verify Equations (3.4.2) numerically. We will convert Equation
(3.2.14) into a set of ODEs, using the same approach used in Section 2.5.1. Let




hence, the boundary conditions for y are
y(x, 0) = y(x, Lz) = 0. (3.4.8)









































We solve this set of ODEs using solve bvp in Virtanen et al. (2020). We use the same
Alfvén speed profile as the last section, namely Equation (3.2.13). We choose the driver
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this ensures the driving frequency is equal to the fundamental frequency of the loop
at x = 0. Note that we approximate Equation (3.4.10) by truncating the series after
Nh terms. We find that the error is small because the solution associated with the
fundamental harmonic dominates due to the resonance being excited.
We can now verify Equations (3.4.2) via a graphical approach. In Figure 3.2 we
plot the velocity perturbation, u. The top-left shows the velocity along z at x = 0.
The blue and orange curves show the real and imaginary parts, respectively, see legend
in bottom-right of the figure. It shows that the fundamental harmonic dominates the
solution because we drive at the field line’s fundamental frequency at x = 0. The top-
right plot shows the velocity along x at z = lz, i.e. the middle of the loop. The solid
line gives the numerical solution and the + symbols give the analytic solution, given
by Equation (3.3.15). The imaginary part shows a vertical velocity shear, giving rise to
the Kelvin-Helmholtz instability (Heyvaerts and Priest, 1983). The middle-row shows
contour plots of the real and imaginary parts of the velocity as a function of x and z.
Finally, the bottom-left shows the relative error between the numerical and analytic
solutions at x = 0 and z = Lph0 as a function of η + ν. It shows that as we decrease
η + ν, the error reduces.
3.4.3 Heating rate
In this section, we study the heating rate per unit of wave energy, γ. Using Equation













At steady-state, the rate of change of energy in the loop is equal to the heating rate
in the loop. Therefore, the heating rate is given by the Poynting flux at z = 0 as the
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Figure 3.2: This figure shows plots of the velocity perturbation of phase-mixed Alfvén waves in a closed
loop. The top-left shows a plot along z at x = 0. The top-right plot shows the analytic and numerical
solutions along x at z = lz. The middle-row shows contour plots of the real and imaginary parts. The
bottom-left plots the relative error between the analytic and numerical solutions at x = 0, z = lz as a
function of η+ ν. The code used to make this figure is available on GitHub in the following directory:
→ Python/Chapter3/closed loop.py
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Poynting flux at z = Lz is zero. The time-averaged steady-state wave energy density,

























Equation (3.4.15), is quite obscure, it is difficult to see how γ changes with param-
eters such as ω or η + ν. Our goal now is to calculate an approximation to Equation






−(ikz + L−1ph )zk
]
(3.4.16)
where B∗∞ is nearly the same as B∞ except the cubic exponential has been replaced
with a linear exponential. We postulate that B∗∞ ≈ B∞ at x provided kz(x)Lz = nπ
(n ∈ Z). In other words, provided the field line at x is a resonant field line. Note that
the form of B∗∞ is more convenient because we can evaluate the summation using the
geometric series formula. We can write B∗∞ as
B∗∞(x, z) = exp
[





(1 + (−1)k) exp
[









































−(ikz + L−1ph )Lz
]
. (3.4.17)
If we assume Lz/Lph  1 then we can approximate
r = exp[−ikzLz](1− Lz/Lph +O[(Lz/Lph)2]).
If kzLz = nπ then
r2 = 1− 2Lz/Lph +O[(Lz/Lph)2].







We assume that the energy, 〈e∞〉 is approximately uniformly distributed along z, there-
fore, ∫ Lz
0





To satisfy the boundary condition, Equation (3.2.10) we know that
A∞(x, 0) = 1.









provided kz(x)Lz = nπ.
Our goal now is to verify that Equation (3.4.18) provides an approximation for
Equation (3.4.15) on resonant field lines. Also, we aim to calculate γ for the non-
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| 2vA0/Lph0 | = 1
Figure 3.3: This figure shows plots of the heating rate per unit of wave energy, γ. The left-hand
side shows γ as a function of frequency. The blue and orange curves were calculated using Equations
(3.4.15) and (3.4.18) respectively. The right-hand side shows the relative error between these two
equations as a function of (η + ν). The code used to make this figure is available on GitHub in the
following directory:
→ Python/Chapter3/closed loop gamma.py
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resonant field lines. To do this, we take a graphical approach. In Figure 3.3 we present
γ. The blue and orange curves on the left-hand side show γ as a function of ω and were
calculated using Equations (3.4.15) and (3.4.18) respectively. The blue curve shows
that γ is largest at the resonant frequencies and is significantly smaller away from the
resonance and can even be negative. The solution can be negative, and this is because
we approximate γ here using the Poynting flux instead of the heating rate. Therefore
the energy injected into a field line at z = 0 can be transferred to neighbouring field
lines due to diffusion. At first, it may seem surprising that γ is so small at non-
resonant frequencies because the wave energy, which appears on the denominator of
Equation (3.4.15), decreases as the frequency moves away from the resonant frequencies.
However, the numerator decreases to a greater degree as the frequency shifts away from
the resonant frequencies. Typically, waves need to propagate within the loop for a long
time before the length-scales in x become short enough for significant heating to occur.
At non-resonant frequencies, waves cannot phase-mix to short enough length-scales
before they are eliminated due to destructive interference. Note that the timescale for
waves to be eliminated is characterised by the beating time, which we studied in Section
2.4.3. Comparing the blue and orange curves, we see that Equation (3.4.18) provides
an approximation for Equation (3.4.15) at the resonant frequencies. The right-hand
side presents the relative error between the two equations at ω = ω1 and as a function
of η + ν. We see that the relative error remains within about 10%.
3.4.4 Multiple harmonics
We showed in Section 1.5 that velocity fluctuations oscillate at a broad range of fre-
quencies. In this section, we aim to calculate the heating rate per unit of wave energy,
γ, for the case where the driver excites a broad range of frequencies. In Section 2.5,
we showed that the power spectrum in a closed loop with a broadband driver will on
average have peaks at the resonant frequencies. Wright and Rickard (1995); Afanasyev
et al. (2020) have also observed this. Therefore, for simplicity, our driver will only
excite the resonant frequencies.
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Let the bottom boundary condition be given by















, n > 0,



























Note that α controls the slope of the power spectrum, ϕn ∈ R gives an arbitrary phase,
C̄|n| denotes the complex conjugate and ensures the driver is real and N controls the
number of harmonics which are excited. From Equations (3.4.2) and (3.4.5) we know
that the steady-state solutions are given by
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The above equations shows that our driver, Equation (3.4.19), ensures that the energy
of the loop has a power spectrum with slope ω−αn .











































Hence, γ takes the form of a weighted average of the set {γn} with weights n−α.
Our goal now is to approximate Equation (3.4.32) in a more convenient form. We














































+ ζ(p), p 6= 1
(3.4.36)
where ζ(p) denotes the Riemann zeta function (see right-side of Figure 3.4) and γEM is





if α = 1, then to leading order
γ ≈ γ1
3N2/3/2 + ζ(1/3) +O(N−1/3)
ln(N) + γEM +O(1/N)
, (3.4.38)
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if α = 5/3, then to leading order
γ ≈ γ1
ln(N) + γEM +O(1/N)
ζ(5/3) +O(N−2/3)
. (3.4.39)
Our goal now is to check that γ, given by Equation (3.4.32), can be approximated
with Equation (3.4.35) with H
(p)
N approximated by Equation (3.4.36). We test this using
a graphical approach. On the left-side of Figure 3.4 we plot the heating rate per unit of
wave energy, γ, as a function of the number of excited harmonics, N , for different power
spectra slopes, α. The exact solution (solid line) was calculated using Equation (3.4.35).
The approximate solution (‘+’ symbols), was calculated using (3.4.32) with with H
(p)
N
approximated by Equation (3.4.36). Note that to account for the error associated with
approximating γ with Equation (3.4.18) we multiply our approximation by a factor
1.1. This factor comes from the fact that we noted an error of about 10% in Figure
3.3. We plot for the case where α = 0 (blue), 1 (orange), and 5/3 (green), these can
be approximated with Equations (3.4.37)-(3.4.39) respectively. The plots suggest that
our approximation is indeed accurate for N  1. Note that if the power spectra are
steep, α = 5/3 say, then γ is weakly dependent on the number of harmonics. If the
power spectra are flatter, α = 0, then γ is highly dependent on the number of excited
harmonics.
Figure 3.4 uses a range of α values including 5/3 as this is one the values pre-
dicted from MHD turbulence theory (Bruno and Carbone, 2013). Morton et al. (2016);
Kolotkov et al. (2016) provide observations of the power spectra of velocity fluctuations
in the quiet sun, the active regions, and the coronal holes (see Figure 1.6). These lat-
ter authors find that the slope varies from α = 1 to α = 1.53 for higher frequencies,
although they are only able to measure up to frequencies of around 10−2 Hz. Podesta
et al. (2007) measure the power spectra in the solar wind and can measure up to 10−1 Hz
and find the slope to be between α = 1.5 and α = 5/3.
3.5 Leaky loop
In Section 2.6, we showed that waves can leak out of the corona. In this section, we aim
to study phase-mixed Alfvén waves in a leaky loop and calculate the effects of leakage
on the value of γ. We use similar boundary conditions to those used in Section 2.7,
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Figure 3.4: This figure shows line plots of the heating rate per unit of wave energy as a function of the
number of excited harmonics, N , on the left. The right-side shows the Riemann zeta function along
the real axis where the discontinuity at p = 1 is denoted with a dotted line. The code used to make
this figure is available on GitHub in the following directory:
→ Python/Chapter3/multiple harmonics.py
namely,
Z−(x, 0, t) = 2fdriv(x, t)−RZ+(x, 0, t)
Z+(x, Lz, t) = −RZ−(x, Lz, t),
(2.7.4)
where R gives the reflection coefficient, which we approximate in Section 2.6. These
boundary conditions ensure that each time a wave reaches a boundary a fraction R of
the wave is reflected and a fraction 1−R leaks out of the loop.
Our first goal is to calculate the timescale at which waves decay due to leakage. We
will compare this with the resisitive timescale to estimate the parameter space in which
leakage plays a significant role in the decay of waves compared with resistive effects.
Consider an ideal loop. The time taken for a wave to travel from z = 0 to z = Lz (and





Therefore each time τA time units have elapsed the wave amplitude decreases by R.
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Each time a wave propagates a distance, Lph, the wave decays by a factor exp(1) due













If τresistive  τleakage then we expect leakage to play a negligible role and the solution to
be well approximated by our calculation in Section 3.4. If τresistive  τleakage then we
expect resistivity and viscosity to play negligible role in determining the shape of the
solution, however, any heating which occurs will still be Ohmic and viscous. To get an
idea of the parameter space in which leakage plays an important we plot τresistive and
τleakage on the left-hand side of Figure 3.5 as a function of f in Hz. The plot shows that
the leakage timescale is smaller than the resistive timescale for this parameter space.
We show our choice of parameters in the figure, e.g. we assume a background Alfvén
speed of 106 m s−1, where we chose the parameters to represent typical values in coronal
loops.
Extending Equations (3.4.2) and (3.4.5) to include leakage gives
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Figure 3.5: This figure shows plots of the leakage timescale, τleakage, and resistive timescale, τresistive
on the left as a function of the wave frequency. The right-side shows γ in blue and the ratio,
τleakage/τresistive, in orange, as a function of the reflection coefficient, R. The code used to make
this figure is available on GitHub in the following directory:
→ Python/Chapter3/leaky loop.py































Introducing leakage means that the Poynting flux at z = Lz is no longer necessarily
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The above equation for γ is quite cumbersome because it is difficult to see its
dependency on parameters such as ω or R. Our goal now is to calculate an approximate
solution for the case where τleakage  τresistive. Note that Equation (3.4.18) gives an
approximate solution for τleakage  τresistive. The heating rate per unit of wave energy,













≈ (η + ν)(k∗x)2,
(3.5.10)
where k∗x gives a measure of the wavenumber in the x-direction. Substituting z =
vAτleakage into Equation (3.3.19), we estimate k
∗










Therefore, in the strong leakage limit,






Note that the dotted curve in Figure 3.5 uses






We now need to plot γ, given by Equation (3.5.9), as a function of R, to see how
leakage affects γ and to check the accuracy of Equation (3.5.12). The solid blue curve
on the right-hand side of Figure 3.5 shows γ as a function of the reflection coefficient
− lnR. The plot shows that increasing the leakage (decreasing R) causes γ to decrease.
This is because the leakage reduces the development of short length-scales as waves
leak out of the loop before they can phase-mix to the same length-scales that closed-
loop waves can reach. The Figure shows that in the limit τleakage/τresistive  1, then
γ can be approximated with Equation (3.5.12), where the ratio τleakage/τresistive, is
plotted in orange and the approximation is plotted with a dotted blue line. In the limit
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τleakage/τresistive  1 then γ can be well approximated by assuming the loop is closed.
3.6 Coronal heating discussion
In Section 3.1 we showed that we require γ ≈ 10−1 s−1, see Equation (3.1.11), for phase
mixing to play an important role in coronal heating. Our goal now is to use results
from Sections 3.4-3.5 to estimate an upper bound for a typical value of γ in the closed
corona using phase-mixing theory. We will first present our estimate. After that, we
will discuss some of our simplifications and calculate if they increase or decrease our
estimate of γ.
In Section 3.4.3 we showed that if a single harmonic is excited, then γ can be
well approximated with Equation (3.4.18). Velocity fluctuations in the corona typically
oscillate at a superposition of multiple frequencies, with a power spectrum approximated
by Figure 1.6. In Section 3.4.4, we showed if multiple harmonics are excited and have a
power spectrum proportional to f−α, where f denotes the frequency of the waves, then
γ is approximated with Equation (3.4.35). Substituting for typical values, with α = 1,
N = 100, Equation (3.4.38) gives
γ ≈ 1.43× 10−4
(
ω1









Therefore, our upper bound for γ is significantly less than the required value of γ, by
approximately three orders of magnitude. This implies that the W (1) component of the
viscosity tensor, σBrag, plays a negligible role in coronal heating. This suggests that
the direct dissipation of waves due to the steep gradients generated by phase-mixing
play an insignificant role in coronal heating. However, phase mixing could still play
an important but less direct role in coronal heating. For example, phase mixed Alfvén
waves are susceptible to the Kelvin-Helmholtz and tearing mode instabilities, leading
to a turbulent cascade to smaller scales. This would mean that the dissipation occurs
primarily due to gradients parallel to the field or the velocity which are dissipated via
the W (0) component of the viscosity tensor. Note that W (0) is not dependent on the
gradients generated through phase-mixing since the x-direction is neither parallel to the
field or the velocity. In Hillier and Arregui (2019) they show that the Kelvin-Helmholtz
instability can lead to coronal cooling as a result of the fluid mixing together which
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causes the temperature to become more uniform resulting in the total amount of radi-
ation increases. To derive the above equations, we had to make several simplifications.
The rest of this section justifies these simplifications and explains why we chose the
values for the above parameters.
Increasing α acts to reduce γ. For our calculation we took α = 1, which underes-
timates the single power-law fit to Figure 1.6. This helps ensure that our calculation
for γ is an upper bound. We chose N = 100 because 100ω1 = πHz which is a higher
than the maximum observed wave frequencies. We will also show later, in Equation
(3.6.8), for high frequencies, phase mixing plays a negligible role in the dissipation of
waves compared with the dissipation due to gradients parallel to the background field.
The characteristic length of a coronal loop is about 100 Mm (O’Neill and Li, 2005)
with an average Alfvén speed of about 1 Mm s−1 (McIntosh et al., 2011). This gives

















where the Coulomb logarithm, log Λ, has been set equal to 20. Therefore, Equations
(1.3.50) and (3.6.2) show that η + ν < 10 m2 s−1 for the given set of parameters. The
parameter with the greatest level of uncertainty associated with it is the length-scale
of the Alfvén travel times, a, given by Equation (3.3.16). We discuss a suitable value
for a in the next paragraph.
Three factors determine the Alfvén travel time of a loop, the length of the loop, the
plasma density, and the magnetic field strength. In Oliver et al. (1993), they calculate
the Alfvén travel time in a potential coronal arcade with a uniform density profile. The
flux function, A, is given by











where B0 gives the field strength at z = 0, ΛB gives the scale height of the field strength
and is also related to the arcade’s lateral extent. Note that lines of constant A provide
the field lines and the associated magnetic field is given by B = ∇A × ŷ. We plot
the field on the left side of Figure 3.6. In Oliver et al. (1993) they show that the
132
CHAPTER 3. RESISTIVE PHASE-MIXED ALFVÉN WAVES










where vA0 gives the Alfvén speed at z = 0 and x0 gives the x-coordinate of the field line
at z = 0. Therefore, the length-scale of Alfvén travel time variations across the field






ΛB cos(x0/ΛB) + x0 sin(x0/ΛB)
.
(3.6.5)
Note that a(x0) is plotted on the right-side of Figure 3.6. The plot shows that a = 0 for
x0 = 0 and x0 = πΛB/2. The magnetic field lines are highly divergent near x0 = πΛB/2.
In for example Ruderman et al. (1998); Smith et al. (2007), they show that a diverging
flux tube can enhance the phase mixing. However, we are interested in an average value






















For x0 → 0, ω1 → ∞. Therefore, a resonance near x0 = 0 must have a very high
frequency. Figure 2.9 showed that very high frequencies can leak into the chromosphere
more easily. This suggests imposing solid boundary conditions may not be appropriate
here. The Alfvén travel time is also affected by the density of the plasma. Klimchuk
(2015) shows that coronal loops have a characteristic diameter of approximately 1.5 Mm.
If we assume a density contrast, ρi/ρo = 2, (Hood et al., 2013; Pascoe et al., 2013) where
ρi gives the density inside a loop and ρo gives the density outside a loop then this gives
a length-scale a ≈ 750 km.
We modelled the system as linear. This meant the W (0) component of the viscosity
was neglected. If we assume u = u(x, z, t)ŷ and B = B0ẑ + b(x, z, t)ŷ and do not
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Figure 3.6: The left side of the figure shows a plot of the magnetic field lines where the flux function
is given by Equation (3.6.3). The right side shows plots of a for the field lines as a function of the











where ε = u/vA. Therefore, the ratio, w0,1, between the heating generated by W
(0) and










































where k∗x is given by Equation (3.3.20).
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Another consequence of linearising the system is that it causes the Alfvén waves to
become decoupled from the fast and slow waves. To see this, consider the y-component
of the ideal momentum equation, Equation (1.3.18), with gravity neglected, ∂/∂y = 0















= (B · ∇)By, (3.6.9)
where By = b. Consider the the mass continuity equation, Equation (1.3.17), multiplied









v2y∇ · (ρv) = 0. (3.6.10)


















vy(B · ∇)By. (3.6.11)






















Substituting the ideal Ohms law, Equation (1.3.13), gives the equation for the evolution






















Superimposing Equations (3.6.11) and (3.6.13) gives the equation for the energy evolu-
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The above equation shows that the energy associated with perturbations in the y-
direction (the Alfvén wave) is coupled to the perturbations in the x and z direction




. The ponderomotive force is defined
as the magnetic pressure force associated with the Alfvén wave. In Verwichte et al.
(1999) they show that each time nonlinear Alfvén pulses pass through each other, they
generate a slow magnetoacoustic wave (in β  1 plasma). They also show that for
nonlinear Alfvén pulses, the Alfvén speed is dependent on the wave amplitude. They
show that the evolution of an Alfvén pulse is described by the Cohen-Kulsrud equation
(Cohen and Kulsrud, 1974), which is similar to Burger’s equation. They show that
shocks form and calculate the time at which the gradient of the solution becomes
singular. Nakariakov et al. (1997); Thurgood and McLaughlin (2013a,b) shows that
if there are gradients perpendicular to the field and the invariant direction then fast
waves are produced by the ponderomotive force. Terradas et al. (2006) show that for
a line-tied standing Alfvén wave, the ponderomotive force pushes plasma towards the
antinodes and away from the nodes. They show that in a β = 0, isothermal, plasma,
the amplitude of the density structures grows quadratically with time and this growth
is limited by the pressure force if β 6= 0. In Prokopyszyn et al. (2019), we investigated
standing nonlinear Alfvén waves in an X-type null point. We found that introducing
nonlinearities had a relatively small effect (<10%) effect on γ. However, we used an
unphysically large value for the diffusion constants to keep the system well resolved
numerically.
Modelling the plasma as linear and modelling ∂/∂y = 0 prevents the development
of turbulence through the Kelvin-Helmholtz instability, tearing mode instability and
by the nonlinear interaction of counter-propagating Alfvén waves (Hollweg, 1986a; van
Ballegooijen et al., 2011; Shoda et al., 2019). Turbulence leads to the transfer of energy
into higher wavenumbers/frequencies, which are then dissipated (Karimabadi et al.,
2013), causing γ to increase. However, we showed in Equation (3.6.8) that for frequen-
cies greater than about ω = πHz the W (0) component of the viscosity tensor starts
to dominate. Therefore, our claim that the W (1) component plays a negligible role in
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coronal heating, in general, holds for a turbulent plasma.
Finally, we modelled the plasma as isothermal, and we discuss this in Section 1.3.9.
In Cargill et al. (2016), they investigate the thermodynamic response of the plasma
to the heating generated by phase-mixing. They find that the thermodynamics act to
reduce the gradient in Alfvén speed which reduces γ. Also, including the thermody-
namics will cause the natural frequencies of the system to change with time. Arregui
(2015) argues that resonances could not last long enough for substantial heating from
phase-mixing to occur. This suggests that including the thermodynamics in the model
acts to reduce γ, which helps ensure Equation (3.6.1) is an upper bound for γ.
3.7 Conclusions
The results and discussions in this chapter suggest that the dissipation of the gradients
produced by phase mixing plays a negligible role in coronal heating. However, it is
possible that phase mixing could trigger the Kelvin-Helmholtz and tearing mode insta-
bilities which cause a turbulent cascade. Then dissipation can occur primarily due to
the W (0) component of the viscosity tensor which dissipates gradients parallel to the
magnetic and velocity fields. In Section 3.1 we showed that we require γ ≈ 10−1 s−1
and Equation (3.6.1) shows that our upper bound for γ is too small by approximately
3 orders of magnitude. This upper bound was modelled to be an average upper bound
across the whole corona. Phase mixing models can give a larger value of γ near, for
example, null points or at highly divergent magnetic fields due to the greater presence
of viscosity and the Alfvén speed-length scale, a, being larger.
In Section 3.3 we calculated the solution for a phase-mixed resistive Alfvén wave in
an open-loop using the method of multiple scales. We then verified this numerically
via a graphical approach, see Figure 3.1. We showed that the wave decays with a cubic
Gaussian, exp[−(z/Lph)3], in z with a length scale Lph given by Equation (3.3.18). This
shows that as the wave propagates the wave decays faster due to the wave phase mixing
and the length-scales across the field getting shorter. We estimate at z = Lph the length
scales in x are given by Equation (3.3.20), and we find this is still sufficiently long for
collisional transport theory to be valid in the corona. Heyvaerts and Priest (1983) shows
that propagating Alfvén waves are stable to the Kelvin-Helmholtz instability because
the magnetic field and velocity perturbations are in phase with each other. For standing
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Alfvén waves, the velocity and magnetic field perturbations are out of phase with each
other in space and time. So the magnetic field cannot stabilise the velocity shear from
the Kelvin-Helmholtz instability.
In Section 3.4 we extended our analytic solution from Section 3.3 to calculate an
analytic solution for a closed-loop using a method of images approach. We then verified
this numerically and plotted the results in Figure 3.2. After that, we calculated the
solution for the case where multiple harmonics are excited. We showed that an upper
bound for the heating rate per unit of wave energy, γ, can be well approximated with
Equation (3.4.38) where this assumes a power spectrum with slope α = 1. We use this
formula in Section 3.6 to conclude that dissipation of the gradients produced by phase
mixing plays a negligible role in coronal heating.
In Section 3.5, we calculate the solution for the case where waves can leak out of
the corona. We find that this acts to reduce γ, and this is because waves leak out of
the corona before they can phase-mix to short length scales where significant heating
can occur. This means that our upper bound for γ can ignore the effects of leakage.
Finally, in Section 3.6 we brought results from the previous sections to conclude
that the dissipation of the gradients produced by phase mixed Alfvén plays a negligible
role in coronal heating. We then discussed the validity of this conclusion and whether
we have missed any essential physics in our model, which might change our judgment.
This included: whether our value for the characteristic Alfvén speed length-scale, a, was
valid. Whether unobserved high-frequency waves could be significant. The importance
of nonlinearities. The implications of assuming ∂/∂y = 0. Finally, how including the
thermodynamic response of the system may affect the results.
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Chapter 4
Resonant absorption in an oblique
field
This chapter contains work which has been adapted from Prokopyszyn et al. (2021).
4.1 Introduction
In the previous chapter, we modelled the y-direction as invariant. This chapter builds on
the last, by allowing for an exp(ikyy) y-dependence. We will see that this enables mode
conversion and a phenomenon called resonant absorption to occur. Resonant absorption
is a process where magnetoacoustic waves mode convert to Alfvén waves resulting in a
concentration of energy. In Section 4.4 we give a simple example of resonant absorption.
It is analogous to a process which occurs in Barton’s pendulum experiment (see Figure
4.1). In Barton’s experiment, a heavy pendulum acts as a driver for a series of lighter
pendula/oscillators. We choose one of these lighter oscillators, called the resonant
pendulum, to have the same natural frequency as the driving frequency. Since all the
oscillators connect to the same string, the heavy pendulum drives them all at the same
frequency. After a while, the system reaches an approximate steady-state where the
whole system oscillates at the driver frequency. At steady-state, the resonant pendulum
oscillates at a significantly larger amplitude than the other oscillators. The string which
connects the oscillators is analogous to magnetoacoustic waves, and the oscillators are
analogous to standing Alfvén waves. In both cases, energy accumulates in a narrow
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Figure 4.1: A diagram of the Barton’s pendulums experiment (courtesy Wikipedia).
region due to resonance.
Resonant absorption is essential in the field of coronal seismology. Coronal seismol-
ogy is a technique which enables solar physicists to infer coronal quantities (e.g. plasma
density or magnetic field strength) by studying observed MHD waves (Nakariakov and
Verwichte, 2005). The technique usually involves recording data that can be measured
relatively easily, e.g. wave period, wavelength, amplitude, damping time and then using
MHD wave theory to infer harder to measure quantities like the magnetic field strength
or density gradient. Resonant absorption can play a key role in damping observed
coronal loop oscillations (Nakariakov et al., 1999; Terradas et al., 2006). Ruderman
and Roberts (2002) shows that a kink wave in a plasma cylinder can mode convert to
a torsional Alfvén wave. This results in the amplitude of the kink wave following a
decay profile closely resembling that of observed decay profiles. Also, resonant absorp-
tion leads to the development of short length scales through phase mixing, leading to
heating. Poedts et al. (1989); Ofman et al. (1995) suggest that resonant absorption
could explain coronal heating. However, Prokopyszyn and Hood (2019) argue that the
heating rate is too slow for observed wave amplitudes and frequencies.
Previous chapters injected waves using a footpoint driver, whereas, this chapter
drives from the side for mathematical convenience. These waves could be generated by,
for example, a nearby flare. However, it is not our aim to investigate how the waves
enter the corona, but instead, we study their dynamics once they are in the corona.
The origin of coronal waves remains an open question. It is difficult for Alfvén waves
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generated at the photosphere to enter the corona (Cranmer and van Ballegooijen, 2005),
due to the rapid exponential decay of the density with height in the chromosphere and
the steep jump in density at the transition region. Hollweg (1984b) suggests resonances
in coronal loops and spicules provide enough energy flux to the corona to match the
observed wave velocity amplitudes. Cally and Hansen (2011); Hansen and Cally (2012)
suggest that mode conversion from fast waves to Alfvén waves at the transition region
enables sufficient energy flux to enter the corona. It is also possible that the corona
itself generates Alfvén waves via magnetic reconnection (Cranmer, 2018) and the energy
released during reconnection partially feeds into the energy contained in the Alfvén
waves.
This chapter closely follows the seminal work of Halberstadt and Goedbloed (1993);
Goedbloed and Halberstadt (1994); Halberstadt and Goedbloed (1995). They modelled
linear MHD waves and resonant absorption in a closed domain where the background
magnetic field is tilted to be oblique to the solar surface. They showed that imposing
line-tied boundary conditions causes the Alfvén waves and fast waves to couple. If the
transverse length-scales are shorter than the Alfvén wavelength then evanescent fast
waves/boundary layers form at the line-tied boundaries. Note that resonant absorp-
tion typically generates transverse length-scales, which are many times shorter than
the Alfvén wavelength. Goedbloed and Halberstadt (1994) clearly shows the boundary
layers in Figure 6c of their paper for the fast wave components of the Lagrangian dis-
placements (ξF and ηF ). We recommend reading Goedbloed and Halberstadt (1994) for
an in-depth explanation of how the boundary layers form, but we also give a brief expla-
nation in the penultimate paragraph of Section 4.5. Arregui et al. (2003) confirms the
existence of these boundary layers via a numerical approach. One of the key differences
between the work presented in this paper to that already in the literature is that we test
the validity of imposing line-tied boundary conditions. To test the validity, we check if
a model which includes the chromosphere instead of imposing line-tied boundary con-
ditions can produce similar boundary layers. We model the corona and chromosphere
using a piecewise constant background density profile with a discontinuous jump from
the corona to the chromosphere.
The outline of this chapter is as follows; in Sections 4.2 and 4.3 we present the
equations we will use to model the plasma and then discuss the applicability of some of
the assumptions we make in the corona. Section 4.4 introduces some of the key and most
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relevant properties of resonant absorption in a simple domain where the background
magnetic field is perpendicular to the z = zmin and z = zmax boundaries. In Section
4.5, we calculate normal mode solutions in a domain where the Alfvén speed is uniform.
We impose an incident Alfvén wave and calculate the unique solution which ensures the
velocity is zero at z = 0. Since the Alfvén speed is uniform, resonant absorption cannot
occur. However, we choose the length scales in x to be extremely short to simulate the
conditions near a singularity in a resonant absorption experiment. Section 4.6 builds
on Section 4.5 by using a background Alfén speed which is piecewise constant in z. The
regions z > 0 and z < 0 corresponds to the corona and chromosphere, respectively.
We impose an incident Alfvén wave and calculate the unique solution which ensures
continuity of the velocity and its derivative at z = 0. By comparing results from
Sections 4.5 and 4.6, we can test how robust the boundary layers produced by line-tied
boundary conditions are when we consider the finite nature of the jump in Alfvén speeds
and the small length scales of a resonance layer. In Section 4.7 we use a background
Alfvén speed which is a function of x and piecewise constant in z. Our goal here is
to test if steep boundary layers form in a resonant absorption experiment. Finally, in
Section 4.8, a summary of our results and conclusions are given.
4.2 Model and equations
In this section, we describe the most general model we will use. However, throughout
this chapter, we will start with a simpler model. In subsequent sections, we will add
complexity to the model as we head towards the most relevant description of resonance
in coronal magnetic fields. For example, in Sections 4.5 and 4.6, the background Alfvén
speed, vA, will not depend on x but, in Section 4.7, we include a variation in x as well
as a model chromosphere.
We model perturbations on a static background equilibrium and make the same
assumptions as those described by Equation (1.4.3)-(1.4.5). The system is assumed to
be ideal, i.e. we neglect viscosity and resistivity. We model the plasma as cold, i.e.
β = 0, which means the gas pressure force is negligible. We assume the Lorentz force
dominates and neglect the gravitational force. The background magnetic field is at an
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angle α to the z-axis in the y-z plane, i.e.
B0 = B0(sinα ŷ + cosα ẑ)
= B0B̂0,
(4.2.1)
The unit vectors, B̂0 and ⊥̂, are defined as
B̂0 = sinα ŷ + cosα ẑ, (4.2.2)
⊥̂ = cosα ŷ − sinα ẑ, (4.2.3)
where both unit vectors are in the y-z plane, B̂0 is parallel to the background magnetic
field and ⊥̂ is perpendicular to the background magnetic field. The background Alfvén
speed is given by vA(x, z) = v̂A(x)vA(0, z), where
vA(0, z) =
vA−, z < 0,vA+, z ≥ 0, (4.2.4)
and v̂A(x) is an arbitrary function of x satisfying v̂A(0) = 1. The region z < 0 models
the chromosphere and the region z > 0 models the corona, therefore, vA+ > vA− due
to the higher density in the chromosphere.
The variables we solve for are the velocity, u, given by
u(x, y, z) = uxx̂+ u⊥⊥̂ (4.2.5)
and the magnetic field perturbations, b, given by
b(x, y, z) = bxx̂+ b⊥⊥̂+ b||B̂0, (4.2.6)
where
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[(B0 ·∇)b−∇(b ·B0)], (4.2.8)
and the induction equation simplifies to
∂b
∂t
= (B0 ·∇)u−B0∇ · u. (4.2.9)


















































are the derivatives perpendicular and parallel to the equilibrium magnetic field respec-
tively.
In this chapter, we will derive exact analytic solutions to the equations. However,
the formulae we derive are often cumbersome, and so our discussion will often focus on
approximate (but less cumbersome) solutions in our narrower parameter space. The
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parameter space we will focus on is
kx  k||+, (4.2.17)
k||−  k||+, (4.2.18)
0 < ky ≤ O(k||+), (4.2.19)










gives the Alfvén wavenumber and ω gives the wave frequency. We model kx  k||+ as
this approximates the conditions near a singularity in a resonant absorption experiment.
The results should also apply to other cases where kx  k||+, for example, during the
nonlinear development of an instability. Our condition for α (Equation 4.2.20) prevents
the background magnetic field from being tangential to the z = 0 plane. In for example,
Vickers et al. (2018, 2020), they study the solutions where α is close to π/2.
4.3 Energy equations
Resonant absorption occurs when fast waves mode convert into Alfvén waves at a
resonant field line. This can be better understood by considering how the oscillations
in the x and B̂0 direction couple to the fluctuations in the perpendicular (⊥) direction.
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Equations (4.3.2) and (4.3.4) show that gradients in the magnetic pressure, B0b||/µ, are
responsible for the mode conversion from oscillations in the x, || directions to oscillations
in the ⊥ direction. If ∇⊥ = 0 then no mode conversion can occur between the fast and
Alfvén waves and they are independent of one another. For example, this occurs when
α = 0 and ∂/∂y = 0.
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4.4 Normal field: Resonant absorption with line-
tied BCs
This section aims to introduce resonant absorption by calculating the solution for the
simple case where α = 0. Therefore, the background magnetic field points in the z-
direction. We aim to show how the waves can form very short length-scales if the system
has a relatively small gradient in Alfvén travel time across the background magnetic
field lines.
4.4.1 Equations
For simplicity, we will model the chromosphere as infinitely denser than the corona, i.e.
vA− → 0. We will model the z-range as 0 ≤ z ≤ Lz and impose line-tied boundary
conditions at z = 0 and z = Lz, i.e.
ux|z=0 = ux|z=Lz = uy|z=0 = uy|z=Lz = 0. (4.4.1)
Therefore, vA = vA(x). The x domain is given by x ≥ xmin and we impose a driver at
x = xmin, of the form





= gdriv(y, z, t). (4.4.3)
Since α = 0, this means that uy = u⊥, by = b⊥ and bz = b||. Also, ∇⊥ = ∂/∂y and















































The problem is linear and the functions we need to solve for depend on just x. Therefore,
by assuming a Fourier solution in y, z and t we can convert the PDEs, (4.4.4)-(4.4.8)
into a set of ODEs. We assume the solutions are of the form
ux(x, y, z, t) =
∞∑
n=1
uxn(x) sin(kznz) exp[i(kyy + ωt)], (4.4.9)
uy(x, y, z, t) =
∞∑
n=1
uyn(x) sin(kznz) exp[i(kyy + ωt)], (4.4.10)
b̂x(x, y, z, t) =
∞∑
n=1
b̂xn(x) sin(kznz) exp[i(kyy + ωt)], (4.4.11)
b̂y(x, y, z, t) =
∞∑
n=1
b̂yn(x) sin(kznz) exp[i(kyy + ωt)], (4.4.12)
b̂z(x, y, z, t) =
∞∑
n=1
b̂zn(x) sin(kznz) exp[i(kyy + ωt)], (4.4.13)





this ensures the line-tied boundary conditions in z are automatically satisfied. Substi-
tuting the above series into Equations (4.4.4)-(4.4.8), and multiplying by sin(kzmz) and














ikzmb̂xm − iky b̂zm
]
, (4.4.16)
iωb̂xm = ikzmuxm, (4.4.17)
iωb̂ym = ikzmuym, (4.4.18)
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Eliminating uyn from Equation (4.4.23), using Equation (4.4.24), gives
d2uxn
dx2


















































+ Ln(x)[Ln(x)− k2y]uxn(x) = 0. (4.4.26)
We can eliminate ux to get an equation for u⊥ via the following procedure. Take




































where we have assumed Lx(x) 6= 0. See for example Thompson and Wright (1993) for
a calculation of the solution in the case where Ln(x) = Lx(x) = 0. Multiply through




































Our goal now is to solve Equations (4.4.26) and (4.4.27) using the method of Frobe-
nius. Assume that Ln is an analytic function. Therefore, points where Ln(x) 6= 0 are
ordinary/regular points of Equation (4.4.27) and points where Ln(x) = 0 are regular-
singular points of the ODE. Let xres,n be defined as a point satisfying Ln(xres,n) = 0.
If multiple points satisfy Ln(x) = 0, then pick xres,n equal to one of these points ar-
150
CHAPTER 4. RESONANT ABSORPTION IN AN OBLIQUE FIELD
bitrarily. Since we expect solutions uyn to be singular at x = xres,n, we will focus on
studying solutions near this point.
Radius of convergence













qn(x) = (Ln(x)− k2y)(x− xres,n)2. (4.4.31)
The power series solution for uxn about x = xres,n will have a radius of convergence at
least as large as the radius of convergence for the power series of pn(x) and qn(x) about
x = xres,n. Since Ln(x) is analytic, we expect the radius of convergence for qn to be
infinite. The radius of convergence of pn(x) (denoted with Rn) is equal to the distance in
the complex plane between xres,n and the nearest zero of Ln(x)(Ln(x)− k2y) (excluding
the point x = xres,n). Hence, the radius of convergence for uxn about x = xres,n is at
least as large as Rn.
Indicial polynomial
To calculate the solution, via the method of Frobenius, we first need to calculate the
indicial polynomial. Substituting




into Equation (4.4.29) gives
∞∑
k=0
[(k + σ − 1)(k + σ) + (k + σ)pn(x) + qn(x)]ak(x− xres,n)k = 0.
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We need to find values of σ where non-trivial solutions can exist. Taylor expanding
p(x) and q(x) about x = xres,n, we calculate the coefficient of the leading order power
in (x− xres,n) to be given by
I(σ) = (σ − 1)σ + pn(xres,n)σ + qn(xres,n), (4.4.32)
where I(σ) is the indicial polynomial. Since I(σ) = 0, pn(xres,n) = 1 and qn(xres,n) = 0












We will now calculate the recurrence relation for the ak terms. Substituting uxn1(x)















(x− xres,n)k = 0.














for k ≥ 1, where we arbitrarily set a0 = 1. Setting a0 = 1 does not lose generality as
uxn is equal to a linear combination of uxn1 and uxn2. Since q
′
n(xres,n) = 0 we know that
a1 = 0.
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k(k − 1)bk(x− xres,n)k−2.







[k(k − 1) + kpn(x) + qn(x)]bk(x− xres,n)k = 0.
Substituting for uxn1(x) gives
∞∑
k=0
[2k + pn(x)− 1]ak(x− xres,n)k+
∞∑
k=1
[k(k − 1) + kpn(x) + qn(x)]bk(x− xres,n)k = 0.




























(x− xres,n)k = 0.
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Equating the coefficient of (x− xres,n)k equal to zero gives



















for k ≥ 1. Since a1 = 0 and a0 = 1 we know that b1 is given by
b1 = −p′n(xres,n). (4.4.37)
Singular solutions
Our goal now is to calculate the leading order singular solutions for uxn, uyn and bzn.
Note that if ω ∈ C then xres,n ∈ C. Let xres,n = xr,n + ixi,n, where xr,n, xi,n ∈ R. We
will assume that |xi,n|  Rn. Let uxn be given by
uxn(x) = −iu0xi,nky[uxn2(x)− uxn1(x) ln(xi,n)]
= −iu0xi,nky
[
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One of the most useful quantities in coronal seismology is the wave (e.g. kink wave)
damping time (Ruderman and Roberts, 2002; Giagkiozis et al., 2016). This is related
to the Poynting flux, which gives the energy flux (see Equation 1.4.42).


































where u∗x denotes the complex conjugate of ux. Therefore, the component which is not
















































































ln(X∗n) +O(Xn lnXn, Xn)
]
, (4.4.47)








































tan−1(xi,n, x− xr,n)− tan−1(−xi,n, x− xr,n)
}
= 2π sign(xi,n).









where sign(xi,m) = xi,n/|xi,n|.
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4.4.3 Numerical solution
Our goal now is to verify our analytic solution numerically. We can solve Equation
(4.4.29) by integrating in x using solve ivp in Virtanen et al. (2020).








where we assume x > −a0. The resonant locations, xres,n are given by

























ωr = vA0kz1 (4.4.54)
and this ensures that xr,1 = 0. We set the boundary conditions in x as







sin(kz1z) exp[i(kyy + ωt)]. (4.4.56)
These boundary conditions ensure that uxn = uyn = b̂zn = 0, ∀n 6= 1.
To check the accuracy and give a visualisation of Equations (4.4.38), (4.4.40) and
(4.4.48), we plot these solutions and compare them with solutions calculated numer-
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Sx1 /| Sx1 |





Max relative ux error
Figure 4.2: This figure shows the real and imaginary parts of ux1(x), uy1(x), as well as the Poynting
flux, 〈Sx1〉 as a function of x. The bottom-right shows the maximum relative error between the
numerical and analytic solutions for ux against ωi (see Equation 4.4.59). We calculated the blue curves
numerically and calculated the orange curves analytically. Note that the Poynting flux is normalised
by the absolute value of the jump, |〈∆Sx1〉|, from Equation (4.4.49). The code used to make this figure
is available on GitHub in the following directory:
→ Python/Chapter4/normal mode along x alpha=0.py
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ically. In the top row of Figure 4.2 we show the real and imaginary parts of ux1(x).
The analytic solution was calculated using Equation (4.4.38). The blue curve shows
the numerical solution and the orange curve shows the analytic solution using Equation
(4.4.38). The middle row shows the real and imaginary parts of uy1(x). The numerical







The analytic solution was calculated using Equation (4.4.40). The bottom left plot
shows the average Poynting flux directed in the x-direction. This was calculated using











The analytic solution was calculated using Equation (4.4.48). These plots show that
the analytic and numerical solutions are in approximate agreement. However, this is
for ωi/ωr = 10
−4. In the bottom right, we show the maximum relative error between
the analytic and numerical solutions for ux as a function of ωi. The maximum relative
error is given by













x,1 denotes ux,1 calculate numerically and u
(ana)
x,1 denotes ux,1 calculated ana-
lytically using Equation (4.4.38). The bottom-right plot shows that as ωi/ωr increases,
the error between the analytic and numerical solutions increases. Note that ωi controls
the rate of exponential growth (or decay) of the driver and should not be confused with
the damping rate or the rate at which fast waves mode convert to Alfvén waves.
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4.5 Oblique field: Uniform density profile
This section aims to show how boundary layers can form if the background magnetic
field is oblique to the z = zmin and z = zmax boundaries, i.e. α 6= 0. The solutions in
the last section did not contain any boundary layers because α = 0. For simplicity, we
will model the background Alfvén speed as uniform, i.e. vA(x, z) = vA0 as this allows
us to derive a simple algebraic dispersion relation. We will calculate the normal mode
solution in a domain where we impose an incident Alfvén wave from z > 0 and line-tied
boundary conditions at z = 0. Results from this section will be compared with results
from Section 4.6 to test the validity of imposing line-tied boundary conditions.
4.5.1 Dispersion relation
Since the background Alfvén speed is uniform we can derive a dispersion relation using a
method very similar to that used in Section 1.4. The derivation here is almost identical






































































































u⊥ = 0. (4.5.5)
To derive the dispersion relation, assume u⊥ is of the form
u⊥ = u⊥n exp[i(kxx+ kyy + kznz + ωt)]
Substituting this into Equation (4.5.5) gives the following dispersion relations
[ω2 + v2A0∇2||n][ω2 − v2A0(k2x + k2y + k2zn)] = 0, (4.5.6)
where
∇||n = i(ky sinα + kzn cosα). (4.5.7)







k||0/ cosα− ky tanα












where k||0 is given by Equation (4.2.22). The first two terms, kz1, kz2, correspond to
Alfvén wave solutions and kz3, kz4 correspond to fast wave solutions. Note that the fast





4.5.2 Normal mode solution
In this section, we will calculate the solution in an infinite domain where we impose
an incident Alfvén wave from the right (z > 0) with u = 0 at z = 0. We assume the
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 exp[i(kxx+ kyy + kznz + ωt)], (4.5.9)
where each kzn is given by Equation (4.5.8).
We impose an incident Alfvén wave from the right by setting u⊥1 = u0, where u0
gives the incident wave amplitude. We impose the amplitude of the incident fast waves












Ln = ∇2||n + k2||0, (4.5.12)
∇⊥n = i(ky cosα− kzn sinα), (4.5.13)
∇||n = i(ky sinα + kzn cosα). (4.5.14)
















 1−(ûx1 − ûx3)/(ûx2 − ûx3)
(ûx1 − ûx2)/(ûx2 − ûx3)
 (4.5.16)
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To help visualise the solutions and to check ux = u⊥ = 0 at z = 0 we plot the
solutions in Figure 4.3. We choose a large value of kx, namely, kx = 50k||0, to simulate
the conditions near a singularity in a resonant absorption experiment. This means that
the fast wave terms are evanescent. The plots show that for b̂x and b̂|| the evanescent
fast waves dominate near z = 0. For ux and b⊥ the evanescent fast waves and Alfvén
waves are of a similar order near z = 0. For u⊥, the Alfvén waves dominate.
Equations (4.5.9)-(4.5.19) give the the full set of solutions to the equations. However,
we do not express the solutions in full here as they are cumbersome. We find the
equations are easier to interpret if we construct series solutions by taking appropriate
limits. Resonant absorption cannot occur because the background Alfvén speed is
uniform. Therefore, singularities cannot form in our model. In Section 4.4, we showed
that resonant absorption produces very short length-scales in x. Approaching resonant
singularities, the length-scales in x shrink to zero. Therefore, we are interested in the
limit kx/k||0 → ∞. Note that for kx → ∞ the fast wave solutions are evanescent. To
help us understand the effects of line-tied boundary conditions, we will now calculate
asymptotic expansions for uxn, u⊥n, bxn, b⊥n and b||n. The maple file we use to assist
the algebra can be found in the following directory:
→ Maple/Chapter4/uniform in x vA0.pdf.
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ux(0, 0, z, 0)/u0





u (0, 0, z, 0)/u0




vA0bx(0, 0, z, 0)/u0






vA0b (0, 0, z, 0)/u0









Lz = cos( )/k||0
ky = 0.5k||0
kx = 50.0k||0
vA0b||(0, 0, z, 0)/u0
Real part
Imag part
Figure 4.3: This figure shows plots of the real and imaginary parts of ux, u⊥, bx, b⊥ and b|| as a
function of z. We calculated the solutions using Equations (4.5.9)-(4.5.19). The code used to make
this figure is available on GitHub in the following directory:
→ Python/Chapter4/uniform density profile.py
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The leading order asymptotic expansion for the ux coefficients is given by
ux1
u0



























































The b̂x coefficients are given by
vA0b̂x1
u0
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For the Alfvén wave terms the associated magnetic pressure, b||, equals zero and this
was shown in Section 1.4. The above equations show that to leading order the ux
solution does include an evanescent fast wave term and this gives rise to the boundary
layers seen in Halberstadt and Goedbloed (1993, 1995); Arregui et al. (2003). However,
the leading order u⊥ solution does not contain any fast wave terms. Note that for bx
the boundary layer term dominates near z = 0.
Now, we give a brief explanation as to why the boundary layers form. Imposing
u = 0 at z = 0 forces the normal component of the magnetic field, bz, to be zero. For
proof, consider the z-component of the induction equation,
∂bz
∂t
= ẑ ·∇× (u×B0).
The curl in the z-direction only depends on derivatives in x and y. Since u = 0 =
constant at z = 0, the x and y derivatives are zero. Therefore, if bz is initially zero, it
will remain zero for all time. Therefore, at z = 0,
bz = cosαb|| − sinαb⊥ = 0,
rearranging gives
b|| = tanα b⊥.
Here, b⊥ gives the magnetic field component of the Alfvén wave and b|| gives the mag-
netic pressure component of the fast wave. Hence, for α 6= 0, if there is a large-amplitude






2, this forces the associated kz to be imaginary, which means the fast
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wave must be evanescent and so boundary layers will form.
Note that for kx → ∞, kz3 → ikx. Therefore, the time-averaged energy associated
with the evanescent fast waves is proportional to exp(−2kxz) and the total fast wave








Thus, the energy of the evanescent fast wave energy tends to 0 as kx →∞, for u0 fixed.
Hence, the evanescent fast waves will have a limited effect on the rate of resonant
absorption. Since the energy associated with the boundary layers does not grow as
the length-scales in x get shorter, they cannot be absorbing energy. Moreover, the
boundary layers cannot directly transport energy away as they are evanescent.
4.6 Oblique field: Piecewise constant density profile
This section aims to check if the boundary layers produced in Section 4.5 are physical
or fictitious artefacts arising from the use of line-tied boundary conditions. Instead of
imposing line-tied boundary conditions we use a piecewise constant density profile in
z, i.e. the Alfvén speed is given by
vA(z) =
vA−, z < 0vA+, z ≥ 0. (4.6.1)
Note that the region z > 0 models the corona and z < 0 models the chromosphere,
therefore, vA+ > vA− as the density in the chromosphere is higher. We impose an
incident Alfvén wave from the region z > 0 and then calculate the unique solution
which ensures continuity of ux, u⊥, ∂ux/∂z , ∂u⊥/∂z at z = 0.















 exp[i(kxx+ kyy + kzn−z + ωt)], for z ≤ 0, (4.6.2)
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k||±/ cosα− ky tanα












and k||± is given by Equation (4.2.21).
We impose an incident Alfvén wave from z > 0 by setting u⊥1+ = u0, where u0
gives the incident wave amplitude. We impose the amplitude of the incident fast waves
to be zero, therefore, u⊥4+ = 0. There are no incident waves from the left, therefore,












Ln± = ∇2||n± + k2||±, (4.6.7)
∇⊥n± = i(ky cosα− kzn± sinα), (4.6.8)
We require continuity of ux, ∂ux/∂z , u⊥ and ∂u⊥/∂z at z = 0. This gives the following
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Written in matrix form, these become
ûx1− ûx4− −ûx2+ −ûx3+
kz1−ûx1− kz4−ûx4− −kz2+ûx2+ −kz3+ûx3+
1 1 −1 −1














We can solve this using symbolic and numerical computing environments e.g. Maple,
see Github file:
→ Maple/Chapter4/asymptotic expansion piecewise constant va large k par m.pdf.













To help check that solutions to the matrix above do indeed ensure continuity of ux,
∂ux/∂z , u⊥, ∂u⊥/∂z we plot the velocities and their derivatives as a function of z in
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ux(0, 0, z, 0)/u0
Real part
Imag part







Lz = cos( )/k|| +
ky = 0.5k|| +
k||  = 10.0k|| +
kx = 10.0k|| +
[ ux(0, 0, z, 0)/ z] / (u0 / Lz)





u (0, 0, z, 0)/u0






[ u (0, 0, z, 0)/ z] / (u0 / Lz)





Alfven wave component of ux/u0






Fast wave component of ux/u0
Figure 4.4: This figure shows plots of the velocity ux, u⊥ and their z-derivatives as a function of z at
x = y = t = 0. It shows that the velocities and their z-derivatives are continuous. The bottom row
shows the Alfvén wave and fast components of ux separately, where the Alfvén wave component have
wavenumbers kz1±, kz2± and the fast wave component have wavenumbers kz3±, kz4±. The code used
to make this figure is available on GitHub in the following directory:
→ Python/Chapter4/piecewise constant density profile.py
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Figure 4.4. Also, to help visualise the solutions we plot the Alfvén wave component and




y > k||±, the fast wave component
is evanescent. We show the parameters we use in the top-right of each figure.
Equations (4.6.2)-(4.6.11) give the full solution to the equations. However, the
solution is too cumbersome to present directly. To build our intuition for how the
solutions change with kx we plot the real/imaginary part of ux, u⊥ and b̂|| as a function
of z at x = y = t = 0 in Figure 4.5/4.6 respectively. The blue curve shows the solutions
from Section 4.5 where line-tied boundary conditions (u = 0) are imposed at z = 0.
The dashed orange curve shows the solution where we impose continuity of u and
∂u/∂z at z = 0 with a piecewise constant background Alfvén speed. In the left-hand
column, kx = 10k||+, this means that the fast waves are evanescent for z > 0 and can
propagate for z < 0. It shows that the solutions are in good agreement and suggests
that line-tied boundary conditions give a good approximation for the solution where
z > 0. The small disagreement occurs due to line-tied boundary conditions causing
perfect reflection, whereas, a finite jump in the background Alfvén speed results in
partial reflection. In the right column, kx = 1000k||+, this means that the fast waves
are evanescent everywhere. The plots show poor agreement near z = 0 and good
agreement for z  0. They show that the model with line-tied boundary conditions
can significantly overestimate the amplitude of the evanescent fast waves/boundary
layers.
We have seen that depending on the value of kx, our models can sometimes agree
on the amplitude of evanescent fast waves and sometimes disagree strongly. Our goal
now is to quantify how well the model with line-tied boundary conditions approximates
the amplitude of the evanescent fast wave/boundary layer as a function of kx, for the





where u⊥3 gives the amplitude of the fast wave component of u⊥ at z = 0 in the model
where line-tied boundary conditions are imposed and u⊥3+ gives the amplitude in the
model where a piecewise constant background Alfvén speed is used. Equations (4.5.10),
(4.5.17), (4.5.18), (4.5.19) show that uxn, bxn, b⊥n, b||n are equal to scalar multiples
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kx = 10.0k|| +
Uniform vA
Piecewise constant vA













ux, u , ux/ z
and u / z
imposed
kx = 10.0k|| +








Re[b||(0, 0, z, 0)] / (u0 / vA + )
Evenescent fast wave
/ boundary layer with
length scale 2 / kx
kx = 10.0k|| +








Lz = cos( )/k|| +
ky = 0.5k|| +
k||  = 100.0k|| +
k||0 = k|| +
kx = 1000.0k|| +
2 0 2
1e 3







kx = 1000.0k|| +







1.0The line-tied model can
greatly overestimate the
size of the boundary layer
kx = 1000.0k|| +
2 0 2
1e 3
Figure 4.5: This figure shows plots of the real part of ux (top row), u⊥ (middle row) and b̂|| (bottom
row) at x = y = t = 0 as a function of z for kx = 10k||+ (left column) and kx = 1000k||+ (right
column). The case where the background Alfvén speed is uniform and line-tied boundary conditions
is imposed is shown in blue and the case where the Alfvén speed is piecewise constant and continuity
of u is imposed is shown in dashed orange. A description of this figure is continued in the caption of
Figure 4.6. The code used to make this figure and Figure 4.6 is available on GitHub in the following
directory:
→ Python/Chapter4/piecewise constant vs uniform.py
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Im[ux(0, 0, z, 0)] / u0
kx = 10.0k|| +
Uniform vA
Piecewise constant vA






Im[u (0, 0, z, 0)] / u0
kx = 10.0k|| +








Im[b||(0, 0, z, 0)] / (u0 / vA + )
kx = 10.0k|| +







Lz = cos( )/k|| +
ky = 0.5k|| +
k||  = 100.0k|| +
k||0 = k|| +
kx = 1000.0k|| +
2 0 2
1e 3






kx = 1000.0k|| +






1e 2 kx = 1000.0k|| +
2 0 2
1e 3
Figure 4.6: This figure is similar to Figure 4.5 except it plots the imaginary part of each variable
instead. The blue and orange curves show good agreement in the left-hand column for both figures.
The small differences occur due to the waves represented by the blue curve undergoing perfect reflection
and the orange waves undergoing imperfect reflection at z = 0. The right-hand column shows less
agreement between the plots, and this is because the fast waves are evanescent, whereas in the left-
column the fast waves can propagate for z < 0. Equations (4.6.75)-(4.6.79) and (4.6.69)-(4.6.74) show
that the fast wave terms in the blue solutions are of a higher order than the orange solutions.
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ky = 0.5k|| +







z > 0 and can
propagate for z < 0
Fast waves are
evenescent
|u 3 u 3 + |
|u 3 + |
kx/k|| +  = Re( k2|| + k2y )/k|| +
kx/k|| +  = Re( k2|| k2y )/k|| +
tan( ) = 10 1
tan( ) = 1
tan( ) = 101






Amplitude of the fast wave
terms is well approximated
in the line-tied model
Amplitude of the
fast wave terms is
poorly approximated




ky = 10 1k|| +
ky = k|| +
ky = 101k|| +





k|| = 101k|| +
k|| = 102k|| +
k|| = 103k|| +
Figure 4.7: This figure plots the relative difference (see Equation 4.6.12) introduced by using line-tied
boundary conditions to estimate the size of the boundary layers as a function of kx. Unless stated
otherwise, we use the parameters shown in the top-left. In the top plot, the different colours correspond
to different values of α, in the middle plot they correspond to different values of ky and in the bottom
plot they correspond to different values of k||−. If kx is to the left/right of the vertical dashed lines, then
the fast waves can propagate/are evanescent for z > 0 respectively. Similarly, if kx is to the left/right
of the vertical dotted lines, the fast waves can propagate/are evanescent for z < 0 respectively. The
code used to make this figure is available on GitHub in the following directory:
→ Python/Chapter4/fast wave error vs kx.py
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of u⊥n, similarly, Equations (4.6.5), (4.6.9), (4.6.10), (4.6.11) show that uxn+, bxn+,
b⊥n+, b||n+ are equal to the same scalar multiples of u⊥n+ respectively (for k||+ = k||0).
Therefore,∣∣∣∣u⊥3 − u⊥3+u⊥3+
∣∣∣∣ = ∣∣∣∣ux3 − ux3+ux3+
∣∣∣∣ = ... = ∣∣∣∣b||3 − b||3+b||3+
∣∣∣∣. (4.6.13)
We show all the plots as functions of kx, and the parameters take values shown in the
















where we assume ky satisfies Equation (4.2.19). If kx is to the right of these vertical
lines, then the fast waves are evanescent, and if kx is to the left, then the fast waves can
propagate. The plots show that the relative difference between the models is dependent
on whether the fast waves are evanescent or propagating. If kx  k||−, then the models
show poor agreement and the model with line-tied boundary conditions overestimates
the size of the boundary layers. On the other hand, if kx  k||− then the models show
good agreement.
Since k||−  k||+ it is not clear if kx  k||−, even if the waves undergo resonant
absorption. Our goal now is to check if it is possible for kx  k||− in the corona by
calculating the steady-state wavenumber, k∗x, for driven standing phase-mixed Alfvén
waves in a viscous and resistive domain (note that waves during resonant absorption















for typical coronal values, where η + ν denotes the sum of the magnetic diffusivity and
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The Alfvén wavenumber parallel to the background magnetic field in the chromosphere,









for typical values. Comparing Equations (3.3.19) and (4.6.14), they show that k∗x can
greatly exceed k||− for waves undergoing resonant absorption in the corona. However,
it takes time for waves to phase-mix to such short length scales. Therefore, for early
times kx  k||− is valid and after the waves have sufficiently phase-mixed kx  k||+ is
valid.
4.6.1 Asymptotic expansion: Case where k||+  kx  k||−
Our goal now is to calculate the asymptotic expansions for the cases where k||+ 
kx  k||− and k||−, k||+  kx separately. In this section we calculate the asymptotic
expansions for the case where k||+  kx  k||− and in the next section we calculate the
solution for the case where k||−, k||+  kx. Our line-tied boundary condition solutions
from Section 4.5 provide a good approximation for the case where kx  k||− as imposing
line-tied boundary conditions is equivalent to modelling the chromospehre as infinitely
denser than the corona which causes k||− →∞.













To assist with the algebra we use a maple file which can found on GitHub in the
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following directory:
→ Maple/Chapter4/asymptotic expansion piecewise constant va large k par m.pdf.
We calculate the leading order multivariate Taylor expansions (assuming ε−, ε+  1).
The ux coefficients are given by
ux1−
u0

































= −2 tanα ε+ +O(ε2−, ε−ε+, ε2+). (4.6.22)
The u⊥ coefficients are given by
u⊥1−
u0
= −2i cosα ε2−ε+ +O(ε4−, ε3−ε+, ... , ε4+) (4.6.23)
u⊥4−
u0





















The bx coefficients are given by
vA+b̂x1−
u0
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vA+b̂x2+
u0









= −2i sinα +O(ε−, ε+). (4.6.32)
The b⊥ coefficients are given by
vA+b⊥1−
u0
= −2i cosα ε− +O(ε2−, ε−ε+, ε2+), (4.6.33)
vA+b⊥4−
u0






= 1 +O(ε−, ε+), (4.6.36)
vA+b⊥3+
u0
= −2 sin2 α +O(ε−, ε+). (4.6.37)















= sin(2α) +O(ε−, ε+). (4.6.42)
Taking the limit ε− → 0 we do indeed recover the asymptotic expansions derived in
Section 4.5 for z > 0 and k||+ = k||0.
4.6.2 Asymptotic expansion: Case where k||−, k||+  kx
Our goal now is to calculate the solution for the case where kx  k||−, k||+, as this sim-
ulates the conditions for waves undergoing resonant absorption after they have phase-
mixed to sufficiently short length scales. To assist with the algebra we use a maple file
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which can found on GitHub in the following directory:
→ Maple/Chapter4/asymptotic expansion piecewise constant va large kx.pdf.









= −2r rk̂y − sinα
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u⊥3+
u0









The leading order asymptotic expansions for the bx coefficients are given by
vA+b̂x1−
u0
= −2 rk̂y − sinα













































































































Finally, the leading order asymptotic expansions for the b̂|| coefficients are given by
b̂||1− = 0, (4.6.64)
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vA+b̂||4−
u0









b̂||1+ = 0, (4.6.66)
b̂||2+ = 0, (4.6.67)
vA+b̂||3+
u0









Equations (4.6.44)-(4.6.68) show that to leading order the Alfvén wave coefficients
are given by






































































Similarly, Equations (4.5.21)-(4.5.35) show that to leading order the Alfvén wave coef-
ficients are given by
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This shows that imposing line-tied boundary conditions does not change the order in
kx of the Alfvén wave terms, however, it can increase the order of the fast wave terms
by a factor kx. These results suggest that imposing line-tied boundary conditions
can cause the model to significantly overestimate the amplitude of the evanescent fast
waves/boundary layers for α 6= 0. Equations (4.6.69)-(4.6.74) show that the leading
order velocity does not contain any fast-wave terms. Compare this with Equations
(4.6.75)-(4.6.79), which show that ux does contain a fast wave component to leading or-
der. Therefore, for a steady-state solution in a resonant absorption experiment, the fast
wave components for ux and u⊥ should be negligible compared with Alfvén wave compo-
nents near the singularities, provided line-tied boundary conditions are not imposed. In
the next section we verify this claim. It is quite counter-intuitive that the length-scales
parallel to the chromosphere/corona interface, e.g. kx, can have such a large effect
on the validity of line-tied boundary conditions. Our goal now is to give an intuitive
explanation for why this is. Imposing line-tied boundary conditions is in some sense
equivalent to modelling the chromosome as infinitely denser than the corona, i.e. set-
ting k||− →∞. Therefore, imposing line-tied boundary conditions forces the fast waves
in the chromosphere to be propagating waves. Propagating waves have a sinusoidal
profile while evanescent waves have an exponential profile. This has important impli-
cations for ensuring continuity of velocity and its derivative at the chromosome/corona
interface and explains why the line-tied solution can be so different to the solution with
a piecewise constant density profile at the interface.
4.7 Oblique field: Resonant absorption
In this section, we allow the Alfvén speed to be dependent on x as this enables resonant
absorption to occur. Our goal in this section is to verify our claim, (see end of Section
4.6) that the velocity amplitude of the boundary layers should be negligible near the
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singularity in a resonant absorption experiment.
4.7.1 Model and equations
The Alfvén speed is given by vA(x, z) = v̂A(x)vA(0, z), where vA(0, z) is given by Equa-
tion (4.2.4) and v̂A(x) is an arbitrary function of x satisfying v̂A(x) = 1.
We seek normal mode solutions and assume the variables are of the form
f(x, y, z, t) = f ′(x, z) exp{i[k⊥(cosα y − sinα z) + ωt]}.
Note that




























iωb̂′x = ∇′||u′x, (4.7.3)
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L′u′⊥ = iω∇′⊥b̂′||, (4.7.10)
where




Note that the z domain is given by −Lz ≤ z ≤ Lz. In this section, we impose
periodic boundary conditions such that

































We choose these boundary conditions because they can be easily implemented both
numerically and analytically without introducing fictitious boundary layers. Our model
approximates a loop in the corona which goes into the chromosphere then back into the
corona and so on.
4.7.2 Eigenfunctions and eigenfrequencies
To help solve Equations (4.7.8)-(4.7.10) we assume the solutions are of the form





u(1)xn (x)φn(z) + u
(2)
xn (x)ϕn(z), (4.7.15)
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where φn, ϕn are eigenfunctions, with eigenfrequencies, ωn, $n, respectively. The eigen-












as well as the periodic boundary conditions, see Equation (4.7.12).
By symmetry, we assume the eigenfunctions are of the form
φn(z) = An
an cos[kzn−(z + lz)], z < 0,cn cos[kzn+(z − lz)], z ≥ 0, (4.7.18)
ϕn(z) = Bn
bn sin[k̄zn−(z + lz)], z < 0,dn sin[k̄zn+(z − lz)], z ≥ 0, (4.7.19)

















bnk̄zn+ cos[k̄zn+(z + lz)], z < 0,dnk̄zn+ cos[k̄zn+(z − lz)], z ≥ 0. (4.7.23)
We require continuity of φn, ϕn, dφn/dz , dϕn/dz at z = 0 and z = ±Lz, this gives the
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following equations(
cos(kzn−lz) − cos(kzn+lz)



































For non-trivial solutions to exist, ωn, $n must satisfy


















These equations define, ωn, $n and we order them such that
ω0 < ω1 < ω2..., $0 < $1 < $2... , (4.7.28)
where ω0 = $0 = 0.














which is satisfied for vA+/vA− = m, where m is an integer. If lz = (2n + 1)π/(2kzn+)


















which is satisfied for vA+/vA− = m, where m is an odd integer. Therefore, for
vA+/vA− = m, where m is an odd positive integer, a subset of the eigenvalues are
given by




where j = [(m− 1)/2 + 1]k and k ∈ N.
If ωn, $n satisfy Equations (4.7.26) and (4.7.27), then the boundary conditions and
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continuity conditions are ensured if
an =
cos(kzn+lz), cos(kzn+lz) 6= 0,kzn+ sin(kzn+lz), cos(kzn+lz) = 0, (4.7.30)
cn =
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To help visualise the eigenfunctions, we plot the first 3 normalised eigenfunctions
(excluding the 0th eigenfunction) in Figure 4.8 for vA− = vA+/5. They show that the
amplitude of the eigenfunctions in the chromosphere can be as large as the amplitude
in the corona, although it never exceeds the coronal amplitudes. The bottom-left of
Figure 4.8 shows the first 5 eigenfrequencies as a function of 1/vA−. They show that
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n ( vA + cos( )/Lz)
n ( vA + cos( )/Lz)
Figure 4.8: The 1st, 2nd and 3rd rows of this Figure show the 1st, 2nd and 3rd eigenfunctions, φn(z),
ϕn(z), respectively, where vA− = vA+/5. In the bottom-left plot we show the first 5 eigenfrequencies,
ωn, $n as a function of vA+/vA−. The code we used to make this figure is available on GitHub in the
following directory:
→ Python/Chapter4/eigenfunction eigenfrequency plots.py
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decreasing vA− causes ωn and $n to decrease because this lowers the Alfvén travel time
of the loop. This plot can also be used to check that for vA+/vA− = m, where m is an
odd integer, a subset of the eigenfrequencies are given by Equation (4.7.29).
4.7.3 Analytic resonant solution
Deriving a PDE for u⊥(x, z)
Our goal now is to calculate the leading order resonant/singular solution analytically.
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+M′u′⊥ = 0, (4.7.44)
where
M′ = L′3 + L′2∇′2⊥ + L′xxL′ − L′2x (4.7.45)
From the literature (e.g. Thompson and Wright 1993; Wright and Allan 1996) and
Section 4.4, we know that the formation of singularities in x usually accompany resonant
absorption. Equation (4.7.44) shows that the coefficient of the leading order x-derivative
goes to zero if L′(x, z) = 0. Let
xres,m = xr,m + ixi,m,
be defined as a location which satisfies
L′(xres,m, z)φm(z) = 0. (4.7.46)
We postulate that singularities can form at locations, xres,m, which are locations where
a resonance can occur.
Deriving an ODE for u
(1)
⊥m(x)
Our goal now is to convert this PDE into an ODE for u
(1)
⊥m(x) using the expansion given
by Equation (4.7.17). Note that






L′x(xres,m, z)(x− xres,m) +
1
2
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L′x(xres,m, z)(x− xres,m) +
1
2



























⊥m(x) = fm(x), (4.7.48)
where





























Complementary function and particular integral
To solve Equation (4.7.48) we will first calculate the complementary function by solving













⊥m(x) = 0. (4.7.52)
We can solve this equation by using the method of Frobenius using an approach very
similar to that used in, for example, Thompson and Wright (1993); Wright and Rickard
(1995); Soler et al. (2013). We first need to calculate the indicial equation by assuming
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the solutions are of the form
u
(1)








an[σ(σ − 1) + σpm(x) + qm(x)](x− xres,m)n+σ.
Hence, the indicial equation is given by
I(σ) = σ(σ − 1) + pm(xres,m)σ + qm(xres,m). (4.7.53)
For non-trivial solution to exist we require I(σ) = 0. Since pm(xres,m) = −qm(xres,m) =
1 we know that σ = ±1. Note that the allowed values of σ differ by an integer. There-
fore, the general complementary solution for u
(1)

















where an, bn, C are constants.
If we know the power series in x for fm(x) then we can calculate the particular
integral to Equation (4.7.48) by using the method of undetermined coefficients. Since




⊥n(x), we know that the leading order term can be
at most order (x− xres,m)−1.
Singular solution





we can verify numerically. Assume that xi,m  R where R is the radius of convergence
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⊥m = 0 for all n 6= m. This ensures that the leading order solution for
















and we choose the boundary conditions such that the terms of order X0m equal zero.
From Equation (4.7.42) we know that ux is given by
u′x(x, z) = −u0
[
xi,m ln(Xm)∇′⊥φ,(z) +O(Xm, X2m lnXm)
]
, (4.7.58)
where we impose the boundary condition that terms of order X0m equal zero. From




















φm(z) +O(Xm lnXm, Xm). (4.7.60)
For sinα 6= 0, we can calculate b′||(x, z) by using an integrating factor. However, if
k⊥Lz/ sinα = jπ for j ∈ Z then b̂′||(x, z) is not uniquely defined by the boundary
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This ensures that b̂||(x, z) is periodic in z with period 2Lz. Substituting this into





















Hence, if k⊥Lz/ sinα = jπ for j ∈ Z then b̂′||j(x) and consequently b̂′||(x, z) is not
uniquely defined by the boundary conditions in z.
Poynting flux
Finally, we aim to calculate the Poynting flux near the resonant location, xres,n. Using


































where u∗x denotes the complex conjugate of ux. Therefore, the component which does
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where sign(xi,m) = xi,m/|xi,m|. We define the jump in Poynting flux, 〈∆Sx〉, across










Our goal now is to verify Equations (4.7.56)-(4.7.59) by solving Equations (4.7.8)-
(4.7.10) numerically. To solve the system numerically, we use Equations (4.7.15)-
(4.7.17) and convert Equations (4.7.8)-(4.7.10) from a set of PDEs into a set of ODEs
which we then solve as an initial value problem in x using solve ivp in Virtanen et al.
(2020).
For z 6= 0, −Lz, Lz, taking ∇⊥ of Equation (4.7.10) gives
L′∇′⊥u′⊥ = iω∇′2⊥b̂′||. (4.7.65)
Let





































































































































































































This is a set of ODEs which we can solve as an initial value problem in x using solve ivp
in Virtanen et al. (2020). However, for numerical reasons only a finite number of terms
can be calculated. Therefore, we truncate the summations after a finite number of
terms/harmonics, Nh.
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The Alfvén speed x-dependence is given by




where a0 = a(0) is a constant which controls the Alfvén speed length scale in x. From






















Hence, xr,11 = 0 and xi,11 = a0ωi/ω11.
The boundary conditions in x are
u′x(xmin, z) = −u0xi,11 ln(X11)∇′⊥φ11(z), (4.7.83)









k⊥Lz/ sinα 6= nπ for n ∈ Z to ensure b̂′||(xmin, z) is uniquely determined by Equation








||n (xmin), for n = 0, 1, 2, ...,
Nh we take the inner product of u
′
x(xmin, z) and b̂
′
||(xmin, z) with φn and ϕn.
To check that the numerical solutions agree with the analytic solutions given by
Equations (4.7.56), (4.7.58) and (4.7.63) and to help visualise the solutions, we plot the
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r = 11 = 11




vA + /vA = 21

























Sx(x, lz) | Sx(lz) |






max |u′x, num u′x, ana| |u′x, num|
Figure 4.9: This figure shows plots of the real and imaginary parts of u′x (top row), u
′
⊥ (middle row)
and 〈S′x〉 (bottom left) as a function of x at z = lz. We calculated the blue curves numerically and the
orange curves plot Equations (4.7.56), (4.7.58) and (4.7.63). The bottom right plot shows the relative
error between the numerical and analytic solutions for ux as a function of ωi/ωr. The velocity curves
are normalised by u0 which gives the amplitude of u⊥ at x = 0. The Poynting flux is normalised by
|〈∆S′x〉| at z = lz (see Equation (4.7.64)). The code used to make this figure is available on GitHub in
the following directory:
→ Python/Chapter4/spectral code/line along x.py
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1e 5 Re[u′x(0, z)/u0]




1e 5 Im[u′x(0, z)/u0]





1e 5 Re[u′ (0, z)/u0]















r = 11 = 11




vA + /vA = 21
k = sin( ) / (2Lz)
Sx(0, z) | Sx(lz) |
Numerical solution
Analytic solution
Figure 4.10: This figure is similar to Figure 4.9 except it plots the variables as function of z at x = 0
instead. The code used to make this figure is available on GitHub in the following directory:
→ Python/Chapter4/spectral code/line along z.py
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solutions in Figure 4.9 and 4.10. They show that the analytic and numerical solutions
do agree provided ωi/ωr is small enough. The bottom right of the Figure 4.9 shows the
maximum relative error between the numerical and analytic solutions for ux, which is
given by




where u′x,num denotes the u
′
x solution which was calculated numerically and u
′
x,ana was
calculated analytically using Equation (4.7.58). The bottom right of the Figure 4.9
shows that decreasing ωi/ωr causes the error to decrease. This plot appears to be
converging to a non-zero value and this is because the numerical solution only uses a
finite number of harmonics Nh. Increasing Nh acts to reduce the error further. Figure
4.10 shows that although the amplitude of u⊥ may decrease significantly in the chro-
mosphere, this is not necessarily true for ux. Equation (4.6.44) also shows that ux in
the chromosphere will not necessarily go to zero, even if vA− → 0. This suggests that
imposing line-tied (u = 0) boundary conditions at the edge of the corona will lead to
the generation of unphysical structures. The usual justification for imposing line-tied
boundary conditions is that the chromosphere is significantly denser than the corona
and so it acts like a solid wall. Here, vA+/vA− = 21 and yet ux is showing no signs of
going to zero in the chromosphere. Although ux does not go to zero, the kinetic energy
and magnetic energy is dominated by u⊥ and b⊥, therefore, the kinetic and magnetic
energy is approximately uniformly distributed along z.
4.8 Summary and conclusions
The first results we presented in this chapter were shown in Section 4.3. We showed that
oscillations in the x and B̂0 directions couple to the oscillations in the ⊥-direction due
to gradients in the magnetic pressure perturbation, B0b||/(2µ). Resonant absorption
occurs where the mode conversion is one-way from fast wave perturbations to Alfvén
waves.
In Section 4.4 our goal was to introduce resonant absorption by using a model which
was as simple as possible whilst complex enough to show some of its key properties.
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For simplicity, we chose the background magnetic field to be at right-angles to the
z = constant plane, i.e. α = 0 and the background Alfvén speed to be a function
of just x. We calculated the normal mode solutions and derived a single ODE which
uy satisfies, see Equation (4.4.27). To solve the ODE we used method of Frobenius
and showed that the solution can become singular at resonant locations xres,n where
Ln(xres,n) = 0, i.e. at locations where the Alfvén wave equation is satisfied. This
shows that resonant absorption occurs at locations where the frequency of the driver
equals the natural Alfvén frequency of a field line. We calculated the leading order
approximations of the singular solutions and verified these numerically via a graphical
approach in Figure 4.2.
In Section 4.5 we showed how Alfvén waves propagating from the corona to the






then the fast waves are evanescent in the corona and will form boundary layers at the
transition region (see Figures 4.5 and 4.6). This phenomenon has been shown in for
example, Halberstadt and Goedbloed (1993, 1995); Arregui et al. (2003). To simulate
the conditions near a singularity in a resonant absorption experiment, we calculated
asymptotic expansions for kx/k||+ →∞ (see Equations 4.5.21-4.5.35). They show that
the boundary layers do not form if the magnetic field is normal to the transition region,
i.e. if α = 0.
After that, we tested the validity of line-tied boundary conditions by checking if
these boundary layers still form if a piecewise constant background Alfvén speed with
continuity of u and du/dz is imposed instead (see Section 4.6). We believe we are the
first authors to test line-tied boundary conditions in this way. The results (see Fig-
ures 4.5-4.7) suggest that line-tied boundary conditions provide a good approximation
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then line-tied boundary conditions will overestimate the size of the boundary layers by
a factor of the order kx/k||−. If kx  k||− then Equations (4.6.44)-(4.6.68) approximate
the solution, however, if k||+  kx  k||− then the line-tied solutions (Equations 4.5.21-
4.5.35) provide a better approximation. We estimated that if the Alfvén waves are able
to phase-mix to the shortest length scales allowed by the resistivity and viscosity in the
corona then the kx  k||− is usually most appropriate limit. However, during the early
stages, before the waves have phase-mixed, kx  k||− is the most valid limit. Future
work could investigate the solutions with an exponential background density instead of
our piecewise-constant background density. This may allow us to calculate a condition
which kx must satisfy which is dependent on the pressure scale height rather than on
k||−.
The results from Section 4.6 suggest that the fast wave component of the velocity
should go to zero near singular locations in a resonant absorption experiment since
kx → ∞ approaching the singularity. In the final section (Section 4.7), we tested this
by calculating the normal mode resonant absorption solution in a domain where the
background Alfvén speed is a function of x and piecewise constant in z. We used
periodic boundary condition in z for convenience and because this simulates a loop
which goes from the corona to the chromosphere then back to the corona and so on. In
Section 4.7.3 we calculated the leading order singular solutions near a resonant location
analytically. In Figures 4.9 and 4.10 we plot the analytic and numerical solutions
together and show that they agree. We verified that to leading order, ux and u⊥ do not
contain any boundary layers near the singularity. This confirms that imposing line-tied
boundary conditions can cause the model to significantly overestimate the amplitude
of the boundary layers. However, in Section 4.6 we showed as kx → ∞ the amplitude
of the boundary layers does not increase. This suggests that the boundary layers have
a limited effect on the rate at which the resonant absorption occurs. Moreover, since
the boundary layers are evanescent, they cannot directly transport energy away.
In conclusion, Alfvén waves will (in general) mode convert to form fast waves at
the transition region. The fast waves can be evanescent or can propagate depending on
the value of k · k − ω2/v2A. We have demonstrated that line-tied boundary conditions
can be more problematic than many authors realise. If kx grows large enough such
that it causes the fast waves in the chromosome to be evanescent, then the line-tied
model will fail to reduce the size of the boundary layers accurately. We believe that
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few authors are aware of this because it is quite counter-intuitive that kx (which gives
the length-scales in a direction tangential to the chromosphere/corona interface) can be
important in determining the validity of line-tied boundary conditions. Increasing kx
can result in the line-tied model greatly overestimating the amplitude of the boundary
layers by approximately a factor kx/k||−. With that in mind, we believe authors should
continue to use line-tied boundary conditions for their simplicity and ability to reduce
computation time, provided that their flaws are understood. For example, we have
shown that line-tied boundary conditions provide a good approximation (with an error
of the order vA−/vA+) if the fast waves can propagate in the chromosphere. If the
fast waves are evanescent in the chromosphere, then line-tied boundary conditions are
less useful. However, sometimes this won’t be important. For example, when studying
energetics, as the boundary layers are evanescent and cannot transport energy away.
Moreover, we showed in Section 4.5 that their energy does not grow as kx →∞.
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Conclusions and future work
This thesis used mathematical models to develop our understanding of MHD waves in
the solar corona. We chose our models to be complex enough to allow the phenomena
we are interested in to be studied and simple enough to be easily understood. We
calculated analytic solutions and then verified many of these results numerically by
comparing them side-by-side using graphs. The work presented here may play a role in
solving the coronal heating problem and developing coronal seismology.
Chapter 2 introduced some of the key concepts relevant to the rest of this thesis.
We modelled linear ideal Alfvén waves which we injected into the corona by using a
footpoint driver. The waves were modelled as perturbations on a uniform background
magnetic field and Alfvén speed. To begin with, we used a sinusoidal driver in a
closed loop and found that the form of the solution was highly dependent on the driver
frequency. If the driver frequency equalled one of the natural Alfvén frequencies of the
loop, then resonance occurred. This meant that the energy grew quadratically with
time. If the driver frequency was not equal to a natural frequency, then the energy
oscillated about a finite value at the beating frequency (which goes to zero as the driver
frequency tends towards natural frequencies). We showed that a white and red noise
force driver causes the energy to grow linearly with time on average. A white noise
driver is a random driver which excites all frequencies with equal force, and a red noise
driver has a power spectrum which goes as f−2, where f denotes frequency. In Section
2.5.3 we give a more precise definitions. Observational evidence (see Figure 1.6) suggests
the power spectrum slope for waves in the corona lies somewhere in between f−2 and
f 0. We also considered the case where the waves were partially confined in a leaky
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loop where a fraction R < 1 of the incident wave amplitude reflects at the boundary.
We used a sinusoidal driver and found that leakage prevents energy of the system from
growing to infinity, and the system converges towards a steady-state. At steady-state,
the amplitude of the waves is fixed, and the system oscillates at the driver frequency.
Note that a system will also converge towards a steady-state if resistivity or viscosity
is included in the model.
In Chapter 3, our goal was to answer whether the dissipation of phase-mixed Alfvén
waves plays an essential or negligible role in coronal heating. To achieve this goal, we
introduced a term called the damping rate per unit of wave energy which we denote
γ. We estimated that for phase mixing to be a viable heating mechanism then our
phase mixing model needs to have a γ of about 10−1 s−1. We are careful to ensure
any simplifications we make act to increase γ, which means our calculation for γ is
an upper bound. For example, we assume the system is at steady-state which acts
to increase γ, in Arregui (2015) they argue that Alfvén waves may not have time to
reach steady-state due to thermodynamic changes in the loop. We first introduced
phase mixing in an open-loop and calculated the analytic solution using the method of
multiple scales. Neighbouring field lines had different natural frequencies, which meant
steep gradients formed perpendicular to the velocity and magnetic fields. After that,
we modelled a closed-loop and extended our solution for the open-loop using a method
of images approach to calculate the analytic solution. We included leakage into the
model and found that this acts to reduce γ. The results from this chapter suggest
that the dissipation of the gradients produced by phase mixing plays a negligible role
in coronal heating. However, it is possible that phase mixing plays a less direct role;
for example, it could trigger the Kelvin-Helmholtz and tearing mode instabilities which
cause a turbulent cascade. In this case, the dissipation will occur primarily due to
gradients parallel to the velocity and magnetic fields because the W (0) component of
the viscosity tensor will dominate. Note that the gradients formed by phase mixing are
perpendicular to the velocity field and magnetic field.
In the resonant absorption literature, authors typically assume the background mag-
netic field is perpendicular to the transition region. Halberstadt and Goedbloed (1993,
1995); Arregui et al. (2003) use line-tied boundary conditions in their resonant absorp-
tion models to show that if the background magnetic field is oblique to the transition
region then steep boundary layers/evanescent fast waves can form. The goal in Chapter
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4 was to check that these boundary layers are physical and not a result of approximating
the steep jump in density from the corona to the chromosphere with line-tied boundary
conditions. To test this, we first introduced resonant absorption in a model where the
background field is normal to the transition region and the Alfvén speed was purely a
function of x to show some of the key properties of resonant absorption. We showed
resonant absorption occurs where the frequency of the incoming fast waves equals the
natural Alfvén frequency of a resonant field line resulting in the formation of singulari-
ties at discrete x-coordinates. At the singularities, the mode conversion from fast waves
to Alfvén waves is one-way and is caused by gradients in the magnetic pressure. After
that, we modified the model to let the background Alfvén speed be uniform in x and
piecewise constant in z, where z > 0 models the corona and z < 0 corresponds to the
chromosphere. This meant resonant absorption could not occur. However, we derived
dispersion relations and simulated the singularities which would form in a resonant ab-
sorption experiment by letting kx → ∞. We used an asymptotic expansion to express
the solutions in a simpler form for kx → ∞. If line-tied boundary conditions are used
then ux to leading order contains a steep evanescent fast wave/boundary layer term to
leading order. However, if the chromosphere is included in the model then the steep
boundary layers do not appear in the leading order expansion for ux. This suggests that
imposing line-tied boundary conditions can cause the model to significantly overesti-
mate the amplitude of the boundary layers. Finally, we extended the model to let the
Alfvén speed have an x-dependence. By using an eigenfunction approach we showed
that near singularity/resonant location the boundary layers are not present to leading
order. This helps to confirm that line-tied boundary conditions can cause significant
overestimation of the size of the boundary layers. However, line-tied boundary condi-
tions can still be useful in future models for their simplicity, provided their limitations
are understood. In the future, we would like to compare resonant absorption experi-
ments where line-tied boundary conditions and where the chromosphere is included in
the model to precisely quantify the effects of imposing line-tied boundary conditions in
a resonant absorption experiment. Also, we would like to extend our results from the
Cartesian coordinate system to a cylindrical coordinate system as this can more easily
be applied to coronal loops.
This thesis focused on improving our understanding of MHD waves and pushing the
boundaries of our current knowledge. We hope that results from the work presented
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here lead to developments in coronal seismology. In the future, we aim to apply contem-
porary MHD wave theory to observational data to infer approximate values for difficult
to measure quantities, e.g. the magnetic field strength and density (see Mathioudakis
et al. 2013). Calculating the values of quantities in the corona could lead to signifi-
cant developments in explaining the observed dynamics and may present us with new
puzzles to solve. With ever-improving computational power and observational instru-
ments, coronal seismology is becoming an increasingly important and relevant area of
research. For coronal seismology to become more widely used, we need to develop more
user-friendly code and software to automate much of the process. We hope to create
software and code that enables users to estimate quantities using coronal seismology
quickly. Ideally, the code and software would be easy to use such that the user does
not need extensive knowledge of MHD wave theory to estimate the desired quantities.
Another suggestion for future work is to investigate if the viscous dissipation of fast
waves plays a significant role in the quiet sun. In Withbroe and Noyes (1977); Parker
(1991) they suggest that the waves need to dissipate over a length scale of 1 or 2 solar
radii to heat the corona. In Appendix A, we use a simple toy model to show that
the fast waves can dissipate over short enough length-scales. However, we make many
simplifications and so a more extensive analysis is required.
It has been a privilege to have had this opportunity to contribute towards solar
physics research. We hope that the readers found this thesis interesting and useful for
developing their understanding of solar/plasma physics. Acquiring a better knowledge
of solar/plasma physics at a theoretical level may play a key role in solving problems
such as the coronal heating problem which could reveal new and exciting problems which
need to be solved. Developments in coronal heating could lead to results in other areas
such as nuclear fusion due to our improved understanding of plasma physics. Finally,
it could be relevant for space weather prediction, which is increasingly important with
our ever-increasing dependence on orbital satellites.
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Appendix A
Coronal heating by viscous fast
waves
In this appendix, we expand upon a proposed topic for further research mentioned in
Chapter 5. Namely, the possibility that the viscous dissipation of fast waves plays a
major role in coronal heating. We will present a simple toy model to show our proposal’s
plausibility and then discuss how to investigate this rigorously in the future.
A.1 Model and assumptions
In this section, we will describe the model we will use. Our domain is designed to
approximate the quiet sun conditions near the equator. We model perturbations on a
static background equilibrium and make the same assumptions as those described by
Equation (1.4.3)-(1.4.5).The plasma is modelled as cold, i.e. β = 0, which means the
magnetic pressure force is negligible. We assume the Lorentz force dominates and ne-
glect the gravitational force. Our background quantities are assumed to be uniform with
the background magnetic field pointing south to north and approximately tangential
to the solar surface at the equator,
B0 = B0ẑ, (A.1.1)
The x̂ direction points radially outwards from the solar surface.
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We assume ωci/νi  1 and neglect the W (1), W (2), W (3), W (4) terms. Mocanu et al.
(2008) shows that the linearised viscosity tensor is given by
π0 = η0
(









−1 0 00 −1 0
0 0 2
Q, (A.1.5)









−∇ · u (A.1.7)
We will assume our variables are of the form
f(x, t) = f0 exp[i(kxx+ ωt)], (A.1.8)
where ω ∈ R+ and kx ∈ C. This simulates waves, propagating/decaying radially
outwards/inwards from the solar surface at the equator. Enforcing ∂/∂y = ∂/∂z = 0
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u · ŷ = ∂
∂t
u · ẑ = ∂
∂t
b̂ · ẑ = ∂
∂t
b̂ · ŷ = 0
and we let
u = uxx̂, (A.1.9)
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In Withbroe and Noyes (1977); Parker (1991) they suggest that the waves need to
decay on a length scale of 1-2R to play a significant role in coronal heating, where
R denotes the solar radius. This section aims to to derive a dispersion relation for
the waves in our model to calculate a damping length. Taking the time derivative of
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Dividing through by v2A and assuming ux is of the form given by Equation (A.1.8) gives
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We assume kx is given by the negative root as the waves propagate away from the solar





















































Equation (A.2.5) suggests that for typical coronal values, it is possible for fast waves
to decay on a length-scale of about 2 solar radii, R ≈ 7 × 108 m. Our values for the
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density and Alfvén speed were chosen by using mean observed values and were taken
from Table 1 in Morton et al. (2016). Figure 1.6 shows that we chose a high frequency
(where ω = 2πf) and we discuss this further in the next section.
A.3 Discussion
We have shown that our model can dissipate fast waves on a length-scale of about 2
solar radii, and this suggests that this mechanism could play a significant role in coronal
heating. However, we made many simplifications in our analysis, and it is unclear if
relaxing these assumptions will increase or decrease the damping length. For example,
we modelled the quantities as uniform and linear. This meant waves could not reflect
and prevents reflection-driven turbulence (Hollweg, 1986a; van Ballegooijen et al., 2011;
Shoda et al., 2019). Authors typically study Alfvén wave turbulence, but we think it
could be interesting to investigate fast wave turbulence as these are compressible and
therefore dissipate via viscosity more easily. We used a high frequency in (A.2.5) to
account for the fact that waves may be able to cascade to higher frequencies due to
turbulence. Including a more complex field can lead to several effects such as fast
wave refraction towards null points (McLaughlin and Hood, 2006; McLaughlin et al.,
2011; McLaughlin, 2016), the triggering of reconnection (McLaughlin et al., 2009) and
enhanced phase mixing (Similon and Sudan, 1989; Howson et al., 2020). We modelled
the fast waves as propagating perpendicular to the field, in reality a component will
propagate parallel and this could decrease the heating. Therefore, we would expect less
heating at coronal holes where the field is approximately normal to the solar surface. In
summary, the results provided here suggest further study could be fruitful. However, a
more extensive analysis is needed to determine if the viscous dissipation of fast waves
plays a significant role in coronal heating.
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Mathioudakis, M., D. B. Jess, and R. Erdélyi (2013, June). Alfvén Waves in the Solar
Atmosphere. From Theory to Observations. Space Science Reviews 175 (1-4), 1–27.
McIntosh, S. W. and B. De Pontieu (2012, December). Estimating the “Dark” Energy
Content of the Solar Corona. The Astrophysical Journal 761, 138.
McIntosh, S. W., B. de Pontieu, M. Carlsson, V. Hansteen, P. Boerner, and M. Goossens
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