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MIXING RATES FOR SYMPLECTIC ALMOST ANOSOV MAPS
PEYMAN ESLAMI AND CARLANGELO LIVERANI
Abstract. We establish sharp bounds on the mixing rates of a class of two di-
mensional non-uniformly hyperbolic symplectic maps. This provides a primer
on how to investigate such questions in a concrete example and, at the same
time, it solves a controversy between previous rigorous results and numerical
experiments.
1. Introduction
The study of decay of correlations for dynamical systems is a problem of para-
mount physical relevance. While the uniformly hyperbolic case is by now well
understood and have been studied with very precise results, in the non-uniformly
hyperbolic case there are still plenty of open problems. The basic idea to treat
such cases is to induce. While many inducing schemes exist, the basic reference is
the work of Lai Sang Young [20, 21]. This has allowed to obtain important and
fairly general results, at least for rank one attractors, for maps with critical points
(e.g see [18] and reference within). In this paper we consider non-uniformly hy-
perbolic maps without critical points. The one dimensional expanding map case,
starting with [12] and continuing with [16, 17, 6], has witnessed many progressess
that have developed into a rather satisfactory theory. Recently such a theory has
been extended to important multidimensional expanding examples [8, 9, 5]. On
the contrary the study of non-uniformly hyperbolic maps is still unsatisfactory. In
particular, few example have been studied [7, 11, 2, 10] and only recently some
general strategies are merging [13, 3].
It seems thus important to work out explicitly some relevant example to see how
to develop the theory further. In particular, in [11] it was introduced a natural class
of symplectic maps with a neutral fixed point. When such maps are smooth in [11]
it was proven that smooth observables exhibit a decay of correlations with speed,
at least, n−2(log n)4. However numerical studies [1] suggest that the decay may be
faster, leaving the doubt that the strategy used in [11] is largely suboptimal. Since
the strategy is conceptually the same as used in [12], where it is optimal apart form
a logarithmic factor, it is of clear interest to investigate if the suggestion coming
from numerics is indeed correct, or it is a numerical artefact.
The present paper shows that the results in [11] are indeed sub-optimal and that
the correlations decay with a faster power law. Moreover, we show that the power
law that we obtain is optimal whereby putting to rest any previous doubt on the
correct behaviour of the system.
The strategy used highlights the key ingredients that are necessary in order
to achieve similar sharp results in different systems. In particular, it should be
mentioned that the map considered is analytic and has a Markov partition and we
take advantage of these facts in order to simplify the argument and present it in the
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2 PEYMAN ESLAMI AND CARLANGELO LIVERANI
simplest possible form. Yet, no real conceptual obstacle prevents one from trying
to apply a similar strategy to a non-Markov or a piecewise C1+α map, where an
array of different power-law decays should be present, see Remark 2.
The paper is organised as follows: in section 2 we present the class of maps we
investigate, state our main result (Theorem 1) and we recall some relevant facts
from the literature. In section 3 we describe various Markov partitions used in
the following. Section 4 is devoted to the careful study of the return time when
inducing on a set away from the fixed point. This is the core of the paper and,
beside treating the current example, highlights the ingredients needed to obtain
such results in more general models. At last, in section 5 we use the estimates of
section 4, several facts from [11] and the general theory put forward in [3] to prove
Theorem 1.
Remark 1 (Notation). Let f, g : T2 → R be two functions. We write f  g
or f = O(g) if there exist constants C, δ > 0, depending only on the map (2.1)
and the Markov partition defined in Section 3, such that for every x, y ∈ (0, δ),
|f(x, y)| ≤ C |g(x, y)|. We write f  g if f  g and g  f .
2. Preliminaries and results
We consider the class of maps T : T2 	 from [11] and defined by
T (x, y) = (x+ h(x) + y, h(x) + y), (2.1)
where h ∈ C∞(T1,T1). We moreover require the following properties
(1) h(0) = 0 (zero is a fixed point);
(2) h′(0) = 0 (zero is a neutral fixed point)
(3) h′(x) > 0 for each x 6= 0 (hyperbolicity)
Indeed condition (3) implies that, setting K0 = {(v1, v2) ∈ R2 : v1v2 ≥ 0}, we
have that, for all (x, y) ∈ T2, D(x,y)TK0 ⊂ K0. Moreover, D(x,y)TK0 ⊂ intK0∪{0}
for all x 6= 0. Since T (0, y) = (y, y), it follows that, if (x, y) 6= 0, then D(x,y)T 2K0 ⊂
intK0 ∪ {0}. Hyperbolicity follows then by [19, Theorem 2.2].
Note that conditions (2–3) imply that zero is a minimum for h′, which forces
h′′(0) = 0; h′′′(0) ≥ 0.
We will restrict to the generic case
(4) h′′′(0) > 0.
Hence, h, can be written, in a neighborhood of zero, as
h(x) = bx3 +O(x5), for some b > 0.
To simplify the following arguments we also assume
h(−x) = −h(x).
Note that this implies T is reversible (a physically meaningful property) with respect
to the transformations
Π(x,−y − h(x)) := (x,−y − h(x)); Π1(x, y) := (−x, y + h(x)), (2.2)
in the sense that Π2 = Π21 = Id and ΠTΠ = Π1TΠ1 = T
−1.
For the record,
T−1(x, y) = (x− y, y − h(x− y)). (2.3)
Remark 2. The choice h ∈ C∞ is rather arbitrary. Most of hyperbolic theory
applies to the case h ∈ C1+α, α ∈ R, α > 0. For example one could consider the
cases in which, near zero, h′(x) ∼ |x|α, possibly keeping the symmetry condition
h(−x) = −h(x). This would yield a large range of different behaviours of the decay
of correlations, probably in analogy with what happens in the one dimensional case.
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We do not pursue this venue here since it requires a considerable amount of extra
work. In particular, one would have to extend all the relevant results obtained
in [11] to the present case. However, what we do in the following constitutes a
roadmap toward such an extension.
We are interested in studying the correlations between two observables:
cor(Φ,Ψ, n) =
∫
T2
Φ ·Ψ ◦ Tn dm−
∫
T2
Φ dm
∫
T2
Ψ dm.
Our main result consists in the following sharp estimate.
Theorem 1. For all η > 0 sufficiently close to 1, there exist C1, C2 > 0 such that,
for every Φ,Ψ ∈ Cη(T2) satisfying ∫T2 Φ dm ∫T2 Ψ dm = 1 (and supported away
from 0 for the lower bound), the following estimate holds true. For every n ≥ 1,
C1
‖Φ‖Cη ‖Ψ‖Cη
(log n)n3
≤ |cor(Φ,Ψ, n)| ≤ C2 (log n)
4 ‖Φ‖Cη ‖Ψ‖Cη
n3
. (2.4)
While, for every β < 4 the exists a constant Cβ > 0 such that, for all Φ ∈ Cη(T2)
with
∫
T2 Φ dµ = 0 and Ψ ∈ Cη(T2), we have
|cor(Φ,Ψ, n)| ≤ Cβn−β ‖Φ‖Cη ‖Ψ‖Cη .
Remark 3. The above result shows that, as suggested by some numerical experi-
ments in [1], the estimate in [11] was off by one full power. Moreover, (2.4) shows
that our estimate is essentially sharp.
To prove Theorem 1 it is necessary both a better understanding of the hyperbolic
structure of the map and precise estimates on the behaviour of the map near its
neutral fixed point.
The first is achieved by constructing a drastic refinement of the invariant cone
field K0: There exists two constants K+,K− > 0 such that the unstable direction
(1, u) at the point (x, y) satisfies
K−
(
|x|+
√
|y|
)
≤ u ≤ K+
(
|x|+
√
|y|
)
. (2.5)
Indeed, the unstable direction at (x, y) = ξ must belong to the cone DT−kξT
kK0, for
each k ∈ N. But, using (2.3), DT−1ξT 1K0 is contained in the cone with boundary
lines (1 + h′(x − y), h′(x − y)) and (1, 1), so provided |x − y| ≥ δ, for some fixed
δ, the claim is obvious for K+ < 1 and K− small enough. On the other hand,
if |x − y| ≤ δ, then the lower boundary of DT−2ξT 2K0 is above (1 + h′(x − 2y +
h(x − y)), h′(x − 2y + h(x − y))). Since |x − 2y + h(x − y)| ≥ |y| − (1 + ‖h′‖∞)δ
we have again the claim provided |y| ≥ 2(1 + ‖h′‖∞)δ and K− is small enough. It
remains to verify the statement in a δ neighborhood of zero, which is done in [11,
Proposition 4.1].
A similar statement holds for the stable direction.
As for the dynamics near zero, the first task is to understand the shape of the
trajectories. This can be achieved with the introductions of an almost conserved
quantity: a quasi hamiltonian.
For an initial point (x, y) ∈ T2 and n ∈ N, denote (xn, yn) = Tn(x, y). By (2.1),
xn+1 − xn = yn + h(xn) = yn+1. (2.6)
We define the quasi-Hamiltonian as
H(x, y) =
1
2
y2 −G(x) + 1
2
h(x)y − 1
12
h′(x)y2 +
1
12
h(x)2, (2.7)
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where G(x) =
∫ x
0
h(z) dz. Note that G ≥ 0, H(0, 0) = 0. A direct computation (if
lazy see [11, Footnote 5]) yields, for every (x, y) ∈ T2,
|H(T (x, y))−H(x, y)|  x8 + y4. (2.8)
The dynamics along the trajctories is obviously dominated by dynamics on the
stable and unstable manifolds of zero. The bounds on the cone filed (as well as (2.7),
(2.8)) imply that they look like parabolas. The following Lemma corresponds to
[11, Lemmata 3.1, 3.2].
Lemma 1 (Dynamics on the stable manifold). Denote A = (2/b)1/2. Suppose
x0 ≥ 0 is sufficiently small. Then, there exists a trajectory (xn, yn) = Tn(x0, y0),
n ∈ N ∪ {0}, that satisfies (xn)n ∈ `2(N) and∣∣∣∣xn − An+A/x0
∣∣∣∣ ≤ B(n+A/x0)2 , for some B and all n ∈ N; (2.9)
moreover, y0 is a Lipschitz function of x0. These trajectories form the local stable
manifold of 0 = (0, 0).
3. Markov partitions
Using the symmetry (by which we mean reversiblility according to (2.2)), we can
form a Markov partition for T consisting of three elements, as shown in Figure 1.
Figure 1. Fundamental domain of the Markov partition consist-
ing of three rectangles. Note that the regions sticking out of the
square can be Z2-translated back into the square to fill up the
whole square. The blue (decreasing) and red (increasing) curves
are pieces of the stable and unstable manifolds of 0, respectively.
We want to induce on a set away from zero; however, all the above partition
elements touch zero. Hence, we refine the original partition forwards and backwards
m times. We denote such a partition by P. Let O denote the union of all the
elements of P touching 0. By choosingm large enough we ensure thatO is contained
in a fixed but sufficiently small neighbourhood of 0.
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It is easy to see that O is necessarily a union of four elements of P each of which
have two sides consisting of local stable and unstable manifolds of 0. Since Π1 maps
the local unstable manifold of 0 to its local stable manifold, by continuity, if P0 is
one of the three elements of the original Markov partition, then Π1P0 = P0. Now,
suppose P ∈ P is one of the four sets constituting O. It is of the form
P = P0 ∩ T−1P1 ∩ · · · ∩ T−mPm ∩ T P˜1 ∩ · · · ∩ TmP˜m,
where each Pj and P˜j is one of the three elements of the original Markov partition.
Using the reversibility property of T with respect to Π1, it follows that Π1P is of
the same form. Since Π1P touches 0 and is a member of P, it follows that it is one
of the four elements constituting O. It follows that Π1O = O.
4. First return map
Denote Y = T2 \ O and define ϕ0,1 : Y → N to be the first return time to Y .
The first return map T1 : Y 	 is then defined by T1 = Tϕ0,1 . Note that Y is the
union of elements of P \ {O} and if we let RN = {ϕ0,1 = N}, then each RN is a
union of elements of PN . Let P1 denote the partition of Y whose elements are of
the form P ∩ RN , where P ∈ P \ {O} and N ∈ N. Notice that P1 is a (countably
infinite) Markov partition for T1.
Denote Q = T−1O \ O. Then, Q = ⋃N≥2RN . Our aim in this section is to
estimate m(RN ) for large N (see Remark 6).
For large N , RN consists of two parts one in the second quadrant (x ≤ 0, y ≥ 0)
and the other in the fourth quadrant (x ≥ 0, y ≤ 0). Due to the symmetry we focus
on the part of RN contained in the second quadrant. We further consider two cases
one corresponding to the part above the stable manifold of 0 (fat region); the other
corresponding to the part below the stable manifold of 0 (thin region).
4.1. Analysis in the fat region. First we analyze the dynamics in the fat region.
In Section 4.2 we do a similar analysis for the thin region.
Fix M > 0 large (according to Lemma 3) and let
PM = {(x, y) ∈ T2 : Mx4 ≤ H(x, y), x ≤ 0, y ≥ 0}.
Due to the parabolic nature of stable and unstable manifolds [11, Lemma 3.5],
in the fat region it holds x2  y. However, a better estimate holds for (x, y) ∈ PM
by taking M large.
Lemma 2. For all (x, y) ∈ PM ,
x2  (1/M)y. (4.1)
Proof. From (2.7), H(x, y) ≤ (1/2)y2 + (1/2)h(x)2  y2. Also, by assumption,
Mx4 ≤ H(x, y). The result follows. 
Lemma 3. For M sufficiently large and (x, y) ∈ PM ,
H(x, y)  y2. (4.2)
Proof. By (2.7), H(x, y) ≥ (1/2)y2 −G(x) + (1/2)h(x)y − (1/12)h′(x)y2. By (4.1)
this expression is  (1/2)M2x4 − x4. Choosing M sufficiently large implies the
lower bound in (4.2). The upperbound was shown in the proof of Lemma 2. 
Lemma 4. For (x, y) ∈ PM ,∣∣∣H1/2 ◦ T (x, y)−H1/2(x, y)∣∣∣ y3. (4.3)
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Proof. By (4.2) and (2.8) for (x, y) ∈ PM ,∣∣∣H1/2 ◦ T (x, y)−H1/2(x, y)∣∣∣ = |H ◦ T (x, y)−H(x, y)|
H1/2 ◦ T (x, y) +H1/2(x, y)
 |H ◦ T (x, y)−H(x, y)|
y
 x
8 + y4
y
 y3.

Definition 1. Given an initial point (x, y) ∈ Q let Ek = Ek(x, y) = H(xk, yk),
n = max {k ∈ N : xk ≤ 0}, ` = `(x, y) = min{k ≤ n : (xk, yk) ∈ PM}.
Remark 4. Note that in the estimates below both sides of  are functions of the
initial point (x, y) so the constants hidden in the notation  do not depend on k.
Lemma 5. For all ` ≤ k ≤ n,∣∣∣E1/2k − E1/2` ∣∣∣ = ∣∣∣H1/2(xk, yk)−H1/2(x`, y`)∣∣∣ |y`|2 |x`| (4.4)
Proof. By (4.3),∣∣∣E1/2k − E1/2` ∣∣∣ = ∣∣∣H1/2(xk, yk)−H1/2(x`, y`)∣∣∣

k−1∑
j=`
|yj |3  |y`|2
k−1∑
j=`
(xj − xj−1) |y`|2 |x`| .
(4.5)

Remark 5. If (xk, yk) ∈ PM , then by definition of PM and (4.2),
|xk| ≤M−1/4E1/4k , and yk  E1/2k . (4.6)
Lemma 6. For ` ≤ k ≤ n,
yk  E1/2` . (4.7)
Proof. Write yk = y` − (y` − yk) and apply (4.4) and (4.6). 
Lemma 7.
E
1/4
`−1 − E1/4`  E1/2` . (4.8)
Proof. By definition of `, M−1/4E1/4`−1 ≤ −x`−1 and M−1/4E1/4` ≥ −x`. Therefore,
using (2.6) and (4.6),
M−1/4E1/4`−1 −M−1/4E1/4` ≤ −x`−1 + x` = y`  E1/2` .

Now we relate the time and the energy.
Lemma 8. n− `  E−1/4` .
Proof. By Remark 5 and Lemma 6,
(E`/M)
1/4 ≥ −x` ≥ xn − x` =
n∑
k=`+1
yk  (n− `− 1)E1/2`
(E`−1/M)1/4 ≤ −x`−1 ≤ xn+1 − x`−1 =
n+1∑
k=`
yk  (n− `+ 1)E1/2` .
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The result follows because, by (4.8),
E
1/4
`−1 = E
1/4
` + (E
1/4
`−1 − E1/4` ) ≥ E1/4` −O(E1/2` ) E1/4` .

Lemma 9. |x`|  E1/4` .
Proof. Using (2.6) and (4.7),
|x`| = |x`−1 + y`| ≥ |x`−1| − |y`|
≥ (E`−1/M)1/4 −O(E1/2` ) E1/4`−1  E1/4` .

Next, we relate ` to E`. Our strategy is to show that there exists a point (x
s, ys)
on the stable manifold of 0 whose trajectory “shadows” the trajectory of (x, y) for `
iterations; then, we use the dynamics on the stable manifold, Lemma 1, to estimate
`.
Denote a sufficiently long piece of the stable manifold of 0 by {(z, γs(z))}. Let
{(z, U`(z))} be a sufficiently long piece of the unstable manifold of the point (x`, y`).
Denote by S` = (ξ`, ζ`) the point of intersection of U` and γs. That is, U`(ξ`) =
γs(ξ`) = ζ`.
Lemma 10. 0 ≤ |ξ`| − |x`|  E1/4` .
Proof. The lower bound clearly follows from (2.5) which implies that the unstable
curves are increasing. To prove the upper bound, note that for every ξ` < z < x`,
U ′`(z) ≥ K−(|z|+
√
|U`(z)|) ≥ K−(|x`|+
√
ζ`).
From the geometry and using Lemma 9 and Lemma 6 we have
|ξ`| − |x`| ≤ y` − ζ`
K−(|x`|+
√
ζ`)
 y`|x`| 
E
1/2
`
E
1/4
`
 E1/4` .

Remark 6. In the following lemma, in addition to previous restrictions on (x0, y0)
being sufficiently close to 0, we need ` to be sufficiently large. This is accomplished
by considering N sufficiently large beacuse this forces (x0, y0) ∈ RN to be sufficently
close to the local stable manifold of 0, which in turn, by continuity, forces ` to be
large.
Lemma 11. `  E−1/4` .
Proof. Since {ξj}`j=0 lies on the stable manifold of 0, by (2.9), we have
ξ`  A
`+A/ξ0
⇒ `  A
ξ`
− A
ξ0
.
Since |ξ`|  E1/4` , we have ` E−1/4` . On the other hand, by (4.8), we have
|ξ`−1| ≥ |x`−1| ≥M−1/4E1/4`−1  E1/4` ,
which shows that ` E−1/4` . 
For k ∈ N, define Ak = {(x, y) ∈ Q : n(x, y) = k}. This is the set of points in
Q = T−1O \O that spend exactly k iterations on the left of the y-axis. We assume
here that Ak is in the fat region and in the second quadrant.
We will need some extra information about the geometry of Q: By construction,
and properties of the Markov partition, one unstable side of Q is the preimage of
the other.
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Lemma 12. For sufficiently large k, Ak is the region bounded by the unstable sides
of Q and the curves T−k({x = 0}) and T−(k+1)({x = 0}).
Proof. For large k, the k-th preimage of the y-axis is a curve close to the stable
manifold of 0. Ak is the region in Q that lies between the curves T
−k({x = 0})
and T−(k+1)({x = 0}). 
Let us denote Ck = T
kAk. For sufficiently large k, Ck is the region bounded by
two unstable curves, the curve T−1({x = 0}) and the y-axis.
Ck
unsta
ble
stable
k 3
k 1
C 0k k 2 k 2 k 2
k 2
k 1
k 3
T 1({y = 0})
T 1({x = 0})
k 2
z0 ⇣  k 1
Figure 2. Proof of Lemma 13. Unstable curves are depicted as
red increasing straight lines while stable curves (in blue) are de-
creasing, but in reality they are just smooth increasing and de-
creasing curves, respectively.
The following lemma gives an estimate on the vertical distance between the
unstable sides of Ck; that is, on the length of a vertical line segment both of whose
endpoints lie on the unstable sides of Ck.
Lemma 13. The vertical distance between the unstable sides of Ck is  k−3.
Proof. The upper and lower boundaries of Ck are formed by unstable manifolds
that if continued to the left will intersect the immediate stable manifold of 0 at
points whose x-coordinate is proportional to k−1 according to (2.9). Note that one
unstable curve is the preimage of the other. At the points of intersection between
the unstable manifolds and the stable manifold (shown in Figure 2), by (2.5), the
angle between the manifolds is  k−1. Therefore the vertical distance between the
two unstable curves is  k−3 at the intersection of the lower unstable curve and the
stable curve (see Figure 2). Let us denote x-coordinate of this point by z0. Let us
label the two unstable curves by (x, U1(x)) and (x, U2(x)) and denote their slopes
by u1(x) and u2(x). By the mean value inequality, it follows that
|u2(x)− u1(x)| ≤ |Du(ξ)| ‖(x, U2(x))− (x, U1(x))‖ ,
where ξ ∈ T2 is a point on the line segment connecting (x, U1(x)) and (x, U2(x))
and (1, u(ξ)) is the unstable vector at ξ.
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By [11, Lemma 6.6 and Proposition 4.1], |Du(ξ)|  θ(ξ)−1, where θ(ξ) = u(ξ) +
v(ξ) and (1,−v(ξ)) is the stable vector at ξ. By (2.5), |Du(ξ)|  k in the region
bounded by the stable curve, the two unstable curves and the y-axis.
Since U ′j(x) = uj(x), for j = 1, 2, we have shown that
|(U2(x)− U1(x))′|  k |U2(x)− U1(x)| .
Now, by Gronwall inequality,
U2(z)− U1(z) ≤ (U2(z0)− U1(z0))eCk(z−z0).
Recall that −z0  k−1, so for every z ∈ (z0, 0)
U2(z)− U1(z) ≤ k−3eCk(z−z0)  k−3. (4.9)
Interchanging the role of z and z0, we also get the lower bound,
U2(z)− U1(z) ≥ k−3e−Ck(z−z0) ≥ k−3e−C  k−3.

Lemma 14. Suppose (x, y) is a point on the boundary of Ck which also lies on
T−1{x = 0}, then |x|  k−2.
Proof. By Lemma 6, Lemma 8 and Lemma 11, y  k−2. Since T−1({x = 0}) =
{(−y, y + h(y))}, it follows that |x|  k−2. 
Lemma 15. m(Ak) = m(Ck)  k−5.
Proof. This is a direct consequence of the previous two lemmas and the T -invariance
of m. 
Lemma 16. |piy(Ck)|  k−3, where piy denotes projection onto the y-axis.
Proof. We established in Lemma 13 that the vertical distance between the unstable
sides of Ck is  k−3. It follows that |piy(Ck)|  k−3. To show the upper bound,
it remains to take care of the inclination of the unstable sides. By (2.5), the angle
of the unstable boundaries of Ck with the horizontal is  k−1 which means they
can increase vertically by a factor of k−3 in a distance of k−2. It follows that
|piy(Ck)|  k−3. 
Remark 7. It follows from the previous lemmas that Ck is contained in a true
rectangle (not a Markov rectangle) of vertical length  k−3 and of horizontal length
 k−2.
Let Dk := Π1Ck. Due to the symmetry, T
kDk = T
kΠ1Π1Dk = Π1T
−kΠ1Dk =
Π1T
−kCk. Therefore, Dk is the set of points on the right of the y-axis whose
preimage is on the left of the y-axis and that spend exactly k iterations in O before
mapping into TO \O.
Lemma 17. There exists k∗ ∈ N such that for all sufficiently large k,
TCk ⊂ Dk−k∗ ∪ · · · ∪Dk+k∗ .
Proof. Using the definition of T , TCk is vertically lower than Ck by an amount
proportional to k−6 and the vertical distance between its unstable sides is  k−3.
Also Dk has vertical height proportional to k
−3 and has inclination (with respect
to the horizontal) of k−3 (see proof of Lemma 16), as depicted in Figure 3. Since
the proportionality constants are independent of k (i.e. they hold for all sufficiently
large k), TCk can be covered by finitely many Dk’s. That is, there exists k∗ such
that TCk ⊂ Dk−k∗ ∪ · · · ∪Dk+k∗ . 
Lemma 18. For sufficiently large k,
Ak ⊂ R2k−k∗ ∪ · · · ∪R2k+k∗ , R2k, R2k+1 ⊂ Ak−k∗ ∪ · · · ∪Ak+k∗ .
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Dk
T ({x = 0})
T (Ck)
Dk k⇤
Dk+k⇤
k 3
k 3
Figure 3. Proof of Lemma 17.
Proof. The first statement follows directly from the previous lemma. For the second
statement, note that R2k+1 spends 2k iterations in O and this number of iterations
is divided between left and right sides of the y-axis with the restriction that the
number of iterations on the left and on the right can differ by at most k∗ because of
the previous lemma and the symmetry. This forces at most j iterations on the left
and 2k − j iterations on the right, where −k∗ ≤ j ≤ k∗. This implies that R2k+1
is a subset of Ak−k∗ ∪ · · · ∪ Ak+k∗ . For the same reason R2k must be a subset of
Ak−k∗ ∪ · · · ∪Ak+k∗ . 
Proposition 1.
m(RfatN )  N−5.
Proof. This is a direct consequence of the previous lemma and the estimate on the
measure of Ak from Lemma 15. 
4.2. Analysis in the thin region. Analysis in the thin region is similar to the
analysis we did in Section 4.1 for the fat region. Note that in this region the energy
is negative. Fix M large (according to Lemma 20) and define
P′M = {(x, y) ∈ T2 : My2 ≤ |H(x, y)| , x ≤ 0, y ≥ 0}.
A priori, in the thin region, y  x2 but in P′M we have the following better
estimate.
Lemma 19. If (x, y) ∈ P′M then
y  (1/M)x2. (4.10)
Proof. By (2.7), |H(x, y)| = −H(x, y) ≤ G(x)− (1/2)h(x)y + (1/12)h′(x)y2  x4.
Also, by assumption, My2 ≤ |H(x, y)|. Together, they imply the result. 
Lemma 20. For M sufficiently large and (x, y) ∈ P′M ,
|H(x, y)|  x4 (4.11)
Proof. By (2.7), −H(x, y) ≥ −(1/2)y2 +O(x4). By (4.10), this expression is  x4
if M is chosen sufficiently large. This proves the lower bound in (4.11). The upper
bound was shown in the proof of Lemma 19. 
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Lemma 21. For (x, y) ∈ P′M ,∣∣∣|H ◦ T (x, y)|1/2 − |H(x, y)|1/2∣∣∣ x6. (4.12)
Proof. By (4.11) and (2.8) for (x, y) ∈ P′M ,∣∣∣|H ◦ T (x, y)|1/2 − |H(x, y)|1/2∣∣∣ = |H ◦ T (x, y)−H(x, y)|
|H ◦ T (x, y)|1/2 + |H(x, y)|1/2
 x
8 + y4
x2
 x6.

As before we define the following quantities but using P′M instead of PM .
Definition 2. Given an initial point (x, y) ∈ Q let Ek = Ek(x, y) = H(xk, yk),
n = max {k ∈ N : yk ≥ 0}, ` = `(x, y) = min{k ≤ n : (xk, yk) ∈ P′M}.
Lemma 22. For all ` ≤ k ≤ n,∣∣∣|Ek|1/2 − |E`|1/2∣∣∣ = ∣∣∣|H(xk, yk)|1/2 − |H(x`, y`)|1/2∣∣∣ |x`|3 y`. (4.13)
Proof. By (4.12),∣∣∣|Ek|1/2 − |E`|1/2∣∣∣ = ∣∣∣|H(xk, yk)|1/2 − |H(x`, y`)|1/2∣∣∣

k−1∑
j=`
x6j  |x`|3
k−1∑
j=`
(yj − yj+1) |x`|3 y`.

Remark 8. If (xk, yk) ∈ P′M , then by definition of P′M and (4.11),
|yk| ≤M−1/2 |Ek|1/2 , and xk  |Ek|1/4 . (4.14)
Lemma 23. For ` ≤ k ≤ n,
|xk|  |E`|1/4 (4.15)
Proof. Write xk = x` + (xk − x`) and apply (4.13) and (4.14). 
Lemma 24.
|E`−1|1/2 − |E`|1/2  |E`|3/4 . (4.16)
Proof. By definition of `, M−1/2 |E`−1|1/2 ≤ y`−1 and M−1/2 |E`|1/2 ≥ y`. There-
fore,
M−1/2 |E`−1|1/2 −M−1/2 |E`|1/2 ≤ y`−1 − y`  |x`−1|3 = |x` − y`|3  E3/4` .

Now we relate the time and the energy.
Lemma 25. n− `  |E`|−1/2.
Proof. By Remark 8 and Lemma 23,
|E`|1/2  y` ≥ y` − yn 
n−1∑
k=`
|xk|3  (n− `− 1) |E`|3/4
|E`−1|1/2  y`−1 ≤ y`−1 − yn+1 
n∑
k=`−1
|xk|3 = (n− `+ 1) |E`|3/4 .
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The result follows because, by (4.16),
|E`−1|1/2 = |E`|1/2 + (|E`−1|1/2 − |E`|1/2) |E`|1/2 .

We shall not use the following lemma, nevertheless we state it since it is a
symmetrical statement to Lemma 9.
Lemma 26. |y`|  |E`|1/2.
Proof. Using Remark 8 and (4.15),
|y`| = |y`−1 + h(x`)|  |y`−1| − |x`|3
 |E`−1|1/2 −O(|E`|3/4) |E`|1/2 .

Let ξ`, ζ` be as in Lemma 10.
Lemma 27. 0 ≤ |x`| − |ξ`|  |E`|1/4.
Proof. The lower bound clearly follows from (2.5) which implies that the unstable
curves are increasing. To prove the upper bound, note that for every ξ` < z < x`,
U ′`(z) ≥ K−(|z|+
√
|U`(z)|) ≥ K−(|x`|+
√
ζ`).
Using Remark 8 and (4.15) we have
|x`| − |ξ`| ≤ y` − ζ`
K−(|x`|+
√
ζ`)
 y`|x`| 
|E`|1/2
|E`|1/4
 |E`|1/4 .

Lemma 28. `  |E`|−1/4.
Proof. Since {ξj}`j=0 lies on the stable manifold of 0, by (2.9), we have
ξ`  A
`+A/ξ0
⇒ `  A
ξ`
− A
ξ0
.
Since |ξ`| ≤ |x`|  |E`|1/4, we get ` |E`|−1/4. On the other hand, by (4.16), we
have
|ξ`−1| ≥ |x`−1| = |x` − y`|  |E`|1/4 − |E`|1/2  |E`|1/4 ,
which shows that ` E−1/4` . 
The above lemmas show that we can prove the analog of Proposition 1 in the
thin region. The proof is very similar, nevertheless we take the reader through it.
For k ∈ N, define A′k = {(x, y) ∈ Q : n(x, y) = k}. This is the set of points in
Q = T−1O \O that spend exactly k iterations on the top of the x-axis. We assume
here that Ak is in the thin region and in the second quadrant.
Lemma 29. For sufficiently large k, A′k is the region bounded by the unstable sides
of Q and the curves T−k({y = 0}) and T−(k+1)({y = 0}).
Proof. For large k, the k-th preimage of the x-axis is a curve close to the stable
manifold of 0. A′k is the region in Q that lies between the curves T
−k({y = 0}) and
T−(k+1)({y = 0}). 
Let us denote C ′k = T
kA′k. For sufficiently large k, C
′
k is the region bounded by
two unstable curves, the curve T−1({y = 0}) and the x-axis. See Figure 2.
The following lemma gives an estimate on the horizontal distance between the
unstable sides of C ′k; that is, on the length of a horizontal line segment both of
whose endpoints lie on the unstable sides of C ′k.
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Lemma 30. The horizontal distance between the unstable sides of C ′k is  k−2.
Proof. The upper and lower boundaries of C ′k are formed by unstable manifolds
that if continued to the right will intersect the immediate stable manifold of 0
at points whose x-coordinate is proportional to k−1 according to (2.9) (and using
(2.5)). Note that one unstable curve is the preimage of the other. Consider the point
of intersection of the bottom unstable manifold and the stable manifold shown in
Figure 2. The horizontal line segment between this point and the the top unstable
manifold consists of two subsegments both of which have length  k−2. In fact,
the right subsegment has length  k−2 due to (2.9). The left subsegment has
also length  k−2 because the angles shown in Figure 2 at the endpoints of the
horizontal segment are both  k−1. So the horizontal distance between the two
unstable curves at this level is  k−2.
Now a similar argument to the proof of Lemma 13 (interchanging the role of
x and y axes) implies that the horizontal distance between the unstable curves
remains  k−2 all the way down to the x-axis. 
Lemma 31. Suppose (x, y) is a point on the boundary of C ′k which also lies on
T−1{y = 0}, then y  k−3.
Proof. By Lemma 23, Lemma 28 and Lemma 25, −x  k−1. Since T−1({y = 0}) =
{(x,−h(x))}, it follows that y  k−3. 
Lemma 32. m(A′k) = m(C
′
k)  k−5.
Proof. This is a direct consequence of the previous two lemmas and the T -invariance
of m. 
Lemma 33. |pix(C ′k)|  k−2, where pix denotes projection onto the x-axis.
Proof. We established in Lemma 30 that the horizontal distance between the un-
stable sides of C ′k is  k−2. It follows that |pix(C ′k)|  k−2. To show the upper
bound, it remains to take care of the inclination of the unstable sides. By (2.5), the
angle of the unstable boundaries of Ck with the horizontal is  k−1 which means
they can increase horizontally by a factor of k−2 in a vertical distance of k−3. It
follows that |pix(Ck)|  k−2. 
Remark 9. It follows from the previous lemmas that C ′k is contained in a true
rectangle (not a Markov rectangle) of vertical length  k−3 and of horizontal length
 k−2.
Let D′k := Π1C
′
k. Due to the symmetry, D
′
k is the set of points on the bottom
of the x-axis whose preimage is on the top of the x-axis and that spend exactly k
iterations in O before mapping into TO \O.
Lemma 34. There exists k∗ ∈ N such that for all sufficiently large k,
TC ′k ⊂ D′k−k∗ ∪ · · · ∪D′k+k∗ .
Proof. Using the definition of T , TC ′k is shifted to the left horizontally by an amount
proportional to k−6 with respect to C ′k and the horizontal distance between its
unstable sides is  k−2. Also D′k has horizontal length proportional to k−2 and
has inclination (with respect to the vertical) of k−2 (see proof of Lemma 33) as
depicted in Figure 4. Since the proportionality constants are independent of k,
TC ′k can be covered by finitely many D
′
ks. That is, there exists k∗ such that
TC ′k ⊂ D′k−k∗ ∪ · · · ∪D′k+k∗ . 
Lemma 35. For sufficiently large k,
A′k ⊂ R2k−k∗ ∪ · · · ∪R2k+k∗ , R2k, R2k+1 ⊂ A′k−k∗ ∪ · · · ∪A′k+k∗ .
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T (C 0k) D
0
k
Dk k⇤
Dk+k⇤
Figure 4. Proof of Lemma 34.
Proof. The first statement follows directly from the previous lemma. For the second
statement, note that R2k+1 spends 2k iterations in O and this number of iterations
is divided between top and bottom sides of the x-axis with the restriction that the
number of iterations on the top and on the bottom can differ by at most k∗ because
of the previous lemma and the symmetry. This forces at most j iterations on the
top and 2k − j iterations on the bottom, where −k∗ ≤ j ≤ k∗. This implies that
R2k+1 is a subset of A
′
k−k∗ ∪· · ·∪A′k+k∗ . For the same reason R2k must be a subset
of A′k−k∗ ∪ · · · ∪A′k+k∗ . 
Proposition 2.
m(RthinN )  N−5.
Proof. This is a direct consequence of the previous lemma and the estimate on the
measure of A′k from Lemma 32. 
Adding the two estimates of Proposition 1, Proposition 2 and symmetrical esti-
mates for other regions, we get:
Proposition 3.
m({ϕ0,1 = N} ∩Q)  N−5.
5. Mixing rates
To obtain upper and lower bounds on mixing rates we further induce T1 (the
first return map of T to Y ) to a two-sided Young tower. This will allows us to
apply [3, Theorem 7.4].
In order to induce T1 to a two-sided Young tower with exponential tails, we check
conditions (P1)–(P5) of [20, Section 1] for T1. We will see that hese conditions
follow from the existence of a finite Markov partition for T and the (non-uniform)
hyperbolicity estimates for T established in [11].
Recall from Section 4 that T1 has a countable Markov partition P1, which is a
certain refinement of the finite parition P \ {O}. We take Q = ⋃N≥2RN as the
set with hyperbolic product structure required by [20, (P1)]. We claim that each
of the sets RN return under iterations of T1 and u-cross the set Q. Furthermore,
there is a fixed time N∗ before which this happens. This claim follows from the
construction of RN and the existence of the finite Markov partition for T . Indeed
the image of each RN under T1 must u-cross elements of P. By finiteness of P, the
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Markov property and the ergodicity of T1, in at most finitely many more iterations
of T1, RN must also u-cross Q in which case we stop and define the return time
accordingly. The leftover is again a union of sets that u-cross elements of P, so we
can repeat the same argumet for them. Since the time between the stopping times
is uniformly bounded an due to boundedness of distortion, the tail of the stopping
times will be exponentially small in the number of iterations. We have established
[20, (P2)].
It remains to establish [20, (P3)-(P5)].
Hyperbolicity: [20, (P3) and (P4)(a)] require exponential contraction of T1 along
stable manifolds and backward contraction along unstable manifolds. Both stat-
ments follow from the estimates on expansion and contraction rates of the orig-
inal map T in the neighbourhood O of 0. These estimates are obtained in [11,
Lemma 5.1, 5.2 and Corollary 5.3]. Essentially, a vector in the unstable cone at
ξ ∈ RN expands by a factor proportional to N2 under T1|RN = TN . This implies
uniform expansion on ∪∞N=N0RN for some N0. We have also uniform expansion on
the other finitely many RN ’s by the uniform hyperbolicity of the original T away
from 0. Similar estimate holds for backward expansion along the stable direction
[11, Corollary 5.3]. Since T preserves Lebesgue measure, similar estimates hold for
contraction along stable and backward expansion along unstable manifolds (see [11,
Lemma 5.2]).
Distortion bounds: Let JuT (ξ) = ‖DξT (1, u)‖ / ‖(1, u)‖ denote the factor of
expansion on the unstable manifold of ξ. By direction calculation,
JuT (ξ) =
(
(1 + h′(x) + u(ξ))2 + (h′(x) + u(ξ))2
1 + u2(ξ)
)1/2
.
Since h is smooth and u is differentiable on T2\{0}, with a uniform bound on the
derivative, it follows that there exists C > 0 such that |∇ log JuT (ξ)| ≤ C. Now,
by the mean value inequality, it follows that if η is another point on the unstable
manifold of ξ, then
JuT (ξ)
JuT (η)
≤ eCd(ξ,η).
The distortion property for T1 now follows if we can ensure the same inequality
along the orbit of ξ, η as they move through the region O, but this follows by chain
rule and the estimate on the expansion factor along the orbit, which is ≥ CN2 (for
some constant C > 0) where the points spend N iterations in O. Therefore the
distortion property also holds for T1. Conditions (P4)(b) and (P5)(a) follow from
this distortion property and expansion and contraction along stable and unstable
directions. Note that the estimates on the slope of stable and unstable manifolds
(2.5) allow one to relate the distance d(·, ·) to the distance along stable or unstable
directions.
Regularity of the stable holonomy: Property (P5)(b) of [20] requires the existence
and absolute continuity of the stable holonomy as well as an asymptotic formula
for the Jacobian of the holonomy. All of these properties follow from the uniform
hyperbolicity and distrotion estimates for T1 established above. We refer the reader
to [15, Proof of Theorem 3.1].
We have finished checking conditions (P1)-(P5) of [20] from which follows the
existence of a two sided Young tower with exponential tails (for T1). Let ϕ1,2 be
the stopping time defined above and T2 = T1
ϕ1,2 . Let us denote the full return
time by ϕ0,2 : Q→ N, ϕ0,2(x) =
∑ϕ1,2(x)−1
k=0 ϕ0,1(T
k
1 (x)). That is T2 = T
ϕ0,2 . From
standard computations ϕ0,2 will have the same tail of return times as ϕ0,1 with an
additional [log(n)]α (for some α > 1) factor. Note that since T is mixing, it follows
that gcd(ϕ0,2) = 1.
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The article [3] requires one more condition. We need to check that there exist
C > 0 and θ ∈ (0, 1) such that for every z, z′ ∈ Q and n ≥ 1,
d(T2
nz, T2
nz′) ≤ C(θn + θs(z,z′)−n). (5.1)
This follows from uniform hyperbolicity. We can choose C = diam(Q) and θ =
max(λ−1u , λs), where λu and λs are respectively the worst expansion and contraction
of the map T2. Then (5.1) follows from T2 being a uniformly hyperbolic map.
Now we are in a position to apply [3, Theorem 7.4].
Proof of Theorem 1. Denote ϕ¯0,2 =
∫
Q
ϕ0,2 dm. By [3, Theorem 7.4, Proposi-
tion 7.3], for all η > 0 sufficiently close to 1 there exists a constant C > 0 such that
for every Φ,Ψ ∈ Cη(T2) satisfying ∫T2 Φ dm ∫T2 Ψ dm = 1 (and supported away
from 0 for the lower bound)∣∣∣∣∣∣cor(Φ,Ψ, n)− ϕ¯0,2
∑
j>n
m(ϕ0,2 > j)
∣∣∣∣∣∣ ≤ C ‖Φ‖Cη ‖Ψ‖Cη (γn + ζβ′(n)), (5.2)
where
• β′ can be taken any number < β and β is the polynomical rate of decay of
m(ϕ0,1 > n), which for us, by Proposition 3, β = 4.
• γn ≤ Cn−β′ log n, by [3, Proposition 3.2].
• ζβ′(n) = n−β′ , for any β′ > 2 by [3, equation (1.3)].
Also, by [3, Proposition 5.1] and Proposition 3,
C1(log j)
−1j−4 ≤m(ϕ0,2 > j) ≤ C2(log j)4j−4.
Therefore, absorbing ϕ¯0,2 into the constants C1, C2 (whose values from one oc-
curence to the other are not necessarily the same), (5.2) implies
C1 ‖Φ‖Cη ‖Ψ‖Cη n−3(log n)−1 ≤ |cor(Φ,Ψ, n)| ≤ C2 ‖Φ‖Cη ‖Ψ‖Cη n−3(log n)4.
In the case that one of the observables has zero mean, [3, Theorem 7.4] states that
|cor(Φ,Ψ, n)| ≤ Cγn ‖Φ‖Cη ‖Ψ‖Cη . So |cor(Φ,Ψ, n)| ≤ Cn−β
′
log n ‖Φ‖Cη ‖Ψ‖Cη .
Theorem 1 is proved. 
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