Optimization algorithms must be among the most common numerical methods used by economists. Yet, there is surprisingly little guidance on choosing the appropriate one. This problem is most notable with regard to conventional versus global optimizers. Typically, a global optimizer is used when a conventional one fails after substantial \ddling" with a conventional optimizer. This paper introduces three dierent, easyto-use, tools (cross-sections, radius plots, and a measure of the non-quadratic behavior of a function) that are designed to indicate when a global optimizer is needed. With their use, researchers should spend less time ddling and more time generating results.
Introduction
Recent years have seen economists starting to use global optimizers in their econometric and modeling work; examples include the genetic algorithm (Dorsey and Mayer, 1995) and simulated annealing (Goe et al., 1994) . These algorithms, besides being designed for global optimization, are also much more robust than conventional algorithms, which w ere designed for unimodal, and frequently, roughly quadratic functions. However, global optimization algorithms often have longer run-times, and perhaps more importantly, learning to use them eectively takes some time and eort. Unfortunately, there is little guidance on when these algorithms are needed, or when they are overkill and conventional algorithms are appropriate. This paper attempts to help ll this gap: it describes three easy to use tests that evaluate functions and thus recommend the type of optimization algorithm to use.
In practice, researchers tend to go to substantial lengths with one or two optimization algorithms when estimating or simulating a model. One might try other starting values, or I would like to thank, without implicating, Michael Veall for providing sample code and data for the Homan and Schmidt (1981) example, Robert Fourer for help with the literature, and Mark Dickie for a useful insight. try dierent parameters that control the optimization algorithm. Only when these eorts fail after substantial eort will another algorithm be tried. In eect, optimization algorithms are used to examine the function to be optimized. Clearly, i t w ould be better to use methods that directly evaluate the function to determine what sort of algorithm is appropriate. Further, the methods introduced here are quite easy to use and implement, so little time will be lost in their use, and often, substantial aggravation will be avoided. As it is dicult to quantify the exact behavior of conventional and global algorithms, the tests described here are qualitative in nature, while providing very useful clues to the nature of the function. This paper is organized as follows. The next section describes four dierent functions to illustrate these tests. Three of these are 2-dimensional; this permits a fuller explanation of how the tests work. The following sections describe the three dierent tests: cross-sections, radius plots, and a direct measure for quadraticity. A conclusion follows.
Functions
To demonstrate the methods used here, four dierent functions (all in minimization form) are analyzed with these methods. Three of the test functions have only two variables to better illustrate the properties of the methods introduced here. To start, a very simple quadratic function, (x 2 + 2 y 2 ) is used. It is shown in Figure 1 ; note the contours on the bottom of the plot|contours are shown with other gures as well to aid understanding. A somewhat more dicult function, taken from the economics literature Judge et al. (1985, pp. 956-8) , is shown in Figure 2 . As the contours suggest, it contains two minimums on a long, curved valley. There is a local minimum of 20.98 at (2.35, -0.319), and a global minimum of 16.08 at (0.865, 1.24). This is the Rosenbrock (Rosenbrock (1960), and Mor e et al. (1981) ) function of two dimensions| it contains a long, very curved valley with the minimum is at (1,1) with a function value of 0. This shape challenges many optimization algorithms. The fourth function is from Homan and Schmidt (1981) , with synthetic data from Veall (1990 (1) X 1t = 1 X 1t 1 + 1t ;
(2) X 2t = 2 X 2t 1 + 2t ; 
Y t = 1 X 1t + 2 X 2t + ( = (1 ))( 1 1 X 1t 1 + 2 2 X 2t 1 ) + 0 t :
(5) Equation (5) is derived from the other equations, and (2), (3) and (5) are used to estimate the model. As this function has eight v ariables, it is not plotted. 
Methods

Cross-sections
While the 3-d graphs used above w ere illustrative, generating useful ones can be surprisingly dicult.
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Plus, 3-d graphs are only suitable for functions of two variables, or plotting a subset of two variables; of course, many functions of interest have many more than two variables and the numberof needed plots could bequite large. In addition, generating 3-d graphs requires software that might not be readily available. What is needed is some way o f rapidly and easily looking at the surface of an n-dimensional function; the \cross-sections" introduced here are one such method.
A cross-section simply evaluates an n-dimensional function along a line. Since a crosssection is two dimensional, it can easily beplotted. With a numberof cross-sections, some sense of the general shape of the function can be determined, and the appropriate optimization algorithm selected. A cross-section is dened as follows. First, \box" the region of interest in R n by l(i) and u(i); i = 1; : : : ; n , where l(i) < u(i); 8i, where l is the lower bound and u is the upper bound. From these bounds, two points are selected, connected by a line, and the function is evaluated along this line. The resulting cross-section can easily beplotted.
Since a priori, one does know what points might beof interest, randomly selected end point are desirable; in fact, as cross-sections do not cover much of the function, a numberof cross-sections, each with dierent end points, are needed. Thus, randomly select two points, x 0 and x 1 , where l(i) < x 0 (i) < u(i); 8i and, l(i) < x 1 (i) < u(i); 8i. Next, randomly select j 0 and j 1 ; 2 j = 1; : : : ; n , and set x 0 (j 0 ) l(j 0 ) and x 1 (j 1 ) u(j 1 ). The resulting two points, x 0 and x 1 are on the \box" bounding the area of interest. From x 0 to x 1 , evaluate f(x) at a given numb e r o f p o i n ts. The resulting set of f(x) evaluated along the line inside the box, is the cross-section. The vertical axis is the values of the function, and the horizontal axis is a combination of the values of the variables of the function.
Cross-sections were generated for all test functions but the quadratic (which given its simple shape, would generate unremarkable cross-sections). For each, after selecting upper and lower bounds, 20 dierent cross-sections were generated. Figure 4 shows one of the cross-sections of the Judge function (for this and the Rosenbrock function, bounds of 4 were used). It shows that the function is non-quadratic, and may even have more than one minimum. Of the 20 cross-sections, three showed this \double dip" pattern { thus, with a relatively few cross-sections, one sees a key element of this function { its possible multimodal character, and its certain non-quadratic character. Figure 5 shows the Rosenbrock function; four of them showed a similar double dip pattern. In this case, as is known a priori, this function has only one minimum; the double dip comes from intersecting the very curved valley twice. Thus, these two functions demonstrate that a double dip in the cross-section may mean two things: multiple minima, or a curved valley. Yet, they agree on the key point: conventional algorithms could well experience diculty with these functions. Figure 6 shows one of the 20 cross-section for the Schmidt function; it looks as nice as any function could for minimization. Figure 7 is another cross-section; needless to say, it demonstrates the diculty this function presents.
With the Judge function, Goe et al. (1994) found conventional algorithms are almost evenly split between nding the local and global optimum (however, they had no trouble nding an optimum). Goe (1996) reports a dierent experience with the the Schmidt function. Many dierent randomly selected starting values were used, and if they were very far from the optimum, 4 the algorithm, DFP from Press et al. (1992) , the optimum was rarely, if ever, found. Thus, with both functions, if cross-section were used rst, which indicates the need for a global optimizer, puzzlement and even aggravation could have been avoided. 
Radius Plots
This section describes another method of viewing functions. As with cross-sections, the goal here is to take an n-dimension function and somehow view it in two dimensions, while retaining useful information for determining the appropriate optimization algorithm. Radius plots are generated as follows. First, the function is sampled at many dierent points, and the minimum function value from this set of points is recorded. From the minimum point, distances to all other sampled points are recorded, and the function value at each point is recorded. Finally, a plot of the distance versus function value is generated. As the horizontal axis of this plot is the distance from the sampled minimum, and the vertical axis is the function value at that distance, the term radius plot was coined.
Consider the radius plot of a at surface|its radius plot will be at. Starting at the sampled minimum, every point at every distance from there will have the same function value. Next, consider the radius plot of the function (x 2 + y 2 ). As you move away from the sampled minimum, the function has the same larger value in all directions. Thus, the radius plot will be the same as a cross-section drawn through the sampled minimum|a quadratic.
In general, when moving away from the minimum, the function value rises continually, then the function likely does not have multiple minimum or long valleys. If, on other the other hand, function values far from the minimum are little dierent than those near the sampled minimum, then long valleys or multiple optima are likely, so a robust or global optimizer is appropriate.
To sample the function's parameter space, a \quasi-random" sequence is used. As described in general terms in (Press et al., 1992, pp. 229-306) , such sequences were originally used in numerical quadrature to \better" sample an integrand than Monte Carlo methods. Rather than selecting elements randomly, each point i s c hosen so that the distance between points is minimized. They use the term \maximally avoiding" for the points selected. A number of dierent methods for computing quasi-random sequences are available; the Bratley and Fox (1988) implementation of Faure (1982) was used here. 5 Figure 8 shows the radius plot from the quadratic function (in logarithmic form) with 1,000 sampled points from (-4,4). The minimum point found has a function value of 0.0029 at (0.03125 -0.03125), which of course is quite close to the actual minimum. In general terms, as one moves away from the sampled minimum, the function value rises. Note the variations in the function value in the broad middle of the plot. Recall that this function is (x 2 + 2 y 2 ). The \2" coecient on the second term ensures that at the same distance from the sampled minimum, the function has dierent values. The lack of variation at the ends of the plot is due to very few points very near the optimum, and few in the \corners" of the sample space. In addition, with a log plot, the variation in function values falls. The generally steady rise in this plot indicates that a conventional optimization algorithm is probably appropriate (which of course is the case for this simple function). Figure 9 shows the radius plot for the Judge function. Again, 1,000 points were evaluated from (-4,4). Unlike the quadratic plot, there is quite substantial variation as one moves from the sampled minimum (a function value of 16.15 at (0.742 1.29); the actual minimum has a value of 16.08 at (0.865, 1.24)). At some points from the optimum, values are found almost as low a s the sample minimum. Since some values at the same radius are much higher, this indicates a long valley in one direction, with possible multiple minimum. As described in a previous section, this is an accurate characterization of the Judge function. It turns out that the global minimum is a distance of 2.75 from the local minimum, so at about this point the lower part of the graph starts to rise|at much greater distances, all lower points are signicantly larger. Figure 10 shows the radius plot for the 2-dimensional Rosenbrock function. Again, 1,000 points were sampled from (-4,4) , and the sampled minimum function value was 0.0254 at (1.015 1.015); the actual minimum is 0 at (1.0, 1.0). The radius plot shows substantial variation close to the minimum; Table 1 shows the actual values (the rst point is the sampled minimum). In particular, note the 6 th value and its much larger value. Figure 11 shows the radius plot for the Schmidt function. The minimum found this way, 70.15, is close to the actual minimum of 66.86. In this case, the radius plot is not terribly instructive; as the radius increases, the function's value rises fairly steadily. However, unlike the other radius plots, there are isolated values, which may indicate a surface with isolated peaks. This correlates well with the cross-sections, where relatively isolated peaks were sometimes observed. These peaks indicate that the function is non-quadratic, and thus a robust or global optimizer is appropriate.
For the Judge, Rosenbrock, and Schmidt functions, radius plots indicate that a global optimizer is appropriate since function values far from the sampled minimum were nearly the same size as the sampled minimum. This suggestion is in accord with the ndings of cross-sections, so these methods are complementary.
Testing for Quadraticity
This nal test is based on the idea that many conventional optimization algorithms assume the function to beoptimized is roughly quadratic (a notable exception is the simplex method). While many algorithms allow for non-quadratic forms far from the optimum (NEOS: Network-Enabled Optimization System, 1997), many use the line-searches (basically move d o wnhill) or a trust-region (which k eeps the algorithm in a local neighborhood), common experience shows that they can fail. Thus, the test described here is a measure of the \non-quadraticity" of a function. Clearly, if a function is highly non-quadratic, then a robust or even a global optimizer is appropriate. If, on the other hand, the function is approximately quadratic, then a conventional algorithm is in order.
Clearly, there are many possible ways of measuring how quadratic a function might be. One option, of course, would be to check the adequacy of a second order Taylor series approximation. However, it can be dicult to generate an accurate numerical Hessian 6 , and supplying analytical second derivatives is generally at least tedious and sometimes very dicult. Thus, a dierent method is desirable. The one chosen here relies on the idea that conjugate gradient algorithms theoretically converge in n steps if the function is quadratic; if the function is not quadratic, then they take more steps. This starts a conjugate gradient algorithm on a number of dierent starting points, and for each starting point, terminates the algorithm after n iterations. The resulting set of nal points are compared; if the function is approximately quadratic, then the nal points will be close together at the optimum; if the the function is far from quadratic, the nal points will be far apart. The cg implementation of the Fletcher-Reeves conjugate gradient from Hager was used.
To measure how far apart the points are, the following measure was used: the distance from each point is compared to the point with the lowest function value, and the mean of these values is reported. Since this measure might b e dependent upon the range of starting values (i.e. if the starting values are far apart, and the function is highly non-quadratic, the algorithm may hardly converge), the same measure is used for for the starting values, and then the ratio of the two is used. Thus, the measure of non-quadraticity i s = P m j =1;j6 =j min P n i=1 (x 1 i;j x 1 i;j min ) 2 P m j=1;j6 =j min P n i=1 (x 0 i;j x 0 i;j min ) 2 ; where n the numberof variables in the function, m is the numberof points, the superscript 0 refers to the starting points, the superscript 1 refers to the nal points from cg, and x i;j is the j th element of the i th point. If the function is quadratic, then the will be close to zero, and as the function becomes increasingly non-quadratic, its value will rise. This measure also has another, rougher interpretation|when optimizing a dicult function, some algorithms will run for extended times. This is likely due to the non-quadratic nature of the function, and is a measure of this.
To illustrate this measure, consider the function f(x 1 ; x 2 ) = x F or = 0, this function is quadratic, and as increases from 0, this function becomes increasingly dominated by a non-quadratic term. This measure puts a value to this problem. Table 3 shows the results of this measure on the dierent test functions used here (in this case, 100 points from (-4,4) were selected). Since this is a new measure, it was tested with a dierent range of input values: (-10,10); the results are shown in Table 4 . As can be seen, the results are similar to the smaller range, and suggests that this measure is somewhat robust. Finally, both show that the three non-quadratic test functions are indeed non-quadratic, although it is a bit surprising that the Schmidt function has such a low value given the dicult of optimizing it. Perhaps the diculty comes the structure of the function near the optimum, and not far away|this measure is rather global in nature. 
Summary of the Methods
Finally, it is useful to examine the results function by function. For the quadratic function, all methods behaved exactly as expected: the radius plots showed a gradually rising function from the sample minimum, and was approximately zero. For both the Judge and Rosenbrock functions, the cross-sections and radius plots indicated a multimodal or long, curved valley. For both of these, was signicantly greater than zero, indicating a non-quadratic component to the surface, which is of course true. Finally, the diculty with the Schmidt function is well illustrated by the remarkable looking cross-section in Figure 7 . The isolated peaks show here were picked up by the radius plot as well. Finally, showed the expected value.
Conclusion
This paper introduced three dierent easy-to-use methods for analyzing a function prior to optimizing it. As economists use increasingly sophisticated models, they have begun to turn to more sophisticated algorithms to solve them. However, there is little guidance on the appropriate method to use. This paper is an attempt to provide some of that guidance. Three dierent, complementary methods were introduced here: cross-sections, radius plots, and a direct measure of quadraticity. The rst two generate easy to interpret two dimensional plots, while the third measures how non-quadratic a function might be (this is a useful measure as many optimization algorithms assume the function is roughly quadratic). Taken together, these methods provide some aid to the researcher whose work involves dicult to optimize functions.
