Abstract. In this paper, we prove the Mohebi-Radjabalipour Conjecture under a little additional condition, and obtain a new invariant subspace theorem for subdecomposable operators. Our main result contains as special cases the main results of Mohebi-Radjabalipour's paper published in Integr. Equ. Oper. Theory 18 (1990) as well as Liu's paper and Liu-Lin's paper published in Science in China 46 (2003) and Illinois J. Math. 47 (2003) respectively. In particular, we give some explicit examples to illustrate that the condition in our theorem is really much weaker than that in the three papers described above.
Introduction and the main result
The mathematician Halmos ([6] , Problem 191) said, "one of the most important, most difficult, and most exasperating unsolved problems of operator theory is the problem of invariant subspaces."
As stated in [1] , it was the mathematician and computer scientist Von Neumann who initiated the research work of the invariant subspace problem in the early thirties of the twentieth century. More specifically, Von Neumann proved that every compact operator on a Hilbert space H has a (nontrivial) invariant subspace. In 1954, Aronszajn and Smith [1] extended this result from Hilbert spaces to Banach spaces.
We now recall some results which are directly and closely related to the present paper. In 1987, Brown [2] showed that if T is a hyponormal operator on a Hilbert space such that the set σ(T ) is dominating in some nonempty open set G in the complex plane C, then T has a (nontrivial) invariant subspace. As pointed out in [8] and [10] , the work initiated by Brown [2] has been generalized by Eschmeier and Prunaru [4] . Moreover specifically, in 1990, Eschmeier and Prunaru [4] proved that if T is a subdecomposable operator on a (general) Banach space such that the set σ(T ) is dominating in some nonempty open set G in the complex plane C, then T has a (nontrivial) invariant subspace.
In 1994, H. Mohebi and M. Radjabalipour [10] raised the following conjecture.
The Mohebi-Radjabalipour Conjecture (see [10] p.236). Assume the operators T ∈ B(X) and B ∈ B(Z) on Banach spaces X and Z, and the nonempty open set G in the complex plane C satisfy the following conditions:
(1c) qT = Bq for some injective q ∈ B(X, Z) with a closed range qX.
(2c) There exist sequences {G(n)} of open sets and {M(n)} of invariant subspaces of B such that G(n) ⊂ G(n + 1), G = ∪ n G(n), σ(B|M(n)) ⊂ C\G(n) and σ(B/M(n)) ⊂ G(n), n = 1, 2, · · · .
(3c) σ(T ) is dominating in G. Then T has a (nontrivial) invariant subspace.
It is particularly worth mentioning that it can be seen from [8] p.581-582 (and so on) that the above conjecture, if true, will contain the main result of [2] , [4] and others as special cases.
In order to prove the above conjecture, H.Mohebi and M.Radjabalipour [10] obtained an important invariant subspace theorem in reflexive Banach spaces under some additional spectral condition, which is Theorem I.1 in [10] and is also the main result in [10] .
Also, in order to prove the above conjecture, M.Liu and C.Lin try [7] and [8] , obtained the following two theorems, which are directly and closely related to the present paper.
Theorem A [7] Assume the operators T ∈ B(X) and B ∈ B(Z) on Banach spaces X and Z, and the nonempty open set G in the complex plane C satisfy conditions (1c) and (2c) in the Mohebi-Radjabalipour Conjecture and the following condition:
(3-1) The set σ(T ) \ {λ ∈ C : (λ − B * )Z * Z * } is dominating in G. Then T has infinitely many invariant subspaces.
Theorem B [8] Assume the operators T ∈ B(X) and B ∈ B(Z) on Banach spaces X and Z, and the nonempty open set G in the complex plane C satisfy conditions (1c) and (2c) in the Mohebi-Radjabalipour Conjecture and the following condition:
Then T has infinitely many invariant subspaces. In particular, if the set (σ(T )\(σ p (B * * ) ∩ {λ ∈ C : (λ − B * )kerq * kerq * })) ∩ σ e (T ) is dominating in G, then the invariant subspace lattice Lat(T ) for the operator T are rich.
By the way, Theorems A and B contain the main result of [10] as special case (for details, see [7] and [8] ). In particular, the reflexivity condition of the spaces in [10] is removed in Theorems A and B.
Moreover, Liu-lin's paper [8] gave an example to illustrate that there are some operators A such that A has infinitely many invariant subspaces, while the invariant subspace lattice Lat(A) is not rich.
In this paper, we prove the Mohebi-Radjabalipour Conjecture under a little additional condition, and obtain a new invariant subspace theorem for subdecomposable operators. In particular, we weaken and simplify the spectral conditions in Theorems A and B. More precisely, we obtain the following invariant subspace theorem. (3-3) The set σ(T )\σ r (B * ) is dominating in G. Then T has infinitely many invariant subspaces. In particular, if the set
) is dominating in G, then the invariant subspace lattice Lat(T ) for the operator T is rich.
Furthermore, we will give some explicit examples in Remarks 1 and 2 to illustrate that the spectral conditions in Theorem 1 is really much weaker than that in Theorems A and B.
Also, since Theorem A and B contain the main result of [10] as special case, Theorem 1 contain the main result of [7] , [8] and [10] as special case.
Proof of the main result
In order to prove Theorem 1, we first recall some basic concepts and known results, and give some lemmas.
As usual, we denote by H ∞ (G) the Hardy space of all bounded analytic functions in G equipped with the norm f = sup {| f (λ)|; λ ∈ G}. We now list five properties of the Hardy space H ∞ (G) which are well known.
converges to zero with respect to the w * -topology if and only if it is norm-bounded and converges to zero uniformly on each compact subset of G.
(
can be identified with the dual space of the quotient space Q. (e) For every λ ∈ G, the point evaluation E λ :
A subset S of the complex plane C will be called dominating in the open
. Let E be a nonempty set and n a positive integer. We define
We write M(∞, E) for the set of all infinite matrices (x jk ) j,k≥1 with coefficients
Let E and F be Banach spaces. Then the Banach space of all bounded linear operators from E into F is denoted by B(E, F), or just B(E) if F = E. If A ∈ B(E), then we denote by σ(A), σ p (A), σ r (A), σ e (A) and ρ(A) the spectrum, the point spectrum, the residual spectrum, the essential spectrum and the resolvent set of A, respectively.
The invariant subspace lattice Lat(A) for an operator A ∈ B(E) is called to be rich if there exists an infinite dimensional Banach space Y such that Lat(A) contains a sublattice order isomorphic to the lattice Lat(Y) of all closed linear subspace of Y.
Hereafter, we shall assume that X, Z, T, B, q, G, G(n), and M(n) satisfy the conditions (1c) and (2c) in Theorem 1. By Lemmas 1 and 2 in [7] we have q * B * = T * q * and q * ∈ B(Z * , X * ) is surjective. Moreover, for every positive integer n, M(n)
⊥ is an invariant subspace of B * and
We write
It is easy to see that for any
where B * n denotes B * |(M(n) ⊥ ), and f (B * n ) is defined by the Riesz Functional Calculus. By the properties of the Riesz Functional Calculus and the Hardy space H ∞ (G), we can see that x ⊗ z * is a well-defined w * -continuous linear functional on H ∞ (G) which is independent of the particular choice of n.
, then for any finite codimensional subspace X * 0 of X * , there exists a sequence {z * n } in Z * such that q * z * n ∈ X * 0 , q * z * n = 1 for every positive integer n, and lim
Proof. First of all, we may assume without loss of generality that λ = 0. Secondly, it is easy to see that kerq * is an invariant subspace for B * , and so that the quotient operator [B * ] induced by B * on Z * /kerq * is well-defined. Consequently, the operator [B * ] defined by
is a bounded linear operator on Z * /kerq * . We now define an operator q * from Z * /kerq * to X * as follows:
It is not difficult to prove that q * is a linear bijection. Thus by the definition of the quotient norm z * + kerq * and the Inverse Mapping Theorem, it can be shown that q * is an isomorphism from the Banach space Z * /kerq * onto the Banach space X * . Therefore we can assume without loss of generality that X * = Z * /kerq * . This implies that q * is the quotient map from Z * onto Z * /kerq * , and that T * is the quotient operator induced by B * on Z * /kerq * . That is
and
Since X * 0 is a finite codimensional subspace of X * , there is a finite dimensional subspace X * 00 of X * such that X * = X * 0 ⊕ X * 00 . We write Z * q = B * (kerq * ) (⊂ kerq * ) and define an operator B * from Z * /kerq * to Z * /Z * q as follows:
Then it can be verified that B * is a well-defined bounded linear operator from Z * /kerq * to Z * /Z * q . We first prove that
it follow that B * Z * = Z * . This implies that for every vector z * +Z * q ∈ Z * /Z * q and every real number ε > 0, there is a vector z * ′ ∈ Z * such that B * z * ′ − z * < ε. Therefore it follows from (3) that
This implies B * (Z * /kerq * ) = Z * /Z * q . We now show that ran B * is not a closed subspace in the space Z * /Z * q . Indeed, assume ran B * is a closed subspace in the space Z * /Z * q . Then by the above result we have B * (Z * /kerq * ) = Z * /Z * q . Thus for every w * + kerq * ∈ Z * /kerq * , it follows from the relation
that there exists z * + kerq * ∈ Z * /kerq * such that
Thus by (2) we have
This implies that T * is a surjection. On the other hand, since
it follows that λ = 0 ∈ σ(T ) and λ = 0 σ p (T * ). Hence T * is a injection, and so that T * is a bijection. Thus by the Inverse Mapping Theorem we have λ = 0 ∈ ρ(T * ), which contradicts λ = 0 ∈ σ(T )(= σ(T * )). Since B * is a bounded linear operator from Z * /kerq * (= X * ) to Z * /Z * q , it is clear that we can define a bounded linear operator B * from the subspace X * 0 of X * to Z * /Z * q as follows:
Since dim X * 00 < ∞ and ran B * is not a closed subspace of the Banach space Z * /Z * q , it can be shown that ranB * is not a closed subspace of the Banach space Z * /Z * q . Therefore there is a sequence {x * n } of unit vectors in X * 0 such that lim n→∞ B * x * n = 0. Since X * = X * 0 ⊕ X * 00 and X * = Z * /kerq * , we can suppose that x * n = u * n + kerq * for some u * 
Therefore we have q * z * n = x * n = 1 for every positive integer n. This completes the proof of Lemma 1. 
s ∈ M(G) and the real number ε > 0 are given, then there are vectors x ∈ X and z * ∈ M(G) such that x ≤ 3, q * z * ≤ 2 and (1)
Proof. By means of Lemma 1, the proof of Lemma 2 is similar to that of Lemma 6 in [7] , Lemma 5 in [8] , Proposition 2.8 in [4] , as well as the corresponding parts in [3] , [5] , and is therefore omitted.
, there are sequences {x n } and {z * n } such that (1) x n ∈ X n , z * n ∈ (M(G)) n ; (2) for each positive integer j, x( j) = lim n→∞ x n ( j) ∈ X and x * ( j) = lim n→∞ q * z * n ( j) ∈ X * exist, where x n ( j) and z * n ( j) denote the j−th components of x n and z * n , respectively; (3) for all positive integer j, k, we have L jk = lim n→∞ x n ( j) ⊗ z * n (k), where the limit is taken in Q, while
Proof. By means of Lemma 2, the proof of Lemma 3 is essentially the same as that of Lemma 6 in [8] , Proposition 2.6 in [4] , as well as the corresponding parts in [3] , [5] , and is therefore omitted.
We are now in a position to prove the main result of this paper.
Proof of Theorem 1. The proof is divided into two steps.
Step 1. we first prove that if X, Z, T, B, q, G, G(n), and M(n) satisfy the conditions (1c) and (2c) in Theorem 1, and if the set σ(T )\(σ p (T * ) ∪ σ p (B * )∪σ r (B * )) is dominating in G, then the invariant subspace lattice Lat(T ) for the operator T is rich. By means of lemma 3, the proof can be completed. Moreover, the specific structure of the invariant subspace lattice Lat(T ) can be seen from the proof. To this end, fix a complex number λ ∈ G. Since the set
) is dominating in G, it follows from Lemma 3 that there are sequences {x n }, {z * n }, {x( j)} and {x * (k)} which satisfy (1),(2) and (3) in Lemma 3 with respect to the matrix
where δ jk denotes the Kronecker delta, z * n (k) ∈ M(G) for all positive integers n and k. Therefore for any given positive integers n and k there is a positive integer m = m(n, k) such that z * n (k) ∈ M(m(n, k)) ⊥ . Consequently for each polynomial p ∈ C[z] in one complex variable, and all positive integers j, k, by the relation q * B * = T * q * , we get
We now define two subspaces in X as follows:
It is easy to see that U, V ∈ Lat(T ), and V ⊂ U. Moreover, it follows from (5) that the equality
holds for every vector of the form y = p(T )(λ − T )x( j) in V and every k = 1, 2, · · ·. This implies that the equality y, x * (k) = 0 holds for every y ∈ V and every k = 1, 2, · · ·. Hence
On the other hand, by (5), x( j), x * (k) = δ jk . This implies that {x * (k)|k = 1, 2, · · ·} is a linearly independent subset in X * . Consequently,
Therefore U/V is a infinite dimensional Banach space. Let π : U → U/V be the quotient map. Then the map
is a lattice embedding, where Lat(U/V) denotes the the lattice of all closed linear subspaces of the Banach space U/V. Consequently the invariant subspace lattice Lat(T ) for the operator T is rich.
Step 2. Now we show that if X, Z, T, B, q, G, G(n), and M(n) satisfy the conditions (1c), (2c) and in Theorem 1, then T has infinitely many invariant subspaces. Indeed, by the spectral theory, we have
Therefore if there is a complex number λ ∈ σ p (T * ), then we have λ ∈ σ p (T ) ∪ σ r (T ). This implies that λ ∈ σ p (T ) or λ ∈ σ r (T ). If λ ∈ σ p (T ), then M λ :=ker(λ − T ) is a (nontrivial) invariant subspace for T . If λ ∈ σ r (T ), then M λ := ran(λ − T )( X) is a (nontrivial) invariant subspace for T . Consequently if σ p (T * ) is a infinite set, then T has a infinitely many invariant subspaces. By using the condition (1c) in Theorem 1, it is easy to show in a similar way that if σ p (B * ) is a infinite set, then T has a infinitely invariant subspaces. According to the above result, we can assume that
is a finite set. Since σ(T )\σ r (B * ) is dominating in G, it follows from the maximum modulus principle for the analytic function that the set σ(
Thus by the result of Step 1, the invariant subspace lattice Lat(T ) for T is rich, and so that T has a infinitely many invariant subspaces. The proof is complete.
Some Remarks
Remark 1. In order to illustrate that the main result in this paper is interesting and significative, we first compare the main result in this paper with that in [7] , that is, compare Theorem 1 with Theorem A. By
we have
Furthermore, it is possible that there are some operators B such that
since the point λ in the set of the right side of (6) satisfies more conditions than that of (8) .
For example, take the space Z = l p (1 ≤ p < ∞) and define an operator B 0 on the space l p (1 ≤ p < ∞) as follows:
It is easy to see that B 0 is a compact operator on l p , and for every positive integer n, λ n = 1 n is an eigenvalue of B 0 , that is, λ n = 1 n ∈ σ p (B 0 ) for every positive integer n. Thus by the spectral theory of compact operators, we have λ n = 1 n ∈ σ p (B * 0 ) for every positive integer n. We write σ 0 = {1, 1 2 , · · ·,
) for every positive integer n, where φ denotes the empty set. This implies that σ 0 ∩ σ r (B * 0 ) = φ. We now prove that
In fact, if our statements were not true, we would have (λ n − B * 
). Consequently the relation in (9) is true. Therefore it follows from (7) and (9), as well as
In particular, for the countable infinite set σ 0 which has a limit point 0, we have
It is easy to see from the definition of the dominating set that if S 1 ⊂ S 2 and S 1 is dominating in G, then S 2 is dominating in G. Therefore it follows from the above discussion that the spectral condition (3-3) in Theorem 1 is really much weaker than the spectral condition (3-1) in Theorem A.
Remark 2. In order to illustrate further that the main result in this paper is interesting and significative, we now compare the main result in this paper with that in [8] , that is, compare Theorem 1 with Theorem B. In general, if E is a Banach space and A ∈ B(E), then by the spectral theory, we have σ r (A) ⊂ σ p (A * ). Therefore in Theorems 1 and B, we have
Furthermore, it is possible that there are some operators B such that the relation σ r B * σ p (B * * ) holds. Indeed, any compact operator B 0 which has non-zero spectrum points is just such an operator.
For example, suppose that Z = l p (1 ≤ p < ∞), B 0 , λ n and σ 0 are as in In particular, for the countable infinite set σ 0 which has a limit point 0, we have σ 0 ⊂ σ p (B * * 0 ), while σ 0 ∩ σ r (B * 0 ) = φ. Thus by the same reason as in Remark 1, we can see that the spectral condition (3-3) in Theorem 1 is much weaker than the spectral condition that the set σ(T ) \ σ p (B * * ) is dominating in G. Moreover, Theorem B still used the essential spectrum. It is well known that the theory of the essential spectrum is rather complicated, while the point spectrum and residual spectrum in Theorem 1 are used frequently. From the above discussion it is not difficult to see that the spectral conditions in Theorem 1 is much simpler and weaker than that in Theorem B.
Moreover, it is easy to that the spectral condition (3-3) in Theorem 1 is much more natural than the spectral condition (3-1) in Theorem A and the spectral condition (3-2) in Theorem B.
