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ABSTRACT 
To relate the density of the Martian atmosphere to the 
height above the surface for a descending capsule, the use of 
an adaptive model-reference scheme has been investigated. It 
was assumed that the atmosphere is able to be structurally 
represented by the NASA adiabatic model which is good below 
the tropopause. Allowances have been made for the variation 
of parameters in this model to cover the whole atmosphere. 
After this density equation was transformed to a suitable 
form, the parameters were identified and the independent 
variable changed so as to track in the direction, of travel. 
Difference equations were formed based on the error equation 
applied at three different points. These difference equations 
were then solved for the change in model parameters so that 
they continuously follow the actual atmospheric parameters 
encountered in the Martian atmosphere. 
A statistical approach was studied as a solution to the 
problem of minimizing the effect of noise on the system. The 
method of modified least squares was chosen as a solution to
1 
this problem. 
Computer results simulating the descent from the tropo-
pause height of a design atmosphere to the surface indicate 
that the scheme does update the parameters properly. The para-
gnvals_tQ_thoso.f 
• the assumed actual atmosphere.
11 
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ON-LINE PARAMETER UPDATING OF THE

MARTIAN ATMOSPHERE WITH MINIMAL STORAGE 
I.	 Introduction 
--	 In::orderto.::1anda vehicle in the neighborhood- of 
T particular point on the Martian surface various atmos-
pheric parameters must be precisely known. These para-
meters are then used in the equations of motion and in 
the control equations for the vehicle. A nominal tra-
jectory is designed on earth and the craft should then 
land in the near vicinity of the desired touchdown point. 
Unfortunately, there are at present at least ten models 
of the Martian atmosphere used in engineering design. 
These models are all of the same form and the only 
variation between them is in the parameter values used. 1
 2 
The nominal trajectory will have to be designed on 
earth based upon one of these models. It would be 
desirable to develop a scheme to update the atmospheric 
parameters used in the equations of motion to-correspond 
exactly to the conditions encountered in the Martian 
atmosphere when the &aft arrives there. This would have 
to be done by an onboard facility that would be given up-
to-date measurements of certain atmospheric and vehicle 
properties. This facility would then use these measure-
ments to continuously update the atmospheric parameters.
2 
These parameters should be available to the control system 
which would make use of this information in sizing the control 
variables. 3	 - 
It is the aim of this report to present a possible scheme 
which—would=fuifili- the-design characteristics mentioned 	 - 
The aerodynamic lift and drag of the capsule are affected 
by the atmospheric parameters. These are of the form 
	
FD KDCV2	 (1) 
and
	
	 2
FL = 
where KD and KL are taken to be constant for fixed angle of attack, 
is the air density, a function of altitude, and V is the 
relative speed of the craft with respect to the atmosphere. 
We now see that to important atmospheric properties that 
should be corrected are the density model and the estimate of 
the wind velocity. This report will only be concerned with 
the density model corrections. 
At present there are two density models for Mars being 
used by NASA. These models are 
= eref e	 for y ) Height of 
tropopause	 (2) 
1 and	 (l+Ly)r_l for y< Height of 
Co  T0	 tropopausè	 (3)
ir To  
e
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(where T5 is the 
temperature of the 
stratosphere) 
where
3 
Po = surface density (slugs/ft) 
T0 = surface temperature (°R) 
= inverse scale height (1/ft) 
r tc:1ajDseIrate1(R/ft 
fio of pecific heats 
y = height above surface in feet 
Because the height of the tropopause varies from 56,000 
ft. to 63,000 ft. depending upon atmospheric model used and 
because the lower portion of the atmosphere is where the aero-
dynamic characteristics become more pronounced we will use 
only the model given by equation (3). This model can also be 
used for the density variation in the stratosphere with some 
accuracy. 
This can be seen by observing the density curves given in 
Figure 1. It is readily seen that the extension Of the 
exponential model into the lower region is rather inaccurate, 
where as it appears that the adiabatic curve can be extended 
upward to fit the lower exponential region, i.e., from about 
100,000 ft. to the tropopause.
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That, only one model need be used is seen by noting that both 
models have a series expansion in powers of y about some 
reference height
	
in the form 
e =e'	
a(yy0)	 (4) 
where the a. will differ with each model. This leads us to 1 
believe that if we use only one model throughout the entire 
atmosphere we will get a different set of parameters for each 
portion of the atmosphere. However, if the scheme is developed 
to update these parameters and if we are concerned only with 
predicting the density a short distance ahead of the craft we 
can see that only one model need be used throughout the atmos-
phere. It should be noted that the parameters of the adiabatic 
model may vary somewhat in the upper portion of the atmosphere 
but that this model will still be able to predict the density 
short distances ahead of the craft. 
We can now see that the problem is to develop a scheme 
to correct the parameters in the equation 
c °? ( 
+_yJY:T 1 (5) 
0 
which relates density to altitude. The current NASA models 
of the Martian atmosphere are such so as to give ranges for 
each of these parameters as shown below. 
1.32 x iO	 (slugs/ft 3 )	 4.98 x lO	 (slugs/ft3)
5 
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-3.21 (°R/1000 ft.)(T' ç
	
-2.13	 (°R/1000 ft.) 
	
360 OR	 <T0 ( 495 °R 
	
1.37	 ç	 1.43 
-	 043:..(_i-/ ft •-)
- -
	 0089 --(1/ft:.  
Presently NASA is using the values below for their design cal-
culations (VM-8 Model). 
p° = 2.56 x 10_ 5	 slugs/ft3 
r = - 2.96 °R/1000 ft. 
T0=360°R 
= 1.37 
We can therefore assume that it is parameters of this mag-
nitude that will have to be tracked. 
II. Summary 
It is shown that the problem of predicting the para-
meters in the density equation can be solved by a discrete 
system of equations for the case of no measurement errors. 
Computer results show that the system will converge 
rapidly to the desired final values. 
A statistical scheme gives convergent results for the 
case of no measurement errors as expected. If random 
errors are introduced in the measurement of the scheme 
also converges. This represents statistically independ-
ent measurements.
It was found that the parameter weights used in the 
modified least squares solution greatly affected the perfor-
mance of the system. The behavior of the system cam be con-
trolled by proper manipulation of these weights. 
III. Derivation of Modified Density Equation 
We can assume that the density variation with height is 
given by the NASA adiabatic model which is valid below the 
tropopause. This model is
1 
e	 +	
(6) 
where the parameters are 
e = surface density (slugs/ft3) 
T0	 surface temperature (°R) 
T' = adiabatic lapse rate (°R/ft) 
= ratio of specific heats 
y = height above the surface (ft) 
Instead of using y as the independent variable, let us 
define the quantity X as 
	
XH - y	 (7) 
where H is a reference height above the surface of Mars. With 
y less than H we can now get the density as a function of X as 
shown below
1 
= co{' +	 (H - x))	 (8) To
F1 
8 
1 
Introducing a scale factor of the form (N)r-1 into the

	
first factor and 	 1- into the second factor of equation 
(N) V-1 
with;. some r algebraic manipulation 
	
f =	
(N)?( 
+ TN	
(9) 
Now letting
1 
In e0(N) 
1 
b =	 T 
V H 
c=N 
X  
IT 
equation (9) can be written as 
e = e a	 + c(l - x)) b
	
(10) 
or using natural logarithms as 
t1 
A n	 a + bn	 -I- c(l - x)J 
with a,b, and c dimensionless parameters to by tracked. 
We notice that we are now tracking the parameters with 
respect to an increasing variable x, i.e. we are now tracking 
the parameters in the direction of travel. 
IV. Development of Plant and Model Equations Scheme 
A.	 Introduction to Scheme 
From the statement of the problem we can see that
(11)
an adaptive control system that will track the parameters 
of the density equation is a solution to the problem. It 
is this type of scheme which will be developed. 
Knowing that we wish to adjust parameters of a model 
suggests that we use a model-reference method of adaptive 
control. From the diagram of such a system given in Figure 2 
we
Parameter Variations 
MODEL 
MODEL J—UTPT
±ERROR 4DJUSTER 
PLANT PLANT 
OUTPUT 
Figure 2 
can see that what happens with this method is that an 
input, in this case altitude, is fed into both the model 
of the density equation and into the plant or the actual 
physical process relating the density to the height 
above the surface. The outputs of both blocks are com-
pared and an error signal is generated. This error signal 
is then used to correct or to update the parameters in 
the model of the system until the model parameters 
approach those of the plant and the error signal is 
minimized toward zero.
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B.	 Equations for Plant and Model 
Using equation 1Q as the reference or plant in the 
model-reference scheme referred to above suggests that we 
--the - density - as- béld 
P =e
A	 1+
	 (12) 
where A. B. and C are to be corrected until they approach 
a, b, and c respectively. We modify the parameters of the 
model because we have direct information about them, 
whereas we cannot obtain the parameters of the plant 
directly. 
The above equations (10) and (12) are somewhat 
cumbersome to work with in the exponential form. They 
can be made easier to handle by taking the natural log of 
both giving
z= An	 = a + b Xn kN + c(l-x)) Plant
(13) 
and
Z In P = A + B An ( + C(l-x)) Model
(14) 
We now see that the model will be a true representation 
of the plant if A = a, B = b, and C	 c. The error is 
defined as the difference between Z and z or 
e=z - z	 (15)
11 
This can be represented by Figure 3. 
I
Figure 3 
In this system we want to correct A, B, and C based on 
the error generated. By making this error as small as 
possible we can use the values A, B, and C from the 
model to predict the density continuously until touch-
down. The adjusting mechanism must adjust A, B, and C 
to track a, b, and c based on the error between the 
output of the model and the physical relationship 
between the density and altitude. 
In the physical system onboard, the input x will 
be fed into a model which gives the structure or form 
of the physical relationship between density and height 
above the Mars surface. The output of this model will 
then be compared with the output of the actual plant 
or the real atmosphere. That is .n P will be compared 
with n P. We cannot obtain directly the relationship 
between density and height above the surface but we can
12 
•	 get a density for each height we feed into the model. 
The two outputs are then compared and an error 
signal is generated. This signal is then fed into an 
that can track the párametèrs AB ----
and C and the error as functions of x. This mechanism 
should be able to find discrete changes in A, B, C, and 
c for discrete changes in x and correct A, B, and C in 
the model. This would give us
Anew old +4A 
Bnew Bold + LB 
Cnew=Cold +Ac
(16) 
where 4A, AB, and AC are found from the adjusting 
mechanism equations. 
V.	 Discrete Case Adjusting Mechanism Equations 
The above stated that the parameters A, B, and C 
would have to be adjusted until a zero error was gener-
ated.
Recall that the error was defined as 
(	 A	 B(n ( + C(l -x} - {a + bin( + c (1x))]
	 (17) 
or based on the measured density 
(= A + BRn (1 + C(1-x)) - In	 (18) 
Since we are looking for a zero error operating 
13 
state, we want parameters A, B, and C such that 
0= A + B ,n ( + C(l-x)) - 2n 	 (19) 
--
-Equation (19)-is- clearly a function of A-B,----and--c---oniy--------
for fixed x. Taking three such x's, i.e. x 	 x 1 , and
Xn+2, and writing three equations similar to equation 
(19) we now get
1 
o = A + B.n (N + C (l-x)) - ,n	 n	 (20) 
	
O = A + BR  ( + C (l-x)) - in rn+l	 (21) 
o = A + B.n (1 + C (1-.x	 )) -	 n 
rn+2	
(22) 
N	 n+2 
where the en' Pn-i-i' and 
Fn+2 
correspond to the density 
at x,	 and xn+2 respectively. 
Equations (20), (21), and (22) are non-linear in A, 
B, and C. Using a standard technique for the solution 
of simultaneous non-linear equations we expand these three 
equations about some initial values, A 	 , B	 , and C 
	
n-i	 n-i	 n-1 
by a Taylor Series expansion and keep only first order 
terms' 6 Doing this, and noticing that 
Ani + Bni n	 + Cfl l('-xfl))-	 =En 
A 1
 + Bnl n (1 
WT 
 + C1(l_x+i))_ A n- 
A	 + B	 An (1 + C+1(l-x+2))- '	 fn-I-1 E n+2 n-i	 n-i	 N
where £, n+l, and En+2 are the errors at x, 
-and Xn+2 due to the differences in the assumed values of 
A, B, and C and the actual parameters needed for the zero 
error operating state. Also defining 
A - A_ 1	 (A_1 an approximation to A 
when x x_1) 
4B	 B - B ...1	 (B-i= an approximation to B 
when x Xn_l) 
: c -	 (C_1= an approximation to C 
when x = Xn...l) 
We can get 
&A4	 (•& C.h..)(1?')) . 	 (23) 
+ 
-1A	 _ 	 (24) 
j+ C •t '+.) 
(ii t CVI,% (I-X4)tc1 (25) 
These equations are now linear in AA, AB, and AC 
and can be solved by Cramer's Rule for AA, 8B, and 4C. 
Before doing this however, we examine the determinate of 
this system of equations. We see that the determinate is 
nearly singular for small differences between the x's. 
In the original problem of updating the parameters 
of the density equation, we wish to have new, corrected 
values of the parameters early in the descent through 
the atmosphere. To do this we need to take readings as 
rapidly as possible which of course calls for a small
14 
difference in the x's. This places the x's in the deter-
minate very close together and the determinate becomes 
nearly singular and the system of equations cannot be 
_s1ved 
If we go back to equations (23), (27), and (25) and 
now take , the difference between (23) and (27), we get 
'613 J j-C B,4_ Xi4+i	 -	 1(26) 
C (i-x)	 cCt-c. KI 
and working likewise with equations . (24) and (25), we get 
15 
r 
tJ+c_% [,)ltL +CLiX 
It can be shown that if we use equal 
and (27) we still get a determinate that
-	 tXn#i
7 
e 4 - £14+7 
:ions (23), (26), 
is very nearly 
singular for small A x. We therefore try taking the 
difference between equations (26) and (27) getting 
:(4t.c_I 1t-)}( + c11U- c)}%1+ 
fi+ CK- 1 0 - 
Lc %'-1	 I-)cw-z - iU-+)  1L
-c.	 iCb..%1( )c,) (28) 
1 S4L	 S4-I Ch
Let us define:
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xE nx 
x 1	 (n+l)x 
(n+2) 8x 
we can get from equations (23), (26), and (28) the follow-
ing three equations 
A. t A$ 1 [i tC(i4x)]AC	
B_-n) 
N C 1	 V1 ts X) 
-(29) 
i - 
___ 	 ]	 - - 
AZL 
C8 If.L + n ax)] -	 k C	 (1 — CV%6-04b;0j1	 V1 Y141 
- ?.C-	 --I	 t4 
- [C_1 (i-vA4k F C(i- (v+l)At)(	 c,U( 
1 C	
-	
- 
€ 7 (31) 
With equations (29), (30), and (31) the determinate of 
the system is no longer singular and thus one can use 
Cramer's Rule to solve those three equations for A A, AB, 
'SC.
The scheme that has been introduced above to update 
the atmospheric parameters is deterministic, i.e. it 
uses three equations to solve for three unknowns. 
Unfortunately this type of scheme is very sensitive to 
measurement errors. It is therefore thought desirable to
17 
-	
modify that scheme so as to minimize the effect of 
measurement errors on it. The most common way to attack 
a problem of this sort is through a statistical approach. 
:This: section concerns itself with the application. of i= 
statistical principles to the problem of minimizing the 
effect of measurement errors on our prediction of the 
model parameters. 
VI. Statistical Adjusting Mechanism Equations 
Commonly there are three major approaches to this 
problem. The method of least squares fitting of data is 
quite common and straight forward however it's accuracy 
decreases with decreasing number of data points. In this 
problem we desire a solution rapidly and hence cannot 
afford to take many data readings between updatings of the 
equation parameters. 
Another common technique is that of Linear Filtering 
and Prediction theory8 ' 9 . This solution is by no means 
straight forward and becomes even more complex than usual 
if the equation relating the parameters to the measured 
quantity is dependent on an independent variable as is in 
our system of equation. This type of solution would 
require more computation time between updatings as well as 
a larger computational facility. Neither of these 
requirements is advantageous to our problem solution. 
It however has the advantage that the weighting matrix is 
self correcting between iterations. Also this is more
adaptable to differential equations. 
The third method is the method of maximum likeli-
hood. There are two approaches to the use of this 
method. One approach utilizes redudant measurements of 
10,11 
measured quantities to get estimates of the parameters. 
The other approach uses the measurement of an additional 
measurable quantity that is a function of the known 
12 
parameters. 
It can be shown that if the measured quantities are 
assumed to come from normal populations and if further 
- assumed statistically independent this method reduces to 
the problem of finding a least squares fit for 4A, AB, 
and A C. 
Initial testing showed that the maximum likelihood 
schemes failed once measurement errors were introduced 
into the system. 
After testing other schemes that don't seem to work 
we go back and take another look at the least-squares 
method. We notice that the problem is in the need for 
a large number of data points between updatings. This 
problem can be eliminated by fitting a least-squares 
curve to all the available data points at the time of the 
fit. That is we fit the curve to say 12 data points, then 
18 
using the next data point fit the curveto 13 data points, etc. until
all data points have been fit adding a data point con-
tinually until touchdown. This way we can have an on-line 
fitting yet still have the large number of data points at 
each fitting. 
A.	 Derivation of Modified On-line Least Square Equation 
In this section we will assume that we have a function 
of the form
yi = f (x i ) a, b, c)
	
(32) 
were for our case this is 
,Pn = a + b	 n ( + C( 1 -x ))	 (33) 
The form given in Equation (32) is used to simplify the 
derivation. In Equation (32) it is desired to determine 
the parameters a, b, and c from a set of data of the form: 
= F (x.)
	
(34) 
That is, for every height we can get a measurement of the 
actual density, which may or may not include noise. In 
this derivation we assume that the measurement Yiincludes 
gaussian noise; hence we now desire the "best" estimate 
of the parameters a, b and c. 
A least squares approach is used to solve the problem 
applying modifications originally introduced by LevenbergB 
14 
and Hartley .
19 
21 
We first define
n 
s(a,b,c)
	
Wi [-Y + f (x.,a,b,c)] 2 (35) 
..wherthea,b and car  the	 ired and are 
statistical weights which take into account the relative 
accuracy of the instrument used to measure the yi at each 
X.. Unfortunately the function f(x 1 ,a,b,c) is non-linear 
and hence is difficult to solve for the true a, b and c. 
To overcome this difficulty we take a Taylor series 
expansion of f(x,a,b,c) about some initial estimated 
values A, B and C. Doing this and letting S .(a,b,c) be 
the approximation to s(a,b,c) we get 
n 
S(a,b,c) tij-X 	 xIQlb:c)f4Ac]2(36) Do.	 a6	 ZO Ci=l 
where the A a, Ab and Ac represent the difference 
between the true and estimated value of the parameters. 
The partial derivatives are evaluated using the estimated 
parameter values. The upper limit on the summation in 
Equations (35) and (36) represents the number of data 
points to be fit. Equation (36) is now linear in Aa, Ab 
and	 c and can be solved for the change in parameters 
needed to minimize the sum of the squares. 
The standard least squares approach attempts to 
minimize Equation (36) by taking the partial derivations 
of Equation (36) with respect to the parameters a, b, and 
c. These derivatives are then set equal to zero and then
solved for the incremental changes 4a, 4b and 4c 
needed to correct the estimated values A, B and C towards 
the true a, b, and c.
 incremental
 
are too large in magnitude and "overshoot" the desired 
solution values thus delaying the convergence of A, B and 
C to the true values sought. These large changes also 
affect the linearity assumption used in the Taylor series 
expansion in the formulation of Equation (36). 
We can eliminate this problem of large parameter 
changes if instead of minimizing Equation (36) we minimize 
J(,b,c) = S(a,b,c) + Ot (Aa) 2 + (Ab) 2 +
(37) 
where the S(a,b,c) has previously been defined. The ve, 
and e are positive weights expressing the relative 
value of minimizing each parameter change as well as 
indicating the relative importance of minimizing the sum of 
the squares versus the incremental change in the para-
meters. Minimizing Equation (37) forces the parameter 
changes to be small. 
We can now use the previously mentioned technique 
to find the minimum of Equation (37). That is we take 
the partial derivatives of Equation (37) with respect 
to each of the parameters a, b, and c and set them equal 
to zero. Doing this gives us
22 
226 
= +	 2 cc	 a	 =	 0 
=+ 2	 Ab	 =	 0 
+	 2	 Ac	 =	 0 
where
(38)
(39)
(40)  
Z1-Y +	 a,b1c.)4	 'Ao.t .-Abt	 L	 S.'C. A.	 (41) 
s	
-'Aq+ &A (42) 
2 5- ^_ YZ -'ô	 -AGI1L, (43) c. ) C_ 
with w set equal to 1. In Equation (41), (42) and (43) 
it should be noted that in our case 
= 1	 (44) 
= 1e (N + C(1-x)	 (45) 
=	 B(l-x1)	 (46) 
ac	 1 + C(1-x) 
N 
The above partial derivatives are valuated for each 
using the (n-l) value of A, B, C for n data points. 
This is equivalent to updating the partial derivative 
for each interval. 
Substituting equations (41), (42) and (43) into 
Equation (38), (39), and (34) respectively we can get 
with some rearrangement a system of equations similiar 
to what Levenberg refers. to as the "damped normal 
equation".
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These equations are shown below with y i represent-
ing f(x1 , A,B,C) 
4. r	 (&)ti PI Ab +[2(');)	 ç1-)	 (48) 
	
[ (x)J + £ ()()JM ^(rt.r1	 JYL.- ezi
where it should be noted that all the partial derivatives 
are evaluated for the estimated parameter values. For 
our case they are as given in Equations (44), (45) and 
(46). Mention is also made at this time of the fact that 
at each data point they are reevaluated using the latest 
estimates of the true parameter values, i.e. the values 
of A, B and C found at the (n-l)th interval are used to 
find the nth value of the parameters. In this way the 
adjusting mechanism equations are adaptive in that they 
use the latest parameter estimates in obtaining the •new 
values-for the parameter changes. This set of equations 
requires storage of only the .Pn p in an ordered 
sequence. All other values are recalculated and take 
minimum storage requirements in the onboard computer. 
Equations (47), (48) and (49) can be written in a
more compact form if we let 
a1=a	
- 
a2 =b 
r:_nn-_3	 - - 3 nr:c	 -r------- - 
and then define an element of a matrix 'J' by the follow- 
ing.
(for j	 k) 
-	 (for j = k) I 
with the elements of column vectors 1a and 	 e given
by
	
=	 -	 j = 1,2,3 
A 	i
	
=	 (Y - y)^_h j =1,2,3
aj 
i=l 
Using the above definitions Equations (47), (48) and 
(49) can be combined and written as 
	
6 1P	 (50) 
Equation (50) can now be solved by straightforward 
matrix algebra once the ( , and Y are known. That 
is to say that the parameter changes are a function of 
the weights and also because S(a,b,c) is a function of 
the parameter changes it is an implicit function of the 
weights. 
The determination of the optimal weights is left as 
a task for future research. Examples showing the effect 
of varying the weights are discussed in the section on
24 
25 
numerical results. 
B.	 Improvement of Parameter Changes by Weighted Step Sizes 
Once the step size is determined for all of the para-
the.para-
meter values will not minimize Equation (35). It can be 
shown14 that the sum of the squares is a function of the 
step size taken to update the parameters, that is to say 
if
	
A.	 i = A	 + 
	
1	 -'l	 1 
where A. is the updated parameter value, A. 1
 is the 
previous value Aa i is the parameter step obtained from 
the solution to Equation (50), and r is a number from 0 
to 1, then the sum of the squares is a function of V. 
It is now clear that the Vshould be chosen so as to 
minimize the sum of the squares for each fiRed set of 
parameter changes. One way of obtaining this if is to 
choose three trial values of V from 0 to 1, solve Equation 
(35) for the sum of the squares at these three points, 
fit a parabula to these three points and then solve for 
the Vwhich minimizes the parabolic function 
14 
as shown 
in Figure 4.
(51)
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If the three points are chosen as shown in the 
above Figure, i.e. 0, 1/2 and 1, and the sum of the 
squares at each respectively called s(o), s(1/2) and s(l), 
then it is easily found through ordinary calculus that 
s(o' - sC.:) j, = 1. $ . [50 . L5('It)+SC.J) .1	 (52) a 
with the restraint that 0 	 7Tmin	 1. 
Therefore the ideal updated parameters are obtained 
from -
A =	 + 'min	 a	 (53) 
where the A ai is obtained from Equation (50). The 
values obtained from Equation (53) limit the overshoot 
of the updated parameters while minimizing the standard 
sum of the squares.
Curve I in Figure 4 shows the minimum value occur-
ring in the 0 to 1 interval and hence no problem is dis-
covered in applying Equation (53). On the other hand, 
CurveII-has--a-minimum outside -the 0 to -1 interval. 
this case the value of '1 is set equal to 1. If the 
minimizing V had been negative, v . would have been mm 
set equal to zero.	 V 
With these special cases taken care of Equation 
(53) can now be applied for all v. 
VII. Numerical Testing of Adjusting Mechanism Equations 
Before developing this adjusting mechanism it would 
be best to mathematically investigate this scheme to see 
if it will do what we claim of it. To perform this test 
we will have to solve the adjusting mechanism equations. 
They can be solved numerically on a digital computer 
where the a, b, and c will be some assumed actual atmos-
pheric parameters and the initial values for A, B and C 
will be the design parameters and used by NASA. -This 
program should also be able to be used to test the 
stability of the system as a function of the scale factor 
N to be used in the solution. 
If this scheme is able to adjust the values of A, B 
and C from the initial values to the values of a, b, and 
c we will say that the scheme works.
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Presently, NASA is using a VM-8 atmospheric model 
(corresponding to a surface pressure of 5mb.) for refer-
ence trajectory computations. We will therefore use the 
atmosphere to calculate - the initial 
values of the model parameters. The values of the atmos- 
pheric properties used for this model are4
ro = 2.56 x lO	 slugs/ft3 
r = -2.96 °R/1000 ft. 
T =360°R 0
=1.37 
We will assume for this example that when the vehicle 
reaches Mars it encounters an actual atmosphere which is 
represented by the VM-4 atmospheric properties (corres-
ponding to a 10 mb. surface pressure) given below4 
ro = 4.98 x 10 5 slugs/ft 
= - 3.21 °R/1000 ft. 
T0
 =360°R 
= 1.43 
A reference height of 61,000 ft. was chosen because this 
is the height of the tropopause height of the design 
atmosphere. 
Using these values, and a scale factor of 1 , we get 
the initial model parameters A 0 , B0 , and C0 as 
A0 = - 10.572918 
B0
 =	 2.702702
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C = -0.50155 0 
and the actual atmospheric parameters are then 
a = -9.907495  
b = 2.325581 
c = -0.543916 
We wish to allow for one hundred readings between 
the reference height and the Mars surface. Therefore we 
will use a dimensional step-size of 610 ft. Using this 
value as well as the scale factor of 1 and the 61,000 ft. 
reference height we get that the scaled A x will be 
equal to .01 as seen directly from the derivation of the 
density model. 
A. Discrete System 
Instead of solving equations (29), (30), and (31), 
by Cramer's Rule, we apply it first to equations (30), 
and (31). We then solve for A B and AC first and then 
substitute these values into equation (29) to solve for 
4 A. This is a somewhat easier operation and requires 
less computational time. 
Also because 
In (1 +S)	 S. 
for small I we can write 
(1
Ax	 (54) 
I- C1(J-I1A
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and 
1I	 t	 t 
_.zlI-	
-2, I •.	 41, C1-,_	 (55) 
-	
C,1 Lf_c^1)AJ	 t 
Now using equations (53) and (54) in equations (30) 
and (31) and at the same time dividing equation (30) by 
6x and (31) by Ax we can.get
I,'-, 
aft -	 I + AC 1wK±	 ( 1 c..1 (i—'x)
= CChh#:J 
I.	 4 
I
ti
 
C" -1 (I- +I)ôic) 
for which the determinate is clearly not singular. 
It is noted that the right hand side of Equations (56) 
and (57) represent the first and second derivatives of e 
with respect to x. Thus the problem mentioned earlier 
that if £ is noisy the scheme fails because taking the 
derivative of a noisy variably magnifies the noise and 
leads to unstable situations. 
The AB and AC obtained from equations (56) and

(57) will not be the actual 4B and AC needed to correct 
the B
n-1	 n-1 
and C
	
to the values which are the solutions 
of equations (20), (21), and (22). They will only be 
approximations to the actual AB and AC needed. The 
values obtained will have to be used to generate new
30 
(56) 
t C, Ct-i	 )fl. fCU- Lit1)jjtc(1-Ci+l)1x)J
r--' - £-E- 
(57) 
L	
=	
.1
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1
	
	
approximations to the solution and a repetitive scheme 
will be used to solve for the A. B. and C needed to 
operate with a zero error. The scheme will be repeated, 
--
	
	
.The. approxi.__ 
mations for AB and 4C will be used to get new approxi-
mations to AA from equation (20) which can be written 
in the form 
A	 4c[ 4C (I
	
] (58) 
New approximations to A, B, and C will be found 
each time from equation (16) given in-a more accurate 
form as 
An 	 +A
n-el 
B = B_ 1 + AB	 (59) 
C n =Cn-i +Ac 
It is now possible to compute the values for A A, 
4B, and AC from equations (56), (57), and (58). New 
values for the design parameters A, B, and C are then 
determined by equation (59). 
The results obtained with this scheme are plotted 
in Figure 5. 
B. Statistical case 
Testing of the statistical equations used the same 
scale factor, reference height, and step-size as the
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discrete case. The numerical results of the last 
scheme discussed in the statistical section are plotted 
in Figures 6,7,8 and 9. 
Noise is introduced into the system by a Monte Carlo 
simulation of errors on the measured quantities. Random 
normal deviates from a standard normal population are 
read in as data. These are then corrected to correspond 
to random deviates of the assumed populations of each 
measured quantity. (See Appendix A) 
Errors are independently introduced into each measure-
ment of p . This corresponds to a statistically independ-
ent set of measurements. 
VIII.Results and Discussion of Results 
A. Discrete Case 
The A0 , B0 , and C0 in Figure 5 are the initial design 
values given previously. The a, b, and c in this figure 
are the values corresponding to the parameters of the 
actual atmosphere. From the plots of A, B, and C versus 
the index n, it is seen that the values of the model are 
essentially equal to those of the plant after three 
iterations. Numerical results showed that the model 
parameters are exactly equal to the plant parameters after 
six iterations. The error at the next point caused by
Co 
U) 
CO 
a) 
4-) 
U) 
Cci 
cci
the difference between the plant and the updated model 
parameters was also calculated. It was found that 
= 1.06 x104. 
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Fig.5 
The plots show that the scheme works very well. It 
can be seen that the parameters of the model converge 
rapidly to the desired true values and then stay at these 
values. 
VIII.B. Statistical Case 
Results plotted in Figure 6 show that the scheme 
does converge to the desired final values rapidly if no 
measurement errors are present. Introduction of these 
errors in the manner previously mentioned causes the 
system to converge slightly slower as seen in that Figure.
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Another result of this research is the conclusion 
that the relative value of minimizing the sum of the 
squares versus minimizing the parameter changes is not 
as suggested by Levenberg. This is seen in Figure 7. 
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Levenberg assumes large weights on the parameter 
changes, whereas the author assumes small weights. Small 
weights indicate that the prime concern is the minimization 
----------------of -the sum of- the squares with only- a minor cons traint--on 
the-size of the parameter changes. 
Figure 8 shows the advantage of not using equal para-
meter weights as suggested by Levenberg. By wisely 
choosing the weights we can in effect dampen the response 
of each parameter separately. 
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The final result in this section is the observation 
- that increasing the standard deviation of the sampled 
density causes sharper peaks in the response of the 
parameter changes as shown in Figure 9. 
Cz
A 01—F 
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36 
90	 100 
Fig. 9 
This indicates that we can eliminate this problem by 
proper choice of weights •,	 , and b4 . We would 
again dampen the response. 
This result indicates that it might be possible to 
develop a scheme to continuously update the parameter 
weights to give optimal response of the parameters.
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APPENDIX A 
Notes on the Monte Carlo Simulation of Measurement 
Errors.7 
The probability density function of a gausion 
population is 
I	 I I	 (1A) 
where ,q is the mean of the population, z a dummy 
variable of integration, d' the population standard 
deviation, and 2' is the random variable. 
For a normal population this reduces to 
	
p(g) 
=	
(2A) 
because for a normal population .4 = 0, and the standard 
deviation is defined to be 1. In Equation (2A) I is the 
normalized Random variable. 
In a Monte Carlo simulation random numbers from 0 
to 1 are set equal to p( ) and then equation (2A) is 
solved for the I for which the following holds 
I	 f _a/ 
	
-	
(3A) 
where RN designates the random number. The I thus 
obtained are called random normal deviates. These 
numbers then can be used to simulate the measurement of a 
gaussion population of known mean and standard deviation. 
The random variable for a normalized population can
be written as
C 
From Equation (4A) we can get that the random deviate for 
the true population is
(5A) 
Now if the standard deviation is normalized, i.e., given 
as a percentage. It can be dimensionalized by multiplying 
that dimensionless number by the population mean giving 
9.	 (6A) 
where 6 is a normalized standard deviation. 
Therefore using (6A) in (5A) we can get 
E	 (rtI)M	 (7A) 
where for our example for each data point 
true density 
and	 .	 /h 	 .	 = measured density. I' 
It should be noted that if the measurement is

noiseless, i.e.	 0 then the measured value equals the 
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(4A) 
true value.
