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Hu and Guifré Vidal. The idea for the project and most of its advances came during con-




The study of the ground states of local Hamiltonians in quantum many-body and
quantum field theoretic systems is a source of many research problems of great complexity.
Almost in its entirety, this thesis deals with constructions related to the field of tensor net-
works, which are efficient parametrizations of mathematical objects from quantum many-
body theory (such as quantum states and operators) that exploit our knowledge of their
entanglement structures in order to obtain improvements in our computational abilities.
In the past decade, the new research program of continuous tensor networks has arisen
with the goal of reproducing, in the setting of quantum field theory, the success that tensor
network techniques have enjoyed on the lattice.
First, we present a number of results from research performed on non-interacting ex-
amples of the Continuous Multiscale Entanglement Renormalization Ansatz, or cMERA,
a continuous tensor network that provides a variational wavefunctional for a quantum field
theoretic ground state. Initially, we study the correlations and entanglement structure of
cMERA states, providing evidence that such states can be interpreted as UV regularized
versions of the physical states they approximate. After that, we study what modifications
of the formalism are necessary in order to consider systems with gauge symmetry, or in
the presence of boundaries and defects. We obtain prescriptions for the treatment of these
cases which, we expect, may also hold in the interacting setting.
We then abandon briefly the area of continuous tensor networks to present a piece of
research within a different though related research program: that of the study of man-
ifestations of universal emergent behaviour in critical lattice systems. In particular we
bring attention to the existence of an approximate representation of the Virasoro algebra
supported on the eigenvectors of the reduced density matrices of critical lattice systems.
We call this the entanglement algebra, and study its accuracy in the particular case of the
Ising model.
Lastly, we present a proposal for a continuous version of the Tensor Network Renor-
malization (TNR) algorithm, which we dub continuous TNR, or cTNR. cTNR operates on
UV regularized classical partition functions or quantum Euclidean path integrals, and gen-
erates a real-space renormalization group flow via continuous coarse-graining and rescaling
operations. We show that a UV regularized version of the free boson path integral can be
made a fixed point of such a renormalization flow, in a way that allows for recovery of the
conformal data associated to the free boson conformal field theory.
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This chapter’s goal: In this chapter we give a general overview and motivation
of the contents of the thesis, and we review some background concepts.
1.1 This thesis: what to expect
Quantum many-body systems and their emergent behaviours, as objects of study, are
prodigal with great computational challenges. These are rooted in the fact that the scaling
of computational resources required to näıvely simulate them is exponential with the system
size, hence becoming unmanageable already for sizes much smaller than those of physical
interest. In tackling this problem, an understanding of the entanglement structure of the
quantum states of interest, mostly ground states of local Hamiltonians, has become one of
our most important assets. Indeed, in addition to being a concept of undeniable theoretical
value, entanglement has the potential to guide new advancements in the efficient simulation
of such systems.
The present thesis fits within the general program we just described. Most of its con-
tents are in particular aligned with the field of tensor networks, one of the most paradig-
matic research avenues exploiting knowledge about entanglement to improve our com-
putational capabilities. Additionally, we will also devote some time to the discussion of
entanglement structures in critical lattice systems.
Tensor networks provide computationally efficient ways to parametrize and manipu-
late the mathematical objects involved in the quantum many-body problem, most notably
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quantum states. In its now almost three decades of existence, the field of tensor networks
has grown and evolved, jumping from its initially restricted playground of numerical simu-
lations to become a useful tool also in theoretical analyses, its applications ranging from
condensed matter physics and materials science to quantum chemistry, machine learning
or even quantum gravity. Tensor networks have played an important role in the study
of entanglement structures and real space renormalization group flows in quantum lattice
systems in the past, and new methods based on them keep being developed, e.g. to ad-
dress the simulation of lattice gauge theories in regimes outside the reach of Monte Carlo
numerics, or to understand and classify topological phases of matter.
About a decade ago, the tensor network community began the pursuit of a new quest,
namely the application of tensor network techniques in a quantum field theoretic setting.
Quantum field theory (QFT), as opposed to lattice models, presents continuous degrees
of freedom and symmetries, and is regarded as our best current description of the micro-
scopic physics of the Universe, at least as an effective theory up to scales where quantum
gravitational effects become relevant. Its applications range today from particle physics
to condensed matter, and despite its ubiquity, much is still to be achieved in terms of our
computational abilities. A lot of our current knowledge of strongly correlated regimes,
where perturbation theory breaks, comes from the use of lattice discretization as a UV
regulator of the theory at hand. The research program of continuous tensor networks was
thus born with the aim of importing what was learned via tensor networks about discrete
lattice models to the continuum of QFT.
Here we will focus on a particular subset of continuous tensor network constructions,
the continuous multiscale entanglement renormalization ansatz (cMERA), and continu-
ous tensor network renormalization (cTNR). Unsurprisingly from their names, both have
strong ties to the renormalization group (RG): cMERA is a variational class of ansatz
wavefunctionals for quantum field theoretic states that includes explicit information about
the RG flow of the state; while cTNR is a proposed scheme that implements a real space
RG flow on continuous tensor network representations of classical partition functions or
Euclidean path integrals.
This thesis is organized as follows: in Chapters 2-5 we occupy ourselves with the
cMERA. We introduce the cMERA class, along with the necessary background, in Chapter
2, and devote Chapter 3 to understanding the entanglement structure of cMERA wavefunc-
tionals. Chapters 4 and 5 respectively explore the modifications required by the cMERA
formalism in the presence of gauge symmetry and of boundaries and defects. After that,
Chapter 6 serves as an interlude where we return to the discretuum and explore a phe-
nomenon that, while somewhat further from the main line of the thesis, shares important
conceptual ties with it: the emergence of universal entanglement structures in critical lat-
2
tice systems. Finally, in Chapter 7 we return to the realm of continuous tensor networks
to introduce and discuss the cTNR proposal. We then conclude with a brief epilogue.
For the rest of this chapter, we would like to compile a few introductory concepts that
either provide background to motivate the research carried out in this thesis or will be
directly used in subsequent chapters. That said, we have mostly tried to keep important
explanations until the moment they are about to become relevant, so the reader should
not expect to be constantly referring back to this chapter while reading of the rest of
the thesis. In Section 1.2 we introduce (discrete) tensor networks. While we will not be
working with them, they provide the main motivation and starting point for most of the
research presented below. Section 1.3 provides a first introduction to continuous tensor
networks. Finally, Section 1.4 introduces a few conformal field theory (CFT) concepts that
will later come in handy when addressing critical theories both in the continuum and on
the lattice.
1.2 Tensor networks
When talking about tensor networks, the word tensor is used in the sense of multilin-
ear algebra, that is, to describe a potentially multidimensional array of (for our pur-
poses complex) numbers. More precisely, given a set of N natural numbers d1, . . . , dN ,
a (d1, . . . , dN)-dimensional tensor T is an element of the tensor product vector space
T ∈ Cd1 ⊗ . . .⊗ CdN . (1.1)
The components of the tensor are denoted in the usual way via indices
Ti1...iN ij = 1, . . . , dj j = 1, . . . , N. (1.2)
We call N the rank of the tensor. Tensors of rank 0, 1 and 2 are easily identified as,
respectively, scalars, d1-dimensional vectors and d1 × d2 dimensional matrices.
Tensors arise naturally when working with vector spaces which have a tensor factor-
ization. Indeed, given an element of such a vector space, its coefficients with respect to a
tensor product basis can be expressed as a tensor. This is the case, for instance, of the
wavefunction |ψ〉 of an N -particle quantum system, since the axioms of quantum mechanics
state
|ψ〉 ∈ H1 ⊗ . . .⊗HN (1.3)
3
where Hj denotes the Hilbert space of states of the j-th particle. Indeed, fixing a basis




Ti1...iN |i1 . . . iN〉 (1.4)
where each index ij takes values in the corresponding range 1, . . . , dj. The component
Ti1...iN is thus nothing but the coefficient of the basis vector |i1 . . . in〉 in the basis expansion
of |ψ〉.
The field of tensor networks benefits from a particularly handy diagrammatic notation,
the Penrose notation, that represents tensors as polygons or circles with legs attached to
them, each representing one index of the tensor:
Due to this notation, a tensor of rank N is sometimes referred to as an N-legged tensor.
Tensor contraction is an operation that generalizes matrix multiplication. It produces
an output tensor out of two input tensors by summing over one of their indices, and it is
represented diagrammatically by joining the corresponding legs of the tensors, for example:
Most common operations in linear algebra are tensor contractions of some kind, e.g. taking
a trace, or acting a matrix on a vector:
.
A tensor network represents a tensor as the result of multiple contractions of lower
dimensional tensors. In quantum many-body theory, the paradigmatic example is the ma-
trix product state (MPS) [6], a tensor network representation for a state of a 1-dimensional
quantum many-body system, following (1.4), given by
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The contracted legs of this network are usually called virtual legs or bonds and the uncon-
tracted ones, labeled i1, . . . , iN , are called physical legs, since each of them is associated to
the Hilbert space Hj of one of the physical degrees of freedom.
The example of the MPS will help us present one of the initial applications of tensor
networks: as efficient parametrizations of very high-dimensional objects. Note that the
MPS is composed of two- and three-legged tensors
where we assume that the dimensions of each index are fixed: we call d the physical bond
dimension and D the virtual bond dimension. In general, any quantum state of N qudits
(degrees of freedom whose local Hilbert space dimension is d) on a line can be written as an
MPS. However, generic states require the virtual bond dimension D to grow exponentially
with N . Parameter counting provides an intuitive explanation for this fact. The number
of parameters of a generic wavefunction in the many-body Hilbert space is dN , that is,
it grows exponentially with the number of degrees of freedom. On the other hand, the
number of parameters in the MPS tensor network is just (N − 2)dD2 + 2dD, where the
first term is the contribution from the three-legged tensors, and the second that of the
two-legged tensors. This amount is linear in N .
Turning this argument around, we conclude that an MPS with fixed bond dimension D
will not be able to represent arbitrary tensors, i.e., arbitrary states in the Hilbert space of
the qudit chain, but only a particular subclass of them, which on the other hand only need
a number of parameters linear in N to be specified. This would not be at all interesting
were it not for the fact that the particular subclass that can be described by MPS is
actually physically relevant. Indeed, the states that are expressible as MPS happen to be
those that satisfy an area law 1, and are therefore lowly entangled. There is a (positive)
1A many-body quantum state satisfies the area law if the entanglement entropy of a spatial region R
scales as the area of the boundary of R. In one spatial dimension, this translates to the fact that the
entanglement entropy of an interval saturates to a constant value independent of its length as we consider
longer and longer intervals. Area-law states display a low amount of entanglement in comparison with
generic states from the many-body Hilbert space. Indeed, a typical many-body state will satisfy a volume
law, that is, the entanglement entropy of R will grow as the volume of R (in the one dimensional case, the
entanglement entropy of an interval will scale proportionally to its length).
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Figure 1.1: Top left: a matrix product operator (MPO). Top right: an infinite MPS.
Bottom left: a periodic MPS. Bottom right: a two-dimensional PEPS.
correlation between how entangled a state is, and how big the bond dimension D necessary
to represent it as an MPS is. This connection can be made precise, but intuitively we can
already appreciate that the family of MPS with lowest bond dimension, D = 1, corresponds
exactly with the family of product states, those which have no entanglement between
different degrees of freedom.
Luckily for us, ground states of gapped Hamiltonians belong to this category of low
entanglement states, which makes MPS useful tools to describe them with linearly (as
opposed to exponentially) many parameters. With time, MPS techniques have grown to
become an indispensable tool with abundant and diverse applications. Figure 1.1 shows
a few tensor networks from the family of the MPS. A related tensor network, the matrix
product operator (MPO), can be used to describe operators acting on the states of the
qudit chain. The tensor network can also be given periodic boundary conditions (periodic
MPS), and if the qudit chain is infinite, but translation invariant, we can use an analogous
formalism based on the iMPS (infinite MPS), which just assumes that the tensors of the
MPS continue on forever, to describe states in the thermodynamic limit with finitely many
parameters. In higher dimensions, MPS are replaced by projected entangled pair states
(PEPS) [7] which have a similar structure, but are significantly harder to work with, both
from the computational complexity and the analytical points of view.
However, not all one-dimensional quantum states of interest have the entanglement
structure that is hard-coded in an MPS with constant bond dimension. Most notably,
ground states of gapless Hamiltonians present logarithmic violations of the area law (the
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Figure 1.2: A MERA for a finite one-dimensional system
entanglement entropy of an interval scales as the logarithm of its length) due to them having
an infinite correlation length, which allows for entanglement to be present at all length
scales. The multiscale entanglement renormalization ansatz (MERA) [8] is a different
tensor network that matches the entanglement pattern of these states. Its structure is
more complex than that of the MPS, as can be seen in Figure 1.2: its most prominent
feature when compared to MPS (and to PEPS, in higher dimensions) is that the network
lives in one higher dimension than the state it represents. Thus for a one-dimensional state
it displays a two-dimensional tree-like structure. This extra dimension has a very useful
interpretation as one along which the renormalization group flow happens. MERA is the
tensor network to whose continuous version we are going to devote the most space in this
thesis. We shall introduce it at proper length in Chapter 2.
Even though it is the case that we will be mostly focusing on, tensor networks are
not exclusively aimed at representing pure quantum states. We have already seen them
used above to represent an operator as an MPO. Density matrices of quantum many-body
systems are also usual targets for tensor network representation. In Chapter 7 we will
look at tensor networks used to represent partition functions of 2-dimensional classical
systems, where each tensor contains the information about the local Boltzmann weights.
Alternatively, these tensor networks can also be interpreted as discrete versions of Euclidean
path integrals for 1+1 quantum dimensional systems. The reader interested to learn more
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about tensor networks is invited to consult reviews [9, 10], or the website [11], which
additionally contains examples of algorithms coded in Matlab, Julia and Python.
1.3 Continuous tensor networks
Most of this thesis revolves around the idea of generalizing tensor network techniques to
the setting of quantum field theory. The corresponding constructions are called continuous
tensor networks. In the particular case of tensor networks that represent quantum states
on the lattice, their continuous versions will be parametrizations of quantum states in the
continuum, inside the Hilbert space of a quantum field theory.
Why should we care about continuous tensor networks? There are a few possible
answers to this question. When working with a continuous system, one of the possible
routes to take involves simply discretizing it and working on it with lattice techniques, e.g.
discrete tensor networks. Conceptually, though, there are big differences between discrete
and continuous systems: for instance, discretization will break continuous symmetries (such
as those in the Poincaré group) to, at best, discrete subgroups thereof. It can also lead
to artifacts, i.e. physical effects not present in the continuous model but arising when a
lattice is introduced, such as fermion doubling. Hence, while it is early to say if there will
be a computational advantage in keeping things mostly2 continuous, there is definitely a
conceptual one. Additionally, both for computational and theoretical reasons, it would
be highly desirable to develop a variational approach to QFT, and to get a better grasp
of the entanglement structure of QFT states. The former could give a new way to move
past perturbative approaches and probe the strongly interacting regimes of quantum field
theoretic systems, while the latter could bring in quantum information theoretic insight into
QFT and contribute to the “emergent spacetime from entanglement” program in quantum
gravity, stemming from the holographic principle and the AdS/CFT correspondence [12].
Tensor networks have proved themselves very handy in performing the analogous tasks on
the lattice, and continuous tensor networks have the potential to do so in the continuum.
Along these lines, one of the research fields where interest for discrete and continuous tensor
networks saw faster growth is in fact the holographic and AdS/CFT communities [13–35],
especially for their use as toy models. Finally, an understanding of continuous tensor
networks might also bring new insights into the area of discrete tensor networks, helping
design better tensor network algorithms to minimize lattice effects and ease generalizations
2Note that if we want to apply numerical computation, eventually we are going to have to discretize
the information, introducing a finite basis since a digital computer cannot store truly continuous variables.
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to higher dimensions (which may be more straightforward in the continuum than on the
lattice).
Now that we have covered a few reasons why, let us talk briefly about how. Note that we
have intentionally avoided speaking of “continuous limits” of tensor networks to describe
continuous tensor networks. In fact, one could say there are two main types of continuous
tensor networks, according to how one arrives at their definition: the ones that arise as
bona fide continuous limits of discrete tensor networks and the ones that do not. For
instance, the continuous MPS (cMPS), introduced in [36], can be defined as arising from a
vanishing lattice spacing limit of a family of discrete MPS, whose tensors have components
that depend on an infinitesimal quantity that goes to zero with the lattice spacing. The
continuous tensor network states (cTNS) proposed in [37] can also be built in a relatively
similar fashion as continuum limits of discrete PEPS.
Figure 1.3: Schematic depiction of the limiting procedure that gives rise to the definition
of the continuous matrix product state.
On the other hand, the MERA, the tensor network we introduce in the following chap-
ter, does not give rise to a continuous MERA via a continuum limit of this sort, at least
not näıvely. Indeed, the cMERA is defined in a way that does not involve an “ε → 0
continuum limit”. Rather, as we will see in Chapter 2, the construction is motivated by
analogy, copying the philosophy of the lattice definition with the tools available in the
quantum field theoretic setting. It is an open problem in the field whether there exists a
meaningful3 continuum limit of discrete tensor networks that gives rise to the continuous
MERA. If that were the case, there could be applications for it in numerical algorithms.
Indeed, this happens for the cMPS, for which algorithms exist that interpret the contin-
uum object as an organizing structure that contains all possible discretizations at different
lattice parameters, and thus operate by discretizing it with a certain relevant lattice pa-
rameter to an MPS, working on it via discrete MPS algorithms, then reinterpolating back
to a cMPS, and iterating [38].
3By meaningful we mean that the corresponding discrete tensor networks have a certain degree of
structure, and if possible a standalone physical interpretation. We specify this because in principle one
could produce such a limit by just discretizing the operators that define the continuous MERA, but the
resulting tensor networks would look little like MERA.
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1.4 Criticality, CFT and conformal data
Critical phenomena are a major area of study in many-body physics, both classical and
quantum. They underlie the theory of second-order phase transitions, and play an im-
portant role in the understanding of renormalization group flows and universality. At
criticality, the long distance physics of a Lorentz invariant quantum system is described
by a conformal field theory (CFT), a quantum field theory whose symmetries include the
conformal group, and which is a fixed point of the renormalization group flow. In the next
chapters we are going to be working with tensor network constructions that are intimately
related to the renormalization group, and we will be recurrently referring to a few CFT-
related concepts. Hence, we give in what follows a review of these. Our presentation is far
from exhaustive, and we refer to other sources [39–42] for a more systematic introduction.
A conformal field theory is a quantum field theory that is symmetric under the con-
formal group, the group of diffeomorphisms that preserve the metric up to a (possibly
spacetime dependent) scale factor:
g′µν(x
′) = Ω(x)gµν(x) (1.5)
In flat spacetime, the conformal group is generated by translations, rotations and/or boosts,
scale transformations and so-called special conformal transformations (translations pre-
ceded and followed by an inversion with respect to the origin). Thus, in particular, CFTs
are scale-invariant theories, thus being suitable to describe critical phenomena, where scale
invariance plays a key role. As such, CFTs are also fixed points of the RG flow. But aside
from their applicability to describe a lot of interesting emergent properties, a big motiva-
tion to look at CFTs is that the large amount of symmetry can be exploited to help in
solving the theory. Indeed, many properties of the correlation functions are dictated solely
by symmetry considerations, giving rise to a whole research program devoted to exploiting
the consequences of these powerful symmetries, known as the conformal bootstrap.
One major problem in condensed matter physics involves the identification of the under-
lying CFT for critical systems whose microscopic description does not make it self-evident.
A route towards this goal comes from the extraction of conformal data from the system at
hand. Conformal data are parameters that can be used to describe the CFT, and whose
knowledge amounts to being able to compute any correlation function. For us, they will be
important since our continuous tensor network constructions will in many occasions be tar-
geting critical systems, and the retrieval of correct conformal data from the examples that
we can handle analytically will serve both as a sanity check and a proof of principle that
such information could be extracted in less tractable cases from a successful continuous
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tensor network implementation. We devote the rest of this section to the introduction of
conformal data. It is important to remark that CFTs in d = 2 spacetime dimensions have a
larger algebra of infinitesimal symmetries, and in consequence display more structure than
CFTs in arbitrary dimensions. We thus present their specific features after introducing
the general formulation.
1.4.1 Operator spectrum and operator product expansion (OPE)
When working in CFT we assume the existence of a family of local operators that transform
in a simple way, called quasiprimary operators. Let us place ourselves in d dimensions and
Euclidean signature, and consider a conformal transformation x → x′ satisfying (1.5); its







ν(x) ∈ SO(d). (1.6)
which reflects that the conformal transformation is just the combination of a local rotation
and a local rescaling. The transformation law of a quasiprimary operator is











is the rotation matrix corresponding to Mµν(x) in the representation
R that O(x) transforms in according to its spin. Quasiprimary operators, each with their
scaling dimension ∆ and spin representation R, form the operator spectrum of the CFT,
except in the two-dimensional case, where this term is reserved for a more fundamen-
tal subclass of quasiprimary operators called primary4 operators (see below). All local
operators in the theory can be expressed in terms of quasiprimary operators and their de-
scendants (i.e., their derivatives). The two-point functions of quasiprimary operators are
fixed by conformal symmetry and, when properly normalized, depend only on their scaling





This power-law decay of correlators is, as we already mentioned when talking about MERA,
a characteristic phenomenon of scale invariant theories.
4The reader should be warned that some texts on d > 2 CFT may want to abbreviate and call all
quasiprimary fields “primary” since there is no distinction outside d = 2 (this is the case in [41]).
11
Another important aspect of CFTs is the fact that one can define an operator product






where the sum is over quasiprimary fields O, and the functions f12O(x, ∂y) are fixed by
conformal symmetry, leaving the constants c12O as an extra piece of data that we need to
specify the theory. These constants, also called OPE coefficients, show up in the three-
point functions between quasiprimary fields. For instance, for three scalar quasiprimaries
we have (assuming they are properly normalized so that (1.8) holds):
〈O1(x1)O2(x2)O3(x3)〉 =
c123
|x1 − x2|∆1+∆2−∆3|x2 − x3|∆2+∆3−∆3|x1 − y3|∆1+∆3−∆2
. (1.10)
In fact, knowledge of the operator spectrum (including scaling dimensions and spins) and
the OPE coefficients amounts to completely solving the theory, since n-point functions
maybe reduced to 3-point functions via the OPE, and they computed with the help of
(1.10) and its higher spin counterparts. Together, thus, they form the conformal data for
the CFT.
1.4.2 Two-dimensional CFT
In two spacetime dimensions, conformal symmetry becomes a stronger property. Indeed,
for d > 2, the conformal symmetry algebra is finite dimensional: d translations, d(d−1)
2
rota-
tions/boosts, one dilation and d special conformal transformations give a total of (d+2)(d+1)
2
symmetry generators (in fact this algebra is isomorphic to so(d+ 1, 1)). However, for
d = 2, where the spacetime coordinates can be written in terms of complex variables






all holomorphic maps are conformal. While they cannot be considered part of the confor-
mal group (a holomorphic function is generally not globally invertible), their infinitesimal
versions (which satisfy the infinitesimal version of (1.5)) do generate an infinite-dimensional
conformal algebra of infinitesimal symmetries which extends the symmetry algebra derived
from the conformal group. Thus, conformal symmetry in two dimensions is much more
restrictive that its higher dimensional counterpart [43].
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The infinite dimensional conformal algebra of a 2d CFT is made of two commuting
copies of the Virasoro algebra Vir⊗ Vir, whose generators {Ln, L̄n}n∈Z satisfy
[Ln, Lm] = (n−m)Ln+m +
c
12
(n3 − n)δn+m,0, (1.12)
[L̄n, L̄m] = (n−m)L̄n+m +
c
12
(n3 − n)δn+m,0, (1.13)
[Ln, L̄m] = 0. (1.14)
These operators generate conformal transformations5 on the Hilbert space of the CFT.
The constant c is called the central charge of the theory. It is behind many important
characteristics of the CFT: it can be related to monotonicity of the renormalization group,
anomalies, stress-energy tensor transformation rules, and, something that we will make
explicit use of, the scaling of the entanglement entropy of an interval of length L in the




In 2d CFT, the important family of local operators is that of primary operators, a
subclass of quasiprimary operators, which transform as









under a conformal (holomorphic) map z 7→ z′, where h, h̄ are real numbers called the
conformal dimensions of the field. Together with their descendants (which are obtained by
the action of Ln and L̄n for n > 0), primary fields span the space of local operators of the
theory. Not all quasiprimary operators are primary. For instance, the stress-energy tensor
is a quasiprimary but not a primary operator: it is in fact a descendant of the identity
operator. Primary operators can however still be characterized by their scaling dimension
∆ = h + h̄, and their conformal spin s = h − h̄ (in 2d, representations of the rotation
group are indexed by a single number s). Additionally, a 2d version of the OPE (1.9)
5Things are a bit more subtle than this: the Virasoro algebra is the central extension (which loosely
amounts to the quantization) of the Witt algebra (its classical version). Not all generators of the Witt
algebra correspond to actual conformal transformations of the complex plane: only those which preserve
the condition z̄ = z∗ (where ∗ denotes the complex conjugate), i.e. x, y ∈ R, do. This amounts to
preserving the complex plane as the physical submanifold embedded in the C2 space where the complex
coordinates (z, z̄) take values. Nevertheless, we will not need this level of precision for the purposes of this
thesis.
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can be defined, where the sum runs over the subset of primary fields, as opposed to all
quasiprimary fields, and the f12O functions involve not only derivatives but also the action
of general Virasoro generators. OPE coefficients cijk, where i, j, k label three primary
operators, can be defined in an analogous way. It can then be checked that knowledge
of the central charge c, the scaling dimensions and conformal spins of the primary fields
∆i, si and their OPE coefficients cijk is enough to compute the correlation functions of the
theory. These are then collectively referred to as conformal data, analogously with the
higher dimensional case.
Chapter 6 is the most CFT-heavy of this thesis, since we will be dealing with emergent
universal structures in critical lattice systems. In fact, for that particular chapter we will
be working with a boundary CFT (BCFT), which arises from defining a CFT on a manifold
with a boundary [46]. BCFTs are rather analogous to their boundaryless counterparts in
many aspects, so for now, we postpone their introduction until the relevant chapter.
This chapter’s takeaways:
• Exploiting the entanglement structure of quantum states can lead to better
computational capabilities to solve the quantum many-body problem.
• Tensor networks are a set of computational tools that follow this philosophy on
the lattice. They have also proven themselves capable of providing considerable
theoretical insight on entanglement structures.
• Continuous tensor networks are aimed at reproducing the success of tensor
network techniques in the setting of QFT. In this thesis we will be focusing on
two such constructions: cMERA and cTNR.
• Conformal field theory (CFT) is remarkably useful to describe critical systems.
CFTs are characterized by a set of parameters, the conformal data, which when




This chapter’s goal: In this chapter we introduce the continuous multi-scale
entanglement renormalization ansatz, or cMERA, the continuous tensor network con-
struction that will be the subject of the next three chapters.
2.1 Introduction
So far, we have presented tensor networks as a family of efficient parametrizations of very
high-dimensional objects, such as quantum states. There is nevertheless an additional
aspect of tensor networks, which turns out to have great theoretical value: their connection
with the renormalization group. This relationship lies at the heart of the definition of a
particular tensor network that we will be focusing on in this chapter: the multi-scale
entanglement renormalization ansatz, or MERA [8,47].
MERA is a tensor network representation of quantum states that originates from a
particular real space renormalization scheme, called entanglement renormalization. In one
spatial dimension, it has been proved successful at approximating ground states of critical
lattice Hamiltonians, and it allows for the extraction of a number of conformal data of their
associated conformal field theory [48–51]. MERA can also be defined in higher dimensions,
though the scaling of the computational cost with system size becomes less favorable as
we increase the spatial dimension.
The continuous MERA, or cMERA, is a proposed continuous tensor network analogue of
the MERA. As such, it provides an ansatz wavefunctional for the ground state of a quantum
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field theoretic Hamiltonian, and it can be interpreted as arising from a continuous version
of entanglement renormalization. Computational approaches to the cMERA are much less
developed than in the discrete case, thus much of what we currently understand about
the construction comes from analytical treatment of solvable examples, some of which will
presented in the next three chapters.
This chapter is organized as follows: we begin by giving some context about the real
space renormalization group in Section 2.2. We then move on to define the MERA tensor
network in Section 2.3, and its continuum analogue, the cMERA, in Section 2.4. In Section
2.5 we present two examples of cMERAs for non-interacting theories, which will play a
fundamental role in future chapters. We conclude in Section 2.6 with a summary of the
current status of research in cMERA and how the contributions in this thesis fit into it.
2.2 Real space renormalization group methods
The renormalization group (RG) is one of the key concepts that have shaped theoretical
physics in the past decades. It has allowed physicists to organize their understanding of the
physics of a system scale by scale, moving between them by means of the renormalization
group flow. In high energy physics, renormalization is key to deal with ultraviolet singu-
larities and obtain meaningful physical predictions from formerly divergent quantities. In
statistical physics, the RG flow helps formalize the idea of universality, the independence
of the macroscopic physics from the microscopic description used to model the system,
as long as it is chosen within the correct universality class, which has led to improved
understanding of phase diagrams and phase transitions.
In quantum many-body physics, the ideas of renormalization found a useful applica-
tion with the advent of real space renormalization group methods1, an approach famously
established by Wilson in his analysis of the Kondo problem [52,53], and whose origins can
be traced back to Kadanoff’s ideas about spin blocking [54]. The goal of these methods,
when applied to a complex quantum many-body system, is to identify the set of relevant
effective degrees of freedom needed to explain the long distance, low energy physics of
the system, and to find a characterization in terms of these. To achieve it, they rely on
the implementation of the RG flow in the form of a coarse-graining transformation, that
removes short distance information and produces an effective description of the system.
More specifically, this coarse-graining map truncates the local Hilbert space of a set of
neighbouring degrees of freedom (collectively referred to as a block B), projecting it onto
1Here real space refers to position space, as opposed to momentum space.
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Figure 2.1: Each coarse-graining transformation maps the Hilbert space of a block of
original degrees of freedom (in this case, just two neighbouring ones) to the Hilbert space
of an effective degree of freedom.
Figure 2.2: A binary tree tensor network for an infinite one-dimensional system.
a lower-dimensional subspace and thereby effectively reducing the number of degrees of
freedom (see Figure 2.1).
Iterative application of the coarse-graining transformation is expected to yield the
sought-after efficient description of the low energy physics of the system under study.
Of course, the choice of the subspace Heff on which we project is key to the success of the
method. White [55] proved that, for fixed dimHeff = m, the choice
Heff = span{|v1〉, . . . , |vm〉} (2.1)
where |v1〉, . . . , |vm〉 are the m highest weight eigenvectors in the spectral decomposition of
the reduced density matrix of site B, is optimal, in the sense that the state after projecting
is closest in norm to the original state. The resulting algorithm, the density matrix renor-
malization group or DMRG, has proved immensely successful in the study of 1d systems,
and is nowadays the best tool for a lot of numerical computations.
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This kind of algorithms has a close connection to tensor networks. In particular, we
can build a tensor network representation for quantum states that reproduces the structure
of iterative applications of the coarse-graining map that we have just discussed: the tree
tensor network (TTN). Figure 2.2 shows the structure of a TTN in a 1-dimensional system
where the blocking takes two degrees of freedom to one, i.e. a binary TTN. A TTN can be
interpreted as a tensor network ansatz for a quantum state that also contains information
about its RG flow as per a real space method such as the ones introduced in this section.
The definition of a TTN brings us one step closer to the definition of the MERA,
which in fact also arises as the tensor network associated to a real space RG flow method,
entanglement renormalization, that we introduce next.
2.3 Entanglement renormalization and MERA
Entanglement renormalization was introduced by Vidal [47] as a real space renormalization
method specifically aimed at dealing with a particular set of shortcomings of DMRG and
related methods; namely, their failure to give rise to the adequate fixed point structure
expected from an RG flow, which should have scale-invariant (i.e. critical) systems as
fixed points. Indeed, application of DMRG to a critical state requires the effective Hilbert
space dimension for each blocking (we we called m in the previous section) to consistently
grow as we keep coarse-graining in order to maintain the accuracy of the description.
This precludes us from reaching a fixed point, and additionally thwarts our efforts to
get an efficient description of the system, since computational complexity grows with the
dimension of the Hilbert spaces involved.
The physical explanation for the growth of the effective block dimension relies on the
fact that the coarse-graining step from Figure 2.1 is not able to remove all of the state’s
short-range entanglement. Part of this entanglement is instead “promoted” to longer-range
entanglement and accumulated along the RG flow, leading to the growth of the effective
dimension needed to keep the error caused by the coarse-graining transformation small.
The proposal of entanglement renormalization involves adding a disentangling step prior to
each coarse-graining step, via unitary maps (called disentanglers) acting across the block’s
boundaries, with the intention of removing as much short-range entanglement as possible,
so that it does not accumulate during the RG flow. In other words, the action of the
disentanglers removes entanglement so that the same accuracy after the coarse-graining
step can be obtained while keeping a smaller number m of eigenvectors of the reduced
density matrix, i.e. a smaller effective Hilbert space dimension.
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Figure 2.3: In entanglement renormalization, the coarse-graining map is now preceded by
a disentangling step.
Figure 2.4: A MERA tensor network for an infinite one-dimensional system. Compare it
with the TTN from Fig. 2.2.
As it happened before with the TTN, there is a tensor networks ansatz based on the
structure of this RG flow algorithm, and consequently named multi-scale entanglement
renormalization ansatz, or MERA. Figure 2.4 shows the structure of the network for an in-
finite 1d system2, though it can be generalized to higher dimensions in a relatively straight-
forward manner. The network is made of alternating layers of isometries and disentanglers.
The components of these tensors are the variational parameters of the ansatz. If we are
interested in finding a MERA that approximates the ground state of a given Hamiltonian,
there are algorithms that search for the optimal values of these tensors in order to minimize
the expectation value of the Hamiltonian in the state parametrized by the MERA.
2Recall we showed the finite case in Fig. 1.2.
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There are a few reasons MERA is an interesting tensor network. To begin with, MERA
provides an efficient encoding of a quantum state: notice that the number of tensors of
a MERA (and thus the number of parameters, if we assume tensors have constant sizes)
grows linearly with the system size N . For example, in a MERA that maps two sites to
one in each coarse-graining step, the lowermost layer has ∼ N tensors, the second lowest







+ . . . ... ∼ 2N
tensors. Moreover, MERA allows for efficient computation of reduced density matrices
and expectation values of local observables [8]. This is due to the isometric and unitarity
properties of the tensors, which provide great simplification whenever they meet their
Hermitian conjugates:
In fact, these properties allow us to define a certain causal structure on the MERA. For a
given region R of the system, we know that the reduced density matrix ρR only depends
on the tensors of the causal cone of R, and all other tensors may be perturbed without
affecting ρR. We will see this concept in more detail in Chapter 5.
In addition to these computational properties, MERA is especially suited to describe
ground states of critical Hamiltonians. This is because it can be proved that generic
MERA states have the entanglement structure of critical grounds states, i.e., they display
(i) power-law decay of correlations and (ii) logarithmic scaling of entanglement entropy (in
1d) or area law scaling of entanglement entropy (in higher dimensions) [8]. For comparison
in the 1d case, MPS display exponentially decaying correlations (finite correlation length)
and entanglement entropy that saturates to a constant (1d area law).
An optimized MERA for the ground state of a critical Hamiltonian can be used to
extract conformal data of the underlying CFT [49,51]. It is usually imposed when working
with such a system that the isometries and disentanglers are the same in all layers of the
network (scale invariance). Consider for example the case of a 1d binary MERA. Each
layer can be interpreted as implementing a finite scale transformation by a factor of 2.
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We can use the optimized tensors to build a super operator that maps three-site operators
on the original lattice to three-site operators in the coarse-grained lattice one layer above.
If we then diagonalize it, the eigenvalues λj of this superoperator will be related to the
scaling dimensions ∆j of the underlying CFT (up to finite size errors):
λj ≈ 2−∆j (2.2)
and the eigenoperators will give a basis of lattice representations of the scaling operators
of the CFT. After that, we can consider a pair of these scaling operators, and coarse-
grain them until they fuse, then expand the result back in the basis of scaling operators,
obtaining in this way approximations of the OPE coefficients of the theory.
As we have just summarized, the MERA is a tensor network that displays a number
of interesting properties, which justify the search for a continuous version. To do that, we
present now an alternative interpretation that is more suitable to generalization.
2.3.1 Quantum circuit interpretation of the MERA
So far, we have spoken of the MERA as the ansatz arising from applying entanglement
renormalization to a quantum state. In this sense, the “vertical dimension” of the tensor
network is interpreted as a scale direction, and we move from the bottom to the top.
However, the MERA has an alternate interpretation as a quantum circuit, where the
vertical dimension corresponds to the time, or “pseudotime”, which flows from the top
to the bottom of the network, and along which unitary gates are applied to a quantum
state to produce another quantum state. The key to move from the tensor network to the
quantum circuit interpretation of MERA is the simple realization that any isometric map
I : H → H ⊗ H can be written as a unitary map UI : H ⊗ H → H ⊗ H, one of whose
inputs has been fixed to a reference state |0〉:
I (|ψ〉) = UI (|ψ〉 ⊗ |0〉) . (2.3)
Figure 2.5 shows the result of performing this modification in all isometries. The result
is that the MERA class consists of states that can be obtained from an initial product
state (made of tensor copies of the reference state |0〉) by means of a unitary quantum
circuit with a particular hierarchical structure, in which gates are applied first at long
length scales, then progressively at shorter and shorter scales, until the last row of gates
entangle nearest-neighbour degrees of freedom. Thus MERA states can be seen as the
result of an entangling evolution in scale. Run backwards, this evolution is nothing but
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Figure 2.5: (left) The isometries of a MERA can be interpreted as unitary gates where one
of the inputs is in a reference state |0〉, tensored with the rest of the system. Bringing all
these reference states to the top of the network we obtain a quantum circuit (right).
the entanglement renormalization group flow described above, made unitary by keeping
track of all the degrees of freedom that we have disentangled at each renormalization step
(which remain in a product state with the rest of the system).
2.4 Generalization to the continuum: the cMERA
We now introduce the continuous MERA, or cMERA, which is a proposed analogous
construction to the MERA in the setting of QFT. We concluded in the previous section
that a MERA ansatz state is the result of the unitary evolution via a quantum circuit of
an initial reference state. These satisfy the following two key properties:
(a) The initial state is a product state, i.e., there is no entanglement between the local
degrees of freedom.
(b) The evolution is organized so that the initial gates introduce long-range entanglement
in the system, while later gates introduce shorter and shorter-range entanglement.
A cMERA [56] (denoted |ΨΛ(s)〉 or |ΨΛ〉 depending on the context) is an ansatz QFT
state that aims to approximate some target wavefunctional of interest, typically the ground
state of a QFT Hamiltonian in d spatial dimensions. Mimicking the MERA, it is produced
through a unitary evolution acting on an initial reference state, but this time the evolution
is continuous, yielding a one-parameter family of cMERA states
|ΨΛ(s)〉 ≡ U(s, 0)|Ω〉. (2.4)
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Here U(s, 0) is the unitary operator representing the entangling evolution up to pseudotime
s, and |Ω〉 is the initial state. They satisfy the following conditions:
(a) The initial state is taken to be unentangled, in the sense that its two-point correlation
functions vanish when evaluated at different points:
〈Ω|O(x)O(y)|Ω〉 = 0, x 6= y. (2.5)
We can think of |Ω〉 as the continuum limit of a product state of a lattice system.
(b) The unitary evolution is generated by a Hermitian operator made of the sum of two
contributions, L and K(s), which take specific forms (see below) to ensure that en-
tanglement is introduced during the evolution sequentially in scale, as in the discrete
MERA. That is,








where P denotes the path-ordered exponential.
Let us elaborate on this last condition. The two contributions to the generator of the
cMERA unitary evolution, L and K(s), play two distinct roles. L is the generator of scale
transformations that rescale both space and the field degrees of freedom. As such, L only
depends on the field content of the theory under study, and not on the specific form of the
Hamiltonian whose ground state we aim to approximate with the cMERA. For a generic
field ϕ with (non-relativistic3) scaling dimension ∆ϕ, we have
eisLϕ(~x)e−isL = es∆ϕϕ(es~x). (2.7)
On the other hand K(s) is a quasilocal operator called the entangler (see Eqs. (2.12)
and (2.16) below for examples in one spatial dimension). By quasilocal we mean that
the operator, an integral of a quasi-local density, acts at a specific length scale. It is
standard to denote this length scale as Λ−1, where Λ is the corresponding momentum
scale4. Intuitively, the entangling evolution in scale builds the cMERA wavefunctional
3The non-relativistic and relativistic scaling generators differ in the scaling dimensions they assign to
the fields. This will not be essential for us, but the interested reader can check the Supplemental Material
to the first arXiv version of [56] for an explanation.
4As the reader may have guessed, this Λ is what makes us denote the cMERA states as |ΨΛ(s)〉.
Additionally, in a large fraction of the literature on cMERA, the initial state |Ω〉 is denoted |Λ〉. The
reason is that for the simplest example of cMERA, the one for the free scalar field (see Section 2.5), the
right choice for the initial state (in order to get a good approximation of the target ground state) depends
on Λ (via Eqs. (2.10) and (2.11)). In this thesis we have however preferred to keep the notation separate,
for |Ω〉 and Λ are two a priori different elements of the cMERA construction, that may or may not be
related once we demand it be a good approximation to its target state.
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Figure 2.6: (left) A MERA tensor network, rescaled so that it keeps the same lattice
spacing after each step. (right) The cMERA evolution.
from the initial uncorrelated state |Ω〉 by progressively introducing entanglement at length
scale Λ−1 as we keep “zooming in”, rescaling both space and the fields. The resulting state
will contain correlations at a range of length scales above Λ−1, but will (partially) preserve
the unentangled character of the initial state |Ω〉 at shorter distances. This idea can be
made more precise, and allows us to say that a cMERA state presents an entanglement
UV cutoff at length scale Λ−1, as we will see in Chapter 3. Thus the ansatz wavefunctional
|ΨΛ(s)〉 aims to approximate its target state |Ψ〉 at distances x larger than Λ−1, in the
sense that e.g. the correlators agree to high accuracy for Λx  1. This UV cutoff length
scale is in a certain sense the continuous version of the lattice spacing a. Note that it
stays constant along the cMERA evolution; in the discrete case we could keep rescaling
the lattice accordingly so that it also stays constant (see Fig. 2.6).
Of particular interest for us is the case where the entangler is independent of s,
K(s) ≡ K. Then, in the limit s → ∞, (assuming this limit exists) we obtain a fixed




By construction, the fixed point wavefunctional |ΨΛ〉 is invariant under further evolution
by L + K. We can think of DΛ ≡ L + K as a generator of an alternative notion of scale
transformations, one that is adapted to the specific theory under study [57]. For instance,
in the context of a free boson CFT (see below), DΛ is the generator of (a quasi-local
version of) relativistic scale transformations, whereas L generates non-relativistic scale
transformations. Then we say that |ΨΛ〉 is invariant under this alternative notion of scale
transformations, which is why we call |ΨΛ〉 a scale invariant cMERA wavefunctional.
Ideally, given a target QFT Hamiltonian, the specific form of the entangler K(s) should
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be determined variationally from a procedure such as energy minimization. While no
general algorithms have been developed so far to determine the entangler variationally,
in the particular case of free fields one can find examples of entanglers that give rise to
interesting cMERA wavefunctionals. Below we present the two simplest examples, the
cMERAs for the free boson and free fermion CFTs.
2.5 Examples of Gaussian cMERAs
2.5.1 Free boson cMERA
Let φ(~x) denote a scalar field operator in d spatial dimensions and π(~x) its canonical
momentum conjugate field, with [φ(~x), π(~y)] = iδ(~x− ~y). The free boson cMERA aims to











The data defining this cMERA, originally proposed in [56] are given as follows:











where Λ is the momentum scale introduced above, related to the length scale at which
the generator K is introducing entanglement. Then the initial state is given by
ψ(~x)|Ω〉 = 0 ∀~x ∈ Rd (2.11)






ddx ddy g(|~x− ~y|)ψ(~x)ψ(~y) + h.c (2.12)
and g(x) is some real profile function that implements the required quasi-locality at
length scale Λ−1. Note that we assume the cMERA to be scale invariant (g does
not depend on s), because the free boson is a CFT, and thus its ground state should
be scale invariant. Simple examples are the profiles g(x) ∼ e−(Λx)2 used in [56] and
g(x) ∼ e−Λx, used in [58].
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We have thus a family of free boson cMERAs, and different choices of g may result in
better or worse approximations to the free boson ground state. In the next chapter we
analyze in detail the cMERA states resulting from the choices above.
2.5.2 Free fermion cMERA
Consider now a Dirac spinor5 ~ψ(~x), with components ψi(x), i = 1, . . . , 2











= 0. For simpli-
city, in the following we focus on d = 1, 2, for which the Dirac spinor has two components




ddx ψ†(~x)γ0(−i~γ · ~∂)ψ(~x), (2.13)
where γµ are the Dirac matrices satisfying the Clifford algebra
{γµ, γν} = 2ηµν . (2.14)
The data defining this cMERA (which is a generalization to arbitrary dimensions of the
one proposed in [56]) are given as follows:
(a) The initial unentangled state is as before defined by a set of local annihilation oper-
ators. In particular, define
ψ1(~x)|Ω〉 = 0, ψ†2(~x)|Ω〉 = 0, ∀~x, (2.15)
Note that, as opposed to the bosonic case, this initial state is independent of the
momentum scale Λ.
(b) The entangler is given by the translation invariant, quasi-local quadratic operator:
K =
∫
ddx ddy h(|~x− ~y|)ψ†(~x)(~γ · ~∂)ψ(~y) (2.16)
and h(x) is again some real profile function that implements the required quasi-
locality at length scale Λ−1. This operator is not rotation invariant itself (it does not
commute with the generator of rotations), but it can be checked that the cMERA
evolution it generates with initial state |Ω〉 only produces rotation invariant states.
5The symbol ψ being as overloaded as it usually is, we find that within a few paragraphs we use it
twice, first as the bosonic annihilation operator, and later as the fermionic spinor components (which act
as fermionic annihilation operators). We hope this will not lead the reader to confusion, since along this
thesis we will always deal with bosonic and fermionic theories in a separate and orderly manner.
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In the next chapter we analyze as well the cMERA states resulting from the choices
above.
2.6 Current status of the cMERA programme
Already in their seminal paper [56], Haegeman et al. argue that “the full power of the
[cMERA] construction should emerge in the case of interacting theories”. Indeed, the
examples presented so far, in spite of their interesting properties, which will be discussed
in the next chapter, correspond to theories that we can solve exactly. Thus, in principle, the
cMERA wavefunctional does not bring any additional information about the theory itself,
at least näıvely. In fact, we have made use of our knowledge of the solution of the theories
in some of the choices made in defining the free boson and free fermion cMERAs above,
rather than following a variational approach6. The real application for which cMERA could
make a big difference in our understanding of particular quantum field theories would be
variational optimization of cMERA for interacting field theories that we do not now how
to solve (nonperturbatively) by other means.
However, this does not mean that studying the non-interacting cMERA is devoid of any
interest. While numerical algorithms are developed to tackle the interacting case, exam-
ples cMERAs like the ones we just introduced can be the source of considerable insight on
general properties of the construction. In fact, the non-interacting case provides a useful
test case from which to derive prescriptions and guidance to use later when less restrictive
algorithms are available. The work on cMERA presented on this thesis is representative
of this line of research. We will use non-interacting examples to study the entanglement
structure of cMERA states (Chapter 3), and to explore the nuances derived from applying
the formalism in the presence of gauge invariance (Chapter 4) and in systems with bound-
aries or defects (Chapter 5). Before moving on to that, and for completeness, we review in
what follows past and current work devoted to the interacting case.
Currently, our understanding of interacting cMERAs is limited. In [59], the authors
build cMERAs with quadratic entanglers for interacting theories, resulting in a Gaus-
sian approximation to the target ground states, in the spirit of mean field theory. Later,
in [60,61], a scheme based on perturbation theory is proposed to generate cMERA approx-
imations to interacting ground states in the weakly interacting regime, with an example
6In the Supplemental Material to the first arXiv version of [56] there are examples of entanglers found
analytically by energy density minimization. However, these are restricted to a particular subclass of
entangler profiles, and the corresponding method seems hard to generalize.
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of its application to the φ4 theory at 1-loop order. Though undoubtedly interesting, this
approach relies from the beginning on the weakness of the interaction, and as such denies
in advance the possibility of matching the applicability of lattice variational methods to
strongly interacting systems. Finally, the authors of [62] build a family of non-Gaussian
ansatz states derived from the cMERA: they use however a quadratic entangler, and apply
a non-Gaussian transformation after the cMERA evolution, hence the proposal does not
fit exactly within the formalism.
Another major research avenue in interacting cMERA stems from [58], where the con-
cept of magic entanglement renormalization is introduced. A magic cMERA for the 1+1





The reason for this nomenclature is that this specific cMERA displays a few important
characteristics that generic choices of the entangler will not give rise to. In particular, they
are compatible with continuous matrix product states (cMPS) and operators (cMPO), in
the sense that (i) magic cMERA states can be expressed as cMPS, and (ii) their entangling
evolution can be represented via cMPOs. Interacting cMPS techniques being much more
developed, this property makes magic cMERAs very promising for the construction of
numerical schemes to treat non-Gaussian cMERA wavefunctionals for interacting QFTs.
Magic cMERA will play an important role as well in our discussion of gauge invariant
cMERAs in Chapter 4, hence we will postpone until then a deeper exposition of this topic.
This chapter’s takeaways:
• The MERA is a tensor network for ground states of lattice Hamiltonians, whose
origins lie in a real space RG method called entanglement renormalization. It
can be interpreted as a quantum circuit that introduces correlations in a product
state, scale by scale.
• The continuous MERA is an analogous construction to the MERA in the con-
tinuum, and provides a variational wavefunctional for ground states of QFT
Hamiltonians. It is defined via a unitary evolution that introduces correlations
in an initial unentangled state, scale by scale.
• For free bosonic and fermionic fields, there are examples of Gaussian cMERAs
that can be manipulated analytically, and thus used to provide insight into




Entanglement structure and UV
regularization in cMERA
This chapter’s goal: In this chapter we analyze the properties of cMERA states,
in particular how they look from the point of view of entanglement and correlations.
3.1 Introduction
In Section 2.5 of the previous chapter we introduced two important families of cMERAs
for free bosonic and fermionic theories. Thanks to them being Gaussian, we can compute
with relative ease anything we would like to know about the corresponding cMERA states.
In this chapter we pick a particular scale invariant entangler for each of them, and explore
in depth the entanglement structure of the fixed point state |ΨΛ〉 via the computation
of correlation functions and entanglement entropy profiles, in 1 and 2 spatial dimensions.
As we will see, the results evidence the existence of two different distance regimes, above
and below the cutoff length scale Λ−1, where the characteristics of the cMERA state differ
significantly.
This chapter is organized as follows: in Section 3.2 we review the parametrization of
Gaussian states in terms of their annihilation operators, which we will make heavy use of.
Further, in Section 3.3 we review the particular aspects of the computation of correlation
functions and entanglement entropy in Gaussian states that will be exploited later. Finally,
Sections 3.4 and 3.5 study, respectively, the free bosonic and fermionic cMERAs.
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3.2 Gaussian cMERA
For our purposes, a Gaussian state |Φ〉 is such that it can be characterized (up to an
irrelevant global phase) by a complete set of constraints, implemented by annihilation
operators that are linear combinations of the bosonic/fermionic field operators1. When the
Gaussian state is invariant under translations, each annihilation operator can be labeled
by its momentum ~k, and the linear constraints read
a(~k)|Φ〉 = 0 ∀~k ∈ Rd. (3.1)
Both the free boson and free fermion cMERAs introduced in the previous chapter belong to
the category of Gaussian cMERAs, i.e., those for which the whole evolution happens within
the Gaussian state manifold. This is due to the fact that (a) our choice for the initial state
|Ω〉 is a Gaussian state (by Eqs. (2.10) and (2.11)), and (b) our choice for the entangler K
is a quadratic operator, and hence the evolution generator L+K is quadratic. Indeed, the
evolution generated by a quadratic operator will preserve the manifold of Gaussian states,
since it will map linear operators to linear operators. In particular,
a(~k)|Ω〉 = 0






|ΨΛ(s)〉 = 0 (3.2)
where, recall, U(s, 0) is the unitary evolution generated by L+K, which gives the cMERA
state |ΨΛ(s)〉 when acting on the initial state |Ω〉. Since a(~k) is a linear combination of
field modes, by the previous statement, so is U(s, 0)a(~k)U(s, 0)†, and we have that |ΨΛ(s)〉
is a Gaussian state. In fact, what U(s, 0) is implementing is nothing but a canonical
transformation between the modes. Using a Gaussian cMERA to approximate the ground
states of the free boson and free fermion theories is a sensible choice given that said target
ground states are themselves Gaussian.
The characterization in terms of annihilation operators is particularly useful to study
the Gaussian cMERA. In our cases of interest, it will allow us to straightforwardly para-
metrize each state in terms of a single real function of the momentum coordinate (which
we call α(~k) in the bosonic case, and θ(~k) in the fermionic case). Such an efficient charac-
terization is not available for the ground state of a generic interacting QFT. Furthermore,
an intuitive interpretation of the cMERA states is easy to state in these terms: below we
show that the linear constraints of the cMERA are just an interpolation between those of
1Note that here we are talking of a pure Gaussian state. There is a bigger class of Gaussian mixed
states, all of which satisfy Wick’s theorem (see next section).
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the unentangled state |Ω〉 for large momenta (|~k|  Λ), and those of the target state |Ψ〉 at
small momenta (|~k|  Λ). This was first pointed out in [57] for the 1+1 dimensional free
boson theory. This interpolating character already hints at the UV regularized character
of cMERA states: in |ΨΛ〉, the large momentum / short distance modes satisfy constraints
similar to those of the unentangled initial state |Ω〉, which is UV finite.
An additional major advantage of working with Gaussian states is that the correlation
measures that we are going to analyze in this chapter for free boson and free fermion
cMERAs are easy to compute for this kind of states, as we review in the next section.
3.3 Correlation measures in Gaussian states
The tools that we are going to use to probe the entanglement structure of the cMERA
states are the two-point correlation functions and the entanglement entropy profile. Both
are measures of the correlations between different degrees of freedom of the theory, and we
can use them to study how these correlations depend on the scale at which we are looking.
Here we speak briefly about their significance, and explain the standard procedure to
compute entanglement entropies in Gaussian states. The familiar reader can skip directly
back to cMERA topics in Section 3.4.
The two-point correlation functions of the theory are 〈O(x)O′(y)〉, where O(x),O′(y)
belong to the local algebra of linear2 operators at their respective locations. Their role in
theories with quadratic Hamiltonians, such as the free theories we deal with in this paper
is particularly important, since they encode all the information of the N -point functions
for the ground state of the theory. Indeed, only the correlation matrix of the field modes
is needed to completely specify the state. This is due to Wick’s theorem: given operators
O1(x1), . . . ,ON(xN) that are linear in the field modes, their N -point function with respect
2Note that as in the previous section, by this we mean operators that are linear in the field modes,
as opposed to just linear as operators on the Hilbert space (nowhere in this thesis will we use the word
operator for anything that is not linear in this last sense). That is, in the bosonic case
O(x) ∈ span{φ(x), π(x)},
while in the fermionic case




to any Gaussian state satisfies
〈O1(x1) . . .ON(xN)〉 =
∑
σ=(i1,...,iN )
sσ〈Oi1(xi1)Oi2(xi2)〉 . . . 〈OiN−1(xiN−1)OiN (xiN )〉, (3.3)
where the sum runs over all possible pairings of the operators, and sσ is a sign that accounts
for the commutation/anticommutation relations of the modes.
Our second witness for correlations is entanglement entropy. Given a certain spatial
region R, we may obtain its associated density matrix ρR by tracing out the degrees of
freedom outside R. The von Neumann entanglement entropy of region R is then defined
as
S(ρR) := − tr(ρR log ρR). (3.4)
This computation can be extremely involved, more so in the case of quantum field theory.
Working with Gaussian states, however, once again simplifies our task. The reduced state
of a pure Gaussian state is a mixed Gaussian state (indeed, Wick’s theorem for the former
implies Wick’s theorem for the latter). We then have the following strategy at hand:
we look for a canonical transformation that maps the field modes inside R to a set of
uncorrelated modes (we will be more specific about what this means below). The density
matrix will then factor into the tensor product of the density matrices associated to said
uncorrelated modes, and the total entropy of the state can be computed as a sum over








Note however that we cannot handle computations with infinitely many modes3, so we will
resort to discretizing the correlation matrix by sampling of the two-point functions with
a certain lattice parameter a. We can then interpret it as the (approximate) correlation
matrix for a discrete, finite set of bosonic/fermionic modes, and carry on from there, with
the advantage that numerical computation then becomes available as a tool to produce
the final results, and observe their behaviour as a function of a. We therefore proceed to
review the entanglement entropy computation techniques we employ in Gaussian states
of finitely many modes, and in particular the procedure needed to find the uncorrelated
modes, which is different but analogous depending on whether we are speaking of bosons
or fermions [63,64].
3See however B.3 we perform some estimations while still in the continuum.
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3.3.1 Bosonic theories
By discretizing a bosonic theory we obtain an algebra of operators {φi, πi} that satisfy the
canonical commutation relations (CCR):
[φi, πj] = iδi,j , [φi, φj] = [πi, πj] = 0. (3.6)
Linear transformations in this algebra that preserve the CCR form a group and are called
canonical transformations. They map bosonic modes into bosonic modes. The group of
canonical transformations for N bosonic modes is the symplectic group Sp(2N,C), which












Notice that this is precisely the condition that the CCR are preserved when the map M is
applied to the column vector of modes (φ1, . . . , φN , π1, . . . , πN).




ij = 〈OiO′j〉, with O,O′ ∈ {φ, π}, i, j = 1, . . . N. (3.8)
Given any such matrix, there exists a procedure, called symplectic diagonalization, by
which we can find a symplectic transformation that maps our initial set of bosonic modes










Consequently the density matrix factorizes as in (3.5). Each of the uncorrelated modes
will be in a thermal state of the form
ρi = (1− ζi)
∞∑
n=0
ζni |n〉〈n| =⇒ S(ρi) = −
ζi log2 ζi
1− ζi
− log2(1− ζi) (3.9)

















This way we can easily compute the entanglement entropy of a spatial region from its
correlation matrix.
3.3.2 Fermionic theories
If we start with a fermionic theory and discretize it we arrive at a set of fermionic modes
ψi, ψ
†
i which in turn satisfy the canonical anticommutation relations (CAR):
{ψi , ψ
†




j} = 0. (3.12)
The group of canonical transformations will this time be composed of those maps that
preserve the CAR. It can be seen that for N fermionic modes this group is isomorphic to
O(2N), the orthogonal group of dimension 2N . For our purposes it will nonetheless be
enough to consider the U(N) subgroup given by the transformations:
ψi 7−→ Uijψj (3.13)
where Uij is a unitary matrix. Note that these are the transformations that leave invariant
the total particle number operator
ψ†1ψ1 + . . .+ ψ
†
NψN . (3.14)
The correlation matrix that characterizes our Gaussian state will now be of the form
Cij = 〈ψ†iψj〉, with i, j = 1, . . . N, (3.15)
and it can be proved that finding a canonical transformation that yields uncorrelated modes
amounts to finding a unitary that diagonalizes this Hermitian matrix. The resulting modes
will satisfy
〈ψ̃†i ψ̃j〉 = λiδi,j (3.16)
for λi ∈ [0, 1] the eigenvalues of the correlation matrix. Thus we can easily compute the







[λi log λi + (1− λi) log (1− λi)] (3.17)
4The set {
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where s(λi) is the entropy of the state of a single fermionic mode ψ̃i whose density matrix
is
ρi = (1− λi)|0〉〈0|+ λi|1〉〈1| (3.18)
in the basis of eigenstates of the number operator ψ̃†i ψ̃i .
3.4 Free boson cMERA
Finally we are in a position to begin our analysis of cMERA states, and we do so with
the first example from Section 2.5, the free boson cMERA. We will begin by finding the
characterization by annihilation operators of all relevant quantum states in the construc-
tion. Then we will proceed to compute their correlators and entanglement profiles and
compare them to each other in order to extract conclusions about the nature of the fixed
point states. Finally we will say a few words about cMERA states at finite s.
3.4.1 Meeting our bosonic Gaussian states
Recall that this cMERA is defined for a scalar field in d dimensions, denoted φ(~x), whose
conjugate momentum we denote π(~x), so that [φ(~x), π(~y)] = iδ(~x − ~y). Exploiting trans-
lational invariance, we will carry out part of our analysis in momentum space. Hence we










which satisfy [φ(~k), π(~q)] = iδ(~k + ~q). The target state of the cMERA is the ground state










which we denote |Ψ〉.
Because of the Gaussian property (see 3.2), both the target state |Ψ〉 and all cMERA
states |ΨΛ(s)〉 for all s ∈ [0,∞] can be written [57] as the common kernel of annihilation
operators, i.e. in the form:








π(~k) ∀~k ∈ Rd (3.21)
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Here and in the rest of this chapter, k = |~k|. The function α : R→ R completely determines
the Gaussian state (up to an irrelevant global phase). The fact that it only depends on the
modulus of the momentum implies the state is rotation invariant. The two-point functions
of such a state can be readily expressed in terms of α(k):
〈φ(~k)φ(~q)〉 = 1
2α(k)
δ(~k + ~q), 〈π(~k)π(~q)〉 = α(k)
2
δ(~k + ~q). (3.22)
In agreement with Wick’s theorem, the two-point functions5 fully determine the state.
Let us now compute the α function for the target state |Ψ〉, the initial state |Ω〉 and
the cMERA fixed point |ΨΛ〉. The Hamiltonian (3.20) can be diagonalized as usual in






























Therefore, we can define the target state as a common kernel of the annihilation operators
of the form (3.21) with
α(k) = k (target CFT ground state |Ψ〉). (3.25)
Turning now to the cMERA, in momentum space the constraints that define the initial









|Ω〉 = 0 ∀~k ∈ Rd. (3.26)
That is,
α(k) = Λ (initial unentangled state |Ω〉). (3.27)




which is the same for all states of the form (3.21), independently of α.
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Finally, we can use the definition of the cMERA to find the constraints that annihilate









|ΨΛ(s)〉 = 0 ∀~k (3.28)

















and the entangler K introduced in (2.12) can be written in momentum space as follows





ddk g(k)φ(~k)π(−~k) + h.c. (3.30)
Thus we compute the evolution of the field operators
∂sφ(~k) = −i[L+K,φ(~k)] = −
(






∂sπ(~k) = −i[L+K, π(~k)] = −
(






from which we can obtain a partial differential equation for α(k, s)
∂sα(k, s) = (k∂k − 2g(k))α(k, s) (3.33)
We solve this equation to obtain:








or, replacing the value of α(k, 0) = Λ from the initial state,








In particular, taking s→∞ the asymptotic fixed point is characterized by







(cMERA fixed point |ΨΛ〉). (3.36)
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The time has now come to pick an entangler, fixing g to work with a particular cMERA.
In this simple case, rather that resorting to a variational argument, we can argue a priori
in favor of certain properties for the α(k) function of the cMERA, then choose a g(k) that
guarantees those properties.
Recall that cMERA states are obtained via an entangling evolution that introduces
correlations scale by scale, trying to approximate the target state, in this case the massless
free boson ground state. At long distances (compared to the cutoff Λ−1, below which we
barely introduce correlations), the physics of |ΨΛ〉 and |Ψ〉 should be similar for a successful
cMERA. We conjecture (and we will see it is indeed the case) that this can be achieved by
having their α functions match in the corresponding momentum range. On the other hand,
since the short-distance properties of the initial state should be left mostly untouched by
the cMERA entangling procedure, we would expect |ΨΛ〉 and |Ω〉 to behave similarly in
the ultraviolet, and this should be reflected in their α functions. In summary, we expect
α(k) and by extension the cMERA state, to have an interpolatory character between the
target state, at long distances, and the initial unentangled state at short distances. In
momentum space, this reads
α(k) =
{
k for k  Λ,
Λ for k  Λ. (3.37)
Note from (3.36) that the second condition can be met by having g(k) decay fast enough
for k  Λ. This makes sense, since it implies that K does not act at scales shorter than














This choice is almost exactly the one presented in the seminal paper [56], except for the
presence of the constant σ, which is added here so that the cMERA |ΨΛ〉 properly matches
the long-distance properties of its target state |Ψ〉. With this particular choice of g(k), we
have



























where γ ≈ 0.57722 is the Euler-Mascheroni constant. Hence we choose σ = eγ for α(k) to
reproduce the behaviour of the target state at small k. With this we have that the function
α(k) for the fixed point of the free boson cMERA, depicted in Figure 3.1, satisfies (3.37).
Figure 3.1: α(k) for the three states |Ψ〉, |Ω〉 and |ΨΛ〉.
3.4.2 Entanglement structure of the cMERA state
To probe the entanglement structure of the cMERA state, we will investigate the scaling
of two-point correlation functions and entanglement entropy. For comparison purposes we
briefly review the scaling of two-point correlations and entanglement entropy in the two
states |Ψ〉 and |Ω〉 of which cMERA is an interpolation. Then we will move on to study
the cMERA state in 1+1 and 2+1 dimensions.
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Target state |Ψ〉
In the ground state |Ψ〉 of a free massless bosonic CFT in d+ 1 spacetime dimensions, the
























except in d = 1, where the first correlation function is instead, up to an additive constant,
〈φ(x)φ(y)〉 = − log |x− y|
2π
. (3.43)
since φ(x) is not a primary operator in 2d. In turn, the entanglement entropy of a region
















with c = 1 the central charge of the free boson CFT. Note that if we remove the UV cutoff
by taking the limit a→ 0, the entanglement entropy in Eqs. (3.44)-(3.45) diverges.
Unentangled state |Ω〉
In the case of the initial state |Ω〉 we have
〈φ(~x)φ(~y)〉 = δ(~x− ~y)
2Λ
, 〈π(~x)π(~y)〉 = Λδ(~x− ~y)
2
, (3.46)
i.e. there are no correlations between degrees of freedom at different points. It follows that
the entanglement entropy of any interval is zero.
cMERA fixed point |ΨΛ〉 (1+1 dimensions)
The position space two-point functions of the cMERA state given by (3.36) in 1+1 di-
mensions are most easily computed by Fourier transforming the corresponding momentum
40











































(α(k)− Λ) = Λ
2
δ(x− y) + gε(x− y).
(3.48)
fε, gε are continuous functions that depend on a parameter ε  1. Here εΛ acts as
an IR cutoff, needed to counter the well-known IR divergence of the 1+1 Klein-Gordon
theory of a free massless scalar. Since the cMERA construction reproduces the infrared
behaviour of the target state, it also displays such a divergence. Indeed, the integral that
defines fε(x − y) can be seen to diverge for ε = 0. We thus regulate this divergence by
introducing an additional IR length scale 1/(εΛ) and removing the degrees of freedom at
length scales larger than 1/(εΛ) from the integrals that translate from momentum space
back into position space.
Figure 3.2 show the cMERA two-point correlators. Two very different regimes can be
appreciated. First, at short distances x  1/Λ, the correlators are practically constant.
In contrast, at distances larger than 1/Λ (but smaller than the IR cutoff scale given by
1/(εΛ)) the correlators recover the scaling expected in the CFT:





From the numerically obtained cMERA correlations in the regime of distances x given by
1/Λ  x  1/(εΛ), ε = 10−6, we can estimate the following values for the coefficient of
the logarithmic decay and the exponent of the power law decay:
〈φ(x)φ(y)〉 ∼ −p1 log |x− y| p1 ≈ 0.15904 (3.50)
〈π(x)π(y)〉 ∼ −1
(x− y)p2
p2 ≈ 2.0078 (3.51)
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Figure 3.2: 〈φ(0)φ(x)〉 (top) and 〈π(0)π(x)〉 (bottom) correlators computed for a cMERA
defined by 3.39. Notice the existence of two clearly different regimes delimited by Λx ∼ 1.
These results were obtained with an IR regulator with ε = 10−6.
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which indeed are very close to their values for the target CFT theory, namely 1/(2π) =
0.15915 and 2∆π = 2, where ∆π = 1 is the scaling dimension of π. The value of p2 can in
fact be obtained from the momentum space representation (3.22), prior to the numerics,
via asymptotic analysis. Indeed, the fact that α(k) has a discontinuity in its first derivative
at k = 0 imposes for the two-point function in position space an asymptotic power-law
decay of the form 〈π(x)π(y)〉 ∼ |x − y|−2. This discontinuity in α(k) was already there
in the target theory, of which cMERA preserves the low momentum characteristics. By
the same kind of arguments we can also compute the leading order asymptotic term of the
difference between CFT and cMERA correlators. Since
αcMERA(k)− αCFT(k) = −
k3
2σΛ2
+ . . . (3.52)
we have, at long distances
|〈π(0)π(x)〉cMERA − 〈π(0)π(x)〉CFT| =
3
2πσΛ2x4
+ . . . (3.53)
We now turn to the entanglement entropy profile. In the CFT, the entanglement
entropy of a finite interval is divergent. We can still obtain its characteristic scaling in
Eq. (3.45) by discretizing the CFT into a lattice, where the lattice spacing provides the
UV cutoff. Importantly, progressive fine-graining of the lattice brings in new degrees of
freedom that contribute to the entropy, which therefore diverges as the lattice spacing is
removed in the limit a→ 0.
Our procedure for numerically computing the entanglement entropy in the cMERA is
also based on a lattice discretization. However, instead of discretizing and solving the full
theory on the lattice, we will simply sample the continuum two-point correlation functions
on a lattice with lattice spacing a.
This procedure yields discrete matrix versions of the correlation functions Cφφ =
〈φ(x)φ(y)〉 and Cππ = 〈π(x)π(y)〉, from which one can easily extract the entanglement




δ(x− y) + fε(x, y) −→ (Cφφ)ij =
1
2Λa








2gε(ia, ja) i, j ∈ Z.
From here we numerically compute the entanglement entropy profile S(x). We must insist
on the fact that this method is based on an approximation. The actual theory is defined
43















Figure 3.3: Numerical computation of the entanglement entropy profile (Λa = 0.01, ε =
10−6) for a 1+1 dimensional Klein-Gordon theory. The short range theoretical estimation
and the long distance logarithmic scaling have been superimposed.
in the continuum, and we are applying a sampling operation that produces discretized
versions of the continuous operator kernels C(x, y), in the hope that their spectra will be
captured well enough by those of their discretizations in the limit of small a. Note that,
for example, the spectra of the discretized operators will in general not be fully compatible
with the constraints on the spectra of discrete correlation matrices. This will force us to
discard a fraction of the eigenvalues of the constructed operators, relying on the assumption
that their deviation from allowed values approaches zero as a does (an assumption that we
corroborate numerically). Crucially, progressive fine-graining of the lattice discretization
(that is, reducing the lattice spacing a) reveals convergence of the entanglement entropy
S(x) to a finite value, rather than the divergence seen in the entanglement entropy of the
CFT. Specifically, Figure 3.4 shows that for a  1/Λ, the entanglement entropy of an
interval converges to its finite value for a = 0 quadratically in a, Sa(x) = S(x) + O(a
2).
We will take this value as our approximation to the entanglement entropy.
The converged entropy profile can be seen in Figure 3.3. We observe two clearly different
regimes: one for interval sizes x significantly smaller than the UV cutoff 1/Λ, and one for
sizes x comparable to and larger than 1/Λ (but smaller than the IR cutoff 1/(εΛ), which
is not shown). In this second region, the scaling of entanglement entropy reproduces the
CFT logarithmic growth of (3.45). The numerical fit of the central charge c in the region
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Λx0 = 5. 12
Λx0 = 1. 28
Λx0 = 0. 64
Figure 3.4: Plot of the difference |S(Λx0,Λa) − S(Λx0,Λa = 0.01)| that shows the con-
vergence of this particular value of entropy upon iterative fine-graining of the sampling
parameter used as a tool to compute it. The plotted difference goes to zero approximately
quadratically with Λa.
around x ∼ 1/Λ gives a value of the central charge
c ≈ 0.987 (3.54)
which is very close to the exact value c = 1. At larger distances the growth of the entropy is
slightly smaller than the one dictated by (3.45) with c = 1, which we believe to be an effect
of the IR regulator. Figure 3.3 also shows a theoretical estimate, derived in Appendix B.3,
for the scaling of the cMERA entanglement entropy for a small interval size x, x 1/Λ.
We have thus seen that the scaling of correlations and of entanglement entropy in
the cMERA state |ΨΛ〉 mimic those of the target CFT ground state at long distances
x  1/Λ. However, at short distances x 1/Λ, the correlators tend to a constant and
the entanglement entropy (which is finite for any finite interval) vanishes. Similar results
will be obtained below for d = 2 spatial dimensions and for free fermion CFTs. This is the
sense in which the cMERA state |ΨΛ〉 has a built-in UV cutoff at distance x ≈ 1/Λ.
cMERA fixed point |ΨΛ〉 (2+1 dimensions)
In more than one spatial dimension, the free massless boson field theory does not need to be
IR regularized. However, the numerical cost of computing the correlations and, especially,
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the entanglement entropy becomes much larger. Fortunately, this does not prevent us from
being able to numerically characterize the scaling at short distances x 1/Λ, confirm
once more the presence of the UV cutoff, and justify both analytically and numerically the
transition to the asymptotic CFT-like behaviour.
The cMERA two-point correlation functions are again given in momentum space by




















































δ(~x− ~y) + f(|~x− ~y|) (3.55)
















δ(~x− ~y) + g(|~x− ~y|). (3.56)
These two-point correlation functions consist of on-site deltas plus smooth terms6 that only
depend on the distance |~x−~y|. Their asymptotic behaviour for long distances can again be
inferred from their momentum space representation (3.22). 〈φ(~x)φ(~y)〉 decays as |~x− ~y|−1
at long distances due to the |~k|−1 singularity at the origin of the function α(~k)−1 (see
Appendix B.1). On the other hand, 〈π(~x)π(~y)〉 decays as |~x− ~y|−3 since the function α(~k)
goes as |~k| near ~k = 0. Note again how the fact that the cMERA construction preserves
the low momentum character of the target CFT manifestly leads to the preservation of
the long distance behaviour of the two-point functions of the theory. The leading order
asymptotic cMERA corrections to these can be seen to go like
|〈φ(~x)φ(~y)〉cMERA − 〈φ(~x)φ(~y)〉CFT| ∼ |~x− ~y|−3 (3.57)
|〈π(~x)π(~y)〉cMERA − 〈π(~x)π(~y)〉CFT| ∼ |~x− ~y|−5 (3.58)
6Notice that we repeat the notation f, g for these terms, which should not be mistaken for their 1+1-
dimensional analogues (which we had regularized with ε because of the IR divergence).
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i.e., decaying in both cases two orders faster than the leading term.
We plot the numerically obtained functions f and g in Figure 3.5. As in the one
dimensional case, we observe a short distance regime |~x− ~y|  1/Λ, where the correlators
are practically constant, and a long distance regime |~x− ~y|  1/Λ, where the shape of the
correlators reproduces the CFT power law decay with the right exponents:
f(x) ∼ 1
x2p1
, p1 = 0.4998 (≈ 0.5 = ∆φ), Λx 1, (3.59)
g(x) ∼ 1
x2p2
, p2 = 1.502 (≈ 1.5 = ∆π), Λx 1. (3.60)
Let us now turn to the entanglement entropy. In 2 + 1 dimensions we compute the
entanglement entropy of discs of increasing radius x. The technical details of this compu-
tation are presented in Appendix B.2. In short, we work in polar coordinates and consider
modes indexed by the radial coordinate r and with a definite angular momentum given
by an integer l ∈ Z. Different angular momentum modes are uncorrelated, so they con-
tribute independently to the entanglement entropy. Only the modes with smallest angular
momentum are found to contribute at short distances, with the corrections due to larger
angular momenta becoming more relevant at longer distances [66].
We approximately compute the entanglement entropy by the same procedure as in the
1+1-dimensional case: we sample the correlators with some lattice spacing a and build
discrete versions of the continuum operators Cφφ, Cππ, from which we numerically extract
an approximation to the entanglement entropy S(x). In addition, Appendix B.3 derives
a theoretical estimate of S(x) for x  1/Λ, restricted to the contribution from the zero
angular momentum mode.
Two remarks are in order. The first refers to the convergence of the profile S(x) above
with respect to contributions coming from different angular momenta. Figure 3.6, shows
the partial entropy Slmax(x) of a disc of radius x obtained by adding the contributions from
all angular momentum l such that |l| ≤ lmax. We see that, indeed, Slmax(x) is essentially
independent of lmax for x ≤ 1/Λ. For x ≈ 2/Λ convergence is roughly obtained for lmax ≥ 1,
for x ≈ 3/Λ convergence is roughly obtained for lmax ≥ 2, etc. These results are sufficient
to see the onset of the area law at x ≈ 1/Λ, as expected in the CFT, see Eq. (3.44).
Our second remark refers to the convergence of these results with respect to the sam-
pling parameter a used to discretize the correlation functions. Figure 3.7 shows that, once
more, S(x) tends to a finite profile when we reduce a. Notice also the agreement between
the numerical values and the zero angular momentum estimate at short distances x 1/Λ.
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Figure 3.5: 〈φ(0)φ(~x)〉 (top) and 〈π(0)π(~x)〉 (bottom) correlators computed for the 2+1-
dimensional bosonic cMERA.
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Figure 3.6: Numerical computation of the entanglement entropy profile (Λa = 0.01) for
















Figure 3.7: Plot of the difference |S(1.28Λ,Λa)−S(1.28Λ,Λa = 0.01)|, for different values
of lmax that shows the convergence of this particular value of entropy upon iterative fine-
graining of the sampling used as a tool to compute it. Note how truncating at higher values
of l does not affect the rate of convergence in a.
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3.4.3 A comment on finite s cMERA states
So far we have been focusing on the asymptotic fixed point cMERA state |ΨΛ〉, and we
have learned that it can be understood as a UV regularized version of the target state of
the cMERA, due to the fact that the entangling evolution introduces correlations almost
entirely at length scales above the UV cutoff Λ−1. On that basis, there are a couple of
things we can expect from cMERA states |ΨΛ(s)〉 that result from evolving for a finite
“pseudotime”,








First, most of their correlations should be present within the length scale window
[Λ−1, esΛ−1]. A way to see this comes from thinking of the entangling evolution in a
Trotterized fashion, i.e., as alternating infinitesimal evolutions by the generator L and K.
If we evolve only until pseudotime s, the longest-range correlations present in the state will
be those that we introduced right at the start of the evolution (recall that K introduces
correlations mostly at length scale Λ−1) and then progressively rescaled by a total factor
of es. In conclusion, in a similar fashion that Λ−1 is a UV cutoff, esΛ−1 is an IR cutoff, i.e.
an effective correlation length, for |ΨΛ(s)〉.
Secondly, in the cases we have been dealing with, the entangler is independent of scale.
That means that the correlations we have been introducing in the window between our
cutoffs should roughly match the ones present in the fixed point state |ΨΛ〉 (and hence in
the target state |Ψ〉, if the cMERA is optimized) in that same window. This is so because,
even if that entanglement would have been rescaled to become longer range entanglement
if we continued the evolution, it would have been replaced by identical correlations due
to scale invariance. Hence the convergence to the fixed point state in a scale invariant
cMERA can be interpreted as the lifting of an IR cutoff, and |ΨΛ(s)〉 should behave as
|ΨΛ〉 at all scales below esΛ−1.
When speaking of an IR cutoff for the free boson theory, the first one that comes to
mind is the one obtained by adding a mass term m2φ2(x) to the Hamiltonian. How do
its effects compare to the cutoff induced by an “unfinished” cMERA? The effects of both
IR cutoffs in the correlation measures of |ΨΛ(s)〉 will in principle be qualitatively similar,
modifying the CFT-like behaviours into those of a gapped theory at length scales above
the effective correlation length: former power-law correlators should decay exponentially
and the entanglement entropy should saturate to a constant. However, quantitatively, the
IR behaviour of the massive free boson ground state of mass m = Λe−s need not be well
approximated by |ΨΛ(s)〉.
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The reader might remember that in Section 2.6 we spoke about magic cMERAs: a
particular subclass of entanglers that gave rise to cMERAs with interesting properties,
among them the compatibility with cMPS simulation. It so happens that finite s magic
cMERAs are very good at approximating massive ground states. This will be one of the
key insights from Chapter 4, so we will leave the topic of intermediate cMERA states for
now and retake it then.
3.5 Free fermion cMERA
In this section we investigate the entanglement structure of the cMERA introduced in 2.5
for the ground state of the free Dirac fermion CFT, following the same approach as in the
bosonic case. Once again we will restrict ourselves to 1+1 and 2+1 spacetime dimensions,
and we will focus on the cMERA fixed point. This is the only section we devote in the
thesis to the fermionic cMERA: in the rest of the upcoming chapters we will be entirely
focusing on bosonic cMERAs.
3.5.1 Meeting our fermionic Gaussian states
Throughout this section, ~ψ(~x) denotes a 2-component Dirac spinor, with components ψ1(x)




























Recall that the free fermion cMERA aims at approximating the ground state of the free
massless Dirac fermion Hamiltonian in d = 1, 2 spatial dimensions:
H =
∫
ddx ψ†(~x)γ0(−i~γ · ~∂)ψ(~x). (3.63)
Once again we denote this target state by |Ψ〉.
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Fermionic Gaussian states
We consider Gaussian states |Φ〉 characterized by their annihilation operators
ψ̃1(~k)|Φ〉 = 0, ψ̃†2(~k)|Φ〉 = 0, ∀~k ∈ Rd, (3.64)
where ψ̃1(~k) and ψ̃2(~k) are related to the original momentum space spinor components
ψ1(~k) and ψ2(~k) by a ~k-dependent unitary transformation M(~k)
ψ̃i(~k) = Mij(~k)ψj(~k). (3.65)
For all the states of interest in this section, this transformation can be parametrized by an
angular function θ(~k) = θ(k) of the modulus of the momentum, according to
M [θ(k)] ≡ cos θ(k) 1 + sin θ(k) ~γ · k̂ = exp
(
θ(k) ~γ · k̂
)
. (3.66)
Here k̂ ≡ ~k/k is a normalized vector and ~γ is the vector of space-like Dirac matrices, which
are skew-Hermitian, so M [θ(k)] is unitary. The two-point functions7 of such a state can













0 δ(~k − ~q)
)
M [−θ(~k)]t. (3.67)
where t denotes matrix transposition. Once we pick a representation for the γ matrices we
will be able to give more explicit expressions.
We proceed to find the parametrization in terms of θ(k) of the target, initial and fixed








Indeed, the quadratic form γ0(~γ ·~k) is Hermitian and can thus be diagonalized by a unitary
transformation. If we pick






7Note that these states are all U(1) symmetric under ~ψ(~x)→ eiζ ~ψ(~x), thus all correlators of the form
〈ψi(~x)ψj(~y)〉 vanish.
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then said unitary turns out to be of the form (3.66) for
θ(k) = π/4 (target CFT ground state |Ψ〉) . (3.69)
Indeed,
ψ̃(~k) =
1 + ~γ · k̂√
2
ψ(~k) =⇒ H =
∫
ddk k ψ̃†(~k)γ0ψ̃(~k). (3.70)
Thus we have diagonalized the Hamiltonian and we can identify the structure of the ground
state |Ψ〉, which shall be annihilated by the operators ψ̃1(~k) and ψ̃†2(~k), that is, the operators
that annihilate particles with positive energy and create particles with negative energy.
The initial unentangled state for this cMERA was given by (2.15), which in momentum
space reads
ψ1(~k)|Ω〉 = 0, ψ†2(~k)|Ω〉 = 0, ∀~k. (3.71)





θ(k) = 0 (initial unentangled state |Ω〉) . (3.72)
To find the annihilation operators for the cMERA fixed point, we use a similar technique





|ΨΛ(s)〉 = 0. (3.73)

















where, to keep with the conventions in the literature, we have defined g(k) ≡ −kh(k), h(k)
being the Fourier transform of the profile h(x) from (2.16). With them we can evolve the
spinor
− i[L+K, ~ψ(~k)] = −
(
~k · ~∇~k +
d
2
− g(~k) k̂ · ~γ
)
~ψ(~k), (3.76)
and obtain a partial differential equation for θ(k, s):
∂sθ(k, s) = k∂kθ(k, s) + g(k, s). (3.77)
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The solution to this equation gives


















Ideally, a successful cMERA would be given by a θ function that interpolates between
those of |Ω〉 and |Ψ〉, as we saw for the free boson:
θ(k) ∼
{
π/4 k  Λ
0 k  Λ
(3.81)









where n is a nonnegative integer and Cn is a normalization constant. Using (3.80), the

















































We observe a similar interpolating character as the one found in the bosonic case. In what
follows we will mostly focus on the simplest case n = 0 and drop the subindex.
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Figure 3.8: θ(k) function for the states |Ψ〉, |Ω〉, and θn(k) function for |ΨΛ〉, for n = 0, 1, 2.
3.5.2 Entanglement structure of the cMERA state
We proceed as in the previous section: first we review the entanglement structure for the
target and initial states, then we do the computation for the cMERA fixed points and
compare the results. We will use the following representations of the Dirac matrices in
1+1d and 2+1d:
γ0 ≡ σz, γ1 ≡ iσy (1+1 dimensions), (3.86)
γ0 ≡ σz, γ1 ≡ −iσx, γ2 ≡ −iσy (2+1 dimensions), (3.87)
























sign k sin 2θ(k)
1
2
sign k sin 2θ(k) cos2 θ(k)
)
δ(k − q) (3.89)
55










e−iφ~k sin 2θ(k) cos2 θ(k)
)
δ(~k − ~q) (3.90)
in 2+1 dimensions, where the phase φ~k is defined by
|~k|eiφ~k = kx + iky. (3.91)
In what follows, we will only pay attention to the 〈ψ†1(k)ψ1(q)〉 and 〈ψ
†
1(k)ψ2(q)〉 correlators,
since the rest can be easily expressed in terms of them.
Target state |Ψ〉




















in 2+1 dimensions. In both cases, the correlator between fermions of the same species is a
delta function, while that between different species decays as a power-law, as befits a CFT.
The central charge of a single 1+1d free massless fermion is c = 1
2
. Because we have
two species of fermions in the Dirac spinor, and central charge is additive, the total central















In both cases we keep a to denote a UV cutoff.
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Initial state |Ω〉
The correlation functions for the initial unentangled state read:
〈ψ†1(~x)ψ1(~y)〉 = 0, 〈ψ
†
1(x)ψ2(y)〉 = 0. (3.96)
Indeed, the only non-vanishing two-point function is
〈ψ†2(~x)ψ2(~y)〉 = δ(x− y) (3.97)
The entanglement entropy in such a state once again vanishes.
cMERA fixed point |ΨΛ〉 (1+1 dimensions)
To obtain the cMERA state correlation functions, we just need to plug θn(k) from Eq.
(3.85) into Eq. (3.89) and Fourier transform back numerically into position space. Their
long-distance behaviour can be however directly inferred from their momentum space rep-
resentation, as we did for the boson theories (see Appendix B.1).
The single-species correlator 〈ψ†1(x)ψ1(y)〉, will display a leading decay of (x−y)−(2n+2)
at long distances. This is due to the first discontinuous derivative of the function sin2(θn(k))
being the (2n+ 1)-th, which is discontinuous at the origin. This discontinuity was not
present in the target state, and is the only example we present here, together with its 2-
dimensional counterpart, of a cMERA qualitatively differing from the target state at long
distances. The spurious power-law decay of this correlator, not present in the CFT, can
be made faster by choosing a higher n, so that θn(k) coincides to higher and higher order
with the exact θ(k) from the CFT in the k → 0 (infrared) limit [56].
On the other hand, the dominant term in the asymptotic expansion of the two-species
correlator 〈ψ†1(x)ψ2(y)〉 can be seen to decay like (x− y)−1. This reflects the fact that the
function sign(k) sin(2θn(k)) is discontinuous at the origin, independently of the value of n.
This matches the behaviour of the target CFT ground state (3.92). What does depend on
n is the leading decay order of the difference between the CFT and cMERA correlators,










)2 |x− y|−(4j+3) + . . . (3.98)
Fig. 3.9 displays the numerically computed correlation functions. At short distances
x  1/Λ, the single-species correlator goes to a constant while the two-species correlator
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Figure 3.9: Correlation functions 〈ψ†1(0)ψ1(x)〉 (top) 〈ψ
†
1(0)ψ2(x)〉 (bottom, in absolute
value) and computed for a cMERA defined by θ(k) as in (3.85) for n = 0. Notice the
existence of two clearly different regimes delimited by Λx ∼ 1.
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Figure 3.10: Entanglement entropy profile obtained for Λa = 0.01 (Λx < 10) and Λa = 0.1
(Λx > 10). We superpose the short distance estimation and the fit to logarithmic scaling
at distances much larger than the cutoff, which provides a value of the central charge
c ≈ 1.003.


















Λx0 = 5. 12
Λx0 = 1. 28
Λx0 = 0. 64
Figure 3.11: Plot of the difference |S(Λx0,Λa) − S(Λx0,Λa = 0.01)| that shows the con-
vergence of this particular value of entropy upon iterative fine-graining of the sampling
parameter. The plotted difference goes to zero approximately quadratically with Λa.
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vanishes as (x − y)p, where the exponent is numerically estimated to be p = 0.9992 (the
correlator vanishes linearly as x− y → 0).
At large distances x 1/Λ, both the single-species and two-species correlators exhibit
power-law decay, with exponents numerically determined to be p = −2.002 and p = −1.004
respectively, confirming the previous asymptotic analysis.
As for the free boson, we perform the numerical computation of entanglement entropy
in cMERA by sampling the correlators with a certain lattice spacing a, which produces
discrete versions of the corresponding continuum correlation operators, to which we apply
the usual prescription from Section 3.3. Once more we find finite values of the entropy to
which our results converge when a→ 0, hinting at the removal of short scale entanglement,
see Figure 3.11. Figure 3.10 shows the results of the numerical computation of entanglement
entropy. As expected, two differentiated regimes are visible. For small intervals x 1/Λ,
the entanglement entropy S(L) is seen to vanish as L→ 0, with the numerics matching an
analytical estimation derived in Appendix B.3. For large intervals a 1/Λ, the expected
logarithmic scaling of S(x) is recovered. The value obtained for the central charge from
fitting the curve is very close to our expectation,
c ≈ 1.003 ≈ 1. (3.99)
cMERA fixed point |ΨΛ〉 (2+1 dimensions)
The long distance decay properties of the two-point functions can once again be deduced
from their momentum space representation (3.90) by means of the methods reviewed in
Appendix B.1. For the single-species correlators, the cMERA again displays a spurious
power-law decay |~x− ~y|−2n−3, which was not present in the CFT. This is a consequence of
the behaviour of the function sin2(θn(~k)) around ~k = 0: it goes as |~k|2n+1. In the case of the
two-species correlator, however, we infer a leading decay given by |~x− ~y|−2, independently
of n, which matches the CFT exponent. The next-to-leading term gives the leading order
cMERA correction to the CFT correlator, and goes like:
|〈ψ†1(~x)ψ2(~y)〉cMERA − 〈ψ
†
1(~x)ψ2(~y)〉CFT| ∼ |x− y|−(4n+4). (3.100)
Figure 3.12 shows how correlations behave for this cMERA, again for n = 0. The usual
two regimes are observed: at distances smaller that 1/Λ, the single-species correlator is
practically constant, and the two-species correlator grows linearly (as a power law |~x− ~y|p
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Figure 3.12: Correlation functions 〈ψ†1(0)ψ1(~x)〉 (top) 〈ψ
†
1(0)ψ2(~x)〉 (bottom, in absolute
value) and computed for the 2+1 dimensional fermionic cMERA with j = 0.
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Figure 3.13: Entanglement entropy profile obtained for Λa = 0.01 (x < 4/Λ). Convergence
upon increase of the maximum value of |j| is observed. We lack numerical data to comment



















Figure 3.14: Plot of the difference |S(1.28Λ,Λa) − S(1.28Λ,Λa = 0.02)|, for different
maximum values of |j| that shows the convergence of this particular value of entropy upon
iterative fine-graining of the sampling parameter a. Note how truncating at higher values
of |j| does not affect very noticeably the rate of convergence in a.
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with p ≈ 0.9994 ≈ 1) with distance. Once the cutoff length scale is surpassed, the single-
species correlator decays with exponent p ≈ −3.008 ≈ −3, while the two-species correlator
decays with exponent p ≈ −2.005 ≈ −2, which is in accordance with the argumentation
at the beginning of this paragraph.
As in the 2+1 dimensional bosonic case discussed earlier, we will study the scaling of
entanglement entropy S(x) by taking discs of increasing radii x and tracing out the rest
of the system. We do so by again changing to polar coordinates and taking into account
only the modes with small angular momentum, which provide the main contributions. The
details of the computation are presented in Appendix B.2.
Figures 3.13 and 3.14 show that the main features we have been observing in this paper
prevail in the 2d fermionic case: the entropy converges to a finite value upon fine-graining
of the sampling of the correlators. However, the numerical computation becomes too heavy
before we can assert with enough confidence the presence of two differentiated regimes, or
the recovery of the area law (note that the onset of the area law in Figure 3.10 can only
be clearly appreciated past x ∼ 3/Λ, where we stop having converged data in the 2d case).
Nevertheless, we can still give a good analytical estimation of the scaling of the entropy
(see Appendix B.3) for small radii x 1/Λ.
This chapter’s takeaways:
• Scale invariant cMERA fixed point states can be interpreted as UV regular-
ized versions of their target states: they interpolate between their target CFT
ground state at long distances, and their initial unentangled state at short
distances.
• More precisely, this property is reflected in the correlation functions and the
scaling of entanglement entropy of these states: both display two different
regimes, separated by the cutoff length scale Λ−1, above which they repro-
duce CFT behaviour. The entanglement entropy computed via discretization
converges to a finite value upon fine-graining.
• Finite s states of scale invariant cMERAs may be expected to behave as the
corresponding fixed point and target states in the length scale window between
the UV cutoff Λ−1 and the effective IR cutoff Λ−1es, where the entangling
evolution has introduced correlations.
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Chapter 4
cMERA for gauge theories
This chapter’s goal: In this chapter we explain how to generalize the cMERA
framework to gauge invariant quantum fields, following the example of the free massless
vector boson, a U(1) gauge theory.
4.1 Introduction
Gauge theories stand among the most successful theories of physical reality, describing a
wide range of phenomena – from the standard model of particle physics [67,68] and general
relativity [69] to topological phases of quantum matter [70]. They are characterized by an
explicit redundancy in the choice of degrees of freedom used to represent the physical
system. This redundancy is the price to be paid in order to retain a more tractable and
intuitive description, for instance one in terms of a local Hamiltonian. Gauge theories fit
into the more general framework of constrained theories, whose quantization is itself a rich
and interesting subject [71]. A quantum gauge theory can be formulated so that physical
states are confined to a particular, gauge invariant subspace of the total Hilbert space of
the theory.
To go beyond perturbative treatments of gauge theory, one must often resort to numer-
ical simulations. In lattice gauge theory [72, 73], spacetime is discretized into a lattice in
such a way that gauge invariance is preserved. Then stochastic methods, such as Monte
Carlo sampling, are used to study certain aspects of the discretized theory. For instance,
and most prominently, such techniques have been used to successfully extract the mass
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spectrum of quantum chromodynamics (QCD) [74, 75]. In spite of their remarkable suc-
cess, simulation strategies based on stochastic sampling suffer from the fermionic sign and
complex action problems at finite fermionic density [76, 77] and, more generally, are not
capable of simulating dynamics. For such important problems, alternative formulations
are still much needed.
Much work has been devoted to applying tensor network algorithms to lattice gauge
theories [78–129], with the expectation of advancing our numerical capabilities past the
breaking points of standard techniques, such as the sign problem mentioned above in the
case of Monte Carlo simulation (see [128, 129] for a recent review). Successful simulations
in one spatial dimension [78–112] and partial success in two spatial dimensions [113–124]
are certainly encouraging. However, very significant improvements will be required before
e.g. QCD in three spatial dimensions can be meaningfully tackled. For lattice gauge
theories in the Hamiltonian formalism, MERA has been seen to offer a proper framework
to represent gauge invariant ground states [113,114]. In this case the renormalization group
transformations exactly preserve the gauge constraints along the flow.
So far we have worked with cMERAs for scalar bosons and for fermions. In this chapter
we take a step further and extend the cMERA formalism to gauge invariant quantum fields.
Our main motivation is simple. If, as we expect, the cMERA program is to eventually give
rise to a useful numerical simulation framework for interacting QFTs, then understanding
how to handle gauge invariant quantum fields is a priority, given the central role gauge
theories play in modern physics. A second motivation for our work comes from current
applications of cMERA as a toy models for the AdS/CFT correspondence. There the CFT
theory is often taken to be a gauge theory with a large gauge group. Therefore a gauge
invariant cMERA could also be useful to build improved toy models of the AdS/CFT
correspondence.
We will illustrate how the cMERA formalism can be extended to gauge theories by con-
sidering the simple case of noninteracting U(1) gauge theory, or electromagnetism without
matter fields, in d + 1 spacetime dimensions as a proof-of-principle example. U(1) gauge
theory is ideal for our purposes, because the Hamiltonian is quadratic and this allows us to
show, explicitly and exactly, how the local linear constraints in Hilbert space implementing
gauge invariance can coexist with the quasi-local character of the entangler that generates
the cMERA wavefunctional. Our eventual goal is to address interacting gauge theories,
where the interaction may be due to either coupling to matter fields or to considering
non-Abelian gauge groups (or to both at the same time). We expect that the compatibi-
lity between the quasi-local character of the cMERA and the local character of the gauge
constraints, as demonstrated here for a non-interacting theory, will work in a similar way
in the interacting case.
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This chapter is organized as follows. We begin in Section 4.2 with a review of the
target theories that will be of interest for us: the massless and massive free vector boson.
As constrained theories, their quantization procedure involves a few choices that we will
show and justify. Section 4.3 reviews the magic entanglement renormalization paradigm,
from which we derive some inspiration for Section 4.4 where we present our proposal for a
gauge invariant cMERA and analyze it in detail.
4.2 Massless and massive free vector boson theory
The field theories we deal with in this chapter are special in the sense that they involve
constraints due to the Lagrangian not being regular. There are several nuances that should
be taken into account when quantizing a constrained system, and in general there might
not be a unique way of doing so: for instance, gauge theories, which provide a subclass
of constrained theories, can be quantized with a variety of different gauge-fixing condi-
tions. In what follows, we describe the general (Dirac) formalism for the quantization of
constrained theories, and then apply it in turn to the massless and massive free vector bo-
son theories. We will choose a quantization scheme that makes the massive and massless
theories “compatible”, in a sense that we will specify below.
4.2.1 Quantization of constrained theories
Given a family of position and velocity variables {qi, q̇i = ∂tqi}, where i is an abstract index,





is not invertible, in the sense that one cannot define an inverse map (qi, pi) 7→ (qi, q̇i),
because the positions qi and momenta pi are not independent variables: rather, they have
to satisfy some dependency relations called constraints. These take the place of some of
the equations of motion and specify a constrained submanifold of the phase space where
the dynamics is allowed to take place. Gauge theories are a class of constrained theories.
In fact the consequences of gauge symmetry are even more dramatic, since the underlying
redundancy of degrees of freedom that gives rise to it is reflected in the appearance of
arbitrary functions of time in the solutions of the equations of motion.
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The following are the steps we will be following to quantize the vector boson theories,
whose Lagrangians are irregular. For a more in-depth explanation of the quantization of
constrained theories we refer the reader to a specialized textbook such as [71].
1. Given an irregular Lagrangian, find all the constraints to be imposed in the Hamil-
tonian formalism. This includes primary constraints (dependency relations between
coordinates and momenta) and secondary constraints (constraints derived from de-
manding that other constraints are preserved by the time evolution generated by the
Hamiltonian).
2. Once all constraints have been found, classify them as first-class (if they Poisson-
commute with all other constraints) or second-class (if they don’t).
3. First-class constraints generate gauge transformations. We choose if we want to add
additional constraints in order to “fix the gauge” and turn them into second-class
constraints.
4. We impose second-class constraints as operator equations in the algebra of operators
(technically speaking, what we do is replacing Poisson brackets by Dirac brackets
when defining the algebra of operators, but for all practical purposes we can think
of this step as stated above).
5. Any remaining first-class constraints are imposed on the Hilbert space as gauge in-
variance conditions, so that only gauge invariant states are physical.
4.2.2 Free massless vector boson (U(1) gauge theory)
The free massless vector boson theory, which is used to describe electromagnetism, is a






Fµν ≡ ∂µAν − ∂νAµ (4.3)
is the field strength tensor. Let us follow the steps above:
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= −F 0i = ∂0Ai − ∂iA0 (4.5)
we find a single primary constraint: Π0 = 0. This constraint is now included in the
Hamiltonian by means of a Lagrange multiplier u:









ij − A0∂iΠi + uΠ0 (4.7)
We look for secondary constraints by imposing the preservation of the primary con-
straint under time evolution:
∂0Π
0 = {Π0,H} = 0 =⇒ ∂iΠi = 0. (4.8)
Thus we obtain a secondary constraint, that we identify as Gauss’s law1. We look
for additional secondary constraints and find that
∂0(∂iΠ
i) = {∂iΠi,H} = 0 (4.9)
holds without any additional assumptions. Thus we have found all the constraints.
2. The two constraints we obtained are first-class since their Poisson bracket vanishes:
{Π0(~x), ∂iΠi(~y)} = 0 (4.10)
First-class constraints are a consequence of gauge invariance, which it is well-known
that the Maxwell field exhibits.
1Indeed, when using this theory to describe electromagnetism, the components of the electric field are
given in terms of the electromagnetic field strength tensor as
Ei = F 0i = −Πi
thus the secondary constraint we found reads ∂iE
i = ~∇ · ~E = 0, one of Maxwell’s equations, also known
as Gauss’s law.
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3. We now make the choice to quantize in the temporal gauge. We add the (partially)
gauge-fixing constraint A0 = 0 (temporal gauge), and check its consistency:




Hence we can impose the preservation of the gauge fixing just by a condition on the
Lagrange multiplier. The new set of constraints includes a first-class constraint
∂iΠ
i = 0 (4.12)
and a pair of second-class constraints
A0 = Π
0 = 0. (4.13)
4. Upon quantization, the second pair of constraints can be imposed (à la Dirac) as
operator equations: the operator representation of A0 and Π
0 vanishes identically.
5. The remaining first-class constraint generates (“residual”) gauge transformations:
Ai 7−→ Ai + ∂iε(x). (4.14)
These transformations do not affect the physical degrees of freedom, and any two
states that differ by one of them should be identified. Consequently, we define the




i|phys〉 = 0. (4.15)
In conclusion, the relevant operator algebra is just the one generated by the spatial
components of fields and momenta Ai,Π
i, with the usual canonical commutation relations:
[Ai(~x),Π
j(~y)] = iδijδ(~x− ~y). (4.16)
This algebra is represented on the Hilbert space of the theory, of which only the subspace
given by (4.15) is physical.



































and the d− 1 orthogonal transversal polarizations2
A⊥,n(~k), Π⊥,n(~k), n = 1, . . . , d− 1. (4.20)
(Summation over any repeated index n for this basis will be implied throughout this chap-
ter.) This basis is additionally helpful because the longitudinal polarization is precisely
the gauge degree of freedom, while the transversal polarizations are the physical (gauge
invariant) degrees of freedom, as can be seen by performing a gauge transformation:
Aj(~x)→ Aj(~x) + ∂jω(~x) =⇒
{
A‖(~k) → A‖(~k) + ikω(~k),
A⊥,n(~k) → A⊥,n(~k).
(4.21)
Consequently, the gauge constraint (4.15) becomes
Π‖(~k)|phys〉 = 0. (4.22)























and we have removed an infinite constant term from the Hamiltonian in the usual way.
What remains is nothing but the Hamiltonian for d − 1 free bosons, whose ground state
|ΨU(1)〉 is defined via the annihilation operators:
a⊥,n(~k)|ΨU(1)〉 = 0 ∀~k, n = 1, . . . , d− 1. (4.26)
2There is a subtlety here involving the fact that the zero mode subspace of the operator algebra,
generated by Ai(~k = 0),Πi(~k = 0) cannot be separated in longitudinal and transversal sectors. Since this
will however not be very relevant to the discussion, we will mostly ignore the zero modes in what follows.
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Notice that both Eq. (4.26) and the gauge constraint (4.22) are constraints that are
expressed in terms of operators that are linear in the field operators Ai(~x) and Πi(~x). These
constraints completely determine the ground state |ΨU(1)〉, which is therefore a Gaussian
state. For later reference, we parametrize the annihilation operators a‖(~k) and a⊥(~k) in
terms of two functions α‖(k), α⊥,n(k) in an analogous fashion to what we did in Section
3.4 on the previous chapter:



















We see that in order to recover (4.22) and (4.26) from the more general formulation (4.27)-
(4.29), we just need to make the particular choice of functions α‖(k), α⊥(k) given by
α‖(k) = 0, α⊥(k) = k (massless ground state |ΨU(1)〉). (4.30)
Given the similarity in the description of the free massless scalar and free vector boson
ground states, it may seem that a straightforward generalization of the cMERA for the
former (thoroughly analyzed in Section 3.4) should give rise to a cMERA for the latter. This
cMERA would keep α‖(k) = 0 during the whole evolution, which amounts to preserving
gauge invariance, and would give rise to the same kind of interpolatory α⊥(k, s) that we
observed in the free scalar. However, early on this path we would run into trouble. As early
as s = 0 in fact, for the annihilation operators defining the initial state |Ω〉 would turn out
not to be the limit of local lattice annihilation operators, leaving such initial state outside
the formalism. It suffices to take a look at one of them, the gauge invariance constraint, to






|Ω〉 = 0 −→ ∂iΠi(x)|Ω〉 = 0. (4.31)
The same would generically happen for the other annihilation operators of |Ω〉. In fact,
the only state in the gauge invariant subspace that satisfies the conditions for a cMERA
3Usually in lattice gauge theory, gauge field variables are defined on the edges rather than the vertices
of the lattice, as it may be näıvely assumed from this expression, but the finite difference argument still
applies.
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initial state is the zero electric field state, which is rather anomalous and hard to work
with:
Πi(x)|Ω〉 = 0 ∀i. (4.32)
Fortunately for us, there exists an alternative cMERA construction, which we propose
below in this chapter, that gives rise to a gauge invariant fixed point cMERA state. In
this proposal, the entangling evolution happens outside the gauge invariant subspace. As a
bonus, we will show that finite s cMERA states give good approximations to ground states
of massive vector boson theories, which would not be possible in a fully gauge invariant
cMERA. In preparation for that, we review these theories next.
4.2.3 Free massive vector boson








The nonvanishing mass term spoils gauge invariance4, but this does not mean that the
Lagrangian is regular, so we follow the same steps as in the massless theory.




which we include with a Lagrange multiplier u:













µ − A0∂iΠi + uΠ0. (4.35)
Looking for secondary constraints, we find
∂0Π
0 = 0 =⇒ m2A0 + ∂iΠi = 0, (4.36)
∂0(m
2A0 + ∂iΠ
i) = 0 =⇒ u = ∂iAi, (4.37)
thus the theory presents two constraints.
4Massive vector bosons can arise in gauge invariant theories where we couple them to an additional
scalar, the Higgs field. In the symmetry broken phase where the Higgs field acquires a vacuum expectation
value, the non-interacting part of the Lagrangian for the vector boson can effectively look like (4.33).
Names for this mechanism vary in inclusiveness, the most comprehensive one to our knowledge being
“ABEGHHK’tH mechanism”, for Anderson, Brout, Englert, Guralnik, Hagen, Higgs, Kibble, and ’t Hooft.
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2. The constraints are second-class (there is no gauge invariance), since their Poisson
bracket does not vanish:
{Π0(~x),m2A0(~y) + ∂iΠi(~y)} = −m2δ(~x− ~y). (4.38)
3. There are no first-class constraints.
4. We impose the second-class constraints “à la Dirac” as operator equations, which ef-
fectively removes A0,Π
0 as independent operators, and write canonical commutation
relations for the rest of operators:






j(~y)] = δijδ(~x− ~y). (4.40)
5. We do not need to impose any constraints on the Hilbert space.
Now the Hamiltonian of this theory reads,













and can be diagonalized in the polarization basis (4.19)-(4.20) as in the massless case. The
lack of a gauge invariance constraint now implies that the longitudinal component A‖(~k),
Π‖(~k) is a legitimate propagating degree of freedom, instead of a gauge degree of freedom.
The ground state of the theory is again of the form (4.27)-(4.29), this time with functions






k2 +m2 (massive ground state |Ψm〉). (4.42)
Note that in the limit m→ 0, (4.42) reduces to (4.30).
When choosing the respective quantization schemes for the massless and massive the-
ories, we have kept in mind that we are aiming to build a cMERA evolution that can give
rise to approximations to the ground states of both. Our choices will make our task easier
because
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Figure 4.1: The ground state |Ψm〉 of the massive vector boson Hamiltonian Hm depends
on the mass m and is not gauge invariant. However, in the limit m → 0 we recover the
massless vector boson Hamiltonian HU(1), whose ground state |ΨU(1)〉 is gauge invariant.
The green surface represents the gauge invariant subspace, or physical subspace, of the
Hilbert space.
• The relevant operator algebras are identical: in both cases they are generated by
Ai,Πi, the spatial components of the field and their momenta, and they satisfy
canonical commutation relations. This would not be the case had we chosen, for
example, the Coulomb gauge quantization for the gauge theory, where the commu-
tation relations of the operators are modified from the canonical case.
• The Hilbert spaces where these observable algebras are represented are also taken to
be the same, with the caveat that for the massless case only a subspace of the total
Hilbert space is physical, since the number of physical degrees of freedom is reduced
by gauge invariance.
This will allow for a cMERA evolution to be defined consistently in a way that |ΨΛ(s)〉
is a massive vector boson state for finite s and a massless vector boson state for s = ∞.
We said in Chapter 3 that finite s cMERA states do show an IR cutoff similar to the one
induced by a mass. We also mentioned that this statement can be made in a more precise
manner for the particular case of “magic” cMERAs, briefly introduced in 2.6. Since this
will be helpful for us later in this chapter, the time has arrived to delve a bit deeper into
the properties of these magic cMERAs, which we do in what follows.
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4.3 Magic entanglement renormalization
Let us go back to the free scalar cMERA for this section. Remember that the variational
parameters in cMERA correspond to different choices of the entangler K. Even if we
restrict ourselves to quadratic entanglers, as we are allowed to do when addressing non-
interacting theories, there is a lot of freedom in choosing an entangler K that gives rise
to a good long distance approximation to a fixed target state. This begs the question of
whether one may be able to use this freedom to identify particularly useful subclasses of
entanglers.
The magic cMERA, which already came up shortly in Section 2.6, is a free boson
cMERA in one spatial dimension, with a particular choice of the entangler that presents
additional properties. Denote the relativistic free massless boson CFT ground state |ΨCFT〉.
Consider as well more generally a relativistic free massive boson QFT, with Hamiltonian





and ground state |Ψm〉. For the sake of brevity, let us introduce the notation
LD∼ to denote
states that approximate each other at long distances, in the sense that we have been
observing for cMERA. It was recently shown [58] that the choice of entangler profile










in the free boson cMERA introduced in Section 2.5 leads to cMERA wavefunctionals |ΨΛ〉
and |ΨΛ(s)〉 with
|ΨΛ〉 LD∼ |ΨCFT〉, |ΨΛ(s)〉 LD∼ |Ψm(s)〉, (4.45)
where |Ψm(s)〉 is the relativistic massive ground state |Ψm〉 for mass
m(s) ≡ Λe−s. (4.46)
The α function characterizing these states is given by




s→∞−−−−−→ α(k) = Λ |k|√
k2 + Λ2
. (4.47)
Moreover, the magic cMERA wavefunctional has two remarkable properties:
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(i) Compatibility with cMPS: |ΨΛ(s)〉 has the same UV structure as a continuous matrix
product state (cMPS) [58]. As a result, cMPS techniques [36, 38, 130–140] can be
used to numerically manipulate the cMERA wavefunctional efficiently. Most impor-
tantly, these cMPS techniques work equally well for both Gaussian and non-Gaussian
wavefunctionals. Therefore they provide a much needed numerical avenue for pro-
ducing strongly correlated (i.e. highly non-Gaussian) cMERA wavefunctionals for
interacting QFTs, as demonstrated in Ref. [141].
(ii) Exact ground state of local Hamiltonian: The magic cMERA |ΨΛ(s)〉 is the exact
ground state of a strictly local QFT Hamiltonian HΛ(s), see Eq. (4.50) below. This
is unexpected. Indeed, it can be seen that a generic choice of quasi-local entangler
produces a wavefunctional that is the ground state of a Hamiltonian which is, at
best, quasi-local [58].
Let us elaborate a bit more on this last property, since it will play a role in our discussion
of the U(1) gauge invariant cMERA in the rest of the chapter. We introduce the local
Hamiltonian
HΛ ≡ HCFT + AΛUV (4.48)







and the local Hamiltonian
HΛ(s) ≡ Hm(s) + AΛUV, (4.50)
in the massive case, where Hm(s) is the relativistic massive Hamiltonian Hm of Eq. (4.43)
for mass m(s) given by (4.46). Then Ref. [58] showed that |ΨΛ〉 is the exact ground state
of HΛ and |ΨΛ(s)〉 is the exact ground state of HΛ(s).
The parent Hamiltonian HΛ(s) is thus obtained from the relativistic massive Hm(s)
by adding the non-relativistic UV regulator AΛUV, which breaks Lorentz invariance and
primarily affects the UV physics by modifying the dispersion relation for momenta above
the cutoff scale Λ. On the other hand, the mass term in HΛ(s) introduces a mass gap in
the low energy spectrum. Thus, for s > 0, that is m < Λ, we can think of m and Λ in
HΛ(s) as providing IR and UV regulators to the relativistic, massless Hamiltonian HCFT,
respectively.
In case the reader is wondering, the magic cMERA formalism also exists for the
fermionic case. It will not be relevant for us in what follows, since we are working with
bosonic degrees of freedom, but we have included a brief description for the interested
reader in Appendix C.1.
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4.4 Gauge invariant cMERA
We are now ready to present the main result of this chapter: a cMERA wavefunctional
|ΨΛU(1)〉 that approximates the ground state |ΨU(1)〉 of Hamiltonian HU(1) in Eq. (4.17) for
the U(1) gauge invariant, massless free vector boson. Similarly to the ones studied in the
previous chapter, this is a scale invariant cMERA: |ΨΛU(1)〉 is the fixed point of an entangling
evolution in scale generated by a constant entangler K starting from an unentangled state
|Ω〉. Our construction is an extension to gauge fields of the magic cMERA of Ref. [58]. It
has the following three key properties:
(i) Gauge invariance: the wavefunctional |ΨΛU(1)〉 is explicitly U(1) gauge invariant, that
is, it fulfills the constraint (4.22);
(ii) Correct large distance physics (I): the wavefunctional |ΨΛU(1)〉 accurately approximates
the behaviour (e.g. correlators, see Fig. 4.2) of the ground state |ΨU(1)〉 of HU(1) at
distances x Λ−1, or
|ΨΛU(1)〉
LD∼ |ΨU(1)〉; (4.51)
(iii) Ground state of a local Hamiltonian (I): the cMERA |ΨΛ〉 is the exact ground state
of a Hamiltonian HΛU(1), see Eq. (4.85) below, that is local and can be understood as
a UV regulated version of HU(1).
Moreover, and justifying all our previous foreshadowing in this chapter, the intermediate
cMERA wavefunctional |ΨΛ(s)〉 for any finite s ∈ [0,∞) is related to the massive vector
boson in the following ways:
(iv) Correct large distance physics (II): the wavefunctional |ΨΛ(s)〉 accurately approx-
imates the behaviour (e.g. correlators, see Fig. 4.2) of the ground state |Ψm(s)〉
of the relativistic massive vector boson Hamiltonian Hm(s) in Eq. (4.41) for mass
m(s) = Λe−s, that is
|ΨΛ(s)〉 LD∼ |Ψm(s)〉. (4.52)
(v) Ground state of a local Hamiltonian (II): the cMERA |ΨΛ(s)〉 is the exact ground
state of a Hamiltonian HΛ(s), see Eq. (4.82) below, that is local and can be under-
stood as a UV regulated version of Hm(s) for mass m(s) = Λe
−s.
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Figure 4.2: Correlator 〈B(0)B(~x)〉 as a function of x ≡ |~x| in 2+1 dimensions, where B ≡
∂1A2− ∂2A1, for both a target state and the corresponding cMERA approximation, which
matches the correlator of its target state for Λx  1. (top) Gauge invariant target state








δ(~x) localized at the origin, not visible in the figure. (bottom)
Massive target state |Ψm(s)〉 for m(s) = Λe−s and the corresponding cMERA |ΨΛ(s)〉. The








the origin, not visible in the figure.
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We emphasize that in our construction, for any finite s (finite mass m(s)) the cMERA
wavefunctional |ΨΛ(s)〉 is not gauge invariant, and gauge invariance is only attained in
the large s limit. That is, the entangling evolution in scale takes place outside the gauge
invariant subspace of the Hilbert space. However, as shown in Fig. 4.4, an approximation
to |ΨΛ〉 (e.g. in terms of correlators) can already be obtained from |ΨΛ(s)〉 at finite s 1,
since the IR cutoff above which the two states differ significantly is m(s)−1 = Λ−1es.
Notice that this situation closely mimics the relativistic gauge invariant vector boson we
are targeting: at finite mass m, the theory is not gauge invariant, and gauge invariance
is only attained in the massless limit m → 0. Fig. 4.3 summarizes diagramatically the
relations between cMERA states and the ground states they target.
Figure 4.3: The massive vector boson ground state |Ψm(s)〉 form(s) = Λe−s is approximated
by the cMERA state |ΨΛ(s)〉. None of these wavefunctionals are gauge invariant. The
massless vector boson ground state |ΨU(1)〉 is approximated by the scale-invariant cMERA
state |ΨΛU(1)〉. These two wavefunctionals are gauge invariant.
4.4.1 Definition
Let us begin by defining our gauge invariant cMERA, for which we will have to specify
the initial unentangled state |Ω〉 and the generators of the entangling evolution L and
K. Because our target theories are noninteracting, our proposal is once more a Gaussian
cMERA. We will thus be able to rely on the formalism of Gaussian states laid out in
the previous chapter: states will be characterized by their annihilation operators, which
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are themselves parametrized by two momentum-space functions α‖(k), α⊥(k) as in Eqs.
(4.27)-(4.29); and K will be quadratic in the field modes, so as to preserve the manifold of
Gaussian states.
Unentangled state |Ω〉










We then consider the unentangled state |Ω〉 given by
ψi(~x)|Ω〉 = 0, i = 1, . . . , d. (4.54)
This will be the starting point of our entangling evolution. For later convenience, we write
(4.54) in the basis of polarizations in momentum space:
ψ‖(~k)|Ω〉 = 0, (4.55)
ψ⊥,n(~k)|Ω〉 = 0, n = 1, . . . , d− 1, (4.56)


















Π⊥,n(~k), n = 1, · · · , d− 1. (4.58)
This initial state |Ω〉 is clearly of the Gaussian form (4.27)-(4.29), with both functions
α‖(k), α⊥(k) set to a constant:
α‖(k) = Λ, α⊥(k) = Λ (initial unentangled state |Ω〉). (4.59)
Entangling evolution in scale






−~x · ~∇− d
2
)









Ai(~k) + h.c., (4.61)
80
which assigns non-relativistic scaling dimensions ∆Ai = d/2 and ∆Πi = d/2 to the fields,










dd~k gij(~k) ψi (−~k)ψj(~k) + h.c. (4.63)
which is the natural generalization to vector bosons of the scalar boson entangler (2.12).







g‖(k) ψ‖(−~k)ψ‖(~k) + g⊥(k) ψ⊥,n(−~k)ψ⊥,n(~k)
]
+ h.c. (4.64)
where we have defined
g⊥(k) ≡ g(k), g‖(k) ≡ g(k) + k2f(k). (4.65)












To have a picture of what these profiles look like in position space, notice that by inverse














where x = |~x| and Kn is the n-th modified Bessel function of the second kind. This implies
that the position space profile of the entangler decays exponentially at large distances, and
for d > 1 it diverges at the origin. In particular, in 1+1 spacetime dimensions, g⊥(x) is
the same profile as that in Eq. (4.44).
Having made our choices for |Ω〉, L and K, the family of ansatz states |ΨΛ(s)〉 is defined
by the cMERA evolution. The procedure here will be entirely familiar to the reader since it
is the same as in Chapter 3: since K is a quadratic operator in the fields, and we start from
a Gaussian state |Ω〉, the whole evolution takes place in the manifold of Gaussian states,
and each |ΨΛ(s)〉 is of the form (4.27)-(4.29), i.e., it is given by a set of scale-dependent
annihilation operators
aΛ‖ (
~k, s)|ΨΛ(s)〉 = 0, ∀~k ∈ Rd, (4.68)
aΛ⊥,n(
~k, s)|ΨΛ(s)〉 = 0, ∀~k ∈ Rd, n = 1, · · · , d− 1, (4.69)
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We can then solve for α‖(k, s) and α⊥(k, s) in terms of g‖(k, s) and g⊥(k, s):






























, (cMERA state |ΨΛ(s)〉), (4.75)
where m(s) = Λe−s. Since for the transversal modes of the vector boson we used the same
entangler as the one for a scalar boson in Ref. [58], α⊥(k, s) is the same function from Eq.
(4.47).
4.4.2 Properties
Now that we have characterized our cMERA states, we proceed to check on the properties
(i)-(v) we claimed at the beginning of this section.
(i): Fixed-point wavefunctional and gauge invariance
In the limit s→∞, the constraint from Eq. (4.68) becomes the gauge invariance condition
(4.22), so that the fixed-point state |ΨΛU(1)〉 belongs to the gauge invariant subspace. It is
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fully characterized (up to a global phase) by the gauge constraint and the s→∞ limit of
the annihilation operators of the transversal modes:
Π‖(~k)|ΨΛ〉 = 0, (4.76)
aΛ⊥,n(
~k,∞)|ΨΛ〉 = 0. (4.77)
The state defined by the conditions (4.76)-(4.77) is a fixed point of the evolution generated
by L+K. This can be shown in the same way as it was shown in Chapter 3 for the scalar
boson. There is an important subtlety here regarding the s → ∞ limit, due to the fact
that the theories for s < ∞ and s = ∞ are fundamentally distinct. We elaborate on this
in Appendix C.2.
(ii) and (iv): Comparing Gaussian wavefunctionals
The fact that all states involved in this discussion are Gaussian, of the form (4.27)-(4.29),
facilitates comparison among them, since it can be conducted at the level of α functions.
Recall from Chapter 3 that annihilation operators for noninteracting cMERA states in-
terpolate between those of the target state at small momenta k  Λ and those of the
unentangled initial state at large momenta k  Λ. As we then checked numerically, this
leads to correlation functions with the corresponding interpolating behaviours. Indeed, the
two-point functions of |ΨΛ(s)〉, which for Gaussian states encode all the other correlators,















δ(~k + ~q), 〈Π⊥,n(~k)Π⊥,n(~q)〉 =
α⊥(~k, s)
2
δ(~k + ~q). (4.79)












k2 +m(s)2 k  Λ,
Λ k  Λ.
(4.80)
We see that for k  Λ these functions reproduce the target state’s behaviour from Eq.
(4.42), while for k  Λ they become constant, which is the behaviour seen for the unen-
tangled initial state |Λ〉, as in Eq. (4.59) (notice the longitudinal case is special since the
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constant is rescaled along the evolution from Λ at s = 0 to 0 at s = ∞). This leads to
the correlation functions having the same IR behaviour for our cMERA states and their
target states, as was already shown in Fig. 4.2. Notice that this also implies that corre-
lation functions of finite s states |ΨΛ(s)〉 will behave as the correlation functions of the
fixed point |ΨΛ(s)〉 at length scales smaller than their corresponding IR cutoff m(s)−1,
and as a consequence they will show convergence to the latter as s → ∞, since in that
limit the IR cutoff is lifted. Fig. 4.4 shows the correlator 〈B(0)B(~x)〉 for |ΨΛ(s)〉 in 2+1
dimensions as a function of s. We see that the correlators for large s converge5 to those
of the fixed point wavefunctional |ΨΛU(1)〉. Thus, we can learn about the properties of the
gauge invariant |ΨΛU(1)〉 by studying the non-gauge invariant |ΨΛ(s)〉 at finite but large s.
This feature, which is a straight consequence of the fact that the entangling evolution of
cMERA introduces correlations scale by scale, could be exploited in the setting of numer-
ical implementations, where running an evolution for an infinite amount of time would be
impossible, but where the result of a finite evolution would contain physical information
below a certain correlation length.
(iii) and (v): Local Hamiltonians with relativistic IR physics
In order to prove statements (iii) and (v) from the beginning of this section, consider the
following family of Hamiltonians:
HΛ(s) ≡ Hm(s) +BΛUV(s) (4.82)












For every s ∈ [0,∞], HΛ(s) is quadratic and can hence be easily diagonalized. We then
find that |ΨΛ(s)〉 is the ground state of HΛ(s). The term BΛUV(s) in (4.82) can be seen
as a UV regulator for Hm(s). Notice that the first term in (4.83) involves the transversal




























Figure 4.4: Two-point correlator 〈B(0)B(~x)〉 for state |ΨΛ(s)〉 for s = 1, 2, 3 and for the
fixed point wavefunctional |ΨΛU(1)〉 in 2+1 dimensions (see also Fig. 4.2). Distributional
delta-like terms at the origin are not shown.
The UV regulator term for the transversal modes is once again equivalent to the one found
in [58]. In the limit s → ∞, the longitudinal degree of freedom is restricted by the gauge
constraint, and |ΨΛU(1)〉 can be given a rather compact parent Hamiltonian:






with HU(1) the Maxwell Hamiltonian from (4.17).
This concludes the list of properties of the gauge invariant cMERA that we introduced
in this chapter. The reader should be aware, that, much as in the case of all noninteracting
cMERAs, its merit does not come from its ability to approximate its completely solvable
target theory, but rather as a source of theoretical insight. How much of this example can
be imported without modification to the interacting case is an open question as of now, but
it can be expected that the kind of compatibility between local gauge constraints and quasi-
local entangling evolution that we have seen here will be replicated also in more complicated
examples. This construction also gives a step further in the direction of building cMERAs
whose intermediate states can be directly applied to approximating theories resulting from
the fixed point target theory by a relevant perturbation (in this case, a mass).
So far, we have focused on the long distance behaviour of the cMERA states, without
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saying much about what happens at distances below the UV cutoff Λ−1. We conclude this
chapter by studying the UV structure of the proposed gauge invariant cMERA in more
detail.
4.4.3 UV regularization of correlation functions
In Chapter 3 the existence of the short distance limit of two-point functions of cMERA
states was used as a witness for UV regularization. These correlation functions usually
take the following form in cMERA states:
〈O(~x)O(~y)〉 = Cδ(~x− ~y) + f(|~x− ~y|), (4.86)




that is, the short-distance limit of the correlator of two fields is finite, barring the on-site
delta divergence. In our particular example, and focusing on the A fields in the polarization
basis6, the two-point functions are given in terms of the α functions by (4.79). Removing














































+ . . .
)
, (4.91)
6Admittedly, this is an unusual choice of fields to focus on: the Fourier transforms of A‖(~k) and A⊥,n(~k)
do not yield any of the position space fields that we usually talk about in QFT. Rather, it is ikA‖(~k) that
Fourier transforms to ∂iA
i, and ikA⊥,n(~k) that Fourier transforms to a linear combination of magnetic
field components. Hopefully, this will not lead to confusion: the analysis can be carried out in a similar
fashion for these other fields, the only difference being in the counting of powers of k, and the fact that the
distributional contribution in the correlators will include a differential operator acting on the delta function
(as we mentioned in the caption to Figure 4.2). Keeping A‖ and A⊥,n also has the small advantage of
making the analogy with the same analysis for the d-dimensional free boson more straightforward.
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and both functions asymptote to constants, their asymptotic behaviour is very much re-
lated, as can be seen in the expansions above.
If needed, we can build cMERAs where these states are more strongly UV regulated, at
the cost of adding extra derivatives to the entangler and the parent Hamiltonians. Consider
an entangler of the form (4.64) whose momentum space profile is given by
g⊥(k) =
1 + nκ2n−2
2 (1 + κ2n−2) (1 + κ2 + κ2n)
, κ ≡ k
Λ
, (4.93)
g‖(k) = 1− g⊥(k) (4.94)
for n > 1. g⊥(k) is a rational function of k
2 that goes to 1
2
at k = 0 and decays as k−2n
at long distances. Its Fourier transform, namely the real space profile of the entangler, is
therefore integrable for dimensions d < 2n. The resulting α functions corresponding to
this entangler, if applied on the same initial state, are
α⊥(k, s) = Λ
√
k2n + k2Λ2n−2
k2n + k2Λ2n−2 + Λ2n
√











k2n + k2Λ2n−2 + Λ2n
, (4.97)
α‖(k) = 0. (4.98)






Λ (m(s)2n − Λ2n)
2m(s)2k2n








+ . . . , (4.100)
Indeed, the short distance limit of the corresponding two-point functions will be finite for
d < 2n, while their long distance behaviour can still be seen to approximate that of the
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target state correlation functions by performing the expansion around small k rather than
large k.
This chapter’s takeaways:
• We provide a scale invariant cMERA whose fixed point state is gauge invariant
and approximates the ground state of the free massless vector boson, i.e. the
Maxwell field.
• Additionally, finite s states of this cMERA approximate the ground state of the
free massive vector boson theory, for a mass m(s) = Λe−s (and are consequently
not gauge invariant).
• Our proposal generalizes the magic cMERA to the vector boson case, and
shares with it the property that all cMERA states have a strictly local parent
Hamiltonian, which differs from their target state’s parent Hamiltonian by a
UV regulating term.
• This approach to gauge invariant cMERAs has the potential to generalize to
the interacting case, in which case it would provide a prescription to tackle




cMERA with boundaries and defects
This chapter’s goal: In this chapter we explain how to generalize the cMERA
framework to deal with boundaries and localized defects, following examples from the
free boson theory.
5.1 Introduction
One of the ways we can probe a quantum theory is by placing it on a manifold with a
boundary. The well-definedness of the variational principle then requires that we impose
adequate boundary conditions on the fields. More generally, we can think of introducing
defects into the theory. Classifying boundary conditions and defects which satisfy certain
symmetries, in particular conformal symmetry in the case of a CFT, is an important
problem, which has been solved to various degrees of completeness depending on the theory
at hand.
As we have seen in previous chapters, a cMERA wavefunctional is defined as the result
of evolving a reference state with a unitary evolution generated by a quasi-local entangler.
This makes the generalization of the formalism to the case where boundaries and defects
are present nontrivial: intuitively, a modification will be needed when the spatial smearing
profile of the entangling operator hits, for instance, a boundary, on the other side of which
there are no degrees of freedom to have support on; or a defect, which can be interpreted
as an interface or domain wall between two theories (or two instances of the same theory).
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In the present chapter, we explain how this situation can be tackled. We also point
out a related property of cMERA that reproduces known results on its lattice counterpart.
Boundary critical phenomena were first addressed with entanglement renormalization tech-
niques in [50]. Later, in [142], Evenbly and Vidal analyze in detail the problem of finding
MERA representations of systems with boundaries and defects (which they also call im-
purities). They state (and provide strong evidence for) the following conjecture1:
Minimal update (MERA) A MERA for a system with a defect (in particular a bound-
ary) can be obtained from a MERA for a system without the defect by only modifying
the tensors within the causal cone of the defect.
The causal cone C(R) of a spatial regionR in a MERA is made of all the tensors involved in
the computation of the reduced density matrix ρR (conversely, the modification of a tensor
outside C(R) does not affect ρR). Consequently, in Figure 5.1 (left), ρR can be obtained
exactly from the sole knowledge of the reduced density matrix ρR′ of region R′ plus the
tensors contained between them in C(R). The latter are used to define the so-called
descending superoperator [49], which maps ρR′ 7→ ρR without the need to compute the
whole pure state. Thanks to the structure of the MERA, and the unitarity and isometric
constraints on its tensors, the causal cone of any given region has constant width as we
move up in the network, see Figure 5.1 (right).
This conjecture has important consequences both from a theoretical and a practical
point of view. On the one hand, it teaches us about the structure of ground state wave-
functions of systems with impurities, and relates to Wilson’s renormalization-based study
of impurity problems that we briefly alluded to in Chapter 2 [53]. On the other hand, con-
sider the case of an impurity perturbing an otherwise homogeneous system (whose MERA
representation would consist of the same tensors repeated along the spatial direction, the
number of parameters in each layer thus being independent of the system size). In spite
of the explicit breaking of translation symmetry, if the conjecture holds we only need to
change a constant number of tensors per layer from the homogeneous case, leading to a
much more favorable scaling of parameters with the system size than in a generic trans-
lation noninvariant state. In the particular case where both the unperturbed system and
the impurity are scale-invariant, the number of parameters is constant and the system can
be directly studied in the thermodynamic limit, avoiding finite size effects.
In some particular cases, the properties of the defect allow for even more structure.
Such is the case of topological defects, whose representation on the tensor network is not
1This conjecture is named after the theory of minimal updates by the same authors [143].
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Figure 5.1: (left) The causal cone of a two-site regionR in the MERA. ρR can be computed
from just ρR′ and the tensors between them in C(R) (right) The same causal cone, but in
the picture where we rescale after each layer of MERA to keep the lattice spacing constant
(as we do in cMERA with Λ−1). In this picture, it is patent that the width of the causal
cone is constant as we move up the network.
unique, featuring tensors that can be moved around. This feature is explored, e.g., in [144]
for the topological defects of the Ising model (where MERAs are obtained from partition
functions by means of TNR, an algorithm we will review in Chapter 7); and in [145], where
topological defects are implemented by symmetry MPOs acting on the virtual bonds of
the MERA. In a different direction, the authors of [146] explore additional consequences
of the minimal update conjecture in AdS/CFT, including situations where it would not be
applicable, for which they introduce a more generic ansatz called the rayed MERA. More
recently, the theory of minimal updates in MERA was used in the interpretation of results
concerning the holographic complexity of a 2d CFT with a conformal defect [147].
In this chapter, we are going to be building cMERA evolutions for non-interacting
theories with boundaries and defects, in particular for the 1+1d free boson theory. Our
examples provide ground for the following general prescription, analogous to the lattice
statement, and expected to hold equally for interacting theories:
Minimal update (cMERA) A cMERA for a system with a defect (in particular a
boundary) can be obtained from a cMERA for a system without the defect by
modifying the entangler quasi-locally at the “causal cone” of the defect, i.e., with
a perturbation supported mostly within a distance ∼ Λ−1 of it.
Recall that in cMERA Λ−1 plays the role of the lattice spacing, thus setting the natural
length scale to define a causal cone. Of course, due to the quasi-locality of the entangler,
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there is no such a thing as a sharp causal cone in the cMERA, but rather a quasi-local one.
This is enough to have a descending superoperator that can map reduced density matrices
to reduced density matrices further down the entangling evolution, not exactly but with an
error that decays as regions become large compared to Λ−1 [148]. Thus we cannot expect
the modification of the entangler due to a defect to be sharply supported on a compact
interval. Instead, we will see that, in the examples we deal with, the term we have to add
to the entangler shares the same quasi-locality of the entangler itself.
This chapter is structured as follows: in Section 5.2 we provide a review of the kinds
of boundaries and defects for the free boson CFT that we will be considering2. Then, in
Section 5.3 we build example cMERAs for the free boson in the presence of a boundary
(placing the theory on the semi-infinite line) and a defect, providing evidence for the claims
made above. We finish in Section 5.4 with a small discussion.
5.2 Boundaries and defects for the free boson CFT
For the cMERAs that we will be working with in the next section, we need to review how
the free scalar field theory is modified when we add boundaries and defects. We will not
be exhaustive in studying all the possible instances of a boundary or a defect that we can
find for the free boson, since a few examples should be enough to justify our claims. We
restrict ourselves to 1+1d.
Recall the standard method to solve the free scalar field theory: we exploit the decom-























Then, thanks to the fact that the Hamiltonian is diagonal in these modes, we can express





kak =⇒ ak|Ψ〉 = 0 ∀k ∈ R, (5.3)
2Technically, we could restrict ourselves to presenting the defect formalism, since boundaries are partic-
ular kinds of defects, and their treatment is no different. We expect however that proceeding in a gradual
fashion will make the presentation more accessible for the unfamiliar reader.
92
and the correlation functions then easily follow through. Now, note that these modes arise
from considering the plane wave basis of complex solutions of the classical equation of
motion:








In this section we are going to be dealing with situations in which an additional condition,
such as a boundary condition, is added to the equation of motion, resulting in a different
set of momentum modes. However, once we have identified a suitable basis to play a role
analogous to (5.5), the quantization procedure follows through in an equivalent fashion,
and we will be able to recover analogous expressions (5.2)-(5.3), from where we can proceed
to propose cMERA approximations to the ground state wavefunctional.
5.2.1 A boundary at the origin: the free boson on the half-line
CFTs such as the free boson are endowed with a large amount of symmetries. However, the
moment we include a boundary in our manifold, we are definitely going to lose some of them:
we may only keep, in principle, those that leave the new manifold invariant. Conformal
boundary conditions are those that are also invariant under these symmetries. If we impose
a conformal boundary condition, the resulting system is described by a boundary conformal
field theory or BCFT3.
Let us place a free scalar field on the half-line R+ = {x > 0}. We are going to focus on
the following two (conformal) boundary conditions (b.c.):
φ(0) = 0 (Dirichlet b.c.) (5.6)
∂xφ(0) = 0 (Neumann b.c.) (5.7)
As discussed above, these boundary conditions modify the allowed momentum modes we
can use to expand the field. For instance, for Dirichlet b.c., consider the classical e.o.m.
(massless Klein-Gordon equation) with the corresponding boundary conditions:
φ = 0 (5.8)
φ(0) = 0 (5.9)
3BCFT will be one of the stars in Chapter 6.
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The addition of the boundary condition restricts us to a subspace of the space of solutions
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dx sin kx π(x), (5.12)










and the following canonical commutation relations are satisfied
[φ(k), π(q)] = iδ(k − q), [a†k, aq] = δ(k − q). (5.14)
Note that, as opposed to the case of the full real line (e.g. in Section 3.4), here φ(k) and
π(k) are Hermitian, and the commutation relation between them involves a δ(k−q) instead










can again be brought to diagonal form, in terms of the momentum modes we just defined.




dk |k| a†kak =⇒ ak|Ψ〉BCFT = 0 ∀k > 0. (5.16)
From here the correlation functions between momentum modes follow:
〈φ(k)φ(q)〉 = δ(k − q)
2k













































where F−1[f ] is the inverse Fourier transform of f . Note that the correlation function is
made of two pieces: the original correlator on the real line, a function of x− y, minus the
same function evaluated at x+y, which enforces the b.c. and breaks translation invariance4.































Figure 5.2 depicts examples of these correlators. Neumann b.c. can be addressed in a
similar manner (replacing sines by cosines). Following the previous remark, the BCFT
correlators can be written compactly
〈φ(x)φ(y)〉 = Cφφ(x− y) + ξ Cφφ(x+ y),
〈π(x)π(y)〉 = Cππ(x− y) + ξ Cππ(x+ y). (5.20)











4This extra term can be interpreted as the (negative) correlation function between a field at x and a
field at −y which is the “reflection” of the field at y (or the same with y and −x). In fact, there is an
actual formalism, the method of images or doubling trick [46], that allows for the computation of BCFT
correlators as CFT correlators involving image fields, reflected along the boundary. In spite of its beauty,
we will not delve into it in this thesis.
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Figure 5.2: 〈φ(1)φ(x)〉 and 〈π(1)π(x)〉 for the free boson with Dirichlet boundary condi-
tions.
5.2.2 A defect at the origin: conformal defects of the free boson
A conformal defect can be understood as an interface between two CFTs, a junction that
is itself scale invariant. Here we will consider the setting of a single defect, sitting at the
origin of the real line, between two free boson theories in each of the half-lines, much like
a domain wall, resulting in a defect conformal field theory or DCFT. A pair of conformal
b.c. like the ones we explored above, one for each theory, constitutes an example of such
a defect, yet a very specific one. That would be called a totally reflective or factorising
defect: the two theories do not talk to each other, particles incoming to the defect are
reflected backwards. More generally, we can consider permeable defects, which let incident
waves be partially transmitted to the other side. These range up to the case of the trivial
defect, which transmits everything perfectly. Such a defect simply amounts to not inserting
anything and having a single theory defined on the real line; it is an example of a totally
transmissive defect5. For these conformal defects, reflection and transmission coefficients
R and T can be defined [149], which satisfy R + T = 1, and such that totally reflective
and totally transmissive defects respectively have R = 1 and T = 1.
In our study we are going to focus on a particular family of local conformal defects for
the free boson, one of the two6 introduced in [150], which is parametrized by an angular
5It may seem that the term “totally transmissive” would be reserved for this kind of defect. However,
it is applied in general to all topological defects, whose presence cannot be detected in correlators of the
stress-energy tensor, and which can thus be deformed without affecting the values of general correlators,
as long as they do not cross field insertions [149].
6The second family of defects can be obtained from the first one by composing with a “chiral” defect,
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variable. These defects are characterized by the gluing conditions for the field on both



























Such a defect allows particles to either bounce off or be transmitted, with respective prob-
abilities given by the coefficients R and T , which of course depend on θ:
R = cos2(2θ), T = sin2(2θ). (5.24)
Note that, e.g., θ = π/4 is a perfect transmitter (it is the trivial defect) and θ = 0, π/2
are perfect reflectors, equivalent to placing Neumann boundary conditions on the left field
and Dirichlet boundary conditions on the right field (θ = 0) and vice versa (θ = π/2).
Upon placing a defect with parameter θ at the origin, the momentum mode expansion
of the field is modified, since Eq. (5.22) constrains the allowed solutions to the equation of
motion. We thus have to look for an orthonormal basis of solutions to the Klein-Gordon.
We define the ansatz modes
fk(x)e






ikx + βk e
−ikx)⊕ (α′k eikx + β′k e−ikx) . (5.26)
Here we are using the direct sum notation as shorthand to separate the behaviour of a
function on both sides of the defect
f(x)⊕ g(x) ≡
{
f(x) x < 0,
g(x) x > 0,
(5.27)
a notation that comes from seeing fk(x) as an element of C
∞(R−)⊕ C∞(R+). The coeffi-




k can then be determined by imposing orthonormality∫
dx f ∗k (x)fq(x) = δ(k − q) (5.28)
which flips the sign of either left-moving or right-moving excitations (but not both). Their treatment is
more complicated so we omit them here.
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and the gluing conditions (5.22). After some computation that we relegate to Appendix













(1− i sin 2θ)eikx − cos 2θe−ikx
)
(5.29)













and define the analogue of the momentum space fields
φ(k) =
∫
dx f ∗k (x)φ(x), π(k) =
∫
dx f ∗k (x)π(x), (5.31)










Note however that the familiar relation from the case without defect
φ(k)† = φ(−k) (5.33)
is now replaced by
φ(k)† = sin 2θ φ(−k)− i cos 2θ φ(k) (5.34)
and similarly for π(k), due to the presence of the defect. The momentum space commuta-
tion relations read
[φ(k), π†(q)] = iδ(k − q) (5.35)
which are the same as in the real line and the half-line, barring the fact that the Hermitian
conjugate of π(q) in those cases could be written as π(−q) or π(q) respectively, as opposed
to a linear combination of the two as is the case now.
In these variables, and after the subtraction of the usual infinite constant, the Hamil-
tonian is diagonalized and its ground state is defined as the common kernel of annihilation
operators of the desired form:
H =
∫
dk |k|a†kak =⇒ ak|Ψ〉DCFT = 0 ∀k ∈ R. (5.36)
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(sin 2θ δ(k + q) + i cos 2θ δ(k − q)) , (5.37)
〈π(k)π(q)〉 = |k|
2
(sin 2θ δ(k + q) + i cos 2θ δ(k − q)) , (5.38)
and go back to position space:
〈φ(x)φ(y)〉 =

Cφφ(x− y) + cos 2θ Cφφ(x+ y) x, y < 0,
sin 2θ Cφφ(x− y) xy < 0,




Cππ(x− y) + cos 2θ Cππ(x+ y) x, y < 0,
sin 2θ Cππ(x− y) xy < 0,
Cππ(x− y)− cos 2θ Cππ(x+ y) x, y > 0,
(5.40)
where we have again used the abbreviations from (5.21). The reader can check from the




reproduce what we know from the CFT and
BCFT cases. Figure 5.3 shows some example correlation functions for different values of
θ.
Before moving on, we note that Eqs. (5.39)-(5.40) can be written more compactly as
〈φ(x)φ(y)〉 = Cφφ(x− y) + cθ(x, y) Cφφ(|x|+ |y|) (5.41)
〈π(x)π(y)〉 = Cππ(x− y) + cθ(x, y) Cππ(|x|+ |y|) (5.42)
by defining a piecewise constant function cθ(x, y):
cθ(x, y) ≡

cos 2θ x, y < 0,
sin 2θ − 1 xy < 0,
− cos 2θ x, y > 0.
(5.43)
This notation will come in handy in what follows.
5.3 Boundaries and defects in cMERA
We now move on to the proposal of cMERA approximations for the ground states |Ψ〉BCFT
and |Ψ〉DCFT of the theories presented in the previous section. As the reader might expect,
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Figure 5.3: 〈φ(2)φ(x)〉 correlator as a function of x, for several values of θ. Note the
discontinuity caused by the defect at the origin.
all these constructions will be heavily inspired by the free boson cMERA. Indeed, for each
case we will use essentially the same unentangled initial state |Ω〉 and scaling generator L,
and the entangler K will be that of the CFT, modified by an extra term that will have
support only close to the boundary or defect. With all that, we will obtain a long-distance
approximation to each target state as the fixed point |ΨΛ〉 of the corresponding cMERA.
5.3.1 Boundary cMERA
Consider the free boson theory on the half-line with Dirichlet or Neumann boundary con-
ditions at the origin. The ground state of this BCFT is given in terms of annihilation
operators by (5.16). We now propose an initial unentangled state |Ω〉, a generator of
scale transformations L and an entangler K such that the fixed point of the corresponding
cMERA evolution approximates |Ψ〉BCFT at long distances.
Initial state
We define |Ω〉 in terms of local annihilation operators, in a completely analogous way to
the CFT case (Eqs. (2.10) and (3.26)), so that it can be interpreted as the continuum limit









|Ω〉 = 0 ∀x > 0. (5.44)
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|Ω〉 = 0 ∀k > 0. (5.45)
Generator of scale transformations
Note that the half-line is invariant with respect to scale transformations centered at the
origin, so we do not need to keep redefining our set of degrees of freedom as we rescale
space. Both Dirichlet and Neumann b.c., being conformal b.c., are invariant under scaling























φ(k) + h.c. (5.47)
Entangler




The first term is nothing but the restriction to the half-line of the entangler (2.12) of the








dx dy g(x− y)φ(x)π(y) + h.c., (5.49)






dx dy g(x+ y)φ(x)π(y) + h.c., (5.50)
where ξ again depends on the boundary conditions, ξ = 1 for Neumann and ξ = −1 for
Dirichlet. The addition of this second term modifies the original entangler only within
distance ∼ Λ−1 from the origin, where the boundary is located. Indeed, this follows from
the quasi-locality of the profile g, since g(x + y) will be negligible whenever x  Λ−1 or
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y  Λ−1, and is in line with the cMERA minimal update conjecture. The reader is also
invited to observe the analogy between the structure of KBCFT and the correlators in (5.20).
The justification behind our boundary cMERA proposal is simple, and we already
hinted at it as we defined |Ω〉 and L
∣∣
R+ : when expressed in momentum modes (5.12),





dk g(k)φ(k)π(k) + h.c. (5.51)
As a consequence, the cMERA evolution of the momentum modes of the boundary theory
mirrors (3.32):
∂sφ(k, s) = −i[L
∣∣








∂sπ(k, s) = −i[L
∣∣

















|ΨΛ(s)〉BCFT = 0. (5.54)
which is identical to that of the cMERA states on the real line (3.28), barring the use of a
different set of momentum modes, with α(k, s) once again given in terms of g(k) by (3.35).
From all these analogies it follows that the correlation functions in the boundary cMERA
fixed point |ΨΛ〉BCFT are, in momentum space,
〈φ(k)φ(q)〉 = δ(k − q)
2α(k)
, 〈π(k)π(q)〉 = α(k)δ(k − q)
2
. (5.55)
and thus are related to those of the original free boson cMERA similarly to (5.20):
〈φ(x)φ(y)〉 = CΛφφ(x− y) + ξ CΛφφ(x+ y),
〈π(x)π(y)〉 = CΛππ(x− y) + ξ CΛππ(x+ y), (5.56)
where CΛφφ(x), C
Λ
ππ(x) are now the corresponding original cMERA correlators (3.47)-(3.48).
This is a powerful statement, since all properties proved for the original cMERA now follow
for the boundary cMERA, in particular:
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• |ΨΛ〉BCFT
LD∼ |Ψ〉BCFT, i.e., the long distance physics of the boundary cMERA fixed
point approximates that of its target, the ground state |Ψ〉BCFT of the BCFT.
• |ΨΛ〉BCFT is UV regularized at length scales below the cutoff Λ−1, in the sense we
studied in Chapter 3.
To corroborate these statements, Figures 5.4 and 5.5 show examples of boundary cMERA
correlators, obtained with the entangler profile (3.38), for Dirichlet boundary conditions.
In both Figures we can see the boundary cMERA correlators approximating the BCFT
correlators in the limit of long distances (with respect to the cutoff length scale Λ−1)
between the two field insertions. In the opposite limit, the BCFT correlators diverge, while
the boundary cMERA correlators are UV regularized and tend to a constant. Most cMERA
correlators have an onsite delta function term when the two field insertions coincide: the
Dirichlet b.c. correlators are special in that these deltas do not appear, since they cancel
in Eq. 5.56 between the two summands7. The boundary cMERA correlators always satisfy
the boundary conditions (in this case, they go to zero when one of the field insertions
approaches the boundary, where the field vanishes); on the other hand, how well they
approximate the BCFT correlator when one field insertion is near the boundary depends
on whether the other one is far away (as in Fig. 5.4, where the correlator is accurately
approximated near the boundary) or nearby (as in Fig. 5.5, where near the boundary we
have a short distance correlator, which is not as accurate).
Figure 5.4: 〈φ(10Λ−1)φ(x)〉 and 〈π(10Λ−1)π(x)〉 correlators for the boundary cMERA fixed
point with Dirichlet b.c. (blue) and for the corresponding BCFT (orange).
7The same happens for the arbitrary additive constant of the φφ correlator: in fact the Dirichlet b.c.
breaks the shift symmetry of the field φ(x)→ φ(x) + a, a ∈ R.
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Figure 5.5: 〈φ(Λ−1)φ(x)〉 and 〈π(Λ−1)π(x)〉 correlators for the boundary cMERA fixed
point with Dirichlet b.c. (blue) and for the corresponding BCFT (orange).
5.3.2 Defect cMERA
Consider now the insertion of a conformal defect from the family we discussed in Section
5.2.2 at the origin of the real line. We again propose an initial unentangled state, a scaling
generator and an entangler such that the resulting cMERA fixed point approximates the
ground state |Ψ〉DCFT at long distances.
Initial state and generator of scale transformations
We use exactly the same initial state |Ω〉 and the same generator L than for the free boson
without the defect. Notice that L will not displace the defect, since it is sitting at the
origin. In terms of the momentum modes (5.31) of the DCFT, the expression for |Ω〉 is









|Ω〉 = 0, k ∈ R, (5.57)









φ(k) + h.c., (5.58)
is also entirely analogous.
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Entangler
As in the BCFT case, we propose for the defect case an entangler obtained by adding to
the entangler KCFT of the free boson on the real line a piece that modifies it in the vicinity
of the defect,
KDCFT = KCFT +Kdefect(θ). (5.59)






dx dy cθ(x, y) g(|x|+ |y|)φ(x)π(y) + h.c. (5.60)
where cθ(x, y) is precisely the function defined in (5.43). This time we invite the reader
to compare the structure of KDCFT with the correlators in (5.42). Note that Kdefect(θ) is
indeed localized around the defect, since the argument of the profile function is |x| + |y|,
that is, the sum of the distances to the defect of the two operator insertions φ(x)π(y).
From the quasi-locality property of g it follows at distances much larger than Λ−1 from the
defect,
KDCFT ∼ KCFT, (5.61)
resulting in the cMERA version of a minimal update, as depicted in Figure 5.6. For
instance, if we pick the entangler from (3.38), Kdefect(θ) will be localized by a Gaussian of
width ∼ Λ−1 around the defect, since




whereas if we use the entangler from the magic cMERA (4.44), Kdefect(θ) becomes expo-
nentially localized, since in that case
g(|x|+ |y|) ∝ e−Λ(|x|+|y|). (5.63)
Notice as well that for θ = π/4, Kdefect(θ) vanishes, since for that value of θ there is no
defect, and the theory is identical to the free boson. On the other hand, it can be checked
that for θ = 0 or θ = π/2, corresponding to perfectly reflecting defects, the entangler splits
into two parts, each acting on a half-line, without any coupling between the two,













These two half-line entanglers are exactly like the ones we proposed above, in Eqs. (5.48)-
(5.50).
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Figure 5.6: Our cMERA for the DCFT only differs from the cMERA for the CFT within
distances ∼ Λ−1 of defect. Compare as well with Figure 5.1 (right).
As for the BCFT case above, the analogy between this cMERA and the original one






dk g(k)φ(k)π(k)† + h.c., (5.65)
thus mimicking Eq. (3.30). Together, L and KDCFT generate, for the new momentum
modes, the same cMERA evolution from (3.32),
















and once more, the cMERA state can be defined during the evolution by annihilation









|ΨΛ(s)〉DCFT = 0 (5.68)
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with α(k, s) given in terms of the entangler profile g(k) by (3.35). The same line of
reasoning as above allows now to find the correlation functions for |ΨΛ〉DCFT, in terms of
those of the original cMERA:
〈φ(x)φ(y)〉 = CΛφφ(x− y) + cθ(x, y) CΛφφ(|x|+ |y|), (5.69)
〈π(x)π(y)〉 = CΛππ(x− y) + cθ(x, y) CΛππ(|x|+ |y|), (5.70)
and the same conclusions thus apply to the defect cMERA: its fixed point succeeds at
approximating the long distance physics of its target state
|ΨΛ〉DCFT
LD∼ |Ψ〉DCFT, (5.71)
while its short distance behaviour is regulated by the UV cutoff.
Figures 5.7 and 5.8 show examples of defect cMERA correlators to provide evidence for
these claims. They were obtained using the Gaussian entangler profile (3.38) from Chapter
3. Note that since we are taking the absolute value to be able to make the vertical axis
logarithmic, we cannot distinguish the defects that differ on a sign flip, namely those with
opposite values of θ. Thus, we only include plots for θ ∈ (0, π/2). In both figures, we
observe how the cMERA reproduces the correlator accurately at long distances (as always,
in terms of Λ−1), far from the limit where both field insertions coincide. On the other
hand, in this limit, the defect cMERA correlator deviates from the DCFT correlator and
goes to a constant, while the latter shows a UV divergence. As we argued in Chapter 3,
this provides evidence of the UV regularized character of the cMERA state. (Remember
that cMERA correlators do show a delta function divergence when the two field insertions
coincide. This term corresponds to the UV structure of the initial state |Ω〉 they were
made from, and is not shown in the figures). The part of the correlator where one field
insertion is close to the defect will be accurately described if the other field insertion is far
away, as in Figure 5.7, and not so much if the other field insertion is within Λ−1 of the
defect, as in Figure 5.8.
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Figure 5.7: |〈π(10Λ−1)π(x)〉| correlator as a function of Λx for the defect cMERA (blue)
and the defect CFT (orange). Delta functions in the cMERA correlator are not shown.
5.4 Discussion
In this chapter we have seen the very basics of both boundary cMERA and defect cMERA:
how the sharp cut of a boundary or interface can be reconciled with the quasi-local nature of
the entangler, how the theory of minimal updates for MERA generalizes to the continuum,
and how the resulting cMERA fixed point states display the usual interpolatory character
between the physics of the target state in the IR and that of the initial unentangled
state in the UV. There are still, however, many interesting additional aspects of these
constructions that can be studied [3]. One of them is, e.g., their application to the study of
boundary critical phenomena. Much like fixed point cMERA states, fixed point boundary
cMERA states support a full representation of the subgroup of conformal symmetries that
characterize their target BCFT, where, for instance, the generator of scale transformations
replaced by the generator of the boundary cMERA evolution. This allows for the extraction
of conformal data from the BCFT in an analogous fashion to the cMERA. The same applies
for the defect cMERA. In fact, once we are able to include defects in the formalism,
their fusion rules can be studied, running the cMERA evolution backwards to coarse-grain
space: once the defects get within a distance ∼ Λ−1 of each other, the cMERA should stop
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Figure 5.8: |〈π(Λ−1)π(x)〉| correlator as a function of Λx for the defect cMERA (blue) and
the defect CFT (orange). Delta functions in the cMERA correlator are not shown.
resolving them, giving rise to defect fusion8. Of course, for that to happen, we have to
allow for defects sitting in places other than the origin: the cMERA scale transformations
will then move such defects around, and the entangler KDCFT will have to acquire an s-
dependence to follow them.
Although we have been focusing on noninteracting examples, because they are the ones
we know how to work with, we expect that the minimal update conjecture for cMERA will
hold similarly in the interacting case. Along these lines, another interesting facet of these
constructions is their interplay with the magic cMERA (recall Sections 2.6 and 4.3). It
turns out, boundary and defect cMERAs built from the magic free boson cMERA inherit
its features. In particular, it is possible to write the modified entanglers as continuous
matrix product operators (cMPOs), leaving thus the door open to studying interacting
theories numerically also in the presence of boundaries and defects.
8This same principle is used in the MERA to study the fusion algebra of scaling operators in critical
systems, bringing them to distances of the order of the lattice spacing by coarse-graining [51].
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This chapter’s takeaways:
• We have built examples of cMERAs for the massless free boson in the presence
of conformal boundaries and defects. Their fixed point states serve as long
distance approximations to the ground states of their target boundary/defect
CFT.
• Our examples provide evidence for the cMERA version of the minimal update
conjecture: the modification required by the entangler is mostly supported
within distance ∼ Λ−1 of the defect, in what could constitute the continuum





algebra in critical lattice systems
This chapter’s goal: In this chapter we study a manifestation of universality
in critical lattice systems: an emergent approximate representation of the Virasoro
algebra on the eigenvectors of reduced density matrices in lattice systems at criticality.
6.1 Introduction
The study of entanglement structures in quantum many-body systems is such a broad
topic that, while staying within its boundaries, in this chapter we completely change gears
with respect to the rest of this thesis: we are going to be presenting results about lattice
systems, and the analysis we present is going to be practically devoid of tensor network
references (even though we could expect tensor network techniques to be of use in future
studies, since they already have been very successful in related approaches to conformal
data extraction from quantum critical systems [151–153]). Therefore, we invite the reader
to enjoy the interlude.
In this chapter we are going to be talking about emergence of universal behaviour : the
appearance in critical lattice systems of structures that only depend on the universality
class of the quantum phase transition, and are therefore independent of the particular
microscopic realization thereof. In particular, we will be focusing on the appearance of
such structure in the entanglement patterns of one-dimensional systems, more specifically
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on the spectral decomposition of reduced density matrices. Since the universality classes
of quantum phase transitions in 1+1 dimensions are labeled by 2d CFTs, these universal
emergent structures will be dependent on the associated conformal data (which were in-
troduced in Section 1.4). A few examples follow that will be useful to both clarify what
we are referring to and motivate the research in this chapter.
The most paradigmatic example of an entanglement-related quantity exhibiting univer-
sal behaviour at criticality is one that we have already mentioned in previous chapters. The
scaling of the entanglement entropy of an interval of size L is logarithmic with a universal




This phenomenon can be used to both identify critical systems and obtain an approximation
to the central charge of the CFT that describes them, just from the knowledge of the
entanglement entropy for different interval sizes.
Entanglement entropy is just a coarse-grained version of the information contained in
the spectrum of the reduced density matrices, the so-called entanglement spectrum. If
we know the full spectrum of the reduced density matrices, we can access the low-lying
spectrum of a boundary conformal field theory that describes the system [155–159]. A
justification of this fact is given in one of the review sections in this chapter.
Here we give one step further and take a look at the eigenvectors of the reduced density
matrix. In a (B)CFT, from the same argument that links entanglement spectrum and
scaling dimensions, the eigenvectors turn out to be a natural basis for a representation on
the interval of the Virasoro algebra, that we can write in terms of the Hamiltonian and
momentum densities of the theory. On the lattice, and in the long distance/low energy
limit (where we can expect the correspondence between the continuum description and
the discrete realization) this results in an emergent non-trivial set of relations between the
operators in the lattice Hamiltonian and the eigenvectors of the reduced density matrix,
which we name the entanglement algebra.
This chapter is organized as follows: in Section 6.2 we review boundary conformal field
theories, which will be needed in Section 6.3, where we review the computations that we
need to justify the presence of the emergent entanglement algebra in the eigenvectors of
critical lattice systems. Then we translate these statements to approximate lattice versions
and check them in the example of the Ising model in Section 6.4.
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6.2 Boundary conformal field theory
We have already come across the notion of a boundary conformal field theory in the
previous chapter, with the example of the free boson. Let us know delve a little bit
deeper into the mathematical structure of BCFTs. It is not our aim here to be exhaustive
or fully rigorous; the reader in search for a more comprehensive review is invited to consult
[39,40,46,160–162].
Conformal field theory: Virasoro generators and the energy-momentum tensor
Recall from Chapter 1 that CFTs are quantum field theories that are symmetric under the
conformal group. This makes them particularly useful to describe critical systems, which
are scale invariant. In the particular case of 2d CFTs, conformal invariance gives rise to
an infinite dimensional algebra of infinitesimal symmetries, given by the tensor product
of two copies of the Virasoro algebra Vir, respectively spanned by the Virasoro generators
{Ln}n∈Z and {L̄n}n∈Z:




[Lm, L̄n] = 0,




Ln and L̄n act on the Hilbert space of the theory and generate infinitesimal conformal
transformations (which in 2d amounts to generating infinitesimal holomorphic maps). For
instance, in the radial quantization scheme we use below, L0 + L̄0 is the generator of scale
transformations and its eigenvalues {∆α} are the scaling dimensions of the theory, while
i(L0−L̄0) is the generator of rotations and its eigenvalues {isα} are (i times) the conformal
spins of the theory. The common eigenvectors of L0 and L̄0 are thus in correspondence to
the scaling fields (this is an aspect of the so-called state-operator correspondence), and pro-
vide a natural basis for the Hilbert space of the CFT, which, in the language of Lie algebra
theory, is made of highest-weight representations with highest-weight vectors associated to
the primary fields.
The Virasoro generators are intimately related to the energy-momentum tensor Tµν
of the theory, so let us talk a little bit about it. The energy-momentum tensor Tµν , the
conserved current associated to translation symmetry, is a crucial field present in any CFT.
In 2d CFTs, we usually work in complex coordinates:






(Txx − Tyy) +
1
4i







(Txy + Tyx) . (6.4)
Conformal invariance forces the other two components to vanish (requiring the tracelessness
of the stress-energy tensor), as well as
∂z̄Tzz = ∂zTz̄z̄ = 0, (6.5)
which imply that Tzz is a holomorphic field (it can be taken to depend only on z as a
complex variable) and Tz̄z̄ is an antiholomorphic field (it depends only on z̄, i.e. it is a
holomorphic function with respect to x− iy, rather than x+ iy). It is then usual to work
with the so-called renormalized energy-momentum tensor components1
T (z) ≡ −2πTzz, T̄ (z̄) ≡ −2πTz̄z̄. (6.6)
In radial quantization we foliate R2 by circumferences centered at the origin z = 0, and
define the Hilbert space of the theory on them. The Virasoro generators are then defined









dz̄ z̄n+1T̄ (z), (6.7)
where the integration happens along a circle around the origin. It is thus fair to say that,
through its mode decomposition, the energy-momentum tensor generates all infinitesimal
conformal transformations on the Hilbert space.
T (z) and T̄ (z̄) are not primary fields. Instead of (1.16), they satisfy a modified trans-




















which are the transformation laws of a primary field with conformal dimensions (h, h̄) =
(2, 0) and (h, h̄) = (0, 2), for T and T̄ respectively, with an additional term proportional




















Figure 6.1: Conformal mappings between the complex plane and the infinite cylinder.
Knowing the transformation properties of the energy-momentum tensor allows us to
map the Virasoro generators between geometries related by a conformal transformation.
One of the most well-known examples of this procedure involves the mapping between the
theory on the complex plane (in radial quantization) to the theory on a cylinder of radius




where z is the complex coordinate parametrizing the plane and w the one parametrizing
the cylinder (note that its real part should be understood as being 2πr-periodic). For
example, the generator of scale transformations L0 + L̄0 on the plane is related to the
Hamiltonian operator Hcyl that generates translations along the cylinder:

























1We warn the reader that some references may adopt a convention in which the minus signs in this
definition are dropped.
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Here the first equality comes from Eq. (6.7). The second one follows from applying the
transformation rules (6.8) for T and T̄ (here T ′, T̄ ′ represent the stress-energy tensor of the
cylinder, and x parametrizes the circumference around it). Finally, the third equality comes
from identifying the Hamiltonian operator as the integral of the Hamiltonian density:
h(x) ≡ −T






Equation 6.11 relates the spectrum of scaling dimensions of the CFT with that of the
Hamiltonian on the cylinder, and has therefore been extensively used. In particular, it
underlies the extraction of conformal data from the diagonalization of the Hamiltonian of
a lattice model on the circle [163–167]; and together with analogous expressions for other
Virasoro operators [168] it has been proved useful to identify the conformal towers of the
CFT, also in a lattice context [151].
Boundary conformal field theory: half of the above
In Chapter 5 we already introduced boundary conformal field theories (BCFTs), as the
result of placing a CFT on a manifold with a boundary, where a conformal boundary
condition is imposed. Its study was initiated by Cardy, and Cardy and Lewellen in [46,
169–171]. Good introductions can be found in [160, 162, 172]. The reason BCFT is going
to be important for us in this chapter is that the reduced density matrix of an interval can
be represented via a path integral on a manifold with boundaries, as we will see below.
A 2d BCFT is similar in many aspects to a 2d CFT, but due to the presence of the
boundary, it presents only half of the symmetry. The paradigmatic example of a BCFT is
that of a CFT defined on the upper half-plane H = {(x, y)|y > 0} ⊂ R2. Such a theory
keeps translation invariance along the x-axis, but not along the y-axis, because of the
presence of the boundary. Similarly, scale invariance is preserved but rotation invariance
is lost. Doing the counting, the symmetry algebra of a BCFT turns out to be a single copy
of the Virasoro algebra, rather than two copies: it is consequently generated on the Hilbert
space by a single family of generators Ln.
Radial quantization can be performed on the upper half-plane. The Hilbert space now is
associated with semicircles that end at the conformal boundaries R+ and R−, and depends
on the choice of boundary conditions (b.c.). For the real axis to be a conformal boundary,
the energy-momentum tensor components have to satisfy:
T (x) = T̄ (x) x ∈ R (6.13)
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The boundary conditions allow for a definition of the stress-energy tensor on the lower half-
plane, via analytic continuation. Indeed, T (z) is a holomorphic (i.e., analytic) function of
z, and T̄ (z̄) is a holomorphic function of z̄, both of which coincide on a subset of the
complex plane (the boundary R) which has an accumulation point. It follows that the
analytic continuation to the lower half-plane of T is given by the values of T̄ in the upper
half-plane (this is a bit confusing to write in the usual notation so, inspired by [160], for
this equation we write both arguments of T and T̄ ):
T (z, z∗) = T̄ (z∗, z) ∀z ∈ C. (6.14)
This allows us to keep the original definitions of Ln and L̄n as modes of the energy-
momentum tensor, even if the integration contour around the origin has to leave the upper
half-plane at some point, since we can define the values of T on the lower half-plane via







dz zn+1T (z)− dz̄ z̄n+1T̄ (z̄)
]
, (6.15)
where the integration contour C is a semicircle in the upper half-plane going counterclock-
wise around the origin. Under this definition, Ln can be seen to be identical to L̄n for all
n ∈ Z, resulting in the aforementioned reduction to a single copy of Vir, the symmetry
algebra of a BCFT. The spectrum of a BCFT is now given by the eigenvalues of L0, as the
generator of scale transformations, and depends on the boundary conditions. This is the
spectrum that, as mentioned in the introduction to this chapter, can be seen emerging in
the entanglement spectrum of reduced density matrices. We can justify this by means of a
mapping of Virasoro generators to a different geometry, much as the example from (6.11),
but for that we will have to move on to the next section.
6.3 BCFT and reduced density matrices
The object of our interest in this chapter is the reduced density matrix ρ of an interval
of the real line, in the ground state of a critical theory. An important operator is the




log ρ =⇒ ρ = e−2πHE . (6.16)
Sometimes the term “entanglement spectrum” may be used to talk about the spectrum
of HE instead of ρI , which is not too much of a problem since they are related by the
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definition above. In a CFT, the entanglement Hamiltonian can be expressed as a spatial










T (x) + T̄ (x)
)
, (6.17)
which should be understood as an equality up to a constant that ensures the normalization
of ρI . The entanglement Hamiltonian can be related to the Virasoro generator L0 of an
associated BCFT, thus connecting the entanglement spectrum with the spectrum of the
BCFT. In this section we are going to see how this can be done, and how we can obtain
expressions analogous to (6.17) not only for L0 but for all Virasoro generators.
In two-dimensional QFT, the reduced density matrix ρI of an interval I = (−R,R) can
be written by means of a Euclidean path integral. To see how, consider R2 with Euclidean
coordinates (x, τ). Recall that the Euclidean path integral on a half-plane gives rise, up to






where |ϕ(x)〉 is the corresponding field configuration eigenstate:
φ(x)|ϕ(x)〉 = ϕ(x)|ϕ(x)〉. (6.19)
This is justified by the fact that the Hamiltonian H is the generator of Euclidean time
evolution, so we have






and to get (6.18) we just need to make ∆τ → ∞ so that e−∆τH effectively “projects”
onto the ground state. Thus, the density matrix |0〉〈0| for the full ground state can be











where we have used superindices ± to distinguish the two fields we integrate over (one on
each half-plane), and their two boundary conditions on the horizontal line τ = 0. Now to
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Figure 6.2: Path integral representations of the vacuum, the vacuum density matrix, and
the reduced density matrix.
obtain the reduced density matrix ρI we just need to trace out (i.e., integrate over) the









where the boundary conditions are
B ≡
{
φ+(x, 0) = ϕ+I (x), φ
−(x, 0) = ϕ−I (x) x ∈ I,
φ+(x, 0) = φ−(x, 0) x /∈ I.
(6.23)
Thus the path integral over this manifold produces the reduced density matrix of the ground
state on I. If we tried to compute the entanglement entropy from it, however, it would
turn out to be divergent for usual QFTs without UV cutoffs, as we already mentioned in
Chapter 3. This is due to the contribution of arbitrarily short-range entanglement close to
the interval’s boundaries x = ±R. To regularize it, we follow [157, 159] and remove from
the path integral two discs of radius ε centered at the extremes of the interval. This step
introduces boundaries in the system, and is responsible for us having to invoke BCFT.
These boundaries will carry some conformal boundary conditions (which will contribute
the universal Affleck-Ludwig correction to the entanglement entropy [175]).
The manifold over which we path integrate to obtain ρI can be obtained by a conformal
map from a semiannulus, the area of the upper half-plane between two semicircumferences
centered at the origin [157]. This is good news because it allows us to relate L0 and ρI .
Indeed, on the upper half-plane, L0 is the generator of scale transformations that map
semicircumferences to other semicircumferences. The path integration over the semiannu-
lus is thus generated by L0, in the same way that the Hamiltonian, being the generator of
time translations, gave rise to the path integral in (6.20).
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Figure 6.3: Conformal mappings between the upper half-plane, the infinite strip, and the
path integral representation of ρI regularized by removing two discs at the entanglement
cut.
The actual mapping is easier to follow as a two-step process, depicted in Figure 6.3.
First, we map the upper half-plane (complex coordinate z) to an infinite strip of width 2`





The original semiannulus is then mapped to a rectangle. This map is similar to the one we
used in (6.10) to map the complex plane to the cylinder. Secondly, we map the rectangle
to the manifold over which we path integrate to obtain ρI (complex coordinate u). This is
accomplished by the map
















t ∈ (0, 2π), (6.26)





t ∈ (0, 2π). (6.27)
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This approximates well enough the geometry we obtained by removing two disks of radius
ε = 2e−`R (6.28)
around the entangling points ±R. Note that `, the width of the intermediate strip, ends
up controlling our UV cutoff ε.
Now the Virasoro generators can be “sent over” these conformal maps: the goal is to
obtain a representation of Ln on the Hilbert space of the interval I, as spatial integrals
of energy-momentum tensor components. We use for that the transformation rules from































The first integral is over the semicircumference z = eit, t ∈ (0, π) and the second one over
the interval w = x, x ∈ (−`, `). Here we have dropped the primes in the energy-momentum
tensor components, but of course in (6.29) T, T̄ denote the energy-momentum tensor on
the upper half-plane, while in (6.30) they denote the one on the strip, which is related to
the previous one by (6.8). Note that the case n = 0 is similar to how we related L0 + L̄0
to the cylinder Hamiltonian in Section 6.2: now we are mapping L0 to the Hamiltonian
on the strip, which is written in terms of the Hamiltonian density on the strip in a way





























in terms of the stress-energy tensor components in the u geometry. Here the variable x is
used to parametrize the interval I: note that we integrate over (−R + ε, R − ε) because
of the disks we removed. Setting n = 0 gives an affine relation between L0 and the
entanglement Hamiltonian given by (6.17), as announced. This implies that not only their
eigenvalues are related, but also their eigenvectors are the same: the eigenvectors of the
reduced density matrix thus provide a natural basis for the representation of the Virasoro
algebra given by (6.31), which we call the entanglement algebra. These eigenvectors will
be mapped to each other by the Ln operators following the rules dictated by the operator
content of the BCFT. In the next section, we propose an approach to try to observe this
structure emerging on the lattice, following the example of the critical Ising model.
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6.4 Emergent entanglement algebra in the Ising model
The critical Ising model on an infinite 1d lattice of spin-1
2






(XjXj+1 + Zj) (6.32)
where Xj, Zj are the Pauli operators at site j. We set the lattice spacing to 1, and consider
the reduced density matrices of intervals of N sites:
The underlying CFT for the Ising model is a minimal model with two nonidentity
primary fields: the spin density σ, and the energy density ε, whose conformal dimensions
are
hσ = h̄σ =
1
16




As explained in the main text, the Hilbert space of the CFT on a manifold with boundaries
depends on the boundary conditions. The Ising CFT admits three conformal boundary
conditions that correspond in the statistical spin model to fixing the boundary spins to
be up or down, or leaving them free. It is the latter that should be observed in our
circumstances [158], and indeed we observe results compatible with the presence of free
boundary conditions on both entanglement cuts. The Hilbert space consists then of the
conformal towers of the identity and energy density operators. Figure 6.4 represents the
18 lowest energy states.
In order to realize the entanglement algebra on a lattice model, it seems natural to try
to apply some discretization procedure to the continuum operators. Let us first rewrite
(6.31) in terms of the Hamiltonian and momentum densities:
h(x) = − 1
2π
(































Figure 6.4: Operator content of the Ising CFT with free boundary conditions. The Hilbert
space decomposes into the direct sum of two modules, or conformal towers, each of them
closed under the action of the Virasoro generators Ln. We use the horizontal axis only to
resolve degeneracies. Note that in the free fermion language the two towers correspond to












To turn these integrals into discrete sums we need thus a discretization for h and p. The
local Hamiltonian terms from (6.32) are a natural candidate for h, though they leave the
door open for ambiguities, while for p we could apply the technique from Appendix A
in [151]. Since we are working with the Ising model, however, we proceed in a slightly
more sophisticated manner and import the results from [153], where a relation is estab-
lished between lattice operators at given effective positions and series of CFT operators of
increasing scaling dimensions. The authors of this work propose a method to obtain the
coefficients of the series via numerical optimization. In the Supplementary Material, how-
ever, they also compute the coefficients analytically for the particular case of the critical









































































































































where xj = −(N + 1)/2 + j, and we have dropped the constant terms. To compute these
operators we need to fix `, or equivalently ε. As a first approximation, one can set ε = 1/2,
equal to half the lattice spacing. However, the accuracy of the represention can be improved
dramatically, by optimizing over possible choices of ε [4]. In the results below we use the
value resulting of an optimization of the first eigenvalue of the entanglement Hamiltonian,
ε = 0.0369 [176].
Another advantage of this example is that the Ising model can be solved by mapping it
to free fermions on the lattice. This greatly increases the system sizes that we can study for
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a given computational power. The details of this formulation are explained in Appendix




{cj, ck} = {c†j, c
†
k} = 0, {cj, c
†
k} = δjk, (6.44)





jcj , 0 < e1 < e2 < · · · , (6.45)
where {ej} is the single particle spectrum of the entanglement Hamiltonian HE. In this




|0〉 J ⊆ {1, . . . , N}, (6.46)
where |0〉 is the vacuum
cj|0〉 = 0 j = 1, . . . , N. (6.47)
These eigenstates can be identified with the operators of the CFT, see Figure 6.4. Those
with an even number of fermions are in the tower of the identity, while those with an odd
number of fermions are in the tower of ε. The operators Llatn from (6.43) should be the ones
to (approximately) map states within the same conformal tower to each other. They can
be expressed as quadratic polynomials of the cj, c
†
j, and their matrix elements computed.
We will do so for a few values of N to study how accurate this representation is.
Figures 6.5, 6.6, 6.7 show the numerical results for some matrix elements of the lattice
representation. Figure 6.5 shows diagonal elements of Llat0 (off-diagonal elements are zero to
machine precision, which matches expectations since L0 and ρI have the same eigenvectors).
Figures 6.6 and 6.7 show the behaviour of matrix elements of Llat1 and L
lat
2 , that should be
nonzero and zero. In most cases we find the accuracy increase with N , which points to at
least some of the error being due to finite size effects. One possible reason these are quite
relevant is given by the mapping between the w and u geometries involving a logarithm
(see Figure 6.3), which may reduce the effective number of sites that the generators see
from N to ∼ logN .
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Figure 6.5: Diagonal elements of Llat0 .
This chapter’s takeaways:
• Entanglement structures of critical lattice systems can display universal be-
haviour : signatures of the underlying CFT that are independent of the micro-
scopic realization. The entanglement entropy and entanglement spectrum of
reduced density matrices show this kind of behaviour.
• We have proposed another emergent universal property to be investigated in
critical lattice systems, which we call the entanglement algebra: an approximate
representation of the Virasoro algebra on the eigenvectors of the reduced density
matrix. Its existence is a natural consequence of the same kind of BCFT
argument that explains the universal behaviour of entanglement spectra.
• We have built and tested numerically the entanglement algebra of the critical
Ising model. The results agree with the predictions, and finite size effects can
be improved upon a lot by optimizing over a parameter (ε) related to how we
regularize the entanglement entropy in the continuum theory.
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Figure 6.6: Llat1 matrix elements expected to be nonzero (top) and zero (bottom).
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This chapter’s goal: In this chapter we introduce a proposal for the continuous
version of the lattice algorithm called tensor network renormalization (TNR), which
coarse-grains tensor network representations of partition functions and path integrals.
7.1 Introduction
Barring the slight digression in the previous chapter, so far in this thesis we have been
focusing on the continuous analogue of the MERA, which is a tensor network that provides
the renormalization group flow of a lattice quantum state, and can be applied also to coarse-
grain operators. This could be dubbed as entanglement renormalization in the Hamiltonian
picture. However, the paradigm of entanglement renormalization also has a tensor network
realization in the Lagrangian picture, where the relevant objects are partition functions
and path integrals. On the lattice, we can obtain a renormalization group flow for two-
dimensional partition functions expressed as a tensor network using algorithms such as the
tensor renormalization group (TRG) [177] and tensor network renormalization (TNR) [178].
Our goal here is to present a proposal for the continuous version of the TNR algorithm,
which we consequently dub continuous TNR or cTNR. Our scheme operates on a particular
kind of UV-regularized partition functions, which present a UV cutoff length scale Λ−1
much as cMERA states do (recall Chapter 3), and is based on the continuous flow generated
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by a scaling operator L and a quasi-local disentangling operator K, which are direct
analogues of the generators of the cMERA evolution. Thus the reader will find here many
familiar ideas from previous chapters of this thesis. In a further display of continuity, we
will use our by now beloved free boson theory as a proof-of-point example: we will see
how cTNR can give rise to a fixed point of the RG flow from which conformal data can be
correctly extracted.
This chapter is organized as follows: we begin in Section 7.2 by reviewing RG flows
on tensor network representations of lattice partition functions (in particular TNR, the
algorithm that we intend to extend to the continuum, and TRG, the original algorithm on
which it is based). We then introduce cTNR in Section 7.3, and apply it to the free boson
algorithm as an example in Section 7.4.
7.2 Tensor Renormalization Group and Tensor Net-
work Renormalization
Before the passage to the continuum, let us review the lattice algorithms: tensor renor-
malization group (TRG) and tensor network renormalization (TNR).
The object to be coarse-grained is a two-dimensional statistical partition function
(equivalently, a discrete Euclidean path integral in two spacetime dimensions) that has
been expressed as a two-dimensional tensor network1, arising from the repeated contrac-
tion of a tensor A, which encodes local Boltzmann weights (see the rightmost network in
Figure 7.1). To see how we arrive to such a representation, consider the usual example of a
classical 2d nearest-neighbour Ising model on a square lattice, where a classical spin vari-
able σi that can take values ±1 sits on top of each vertex of the lattice. The Hamiltonian





where the sum runs over nearest neighbours and J ∈ R is the coupling constant. The










1We will be working with square lattices for our convenience, but the algorithms we talk about can be
adapted to other kinds of lattices.
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Figure 7.1: Tensor network representation of the Ising partition function.
This can be written as a tensor network with two types of tensors: two-legged tensors
(matrices of Boltzmann weights) on the edges :
Wσ1σ2 = e
βJσ1σ2 (7.3)
and four-legged tensors on the vertices that ensure that each configuration we sum over
has a unique definite value for the spin on that vertex:
δσ1σ2σ3σ4 =
{
1 σ1 = σ2 = σ3 = σ4,
0 otherwise.
(7.4)
The resulting tensor network can be seen in Figure 7.1, where it is shown that, by taking
the square root of the W matrices, we can rewrite it as the contraction of a single kind of
four-legged tensor A. To arrive at such a representation in the case of a Euclidean path















H = , (7.6)
which will give rise to the 2d tensor network by iterative composition with itself.
In the same spirit of the real space renormalization group methods seen in Section 2.2,
the algorithms we present here work by blocking degrees of freedom, and coarse-graining
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Figure 7.2: A coarse-graining step effectively blocks four tensors As at scale s into a single
tensor As+1 at scale s+ 1 (TRG and TNR differ in the way this effective tensor is chosen).
After that, the lattice spacing is rescaled so that it stays constant along the flow.
each block into an effective description of itself. In this case, we will obtain an RG flow in
the space of tensors: each coarse-graining step will effectively map a block of four tensors As
at scale s into a single tensor As+1 at scale s+1. After that, space is rescaled by a factor of
1/2, so as to reset the lattice spacing 2a of the coarse-grained network back to the original
lattice spacing a. This lattice spacing a of the model serves as a short-distance cutoff,
hence by keeping it constant we are able to compare the partition functions at different
stages as objects with the same UV regulator. Figure 7.2 summarizes this process.
The first version of the tensor renormalization group (TRG) algorithm was introduced
by Levin and Nave in [177], and over the years it was joined by many related algorithms
[179–184]. Here we review the original formulation, based on a factorization of the A
tensors as the contraction of two three-legged tensors:
This decomposition can be performed by means of the singular value decomposition (SVD).
The dimension χ of the bond that appears would generically have to be the square of
the bond dimension d of the original tensors in order for the decomposition to be exact.
However, that would cause the bond dimension of the new effective tensors to keep growing,
since we would not be throwing away any information along the RG. Thus, the algorithm
operates by truncating that index to some value χ < d2 and thus generating an approximate
decomposition (this is equivalent to taking only the largest singular values in the SVD,
132
Figure 7.3: A half-step of the TRG algorithm: truncated SVD is used to decompose the
original tensors, the factors are then regrouped to form a 45◦ tilted lattice, to which the
same process will then be applied a second time.
and thus is very close to the philosophy of DMRG (see Section 2.2)). The algorithm then
proceeds in “half-steps” such as the one depicted in Figure 7.3. Eeach half-step rotates the
original network by 45◦ and increases the lattice spacing by a factor of
√
2, so after two of
them we are back to the initial orientation with twice the lattice spacing, and the original
tensor As has been replaced with As+1. After a number of iterations the algorithm will
usually reach a fixed point tensor A∗.
The TRG algorithm as presented above, together with all its variants, is a powerful
numerical tool: coarse-graining a large tensor network prior to its contraction can signif-
icantly reduce computational costs, allowing us to compute expectation values of observ-
ables and other quantities of physical interest for much larger system sizes. However, as
already pointed out in [177], it does face trouble when applied to systems at criticality,
where keeping the accuracy of the method becomes increasingly costly in terms of bond
dimension due to the accumulation of short-range entanglement that is not removed by the
coarse-graining steps. Additionally, the algorithm will fail to capture the correct structure
of fixed points of the phase diagram of the system under study, in the sense that initial
microscopic tensors that lie within the same phase will generically reach different fixed
points, which thus contain non-universal, short-range information that should have been
discarded during the RG flow.
If the reader finds that some of the problems we just mentioned sound familiar, that is
totally right. We encountered similar issues when speaking of real-space renormalization
methods in the Hamiltonian picture, such as DMRG, in Section 2.3 and in Appendix A.
There we found they could be successfully addressed by the inclusion of a disentangling
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step by local unitaries (which we called disentanglers) before each coarse-graining transfor-
mation. The algorithm of tensor network renormalization (TNR) arises in a similar way:
it involves disentanglers and isometries, borrowing the technology of MERA to first de-
couple, and then eliminate, short-distance degrees of freedom from the partition function,
in such a way as to generate a proper RG flow with the correct structure of fixed points.
In order to better visualize how the disentanglers are the key difference between TRG
and TNR, we make the following remark: the TRG factorization step can be seen to be
equivalent to the insertion in the network of a series of approximate resolutions of the
identity (projectors) built from isometric tensors
(7.7)
that are chosen so that they satisfy
(7.8)
As a result, the middle network from Figure 7.3 is equivalent2 to this one
2What we mean here is that the two networks are the same up to a gauge transformation. A gauge
transformation in a tensor network is a transformation of the tensors that leaves the contracted network
invariant (i.e., in the case of a fully contracted network such as this one, it does not change its numerical
value). It involves multiplying two tensors by a matrix X and its inverse X−1 respectively along a
contracted index:
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Figure 7.4: The first half-step of TNR in its original formulation. Disentanglers and
isometries are introduced in the network, and new tensors are obtained from contracting
them with the original ones, giving rise to a tilted lattice with translational invariance
broken down to two sublattices. A second half-step identical to TRG brings the lattice to
its original orientation and restores translation symmetry.
where we can see the coarse-graining isometries in action. The TNR coarse-graining step
includes the disentangling step into this picture, by means of local unitaries:
(7.9)
Figure 7.4 shows3 the first half-step of TNR step, in its original formulation. The second
3They way we are presenting these algorithms, we are making the technical assumption that, for a row
of A tensors, exchanging top and bottom indices amounts to complex conjugation, which is a property that
follows from the Hermiticity of the Hamiltonian in Euclidean path integrals and from reflection invariance
along the horizontal axis in classical partition functions. If this holds, then via a gauge transformation (see
previous footnote) on every second row of tensors, we can have the tensors that make up the coarse-graining
projector acting on the top and bottom indices of a row of A tensors be conjugate to each other:
A proper discussion of these and other technicalities can be found in [185].
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half-step (to obtain a lattice oriented as the original one) is left to be the same as in TRG.
The disentanglers and isometries are determined variationally at each step, minimizing the
truncation error for a given bond dimension




while satisfying constraints (7.7) and (7.9).
At each step of TNR, the disentanglers provide a local rearrangement of degrees of free-
dom, removing short-range correlations to facilitate coarse-graining. TNR has been proved
successful at reproducing the phase diagram and fixed-point structure of 1+1d many-body
Hamiltonians, as well as tackling systems at quantum phase transitions accurately without
the need of a growing bond dimension. Additionally, conformal data of the underlying
CFT can be extracted [186]. In fact, TNR is intimately related to the MERA, since the
latter arises from applying the former to a manifold with a boundary [187]. After TNR was
proposed, many similar algorithms have been put forward [188–191]. Its generalization to
higher dimensions, while conceptually not very hard, presents too high a computational
cost, to the point that to date we cannot speak of an efficient numerical implementation
in three or higher dimensions.
7.3 Continuous tensor network renormalization
We now move to quantum field theory (QFT), and describe our proposal for a generalization
of the TNR scheme to the continuum. First we describe the kind of regularized path
integrals it applies to, where a UV cutoff Λ similar to the one in cMERA plays the role
of a lattice spacing. Then we move on to describing the generators of the continuous
transformation analogous to the coarse-graining and rescaling steps of TNR. Since in the
next section we will see them applied to the case of the free boson in 1+1 dimensions, we
will already use for convenience the notation of a scalar field for the elements introduced
in this section.
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7.3.1 Regularized path integrals
For this whole chapter we stay in Euclidean signature, so that the partition function for a




where S[φ] is the Euclidean action, taken to be the integral of a local Lagrangian density,








We assume L to be both translation and O(d) rotation invariant, and generically, interact-
ing. We will define a regularized version of this path integral via a smeared action
SΛ[φ] ≡ S[φΛ] (7.13)





ddx µ(|~x|) = 1, (7.14)
where µ : R → R, with x ≡ |~x|, is a normalized, O(d) rotation invariant smearing profile
which decays quickly (e.g. exponentially) to zero for distances x larger than a characteristic
smearing length scale Λ−1, see Fig. 7.7 (left) for an example. The smeared action SΛ is


















is analogous to a tensor network like the ones discussed above, in the sense that it presents
a UV cutoff: fluctuations of φ(~x) at distances smaller than Λ−1 (the analogue of the lattice
spacing a) have been suppressed thanks to the smearing. This translates, for instance, in








Figure 7.5: The smearing process yields a UV regularized path integral with cutoff length
scale Λ−1.
in the limit ~x→ ~y. Instead, we may have
〈φ(~x)φ(~y)〉Λ ∼ const. 0 < |~x− ~y|  Λ−1 (7.18)
that is, the correlator tends to a constant at distances smaller than the UV cutoff (though
we allow, and in general will have, an on-site distributional contribution, such as a delta
function, that does not affect the ~x → ~y limit), see Fig. 7.7 (right). Recall from Chapter
3 that these were the UV regularization properties of the correlators in cMERA states.
7.3.2 cTNR evolution
As in the case of the entangling evolution of cMERA, the RG flow in cTNR is continuous
in a parameter s (scale). During this flow, we need to perform an analogue of the local
rearrangement of degrees of freedom that the disentanglers and isometries4 produced on
the lattice. Additionally, we need to keep rescaling the system in order to keep the cutoff
scale Λ−1 constant in s, in the same way we kept the lattice spacing a fixed for TNR.
Our proposal of how to make these intuitive ideas concrete is very much inspired on
the cMERA. We define a flow generated infinitesimally by an operator acting on field con-
figurations, which is made of two contributions, denoted analogously to their Hamiltonian
picture counterparts:
δφ(~x) = (L+K(s))φ(~x). (7.19)
4Remember from MERA that an isometry I : H → H⊗H can be seen as a unitary
UI : H⊗H → H⊗H where one of the inputs has been fixed to a reference state (see Section 2.3), or,
read in the opposite direction, a unitary that disentangles one of the degrees of freedom and places it in a
product state with the rest of the system. This interpretation is more akin to the continuum version where
we do not discard degrees of freedom: the Hilbert spaces involved do not change during the evolution.
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Indeed, L is here the generator of scale transformations,
Lφ(~x) = (−~x · ∇~x −∆φ)φ(~x), (7.20)
with ∆φ ≡ (d− 2)/2 the classical scaling dimension of the field φ(~x). On the other hand,
K(s) is the disentangling5 operator. We demand it to act quasi-locally at scale Λ−1,
and to preserve the translation and rotation symmetries of the theory. Without further
constraints, we can write it in terms of some (generically nonlinear) function F :
K(s)φ(~x) = F
(
s, φΛ(~x),∆φΛ(~x),∆2φΛ(~x), . . .
)
, (7.21)
where φΛ(~x) is the smeared field from (7.14). Once we have defined a flow on the space of
field configurations, we can define an s-dependent partition function ZΛs and an s-dependent
action Ss[φ]. We write symbolically,
ZΛs ≡ Pe
∫ s





where Ss[φ] should include the change of the integration measure as we keep performing
field redefinitions. Since both L and K(s) are acting (quasi-)locally, there should exist a





φ(~x),∆φ(~x),∆2φ(~x), . . .
)
. (7.23)
How does this cutoff length scale stay constant along the RG flow? It is due to the
interplay of the two generators L and K(s). Imagine evolving with each of them alterna-
tively, as would happen if we apply a Lie-Trotter-Suzuki approximation to the evolution
from (7.22). Under evolution by L, both space and the cutoff are rescaled: zooming out
causes the cutoff length-scale to get smaller; then the evolution under Ks performs a local
field redefinition that restores the cutoff to its original value, without affecting space (i.e.,
without moving points around). This is depicted in Figure 7.6.
As in the case of cMERA, L is fixed by the field content of the theory we are working
with, and K(s) contains all the parameters that should be determined variationally (note
the considerable amount of freedom that its definition allows for). This makes sense, since
K(s) is the continuum analogue of the lattice isometries and disentanglers at scale s. The
5Notice that its cMERA counterpart is was the entangler because we defined the forward direction in
s as the one where entanglement was introduced on the state, which in terms of RG is running backwards.
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Figure 7.6: The action of L rescales the cutoff along with space, while the action of K(s)
locally reorganizes degrees of freedom, removing short distance information, and bringing
the cutoff back to its original value.
latter are determined by demanding that the truncation introduced when coarse-graining
causes the smallest error possible in the corresponding local part of the network, as per Eq.
(7.10). It seems reasonable that a practical cTNR algorithm should therefore determine
K(s) by minimizing the “local” difference between the path integral given by LΛs and
LΛs+δs (note that LΛs contains information analogous to that of the tensors A that made
the network on the lattice). Here we do not propose a specific algorithm, leaving this
important aspect for future work. Instead, we now turn to the example of the 2d free
boson theory, which, due to its solvability, allows for an easy analysis, while hopefully also
displaying some key features of the construction that generalize to the interacting case.
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7.4 cTNR for the free boson
7.4.1 Regularized path integral
For our computations with the free boson theory we will exploit its momentum space





















d2k (k2 +m2)φ(~k)φ(−~k), (7.26)
and the partition function Z is defined as in the previous section. Our first step is to
find a “continuous tensor network” representation thereof, that is, a regularized partition
function with a UV cutoff Λ−1 on which the generators of the RG flow will be acting.
In momentum space, the convolution (smearing) operation from Eq. (7.14) becomes just
pointwise multiplication by the Fourier transform of the smearing profile:
φ(~k) −→ φΛ(~k) = µ(k)φ(~k), (7.27)
where µ(k) only depends on k = |~k| because of rotational invariance. This leaves
SΛ[φ] ≡ S[φΛ] = 1
2
∫
d2k µ(k)2(k2 +m2)φ(~k)φ(−~k). (7.28)
An appropriate choice of µ(~k) should be able to regularize short-distance fluctuations. We
have learned from cMERA that a possible indicator of such behaviour is the finiteness of






Inspired by the cMERA, we demand this correlator to have a similar UV behaviour to those
we computed in Chapter 3: a finite short-distance limit with at most a delta contact term6.
6Note that the term proportional to a delta function is precisely the kind of correlator we would expect
in a “product partition function”, the partition function of a theory whose action has no derivatives, which
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To that end, we know that the momentum space correlator should tend to a constant fast
enough. Since we also want to preserve the long-distance (small momentum) behaviour, it
is natural to impose the following conditions on µ(k):
µ(k) ∼ 1 k  Λ,










Indeed, the first condition implies the preservation of the correlator in the IR (low mo-
menta). In fact, µ(k = 0) = 1 was already given to us since it is nothing but the normal-
ization condition from (7.14), which makes sense, since this condition is necessary for the
long distance behaviour of the smeared fields to be equal to that of the sharp (unsmeared)
fields, i.e. for the long distance physics of SΛ[φ] to be the same than for S[φ]. The sec-
ond condition makes the momentum space correlator tend to a constant Λ−2 in the UV,
and the third condition makes this convergence “fast enough” so that the UV limit of the
position space correlator is finite7 (the Fourier transform integral back to position space
is absolutely convergent). Note that we include only the integral from k = Λ instead of
k = 0: this is due to the fact that, in the case m = 0, the IR divergence of the 2d free
massless boson kicks in, and the correlator diverges even if the UV is regulated, requiring
an additional IR regulator.
We could now start looking for functions µ(k) that satisfy (7.31)-(7.31), so as to give















where Expi(x) is the exponential integral function and σ = eγ ≈ 1.78 (where γ is the Euler-
Mascheroni constant), both of which the reader may recall from Section 3.4. In fact, going
thus (formally) factorizes in position space as the product of partition functions for each single degree of
freedom φ(x), for example:
S[φ] =
∫








7Remember that in the 2d free boson theory the correlator diverges logarithmically in the ultraviolet,
which can also be checked just by setting µ(k) = 1 and Fourier transforming Eq. (7.29).
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Figure 7.7: (left) Smearing profile µ(k) in momentum space; the dashed line shows its
power law behaviour for large k. (center) Smearing profile µ(x) in position space; the
dashed line shows its power law behaviour for small x. (right) Two-point correlator in the
regularized theory for m = 0; the dashed line shows the same correlator in the original
theory, with the UV divergence present. The delta function at the origin is represented by
an arrow.
back to that section, it is not hard to guess a way to arrive at this example: comparing the





and this last equation relates indeed Eqs. (3.39) and (7.32). Importantly, it can be seen
that µ(x) is indeed a quasi-local profile, bounded by an exponentially decaying function
as x → ∞ (the proof of this fact is rather technical and can be found in the appendix
to [5]). This is important to carry on the analogy with between the UV regulator and the
lattice spacing and to keep a certain degree of locality (at scale Λ−1) in the structure of
the regularized partition function. At short distances, µ(x) diverges as x−1, which is an
integrable divergence in 2d.
Seeing (7.33), and remembering about Eq. (3.38), the reader’s intuition would be
correct in guessing that in this example we will be looking at disentanglers with Gaussian
profiles, but for that we will have to move on to the next section.
7.4.2 cTNR evolution
As explained in Section 7.3, of the two operators L and K(s), the first one is already
determined by the field content of the theory, and is given by (7.20), while all the parameters
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of the scheme are contained in K(s). To begin with, we consider the massless case m = 0.
We are going to make a couple of assumptions similar to those we made for cMERA.
First, we impose K(s) ≡ K, i.e., the disentangling operator is scale-independent, which
seems reasonable since the massless free boson is a conformal field theory, hence scale
invariant. In fact, we are going to use this property to argue for the choice of disentangler
we will make, by imposing a fixed point condition.
Secondly, we will propose an ansatz for K that is linear in the field:
Kφ(~x) =
∫
d2y g(|~x− ~y|)φ(~y), (7.34)
where g(x) is a translation and rotation invariant profile, that is quasi-local with character-
istic length scale Λ−1, so that K satisfies the guidelines from Section 7.3. Choosing K to be
linear in φ(~x) restricts the evolution to happen within the space of quadratic actions, much
in the same manner that the linear entanglers of the free cMERAs keep their evolutions
within the corresponding manifold of Gaussian states. Quadratic actions, which include
the original free boson action (7.25) and its regularized version (7.28), are easy to compute
with, and will suffice to deal with a non-interacting theory, which should stay so along the
RG flow.
With all these assumptions let us now impose the fixed point condition of the regularized
massless free boson action SΛm=0[φ] under the cTNR flow, and see what it implies for µ and
g. We will do the computation in momentum space, where the action of the generators on
the field is
Lφ(~k) = (~k · ~∇φ(~k) + 2)φ(~k), (7.35)
Kφ(~k) = g(k)φ(~k). (7.36)
Additionally, we have to take into account the change in the path integral measure [Dφ] due
to the field redefinition. We will assume8 that both L and K leave the measure invariant
8This is justified by the fact that, formally, scaling results in a permutation of the integration variables
φ(~k) 7→ λ−∆φ(λ~k) dφ(~k) 7→ λ−∆dφ(λ~k) [Dφ] 7→ D[λ−∆φ(λ·)] ∝ [Dφ]
while K is diagonal in momentum space and just multiplies each integration variable by some number
















where we have used ~k · ~∇ = k∂k. The fixed point condition then gives g(k) in terms of





For the particular choice from (7.32) we have
g(k) = −1 + e−
k2
σΛ2 =⇒ g(~x) = −4π2δ(~x) + e−
σ(Λx)2
4 , (7.39)
which is a sensible profile for the disentangling operator, with a delta term at the origin
and a Gaussian decay of characteristic length ∼ Λ−1, see Figure 7.7 (center). Now that we
have this example we will explore two aspects of it: the extraction of conformal data, and
the extension to the massive case.
7.4.3 Conformal data
On the lattice, TNR is able to retrieve conformal data by building lattice versions of local
scaling operators. These are common eigenoperators of the scaling generator L, and the
rotation generator R, given by
Rφ(~x) = (x1∂2 − x2∂1)φ(~x). (7.40)
The corresponding eigenvalues are the scaling dimensions and conformal spins:
LOα(0) = −∆αOα(0), (7.41)
ROα(0) = sαOα(0). (7.42)
For the free boson, the primary scaling fields are given by the identity, the holomorphic
and antiholomorphic derivatives of the field and the vertex operators
1, ∂φ(~x) ≡ 1
2
(∂x1 − i∂x2)φ(~x), ∂̄φ(~x) ≡
1
2
(∂x1 + i∂x2)φ(~x), Vα(~x) ≡: e−iαφ(~x) : (7.43)
with scaling dimensions and conformal spins given by
(∆1, s1) = (0, 0), (∆∂φ, s∂φ) = (1, 1), (7.44)








Näıvely, all the structure of the CFT, reliant as they are on scale invariance, should be
affected by the regularization process, since it introduces a scale in the theory (that of
the cutoff Λ) and thus eliminates the theory’s scale symmetry. This is however not the
case: it can be argued that our regularized theory supports an entire representation of
the conformal group, just one where the generators of conformal transformations are not
all the traditional ones9. In particular, here it is L + K, rather than L, the operator we
should take as the generator of scale transformations. Indeed, L + K generates the RG
flow that moves us between scales while keeping the cutoff in place. In the same fashion
that L generates the appropriate kind of scale transformations in the space of unregulated
quantum field theories, it is L+K, which can be interpreted as a deformation of L in the
UV, the generator of the correct notion of scale transformations on the space of quantum
field theories with cutoff Λ.
This is not an entirely new notion: lattice critical systems do not obey the kind of scale
symmetry of their underlying CFTs, which cannot even sensibly apply because arbitrary
scale transformations cannot be represented on the lattice. However, emergent universality
(of which we have seen an example in Chapter 6) evidences that the structure of the CFT
is very much present despite the lack of strict scale symmetry. Tensor network techniques
such as MERA and TNR provide a suitable notion of scale transformations on the lattice
that allow for the extraction of conformal data [51, 186], while the implementation of
more general conformal transformations on the lattice has also been successfully carried
out [151,192–194].
As opposed to the lattice case, however, in the case we are studying in this chapter
we can obtain exact conformal data, and an exact representation of the conformal group.
Then key to this statement is that the corresponding structures from the unregularized
CFT case can be imported to the regularized case via smearing. This results, for instance,




d2y µ(~x− ~y)O(~y) (7.46)
Indeed, it can be proved that if O satisfies Eqs. (7.41)-(7.42), then
(L+K)OΛα(0) = −∆αOΛα(0), (7.47)
ROΛα(0) = sαOΛα(0) (7.48)
holds, for K the disentangler given by (7.38). Note that we did not have to change R,
since rotation invariance is preserved by the smearing. Thus we get the exact spectrum of
9The same situation takes place in the cMERA setting, as was first discussed in [57].
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scaling dimensions and conformal spins of the theory, each paired with the corresponding
quasi-local scaling operator. This is independent of the choice of the smearing profile µ(x)
used to regularize the theory, provided that we pick K so that (7.38) is satisfied. Apart
from those in the global conformal group, more general conformal transformations can
also be quasi-locally represented: they are generated by the smeared components of the
stress-energy tensor TΛ, T̄Λ, giving rise to a quasi-local version of the full CFT machinery.
Here we will not pursue it further, but the interested reader can consult the Supplemental
Material in Reference [5].
7.4.4 RG flow of the massive theory
We now turn to a different observation, concerning the massive theory m 6= 0. In this case,
we do not have an argument of scale invariance to determine the disentangling generator.
We can, however, study what happens if we use the same K that we obtained in the
massless case. The massive action is not a fixed-point, rather it evolves in s: we can
integrate the infinitesimal evolution equation
∂sS
Λ




d2k µ(k)2(k2 + (mes)2)φ(~k)φ(−~k). (7.50)
The result is a regularized massive free boson theory with an s-dependent massm(s) = mes.
We can interpret the mass as an IR cutoff, imposing a correlation length ∼ m(s)−1. We
then arrive at a picture where correlations exist in the theory at length scales in a window
between the UV cutoff Λ−1 and the IR cutoff m(s)−1. As we perform the RG flow, we
remove correlations; since we keep rescaling to leave the UV cutoff fixed, the net result
is the correlation length becoming shorter and shorter as the width of the window where
correlations exist becomes smaller. This is depicted in Figure 7.8, where we compare the
momentum space correlation function 〈φ(~k)φ(−~k)〉 before and after the evolution generated
by L + K with what would happen if we evolved only with L, which would rescale both
cutoffs without reducing the width of the window between them.
What we obtained applying the disentangler from the massless theory to coarse-grain
the massive theory matches what one would expect from an RG flow in a non-interacting
theory: the action flows to a trivial massive fixed point of infinite mass as we zoom out.
One could argue that this makes certain sense, since the task of the disentangler is to
remove short-range correlations as we coarse-grain, and, sufficiently above the IR cutoff
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Figure 7.8: Evolution of the momentum space correlation function, its IR cutoff KIR and
its UV cutoff KUV , generated by L + K (left) and L alone (right), in loglog scale. In the
first case, the UV cutoff is kept constant, but the IR cutoff grows as we remove correlations,
so the width of the window between them decreases along the RG flow. In the second case,
the width of the window between both cutoffs does not change.
given by the mass, both the massless and massive free boson theories have the same UV
entanglement structure, so the same disentangler should be able to unravel both. Note
however that after s ∼ log(Λ/m) the RG flow and the interpretation we presented stop
being trustworthy: the IR cutoff moves past the UV cutoff and the disentangler starts
introducing spurious correlations, a sign that it is most likely not optimal at this stage
of the RG flow. We remind the reader that the way we arrived at the disentangler K
was not necessarily one that could be pursued in a generic situation, since we exploited
the knowledge that a particular partition function should be a fixed point of the RG flow,
and found the disentangler within an ansatz class (scale invariant operators that are linear
in the field) that guaranteed it. Expectedly, in a practical implementation of the cTNR




• TNR is an algorithm that implements a renormalization group flow on tensor
network representations of classical partition functions and quantum Euclidean
path integrals.
• cTNR is a proposed continuous version of this algorithm, acting on regularized
versions of path integrals.
• Though cTNR is not yet at a stage where it can be applied to arbitrary theories,
we can build an example for the massless free boson and prove it yields the
correct fixed point behaviour and even reproduces a reasonable RG flow when
applied to the massive case.
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Epilogue
At this point, we have just finished surveying research carried out during four years. It is
probably worth it to take a step back now, after having gone through it all, and briefly
contemplate.
In this thesis, abstractly speaking, we have been searching for understanding about the
underlying structure of quantum correlations that makes many-body and field theoretic
states complex and interesting. This is of course a worthwhile goal on its own, but unde-
niably motivated by previous instances of improved understanding bringing along greater
computational abilities. We have dwelled nevertheless very much on the analytical side of
things, with numerics being used occasionally to support our arguments, rather than being
the subject thereof.
In our particular case, this abstract program has taken concrete realization at the cross-
roads between continuous and discrete formulations. The fixed point cMERA states and
fixed point cTNR partition functions are continuous objects that pretend to have a lattice
spacing and to be conformally invariant, and achieve both by doing neither in the usual
way. We have spent time investigating the signatures of the “dual” continuous-discrete
character of these objects: the UV regularization, the representation of smeared scaling
operators. We have also established comparisons with the actually discrete constructions
that inspire them. In the case of cMERA, its properties can either have a clear analogue
on the MERA or not have one. The minimal update conjecture for boundary and defect
cMERA is an example of the first, while the construction of the gauge invariant cMERA
via massive vector boson cMERAs could be argued to be an example of the second. Both
are interesting, since it is worth being able to tell apart essential features of the family of
quantum states versus aspects that depend on the choice of continuous vs. discrete. The
entanglement algebra representation is on the other hand a more traditional example of the
continuum-discretuum interplay, being a lattice system where we can observe signatures
of an underlying continuous description in terms of a BCFT, signatures that appear in the
entanglement degrees of freedom, the ones that represent the correlations in the system.
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However conclusive these last paragraphs may be expected to sound, the reader will
have noticed that many chapters in this thesis are phrased as commencements. We have
been giving the first examples of gauge invariant, boundary and defect cMERAs, and we
also have started the program of cTNR. We have done that, correspondingly, by giving
baby steps, though in a teleological fashion, as a means to an end: the natural gravitating
center for all these research lines is interacting quantum field theory. This is why we have
phrased a few of our conclusions as prescriptions: what to do if, in the future where working
continuous tensor network algorithms are commonplace, one faces a cMERA simulation
on, e.g., a manifold with a boundary. It seems almost clear that the big breakthroughs in
that direction will come from the numerical side. However, we are of the impression that
there definitely would be interest in finding an analytical model of interacting cMERA or
cTNR on which we can have as firm of a grasp as we do for the noninteracting models we
have presented, in spite of the potentially fine-tuned nature of such a construction, which
we foresee would most likely arise in the context of integrable or conformal systems. Purely
theoretical questions keep driving research in this field as in many others: our study of
boundaries and defects was actually partially motivated by the question of relating cMERA
and cTNR, in an analogous way to the fact that applying TNR to a manifold with a
boundary generates the MERA.
We conclude here. We hope the reader found something of value in this document, and
we would like to finish by expressing our gratitude for the time devoted to it.
Waterloo, First Snowfall of Spring, 2020
151
References
[1] A. Franco-Rubio and G. Vidal, Entanglement and correlations in the continuous
multi-scale entanglement renormalization ansatz, Journal of High Energy Physics
(2017) [1706.02841].
[2] A. Franco-Rubio and G. Vidal, Entanglement renormalization for gauge invariant
quantum fields, arXiv:1910.11815v1.
[3] A. Franco-Rubio, Entanglement renormalization for quantum fields in the presence
of boundaries and defects, to appear .
[4] Q. Hu, A. Franco-Rubio and G. Vidal, Emergent Universal Entanglement Algebra
in Critical Lattice Systems, to appear .
[5] Q. Hu, A. Franco-Rubio and G. Vidal, Continuous tensor network renormalization
for quantum fields, arXiv:1809.05176v1.
[6] M. Fannes, B. Nachtergaele and R. F. Werner, Finitely correlated states on
quantum spin chains, Communications in Mathematical Physics (1992) .
[7] F. Verstraete and J. I. Cirac, Renormalization algorithms for Quantum-Many Body
Systems in two and higher dimensions, 0407066.
[8] G. Vidal, Class of Quantum Many-Body States That Can Be Efficiently Simulated,
Physical Review Letters 101 (2008) 110501 [0610099].
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[98] M. C. Bañuls, K. Cichy, J. Ignacio Cirac, K. Jansen and S. Kühn, Efficient basis
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Appendix for Chapter 2
In this appendix we show a classic toy example of the difference between real-space renor-
malization group methods that use or do not use disentanglers. Recall that the disen-
tanglers are unitaries added in the entanglement renormalization algorithm in order to
remove short-distance entanglement that the isometries of the coarse-graining transforma-
tion might not be able to.
In our example, we present a quantum state for a 1d chain with only nearest-neighbour
entanglement. In the philosophy of an RG flow, all of this short-range entanglement should
be discarded upon a single coarse-graining iteration, and the state should be mapped to
a product state, since at long distances it presents no correlations. However, we will see
that coarse-graining just with isometries does not reproduce this expected result: on the
contrary, part of the entanglement of the state is mapped to longer range entanglement
rather than discarded, and the state itself turns out to be preserved by coarse-graining.
Once we introduce the disentanglers, we nevertheless recover the proper RG flow behaviour,
and the state does map to a product state after one renormalization step. Let us see how
this works.
Consider an infinite 1d lattice, with the Hilbert space of two qubits H = C2 ⊗ C2 at
each site. We defined a dimerized state where, for each site i, one of the qubits on i is in a
maximally entangled (Bell pair) state with one of the qubits from the preceding site i− 1,
and the other qubit on i is in a Bell pair state with one qubit from the following site i+ 1.
We choose the Bell pair state











We can use the following graphical depiction of this state:
where each line represents a Bell pair1. This representation makes it rather easy to see that
this state only presents short-range correlations, since there is no entanglement between
any two nonconsecutive sites.
A local coarse-graining map acting on two consecutive sites will be able to remove the
entanglement between them, but will fail at doing so for the correlations between these
sites and their other neighbours, which will go through to the next iteration. To see an
example of this best-case scenario, consider the isometry
I : H 7−→ H⊗H
|xi,L xi,R〉 7−→ |xi,L〉|Φ+〉|xi,R〉 (A.4)
and its adjoint, the coarse-graining map
I† : H⊗H 7−→ H
|xi,L xi,R xi+1,L xi+1,R〉 7−→ 〈Φ+|xi,R xi+1,L〉|xi,L xi+1,R〉 (A.5)
which projects the two “internal” qubits onto the Bell state |Φ+〉 and outputs the two
“external” qubits as the coarse-grained site (recall that each site hosts two qubits in this
example).
1This is actually a tensor network representation of this state! Indeed, within a tensor network diagram,
“wires” can be thought of as representing an identity matrix in the Hilbert space associated to that wire:








Graphically, we represent2 this map as follows
Iterative application of this map will thus succeed in removing part of the entanglement,
but the coarse-grained states will still present the same structure of nearest-neighbour
correlations from the original state. In fact, the state is a fixed point of the RG flow, in
spite of it not being scale invariant3.
Figure A.1a shows the resulting RG flow. Note that in this example the flow is exact
(there is no truncation error), i.e., the resulting tree tensor network represents the state
exactly, rather than an approximation thereof. The local bond dimension stays constant
as the RG progresses because even though we do not get rid of short-range entanglement,
there is no entanglement at higher scales to join it. Otherwise, as we coarse-grained more
and more, there would be the possibility for new contributions to show up and force
us to increase the bond dimension to stay accurate. In a simplified manner, this is in
practice what happens when a critical state is treated with a method like DMRG: there
are correlations at all length scales, and they keep accumulating rather that being removed
properly scale by scale.
This situation can be avoided by the use of the right disentanglers, to help us remove
the unaddressed short-range entanglement. For our example, we need a unitary that maps
|Φ+〉 to a product state, e.g. |00〉. An easy choice is
U = 1 + iY ⊗X
= |00〉〈Φ+|+ |01〉〈Φ+|(1⊗X) + |10〉〈Φ+|(1⊗ iY )− |11〉〈Φ+|(1⊗ Z) (A.6)

















We then build disentanglers acting on the Hilbert space of two sites i, i+1 that apply U to
the internal qubits (i, R and i+ 1, L which form a Bell pair) and leave the external qubits
(i, L and i+ 1, R) untouched.
2In the same sense from the previous note, this is a tensor network representation of the linear map
(up to normalization).
3One could say it is similar to a zero-correlation-length scale invariant state, but technically this state
has correlations at the length scale of the lattice spacing, which is finite.
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We represent them graphically4 by
These maps will remove the Bell pairs between sites coarse-grained by different instances of
I†, and the partially disentangled state will then be mapped to a product state, as depicted
in Fig. A.1b.
Of course, this example is designed ad hoc to display the phenomenon in question. In
practice, however, it serves as a good illustration of what can happen when numerically
performing RG on a given quantum state. Even though the inclusion of disentanglers
solves the problem, it also increases the computational cost of the algorithms, hence it
is always important to assess the benefits and costs of each particular strategy. As we
have said before, the inclusion of disentanglers is particularly helpful when working with
critical states, and when getting the correct structure of renormalization group fixed points
is important.
4This time this is not a proper tensor network representation of the disentangler, which we cannot just




Figure A.1: (a) A coarse-graining scheme consisting only of isometries is incapable of
removing all short-range entanglement, which gets promoted to upper levels, giving rise
to a spurious fixed point of the RG flow. (b) If we precede the isometries by a row of
disentanglers, we are able to remove all short-range entanglement and the state is mapped
to a trivial fixed point, a product state, in one step.
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B
Appendices for Chapter 3
B.1 Asymptotics of two-point functions
In this appendix we review the analytical determination of the asymptotic decay of two-
point functions at long distances. This is done by arguments of asymptotic analysis which
we expose in a self-contained manner. All the momentum space two-point functions we
find in Chapter 3 are of the form
〈O(~k)Õ(~q)〉 = f(~k)δ(~k ± ~q), (B.1)
the variable sign being + for bosonic theories and – for fermionic theories. The correlator in
position space is then given by the inverse Fourier transform of f(~k), up to a proportionality
constant:
〈O(~0)Õ(~x)〉 = (2π)−d/2F−1[f ](~x). (B.2)
where d is the spatial dimension. We proceed now to argue how the asymptotic properties
of this correlator for large |~x| can be inferred from the knowledge of f(~k).
B.1.1 1+1 dimensions
Let us first consider the case with one spatial dimension. Assume f(k) is integrable. The
Riemann-Lebesgue lemma then states that F−1[f ](x) has to decay to zero at long distances:




eikxf(k)→ 0 x→ ±∞. (B.3)
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Imposing further conditions on f(k) allows us to be more precise in the characterization of
this long distance decay. For example, if we assume that f ′(k) exists and is also in L1(R).
Then applying the derivative rule of the Fourier transform gives
F−1[f ](x) = i
x
F−1[f ′](x). (B.4)
But now, by the same Riemann-Lebesgue lemma, f ′(k) ∈ L1(R) implies that F−1[f ′](x)
also vanishes in the limit |x| → ∞. Thus, F−1[f ] itself goes to zero faster than |x|−1 when
|x| → ∞.
Alternatively, let us consider what would happen if f(k) were differentiable with inte-
grable derivative except at a number of jump discontinuities of size ∆i at points {ki}:
lim
ε→0+
f(ki + ε)− f(ki − ε) = ∆i, (B.5)
so that f ′(k) = h(k) +
∑
i ∆iδ(k − ki) with h(k) ∈ L1(R). Then we have to rewrite B.4 as:
F−1[f ](x) = i
x









and the new term on the right hand side becomes the first term in the asymptotic series
expansion of F−1[f ](x). It will dominate at long distances, decaying as a power law |x|−1
together with a certain oscillation1 dependent on the values of the ki.
If we are in the situation where f ′(k) ∈ L1(R), this same argument above can be
applied to f ′′(k), and iteratively to higher derivatives. If f(k), f ′(k), . . . , f (m−1)(k) all exist
as continuous integrable functions, but f (m)(k) presents jump discontinuities, we will find
the leading order decay of F−1[f ](x) at long distances to be |x|−(m+1).
B.1.2 2+1 dimensions
In higher dimensions, f(~k) can display a higher variety of features that translate into
asymptotic properties of F−1[f ](~x), and hence of the position space correlator. In Chapter
3 we encounter two different situations, depending on the behaviour of f(~k) around the
origin, which is the only point where it is not infinitely differentiable. We review both
cases in what follows. Our exposition in this section partially draws from [195].
1For instance, this kind of oscillations in the correlators of a fermionic system carry information of the
position of the Fermi surface.
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First case: f(~k) ∼ |~k|2m−1, m ≥ 0 as |~k| → 0
The 〈φφ〉 and 〈ππ〉 bosonic correlators, and the single-species fermionic correlators all
belong to this first case, since close to the origin we have
f(~k) ∼ |~k|−1, f(~k) ∼ |~k|, and f(~k) ∼ |~k|2n+1
respectively for each of them. In general, f(~k) ∼ |~k|2m−1 is associated with a |~x|−2m−1
decay. This fits in well with the picture we obtained from the 1+1-dimensional case, since
a higher m means higher order for the first discontinuous derivative of f(~k) at the origin.
Let us see it for the particular case of m = 0, when f(~k) presents a 1/|~k| singularity at






which we use to subtract the singularity2:
f(~k) = g(~k) + h(~k), (B.8)
so that the components of ~∇h(~k) are integrable (though they might be discontinuous).
Then we have
F−1[f ](~x) = F−1[g](~x) + F−1[h](~x), (B.9)




and the Riemann-Lebesgue lemma again forces the right hand side to decay faster than























2Of course, if needed we could multiply g by an appropriate constant omitted here.
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where ∗ denotes the convolution product. It is easy to see that the result of the convolution


































≤ π|~x|e−|~x|2/16 + 8π
|~x|
, (B.13)
























Thus, we have proved that the leading order of decay of F−1[f ](~x) is |~x|−1 as claimed.




and expect the derivatives of h(~k) = f(~k) − g(~k) of order up to at least 2n + 1 to be in
L1(R2). This assures that F−1[h](~x) decays faster than |~x|−(2m+1) by iterating an argument




















Second case: f(~k) ∼ k2meiφ~k , m ≥ 0 as |~k| → 0
We denote by φ~k the angle between
~k and the horizontal axis of the plane. This is the
case, with m = 0, for the fermionic two-species correlator, and is associated to a |~x|−(2m+2)





f(~k) = g(~k) + h(~k) with ∆m+1h ∈ L1(R2). (B.18)













provided that G(k)/|~k| is integrable. Applying this expression for g(~k) = eiφ~kG(~k) already




, if we use the results from the first case above.
B.2 Computation technicalities in 2+1 dimensions with
rotational invariance
In the main text, and also in Appendix B.3, we compute entanglement entropies for con-
centric discs centered at the origin, so that we can make use of the rotational invariance of
the cMERA states. To do so, we perform a canonical transformation that reexpresses our
fields in terms of the radial coordinate r and an integer related to angular momentum [66].
In this appendix we specify how this is done for both bosonic and fermionic fields.
B.2.1 Bosonic theories
We define a new set of modes indexed by the radial coordinate r and the integer ` that
























π(r cos θ, r sin θ). (B.22)
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The new modes defined this way still satisfy bosonic canonical commutation relations (in
other words, the transformation is canonical):
[φ`(r), πm(r
′)] = iδ(r − r′)δ`m, [φ`(r), φm(r′)] = [π`(r), πm(r′)] = 0. (B.23)
To compute the two-point functions of these new degrees of freedom, we use the following














h(|θ − θ′|) = πδ`,`′
∫ 2π
0



















We see that, even though φ` is not exactly a mode of definite angular momentum, it still



























′) := 〈O`(r)O′`′(r′)〉 =
∞⊕
`=−∞
〈O`(r)O′`(r′)〉, O,O′ ∈ {φ, π}. (B.28)
When computing entanglement entropies we will make the assumption that the contribu-
tions of higher values of |`| decay rapidly in magnitude, so that we can truncate the direct
sum above at a small value of |`| [66].
We will sample the radial indices of the correlation matrix for some lattice spacing a
in the same fashion as for 1 dimensional systems (here ∆O represents the mass dimension




′) −→ [COO′`,`′ ]ij = a∆O+∆O′COO
′
`,`′ (ia, ja), (B.29)
δ(r − r′) −→ δij
a
i, j ∈ N. (B.30)
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We can then start computing contributions from the terms in the direct sum of (B.28),
by the same symplectic diagonalization procedure explained in Section 3.3. We note that
indeed the combined sum of all the contributions to S(x) from |`| ≤ `max converges as `max
grows, and it does so earlier for smaller values of x.
B.2.2 Fermionic theories
In the fermionic case, we must take into account that their angular momentum has both
an orbital and a spin component. Hence, the irreducible representations of the rotation



















2)θψ2(r cos θ, r sin θ), (B.32)
for j ∈ Z+ 1
2










ψi,j(r) are hence fermionic modes with definite total angular momentum. The correlation










































− arctan r sin θ
r′ − r cos θ





r − r′ cos θ
, r > r′.
(B.37)
Thanks to rotational symmetry, the two-point functions between modes of different angular
momentum vanish, and the correlation matrix again decomposes as a direct sum over
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′)〉 a, b = 1, 2. (B.38)
Now we discretize in the radial variable as done for the bosons. Our expectation is that,
for a fixed radius, higher |j| modes will contribute less and less to the entanglement, thus
leading to convergence in the entanglement entropy of the disc. This is confirmed by our
results displayed in Figure 3.13.
B.3 Analytic approximation of entropy scaling at short
distances
In the main text we have stated that expressions can be derived that approximate well
the scaling of entanglement entropy in cMERA states for spatial regions R of small sizes
compared to the cutoff 1/Λ. Here we present how this can be achieved. We make use of
the techniques reviewed in Section 3.3.
B.3.1 Bosons
Our strategy consists in getting a reasonably good analytical approximation to the operator




d~w Cφφ(~y, ~w)Cππ(~w, ~z). (B.39)
1+1 dimensions
Let R be an interval of length x (without loss of generality we consider R = [0, x]). For




















Since |y − w|, |z − w| < x  1/Λ, the functions fε(y − w) and gε(w − z) can be well
approximated by constants (remember the shape of the correlators in Figure 3.2, so we
write
f(y, w) ≈ A, g(w, z) ≈ BΛ2, (B.41)
with A,B dimensionless constants. In practice we will Taylor expand f, g around the origin
to zeroth order, meaning A = fε(0), B = gε(0)/Λ
2. The kernel K(y, z) then becomes






To look for the eigenvalues of this approximate kernel over a space of square integrable

























Now the left hand side does not depend on y, so the right hand side must vanish unless
h(y) is constant. Thus we find infinitely many eigenvectors3 with eigenvalue 1/4 and one
extra eigenvector (the constant function) with eigenvalue 1/4+(A+B)Λx/2+AB(Λx)2 =





=⇒ ζi = 0 =⇒ ρi = |0〉〈0| =⇒ S(ρi) = 0. (B.44)








which turns out to be a very good approximation to the entropy at small length scales, as
can be seen in Figure 3.3. More accurate approximations can be found, for example, by
going to higher order in the Taylor expansion of the kernel around Λx = 0, something that
we can do precisely because the correlators in the cMERA state are well-behaved in this
limit.
3Namely all L2([0, x]) functions whose integral vanishes.
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2+1 dimensions
We obtain the estimate by approximating the correlators as in the 1+1-dimensional case,
and restricting ourselves to the modes with zero angular momentum, ` = 0 (see Appendix
B.2). In fact, the contributions of nonzero values of ` vanish for the zeroth order term
in the Taylor expansion of the correlators around |~y − ~z| = 0. Again we approximate the
functions f, g in the correlators (Eq. (3.55) and (3.56)) by constants
f(|~y − ~w|) ≈ f(0) =: AΛ, g(|~w − ~z|) ≈ g(0) =: BΛ3, (B.46)
for |~y− ~w|, |~w− ~z|  1/Λ. If we consider R to be a disc centered at the origin with radius
x, we can change to polar coordinates as in Appendix B.2. After selecting to look only at















defined on a space of square integrable radial functions h(r) ∈ L2([0, x]). If we look for the




























Again as in the one dimensional case we find infinitely many eigenvectors with eigenvalue
1/4 and one extra eigenvector (which in this case is proportional to
√
r) with eigenvalue
1/4 + π(A + B)(Λx)2/2 + π2AB(Λx)4 = (1 + 2πA(Λx)2)(1 + 2πB(Λx)2)/4, which is the








In the regime (Λx  1), this expression provides a good approximation to the entropy
scaling, as can be seen in Figure 3.6.
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B.3.2 Fermions
In the fermionic case, we saw in Section 3.3 that the entropy can be computed as a sum
of contributions coming from the spectrum of the correlation matrix
Cij(~y, ~z) = 〈ψ†i (~y)ψj(~z)〉
∣∣i,j=1,2
x,y∈R . (B.50)
This we will now see as the kernel of an integral operator over the space [L2(R)]2 of pairs
of square integrable functions (h1(~z), h2(~z)), one per spinor component.
1+1 dimensions
Let R = [0, x] with Λx  1 again and consider the correlation functions at this length
scale. The two-point functions can be well approximated by their Taylor expansion to first
order around the origin:
〈ψ†1(y)ψ1(z)〉 ≈ AΛ (B.51)
〈ψ†1(y)ψ2(z)〉 ≈ iBΛ2(x− y), (B.52)
with A,B ∈ R dimensionless constants. The linear term is zero for the first one, as is the
constant term for the second. The eigenvalue equation for the correlation matrix can then
be written as ∫ x
0













(y − z)h1(z) dz − Aλ
∫ x
0
h2(z) dz = (λ− 1)h2(x). (B.55)
If λ 6= 0, 1 (values with don’t contribute to the entropy), these equations constrain the
eigenvector to be made of linear functions:
h1(z) = a+ bz, h2(z) = c+ dz. (B.56)
And upon substitution in the equations above we obtain an eigenvalue problem for a 4-
dimensional matrix whose solutions are, in a Taylor expansion to first non-vanishing order
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around Λx = 0:








The two first eigenvalues are in the right interval [0, 1] and give the only nontrivial contri-
bution to the entropy. The other two eigenvalues are outside of the acceptable range, but
they are so due to high order contributions of Λx, what leads us to assume that they are
artifacts of the truncation in the correlators and will converge to 0 and 1 respectively if we
take more terms in the expansion. Thus our short-range estimation of the entanglement
entropy scaling (which ends up being independent of B) is
S(x) ≈ S(λ = AΛx) + S(λ = 1− AΛx) = 2S(λ = AΛx) = 2(1− logAΛx)
log 2
AΛx. (B.58)
As for its bosonic counterpart, were it needed we could improve on this estimate by using
more terms of the Taylor expansions of the correlators.
2+1 dimensions
To keep the computations simple, and given the results in the 1+1 dimensional case, we
approximate the functions f and g from the two-point functions by their zeroth-order
Taylor expansion:
f(|~x− ~y|) ≈ f(0) = AΛ2, g(|~x− ~y|) ≈ g(0) = 0. (B.59)
This approximation already implies that the only non-vanishing contributions to the en-
tropy are going to come from the smallest values of angular momentum, namely j = ±1
2
(see Appendix B.3). In particular, they come from the modes of zero orbital angular mo-

















(r′)〉 ≈ δ(r − r′)− 2πA
√
rr′. (B.61)
So proceeding as for the bosons we get








which provides a good estimation in the short distance regime (Figure 3.13).
Notice that in both the bosonic and fermionic case we have approximated the entangle-
ment entropy for that of a theory with flat two point functions. Because we assume such
simple situation, the entropy can be computed easily, and we end up with expressions that
depend in the same functional way on the volume of the spatial region (Λx in one spatial
dimension, π(Λx)2 in two spatial dimensions) for each statistics (bosons or fermions).
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C
Appendices for Chapter 4
C.1 Fermionic magic cMERA
In this appendix we briefly describe how the magic cMERA looks like for the free Dirac












i.e., h(k) is up to a sign the same function that gave the magic entangler for the bosonic
case (4.44). Consequently, in d = 1, the entangler has an exponentially decaying real space
profile,
h(x) ∝ e−Λ|x|. (C.2)
This, again, should allow to build continuous matrix product operator representations of
the evolution generated by K. We can also check that there is a simple way to give parent
Hamiltonians to all intermediate states in the cMERA evolution, as well as the fixed point.



















Denote the Dirac CFT Hamiltonian
HCFT =
∫
ddx ψ†(~x)γ0(−i~γ · ~∂)ψ(~x), (C.4)
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It can then be checked that a strictly local parent Hamiltonian is given by
H(s) = Hm(s) + A
Λ








is the nonrelativistic UV regulating term, analogous to (4.49) and again m(s) = Λe−s. As
in the boson case, a mass term appears to represent the IR cutoff going to 0. However, in
the fermionic case we also have to slowly “turn on” the Dirac Hamiltonian, which is not
present in the product state (s = 0) parent Hamiltonian.
C.2 On the continuity of the s→∞ limit
It is important to point out a subtlety with the s→∞ limit of the longitudinal degrees
of freedom in the cMERA from the main text. A reader familiar with the m→ 0 limit of
the massive vector boson theory to the massless vector boson theory will find it analogous
to what we present here. To be concrete, we study the particular case of 1+1 dimensions,
where there are no transversal degrees of freedom. We thus denote A(~k) ≡ A1(~k) =
A‖(~k) and Π(~k) ≡ Π1(~k) = Π‖(~k). The massless case theory is pure gauge, having no
physical degrees of freedom except for the zero mode A(~k = 0),Π(~k = 0) (which gives the
quantization of the constant value of the electric field, the only physical degree of freedom










and its ground state is characterized by
Π(k)|Ψ〉 = 0 (C.9)
which includes the gauge invariance constraint (k 6= 0) and the energy minimization for the
single degree of freedom (k = 0). It is hard to make statements about the entanglement
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properties of this state, since, even though Fourier transformation of (C.9) yields local
annihilation operators
Π(x)|Ψ〉 = 0, (C.10)
as befits an unentangled state, there are no local physical degrees of freedom to speak
about their correlations or lack thereof.
Applying the formalism from the main text, we start from the unentangled state
ψ(x)|Λ〉 = 0 (C.11)





dk g(k)ψ(−k)ψ(k) + h.c. (C.12)
with










dx dy e−Λ|x−y|A(x)Π(y), (C.14)
that is, it has an onsite part, and a bilocal part which acts at a particular length scale Λ−1.


















Figure C.1 shows a qualitative plot of α(k, s). States at finite values of s are ground states













where m(s) = Λe−s. These states are entangled, due to the action of K. At any finite
time in the evolution, the state has all the entanglement that has been introduced from the
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Figure C.1: Evolution of α(k, s) (qualitative plot).
UV cutoff scale Λ−1 to the IR cutoff scale m(s)−1. This entanglement does not disappear
smoothly in the s → ∞ limit because the convergence to the fixed point is not smooth.
Take a look at the two-point function for Π(x):
〈Π(x)Π(y)〉 ∝ F−1[α(k)](x− y) (C.18)
Because of the behaviour of α(k) we can decompose this correlator into two parts: an




δ(x− y) + fs(x− y) (C.19)
As s→ 0, we have ‖fs‖2 → 0 so both terms in the correlator go to zero. However the value
at x = y, corresponding to the squared norm of Π(x)|ΨΛ(s)〉 preserves the delta divergence
for the whole evolution, while it should be zero in the gauge invariant subspace.
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D
Appendix for Chapter 5
In this appendix we are looking for a basis of modes
fk(x)e
−i|k|t k ∈ R (D.1)
which satisfies the orthonormality property∫
dx f ∗k (x)fq(x) = δ(k − q) (D.2)





ikx + βk e
−ikx)⊕ (α′k eikx + β′k e−ikx) . (D.3)
This is suitable for us because the matching conditions of the defect will end up relating
the primed coefficients to the unprimed ones. The physical motivation behind this ansatz
is the fact that the defect, for generic θ, will partially reflect and transmit the incident
particles, so if we include modes of momentum k we may also need to include modes of
momentum −k for the reflected particles.
We want the modes fk(x)e
−i|k|t to satisfy the defect conditions (5.22). These translate
into
αk − βk = tan θ (α′k − β′k), (D.4)





for all k 6= 0. If we define η such that
cosh η =
tan θ + cot θ
2
, sinh η =










cosh η sinh η













Once we impose this condition, the primed coefficients are fixed, and the family of functions
fk is given just by the parameters ak. Now we want to choose them so that the fk(x) form


































































−β∗kαq + α∗kβq + β′∗k α′q − α′∗k β′q
) i
k + q
where we have used: ∫ 0
−∞








Now imposing the gluing condition (D.7) we obtain






































Now using [X,R(η)] = 0 and R†(η)ZR(η) = Z, we have









aq πδ(k + q)
To make this into an orthogonal basis, we can simply let ak be independent of k and such
that the second coefficient vanishes. Using a bit of algebra, we conclude that we can use









X (1− iR(η)) , (D.13)
and
(1− iR(η))−1 = 2i
cosh η
(1− iR(−η)). (D.14)
Hence we (arbitrarily) pick the first column, which amounts to
α =
sin 2θ − i
2
, β = −i cos 2θ. (D.15)











(1− i sin 2θ)eikx − cos 2θe−ikx
)
, (D.16)
and to obtain the basis from the main text, as shown in (5.29), we just need to multiply
fk by a phase e
iπ
4 . We do this for convenience, so that in the case θ = π
4
(trivial defect),
our basis of modes reduces to the plane waves from (5.5).
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E
Appendix for Chapter 6
In this appendix we briefly review the free fermion formalism for the critical Ising model,
which we used to ease numerical computations.





















































The Hamiltonian can then be diagonalized in momentum space by means of the Bogoliubov
transformation
cp = cos θ(p) bp − i sin θ(p) b†−p, (E.5)




with θ(p) = π−p
4








The ground state correlation functions are therefore
〈bpbq〉 = 0, (E.8)

















)∣∣∣) δ(p− q), (E.11)
















Now we can obtain the spectrum of the density matrix ρ for N sites by diagonalizing
a 2N × 2N correlation matrix, which is a significant improvement with respect to the
exponential growth of the dimensionality of ρ. The procedure is as follows: we let vc be
the (column) vector of the 2N creation-annihilation operators on the sites of the interval











and we build the (Hermitian, positive semidefinite) correlation matrix,











and diagonalize it via a canonical transformation of the modes, i.e., a linear map












under which Hermitian conjugates are mapped to Hermitian conjugates and the canonical
anticommutation relations are preserved. The group of such transformations is isomorphic
to O(2N) (which can be more easily seen by rewriting it in terms of Majorana fermions).
This way we find a set of N uncorrelated fermionic degrees of freedom {c̃i , c̃
†
i}Ni=1 (related
to the original ones by a nonlocal transformation), and the density matrix factorizes as the





The entanglement spectrum can be obtained from the eigenvalues of Γ, which naturally
come in pairs (λi, 1− λi).
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