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$(\Omega,B, P)$ $X$ $N$ $R^{N}$
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$\ldots,$




$f(x, w)$ $\varphi(w)dw$ $F$
$f(x, w)$ $\varphi(w)$ $F$
( $narrow\infty$ )
$f(x, w)$ $w\in R^{d}$
$R^{d}$
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$\int\varphi(w)dw$ $F$
. $f(X, w)$





























$S(t)= \log t+\frac{1}{t}-1$ $(0<t<\infty)$
$S(t)\geq 0$ $S(t)=0\Leftrightarrow t=1$
$D( p_{1}||p_{2})=\int p_{1}(x)S(p_{1}(x)/p_{2}(x))dx$













(1). $R^{d}$ $\varphi(w)dw$ $W$ $W$










$r(x_{n+1} ; x_{1}, x_{2}, \ldots, x_{n})$
( $r$ $x_{n+1}$ $x_{1},$ $x_{2},$ $..,$ $x_{n}$
)
$G(w, x_{1}, x_{2}, \ldots,x_{n})=\int dx_{n+1}p(x_{n+1}|w)\log\frac{p(x_{n+1}|w)}{r(x_{n+1};x_{1},x_{2},\ldots,x_{n})}$
$E[ q=/dw\varphi(w)\int dx_{1}\cdots dx_{n}p(x_{1}|w)p(x_{2}|w)\cdots p(x_{n}|w)G(w, x_{1}, x_{2}, \ldots, x_{n})$
$r(x_{n+1}; x_{1}, x_{2}, \ldots, x_{n})$ E[
. $p(x|w)$
$n$ $(n+1)$






$p(x_{n+1}; x_{1}, \ldots, x_{n})=\frac{:=1}{n}$ (1)
$\int dw\varphi(w)\prod_{:=1}p(x_{1}|w)$
$x_{n+1}$
$E[G]$ $=$ $\int dw\varphi(w)\prod_{1=1}^{n}\{\int dx_{i}p(x_{1}|w)\}[\int dx_{n+1}p(x_{n+1}; x_{1}, \ldots, x_{n})$ log $\frac{p(x_{n+1};x_{1},..\cdot.\cdot.’ x_{n})}{r(x_{n+1};x_{1},,x_{n})}]$
$+ \int dw\varphi(w)\int dx_{n+1}p(x_{n+1}|w)$ log $p(x_{n+1}|w)$
$-/dw \varphi(w)\prod_{i=1}^{n+1}\{\int dx:p(x_{i}|w)\}$ log $p(x_{n+1}; x_{1}, \ldots,x_{n})$
1 $p(x_{n+1};x_{1}, \ldots, x_{n})$ $\Gamma(X_{n+1;x_{1},\ldots,x_{n})}$
$0$ 2 3 $r(x_{n+1}; x_{1}, \ldots, oe_{\mathfrak{n}})$
$r(x_{n+1}; x_{1}, \ldots, x_{n})=p(x_{n+1};x_{1}, \ldots,x_{\mathfrak{n}})$
E[
$S(w)=- \int p(x|w)$ log$p(x|w)dx$
127
$F_{n}(x_{1}, \ldots, x_{n})=-\log\int dw’\varphi(w’)\prod_{1=1}^{n}p(x_{i}|w’)$ (2)
$E[ \cdot]=\int dw\varphi(w)\prod_{:=1}^{n+1}\{\int dx_{i}p(x_{i}|w)\}[\cdot]$
$E_{m1n}=E[F_{n+1}(x_{1}, \ldots, x_{n+1})-F_{n}(x_{1}, \ldots, x_{n})-S(w)]$
$f(x, w, w’)= \log\frac{p(x|w)}{p(x|w)}$
$F_{n}(x_{1}$ , ..., $x_{n})$
$F_{n}^{*}(x_{1}, \ldots, x_{n})=-log\prime dw’\varphi(w’)\exp(-\sum_{:=1}^{n}\beta(x:, w, w’))$ (3)
$E_{m1n}=E[F_{n+1}^{*}(x_{1}, \ldots, x_{n+1})-F_{n}^{*}(x_{1}, \ldots, x_{n})]$






. ( (1)) $\varphi(w)dw$ $\psi(w)dw$
$F_{\psi,n}^{l}(x_{1}, \ldots, x_{n})=-\log\int dw’\psi(w’)\exp(-\sum_{i=1}^{n}f(x_{j},w, w’))$ (4)
E[
$E[G]=E[F_{\psi,n+1}^{l}(x_{1}, \ldots, x_{n+1})-F_{\dot{\psi},n}(x_{1}, \ldots, x_{n})]$
( $E[\cdot]$ $\varphi(w)dw$ )







(2). $x^{n}=(x_{1}, x_{2}, \ldots, x_{n})$ $R^{i}$










$005$ a $P(L(x^{n})>a)=005$ $a$
$L(x^{n})$
$-\log L(x^{n})$












$P^{*}\geq 0$ $B,$ $A$
$B$ $=$ $\{x^{n}; L(x^{n})>b\}$
$A$ $=$ $\{x^{n}; S(x^{n})>a\}$
$P^{*}$ $=$ $’ \varphi_{1}(w)dw[\int_{B}-\prime_{A}]\int\prod_{:=1}^{n}p(x_{i}|w)$
$/ \varphi_{1}(w)dw[\int_{B\cap A^{\circ}}-\int_{A\cap B^{\epsilon}}]\int\prod_{1=1}^{n}p(x;|w)$
$L(x^{n})$ (5)





























$\{w\in R^{l} ; F,[f(X, w)]=0\}$
$\zeta(z)=\int F,[f(X, w)]^{z}\varphi(w)dw$
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