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ABSTRACT
Numerical simulations are carried out to study the induced-polarization response of a1
charged metallic sphere, which immersed in electrolyte solution is covered by a static diffuse2
layer. The metallic sphere itself is assumed to be perfectly conductive, electro-migration and3
diffusion processes in bulk electrolyte and diffuse layer are modelled by the Poisson-Nernst-4
Planck system of partial differential equations. To include the effect of a fixed diffuse charge,5
we consider a constant electric ζ-potential at the surface of the particle, which leads to the6
build-up of a static diffuse layer. Furthermore, a minor fraction of electro-active cations7
engages in oxidation-reduction reactions at the particle surface, which allows charges to8
be transferred across the solid-liquid interface. Upon excitation by a low-frequency elec-9
tric field, we observe the coupling of three polarization processes in the composite material10
consisting of metallic particle and surrounding electrolyte. The first is related to the dy-11
namic charging of field-induced diffuse layers immediately outside the two hemispheres of12
the sphere. The other two are volume-diffusion processes; (i) one driven by the reaction13
currents through the particle surface and (ii) the other by the unequal electro-migration14
transport of anions and cations through the static diffuse layer. Diffuse-layer relaxation and15
volume-diffusion due to reaction currents can also be observed around uncharged metallic16
particles and clearly dominate the macroscopic polarization response. The ζ-surface poten-17
tial at the particle surface, and thus the static diffuse layer, only moderately change the18
relaxation of the field-induced diffuse layer: With increasing magnitude of the ζ-potential,19
we observe an increase of the low-frequency electrical conductivity of the particle in sus-20
pension, a reduction of its polarization magnitude and a shift of its characteristic frequency21
towards lower frequencies. The volume-diffusion process due to the reaction currents re-22
mains practically unaffected by the static diffuse layer.23
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INTRODUCTION
In a previous study (Bu¨cker et al., 2018), we have presented the full analytical solution24
for the classical electrode-polarization model of the induced-polarization (IP) response of25
uncharged metallic particles proposed by Wong (1979). In the present paper, we extend26
this polarization model and develop a numerical scheme to study the response of charged27
metallic particles. The pre-charged surfaces of such particles immersed in an electrolyte28
solution are covered by static diffuse clouds of counter charges known as the diffuse part of29
the electric double layer (EDL) , which must not be confused with the field-induced diffuse30
layers caused by an external excitation. Neither the classical model by Wong (1979) nor31
the more recent numerical modelling study carried out by Abdulsamad et al. (2017) or32
the semiconductor-polarization models developed by Revil et al. (2015b) and Misra et al.33
(2016a) consider the effect of such a static diffuse charge. Although it was claimed to be the34
actual cause of the polarization response of highly conductive particles in the conceptual35
models proposed by Gurin et al. (2015) and Placencia-Go´mez and Slater (2015), to date no36
mechanistic polarization model has been developed to describe the effect of a fixed surface37
charge – independently of whether it is located in the inner Stern layer or the outer diffuse38
layer.39
Depending on the chemical composition and the concentration of the electrolyte, diffuse40
charges on the surfaces of pure metals and metal-bearing minerals vary over a wide range41
of positive and negative values. The potential drop across the diffuse layer, which can be42
approximated by the experimentally determinable ζ-potential at the plane of shear, is often43
used to parameterize the charge stored in the diffuse layer. The ζ-potential of metallic and44
metal-bearing surface ranges from values as low as −50 mV on stainless steel surfaces at 1045
2
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mM NaCl and pH 7 (Boulange´-Petermann et al., 1995) to +20 mV on pyrite at 1 mM KNO346
and pH 6 (Reyes-Bozo et al., 2015). As these values differ significantly from zero, a possible47
effect of the corresponding static EDL over the polarization response of metallic particles48
should not simply be discarded a priori. Reversely, recent laboratory and field studies with49
metallic nano-particles (e.g. Joyce et al., 2012; Flores Orozco et al., 2015; Aal et al., 2017)50
indicate that it might be possible to use IP measurements to retrieve information on the51
in-situ chemical condition and reactivity of the surfaces of metallic particles (Shi et al.,52
2015), which is strongly correlated with the ζ-potential.53
It is the objective of the present study to develop a model, which describes the polar-54
ization response due to a static diffuse layer covering the surface of the metallic particles,55
and study the effect of varying charge densities in this layer. Our theoretical treatment is56
based on a modification of the system of partial differential equations proposed by Wong57
(1979) and therefore also permits to include the effect of reaction currents through the58
metal-electrolyte interface. As to our best knowledge the modified problem, which includes59
the polarization response of a static diffuse layer, cannot be solved analytically, we adopt60
a finite-element approach to obtain a numerical solution. Our results comprise the micro-61
scale perturbations of ion concentrations and electrical potential around the particle as well62
as the effect of the static diffuse layer on the effective electrical conductivity spectra of the63
composite system. Here, we focus on the impact of the diffuse charge on relevant descrip-64
tive parameters such as direct-current (DC) conductivity, relaxation time, and maximum65
polarization response. In the discussion section, we further analyze the practical relevance66
of our findings and implications for the interpretation of IP measurements.67
3
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THEORY
The electro-chemical polarization model introduced by Wong (1979) and Wong and Strang-68
way (1981) describes the IP response of metal-bearing ores based on the frequency-dependent69
complex conductivity of perfectly conducting particles (e.g., metallic conductors) immersed70
in an electrolyte solution. As discussed in detail in Bu¨cker et al. (2018), the primary polariza-71
tion phenomenon inherent to this model is related to the dynamic charging of field-induced72
diffuse layers at the particle surface (see Bazant et al., 2004, for a comprehensive discussion73
of diffuse-charge dynamics). This mechanism does not require the presence of electro-active74
ions to establish. Rather, electro-active ions additionally allow reaction currents to cross75
the solid-liquid interface and trigger a volume-diffusion mechanism, which largely changes76
the polarization response particularly around larger particles.77
Fundamental equations and extended model78
Like Wong (1979), we consider a perfectly conducting sphere immersed in an electrolyte79
solution that consists of three ionic species. The supporting electrolyte consists of anions80
(subscript 1) and inactive cations (subscript 2), which do not engage in electrochemical81
reactions at the particle surface (e.g. Cl− and Na+). A smaller fraction of active cations82
(subscript 3), in contrast, does participate in reduction and oxidation reactions at the83
metallic surface, which allows a net electric current to cross the solid-liquid interface. Upon84
excitation by the uniform electric field Eext = E0e
iωt, where ω and t denote angular fre-85
quency and time, respectively, the electric potential U and the ion concentrations nj (in86
mol/m3) around the particle will be perturbed from their equilibrium values. In three-87
dimensional coordinates, the total ion flux densities caused by the external excitation are88
4
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described by the Nernst-Planck equations (Nernst, 1888, 1889; Planck, 1890)89
Jj(r, t) = −Dj∇nj(r, t)− µjzjnj(r, t)∇U(r, t), (1)
where Dj , µj , and zj denote diffusion coefficient, mobility, and signed valence of the j-90
th ionic species. The first term on the right-hand side of equation 1 describes a diffusion91
current, while the second term corresponds to a conduction or electro-migration current. For92
the sake of simplicity, we limit our treatment to monovalent ions of symmetric electrolytes,93
i.e., z1 = −1 and z2 = z3 = 1. Assuming, furthermore, the conservation of each ionic species94
expressed by the continuity equation ∇Jj(r, t) = −∂tnj(r, t), equation 1 becomes95
∂tnj(r, t) = ∇ [Dj∇nj(r, t) + µjzjnj(r, t)∇U(r, t)] . (2)
We use the compact notation ∂xf := ∂f/∂x for partial derivatives with respect to x. The96
three ion concentrations are coupled amongst each other and to the total electric potential97
via Poisson’s equation98
∇2U(r, t) = − F
ε0εr
3∑
j=1
zjnj(r, t), (3)
where F = 96, 485 C/mol is Faraday’s constant, ε0 = 8.85 · 10−12 C/(Vm) the vacuum99
permittivity, and εr the constant relative permittivity of the aqueous electrolyte. The100
system of partial differential equations described by equations 2 and 3 is also known as the101
Poisson-Nernst-Planck (PNP) system for ion transport.102
Following the treatment by Wong (1979), we decompose the concentration of the j-103
th ionic species into a static background concentration n
(0)
j (r) and a perturbation δnj(r)104
imposed by the oscillating external field.105
nj(r, t) = n
(0)
j (r) + δnj(r) · eiωt (4)
5
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In a similar fashion, the total electric potential can be decomposed into the background106
potential U (0)(r) and a perturbation potential δU(r) as follows:107
U(r, t) = U (0)(r) + δU(r) · eiωt (5)
Unlike in Wong’s model, the background concentration n
(0)
j (r) is not equal to the bulk108
concentration n∞j but includes the excess and defect concentrations caused by a fixed diffuse109
charge density at the particle surface. For the same reason, the background potential U (0)(r)110
can no longer be assumed to be zero as done in Wong’s model.111
Besides the differentiation between active and passive cations made here, equations 2112
through 5 are essentially the same as used e.g. by Chew and Sen (1982b,a) to describe ion113
transport through the electrolyte around a charged particle. Although these authors model114
the polarization response of non-conducting particles, the physics controlling the response115
of the electrolyte solution is identical. The fundamentally different electrical characteristics116
of the suspended particles (non-conducting vs. perfectly conducting) are later taken into117
account by imposing appropriate boundary conditions at the particle surface.118
According to these authors, the problem can be decomposed into the solution of a static119
part of the problem, which essentially yields the equilibrium ion concentrations n
(0)
j (r) and120
electric potentials U (0)(r) in the static diffuse layer and the bulk electrolyte (Chew and121
Sen, 1982b), and the solution of a frequency-dependent part (Chew and Sen, 1982a), which122
yields the perturbation quantities δnj(r) and δU(r) caused by the external excitation. While123
the static part does not depend on the perturbation quantities, the frequency-dependent124
solution couples to the static solution. Both parts of the solution are introduced in the125
following two subsections.126
6
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Static solution127
In a variation of the approach by Chew and Sen (1982b,a), in absence of an external field,128
i.e for δnj(r) = 0 for all j and δU(r) = 0, we write (from equation 2)129
0 = ∇
[
Dj∇n(0)j (r) + µjzjn(0)j (r)∇U (0)(r)
]
. (6)
We assume that in equilibrium, i.e., without an external excitation, all three ion current130
densities through the particle surface vanish. This is obvious for the inactive ionic species,131
which do not penetrate the particle surface by definition, and also sensible for the active132
cations (see appendix A for more details). Under this condition, equation 6 is solved by the133
Boltzmann-distributed concentrations (e.g. Chew and Sen, 1982b)134
n
(0)
j (r) = n
∞
j exp
(
−zje
kT
U (0)(r)
)
, (7)
where e denotes the elementary charge (1.602·10−19 C), k Boltzmann’s constant (8.617·10−5135
eV/K), and T the absolute temperature. The spatial variation of the static background136
potential U (0)(r) is coupled to the space charge resulting from equation 7 via Poisson’s137
equation (from equation 3)138
∇2U (0)(r) = − F
ε0εr
3∑
j=1
zjn
(0)
j (r). (8)
Inserting equation 7 into 8 gives the well-known Poisson-Boltzmann equation, which to-139
gether with the boundary conditions at the particle surface,140
U (0)(r)
∣∣∣∣
surface
= ζ, (9)
and at a far distance from the particle141
U (0)(r) −−−→
r→∞ 0, (10)
7
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determines the static background potential. Note that we placed the origin of our coordinate142
system (r = 0) in the centre of the metallic particle.143
Because the static boundary conditions, i.e., equations 9 and 10, are the same as those144
used to describe the diffuse layer around a non-conducting particle, an approximate solution145
of the static potential U (0)(r) can be looked up in Chew and Sen (1982b) and inserted into146
equation 7 to obtain the static concentrations n
(0)
j (r). Nevertheless, because the frequency-147
dependent solution requires the use of numerical methods, in the present study we will solve148
the static problem numerically, too.149
Frequency-dependent solution150
The static solution can then be used to obtain the perturbation potential δU(r) and the
perturbation ion concentrations δnj(r). Assuming that the amplitude E0 = |E0| of the
external field is small (i.e., E20  E0), all perturbation quantities are approximately pro-
portional to the external excitation E0. Extending the approach by Chew and Sen (1982a)
to the case of three ionic species, the linearized frequency-dependent part of equation 2
writes
iωδnj(r, ω) = ∇
{
Dj∇δnj(r, ω)
+ µjzj
[
n
(0)
j (r)∇δU(r, ω) + δnj(r, ω)∇U (0)(r)
]}
+O(E20), (11)
where the term O(E20) represents the neglected products of two perturbation quantities,151
and the perturbation potential satisfies Poisson’s equation:152
∇2δU(r, ω) = − F
ε0εr
3∑
j=1
zjδnj(r, ω). (12)
8
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Equations 11 and 12 constitute four coupled differential equation that describe the variation153
of the perturbation quantities within the electrolyte and it only remains to specify suitable154
boundary conditions. At a distance far from the particle, the perturbation potential should155
approach values corresponding to the external electric field, i.e.,156
δU(r, ω) −−−→
r→∞ −Eext · r, (13)
while the ion concentrations should approach the static solution, i.e., the perturbation157
concentrations should vanish as described by158
δnj(r, ω) −−−→
r→∞ 0. (14)
We will assume that the particle can be considered a perfect conductor, such that the159
perturbation potential must be constant along the particle surface (see discussion section160
for a more detailed analysis of this assumption). If the external excitation is symmetric161
around the sphere, this constant potential must be zero, i.e.,162
δU(r, ω)
∣∣∣∣
surface
= 0. (15)
As inactive ions are neither produced nor consumed at the particle surface, the normal163
fluxes of both inactive ionic species through the surface, i.e., equation 1 for j = 1, 2, must164
also be zero:165
[
−Dj∇δnj(r, ω)− µjzj
(
n
(0)
j (r, ω)∇δU(r, ω) + δnj(r, ω)∇U (0)(r, ω)
)]
· n
∣∣∣∣
surface
= 0, (16)
with n denoting the unit normal vector to the surface (pointing into the electrolyte). Only
the normal flux of the active cations through the metal surface is non-zero due to the
oxidation-reduction reactions. The rate of ion production or consumption at the surface
depends on the perturbation concentration of the active ions and the electric field at the
9
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surface as expressed by
[
−D3∇δn3(r, ω)− µ3
(
n
(0)
3 (r, ω)∇δU(r, ω) + δn3(r, ω)∇U (0)(r, ω)
)]
· n
∣∣∣∣
surface
=
− α(ζ)n(0)3 (r, ω)∇δU(r, ω) · n− β(ζ)δn3(r, ω), (17)
where we already made use of the equality z3 = 1. As we show in more detail in appendix166
A, the right-hand side of equation 17 corresponds to the exchange current across the metal167
electrolyte interface defined by Wong (1979) adapted to our extended model. The two168
parameters α (in Cs/kg) and β (in m/s) control the dependence of the reaction current on169
the overpotential at the particle surface and the perturbation of the active ion concentration,170
respectively. Details on the exchange current can be found in Appendix A. In the same171
appendix, we show that — assuming a constant reaction-current density i0 — the two172
reaction-current parameters vary with the ζ-potential as follows:173
α(ζ) = α(0) exp
(
eζ
kT
)
, β(ζ) = β(0) exp
(
eζ
kT
)
, (18)
where α(0) and β(0) describe the reaction current in absence of a static surface potential174
as used in the study by Wong (1979). Note that in our case, the reaction current is given in175
terms of an ion flux density in mol/(m2s), which has to be multiplied by Faraday’s constant176
F to obtain the corresponding electric current density in A/m2 as defined by Wong (1979)177
[his equation (28)].178
NUMERICAL IMPLEMENTATION
To our best knowledge, no closed analytical solution of the problem set up by the partial179
differential equations 11 and 12 and the boundary conditions expressed in equations 13180
through 17 exists in the literature. This is also true for similar systems of partial differential181
10
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equations with boundary conditions adjusted to the problem of charged non-conducting182
particles, for which only approximate analytical (e.g. Chew and Sen, 1982a; Shilov et al.,183
2001) or numerical solutions (e.g. DeLacey and White, 1981) have been reported.184
Here, we use the finite-element software package COMSOL Multiphysics to successively185
obtain the static and the frequency-dependent solution. Although the numerical solution186
would also permit to study irregularly shaped particles, here we limit our treatment to187
spherical particles. This enables us to compare our results for the charged particle with the188
predictions of the analytical Wong model for an uncharged particle of equal size. Figure189
1 illustrates the modelled volume with the particle of radius a centered at the origin of190
coordinates. The uniform external field is imposed, such that E0 = E0ex.191
Due to the cylindrical symmetry of the problem, the numerical simulation only needs192
to be carried out on the two-dimensional model domain of length 2L (in x-direction) and193
height L (in y-direction) marked in red in Figure 1. This approach, which helps to solve194
the numerical problem efficiently, is based on taking the x-coordinate of the Cartesian195
space as the z-coordinate of the cylindrical coordinate system and the y-coordinate as the196
radial coordinate r. As the problem is completely symmetric around the x- or z-axis,197
there is no variation in azimuthal direction. Additionally, this approach requires a suitable198
coordinate transformation, which accounts for the different form of the differential operators199
in cylindrical coordinates (see Appendix B for details).200
As we saw earlier, in the case of vanishing equilibrium reaction current densities, the201
static problem reduces to the solution of the Poisson-Boltzmann equation, which contains202
U (0)(r) as only unknown variable. The boundary conditions, equations 9 and 10, are trans-203
lated into the following boundary conditions for the numerical simulation: U (0) = ζ on204
11
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the particle surface; U (0) = 0 on the left, right, and top boundary (see Figure 1); and205
∂yU(0) = 0 on the axis of symmetry. For technical details on the implementation in COM-206
SOL Multiphysics, see appendix B.207
Because bulk values are imposed as boundary conditions on the left, right, and top208
boundary, these should be placed sufficiently far away from the static diffuse layer and209
the frequency-dependent induced perturbations around the particle. As a trade-off between210
computational cost and accuracy, we use a standard domain size L of four times the particle211
radius, i.e. L = 4a. We checked the suitability of this length scale by comparing the212
modelled perturbation potential at the boundary (for ζ = 0) with the corresponding values213
of the analytical solution (Wong, 1979; Bu¨cker et al., 2018). As our modelling results do214
not yield a longer-scale perturbation caused by the effect of the static diffuse layer (see next215
section), this criterion will turn out to be sufficient.216
Furthermore, the discretization of the two-dimensional modelling domain should account217
for the expected small-scale variation of the solution within the diffuse layer at the particle218
surface. While particle sizes of at least 1 mm may be of interest, the thickness of the diffuse219
layer is only of the order of one Debye length220
λD =
(
ε0εrkT
2n∞1 eF
)1/2
, (19)
which for typical ionic strengths of the electrolyte is as small as 10−8 m. In order to be able221
to resolve the diffuse layer, we therefore discretizise the electrolyte next to the surface with a222
special boundary-layer mesh consisting of rectangular elements with a size of pia/400 along223
the boundary (tangential direction). In radial direction this boundary-layer mesh is much224
finer and consists of a fixed number of 8 elements with sizes increasing from λD/2 at the225
surface to ≈ 1.8λD at the outer limit of the boundary layer. The remaining volume is filled226
12
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with triangular elements, the maximum sizes of which increase from λD/2 at the outer limit227
of the boundary-layer mesh to L/20 at the remote boundaries. Resulting meshes consist228
of ≈ 9, 250 elements for particle sizes between 0.1 µm and 10 mm, of which the constant229
number of 3, 200 elements corresponds to the boundary-layer mesh.230
After having solved the static problem, the frequency-dependent solution is obtained231
using the same mesh. The static background ion concentrations needed for the frequency-232
dependent solution, are computed by inserting U (0)(r) into equation 7. For the detailed im-233
plementation of the partial differential equations 11 through 12 in COMSOL Multiphysics,234
see appendix B. The analytical boundary conditions for the frequency-dependent problem,235
equations 13 through 17, merge into the following numerical formulation: Unchanged on236
the particle surface; δnj = 0 for all j and δU = ±E0L on the left and right boundary,237
respectively; Jj = 0 for all j and ∂yδU on the top boundary and the axis of symmetry.238
While the static solution only needs to be computed once for each set of model parameters239
(i.e., a, ζ, n∞j , etc.), the frequency-dependent problem has to be solved for each value of240
the angular frequency ω separately.241
Further below, we will display the modelling results either directly, i.e., the actual242
solutions for the four perturbation quantities, or in terms of the effective conductivity of243
the modelled volume. The latter can be obtained from a numerical integration of the total244
ionic fluxes through the left (or right) boundary, i.e.,245
σmod =
2
E0L2
∫ L
0
3∑
j=1
Jj(x = L, y)exydy, (20)
where the term ydy accounts for the area element of the circular surface of the boundary246
and the factor 2/L2 stems from the normalization to its total area.247
As mentioned above, the standard domain size is L = 4a to ensure that the boundaries248
13
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are located far enough from the polarized particle. However, this corresponds to a rather249
small particle volume fraction of νmod ≈ 0.01. In order to facilitate the comparison with250
the spectral responses discussed in Part 1 of this series (Bu¨cker et al., 2018), the modelled251
effective conductivities σmod are scaled to the volumetric content of ν = 0.12 using the252
Maxwell-Garnett mixing rule (e.g. Wong, 1979)253
σeff
σ0
=
1 + 2νf
1− νf , (21)
where σ0 = 2µn
∞
1 F is the bulk conductivity of the electrolyte and254
f =
1
νmod
σmod − σ0
σmod + 2σ0
(22)
the modelled frequency-dependent reflection coefficient of the spherical particle.255
Due to the lack of an appropriate analytical model, the numerical solution around the256
charged particle itself cannot be validated rigorously. However, for the limiting case of257
a particle without diffuse charge, i.e., ζ = 0, the numerical solution can be compared to258
the analytical solutions provided by Wong (1979) and Bu¨cker et al. (2018) in order to259
detect possible problems due to an inappropriate discretization or other issues arising from260
the numerical implementation. In the results section, all numerical results are therefore261
presented along with the corresponding analytical solutions for an uncharged particle.262
RESULTS
Unless otherwise stated, the standard model parameters listed in Table 1 are used to obtain263
the results presented in this section. As mentioned above, all numerical results are scaled264
to a standard volumetric content of 12%, which ensures a significant spectral variation265
of the effective conductivity. The ζ-potential on the surface of the charged particle is266
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set to ζ = −50 mV, which is a typical value for stainless steel surfaces at neutral pH267
(Boulange´-Petermann et al., 1995) and high enough to render the small changes of the268
spectral response induced by the static diffuse layer visible. In a similar fashion, we use269
a relatively high bulk concentration of the active cations of n∞3 = 0.12 mol/m3 to also270
highlight the effect of the reaction current. The values of the reaction current parameters271
α(0) and β(0) for the uncharged particle are taken over from Wong (1979). A uniform ion272
mobility of µ1 = µ2 = µ3 = µ = 5 · 10−8 m2/(Vs), which is approximately the mobility of273
the sodium cation at room temperature (e.g. Atkins and De Paula, 2013), is assumed for274
all three ionic species.275
Polarization mechanism276
In part 1 (Bu¨cker et al., 2018), we analyzed the two main relaxation processes inherent to277
Wong’s electro-chemical polarization model: The first is related to the accumulation and278
relaxation of electrical charges in thin diffuse layers induced next to the two hemispheres279
of the particle. This dynamic charging relaxes on a characteristic time scale that increases280
linearly with the particle radius as τdl = aλD/(2D). The second is a volume-diffusion process281
related to the build-up of an electrically neutral concentration gradient around the particle.282
This gradient is required to balance reaction currents through the particle and is therefore283
only observed in the presence of active cations (i.e., n∞3 > 0) and a non-zero exchange284
current (i.e., α(0), β(0) > 0) at the particle surface. The relaxation of the concentration285
gradient occurs on a time scale τvd ∝ a2/D and becomes dominant around particles with286
radius 8λD(n
∞
1 /n
∞
3 )
2 or larger (see Bu¨cker et al., 2018).287
Figures 2 to 5 give an insight into the micro-scale manifestations of both mechanisms and288
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Table 1: Standard parameter values for numerical modelling studies.
Parameter (unit) Symbol Value
Absolute temperature (K) T 293
Volumetric metal content (-) ν 0.12
Particle radius (µm) a 0.1
ζ-Potential (mV) ζ −50
Relative permittivity of the fluid (-) εr 80
Ion mobility [m2/(Vs)] µ 5 · 10−8
Signed ion valences (-) z1, z2, z3 -1, 1, 1
Bulk anion concentration (mol/m3) n∞1 1
Bulk concentration of active cations (mol/m3) n∞3 0.12
Reaction-current parameter [m2/(Vs)] α(0) 10−10
Reaction-current parameter (m/s) β(0) 10−2
Magnitude of external field (V/m) E0 1
the changes produced by adding a static diffuse layer. The first row of Figure 2 shows the289
(purely radial) variation of the background ion concentrations n
(0)
j (r) and the background290
potential U (0)(r) within such a static diffuse layer around a charged sub-micron particle with291
a radius of 0.1 µm and a ζ-potential of −50 mV. The dashed line indicates the approximate292
thickness λD ≈ 10 nm of the diffuse layer. While the negative charges at the particle surface293
deplete anions (co-ions) almost completely from the diffuse layer, they increase both cation294
concentrations (counter-ions) at the surface by a factor of ≈ 7.2. Because the excess of295
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counter-ions outnumbers the deficit of co-ions, the effective conductivity of the interfacial296
layer is larger than the one of the bulk electrolyte. Outside the diffuse layer, all three ion297
concentrations approach their respective bulk concentrations and the static potential decays298
to 0 mV.299
The other four rows of Figure 2 show particles of the same size (0.1 µm) but with300
different surface characteristics under the influence of an external field. The selected angular301
frequency of ω = 3 · 104 rad/s of the external excitation is well below the characteristic302
frequencies of all relaxati ns of interest, such that the corresponding perturbations can fully303
develop. Figure 2 displays the real parts of the complex-valued perturbation quantities. The304
corresponding imaginary parts are not displayed because they are much (at least by a factor305
of 10) smaller at the selected low angular frequency.306
Complex-valued concentrations and potentials might be less familiar to some readers.307
But in the mathematical formalism used here, which describes harmonic oscillations by308
complex numbers, the occurrence of non-zero imaginary parts simply indicates that these309
quantities are out-of-phase compared to the external electrical field, the phase of which is310
given by the product ωt.311
Upon excitation by the external field, the perfectly conducting sphere always responds312
with an quasi-instantaneous redistribution of charges along its surface. The resulting in-313
duced surface charges Σ∞ ∝ ε0εr3E0 (see e.g. Bu¨cker et al., 2018) ensure that the external314
field is cancelled out within the particle, which is being accounted for by the boundary315
condition 15. This early-time or high-frequency behaviour of the particle itself is the same,316
regardless of reaction currents through the particle surface or the assumption of a fixed317
diffuse surface charge. However, due to slower processes the variation of the late-time or318
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low-frequency perturbations of ion concentrations and electric potentials within the elec-319
trolyte next to the particle depends largely on the particular set of surface properties. In the320
following we will discuss the different effects of ζ-potential and reaction currents in detail.321
The second row of Figure 2 and the solid grey curves in Figures 3 and 4 illustrate322
the low-frequency polarization of the uncharged conducting particle, i.e., ζ = 0, with no323
reaction currents through the solid-liquid interface, here realized by setting α(0), β(0) = 0.324
Under these conditions, only the effect of the diffuse-layer polarization can be observed, the325
fundamental polarization of the perfect conductor. As discussed in more detail in Bu¨cker326
et al. (2018), normal electro-migration currents around the poles of the particle charge327
the electrolyte next to the particle surface until they are balanced by opposed diffusion328
currents driven by the resulting concentration gradients. At sufficiently small frequencies329
or after sufficiently long times, the total charge stored in the diffuse layer and mirrored330
on the particle is by a factor aκ (where κ = 1/λD) larger than the quasi-instantaneously331
induced surface charge Σ∞ (Bu¨cker et al., 2018). The perturbation concentrations in the332
diffuse layer decay approximately exponentially with the distance from the surface, i.e.,333
∝ exp[−κ(r− a)] (Wong, 1979; Bu¨cker et al., 2018). The inner dashed lines in Figures 2 to334
4 mark the distance at which the perturbations decay to 1/e of their respective values at335
the particle surface indicating the spatial extension of the field-induced diffuse layers.336
From the third row of Figure 2 and the dashed grey curves in Figures 3 and 4 it is337
evident that the situation changes if a fixed surface potential of ζ = −50 mV is considered:338
Here, we observe a significant reduction of the anion perturbation concentrations within339
the diffuse layer (first panel), while the resulting lack of charge is compensated by an340
amplification of the cation perturbation concentrations in the diffuse layer (second and third341
panel, better recognizable from the radial sections in Figures 3 and 4). Beyond the diffuse342
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layer covering the sub-micron particle (Figures 2 and 3), all ion concentrations increase343
(or respectively decrease) uniformly on the two opposite sides of the particle resulting344
in an electrically neutral salinity gradient around the particle. The development of this345
relatively long-range concentration gradient can be understood as a direct consequence of346
the unequal contributions of anions and cations to the conductivity of the static diffuse layer.347
Tangentially to the surface, electro-migration currents transport much more cations than348
anions, which in Figure 2 depletes cations to the left of the particle and accumulates them349
to the right. At the same time, more anions arrive at (are pulled away from) the right (left)350
side of the particle than can be transported through the diffuse layer, which explains the351
net electro-neutrality of the perturbation. The concentrations increase until the resulting352
opposite diffusion currents can balance the effect of the electro-migration currents, leading353
to the quasi-equilibrium situation seen in Figure 2. The process described in this paragraph354
is a volume-diffusion mechanism, which is similar to but should not be confused with the355
one arising from the reaction currents discussed in the next paragraph. Obviously, this356
mechanism is much weaker around the larger particle (Figure 4), where the presence of a357
static diffuse layer does not result in recognizable changes of the ion concentration in the358
zone marked as volume-diffusion layer.359
The fourth row of Figure 2 and the black solid curves in Figures 3 and 4 show the360
influence of non-zero reaction currents, i.e., α, β > 0, on the perturbations around an361
uncharged particle, i.e., ζ = 0 mV. Here, not the unequal population of the static diffuse362
layer with anions and cations but the exclusive release and absorption of active cations at the363
surface causes an imbalance of electro-migration fluxes between the electrolyte far away and364
in the vicinity of the particle. As discussed in more detail previously (Bu¨cker et al., 2018),365
the result is a coupling of the diffuse-layer polarization and the volume-diffusion process.366
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While the perturbations caused by the volume-diffusion process around charged particles367
(previous paragraph) appear clearly and have the same sign in all three ion concentrations;368
the reaction currents mainly affect the concentration of the active ions (see δn3) and electro-369
neutrality in the volume-diffusion region is ensured by a small reduction of δn2 and a small370
increase of δn1. The radial profiles in Figures 3 and 4 illustrate these distinct effects clearly.371
The radial profiles in Figure 4 also show a second important difference between the con-372
centration gradients due to the two different volume-diffusion mechanisms, which cannot be373
distinguished around the small particle: Only the reaction currents produce the plateaus374
observed in the region marked as volume-diffusion layer (black lines and symbols), which375
together with the decay at larger distances represent the 1/r2-dependence of the corre-376
sponding perturbation concentrations. The absence of these plateaus in the perturbation377
concentrations related to the asymmetric transport in the static diffuse layer (grey lines378
and symbols in Figure 4) indicates a much faster – probably exponential – decay with the379
distance from the particle surface and thus a much smaller thickness of the volume affected380
by the concentration gradient.381
The last row of Figure 2 and the dashed black curves in Figures 3 and 4 show the382
coupling of all three polarization processes. From a direct comparison among the different383
maps and profiles, it can be seen that in this case, (1) the perturbation concentrations384
within the diffuse layer around small and large particles are largely controlled by the static385
diffuse layer, (2) those in the volume-diffusion region around the large particle only by the386
reaction current through the particle surface, and (3) those in the volume-diffusion region387
around the small particle by the reaction current through the particle surface and the static388
diffuse layer.389
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.390
While effects of and interactions between the different polarization mechanisms are391
clearly reflected in the perturbation concentrations around the sub-micron particle, the re-392
sulting electric perturbation potentials (last column in Figure 2) hardly show any noticeable393
variation. The radial profiles of the perturbation potentials presented in Figure 5 show also394
only subtle differences. In both cases, the perturbation potential primarily shows the steep395
exponential decrease due to the space charge stored in the diffuse layer followed by a plateau396
due to the 1/r2 decay of the effective dipole moment of the particle. If no reaction currents397
are considered, i.e., for α, β = 0, the charges of the diffuse layer fully screen the electric398
field. In this case, the potential profile outside the diffuse layer is equal to the one around a399
perfectly insulating sphere, the reflection coefficient of which can be obtained as f = −1/2400
from potential theory1. Reaction currents through the interface (i.e., α, β > 0) leak charges401
from the diffuse layer into the particle (and vice versa), which reduces the effective dipole402
moment of the particle and thus the perturbation potential along the plateau in Figure 5.403
The almost identical variations of the potential around charged (open symbols) and un-404
charged (filled symbols) particles suggest that the static diffuse layer has hardly any effect405
on the macroscopic response of the particle.406
As mentioned in the previous section, Figures 3 to 5 show a good agreement of numerical407
(solid lines) and analytical (filled circles) results for the case of the uncharged particle, i.e.,408
ζ = 0 mV. The full analytical solution for all four perturbation quantities can be looked409
up in Bu¨cker et al. (2018). Slight deviations between numerical and analytical solutions410
only become visible very close to the particle surface. As an explanation, we recall that the411
1The reflection coefficient f of a sphere with conductivity σs embedded in a medium with homogeneous
conductivity σm is (σs − σm)/(σs + 2σm) (e.g. Maxwell, 1891).
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smallest radial element size of our finite-element mesh is λD/2, which is a factor of 50 larger412
than the smallest radial distance displayed in the radial profiles in Figures 3 to 5. Thus the413
observed misfit does not indicate a systematic error but could be reduced by increasing the414
resolution of the mesh.415
Spectral response416
Figure 6 displays the effective conductivity spectra obtained for the sub-micron particle,417
i.e., a = 0.1 µm, in terms of the respective real (σ′(ω)) and imaginary (σ′′(ω)) parts.418
The diffuse-layer relaxation, which dominates around such small particles, leads to a steep419
transition between the low and high-frequency limits of σ′ and a narrow peak in the σ′′420
spectra. The small overshots of σ′ at the angular frequency 1/τel = σ0/(ε0εr) ≈ 10−7 rad/s421
can be attributed to the relaxation of the electrolyte solution (Bu¨cker et al., 2018) and422
obey the Kramers-Kronig relations with the corresponding imaginary spectra (not shown423
here for brevity). The effect of a non-zero ζ-potential on the spectra in Figure 6 can be424
summarized under the following three main changes: The presence of a static diffuse layer425
(1) increases the direct-current limit of σ′ (subsequently denominated by σDC), (2) reduces426
the maximum of σ′′ (subsequently σ′′max), and (3) shifts the characteristic angular frequency,427
at which σ′′max is encountered, towards lower frequencies (subsequently ωc).428
Figure 7 shows that the effect of a non-zero ζ-potential on the spectral response of the429
large particle with a = 10 mm is different. For vanishing reaction currents, i.e., α(0), β(0) =430
0, we still observe the steep transition of σ′ and the narrow peak of σ′′ related to the diffuse-431
layer polarization. However, here σDC and σ
′′
max remain unaffected by the static diffuse layer432
and only the shift of ωc to lower frequencies can be observed. If non-zero reaction currents433
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through the surface of the large particle are taken into account, i.e., for α(0), β(0) > 0,434
the volume-diffusion process becomes dominant resulting in a broadening of the transition435
region, a broadening and reduction of the σ′′-peak, and a substential reduction of the436
characteristic angular frequency ωc. In this regime no effect of the static diffuse layer on437
the spectral response can be detected.438
In the following, we will study the dependency of the three spectral parameters σDC,439
σ′′max, and ωc on the ζ-potential in more detail and provide some possible explanations for440
the observed changes.441
The left panel of Figure 8 shows the variation of σDC with the ζ-potential for two442
different particle radii (a = 0.1 and 31.6 µm). As we know, an increasing magnitude of the443
(negative) ζ-potential results in an increase of cation and a decrease of anion concentrations444
in the static diffuse layer. Because the increase of the cation concentrations with ζ is much445
larger than the decrease of the anion concentration, the surface conductivity increases with446
the magnitude of the ζ-potential, which results in the increase of σDC observed in Figure447
8. As the total volume fraction occupied by the static diffuse layer of fixed thickness λD448
decreases with increasing particle size, the increase of σDC with ζ is most pronounced around449
the smaller particle (0.1 µm) and becomes almost negligible around the larger (31.6 µm)450
particle.451
Above we saw that – provided that no reaction currents are allowed to cross the surface –452
a fully developed induced diffuse layer lets the perfectly conducting particle effectively (i.e.,453
outside the diffuse layer) behave like a non-conducting particle (see Figure 5). At the same454
time, the static diffuse layer partly compensates the effect of the induced diffuse layer and455
slightly increases the effective conductivity. In order to understand the contribution of the456
23
Page 23 of 60 GEOPHYSICS
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60
For Peer Review
static diffuse layer, we can try to describe the variation of σDC with ζ by the corresponding457
expressions known from the classical theory for non-conducting particles. According to458
O’Konski (1960), the effect of the surface conductivity K can be taken into account by459
adding the conductivity 2K/a to the conductivity of the particle. If the particle is non-460
conducting, which in our case is true in the low-frequency limit and outside the induced461
diffuse layer, the effective conductivity of the particle is given by462
σp =
2K
a
. (23)
As our model does not include a Stern layer, K only considers the conductivity increment463
due to the static diffuse layer. For a thin static diffuse layer, i.e., aκ  1, the surface464
conductivity K can be approximated using Bikerman’s formula (e.g. Shilov et al., 2001).465
Because we do not consider electro-osmotic coupling, we evaluate this formula in the high-466
viscosity limit, where467
K ≈ 2σ0λD
[
cosh
(
eζ
2kT
)
− 1
]
. (24)
The effective DC conductivity of a particle with conductivity σp immersed in a medium of468
conductivity σ0 can be obtained from inserting the effective reflection or dipole coefficient469
(e.g. from Shilov et al., 2001)470
fDC =
σp − σ0
σp + 2σ0
, (25)
into the Maxwell-Garnett mixing rule, equation 21. The predicted variation of σDC with ζ is471
illustrated in the left panel of Figure 8 (solid lines) along with the corresponding numerical472
results (black open symbols).473
Particularly for the smaller particle, this analytical approximation overestimates the474
conductivity increment produced by the static diffuse layer. There are various reasons for the475
observed deviation: Equations 23 through 25 are only valid in the thin double layer limit, i.e.,476
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a  λD. Furthermore, the Bikerman model of surface conductivity does not consider the477
volume-diffusion polarization of the static diffuse layer observed in our simulation results,478
which is expected to reduce the effective conductivity increment, nor the coupling with479
the induced diffuse layer. Despite these shortcomings, the qualitative agreement with the480
modelled response is relatively good and provides an additional plausibility check of our481
numerical implementation.482
Note that the comparison with the response of a non-conducting particle is only sensible483
in the low-frequency limit, where the perfectly conducting particle behaves like an insulator.484
At higher frequencies, the different natures of the particles lead to fundamentally different485
frequency dependencies of the effective conductivity (see the Discussion section for more486
detail).487
The right panel of Figure 8 shows the variation of σ′′max (i.e., the value of σ′′ at the488
characteristic frequency of each individual spectral response), which is often taken as a489
measure of the magnitude of the polarization. If no reaction currents are considered (grey490
diamonds), σ′′max decreases with the magnitude of ζ. This decrease is most pronounced for491
the smallest particle, i.e., a = 0.1 µm, and hardly noticeable for the largest, i.e., a = 10492
mm. For the smallest particle, the variation of σ′′max with ζ does almost not change when493
reaction currents are added to the model (black circles). All responses discussed so far494
are dominated by the relaxation of the diffuse layer, such that we can conclude that the495
magnitude of this polarization process generally decreases with increasing diffuse charge496
density at the particle surface. The opposite is the case when the volume-diffusion process497
becomes dominant, σ′′max increases with the magnitude of ζ. We observe this around the498
intermediate particle, i.e., a = 31.6 µm, if reaction currents are considered. Also in the499
case of non-zero reaction currents, the effect of ζ becomes almost imperceptible around the500
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largest particle, i.e., a = 10 mm.501
Relaxation time502
Due to its strong dependence on geometrical parameters, the relaxation time τ , here defined503
as the inverse of the characteristic angular frequency ωc, is often used as a proxy for the size504
of the conducting particles. Hence, a good understanding of the effect of the ζ-potential on505
this important spectral parameter would be desirable. Figure 9 illustrates the variation of506
τ with the particle radius a for different surface characteristics. The response of uncharged507
particles shows the typical division into two regimes (e.g. Bu¨cker et al., 2018): The τ ∝ λDa508
increase can be attributed to the diffuse-layer relaxation, while the much steeper τ ∝ a2509
variation is related to the volume-diffusion mechanism, which dominates around larger510
particles if reaction currents through the particle surface are taken into account. This511
division into two regimes is also valid for charged particles, i.e., ζ = −50 mV. The only512
effect of the static diffuse layer around the particles is a slight increase of of the relaxation513
times of the diffuse layer (∝ λDa) for radii a & 1 µm. The relaxation times of the volume-514
diffusion polarization (∝ a2), in contrast, remain practically unaffected.515
Figure 10, which illustrates the variation of the relaxation times with the ζ-potential516
for three differently sized particles, confirms this general observation. We also see that the517
variation of the relaxation time of the diffuse layer, i.e., α(0), β(0) = 0, with ζ is relatively518
flat around 0 mV, becomes steepest around ±25 to ±75 mV and then again flattens out519
towards higher magnitudes of ζ. This behavior is symmetric with respect to ζ = 0 mV520
and thus not affected by the sign of the diffuse surface charge. In contrast, the practically521
constant relaxation time of the volume-diffusion mechanism (black lines and symbols in522
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Figure 10) presents a slightly asymmetric behaviour, which becomes most noticeable at523
large magnitudes of the ζ-potential.524
At first glance, the increase of the relaxation time of the diffuse layer with ζ seems525
counter-intuitive: The static diffuse layer increases the conductivity in the vicinity of the526
particle as described by the surface conductivity K. At the same time, the relaxation527
time is proportional to the Debye length and thus to the square root of the inverse of528
the conductivity of the electrolyte around the particle, i.e., τ ∝ 1/√σ0 (e.g. from Bu¨cker529
et al., 2018), which would rather imply a decrease of τ with ζ. However, the concentration530
polarization produced by the unequal anion and cation fluxes through the static diffuse531
layer rather seems to delay charging and relaxation of the induced diffuse layers related to532
the observed increase of τ with ζ.533
The relative insensitivity of the relaxation time of the volume-diffusion process (the one534
produced by the reaction currents) to changes in ζ is in accordance to the fact that the535
corresponding volume-diffusion layer is practically unaffected by the presence of the static536
diffuse layer (see e.g. Figure 4). Obviously, this process does not respond to changes in the537
(surface) conductivity, which is plausible for a purely diffusion-controlled mechanism.538
DISCUSSION
Perfectly conducting vs. non-conducting particles539
Treatments of the low-frequency polarization response of charged (non-conducting) dielec-540
tric particles can be roughly classified into two groups; models of the first group stress the541
polarization response of the Stern or Helmholtz layer of counter-ions tightly bound to the542
particle surface (e.g. Schwarz, 1962; Schurr, 1964; Leroy et al., 2008). Under the influence543
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of an external electric field, these charges rearrange along the surface but cannot leave (or544
enter) the Stern layer. The maximum polarization is assumed to be controlled by an equi-545
librium between tangential electro-migration and diffusion currents resulting in the typical546
relaxation time scale of the Stern layer τ = a2/(2D). The influence of the outer diffuse547
layer is only considered in terms of the real-valued conductivity increment 2K/a proposed548
by O’Konski (1960), which does not actively contribute to the polarization. Models of the549
second group, in contrast, only study the polarization response of the diffuse layer. While550
most treatments neglect the polarization response of the Stern layer (e.g. Chew and Sen,551
1982a; DeLacey and White, 1981), there are also approaches attempting to incorporate552
its effect (e.g. Shilov et al., 2001). The polarization of the static diffuse layer arises due553
to the unequal cation and anion transport by electro-migration currents along the surface554
and usually also relaxes on a time scale τ ∝ a2/D. In absence of a fixed diffuse surface555
charge and thus for a vanishing ζ-potential, the models of both groups do not predict any556
polarization response, except for the Maxwell-Wagner polarization at high frequencies (i.e.,557
≈ 1/τel).558
In comparison to these polarization mechanisms around non-conducting particles, the559
case of perfectly conducting particles is fundamentally different. Here, the main mechanism560
responsible for the large low-frequency dispersion of the effective conductivity of the suspen-561
sion is the dynamic charging of the field-induced (and not the static) diffuse layer, which is562
a direct consequence of the high conductivity contrast between particle and electrolyte. In563
contrast to both mechanisms observed for non-conducting particles, the pure polarization564
of the field-induced diffuse layer relaxes on a time scale τ = λDa/(2D). Only if reaction565
currents, which have not been addressed in the theories for non-conducting particles, are566
taken into account the coupling with the resulting volume-diffusion mechanism yields a567
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relaxation time τ ∝ a2.568
The present numerical study indicates that the effect of ζ-potential and static diffuse569
layer should be considered of secondary importance for the effective conductivity of suspen-570
sions of perfectly conducting particles – at least for typical parameter values. Interestingly,571
the corresponding surface conductivity rather decreases the polarization magnitude, i.e.,572
σ′′max, and thus its effect is exactly opposite to the one it has in the case of non-conducting573
particles.574
In the case of non-conducting particles, the Stern layer usually plays an even more im-575
portant role for the observed polarization phenomena (e.g. Schwarz, 1962; Schurr, 1964;576
Leroy et al., 2008) than the diffuse layer. However, our model does not include any polar-577
ization effect due to the Stern layer. We justify this simplification based on the assumed578
infinite conductivity of the particle, which results in a vanishing tangential electric field579
along the particle surface (and at small distances from the surface). This is due to an580
immediate redistribution of charges, which cancels out any electric field within the particle581
volume and along its surface. Thus, tangential electromigration currents within a thin Stern582
layer, which cause a large polarization around non-conducting particles, should either be583
zero or very small.584
In summary, the role of surface conductivity around perfectly conducting particles is585
completely different to the one it plays for the polarization of non-conducting particles.586
Therefore, the polarization of the static diffuse layer around perfectly conducting particles587
should by no means be confused with the main polarization mechanisms due to the dynamic588
charging of the diffuse layer and the volume-diffusion process driven by reaction currents.589
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Potential for nano-particle characterization590
To date only few studies have investigated the particular IP response of metallic nano-591
particles (Joyce et al., 2012; Shi et al., 2015; Aal et al., 2017), but the obtained results592
encourage further research to advance this exciting new application. The strong response of593
metallic particles and the well-known fact that the polarization magnitude scales with the594
volumetric metal content (e.g. Wong, 1979; Misra et al., 2017) make it a suitable method to595
monitor nano-particle injection experiments (Flores Orozco et al., 2015). Besides the mere596
localization and quantification, some researchers have even suggested that IP measurements597
could aid in the characterization of the in-situ chemical condition and reactivity of the598
particle surfaces (e.g. Shi et al., 2015). The strong correlation between the ζ-potential (i.e.,599
the fixed diffuse surface charge) on both surface reactivity (e.g. Sund et al., 2011) and IP600
response of non-conducting particles (e.g. Leroy et al., 2008) justified this hope.601
Generally speaking, our modelling results also indicate that the sheer size of nano-602
particles favours such applications of the IP method: From Figure 8 we see that the smaller603
the particle is, the more sensitive both σDC and σ
′′
max become with respect to variations of604
the ζ-potential. For the 0.1 µm particle, the maximum relative changes of both spectral605
parameters are approximately 15% over the studied range of ζ-potentials from 0 to −125606
mV. These variations are small but detectable. With increasing particle size, the sensitivity607
of both parameters to changes in ζ decreases rapidly. Already for micro-scale particles, here608
31.6 µm, they are expected to be almost insensitive – except for σ′′max in the case of non-zero609
reaction currents.610
The situation is very different with regard to the sensitivity of the relaxation time to611
variations of the ζ-potential. Figures 9 and 10 show that here, in contrast to σDC and σ
′′
max, a612
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significant increase of the relaxation time can only be observed for micro-particles or larger,613
i.e., a & 1 µm, and in absence of reaction currents. Under these conditions, the relaxation614
time of the pure diffuse-layer polarization increases by a factor 5 from 0 mV to ±125 mV,615
with the highest sensitivity in the range between ±25 through ±75 mV. As the same two616
Figures show the relaxation time of the volume-diffusion process, which dominates for larger617
particles sizes and non-zero reaction currents, is expected to be practically insensitive to618
changes of the ζ-potential. However, in this regime the relaxation time is highly sensitive to619
the reaction current through the particle surface, which in turn is a direct measure for the620
reactivity of the particle surface. This effect can be of interest to monitor particle-injection621
experiments, where particle-surface properties change over time (e.g., engineered particle622
coatings, Flores Orozco et al., 2015)), or conditions with varying availability of active ionic623
species, e.g. due to biogeochemical processes (e.g., Flores Orozco et al., 2011).624
Despite of the theoretical potential of the IP method to characterize surface proper-625
ties such as ζ-potential and reactivity, the high characteristic frequencies of the relaxation626
processes around nano-particles impose a practical limit: Typical laboratory set-ups only627
permit to determine the complex conductivity response of material samples up to frequen-628
cies of 1 to 40 kHz, and can therefore only resolve the increasing flank of the relaxation629
peak (e.g. Aal et al., 2017). In this case, the determination of the characteristic frequency630
might become too imprecise to detect the small variations of τ with ζ. Other researchers, in631
contrast, were able to observe the relaxation peak of sub-micron silver and zero-valent iron632
particles at sufficiently low frequencies (Joyce et al., 2012). In field experiments with array633
lengths in the meter to dekameter range, electromagnetic induction usually masks the IP634
response at frequencies > 10− 100 Hz (e.g. Flores Orozco et al., 2011, 2012), which further635
reduces the detectability of nano-particles in larger-scale applications.636
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Limitations of the model637
In part 1 of this series (Bu¨cker et al., 2018), we discussed the limitations inherent to the638
model by Wong (1979) including our own extensions. Obviously, the numerical model639
presented in this second part suffers from the same set of shortcomings inherited from the640
base model. To mention some of the remaining issues, (1) it ignores the fact that most641
metal-bearing minerals are rather semiconductors than metallic conductors , (2) it does not642
consider dynamic charging of the Stern layer (e.g. Merriam, 2007), (3) it neglects particle-643
particle interactions between adjacent grains, which is inherent to the mixing rule used for644
the up-scaling, (4) it does not treat effects of non-spherical geometries or surface roughness,645
and (5) having even more model parameters, its application to real data is expected to be646
even more tedious (e.g. Placencia-Go´mez and Slater, 2014).647
In the light of recently developed semiconductor-polarization models (e.g., Revil et al.,648
2015b; Misra et al., 2016a,b; Abdulsamad et al., 2017), it is worth reconsidering the as-649
sumption of an infinite conductivity of the metallic particle. In his analysis, Wong (1979)650
argued that if ”the conductivity [...] of the mineral is a hundred or a thousand times the651
conductivity [...] of the surrounding medium” (i.e. the electrolyte), the particle could be652
considered a perfect conductor. However, this argumentation only assesses the (direct-653
current) conductivity of the involved materials, which is not sufficient in the context of a654
frequency-dependent model.655
The situation described by the zero-potential boundary condition (15) requires the656
charges on the particle to relax much faster than the variation of the external excitation.657
In metallic conductors, the charge relaxation time can be roughly approximated by twice658
the collision time of the free electrons (e.g., Ashby, 1975). At room temperature, typical659
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collision times in elemental metals are in the order of 10−15 s to 10−14 s, such that the char-660
acteristic frequency of charge relaxation is well beyond the relevant frequency range and the661
assumption of a perfect conductor remains justified. The analysis by Revil et al. (2015b)662
and Revil et al. (2015a) suggests that the situation changes fundamentally if semiconducting663
minerals, such as pyrite or magnetite, are considered. Here, the diffusion-controlled relax-664
ation of the charge carriers insight the semiconducting particle not only leads to a much665
slower response of the solid particle but seems to be the main polarization mechanism in the666
typical IP frequency range. With this in mind, the application of the present polarization667
model (as well as any model that rests on the assumption of a perfectly conductive solid668
phase) should clearly be limited to the case of metallic conductors.669
In addition to the known limitations (1) through (5), the assumption of a constant ζ-670
potential used in this study might also be unrealistic. In particular, the large field-induced671
variations of the ion concentrations close to the particle surface rise doubts whether the672
constant-ζ-potential boundary condition, i.e., equation 15, can be adequate. This limitation673
is also inherited from the Wong model, which – from our new perspective – simply describes674
the special case of ζ = 0, i.e., at the point of zero charge of the metal surface. Determining675
the ζ-potential self-consistently from a speciation model for the particle-electrolyte interface676
might result in a more realistic boundary condition, which can account for the complex677
mutual dependency between the diffuse layer and the surface (including the Stern layer).678
CONCLUSION
We have developed a numerical approach to study the effect of a static diffuse layer on679
the electro-chemical polarization of a perfectly conducting particle. In comparison to the680
response of a particle without such a static diffuse layer, the observed changes are relatively681
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small, which implies that the effect of surface conductivity is of secondary importance for682
the polarization of perfectly conducting or metallic particles. In particular around relatively683
large particles (compared to the Debye length), the diffuse surface charge on the particle is684
practically not expected to influence the macroscopic response at all.685
For nano- and small micro-scale particles, however, the three important spectral param-686
eters – the low-frequency limit of the effective conductivity σDC, the polarization magnitude687
σ′′max, and the relaxation time τ – do reveal measurable responses to variations of the ζ-688
potential (or the constant diffuse surface charge). Therefore, our findings are of particular689
interest for the interpretation of IP experiments designed to find a link between complex690
conductivity response and chemical surface conditions of metallic nano- and micro-scale691
particles.692
The present study advances the basic understanding of the polarization mechanism693
around perfectly conducting particles, quantifies the previously completely disregarded ef-694
fect of diffuse surface charge on the polarization response, and opens the possibility for an695
application of the IP method for the improved characterization of the chemical state of696
metallic nano- and microscale particles.697
APPENDIX A
ADAPTATION OF THE EXCHANGE CURRENT
Our description of the exchange current strictly adheres to the one proposed by Wong698
(1979). However, while Wong can assume the bulk concentration of the active cations n∞3699
at the particle surface, according to equation 7, the equilibrium concentration at a charged700
surface is given by n
(0)
3 (ζ) = n
∞
3 exp [−eζ/(kT )], which requires some adaptions of the701
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known expressions.702
The fundamental metal deposition-dissolution reaction703
M+ + e−  M(ads) (A-1)
remains unchanged. Here, M+ denotes the metal cation in solution, e− an electron and704
M(ads) a metal atom adsorbed to the particle surface. The net exchange current density705
due to the above reaction writes [equation (23) in Wong (1979)]706
i = k−[M(ads)]e exp [eη/(2kT )]− k+[M+]e exp [−eη/(2kT )] , (A-2)
where we have already assumed a symmetry factor of 1/2. The parameters k+ and k− are707
rate constants, [M(ads)] and [M
+] are concentrations of active cations and adsorbed atoms708
(in ions/m3), and η is the current-producing overpotential.709
Under undisturbed conditions, i.e., without any external excitation, the overpotential η710
is zero by definition and the modified concentration of active cations at the particle surface711
is given by n
(0)
3 (ζ), which includes the cation excess in the static diffuse layer caused by the712
non-vanishing surface potential ζ. Wong’s expression for the equilibrium exchange current,713
his equation (24), therefore becomes714
i0 = k−[M(ads)]e = k+n
(0)
3 (ζ)NAe, (A-3)
where NA is Avogadro’s constant (6.0221 · 1023 mol−1).715
As Wong (1979) discusses in more detail, for small overpotentials η  e/(2kT )) the non-716
equilibrium exchange current due to a non-zero overpotential can be linearized resulting in717
i ≈ i0eη/(kT ) or i ≈ i0e/(kT )E · n l, (A-4)
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where E · n is the component of the electrical field normal to the particle surface (n is718
the unit normal vector pointing into the electrolyte) and l is the characteristic distance of719
closest approach by the active cations to the surface.720
Even in absence of a current-producing overpotential, a perturbation δn3(ζ) of the721
active cation concentration from the equilibrium value n
(0)
3 (ζ) can generate the net exchange722
current723
i = k−[M(ads)]e− k+[n(0)3 (ζ) + δn3(ζ)]NAe
= i0 − i0 − k+δn3(ζ)NAe
= −k+δn3(ζ)NAe.
(A-5)
Note that the net current density due to a positive δn3(ζ) is negative (toward the center of724
the particle).725
The total exchange current density is then obtained as the sum of the one caused by726
a non-zero overpotential and a perturbation of the active cation concentration from the727
equilibrium and writes728
i ≈ α(ζ)n(0)3 (ζ)NAeE · n− β(ζ)δn3(ζ)NAe, (A-6)
where α(ζ) = i0l/(n
(0)
3 (ζ)NAkT ) and β = k+ = i0/(n
(0)
3 (ζ)NAe) are functions of the729
ζ-potential. Wong (1979) estimates his values of α(0) = i0l/(n
∞
3 NAkT ) and β(0) =730
i0/(en
∞
3 NA) from experimentally determined values of the equilibrium reaction current den-731
sity i0. If we use the same experimental values as starting point and assume that the parti-732
cles used also had a non-vanishing static surface potential, we find α(ζ) = α(0) exp [eζ/(kT )]733
and β(ζ) = β(0) exp [eζ/(kT )] (by comparison with the expressions by Wong). Note that734
Equation A-6 defines an electrical current density in A/m2, i.e. the corresponding current735
densities in mol/(m2s) as needed for the corresponding boundary condition, equation 17,736
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can be obtained by dividing i by F = NAe.737
APPENDIX B
IMPLEMENTATION INTO THE COMSOL COEFFICIENT FORM
PDE
The COMSOL partial differential equation (PDE) interface in coefficient form allows the738
specification of PDEs and systems of PDEs of the general type739
ea
∂2u
∂t2
+ da
∂u
∂t
+∇ · (−c∇u− αu+ γ) + β · ∇u+ au = f (B-1)
with general boundary conditions
−n · (−c∇u− αu+ γ) = g − qu and (B-2)
u = s, (B-3)
where u denotes the dependent variable and n is the inward-pointing unit normal vector740
(i.e., into the electrolyte) on the respective boundary. Note that actually COMSOL defines741
the normal vector reversely (outward-pointing) and consequently it appears with reversed742
sign in equation B-2. The coefficients ea, da, c, α, γ, β, a, f , q, g, and s are used to describe743
the specific problem to be modelled. Equation B-2 is a generalized Neumann boundary744
condition and equation B-3 a Dirichlet boundary condition.745
Static solution746
With these definitions, the numerical implementation of the static problem from equations
7 and 8 with boundary conditions 9 and 10 is straightforward. If we define the dependent
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variable u1 = U
(0)(r), the PDE coefficients must be
c = 1 and (B-4)
f =
F
ε0εr
3∑
j=1
zjn
∞
j exp
(
−zje
kT
u
)
. (B-5)
Note that throughout this step-by-step instruction we will use the convention that all coef-747
ficients that are not mentioned specifically are assumed to be zero. Assuming mono-valent748
ions |zj | = 1 and making use of the electro-neutrality condition in the bulk electrolyte749
n∞1 = n∞2 + n∞3 , the coefficient f can be simplified to750
f = −2n
∞
1 F
ε0εr
sinh
( e
kT
u
)
. (B-6)
On the top boundary (at y = L), on the left (x = −L), and on the right (x = L) boundary,751
we define752
s = 0, (B-7)
while on for the metal surface (at x2 + y2 = a2 for the spherical particle) we set753
s = ζ (B-8)
to implement the Dirichlet boundary conditions 10 and 9, respectively. Defining the axis754
y = 0 as symmetry axis (selecting rotational symmetry in the model setup), no specific755
boundary conditions must be defined on this boundary.756
Frequency-dependent solution757
For the solution of the frequency-dependent case, we need to implement the system of four758
coupled PDEs described in equations 11 and 12. In the system case, the dependent variable759
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u in equation B-1 becomes a column vector of length 4. We define760
u2 =

u21
u22
u23
u24

=

δn1(r, ω)
δn2(r, ω)
δn3(r, ω)
δU(r, ω)

. (B-9)
Assuming isotropy of all of its elements, the coefficient c becomes a 4-by4 coefficient matrix.761
In our case, c writes762
c =

D 0 0 −µ1n∞1 exp( ekT u1)
0 D 0 µ2n
∞
2 exp(− ekT u1)
0 0 D µ3n
∞
3 exp(− ekT u1)
0 0 0 1

, (B-10)
where u1 denotes the scalar static solution (for the electrical potential only). The coefficient763
matrices764
α =

−µ1∇u1 0 0 0
0 µ2∇u1 0 0
0 0 µ3∇u1 0
0 0 0 0

, (B-11)
and765
a =

iω 0 0 0
0 iω 0 0
0 0 iω 0
F
ε0εr
− Fε0εr − Fε0εr 0

(B-12)
complete the description of our system of PDEs in coefficient form. Note that each element766
αi,j = [αi,j,1, αi,j,2]
T is a two-element column vector where the third indices correspond to767
the spatial coordinates x and y.768
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As mentioned in the main text, because of the cylindrical symmetry, the solution of the769
system of PDEs can be carried out on a two-dimensional modelling domain with coordinates770
x and y (see Figure 1). Thus, the position vector and the gradient operator become771
r =
 x
y
 and ∇ =
 ∂x
∂y
 , (B-13)
respectively. Although we are actually interested in solving the system of PDEs in cylindri-772
cal coordinates, we will first proceed with the formulation of the system in the two Cartesian773
coordinates x and y and further below provide a simple conversion to cylindrical coordi-774
nates.775
The problem description for the numerical modelling is completed by the following boundary776
conditions. Far from the particle surface (i.e., for r → ∞), we requested the perturbation777
potential to approximate the exciting potential −E · r and the perturbation ion concentra-778
tions to vanish. Therefore, on the left and right boundary, we define Dirichlet boundary779
conditions by setting780
s =

0
0
0
E0L

and s =

0
0
0
−E0L

, (B-14)
respectively.781
On the top boundary, we implement a zero-flux boundary condition for all four de-782
pendent variables. This results in vanishing normal fluxes for all three ionic species and783
a vanishing normal electrical field. Again, due to the rotational symmetry, no boundary784
conditions must be defined on the symmetry axis (i.e., along y = 0).785
On the particle surface, we implement mixed boundary conditions consisting of one786
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Dirichlet condition for the electric potential, equation 15, and generalized Neumann condi-787
tions for the three ion fluxes, equations 16 through 17. To define the boundary conditions788
on the ion fluxes, we set789
q =

0 0 0 0
0 0 0 0
0 0 β(ζ) 0
0 0 0 0

(B-15)
and790
g =

0
0
α(ζ)n∞3 exp
(− ekT u1)n · ∇u24
0

, (B-16)
where n ·∇u24 = nx∂xu24 +ny∂yu24. A Dirichlet boundary condition component is specified791
for the fourth component by setting792
s = 0, (B-17)
which overwrites the above no-flux boundary condition (only for the perturbation potential).793
The Dirichlet boundary condition for the first three components are deactivated and the794
generalized Neumann boundary conditions described by q and g remain valid for the first795
three components.796
Conversion to cylindrical coordinates797
As mentioned above, the software expects the equations to be defined in a Cartesian system798
with two space dimensions. That means, that if we assume isotropic media (i.e., c is a 4-by-4799
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matrix) the i-th equation of our system is given by800
∑
j
[− (∂xci,j∂x + ∂yci,j∂y)uj − (∂xαi,j,1 + ∂yαi,j,2)uj + ai,juj ] = 0, (B-18)
where we have already dropped all vanishing coefficients (i.e., ea, da, γ, etc.). However,801
we actually seek to solve a system in cylindrical coordinates, the i-th component of which802
should write803
∑
j
[
−
(
1
r
∂rrci,j∂r + ∂zci,j∂z
)
uj −
(
1
r
∂rrαi,j,1 + ∂zαi,j,2
)
uj + ai,juj
]
= 0 (B-19)
instead. If we simply multiply the entire system by r, we get804
∑
j
[− (∂rrci,j,1,1∂r + ∂zrci,j,2,2∂z)uj − (∂rrαi,j,1 + ∂zrαi,j,2)uj + rai,juj ] = 0, (B-20)
which can be converted to the form supported by software. Defining r as y and z as x yields805
the modified system806
∇ · (−yc∇u− yαu) + yau = 0 (B-21)
Thus, it is sufficient to multiply the three coefficient matrices c, α, and a by y to transform807
the problem to cylindrical coordinates. Note that the boundary coefficients q and g have808
to be multiplied by y, too, while r remains unchanged.809
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LIST OF FIGURES
1 Three-dimensional sketch of the modelled volume. The spherical particle of radius909
a is enclosed by a cylinder of radius L and height 2L representing the surrounding elec-910
trolyte solution. Red lines mark the actual two-dimensional model domain discretized for911
the numerical simulation. Due to the particular set of boundary conditions on the surface912
of the particle, it is not necessary to model any of the perturbation quantities in its interior.913
2 Static diffuse layer (first row) and field-induced perturbations around a sub-micron914
particle with a = 0.1 µm at the low-frequency limit ω = 3·104 rad/s (other four rows). Only915
the real parts of the complex-valued perturbation quantities are illustrated; the respective916
imaginary parts are much smaller at the low-frequency limit displayed here. The inner917
dashed line indicates the diffuse layer, the outer the volume-diffusion layer. All remaining918
parameters as listed in Table 1.919
3 Radial profiles (y = 0, x > 0) of the real parts of the perturbation concentrations920
of (a) anions, (b) active, and (c) passive cations at ω = 3 · 104 rad/s. For ζ = 0, numerical921
results (filled circles) are plotted along with the respective analytical solutions (solid lines)922
from Bu¨cker et al. (2018). For ζ < 0, only numerical results (open symbols, dashed lines)923
exist. For both cases, results without (grey) and with (black) reaction current are displayed.924
The vertical dashed lines indicate the extensions of the diffuse layer (DL, left line) and of925
the volume-diffusion layer (right line). All other parameter values as in Table 1.926
4 Radial profiles (y = 0, x > 0) of the real parts of the perturbation concentrations927
of (a) anions, (b) active, and (c) passive cations in the vicinity of a conducting sphere of928
radius a = 10 mm at ω = 10−4 rad/s. For ζ = 0, numerical results (filled circles) are plotted929
along with the respective analytical solutions (solid lines) from Bu¨cker et al. (2018). For930
ζ < 0, only numerical results (open symbols, dashed lines) exist. For both cases, results931
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without (grey) and with (black) reaction current are displayed. The vertical dashed lines932
indicate the extensions of the diffuse layer (DL, left line) and of the volume-diffusion layer933
(right line). All other parameter values as in Table 1.934
5 Radial profiles (y = 0, x > 0) of the real part of the perturbation potential in935
the vicinity of conducting spheres (a) of radius a = 0.1 µm at ω = 3 · 104 rad/s and (b)936
of radius a = 10 mm at ω = 10−4 rad/s. For ζ = 0, numerical results (filled circles)937
are plotted along with the respective analytical solutions (solid lines) from Bu¨cker et al.938
(2018). For ζ < 0, only numerical results (open symbols, dashed lines) exist. For both939
cases, results without (grey) and with (black) reaction current are displayed. The potential940
−E0x associated with the uniform external field Eext as well as the potentials around a941
non-conducting (f = −1/2) and a perfectly conducting (f = 1) sphere are also included.942
The vertical dashed lines indicate the extensions of the diffuse layer (DL, left line) and the943
volume-diffusion layer (right line). All other parameter values as in Table 1944
6 Variation of real (σ′, top) and imaginary (σ′′, bottom) part of the effective normal-945
ized conductivity with angular frequency. For the uncharged particle (ζ = 0), numerical946
spectra (filled circles) can be compared to the analytical solution (solid lines) from Wong947
(1979). For the charged particle (ζ < 0), only numerical spectra (open symbols, dashed948
lines) exist. For both uncharged and charged particles, spectra without (grey) and with949
(black) reaction currents are displayed. All other parameter values as in Table 1.950
7 As Figure 6 but for larger particle with a = 10 mm.951
8 Variation of the low-frequency limit of the effective conductivity σDC (left panel)952
and the maximum imaginary conductivity σ′′max (right panel) with the ζ-potential for radii953
a = 0.1 µm, 31.6 µm (left and right panel), and 10 mm (right panel only). Conductivity954
variations are displayed for simulations with (black circles) and without (grey diamonds)955
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reaction currents. The black solid lines illustrate the analytical approximation of σDC based956
on the surface conductivity according to O’Konski (1960). Besides a and ζ, all parameter957
values as in Table 1.958
9 Variation of relaxation times τ with particle radius a for three different concen-959
trations of active anions n∞3 = 0, 0.03, and 0.12 mol/m3 (light grey, dark grey, and black,960
respectively). For the uncharged particle (ζ = 0), numerical results (filled circles) can be961
compared to the analytical solution (solid lines) from Wong (1979). For the charged particle962
(ζ < 0), only numerical results (open symbols, dashed lines) can be displayed. Beside a, ζ,963
and n∞3 , all other parameters as in Table 1.964
10 Variation of relaxation times τ with the ζ-potential for three different particle radii965
a = 10−7, 3.16 · 10−5, and 10−2 m with (black) and without (grey) reaction currents. All966
other parameter values are equal to those given in Table 1.967
968
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Figure 1: Three-dimensional sketch of the modelled volume. The spherical particle of
radius a is enclosed by a cylinder of radius L and height 2L representing the surrounding
electrolyte solution. Red lines mark the actual two-dimensional model domain discretized
for the numerical simulation. Due to the particular set of boundary conditions on the
surface of the particle, it is not necessary to model any of the perturbation quantities in its
interior.
–
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Figure 2: Static diffuse layer (first row) and field-induced perturbations around a sub-
micron particle with a = 0.1 µm at the low-frequency limit ω = 3 · 104 rad/s (other four
rows). Only the real parts of the complex-valued perturbation quantities are illustrated;
the respective imaginary parts are much smaller at the low-frequency limit displayed here.
The inner dashed line indicates the diffuse layer, the outer the volume-diffusion layer. All
remaining parameters as listed in Table 1.
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Figure 3: Radial profiles (y = 0, x > 0) of the real parts of the perturbation concentrations
of (a) anions, (b) active, and (c) passive cations at ω = 3 · 104 rad/s. For ζ = 0, numerical
results (filled circles) are plotted along with the respective analytical solutions (solid lines)
from Bu¨cker et al. (2018). For ζ < 0, only numerical results (open symbols, dashed lines)
exist. For both cases, results without (grey) and with (black) reaction current are displayed.
The vertical dashed lines indicate the extensions of the diffuse layer (DL, left line) and of
the volume-diffusion layer (right line). All other parameter values as in Table 1.
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For Peer ReviewFigure 4: Radial profiles (y = 0, x > 0) of the real parts of the perturbation concentrations
of (a) anions, (b) active, and (c) passive cations in the vicinity of a conducting sphere of
radius a = 10 mm at ω = 10−4 rad/s. For ζ = 0, numerical results (filled circles) are plotted
along with the respective analytical solutions (solid lines) from Bu¨cker et al. (2018). For
ζ < 0, only numerical results (open symbols, dashed lines) exist. For both cases, results
without (grey) and with (black) reaction current are displayed. The vertical dashed lines
indicate the extensions of the diffuse layer (DL, left line) and of the volume-diffusion layer
(right line). All other parameter values as in Table 1.
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Figure 5: Radial profiles (y = 0, x > 0) of the real part of the perturbation potential
in the vicinity of conducting spheres (a) of radius a = 0.1 µm at ω = 3 · 104 rad/s and
(b) of radius a = 10 mm at ω = 10−4 rad/s. For ζ = 0, numerical results (filled circles)
are plotted along with the respective analytical solutions (solid lines) from Bu¨cker et al.
(2018). For ζ < 0, only numerical results (open symbols, dashed lines) exist. For both
cases, results without (grey) and with (black) reaction current are displayed. The potential
−E0x associated with the uniform external field Eext as well as the potentials around a
non-conducting (f = −1/2) and a perfectly conducting (f = 1) sphere are also included.
The vertical dashed lines indicate the extensions of the diffuse layer (DL, left line) and the
volume-diffusion layer (right line). All other parameter values as in Table 1
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Figure 6: Variation of real (σ′, top) and imaginary (σ′′, bottom) part of the effective nor-
malized conductivity with angular frequency. For the uncharged particle (ζ = 0), numerical
spectra (filled circles) can be compared to the analytical solution (solid lines) from Wong
(1979). For the charged particle (ζ < 0), only numerical spectra (open symbols, dashed
lines) exist. For both uncharged and charged particles, spectra without (grey) and with
(black) reaction currents are displayed. All other parameter values as in Table 1.
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Figure 7: As Figure 6 but for larger particle with a = 10 mm.
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For Peer ReviewFigure 8: Variation of the low-frequency limit of the effective conductivity σDC (left panel)and the maximum imaginary conductivity σ′′max (right panel) with the ζ-potential for radii
a = 0.1 µm, 31.6 µm (left and right panel), and 10 mm (right panel only). Conductivity
variations are displayed for simulations with (black circles) and without (grey diamonds)
reaction currents. The black solid lines illustrate the analytical approximation of σDC based
on the surface conductivity according to O’Konski (1960). Besides a and ζ, all parameter
values as in Table 1.
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For Peer ReviewFigure 9: Variation of relaxation times τ with particle radius a for three different concen-
trations of active anions n∞3 = 0, 0.03, and 0.12 mol/m3 (light grey, dark grey, and black,
respectively). For the uncharged particle (ζ = 0), numerical results (filled circles) can be
compared to the analytical solution (solid lines) from Wong (1979). For the charged particle
(ζ < 0), only numerical results (open symbols, dashed lines) can be displayed. Beside a, ζ,
and n∞3 , all other parameters as in Table 1.
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Figure 10: Variation of relaxation times τ with the ζ-potential for three different particle
radii a = 10−7, 3.16 · 10−5, and 10−2 m with (black) and without (grey) reaction currents.
All other parameter values are equal to those given in Table 1.
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