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ВВЕДЕНИЕ 
1. Актуальность проблемы, цели 
 и основные результаты исследований 
Сложность технических систем постоянно возрастает, что приводит 
к увеличению вероятности различных отказов, которые могут вызвать 
снижение качества процессов управления вплоть до потери устойчивости. 
В связи с этим проблемы надежности и отказоустойчивости объектов 
управления приобретают критическую важность. Быстрое обнаружение и 
оценка воздействия, порожденного динамическим сбоем, необходимы для 
своевременной перенастройки управления. Особо важную роль играет за-
дача синтеза наблюдателей, оценивающих сбойное воздействие, поскольку 
они является необходимым элементов всех методов активного противо-
аварийного управления (active fault tolerant control). 
Данным задачам было уделено существенное внимание  в ряде ста-
тей и монографий [1–20]. Тем не менее, на наш взгляд, в данной области 
существуют недостаточно изученные аспекты.  
Прежде всего, в подавляющем большинстве работ, посвященных за-
дачам обнаружения динамических сбоев и оценки их воздействия на 
управляемый объект не принимается во внимание частотный состав внеш-
него возмущения, хотя во многих случаях (прежде всего, в задачах управ-
ления морскими подвижными объектами) оно может быть описано как 
случайный Гауссов процесс с заданной спектральной плотностью или в 
более простой полигармонической форме. Учет этих особенностей при 
синтезе законов управления и асимптотических наблюдателей может зна-
чительно повысить их эффективность. 
В связи со всем перечисленным выше, существует необходимость 
создания методов синтеза наблюдателей-фильтров для обнаружения воз-
действия динамических сбоев на управляемый объект и его оценки, учи-
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тывающих частотные характеристики внешнего возмущения. Кроме того, 
необходимо обеспечить возможность их перенастройки на борту объекта в 
режиме реального времени. 
Указанные обстоятельства определяют актуальность проведения 
исследований, направленных на создание методов аналитического спек-
трального синтеза адаптивных наблюдателей для обнаружения динамиче-
ских сбоев и оценки их воздействия на управляемый объект. 
Целью работы является проведение исследований для развития ма-
тематических методов решения задач обнаружения динамических сбоев и 
оценки их воздействия с применением методов спектральной среднеквад-
ратичной оптимизации. 
Основное внимание в работе уделяется следующим направлениям 
исследований: 
 развитие методов спектральной оптимизации, в том числе для объ-
ектов с многомерным управляющим воздействием, адаптированных для 
синтеза наблюдателей-фильтров 
 исследование эффективности синтеза детекторов сбоев и оценива-
ющих наблюдателей в многоцелевой структуре 
 обеспечение астатизма синтезированного наблюдателя-фильтра от-
носительно внешнего возмущения 
 применение разработанных методов в практических задачах, для 
подтверждения их эффективности 
Диссертационная работа состоит из введения, трех глав, заключения 
и списка использованной литературы. 
Во введении формулируются задачи, рассматриваемые в проведен-
ном исследовании, осуществляется описание и краткий анализ используе-
мых математических методов, а также производится краткий обзор публи-
каций, посвященных рассматриваемым проблемам. 
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Первая глава диссертации посвящена спектральным методам H2 
оптимизации, используемым в дальнейшем в данном исследовании. В пер-
вой части главы описывается решение задачи среднеквадратичного синте-
за для систем с одним входом и одним выходом, что позволяет использо-
вать очень простой алгоритм, основанный на факторизации полиномов. 
Также представлен метод, который может быть применен к объектам с 
многомерным управляющим сигналом. Он гарантирует не единственность 
решения, что позволяет обеспечить дополнительные свойства замкнутой 
системы, такие как астатизм. Кроме того, приводится описание многоце-
левой структуры управления, которая позволяет легко задавать желаемый 
спектр корней характеристического полинома. 
Во второй главе осуществляется синтез H2 оптимального детектора 
динамических сбоев с применением методов, предложенных в первой гла-
ве. Приведены два практических примера. В первом случае наблюдатель 
формируется для объекта с одним входом и одним выходом и для его син-
теза самый простой и наименее требовательный к вычислительным ресур-
сам подход. Второй вариант более сложный и требует решения уравнений 
Риккати, но может быть применен к системам с несколькими измерения-
ми. Продемонстрирован синтез детектора, обладающего свойством аста-
тизма, в том числе в многоцелевой структуре. 
Третья глава посвящена построению асимптотических наблюдате-
лей, оценивающих воздействие динамических сбоев. Для решения постав-
ленных в ней задач использованы те же методы, что и в предыдущей гла-
ве. 
Основными результатами, которые получены на основе проведен-
ных исследований и выносятся на защиту, являются следующие: 
1. Усовершенствован спектральный подход к решению задач опти-
мизации по норме H2. Получены условия оптимальности управления, га-
рантирующие не единственность решения, что позволяет использовать 
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многоцелевую структуру управления и обеспечивать дополнительные 
свойства замкнутой системы. 
2. Предложены спектральные методы синтеза асимптотических 
наблюдателей для обнаружения и оценки медленно меняющихся  динами-
ческих сбоев. 
3. Работоспособность и эффективность предложенных методов про-
верена на примере математической модели управления движением мор-
ского судна под действием волнения, а также ветра и морского течения. 
Научная новизна и теоретическая значимость результатов квали-
фикационной работы определяется созданием новых методов синтеза 
наблюдателей для обнаружения и оценки воздействия аддитивных дина-
мических сбоев при воздействии полигармонического возмущения с уче-
том возможности адаптивной перенастройки в режиме реального времени. 
Практическая ценность работы состоит в возможности бортовой 
реализации предложенных методов в режиме реального времени. Также 
имеет значение то, что они могут быть применены в ситуации, когда воз-
действие внешнего возмущения сопоставимо с эффективностью органов 
управления. 
Работоспособность и эффективность предложенного подхода под-
тверждается конкретными примерами синтеза адаптивных наблюдателей 
для морских подвижных объектов.  
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2. Общая постановка и обсуждение рассматриваемых задач 
Задачи обнаружения и оценивания динамических сбоев сохраняют 
свою актуальность в настоящее время. Несмотря на существование множе-
ства публикаций в этой области, подобным задачам при наличии известно-
го спектрального состава внешнего возмущения, по нашему мнению, не 
было уделено достаточного внимания. Внешнее воздействие, рассматрива-
емое в данной работе, может быть представлено как сумма нескольких 
гармоник с известной центральной частотой (например, морское волне-
ние) и, кроме того, допускается присутствие в нем постоянной составля-
ющей (например, ветра или морского течения). Одним из наиболее рас-
пространённых примеров объектов управления, подверженных полигар-
моническому внешнему возмущению являются морские  подвижные объ-
екты, динамика которых рассматривается в практических примерах.  
Для решения поставленных задач в данной работе применяются ана-
литические методы спектральной 2H  оптимизации, основанные на идеях, 
предложенных в [21-29]. Подход, применяемый в них, основан на пара-
метризации множества передаточных функций замкнутых систем и факто-
ризации полиномов. В ряде ситуаций, решение задачи не единственно, что 
позволяет обеспечивать дополнительные качества, такие как астатизм, и 
использовать многоцелевую структуру регулятора. У спектральных мето-
дов оптимизации есть еще одно очень важное качество: они не требуют 
сложных вычислений, таких как решение линейных матричных нера-
венств. Данное обстоятельство, несмотря на рост мощности вычислитель-
ных систем, играет существенную роль при реализации бортовых систем 
автоматического управления в режиме реального времени, когда крайне 
желательно, чтобы все вычисления укладывались в один такт. Наконец, в 
некоторых случаях, при производстве беспилотных МПО может быть ис-
пользована самая простая и дешевая элементная база, что приводит к 
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ограничению вычислительной мощности и оперативной памяти. 
Заметим, что в работе рассматриваются такие системы, характери-
стики которых практически не зависят от текущего времени, в силу своих 
технических особенностей и особенностей рассматриваемых условий 
движения. Это позволяет рассматривать модели исследуемых объектов в 
виде автономных систем нелинейных обыкновенных разностных уравне-
ний. В практических задачах эти системы таковы, что допускают линеари-
зацию и дискретизацию. Таким образом, с учетом специфики задания мо-
делей МПО, в качестве основной математической модели исследуемого 
объекта рассматривается линейная стационарная система вида 
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 (в.1) 
где nEx  – вектор состояния объекта, rEu  – вектор управляющего 
воздействия, lEd  – вектор внешних возмущений, mEy  – вектор изме-
ряемых сигналов. A , B , H , E  и C  – постоянные матрицы соответствую-
щих размерностей.  
В рамках данного исследования предполагается что система (в.1) яв-
ляется полностью управляемой по вектору u  и наблюдаемой по вектору 
y , т.е. матрицы A , B , и C  таковы, что имеют место равенства 
nn  ),...,,,(rank 12 BABAABB , и nTnTTT  ),...,,,(rank 12 CACAACC . В 
силу выполнения этих равенств, возможно синтезировать стабилизирую-
щее управление  
 )()()()(
~
)( sssss xWyWu  . (в.2) 
Следует отметить, что управляющие органы морских судов имеют соб-
ственную динамику, которая могут моделироваться, например, наиболее 
простыми линейными уравнениями: 
 uδ  , (в.3) 
где δ  – состояние управляющих органов. 
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В большинстве рассмотренных в данном исследовании задач ска-
лярное внешнее возмущение )(tdd   может быть описано как выходной 
сигнал  формирующего фильтра  с передаточной функцией )(1 sS , соответ-
ствующей спектральной плотности мощности )(sSd  возмущающего  
воздействия: 
 
,)()()(
,)()()(
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1
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sTsNsS
d 

 (в.4) 
где полиномы )(sN  и )(sT  гурвицевы. Также может быть использовано 
более простое полигармоническое представление:  
 


dN
i
iidi tAtd
1
)sin()( , (в.5) 
где dN  – число гармоник, а diA , i , i  их амплитуды, частоты и фазы со-
ответственно. В этом случае предполагается, что известна его центральная 
частота 0 . Функционал, характеризирующий качество управления 
имеет следующий вид 
   ,'')()(')()('1lim 2
0
2 QuuRxxQuuRxx kdtttktt
T
I
T
T
   (в.6) 
где R, Q – симметричные положительно определенные матрицы, k – по-
ложительная постоянная. Требуется найти регулятор )(sW , обеспечиваю-
щий минимальное значение функционала (в.6) и принадлежащий множе-
ству W  регуляторов, обеспечивающих гурвицевость характеристическо-
го полинома замкнутой системы, что может быть записано в виде 
 
WW
W

 min)(II . (в.7) 
Функционал I может быть представлен в частотной области как 
   ,)())()()()((tr1
0
T2T dssSsskss
j
I
j
d



 uuxx QFFRFF  (в.8) 
где )(sxF , )(suF  – передаточные функции от d  к x  и u соответственно: 
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Далее вводится параметризация, предложенная в [21]: каждой паре 
)}(,)({ ss ux FF  однозначно соответствует матрица-параметр )(
~
s  и подын-
тегральное выражение в (в.8) может быть представлено в виде  
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где )(siT  – передаточные матрицы, определяемые параметрами объекта 
(в.1). В случае гармонического возмущения d  с частотой 0 , интеграл 
(в.8) принимает минимальное значения при любом )(
~
s , удовлетворяю-
щем условию 
 )()()(
~
010
1
200 
 jjj TT , (в.10) 
т.е. обращающим в нуль зависящее от него слагаемое.  В таком случае за-
дача (в.7) имеет бесконечно много решений, что позволяет добиться до-
полнительных качеств, таких как астатизм.  
Отдельное внимание уделяется случаю  SISO (Single Input and Single 
Output) систем, поскольку для него может быть применен алгоритм,  осно-
ванный только на факторизации полиномов без применения сложных вы-
числительных процедур, что делает его вычислительную сложность мак-
симально низкой. К сожалению, он не предоставляет указанных выше 
возможностей, что сужает область его применения. Представленные мето-
ды могут быть использованы для построения как базового закона управле-
ния, так и адаптивных наблюдателей, поскольку задача их синтеза являет-
ся сопряженной для некоторой задачи оптимального управления.  
Во второй главе внимание сосредоточено на решении задачи синтеза 
наблюдателей для обнаружения динамических сбоев. Динамика объекта 
задается линейной стационарной системой  
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),()(
),()()()()(
tt
ttttt
Cxy
EfHdBδAxx


 (в.11) 
где все переменные и параметры имеют то же значение что и в (в.1), а век-
тор f
n
Ef  – вектор воздействий, вызванных сбоем. Наблюдатель имеет 
вид 
 
,)ˆ(
~
,)ˆ)(()(
,ˆˆ
xCyC
xCyLν
νBuxAx



rr
ss

 (в.12) 
где nExˆ  – оценка состояния управляемого объекта,  nEν  – корректи-
рующий сигнал и 1Er  – сигнал о произошедшем сбое или остаточный 
сигнал (residual signal). Если значение r  близко к нулю то система работа-
ет в нормальном режиме, в противном случае произошел сбой. Следует 
отметить, что детектор (в.12) должен одновременно обладать максималь-
ной чувствительностью к сбойным воздействиям и быть невосприимчи-
вым к внешнему возмущению. 
Для формализованной постановки задачи вводятся два функционала  
 
2
22
2
11
)(max))((
,)(min))((
2
1
ssJJ
ssJJ
r
r
d
f
FL
FL




,  (в.13) 
где )(srfF , )(srdF  – это передаточные функции от f , d  к r  соответствен-
но, а 1 , 2  – диапазоны частот, характерных для возмущений f  и d . За-
дача состоит в поиске, передаточной матрицы )(sL , обеспечивающей од-
новременную минимизацию 1J  и максимизацию 2J . Во второй части вто-
рой главы рассматривается задача, где помимо подавления воздействия 
полигармонического возмущения требуется обеспечить астатизм, т. е.  
 0F d )0(r . 
Кроме того, приводится пример синтеза астатического детектора в много-
целевой форме. 
 13 
Четвертая глава посвящена задаче оценки сбойных динамических 
воздействий. Наблюдатель-фильтр имеет структуру  
 
,)ˆ)(()(
,)ˆ)(()(
,ˆ
,ˆˆˆ
xCyLν
xCyLν
νf
νfEBuxAx




ss
ss
ff
f


 (в.15) 
где используются те же обозначения, что и в (в.12), а дополнительные ко-
ординаты f
n
Efˆ  – оценка сбойного воздействия. Качество наблюдателя 
характеризуется временем оценки сбойного воздействия (напрямую свя-
занным со степенью устойчивости)  и воздействием внешнего возмущения 
на асимптотический наблюдатель, которое характеризуется  значением 
2
20
)( jdfeF , где )(sdfeF  – передаточная функция от d  к ошибке оценива-
ния сбойного воздействия ffef
ˆ . В обоих рассмотренных примерах 
приходится искать компромисс между качеством фильтрации и быстро-
действием, напрямую связанным со степенью устойчивости. 
В последующих главах работы приводится более подробное описа-
ние соответствующих задач и методов их решения. 
 
 
 
 
 
 
 
 
 
 
 
 14 
ГЛАВА 1. СПЕКТРАЛЬНЫЕ МЕТОДЫ H2 ОПТИМИЗАЦИИ  
 
Главная специфическая особенность данного исследования заключа-
ется в том, что при синтезе законов управления и наблюдателей-фильтров, 
предназначенных для обнаружения и оценки динамических сбоев необхо-
димо учитывать влияние внешнего возмущения. В случае управления 
движением морских судов,  оно представлено морским волнением, тече-
нием и ветром, причем морское волнение представляется либо как случай-
ный стационарный процесс, либо как сумма нескольких гармонических 
колебаний. 
В данной главе описываются спектральные методы H2 оптимизации, 
применяемые в данном исследовании. В большинстве задач управления 
подвижными объектами мощность управляющего воздействия ограничена, 
и поэтому приходится добиваться компромисса между точностью стаби-
лизации и интенсивностью управления, что определяет вид функционала 
качества. Большинство широко известных методов оптимизации, исполь-
зуют линейные матричные неравенства (LMI-technique) и не учитывают 
спектральные свойства внешнего возмущения, и поэтому в данной работе 
используются специальные спектральные методы, основанные на полино-
миальной факторизации и параметризации множества передаточных 
функций замкнутой системы.  
В данной главе представлены два алгоритма H2-оптимизации: пер-
вый из них, основан на распределении управляющего воздействия по ка-
налам управления. Из-за своей простоты, он очень удобен для решения за-
дач, касающихся SISO систем. Второй метод более сложен (содержит ре-
шение уравнений Риккати), но может быть применен к MIMO (Multiple In-
put – Multiple Output) объектам. Также он интересен тем, что позволяет 
обеспечивать дополнительные свойства замкнутой системы, в том числе, 
используя многоцелевую структуру управления. 
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1.1. Спектральный подход к H2-оптимизации, основанный на  
распределении управляющего воздействия по каналам 
Рассмотрим математическую модель LTI-объекта управления, пред-
ставленную в пространстве состояний: 
 
,
),(
uby
tdu
y

cx
hbAxx
 (1.1) 
где 
n
Ex  – вектор состояния, 
1
Eu  – скалярное управляющее воздей-
ствие, 
1
Ed   – скалярное возмущающее воздействие, 
1
Ey  – скалярная 
регулируемая переменная, A, b, h, c  – матрицы с постоянными компонен-
тами, yb  – постоянное число,  пара  cA,  полностью наблюдаемая. При 
этом будем считать, что вектор b, и число yb  заранее не заданы. 
В качестве возмущения d(t) будем рассматривать случайный стацио-
нарный процесс с нулевым математическим ожиданием, удовлетворяю-
щий эргодической гипотезе и имеющий заданную спектральную плот-
ность мощности – четную дробно-рациональную функцию 
)()()()( 11 sSsSSsS jsdd   , )(/)()(1 sTsNsS  , где N(s) и T(s) – 
гурвицевы полиномы. 
На движениях объекта (1.1) определим среднеквадратичный функ-
ционал  
   222
0
222 )()(
1
lim vkydttukty
T
I
T
T
  , (1.2) 
где k  – заданное вещественное число, usBv )( , 
 ybsAssAsB )()()()(
1   bAEc ,  )det()( AI  ssA . (1.3) 
Будем считать, что управление u для объекта (1.1) формируется в виде: 
 ysWu )( , (1.4) 
где W – передаточная функция регулятора, )()()( 21 sWsWsW  , причем 
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)(1 sW  и )(2 sW  – полиномы. 
Введём в рассмотрение множество 0 дробно-рациональных функ-
ций произвольных степеней, а также множество *  0, определяемое 
соотношением 
  330* ,1,0))((,0)(Re: niWWW ii  , где (1.5) 
 )()()()()( 123 sWsBsWsAs  , )(deg 33 sn  . (1.6) 
Таким образом, множество * – это совокупность регуляторов вида 
(1.4), обеспечивающих гурвицевость характеристического полинома )(3 s  
замкнутой системы, имеющего степень n3.      
Для  замкнутой  системы  (1.1), (1.4)  функционал (1.2) зависит от 
выбора передаточной функции W(1.s) регулятора и вектора 
  1TT  ny Ebbβ . При этом естественно поставить вопрос о поиске его 
минимума при условии гурвицевости характеристического полинома за-
мкнутой системы, что определяет задачу среднеквадратичного синтеза в 
следующей постановке: 
 
1* ,
min),(


nEW
WII
β
β . (1.7) 
 Обратим внимание на то, что, в отличие от классической теории 
среднеквадратичной оптимизации, задача (1.7) предполагает поиск не 
только передаточной функции )(sW  регулятора, но и вектора β  эффек-
тивности управления, определяющего распределение его влияния на от-
дельные уравнения состояния. 
Для решения задачи (1.7), прежде всего, преобразуем математиче-
скую модель (1.1) объекта управления, сводя ее к уравнению «вход-
выход» 
 dsLusBysA )()()(  .  (1.8) 
Здесь, в дополнение к обозначениям (1.3), введен полином 
 hAIc 1)()()(  ssAsL . (1.9) 
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Подчеркнем, что свобода в распределении управлений для объекта 
(1.8) определяется тем, что полином )(sB , для которого справедливо усло-
вие 
 nsBm  )(deg , (1.10) 
априорно не фиксирован. При этом в соответствии с (1.3) значения функ-
ционала (1.2) однозначно определяются выбором этого полинома и пере-
даточной функции регулятора (1.4). Тогда задача (1.7) преобразуется к ви-
ду 
 
bpBW
BWII


)(,*
min),( , (1.11) 
где b  – совокупность полиномов )(sB , удовлетворяющих (1.10). 
Теперь будем рассматривать задачу (1.11) для замкнутой системы 
(1.8), (1.4) с функционалом (1.2), что эквивалентно исходной постановке. 
Далее будем использовать следующие специальные обозначения для 
решения задачи (1.11): 
 
 
.)()()(
),,(),,(minarg,
02010
000
)(,
00 *
sWsWsW
BWIIBWIBW
bpBW


  (1.12) 
Дополнительно введем в рассмотрение вспомогательную замкнутую 
систему управления, в состав которой входит объект с математической 
моделью 
 dsLvysA )()(  ,  (1.13) 
а также регулятор 
 ysVv )( , (1.14) 
где  v  E1 – новое скалярное управляющее воздействие. Все прочие пере-
менные и параметры системы (1.13), (1.14) такие же, как и в системе (1.8), 
(1.4). Будем рассматривать функционал (1.2) и на движениях замкнутой 
системы (1.13), (1.14). Заметим, что в данном случае его значения опреде-
ляются только выбором передаточной функции )(pV  регулятора (1.14). 
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Это позволяет поставить следующую задачу оптимального среднеквадра-
тичного синтеза: 
 
*
min)(


V
VII , (1.15) 
для решения которой будем использовать обозначения 
 )()()(,)(),(minarg 02010000 * sVsVsVVIIVIV vV


. (1.16) 
По отношению к задачам (1.11) и (1.15) справедливо следующее ба-
зовое утверждение. 
Теорема 1. Задача (1.11) о достижении минимума функционала 
(1.2) на движениях замкнутой системы (1.8),(1.4) со свободным распреде-
лением управления эквивалентна задаче (1.15) о достижении минимума 
этого же функционала на движениях замкнутой системы (1.13),(1.14), в 
том смысле, что 
 )()()( 000 sWsBsV  , 00 II v  . (1.17) 
Доказательство. Предположим, что каким-либо путем найдено ре-
шение (1.12) задачи (1.11). Этому решению соответствует гурвицев харак-
теристический полином  
 )()()()()( 010020 sWsBsWpAs   (1.18) 
замкнутой системы (1.8),(1.4), а также минимальное значение 
  





0
2
0
2
010
22
020 )(
)(
)(
)()()( dS
j
jL
jWjBkjWI d  (1.19) 
функционала (1.2). 
Теперь сформируем регулятор 
 ysVv )(* , (1.20) 
где )()()( 00
*
sWsBsV  , и замкнем этим регулятором объект (1.13). Харак-
теристический полином замкнутой системы (1.13),(1.20) с очевидностью 
совпадает с (1.18), откуда следует, что 
**
)( sV . При этом легко видеть, 
что  регулятор (1.20) для объекта (1.13) обеспечивает значение (1.19) 
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функционала (1.2). Следовательно, имеет место равенство 0
** )( IVII  . 
Покажем, что при этом справедливо равенство vII 0
*  , используя доказа-
тельство от противного. 
Действительно, предположим, что найдется регулятор ysVv )(
~
   
)
~~~
( 21 VVV   для объекта (1.13) такой, что 
*)(
~
sV  и 0
*)
~
(
~
IIVII  . 
При этом выполним представление )()(
~
)(
~
11 sVsBsV  , где полином B
~
 удо-
влетворяет условию nsB )(
~
deg  и сформируем регулятор  
 ysWu )(
~
 ,  )(
~
)()(
~
21 sVsVsW  . (1.21) 
Но тогда для замкнутой системы (1.8),(1.21) имеем IBWI )
~
,
~
( , т.е. 
пара  BW ~,~  дает лучший результат, чем пара  00 ,BW , что невозможно. 
Отсюда следует, что 00
* III v  , )()( 0
* sVsV  . 
Таким образом, решение (1.12) задачи (1.11) однозначно определяет 
и решение задачи (1.15). 
Наоборот, предположим, что найдено решение (1.16) задачи (1.15). 
Тогда выполним любым способом представление  
 )()()( 0101 sVsBsV   (1.22) 
числителя передаточной функции )(0 sV  так, чтобы npB )(deg , и сфор-
мируем регулятор 
 ysWu )( ,  )()()( 0201 sVsVsW  . (1.23) 
Аналогично предшествующей ситуации нетрудно показать, что пара 
 BW ,  будет оптимальной в задаче (1.11), обеспечивая минимальное зна-
чение vII 00   функционала (1.2) для замкнутой системы (1.8),(1.23). 
Таким образом, теорема доказана полностью. ■ 
Замечание. Поскольку представление (1.22) в общем случае выпол-
няется не единственным образом, очевидно, что задача (1.11) может иметь 
не единственное решение. 
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Как следует из теоремы 1, задача синтеза (1.11) с распределением 
управлений сводится к эквивалентной задаче (1.15), относящейся к стан-
дартному кругу вопросов теории среднеквадратичной оптимизации.  
В рамках современных подходов задачу (1.15) можно трактовать как 
частный вариант 2H -оптимального синтеза и решать с помощью широко 
используемых методов типа «2-Риккати» процедуры или использовать 
технику LMI. Однако на этом пути имеются существенные трудности, свя-
занные с вырожденностью задачи (1.15) в контексте H-теории. 
Как показано в статье [23], преодоление указанных трудностей есте-
ственным образом реализуется в рамках специализированного спектраль-
ного подхода, детально представленного в работах [21, 26]. 
В соответствии с этим подходом, решение задачи (1.15), как частно-
го варианта задач среднеквадратичного синтеза, определяется передаточ-
ной функцией 
 
 
  )(/)()()()()(
)(/)()()()()(
)(
1
2
1
0
sGsNsLsAksRsT
sGsNsLsRsTsA
sV


  (1.24)
оптимального регулятора (1.14). Здесь )(sG  и )(1 sL  – гурвицевы полино-
мы, являющиеся результатами факторизаций 
 )()(1)()(2 sGsGsAsAk  , )()()()( 11 sLsLsLsL  , (1.25) 
)(sR  – вспомогательный полином, определяемый формулой 
 
)()(
)()()(
)( 11
1 ii
ii
n
i i gGgA
gLgS
sg
sG
sR




,  (1.26) 
где 
igsi
dssdGgG  |/)()( ,  ig  ( ni ,1 ) – корни полинома G(– s) (пред-
полагается, что все они являются простыми). Деление на полином )( sG   в 
формуле (1.24) осуществляется нацело (без остатка). 
Приведенное спектральное представление (1.24) решения задачи 
среднеквадратичного синтеза позволяет сформулировать утверждения. 
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Теорема 2. Передаточная функция )(0 sV  (1.16) оптимального регу-
лятора (1.14), являющегося решением задачи (1.15), может быть всегда 
представлена в виде 
 )()()( 000 sWsBsV  , (1.27) 
где )(0 sB  – полином степени n , а )()()( 02010 sWsWsW   – правильная ра-
циональная дробь, т.е.  
 nsB )(deg 0 , )(deg)(deg 0201 sWsW  . (1.28) 
Доказательство. Представим передаточную функцию (1.24) в виде 
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sss
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
 (1.29) 
и, вводя обозначения, )(deg sNp  , )(deg sTq  , )(deg sLk   найдем сте-
пени полиномов )(01 sV  и )(02 sV . Учитывая, что nsG )(deg  и 
1)(deg  nsR , из (1.24) получим 
     .,1max,,1max nknpqnnkpnqn    
Поскольку имеют место соотношения qp   и nk  , отсюда следует 
  .,1max,1 kpqqn   (1.30) 
Замечание: из (1.24) видно, что снижение степени полинома )(01 sV  
по сравнению с (1.30) невозможно, а для полинома )(02 sV  это возможно 
лишь при условии 1 qkp , однако такая ситуация является сугубо 
частной для конкретного значения  : далее будем считать, что она не 
имеет места. 
На основании (1.30) можно утверждать, что числитель 01V  в (1.29) 
всегда можно представить в виде произведения двух полиномов: 
 )()()( 01001 sWsBsV  , nsB )(deg 0 , 1)(deg 01  qsW . (1.31) 
При этом для степени полинома 02V  в знаменателе справедливо  
 1)(deg 02  qsV  либо 1)(deg 02  qkpsV  . 
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Таким образом, принимая )()()( 02010 sWsWsW  , где )()( 0202 sVsW  , при-
ходим к утверждению теоремы. ■ 
Теорема 2 по существу определяет метод решения исходной задачи 
(1.7) для объекта (1.1) с обратной связью (1.4).  
Теорема 3. Пусть найдена передаточная функция )(0 sV  (1.16), 
определяющая решение задачи (1.15), для которой имеет место пред-
ставление (1.27), указанное в теореме 2. Тогда решение 
   ),(minarg,
1*
,
**
ββ
β
WIW
n
EW


  (1.32) 
задачи (1.7) определится передаточной функцией )()( 0
*
sWsW  , а также 
вектором  
T
*T**
ybbβ  , где 
*
b  – решение линейной системы 
 syss b abbC
*
0  . (1.33) 
Здесь матрица  
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состоит из коэффициентов полиномов 
 nicscscscsC ii
n
ni
n
nii ,1,)( 01
2
)2(
1
)1( 



  ; 
вектор  T0001)2(0)1(00 bbbb nns b  включает коэффициенты полинома 
0001
2
)2(0
1
)1(000 )( bsbsbsbsbsB
n
n
n
n
n
n 



  , а вектор 
 
T
0121 aaaa nns a  – коэффициенты полинома 
01
2
2
1
1)( asasasassA
n
n
n
n
n  

  ; и, наконец, ny bb 0
*  . 
Доказательство. В соответствии с теоремами 1 и 2, регулятор (1.4) с 
передаточной функцией 0WW   совместно с полиномом )(0 sB  определяют 
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решение задачи (1.11) для объекта (1.8). Однако, как было отмечено выше, 
она эквивалентна задаче (1.7) в том смысле, что решением задачи (1.7) 
служит указанный регулятор (1.3) совместно с вектором 
  1TT  ny Ebbβ , который удовлетворяет тождеству 
 )()()()( 0
1 sBbsAssA y 
 bAIc . (1.34) 
Вводя обозначение 
  )()()()()()( 21
1 sCsCsCssAs n
AIcC ,  
перепишем тождество (1.34) в виде 
   yn bsAsBsCsCsC )()()()()( 021 b .  
Приравнивания коэффициенты при одинаковых степенях перемен-
ной s  в последнем соотношении, получим равенство  nyy bbb 0
*
  и си-
стему линейных уравнений (1.33) относительно неизвестных компонентов 
вектора b . Заметим, что условие полной наблюдаемости пары  cA,  га-
рантирует взаимную простоту полиномов nisCi ,1),(  , что, в свою оче-
редь, гарантирует невырожденность матрицы sC , т.е. существование 
единственного решения 
*
bb   системы (1.33). ■ 
Спектральный подход к среднеквадратичному синтезу, применение 
которого обосновано доказанными выше теоремами, позволяет построить 
вычислительную схему решения задачи синтеза с распределением управ-
лений. 
В качестве исходных данных будем принимать матрицы A , h , c  ма-
тематической модели объекта управления (1.1), значение весового множи-
теля   в функционале (1.2), а также полиномы )(sN  и )(sT  в спектральной 
плотности мощности возмущения. 
Для нахождения оптимального решения задачи (1.7) необходимо 
выполнить следующие действия: 
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1. Найти полиномы )det()( AI  ssA , hAIc 1)()()(  ssAsL , 
nisCi ,1),(  , где  
1
21 )()()()()(

 AEc ssAsCsCsC n . 
2. Выполнить факторизации 
 )()(1)()(2 sGsGsAsAk  , )()()()( 11 sLsLsLsL  , (1.35) 
т.е. построить гурвицевы полиномы )(sG  и )(1 sL . 
3. Сформировать вспомогательный полином 
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)()()(
)( 1
1 iii
ii
n
i i
gGgTgA
gLgN
sg
sG
sR




,  (1.36) 
где 
igsi
dssdGgG  |/)()( ,  ig  ( ni ,1 ) – корни полинома G(– s) (счита-
ем, что все они простые). 
4. Построить вспомогательную передаточную функцию 
 )()()( 02010 sVsVsV  ,   
   )(/)()()()()()( 101 sGsNsLsRsTsAsV  ,  (1.37) 
   )(/)()()()()()( 1
2
02 sGsNsLsAksRsTsV  ,  
выполняя деление на полином )(sG  нацело. 
5. Взять любые n корней i  полинома )(01 sV , а также все его остав-
шиеся корни ),1( njj    и сформировать полиномы  
  


n
i
issB
1
0 )( ,  



n
j
jssW
1
01 )( . (1.38) 
6. Сформировать вектор  T0001)2(0)1(00 bbbb nns b  коэффици-
ентов полинома )(0 sB  и вектор  
T
0121 aaaa nns a  коэффициентов 
полинома )(sA ; построить матрицу 
 25 
 



















02010
12111
)2()2(2)2(1
)1()1(2)1(1
n
n
nnnn
nnnn
s
ccc
ccc
ccc
ccc





C  
из коэффициентов полиномов nisCi ,1),(  .  
7. Найти решение *bb   линейной системы алгебраических уравне-
ний 
 sss abbC  0 . (1.39) 
8. В качестве передаточной функции оптимального регулятора (1.3) 
принять )()()( 02010 sWsWsW  , где )()( 0202 sVsW  . В качестве оптималь-
ного вектора b  принять *bb  ,  а в качестве оптимального числа ub  –
  1*  uu bb .  
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1.2. Спектральный подход к H2-оптимизации систем с многомерным 
управляющим сигналом при неединственности решения 
В данном разделе предлагается подход, применимый к задачам с по-
лигармоническим внешним возмущением, который несколько сложнее,  
чем описанный выше, но имеет существенно более широкие возможности. 
Рассмотрим линейную стационарную систему 
 
,
,)(
Cxy
HBuAxx

 td
 (1.40) 
где nEx  – вектор состояния системы, rEu  – вектор управляющего 
воздействия, d  – внешнее возмущение (далее предполагающееся скаляр-
ным), mEy  – вектор измеряемых переменных. Будем считать, что рас-
сматриваемая система управляема и наблюдаема. 
Внешнее возмущение d  рассматривается в виде 
 


dN
i
iidi tAtd
1
)sin()( ,  
где dN  – количество гармонических функций, diA , i , i  – их амплитуды, 
частоты и фазы соответственно. Предположим, что 0  – центральная 
частота d . 
Будем оценивать качество управления с помощь среднеквадратично-
го функционала 
 dtk
T
WJ T
T
T
T
)(
1
lim)( 2
0
QuuxRx   , (1.41) 
где R , Q  – положительно определенные матрицы с постоянными коэф-
фициентами, k  – положительная постоянная. Закон управления формиру-
ется в виде 
 xWWxWWu )()()()(
~
1
1
2 sssys
 , (1.42) 
где )(1 sW , )(2 sW  – ( nr  ) и ( rr  ) полиномиальные матрицы, и его поиск 
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осуществляется  на множестве W  регуляторов, обеспечивающих гурви-
цевость характеристического полинома замкнутой системы 
 ,))()(det())(()( 21
1 sAssAs ss
r
s WBW 
  где (1.43) 
 )det(,))(()( 1 ABAIB   ss AssAs .  
Требуется построить стабилизирующий регулятор WW )(s ,  обеспечи-
вающий минимальное значение функционала (1.41) 
 .min)(
WW
W

J   (1.44) 
Как было отмечено [21, 26], зависимость функционала J  от переда-
точной матрицы )(sW  имеет сложный нелинейный характер, поэтому рас-
смотрим передаточные функции )(sxF , )(suF  
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,)()(
1
1
HBWAIWF
HBWAIF
u
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
ss
ss
 (1.45) 
от d к векторам состояния и управления x  и u соответственно и запишем 
функционал J  в частотной области: 
   ,)()()()()(tr1
0
2 dssSsskss
j
J d
j
TT




 uuxx QFFRFF  (1.46) 
получая квадратичную зависимость от )(sxF , )(suF . Воспользуемся пара-
метризационнным подходом, предложенным в [21], и введем передаточ-
ную матричную функцию )(s  
 )()()()()( sssss ux FF  , (1.47) 
где )(s , )(s  – некоторые полиномиальные матрицы размерности – 
( nr ) и ( rr  ) соответственно. Их выбор может быть осуществлен анало-
гично [21], в виде 
 SBQ T
k
s 1
20
1
)(  , I 0)(s , (1.48) 
где матрица S  – решение матричного уравнения Риккати 
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 0
1 1
2
  RSBSBQSASA TT
k
. (1.49) 
Такой выбор параметров )(s , )(s  обеспечивает гурвицевость полинома  
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и упрощает многие вычисления. 
Запишем уравнения, описывающие динамику замкнутой системы в 
частотной области 
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и перепишем их с учетом обозначений (1.47) и (1.48): 
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где AIP  s . Используем формулу обращения Фробениуса обращения 
блочной матрицы,  учитывая равенство 
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 (1.51) 
и получим ее значение 
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Подставляя его в формулу (1.50), получим выражение передаточных мат-
риц замкнутой системы через параметр )(s : 
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где  HP 10
~  . 
Теперь выразим подынтегральное выражение в (1.46)  
 )()()()()()( 20
*
0 ssksssFsF
TT
uuxx QFFRFF  , (1.54) 
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как функцию )(
~
s .  Отметим, что при выборе параметров )(s , )(s  со-
гласно формулам (1.48), выполняется равенство,  доказанное в [21]: 
 QQRBB 21*2*1* )( kAAk ssss 
 , (1.55) 
что существенно упрощает дальнейшие вычисления. Выражение (1.54) 
может быть записано в виде 
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Видно, что )(3 sT  не зависит от параметра )(
~
s  и функционал 2J  прини-
мает минимальное значение тогда и только тогда, когда выражение 
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достигает своего минимума. В соответствии с фильтрующим свойством 
дельта-функции, выполняется равенство  
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Из равенства (1.57)  следует, что 2J   зависит от матрицы )(
~
0 j  и может 
быть минимизирован за счет выбора такого )(
~
)(
~
000  jj , что выра-
жение (1.57) обращается в нуль: 
 ,0)(
~
)()( 000201  jjj TT  или 
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 (1.58) 
Динамика оптимальной замкнутой системы на частоте 0  может быть по-
лучена подстановкой (1.58) в выражения (1.53): 
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Отметим, что полученные значения (1.59) только описывают динамику оп-
тимальной замкнутой системы на частоте 0 , но не дают решения постав-
ленной задачи минимизации функционала (1.41). Докажем условие опти-
мальности регулятора )(sW , доказав следующую теорему. 
Теорема 4. Решение задачи (1.44), является не единственным, при-
чем передаточная функция )(sW , стабилизирующая управляемый объект 
и удовлетворяющая условию  
 )()()( 000  jjj ux FFW , (1.60) 
обеспечивает минимальное значение функционала (1.41). 
Доказательство. Идея доказательства теоремы аналогична исполь-
зуемой в [24]. Необходимость условия c очевидностью вытекает из (1.42). 
Докажем достаточность, опуская для краткости аргумент 0j . Пусть 
найден любой регулятор )(sW , удовлетворяющий (1.60). Сначала запи-
шем очевидное равенство: 
 HAIFBAIF ux
11 )(
~
)(
~   ss , (1.61) 
перепишем его как 
 HFBFAI ux 
~~
)(s , 
и, подставляя (1.60) в (1.61) получим 
 HFBWAI x 
~
)(s , 
Теперь рассмотрим уравнения замкнутой системы. Её передаточные мат-
рицы имеют вид 
 
,)(ˆ
,)(ˆ
1
1
HBWAIWF
HBWAIF
u
x




s
s
 (1.62) 
и, согласно (1.62), при 0 js  имеем 
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Теорема доказана. ■ 
Наконец, рассмотрим два варианта вычисления передаточной мат-
рицы )(sW . Первый с использованием модального синтеза, задавая жела-
емый характеристический полином замкнутой системы.  К сожалению, 
модальный синтез не может быть осуществлен непосредственно, потому 
что зависимость полинома (1.43) от координат передаточной матрицы 
)(sW  носит нелинейный характер в случае многомерного управляющего 
сигнала. Один из способов преодолеть эту сложность – поочередно искать 
строки передаточной матрицы )(sW  
 )(/)()( 21 swss kkk ww  , rk ,,1  ,  (1.63) 
где )(1 skw , )(2 sw k  – полиномиальные строки и полиномы соответственно,  
строя r  замкнутых систем следующим образом.  
Отметим, что функции )(skw  могут быть построены в любом поряд-
ке, но для простоты предположим, что  они вычисляются по порядку от 1 
до r . Введем обозначения  )()()()( 21 ssss rssss bbbB  , 
)()(0 sAs s , )(
0 sjsjs bb  , rj ,1 ,  ss HH 
0 , зададим 1k  и перепишем 
(1.63) как 
 )()()()()()( 111 sdssusss
k
s
r
ki
i
k
isk



   Hbx . (1.64) 
На k-м шаге мы строим обратную связь 
 )()()( sssu kk xw , )(/)()( 21 swss kkk ww  , (1.65) 
решая уравнения 
 )()()()()( 1121 ssssws k
k
kskkk 

 bw , (1.66) 
 )())(()()( 0200001  jwjjjj k
k
k ux FFw , (1.67) 
 32 
где )(sk  – задаваемый на k-м шаге полином, )( 0j
k
uF  – k-я строка 
)( 0juF , принимая во внимание дополнительные условия, если они есть 
(такая ситуация возникнет в Главе 3) и то, что полином )(1 sk  и коорди-
наты )(1 skis
b  могут иметь общие корни, которые должны быть корнями 
полинома )(sk .  Затем мы подставляем построенную обратную связь в 
выражение (1.64) и получим выражение 
 )()()()()())(( 1
1
11
1 sdssusss
k
s
m
ki
i
k
isk
k
ksk



   HbxwbI , (1.68) 
которое может быть переписано как 
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 (1.69) 
После этого номер k увеличивается на единицу и вычисления (1.64)-(1.69) 
повторяются. После r-го повторения мы получим оптимальный регулятор 
 
T
21 )()()()( ssss
T
r
TT wwwW  . 
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1.3. Синтез 2H  оптимального регулятора в многоцелевой структуре 
Несложно заметить, что описанный выше способ построения пере-
даточной матрицы оптимального регулятора выглядит достаточно слож-
ным, особенно в случае, когда размерность вектора управлений достаточ-
но велика. Опишем более простой способ обеспечить желаемое распреде-
ление корней характеристического полинома замкнутой системы.  
С этой целью обратимся к понятию многоцелевой структуры обрат-
ной связи, представленной в работе [26]. Эта структура включает в себя 
три элемента: базовый стабилизирующий закон управления Kxu  , 
асимптотический наблюдатель и динамический корректор: 
 
).)((
,
),(
CzyF
Kzu
CzyLBuAzz



s

 (1.70) 
Здесь nEz  – вектор состояния наблюдателя, rE  – выход динамиче-
ского корректора, передаточная функция которого )(sF  имеет элементы 
)(
)(
)(
s
sN
sF
c
ij
ij
F
  с гурвицевым знаменателем )(sF . Предполагается, что по-
стоянные матрицы K  и L  известны и требуется найти передаточную мат-
рицу )(sF , обеспечивающую оптимальность регулятора (1.70). 
Вначале рассмотрим характеристический полином замкнутой систе-
мы (1.40), (1.70). Представим корректор )(sF  в пространстве состояний, 
для простоты предполагая, что все его элементы )(sFij   – строго правиль-
ные дроби:  
 
,
),(
p
Сzpp

 y
 
где  ,,  – постоянные матрицы, такие что 
 )()( 1 ss FI   . 
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Теперь рассмотрим уравнения системы (1.40), замкнутой регулято-
ром (1.70), которые принимают вид 
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и запишем ее характеристический полином 
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Если прибавить к первому столбцу второй, и затем вычесть из второй 
строки первую, то мы получим, что  
 )()()(
0
00)( 0 sss
s
s
s
s FL
IC
LCAI
BBKBKAI




 ,  
где )det(0 BKA  , )det( LCAL   и  det)(sF . Таким образом, 
варьируемые корни )(s  совпадают с корнями )(sF . 
Теперь покажем связь между корректором и передаточной матрицей 
регулятора. Для этого сначала запишем уравнения (1.70) в частотной обла-
сти в виде уравнения «вход-выход» 
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 (1.71) 
где блоки )(sijT  передаточной матрицы )(sT  определяются как 
     
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ss
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T . (1.72) 
Рассмотрим  систему (1,71) как объект управления, а корректор  – как ре-
гулятор и, выразим из (1.72)  y , исключая вспомогательные переменные 
 ,  . В результате получим передаточную матрицу от y  к u 
   )()()()()()()(
~
21
1
221211 sssssss TFTIFTTW

 , (1.73) 
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и выразим из (1.73) )(sF  
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 (1.74) 
Теперь покажем, как построить регулятор (1.70), удовлетворяющий усло-
вию (1.60). Сначала найдем комплекснозначную матрицу 0 , удовлетво-
ряющую равенству 
 )()( 000  jj ux FCF ,  
после чего найдем необходимое )( 0jF  по формуле 
      ,)(
0
1
21110
1
12
1
22
1
21110
1
120 
  jsj TTTTTTTIF  
Предварительно задав полином )(sF  с желаемой степенью устойчивости, 
вычислим числители элементов корректора, обеспечивающие выполнение 
равенства 
 )()()( 000  jjjN ij
c
ij FF . 
Наконец, следует отметить, что настройка корректора может осу-
ществляться не только для оной частоты 0 , но и для нескольких частот. 
Ниже, в Главе 2 будет рассмотрена задача по обеспечению желаемого по-
ведения системы как на центральной, так и на нулевой частоте. 
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ГЛАВА 2. СПЕКТРАЛЬНЫЙ СИНТЕЗ НАБЛЮДАТЕЛЕЙ-
ФИЛЬТРОВ ДЛЯ ОБНАРУЖЕНИЯ ДИНАМИЧЕСКИХ СБОЕВ 
 
В настоящее время существует достаточно много методов обнару-
жения динамических сбоев, в том числе использующих асимптотические 
наблюдатели. Подробная библиография работ в данном направлении при-
сутствует, например, в монографии [1].  
Несмотря на разнообразие математических методов обнаружения 
динамических сбоев, в большинстве из них присутствует общая идея: сиг-
нал, измеряемый сенсорами управляемого объекта, сравнивается с «эта-
лонным» сигналом, полученным тем или иным методом, например с по-
мощью статистического анализа ранее полученных данных об объекте, 
нейронной сети или, как в данном исследовании, модели управляемого 
объекта. Разница между оценкой, полученной с их помощью, и измерени-
ем называется остаточным сигналом (residual signal) и определяет, функ-
ционирует объект в нормальном режиме (если этот сигнал близок к нулю)  
или же произошел сбой. 
В данной главе предлагаются два метода спектрального синтеза де-
текторов динамических сбоев для систем, подверженных воздействию по-
лигармонических колебаний. Первый из них максимально простой и мо-
жет быть использован для систем со скалярным измеряемым сигналом. 
Второй вариант содержит сложные вычисления –  решение уравнений 
Риккати – но может быть применен для систем с многомерным выходом, а 
также дает достаточную свободу в выборе структуры наблюдателя, что 
позволяет обеспечивать желаемые свойства в дополнение к H2 оптималь-
ности. Наконец, демонстрируется синтез детектора динамических сбоев в 
многоцелевой структуре. 
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2.1. Спектральный синтез H2-оптимального  
детектора динамических сбоев для SISO систем 
Представим объект управления, заданный линейной стационарной 
моделью в пространстве состояний 
 
,
),()(
cx
EpbAxx


y
tftdu
  (2.1) 
где nEx  – вектор состояния объекта, uy, , d  и f  – скалярные величи-
ны: y  – измеряемая координата, u  – управляющее воздействие, d  – внеш-
нее возмущение, f  – сбойное воздействие. Предполагается, что сигнал f  
является медленно меняющимся, т.е.  0f . 
Наблюдатель, предназначенный для обнаружения сбойного воздей-
ствия, имеет следующий вид: 
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 (2.2) 
Будем считать, что внешнее возмущение представляется стационарным 
эргодическим случайным процессом )(td , имеющим заданную спектраль-
ную плотность  sSd  мощности: 
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где   – центральная частота,  ts , ts  – степень «размытости» спектра 
по частотам. Отметим, что при синтезе постоянный множитель  /4 rD  
не играет роли и может быть опущен. Также возможно использовать более 
простое полигармоническое описание этого возмущения в виде 
    


hn
i
iidi tAtd
1
sin , 
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где diA , i , i  – амплитуда, частота и фаза соответствующих гармоник. 
Сигнал )(tr  должен быть максимально чувствителен к постоянному 
воздействию, порождающему сбой, и, в то же время, он не должен  реаги-
ровать на внешнее возмущение d .  
Для формализованной постановки задачи будем использовать идею, 
сходную с методом  HH /   оптимизации, описанным в [1]. Функционал, 
характеризующий качество работы наблюдателя–фильтра  (2.2),  имеет 
вид 
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jFJjFJ
JJsWJJ
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 (2.4) 
где )(sFrf , )(sFrd  – это передаточные функции от f , d  к r  соответствен-
но, а 1 , 2  – диапазоны частот, характерных для возмущений f  и d .  
Задача состоит в поиске элементов  sW  и L , обеспечивающих максимум 
функционала J :  
Запишем систему в отклонениях относительно переменных 
xxex ˆ , xyey ˆc : 
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 (2.5) 
и рассмотрим ее в изображениях по Лапласу: 
              ,sfsEsdsPsLsesA y   где (2.6) 
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соответственно, )(sFrf , )(sFrd  могут быть выражены как 
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где )(s  - характеристический полином замкнутой системы 
   )()()()( 12 sWsLsWsAs  . 
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Отметить, что динамика замкнутой системы (2.5), (2.7) зависит от 
вектора L   и передаточной функции  sW . Один из вариантов решения 
данной задачи – искать их последовательно, но это увеличивает объем вы-
числений, поэтому в данной статье предложен алгоритм их одновременно-
го поиска, (подробно описанный в [31], где был применен для решения 
подобной задачи). Если произвести в (2.6) замену переменной  s  на 
   sesVs y)(
~  , где 
 )(/)()( 21 sVsVsV  , )()()( 11 sWsLsV  , )()( 22 sWsV  ,   
то (2.6) принимает вид  
              sfsEsdsPssesA y 
~ . (2.8) 
Из уравнения (2.4) видно, что динамика замкнутой системы полностью 
определяется передаточной функцией )(sV , поиск которой может быть 
осуществлен посредством минимизации функционала 
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Здесь коэффициент k  характеризует интенсивность подавления внешнего 
возмущения: заметим, что его уменьшение влечет повышение степени 
устойчивости замкнутой системы. Согласно теореме, приведенной в [26], 
для любого полинома )(s  с заданной степенью устойчивости st  можно 
указать такой вектор  , что   ,)( * ss , 
 
 
 
    
        
   
 
 .,,,...,,,,
,,
,,,2,
где,2/,,,,
~
,,
~
,
,,
~
,
02122211211
2
01
2
2
2
1
202
1
1
1
012*
*
1
*
*
ddd
stdstd
ististstiiststi
d
d
i
stisti
std
a
aa
mdasass
sas
s
s














 (2.10) 
Несложно заметить, что  
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из чего следует, что чувствительность фильтра к постоянный воздействи-
ям обратно пропорциональна степени устойчивости замкнутой системы . 
Для минимизации функционала J
~
 (2.9) используется описанный в 
главе 1 специализированный спектральный подход к решению задач H2 
оптимизации с одним входом и одним выходом, основанный на распреде-
лении управляющего воздействия по каналам, и позволяющий получить 
решение задачи (2.8) – (2.9) аналитически. Ниже приведем алгоритм 
нахождения оптимальной )(0 sV . 
Алгоритм 1: 
1. Выполнить факторизации 
 
),()()()()()(
),()(1)()(2
sPsPsNsNsNsN
sGsGsAsAk
dd 

 (2.11) 
где полиномы )(sG  и )(sN  гурвицевы. 
 Построить вспомогательный полином  
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sg
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
, (2.12) 
где nigi ,1,   – корни полинома )( sG  .  
2. Сформировать  оптимальную передаточную функцию )(0 sV  
 
 
  )(/)()()()(
)(/)()()()(
)(
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)(
2
02
01
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sGsNsAksRsT
sGsNsRsTsA
sV
sV
sV
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
 ,  (2.13) 
где деление на полином )( sG   производится нацело. 
Отметим, что характеристический полином )(s  в (2.7)  имеет вид  
 )()()( sGsNs  . (2.14) 
После проведения данных вычислений  следует разделить корни полинома 
)(01 sV  на две группы ,,1  nii  и  ,,1  njij  ))(deg( 01 sVnn   , т.е. 
    



n
i
issL
1
0 ,   0011 /)( LsVsW  ,    sVsW 022  , (2.15) 
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а затем найти соответствующий вектор xL , такой что  
Данный подход, в принципе, можно использовать непосредственно, но он 
может быть модифицирован, для повышения чувствительности наблюда-
теля к низкочастотным воздействиям. Для этого следует деформировать 
спектральную плотность (2.3), используя в вычислениях (2.11) - (2.13) 
вместо )(sN  измененный полином  sN
~
 
  sNsNsN *)()(
~
 , (2.16)
где  sN *  – гурвицев полином с заданной степенью устойчивости (можно 
принять ее равной минимальной допустимой степени устойчивости за-
мкнутой системы st ). Данное преобразование позволяет понизить степень 
устойчивости полинома (2.14) и, следовательно, повысить чувствитель-
ность  наблюдателя к низкочастотным возмущениям. Полином   sN *  мо-
жет быть параметризован согласно формулам (2.10):     ,,** stsNsN . 
Поскольку, в этом случае передаточная функция )(sV  определяется пара-
метрами  ,, stk , то функционал J  также определяется ими, т.е. 
),,(( stkJJJ  . 
На базе всего написанного можно сформулировать алгоритм поиска 
оптимальных параметров наблюдателя-фильтра (2.2).  
Алгоритм 2: 
1. Задать начальные параметры: минимальную допустимую степень 
устойчивости ,st  степень деформирующего полинома  )deg(
** sNn    
начальные значения 0kk  , 
*
0
nR .  
2. Вычислить    stsNsN  ,,
**  по формулам (2.10), а затем )(
~
sN  (2.16). 
3. Вычислить решение задачи (2.9)-(2.10)      sVsVsV 21 /  согласно фор-
мулам Алгоритма 1 (2.11)-(2.13), а также вектор L  и передаточную функ-
цию )(sW  в соответствии с (2.15).  
4. Вычислить значение ),,())(,( stkJsWJJ  L  (2.4). 
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5. Получить вектор * , обеспечивающий минимум J , используя любой 
численный метод. 
6. Если ),,( * stkJJ   слишком мало изменить k  или st . 
7. Получить оптимальные *kk  , * , *stst  . Используя их, вычис-
лить соответствующие L , )(sW . 
Рассмотрим пример практического применения данного алгоритма. 
Пусть задана математическая модель (2.1), описывающая движение мор-
ского судна в горизонтальной плоскости, со следующими параметрами 
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Сигнал  td  может быть представлен в полигармонической форме, 
как сумму трех волн: 
        ttttd 000 1.1sin1.0sin19.0sin1.0  , 45.00  . 
Исходя из этого, выберем параметры выражения (2.3) 45.0 , 
01.0ts (малое, чтобы усилить частотные свойства).  1.0,01  , 
  1.1,9.02 , 2
* n . Применив Алгоритм 2, получим параметры оп-
тимально фильтра 
 
T
125.157.29L , 
23,126,037,6
12,068,143,16
)(
23
2



sss
ss
sW . 
На рис. 2.1, 2.2 изображены частотные характеристики передаточ-
ных функций )(sFrf , )(sFrd , и процесс обнаружение  постоянного сбоя, 
соответственно. Можно заметить провал в области центральной частоты 
)(td , т. е. наблюдатель обладает  выраженными фильтрующими  
свойствами. 
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Рис. 2.1. Частотные характеристики передаточных функций rdF  и rfF  (2.7) 
 
 
Рис. 2.2 Процесс обнаружения динамического сбоя 
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2.2. Синтез детектора динамических сбоев с применением 
спектрального подхода к MIMO H2-оптимизации 
Подход к синтезу наблюдателя-фильтра, основанный на SISO H2-
оптимизации и представленный в предыдущем разделе имеет существен-
ный недостаток, затрудняющий его практическое применение: построен-
ный фильтр подавляет только колебательное возмущение. В ранее рас-
смотренных [25, 26] примерах, на морское судно воздействует внешнее 
возмущение, состоящее из суммы полигармонического колебания и посто-
янного воздействия 
 )(1)sin()( 0
1
tdtAtd
dN
i
iidi 

, (2.17) 
где diA , i  и i  – соответственно амплитуда, частота и фаза учитываемых 
гармоник, dN  – их количество, 0d  – постоянное число и )(1 t  – скалярная 
единичная функция. Для того чтобы детектор был невосприимчив к нему 
требуется обеспечить дополнительное свойство астатизма. 
Рассмотрим линейную стационарную систему 
 
,
,)(
Cxy
HEfBuAxx

 td
 (2.18) 
где все переменные имеют тот же смысл, что и в предыдущем разделе, но 
предполагается, что nRx , f
n
Rf , mRy .  Выходной сигнал не является 
скалярным, что усложняет задачу, но с другой стороны, обеспечивает до-
полнительные возможности. 
Запишем детектор в структуре 
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xxCCyC
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νBuxAx
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rr xr
ss

 (2.19) 
где nRt )(ν  – корректирующий сигнал, 1)( Rtr   – остаточный сигнал и 
)(sL  – передаточная матрица, параметры которой требуется определить во 
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время синтеза детектора. Введем аналогичные (2.5) обозначения  
 xxex ˆ , xCyCee xy ˆ ,  (2.20) 
и запишем динамику ошибки оценивания 
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 (2.21) 
Чувствительность детектора и эффективность фильтрации внешнего воз-
мущения выражается значениями 
 
,)(min,)(max
,/))(,(
12
10
10



jFJjFJ
JJsWJJ
rfrd
L
 (2.22) 
где 1 , 2  – диапазоны частот, характерных для возмущений f  и d ,  
)(sFrd , )(srfF  – передаточные функции от возмущения )(td  и воздействия 
сбоя )(tf  к остаточному сигналу )(tr : 
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ss
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 (2.23) 
Отметим, что  0J  и 1J  – функционалы передаточной матрицы )(sL  и за-
дача синтеза наблюдателя (2.20) может быть записана в виде 
 ,min)(
LL
L

J  (2.24) 
где L  – множество )(sL , гарантирующих устойчивость замкнутой си-
стемы (2.7) .  Кроме того, построенный детектор не должен реагировать на 
постоянное внешнее возмущение, т. е. должно выполняться свойство аста-
тизма по выходу  )(tr  относительно сигнала )(td , сохраняя чувствитель-
ность к сбойному воздействию f  или 
 0)0( rdF , 0)0( fFr . (2.25) 
В первую очередь, решим задачу минимизации функционала 0J , характе-
ризующего подавление полигармонического волнения, с помощью спек-
трального подхода к среднеквадратичной оптимизации, описанного в пер-
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вой главе. Рассмотрим вспомогательную линейную стационарную систе-
му, получаемую транспонированием (2.21) 
 ,1111111 dHuBxAx   (2.26) 
где nR1x , 
mR1u , 
T
1 AA  , 
TCB 1 , 
T
1 rCH   и 
1
1 Rd   – гармониче-
ское возмущение с частотой 0 . Управляющий сигнал  )(1 tu  формиру-
ется в виде 
 11
1
2111 )()()()( xWWxWxLu ssss
T  , (2.27) 
где )(1 sW , )(2 sW  – полиномиальные матричные функции размерности 
( nm ) and ( mm ) соответственно, и рассмотрим следующий средне-
квадратичный функционал 
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где  THHR  , 1
TxHe , Q  – симметричная положительно определенная 
матрица, например единичная, k – положительное число близко к нулю и 
сформулируем вспомогательную задачу среднеквадратичной оптимизации 
 ,min)(2
WW
W

J  (2.29) 
где W  – множество регуляторов (2.28), таких, что все корни характери-
стического полинома замкнутой системы 
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расположены в открытой левой полуплоскости. Если рассмотреть переда-
точную функцию )(
1
sedF  от 1d  к e   
 T11
T )()(
1 red
ss CAIHF  , 
Несложно увидеть, что )()(
1
ss Trded FF   и 002 JJ k   . 
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Используя метод, описанный в разделе 2 главы 1, мы получим век-
тора описывающие динамику замкнутой системы (2.26), (2.27) на             
частоте 0 : )( 01 jxF , )( 01 juF , где 
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Они могут быть выражены как функции параметра )(s  
  )()()()()(
11
sssss ux FF  , (2.32) 
следующим образом: 
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Для вычисления передаточной матрицы )(1 s  необходимо получить зна-
чения параметров )(s  и )(s , пользуясь походом, предложенным в [21]. 
Для этого требуется найти решение матричного уравнения Риккати 
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, (2.34) 
и использовать его для вычисления: 
 SBQ T
k
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)(  , I 0)(s .  
Такая параметризация позволяет ввести обозначения  
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и выразить )(1 s  как  
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Наконец, получим значение )(
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и вычислим )( 01 jxF , )( 01 juF , используя его: 
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Как следует из Теоремы 4 главы 1,  для оптимальности регулятора )(sW  
(2.27) необходимо и достаточно выполнение условия: 
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 Далее требуется решить вопрос обеспечения астатизма сигнала )(tr  
относительно возмущения d , стабилизируя систему с помощью процеду-
ры модального синтеза (1.63)-(1.69).  Следует особо отметить, что приме-
нение таких подходов как синтез регулятора (2.27) в PID-структуре или в 
скоростной форме [26] невозможно в рамках данной задачи, потому что 
они подавляют воздействие любого постоянного воздействия, в том числе 
вызванного сбоем. Несложно заметить, что значения, характеризующие 
чувствительность детектора к постоянным воздействиям d  и f , зависит от 
матрицы )0(0 LL  , что приводит к идее получить условия выполнения 
(2.25) аналитически из уравнений, описывающих  динамику управляемого 
объекта но, ввиду их разнообразия, здесь сложно дать какие либо конкрет-
ные указания. Сформулируем такие условия, для динамики морского суд-
на, описанной в предыдущем разделе, обозначив ее параметры как 
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предполагая, что измеряются угол дрейфа и курс. Обозначим координаты 
матрицы )0(0 LL   как ijl  
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и рассмотрим компоненты вектора   HCLA
10  : 
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Несложно заметить, что последняя компонента полученного вектора зави-
сит только от первого столбца )(sL ,  и если выбрать  100rC , то 
0)0( rdF  эквивалентно равенству 
 03112231212211112211121  lhalhalhlhhaha . (2.39) 
Наконец, рассмотрим практический пример применения данного 
подхода для судна с параметрами аналогичными указанным в предыдущем 
разделе,  кроме матрицы C , которая предполагается следующей 
 






100
001
C . 
Внешнее возмущение, представленное в полигармонической форме, имеет 
следующий вид 
 )1.1sin(1.0)9.0sin(1.0)sin()( 000 ttttd  , 45.00  . 
Задав значения  100rC , ,IQ   k=0.01, вычислим передаточные 
функции (2.37) 
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вычислим решение матричного уравнения Риккати (2.34) 
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параметры 0 , 0  согласно (2.35) 
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получим динамику оптимальной замкнутой системы на частоте 0 : 
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На Рис. 2.3 изображены графики частотных характеристик rdA  and rfA  пе-
редаточных функций rdF  и fFr  замкнутой системы с параметром )(sL  вы-
численных в этом разделе. Несложно заметить, что кривая rdA  близка к 
нулевому значению на нулевой частоте и в окрестности центральной ча-
стоты 0 , т. е. воздействие внешнего возмущения )(td  успешно подавля-
ется. На Рис. 2.4 продемонстрирована работа построенного детектора: на 
100 секунде резко повышается интенсивность постоянного внешнего воз-
мущения, но остаточный сигнал )(tr  возвращается в нулевое положение. 
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На 300 секунде произошел сбой, который был успешно обнаружен синте-
зированным детектором. 
 
 
Рис. 2.3. Частотные характеристики передаточных функций rdF  и rfF  
(2.23) 
 
 
Рис. 2.4. Процесс обнаружения динамического сбоя астатическим  
детектором 
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2.3. Синтез H2-оптимального  
детектора динамических сбоев в многоцелевой структуре 
В данном разделе рассматривается  синтез наблюдателя (2.20) в мно-
гоцелевой структуре. Ее применение имеет определенные достоинства и 
недостатки. С одной стороны, перенастройка на новую частоту и форми-
рование характеристического полинома замкнутой системы осуществляет-
ся несколько проще. С другой, присутствует существенный недостаток – 
применение вспомогательного наблюдателя удваивает размерность систе-
мы, что повышает требования к вычислительным ресурсам. 
Основная идея такова: вектор ошибки оценивания xe  в свою очередь 
подлежит оценке с помощью вспомогательного асимптотического  
наблюдателя, а поправочный сигнал формируется с помощью  
следующей системы 
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CeK
CzLν
CeLνAzz
y
yz



 (2.40) 
где z  – оценка вектора xe ,   – выход динамического корректора )(sK  с 
Гурвицевым характеристическим полиномом )(sK ,  0L  –  ранее вычис-
ленная матрица базового наблюдателя полного порядка, zL  – некоторая 
заданная матрица, такие что полиномы )det( 00 CLA  , 
)det( CLA zz   – Гурвицевы. Ранее, в главе 1, было показано Дополни-
тельно подчеркнем, что передаточная матрица )(sL  от ye  к ν   при прочих 
равных однозначно определяются выбором передаточной функции )(sK  
корректирующего устройства. 
Для обеспечения успешного подавления внешнего возмущения тре-
буется найти соответствующие значения )( 0jK  и )0(K . Как получить 
необходимое значение )( 0jK  подробно описано в Главе 1: записав урав-
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нения (2.40) в частотной области 
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и получив выражение )(sL  
   )()()()()()()( 21
1
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выразить из него )(sK  
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Подставляя в полученное равенство аргумент   js , получим  
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Очевидно, что значение )( 0jL  может быть получено из уравнения (2.39), 
поэтому подробно остановимся на вычислении матрицы )0(L , обеспечи-
вающей выполнение условие (2.26). Очевидно, что при их выполнении 
существуют векторы nE1e , 
nE2e , удовлетворяющие условиям 
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 (2.43) 
которые несложно переписать в виде системы линейных уравнений,   из 
которых может быть получено )0(0 LL  . Ненулевые координаты векторов 
1e , 2e  могут быть заданы во время  процесса синтеза наблюдателя, что 
может быть записано как )(11 γee  , )(22 γee  , где γ  – вектор задаваемых 
параметров. Выбор γ  влияет на значение функционалов (2.23) и тоже мо-
жет быть использован для оптимизации. 
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Исходя из уравнений (2.44), (2.39) получим значения матриц 0L  
0
0 )( jL , а затем найдем по формуле (2.43) требуемые значения кор-
ректора )( 0jK  и )0(K , предварительно задав характеристический поли-
ном корректора )(sK . После этого можно построить замкнутую систему 
(2.21), (2.40) и найти значение функционала  J , которое может быть рас-
смотрено как функция параметра γ . Значение, *γγ  , обеспечивающее 
минимальное значение функционала качества может быть получено с по-
мощью любого численного оптимизационного алгоритма, например мето-
да Нелдера-Мида. 
Рассмотрим практический пример применения описанного выше 
подхода в ситуации, аналогичной описанной в предыдущем разделе. Зада-
дим матрицы базового и вспомогательного наблюдателей, порядок кор-
ректора 3Kn , полином )(sK  и начальное значение вектора 
)( 521  γ  определяющего значения 1e , 2e  
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После проведения оптимизационной процедуры получим 
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и передаточную матрицу корректора 
 
.
344.004.36.0
372.049.085.1
43.172.006.9
12.065.121.0
27.022.042.1
87.0544.016.6
008.014.07.0
1
)(
2
2
2
2
2
2
23




















s s
 s s
 s s
 s s
 s s
 s s
sss
sK
 
На рис. 2.5, 2.6 продемонстрированы графики  передаточных функций  
rdF , fFr  и процесс обнаружения динамического сбоя. Как можно заметить, 
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построенный детектор практически нечувствителен к воздействию по ка-
налу d   в области нулевой частоты и 0 .  
  
Рис. 2.5. Частотные характеристики передаточных функций rdF  и frF  
 
 
Рис. 2.6. Процесс обнаружения динамического сбоя астатическим  
детектором в многоцелевой структуре 
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ГЛАВА 3. СПЕКТРАЛЬНЫЙ СИНТЕЗ НАБЛЮДАТЕЛЕЙ-
ФИЛЬТРОВ ДЛЯ ОЦЕНИВАНИЯ ВОЗДЕЙСТВИЯ ДИНАМИЧЕ-
СКИХ СБОЕВ 
В этой главе описывается решение задачи синтеза асимптотических 
наблюдателей для оценки воздействия аддитивных динамических сбоев 
(сбойного воздействия). Данная задача имеет особую важность в связи с 
тем, что полученная оценка используется в целом семействе методов 
управления – активных (active fault tolerant control). В монографиях [15,16] 
представлен подробный обзор работ, посвященных данной проблеме и 
предложен ряд методов ее решения. Несмотря на их разнообразие, основ-
ная идея одинакова: с помощью линейных матричных неравенств и при-
менения метода Ляпунова обеспечить ограниченность воздействия внеш-
него возмущения на процесс оценки сбойного воздействия и гарантиро-
вать определенную степень устойчивости для обеспечения быстродей-
ствия. В нашем случае к наблюдателю предъявляются те же требования, 
но для их выполнения используются спектральные методы 2H   
оптимизации. 
В данной главе представлены два спектральных подхода к синтезу 
асимптотических наблюдателей, оценивающих воздействие медленно ме-
няющихся динамических сбоев. Первый из них использует максимально 
простой и быстрый алгоритм, который, к сожалению, может быть приме-
нен только для систем со скалярным измеряемым сигналом, что суще-
ственно сужает область его применения. Второй метод значительно более 
универсален, кроме того предлагается вариант его применения в многоце-
левой структуре. 
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3.1. Спектральный среднеквадратичный синтез  наблюдателей-
фильтров для оценивания сбойного воздействия 
Рассмотрим линейную стационарную систему 
 
,
,
cx
PEbAx


y
dfux
 (3.1) 
где 0nRx   – вектор состояния объекта,  tu , )(td ,  tf , )(ty  – скалярные 
управляющий сигнал,  внешнее возмущение, воздействие аддитивного 
сбоя и измеряемый сигнал соответственно. Все элементы PEcbA ,,,,  – за-
данные константы. Предполагается, что система управляема и 
наблюдаема. 
Адаптивный наблюдатель, оценивающий действие сбоя имеет вид 
   (3.2) 
где   – корректирующий сигнал, а вектор xL , значения lf , l0 и передаточ-
ная функция      sWsWsW 21 /  – параметры, которые требуется вычис-
лить. Построенный наблюдатель-фильтр должен обеспечивать быструю и 
точную оценку действия сбоя  tfˆ , несмотря на присутствие внешнего 
возмущения. В рамках данной работы предполагается, что что сигнал f  
является медленно меняющимся, т.е.  0f  . Введем обозначения: 
 xxex ˆ , ffe f
ˆ , yyey ˆ , 
где xe  – вектор ошибок оценки состояния объекта, ef  – ошибка оценива-
ния сбойного воздействия и ey  – ошибка оценки измеряемой координаты и 
рассмотрим систему в отклонениях 
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Добавим новые обозначения 
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и перепишем уравнения (3.2) и (3.3) как  
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Система (3.3) может быть записана в частотной форме:  
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соответственно, (3.5), (3.6) можно переписать как 
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Рассмотрим возможный случай, когда nsL )(
~
deg , т.e. 00 l . Выражение 
корректирующего сигнала  s  может быть переписано  
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с использованием обозначения      sWsWsW 21
~
/
~~
  
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Рассмотрим передаточную функцию от внешнего возмущения d к 
ошибке оценивания динамического сбоя fe  
      
   
 
 sd
s
sWsPl
sdsFse
f
def f
2
1

 , (3.9) 
где Δ2(s) – характеристический полином замкнутой системы (3.3) 
               ,1122 sWsElsWssLsWssAs f  (3.10) 
гурвицевость которого необходимо обеспечить. Внешнее возмущение )(td  
рассматривается как случайный стационарный Гауссов процесс с нулевым 
математическим ожиданием и спектральной плотностью мощности:  
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где  sN d  и  sT  – Гурвицевы полиномы. В случае морского волнения, 
они имеют следующий вид: 
  
 
 
 
22
22
1
2
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


s
rd
ss
D
sT
sN
sS , (3.11) 
где rD  – дисперсия, β –центральная частота и  ts , где ts  – размытость 
спектра. Следует отметить, что в случае скалярного внешнего возмущения 
постоянный множитель не имеет значения. Так же как и в предыдущей 
главе, возможно использование полигармонического описания: 
    


hn
i
iidi tAtd
1
sin , 
где diA , i , i  - амплитуда, частота и фаза соответствующих гармоник. 
Теперь введем значения, характеризующие эффективность постро-
енного наблюдателя-фильтра: время pT  оценки сбойного воздействия,  
число  J ,  характеризующее влияние  td  на процесс его оценки  
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   idedi
i
jFAJ
f
 max . (3.13) 
и перерегулирование pJ . Отметим, что pT ,  pJ , J  – функции L ,  sW  и 
поэтому требуется найти такие 0L ,  sW0 , что   
0
00 ,   JsWJ L , 
   000 , pp TsWT L ,    
0
00 , pp JsWJ L  где 
0
J , 
0
pT , 
0
pJ  – заданные желае-
мые значения  pT , pJ , J . Решение данной задачи может рассматриваться 
как минимизация функционала  
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 (3.14) 
Можно увидеть, что динамика ошибок оценивания, описанная уравнения-
ми (3.6), а значит и эффективность наблюдателя (3.2), определяется векто-
ром L  и передаточной функцией )(sW , обеспечивающими распределение 
корректирующего эффекта и подавление внешнего возмущения с заданной 
центральной частотой. Для их одновременного поиска может быть ис-
пользован Спектральный подход к H2-оптимизации, основанный на рас-
пределении управляющего воздействия, описанный в первой главе. Вве-
дем новый корректирующий сигнал [32],  
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и перепишем выражение (3.7) в частотной области 
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Теперь динамика замкнутой системы (3.15) зависти только от передаточ-
ной функции V(s). Введем среднеквадратичный функционал 
    
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y
T
y
T
vkedttvkte
T
VJJ ,min~~
1
lim)(
~~ 22222
0
2
   (3.16) 
где второе слагаемое можно рассматривать как интенсивность процесса 
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оценки, из-за его пропорциональности fe . Параметр k характеризует ком-
промисс между чувствительностью к внешнему возмущению и степенью 
устойчивости замкнутой системы,  т.е. скоростью оценки воздействия 
сбоя. Следует отметить, что если функционал (3.16) спроектирован в эко-
номическом режиме, т. е. с достаточно большим значением k,  числитель 
передаточной функции )(sW  должен иметь пару комплексно-
сопряженных корней  близких к значениям  j  чтобы гарантировать 
фильтрующие свойства. Также следует обратить внимание на то, что ха-
рактеризующий воздействие волнения полином  sN , определяемый ра-
венством 
            ,2 sNsNsPsPssNsN dd   
где  sP  – Гурвицев полином, является делителем характеристического 
полинома (3.10) замкнутой системы (3.5) и   sN  должен быть Гурвице-
вым, чтобы обеспечить устойчивость замкнутой системы. Один из спосо-
бов решения этой проблемы – заменить полином  sN  на Гурвицев  sN
~
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~~
sNsNsPsPpspssNsN dd   (3.17) 
где параметр 0p  также может быть использован для оптимизации. 
Наконец, можно сформулировать алгоритм синтеза наблюдателя  
Алгоритм 3. 
1. Вычислить 
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2. Задать параметры k и p в (3.14), (3.5). Выполнить факторизацию  
полиномов 
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,1
~~
11
2
sPsPsPsP
sGsGsAsAk


  (3.18) 
где  sG  и  sP1  – Гурвицевы полиномы. Получить полином  sN
~
 (3.17): 
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1 sNsPpssN d  (3.19) 
3. Построить полином 
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4. Вычислить передаточную функцию 
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где деление на  sG   осуществляется нацело. 
5. Выбрать n (или меньше, если необходимо) корней i  полинома  sV1 . 
Построить полиномы 
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причем комплексно сопряженные корни 1,  ii  наиболее близкие к j  
должны быть корнями, чтобы обеспечить фильтрующие свойства наблю-
дателя-фильтра. 
6. Составить два вектора 
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из коэффициентов полиномов 
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соответственно, а также матрицу 
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7. Задать nll 0
*
0   и найти 0LL  , решив систему 
 sss l alLC
*
00  . (3.23) 
8. Найти передаточную функцию фильтра  sW  (3.3) 
     sWsWsW 02010  , где    sVsW 0202  .  Затем получить оптимальную 
 sW0
~
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9. Записать  sW0
~
 в пространстве состояний  
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получая вслед за этим наблюдатель-фильтр (3.4) 
 
.1000ˆ
,
0
0
zf
yu
n
W
W
WW
WW














































B
DLbz
AсB
DLсDLAz
  
10. Вычислить значение функционала (3.14) ),( 0WJJ 0L . Если оно не 
близко к нулю, то следует минимизировать его J , повторяя шаги 2-10 с 
новыми параметрами k , p , найденными любым численным методом или 
перебором. Получить оптимальные параметры *kk  , *pp  . 
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11. Вычислить 0LL  ,  )()( 0 sWsW  , используя оптимальные значения 
параметров *k , *p . 
Продемонстрируем практическое применение предложенного алго-
ритма на рассмотренной в предыдущей главе математической модели, 
описывающей движение морского судна в горизонтальной плоскости с по-
стоянной скоростью. Зададим параметры модели (3.1), предполагая, что 
сбойное воздействие действует в том же направлении, что и управляющее. 
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Внешнее возмущение  td может быть представлено в виде (3.11) со сле-
дующими параметрами 
 ,01.0,45.0,1052.1 0
4   tr sD  
или в полигармоническом представлении 
 )1.1sin(1.0)9.0sin(1.0)sin()( 000 ttttd  . 
 Зададим желаемые значения функционалов pT , pJ , J : 01.0
0 J , 
05.00 pJ , 22
0 pT  и применим описанный выше алгоритм, c начальными 
значениями 50k , 1.0p . Были получены оптимальные параметры  
1.0* p , 100* k .  В этом случае мы получим оптимальные параметры 
наблюдателя 
  
T
078.31133.0037.1L , 0*0 l , 
и передаточную матрицу фильтра  sW0
~
 
  
 
  )2711390(
)036003081.1(
~
~
~
2
2
02
01
0
.s.s
.s.s
sW
sW
sW


 , 
имеющую реализацию в пространстве состояний (3.25)  
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На рис. 3.1 представлена частотная характеристика замкнутой си-
стемы  с вычисленными параметрами. Кривая Aω имеет выраженнный про-
вал в области центральной частоты 0 , т. e. построенный фильтр обеспе-
чивает фильтрацию внешнего возмущения. Рассмотрим сбойное воздей-
ствие )(tf  вида   
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и изобразим график его оценки на рис. 3.2. Построенный наблюдатель 
успешно оценивает сбойное воздействие. Отметим, что скорость оценки 
может быть увеличена за счет варьирования параметра lf , но его суще-
ственное увеличение привести к потере устойчивости. 
 
Рис. 3.1. Частотная характеристика  sF de f  
 
Рис. 3.2. Процесс оценки сбоя. 
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3.2. Спектральный среднеквадратичный синтез оценивающих  наблю-
дателей-фильтров в многоцелевой структуре 
В данном разделе предлагается метод синтеза асимптотических 
наблюдателей, оценивающих воздействие на аддитивных динамических 
сбоев, который может быть применен в более общем случае чем предло-
женный выше. Также описывается синтез наблюдателя в многоцелевой 
структуре, обеспечивающей возможность задать желаемые корни ее ха-
рактеристического полинома без сложных вычислений. 
Динамика объекта задается линейной стационарной системой 
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 (3.26) 
все переменные имеют тот же смысл что и в (3.1), но допускается много-
мерность mEy , f
n
Ef . Наблюдатель,  для оценки воздействия динами-
ческого сбоя, имеет структуру 
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где xν , fν  – корректирующие сигналы,  sxL ,  sfL  – передаточные мат-
рицы, параметры которых требуется определить. Запишем систему в от-
клонениях относительно переменных xxex ˆ , xy Cee  , ffef
ˆ : 
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 (3.28) 
после чего, введем обозначения 
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и запишем  систему (3.28) как  
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 (3.29) 
Внешнее возмущение аналогично описанному в предыдущей главе. Каче-
ство процесса оценки сбоя определяется с помощью функционала вида 
(3.14). В первую очередь обеспечим минимизацию воздействия гармони-
ческих колебаний на процесс оценивания сбойного воздействия, миними-
зируя значение )( 0jdefF , где 0  – центральная частота d , а )(sdefF  – пе-
редаточная функция от d  r  
 HLAICF f
f
1))(()(  sssde . (3.30) 
Аналогично предыдущей главе рассмотрим вспомогательную линейную 
стационарную систему, получаемую транспонированием (3.29) 
 ,1111111 dHuBxAx   (3.31) 
где nE1x , 
mE1u , 
T
1 AA  , 
TCB 1 , 
T
1 fCH   и 
fd
nR1  – гармониче-
ское возмущение с частотой 0 . Управляющий сигнал  )(1 tu  формиру-
ется в виде 
 11
1
2111 )()()()( xWWxWxLu ssss
T  , (3.32) 
где )(1 sW , )(2 sW  – полиномиальные матричные функции размерности 
(m×n) и (m×m) соответственно, и рассмотрим следующий среднеквадра-
тичный функционал 
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где  1
TxHe , Q  – симметричная положительно определенная матрица, 
например единичная, k – положительное число близкое к нулю, а 
T~~HHR   и H
~
 – деформированная H , вида  
TT, IHH  , где   – малое 
вещественное число. Деформация осуществляется для того, чтобы избе-
жать вырожденности при решении матричного уравнения Риккати (1.49). 
Затем сформулируем вспомогательную задачу среднеквадратичной опти-
мизации 
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W
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где W  – множество регуляторов )(sW  (3.32), таких, что все корни харак-
теристического полинома замкнутой системы 
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расположены в открытой левой полуплоскости. Если рассмотреть переда-
точную функцию от 1d  к e  )(se 1dF  
 T1111
T )()(
1 fd
CWBAIHF  sse , 
Несложно увидеть, что )()(
1
ss Tdeed fFF   и 00,02 JJ k    . 
Опустим описание решения задачи минимизации функционала 2J , 
поскольку оно полностью идентично описанному в предыдущей главе. 
После вычисления значений )( 01 jxF , )( 01 juF   получим условие опти-
мальности 
 )()()( 000
T
11
 jjj ux FFL , (3.35) 
и найдем комплекснозначную матрицу 0 , такую что  
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 jj ux FF . 
Допустим, что ранее был построен наблюдатель полного порядка (3.27) с  
0)( LL s , где 0L  – матрица с постоянными элементами, и задана матрица 
zL , причем  полиномы )det( 00 CLA  ,  )det( CLAz z  – Гурвице-
вы. Тогда синтез оценивающего наблюдателя может быть осуществлен в 
многоцелевой структуре вида 
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где nEz  – оценка вектора e , а )(sK  – передаточная матрица динамиче-
ского корректора, являющаяся устойчивой системой с характеристическим 
полиномом )(sK , который может быть задан в процессе синтеза наблю-
дателя. Как ранее было показано, характеристический полином системы 
(3.29) замкнутой   обратной связью (3.36) )()()()( 0 ssss Kz  . 
Теперь требуется построить такой корректор, чтобы передаточная 
матрица )(sL  от ye  к  поправочному сигналу ν удовлетворяла равенству 
00 )( jL . Записав уравнения (3.36) в частотной области 
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и получив выражение )(sL  
   )()()()()()()( 21
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выразим из него )(sK  
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Подставляя в полученное равенство аргумент  0 js , получим условие 
выполнения равенства (3.35) 
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Следует подчеркнуть, что за счет выбора полинома )(sK  необходимо до-
биться компромисса между временем pT  оценки сбойного воздействия и 
влиянием волнения  td  на процесс ее процесс. Для решения этой про-
блемы )(sK  может быть параметризован согласно формулам (2.10) 
),,()(  stss KK , где st  – желаемая степень устойчивости, а   – век-
тор параметров, которые используются для минимизации функционала 
(3.14). Для этого может быть использован любой численный метод, 
например, метод Нелдера-Мида. 
Рассмотрим применение такого метода на конкретном примере с па-
раметрами управляемого объекта и внешнего возмущения аналогичными 
заданным в предыдущем разделе данной главы. Базовый и вспомогатель-
ный наблюдатели имеют параметры 
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Зададим степень K  2Kn , 05.0 st , начальное значение )11(0   а 
также желаемые значения pT , pJ , J : 02.0
0 J , 1.0
0 pJ , 12
0 pT . Ми-
нимум функционалу (3.14) доставляет значение )3335.00324.0(*  , 
которому соответствует корректор 
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На рис. 3.3, 3.4 представлены частотная характеристика передаточной 
функции  )(sdefF  замкнутой системы с вычисленными параметрами и про-
цесс оценки динамического сбоя, происходящего с 200 с по 400 с.  
 
Рис. 3.3. Частотная характеристика  sF de f  
 
Рис. 3.4. Процесс оценки сбоя. 
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ЗАКЛЮЧЕНИЕ 
Содержание работы составляет развитие спектральных методов 
среднеквадратичной оптимизации и их применение к синтезу адаптивных 
наблюдателей для обнаружения и оценки воздействия динамических  
сбоев. 
Основными результатами, которые получены на основе проведен-
ных исследований и выносятся на защиту, являются следующие. 
1. Усовершенствован спектральный подход к решению задач опти-
мизации по норме H2. Получены условия оптимальности управления, га-
рантирующие не единственность решения, что позволяет использовать 
многоцелевую структуру управления и обеспечивать дополнительные 
свойства замкнутой системы. 
2. Предложены спектральные методы синтеза асимптотических 
наблюдателей для обнаружения и оценки медленно меняющихся  динами-
ческих сбоев. 
3. Разработаны методы синтеза адаптивных наблюдателей, в том 
числе астатических, в многоцелевой структуре. 
4. Работоспособность и эффективность предложенных методов про-
верена на примере математической модели управления движением мор-
ского судна под действием волнения, а также ветра и морского течения 
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