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Izvleček 
Izhodišče: Večrazsežno statistično obvladovanje procesa (VR SOP) z mešanimi 
podatki (nekaj spremenljivk, ki opisujejo proces, je številskih in nekaj opisnih) je 
razmeroma novo in manj raziskano področje statistike. Glavni pristopi na tem 
področju so zmanjševanje števila razsežnosti, neparametrični pristopi, pristopi s 
področja podatkovnega rudarjenja ter merjenje razdalj med točkami (Gowerjeva in 
evklidska razdalja). V raziskavi smo se osredotočili na slednje v povezavi s 
Hotellingovo statistiko T2, ki je temelj VR SOP za številske podatke. 
Metode: Preučili smo deset metod za VR SOP: lokalno in globalno evklidsko 
razdaljo, lokalno in globalno Gowerjevo razdaljo, običajni T2, T2 z Gowerjevo 
razdaljo z ali brez ponovnega vzorčenja, T2 z Gowerjevo razdaljo s ponovnim 
vzorčenjem na podlagi analize glavnih komponent (PCA) ter permutacijski različici 
T2 z Gowerjevo razdaljo in globalne Gowerjeve razdalje. Pripravili smo funkcijo v 
okolju R, ki izvede eno ponovitev simulacije za naštete metode in za vsako metodo 
izračuna opaženo napako I. vrste (velikost testa) in občutljivost (delež pravilno 
prepoznanih simuliranih primerov izven nadzora) na podlagi presojanja o 
simuliranih primerih (ki so bili bodisi pod nadzorom bodisi izven nadzora). V 
drugem delu raziskave smo metode preizkusili na podatkih o skupini 100 bolnikov 
po amputaciji, ki so na Univerzitetnem rehabilitacijskem inštitutu RS – Soča leta 
2014 prejeli dokončno podkolensko protezo.  
Rezultati: Opažena napaka I. vrste v splošnem ni bila problematična, razen pri 
metodi T2, (previsoka pri asimetrični porazdelitvi številskih spremenljivk, sicer 
prenizka). Metoda Gowerjeve razdalje se je v splošnem izkazala bolje pri večjem 
številu opisnih spremenljivk in pri asimetrično porazdeljenih številskih 
spremenljivkah. V večini simulacij (tj. razen takrat, ko so bila odstopanja 
simuliranih primer izven nadzora zelo velika) se je občutljivost v splošnem 
pokazala kot nizka. Z vidika opažene napake I. vrste je bilo ustreznih več metod: 
T2 z Gowerjevo razdaljo s ponovnim vzorčenjem na podlagi PCA, permutacijska 
globalna Gowerjeva razdalja, T2 z Gowerjevo razdaljo s ponovnim vzorčenjem, 
globalna Gowerjeva razdalja in globalna evklidska razdalja. Pri preizkusu metod 
na realnih podatkih sta se z dejanskim stanjem najbolj skladali lokalna evklidska 
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in lokalna Gowerjeva razdalja. Slednja je imela tudi najnižjo opaženo napako I. 
vrste. 
Zaključek: Na področju kakovosti zdravstvene oskrbe, kjer imamo pogosto opravka 
z mešanimi podatki, lahko na podlagi naših ugotovitev izboljšamo veljavnost 
večrazsežnih analiz. Predlagane metode smo uporabili na podatkovju s področja 
zdravstvene oskrbe in pokazali njihovo praktično uporabnost. 
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Abstract 
Background: Multivariate statistical process control (MVSPC) based on mixed-
type data (MTD) is a very recent and little-known field. We review the possibilities 
for MVSPC with MTD (i.e., when some variables are numeric and some categorical, 
which is common in health care). The main approaches to this problem are: 
dimensionality reduction yielding numeric dimensions, nonparametric approach, 
machine-learning approach, and measuring distances between MTD-points 
(Gower distance, Euclidean distance). Our research focused on the latter, together 
with the Hotelling T2 statistic (which is the basis for MVSCP for numeric data). 
Methods: We compared ten methods for MVSCP: local and global Euclidean 
distance, local and global Gower distance, standard T2, T2 using Gower distance 
with or without bootstrap, T2 using Gower distance with bootstrap based on 
principal component analysis, and permutational implementations of T2 using 
Gower distance and global Gower distance. We wrote an R function that performs 
one iteration of the simulations for each method and calculates observed type I 
error (test size) and sensitivity (proportion of correctly identified simulated out-of-
control cases) based on the inference on the simulated cases (which were either in-
control or out-of-control). In the second part of our research, we tested the methods 
using a dataset on 100 patients after amputation who received a permanent 
transtibial prosthesis at the University Rehabilitation Institute in Ljubljana in 
2014. 
Results: In general, observed type I error was not problematic, except with the T2 
method (too high when numeric variables were asymmetrically distributed, and 
too low otherwise). The Gower distance method performed better with a larger 
number of categorical variables and with asymmetrically distributed numeric 
variables. In the majority of the simulations (i.e., except when the deviations of the 
out-of-control cases were very large), sensitivity turned out to be low. In terms of 
observed type I error, several methods proved to be adequate: T2 using Gower 
distance with bootstrap based on PCA, permutational global Gower distance, T2 
using Gower distance with bootstrap, global Gower distance and global Euclidean 
distance. When testing the methods on the real data, local Euclidean distance and 
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local Gower distance were in the highest agreement with the actual in- or out-of-
control status. The latter also had the lowest observed type I error rate. 
Conclusion: Our finding can lead to improvement of multivariate analyses in the 
field of health care quality, where mixed data are often encountered. The proposed 
methods were applied on a dataset from the field of health care provision and 
proved to be useful in practice. 
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1.1  Predstavitev problema 
Statistično obvladovanje procesa (SOP; ang. statistical process control – SPC) je v 
uporabi že skoraj sto let. Najdaljšo tradicijo ima na področju proizvodnje oziroma 
industrije, za katero je bila metodologija prvotno namenjena. Uporaba v zdravstvu 
je v porastu v zadnjih desetletjih. Namen doktorske naloge je natančno preučiti 
možnosti za večrazsežno statistično obvladovanje procesa (VR SOP) z mešanimi 
podatki (tj. podatki, kjer je nekaj spremenljivk, ki opisujejo proces, številskih in 
nekaj opisnih) na področju zdravstvene oskrbe. To je dokaj novo in manj raziskano 
področje, a zelo obetavno z vidika zagotavljanja kakovosti v zdravstvu. 
1.2 Razlaga terminologije, ki se na področju uporablja 
Doktorsko delo sodi na področje SOP, ki je predstavljeno v 2. poglavju. V 3. poglavju 
so podane definicije vseh ključnih pojmov s tega področja (kontrolna karta, 
kontrolne meje, variabilnost procesa, proces pod nadzorom). 
Ostali izrazi, ki se uporabljajo v doktorskem delu, so del splošne statistične 
terminologije. Nekoliko manj znan izraz, ki pa je v doktorskem delu osrednjega 
pomena, je Gowerjeva razdalja oz. Gowerjev koeficient različnosti, ki je mera 
različnosti med dvema večrazsežnima opazovanjema, ki ju določajo številske in 
neštevilske lastnosti (tj. podatkovnima točkama v prostoru, ki ga določajo številske 
in opisne spremenljivke). Podrobno je predstavljena v razdelku 3.3.2. 
V raziskavah s področja SOP je potrebno biti posebej pozoren na pojem napake I. 
vrste. Pri simulacijah govorimo o nastavljeni in opaženi napaki I. vrste, pri čemer 
je prva parameter simulacij, tj. predvideni delež podatkov, ki bodo simulirani za 
proces, ki je pod nadzorom, a naj bi jih metoda SOP označila, da so izven meja 
nadzora, druga pa je dejanski delež tovrstnih podatkov po izvedeni simulaciji. 
Podobno je s pojmom občutljivosti, ki je običajno vezan na znano stanje (na področju 
biostatistike in epidemiologije je to diagnoza ali uveljavljen diagnostični postopek 
– t. i. zlati standard), pri simulacijskih študijah SOP pa pomeni delež opazovanj, 
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simuliranih za proces, ki ni pod nadzorom, ki jih preučevana metoda kot take 
dejansko prepozna. 
1.3 Prispevek k znanosti 
Izvedli smo prvo raziskavo vpeljave Gowerjeve razdalje v VR SOP z mešanimi 
podatki na področju zdravstvene oskrbe ter z obsežnimi simulacijami primerjali 
različne pristope VR SOP, predlagane v literaturi. Poleg simulacij smo 
obravnavane metode uporabili na realnih podatkih pacientov po podkolenski 
amputaciji, opremljenih s protezo, in pokazali njihovo uporabnost, kar predstavlja 
praktični prispevek na področju analize kakovosti zdravstvene oskrbe. Na podlagi 
naših ugotovitev lahko pomembno izboljšamo zanesljivost VR SOP.  
1.4 Zgradba doktorskega dela 
V uvodu sta kratko predstavljena raziskovalni problem in namen doktorskega 
dela, navedeni so ključni izrazi, ki se na področju uporabljajo, ter povzet prispevek 
k znanosti. Drugo poglavje prinaša predstavitev področja statističnega 
obvladovanja procesa, njegovega poteka in uporabe na področju zdravstvene 
oskrbe. V tretjem poglavju so opisane kontrolne karte – enorazsežne in večrazsežne 
različice, čemur sledi pregled pristopov VR SOP z mešanimi podatki. V četrtem 
poglavju so navedene hipoteze doktorskega dela, na katere smo poskušali 
odgovoriti z uporabo metod, opisanih v petem poglavju. Predstavljeno je tudi realno 
podatkovje, pridobljeno v sklopu kliničnega dela na Oddelku za rehabilitacijo 
pacientov po amputaciji na Univerzitetnem rehabilitacijskem inštitutu Republike 
Slovenije – Soča (URI – Soča), ki smo ga uporabili za preizkus obravnavanih metod 
VR SOP. V šestem poglavju so opisno ter v obliki tabel in grafičnih prikazov 
predstavljeni rezultati simulacij in analize realnega podatkovja. Zadnje, sedmo 
poglavje predstavlja razprava, ki vključuje pogled v prihodnost. V dodatku sta 
priložena programska koda, ki smo jo uporabili za simulacije, in Protokol o 
prevzemu podkolenske proteze, s katerim smo zbrali realne podatke. 
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2. Pregled področja statističnega obvladovanja procesa 
2.1 Statistično obvladovanje procesa (SOP) 
Statistično obvladovanje procesa (SOP, ang. statistical process control – SPC) je 
strategija oziroma nabor metod za zagotavljanje nenehnega izboljševanja sistema, 
procesa in končnega izdelka. Pristop temelji na učenju s pomočjo podatkov in 
razumevanju variabilnosti. Z uporabo statističnih metod za spremljanje in nadzor 
kakovosti je namreč mogoče zagotoviti, da proces deluje učinkovito, proizvaja več 
izdelkov, ki ustrezajo specifikacijam, in manj neuporabnih izdelkov. Najdaljšo 
tradicijo ima ravno na področju proizvodnje oziroma industrije, za katero je bila 
metodologija prvotno namenjena.1 
SOP torej stremi k čim bolj stabilnemu procesu s čim manj odstopanji od zahtevane 
vrednosti. V vsakem procesu prihaja do odstopanj (variabilnosti) – bodisi zaradi 
običajnih (naključnih) vzrokov bodisi zaradi posebnih (določljivih) vzrokov.2 Če 
prihaja do odstopanj samo zaradi običajnih vzrokov, je proces pod nadzorom (stanje 
procesa je sprejemljivo). Če pa prihaja do odstopanj tudi zaradi posebnih vzrokov, 
proces ni pod nadzorom (stanje procesa ni sprejemljivo) in je posledično delež 
neustreznih izidov večji od sprejemljivega.3  
Pionir SOP je Walter A. Shewhart, ki je v 20-ih letih 20. stoletja razvil t.i. kontrolne 
karte in koncept statističnega obvladovanja (ang. statistical control). Slednji je 
podoben konceptu izmenljivosti (ang. exchangeability) 4,5 , ki ga je leta 1924 razvil 
logik William Ernest Johnson.6 Prva Shewhartova kontrolna karta je bila 
objavljena istega leta v internem poročilu podjetja Bell Telephone Laboratories. 
Metodologijo je skozi leta dopolnjeval, sodeloval pri testiranju vzorcev v različnih 
industrijskih obratih in predajal znanje kot predavatelj. Do izrazitega povečanja 
uporabe kontrolnih kart je prišlo med drugo svetovno vojno v ZDA. Namenjene so 
bile predvsem zagotavljanju kakovosti streliva in drugih strateško pomembnih 
izdelkov. Uporaba metod SPC se je takoj po vojni sicer nekoliko zmanjšala, kasneje 
pa se je razvoj nadaljeval na Japonskem, ki je še danes ena od vodilnih držav na 
tem področju.7 
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2.2 Potek SOP 
Proces SOP poteka v dveh ločenih fazah. 8 
V fazi I se kontrolne karte uporabljajo za retrospektivno testiranje, ali je bil proces 
v času opazovanja (tj. vzorčenja prvega niza podatkov) pod nadzorom (ang. 
in-control). V tej fazi kontrolne karte pomagajo uporabniku, da pripelje proces do 
stanja pod nadzorom oziroma da stanje pod nadzorom sploh definira. To je faza 
preiskovanja procesa in zbiranja podatkov za odgovor na vprašanje, ali so bili 
podatki pridobljeni za proces pod nadzorom. Iz nabora podatkov, ki so pod 
nadzorom, torej izračunamo ustrezno statistiko in določimo kontrolne meje. 
V fazi II se kontrolne karte uporabljajo za testiranje, ali je proces pod nadzorom 
tudi po nadaljnjem vzorčenju (tj. pri nadaljnjih nizih podatkov). V tej fazi 
izračunamo obravnavane statistike (mere srednje vrednosti ali variabilnosti) in s 
pomočjo različnih kriterijev (opisanih v nadaljevanju) preverimo, ali je proces izven 
nadzora. Če je, sledi iskanje vzroka.  
 
2.3 Uporaba SOP na področju zdravstvene oskrbe 
Merjenje kakovosti je zanimivo in uporabno za različne deležnike, ki sodelujejo pri 
oblikovanju zdravstvene oskrbe: izvajalce zdravstvene dejavnosti, paciente, 
splošno populacijo, politične odločevalce in dobavitelje. Uporaba SOP v zdravstvu 
je v porastu v zadnjih desetletjih, v Sloveniji zlasti od leta 1990. Tudi različni 
učbeniki, priročniki in ostala literatura o uporabi SOP v industriji so začeli 
nastajati že pred drugo svetovno vojno, šele mnogo kasneje pa na področju storitev. 
Zaradi spoznanja, da ima SOP dober potencial za pomoč pri izboljšanju 
zdravstvene oskrbe, je v zadnjem času začela naraščati tudi količina literature na 
to temo. SOP namreč omogoča sprotno preverjanje in zagotavljanje kakovosti 
končnega »izdelka« (npr. izida zdravljenja) in izločitev oziroma spremembo 
potencialno neustrezne enote (npr. zamenjavo terapije pri pacientu).1  
Pri izvajanju temeljnih raziskav pod laboratorijskimi pogoji je mogoče zasnovati 
opazovalno in kontrolo skupino ter posameznike naključno razporediti v eno izmed 
skupin. Za ugotavljanje, ali ima določeno zdravljenje statistično značilen vpliv, 
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lahko nato uporabimo različne parametrične teste (test t ali analiza variance – 
ANOVA) in določimo mejo statistične značilnosti. Na ta način sicer določimo 
učinkovitost (ang. efficiency oz. efficaciousness), ne pa uspešnosti (ang. 
effectiveness). V klinični praksi pacientov, ki pridejo v ambulanto, praviloma ne 
moremo vključiti v randomizirane poskuse – ne moremo jim naključno dodeliti ene 
od vrst zdravljenja, naključno dodeliti zdravnika ali jih naključno sprejeti v eno od 
enot. Kljub temu pa moramo ovrednotiti proces zdravljenja in določiti, ali je 
njegova uspešnost dosledna in sprejemljiva. Določitev uspešnosti zdravstvene 
oskrbe v praksi torej zahteva drugačen pristop kot pri temeljnih raziskavah. 
Najprej je potrebno določiti enostaven načrt izboljšanja procesa, kjer se 
osredotočimo na tri vprašanja: 1. Kaj želimo izboljšati? 2. Kako bomo vedeli, če je 
sprememba pomenila izboljšanje? 3. Kakšne so spremembe, ki vplivajo na 
izboljšanje? Odgovorov na prvo vprašanje je več: poslušanje pritožb pacientov ali 
osebja, klinični pregled, organizacijski in finančni podatki. Pri odgovoru na drugo 
vprašanje je potrebno bolj natančno načrtovanje. Zanima nas, kateri del procesa 
potrebuje izboljšave. Nekateri avtorji ta del imenujejo ključna značilnost kakovosti 
(ang. key quality characteristic – KQC), drugi ključni kazalnik vrednosti (ang. key 
value indicator – KVI). Za ta namen je zelo uporaben grafični prikaz, ki prikaže 
proces skozi čas. Odgovor na tretje vprašanje dobimo z dobro zastavljenim planom 
izboljšav. Pretehtati je potrebno, katere spremembe bi lahko omogočile napredek, 
katere od njih imajo prednost in jih nato postopoma (eno po eno) vpeljati v proces.1 
 
2.3.1 Primerjava stanja prej in potem 
Najpogosteje se za spremljanje napredka preprosto vzame stanje prej in potem, 
uporabi parni test t ali McNemarov test in določi statistično značilnost razlike, 
vendar na ta način zgolj dokažemo, da ima neka količina veliko verjetnost, da bo 
po zdravljenju v povprečju drugačna, kot je bila pred njim. Da bi preverili, ali je 
načrt izboljšanja dejansko deloval ali ne, pa je potrebno preveriti, ali je stanje 
procesa, za katerega smo izračunali opisno statistiko, stabilno. Če proces ni 
stabilen, so opisne statistike lahko zavajajoče.1 
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2.3.2 Variabilnost procesov na področju zdravstvene oskrbe 
Procesi na področju zdravstvene oskrbe so sicer v primerjavi s procesi na področju 
industrije praviloma bolj dinamični, na rezultat pa ravno tako vpliva variabilnost 
naključnih in/ali določljivih vzrokov. Prva je normalno prisotna v procesu in kaže 
na stabilnost ter predvidljivost le-tega. Slednja pa povzroči, da nekatera 
opazovanja nenačrtovano variirajo in kaže na nestabilnost procesa. Vzemimo za 
primer število padcev na oddelku: število se tedensko spreminja zaradi različne 
starosti pacientov, kognitivnega in funkcijskega statusa itd. – vse to so naključni 
vzroki variabilnosti; po prenovi oddelka in zamenjavi talne obloge v jedilnici pa se 
je število padcev izrazito povečalo, kar kaže na nestabilen proces zaradi 
določljivega vzroka. Nobena od opisanih variabilnosti ni izključno dobra ali slaba. 
Variabilnost zaradi določljivih vzrokov je lahko slaba, če je nismo pričakovali, po 
drugi strani pa lahko odraža izboljšanje ob spremembi. Variabilnost zaradi 
naključnih vzrokov pa nam sicer omogoča stabilnost procesa, a je lahko 
nesprejemljiva (primer: stabilna visoka stopnja padcev).3 
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3. Kontrolne karte 
3.1 Enorazsežno statistično obvladovanje procesa 
Pri enorazsežnem SOP v času spremljamo variabilnost ene spremenljivke. Za 
razločevanje tipa variabilnosti je Shewart razvil prvotno kontrolno karto – karto 
nizov (ang. run chart)9. Kontrolne karte so namenjene grafičnemu spremljanju 
procesa skozi čas, ki ga predstavlja vodoravna os. Na navpično os nanašamo 
kvantitativno mero značilnosti procesa, ki jo opazujemo. Temeljna statistična 
parametra za lego kvantitativnih značilnosti procesa sta aritmetična sredina 
(povprečje) in mediana. Prva predstavlja srednjo linijo (SL) na večini kontrolnih 
kart, druga pa na karti nizov. Temeljna statistična parametra za razpršenost 
kvantitativnih značilnosti procesa pa sta razpon (razmik, R) ter standardni odklon 
(standardna deviacija). Razpon, ki predstavlja razliko med največjo in najmanjšo 
izmerjeno vrednostjo, je najbolj nazorna in preprosta mera razpršenosti; 
standardni odklon pa upošteva vse vrednosti v vzorcu, ne samo obeh skrajnih. 
Za pomoč pri odločanju ima kontrolna karta zgornjo (ZKM) in spodnjo kontrolno 
mejo (SKM), ki pa nista enaki zgornji in spodnji meji intervala zaupanja za 
povprečje. Če točka, ki predstavlja opazovanje določenega procesa, pade izven 
kontrolnih meja predpostavljamo, da je prisotna variabilnost zaradi 
določljivega/nenaključnega vpliva.  
Za identifikacijo variabilnosti določljivih vzrokov se v literaturi pojavlja več 
različnih kriterijev:1,3  
1. Ena točka pade izven kontrolnih meja. Pri Shewhartovih kontrolnih kartah 
je kontrolna meja oddaljena za 3𝜎𝜎 (kar naj bi predstavljalo optimalen 
kompromis glede izognitve napaki I. in II. vrste). 
2. Dve od treh točk v območju med 𝜇𝜇 + 2𝜎𝜎 in 𝜇𝜇 + 3𝜎𝜎 ali dve od treh točk v 
območju 𝜇𝜇 − 2𝜎𝜎 in 𝜇𝜇 − 3𝜎𝜎. 
3. Osem ali več točk na isti strani glede na srednjo linijo. 
4. Trend naraščanja ali padanja šestih ali več zaporednih točk. 
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5. Matematična analitična orodja za zaznavo posebne variabilnosti procesov, 
kjer so motnje številne, a premajhne za očitno vizualno zaznavo na izrisu. 
Večinoma gre za primerjavo kratkoročne razpršenosti z dolgoročno na 
podlagi testa F (ang. stability ratio). 
V strokovni literaturi se pojavlja veliko različnih vrst kontrolnih kart. Pogosto so 
poimenovane po značilnostih matematičnega modeliranja, ki se mora skladati z 
naravo procesa. Modeliranje je odvisno predvsem od tega, kakšna porazdelitev 
(Gaussova, binomska, Poissonova, geometrična, Weibullova, eksponentna itd.) 
ustreza porazdelitvi vrednosti na izhodu procesa. Odvisno je tudi od velikosti 
vzorca. Zaželeno je spremljati povprečje vrednosti; če to ni mogoče, se zadovoljimo 
s spremljanjem posameznih vrednosti.10  
3.1.1 Kontrolne karte za številske podatke 
Najpogosteje uporabljena karta za zvezne spremenljivke je »dvotirna« karta za 
povprečno (srednjo) vrednost zaporednih vzorcev ?̅?𝑥 in vzporedno za razpon 
vrednosti znotraj vzorca. Vzorci navadno zajemajo dve do pet vrednosti. Karta 
temelji na Gaussovi porazdelitvi. Povprečja štirih do petih vrednosti praviloma 
zadovoljivo izpolnjujejo porazdelitveno predpostavko (centralni limitni izrek). 
Srednjo vrednost lahko izjemoma (npr. v primeru izrazito asimetrične 
porazdelitve) zamenja mediana (𝑥𝑥�). 
Če vzorci vsebujejo 10 ali več vrednosti, se namesto razpona kot merilo za 
razpršenost bolje obnese standardni odklon (𝑠𝑠).10 Njegovo vrednost praviloma 
ocenimo na podlagi drsečega razpona (tj. absolutnih razlik med dvojicami 
zaporednih opazovanj), ne pa po običajnem obrazcu.10 
3.1.2 Kontrolne karte za opisne podatke 
Glede na značilnosti vzorčenja ločimo štiri vrste osnovnih kontrolnih kart za opisne 
podatke: 
• p-karta za delež neskladnih primerkov v vzorcu (p). Velikost vzorca je lahko 
od vzorca do vzorca spremenljiva, mora pa biti v splošnem večja od 50 
primerkov. Karta temelji na binomski porazdelitvi. 
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• np-karta za število neskladnih primerkov v vzorcu (np). Velikost vzorca 
mora ostati ves čas enaka in praviloma večja od 50 primerkov. Tudi ta karta 
temelji na binomski porazdelitvi. 
• u-karta za število neskladnosti (napak), deljeno s količino opazovanj (u). 
Količina opazovanj ima svojo mersko enoto (metri žice, kvadratni metri 
tkanine itd.). Velikost vzorca je spremenljiva. Karta temelji na Poissonovi 
porazdelitvi. 
• c-karta za število neskladnosti (napak) na vzorcu določene količine (c), npr. 
na 10 m žice, na dveh kvadratnih metrih tkanine itd. Velikost vzorca mora 
biti konstantna. Karta temelji na Poissonovi porazdelitvi. 
 
Za kakšne podatke je primerna katera od osnovnih kontrolnih kart, povzema Slika 
1. V literaturi s področja SOP se za številske spremenljivke uporablja izraz »mere« 
(ang. measures), za opisne pa »lastnosti« (ang. attributes). Formule za izračun 
kontrolnih meja podajajo številni učbeniki10 in javno dostopna spletna gradiva.11 
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3.1.3 Druge kontrolne karte 
Poleg Shewhartovih obstajajo številne druge kontrolne karte, ki so nastale kasneje 
in so nekoliko zahtevnejše z matematičnega vidika. Ena izmed njih je grafikon 
kumulativne vsote – CUSUM12, ki uspešno zaznava majhne premike v legi procesa. 
Njena izpeljanka je grafikon kumulativne ocene – CUSCORE, ki občutljivo 
zaznava vnaprej opredeljene oblike signalov, prekritih s šumom.13  
Grafikon eksponentno uteženega drsečega povprečja – EWMA ravno tako hitro in 
občutljivo zaznava tudi manjše motnje procesa. Služi lahko tudi za regulacijske 
posege v proces.14 
Karte štetja skladnih (rednih, nemotenih) dogodkov med dvema neskladnima 
(izrednima, motenima), ki imajo različna imena (ang. g-charts, cumulative count 
charts idr.), so novejše karte za opisne podatke, ki so posebej primerne za procese 
z zelo majhnim deležem neskladnosti (napak).15 
Pri konstrukciji karte območij (ang. zone chart) vrednosti, ki padajo v pasove 
različne oddaljenosti od centralne linije (središčnice) karte, prejemajo število točk 
glede na oddaljenost pasu od središčnice. Točke se na eni strani središčnice 
kumulativno seštevajo. Vsota lahko doseže kritično vrednost (signal za motnjo) ali 
pa se pri prehodu na drugo stran središčnice nastavi na nov začetek štetja.10  
 
3.1.4 Pomanjkljivost enorazsežnega pristopa za večrazsežne procese  
Čeprav so v zdravstvu enorazsežni pojavi redki, se tovrstne analize zaradi 
enostavnosti pogosto uporablja. Pri obvladovanju večrazsežnega procesa včasih 
zasledimo ločen prikaz vsakega dejavnika posebej z enorazsežno kontrolno karto 
(Shewhartovo, CUSUM ali EWMA). Iz tovrstnega prikaza lahko v primeru, ko so 
obravnavane spremenljivke (značilnosti oziroma razsežnosti kakovosti) srednje ali 
visoko korelirane, dobimo le delno informacijo, ki lahko vodi do neustreznih 
odločitev. Pri vzporednem spremljanju več značilnosti hkrati je odločitev, da je 
opazovanje izven nadzora, podvržena večjemu tveganju za lažni alarm, kot pri 
spremljanju ene same razsežnosti. Večje število lažnih opozoril je posledica 
večkratnih primerjav oziroma problema multiplih statističnih testov. 
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Težave, ki nastanejo pri uporabi več neodvisnih večrazsežnih kontrolnih kart, 
ilustrira Slika 2. 
 
Slika 2: Ilustracija težav z enorazsežnimi kontrolnimi kartami pri statističnem 
obvladovanju dvorazsežnega procesa.2 
Zaradi lažje predstave vzemimo dve spremenljivki (y1 in y2). Predpostavimo, da je 
v stanju stabilnosti v procesu prisotna le variabilnost zaradi naključnih vzrokov, 
y1 in y2 sledita večrazsežni normalni porazdelitvi ter sta negativno korelirani. 
Elipsa predstavlja obris za proces pod nadzorom z 99 % mejo zaupanja, pike pa 
predstavljajo množico opazovanj iz porazdelitve. Na isti sliki je narisana tudi 
Shewhartova kontrolna karta z ZKM in SKM z 99 % mejo zaupanja. Če pogledamo 
vsako Shewhartovo karto zase, je videti, da oba procesa delujeta stabilno in nobeno 
opazovanje ne predstavlja težav (in na obeh kartah so nekatere točke bližje ZKM 
kot točka, ki jo označuje prekrižani krožec). Resnično situacijo razkrije večrazsežni 
prikaz, kjer je prekrižani krožec izven skupnega območja zaupanja.2 
Kljub opisanim prednostim so večrazsežne Shewhartove karte zaradi zahtevnosti 
manj popularne od enorazsežnih. Poleg tega imajo večrazsežne karte, ki so 
predstavljene v nadaljevanju, še dve pomanjkljivosti: (1) lestvica testne statistike 
(tj. vrednost na navpični osi) na karti ni neposredno povezana z nobeno od 
opazovanih spremenljivk; (2) ko testna statistika preseže kontrolno mejo, 
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sporočeni signal ne da informacije o tem, katere spremenljivke ali povezava med 
njimi so ga povzročile, zato je potrebno nadaljnje iskanje vzroka.2 
3.2 Večrazsežno statistično obvladovanje procesa 
Alternativa enorazsežnim so večrazsežne kontrolne karte, ki se za simultano 
testiranje več spremenljivk v industriji uporabljajo že vrsto let.16 Glavni prednosti 
večrazsežnih kontrolnih kart sta izognitev problemu večkratnega testiranja in 
boljša zmožnost odkrivanja manjših razpršenih signalov, saj je upoštevana tudi 
korelacija med posameznimi spremenljivkami.17,18 Utemeljitelj tehnik večrazsežne 
analize kakovosti je Harold Hotelling s svojim prispevkom leta 1947.19 
Hotellingova statistika T2 je izpeljana iz večrazsežne normalne porazdelitve.20,21 
Tudi večrazsežne kontrolne karte s Hotellingovo T2 statistiko uvrščamo med 
Shewhartove karte, čeprav Shewhart ni sodeloval pri njihovem razvoju. Poleg 
Shewhartove imata tudi karti CUSUM in EWMA svojo različico za uporabo v 
večrazsežni analizi. V nadaljevanju ju kratko predstavljamo, nato pa se posvetimo 
Hotellingovi statistiki in kontrolni karti, ki sta osrednjega pomena za našo 
raziskavo. 
3.2.1 Večrazsežne kontrolne karte 
Večrazsežni CUSUM in EWMA karti 
Pomanjkljivost Shewhartove kontrolne karte je v nižji občutljivosti za odkrivanje 
manjših premikov povprečja. Kadar je torej potreba po večji občutljivosti, velja 
razmisliti o uporabi CUSUM ali EWMA kart. Grafikon kumulativne vsote 
(CUSUM) za večrazsežne podatke temelji na uporabi nizov Waldovih zaporednih 
testov razmerja verjetnosti (ang. sequential probability ratio tests – SPRT) in 
prikazuje skupne vsote odklonov zaporednih vzorčnih povprečij od cilja. 
Predpostavimo zaporedje naključnih spremenljivk 𝒚𝒚𝟏𝟏,𝒚𝒚𝟐𝟐 …, ki so neodvisne in 
porazdeljene p-razsežno normalno, tj. kot 𝑁𝑁𝑝𝑝(𝛍𝛍,𝚺𝚺). Želimo preveriti ničelno 
hipotezo 𝐻𝐻𝑜𝑜:𝛍𝛍 = 𝛕𝛕 v primerjavi z alternativno hipotezo 𝐻𝐻1:𝛍𝛍 = 𝛍𝛍1. Naj bo 
kvadrirana razdalja premika povprečja enaka 𝑑𝑑2 = (𝛍𝛍1 − 𝛕𝛕)𝑇𝑇𝚺𝚺−1(𝛍𝛍1 − 𝛕𝛕). Sledi, da 




𝑖𝑖=1 , kjer je 
α izbrana stopnja značilnosti. Iz tega enorazsežnega postopka so nato izpeljali 
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različne postopke za večrazsežno statistiko CUSUM oziroma vse možne 
alternativne hipoteze (𝐻𝐻1:𝛍𝛍 ≠ 𝛕𝛕).2 
Večrazsežni grafikon eksponentno uteženega drsečega povprečja (MEWMA) služi 
za prikaz drsečih povprečij vektorja procesa s pripisanimi utežmi, ki eksponentno 
padajo od sedanjosti proti preteklosti: z𝑖𝑖 = 𝐑𝐑(𝒚𝒚𝒊𝒊 −𝒎𝒎) + (𝐈𝐈 − 𝐑𝐑)𝐳𝐳𝑖𝑖−1, kjer je 
𝐑𝐑 = diagonal �𝑟𝑟1, 𝑟𝑟2, … , 𝑟𝑟𝑝𝑝� in 0 < 𝑟𝑟𝑗𝑗 ≤ 1; 𝑗𝑗 = 1, … ,𝑝𝑝 . Pri velikih vrednostih 𝑟𝑟𝑗𝑗 je 
odkrivanje manjših premikov boljše. Signal izven nadzora dobimo, ko je 
𝑄𝑄𝑖𝑖2 =  𝐳𝐳𝑖𝑖𝑇𝑇𝛀𝛀𝑖𝑖−1𝐳𝐳𝑖𝑖 > ℎ (𝛀𝛀𝒊𝒊 je kovariančna matrika eksponentno uteženih drsečih 
povprečij), pri čemer je kontrolna meja h izbrana tako, da pod nadzorom doseže 
določeno povprečno število vzorcev, ki so potrebni za odkrivanje odklonov (ang. 
average run length – ARL). Kadar so vsi 𝑟𝑟𝑗𝑗 enaki (𝑟𝑟𝑗𝑗 = 𝑟𝑟 𝑧𝑧𝑧𝑧 𝑗𝑗 = 1,2, … ,𝑝𝑝), je 
kovariančna matrika uteženih drsečih povprečij 𝛀𝛀𝑖𝑖 =
𝑟𝑟�1−(1−𝑟𝑟)2𝑖𝑖�
2−𝑟𝑟
𝚺𝚺, pri čemer je 




V analizah kakovosti se večinoma predpostavlja večrazsežno normalno 
porazdelitev podatkov, kar omogoča ocenjevanje parametrov populacije z uporabo 
enostavnega naključnega vzorčenja. Večrazsežna normalna porazdelitev je 
razširitev enorazsežne normalne na več razsežnosti. 
Do Hotellingove T2 statistike pridemo z izpeljavo iz večrazsežne normalne 
porazdelitve.20 Velja, da ima p-razsežni vektor naključnih spremenljivk 
𝑿𝑿 = (𝑋𝑋(1), . . . ,𝑋𝑋(𝑝𝑝))𝑇𝑇,−∞ <  𝑋𝑋(𝑙𝑙)  < ∞, 𝑙𝑙 = 1, . . . , 𝑝𝑝 večrazsežno normalno 
porazdelitev, če je njegova funkcija gostote oblike 




2 𝑒𝑒𝑥𝑥𝑝𝑝 �− 1
2
(𝐗𝐗 − 𝛍𝛍)𝑇𝑇𝛴𝛴−1(𝐗𝐗 − 𝛍𝛍)�, 
kjer je µ=(µ(1),..., µ(p)), vektor pričakovanih vrednosti µ(l)=E(X(l)), l=1,...,p in 
Σ=[(σ(lu)]; l,u=1,...,p, variančno-kovariančna matrika (𝑋𝑋(𝑙𝑙), . . . ,𝑋𝑋(𝑝𝑝))𝑇𝑇, pri čemer je 
σ(lu)=cov (X(l), X(u)) in 𝜎𝜎𝑙𝑙𝑙𝑙 = 𝜎𝜎𝑙𝑙2. V zapisu gostote X v obliki X~Np(µ, Σ) označuje 
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Np(∙,∙) p-razsežno normalno porazdelitev. Če je p=1, ima enorazsežni vektor X 
normalno porazdelitev s srednjo vrednostjo µ(1) in varianco σ12: 
𝑓𝑓(𝐗𝐗) = 1
𝜎𝜎1√2𝜋𝜋
𝑒𝑒−(𝑋𝑋(1)−𝜇𝜇(1))2 2𝜎𝜎12�   −∞ < 𝑋𝑋1 < ∞ 
in 𝐗𝐗~𝑁𝑁1(𝜇𝜇(1),𝜎𝜎12). 
Če je p=2, ima 𝑿𝑿 = (𝑋𝑋(1),𝑋𝑋(2))𝑇𝑇 dvorazsežno normalno porazdelitev s srednjo 
vrednostjo µ = (µ(1), µ(2))𝑇𝑇 in kovariančno matriko 𝚺𝚺 = �𝜎𝜎1
2 𝜎𝜎12
𝜎𝜎21 𝜎𝜎22
� , kjer sta 𝜎𝜎12 in 𝜎𝜎22 
varianci X(1) in X(2) in σ12=σ21 kovarianci med X(1) in X(2). 
Korelacija med razsežnostima je 𝜌𝜌 = 𝜎𝜎12
𝜎𝜎1𝜎𝜎2
 . Če sta X(1) in X(2) neodvisna (ρ=0), je 
































Oblika večrazsežne normalne porazdelitve je torej odvisna od vektorja povprečja µ 
in kovariančne matrike Σ. Če sta en ali oba parametra neznana, ju je potrebno 
empirično oceniti iz podatkov. Naj bodo X1,..., Xn p-razsežni vektorji opazovanj, 
vzorčeni neodvisno iz Np(µ, Σ) in p≤n-1. Vzorčni vektor povprečij 𝐗𝐗� in vzorčna 
kovariančna matrika S sta 
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nepristrani oceni za µ in Σ. Velja tudi, da je pod normalno porazdelitvijo vektor 
povprečij 𝐗𝐗� po metodi največjega verjetja (MLE) ocena za populacijsko povprečje µ, 
medtem ko je MLE ocena za Σ enaka 𝑛𝑛−1
𝑛𝑛
𝐒𝐒. (l, l´)-ti element matrike S je ocena 
kovariance med spremenljivkama l in l´; l,l´=1,2,...,p: 
𝑠𝑠𝑙𝑙𝑙𝑙´ = � (𝑋𝑋𝑖𝑖
(𝑙𝑙) − 𝑋𝑋�(𝑙𝑙))(𝑋𝑋𝑖𝑖




Diagonalni elementi matrike S so vzorčne variance. Lastnosti porazdelitve za oceni 
𝐗𝐗� in S za naključni vzorec X1,..., Xn so opisane z naslednjimi trditvami:20 




(ii) 𝑛𝑛(𝐗𝐗� − 𝛍𝛍)𝑇𝑇𝚺𝚺−1 (𝐗𝐗� − 𝛍𝛍) ~ 𝜒𝜒𝑝𝑝2, kjer je 𝜒𝜒𝑝𝑝2 porazdelitev hi-kvadrat s p 
prostostnimi stopnjami. 
(iii) (𝑛𝑛 − 1)𝐒𝐒 ~ 𝑊𝑊𝑝𝑝 (𝑛𝑛 − 1, 𝚺𝚺), kjer je 𝑊𝑊𝑝𝑝 (∙,∙) Wishartova porazdelitev, ki je 
multivariatna različica porazdelitve hi-kvadrat. 
(iv) Če sta Z in D neodvisni večrazsežni naključni spremenljivki, 
porazdeljeni kot 𝐙𝐙 ~ 𝑁𝑁𝑝𝑝 (𝟎𝟎,𝚺𝚺𝑧𝑧),𝐃𝐃 ~ 𝑊𝑊𝑝𝑝  (𝑓𝑓,𝚺𝚺𝑧𝑧), potem je kvadrirana oblika 
enačbe 𝑇𝑇2 = 𝐙𝐙𝑇𝑇𝐃𝐃−1𝐙𝐙 porazdeljena kot 𝑇𝑇2 ~ 𝑓𝑓𝑝𝑝
𝑓𝑓−𝑝𝑝+1
 𝐹𝐹𝑝𝑝,𝑓𝑓−𝑝𝑝+1, kjer je 
𝐹𝐹𝑝𝑝,𝑓𝑓−𝑝𝑝+1Fisherjeva porazdelitev s (p, f–p+1) prostostnimi stopnjami. Če je 
pričakovana vrednost Z enaka 𝛍𝛍𝑧𝑧 in različna od nič, potem ima 𝑇𝑇2 
(pomnožen s primerno konstanto) necentralno porazdelitev F s 
parametrom centralnosti 𝛍𝛍𝑧𝑧𝑇𝑇𝚺𝚺𝑧𝑧−1𝛍𝛍𝑧𝑧. 
Porazdelitvene lastnosti 𝐗𝐗�, 𝐒𝐒 in 𝑇𝑇2 predstavljajo teoretično izhodišče za izpeljavo 
porazdelitve statistik, ki so pri večrazsežnem statističnem nadzoru kakovosti 
najpogostejše. Uporablja se jih pri določevanju oddaljenosti p-razsežnega vektorja 
povprečij od ciljnih vrednosti 𝐦𝐦𝑇𝑇 = �𝑚𝑚(1),𝑚𝑚(2), … ,𝑚𝑚(𝑝𝑝)�. Naj bo 𝐘𝐘𝑖𝑖
(𝑙𝑙), i = 1,...,n; 
l = 1,...,p, n večrazsežnih opazovanj, 𝐘𝐘�𝑇𝑇 = (𝑌𝑌�(𝑙𝑙), … ,𝑌𝑌�(𝑝𝑝)) pa opažena povprečja. 
Hotellingovo statistiko 𝑇𝑇2 dobimo pri množenju transponiranege vektorja razlike 
med 𝐘𝐘� in 𝐦𝐦 z inverzom empirične kovariančne matrike (S-1) in nato z vektorjem 
razlike med 𝐘𝐘� in 𝐦𝐦, to je (𝐘𝐘� −𝐦𝐦). Ko z vzorcem Y1 ,..., Yn n neodvisnih p-razsežnih 
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normalno porazdeljenih opazovanj želimo dobiti razdaljo med povprečjem 𝒀𝒀� in 
pričakovanimi vrednostmi 𝛍𝛍, je Hotellingova statistika 𝑇𝑇𝑀𝑀2  oblike 
𝑇𝑇𝑀𝑀2 = 𝑛𝑛 (𝐘𝐘� − 𝛍𝛍)𝑇𝑇𝐒𝐒−𝟏𝟏(𝐘𝐘� − 𝛍𝛍). 
Pod ničelno hipotezo o neodvisnosti in normalni porazdelitvi podatkov, s 
predpostavljenim vektorjem povprečij 𝛍𝛍 ter s trditvijo (iv) sledi, da je statistika 𝑇𝑇𝑀𝑀2  
porazdeljena kot 𝑛𝑛−𝑝𝑝(𝑛𝑛−1)𝑝𝑝 𝑇𝑇𝑀𝑀
2  ~ 𝐹𝐹𝑝𝑝,𝑛𝑛−𝑝𝑝. Ker je kovariančna matrika izračunana iz n 
opazovanj in ker nas zanima razdalja posameznega opazovanja Y od pričakovane 
vrednosti µ, je 𝑇𝑇𝑀𝑀2  oblike 𝑇𝑇𝑀𝑀2 = 𝑛𝑛 (𝐘𝐘� − 𝛍𝛍)𝑇𝑇𝐒𝐒−𝟏𝟏(𝐘𝐘� − 𝛍𝛍). Če je p=1, korenimo 𝑇𝑇𝑀𝑀2  in 
dobimo 𝑡𝑡 = √𝑛𝑛(𝑌𝑌�−𝜇𝜇)
√𝑆𝑆
, kar je tudi statistika za testiranje hipoteze o povprečju za 
univariatno normalno porazdeljeno populacijo. Če je pričakovana vrednost Y enaka 
µ, potem ima statistika t Studentovo porazdelitev z n–1 prostostnimi stopnjami in 
velja 𝑡𝑡2~𝐹𝐹1,𝑛𝑛−1. Če sta µ in Σ znana, pa je statistika 𝜒𝜒2 =  (𝐘𝐘 − µ)𝑇𝑇𝚺𝚺−1(𝐘𝐘 − µ) 
porazdeljena po porazdelitvi 𝜒𝜒2 s p prostostnimi stopnjami.20 
Hotellingovo statistiko T2 si lahko predstavljamo v dveh razsežnostih (tj. za dve 
naključni spremenljivki), pri čemer izvirne podatke spremenimo v vrednosti t. Za 
dano stopnjo napake I. vrste α ležijo točke na elipsi, katere središče ustreza 
vektorju povprečij µ, torej v koordinatah t leži v izhodišču. Nižjim stopnjam α 
ustrezajo širše elipse (Slika 3a). Statistika T2 predstavlja razdaljo opazovanja Y od 
glavne osi elipse. Glavna os je vodoravna, če sta spremenljivki nekorelirani in ima 
prva spremenljivka večjo varianco od druge (Slika 3a; to velja za glavne 
komponente, opisane v razdelku 4.4; če ima večjo varianco druga spremenljivka, je 
glavna os elipse navpična), v splošnem pa je poševna (Slika 3b). 





Slika 3: Ilustracija Hotellingove statistike T2 v dveh razsežnostih – z vidika 
kritičnih vrednosti za nekorelirani spremenljivki in različne stopnje napake I. vrste 
(a) ter z vidika testne statistike za korelirani spremenljivki (b). 
 
Določitev ciljne točke in zgornje kontrolne meje (ZKM) 
Ugotovili smo že, da velika razdalja p-dimenzionalnega opazovanja od cilja m 
predstavlja signal za prisotnost variabilnosti zaradi posebnih vplivov. Mer za to 
razdaljo je več. Najpogosteje uporabljena je Hotellingova statistika T2. Za določanje 
cilja pa obstajata dve možnosti: pri prvi je cilj v naprej predpisan – zunanji cilj, pri 
drugi pa ga pridobimo tekom spremljanja procesa – notranji cilj.20 
• Zunanji cilj 
Če z µ označimo večrazsežno povprečje meritev Y, je statistična analiza kontrole 
kakovosti z zunanjim ciljem enaka testiranju hipoteze 𝐻𝐻0:𝛍𝛍 = 𝐦𝐦0 proti 𝐻𝐻1: 𝛍𝛍 ≠ 𝐦𝐦0. 
Z vzorcem velikosti 𝑛𝑛1 lahko izračunamo 𝑇𝑇𝑀𝑀2 =  𝑛𝑛1(𝐘𝐘� −𝐦𝐦0)𝑇𝑇𝐒𝐒−𝟏𝟏(𝐘𝐘� −𝐦𝐦0). Kot vemo, 




𝑇𝑇𝑀𝑀2  ~ 𝐹𝐹𝑝𝑝,𝑛𝑛1−𝑝𝑝. Pod hipotezo 𝐻𝐻1 je 𝐹𝐹𝑜𝑜 porazdeljena po necentralni 
porazdelitvi F. Zato je 𝑍𝑍𝑍𝑍𝑍𝑍 = 𝑝𝑝(𝑛𝑛1−1)(𝑛𝑛1−𝑝𝑝) 𝐹𝐹𝑝𝑝,𝑛𝑛1−𝑝𝑝 
𝛼𝛼 , kjer je 𝐹𝐹𝑝𝑝,𝑛𝑛1−𝑝𝑝 𝛼𝛼 zgornji (100 %-α) 
percentil centralne porazdelitve F s (𝑝𝑝,𝑛𝑛1 − 𝑝𝑝) prostostnimi stopnjami. Če vrednost 
𝑇𝑇𝑀𝑀2  prekorači ZKM, lahko sklenemo, da razlike med 𝐘𝐘� in 𝐦𝐦0 ne moremo pojasniti z 
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• Notranji cilj 
Med potekom določenega procesa se cilj najlažje izračuna iz standardnega 
referenčnega vzorca, za katerega vemo, da so njegove enote sprejemljive kakovosti. 
Na začetku novega ali spremenjenega procesa pa je potrebna temeljita študija 
značilnosti in zmožnosti procesa (ang. process capability). V tem primeru torej 
nimamo predhodnih podatkov, zato je potrebno izračunati notranji cilj. Ciljni 
vektor m se po odstranitvi morebitnih odstopajočih vrednosti izračuna iz podatkov. 
V prvi fazi se torej določi referenčni vzorec in na osnovi tega izračuna ciljne točke 
za nadaljnje testiranje opazovanj. V drugi fazi se nove testirane vzorce (opazovanja 
Y) primerja s ciljnimi vrednostmi iz referenčnega vzorca (X). Testiramo hipotezo 
𝐻𝐻0:𝛍𝛍1 = 𝛍𝛍2. Iz trditve (i) vemo, da 𝐘𝐘�~𝑁𝑁𝑝𝑝 (𝛍𝛍1,
1
𝑛𝑛1
 Σ) in 𝐗𝐗�~𝑁𝑁𝑝𝑝 (𝛍𝛍2,
1
𝑛𝑛2
 Σ). Zaradi 





) Σ). Če je kovariančna 
matrika Σ znana, lahko izračunamo 𝑇𝑇𝑀𝑀2 =  
𝑛𝑛1𝑛𝑛2
𝑛𝑛1+𝑛𝑛2
(𝐘𝐘� − 𝐗𝐗�)𝑇𝑇Σ−𝟏𝟏(𝐘𝐘� − 𝐗𝐗�), ki je 
porazdeljena po necentralni porazdelitvi hi-kvadrat s parametrom necentralnosti 
𝜏𝜏2 = 𝑛𝑛1𝑛𝑛2
𝑛𝑛1+𝑛𝑛2
(𝛍𝛍1 − 𝛍𝛍2)𝑇𝑇Σ−𝟏𝟏(𝛍𝛍1 − 𝛍𝛍2). Kadar 𝐻𝐻0 drži, je parameter necentralnosti enak 
nič in velja 𝑇𝑇𝑀𝑀2~𝜒𝜒𝑝𝑝2. Ker pa je Σ praviloma neznana, jo ocenimo iz vzorca. Naj bo 𝐒𝐒𝑋𝑋 
vzorčna kovariančna matrika referenčnega vzorca. Če je 𝑛𝑛1 ≥ 2, lahko tudi iz 
testiranega vzorca izračunamo kovariančno matriko 𝐒𝐒𝑌𝑌. Na podlagi 𝐒𝐒𝑋𝑋 in 𝐒𝐒𝑌𝑌 lahko 
dobimo skupno oceno Σ kot 𝐒𝐒 = [(𝑛𝑛1 − 1)𝐒𝐒𝑌𝑌 + (𝑛𝑛2 − 1)𝐒𝐒𝑋𝑋] (𝑛𝑛1 + 𝑛𝑛2 − 2)⁄ . Kadar 
testirani vzorec vsebuje odstopajoče vrednosti, se od prvotne populacije ne 
razlikuje le v povprečju, temveč tudi glede kovarianc. Testno statistiko za 𝐻𝐻0:𝛍𝛍1 =
𝛍𝛍2, ki je 𝑇𝑇𝑀𝑀2 =  𝑛𝑛1(𝒀𝒀� − 𝑿𝑿�)𝑇𝑇𝐒𝐒𝐗𝐗−𝟏𝟏(𝒀𝒀� − 𝑿𝑿�), torej primerjamo z ZKM, ki je v tem primeru 
𝑍𝑍𝑍𝑍𝑍𝑍 = 𝑝𝑝(𝑛𝑛2−1)(𝑛𝑛1+𝑛𝑛2)
𝑛𝑛2(𝑛𝑛2−𝑝𝑝)
𝐹𝐹𝑝𝑝,𝑛𝑛2−𝑝𝑝. Tako se kontrolne meje uporablja za odkrivanje 
odmikov od stanja procesa pod nadzorom. Vrednosti 𝑇𝑇𝑀𝑀2 > 𝑍𝑍𝑍𝑍𝑍𝑍, trend ali drugi 
vzorci vrednosti 𝑇𝑇𝑀𝑀2  kažejo na možnost prisotnosti posebnih vplivov na proces. Tak 
odmik pomeni signal za raziskovanje vzroka.8,20 
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3.3 Pregled obstoječih pristopov VR SOP in možnosti uporabe na 
mešanih podatkih 
V zdravstvu so mešani podatki – kjer je nekaj spremenljivk številskih, nekaj 
opisnih urejenostnih (ordinalnih) in nekaj dvojiških (dihotomnih) – zelo pogosti. 
Večina dosedanjih študij o VR SOP temelji zgolj na številskih podatkih, medtem 
ko je področje mešanih podatkov novejše in manj razvito. Ob pregledu literature 
za VR SOP smo prepoznali nekaj pristopov, ki bi bili lahko primerni za analizo 
mešanih s podatkov. 
 
3.3.1 Zmanjšanje števila razsežnosti 
Pri pristopu z zmanjšanjem števila razsežnosti (ang. dimension reduction; z 
metodo glavnih komponent – PCA, večrazsežnim lestvičenjem – MDS ali analizo 
neodvisnih komponent – ICA) iz mešanih podatkov pridobimo številske 
razsežnosti, za katere lahko konstruiramo T2, EMWA ali CUSUM kontrolno karto. 
Metodo glavnih komponent (PCA) se v večrazsežni analizi uporablja pogosto. 
Osnovna ideja metode je opisati razpršenost n enot v m-razsežnem prostoru 
(določenim z m merjenimi spremenljivkami) z množico medsebojno nekoreliranih 
spremenljivk – komponent, ki so linearne kombinacije izvirnih merjenih 
spremenljivk. Nove spremenljivke so urejene od najpomembnejše do najmanj 
pomembne v smislu, da prva glavna komponenta pojasnjuje kar največ 
razpršenosti osnovnih podatkov. Cilj je določiti prvih nekaj komponent, ki 
pojasnjujejo večji del razpršenosti podatkov. Analiza glavnih komponent torej 
omogoča povzeti podatke s čim manjšo izgubo informacij, tako da zmanjša 
razsežnost podatkov. Poiskati želimo torej take linearne kombinacije opazovanih 
spremenljivk, da pojasnijo največjo možno razpršenost spremenljivk. Za ta namen 
je potrebno določiti vektor uteži (𝐚𝐚1, dolžine m) v linearni kombinaciji opazovanih 
spremenljivk 𝐲𝐲1 = 𝐗𝐗𝐚𝐚1 (𝐗𝐗 je matrika podatkov velikosti n × m) tako, da je 
razpršenost te linearne kombinacije največja: 𝑣𝑣𝑧𝑧𝑟𝑟(𝐲𝐲1) = 𝑣𝑣𝑧𝑧𝑟𝑟(𝐗𝐗𝐚𝐚1) = 𝑚𝑚𝑧𝑧𝑥𝑥. Linearna 
kombinacija 𝐲𝐲1 (ki je vektor dolžine m) je prva glavna komponenta. Dodaten pogoj 
je, daje vektor uteži enotski: 𝐚𝐚1𝑇𝑇𝐚𝐚1 = ∑ a1𝑖𝑖2𝑚𝑚𝑖𝑖=1 = 1. Po izračunu prve komponente z 
največjo razpršenostjo poiščemo drugo komponento tako, da je nekorelirana s prvo 
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in ima zopet največjo razpršenost: 𝐲𝐲2 = 𝐗𝐗𝐚𝐚2, kjer je 𝐚𝐚2𝑇𝑇𝐚𝐚2 = 1 in 𝐚𝐚2
, 𝐚𝐚1 = 0. Postopek 
nato ponavljamo za 𝐲𝐲𝑗𝑗 = 𝐗𝐗𝐚𝐚𝑗𝑗 do j = m. Uteži določimo z metodo Lagrangevega 
multiplikatorja. Vektorji uteži so lastni vektorji matrike 𝐗𝐗𝐗𝐗𝑇𝑇 in skupaj tvorijo 
matriko 𝐀𝐀, ki je velikosti m × m.2s2 
V literaturi je zaslediti več pravil za določitev števila najpomembnejših 
komponent:  
1. izbrano število komponent naj pojasni vsaj 80 % skupne variance; 
2. obdržimo komponente, ki ustrezajo vektorjem uteži, za katere so pripadajoče 
lastne vrednosti matrike uteži večje od povprečne vrednost vseh lastnih 
vrednosti matrike uteži;  
3. delež variance izvirnih podatkov, ki ga pojasnjuje zadnja upoštevana 
komponent, naj bo vsaj 5 %;  
4. število komponent določimo na podlagi grafične predstavitve lastnih 
vrednosti matrike uteži tako, da v koordinatnem sistemu nanašamo na 
vodoravno os zaporedno številko komponente, na navpično pa lastne 
vrednosti. Točke povežemo med seboj. Kjer se dobljeni graf prelomi, je meja 
za število komponent, ki jih bomo obdržali. To metodo imenujemo kolenski 
diagram (ang. scree plot). 22 
Uporaba PCA pri VR SOP 
Jackson s sodelavci23 je predlagal uporabo metode glavnih komponent pri 
spremljanju večrazsežnega procesa. Ker so glavne komponente med seboj 
nekorelirane, bi lahko pomenile rešitev pri iskanju in analizi signala izven 
nadzora. Tak pristop je razširil Tracy s sodelavci.24 Glavne komponente lahko torej 
predstavljajo ključ do odkrivanja, katera od spremenljivk je odgovorna za signal 
izven nadzora. Med velikim številom predlogov za uporabo PCA za odkrivanje 
takega signala je najpogostejša uporaba prvih k najbolj značilnih glavnih 
komponent. Glavna ideja je, da je možno prvih k glavnih komponent interpretirati 
in poimenovati. Torej, če da T2 signal izven nadzora in če da hkrati npr. kontrolna 
karta za drugo glavno komponento prav tako signal izven nadzora, lahko 
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sklepamo, katere od spremenljivk bi lahko bile izven nadzora. S tem pristopom 
združimo spremenljivke v nize lastnosti. S poznavanjem te metode in procesa, ki 
ga opazujemo, lahko iščemo posebne vzroke za razpršenost.25 
Kourti in MacGregor pa sta predlagala drugačen pristop, ki prav tako temelji na 
metodi glavnih komponent. T2 je izražen iz normaliziranih komponentnih 
dosežkov (ang. PC scores) multivariatno normalnih spremenljivk. V primeru 
signala izven nadzora zaznamo visok normaliziran dosežek in grafi prispevka (ang. 
contribution graphs) pokažejo, katera spremenljivka je odgovorna za signal. Graf 
prispevka pokaže, koliko vsaka sodelujoča spremenljivka doprinese h 
komponentnemu dosežku.2 
3.3.2 Merjenje razdalj med točkami  
Drugi pristop temelji na merjenju razdalje med točkami podatkov in nato izdelavi 
T2, D2 ali K2 kontrolne karte.26 
Na obvladovanje procesa lahko gledamo kot na razvrščanje v skupine, ki so glede 
na obravnavane spremenljivke sestavljene iz čim bolj podobnih enot. Pri 
razpoznavanju, ali je določena enota bolj podobna eni ali drugi skupini, se opremo 
na mero podobnosti. Za različne tipe spremenljivk se uporablja različne mere 
podobnosti. Za številske se najpogosteje uporablja evklidska razdalja, ki je 
definirana kot 𝑑𝑑(𝐗𝐗,𝐘𝐘) = �∑ (𝑥𝑥𝑖𝑖 − 𝑦𝑦𝑖𝑖)2𝑚𝑚𝑖𝑖=1 . Razmeroma pogosta je tudi manhattanska 
razdalja 𝑑𝑑(𝐗𝐗,𝐘𝐘) = ∑ |𝑥𝑥𝑖𝑖 − 𝑦𝑦𝑖𝑖|𝑚𝑚𝑖𝑖=1 . Obe sta posebni obliki razdalje Minkowskega 
𝑑𝑑(𝐗𝐗,𝐘𝐘) = (∑ |𝑥𝑥𝑖𝑖 − 𝑦𝑦𝑖𝑖|𝑟𝑟𝑚𝑚𝑖𝑖=1 )
1
𝑟𝑟. Če je r=2, gre za evklidsko, če je r=1 pa za manhattansko 
razdaljo. Med razdaljami, ki niso v skupini Minkowskega, je najpogostejša 
posplošena Mahalanobisova, ki je definirana kot 𝑑𝑑(𝐗𝐗,𝐘𝐘) = (𝐗𝐗 − 𝐘𝐘)´Σ−1(𝐗𝐗 − 𝐘𝐘). 
Kadar spremenljivki nista korelirani, je Mahalanobisova razdalja enaka kvadratu 
evklidske razdalje.27 
Tudi za dvojiške spremenljivke obstaja več mer podobnosti, ki so določene s 
frekvencami v asociacijski tabeli za dvojico enot, med katerima merimo podobnost. 
Med najpogosteje uporabljenimi merami podobnosti so: Sokal-Michenerjeva mera 
(1958), prva Sokal-Sneathova mera (1963), Rogers-Tanimotova mera (1960), 
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Russell-Raova mera (1940), Jaccardova mera (1908), Czekanowskijeva mera 
(1913), druga Sokal-Sneathova mera (1963) in Kulczynskijeva mera (1927).27 
Za imenske spremenljivke je možno uporabiti nekatere od zgoraj navedenih mer 
podobnosti za dvojiške podatke. Pogoj za to je, da vsako spremenljivko bodisi 
dihotomiziramo (vse vrednosti spremenljivke združimo v dve vrednosti) bodisi 
kodiramo z indikatorskimi (»slepimi«, ang. dummy) spremenljivkami (za vsako 
vrednost spremenljivke razen ene uvedemo novo spremenljivko, ki označuje 
prisotnost oz. odsotnost posamezne vrednosti prvotne spremenljivke; preostalo 
vrednost, ki ne dobi svoje kategorije, predstavlja odsotnost vseh ostalih vrednosti). 
Mere podobnosti v tem primeru ne pridejo v poštev.27 
Kadar so podatki mešani, torej vsebujejo nekaj spremenljivk številskega in nekaj 
opisnega tipa, je potrebna drugačna rešitev. V literaturi se pojavljajo trije pristopi. 
Prvi je transformacija vseh spremenljivk v isti tip.28 Pri drugem razvrstimo 
spremenljivke v skupine z istim tipom spremenljivk in nato naredimo razvrščanje 
za vsako skupino spremenljivk posebej. Tretji pristop pa temelji na vpeljavi 
sestavljenih mer (kombinacije mer za enote z istim tipom spremenljivk).29–31 




, pri čemer sijk predstavlja mero podobnosti med i-to in j-to enoto 
glede na k-to spremenljivko, wijk pa predstavlja utež, ki zavzame vrednost 1 ali 0 
glede na to, ali k-ta spremenljivka omogoča primerjavo med enotama ali ne 
(wijk = 0, če vrednost k-te spremenljivke za eno ali drugo enoto ni poznana, pri 
dvojiških spremenljivkah pa tudi, če je vrednost pri obeh enotah 0; sicer je ).30 
Kadar mera podobnosti lahko zavzame samo vrednosti med 0 in 1, je mero 
različnosti oz. razdaljo primerno definirati tako, da od 1 odštejemo mero 
podobnosti, sicer pa lahko razdaljo definiramo kot obratno vrednost podobnosti. Če 
sta si dve vrstici zelo podobni, je razdalja med njima majhna, sicer pa velika. 
Za lažjo predstavo o uporabi Gowerjevega koeficienta podobnosti je v nadaljevanju 
predstavljen primer s podatki mešanega tipa: ena spremenljivka je številskega (Š), 
dve urejenostnega (U) in dve opisnega dvojiškega tipa (D). Podatki s področja 
rehabilitacije (predpisovanja protez osebam po amputaciji spodnjega uda) so 
predstavljeni v Tabeli 1. 
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Tabela 1: Podatki za primer izračuna Gowerjevega koeficienta podobnosti. 
 Spremenljivka (oznaka, primer, vrednosti) 













Test vstani in 
pojdi (s) 
A Zelo aktiven Srednje udobno 1 0 8 
B Manj aktiven Srednje udobno 1 0 6 
Postopek izračuna: 
• Oznake 
Vrstica A = [»Zelo aktiven«, Srednje udobno«, 1, 0, 8] 
Vrstica B = [»Manj aktiven«, Srednje udobno«, 1, 0, 6] 
s {A, B,  spremenljivka i} … podobnost v spremenljivki i med vrsticama A in B 
w {A, B, spremenljivka i} … 0, če vrednost na eni ali drugi vrstici ni poznana ali če je vrednost 
dvojiške spremenljivke v obeh vrsticah 0 
• Urejenostni spremenljivki 
s {A, B, U1} = 0 … vrednost {A, U1} = »Zelo aktiven«, vrednost {B, U1} = »Manj aktiven« 
w {A, B, U1}= 1 … ker imamo vrednost U1 za vrstico A in vrstico B, je primerjava mogoča 
s{A, B, U2} = 1 … vrednost {A, U1} = vrednost {B, U1} = »Srednje udobno« 
w {A, B,  U2}= 1 
• Dvojiški spremenljivki 
s{A, B, D1} = 1… vrednost {A,D1} = vrednost {B, D1} = 1 
w {A, B, D1}= 1 
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s{A, B, D2} = 1… vrednost {A,D2} = vrednost {B, D2} = 1 
w {A, B, D2}= 0 … primerjava ni mogoča, ker je vrednost za obe enoti 0 
• Številska spremenljivka 
s {A, B, Š1} = 0,8 … vrednost {A,Š1} = 8, vrednost {B, Š1} = 6, razpon {Š1}=10, 1-((8-6))/10= 0,8 
(normirana manhattanska razdalja med številskimi spremenljivkami) 
w {A, B,  Š1} = 1 





Naša raziskava se opira na študijo,32 kjer so avtorji predlagali uporabo Gowerjeve 
razdalje za VR SOP z mešanimi podatki, kot smo podrobno opisali v poglavju o 
metodah. Predlagani protokol so avtorji preizkusili na podatkih s področja 
industrije. Zaključili so, da se je metoda z uporabo Gowerjeve razdalje izkazala 
bolje kot preostale predvsem, ko je bil delež opisnih spremenljivk v podatkih večji.32 
 
3.3.3 Druge metode VR SOP 
Zasledili smo še nekatere druge pristope za VR SOP, zlasti odkrivanje 
večrazsežnih osamelcev v mešanih podatkih, za kar je bilo v zadnjem času 
predlaganih več algoritmov na področju strojnega učenja in podatkovnega 
rudarjenja,33–40 ter različni pristopi z uporabo neparametričnih metod.41,42 Eden od 
poskusov je uvedba neparametrične večrazsežne kontrolne karte z »umetno 
primerjavo« (ang. articifial contrast), ki opazovani problem pretvori v problem 
nadzorovanega razvrščanja. Osnovna zamisel tega pristopa je dodati podatke izven 
nadzora iz enakomerne porazdelitve in tako ustvariti oznake (razrede) za pripravo 
klasifikacijskih modelov.43 V drugem pristopu so avtorji simulirali podatke, ki so 
izven nadzora, iz neenakomerne porazdelitve in na ta način zaznali srednje 
premike (ang. mean shifts) v bolj specifičnih smereh.44 Hu in Runger45 sta 
predlagala nadgradnjo pristopa umetnih primerjav z grafikonom eksponentno 
uteženega drsečega povprečja. 
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Deng, Runger in Eugene46 so predlagali pristop s primerjavami opazovanj v 
realnem času. Za razliko od uporabe umetnih primerjav, ta pristop za vsako novo 
opazovanje ustvari novo razvrstitveno pravilo (klasifikator) in na ta način omogoča 
sprotno (on-line) spremljanje.  
Ena od prednosti opisanih kontrolnih kart na podlagi umetne primerjave43–46 je 
možnost uporabe mešanih podatkov. Za razliko od tradicionalnih kontrolnih kart 
ti pristopi temeljijo na nadzorovani metodi razvrščanja, ki zahteva podatke izven 
in pod nadzorom. Pred kratkim sta Ning in Tsung47 predlagala kontrolno karto, ki 
temelji na oceni gostote verjetnosti in uporablja lokalni osamelec. Izkazalo se je, 
da je njun pristop lahko učinkovit pri obvladovanju procesa z mešanimi podatki, 
glavna pomanjkljivost pristopa pa je učinkovitost v primeru podatkov z velikim 
številom opisnih spremenljivk. 
  




Naš pristop k reševanju problema VR SOP z mešanimi podatki, ki smo ga 
podrobneje predstavili v predhodnem poglavju, lahko – skupaj s praktično uporabo 
v zdravstvu – povzamemo s tremi hipotezami: 
1. Za VR SOP za mešane podatke je pristop merjenja razdalj med točkami z 
vidika občutljivosti in napake I. vrste ustreznejši od tradicionalnega 
Hotellingovega pristopa. 
2. Med metodami merjenja razdalj med točkami je v primeru večjega števila 
opisnih spremenljivk najprimernejša metoda lokalne Gowerjeve razdalje. 
3. Pristop z uporabo Gowerjeve razdalje je mogoče uporabiti za analizo 
kakovosti zdravstvene oskrbe na primeru predpisovanja medicinsko 
tehničnih pripomočkov. 
  




4. Predstavitev uporabljenih pristopov 
4.1 Nadzor opazovane statistike na podlagi Gowerjeve razdalje 
4.1.1 Gowerjev koeficient različnosti 
Za razliko od področja razvrščanja enot v skupine, kjer se uporablja Gowerjev 
koeficient podobnosti, nas na področju VR SOP zanima Gowerjev koeficient 
različnosti, imenovan tudi Gowerjeva razdalja. Naj bo 𝑞𝑞 število dimenzij in 
𝐱𝐱 = (𝑥𝑥1, … , 𝑥𝑥𝑝𝑝, 𝑥𝑥𝑝𝑝+1, … , 𝑥𝑥𝑞𝑞)𝑇𝑇 opazovanje z mešanimi podatki (p opisnih in q-p 
številskih spremenljivk). Vektor 𝐱𝐱 lahko zapišemo tudi kot: 
𝐱𝐱 = (𝑧𝑧1, … , 𝑧𝑧𝑝𝑝, 𝑐𝑐1, … , 𝑐𝑐𝑞𝑞−𝑝𝑝)𝑇𝑇 = (𝐳𝐳𝑇𝑇 , 𝐜𝐜𝑇𝑇), 
kjer sta 𝐳𝐳𝑇𝑇 in 𝐜𝐜𝑇𝑇 vektorja p opisnih in q-p številskih spremenljivk. Gowerjev 
koeficient različnosti47 predstavlja uteženo povprečje razdalj, izračunanih za vsako 
spremenljivko potem, ko smo jo normirali na lestvico [0,1]. Za dve opazovanji 
















kjer sta 𝑤𝑤𝐱𝐱𝑖𝑖𝐱𝐱𝑖𝑖𝑧𝑧𝑟𝑟 in 𝑤𝑤𝐱𝐱𝑖𝑖𝒙𝒙𝑖𝑖𝑐𝑐𝑟𝑟 uteži za opisno spremenljivko 𝑧𝑧𝑟𝑟 in številsko spremenljivko 
𝑐𝑐𝑟𝑟. 𝐷𝐷𝐱𝐱𝑖𝑖𝐱𝐱𝑖𝑖𝑧𝑧𝑟𝑟 je razdalja za opisno spremenljivko 𝑧𝑧𝑟𝑟, ki je lahko le 0 ali 1: 
𝐷𝐷𝐱𝐱𝑖𝑖𝐱𝐱𝑖𝑖𝑧𝑧𝑟𝑟 = �








max𝑘𝑘�𝑐𝑐𝑟𝑟𝑘𝑘� − min𝑘𝑘 (𝑐𝑐𝑟𝑟𝑘𝑘)
. 
Čeprav se pri izračunu Gowerjeve mere različnosti običajno uporablja 
manhattanska razdalja, jo lahko zamenja tudi druga mera.32,48 Za opisne 
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urejenostne spremenljivke so možne različne rešitve. Mi smo jih obravnavali kot 
številske, torej smo zanje uporabili manhattansko razdaljo. 
 
4.1.2 Uporaba Gowerjeve razdalje za VR SOP 
Tako kot Tuerhong in Kim32 smo tudi mi definirali globalno in lokalno Gowerjevo 
razdaljo. Naj bo 𝐗𝐗 = {𝐱𝐱1,𝐱𝐱2, … , 𝐱𝐱𝑛𝑛} množica mešanih podatkov pod nadzorom (faza 
1), kjer 𝐱𝐱i = (𝑧𝑧1𝑖𝑖 , … , 𝑧𝑧𝑝𝑝𝑖𝑖 , 𝑐𝑐1𝑖𝑖 , … , 𝑐𝑐𝑞𝑞−𝑝𝑝𝑖𝑖 )𝑇𝑇 vsebuje p opisnih in q-p številskih spremenljivk. 
Prihodnje opazovanje je torej 𝐱𝐱𝑛𝑛+1 = (𝑧𝑧1𝑛𝑛+1, … , 𝑧𝑧𝑝𝑝𝑛𝑛+1, 𝑐𝑐1𝑛𝑛+1, … , 𝑐𝑐𝑞𝑞−𝑝𝑝𝑛𝑛+1)𝑇𝑇. 
Globalna Gowerjeva razdalja med 𝐱𝐱𝑛𝑛+1 in 𝐗𝐗 je povprečna Gowerjeva razdalja med 














kjer je 𝑘𝑘 število najbližjih sosedov iz faze 1 v 𝐗𝐗. Najprej torej izračunamo Gowerjeve 
razdalje med 𝒙𝒙𝑛𝑛+1 in vsemi opazovanji faze 1 v 𝐗𝐗: 𝐷𝐷 = �𝐷𝐷𝐱𝐱𝑛𝑛+1𝐱𝐱1 ,𝐷𝐷𝐱𝐱𝑛𝑛+1𝒙𝒙2 , … ,𝐷𝐷𝐱𝐱𝑛𝑛+1𝐱𝐱𝑛𝑛  �, 
nato izberemo 𝑘𝑘 najmanjših vrednosti komponent vektorja 𝐷𝐷 in izračunamo 
𝐿𝐿(𝐱𝐱𝑛𝑛+1). 
Običajna večrazsežna kontrolna karta temelji na Hotellingovi statistiki 𝑇𝑇2, ki jo 
lahko izračunamo le za številske spremenljivke. Za mešane podatke dodamo 
Gowerjevo razdaljo za opisne spremenljivke:32 
𝑇𝑇𝐺𝐺2 = ∑ 𝐷𝐷𝐳𝐳𝑛𝑛+1𝐳𝐳𝑖𝑖 + �𝐱𝐱𝑛𝑛+1 − 𝐱𝐱�(𝑞𝑞−𝑝𝑝)�
𝑇𝑇
𝐒𝐒(𝑞𝑞−𝑝𝑝)−1 �𝐱𝐱𝑛𝑛+1 − 𝐱𝐱�(𝑞𝑞−𝑝𝑝)�𝑛𝑛𝑖𝑖=1 , 
kjer je ∑ 𝐷𝐷𝐳𝐳𝑛𝑛+1𝐳𝐳𝑖𝑖
𝑛𝑛
𝑖𝑖=1  vsota razdalj med 𝐱𝐱𝑛𝑛+1 in vsemi opazovanji iz učne množice 𝐗𝐗 
samo za 𝑝𝑝 opisnih spremenljivk (𝐳𝐳 = (𝑧𝑧1, … , 𝑧𝑧𝑝𝑝)𝑇𝑇), 𝐱𝐱�(𝑞𝑞−𝑝𝑝) in 𝐒𝐒(𝑞𝑞−𝑝𝑝) pa sta vzorčno 
povprečje in vzorčna kovariančna matrika, ocenjena iz učne množice 𝐗𝐗 za 𝑞𝑞 − 𝑝𝑝 
številskih spremenljivk.  
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4.1.3 Računanje kontrolnih mej 
Ko imamo izračunano statistiko, ki jo želimo nadzorovati, je potrebno določiti 
kontrolne meje. Proces je izven nadzora, kadar jih statistika preseže. Za 
Hotellingovo 𝑇𝑇2 kontrolno karto izračunamo kontrolno mejo na podlagi formule, 
predstavljene v razdelku 3.2, ker je porazdelitev statistike znana. Pri vseh ostalih 
preizkušenih metodah, kjer porazdelitev ni znana oziroma jo je pretežko določiti, 
pa smo za določitev kontrolnih mej uporabili eno od metod prevzorčenja (ang. 
resampling): bodisi metodo ponovnega vzorčenja (ang. bootstrap) bodisi 
permutacijski pristop. 
Metoda ponovnega vzorčenja 
Metoda ponovnega vzorčenje je široko uporabljena tehnika prevzorčenja, kadar je 
porazdelitev populacije neznana.49 V prvem koraku je potrebno pridobiti učno 
množico velikosti 𝑁𝑁, torej statistike za proces pod nadzorom: 𝑁𝑁 = { 𝐺𝐺1 ,𝐺𝐺2 , … ,𝐺𝐺𝑁𝑁 }. 
Naj bo 𝑆𝑆𝑖𝑖 = 𝐺𝐺1𝑖𝑖 ,𝐺𝐺2𝑖𝑖 , … ,𝐺𝐺𝑁𝑁𝑖𝑖  niz vrednosti nadzorovane statistike i-tega ponovnega 
vzorčenja i=1,2,…,B, kjer je B število vzorcev ponovnega vzorčenja, ki ga določi 
uporabnik. V našem primeru je bilo to število enako številu vrednosti, ki so v fazi 
1 pod nadzorom (N). Za vsak vzorec nato izračunamo 100(1-𝛼𝛼)-percentilno 
vrednost, pri čemer sami določimo vrednost 𝛼𝛼 (v našem primeru 0,05). V zadnjem 
koraku se določi kontrolno mejo tako, da vzamemo povprečje 𝐵𝐵 percentilnih 
vrednosti.32 
Permutacijski pristop 
Permutacijski pristop k statističnemu sklepanju je ena od oblik prevzorčenja.50 V 
našem primeru je bil permutacijski pristop soroden t. i. pristopu žepnega nožiča 
(ang. jackknife) oz. navzkrižnemu preverjanju veljavnosti z izpuščenim primerom 
(ang. leave-one-out cross-validation).51 Porazdelitev testne statistike, s katero smo 
primerjali testno statistiko za novo opazovanje, smo dobili tako, da smo izračunali 
testno statistiko za vsako od opazovanj iz faze 1 (tj. pod nadzorom) v primerjavi z 
množico opazovanj pod nadzorom brez nje. Če imamo v fazi 1 𝑁𝑁 opazovanj, tako 
dobimo 𝑁𝑁 testnih statistik (vsakič primerjamo eno od 𝑁𝑁 vrednosti s preostalimi 𝑁𝑁 −
1). Če je percentilni rang testne statistike za novo opazovanje večji kot 
1  (nastavljena napaka I. vrste), je opazovanje izven nadzora.  
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4.2 Nadzor opazovane statistike na podlagi evklidske razdalje 
Za vrednotenje ustreznosti metode, ki temelji na Gowerjevi razdalji, smo 
vzporedno (z enakimi parametri) spremljali tudi kontrolne karte, ki temeljijo na 
evklidski razdalji. Za lokalne kontrolne karte 𝑍𝑍2, ki temeljijo na evklidski razdalji, 
smo po vzoru različnih avtorjev uporabili 𝑘𝑘 najbližjih sosedov.52 Za vsako 
opazovanje lahko v podatkih najdemo 𝑘𝑘 najbližjih sosedov z uporabo evklidske 
razdalje, nato pa povprečne vrednosti razdalj 𝑘𝑘 najbližjih sosedov uporabimo kot 
opazovano statistiko za kontrolno karto 𝑍𝑍2. Za globalne kontrolne karte 𝑍𝑍2, ki 
temeljijo na evklidski razdalji, pa kot opazovano statistiko vzamemo povprečno 
razdaljo med vsemi opazovanji faze 1 in prihodnjim opazovanjem.53 
 
4.3 Nadzor na podlagi Hotellingove statistike T2 
Poleg kontrolnih kart, ki temeljijo na Gowerjevi in evklidski razdalji, smo 
preizkusili tudi običajno Hotellingovo statistiko 𝑇𝑇2: 
𝑇𝑇2 =  (𝐱𝐱𝑛𝑛+1 − 𝐱𝐱�faza 1)𝑇𝑇𝐒𝐒faza 1−1 (𝒙𝒙𝑛𝑛+1 − 𝐱𝐱�faza 1), 
pri čemer nismo upoštevali opisnih spremenljivk, torej smo v zgornji formuli 
uporabili samo q – p številskih spremenljivk. 
 
4.4 Uporaba analize glavnih komponent 
Pri metodi z globalno Gowerjevo razdaljo in Hotellingovo statistiko 𝑇𝑇2 smo pri 
pripravi vzorca za fazo 1 in fazo 2 uporabili tudi metodo analize glavnih 
komponent. Upoštevali smo le tiste glavne komponente, ki pojasnjujejo 80 % 
skupne variance. Rezultate smo primerjali s tistimi, kjer so bile v analizo vključene 
vse spremenljivke.  
4.5 Povzetek metod 
V tabeli 2 so povzete oznake in lastnosti metod, ki smo jih uporabili. 
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Tabela 2: Oznake in lastnosti uporabljenih metod. 
Metoda oz. skupina metod Določitev kontrolne 
meje 
Krajše ime Angleška oznaka na 
slikah 
Evklidska razdalja glede na 
celoten vzorec 
S ponovnim vzorčenjem Globalna evklidska razdalja Euclidean Global 
Evklidska razdalja glede na 5 
najbližjih sosedov 
S ponovnim vzorčenjem Lokalna evklidska razdalja Euclidean Local 
Gowerjeva razdalja glede na 
celoten vzorec 
S ponovnim vzorčenjem Globalna Gowerjeva razdalja Gower Global 
S permutacijskim 
pristopom 




Gowerjeva razdalja glede na 5 
najbližjih sosedov 
S ponovnim vzorčenjem Lokalna Gowerjeva razdalja Gower Local 




T2 z Gowerjevo razdaljo T2 Gower formula 
S ponovnim vzorčenjem T2 z Gowerjevo razdaljo in 
ponovnim vzorčenjem 
T2 Gower Bootstrap 
S ponovnim vzorčenjem 
in predhodno PCA 
T2 z Gowerjevo razdaljo s ponovnim 
vzorčenjem na podlagi PCA 




Permutacijski T2 z Gowerjevo 
razdaljo 





Običajni T2 T2 Hotelling 
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5. Simulacije 
5.1 Nastavitve simulacij 
V programu R54 smo napisali funkcijo, ki izvede eno ponovitev simulacije za 
različne metode in na koncu za vsako izračuna napako I. vrste (velikost testa) in 
občutljivost (delež pravilno razvrščenih simuliranih primerov izven nadzora) na 
podlagi presojanja o simuliranih primerih (ki so bili bodisi pod nadzorom bodisi 
izven nadzora). S spreminjanjem nastavitev simulacij smo spremljali vpliv: 
• števila različnih tipov spremenljivk (predvsem v začetnem sklopu simulacij), 
• porazdelitve številskih spremenljivk (standardna normalna, asimetrična v 
levo, asimetrična v desno; opisne urejenostne spremenljivke so bile vedno 
enakomerno porazdeljene), 
• korelacije med številskimi spremenljivkami, 
• velikosti odmika odstopajočih primerov in 
• velikosti nastavljene stopnje napake I. vrste (0,01; 0,05; 0,1) 
na opaženo napako I. vrste in občutljivost. Velikosti odmikov smo v začetnem 
sklopu simulacij spreminjali v večjem razponu in manj sistematično, v končnem 
sklopu pa smo odmike definirali kot majhne (»small«; odmik pri številskih in 
opisnih urejenostnih spremenljivkah za 0,25 σ, pri dvojiških spremenljivkah 
sprememba parametra binomske porazdelitve za 0,1), srednje (»medium«; odmik 
za 0,5 σ, pri dvojiških za 0,25) ali velike (»large«; odmik za 1 σ, pri dvojiških za 0,5) 
ter preizkusili vse njihove kombinacije. 
Posebnost je nastavitev, kjer so vsi odmiki enaki nič, torej odstopajočih vrednosti 
ni. To so t.i. kontrolne simulacije (»control«), pri katerih je relevanten samo prikaz 
napake I. vrste. 
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Korelacije med številskimi spremenljivkami so bile iz nabora {-0,5; -0,25; 0; 0,25; 
0,5; 0,75}. V začetnem in končnem sklopu simulacij smo preizkusili naslednje 
metode: 
• evklidska razdalja glede na celoten vzorec (globalna evklidska razdalja); 
• evklidska razdalja glede na 5 najbližjih sosedov (ang. nearest neighbours; 
lokalna evklidska razdalja); 
• Gowerjeva razdalja glede na celoten vzorec (globalna Gowerjeva razdalja); 
• Gowerjeva razdalja glede na 5 najbližjih sosedov (lokalna Gowerjeva 
razdalja); 
• Hotellingova metoda z uporabo Gowerjeve razdalje (T2 z Gowerjevo 
razdaljo), kjer smo kontrolno mejo določili na podlagi teoretične porazdelitve 
običajne statistike T2; 
• Hotellingova metoda z uporabo Gowerjeve razdalje, kjer smo kontrolno mejo 
določili s ponovnim vzorčenjem (T2 z Gowerjevo razdaljo s ponovnim 
vzorčenjem). 
V končnem sklopu simulacij smo poleg tega preizkusili še naslednje metode: 
• običajna Hottelingova statistika T2 (običajni T2); 
• Hotellingova metoda z uporabo Gowerjeve razdalje in ponovnim vzorčenjem, 
kjer smo z analizo glavnih komponent predhodno zmanjšali število 
komponent tako, da so pojasnile 80 % celotne variance (T2 z Gowerjevo 
razdaljo s ponovnim vzorčenjem na podlagi PCA); 
• Hotellingova metoda z uporabo Gowerjeve razdalje, kjer smo kontrolno mejo 
določili s permutacijskim pristopom (permutacijski T2 z Gowerjevo razdaljo); 
• globalna Gowerjeva razdalja, kjer smo kontrolno mejo določili s 
permutacijskim pristopom (permutacijska globalna Gowerjeva razdalja). 
Parametri, ki smo jih v simulacijah še spreminjali, so bili:  
• velikost vzorca opazovanj, ki so v fazi I pod nadzorom (100, 500, 1000); 
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• velikost vzorca opazovanj, ki so v fazi II pod nadzorom (100, 1000); 
• velikost vzorca opazovanj, ki so v fazi II izven nadzora (100, 1000); 
Število najbližjih sosedov (𝑘𝑘 = 5) in velikost vzorca pri ponovnem vzorčenju (1000) 
sta bila vseskozi enaka. 
 
5.2 Prikaz rezultatov 
Rezultate začetnega sklopa simulacij smo prikazali statično s toplotnimi zemljevidi 
(tj. tabelami z obarvanimi celicami), rezultate končnega sklopa simulacij pa smo 
prikazali z javno dostopnim interaktivnim nadzoriščem (ang. dashboard), 
izdelanim z orodjem Tableau Public. V nadzorišču smo poleg razsevnih grafikonov 
in toplotnih zemljevidov pripravili še črtne grafikone in grafikone kvantilov. 
Nadzorišče je prosto dostopno na spletnem naslovu 
https://public.tableau.com/profile/klemen.strojan#!/vizhome/SimulationVis/LineChart. 
Pri črtnih grafikonih so kontrolne simulacije izvzete in prikazana so povprečja 
preko vseh simulacij. Izbrati je moč le število spremenljivk. 
Pri toplotnih zemljevidih so povprečja v tabeli napake I. vrste obarvane zeleno, če 
se vrednosti od nastavljene napake I. vrste ne razlikujejo za več kot za polovico (tj. 
0,005 pri nastavitvi 0,01 itd.), sicer pa z rdečo. V tabeli občutljivosti pa barvna 
lestvica od rdeče preko rumene do zelene ustreza razponu od 0 preko 0,5 do 1. 
Standardni odkloni obeh mer so osenčeni z odtenki sive, katerih pomen se prilagaja 
razponu vrednosti v tabeli. Legenda za barvne in sivinske lestvice je ves čas vidna 
na prikazu. 
Na grafikone kvantilov in razsevni grafikon so za napako I. vrste dodane oranžne 
navpične črte pri vrednostih 0,01, 0,05 in 0,1, kar olajša primerjanje opaženih 
vrednosti z nastavljenimi. Posebnost razsevnega grafikona je logaritemsko merilo 
na vodoravni osi, ki poveča preglednost, saj je velika večina podatkovnih točk 
zgoščena na začetku razpona vrednosti (tj. med 0 in 0,2). Zaradi velikega števila 
oz. prekrivanja točk so oznake na razsevnih grafikonih narisane polprosojno. 
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6. Preizkus metode z realnimi podatki 
Na Oddelku za rehabilitacijo pacientov po amputaciji na URI – Soča je letno 
sprejetih okoli 300 pacientov. Do amputacije spodnjih udov privedejo številni 
vzroki, najpogostejši pa so: periferna arterijska bolezen (PAB), sladkorna bolezen, 
poškodbe, akutne ali kronične okužbe, maligni tumorji mišično-skeletnega sistema 
in prirojene deformacije spodnjega uda.55 Cilj rehabilitacije pacientov po 
amputaciji spodnjega uda je pridobivanje na samostojnosti in ponovno 
vključevanje v domače okolje. Rehabilitacijski tim, ki ga sestavljajo zdravnik, 
medicinska sestra, fizioterapevt, delovni terapevt in protetik, pacienta opremi s 
protezo in ga nauči uporabe. Idealen potek in zaključek rehabilitacije je hodeč 
pacient, ki se zaradi iste diagnoze na oddelek nikoli več ne vrne, protezo pa 
uporablja do poteka trajnostne dobe (dve leti). Če potek rehabilitacije pogledamo z 
vidika obvladovanja procesa, je pacient, ki naj bi bil uspešno rehabilitiran in se 
zaradi težav s protezo pred potekom trajnostne dobe vrne v ambulanto, izven 
nadzora. 
 
6.1 Zbiranje podatkov 
V prvem koraku smo v bolnišničnem informacijskem sistemu (BIS) poiskali vse 
paciente, ki so med 1.1.2014 in 31.12.2014 prevzeli dokončno podkolensko protezo. 
Poleg identifikacijske številke smo zbirali tudi datum rojstva, spol, stran 
amputacije, stopnjo aktivnosti (ang. K-level),56 glavno diagnozo in identifikacijo 
zdravnika, ki je protezo predpisal. Pri pacientih, ki so imeli obojestransko 
amputacijo, smo upoštevali le podatke o predpisu proteze, ki je bila predpisana 
prva. 
V drugem koraku smo ročno pregledali vse popise pacientov, ki so ustrezali 
zgornjim kriterijem. Za vsakega pacienta, ki prevzame protezo, ožji 
multidisciplinarni tim, ki ga sestavljajo zdravnik, fizioterapevt in protetik, izpolni 
interni obrazec Protokol za prevzem podkolenske proteze (Priloga 2). Obrazec je 
sestavljen iz petih sklopov: 
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• Osnovni podatki o pacientu, obsegi krna, število navlek, vrsta in način 
izdelave ležišča (vezni del med krnom in protezo), vrsta in način izdelave 
vložka; 
• Izdelava ležišča in proteze (izpolni protetik); 
• Pregled hoje (izpolni fizioterapevt); 
• Pregled stoje, sede in pregled krna ter ležišča (izpolni zdravnik); 
• Zadovoljstvo in udobnost ležišča ter suspenzijskega sistema (izpolni 
pacient). 
Paciente, ki protokola niso imeli izpolnjenega oziroma je bilo izpolnjenih manj kot 
polovico postavk, smo izključili iz nadaljnje analize. 
V tretjem koraku smo za paciente, ki so ustrezali zgoraj navedenim kriterijem, v 
BIS poiskali izvid prvega ambulantnega pregleda po prevzemu proteze. Tiste, ki 
so prišli na pregled po preteku trajnostne dobe in niso poročali o težavah s protezo, 
smo uvrstili v skupino pacientov, ki so pod nadzorom. Tisti, ki so se zaradi težav s 
potezo (tj. težave, ki je onemogočala redno uporabo proteze) na pregled vrnili prej, 
pa smo uvrstili v skupino pacientov, ki so izven nadzora. Paciente, ki se po 
prevzemu proteze niso nikoli več vrnili na pregled, smo izključili iz nadaljnje 
analize, ker jih ni mogoče zanesljivo uvrstiti niti v skupino pod nadzorom niti v 
skupino izven nadzora. Potek vključevanja pacientov v analizo povzema Slika 4. 
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Slika 4: Diagram odločanja o vključitvi pacienta v analizo. 
 
6.2 Preizkus predlaganih metod 
Končni nabor podatkov je zajemal 100 pacientov s podkolensko amputacijo. Po 
zgoraj opisanih kriterijih je bilo 86 pacientov pod nadzorom, 14 pa izven nadzora 
(Slika 5). Na podlagi kliničnih izkušenj smo v analizo vključili štiri številske, štiri 
ordinalne in devet dvojiških spremenljivk: 
• številske: starost, 6-minutni test hoje, distalni in proksimalni obseg krna; 
• ordinalne: stopnja aktivnosti, ocena udobnosti ležišča ter udobnosti 
suspenzijskega sistema, stoja na eni nogi; 
• opisne imenske (nominalne) oziroma dvojiške: diagnoza (4 glavne skupine, 
ki jih kodiramo s tremi dvojiškimi spremenljivkami), spol, primernost hoje 
(dostop, dolžina koraka, ocena faze opore), zdravnik, ki je protezo predpisal, 
zadovoljstvo s protezo. 
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Rezultate smo ovrednotili s krivuljami ROC (ang. receiver operating 
characteristic), tj. grafičnim prikazom občutljivosti (ang. sensitivity; glej razdelek 
1.2) na navpični osi v primerjavi z nasprotno vrednostjo ločljivosti na vodoravni osi 
(ločljivost, ang. specificity, je verjetnost, da bo metoda pacienta, ki je pod nadzorom 
prepoznala kot takega). Poleg tega smo ocenili tudi razvrstitveno točnost (ang. 
classification accuracy; delež pravilno razvrščenih bolnikov) in Cohenovega 
koeficienta κ  (ki meri skladnost razvrščanja z dejanskim stanjem v primerjavi z 
naključno skladnostjo). Za vsako od metod smo izračunali občutljivost in ločljivost 
za vse nastavljene vrednosti napake I. vrste ob 0,01 do 0,99 (v korakih po 0,01), s 
čimer smo dobili točke za krivuljo ROC. Na podlagi krivulje ROC smo za vsako 
metodo nato določili optimalno napako I. vrste (v točki, kjer je največja vsota 
občutljivosti in ločljivosti, tj. 1 + Youdnov indeks). 
 










Izračun ciljne vrednosti in 
kontrolnih meja Pacienti pod nadzorom n=50
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REZULTATI 
7. Rezultati simulacij 
7.1 Začetne simulacije 
Začetne simulacije so pokazale, da opažena napaka I. vrste v splošnem ni izrazito 
problematična, razen pri metodi T2, kjer je previsoka v primerjavi z nastavljeno 
(0,05), če so številske spremenljivke porazdeljene asimetrično, sicer pa je prenizka. 
Metoda globalne evklidske razdalje se je izkazala za najbolj občutljivo, vendar na 
račun nekoliko previsoke napake I. vrste (v splošnem okrog 0,06). Po občutljivosti 
ji je sledila metoda lokalne Gowerjeve razdalje, ki je imela ustreznejšo napako I. 
vrste (okrog 0,055). Lokalna Gowerjeva razdalja se je torej obnesla bolje od 
globalne. Gowerjeva razdalja se je v splošnem izkazala bolje pri večjem številu 
opisnih spremenljivk in pri asimetrično porazdeljenih številskih spremenljivkah. 
Po pričakovanju so bile pri velikih zamikih številskih spremenljivk (1 ali 2 
standardna odklona) vse metode zelo točne. Korelacija številskih spremenljivk na 






















1 0 0 0 0 N 0,061 0,059 0,055 0,026 0,061 0,060
2 0,5 0 0 0 N 0,058 0,056 0,056 0,025 0,058 0,057
3 0,75 0 0 0 N 0,058 0,056 0,054 0,025 0,058 0,054
4 0,9 0 0 0 N 0,058 0,054 0,055 0,025 0,058 0,051
5 -0,25 0 0 0 N 0,060 0,059 0,053 0,024 0,060 0,057
6 -0,5 0 0 0 N 0,061 0,059 0,056 0,026 0,061 0,060
7 0 0 0 0 D 0,055 0,053 0,049 0,113 0,056 0,054
8 0,5 0 0 0 D 0,055 0,054 0,049 0,130 0,055 0,054
9 0,75 0 0 0 D 0,054 0,053 0,049 0,132 0,054 0,054
10 0 0 0 0 L 0,057 0,056 0,053 0,116 0,060 0,059
11 0,5 0 0 0 L 0,056 0,054 0,049 0,128 0,055 0,054
12 0,75 0 0 0 L 0,056 0,055 0,050 0,135 0,057 0,055
13 0 0,5 0,1 0,1 N 0,060 0,057 0,056 0,026 0,060 0,058 0,159 0,146 0,126 0,069 0,154 0,144
14 0,5 0,5 0,1 0,1 N 0,058 0,057 0,054 0,025 0,058 0,056 0,117 0,101 0,070 0,034 0,115 0,098
15 0,75 0,5 0,1 0,1 N 0,059 0,056 0,056 0,026 0,059 0,055 0,103 0,095 0,069 0,033 0,100 0,088
16 0,9 0,5 0,1 0,1 N 0,060 0,057 0,055 0,026 0,060 0,053 0,096 0,093 0,069 0,033 0,095 0,083
17 -0,25 0,5 0,1 0,1 N 0,060 0,058 0,056 0,025 0,059 0,058 0,137 0,137 0,129 0,070 0,129 0,129
18 -0,5 0,5 0,1 0,1 N 0,061 0,059 0,054 0,025 0,060 0,059 0,122 0,102 0,079 0,039 0,121 0,099
19 0 0,3 0,3 0,3 N 0,061 0,059 0,054 0,025 0,060 0,057 0,169 0,146 0,120 0,061 0,094 0,093
20 0,5 0,3 0,3 0,3 N 0,058 0,057 0,055 0,025 0,058 0,057 0,103 0,138 0,103 0,051 0,077 0,079
21 0,75 0,3 0,3 0,3 N 0,058 0,055 0,054 0,025 0,059 0,055 0,087 0,141 0,100 0,050 0,071 0,071
22 -0,25 0,3 0,3 0,3 N 0,058 0,057 0,052 0,024 0,058 0,056 0,140 0,131 0,115 0,060 0,084 0,086
23 0 0,3 0,3 0,3 D 0,056 0,055 0,052 0,116 0,058 0,056 0,062 0,063 0,060 0,139 0,066 0,068
24 0,5 0,3 0,3 0,3 D 0,056 0,056 0,050 0,131 0,057 0,057 0,062 0,061 0,054 0,146 0,064 0,062
25 0,75 0,3 0,3 0,3 D 0,056 0,054 0,049 0,131 0,056 0,054 0,060 0,058 0,051 0,146 0,061 0,058
26 0 0,3 0,3 0,3 L 0,056 0,055 0,052 0,114 0,058 0,056 0,062 0,062 0,060 0,137 0,066 0,067
27 0,5 0,3 0,3 0,3 L 0,056 0,055 0,050 0,130 0,057 0,056 0,061 0,060 0,053 0,145 0,064 0,061
28 0,75 0,3 0,3 0,3 L 0,054 0,053 0,048 0,130 0,055 0,054 0,061 0,059 0,052 0,147 0,062 0,059
29 0 1 0,5 0,5 N 0,060 0,058 0,055 0,025 0,060 0,058 0,944 0,877 0,738 0,597 0,627 0,614
30 0,5 1 0,5 0,5 N 0,058 0,057 0,052 0,025 0,058 0,056 0,531 0,699 0,410 0,261 0,311 0,297
31 0,75 1 0,5 0,5 N 0,057 0,056 0,055 0,026 0,058 0,054 0,379 0,739 0,384 0,237 0,235 0,250
32 0,9 1 0,5 0,5 N 0,060 0,055 0,055 0,025 0,060 0,053 0,328 0,751 0,363 0,217 0,211 0,224
33 -0,25 1 0,5 0,5 N 0,060 0,057 0,054 0,024 0,059 0,057 0,875 0,822 0,733 0,591 0,535 0,547
34 -0,5 1 0,5 0,5 N 0,060 0,059 0,055 0,025 0,060 0,057 0,602 0,565 0,474 0,319 0,368 0,307
35 0 1 0,5 0,5 D 0,056 0,054 0,051 0,114 0,057 0,055 0,083 0,102 0,092 0,272 0,124 0,144
36 0,5 1 0,5 0,5 D 0,057 0,055 0,051 0,130 0,057 0,056 0,087 0,086 0,070 0,236 0,102 0,092
37 0,75 1 0,5 0,5 D 0,057 0,055 0,050 0,133 0,057 0,056 0,087 0,084 0,067 0,244 0,091 0,082
38 0 1 0,5 0,5 L 0,057 0,055 0,051 0,115 0,058 0,057 0,085 0,103 0,092 0,264 0,126 0,146
39 0,5 1 0,5 0,5 L 0,056 0,056 0,051 0,131 0,056 0,056 0,088 0,087 0,070 0,234 0,101 0,092
40 0,75 1 0,5 0,5 L 0,057 0,056 0,051 0,135 0,057 0,056 0,085 0,083 0,065 0,246 0,090 0,080
Mediana 0,058 0,056 0,053 0,026 0,058 0,056 0,099 0,102 0,086 0,146 0,101 0,092
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41 0 0 0 0 N 0,061 0,061 0,056 0,039 0,059 0,057
42 0,5 0 0 0 N 0,058 0,057 0,054 0,038 0,058 0,055
43 0,9 0 0 0 N 0,060 0,057 0,055 0,039 0,060 0,054
44 -0,5 0 0 0 N 0,058 0,058 0,055 0,039 0,059 0,057
45 -0,5 0,3 0,3 0,3 N 0,058 0,058 0,056 0,040 0,059 0,057 0,345 0,348 0,335 0,278 0,114 0,126
46 0 0,5 0,1 0,1 N 0,061 0,060 0,056 0,039 0,061 0,060 0,177 0,164 0,143 0,109 0,164 0,156
47 0,5 0,5 0,1 0,1 N 0,059 0,057 0,054 0,039 0,059 0,056 0,133 0,127 0,093 0,069 0,117 0,104
48 0,9 0,5 0,1 0,1 N 0,060 0,058 0,055 0,040 0,059 0,054 0,105 0,117 0,087 0,063 0,094 0,089
49 -0,5 0,5 0,1 0,1 N 0,060 0,057 0,054 0,039 0,060 0,058 0,139 0,119 0,097 0,073 0,123 0,105
50 0 1 0,5 0,5 N 0,059 0,058 0,054 0,038 0,059 0,058 1,000 1,000 1,000 1,000 0,883 0,945
51 0,5 1 0,5 0,5 N 0,057 0,056 0,056 0,039 0,057 0,057 1,000 1,000 0,999 0,998 0,433 0,801
52 0,9 1 0,5 0,5 N 0,058 0,056 0,055 0,039 0,058 0,052 0,999 1,000 0,999 0,999 0,274 0,846
53 -0,5 1 0,5 0,5 N 0,059 0,058 0,055 0,039 0,060 0,058 1,000 1,000 1,000 1,000 0,592 0,667
54 0 2 0,5 0,5 N 0,061 0,059 0,054 0,038 0,061 0,060 1,000 1,000 1,000 1,000 1,000 1,000
55 0,5 2 0,5 0,5 N 0,059 0,058 0,056 0,039 0,057 0,057 1,000 1,000 1,000 1,000 0,867 0,958
56 0,75 2 0,5 0,5 N 0,059 0,058 0,054 0,038 0,059 0,053 1,000 1,000 1,000 1,000 0,730 0,945
57 0,9 2 0,5 0,5 N 0,058 0,056 0,053 0,037 0,058 0,053 1,000 1,000 1,000 0,999 0,656 0,949
58 -0,25 2 0,5 0,5 N 0,059 0,057 0,053 0,038 0,060 0,059 1,000 1,000 1,000 1,000 1,000 1,000
59 -0,5 2 0,5 0,5 N 0,059 0,058 0,055 0,038 0,058 0,058 1,000 1,000 1,000 1,000 0,957 0,954
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60 -0,5 0 0 0 N 0,059 0,057 0,053 0,023 0,057 0,054
61 -0,5 0,5 0,1 0,1 N 0,061 0,058 0,055 0,023 0,057 0,057 0,133 0,129 0,132 0,067 0,092 0,117
62 -0,5 0,3 0,3 0,3 N 0,060 0,058 0,054 0,023 0,058 0,056 0,600 0,544 0,452 0,305 0,159 0,272
63 -0,5 1 0,5 0,5 N 0,060 0,058 0,055 0,023 0,058 0,057 1,000 1,000 1,000 1,000 0,959 0,999
64 -0,5 2 0,5 0,5 N 0,059 0,057 0,056 0,023 0,058 0,058 1,000 1,000 1,000 1,000 0,999 1,000
65 0 2 0,5 0,5 N 0,060 0,057 0,055 0,023 0,058 0,055 1,000 1,000 1,000 1,000 0,998 1,000
66 0,5 2 0,5 0,5 N 0,057 0,055 0,057 0,024 0,055 0,060 1,000 1,000 1,000 1,000 0,976 0,999
67 0,75 2 0,5 0,5 N 0,060 0,057 0,053 0,023 0,059 0,057 1,000 1,000 1,000 1,000 0,951 1,000
68 -0,25 2 0,5 0,5 N 0,060 0,060 0,056 0,023 0,058 0,057 1,000 1,000 1,000 1,000 0,998 1,000
69 0 0 0 0 N 0,061 0,059 0,055 0,022 0,059 0,057
70 0,5 0 0 0 N 0,062 0,059 0,057 0,024 0,059 0,057
71 0,75 0 0 0 N 0,060 0,057 0,054 0,023 0,057 0,055
72 -0,25 0 0 0 N 0,059 0,057 0,055 0,023 0,058 0,058
73 0 0,5 0,1 0,1 N 0,059 0,058 0,053 0,023 0,059 0,057 0,139 0,126 0,110 0,055 0,116 0,109
74 0,5 0,5 0,1 0,1 N 0,062 0,060 0,056 0,024 0,060 0,058 0,136 0,125 0,105 0,051 0,112 0,107
75 0,75 0,5 0,1 0,1 N 0,060 0,058 0,056 0,023 0,059 0,057 0,133 0,123 0,103 0,050 0,104 0,102
76 -0,25 0,5 0,1 0,1 N 0,062 0,058 0,055 0,023 0,060 0,058 0,136 0,127 0,119 0,058 0,111 0,114
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77 0 0 0 0 N 0,060 0,058 0,054 0,031 0,060 0,058
78 0,5 0 0 0 N 0,060 0,058 0,054 0,031 0,060 0,058
79 0,9 0 0 0 N 0,061 0,059 0,055 0,031 0,060 0,057
80 -0,5 0 0 0 N 0,058 0,058 0,056 0,032 0,059 0,056
81 0 0,5 0,1 0,1 N 0,060 0,059 0,054 0,031 0,059 0,056 0,135 0,124 0,113 0,071 0,114 0,112
82 0,5 0,5 0,1 0,1 N 0,060 0,057 0,054 0,030 0,058 0,056 0,131 0,121 0,108 0,065 0,109 0,107
83 0,9 0,5 0,1 0,1 N 0,060 0,058 0,054 0,032 0,057 0,054 0,126 0,118 0,101 0,065 0,097 0,098
84 -0,5 0,5 0,1 0,1 N 0,059 0,058 0,055 0,031 0,058 0,056 0,133 0,129 0,139 0,090 0,091 0,123
85 0 1 0,5 0,5 N 0,059 0,056 0,055 0,031 0,058 0,056 1,000 1,000 1,000 1,000 0,975 1,000
86 0,5 1 0,5 0,5 N 0,060 0,058 0,053 0,030 0,059 0,056 1,000 1,000 1,000 1,000 0,921 1,000
87 0,9 1 0,5 0,5 N 0,060 0,059 0,055 0,031 0,057 0,056 1,000 1,000 1,000 1,000 0,721 1,000
88 -0,5 1 0,5 0,5 N 0,061 0,059 0,055 0,032 0,060 0,058 1,000 1,000 1,000 1,000 0,965 1,000
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89 0 0 0 0 N 0,061 0,058 0,055 0,020 0,060 0,057
90 0,5 0 0 0 N 0,061 0,059 0,054 0,019 0,058 0,058
91 0,9 0 0 0 N 0,058 0,056 0,054 0,019 0,058 0,057
92 -0,5 0 0 0 N 0,059 0,057 0,053 0,019 0,059 0,057
93 0 0,5 0,1 0,1 N 0,061 0,059 0,055 0,020 0,059 0,056 0,136 0,126 0,107 0,046 0,114 0,107
94 0,5 0,5 0,1 0,1 N 0,058 0,056 0,053 0,019 0,058 0,056 0,133 0,121 0,100 0,042 0,111 0,104
95 0,9 0,5 0,1 0,1 N 0,060 0,058 0,055 0,020 0,057 0,056 0,131 0,122 0,098 0,041 0,099 0,099
96 -0,5 0,5 0,1 0,1 N 0,060 0,058 0,056 0,020 0,059 0,058 0,128 0,124 0,126 0,056 0,093 0,115
97 0 1 0,5 0,5 N 0,061 0,059 0,056 0,020 0,060 0,059 1,000 1,000 1,000 1,000 0,969 0,996
98 0,5 1 0,5 0,5 N 0,060 0,057 0,052 0,018 0,060 0,057 1,000 1,000 1,000 0,999 0,900 0,993
99 0,9 1 0,5 0,5 N 0,059 0,058 0,053 0,019 0,060 0,056 1,000 1,000 1,000 1,000 0,715 0,991
100 -0,5 1 0,5 0,5 N 0,060 0,058 0,053 0,020 0,058 0,057 1,000 1,000 1,000 1,000 0,954 0,997
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Slika 6: Rezultati začetnih simulacij (povprečja za dane nastavitve; Š, U, D – 
številske, opisne urejenostne, dvojiške spremenljivke; barvna lestvica celic od rdeče 
preko rumene do zelene pomeni izrazito neustrezne, manj neustrezne oz. ustrezne 
vrednosti; N, D, L porazdelitev številskih spremenljivk – normalna, desno, levo 
asimetrična; pri kontrolnih simulacijah je analizirana samo napaka I. vrste). 
 
7.2 Končne simulacije 
Rezultati končnih simulacij so povzeti glede na izbrani prikaz podatkov. 
7.2.1 Črtni grafikoni 
Za simulacije s po dvema in sedmimi spremenljivkami vsakega tipa so črtni 
grafikoni za opaženo napako I. vrste prikazani na Slikah 7 in 8, za občutljivost pa 
na Slikah 9 in 10. 
Občutljivost je bila v splošnem daleč od idealne vrednosti 1. Šele pri nastavljeni 
vrednosti napake I. vrste 0,1 je dosegla 0,4 za metodi, ki sta se najbolje obnesli. To 
sta bili T2 z Gowerjevo razdaljo s ponovnim vzorčenjem na podlagi PCA ter 
globalna Gowerjeva razdalja, pri normalni porazdelitvi številskih spremenljivk pa 




















101 0 0 0 0 N 0,060 0,058 0,054 0,010 0,060 0,059
102 0,5 0 0 0 N 0,058 0,057 0,054 0,010 0,058 0,056
103 0,9 0 0 0 N 0,059 0,056 0,054 0,010 0,058 0,056
104 -0,5 0 0 0 N 0,060 0,058 0,056 0,010 0,059 0,058
105 0 0,5 0,1 0,1 N 0,061 0,058 0,056 0,011 0,060 0,058 0,109 0,102 0,091 0,021 0,105 0,099
106 0,5 0,5 0,1 0,1 N 0,062 0,059 0,056 0,011 0,060 0,056 0,110 0,098 0,085 0,020 0,103 0,091
107 0,9 0,5 0,1 0,1 N 0,059 0,056 0,053 0,010 0,058 0,055 0,102 0,095 0,079 0,018 0,094 0,088
108 -0,5 0,5 0,1 0,1 N 0,060 0,058 0,056 0,011 0,059 0,058 0,099 0,111 0,119 0,033 0,080 0,103
109 0 1 0,5 0,5 N 0,062 0,058 0,055 0,010 0,061 0,058 0,997 0,902 0,773 0,384 0,373 0,406
110 0,5 1 0,5 0,5 N 0,058 0,056 0,054 0,010 0,059 0,055 0,996 0,895 0,725 0,335 0,319 0,360
111 0,9 1 0,5 0,5 N 0,059 0,057 0,054 0,010 0,060 0,057 0,974 0,904 0,700 0,301 0,262 0,316
112 -0,5 1 0,5 0,5 N 0,060 0,058 0,053 0,011 0,058 0,056 0,996 0,940 0,836 0,530 0,317 0,515
Mediana 0,060 0,058 0,054 0,010 0,059 0,057 0,542 0,503 0,409 0,167 0,183 0,209
Napaka I. vrste Občutljivost







































113 0 0 0 0 N 0,060 0,058 0,056 0,040 0,060 0,057
114 0,5 0 0 0 N 0,060 0,059 0,056 0,040 0,060 0,057
115 0,9 0 0 0 N 0,058 0,055 0,054 0,038 0,058 0,051
116 -0,5 0 0 0 N 0,057 0,056 0,053 0,039 0,058 0,056
117 0 0,5 0,1 0,1 N 0,060 0,058 0,055 0,040 0,058 0,058 0,158 0,148 0,137 0,107 0,154 0,145
118 0,5 0,5 0,1 0,1 N 0,058 0,058 0,054 0,039 0,059 0,056 0,118 0,103 0,075 0,055 0,114 0,096
119 0,9 0,5 0,1 0,1 N 0,058 0,054 0,056 0,040 0,058 0,051 0,094 0,091 0,071 0,051 0,091 0,082
120 -0,5 0,5 0,1 0,1 N 0,060 0,058 0,056 0,040 0,058 0,058 0,602 0,566 0,544 0,470 0,367 0,310
121 0 1 0,5 0,5 N 0,060 0,057 0,056 0,040 0,059 0,057 0,944 0,879 0,808 0,758 0,629 0,626
122 0,5 1 0,5 0,5 N 0,058 0,055 0,054 0,039 0,058 0,055 0,535 0,699 0,474 0,395 0,311 0,300
123 0,9 1 0,5 0,5 N 0,060 0,055 0,056 0,040 0,060 0,052 0,333 0,781 0,425 0,347 0,214 0,251
124 -0,5 1 0,5 0,5 N 0,060 0,058 0,056 0,040 0,060 0,058 0,121 0,102 0,086 0,064 0,121 0,099
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Oznake: Type I Error – napaka I. 
vrste; Sensitivity – občutljivost; 
distCont – porazdelitev številskih 
spremenljivk (lskew – levo 
asimetrična, dskew – desno 
asimetrična, normal – normalna); 
rhoCont – korelacija med 
številskimi spremenljivkami; 
Euclidean Global – globalna 
evklidska razdalja; Euclidean 
Local – lokalna evklidska 
razdalja; Gower Global – globalna 
Gowerjeva razdalja; Gower Local 
– lokalna Gowerjeva razdalja; T2 
Gower Formula – T2 z Gowerjevo 
razdaljo; T2 Gower Bootstrap – T2 
z Gowerjevo razdaljo s ponovnim 
vzorčenjem; T2 Hotelling – 
običajni T2; T2 Gower Bootstrap 
PCA – T2 z Gowerjevo razdaljo s 
ponovnim vzorčenjem na podlagi 
PCA; T2 Gower Permutation – 
permutacijski T2 z Gowerjevo 
razdaljo; Gower Global 
Permutation – permutacijska 
globalna Gowerjeva razdalja. 
Opomba: pod črto za globalno evklidsko razdaljo (Euclidean Global; temno modre barve) sta prekriti črti za globalno Gowerjevo razdaljo (Gower Global; 
svetlo oranžne barve) in T2 z Gowerjevo razdaljo s ponovnim vzorčenjem (T2 Gower Bootstrap; temno siva barva). 
Slika 7: Črtni grafikoni opažene napake I. vrste za končne simulacije s po dvema spremenljivkama vsakega tipa. 
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Oznake kot na sliki 7. 
Opomba: pod črto za globalno evklidsko razdaljo (Euclidean Global; temno modre barve) sta prekriti črti za globalno Gowerjevo razdaljo (Gower Global; 
svetlo oranžne barve) in T2 z Gowerjevo razdaljo s ponovnim vzorčenjem (T2 Gower Bootstrap; temno siva barva). 
Slika 8: Črtni grafikoni opažene napake I. vrste za končne simulacije s po sedmimi spremenljivkami vsakega tipa. 
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Oznake kot na sliki 7. 
Opomba: pod črto za lokalno evklidsko razdaljo (Euclidean Local; svetlo modre barve) je prekrita črta za T2 z Gowerjevo razdaljo (T2 Gower Formula; 
srednje siva barva). 
Slika 9: Črtni grafikoni občutljivosti za končne simulacije s po dvema spremenljivkama vsakega tipa. 
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Oznake kot na sliki 7. 
Opomba: pod črto za lokalno evklidsko razdaljo (Euclidean Local; svetlo modre barve) sta prekriti črti za lokalno Gowerjevo razdaljo (Gower Local; temno 
oranžna barva) in permutacijski T2 z Gowerjevo (T2 Gower Permutation; rjava barva). 
Slika 10: Črtni grafikoni občutljivosti za končne simulacije s po sedmimi spremenljivkami vsakega tipa. 
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Z vidika opažene napake I. vrste je bilo ustreznih več metod: T2 z Gowerjevo 
razdaljo s ponovnim vzorčenjem na podlagi PCA, permutacijska globalna 
Gowerjeva razdalja, T2 z Gowerjevo razdaljo s ponovnim vzorčenjem, globalna 
Gowerjeva razdalja in globalna evklidska razdalja. Previsoko napako I. vrste 
(glede na nastavljeno napako I. vrste) smo opazili pri lokalni Gowerjevi razdalji, 
lokalni evklidski razdalji, T2 z Gowerjevo razdaljo in permutacijskem T2 z 
Gowerjevo razdaljo. Rezultati so bili praktično enaki pri obeh asimetričnih 
porazdelitvah številskih spremenljivk, pri normalni porazdelitvi pa so bile razlike 
med skupino ustreznih in neustreznih metod še bolj izrazite. 
7.2.2 Toplotni zemljevidi 
Pri nizki nastavljeni napaki I. vrste (0,01) je imela pri normalni porazdelitvi 
številskih spremenljivk najnižjo opaženo napako I. vrste T2 z Gowerjevo razdaljo s 
ponovnim vzorčenjem na podlagi PCA, pri asimetričnih porazdelitvah pa lokalna 
in globalna Gowerjeva. Z višanjem nastavljene napake I. vrste so se metode – z 
izjemo T2 z Gowerjevo razdaljo in permutacijskega T2 z Gowerjevo razdaljo – 
izboljševale v smislu približevanja opažene napake I. vrste nastavljeni. Pri velikih 
odmikih vrednosti številskih spremenljivk za podatkovne točke izven nadzora je 
bila skladnost med nastavljeno in opaženo napako I. vrste najslabša. 
Kot rečeno, je bila občutljivost v splošnem nizka. Izjema so bile ponovitve simulacij 
z nastavljenimi visokimi odmiki, predvsem pri T2 z Gowerjevo razdaljo s ponovnim 
vzorčenjem na podlagi PCA ter globalna Gowerjeva razdalja 
Toplotni zemljevidi spreminjanja občutljivosti in opažene napake I. vrste pri 
nastavljeni napaki I. vrste 0,01 in 0,05 so za simulacije s po dvema 
spremenljivkama vsakega tipa (brez kontrolnih simulacij) prikazani na Slikah 11 
in 12 (povprečja) ter Slikah 13 in 14 (standardni odkloni). Slika 13 kaže, da je bila 
pri nastavljeni napaki I. vrste 0,01 razpršenost rezultatov simulacij največja pri 
normalni porazdelitvi številskih spremenljivk, pri 0,05 (Slika 14; enako je tudi pri 
0,1) pa pri asimetričnih porazdelitvah. V vseh primerih je bila razpršenost 
rezultatov simulacij večja pri večjih odmikih. 
Neža Majdič – Doktorska naloga 
48 
 
Oznake kot na Sliki 7; legenda za barvni lestvici na vrhu slike; shift – odmik. 
Slika 11: Toplotni zemljevidi povprečij za končne simulacije (2 spremenljivki vsakega tipa) z nastavljeno napako I. vrste 0,01. 
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Oznake kot na Sliki 7; legenda za barvni lestvici na vrhu slike; shift – odmik. 
Slika 12: Toplotni zemljevidi povprečij za končne simulacije (2 spremenljivki vsakega tipa) z nastavljeno napako I. vrste 0,05. 
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Oznake kot na Sliki 7; legenda za sivinski lestvici na vrhu slike; shift – odmik. 
Slika 13: Toplotni zemljevidi standardnih odklonov za končne simulacije (2 spremenljivki vsakega tipa) za nastavljeno napako 
I. vrste 0,01. 
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Oznake kot na Sliki 7; legenda za sivinski lestvici na vrhu slike; shift – odmik. 
Slika 14: Toplotni zemljevidi standardnih odklonov za končne simulacije (2 spremenljivki vsakega tipa) za nastavljeno napako 
I. vrste 0,05. 
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7.2.3 Grafikoni kvantilov 
Prikaz z grafikoni kvantilov (ang. boxplots) je najbolj nazoren za primerjavo 
nastavljene in opažene napake I. vrste, čemur služijo kontrolne simulacije. Poleg 
tega kaže razpršenost in morebitno asimetričnost rezultatov posameznih simulacij 
pri različnih nastavitvah simulacijskih parametrov. Na Slikah 15, 16 in 17 so 
grafikoni kvantilov za prikaz rezultatov končnih kontrolnih simulacij s po dvema 
spremenljivkama vsakega tipa pri vseh treh različnih nastavitvah napake I. vrste. 
Vidimo, da so pri vseh treh nastavitvah v splošnem ustrezne vse metode razen 
običajnega T2, ki daje pri najmanjši nastavljeni napaki I. vrste (0,01) previsoke 
opažene vrednosti (in izstopa tudi po razpršenosti), pri največji (0,1) pa prenizke. 
Poleg tega je pri nastavljeni napaki I. vrste 0,01 po pričakovanju opaziti 
asimetričnost rezultatov za vse metode. 
 
 Oznake kot na Sliki 7. 
Slika 15: Grafikoni kvantilov za prikaz rezultatov končnih kontrolnih simulacij s 
po dvema spremenljivkama vsakega tipa za nastavljeno napako I. vrste 0,01. 
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 Oznake kot na Sliki 7. 
Slika 16: Grafikoni kvantilov za prikaz rezultatov končnih kontrolnih simulacij s 
po dvema spremenljivkama vsakega tipa za nastavljeno napako I. vrste 0,05. 
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Oznake kot na Sliki 7. 
Slika 17: Grafikoni kvantilov za prikaz rezultatov končnih kontrolnih simulacij s 
po dvema spremenljivkama vsakega tipa za nastavljeno napako I. vrste 0,1. 
7.2.4 Razsevni grafikoni 
Razsevni grafikoni kažejo medsebojno odvisnost napake I. vrste in občutljivosti. 
Uporabili smo jih za podrobno primerjavo med dvema metodama, ki sta se glede 
na predhodno predstavljene rezultate izkazali zelo dobro – globalno Gowerjevo 
razdaljo in T2 z Gowerjevo razdaljo s ponovnim vzorčenjem na podlagi PCA (Slike 
18, 19, 20 in 21). Iz Slik 19 in 21 je razvidno, da asimetričnost porazdelitve mnogo 
bolj moti T2 z Gowerjevo razdaljo s ponovnim vzorčenjem na podlagi PCA tako z 
vidika občutljivosti (ki se pri asimetričnih porazdelitvah bistveno zmanjša) kot z 
vidika opažene napake I. vrste (ki se pri asimetričnosti ne sklada več z 
nastavljeno). 
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Slika 18: Razsevni grafikon napake I. vrste (Type I Error) in občutljivosti 
(Sensitivity) v končnih simulacijah s po 7 spremenljivkami vsakega tipa za 
nastavljeno napako I. vrste 0,05 in srednje odmike za Gowerjevo razdaljo za 
normalno porazdeljene številske spremenljivke. 
 
Slika 19: Razsevni grafikon napake I. vrste in občutljivosti v končnih simulacijah 
s po 7 spremenljivkami vsakega tipa za nastavljeno napako I. vrste 0,05 in srednje 
odmike za Gowerjevo razdaljo za asimetrično porazdeljene številske spremenljivke. 
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Slika 20: Razsevni grafikon napake I. vrste in občutljivosti v končnih simulacijah 
s po 7 spremenljivkami vsakega tipa za nastavljeno napako I. vrste 0,05 in srednje 
odmike za T2 z Gowerjevo razdaljo s ponovnim vzorčenjem na podlagi PCA za 
normalno porazdeljene številske spremenljivke. 
 
Slika 21: Razsevni grafikon napake I. vrste in občutljivosti v končnih simulacijah 
s po 7 spremenljivkami vsakega tipa za nastavljeno napako I. vrste 0,05 in srednje 
odmike za T2 z Gowerjevo razdaljo s ponovnim vzorčenjem na podlagi PCA za 
asimetrično porazdeljene številske spremenljivke.  
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8. Rezultati preizkusa metod z realnimi podatki 
8.1 Opis vzorca 
Značilnosti vzorca so povzete v Tabeli 3 in s Slikama 22 in 23. 
Tabela 3: Značilnosti vzorca realnih podatkov (n=100). 
Spremenljivka Opisne statistike oz. frekvence 
Ženska 23 
Starost, leta 66 ± 11 (39 - 90) 
Proksimalni obseg krna, cm 30,7 ± 3,6 (23,5 - 40,5) 
Distalni obseg krna 27,3 ± 4,6 (15,0 - 37,0) 


























V fazi opore obremeni protezo 
Faza opore na iztegnjenem kolenu 





Zadovoljstvo s protezo 95 
Opomba: številske spremenljivke so predstavljene kot povprečje ± SD (minimum-maksimum), 
opisne spremenljivke s frekvencami (ki so enake odstotnim deležem, saj je n=100). 
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Slika 22: Skupna porazdelitev in robni porazdelitvi (prikazani z grafikonom 
kvantilov) proksimalnega in distalnega obsega krna (levo) ter dosežkov na testu 
stoje na protezi in 6-minutnem testu hoje (desno), ločeno po spolu. 
 
 
Slika 23: Porazdelitev ocene udobnosti ležišča in udobnosti suspenzijskega sistema 
glede na spol. 
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8.2 Preizkus metod 
Pri preizkusu metod na realnih podatkih sta imeli najvišji Cohenov koeficient lokalna evklidska 
in lokalna Gowerjeva razdalja. Slednja je imela – poleg globalne Gowerjeve in obeh 
permutacijskih metod – tudi najnižjo opaženo napako I. vrste. Lokalna in globalna Gowerjeva 
razdalja sta imeli najvišjo ločljivost in razvrstitveno točnost. Najbolj občutljive pa so bile vse 
tri različice T2 z Gowerjevo razdaljo (T2 z Gowerjevo razdaljo in ponovnim 
vzorčenjem, T2 z Gowerjevo razdaljo ter T2 z Gowerjevo razdaljo, ponovnim 
vzorčenjem in predhodno uporabo PCA). Rezultati so povzeti v Tabeli 4 in grafično 
prikazani na Sliki 24. 
Tabela 4: Povzetek preizkusa metod VR SOP za mešane podatke na realnih 
podatkih (R – razdalja). 







Globalna evklidska R 0,79 0,59 0,65 0,30 0,54 
Lokalna evklidska R 0,79 0,71 0,73 0,43 0,51 
Globalna Gowerjeva R 0,57 0,82 0,75 0,39 0,26 
Lokalna Gowerjeva R 0,64 0,82 0,77 0,46 0,39 
T2 z Gowerjevo R, 
ponovno vzorčenje 0,89 0,62 0,69 0,39 0,45 
T2 z Gowerjevo R 0,89 0,62 0,69 0,39 0,48 
T2 z Gowerjevo R, 
ponovno vzorčenje, PCA 0,89 0,62 0,69 0,39 0,49 
Permutacijski T2 z 
Gowerjevo R 0,71 0,74 0,73 0,40 0,29 
Permutacijska globalna 
Gowerjeva R 0,64 0,79 0,75 0,42 0,29 
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Slika 24: Krivulje ROC za preizkus metod VR SOP za mešane podatke na realnih 
podatkih (R – razdalja). 
  




Izvedli smo obsežno in realistično simulacijsko študijo metod za VR SOP za mešane 
podatke v dveh sklopih, nato pa obravnavane metode preizkusili na realnih 
podatkih. Na podlagi simulacij iz obeh sklopov se je izkazalo, da se metode, kjer 
smo uporabili Gowerjevo razdaljo, pri podatkih mešanega tipa v splošnem obnesejo 
nekoliko bolje kot metode z evklidsko razdaljo ali Hotellingov T2 brez upoštevanja 
razdalje med opisnimi spremenljivkami, se pa rezultati močno spreminjajo glede 
na pogoje simulacij (število spremenljivk različnih tipov in njihovo porazdelitev ter 
odmik simuliranih primerov izven nadzora). V prvem sklopu simulacij se je 
pokazalo, da se je pri večjem številu opisnih spremenljivk najbolje obnesla lokalna 
Gowerjeva razdalja. Do podobnih ugotovitev je prišla tudi Tuerhong s sod.32 
V drugem sklopu simulacij je bila občutljivost metod v splošnem nizka. Najbolje 
sta se obnesli T2 z Gowerjevo razdaljo s ponovnim vzorčenjem na podlagi PCA ter 
globalna Gowerjeva razdalja, pri normalni porazdelitvi številskih spremenljivk pa 
jima je bila blizu tudi T2 z Gowerjevo razdaljo s ponovnim vzorčenjem. Z vidika 
opažene napake I. vrste je bilo ustreznih več metod: T2 z Gowerjevo razdaljo s 
ponovnim vzorčenjem na podlagi PCA, permutacijska globalna Gowerjeva 
razdalja, T2 z Gowerjevo razdaljo s ponovnim vzorčenjem, globalna Gowerjeva 
razdalja in globalna evklidska razdalja. Rezultati so bili praktično enaki pri obeh 
asimetričnih porazdelitvah številskih spremenljivk, pri normalni porazdelitvi pa 
so bile razlike med skupino ustreznih in neustreznih metod še bolj izrazite. Pri 
nizki nastavljeni napaki I. vrste (0,01) je imela pri normalni porazdelitvi številskih 
spremenljivk, najnižjo opaženo napako I. vrste T2 z Gowerjevo razdaljo s ponovnim 
vzorčenjem na podlagi PCA, pri asimetričnih porazdelitvah pa lokalna in globalna 
Gowerjeva. Asimetričnost porazdelitve mnogo bolj moti T2 z Gowerjevo razdaljo s 
ponovnim vzorčenjem na podlagi PCA tako z vidika občutljivosti (ki se pri 
asimetričnih porazdelitvah bistveno zmanjša) kot z vidika opažene napake I. vrste 
Pri poskusu uporabe metod na realnih podatkih sta se z vidika Cohenovega 
koeficienta κ, torej skladnosti napovedi z dejanskim stanjem ob upoštevanju 
naključno pričakovane skladnosti, najbolje obnesli lokalna Gowerjeva in lokalna 
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evklidska razdalja. Lokalna Gowerjeva razdalja je imela od lokalne evklidske višjo 
ločljivost in razvrstitveno točnost ter nižjo optimalno napako I. vrste. Čeprav se je 
lokalna Gowerjeva razdalja v celoti gledano izkazala za najbolj uporabno, bi pri 
bolj zanesljivih in veljavnih podatkih najbrž še bolj izstopala. To, da pacient pred 
iztekom trajnostne dobe proteze pride ponovno v ambulanto zaradi težav, namreč 
ni edini objektivni znak, da je bilo s protezo nekaj narobe. Vzrok je lahko tudi 
neustrezna uporaba proteze, kar je zaradi uporabe v domačem okolju zelo težko 
preveriti. Nekateri pacienti po prevzemu proteze ugotovijo, da jim ta ne ustreza in 
v obdobju do naslednjega predpisa uporabljajo staro protezo. Poleg tega je 
populacija pacientov po amputaciji večinoma starejša, zato na naslednji predpis 
(po preteku trajnostne dobe proteze) ni prišlo kar 15 % pacientov. Ker podatkov o 
tem, ali so umrli ali pa proteze ne uporabljajo več, nimamo, jih v analizi nismo 
mogli upoštevati. 
Naš pristop k analizi realnih podatkov se razlikuje od običajnih raziskav na 
področju SOP. Ustreznost oziroma delovanje kontrolnih kart se vedno preverja 
samo s simulacijami (kot smo naredili v prvem – glavnem delu raziskave), mi pa 
smo poskusili tudi z zunanjim kriterijem. V jeziku strojnega učenja bi rekli, da smo 
izvedli učenje na podlagi enega razreda (ang. one-class learning). Pri takem 
pristopu imamo podatke enega razreda, pri čemer predvidevamo, da nekateri v 
resnici niso iz istega razreda, tj. da je bilo s protezo kljub prevzemu nekaj 
potencialno narobe. Naši podatki bi seveda omogočali tudi običajno učenje na 
podlagi dveh razredov (ang. two-class learning), za katerega obstaja ogromno 
metod, začenši z logistično regresijo. Toda naš namen ni bil razviti napovednega 
modela za predčasni kontrolni pregled, pač pa preveriti uporabnost večrazsežne 
kontrole kakovosti z vidika predčasnih pregledov. V ta namen smo torej izvedli 
učenje na podlagi enega razreda in nato preverili, koliko se rezultati skladajo z 
opaženimi težavami s protezo. 
Pristop SOP ima pred izdelavo napovednega modela (tj. učenjem na podlagi dveh 
razredov) tudi prednost, da je, če se vhodni podatki spremenijo (v našem primeru 
Protokol o prevzemu podkolenske proteze ali kakšen njegov del – npr. uvedba 
novega merskega postopka ali instrumenta), potrebno znova razviti napovedni 
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model, s SOP (ki ni mišljena kot objektivna znanost, temveč praktična hevristika) 
pa lahko takoj nadaljujemo, le vzorec faze 1 moramo znova nekaj časa zbirati. Če 
se za kakšno enoto (v našem primeru pacienta) iz tega vzorca kasneje izkaže, da je 
odstopajoča (tj. izven kontrolnih meja), jo izločimo iz faze 1 in znova izračunamo 
kontrolne meje. Nato lahko s popravljenimi mejami ponovno preverimo že 
preverjene enote – v našem primeru namreč lahko naknadno ukrepamo, saj lahko 
paciente, ki padejo izven popravljenih meja, predčasno pokličemo na pregled. 
Zato menimo, da naš pristop sledi temeljni filozofiji VR SOP. Če je podatek izven 
kontrolnih meja, je to namreč samo signal, da se po vsej verjetnosti nekaj dogaja s 
procesom, zato je treba proces podrobno pregledati in po potrebi ukrepati. Enako v 
našem primeru predvidevamo, da je nenavadna oz. ekstremna kombinacija 
odgovorov v Protokolu signal, da bi lahko šlo kaj narobe s protezo. Če se tak signal 
sklada s tem, da je pacient predčasno prišel na pregled, to priča v prid veljavnosti 
naše statistične metode, ni pa edini oz. objektiven kriterij za njeno ustreznost. 
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10. Omejitve 
Na prvo težavo smo naleteli pri izvajanju simulacij. Zaradi tehničnih vzrokov 
(omejitev razpoložljivosti strežniške gruče, na kateri so se izvajale simulacije) je 
bilo število ponovitev z različnimi nastavitvami premajhno. Predvsem bi nas 
zanimali rezultati nadaljnjega spreminjanja števila različnih tipov spremenljivk. 
Nesporna pomanjkljivost naših realnih podatkov je bila, da ni časovnega vidika, tj. 
nismo upoštevali zaporednosti pacientov. To bi upoštevali v fazi 2, ko bi 
posodabljali podatke za fazo 1, dokler bi bili pacienti v fazi 2 pod nadzorom. Toda 
takega vira podatkov žal nismo imeli na voljo. Ko bomo glede na ugotovitve 
raziskave izbrali najprimernejšo metodo, bomo to lahko poskusno uvedli v prakso. 
Pri preizkusu metod na kliničnih podatkih se je izkazalo, da veliko težavo 
predstavljajo tudi manjkajoči podatki. Na področju zdravstvene oskrbe človeški 
faktor igra veliko pomembnejšo vlogo kot na področju industrije, zato je 
manjkajočih podatkov veliko več. Zagotovo pa je to smer, v kateri bi predlagano 
metodologijo potencialno lahko nadgradili. 
Dodatna težava, na katero smo naleteli pri zbiranju podatkov, je bila že omenjena 
predčasna izguba pacientov. Večina pacientov, ki utrpi amputacijo, je starih in 
imajo več sočasnih bolezni. Izkazalo se je, da se jih približno 15 % tudi po šestih 
letih ni vrnilo v ambulanto. Možni razlagi sta dve: ali so umrli (podatka o tem v 
BIS ni na voljo) ali pa proteze ne uporabljajo. Slednji bi torej sodili v skupino izven 
nadzora. Težavo bi bilo morda moč rešiti z metodami SOP za krnjene podatke, ki 
so jih sicer v zadnjem času razvili, a le enorazsežne,57 objav o VR SOP za krnjene 
podatke pa nismo zasledili. 
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11. Zaključki 
Naloga je bila usmerjena v iskanje najprimernejše metode za večrazsežno 
statistično obvladovanje procesa z mešanimi podatki. Z obsežnimi simulacijami 
smo primerjali različne pristope, predlagane v literaturi. 
Metoda Gowerjeve razdalje se je izkazala bolje pri večjem številu opisnih 
spremenljivk in pri asimetrično porazdeljenih številskih spremenljivkah. Pri 
poskusu uporabe metod na realnih podatkih se je v celoti gledano (z vidika 
Cohenovega koeficienta κ, razvrstitvene točnosti, občutljivosti, specifičnosti in 
napake I. vrste) najbolje izkazala lokalna Gowerjeva razdalja, ki bi pri bolj 
zanesljivih in veljavnih podatkih najbrž še bolj izstopala. 
Prvo raziskovalno hipotezo, da je pri VR SOP za mešane podatke pristop merjenja 
razdalj med točkami z vidika občutljivosti in napake I. vrste ustreznejši od 
tradicionalnega Hotellingovega pristopa, smo potrdili. 
Drugo raziskovalno hipotezo, da je med metodami merjenja razdalj med točkami v 
primeru večjega števila opisnih spremenljivk najprimernejša metoda lokalne 
Gowerjeve razdalje, smo prav tako potrdili. 
Tudi tretjo raziskovalno hipotezo, da je pristop z uporabo Gowerjeve razdalje 
mogoče uporabiti za analizo kakovosti zdravstvene oskrbe (konkretno za primer 
predpisovanja medicinsko tehničnih pripomočkov), smo potrdili. 
Kolikor nam je znano, smo izvedli prvo raziskavo o vpeljavi Gowerejeve razdalje v 
VR SOP z mešanimi podatki na področju zdravstvene oskrbe. Na področju 
kakovosti zdravstvene oskrbe, kjer imamo pogosto opravka z mešanimi podatki, 
lahko na podlagi naših ugotovitev izboljšamo veljavnost večrazsežnih analiz. Poleg 
tega smo obravnavane metode uporabili na podatkovju s področja zdravstvene 
oskrbe (o pacientih po podkolenski amputaciji, opremljenih s protezo) in pokazali 
njihovo praktično uporabnost. 
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DODATEK 
PROGRAMSKA KODA V OKOLJU R 
#######aux functions, used for different methods 
###calculates mean euclidean distance of new sample (x.n - vector) and all samples from 
phase I (y - matrix) 
euclid.n<-function(x.n,y){ 
  nn<-rep(NA,dim(y)[1]) 
  for (i in 1:dim(y)[1]){ 
    nn[i]<-sqrt(sum((x.n-y[i,])**2)) 
  } 
  mean(nn) 
} 
euclid.n.NN<-function(x.n,y,kn){ 
  nn<-rep(NA,dim(y)[1]) 
  for (i in 1:dim(y)[1]){ 
    nn[i]<-sqrt(sum((x.n-y[i,])**2)) 
  } 
  mean(sort(nn,decreasing=F)[1:kn]) 
} 
euclid.ni<-function(i,y,fun){ 
  x.n<-y[i,] 
  yy<-y[-i,] 









###calculates T2 distance from new sample towards the phase I samples 
T2x<-function(x,y){ 




###Gower distance, check the definition! 
gower<-function(x,y,id.cont,id.cat){ 
  dij.cont<-  apply((matrix(rep(x[id.cont],dim(y)[1]),nrow=dim(y)[1],byrow=T)-
y[,id.cont])**2,1,function(x) sum(sqrt(x)))   ##in the ppt is like that, but it could also 
be: sqrt(sum(x)) !!! 
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  dij.cat<-  apply(t(apply((matrix(rep(x[id.cat],dim(y)[1]),nrow=dim(y)[1],byrow=T)-
y[,id.cat]),1,function(x) ifelse(x==0,0,1))),1,function(x) sum(x)) 
  mean(dij.cont+dij.cat) 
} 
goweri<-function(i,y,id.cont,id.cat){ 
  x<-y[i,] 
  y<-y[-i,] 
  dij.cont<-  apply((matrix(rep(x[id.cont],dim(y)[1]),nrow=dim(y)[1],byrow=T)-
y[,id.cont])**2,1,function(x) sum(sqrt(x)))   ##in the ppt is like that, but it could also 
be: sqrt(sum(x)) !!! 
  dij.cat<-  apply(t(apply((matrix(rep(x[id.cat],dim(y)[1]),nrow=dim(y)[1],byrow=T)-
y[,id.cat]),1,function(x) ifelse(x==0,0,1))),1,function(x) sum(x)) 
  mean(dij.cont+dij.cat) 
} 
gower.local<-function(x,y,id.cont,id.cat,nk){ 
  dij.cont<-  apply((matrix(rep(x[id.cont],dim(y)[1]),nrow=dim(y)[1],byrow=T)-
y[,id.cont])**2,1,function(x) sum(sqrt(x)))   ##in the ppt is like that, but it could also 
be: sqrt(sum(x)) !!! 
  dij.cat<-  apply(t(apply((matrix(rep(x[id.cat],dim(y)[1]),nrow=dim(y)[1],byrow=T)-
y[,id.cat]),1,function(x) ifelse(x==0,0,1))),1,function(x) sum(x)) 
  mean(sort(dij.cont+dij.cat,decreasing=FALSE)[1:nk]  ) 
} 
goweri.local<-function(i,y,id.cont,id.cat,nk){ 
  x<-y[i,] 
  y<-y[-i,] 
  dij.cont<-  apply((matrix(rep(x[id.cont],dim(y)[1]),nrow=dim(y)[1],byrow=T)-
y[,id.cont])**2,1,function(x) sum(sqrt(x)))   ##in the ppt is like that, but it could also 
be: sqrt(sum(x)) !!! 
  dij.cat<-  apply(t(apply((matrix(rep(x[id.cat],dim(y)[1]),nrow=dim(y)[1],byrow=T)-
y[,id.cat]),1,function(x) ifelse(x==0,0,1))),1,function(x) sum(x)) 





data <- read.table("exa_R.txt", header=TRUE, sep="\t", na.strings="NA", dec=",", 
strip.white=TRUE) 
data 
matrixData <- as.data.frame.matrix(data) 
matrixData 
x<-matrixData 
###phase I all in-control (control=0) 
attributes(x) 
dim(x) 





x1i ####in-control in phase1 
dim(x1i) 
###phase II in-control (control=0) and out-of-control (control=1) 
x2<-x[x[,12]==2,] 
x2i<-x2[x2[,13]==0,] 
x2i ####in-control in phase2 
dim(x2i) 
x2o<-x2[x2[,13]==1,] 
x2o ### out-of-control in phase2 
dim(x2o) 




id.cont<-c(1:4) #for Gower we need to tell him which variables are cont 
id.cat<-c(5:11) #for Gower we need to tell him which variable are cat 
pcs0<-princomp(x0, cor = TRUE,scores=TRUE)  #principal components for the Ph1 samples 
eig <- (pcs0$sdev)^2  
variance <- eig/sum(eig)  
cumvar <- cumsum(variance)  
which.com<-1:which(cumvar>=0.8)[1] 
pcs1<-predict(pcs0,xt)[,which.com] #principal components for Ph2 samples using the predict 
function, ok as this avoids overfitting 
pcs0<-pcs0$scores[,which.com] #principal components for the Ph1 samples 
mmi<-apply(as.matrix(dist(x0,method = "euclidean",diag=F ,upper=T)),2,function(x){ 
x[x==0]<-NA; mean(x,na.rm=T)} ) ## much faster  
nk<-5 #argument used for local Euclidean 







mmT2.pca<-unlist(mmT2.pca)    
mm.gower<-unlist(lapply(1:ntr,goweri,x0,id.cont,id.cat)) 
mm.gower.local<-unlist(lapply(1:ntr,goweri.local,x0,id.cont,id.cat,nk)) 
B<-1000 #number of boot samples 
alpha<-0.05 #alpha level, change if you want other values 
perc.95.gower.local<-rep(NA,B) 
perc.95.gower<-rep(NA,B) 







for (ii in 1:B){ 
  perc.95.local[ii]<-quantile(mmi.local[sample(1:ntr,ntr,replace=T)],prob=1-alpha)  
#n.samples in bootstrap is the same as number of phase I samples 
  #perc.95[ii]<-quantile(mm[sample(1:ntr,ntr,replace=T)],prob=1-alpha)  #n.samples in 
bootstrap is the same as number of phase I samples - NOT OK 
  perc.95T2[ii]<-quantile(mmT2[sample(1:ntr,ntr,replace=T)],prob=1-alpha)  #n.samples in 
bootstrap is the same as number of phase I samples 
  perc.95i[ii]<-quantile(mmi[sample(1:ntr,ntr,replace=T)],prob=1-alpha)  #n.samples in 
bootstrap is the same as number of phase I samples 
  perc.95.gower[ii]<-quantile(mm.gower[sample(1:ntr,ntr,replace=T)],prob=1-alpha)  
#n.samples in bootstrap is the same as number of phase I samples 
  perc.95.gower.local[ii]<-quantile(mm.gower.local[sample(1:ntr,ntr,replace=T)],prob=1-
alpha)  #n.samples in bootstrap is the same as number of phase I samples 
  perc.95T2.pca[ii]<-quantile(mmT2.pca[sample(1:ntr,ntr,replace=T)],prob=1-alpha)  






CLT2<-mean(perc.95T2) #control limit 
CLT2.pca<-mean(perc.95T2.pca) #control limit 
np.cont<-4 #num of cont vars 
  np.dih<-4  #num of dih vars 
  np.or<-3 #num of ord vars 
CLT2form<-sum(c(np.cont,np.dih,np.or))*(ntr+1)*(ntr-1)/(ntr*(ntr-
sum(c(np.cont,np.dih,np.or))))*qf(alpha,sum(c(np.cont,np.dih,np.or)),ntr-
sum(c(np.cont,np.dih,np.or)),lower.tail=FALSE)   
 
 
gg<-apply(xt,1,euclid.n,x0) #euclidean distance of all phase II samples to phase I samples 
(averaged) 
gg.local<-apply(xt,1,euclid.n.NN,x0,nk) #euclidean distance of all phase II samples to 
phase I samples (averaged) 
gg.gower<-apply(xt,1,gower,x0,id.cont,id.cat) 
gg.gower.local<-apply(xt,1,gower.local,x0,id.cont,id.cat,nk) 
ggT2<-apply(xt,1,T2x,x0) #T2 distance of all phase II samples to phase I samples (averaged) 
ggT2.pca<-apply(pcs1,1,T2x,pcs0) 
predi<-ifelse(gg>CLi,1,0) #is sample in or out control 
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pred.gower<-ifelse(gg.gower>CL.gower,1,0) #is sample in or out control 
pred.gower.local<-ifelse(gg.gower.local>CL.gower.local,1,0) #is sample in or out control 
pred.local<-ifelse(gg.local>CL.local,1,0) #is sample in or out control 
predT2<-ifelse(ggT2>CLT2,1,0) #is sample in or out control 
predT2form<-ifelse(ggT2>CLT2form,1,0) #is sample in or out control 
predT2.pca<-ifelse(ggT2.pca>CLT2.pca,1,0) #is sample in or out control 
 
###use permutaions for T2 and Gower: 
pred.T2.per<-pred.gower.per<-rep(0,nrow(xt)) 
for (ii in 1:nrow(xt)){ 
  T2.per0<-ggT2[ii] 
  gower.per0<-gg.gower[ii] 
  for (jj in 1:nrow(x0)){ 
    x0i<-x0 
    x0i[jj,]<-xt[ii,] 
    T2i<-T2x(x0[jj,],x0i) 
    T2.per0<-c(T2.per0,T2i) 
     
    gover.i<-gower(x0[jj,],x0i,id.cont,id.cat) 
    gower.per0<-c(gower.per0,gover.i) 
  } 
  limitT2<-quantile(T2.per0,prob=1-alpha) 
  limitGower<-quantile(gower.per0,prob=1-alpha) 
  if (ggT2[ii]>limitT2  ) pred.T2.per[ii]<-1 
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P R O T O K O L  Z A P R E V Z E M P O D K O L E N S K E P R O T E Z E 
   
     L                   D 
 
 
O B S E GI K R N A  
 
P R O X.:  
 
 
DI S T.:  
 
Št e vil o n a vl e k n a kr n u o b pr e v z e m u  T:  D:  
Št e vil o n a vl e k n a vl o ž k u o b pr e v z e m u  T:  D:  
L E ŽI Š Č E ( vr st a, n a či n i z d el a v e)    
V L O Ž E K ( vr st a, n a či n i z d el a v e)    
 
I Z D E L A V A L E ŽI Š Č A I N P R O T E Z E  
Ali s o v l e žiš č u i zr e z a n e n e z n a čil n e o d prti n e ali n al e plj e ni k o si m e h ki h m at eri al o v n a 
n e z n a čil ni h m esti h ?  
 D A                         N E  
L A M I NI R A N O L E ŽI Š Č E   D A                         N E  
L a mi nir a n o l e žiš č e -pris ot n o st zr a č ni h m e h ur č k o v ?  D A  N E  
L a mi nir a n o l e žiš č e -pr e p oj e n ost k o m p o n e nt ?  D A  N E  
L a mi nir a n o l e žiš č e -pri m er n a t e ž a ?   D A  N E  
T E R M O P L A S T I Č N O L E ŽI Š Č E   D A  N E  
P ri m er n a i n e n a k o m er n a d e b eli n a pl asti k e?   D A  N E  
P ri m er n o o b d el a ni r o b o vi?  D A  N E  
K O N Č N A I Z D E L A V A   D A  N E  
P ri m er ni n eti?  D A  N E  
P ri m er ni u s nj e ni d eli?  D A  N E  
P ri m er n a k o z m eti k a?   D A                         N E  
 
P R E G L E D H O J E  
Pri p o m o č e k pri h oji: _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _  ▫ 3-t a kt n o   ▫ 4-t a kt n o 
Ali j e h oj a f u n k ci o n al n a ?  D A                     N E  
Z a m a h  
�  pr a vil e n  
�  n e pr a vil e n  _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _  
D o st o p  
�  n a p et o  
�  n a c el o st o p al o  
O p or a  
�  o br e m e ni pr ot e z o  
�  d el n o  o br e m e ni pr ot e z e  
�  n a i zt e g nj e n o k ol e n o  
�  n a p o kr č e n o  k ol e n o  
�  hi p er e kst e n zij a k ol e n a  
�  v ar us p ol o ž aj k ol e n a  
�  v al g us p ol o ž aj k ol e n a  
�  n a gi b tr u p a :    n a a m p utir a n o str a n     n a n as pr ot n o str a n  
�  n a gi b tr u p a n a pr ej  
�  n e pr a vil n o gi b a nj e r o k  
�  dr u g o: _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _  
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D ol ži n a k or a k o v  
�  e n a k o d ol gi k or a ki  
�  n e e n a k o d ol gi k or a ki  
Rit e m h oj e  
�  pr a vil e n  
�  n e pr a vil e n  
6- mi n ut ni t est h oj e  _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ m  
St oj a n a pr ot e zi  D A                          N E                 _ _ _ _ _ _ _ _ _ _ _ _ _ s  
Ali o s e b a pr e m a g a v z p o n e, s p ust e i n st o p ni c e ?  
1 -n e pr e m a g a  
2- pr e m e g a z asist e n c o e n e o s e b e  
3 -pr e m a g a  
Ali s e l e žiš č e mi ni m al n o pr e mi k a n a v z d ol ( pr e mi k a nj e 
z ar a di m e h ki h t ki v kr n a), pri h oji s pr ot e z o ?  
D A                           N E  
Ali pr ot e z a d el uj e ti h o ?  D A                           N E  
Ali o s e b a s pr ot e z o l a h k o kl e či ?  D A                            N E  
P R E G L E D S T O J E  
Ali j e pr ot e z a i z d el a n a k ot j e pr e d pis a n o ?  D A                            N E  
Ali s e o s e b a u g o d n o p o č uti pri st oji s pr ot e z o, č e st a 
sr e di ni p et ni c o d d alj e ni n aj v e č 1 5 0 m m ?  
D A                            N E  
Ali j e pr ot e z a pri m er n o st ati č n o ur a v n a n a ?  D A                            N E  
Ali j e i z d el a n o l e žiš č e s p o p ol ni m k o nt a kt o m ?  D A                            N E  
Ali s o m e h k a t ki v a pri m er n o r a z p or ej e n a v l e žiš č u ?  D A                            N E  
Ali s e l e žiš č e p o m a k n e n a v z d ol ( s e p o v e č a r a z d alj a m e d 
s p o d nji m r o b o m p at el e i n r o b o m l e žiš č a), č e o s e b a 
d vi g n e pr ot e z o o d t al ?  
D A                            N E  
Ali st a m e di al n a i n l at er al n a st e n a v sti k u s k o n dili ?  D A                            N E  
P R E G L E D S T O J E  
Ali s o pri s e d e nj u s k ol e ni s kr č e ni mi z a 9 0 ° pris ot n a v 
p o plit e al ni g u bi m e h k a t ki v a ?  
D A                            N E  
Ali p o v zr o č aj o t e ž a v e ?  D A                            N E  
P R E G L E D K R N A I N L E ŽI Š Č A  
Ali j e kr n br e z o dr g ni n, r d e či n i n otiš č a ni n t a k oj p o 
s n etj u pr ot e z e ?  
D A                            N E  
Ali j e o br e m e nit e v kr n a pr a vil n o p or a z d elj e n a ?  D A                            N E  
Ali o s e b a pr a vil n o n a m esti pr ot e z o ?  D A                            N E  
 
T el es n a t e ž a s pr ot e z o  _ _ _ _ _ _ _ _ _ _ _ k g  
Ali j e l e žiš č e u d o b n o ? ( 0 -ni u d o b n o, 1 0 -
p o p ol n o m a u d o b n o)  
 
              0    1    2    3    4    5    6    7    8    9    1 0  
 
Ali j e s u s p e n zij s ki si st e m u d o b e n ?  
 
              0    1    2    3    4    5    6    7    8    9    1 0  
 




D at u m: _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _  
Pr ot eti k: _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ Fi zi ot er a p e vt: _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ Pr e d pis ni k: _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _  
O p o m b e:  
