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ABSTRACT
The point-source method (due to Walker and Westenberg) 
has been used to measure binary gaseous diffusion coefficients 
in the nominal temperature range 300 - 900 K for the systems 
N^-CO^ and N^-CH^ with an accuracy of The method
consists essentially of measuring the steady-state concentration 
distribution downstream from a small source of ‘trace* gas 
diffusing into a uniform laminar stream of a different ‘carrier* 
gas* A detailed account is given of the construction and use 
of the apparatus, together with an analysis of possible sources 
of error* The N^-CO^ results agree closely with literature 
values, both as diffusion coefficients and in respect of fitted 
intermolecular potentials; the reliability of the technique is 
thereby confirmed* The N^-CH^ results are the most extensive 
available measurements, and are a few percent higher than 
literature values# In the course of the work sources of 
systematic error have been discovered in the two-wire anemometer 
of Walker and Westenberg*
Preface
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The help of my academic supervisor * Dr. R.J.Huck, is also deeply 
appreciated. Thanks are also due to Mr. I.J.Kitchener for his 
considerable practical assistance on the project, and to 
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Chapter 1
1.1 Introduction
Reliable data concerning the physical properties of gases 
are needed for several reasons. The most obvious, and perhaps 
the most important, reason is that without such data the design 
of many engineering processes would be at best inefficient and 
uneconomical, and at worst impossible.
Less obvious is the need for checking theoretical models
of gaseous behaviour against the reality of nature; numerical
values are required for the physical properties of the gases 
concerned, which generally appear as parameters in the theoreticianf 
equations. A good example is from combustion theory, where 
diffusion flames are modelled by a kinetic reaction mechanism 
together with a set of differential equations for the physical 
structure of the flame. This set will of course include equations 
of flux for each of the chemical species present, as well as for 
heat conduction. It can be seen that a knowledge of transport 
coefficients, particularly their temperature dependence, is very 
necessary for work in this field.
The predictive role is carried to its logical extreme by
the scheme of modern kinetic theory . Not only are the macro­
scopic properties of gases related among themselves by equations 
of flux, continuity, state, etc., but also the characteristic 
properties of individual gases are related to the properties of 
the molecules comprising them. In this way the advanced kinetic 
theory allows the use of transport ■coefficients, compressibilites, 
virial coefficients, etc., to determine the nature of inter­
molecular forces. On the other hand, given a knowledge of 
intermolecular forces we are able to calculate properties for 
temperatures, pressures, or mixtures for which no experimental
data are available, and this with quite reasonable accuracy.
2
It is known that the diffusion and thermal diffusion
coefficients are particularly useful for determining intermolecular
3
potentials. It is also known that for this purpose it is 
desirable that these quantities should be measured to a high degree 
of accuracy and preferably over a wide temperature range. The
if
paucity of such data has been noted ; it has been attributed to
a general difficulty in measuring these quantities accurately, 
particularly at high temperatures.
Concerning ourselves with the measurement of binary 
diffusion coefficients alone, there are a number of techniques 
that have been and are being used. The 'major* methods, that 
is the methods that have been employed most often, are as 
follows: the closed tube, due to Loschmidt; the evaporation
tube, due to Stefan; the Ney and Armistead two-bulb apparatus; 
the point-source method of Walker and Westenberg; and Giddings 
and Seagerfe gas-chromatographic method. Often these techniques 
are the ones that have yielded the most reliable results. The 
Stefan evaporation tube Is probably the poorest of these in 
this respect.
Historically, the classic techniques are the closed tube 
and the evaporation tube methods. With a few minor exceptions, 
all diffusion coefficients measured prior to World War II were 
obtained by one of these two methods, and covered only a very 
limited temperature range. During and after World War II 
there was a great revival of interest in diffusion, inspired 
in part by interest in isotope separation and by problems 
involving high temperatures in flames. The ready availability 
of isotopic tracers was also a great stimulus, and made so- 
called self-diffusion coefficients experimentally accessible. 
Important new work was done with two-bulb, point-source, gas- 
chromatographic, and diffusion bridge apparatus.
Among the minor methods, each of which has been used 
only a few times, we can include the following: the open tube,
back diffusion, the capillary leak, unsteady evaporation, and 
dissociated gas techniques. There are also a number of
miscellaneous'methods worth noting for their general applicability 
or their experimental ingenuity. These include: droplet
evaporation, use of the Dufour and Kirkendall effects, thermal 
separation rate, sound absorption, cataphoresis, resonance 
methods. The reliability of such methods is, as yet, difficult 
to assess.
There exist a few indirect methods in which diffusion 
coefficients are obtained from measurements of other quantities, 
and there are a few correlative or semi-empirical predictive
approaches, but these are not on the same footing as the direct 
techniques mentioned above*
The temperature ranges and experimental details of all
these various methods are available to the interested reader in
5 6 7 8a number of reviews (Jost ; Present ; Waldmann ; Westenberg ;
9\Mason and Marrero ) which also consider the question of the 
reliability of results* It is not thought necessary to detail 
all individually here*
Mason and Marrero (ref*9» p.20*0 address themselves to the 
subject of accuracy with the following pertinent remarks:
"It is doubtful whether any diffusion coefficient has been 
determined with an accuracy of better than 1 although 
reproducibility in any given apparatus may be better*
In the vast majority of work, an accuracy level of 2% is 
considered commendable, and even this is not easy to achieve* 
This level of reliability implies that accurate measurements 
are relatively difficult, even with the best of modern 
instrumentation.11
This thesis is concerned v/ith the use of one particular 
method, namely the point-source technique, originally developed 
by Walker and Westenberg^ in 1937*
1.2 Scope of Present Work
The research reported in this thesis involved the construction
and use of a point-source apparatus for the measurement of diffusion
coefficients for the systems ^-CC^ and over the nominal
temperature range 300 - 900 K.
The N2-CO2 system has been the subject of more independent
investigations than any other gas pair, and hence provides a good
test of the accuracy of the present results.
In contrast, measurements on the N -CH. system have only
^11 *
been reported once, by Mueller and Cahill , who give values at 
three temperatures not much above room temperature. This lack 
of data is somewhat surprising v/hen one considers the increasing 
importance of natural gas as an industrial and domestic fuel.
There are, however, results reported for CL-CH, in the range
12 .
297 - 980 K by Walker and Westenberg , and for Air-CH. in the
13range 298 - 892 K.'iy C.Flockenhaus • Both these sets of 
measurements were carried out using the point-source technique, 
and Flockenhaus combines the results to calculate Lennard-Jones 
intermolecular potential parameters a n d  diffusion coefficients 
for the N^-CH^ system. These calculations are compared with the 
present results in Chapter 8,
The remainder of this chapter is devoted to a brief descrip­
tion of the experimental technique and an account of its history 
and previous use.
The mathematical treatment is given in Chapter 2, pointing 
out approximations and assumptions as they arise. It is noted 
that the mathematics suggests two different procedural approaches.
The realisation of the experiment is covered by Chapters 3 
and 4, detailing respectively the apparatus used in setting up 
the diffusion regime, and the measuring equipment and its use. 
Chapter 5 deals with! the computation necessary for the 
naive reduction of the raw experimental data, neglecting the 
many possible sources of systematic error, each of which is 
carefully investigated in Chapter 6. Some of the lengthier 
portions of relevant algebra are held over in appendices.
The final experimental results are given in Chapter 7; a 
discussion of the overall accuracy and reproducibility is given 
here also. The results are discussed in Chapter 8 and comparison 
is made with previous work.
The conclusions of Chapter 9 include a retrospective 
assessment of the technique as a whole and the chosen approach 
in particular. Further investigations are considered, and 
relevance to other work stated#
1.3 Brief Description of the Experiment
The point-source technique entails measurements of the 
concentration distribution downstream of a point-source of one 
gas situated in a uniform laminar flow of another gas. The 
main flow of Carrier’ gas is heated by passing it through a 
tube located in an electric furnace (see Fig.l). /Plug* flow 
is achieved by the use of fine mesh screens fitted in the end 
section of this tube. A fine hypodermic tube just protrudes 
through the final screen, and from this issues the ’tracer1 gas; 
this constitutes the point-source.
The tracer gas diffuses into the carrier as they flow out
together through the final few centimetres of the main tube.
In this region a steady state concentration distribution is set
up; measurements of this are made by sampling from-the,concen­
tration field with an accurately positioned vacuum microprobe.
These measurements are then 
fitted to the solution obtained 
from a mathematical model of 
point-source diffusion into a 
moving medium.
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This fit, taken together 
with one other measurement, is 
sufficient to yield the diffusion 
coefficient for the gas pair at 
the experimental temperature 
(which must also be recorded, of 
course). It will be seen that 
the other measurement mentioned 
here can be either the absolute 
mass flow-rate of the tracer gas, 
or the uniform gas velocity in 
the diffusion region.
Fig.l Schematic of Point 
Source Experiment.
History of Technique & Previous Work
The point-source technique dates back- to 190*f when
1 If
H.A.Wilson first published the mathematical solution to the
analogous problem in heat conduction. Since the differential
equations describing heat conduction and diffusion have the same
form, so also do the solutions; Wilson’s solution is the one
that all other workers have used, and is used in the present work.
15. Eight years later Wilson made measurements, on what may be
regarded as a very crude point-source system. He inserted a
small bead of salt in a Bunsen flame of coal-gas and air and
; .studied the spatial variation of intensity of light emitted from
the flame. This photometric method of measuring metal atom
l6diffusion coefficients was taken up and improved by Davis in
17192^, more recently by Snelleman , and most recently by Ashton
and Hayhurst^.
The application of the technique to the more permanent
gases had to await the advances of Walker and ’Westenberg, of The
Applied Physics Lab., The Johns Hopkins University, Maryland.
Their preliminary report‘d  "New Method of Measuring Diffusion
Coefficients of Gases”(1957) gave a clear but brief account,
with further details and a fuller explanation being held over
for the first of a series of papers^*^^?^ ^~^^in which the
technique is applied to a number of different gas pairs. This
series, part of which was taken from R.E.Walker’s doctoral
dissertation, is important on two counts; firstly, it established
an important addition to the somewhat limited range of experimental
techniques available for investigation in this field. Although
it is not the most accurate technique as far as results go, in
1957 it was the only one worth considering for high temperature
work. Despite the appearance of the gas-chromatographic method
. of Giddings and Seager in i960, the point-source technique has
not been superseded. The Walker and Westenberg series of papers
is important, secondly, for the sheer, bulk of useful results
reported therein, all with temperature ranges extending to 1000K
or more, except for those gas pairs (CO-O^jH^-O^jCH^-O^) which
suffered spontaneous chemical reaction at lower temperatures.
It appears that the point-source technique suggested itself
consequent upon an investigation of flame turbulence by 
pZf.
A.A.Westenberg which involved injecting helium into a turbulent
flame, and then measuring the concentration distribution produced 
by turbulent diffusion downstream of the injection point. The 
similarities between this and:the point-source experiment are 
obvious in retrospect, but nonetheless, the conversion to 
molecular diffusion studies is noteworthy, and has proved 
productive and worthwhile.
For completeness, there are a few more papers produced! by 
the same laboratory which are of interest. During the afore­
mentioned series, Walker, de Haas, and Westenberg investigated 
multicomponent diffusion in the CC^-He-I^ system, again using the 
point-source apparatus. The composition analysis was performed, 
in this as in the earlier i^ ork, using a thermistor bridge thermal
conductivity analyser developed at that laboratory and detailed
26 * 27in Walker and Westenberg’s paper D of 1957* They.also developed
the two-wire low-speed anemometer considered later in this thesis,
and related to this is the line-source technique of Westenberg
23
and de Haas for the measurement of gaseous thermal conductivity. 
This latter has been used and refined in the laboratories of the 
British Gas Corporation’s London Research Station by J.G.O’Hair.
In the early ’sixties the point-source technique was taken 
up by Ember, Pakurar, Ferron, and Wohl at the Department of 
Chemical Engineering, University of Delaware, U.S.A., sponsored 
by Project Squid, a program of research related to jet propulsion, 
supported by the U.S. Office of Naval Research. This work was 
concerned mainly with the high temperature diffusive properties 
of carbon dioxide, and is notable for its extension of the temp­
erature range to approximately 1800K. Such high temperatures 
were achieved by using the hot laminar stream of combustion 
products from a flat pre-mixed CO-O^ flame burning at the base 
of the apparatus; this avoids certain materials problems which 
arise when the gas stream is pre-heated and then made laminar. 
Temperature control was achieved by adjusting the CC^ content of 
the fuel as well as by adjusting the flow velocity. Into the 
hot C0o combustion products downstream of the reaction zone was 
injected a mixture of radioactive CO^ diluted with ordinary CO^, 
and radiotracer techniques were used for the concentration 
analysis of the withdrawn samples, enabling the self-diffusion 
coefficient of CO^ to be measured over the range II8O-I68OK.
By replacing CO^ with N2 or Ar. as the fuel diluent, it
was also possible to measure binary diffusion coefficients over
a similar range. Further, by adding hydrogen to the fuel,
measurements on the CO^-H^O system were possible. Some work was
also done on multicomponent diffusion in the ternary system
CO^-lLj-Ar. A list of their published works is given as refs.29-35<
In the period 1963-7 J.E.Curran at the Houldsworth School
of Applied Science, University of Leeds, built a point-source
apparatus and measured diffusion coefficients for the systems
N20-N2 , N20~H2 , C02-N2, and H2~N2 in the range 290-730K. This
work (ref.36) was undertaken to provide values for binary and
multicomponent diffusion coefficients relevant to the hydrogen-
nitrous oxide-nitrogen flame, which was under investigation by 
37other workers in the same laboratory. At that time such 
data were, not available in the literature. This work was 
similar to the Walker and Westenberg studies in many ways, but 
a time-of-flight mass spectrometer was used for the gas analysis.
The present author knows of only one other laboratory that 
has previously built and used a point-source apparatus, namely 
the Gasw&rme-Institut at Essen in Germany. Here Claus Flockenhaus 
measured the CO-Air and CCL-Air systems, the second of these up
to 1000K, the results being reported in his doctoral dissertation
39and in a later paper . He calculates Lennard-Jones parameters 
for the CO-N^ system using his own results for CO-Air together 
with Walker and Westenberg’s for C0-0o. As mentioned in section 2
of this chapter, he treats his CH/,-Air results similarly; this
13 'work is published . together with some results for C^Hg, ^3^3 *
and n-C^H^Q each diffusing into air.
Chapter 2
Mathematical Model of The Point-Source Experiment
The model used is that of an idealised point source of gas 
situated at the origin of a rectangular Cartesian coordinate 
system, emitting Q units of tracer gas per unit time* The 
carrier gas, infinite in extent, flows past the point source 
in the direction of the z-axis with uniform velocity U (see Fig.2 
The point source is ’switchedon* at time t=0, and we are con­
cerned to find the steady state concentration distribution 
obtaining after a long time, i.e., after initial transients have 
died away.
The derivation proceeds in two stages, the first leading 
to the differential equation governing diffusion in a flowing 
medium, the second producing the solution of this equation for 
the boundary conditions appropriate to the problem.
Following Walker and Westenberg, we may write the overall 
continuity equation as
V.Cf V ) =  0 . • • 2.1.1
where p is the density and v is the mass average velocity vector. 
There is an implicit assumption in this equation that the system
%
Point Source, Si-*en<vth Q, 
Situated at the OfucrtN.
Fig.2 Coordinate Axes for Mathematics
is at a steady-state; since we are only interested in the final 
steady-state solution, no difficulties arise.
With the additional assumption that no chemical reactions 
occur, the continuity equation for species 1 (trace gas) in a 
mixture is
V. [K,(v +V,)] = 0 . . . . 2.1.2
—3where N, is the concentration of species 1 m  moles cm , and V^  
is its diffusion velocity. ‘ Restricting ourselves to a binary 
mixture at constant temperature and pressure with no external 
forces, the diffusion velocity is given by
V, = - I DV(H,/N)  ...............2.1.3
where N is the total molar concentration and D is the binary
2 - 1diffusion coefficient in cm s • * '
Under conditions of constant temperature and pressure N
is constant. We "now'make the assumption that species 1 is present 
as a trace. This, together with the preceding assumptions, means 
that ^ and D may be considered constantc
Thus N M w h e r e  is the molar mass of species 2, and
from 2.1.1 V.v-O. With these conditions 2.1.2 and 2.1.3 
combine to give
D V XN, - v.VN, = 0 . . . .  2.1.4
or, in terms of the mole fraction C (= Nj/N) of the trace ' 
component
DV*C - v.VC. = 0 . . . . 2.1.3
This is the differential equation for trace binary 
diffusion in a flowing medium; the assumptions made in deriving 
it render it only approximate, except in the case M, = Mx, when 
it is rigorously valid.
To obtain a solution of 2.1.3 for our problem we now turn . 
to the solution for the instantaneous point source in a stationary 
medium, viz.,
- (x<*'+ y*"+ z^ O/^ fDt
c = V *  2*1#6
(see Carslaw and Jaeger,*Heat Conduction in Solids*, O.U.P.(l939)
p.236)•
We wish to calculate the concentration of the trace gas at 
the point (x,y,z) ajL/time-t for the flowing medium. In the 
element of time dt* at t 1, Qdt* units of tracer are emitted at
the origin; also the point of the carrier gas which at time t 
is at (x,y,z), at time t* was at (x,y, z-UCt-t’)). Thus the 
concentration at t at (x,y,z) due to the gas emitted at t* is, 
by 2.1.6
Q <*t* T  yx+ (z - U(t-tf)jM „ o
8 &D(t_t; ^ x p L- "'wt-t.-s -• J •
The concentration at t due to the tracer gas released at 
the origin from time 0 to t is
I xx + yz + (z - U(t-t’ )? 
■t') exp 1 ---- . dt*. . 2.1.8
Putting (t-tf) 2= p ; -g'Ct-t’) adt* = dp , this becomes
c m
J  exp[-(r-f- Q exp(Uz/2D) |  jj- r~p5'+ U^p1' ) / ^ . dp 2.1.9
where r = x + y + z -
Using the standard integral
/ -a^x'^-b'Sf^ J f ? v. -ptjh 1
Q  .etc = 7^  |6 " erf (ax + b/x) + 0  erf (ax - b/x)J
+ const., (a fi 0)
as given by Abramowitz and Stegun in their 1 Handbook of Mathematical 
Functions’, Dover,(19&5)* p.30^, we may write 2.1,9 as
+ Q. exp(Uz/2D)
 8n5r -
eUr/2Derf ( rp/2D^ + U/2pD^)
0 -Ur/2Derf  ^rp/2Dl _ u/2pD^)
p=co
•
p=t~*
... 2.1.10
Since we are interested only in the steady-state 
concentration distribution, we allow t-**> in evaluating 
the expression 2.1.10. This leads to
C = — &
SJtiSF exp (z-r)
JL
2D 2.1.11
where the concentration C, is expressed in units related to those 
of Q. Most conveniently, C = Nt/N , as above. It is easily 
verified by differentiation and back-substitution that this 
solution satisfies'the diffusion equation 2,1.5*
The above derivation by the author is not that used 
originally by Wilson. His approach, although somewhat simpler, 
involves the assumption that the solution can be written in the 
form
C as' A e~ Z. R (r)
where A and oc are constants 
and R is a function of r alone. This is by no means obvious 
beforehand; the above derivation, using the instantaneous point- 
source solution, leads to the same result.
As it turns out, the concentration distribution is radially 
symmetric, decaying to zero as one moves away from the source. 
Concentration profiles at successive planes downstream from 
the origin have the Gaussian-like shapes shown in fig.3j each 
one being broader and flatter than the previous, as is character­
istic of such a diffusive process.
It is interesting to note that the idealised model predicts 
a finite concentration of tracer gas upstream of the source, 
i.e., diffusion against the flow. It is unlikely' that this 
happens in the actual experiment where- the tracer gas issues 
from a tube of finite dimensions pointing in the direction of 
carrier gas flow.
The on-axis, or ’peak1,concentration downstream of the 
point-source is seen to decay inversely with distance z away 
from the origin, since here r = z and the exponential term in 
'2.1.11 is unity. This constitutes the basis of one method of 
determining the diffusion coefficient D.
An alternative method uses the radial distribution, 
fitting measurements to the exponential term in 2.1.11, each 
concentration profile being normalised to the peak concentration 
CMA)t= Q /^ ffrDg. These two methods will be considered in more 
detail later.
Although 2.1.11 is the basic expression that has always
been used for the concentration in the point-source method,
31Ember, Ferron, and Wohl did derive an alternative on the basis 
of what they considered to be a more realistic mathematical model 
Treating the source as uni-directional, finite in diameter, and 
located in a finite region, they took the boundary conditions 
appropriately as
*  t -  ' -
:: ill UjIIi
 J_
Fig#3 Concentration Profiles at Successive Planes Downstream, r_r^:
Calculated from Equation 2#1#11
2 2 2where R = x + y , r0 is the radius of the injection tube, R<> is 
the radius of the main flow tube, and H is the Heaviside unit 
step function* They managed to solve the diffusion equation 
using Laplace and finite HMnkel transforms, obtaining the 
distribution as an infinite Fourier-Bessel series. In the end 
they concluded . . .  c
fThe equation for the unidirectional model 
is very awkward to apply. The diffusion coefficient appears 
implicitly, and the series solution converges slowly. All 
experimental evidence presently available supports the assumption 
that the point-source model represents the experiment quite 
adequately. . . .  *
However, it is well to remember that the solution 2.1.11 
is subject to the approximation that N, =0 (if H^ ) ana 
consequently is nowhere exact. Since in the actual experiment 
the concentration of the tracer is very low (less than 1%) in 
the region of measurement, the expression 2.1.11 may be expected 
to hold within the limits of experimental error. The difference 
between the actual and predicted concentrations tends to zero 
asymptotically the further away one moves from the source. By 
making measurements close enough to the source it should, in 
principle, be possible to detect the discrepancy, but it turns 
out that other sources of non-ideality have a masking effect 
(e.g., finite size of injection tube, velocity non-uniformities, 
finite sampling area of probe, etc.).
Chapter 3
Apparatus for Producing the Diffusion Regime
The prime considerations in the design of the experimental 
apparatus are that the assumptions mentioned in the previous 
chapter should be satisfied as closely as possible. For the 
assumption of steady-state it is important that the trace and 
carrier gas flows be constant; the gases must be pure and must 
pass through the region of measurement with a uniform laminar 
velocity and constant temperature. Furthermore, the tracer gas 
flowrate must be low enough to satisfy the assumption that it is 
present as a trace, and its introduction must not seriously dis­
turb the velocity profile. The diameter of the main flow tube 
must be large enough that the walls do not restrict the diffusion 
process in any way, but not so large that the consumption of 
carrier gas becomes prohibitive. These and other points are 
dealt with in the following sections.
3.1 Main Flow Tube
The heart of the apparatus is the stainless steel flow 
tube positioned inside the electric furnace (see Fig.h), The 
major part consisted of a 1.07 m length of38.1mm O.D. X 3.173 mm 
wall stainless steel (grade 316) tube, screwed at both ends, 
and packed with ceramic chips roughly 1 cm size to assist heat 
transfer between the walls and the carrier gas. A screw device 
holding the elbow off the floor permitted lowering or raising 
of the tube to counteract expansion or contraction when the 
running temperature was changed.
The upper end section (Fig.5) of the main tube screwed 
onto the longer lower section. It was machined from mm
O.D.X 6.35mm wall stainless steel (grade 321) and is shown in 
detail in Fig.5, together with the stainless steel spacer rings 
which held in place the five precision nickel screens. These 
flow straightening screens were of the same manufacture as those
used by Walker and Westenberg i.e.■Lektromesh* supplied by the
Jelliff Manufacturing Corporation, Southport, Connecticut, U.S.A.; 
they were arranged 3 X 39 mesh followed by 2 X 16 mesh (mesh = holes cm
The velocity distribution immediately above the final
screen was examined at room temperature with a DISA constant
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Fig.5 Sectional View of Nozzle, Screens, Injection Tube, etc.
temperature anemometer, and the periodic structure produced by 
the holes in the screen was very evident (Fig.6b). After a 
distance of about 3 mm .downstream the perturbation to the velocity 
from this effect decayed to an insignificant level.
Anemometer traverses a little further downstream showed that 
the velocity was spatially uniform to within about 3% across the 
nozzle, and was completely free from turbulence.
Initially, diffusion measurements were made with the final 
screen at the very end of the flow tube, with the trace and 
carrier flows issuing straight into the open air, in the hope 
that a more uniform velocity distribution would be achieved 
and that a better view could be had of the working area. This 
was defeated by disturbances from draughts, and it was necessary 
to lower the screens down into the main tube as shown.
With the recessed nozzle it became apparent that the 
boundary layer growth on the walls of the diffusion region 
produced a measurable acceleration of the central gas core.
A conical nozzle was eventually used in an attempt to overcome 
the problem, but the matter is dealt with further in Chapter 6.
3.2 Carrier Gas Flow
The nitrogen carrier gas used in these experiments was 
supplied by Air Products Ltd., and had a stated purity of 99*999%* 
From high pressure cylinders it passed via two stage regulators 
and a molecular sieve container, to a pea-valve, Bourdon gauge, 
and rotameter flowmeter. A glass capillary restriction was 
also included'in the line to produce a steadier flow. The 
carrier gas was then fed to the elbow at the bottom of the main 
flow tube by plastic tubing. This arrangement permitted control 
and monitoring of flowrates, which varied between 17 and 26 1/min., 
measured at atmospheric pressure and room temperature. These 
figures correspond rrughly to velocities of 100 cm s~^ at 900K 
and 30 cm s"^ at 300K respectively in the 3*3 cm internal diameter 
nozzle.
.Whilst preparing for a run, air from a compressed air line 
was substituted for the carrier gas until just before commencement 
of the run, when this was replaced with the nitrogen from the 
cylinders at the same flowrate. The specific heats of these two
gases are so close that no significant change in temperature 
was produced. Occasionally, on switching to nitrogen, a slow 
(a/^  sec.) oscillation of small amplitude in the flowrate was 
noticed, showing itself simultaneously on the rotameter and 
the anemometry equipment. It would last 10-20 minutes, and 
is thought to have been caused by the pressure reducing 
regulators, although it was never fully explained. Apart from 
this the carrier flow.was very steady, with hardly any judder 
in the rotameter float or the anemometer signal. The long 
term stability was also satisfactory.
3*3 Trace Gas Flow
The trace gas is injected into the diffusion area through 
a narrow stainless steel hypodermic tube (nominal bore 0.207mmX 
0.102mm walls) which feeds down through slots on the outside of 
the nozzle and rings (see Fig.5)* then passing up again through 
the centre of the nickel screens, protruding above the final 
screen by about 2mm.
A capillary flowmeter (see Fig.6(a)) Was constructed and 
used for the control and monitoring of the trace gas flowrate.
The trace gas was taken from high pressure cylinders via two- 
stage regulators and passed through a Wallace-Tiernan aneroid 
raanostat which provided a constant upstream pressure, measured 
by a mercury manometer, A dibutyl-phthalate manometer was 
then used to measure the pressure drop across a coiled stainless 
steel capillary maintained at 0°C in an ice bath. A further 
length of stainless steel capillary tubing was used to reduce 
the pressure further before passing the gas into the injection 
tube proper, from whence it issued at atmospheric pressure.
The flowrate could be varied between 0.01 and 0.1 ml s”^ 
by adjusting the upstream pressure. The flowmeter was calibrated 
at various times with different trace gases and different lengths 
of capillary, but throughout the work the calibration was used 
only for rough matching of the trace and carrier gas velocities.
An exact measurement of the trace flowrate is not necessary 
when using the 'profile* method, but only for the 'axial decay* 
approach. This point is explained fully later (Section 5.1)*
e: Kz
ir> <
<c ui
o C uj
Fi
g*
6
(a
) 
- T
ra
ce
 
Ga
s 
- C
ap
il
la
ry
 
Fl
ow
me
te
r
Frequent monitoring of the manometer levels showed that 
the trace flowrate was substantially constant under running 
conditions* Measurements of the concentration distribution 
in the diffusion region provided independent confirmation of 
this* '
The velocity perturbation downstream of the injection 
point was measured under different matching conditions with 
the DISA anemometer; the qualitative effect of varying the trace 
flowrate is shown in Fig.6(b), together with the periodic 
perturbation produced by the screens* In general agreement 
with. Walker and Westenberg it was found that, provided the 
flowrates were roughly matched, the velocity perturbation 
decays to.virtually zero after 5 mi or so* If the matching 
is worse than about 30% out, the perturbation persists farther 
downstream.
The carbon dioxide used in this work was of stated purity 
better than 99*^%* a-nd in accordance with B.S.Ai05(1967)* 
was supplied by Distiller’s Co* Ltd*
• The methane used was all supplied by the Gas Council’s 
Watson House Gas Quality Laboratory. At one point in the work 
however it was discovered that due to a misunderstanding in the 
handling of cylinders several runs had been made using a cylinder 
of Algerian natural gas (composition: 80.3% CH^, 11.2% O^Hg,
3mh% C^Hg, l.A% Butanes, 3*6% N^, 0.1% CO^ and higher alkanes). 
There are two ways in which the N^-CH^ results could have been 
affected* Firstly, the actual diffusion process could suffer 
’interference* from the other impurities. This is unlikely, 
since the dilution of the trace gas in this experiment is such 
as to cause each component of the injected mixture to- diffuse 
independently in an overwhelmingly high proportion of nitrogen. 
Secondly, the possibility occurs that the mass spectrometer is 
measuring the impurities as well as the methane, and that a 
* false’ concentration distribution would be obtained. Indepen­
dent tests shov/ed, however, that none of the impurities produced 
a significant contribution to the mass 15 peak, and therefore 
that the measurements really were of just the methane concen­
tration.
Nevertheless, many of the natural gas runs were repeated using 
the ^ood1 methane of 97*3% purity. No significant difference
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was detected experimentally, and for these reasons, in all that 
follows, the results are treated as equally valid*
3#*f Temperature Control
The carrier gas temperature was raised primarily by the 
electric furnace (manufactured to specification by Carbolite Ltd*) 
surrounding the length of the main flow tube# Two heavy duty 
Kanthal windings on the central ceramic tube were connected in 
series with a pair of rheostats and an ammeter, and fed with 
alternating current from a stabilised mains supply. Early 
attempts to use commercial temperature controllers with platinum 
resistance sensors embedded in the furnace were abandoned due 
to persistent cycling. The thermal inertia of the furnace, 
together with the constancy of both the supply and the heat 
losses, were sufficient to maintain the gas temperature constant 
to within ±. 2 K per day, even at the highest temperatures#
In order to produce a uniform temperature dxstnbution 
within the end section of the main tube, two auxiliary heaters 
were wound with Nichrome resistance wire over an insulating 
layer of asbestos paper and glass fibre bandage, and covered 
with a refractory cement (Autostic), as shown in Fig.5* Each 
of these windings was supplied with current from another 
stabilised mains supply via Regavolt variable auto-transformers 
and ammeters#
Although by use of the auxiliary heaters it was not 
possible to eliminate completely the temperature gradient that 
existed along the walls of the diffusion nozzle in the direction 
of the gas flow, it was always possible to adjust the heater 
currents so that at some point roughly half-way up, the wall 
temperature was the same as the central core of the gas#
This meant that at the level of the final screen, the temperature 
profile turned up slightly at the edges whilst at the very top 
the profile sagged slightly towards the walls# The effect on 
the central gas core was very small, and by such adjustment it 
was possible to achieve a spatial variation of no more than a 
degree or so in gas temperature over the region of the diffusion 
measurements#
Chapter 4
Measuring Apparatus
As mentioned in the brief account of section 1«3* 
measurement of the steady-state concentration distribution 
was made by analysis of samples withdrawn from the system by 
an accurately positioned vacuum microprobe# There follows a 
description of the apparatus' used for this purpose# In 
addition an account is given of the anemometry equipment and 
its use in measuring the gas velocity#
^•1 Vacuum Microprobes
All the probes used in this work were made from k mm O.D* 
satin finish silica tubing. The method of manufacture was as 
-follows: a length of tubing was taken and one end was sealed
in the flame of a gas-oxygen torch# A small bulb was blown at 
this end, which was then pulled out to a thread. In this way 
a narrow tapered tube was produced with very thin walls#
The drawn out section was then examined under a microscope, 
and that portion of it with the desired outside diameter 
(typically 30 microns) was identified# After removing it 
from the microscope, the tube was neatly cut at this point 
with a sharp glass knife whilst bending the tube slightly with 
the finger to strain it. This method of cutting the point of 
the probe took some practice, but when mastered resulted in a 
smooth square end without damaging the fragile walls, and 
sometimes with only the merest touch of the glass knife. If 
the first attempt was not successful, or if a probe had been 
accidentally damaged in use, the point could be drawn out again 
and the process repeated without having to re-blow the bulb.
By this method probes with orifice diameters of 20 to 60
microns and wall thicknesses of 3 to 20 microns were produced
without much difficulty# The method described by Fristrom and 
k3
Westenberg in their book *Flame Structure*, whilst producing 
probe tips with a large taper angle adequate to quench chemical 
reactions when sampling from flames, is regarded as unneccessarily 
complicated and difficult for the present work.
Probes were mounted in position for sampling by clamping 
to a micrometer actuated stage (manufactured by Research 
Instruments) capable of movement in three mutually perpendicular 
directions, with a travel of 25 mm in each horizontal axis, 
and 50 mm vertically. This micromanipulator was screwed to a 
second stage of heavy brass plate which was mounted on three 
machine bolts from the Sindanyo working surface level with the 
top of the furnace. Adjustment of the supporting bolts of 
this second platform thus allowed the micromanipulator vertical 
travel to be aligned accurately parallel to the axis of the 
main tube and the direction of gas flow. The importance of 
such alignment is discussed later.
k.2 Thermal Conductivity Analyser
Much of the early work was carried out using a thermal
conductivity gas analyser similar in basic principle to that
26
designed by Walker and Westenberg • A commercially available 
gas chromatograph, the Perkin Elmer model, was converted 
for the purpose by replacing the chromatograph column with a 
short section of blank tube. Two thermistors (matched pair, 
type G112, Fenwal Electronics, Framingham, Mass., U.S.A.), one 
in a reference cell and one in a detector cell, were connected 
in opposite arms of a Wheatstone bridge circuit, the off-balance 
voltage being D.C.-amplified and fed to a 1 mv Honeywell 
potentiometric chart recorder. The controls of the chromato­
graph allowed for gain adjustment and for zero shift, together 
with a thermostatic setting for the constant temperature 
enclosure containing the reference and detector cells. Simple 
modifications permitted continuous control and measurement of 
the bridge supply voltage and current.
The probe was connected to the analyser by a short length 
of flexible plastic tubing and a longer length of stainless 
steel pipe, the sampled gas being drawn over the thermistor in 
the detector cell by the action of a rotary pump at the end of 
the sampling line. A needle valve and a Cartesian manostat 
were connected between the pump and the analyser to provide 
pressure control and regulation. The pressure in the sampling 
line was registered^by a transducer connected between the probe
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Fig.7 Thermal Conductivity Analyser
and the analyser, the output being displayed on a digital
voltmeter (see Fig.7).
A steady flow of nitrogen at atmospheric pressure was
passed continuously through the reference cell.
Preliminary calibration of the analyser confirmed the
linearity of the output for small concentrations of trace gas,
and the dependence of the sensitivity on bridge supply current
was found to be similar to that reported by Walker and 
26Westenberg . In use, however, it was found that the balance
condition of the thermistor bridge was severely sensitive to
the operating pressure in the detector cell, particularly at
the lower pressures. Pressures used were of the order 10 torr
and although some useful results were obtained sampling from
room temperature systems, attempts at higher temperatures
suffered 'from considerable variation of the analyser baseline.
'Small variations in the temperature of the sampled mixture (and
.hence in its density and viscosity) produced small pressure
changes in the sampling line, which the manostat could not
prevent. The baseline shift varied inversely with the pressure,
and is now known to be due to a temperature-jump effect at the
surface of the thermistor bead. Other workers have reported
Ai k2
similar experience ’ • This problem could not be eliminated
by running at higher sampling pressures since the time taken 
for the sampled gas to travel down the line from probe to 
detector became unreasonably long. Consequently, most of the 
concentration measurements were made using a mass spectrometer, 
described in the next section.
^•3 Mass Spectrometer
A small single-focusing l80° deflection mass spectrometer 
(type MS10, from Associated Electrical Industries, Manchester) 
was mounted in the experimental rig close to the furnace. A 
small proportion of the gas withdrawn'by the probe could be 
bled continuously into the inlet valve of the mass spectrometer
through a glass capillary (<v50 microns dia.) from-the sampling line. 
The arrangement is shown schematically in Fig.8 together
with the control units, pumps, and fail-safe cicuits. The
pressure in the sampling line was measured with a psia trans-
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Fig;8 Mass Spectrometer
•ducer, read on a digital voltmeter, while the MS10 operating 
pressure was registered by an ion gauge, and the backing line 
pressure was indicated by a simple thermocouple gauge#
Typical MS10 operating pressures were in the range 10~^
-5to 10 ^ torr, and when the inlet valve was shut the ultimate
-7background vacuum was usually below 10 torr, sometimes as
n -9low as o X 10 torr after the proper baking-out and de-gassing 
procedures* During runs soiid carbon dioxide ’snow’ replaced 
the usual liquid nitrogen in the cold trap; this was found 
necessary to prevent CO^ from the sampled'gas condensing on 
top of the cold trap, and back-diffusing to the source and 
causing ’tailing1 or high background readings.
The stability of the MS10 control electronics was not 
adequate to maintain a single peak focussed onto the collector 
slit for more than a few minutes without drifting off* Since 
the work at hand necessitated the constant monitoring of one 
’characteristic’ peak of the trace gas, a simple scanning 
modification was introduced* This involved connecting a small 
variable resistance into the accelerator voltage stabilisation 
circuit and varying it electro-mechanically, to produce a slow 
ripple in that voltage. By this means the ion beam was caused 
to pass back and forth across the collector slit every lf> 
seconds, the output appearing as a repetitive scan of the 
single peak. This form of signal was much less susceptible 
to drift in the electronics, although the scan ’window’ had to 
be centred on the collector slit occasionally*
When measuring CO^ concentrations the mass Mf peak (CO^) 
was monitored, whereas with CH^ the irass 15 peak (CH*) was used 
thereby avoiding background oxygen at mass 16 (0+).
The great advantage of the mass spectrometer compared to 
the thermal conductivity analyser was its relative insensitivity 
to pressure, as mentioned previously. The concentration was 
taken as being proportional to the peak height after subtraction 
of the constant background peak height.
k.k Velocity Measurement
The two-wire anemometer used for measurement of the gas
velocity in the diffusion region is identical in principle to
27that designed by Walker and Westenberg , A very thin heated 
platinum wire is placed in the gas stream perpendicular to the 
direction of flow. The heating is achieved electrically with 
a compound A.C. and D.C. supply. Roughly sinusoidal temp­
era ture variations are superimposed on the gas temperature in 
the wake downstream of this ‘source* wire. A second fine 
wire, referred to as the detector, is then positioned downstream 
parallel to the source wire and, acting as a resistance thermo­
meter, picks up the temperature variations. The phase relation 
between the signals on the two wires is then measured as a 
function of the distance z downstream, and ideally-the velocity U 
jls calculated from
U = 2nfz/$ . . . .
where f is the frequency of the A.C. component on the source 
wire, and <f> is the measured phase difference.
The real situation, however, is not this simple; the tech­
nique is discussed in further detail in Chapter 6.
The experimental arrangement is shown diagrammatically in 
Fig. 9(a)* 'In order to facilitate the accurate measurement of 
the phase differences, an 8:1 Lissajous figure was displayed on 
an oscilloscope, the X-axis signal being derived from the 
detector wire after amplification with a narrow-band amplifier, 
the Y-axis signal being taken from an oscillator running at a 
frequency exactly 8 times that of the source wire A.C. supply.
The synchronisation signal for the lower frequency oscillator 
was obtained from a train of three binary dividers. Frequency 
measurements were made using a timer-counter connected to the 
higher frequency oscillator.
The probes used to support the wires were made in the 
laboratory from commonly available materials, with a screw ' 
device on the source probe by which means the source wire 
tension could be adjusted(See Fig.9(b)).
The wire used for both source and detector was Platinum- 
10% Rhodium Wollaston wire, having a diameter of microns
when the silver jacket was etched away with hot nitric acid.
OSC-IL-LOSCOPB
TUN BO 
AMPLIFIER
t>CTECTo R. . 
V/IRE -:
%0 V. D.C. 
SUPPLY
Fig,9(a) Schematic of Two-Wire Anemometer
Fig,9(b) Anemometer Probes
Only the central length was etched away, the un-etched 
ends having been previously spot-welded to the stainless steel 
support prongs.
In use the probes were supported in separate micro- 
manipulators, the source wire being positioned roughly central 
near the bottom of the diffusion nozzle, while distance 
measurements were made with the Research Instruments micro-- 
manipulator carrying the detector probe,
^•5 Temperature Measurement
The temperature of the flowing gas in the diffusion nozzle 
was measured with a Platinum - Platinum/13% Rhodium thermo­
couple, the 76 micron diameter wires being threaded through 
a twin bore silica tube with a butt-welded junction protruding 
a short distance from its end. The cold junction was usually 
immersed in an ice bath, but sometimes room temperature water 
was used, its temperature indicated by a mercury-in-glass 
thermometer. The thermo-e,m,f• was read on a digital volt­
meter with a resolution of 2.3yuV,
Chapter 5.
Measurements During: a Run
5*1 Profile Method versus Axial Decay
Equation 2.1*11 may be re-written* as
' ln(Cr) - ln(Q/^D) = (z.-r)U/2D . . . 5.1.1
A plot of ln(Cr) against (z - r) thus yields ln(Q/^nD) as the 
intercept or U/2D as the slope. .If.measurements of the con­
centration C are made on the z-axis (x = 0; y = 0) downstream of 
the point source, then z = r and C = 0^= Q/^kDz . The slope of 
the graph of l/CMAjcvs. z, together with a knowledge of the trace 
gas flowrate Q, permits calculation of the diffusion coefficient D 
This constitutes the axial decay method. It would appear that 
it involves absolute concentration measurements in addition to 
accurate measurement of the very small trace flowrate.
However, Walker and Westenberg devised a eross-ca!5.bration 
procedure in which the output from the capillary flowmeter was 
mixed with accurately known flows of carrier gas and passed to 
the analysis instrument; a calibration constant was then 
calculated from the flowmeter manometer readings, the carrier 
gas flow, and the output signal of the analyser under calibration 
conditions.
" The profile method consists of measuring concentration 
profiles across the gas flow, through the z-axis. The slope 
of a plot of ln(Gr) vs. (z-r) gives D if the carrier gas 
velocity, U, is known. This approach was used in the present 
work. The reasons for this choice were as follows. Firstly, 
this laboratory already had some experience with the two-wire 
low speed anemometer. Secondly, it appeared that: although 
greater labour was involved, more information was obtained in 
the profile method, since the measurements were not confined to 
the axis, and the validity of the mathematical interpretation 
co\ild be tested more rigorously. Thirdly, it seemed the simpler' 
method in principle, especially during the early stages of the 
work when some difficulty was encountered with flowrate measure­
ments, and analyser calibration and sensitivity. Absolute 
measurements are not required since all concentration profiles
Using Mass Spectrometer
ing Thermal Conductivity Analyser
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Fig.11 Typical Experimental Concentration Profiles 
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are normalised with respect to the central on-axis peak concen­
tration
CMflx= Qi/kgtDz . , . . 5*1*2
5.2 Origin Determination
The effective position of the point source was found in 
the following manner* V/ith the sampling probe a short distance 
("vl mm) downstream from the tip of the injection tube, it was 
moved back and forth along each of the horizontal axes in turn 
to determine the position of maximum concentration* In this 
way the central axis could be located with a precision of 0.02 mm. 
The origin in the vertical (z) direction was then determined 
by measuring C^at intervals to 3 cm downstream. A least- 
squares fit to the straight line graph of l/C^vs., z .yielded 
the vertical origin-with an error typically of the order 0.05 Emu
This procedure gives an Effective* origin, compensating 
for any effects such as penetration of the carrier gas by the 
injected tracer, or departures from point sampling at the probe 
tip. The shifting of the virtual origin with different trace 
flowrates noticed by previous workers was also observed in this 
work.
5*3 Profile Measurements
To avoid tedium, concentration profiles were recorded by 
slowly moving the probe across the diffusion region through the 
central axis, rather than by taking readings at stepped intervals; 
a small mains-synchronous electric motor was coupled to the x-axis 
of the micromanipulator through a gear train and universal joint, 
the driving speeds varying between -J- and 2 mm/min., according 
to the width of the concentration distribution. The output 
from the analysis instrument was fed directly onto a strip chart 
recorder, the resultant trace being a graph of concentration 
versus distance.
The thermal conductivity analyser gave a continuous trace, 
but with the scanned output of the mass spectrometer the concen­
tration profile appeared as the envelope of a succession of very 
narrow peaks (see Fig.11).
In the course of a run several profiles were recorded 
between 1,0 and 3*5 cm downstream from the source.
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Asymmetric profiles were sometimes obtained during the 
early work, produced partly by driving the probe across too 
quickly, and partly by ’sticking* in the mass spectrometer when 
using liquid nitrogen in the cold trap. These problems were 
easily eliminated, and subsequent profiles were highly symmetric,
5*^ Measurement Procedure
The sequence of operations followed for a single complete 
experiment resulting in a diffusion coefficient was as follows,
(i) Decide trace and carrier flowrates and set both running, 
with air instead of nitrogen as carrier*
(ii) Adjust furnace controls to produce an even temperature 
distribution at the desired mean temperature,
(iii) Align micromanipulator vertical travel parallel to main 
flow tube, and switch to nitrogen as carrier gas-
(iv) Measure gas temperature, and atmospheric pressure (Fortin 
barometer),
(v) Introduce anemometry probes, measure gas velocity, remove 
probes,
(vi) Mount sampling probe, centralise, and perform origin 
determination measurements,
(vii) Connect drive motor and record 10 to 15 concentration 
profiles,
(viii)Remove probe, and repeat the temperature and atmospheric 
pressure measurements,
(ix) Repeat velocity measurement,
(x) Data treatment.
Operations (iv) - (ix) usually required about eight hours, 
the 'setting-up* operations (i) - (iii) being carried out during 
the immediately preceding days.
5*5 Treatment of Raw Data
The CMAXvalues used in the determination of the vertical 
origin position were read from the strip chart by hand with 
a ruler, and l/C^was plotted against the vertical (z-axis) 
micromanipulator reading as mentioned previously. This step 
was found useful in preventing arithmetic mistakes, as well as 
providing visual confirmation of the validity of equation 5*1»2, 
The effect of draughts could be seen as scatter in those points 
nearest the top of the nozzle. The z-axis intercept and its 
associated error were obtained from an unweighted least-squares 
fit performed on a programmed desk calculator, a correlation 
coefficient of 0,9999 being typical.
The profiles were not measured by hand, but on a pencil 
follower (type PF1000., by D-Mac Ltd,), X- and Y- coordinates 
could be punched out onto 8-track paper tape with a precision of 
0,1 mm. With the mass spectrometer charts, the peak value of 
each separate scan was digitized, while for the continuous trace 
of the thermal conductivity analyser output, points were taken 
at regular intervals. The number of such points varied between 
20 and 100 per profile. The positions of the baseline.on 
either side, and the orientation of the chart with respect to 
the axes of the reading table each required a further two points.
The tape of each profile began with a header section 
providing an identification number, the z»value for the profile, 
and the scaling factor for the horizontal axis of the chart 
(i,e, the ratio of chart speed to probe speed),
The taped profiles were processed on an IBM 1130 computer,
A Fortran program specially written for the task converted the 
coordinates from the graph digitizer into concentration-distance 
pairs by rotational, translational, and scaling transformations. 
The centre of symmetry of each profile was found, and the concen­
tration values (in arbitrary units thus far) were normalised 
with respect to the maximum value at the centre. The graph of 
ln(Cr / C iz) vs. (l? - a) could then be plotted for each profile and 
subjected to a weighted least squares fit, with the error taken 
to be in the ln(Cr/C4z) values; the weights were taken to be
proportional to the concentration C, Although in usual practice 
such graphs were not actually plotted, the program provided the
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useful facility of output onto a digital plotter if required. 
This was necessary in the early work when ironing out problems 
like asymmetry and baseline drift, and occasionally later on to 
help identify punching errors in the tapes (which would show up 
as rogue points); but it was found to be time-consuming to plot 
out each profile in this way. It was realised, anyway, that 
the error associated with the slope (U/2D) of the graph was a 
good indicator of linearity, rarely rising above the 1% level, 
and sometimes as low as 0,25%* The intercept on the logarithm 
axis was usually less than 0.01 different from the expected 
theoretical value of zero. It is seen that the individual 
profiles conform to the mathematical form exceedingly well,
5*6 Final Result
The diffusion coefficient was calculated by taking the 
mean of the (TJ/2D) values from profiles between l.A- and 5*1 cm 
downstream of the source, together with the mean of the velocity 
readings, after applying the corrections detailed in Chapter 6, 
The mean of the two atmospheric pressure readings was used to 
correct the result to 1 atmosphere according to
U X PD j- —  --- — where P is in atmospheres.
2 X (U/?.0)w
The temperature was recorded as the mean of the readings 
at the beginning and the end of the run.
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Chapter 6
Sources of Error
At the beginning of the experimental work many difficulties 
were encountered* The most troubling and persistent problem was 
that the slopes of the graphs of ln(Cr/Cjji) vs* (r-z)
(i.e. values of (U/2D)) varied with the distance z at which the 
profiles were measured* This effect was such as to give an 
anomalously high diffusion coefficient close to the injection 
origin, which decreased asymptotically to a constant value after 
about 10 to l*f mm (see Fig.13). It was disturbing considering
the extremely good linearity of the origin determination and. 
InCCr/C^) graphs usually obtained, and particularly because 
previous workers had not reported anything similar* The latter 
is thought to be due, in part anyway, to the fact that all 
previous workers, except C. Flockenhaus, finally used the axial 
decay method, and generally not having taken measurements off the 
axis would not have noticed anything odd* As far as can be 
ascertained from Flockenhaus1s thesis he did not take profiles 
closer than 2*5 cm from the source, whereas the apparent 
variation in (U/2D) is confined to a smaller region.
A number of causes were considered in seeking an explan-' 
ationr, it is now thought that all of them contribute, to a 
greater or less extent, no single cause being entirely 
responsible.
6*1 Origin Determination Errors
Considering first the origin in the horizontal x-y plane; 
if the centre of symmetry of the concentration distribution is 
not located exactly then not only will subsequent measurements 
be off-centre giving a curved graph for the determination of 
the vertical origin, but also the profiles will not be exactly 
of the expected shape.
If the position of the horizontal origin is misjudged by 
a small distance d, then the exponential term in 2*1.11 is not
2 2 4
exactly unity, and r in the denominator is in fact (d +z ) .
The intended CMPJ( measurements take the form
%
I
(U/2D)
*tf*D(z2. + d2 )^'
2where (z-r) has been approximated by -d /2z* 
Expanding in series and neglecting 
terms of second and higher order, we get
Q
(1 - dx/2za )(1 -d^JADz)
7 1 krxDz
Ct ;[l - ds*/2za'(l..+ Uz/2D)] 6* 1.1
In this work the typical maximum for d was 0.005 cm*
r -1 2Evaluating 6.1.1 at z = 1 mm with U =50 cm s . D = 0.2 cm s ^
we get a fractional error of 1.7%* So we see the effect is 
small even very close to the origin; moving further downstream 
this error rapidly diminishes.
The effect on profiles is similar, except that the peak 
value is reduced by an amount relatively greater than the wings, 
giving a broader profile when normalised to the peak. Since 
such errors are more pronounced nearer the source, there will 
result an apparent increase of (U/2D) v/ith z, similar to that 
observed* That the actual contribution from an error of this 
nature is small is shown by the very good linearity of the 
origin determination graphs.
If insufficient care is taken, it is possible for these 
origin graphs to become curved, with a resultant uncertainty 
in the intercept, i.e. the vertical origin. If there is an 
error &z in the location of the effective origin, then this is 
reflected in the (U/2D) value of a profile at z by a corresponding 
error &(U/2D) given by
S(U/2D) . bz ,
. (U/2D) * z * #
The derivation of this is given in the Appendix,A . Note that 
again the effect is greater nearer the source, and that if the 
effective origin is taken to be further downstream than it 
actually is, then the apparent variation of (U/2D) would be 
similar to that described above.
By taking a fshifted1 vertical origin it was possible to 
adjust the (U/2D) values according to 6,1,2 so that they did not 
vary with z. This dubious process was not resorted to, however, 
since the shift required was many times the standard error in 
the origin determination ( 0*005 cm) and could not be justified*
6*2 Vertical Misalignment
If the vertical axis of -the micromanipulator is not 
parallel to the axis of the flow tube (i*e* the direction of 
flow of the gas) then the assumption that they are parallel will 
lead to errors of a similar nature to those of the previous 
section* If the centre of the concentration distribution is 
found in one horizontal plane, then it will not be in the same 
position (referred to the micromanipulator) in a horizontal 
plane further up- or downstream* Consequently, measurements 
of'the peak concentration CHAywill be low, since they will really 
be slightly off centre*
Assume, for convenience, that 
the centre (x=0,y=0) is determined 
at the plane z = 0 using a micro­
manipulator which is out of align­
ment by (p as shown (rotation about 
x - axis ) •
The peak concentration at the
z - plane is _ Q.
MA* “ krt bz
whereas the micromanipulator moving 
through a vertical distance z from 
the origin will arrive at the point 
( 0 , Ay.z ); and the probe will 
fsee* a concentration
C(Q,Ay,z) = e^ t (z ~
k fK D (Ay + Z9")'5’
where Ay = ,
Taking the ratio of these '
two expressions
p[(z - (Ay + 2i'?)U/21)j
AC
C(0,Ay,z) 
C
exn
MAX (2^ + A ^ f
Expanding the exponential and the square roots in series,
£{. /j.
and throwing away terms in (Ay/z) i.e. <f> , and higher, we
eventually obtain
i i _ [uz/JfD +
In other words, the fractional error is
. 6.2.1
Inserting the typical values (U/2D) = 100 cm"’*1', z = 2 cm, 
we find that for a misalignment of <jb~l° (0.017V? radians), the 
the C measurement is as much as 6% low. To ensure that errorsHM
from this effect were below. the 1% level, the micromanipulator 
and flow tube were aligned to better than £ degree. This was 
done by measuring the inside wall of the tube w'itH a needle- 
pointed contact probe mounted in the micromanipulator. After 
gauging the misalignment in the two horizontal directions, the 
level screws of the micromanipulator support stage were adjusted 
as required, and the parallelism checked once again.
6.3 Diffusion Along the Sampling Line -
Since, when recording concentration profiles, the
composition of the mixture entering the probe tip was changing,
a concentration gradient existed along the length of the sampling
line. Diffusion in the gas moving along this line would tend
to flatten out the profiles, giving an apparently high diffusion
coefficient. The importance of this effect was estimated in
the following" way.
If we choose a reference scale x* moving down the sampling
dx *line with the gas bulk velocity , then diffusion in the 
sampled gas can be described approximately by
, £,t v dx'1 ■ . . . 6.3.1
where C is concentration, and D* is the diffusion coefficient
appropriate to the pressure and temperature obtaining.
As the probe moves along the x-axis across the point-
dxsource distribution with velocity we may write
an(* C(x') = C(x) = CUg exp[k(z-r)] , where k = U/2D.
r
d^ CTaking the worst case, at x = 0, r = z, inhere both C and 
are of greatest magnitude, we find
1 d2C d*C
dx*JbMx
Combining.6.3*1 and 6,3,2 we arrive at
C(x). (kz l) 
z*
XMJ'«
, 6,3*2
■$£ = ~b2 D ‘&t X 100% , . 6,3*3
If we assume that the gas.in the sampling line is at the 
same temperature as that in. the nozzle, we may put D* = D/p , 
where p is the sampling pressure, in atmospheres. Further, we 
can neglect-1 in comparison to kz. Equation 6,3*3 then becomes
*bC b2U^ >t o/ , ,
q *“ ^^p 100/6 « , « , 6 * 3 * 4
The value of b was estimated from a knowledge of the 
response time of the analysis instrument to sudden movements 
of the probe (**2 s), together with the length of the sampling 
line and the usual speed of the probe when recording profiles.
The ratio of the probe speed to the speed of the gas in the
-5 . -lline was of the order 10 , Even with U =100 cm s , St =10 s,
-
z = 1 mm, and p = 0*76 torr (10 atm.), the error involved is 
only 0.03%, and hence can be safely neglected. This conclusion 
was confirmed by the failure to detect any such effect 
experimentally. values were the same regardless of
whether the probe was stationary, or whether it was driven
through the centre at well above its usual speed.
6.4 Averaging Effect of Sampling Probe
The vacuum microprobe used for sampling is not, in reality,
a point sampling device, but samples over a region considerably
wider than the actual tip orifice. Some work has been done to
assess the extent to which such probes distort the concentration
field from which they are sampling, the main interest deriving
from flame studies. The aerodynamic distortion produced by a
disc sink placed normal to a uniform incompressible flow has been
44treated theoretically by Rosen . The general behaviour
Zj-5predicted by this model has been confirmed experimentally by 
Schlieren photography of the flow into the probe, using the 
wake of a hot wire to show up the streamlines. The distortion
of a laminar concentration gradient by a point sink has been
hGexamined by a numerical relaxation computation, and recent
h inumerical studies compare the behaviour of cylindrical and 
rectangular probes.
For present purposes, the overall effect of the sampling 
process is taken to be composed of an averaging of the 
concentration over the diameter of the stagnation streara-tube, 
plus a shift in the effective sampling point to some distance 
upstream of the probe tip. Diffusion of the sampled species 
across the bounding streamline is assumed to be a ’second order1 
process, and is neglected here. The sampling point shift is 
taken care of in the experiment by determining an ’effective* 
origin for the position of the point source. The effect of 
probe averaging'on measured concentration profiles is calculated 
in the Appendix,B> c It is shown that the measured concentration 
is related to the actual concentration by
- C.(r0.) ^ (kr + 1) (k2r2 + 3kr + 3)
2r0
G.h
where x and r0 relate to the position of the centre of the 
probe tip, 2a is the effective sampling diameter, and k = U/2D.
Expression 6.^,1 shows a similar form to that for 
diffusion along the sampling line , since
|£
3s
C(x)
r?
X 2 2 2(kr0 + l) - “£-(k re + 3kr0 + 3)
In the same way, the effect of probe averaging is greatest at 
the centre.* *
The effective sampling diameter 2a is related to the 
flowrate Q* into the probe by
Q* =7^a2U * . • » 6,4.2 *
where U refers to the free stream velocity.
Estimatesof Q ’ and hence a were obtained in two different 
v;ays. Firstly, the velocity of the gas down the sampling line 
was measured by noting the time taken for a concentration step
to pass between two thermistors fitted into the line at different 
points. These thermistors were connected into a balanced 
Y/heatstone bridge, and whilst the concentration step passed 
between them an off-balance voltage was produced; the duration 
of this together with the separation of the thermistors gave the 
velocity. The flowrate could.then be deduced-knowing the cross- 
sectional area and the pressure in the line.
The second method was the more usual one of noting the rate 
of pressure rise when the probe acted as a leak into an 
evacuated 3 litre flask.
3 —1Typically Q 8 variedfrom about 0.06 cm s for a *f0 micron
3 —1diameter probe orifice down to about 0.008 cm s for a 10 micron 
probe, these flowrates being for air at atmospheric pressure and 
room temperature. When sampling from flows of tlie order 30 cm s 
these probes would have effective radii of 0,19 and 0.072 mm 
respectively.
When measuring peak concentrations Crt<ix at x = y = 0, the 
apparent concentration is below the true value by
which represent about the worst case covered by the present 
results, the effect is just significant. At higher temperatures 
the increasing viscosity of the sampled gas causes a decrease in 
Q*, and the diffusion coefficient D increases, so the effect of
probe averaging becomes negligible. However, it is to be
expected that considerable error could result from using probes 
with orifices very mruch larger than 30 microns.
It is now recognised that this source of error was mainly
responsible for the variation of (U/2D) with z below 1.0 cm.
Profile measurements could be corrected for the probe 
averaging effect by a subroutine in the computer program mentioned 
in Section 3.5. The value of k obtained from an initial fit 
was used in equation 6.A.1 to correct each point of the measured
? | (kz + 1)X 100% . . . . 6.^.3
Putting (kz + l)/z‘ U/2Dz and combining equations 6.A.2 and
6.*f„3, we get
^ 8rtDz ^ 3-^ 0% . . . . . 6.4.
3 —I
Evaluating this expressionfor Q f =0,06 cm s ~(A0(Wprobe), 
cm^s z = 1.5 cm we get £>C/C = 0.8%. For these values
profile; a second fit to the corrected profile gave an improved, 
higher value of k, and the process was repeated till k remained 
unchanged. Usually, however, this was not used since the 
correction to most of the results was insignificant i.e. less 
than 0.5%* Thus the necessity of measuring the effective 
sampling diameter for each probe was avoided,
6.5 Acceleration in the Nozzle
Whilst seeking explanations for the increasing values
of (U/2D) with z, the possibility of a non-uniform velocity was
suggested. If we consider that the velocity is uniform across
the nozzle cross-section immediately after the final screen, then
the situation is closely analogous to that of entrance region
flow. The fluid dynamics of compressible and incompressible
entrance region flow, and the transition to Poiseuille flow, have
A8-5Abeen investigated a number of times . Partial and approx­
imate theoretical solutions have been obtained, mostly agreeing
55with the experimental results of Nikuradse^ in that the central 
acceleration is greatest right at the beginning of the tube, the 
parabolic profile being approached asymptotically further down­
stream.
Measurements in the nozzle region of the point source
apparatus with the DISA hot-wire anemometer confirmed this
behaviour, showing that boundary layer growth on the nozzle
walls produced a non-negligible acceleration of the gas core.
R, Appleyard (private coimn,) at Leeds University also found this
to be the case in particle-tracking experiments on an optically
-2transparent nozzle. An acceleration of 175 cm s in room 
temperature air flowing at 60 cm s~^ in a 33 »mi diameter nozzle 
is typical. . '
The exact effect of such an acceleration on point source 
diffusion measurements is not easy to assess. The derivation 
of Chapter 2 is no longer valid, although the actual concentration 
distribution should not be very different, being somewhat 
stretched in the z-direction. The effective origin becomes a 
function of the distance z downstream, and plots of l/C^ should 
be curved.
Although point-source diffusion in accelerated flow has
40
not yielded to analytic approaches, Appleyard has programmed 
the problem as a numerical computer 'experiment*, and can deter­
mine the behaviour for a wide range of different conditions.
The problem was countered in the present work by the 
introduction of a conical, rather than cylindrical, nozzle. 
Assuming uniform acceleration (of the magnitude measured with 
the anemometer at room temperature) it can be shown that compen­
sation is acheived if the radius of the nozzle increases as a 
quartic function of axial distance. A brief computation shows 
that the quartic is slowly varying, and departs only slightly 
from linearity. A conical nozzle of 2° semi-vertex angle was 
found to completely eliminate the acceleration at room temp­
erature over the volume of the diffusion measurements.’ The 
behaviour of the boundary layer at higher temperatures is not 
easily calculated or measured, and no further compensation was 
attempted.
Previous published accounts of point-source work seem not 
to have considered the question of acceleration at ail.
6*6 Anemometer Errors
The two-wire anemometer is subject to serious systematic 
errors if the simple interpretation expressed by equation 4.4.1 
is accepted unreservedly. In consequence it has been necessary
to estimate corrections to the measured velocities.
2?
In Walker and Westenberg's paper describing the two-wire
anemometer there is an unstated assumption that the thermal
signal is stationary with respect to the gas carrying it from
the source to the detector wire. This is not so. J.G.0*Hair
5 7
has worked out in detail the temperature•distribution produced 
by an A.C. heated wire situated perpendicular to a uniform gas 
flow. Although, as will be seen, the flow field around the 
wire is not quite uniform, his analysis- leads us to expect a 
finite phase velocity of the A.C. signal relative to the gas in 
the direction of flow downstream from the wire. It turns out 
that the measured velocity V is greater than the actual free- 
stream velocity U by an amount which depends on the gas thermal 
diffusivityK and the frequency f thus
U = V ( l - 4 K ^ V ^  . • . 6.6.1
where = 2rcf •
A derivation of equation 6.6,1 is given in the Appendix.(>,
56
It was interesting to see Kielbasa publish a similar 
analysis of the same effect (with the same result) some months 
after this laboratory had been concerned with it.
Measured velocities were corrected according to equation 
6*6.1 using the N.B.S. tables for the thermal diffusivity of 
nitrogen, and a programmed desk calculator. The correction 
varied from 0.2^ to 0.78% for-the present results*
A much more important defect of the two-wire anemometer 
is the error introduced by the wake of the 'source wire*
Section IV A of Walker and Westenberg’s paper addresses itself 
to this question. They state that the theoretical analysis 
originally developed by Oseen is relevant, and that . . *
"Results of this analysis applied to the present case 
Show a significant velocity defect a surprisingly 
large distance downstream - of the order of 10% even 
at 1000 diam(^8 mm)."
This obviously corresponds to their source wire diameter of 
O.76 X 10 cm, although the gas temperature and velocity is 
not quoted. The same calculation for the wire used in the
-Zf
present work (dia.=2«5 X- 10 cm), again, for air at room temp-
2 —1erature (kinematic viscosity,3/ = 0.153 cm s ), and with a free- 
stream velocity of 45 cm s~\ yields a deficit of 8.7% at. 1000 
diameters 0^2*5 mm). The agreement is reasonably good, and 
there are no new surprises* - It is obviously important to 
calculate the rate of decay of this velocity deficit in the wake*
This is done in Fig.14; the expression used for these calculation
58was derived from the Oseen solution given by Rosenhead' and can 
be written
IE - _ft2_ _ 2/2*af \ g 6
U„ " Has. s \ Rz / * * * b.b.Z
where s= 4.-Yr+ ln(8/R), Euler’s constant if = 0*57721*.*, 
Reynold’s number R = 2Uca/&; , and.z, of course, is the distance 
downstream from the wire.
It can be seen that the rate of approach to the asymptotic 
free-stream value Ucis exceedingly slow; a significant 2% 
deficit even at 20 000 diameters (~50 mm) downstream. This 
is to be compared with « • •
"* . * measurements near the asymptotic region about 
1 - 2 cm dov/nstream (depending on the velocity) must be
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taken to obtain the true free stream velocity*,
The detected signal became too weak to use much 
beyond this distance*,l2-7 
From the above it is concluded that corrections of at 
least 2% are applicable to all measurements made with this 
technique* The corrections to the present results were calc­
ulated by plotting a number of.graphs similar to that of Fig.14- 
for the different velocities and viscosities involved. The 
ordinate was averaged over the interval of phase measurement, 
and in this way a direct correction was obtained, amounting to 
V or This relatively large correction is due to having
made measurements from as close to the source wire as k mm.; 
the detected signal was, of course, correspondingly stronger*
For completeness it should be mentioned that, as already 
implied, the wake deficit becomes more pronounced at higher- 
temperatures. The kinematic viscosity increases with temp­
erature; in calculating the corrections a Sutherland-type 
variation was assumed* One further small point which was 
given considerable thought was the effect of the heat transfer 
from the wire to the gas. Not only were there possible 
buoyancy effects, but also were the variations of the gas properties 
(viscosity and density) sufficient to invalidate the applic­
ation of the Oseen analysis? The buoyancy question was settled 
by an experiment (see Ref.57) which found no variation of the 
measured velocity with power input to the source wire. In
attempting to answer the second point, efforts were made to
59understand a paper by Hodnett • He matches asymptotic 
expansions-in' the stream functions of an inner Stokes field, 
and an outer Oseen field. Unfortunately, he only takes his 
working as far as first order in the outer field, and this does 
not include the effect of the heating* His result is essentially
the same as that quoted above from Rosenhead, although the two
expressions look surprisingly different.*
Being unable to actually calculate.the effect of the heating,
we can only assume that since it is of second order it can be
safely ignored.
Chapter 7
7.1 Results
A considerable number of early experimental runs are not 
included in this results section since they were performed 
before a ‘full* understanding was achieved of the possible 
sources of error. Consequently, they are regarded as suspect 
with regard to accuracy; obviously the first few runs were 
naively inaccurate.
However, the two sets of results for CC> and CH, in Ik 
• 2 k 2
are given in Tables I & II respectively. It will appear from 
inspection of these tables that the work at some temperatures 
was duplicated, with two or even three points almost coincident. 
This is indeed the case; the practice usually adopted was to 
repeat an experiment at the same temperature on the following 
day, making use of the initial run conditions twice* In this 
way, if one of the runs turned out to be a failure, due to gross 
error or breakage, say, then the other run would at least 
provide one point at that temperature, and the whole effort was 
not wasted.
The “CC>2 series contains in all 20 values of D over the 
temperature range 300-88.1 K, whereas for N^-CE^ we have 31 points 
from 296-9^8 K.
The only corrections that have been applied to these 
results are the two velocity effects mentioned in Section 6.6, 
and the usual reference to 1 atmosphere indicated in Section 5*6.
Individual error estimates for each of the runs could 
have been calculated, but the limited advantages of this, 
compared to an averaged error band, were not considered 
sufficient justification for the tedious arithmetic involved.
At the lower temperatures, the typical standard deviation 
of profile (U/2D) values about the mean (for 31^z  ^ l4 mm) was 
1.4%. The difference between the first and second velocity 
values for each of the lower temperature runs averaged approx­
imately 1.1%. Since the velocity is subject to corrections, 
it is not unreasonable to expect the magnitude of the corrections 
themselves to be in error. In the case of the correction for
T ( K) D (cm2 s 1) T ( K) D (cm2 s“1 ^
300.9 O.I73 704.5 0.784
360.1 0*235 707.0 0*779
360.3 0*233 / 709.9 0.778
432.5 0.324 796.4 0*995
435.4 0*337 798.4 0*97 9
539.9 0.481 804*9 0*984
540.6 0*477 805.6 0*980
eik.z 0*640 874.8 1.196
622*7 0*645 880.5 1.147
624.. 0 0.661 880*9 1.146
Table I* Experimental Diffusion Coefficients for the u2-c°2 
System, Corrected to 1 Atmosphere Pressure*
T ( K) D (cm2 s ~) T ( K)
2 % 
D (cm s )
296*2 0*231 586.1 0*791
296.4 0*237 613.5 0.838
296.8 0.23 7 680.6 1*001
• 297.7 0.232 683.3 1.014
358*9 0*337 685.9 1.007
360.6 0.332 688.9 1*014
409.5 0*407. ’ 752.5 1.182
409.9 0,4o4 754.6 1.196
451.4 0*496 ; 759.5 1.211
474.6 0*550 763.5 1.213
474*7 0*536 822*7 1.375
516.1 0*626 824.1 1.379
516.3 0.627 881.0 1.568
548.1 0.683 881.6 3.576
54 8.7 0.695 948.7 1.755
585.5 0.784
Table II* Experimental Diffusion Coefficients for the N^-CH^ 
System, Corrected to 1 Atmosphere Pressure*
for the transport of the thermal signal relative to the gas, we 
are fairly safe since the correction itself does not amount to 
more than about ^%. For the wake deficit correction, however, 
it is possible, for example, that the Oseen theory is an 
inaccurate description. A fguestimate‘ of the uncertainty 
involved here is, say, 10% of the^5% correction, adding thereby 
-J% to the estimated uncertainty in the D values, making a total 
of 3%.
- The error involved in reading atmospheric pressure from 
the Fortin barometer, correcting the pressure reading for the 
barometerfs temperature, and then correcting the final D value 
is considered to be insignificant, i.e., less than 0.1%*
The error associated with the temperatures of the quoted 
results can be considered to be composed of two parts. There 
is the uncertainty of the thermocouple measurements, and then 
there is the actual variation of the gas temperature over the 
duration of each experimental run. Radiation effects, whose., 
magnitude it is difficult to assess accurately, account for a 
rapid fall in the accuracy of the thermocouple readings as the 
temperature rises. Also, at higher temperatures the variation 
in gas temperature ( ±2 K) was considerably greater than when 
running at room temperature. Taken together, a realistic 
estimate of the temperature error is ± 0.5 X  at room temperature 
rising smoothly to ± k K at the highest temperatures.
The precision of the results is perhaps somewhat better
than the accuracy indicated by the foregoing considerations.
In the next sections smooth curves are fitted to each set of
e x p e r i m e n t a l  points, and the scatter about these curves is plotted
out in Figs.l7(a)&(b).Typical figures for such scatter are ± 2.2%
for N -CO and ±1.2% for N -CH. ♦ This agrees well with the
* io
freproducibility1 of 1 to 2% claimed by Walker and Westenberg , 
but it is unlikely that the accuracy of their work is much 
better than the 3% quoted for the present.work.
7*2 Fitting Intermolecular Potentials
The common practice of finding the optimum parameters for 
an intermolecular potential model, and thereby ■•fitting1 a set 
of experimental results, is adopted in this section* Klein 
and Hanley have convincingly demonstrated the futility of any 
attempts to determine definitively the intermolecular potential 
from transport data of the present precision and temperature 
range* It is appreciated that little is to be gained, in the 
case of the present N^-CO^ results, other than a convenient 
condensation of the D vs* T curve into two or three numbers*
This in itself assists the comparison with the results of 
previous workers* .
In the case of N^-CK^, however, so few results have been 
published for this system, that almost anything that can be 
said about this intermolecular potential is likely to be 
worthwhile*
The fitting procedure can be approached in a number of 
different ways^*^* In general terms the problem can be stated 
as follows* ,
For a given intermolecular potential model, expressing 
potential energy^ as a function of molecular separation r, the 
Chapman-Enskog kinetic theory allows us to calculate the first 
approximation to the diffusion coefficient by means of the 
equation
L ° 4  ■
where k is Boltzmann*s constant, T is the absolute temperature,
M^+ 1^2) is the reduced mass of the 
species 1 and 2, and is one of a group *of so-called reduced
collision integrals , for which the subscript ij
indicates interaction between species i and j. This integral 
is temperature dependent and involves implicitly the form of 
the potential energy of interaction; the potential function is 
effectively buried beneath three layers of integration over the
variables of molecular dynamics* The interested reader is
63 9 •
referred to Hirschfelder, Curtiss, and Bird , Mason and Marrero ,
p is the pressure, jul =
• • 7* 2*1
'VK
1 65Chapman and Cowling , or Ferzxger and Kaper , all of whom
treat the subject with reasonable clarity. Such integrals 
have been tabulated for many of the more common potentials. 
A potential function is then 'fitted* to a set of
in the analytic potential function which minimise the squares 
of the deviations of the experimental values from the predicted 
or 'theoretical' values.
It is possible to use a more accurate theoretical 
expression for the diffusion coefficient, namely, the Chapman- 
Enskog second approximation, , given by
where fp is a complicated function of the mixture composition,
molecular weights, and various collision integrals characteristic
of interactions between like molecu3.es (1-1 and 2-2 interactions)
(2.)
as well as unlike molecules. The function fD has been evaluated 
(algebraically) by two different methods (one due to Chapman and 
Cowling, and the other due to Kihara) which have been summarized
2 fe)by Mason . The expressions for f^  simplify considerably at 
each end of the composition range; this is the case for the 
present results since for both systems the nitrogen concentration 
. is very close to 100%. The second order term was included in 
the potential fitting of the present work, but its contribution 
is small. Its largest value was 1,014 for at 950 K.
Strictly speaking, the Chapman-Enskog theory applies only 
to spherically symmetric molecules v/ith no internal degrees of 
freedom. Experience has shown, however, that these theoretical 
restrictions can be considerably relaxed 1-d.th only small 
effects on the ability to describe the temperature dependence 
of the diffusion coefficient of asymmetric and internally 
excited molecules. .
The optimisation process can be carried out in a number 
of v/ays, as has already been indicated. Graphical methods
have often been used, but are less attractive than purely 
numerical methods, because of the necessity of subjective
experimental diffusion coefficients by determining the parameters
e
judgement (e.g., judging congruency of curves by eye). The 
technique of iterative non-linear regression was employed in 
the present work. In this the optimal parameters are those
which minimise the sum S of the percentage deviations of the N
■experimental points from the theoretically predicted values, 
where
N  p
3 = t k t s t X -  F * • • 7-2*3
This gives rise to a system of simultaneous non-linear algebraic
equations which are.easily solved by an iterative method on a
ic4
computer. This technique, which seems to be of powerful 
general application , was brought to the author’s attention by 
Dr. D.R.Roe, to whom thanks are due.
7«3 The Lennara-Jones Potential Model
This analytic form for the intermolecular potential, due
64originally to J.E.Lennard-Jones ~r1 consists of an inverse 
power repulsive term and an inverse power attractive term. In 
its original form the attractive and repulsive powers were 
respectively 6 and 12. In more recent times the (6-12) form, 
whilst -still.widely used, becomes less popular; the general 
(n-m) form is usually written
<£>(r) = (tt/m)C (&/r)n - (<T/r)m
where £ is the depth of the potential, and ^ (o') = 0
7.3.1
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In the (12-6) potential* the r~. term represents quite 
accurately the long-range attractive (London dispersion) forces*
63Collision integrals for the (12-6) potential have been tabulated
(as functions of Tv ), and more recently analytic functions have
been devised^* ^  to fit the form of these integrals over
wide ranges of T* ( = kT/<S )« This development has slig&ly eased the
k
computation involved in calculating transport properties using
the (12-6) model*
The optimum parameters obtained.from fitting the 20
points were o* ~ 3<^16 ± .038 iUu* * £/k ~ 202.1 ± 26ek CK*
The same £>rocedure applied to the 31 resu~ts yielded
cr - 3.303 ± *022 A.u., 6/k. - 133*0 ± 7*8PN, Note that the
precision associated with the parameters for r7_~Cn, is much2 m
better than for N^-CO « This is to be expected* since not 
only are the ^ “CO^ points more scattered (±2*2%9 .cf* ±1*2.% 
for N_“CH;,). but there are fewer of them.
C . lr
The percentage deviations of the experimental, points 
from the fitted L-J(12-6) curve are. plotted out for each set 
of results in Fig* 17 (a) & (b). No systematic trend can be 
discerned. The present data aren't accurate enough to make a 
critical appraisal of the validity of this potential model; 
the most one can say is that it reproduces the results 
satisfactorily* i.e., within the'experimental, error- it--fits.
7.h The Point-Centres-of-Repulsion Model
This model is often used, as in this case, for reasons 
of simplicity. The force lav; is taken to be a spherically 
symmetric inverse power repulsion, thus
(|>(r) = dr” . • . • ♦ 7.J+.1
£
where d corresponds to an energy scaling factor, and^varies 
between 9 and. 13 for most gases. The great attraction of 
this model is that.the collision integrals are exact ana3.ytic 
functions, and the parameters d and £ can be obtained without 
recourse to the non-linear regression necessary with many 
other models.
6 3
To start with, the diffusion coefficient is given by
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where the notation is similar to that of eqns. 7*2.1 and 7*2*2, 
I (x) is the gamma function of x, and A (&) is a dimensionless 
function of £ tabulated in ref.63. The important feature of 
this model is that fjf is independent of temperature, and in
consequence S may be obtained directly from the slope IT of a
plot , of logD vs, logT , using N = 3/2*s-2/£ .
The value of dfe may be obtained from the intercept of the
logD vs. logT plot; i.e,, logDe , where
= { k j r f  - ( ^ )  *  ft / p .Aw( f c ) . T ( 3 - ^ K )
It should be pointed out that since dl2. has the dimensions
of [n L^T * care must be taken in evaluating it from
expression 7*4*3* It is usual for r and <f> in 7*4.1 to be
quoted in Angstrom units and ergs respectively.
Plots of the experimental results for N -C0_ and N -CH,2 2 2 /+
are shown in Figs.lS(a) and (b), together with straight lines 
which have been fitted by unweighted linear regression to the 
form
log(D) = log(D0) + Nlog(T) . . . .. 7*4.4
The resulting fitted potentials are
•10 /for N -C0_, &  = 6.091 X 1 0 " ^ /  6.906
2 2’ T / r ergs, and
for N^-CH., <b = 3.261X10"9 /  8.4232 4’ 7 / r ergs,
where in both cases, r is in Angstrom units. These correspond 
to
■p.  ^ ,0. v ,A-10 m1.789b 2 -1Dlx = 6.2o3 X 10 T v m s  ,
and D1Z = 1.198 X 10-9 jl.737 ^  m2 6-l ^
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Fig.19(b) D e v i a t i o n  Plot of Results from Fitted P-C-R Curve
It is generally thought that the linear CO^ molecule is
so poorly approximated by the point-centres~of-repulsion model
that this model is not really applicable to the N^-CC^ system.
This point of view is appreciated by the author who includes
the fit for the sakes of convenience and completeness. Indeed,
the exceptionally low value of £ obtained from the fit attests
the unrealistic application of this model.
It is expected, however, that since the methane molecule
is tetrahedral, a spherically symmetric model could simulate its
properties more successfully than those of a linear molecule.
Taking this into consideration it is perhaps surprising that the
exponent S is as low as 8.^23, compared, - for instance, to ^ = 10.^5 
20for He-N^ . We may conclude that the CH^ molecule is relatively
’soft’. Some of this ’softness* will be directly attributable
to the approximating of a rotating asymmetric potential by a
70-7^ 73
point~centre~of~repulsion. Recent work suggests that the CH;,
*T
molecule has a small but observable octopole moment. It is quite 
possible that this is a contributing factor to the ’softness* 
indicated by the present results.
The percentage deviations of the experimental results from 
the D^T^ form predicted by the point-centres-of-repulsion model 
are plotted out in Figs.19(a) and (b).
The scatter of the experimental results is ± 2.15% for 
N^-CC^ and ±. 1.31% for It would appear that of the
two potentials the Lennard-Jones (12-6) is a better fit to the 
N^-CH^ results, and the P-C-R model better for N^-CCk,. It is 
dangerous, however, to regard this as clearly demonstrated by 
the above figures, since the statistical.significance must be 
very low. No obvious trends are apparent in the deviation 
plots of Figs.19(a) and (b). .
7.5 The Kason-Marrero Correlation
9Mason and Marrero have found that the temperature 
dependence of D,z at constant pressure and composition can, for 
many sets of data, be fitted adequately, within experimental 
uncertainty, by
ln(pDIA) = ln(A) + sln(T) - (S/T) . . 7.5.1
The similarity of equation 7*5*1 to equation shows
that the former has a firm base in theory. With equation 7*5*1
we have an extra fitting parameter at our disposal, and hence
can expect a closer fit than with the P-*C-*R model. The only
point in doing this is that the wide applicability of equation
7*5*1 (and a similar, more complex equation also used by Mason
and Marrero) together with the comprehensive critical compilation 
69and correlation of T.R,Marrero provides a wide and useful 
basis for the comparison and assessment of experimental results. 
Nevertheless, as pointed out in Chapter I, the state of knowledge 
is at present far from complete, and it is to be hoped that 
Marrero’s work will be added to and extended as time goes on* 
Equation 7*5*1 is linear in the three fitting parameters 
ln(A), s, and S, and hence is susceptible to a linear least*** 
squares regression. The values of D and T of Tables I and II 
were used to perform such a regression (no weightings were include 
The resulting optimum parameters are
For completeness, the scatter of the experimental points 
about the fitted curve are ±2«lk% for N^-CO^, and ± 1.26% for
Discussion of the results, and comparison with literature 
values is held over to Chapter 8.
A 9.799X10
1*729
50.7
6 2e629X10“^ atm cm^ s”^ 
1.630
53*7 K
s
S
Chapter 8
Present Results Compared to Literature Values
8*1 Nitrogen - Carbon Dioxide
69T.R.Marrero's thesis of 1969 correlates values for this
system from 29 separate references* There have been a few
3 6  7 k  7 6  9 k
further measurements 5 ’ f since then, but none of these
add anything significant or surprising to the bulk of results* 
Rather than attempt a comparison with all the individual sets of 
results it is considered sufficient to note that my results 
straddle the curve of Marrero's correlation with a standard 
deviation of ± 2 e23%* This is only marginally greater than the 
±2.14% scatter of the same results about the fitted curve (of 
the same algebraic form); see Section 7«5« o
The"fitted parameters are somewhat different, viz.,
A = 9.799 X 10“6 atm cm2 s”1 GO"8, s = 1*729, S = 30.7°K compared 
to Marrero’s 3.15X10^, 1*570, and 113*6 K- However, within 
the temperature range of the present results, the experimental 
results are in very good agreement with values predicted by 
Marrero’s correlation. The accuracy of the latter is said to 
be about ± 2/^at 300°K rising to about ± 7% at 1000CK .
Considering that ray results are quoted at ±3% , the agreement 
is seen to be excellent.
105- Walker, Monchick, Westenberg and Favin have fitted
different potentials to the Walker and Westenberg series of 
results. It was found that their ^-CO^ results gave a minimum 
standard deviation of ±2*20% when fitted with a P-C-R model 
having the parameters d = 2.06X 10 ^ ergs 1 ; £ = 7*91*
This is to be compared with ± 2*15% standard deviation of the 
present results when fitted with d -- 6.091X10 ergs A ,
£ = 6.906. Both results indicate a relatively soft interaction, 
but, as stated above, this is not unexpected considering the 
shape of the CO^ molecule. Any attempt to use this model to 
extrapolate available results to higher temperatures should 
proceed with caution, since it is to be.expected that the effects 
of non-sphericity and inelastic collisions will be increasingly 
important at higher collisional energies .
No additional P-C-R parameters for ^-CO^ could be found 
in the literature. -—
Lennard-Jones parameters are much easier to come across;
unfortunately, however, the present situation with regard to
potential parameters is somewhat confused. Even confining
ourselves to the L-J(12~6) form, we find that most data for
binary systems is obtained from diffusion measurements, but
authors do not always state whether or not the second order
correction term of Equation 7,2,2 has been included; i.e.,
whether account has been taken of the concentration dependence
of the diffusion coefficient. At first sight this may appear
to be a very minor point; this is not necessarily the case.
It has been shown that a small change in of*,can be compensated
for by a corresponding change in^/k, to give virtually the
same predicted diffusion coefficients. Conversely, any given
set of results defines a very shallow minimum in the* <31-^/k plane,
and any small systematic error in the experimental diffusion
'coefficients can produce a wide shift in the values
derived therefrom. For this reason it is important that
(£)authors are careful to state whether the fp term has been 
included. It would also be useful if, in any future work, 
a uniform or conventional algorithmic procedure were to be 
adopted, so that notoriously inaccurate and subjective methods 
such as the Buckingham plot could be avoided,
A very common practice is for binary potential parameters 
to be calculated from pure gas potentials which in turn have
been calculated from viscosity or. second virial coefficient data..
There are several sources of confusion affecting such attempts. 
Firstly, the usual combining rules
OJ1 = " 2 " ( 051) • « , , • 8,1,1
£*/k = (£n£ij)^ /k , ♦ . , 8.1,2
95-98have recently been called into question , and a number of
99
alternatives have been proposed and advocated, A study of 
1971 seeks to assure us, however, that 'the usual, arithmetic- 
geometric combining rule is just as good as, or better than, 
the more complicated combining rules1.
Secondly, careful work of the last few years has shown^^^*^^ 
that high temperature gaseous viscosity measurements have 
previously suffered*from systematic errors resulting in them 
being too high by anything up to 8%, Consequently, any
potential parameters derived from such inaccurate data are 
susceptible to appreciable error. As far as the author is 
aware no L-J(12~6) parameters have been calculated from the 
more recent 'correct1 data.
Thirdly, there is the purely organisational confusion 
resulting from the way in which data and potential parameters 
have been handled in the literature. Different people at 
various times have used different sets of data for different 
purposes, and have published in diverse journals. In 
consequence, it is perfectly possible for original experimental 
work to be buried beneath three or four layers of citation, 
successive authors attempting partial comparisons, correlations, 
re-correlations etc. Temperature ranges, error estimates, 
experimental techniques, methods of data treatment, ail of 
these can be relevant; anybody attempting to obtain a clear 
and derailed understanding of the present state of knowledge 
of even just L-J(12-6) parameters is in for a hard time.
He is almost forced to dig out the original references.
In the face of all this, it seems that a truly comprehensive
and critical re-assessment of the field of gaseous potential
parameters is overdue; it could serve to dispel the confusion.
That's the optimistic view. Conversely, it could be argued
that such a project could only add to the confusion, burying
the reality expressed by empirical data even further. Indeed,
102it is even suggested , for additional reasons to the above, 
that it is not worthwhile trying to establish a single 'realistic' 
force law for the interactions between two atoms or molecules.
This extreme position is represented in the following paragraphs 
by S.G.Brush (1970)* ref,102.
", . • Thus, nearly 40 years after Chapman and Enskog had 
established the basic theory of transport properties, and 
30 years after Lennard-Jones had begun the program of using 
■ this theory (and others) to determine intermolecular forces, 
it was finally established that gas theory could not be 
used to select the correct form of the force lav;.
"One might conclude that the entire program of 
determining interatomic forces from gas properties was a 
mistake, destined to fail simply because gas properties do
not depend very much on the details of the force law, and 
because the 'atom1 is not a stable entity unaffected by the 
presence of other nearby atoms* Of course Nev/ton could 
not have known these facts, and even Lennard-Jones probably 
did not realize them until he had been working on the 
problem for several years. In any case it was inevitable 
that the attempt would be made; what matters now is that 
we realize that it did in fact fail*"
Nevertheless, returning to the present results, it is of 
some interest to compare the N ^ - C O  L - J ( 1 2 - 6 )  parameters with 
those obtained elsewhere* A selection of values for the pure 
components H , CO^ culled from the literature are plotted out 
in Figs*20(a) 8: (b)* No attempt has been made to correct the 
'bad' viscosity work, or to distinguish between those values 
calculated with or-without the second order term. The wide 
scatter is immediately apparent, especially for
For the purposes of the present exercise.'averaged' values 
were subjectively estimated from the plots of Figs.20(a) & (b); 
binary parameters were then calculated using the combining rules 
Eqns.8*1*1 and 8.1*2* These appear in Fig,21(a) together with 
a number of literature values for the N^-CO^ system, all of 
which are derived from diffusion measurements* It is seen that 
the values obtained in Chapter 7 from the present work are in 
reasonable concordance with previously quoted parameters*
8*2 Nitrogen-Methane
As stated in Chapter 1, there are very few reported
measurements for the diffusion coefficient of the N^-CH^ system*
In fact, at the time the present work was started the only
published values were the three points included in the work of
11Mueller and Cahill • These have a quoted precision of better
log
than ±0.5%* Since then Jacobs, Peeters and Vermant (1970)
2 -1have reported a value of 0.210 cm s at 25 0, measured using
a modified Gover cell. Wakeham and Slater at Imperial College,London 
have kindly supplied values for N^-GH^, N^-C^Hg, N^-C^Hg, and
^-C^Hio? all of which they measured during 1972 using a gas- 
chromatographic apparatus. Their values range up to 671e’Kwith
KEY
O  DIFFUSION
P Yjsco SiT/'
/X 2MCk' Vi RIAL
*£• (^0fiX>l^cTiv'(T/'
^ Average 
Muhbers Ape R e fe re n c e s
kI So A
+*
U 5  - $
lio
155
3,7
e©
I
• 2 M 4*0 A( 4.Z D
<r
(A)
I5_g420(c) Lennard-Joncs (12-6) Parameters for CH(^ from Literature
( X ) k %
7 M  
3J0~
loo~
12 0 -  
\go - 
ivo 
\ 6o-  
1 5 0 *
!4o -
130
’SA
©
©
X
©
©
K E Y
O Dirroston
D  Viscosity 
A  <lnJ. VlKlAt-
**V CRYSTAL. P ata
^ AvCPAtS
)[' RlP-C
PLUS Cc S^ i^.vq. P.ULCS
K Pae?c.mt W cp.k
©
@  @
5 4 3.5 3*o 3 . 7  3 . 2 (A)
Fig*21(a) lennard-Jones (12-6) Parameters for P --CCL Binary Svst^*-
\Uo r
100
.KEY
O Diffusion
&  Puft Contentsr f\\tce/<s,cc 
. C o n h m h gr RuLfg
^RES^n T \JoRK
©
Fig.-21(b) Lennard~Jones (12-6) Parameters for K -CH^ Binary Systei
a claimed accuracy of ±
The N^-CH^ points from these three sources appear together 
with the present results on the Dvs. T graph of Fig,16. It 
should be noted that the curve fitted to the present results 
(using the L~J(12-6) model) is higher than all other measurements. 
The point of Jacobs et al is lowest, at 12.1% below the curve; 
Mueller and Cahill’s points fall at 9«1, 11.1, and 11.1% below, 
Wakeham and Slater’s values, whilst all below the curve, agree 
With the present results within the limits of experimental error, 
except for their highest temperature point, which is just outside 
at 6,6% below.
Considering that different techniques were used by separate 
independent workers with communication only subsequently, the 
agreement between, the present results and those of Wakeham and 
Slater provides strikingly good mutual confirmation of their 
accuracy.
There would seem to be room for doubt about the'trend of 
the higher temperature dependence of the diffusion coefficient 
since Wakeham and Slater’s points move away from the Lennard-Jones 
predicted curve with increasing temperature. Although only 
further direct determinations at higher temperatures can finally 
settle the question, it is interesting to consider the work of 
Humphreys and Gray^^ 1^ ^^ in this respect.
They point out that the temperature dependence of the 
binary diffusion coefficient is related to the thermal diffusion 
factor through the classical kinetic theory expression
s = 2 ■+■ . * 8.2.1Ain JL 2 Wz(l +KZ)
Here (°Ox is the thermal diffusion factor for vanishing concentration 
of the heavier component, Kz and are small correction factors 
which can be calculated theoretically, and Wz is a temperature- 
dependent quantity which can be determined theoretically or 
experimentally, or by a compromise method which ensures that 
values used do not depend upon theoretical assumptions about 
intermolecular forces. Since the thermal diffusion factor 
becomes effectively constant at high temperatures it is possible 
to use relatively low temperature measurements of (od)z , in 
conjunction with a^single accurate low temperature binary diffusion 
coefficient, to numerically integrate Eqn.8.2.1 up to high
temperatures and predict D.
In the absence of a D-value for N^-CH^ with high accuracy 
and reliability we can still ascertain from -Fig.3 of Ref #109 
that s (which corresponds closely to N of Section 7*^) falls 
from approximately 1«93 at 330 K to 1*79 at 600 K , remaining 
nearly constant thereafter# This should show up as a curvature 
of the InD vs. InT plot of Fig.l8(b), but no such effect is 
noticed in the present results. A further discrepancy is in 
the mean value of s (or N) in this temperature range. The work 
of Humphreys and Gray suggests a figure about 3 %  higher than 
that observed; their work effectively predicts a faster rise of 
D with T than the fitted L-J(12-6) curve of Fig.l6.
The difficulty of accurate extrapolation to higher temp­
eratures cannot be avoided. Non-sphericity and inelastic 
collisions must be included in any.theoretical description, just . 
as they are included in the physical reality. Only further 
measurements can provide the answer. It is cheering to note, 
however, that the work reported in this thesis represents a 
considerable advance on the accuracy of predictions hitherto.
This can be appreciated when one considers that predictions based 
on Marrero’s correlation for this system (which in turn was based 
solely on Mueller and Cahill’s values) are typically 10% below
both the present results and those of Wakeham and Slater.
—5 2 —1Marrero’s parameters were A = 1.00X10 atm cm s * ( K) ,
—5 2 —1s = 1.730, S= not quoted, compared with my A = 2.629X10 atm cm s ( K)
e = 1.630, S = 33,7 K .
Finally, a selection of Lennard-Jones (12-6) parameters
for methane appear in Fig.20(c); subjectively estimated ’average’
values for methane and nitrogen were used to calculate binary
parameters using the arithmetic-geometric combining rules.
The plot of binary parameters for N^-CH^ appears as Fig.21(b),
and it can be seen that the present work comes closest to the
values obtained using the ’averaging’ and the combining rules on
the pure component literature values, and furthermore, falls
roughly halfway between the two other points calculated from
binary diffusion data. The explanation of the serious discrepancy
13between these two other points is that, on one hand Flockenhaus 
deliberately ignores the second order correction, and on the 
other Mueller and Cahill’s values are calculated from only three 
points which are now in doubt as to their accuracy.
Chapter 9
9*1 Conclusions
The point-source technique has been used successfully to 
measure the binary diffusion coefficients for the systems 
and N^-CH^ in the temperature range 300-900 I\ with an accuracy 
of ±3% at the lower temperatures, and ±.3% at the higher 
temperatures. The measurements are all for the 100% end of 
the composition range. Intermolecular potential parameters, 
have been calculated from these results.
For both the results themselves and the potential
parameters are in very close agreement with literature values, 
and the reliability of the technique is thereby confirmed.
The results do not agree with the few previously
published values, but they do agree with the as yet unpublished 
work of Wakeham and Slater; it is considered that these results 
are the ‘best* values to date for the i^-CH^ system, and should 
be used by anyone attempting interpolative or extrapolative 
prediction of the diffusion coefficient. The calculated 
potential parameters are probably the best available for this 
system.
Several sources of possible error in the experimental 
technique have been considered in some depth; it seems possible 
that previous .work may suffer from systematic errors from these 
sources. Experience gained during the course of this work 
shows -that ■■whilst the profile technique is more arduous and 
time-consuming it reveals aspects of the experiment which-are 
not apparent when using the axial-decay approach.
Serious errors have been discovered in the two-wire anemo­
meter, but corrections have been developed and applied in this work.
9.2 Possibilities for Further Work
The need for high temperature transport property 
measurements has been only slightly satisfied by the present 
work. Much more work is needed. Experimentally, there are 
three major frontiers at which advances may be made. These 
are accuracy, temperature range, and polyatomic species.
Transport property measurements are notoriously inaccurate 
in comparison to many quantities measured in modern laboratories,
being usually worse than ± 1% , and often worse than ±.3%*
Recent work**^ shows some limited improvements of existing 
techniques, but new methods are rare - especially absolute ones - 
and it seems unlikely that there will be any great advances in 
the near future.
There is some scope for the extension of the temperature 
ranges of transport property measurements; many systems still 
await full investigation over the established ranges, but in 
addition there is the possibility of using recently developed 
high- and low-temperature materials with advantage in 'traditional1 
apparatus. It is also possible that the burner-type modification 
of the point-source technique could be applied to other systems, 
e.g., using the K^O-IL) injecting tritiated. steam.
The; improvement of both temperature* range- and accuracy of 
jsuch measurements would be of considerable help in developing 
a more reliable and comprehensive kinetic theory, and could serve 
in resolving some of the controversy concerning the uniqueness 
of potential models and parameters.
Increasing theoretical interest is being shown in the 
problem of the kinetic theory of systems involving polyatomic 
species, with many serious attempts to treat rigorously 
inelastic collisions between non-spherical potentials and all 
the attendant problems of excitation and relaxation of rotational
and vibrational modes. The efforts of VJang-Chang, Uhlenbeck,
112 113and DeBoer , and of Curtiss and his co-workers are notable
in this respect. It is unfortunate that the existing data
on polyatomic systems are so fragmented and disorganised.
For instance, a concerted programme of transport property
measurements for a homologous series such as the alkanes would
probably reveal features which could only be explained in terms of
the as yet incomplete polyatomic theory. The Senftleben-
Beenakker effects^are also related to this field since they are
a consequence of non-spherical potentials.
Considering the work described in this thesis there are 
a few relatively minor points which invite further investigation.
It would be interesting to gauge the importance of the 
approximation involved in the assumption of constant density 
throughout the diffusion region in the experiment. One way of 
attempting this would be to measure the N^-CO system, in which
the densities of the two diffusing species would be the same. 
Further work on the fluid dynamics of the entry-region problem 
will almost certainly continue (elsewhere) because of its 
relevance to a number of other engineering problems. Numerical 
computations could be developed to treat the bulk and diffusive 
flow in both the cases of close to the injection tube and close 
to the sampling-probe tip, It is unlikely, however, thcit very 
much would be gained by such exercises.
Considering the errors in the two-wire anemometer, the 
problem of uniform laminar flow around an unheated cylinder, 
although classic, is still subject to some considerable discussion 
in the literature. From the theoretical point of view, an 
extension of Hodnett’s use of matched asymptotic expansions for 
the effect of a hot cylinder on the velocity and temperature 
distributions in the far-field wake looks promising. Such' a 
simple system could now be investigated experimentally using 
laser-doppler and interferometric techniques. Some preliminary 
comparisons between laser-doppler and two-wire anemometer 
measurements have already provided qualitative confirmation of 
the corrections discussed in Section 6,6,
APPENDICES
A) Derivation of Equation 6.1.2
If, for one of a number of possible reasons, the value 
of z used to compute (U/2D) from a profile is in error, then 
we can expect the result to be in error too# The relation 
between these errors, expressed in Section 6.1, is derived 
here as follows*
Given the concentration distribution 
C = exp[k(z-r)] where k = U/2D
we may rearrange to get .
k = ln(H]/K"r) •
Differentiating partially with respect to z
(1 - z/r) In!
But
1 /q.,2.1 \(cr\M m w m h m c m 11 >#■>! I  • c a u tj tuaxatm ■
(z ~r )\ Crfazfatf)
1 r
ix *
so
1 t J Cr\/<r. * , 1
= 7-ln(c^.|/(z-r) + r ~
k  z+r 
r - rz*-
If we now make the approximation z = r  , and neglect 2/zx 
in comparison with k/r , we may write
kk hz *
k  Z  e
B) The Probe-Averaging Effect; Derivation of Equation 6.4.1
The fact that the vacuum microprobes are not ideal point 
sampling devices introduces errors into measurements made under 
the assumption of point sampling. In attempting to estimate 
their importance, we may break the problem into two separate
AIsas velocity
i i1
I t
processes:-
(i) the averaging due to the collection 
together of the gas into the probe 
from within a finite cylinder and its 
assignation to a single point, namely 
the probe tip, and
(ii) the distortion of the concentration 
field by setting up gradients over and 
above those which existed before the 
introduction of the probe, producing 
diffusive flow across the bounding 
(stagnation) streamline*
Of these the former is of greater importance, the latter 
being essentially a ’second order’ effect* One way of estim­
ating the magnitude of the averaging error is as follows:-:
Set up a Cartesian coordinate system Oxyz with the gas 
flow parallel to the z~axis with velocity U and-'with' the point- 
source situated at the origin* The steady-state concentration
distribution can be written as ~expk(s-r) if we- arbitrarily
SOt CMAX= If a point sink,(representing the probe tip) is 
now placed at some position (x=ec,y=y&,z=z) 
then the concentration measured by 
the probe is closely approximated 
by a sum over the cross-sectional 
area of the bounding streamline, 
i*e*, over a disc centred on the 
probe tip and having a diameter 
equal to the ’effective’ diameter 
of the probe* If a is the 
effective radius then the measured 
concentration is approximately
2fr a
^ exp k(z-r) *RdR«d0
a
00
; ' *
where k = U/2D,
B.l
Here R ,0 are polar coordinates about the centre of the 
disc, in the x-y plane, as shown*
If we designate the coordinates of the point sink as 
(oc,/3,z) we may write
x = cc + Rcos© , , _
y = fb + Rsin@
2 2 2 2 r = x + y + z
2 ' 2 ,  o2 2r0 ~c& + p  + z
• • • • 33 * 3
where r is the overall distance between the probe tip and the 
point source*
Combining B,2 and B,3 we get
r^ .=.'oc^ + - z^ + R^+ 2R(c£cos6?+y3sin0)
which we may be put into the form
X
r = r0(l + s)2 
2
where ? -• R + 2R(oceosc?+/>sin(P)
»• =  : ---------
Substituting back into B*1 for the measured concentration C^
we get
2tf a
kz z e
0 0 
2*r a
rrsf'TcJ J 
0 0
* f  I (l+s) 2. exp[~kr0 (l+s)^j.RdRd9
, 2rr a 
kz z e
' a~r<__
: 00
2 2 *i
. . ■.0(B3 )).expj^ -kr0(l+|-^+ . . .0(c3))J Rdfid©
2ir 3 2 r 2 *|
= 8eHj&S=*J f f  (!-§*% r • .+0(s3)).oxp “%-s+k- ^ -  . . kr*0(s3)l EdRd0
0 0 
2ir a
0 0  7 7 7
. * +k.^rP 0 (s  ) ) *RdRd©
2ft 3 p p p
CLh..i(av) C  f  r-y ( k r „ + l ) s  (k r e.+ 3k£> + 3 ) s
( 1 ~  2 + — b
*+0( .(k^r^+ k ^ r i>  k r0+ l ) s ^ )  ) *RdRd© 
• * .• * B**f
In the above 0(x) signifies * terms of order x f* 
Now.
2n a 2n a
II
0 0
Rs* dR* d.0
0 0
a
I? +2R^(occos9 +y5sin9) 
if
•dR*d0
= I )  2* E3- dE = %  *
and 2n a 2n a
• “ *  ••    2
R *5-ifR (oceos9+ys,sin0) ifR (^ cos9 -s- y3sin0) *dR
0 0 0 0
2k
-  p .  J ' 2tcR^ + ifR^*(oC2cos20 + J ? s ± r ? & + 2^5cos0sin0).d0j.dR 
0
■s/
0 L-
0
2 k R 5  +  4 R 5 J  cc2
0 sin204-
n2rr
2^ if +y3
0 sin20
2 “ T
0 2fi2n f + fi£/3j  sin20a0] dR
= + f  1^  tea? + rcf?). dRJ
1 [ a6 if. 2 ffi2v
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Substituting these integrals back as the second and third 
terms of the right-hand side of B.if we get
C = C (») (kr + lMa/r,)2 . a2(k2r2+ 3k n, + 3) (a2/3 + al^ +/i^ )1 -------- ij —  + : ; gjr
If the probe moves only along the y-axis, we have cC = 0 and
2 2 
-y, Ignoring a /3 in comparison with y we obtain
C) Anemometer Correction; Derivation of Equation 6.6.1
To demonstrate the effect, mentioned in Section 6.6, of 
the transport of the thermal signal with respect to the gas, we 
consider first an infinite stationary medium of thermal diffus- 
ivity k , and set up an initial temperature distribution 
corresponding to a stationary damped sine wave of the form
Only the one-dimensional (plane-source) case is dealt 
with for simplicityfs sake. After time t=0, this distribution 
decays according to the Fourier heat conduction lav;
The general solution to this problem is given by Carslaw 
and Jaeger0’*' as
Substituting the initial distribution of C.l into C.2 we
get
c.l
^  X
dT d*T 
dt " dx*-
Using the standard integral (p.303* eqn,7*^«32 of Ref.60)
-(ocz + /3z+0 (fi -cCTf)/>c r x x
6  .dz =  -JO*/*) 2 6. . erf-jcc^ z +  oT^p [• +  const.,
oc^O
and putting oc = 1/JfKt , Jb = , f  = 7— ^ , z = x* ,
we get
A Im -J(AttKt)2exp|^:(a-ib*-^.)2 - (x/zfKt )2]*f»<t 
)( erf jx»(4Kt)~^+ £(^Kt)^(a-ib-;~L
Nov/, erf(<*>) = 1 and erfC-*5) = -1, therefore
4-00
A
T X^,t  ^ = F(nist)'4 Im 2 (tt h, t)? exp j(" vr~ - ~^)(a-ib)2
A Im-
r r 2 p
exp |jC a - b ) t « ax
2at]
+ i(bx-2abnt)lt
r 2 4.
T(x,t) = A.6~‘"X+ a K . sin(bx - 2abn.t) . . C.3
We see that the sine term has acquired a* time dependence, 
implying that the distribution moves along the x-axis as it 
decays. Fixing our attention on the ^zero-crossing* at x = 0, t = 0 
v/e find that at some subsequent time t, it has moved to a 
position x given by
x = 2a«t •  • •  ©  ©  t> € c A
Hence the distribution moves in the positive x -direction as 
it decays, v/ith a uniform velocity 2aK#
We can relate this phenomenon to the case of the temp­
erature distribution in the wake of the anemometer source v/ire 
by transforming the solution C,3 to a gas moving with velocity 
U relative to an axis fixed to that v/ire, according to
x — - Ut
Doing this we obtain
T(x,t) = A 6
-ax *[aU + (a2- b2)K,]t
sin(bx - (bU + 2ab«,)t) • * C,3
If we now demand that the (amplitude) envelope is 
stationary, and that the temperature at any fixed point varies 
sinusoidally in time with frequencyp, we may write
2 2
aU + (a - b )h  = 0 • • • . • C,6
bU + 2abft — to • • • C,7
i*e., a pair of simultaneous equations in a and b.
From C,6 p
az +•a(U/K) - b = 0
hence 0 0 1
-(U/K.) ± ((U/K)+ -4b2 )* „ o
a = 2 • * • t* • o
Substituting back into C.7 we get
bU + 2bK
(U/H) ± ((P/k )2+ 4b2
=  CO
or, 0 0 i
± ba((U/K) + *fb - co
Squaring,
*rtA(,2+ b2U2- w 2 = 0
hence, p L. P ?,2 -ir ± (u + i6h co ) b = *
Since b is real, we must take the positive sign. Substituting 
2b back into C*8 gives
-(u/k.) ± V ( u/k )2- j-(u/tt)2+ -j- i6(uj/k, )2<* .
So, 2aIC = -U U2/2 +.-j/uV 16h C ^
Now,’ we know from the foregoing argument that 2an is the 
velocity of the signal relative to the gas. If V is the total 
measured velocity, we may write
'■ V = U + 2a*c = vji + ijl"*
2. 2
v2 = u2( $ + a  x + '^ r  )^) 
PV2/!!2 - 1 = ( 1 + — Aft*.
Squaring both.sides, and simplifying
- V2!!2 = bv£t>?
or* tt irt i bh2w2 n?- „ „U = V( 1 -----)2 ♦ * . . . C*9
c,f • eqn*26 of Ref*56*
Although the preceding analysis is for a plane source,
it can be shown that C,9 is valid for the line source, except
very close to the wire.
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