Abstract-In structured light three-dimensional measurement systems, the position of stripe in the structure light image reflects the three-dimensional shape information of the object being scanned. In this paper, we propose a semi-automatic 3D image processing algorithm that extracts the phase map from the distorted line pattern. The proposed method uses the stripe extraction approach to segment and cluster the stripe projected over the inspected object after Gaussian convolution denoising. Then a noise-aware smoothing spline fitting process is applied to the result to obtain single continuous stripe and the coordinates of the clustered stripes are calculated to form a phase matrix through a cubic polynomial interpolation procedure. After the camera and projector calibration, the 3D coordinates of the object are computed accurately and robustly. The experimental results show that the work is particularly effective.
INTRODUCTION
With the rapid development of computer science, optics and informatics, especially the rise of pattern recognition and image processing technology, human perception of the surrounding scene is constantly strengthening. We have the ability to save richer information and provide more important technical support for medical imaging, industrial surveying, geo-mapping, 3D printing, somatosensory equipment, 3D film production and game production. Therefore, how to obtain more efficient 3D visual information is of great significance to the production and life of human society. If we can study the key issues in the three-dimensional perception system and give effective solutions, we will make a contribution to the theory and application of 3D information-related visual information processing.
In this paper, we discuss the structured light technology with high application foreground, clarify some important problems in image processing, and analyze the feasible solutions in depth. At the same time, the image processing algorithms play fundamental roles in the structured light systems. For instance, the method proposed in [1] , [2] needs automatic image processing algorithms to segment, classify and register the reflected laser dots robustly and efficiently for the on line novel imaging and measurement system. In [3] an improved fingerprint image enhancement method has been proposed according to the characteristics of 2D touchless fingerprint images for 3D fingerprint reconstruction. The method proposed in [4] needs image processing and pattern recognition algorithms to calculate 3D points for structured light measurement. In paper [5] , the automatic image processing algorithms is introduced to deal with the reduction of noise during calibration of the camera and experimental results showed that the measurement accuracy increases considerably. Image matching technique is involved in paper [6] to match multiprobe biometric for 3-D facial acquisition using a static light screen and a moving object.
Based on the past research, we realize that image processing algorithms plays an important role in the structured light systems, at the same time, extracting useful structure information in visual scenes is an important lowlevel operation in 3D information processing system to guarantee the measurement accuracy in many applications. For example, the method proposed in [7] , [8] needs image segmentation technique to extract and optimize light stripe centerline in structured laser fast and robustly. And also in [9] a novel structured light extraction method is proposed based on image processing algorithms to extract the structured light according to the feature brightness distribution module and geometrical morphology trait of the image.
In the diffuse surface structured light three-dimensional measurement systems, the two-dimensional image data refers to the position of shifted pixels in images and their distance to the original structured light line. In actual measurement environments, the laser stripe extraction procedure must be designed to provide accurate detection, but they must also be able to deal with anomalous situations, such as variable luminance, reflections which show up in the images as noise, or uneven surfaces under the laser projection. The broken light, discontinuous or isolated highlights would appear because of the above factors influence on structured light image. Although the structured light image has been processed through the filter image de-noising and other pretreatment methods, still it will cause some difficulties for information extraction, and how to avoid the impact of these factors is the key to the study of extracting the image data.
The most common laser stripe extraction methods to accurately and effectively detect the center of the laser are Gaussian approximation, Center of mass, Linear approximation, Blais and Rioux detector, Parabolic estimator. In [10] a comparison of the five light stripe peak detection methods from three aspects including accuracy, robustness and algorithm speed, the results of the comparison show five methods within the same sub-pixel range. And [11] applied the algorithm to practical industry environment indicating that only the center of mess can be better applied to real-time processing. Moreover, they are not able to satisfy actual measurement environment with high accuracy, strong robustness and high speed at the same time. Based on previous studies, some new algorithms are proposed, such as the column-scanning center of mass method [7] and the contour polygon segmentation method [8] . The columnscanning center of mass utilizes two procedures to extract the laser stripe. Using a boundary linking process detects laser peak firstly and using an improved Split-and-Merge approach links the laser peak secondly. Similarly the contour polygon segmentation method utilizing polygon segmentation technique to extract the stripe line in the first step and utilizing piecewise curve approximation to optimize light stripe centerline in the second step. The new methods have a good anti-interference for the noise and can be better resolve stripe line discontinuity problem with a low computational cost.
In this paper, a novel method for extracting the phase map from structured laser lights is presented which is based on Steger algorithm used to identify the structure of light stripe and smoothing fitting algorithm for interpolation to obtain single continuous stripe. The proposed method can not only realize the extraction of sub-pixel center of structured light stripe, but also optimize the initial stripe line using spline fitting algorithm.
The rest of this paper is organized as follows: Section 2 describes the structured light scanning system. Section 3 describes the principle of extracting the phase map from structured laser lights. And the experimental results are shown in Section 4. Figure 1 . Illustration of the structured light scanning system. The structured light scanning system shown in Fig. al1 consists of 3D targets, calibration grid, camera and projector. The 3D target is the scanning object that distorts the projected pattern. Meanwhile, the calibration grid needs to be designed specifically according to the shape of the measured object, which is usually a non-coplanar surface with red round marks. The resolution of the camera and the projector is roughly the same. The projector projects the sine wave pattern, and the camera obtains target image with distorted pattern in camera view. The θ denotes the angle between the optical axis of the camera and the optical axis of the projector, at the same time, the optical axes of the projector and camera are in the same plane.
II. DESCRIPTION OF THE SYSTEM

III. PRINCIPLE OF EXTRACTING THE PHASE MAP FROM STRUCTURED LIGHTS
The principle of the structured light method is to extract the distortion with depth information and to establish the mapping relationship between the distortion and the depth information. Then we introduce the process and principle of the semi-automatic image algorithm for extracting the phase map from structured laser lights.
A. The Structured Light Stripe Pattern
Structured light methods utilize coded patterns been projected for the 3D measurement and depth reconstruction. Over the past few decades, a number of coded pattern methods have been realized and applied. Existed structured light methods require projecting a set of patterns to reflect the depth information of 3D target, however, in the procedure of projection and capture the patterns are easily disturbed by slight movement. Now we use a common one projection pattern with a single image, suitable for static and dynamic diffuse reflector system, we will focus on the pattern image acquisition and extraction, to achieve a simple pattern to complete the measuring of surface topologies without ambiguities, with high accuracy, and insensitive to albedo variations. Here we use sine waves to give an accurate correspondence match between the illumination source and the camera. We use the projector to project one stripe pattern onto the object, as shown in Fig. 2 , the pattern image is composed of many sine waves and its resolution is consistent with the resolution of the projector. Then the camera will watch that and take one image of the pattern. Based on the deformations of the stripe pattern in the image, the system will compute a precise 3D object surface. 
B. Gaussian Convolution Denoising and Stripe Extraction
In order to obtain the spatial position and size information of the object, it is necessary to extract the center position of the structural light stripe accurately. In this paper, a structure of light stripe center based on Hessian matrix is used to identify the structure of light stripe and realize the extraction of sub-pixel center of structured light stripe.
When the light stripes are projected vertically on the surface of the object to be measured, the horizontal direction of the light bar is the x-axis and the gray value is the y-axis. The light bar can be expressed as follows: is at the minimum. Through these two judging conditions can be extracted from the center of the edge of the line.
Because of noise, this scheme will not yield good results for real images. In this case, the first and second derivatives of (x) z should be estimated by convolving the image with the derivatives of the Gaussian smoothing kernel. The stripe image is convoluted with the Gaussian function, and the second-order Taylor expansion of a pixel 0 0 ( , ) x y in the image is:
( , ) ( , ) 1 (( )( )) ( , ) ( , ) 2 The first and second derivatives of the stripe image are determined by the Hessian matrix method. The two eigenvalues of the Hessian matrix are the maximum and the minimum of the second derivative of the gray function of the image, and two eigenvectors represents the direction of the two extremes. We obtain the stripe normal direction and the second derivative value in the direction by finding the maximum absolute eigenvalue and eigenvector of the Hessian matrix.
Calculate the Hessian matrix of each point in the image, the Hessian matrix is: ( , ) x y tn tn is satisfied, then the point whose first derivative is zero is in the current pixel, and the minimum value of the second derivative of the direction is less than a predetermined threshold value, it can be very accurate to extract the center of the edge of the line. Fig. 3 shows that we obtain the striped images from camera and extract the center of the striped images. The results show the algorithm is effective and accurate. 
C. Smoothing Spline Fitting
Using the Gaussian convolution method to remove the noise from the stripe image and then using the Steger algorithm for stripe extraction, we get the deformation line image with depth information. As the surface of the measured object is uneven and local ups and downs, so the segmentation of the stripe image will appear discontinuous phenomenon. We need to manually mark based on prior knowledge to ensure that each pattern is spatial. After this step we get a single line of stripe, we use smoothing fitting algorithm for interpolation to obtain single continuous stripe. Here we introduce the smoothing spline fitting. De Boor's algorithm is a fast and numerically stable algorithm for
The experimental results of the Smoothing spline fitting are shown in Fig. 4 .
The results given in Fig. 4 are that we use the smoothing spline fitting procedure to approximate the actual shape of the curve. The blue cross signs in Fig. 4(a) show one of the discontinuous stripes from the obtained subpixel stripe center image, where the red lines represent fitted centerline parts. Fig. 4(c) shows another subpixel stripe center down next to Fig. 4(a) . Fig. 4(b) and Fig. 4(d) respectively show the partial enlarged fitting results corresponding to Fig. 4(a) and Fig.  4(c) .
As shown, the smoothing spline fitting performance is excellent not only in the middle of each fitted curve part but also in the adjacent region of two fitted curve parts. And extra new fitted curve part has been inserted between two neighbor initial curve parts. This smooth fitting effect makes the original disconnected part connected together and becomes a continuous line. 
D. Extracting the Phase M ap
Then the single stripe is filled with zero in front and back positions according to the original image horizontal resolution acquired by the camera. The resolution of the image after the zero-padding process is the product of the total number of stripes and the horizontal resolution of the camera. Then we use the cubic polynomial to interpolate and obtain two-dimensional phase stripe map containing depth information. The cubic polynomial interpolation method is defined as follows.
After passing two points on the plane i P and 1 i P have cubic polynomials and there is a continuous first derivative. ' i y is unknown, but also to ensure that every two points of the curve can be smooth connection.
Then the phase map is obtained, which lays the foundation for reconstructing the three-dimensional dynamic diffuse. Three interpolation methods are selected to be compared with the cubic polynomial interpolation method. One is spline interpolation method, another is nearest interpolation method and the third one is previous interpolation method. The effect is shown in Fig. 5 . As shown, the cubic polynomial interpolation method is better than other methods. Fig. 5(a) shows the phase map which contains some reasonable information (e.g., the depth variation) about the face model surface with high resolution and accuracy. Fig. 5(b) shows the result which is too low to give a meaningful surface and the lines in the phase map are smoothed significantly. The phase maps shown in Fig. 5.(c) and Fig. 5.(d) cannot reflect the depth of the face model surface correctly although the solution is analytical and accurate. Hence, cubic polynomial interpolation is used to interpolate and obtain two-dimensional phase stripe map containing depth information.
IV. EXPERIMENTAL RESULTS AND DISCUSSION
The scanning experiments for the 3D targets using a HITACHI HCP-D767U engineering projector as the illumination source to project one stripe pattern onto the object, the pattern image is composed of many sine waves and its resolution is consistent with the resolution of the projector (1920*1080 pixels). Then the Grasshopper3 GS3-U3-15S5C CCD camera with a resolution of 1384*1032 pixels and a sensor size of 2/3"(8.8mm*6.6mm) will watch that and take one image of the pattern. The field of view used in the experiments is 290mm*216mm and the physical resolution is around 0.21 mm/pixel. Fig. 6(a) shows our experimental scanning system in our optical darkroom. Fig.  6(b) demonstrates the 3D scanning targets and calibration grid are connected to the two-dimensional electric optical platform via the optical links to ensure that their optical axes are in the same position. Fig. 8 shows the images being catch by the structured lights system. Fig. 7(a) shows the captured stripe image of the calibration grid which needs to be designed specifically according to the size of the 3D targets. Fig. 7(b) shows the captured stripe image of the 3D face model with the structured lights lines. Fig. 7(c) shows the extracted stripe lines of the calibration grid using our algorithm. Fig. 7(d) shows the extracted stripe lines of the 3D face model using our algorithm. 
V. CONCLUSION
In this paper we have shown an image processing algorithm for extracting the phase map from structured lights in three-dimensional measurement systems. This method could extract the three-dimensional information from the two-dimensional image of the structured light stripe and reconstruct the three-dimensional shape by using the obtained phase map. Then this method could achieve the purpose of measuring the three-dimensional shape of the dynamic target which is sure to find industrial applications in many areas, such as medical imaging, industrial surveying, 3D printing, somatosensory equipment, robotics vision or other areas that require three-dimensional measurement and reconstruction. Experimental results show the success of the proposed procedure.
