In a recent paper by Monteiro and Svaiter, a hybrid proximal extragradient (HPE) framework has been used to study the iteration-complexity of a first-order (or, in the context of optimization, second-order) method for solving monotone nonlinear equations. The purpose of this paper is to extend this analysis to study a prox-type first-order method for monotone smooth variational inequalities and inclusion problems consisting of the sum of a smooth monotone map and a maximal monotone point-to-set operator. Each iteration of the method computes an approximate solution of a proximal subproblem, obtained by linearizing the smooth part of the operator in the corresponding proximal equation for the original problem, which is then used to perform an extragradient step as prescribed by the HPE framework. Both pointwise and ergodic iterationcomplexity results are derived for the aforementioned first-order method using corresponding results obtained here for a subfamily of the HPE framework.
Introduction
A broad class of optimization, saddle point, equilibrium and variational inequality (VI) problems can be posed as the monotone inclusion problem, namely: finding x such that 0 ∈ T (x), where T is a maximal monotone point-to-set operator. The proximal point method, proposed by Martinet [9] , and further studied by Rockafellar [20, 21] , is a classical iterative scheme for solving the MI problem which generates a sequence {x k } according to
where λ k > 0. It has been used as a generic framework for the design and analysis of several implementable algorithms. The classical inexact version of the proximal point method allows for the presence of a sequence of summable errors in the above iteration, i.e.:
gives specialized iteration-complexity results for it, which are stronger than the corresponding ones applicable for the general HPE framework.
The ε-subdifferential and ε-enlargement of monotone operators
A point-to-set operator T : E ⇉ E is a relation T ⊆ E × E and
Alternatively, one can consider T as a multi-valued function of E into the family ℘(E) = 2 (E) of subsets of E. Regardless of the approach, it is usual to identify T with its graph defined as
The domain of T , denoted by Dom T , is defined as Dom T := {z ∈ E : T (z) = ∅}.
The operator T : E ⇉ E is monotone if
and T is maximal monotone if it is monotone and maximal in the family of monotone operators with respect to the partial order of inclusion, i.e., S : E ⇉ E monotone and Gr(S) ⊃ Gr(T ) implies that S = T . In [4] , Burachik, Iusem and Svaiter introduced the ε-enlargement of maximal monotone operators. In [14] this concept was extended to a generic point-to-set operator in E as follows. Given T : E ⇉ E and a scalar ε, define T ε : E ⇉ E as T ε (z) = {v ∈ E | z −z, v −ṽ ≥ −ε, ∀z ∈ E, ∀ṽ ∈ T (z)}, ∀z ∈ E.
We now state a few useful properties of the operator T ε that will be needed in our presentation.
Proposition 2.1. Let T, T ′ : E ⇉ E. Then, a) if ε 1 ≤ ε 2 , then T ε 1 (z) ⊆ T ε 2 (z) for every z ∈ E; b) T ε (z) + (T ′ ) ε ′ (z) ⊆ (T + T ′ ) ε+ε ′ (z) for every z ∈ E and ε, ε ′ ∈ R;
c) T is monotone if, and only if, T ⊆ T 0 ; d) T is maximal monotone if, and only if, T = T 0 ;
Proposition 2.2 ([7, Corollary 3.8(ii)]). Let T : E ⇉ E be a maximal monotone operator. Then, Dom T ε ⊆ cl (Dom T ) for any ε ≥ 0.
The ε-subdifferential [3] of a function f : E →R is defined as ∂ ε f (z) = {v ∈ E | f (z) ≥ f (z) + z − z, v − ε, ∀z ∈ E}, ∀z ∈ E.
When ε = 0, the above operator is simply denoted by ∂f and is referred to as the subdifferential of f . If f is a closed convex function, it is well-known that ∂f is maximal monotone (see [19] ); moreover, we have
and, for many closed convex functions f , this inclusion is proper. Let X be a nonempty set in E. Its indicator function δ X : E →R is defined as δ X (x) = 0, x ∈ X, ∞, otherwise, and its normal cone operator is the point-to-set map N X : E ⇉ E given by N X (x) = ∅, x / ∈ X, {v ∈ E, | y − x, v ≤ 0, ∀y ∈ X}, x ∈ X.
Clearly, the normal cone operator N X of X can be expressed in terms of δ X as N X = ∂δ X . Given T maximal monotone, a natural question is how to obtain points in the graph of T ε . We mention two practical ways of obtaining points in the graph of T ε . First, if T = S + N C where C is a nonempty closed convex set and S is a maximal monotone operator, then it follows from Proposition 2.1(b) and (2) that (S + ∂ ε δ C )(x) ⊆ T ε (x) for every x ∈ E. This observation is used in the second paragraph following Definition 3.1 . Second, as a consequence of the weak transportation formula developed in [6] , it follows that convex combinations of elements in the graph of T yield an element in the graph of T ε for some ε ≥ 0. Based on this construction, a bundle-like method for finding a zero of a bounded maximal monotone operator T is developed in [6, 5] under the assumption that a black-box is available to supply an element in T (x) for any given x ∈ E.
The large-step HPE method
This subsection introduces the large-step HPE method and gives specialized iteration-complexity results for it.
Let T : E ⇉ E be maximal monotone operator. The monotone inclusion problem for T consists of finding x ∈ E such that 0 ∈ T (x) .
We also assume throughout this section that this problem has a solution, that is, T −1 (0) = ∅. For the monotone inclusion problem (4), the exact proximal point iteration from x with stepsize λ > 0 is the unique solution y of the inclusion
or equivalently, the y-component of the unique solution (y, v) of the inclusion/equation
The method we are interested in studying in this section is based on the following notion of approximate solution of (6) introduced in [22] .
Observe that the error criterion (7) relaxes the inclusion in (6) to v ∈ T ε (y) and relaxes the equation in (6) by requiring its residual r = λv + y − x and the tolerance ε to be small relative to y − x . We will now state the method that will be the main subject of study in this section.
Large-step HPE Method: 0) Let x 0 ∈ E, θ > 0 and 0 ≤ σ < 1 be given and set k = 1.
such that
2) Define x k = x k−1 − λ k v k , set k ← k + 1 and go to step 1.
end
We now make several remarks about the large-step HPE method. First, the large-step HPE method is a special case of the HPE method which was introduced in [22] and whose corresponding iteration-complexity results were studied in [14] . Indeed, deleting condition (9) from the above method and the stopping criterion in step 1, one obtains the HPE method as stated in [22, 14] . Second, since the condition that 0 ∈ T (x k−1 ) in the HPE method implies that x l = x k−1 ∈ T −1 (0) for every l ≥ k, the HPE method can also be alternatively stated with the stopping criterion 0 ∈ T (x k−1 ) as above. Third, step 1 of the large-step HPE method does not specify how to choose λ k and (y k , v k , ε k ) satisfying the prescribed conditions. The particular choice of λ k and (y k , v k , ε k ) will depend on the particular implementation of the method and the properties of the operator T . Fourth, condition (9) forces the stepsize λ k to be large in some sense. Existence of λ k and (y k , v k , ε k ) as in step 1 can be shown using Lemma 4.3(b) as will be discussed later on. Finally, as we will see in the next section, the large-step HPE method provides a useful framework for designing and analyzing Newtontype methods in the context of the monotone variational inequality problem and its generalizations.
Clearly, the HPE method heavily relies on the notion of approximate solutions of (6) as in Definition 2.3. The use of this general notion have allowed us to show that several well-known methods for variational inequalities and convex optimization can in fact be viewed as special cases of the HPE method, and hence as inexact proximal point methods. These include for example: i) a variant of Tseng's modified forward-backward splitting method; ii) Korpelevich's method; iii) the classical forward-backward splitting method for convex optimization; iv) the alternating direction method of multipliers; and v) the Douglas-Rachford's splitting method (see [11, 12, 13, 14, 22] ). In addition, the use of the notion of approximate solution as in Definition 2.3 have allowed us to obtain new block-decomposition methods (see [13] ). In particular, one such block-decomposition method for solving conic semidefinite programming has been shown in [10] to outperform the two most competitive codes for large-scale conic semidefinite programs, namely: the boundary point method introduced by Povh et al. [18] and the Newton-CG augmented Lagrangian method by Zhao et al. [27] . Moreover, the use of the tolerances ε k in the definition of approximate solutions of (6) has played an important role in the analysis of Korpelevich's method given in [11, 14] as well as the forward-backward method for convex optimization presented in [12] .
Our main goal in the remaining part of this section will be to study the iteration-complexity of the large-step HPE method. For simplicity of exposition, the convergence rate results presented below implicitly assume that 0 / ∈ T (x k−1 ) for every k ≥ 1. However, they can easily be restated without assuming such condition by saying that either the conclusion stated below holds or x k−1 is a solution of (4) .
The proof of the following result can be found in Lemma 4.2 of [14] .
Proposition 2.4. For any x * ∈ T −1 (0), the sequence { x * − x k } is non-increasing and
While the general complexity results for the HPE framework obtained in [14] are expressed in terms of the sequence of stepsizes λ k , the ones derived below for the large-step HPE are expressed in terms of the iteration count k and heavily depend on the large-step condition (9) .
The first complexity result estimates the quality of the best among the iterates y 1 , . . . , y k generated by the large-step HPE method. We will refer to these estimates as pointwise iteration-complexity bounds.
Theorem 2.5. Consider the sequences {x k }, {y k }, {v k } and {ε k } generated by the large-step HPE method. Then, for every k ≥ 1, v k ∈ T ε k (y k ) and there exists an index i ≤ k such that
where d 0 is the distance of x 0 to T −1 (0).
Proof. Let x * be such that d 0 = x 0 − x * . First observe that Proposition 2.4 implies that, for every k ∈ N, there exists i ≤ k such that
Using the fact that (y i , v i , ε i ) is a σ i -approximate solution of (6) at (λ i , x i−1 ), i.e., that (8) holds with i = k, and the fact that σ i ≤ σ, we conclude that
Multiplying the above two inequalities by y i − x i−1 and using (9), we conclude that
The conclusion now follows immediately from (11) and the above two inequalities.
We will now describe alternative estimates for the large-step HPE method which we refer to as the ergodic iteration-complexity bounds. The sequence of ergodic means {ȳ k } associated with {y k } isȳ
where
Define alsov
The following result describes convergence rate bounds for the ergodic sequence {ȳ k } generated by an arbitrary HPE method. Its proof follows immediately from Proposition 4.6 and the proof of Theorem 4.7 of [14] .
where d 0 is the distance of x 0 to T −1 (0), and
The following result refines the bounds of Proposition 2.6 in the particular context of the largestep HPE method.
Theorem 2.7. Let {λ k }, {ε k }, {y k }, {v k } and {x k } be the sequences generated by the large-step HPE method and consider the ergodic sequences {ȳ k }, {v k } and {ε k } defined according to (12) and (13) . Then, for every k ≥ 1,v k ∈ Tε k (ȳ k ) and
Proof. First note that (9) and Proposition 2.4 imply that
Noting that the minimum value of k i=1 t i subject to the condition that
The conclusion of the theorem now follows immediately from the above inequality and Proposition 2.6.
An inexact Newton proximal extragradient method
In this section, we consider the monotone inclusion problem
where F : Dom F ⊆ E → E and H : E ⇉ E satisfy C.1) H is a maximal monotone operator;
C.2) F is monotone and differentiable on a closed convex set Ω such that Dom H ⊆ Ω ⊆ Dom F ;
where the norm on the left hand side is the operator norm.
Recall that, for the monotone inclusion problem (17), the exact proximal iteration from x with stepsize λ > 0 is the unique solution y of the inclusion
Our inexact NPE method is based on the computation of an inexact solution of a linearized approximation of the above inclusion/equation which is described next. Forx ∈ Ω, define the 'first-order approximation' Tx : E ⇉ E of T atx as
where Fx : E → E is the usual first-order approximation of F given by
The following definition gives the precise notion of approximate solution used by the inexact NPE method.
We now make a few observation regarding the above definition. First, observe that anyσ-approximate Newton solution of (20) at (λ, x) is aσ-approximate solution of (6) with T = T x ′ at (λ, x). Second, (y, u, ε) is a 0-approximate Newton solution of (20) at (λ, x) if, and only if, y is the (unique) solution the Newton proximal inclusion
obtained by linearizing (19) , u = (x − y)/λ and ε = 0. Hence, the exact solution y of the Newton proximal inclusion (21) trivially supplies aσ-approximate Newton solution of (20) at (λ, x) for any σ ≥ 0. Third, the y-component of aσ-approximate Newton solution always belongs to Dom H ε ⊆ cl (Dom H) ⊆ Ω, where the two inclusions are due to Proposition 2.2 and Assumption C.2. As mentioned previously, the inexact NPE method stated below assumes that, for any given pair (λ, x) ∈ R ++ × E, one is able to compute aσ-approximate Newton solution of (20) at (λ, x). Before stating the NPE method, we discuss how this can be accomplished in the particular case where H is the normal cone operator N C of a nonempty closed convex set C ⊆ E. First note that in this case (21) is equivalent to the affine (strongly monotone) variational inequality V I(G x ; C), i.e., the problem of finding y ∈ E such that
where G x : E → E is the affine and strongly monotone map defined as
It turns out that the regularized gap function [1, 8] for V I(G x ; C) defined as
with α = 1 provides a computable sufficient criterion for checking whether y yields aσ-approximate Newton solution of (20) at (λ, x). More specifically, due to [24, Lemma 4] , if y ∈ C satisfies
then the triple (y, u, ε), where
is aσ-approximate Newton solution of (20) at (λ, x). Indeed, it has be shown in [24, Lemma 4] that
which together with (23) implies the desired conclusion. Any method for solving affine (strongly) monotone variational inequalities, e.g. interior point methods whenever C is endowed with a computable self-concordant function [15, Chapter 7] , may be used to obtain approximate solutions of (22) according to (23) .
We are now ready to state the inexact NPE method.
Inexact NPE Method:
be given and set k = 1.
2) Otherwise, compute stepsize λ k > 0 and aσ-approximate Newton solution (y k , u k , ε k ) of (20) at (λ k , x k−1 ), i.e.,
3) Set
let k ← k + 1 and go to step 1.
end
Our goal in the remaining part of this section will be to study the iteration-complexity of the inexact NPE method. Our first step will be to show that the inexact NPE method is a special case of the large-step HPE method. As a consequence, iteration-complexity results for the first method will be derived from the ones obtained for the latter method in Section 2.
Lemma 3.2. For every y ∈ Ω and x ∈ E,
Proof. The following result follows as an immediate consequence of Assumptions C.2 and C.3 and the fact that x ′ = P Ω (x), y ∈ Ω and a well-known property of the projection operator P Ω .
Lemma 3.3. Let (λ, x) ∈ R ++ × E and aσ-approximate Newton solution (y, u, ε) of (20) at (λ, x) be given, and define v :
Proof. The assumption on (y, u, ε) and Definition 3.1 imply that u − F x ′ (y) ∈ H ε (y). This together with the definition of v imply the first inclusion in (28), while Proposition 2.1 implies the second inclusion in (28). To simplify the proof of the inequality in (28), define
and note that the definition of v implies that
Lemma 3.2 and the assumption that (y, u, ε) is aσ-approximate Newton solution of (20) at (λ, x) and the definition of r and r ′ imply that
Using the three last relations, we then conclude that
and hence that the inequality in (28) holds.
Define, for each k,
We will now establish that the inexact NPE method can be viewed as a special case of the large-step HPE method.
Lemma 3.4. Let σ be defined as in (24) . Then, for each k, σ k ≤ σ and
As a consequence of (26) and (27) , it follows that: the inexact NPE method is a special case of the large-step HPE method stated in Section 2 with θ = 2σ ℓ /L.
Proof. The bound on σ k follows from (24), (26) and (30). The relations in (31) follow immediately from (30) and Lemma 3.3 with (λ, x) = (λ k , x k−1 ) and (y, u, ε) = (y k , u k , ε k ).
The next result gives the pointwise iteration-complexity bound for the inexact NPE method.
Theorem 3.5. Consider the sequences {x k } and {y k } generated by the inexact NPE method and the sequence {v k } defined according to (27) . Then, for every k ≥ 1, v k ∈ (F + H ε k )(y k ) and there exists an index i ≤ k such that
where σ is given by (24) .
Proof. This result follows immediately from Theorem 2.5 and Lemma 3.4.
It is worth comparing the above complexity bounds for the first-order NPE method to corresponding bounds for zero-order methods, such as Korpelevich's or Tseng's modified forward-backward splitting methods, for solving variational inequalities and inclusion problems of the type (17) obtained in [11, 14] . Indeed, the above bounds for v i and ε i are both better than the corresponding ones for the zero-order methods by a factor of k −1/2 .
The next result describes the ergodic iteration-complexity bound for the inexact NPE method.
Theorem 3.6. Let {λ k }, {y k } and {x k } be the sequences generated by the inexact NPE method and consider the sequence {v k } defined by (27) and the ergodic sequences {ȳ k }, {v k } and {ε k } defined according to (12) and (13) 
where σ is given by (24) and
Proof. This result follows immediately from Lemma 3.4 and Theorem 2.7 with θ = 2σ ℓ /L.
Finally, we mention that the above bounds forv k andε k are both better than the corresponding ones for the zero-order methods obtained in [11, 14] by a factor of k −1/2 .
Search procedure for the stepsize λ
The main goal of this section is to present a search procedure for computing a stepsize λ k and an σ-approximate Newton solution (y k , u k , ε k ) of (20) at (λ k , x k−1 ) as in step 2 of the inexact NPE method.
More specifically, to simplify notation, let
In terms of this notation, our main goal is to compute a stepsize λ > 0 and a triple (y, u, ε) ∈ E×E×R + such that
and
Assuming that we have at our disposal a black-box, which for any given (λ, x) ∈ R ++ × E, finds (y, u, ε) ∈ E×E×R + satisfying (32), our main goal in this section is to present an iterative procedure that will solve the problem posed above.
It turns out that such goal can be posed in a more general setting. Noting that (F x ′ + H ε )(y) ⊆ T ε x ′ (y), it follows that (32) implies in particular that (y, u, ε) is aσ-approximate solution of
with A = T x ′ . Hence, the above goal is a special case of the following more general goal with respect to an arbitrary maximal monotone operator A : E ⇉ E, point x ∈ E and bounds 0 < α − < α + :
General Goal: Assuming that we have at our disposal a black-box, which for any given λ > 0, finds aσ-approximate solution (y, u, ε) of (34) at (λ, x), the goal is to find a specific λ > 0 and an associatedσ-approximate solution (y, u, ε) of (34) at (λ, x) (see Definition 2.3) such that (33) holds as well.
This section contains three subsections. Subsection 4.2 presents an iterative procedure which solves the General Goal posed above. Along the way, we present some preliminary results in Subsection 4.1. Subsection 4.3 specializes the complexity results obtained in Subsection 4.2 to the special context of the main goal of this section, i.e., that of finding a stepsize λ k > 0 and anσ-approximate Newton solution (y k , u k , ε k ) of (20) at (λ k , x k−1 ) as in step 2 of the inexact NPE.
Preliminary results
Let a maximal monotone operator A : E ⇉ E and x ∈ E be given and define for each λ > 0,
In this subsection, we study several basic properties of y A (λ, x) and ϕ A . The main motivation for that is provided by the following result which connects ϕ A (λ; x) with the quantity λ y − x used in the criterion (33).
Proof. To simplify notation, let y A = y A (λ; x) and observe that (35) implies that
Define r := λu + y − x and note that the assumption that (y, u, ε) is aσ-approximate solution of (34) implies that r 2 + 2λε ≤σ 2 y − x 2 , x + r ∈ λA ε (y) + y.
Hence, it follows from Lemma A.1 with (y, v) = (y, x + r) and (ỹ,ṽ) = (y A , x) that
and hence that y A − y ≤σ y − x . The conclusion of the lemma now follows from this inequality and the triangle inequality for norms.
Given x ∈ E andσ ≥ 0, the following result gives a sufficient condition on λ > 0 for anŷ σ-approximate solution of (34) to satisfy (33). Lemma 4.2. Let x ∈ E, 0 < α − < α + andσ ≥ 0 be given. If λ > 0 is such that
then anyσ-approximate solution (y, u, ε) of (34) at (λ, x) satisfies (33).
Proof. This result follows immediately from Lemma 4.1.
In view of the above result, the search for a stepsize λ > 0 satisfying (33) can be guided by the goal of finding a λ > 0 satisfying (38). In view of this observation, we now study basic properties of the function ϕ A which will play important roles on the design and complexity analysis of the search procedure of Subsection 4.2.
Lemma 4.3. For every x ∈ E, the following statements hold:
Proof. To prove the first inequality in b), assume thatλ < λ and let
Since λ −1 (x − y) ∈ A(y) andλ −1 (x −ỹ) ∈ A(ỹ), it follows from the monotonicity of A that
Multiplying the above inequality by λλ and addingλ y −ỹ 2 to both sides of the resulting inequality, we conclude that (λ −λ) y −ỹ,ỹ − x ≥λ y −ỹ 2 .
Sinceλ < λ by assumption, it then follows that the inner product on the left hand-side of the above inequality is non-negative, and hence that
The first inequality in b) now follows from the above inequality and the definition of ϕ A (λ; x) in (35). To prove the second inequality in b), we use the fact that the approximation of A λ of index λ > 0 of A defined as
has the property that λ → A λ is non-increasing (see [2, Proposition 2.6]). Since ϕ A (λ; x) = λ 2 A λ (x) in view of (35), the latter property implies that
and hence that the second inequality in b) holds. Finally, note that a) follows trivially b).
Lemma 4.4. Let x ∈ E be such that 0 / ∈ A(x). Then, the following statements hold:
is a strictly increasing and continuous function, which converges to 0 or ∞ as λ tends to 0 or ∞, respectively; c) for any 0 < α − < α + , the set of all scalars λ > 0 satisfying
Proof. To prove a), fix λ > 0. Noting that the definition of y A (λ; x) in (35) implies that [x − y A (λ; x)]/λ ∈ A(x), we conclude that y A (λ; x) = x in view of the assumption that 0 / ∈ A(x). Hence, in view of (35), we have ϕ A (λ; x) > 0. Statement b) follows immediately from a) and Lemma 4.3. To prove c), first note that b) implies the existence of unique scalars 0 < λ − < λ + such that
and that the set of λ > 0 such that (40) holds is the interval [λ − , λ + ]. Since the second inequality in (39) withλ = λ − and λ = λ + implies
The following well-known technical result will be used in the proof of Proposition 4.9. For the sake of completeness, its proof is given in the Appendix. Proposition 4.5. For every λ > 0 and x,x ∈ E, there hold:
As a consequence, if
A generic line search procedure
This subsection describes an iterative procedure for solving the problem described in the General Goal at the beginning of this section. The procedure consists of two stages. The first one, namely the bracketing stage, either computes a stepsize λ > 0 and aσ-approximate solution (y, u, ε) of (34) at (λ, x) satisfying (33), or finds an interval [t − , t + ] which contains all λ's satisfying (38). The second one, namely the bisection stage, iteratively performs a geometric bisection scheme on the interval [t − , t + ] until a stepsize λ > 0 and σ-approximate solution (y, u, ε) of (34) at (λ, x) satisfying (33) is found.
We start by describing the first stage.
Bracketing stage:
Input:
x ∈ E such that 0 / ∈ A(x),σ ≥ 0, initial guess λ 0 > 0 and 0 < α − < α + such that
Output: either aσ-approximate solution (y, u, ε) of (34) at (λ 0 , x) such that (33) holds, or an interval [t − , t + ] containing all λ's satisfying (38); 1) use the black-box to compute aσ-approximate solution (y, u, ε) of (34) at (λ 0 , x);
, then output theσ-approximate solution (y, u, ε) of (34) at (λ 0 , x); if λ 0 y − x < α − , then output t − := λ 0 and t + := α + / y − x ; if λ 0 y − x > α + , then output t − := α − / y − x and t + := λ 0 .
end
Observe that the complexity of the above scheme is equivalent to one call of the subroutine for computing aσ-approximate solution of (34).
The justification of the above stage is based on the following result.
Lemma (λ 0 , x) , the following statements hold:
Proof. To prove statement a), assume that λ 0 > 0 is such that λ 0 y − x < α − . Lemma 4.1 then implies that ϕ A (λ 0 ; x) ≤ (1 +σ)α − = ϕ A (λ − ; x), where the last equality is due to the definition of λ − . The claim that λ 0 < λ − now follows immediately from Lemma 4.4(b). Multiplying the first inequality in (36) with λ = λ 0 by λ + /λ 0 and using Lemma 4.3 withλ = λ 0 and λ = λ + , we conclude that
where the last equality follows from the definition of λ + . Hence, the second inequality in a) follows. The proof of b) follows in a similar manner.
We next describe the bisection stage which is the one that accounts for the overall complexity of the procedure for computing λ > 0 andσ-approximate solution (y, u, ε) of (34) at (λ, x) satisfying (33). As mentioned earlier, it searches for a stepsize λ > 0 satisfying the sufficient condition (38), but terminates whenever it detects a stepsize with a correspondingσ-approximate solution (y, u, ε) of (34) at (λ, x) satisfying (33).
Bisection stage:
Input: x ∈ E such that 0 / ∈ A(x) and interval [t − , t + ] containing all λ's satisfying (38);
Output: a scalar λ and aσ-approximate solution (y, u, ε) of (34) such that (33) holds; 1) set λ = √ t − t + and use the black-box to compute aσ-approximate solution (y, u, ε) of (34) at (λ, x);
2) if λ y − x ∈ [α − , α + ], then output λ and (y, u, ε), and stop;
3) if λ y − x > α + , then set t + ← λ; else set t − ← λ.
4) go to step 1. 
,
and (y, u, ε) denotes theσ-approximate solution of (34) at (λ 0 , x) computed at step 1 of the bracketing stage.
Proof. Since log λ = (log t − + log t + )/2, it follows that, after j bisection iterations, the scalars t − and t + computed at step 3 of the bisection stage satisfy log
since, in view of step 2 of the bracketing stage, τ is the value of the ratio t + /t − at the beginning of the bisection stage. Assume now that the method does not stop at the j-th bisection iteration. Then, the values of t − and t + in step 2 of this iteration satisfy t − ≤ λ − < λ + ≤ t + , where [λ − , λ + ] is the interval of all λ's satisfying (38). Hence, in view of Lemma 4.4, we have
This together with (44) then imply that
and hence that
.
Hence, the result follows.
Computation of the stepsize λ k
In this subsection, our main goal is to describe an algorithm for computing a stepsize λ k > 0 and a σ-approximate Newton solution (y k , u k , ε k ) of (20) at (x, λ) = (x k−1 , λ k ) satisfying (26) , as required by step 2 of the Inexact NPE method. We assume that we have at our disposal the following black-box.
Newton Black-Box: For any given λ > 0 and x ∈ E, it computes aσ-approximate Newton solution (y, u, ε) of (20) at (λ, x).
As already mentioned in the beginning of this section, the Newton Black-Box provides a specific black-box for findingσ-approximate solution (y, u, ε) of (34) with A = T x ′ and x ′ = P Ω (x) at an arbitrary (λ, x) ∈ R ++ × E. In view of this observation, we can use the algorithm described in Subsection 4.2 with A = T x ′ k−1 and x = x k−1 , α − = 2σ ℓ /L and α + = 2σ u /L to compute λ k and (y k , u k , ε k ) as in step 2 of the Inexact NPE method.
We now state the whole procedure for computing λ k and (y k , u k , ε k ).
Bracketing/Bisection Procedure:
Output: stepsize λ k > 0 and aσ-approximate Newton solution (y k , u k , ε k ) of (20) at (x k−1 , λ k ) satisfying (26) . 0) set α − := 2σ ℓ /L and σ u := 2σ u /L; 1) (Bracketing stage) use the Newton Black-Box to compute aσ-approximate Newton solution (y 0 k , u 0 k , ε 0 k ) of (20) at (x k−1 , λ 0 k );
2.a) set λ = √ t − t + and use the Newton Black-Box to compute aσ-approximate Newton solution (y, u, ε) of (20) at (x k−1 , λ);
, then output λ k := λ and (y k , u k , ε k ) := (y, u, ε), and stop;
2.c) if λ y − x > α + , then set t + ← λ; else set t − ← λ;
2.d) go to step 2.a.
end
The following result is a specialization of Lemma 4.7 to the particular context of the above procedure. 
, where
Proof. This result follows immediately from Lemma 4.7 with α − = 2σ ℓ /L and α + = 2σ u /L.
Our goal from now on will be to bound τ k in terms of L, d 0 and λ 0 k , as well as the parametersσ, σ ℓ and σ u . We first state the following technical result. Proposition 4.9. Assume that x * ∈ (F + H) −1 (0) and letx ∈ Ω and x ∈ E be given. Then,
Proof. Let
Using the assumption that 0 ∈ T (x * ) and the definition of Tx and r, we easily see that 0 ∈Tx(x * ). Hence, by relation (43) of Proposition 4.5 with A =Tx, we have
Using the observation that
the triangle inequality for norms, relation (45) and the fact that by Proposition 4.5 the resolvent is non-expansive, we then conclude that
where the last inequality is due to the definition of r and Lemma 3.2 with y = x * and x =x.
. Then, for every λ > 0, we have
where d 0 is the distance of x 0 to T −1 (0). As a consequence,
Proof. Let x * ∈ T −1 (0) be such that x * − x 0 = d 0 . Using Proposition 4.9 with x = x k−1 and x = x ′ k−1 , we conclude that
where the second last inequality follows from the fact that x ′ k−1 = P Ω (x k−1 ), x * ∈ Ω and a wellknown property of the projection operator P Ω , and the last inequality follows from the fact that
The last conclusion of the lemma follows from the first one with λ = λ 0 k , the first remark following Definition 3.1, and Lemma 4.1 with x = x k−1 and (y, u, ε) = (y 0
Lemma 4.11. Letρ > 0 andε > 0 be given and define
Also, consider theσ-approximate Newton solution (y 0 k , u 0 k , ε 0 k ) computed at step 1 of the Bracketing/Bisection procedure and define
Then, either one of the following statements hold:
) and the following error bounds hold:
Proof. Assume that a) does not hold, i.e.,
Using (48) together Lemma 3.3 with (λ,
Multiplying both sides of the above inequality by λ 0 k and using (48), we obtain
where the last inequality is due to (46). Hence, the first bound in (47) follows. Moreover, the fact that (y 0
k , x k−1 ) and relations (46) and (48) imply that
and hence that the second bound in (47) holds. Proof. This result follows immediately from Lemmas 4.8, 4.10 and 4.11.
For pre-specified tolerancesρ > 0 andε > 0, assume that our goal is to find (y, v, ε) ∈ E × E × R + such that v ∈ F (y) + H ε (y), v ≤ρ, ε ≤ε.
It follows from Theorems 3.6 and 4.12 that the inexact NPE method with λ 0 k = 1 for every k ≥ 1 will find such triple (y, v, ε) in at most Newton Black-Box calls.
Final remark
The analysis of Sections 3 and 4 holds for any L satisfying (18), and hence for the Lipschitz constant L F ′ of F ′ , which by the definition is the smallest L satisfying (18) . Clearly, the best iterationcomplexity bound, and most likely computational performance of the NPE, is obtained with L = L F ′ . However, for many instances of (17), it is difficult to compute L F ′ . Nevertheless, for any fixed constant γ > 1, the following variant of the Inexact NPE method with an adaptive sequence of constants {L k } has the feature that, within a small number of iterations k 0 , we have L k ≤ γL F ′ for all k ≥ k 0 , and the method still has the same complexity as the original one with L = L F ′ . To describe the variant, we start with an arbitrary L 1 > 0. Generally, at the k-the iteration, we have a constant L k and the iterate x k−1 . Aσ-approximate Newton solution (y k , u k , ε k ) satisfying (26) and the pair (v k , x k ) as in (27) are computed and the criterion
is checked. If (49) holds, x k is accepted as the next iterate and L k+1 is updated as
If (49) does not hold, then set L k = γL k and repeat the k-iteration.
A Appendix
In this section, we provide the proof of Proposition 4.5. We also establish a simple technical lemma that is used both in the proofs of Lemma 4.1 and Proposition 4.5. The next result was essentially proved in [24] .
Lemma A.1. Assume that A is a maximal monotone operator and that ε ≥ 0, λ > 0 and y,ỹ, v,ṽ ∈ E satisfy v ∈ λA ε (y) + y,ṽ ∈ λA(ỹ) +ỹ.
Then,
Proof. Assumption (50) is equivalent to
Hence, by the definition of A ε in (1), we conclude that
which is easily seen to be equivalent to (51).
We are now ready to give the proof of Proposition 4.5.
Proof of Proposition 4.5: To simplify notation, y = y A (λ; x) andỹ = y A (λ;x) and note that (35) implies that x ∈ λA(y) + y,x ∈ λA(ỹ) +ỹ.
Hence, it follows from Lemma A.1 with ε = 0, (y, v) = (y, x) and (ỹ,ṽ) = (ỹ,x) that
and hence that both inequalities in (42) hold. Since the assumption that x * ∈ A −1 (0) and (35) trivially implies that y A (λ; x * ) = x * , and hence that x − y A (λ; x) = (x − y A (λ; x)) − (x * − y A (λ; x * )) , it follows that inequality (43) follows from the second inequality in (42) withx = x * .
