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Abstract
The renormalization method based on the Newton-Maclaurin expan-
sion is applied to study the transient behavior of the solutions to the
difference equations as they tend to the steady-states. The key and also
natural step is to make the renormalization equations to be continuous
such that the elementary functions can be used to describe the transient
behavior of the solutions to difference equations. As the concrete exam-
ples, we deal with the important second order nonlinear difference equa-
tions with a small parameter. The result shows that the method is more
natural than the multi-scale method.
Keywords: renormalization method; homotopy renormalization method;
asymptotic analysis; Newton-Maclaurin expansion; difference equation
1 Introduction
Difference equations go into more and more important in modern science from
theory and application. In practice, a large number of discrete models are
derived out to describe the real physical phenomenon[1-3]. Therefore, the quan-
titative and qualitative studies on the difference equations become important
and meaningful topics for researchers. Among those, the asymptotic behavior
of the solutions is still an interesting subject from both of theory and practice.
Many methods on the perturbation theory of difference equations have been
proposed, and a lot of applications are given[4-17].
In [18], I have given the renormalization method based on the Taylor expan-
sion (TR, for simplicity) and corresponding homotopy renormalization method
(HTR for simplicity), and applied them to obtain the global valid asymptotic
solutions to a lot of the perturbation and non-perturbation problems. the usual
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renormalization group (RG, for simplicity) method [19-21] and its geometrical
formulations[22-25] can be derived from our renormalization method. Further,
in [26], we have generalized the renormalization method to the difference equa-
tions. The proposed renormalization method is based on the Newton-Maclaurin
expansion. We used the renormalization method to solve the steady-states solu-
tions, and gave a lot of applications[26]. However, we do not consider the tran-
sient behavior of the solutions to difference equations. In a series of papers[27-
30], Mickens studied the periodic solutions to the second order difference equa-
tions with a small parameter. In particular, in [30], Mickens introduced the
multi-discrete time method to deal with the transient behavior of the solutions
to difference equations, and obtained the limit cycles behaviors for some second
order vibration problems. Mickens’ method is beyond the Krylov-Bogoljubov
method[30,31]. In Mickens’ method, by introducing a new variable s = ǫk where
k is the usual time discrete variable, one can obtain the differential equations of
some quantities depending on s to remove the secular terms in the perturbation
series expansions. But the introduction of the variable s is not very natural
in some sense. In the paper, we use the renormalization method based on the
Newtun-Maclaurin expansion to deal with the transient behavior of the solu-
tions to difference equations, and obtain the corresponding limit cycles behavior
for some second order vibration problems. Our method is more natural than
the Mickens’ multi-scale method since we need not to introduce the auxiliary
parameter s.
This paper is organized as follows. In section 2, we summarize some main
results on renormalization method based on the Newton-Maclaurin expansion
for asymptotic analysis of difference equations. In section 3, we use the pro-
posed renormalization method to the transient behavior of the solutions for
some vibration difference equations. The last section is a short conclusion.
2 Outline of the renormalization method based
on the Newton-Maclaurin expansion
We give an outline of the renormalization method for difference equations as
follows. Given a sequence y(n), its Newton-Maclaurin series can be given as
y(n) = y(m)+
(
n−m
1
)
∆y(m)+
(
n−m
2
)
∆2y(m)+· · ·+
(
n−m
r
)
∆ry(m)+· · · ,
(1)
where the difference operator is defined by
∆y(n) = y(n+ 1)− y(n), (2)
∆ry(n) = ∆(∆r−1y(n)), r = 1, 2, · · · . (3)
For the following general linear or nonlinear difference equation
N(y(n)) = ǫM(y(n)), (4)
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where N and M are in general linear or nonlinear difference operators, we
suppose that the solution is expanded as a power series of the small parameter
ǫ
y(n) = y0(n) + y1(n)ǫ + · · ·+ yk(n)ǫ
k + · · · . (5)
Substituting it into the above equation gives
N(y0(n)) = 0, (6)
and
N1(y1(n)) = M1(y0(n)), · · · , Nk(yk(n)) = Mk(yk−1(n)), · · · , (7)
and so on, for some operators Nk and Mk. From these equations, we give the
general solution of y0 and the particular solutions of yk, in which there are some
undetermined constants. Further, we expand these solutions as the series at a
general point m as follows,
yj(n) =
+∞∑
k=0
∆kyj(m)
(
n−m
k
)
, j = 0, 1, 2, · · · . (8)
Then rearranging the summation of these series yields the final solution
y(n,m) =
+∞∑
k=0
Yk(m, ǫ)
(
n−m
k
)
, (9)
where
Yk(m, ǫ) =
+∞∑
j=0
∆kyj(m)ǫ
j , n = 0, 1, · · · . (10)
From the formula (9), we have
(i). y(m) = y(m,m) = Y0(m, ǫ);
(ii).Yk(m, ǫ) = ∆
kY0(m, ǫ), k = 1, 2, · · · .
The formula (i) means that the solution is just given by the first term Y0 of
the expansion when we consider m as a parameter, and hence all other terms
need not be considered at all! However, the first term includes some integral
constants to be determined. The point is to take r relations in case (ii) as the
renormalization equations to determinate the r unknown parameters. The whole
theory can be summarized in the following three theorems and a definition(
see[26] for details).
Theorem 1. The exact solution of the Eq.(4) is just
y(n) = Y0(n, ǫ), (11)
and furthermore, we have
∆Yk−1(n, ǫ) = Yk(n, ǫ), n = 1, 2, · · · . (12)
Theorem 2. From the expansion (9), we have
∆my(n,m) = 0, (13)
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where ∆m is the partial difference operator, that is, ∆my(n,m) = y(n,m+1)−
y(n,m).
Theorem 3. Consider vector difference equation
∆Y (n) = F (Y (n), ǫ), (14)
where Y is a vector and F is a vector value function. We assume that Y˜ (n,m)
is the local solution at the general point m and satisfies
∆Y˜ (n,m) = F (Y˜ (n,m), ǫ) +O(ǫk). (15)
Then we have
∆Y˜ (m,m) = F (Y˜ (m,m), ǫ) +O(ǫk). (16)
Definition 1. We call the relations
Yk(m, ǫ) = ∆
kY0(m, ǫ), k = 1, 2, · · · (17)
as the renormalization equations.
The detailed proofs and applications can be found in [26].
3 The transient behavior of the solutions to sec-
ond order nonlinear difference equations
Consider the second order nonlinear difference equation
z(n+1)− 2z(n)+ z(n− 1) = (∆t)2(−z(n)− ǫf(z(n+1), z(n), z(n− 1))), (18)
where ǫ is a positive small parameter. Further, write it as
z(n+1)− (2− (∆t)2)z(n)+ z(n− 1) = (∆t)2ǫf(z(n+1), z(n), z(n− 1))). (19)
Assume that the solution can be expanded as a power series of the small pa-
rameter ǫ
z(n) = z0(n) + z1(n)ǫ+ · · ·+ zk(n)ǫ
k + · · · . (20)
Substituting it into the above equation yields the equations of zk(n)’s such as
z0(n+ 1)− (2− (∆t)
2)z0(n) + z0(n− 1) = 0, (21)
and
z1(n+1)−(2−(∆t)
2)z1(n)+z1(n−1) = (∆t)
2f(z0(n+1), z0(n), z0(n−1)), (22)
and so forth. Solving the first equation gives
z0(n) = A(1 + i∆t)
n +B(1− i∆t)n. (23)
Then the second equation becomes
z1(n+1)−(2−(∆t)
2)z1(n)+z1(n−1) = (∆t)
2f(A(1+i∆t)n+B(1−i∆t)n). (24)
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Here and after, for simplicity, we write f(z0(n+1), z0(n), z0(n−1)) = f(z0(n)).
If f is an analytic function, we can expand it as a power series
f(A(1 + i∆t)n +B(1 − i∆t)n) = f(0) + f ′(0)(A(1 + i∆t)n +B(1− i∆t)n)
+
f ′′(0)
2
(A2(1 + i∆t)2n +B2(1− i∆t)2n + 2AB(1 + i∆t)n(1 − i∆t)n) + · · ·
= f(0) + f ′(0)(A(1 + i∆t)n +B(1− i∆t)n) +
f ′′(0)
2
{A2(1 + i∆t)2n
+B2(1− i∆t)2n + 2AB}+ · · · (25)
Then by the variation of constant method, we will obtain the particular solution
of z1. Here we choose two concrete examples to compute it.
Example 1. Take f(z) = −z3. Then we have
f(z0(n)) = −A
3(1 + i∆t)3n −B3(1− i∆t)3n − 3A2B(1 + i∆t)2n(1 − i∆t)n
− 3AB2(1− i∆t)2n(1 + i∆t)n. (26)
By the variation of constant method, we have the particular solution of z1,
z1(n) = −(∆t)
2{
A3(1 + i∆t)3n
(1 + i∆t)3 + (1 + i∆t)−3 − 2 + (∆t)2
+
B3(1− i∆t)3n
(1− i∆t)3 + (1− i∆t)−3 − 2 + (∆t)2
+
3A2Bn(1 + i∆t)n
(1 + i∆t)− (1 + i∆t)−1
+
3AB2n(1− i∆t)n
(1− i∆t)− (1− i∆t)−1
}. (27)
Therefore, the solution is given by
z(n) = A(1 + i∆t)n +B(1− i∆t)n
−ǫ(∆t)2{
A3(1 + i∆t)3n
(1 + i∆t)3 + (1 + i∆t)−3 − 2 + (∆t)2
+
B3(1− i∆t)3n
(1− i∆t)3 + (1− i∆t)−3 − 2 + (∆t)2
+
3A2Bn(1 + i∆t)n
(1 + i∆t)− (1 + i∆t)−1
+
3AB2n(1 − i∆t)n
(1− i∆t)− (1− i∆t)−1
}+O(ǫ2). (28)
in which the last two terms are secular terms.
By the renormalization method, considering two constants A and B as the
functions of variable m, the renormalization equations can be taken as
∆A(m) =
3
2
ǫi∆tA2(m)B(m), (29)
∆B(m) = −
3
2
ǫi∆tB2(m)A(m). (30)
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From these two equations, we have ∆(AB) = 0 and hence AB = c where c is a
constant. Hence the renormalization equations become
∆A(m) =
3
2
ǫic∆tA(m), (31)
∆B(m) = −
3
2
ǫic∆tB(m). (32)
Solving these two equations give
A(m) = A0(1 +
3
2
ǫi∆t)m, (33)
B(m) = B0(1−
3
2
ǫi∆t)m. (34)
Then, we get the global asymptotic solution
z(n) = A0(1 +
3
2
ǫi∆t)n(1 + i∆n∆t)n + B0(1−
3
2
ǫi∆t)m(1− i∆t)n
−
ǫ
5
(A30 exp{
9
2
ǫcin∆t)(1+i∆t)3n+B30 exp(−
9
2
ǫcin∆t)(1−i∆t)3n}+O(ǫ2). (35)
Now we can calculate the transient behavior of the solutions as n → +∞ with
keeping n∆t = t. In fact we have
z(t) = A0 exp((
3
2
ǫc+ 1)it) +B0 exp(−(
3
2
ǫc+ 1)it)
−
ǫ
5
(A30 exp{3(
3
2
ǫc+ 1)it) +B30 exp(−3(
3
2
ǫc+ 1)it)) +O(ǫ2), (36)
where B0 = A0 and c = |A0|
2. This is a periodic solution which describes the
limit cycles behavior.
Now we take another trick to solve the renormalization equations. Indeed,
we denote t = n∆t, A(m) = A(mn∆t) and B(m) = B(
m
n∆t), and take the limit
∆t→ 0, we obtain the differential equations
A′(t) =
3
2
ǫiA2(t)B(t), (37)
B′(t) = −
3
2
ǫiA(t)B2(t), (38)
From the two equations, we have
AB = c, (39)
where c is a constant. And then, we solve it and give
A(t) = A0 exp(
3
2
ǫcit), (40)
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B(t) = B0 exp(−
3
2
ǫcit), (41)
where A0 and B0 are two arbitrary constants. From these solutions, we have
A(n) = A0 exp(
3
2
ǫcin∆t), (42)
B(t) = B0 exp(−
3
2
ǫcin∆t). (43)
Then, we give the global asymptotic solution
z(n) = A0 exp(
3
2
ǫcin∆t)(1 + i∆n∆t)n +B0 exp(−
3
2
ǫcin∆t)(1 − i∆t)n
−
ǫ
5
(A30 exp{
9
2
ǫcin∆t)(1+i∆t)3n+B30 exp(−
9
2
ǫcin∆t)(1−i∆t)3n}+O(ǫ2). (44)
Now we take n → +∞ with keeping n∆t = t and obtain the same asymptotic
solution (36).
Example 2. We take f(z(n)) = z(n+ 1)− z(n− 1), that is, we consider a
Van der Pol type of perturbation difference equation
z(n+1)−(2−(∆t)2)z(n)+z(n−1) = ǫ∆t(1−z2(n))(z(n+1)−z(n−1)), (45)
where ǫ is a positive small parameter. This equation is a center finite difference
approximation of the continuous Van der Pol differential equation[4,30]. Assume
that the solution can be expanded as a power series of the small parameter ǫ
z(n) = z0(n) + z1(n)ǫ+ · · ·+ zk(n)ǫ
k + · · · . (46)
Substituting it into the above equation yields the equations of yk(n)’s such as
z0(n+ 1)− (2− (∆t)
2)z0(n) + z0(n− 1) = 0, (47)
and
z1(n+1)−(2−(∆t)
2)z1(n)+z1(n−1) = ∆t(1−z
2
0(n))(z0(n+1)−z0(n−1)), (48)
and so forth. Solving the first equation gives
z0(n) = A(1 + i∆t)
n +B(1− i∆t)n. (49)
By the variation of constant method, we solve the second equation and obtain
z1(n) = ∆t{
A3{(1 + i∆t)3n−1 − (1 + i∆t)3n+1}
(1 + i∆t)3 + (1 + i∆t)−3 − 2 + (∆t)2
+
B3{(1− i∆t)3n−1 − (1− i∆t)3n+1}
(1− i∆t)3 + (1− i∆t)−3 − 2 + (∆t)2
+
(A−A2B)n{(1 + i∆t)n+1 − (1 + i∆t)n−1}
(1 + i∆t)− (1 + i∆t)−1
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+
(B −AB2)n{(1− i∆t)n+1 − (1− i∆t)n−1}
(1− i∆t)− (1− i∆t)−1
} (50)
=
2
5
A3i(1 + i∆t)3n −
2
5
B3i(1− i∆t)3n
+∆t(A −A2B)n(1 + i∆t)n −∆t(B −AB2)n(1− i∆t)n. (51)
Therefore, the solution is given by
z(n) = A(1 + i∆t)n +B(1− i∆t)n
+ǫ{
2
5
A3i(1 + i∆t)3n −
2
5
B3i(1− i∆t)3n
+∆t(A−A2B)n(1 + i∆t)n −∆t(B −AB2)n(1 − i∆t)n}. (52)
in which the last two terms are secular terms.
By the renormalization method, considering two constants A and B as the
functions of variable m, the renormalization equations can be taken as
∆A(m) = ǫ∆t(A(m)−A2(m)B(m)), (53)
∆B(m) = ǫ∆(B(m)−B2(m)A(m)). (54)
In order to get the real solutions, we must take B = A in which case the above
two equations are compatible. Further, we take A = A1 +A2i to obtain
∆A1(m) = ǫ∆tA1(m)(1−A
2
1(m)−A
2
2(m)), (55)
∆A2(m) = ǫ∆tA2(m)(1−A
2
1(m)−A
2
2(m)), (56)
from which we have
A2 = cA1, (57)
where c is a constant.
Now we take a key step, that is, we denote t = n∆t, A(m) = A(mn∆t)
and B(m) = B(mn∆t), and take the limit ∆t → 0, we obtain the differential
equations
A′1(t) = ǫA1(t)(1 − (1 + c)A
2
1(t)). (58)
From the equation, we have
A1(t) =
A0e
ǫt√
1 + (1 + c)A20e
2ǫt
, (59)
A2(t) =
A0ce
ǫt√
1 + (1 + c)A20e
2ǫt
(60)
where A0 is an arbitrary constant. Then, we give the global asymptotic solution
z(n) =
A0e
ǫt√
1 + (1 + c)A20e
2ǫt
{(1 + ic)(1 + i∆t)n + (1− ci)(1− i∆t)n}
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+ ǫ
2
5
i
A30e
3ǫt
(1 + (1 + c)A20e
2ǫt)3/2
{(1 + ic)3(1 + i∆t)3n + (1− ci)3(1− i∆t)3n} (61)
Now we can calculate the transient behavior of the solutions as n → +∞ with
keeping n∆t = t. In fact, we have the asymptotic solution
z(t) =
A0e
ǫt√
1 + (1 + c)A20e
2ǫt
{(1 + ic)eit + (1− ci)e−it}
+ ǫ
2
5
i
A30e
3ǫt
(1 + (1 + c)A20e
3it)3/2
{(1 + ic)3e3it − (1 − ic)3e−3it}. (62)
This is a periodic solution which describes the limit cycles behavior.
Remark 1: In Mickens’ papers[27-30], what he studied is the following form
difference equations
xk+1 − 2xk + xk−1
4 sin2(h2 )
+ xk = ǫf(xk+1, xk, xk−1. (63)
When h tends to zero, we know that 4 sin2(h2 ) can be replaced by h
2. Further,
by taking h = ∆t, we just give the same equation (18). Eq.(18) is just the
discretization of the differential equation
z′′(t) + z(t) = ǫf(z(t), z′(t)). (64)
Remark 2. In example 2, we should take f(z(n)) = z(n+1)−z(n−1)2 , and
then ǫ is replaced by ǫ2 . This means that in continuous model we take f(z) = z
′
to describe the nonlinear vibration with small friction action.
4 Conclusions
From the applications we can see that in some examples, a key step is to trans-
form the discrete difference equations into the differential equations by which we
can easily solve the solutions and then derive the transient behavior of the solu-
tions. Indeed, the reason of nonlinear difference equations being more difficult
than nonlinear differential equations is just because of lacking effective repre-
sentation of the solutions in terms of elementary functions. For example, for
the simple nonlinear difference equations such as ∆y(n) = y(n)(1 − y2(n)), we
cannot give its explicit solution by elementary functions. When the considered
difference equation is derived from the differential equation by discretization, we
can naturally use the renormalization method to study it. From our examples,
it is easy to see that the proposed method is valid for such difference equations.
On the other hand, if the considered difference equations is not from the dis-
cretization of some differential equation, or the corresponding remormalization
equations are nonlinear difference equations which cannot be reduced to some
simple solvable forms, how to calculate its transient behavior of the solution
need still to consider in future.
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