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There is at the moment an explosion of research attempting to explore 
massive parallelism for Ar t i f i c ia l  Intelligence. The paper revlews these 
efforts. This is an extended abstract indicating the major topics that 
wi l l  be discussed. 
I t  was already clear in the early seventies 
that parallelism was going to be necessary 
for Ar t i f i c ia l  Intelligence. In i t ia l l y  
research concentrated on small scale 
parallelism. I t  was assumed that there would 
be a gradual scale up of the number of 
processors with a factor of I0 or st most 
100 and that the programming media used to 
program such networks of processors were 
to be relatively straightforward extensions 
of existing programming languages. 
(see e.g. Lieberman, 1981, Yonezawa,1983). 
2. FUNCTIONAL LANGUAGES: LISP was developed 
in the early sixt ies and emerged as the major 
paradigm for symbolic programming. I t  is 
therefore natural that people started to 
develop paral lel versions of LISP. An example 
of this is a concurrent Common LISP developed 
for the INTEL hypercube (Barber,et.al. 1986) 
or the BBN parallel LISP developed for the BBN 
Butterfly computer. 
Since then machines have been conceived and 
built with these characteristics. Examples 
are the BaN butterfly and the INTEL 
hypercube. Each elementary unit in these 
machines is itself a fairly complex 
microprocessor (e.g. a Motorolla 68000) with 
a fair  amount of memory. Nodes are connected 
in a network that supports open-ended 
communication: Every node can in principle 
communicate with every other node. 
At the same time various AI researchers 
conceived programming languages to program 
small-scale parallelism. These language 
design efforts which are mostly concurrent 
versions of existing AI programming 
languages fall in three main categories: 
i. ACTOR LANGUAGES: The ACTOR paradigm of 
computation emerged out of work on object- 
oriented, message passing languages such 
as Smalltalk. It proposes active objects 
that perform computation by passing messages. 
This paradigm was already conceived in the 
early seventies (Hewitt,1977) and several 
languages and simulations were built 
7. LOGIC PROGRAMMING: PROLOG emerged in the 
early seventies as a valuable alternative 
symbolic programming paradigm. Intensive 
research has since been carried out to 
develop paral lel versions. Examples are 
PARLOG (Clark 1985) and Concurrent PROLOG 
(Shapiro, 1984). A concurrent logic 
programming language is also one of the targets 
of the Japanese 5th generation computer project. 
Although a l l  these developments have attracted 
a considerable amount of attention and enthusiasm, 
they nevertheless do not appear to glve the very 
large scale up that we could potential ly get 
from parallelism. In particular they only 
increase the efficiency of existing models of 
intelligence (e.g. search w i l l  be done a l i t t le  
bit  more quickly) but there is no qualitative 
difference in the models. 
But while these experiments were going on 
another development started to take place. 
This development grew out of research on 
semantic networks and particularly 
research on new architectures to support 
paral lel operations over semantic networks 
such as the propagation of markers to 
compute set intersection (Fahlman,1978). 
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By the early eighties a f i r s t  example of 
such an architecture, called the connection 
machine, was fu l l y  engineered and commercially 
available (Hi1iis,1986). 
The main characteristic of this machine is 
that i t  supports massive psrallelism: there 
are tens of thousands of processors although 
each processor is re la t ive ly  simple. I t  was 
quickly discovered that although the 
architecture may have been inspired in i t ia l ]v  
by semantic networks, a lot  more could be 
done with i t .  In particular i t  is a general 
purpose SIMD with a large number of 
additional features, part icu lar ly  related to 
f lex ib i l i ty  of programming from higher level 
languages. Consequently the machine supports 
well data level parallelism: the execution of 
the same operation over large amounts of data. 
New programming media, such as *LISP and 
CM-LISP (H i l l i s  end Steele, 19B6) have been 
developed to program the machine from this 
perspective. Many applications have been 
worked out in such areas as physical 
simulation using cellular automata 
(Wolfram,198)) , document ret r ieva l  (Waltz, 
1986), simulation of other architectures (), etc. 
The f i r s t  part of the paper introduces this 
development in some more detai l .  
At the same time radically different models 
of intelligence started to emerge which 
required the kind of massive parallelism 
supported by connection machine type 
architectures. The first development grew 
out of neural network models which were 
already developed in AT in the early sixties 
but abandoned due to apparent fundamental 
limitations (Minsky and Papert, 1968). New 
theoretical ideas together with the availability 
of parallel machines enabling experimentation 
have given new impetus to connectionism and it 
is now one of the most active research areas 
within Artificial Intelligence (Rumelhart and 
McClelland,1986). The second part of the paper 
contains a review of these developments. 
The second development grew out of work on 
cel lu lar  automata. Cellular automata were 
or ig ina l ly  developed by von Neumsnn. They have 
shown a steady development part icular ly  from a 
theoretical point of view (Toffol i  and Margolus, 
1986). I t  was also discovered that many phenomena 
in the physical and biological sciences related 
to complex dynamic systems could be fruitfully 
studied with the aid of cellular automata. 
(Wolfram, 19B)). Models based on cellular 
automata are also beginning to be applied to 
Artificial Intelligence. 
One example of this is a model of subsymbolic 
computation where symbols or rules are 
represented as groups of particles moving 
in computation space (Steels, 1987a). One of 
the interesting features of this approach is 
that phenomena of self-organisation 
which have been studied in the context of physical 
or biological systems (Nicolis and Prigogine, 1978, 
Babloyantz, 1986) can now be shown in AT syste, 
(Steels,1987b). The final part of the paper 
elaborates on these developments. 
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