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Ⅰ．は じ め に
　デジタル革命がものすごいスピードで進行している．かつてわれわれの計算能力をサポートし
向上させる画期的な機器として登場した電子計算機が今やパーソナルコンピューター（PC），ス
マートフォン等のデバイスに置き換わっている．そして，その情報処理能力はかつての大容量並
みのサーバーに匹敵している．また，デジタル技術は，人工知能（Artificial Intelligence: AI），ロ
ボット，ウェアラブルといった形で進化しており，日常生活や企業活動に大きな変革をもたらそ
うとしている．
　われわれの利用する情報との関連で整理すると，1₉₈₀年代に登場し1₉₉₅年に社会インフラとなっ
たインターネットが，マスメディア（テレビ，新聞，書籍，映画等）の社会的機能を組み換えネッ
トワーク化し，SNS のような個人的・主観的な情報をも組み入れたリアルタイムの新たなネット
ワーク・メディア・システム1）を作り上げた．正に世界中の情報がこれらのデジタル機器を通じて
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──デジタル・リスク社会のリスク管理考察──
1）　大黒（2₀1₆） ₉ 頁では，「ネットワークメディアとは，テレビに代表されるような，情報の蒐集・編集・
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常時流入しコミュニケーションするという，過去には経験したことのない新たな情報社会の中で
われわれは生活している．
　デジタル革命の進行により，ブロックチェーン等の新たな金融サービス（FinTech）が出現する
とともに，物のインターネット（Internet of Things: IoT）の活用によってコネクテッド社会が進行
している．また，リアルタイムでの利用可能データ・情報の急激な拡大を背景にビッグデータの
分析（データアナリティクス）に基づく新たなマーケティング，個人のリスク特性（自動車運転技術
や健康状態）を踏まえた保険商品の開発等，各産業において新たなサービスが検討されようとして
いる．
　他方，われわれは新たな脅威にも直面している．サイバーアタックが事業やサービスの継続を
阻害したり，個人情報の流出による被害，身代金ウイルスによる重要情報への利用障害により病
院等のサービスが中断される等の被害が拡大している．
　デジタル革命というパラダイムシフトが不確実性を拡大し，伝統的リスク管理手法の制約が懸
念されている．例えば，多くの活動がバリューチェーンでつながり，さらに IoT を通して巨大な
コネクテッド社会が形成されようとする中で，サイバーアタックによる誤作動は想定し得ない混
乱や事故を巻き起こしかねない．このようなサイバーセキュリティリスクに対しリスク管理をい
かに強化すべきか，デジタル革命が生み出したビッグデータ，データアナリティクスや AI 技術の
進化が，リスク管理の向上にどのように貢献するのであろうか．
　これまでのリスク管理はサンプルデータによるモデル構築とその検証（検定）といった統計学に
基づく将来予測を基礎に，将来に対して予め合理的に意思決定を行うための手段をわれわれに提
供してきた．ビッグデータの利用はこれまでの予測技術を時代遅れにしてしまう程の可能性を秘
めているのであろうか．今日では従来にはない程，ビッグデータや AI を活用することにより，利
用可能データ量の拡大，利用可能な速さ，内容の多様さを享受できるようになった．これらの変
化はわれわれの予測能力をどこまで向上する可能性を持っているのであろうか．
　自然環境を制御する目的で発展させてきた科学技術が自然をコントロールすることに部分的に
成功したものの，地球環境や生態系の破壊や例えば原発事故といったように新たな人工的不確実
性を生み出す「リスク社会2）」を生み出した．本論では，デジタル・リスク社会における脅威の代
表例としてサイバーリスクに焦点を当て，リスク管理に突き付けられている課題の本質を考察し，
加工における独占（ないし寡占），そして大衆に対する一方的な同報一斉送信というヒエラルキカルな体
制を特徴とするマスメディアに対して，インターネットを舞台に同格のユーザーがそれぞれの観点から
情報を発信することで平面的な情報の連鎖が再現なく紡ぎ出されてゆくようなコミュニケーションのあ
り方（具体的には Twitter, facebook, YouTube, Google といったインターネット上の様々なサービスに
よって表現される）の総称である．」と説明している．
2）　ベック（1₉₉₈）
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新たな技術の活用の可能性について検討したいと考える．
Ⅱ．不確実性の意味とリスク管理
1 ．不確実性への対応
　「不確実性下の意思決定」という課題は，古くて新しい問題である．不確実性に対していかに将
来を予測して対処するかという発想が現れたのは，ルネサンス期にまで㴑ると考えられている．
それは，未来を幸運とか偶然の結果としていた古の考えや因習を解放し，開放的なチャレンジ精
神を芽生えさせたといわれる．
　「リスク（Risk）」という言葉は，「勇気を持って試みる」という意味を持ったイタリア語の
Risicare に由来しているという．つまり，リスクを運命として受け入れるのではなく，われわれ
が勇気を持って選択しリスクをとる行動に結び付けられるように変化した3）．
　先人達の努力があったとはいえ，われわれにとって，将来の具体的なシナリオについて予測が
可能になったわけではない．つまり，リスクが減少したわけではない．なぜなら，将来のシナリ
オは変動性（ランダム4）性）を内在し，将来実現する具体的シナリオを正確に予測することは誰に
もできないからである．
　人は好都合な事象が偶然に起こったときに「幸運」と考え，不都合な事象が偶然に起こったと
きに「不幸」と考える．偶然事象の出現の可能性の大きさを数量的に表現したのが確率である．
われわれは，その起こりやすさの程度には差があることを知っており，それを表現した確率の大
きさを意思決定に利用する．そして人はできるだけ好都合な事象が起こる確率を大きくし，不都
合な事象が起こる確率を小さくするように意思決定し行動しようとする．このような合理性の追
求がリスク管理という実学を発展させた．
　ここで，リスクと不確実性を区別しておきたい．将来の結果が確定していないとき，われわれ
は不確実だという．われわれの生活や企業活動は，将来に対する働きかけの中から新たな価値や
喜びを創造していくことである．しかし将来は不確実性に満ちており，われわれが期待している
ように物事は運ばない．その意味で，われわれの期待からの乖離（リスク）は存在し，それをゼロ
にすることはできない．
3）　バーンスタイン（1₉₉₈）は，不確実性をリスクに変えるために知的先駆者達が展開した壮大な挑戦の
歴史を描いている．
4）　「ランダム性」という用語は，ユダヤのタルムードの次の格言に由来するという．つまり「どこかに埋
められた財宝を探しに行こうとしたって無駄なことである．なぜなら，埋められた財宝は偶然に見つか
るものだからである．そして，自明なことだが，偶然に見つかるものを探すことは誰にもできはしな
い．」ということを表現している．
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　このような不確実な事象について，過去のデータからその不確かな程度を確率として把握でき
るケースを，フランク・H・ナイト₅）は「リスク」という用語を当てた．逆に，確率を把握できな
い場合，それを「真の不確実性（True uncertainty）」と呼んで区別した．実務においては，後者を
「未知のリスク（Unknown Risk）」と呼ぶこともある．これをさらに 2つに分類する．存在すらも
知らない全く認識外にあるリスクを「未知の未知リスク（Unknown Unknown Risk）」とし，認識
はしているがその特性を十分承知していないリスクを「既知の未知リスク（Known Unknown 
Risk）」と呼ぶ．
　経済学における将来に対する意思決定の枠組みは期待効用理論を前提としている．これは，ま
ず無数の可能性あるシナリオを予め想定する．そして，将来のシナリオはランダムであることか
ら，シナリオに確率を付した上でその選択肢の結果の効用を期待値で評価するというものである．
　今日の統合的リスク管理（Enterprise Risk Management: ERM）は，このような期待値とそこか
らの乖離状況をリスク量として把握し，コーポレートファイナンス理論の枠組みの下，リスク量
に見合った資本を各事業に配賦する仕組み（Capital allocation）を使って，財務健全性と資本効率
をバランスよく追求しようとする．
　しかしながらこれらの理論的モデルは，現実の多様性に比し，単純化されている事実と，不確
実性の一部，すなわち「リスク」をその主たる管理対象としている点に注意しなければならない．
そして，過去の事実やデータの長期間の観察結果を積み上げ，その中から普遍的な原理を導き出
そうとする帰納的推論₆）からリスク評価モデルが導出されている．しかし新たに登場する要素が引
き起こす不確実性を考慮する必要がある．例えば，時間軸に伴う企業価値の変動の大きさをイ
メージ化すると図 1の通りとなるからである．
　「リスクの 3様相」という言葉がある．これは，①過去のリスクは将来のリスクであるというこ
と（リスクは繰り返す），②環境の変化により，将来のリスクは過去のリスクから変化しているこ
と（リスクは変化する），③リスクは新たに想像されていること（リスクは隠れている）を意味して
いる．
　伝統的なリスク管理は，上記①を中心に発展してきた．しかし，パラダイムシフトによって過
去のデータが十分活用できないか，新しい要素に対しデータが絶対的に不足している状況では，
伝統的なリスクの定量的アプローチのみでは十分機能しないことを意味する．コンピュータやイ
ンターネットが現実に存在しなかった頃，現代のサイバーリスクや情報漏洩リスクを具体的に想
像することはできなかった．経営環境が大きく変化している時代においては，この種の不確実性
の存在を意識して，戦略推進やリスク管理を実施していかなければならない．
₅）　Knight（1₉21）
₆ ）　帰納的推論の必要条件である斉一性（同じ条件の下では同じ現象が起こるという性質）という原理は，
非連続性の近傍では役立たない．
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　一方で，現代のデジタル社会は，多様なデータをリアルタイムで産出し，その分析能力を向上
させているという新たな環境を生んでいる点も重視しなければならない．これをいかに活用し不
確実性を捕捉するかが今後のリスク管理に課せられた挑戦といえる．
2 ．保険の仕組みとその限界
　人は将来の具体的シナリオが予測できないことで思考停止に陥るのではなく，異なるアプロー
チから不確実性に対処するという技術（リスク管理）を発展させた．それは，多数の過去の結果
データを分析することにより，将来起こり得る様々なパターンのシナリオの束から法則性（例え
ば，その集団は，一定の確率分布に従っている）を見出すことを可能にした．その上で，ある信頼水
準でリスクを計量化する（リスクの可視化）．これらの予測に基づき，ストレスな事態が実際に生
じた場合にも事業継続を可能とする資本を確保し，財務健全性を担保する．このように個々のシ
ナリオの予測は不可能でも集団化すれば予測可能となり管理し得るという発想が今日のリスク管
理の基礎となっている．「保険制度」もこれを応用した代表的なリスク処理手段である．
　保険は，事故や災厄といった固有の危険を対象にする．その危険が持つ客観的確率は変えよう
がない（個別の事故のシナリオの変動性は低減できない）にしても，個人の単位でみた場合の偶然性
に基づく不運を，多数の人と分配して被害者の負担を軽くすること，すなわち個々の危険（不運）
をプールすることによって合理的な事後処理（分配）を成り立たせる制度といえる．換言すれば，
個々人が直面している変動性を保険料という固定費用に転化する仕組みであり，保険を購入する
↑
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図 1　過去のトレンドと将来の不確実性
出所：筆者作成．
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ことにより，将来の災厄を不必要に恐れず，勇気ある意思決定や行動を可能にする．このように，
災厄といった社会的なリスクを，同種の危険を多数集めることによって，安定的な確率分布に基
づく合理的な保険料の負担で，巨大な不測の損害を補償しうる制度という意味で経済的に合理的
な解決策である．
　しかしながら，不確実性を保険制度に乗せるための条件として，保険可能性（Insurability）と
保険市場性（Marketability）を満たす必要がある．前者は，保険引き受け可能なリスクを選択・特
定できること，そして特定したリスクに対して利用可能なデータから保険料を設定できることを
意味する．後者は，十分な規模の保険市場が存在し，需要を刺激するレベルに見合った保険料を
設定できることを意味する．
　保険可能性について，火災や台風等による家屋の災害をカバーする火災保険の例で考えてみる．
ここに過去の多数のデータ n から次の期待値が計算できるとする．
Σ（家が毀損することによる損害額×火災等の確率）／n ＝期待損失
　保険会社は，多数の同種危険を集団として引き受けることにより，大数の法則から安定的な客
観的確率分布を導出し，支払う保険金の期待値と，危険保険料を等しくすることによって，民間
の保険事業として運営することが可能となる．
　保険契約者にとっては，保険料が期待損失より小さく感じれば，保険に入り，保険料が期待損
失より大きければ保険に入らないといった誘因が働くのも事実である．
Ⅲ．サイバーリスク検証
1 ．サイバー保険からみえる課題
　保険で引き受けられる危険は，個々の危険の発生が独立しており，大数の法則（経験的確率と理
論的確率が一致すること）が成り立つこととされている．この条件を満たさない場合，例えば多数
の財物が一度に損失を受けるような事態が想定されると，保険制度が適切に機能しない．数百年
に一度，数千年に一度の大地震が起こって，ある地域で広範囲の家屋が損壊する事態を考えたと
する．今このような地震が起これば，例えば保険料総額の百倍に近い保険金を支払わなければな
らない事態も起こりうることとなり，保険会社は破産してしまう恐れがある₇）．
　一方で，たとえ小さい確率であっても，もしそれが発生すれば莫大な損失が発生し，国民や経
済に極めて大きな打撃を与えるような絶対起こってはならない現象に対しては，大数の法則や期
待値に基づく管理とは別の考え方が必要となる₈）．
₇）　日本の家計地震保険は，政府の再保険の仕組みを導入して制度化している．
₈）　1₀₀万人に及ぶ死者を出すような原子力発電所のメルト・ダウン事故の発生する確率は 1年間に1₀₀万
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　また上記のような経済的な観点だけではなく，社会学の観点を含めると，リスク管理の目的は，
技術的「安全」と社会的「信頼」を通じた「安心」の確保と捉えられている．その上で，社会の
発展との関係で将来の事象に対する対処，社会的合意のあり方が論議される．安全については技
術的客観的基準₉）に基づく判断が可能であるが，信頼の意味は，時代や個人により価値観が異な
り，主観的要素が入ってくる．それ故，社会的コンセンサスを得るためのリスクコミュニケー
ションが重要となってくる．
　デジタル・リスク社会における最も顕著な脅威としてサイバーアタックがある．この損害を補
償する保険（サイバー保険）の潜在的需要は高いと考えられる．そこで，最もサイバー保険の販売
量の多い米国市場の現状をみておきたい．
　規制当局や格付会社が行った様々な推定によれば，サイバー保険は現在米国で年間1₅億ドルか
ら3₀億ドルの保険料収入に留まり，2₀1₅年の米国内保険会社が計上した保険料総額₅,₀₅₈億ドル1₀）
に占める割合は極めてわずかである．米国保険情報協会（Insurance Information Institute）は，今
後数年間で売上高が 2倍，あるいは 3倍に増加すると予測している11）．
　米国保険エージェント・ブローカー協会（Council of Insurance Agents and Brokers: CIAB）の調
査によれば，2₀1₆年1₀月時点でサイバー保険を購入している米国企業は2₉％に留まっている，と
いう．
　保険会社が高額のサイバー保険の引き受けに対して慎重になる理由と，多くの潜在的な顧客が
同保険購入をためらう理由について，デロイト金融サービスセンターの調査12）は，サイバーリスク
に対するデータ不足からくる集積リスクの存在や法的環境の不明瞭さを指摘し次の通り説明する．
　保険会社がサイバーリスクを扱う際に問題になるのは，過去のデータが不足しており，損害発
生確率の評価に役立ち得る予測モデルの構築を困難にしている．この原因として，保険会社が十
分な期間，または十分な規模のサイバー保険を販売しておらず必要最低減の社内データが蓄積さ
れていない事実がある．また，保険会社が利用できる，サイバーセキュリティ事故に関する総合
的で集約された情報源が整備されていないのも事実である．さらに現在法律上の通知義務が徹底
されているとはいえないため，被害報告は，サイバーリスクのほんの一部にしかすぎないものと
分の 1 程度であり，したがって「 1 年あたり期待死亡者数」は 1 であるから，他のいろいろなリスク
（自動車事故など）と比べてはるかに小さいというような議論は成り立たない．（竹内（2₀1₀）2₀1-2₀2
頁．）
₉）　「技術的客観的基準に基づく判断」といっても単純ではない．例えば，東日本大震災に起因した福島第
一原発の教訓を踏まえ，工学的安全と地震学における安全における違いが議論されている．
1₀）　Hartwig and Weisbart （2₀1₆）
11）　Hartwig and Wilkinson （2₀1₅）
12）　The Deloitte Center for Financial Service （2₀1₇）
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みられている．これは，サービス拒否攻撃（DoS 攻撃）やランサムウェア，知的財産の盗難といっ
たサイバーセキュリティ事故は，表沙汰にされないことも多いからである．こうしたデータ不足
による阻害要因がサイバー保険の成長を妨げている．
　また別の困難さとして，あるタイプの攻撃に対処している間に，脅威を及ぼす者は絶えず新た
な手法やターゲット，侵入地点を考え出して攻撃してくるといったように常に進化するサイバー
リスク固有の変化がある．過去の経験知が限定的にしか使用できず，エクスポージャーの予測可
能性が低下する．既存のサイバーエクスポージャーの性質が変化し続ける一方，新たなエクス
ポージャーが間断なく出現するといった状況にある．
　さらに，損害が突然集積する事態を想定しなければならないといった不安も抱えている．例え
ば，もし明日，ウェブサイトのホストがサービス妨害攻撃，もしくは，ハッキングされたとした
ら，そのプラットフォーム上にウェブサイトを構築した人は全員，第三者のサーバーがオフライ
ンになっている間，オンラインビジネスができなくなるといったリスクの集積が発生する．加え
て，IoT 技術を利用して産業用制御システムを運用する製造企業の場合，生産する製品に対する妨
害工作を行う者によって制御システムが危険に晒される．また自動運転乗用車の製造会社にとっ
ては，その製品がハッカーによって操作され，遠隔的にハイジャックされたり，事故へ誘導され
る危険も否定できない．
　さて，リスク管理プロセスにおける第 1 段階である「リスクの特定・評価」は通常次の考え方
を取っている．
固有リスク（Intrinsic Risk） －内部統制（Internal Control）効果－リスク制御効果 
－リスク財務効果＝残存リスク（Residual risk）
　サイバーリスクの場合，前述したような不確実要素のため，必要な項目を適切に評価すること
ができない状況にある．
2 ．サイバーリスクへの対応
　豊富なデータを扱う金融サービス機関はサイバー犯罪者の主要なターゲットとなっており，米
国におけるサイバー犯罪コスト調査によると，金融サービス機関が群を抜き，2₀1₅年のサイバー
犯罪コストは＄2,₈3₀万に達している13），という．
　またこの危険に対応するサイバーリスク管理を実行するための技術的スキル，ビジネスノウハ
ウ，組織的思考能力のすべてを兼ね備えた人材が不足している点も指摘されている．
　本危険に対する統括責任を有する，ある大手の金融サービス機関の CISO（Chief Information 
13）　Ponemon Institute （2₀1₅）
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Security Officer）によると，毎日₅,₀₀₀～₆,₀₀₀件の不正侵入未遂があり，自社システムにアクセス
する者のうち2₀人に 1 人は何かを盗もうとしていると，回答している．このため，企業を崩壊さ
せてしまう可能性のあるサイバーの「大火災」を食い止めようとする一方で，終わりのない一連
のサイバーの「野火」の消火にあたっている実態にある，という14）．
　ますます高度化する脅威アクターがハードルを上げ続けていることから，新たな防衛手段で対
抗することを余儀なくされている．このようなサイバーリスクに対抗するためには，単なる防御
という側面だけではなく，ビジネスの実現手段としての機会（Opportunity）の側面も踏まえサイ
バーのイノベーションと一体となった取り組み体制が必要となる．
　サイバーリスクへの対策を担う責任者は，年中無休の24時間体制で自社のシステムに不正侵入
しようとする悪者の一歩先を歩み続ける必要があり，後れをとらないように絶えず警戒を続け，
革新的である必要がある，といわれる．迫りくる脅威をより迅速に検知し，阻止する予測アナリ
ティクスを活用するために，様々な情報源から収集したデータの活用能力を向上する必要がある．
　CISO は，動く標的が現れたときに射止めるだけでなく，自社の環境の脆弱性をもっと積極的に
精査する必要がある，とも指摘されている．なぜなら，最善の努力にもかかわらず，セキュリ
ティ侵害や不正侵入をゼロにする（ゼロトレランス）ことは非現実的な目標であるからである．し
かし，サイバー攻撃の爆発半径を制限するために自社のネットワークを細分化する等，損害の抑
制という観点からの対応は実行可能と考えられるからである．
　それ故，リカバリーとレジリエンス（回復力）を実現するために，組織内の CISO の役割を強化
し，何が危機にさらされているかサイバー脅威に対抗してそれを抑制するための手段を組織内へ
周知する必要がある．多くの企業では，机上演習やサイバー戦争ゲーム，その他各種演習を通じ
サイバー攻撃によって生じる結果について実験室環境でシミュレーションも行われている．
Ⅳ．不確実性へのアプローチ
1 ．不確実性に対する意思決定の理論
　伝統的な経済学において期待効用理論が前提とする標準空間（起こりうるできごとを列挙したも
の）を明確にできない，いわば「仕組みの見えない不確実性」に対する意思決定理論として「事例
ベース意思決定理論1₅）」がある．これは，「経験を活かす」意思決定法である．何か不確実性の絡
14）　Deloitte University Press （2₀1₆）, Taking cyber risk management to the next level lessons learned 
from the front lines at financial institutions, June 22.2₀1₆, p. ₈. https://www2.deloitte.com/.../risk/
DUP_321₅_Cyber_in_FSI.pdf
1₅）　事例ベース意思決定理論は，「類似性を利用する」あるいは「真似る」という手段を使った意思決定で
ある．その定式化は，ギルボアとシュマイドラーという 2人の経済学者によって行われた．（ギルボア，
シュマイドラー（2₀₀₅））
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む問題に直面した人が行動を選択する場合，当然過去の経験に照らして，類似した体験を思い出
し，そこでの成果を踏まえて行動の選択をするであろう．そういう自然な発想から同理論が構築
されている．
　本理論の構造は，まず解きたい問題 p が与えられたとき，選択可能な行動のリスト，例えば，
a ＝｛x, y｝の中からどんな行動を選ぶべきかを考える．
　このとき，人の取る行動は，p に似た問題を過去の記憶から探る．例えば，q，r，s，t とする．
そして，これらの問題に対して自分が実際にとった行動をそれぞれ x，x，y，y とする．それぞれ
の行動の結果として， 4種類の利益が得られたはずである．この経験をもとにして，今度の問題 p
に対して，行動 x と y のどちらを選べばよいかを決定するために，以下を計算する．
　まず，過去に経験した問題 q，r，s，t と今直面する問題 p との「似ている程度」を ₀以上 1以
下の数値で評価する．例えば，仮にそれぞれ₀.4，₀.₇，₀.3，₀.₉としておく．
これを「問題の類似度」と呼ぶことにする．このとき，行動 x をとった問題 q と r に対して，そ
のとき得られた利益に問題の類似度を掛けて加える．具体的には
₀.4×（問題 q で x を行ったときの利益）＋₀.₇×（問題 r で x を行ったときの利益）
を計算する．次に行動 y をとった問題 s，t に対しても同じことを行う．
₀.3×（問題 s で y を行ったときの利益）＋₀.₉×（問題 t で y を行ったときの利益）
このふたつの計算結果を比べて，前者のほうが大きければ行動 x を選び，後者のほうが大きいな
ら行動 y を選ぶ，という考え方である．
　過去にうまくいった方法を真似るやり方は，一見安全な方法のようにみえる．しかし，動態的
な時代において過去のパターンから将来を予測する手法には，過去と将来のトレンドのギャップ
といった問題を孕んでいる．将来の技術革新によるサイバー被害を想像しなければならない状況
においては，過去その方法で成功した時代の「環境前提」が当てはまらない危険を意識しなけれ
ばならない．
　このように類似的な事例も活用できない不確実性に対して，脳が学習するプロセスを記述する
モデルとして，「強化学習法」がある．この枠組みは次の通り説明される．「強化学習においては，
「正解」は与えられず，「教師」も存在しない．与えられているのは，ある行動をとった時に，そ
の行動がもたらす「報酬」だけである．……ある一連の行動をとると，これだけの報酬がもらえ
た．別の行動をとる，これだけの負の報酬を被った．そのようなフィードバックをもとに，……
感覚と行動の連関のあり方を変え，次第に最大の報酬をもらえるような行動に変化させていくの
が「強化学習」のパラダイムである．……不確実性に適切に対処するためには，お互いに対立す
る 2 つの要素の間のバランスをとることが重要であることがわかってきた．すなわち，すでに知
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られている報酬源の「利用」と，未知の報酬源の「探索」である1₆）．」
　実際の企業経営においても，不確実性を所与とした次の行動を組み込もうとしている．①戦略
推進面では，戦略のパラドックス1₇）の可能性が高まることを前提に，戦略の変更による機動的対応
がやりやすいようにリアルオプション1₈）のような不確実性を組み込んだ意思決定システムや事業運
営に柔軟性を組み込む努力をしている．②リスク管理面では，定量化不可能なリスクの存在を意
識して，ストレスバッファを担保し，財務健全性の管理を充実させようとしている．
　次に，不確実性に対処する人間の意思決定や行動上の課題について考えてみたい．1₉₇₈年にノー
ベル経済学賞を受賞したサイモンと2₀₀2年に受賞したカーネマンは，今日の行動経済学を発展さ
せる礎を創った．サイモンは当時カーネギー・メロン大学で学際的研究を通して「限定合理性1₉）」
という概念を導出した．これは，世界は大きく複雑であり，それに比べて人間の頭脳と情報処理
能力にはかなり限界があるという，人間の認知2₀）の限界（Cognitive limits）を示す概念である．
　カーネマンとトヴェルスキーは，限定合理性に光を当て，経済学が無視してきた心理的側面の
発展に貢献した．人間は経験によって発見され単純化された決定方法であるヒューリスティクス
（直感的な推論）21）を活用していることを明らかにした．これにより，短時間で妥当な結論を得るこ
とができる一方，厳密な思考プロセスを踏んでいないため，必ずしも最適な判断や意思決定につ
ながらないリスク（偏り（Bias）による判断上のリスク）についても指摘した．
　危機管理を専門とするミトロフは，危機の重要性と深刻さを少しでも軽くみようとする企業文
化に根差ざした姿勢（組織の防衛メカニズム22））の危険性を指摘しているが，典型的な判断上のリ
1₆）　茂木健一郎（2₀₀4）『脳内現象』NHK 出版，132-13₇頁．
1₇）　成功するための企業の戦略的行動（説得力に富むビジョン，大胆なリーダーシップ，積極的な行動）
が，成功する確率と失敗する確率を最大化してしまうという「戦略のパラドックス」の存在が指摘され
ている．（レイナー（2₀₀₈））
1₈）　リアルオプションとは，オプション価格理論を応用し，不確実性下の意思決定問題において，経営上
の柔軟性をオプションになぞらえて分析する考え方のこと．「金融」（Financial）に対する「実物」
（Real）の世界のオプシヨンを意味する．
1₉）　取り扱う事象が複雑になればなる程，情報の利用と探索といった処理量は膨大になり，人間の情報処
理能力に限界が生じるという問題が生じる．人間の合理性，完全なものではなく，限定的なものである，
という概念．
2₀）　サイモン（1₉₉₉）は，認知（Cognition）とは，認識することの過程をいう．そして 1人では情報処理
能力に限界のある人間は，階層や分業や手続をつくって他人の認知限界を克服する組織を作った，と説
明している．
21）　例えば，人が最終的な解を得る過程で，初期情報に依存し，出発点から目標点に十分な調整ができな
いことを表す係留効果，人が判断する際に論理や確率に従わず，サンプルがどのくらい似ているかとい
う基準に依存してしまう代表性効果，心に思い浮かべやすい事象に過大な評価を与えてしまう想起しや
すさ効果などがよく知られている．
22）　ミトロフ（2₀₀1），₇4-₇₅頁．
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スクといえる．
　カーネマンとトヴェルスキーの研究の背後にあったものは，直感とは，人間が他の動物と共通
して持っている知覚メカニズムから進化してきたメカニズムであり，それが人間だけが持ってい
る推論のメカニズムとの間の橋渡しをしたのではないか，そして直感には何らかの制約があり，
様々な点で知覚の特徴を反映するものであろう23），というものであった．
　われわれの脳の中では 2つの異なるシステムが並存する，と考えられている．（二重過程モデル）
すなわち，直感による「ヒューリスティク処理」である「システム 1 の思考（System 1  
thinking）」と，「分析的・系統的システム」である「システム 2の思考」である．（図 2参照）
　われわれは，無数にある意思決定の必要にもかかわらず情報処理能力の限界を抱えていること
から，両者を使い分けていく，という．しかしながら現在，プロセスの全容が解明されているわ
けではない．
　現実の有事に直面した際，システム 2 の思考でゆっくりと考えて最適な解を求めるよりも，
ヒューリスティクスで迅速に決断し素早く行動することが要求される．このように時間の制約と
情報処理能力の制約の問題に適切に対処する必要がある．このため，リスク管理の世界において
は，システム 2 の思考に基づき，平時に十分な分析を実施し，有事の際のコンティンジェンシー
プランを立てておき，有事において迅速な措置がなされることを可能にしている．
23）　カーネマン（2₀11），24頁．
失敗の認識現実の課題 過去の経験則に基
づく対応策の立案
システム 1の思考
ヒューリスティクスを活用した意思決定
失敗の多面
的分析
リスク分
析と対策
新たな対応
策の立案
システム 2の思考
深い思索に基づく意思決定
図 2　現実の意思決定の構造
出所：カーネマン（2₀11），Finkelstein, Whitehead, and Campbell（2₀₀₈）を参考に筆者作成．
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　ヒューリスティクスについては，迅速性への対処の局面と共に，関連情報やデータが少ない中
での意思決定において経験則を活用し思考停止に陥らず現実的な意思決定を行うという側面での
意義も指摘されている．ギーゲレンツァは，「無知は専門家の知識に勝る」とか「情報は少ない方
が上手くいく」等の表現をとり直感＝無意識の知性と位置づける主張をしている．これは，「思い
付き」で行動することを勧めているわけではなく，理由付けや根拠，情報，統計などにこだわり
すぎることが逆にバイアスにつながる，と警鐘を鳴らしている24）．
　ギーゲレンツァの主張について中谷内は，次の通り説明している．
　バイアスという表現はミスリードで，必ずしも人々は確率を理解できずに非合理的判断を
しているわけではない．提示側が前提とする確率と，受手側が認知する確率の間に性格のズ
レがあり，提示側が正確とする解答自体に誤りがある……例えば自動車事故の確率は対象と
なる複数の人に対して繰り返されることが前提で，当該集団全体では確率が一定であること
を想定し，過去の頻度データに基づいて確率は計算される．そして，これを正解とする．し
かし， 1 回性の事象，つまり，過去に経験がなく，初めて経験するような個別事象に対して
適用できるのは認識論的確率，すなわち，この場合は個人がもつ信念の度合いとしての確率
のみである．従って，どんな確率が正解であるかを客観的に定めることはできない2₅）．
2 ．課題へのアプローチ
　1₇世紀，ニュートンの物理学によって確立された近代科学は，われわれの世界観，宇宙観に大
きな転換をもたらした．惑星の運動の数学的理論は，1₇世紀末にニュートンの開発した微積分法
を中心とする解析学によって数学的に記述された基本法則（「運動の 3法則」と「万有引力の法則」）
を用いて，ケプラーの惑星運動の法則を数学的に導いたことに始まる．ニュートンは，この 2 つ
の力学の法則によって，宇宙に存在するすべての物体の運動を無限の過去から無限の未来まで因
果法則として厳密に記述した．宇宙に起こるすべての現象は，この基本法則によって記述するこ
とができ，この基本法則が不変である限り，現在の状態を厳密に観測すれば，過去の状態を㴑っ
て知ることができ，また未来も正確に予測することができると考えられた．そこには「偶然」の
ようなものが入る余地はまったくない．すべては必然であるかのように考えられた．
　1₉世紀初めの科学は，将来のすべての出来事が過去の出来事によって決定され，神の介入がな
くても永遠に続く神不在の「時計仕掛けの世界」と呼ばれてきた強固な哲学上の決定論の信念に
立脚していた．ここでは，予測と現実の差は，観測上の誤りとして，誤差関数として片付けられ
24）　Gigerenzer（1₉₉₆）
2₅）　中谷内（2₀12），42-43頁．
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た．ところが，1₉世紀末になっても，誤差はなくなるどころか増え続けた．その結果，これまで
の法則は大雑把な近似にすぎないことが証明され，徐々に科学は実在（Reality）の統計モデルと
いう新しいパラダイムで動き始めるようになった．2₀世紀の量子物理学は，すべての事象は確率
的にしか予測できないとし，ニュートン力学的決定論を否定することとなった．
　ここで，確率とは一定の条件の下である事象の起こる比率，すなわち頻度のことである．（客観
的確率）ただ，この事象が自分に降りかかるか否かについては，予測できない．ここに，客観的事
象としての偶然性とは別に，このような偶然性に対してどのように主体的にかかわっていくか，
個人の感じる心理的な確からしさの尺度（主観的確率）が存在することとなる．
　この 2つの確率が最終的には同じ値に収束することを主張した人物がトーマツ・ベイズである．
母数（例えば，平均値）について標本を観測する前に想定した確率分布を「事前分布」といい，観
測値が与えられたときの分布を「事後分布」という．統計的方法の目的はこのような事後分布を
求めることである．ベイズ・アプローチは，ある人の考えによる事前確率からスタートし，その
人が観測や実験を通じてデータを得る．そのデータが事前確率を修正するために使われ，事後確
率を得るという考え方である．
　企業のリスク管理においては，たとえ不確実であっても，それに対してなんらかの意思決定を
下さなければならない．つまり，主観的確率を使わざるを得ない現実がある．この場合，主観的
確率と客観的確率のギャップを抱えている．このような局面では，不確実性への挑戦が，ケイン
ズが主張するアニマル・スピリッツによるイノベーションの可能性につながる側面と，主観的確
率を使い当面の意思決定を行い（「エキスパートジャッジメント」と呼ばれる），その後のデータで修
正を加え事後確率（最終的には客観的確率）に基づき修正していく側面が存在する．
　現代の ERM は，不確実性を客観的確率によってリスク量に変えて管理する枠組みを発展させて
きた．計量化のために，リスク評価モデル（内部管理のためのリスク計測モデルという意味で，「内
部モデル」と呼ばれる）を開発した．内部モデルは，数理，エンジニアリング等の知見を統合して
モデル化したものであり，リスク構造に関するナレッジの集大成ともいえる．しかしモデル化が
可能なのは，既知リスクのみである．現時点で未知リスクであるもの，さらに環境が変化し，既
知のリスクにも変化が生じ，不確実な要素が拡大する事態も起こる．そこで，ベイズ・アプロー
チを活用し，終局的には「真の不確実性」を「リスク」へと変えるための堅牢なリスクガバナン
ス2₆）が重要となっている．
2₆）　カール・ポパーの反証主義（Falsification）を実践することにより，科学が蓄積的に進歩するように，
モデルも進化させている必要があり，モデルガバナンスは，この進化を担保するための重要な要素と考
えている．
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3 ．マインドセットの転換
　不確実性に対してどのようにアプローチすべきか，という課題を考えてみたい．われわれに
とって自然は，いまだに科学で解明しきれない領域である．不確実性を多く含んだ自然界への働
きかけは参考になる．例えば環境保全問題では，ある条件の下でのデータを集め分析したとして
も，すべてのデータを集めることは不可能であり，こうすべきといった解を科学的に導き出すこ
とはできない．そのような場合には，自然に深いかかわりをもったステークホルダーの利害を調
整しなければならない．このような環境保全への現実的な対応において，科学や社会の不確実性
をできる限りゼロに近づけ，それに基づいて環境保全の方向性を考えるというやりかたは理想で
あるが，あまり現実的ではない．そこで，宮内は，「順応的管理（Adaptive management）2₇）」の必
要性を説く．
　不確実性をどのように捉えていくべきかという問題もある．加藤，太田は，危機管理の観点か
ら，「複雑適応系」の視座を提示する．これは，危機を従来のように，要素還元主義に基づき原因
と結果や動機と行為が直線的結びついた予測可能な存在としては捉えない立場に立つ．つまり，
危機を「 1対 1」対応という視点で認識するのではなく，「全体と個」の相互作用に基づく複雑な
振る舞いと理解し，その相互作用による自己組織化という非連続的な特徴を有するものとして捉
える必要がある，と説く．この立場に立った場合の視点を次の通り説明している．
　危機という現象は，多数のエージェントがシステム内外に自由に行き来する環境において
存在する．システムは初期条件のわずかな違いにより，ゆらぎが発生し，非平衡状態が生起
するとシステムは不安定になり，エージェントはたがいに平衡状態への移行を戦略として選
択し，強い相互作用が認められ自己組織化が生起する．その自己組織化は危機収束行動とし
て自己加速化しつつ現象化する．……中心的なエージェントと副次的なエージェント同士が
互いに相互作用を強く及ぼし，さらに副次的なエージェント同士が弱い相互作用を生起させ，
その強弱の相互作用を持つエージェントの総体として危機という事象を発現する2₈）．
　リスク量の計測にはリスク量に影響を及ぼすリスクファクターの特定とそのファクターによる
客体の価値の変動のパターンを確認するというプロセスが必要となる．
2₇）　社会もまた不確実性に富んでいるので，われわれが把握できるのは，現時点におけるごく一部の「社
会」である．それ故，科学の不確実性，社会の不確実性を踏まえて環境保全を進めようとするとき，科
学の不確実性も社会の変化も，その特徴をいかしながら環境保全に結びつけることができる方法として，
不確実性や変化を大前提として環境保全を進めるというやり方，不確実性のなかでよりよい解決へ向か
うために，試行錯誤の柔軟なプロセスをたどるというやり方に転換する必要がある．（宮内（2₀1₇）1₆-₈
頁．）
2₈）　加藤，太田（2₀1₀），₇4-₈1頁．
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4 ．AI の応用
　複雑系という考え方は元々フラクタルやカオスといった数学を中心とする概念から出発して，
ランダムに動いているようにみえるものに規則性を見出したことから様々な分野で応用されるよ
うになった．例えば，人間の表情や行動の中に一定のパターンや特徴を見出せるとそれを手がか
りにして予測が可能になる．危機管理の領域では AI の活用が期待されている．例えば米国では，
AI と防犯カメラを組み合わせて，犯罪を抑止する実験が進められている．
　不確実性に直面した際の人間の弱点の 1つが情報計算能力の制約であった．この弱点を AI で補
うという発想から，AI と人間の共生の可能性を考えてみたい．まず，AI の現状について整理して
みる．松尾は，「人間のように考えるコンピュータ」はまだできていない，という．換言すれば，
「われわれは，なぜ世界をこのように認識し，思考し，行動することができるのか．なぜ新しいこ
とを次々と考え，学ぶことができるのか．その根本原理は何なのか，いまだによくわかっていな
い2₉）．」と指摘する．
　また，松尾によると，人工知能の研究は，知能を「つくることによって理解する」という構成
的に理解するための研究である，という3₀）．人間の脳は電気回路と同じで，百数十億の神経細胞で
構成され，そこを電気信号が行き来している．各細胞はインパルスを発生するか否かの状態にあ
る．この状態は，コンピューターのデジタル化と同じように，物質世界の現象であり，人工的に
つくられた人間のような知能としてコンピュータをつくることによって解明しようとしている31）．
　今日の AI のレベルについては，人による判断基準となる変数（特徴量：学習データにどのような
特徴があるかを数値化したもの）の設定によって，入力データに基づきパターン，ルールや知識を
自ら学習することができる（機械学習）段階から，判断基準となる変数（特徴量）自体をデータか
ら学習する（深層学習）レベルまできた点にある32），という．
　AI は，人間の脳の構造（ニューロン），生物の進化，人類の社会化，心理学分野からの着想を得
た研究を重ね，ニューラルネットワーク，遺伝子的アルゴリズム，決定木学習，ベイズ学習，深
層学習等の手法を取り入れ，今日の機械学習アルゴリズムの体系化につながっている33），という．
2₉）　松尾（2₀1₅），3₉頁．
3₀）　松尾（2₀1₅），44頁．
31）　人間理性と機械の関係については，人間のあらゆる思考をアルゴリズムに還元できるという主張と同
等であり，一定の公理と推論規則から構成される認知論理システムに還元できると考えたケンブリッジ
大学の論理学者アラン・チューリングが提示したチューリング・マシンの概念を基礎にしている．何ら
かの問題を解決したり，目的を達成するための処理手順であるアルゴリズムで表現できる全ての思考は，
チューリング・マシンの計算可能性と同等だと考えた．様々なアルゴリズムをプログラム言語で作成し
たものがコンピュータープログラムであり，それに基づいてコンピューターは情報処理を行っている．
これは，思考と同様という考え方である．
32）　松尾（2₀1₅）₅₀-₅4頁．
33）　ガナシア（2₀1₇），₅₇-₅₈頁．
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　ガナシアは，機械学習のアルゴリズムのタイプは，①「教師あり学習」②「教師なし学習」③
「強化学習」の 3種類に大別できる．近年①と③が目覚ましい成果を挙げたが，①は正解を持つ例
題が必要であり，③は報酬が必要であり，結局人間に教えられた理論やルールにのっとって行動
している，と説明する．そして，今日の機械学習の手法は，既知のデータから経験的法則を求め
ることは得意だが，新たな概念を創造するまでに至っていない34），と整理している．
　また松田も，現在のコンピュータやロボットに組み込まれた AI の特徴を人間の知能と対比さ
せ，次の 3点を指摘する．
　 1 つ目は，コンピュータは，人間の知能の中でも「論理的な演算」を可能にするものであ
り，論理演算を可能にするコンピュータは，密に記述されたアルゴリズムがなければ，計算
機は動作を開始することができないということである． 2 つ目は，そのアルゴリズムの一つ
である，人間の脳の神経細胞が行っていると考えられる情報処理を模しているとされる
「ニューラルネットワーク」は，あくまで，人間が与えたデータを「分類」することを目的に
しており，人間の「知能」を再現したものではないということである． 3 つ目は，ロボット
研究により，そうした「分類」を行うアルゴリズムよりも，「サブサンプションアーキテク
チャ」という「反射」のようなアルゴリズムのほうが，むしろ，生物の「知能」にも似たも
のを再現しているように見えるということである3₅）．
　また松田は，人間の持つ錯覚という特性を検証し，「私たちは，「錯覚する（騙される）」ことに
よって，脳内で，本当は存在しない世界を主観的に作り出すことができるともいえる．……こう
した主観的世界をもっているかどうかは，人間と機械の大きな違いである．」3₆）と指摘し，人が進化
の歴史の中で「社会性」を発達させる過程で獲得してきた，変化する「無限定環境」の中で，自
己と環境との調和的な関係を創り出す「リアルタイムの創出知」の存在を AI との違いとして説明
する3₇）．
　さて，このような AI の現状を承知した上で，リスク管理への応用を考えてみたい．リスク管理
プロセスの第 1 段階は，まず不確実性を特定し，それを評価することにある．冒頭で提示したデ
ジタル・リスク社会の典型的なサイバーアタックによる損害について考えてみたい．サイバーリ
スクは，将来のシナリオを読み解くデータが過去に十分登場しておらず，今後新たなシナリオが
無数に登場してくる特徴を有する．
34）　ガナシア（2₀1₇），₆3-₆₈頁．
3₅）　松田（2₀1₇）32, 33頁．
3₆）　松田（2₀1₇）₅₅頁．
3₇）　松田（2₀1₇）12₉-132頁．
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　現在の AI の先端技術であるディープラーニングは特徴表現をコンピュータ自らが獲得できるよ
うになったことといえるが，その前提はこの特徴量を過去の多数のデータから獲得することであ
る．松尾や松田が指摘するように，AI の現在の能力は，深層学習の可能性が出てきて将来の可能
性がでてきたものの，いわゆる人間の知能，例えば人間の持つ判断（直感を含む）に現時点では及
ばない．人間ならフレーミングのように意思決定に必要な領域を絞り込み思考の節約をするとい
うことは簡単に実施できるが，この判断を実施するためには，膨大な人間の持つ知識をコン
ピューターに覚えこませなければならず，この人間の知能が生命体として身につけた能力に負う
ところが大きいとするならば，その構造の解明にはさらに時間を要する．
　過去に類似のデータが無い不確実性へのアプローチにおいては，結局 AI による自動分析は現時
点では不可能であり，人の知能に頼らざるを得ない．つまりまだ見ぬ攻撃シナリオを予想するの
は難しいであろう．
　しかし，人間の持つヒューリスティクスの利点にもバイアスという弱点がある．従って，この
弱点を AI で補うことは可能であろう．最近不正検知で AI が多く利用されているように，外部か
らシステムにアクセスされるパターンが過去と異なる通信状況にあること，これを異常性のある
動きの可能性として確実に検知する能力においては AI に利点があるとするなら，この領域での活
用が可能である．しかし検知された通信が攻撃なのか，何らかの理由による通常のものなのかの
判断は，当面人間が行う必要がある．しかし人間の判断データが積み上がってくると，そのパ
ターンを見出す能力は AI が受け持つといった連携が将来的に期待される．
　AI と人間の思考の特徴を整理すると表 1のとおりである．
表 1　AI と人の知能の特徴
視点 AI の能力 人の知能
情報処理能力 マイクロプロセッサの演算能力の急激な
向上．
ただし，厳密に記述されたアルゴリズム
がなければ計算動作を開始することがで
きない．
情報処理能力に制約がある．
ただし，本当は存在しない世界を主観的
に作り出す能力を持っている．
総合的判断 例えば，一文を理解する際，述語の関
係，パターンを正確に追うことが可能で
ある．
つまり，アルゴリズムに従い忠実に整理
する能力（論理演算）がある．
しかし，状況，経緯の下で文の意味を理
解することができない．
一文を必ずしも正確に，全体に対する仮
説を持ったうえで俯瞰することができ，
状況，経緯を含めて総合的に判断できる
能力がある．しかし，一方でバイアスに
陥る危険をある．
出所：ガナシア（2₀1₇）と松田（2₀1₇）を参考に筆者作成．
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　日々新手のサイバーアタックにさらされている不確実な現状において，両者の利点を活用し，
弱点を相互に補うという共生の実験を続けていくことがリスク管理の高度化に有用と考える．次
に，このような共生を通じて得られる ERM における意義について整理しておきたい．
　現在のリスク管理の枠組みでは，内部モデルを構築できないような不確実性の高いリスクに関
してはストレスシナリオを想定して，資本の確保やコンティンジェンシープランを立てるのが一
般的である．またこのシナリオに対する確率については，エキスパートジャッジメントにより主
観的確率を当てることとなろう．その後，新しいデータや情報が得られれば，ベイズ・アプロー
チや強化学習法の枠組みを応用して検証を加えること（バックテスティング）がリスクガバナンス
上重要である．
　このような継続的取組みがリスク・ナレッジの蓄積を通じて不確実性をリスクへと変えていく．
また，今日のサイバーアタックは，既存のシステムに関する不具合情報を参考にしているともい
われており，全くの新規のものは少ないともいう．そうであるなら，可能なストレスシナリオの
想定において不具合情報から考えうるシナリオの組み合わせにおいて AI を活用することも可能で
ある．このような業務は，情報処理能力に限界がある人より正確性とスピードの点で優位性があ
ろう．また，日々新たな切り口で展開されるサイバーアタックのモニタリングにおいて，過去の
パターンとは異なる小さなパターンの違いを見つけ出すことにも威力を発揮しよう．ただ，人が
持っている「なにか嫌な気がする」といった直感は，現在の AI が持ち合わせない能力として認識
しておかなければならない．そして人の能力の弱点であるバイアスの介在についても実証研究に
よる知見に基づき AI を補完的に活用して是正するといったように AI と人の知能の相互作用の最
適化を模索していくことが大切である．
Ⅴ．結　　　語
　最近の報道3₈）では，IT 大手のシスコシステムズが，法人向けモバイル端末のサイバー攻撃対策
で米アップルと協業する，と報じられていた．シスコは通信ネットワーク内の暗号化された攻撃
ソフトを人工知能で検出するシステムを開発している，という．これにアップルの最新の基本ソ
フト技術を組み合わせるという．報道では，これにより，サイバー保険の保険料の大幅な低下に
つながる，と指摘している．
　リスク管理の領域では，定量的アプローチ（「リスク」への対応）と定性的アプローチ（「不確実
性」への対応）を補完的に組み合わせ実践している．その過程で人はシステム 1の思考とシステム
2の思考をバランスさせながら現実の意思決定を実行している．AI の技術の進化により，人の持
3₈）　『日本経済新聞』2₀1₇年 ₆ 月2₇日．
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つシステム 1の弱点を補い，システム 2の思考を迅速に行うための補強が可能である．人と AI の
共生の検討がさらに深められることを期待して，本論を終えたい．
付記：本論の中の意見の部分は筆者の意見であり，所属する組織のものではない．
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