Retinal fundus images acquired with non-mydriatic digital fundus cameras are a versatile tool for the diagnosis of various retinal diseases. Even with relative ease of use, the images produced sometimes suffer from reflectance artefacts mainly due to the nerve fibre layer (NFL) or camera lens related reflections. We propose a technique that employs multiple fundus images to obtain a single higher quality image without these reflectance artefacts, which also compensates for a suboptimal illumination. The removal of bright artefacts, can have great benefits for the reduction of false positives in the detection of retinal lesions by automatic systems or manual inspection. The fundus images are acquired by changing the stare point of the patient but keeping the camera fixed. Between each shot, the apparent shape and position of all the retinal structures that do not exhibit isotropic reflectance (e.g. bright artefacts) change. This physical effect is exploited by our algorithm.
INTRODUCTION
Fundus cameras are becoming the main means to screen diabetic patients for diabetic retinopathy (DR) as recommended by the American Diabetes Association and the American Academy of Ophthalmology. A recent subject of much research in the literature is automatic detection and computer aided diagnosis of retina disease [1] . For these automated systems, a high-contrast, artefact free image is essential to improve performance by preventing sources of confusion in the detection of lesions and abnormalities in the image. Thus there is a deep motivation to acquire a high quality retina image.
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In this paper we present the early results of a novel postprocessing technique able to remove the reflectance artefacts due to the nerve fibre layer (NFL) or dirty camera lenses. This method can also automatically identify the under/overilluminated areas and compensate by substituting them with the redundant information found on the other images (if available). This is made possible by capturing redundant images of the same subject from slightly different angles. This has the effect of changing the characteristics of the reflectance artefacts.
While our group [2] and others [3, 4] have built algorithms to automatically evaluate the quality of fundus images, to our knowledge, little or no work has been published to increase the retina image quality after the acquisition. Various technique to equalise the image were introduced in [5, 6] , but no attempts have been made in the removal of NFL artefacts or the exploitation of multiple images of the same patient. This is partially because this type of reflectance artefacts have become much more apparent only in the recent years, with fundus cameras that do not require the dilation of the pupil by use of mydriatic eye drops and the increasingly young age of the patients to be screened. In fact, non-mydriatic fundus cameras require a high power flash, in order to allow enough light to enter the pupil which is not completely dilated. This increases the chances of reflectance artefacts of any kind, particularly in the areas where the NFL is thick. This undesirable effect is more evident on the young patients because the NFL thickness (hence reflectance) decreases with ageing.
On the other hand, the image quality enhancement based on redundant images of the same subject is not new. Many authors have developed super-resolution algorithms to create a single high resolution image from multiple low resolution ones [7, 8] . Unfortunately, these techniques are very specific in improving the quality in a resolution sense, and while they can deal with blur and salt and pepper noise, they are not suited for the removal of large structures such as NFL.
In Sec. 2, we start with a description of the protocol used to capture the retina images and the visual effects achieved; Sec. 3 describes our algorithms; Sec. 4 presents the results obtained and Sec. 5 discusses and concludes the paper. 
IMAGE ACQUISITION
One characteristic that differentiates a NFL from the rest of the retina is its physical reflectance properties. The NFL shows a considerable specular reflectance when interacting with the camera flash wavefront, while the rest of the retina shows a largely diffuse reflectivity behaviour. This means that the energy of two rays of light hitting the same area of the NFL will be almost completely reflected to two different directions, whenever the angle of incidence differs. The visible effect on the image sensor is a bright artefact that appears or disappears depending on the angle of incidence of the light. This effect is not noticeable in the other areas of the retina which show a diffuse reflectivity behaviour, where the light energy is largely reflected in all directions (with reduced energy) regardless of the angle of incidence of the rays.
Changing the incidence of the light is not a trivial task for fundus imaging, as the surface of the retina imaged is limited ($7mm of diameter in our set-up) and all the light has to go through the pupil as shown in Fig. 1 . Fortunately, modern fundus cameras have a manually changeable fixation point which allows a natural alignment of retina whenever the patient stares at it as shown in Fig. 1(a-b) . If we change the position of the fixation point the angle of incidence of the wavefront coming from the flash is changed, therefore the effect previously described can be easily achieved with any fundus camera that allows the repositioning of the fixation target.
In our experiment we asked the operator to randomly place the fixation target and to capture seven images without worry about the quality. These images are shown in Fig. 4 , where it is possible to notice the appearance and disappearance of reflectance artefacts at different locations, as noted by the manual notation on the images showing NFL and reflectance artefacts enclosed in green and yellow respectively. We also note that the illumination condition is suboptimal in various images.
IMAGE PROCESSING METHOD
Our quality enhancer algorithm has four phases: first the images are preprocessed to extract only the information that is likely to be artefact-free; the preprocessed images are initially registered rigidly with a feature based method and then registration is refined with a non-rigid technique that compensate the camera/eye distortions; the areas largely over/under exposed are detected and labelled; finally, the stack of images is statistically analysed at histogram level to extract pixels of interest and the images are combined together.
Preprocessing: We start the pre-processing by extracting the green channel from each image and performing an initial estimation of the background by means of a large square median filter, whose size is 1 30 the vertical size of the fundus image. This estimation is enhanced with the addition of a morphological reconstruction step. The estimated background is subtracted from the original image with 16-bit signed precision to maintain negative pixel values. The image obtained shows a distinct grey level distribution: the highest peak of the histogram is always centred on zero regardless of the point of view of the camera. We are able to obtain an image containing only the "dark structures" by maintaining the absolute value of the negative pixels only. With this technique, we are able to obtain an artefact free image by visualising the rough vascular structure (and other dark areas) only.
Registration: An image is selected as reference, then a rigid registration approach based on SURF features and RANSAC is employed for an estimation of the rotational homography between the reference image and all the others. More details can be found in [9] . This registration is not able to perfectly match the different views of the fundus because of a slight barrel distortion due to the camera lens and the lens inside the eye. The classic solution to this distortion problem is the use of calibration targets to estimate the lens effects, but this is not an option in this application (because it would require placing the calibration targets inside the eye). Therefore, we further register the images by employing a non-rigid technique that exploits the vessel structure itself to implicitly correct the distortion. In this second phase we leveraged the implementation of the non-rigid registration technique provided by the open source package Elastix [10] .
We employed Mutual Information [11] as similarity metric and the B-splines defined the deformation allowed between the images (as suggested in [12] ) with the control points set every 16 pixels in a grid pattern.
Over/Under Exposure Detection: At this stage, we detect the areas that are over or under exposed. This is required in order to avoid the use of these pixels in the generation of the final image in the next phase. First, the field of view (FOV) of interest is extracted from the images as described in [2] (only the pixels inside the black "mask" are taken into consideration). For such pixels, the histogram is computed and converted to a probability density function (PDF) by applying Expectation Maximisation (EM) with a Gaussian Mixture model composed of three Gaussians [13] . The EM process is initialised with a simple K-means clustering. Fig. 2 shows two examples of the PDFs overlaid on the original histograms. The PDFs approximate the histogram in a way to exclude the thin spikes at the beginning and at the end which are a common symptom of over/under exposure. These areas are detected by finding the first two corresponding histogram bins on the PDF whose probability are above th, starting from the left and the right. Fig. 2 shows the boundary detected with an Analysis: At this point we need to combine all the registered images by keeping all the redundant information and discarding all the areas with sudden changes which are likely to contain artefacts. In order to facilitate a comparison between the views and to improve the final result we perform a colour normalisation with the method described by Cree et al. [6] . In this method the background is estimated with a large median filter and subtracted from the image. Each RGB channel is assumed to have a Gaussian distribution and normalised according to an image model. A detail of an image after this normalisation is shown in Fig. 3(b) . The images are combined together by the means of a median filtering operation executed through all the images. We stack the images one on top of the other and generate a vector for each pixel as follow [I (x; y) 0 ; I (x; y) 1 ; I (x; y) 2 ; :::I (x; y) n 1 ] (where n is the number of images, I (x; y) i a pixel in the image i at the coordinates x; y) and the median of each vector is stored in the final output. Whenever a pixel of I is labelled as being over/under exposed in I m , it is not employed in the creation of the vector.
RESULTS
The technique described is applied on a set of 7 fundus images (Fig. 4) with a resolution of 1098¢979. Fig. 3(a) shows the final output obtained. Notice how the vast majority of reflectance artefacts have been removed without affecting the small details. A comparison between 3(b) and 3(c) makes apparent how the NFL artefact has been removed without any significant sacrifice in the visibility of even the small blood vessels. At the edge of the image and of the optic disc (the black area at the centre left) some misrepresentations of the colours are visible. This is due to lack of enough areas that do not suffer from over/under exposure for some colour channel, however this does not have any effect in the diagnosis which is mainly concentrated in the macula area (roughly the area highlighted in Fig. 3(a) ). Table 1 shows the ELVD quality [2] for the initial images compared to the generated image. The output of our technique has a clearly higher score even if the ELVD does not take this type of artefacts in consideration explicitly, but it rather provides a general image quality estimation. We are able to analyse all the images in $10 minutes on a 2.2GHz machine with 4GB of memory using an unoptimised Matlab c algorithm implementation.
DISCUSSION AND CONCLUSION
We have presented the preliminary results of a novel technique that aims to remove reflectance artefacts and to increase 2011 18th IEEE International Conference on Image Processing Fig. 4 . Images of the same patient acquired by changing the fixation point. In green (or dark grey) the most obvious NFL reflectance; in yellow (or bright grey) the other reflectance artefacts due to the dirt on the lens are highlighted.
the overall quality of fundus imaging by an unorthodox multiple imaging approach, that is immediately applicable with all the modern digital fundus cameras. This technique could boost the results of automated diagnosis technique with practically no changes in the algorithms. Obviously, more tests are required to prove the technique in a clinical setting, but we feel that the concept is sound. Also, the great majority of ideas presented in this paper can be easily transferred to other imaging domains where reflectance artefacts are a problem and the object imaged can be rotated with respect to the camera.
