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Recently a useful finite-difference scheme was proposed in [Phys. Rev. E 98, 033302 (2018)] to
solve Fokker-Planck equations with drift-admitting jumps. However, while the scheme is fifth order
for the case with smooth drifts, it is only second order for the case with discontinuous drifts. To
rectify this, we propose in this paper an improved scheme that achieves a fifth-order convergence
rate for the case with drift-admitting jumps. Numerical experiments are also employed to verify the
validity of the scheme.
I. INTRODUCTION
Piecewise-smooth systems perturbed by noise are used
as models of physical and biological systems [1–4]. The
interplay between noise and discontinuities in such sys-
tems has attracted considerable attention recently [5].
So far, exact solutions for the propagator (or transi-
tion probability distribution) of a few simple piecewise-
constant or piecewise-linear stochastic differential equa-
tions are known. For instance, the propagator is available
in closed analytic form for the case with pure dry (also
called solid or Coulomb) friction [6–8]. Other analytical
results can also be obtained by using path integrals and
weak noise approximations [9–11]. For the corresponding
first-passage time problems [12] and functionals [13, 14],
some analytical results are available as well. However,
there are vast piecewise-smooth stochastic systems that
cannot be solved analytically. Therefore, effective nu-
merical methods are necessary for us to understand the
underlying dynamics of systems.
In this paper, we are interested in developing numerical
methods to calculate the propagator of a simple case that
can be modeled by the Langevin equation
v˙(t) = Φ(v) +
√
2Dξ(t), (1)
where the overdot denotes the time derivative, Φ(v) is
the drift that may be discontinuous at some points, and
D > 0 represents the strength of the Gaussian white
noise ξ(t), characterized by the zero mean 〈ξ(t)〉 = 0 and
the correlation 〈ξ(t)ξ(t′)〉 = δ(t − t′). Here 〈. . . 〉 stands
for the average over all possible realizations of the noise,
and δ denotes the Dirac delta function. For the initial
condition v(0) = v0, let us denote the propagator of v by
p(v, t|v0, 0), which satisfies the following Fokker-Planck
equation
∂tp = −∂v[Φ(v)p] +D∂2vp (2)
with the initial condition p(v, 0|v0, 0) = δ(v − v0).
To solve Eq. (2) with drift-admitting jumps, we need to
apply two matching conditions at each jump of the drift,
∗ chenym-08@163.com
i.e., the continuity of the propagator and the continuity
of the probability current (or flux)
f(v, t|v0, 0) = −Φ(v)p+D∂vp. (3)
Analytically, the solution of the propagator is expected
to be nonsmooth at the discontinuous points of the drift.
However, while computing the derivative of the current,
the algorithm presented in Ref. [15] uses stencils across
discontinuous points, resulting in an only second-order
convergence rate for the case with jumps. To rectify this,
we propose in this paper a modification to avoid applying
schemes that are derived by using stencils across discon-
tinuities, elevating the scheme from second order to fifth
order for the case with drift-admitting jumps.
The rest of this paper is arranged as follows. In Sec. II,
we introduce the used grid and some necessary nota-
tions. Then in Sec. III we present the improved numerical
scheme. In Sec. IV we conduct numerical experiments to
demonstrate the validity of the scheme. Finally, we draw
conclusions in Sec. V.
II. GRID AND NOTATIONS
As Ref. [15], we still describe the algorithm by assum-
ing that there are two jumps in the drift. For the as-
sumed computational domain [v
L
, v
R
], we use the posi-
tions of these two jumps (denoted by vd1 and vd2 with
vd1 < vd2) to divide it into three parts: Ω1 = [vL , vd1 ],
Ω2 = [vd1 , vd2 ] and Ω3 = [vd2 , vR ]; see Fig. 1.
The grid adopted here is almost the same as that in
Ref. [15] (see Fig. 1 therein). The only difference is that
the jumps are set as both solution points and flux points
here, rather than only solution points in Ref. [15]. We
will see later that this setup is very important for us to
design an improved scheme.
In each subdomain Ωi (i = 1, 2, 3), we have two sets of
grid points:
Ω1 : v1 = [v1,1, v1,2, . . . , v1,N1 ]
T ,
vˆ1 = [v1,1/2, v1,3/2, . . . , v1,N1−1/2, v1,N1 ]
T , (4)
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FIG. 1. The grid staggered by flux points and solution points for the case with two jumps at v = vd1 and vd2 , respectively.
The two jumps are set as both flux points and solution points and are used to divide the computational domain [vL, vR] into
three subdomains Ωi (i = 1, 2, 3).
Ω2 : v2 = [v2,1, v2,2, . . . , v2,N2 ]
T ,
vˆ2 = [v2,1, v2,3/2, v2,5/2, . . . , v2,N2−1/2, v2,N2 ]
T , (5)
Ω3 : v3 = [v3,1, v3,2, . . . , v3,N3 ]
T ,
vˆ3 = [v3,1, v3,3/2, v3,5/2, . . . , v3,N3+1/2]
T , (6)
where vi and vˆi denote the vectors of solution points
and flux points (see Fig. 1), respectively. Here Ni are
the numbers of solution points in Ωi,
v1,j =vL + (j − 1/2)h1, v1,j+1/2 = vL + jh1,
v2,j =vd1 + (j − 1)h2, v2,j+1/2 = vd1 + (j − 1/2)h2,
v3,j =vd2 + (j − 1)h3, v3,j+1/2 = vd2 + (j − 1/2)h3
with hi denoting the spatial steps for the subdomains,
defined by 
h1 = (vd1 − vL)/(N1 − 1/2),
h2 = (vd2 − vd1)/(N2 − 1),
h3 = (vR − vd2)/(N3 − 1/2).
(7)
Especially, we have v1,N1 = v2,1 = vd1 and v2,N2 = v3,1 =
vd2 , showing that the discontinuous points are both so-
lution points and flux points; see Eqs. (4)-(6).
III. MODIFIED SCHEME
In this section, we consider how to compute the deriva-
tive ∂vf . For convenience, let us denote the grid values
corresponding to vi by a column vector pi, which are
known at a certain time level. Then similarly with the
procedure of Ref. [15], we first compute the term Φ(v)p
in each subdomain as
max{Φ(vˆi,j), 0}pˆ−i,j + min{Φ(vˆi,j), 0}pˆ+i,j , (8)
where vˆi,j represents the j-th entry of the vector vˆi, with
the corresponding left and right values denoting by pˆ−i,j
and pˆ+i,j , respectively. In this work we compute the values
of pˆ±i,j by using the following interpolation procedure:
Ω1 : pˆ
+
1 = I
+
1 p
R
1 , pˆ
−
1 = I
−
1 [pˆ
+
1,1,p
T
1 ]
T , (9)
Ω2 : pˆ
+
2 = I
+
2 p
R
2 , pˆ
−
2 = I
−
2 p
L
2 , (10)
Ω3 : pˆ
−
3 = I
−
3 p
L
3 , pˆ
+
3 = I
+
3 [p
T
3 , pˆ
−
3,N3+1
]T , (11)
where pR1 is the vector p1 with the last entry p1,N1 re-
placing by the average value (p1,N1 + p2,1)/2, p
R
2 rep-
resents the vector p2 with the entry p2,N2 replacing by
(p2,N2 +p3,1)/2, p
L
2 stands for the vector p2 with the en-
try p2,1 replacing by (p1,N1 +p2,1)/2, and p
L
3 denotes the
vector p3 with the entry p3,1 replacing by (p2,N2+p3,1)/2.
For convenience of the presentation, the corresponding
fifth-order interpolation matrices I±i are presented in Ap-
pendix A 1. It is noted that the derivation of these ma-
trices is exactly the same as that in Ref. [15]. Therefore,
we omit the details here and present the expressions ex-
plicitly only in the Appendix. This claim applies for the
rest of this section as well.
Second, we compute the derivative ∂vp at the points
vˆi,j by using difference schemes in each subdomain,
pˆv,1 =
1
h1
A1p
R
1 , (12)
pˆv,2 =
1
h2
A2p
LR
2 , (13)
pˆv,3 =
1
h3
A3p
L
3 , (14)
where pˆv,i are the column vectors with the entries pˆv,i,j
corresponding to vˆi,j , and Ai are difference matrices with
expressions presented in Appendix A 2. Here pLR2 de-
notes the vector pR2 (10) with the first entry replacing by
(p1,N1 + p2,1)/2. Then from Eqs. (3) and (8) we obtain
immediately the values of the flux corresponding to vˆi,j ,
fˆi,j =−max{Φ(vˆi,j), 0}pˆ−i,j
−min{Φ(vˆi,j), 0}pˆ+i,j +Dpˆv,i,j . (15)
At this step, we shall impose the continuous condition of
the flux by store the average values
f¯1 =
1
2
(fˆ1,N1+1 + fˆ2,1), f¯2 =
1
2
(fˆ2,N2+1 + fˆ3,1), (16)
3and modify the values of the flux at the jumps of the drift
as
fˆ1,N1+1 = fˆ2,1 = f¯1, fˆ2,N2+1 = fˆ3,1 = f¯2. (17)
Thirdly, rather than deriving a difference scheme to
compute the derivative ∂vf in the entire computational
domain as Ref. [15], we still derive difference schemes in
each subdomain to avoid losing accuracy. In each subdo-
main Ωi, the scheme is denoted by
fv,i =
1
hi
Difˆi, (18)
where the difference matrices Di are presented in Ap-
pendix A 3.
Finally, we have the ordinary differential equations
d
dt
pi = fv,i, (19)
which can be solved by some time-marching schemes.
Here the third-order Runge-Kutta scheme as used in
Ref. [15] is still employed [see Eqs. (30) and (31) therein].
It should be mentioned that at each time step we shall
update the values as
p1 = p
R
1 , p2 = p
LR
2 , p3 = p
L
3 (20)
due to the continuous condition of the propagator. Here
pR1 , p
LR
2 and p
L
3 are defined in Eqs. (9), (13) and (11),
respectively.
IV. NUMERICAL EXPERIMENTS
In this section, we present two numerical examples to
validate the modified scheme. For the first example, we
choose the exact solution p(v, τ0|v0, 0) to be the initial
condition and start the computation from time t = τ0.
For the second example, while the exact solution is not
available, we just set the initial condition to be Gaussian,
p(v, τ0|v0, 0) = 1√
4piDτ0
e−[v−v0−Φ(v0)τ0]
2/(4Dτ0). (21)
For convenience, D = 0.5 and τ0 = 0.01 are chosen for
both cases. The L2 error and L∞ error, presented in
this section for the case with one jump (see Tab. I), are
defined by
L2 error =
√√√√N1−1∑
j=1
e21,jh1 +
1
2
e21,N1(h1 + h2) +
N2∑
j=2
e22,jh2,
L∞ error = max
i,j
{|ei,j |},
where ei,j = pi,j−p(vi,j) are the errors between numerical
results and exact solutions. For other cases, the errors
are defined similarly.
N1 N2 Nv L
2 error Rate L∞ error Rate
50 50 99 2.86E-04 – 2.23E-04 –
100 100 199 3.07E-06 6.50 6.91E-06 4.98
200 200 399 9.78E-08 4.95 2.50E-07 4.77
400 400 799 3.04E-09 5.00 8.38E-09 4.89
800 800 1599 9.45E-11 5.00 2.71E-10 4.94
TABLE I. Accuracy test for Eq. (2) with Φ(v) = −sgn(v) at
time t = 1. v0 = 2 and Nv = N1 + N2 − 1.
A. Pure dry friction
We first consider the case with the drift Φ(v) =
−µ sgn(v), where µ > 0 and sgn(v) denotes the sign of v.
In this case, Eq. (1) represents the Brownian motion with
pure dry friction [5], whose propagator can be obtained
analytically [6–8] as
p(v, t|v0, 0) = µD pˆ
(
µ
Dv,
µ2
D t
∣∣ µ
Dv0, 0
)
, (22)
where
pˆ(x, τ |x0, 0) = e
−τ/4
2
√
piτ
e−(|x|−|x0|)/2e−(x−x0)
2/(4τ)
+
e−|x|
4
[
1 + erf
(
τ−(|x|+|x0|)
2
√
τ
)]
with erf(x) = 2
∫ x
0
exp(−z2)dz/√pi denoting the error
function.
Here we divide the computational domain [−8, 8] into
two subdomains by using the point vd = 0, and set the
time step to be τ = 0.4 min{h21, h22}. In addition, we
choose µ = 1, v0 = 2 and set a zero current condition
for both the left and the right boundaries. As we can
see in Tab. I, the numerical results show that the scheme
achieves the claimed fifth-order convergence rate for this
case with a discontinuity in the drift. It is evident that
this modified scheme improves the accuracy significantly
compared with the scheme presented in Ref. [15] (see
Tab. IV therein).
B. Drift with two discontinuities
To show that the modified scheme also works for the
case with more discontinuities in the drift, we take as an
example the case with two discontinuities. To be specific,
we consider the following drift [16]:
Φ(v) =

0, v < 0,
1, 0 < v < 1,
0, v > 1.
(23)
The computational domain is set to be [−4, 6], divided
into three subdomains by the discontinuous points vd1 =
0 and vd2 = 1. The time step τ = 0.4 min{h21, h22, h23}
is applied for implementing the time scheme. In this
4v
p
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FIG. 2. Propagator of the case with the drift (23) at time
t = 1; v0 = 0.5. N1 = 60, N2 = 10 and N3 = 50 are chosen
for the coarse grid, while N1 = 480, N2 = 80 and N3 = 400
are set for the fine grid.
case, we do not have to specify boundary value cond-
tions for the proposed scheme. As we can see in Fig. 2,
the coarse-grid solution matches well with the fine-grid
solution. The test of accuracy is not considered here since
the exact solution of the case is not available. But we can
observe that the obtained solution profiles agree with the
result presented in Refs. [16] and [15] [see Figs. 6(a) and
8(a) therein, respectively].
V. CONCLUSIONS
In this paper, we have proposed a modified scheme to
improve the scheme presented in Ref. [15]. The idea is
quite simple, just avoiding using interpolation schemes
or difference schemes across discontinuities of the drift.
The grid with discontinuities setting to be both solution
points and flux points is the key for using the two match-
ing conditions for each discontinuity. At each jump of the
drift, a simple average procedure is implemented to incor-
porate the matching conditions with respect to the prop-
agator and the flux. To demonstrate that the proposed
scheme indeed improves the result from second order to
fifth order, we have presented the result for the case with
pure dry friction. In addition, the case with two jumps
have also been computed to validate the scheme.
Although we have only considered here the simple
one-dimensional case, the proposed scheme can cer-
tainly be applied to high-dimensional problems with
drift-admitting jumps [17], simply in a dimension-by-
dimension manner. Moreover, we remark that the scheme
is also expected to work for other cases with (additive or
multiplicative) colored noises [18].
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Appendix A: Coefficient matrices for interpolation
schemes and difference schemes
For convenience of the reader, the coefficient matrices
of the schemes (9)-(11), (12)-(14) and (18) are presented
directly here.
1. Coefficient matrices for Eqs. (9)-(11)
It is noted that the size of the matrices I±i can be
easily observed from Eqs. (9)-(11). Here we just present
the values as follows:
5I+1 =

315
128 − 10532 18964 − 4532 35128
35
128
35
32 − 3564 732 − 5128
− 5128 1532 4564 − 532 3128
. . .
. . .
. . .
. . .
. . .
− 5128 1532 4564 − 532 3128
3
128 − 532 4564 1532 − 5128
− 5128 732 − 3564 3532 35128
1

, I−1 =

1
− 17 58 58 − 18 156
3
35 − 14 34 920 − 128
3
128 − 532 4564 1532 − 5128
. . .
. . .
. . .
. . .
. . .
3
128 − 532 4564 1532 − 5128
− 5128 732 − 3564 3532 35128
1

,
I+2 =

1
35
128
35
32 − 3564 732 − 5128
− 5128 1532 4564 − 532 3128
. . .
. . .
. . .
. . .
. . .
− 5128 1532 4564 − 532 3128
3
128 − 532 4564 1532 − 5128
− 5128 732 − 3564 3532 35128
1

, I−2 =

1
35
128
35
32 − 3564 732 − 5128
− 5128 1532 4564 − 532 3128
3
128 − 532 4564 1532 − 5128
. . .
. . .
. . .
. . .
. . .
3
128 − 532 4564 1532 − 5128
− 5128 732 − 3564 3532 35128
1

,
I+3 =

1
35
128
35
32 − 3564 732 − 5128
− 5128 1532 4564 − 532 3128
. . .
. . .
. . .
. . .
. . .
− 5128 1532 4564 − 532 3128
− 128 920 34 − 14 335
1
56 − 18 58 58 − 17
1

, I−3 =

1
35
128
35
32 − 3564 732 − 5128
− 5128 1532 4564 − 532 3128
3
128 − 532 4564 1532 − 5128
. . .
. . .
. . .
. . .
. . .
3
128 − 532 4564 1532 − 5128
− 5128 732 − 3564 3532 35128
35
128 − 4532 18964 − 10532 315128

.
2. Coefficient matrices for Eqs. (12)-(14)
In Eqs. (12)-(14), the difference matrices Ai with sizes
of (Ni + 1)×Ni read as follows:
A1 =

− 318 22924 − 758 378 − 1112
− 1112 1724 38 − 524 124
1
24 − 98 98 − 124
− 3640 25384 − 7564 7564 − 25384 3640
. . .
. . .
. . .
. . .
. . .
. . .
− 3640 25384 − 7564 7564 − 25384 3640
1
24 − 98 98 − 124
− 124 524 − 38 − 1724 1112
1
4 − 43 3 −4 2512

, A2 =

− 2512 4 −3 43 − 14
− 1112 1724 38 − 524 124
1
24 − 98 98 − 124
− 3640 25384 − 7564 7564 − 25384 3640
. . .
. . .
. . .
. . .
. . .
. . .
− 3640 25384 − 7564 7564 − 25384 3640
1
24 − 98 98 − 124
− 124 524 − 38 − 1724 1112
1
4 − 43 3 −4 2512

,
6A3 =

− 2512 4 −3 43 − 14
− 1112 1724 38 − 524 124
1
24 − 98 98 − 124
− 3640 25384 − 7564 7564 − 25384 3640
. . .
. . .
. . .
. . .
. . .
. . .
− 3640 25384 − 7564 7564 − 25384 3640
1
24 − 98 98 − 124
− 124 524 − 38 − 1724 1112
11
12 − 378 758 − 22924 318

.
3. Coefficient matrices for Eq. (18)
In Eq. (18), the difference matrices Di with sizes of
Ni × (Ni + 1) read as follows:
D1 =

− 1112 1724 38 − 524 124
1
24 − 98 98 − 124
− 3640 25384 − 7564 7564 − 25384 3640
. . .
. . .
. . .
. . .
. . .
. . .
− 3640 25384 − 7564 7564 − 25384 3640
1
24 − 98 98 − 124
− 1168 340 − 2924 3124 − 16105
5
56 − 2140 3524 − 358 352105

,
D2 =

− 352105 358 − 3524 2140 − 556
16
105 − 3124 2924 − 340 1168
1
24 − 98 98 − 124
− 3640 25384 − 7564 7564 − 25384 3640
. . .
. . .
. . .
. . .
. . .
. . .
− 3640 25384 − 7564 7564 − 25384 3640
1
24 − 98 98 − 124
− 1168 340 − 2924 3124 − 16105
5
56 − 2140 3524 − 358 352105

,
D3 =

− 352105 358 − 3524 2140 − 556
16
105 − 3124 2924 − 340 1168
1
24 − 98 98 − 124
− 3640 25384 − 7564 7564 − 25384 3640
. . .
. . .
. . .
. . .
. . .
. . .
− 3640 25384 − 7564 7564 − 25384 3640
1
24 − 98 98 − 124
− 124 524 − 38 − 1724 1112

.
