Traditionally, small-angle neutron and x-ray scattering (SANS and SAXS) data analysis requires measurements of the signal and corrections due to the empty sample container, detector efficiency and time-dependent background. These corrections are then made on a pixel-by-pixel basis and estimates of relevant parameters (e.g., the radius of giration) are made using the corrected data. This study was carried out in order to determine whether treatment of the detector efficiency and empty sample cell in a more statistically sound way would significantly reduce the uncertainties in the parameter estimators. Elements of experiment design are shortly discussed in this paper. For instance, we studied the way the time for a measurement should be optimally divided between the counting for signal, background and detector efficiency.
In Section 2 we introduce the commonly accepted models for small-angle neutron and x-scattering and confine ourselves to the Guinier and Rayleigh models and their minor generalizations. The traditional approaches of data analysis are discussed only to the extent necessary to allow their comparison wit h the proposed techniques. Section 3 describes the main stages of the proposed method: visual data exploration, fitting the detector sensitivity function, and fitting a compound model. This model includes three additive terms describing scattering by the sampler, scattering with an empty container and a background noise. We compare a few alternatives for the first term by applying various scatter plots and computing sums of standardized squared residuals. Possible corrections due to smearing effects and randomness of estimated parameters are also shortly discussed. In Section 4 the robustness of the estimators with respect to low and upper bounds imposed on the momentum value is discussed. We show that for the available data set the most accurate and stable estimates are generated by models containing double terms either of Guinier's or Rayleigh's type. The optimal partitioning of the total experimental time between measuring various signals is discussed in Section 5. We applied a straightforward optimization instead of some special experimental techniques because of the numerical simplicity of the corresponding problem.
As a criterion of optimality we selected the variance of the giration radius maximum likelihood estimator.
The statistical background of the proposed approach is given in the appendix. The properties of the maximum likelihood estimators and the corresponding iterated estimator together with its possible numerical realization are presented in subsection A.L In subsection A.2 we prove that the use of a compound model leads to more efficient estimators than a stage-wise analysis of different components entering that model.
TRADITIONAL APPROACHES IN DATA ANALYSIS FOR SANS
The techniques of small angle neutron and x-ray scattering, as practiced at the ORNL 30 m SANS and 10 m SAXS facilities, are concerned with the measurement of material structures on size ranges between 1 and 1000 nm. This size range begins just above the length scales where the positions of individual atoms must be considered (the province of crystallography). Near the lower end of this scale are aggregates of a few tens to thousands of atoms, for instante, micelles in solution; proteins, and precipitate (or void) regions in alloys. At the higher end are viruses and colloidaUy suspended particles in paints, while features in the organization of extended macromolecules, like polymers, cover almost the entire range [Windsor (1988) ].
In any diffraction technique, such as small angle scattering, the relationship between the length scale or periodicity, d, probed when radiation of wavelength, A, is scattered through an angle 2f3 is given by the Bragg relationship familiar from crystallography A = 2dsin6.
(1)
Since the periodicity in a sample has a direction as well as a magnitude, we use a vector to describe the scattering. The magnitude of this scattering vector, q, is
with the length scale related as q = 27r/d. The general scattering pattern from a nonperiodic sample of the sort occurring in most small angle experiments may be tbought of as the superposition of reflect ions from all periodicities present -as in a Fourier transform. In fact, the macroscopic scattering cross-section dZ/dQ (i.e., total cross-section averaged over positions r within the sample volume V) measured in a small angle scattering experiment is given by (3) where @ denotes the local average of the scattering-length density of the sample given by the local average of the scattering from each nuclear species present, and
where bi is the scattering length of the species, and ni is its local number density, related to its local mass density and atomic weight as ni = NApi/Ai, (NA denotes Avogadro's number). For small angle x-ray scattering, the scattering length for an atomic species is simply the product of the atomic number, Z, of the atom and the classical radius, re, of the electron, i.e., bz = Zre (re = 2.7 frn). For neutrons, the scattering for nonmagnetic species is nuclear, has a magnitude of a few fermi, and varies erratically across the periodic table and also between different isotopes of the same atom. These variations constitute the major advantage of scattering neutrons rather than more intense x-ray beams. The neutron contrast for light atoms is typically greater than that produced by the monatomic x-ray relationship, while isotopic substitution can be used to highlight the contrast even further without altering the chemical behavior of the sample. The most widely exploited use of the latter advantage has been the substitution of deuterium (bD = 6.7 jm) for hydrogen (bH = -3.7 .frn) in polymeric and biological molecular systems.
In this report, we reexamine the analysis of small angle scattering camera data taken to improve both its statistical reliability and efficiency. A better understanding of the statistical properties of the small angle techniques should also lead to improved efficiency in data collection. To do this, we consider a measurement data set taken on the ORNL 30 m SANS for one of the instrument's secondary standards, i.e., well-characterized samples against which the scattering of unknown samples that are brought to the facility may be calibrated. The sample used in this investigation is an aluminum single crystal irradiated at very high neutron flux near the core of the ORNL High Flux Isotope Reactor (HFIR) reactor. To do a good approximation, the radiation damage produced by this process consists of spherical voids of nearly the same radius randomly distributed within the 11.4 mm thick specimen. For this sample, essentially a simple two-phase system of particles in a matrix, the scattering cross-section mentioned previously may be reduced to the form
indicating that the scattering cross-section is proportional to (PP -~Al)2, the neutron contrast (of course, in the case of voids & = O); nP, the particle number density; VP2, the square of the particle .
volume; and a structure function IF'(q) \2. The term F(q) can be viewed as the normalized Fourier transform of the scattering particle's shape and is known as the single-particle structure factor (q) = +-Jv ezp(iqr)dr.
PP
Although in general F'(q) is a complicated function, it may in most SANS experiments be averaged over all directions (i.e., particle orientations), so the spherical average of ezp(iqr) is simply (sin qr)/qr. If 1$ is a sphere of radius R, then from Windsor (1988)
Asymptotically (q.R + O), the previous F(q) coincides with
2 -3R2/5 and R9 is the particle's radius of gyration. where R~-Unlike (7), the latter expression is valid for particles of any shape, if q2.Rg2 is sufficiently small. So at low q, the logarithm of the macroscopic scattering cross-section from any random particulate system, like our Al target, standardly plotted against q2 (a Guinier plot) should give a straight line. The slope of this line gives the measure mean particulate size and its intercept at q = O the quantity (&-~d~)2(1/V) nPVP2. In . the appropriate q regime, a comparison with measurements of the Al void standard may therefore be used to calibrate the size ranges and scattering strengths of unknown samples.
. In its current arrangement, the ORNL 30 m SANS camera [Koehler (1986) ] consists of the following, in series: a collimation system consisting of two (usually) circukw apertures of 0.5 to 3.5 cm radius separated by 7.6 m; a sample position just beyond the second collimation aperture; beyond this the neutrons scattered by the sample are collected on a 2-dimensional 64 cm x 64 cm position sensitive detector with a pixel resolution of w 1 cm, which can be moved in its vacuum flight tube from 1.2 to 19 m from the sample;
at the detector, the unscattered incident beam is intercepted by a central beam stop. In various configurateions, the instrument can measure a q range spanning 0.05 to 3 nm-1.
A traditional evaluation [Dubner et al (1990) ; Chen and Lin (1987) ] of the macroscopic SANS crosssection for a sample requires the measurement and correction for contributions to scattered intensity from the following instrument components or a sample container: the so-called empty container signal Ie; the ambient background, lb, present during the measurement from external sources when a sheet of cadmium (Cd, a strong neutron absorber) is blocking the beam; and a correction for the efficiency of the SANS camera detector, which is itself evaluated by measurement of a scattering sample. Also required is the evaluation of the transmission oft he sample (and, in most cases, the empty sample container) to correct for attenuation, caused by either absorption or scattering: of the incident neutron beam in traversing the sample. Correction for these effects to obtain the "bare" sample scattering, the measured count at each pixel (denoted by the subscript i), l~,i) is done by combination of the sample, empty cell, and Cd background measurements normalized to incident neutron flux. Denoting the monitor counts for these runs as llf~, Me, and ikfb, respectively, one computes the, so-called, corrected intensity as
for the sample. The factor T~/Z'. corrects for the attenuation difference between the sample in its container and the container's transmission (in the present case T,, = 100!% since the Al standard is self-supporting). Let VW(X) stand for the expect ation E[(X -XO)2], where X. = E(X). Then assuming independence of all three measurements, we can derive that ()
Thus, reducing the systematic bias correction (9) leads to an increase of variance of the data to be processed. The increase in the variance motivated us to develop an approach that is based on building a model comprising all three experimental stages and allowing us to estimate all the required parameters without intuit ive adjustments, such as those given above. Assuming scattering cross-sections low enough (or samples thin enough) that multiple scattering is not significant, the relationship between the macroscopic cross-section of the sample at the scattering vector at pixel i, d~~(qi ) /dQ, and the corrected count is
where @M is the number of incident neutrons corresponding to a unit monitor count, t~is the sample thickness, Afli is the solid angle subtended by pixel i, and~i is the efficiency of the detector at pixel i, that generally varies from pixel to pixel because of the characteristics of the detector electronics.
The full measurement of the cross-section of the sample of interest, therefore, requires the calibration of the instrument characteristics cent ained in the product @M Afl@i. The AQi contribution is relatively simple, requiring only the position calibration of the detector pixel positions from a hole plate measurement in which a known pattern of holes in a Cd plate at the detector allows neutron scattered at the sample position to illuminate only to calculable positions on the detector.
The evaluation of the instrument factor @~+z requires measurement of a standard 1 mm-thick light water sample. Due to the strong incoherent scattering of hydrogen, light water is overwhelmingly an isotropic scatterer, so the differential cross-section is constant: dZHzo/dQ = XHzo/47r. This sample placed at the sample position scatters neutrons evenly across the detector so any apparent variations in illumination from position to position are due to variations in the detector sensitivity y at that pixel +i. After correction for the quartz cell holding the water (as per any liquid sample by equation (9)) and with some slight multiple scattering corrections (light water is a very strong scatterer), we may substitute the known differential cross-section for this sample into equation (10) to obtain @M+i at each pixel on the detector. In the remainder of this report, we reconsider the data reduction method used to obtain the scattering cross-section for a sample of data from neutron scattering experiments.
PARAMETER

ESTIMATION .
3.1
Data
The data used in this analysis came from the following experimental runs: counts (Ia) for the aluminum target, the corresponding data set labeled counts (1~) from a run with the scatterer removed, the corresponding MT1; by AL4; data set labeled by counts (lb) from a run when the beam is blocked with cadmium (i.e., the beam-closed background), the corresponding data set labeled by CD1; counts (lW) from a raw 1120 scattering run, the corresponding data set labeled by SEIVS; and counts (lWe) from a run associated with the raw 1720 scattering data when the H2 O scatterer is removed, the corresponding data set labeled by MT2.
Figures 1-5 provide a graphical summary of the observed counts. In all these and subsequent figures, the z and y axes are converted to the momentum units corresponding to the scattering on the aluminum target. The estimation of the parameters in all models discussed in this study .
involves a multi-stage procedure with the following stages:
Data estimating the parameters in the sensitivity function~, using a polynomial approximation;
scaling of the observed intensities in the AL4 data set by dividing each observed intensity by the product of the target transparency factor~and the estimated sensitivity from the first stage;
scaling of the observed intensities in the MT1 and CD 1 data sets by dividing each observed intensity by the estimated sensitivity from the first stage; and jointly estimating the parameters in. the derived model using the scaled intensity values from the AL4, MT1, and C'D1 data sets.
Sensitivity Analysis sets S-ENS and MT2 were used to estimate the sensitivity function, +, which was approximated by the following second-order polynomial in the momentum coordinates (Z and y) of each pixel: * @(x, y; a) % ao + alz + azy + rL3X2 + a4y2 + U5W,
using the observed intensities from S.ENS. The estimated coefficients in the approximation to @ . were normalized so that O < @ < 1, where~is the estimated value of @ using the least squares estimates of the a's. Data set MT2 was used to eliminate pixels with unusual observed counts (see Figure 5 ). Since one would expect these counts to be relatively constant over the range of z and g values, those pixels with MT2 counts >20 and also q2 = X2 + y2 values <0.005 were omitted from consideration in the estimation of the function~. In addition, because of the abrupt decline in the sensitivity values at the extreme range of the z and~values, pixels around the edge of the grid were also omitted from consideration. To include the marginal pixels data in the analysis, we would have to replace (11) by more complicated models, e.g., we might use a piecewise polynomial. The range of x and y was defined in order t! eliminate the dramatic decline around the edge of the SEIVS data (see Figure 4) . The selected ranges were -0.22 < z <0.22 and '-0.22 < g <0.20.
Assuming that the observed counts follow a Poisson distribution, we have the following regression model to analyze E(.lWlz, y) = VaT-(lW1~,y) = +(z, g; a).
In Appendix 1, the properties of the maximum likelihood estimator and the corresponding numerical algorithms are discussed in detail. Here we ordy note that the algorithm is based on the reweighed least squares procedure using the NLIN procedure in SAS (1989) . The computed estimate, J($, Y) = 4(z, y; a), is presented in Figure 6 . The blank grid elements correspond to outliers detected in the background noise measurements. Because of the orientation of this plot, it is not possible to see additional blanks in the vicinity of the center. Note that the standard error of J(z, g) changes horn 0.00086 to 0.00245. These numbers are significantly less than the standard errors (0.0153 and 0.0198, respectively) for the raw lW that are usually recommended for data corrections [see Chen and Lin (1987) ].
Fitting the Compound Model
From the physics of observed counts 1., 1,, and Ib (see also Figures 1-3) , it is clear that each must be described with its own model. To combine all three into one response surface model [see Box 
where OT = (81*, 62~, 193~), ql (q, @l) models the scattering by the aluminum target,~(q, 82) is the model for the empty cell scattering, and q3(q, 03) is the noise or background signal model. The symmetry with respect to rotation is assumed everywhere and, therefore, all models depend only upon the momentum value q = {z-. The multipliers tl, t2,and t3 are the times used to measure 1., 1., and 1~, respectively. The z's are dummy variables such that (ZI, 22) = (1, 1), (Z1, .Z2)= (O, 1), and (Z1, Z2) = (O,O) when 1.,1., and Ib are correspondingly measured. We assume that the observed counts have a Poisson distribution, and E (Ilq, Z, t; 6) = q(q, z, t; e) .
If the neutron source has an intensity that varies in time, then the times -tI, f,2, and t3 must be replaced by the monitor counts. The replacement is valid in the framework of (12) and (13) only if . the monitor counts are large. Otherwise, we must consider their randomness and introduce models describing this randomness. For instance, if, at all pixels, the registered counts have a Poisson distribution, then normalization by the monitor counts leads to the necessity of considering the . conditional distribution of counts given the overall counts (which are proportional to the monitor counts). This conditional distribution is multinominal [see Johnson and Kotz (1969), Chapt. 4.4] Model (14) describes the number of scattered neutrons given q, z, and t. To model the number of registered particles, we can either inflate the observed data dividing them by the efficiency function +(q)and b the transparency coefficient v, or muWy correspondingly the function q(q, z, t; 8).
Theoretically, both procedures are equivalent. We used the first adjustment. The mathematical background to use " inflation" may be found in Johnson and Kotz [(1969), Chapter 8.2] , where the compound Poisson-binomial distribution is discussed in detail.
Following the technique presented in Appendix 1, we use the reweighted least squares method of estimation with the SAS NLIN procedure [SAS (1989) ] to obtain the maximum likelihood estimates of the 0's. The weighting function w(q, z, t; 8) for this model is given by~(q) [7Z1ZZ+ 1-.zI]/q(q, z, t;(?), since the actual observations for the~a and le data sets can be related to a compound Poissonbinomial distribution as mentioned earlier.
We have considered three alternatives for model (13) . In all of these alternatives, T72 (q, 62) and q3 (q, 193) were approximated by first degree polynomials in g2. The first component of ql (q, 61) was subsequently [compare with (7) and (8) 
We have used all observations satisfying the following:~= 0.95; q2 > 0.005; -0.22 < x < 0.22; and -0.22 < y <0.20. For the first and third alternatives, Rg = =, and for the second alternative R9 = d12~.
Figures 7-9 are scatter plots of the residuals~.e., (observed -predicted) versus momentum] for all three alternative models. Only the plot in Figure 9 shows no systematic bias patterns within the cone-shape scatter of residuals that is typical for Poisson distributed data. The presence of patterns, which are seen in Figures 7 and 8 , indicates some bias in the model being used to describe the dependence.
The values of
2=1
for the above models are 1.306,2.039, and 1.115, respectively. Theoretically, V2 must be close to 1 for the "good" models. These numbers indicate that (17) is the best choice. To our knowledge, the negligence of the following facts can lead to the noticeable systematic deviation of the physically sound models (15) and (16) Using the Taylor expansion we can find the correction terms that must be added to observations in an iterative manner. The randomness of 129results in the correction term
where 7 = l?~q, q~stands for the second derivative of ql with respect to T and p3 is the third central moment of the probability density of Rg. 
where (Aq)~is the average value of (Aq)~over an area associated with a given pixel; that area is assumed symmetrical with respect to~. In iterative calculations similar to those proposed in A. 1, the true parameter may be replaced by estimates from the previous iteration. Note, that the similar correction formulae may be derived to describe the neutron collimation system smearing effects.
In the remainder of this section we present the detailed statistical information only for model (17). Table 1 gives a summary of the parameter estimates for this model with -y = 0.95, and the previously mentioned restrictions of~, y, and q2. Figure 10 shows the exponential decline in the Figure 11 is a plot of the observed versus the predicted AL4 intensities along with the 1:1 line for reference. The observed pattern about this line reveals a well-behaved fitted model. Figures 7-11 are frequently used visual aids to evaluate the proposed model adequacy in describing the observed data, and, generally, these plots reveal a fitted model that does quite well in describing the variation in the observed intensities. Additional residual plots for the MT'1 and CD1 data sets are given in Figures 12-13 . The layered pattern in these residual plots is expected because of the integer nature of the data.
Statistically, the considered model fits data adequately. However, the estimated value of R~= r 38~z = 20.7 nm is significantly (in the statistical sense) greater than the commonly accepted 4 value R9' = 20.2 nm [Wignal and Bates (1987) ]. A possible explanation of that may be the phenomena described by (19) and (20). We fitted model (17) with 012 and 614 fixed at 136.0 nm and 68.0 = 812/2 correspondingly. The value of 012 was selected to match Rg = 20.2 nm. The chosen relationship between 012 and 014 is based on the assumption that there exists a noticeable secondary neutron scattering.
Considering two consecutive scattering as adding two independent and identically distributed random variables we may conclude that 2614 = 612 [the variance of the sum of independent random variables equals the sum of their variances; for the more detailed analysis see Schelten and Schmatz (1980) ]. Figure 14 shows that the fitted function is going s~ightly above the data point cloud wherever q" (~) < O; compare with Figure 10 . This fact agrees with (19) and (20). Note that 6$1 = 53.8 and 814 = 3.4, i.e., about 6% of the total number of scattered neutrons is attributed to double scattering. This number is higher than N 1% that we derived from Schelten and Schmatz (1980) .
In the appendix we explain why the use of the compound model (13) is more preferable than the stage-wise analysis of the scattering data with the target, cadmium shield, and the empty cell. In .
short, the use of a compound model may be considered as a more sophisticated handling of the available information. However, that sophistication results in more complicated computations, and .
we have to be cautious when the total number of unknown parameters becomes large. It is much easier to minimize in two-dimensional space (model q3, describing background noise), then again in two-dimensional space (model q2, describing scattering on empty cell), and, finally, in threedimensional space (model ql ), describing scattering on the aluminum target). The pixel-wise data correction, which is common in SANS [see, for example, Chen and Lin (1987) . .
-.
.:
-. a particular case of consecutive analysis with a number of unknown parameters at each of the first two stages (background noise and scattering on empty cell) being equal to the number of pixels. There is one positive thing about the latter approach, namely, we do not need any models (see our qz (q, 192) and q3(~, 63) ) to describe the neutron counts. Hence, no systematic bias, due to the wrong selection of model(s), would appear in the estimators. However, the presence of a large number of nuisance parameters can lead to a drastic increase in the variance of the estimators of the main set of parameters.
4
ROBUSTNESS OF ESTIMATORS
From now on, our discussion is based mainly on model (17). As an additional consideration of the effect oft he choice of CY and the q2 restriction on the parameter estimates, the parameters were aIso estimated for the following choices of these conditions: 7 = 1.00, q2 >0.003
'-r= 1.00, q2 >0.007 -y = 0.90, qz >0.003
'r = 0.90, q2 >0.007 Table 2 is a summarization of the parameter estimates for these four combinations plus the combination of -y = 0.95 and q2 > 0.005; in all cases -0.22 < z <0.22 and -0.22 < y <0.20. We shall focus on the parameter of prime interest, 012. Although the parameter estimates did not change drastically across these combinations, there was an indication that the standard errors on the parameter estimates increased as q2 went horn 0.003 to 0.007.
The increase in the standard errors is a simple reflection of the statistical fact that the standard error of any reasonable estimator is decreasing, if the number of observations included in the analysis increases and the underlying model is valid (i.e., the bias is much less than the standard errors of the observations). One may recollect, for instante, that the standard error of the arithmetic mean decreases as /number of observations. In our case, the increase of q2 means the decrease in the number of observations, which results in the increase of the standard error. Thus, the recommendation is to enlarge the number of pixels (i.e., to decrease q2) until the model is still valid and there is no indication of the presence of counts generated by the direct neutron beam. The estimate of the most interesting parameter, 812, varies noticeably, and it is getting worse for large q2 when we leave the area in which the Guinier model works best. Note that the reference value for OU = R~/3 & 136.0 nm according to [Wignall and Bates (1987) ]. Table 3 gives the parameter estimates for model (15) and the same restrict ions as in Table 1 . The most significant change in the parameter estimates for this reduced model when compared with the similar parameters in the full model (Table 1) , is the change in sign and magnitude of the 1920 and 021 parameters. This result again follows from the poor ability of the Guinier model to approximate the data for large q~and the fact that the function 72(q2) "tries" to compensate for this, Table 1 and Table 3 reveals a significant drop in value of &2. It can be explained by any of the causes discussed in the previous section, but most probably by the fact that model (15) is valid only for the small momentum, q. It is also expedient to analyze how variations of the upper extreme of q2 may affect the estimate of the parameter t?l~. The range on q2 was defined by 0.005< q2 < q~ax with q~a= = 0.01 to 0.04 in steps of 0.005. Table 4 provides a summary of the f312estimates for models (15) and (17) as a function of q~ac when -y= O.95. The value of qz = 0.097 corresponds to the restrictions from Table 1 .
From a review of Table 4 , the following conclusions/observations may be made: The estimates for the standard errror of @12for the Guinier model must be considered very taut iously starting with q&aZ = 0.020. Thk is because of the poor approximation of "tail" observations by that model with extremely low predicted values of fi(q) that lead to exaggerated weights and consequent Iy artificially low estimates of the standard error of &2. See also equation (29) in the appendix.
As q~.z increases, the estimates of 612 diverge from the expected value of 136. For the double exponential model, the large values of q~az appear to produce over estimates of 012.
As an additional
consideration, we compared the estimates of (?12 in the following models for
18
. , The same restrictions on the range of q2 were used for this where @(r3q) = [Sin evaluation. For the model given in (23), the estimation procedure did not converge for the small values of q~az and numerical estimation problems (singular Hessian matrix) were also encountered for the remaining values of q~az. Therefore, this model was excluded horn consideration. Table  5, which is similar to Table 4 , provides a summary of the 012 estimates for the first Rayleigh-type model. Table 5 , the following conclusions/observations may be made: The standard errors of the 012 estimates generally were smaller for the two-parameter model than the four-parameter model. 
From a review of
EXPERIMENTAL DESIGN
In the results presented in earlier sections, the longevity sampling times for the measurements with the aluminum scatterer, with the empty cell, and the cadmium shield were -tI = 20 rein, t2 = 10 rein, and t3 = 45 rein, respectively. Throughout the model evaluation, the primary attention has been focused on the estimation of the 612 parameter. It is known from research in the design of . experiments that the precision of O (the estimate of 0) depends on the times t1,t2,and t3; i.e., for a given set of neutron beam intensities, sensitivities, and true values of the unknown parameters, the standard error of@ may increase or decrease depending upon the choices for tl,t2,and t3.The goal is to select those counting times so as to minimize, or at least reduce, the standard error of some or all components of the vector 8. If D (~) is a m x m covariance matrix, whose diagonal elements are the squares of the above-mentioned standard errors of the estimator 6, then it is expedient to minimize some function of this matrix [see Fedorov and Hackl (1997) -(412) . Therefore, we are looking for (-L1, t2,t3) ,that minimize the quantity Var(&2) subject to the constraint -tI + t2+ t3 = T. Unfortunately, this optimization problem depends upon the true value of the estimated parameters (see more details in Al). Therefore, we can construct only a locally optimal design [see Fedorov and Ha&l (1997) , Chap. 5.6].
We used the parameter estimates as given in Table 2 for~= 0.90 and q2 >0.007 to replace the unknown true values of 812 and assumed that T = 75 min. It was found that the 'optimal t3 must be equal zero, Correspondingly, the third component in our compound model (13) maybe omitted. Figure 15 shows the dependence of the standard error of 812 as a function of tl given -t3= 5 min. In this case the best tl is approximately 67.5 min and the standard error of &2 equals 0.79. For t3 = O the best time has approximately the same value while the standard error of 412 equals 0.75. 
St.
This value can The primary conclusion from this exercise is that a significant reduction in the standard error for the parameter of interest (or, equivalently, an increase in the precision) can be achieved by increasing the tl counting time and reducing the other counting times, if the compound model is used for parameter estimation.
APPENDIX
A.1 Iterated Maximum Likelihood Estimators
This appendix outlines the method used to obtain the maximum likelihood estimates of the unknown parameters in the models derived in Section 2 that are used to describe the intensity observations as a function of momentum. Let I be the n x 1 vector of observed counts (scaled by the appropriate sensitivity as discussed in Sections 2 and 3) from the subset collection of 64 x 64 array of pixels to be used in the estimation phase, Z.e., all restrictions on Z, y, and q2 = X2 + g2 have already been incorporated into the data set to eliminate any suspect detectors from considerateion. If we assume the components of I to be the realization of n independent Poisson random variables, then the likelihood function of the sample vector I is given by
2=1 i=l where p (xi, 19)is the assumed model for the mean intensity similar to that used in Sections 2 and 3; Zi is the k x 1 vector of explanatory variables associated with the @ pixel (e.g., qz,qg, q2, or the observation times tl, t2,and t3); and O is the m x 1 vector of unknown parameters to be estimated from the observed data. Our objective is to maximize 1(1,6) with respect to the elements of 6.
The likelihood is regular in this problem; therefore, we must find a solution of the following system of equations: .
(29) %=1 * The estimator @ belongs to the class of, so called, iterated estimators. More detailed mathematical discussion can be found in Fedorov and Hackl (1997) , Section 1.3; practical aspects are discussed in Frome et al. (1973) . It is worthwhile to note that the estimator @ is consistent and has an asymptotically normal distribution with the expectation coinciding with the true values of the estimated parameters and the covariance matrix, which can be approximated by (29).
A.2 Comparison of estimators for compound and partial models
In this section, a comparison of two approaches of estimating the parameters 6 will be made. The joint method uses the maximum likelihood method to estimate the parameters in 6 simultaneously using the compound model (as in (13), for instance); whereas, the second method estimates separately a subset of the components of 6 and then uses these estimates to obtain estimates of the remaining components. As an example, consider data from two experiments. Let lU, xlz be the collection of nl observations from the first experiment with 
.
Let 12i, x2i be the collection of n2 observations from the second experiment with E(qx) = @.(x,8~). .
(31)
For the sake of simplicity, we assume Var(I\x) = 02 for both experiments. This assumption may be easily abandoned without affecting our conclusions. In the case of a linear regression model, where 01 and 62 are ml x 1 and m2 x 1 vectors of the unknown parameters and fl (x) and f2 (x) are ml x 1 and m2 x 1 vectors, respectively, of known functions of the independent variable. It can be shown that the best linear unbiased estimator of 13~= (d~~~) is [see Fedorov and Hackl (1997) The interest in the partial least-squares estimators stems from following procedure is used, especially when the parameters in Although we have considered only the linear case, the same conclusion should hold asymptotically for the nonlinear case.
. .
