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ON THE DYNAMICS OF RANDOM NEURONAL NETWORKS
PHILIPPE ROBERT AND JONATHAN TOUBOUL
Abstract. We study the mean-field limit and stationary distributions of a
pulse-coupled network modeling the dynamics of a large neuronal assemblies.
Our model takes into account explicitly the intrinsic randomness of firing times,
contrasting with the classical integrate-and-fire model. The ergodicity proper-
ties of the Markov process associated to finite networks are investigated. We
derive the limit in distribution of the sample path of the state of a neuron
of the network when its size gets large. The invariant distributions of this
limiting stochastic process are analyzed as well as their stability properties.
We show that the system undergoes transitions as a function of the averaged
connectivity parameter, and can support trivial states (where the network ac-
tivity dies out, which is also the unique stationary state of finite networks in
some cases) and self-sustained activity when connectivity level is sufficiently
large, both being possibly stable.
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1. Introduction
1.1. Leaky Integrate and Fire Neuron Models. We investigate a model of
neuronal network in which the state of a neuron i at time t is given by a jump process
describing the membrane potential of a cell. Transitions occur either when a cell
receives an action potential from another cell in the network, or when the cell fires
a spike and is reset to its resting potential. This event occurs randomly at a state-
dependent rate. The inspiration for the development of this model is the celebrated
leaky integrate-and-fire neuron (see biological motivation below in section 2). The
original integrate-and-fire model has been studied under the assumptions that the
membrane potential of each cell is noisy, and that spikes are fired as soon as a fixed
threshold VF is exceeded. It can be described as an hybrid ODE with jumps:
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2 PH. ROBERT AND J. TOUBOUL
— if Xi(t−) < VF
dXi(t) = −Xi(t) dt+
∑
j 6=i
wji(t) dDj(t) + dI
e
i (t),
— if Xi(t−) = VF
dDi(t) = 1, Xi(t) = VR,
with f(t−) the left-limit of f(·) at t and Dj(t) the number of spikes of cell j up to
time t and wji(t) is the input of cell j sent to cell i when it fires at time t. The
quantity Iei (t) is the external input to cell i.
Caceres, Carrillo and Perthame in [6] have demonstrated the interesting property
that in the mean-field limit, the solutions blow-up in finite time. While this may
attributed to the instantaneity of spikes firings and their immediate effects on the
firing of other cells, it remains a non-trivial issue since this blow-up also occurs when
considering propagation delays [7], which prevents from avalanche phenomena and
instantaneous self-excitation.
It should be noted that in most of works of the literature the stochastic com-
ponent of this dynamical system is generally represented by the external input
(Iei (t)), see Section 1.2. It is classically considered to be a Gaussian process de-
scribing the effect of the neurons belonging to other populations. In these models
the firing mechanism of a given neuron is a deterministic function of the input
received. Experimental data suggest nevertheless that the firing process has a sig-
nificant random component. A number of theoretician and experimentalists have
discussed this issue [8, 26], and we briefly summarize their findings in section 2. All
in all, a more accurate description incorporates the intrinsic spike time variability
by considering that neurons fire according to a non-homogeneous Poisson process,
with a rate being an increasing function of their voltage.
The stochastic model investigated in this paper describes the occurrences of
spikes as follows. A cell with membrane potential x fires at rate b(x) where x 7→ b(x)
is a non-decreasing function. Note that the threshold model corresponds to the case
b(x)=0 if x<VF and b(x)=+∞ otherwise. In this context, the analogue of the above
differential equations are given by
(1) dXi(t) = −Xi(t) dt+
∑
j 6=i
Wji(t−)N jb(Xj(t−))(dt)−Xi(t−)N ib(Xi(t−))(dt)
where
— N jy (dt) denotes a Poisson point process with rate y ≥ 0,
— For s ≥ 0, (Wij(s)) is an i.i.d. sequence of non-negative integrable random
variables,
and f(t−) denotes the left limit of the function f at t. In particular, VR is set
to be 0, after a spike the state of a neuron is 0. A more formal formulation of
these equations is given in Section 3. Note that intrinsic randomness occurs in this
model through the firing mechanism with the Poisson processes but also through the
fluctuations of synaptic efficacy Wji(t) representing the effect of a spike of neuron
j on the membrane potential of neuron i at time t.
The quantity b(0) is the rate at which a neuron fires when its membrane potential
is at rest, i.e. when it is not driven by spikes from other neurons. It can be
interpreted as the firing rate of the cell due to external noise. In this way the
firing rate can be decomposed as b(x)=b(0)+[b(x)−b(0)], the sum of external and
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intrinsic firing rates. In other words, our network incorporates input from cells not
belonging to the network considered as a Poisson Process with constant rate: this
is the classical interpretation behind the Gaussian input authors generally consider.
1.2. Brief overview of the literature in neural mean-field dynamics. As
we have already remarked, networks of integrate and fire neurons have been mainly
studied mathematically with the assumption that the randomness is essentially
contained in the external input (Iei (t)) and that it is a continuous process driven
by a Brownian motion. In this setting the classical tools of stochastic calculus, Itoˆ
Formula in particular for probabilistic approaches, can be used to investigate the
behaviour of these networks.
There are several works using PDEs, see Caceres et al. [6, 7], Pakdaman et
al. [23, 25, 24]. Recently, these were complemented by probabilistic approaches
Delarue et al. [13, 12] and Inglis and Talay [16] with Gaussian processes. At the
other end of the spectrum of mathematical models for neurosciences are the detailed
conductance-based models. These systems represent accurately the different ionic
exchanges at play during the firing of an action potential. This has been the subject
of a number of recent works in the domain, see [35, 36] in the context of spatially
extended networks. Although these models lead to complex equations, some simple
models for the firing rate of neurons, are tractable. For these networks, it should
be noted that there is an interesting behavior as a function of noise levels in a
mean-field context, see [34].
To the best of our knowledge mathematical models of neural networks using
Poisson processes to describe the occurrences of firing events are more rare com-
pared to models with Brownian random components. The main reason is, probably,
the fact that the corresponding stochastic calculus is more awkward to deal with.
But there has been a renewed interest recently. De Masi et al. [11] investigated a
model with firing rates depending on the state of the cell but without the leaking
term of the integrate-and-fire model. They proved an hydrodynamic limit behavior
by using coupling methods on a discrete-time version of the process. The same
model has been investigated by Fournier and Lo¨cherbach [21] where a quite general
mean-field convergence result is proved with an explicit upper bound on the rate of
convergence to the mean-field model. In this paper [21], appeared independently
at the same time as the first version of the present paper, the analysis of Section 3
and 4 parallel, with different methods, Sections 5 and 6 below.
1.3. Summary of the results. The main goal of the present paper is to investi-
gate the stability properties of these networks whose firing mechanisms are driven
by Poisson processes. The state of the network is described in terms of the solu-
tions of Equation (1). We first consider finite-sized networks and then the limit of
the system as the network size tends to infinity; in both case, we analyze of the
corresponding invariant distributions.
Finite Networks
It is shown that if there is an external noise, i.e. b(0)>0, then there exists a
unique non-trivial invariant distribution for the Markov process (Xi(t)). An explicit
representation of the invariant distribution is given when b(·) is a constant function.
When b(0)=0 it is shown that, almost surely no spike occurs after some time. The
network dies with probability 1 in this case, and the Dirac mass at 0 is the unique,
trivial, invariant distribution.
4 PH. ROBERT AND J. TOUBOUL
The Harris recurrence properties of the associated Markov process are proved in
Section 4. They rely on a regeneration argument and the invariant distribution is
obtained via a backward coupling argument.
Large Networks
For large size networks, the output of cell j to cell i when cell j fires at time t, the
variable (Wji(t)), is taken as (Vji(t)/N) where (Vji(t)) are i.i.d. integrable random
variable so that Equation (1) of the evolution of (XNi (t)) becomes
(2) dXNi (t) = −XNi (t) dt+
1
N
∑
j 6=i
Vji(t−)N jb(XNj (t−))(dt)−X
N
i (t−)N ib(XNi (t−))(dt)
It is shown that provided that b(·) satisfies some growth condition and other tech-
nical conditions, a mean-field result holds. In particular, the distribution of the
sample path of the state of a cell of the network converges in distribution to the
solution of the non-linear stochastic differential equation, the associated McKean-
Vlasov process (Z(t))
(3) dZ(t) = −Z(t) dt+ E(V )E(b(Z(t))) dt− Z(t−)Nb(Z(t−))(dt).
One of the problems here is to cope with the fact that the function (b(x)) is not
necessarily Lipschitz like b(x) = λxα with α > 1 which will be considered. This is
generally a source of trouble to get mean-field results. See Sznitman [33] page 176
and Scheutzow [31] for example. As it will be seen, a control of the sample paths of
the firing events is the main technical ingredient to overcome this problem. Another
difficulty is to deal with the discontinuities due to Poisson events and the associated
Itoˆ calculus.
Invariant States
The last part of the paper is devoted to the properties of the invariant distributions
of Equation (3). When b(0)=0 the Dirac mass at 0, δ0, is always a possible invariant
distribution, its stability properties are investigated.
In the linear case, b(x)=λx, it is shown that if λE(V )<1 then δ0 is the unique
invariant distribution but if λE(V )>1 there exists a non-trivial invariant distribu-
tion for (Z(t)). The existence of non-trivial distribution suggests a quasi-stationary
phenomenon. It is known that, in this case, the state of the network of finite size is
dying with probability 1 absorbed at 0. Nevertheless if λE(V )>1, starting from a
large initial state, the time before absorption at 0 is quite large. Before absorption,
the state of the network can be, for a while, in a local equilibrium.
More striking, it is shown that if b(x)=λxα with α>1, then there exists some
ρc>0 such that if λE(V )>ρc then, in addition to the trivial invariant distribution,
there exist at least two non-trivial invariant distributions for (Z(t)). Simulations
presented at the end seem to suggest that one of them is stable but not the other
one and that δ0 has a non-empty basin of attraction.
Outline of the paper
The paper is organized as follows. In section 3 we present our model and the main
results of the paper, before addressing in section 4 the properties of finite networks.
The following sections are devoted to the analysis of the limit as the system size
diverges: we analyze the properties of the McKean-Vlasov limit in section 5, and
show the mean-field convergence of the network towards this limit in section 6. We
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conclude with the analysis of invariant distributions of the McKean-Vlasov equation
in section 6.
Acknowledgments
The authors are grateful to Nicolas Fournier for his remarks and for pointing out a
mistake in the proof of Theorem 3 in the first version of the paper.
2. Biological background
Neurons are intrinsically noisy electrically excitable cells, that transmit infor-
mation through stereotyped electrical impulses, called action potentials, or spikes.
Spikes are transmitted through synapses to all connected neurons, which have the
effect of either increasing (excitatory) or decreasing (inhibitory) their membrane
potential. In the cortex, neurons tends to form large populations of statistically
identical cells, receiving the same input and strongly interconnected. These cortical
areas (or cortical columns) are of the order of a few millimeters and contain hun-
dreds to hundred of thousands of neurons. In such structures, neurons fire spikes
when the difference of electrical potential between the intra- and extra-cellular do-
mains is sufficiently large (hyperpolarization), therefore occurring in response to a
sufficient amount of excitatory spikes received by the neuron.
The spiking nature of the neuronal activity motivated the introduction of a sim-
ple heuristic model of single cell, the integrate-and-fire neuron, which makes the
assumption that the membrane potential linearly integrates the inputs it receives
and fires a spike as soon as a fixed voltage threshold is reached. This model, in-
troduced in the beginning of last century by Louis Lapique [18], has given rise to
an extensive literature (see e.g. Burkitt [4, 5] for reviews). The introduction of
this model was instrumental in the advances made in the mathematical and com-
putational understanding neurons’ activity. Though overly simplified, this model
has allowed to take advantage of the stereotyped, fast nature of spikes to focus
on the important problem of spike timings. Moreover, this model, for its relative
simplicity, has allowed interesting mathematical developments and yielded better
understanding of isolated cells, see Brunel [2].
In biological conditions, it has been observed that neurons display a noisy activ-
ity. The first model integrating randomness is due to Gerstein and Mandelbrot [14]
who incorporated to the model random spike arrivals as a random walk. This model
did not considered the intrinsic nature of the nerve cells firing times, but rather
considered that this randomness was due to incoming spikes from cells outside of
the network considered, i.e. disregarded the fact that isolated cells actually display
an intrinsically noisy activity, i.e. fire irregularly even when disconnected from their
network. This seminal model, interesting in many regards, lead to many develop-
ments. In particular, diffusion limits of the incoming spike strain using stochastic
differential equations, see Knight [17] and Stein [32] lead to the introduction of the
celebrated leaky integrate-and-fire model. This type of model has been paramount
in the study of noisy integrate-and-fire since then and lead to develop new technique
to analyze their singular behavior. See e.g. Brunel [2, 3], Delarue et al. [12] and
Caceres et al. [6] to cite a few.
At the level of one cell, classical models assume random arrivals of spikes. In
a diffusion limit, it is represented as an external additive Brownian noise. In the
context of a large set of cells, randomness of spike times due to intrinsic variability
is nevertheless an important phenomenon which cannot be ignored, see e.g. Rolls
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and Deco [30]. Another drawback of the classical noisy integrate-and-fire neuron is
the presence of a fixed threshold. This feature, abstraction of the actual dynamics
of neurons, induces a number of artifacts, among which the so-called avalanche
effects. It occurs in excitatory networks, corresponding to an explosion of the spike
rate: all neurons fire instantaneously at the same time inducing again all neurons to
fire again. And these phenomena do occur, generically, in the mathematical models
of integrate-and-fire networks, as shown in Caceres et al. [6]. All this context
points to the fact that the integrate-and-fire neuron model, interesting in order to
understand single isolated cells in a non-noisy context, may not be the best model
when considering the behavior of very large networks of noisy neurons as appearing
in physiological conditions in the brain.
Accounting for the intrinsic randomness of firing times has been a longstanding
issue in computational neurosciences. The fact that nerve cells integrate the input
received and fire spikes at random times with an intensity depending on their mem-
brane potential. Instead of continuous Gaussian processes, a natural model is to
consider that the membrane potential is driven by inhomogeneous Poisson jumps
whose intensity is a function of the voltage of the cells. This model has been intro-
duced one century later than the integrate-and-fire model in Chichilnisky [8] and is
called linear-nonlinear Poisson model. This model seems particularly well suited in
order to represent the neuronal firing, and displayed a good fit with experimental
data, allowing precise prediction of spike trains Pillow et al. [26, 27]. The present
study use this model as the building block of our networks.
The model we shall study in the present paper has the interest of conserving the
discrete nature of spikes, allowing to characterize the statistics of spike trains in the
limit of large networks. Moreover, taking into account intrinsic noise, beyond its
biological interest, ensures well-posedness of the system, allowing to describe the
limit without resorting to additional processes. Eventually, an interesting prop-
erty is that the dynamics of the limit equation can be partially characterized, and
stationary solutions can be described. As it will be seen, depending on the sharp-
ness of the spiking intensity function as well as the average coupling strength,
self-sustained spontaneous activity may arises in infinite networks. This original
phenomenon opens interesting questions on these models.
3. Stochastic Model
We consider a network composed of N neurons, whose state is described by a
scalar variable representing its membrane potential XNi (t) (i.e., the difference of
electric potential between the intra- and extra-cellular domains). This quantity
decays exponentially fast towards zero in the absence of input due to the leak
currents and ions flowing across the cellular membrane, leading the voltage to its
equilibrium value, assumed here to be 0. The timescale of this process is our time
unit, i.e., for 1 ≤ i ≤ N , if the neuron does not spike and does not receive any
spike in the interval of time [T, T ′], the membrane potential of neuron i satisfies
the ordinary differential equation:
dXNi (t)
dt
= −XNi (t).
Neurons fire at random times, according to a voltage-dependent Poisson process
with rate b(x) where x denotes the voltage of the neuron. After spiking, the neuron’s
voltage is instantaneously reset to its rest potential Xi(t) = 0, and the voltage of
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neurons j 6= i are instantaneously updated: their voltage is added the synaptic
coefficient Wij , which are considered to be i.i.d. random variables with law F :
Xj(t) = Xj(t−) +Wij .
For simplicity, it is assumed that the random variables (Wij , j 6= i) are positive
i.i.d. and integrable and that their distribution does not depend on i. In this way,
it is easily seen that the process (X(t)) is Markov process. If x = (xi) ∈ RN+ , ‖x‖
denotes the l1 norm: ‖x‖ = |x1|+ · · ·+ |xN |.
Evolution Equations. An equivalent description of (X(t)) can be provided in
terms of the solution of the following Stochastic Differential Equation (SDE),
(4) dXi(t) = −Xi(t) dt+
∑
j 6=i
∫
R2+
zi1{0≤u≤b(Xj(t−))}Nj(du,dz,dt)
−XNi (t−)
∫
R2+
1{0≤u≤b(Xj(t−))}Nj(du,dz,dt),
where (Nj) are independent Poisson processes, for 1 ≤ i ≤ N , Ni has the intensity
measure given by du⊗Wi(dz)⊗ dt where
W
i(dz) = ⊗i−1j=1W (dzj)⊗ δ0(dzi)⊗Nj=i+1 W (dzj)
is the measure corresponding to the result of the emission of a spike by neuron i
on the voltage of all neurons. In the latter expression, δ0 is the Dirac distribution
at 0 and W (dx) is the common distribution of the random variable (Wij , j 6= i) on
R+ associated with the amount of excitation received by a neuron after a spike of
another neuron.
Equivalently, it can be written as
(5) Xi(t) = −
∫ t
0
Xi(s) ds+ E(W1)
∑
j 6=i
∫ t
0
b(Xj(s)) ds
−
∫ t
0
XNi (s)b(Xj(s)) ds+Mi(t),
where
(6) Mi(t)=
∑
j 6=i
∫ t
s=0
∫ b(Xj(s−))
u=0
[∫ +∞
z=0
ziNj(du,dz,ds)−E(W1) duds
]
−
∫ t
s=0
Xi(s−)
∫ b(Xi(s−))
u=0
[∫ +∞
z=0
Ni(du,dz,ds)−duds
]
,
is the associated local martingale. See Proposition 13 of the appendix and Rogers
and Williams [29] for example.
Extinction properties of the network. From the biological viewpoint, it is
natural to assume that x 7→ b(x) is a non-decreasing positive function since the
higher the potential, the more likely a spike will occur. If the initial state of a neuron
is x and if no spike occurs in the network (no neuron fires) in the time interval [0, t],
its state at time t is equal to x exp(−t), and in particular its instantaneous firing
rate at this time, b(x exp(−t)) decreases to b(0) if t diverges. If this later quantity
is 0, it may happen that the neuron will not spike with positive probability. In this
case, if the components xi(0), 1 ≤ i ≤ N of the initial value of the state of the
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network are too small, there would be an event of positive probability for which
no spike occurs at all. The following lemma provides a sufficient condition on the
behavior of the map b(x) at 0 under which extinction of the network activity does
not occur. Theorem 1 below completes this result.
Lemma 1. If the condition
(7)
∫
[0,1]
b(s)
s
ds = +∞
holds, then a node with a non-zero initial value spikes with probability 1.
Proof. The function x 7→ b(x) being non-decreasing, Relation (7) also holds when
[0, 1] is replaced by [0, a] with a > 0. Let 1 ≤ i ≤ N and Xi(0) = x > 0 then, if τi
denote the instant (possibly infinite) of the first spike of neuron i, one has
P(τi > t) = E
(
exp
(
−
∫ t
0
b(Xi(s) ds
))
≤ exp
(
−
∫ t
0
b
(
xe−s
)
ds
)
= exp
(
−
∫ x
xe−t
b(s)
s
ds
)
since the relation Xi(t) ≥ x exp(−t) holds for t ≤ τ (the other neurons may only
increase the state of neuron i) and that the function x 7→ b(x) is non-decreasing.
By letting t go to infinity, one gets that P(τi = +∞) = 0 by Condition (7). 
Condition (7) together with the monotonicity and a convenient regularity prop-
erty imply in fact that b(0) is positive. The quantity b(0) is the firing rate of a
neuron with a flat potential, it can be see as a representation of the external noise.
We now investigate the stability of the Markov process (Xi(t)). In the absence
of spikes, each of the components decreases exponentially to 0 and it is reset to
0 when the corresponding node fires. The ergodicity property seems to be quite
likely provided that it is proved that the nodes do not fire too quickly as in the
PDE description of Caceres et al. [6]. The analysis of these properties for finite-size
networks are now investigated in order to ensure that these properties hold.
4. Finite Networks
In this section the number of neurons will be kept fixed, so we drop the upper
index N throughout the section for simplicity of the notations.
4.1. Recurrence, Ergodicity and Invariant Measures. We start with a tech-
nical result related to an estimation of the mean return time in a specific compact
set.
Proposition 1. There exists C0 such that if
T0 = inf
{
u > 0 : X(u) ∈ [0, C0]N
}
then, for X(0) = x = (xi) 6∈ [0, C0]N ,
(8) Ex(T0) ≤ ‖x‖ = x1 + · · ·+ xN .
Proof. Let
F =
{
x ∈ RN+ :
N∑
i=1
xi[1 + b(xi)] ≤ (N−1)E(W1)
N∑
i=1
b(xi) + 1
}
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due to the monotonicity property of the function x 7→ b(x), F is a compact subset
of [0, C0]
N , with C0 = N
2E(W1) + 1. Denote
TF = inf {u > 0 : X(u) ∈ F} ,
then clearly T0 ≤ TF .
If X(0) = x 6∈ F and t ≥ 0, define S(t)=‖X(t)‖=X1(t) + X2(t) + · · · + XN (t),
then Relation (5) gives the identity
S(t) = S(0) +
∫ t
0
[
(N−1)E(W1)
N∑
i=1
b(Xj(u))
−
N∑
i=1
Xi(u)(1 + b(Xi(u)))
]
du+
∑
i=1
Mi(t),
where (Mi(t)) are the local martingales defined by Equation (6).
Assume that X(0) 6∈ F , since TF is a stopping time, one has
0 ≤ E(S(TF ∧ t)) = S(0)
+E
(∫ t∧TF
0
[
(N−1)E(W1)
N∑
i=1
b(Xj(u))−
N∑
i=1
Xi(u)[1+b(Xi(u))]
]
du
)
≤ S(0)− E(t ∧ TF ).
One gets E(t ∧ TF ) ≤ S(0) and consequently the desired relation. 
To state the stability properties of the Markov process (X(t)), the framework of
Harris Markov processes now is used. See Nummelin [22] and Asmussen [1] for a
general introduction.
Theorem 1 (Stability).
(1) If the condition
(9)
∫ 1
0
b(s)
s
ds < +∞,
holds then, almost surely, no spike occurs after some finite time, in partic-
ular
lim
t→+∞(Xi(t), 1 ≤ i ≤ N) = 0
and the Dirac mass at 0 is the unique invariant distribution.
(2) If b(0) > 0 and if there exists K > 0 such that W1 ≤ K a.s., then the
Markov process (Xi(t), 1 ≤ i ≤ N) is Harris ergodic.
Proof. Assume that Condition (9) holds. The notations of Proposition 1 are used.
Let X(0) = x ∈ RN+ , x 6= 0. If X(0) = x ∈ [0, C0]N , in the proof of Proposition 1 it
has been seen that if τi is the first time neuron i spikes, 1 ≤ i ≤ N , then in absence
of spikes of the other nodes,
P(τi = +∞) = exp
(
−
∫ xi
0
b(s)
s
ds
)
≥ η def.= exp
(
−
∫ C0
0
b(s)
s
ds
)
> 0.
Consequently if X(0) ∈ [0, C0]N there is a positive probability lower-bounded by
ηN that none of the nodes spike. From Proposition 1 one gets that if (X(t)) leaves
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F then it returns with probability 1, hence almost surely the process (X(t)) will
stop having upward jumps after some time, (1) is proved.
Now it is assumed that b(0) > 0. The strategy of the proof is as follows, in
absence of spikes of other nodes, the duration of time for the next spike of a node
with value y > 0 can be decomposed as the minimum of two random variables
with one of them not depending of y. This property provides a way of having a
regeneration mechanism (i.e. forgetting the value y). If all nodes proceed along the
same line, then the initial value of the Markov process is forgotten after some time
on some event of positive probability, which gives the key regenerative structure of
a Harris Markov process.
If X(0) = x = (xi), one denotes by E
i
1 an exponential random variable with
parameter b(0) and Exi,i1 a random distribution such that
P(Exi,i1 ≥ t) = exp
(
−
∫ t
0
[
b
(
xie
−u)− b(0)] du) .
Hence, starting from the initial state x, if no other spike occurs before, the first
instant when node i spikes has the same distribution as Ei1∧Exi,i1 . The variable E1
is independent of the variables (Ex,i1 , x > 0) which can be chosen so that E
x,i
1 ≤ Ey,i1
for x ≥ y.
For n ≥ 1, one denotes by Yn = (yi,n) the state of the Markov process (X(t))
just after the nth jump/spike. The sequence (Yn) is the embedded Markov chain,
for n ≥ 1 Yn is the state of (X(t)) at the instant of the nth jump. Let f be some
non-negative Borelian function on RN+ . If X(0) = x ∈ F , then, since xi ≤ C0,
Ex(f(Y1)) ≥ E
(
f (Y1)1{E11≤mini(Ei1∧E
xi,i
1 )}
)
≥ E (f (Y1)1A1) ,
where
A1 =
{
E11 ≤ min
1≤i≤N
Ei1 ∧ EC0,i1
}
and, on A1,
Y1 = (y1,1, y2,1, . . . , yN,1) = (0, x2e
−E11+W1,2, . . . , xNe−E
1
1+W1,N ).
This inequality is associated to the event that node 1 spikes first on its “b(0)-
component” E11 . As a result the lower bound of the above relation does not depend
on x1 anymore. We proceed in the same way for the second step, with node 2
spiking this time, and since yi,1 ≤ C0 +K for 1 ≤ i ≤ N ,
(10) Ex(f(Y2)) ≥ E (f (Y2)1A1∩A2) ,
with
A2 =
{
E22 ≤ min
1≤i≤N
Ei2 ∧ EC0+K,i2
}
and
Y2 = (W2,1, 0, y3,1e
−E22+W2,3, . . . , yN,1e−E
2
2+W2,N ).
on the event A1 ∩A2. This time the lower bound (10) does not depend on x1 and
x2. We can proceed recursively, and finally get the relation
Ex (f(YN )) ≥ E(f(Z)1A) , ∀x ∈ F,
where the random variable Z and the set A do not depend on x ∈ F and that
P (A) > 0. Consequently F is a regeneration set of the Markov chain (Yn), see
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Asmussen [1, page 198] for example. The Harris property of the Markov chain has
been established. To prove the ergodicity, it is enough to prove that if
T+0 = inf
{
u > 0 : X(u) ∈ [0, C0]N and ∃v ≤ u,X(v) 6∈ [0, C0]N
}
,
is the first return time to F after an exit, then
sup
x∈F
Ex(T+0 ) < +∞.
See, for example, Asmussen [1, Theorem 3.2, page 200] and Robert [28, Proposi-
tion 8.12, page 221]. For x ∈ F , the first time (X(t)) is in y = (yi) outside F ,
necessarily yi ≤ C0 +K, consequently, by the strong Markov property,
Ex(T+0 ) ≤ sup
y=(yi)6∈F,
maxi yi≤C0+K
Ey(T0) ≤ C0 +K,
by Proposition 1. The theorem is proved. 
4.2. The State-Independent Process. The case when the firing rate function
b is constant is investigated. In this setting, the neurons spike independently of
their state. This is one of the very rare cases where one can get some substantial
information on the distribution of the equilibrium of the network.
Proposition 2. If the firing rate is constant and equal to λ > 0, then the invariant
distribution of the Markov process (X(t)) is the law of the vector (X1, . . . , XN ) with
(11) Xi =
∑
j 6=i
∑
k≥1
W jike
−tjk1{tjk≤ti1}, 1 ≤ i ≤ N,
where, for 1 ≤ j ≤ N , (tjk, k ≥ 1) are N i.i.d. Poisson point processes on R+ with
rate λ and, for i, k ∈ N, the random variables (W jik, 1 ≤ j ≤ N) are i.i.d. with the
same distribution as W1.
Proof. The proof relies on a backward coupling argument, see Levin et al. [19] for
a general presentation of so called coupling from the past methods and Loynes [20]
for one of its early uses. Let (Nj , 1 ≤ j ≤ N) be N i.i.d. Poisson Processes on R
with rate λ, for 1 ≤ j ≤ N , Nj is the sequence of instants when the jth node spikes.
Note that the time interval considered is (−∞,+∞). Assume that for some fixed
T > 0, Xi(−T ) = 0 for all 1 ≤ j ≤ N , then, by using the invariance properties of
Poisson processes, it is not difficult to see that (Xi(0), 1 ≤ i ≤ N) has the same
distribution of the state of the network at time T when it starts empty at time 0.
For 1 ≤ i ≤ N , if ti,−1 is the last instant of spike of node i before time 0, then
if −T ≤ ti,−1 state of this node at time 0 is determined by the spikes of the other
nodes after time ti,−1. If node j 6= i spikes at time s, ti,−1 ≤ s ≤ 0, then the
contribution at time 0 for node i is the value of the spike multiplied by exp(s).
Consequently, if T is sufficiently large the value of X(0) does not depend on T and
its distribution is the law of the vector given by Relation (11). The proposition is
proved. 
Proposition 3. When the firing rate is constant and equal to λ, the Laplace trans-
form of the state of a node at equilibrium is given by, for ξ ≥ 0,
E
(
e−ξX1
)
=
∫ +∞
0
exp
(
−λ(N − 1)
∫ x
0
(
1− W˜ (ξe−u)) du)λe−λx dx.
where W˜ (ξ) = E(exp(−ξW )) is the Laplace transform of W at ξ.
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This formula gives P(X1=0)=1/N , which is simply the probability that the node
is the last one which spiked. Similarly, the expected value at equilibrium is given
by E(X1) = (N − 1)E(W )λ/(λ+ 1)
Proof. With the same notations as before,M = N2 + · · ·+NN = (sn) is a Poisson
process with rate λ(N − 1), and the above proposition gives that
E
(
e−ξX1
)
= E
exp
−ξ∑
n≥1
Wne
−sn1{sn≤t11}

= E
E
exp
−ξ∑
n≥1
Wne
−sn1{sn≤t11}
∣∣∣∣∣∣ (sn), t11

where (W1(s), s ∈ M) are i.i.d. with the same distribution as W . Consequently,
one obtains that
E
(
e−ξX1
)
= E
 ∏
sn≤t11
E
(
exp
(−ξW1e−sn)∣∣ sn, t11

= E
 ∏
sn≤t11
W˜
(
ξe−sn
) = E(exp(−∫ t11
0
g(u)M(du)
))
with
g(u)
def.
= − log
(
W˜
(
ξe−u
))
.
This gives the relation
E
(
e−ξX1
)
=
∫ +∞
0
E
(
exp
(
−
∫ x
0
g(u)M(du)
))
λe−λx dx,
since t11 is exponentially distributed with parameter λ.
The point processM being Poisson with rate λ(N − 1), from a classical formula
for its Laplace transform, see Proposition 1.5 of Robert [28] for example, one gets
E
(
exp
(
−
∫ x
0
g(u)M(du)
))
= exp
(
−λ(N − 1)
∫ x
0
(
1− e−g(u)
)
du
)
.
The Laplace transform of X1 can thus be expressed as
E
(
e−ξX1
)
=
∫ +∞
0
exp
(
−λ(N − 1)
∫ x
0
(
1− W˜ (ξe−u)) du)λe−λx dx.
The proposition is proved. 
One concludes with a limiting regime which will be analyzed in a more general
framework in the following. With little effort, it gives an idea of the results which
can be obtained when the size of the network gets large, for example that the
states of the nodes become independent in the limit. For this limiting regime, the
size N of the network goes to infinity and the rescaling is achieved through the
values of spikes which are of the order of 1/N . The proposition shows in fact the
mean-field convergence of the invariant distribution of the state of the network. See
Sznitman [33] for an introduction on this topic.
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Proposition 4 (A large network at equilibrium for constant firing rate). When
the firing rate is constant and equal to λ and the value of a spike is V1/N for some
integrable random variable V1 and if (X
N
i ) is the vector whose distribution is the
equilibrium distribution of the state of the network then
(1) the sequence of random variables (XN1 ) converges in distribution to a ran-
dom variable X∞1 whose distribution has the density
1
E(V1)
(
1− u
λE(V1)
)λ−1
for u ∈ [0, λE(V1)].
(2) For fixed i and j, 1 ≤ i < j ≤ N , the random variables XNi and XNj are
asymptotically independent when N gets large.
Proof. By symmetry, one can take i = 1 and j = 2, for ` = 1, 2, if
Y N`
def
=
N∑
j=3
∑
k≥1
V jik
N
e−tjk1{tjk≤t`1}, 1 ≤ i ≤ N,
then, as N gets large, the distribution of (XN1 , X
N
2 ) is arbitrarily close to the
distribution of (Y N1 , Y
N
2 ), just because the contribution of the spikes of node 1 to
the state of node 2 are of the order of 1/N and vice versa. For ξ1, ξ2 ≥ 0, by using
the same method as in the proof of the above proposition, one gets that
E
(
e−ξ1Y
N
1 −ξ2Y N2
)
=
E
(
exp
[
−λ(N−2)
∫ +∞
0
(
1−V˜
(
ξ1
N
e−u1{u≤t11}
)
V˜
(
ξ2
N
e−u1{u≤t21}
))
du
])
,
where V˜ denotes the Laplace transform of V1. The equivalence 1− V˜ (x) ∼ xE(V1)
when x goes to 0 gives the relation
lim
N→+∞
E
(
e−ξ1Y
N
1 −ξ2Y N2
)
= H(ξ1)H(ξ2),
with
H(ξ) = E
(
exp
[−ξλE(V1) (1− e−t1)]) .
This gives the asymptotic independence and the identification of the limit. The
proposition is proved. 
The analysis of the constant firing-rate model is instructive in many regards: it
provides a completely solvable model for which no explosion of the firing rate is
found. By comparison with the constant firing-rate case, coupling methods may
allow to show that there is no explosion of the total firing-rate in the network
(see [11, Appendix A.1]), i.e. that the probability of occurrence of a large number
of spikes in a fixed interval is small. We will come back to this property in the
forthcoming section. Let us just state that this is an important from the biological
viewpoint: consistently with the actual firing of neurons and in contrast with what
happens for the stochastic integrate-and-fire neuron, there is no explosion of the
firing rate and non-explosion of the membrane potential.
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5. Analysis of the McKean Vlasov process
We shall prove in particular in section 6 that if the i.i.d. sequence (Wij) has the
same distribution as (Vij/N) where (Vij) are i.i.d. with the same distribution as
V , then (XN1 (t)) converges in law towards the distribution of the stochastic process
(X(t)) such that, for all t ≥ 0, b(X(t)) is integrable and it satisfies the SDE:
(12) dX(t) =
(
E(V )E(b(X(t)))−X(t)
)
dt
−X(t−)
∫
1{0≤u≤b(X(t−))}N (du,dt,dz),
The object of this section is to show that this McKean-Vlasov equation defines
a unique process. Section 7 will characterize its stationary solutions. Throughout
this section, we denote for (U(t)) a locally bounded process and T > 0 the quantity
‖U‖T defined as
‖U‖T = sup{|U(t)|, 0 ≤ t ≤ T}.
Lemma 2. If b is a non-decreasing C1-function on R+ and P is a Poisson process
on R2+ with rate 1, for any non-negative locally bounded Borelian function (u(t))
there exists a unique solution (Zu(x, t)) of the SDE
(13) dZu(x, t) = −Zu(x, t) dt+ u(t) dt− Zu(x, t−)P([0, b(Zu(x, t−))],dt)
with initial condition x > 0. For any couple of non-negative locally bounded Borelian
functions u and v on R+, for t ≤ T , the relation
(14) E (‖Zu − Zv‖t) ≤ eDT t
∫ t
0
‖u− v‖s ds
holds with DT = 1 + (x+ T‖u‖T )(1 + ‖b′‖x+T‖u+v‖T ).
Proof. For a non-negative Borelian function (u(t)), the existence and uniqueness of
a solution to the SDE (13) is straightforward. Let u and v be non-negative locally
bounded Borelian functions on R+. Note that, almost surely,
‖Zu‖T ≤ x+
∫ T
0
u(s) ds ≤ x+ T‖u‖T .
One has to estimate, for 0 ≤ t ≤ T ,
∆(t)
def.
=
∣∣∣∣∫ t
0
Zu(s−)P([0, b(Zu(s−))],ds)−
∫ t
0
Zv(s−)P([0, b(Zv(s−))],ds)
∣∣∣∣
then
∆(t) ≤
∫ t
0
|Zu(s−)− Zv(s−)| P([0, b(Zu(s−))],ds)
+
∣∣∣∣∫ t
0
Zv(u−)P([b(Zu(s−)), b(Zv(s−))],ds)
∣∣∣∣
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hence
E(‖∆‖T ) ≤ E
(∫ t
0
‖Zu − Zv‖sP([0, b(Zu(s−))] ds)
)
+ E
(∣∣∣∣∫ t
0
Zv(u−)P([b(Zu(s−)) b(Zv(s−))] ds)
∣∣∣∣)
≤ b(x+ T‖u‖T )
∫ t
0
E(‖Zu − Zv‖s) ds
+ (x+ T‖u‖T )
∫ t
0
E(|b(Zv(s))− b(Zu(s))|) ds.
The SDE associated to u and v give, for 0 ≤ t ≤ T and a convenient constant DT ,
E(‖Zu − Zv‖t) ≤ DT
∫ t
0
E(‖Zu − Zv‖s) ds+
∫ t
0
‖u− v‖s ds,
withDT as defined above. Gronwall’s Lemma completes the proof of the lemma. 
Lemma 3 (Integrability). If b is a non-decreasing unbounded C1 function such
that there exist γ > 0 with 3γE(V ) < 1 and c > 0 and, for all x ≥ 0¡
b′(x) ≤ γb(x) + c
and, for any 0 ≤ C ≤ +∞, if (ZC(t)) is a solution of the following SDE
(15) dZC(t) =
(
E(V )[C ∧ E(b(ZC(t)))]− ZC(t)
)
dt
− ZC(t−)
∫
1{0≤u≤b(ZC(t−))}N (du,dt,dz),
with an initial condition Z(0) independent of C such that Z(0) and b3(Z(0)) are
integrable then, for p ∈ {1, 2, 3},
sup
t≥0
0≤C≤+∞
E(ZC(t)) < +∞ and sup
t≥0
0≤C≤+∞
E
(
b
(
ZC(t)
)p)
< +∞.
Proof. For a fixed t, it is easily seen that the non-negative random variable ZC(t)
is integrable. Define µ(t) = E(ZC(t)). From Equation (15), one gets
µ(t) ≤ µ(0) +
∫ t
0
[
− µ(s) + E(V )E(b(ZC(s)))− E(ZC(s)b(ZC(s)))
]
ds
= µ(0) +
∫ t
0
−µ(s) + E(Φ(ZC(s))) ds.
with Φ(x) = (E(V ) − x)b(x). The equivalence Φ(x) ∼ −xb(x) as x gets large and
Gronwall’s lemma give the boundedness of the first moment. The proof of lemma 8
in the Appendix shows that, there exists some ε > 0 such that, for 1 ≤ p ≤ 3 + ε,
the derivative of bp is also upper-bounded by γ1b
p(x) + c with γ1 < 1/E(V ). It
is thus enough to prove the boundedness of the first moment B(t) = E(b(ZC(t))
assuming γ < 1/E(V ). Equation (15) gives
B(t) ≤ B0 +
∫ t
0
[
E(b′(ZC(s))(−ZC(s) + E(V )B(s))
+ (b(0)− b(ZC(s)))b(ZC(s)))
]
ds.
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and by Cauchy-Schwarz’ inequality using the fact that γE(V ) < 1,
B(t) ≤ B(0) +
∫ t
0
(
E
[
−b′(ZC(s))ZC(s)+(b(0)− b(ZC(s)))b(ZC(s))
]
+E(b′(ZC(s)))E(V )B(s)
)
ds
≤ B(0) +
∫ t
0
E((b(0)− b(ZC(s)) + γE(V ))b(ZC(s)) + γE(V )b(ZC(s))2) ds
≤ B(0) +
∫ t
0
(b(0) + E(V )γ)B(s) + (γE(V )− 1)B(s)2) ds.
We conclude using lemma 12, clearly the associated upper bound for B(t)) does
not depend on C. 
We can now state our main result on the existence and uniqueness of a solution
to mean-field equations (12).
Theorem 2 (Existence and Uniqueness of the McKean-Vlasov Process). If b is a
non-decreasing unbounded C1 function and if there exist γ ≥ 0 with 3γE(V ) < 1
and c > 0 such that, for all x ≥ 0,
b′(x) ≤ γb(x) + c,
then for any T > 0, there exists a unique ca`dla`g process (Z(t)) satisfying the
stochastic differential equation
(16) dZ(t) = −Z(t) dt+ E(V )E(b(Z(t))) dt− Z(t−)P([0, b(Z(t−))],dt),
and with initial condition x > 0.
Proof. For C > 0 we define by induction the sequence of processes (Zn(t)) by
Z0(t) = x exp(−t) and for t > 0 and n ≥ 1,
dZn(t) = −Zn(t) dt+ E(V )
[
E(b(Zn−1(t))) ∧ C
]
dt− Zn(t−)P([0, b(Zn(t−))],dt),
with Zn(0) = x. It is easy to show that we have:
Zn(t) ≤ xe−t + C(1− e−t) ≤ x+ C.
For T > 0, Lemma 2 and the above relation show that there exists a constant DT
independent of n such for 0 ≤ t ≤ T ,
E (‖Zn+1 − Zn‖t) ≤ DT
∫ t
0
‖un − un−1‖s ds,
with un(t) = E(b(Zn(t))). This implies that:
E (‖Zn+1 − Zn‖t) ≤ DT
∫ t
0
E (‖b(Zn)− b(Zn−1)‖s) ds,
and thanks to the deterministic bound on the sequence of processes (Zn), we have:
E (‖Zn+1 − Zn‖t) ≤ KT
∫ t
0
E (‖Zn − Zn−1‖s) ds,
with KT = DT ‖b′‖x+C .
We hence have:
E (‖Zn+1 − Zn‖t) ≤ (KT t)
n
n!
‖z(x, ·)‖T
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From this relation one gets that 1) the sequence of processes (ZN (t), 0 ≤ t ≤ T ) is
converging almost surely uniformly on compact sets to a solution (Z(t), 0 ≤ t ≤ T )
of SDE (16). If (Z˜(t), 0 ≤ t ≤ T ) is another solution of this SDE starting from x,
then necessarily Z˜(t) ≤ z(t) for all 0 ≤ t < T , consequently the relation
E
(
‖Zn+1 − Z˜‖t
)
≤ KT
∫ t
0
E
(
‖Zn − Z˜‖s
)
ds,
holds, hence
E
(
‖Z − Z˜‖t
)
≤ KT
∫ t
0
E
(
‖Z − Z˜‖s
)
ds,
so Z and Z˜ are identical. We have therefore shown that there exists a unique
solution to the equation:
(17) dZC(t) = −ZC(t) dt+ E(V )[E(b(ZC(t))) ∧ C]dt
− ZC(t−)P([0, b(ZC(t−))],dt)
with Z(0) = x. Lemma 3 actually ensures that there exists some constant C0 such
that E(b(ZC(t))) < C0 for all t ≥ 0 and C > 0. Hence, for C ≥ C0, b(ZC(t)) is
integrable and (ZC(t)) is a solution of (16). Conversely, by using again Lemma 3
with C = +∞, any solution of Equation (12) is also solution of Equation (17). The
theorem is proved. 
6. Mean-Field Asymptotics
In this section, one considers the asymptotic regime of these networks when the
number N of nodes of the network goes to infinity. The interaction between nodes
is as follows: for 1 ≤ i 6= j ≤ N , when node i fires the value of the state of node
j is increased by WNij = Vij/N . The variables (Vij) are i.i.d. integrable random
variables with distribution V (dx)), with a slight abuse of notation V denotes in
the following a random variable with such a distribution. The associated Markov
process is denoted by (XNi (t)). We recall the SDE equations (5) in this context,
for 1 ≤ i ≤ N , one has
(18) dXNi (t) = −XNi (t) dt+
1
N
∑
j 6=i
∫
R2+
zi1{0≤u≤b(XNj (t−))}Nj(du,dz,dt)
−XNi (t−)
∫
R2+
1{0≤u≤b(XNi (t−))}Ni(du,dz,dt),
where Ni is a Poisson processes with intensity measure given by du⊗ V (dz)⊗ dt.
The Poisson processes (Nj , 1 ≤ j ≤ N) are independent
The empirical distribution is denoted by (ΛN (t)), for any continuous function φ
on R+,
〈ΛN (t), φ〉 = 1
N
N∑
i=1
φ(XNi (t)).
The main result of this section is that under appropriate conditions a mean-field
convergence holds: The sequence (ΛN (t)) of random measures valued processes
converges in distribution to the distribution of the McKean-Vlasov process analyzed
in Section 5.
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The strategy of the proof is the following: first it is shown that the scaled moment
of the total firing rate of the network
1
N
N∑
i=1
b(XNi (t))
is, with high probability, bounded uniformly on any finite time interval. Then,
by using the stochastic evolution equations of (ΛN (t)), it is then proved that for
any continuous function φ on R+ with compact support, the sequence of processes
(〈ΛN (t), φ〉) is tight for the topology of the uniform norm, in particular any of
its limiting points is a continuous process. One concludes by a uniqueness result
proved in the appendix.
Concerning the main parameters and the initial state of the network, the as-
sumptions are given below.
Assumptions MF
(a) Growth Condition.
The firing rate function x 7→ b(x) is assumed to be C1, non-decreasing and
such that there exist 3E(V )γ < 1 and c > 0 such that
(19) b′(x) ≤ γb(x) + c
holds for any x ≥ 0.
(b) Bounded Support.
The distribution V (dx)) has a bounded support, there exists some SV > 0
such that V ([0, SV ]) = 1.
(c) Initial Conditions.
The random variables (XNi (0), 1 ≤ i ≤ N) are i.i.d. with law m0 having a
bounded support.
Assumption (MF-a) implies that, for any a > 0, the ratio b(x+ a)/b(x) is bounded
as x gets large, i.e. a slow growth at infinity. Note that polynomial functions
satisfy this assumption. See the proof of Lemma 8 in the Appendix. Additionally,
for convenience, it will be assumed that b(0) = 0 in the following. It turns out that
the case b(0) > 0 is easier from the point of view of the mean-field analysis of this
section. Indeed, in this case, the nodes are “refreshed” at a minimal positive rate,
in this way there is a maximal, state independent, interval between two spikes of a
given node.
6.1. Stochastic Evolution Equations for the Empirical Distribution. Let f
a C1-function on R+ then, from Equation (18) and Proposition 13 of the Appendix,
one gets that, for 1 ≤ i ≤ N ,
(20) f(XNi (t)) = f(X
N
i (0))−
∫ t
0
XNi (u)f
′(XNi (u)) du
+
∑
j 6=i
∫ t
0
∫
R+
(
f
(
XNi (u) +
v
N
)
− f(XNi (u))
)
b(XNj (u)) duV (dv)
+
∫ t
0
[
f(0)− f(XNi (u))
]
b(XNi (u)) du+M
N
f,i(t),
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where (MNf,i(t)) is the local martingale defined by∫ t
s=0
∫
R2+
[
f(0)−f(XNi (s−))][1{0≤u≤b(XNj (s−))}Nj(du,dz,ds)−b(XNj (s)) ds]
+
∑
j 6=i
∫ t
s=0
∫
R2+
(
f
(
XNi (s−) +
zi
N
)
− f(XNi (s−))
)
[
1{0≤u≤b(XNj (s−))}Nj(du,dz,ds)− b(X
N
j (s)) dsV (dzi)
]
.
Provided that the local martingales (MNf,i), i = 1, . . . ,N are locally square
integrable, the associated previsible increasing processes are given by
(21)
〈
MNf,i
〉
(t) =
∫ t
0
[
f(0)− f(XNi (s)
]2
b(XNi (s)) ds
+
∑
j 6=i
∫ t
0
b(XNj (s)) ds
∫
R+
[
f
(
XNi (s) +
v
N
)
− f (XNi (s))]2 V (dv),
and, for 1 ≤ i < j ≤ N ,
(22)
〈
MNf,i,M
N
f,j
〉
(t) =∫ t
0
[
f(0)− f(XNi (s)
] [
f
(
XNj (s) +
v
N
)
− f (XNj (s))] b (XNi (s)) ds∫ t
0
[
f(0)− f(XNj (s)
] [
f
(
XNi (s) +
v
N
)
− f (XNi (s))] b (XNj (s)) ds
+
∑
k 6∈{i,j}
∫ t
0
∫
R+
[
f
(
XNi (s) +
v
N
)
− f (XNi (s))] V (dv)
×
∫
R+
[
f
(
XNj (s) +
v
N
)
− f (XNj (s))] V (dv) b (XNk (s)) ds
by Proposition 13 of the Appendix. Equation (20) gives therefore the following
relation for the empirical measure
(23) 〈ΛN (t), f〉 = 〈ΛN (0), f〉 −
∫ t
0
∫
R+
〈ΛN (u),f ′(·)〉 du
+N
∫ t
0
∫
R+
〈
ΛN (u),
(
f
(
·+ v
N
)
− f(·)
)〉
〈ΛN (u), b〉 duV (dv)
−
∫ t
0
〈
ΛN (u),
(
f
(
·+ v
N
)
− f(·)
)
b(·)
〉
duV (dv)
−
∫ t
0
〈ΛN (u), (f(0)− f(·))b(·)〉 du+MNf (t),
where (MNf (t)) is the martingale
(24) MNf (t) =
1
N
N∑
i=1
MNf,i(t),
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The corresponding previsible increasing process is given by
(25)
〈
MNf
〉
(t) =
1
N2
 N∑
i=1
〈
MNf,i
〉
(t) + 2
∑
i<j
〈
MNf,i,M
N
f,j
〉
(t)
 .
6.2. Estimates for the scaled firing rate. In this section it is proved that the
scaled moment of the firing rate
〈ΛN (t), b〉 = 1
N
N∑
i=1
b
(
XNi (t)
)
,
remains with high probability within a finite interval. One starts with a result on
the boundedness of some of its moments.
Lemma 4. Under Assumptions (MF), there exists δ > 3 such that relation
sup
N≥1
sup
t≥0
E(
〈
ΛN (t), b
δ
〉
) < +∞,
holds.
Proof. By Lemma 8 of the Appendix and Assumptions (MF) there exists δ > 3
such that
(26) bδ(x+ a)− bδ(x) ≤ a (γ1bδ(x) + c1) ,∀a ∈ (0, ηb) and ∀x ≥ 0,
for some ηb > 0 and with γ1 < 1/E(V ).
For K > 0. let τK = inf{t ≥ 0 :
〈
ΛN (t), b
δ+1
〉 ≥ K}. Holder’s Inequality
shows that for all t ≥ 0 the random variables 〈ΛN (t ∧ τK), bp〉, 1 ≤ p ≤ δ + 1, are
integrable. By taking f = bδ in Equation (23), the optional stopping theorem gives
the relation
E
(〈
ΛN (t ∧ τK), bδ
〉) ≤ 〈ΛN (0), bδ〉
+N
∫ t
0
∫
R+
E
(〈
ΛN (u ∧ τK), bδ
(
·+ v
N
)
− bδ(·)
〉
〈ΛN (u ∧ τK), b〉
)
duV (dv)
−
∫ t
0
E(
(〈
ΛN (u ∧ τK), b1+δ
〉
)
)
du,
Recall that SV is an upper bound for the support of the distribution V , N is chosen
sufficiently large so that SV /N ≤ ηb, from Inequality (26), one gets
E
(〈
ΛN (t ∧ τK), bδ
〉) ≤ 〈ΛN (0), bδ〉
+ γ1E(V )
∫ t
0
E
(〈
ΛN (u ∧ τK), bδ
〉 〈ΛN (u ∧ τK), b〉) du
+ c1E(V )
∫ t
0
E (〈ΛN (u ∧ τK), b〉) du−
∫ t
0
E(
(〈
ΛN (u ∧ τK), b1+δ
〉
)
)
du.
Holder’s Inequality and the fact that ΛN is a probability distribution give
〈ΛN (u∧τK), b〉 ≤
〈
ΛN (u∧τK), bδ
〉1/δ〈
ΛN (u∧τK), b1+δ
〉 ≥ 〈ΛN (u∧τK), bδ〉(1+δ)/δ
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hence
E
(〈
ΛN (t ∧ τK), bδ
〉) ≤ C0 − (1− γ1E(V )) ∫ t
0
E
(〈
ΛN (u ∧ τK), bδ
〉(1+δ)/δ)
du
+ c1E(V )
∫ t
0
E
(〈
ΛN (u ∧ τK), bδ
〉1/δ)
du,
where
C0
def.
= sup
N≥1
E(
〈
ΛN (0), b
δ
〉
).
With again Holder’s Inequality and the fact that γ1E(V ) < 1, one gets finally
E
(〈
ΛN (t ∧ τK), bδ
〉) ≤ C0 − (1− γ1E(V )) ∫ t
0
[
E
(〈
ΛN (u ∧ τK), bδ
〉)]δ/(1+δ)
du
+ c1E(V )
∫ t
0
[
E
(〈
ΛN (u ∧ τK), bδ
〉)]1/δ
du,
By using the inequality γ1E(V ) < 1 and, since δ/(1 + δ) > 1/δ, Proposition 12
of the Appendix, one gets that there exists a finite constant C0 independent of K
such that
sup
N≥1
sup
t≥0
E
(〈
ΛN (t ∧ τK), bδ
〉) ≤ C0,
on concludes the proof by letting K go to infinity. 
Proposition 5 (Control of the scaled firing rate). Under Assumptions (MF), for
any T > 0 there exists κ > 1 and some constant C0 such that the
(27) lim
N→+∞
P
(
sup
0≤t≤T
〈ΛN (t), bκ〉 ≥ C0
)
= 0.
Proof. For simplicity, the proof is done for κ = 1. The case κ > 1 follows the same
lines together with the same method as in the proof of the previous lemma with
δ > 3. One first shows that there exists some constant CT such that,
(28) sup
0≤t≤T
E
(
MNb (t)
2
)
= E
(〈
MNb
〉
(t)
) ≤ CT
N
.
The relations (21), (22) and (21) are used in the case f = b. The first term of the
right hand side of Relation (21) for E(〈MNb 〉(t)) gives the contribution
(29)
1
N2
N∑
i=1
∫ t
0
E
(
b(XNi (u))
3
)
du =
1
N
∫ t
0
E
(〈
ΛN (u), b
3
〉)
du
and, for the second term,
1
N2
∑
1≤i 6=j≤N
∫ t
0
∫
R+
E
[
b(XNj (u))
(
b
(
XNi (u) +
v
N
)
− b(XNi (u))
)2]
duV (dv).
As before, if N is sufficiently large so that SV /N ≤ ηb, Equation (43) of the
Appendix gives that this last term is upper bounded by
(30)
E(V 2)
N
∫ t
0
γ1E
(〈
ΛN (u), b
3
〉)
+ 2γ1c1E
(〈
ΛN (u), b
2
〉)
+ c1E (〈ΛN (u), b〉) du.
With similar arguments, analogous bounds can be obtained for the second term of
Relation (22) for E(〈MNb 〉(t)) involving the E(〈MNb,i,MNb,i〉(t)). Holder’s Inequality
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and Lemma 4 show that there exists a constant CT such that the upper bound (28)
holds. Define
MN,∗b (T )
def.
= sup
0≤s≤T
MNb (s),
Doob’s Inequality shows therefore that, for any ε > 0, there exists N0 such that if
N ≥ N0 then P(MN,∗b2 (T ) > 1) ≤ ε. With f = b in Equation (23), one gets that,
for 0 ≤ t ≤ T ,
(31) 〈ΛN (t), b〉 ≤ 〈ΛN (0), b〉+MN,∗b (T )
+N
∫ t
0
∫
R+
〈
ΛN (u), b
(
·+ v
N
)
− b(·)
〉
〈ΛN (u), b〉 duV (dv)
−
∫ t
0
〈
ΛN (u), b
2
〉
) du.
By the integrability condition of b with respect to m0 in Assumptions (MF), if N
is sufficiently large then, by the law of large numbers,
P
[〈ΛN (0), b〉 > 1 + E [b(X11 )]] < ε.
Let C0
def.
= 2 + E(b(X11 (0)))}, On the event {MN,∗b2 (t) ≤ 1}, by using again Equa-
tion (43) of the Appendix and Relation (28), Relation (31) gives the inequality
(32) 〈ΛN (t), b〉 ≤ C0 + (γ1E(V )− 1)
∫ t
0
∫
R+
〈ΛN (u), b〉2 duV (dv)
+ c1
∫ t
0
〈ΛN (u), b〉 du.
Proposition 12 allows to conclude that, on the event {MN,∗b2 (t) ≤ 1}, the random
variable sup0≤t≤T 〈ΛN (t), b〉 is uniformly bounded for all N ≥ 0 (i.e., by a constant
independent of N), proving (27). 
6.3. Tightness of (ΛN (t)). To prove this result, Theorem 3.7.1 of Dawson [10]
shows that it is enough to prove that, for any continuous function φ on R+ with
compact support, the sequence of processes (〈ΛN (t), φ〉) is tight for the topology of
the uniform norm on compact sets.
Proposition 6. The sequence of measure-valued processes (〈ΛN (t)〉) is tight for
the convergence in distribution with continuous limits.
Proof. Take φ a C1-function on R+ with compact support. By using the same
method as in the proof of Proposition 5, one has that E
(
MNφ (t)
2
)
is a O(1/N),
in particular MNφ (t) converges to 0 in distribution for the uniform norm on finite
time interval.
The modulus of continuity of 〈ΛN , φ〉 is defined as
wΛN ,φ(δ) = sup
0≤s≤s′≤t
|s−s′|≤δ
|〈ΛN (s), φ〉 − 〈ΛN (s′), φ〉| .
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For s ≤ s′,
〈ΛN (s), φ〉 − 〈ΛN (s′), φ〉 = −
∫ s′
s
〈ΛN (u), ·φ′(·)〉 du
+N
∫ s′
s
∫
R+
〈
ΛN (u),
(
φ
(
·+ v
N
)
− φ(·)
)〉
〈ΛN (u), b〉 duV (dv)
−
∫ s′
s
(〈ΛN (u), φ〉) du+MNφ (s)−MNφ (s′),
take η > 0 and ε > 0, by Equation (27), there exists some C1 such that, for all
N ≥ 1,
(33) P (wΛN ,φ(δ) > η) ≤ ε+ P
(
wΛN ,φ(δ) > η, sup
t≥0
〈ΛN (t), b〉 ≤ C1
)
.
Now, choose δ such that δ < ηmin(1, (E(W )C1)−1)/(4K), then
P
(
wΛN ,φ(δ) > η, sup
t≥0
〈ΛN (t), b〉 ≤ C1
)
≤ P
 sup
0≤s≤s′≤t
|s−s′|≤δ
∣∣MNφ (s)−MNφ (s′)∣∣ ≥ η/4
 ,
due to the convergence in distribution to 0 of the martingale, this term can be made
arbitrarily small for N large.
Hence, one has shown that the sequence of processes (〈ΛN (t), φ〉) is tight for
convergence in distribution for the uniform norm on compact sets. 
Theorem 3.7.1 of Dawson [10] shows that the sequence of measure-valued pro-
cesses (ΛN (t)) is tight, let Λ(t) be one the limit of a given convergent subsequence
(ΛNk(t)). In particular, for any continuous function with compact support, one has
the convergence of the processes
lim
N→+∞
(〈ΛNk(t), φ〉) = (〈Λ(t), φ〉) .
The next result shows that this convergence also for the function (b(x)).
Lemma 5. If ((ΛNk(t))) is a converging subsequence with (Λ(t)) as a limit, then
lim
k→+∞
(〈ΛNk(t), b〉) = 〈Λ(t), b〉 .
for the convergence in distribution.
Proof. We first prove that the sequence of processes (〈ΛN (t), b〉) is tight. By a
similar argument as before, for 0 ≤ s ≤ s′ ≤ t,
〈ΛN (s), b〉 − 〈ΛN (s′), b〉 = −
∫ s′
s
〈ΛN (u), · b′(·)〉 du
+N
∫ s′
s
∫
R+
〈
ΛN (u),
(
b
(
·+ v
N
)
− b(·)
)〉
〈ΛN (u), b〉 duV (dv)
−
∫ s′
s
(〈ΛN (u), b〉) du+MNφ (s)−MNφ (s′).
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From the estimate (27) of Proposition 5 one concludes that one can choose δ so
that the left hand side of the above relation is arbitrarily small. The tightness has
been proved. One has to identify the limit.
For K > 0 there exists a function φK ∈ Cc(R+) which coincides with b on the
set SK = {x : b(x) ≤ K} and such that φK ≤ b and K 7→ φK is increasing. We
know that, for t > 0 one has, for the convergence in distribution,
lim
k→+∞
〈ΛNk(t), φK〉 = 〈Λ(t), φK〉 ,
and
(34) |〈ΛNk(t), b〉 − 〈ΛNk(t), φK〉| ≤
〈
ΛNk(t), |b− φK |1{b≥K}
〉
≤ 〈ΛNk(t), b1{b≥K}〉 ≤ 1Kκ−1 〈ΛNk(t), bκ〉 .
Proposition 5 shows that the sequences of variables (〈ΛNk(t), bκ〉) is uniformly
bounded on finite time intervals with high probability. Consequently, for K suffi-
ciently large, the left hand side of Relation 34 is arbitrarily close to 0 in distribution
for all k ≥ 1.
For t ≥ 0, the monotone convergence theorem gives that
lim
K→+∞
〈Λ(t), φK〉 = 〈Λ(t), b〉 .
The convergence in distribution of 〈ΛNk(t), b〉 proved for a fixed t is clearly valid
for a vector of finite time marginals. By tightness one concludes that the process
(〈ΛNk(t), b〉) converges in distribution to (〈Λ(t), b〉) for the topology of the uniform
convergence on compact sets. 
Theorem 3 (Mean-Field Convergence). Under Conditions (MF) the sequence of
processes (XN1 (t)) converges in distribution to the law of the unique process (Z(t))
with initial distribution m0 and solution of the SDE (16) with α = E(V ).
Proof. The SDE (23) and Lemma 5 show that any possible limit (Λ(t)) of the
sequence (ΛN (t)) satisfies the relation
(35) 〈Λ(t), f〉 = 〈Λ(0), f〉 −
∫ t
0
〈Λ(u),f ′(·)〉 du
+ E(V )
∫ t
0
〈Λ(u), f ′〉 〈Λ(u), b〉 du−
∫ t
0
〈Λ(u), fb〉 du.
Proposition 14 of the Appendix gives that such a process (Λ(t)) is unique, in par-
ticular it is deterministic. The convergence in distribution of (ΛN (t)) holds.
The process (XN1 (t)) is the solution (X(t)) of the SDE
(36) X(t) = X(0)−
∫ t
0
X(u) du du+ ΦN (t)− E(V )
N
∫ t
0
X(u)b(X(u) du
−
∫ t
0
X(u−)
∫
R2+
1{0≤v≤b(X(u−))}N1(dv,dz,du),
where
ΦN (t) = E(V )
∫ t
0
〈
ΛN (u), b
〉
du+MNI (t),
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where (MN1 (t)) is the martingale (6). The process (Φ
N (t)) is converging in distri-
bution for the uniform norm to
Φ(t) = E(V )
∫ t
0
〈Λ(u), b〉 du,
and the martingale vanishes with a usual argument, it is then not difficult to get
that (XN1 (t)) converges in distribution in the Skorohod’s space D(R+,R+) to the
solution (X(t)) of the SDE
X(t) =
(−X(t) + Φ′(t)) dt− ∫ t
0
X(t−)
∫
R2+
1{0≤v≤b(X(t−))}N1(dv,dz,dt).
By using the fact that, by exchangeability, E(b(XN1 (t))) = E(〈ΛN (t), b〉) and that
Λ(t) is deterministic, one gets that
Φ(t) = E(Φ(t)) = E(V )
∫ t
0
E
(
X(u)
)
du,
one concludes the proof of the theorem by using the uniqueness result of Theorem 2.

7. Analysis of Invariant distributions
This section is devoted to the analysis of the invariant distributions of the
McKean-Vlasov process (12). We shall denote in this section pi a distribution
on R+ which is invariant along the McKean-Vlasov evolution. In particular the
map t 7→ E(b(X(t)) is constant. If we denote α = E(V )E(b(X(0))), the stationary
process (X(t)) can then be seen as the solution (Y (t)) of the SDE
(37) dY (t) = (α− Y (t)) dt− Y (t−)
∫
1{0≤u≤b(Y (t−))}N (du,dt, dz).
Define
τ = inf{t > 0 : Y (t) = 0}
and x(t) = α(1− exp(−t)).
The variable τ is the instant of the first spike of the neuron. If Y (0) = 0, before
time τ the evolution of (Y (t)) is deterministic, one has in fact Y (t) = x(t) for t < τ .
The Poisson property gives that
P(τ ≥ t) = exp
(
−
∫ t
0
b(x(u)) du
)
) The invariant distribution pi of (Y (t)) can then be expressed as
pi(f) =
1
E(τ)
E
(∫ τ
0
f(x(u)) du
)
,
for f a continuous function with compact support on [0, α). By Fubini’s Theorem
E
(∫ τ
0
f(x(u)) du
)
=
∫ +∞
0
f(x(u))P(τ ≥ u) du
=
∫ +∞
0
f(x(u)) exp
(
−
∫ u
0
b(x(v)) dv
)
du
=
∫ α
0
f(u)
α− u exp
(
−
∫ u
0
b(v)
α− v dv
)
du.
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The measure has a compact support [0, α), it has finite mass if and only if
E(τ) =
∫ α
0
1
α− u exp
(
−
∫ u
0
b(v)
α− v dv
)
du < +∞.
Theorem 4. The invariant distribution of the solution of SDE (12) has density
(38) u 7→ 1
C(β)(βE(V )− u) exp
(
−
∫ u
0
b(v)
βE(V )− v dv
)
on [0, βE(V )), where
C(β) =
∫ βE(V )
0
1
βE(V )− u exp
(
−
∫ u
0
b(v)
βE(V )− v dv
)
du
and β is the solution of the equation
(39) βC(β) = 1− exp
(
−
∫ βE(V )
0
b(v)
βE(V )− v dv
)
.
In the case where b(βE(V )) > 0, the term
exp
(
−
∫ βE(V )
0
b(v)
βE(V )− v dv
)
vanishes, the fixed point equation reduces to βC(β) = 1.
Moreover, the change of variable x = u/βE(V ) and y = v/βE(V ) yields the
simplified formulation of C(β):
C(β) =
∫ 1
0
1
1− x exp
(
−
∫ x
0
b(βE(V )y)
1− y dy
)
dx.
We shall now analyze the behavior of the map β 7→ βC(β) in order to characterize
the number of possible stationary distributions.
Lemma 6. The function β → βC(β) is converging to infinity as β gets large, and
if
lim
x→0
b(x)
x
= λ ∈ [0,+∞]
then
lim
β→0
βC(β) =
1
λE(V )
.
Proof. Let us start by the behavior at infinity, by monotonicity of b, the quantity
B(x) =
∫ x
0
b(y) dy
is upperbounded by xb(x). Let us fix δ ∈ (0, 1), we have:
βC(β) ≥ β
∫ δ
0
1
1− x exp
(
− 1
1− δ
B(βE(V )δ)
βE(V )
)
dx
≥ −β log(1− δ) exp
(
− δ
1− δ b(βE(V )δ)
)
and simply taking, for arbitrary C > 0, δ = C/β (for β > C), we obtain
βC(β) ≥ −β log(1− C
β
) exp
(
− C
β − C b(CE(V ))
)
.
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It is then easy to see that from this formula that:
lim
β→∞
βC(β) ≥ C
and since C is arbitrary, this precisely means that βC(β)→∞.
Let us now analyze the behavior of βC(β) at β = 0 as a function of the limit λ.
— λ = 0.
For any δ > 0, there exists β(δ) such that b(βE(V ))/βE(V ) ≤ δ for all
β ≤ β(δ), and therefore for such β ≤ β(δ) we have:
βC(β) ≥ β
∫ 1
0
1
1− x exp
(
−αβE(V )
∫ x
0
y
1− y dy
)
dx ≥ 1
δE(V )
which proves that βC(β)→∞ at β = 0.
— λ =∞.
For any δ > 0 we have for β small enough b(βE(V )y) ≥ δβE(V )y, and
therefore:
βC(β) ≤ β
∫ 1
0
(1− x)δE(V )β−1 exp(δβE(V )x) dx
=
1
δE(V )
+ β
∫ 1
0
(1− x)δE(V )βeδβE(V )x dx
and therefore we have limβ→0 βC(β) ≤ 1/δE(V ) for arbitrarily large δ,
showing that βC(β)→ 0 at β = 0.
— 0 < λ < +∞.
It is easy to show using the same estimates as in the two previous cases
that for any δ > 0 small enough we have
1
(λ+ δ)E(V )
≤ lim
β→0
βC(β) ≤ 1
(λ− δ)E(V ) ,
which ends the proof.

From this lemma, one gets directly the following proposition.
Proposition 7 (Number of Stationary Solutions of Mean-Field Equations). Let
lim
x→0
b(x)
x
= λ ∈ [0,+∞]
then, for the McKean-Vlasov process (12),
— if λ ∈ [1/E(V ),∞], then there always exists at least one non-trivial station-
ary invariant distribution.
— If λ ∈ (0, 1/E(V )), the Dirac mass at 0 is the unique invariant distribution.
— If λ = 0, then the Dirac mass at 0 is always an invariant distribution.
Non-trivial invariant distribution exist if the minimal value of β → βC(β)
is smaller than 1.
The mean-field equations can therefore present several stationary distributions.
The question of the stability of these solutions (in a sense to be made more precise)
is then natural. We have seen in theorem 1 that in finite-sized networks, the only
stationary solution is the trivial state in which no neuron spikes, and that the
network converges towards this solution. With additional solutions arising in the
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mean-field limit, a deep question concern the emergence of new stationary and their
significance if they are attractive.
7.1. Stability of the trivial solution. In the cases where b(0) = 0, the Dirac
mass at 0 is invariant for the mean-field equations. We investigate here the stability
of this invariant distribution as a function of the local behavior of b(x) at zero. The
main result of the section is the following:
Proposition 8. Let
λ = lim
x→0
b(x)
x
∈ [0,∞] and ρ = λE(V ),
then
— if ρ ∈ [0, 1), the trivial solution δ0 is almost surely exponentially stable.
More precisely, there exists δ > 0 and Aδ > 0 sufficiently small such that
for any initial condition with support included in [0, Aδ],
lim sup
t→∞
log(Xt)
t
< −δ a.s.
— if ρ ∈ (1,∞], the trivial solution is unstable in probability.
That is, there exists A > 0 such that for any initial condition X0 with
support included an interval [0, A] and mean µ0 > 0, there exists a t0 > 0
such that
P
(
sup
t∈[0,t0]
Xt > A
)
> 0.
The quantity ρ can be seen as the excitation rate of the network. The result for
ρ < 1 is quite strong: almost any trajectory converge exponentially fast towards 0
provided that the initial condition is chosen sufficiently close from δ0, in the sense
that its support is included in a small interval around 0.
However, the instability result part of the proposition for ρ > 1 is weaker: what-
ever the initial condition, the probability of reaching in finite time a specified level
away from 0 is strictly positive. From a pathwise viewpoint, the result is indeed less
strong than the exponential stability result. But from the distribution viewpoint,
this corresponds to an instability of the distribution δ0 in the sense of Khasmin-
skii [15].
Proof. Let us first deal with the case λE(V ) < 1. Since jumps are all negative, any
solution of the McKean-Vlasov equation has the upperbound:
Xt ≤ X0 +
∫ t
0
(−Xs + E(V )E(b(Xs)) ds.
Moreover, if λE(V ) < 1, there exists δ > 0 and Aδ > 0 such that for any x < Aδ,
−x+ E(V )b(x) ≤ −δx
We introduce X∗t = ess supXt = inf{u > 0;P[Xt > u] = 0}, and assume that
X∗0 < Aδ. We show that along the evolution, the essential support of (Xt) never
exceeds Aδ and actually shrinks to 0, ensuring stability of the solution δ0. Indeed,
using Gronwall’s lemma and the monotonicity of the map b, we have:
Xt ≤ X0e−t + E(V )
∫ t
0
et−sE(b(Xs)) ds ≤ X∗0e−t + E(V )
∫ t
0
et−sb(X∗s ) ds
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readily implying that:
X∗t ≤ X0e−t + E(V )
∫ t
0
e−(t−s)b(X∗s ) ds.
Let us now introduce the deterministic time:
τ = inf{t > 0 ; X∗t > Aδ}
On the interval [0, τ), we have:
X∗t ≤ X0e−t + (1− δ)
∫ t
0
e−(t−s)X∗s ds
and by Gronwall’s lemma again, we obtain for any t ∈ [0, τ):
X∗t ≤ X∗0e−δt ≤ Aδe−δt.
This implies that (i) τ = ∞ and (ii) X∗t converges exponentially fast towards
0. We have therefore proved that for any initial condition with support sufficiently
concentrated around 0, the process converges almost surely towards 0 when t→∞,
hence the solution δ0 is stable.
If λE(V ) > 1, we can find δ > 0 and Aδ > 0 sufficiently small so that:
−x+ E(V )b(x)− xb(x) ≥ δx.
Let Xt be the solution of the McKean-Vlasov equation with initial condition X0
such that X∗0 < Aδ (we recall that X
∗
t denotes in this proof the essential supremum
of Xt). Denoting µt = E(Xt), we have:
µt = µ0 +
∫ t
0
−µs + E(V )E(b(Xs))− E(Xs b(Xs)) ds
= µ0 +
∫ t
0
∫
R
(−x+ E(V )b(x)− x b(x)) ps(dx) ds
with ps is the distribution of Xs. Similarly to the previous case, let us denote τ the
deterministic time:
τ = inf{t > 0 ; X∗t < Aδ}.
On the interval [0, τ), we have:
µt ≥ µ0 + δ
∫ t
0
µs ds
i.e. µt ≥ µ0 eδt. This implies that necessarily
t ≤ 1
δ
log
(
Aδ
µ0
)
def.
= t0.
We therefore conclude that the essential supremum of the solution exceeds Aδ
whatever the initial condition, which means that
P
(
sup
t∈[0,t0]
Xs > Aδ
)
> 0.

7.2. Power firing functions. We now provide some specific examples, for power
functions of the form b(x) = λxα+δ. We distinguish the affine (α = 1), superlinear
(α > 1) and sublinear (α < 1) cases.
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7.2.1. Affine firing functions. We start by considering affine firing functions, and
apply Proposition 7 and the characterization of the stability of Proposition 8 to
study the number of invariant distributions and their stability:
Proposition 9 (Linear Firing-Rate). If b(x) = λx+ δ with λ > 0 and ρ = λE(V ),
then if δ = 0
— For ρ < 1, δ0 is the unique stationary solution and it is almost surely
exponentially stable
— For ρ > 1, δ0 is unstable in probability, and there exists an additional
solution to the mean-field equations.
For δ > 0, there exists a unique, non trivial, invariant distribution.
Proof. Affine firing functions allow analytical calculations for all quantities. Basic
algebra yields
C(β) =
1
ρβ + δ
+
ρβ
ρβ + δ
∫ 1
0
(1− x)ρβ+δeρβ x dx.
We change variables and define x = −1 + y− log(y). The map y 7→ −1 + y− log(y)
is strictly decreasing on (0, 1) and its inverse is φ(x) = exp(−W (−e−1−x)− 1− x)
where W is the first real branch of the Lambert function W , see Corless et al. [9].
One gets that
βC(β) =
β
ρβ + δ
[
1− E
(
Φ
(
E1
ρβ
))]
where Φ(x) = φδ(x)φ′(x). It is then easy to see that:
d
dβ
βC(β) =
δ
(ρβ + δ)2
[
1− E
(
Φ
(
E1
ρβ
))]
+
1
ρβ + δ
E
(
E1
ρβ
Φ′
(
E1
ρβ
))
.
The map φ satisfies: 
φ′(x) =
W (−e−x−1)
1 +W (−e−x−1)
φ′′(x) = − W (−e
−x−1)
(1 +W (−e−x−1))3 ,
and therefore,
Φ′(x) =
(−W (−e−x−1))δ+1(δ(1 +W (−e−x−1)) + 1)
(1 +W (−e−x−1))3 .
For x ≥ 0, −e−1 ≤ −e−x−1 ≤ 0 and hence W (−e−x−1) ≤ 0, ensuring that ϕ′(x) <
0, ϕ′′(x) > 0 and eventually Φ′(x) > 0. All these estimates put together prove
that β 7→ βC(β) is strictly increasing, and therefore that there exists a unique
non-trivial solution to the fixed point equation βC(β) = 1 when ρ > 1 or when
δ > 0. 
We therefore conclude that in the case b(0) > 0, there exists a unique stationary
solution, which is non-trivial, as was also the case in the finite-sized networks.
In the case b(0) = 0, we have shown that the only stationary distribution of
finite-sized networks is the trivial solution δ0. In the mean-field limit, this solution
persists whatever the value of the parameters. However, we showed that for ρ > 1,
this solution is no more stable, and non-trivial solution appears when ρ > 1. This
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Figure 1. Affine firing-rate functions. (a) Empirical averaged
activity βˆ of a 2 000 neurons network for different values of E(V ),
at time T = 100, averaged across 30 initial conditions uniformly
drawn in [0, 1], with λ = 1. The value of β corresponding to
the non-trivial invariant measure of the mean-field equation was
computed numerically and plotted in red. (b) Extinction Time
of the network as a function of E(V ) for different values of the
network size N .
is what we observe in the simulations of the network (see Fig. 1) in the linear firing
rate case b(x) = x for varying values of E(V ): for E(V ) > 1, the trivial solution no
more attracts the network, and a new solution with a non-zero value of the firing
rate emerges. The value of β at this equilibrium can be computed numerically, and
shows a very good agreement with the simulations of the finite-sized network, even
if this finite-sized network will eventually extinct.
This phenomenon suggests the presence of a phase transition in the system. For
small coupling (ρ < 1), both finite-sized networks and their mean-field limit have a
trivial stationary solution. In that case, the time of extinction remains small and
do not dramatically depend on the network size. However, for ρ > 1, the trivial
solution is no more stable for the mean-field limit and, in that limit, a sustained
activity appears. The time of extinction shows a dramatic dependence on the
network size. A pseudo-stationary solution emerges, which is meta-stable for any
finite system in the sense that even though the system will eventually stop firing,
the time during which the system supports this non-trivial stationary firing rate
diverges as the network size increases (see Fig. 1(b)). See the end of Appendix on
the simulation algorithm used to obtain the figures.
From the biological viewpoint, the non-trivial solution found corresponds to a
self-sustained activity. In this regime, neurons fire independently as a Poisson
processes with a common intensity. This regime is a natural regime of activity of
large neuronal networks. It is a typical regime of the awake brain often referred to
as the asynchronous irregular state, see Brunel [2].
7.2.2. Sub-linear power firing functions.
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Proposition 10. If b(x) = λxα + γ with 0 < α < 1 and γ ≥ 0, then there exists
a unique non-trivial invariant distribution to the McKean-Vlasov equations. For
γ = 0, the trivial solution is unstable.
Proof. For α < 1, proposition 6 implies that the map β 7→ βC(β) tends to 0 at
β = 0 and to infinity when β →∞, ensuring the existence of a non-trivial invariant
distribution. Moreover, proposition 8 shows that the trivial solution is unstable.
The only result that remains to be proved is the uniqueness of the invariant distri-
bution. To this end, we show that the map βC(β) is strictly increasing. This is done
by rewriting the expression of βC(β) noting ρ = λβα and using the expression:
βC(β) =
1
ρβα−1
+ β
∫ 1
0
(1− x)γ 1− x
α
1− x e
−ρβαφ(x) dx
with
φ(x) =
∫ x
0
yα − 1
1− y dy − log(1− x).
This map is strictly increasing, tends to 0 when x → 0 and to ∞ at x = 1. It is
therefore invertible, and we denote ϕ = φ−1. Using the variable z = φ(x), we can
express our equation as:
βC(β) =
1
ρβα−1
[
1 + E
(
ψγ
(
E1
ρβα
))]
where E1 is an exponential random variable with parameter 1 and
ψγ = (1− ϕ)γ 1− ϕ
α
1− ϕ ϕ
′.
Hence, we have:
d
dβ
βC(β) = (1− α) 1
ρβα
[
1 + E
(
ψγ
(
E1
ρβα
))]
− α
ρ2β2α
E
(
E1ψ
′
γ
(
E1
ρβα
))
.
The first term of this expression is clearly positive. The second term is handled by
expressing the differential ψ′γ and showing that it is strictly negative. In details,
we have:
ψ′γ = −γ(1− ϕ)γ−1ψ0ϕ′ + (1− ϕ)γψ′0
and therefore we only need to show that ψ′0 < 0. Straightforward calculations yield:
ψ′0 =
(
ϕ′
1− ϕ
)2
(1− (αϕα−1 + (1− α)ϕα)) + 1− ϕ
α
1− ϕ ϕ
′′.
The first term is clearly positive, and the second term has the sign of ϕ′′. Since we
have: 
ϕ′ =
1
φ′ ◦ φ, ϕ
′′ = − ϕ
′
φ′2 ◦ φφ
′′ ◦ φ
φ′(x) =
xα
1− x > 0, φ
′′(x) =
αxα−1
1− x +
xα
(1− x)2 > 0,
we conclude that ϕ′′ < 0. This ensures that β 7→ βC(β) is strictly increasing, and
therefore there exists a unique invariant distribution for the mean-field equations.

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7.2.3. Super-linear power firing functions. The case b(x) = λxα with λ > 0 and
α > 1 shows a more intricate behavior. Proposition 6 shows that the map β 7→
βC(β) diverges to infinity when β → 0 or β →∞, which allowed to conclude that
apart from the trivial invariant distribution, there either exist no other invariant
distribution or generically an even number of non-trivial invariant distributions.
We analyze the dependence of the number of non-trivial invariant distributions
as a function of the parameters. The following lemma investigates the fixed point
equation βC(β) = 1 as a function of λ, in fact of ρ = λE(V )α.
Lemma 7. Denoting by ρ = λE(V )α. For any β > 0, there exists a unique ρ(β)
such that β satisfies the fixed point equation βC(β) = 1 and there exists βc ∈ R∗+
such that
ρc = min
β∈R+
ρ(β) = ρ(βc) > 0.
Proof. Simple algebraic manipulations allow to rewrite the fixed point equation as:
(40) βC(β) =
1
ρβα−1
+ β
∫ 1
0
(1− x)ρβα 1− x
α
1− x exp
(
−ρβα
∫ x
0
yα − 1
1− y dy
)
dx
We define
g(u) =
∫ u
0
vα
1− v dv and Ψ(x) =
∫ 1
0
1
1− u exp(−xg(u)) du.
Our fixed point equation simply reads
(41) βΨ(ρβα) = 1.
With this expression, it is now relatively easy to show that for any β > 0 fixed,
there exists a unique ρ(β) such that equation (41) is satisfied. Indeed, it is clear
from the expression (41) that ρ 7→ βΨ(ρβα) is strictly decreasing, tends to infinity
at ρ = 0 and to 0 when ρ→∞.
Moreover, the map β 7→ ρ(β) has the following properties.
— Using equation (40), we observe that βα−1ρ(β) → 1 when β → 0 hence
ρ(β)→∞
— ρ(β) → ∞ when β → ∞. Indeed, using equation (40) and the series
representation of 1/(1− y), we can show that
lim
β→∞
(
β
ρ(β)
) 1
α+1
=
∫ ∞
0
e−u
α+1/α+1 du.

The quantity ρc constitute a transition point in the system, and governs the
number of invariant distributions. The following proposition is a simple consequence
of lemma 7.
Proposition 11 (Number of Stationary Solutions of Mean-Field Equations). For
b(x) = λxα with λ > 0 and α > 1, then with ρc and βc defined in Lemma 7,
— If ρ < ρc, there is no non-trivial invariant distribution
— If ρ > ρc, there exist at least two non-trivial invariant distributions with
density defined by Relation (38) for β ∈ {β−, β+} with β− < βc < β+ which
are solutions of the equation ρ(β±) = ρ.
— If ρ = ρc, there exists a unique non-trivial invariant distribution corre-
sponding to β = βc.
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Numerical computations of the fixed point equation (41) show that when ρ > ρc,
there exists exactly two non-trivial invariant distributions. In order to prove this
fact, we would need to show that the function β 7→ ρ(β) has a unique minimum on
R+, i.e. that it is strictly decreasing on [0, βc] and increasing on [βc,∞], or in other
words that there exists a unique β ∈ R+ such that ρ′(β) = 0. These conditions
yield the implicit equation:
Ψ(x∗) = −2x∗Ψ(x∗)
with x∗ = (β∗)2ρ(β∗). Showing analytically uniqueness of the solutions of this
implicit equations is actually very complicated even for simple firing functions such
as b(x) = x2. Extensive numerical simulations tend to show however that this is
the case.
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Figure 2. Quadratic firing function b(x) = x2: numerical simu-
lations of a 2 000 neurons network for different values of E(V ), 30
initial conditions and 1 000 realizations. Each blue dot corresponds
an average firing rate for a given initial condition (see text). The
stationary solution δ0 persists for large values of E(V ) and the ad-
ditional non-trivial invariant distribution appears when increasing
E(V ). Red dots correspond to the separatrix between initial con-
ditions converging to the trivial solution and those going to the
sustained state. The purple line is the numerical solution of the
mean-field equation (39), and shows a good agreement with the
non-trivial and separatrix points.
Let us for instance discuss in more detail the case b(x) = x2 (see Fig. 2). We
have shown that, depending of E(V ), either the trivial distribution is the unique
stationary distribution, or there exists two additional non-trivial equilibrium solu-
tions. These solutions can be found numerically and are depicted in Fig. 2 (purple
line). A phase transition arises, at a specific value of E(V ), in which two additional
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solutions emerge. Similarly to what we did for the linear network, we extensively
simulated the network in order to characterize equilibria of the system. In con-
trast to the linear case, all trajectories do not go to the same state, and we do
expect to find certain initial conditions converging towards the trivial solution and
some towards the non-trivial equilibrium. In one-dimensional dynamical systems
presenting multi-stability, one typically has, between two stable equilibria, one un-
stable equilibrium, which acts as a separatrix, in the sense that trajectories with
an initial condition on one side of the unstable equilibrium converge to the stable
equilibrium on that same side. Here, the system is much more complex, and in
particular it is a priori infinite-dimensional. However, one may conjecture that the
limiting dynamics collapses on a smaller dimensional system. In our simulations,
we considered a network made of 2 000 neurons, in the simple case in which the
initial conditions of neurons are uniformly distributed around a value v0, with a
fixed standard deviation 0.2. For 30 fixed values of v0, we simulated 1 000 times the
network. We observed that, except for values of E(V ) close from the phase tran-
sition, that trajectories converge either towards the trivial equilibrium or towards
a state with non-zero voltage. The value of v0 at which a switch occurs between
those trajectories going to the trivial state and those going to the non-zero state has
been recorded. The average value is depicted in red in Fig 2 and shows very good
agreement with the middle stationary solution of the mean-field equation. The end
state is characterized by one quantity per initial condition, which corresponds to
the average in time (in the time interval [90, 100]), over all neurons and over the
different simulations, of the voltage variable. One point is therefore obtained for
each of the 30 initial conditions, and is depicted as a blue circle in Fig 2. The
dynamics of the system, constrained to these precise initial conditions, is therefore
highly similar to a one-dimensional dynamical system. Note that it is not rare
that solutions of McKean-Vlasov systems reduce to low-dimensional systems. For
instance in a model arising in neuroscience, it was shown in Touboul [34, 37] that
a specific, rate-based neuron model reduces exactly, in the mean-field limit, to a
one-dimensional dynamical system. Although dynamics of the spiking neuron is
much more complex, we conjecture that the dynamics of the firing rate is much
simpler and characterized deterministically by a few statistical quantities.
Appendix
Some Technical Results.
Lemma 8. We assume that b is such that there exists γ > 0 and c > 0 such that
(42) b′(x) ≤ γb(x) + c
Then, for any ε > 0 and p ∈ [1, 3 + ε], there exist a constant γ1 < (3 + 2ε)γ, c1 > 0
and a value ηb > 0 such for any a ∈ (0, ηb) and x ≥ 0,
(43) bp(x+ a)− bp(x) ≤ a (γ1bp(x) + c1) .
Proof. Let us start by noting that the inequality is trivial for b bounded. We will
therefore assume in the rest of the proof that b diverges at infinity. We also remark
that for any 1 ≤ p < 3 + ε, the map bp satisfies an inequality of type (42) where γ
is multiplied by p. Indeed, for any δ > 0, we can find cδ > 0 such that:
dbp(x)
dx
≤ pγbp(x) + pcbp−1(x) ≤ (pγ + δ)bp(x) + cδ.
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We will therefore demonstrate without loss of generality the proposition for p = 1,
and i.e. control the modulus of continuity of b under assumption (42). For an
arbitrary x0 > 0 and any x ≥ x0, we have:
b(x+ a)
b(x)
= exp
(∫ x+a
x
b′(y)
b(y)
dy
)
≤ eaγ˜ ,
with γ˜ = γ + c/b(x0). We conclude that for x ≥ x0,
b(x+ a)− b(x) ≤ (eaγ˜ − 1)b(x).
The map a 7→ (eaγ˜−1)/a is smooth, non-decreasing and tends to γ˜ at a = 0, which
can be made arbitrarily close from γ for sufficiently large x0 (since b is unbounded).
Therefore, there exists x0 > 0 and η > 0 such that for any x ≥ x0 and a ∈ [0, η],
b(x+ a)− b(x) ≤ a(1 + ε)γb(x).
Denoting c1 the Lipschitz constant of b over the interval [0, x0 + η], we readily
obtain (43) with γ1 = γ(1 + ε). 
Another elementary property that is useful in our developments is the following:
Proposition 12. If x(t) is a non-negative ca`dla`g function on R+ and κ > δ > 0
such that, for A, B ∈ R,
x(t) ≤ B + x(s)−
∫ t
s
x(u)κ du+A
∫ t
s
x(u)δ du,
holds for any 0 ≤ s ≤ t, then x(t) is uniformly bounded on any bounded time
intervals.
Moreover, if (x(t)) is C1 on R+ and B = 0, we have a uniform bound for all
times:
sup
t≥0
x(t) ≤ C0 < +∞,
where C0 = x(0) ∧Aκ−δ.
The proof is elementary once noted that the map x 7→ −xκ + Axδ is upper-
bounded by a finite value M > 0 and is strictly negative for any x > Aκ−δ. The
upperbound readily implies that x(t) ≤ x0 + B + M t. For x continuously differ-
entiable and B = 0, the negativity of the integrand for x > Aκ−δ ensures that no
trajectory exceeds C0 = x(0) ∧Aκ−δ.
Poisson Processes. The third elementary technical result used is related to the
martingales associated to marked Poisson processes.
Proposition 13. If N is a Poisson process on R3+ with intensity measure du ⊗
V (dz)⊗dt, f is a continuous function on R3+ and (Y (t) = (Y1(t), Y2(t)) is a ca`dla`g
adapted processes then the process (M(t)) defined by(∫ t
s=0
∫
R2+
f(Y (s−), z) [1{0≤u≤Y1(s−)}N (du,dz,ds)− Y1(s) ds V (dz)]
)
is a local martingale whose previsible increasing process is given by
(〈M〉 (t)) =
(∫ t
0
ds
∫
R+
dV (dz)f(Y (s), z)2 Y1(s)
)
.
See Rogers and Williams [29] and Appendix B of Robert [28] for example.
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Uniqueness. In the main text, we have shown tightness of the sequence of em-
pirical measures, ensuring that the sequence is relatively compact. Moreover, we
showed that the possible limits are time-dependent measures Λ(t) that satisfy, for
all f ∈ C1(R), Equation (35) that we write here as:
(44) 〈Λ(t), f〉 = 〈Λ(0), f〉+
∫ t
0
[
〈Λ(u), −xf ′(x) + E(V ) 〈Λ(u), b〉 f ′(x)〉
− 〈Λ(u), (f(x)− f(0)) b(x)〉
]
du.
In the above notations, x is a generic symbolic variable, which we use for simplicity
of notations, with the convention 〈Λ(t), f(x)〉 = 〈Λ(t), f〉. We know that the law of
the solution of the mean-field McKean-Vlasov equation (3) satisfies this system. We
aim at showing there is a unique positive Radon measure such that the nonlinear
equation (44) holds. We first remark that the differential equation conserves the
total mass 〈Λ(t), 1〉 = 〈Λ(0), 1〉. We are therefore searching for Λ a probability
measure satisfying the nonlinear equation (44). The proof of uniqueness uses the
following properties:
Lemma 9. For any initial probability measure Λ(0) of R+ with bounded support,
if Λ(t) is a solution of Equation (44), there exists C and K such that
(1) sup
t≥0
〈Λ(t), b〉 ≤ C <∞.
(2) Λ(t) has its support in [0,K] for all t ≥ 0.
Proof. The proof of (i) is similar to the analogous property shown on the possible
solutions of the McKean-Vlasov equation. Denoting B(t) = 〈Λ(t), b〉 and using the
inequality b′(x) < γb(x) + c, we have:
B(t) ≤ B(0) +
∫ t
0
〈Λ(u), E(V )B(u)b′(x)− b(x)(b(x)− b(0))〉du
≤ B(0) +
∫ t
0
γE(V )B(u)2 + (c+ b(0))B(u)− 〈Λ(u), b(x)2〉 du
≤ B(0) +
∫ t
0
(γE(V )− 1)B(u)2 + (c+ b(0))B(u) du
and we conclude using proposition 12.
We now prove that any solution Λ(t) to Equation (44) has a uniformly bounded
support. Let us assume that the support of Λ(0) is contained in the interval [0,K0]
and pick f a continuously differentiable and non-decreasing function such that{
f(x) = 0 x < K
f(x) > 0 x > K
with K = max(K0, C E(V )) with C an upperbound of supt≥0 〈Λ(t), b〉. Applying
equation (44) to f and using the fact that 〈Λ(t), b〉 < C, fb ≥ 0 and f ′ ≥ 0, we
obtain the inequality:
0 ≤ 〈Λ(t), f〉 ≤
∫ t
0
〈Λ(u), (−x+ E(V )C)f ′(x)〉 du ≤ 0,
hence 〈Λ(t), f〉 = 0 for all t ≥ 0, implying that the support of Λ(t) is contained
within the compact set [0,K]. 
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With these a priori estimates on Λ in hand, we can now show the uniqueness of
possible solutions to the mean-field equation. For two probability measures λ1 and
λ2, we define the distance:
‖λ1 − λ2‖S = sup {〈λ1 − λ2, f〉 : f ∈ S} ,
with
S =
{
f ∈ C1(R+) : ‖f‖∞ ∨ ‖f ′‖∞ ≤ 1
}
and note that the subset of functions of S with bounded support is dense in the set
of continuous functions with bounded support.
Proposition 14. Let Λ(0) be a probability measure with bounded support, then
Equation (44) has a unique solution with initial condition Λ(0).
Proof. We show that ‖Λ1(t)−Λ2(t)‖S = 0 for all times. Indeed, for any f ∈ S, we
have, denoting ∆(t) = Λ1(t)− Λ2(t),
〈∆(t), f〉=
∫ t
0
〈∆(u), −xf ′(x)−(f(x)−f(0))b(x)+ 〈Λ1(u),f ′〉 b+ 〈Λ2(u),b〉 f ′〉 du
and therefore using the fact that ∆ has a support included in the compact [0,K],
we have:
(45) | 〈∆(t), f〉 | ≤ Γ(f,K)
∫ t
0
‖∆(u)‖S du
with
Γ(f,K) = sup
x≤K,u≥0
∣∣∣−xf ′(x)−(f(x)−f(0))b(x)+ 〈Λ1(u),f ′〉 b(x)+ 〈Λ2(u),b〉 f ′(x)∣∣∣
≤ K := K + C + 3b(K)
We therefore have for all f ∈ S the inequality:
| 〈∆(t), f〉 | ≤ K
∫ t
0
‖∆(u)‖S du,
which is therefore also valid for the norm of ∆:
‖∆(t)‖S ≤ K
∫ t
0
‖∆(u)‖S du.
We conclude, by immediate recursion, that:
sup
s≤t
‖∆(s)‖S ≤ K
∫ t
0
sup
s≤u
‖∆(s)‖S du ≤ K
ntn
n!
sup
s≤t
‖∆(s)‖S ,
hence ‖∆(t)‖S = 0 for all t ≥ 0. 
Simulation Algorithms. This appendix describes the simulation algorithms used
to obtain our plots for linear and quadratic rate functions in section 7. We used two
distinct algorithms: an exact simulation algorithm for the simulation of the extinc-
tion time, and for the sake of computational efficiency an approximate algorithm
for large networks.
The algorithm we used in order to perform efficient simulations for large networks
implements the evolution of the process at discrete times tk = kδt with δt a small
time step. In each time interval, we compute the probability that a spike occurs
within the interval. We then draw a Bernoulli random variable with this probability,
and update the network state accordingly.
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This approximate dynamics allows to perform fast simulations and therefore
to reach very large network size. However, computing the extinction time of the
network is much more delicate. To this end, we performed, for small network
sizes, exact simulations of the jump process in the case of the linear firing function
b(x) = λx. In the specific model we treat here, the particularly simple form of the
dynamics of the variables Xi(t) between spikes and the simplicity of the firing map
b allows to derive the cumulative density function of the spikes:
P(τi ≥ t) = exp(−λXi(1− exp(−t)))
provided that Xi(0) = Xi. From this expression, one obtains the probability that
neuron i stops firing pi = exp(−λXi), and also the probability of firing at time t
provided that the neuron does not stop firing. Therefore, although we deal with
state-dependent Poisson processes, these formulae allow to simulate exactly the
process and the extinction time, reached when all neurons stop firing.
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