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Abstract
Data sets for statistical analysis become extremely large even with some difficulty of be-
ing stored on one single machine. Even when the data can be stored in one machine, the
computational cost would still be intimidating. We propose a divide and conquer solution
to density estimation using Bayesian mixture modeling including the infinite mixture case.
The methodology can be generalized to other application problems where a Bayesian mixture
model is adopted. The proposed prior on each machine or subsample modifies the original
prior on both mixing probabilities as well as on the rest of parameters in the distributions
being mixed. The ultimate estimator is obtained by taking the average of the posterior sam-
ples corresponding to the proposed prior on each subset. Despite the tremendous reduction
in time thanks to data splitting, the posterior contraction rate of the proposed estimator
stays the same (up to a log factor) as that of the original prior when the data is analyzed as
a whole. Simulation studies also justify the competency of the proposed method compared
to the established WASP estimator in the finite dimension case. In addition, one of our sim-
ulations is performed in a shape constrained deconvolution context and reveals promising
results. The application to a GWAS data set reveals the advantage over a naive method
that uses the original prior.
Some Key Words: Divide and conquer, Bayesian density estimation, Posterior contraction
rate, Bayesian mixture model.
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1 Introduction
In an era of real big data, data sets for statistical analysis become extremely large even with
some difficulty of storing on one single machine. Even when the data can be stored in one
machine, the computational cost would still be intimidating. As an example, for most recent
data sets in the Genome Wide Association Study (GWAS), the number of subjects amounts
to several hundreds of thousands while the number of single-nucleotide polymorphism (SNP)
goes up to one million for each individual.
A divide and conquer algorithm involves three steps. First, a partition of X1, . . . , Xn is
distributed to J machines. For simplicity, we assume that the data is randomly partitioned
with equal size so that the sample size on each machine is m = n/J . Second, individual
analysis is performed to the subset data on each machine, usually in a paralleled fashion.
The last step is to combine the estimators from all J machines. The computational cost of
a divide and conquer algorithm is reduced tremendously thanks to the paralleled analyses
on much smaller data sets. The reduction in time could be significant if the complexity of
the statistical analysis is of first or higher order of sample size. In the Bayesian framework,
different approaches arise in this context for various purposes. To name a few, Scott et al.
(2016) came up with a simple procedure in terms of both assigning prior and combining
posterior samples. Srivastava et al. (2018) unified all posterior distributions on each subset,
leading to an overall posterior distribution that maintains the same concentration rate as if
the whole data has been treated together. Sabnis et al. (2016) made a first step in subsetting
the variables in a Bayesian factor model. Guhaniyogi et al. (2017) proposed distributed
kriging for Gaussian process in spatial data.
It is well acknowledged in both frequentist and Bayesian perspectives that some debiasing
or overfitting procedure needs to be done when analyzing the subset data, in order to obtain
a combined estimator that achieves the same accuracy as that of the original estimator
when the data is analyzed as a whole. Methods are distinguished by how the individual
analysis is appropriately adjusted and the way that the estimators in different machines
are combined. Here our attention is given to several recent Bayesian approaches. Within
the context of signal-in-white-noise model, Szabo´ and van Zanten (2019) pointed out the
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necessity of carefully choosing among several strategies for successfully achieving the optimal
convergence rate and posterior coverage probability. Scott et al. (2016) and Neiswanger
et al. (2014) proposed a general framework for modifying the prior in the divide and conquer
context and applied the method in various setups. Other approaches (Srivastava et al.,
2018; Xue and Liang, 2019) concern modifying the likelihood in evaluating the posterior
distribution together with combination techniques that find the “center” of the posterior
distributions on each subset. However, these methods require caution to use when the
parameter is of large or infinite dimension, with the combination strategy too simple to be
justified or too complicated to compute. In addition, these combination techniques are also
impossible to apply when the goal is to estimate a density on a non-Euclidean space, e.g.
space of densities. A comparison with this estimator, named WASP, is of merit in the low
dimension case.
Of the existing methods using a Bayesian procedure along with a data-splitting tech-
nique, none of them estimate an infinite dimensional parameter nor do they deal with prior
distributions over an infinite dimensional space. Problems of this kind arise naturally in
nonparametric density estimation and become attractive in high dimensional and nonlinear
models, see Section 2.5 for an incomplete list of references. In such problems, the most
popular choice of prior one can expect is the Dirichlet process mixture of standard densities,
like Normal, Laplace, Gamma, etc. Following the success of Scott et al. (2016) in examples
with a finite dimensional parameter or a simple conjugate prior, we are motivated to take
a step into more complicated scenarios, for instance, when the prior belongs to the specific
type as above.
In the divide and conquer framework, we propose a general methodology for assigning
such priors with a focus on density estimation. The proposed prior generalizes the idea when
the parameter is finite dimensional, that is, the prior is adjusted with the purpose of debiasing
the subset density estimators by sacrificing the uncertainty therein. We provide the solutions
to adjust priors having a Dirichlet process component and more. We use simple averaging
for combining the individual estimators which facilitates the computation and meanwhile
reduces excessive uncertainty without introducing bias. The ultimate density estimator
after combining the individual estimators is constructed under much less computational and
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memory burden while still achieving the optimal rate. We show in simulations and real
data that the proposed procedure is also applicable to contexts beyond density estimation.
Included in this paper is a confirmed success in a density deconvolution problem. By its
design, the method fits easily into other contexts as long as the prior itself is composed of
a(n) finite/infinite mixture of standard probability distributions and others.
The following sections are organized in this way. Section 2 specifies two example models
regarding Bayesian density estimation and the proposed priors in the divide and conquer
context. In Section 3 we show that the proposed density estimator can achieve the optimal
rate when the number of subsets is growing no faster than log rate of sample size. Two
simulations are conducted in Section 4, illustrating the competency of our method with
WASP in density estimation and the capability of an extension to density deconvolution
which is motivated by a real application. The proposed method is implemented on a data
set in genome-wide association study (GWAS) and results are presented in Section 5. The
paper ends with discussions in Section 6.
Notations. IW(ν,Ψ) denotes an inverse wishart distribution with degrees of freedom ν
and scale matrix Ψ. Ga(a, b)/IG(a, b) stands for a(n) gamma/inverse gamma distribution
with shape a and rate/scale b. Dir(α) denotes a Dirichlet distribution of order K with
parameter α = {α1, . . . , αK}. Np(µ,Σ) stands for a multivariate normal distribution of
dimension p with mean µ and covariance matrix Σ and N(µ, σ2) in the case p = 1. DP(M,G)
denotes a Dirichlet process with concentration parameter M and base probability measure G.
Unif(θ1, θ2) is a uniform distribution supported on the interval [θ1, θ2]. All of the distributions
above can be easily switched to a density by adding a dot argument as the first argument,
e.g. Np(·;µ,Σ) denotes the density of Np(µ,Σ). By convention, φσ refers to the density
function of a univariate Normal distribution with mean 0 and standard deviation σ. The
expression an  bn states that an and bn are of the same rate asymptotically.
3
2 Model Specification
2.1 Background
Suppose X1, . . . , Xn ∈ Rp is an independent and identically distributed sample from an un-
known density f0(·),Rp → [0,∞). We are going to illustrate our idea under both parametric
and nonparametric model for f0(·), both characterized by a mixtures of normal distributions.
The key idea can be easily extended to mixtures of distributions other than normal.
We first consider f0(·) is a finite dimensional mixture of normal distributions,
f0(x) =
K∑
k=1
pikNp(x;µk,Σk). (1)
The mixing probabilities pi = (pi1, . . . , piK) lie in a (L − 1)-simplex. The kth component
normal distribution has mean and covariance matrix µk and Σk. Together, pi, {µk}Kk=1 and
{Σk}Kk=1 form the unknown parameters in the data generating model.
For ease of computation, a conjugate prior corresponding to (1) can be imposed (Srivas-
tava et al., 2018):
pi ∼ Dir(α1, . . . , αK), µk | Σk ∼ Np(0, lΣk), Σk ∼ IW(ν,S). (2)
On the other hand, if the form of the true density f0(·) is unknown, in which case a
nonparametric counterpart to the finite dimensional model (1) and (2) is a popular substitute.
We are going to present the univariate case, a straightforward extension of the current
algorithm and theory to a multivariate case exists; see Remark 1 for a brief discussion about
the theory about the multivariate case. Specifically, the nonparametric model is
f(x) ∼
∫
φσ(x− µ)P (dµ), σ ∼ Πσ(·), P ∼ DP(M,G). (3)
The model (3) corresponds to the so-called Dirichlet process (location) mixtures of Nor-
mal (DPMN) prior, algorithms of which have been studied previously (Blei et al., 2006;
Rasmussen, 2000). The asymptotics about DPMN have been investigated in Ghosal et al.
(2007) for the univariate case and Shen et al. (2013) for the multivariate case.
Given the proven performance of these priors in producing a good density estimator while
running on the complete data, the following sections will provide guidance on imposing priors
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when we work on small chunks of data spread across various machines. Before illustrating
our approach regarding the density estimation problems above, we first present a general
way which has been explored for models with finite dimensional parameters (Scott et al.,
2016). Denote θ be the parameter of interest, L(θ;x) be the likelihood function based on
data x, Π(θ) be the prior on θ. In the distributed setting with J chunks, the likelihood
function can be decomposed into J components, L(θ;x) =
∏J
j=1 L(θ;x
(j)), where x(j) is the
data belonging to the jth chunk. The posterior distribution of θ takes the form Π(θ | x) =∏J
j=1{L(θ;x(j))Π(θ)1/J} where the likelihood function and the prior are factorized similarly.
This general idea paves the way of seeking for an appropriate prior on each chunk of data
by assigning Π(θ)1/J .
Difficulties exist on how to justify the above idea for all cases of Π(θ) where θ could be
infinite dimension. The focus of this paper is to address this issue for a family of models
including but not limited to (1) and (3). It is seemingly hard to handle priors with its
support on a probability space with the existing literature because these priors involve a a
“distribution on distribution” component corresponding to the Dirichlet distribution or the
Dirichlet process prior and some independent prior distributions on the rest of parameters in
the component densities. In what follows we describe the modification to these priors in the
divide and conquer context. The prior on the parameters in component distributions which
usually takes a conjugate form against the likelihood will be imposed as the same type. On
the other hand, we propose to make a simple adjustment on the parameters of the Dirichlet
prior from the property of Dirichlet distribution or process.
2.2 Finite mixtures of Normal prior
As introduced in Section 2.1, the prior for a finite mixture of normal model takes the form
(2). We start with a basic property of the Dirichlet distribution.
Proposition 1. Let pi ∼ Dir(α), where α = (α1, . . . , αK). Denote αs =
∑K
k=1 αk. Then
E(pik) = αk/αs, var(pik) = αk(αs − αk)/α2s(αs + 1), cov(pij, pik) = −αjαk/α2s(αs + 1).
The Dirichlet distribution prior on pi, Dir(α1, . . . , αK), is proportional to
∏K
k=1 pi
αk−1
k .
Proposition 1 (a proof can be found in Chapter 27 of Balakrishnan and Nevzorov (2004))
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states that scaling α by a factor γ scales up the variance by a factor (1 + αs)/(1 + γαs)
while keeping the mean unchanged component-wise. This property is essential and provides
directions to adjust the prior on pi. We propose to scale the parameters of the Dirichlet
distribution prior on pi by 1/J leading to Dir(α1/J, . . . , αK/J). Indeed, we can make an as-
sertion that this simple adjustment sacrifices uncertainty in exchange for debiasing regarding
pi according to Proposition 1.
We take the same strategy as Concensus Monte Carlo (Scott et al., 2016) for adjusting
the priors on the remaining parameters. Raising a power 1/J to the normal prior on µk | Σk
leads to Np(0, lΣkJ). It can be shown easily that the effect of a power 1/J to the inverse
wishart prior on Σk, IW(ν,S), is chracterized by an inverse wishart type IW(ν/J−(p+1)(J−
1)/J,S/J). The risk of its first parameter being possibly negative will be regulated by the
likelihood when constructing the (conditional) posterior distribution of Σk. A Gibbs sampler
corresponding to the modified prior above is provided in Section S.1.1 in the Supplementary
material.
2.3 Dirichlet process mixtures of Normal prior
Although a Dirichlet process has a remarkable stick-breaking representation (Sethura-
man, 1994), unfortunately, it does not have a probability density as a Dirichlet distri-
bution does. However, we can extend the idea in Section 2.2 to Dirichlet process since
marginally a Dirichlet process follows a Dirichlet distribution. That is, if P ∼ DP(M,G),
for any measurable finite partition {A1, . . . , Ak} of the support of the base measure G,
(P (A1), . . . , P (Ak)) ∼ Dir(G(A1)M, . . . , G(Ak)M).
Our idea is to modify the parameters associated with a Dirichlet process such that the
relationships between its subsequent marginal distributions and those under the Dirich-
let process with the original parameters are maintained to be the same as that in Sec-
tion 2.2. This can achieved by adjusting the prior on P as DP(M/J,G) under which
(P (A1), . . . , P (Ak)) ∼ Dir(G(A1)M/J, . . . , G(Ak)M/J) for the above partition. Hence re-
garding the nonparametric model (3), the following prior is suggested:
f(x) ∼
∫
φσ(x− µ)P (dµ), σ ∝ Π1/Jσ (·), P ∼ DP(M/J,G). (4)
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The general form of the prior on σ, Π
1/J
σ , can be simplified if Πσ takes a parametric form.
In the case when a conjugate prior for σ, Πσ ∼ IG(a, b), is adopted, it becomes Π1/Jσ ∼
IG(a/J − (J − 1)/J, b/J). Indeed it is just an inverse gamma type since the first argument
is negative when a < (J − 1), but similar arguments about the prior on Σk in Section
2.2 apply here. A Gibbs sampler corresponding to (4) is provided in Section S.1.2 in the
Supplementary material.
2.4 A combined density estimator
Let Xj be the subset of data distributed to the jth machine, j = 1, . . . , J . Denote the
posterior probability under the model in Section 2.2 or 2.3 in accordance to the jth subset
as Πm(· | Xj), where subscript m indicates the distributed sample size. Our procedure
proceeds as follows. For each subset j, we could obtain an estimator f [j](·) ∈ P by taking a
random sample from the posterior distribution Πm(· | Xj). The ultimate estimator is then
formed by a simple average over all subset samples, f(·) = (1/J)∑Jj=1 f [j](·).
Let Πn(· | Xn) denote the distribution of f(·). Then it is easy to show that Πn(· | Xn)
is a convex convolution of all subset posterior densities, Πm(· |Xj), j = 1, . . . , J . Although
we will provide asymptotics of Πn(· | Xn) in Section 3.2, we discuss the appropriateness of
proposing f(·), or equivalently Πn(· |Xn). The major consequence of us modifying the prior
is that the center of Πm(· | Xj) is pulled towards the targeted posterior distribution while
admitting larger variability. We construct the aforementioned combined density /posterior
distribution as it keeps the center unchanged while reducing the variability in subset posterior
distributions.
2.5 Other applications
Our divide and conquer algorithm goes beyond density estimation problem as long as the
prior of the relevant model consists of a Dirichlet distribution/process component, which is
often seen along with models characterized by a(n) finite/infinite mixture of standard prob-
ability distributions. The popularity of such prior has risen in recent years with appearances
in high dimensional normal means problem (Bhattacharya et al., 2015), multivariate cat-
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egorical data with dependency (Dunson and Xing, 2009), and nonlinear regression models
(De Jonge et al., 2010; Naulet et al., 2018), just to name a few.
3 Theoretical results
3.1 Preliminary definitions
The set of density functions is P = {f(·) : f(·) ≥ 0, ∫ f(x)dx = 1}. We consider the metric on
P to be the Hellinger distance h(·, ·). For any p, q ∈ P , h(p, q) = {∫ (p1/2(x)−q1/2(x))2dx}1/2.
The Wasserstein space of order 2 is defined as P2 = {µ ∈ probability measure on P :∫
P h
2(f, f0)dµ(f) < ∞}. For any µ, ν ∈ P2, Ξ(µ, ν) is a set of all probability measures on
P ×P whose marginal measures are µ and ν. The Wasserstein distance of order 2 on P2 is
defined as W 22 (µ, ν) = infξ∈Ξ(µ,ν)
∫
P×P h
2(p, q)dξ(p, q).
In particular, if one of the probability measures is concentrated on a fixed element in
f0 ∈ P , e.g., ν = δf0 , the Wasserstein metric becomes W 22 (µ, ν) =
∫
P h
2(f, f0)dµ(f). Thus
in the context of this paper, the Wasserstein distance between any posterior distribution
Πn(· |Xn) on P and δf0 is
W 22 (Πn, δf0) =
∫
P
h2(f, f0)dΠn(f |Xn). (5)
Hence
W 22 (Πn, δf0) ≤ 2n + 2Πn({f ∈ P : h(f, f0) ≥ n} |Xn).
The above inequality is due to the fact that the Hellinger distance is less or equal to 2. Hence
we conclude that a typical posterior contraction rate result, Πn({f ∈ P : h(f, f0) ≥ n} |
Xn)→ 0, is sufficient to prove a convergence of Πn(· |Xn) to δf0 with rate n in Wasserstein
distance. In Section 3.2 we will present our theoretical results in terms of the latter.
Lemma 1. The Hellinger distance is a biconvex functional on P × P , that is, for any
g1, g2, f ∈ P , and ω1 ≥ 0, ω2 ≥ 0 with ω1+ω2 = 1, h(ω1g1+ω2g2, f) ≤ ω1h(g1, f)+ω2h(g2, f).
Similarly, h(f, ω1g1 + ω2g2) ≤ ω1h(f, g1) + ω2h(f, g2).
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3.2 Main theorems
To see the asymptotic behavior of f(·), equivalently, we can study the underlying distribution
which yields f(·), Πn(· | Xn). By definition of f(·), Πn(· | Xn) is a (convex) convolution of
the subset posterior distributions Πm(· | Xj), j = 1, . . . , J . Specifically, for any functional
L(·) on P ,∫
P
L(f)dΠn(f |Xn) =
∫
P×···×P
L(
∑J
j=1fj/J)dΠm(f1 |X1) · · · dΠm(fJ |XJ). (6)
It is trivial to show that f(·) corresponds to a sample drawn from Πn(· |Xn).
We are going to state the posterior contraction rate for Πn(· | Xn). For illustration
purposes, we are going to state the theory for the nonparametric density estimator under
the Dirichlet process mixtures of normal prior (4).
Let a1, . . . , a5, b1, . . . , b5 and C1, . . . , C4 be positive constants. Denote C
β,L,τ0 as the
locally β-Ho¨lder function class with functions that have finite partial derivatives f (k)(·) up
to order k ≤ bβc such that for all k ≤ bβc, |f (k)(x+ y)− f (k)(x)| ≤ L(x) exp(τ0|y|2)|y|β−bβc.
The key assumptions are
(C1) 1−G([−x, x]) ≤ b1 exp(−C1xa1) for sufficiently large x > 0.
(C2) Πσ{(0, x)} ≤ b2 exp(−C2x−a2), for sufficiently small x > 0. Πσ{(x,∞)} ≤ b3x−a3 , for
sufficiently large x > 0. For any s, t > 0 Πσ{(s−1(1 + t)−1/2, s−1)} ≥ b4s−a4ta5 exp(−C3s−1).
(C3) f0(·) ∈ Cβ,L,τ0 . P0(|Dkf0|/f0)(2β+)/k < ∞ for all integer k ≤ bβc. P0(L/f0)(2β+)/β <
∞. f0(x) ≤ b5 exp(−C4|x|τ ) for sufficiently large |x| and some τ > 0.
(C4) J  log n, equivalently, m  n log−1 n.
The first three conditions are the same as those in Shen et al. (2013) in the univariate
case. The last condition is on the growing rate of subsets in our divide and conquer setup.
Theorem 1. If assumptions (C1)—(C4) are satisfied, for any j = 1, . . . , J and any t >
3/2+(1/τ)/(2+1/β), the posterior distribution Πm(· |Xj) converges to f0(·) in Wasserstein
distance with contraction rate m = m
−β/(2β+1)(logm)t, that is,
W2(Πm(· |Xj), δf0) . m, j = 1, . . . , J.
Here δf0 is the dirac measure on P concentrating at f0(·).
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The next lemma states how the convergence under the Wasserstein metric for each subset
posterior distribution Πm(· |Xj) controls that of the posterior distribution Πn(· |Xn).
Lemma 2. W2(Πn(· |Xn), δf0) ≤ J−1
∑J
j=1W2(Πm(· |Xj), δf0).
Proof. First, from the expressions (6), (5) and Lemma 1, it can be seen that
W 22 (Πn(· |Xn), δf0) =
∫
P×···×P
h2(
∑J
j=1fj/J, f0)dΠm(f1 |X1) · · · dΠm(fJ |XJ)
≤ J−2
J∑
j=1
∫
P
h2(f, f0)dΠm(f |Xj)
+ J−2
∑
j 6=k
∫
P×P
h(fj, f0)h(fk, f0)dΠm(fj |Xj)dΠm(fk |Xk).
By Cauchy-Schwartz inequality, all terms in the second summation on the right hand side is
bounded by {∫P h2(f, f0)dΠm(f |Xj) ∫P h2(f, f0)dΠm(f |Xk)}1/2. Applying expression (5)
again to all terms in the previous display yields
W 22 (Πn, δf0) ≤ J−2
{ J∑
j=1
W 22 (Πm(· |Xj), δf0) +
∑
j 6=k
W2(Πm(· |Xj), δf0)W2(Πm(· |Xk), δf0)
}
=
{
J−1
J∑
j=1
W2(Πm(· |Xj), δf0)
}2
.
Theorem 2. If assumptions (C1)—(C4) are satisfied, the posterior distribution Πn(· |Xn)
converges to f0(·) in Wasserstein distance with contraction rate n = n−β/(2β+1)(log n)u, u >
3/2 + (1/τ)/(2 + 1/β) + β/(2β + 1), that is,
W2(Πn(· |Xn), δf0) . n.
Proof. The desired inequality is implied by Theorem 1 and Lemma 2.
Remark 1. In Theorem 2, we state the one dimensional case for simplicity. We make a brief
comment without details that a multivariate version of Theorem 2 exists provided a multi-
variate correspondence to prior (4) is imposed. In the standard Bayesian density estimation
setting, the contraction rate for estimating a multivariate density has been studied previously
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in Shen et al. (2013). When switched to the multivariate case with dimension d, the corre-
spondence to Πσ would be a prior on the covariance matrix Σ ∈ Rd×d, on which Shen et al.
(2013) imposed conditions regarding the concentration of eigenvalues of the matrix. Mean-
while, the base measure G(·) on Rd is required to satisfy a straightforward multi-dimensional
extension of (C1). Under these conditions, the logic flow in deriving Theorem 2 guarantees
that our divide and conquer density estimator can achieve the multivariate contraction rate
as if the complete data has been used. Details will be omitted.
4 Simulation
4.1 Overview
As briefed in Section 2.2–2.4, we come up with a proper way to rebuild a simple density
estimator for some existing parametric and nonparametric methods in the divide and conquer
context.
The finite mixtures of normals is one example considered in Srivastava et al. (2018)
regarding model (1) and prior (2). For comparison, our first simulation will imitate Section
4.2 of Srivastava et al. (2018) in the choices of p = 2, K = 2, α1 = α2 = 1/2, l = 100, ν = 2
and S = 4I2. The true parameter values are set as pi = (0.3, 0.7), µ1 = (1, 2)
T , µ2 = (7, 8)
T ,
Σ1 = Σ2 = {Σij}1≤i,j≤2, where Σ12 = 0.5, Σ11 = 1 and Σ22 = 2. As mentioned in Section
2.2, we propose the following adjusted prior on each machine:
pi ∼ Dir(1/(2J), 1/(2J)), µk | Σk ∼ N2(0, 100ΣkJ), Σk ∼ IW(5/J − 3, (4/J)I2). (7)
Srivastava et al. (2018) mainly illustrated the ability of their method, WASP, on estimat-
ing some nonlinear functions of the parameters, say g(pi,µ1,µ2,Σ1,Σ2). They compared
the accuracy of WASP with other methods, among which the superiors were Consensus
Monte Carlo and WASP. Given their close competition in estimating the functions of the
parameters, it is worthwhile to examine whether the performance is consistent in estimating
the original model parameters. With the acknowledgment of the possible similarity of our
method and Consensus Monte Carlo in finite dimensional models, we implement our algo-
rithm using (7). A disclaimer is that we find there are differences with the implementation
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of CMC in Srivastava et al. (2018) (specifically in updating pi and Σk). WASP estimator is
obtained using online code of Srivastava et al. (2018).
The second simulation we conduct is in a more complicated context, as designed for
density deconvolution with shape constraints. We generate observed data Wi through a
classical measurement error model, specifically, an independent sample of W = X+U , where
the distribution of U is known and possibly heteroscedastic. The density of the true variable
X, f(·), is of interest and in some application context (see Section 5 for one such application)
should have a symmetric and unimodal shape. To ensure the shape of f(·), a multi-layer
mixture prior is adopted. According to Feller (1971), any unimodal and symmetric density
(with finite first derivative) f(·) can be represented by a mixture of uniform distributions.
We focus on the scenario that the mixing distribution has a density g(·). The density g(·) is
then built upon a Dirichlet process mixture of gamma distributions. Using latent variables,
we can write out the hierarchical model
Wi | Xi ∼ N(Xi, σ2i ); Xi | θi ∼ Unif(−θi, θi); θi | z, µ ∼ Ga(z, z/µ);
µ | Pµ ∼ Pµ; Pµ | m,D ∼ DP(m,D); z ∼ Πz(·), (8)
where the gamma distributions are reparameterized by shape z and mean µ. The mixing is
imposed on µ leading to a Dirichlet process location mixture of gamma distributions. The
proposed prior works well in simulations and real data in a recent work under review in a
peer-reviewed journal.
The second simulation setup involves a hierarchical prior through the introduced latent
variables. We propose to impose the fraction 1/J on the bottom layer of the prior, namely,
Wi | Xi ∼ N(Xi, σ2i ); Xi | θi ∼ Unif(−θi, θi); θi | z, µ ∼ Ga(z, z/µ);
µ | Pµ ∼ Pµ; Pµ | m,D ∼ DP(m/J,D); z ∼ Π1/Jz (·), (9)
To the best of our knowledge, hierarchical priors have not been investigated in the divide and
conquer context. Thus it highlights the capability of applying our method in a broad range.
A Gibbs sampler corresponding to (9) is provided in Section S.1.3 in the Supplementary
material.
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The true density is composed of a normal component, N(0, 0.22), which targets a sharp
peak at zero and a t distribution with degrees of freedom 5 which generates the large values
of X. The two components are assigned with probabilities 0.8 and 0.2 respectively so that
the resulting density has a sharp peak around zero and a small portion on the large values.
The choice of error variances is σ2i = (0.75+Xi/4)
2 under which the variance of error depends
on X and the expected variance of error is more than the variance of X.
We adopt posterior mean estimators unless specified otherwise. For WASP, we originally
get an overall posterior distribution from the author’s code, from which posterior samples
are generated, this in turn leads to the posterior mean estimator. Our estimator is obtained
first by taking the average of posterior samples of densities across the MCMC steps on each
individual machine. Then our divide and conquer estimator is calculated by averaging over
the estimators across the selected machines. In addition, an estimator based on the original
analysis using the complete data is implemented for validating the above estimators.
4.2 Simulation Results
For the first simulation, the sample size of the complete data is n = 10, 000 and the number
of MCMC steps is 10, 000 with burn-in steps 5, 000 and thinning every 5th iterations. In
addition, J = 10 machines are chosen for splitting the data. The simulation is repeated 10
times. All these setups agree with Srivastava et al. (2018) for comparison with the WASP
estimator.
Table 1 summarizes and compares the accuracy of parameter estimation for µ1 and µ2.
Table 2 contains the counterparts for Σ1 and Σ2. For the covariance matrices estimation,
we are limited to present the performance of our method and the method that uses the
complete data. The WASP estimators for Σ1 and Σ2 are missing due to incapability of
obtaining posterior samples from the online codes provided in Srivastava et al. (2018).
The second simulation is performed on a data set of size 15, 000 and repeated 50 times.
We use 5, 000 MCMC iterations with 1, 000 burn-ins. The density estimators are constructed
in three contexts: the complete data with the original prior, divided data on 20 machines
with the original prior, divided data on 20 machines with the proposed prior. For the latter
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Parameter µ1 µ2
Estimator full WASP fPrior full WASP fPrior
bias (×10−3) (-2, -2) (-2, -2) (-2, -2) (1, 3) (0, 3) (1, 3)
se (×10−3) (4.7, 4.5) (4.3, 4.6) (4.7, 4.5) (5.7, 7.5) (5.8, 7.6) (5.7, 7.5)
Table 1: The bias and standard error in estimating µ1 and µ2 using complete data (full),
WASP and our method (fPrior). The reported values are magnified by a factor 103 so that
less decimals are displayed.
Parameter Σ11 Σ12 Σ22
Estimator full fPrior full fPrior full fPrior
bias (×10−3) (2, -2) (2, 0) (2, -4) (2, -3) (6, 0) (8, 3)
se (×10−3) (4.2, 13.3) (5.1, 7.0) (3.5, 10.7) (4.7, 9.5) (13.3, 7.6) (10.6, 11.8)
Table 2: The bias and standard error in estimating components of Σ1, Σ2 (Σ1 = Σ2) using
complete data (full) and our method (fPrior). We report two values for each parameter
corresponding to estimators from the two components. The reported values are magnified
by a factor 103 so that less decimals are displayed
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two, the estimated density is obtained by further averaging the posterior densities over the
20 machines. Figure 1 presents the estimated densities and the true density.
It is worthwhile to mention that the accuracy of our proposed prior is achieved with
a significant computational gain. The algorithm runs on multiple computer nodes in a
Linux OS cluster with single core assigned for individual analysis. In addition, less memory
is assigned for analysis of split data than that used for analyzing the complete sample.
Roughly, the overall time is about 1/5 over that without data splitting.
0
0.5
1
1.5
−3 −2 −1 0 1 2 3
x
D
en
si
ty
Figure 1: Deconvoluted density estimators using the complete data of size 15, 000 and using
the divided data (of equal size) on 20 machines. The truth (black solid line) is a mixture
of t with degrees of freedom 5 with probability 0.2 and N(0, 0.22) with probability 0.8. The
posterior mean of MCMC samples of the density using the complete data and the original
prior (green dotted dash line) can be treated as the “best” estimator. The averaged estimator
using the original prior over 20 machines (red dashed line) and our estimator (blue dashed
line) are displayed for comparison.
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4.3 Conclusions
We implemented two distinct simulations in density estimation using finite mixture of normal
distributions and density deconvolution with shape constraints. In the first simulation, the
performance of our methods in estimating the mean parameter of normal distributions is
very competitive with the established WASP while both of them are indifferentiable with the
original analysis acting on the complete data. The second simulation showcases the capability
of our method in a more complicated problem that involves a hierarchical nonparametric
prior. Our estimator has a clear advantage in accuracy over a naive estimator that imposes
the prior in the original analysis on split data.
5 A GWAS data set
The algorithm (8) was designed to analyze data from GWAS studies. We focus on one
particular study data, GIANT Height. Here we provide a concise introduction that paves
the way to apply the method, more thorough information can be found in Allen et al.
(2010). The trait variable height is collected for N = 133, 653 individuals of recent European
ancestry. After an initial screening, the number of single-nucleotide polymorphisms (SNPs)
that are of interest is reduced to n = 941, 389, of whom the regression coefficients Wi and
their associated standard error σi, i = 1, . . . , n, in accordance to a simple linear regression
are available.
Upon simple derivation the observed effect size Wi is related to the true effect size Xi
through a measurement error model Wi = Xi + Ui, where Ui ∼ N(0, σ2i/N) and σ2i equals
the variance of regression error in the linear regression of height on the ith SNP. Because
of the large number of individuals in the study, the variance of Ui is well estimated by the
standard error of the regression coefficient Wi and thus is treated as known. By assuming
all the true effect sizes Xi’s come from one distribution with f(·) as its density function,
and acknowledging the fact that the observed effect sizes Wi are symmetric with a majority
near zero, it is reasonable to infer that f(·) is unimodal and symmetric at zero. The natural
question is how to estimate f(·). It is apparrent that applying an efficient algorithm matters
16
when one realizes that the number of SNPs is so large, which is typical for a GWAS data
set.
The problem introduced has the same setup as our second simulation. We are interested
in applying the divide and conquer algorithm (9) in this paper and compare the density
estimators with those obtained by blindly using the original algorithm (8) under the iden-
tical splitting of data. The same strategy as used in the simulation section is adopted for
combining the individual density estimators. These two estimators are referred to as fPrior
and naive correspondingly. We select J = 50 or J = 200 machines with each assigned effect
sizes of around 20, 000 SNPs in the former case or around 5, 000 in the latter. As usual, a
posterior mean estimator is chosen as the density estimator on individual machine.
Figure 2 displays the estimated densities for the true effect size X under fPrior or naive.
We display the peak and tail areas of these estimators separately, which are determined by a
pre-specified cutoff 0.003. Table 3 summarizes the integrated absolute value of the difference
(IAD) between the estimated densities under J = 50 and J = 200 for each method. IADs
are also calculated separately for the peak region and the tail region.
One conclusion from Figure 2 and Table 3 is that estimating the effect size density using
the proposed prior is less sensitive to the total machines being used than that using the
naive prior and thus we believe the proposed prior is advantageous, especially in estimating
the tails. We also observe that both priors are not very consistent in estimating the density
around zero when different number of machines are selected reflecting the intrinsic difficulty
in estimating the extremely small effect sizes. In conclusion, our method leads to a feasible
solution in practice, especially when the focus is on detecting the larger effect sizes.
6 Discussions
We study a scalable Bayesian parametric or nonparametric density estimation method using
a divide and conquer strategy, with a guaranteed optimal posterior convergence. In addi-
tion, our numerical and real data results show the applicability of the method to a density
deconvolution problem. There is an interest to see how the idea can be used in an even
broader context.
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Density Area |x| > 0.003 |x| < 0.003
Estimator fPrior naive fPrior naive
IAD (50− 200) 0.003 0.015 0.033 0.035
Table 3: The integrated absolute value between the effect size density estimators under the
choices of J = 50 and J = 200, IAD (50 − 200), is compared separately for our method
(fPrior) and for the naive prior (naive). The metric is calculated for two regions: the larger
effect sizes (|x| > 0.003) and the extremely small effect sizes (|x| < 0.003)
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Figure 2: True effect size density estimators for the GIANT Height data set containing the
observed effect sizes (associated with height) corresponding to 941, 389 SNPs separately.
The peak region and tail region (on the positive values) are displayed in the left and right
panel. Four density estimators are displayed: fPrior using divided data (of equal size) on 50
machines (red dashed line), fPrior using divided data on 200 machines (purple dashed line),
the naive prior (original prior) using divided data on 50 machines (blue dotted dashed line),
the naive prior using divided data on 200 machines (green dotted dashed line).
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Our theoretical results indicate it is expected that the number of machines can not be
chosen to be too large compared to the total sample size. In practice, how to select the total
number of subsets is an open problem.
We are aware of a very nice theoretical result (Szabo´ and van Zanten, 2019) that inves-
tigates the optimal posterior convergence regardless of the choice for the number of subsets.
They consider the signal-in-noise model with a conjugate normal prior which is regulated
by the “decay” rate of the true signal. The authors cast a doubt about the existence of an
adaptive version of the method. One conjecture based on our theoretical results and others
is that a nonparametric prior is crucial in possibly obtaining an adaptive convergence rate,
together with a control over the growth rate of the number of subsets.
Supplementary Material
The online supplementary material includes detailed algorithms for the selected examples
that we used in the main paper, the additional lemmas that slightly modifies the existing
ones in the literature for completeness and clearness.
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Appendix
Appendix
A.1 Proof of Theorem
Proof. This is a proof of Theorem 1. We will show that for the subset posterior distributions
Πm(· | Xj) the same contraction rate is achieved as if the original prior has been assigned
on each machine.
It is easy to argue that all Πm(· |Xj) share the same asymptotic results, it is sufficient to
do for a single one. With a slight abuse of notation, Πm(· |Xm) denotes the posterior distri-
bution on f(·) in accordance to the adjusted prior, where Xm = (X1, . . . , Xm) corresponds
to a sample of size m. Thus,
Πm(· |Xm) =
∏m
i=1 f(Xi)dΠJ(f)∫ ∏m
i=1 f(Xi)dΠJ(f)
.
Here ΠJ(f) is the prior given by (4).
We can follow the procedure in Shen et al. (2013) which extends Ghosal et al. (2007) to
derive the contraction rate for Πm(· | Xj). The former leads to an adaptive rate assuming
the true function is in a locally Ho¨lder class. The difference lies in the fraction prior that is
used in this paper. The proof is built upon that of Theorem 1 in Shen et al. (2013). Here
we aim to organize the outline of the proof and discuss the differences whenever necessary.
Given the assumptions, a sieve space corresponding to m is constructed as Fm. The
procedure requires three major steps:
1. logN (m,F cm, h) ≤ c1m2m when m→∞,
2. ΠJ(F cm) ≤ c3 exp[−(c2 + 4)m˜2m],
3. ΠJ(f : P0 log(f/f0) ≤ ˜2m, P0 log2(f/f0) ≤ ˜2m) ≥ c4 exp(−c2m˜2m).
We can show that all three steps above hold forFm = {f : f =
∫
φσ(x−z)P (dz) with P =∑∞
h=1 pihδzh , zh ∈ [−am, am] if h ≤ Hm;
∑
h>Hm
pih < m;σ
2
m ≤ σ2 < σ2m(1 + 2m)Mm},
where aa1m = σ
−2a2
m = Mm = m, Hm = bm2m/(logm)c, m = m−β/(2β+1)(logm)t and
˜m = m
−β/(2β+1)(logm)t0 , t− 1/2 > t0 = 1 + (1/τ)/(2 + 1/β). The detailed proof follows the
proof of Theorem 1 in Shen et al. (2013) where we see that the effect of the proposed prior
leads to a contraction rate m that is only a factor (logm)
1/2 larger than if using the original
prior.
Since the same sieve space as Shen et al. (2013) is adopted and a larger m (a factor of
logm), the first step on the entropy of the sieve space remains the same.
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The second step will be discussed with more details. From the definition of sieve space
Fm, it can be easily argued that under prior (4), DP(M/J,G)× Π1/Jσ ,
(DP(M/J,G)× Π1/Jσ )(F cm) ≤ HmG([−am, am]c) + Pr(
∑
h>Hm
pih > m)
+ Π1/Jσ (σ
−2 > σ−2m ) + Π
1/J
σ (σ
−2 ≤ σ−2m (1 + 2m)−Mm).(A.1)
According to the assumptions on G, Πσ and Fm, it can be shown that
HmG([−am, am]c) ≤ b1m2m(logm)−1 exp(−C1m),
Π1/Jσ (σ
−2 > σ−2m ) ≤ b1/J2 exp(−C2m/J),
Π1/Jσ (σ
−2 ≤ σ−2m (1 + 2m)−Mm) ≤ b1/J3 ma3/(a2J)(1 + 2m)−m/J
 exp(−C3m2m/J),
in addition, the second term in (A.1), the upper bound for Pr(
∑
h>Hm
pih > m), can be
found using stick breaking representation for {pih, h ≥ 1}, that is, pih = Vh
∏
i<h(1 − Vi),
{Vh, h ≥ 1} are independent beta-distributed random variables with parameter 1 and M/J .
Then we can show
Pr(
∑
h>Hm
pih > m) = Pr{
∏Hm
i=1(1− Vi) > m} = Pr{−
∑Hm
i=1 log(1− Vi) < log(1/m)}
≤ {−(M/J) log m}
Hm
Γ(Hm + 1)
≤
(
eM
HmJ
log
1
m
)Hm
 exp{−C4m2m logm}.
The last two inequalities follow from −∑Hmi=1 log(1− Vi) is a Gamma random variable with
parameter Hm and M/J and Stirling’s formula.
These upper bounds together with (A.1) yield (DP(M/J,G)×Π1/Jσ )(F cm) . exp(−Cm2m/J)
for some constant C. Since m = n/J, J  log n and 2m > ˜2m logm, we conclude that
(DP(M/J,G)×Π1/Jσ )(F cm) ≤ c3 exp{−(c2 + 4)m˜2m} for some constant c3 and any constant
c2, which will be chosen as the constant in step three.
The third step is termed “Prior thickness result” in Shen et al. (2013) and the lower
bound therein is built for prior (3), DP(M,G) × Πσ, on a prior set Pσm × Sσm (in the one
dimensional case Sσm = {σ : σ−2 ∈ [σ−2m , σ−2m (1 + σ2βm )]}) with σβm = ˜m{log−1(1/˜m)}, in
recognition of Lemma 10 in Ghosal et al. (2007) and the condition of Πσ. Thus it can be
easily verified the lower bound holds for the same ˜m under prior (4), DP(M/J,G)×Π1/Jσ on
the prior set Pσm×Sσm , as long as the same lower bound of Lemma 10 and that of Πσ can be
achieved. It is easy to show that Π
1/J
σ (Sσm) ≥ C4 exp[−c4˜−1/β{log(1/˜m)}2+1/τ+1/β] under
Condition (C2) and (C4). We can also show that the same lower bound of Lemma 10 in
Ghosal et al. (2007) holds with a slight modification on the condition of Dirichlet parameters.
For readers’ interest it is stated as Lemma S.1 and provided in the Supplementary material.
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S.1 Algorithms for example models
The algorithms for three example models in the main body of the paper are displayed. For
ease of notation, let Ω−ζ be all variables in Ω but excluding ζ.
S.1.1 Finite mixtures of Normal prior
The Gibbs sampling algorithm is given below.
Denote Xji the ith sample distributed to subset j, Zji the component indicator vari-
able where Xji pertains to that is, Xji|Zji = k ∼ Np(µk,Σk), njk =
∑m
i=1 I(Zji=k),
Xjk = n
−1
jk
∑m
i=1XjiI(Zji=k) and Vjk =
∑
Zji=k
(Xji − Xjk)(Xji − Xjk)T corresponding to
the number of samples, sample mean and scaled sample covariance matrix belonging to sub-
set j and component k for j = 1, . . . , J , k = 1, . . . , K. Under the new prior for each subset,
the conditional posterior distributions of the variables are
P (Zji = k|Ω−Zi) ∝ pikNp(Xji;µk,Σk)
Σk|Ω−{Σk,µk} ∼ IW
(
njk +
ν + 1
J
− (p+ 1)(J − 1)
J
, Vjk +
(lJ)−1njk
(lJ)−1 + njk
XjkX
T
jk +
1
J
S
)
µk|Ω−µk ∼ Np
(
njk
(lJ)−1 + njk
Xjk,
1
(lJ)−1 + njk
Σk
)
pi|Ω−pi ∼ Dir(nj1 + α1J−1, . . . , njK + αKJ−1).
S.1.2 Shape constraint density deconvolution
To ease computation, we approximate the Dirichlet process mixture prior with a finite mix-
ture of Gamma distributions with K components, with a specific Dirichlet prior on the
mixture probabilities (Ishwaran and Zarepour, 2002). Specifically, our hierarchical Bayes
model for subsequent implementations is as follows. Let i denote the index for subject, and
k be the index for the kth component, for all i = 1, . . . , n, k = 1, . . . , K. Let t > 1 denote a
fixed constant. Then,
(Wi|Xi) ∼ Normal(Xi, σ2i ); (Xi|θi) ∼ Unif(−θi, θi); (θi|Zi = k, αk, βk) ∼ Ga(αk, βk);
P (Zi = k|p1, . . . , pK) = pk; (αk|λ, t) ∼ Expon(λ; t,∞); (βk|Ξ1,Ξ2) ∼ Ga(Ξ1,Ξ2);
(p1 . . . , pK) ∼ Dir(m/K, . . . ,m/K),
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where Expon(λ; `, u) denotes an exponential distribution with parameter λ truncated at
(`, u). The truncation of αk at some t > 1 makes the density of X be finite at zero. The set
of hyperparameters is (λ, t,Ξ1,Ξ2, K,m).
For k = 1, . . . , K, let rk =
∑
i I(Zi=k) be the total number of individuals that fall into
group k and sk =
∑
i θiI(Zi=k) be the summation of the θi from the kth group. To sample from
the posterior distribution of Ω, we use a Gibbs sampler for all parameters other than the αk,
combined with a Metropolis-Hastings within Gibbs for the αk. The posterior full-conditional
distributions are
(Xi|Ω−Xi) ∼ N(Wi, σ2i ;−θi, θi);
(θi|Ω−θi) ∼ Ga(αZi − 1, βZi ; |Xi|,∞);
P (Zi = k|Ω−Zi) ∝ Γ(αk)−1pk(βkθi)αk exp(−βkθi);
(p1, . . . , pK |Ω−{p1,...,pK}) ∼ Dir(m/K + r1, . . . ,m/K + rK);
(βk|Ω−βk) ∼ Ga(Ξ1 + αkrk,Ξ2 + sk);
(αk|Ω−αk) ∝ Γ(αk)−rk exp{−αk(λ− rk log βk −
∑
i
log(θi)I(Zi=k))}.
The symbol N(µ, σ2; `, u) denotes a Normal distribution with parameters (µ, σ2) truncated
at (`, u), while Ga(α, β; `, u) corresponds to a Gamma distribution with parameters (α, β)
truncated at (`, u). Since the posterior distribution of αk does not belong to a standard
family, we implement a Metropolis-Hastings algorithm within the Gibbs sampler to update
the αk. We use a Gamma proposal distribution; specifically, α˜k ∼ Ga(2, 2/αk; t,∞), and we
accept the proposed α˜k or keep the original αk according to the general Metropolis-Hastings
rule. The proposal distribution is truncated to reflect the prior assumption on αk.
S.2 Additional Lemmas
The following lemma is a straightforward extension to Lemma 10 in Ghosal et al. (2007). It
turns out that the same conclusion holds for a Dirichlet-distributed random variable when
the sum of its associated parameters have limit zero.
Lemma S.1. For (p1, . . . , pN) be an arbitrary point in the N -dimensional unit simplex and
let (X1, . . . , XN) be Dirichlet distributed with parameter (α1, . . . , αN) with αj ≤ 1 and∑N
j=1 αj = mN . Suppose limN→∞mN = 0. Then for every 
b < aαj and N ≤ 1, there exists
constants c and C that depend only on a and b such that
Pr
( N∑
j=1
|Xj − pj| ≤ 2, min
1≤j≤N
Xj ≥ 2/2
)
≥ C exp(−cN log −1).
The proof of the above lemma can follow exactly the lines of Lemma 10 in Ghosal et al.
(2007) and thus is omitted.
