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Abstract
We study a new model for the thermistor problem that consists of a system of dynamic thermoelasticity
equations of displacement and a stationary charge conservation equation of electrical current. The heat
source generated by Joule heating is quadratic in the gradient of the electrical potential. This system is
nonlinear and degenerate since the electrical conductivity is assumed to be temperature dependent and
vanishes at large temperatures. We establish the existence of a very weak solution, the so-called “capacity
solution” for the model. The proof is based on regularization and time retarding.
 2006 Elsevier Inc. All rights reserved.
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1. Introduction
Thermistors are electrical devices of thermally sensitive resistors and extensively used in in-
dustrial world. The so-called “thermistor problem” is a system of a stationary charge conservation
equation of electrical current and an energy (heat) equation. This model, which appeared in the
1980s, has, since then, received much attention (see [2,3,5–7,16,17]).
One of the main reasons for considering the thermoelastic thermistor problem is the observa-
tion that these devices are too often cracked and broken because of the thermal stresses. However,
the literature on this problem has not dealt with the thermoelastic aspects of the process, only
with the thermal and electrical conductions.
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thermoelastic behavior is taken into account, resulting in a fully coupled system of equations for
the temperature, electrical potential and elastic displacements. This model consists of an elliptic
equation of charge conservation of electrical current, three hyperbolic equations of displacement
of the device, and a parabolic equation of the energy caused by Joule’s heating. For the sake
of simplicity, we assume that the material constitutive behavior can be adequately described by
linear thermoelasticity. The nonlinearity resides in the electrical conductivity. To be realistic, as
far as thermistors are concerned, we approximate the electrical conductivity with a continuous
function that vanished identically above a certain threshold temperature. As a result, we have to
deal with a degenerate problem. Moreover, Joule’s heating introduces a source term in the heat
equation that is quadratic in the gradient of the electrical potential. These two features make the
problem interesting also from the mathematical point of view. However, they make it necessary
to introduce a notion of a weak solution that is weaker than the usual one, the so-called “capacity
solution,” which first appeared in [16,17], and which does not lie in any Sobolev space. In this
paper we establish the existence of a capacity solution for the problem.
This paper is organized as follows. We present the classical model of thermoelastic thermistor
in Section 2 where we explain in the combined process. The formulation of a capacity solution
for this model is presented in Section 3 together with the assumptions on the data. The statement
of our main result is given by Theorem 3.1. The proof of this theorem is presented in Section 4.
It is based on a sequence of regularized and time retarded problems. Once the necessary a prior
estimates are obtained, by passing to the limit we obtain a capacity solution. The steady state is
discussed in Section 5.
2. A model of thermoelastic thermistors
Let Ω ⊂ RN (N  2) be a bounded domain with smooth boundary Γ = ∂Ω , representing
the isothermal reference configuration of the thermoelastic body, the thermistor in our case. We
assume that Γ is divided into two relatively open parts ΓD and ΓN such that ΓD ∩ ΓN = ∅ and
Γ D ∪ Γ N = Γ . We denote by n = (n1, . . . , nN) the outward unit normal to Γ . We assume that
the body is held fixed on ΓD , and the temperature and potential are prescribed there. On ΓN
the body is free, electrically insulted and exchanging heat with the environment. We choose the
Dirichlet conditions on ΓD for the three fields for the sake of simplicity. We use θ to represent
the temperature field, ϕ the electrical potential and u = (u1, . . . , uN) the displacement field. Let
T > 0 and set ΩT = Ω × (0, T ).
The behavior of the system is governed by the energy equation, the equation of charge conser-
vation and the equations of linear elasticity. In a non-dimensional form we may write the system
(see, e.g., [1,4,9,10,15]) as

∂θ
∂t
− ∂
∂xj
(
kij
∂θ
∂xi
)
= σ(θ)|∇ϕ|2 − mij ∂
2ui
∂t∂xj
,
div
(
σ(θ)∇ϕ)= 0,
ρ
∂2ui
∂t2
− ∂
∂xj
(
aijkl
∂uk
∂xl
− mij θ
)
= fi.
(2.1)
Here and below, i, j, k, l = 1, . . . ,N and summation over repeated indices is employed. The den-
sity ρ > 0 is a constant; K = {kij } and M = {mij } are the heat conduction and thermal expansion
tensors, respectively, and A = {aijkl} is the elasticity tensor; f = (f1, . . . , fN) represents the
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and J = σ(θ)|∇ϕ|2, so-called “Joule heating,” is the energy generated by the electrical current
in the thermistor.
The first equation of (2.1) represents the energy equation in terms of Joule heating and the
deformation of the thermistor for the temperature θ . The second one of (2.1) represents the
charge conservation of the electrical potential. The third one of (2.1) is a group of dynamic
thermoelasticity equations of displacement of the thermistor.
To complete the classical formulation of the problem we have to specify the initial and bound-
ary conditions. We set
u = 0, θ = θb, ϕ = ϕb, on ΓD × (0, T ), (2.2)
∂ui
∂n
= 0, i = 1, . . . ,N, ∂ϕ
∂n
= 0, on ΓN × (0, T ), (2.3)
−kij ∂θ
∂xi
nj = h(θ − θa), on ΓN × (0, T ), (2.4)
u = u0, ut = u1, θ = θ0, in Ω × {t = 0}, (2.5)
where u0, u1 are the initial displacements and velocities, respectively; θ0 is the initial temper-
ature; θb is the temperature on ΓD and ϕb the potential there; θa is the ambient temperature
near ΓN and h the heat exchange coefficient.
Our goal for this “thermoelastic thermistor” problem is:
Find {θ,ϕ,u} such that (2.1)–(2.5) are satisfied.
The precise assumptions on the data and the weak formulation are given in the next section.
We note that, if (the electrical conductivity) σ = 0 at large temperature, the heating term
in the first equation of (2.1) vanishes and the second equation of (2.1) for ϕ degenerates. This
degeneracy makes it necessary to consider a capacity solution [16,17] to the problem. We also
note that when ρ∂2ui/∂t2 may be omitted, i.e., small ρ or small accelerations, the resulting
problem is quasi-static and should be easier to handle.
Recently, Kuttler et al. in [11] discuss the existence of weak solutions of a model for the
thermoviscoelastic thermistor problem with the positive electrical conductivity, i.e., c1  σ  c2.
However, their method cannot be employed to deal with the case where σ(θ) can be zero for large
temperature.
3. Weak formulation and main result
We present a capacity formation for the problem, the assumptions on the problem data and
the statement of our existence results. First, we introduce the following function spaces:
H 1D(Ω) =
{
w ∈ H 1(Ω): w = 0 on ΓD
}
,
V0 =
{
v ∈ (H 1(Ω))N : v = 0 on ΓD},
and denote by (H 1D(Ω))′ and V ′0 the dual spaces, respectively.
For simplicity we extend θb to a function defined on ΩT , and denote it by θb. This means that
it has to satisfy a compatibility condition, we assume to hold. In addition,
θb ∈ H 1(ΩT ), ess sup θb < a, (3.1)
(ΓD×(0,T ))∪(Ω×0)
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(
0, T ;H 1(Ω))∩ L∞(ΩT ), (3.2)
u0(x) = (u01, . . . , u0N) ∈ V0, (3.3)
u1(x) = (u11, . . . , u1N) ∈
(
L2(Ω)
)N
, (3.4)
f ∈ L2(ΩT ), (3.5)
ρ,h ∈ (0,∞), (3.6)
aijkl,
∂
∂t
aijkl ∈ L∞(ΩT ), aijkl = ajikl = aklij , (3.7)
aijklηij ηkl  λ|η|2 = λ
N∑
i,j=1
η2ij , ∀η = (ηij ), ηij = ηji, λ > 0, (3.8)
mij ,
∂
∂t
mij ∈ W 1,∞(ΩT ), mij = mji, (3.9)
kij ∈ L∞(ΩT ), kij = kji, (3.10)
kij ξiξj  λ1|ξ |2, ∀ξ = (ξij ), λ1 > 0. (3.11)
Next, we assume that σ ∈ C(R) and there exist M > 0 and a ∈R such that
0 < σ(s)M if s < a; σ(s) = 0 if s  a; (3.12)
There is µ ∈R such that µ < a and
a∫
µ
1√
σ(s)
ds = ∞. (3.13)
This completes the assumptions.
Finally, let
A= {η ∈ C1(R): sup{s ∈R, η(s) = 0}< a}.
We follow [16] and introduce the following notion of a weak solution for the problem. The need
for such a weak formulation, as explained in that paper, lies in the fact that the second equation
of (2.1) for the electrical potential degenerates and vanishes for the temperatures above a, which
leads to a solution that may not lie in any Sobolev space. This is weaker than the usual notion of
a weak solution.
Definition 3.1. The quadruple of functions {θ,ϕ, g,u} is said to be a capacity solution of problem
(2.1)–(2.5) if
(i) θ,ϕ, g,u satisfy
θ − θb ∈ L2
(
0, T ;H 1D(Ω)
)
, ϕ ∈ L∞(Ω), g ∈ (L2(ΩT ))N,
u ∈ L∞(0, T ;V0), ut ∈ L∞
(
0, T ; (L2(Ω))N ), utt ∈ L2(0, T ;V ′0),
θ(x,0) = θ0, u(·,0) = u0, ut (·,0) = u1; (3.14)
(ii) for all η ∈A,
η(θ)ϕ ∈ L2(0, T ;H 1(Ω)),
η(θ)ϕ = η(θb)ϕb on ΓD × (0, T ),
η(θ)g =√σ(θ) [∇(η(θ)ϕ)− ϕ∇η(θ)] a.e. on ΩT ; (3.15)
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−
∫
ΩT
θwt dx dt +
∫
ΩT
kij
∂θ
∂xi
∂w
∂xj
dx dt +
∫
ΓN×(0,T )
h(θ − θb)w ds dt
=
∫
ΩT
(
σ(θ)|g|2 + ∂mij
∂t
∂ui
∂xj
)
wdx dt
+
∫
Ω
(
mij (x,0)
∂u0i
∂xj
w(x,0) + θb(x,0)w(x,0)
)
dx; (3.16)
(iv) for all ξ ∈ L2(0, T ;H 1(Ω)) with ξ ∈ L2(0, T ;H 1D(Ω)),∫
ΩT
√
σ(θ)g∇ξ dx dt = 0; (3.17)
(v) for all v ∈ V0,
〈utt , v〉 +
∫
Ω
(
aijkl
∂uk
∂xl
− mij θ
)
∂vi
∂xj
dx =
∫
Ω
fivi dx, (3.18)
where 〈·,·〉 denotes the duality pairing between V ′0 and V0.
Next, one can show that there exists a measurable function fϕ on {θ < a} with the property
fϕ = ∇
(
η(θ)ϕ
)
on {u < a − ε},
where ε > 0 and η ∈A such that η ≡ 1 on (−∞, a − ε]. We call fϕ the spatial gradient of ϕ and
denote it by ∇ϕ. Then from (3.15), we obtain
g =√σ(θ)∇ϕ on {θ < a}.
If ϕ ∈ L2(0, T ;H 1(Ω)), then∫
ΩT
div
(
σ(θ)ϕ∇ϕ)ξ dx dt =
∫
ΩT
div
(
σ(θ)∇ϕ · ϕ)ξ dx dt
=
∫
ΩT
σ(θ)|∇ϕ|2ξ dx dt +
∫
ΩT
div
(
σ(θ)∇ϕ)ϕξ dx dt
=
∫
ΩT
σ(θ)|∇ϕ|2ξ dx dt
for all ξ ∈ C∞(ΩT ) with ξ = 0 on ΓD × (0, T ). Thus
σ(θ)|∇ϕ|2 = div(σ(θ)ϕ∇ϕ)
in the sense of distributions.
Theorem 3.1. The problem has a solution.
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the second by ∂ui/∂t , integrating over ΩT and adding up the two resulting expressions. For the
necessary calculations to be valid, u has to be sufficiently regular. To achieve this we construct an
approximation scheme in which θ,u and ϕ possess the needed regularity. This scheme is based
on a retardation in the time variable [12]. The approximate problems are considered next.
4. Approximate problems and proof of Theorem 3.1
In this section we consider a sequence of approximate problems that will lead us to the proof
of existence for our problem. We begin with an auxiliary problem for the temperature and dis-
placements, only for which we establish the existence of a weak solution. The result has interest
of its own, since it deals with the existence of weak solutions for the dynamic thermoelastic
problem. We refer the reader to related literature [13] for further details.
The auxiliary problem is: Find a pair of functions {u, θ} such that
θ − θb ∈ L2
(
0, T ;H 1D(Ω)
)
, θt ∈ L2(ΩT ), (4.1)
u ∈ L∞(0, T ;V0), ut ∈ L2(0, T ;V0), utt ∈ L∞
(
0, T ; (L2(Ω))N ), (4.2)
θ(x,0) = θb(x,0), u(x,0) = u0(x), ut (x,0) = u1(x), (4.3)∫
Ω
∂θ
∂t
w dx +
∫
Ω
kij
∂θ
∂xi
∂w
∂xj
dx +
∫
ΓN
h(θ − θb)w ds
= −
∫
Ω
mij
∂2ui
∂t∂xj
w dx +
∫
Ω
(
g0w + gi ∂w
∂xi
)
dx (4.4)
for all w ∈ H 1D(Ω), and∫
Ω
ρ
∂2ui
∂t2
vi dx +
∫
Ω
(
aijkl
∂uk
∂xl
− mij θ
)
∂vi
∂xj
dx =
∫
Ω
fivi dx (4.5)
for all v = (v1, . . . , vN) ∈ V0 and a.e. t ∈ (0, T ). Here, g0 and g = (g1, . . . , gN) are known L2
functions.
We have the following existence result for the auxiliary problem.
Theorem 4.1. Assume that conditions (3.1)–(3.13) are satisfied. Furthermore, assume that all
the data functions lie in C∞. Then, there exists a solution for problem (4.1)–(4.5).
The proof is essentially the same as that in [13] and we shall omit the detail. We just in-
troduce the main ideas. We construct a solution via the Galerkin approximation method. To do
that we choose two sequences {w(m)} ⊂ C∞(Ω) ∩ H 1D(Ω) and {v(m)} ⊂ C∞(Ω)N ∩ V0, for
m = 1,2, . . . , that are orthonormal bases in H 1D(Ω) and V0, respectively. For each positive inte-
ger m, set
θ(m) = θb +
m∑
l=1
al,m(t)w
l, u(m) =
m∑
l=1
bl,m(t)v
l,
where {al,m(t)}m and {bl,m(t)}m are the solutions of the following problem:l=1 l=1
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Ω
∂θ(m)
∂t
wl dx +
∫
Ω
kij
∂θ(m)
∂xi
∂wl
∂xj
dx +
∫
ΓN
h
(
θ(m) − θb
)
wl ds
= −
∫
Ω
mij
∂2u(m)
∂t∂xj
wl dx +
∫
Ω
(
g0w
l + gi ∂w
l
∂xi
)
dx, (4.6)
∫
Ω
ρ
∂2u(m)i
∂t2
vli dx +
∫
Ω
(
aijkl
∂u
(m)
k
∂xl
− mij θ(m)
)
∂vli
∂xj
dx =
∫
Ω
fiv
l
i dx, (4.7)
θ(m)(x,0) =Qm
(
θ0(x)
)
, (4.8)
u(m)(x,0) =Pm
(
u0(x)
)
, (4.9)
∂u(m)
∂t
(x,0) =Pm
(
u1(x)
)
, (4.10)
where Pm is the orthogonal projection in V0 onto span{v(1), . . . , v(m)} and Qm the orthogonal
projection in H 1D(Ω) onto span{w(1), . . . ,w(m)}. This is a finite system of coupled linear ODEs
and it follows from standard theory (see, e.g., [8]) that there exists a solution to this system.
We proceed now to obtain a priori estimates necessary to pass to the limit as m → ∞. We
need the following energy estimates.
Lemma 4.1. The following estimate holds:
sup
0tT
∫
Ω
(
θ(m)(x, t)
)2
dx +
∫
ΩT
∣∣∇θ(m)∣∣2 dx dt +
T∫
0
∫
ΓN
h
∣∣θ(m) − θb∣∣2 ds
+ sup
0tT
∥∥u(m)(x, t)∥∥2
V0
+ sup
0tT
∫
Ω
∣∣∣∣∂u
(m)(x, t)
∂t
∣∣∣∣
2
dx  C,
where C is a positive constant that depends on the data but is independent of m.
Lemma 4.2. The following estimate holds:
sup
0tT
∥∥∥∥∂θ
(m)
∂t
∥∥∥∥
2
L2
+
T∫
0
∥∥∥∥∂∇θ
(m)
∂t
∥∥∥∥
2
L2
dt +
T∫
0
∫
ΓN
h
∣∣∣∣∂θ
(m)
∂t
∣∣∣∣
2
ds dt + sup
0tT
∥∥∥∥∂
2u(m)
∂t2
∥∥∥∥
2
V0
C,
where C is a constant depending only on the data and independent of m.
Using the energy estimates in Lemmas 4.1 and 4.2, we can easily extract subsequences of
{θ(m)} and {u(m)} such that their limits θ and u satisfy (4.1)–(4.5).
Proof of Theorem 3.1. For large m, let ε = εm = Tm . Let η(x, t) ∈ C∞0 (RN+1) be such that
η(x, t) 0,
∫
N+1
η(x, t) dx dt = 1, suppη ⊂ {(x, t): |x| < 1, |t | < 1}.
R
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aˆijkl(x, t) =


aijkl(x, t) if (x, t) ∈ ΩT ,
aijkl(x, T ) if x ∈ Ω, t  T ,
aijkl(x,0) if x ∈ Ω, t  0,
λ if x /∈ Ω and (ij) = (kl),
0 if x /∈ Ω and (ij) = (kl).
Let
a
(ε)
ijkl =
1
εN+1
∫
RN+1
aˆijkl(ρ, τ )η
(
x − ρ
ε
,
t − τ
ε
)
dρ dτ
which is a mollification of aˆijkl . Then we can easily verify∥∥a(ε)ijkl∥∥L∞(ΩT )  ‖aijkl‖L∞(ΩT ),∥∥∥∥ ∂∂t a
(ε)
ijkl
∥∥∥∥
L∞(ΩT )

∥∥∥∥ ∂∂t aijkl
∥∥∥∥
L∞(ΩT )
,
a
(ε)
ijkl = a(ε)jikl = a(ε)klij ,
a
(ε)
ijklξij ξkl  λ|ξ |2 for all ξij = ξji .
The functions m(ε)ij and k
(ε)
ij can be defined in a similar manner.
Now add the electrical potential to the problem. To this end we choose a sequence {σ (m)} ⊂
C∞(R) such that
1
m
 σ (m) M, and σ (m) → σ uniformly on compact subsets of R.
Then we select the sequences {f (m)i } ⊂ C∞(ΩT ), {ϕ(m)b } ⊂ C∞(ΩT ), {θ(m)b } ⊂ C∞(ΩT ),
{u(m)0 } ⊂ (C∞(Ω))N ∩ V0 and {u(m)1 } ⊂ (C∞(Ω))N such that
f
(m)
i → fi in L2(ΩT ),
ϕ
(m)
b → ϕb in H 1(ΩT ),
θ
(m)
b → θb in H 1(ΩT ),
u
(m)
0 → u0 in V0,
u
(m)
1 → u1 in L2(Ω).
Let ζ ∈ C∞0 (RN+1) be such that
ζ  0,
∫
RN+1
ζ(x, t) dx dt = 1, supp ζ ⊂ {(x, t): |x|2 < t, 1 < t < 2}.
For a function f (x, t) we define
ζε(f )(x, t) = 1
εN+1
∫
N+1
f (r, s)ζ
(
x − r
ε
,
t − s
ε
)
dr ds.R
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depends only on the values of f at times t − 2ε  s  t − ε.
In what follows, we use the method of Caffarelli, Kohn and Nirenberg [12] to construct a
sequence of time retardation and approximations for ζε(θ(m)) to approach to the full problem.
The idea is this: Since the retarded mollification ζε(θ(m)) of θ(m) is smooth and at time t depends
on t − ε, we use this to construct an approximate problem whose solution is easily to be obtained
by using classical results. When ε → 0, ζε(θ(m)) will tend to θ and we will obtain a solution to
the full problem. Our approximate problem is: Find {ϕ(m), θ(m), u(m)} such that
−div(σ (m)(ζε(θ(m)))∇ϕ(m))= 0 in ΩT , (4.11)
ϕ(m) = ϕ(m)b on ΓD × (0, T ), (4.12)
∂ϕ(m)
∂n
= 0 on ΓN × (0, T ), (4.13)
∂
∂t
θ(m) − ∂
∂xj
(
k
(ε)
ij
∂θ(m)
∂xi
)
= div (σ (m)(ζε(θ(m)))ϕ(m)∇ϕ(m))− m(ε)ij ∂
2u(m)i
∂t∂xj
in ΩT , (4.14)
ρ
∂2u(m)i
∂t2
− ∂
∂t
(
a
(ε)
ijkl
∂u
(m)
k
∂xl
− m(m)ij θ (m)
)
= f (m)i in ΩT , (4.15)
and
σijnj =
(
a
(ε)
ijkl
∂u
(m)
k
∂xl
− m(m)ij θ (m)
)
nj = 0 on ΓN × (0, T ), (4.16)
−k(ε)ij
∂θ(m)
∂xi
nj = h
(
θ(m) − θ(m)b
)
on ΓN × (0, T ), (4.17)
u(m) = 0, θ(m) = θ(m)b on ΓD × (0, T ), (4.18)
u(m) = u(m)0 , u(m)t = u(m)1 , θ(m) = θ(m)0 on Ω × {0}. (4.19)
The construction of a solution of this problem is done in the following manner.
First we let
θ(m)(x, t) = θ(m)(x,0) ≡ θ(m)0 (x) for t  0. (4.20)
Then ζε(θ(m)(x, t)) is a well-defined function on Ω×(0, ε). We then solve (4.11)–(4.13) for ϕ(m)
on Ω × (0, ε). Once ϕ(m) is obtained, we can use it in (4.14)–(4.19) to obtain u(m) and θ(m) on
Ω×(0, ε). We proceed inductively and on each time interval (kε, (k+1)ε) for 0 k m−1 and
we first solve (4.11)–(4.13) and then (4.14)–(4.19). Thus we establish the existence of a solution
to (4.11)–(4.19). However, to be able to use the result about the solvability of (4.14)–(4.19), we
need to show that
∂ (
σ (m)
(
ζε
(
θ(m)
))
ϕ(m)∇ϕ(m)) ∈ L2(Ω × (kε, (k + 1)ε)) (4.21)∂t
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Then ζε(θ(m)(x, t)) ∈ C∞(Ω × [kε, (k + 1)ε]). Then we have that, for each p > 1, ϕ(m) ∈
L∞((kε, (k + 1)ε);W 1,p(Ω)). Differentiating (4.11) with respect to t yields
−div
(
σ (m)
(
ζε
(
θ(m)(x, t)
))∇
(
∂ϕ(m)
∂t
))
= div
(
∂σ (m)(ζε(θ
(m)(x, t)))
∂t
∇ϕ(m)
)
from which we conclude that
∂
∂t
ϕ(m) ∈ L∞(Ω × (kε, (k + 1)ε)),
and
∂
∂t
ϕ(m) ∈ L2((kε, (k + 1)ε);W 1,p(Ω)).
Thus (4.21) holds.
We now derive the necessary a prior estimates on the approximate solutions. The maximum
principle asserts that∥∥ϕ(m)∥∥
L∞(ΩT ) 
∥∥ϕ(m)b ∥∥L∞(ΩT )  C. (4.22)
Using ϕ(m) − ϕ(m)b as a test function in (4.11), we obtain
T∫
0
∫
Ω
σ (m)
(
ζε
(
θ(m)
))∣∣∇ϕ(m)∣∣2 dx dt C. (4.23)
Using θ(m) − θ(m)b as a test function in (4.14) and ∂u
(m)
i
∂t
in (4.15) and adding the resulting equa-
tions we get
sup
0tT
(∫
Ω
∣∣θ(m)(x, t)∣∣2 dx +
∫
Ω
∣∣∣∣∂u
(m)
i (x, t)
∂t
∣∣∣∣
2
dx + ∥∥u(m)(·, t)∥∥2
V0
)
+
T∫
0
∫
Ω
∣∣∇θ(m)∣∣2 dx dt + K
T∫
0
∫
Ω
∣∣θ(m) − θ(m)b ∣∣2 dx dt C. (4.24)
The remaining parts of the proof are presented as the following lemmas.
Lemma 4.3. {θ(m)} is precompact in L2(ΩT ).
Proof. By (4.24), we know that {θ(m)} is bounded in L∞(0, T ;L2(Ω))∩L2(0, T ;H 1(Ω)) and
hence∥∥θ(m)∥∥
Lp(ΩT )
 C
for some p > 2. Therefore, it is enough to show that, for any Ω ′ Ω , {θ(m)} is precompact in
L2(Ω ′T ). Note
m
(ε)
ij
∂2u(m)i
∂t∂x
= ∂
∂x
(
m
(ε)
ij
∂u
(m)
i
∂t
)
− ∂m
(ε)
ij
∂x
∂u
(m)
i
∂t
.j j j
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{
∂θ(m)
∂t
}
is bounded in L2
(
0, T ;W−1,2(Ω ′)).
The lemma follows from the Lions–Aubin theorem [14]. 
Consequently, {ζε(θ(m))} is also precompact in L2(ΩT ). By this, together with (4.24), we
obtain the following result.
Lemma 4.4. There are subsequences, still denoted by the original ones, such that, as m → ∞,
θ(m), ζε
(
θ(m)
)→ θ weakly in L2(0, T ;H 1(Ω)),
θ(m), ζε
(
θ(m)
)→ θ strongly in L2(ΩT ),
u(m) → u weakly in (H 1(ΩT ))N,
ϕ(m) → ϕ weakly∗ in L∞(ΩT ),√
σ (m)
(
ζε
(
θ(m)
))∇ϕ(m) → g weakly in (L2(ΩT ))N.
Now, we fix µ < 1 and define
v(m) =
ζε(θ
(m))∫
µ
1√
σ (m)(s)
ds, v =
θ∫
µ
1√
σ(s)
ds.
Lemma 4.5. For each η ∈ C10(R), the sequence {η(v(m))ϕ(m)} is bounded in L∞(ΩT )∩L2(0, T ;
H 1(Ω)). Therefore
η
(
v(m)
)
ϕ(m) → η(v)ϕ weakly in L2(0, T ;H 1(Ω)).
Proof. Suppose suppη ⊂ (a0, b0) for some a0, b0 ∈R, with a0 < a < b0. We recall from (3.13)
that
a∫
µ
1√
σ(s)
ds = ∞
for µ < a. Thus, there exists µ∗ ∈ (µ,a) such that
µ∗∫
µ
1√
σ(s)
ds = 2b0
and, therefore, there exists an m0 such that, for all mm0,
µ∗∫ 1√
σ (m)(s)
ds  b0.µ
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that there exist m1 and µ0 such that η(v(m)(x, t)) = 0 provided that ζε(θ(m)(x, t)) < µ0 for all
mm1. Since µ∗ < a, there exists a positive number M so that
σ (m)(s)M on [µ0,µ∗]
for all mm2 > max{m0,m1}. We next have the estimate∫
{µ0ζε(θ(m))µ∗}
∣∣∇ϕ(m)∣∣2 dx dt  1
M
∫
ΩT
σ (m)
(
ζε
(
θ(m)
))∣∣∇ϕ(m)∣∣2 dx dt C.
Now
∇(η(v(m))ϕ(m))= η′(v(m))∇v(m)ϕ(m) + η(v(m))∇ϕ(m)
and since η(v(m)) = 0 only if µ0  ζε(θ(m)) µ∗, we have∫
ΩT
∣∣∇(η(v(m))ϕ(m))∣∣2 dx dt
 2
∫
ΩT
∣∣η′(v(m))∣∣2∣∣ϕ(m)∣∣2∣∣∇v(m)∣∣2 dx dt + 2
∫
ΩT
∣∣η(v(m))∣∣2∣∣∇ϕ(m)∣∣2 dx dt
 C
∫
ΩT
|η′(v(m))|2
σ (m)(ζε(θ(m)))
∣∣∇ζε(θ(m))∣∣2 dx dt + C
∫
ΩT
∣∣η(v(m))∣∣2∣∣∇ϕ(m)∣∣2 dx dt
 C.
Here we used (4.24). This completes the lemma. 
This lemma implies (ii) in Definition 3.1. Using an argument similar to that in [18], we have
the following result.
Lemma 4.6. There holds
√
σ (m)(ζε(θ(m)))∇ϕ(m) → g strongly in (L2(ΩT ))N .
Proof. First we use ϕ(m) − ϕ(m)b as a test function in (4.11) to get∫
ΩT
σ (m)
(
ζε
(
θ(m)
))∣∣∇ϕ(m)∣∣2 dx dt
=
∫
ΩT
σ (m)
(
ζε
(
θ(m)
))∇ϕ(m)∇ϕ(m)b dx dt
=
∫
ΩT
√
σ (m)
(
ζε
(
θ(m)
))√
σ (m)
(
ζε
(
θ(m)
))∇ϕ(m)∇ϕ(m)b dx dt
→
∫
ΩT
√
σ(θ)g∇ϕb dx dt.
Here we use the following fact:√
σ (m)
(
ζε
(
θ(m)
))→√σ(θ) strongly in Lq(ΩT )
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ΩT
√
σ(θ)g∇ξ dx dt = 0 (4.25)
for all ξ ∈ L2(0, T ;H 1D(Ω)). Recall from (3.13) that
a∫
µ
1√
σ(s)
ds = ∞
for µ < a. Then for each δ < a, there exists a unique ε ∈ (−∞, δ) so that
δ∫
ε
1√
σ(s)
ds = 1.
Define
ηε,δ(τ ) =


1 if τ  ε,∫ δ
τ
1√
σ(s)
ds if ε < τ < δ,
0 if τ  δ.
Obviously, ηε,δ ∈A and ηε,δ(θ)ϕ = ηε,δ(θ)ϕb on ΓD × (0, T ). Use ξ = ηε,δ(θ)(ϕ −ϕb) as a test
function in (4.25) to get∫
ΩT
√
σ(θ)g(∇ϕ − ∇ϕb)ηε,δ(θ) dx dt = −
∫
ΩT
√
σ(θ)gη′ε,δ(θ)∇θ(ϕ − ϕb)dx dt
= −
∫
εθδ
g∇θ(ϕ − ϕb)dx dt.
Letting δ → a in the above equation and noting ε = ε(δ) → a give∫
ΩT
√
σ(θ)g(∇ϕ − ∇ϕb)dx dt = 0
or ∫
ΩT
σ(θ)|∇ϕ|2 dx dt =
∫
ΩT
σ(θ)∇ϕ∇ϕb dx dt.
Thus ∫
ΩT
∣∣√σ (m)(ζε(θ(m)))∇ϕ(m) − g∣∣2 dx dt
=
∫
ΩT
σ (m)
(
ζε
(
θ(m)
))∣∣∇ϕ(m)∣∣2 dx dt − 2
∫
ΩT
√
σ (m)
(
ζε
(
θ(m)
))∇ϕ(m)g dx dt
+
∫
|g|2 dx dt
ΩT
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∫
ΩT
σ(θ)|∇ϕ|2 dx dt − 2
∫
ΩT
|g|2 dx dt +
∫
ΩT
|g|2 dx dt = 0.
This finishes the proof. 
Combining the above lemmas, we conclude the proof of Theorem 3.1. 
5. Steady case
In steady case, system (2.1) becomes

− ∂
∂xj
(
kij
∂θ
∂xi
)
= σ(θ)|∇ϕ|2,
div
(
σ(θ)∇ϕ)= 0,
− ∂
∂xj
(
aijkl
∂uk
∂xl
− mij θ
)
= fi
(5.1)
with the following boundary condition:

u = 0, θ = θb, ϕ = ϕb, on ΓD,
∂ui
∂n
= 0, i = 1, . . . , n, ∂ϕ
∂n
= 0, on ΓN,
−kij ∂θ
∂xi
nj = h(θ − θa), on ΓN,
(5.2)
where θb,ϕb ∈ H 1(Ω) ∩ L∞(Ω). We assume that aijkl, kij and σ(s) satisfy
aijklηij ηkl  λ|η|2, kij ξiξj  λ1|ξ |2, 0 < c1  σ(s) c2,
where λ,λ1 and c1, c2 are positive constants.
The first two equations of system (5.1) are the thermistor equations in stationary case. The
existence of their weak solutions is well known under the initial condition (5.2). Once we ob-
tain θ , the existence of a weak solution of u is easily attained by classical elliptic theory. We shall
omit it.
References
[1] S.N. Antontsev, M. Chipot, The thermistor problem: Existence, smoothness, uniqueness, blowup, SIAM J. Math.
Anal. 25 (1994) 1128–1156.
[2] S. Audet, S. Middelhoek, Silicon Sensors, Academic Press, San Diego, 1989.
[3] X. Chen, A. Friedman, The thermistor problem for conductivity which vanishes at large temperature, Quart. Appl.
Math. 51 (1993) 101–105.
[4] M. Chipot, G. Cimatti, A uniqueness result for the thermistor problem, European J. Appl. Math. 2 (1991) 97–103.
[5] G. Cimatti, G. Prodi, Existence results for a nonlinear elliptic system modelling a temperature dependent electrical
resistor, Ann. Mat. Pura Appl. (4) 152 (1988) 227–236.
[6] G. Cimatti, A bound for the temperature in the thermistor problem, IMA J. Appl. Math. 40 (1988) 15–22.
[7] G. Cimatti, Remark on the existence and uniqueness for the thermistor problem under mixed boundary conditions,
Quart. J. Appl. Math. 47 (1989) 117–121.
[8] E.A. Coddington, N. Levinson, Theory of Ordinary Differential Equations, McGraw–Hill, New York, 1955.
[9] G. Duvaut, J.L. Lions, Inequalities in Mechanics and Physics, Springer, New York, 1976.
[10] D. Hömberg, A.M. Khludnev, J. Sokolowski, On an equilibrium problem for a cracked body with electrothermo-
conductivity, Preprint 476, Weierstrass Institute, 1999.
138 X. Wu, X. Xu / J. Math. Anal. Appl. 319 (2006) 124–138[11] K.L. Kuttler, M. Shilor, J.R. Fernández, Existence for the thermoviscoelastic thermistor, J. Differential Equations
Dynam. Systems, in press.
[12] L. Caffarelli, R. Kohn, L. Nirenberg, Partial regularity of suitable weak solutions of the Navier–Stokes equations,
Commun. Pure Appl. Math. 35 (1982) 771–831.
[13] J.E. Muñoz Rivera, R. Racke, Multidimensional contact problems in thermoelasticity, SIAM J. Appl. Math 58
(1998) 1307–1337.
[14] R.E. Showalter, Monotone Operators in Banach Space and Nonlinear Partial Differential Equations, Amer. Math.
Soc., Providence, RI, 1997.
[15] S.D. Howison, J. Rodrigues, M. Shilor, Stationary solutions to the thermistor problem, J. Math. Anal. Appl. 174
(1993) 573–588.
[16] X. Xu, The thermistor problem with conductivity vanishing for large temperature, Proc. Roy. Soc. Edinburgh
Sect. A 124 (1994) 1–21.
[17] X. Xu, On the existence of bounded temperature in the thermistor problem with degeneracy, Nonlinear Anal. A 42
(2000) 199–213.
[18] X. Xu, Existence for a model arising from the in situ vitrification process, J. Math. Anal. Appl. 271 (2002) 333–342.
