Abstract. We present a shape optimization algorithm to estimate the ice thickness distribution within a two-dimensional, non-sliding mountain glacier, given a transient surface geometry and a mass-balance distribution. The approach is based on the minimization of the surface topography misfit at the end of the glacier's evolution in the shallow ice approximation of ice flow. Neither filtering of the surface topography where its gradient vanishes nor interpolation of the basal shear stress is involved. Novelty of the presented shape optimization algorithm is the use of surface topography and mass-balance only within a time-dependent Lagrangian approach for moving-boundary glaciers. On realworld inspired geometries, it is shown to produce estimations of even better quality in smaller time than the recently proposed steady and transient inverse methods. A sensitivity analysis completes the study and evinces the method's higher susceptibility to perturbations in the surface topography than in surface mass-balance or rate factor.
Introduction
Recently, inverse approaches that derive the glacier bed topography from surface topography and mass-balance only in both steady and transient situations were proposed [34] . These so-called Steady (SIM) and Transient Inverse Methods (TIM) are based on the Shallow Ice Approximation (SIA) [18] and represent an efficient way to reconstruct the subglacial topography in two dimensions. In particular, neither surface filtering with a lower slope limit nor assumptions on the basal shear stress are applied, contrary to most of the other existing methods [13, 20, 30, 38] . The SIM was inspired by a procedure used to reconstruct river beds in the Shallow Water context [15] . While this method is more reliable and easily implementable than a Shape Optimization Algorithm (SOA) [42] in the Shallow Water Approximation, we will see that this is not the case anymore in the SIA. The TIM in turn found his basement in a work on the reconstruction of basal topographies of viscous, gravity-driven, steady flows [21] .
Many scientists have already adopted optimal control approaches in glaciology to determine basal sliding law and rheology coefficients [2, 3, 19, 27, 29, 32, 39, 44] that aim at minimizing the misfit between the computed and exact, or measured, surface velocities with the help of two and three-dimensional flow models of arbitrary order. On subglacial topography estimation with an SOA, the oldest contribution we can think of is an interpolation method that seeks the best solution fitting the measured data under the constraint that it also minimizes potential and curvature [23] . Subsequent work on SOA that infer the ice thickness distribution of a glacier is rather sparse but literature has lately become more abundant on those that minimize the surface velocity misfit on steady geometries [33, 35] . The most recent attempt we are currently aware of is a procedure that minimizes the discrepancy between the actual ice thickness and the quasi-stationary SIA corresponding value for a three-dimensional geometry, without direct consideration of surface velocity data [11] . Basically, all existing SOA that solve this problem deal with stationary or quasi-stationary geometries exclusively and use surface velocity data most of the time.
The purpose of this paper is to demonstrate that the SIA can be inverted for the glacier's bedrock topography with an SOA in both steady and transient situations, even if moving boundaries are taken into account, with only surface topography and mass-balance data. Instead of locally reporting to the bedrock topography the discrepancy between the computed and exact final surfaces after each iteration in a fixed-point manner, as in TIM, we now propose to apply a more sophisticated minimization algorithm to it. In practical applications, the exact is replaced with the measured surface topography. The advantage of the new method is its flexibility, as the involved Lagrangian can be easily modified to take additional constraints into account. Moreover, it can incorporate sliding and be extended to three space dimensions as well as higher order models. Last, it handles with the same ease both steady and transient situations. While the validity of the SIA in the case of Alpine glaciers is questionable, we, however, consider useful to test it for ice thickness estimations since it is much easier to implement and less computer memory demanding than the full-Stokes equations. Technically, this is because the ice velocity can be differentiated directly with respect to the bedrock topography in the SIA, while an additional dual problem for the velocity and pressure fields has to be solved in the case of the Stokes equations.
The outline of the paper is as follows: first, we present the governing equation of the two-dimensional SIA. Then, we describe our SOA in the continuous setting, followed by its detailed space and time discretizations. The performance of the method is compared with the results obtained with the SIM and TIM. Finally, Estimating the ice thickness of mountain glaciers 789 we expose a sensitivity analysis where the high susceptibility to perturbations in surface topography and the low susceptibility to perturbations in surface massbalance are brought forward, as was the case with SIM and TIM. Additionally, we show that the method is only slightly sensitive to the rate factor, which is important in the Shallow Ice model and usually subjected to errors in practical applications.
Forward model
The notations are those introduced in [34] . We consider a two-dimensional longitudinal section of a non-sliding glacier along one of its flow lines, defined in a Cartesian system of axes .x; z/, over a spatial domain D OEx 1 ; x 2 (see Figure 1 (a) ), from initial time t i to final time t f . Its bed and surface topographies are denoted by b and s respectively, the surface mass-balance by B, and the ice thickness by H D s b. To simplify the presentation, B will be a function of space only in what follows. At initial time t i , the glacier surface topography is s i and evolves towards topography s f during the time interval OEt i ; t f (see Figure 1 (b) ). We will focus on the SIA of ice dynamics, that is an approximation of order zero of the flow, where the transient forward problem can be cast into: given a bedrock b, an initial surface s i , and a surface mass-balance B, find the ice thickness H W OEx 1 ; x 2 OEt i ; t f ! R such that
where D is the diffusivity
n is Glen's flow law exponent [16] , and the ice diffusion parameter, defined with
where is the ice density, A the rate factor, and g the acceleration due to gravitation. From the computed thickness H at time t f , we deduce the position s f of the glacier surface at final time from
Note that we did not specify the time dependence of x 1 and x 2 in (2.1) 3 . Although the boundaries of the glacier actually move with time, it is not necessary to add this specification into the evolution equation. The mass-balance is the only responsible factor for the boundaries' motion. Equation (2.1) can handle vanishing thicknesses inside the domain OEx 1 ; x 2 , as long as one enforces that the ice thickness must remain positive at all times.
Shape optimization problem
Consider problem (2.1) when the initial and final surfaces s i and s f and the surface mass-balance B are known but the bedrock geometry is unknown. Our purpose is to design an SOA that reconstructs the subglacial topography. On our synthetical test cases, we know that the glacier surface topography evolves from s i to s f over the time frame OEt i ; t f . Therefore, we want to minimize the misfit between the computed and exact surfaces at time t f . To this end, we set the bedrock topography b as the control variable and define the cost functional
where the first term represents the misfit between the computed surface topography, b C H j t Dt f , and the exact surface topography, s f , and R is a Tikhonov regularization term introduced to cure the problem's ill-posedness [43] . Following [23] and [35] , we choose
so as to minimize oscillations in the subglacial topography. The inverse problem
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To solve it, we use a BFGS [7, 14, 17, 37, 41] method, where the gradient of functional J must be calculated. To this end, we consider the Lagrangian associated to our problem, namely
where is the costate variable, i.e. the Lagrange multiplier corresponding to constraint (3.3) 1 and the Lagrange multiplier corresponding to the initial state equation (3.3) 2 . The two integrals augmenting the cost functional J to our Lagrangian are the weak form of constraint (3.3) where the test functions are replaced with the costate variables. Note that it is not necessary to take the boundary condition into account, as it is implicitly understood in the evolution equation. The solutions of the minimization problem are among the stationary points of L that satisfy [6] rL.H ; ; ; b/ D 0 (3.5) which corresponds to seeking H , , , and b such that 
The first equation of (3.6) is the weak formulation of the backward diffusiontransport equation
as well as
The second and third equations of (3.6) are the weak formulation of (3.3). Understanding variable H as a function of the bedrock topography, we define
Then, equation (3.6) 4 is the Fréchet derivative of functional (3.10), i.e.
where @R @b
Remark that the gradient of (3.10) can be computed directly without consideration of Lagrangian (3.4) . In this analogous procedure, a forward, linear diffusion problem replaces the dual problem (3.8) . However, such a method cannot be extended to higher order models, like a First Order Approximation (FOA) or a full-Stokes Approximation of ice flow, as it needs an explicit expression for the ice velocity. In general, snow may accumulate up-glacier and the glacier's tongue retreat or advance, i.e. the glacier's boundaries may not be the same at all times. In particular, it may be that part of the bedrock topography inside domain is known. Let Q be the domain where the bedrock topography is unknown. Then, to take moving boundaries into account, we enforce that
where b is the given topography where it is known. The consideration of this constraint is chosen for its ease of implementation and reliability. Instead, we could incorporate a term of the form
into the cost functional (3.1) and restrict the original integral to the space domain Q instead of or even incorporate (3.14) and keep the original integral as it is. Such modifications of the original model for fixed boundary problems are delicate especially because of the needed adaption of the regularization term (3.12). All this leads to unnecessary complications, hence we decide to minimize the cost functional J over the whole domain , with a regularization also applied to the entire , with the consideration of constraint (3.13) .
Additionally, in the case where B has negative values on part of , constraint (3.3) may lead to negative thicknesses. Here, this problem is avoided by considering max¹0; H º instead of H . Such a choice makes the algorithm conceptually simpler, at the expense of losing efficiency to determine the glacier's time-dependent boundaries compared to a formulation as an obstacle problem [24] [25] [26] , which is translated by the need of small time steps in the discretization described below. Since the projection of thicknesses onto positive functions is not differentiable and was not taken into account in the dual problem (3.8), instabilities may arise in the algorithm.
However, numerical experiments show that we can circumvent this difficulty by seeking a control b that satisfies b < min
In practice, we now discretize (3.3), (3.8), (3.9), and (3.11) in space and time. Then, we apply Algorithm 1 until stopping criterion
is met, for a real constant tolerance ı > 0, where b m is the bedrock estimation at iteration m. We solve the corresponding linear systems with the PETSc Library [4, 5] and realize the line search as well as the BFGS algorithm with the "Bounded Limited Memory Variable Metric" (BLMVM) method available through the Toolkit for Advanced Optimization (TAO), with the default values for its parameters [36] . The choice of the bounded version of LMVM is due to bounds (3.13) and (3.15) because it allows us to avoid the consideration of the KKT conditions [28] .
Algorithm 1. Shape optimization algorithm.
set glacier geometry with initial bedrock b 0 and surface s i while kb mC1 b m k > ı do solve the primal problem (3.3) solve the dual problem (3.8)-(3.9) compute the gradient (3.11) compute
with BLMVM that takes care of the bounds (3.13) and (3.15) , where the Hessian is approximated with the BFGS method. end while 4 Space and time discretization Let x > 0 be some space step and j D x 1 C jx, 0 Ä j Ä N C 1, vertices in OEx 1 ; x 2 such that 0 D x 1 and N C1 D x 2 . Let t > 0 be some time step and t`D t i C`t , 0 Ä`Ä M C 1, such that t 0 D t i and t M C1 D t f . Furthermore, let us denote the approximations of the thickness H . j ; t`/, bedrock topography b. j /, surface topography s. j ; t`/, and costate variables . j ; t`/ and . j / at location j and time t`with Hj , b j , sj , j , and j respectively. Let us denote with H`, b, s`, `, , s i , and s f the vectors of components Hj , b j , sj , j , j , s i . j /, and s f . j /. In these notations, we can write
Let us approximate (2.2) and (3.7) with
and
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From now on, the space index j always satisfies 1 Ä j Ä N unless stated otherwise. We approach the solution of (3.3) with the following finite-difference scheme, centered in space, Crank-Nicolson in time [1, 8, 9, 31 , 34]:
where
We now deduce the discretizations of the dual problem (3.8)-(3.9) as well as the gradient (3.11). The corresponding equations in the semi-implicit case are given in Appendix A. The discretized objective function reads
where k k 2 stands for the usual Euclidean norm, H is the vector of components Hj , 0 Ä`Ä M C 1, 0 Ä j Ä N C 1, and
We define the discretized Lagrangian with
where 0 plays the role of in (3.4) and the vector of components
As in the continuous case, the solutions of the minimization problem are among the stationary points of L h that satisfy
The resulting discretized dual problem reads
whose final and initial conditions corresponding to (3.8) 2 and (3.9) are
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Moreover, the derivative of
can be shown to be
Note that the Lagrangian (4.7) reduces to
when the superscript`is dropped. One may want to deduce the steady counterparts of (4.10), (4.11), (4.12), and (4.14). We do not advise such a procedure for steady geometries because it is time-consuming and lacks robustness. Indeed, it is not clear whether a stationary state exists for both the primal and dual problems, starting from any bedrock topography b m and initial surface s i . Moreover, its computation may take a large amount of time, especially during the first BFGS iterations. In practice, we rather solve the steady problem time-dependently, by setting s i D s f D s and choosing a large enough time frame OEt i ; t f . Instead of computing the stationary state at every iteration, we only compute the evolution of the surface topography over the time frame OEt i ; t f and study its deviation from the true stationary geometry. Because of stationarity, such a deviation must be zero when the algorithm has converged. This procedure saves significant computational effort compared to a purely stationary algorithm. The precision of the gradient (4.14) is crucial for our computations. To check it, we consider Taylor's expansion of J h , 17) and verify that [10] lim
To this end, we choose some reasonable vector b and for example the normalized vector
Our numerical experiments verify relation (4.18). Hence our implementation of the discretizations of (3.3), (3.8), (3.9), and (3.11) can be trusted.
In the next section, we present numerical results obtained with this method applied to the same geometries as [34] , namely the Flask outlet glacier in Antarctica as well as the Muragl, Silvretta, and Rhône mountain glaciers in the Swiss Alps. These glaciers were chosen because their subglacial geometry either could be measured [12, 13] or is visible as ice has completely vanished [40] . The geometry of Flask glacier is adapted to produce an additional test case, so that we have zero thickness at its boundaries and no sliding. A confrontation with the results obtained with SIM and TIM is carried out. Note that the TIM can be viewed as a special case of the SOA, where we set
(4.20)
We will see how convergence rate, number of iterations, computational time, and accuracy are improved with the SOA. We first investigate the steady case that we compare to the SIM and TIM. We then switch to transient geometries and examine the differences with the TIM in both the fixed and moving-boundary situations.
Numerical results
For the sake of numerical validation, we use available data on two-dimensional glacier evolution according to equation (2.1). In other words, this means that we first choose a bedrock topography b , an initial surface topography s i , and a surface mass-balance B from which we compute the final surface geometry s f with equation (2.1). Topography b is termed "solution bedrock." Then, we perturb b and give it as an initial guess b 0 to Algorithm 1, whose aim will be to recover the solution bedrock b . In the tables below, we denote the computed bedrock topography by b c and the final surface topography obtained with b c by s Table 1 for˛D 1 and various time frames. Table 2 lists the errors, computational times, and numbers of iterations when˛is such that the error in the basal estimation is comparable to the one obtained with SIM for each geometry.
Steady geometries
We solve the stationary control problem with the SOA and compare the results to those obtained with the SIM and TIM. The purpose is to investigate the differences in accuracy and computational time. Let us first apply the SOA with various parameters˛to the four previously mentioned glaciers. Figure 2 shows the resulting estimations when the time frame is 1 a. Most of the time, the large value˛D 10 leads to estimations too far from the solution, while the other ones are close to it. When˛is small enough, we cannot distinguish any large discrepancy between the estimated subglacial topography and the solution bedrock. Figure 3 shows how sensitive the SOA is to the regularization parameter˛. Figure 3 (a) and (b) evince that it is not useful to increase˛in order to decrease the computational time. Furthermore, the error in the subglacial topography due to the increase of˛is so large that this parameter should be kept as small as possible, although the error in the final surface remains one order of magnitude smaller (see Figures 3 (c) and (d) ), indicating a low response on the surface topography to large fluctuations in the bedrock geometry. Table 1 gives the errors on the geometries displayed by Figure 2 for˛D 1 and several time frames. We notice that for fixed˛, the larger the time frame, the more accurate the estimation. Not shown here, the computational time increases with the size of the time frame, given that the primal and dual problems require more time steps. On the other hand, if the time frame is too small, the algorithm has not enough information to deduce the subglacial topography, which explains the large errors in Table 1 's first column. Although this error is large, the error on the final surface is small due to the problem's ill-posedness. Over this small time frame, even a very wrong bedrock can lead to a final surface close to the desired steady surface geometry. s k in the final surface topography as a function of the time frame on the four steady geometries represented in Figure 2 when the SOA with˛D 1 is applied. With the size of the time frame, the estimation improves most of the time. A hyphen is printed where the algorithm did not converge.
With smaller values of˛, we can be as accurate as with the SIM. This is illustrated by b k is the same in both cases in order to allow for a comparison. On geometry (d), this error is different, because no parameter˛could be found to make both discrepancies match exactly. However, this does not affect the comparison significantly. Contrarily to the errors and computational times, the number of iterations of the two methods cannot be compared, since they are completely different. The solution provided by the SOA is of higher quality, because for the same subglacial discrepancy kb computational times with˛chosen such that the same errors in the bedrock topography as with the SIM are obtained for each geometry. Note that columns 1 and 2 of the second part of Table 2 , listing the number of iterations in each case, cannot be compared, because one iteration of the SIM corresponds to one single time step of the glacier evolution towards the steady state, while it is one whole simulation of the glacier evolution over the chosen time frame in the SOA. However, the computational time and the error on the final surface can be confronted. s k in bedrock and final surface topographies, number of iterations, and computational time needed to converge in both the TIM and SOA applied to a steady geometry, when the time frame is 1 a. In the TIM, we set the regularization and fixed-point parameters to " D 100 andˇD 0:1 respectively. As in the comparison with the SIM (see Table 2 ), the quality of the estimation is improved with the SOA. The number of iterations of the two methods can be compared and is much smaller with the SOA. Since we simulate fewer evolutions with SOA, its computational time is smaller. The listed regularization parametersw ere chosen such that the discrepancy kb c b k is the same in both cases.
We remark that the computational time needed to get an estimation with the same error on b is every time smaller when we use the SOA. Moreover, the computed final surface s c f is each time closer to the exact steady surface s . Hence, the SOA provides us with a bedrock topography of higher quality than the SIM.
Since one iteration of the SIM corresponds to an actual time step, whereas it is a complete simulation of the glacier evolution over some time frame in the SOA, we cannot compare their convergence rates. Therefore, we want to compare the convergence rates of the TIM to those of the SOA. The TIM applied to steady geometries consists in setting s i D s f D s and choose the same time frame as in the SOA. Here, we list the values obtained with the TIM with fixed-point parameteř D 0:1, because the errors are smaller in this case and the convergence rates are not very different from those with largerˇ. Furthermore, we set the regularization " D 100 to make it fast. Table 3 compares the results obtained with the SOA to those with the TIM. As before, we have sought the regularization parametert hat makes the SOA converge towards a bedrock topography whose discrepancy with the solution bedrock is the same as with the TIM. Again, the computed final surface s c f with the estimated bedrock topography is closer to the exact one if we apply the SOA. In Table 3 , the number of iterations of the two methods can be compared, since, this time, every iteration consists in simulating the glacier over the chosen time frame. We notice that both the number of iterations and the computational time are much smaller with the SOA. Figure 4 superimposes the convergence rates of the two methods and evinces the faster rate of the SOA. Figure 2 , for parameters that lead to about the same error in the estimation of the bedrock topography in both cases (see first two columns of Table 3 ), when the time frame is 1 a. The TIM regularization and fixedpoint parameters were set to " D 100 andˇD 0:1. The applied SOA regularizations are listed in Table 3 . Convergence is faster with SOA than with TIM.
Estimating the ice thickness of mountain glaciers 805
Transient geometries
We now want to compare the efficiency of the TIM to that of the SOA in the case of transient geometries. To make this comparison possible, the same time frame must be chosen in both methods and, as above, the regularization parameter˛of the SOA must be selected in such a way that the discrepancy kb c b k is about the same in both cases. Tables 4-6 report the discrepancies between the computed and solution bedrock topographies as well as between the computed and exact final surfaces, the number of iterations, and the computational time needed to converge for time frames of 1 a, 5 a, and 10 a when the glaciers' boundaries are fixed. and s f , number of iterations, and computational time needed to converge in both the TIM and SOA applied to a fixed-boundary, transient geometry, when the time frame is 1 a. In the TIM, we set the regularization and fixed-point parameters to " D 100 andˇD 0:1 respectively. As in the previous results, we have chosen the regularization parameters˛in such a way that the discrepancy kb c b k is the same in both TIM and SOA. As in the steady case, the quality of the estimation with SOA is better than with TIM. 4.248eC00 2.331eC00 2.331eC00 6.589e 01 3.107e 01 (c) Table 5 . Same comparison as in Table 4 but over a time frame of 5 a.
The results are essentially the same as in the steady case. The resulting final surface discrepancy is smaller with the SOA than the TIM. The high values ofą pplied to geometry of Figure 2 (c) are due to the fact that a Gaussian filtering was applied to the bedrock topography after each TIM iteration, allowing for convergence but also increasing the error in the estimation. To get these errors with the SOA, a large value of˛was used. Because the algorithm is the same as in the steady case, the behavior of the convergence rate is the same.
Figures 5(a) and (b) depict the estimations in the case of retreating glaciers, while Figures 5(c) and (d) those of growing glaciers. Technically, the estimation for expanding glaciers is very easy to do. However, the retreating case may be unstable and harder to deal with. This is because of the negativity of the surface mass-balance at locations where the ice thickness is very small or zero. In this case, much care has to be taken about bound (3.15) so that accurate estimations can be carried out. Table 7 reports the errors, numbers of iterations and computational times done in both the TIM and SOA. The same conclusions as before can be reached, i.e. the estimated topography is of higher quality with SOA than with TIM, with this set of parameters. Table 6 . Same comparison as in Tables 4 and 5 but over a time frame of 10 a.
Sensitivity analysis
We present a sensitivity analysis of our method and restrict ourselves to perturbations of the form a .x/, where the perturbation's amplitude a > 0 is of the order of magnitude of typical measurement errors and .x/ is a uniformly distributed random variable on the interval OE 1; 1. We first add a .x/ to the surface topography and then to the surface mass-balance. When a D 1 m, Figure 6 shows how sensitive the estimation is to the small perturbation of the initial and final surfaces and how the increase of the regularization parameter affects it. None of the estimations converged. Instead, they oscillated around the solution. However, the smoothness of the estimated topography is improved with increasing˛, even though the estimation still differs from the solution by more than 1 m. To make the algorithm converge, one has to smooth the perturbed data. On the other hand, the SOA is not sensitive to the mass-balance, just like the SIM and TIM. Finally, we show how susceptible the method is to changes in the diffusion parameter (see equation (2.2)). Of particular interest is the sensitivity of the method to variations in the rate factor A that is related to according to equation (2.3) . Throughout this paper, we used the value A D 0:1 bar 3 a 1 and now aim at illus- 
Each time, the mass-balance was chosen in such a way that a large retreat or advance could be generated. As before, the estimation is very close to the solution topography. Corresponding errors, number of iterations, and computational times are listed in Table 7. trating the consequences of an uncertainty on this parameter, which is very likely in practical applications. Figure 7 evinces the obtained estimations when the solution bedrock topography is ruled by a rate factor amounting to A D 0:1 bar 3 a 1 and we try to estimate the bedrock with a different value, ranging from A D 0:07 to 0:13 bar 3 a 1 . In the SIA, the precise value of this factor does not seem to be important. The influence is largest on the geometry depicted by Figure 7 (a), due to the large thicknesses involved or small surface slope. and s f , number of iterations, and computational times needed to converge in both the TIM and SOA applied to a moving-boundary, transient geometry, over various time frames (listed in the caption of Figure 5 ). In the TIM, we set the regularization and fixed-point parameters to " D 100 andˇD 0:1 respectively. The regularization parameter˛is chosen in such a way that the discrepancy kb c b k is the same in both the TIM and SOA. The quality of the estimation with SOA is better than with TIM.
Conclusion
Existing SOA that aim at reconstructing glaciers' subglacial topographies are usually based on the minimization of the surface velocity mismatch and only deal with steady or quasi-stationary geometries. The recently introduced TIM, which is a particular case of SOA where the costate variables are set to zero, is an exception, since it minimizes the surface topography misfit in both steady and transient situations with a simple fixed-point procedure. Described as unreliable in the shallow water framework [15] , the SOA applied to the shallow ice equation appears to be accurate, reliable, and fast. In particular, even if the initial guess for the bedrock (d) α = 10 Figure 6 . Sensitivity to the surface of Muragl glacier, on a transient, fixed-boundary problem over a time frame of 1 a. We applied the perturbation with a D 1 m to both the initial and final surfaces, represented by the thick black and thin blue lines respectively. The perturbation can hardly be noticed on the two surface geometries. The solution and estimated bedrock topographies are delineated by the thick red and thin black lines. Without smoothing of the perturbed data, the algorithm does not converge, but oscillates around the displayed estimation. With larger regularization parameters, the estimation becomes smoother and closer to the solution topography.
is far from the solution, the resulting subglacial estimation is close to the solution bedrock on all the tested geometries, even when moving boundaries are taken into account. The method is as sensitive to surface data as TIM.
The SOA not only deals with transient evolutions but is also faster and more accurate than the SIM and TIM, as far as our comparisons can tell. As the latter procedures, the SOA needs neither filtering of the surface topography with a lower slope limit nor further assumptions on the model itself. Moreover, in this case, it remains simple as it only consists in the minimization of the misfit between the computed and exact (or measured) surface topographies at the end of the glaciers' No large discrepancy with the solution bedrock can be noted, except in the extreme case (a) where the ice thickness is the largest and surface slope is the smallest. time evolution and the PDE-constraint is cast into one single evolution equation. The applied regularization that minimizes the gradient of the bedrock topography is well known among glaciologists. A large quantity of minimization algorithms have been efficiently implemented to solve this type of PDE-constrained optimization problems [22, 36] .
Convergence of the TIM is still an open question in three space dimensions. Whatever the model order is, the Laplacian regularization does not always smooth the topography sufficiently so that an additional Gaussian filtering may have to be applied after each iteration. Such a filtering usually prevents the three-dimensional TIM from converging or being accurate. Moreover, since it assumes the locality of bedrock to surface perturbation transfers, the method may not work well in all situations. The SOA in turn seems to be a method that circumvents these issues. It is also extensible to three space dimensions and higher order models, at the expense of making the problem's formulation more complex. Furthermore, sliding can be easily embodied. Figure 8 . Application to the geometry of Muragl glacier, Swiss Alps, of the extended SOA and TIM to three space dimensions. The grid spacing, time step, and tolerance were set to x D 25 m, t D 10 3 a, and ı D 10 6 m. SOA and TIM parameters were set to˛D 1,ˇD 0:1, and " D 1. The thick black and red lines represent the final surface and the solution bedrock topographies respectively, while the thin blue and green lines delineate the bedrock topographies obtained with the SOA and TIM respectively. In the subplots (a) -(e), the abscissa s and ordinate z represent the coordinate following the profile and the altitude of the depicted topographies respectively. On each of the shown profiles, the error committed is small. The accuracy of the SOA is higher than that of TIM, especially at the glacier's tongue (profile (a)).
To conclude, let us show a preliminary result on the three-dimensional geometry of Muragl glacier, in the Swiss Alps (see Figure 8 ). It comes from the straightforward extension of the algorithm presented in this paper to three-space dimensions, where ? is the glacier map domain (i.e. the whole .x; y/-plane shown in the contour plot depicted by Figure 8 ) and r the .x; y/-gradient operator. We can follow the very same procedure as that exposed in this contribution in the threedimensional case described by equation (6.1). Its application to Muragl glacier results in the profiles shown in Figure 8 (a)-(e) which are transversal lines across the glacier. For the sake of comparison, we also include the estimation obtained with the TIM. The SOA regularization parameter was set to˛D 1, while the TIM parameters to " D 1 andˇD 0:1. Again, on each of these profiles, the difference between the solution and reconstructed bedrock topographies is very small, of the order of 10 m with the SOA. The accuracy of the SOA is higher than that of the TIM, especially at the glacier's tongue. In fact, the TIM struggles converging on that part of the glacier, whereas the SOA convergence is straight and fast, which makes it very interesting in terms of computational times. The detailed extension of the two-dimensional method to three dimensions will be the subject of a forthcoming publication.
A Equations of the semi-implicit scheme In the semi-implicit scheme, we have The dual problem is discretized with
