Abstract. We give a general framework for the problem of finding all minimal hitting sets of a family of objects in R d by another. We apply this framework to the following problems: (i) hitting hyper-rectangles by points in R d ; (ii) stabbing connected objects by axis-parallel hyperplanes in R d ; and (iii) hitting half-planes by points. For both the covering and hitting set versions, we obtain incremental polynomial-time algorithms, provided that the dimension d is fixed.
Introduction
Let V and F be two finite sets of geometric objects in R d . A subset of objects X ⊆ V is said to be a hitting set (or transversal or cover ) for F if for every O ∈ F, there exists an O ∈ X such that O ∩ O = ∅. A hitting set is minimal if none of its proper subsets is also a hitting set.
In this paper, we are interested in finding all minimal hitting sets of one family of objects by another. For such generation problems, we measure the time complexity in terms of both input and output length. An algorithm is said to run in incremental polynomial-time, if the time required to find k minimal transversals is polynomial in |V|, |F|, and k.
When V is a finite set of points and each object in F is an arbitrary finite subset of V, we obtain the well-known hypergraph transversal or dualization problem [2] , which calls for finding all minimal hitting sets for a given hypergraph G ⊆ 2 V , defined on a finite set of vertices V. Denote by Tr(G) the set of all minimal hitting sets of G, also known as the transversal hypergraph of G. The problem of finding Tr(G) has received considerable attention in the literature (see, e.g., [3, 12, 13, 19, 29, 31] ), since it is known to be polynomially or quasi-polynomially equivalent with many problems in various areas, such as artificial intelligence (e.g., [12, 24] ), database theory (e.g., [30] ), distributed systems (e.g., [23] ), machine learning and data mining (e.g., [1, 7, 20] ), mathematical programming (e.g., [5, 25] ), matroid theory (e.g., [26] ), and reliability theory (e.g., [9] ).
The currently fastest known algorithm [17] for solving the hypergraph transversal problem runs in quasi-polynomial time |V |N o(log N ) , where N is the combined input and output size N = |G| + | Tr(G)|. Several quasi-polynomial time algorithms with some other desirable properties also exist [8, 16, 18, 33] . While it is still open whether the problem can be solved in polynomial time for arbitrary hypergraphs, polynomial time algorithms exist for several classes of hypergraphs, e.g. hypergraphs of bounded edge-size [4, 12] , of bounded-degree [11, 13] , of bounded-edge intersections [4] , of bounded conformality [4] , of bounded treewidth [13] , and read-once (exact) hypergraphs [15] .
Almost all previously known polynomial-time algorithms for the the hypergraph transversal problem assume that at least one of the hypergraphs G or Tr(G) either (i) has bounded size min{|G|,
4 , for a constant k. One can verify that all the special classes mentioned above belong to one of these categories.
In this paper, we shall extend these polynomially solvable classes to include hypergraphs arising in geometry. More precisely, we consider the following problems Hit(V, F):
-Hitting hyper-rectangles by points: Given a finite set of points V ⊆ R d and a finite collection F of axis-parallel hyper-rectangles (also called orthotopes or boxes) in R d , find all minimal sets of points from V that hit every hyper-rectangle in F; -Hitting (Stabbing) connected objects by axis-parallel hyperplanes:
Given a finite set of axis-parallel hyperplanes V ⊆ R d and a finite collection F of connected objects in R d , find all minimal sets of hyperplanes from V that stab every object in F; -Hitting half-spaces by points: Given a finite set of points V ⊆ R d and a finite collection F of half-spaces in R d , find all minimal sets of points from V that hit every half-space in F.
We show that the first two problems can be solved in incremental polynomial time, if the dimension d of the underlying space is bounded, and that the last problem can be solved in incremental polynomial time, if d = 2.
To construct efficient algorithms for the above problems, we first propose a general framework to solve the hypergraph transversal problem, which can be regarded as a generalization of the algorithms given in [13, 28] , and apply it to the above problems. We remark that when we apply the framework to the problem of hitting half-planes by points, we need to run a backtracking algorithm at the base level of the recursion in the framework. While such an algorithm is inefficient in general, as it requires solving an NP-hard problem as a subroutine, we exploit the geometry to show that it can be made to work in the case of hitting half-planes by points.
We also consider the covering versions Cover(V, F) (= Hit(F, V)) of the above problems. For example, we consider the problem of finding all minimal sets of hyper-rectangles from F that hit all points in V. We propose incremental polynomial-time algorithms for finding all minimal covers for the first two problems, by exploiting the fact that the geometric hypergraphs arising in the first two problems have the bounded Helly property [2] , and show that minimal covers for the last problem can be generated in incremental polynomial time, by using geometric duality from the corresponding result for minimal hitting sets.
The enumeration of minimal geometric hitting sets, as the ones described above, arises in various areas such as computational geometry, machine learning, and data mining [14] . Moreover, our efficient enumeration algorithm might be useful in developing exact algorithms, fixed-parameter tractable algorithms, and polynomial-time approximation schemes for the corresponding optimization problems (see, e.g., [22] ).
The rest of this paper is organized as follows. In the next section, we give a general framework for finding all minimal hitting sets for a given hypergraph. In Sections 3, 4 and 5, we apply this framework to hitting hyper-rectangles by points, stabbing connected objects by axis-parallel hyperplanes, and hitting half-planes by points.
A Framework for Computing Transversal Hypergraphs
Let G ⊆ 2 V be a hypergraph, and σ be an ordering of vertices in V . For i = 1, . . . , n, let G i be the sub-hypergraphs of G defined as G i = {G ∈ G : G ⊆ {v σ(1) , . . . , v σ(i) }}. Let us denote the set of hyperedges in G i which are not contained in G i−1 as ∆ i , i. e., ∆ i = G i \ G i−1 and for a set X ⊆ V , let
Given a hypergraph G, Eiter et.al. [13] describe an algorithm to generate Tr(G), the hypergraph consisting of all minimal transversals of G. The algorithm proceeds inductively, for i = 1, . . . , n, by extending each minimal transversal X in Tr(G i−1 ) to a set in Tr(G i ) by finding Tr(∆ i [X]), each set of which is combined with X to obtain a minimal transversal of G i . In Figure 1 , we present a generic algorithm which recursively reduces the problem of finding Tr(G i ) into the smaller subproblems of computing Tr(
The algorithm uses a sequence of permutations Σ = σ 1 . . . σ k as a part of an input. When called initially as DUALIZE-INC(G, Σ, 1), it dualizes G by using the above mentioned approach where σ j is used for partitioning in the j-th level of the recursion. The operator minimal(H) in Step 9 returns the hypergraph obtained from a given hypergarph H by removing the non-minimal edges.
After k levels of recursion, procedure DUALIZE-SIMPLE() is used directly to solve the problem. As we will see in the later sections, for several classes of geometric hypergraphs, the subproblem after k levels can be solved easily, where k depends only on the dimension of the geometric space under consideration. As an illustration, consider the problem of dualizing an interval hypergraph: Let v 1 , v 2 , . . . , v n be a set of points on the line ordered from left to right, and let G ⊆ 2 V be a Sperner 5 hypergraph, in which each edge G ∈ G consists of consecutive points from V . Denote by σ the left-to-right ordering of the vertices, and consider the execution of the algorithm when called as DUALIZE-INC(G, Σ, 1) with Σ = σ. The algorithm incrementally dualizes the hypergraphs
contains at most one edge because of our assumption that G is Sperner and thus can be solved trivially.
The correctness of the procedure follows from the following statement.
It is shown in [13] that the intermediate hypergraphs obtained in the algorithm never get too large, more specifically, | Tr(
Consequently, we get the following bound on the worst-case running time. 
Clearly, a minimal set of points from V hitting every hyper-rectangle in F corresponds to a minimal hitting set of G, while a minimal set of hyper-rectangles from F covering every point in V corresponds to a minimal hitting set for G T . For a hypergraph G, we will denote by V (G) the vertex set of G.
Minimal Hitting Sets
To illustrate the idea, let us first consider the problem in R 2 . The algorithm is based on the framework presented in Figure 1 . We order the points in V from left to right and if their x-coordinates are equal, we sort them from bottom to top. Let v 1 , v 2 , . . . , v n be the corresponding ordering of the vertices of the hypergraph G ⊆ 2 V , defined above. Note that because of our ordering of the vertices, no rectangle in the hypergraph G i contains any point strictly to the right of v i and by definition, every rectangle in
Consider the subproblem of dualizing ∆ i [X] for each i ∈ [n] and X ∈ Tr(G i−1 ) and let the primed variables denote the corresponding variables in the recursive call of the algorithm. We order the vertices of G = ∆ i [X] in the reverse order i. e., from right to left, breaking ties by sorting them from top to bottom.
Consider now a further recursive call of the procedure on a hypergraph
, where i ∈ {1, . . . , |V (G )|} and X ∈ Tr(G i −1 ). The crucial observation is that each rectangle corresponding to an edge in the hypergraph ∆ i [X ] contains both the points v i and v i , and because of our ordering, no rectangle in the subproblem contains a point from the left of v i nor from the right of v i (see Figure 2) . Hence, as can be easily seen, only the y-coordinates matter when deciding whether a given point v ∈ {v i . . . v i } intersects a rectangle from ∆ i [X ]. So we can project the subproblem ∆ i [X ] on the y-axis and reduce it to a problem of dualizing an interval hypergraph, which can be solved in polynomial time, as seen in Section 2.
The above algorithm can be extended to higher dimensions in an obvious manner. In dimension d, we use the orderings Σ = (σ 1 , . . . , σ 2d−2 ), where σ i is the lexicographical ordering of the points using their last
coordinates. Moreover, we define the ordering σ i to be increasing when i is odd and decreasing otherwise. To generate all minimal transversals of G, we call DUALIZE-INC(G, Σ, 1), and use the dualization procedure for interval hypergraphs in place of DUALIZE-SIMPLE().
Minimal Covers
As mentioned above, to generate all minimal covers of the given points V by hyper-rectangles from F, we consider the transposed hypergraph G T (V, F) and compute its transversal hypergraph.
Halman [21] showed that any hypergraph G = G(V, F) defined by a set of hyper-rectangles F and a set of points V in R d is 2d-Helly, that is, for any G ⊆ G, the following holds: if every 2d edges in G have a non-empty intersection then all edges in G have a non-empty intersection. Thus the transposed hypergraph G T is 2d-conformal (cf. [2] ), and hence can be dualized by the algorithm of Khachiyan et al. [27] in incremental polynomial time. 
Stabbing Connected Objects in R d

Minimal Stabbing Sets
Given a collection of connected objects F and a set of axis-parallel hyperplanes V, both in R d , we are interested in the problem of finding all minimal sets of hyperplanes from V such that every object in F is stabbed by at least one of the hyperplanes in the set. Let G = G(V, F) be the corresponding hypergraph with vertex set V and each object F ∈ F defining an edge consisting of all hyperplanes from V which intersect F .
We consider the simple case first, that is, when all hyperplanes in V are parallel to each other. This turns out to be equivalent to the interval hypergraph case since we can project the problem on any line L that is perpendicular to the hyperplanes in V. The projection maps hyperplanes in V into points on L, and because of the connectivity, the objects in F are mapped to intervals on L.
More generally, for d > 1, assuming there is at least one hyperplane perpendicular to every principal axis, there are exactly d groups of axis-parallel hyperplanes in R d such that every group contains hyperplanes that are parallel to one principal axis. This assumption can be made without loss of generality, since if there is no hyperplane along a particular principal axis, say z, then we can orthogonally project all other hyperplanes and objects on the hyperplane z = 0 and reduce the dimension of the problem by one.
The dual of G can be found incrementally by following the algorithm of Figure 1 . Fixing the order of principal axes, we order the hyperplanes sequentially: starting with hyperplanes perpendicular to the first principal axis, sorted in increasing order, we continue with the hyperplanes perpendicular to the second principal axis and so on. For an example in R 2 , the set of lines {x = 1, y = −1, x = 0, y = 1} would be ordered as x = 0, x = 1, y = −1, y = 1 assuming that x-axis comes before y-axis in our fixed ordering of principal axes. Let σ be an ordering of hyperplanes in G as defined above and let j Consider the subproblem of dualizing G i for i = 1, . . . , n as defined in the algorithm, where G i contains only those edges which form subsets of vertices from v σ(1) , . . . , v σ(i) . As discussed above, the problem reduces to dualizing an interval hypergraph when 1 ≤ i ≤ j In the recursive call, we use σ as our ordering and dualize G incrementally by considering G i for 1 < i ≤ i. Note that for i ≤ j Alternatively, when j G r−1 < i ≤ i then similar to the case in Section 3.1, the subproblems ∆ i we get contain all objects that intersect both v i and v i with the property that no hyperplane above v i or below v i stabs any of them. Note that both {v i } and {v i } as well as all hyperplanes between them are trivially hitting sets for the subproblems for hypergraphs of the form ∆ i [·] . The other hitting sets can be found recursively by observing that they do not involve any of the hyperplanes parallel to v i and v i . Thus we are able to reduce the dimension of the problem by 1 after two levels of recursion.
In summary, to generate Tr(G), we call DUALIZE-INC(G, Σ, 1) with Σ = (σ 1 , σ 2 , . . . , σ 2d−1 ) and a trivial dualization procedure for DUALIZE-SIMPLE(). For odd r, 1 ≤ r < 2d, the ordering σ r sorts each group of parallel hyperplanes in increasing order (of the points of intersection with the common orthogonal line), whereas for even r, 1 < r < 2d, σ r is defined by sorting each group of parallel hyperplanes in increasing order except the last group, which is sorted in decreasing order (of the points of intersection with the common orthogonal line). As we noted above, at every r-th level of recursion for even r, the dual hypergraphs Tr(G i ) such that v σ(i) does not belong to the last group of hyperplanes, can be easily computed from the corresponding dual hypergraph in the recursion level r − 1. This observation can be used to avoid redundant computations by solving those subproblems directly instead of following the algorithm of Figure 1 
Minimal Covers
We use again the algorithm of [27] for dualizing conformal hypergraphs. Lemma 1. Let F be the set of connected objects and V be set of axis-parallel hyperplanes in R d . Then the corresponding hypergraph G(F, V) is 2d-Helly.
Theorem 3. Both problems Hit(V, F) and Cover(V, F) can be solved in time
, when V and F are, respectively, a set of axis-parallel hyperplanes and a set of connected objects in R d , and k is the size of the output.
Hitting and Covering with Half-planes
In this section we consider the case when the hypergraph G = G(V, F) is defined by a finite set of points V ⊆ R 2 and a set of half-planes F. In the following, we will refer to the elements of V as points or vertices interchangeably.
Minimal hitting sets
Let Σ = (σ 1 , σ 1 , σ 2 , σ 2 ), where for i ∈ {1, 2}, σ i and σ i are respectively the ascending and descending orderings of the points in V along the ith coordinate. We call the procedure DUALIZE-INC(G, Σ, 1).
When the procedure reaches the base level, we end-up with an instance on a hypergraph G = G(V , F ) in which all points V lie inside a rectangle R, the boundary of which contains four (not necessarily distinct) points p 1 , p 2 , p 3 , p 4 ∈ V, one on each side of R, and such that for each F ∈ F , F ⊇ {p 1 , p 2 , p 3 , p 4 }. Consider the polygon connecting these four points: it partitions the rectangle R into 5 regions (some possibly empty); see Figure 4 , Left. Let B ⊆ V be the set of points inside the polygon and A 1 , A 2 , A 3 , A 4 be the sets of points inside the other four regions. Note that, without loss of generality, we can assume that any line defining a half-plane in F intersects exactly one of the 4 regions (otherwise, there is only one hyperplane and Tr(G ) = {{v} : v ∈ V }). For i = 1, 2, 3, 4, let F i be the half-planes that hit the ith region, and
Tr(H i )) where T = {{v} : v ∈ B} and T = {{v, v } : v ∈ A i , v ∈ A j , i = j and {v, v } is transversal to G }.
Backtracking Method
Given a hypergraph H ⊆ 2 V and a subset S ⊆ V of vertices, [6] gave a criterion to decide if S is a sub-transversal of G, i. e., if there is a minimal transversal T ∈ Tr(G) such that T ⊇ S. In general, this is an NP-hard problem even if G is a graph (see [4] ). However, if |S| is bounded by a constant, or if the hypergraph is read-once [15] , then such a check can be done in polynomial time (see [6] ). Here we give another instance in which such a check can also be performed in polynomial time.
For a subset S ⊆ V , and a vertex v ∈ S, let
Proposition 2 ([6]).
A non-empty subset S ⊆ V is a sub-transversal for H ⊆ 2 V if and only if there is a non-covering selection
The algorithm is given in Figure 5 , and is based on the standard backtracking technique for enumeration (see e.g. [32, 15] ). The procedure is called initially with S 1 = S 2 = ∅ and i = 1. It is easy to verify that the algorithm outputs all elements of the transversal hypergraph Tr(H), without repetition (and in lexicographic ordering according to the input permutation σ). Since the algorithm essentially builds a backtracking tree whose leaves are the minimal transversals of G, the 
output S and return 3. if ∃T ∈ Tr(H) s.t. S ∪ {σ(i)} ⊆ T and (σ( time required to produce each new minimal transversal is bounded by the depth of the tree (at most min{|V |, |H|}) times the maximum time required at each node. The efficiency of such procedure depends on being able to perform the test in Step 3, which is addressed in the next subsection.
Solving the Special Instance
Without loss of generality we concentrate on finding Tr(H 1 ), where H 1 is the hypergraph defined in Section 5.1. The other 3 sets of transversals can be found similarly. In other words, we may assume that all points lie inside a right-angle triangle of which the hyperplanes contain the longest side (see Figure 4 , Right).
We use the backtracking method with σ being the following lexicographic order of the points: if p = (p 1 , p 2 ) and q = (q 1 , q 2 ) then p ≺ σ q if and only if p 1 < q 1 or p 1 = q 1 and p 2 < q 2 . Without loss of generality, we assume V (H 1 ) = {1, . . . , n} and reorder the points such that they are numbered from 1 to n according to σ, i. e., assume that σ is the identity permutation. Now we show that the sub-transversal test in Step 3 of the backtracking procedure in Figure 5 
Minimal Covers
By geometric duality (see e.g. [10] , Chapter 8), the problem of finding minimal set covers reduces to finding all minimal hitting sets. Indeed, we may assume by rotating the given instance if necessary that all points are in general position. If we use the mapping (p 1 , p 2 ) → y = p 1 x + p 2 that maps the point p = (p 1 , p 2 ) in the original space to the line {(x, y) : y = p 1 x + p 2 }, then one can easily see that minimal set covers in one space correspond to minimal hitting sets in the other space and vice versa. O (1) ), when V and F are, respectively, a set of points and a set of half-planes in R 2 , and k is the size of the output.
