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AN INVERSE PROBLEM FOR AN INHOMOGENEOUS STRING WITH AN
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DANIEL SIPHO MDHLULI
ABSTRACT. The direct and inverse spectral problems for an inhomogeneous string with
an interval of zero density and a concentrated mass at the endpoint moving with damping
are investigated. The partial differential equation is mapped into an ordinary differential
equation using separation of variables which in turn is transformed into a Sturm-Liouville
differential equation with boundary conditions depending on the separation variable λ . The
Marchenko approach is employed in the inverse problem to recover the potential, density
and other parameters from the knowledge of the two spectra and length of the string.
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1. INTRODUCTION
A typical problem that involves investigating certain outcomes in the light of certain
forces which may be expressed as a set of differential equations subject to initial conditions
is known as the Direct Problem. This problem has been extensively solved not only by
scholars but also by normal civilians in their pursuit to understanding the problem ”What
would happen if I do this, or change it like this?” The opposite of the Direct Problem
involves beginning with a set of observable (i.e. frequencies of vibrations/eigenvalues for
scientist) and one is concerned with understanding the underlying forces that led to those
outcomes, and is known as the Inverse Problem.
Isaac Newton in his day solved an Inverse Problem when he developed his theory of
gravitational force between two separate masses. The history of the Direct and Inverse
problem can be found in a book by Chadan and Sabatier in [2]. The success of this
branch of mathematics has led to many solutions to other inverse problems some of which
have found application in the field of medicine, for example, in the detection of leukemia
amongst other applications.
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The generalised approach to inverse problems was given by Mark Kac (1966) in a lec-
ture entitled Can one hear the shape of a drum? in [5]. We all know that one does not
hear the shape but rather hears the sound of the drum which vibrates at certain frequencies
which are called normal modes. Mark Kac was able to show in his manuscript that by
carefully identifying frequencies of vibration of the drum that one can be able to deduce
geometric information about the drum.
Krein, M.G and Nudelman, A.A gave impetus to research activities in the problem of
small transversal vibrations of inhomogeneous strings with damping. My interest into this
research was triggered by a manuscript written by Reinhard Mennicken and Vyacheslav
Pivovarchick entitled An inverse problem for an inhomogeneous string with an interval
of zero density which was published in the journal Mathematische Nachrichten, see [12],
which also investigated transversal vibrations of strings belonging to a certain class.
The problem under consideration in this thesis involves a string with density
B(s) =
{
b(s) if s ∈ [0, l1]
0 if s ∈ (l1, l],
where 0 < l1 < l < ∞, b(s) ∈W 22 (0, l1) and give the description of the spectrum of the
problem:
(1.1)
∂ 2w
∂ s2
−B(s)∂
2w
∂ t2
= 0,
(1.2) w(0, t) = 0,
(1.3)
(∂w
∂ s
+ν
∂w
∂ t
+M
∂ 2w
∂ t2
)∣∣∣
s=l
= 0
where b(s)≥ ε > 0, b(s) ∈W 22 (0, l1), ν > 0 is the coefficient of damping and M the mass
of the concentrated ring at the endpoint.
We begin our investigation of the Direct and Inverse problem associated with the above
partial differential equation by going through some of the preliminary material (Riemann’s
Formular and Transformation Operators) that form the basis of the route undertaken here
and can be found in the book by Marchenko.V.A. in [11] with varying degree of details.
The preliminary material is included in this thesis so as make the entire thesis self con-
tained. We know that the Sturm-Liouville differential equation can be rewritten as some
integral equation, however the problem with some of them is that the solution function
appears on both sides of the equation. Transformation operators are therefore employed in
this thesis since they allow for an explicit representation of the solution function in terms of
another solution function to the same differential equation but satisfying different bound-
ary conditions. The explicit solution function obtained using transformation operators has
a form of a Fredholm integral equation whose kernel does not depend on the eigenvalue
parameter. As we will see later on, this route will become important when we pursue
the inverse problem since the kernel of that integral equation bear some relation with the
potential of the Sturm Liouvlle differential equation.
The Direct problem in this thesis is investigated for strings whose density belongs to
three different classes namely, b(s)∈W 22 (0, l1), b(s)∈W 42 (0, l1) and lastly b(s) ∈W 62 (0, l1).
The above space-time partial differential equation shown by equation (1.1) is reduced to
a second order ordinary differential equation that depends on the space and an eigenvalue
parameter λ (energy parameter). As will be seen, the differential equation that results does
not conform to the Sturm-Liouville form for which we know so much about, however it is
transformed into one using the Sturm-Liouville transformation.
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A further application of the Sturm-Liouville transformation on all boundary conditions
leads to an entire function whose zeroes corresponds to the eigenvalues of the Sturm-
Liouville operator. The asymptotic expansions of the eigenvalues are then obtained for
string with density b(s) belonging to W 22 (0, l1), W
4
2 (0, l1), and W
6
2 (0, l1). In comparison to
the Pivovarchik and Mennicken case in [12], it is found in this instance of the problem that
the general form of the asymptotic expansion remains unaltered when a concentrated mass
is introduced at the endpoint, but the term Q2 is equal zero in the eigenvalues expansion
for all strings classes of strings considered here, and this contrasts sharply with known
results from Pivovarchik and Mennicken which showed that Q2 > 0. It is only when we
consider the case b(s)∈W 62 (0, l1) that it becomes clear from the asymptotic expansion that
the majority of the eigenvalues are located in the upper half, infact in this thesis we prove
that all the eigenvalues are located in the upper half plane.
The second half of this thesis focuses on the Inverse Problem for strings belonging to
the class W 62 (0, l1), and the approach we follow is the Marchenko method which is outlined
in his book [11]. We begin this thesis by considering some preliminary material shown in
Section 2, 3 and 4 that we will need to pursue both the Direct and Inverse Problem. In
Section 2 (Rieman’s Formular) we consider a twice continuously differentiable solution of
the Cauchy problem
utt(t,x)−q1(x)u(t,x) = uxx(t,x)−q2(x)u(t,x),
satisfying the initial data conditions
u(t,0) = ϕ(t); ux(t,0) = ψ(t),
and we seek to obtain an explicit expression for the u at the point (t0,x0) using Riemann’s
functions. In section 3 (Transformation Operators) we will obtain an explicit solution
e0(λ ,x) to the Sturm-Liouville differential equation
y′′−q(x)y+λ 2y = 0
where q(x) satisfies some condition and the function e0(λ ,x) also satisfies
e0(λ ,0) = 1, e′0(λ ,0) = iλ .
Then using the results from Section 2 we show how the Riemann’s function are used to
construct Kernels which are in an integral equation used to obtain an explicit expression
for the solution to the Sturm-Liouville differential equation. In Section 4 (Zeroes of Entire
functions) we consider three distinct different classes of entire functions E1, E2 and E3
and show that the zeroes of these functions are properly enumerated and then obtain the
asymptotic expansions of their zeroes. Section 5 of the thesis proves the main results of
the The Direct Problem by giving the description of the spectrum to the problem (1.1) -
(1.3) for classes of strings whose density b(s) belongs to W 22 (0, l1), W
4
2 (0, l1) and lastly to
W 62 (0, l1). In Section 6 of this thesis we follow the Marchenko method to prove that we
can find the S-matrix which satisfies special conditions such that the Marchenko integral
equation
G(x, t)+F(x+ t)+
∫ ∞
x
G(x,s)F(s+ t)ds = 0.
has a unique solution G(x, t), and we further obtain that
q(x) =−2dG(x,x)
dx
In essence we prove that given the spectrum of problem (5.17) - (5.19) that we can find the
set {a,q(x),M1,M2,M3,M4}where a> 0,M1 > 0, M2 > 0, M3−M4 > 0 and q(x) ∈ L2(0,a).
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Lastly, in section 7 (The Inversion) we begin with the obtained set {a,q(x),M1,M2,M3,M4}
and our task there is to find b(s),ν , l1,M such that ν > 0, l1 > 0, M > 0, b ∈W 22 (0, l1) and
b(s) > 0 for s ∈ [0, l1] and generates the Sturm-Liouville problem having the spectrum
{λk : k ∈ Z∪{0+}} of the Direct problem.
2. RIEMANN’S FORMULA
Let u(t,x) (−∞ < t < ∞, −∞ < x < ∞) be a twice continuously differentiable solution
of the Cauchy problem:
(2.1) utt(t,x)−q1(x)u(t,x) = uxx(t,x)−q2(x)u(t,x),
(2.2) u(t,0) = ϕ(t); ux(t,0) = ψ(t),
where ϕ , ψ , q1, and q2 are continuous complex-valued functions (see pg. 1 of [11]). Let
the value of the function u at the point (t0,x0) be thought of as a value of a linear functional
T x0t0 on the vector function (ϕ,ψ)
(2.3) u(t0,x0) = T
x0
t0 [ϕ,ψ].
An expression for this functional was first found by B. Riemann using the following ar-
gument. For fixed t0 and x0 ≥ 0 let R(t,x; t0,x0) = R(t,x) denote the twice differentiable
solution of the equation
(2.4) Rtt −q1(x)R = Rxx−q2(x)R,
in the domain shown in Figure 1
t
x
(t0− x0,0) (t0+ x0,0)
(t0,x0)
Fig.1
II I
III
which takes the value 1 on the characteristics x0−x= |t−t0| of the equation. The existence
of this solution is proved on page 3 of [11]. Now multiplying equation (2.1) and (2.4) by
R and u respectively and then subtracting the second equation from the first equation we
obtain
uttR−uRtt = uxxR−uRxx,
in D, where D is the region enclosed by lines I, II and III. The above expression can
equivalently be written as
∂ (utR−uRt)
∂ t
− ∂ (uxR−uRx)
∂x
= 0.
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Therefore integrating over the region D on both sides we get∫ ∫
D
[∂ (utR−uRt)
∂ t
− ∂ (uxR−uRx
∂x
]
dtdx = 0,
and recalling that Green’s formula states that∫
Γ
Ldx+Mdy =
∫ ∫
D
(∂M
∂x
− ∂L
∂y
)
dxdy
whenever L and M have continuous partial derivatives. Therefore an application of Green’s
formula gives
(2.5)
∫
Γ
(utR−uRt)dx+(uxR−uRx)dt = 0,
where Γ denotes the anticlockwise oriented boundary of D which consists of three line
segments we call Γ1, Γ2 and Γ3. So we may also write
(2.6)
∫
Γ
(utR−uRt)dx+(uxR−uRx)dt = I1+ I2+ I3,
where
I j =
∫
Γ j
(utR−uRt)dx+(uxR−uRx)dt, j = 1,2,3.
On the line segment Γ1 we have that
x = x0− (t− t0) and dx =−dt,
so then evaluating the integral on Γ1 gives that
I1 =
∫ t0
t0+x0
(
−utR+uRt +uxR−uRx
)
(t,x0− (t− t0))dt
=−
∫ t0
t0+x0
(
(ut −ux)R+(Rt −Rx)u−2u(Rt −Rx)
)
(t,x− (t− t0))dt.(2.7)
We know that for any differentiable function F we can write
d
dt
F(t,x0− (t− t0)) = (Ft −Fx)(t,x0− (t− t0)),
therefore using the above we simplify the following:
(ut −ux)R+(Rt −Rx)u
∣∣∣
x=x0−(t−t0)
=
d
dt
(uR
∣∣∣
x=x0−(t−t0)
)
and
(Rt −Rx)
∣∣∣
x=x0−(t−t0)
=
d
dt
(R(t,x0− (t− t0)) = 0,
since R is identically 1 on the line x = x0− (t− t0) for t0 ≤ t ≤ t0 + x0. Combining these
results with equation (2.7) we obtain
I1 =−
∫ t0
t0+x0
d
dt
(uR
∣∣∣
x=x0−(t−t0)
)dt
=−u(t,x0− (t− t0))
∣∣∣t0
t0+x0
.
Hence
I1 =−u(t0,x0)+u(t0+ x0,0)
=−u(t0,x0)+ϕ(t0+ x0),
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where we have used condition (2.2). Similar computation on segment Γ2 where x = x0 +
(t− t0) and dx = dt, yields
I2 =
∫ t0−x0
t0
(
utR−uRt +uxR−uRx
)
(t,x0+(t− t0))dt
= ϕ(t0− x0)−u(t0,x0).
Finally on segment Γ3, we have that dx = 0 and that
u(t,0) = ϕ(t), ux(t,0) = ψ(t),
so we get that
I3 =
∫ t0+x0
t0−x0
(
uxR−uRx
)
(t,0)dt
=
∫ t0+x0
t0−x0
(ψ(t)R(t,0)−ϕ(t)Rx(t,0))dt.
Substituting I1, I2 and I3 into (2.6) we get that
0 =−2u(t0,x0)+ϕ(t0+ x0)+ϕ(t0− x0)
+
∫ t0+x0
t0−x0
(ψ(t)R(t,0)−ϕ(t)Rx(t,0))dt,
or equivalently
(2.8) u(t0,x0) =
ϕ(t0+ x0)+ϕ(t0− x0)
2
+
1
2
∫ t0+x0
t0−x0
(
ψ(t)R(t,0)−ϕ(t)Rx(t,0)
)
dt.
The transformation x→−x leaves the general form of equation (2.1) unchanged when the
variable x is replaced by −x and q1,2(x) replaced by q1,2(−x), whereas ψ(t) = ux(t,0) and
Rx(t,0) change sign. From the above transformation and equation (2.8) it is quite clear to
see that the form of equation (2.8) is preserved for x0 < 0. The function R(t,x; t0,x0) is
called the Riemann function and the expression (2.8) for the functional T x0t0 is known as
the Riemann formula. Note that a special case occurs when ϕ ′(t) = ψ(t), in which case,
integrating the first term in the integral by parts we obtain
u(t0,x0) =
ϕ(t0+ x0)+ϕ(t0− x0)
2
+
1
2
ϕ(t)R(t,0)
∣∣∣t0+x0
t0−x0
− 1
2
∫ t0+x0
t0−x0
(Rt(t,0; t0,x0)+Rx(t,0; t0,x0))ϕ(t)dt,
which upon simplification gives
(2.9) u(t0,x0) = ϕ(t0+ x0)− 12
∫ t0+x0
t0−x0
(Rt(t,0; t0,x0)+Rx(t,0; t0,x0))ϕ(t)dt.
In the next section we show how Riemann functions and Riemann’s formula are used
to construct kernels which are encountered when writing explicit solutions to the Sturm-
Liouville equation using transformation operators.
3. TRANSFORMATION OPERATORS
Consider the Sturm-Liouville differential equation
(3.1) y′′−q(x)y+λ 2y = 0
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on the interval (−a,a), 0 < a <∞, where q(x) is a continuous complex-valued function on
this interval and λ a complex parameter. Let e0(λ ,x) denote the solution to equation (3.1)
with initial data
(3.2) e0(λ ,0) = 1, e′0(λ ,0) = iλ .
The function
u(t,x) = eiλ te0(λ ,x)
is obviously twice differentiable for −∞ < t < ∞, −a < x < a and solves the Cauchy
problem
(3.3) utt = uxx−q(x)u,
with initial conditions
u(t,0) = eiλ t , ux(t,0) = iλeiλ t .
Equation (2.9) gives that the value of the function u at (t0,x0) is given by
eiλ t0e0(λ ,x0) = eiλ (t0+x0)
− 1
2
∫ t0+x0
t0−x0
(Rt(t,0; t0,x0)+Rx(t,0; t0,x0))eiλ tdt.
Letting t0 = 0 and denoting
(3.4) K(x0, t) =−12 (Rt(t,0;0,x0)+Rx(t,0;0,x0)), |t| ≤ |x0|,
we get
e0(λ ,x0) = eiλx0 +
∫ x0
−x0
K(x0, t)eiλ tdt.
Thus we have proved the following
Theorem 3.1. The solution e0(λ ,x) of equation (3.1) with the initial data (3.2) admits the
representation
(3.5) e0(λ ,x) = eiλx+
∫ x
−x
K(x, t)eiλ tdt,
where K(x, t) is a continuous function expressed in terms of the Riemann function by equa-
tion (3.4).
The integral operator X defined by
(X f )(x) = f (x)+
∫ x
−x
K(x, t) f (t)dt
is called the transformation operator preserving the initial data at the point x = 0 where f
represents the solution to some simpler differential equation y′′+λ 2y = 0 with the same
initial data as the function (X f )(x). The operator maps the function eiλx (i.e. the solution
of the simplest form of equation of (3.1) with initial conditions (3.2) into the solution of
equation (3.1) with condition (3.2). Since eiλx and e−iλx constitute a fundamental system
of solutions to equation y′′+λ 2y = 0, then the operator X transforms any solutions of this
equation into a solution of equation (3.1) with the same initial conditions at x= 0. Suppose
that we impose initial conditions w(λ ,0,h) = 1, w′(λ ,0,h) = h on the differential equation
y′′+λ 2y = 0, then its solution is given by
y˜(x) = cosλx+h
sinλx
λ
,
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so then by an application of Theorem 3.1 we have that the solution to equation (3.1) with
the initial data
w(λ ,0,h) = 1, w′(λ ,0,h) = h,
can be expressed as
w(λ ,x,h) = cosλx+h
sinλx
λ
+
∫ x
−x
K(x, t)
(
cosλ t+h
sinλ t
λ
)
dt
= cosλx+
∫ x
0
(h+K(x, t)+K(x,−t))cosλ t
+h
∫ x
0
[
(K(x, t)−K(x,−t))
∫ t
0
cosλξdξ
]
dt
= cosλx+
∫ x
0
K(x, t,h)cosλ tdt,
where
(3.6) K(x, t,h) = h+K(x, t)+K(x,−t)+h
∫ x
t
(K(x,ξ )−K(x,−ξ ))dξ .
Similarly, the solution w(λ ,x,∞) of (3.1) with initial data
w(λ ,0,∞) = 0, w′(λ ,0,∞) = 1,
admits the representation
w(λ ,x,∞) =
sinλx
λ
+
∫ x
−x
K(x, t)
sinλ t
λ
dt
=
sinλx
λ
+
∫ x
0
(K(x, t)−K(x,−t)) sinλ t
λ
dt
=
sinλx
λ
+
∫ x
0
K(x, t,∞)
sinλ t
λ
dt,
where
K(x, t,∞) = K(x, t)−K(x,−t).
Note that if h = 0 we have that K(x, t,0) = K(x, t)+K(x,−t) which is not the same as
K(x, t,∞) = K(x, t)−K(x,−t). Now rewriting equation (3.1) in the form
(3.7) y′′+λ 2y = q(x)y,
and regarding the right hand side of equation (3.7) as known, we seek the solution e0(λ ,x)
of this equation by method of variation of constants. Let q(x) = 0 in (3.7), then the system
{e−iλx,eiλx} is a fundamental system of solutions to the differential equation y′′ = −λ 2y
and has Wronskian
W (x) =
∣∣∣∣ e−iλx eiλx−iλe−iλx iλeiλx
∣∣∣∣= 2iλ .
Now, the variation of parameter states that if y1,y2 are linearly independent solutions of
a(t)y′′+b(t)y′+ c(t)y(t) = 0,
then the solution yp to
a(t)y′′+b(t)y′+ c(t)y(t) = f (t)
is given by
yp =−y1
∫ y2 f (t)
a(t)W (t)
dt+ y2
∫ y1 f (t))
a(t)W (t)
dt,
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where W (t) is again the Wronskian of a fundamental system. Now, replacing f above with
qy, we get that the solution y(x) of
y′′+λ 2y = qy
is given by
y(x) =−e−iλx
∫ x
0
e−iλ tq(t)y(t)
2iλ
dt+ eiλx
∫ x
0
e−iλ tq(t)y(t)
2iλ
dt
=
∫ x
0
(eiλ (x−t)− e−iλ (x−t))q(t)y(t)
2iλ
dt
=
∫ x
0
sinλ (x− t)
λ
q(t)y(t)dt.
Suppose that y3 is the solution to the homogeneous equation y′′+λ 2y= 0 and yz a solution
to the inhomogeneous equation y′′+λ 2y = g, then y3 + yz is a solution to the inhomoge-
neous equation y′′+λ 2y = g and implies that the solution
(3.8) e0(λ ,x) = eiλx+
∫ x
0
sinλ (x− t)
λ
q(t)e0(λ , t)dt,
which is the sum of solutions to the homogeneous and inhomogeneous equations is equiv-
alent to problem (3.1) with initial condition (3.2). This is an integral equation for the
function e0(λ ,x) (which is known as the Sturm-Liouville integral equation). We seek its
solution in the form of (3.5). In order for the function of the form (3.5) to satisfy (3.8), it
is necessary that the equality∫ x
−x
K(x, t)eiλ tdt =
∫ x
0
sinλ (x− t)
λ
q(t)eiλ tdt
+
∫ x
0
sinλ (x− t)
λ
q(t)
∫ t
−t
K(t,ξ )eiλξdξdt
hold (where we have used Theorem 3.1). Next we express the right hand side of the above
equation as a Fourier transform. Since
(3.9)
sinλ (x− t)
λ
eiλξ =
1
2
∫ ξ+(x−t)
ξ−(x−t)
eiλudu,
then it follows that∫ x
0
sinλ (x− t)
λ
q(t)eiλ tdt =
1
2
∫ x
0
q(t)
∫ x
2t−x
eiλududt
=
1
2
∫ x
−x
eiλu
∫ x+u
2
0
q(t)dtdu.
Changing the variables of integration we get
(3.10)
∫ x
0
sinλ (x− t)
λ
q(t)eiλ tdt =
∫ x
−x
1
2
(∫ x+t
2
0
q(ξ )dξ
)
eiλ tdt.
Using equation (3.9) once more, we obtain the equality∫ x
0
sinλ (x− t)
λ
q(t)
∫ t
−t
K(t,ξ )eiλξdξdt
=
1
2
∫ x
0
q(t)
(∫ t
−t
K(t,ξ )
∫ ξ+(x−t)
ξ−(x−t)
eiλududξ
)
dt.
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Next, upon extending the function K(t,ξ ) by zero for |ξ |> |t|, we can write
∫ t
−t
K(t,ξ )
∫ ξ+(x−t)
ξ−(x−t)
eiλududξ =
∫ ∞
−∞
K(t,ξ )
∫ ξ+(x−t)
ξ−(x−t)
eiλududξ ,
and changing the order of integration
=
∫ ∞
−∞
eiλu
∫ u+(x−t)
u−(x−t)
K(t,ξ )dξdu.
Now since K(t,ξ ) = 0 for |ξ | > |t|, so if |u− (x− t)| = |t|, then this equality implies
that u− (x− t) = t which in turn implies that u = x so that if u > x then we have that
|u− (x− t)| > |t|, in which case K(t,ξ ) = 0 on that interval. Similarly |u+(x− t)| = |t|
implies that u =−x so that if u <−x then we have that |u+(x− t)|> |t| in which case we
have again that K(t,ξ ) = 0 on that interval. Altogether we get that |u| ≤ x, so we can write
∫ t
−t
K(t,ξ )
∫ ξ+(x−t)
ξ−(x−t)
eiλududξ =
∫ x
−x
eiλu
∫ u+(x−t)
u−(x−t)
K(t,ξ )dξdu,
for any choice of t ∈ (0,x). Consequently,
∫ x
0
q(t)
∫ t
−t
K(t,ξ )
∫ ξ+(x−t)
ξ−(x−t)
eiλududξdt =
∫ x
−x
eiλu
∫ x
0
q(t)
∫ u+(x−t)
u−(x−t)
K(t,ξ )dξdtdu.
Renaming the variables of integration,
∫ x
0
sinλ (x− t)
λ
q(t)
∫ t
−t
K(t,ξ )eiλξdξdt(3.11)
=
∫ x
−x
eiλ t
(1
2
∫ x
0
q(u)
∫ t+(x−u)
t−(x−u)
K(u,ξ )dξdu
)
dt.
Equation (3.10) and (3.11) show that the equality (3.8) leads to
∫ x
−x
K(x, t)eiλ tdt
=
1
2
∫ x
−x
(∫ x+t
2
0
q(u)du+
∫ x
0
q(u)
∫ t+(x−u)
t−(x−u)
K(u,ξ )dξdu
)
eiλ tdt,
and satisfies the equation
(3.12) K(x, t) =
1
2
∫ x+t
2
0
q(u)du+
1
2
∫ x
0
q(u)
∫ t+(x−u)
t−(x−u)
K(u,ξ )dξdu.
The domain of integration of the double integral on the right hand side of formula (3.12) is
shown in Figure 2.
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u
ξ
ξ =−u
Fig.2
ξ = u
ξ = t− (x−u)
ξ = t+(x−u)
1
2
3
It consist of three regions, 1, 2, 3. In region 1 and 2, |ξ |> |u| hence K(u,ξ ) = 0 there. So
the integral is actually taken over region 3. Performing a change of variables
u+ξ = 2α and u−ξ = 2β
in this integral, we get
K(x, t) =
1
2
∫ x+t
2
0
q(y)dy+
∫ x+t
2
0
∫ x−t
2
0
q(α+β )K(α+β ,α−β )dβdα,
in which it is already taken into account that K(x, t) = 0 for |t|> |x|.
Theorem 3.2 (Rouche’s theorem). Let f and g be holomorphic inside and on γ , where γ
is a simple closed path. Suppose that | f (z)|> |g(z)| on γ . Then f and f +g have the same
number of zeroes in the interior of γ.
Theorem 3.3 (The Identity theorem). Let G be a region and suppose that f is holomorphic
in G. If the set of zeroes of f in G has a limit point in G, then f is identically zero in G.
4. ZEROES OF ENTIRE FUNCTIONS
In this section we will investigate the behavior of the zeroes of the entire function E1 of
the form:
E1(λ ) =−K1λ 2 cosλa+ iλK2 cosλa+λK3 sinλa+K4 cosλa+ iK5 sinλa
(4.1)
+ iK6
cosλa
λ
+K7
sinλa
λ
+K8
cosλa
λ 2
+λ .
∫ a
0
ζ1(t)sinλ tdt+
∫ a
0
ζ2(t)cosλ tdt
+ i
∫ a
0
ζ3(t)sinλ tdt+ i
∫ a
0
ζ4(t)
cosλ t
λ
dt+
∫ a
0
ζ5(t)
sinλ t
λ
dt+
∫ a
0
ζ6(t)
cosλ t
λ 2
dt,
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where ζ1, . . . , ζ6 are real valued functions belonging to L2[0,a] and K j ∈ R for all j =
1,2, . . . ,8 and K1 6= 0. We will also investigate the behavior of another function of the
form
E2(λ ) =−λ 2K1 cosλa+ iλK2 cosλa+λK3 sinλa+K4 cosλa
(4.2)
+ iK5 sinλa+ iK6
cosλa
λ
+K7
sinλa
λ
+
∫ a
0
ξ1(t)
sinλ t
λ
dt+ i
∫ a
0
ξ2(t)
cosλ t
λ
dt,
where ξ1 and ξ2 are real valued functions belonging to L2[0,a] and K j ∈ R for all j =
1,2, . . . ,7 and K1 6= 0. Lastly, we will investigate the zeroes of the function of the form
E3(λ ) =−λ 2K1 cosλa+ iλK2 cosλa+λK3 sinλa+K4 cosλa+ iK5 sinλa+ iK6 cosλaλ
(4.3)
+K7
sinλa
λ
+K8
cosλa
λ 2
+ iK9
sinλa
λ 2
+ iK10
cosλa
λ 3
+K11
sinλa
λ 3
+
∫ a
0
ξ1(t)
sinλ t
λ 3
dt+ i
∫ a
0
ξ2(t)
cosλ t
λ 3
dt,
where again ξ1 and ξ2 are real valued functions belonging to L2[0,a] and K j ∈ R for all
j = 1,2, . . . ,11 and K1 6= 0. As a first step in our investigation let us consider the following
theorem
Theorem 4.1. Let E1(λ ) be an entire function of the form
E1(λ ) =−K1λ 2 cosλa+ iλK2 cosλa+λK3 sinλa+K4 cosλa+ iK5 sinλa
+ iK6
cosλa
λ
+K7
sinλa
λ
+K8
cosλa
λ 2
+λ .
∫ a
0
ζ1(t)sinλ tdt+
∫ a
0
ζ2(t)cosλ tdt
+ i
∫ a
0
ζ3(t)sinλ tdt+ i
∫ a
0
ζ4(t)
cosλ t
λ
dt+
∫ a
0
ζ5(t)
sinλ t
λ
dt+
∫ a
0
ζ6(t)
cosλ t
λ 2
dt,
where ζ1, . . . , ζ6 are real valued and belong to L2[0,a] and K j ∈ R for all j = 1,2, . . . ,8
and K1 6= 0. Then under proper enumeration, the zeroes λk of E1 satisfy the following
properties:
(1) The sequence {λk : k ∈ H} is symmetric with respect to the imaginary axis, where
H is an index set.
(2) The number of pure imaginary λk is even
The enumeration is said to be proper if
(1) the multiplicities are taken into account.
(2) Reλk+1 ≥ Reλk.
This enumeration is arbitrary in other respects. It should be mentioned that such enumera-
tion is possible for all λk considered in this thesis and this will be shown later.
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Proof. From equation (4.1) we can see that
E1(−λ¯ ) =−K1λ¯ 2 cos λ¯a− iλ¯K2 cos λ¯a+ λ¯K3 sin λ¯a+K4 cos λ¯a− iK5 sin λ¯a
− iK6 cos λ¯aλ¯ +K7
sin λ¯a
λ¯
+K8
cos λ¯a
λ¯ 2
+ λ¯ .
∫ a
0
ζ1(t)sin λ¯ tdt+
∫ a
0
ζ2(t)cos λ¯ tdt
− i
∫ a
0
ζ3(t)sin λ¯ tdt− i
∫ a
0
ζ4(t)
cos λ¯ t
λ¯
dt+
∫ a
0
ζ5(t)
sin λ¯ t
λ¯
dt+
∫ a
0
ζ6(t)
cos λ¯ t
λ¯ 2
dt
=−K1λ 2 cosλa+ iλK2 cosλa+λK3 sinλa+K4 cosλa+ iK5 sinλa
+iK6
cosλa
λ
+K7
sinλa
λ
+K8
cosλa
λ 2
+λ .
∫ a
0
ζ1(t)sinλ tdt+
∫ a
0
ζ2(t)cosλ tdt
+i
∫ a
0
ζ3(t)sinλ tdt+ i
∫ a
0
ζ4(t)
cosλ t
λ
dt+
∫ a
0
ζ5(t)
sinλ t
λ
dt+
∫ a
0
ζ6(t)
cosλ t
λ 2
dt
= E1(λ ),
from which we obtain that if λk is a zero of E1, then so is −λ¯k a zero of E1 with matching
multiplicity. We therefore have that the sequence {λk : k ∈ H} is symmetric with respect
to the imaginary axis and this establishes property (1) of the theorem. It will be shown in
the next theorem that the indexing set H is countably infinite subset of Z. Now since the
above sequence is symmetric with respect to the imaginary axis we can write λ−k = −λ¯k
for all not pure imaginary λk where we assume for now that k ∈H is a integer. It is evident
that if we consider the same function on the imaginary axis (λ = iτ , τ ∈ R) together with
the identity E1(−λ¯ ) = E1(λ ) we can deduce that the function is real valued. We replace
sines and cosines in E1 with their exponential forms as follows:
E1(λ ) =−K1λ 2
(eiλa+ e−iλa
2
)
+ iλK2
(eiλa+ e−iλa
2
)
+λK3
(eiλa− e−iλa
2i
)
+K4
(eiλa+ e−iλa
2
)
+ iK5
(eiλa− e−iλa
2i
)
+ iK6
(eiλa+ e−iλa
2λ
)
+K7
(eiλa− e−iλa
2iλ
)
+K8
(eiλa+ e−iλa
2λ 2
)
+λ .
∫ a
0
ζ1(t)
(eiλ t − e−iλ t
2i
)
dt
+
∫ a
0
ζ2(t)
(eiλ t + e−iλ t
2
)
dt+ i
∫ a
0
ζ3(t)
(eiλ t − e−iλ t
2i
)
dt
+ i
∫ a
0
ζ4(t)
(eiλ t + e−iλ t
2λ
)
dt+
∫ a
0
ζ5(t)
(eiλ t − e−iλ t
2iλ
)
dt
+
∫ a
0
ζ6(t)
(eiλ t + e−iλ t
2λ 2
)
dt,
and then evaluating E1 on the imaginary axis (λ = iτ , τ ∈ R) we get
E1(±iτ) =τ→∞
τ2
2
K1eτa+O(τeτa)
from which we deduce that the number of pure imaginary λk (including multiplicity) is
even. Hence property (2) of the theorem is proved. 
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We now show that the zeroes of E1 can be enumerated in a proper manner.
Lemma 4.2. The zeroes λk of the function E1 are countably infinite and have a proper
enumeration (in a sense defined in Theorem 4.1)
Proof. We know that the zeroes λ (0)k of the function −K1 cosλa which satisfy
λ (0)k =
pi
a
(k− 1
2
),k ∈ Z
are properly enumerated according to our sense of proper enumeration. We are going to
show that the zeroes λk of E1 satisfy
λk = λ
(0)
k +O(1),
from which it will becomes evident that the remaining zeroes can be arranged such that
proper enumeration holds. Suppose that λ 6= 0, and let us define the function E as
E(λ ) =
E1
λ 2
(4.4)
=−K1 cosλa+ iK2 cosλaλ +K3
sinλa
λ
+K4
cosλa
λ 2
+ iK5
sinλa
λ 2
+K6
cosλa
λ 3
+K7
sinλa
λ 3
+K8
cosλa
λ 4
+
∫ a
0
ζ1(t)
sinλ t
λ
dt+
∫ a
0
ζ2(t)
cosλ t
λ 2
dt+
∫ a
0
ζ3
sinλ t
λ 2
dt
+ i
∫ a
0
ζ4(t)
cosλ t
λ 3
dt+
∫ a
0
ζ5(t)
sinλ t
λ 3
dt+
∫ a
0
ζ6(t)
cosλ t
λ 4
dt,
which need not necessarily be entire. Suppose that there there exists a subsequence {λkm}∞1
(which without loss of generality we assume is countable for now) of {λk : k ∈ H} such
that Imλkm → ∞ as m→ ∞, then from the definition of the function E we can see that
(4.5) E(λkm)+K1 cosλkma = O(
e|Imλkm a|
|λkm |
)
which contradicts that E(λkm) = 0. So there exists a number A > 0 such that for all k ∈ H
we have that Imλk ≤ A. Similarly, it can be shown that Imλk is bounded below. Altogether,
we can find a number A1 > 0 such that for all k∈H we have that |Imλk| ≤A1 (say A1≥ pi2a ).
Now from equation (4.4) it can be seen that we can find an integer k0 > 0 such that
(4.6)
∣∣∣E(λ )+K1 cosλa∣∣∣≤ C|λ |e|Imλ |a
for all λ ∈ {C : Reλ ≥ k0, |Imλ | ≤ A1} where C > 0. Since λ 6= 0 then multiplying both
sides by |λ 2| we get
(4.7) |E1(λ )+K1λ 2 cosλa| ≤C|λ |e|Imλ |a
for all λ ∈ {C : Reλ ≥ k0, |Imλ | ≤ A1}. Let us denote by Cρk the closed disc of radius
ρ ∈ (0, pi2a ) with centers at the point pia (k− 12 ). Immediately we can see that
⋃∞
−∞Cρk is
bounded by the strip |Imλ | ≤ A1. Furthermore, from the above remark we can see that
there exists a C > 0 such that∣∣∣E(λ )+K1 cosλa∣∣∣≤ C|λ |e|Imλ |a for all λ ∈ ⋃|k|≥k0 Cρk.
Let Γρk denote the boundary of Cρk,which is closed and bounded (compact). Since the
zeroes of cosλa are located on the center of Cρk, then |cosλa| 6= 0 on every point in the
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boundary Γρk. Due to periodicity of the cosine function, we can restrict ourselves to one
particular disc Cρk. We know that the cosine function is continuous in the entire complex
plane, certainly it is continuous on Γρk, hence |cosλa| is continuous on Γρk which is
closed and bounded. Thus, the function attains a maximum and a minimum on Γρk, and
that minimum is not zero since |cosλa| 6= 0 for all λ ∈⋃∞−∞,k 6=0Γρk, say d > 0. Then
|K1λ 2 cosλa|> d′|λ |2 ∀λ ∈ Γρk,
where d′ = K1d. So for λ ∈⋃∞−∞,k 6=0Γρk∩{λ ∈C : |λ |>Cd′−1}, we can find another k′0,
(k′0 > k0) such that Cρk ⊂ {λ ∈ C : |λ |>Cd′−1} for |k|> k′0 and
|K1λ 2 cosλa|> d′|λ |2 > d′|λ |Cd′ =C|λ |> |E1(λ )+K1λ
2 cosλa|.
Then applying Rouche’s theorem we get that the number of zeroes of K1λ 2 cosλa coincide
with the number of zeroes of E1 in the domain Cρk ⊂ {λ ∈ C : |λ | > Cd′−1}. So we can
conclude each of the disc Cρk, |k| > k′0 which lie in the domain {λ ∈ C : |λ | > Cd′−1}
contains exactly one simple zero of E1. Hence
λk = λ
(0)
k +O(1).
Now let us choose a positively oriented boundary Γ of a rectangle enclosing the region
{λ ∈ C : |Reλ | ≤ k′0, |Imλ | = B}, where B = max{A1,Cd′−1}. So then if λ ∈ Γ = {C :
|Reλ |= k′0, |Imλ |= B} then we have that |λ |> |Imλ |> B >Cd′−1 and consequently that
|K1λ 2 cosλa|> d′|λ |2 > d′|λ |Cd′ =C|λ |> |E1(λ )+K1λ
2 cosλa|,
which gives that the number of zeroes of the function E1 coincide with the number of zeroes
of the functions−K1λ 2 cosλa inside Γ. Altogether we have that outside the rectangle Γ the
circles Cρk, k > k′0 contain exactly one zero written as λk of the function E1, and inside the
rectangle the function E1 has exactly the same number of zeroes as −K1λ 2 cosλa which
are finite, hence the indexing set is countable. For |k| ≤ k′0 we have 2k′0 +2 zeroes which
are distinct from those found when k > k′0. Therefore the indexing set H = Z∪{0+} is
enough to index the zeroes of the function E1 completely. 
Theorem 4.3. Under proper enumeration, the zeroes λk of E1 satisfy the following
λk =
k→∞
pi
a
(k− 1
2
)+
P1
(k− 12 )
+
bk
k
where {bk}∞−∞ ∈ l2 and P1 =− K3piK1 .
Proof. We have already established in Lemma 4.2 that λk satisfy the following asymptotic
λk = pia (k− 12 )+O(1), then substituting λk for k sufficiently large into equation (4.1) to
obtain
0 =−K1λ 2k cosλka+ iλkK2 cosλka+λkK3 sinλka+K4 cosλka+ iK5 sinλka
+ iK6
cosλka
λk
+K7
sinλka
λk
+K8
cosλka
λ 2k
+λk
∫ a
0
ζ1(t)sinλktdt+
∫ a
0
ζ2(t)cosλktdt
+ i
∫ a
0
ζ3(t)sinλktdt+ i
∫ a
0
ζ4(t)
cosλkt
λk
dt+
∫ a
0
ζ5(t)
sinλkt
λk
dt+
∫ a
0
ζ6(t)
cosλkt
λ 2k
dt.
16 DANIEL SIPHO MDHLULI
Dividing both sides by λ 2k K1, (possible since λk 6= 0 and K1 6= 0) to get
0 =−cosλka+ iK2K1
cosλka
λk
+
K3
K1
sinλka
λk
+
K4
K1
cosλka
λ 2k
+ i
K5
K1
sinλka
λ 2k
+ i
K6
K1
cosλka
λ 3k
+
K7
K1
sinλka
λ 3k
+
K8
K1
cosλka
λ 4k
+
1
K1
∫ a
0
ζ1(t)
sinλkt
λk
dt
+
1
K1
∫ a
0
ζ2(t)
cosλkt
λ 2k
dt+ i
1
K1
∫ a
0
ζ3(t)
sinλkt
λ 2k
dt+ i
1
K1
∫ a
0
ζ4(t)
cosλkt
λ 3k
dt
+
1
K1
∫ a
0
ζ5(t)
sinλkt
λ 3k
dt+
1
K1
∫ a
0
ζ6(t)
cosλkt
λ 4k
dt,
=−cosλka+ iL1 cosλkaλk +L2
sinλka
λk
+
Ψ(λk)
λk
where L1 =
K2
K1
, L2 =
K3
K1
and
Ψ(λk) =
K4
K1
cosλka
λk
+ i
K5
K1
sinλka
λk
+ i
K6
K1
cosλka
λ 2k
+
K7
K1
sinλka
λ 2k
+
K8
K1
cosλka
λ 3k
+
1
K1
∫ a
0
ζ1(t)sinλktdt+
1
K1
∫ a
0
ζ2(t)
cosλkt
λk
dt+ i
1
K1
∫ a
0
ζ3(t)
sinλkt
λk
dt
+
i
K1
∫ a
0
ζ4(t)
cosλkt
λ 2k
dt+
1
K1
∫ a
0
ζ5(t)
sinλk(t)
λ 2k
dt+
1
K1
∫ a
0
ζ6(t)
cosλk(t)
λ 3k
dt.
Let λk = x+y where x= pia (k− 12 ) and y= ∆k, (as per Lemma 4.2 we have that ∆k =O(1))
then Ψ can be further reduced as follows
Ψ(λk) = L3
cosλka
λk
+ iL4
sinλka
λk
+O(
1
k2
),
where L3 =
K4
K1
and L4 =
K5
K1
. Now substituting λk back to find the zeroes using cosλka =
(−1)k sinay and sinλka = (−1)k+1 cosay we obtain
−(−1)k sinay+ iL1(−1)k sinayλk +L2(−1)
k+1 cosay
λk
+
Ψ(λk)
λk
= 0.
Multiplying both sides by (−1)k and then dividing by i we get
isinay+L1
sinay
λk
+ iL2
cosay
λk
+ i(−1)k+1Ψ(λk)
λk
= 0.
Now replacing sine and cosine with their exponential form in the above
0 = i
(eayi− e−ayi
2i
)
+L1
(eayi− e−ayi
2iλk
)
+ iL2
(eayi+ e−ayi
2λk
)
+(−1)kΨ(λk)
λk
=
(eayi− e−ayi
2
)
− iL1
(eayi− e−ayi
2λk
)
+ iL2
(eayi+ e−ayi
2λk
)
+(−1)kΨ(λk)
λk
,
and then multiplying both sides again by eayi
0 =
(e2ayi−1
2
)
− iL1
(e2ayi−1
2λk
)
+ iL2
(e2ayi+1
2λk
)
+(−1)keayiΨ(λk)
λk
= e2ayi
(1
2
+ i
(−L1+L2)
2λk
)
+(−1)keayiΨ(λk)
λk
+
(
− 1
2
+ i
(L1+L2)
2λk
)
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which is a quadratic equation in eayi. Observe that
(1
2
+ i
(−L1+L2)
2λk
)(
− 1
2
+ i
(L1+L2)
2λk
)
=
(
− 1
4
+ i
(L1+L2+L1−L2)
4λk
+
(L21−L22)
4λ 2k
)
(
− 1
4
+ i
L1
2λk
+
(L21−L22)
4λ 2k
)
,
then solving the quadratic equation for its zeroes we see that
eayi =
(−1)k+1 Ψ(λk)λk ±
[
Ψ2(λk)
λ 2k
+
(
1− i 2L1λk +
(L21−L22)
λ 2k
)] 1
2
2
(
1
2 + i
(−L1+L2)
2λk
) .
As k→±∞, y converges to zero, then taking the principal branch of the logarithmic func-
tion with center 1 and radius 1, we obtain
(4.8)
ai∆k = log
(
(−1)k+1Ψ(λk)
λk
±
[
1−i2L1
λk
+
(L21−L22)
λ 2k
+
Ψ2(λk)
λ 2k
] 1
2
)
−log
(
1+i
(−L1+L2)
λk
)
.
Since we are looking for ∆k and we know that ∆k = o(1), the question then is, given the
two square roots
±
[
1− i2L1
λk
+
(L21−L22)
λ 2k
+O(
1
k2
)
] 1
2
which one describes our ∆k? We note that the function
(
− i2L1
λk
+
(L21−L22)
λ 2k
+O(
1
k2
)
)
+(−1)k+1Ψ(λk)
λk
converges to zero as k→ ∞. So in the limit as k tends to infinity we have that the overall
expression
±
[
1− i2L1
λk
+
(L21−L22)
λ 2k
+O(
1
k2
)
] 1
2
+(−1)k+1Ψ(λk)
λk
tends to ±1. Now thinking of our coefficients as coming from C and having that for z ∈C,
z = |r|eiθ ,
logz = log |r|+ iθ ,
we see that choosing the minus sign makes an argument to be−pi+2pik, k an integer. And
in the limit as k tends to infinity we have that the logarithm of
(−1)k+1Ψ(λk)
λk
−
[
1− i2L1
λk
+
(L21−L22)
λ 2k
+O(
1
k2
)
] 1
2
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does not tend to zero. Therefore by process of elimination, the positive square root de-
scribes our ∆k. So
log
(
(−1)k+1Ψ(λk)
λk
+
[
1− i2L1
λk
+
(L21−L22)
λ 2k
+
Ψ2(λk)
λ 2k
] 1
2
)
− log
(
1+ i
(−L1+L2)
λk
)
= log
(
(−1)k+1Ψ(λk)
λk
+1+
1
2
(
− i2L1
λk
+
(L22−L21)
λ 2k
+
Ψ2(λk)
λ 2k
)
+O(
1
k2
)
)
− log
(
1+ i
(−L1+L2)
λk
)
= log
(
1− iL1
λk
+(−1)k+1Ψ(λk)
λk
+O(
1
k2
)
)
− log
(
1+ i
(−L1+L2)
λk
)
=−iL1
λk
+(−1)k+1Ψ(λk)
λk
− i (−L1+L2)
λk
+O(
1
k2
).
Now substituting back into equation (4.8) gives
ai∆k =−iL2λk + i
(L1+L2)
λk
+(−1)k+1Ψ(λk)
λk
+O(
1
k2
)
=
1
λk
(
− iL2
)
+(−1)k+1Ψ(λk)
λk
+O(
1
k2
).
Note that the above expression still has a λk occurring in the denominator and needs to be
eliminated in order to arrive at the asymptotic expansion, and so to do that we use
1
λk
=
1
x(1+ yx )
=
1
x
(
1− y
x
+(
y
x
)2+ . . .
)
=
1
x
+O(
1
k2
),
for large enough x. So then
ai∆k =
(
− iL2+(−1)k+1Ψ(λk)
)( 1
pi
a (k− 12 )
+O(
1
k2
)
)
+O(
1
k2
)
= (−1)k+1 Ψ(λk)pi
a (k− 12 )
+
−iaL2
pi(k− 12 )
+O(
1
k2
),
hence
∆k =
−L2
pi(k− 12 )
+ i(−1)k Ψ(λk)
pi(k− 12 )
+O(
1
k2
)
=
−L2
pi(k− 12 )
+
bk
k
,
where
bk = O(
1
k
)+ i(−1)kΨ(λk)
pi
( k
k− 12
)
.
Note that to complete the proof we need to show that the sequence bk is square summable.
For purpose of length of proof we will end it here and continue from the next proposition
onwards to show that the sequence bk is square summable. 
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Proposition 4.4. hk = O( 1k ) is square summable.
Proof. hk = O( 1k ) by definition means that there exist constants n0 and c > 0 such that
|hk|< c 1|k| , for |k|> n0.
So for |k|> n0 we have
∑
|k|>n0
|hk|2 < c2 ∑
|k|>n0
1
|k|2 < ∞,
and adding a finite number of terms to a convergent series produce another convergent
series. Thus
∞
∑
k=−∞
|hk|2 < ∞.

Lemma 4.5. Suppose that for a function f ∈ L2(0,pi) we define a function f˜ as follows
f˜ (λ ) =
∫ pi
0
f (x)e−2iλxdx,
and further suppose that we have a numeric sequence ak = k+b+hk such that
hk = O(
1
k
) for k→±∞
then it follows that we must have that
∞
∑
−∞
| f˜ (ak)|2 < ∞.
Proof. We will prove the results by showing that
f˜ (ak) = f˜ (k+b)+ k−1g(k), and
∞
∑
k=−∞
| f˜ (k+b)|2 < ∞,
∞
∑
k=−∞
|g(k)|2 < ∞,
so that { f˜ (ak)}∞−∞ ∈ l2 will follow as a consequence of adding two square summable se-
quences. From the equality
f˜ (ak) =
∫ pi
0
f (x)e−2i(k+b)x.e−2ihkxdx
=
∫ pi
0
f (x)e−2i(k+b)x[1−2ihkx+O(h2k)]dx,
it follows that
f˜ (ak) = f˜ (k+b)+hk f˜ ′(k+b)+O(h2k)
= f˜ (k+b)+ k−1g(k),
where
g(k) = khk f˜ ′(k+b)+ k−1O(k2h2k).
Now since
f˜ (k+b) =
∫ pi
0
f (x)e−2ibx.e−2ikxdx, and
f˜ ′(k+b) =−2i
∫ pi
0
f (x)xe−2ibxe−2ikxdx,
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are Fourier coefficients of the functions f (x)e−2ibx and 2i f (x)xe−2ibx which belong to
L2(0,pi), Bessel’s inequality implies that
∞
∑
k=−∞
| f˜ (k+b)|2 < ∞,
∞
∑
−∞
| f˜ ′(k+b)|2 < ∞,
hence∑∞k=−∞ |g(k)|2 <∞ because by assumption sup |khk|<∞, khk =O(1) and by Proposition 4.4
is square summable. 
Now that all the machinery is in place, we therefore return to complete the proof of
Theorem 4.3 by showing square summability.
Corollary 4.6. Let f ∈ L2(0,a), and if h˜ is defined by
h˜(λ ) =
∫ a
0
f (x)cosλxdx,
and further suppose that we have a numeric sequence bk = pia k+ c+ hk such that hk =
O( 1k ) for k→±∞ then h˜(bk) is square summable.
Proof. From the definition of h˜ above we replace the cosine function with its exponential
form as follows
h˜(λ ) =
∫ a
0
f (x)
(eiλx+ e−iλx
2
)
dx,
=
1
2
∫ a
0
( f (x)eiλx+ f (x)e−iλx)dx,
=
1
2
( f1(λ )+ f2(λ )),
where
f1(λ ) =
∫ a
0
f (x)eiλxdx and f2(λ ) =
∫ a
0
f (x)e−iλxdx.
Let us consider the function
f2(λ ) =
∫ a
0
f (x)e−iλxdx.
Now performing a change of variables given by t = pia x, then
a
pi dt = dx and
f2(λ ) =
∫ pi
0
a
pi
f (
a
pi
t)e−i(
a
pi λ )tdt.
Certainly api f (
a
pi t) ∈ L2(0,pi). Now to apply Lemma 4.5 we need the following correspon-
dence
λ ↔ a
2pi
λ , f (x)↔ a
pi
f (
a
pi
t) ∈ L2(0,pi).
Since we had obtained the results of Lemma 4.5 strictly for the numeric sequence ak =
k+ b+ hk, then we must show that with a2pi λ in place of λ that we do obtain the same
numeric sequence. Given that bk = pia k+b+hk, then
ck =
a
2pi
(
pi
a
k+b+hk),
=
k
2
+ c+h′k, h
′
k = O(
1
k
)
So for k even, k = 2n, n an integer, we obtain
ck = n+ c+h′k,
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which gives a numeric sequence satisfying the asumptions. And if k = 2n+1, n an integer,
we get
ck = n+
1
2
+ c+h′k,
= n+d+h′k,
which also gives the same numeric sequence as in Lemma 4.6. So applying Lemma 4.5 we
obtain that f2(bk) ∈ l2. Similarly for f1(bk) ∈ l2. Therefore, the function defined by
f (λ ) =
∫ a
0
f (x)cosλxdx,
where f (x) ∈ L2(0,a) satisfies
∞
∑
−∞
| f (bk)|2 < ∞.

This then completes the proof of Theorem 4.3.
Theorem 4.7. Under proper enumeration the zeroes λk of E2 as defined in equation (4.2)
satisfy the following asymptotic
λk =
pi
a
(k− 1
2
)+
Q1
(k− 12 )
+ i
Q2
(k− 12 )2
+
Q3
(k− 12 )3
+
βk
k3
where
Q1 =−P2pi
Q2 =−a(P1P2+P4)pi2
Q3 =
(−P6−P2P3+P1P4+P21 P2+ 13 P32 )a2
pi3
−a P
2
2
pi3
and
βk =
(−1)ka2iχ(λk)
pi3
( k
k− 12
)3
+κk +O(
1
k
)
which is square summable. The function χ is defined by
χ(λk) =
1
K1
(
− i
∫ a
0
ξ1(t)sinλktdt+
∫ a
0
ξ2(t)cosλktdt
)
,
where the constants Pj are determined by Pj =
K j+1
K1
, j = 1,2, . . . ,6.
Proof. Given
E2(λ ) =−λ 2K1 cosλa+ iλK2 cosλa+λK3 sinλa+K4 cosλa+ iK5 sinλa
+ iK6
cosλa
λ
+K7
sinλa
λ
+
∫ a
0
ξ1(t)
sinλ t
λ
dt+ i
∫ a
0
ξ2(t)
cosλ t
λ
dt,
where K j ∈ R for j = 1,2, . . . ,7 and ξ1,2 ∈ L2[0,a] are real valued functions. Suppose that
λk is a zero of E2, so dividing by iλ 2k K1 in E2(λk) = 0 to obtain
0 = icosλka+P1
cosλka
λk
− iP2 sinλkaλk − iP3
cosλka
λ 2k
+P4
sinλka
λ 2k
+P5
cosλka
λ 3k
− iP6 sinλkaλ 3k
+
χ(λk)
λ 3k
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and
χ(λk) =
1
K1
(
− i
∫ a
0
ξ1(t)sinλktdt+
∫ a
0
ξ2(t)cosλktdt
)
.
Let λk = x+ y where x = pia (k− 12 ),y = ∆k and using cosλka = (−1)k sinay, sinλka =
(−1)k+1 cosay to get that
0 = i(−1)k sinay+P1(−1)k sinayλk − iP2(−1)
k+1 cosay
λk
− iP3(−1)k sinayλ 2k
+P4(−1)k+1 cosayλ 2k
+P5(−1)k sinayλ 3k
− iP6(−1)k+1 cosayλ 3k
+
χ(λk)
λ 3k
.
Multiplying by (−1)k on both sides, we then get
0 = isinay+P1
sinay
λk
+ iP2
cosay
λk
− iP3 sinayλ 2k
−P4 cosayλ 2k
+P5
sinay
λ 3k
+ iP6
cosay
λ 3k
+(−1)k χ(λk)
λ 3k
.
Now writing sines and cosines in their exponential forms to get
0 = i
(eayi− e−ayi
2i
)
+P1
(eayi− e−ayi
2iλk
)
+ iP2
(eayi+ e−ayi
2λk
)
− iP3
(eayi− e−ayi
2iλ 2k
)
−P4
(eayi+ e−ayi
2λ 2k
)
+P5
(eayi− e−ayi
2iλ 3k
)
+ iP6
(eayi+ e−ayi
2λ 3k
)
+(−1)k χ(λk)
λ 3k
which can also be written as
0 =
(eayi− e−ayi
2
)
− iP1
(eayi− e−ayi
2λk
)
+ iP2
(eayi+ e−ayi
2λk
)
−P3
(eayi− e−ayi
2λ 2k
)
−P4
(eayi+ e−ayi
2λ 2k
)
− iP5
(eayi− e−ayi
2λ 3k
)
+ iP6
(eayi+ e−ayi
2λ 3k
)
+ i(−1)k+1 χ(λk)
λ 3k
.
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Now multiplying both sides by eiay we obtain
0 =
(e2ayi−1
2
)
− iP1
(e2ayi−1
2λk
)
+ iP2
(e2ayi+1
2λk
)
−P3
(e2ayi−1
2λ 2k
)
−P4
(e2ayi+1
2λ 2k
)
− iP5
(e2ayi−1
2λ 3k
)
+ iP6
(e2ayi+1
2λ 3k
)
+ eayii(−1)k+1 χ(λk)
λ 3k
= e2ayi
(1
2
+ i
(−P1+P2)
2λk
− (P3+P4)
2λ 2k
+ i
(−P5+P6)
2λ 3k
)
+ eayi(−1)k χ(λk)
λ 3k
+
(
− 1
2
+ i
(P1+P2)
2λk
+
(P3−P4)
2λ 2k
+ i
(P5+P6)
2λ 3k
)
a quadratic equation in eayi of form az2 + bz+ c = 0. Now before solving the quadratic
equation we first multiply the following
(1
2
+ i
(−P1+P2)
2λk
− (P3+P4)
2λ 2k
+ i
(−P5+P6)
2λ 3k
)(
− 1
2
+ i
(P1+P2)
2λk
+
(P3−P4)
2λ 2k
+
(P5+P6)
2λ 3k
)
=
(1
2
+ i
(−P1+P2)
2λk
)(
− 1
2
+ i
(P1+P2)
2λk
)
+
(1
2
+ i
(−P1+P2)
2λk
)( (P3−P4)
2λ 2k
+
(P5+P6)
2λ 3k
)
+
(
− (P3+P4)
2λ 2k
+ i
(−P5+P6)
2λ 3k
)(
− 1
2
+ i
(P1+P2)
2λk
)
+O(
1
k4
)
=
(
− 1
4
+ i
P1
2λk
+
(P21 −P22 +2P3)
4λ 2k
+
2i(P5−P1P3−P2P4)
4λ 3k
+O(
1
k4
)
)
.
Then solving the quadratic equation by taking the principal branch of the logarithm on the
disc of radius 1 and center 1, we obtain
ai∆k = log
(
(−1)k+1 χ(λk)
λ 3k
±
[χ2(λk)
λ 6k
−
(
−1+ i2P1
λk
+
(P21 −P22 −2P3)
λ 2k
+
2i(P5−P1P3−P2P4)
λ 3k
+O(
1
k4
)
)] 1
2
)
− log
(
1+ i
(−P1+P2)
λk
− (P3+P4)
λ 2k
+ i
(−P5+P6)
λ 3k
)
= log
(
(−1)k+1 χ(λk)
λk
+
[
1− i2P1
λk
− (P
2
1 −P22 −2P3)
λ 2k
− 2i(P5+P1P3+P2P4)
λ 3k
+O(
1
k4
)
] 1
2
)
− log
(
1+ i
(−P1+P2)
λk
− (P3+P4)
λ 2k
+ i
(−P5+P6)
λ 3k
)
.
24 DANIEL SIPHO MDHLULI
Using the arguments of Theorem 4.3 we therefore take the positive square root and evaluate
the term:
[
1− i2P1
λk
− (P
2
1 −P22 −2P3)
λ 2k
− 2i(P5−P1P3−P2P4)
λ 3k
+O(
1
k4
)
] 1
2
= 1+
1
2
(
− i2P1
λk
− (P
2
1 −P22 −2P3)
λ 2k
− 2i(P5−P1P3−P2P4)
λ 3k
+O(
1
k4
)
)
+
1
2
(−1
2
)
(
− i 2P1λk −
(P21−P22−2P3)
λ 2k
− 2i(P5−P1P3−P2P4)λ 3k +O(
1
k4 )
)2
2
+
1
2
(−1
2
)(−3
2
)
(
− i 2P1λk −
(P21−P22−2P3)
λ 2k
− 2i(P5−P1P3−P2P4)λ 3k +O(
1
k4 )
)3
6
= 1− i P1
λk
+
(−P3− 12 (P21 −P22 )+ 12 P21 )
λ 2k
+ i
(−P5−P1P3+P2P4+P1P3− 12 P31 + 12 P1P22 + 12 P31 )
λ 3k
+O(
1
k4
)
= 1− i P1
λk
+
(−P3+ 12 P22 )
λ 2k
+ i
(−P5+P2P4+ 12 P1P22 )
λ 3k
+O(
1
k4
)
and since χ2(λk) is bounded then we can replace
χ2(λk)
λ 6k
by O( 1k4 ) to get
log
(
1− i P1
λk
+
(−P3+ 12 P22 )
λ 2k
+ i
(−P5+P2P4+ 12 P1P22 )
λ 3k
+(−1)k+1 χ(λk)
λ 3k
+O(
1
k4
)
)
=−i P1
λk
+
(−P3+ 12 P22 )
λ 2k
+ i
(−P5+P2P4+ 12 P1P22 )
λ 3k
+(−1)k+1 χ(λk)
λ 3k
+O(
1
k4
)
− 1
2
(
− i P1
λk
+
(−P3+ 12 P22 )
λ 2k
+ i
(−P5+P2P4+ 12 P1P22 )
λ 3k
+(−1)k+1 χ(λk)
λ 3k
+O(
1
k4
)
)2
+
1
3
(
− i P1
λk
+
(−P3+ 12 P22 )
λ 2k
+ i
(−P5+P2P4+ 12 P1P22 )
λ 3k
+(−1)k+1 χ(λk)
λ 3k
+O(
1
k4
)
)3
=−i P1
λk
+
(−P3+ 12 P22 + 12 P21 )
λ 2k
+ i
(−P5−P2P4+ 12 P1P22 −P1P3+ 12 P1P22 + 13 P31 )
λ 3k
+(−1)k+1 χ(λk)
λ 3k
+O(
1
k4
)
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whereas
log
(
1+ i
(−P1+P2)
λk
− (P3+P4)
λ 2k
+ i
(−P5+P6)
λ 3k
)
= i
(−P1+P2)
λk
− (P3+P4)
λ 2k
+ i
(−P5+P6)
λ 3k
− 1
2
(
i
(−P1+P2)
λk
− (P3+P4)
λ 2k
+ i
(−P5+P6)
λ 3k
)2
+
1
3
(
i
(−P1+P2)
λk
− (P3+P4)
λ 2k
+ i
(−P5+P6)
λ 3k
)3
+O(
1
k4
)
= i
(−P1+P2)
λk
− (P3+P4)
λ 2k
+
1
2
(P21 −2P1P2+P22 )
λ 2k
+ i
(−P5+P6)
λ 3k
+ i
(−P1+P2)(P3−P4)− 13 (−P1+P2)3
λ 3k
+O(
1
k4
)
= i
(−P1+P2)
λk
+
(−P3−P4+ 12 P21 −P1P2+ 12 P22 )
λ 2k
+ i
(−P5+P6−P1P3−P1P4+P2P3+P2P4+ 13 (P31 −3P21 P2+3P1P22 −P32 ))
λ 3k
+O(
1
k4
).
Therefore
ai∆k =−i P1λk +
(−P3+ 12 P22 + 12 P21 )
λ 2k
+ i
(−P5−P2P4+ 12 P1P22 −P1P3+ 12 P1P22 + 13 P31 )
λ 3k
+(−1)k+1 χ(λk)
λ 3k
+O(
1
k4
)
− i (−P1+P2)
λk
− (−P3−P4+
1
2 P
2
1 −P1P2+ 12 P22 )
λ 2k
− i (−P5+P6−P1P3−P1P4+P2P3+P2P4+
1
3 (P
3
1 −3P21 P2+3P1P22 −P32 ))
λ 3k
=−i P2
λk
+
(P4+P1P2)
λ 2k
+ i
(−P6−P2P3+P1P4+P21 P2+ 13 P32 )
λ 3k
+(−1)k+1 χ(λk)
λ 3k
+O(
1
k4
).
So we have that
(4.9)
ai∆k =−i P2λk +
(P4+P1P2)
λ 2k
+i
(−P6−P2P3+P1P4+P21 P2+ 13 P32 )
λ 3k
+(−1)k+1 χ(λk)
λ 3k
+O(
1
k4
)
Again here we have that our ∆k is expressed in terms of λk, but we know from Theorem 4.3
that
λk =
pi
a
(k− 1
2
)− P2
pi(k− 12 )
+
bk
k
,
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where {bk}∞−∞ ∈ l2. Then
1
λk
=
1
pi
a (k− 12 )− P2pi(k− 12 ) +
bk
k
=
1
pi
a (k− 12 )
[
1+
(
− P2
pi(k− 12 )
+ bkk
)
(pia (k− 12 ))−1
]
=
a
pi(k− 12 )
[
1−
(
− P2
pi(k− 12 )
+
bk
k
)
(
pi
a
(k− 1
2
))−1+O(
1
k4
)
]
for k large enough
=
a
pi(k− 12 )
− −a
2P2
pi3(k− 12 )3
+
bka2
pi2k(k− 12 )2
+O(
1
k5
)
=
a
pi(k− 12 )
− −a
2P2
pi3(k− 12 )3
+
bka2
pi2k3(1− 12k )2
+O(
1
k5
)
=
a
pi(k− 12 )
− −a
2P2
pi3(k− 12 )3
+
bka2
pi2k3
(
1+O(
1
k
)
)
+O(
1
k5
)
=
a
pi(k− 12 )
− −a
2P2
pi3(k− 12 )3
+
bka2
pi2k3
+O(
1
k4
)+O(
1
k5
)
=
a
pi(k− 12 )
+
a2P2
pi3(k− 12 )3
+
κk
k3
,
where κk = bka
2
pi2 +O(
1
k ), which is also square summable. So we have shown that
λ−1k =
a
pi(k− 12 )
+
a2P2
pi3(k− 12 )3
+
κk
k3
,
then
λ−2k =
a2
pi2(k− 12 )2
+O(
1
k4
)
and
λ−3k =
a3
pi3(k− 12 )3
+O(
1
k4
).
Now substituting λk into
ai∆k =−i P2λk +
(P4+P1P2)
λ 2k
+ i
(−P6−P2P3+P1P4+P21 P2+ 13 P32 )
λ 3k
+(−1)k+1 χ(λk)
λ 3k
+O(
1
k4
)
to get
ai∆k =−iP2
( a
pi(k− 12 )
− a
2P2
pi3(k− 12 )3
+
κk
k3
)
+(P4+P1P2)
( a2
pi2(k− 12 )2
+O(
1
k4
)
)
+ i(−P6−P2P3+P1P4+P21 P2+
1
3
P32 )
( a3
pi3(k− 12 )3
+O(
1
k4
)
)
+(−1)k+1χ(λk)
( a3
pi3(k− 12 )3
+O(
1
k4
)
)
+O(
1
k4
)
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which upon simplification gives that
∆k =
Q1
(k− 12 )
+ i
Q2
(k− 12 )2
+
Q3
(k− 12 )3
+
βk
k3
where
Q1 =−P2pi
Q2 =−a(P1P2+P4)pi2
Q3 =
(−P6−P2P3+P1P4+P21 P2+ 13 P32 )a2
pi3
−a P
2
2
pi3
and
βk =
(−1)ka2iχ(λk)
pi3
( k
k− 12
)3
+κk.a+O(
1
k
)
which is square summable. 
Theorem 4.8. Under proper enumeration the zeroes λk of E3 as defined in equation (4.3)
satisfy the following asymptotic
λk =
pi
a
(k− 1
2
)+
Q1
(k− 12 )
+ i
Q2
(k− 12 )2
+
Q3
(k− 12 )3
+ i
Q4
(k− 12 )4
+
Q5
(k− 12 )5
+
βk
k5
where {βk} ∈ l2, Q1,Q2,Q3 are as in Theorem 4.7 while Q4 and Q5 are defined as follows
Q4 =
aP2Q2
pi2
+
(P4+P1P2)2a2Q1
pi3
− a
3(P8+P2P5+P1P6+P3P4+2P1P2P3−P22 P4−P21 P4−P32 P1−P31 P2)
pi4
Q5 =
aP2Q3
pi2
− 2a
2Q2(P4+P1P2)
pi3
− 3a
3Q1(−P6−P2P3+P1P4+ 13 P22 +P2P21 )
pi4
+
(−P10−P2P7+P1P8−P3P6+P4P5+P22 P6+2P1P2P5−P2P23 )a4
pi5
+
(−P2P24 +P21 P6+2P1P3P4−3P1P22 P4+3P21 P2P3+P32 P3−P31 P4−2P21 P32 −P41 P2− 15 P52 )a4
pi5
− P
3
2 a
2
pi5
The constants Pj are again defined as Pj =
K j+1
K1
, j = 1,2, . . . ,10
Proof. We proceed as before by dividing E3(λ ) = 0 by iλ 2K1 to obtain
0 = icosλa+P1
cosλa
λ
− iP2 sinλaλ − iP3
cosλa
λ 2
+P4
sinλa
λ 2
+P5
cosλa
λ 3
− iP6 sinλaλ 3 − iP7
cosλa
λ 4
+P8
sinλa
λ 4
+P9
cosλa
λ 5
− iP10 sinλaλ 5 − i
ψ(λ )
K1λ 5
.
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Substituting λk = x+ y where again y = ∆k and y = pia (k− 12 ) an then using the following
cosλa = (−1)k sinay and sinλa = (−1)k+1 cosay we get
0 = i(−1)k sinay+P1(−1)k sinayλk − iP2(−1)
k+1 cosay
λk
− iP3(−1)k sinayλ 2k
+P4(−1)k+1 cosayλ 2k
+P5(−1)k sinayλ 3k
− iP6(−1)k+1 cosayλ 3k
− iP7(−1)k sinayλ 4k
+P8(−1)k+1 cosayλ 4k
+P9(−1)k sinayλ 5k
− iP10(−1)k+1 cosayλ 5k
− iψ(λk)
K1λ 5k
= isinay+P1
sinay
λk
+ iP2
cosay
λk
− iP3 sinayλ 2k
−P4 cosayλ 2k
+P5
sinay
λ 3k
+ iP6
cosay
λ 3k
− iP7 sinayλ 4k
−P8 cosayλ 4k
+P9
sinay
λ 5k
+ iP10
cosay
λ 5k
− i(−1)k+1ψ(λk)
K1λ 5k
.
Now we replace the sine and cosine with their exponential form and then grouping like
terms we get
0 = i
(eayi− e−ayi
2i
)
+P1
(eayi− e−ayi
2iλk
)
+ iP2
(eayi+ e−ayi
2λk
)
− iP3
(eayi− e−ayi
2iλ 2k
)
−P4
(eayi+ e−ayi
2λ 2k
)
+P5
(eayi− e−ayi
2iλ 3k
)
+ iP6
(eayi+ e−ayi
2λ 3k
)
− iP7
(eayi− e−ayi
2iλ 4k
)
−P8
(eayi+ e−ayi
2λ 4k
)
+P9
(eayi− e−ayi
2iλ 5k
)
+ iP10
(eayi+ e−ayi
2λ 5k
)
− i(−1)k+1ψ(λk)
K1λ 5k
=
(eayi− e−ayi
2i
)
− iP1
(eayi− e−ayi
2λk
)
+ iP2
(eayi+ e−ayi
2λk
)
−P3
(eayi− e−ayi
2λ 2k
)
−P4
(eayi+ e−ayi
2λ 2k
)
− iP5
(eayi− e−ayi
2λ 3k
)
+ iP6
(eayi+ e−ayi
2λ 3k
)
−P7
(eayi− e−ayi
2λ 4k
)
−P8
(eayi+ e−ayi
2λ 4k
)
− iP9
(eayi− e−ayi
2λ 5k
)
+ iP10
(eayi+ e−ayi
2λ 5k
)
− i(−1)k+1ψ(λk)
K1λ 5k
.
Now multiplying both sides by eayi we get
=
(e2ayi−1
2i
)
− iP1
(e2ayi−1
2λk
)
+ iP2
(e2ayi+1
2λk
)
−P3
(e2ayi−1
2λ 2k
)
−P4
(e2ayi+1
2λ 2k
)
− iP5
(e2ayi−1
2λ 3k
)
+ iP6
(e2ayi+1
2λ 3k
)
−P7
(e2ayi−1
2λ 4k
)
−P8
(e2ayi+1
2λ 4k
)
− iP9
(e2ayi−1
2λ 5k
)
+ iP10
(e2ayi+1
2λ 5k
)
− i(−1)k+1eayiψ(λk)
K1λ 5k
= e2yai
(1
2
+ i
(P2−P1)
2λk
− (P3+P4)
2λ 2k
+ i
(P6−P5)
2λ 3k
− (P7+P8)
2λ 4k
+ i
(P10−P9)
2λ 5k
)
+ i(−1)k+1eayiψ(λk)
K1λ 5k
+
(
− 1
2
+ i
(P2+P1)
2λk
+
(P3−P4)
2λ 2k
+ i
(P6+P5)
2λ 3k
+
(P7−P8)
2λ 4k
+ i
(P10+P9)
2λ 5k
)
.
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which again is a quadratic equation in eayi. We now compute the following product
(1
2
+ i
(P2−P1)
2λk
− (P3+P4)
2λ 2k
+ i
(P6−P5)
2λ 3k
− (P7+P8)
2λ 4k
+ i
(P10−P9)
2λ 5k
)
·
(
− 1
2
+ i
(P2+P1)
2λk
+
(P3−P4)
2λ 2k
+ i
(P6+P5)
2λ 3k
+
(P7−P8)
2λ 4k
+ i
(P10+P9)
2λ 5k
)
=
(1
2
+ i
(P2−P1)
2λk
− (P3+P4)
2λ 2k
+ i
(P6−P5)
2λ 3k
− (P7+P8)
2λ 4k
)
·
(
− 1
2
+ i
(P2+P1)
2λk
+
(P3−P4)
2λ 2k
+ i
(P6+P5)
2λ 3k
+
(P7−P8)
2λ 4k
)
+
(1
2
+ i
(P2−P1)
2λk
− (P3+P4)
2λ 2k
+ i
(P6−P5)
2λ 3k
− (P7+P8)
2λ 4k
)
· i (P9+P10)
2λ 5k
+
(
− 1
2
+ i
(P2+P1)
2λk
+
(P3−P4)
2λ 2k
+ i
(P6+P5)
2λ 3k
+
(P7−P8)
2λ 4k
)
· i (P10−P9)
2λ 5k
+O(
1
k10
)
=
(1
2
+ i
(P2−P1)
2λk
)
·
(
− 1
2
+ i
(P2+P1)
2λk
)
+
(1
2
+ i
(P2−P1)
2λk
)
·
( (P3−P4)
2λ 2k
+ i
(P6+P5)
2λ 3k
)
+
(−(P3+P4)
2λ 2k
+ i
(P6−P5)
2λ 3k
)
·
(
− 1
2
+ i
(P2+P1)
2λk
)
+
(−(P3+P4)
2λ 2k
+ i
(P6−P5)
2λ 3k
)
·
( (P3−P4)
2λ 2k
+ i
(P6+P5)
2λ 3k
)
+
(1
2
+ i
(P2−P1)
2λk
)
· (P7−P8)
2λ 4k
+O(
1
k6
)+
−(P7+P8)
2λ 4k
)
·
(
− 1
2
+ i
(P2+P1)
2λk
)
+O(
1
k6
)
i
(P9+P10)
4λ 5k
+O(
1
k6
)− i (P10−P9)
4λ 5k
++O(
1
k6
).
Multiplying all terms and grouping like term we get
=−1
4
+ i
(P1+P2)
4λk
− i (−P1+P2)
4λk
− −(P2−P1)(P1+P2)
4λ 2k
+
(P3−P4)
4λ 2k
+ i
(P5+P6)
4λ 3k
+ i
(P2−P1)(P3−P4)
4λ 3k
+
(−P2−P1)(P5+P6)
4λ 4k
+
(P3+P4)
4λ 2k
− i (P3+P4)(P1+P2)
4λ 3k
− i (P6−P5)
4λ 3k
+
(−P6+P5)(P1+P2)
4λ 4k
+
(P3+P4)(−P3+P4)
4λ 4k
− i (P3+P4)(P5+P6)
4λ 5k
+ i
(P6−P5)(P3−P4)
4λ 5k
+O(
1
k6
)+
(P7−P8)
4λ 4k
+ i
(P2−P1)(P7−P8)
4λ 5k
+O(
1
k6
)
+
(P7+P8)
4λ 4k
− i (P7+P8)(P1+P2)
4λ 5k
+O(
1
k6
)+ i
(P9+P10)
4λ 5k
+O(
1
k6
)− i (P10−P9)
4λ 5k
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=− 1
4
+ i
(P1+P2−P2+P1)
4λk
− (P
2
2 +P
2
1 )
4λ 2k
+
(P3−P4)
4λ 2k
+ i
(P5+P6)
4λ 3k
+ i
(P2P3−P2P4−P1P3+P1P4)
4λ 3k
+
(−P2P5−P2P6+P1P5+P1P6)
4λ 4k
+
(P3+P4)
4λ 2k
− i (P3P1+P3P2+P1P4+P4P2)
4λ 3k
− i (P6−P5)
4λ 3k
+
(−P1P6−P2P6+P1P5+P2P5)
4λ 4k
+
(P24 −P23 )
4λ 4k
− i (P3P5+P3P6+P4P5+P4P6)
4λ 5k
+ i
(P3P6−P6P4−P5P3+P4P5)
4λ 5k
+O(
1
k6
)+
(P7−P8)
4λ 4k
+ i
(P2P7−P2P8−P1P7+P1P8)
4λ 5k
+O(
1
k6
)+
(P7+P8)
4λ 4k
− i (P1P7+P2P7+P1P8+P8P2)
4λ 5k
+O(
1
k6
)+ i
(P9+P10)
4λ 5k
+O(
1
k6
)− i (P10−P9)
4λ 5k
+O(
1
k6
)
=−1
4
+ i
2P1
4λk
+
(P21 −P22 +2P3)
4λ 2k
+ i
(2P5−2P2P4−2P1P3)
4λ 3k
+
−2P2P6+2P1P5+P24 −P23 +2P7)
4λ 4k
+ i
(−2P3P5−2P4P6−2P2P8−2P1P7+2P9)
4λ 5k
.
Then solving the quadratic equation by taking the principle branch of the logarithm on the
disc of radius 1 center 1, we obtain
ai∆k = log
(
i
(−1)kψ(λk)
K1λ 5k
±
[ψ2(λk)
K21λ
10
k
−
(
−1+ i2P1
λk
+
(P21 −P22 +2P3)
λ 2k
+ i
(2P5−2P2P4−2P1P3)
λ 3k
+
(−2P2P6+2P1P5+P24 −P23 +2P7)
λ 4k
+ i
(−2P3P5−2P4P6−2P2P8−2P1P7+2P9)
λ 5k
))
− log
(
1+ i
(P2−P1)
λk
− (P3+P4)
λ 2k
+ i
(P6−P5)
λ 3k
− (P7+P8)
λ 4k
+ i
(P10−P9)
λ 5k
)
.
We must evaluate the following square root
[
1− i2P1
λk
− (P
2
1 −P22 +2P3)
λ 2k
− i (2P5−2P2P4−2P1P3)
λ 3k
− (−2P2P6+2P1P5+P
2
4 −P23 +2P7)
λ 4k
− i (−2P3P5−2P4P6−2P2P8−2P1P7+2P9)
λ 5k
] 1
2
,
but before evaluating the above square root we let
A =−2P2P6+2P1P5+P24 −P23 +2P7,
B =−2P3P5−2P4P6−2P2P8−2P1P7+2P9.
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Then using the Taylor series expansion of a square root function we evaluate its first few
terms which gives
1
2
[ ]
=
1
2
[
− i2P1
λk
− (P
2
1 −P22 +2P3)
λ 2k
− i (2P5−2P2P4−2P1P3)
λ 3k
− (−2P2P6+2P1P5+P
2
4 −P23 +2P7)
λ 4k
− i (−2P3P5−2P4P6−2P2P8−2P1P7+2P9)
λ 5k
]
=−i P1
λk
+
(− 12 P21 + 12 P22 −P3)
λ 2k
+ i
(−P5+P2P4+P1P3)
λ 3k
− (−
1
2 A)
λ 4k
− i (
1
2 B)
λ 5k
.
The second term of the series is then given by
−1
8
[ ]2
=−1
8
[
− i2P1
λk
− (P
2
1 −P22 +2P3)
λ 2k
− i (2P5−2P2P4−2P1P3)
λ 3k
− A
λ 4k
− i B
λ 5k
]2
=−1
8
[(−2iP1
λk
)2
+
(−2iP1
λk
)(P21 −P22 +2P3
λ 2k
)
−
(2P1
λk
)(2P5−2P2P4−2P1P3
λ 3k
)
+
(2iP1
λk
)(−2P2P6+2P1P5+P4−P23 +2P7
λ 4k
)
+
(2iP1
λk
)(P21 −P22 +2P3
λ 2k
)
+
(P21 −P22 +2P3)2
λ 4k
+ i
(P21 −P22 +2P3)(2P5−2P2P4−P1P3)
λ 5k
−
(2iP1
λk
)(2P5−2P2P4−2P1P3
λ 3k
)
+ i
(P21 −P22 +2P3)(2P5−2P2P4−P1P3)
λ 5k
+
(2iP1
λk
)(−2P2P6+2P1P5+P4−P23 +2P7
λ 4k
)]
=−1
8
[
−4 P
2
1
λ 2k
+ i
(4P31 −4P1P22 +8P1P3)
λ 3k
+
(−8P1P5+8P1P2P4+12P21 P3+P41 −2P21 P22 −4P22 P3+4P23 +P42 )
λ 4k
+ i
(12P21 P5−4P21 P2P4−4P31 P3−4P22 P5+4P32 P4+4P1P22 P3+8P3P5)
λ 5k
+ i
(−8P2P3P4−12P1P23 −8P1P2P6+4P1P24 +8P1P7)
λ 5k
.
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Therefore
−1
8
[ ]2
=
P21
2λk
+ i
(− 12 P31 + 12 P1P22 −P1P3)
λ 3k
+
(P1P5−P1P2P4− 32 P21 P3− 18 P41 + 14 P21 P22 + 12 P22 P3− 48 P23 − 18 P42 )
λ 4k
+ i
(− 128 P21 P5+ 12 P21 P2P4+ 12 P31 P3+ 12 P22 P5− 12 P32 P4− 12 P1P22 P3−P3P5)
λ 5k
+ i
(P2P3P4+ 32 P1P
2
3 +P1P2P6− 12 P1P24 −P1P7)
λ 5k
And now the third term of the series gives
1
16
[ ]3
=
1
16
[(
− i2P1
λk
− (P
2
1 −P22 +2P3)
λ 2k
− i (2P5−2P2P4−2P1P3)
λ 3k
− A
λ 4k
− i B
λ 5k
)
·
(
−4 P
2
1
λ 2k
+ i
(4P31 −4P1P22 +8P1P3)
λ 3k
+
(−8P1P5+8P1P2P4+12P21 P3+P41 −2P21 P22 −4P22 P3+4P23 +P42 )
λ 4k
)]
=
1
16
[(
− i2P1
λk
)(
−4 P
2
1
λ 2k
)
+
(
− i2P1
λk
)( (4P31 −4P1P22 +8P1P3)
λ 3k
)
+
(
− i2P1
λk
)(
+
(−8P1P5+8P1P2P4+12P21 P3+P41 −2P21 P22 −4P22 P3+4P23 +P42 )
λ 4k
)
+
(P21 −P22 +2P3)(4P21 )
λ 4k
− i (P
2
1 −P22 +2P3)(4P31 −4P1P22 +8P1P3)
λ 5k
+ i
4P21 (2P5−2P2P4−2P1P3)
λ 5k
]
=
1
16
[
i
8P31
λ 3k
+
(12P41 −12P21 P22 +24P21 P3)
λ 4k
+ i
(24P21 P5−24P21 P2P4−48P31 P3−6P51 +12P31 P22 +24P1P22 P3−24P1P23 −6P1P42 )
λ 5k
]
= i
P31
2λ 3k
+
( 34 P
4
1 − 34 P21 P22 + 32 P21 P3)
λ 4k
+ i
( 32 P
2
1 P5− 32 P21 P2P4−3P31 P3− 616 P51 + 34 P31 P22 + 32 P1P22 P3− 32 P1P23 − 38 P1P42 )
λ 5k
,
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while the fourth term
−5
128
[ ]4
=
−5
27
[(
− i2P1
λk
− (P
2
1 −P22 +2P3)
λ 2k
)
·
(
i
8P31
λ 3k
+
(12P41 −12P21 P22 +24P21 P3)
λ 4k
)
=
−5
128
[16P41
λ 4k
+ i
(−32P51 +32P31 P22 −64P31 P3)
λ 5k
]
=
−5
8
P41
λ 4k
+ i
( 54 P
5
1 − 54 P31 P22 + 54 P31 P3)
λ 5k
and finally the last term gives
7
256
[ ]5
=
7
27
[
− i2P1
λk
]5
=−i7
8
P51
λ 5k
.
Altogether we have that[
1− i2P1
λk
− (P
2
1 −P22 +2P3)
λ 2k
− i (2P5−2P2P4−2P1P3)
λ 3k
− (−2P2P6+2P1P5+P
2
4 −P23 +2P7)
λ 4k
− i (−2P3P5−2P4P6−2P2P8−2P1P7+2P9)
λ 5k
] 1
2
.
= 1− i P1
λk
+
( 12 P
2
2 −P3)
λ 2k
+ i
(−P5+P2P4+ 12 P22 P1)
λ 3k
+
(P2P6− 12 P24 −P7−P1P2P4− 18 P42 − 12 P21 P22 + 12 P22 P3)
λ 4k
+ i
(P4P6+P2P8−P9−P21 P2P4+ 12 P22 P5− 12 P32 P4+P1P22 P3)
λ 5k
+ i
(P2P3P4+P1P2P6− 12 P1P24 − 38 P1P42 − 12 P31 P22 )
λ 5k
.
Since the function ψ(λk) is bounded above we can replace
ψ(λk)
λ 10k
by O( 1k10 ), first we
evaluate
log
(
1− i P1
λk
+
( 12 P
2
2 −P3)
λ 2k
+ i
(−P5+P2P4+ 12 P22 P1)
λ 3k
+
A′
λ 4k
+ i
B′
λ 5k
)
=
[ ]
− 1
2
[ ]2
+
1
3
[ ]3− 1
4
[ ]4
+
1
5
[ ]5
+O(
1
k6
)
where
A′ = P2P6− 12P
2
4 −P7−P1P2P4−
1
8
P42 −
1
2
P21 P
2
2 +
1
2
P22 P3)
and
B′ =P4P6+P2P8−P9−P21 P2P4+
1
2
P22 P5−
1
2
P32 P4+P1P
2
2 P3+P2P3P4+P1P2P6−
1
2
P1P24
− 3
8
P1P42 −
1
2
P31 P
2
2 .
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Now using the above expansion we get that the second term is given by
−1
2
[ ]2
=−1
2
[
− i P1
λk
+
( 12 P
2
2 −P3)
λ 2k
+ i
(−P5+P2P4+ 12 P22 P1)
λ 3k
+
A′
λ 4k
+ i
B′
λ 5k
]2
=−1
2
[(
− i P1
λk
)2
+
(
− i P1
λk
)( 1
2 P
2
2 −P3
λ 2k
)
+
(
− i P1
λk
)( (−P5+P2P4+ 12 P22 P1)
λ 3k
)
+
(
− i P1
λk
)( A′
λ 4k
)
+
(
− i P1
λk
)( 1
2 P
2
2 −P3
λ 2k
)
+
( 12 P
2
2 −P3)2
λ 4k
+ i
( 12 P
2
2 −P3)(P2P4−P5+ 12 P1P22 )
λ 5k
+
(
− i P1
λk
)( i(−P5+P2P4+ 12 P22 P1)
λ 3k
)
+ i
( 12 P
2
2 −P3)(P2P4−P5+ 12 P1P22 )
λ 5k
+−iA
′P1
λk
]
=−1
2
[
− P
2
1
λ 2k
+ i
(2P1P3−P1P22 )
λ 3k
+
(2P1P2P4−2P1P5+P21 P22 + 14 P42 −P22 P3+P23 )
λ 4k
+ i
(P32 P4−P22 P5+ 12 P1P42 −2P2P3P4+2P3P5−P1P22 P3−2A′P1)
λ 5k
]
=
P21
2λ 2k
+ i
( 12 P1P
2
2 −P1P3)
λ 3k
+
(−P1P2P4+P1P5− 12 P21 P22 − 18 P42 + 12 P22 P3− 12 P23 )
λ 4k
+ i
(− 12 P32 P4+ 12 P22 P5− 14 P1P42 +P2P3P4−P3P5+ 12 P1P22 P3+A′P1)
λ 5k
]
We follow the certain procedure and evaluate the remaining terms
1
3
[ ]3
= i
1
3 P
3
1
λ 3k
+
(P21 P3− 12 P21 P22 )
λ 4k
+ i
(P21 P5−P21 P2P4− 12 P31 P22 +P1P22 P3−P1P23 − 14 P1P42 )
λ 5k
,
−1
4
[ ]4
=
[
i
P1
λk
+
( 12 P
2
2 −P3)
λ 2k
+ i
(−P5+P2P4+ 12 P22 P1)
λ 3k
+O(
1
k4
)
]4
=−
1
4 P
4
1
λ 4k
+ i
(− 12 P31 P22 +P31 P3)
λ 5k
,
and lastly
1
5
[ ]5
=−i
1
5 P
5
1
λ 5k
.
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Altogether we have that
log
(
1− i P1
λk
+
( 12 P
2
2 −P3)
λ 2k
+ i
(−P5+P2P4+ 12 P22 P1)
λ 3k
+
A′
λ 4k
+ i
B′
λ 5k
)
=−i P1
λk
+
( 12 P
2
1 +
1
2 P
2
2 −P3)
λ 2k
+ i
(−P5+P2P4+P22 P1−P1P3+ 13 P31 )
λ 3k
+
(P2P6− 12 P24 −P7−2P1P2P4− 14 P42 − 32 P21 P22 +P22 P3+P1P5− 12 P23 +P21 P3− 14 P41 )
λ 4k
+
(P4P6+P2P8−P9−3P21 P2P4−P32 P4+3P1P22 P3+2P2P3P4+2P1P2P6−P1P24 )
λ 5k
+ i
(−P1P42 −2P31 P22 −P1P7−P3P5+P21 P5−P1P23 +P31 P3+ 15 P51 )
λ 5k
.
We repeat to process again
log
(
1+ i
(P2−P1)
λk
− (P3+P4)
λ 2k
+ i
(P6−P5)
λ 3k
− (P7+P8)
λ 4k
+ i
(P10−P9)
λ 5k
)
=
[ ]
− 1
2
[ ]2
+
1
3
[ ]3− 1
4
[ ]4
+
1
5
[ ]5
+O(
1
k6
),
we compute the second term
−1
2
[ ]2
=−1
2
[
i
(P2−P1)
λk
− (P3+P4)
λ 2k
+ i
(P6−P5)
λ 3k
− (P7+P8)
λ 4k
+ i
(P10−P9)
λ 5k
]2
=
( 12 P
2
2 −P1P2+ 12 P21 )
λ 2k
+ i
(P2P3+P2P4−P1P3−P1P4)
λ 3k
+
(P2P6−P2P5−P1P6+P1P5− 12 P23 −P3P4− 12 P24 )
λ 4k
+ i
(P2P7+P2P8−P1P7−P1P8+P3P6−P3P5+P4P6−P4P5)
λ 5k
.
Again using the expansion the third term is given by
1
3
[ ]3
=
1
3
[
i
(P2−P1)
λk
− (P3+P4)
λ 2k
+ i
(P6−P5)
λ 3k
− (P7+P8)
λ 4k
+ i
(P10−P9)
λ 5k
]3
= i
(− 13 P32 +P22 P1−P2P21 + 13 P31 )
λ 3k
+
(P22 P3−2P1P2P3+P21 P3+P22 P4−2P1P2P4+P21 P4)
λ 4k
+ i
(−P22 P6+P22 P5+2P1P2P6−2P1P2P5+P2P23 +2P2P3P4+P2P24 −P21 P6)
λ 5k
+ i
(P21 P5−P1P23 −2P1P3P4−P1P24 )
λ 5k
,
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while the fourth term is given by
−1
4
[ ]4
=−1
4
[
i
(P2−P1)
λk
− (P3+P4)
λ 2k
+ i
(P6−P5)
λ 3k
− (P7+P8)
λ 4k
+ i
(P10−P9)
λ 5k
]4
=
(− 14 P42 +P32 P1− 32 P22 P21 +P2P31 − 14 P41 )
λ 4k
+ i
(3P1P22 P3+3P1P
2
2 P4−3P21 P2P3−3P21 P2P4−P32 P3−P32 P4+P31 P3+P31 P4)
λ 5k
and finally
1
5
[ ]5
=
1
5
[
i
(P2−P1)
λk
− (P3+P4)
λ 2k
+ i
(P6−P5)
λ 3k
− (P7+P8)
λ 4k
+ i
(P10−P9)
λ 5k
]5
= i
( 15 P
5
2 −P42 P1+2P32 P21 −2P22 P31 +P2P41 − 15 P51 )
λ 5k
.
We then substitute everything we get that
ai∆k =−i P2λk +
(P4+P1P2)
λ 2k
+ i
(−P6−P2P3+P1P4+ 13 P22 +P2P21 )
λ 3k
+
(P8+P2P5+P1P6+P3P4+2P1P2P3−P22 P4−P21 P4−P32 P1−P31 P2)
λ 4k
+ i
(−P10−P2P7+P1P8−P3P6+P4P5+P22 P6+2P1P2P5−P2P23 )
λ 5k
+ i
(−P2P24 +P21 P6+2P1P3P4−3P1P22 P4+3P21 P2P3+P32 P3−P31 P4−2P21 P32 −P41 P2− 15 P52 )
λ 5k
=−i P2
λk
+
(P4+P1P2)
λ 2k
+ i
A′′
λ 3k
+
B′′
λ 4k
+ i
C′′
λ 5k
+O(
1
k6
),
where A′′, B′′ and C′′ correspond to higher order terms We also know from Theorem 4.8
that
λk =
pi
a
(k− 1
2
)+
Q1
(k− 12 )
+ i
Q2
(k− 12 )2
+
Q3
(k− 12 )3
+
βk
k3
,
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then
1
λk
=
1(
pi
a (k− 12 )+ Q1(k− 12 ) + i
Q2
(k− 12 )2
+ Q3
(k− 12 )3
+ βkk3
)
=
1
pi
a (k− 12 )
[
1+
(
Q1
(k− 12 )
+ i Q2
(k− 12 )2
+ Q3
(k− 12 )3
+ βkk3
)(
pi
a (k− 12 )
)−1]
=
(pi
a
(k− 1
2
)
)−1[
1−
( Q1
(k− 12 )
+ i
Q2
(k− 12 )2
+
Q3
(k− 12 )3
+
βk
k3
)(pi
a
(k− 1
2
)
)−1
+
( Q1
(k− 12 )
+ i
Q2
(k− 12 )2
+
Q3
(k− 12 )3
)2(pi
a
(k− 1
2
)
)2
+O(
1
k5
)
]
=
a
pi(k− 12 )
− a
2Q1
pi2(k− 12 )3
− i a
2Q2
pi2(k− 12 )4
− a
2Q3
pi2(k− 12 )5
+
( Q1
(k− 12 )
+ i
Q2
(k− 12 )2
+
Q3
(k− 12 )3
)2(pi
a
(k− 1
2
)
)2
+
a2βk
pi2k5(1− 12k )2
+O(
1
k6
)
=
a
pi(k− 12 )
− a
2Q1
pi2(k− 12 )3
− i a
2Q2
pi2(k− 12 )4
− a
2Q3
pi2(k− 12 )5
+
Q21a
3
pi3(k− 12 )5
+
a2βk
pi2k5
(
1+O(
1
k
)
)
+O(
1
k5
)
=
a
pi(k− 12 )
− a
2Q1
pi2(k− 12 )3
− i a
2Q2
pi2(k− 12 )4
− a
2Q3
pi2(k− 12 )5
+
Q21a
3
pi3(k− 12 )5
+
κk
k5
.
Now let κk = a2 βkpi2 +O(
1
k ), which is square summable. Then
λ−1k =
a
pi(k− 12 )
− a
2Q1
pi2(k− 12 )3
− i a
2Q2
pi2(k− 12 )4
− a
2Q3
pi2(k− 12 )5
+
Q21a
3
pi3(k− 12 )5
+
κk
k5
,
from which we deduce that
λ−2k =
a2
pi2(k− 12 )2
− 2a
3Q1
pi3(k− 12 )4
− i 2a
3Q2
pi3(k− 12 )5
+O(
1
k6
),
λ−3k =
a3
pi3(k− 12 )3
− 3a
4Q1
pi4(k− 12 )5
+O(
1
k7
)
λ−4k =
a4
pi4(k− 12 )4
+O(
1
k6
)
λ−5k =
a5
pi5(k− 12 )5
+O(
1
k6
),
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then substituting all the above we get that
ai∆k =−iP2
( a
pi(k− 12 )
− a
2Q1
pi2(k− 12 )3
− i a
2Q2
pi2(k− 12 )4
− a
2Q3
pi2(k− 12 )5
+
Q21a
3
pi3(k− 12 )5
+
κk
k5
)
+(P4+P1P2)
( a2
pi2(k− 12 )2
− 2a
3Q1
pi3(k− 12 )4
− i 2a
3Q2
pi3(k− 12 )5
+O(
1
k6
)
)
+ iA′′
( a3
pi3(k− 12 )3
− 3a
4Q1
pi4(k− 12 )5
+O(
1
k7
)
)
+B′′
( a4
pi4(k− 12 )4
+O(
1
k6
)
)
+ iC
( a5
pi5(k− 12 )5
+O(
1
k6
)
)
=
i
(k− 12 )
[
− aP2
pi
]
+
1
(k− 12 )2
[ (P4+P1P2)a2
pi2
]
+
i
(k− 12 )3
[a2P2Q1
pi2
+
A′′a3
pi3
]
+
1
(k− 12 )4
[
− P2a
2Q2
pi2
− (P4+P1P2)2a
3Q1
pi3
+
B′′a4
pi4
]
+
i
(k− 12 )5
[
− P2Q
2
1a
3
pi3
+
a2P2Q3
pi2
− 2a
3Q2(P4+P1P2)
pi3
− 3a
4Q1A′′
pi4
+
C′′a5
pi5
]
+
κk
k5
.
Therefore
∆k =
1
(k− 12 )
[
− P2
pi
]
− i 1
(k− 12 )2
[ (P4+P1P2)a
pi2
]
+
1
(k− 12 )3
[aP2Q1
pi2
+
A′′a2
pi3
]
+
i
(k− 12 )4
[aP2Q2
pi2
+
(P4+P1P2)2a2Q1
pi3
− B
′′a3
pi4
]
+
1
(k− 12 )5
[
− P
3
2 a
2
pi5
+
aP2Q3
pi2
− 2a
2Q2(P4+P1P2)
pi3
− 3a
3Q1A′′
pi4
+
C′′a4
pi5
]
− i κk
ak5
,
hence results. 
We finally conclude this section by considering necessary conditions that will enable
the function Ψ to be an entire function, where the function Ψ is defined by
Ψ(λ ) =−K1 cosλa+ iK2 cosλaλ +K3
sinλa
λ
+K4
cosλa
λ 2
+ iK5
sinλa
λ 2
+ iK6
cosλa
λ 3
+K7
sinλa
λ 3
+K8
cosλa
λ 4
++iK9
sinλa
λ 4
+ iK10
cosλa
λ 5
+K11
sinλa
λ 5
+
χ(λ )
λ 5
,
and χ(λ ) is a function that belongs to L2(−∞,∞). This means that the principal part of the
Laurent series about the point λ = 0 must vanish, and in order for the principal part of the
Laurent series to vanish it is necessary that the following coefficients ai, i=−5,−4, . . . ,−1
of the Laurent series about the point λ = 0 be equal to zero. Therefore eliminating the
coefficient a−5 we see that it leads to
(4.10) −χ(0) = iK10
and eliminating the coefficient a−4 we get
(4.11) −χ ′(0) = aK11+K8,
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while eliminating the coefficient a−3 gives that
(4.12)
−χ ′′(0)
2
= i(−a
2
2
K10+aK9+K6)
and a−2 = 0 implies
(4.13) −χ
′′′(0)
3!
=−a
3
3!
K11− a
2
2
K8+aK7+K4
and finally a−1 = 0 yields
(4.14) −χ
(iv)(0)
4!
= i
(a4
4!
K10− a
3
3!
K9− a
2
2
K6+aK5+K2
)
.
Now if we write the function χ in the form
χ(λ ) =
∫ a
0
ζ (t)sinλ tdt+ i
∫ a
0
η(t)cosλ tdt,
then we must determine the necessary conditions that ζ and η must satisfy given the above
initial conditions on χ . Beginning with ζ , the function must satisfy the following condi-
tions
−χ ′(0) =−
∫ a
0
ζ (t)tdt = A1
and
−χ
′′′(0)
3!
=−
∫ a
0
ζ (t)t3dt = A2.
We choose ζ (t) = At+B and then substitute back into the above to get
(4.15) −A1 =
∫ a
0
(At2+Bt)dt =
1
3
Aa3+
1
2
Ba2
Again setting − χ ′′′(0)3! = A2 and then substituting ζ we get
(4.16) −3!A2 =
∫ a
0
(At4+Bt3)dt =
1
5
Aa5+
1
4
Ba4
By solving the simultaneous equation for A and B we get an expression for ζ (t). Similarly,
setting −χ(0) = B1, − χ
′′(0)
2 = iB2 and − χ
(iv)(0)
4! = iB3 suggest choosing η(t) = Ct
2 +
Dt +E and then proceeding as before to solve the simultaneous equation gives an explicit
expression for η(t).
5. THE DIRECT PROBLEM
In this section we are going to investigate the behaviour of eigenvalues associated with
the differential equation and initial conditions. The boundary value problem considered in
this thesis is as follows:
Given the density
B(s) =
{
b(s) if s ∈ [0, l1]
0 if s ∈ (l1, l],
we consider the problem
(5.1)
∂ 2w
∂ s2
−B(s)∂
2w
∂ t2
= 0,
(5.2) w(0, t) = 0,
(5.3)
(∂w
∂ s
+ν
∂w
∂ t
+M
∂ 2w
∂ t2
)∣∣∣
s=l
= 0
40 DANIEL SIPHO MDHLULI
where b(s)≥ ε > 0, b(s) ∈W 22 (0, l1). The problem describes small transversal vibrations
of a string at the point s. The term w(s, t) represent the transversal displacement of the
string of length l with a thread on the interval (l1, l) hence the density there is set to zero.
The coefficient of damping is ν > 0 while the mass of the concentrated ring at the right
endpoint is M and is free to move while the left end is fixed. In what follows we are
going to show that the partial differential equation can be reduced into a Sturm Liouville
equation, and then deduce different asymptotic expansions for eigenvalues of strings with
density b(s) belonging to different Sobolev spaces.
Proposition 5.1. Problem (5.1)-(5.3) can be transformed into an ordinary differential equation
(5.4) uss(λ ,s)+b(s)λ 2u(λ ,s) = 0, s ∈ [0, l1]
satisfying boundary conditions
(5.5) u(λ ,0) = 0
(5.6) us(λ , l1)+ iλν [us(λ , l1)(l− l1)+u(λ , l1)]−Mλ 2[us(λ , l1)(l− l1)+u(λ , l1)] = 0.
Proof. We write the solution w of (5.1)-(5.3) using separation of variables as follows
w(s, t) = u(λ ,s)eiλ t ,
then substituting w into (5.1) we get
uss(λ ,s)eiλ t +B(s)λ 2eiλ tu(λ ,s) = 0, s ∈ [0, l]
which holds for all values of t. Now multiplying both sides by e−iλ t reduces the above
equation into
uss(λ ,s)+λ 2B(s)u = 0, s ∈ [0, l]
and using the piecewise definition of B(s) on the above equation further simplifies it to
(5.7) uss(λ ,s)+λ 2b(s)u = 0, s ∈ (0, l1).
Furthermore, substituting w into equation (5.2) gives the following initial condition
(5.8) u(λ ,0) = 0.
Smoothness conditions at l1 gives that
(5.9) u(λ , l1−0) = u(λ , l1+0) = u(λ , l1)
(5.10) us(λ , l1−0) = us(λ , l1+0) = us(λ , l1).
We now revisit equation (5.1) where our density B is restricted to the interval (l1, l] which
gives that uss(λ ,s) = 0 and implies that for s ∈ [l1, l] we have the following
(5.11) u(λ ,s) = ds+b, s ∈ [l1, l]
where b and d are integration constants. Now using (5.9) on (5.11) we obtain that
u(λ , l1) = dl1+b
and (5.10) also gives that us(λ , l1) = d, so then solving for b we get that
b = u(λ , l1)−us(λ , l1)l1.
Substituting b and d into (5.11) gives that the function u is given by
(5.12) u(λ ,s) = us(λ , l1)(s− l1)+u(λ , l1), s ∈ [l1, l].
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Lastly, substituting w into (5.3) we obtain
(5.13) us(λ , l)+ iλνu(λ , l)−Mλ 2u(λ , l) = 0
while using u from (5.12) into equation (5.13) we deduce that
us(λ , l1)+ iλν [us(λ , l1)(l− l1)+u(λ , l1)]−Mλ 2[us(λ , l1)(l− l1)+u(λ , l1)] = 0
which proves our proposition. 
So far we have shown that our problem can be reduced to a differential equation (5.4)
with initial condition (5.5) and (5.6) by seeking its solution in the form of separation of
variables. We also note that the above mentioned second order differential equation has a
weight factor b(s) in front of the eigenparameter λ . We will show that the above second
order differential equation can be further simplified using the Sturm-Liouville transforma-
tion. For b(s)∈W 22 (0, l1) and b(s)≥ ε > 0, let us define the Sturm Liouville transformation
as follows
(5.14) x(s) =
∫ s
0
b
1
2 (s′)ds′
which transforms the independent variable and maps the interval [0, l1] in the variable s
into the the interval [0,a] in the variable x where a is defined as
(5.15) a =
∫ l1
0
b
1
2 (s′)ds′.
The dependent variable is transformed by the Sturm Liouville transformation using the
equation
(5.16) y(λ ,x) = b
1
4 (s(x))u(λ ,s(x)).
Proposition 5.2. The differential equation (5.4) satisfying (5.5) and (5.6) can be trans-
formed into the following differential equation
(5.17) −y′′(λ ,x)+q(x)y(λ ,x) = λ 2y(λ ,x),
where q(x) is a real valued potential in L2(0,a) and the function y satisfies
(5.18) y(λ ,0) = 0
and
(5.19) (1+ iλM−11 −λ 2M−12 )yx(λ ,a)+
[
M4+ iλM−11 M3−λ 2M−12 M3
]
y(λ ,a) = 0
where the constants M j for j = 1,2,3,4 are real valued constants given by
(5.20) M1 = ν−1(l− l−11 )
and
(5.21) M2 = M−1(l− l1)−1
(5.22) M3 =−14b
−1(l1)
d
dx
(b(s(x)))
∣∣∣
x=a
+(l− l1)−1b− 12 (l1)
(5.23) M4 =−14b
−1(l1)
d
dx
(b(s(x)))
∣∣∣
x=a
.
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Proof. Differentiating equation (5.16) with respect to x we obtain
y′(λ ,x) =
d
dx
b
1
4 (s(x))u(λ ,s)+b
1
4 (s)us(λ ,s)
ds
dx
.
From the definition of x(s) it is obvious that dsdx = b
− 12 (s), so then substituting further we
get
y′(λ ,x) =
d
dx
b
1
4 (s(x))u(λ ,s(x))+b
1
4 (s(x))b−
1
2 (s(x))us(λ ,s(x))
=
d
dx
b
1
4 (s(x))u(λ ,s(x))+b−
1
4 (s(x)) ·us(λ ,s(x)).(5.24)
Since b(s(x))> 0 we can multiply both sides by b
1
4 (s(x)) to get
b
1
4 (s(x))y′(λ ,x) =
d
dx
b
1
4 (s(x))y(λ ,x)+us(λ ,s).
Now differentiating once more with respect to x
d
dx
b
1
4 (s(x)).y′(λ ,x)+b
1
4 (s(x))y′′(λ ,x) =
d2
dx2
b
1
4 (s(x))y(λ ,x)+
d
dx
b
1
4 (s(x))y′(λ ,x)
+uss(λ ,s)b−
1
2 (s),
and simplifies to
b
1
4 (s(x))y′′(λ ,x) =
d2
dx2
b
1
4 (s(x))y(λ ,x)+uss(λ ,s)b−
1
2 (s).
But uss(λ ,s) =−λ 2b(s)u(λ ,s), then substituting into the above we obtain that
b
1
4 (s(x))y′′(λ ,x) =
d2
dx2
b
1
4 (s(x))y(λ ,x)−b(s(x))λ 2u(λ ,s)b− 12 (s(x)),
therefore
y′′(λ ,x) = b−
1
4 (s(x))
d2
dx2
b
1
4 (s(x))y(λ ,x)−λ 2b 14 (s(x)) ·u(λ ,s)
= b−
1
4 (s(x))
d2
dx2
b
1
4 (s(x))y(λ ,x)−λ 2y(λ ,x).
Let us define the function q(x) as follows
(5.25) q(x) = b
1
4 (s(x))
d2
dx2
b
1
4 (s(x)),
then since b ∈W 22 (0, l1) we have by definition that d
2b(s)
dx2 ∈ L2(0, l1). Furthermore, since
b is also differentiable then it is continuous on [0, l1] and therefore attains attains max
and min, so we have that b ∈ L∞(0, l1). Now ddx (b(s(x)))
1
4 = 14 (b(s(x)))
− 34 . ddx b(s(x)) also
belongs to L2(0,a) by Ho¨lder’s theorem on L∞ and L2-functions. Differentiating once more
we get that
d2
dx2
(b(s(x)))
1
4 =− 3
16
(b(s(x)))
−7
4 · d
dx
(b(s(x)))+
1
4
(b(s(x)))
d2
dx2
(b(s(x)))
which is real valued and belongs in L2(0, l1) by repeated application of Ho¨lder’s theorem
and the fact that the sum of two square integrable functions is another square integrable
function. Altogether we have that q(x) ∈ L2(0,a), and using the potential q(x) defined as
in equation (5.25) it is clear that
−y′′(λ ,x)+q(x)y(λ ,x) = λ 2y(λ ,x),
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which establishes equation (5.17). The condition u(λ ,0) = 0 together with equation (5.16)
gives that
y(λ ,0) = 0,
which is equation (5.18). We also know that
[1+ iλν(l− l1)−λ 2M(l− l1)]us(λ , l1) = (λ 2M− iλν)u(λ , l1),
therefore
(5.26) (1+ iλM−11 −λ 2M−12 )us(λ , l1) = (λ 2M− iλν)u(λ , l1),
where M1 and M2 are as defined in equation (5.20) and (5.21) respectively. We now replace
yx(λ ,x) in the following expression by (5.24)
(1+ iλM−11 −λ 2M−12 )yx(λ ,a) =(1+ iλM−11 −λ 2M−12 )
d
dx
b
1
4 (s(x))
∣∣∣
x=a
·u(λ , l1)
+b−
1
4 (l1)(1+ iλM−11 −λ 2M−12 ) ·us(λ , l1)
= (1+ iλM−11 −λ 2M−12 )
d
dx
b
1
4 (s(x))
∣∣∣
x=a
·u(λ , l1)
+b−
1
4 (l1)(λ 2M− iλν)u(λ , l1), and now using (5.26)
=
1
4
(1+ iλM−11 −λ 2M−12 )b−1(l1)
d
dx
(b(s(x))
∣∣∣
x=a
·u(λ , l1)b 14 (l1)+(λ 2M− iλν)u(λ , l1)b 14 (l1)b− 12 (l1)
=
1
4
(1+ iλM−11 −λ 2M−12 )b−1(l1)
d
dx
(b(s(x)))
∣∣∣
x=a
y(λ .a)
+(λ 2M− iλν)y(λ ,a)b− 12 (l1).
Hence
(1+ iλM−11 −λ 2M−12 )yx(λ ,a) =
[1
4
b−1(l1)
d
dx
(b(s(x)))
∣∣∣
x=a
+ iλ
(1
4
M−11 b
−1(l1)
d
dx
(b(s(x)))
∣∣∣
x=a
−νb− 12 (l1)
)
+λ 2
(
Mb−
1
2 (l1)− 14M
−1
2 b
−1(l1)
d
dx
(b(s(x)))
∣∣∣
x=a
)]
y(λ ,a),
which with the use of equation (5.22) and (5.23) can be rewritten as
(1+ iλM−11 −λ 2M−12 )yx(λ ,a)+
[
M4+ iλM−11 M3−λ 2M−12 M3
]
y(λ ,a) = 0
which establishes (8). 
From the definitions of M1, M2 it is clear that M1 > 0, M2 > 0 and that
M3−M4 = (l− l1)−1b− 12 (l1)> 0.
Denote by s(λ ,x) the solution of (5.17) satisfying the conditions
(5.27) s(λ ,0) = 0, s′(λ ,0) = 1
which is called a regular solution. As discussed in the Transformation of Operators section
(see page 6 of this thesis), the solution to the Sturm Liouville equation can be written in
the form
(5.28) s(λ ,x) =
sinλx
λ
+
∫ x
0
K(x, t)
sinλ t
λ
dt
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where K(x, t) = K˜(x, t)− K˜(x,−t) and K˜(x, t) is the solution of the integral equation
K˜(x, t) =
1
2
∫ x+t
2
0
q(s)ds+
∫ x+t
2
0
∫ x−t
2
0
q(s+ p)K˜(s+ p,s− p)d pds
and K˜(x, t) = 0 for |t| > |x| where evidently K(x,0) = 0. Integrating the second term on
the right by parts gives
(5.29) s(λ ,x) =
sinλx
λ
−K(x,x)cosλx
λ 2
+
∫ x
0
Kt(x, t)
cosλ t
λ 2
dt.
We differentiate (5.29) with respect to x to obtain
(5.30) s′(λ ,x) = cosλx+K(x,x)
sinλx
λ
+
∫ x
0
Kx(x, t)
sinλ t
λ
dt,
then the function defined by
ϕ(λ ) = (1+ iλM−11 −λ 2M−12 )s′(λ ,a)+
[
M4+ iλM−11 M3−λ 2M−12 M3
]
s(λ ,a)(5.31)
is an entire functions in the λ -plane since s(λ ,a) and s′(λ ,a) are entire functions. Fur-
thermore, we identify equation (5.31) as the characteristic equation since the spectrum of
problem (5.17), (5.18) and (5.19) coincide with the set of zeroes of the entire function
ϕ(λ ) defined above.
Proposition 5.3. If b ∈W 22 (0, l1) then the characteristic equation (5.31) can be written in
the form
ϕ(λ ) =−λ 2K1 cosλa+ iλK2 cosλa+λK3 sinλa+K4 cosλa+ iK5 sinλa
+ iK6
cosλa
λ
+K7
sinλa
λ
+K8
cosλa
λ 2
+λ
∫ a
0
ζ1(t)sinλ tdt
+
∫ a
0
ζ2(t)cosλ tdt+ i
∫ a
0
ζ3(t)sinλ tdt+ i
∫ a
0
ζ4(t)
cosλ t
λ
dt
+
∫ a
0
ζ5(t)
sinλ t
λ
dt+
∫ a
0
ζ6(t)
cosλ t
λ 2
dt.
where
K1 = M−12 K2 = M
−1
1
K3 =−M−12 K(a,a)−M−12 M3 K4 = M−12 M3K(a,a)+1
K5 = M−11 K(a,a)+M
−1
1 M3 K6 =−M−11 M3K(a,a)
K7 = K(a,a)+M4 K8 =−M4K(a,a)
are all real valued constants and
ζ1(t) =−M−12 Kx(a, t) ζ2(t) =−M−12 M3Kt(a, t)
ζ3(t) = M−11 Kx(a, t) ζ4(t) = M
−1
1 M3Kt(a, t)
ζ5(t) = Kx(a, t) ζ6(t) = M4Kt(a, t)
are also real valued functions belonging to L2(0,a).
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Proof. Let us substitute equation (5.29) and equation (5.30) into equation (5.31) to get
ϕ(λ ) = (1+ iλM−11 −λ 2M−12 )
(
cosλa+K(a,a)
sinλa
λ
+
∫ a
0
Kx(a, t)
sinλ t
λ
dt
)
+[M4+ iλM−11 M3−λ 2M−12 M3]
( sinλa
λ
−K(a,a)cosλa
λ 2
+
∫ a
0
Kt(a, t)
cosλ t
λ 2
dt
)
= cosλa+K(a,a)
sinλa
λ
+
∫ a
0
Kx(a, t)
sinλ t
λ
dt+ iλM−11 cosλa+ iM
−1
1 K(a,a)sinλa
+ iM−11
∫ a
0
Kx(a, t)sinλ tdt−λ 2M−12 cosλa−λM−12 K(a,a)sinλa
−M−12 λ
∫ a
0
Kx(a, t)sinλ tdt+M4
sinλa
λ
−M4K(a,a)cosλaλ 2
+M4
∫ a
0
Kt(a, t)
cosλ t
λ 2
dt+ iM−11 M3 sinλa− iM−11 M3K(a,a)
cosλa
λ
+ iM−11 M3
∫ a
0
Kt(a, t)
cosλ t
λ
dt−M−12 M3λ sinλa+M−12 M3K(a,a)cosλa
−M−12 M3
∫ a
0
Kt(a, t)cosλ tdt
=−λ 2M−12 cosλa+ iM−11 λ cosλa+λ (−M−12 K(a,a)−M−12 M3)sinλa
+(M−12 M3K(a,a)+1)cosλa+ i(M
−1
1 K(a,a)+M
−1
1 M3)sinλa− iM−11 M3K(a,a)
cosλa
λ
+(K(a,a)+M4)
sinλa
λ
−M4K(a,a)cosλaλ 2 −λ
∫ a
0
M−12 Kx(a, t)sinλ tdt
−
∫ a
0
M−12 M3Kt(a, t)cosλ tdt+ i
∫ a
0
M−11 Kx(a, t)sinλ tdt+ i
∫ a
0
M−11 M3Kt(a, t)
cosλ t
λ
dt
+
∫ a
0
Kx(a, t)
sinλ t
λ
dt+
∫ a
0
M4Kt(a, t)
cosλ t
λ 2
dt.
Then setting Ki, i = 1,2, . . . ,8 and ζ j, j = 1,2, . . . ,6 as in the proposition we obtain the
results. 
Proposition 5.4. If b ∈W 42 (0, l1) then the characteristic equation (5.31) can be written in
the form
ϕ(λ ) =−λ 2N1 cosλa+ iλN2 cosλa+λN3 sinλa+N4 cosλa+ iN5 sinλa+ iN6 cosλaλ
(5.32)
+N7
sinλa
λ
+
∫ a
0
ξ1(t)
sinλ t
λ
dt+ i
∫ a
0
ξ2(t)
cosλ t
λ
dt,
where
N1 = M−12 N2 = M
−1
1
N3 =−M−12 M3−M−12 K(a,a) N4 = M−12 Kx(a,a)+1+M−12 M3K(a,a)
N5 = M−11 K(a,a)+M
−1
1 M3 N6 =−M−11 M3K(a,a)−M−11 Kx(a,a)
N7 =−M−12 M3Kt(a,a)−M−12 Kxt(a,a)+K(a,a)+M4
and
ξ1(t) = Kx(a, t)+M−12 Kxtt(a, t)+M4K(a, t)+M
−1
2 M3Ktt(a, t), ξ2(t) = M
−1
1 M3Kt(a, t)+M
−1
1 Kxt(a, t)
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which are also real valued functions belonging to L2(0,a).
Proof. We begin by substituting equation (5.28) and equation (5.30) into equation (5.31)
to get
ϕ(λ ) =cosλa+K(a,a)
sinλa
λ
+
∫ a
0
Kx(a, t)
sinλ t
λ
dt+ iλM−11 cosλa+ iM
−1
1 K(a,a)sinλa
+ i
∫ a
0
M−11 Kx(a, t)sinλ tdt−λ 2M−12 cosλa−λM−12 K(a,a)sinλa
−
∫ a
0
M−12 Kx(a, t)λ sinλ tdt+M4
sinλa
λ
+
∫ a
0
M4K(a, t)
sinλ t
λ
dt+ iM−11 M3 sinλa
+ i
∫ a
0
M−11 M3K(a, t)sinλ tdt−λM−12 M3 sinλa−
∫ a
0
M−12 M3K(a, t)λ sinλ tdt,
and then evaluate the following integrals
i
∫ a
0
M−11 Kx(a, t)sinλ tdt =−iM−11 K(a,a)
cosλa
λ
+ i
∫ a
0
M−11 Kx(a, t)
cosλ t
λ
dt,
−
∫ a
0
M−12 Kx(a, t)λ sinλ tdt = M
−1
2 Kx(a,a)cosλa−M−12 Kxt(a,a)
sinλa
λ
+
∫ a
0
M−12 Kxt(a, t)
sinλ t
λ
dt,
i
∫ a
0
M−11 M3K(a, t)sinλ t =−iM−11 M3K(a,a)
cosλa
λ
+ i
∫ a
0
M−11 M3Kt(a, t)
cosλ t
λ
dt
and
−
∫ a
0
M−12 M3K(a, t)λ sinλ tdt =+M
−1
2 M3K(a,a)cosλa−M−12 M3Kt(a,a)
sinλa
λ
+
∫ a
0
M−12 M3Ktt(a, t)
sinλ t
λ
dt.
A direct substitution of the above integrals and grouping like terms reduces the characteristic
equation to
ϕ(λ ) =−λ 2M−12 cosλa+ iM−11 λ cosλa+λ (−M−12 M3−M−12 K(a,a))sinλa
+(M−12 Kx(a,a)+1+M
−1
2 M3K(a,a))cosλa+ i(M
−1
1 K(a,a)+M
−1
1 M3)sinλa
− i(M−11 M3K(a,a)+M−11 Kx(a,a))
cosλa
λ
+(−M−12 M3Kt(a,a)−M−12 Kxt(a,a)+K(a,a)+M4)
sinλa
λ
+
∫ a
0
sinλ t
λ
(Kx(a, t)+M−12 Kxtt(a, t)+M4K(a, t)+M
−1
2 M3Ktt(a, t))dt
+ i
∫ a
0
cosλ t
λ
(M−11 M3Kt(a, t)+M
−1
1 Kxt(a, t))dt.
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Then using the above definitions of N j, j = 1,2, . . . ,7 and of the functions ξ1 and ξ2 we
can see that
ϕ(λ ) =−λ 2N1 cosλa+ iλN2 cosλa+λN3 sinλa+N4 cosλa+ iN5 sinλa+ iN6 cosλaλ
+N7
sinλa
λ
+
∫ a
0
ξ1(t)
sinλ t
λ
dt+ i
∫ a
0
ξ2(t)
cosλ t
λ
dt.

Note that the relationship between the constants N j, j = 1,2, . . . ,7 and M1, M2, M3 and
M4 after equation (5.32) does not allow one to express M1, M2, M3 and M4 in terms of
constants N j, j = 1,2, . . . ,7 because there are so many unknowns and fewer equations to
eliminate unknowns.
Proposition 5.5. If b ∈W 62 (0, l1) then the characteristic equation (5.31) can be written as
ϕ(λ ) =−λ 2K1 cosλa+ iλK2 cosλa+λK3 sinλa+K4 cosλa+ iK5 sinλa+ iK6 cosλaλ
(5.33)
+K7
sinλa
λ
+K8
cosλa
λ 2
+ iK9
sinλa
λ 2
+ iK10
cosλa
λ 3
+K11
sinλa
λ 3
+
∫ a
0
ξ1(t)
sinλ t
λ 3
dt+ i
∫ a
0
ξ2(t)
cosλ t
λ 3
dt
where
K1 = M−12
K2 = M−11
K3 =−(K(a,a)M−12 +M−12 M3)
K4 = 1+M−12 Kx(a,a)+M
−1
2 M3K(a,a)
K5 = M−11 K(a,a)+M
−1
1 M3
K6 =−(M−11 Kx(a,a)+M−11 M3K(a,a))
K7 = K(a,a)−M−12 Kxt(a,a)+M4−M−12 M3Kt(a,a)
K8 =−Kx(a,a)−M−12 Kxtt(a,a)−M4K(a,a)−M−12 M3Ktt(a,a)
K9 = M−11 Kxt(a,a)+M
−1
1 M3Kt(a,a)
K10 = M−11 Kxtt(a,a)+M
−1
1 M3Ktt(a,a)
K11 = Kxt(a,a)+M−12 Kxttt(a,a)+M4Kt(a,a)+M
−1
2 M3Kttt(a,a)
and
ξ1(t) =−Kxtt(a, t)−M−12 Kxtttt(a, t)−M4Ktt(a, t)−M−12 M3Ktttt(a, t)
ξ2(t) = M−11 Kxttt(a, t)−M−11 M3Kttt(a, t)
are real valued functions which belong to L2(0,a).
Proof. We begin by substituting into the following equation
ϕ(λ ) = (1+ iλM−11 −λ 2M−12 )yx(λ ,a)+
[
M4+ iλM−11 M3−λ 2M−12 M3
]
y(λ ,a),
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to get
ϕ(λ ) = (1+ iλM−11 −λ 2M−12 )
(
cosλa+K(a,a)
sinλa
λ
+
∫ a
0
Kx(a, t)
sinλ t
λ
dt
)
+
[
M4+ iλM−11 M3−λ 2M−12 M3
]( sinλa
λ
−K(a,a)cosλa
λ 2
+
∫ a
0
Kx(a, t)
cosλ t
λ 2
dt
)
= cosλa+K(a,a)
sinλa
λ
+
∫ a
0
Kx(a, t)
sinλ t
λ
dt+ iλM−11 cosλa+ iM
−1
1 K(a,a)sinλa
+ i
∫ a
0
M−11 Kx(a, t)sinλ tdt−λ 2M−12 cosλa−λM−12 K(a,a)sinλa
−
∫ a
0
M−12 Kx(a, t)λ sinλ tdt+M4
sinλa
λ
−M4K(a,a)cosλaλ 2 +
∫ a
0
M4Kt(a, t)
cosλ t
λ 2
dt
+ iM−11 M3 sinλa− iM−11 M3K(a,a)
cosλa
λ
+ i
∫ a
0
M−11 M3Kt(a, t)
cosλ t
λ
dt−λM−12 M3 sinλa
+ iM−12 M3K(a,a)cosλa−
∫ a
0
M−12 M3Kt(a, t)cosλ tdt.
Integrating a few terms of the integrals by parts and grouping like terms we finally obtain
that
ϕ(λ ) =−λ 2M−12 cosλa+ iλ cosλa−λ (K(a,a)M−12 +M−12 M3 sinλa
+(1+M−12 Kx(a,a)+M
−1
2 M3K(a,a))cosλa+ i(M
−1
1 K(a,a)+M
−1
1 M3)sinλa
− i(M−11 Kx(a,a)+M−11 M3K(a,a))
cosλa
λ
+(K(a,a)−M−12 Kxt(a,a)+M4−M−12 M3Kt(a,a))
sinλa
λ
+(−Kx(a,a)−M−12 Kxtt(a,a)−M4K(a,a)−M−12 M3Ktt(a,a))
cosλa
λ 2
+ i(M−11 Kxt(a,a)+M
−1
1 M3Kt(a,a))
sinλa
λ 2
+ i(M−11 Kxtt(a,a)+M
−1
1 M3Ktt(a,a))
cosλa
λ 3
+(Kxt(a,a)+M−12 Kxttt(a,a)+M4Kt(a,a)+M
−1
2 M3Kttt(a,a))
sinλa
λ 3
+ i
∫ a
0
(M−11 Kxtttt(a, t)−M−11 M3Kttt(a, t))
cosλ t
λ 3
dt
+
∫ a
0
(−Kxtt(a, t)−M−12 Kxtttt(a, t)−M4Ktt(a, t)−M−12 M3Ktttt(a, t))
sinλ t
λ 3
dt
hence results. 
Theorem 5.6. If b∈W 42 (0, l1), b(s)> ε > 0 for s∈ [0, l1], 0< l1 < l <∞, then the spectrum
{λk : k ∈ Z∪{0+}} of problem (5.17), (5.18) and (5.19) has the following properties
(1) The sequence {λk : k ∈ Z∪{0+}} is symmetric, with respect to the imaginary axis
(2) For all k ∈ Z∪{0+} we have that Imλk > 0,
(3) The number of pure imaginary λk is even.
Proof. (1): We already know that if b ∈W 42 (0, l1) that the characteristic equation takes
the form described in Proposition 5.4 and using Theorem 4.1 we get that property 1 of
Theorem 5.6 is satisfied.
(2): If λk is an eigenvalue and u(λk,s) an eigenfunction, then integrating the equation just
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before equation (5.7) gives
0 =
∫ l
0
ussu¯ds+λ 2k
∫ l
0
B(s)|u|2ds
= usu¯
∣∣∣l
0
−
∫ l
0
|us|2ds+λ 2k
∫ l
0
B(s)|u|2ds.
Taking (5.8) and (5.13) into account gives that
u¯(l)(Mλ 2k − iλkν)u(l)−
∫ l
0
|us|2ds+λ 2k
∫ l1
0
b(s)|u|2ds = 0
(5.34) (Mλ 2k − iλkν)|u(l)|2−
∫ l
0
|us|2ds+λ 2k
∫ l1
0
b(s)|u|2ds = 0.
The imaginary part of (5.34) is given by
0 = (2MReλkImλk−Reλkν)|u(l)|2+2ReλkImλk
∫ l1
0
b(s)|u|2ds
=−Reλkν |u(l)|2+2ReλkImλk
(∫ l1
0
b(s)|u|2ds+M|u(l)|2
)
.
If u(l) = 0, then the identity us(l) = (Mλ 2k − iλkν)u(l) would imply that u is identically
zero, which is impossible since u is an eigenfunction. If Reλk 6= 0, then diving both
sides by Reλk we obtain
Imλk =
ν .|u(l)|2(∫ l1
0 b(s)|u|2ds+M|u(l)|2
) ,
hence Imλk > 0 since M, |u(l)|, ν and
∫ l1
0 b(s)|u|2ds are all positive. Now if Reλk = 0,
then taking the real part of (5.34) we get
0 =
(
−M(Imλk)2+ Imλkν
)
|u(l)|2−
∫ l
0
|us|2ds− (Imλk)2
(∫ l1
0
b(s)|u|2ds
)
= Imλkν |u(l)|2−
∫ l
0
|us|2ds− (Imλk)2
(∫ l1
0
b(s)|u|2ds+M|u(l)|2
)
,
from which we obtain that Imλk > 0. Hence property (2) of Theorem 5.6 is obtained. Now
to prove property 3 of the theorem we note that ϕ(−λ¯ ) = ϕ(λ ) which implies that the
function is real valued on the imaginary axis. Furthermore, we know that
ϕ(λ ) =−λ 2N1 cosλa+ iλN2 cosλa+λN3 sinλa+N4 cosλa
+ iN5 sinλa+ iN6
cosλa
λ
+N7
sinλa
λ
+
∫ a
0
ξ1(t)
sinλ t
λ
dt
+ i
∫ a
0
ξ2(t)
cosλ t
λ
dt,
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and replacing sine and cosine functions with their exponential form,
ϕ(λ ) =−λ 2N1
(eiλa+ e−iλa
2
)
+ iλN2
(eiλa+ e−iλa
2
)
+λN3
(eiλa− e−iλa
2
)
+N4
(eiλa+ e−iλa
2
)
+ iN5
(eiλa− e−iλa
2i
)
+ iN6
(eiλa+ e−iλa
2λ
)
+N7
(eiλa− e−iλa
2iλ
)
+
∫ a
0
ξ1(t)
(eiλ t − e−iλ t
2iλ
)
dt+ i
∫ a
0
ξ2(t)
(eiλ t + e−iλ t
2λ
)
dt,
from which we obtain that
ϕ(±iτ) =
τ→∞
τ2
2
N1eτa+O(τeτa)
and we can deduce that ±∞ are not zeroes of ϕ , and that the number of pure imaginary
zeroes (counting multiplicity) is even. Hence property (3) of the Theorem 5.6 is proved.

Theorem 5.7. If b ∈W 22 (0, l1), b(s)> ε > 0 for s ∈ [0, l1], 0 < l1 < l < ∞, ν > 0, then the
spectrum {λk : k ∈ Z∪{0+}} of (5.17), (5.18) and (5.19) satisfy the following asymptotics
λk =
k→∞
pi
a
(k− 1
2
)+
P1
(k− 12 )
+
bk
k
,
where {bk}∞−∞ ∈ l2 and P1 =− K2piK1 .
Proof. We know from Proposition 5.3 that if b∈W 22 (0, l1) then characteristic equation (5.31)
takes the form
ϕ(λ ) =−λ 2K1 cosλa+ iλK2 cosλa+λK3 sinλa+K4 cosλa+ iK5 sinλa
+ iK6
cosλa
λ
+K7
sinλa
λ
+K8
cosλa
λ 2
+λ
∫ a
0
ζ1(t)sinλ tdt
+
∫ a
0
ζ2(t)cosλ tdt+
∫ a
0
ζ3(t)sinλ tdt+ i
∫ a
0
ζ4(t)
cosλ t
λ
dt
+
∫ a
0
ζ5(t)
sinλ t
λ
dt+
∫ a
0
ζ6(t)
cosλ t
λ 2
dt.
where the constants K j, j = 1,2, . . . ,8 and the functions ζi, i = 1,2, . . . ,6 are as defined in
Proposition 5.3, and the M j, j = 1,2, . . . ,4 are defined as before. Now suppose that λk is a
zero of ϕ , then since Imλk > 0 for all k we can divide ϕ(λk) = 0 through by iλ 2k K1 to get
icosλka+L1
cosλka
λk
+ iL2
sinλka
λk
+
Ψ1(λk)
λk
= 0
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where
Ψ1(λk) =
1
iλkK1
(
K4 cosλka+ iK5 sinλka+ iK6
cosλka
λk
+K7
sinλka
λk
+λk
∫ a
0
ζ1(t)sinλktdt+K8
cosλka
λ 2k
+
∫ a
0
ζ2(t)cosλktdt+
∫ a
0
ζ3(t)sinλktdt
+ i
∫ a
0
ζ4(t)
cosλkt
λk
dt+
∫ a
0
ζ5(t)
sinλkt
λk
dt
+
∫ a
0
ζ6(t)
cosλkt
λ 2k
dt
)
Then a direct application of Theorem 4.4 gives the results. 
Theorem 5.8. If b ∈W 42 (0, l1), b(s)> ε > 0 for s ∈ [0, l1], 0 < l1 < l < ∞, ν > 0, then the
spectrum {λk : k ∈Z∪{0+}} of (5.17), (5.18) and (5.19) satisfy the following asymptotics:
λk =
pi
a
(k− 1
2
)+
Q1
(k− 12 )
+ i
Q2
(k− 12 )2
+
Q3
(k− 12 )3
+
βk
k3
where
Q1 =
P2
pi
Q2 =−a(P1P2+P4)pi2
Q3 =
(−P6−P2P3+P1P4+P21 P2+ 13 P32 )a2
pi3
−a P
2
2
pi3
,
Pj =
K j+1
K1
, j = 1,2, . . . ,6, and {βk}∞−∞ ∈ l2.
Proof. Recall that if b∈W 42 (0, l1) that Proposition 5.4 gives that the characteristic equation
has the form
ϕ(λ ) =−λ 2N1 cosλa+ iλN2 cosλa+λN3 sinλa+N4 cosλa
+ iN5 sinλa+ iN6
cosλa
λ
+N7
sinλa
λ
+
∫ a
0
ξ1(t)
sinλ t
λ
dt+ i
∫ a
0
ξ2(t)
cosλ t
λ
dt.
Therefore applying Theorem 4.8 we obtain results. 
When comparing these results to Lemma 2.3 of the case considered by Pivovarchik
and Mennicken in [12] we see that the asymptotic expansion of eigenvalues still retains
the form it had in [12] when a concentrated mass was introduced at the endpoint with the
exception that Q2 > 0 in [12] whereas in this case we have that Q2 = 0 as will be shown
later.
Theorem 5.9. If b ∈W 62 (0, l1), b(s)> ε > 0 for s ∈ [0, l1], 0 < l1 < l < ∞, ν > 0, then the
spectrum {λk : k ∈Z∪{0+}} of (5.17), (5.18) and (5.19) satisfy the following asymptotics:
λk =
pi
a
(k− 1
2
)+
Q1
(k− 12 )
+ i
Q2
(k− 12 )2
+
Q3
(k− 12 )3
+ i
Q4
(k− 12 )4
+
Q5
(k− 12 )5
+
βk
k5
52 DANIEL SIPHO MDHLULI
where {βk}∞−∞ ∈ l2, Q1,Q2,Q3 are as in Theorem 5.8 while Q4 and Q5 are defined as
follows
Q4 =
aP2Q2
pi2
+
(P4+P1P2)2a2Q1
pi3
− a
3(P8+P2P5+P1P6+P3P4+2P1P2P3−P22 P4−P21 P4−P32 P1−P31 P2)
pi4
Q5 =
aP2Q3
pi2
− 2a
2Q2(P4+P1P2)
pi3
− 3a
3Q1(−P6−P2P3+P1P4+ 13 P22 +P2P21 )
pi4
+
(−P10−P2P7+P1P8−P3P6+P4P5+P22 P6+2P1P2P5−P2P23 )a4
pi5
+
(−P2P24 +P21 P6+2P1P3P4−3P1P22 P4+3P21 P2P3+P32 P3−P31 P4−2P21 P32 −P41 P2− 15 P52 )a4
pi5
− P
3
2 a
2
pi5
Proof. According to Proposition 5.5 if b ∈W 62 (0,a) then the characteristic function takes
the form
ϕ(λ ) =−λ 2K1 cosλa+ iλK2 cosλa+λK3 sinλa+K4 cosλa+ iK5 sinλa+ iK6 cosλaλ
+K7
sinλa
λ
+K8
cosλa
λ 2
+ iK9
sinλa
λ 2
+ iK10
cosλa
λ 3
+K11
sinλa
λ 3
+
∫ a
0
ξ1(t)
sinλ t
λ 3
dt+ i
∫ a
0
ξ2(t)
cosλ t
λ 3
dt
where the constants K j, j = 1,2, . . . ,11 and the functions ξ1 and ξ2 are as defined in Propo-
sition 5.5. Then a direct application of Theorem 4.8 gives the desired asymptotic expan-
sion. 
We conclude this section by doing some simple algebra which will help us to draw
important conclusions which affect the direct and inverse problem. Using the definition of
K j, j = 1,2, . . . ,11 for the case where b ∈W 62 (0, l1) given in the previous theorem we can
see that
K1K5 = M−11 M
−1
2 K(a,a)+M
−1
1 M
−1
2 M3
and
K2K3 =−K(a,a)M−11 M−12 −M−11 M−12 M3
so then
(5.35) K1K5+K2K3 = 0.
We also know that
K4 = 1+M−12 Kx(a,a)+M
−1
2 M3K(a,a),
and
K6 =−K2Kx(a,a)−K2M3K(a,a)
then it follows that
K2K4−K2+K1K6 = 0.
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It is clear from Theorem 5.5 how M1 and M2 are related to the constants K1 and K2, we now
show the relationship between M3 and M4 and the coefficient Ki, i = 1,2, . . . ,11. From the
definition of K5 we can see that
(5.36)
K5
K2
= K(a,a)+M3.
Now using the definition of K7 we obtain that
K2K7 = M−11 K(a,a)−M−11 M−12 Kxt(a,a)+M−11 M4−M−11 M−12 M3Kt(a,a),
furthermore, the definition of K9 also gives that
K1K9 = M−11 M
−1
2 Kxt(a,a)+M
−1
1 M
−1
2 M3Kt(a,a)
then combining both equations we deduce that
−(K2K7+K1K9) =−(M−11 K(a,a)+M−11 M4)
therefore
(5.37) K5− (K2K7+K1K9) = M−11 M3−M−11 M4.
Now dividing by M1 we get that
(5.38) M3−M4 = K5− (K2K7+K1K9)
M−11
.
Similarly, using the definition of K10 and K8 we also see that
K1K10 = M−11 M
−1
2 Kxtt(a,a)+M
−1
1 M
−1
2 M3Ktt(a,a)
while
K2K8 =−M−11 Kx(a,a)−M−11 M−12 Kxtt(a,a)−M−11 M4K(a,a)−M−11 M−12 M3Ktt(a,a)
from which we get that
K1K10+K2K8 =−M−11 Kx(a,a)−M−11 M4K(a,a).
So then combining this with K6 we see that
K6− (K1K10+K2K8) =−(M−11 M3−M−11 M4)K(a,a),
therefore using equation (5.37) we obtain that
K(a,a) =−
(K6− (K1K10+K2K8)
K5− (K2K7+K1K9)
)
.
Altogether, from the above deductions we observe that M3 and M4 satisfy the following
relationship
M3 =
K5
K2
+
(K6− (K1K10+K2K8)
K5− (K2K7+K1K9)
)
while
M4 =
(K6− (K1K10+K2K8)
K5− (K2K7+K1K9)
)
+
K2K7+K1K9
K2
Corollary 5.10. The term Q2 in all the asymptotics expansion is equal to zero.
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Proof. We know from Theorem 5.8 that
Q2 =−a(P1P2+P4)pi2
now using the definition Pi =
Ki+1
K1
we can see that
Q2 =− api2
1
K21
(K1K5+K2K3)
and using equation (5.35) we deduce that Q2 = 0. 
Corollary 5.11.
P8+P2P5+P1P6+P3P4+2P1P2P3−P22 P4−P21 P4−P32 P31 −P31 P2 =
M−11 (M4−M3)
M−22
Proof. We will use the identity P4 +P1P2 = 0 which was established in Corollary 5.10 to
simplify the following
P8+P2P5+P1P6+P3P4+2P1P2P3−P22 P4−P21 P4−P32 P31 −P31 P2
= P8+P2P5+P1P6+P3P4+2P1P2P3−P22 (P4+P1P2)−P21 (P4+P1P2)
= P8+P2P5+P1P6+P3(P4+P1P2)+P1P2P3
= P8+P2P5+P1P6+P1P2P3
=
K9
K1
+
(K3K6+K2K7)
K21
+
K2K3K4
K31
.
Now using the definition of K7 we can see that
K2K7 = M−11 K(a,a)−M−11 M−12 Kxt(a,a)+M−11 M4−M−11 M−12 M3Kt(a,a)
while using the definition of K9 we can deduce that
K1K9 = M−11 M
−1
2 Kxt(a,a)+M
−1
1 M
−1
2 M3Kt(a,a)
therefore
(5.39) K2K7+K1K9 = M−11 K(a,a)+M
−1
1 M4.
Furthermore, using the definitions of K3, K4 and K6 we can see that
K1K3K6 = M−12 (K(a,a)M
−1
2 +M
−1
2 M3)(M
−1
1 Kx(a,a)+M
−1
1 M3K(a,a))
while
K2K3K4 =−M−11 (K(a,a)M−12 +M−12 M3)(1+M−12 Kx(a,a)+M−12 M3K(a,a))
so then summing the two terms we get that
(5.40) K1K3K6+K2K3K4 =−M−11 (K(a,a)M−12 +M−12 M3).
Lastly, using (5.39) and (5.40) we can obtain that
(5.41) K1(K2K7+K1K9)+(K1K3K6+K2K3K4) = M−11 M
−1
2 (M4−M3),
therefore
P8+P2P5+P1P6+P3P4+2P1P2P3−P22 P4−P21 P4−P32 P31 −P31 P2 =
M−11 (M4−M3)
M−22

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This result can also be seen in the light of Theorem 5.6 as further reinforcement to the
postulate that for all k we have that Imλk > 0.
Corollary 5.12.
K1K5+K1K3K6+K2K3K4 = 0
Proof. The results can be deduced by using the two equations for M3−M4 in (5.38) and
(5.41) or by using the definition Ki, i = 1, . . . ,11. 
It is clear from the above equations that there is more than one way of defining M3 and
M4 due to the multitude of identities that exist in this problem, therefore no preference will
be given to either one of the identities and these identities will be assumed to hold from
this point onwards.
6. INVERSE PROBLEM
In this section we will recover the following parameters {a,q(x),M1,M2,M3,M4} from
the knowledge of the spectrum and the length of the string. It will be shown that from
the asymptotic expansion of the eigenvalues and all the properties of a spectrum that we
can construct an entire function whose zeroes correspond to our eigenvalues and has co-
efficients that contains some information about the constants M1, M2, M3, and M4 which
in turn are related to the parameters b(s), ν > 0, l1 of the string and the mass of the ring
M. We will also give a construction of the S-matrix which will be used in the Marchenko
integral equation to recover the potential uniquely. Lastly, once the potential has been re-
covered we will then give an algorithm on how to recover the parameters b(s), ν > 0, l1
and the mass of the ring M.
Denote by SL the class {a,q(x),M1,M2,M3,M4} satisfying the following conditions
(1) a > 0, M j ∈ R for j = 1,2 · · ·4, M1 > 0, M2 > 0, M3,M4 ∈ R.
(2) The function q(x) is real valued and belongs to L2(0,a)
(3) The operator A acting on L2(0,a) according to
D(A) = { f : f ∈W 22 (0,a), f (0) = 0, f ′(a)+M4 f (a) = 0}
A f =− f ′′+q(x) f
is strictly positive.
Theorem 6.1. Let {λk : k ∈ Z∪ {0+}} be a properly enumerated sequence of complex
numbers satisfying the following conditions
(1) For all k ∈ Z∪{0+} we have that Imλk > 0,
(2) The number of pure imaginary λk is even,
(3) The sequence {λk : k ∈ Z∪{0+}} is symmetric with respect to the imaginary axis
and the corresponding multiplicities of symmetric points coincide,
(4) Being enumerated in a proper way, the sequence {λk : k ∈ Z∪{0+}} admits the
following asymptotic
(6.1) λk =
k→∞
pi
a
(k− 1
2
)+
Q1
(k− 12 )
+ i
Q2
(k− 12 )2
+
Q3
(k− 12 )3
+ i
Q4
(k− 12 )4
+
Q5
(k− 12 )5
+
βk
k5
where {βk}∞−∞ ∈ l2, a > 0, Q j ∈ R, for j = 1,2,3,4, furthermore Q2 = 0, and
Q4 > 0,
then there exist a unique set {a,q(x),M1,M2,M3,M4} ∈SL such that {λk : k ∈ Z∪{0+}}
is the spectrum of (5.17)-(5.19).
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The proof of the above theorem will be broken down into a number of theorems, lemmas,
proposition and corollaries, and that quest to prove Theorem 6.1 begins from this point
onwards. We begin by recovering the set {a,q(x),M1,M2,M3,M4} from all the conditions
of Theorem 6.1. We know from condition 4 of Theorem 6.1 that
λk =
k→∞
pi
a
(k− 1
2
)+
Q1
(k− 12 )
+ i
Q2
(k− 12 )2
+
Q3
(k− 12 )3
+ i
Q4
(k− 12 )4
+
Q5
(k− 12 )5
+
βk
k5
then it follows that
(6.2) 0 < a = lim
k→∞
pik
λk
hence a is recovered. In order to characterize the growth of an entire function for large
values of λwe introduce the function
M f (r) = max|z|=r
| f (z)|.
Let f be an arbitrary entire function of order 1. A function f is said to be of exponential
type σ if and only if there exist a greatest lower bound σ of positive numbers A for which
asymptotically
M f (r)< eAr for r ≥ r0(σ).
Let us consider an auxiliary function χ0 defined by
χ0(λ ) = cosλa− iP1 cosλaλ −P2
sinλa
λ
−P3 cosλaλ 2 − iP4
sinλa
λ 2
− iP5 cosλaλ 3
−P6 sinλaλ 3 −P7
cosλa
λ 4
− iP8 sinλaλ 4 − iP9
cosλa
λ 5
−P10 sinλaλ 5 +
φ(λ )
λ 5
,
where Pi =
K1+1
K1
, i= 1,2, . . . ,10 are real valued constants, K1 6= 0 and φ is an entire function
of exponential type≤ a. To show that the auxiliary function χ0 is of exponential type a> 0
we note that for λ = σ + iρ where σ and ρ are arbitrary numbers
|cosλa|=
∣∣∣eiλa+ e−iλa
2
∣∣∣
≤ e|ρ|a,
and similarly |sinλa| ≤ e|ρ|a. Therefore, using these inequalities we can now write that
(6.3) χ0(λ ) = cosλa+O(
e|ρ|a
λ
)
for sufficiently large λ , from which we deduce that χ0 has type a > 0.
Definition 6.2. A function S(λ ) is said to be a function of sine type if it is an entire function
of exponential type σ > 0 satisfying the following conditions:
(1) All its zeroes lie in horizontal strip |Imλ |< h; for some h > 0.
(2) The inequalities
0 < m≤ |S(λ )| ≤M < ∞
holds on some line Imλ = const
(3) The types of S(λ ) in the upper and lower half planes are equal.
It is sometimes convenient to use the following definition of a function of a sine type,
equivalent to the one above (see equation (1.2) on p.80 of [7]). An entire function S(λ ) of
exponential type σ > 0 is said to be a function of sine type if for some H > 0
0 < m < |S(x+ iy)|e−σ |y| ≤M < ∞ (|y| ≥ H).
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We will state without proof the proposition found in lemma 5 of [7].
Proposition 6.3. Let {λk}∞−∞ be the sequence of zeroes of a function S of sine type ≤ σ
belonging to Lp(−∞,∞), and let the sequence {ψk}∞−∞ be of the form
ψk = bλ−mk +bkλ
−m
k ,
where m is a positive integer and {bk}∞−∞ ∈ lp, p > 1. Then the function defined by
S˜(z) = lim
p→∞
p
∏
k=−p
(
1− z
(λk +ψk)
)
where λk +ψk 6= 0 for all k, has a representation of the form
S˜(z) =CS(z){1+B1z−1+B2z−2+ · · ·+Bmz−m}−aCS′(z)z−m+ fm(z)z−m,
where
C =
∞
∏
−∞
(
1+ψkλ−1k
)−1
,
and B1,B2, · · ·Bm are constants, fm(z) is an entire function of exponential type σ belonging
to L2(−∞,∞).
Now, let us introduce the function
(6.4) χ(λ ) = lim
n→∞
n
∏
k=+0
(
1− λ
λk
) −0
∏
k=−n
(
1− λ
λk
)
,
whose limit need not exist yet where λk satisfy the following asymptotic
λk =
pi
a
(k− 1
2
)+
Q1
(k− 12 )
+ i
Q2
(k− 12 )2
+
Q3
(k− 12 )3
+ i
Q4
(k− 12 )4
+
Q5
(k− 12 )5
+O(1).
The fact that the set {λk : k ∈ Z∪{0+}} is symmetric with respect to the imaginary axis
will be expressed by stating that λ−k =−λ¯k for all λk not purely imaginary. Then pairing
λk not pure imaginary we compute the following(
1− λ
λk
)(
1− λ
λ−k
)
=
(
1−λ (λk +λ−k)
λkλ−k
− λ
2
|λk|2
)
=
(
1+ iλ
(2Imλk)
|λk|2 −
λ 2
|λk|2
)
(using λ−k =−λ¯k)
=
(
1+λ .O((k− 1
2
)−2)− λ
2
|λk|2
)
,
from which we obtain that over a compact subset of C the function χ is an entire function
of λ that is uniformly convergent. Let us defined the following entire function
Γ(λ ) =−λ 2K1 cosλa+ iλK2 cosλa+λK3 sinλa+K4 cosλa+ iK5 sinλa+ iK6 cosλaλ
(6.5)
+K7
sinλa
λ
+K8
cosλa
λ 2
+ iK9
sinλa
λ 2
+ iK10
cosλa
λ 3
+K11
sinλa
λ 3
+
ψ(λ )
λ 3
,
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where K j, j = 1,2, . . . ,11 are constants and ψ is an entire function of exponential type≤ a
which belongs to L2(−∞,∞). We further identify the function χ0 as χ0(λ ) =−Ψ(λ )K1 where
the function Ψ is as defined on page 38 and satisfies the following equations
(6.6) Q1 =−P2pi
(6.7) Q2 =− (P4+P1P2)api2
(6.8) Q3 =
(−P6−P2P3+P1P4+P21 P2+ 13 P32 )a2
pi3
−a P
2
2
pi3
and
Q4 =
aP2Q2
pi2
+
(P4+P1P2)2a2Q1
pi3
(6.9)
− a
3(P8+P2P5+P1P6+P3P4+2P1P2P3−P22 P4−P21 P4−P32 P1−P31 P2)
pi4
Q5 =
aP2Q3
pi2
− 2a
2Q2(P4+P1P2)
pi3
− 3a
3Q1(−P6−P2P3+P1P4+ 13 P22 +P2P21 )
pi4
(6.10)
+
(−P10−P2P7+P1P8−P3P6+P4P5+P22 P6+2P1P2P5−P2P23 )a4
pi5
+
(−P2P24 +P21 P6+2P1P3P4−3P1P22 P4+3P21 P2P3+P32 P3−P31 P4−2P21 P32 −P41 P2− 15 P52 )a4
pi5
− P
3
2 a
2
pi5
,
where Pj =
K j+1
K j
, j = 1,2, . . . ,10.
Lemma 6.4. The auxiliary function χ0(λ ) is an entire function of sine type where φ is an
entire function of exponential type ≤ a which belongs to L2(−∞,∞) and satisfy φ(−λ¯ ) =
−φ(λ ).
Proof. We recall from section 4 (see pg 38) that the function φ(λ ) can be written as
(6.11) φ(λ ) =
∫ a
0
ζ (t)sinλ tdt+ i
∫ a
0
ξ (t)cosλ tdt
where ζ and ξ are real valued and belong to L2(0,a). We can observe that
φ(−λ¯ ) =
∫ a
0
ζ (t)sin(−λ¯ )tdt+ i
∫ a
0
ξ (t)cos(−λ¯ )tdt,
=−
(∫ a
0
ζ (t)sin λ¯ tdt+ i¯
∫ a
0
ξ (t)cos λ¯ tdt
)
,
=−φ(λ ).
To show that the function χ0 is a function of sine type we note that λ 2χ0 has the same
form as the function E3 of section 4 (shown in equation (4.3)), and by Theorem 4.8 the
zeroes of the function χ0 behave asymptotically as
(6.12) λ 0k =k→∞
pi
a
(k− 1
2
)+
Q˜1
(k− 12 )
+ i
Q˜2
(k− 12 )2
+
Q˜3
(k− 12 )3
+ i
Q˜4
(k− 12 )4
+
Q˜5
(k− 12 )5
+
β 0k
k5
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where {β 0k }∞−∞ ∈ l2, from which we deduce that
lim
|k|→∞
β 0k = 0.
We similarly observe that
β 0k
k5
→ 0, i Q˜2
(k− 12 )2
→ 0 andi Q˜4
(k− 12 )4
→ 0 as |k| → ∞,
which means there exists an h > 0 such that the zeroes λ 0k of χ
0 lie in the strip |Imλ |< h,
hence condition 1 of Definition 6.2 holds. Now let λ = σ + iρ with ρ > h > supk |λ 0k |.
Since the sine and the cosine functions are bounded on the line Imλ = ρ, we have that for
any ε > 0 given, there exists an ν0 > 0 such that for |λ |> ν0 on Imλ = ρ we have that∣∣∣− iP1 cosλaλ −P2 sinλaλ −P3 cosλaλ 2 − iP4 sinλaλ 2 − iP5 cosλaλ 3
−P6 sinλaλ 3 −P7
cosλa
λ 4
− iP8 sinλaλ 4 − iP9
cosλa
λ 5
−P10 sinλaλ 5 +
φ(λ )
λ 5
∣∣∣< ε
Let us set
R1(λ ) =−iP1 cosλaλ −P2
sinλa
λ
−P3 cosλaλ 2 − iP4
sinλa
λ 2
− iP5 cosλaλ 3
−P6 sinλaλ 3 −P7
cosλa
λ 4
− iP8 sinλaλ 4 − iP9
cosλa
λ 5
−P10 sinλaλ 5 +
φ(λ )
λ 5
then the above gives that for all ε > 0 there exist an ν0 such that
|λ |> ν0, Imλ = ρ ⇒ |R1(λ )−0|< ε.
So for |λ |> ν0 also on the line Imλ = ρ we have that
|cosλa+R1(λ )| ≤ |cosλa|+ |R1(λ )|
< |cosλa|+ ε.
We also know that the cosine is bounded above as follows
|cosλa|=
∣∣∣eiλa+ e−iλa
2
∣∣∣,
≤ |e
−iλa
2
|+ |e
iλa
2
|
=
eρa
2
+
e−ρa
2
= N,
so using the upper bound we obtain that for λ sufficiently large on the line Imλ = ρ, we
have that
|χ0(λ )| ≤ |cosλa|+ ε
≤ N+ ε = M < ∞.
Similarly we have
|χ0(λ )| ≥ |cosλa|− |R1(λ )|
≥ |cosλa|− ε
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where
|cosλa| ≥ |e
−iλa
2
|− |e
iλa
2
|
=
eρa
2
− e
−ρa
2
= m > 0.
Therefore
|χ0(λ )| ≥ |cosλa|− ε
≥ m− ε > 0,
where ε is arbitrary small. Altogether we obtain that for|λ | > ν0 on the line Imλ = ρ =
const, the following is satisfied
0 < m− ε ≤ |χ0(λ )| ≤M+ ε < ∞.
Now for |λ | ≤ ν0 (compact) still on the line Imλ = ρ we have that χ0 attains a minimum
and a maximum m′ and M′ respectively with m′ 6= 0 (since ρ > h), so we can write
0 < m′ ≤ |χ0(λ )| ≤M′ < ∞,
which satisfies condition 2 of Definition 6.2 holds. Condition 3 of Definition 6.2 follows
from equation (6.3). Therefore the function χ0 is of sine type. 
Lemma 6.5. The function χ(λ ) can be written as the function Γ(λ ) defined in (6.5)
Proof. To prove this lemma we consider the zeroes λk as perturbation of zeroes λ 0k . Com-
paring (6.1) with (6.12) we see that
λk−λ 0k =
(βk−β 0k )
k5
=
γk
k5
,
where {γk}∞−∞ ∈ l2. We also know that λ 0k = O(k), then this implies that ∃c 6= 0 such that
|λ 0k | ≤ c|k|
which is the same as
|k|−5 ≤ c|λ 0k |−5
so then we can write k−5 = O((λ 0k )
−5), and substituting back
λk−λ 0k =
γk
k5
= γkO((λ 0k )
−5)
= δk(λ 0k )
−5,
(6.13) λk = λ 0k +δk(λ
0
k )
−5,
where {δk}∞−∞ ∈ l2. Before applying Proposition 6.3 we note the following correspondence
ψk↔ δk(λ 0k )−5, S˜(z)↔ χ(λ )
(
1− λ
λ−0
)−1 ·(1− λ
λ+0
)−1
, S(z)↔ χ0(λ ), b↔ 0,
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where λ±0 are not purely imaginary. Now applying Proposition 6.3 to the function χ0 we
get
(6.14)
χ(λ )
(
1− λ
λ−0
)−1(
1− λ
λ+0
)−1
=C0χ0(λ )
(
1+
T1
λ
+
T2
λ 2
+
T3
λ 3
+
T4
λ 4
+
T5
λ 5
)
+
ϕ(λ )
λ 5
,
where ϕ is an entire function belonging to L2(−∞,+∞) and
(6.15) C0 =
∞
∏
−∞,k 6=0
(
1+δk(λ 0k )
−6
)−1
.
Now since we have that λ−k =−λ¯k for all not pure imaginary, then we can write
χ(λ ) =
n
∏
−n
(
1− λ
λk
)
∏
|k|>n
(
1− λ
λk
)
where the first product is over the pure imaginary λk. From the product representation it
follows that
χ(−λ¯ ) =
n
∏
−n
(
1− λ¯−λk
)
∏
|k|>n
(
1− λ¯−λk
)
=
n
∏
−n
(
1− λ¯
λ¯−k
)
∏
|k|>n
(
1− λ¯
λ¯−k
)
= χ(λ ).
Now since λ±0 are not pure imaginary we compute the following product(
1− −λ¯
λ−0
)(
1− −λ¯
λ+0
)
=
(
1− λ¯
λ¯+0
)(
1− λ¯
λ¯−0
)
=
(
1− λ
λ −0
)(
1− λ
λ +0
)
.
Furthermore, if for any function g we have that g(λ ) = K · f (λ ) where g satisfy g(−λ¯ ) =
g(λ ) and K ∈ C, then we must have that K ∈ R which in turn implies that C0 ∈ R since
both χ,χ0 satisfy g(−λ¯ ) = g(λ ). Now substituting −λ¯ into equation (6.14) we get
χ(−λ¯ )
(
1− −λ¯
λ−0
)−1(
1− −λ¯
λ+0
)−1
=C0χ0(−λ¯ )
(
1− T1
λ¯
+
T2
λ¯ 2
− T3
λ¯ 3
+
T4
λ¯ 4
− T5
λ¯ 5
)
− ϕ(−λ¯ )
λ¯ 5
,
while the conjugate of (6.14) gives
χ(λ )
(
1− λ
λ−0
)−1(
1− λ
λ+0
)−1
=C0χ0(λ )
(
1+
T¯1
λ¯
+
T¯2
λ¯ 2
+
T¯3
λ¯ 3
+
T¯4
λ¯ 4
+
T¯5
λ¯ 5
)
+
¯ϕ(λ )
λ¯ 5
,
then taking the difference between the above two equations and using χ(−λ¯ ) = χ(λ ) and
χ0(−λ¯ ) = χ0(λ ) we get
0=C0χ(λ )
[( T¯1+T1
λ¯
)
+
( T¯2−T2
λ¯ 2
)
+
( T¯3+T3
λ¯ 3
)
+
( T¯4−T4
λ¯ 4
)
+
( T¯5+T5+ϕ(λ )+ϕ(−λ¯ )
λ¯ 5
)]
.
Since 1λ ,
1
λ 2 ,
1
λ 3 ,
1
λ 4 ,
1
λ 5 are linearly independent we can deduce that T¯1 =−T1, T¯2 =T2, T¯3 =
−T3, T¯4 = T4 and− ¯ϕ(λ )=−2ReT5−ϕ(−λ¯ ), which implies that T1,T3 are pure imaginary,
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while T2,T4 ∈R. Now if ReT5 6= 0 then this contradicts the fact that ϕ ∈ L2(−∞,∞), so we
have that ReT5 = 0 and ϕ(−λ¯ ) =−ϕ(λ ). Altogether we have that
χ(λ ) =
(
1− λ
λ+0
− λ
λ−0
+
λ 2
λ+0λ−0
)
C0χ0(λ )
(
1+
T1
λ
+
T2
λ 2
+
T3
λ 3
+
T4
λ 4
+
T5
λ 5
)
+
ϕ(λ )
λ 5
(
1− λ
λ+0
− λ
λ−0
− λ
2
|λ+0|2
)
,
which upon simplification gives
χ(λ ) =−λ 2K1 cosλa+ iλK2 cosλa+λK3 sinλa+K4 cosλa+ iK5 sinλa+ iK6 cosλaλ
+K7
sinλa
λ
+K8
cosλa
λ 2
++iK9
sinλa
λ 2
+ iK10
cosλa
λ 3
+K11
sinλa
λ 3
+
ψ(λ )
λ 3
where K1 =
C0
|λ+0|2 6= 0. 
Proposition 6.6. K1 > 0
Proof. We are going to prove the proposition by proving that C0 > 0 using λ 0−k = −λ¯ 0−k
and that λ−k =−λ¯k, for all not pure imaginary. Recall that
C0 =
∞
∏
−∞,k 6=0
(
1+δk(λ 0k )
−6
)−1
,
and suppose that λ 0k is not pure imaginary, then
λ−k = λ 0−k +δ−k(λ
0
−k)
−5
=−λ¯ 0k +δ−k(−λ¯ 0k )−5,
while
−λ¯k =−λ¯ 0k − δ¯k(λ¯ 0k )−5
then taking the difference between the two equation we obtain
0 =− 1
(λ¯ 0k )5
(−δ−k + δ¯k), ∀k, |k|> n
which implies that δ−k = δ¯k. So for |k|> n, we note that
(1+δ−k(λ 0−k)
−6)−1(1+δk(λ 0k )
−6)−1
= (1+ δ¯k(λ¯ 0k )
−6)−1(1+δk(λ 0k )
−6)−1
= (1+δk(λ 0k )−6)−1(1+δk(λ
0
k )
−6)−1
=
1∣∣∣1+δk(λ 0k )−6∣∣∣2 > 0.
We can also write (6.13) as
λk
λ 0k
= 1+δk(λ 0k )
−6,
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so then
C0 =
n
∏
k=−n,k 6=0
(
1+δk(λ 0k )
−6
)−1
∏
|k|>n
(
1+δk(λ 0k )
−6
)−1
=
n
∏
k=−n,k 6=0
( λk
λ 0k
)−1
∏
|k|>n
(
1+δk(λ 0k )
−6
)−1
> 0,
since Imλk and Imλ 0k > 0 for all k (where the first product is over the pure imaginary λk
and λ 0k ). Note that the above computation assumed that the non pure imaginary eigenvalue
λ 0k is perturbed into λk which is also not pure imaginary. Suppose now that the pure
imaginary eigenvalue λ 0k is perturbed into λk which is not purely imaginary (we have only
a finite number of such λ 0k to consider since there are only a finite number of λ
0
k which are
pure imaginary). Therefore, the product
C0 =
n
∏
k=−n,k 6=0
( λk
λ 0k
)−1
∏
|k|>n
(
1+δk(λ 0k )
−6)−1 > 0
since for any pair λk and λ 0k from the first product we have that
λk
λ 0k
· λ−k
λ 0−k
=
−λk · λ¯k
−Imλ 0k · Imλ 0−k
> 0.

Now that we know from Lemma 6.5 that the function χ(λ ) takes the form
χ(λ ) =−λ 2K1 cosλa+ iλK2 cosλa+λK3 sinλa+K4 cosλa+ iK5 sinλa+ iK6 cosλaλ
+K7
sinλa
λ
+K8
cosλa
λ 2
++iK9
sinλa
λ 2
+ iK10
cosλa
λ 3
+K11
sinλa
λ 3
+
ψ(λ )
λ 3
we now write the following relationships
χ(
2pik
a
) =−(2pik
a
)2K1+ i
2pik
a
K2+K4+ i
K6
( 2pika )
+K8
( a
2pik
)2
+ iK10
( a
2pik
)3
+
ψ( 2pika )
( 2pika )
3
and
χ
(2pi
a
(k+
1
4
)
)
=
2pi
a
(k+
1
4
)K3+ iK5+
K7
2pi
a (k+
1
4 )
+ iK9
( a
2pi(k+ 14 )
)2
+K11
( a
2pi(k+ 14 )
)3
+
ψ( 2pia (k+
1
4 ))
( 2pia (k+
1
4 ))
3
.
It now follows that the constants Ki, i = 1, . . . ,11 can be obtained as follows
K1 =−
( a
2pi
)2
lim
k→∞
k−2χ(
2pik
a
),
K2 =−i
( a
2pi
)
lim
k→∞
k−1
(
χ(
2pik
a
)+(
2pik
a
)2K1
)
,
K3 = (
a
2pi
) lim
k→∞
k−1
(
χ(
2pi
a
(k+
1
4
))
)
,
K4 = lim
k→∞
(
χ(
2pik
a
)+(
2pik
a
)2K1− (2pika )iK2
)
,
K5 =−i lim
k→∞
(
χ(
2pi
a
(k+
1
4
))− 2pi
a
(k+
1
4
)K3
)
,
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K6 =
2pi
a
lim
k→∞
k
(
χ(
2pik
a
)+(
2pik
a
)2K1− (2pika )iK2−K4
)
,
K7 =
2pi
a
lim
k→∞
k
(
χ(
2pi
a
(k+
1
4
))− 2pi
a
(k+
1
4
)K3− iK5
)
,
K8 =
(2pi
a
)2
lim
k→∞
k2
(
χ(
2pik
a
)+(
2pik
a
)2K1− i
(2pik
a
)
K2−K4− iK6
( a
2pik
))
K9 =−i
(2pi
a
)2
lim
k→∞
k2
(
χ(
2pi
a
(k+
1
4
))− 2pi
a
(k+
1
4
)K3− iK5−K7
( a
2pi(k+ 14 )
))
K10 =−i
(2pi
a
)3
lim
k→∞
k3
(
χ(
2pik
a
)+(
2pik
a
)2K1−i
(2pik
a
)
K2−K4−iK6
( a
2pik
)
−K8
( a
2pik
)2)
K11 =
(2pi
a
)3
lim
k→∞
k3
(
χ(
2pi
a
(k+
1
4
))− 2pi
a
(k+
1
4
)K3−iK5−K7
( a
2pi(k+ 14 )
)
−iK9
( a
2pi(k+ 14 )
)2)
In order to recover M1, M2, M3 and M4 we define
(6.16) M2 = K1
(6.17) M1 = K2
(6.18) M3 =
K5
K2
+
(K6− (K1K10+K2K8)
K5− (K2K7+K1K9)
)
(6.19) M4 =
(K6− (K1K10+K2K8)
K5− (K2K7+K1K9)
)
+
K2K7+K1K9
K2
We have to remark here that M3 and M4 can not be uniquely expressed in terms of Ki
given a number of identities that exists in this problem, so from now onwards we will use
interchangeably the following identity
K2(K5− (K2K7+K1K9))
K21 K2
=− (K1(K2K7+K1K9)+(K1K3K6+K2K3K6))
K31
Definition 6.7. The entire function w(λ ) is said to be a function of Hermite-Biehler class
(HB) if it has no zeroes in the closed lower half plane and if∣∣∣w(λ )
w¯(λ )
∣∣∣< 1 for Imλ > 0.
We now give an equivalent definition of a function of HB type, the proof of which can
be found in Theorem 6 of [8].
If a function w(z) has a representation
w(z) = zmeu(z)+i(γz+δ )
∞
∏
1
(
1− z
ak
)
eRPm(
z
ak
)
,
and
∞
∑
1
∣∣∣Im( 1
ak
)
∣∣∣< ∞, Im(ak)> 0 ∀k,
where u(z) is a real entire function, γ ≥ 0, δ a real constant and RPm the
real part of Pm where
Pm(
z
ak
) =
( z
ak
+
z2
2a2k
+ · · ·+ z
m
mamk
)
for m≥ 0
(called the Weierstrass primary factors) then w(z) ∈ HB.
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Lemma 6.8. χ(λ ) ∈ HB
Proof. Using the equivalent definition of HB functions to prove the lemma and the asymp-
totic expansion of λk
λk =
k→∞
pi
a
(k− 1
2
)+
Q1
(k− 12 )
+ i
Q2
(k− 12 )2
+
Q3
(k− 12 )3
+ i
Q4
(k− 12 )4
+
Q5
(k− 12 )5
+
βk
k5
we observe that
Im(
1
λk
) =
k→∞
− Q2
(k− 12 )2
− Q4
(k− 12 )4
− Im(βk)k5∣∣∣pia (k− 12 )+ Q1(k− 12 ) + i Q2(k− 12 )2 + Q3(k− 12 )3 + i Q4(k− 12 )4 + Q5(k− 12 )5 + βkk5
∣∣∣2 .
Since {βk}∞−∞ ∈ l2 then we must have that lim|k|→∞βk = 0, so then
Im(βk)
k5
→ 0, Q4
(k− 12 )4
→ 0 and− Q2
(k− 12 )2
→ 0 as |k| → ∞,
which allows us to simplify the following
− Q2
(k− 12 )2
− Q4
(k− 12 )4
− Im(βk)
k5
= O(1),
and∣∣∣pi
a
(k− 1
2
)+
Q1
(k− 12 )
+i
Q2
(k− 12 )2
+
Q3
(k− 12 )3
+i
Q4
(k− 12 )4
+
Q5
(k− 12 )5
+
βk
k5
,
∣∣∣2 =O((k− 1
2
)2),
from which we ultimately deduce that∣∣∣Im( 1λk )
∣∣∣= ∣∣∣O((k− 1
2
)−2)
∣∣∣,
therefore
∑
|k|>n0
∣∣∣Im( 1λk )
∣∣∣< ∞.
Altogether we have that
∞
∑
−∞,k 6=0
∣∣∣Im( 1λk )
∣∣∣< ∞,
and we know that for all k that Imλk > 0, and χ as defined by equation (6.4) admits the
product representation depicted in Theorem 6 of [8], therefore χ(λ ) ∈ HB. 
Lemma 6.9.
(6.20) K2K3+K1K5 = 0
Proof. We know from Lemma 6.5 that the function χ can be represented as in equation
(6.5). Now applying Theorem 4.8 we get that
pi2
a
Q2 =−P1P2−P4
=
K2
K1
(
− K3
K1
)
− K5
K1
=−K2K3
K21
− K5
K1
=−
(K2K3+K1K5
K21
)
.
66 DANIEL SIPHO MDHLULI
Since we know that a,K21 > 0 and Q2 = 0 it then follows that K2K3+K1K5 = 0. 
Lemma 6.10. The derivative of the function χ at zero satisfy Reχ ′(0) = 0 and Imχ ′(0)> 0
Proof. Recall that
χ(λ ) = lim
n→∞
n
∏
k=+0
(
1− λ
λk
) −0
∏
k=−n
(
1− λ
λk
)
,
then differentiating the function logarithmically we obtain
χ ′(λ ) =
∞
∑
−∞
f ′(λ )
f (λ )
.χ(λ ),
where f (λ ) = (1− λλk ). Therefore
χ ′(0) =
∞
∑
0
(
− 1
λk
− 1
λ−k
)
χ(0)
=−
∞
∑
0
(λ+k +λ−k
λ+kλ−k
)
=
∞
∑
0
( i(Imλ+k + Imλ−k)
−λ+kλ−k
)
,
from which the results follow. 
Corollary 6.11. K2 > 0
Proof. Let us consider the function χ(λ ) as a perturbation of the function ϕ1(λ ) defined
by
ϕ1(λ ) =−λ 2K1 cosλa =−λ 2K1
∞
∏
1
(
1− 4a
2λ 2
(2k−1)2pi2
)
.
We now rewrite our function χ(λ ) as follows
χ(λ ) =ϕ1(λ ). lim
n→∞
n
∏
+0
(
1− λ
λk
) −0
∏
−n
(
1− λ
λk
)
.(−λ−2K−11 )
∞
∏
1
(
1− 4a
2λ 2
(2k−1)2pi2
)−1
= ϕ1(λ )
(
1− λ
λ+0
)(
1− λ
λ−0
)
lim
n→∞
n
∏
+1
(
1− λ
λk
) −1
∏
−n
(
1− λ
λk
)
.
∞
∏
1
(
1− 4a
2λ 2
(2k−1)2pi2
)−1
(−λ−2K−11 )
=−λ−2K−11 ϕ1(λ )
(
1− λ
λ+0
)(
1− λ
λ−0
)
lim
n→∞
n
∏
1
(
1− λ
λ+k
)(
1− λ
λ−k
)
.
∞
∏
1
(
1− 4a
2λ 2
(2k−1)2pi2
)−1
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χ(λ ) =−λ−2K−11 ϕ1(λ )
(
1− iλ Imλ+0+ Imλ−0
λ+0λ−0
+
λ 2
λ+0λ−0
)
.
∞
∏
1
(
1− iλ Imλ+k + Imλ−k
λ+kλ−k
+
λ 2
λ+kλ−k
)
.
(
1− 4a
2λ 2
(2k−1)2pi2
)−1
=−K−11 ϕ1(λ )
(
λ−2− i Imλ+0+ Imλ−0
λ+0λ−0λ
+
1
λ+0λ−0
)
.
∞
∏
1
(
λ−2− i Imλ+k + Imλ−k
λ+kλ−kλ
+
1
λ+kλ−k
)
.
(
λ−2− 4a
2
(2k−1)2pi2
)−1
.
Now substituting λ = 2pina , n ∈ N and evaluating the function as n→ ∞
χ(λ ) =−K−11 (−λ 2K1)
(
− i Imλ+0+ Imλ−0
λ+0λ−0λ
+
1
λ+0λ−0
)
. lim
p→∞
p
∏
1
(
− i Imλ+k + Imλ−k
λ+kλ−kλ
+
1
λ+kλ−k
)
.
(−(2k−1)2pi2
4a2
)
+O(1)
=
λ 2
λ+0λ−0
(
− i Imλ+0+ Imλ−0
λ
+1
)
. lim
p→∞
p
∏
1
1
λ+kλ−k
(
− i Imλ+k + Imλ−k
λ
+1
)
.
(
− (2k−1)
2pi2
4a2
)
+O(1).
= lim
p→∞
p
∏
1
λ 2
λ+0.λ−0.λ+k.λ−k
[−(Imλ−0+ Imλ+0)(Imλ−k + Imλ+k)
λ 2
− i (Imλ−0+ Imλ+0+ Imλ−k + Imλ+k)
λ
+1
]
.
∞
∏
1
(
− (2k−1)
2pi2
4a2
)
+O(1)
Then taking the imaginary part of the above equation we get
Imχ(λ ) =−
∞
∑
k=0
λ .(Imλ+k + Imλ−k)
∞
∏
1
1
|λ+0|2|λk|2 .
∞
∏
1
(
− (2k−1)
2
4a2
)
,
which is positive since Imλk > 0, for all k ∈Z+ and comparing this equation with equation
(6.5) imply that K2 > 0. 
Lemma 6.12. Assuming the identity
K2(K5− (K2K7+K1K9))
K21 K2
=− (K1(K2K7+K1K9)+(K1K3K6+K2K3K6))
K31
then
M3−M4 > 0
Proof. We know from equation 6.1 that
λk =
k→∞
pi
a
(k− 1
2
)+
Q1
(k− 12 )
+ i
Q2
(k− 12 )2
+
Q3
(k− 12 )3
+ i
Q4
(k− 12 )4
+
Q5
(k− 12 )5
+
βk
k5
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where {βk}∞−∞ ∈ l2, a > 0, Qi ∈ R, j = 1,2, . . . ,5 and that the function χ can be written as
χ(λ ) =−λ 2K1 cosλa+ iλK2 cosλa+λK3 sinλa+K4 cosλa+ iK5 sinλa+ iK6 cosλaλ
+K7
sinλa
λ
+K8
cosλa
λ 2
+ iK9
sinλa
λ 2
+ iK10
cosλa
λ 3
+K11
sinλa
λ 3
+
ψ(λ )
λ 3
,
where K j, j = 1,2, . . . ,11 are constants and ψ is an entire function of exponential type≤ a
which belongs to L2(−∞,∞),. Then applying Theorem 4.8 we obtain that
Q4 =
aP2Q2
pi2
+
(P4+P1P2)2a2Q1
pi3
− a
3(P8+P2P5+P1P6+P3P4+2P1P2P3−P22 P4−P21 P4−P32 P1−P31 P2)
pi4
.
We also know from Theorem 4.8 that
Q2 =−a(P1P2+P4)pi2
and Theorem 6.1 states that Q2 = 0 which leads to
P1P2+P4 = 0.
So then using this identity we deduce that
P8+P2P5+P1P6+P3P4+2P1P2P3−P22 P4−P21 P4−P32 P1−P31 P2
= P8+P2P5+P1P6+P1P2P3
=
(K1(K2K7+K1K9)+(K1K3K6+K2K3K4))
K31
=−K2(K5− (K2K7+K1K9))
K2K21
=−K2
K21
(M3−M4).
Since Q4 > 0 and K2 > 0 it follows that M3−M4 > 0 
We now write the function χ as follows
(6.21) χ(λ ) = P(λ )−λ 2K1Q(λ )+ iλK2Q(λ )
where
iλK2Q(λ ) = iλK2 cosλa+ iK5 sinλa+ iK6
sinλa
λ
+ iK9
sinλa
λ 2
+ iK10
cosλa
λ 3
+
(ψ(λ )+ψ(−λ )
2λ 3
)
,
from which we get that the function Q is given by
(6.22)
Q(λ ) = cosλa+
K5
K2
sinλa
λ
+
K6
K2
cosλa
λ 2
+
K9
K2
sinλa
λ 3
+
K10
K2
cosλa
λ 4
− i
(ψ(λ )+ψ(−λ )
K2λ 4
)
.
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Similarly, equating
P(λ )−λ 2K1Q(λ ) =−λ 2K1 cosλa+λK3 sinλa+K4 cosλa+K7 sinλaλ +K8
cosλa
λ 2
+K11
sinλa
λ 3
+
(ψ(λ )−ψ(−λ ))
λ 3
,
we get that the function P is given by
P(λ ) = cosλa+
(K2K7+K1K9
K2
) sinλa
λ
+
(K1K10+K2K8
K2
)cosλa
λ 2
+K11
sinλa
λ 3
(6.23)
− i
(K1ψ(λ )+K1ψ(−λ )
K2λ 2
)
+
(ψ(λ )−ψ(−λ )
λ 3
)
.
Now let us denote by {τk}∞−∞,k 6=0 the zeroes of the function Q(λ ) and by {θk}∞−∞ the zeroes
of the function P(λ ).
Definition 6.13. A function w(λ ) of complex variable λ is said to be an R function
(Nevanlinna function) if
(1) It is holomorphic in each of the half planes Imλ > 0 and Imλ < 0.
(2) w(λ¯ ) = w¯(λ ).
(3) Imλ ·Imw(λ )≥ 0, Imλ 6= 0.
Now since our function χ(λ ) can be written as
χ(λ ) = P(λ )−λ 2K1Q(λ )+ iλK2Q(λ ),
where P(λ ) and Q(λ ) are as defined before, and we consider the following function
η(λ ,ν) = χ(λ ) + λ 2νQ(λ ) as a perturbation of the function χ(λ ). The zeroes of the
function η(λ ,ν) are continuous in ν as ν approaches zero and do not cross the real axis
as ν change from zero to a positive number. Suppose that the zeroes of η(λ ,ν) crossed
the real axis as ν changed from zero to K1 > 0, then we have that η(λ ,K1) = 0 for some
λ ∈ R which implies that P(λ ) = λQ(λ ) = 0 since P and Q are real entire functions.
This in turn implies that χ(λ ) = 0 for some λ ∈ R, which contradicts that Imλk > 0 for
all zeroes λk of χ . So then we have that the zeroes of function η(λ ,ν) remains in the
upper half planes when ν changes from zero to a positive number. We also know that
η(λ ,K1) = P(λ )+ iλQ(λ ) is precisely the case depicted by equation (3.15) in [12] and
Corollarry 3.9 also of [12] gives that QP (λ ) is a Nevanlinna function. We note that the
function P(λ ) and P(λ )−λ 2K1Q(λ ) are even functions, they can be thought as function
of variables ζ = λ 2.
Corollary 6.14. The function Q(
√
ζ )
P(
√
ζ )−K1ζQ(
√
ζ )
is a Nevanlinna function
Proof.
Q(
√
ζ )
P(
√
ζ )−K1ζQ(
√
ζ )
=
( 1
P(
√
ζ )−K1ζQ(
√
ζ )
Q(
√
ζ )
)
=
( 1
−K1ζ + PQ (
√
ζ )
)
=
(
−K1ζ +
(Q
P
(
√
ζ )
)−1)−1
.
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Then taking the imaginary part of the above equation gives that
Im
( Q(√ζ )
P(
√
ζ )−K1ζQ(
√
ζ )
)
= Im
(
−K1ζ +
(Q
P
(
√
ζ )
)−1)−1
=
Im
(
−K1ζ +
(
Q
P (
√
ζ )
)−1)
∣∣∣(−K1ζ +(QP (√ζ ))−1)∣∣∣2
=
Im
(
−K1ζ +
( Q
P (
√
ζ )
|QP (
√
ζ )|2
)−1)
∣∣∣(−K1ζ +(QP (√ζ ))−1)∣∣∣2 > 0, for Imζ > 0
since QP is a Nevanlinna function. 
Let us define the following functions
(6.24) u1(λ ) =
Q(λ )−P(λ )
M3−M4
(6.25) u2(λ ) =
M3P(λ )−M4Q(λ )
M3−M4 .
Since we noted that our functions P(λ ) and Q(λ ) are even entire functions, then u1, u2 are
also even entire functions which can be considered functions of variables ζ = λ 2.
Lemma 6.15. u1u2 (ζ ) is a Nevanlinna function.
Proof. We first note that
u1
u2
(ζ¯ ) =
Q(ζ¯ )−P(ζ¯ )
M3P(ζ¯ )−M4Q(ζ¯ )
=
u1
u2
(ζ ),
and we also know that M3−M4 > 0 then evaluating the following
u1(ζ )
u2(ζ )
= (Q(ζ )−P(ζ ))(M3P(ζ )−M4Q(ζ ))−1
=
(Q
P
(ζ )−1
)(
M3−M4 QP (ζ )
)−1
=
(
Q
P (ζ )−1
)(
M3−M4 QP (ζ )
)
∣∣∣M3−M4 QP (ζ )∣∣∣2
=
(
M3 QP (ζ )−M4|QP (ζ )|2−M3+M4 QP (ζ )
)
∣∣∣M3−M4 QP (ζ )∣∣∣2 .
so then
Im
u1(ζ )
u2(ζ )
=
(
M3−M4
)
Im QP (ζ )∣∣∣M3−M4 QP (ζ )∣∣∣2 > 0 for Imζ 6= 0
Since QP is a Nevanlinna function we have that for any nonzero complex number with
Imζ 6= 0 and M3−M4 > 0 then we have that M3−M4 QP (ζ ) takes on non zero values in the
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upper and lower half plane, therefore the function u1u2 is holomorphic in each half plane.
Hence u1u2 is a Nevanlinna function. 
Corollary 6.16. The set {µ2k }∞1 of zeroes of u1(λ ) interlace with the set {ν2k }∞1 of zeroes
of the function u2(λ )
Proof. Since u1u2 is a Nevanlinna function, then according to the Theorem 1 of [8] (see pg
308) we can deduce that
νk < µk < νk+1, µ−1 < 0 < ν1
therefore
ν21 < µ
2
1 < ν
2
2 < µ
2
2 < ν
2
3 · · ·

Now let us set v(λ ) = u1(λ ) and u(λ ) = u2(λ ).
Lemma 6.17. The set {µ2k }∞1 of zeroes of u(λ ) and the set {ν2k }∞1 of zeroes of the function
v(λ ) behave asymptotically as follows:
(6.26) νk =
pik
a
− a
pik
(K6−K1K10−K7K8
K5−K2K7−K1K9)
)
+
b−k
k
,
(6.27) µk =
pi
a
(k− 1
2
)− a
pik
(K6−K1K10−K7K8
K5−K2K7−K1K9)
)
+
b+k
k
where {b∓k }∞−∞ ∈ l2.
Proof. Recall that
P(λ ) = cosλa+
(K2K7+K1K9
K2
) sinλa
λ
+
(K1K10+K2K8
K2
)cosλa
λ 2
+K11
sinλa
λ 3
− i
(K1ψ(λ )+K1ψ(−λ )
K2λ 2
)
+
(ψ(λ )−ψ(−λ )
λ 3
)
,
and that
Q(λ ) = cosλa+
K5
K2
sinλa
λ
+
K6
K2
cosλa
λ 2
+
K9
K2
sinλa
λ 3
+
K10
K2
cosλa
λ 4
− i
(ψ(λ )+ψ(−λ )
K2λ 4
)
then substituting P(λ ) and Q(λ ) into the following
v(λ ) = u1(λ ) =
Q(λ )−P(λ )
(M3−M4)
=
[(
cosλa+
K5
K2
sinλa
λ
+
K6
K2
cosλa
λ 2
+
K9
K2
sinλa
λ 3
+
K10
K2
cosλa
λ 4
− i
(ψ(λ )+ψ(−λ )
K2λ 4
))
−
(
cosλa+
(K2K7+K1K9
K2
) sinλa
λ
+
(K1K10+K2K8
K2
)cosλa
λ 2
+K11
sinλa
λ 3
− i
(K1ψ(λ )+K1ψ(−λ )
K2λ 2
)
+
(ψ(λ )−ψ(−λ )
λ 3
))]
(M3−M4)−1
=
[(K5
K2
− (K2K7+K1K9)
K2
) sinλa
λ
+
(K6
K2
− (K1K10+K2K8)
K2
)cosλa
λ 2
+
(K9
K2
−K11
) sinλa
λ 3
+
K10
K2
cosλa
λ 4
− i
(ψ(λ )+ψ(−λ )
K2λ 4
)
+ i
(K1ψ(λ )+K1ψ(−λ )
K2λ 2
)
−
(ψ(λ )−ψ(−λ )
λ 3
)]
(M3−M4)−1
=
[(K5
K2
− (K2K7+K1K9)
K2
) sinλa
λ
+
(K6
K2
− (K1K10+K2K8)
K2
)cosλa
λ 2
+
ψ2(λ )
λ 2
]
(M3−M4)−1
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where
ψ2(λ ) =
(K9
K2
−K11
) sinλa
λ
+
K10
K2
cosλa
λ 2
− i
(ψ(λ )+ψ(−λ )
2K2λ 2
)
+ i
(K1ψ(λ )+K1ψ(−λ )
2K2
)
−
(ψ(λ )−ψ(−λ )
2λ
)]
(M3−M4)−1.
From the definitions of M3 and M4 we can see that
M3−M4 = K5−K2K7−K1K9K2 ,
so then our equation reduces to
v(λ ) =
sinλa
λ
+
(K6− (K1K10+K2K8))
(K5− (K2K7+K1K9))
cosλa
λ 2
+
ψ2(λ )
λ 2
.
We recall that our entire function χ(λ ) has the form
χ(λ ) =−λ 2K1 cosλa+ iλK2 cosλa+λK3 sinλa+K4 cosλa+ iK5 sinλa+ iK6 cosλaλ
+K7
sinλa
λ
+K8
cosλa
λ 2
+ iK9
sinλa
λ 2
+ iK10
cosλa
λ 3
+K11
sinλa
λ 3
+
ψ(λ )
λ 3
,
and implies that the following relationship holds
ψ(0) =−iK10
ψ ′(0) =−aK11−K8
ψ ′′(0) = i(a2K10−2aK9−2K6).
So then evaluating the function ψ2 at zero gives that
ψ2(0) =
[(K9
K2
−K11
)
a+
K10
K2
(1− a2λ 22 )
λ 2
− i
K2
(2ψ(0)+ψ ′′(0))
2λ 2
+ i
K1
K2
ψ(0)−ψ ′(0)
]
(M3−M4)−1
=
[(K9
K2
−K11
)
a+
K10
λ 2K2
− K10a
2
2K2
− K10
λ 2K2
− i (a
2K10−2aK9−2K6)
2K2
+ i
K1
K2
(−iK10)− (aK11−K8)
]
(M3−M4)−1
=−(K6− (K2K8+K1K10)
K2
)(M3−M4)−1
=− (K6− (K2K8+K1K10))
(K5− (K2K7+K1K9)) .
To prove the assymptotic distribution of zeroes we are going to use Lemma 3.4.2 of [11]
which states that:
In order that the function y(z) admits the representation
y(z) = sinpiz+Api
4z
4z2−1 cospiz+
f (z)
z
,
where
f (z) =
∫ pi
0
f˜ (t)cosztdt, f˜ (t) ∈ L2(0,pi), f (0) = 0,
AN INVERSE PROBLEM FOR AN INHOMOGENEOUS STRING 73
it is necessary and sufficient that
y(z) = piz
∞
∏
1
k−2(µ2k − z2),
where µk = k− Ak + αkk with {αk}∞1 ∈ l2.
We make a change of variables given by λ = pia z on the function
λv(λ ) = sinλa+
(K6− (K2K8+K1K10))
(K5− (K2K7+K1K9))
cosλa
λ
+
ψ2(λ )
λ
to get
(
pi
a
z)v(
pi
a
z) = sinpiz+L
cospiz
z
+
ψ2(pia z)
(pia z)
,
where L = api
(K6−(K2K8+K1K10))
(K5−(K2K7+K1K9)) . We rewrite the above function as follows
(
pi
a
z)v(
pi
a
z) = sinpiz+L
cospiz
z
+
a
pi
ψ2(pia z)
z
= sinpiz+L
4z2−1
4z2−1
cospiz
z
+
a
pi
ψ2(pia z)
z
= sinpiz+L
4z
4z2−1
cospiz
z
+
ϕ˜(z)
z
,
where
ϕ˜(z) =
a
pi
ψ2(
pi
a
z)−L cospiz
4z2−1 ,
and it is evident that ϕ˜(0) = 0 and that ϕ˜(z) ∈ L2(−∞,∞) since ψ2(z) ∈ L2(−∞,∞) and
is an entire function. In order to apply Lemma 3.4.2 of [11] we must first show that the
function ϕ˜(z) can be wtitten in the form
ϕ˜(z) =
∫ pi
0
g˜(t)cosztdt
where g˜ ∈ L2(0,pi). Without positing the existence of the function g˜ we continue and
expand the cosine of the above equation as follows
ϕ˜(z) =
∫ pi
0
g˜(t)
(eizt + e−izt
2
)
dt
=
1
2
(∫ pi
0
g˜(t)eiztdt+
∫ pi
0
g˜(t)e−iztdt
)
=
1
2
(∫ pi
0
g˜(t)eiztdt−
∫ 0
−pi
g˜(−t)e−iztdt
)
=
1
2
(∫ pi
−pi
h˜(t)eiztdt
)
where
h˜(t) =
{
g˜(t) if t ∈ [0,pi]
−g˜(−t) if t ∈ [−pi,0),
Now since our function ϕ˜ is an entire function of exponential type ≤ a and belongs to
L2(−∞,∞) then according to the Paley Weiner theorem which states that:
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An entire function f (z) is of exponential type and belongs to L2(−∞,∞)
on the real axis if and only if
f (z) =
∫ τ
−τ
eiztφ(t)dt
where φ ∈ L2(−τ,τ).
Therefore, an application of the Paley Wiener theorem on our function ϕ˜(z) gives that for
our function ϕ˜(z) there exist a function g˜ such that ϕ˜ can be expressed ϕ˜(λ )= 12
∫ pi
−pi g˜(t)e
iztdt.
The function g˜ is an even function since ϕ˜(z) is also so, furthermore applying the inverse
Fourier transform we can then set h˜= g˜
∣∣∣
[0,pi]
from which it is evident that the reversal of the
above computation gives that the function can indeed be written as ϕ˜(z) =
∫ pi
0 g˜(t)cosztdt
and we have also shown that ϕ˜(0) = 0. Now an application of Lemma 3.4.2 of [11] gives
that the zeroes satisfy the following asymptotic
νk =
pik
a
− a
pik
(K6−K1K10−K7K8
K5−K2K7−K1K9)
)
+
b−k
k
,
where {b−k }∞−∞ ∈ l2. We substitute the function P and Q into the function u
u(λ ) = u2(λ ) =
M3P(λ )−M4Q(λ )
(M3−M4)[
M3
(
cosλa+
(K2K7+K1K9
K2
) sinλa
λ
+
(K1K10+K2K8
K2
)cosλa
λ 2
+K11
sinλa
λ 3
− i
(K1ψ(λ )+K1ψ(−λ )
K2λ 2
)
+
(ψ(λ )−ψ(−λ )
λ 3
))
−M4
(
cosλa+
K5
K2
sinλa
λ
+
K6
K2
cosλa
λ 2
+
K9
K2
sinλa
λ 3
+
K10
K2
cosλa
λ 4
− i
(ψ(λ )+ψ(−λ )
K2λ 4
))]
(M3−M4)−1
=
[
(M3−M4)cosλa+
(M3(K2K7+K1K9)
K2
−M4 K5K2
) sinλa
λ
+
(
M3
(K1K10+K2K8)
K2
−M4 K6K2
)cosλa
λ 2
+
(
M3K11−M4 K9K2
) sinλa
λ 3
−M4 K10K2
cosλa
λ 4
− iM3 K1K2
(ψ(λ )+ψ(−λ ))
λ 2
+M3
(ψ(λ )+ψ(−λ ))
λ 3
+ iM4
(ψ(λ )+ψ(−λ ))
K2λ 4
]
(M3−M4)−1
= cosλa+
(M3(K2K7+K1K9)−M4K5)
K2(M3−M4)
sinλa
λ
+
(M3(K1K10+K2K8)−M4K6)
K2(M3−M4)
cosλa
λ 2
+
(M3K11K2−M4K9)
K2(M3−M4)
sinλa
λ 3
− M4K10
K2(M3−M4)
cosλa
λ 4
− i M3K1
K2(M3−M4)
(ψ(λ )+ψ(−λ ))
λ 2
+
M3
M3−M4
(ψ(λ )+ψ(−λ ))
λ 3
+ i
M4
M3−M4
(ψ(λ )+ψ(−λ ))
K2λ 4
.
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We recall again that M3−M4 = K5−K2K7−K1K9K2 , then substituting M4 into the above equation
we get
u(λ ) = cosλa+
(M3(K2K7+K1K9)− (M3− (K5−K2K7−K1K9))K5)
K2(M3−M4)
sinλa
λ
+
ψ1(λ )
λ
= cosλa+
(K5−K2K7−K1K9K2 )(
K5
K2
−M3)
M3−M4
sinλa
λ
+
ψ1(λ )
λ
= cosλa+
(M3−M4)(K5K2 −M3)
M3−M4
sinλa
λ
+
ψ1(λ )
λ
= cosλa−
(K6−K1K10−K7K8
K5−K2K7−K1K9)
) sinλa
λ
+
ψ1(λ )
λ
,
where we have used the definition of M3 and ψ1(λ ) is given by
ψ1(λ ) =
(M3(K1K10+K2K8)−M4K6)
K2(M3−M4)
cosλa
λ
+
(M3K11K2−M4K9)
K2(M3−M4)
sinλa
λ 2
− M4K10
K2(M3−M4)
cosλa
λ 3
− i M3K1
K2(M3−M4)
(ψ(λ )+ψ(−λ ))
λ
+
M3
M3−M4
(ψ(λ )+ψ(−λ ))
λ 2
− i M4
M3−M4
(ψ(λ )+ψ(−λ ))
K2λ 3
From here onwards we proceed as before to obtain the results. 
We observe that both functions
u(λ ) = cosλa−
(K6−K1K10−K7K8
K5−K2K7−K1K9)
) sinλa
λ
+
ψ1(λ )
λ
and
v(λ ) =
sinλa
λ
+
(K6− (K1K10+K2K8))
(K5− (K2K7+K1K9))
cosλa
λ 2
+
ψ2(λ )
λ 2
satisfy the condition that
u(−λ ) =
(K6−K1K10−K7K8
K5−K2K7−K1K9)
) sin(−λa)
(−λ ) +
ψ1(−λ )
(−λ )
= u(λ ),
v(−λ ) = sin(−λa)
(−λ ) +
(K6− (K1K10+K2K8))
(K5− (K2K7+K1K9))
cos(−λa)
λ 2
+
ψ2(−λ )
λ 2
= v(λ ).
We will now construct the potential using two sequences {µk}∞−∞ and {νk}∞−∞ as the spec-
tra of the Dirichlet-Dirichlet and Dirichlet-Neumann problem. We follow the approach
described in [11] and define the function
S(λ ) =
(u(λ )+ iλv(λ )
u(λ )− iλv(λ )
)
e−2iλa, −∞< λ < ∞
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which we further note that it has the following symmetry
S(−λ ) = u(−λ )− iλv(−λ )
u(−λ )+ iλv(−λ )e
2iλa
=
(u(λ )+ iλv(λ )
u(λ )− iλv(λ )
)−1
e−2iλa
= (S(λ ))−1.
In addition, it is evident that for λ ∈ R, we have
S(−λ ) = u(−λ )− iλv(−λ )
u(−λ )+ iλv(−λ )e
2iλa
=
(u(λ )+ iλv(λ )
u(λ )− iλv(λ )
)
e−2iλa
= S(λ ).
Altogether we have that S satisfies
S(λ ) = S(−λ ) = (S(−λ ))−1 for λ ∈ R.
Proposition 6.18. The function S is continuous on the real line, S(λ )= S(−λ )= (S(−λ ))−1,
also 1−S(λ ) tends to zero as |λ | → ∞ and is the Fourier transform of the function
(6.28) F(x) =
1
2pi
∫ ∞
−∞
(1−S(λ )eiλx)dλ ,
which in turn can be written as a sum of two functions, one which belongs to L1(−∞,∞)
while the second is bounded and belongs to L2(−∞,∞). On the positive half line, F(x) has
a derivative F ′(x) and F ′(x) ∈ L2(0,∞).
Proof. Recalling that
u(λ ) = cosλa−A sinλa
λ
+
ψ1(λ )
λ
and
v(λ ) =
sinλa
λ
+A
cosλa
λ 2
+
ψ2(λ )
λ 2
,
where A = K6−K1K10−K7K8K5−K2K7−K1K9 and ψ1, ψ2 are bounded and belong to L2(0,a), then defining
e(λ ) = (u(λ )+ iλv(λ ))e−iλa
we get that
u(λ )+ iλv(λ ) = (cosλa+ isinλa)+A
(icosλa− sinλa)
λ
+
(ψ1(λ )+ iψ2(λ ))
λ
.
But cosλa+ isinλa = eiλa, so
u(λ )+ iλv(λ ) = eiλa+Ai
eiλa
λ
+
(ψ1(λ )+ iψ2(λ ))
λ
.
Therefore
(6.29) e(λ ) = 1+ i
A
λ
+
e−iλa
λ
[ψ1(λ )+ iψ2(λ )],
Since the function u and v are holomorphic in the lower half plane it follows that the
function e(λ ) is holomorphic in the lower half. We restrict ourself to the lower half plane
just to ensure convergence of the limit which will be evaluated. We recall that Ho¨lder’s
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inequality gives that an L2-function on a compact interval [0,a] is also L1-function on the
same interval, so we have that ψ1, ψ2 ∈ L1(0,a). Now Lemma 1.3.1 of [11] states that:
If f (x) ∈ L1(0,pi) then
lim
|λ |→∞
e−|Imλpi|
∫ pi
0
f (x)cosλxdx = lim
|λ |→∞
e−|Imλpi|
∫ pi
0
f (x)sinλxdx = 0,
so then applying Lemma 1.3.1 of [11] on equation (6.29) we obtain
(6.30) e(λ ) =
Imλ≤0, |λ |→∞
1+O(λ−1).
We will assume for now that the function e(λ ) does not have any zeroes in the closed lower
half plane (this will be proved in the next theorem). We define the function
(6.31) S(λ ) =
e(λ )
e(−λ ) , (−∞< λ < ∞)
Since we assumed that the function e(−λ ) has no zeroes in the closed upper half plane, the
function S is continuous on the whole real line. From equation (6.31) we can immediately
see that S(0) = 1. We can also see that by using equation (6.29) we can rewrite the function
e(λ ) as follows
e(λ ) = 1+λ−1g(λ )
where g(λ ) =Ai+e−iλa[ψ1(λ )+ iψ2(λ )] is bounded. Then using the above representation
of e(λ ) we proceed to write
S(λ ) =
e(λ )
e(−λ )
=
1+λ−1g(λ )
1−λ−1g(−λ )
= (1+λ−1g(λ ))(1+λ−1g(−λ )+O(λ−2)),
for sufficiently large λ , where
g(−λ ) = Ai+ eiλa[ψ1(−λ )+ iψ2(−λ )]
= Ai+ eiλa[−ψ1(λ )+ iψ2(λ )]
= Ai− eiλa[ψ1(λ )− iψ2(λ )].
For real values of λ that are sufficiently large we can write
S(λ ) = (1+λ−1g(λ ))(1+λ−1g(−λ )+O(λ−2))
= 1+λ−1
(
2Ai+ e−iλa[ψ1(λ )+ iψ2(λ )]− e−iλa[ψ1(λ )+ iλψ2(λ )]
)
+O(λ−2)
= 1+
2iA
λ
+2iIm
(e−iλa
λ
[ψ1(λ )+ iψ2(λ )]
)
+O(λ−2).
Therefore
(6.32) 1−S(λ ) =−2iA
λ
2iIm
(e−iλa
λ
[ψ1(λ )+ iψ2(λ )]
)
+O(λ−2).
from which we see that 1− S(λ ) tends to zero as |λ | → ∞. To show the last part of the
proposition we note that since ψ1, ψ2 are bounded and belong to L2(−∞,∞), so then the
function
F(x) =
1
2pi
∫ ∞
−∞
(1−S(λ ))eiλxdλ
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as a Fourier transform of (1− S(λ )) is bounded and belongs to L2(−∞,∞). Furthermore,
from equation (6.32) we can write (1−S(λ )) as
1−S(λ ) = −2iA
(λ + i)
(λ + i)
λ
+
h(λ )
λ
,
where h(λ ) = −2iIme−iλa[ψ1(λ ) + iψ2(λ )] +O(λ−1) and belongs to L2(−∞,∞) since
ψ1,ψ2 ∈ L2(−∞,∞). We further simplify the above equation as follows
1−S(λ ) =− 2iA
λ + i
(
1+
i
λ
)
+
h(λ )
(|λ |+1)
( (|λ |+1)
λ
)
=− 2iA
λ + i
+
ψ(λ )
(|λ |+1) ,
where
ψ(λ ) =
2A
λ 2+ iλ
+h(λ )
( (|λ |+1)
λ
)
which also belongs to L2(−∞,∞). Let x be positive and Γ be the positively oriented bound-
ary of a semi circle in the upper half plane with radius R (passing through the origin and
symmetric with respect to the imaginary axis). Then∫
Γ
−2iAeiλx
λ + i
dλ =
∫ R
−R
−2iAeiλx
λ + i
dλ +
∫ pi
0
−2iAe(iReiθ )x
Reiθ + i
Rieiθdθ .
Since −2iAe
iλx
λ+i has no poles in the upper half plane, then∫
Γ
−2iAeiλx
λ + i
dλ = 0
which implies
0 = lim
R→∞
(∫ R
−R
−2iAeiλx
λ + i
dλ +
∫ pi
0
−2iAe(iReiθ )x
Reiθ + i
Rieiθdθ
)
,
so then we obtain ∫ ∞
−∞
2iAeiλx
λ + i
dλ = lim
R→∞
(∫ pi
0
−2iAe(iReiθ )x
Reiθ + i
Rieiθdθ
)
.
Let
fR(θ) =
−2iAe(iReiθ )x
Reiθ + i
Rieiθ ,
and since we know that eiθ = cosθ + isinθ and that 0≤ sinθ ≤ 1 for θ ∈ [0,pi], then
| fR(θ)|= 2|A|e−Rxsinθ
∣∣∣ Reiθ
Reiθ + i
∣∣∣
≤ 2|A|
∣∣∣ Reiθ
Reiθ + i
∣∣∣.
Evidently we also have that limR→∞
(
Reiθ
Reiθ+i
)
= 1, which means there exist a c > 0 such
that ∣∣∣ Reiθ
Reiθ + i
∣∣∣≤ c, ∀R≥ 1.
Altogether we obtain that
| fR(θ)| ≤ 2|A|c,
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and we know that
lim
R→∞
fR(θ) = lim
R→∞
−2iAe(iReiθ )x
( Rieiθ
Reiθ + i
)
= 0 on (0,pi).
Lebesgue’s dominated convergence theorem applied gives that
lim
R→∞
∫ pi
0
fR(θ)dθ =
∫ pi
0
lim
R→∞
fR(θ)dθ
= 0.
Therefore ∫ ∞
−∞
2iAeiλx
λ + i
dλ = lim
R→∞
(∫ pi
0
−2iAe(iRxeiθ )
Reiθ + i
Rieiθdθ
)
= 0.
So for the function 1−S given by
1−S(λ ) = −2iA
λ + i
+
ψ(λ )
(|λ |+1) ,
we have that
F(x) =
1
2pi
∫ ∞
−∞
(−2iA
λ + i
+
ψ(λ )
(|λ |+1)
)
eiλxdλ
=
1
2pi
∫ ∞
−∞
ψ(λ )
(|λ |+1)e
iλxdλ ,
which also shows that F(x) is absolutely continuous on the positive half line, and
F ′(x) =
1
2pi
∫ ∞
−∞
ψ(λ )
( iλ
|λ |+1
)
eiλxdλ
=
1
2pi
∫ ∞
−∞
h˜(λ )eiλxdλ ,
where h˜(λ ) = ψ(λ )
(
iλ
|λ |+1
)
∈ L2(−∞,∞), then F ′(x) ∈ L2(0,∞). 
Proposition 6.19. The following identity holds
lnS(0+)− lnS(+∞)
2pii
− 1−S(0)
4
= 0
Proof. We know from Corollary 6.16 that the sets of zeroes {µ2j }∞1 of the function u(λ )
interlace with the set of zeroes {ν2j }∞1 of the function v(λ )
νk < µk < νk+1 < · · · ,
so
ν2k < µ
2
k < ν
2
k+1 < µ
2
k+1.
We want to determine the increment of the argument of the function u(λ )+ iλv(λ ) on a
segment [νk−1,νk] where k−1 is an even nonnegative index. From the asymptotic expan-
sion of the zeroes {µ2j } and {ν2j } combined with an application of Lemma 3.4.2 of [11]
we can write the functions u(λ ) and v(λ ) as follows
(6.33) u(λ ) =
∞
∏
j=1
(pi
a
( j− 1
2
)
)−2
(µ2j −λ 2)
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(6.34) v(λ ) =
∞
∏
j=1
(pi
a
j
)−2
(ν2j −λ 2)
So then equation (6.33) gives that the function λv is always nonnegative (since we have
that there are k−1 factors (ν2j −λ 2) which are non-positive and the other factors are non-
negative, where k−1 is even and 0 < ν1 < ν2, · · · , which gives that the product in (6.34)
is nonnegative). The interlacing property
νk−1 < µk < νk
and equation (6.33) gives that the function u is positive on the interval [νk−1,µk) (by a
similar argument) where µk < νk. The simplicity of the zeroes of u gives that u is negative
on (µk,νk]. So we obtain that the increment of the argument of the function u+ iλv on the
segment [νk−1,νk] is pi . Since the zeroes of u and λv are simple and interlace, it follows
that the increment of the argument of the function u+ iλv on any segment [ν j−1,ν j], j ∈N
is pi . So when λ runs through [−νk,νk] the increment of the argument of the function
u+ iλv is 2kpi , whereas the increment of the argument of the function e−iλa on the same
segment is−2νka. Thus the increment of the argument of the function e(λ ) on the segment
[−νk,νk] is −2νka+2kpi = 2(kpi−νka), which tends to zeros as k tends to infinity. Now
using equation (6.29) we easily see that
lim
λ→±∞
e(λ ) = 1,
and so we can conclude that the increment of the argument of the function e(λ ) when λ
changes from −∞ to ∞ is equal to zero,
(6.35) arg e(+∞)− arg e(−∞) = 0.
By the principle of the argument, this equality and equation (6.29) imply that e(λ ) has no
zeroes in the closed lower half plane, hence the assumption used in previous theorem about
the zeroes is now validated. Now equation (6.35) gives that
argS(0)− argS(∞) = arge(0)− arge(0)− arge(∞)+ arge(−∞)
=−(arge(∞)− arge(−∞))
= 0 by (6.35).
Since S(0) = 1, we get that the following identity holds
lnS(0+)− lnS(+∞)
2pii
− 1−S(0)
4
= 0.

Proposition 6.20. The Fourier transform F(x) of the function 1−S(λ ), where the function
S(λ ) is as defined in equation (6.37) has a derivative that vanishes for x > 2a, and satisfies∫ ∞
0
x|F ′(x)|dx < ∞.
Proof. Now since the functions e(λ ) and e(−λ ) are entire functions and we know that
e(−λ ) has no roots in the closed upper half plane (since e(λ ) has none in the closed lower
half plane), then the function S is holomorphic in the closed upper half plane. We know
that
e(λ ) = 1+
iA
λ
+
e−iλa
λ
[ψ1(λ )+ iψ2(λ )],
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therefore
e(−λ ) = 1− Ai
λ
− e
iλa
λ
[ψ1(−λ )+ iψ2(−λ )].
Now using Lemma 1.3.1 of [11] stated on page 74 we get that there exists an R > 0 such
that for |λ |> R in the upper half plane
e(−λ ) = 1+O(λ−1).
We also know that ψ1(λ ) =
∫ a
0 f˜ (t)cosλ tdt, where f˜ (t) ∈ L2(−∞,∞), so we can write
|ψ1(λ )|= |
∫ a
0
f˜ (t)cosλ tdt|
≤
∫ a
0
| f˜ (t)||cosλ t|dt
≤ max
t∈[0,a]
|cosλ t|
∫ a
0
| f˜ (t)|dt
≤ max
t∈[0,a]
|cosλ t|√a| f˜ |L2[0,a]
=C1 max
t∈[0,a]
|cosλ t|,
and
|cosλ t|=
∣∣∣eiλ t + e−iλ t
2
∣∣∣
≤ e
Imλ t + e−Imλ t
2
≤ e|Imλ |t .
Now using maxt∈[0,a] |cosλ t| ≤ e|Imλ |a, we further obtain that
|ψ1(λ )| ≤C1e|Imλ |a,
similarly
|ψ2(λ )| ≤C2e|Imλ |a.
So then for |λ |> R in the upper half plane, we have that
1
1+O(λ−1)
= O(1).
Altogether then if |λ |> R in the upper half plane we have that
|1−S(λ )|=
∣∣∣1− (1+ Aiλ + e−iλaλ [ψ1(λ )+ iψ2(λ )])
1+O(λ−1)
∣∣∣
=
∣∣∣ e−iλaλ [ψ1(λ )+ iψ2(λ )]+O(λ−1)
1+O(λ−1)
∣∣∣
=
1
|λ |
∣∣∣e−iλa[ψ1(λ )+ iψ2(λ )]+O(1)
1+O(λ−1)
∣∣∣
≤ 1|λ |F
′e2aImλa
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for some constant F ′. Since S is continuous in the closed upper half plane, we get that the
above inequality also holds on the real axis. Altogether we have obtained for |λ | > R in
the closed upper half plane that there exists F ′ 6= 0 such that the following holds:
|1−S(λ )| ≤ F
′
|λ |e
2aImλ .
Since the function e(−λ ) has no zeroes in the closed upper half plane it follows from
equation (6.31) that 1− S is also holomorphic in the closed upper half plane since S is
holomorphic in the closed upper half plane. So for |λ | ≤ R, Imλ ≥ 0 (which is compact),
1−S attains a minimum and a maximum, i.e. there exists c1 6= 0 such that for |λ | ≤ R in
the closed upper half plane
|1−S(λ )| ≤ c1
R
.
But for |λ | ≤ R in the closed upper half plane we have that
|1−S(λ )| ≤ c1
R
≤ c1|λ |
≤ c1|λ |e
2aImλ .
Therefore the following holds on the closed upper half plane:
(6.36) |1−S(λ )| ≤ F|λ |e
2aImλ ,
for some constant F . Let Γ be a positively oriented boundary of the semi circle (as before).
Then∫
Γ
(
1−S(λ )
)
eiλxdλ =
∫ R
−R
(1−S(λ ))eiλxdλ +
∫ pi
0
(1−S(Reiθ ))ei(Reiθ )xRieiθdθ .
Since 1−S is holomorphic in the closed upper half plane, then∫
Γ
(1−S(λ ))eiλxdλ = 0
gives that
lim
R→∞
(
−
∫ R
−R
(1−S(λ ))eiλxdλ
)
= lim
R→∞
(∫ pi
0
(1−S(Reiθ ))eiReiθ xRieiθdθ
)
,
i.e ∫ ∞
−∞
(1−S(λ ))eiλxdλ =− lim
R→∞
(∫ pi
0
(1−S(Reiθ ))ei(Reiθ x)Rieiθdθ
)
.
Let
gR(θ) = (1−S(Reiθ ))eiR(eiθ x)Rieiθ .
Then
|gR(θ)|=
∣∣∣(1−S(Reiθ ))eiR(eiθ x)Rieiθ ∣∣∣
≤ F|Reiθ |e
2aImReiθ |eiR(eiθ x)Rieiθ | by (6.36)
=
F
|Reiθ |e
2aRsinθ e−Rxsinθ |Rieiθ |
= Fe(2a−x)Rsinθ .
If x > 2a, then
|gR(θ)| ≤ F = s(θ) holds on [0,pi]
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and
lim
R→∞
|gR(θ)|= 0 for θ ∈ (0,pi).
Applying Lebesgue’s dominated convergence theorem we get
lim
R→∞
∫ pi
0
gR(θ)dθ =
∫ pi
0
lim
R→∞
gR(θ)dθ
= 0.
Therefore for x > 2a, we obtain that
F(x) =
1
2pi
∫ ∞
−∞
(1−S(λ ))eiλxdλ = 0,
and ∫ ∞
0
x|F ′(x)|dx =
∫ 2a
0
x|F ′(x)|dx < ∞.

It is worth reminding the reader that we are still in hot pursuit of the proof of Theorem 6.1.
So far we have managed to obtain a, M1, M2, M3, M4 and showed that M1,M2 > 0 and that
M3−M4 > 0, and we are still yet to obtain the potential q(x). We will now give motivation
for the Marchenko integral equation in a less rigorous manner and merely refer the reader
to the book by Marchenko [11] for further details. The Jost solution is the solution to the
Sturm Liouville equation which satisfy the following conditions at infinity:
lim
r→∞e
−ikr f (k,r) = 1
and
lim
r→∞e
−ikr f ′(k,r) = ik.
It can shown that the Jost solution can be written as
(6.37) f (k,r) = eikr−
∫ ∞
r
sink(r− t)
k
q(t) f (k, t)dt
which is a Volterra integral equation, and
(6.38) f ′(k,r) = ikeikr−
∫ ∞
r
cosk(r− t)q(t) f (k, t)dt.
Equation (6.37) is solved using an iterative method which starts with the zeroth order
solution (q(t)=0)
f (0)(k,r) = eikr
and then define the n’th order solution by
f (n)(k,r) = eikr−
∫ ∞
r
sink(r− t)
k
q(t) f (n−1)(k, t)dt.
The sequence { f (n)} converges uniformly since we assume that ∫ ∞0 t|q(t)|dt < ∞. Further-
more, it can be shown that
(6.39)
∣∣∣ f (k,r)− eikr∣∣∣≤ Ke−Im kr|k|
∫ ∞
r
|q(t)|dt
where Im k > 0 and r is fixed and r > 0. It follows from equation (6.39) that the function
g(k,r) = f (k,r)− eikr is an L2 function of k on any line parallel to the real axis and that∫ ∞
−∞
|g(σ + iτ)|2dσ = O(e−2τr).
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Theorem 4.3.4 of [1] gives that the Jost solution f (k,r) and g(k,r) are continuous on the
real line.
Theorem 6.21 (Titchmarsh). A necessary and sufficient condition that the function F(x)∈
L2(∞,∞) should be the limit as y→ 0 of an analytic function F(z = x+ iy) in y > 0 such
that ∫ ∞
−∞
|F(x+ iy)|2dx = O(e2λy)
is that ∫ ∞
−∞
F(x)e−itxdx = 0
for all values of x <−λ .
Now applying the Titchmarsch theorem to g(k,r) we get that
A(r, t) =
1
2pi
∫ ∞
−∞
[ f (k,r)− eikr]e−iktdk = 0, t < r
and a Fourier inversion formula gives that
f (k,r) = eikr +
∫ ∞
r
A(r, t)eiktdt,
where Im k ≥ 0 and A(r, t) ∈ L2 in the variable t. Since we already know in our case that
there are no negative eigenvalues (no bound states) then the completeness relation takes
the form
1
2pi
∫ ∞
−∞
f (k,r)[ f (−k, t)−S(k) f (k, t)]dk = δ (r− t),
so then replacing the Jost solutions f (−k, t) and f (k, t) we obtain that∫ ∞
−∞
f (k,r)[e−ikt −S(k)eikt ]dk+
∫ ∞
t
A(r, t)
[∫ ∞
−∞
f (k,r)[e−iku−S(k)eikudk
]
du = 0.
Now letting
Gr(t) =
∫ ∞
−∞
f (k,r)[e−ikt −S(k)eikt ]dk
we can see that the above equation is a homogeneous Volterra integral equation of the form
Gr(t)+
∫ ∞
t
A(t,u)Gr(u)du = 0,
where the kernel A(t,u) ∈ L2(t,∞) in the variable u. According to Theorem 5.38 of [14]
we have that Gr(t) = 0 which means that∫ ∞
−∞
f (k,r)[e−ikt −S(k)eikt ]dk = 0, for all t > r.
Lastly, substituting the Jost solution f (k,r) into the above equation gives that
A(r, t) = A0(r+ t)+
∫ ∞
r
A(r,s)A0(s+ t)ds
which is known as the Marchenko integral equation where
A0(t) =
1
2pi
∫ ∞
−∞
[S(k)−1]eiktdk.
Note that the function A0(t) is none other than what we have been calling F(x). Now given
the kernel
F(x) =
1
2pi
∫ ∞
−∞
(1−S(λ ))eiλxdλ ,
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of the integral equation
(6.40) G(x, t)+F(x+ t)+
∫ ∞
x
G(x,s)F(s+ t)ds = 0
which we will call the fundamental equation, Theorem 3.3.1 of [11] states that if Proposition 6.18
and Proposition 6.19 (of this thesis) are satisfied then the fundamental equation has a
unique solution G(x, t), and
(6.41) q(x) =−2dG(x,x)
dx
The corollary to Theorem 3.3.3 of [11] gives that since Proposition 6.18 and Proposition 6.19
are satisfied that there exists a real valued potential q(x) for which q(x) = 0 for x > a and
that q ∈ L2(0,a) such that the function S(λ ) is the scattering function. Therefore the above
defined potential corresponds to the potential we are looking for. We note that with the
above obtained potential that the increment of the argument of the function S and the num-
ber n of negative eigenvalues of the boundary value problem
−y′′+q(x)y = λ 2y, y(0) = 0
are related by the formula (see pg 210 of [11])
n =
lnS(0)− lnS(∞)
2pii
− 1−S(0)
4
and n = 0 in our case since there are no such eigenvalues. We will prove that the Sturm
Liouville equation with the potential as defined above and the M j j = 1,2,3,4 possess the
spectrum {λk}∞−∞.
So far we have recovered the following parameters a, M1, M2, M3,M4 and the potential
q(x), but we have not shown that the recovered potential is indeed the potential that is con-
sidered in our problem. The next theorem will use a number of theorems and propositions
to show that the recovered potential is exactly the potential we considered.
Theorem 6.22. The differential equation
y′′(λ ,x)+λ 2y(λ ,x)−q(x)y(λ ,x) = 0
with conditions
y(λ ,0) = 0
(1+ iλM−11 −λ 2M−12 )yx(λ ,a)+
[
M4+ iλM−11 M3−λ 2M−12 M3
]
y(λ ,a) = 0
has the spectrum {λk : k ∈ Z∪{0+}}, where the potential q(x) is as defined by equation
(6.41)
Proof. Theorem 3.4.3 of [11] states that:
In order that any two sequences of numbers {λk} and {νk} be the spec-
tra of the boundary value problems generated by one and same Sturm-
Liouville equation −y′′+ q(x)y = λ 2y, 0 ≤ x ≤ pi with real valued po-
tential q(x) ∈ L2(0,pi), and boundary conditions y(0) = y(pi) = 0 and
y(0) = y′(pi) = 0 respectively, it is necessary and sufficient that they in-
terlace
−∞< ν1 < λ1 < ν2 < λ2 < · · ·
and that they satisfy the asymptotic formulas
(6.42) λk = k2−2A+αk,
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(6.43) γk = (k− 12 )
2−2A+βk,
where A is arbitrary and {αk}∞1 , {βk}∞1 ∈ l2.
We observe that the asymptotic formulas (6.42) and (6.43) are equivalent to the formulas√
λk = k− Ak +
α˜k
k
,
√
γk = k− 12 −
A
k
+
β˜k
k
,
where {α˜k}∞1 , {β˜k}∞1 ∈ l2. Since the sets {µk}∞−∞,k 6=0, {νk}∞−∞,k 6=0 of the zeroes of the
functions u(λ ) and v(λ ) respectively interlace and satisfy the following asymptotic:
νk =
pik
a
− a
pi
(K6−K1K10−K7K8
K5−K2K7−K1K9
)
+
b−k
k
,
µk =
pi
a
(k− 1
2
)−− a
pi
(K6−K1K10−K7K8
K5−K2K7−K1K9
)
+
b+k
k
,
where {b∓k }∞−∞ ∈ l2, then from the above theorem we get that the set {µk}∞−∞,k 6=0 is the
spectrum of the Dirichlet-Neumann problem generated by the set {a,q(x)}
y′′+λ 2y−q(x)y = 0
and
(6.44) y(λ ,0) = y′(λ ,a) = 0
and the set {νk}∞−∞,k 6=0 is the spectrum of the Dirichlet-Dirichlet problem generated by the
set {a,q(x)}
y′′+λ 2y−q(x)y = 0
and
(6.45) y(λ ,0) = y(λ ,a) = 0
Since Proposition 6.18, Proposition 6.19 and Proposition 6.20 are satisfied then Theorem 3.3.3
below gives that there exists a real valued potential q(x)∈ L2(0,a), q(x) = 0 for x> a, such
that S(λ ) is the scattering function of the boundary value problem
−y′′+q(x)y = λ 2y, y(0) = 0
for 0≤ x < ∞. Theorem 3.3.3 of [11] states that:
For the function S to be the scattering function of the above mentioned
boundary value problem also with the above mentioned potential, it is
necessary and sufficient that Proposition 6.18 and Proposition 6.19 (of
this thesis) be satisfied.
But the function
S(λ ) =
e(−λ ,0)
e(λ ,0)
,
where e(λ ,x) is the solution (Jost solution) of
−y′′+q(x)y = λ 2y
satisfies Proposition 6.18 and Proposition 6.19, then combining the definition of the scat-
tering function with (6.31), we get
e(−λ ,0)
e(λ ,0)
=
e(λ )
e(−λ ) ,
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or equivalently
e(−λ ,0)
e(λ )
=
e(λ ,0)
e(−λ ) .
The function on the right (left) hand side of the last equality is holomorphic in the upper
(respectively lower) half plane and tends uniformly in it to one as |λ | → ∞. Liouville’s
theorem applied gives that e(λ ,0)e(−λ ) = 1, which implies
e(λ ,0) = e(−λ ),
and we identify the function e(−λ ) as the Jost function. Since
e(−λ ) = eiλa[u(λ )− iλv(λ )],
and Lemma 3.4.1 of [11] states that:
If in
−y′′+q(x)y = λ 2y,
the potential is square summable on the interval (0,pi) and vanishes for
x > pi then
e(λ ,0) = eiλpi [s′(λ ,pi)− iλ s(λ ,pi)]
where s is the solution to the Sturm-Liouville equation.
In our case we do have such a potential, and the identity e(λ ,0) = e(−λ ) implies that
(u(λ )− iλv(λ ))eiλa = eiλa(s′(λ ,a)− iλ s(λ ,a)),
i.e.
(u(λ )− s′(λ ,a))− iλ (v(λ )− s(λ ,a)) = 0 ∀λ ∈ C.
So then the function u(λ )− s′(λ ,a)− iλ (v(λ )− s(λ ,a)) is holomorphic in C and identi-
cally zeroes on the real axis (i.e. u(λ )− s′(λ ,a) = 0 and v(λ )− s(λ ,a) = 0 since s is real
valued for real λ , then the identity theorem gives that
u(λ ) = s′(λ ,a) and v(λ ) = s(λ ,a).
Therefore, the function
u(λ ) =
∞
∏
1
(
(k− 1
2
)
pi
a
)−2
(µ2k −λ 2)
is nothing other than s′(λ ,a), where s(λ ,a) is the solution of the Sturm-Liouville equation
(5.17) with the obtained potential satisfying condition (5.24). Similarly the function
v(λ ) = a
∞
∏
1
(pik
a
)−2
(ν2k −λ 2)
is nothing else than s(λ ,a). Due to (6.21), (6.24), (6.25), (6.16)-(6.19) and (5.33) we
identify χ(λ ) as ϕ(λ ). That means that {λk : k ∈ Z∪{0+}} is the spectrum of problem
(5.17), (5.18) and (5.19). 
Corollary 6.23. The operator A acting on L2(0,a) according to the formula
D(A) = { f : f ∈W 22 (0,a), f (0) = 0, f ′(a)+M4 f (a) = 0}
A f =− f ′′+q(x) f
is strictly positive
Proof. The results follow since the definition of our operator coincide with the operator
which was defined in section 3 of [12] which is strictly positive. 
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Recall that we started this section with Theorem 6.1 and we stated that the the proof of
Theorem 6.1 will be made of a number of theorems, lemmas, propositions, and corollaries,
then it is at this stage that all the work that has been covered so far constitute a full proof
for Theorem 6.1
7. THE INVERSION
Since we have obtained the set {a,q(x),M1,M2,M3,M4} our task now is to find b(s),ν , l1,M
such that ν > 0, l1 > 0, M > 0, b ∈W 22 (0, l1) and b(s) > 0 for s ∈ [0, l1] which generates
the Sturm Liouville problem having the spectrum {λk : k ∈ Z∪{0+}}.
Theorem 7.1. Let {λk : k ∈Z∪{0+}} be a sequence described in equation (6.1). Then for
any positive l there exist l1 ∈ (0, l), ν > 0, M > 0 and b(s) ∈W 22 (0, l1), b(s)> 0 such that
the spectrum of the corresponding problem (5.6)-(5.11) coincide with {λk : k ∈ Z∪{0+}}
Proof. From the definition of the potential we write
d2
dx2
b
1
4 (s(x))−q(x)b 14 (s(x)) = 0.
We also know that M1, M2, M4 are defined as follows
M1 = ν−1(l− l1)−1,
M2 = M−1(l− l1)−1,
and
M4 =−14b
−1(l1)
d
dx
(b(s(x)))
∣∣∣
x=a
.
We now consider the following Cauchy problem
(7.1)
d2
dx2
f −q(x) f = 0
(7.2) f (a) = 1
(7.3)
d
dx
f (x)
∣∣∣
x=a
=−M4.
Since q(x)∈ L2(0,a) then from Theorem 3.2 of [4] we obtain that the initial value problem
has a unique solution f (x) ∈W 22 (0,a). Theorem 13.2 of [15] states that:
Let τ be a regular Sturm-Liouville expression on (a,b) with p(x) > 0
and A a self adjoint realization of τ with separated boundary conditions
(α,β ), α ∈ [0,pi), β ∈ (0,pi]. Then the eigenvalues of A are bounded
from below. If the eigenvalues are arranged such that
λ1 < λ2 < λ3 < · · ·λn→ ∞,
then the eigenfunction un corresponding to λn has n−1 zeroes in (a,b).
Since we have that the operator defined by
D(A) = { f : f ∈W 22 (0,a), f (0) = 0, f ′(a)+M4 f (a) = 0},
A f =− f ′′+q(x) f ,
is self adjoint with separated boundary conditions and its eigenvalues can be arranged as
above, we can conclude that the eigenfunction y1 corresponding to λ1 > 0 has no zeroes in
(0,a). We rewrite the following equation
−y′′1 +q(x)y1 = λ1y1
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as
(7.4) −y′′1 +q1(x)y1 = 0
where q1(x) = q(x)−λ1 < q(x). Now Theorem 13.1 of [15] states that:
Let p2(x) ≤ p1(x) and g1(x) ≤ g2(x) and assume that u1 and u2 are
solutions to
−(p1u′1)′+g1u1 = 0, and − (p2u′2)′+g2u2 = 0,
respectively. If g2(x) > g1(x) holds on the interval (d,c), then θ2(c) ≥
θ1(c) implies θ2(x)> θ1(x) for x ∈ (a,c).
Now applying the above theorem to equation (7.1) and (7.4) after noting that our p1(x) =
p2(x), q1(x) < q(x) for all x ∈ (0,a) and that the Pru¨ffer angle θ(a) = tan−1
(
y(a)
y′(a)
)
corresponding to the solutions to equation (7.1) and (7.4) are equal (or can be made
equal because of the periodicity of the tan function) then Theorem 13.1 of [15] gives that
θ2(x)< θ1(x) for all x ∈ (0,a). This and the fact that y1(x) has no zeroes in (0,a) give that
f (x) has no zeroes in (0,a). Since f (a) = 1 we obtain that f is strictly positive. We must
now find the solution to the differential equation
d2
dx2
b
1
4 (s(x))−q(x)b 14 (s(x)) = 0
and satisfying
M4 =−14b
−1(s(a))
d
dx
b(s(x))
∣∣∣
x=a
using the above Cauchy problem. Firstly, we note that
b−
1
4 (s(a))
d
dx
b
1
4 (s(x))
∣∣∣
x=a
=
1
4
b−1(s(a))
d
dx
(b(s(x)))
∣∣∣
x=a
,
therefore the above differential equation and condition take the form
(7.5)
d2
dx2
b
1
4 (s(x))−q(x)b 14 (s(x)) = 0
and
(7.6) M4 =−b− 14 (s(a)) ddxb
1
4 (s(x))
∣∣∣
x=a
from which we get that any solution to equation (7.5) satisfying equation (7.6) is a multiple
of the solution to the Cauchy problem (7.1)-(7.3). It then follows that
(7.7) b(s(x)) =C f 4(x)
for some constant C. Recall from equation (5.14) that
x(s) =
∫ s
0
b
1
2 (s′)ds′,
and that this mapping is one to one. The inverse Sturm-Liouville transformation s(x) sat-
isfies
x(s(y)) = y.
Differentiating the above equation gives
s′(y) =
1
x′(s(y))
=
1
b
1
2 (s(y))
,
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and integrating from zero to x we obtain that the inverse Sturm-Liouville transformation is
given by
s(x) =
∫ x
0
b−
1
2 (s(x′))dx′,
from which we obtain that
(7.8) l1 =
∫ a
0
b−
1
2 (s(x′))dx′.
Substituting (7.7) into (7.8) gives that
(7.9) l1 =C−
1
2
∫ a
0
f−2(x′)dx′,
and now using the definitions of M3 and M4 we obtain
M3−M4 = (l− l1)−1b− 12 (l1)
= (l− l1)−1C− 12 f−2(a)
= (l− l1)−1C− 12 .
We also know that l1 =C
1
2 A where A =
∫ a
0 f
−2(x)dx, so then
(M3−M4)(l− l1) =C− 12 ,
and using l1 =C−
1
2 A we get that
(M3−M4)l = (M3−M4)l1+ l1A
= l1(A−1+M3−M4),
which implies that
l1 = (M3−M4)lA(1+(M3−M4)A)−1
and substituting A we can then write it as
(7.10) l1 = (M3−M4)l
∫ a
0
f−2(x)dx
(
1+(M3−M4)
∫ a
0
f−2(x)dx
)−1
from which it follows that l1 > 0 and that C is positive since we have l1 = C−
1
2 A, hence
b(s(x)) =C f 4(x)> 0 ∀x ∈ [0,a]. Now M1 = ν−1(l− l1)−1 gives that
ν = M−11 l
−1(1− l1
l
)−1,
but (7.10) gives that (
1− l1
l
)
= 1− (M3−M4)A(1+(M3−M4)A)−1
=
1+(M3−M4)A− (M3−M4)A
(1+(M3−M4)A)
= (1+(M3−M4)A))−1.
Since (M3−M4)A)> 0, this gives that l1 < l, therefore
ν = M−11 l
−1(1− l1
l
)−1
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yields
(7.11) ν = M−11 l
−1
(
1+(M3−M4)
∫ a
0
f−2(x)dx
)
which is positive since M1 > 0. Similarly, from M2 = M−1(l− l1)−1 we obtain that
M = M−12 l
−1(1− l1
l
)−1
which when expanded gives that
(7.12) M = M−12 l
−1
(
1+(M3−M4)
∫ a
0
f−2(x)dx
)
which is positive since M2 > 0. 
8. CONCLUSION
We conclude by summarizing our entire journey. We started with the following boundary
value problem: Given the density
B(s) =
{
b(s) if s ∈ [0, l1]
0 if s ∈ (l1, l],
where 0 < l1 < l < ∞, b(s) ∈W 22 (0, l1) and our task was to give the description of the
spectrum of the problem:
∂ 2w
∂ s2
−B(s)∂
2w
∂ t2
= 0,
w(0, t) = 0,(∂w
∂ s
+ν
∂w
∂ t
+M
∂ 2w
∂ t2
)∣∣∣
s=l
= 0
where b(s)≥ ε > 0, b(s) ∈W 22 (0, l1), ν > 0 is the coefficient of damping and M the mass
of the concentrated ring at the endpoint. Using separation of variables we transformed the
above partial differential equation into the following equation
uss(λ ,s)+b(s)λ 2u(λ ,s) = 0, s ∈ [0, l1]
satisfying boundary conditions
u(λ ,0) = 0
us(λ , l1)+ iλν [us(λ , l1)(l− l1)+u(λ , l1)]−Mλ 2[us(λ , l1)(l− l1)+u(λ , l1)] = 0.
We further observed that the above second order differential equation had the weight factor
b(s) in front of the parameter λ which we removed using the Sturm-Liouville transfor-
mation which is a one to one map and transformed the above equations into the Sturm-
Liouville differential equation
−y′′(λ ,x)+q(x)y(λ ,x) = λ 2y(λ ,x),
where q(x) is a real valued potential in L2(0,a) and the function y satisfied
y(λ ,0) = 0
and
(1+ iλM−11 −λ 2M−12 )yx(λ ,a)+
[
M4+ iλM−11 M3−λ 2M−12 M3
]
y(λ ,a) = 0
where the constants M j for j = 1,2,3,4 are real valued constants given by
M1 = ν−1(l− l−11 )
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and
M2 = M−1(l− l1)−1
M3 =−14b
−1(l1)
d
dx
(b(s(x)))
∣∣∣
x=a
+(l− l1)−1b− 12 (l1)
M4 =−14b
−1(l1)
d
dx
(b(s(x)))
∣∣∣
x=a
.
We further identified the entire function ϕ
ϕ(λ ) = (1+ iλM1−λ 2M2)s′(λ ,a)+
[
M4+ iλM1M3−λ 2M2M3
]
s(λ ,a)
as the characteristic equation and showed that for strings with density b(s) ∈W 62 (0, l1) the
characteristic equation had the form
ϕ(λ ) =−λ 2K1 cosλa+ iλK2 cosλa+λK3 sinλa+K4 cosλa+ iK5 sinλa+ iK6 cosλaλ
+K7
sinλa
λ
+K8
cosλa
λ 2
+ iK9
sinλa
λ 2
+ iK10
cosλa
λ 3
+K11
sinλa
λ 3
+
∫ a
0
ξ1(t)
sinλ t
λ 3
dt+ i
∫ a
0
ξ2(t)
cosλ t
λ 3
dt.
Furthermore, we showed that under proper enumeration that the spectrum {λk : k ∈ Z∪{0+}}
satisfied the following:
(1) For all k ∈ Z∪{0+} we have that Imλk > 0,
(2) The number of pure imaginary λk is even,
(3) The sequence {λk : k ∈Z∪{0+}} is symmetric with respect to imaginary axis and
the corresponding multiplicities of symmetric points coincide
(4) Being enumerated in a proper way, the sequence {λk : k ∈ Z∪{0+}} admits the
following asymptotic
λk =
k→∞
pi
a
(k− 1
2
)+
Q1
(k− 12 )
+ i
Q2
(k− 12 )2
+
Q3
(k− 12 )3
+ i
Q4
(k− 12 )4
+
Q5
(k− 12 )5
+
βk
k5
where {βk}∞−∞ ∈ l2, a > 0, Q1,Q2 = 0, Q3,Q4 > 0,Q5 ∈ R,
The Direct Problem for smooth strings with damping at one endpoint was considered by
Pivovarchick in [13] and he showed there that the spectrum satisfied the same conditions
as above except for the asymptotic expansion which had the form
λn =
n→∞
pin
a
+
P1
n
+ i
P2
n2
+
P3
n3
+
β˜k
k3
,
from which it is evident how the introduction of a string with an inhomogeneous density
affected the spectrum.
The Inverse Problem on the other hand began with all the conditions satisfied by our
spectrum as listed above and we proved that there exist a unique set {a,q(x),M1,M2,M3,M4}
such that {λk}∞−∞ is the spectrum of our problem. We also gave a brief discussion regarding
the difficulties encountered in the inverse problem when classes of strings whose density
belonged to W 22 (0, l1) and W
4
2 (0, l1) are considered. Therefore the inverse problem was
considered for a much narrower class of string, namely b(s) ∈W 62 (0, l1). We followed the
Marchenko approach in the inverse problem and constructed the S-matrix as
S(λ ) =
(u(λ )+ iλv(λ )
u(λ )− iλv(λ )
)
e−2iλa, −∞< λ < ∞
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and further identified the sets {µk}∞−∞,k 6=0, {νk}∞−∞,k 6=0 of the zeroes of the functions u(λ )
and v(λ ) as the spectrum of Dirichlet-Neumann problem generated by the set {a,q(x)}
y′′+λ 2y−q(x)y = 0
and
y(λ ,0) = y′(λ ,a) = 0
and the set {νk}∞−∞,k 6=0 as the spectrum of the Dirichlet-Dirichlet problem generated by the
set {a,q(x)}
y′′+λ 2y−q(x)y = 0
and
y(λ ,0) = y(λ ,a) = 0
Armed with the above information we then showed that Marchenko fundamental equation
G(x, t)+F(x+ t)+
∫ ∞
x
G(x,s)F(s+ t)ds = 0
had a unique solution G(x, t) since the S-matrix satisfied Proposition 6.18 and Proposition
6.19, and we also obtained that the potential given by
q(x) =−2dG(x,x)
dx
matched the potential from our Direct problem.
Finally, in the last section we showed how solutions to the Cauchy problem may be used
to unlock parameters of the string which are imbedded in the set {a,q(x),M1,M2,M3,M4}
which we defined at the begin of the Inverse problem.
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