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We derive the metric on the parameter space of 3.5 post-Newtonian (3.5PN) stationary phase
compact binary inspiral waveforms for a single detector, neglecting spin, eccentricity, and finite-body
effects. We demonstrate that this leads to better template placement than the current practice of
using the 2PN metric to place 3.5PN templates: The recovered event rate is improved by about
10% at a cost of nearly doubling the number of templates. The cross-correlations between mass
parameters are also more accurate, which will result in better coincidence tests.
I. INTRODUCTION
Many searches for gravitational waves (GWs) from co-
alescing compact binaries (neutron stars and/or black
holes) have been conducted in data from large-scale inter-
ferometric detectors for more than a decade [1–18], and
these searches will remain key science goals in the era
of advanced detectors and beyond [19]. These searches
achieve their sensitivity using matched filtering, which
relies on the availability of template waveforms that
well approximate the signals. For example, the inspi-
ral phase of the coalescence, an adiabatic evolution of
quasi-circular orbits which dominates the waveform for
most of the published searches, is well modeled by the
post-Newtonian (PN) approximation (see [20] for a re-
view). Here we focus on these well-modeled waveforms
and mostly neglect any discrepancies with the true sig-
nals.
Even well-modeled waveforms have a parameter space
to cover (for instance the masses of the compact objects)
as the signal-to-noise ratio (SNR) degrades if the signal is
filtered with a template with the wrong parameters, even
if the latter has the correct functional form. Therefore a
key component of matched filtering searches is the con-
struction of template banks such that, no matter where
in the parameter space a signal appears, at least one tem-
plate has parameters close enough to achieve a predefined
fraction of the optimal SNR known as the minimal match
(named in [21]; a similar concept was first mentioned in
the GW literature in [22]). The match between two tem-
plates is derived from what is known in statistics as the
ambiguity function (e.g. [23]), maximizing the latter over
differences in extrinsic parameters to account for features
of the detection algorithm such as maximization over a
phase constant. Thus the match depends only on intrin-
sic parameters describing the shapes of the waveforms,
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such as masses of the two components of a binary (the
distinction depends on the signal; see footnote [15] of
Ref. [21]).
Construction of a template bank with a given minimal
match requires an algorithm for placement of the tem-
plates in the parameter space. Ideally, one would cover
the parameter space with the fewest templates given a
fixed value of minimal match so as to minimize the com-
putational cost. There are several algorithms proposed
or implemented [21, 24–28], involving either the con-
struction of regular lattices in the parameter space or
stochastic point selection followed by match-based selec-
tion criteria. These algorithms have varying computa-
tional costs and achieve varying approximations to the
optimal (minimum) number of templates for a fixed min-
imal match, generally trading off those features versus
robustness against parameter choices and varying dimen-
sionality of parameter space.
All template placement algorithms can benefit at some
level from the meric on the search parameter space. This
metric relates the loss of match between adjacent tem-
plates to the proper distance between them in a simple
and computationally cheap way as long as the proper dis-
tance is not large. For template banks with large spac-
ing (i.e. low minimal match) such as in continuous-wave
searches, the standard relation is less accurate but could
be made more accurate by using the Riemannian cur-
vature derived from the metric. The search metric has
also been used in other aspects of data analysis. In par-
ticular, this metric has been used to cluster single de-
tector triggers [29] and to check whether triggers from
different detectors are coincident [30]. The search metric
involves only the intrinsic parameters, and is related to
but distinct from the Fisher information matrix, which
has been used as a metric on the full parameter space
for decades outside the field of gravitational waves—see,
e.g., Ref. [23].
The two-dimensional metric for the inspiral portion of
the signal associated with GWs from binary neutron stars
(BNSs) was originally computed at 1.0 PN order [21] and
then extended to 2.0 PN [31]. (The PN order refers to the
highest power beyond leading order of the square of the
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2orbital velocity kept in the waveform.) It was also noted
that a different choice of coordinates resulted in a slowly
varying metric that, in addition, had an analytic trans-
formation to and from the mass coordinate space [32–
34]. Recent searches for inspiral GW signals from bina-
ries with negligible spin have used the latter form of this
metric along with an optimal packing (hexagonal lattice)
template placement routine in two dimensions [24]. This
has been case even when the waveforms themselves were
changed to include the 3.5 PN [10] terms in the waveform
phase. To enhance the sensitivity of a search at a fixed
false alarm rate, it would be better to use the metric com-
puted to the same order as the waveforms. The reason
is that there is a fitting factor issue as well as a mini-
mal match issue: The former is a quantity similar to the
latter, describing instead the loss of signal-to-noise due
to imperfect waveform models [35]. Total loss of SNR
is bounded above by the sum of the losses; see e.g. the
discussion around Fig. 3 of Ref. [36]. Even at the same
PN order there may be some remaining fitting factor is-
sue if the templates use a different type of approximant
(for example, see [37] for how different approximants of
3.5 PN order compare). We neglect this and continue
to focus on parameter-space discretization issues rather
than waveform modeling issues.
Hence in this work we extend the non-spinning inspiral
metric of [21] and [31] to 3.5 PN order in phase. Prelim-
inaries of the computation can be found in Sec. II. The
metric computation itself is found in Sec. III and valida-
tions of it in Sec. IV.
II. FORMALISM
We use the stationary phase approximation (SPA) in-
spiral waveforms, which are known to be accurate enough
for most purposes [38, 39]. The general SPA inspiral
waveform can be written in the form [22]
h(f) =
A(tf )√
F˙ (tf )
eiΨ(tf ) (1)
= A(f)eiΨ(f), (2)
where A(t) is the time-domain waveform amplitude, F˙ (t)
is the instantaneous GW frequency, and tf is defined to
be the time where F (tf ) = f (the Fourier frequency).
The combined amplitude A(f) truncated at Newtonian
order [22, 40] is given as
A(f) =
√
5
24
M−5/3
pi2/3D
f−7/6. (3)
For convenience, we define the non-frequency dependent
part of the amplitude to be A, where
A :=
√
5
24
M−5/3
pi2/3D
. (4)
The phase up to 3.5 PN order is given as [41]
Ψ(f) = 2pitcf − φc − pi/4 +
7∑
j=0
ψ j
2PN
f (−5+j)/3
+
6∑
j=5
ψlj
2PN
ln(f)f (−5+j)/3 (5)
where the PN coefficients {ψ j
2PN
, ψlj
2PN
} are given in Ap-
pendix A in terms of the symmetric mass ratio η =
m1m2/M
2 and chirp mass M = Mη3/5, where M =
m1 + m2 is the total mass of the binary and m1 and
m2 are the component masses. These intrinsic parame-
ters affect the shape of the waveform and are fundamen-
tal to the search problem, while the extrinsic parameters
(here the coalescence time tc and coalescence phase φc)
are easily searched over (see below). The combination of
leading-order amplitude and higher-order phase is com-
monly called the restricted PN approximation [40].
In searching for well modeled signals, such as the in-
spiral phase of signals associated with compact binary
coalescence in a GW detector’s data, the optimal filter
in the sense of maximizing SNR is the matched filter.
To compute the matched filter for a specific template
waveform, we define the inner-product between two time
vectors x and y in the frequency domain as [40, 42]
(x|y) := 4<
∫ ∞
0
x˜(f)y˜∗(f)
Sn(f)
df, (6)
where Sn(f) is the single-sided power spectral density
(PSD) associated with the noise of the detector. With
a time delay t between the two vectors the convolution
theorem lets us write
(x|y)(t) := 4<
∫ ∞
0
x˜(f)y˜∗(f)
Sn(f)
e−2piiftdf. (7)
In practice, the lower limit of this integral is chosen to be
a point below which a negligible amount of signal power
is lost, mainly a function of a detector’s PSD. The upper
limit depends on the frequency band for which the SPA
signal has support. Ideally, matched filtering data x with
a single template waveform h involves taking the inner
product
ρ(t) = (x|h)(t). (8)
For detection of signals with unknown time of arrival
this quantity is maximized over t (tc in the case of inspi-
rals), which can be done quickly and simply with a fast
Fourier transform. For sinusoidal signals there is gener-
ally an unknown constant phase offset as well (φc in the
case of inspirals), which is dealt with computationally
efficiently as follows: The square SNR associated with
template waveform h is the sum-of-squares combination
of the filter outputs of the 0 and pi/2 phases of the wave-
form,
ρ2(t) =
(s|h0)2(t) + (s|hpi/2)2(t)
(h0|h0) . (9)
3These parameters (and others which are quickly maxi-
mized over in searches for other waveforms) are known
as extrinsic parameters as opposed to intrinsic parame-
ters affecting the waveforms shape, and the distinction
affects the template placement problem as follows:
Consider the inner product between two waveforms
(h(θ)|h(θ + ∆θ)), (10)
where we use h(θ) to denote a waveform with parame-
ter vector θα. This is known in the statistical literature
as the ambiguity function [23]. For small ∆θ and well-
behaved parameters (except for the overall amplitude)
the ambiguity function falls off quadratically in ∆θ from
the maximum at ∆θ = 0,
(h(θ)|h(θ + ∆θ)) ≈ (h(θ)|h(θ))− Γαβ∆θα∆θβ , (11)
where the Fisher information matrix
Γαβ = (∂αh|∂βh) (12)
acts as a metric on the entire parameter space. (The
partial derivatives are with respect to the associated pa-
rameter, i.e., ∂α := ∂/∂θ
α.)
What is needed for template banks is the metric on the
intrinsic parameter space. This can be obtained from
a modified ambiguity function called the match in the
same way that the information matrix is obtained from
the ambiguity function. Breaking the vector θα into ex-
trinsic parameters µα (such as the overall amplitude in
general and tc and φc for inspiral signals) and intrinsic
parameters λα (such as the two masses for simple inspi-
ral signals), we have the match as Eq. (6) normalized
to unit maximum and maximized over ∆µα, and the in-
trinsic parameter metric as the corresponding matrix of
coefficients in the expansion for small ∆λ [21].
The intrinsic parameter metric can also be obtained
by a series of projections from the information matrix, of
the form
g′αβ = gαβ − gabgαagbβ , (13)
where indices a and b include the parameter projected
out as well as the other parameters in α and β. This
is equivalent to the Schur complement of the parameter
subspace we are projecting out. This is the approach we
take below.
III. COMPUTING THE INSPIRAL METRIC
We define the moments of the detector PSD similarly
to but not quite the same as other papers [21, 31, 34, 43].
We use
I(q, l) :=
∫ fU
fL
f−q/3 lnl(f)
Sn(f)
df (14a)
J(q, l) := I(q, l)/I(7, 0). (14b)
The moment functional is
J [a] := 1
I(7, 0)
∫ fU
fL
f−7/3
Sn(f)
a(f)df (15)
which with our conventions yields
J
[∑
q
aqf
−q/3 lnl(f)
]
=
∑
q
aqJ(q − 7, l). (16)
The logarithms are necessary to deal with derivatives of
the higher order PN waveforms.
Starting from the information matrix, we can first
project out the amplitude A by normalizing the infor-
mation matrix [43]
gµν :=
Γµν
ρ2
. (17)
Using the definition of the inner product (6), the de-
composition of the waveform h (1), and the definition of
the moment functional (15), the normalized information
matrix takes the form
gµν = J
[
∂ lnA
∂λµ
∂ lnA
∂λν
]
+ J
[
∂Ψ
∂λµ
∂Ψ
∂λν
]
, (18)
which can be expanded using (4), (5), (16), and (14) to
gµν =
∂ lnA
∂λµ
∂ lnA
∂λν
J(7, 0) +
(
4pi2
) ∂tc
∂λµ
∂tc
∂λν
J(1, 0)
+ (−2pi)
(
∂tc
∂λµ
∂φc
∂λν
+
∂φc
∂λµ
∂tc
∂λν
)
J(4, 0)
+ (2pi)
∑
i
(
∂tc
∂λµ
∂ψi
∂λν
+
∂ψi
∂λµ
∂tc
∂λν
)
J(9− i, 0)
+ (2pi)
∑
i
(
∂tc
∂λµ
∂ψli
∂λν
+
∂ψli
∂λµ
∂tc
∂λν
)
J(9− i, 1)
+
∂φc
∂λµ
∂φc
∂λν
J(7, 0)
+ (−1)
∑
i
(
∂φc
∂λµ
∂ψi
∂λν
+
∂ψi
∂λµ
∂φc
∂λν
)
J(12− i, 0)
+ (−1)
∑
i
(
∂φc
∂λµ
∂ψli
∂λν
+
∂ψli
∂λµ
∂φc
∂λν
)
J(12− i, 1)
+
∑
i,j
∂ψi
∂λµ
∂ψj
∂λν
J(17− i− j, 0)
+
∑
i,j
(
∂ψi
∂λµ
∂ψlj
∂λν
+
∂ψli
∂λµ
∂ψj
∂λν
)
J(17− i− j, 1)
+
∑
i,j
∂ψli
∂λµ
∂ψlj
∂λν
J(17− i− j, 2), (19)
where all sums run from 0 to 7 for 3.5PN waveforms. This
expansion in (18) and (19) discards the information asso-
ciated with boundary terms from the derivatives. That
4is, derivatives of fL and fU are neglected. For the signals
we consider, these are generally negligible since in prac-
tice fL is generally chosen to be a constant and fU only
becomes low enough to significantly affect the moment
integrals for high masses, where the search is carried out
by different means.
The metric used to construct search template banks
must project out the extrinsic parameters tc and φc. This
results in a two-dimensional metric on the space of intrin-
sic parameter only, which we refer to as the mass metric.
In the notation of [34], the triple projected mass metric
g′′′µν is given as
g′′′µν =
∑
i,j,k,l
ΨµikΨνjl
[
J(17− i− j, k + l)− J(12− i, k)J(12− j, l)
J(7, 0)
− [J(7, 0)J(9− i, k)− J(4, 0)J(12− i, k)] [J(7, 0)J(9− j, l)− J(4, 0)J(12− j, l)]
J(7, 0) [J(1, 0)J(7, 0)− J(4, 0)J(4, 0)]
]
; (20)
here Ψµi0 := ∂ψi/∂λ
µ and Ψµi1 := ∂ψ
l
i/∂λ
µ are tensors
of derivatives of PN coefficients and again the sums run
from 0 to 7 for 3.5PN waveforms.
We compute the derivatives of the phase with respect
to the mass parameters λµ ∈ {M, η}. The derivatives of
the PN coefficients with respect to the mass parameters
can be found in Appendix B.
An alternative derivation of this metric can be ob-
tained by using the Tanaka-Tagoshi procedure [32]. We
first define a “premetric”,
γαβ = J
[
∂Ψ(f)
∂Cα
∂Ψ(f)
∂Cβ
]
, (21)
where Ψ(f) is defined in (5) and Cµ ∈ {ψj , ψlj , tc, φc}.
This premetric would be constant and therefore flat in
the case where fU is fixed. The metric of (20) is then
obtained through the use of a Jacobian that transforms
from the coordinates Cα to coordinates λµ and the pro-
jection of the tc and φc dimensions. We have used this
as a check of our derivation.
It is in fact more desirable to plot results in terms of the
so-called chirp times [44] parameters, which are similar
to Cµ. The coordinate transformation is accomplished
through the use of the Jacobian,
gµ′ν′ = J
µ
ν′gµνJ
µ
ν′ , (22)
where Jµµ′ := ∂λ
µ/∂λµ
′
. The chirp-times we are inter-
ested in are τ0 and τ3, defined as
τ0 :=
5
256 (pif0)
8/3M5/3
, (23a)
τ3 :=
pi
8 (pif0)
5/3M2/3η3/5
, (23b)
and are related to the phase parameters ψ0 and ψ3. Here
f0 is a reference frequency that, if chosen to be the lower
frequency cutoff due to the noise curve, results in τ0 be-
ing approximately the length of the Newtonian waveform
and τ3 being approximately the amount the waveform is
shortened by the 1.5 PN terms. The relevant terms of
the Jacobian to transform from the mass space to the
chirp-times space are
∂M
∂τ0
=
−768
25
(pif0M)8/3 , (24a)
∂M
∂τ3
= 0, (24b)
∂η
∂τ0
=
512
15
(pif0)
8/3M5/3η, (24c)
∂η
∂τ3
=
−40
3pi
(pif0)
5/3M2/3η8/5. (24d)
IV. COMPARISON TO 2.0 PN METRIC
We compare the 2.0 PN and 3.5 PN versions of the
two quantities most important to template placement,
the square root of the determinant of the metric and the
eigenvectors of the metric.
Comparing the former quantity between the differ-
ent PN orders allows us to see whether the density of
template banks generated using the 2.0 PN metric is
sufficient. The number of templates required is given
by [21, 25]
Ntemplates = θ (m)
−d/2
∫ √
|g′′′|ddλ (25)
where θ is a geometrical quantity associated with how the
template bank tiles the parameter space, m is the max-
imum mismatch allowed in the template bank, d is the
dimensionality of the parameter space being tiled (i.e.,
two for the present case as the templates are laid out
in the non-spinning two dimensional chirp-time space),
and
√|g′′′| is the square root of the absolute value of
the determinant of the metric on the intrinsic parameter
space.
Each template “covers” an elliptical region in intrinsic
parameter space in the sense that any other waveform
within that ellipse will have a mismatch with that tem-
plate of no more than the (small) maximum mismatch m.
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FIG. 1: Relative increase in template density
√|g|
when going from the 2.0 PN mass metric to the 3.5 PN
mass metric for the region of parameter space described
in the text. The 3.5 PN mass metric density is between
25% and 90% larger, requiring that factor more
templates to cover the same (small) region of parameter
space.
(Note that we have switched from the previous notation
of m for mismatch between arbitrary templates.) The
elliptical shape is due to the quadratic approximation to
the mismatch in (11), i.e. the approximation that all the
information on the mismatch is contained in the metric
rather than higher derivatives. When this approxima-
tion holds, the principal axes of the elliptical contours
of constant mismatch are determined by the eigenvectors
of the metric [21]. Depending on the waveform family,
for mismatches of more than a few percent the quadratic
approximation degrades and the constant-mismatch con-
tours acquire more complicated shapes than the metric
ellipses.
We compare the ratio of the metric densities between
the 2.0 PN metric and the 3.5 PN metric in Fig. 1 for in-
spiral signals associated with component masses between
1M and 10M, assuming an Advanced LIGO PSD with
the zero-detuning, high power configuration [45], a lower
frequency cutoff of 10Hz, and an upper frequency cut-
off as the frequency associated with the inner-most sta-
ble circular orbit (ISCO) of the Schwarzschild spacetime.
(The latter is the cutoff commonly used in the literature
to approximate the division between the post-Newtonian
inspiral and fully relativistic merger phases of coales-
cence.) We see that the 3.5 PN metric has a density
between 25% and 90% larger than the 2.0 PN metric,
with the largest effect occurring along the left-most edge
of the parameter space, which corresponds to binaries
with the larger mass being equal to 10M. This effect
alone implies that template banks of 3.5 PN waveforms
with a minimal-match of 97% laid out using the 2.0 PN
metric would actually only achieve a minimal-match of
between ∼96% and ∼94%. In other words, use of the
2.0 PN template bank costs up to 0.973− 0.943 ∼10% of
200 400 600 800 1000120014001600
τ0 (s)
4
6
8
10
12
τ 3
(s
)
5.3◦
7.1◦
9.0◦
10.8◦
12.6◦
14.4◦
FIG. 2: Relative rotation of the eigenvectors when
going from the 2.0 PN mass metric to the 3.5 PN mass
metric for the region of parameter space described in
the text. The largest rotations are associated with
binaries with the most unequal component masses.
the ideal detection rate.
In addition to the metric density, the eigenvectors of
the metric (principal axes of the metric ellipses) also
change when going from the 2.0 PN order to 3.5 PN or-
der. For the same parameter space as above, this can be
seen in Fig. 2. The largest rotation of the eigenvectors
occurs at the upper-left-most corner of the parameter
space, which corresponds to the binaries with the most
asymmetric masses (i.e., m1 = 3M, m2 = 1M).
These two effects are further visualized in Figs. 3a, 4a,
and 5a for three points of interest in the parameter space,
the points associated with BNS, NSBH and BBH, respec-
tively, where the mass of the neutron star is a canonical
1.4 M and the mass of the stellar mass black hole is
a canonical 10 M. There we see metric ellipses associ-
ated with both the 2.0 PN and 3.5 PN mass metric. The
2.0 PN and 3.5 PN metric ellipses associated with NSBH
and BBH signals disagree more than metric ellipses as-
sociated with BNS signals. This is to be expected since,
for a given noise curve or frequency, waveforms of higher
mass systems are more influenced by higher-order PN
effects.
We also compare the 3.5 PN metric ellipses with full
mismatch contours in Figs. 3b, 4b, and 5b, again for
points associated with BNS, NSBH and BBH systems, re-
spectively. Here “full” means not using the quadratic ap-
proximation but rather numerically computing the mis-
match using pylal [46]. The BNS metric ellipse associ-
ated with 3% loss of SNR agrees well with the 3% full
mismatch contour. The same is not true for the NSBH
and BBH regions of parameter space. This could be be-
cause the upper frequency cutoff for signals changes as a
function of the total mass of the system, which we neglect
in our derivatives of the signal in (17).
Now let us look at the total number of templates. Let
us use (25) with θ = 2/33/2, which is exactly true for
the optimal hexagonal lattice tiling of a flat two dimen-
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FIG. 3: (a) The 2.0 PN (dotted) and 3.5 PN (dashed)
metric ellipses are compared for a BNS signal with
m1 = m2 = 1.4M. (b) The 3.5 PN metric ellipse
(dashed) is plotted with a size corresponding to 3% loss
of SNR. The numerically computed full mismatch is
shown in grey-scale with certain contours denoted by
solid lines. The metric ellipse matches the 3% loss of
SNR contour; for higher mismatches the contours are
not elliptical.
sional parameter space. Performing the integral in (25)
numerically for the region of parameter space described
above, we find that the 2.0 PN mass metric predicts that
we will need 1.3× 105 templates to cover the parameter
space, whereas the 3.5 PN mass metric predicts 2.0×105
templates. However, the hexagonal template placement
algorithm utilized for previous searches [24] does not inte-
grate the changing density. Rather it measures the metric
at the most asymmetric corner of the parameter space,
assumes the mass metric is invariant across parameter
space, and uses the Nyquist frequency as the high fre-
quency cutoff for the noise moments. The 3.5 PN met-
ric density at this point is 86% larger than that of the
2.0 PN metric. If we use these point estimates in param-
eter space integral, this results in 1.7× 105 and 3.2× 105
templates for the 2.0 PN and 3.5 PN metrics, respec-
tively. As the metric actually does vary throughout the
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FIG. 4: (a) The 2.0 PN (dotted) and 3.5 PN (dashed)
metric ellipses are compared for a NSBH signal with
m1 = 10M and m2 = 1.4M. (b) The 3.5 PN metric
ellipse (dashed) is plotted with a size corresponding to
3% loss of SNR. The full numerical mismatch is shown
in grey-scale with certain contours denoted by solid
lines. The metric ellipse and the 3% loss of SNR fitting
factor contour match less well than in Fig. 3b.
parameter space, and as waveforms are only filtered up
to the frequency associated with the ISCO, this tiling
will use too many templates. This can be seen in Fig. 6
where (a) shows the ratio of the 3.5 PN mass metric den-
sity, which varies as a function of parameter space, to the
density of the “fixed-mass” metric computed at the most
asymmetric point as in [24]. Figure 6b shows that the ori-
entations of the eigenvectors of the 3.5 PN metric that
varies in parameter space are better aligned with those
of the 3.5 PN fixed mass metric than with those of the
2.0 PN metric that varies in parameter space. Figure 7
shows the same, expect replacing the 3.5 PN fixed metric
with the 2.0 PN fixed metric. Although the 3.5 PN fixed
metric over covers the parameter space, for constructing
template banks, this is the more desirable side to err on.
The orientations of the eigenvectors of the 3.5 PN fixed
metric are also more aligned with the correct 3.5 PN met-
ric than the orientations of the eigenvectors of the 2.0 PN
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FIG. 5: (a) The 2.0 PN (dotted) and 3.5 PN (dashed)
metric ellipses are compared for a BBH signal with
m1 = m2 = 10M. (b) The 3.5 PN metric ellipse
(dashed) is plotted with a size corresponding to 3% loss
of SNR. The full numerical mismatch is shown in
grey-scale with certain contours denoted by solid lines.
The metric ellipse and the 3% loss of SNR fitting factor
contour match less well than in either Fig. 3b or 4b.
fixed metric.
V. CONCLUSION
We have computed the inspiral metric associated with
stationary phase waveforms to 3.5 PN order, extending
the previously available metric at 2.0 PN order. We have
shown that the metric approximates the match well for
3.5 PN waveforms for mismatch values of 3% typically
used in searches. We have also characterized the error
that is introduced by using a fixed metric for the entire
parameter space, as in [24]. When a 2.0 PN fixed metric
is used, some portions of the parameter space are under
covered and some over covered compared to the target
minimal match. Using a 3.5 PN fixed metric causes the
entire parameter space to be overcovered, however more
uniformly, a desirable feature for the template bank. Us-
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FIG. 6: (a) The fractional difference between the
3.5 PN mass metric density and the density of a 3.5 PN
“fixed-mass” metric, i.e. one computed at the most
mass-asymmetric point with the upper frequency cutoff
set to be the Nyquist frequency, as implemented in the
standard template placement algorithm [24]. The
fixed-mass metric overcovers the entire parameter space.
(b) The difference between the metric eigenvectors and
those of the fixed mass metric. The eigenvectors of the
mass metric at 3.5 PN are more aligned with those of
the 3.5 PN fixed mass metric than with those of the
2.0 PN metric that varies as a function of parameter
space.
ing either a fixed metric or a variable metric, the 3.5 PN
template bank requires nearly twice as many templates
as the equivalent 2 PN bank. Using only the change in
the density of the metric, we estimate that the 3.5 PN
template bank reduces the loss of ideal event rate for a
typical 3%-mismatch template bank to 10% from about
20% characterizing a 2 PN template bank with 3.5 PN
waveforms. The change in the parameter space metric,
although it changes the number of templates, does not
change the false alarm rate for a fixed SNR threshold.
This is because it is the effective independent number of
templates (the waveforms that are actually used for the
search) that affects the FAR, and it does so very weakly
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FIG. 7: (a) The fractional difference between the
3.5 PN mass metric density and the density of a 2.0 PN
“fixed-mass” metric, i.e. one computed at the most
mass-asymmetric point with the upper frequency cutoff
set to be the Nyquist frequency, as implemented in the
standard template placement algorithm [24]. The
fixed-mass metric over and under covers portions of the
parameter space. (b) The difference between the 3.5 PN
metric eigenvectors and those of the 2.0 PN fixed mass
metric. The eigenvectors of the mass metric at 3.5 PN
are even less aligned with those of the 2.0 PN fixed
metric than with those of the 3.5 PN fixed metric.
at realistic thresholds.
In addition, the 3.5 PN fixed metric more accurately
reflects the orientation of the eigenvectors of the 3.5 PN
metric. These results will improve coincidence test and
error estimates of inspiral GW searches once the ad-
vanced detectors become operational as they reflect a
more accurate understanding of how the parameters are
correlated.
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Appendix A: PN Coefficients
The PN coefficients ψi and ψ
l
i associated with the
phase for different PN orders, where i is twice the PN
order, are defined in terms of the symmetric mass ratio
η and the chirp mass M,
ψ0 :=
3
128pi5/3M5/3 , (A1)
ψ2 :=
5
384piMη2/5
(
743
84
+ 11η
)
, (A2)
ψ3 :=
−3pi1/3
8M2/3η3/5 , (A3)
ψ4 :=
5
3072pi1/3M1/3η4/5
×
(
3058673
7056
+
5429
7
η + 617η2
)
, (A4)
ψ5 :=
5pi
384η
(
7729
84
− 13η
)
×
[
1 + ln
(
63/2piMη−3/5
)]
, (A5)
ψl5 :=
5pi
384η
(
7729
84
− 13η
)
, (A6)
ψ6 :=
pi1/3M1/3
128η6/5
(
11583231236531
1564738560
− 640pi2
−6848
7
[
γ + ln
(
4pi1/3M1/3η−1/5
)]
+
5
4
[−3147553127
254016
+ 451pi2
]
η
+
76055
576
η2 − 127825
432
η3
)
, (A7)
ψl6 :=
−107pi1/3M1/3
42η6/5
, (A8)
ψ7 :=
5pi5/3M2/3
32256η7/5
×
(
15419335
336
+
75703
2
η − 14809η2
)
. (A9)
Any PN coefficients of 3.5 PN or lower not defined above
are identically zero. Compare Ref. [41] where these were
first derived.
9Appendix B: Derivatives of PN Coefficients
Here we give explicit expressions for the derivatives of
the PN coefficients associated with the phase for different
PN orders in terms of the symmetric mass ratio η and
the chirp mass M. First the derivatives with respect to
M,
∂Mψ0 =
−5
128pi5/3M8/3 , (B1)
∂Mψ2 =
−5
384piM2η2/5
(
743
84
+ 11η
)
, (B2)
∂Mψ3 =
pi1/3
4M5/3η3/5 , (B3)
∂Mψ4 =
−5
9216pi1/3M4/3η4/5
×
(
3058673
7056
+
5429
7
η + 617η2
)
, (B4)
∂Mψ5 =
5pi
384Mη
(
7729
84
− 13η
)
, (B5)
∂Mψ6 =
pi1/3
384M2/3η6/5
(
10052469856691
1564738560
−640pi2 − 6848
7
[
γ + ln
(
4pi1/3M1/3η−1/5
)]
+
5
4
[−3147553127
254016
+ 451pi2
]
η
+
76055
576
η2 − 127825
432
η3
)
, (B6)
∂Mψl6 =
−107pi1/3
126M2/3η6/5 , (B7)
∂Mψ7 =
5pi5/3
48384M1/3η7/5
×
(
15419335
336
+
75703
2
η − 14809η2
)
. (B8)
Now the derivatives with respect to η,
∂ηψ2 =
−1
384piMη7/5
(
743
42
− 33η
)
, (B9)
∂ηψ3 =
9pi1/3
40M2/3η8/5 , (B10)
∂ηψ4 =
−3
3072pi1/3M1/3η9/5
×
(
3058673
5292
− 5429
21
η + 1234η2
)
, (B11)
∂ηψ5 =
−pi
384η2
×
(
7729
84
[
8 + 5 ln
(
63/2piMη−3/5
)]
− 39η
)
, (B12)
∂ηψ
l
5 =
−38645pi
32256η2
, (B13)
∂ηψ6 =
−pi1/3M1/3
640η11/5
(
11328104339891
260789760
− 3840pi2
−41088
7
[
γ + ln
(
4pi1/3M1/3η−1/5
)]
+
5
4
[−3147553127
254016
+ 451pi2
]
η
−76055
144
η2 +
127825
48
η3
)
, (B14)
∂ηψ
l
6 =
107pi1/3M1/3
35η11/5
, (B15)
∂ηψ7 =
−pi5/3M2/3
32256η12/5
×
(
15419335
48
+ 75703η + 44427η2
)
. (B16)
Any derivatives of PN coefficients of 3.5PN or lower not
defined above are identically zero.
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