Let k be a cubic field. We give an explicit formula for the Dirichlet series K |Disc(K)| −s , where the sum is over isomorphism classes of all quartic fields whose cubic resolvent field is isomorphic to k. Our work is a sequel to the unpublished preprint [12] whose results have been summarized in [7] , so we include complete proofs so as not to rely on unpublished work. This is a companion paper to [14] where we compute the Dirichlet series associated to cubic fields having a given quadratic resolvent.
Background
In a previous paper [14] , we studied the problem of enumerating cubic fields 1 with fixed quadratic resolvent. A classical result of Cohn [16] is that We generalized this as follows. If K is a non-cyclic cubic field, then its Galois closure K contains a unique quadratic field k, called the quadratic resolvent. We have Disc(K) = Disc(k)f (K) 2 for a positive integer f (K), and for each fixed k we proved explicit formulas for the Dirichlet series K f (K) −s , where the sum is over all cubic fields K with quadratic resolvent k. For example, if k = Q( √ −255) we have where the sum is over all cubic fields with quadratic resolvent k, L is the cubic field of discriminant 6885 = (−27) · (−255) determined by x 3 − 12x − 1 = 0, and ω L (p) is equal to 2 or −1 when p is totally split or inert in L respectively, and ω L (p) = 0 otherwise. In general, the sum has a main term plus one additional term for each cubic field of discriminant −D/3, −3D, or −27D, where D is the discriminant of k.
Our work extended work of the first author and Morra [13] , which established more general formulas in a less explicit form. In the quartic case, such formulas have been 1 Note that in this paper, number fields are always considered up to isomorphism.
proved by the first author, Diaz y Diaz, and Olivier [7] [8] [9] [10] 12] . This work also yields explicit Dirichlet series similar to (1.1) and (1.2 The same authors proved similar formulas for those C 4 and V 4 extensions having a fixed quadratic subfield; the former is Theorem 4.3 of [8] and the latter is unpublished. They also obtained analogous formulas for D 4 extensions, for which we refer to [9] and Section 7.1 of [11] . One may also see Wright [30] and Wood [28] for some related results on general abelian extensions.
In the present paper we tackle this problem for A 4 and S 4 -quartic fields. We count such fields by their cubic resolvents: Suppose that K/Q is a quartic field whose Galois closure K has Galois group A 4 or S 4 . In the A 4 case, K contains a unique cyclic cubic subfield k, and in the S 4 case, K contains three isomorphic noncyclic cubic subfields k. In either case k is called the cubic resolvent of K, it is unique up to isomorphism, and it satisfies Disc(K) = Disc(k)f (K) 2 
for some integer f (K).
Let F(k) be the set of all A 4 or S 4 -quartic fields whose cubic resolvent is isomorphic to k. We set the following definition. Definition 1.1. For a cubic field k, we set
where a(k) = 3 if k is cyclic and a(k) = 1 otherwise. 2 We will prove explicit formulas for k (s), building on previous work of the first author, Diaz y Diaz, and Olivier ( [12] ; see also [7] for a published summary) which, like the subsequent paper [13] , established a more general but less explicit formula. Since [12] is unpublished, we will include complete proofs of the results we need.
In the cubic case, our formulas involved sums over cubic fields of discriminant −D/3, − 3D, and −27D, and in the quartic case we will sum over fields in a similar set L 2 (k): Definition 1.2. Given any cubic field k (cyclic or not), let L(k) be the set of isomorphism classes of quartic fields whose cubic resolvent is isomorphic to k, with the additional restriction that the quartic is totally real when k is such. Furthermore, for any n define L(k, n 2 ) to be the subset of L(k) of those fields with discriminant equal to n 2 Disc(k).
Finally, we define L tr (k, 64) to be the subset of those L ∈ L(k, 64) such that 2 is totally ramified in L, and we set
Note that if k is totally real the elements of F(k) are totally real or totally complex, and L(k) is the subset of totally real ones, while if k is complex then the elements of L(k) = F(k) have mixed signature r 1 = 2, r 2 = 1.
Remark. In this paper, quartic fields with cubic resolvent k will be denoted K or L. Generally K will refer to fields enumerated by k (s), and L will refer to fields in L 2 (k). Note however that in many places this distinction will be irrelevant.
We introduce some standard notation for splitting types of primes in a number field. If L is, say, a quartic field, and p is a prime for which (p) = p 2 1 p 2 in L, where p i has residue class degree i for i = 1, 2, we say that p has splitting type (21 2 ) in L (or simply that p is (21 2 ) in L). Other splitting types such as (22) , (1111), (1 4 ), etc. are defined similarly. Moreover, when 2 has type (1 2 1) in a cubic field k, we say that 2 has type (1 2 1) 0 or (1 2 1) 4 depending on whether Disc(k) ≡ 0 (mod 8) or Disc(k) ≡ 4 (mod 8). • It will follow from Proposition 6.4 (3) that (2) is a special case of (1), and we will prove the two results simultaneously.
• In case (2) where k is cyclic, the splitting behavior of the primes in k is determined by congruence conditions. Also, since 2 can only split as (3) or (111) in k, only L(k, 1) occurs and the list of possible 2-Euler factors is very short: only two cases for M 1 (s) and three cases for M 2,L (s).
• As a check on our results, we used PARI/GP [25] to numerically verify the above theorems (and also Theorem 9.1) for the first 10000 totally real and the first 10000 complex cubic fields. As a further check on the consistency of our results, we also observe that the values 8M 1 (1) are equal to the constants c 2 (k) in Theorem 1.2 of [7] .
The formulas are much longer in the S 4 case than in the S 3 case, simply because the number of splitting types is much larger. However, the present study is in fact simpler than the analogous study of cubic extensions having a given quadratic resolvent. In Theorem 2.2 we will describe S 4 -extensions in terms of a quadratic extension of the cubic resolvent, and since −1 ∈ Q we may use Kummer theory to study this extension without first adjoining a root of unity.
In Theorem 9.1 we prove a version of our results including a signature condition. In particular, if k is totally real, we may introduce a condition into the definition of k (s) whereby we only count totally real quartic fields. It turns out that the modification to Theorem 1.4 is quite simple: one multiplies the formulas by theory to obtain another proof of this version of Scholz reflection, together with a generalization to D -and F -extensions for any odd prime .
Ohno and Nakagawa's work naturally extends to the quartic setting, and in an unpublished preprint they give a conjectural generalization of their functional equation to the space of pairs of ternary quadratic forms. (This space was proved by Wright-Yukie [31] over Q, and by Bhargava [4] over Z, to parameterize quartic fields.) Further, Nakagawa proved a special case of their conjecture, similar to the identities implied by considering the n = 1 terms in Theorems 1.4 and 9.1, and he carried out additional computations with an eye towards a proof of the full conjecture. We hope, perhaps rashly, that our ideas might be useful in a proof of this conjecture.
Outline of the paper. We begin in Section 2 by recalling a parametrization of quartic fields K in term of pairs (k, K 6 ), where k is the cubic resolvent of K and K 6 is a quadratic extension of 'trivial norm' . This allows us to count quartic fields by counting such quadratic extensions.
Section 3 consists essentially of work of the first author, Diaz y Diaz, and Olivier [12] , which establishes a version of Theorem 1.4 in an abstract setting. As this work was not published, we provide full proofs here. In Section 4 we study certain groups C c 2 appearing in Section 3, and prove that they are essentially class groups.
In Section 5 we state a theorem establishing the possible splitting types of primes p in quartic fields and their associated pairs (k, K 6 ). As the proof requires lots of checking of special cases, and overlaps with some existing literature, we only sketch the proof here, but a note with complete proofs is available from the second author's website.
In Sections 6 and 7 we further study the arithmetic of quartic fields associated to characters of C c 2 ; some of these results are potentially of independent interest. This then brings us to the proofs of our main results in Section 8. In Section 9 we prove a version of our main theorem counting quartic fields with prescribed signature conditions; the statement and proof of this generalization turn out to be surprisingly simple. We conclude in Section 10 with numerical examples which were helpful in double-checking our results.
The parametrization of quartic fields
Definition 2.1.
(1) We will say that an element α ∈ k * (resp., an ideal a of k ) has square norm if N (α) (resp., N (a)) is a square in Q * . 3 (2) We will say that a quadratic extension K 6 /k has trivial norm if there exists α ∈ k * \ k * 2 of square norm such that
Note that if the principal ideal (α) has square norm then α has either square norm or minus square norm, but since we will only be considering such elements in cubic fields, this means that ±α has square norm for a suitable sign.
It is fundamental to our efforts that quartic fields K with cubic resolvent k correspond to quadratic extensions K 6 /k of trivial norm. We review this correspondence here. When we apply this theorem to quartic fields L ∈ L 2 (k) we still denote the corresponding sextic field by K 6 .
Remark. Theorem 2.2 has rough parallels in the theory of prehomogeneous vector spaces, for example in Bhargava's work on 'higher composition laws' [3, 4] . Roughly speaking, Bhargava proves that the sets (R, I), where R is a cubic ring and I is an ideal of R whose square is principal, and (Q, R), where Q is a quartic ring and R is a cubic resolvent ring of Q, are parameterized by group actions on lattices which are Z-dual to one another.
The analogy is not exact, but as class field theory connects quadratic extensions K 6 /k to index two subgroups of Cl(k), we can see a parallel to Bhargava's and related work.
Proof. This is well known and largely proved in Heilbronn [19] and Baily [2] , but for the sake of completeness we sketch a proof.
For an A 4 -quartic field K, K contains a unique 2-Sylow subgroup, and therefore Gal( K/Q) contains a unique cubic subfield k, which must be cyclic. K also contains three sextic fields; writing K 6 = k( √ α) for one of them, the other two are k(
for the two conjugates α of α, so K contains Q( √ N (α)). However, since A 4 has no subgroup of order 6 this cannot be a quadratic extension, so α must have square norm.
Conversely, given k and K 6 = k( √ α), one obtains K by adjoining square roots of the conjugates of α, and checks that K is Galois over Q with Galois group A 4 . There are four isomorphic quartic subextensions K, corresponding to the 3-Sylow subgroups of A 4 . This proves the correspondence for A 4 -extensions, and any of the quadratic extensions of k produce the same quartic field K (up to isomorphism).
For an S 4 -quartic field K, Gal( K/Q) contains three conjugate 2-Sylow subgroups, corresponding to three conjugate noncyclic cubic fields k, with Galois closure k( √ D) (where 
Now if we denote by α and α the nontrivial conjugates of α and by k , k the corresponding conjugate fields of k, the fields k (
) is also. As above, since S 4 has a unique subgroup of order 12, either this is equal to Q, in which case α has square norm, or it is equal to Q( √ D), in which case N (α) = Da 2 hence N (αD) = D 4 a 2 , so αD has square norm.
Conversely, given a noncyclic k and K 6 = k( √ α) with α of square norm, one also adjoins √ D, √ αD, and √ α for a conjugate α of α, and checks that the resulting field contains a square root of the remaining conjugate of α and is Galois over Q with Galois group S 4 . In particular, the proof of the next proposition describes a set of four elements of K which are permuted by this Galois group.
Since K 6 /k has trivial norm, there exists a positive integer f such that N (d(K 6 /k)) = f 2 , and we will write f = f (K). Thus, if we denote by F(k) the set of isomorphism classes of quartic extensions whose cubic resolvent is isomorphic to k we have
The following proposition makes the correspondence of Theorem 2.2 computationally explicit, which helped us to check numerically the correctness of our formulas. Proposition 2.3.
1.
A defining polynomial for the cubic resolvent field of the quartic field defined by the polynomial x 4 + a 3 x 3 + a 2 x 2 + a 1 x + a 0 is given by
whose (polynomial) discriminant is the same as the (polynomial) discriminant of the quartic.
where α ∈ k * \ k * 2 is of square norm with characteristic polynomial x 3 + a 2 x 2 + a 1 x + a 0 , a defining polynomial for the corresponding quartic field is given by
whose (polynomial) discriminant is 2 12 times the (polynomial) discriminant of the cubic.
Proof. (1)
. This is well-known: if (α i ) are the four roots of the quartic, the cubic is the characteristic polynomial of α 1 α 2 + α 3 α 4 .
(2). Assume that we are in the S 4 case, the A 4 case being simpler. If we denote as usual by α and α the conjugates of α, then θ = √ α, θ = √ α , and θ = √ α belong to K, and we choose the square roots so that
by Galois theory it is clear that η belongs to a quartic field, and more precisely the four conjugates of η are εθ +ε θ +ε θ with the ε = ±1 such that εε ε = 1, and a small computation shows that the characteristic polynomial of η is the one given in the proposition. This polynomial must be irreducible, because η is fixed by a subgroup of Gal( K/Q) isomorphic to S 3 , but not by all of Gal( K/Q) S 4 , and there are no intermediate subgroups of S 4 of order 12.
The main theorem of [7]

Statement of the main theorem
To prove our main result (Theorem 1.4), we begin by stating and proving a similar result involving sums over characters of certain ray class groups instead of over quartic fields. This result has been stated without proof in [7] and proved in the unpublished preprint [12] , so we give a complete proof here.
Definition 3.1. For each ideal c | 2Z k we define the following quantities:
1. We define a finite group C c 2 by 4
and we define X c 2 to be the group of characters χ ∈ C c 2 , extended to all ideals of square norm by setting χ(a) = 0 if a is not coprime to c. 2. We define z k (c) to be equal to 1 or 2, with z k (c) = 2 if and only if we are in one of the following cases.
• We have c = 2Z k .
• The prime 2 splits as 2Z k = p 2 1 p 2 and c = p 1 p 2 .
• The prime 2 splits as 2Z k = p 2 1 p 2 , c = p 2 , and Disc(k) ≡ 4 (mod 8).
• The prime 2 splits as 2Z k = p 3 1 and c = p 2 1 .
Since trivially C c 2 has exponent dividing 2, all the elements of X c 2 are quadratic characters, which can be applied only on ideals of square norm. With this definition, the main result of [7] is the following: Theorem 3.2. [7, 12] 
where r 2 (k) is half the number of complex places of k,
where in the product over pZ k = p 1 p 2 it is understood that p 1 has degree 1 and p 2 has degree 2.
Remark. In [12] this is proved for relative quartic extensions of any number field. Proving Theorem 1.4 in this generality may be possible, but this would involve additional technical complications. Here we prove Theorem 3.2 only for quartic extensions of Q, allowing some simplifications of the arguments in [12] .
Our first goal is the proof of this theorem, which may be summarized as follows. By Theorem 2.2, it is enough to count quadratic extensions K 6 /k of trivial norm. Our first few results parameterize such quadratic extensions and allow us to compute their discriminants, and these together with some elementary computations lead us to the preliminary result of Corollary 3.12. To proceed further we use local class field theory to study a certain quantity |S S c 2 (k)|/|C c 2 | appearing in the corollary, allowing us to obtain the more explicit formula above.
Later we will further refine this theorem and show that the groups C c 2 are isomorphic to certain ray class groups. This will allow us to regard characters of C c 2 as characters of Galois groups of quadratic extensions of k, allowing us to express the Euler products above in terms of splitting of prime ideals in certain quartic fields.
Proof of Theorem 3.2: Hecke, Galois, and Kummer theory
Remark. Much of this section has been taken nearly verbatim from the unpublished preprint [12] , and we thank the second and third authors of that preprint for permission to include their results here.
We begin by recalling the following (easy) special case of a theorem of Hecke on Kummer extensions (see for example Theorem 10.2.9 of [6] (1) We say that an element α ∈ k * is a 2-virtual unit if αZ k = q 2 for some ideal q of k, or equivalently, if v p (α) ≡ 0 (mod 2) for all prime ideals p, and we denote by V (k) the group of virtual units. (2) We define V S (k) as the subgroup of elements of V (k) having square (or equivalently, positive) norm. (3) We define V + (k) as the subgroup of totally positive virtual units, so that
Remarks 3.5.
• We should more properly speaking write V 2 (k), S 2 (k), etc..., but in this paper we only consider 2-virtual units.
• If k is a cubic field (or more generally a field of odd degree), which will be the case in this paper, and α ∈ V (k), then either α or −α belongs to V S (k).
• If k is a complex cubic field, we have 
The classification of quadratic extensions of trivial norm (see Definition 2.1) is easily done as follows. Proof. The exact sequence
where as usual I(k) is the group of nonzero fractional ideals of k, shows the trivial fact that there is a one-to-one correspondence between quadratic extensions (including k/k) and pairs (a, u) with a integral and squarefree whose class belongs to Cl 2 (k) and u ∈ S(k), and the trivial norm condition is equivalent to the restrictions on (a, u). We can make the correspondence explicit as follows. For each ideal a as above, choose arbitrarily an ideal q 0 = q 0 (a) and an element α 0 = α 0 (a) such that aq 2 0 = α 0 Z k . Since k is a cubic field, by changing α 0 into −α 0 if necessary we may assume that α 0 has square norm. Thus if K 6 = k( √ α) with α of square norm and αZ k = aq 2 , with a integral and squarefree, then α/α 0 (a) ∈ V S (k) and the corresponding pair is (a, α/α 0 (a)). Conversely, for any pair (a, u) as above we take
We now begin the computation of k (s). Recall by Theorem 2.2 that to any A 4 or S 4 -quartic field there correspond a(k) extensions K 6 /k of trivial norm, where a(k) = 3 in the A 4 case and a(k) = 1 in the S 4 case, so by definition
where it is understood that we include the trivial extension k/k. Thus, if (a, u) is as in Proposition 3.7 and
is the corresponding quadratic extension, we know from Proposition 3.3 that d(K 6 /k) = 4a/c 2 for an ideal c = c(a, u) described in the proposition. For ease of notation, we let A be the set of all ideals a as in Proposition 3.7 above, in other words, integral, squarefree ideals of k of square norm whose class in Cl(k) belongs to Cl(k) 2 .
We thus have
in other words
where
Lemma 3.9. We have the preliminary formula
T(a, c 1 ) .
By dual Möbius inversion we obtain
T(a, c) =
where μ k is the Möbius function on ideals of k. Replacing in the formula for S(a; s), we thus have
Replacing in the formula for k (s) and writing c for c 1 , we obtain (when (c, a) = 1)
proving the lemma.
To compute f (a, c) we introduce the following definitions. Definition 3.10. Let k be a cubic field and let c be an ideal of k dividing 2Z k .
(1) We define the square ray class group modulo c 2 by
(2) We define the following subgroup of Cl
Note that the group C c 2 , defined in Definition 3.1, is canonically isomorphic to Cl
We define the ordinary ray Selmer group modulo c 2 by
(4) We define the square Selmer group modulo c 2 by
(Observe that our Selmer group definitions do not depend on the choice of lifts u.) Remark. Note that if u ∈ V (k) then ±N (u) is a square for a suitable sign, so in the definition above the condition N (u) square can be replaced by N (u) > 0. (This simplification did not apply in [12] , as the base field there was not necessarily Q).
The value of f (a, c) is then given by the following proposition. 
Proof. This is just a matter of rewriting the definitions. Assume that there exists u ∈ S S (k) such that x 2 ≡ α 0 u (mod * c 2 ) has a solution. This means that we can write βx 2 = α 0 u for some β ≡ 1 (mod * c 2 ). Since u ∈ V (k) we can write uZ k = q 2 1 for some ideal q 1 . Thus
In addition, since u and α 0 are of square norm in K, β is also of square norm, and since a is coprime to c, the class of a in Cl
The proof of the converse retraces the above steps and is left to the reader, proving the first part of the proposition. For the second part, assume that there exists v ∈ S S (k) and y ∈ k * such that
, in other words to u ∈ v S S c 2 (k) whose cardinality is equal to that of S S c 2 (k), proving the proposition.
Corollary 3.12.
We have
Proof. By the above proposition we have
Note first that if a ∈ D c 2 then the class of a in Cl(k) belongs to Cl(k) 2 , so we may replace a ∈ A by a ∈ A , where the condition that the class of a is in Cl(k) 2 is removed. Since
The last sum is clearly multiplicative (because we removed the condition on Cl(k) 2 ), and looking at the five possible decomposition types of primes and keeping only the integral squarefree ideals of square norm proves the corollary.
Computation of |S
The above computations were straightforward. It remains to compute |S S c 2 (k)|/|C c 2 |, and this is more difficult. In the course of this computation we will prove some intermediate results which we will further use in this paper.
Proposition 3.13. Recall from Definition 3.10 that we have set Z
(1) There exists a natural exact sequence
(2) There exists a natural exact sequence
and a canonical isomorphism
Proof. (1) . All the maps are clear, and the exactness is immediate everywhere except for the surjectivity of the final map. Let a be an ideal of square norm, so that N (a) = q 2 with q ∈ Q. If we set b = aq −1 it is clear that b/N (b) = a. By the approximation theorem, we can find β ∈ k such that βb is integral and coprime to 2Z k . It follows that N (βb) is coprime to 2, hence
is an element of square norm, we conclude that (β/N (β))a is in the same class as a in Cl S (k) and is coprime to c 2 , proving the surjectivity of the natural map from Cl
hence that of the last map in the sequence above.
(2) and (3). The exact sequence is equivalent to the definition of S(k), and the isomorphism S(k)/{±1} S S (k) is simply the map induced by u → sign(N (u))u. Finally (3) will be proved in Proposition 4.1 below.
Corollary 3.14. We have
where we recall from Definition 3.10 that
Proof. Using the exact sequences and isomorphisms, the equality
Since k is a cubic field we have 
Proof. Since c | 2Z k , it is immediately checked that the congruence x 2 ≡ 1 (mod * c 2 ) is equivalent to x ≡ 1 (mod * c), which proves the first result. Now it is well-known and easy to show that we have the explicit formula
It remains to prove the formula for z k (c) given in Definition 3.1.
Computation of z k (c)
We first prove a series of lemmas. In
Proof. Let α ∈ (Z k /c 2 ) * , and choose a lift of α to Z k which is coprime to 2, which is always possible.
and a fortiori modulo c 2 , and is of square norm.
If β as described in the lemma exists, and N (α) ≡ −1 (mod 4), then αβ/N (α) ≡ α (mod c 2 ) and is of square norm, so that z k (c) = 1. If no such β exists, then −1 lacks a lift of square norm so that z k (c) ≥ 2. However, for each α, one of α or −α has a lift of square norm: again choose a lift α of α coprime to 2, and either N (α) ≡ 1 (mod 4) and α/N (α) ≡ α (mod 4) is of square norm, or this is true with α replaced by −α. Therefore
For c = (2), the condition β ≡ −1 (mod 4) implies N (β) ≡ −1 (mod 4), so that N (β) cannot be a square.
Lemma 3.17. An element β ∈ k is of square norm if and only if
Proof. Given α, we see immediately that β is of square norm; conversely, given β, take
Of course this is also equivalent to the condition that β = N (α )/α for some α ∈ k.
Proof. Set c = 2/p. Since p is unramified we have p c, so the inclusions k → k p and k → k c induce an isomorphism k ⊗ Q 2 k c × k p ; here k p is the completion of k at p and k c is isomorphic to the product of the completions of k at primes other than p. Any element γ of k ⊗ Q 2 can thus be written in the form (γ c , γ p ) and we have
We choose γ c = 1. Furthermore, since p is unramified, we know that the local norm from k p to Q 2 is surjective on units, so in particular there exists γ p ∈ k p such that N k p /Q 2 (γ p ) = −1. It follows that for such a γ , we have N (γ )/γ = (−1, u) for some u ∈ k p , and in particular the local component at c of N (γ )/γ is equal to −1. By density (or, equivalently, by the approximation theorem), we can find γ in the global field k such that N (γ )/γ ≡ −1 (mod c m ) for any m ≥ 1, and in particular for m = 2. If we set β = N (γ )/γ , it is clear that β is of square norm and β ≡ −1 (mod c 2 ). We conclude thanks to Lemma 3.16. Proof. Let X 3 − tX 2 + sX − n be the characteristic polynomial of α.
, and in particular n ≡ 0 (mod 4), proving the first statement (note that in fact we can easily prove that n ≡ 0 (mod 16), but we do not need this). It follows that the characteristic polynomial of α − 1 is congruent to (X + 1) 3 modulo 4, hence that the norm of α − 1 is congruent to −1 modulo 4, so cannot be a square in Q.
We can now finally compute z k (c) in all cases: Proof. We have trivially z k ((1)) = 1, and by Lemma 3.16 we have z k ((2)) = 2, so we assume that c = (1) and c = (2). Lemma 3.16 also implies that z k (c ) ≤ z k (c) for c |c.
We consider the possible splitting types of 2 in k.
• Assume that 2 is unramified, and let p be a prime ideal dividing 2/c. By Lemma 3.18
, and set α = β + 1 ∈ 2p. Since 2 is tamely ramified, we have D(k) = p 2 a for some ideal a coprime to 2. It follows that α/4 ∈ p −2 ⊂ D −1 (k), and of course α/2 ∈ p ⊂ Z k . Applying Lemma 3.19, we deduce that N (β) cannot be a square, showing that z k (p 2 ) = 2.
• Assume that 2 is partially ramified as
, and set α = β + 1 ∈ 2p 2 . Here 2 is wildly ramified, so we also deduce that D(k) = p 2 1 a for some a not necessarily coprime to 2. As above, we deduce that α/4 ∈ p −2
• Assume finally that 2 is partially ramified as 2Z k = p 2 1 p 2 and that p 1 c, in other words c = p 2 . We use Lemma 3.17 and the same local reasoning as for the proof of Lemma 3.18.
, since we can identify k 2 with Q 2 . Since 2 is a local uniformizer for the unramified prime ideal p 2 , it follows that we have z k (p 2 Replacing the value of z k (c) given by Definition 3.1 in the formula for |S S c 2 (k)|/|C c 2 | given in Corollary 3.14 and then in the formula for k (s) given by Corollary 3.12 finishes the proof of Theorem 3.2.
Study of the groups C c 2
We denote by rk 2 (k) the 2-rank of Cl(k), and by rk + 2 (k) the 2-rank of the narrow class group Cl + (k).
Proposition 4.1. Let C (4) be defined as in Definition 3.1.
with the inverse map induced by
only if k is totally real and rk 
Proof. (1) . It is easily checked that φ −1 and φ yield inverse bijections between the group of fractional ideals of k of square norm and all fractional ideals of k. Both φ and φ −1 map principal ideals to principal ideals, and φ maps any square ideal to a square ideal. Also it is clear that α ≡ 1 (mod 4Z k ) implies N (α) ≡ 1 (mod 4), so the maps (4.1) and (4.2) are well-defined homomorphisms. Conversely, it is clear that the map φ −1 from C (1) to Cl(k)/Cl(k) 2 is also well-defined. Consider φ −1 on C (4) : we have (4) (k) 2 is the same as that of aZ k with a = N (q) √ N (β). However a ∈ Q, so a ≡ ±1 (mod * 4), and aZ k = −aZ k , so the class of φ −1 (q 2 β) is trivial, proving that φ −1 is a well-defined map from C (4) to Cl (4) 
In the complex case, due to the factor of 2 r 2 (k) = 2, we necessarily have |C (4) 
By the ray class group exact sequence, we have rk
. This follows from the existence of natural surjections C c −→ C c for c |c.
The following is independent of the rest of this paper but is an immediate consequence of the above proof. It seems that there should exist a simple direct proof of this corollary, which would provide a simpler proof of (2) above, but we did not find such a proof. Proof. Indeed, since the class of a virtual unit in S(k) can always be represented by a virtual unit coprime to 2, the statement is equivalent to the statement that the natural injection from S S (4) (k) to S S (k) is not surjective, and by the exact sequence of Proposition 3.13, that |C (4) | = 4|C (1) |, proved above.
In most cases, Proposition 4.1 will suffice to handle the groups C c 2 , but in two special cases where C c 2 C (4) , we will need to evaluate χ(a) for characters χ ∈ X c 2 on ideals a which are coprime to c 2 but not 4. For this we require the following refinement. 
Then, the map a → a/N (a) induces an isomorphism
which agrees with (4.2) on ideals coprime to (2) , and for which φ(p 2 1 ) = 4/p 2 1 .
Proof. Because 2 is unramified and N (c) = 2, the map a → a/N (a) sends ideals coprime to c to ideals coprime to c.
does not necessarily send ideals coprime to c to ideals coprime to c , for example if (2) = p 1 p 2 p 3 , c = p 1 , and b = p 2 2 . Therefore a somewhat more subtle argument is required.
We begin with the surjective homomorphism
which we check contains in its kernel all α ≡ 1 (mod * c 2 ): given such an α, β := α/N (α) must be coprime to 2 (the p 1 -adic valuations of α and N (α) must be equal), and we must have ±β ≡ 1 (mod * p 2 1 ), so that (β) represents the trivial class of C c 2 . Therefore (4.4) induces a surjection
which must be an isomorphism because both groups in (4.3) are of the same size 6 . It coincides with φ on ideals coprime to (2) , and hence for all ideals, so that φ = φ is the desired isomorphism.
5 Splitting types in k, K 6 , and L 
among the Dedekind zeta functions associated to L, K 6 , k, and Q, allowing us to determine the splitting types of a prime p in any of k, L, and K 6 from the splitting in the remaining two fields.
Theorem 5.1 overlaps substantially with works of Dribin [17] , Martinet (unpublished), and Wong [29] . For this reason, and also because our proof involves a long list of ad hoc group-theoretic arguments ruling out a variety of individual cases, we give here only an outline of a complete proof. An expanded version of this section with complete proofs is available from the second author's website 7 .
Proof. The Eq. (5.1) is a well-known consequence of the character theory of A 4 and S 4 , and we omit the details here.
For the first part of the theorem, the basic idea of the proof is as follows: A prime p may have splitting type (3), (21) , (111), (1 2 1), or (1 3 ) in k, and each of the primes above p may be ramified, split, or inert in K 6 ; by (5.1), this determines the splitting type of p in L.
By computer search, we found triples (k, K 6 , L) for each combination of splitting types listed in the theorem. It therefore remains to prove that no other combinations are possible. Several tools useful for this include:
• We can use (5.1) to rule out some combinations, for example, (21) in k and (411) in
• A theorem of Stickelberger says that if F is a number field of degree n and p is a prime unramified in F which splits into g prime ideals, then (Disc(F) 2 , it follows that when p is unramified both in k and L the number of primes above p in k and L must have opposite parity. This rules out, for example, the possibility that p is (21) in k and (222) in K 6 .
• Using the square norm condition: recall that d(K 6 /k) = 4a/c 2 with a integral, squarefree, and of square norm. Thus if p is a prime ideal of k not dividing 2 which is ramified in K 6 /k, we must have v p (a) = 1, and a short computation shows that
• Using divisibility by 3 of ramification degrees: suppose that a prime p splits as (1 3 1) in L/Q. If P is a prime of L above p, the ramification index e(P|p) must be divisible by 3, implying that p is (1 3 ) in k.
This leaves nine additional cases to rule out, which split further into subcases depending on whether L is an S 4 or A 4 -quartic field. We accomplished this using a variety of grouptheoretic arguments. We give a single example illustrating the flavor of these proofs, and refer to the aforementioned note for proofs for the remaining cases.
• Suppose that p is (21) in k (221 2 ) in K 6 , and (21 2 ) in L, where L is an S 4 -quartic field. Writing [ L : Q] = efg with the usual meaning, we have 2 | e and 2 | f . If P is an ideal of L above the ideal p of L with f (p|p) = 2, we have e(P|p) |[ L : L] = 6, and since e(p|p) = 1 it follows that e = e(P|p) | 6, so that e = 2. Similarly, by considering the ideal p of L with e(p|p) = 2 we see that f = 2. Thus the decomposition fields are quartic fields, and since the only quartic subfields of L are the conjugates of L, it follows that L is a decomposition field, a contradiction since none of the prime ideals p of L above p satisfy e(p|p) = f (p|p) = 1.
We will also need the following simple consequence of (5.1) in the sequel.
Proposition 5.2. A prime p is (1 4 ) in L if and only if all the prime ideals above p in k are ramified in the quadratic extension K
6 /k.
The arithmetic of quartic fields in L 2 (k)
Recall that in Definition 1.2 we wrote
The point of this definition is the following crucial result:
k) if and only if the corresponding extension of trivial norm as explained in Theorem 2.2 is of the form K
Proof. Assume first that β ∈ V + (k). By Proposition 3.3 and Lemma 3.6 we have
Since β is totally positive, when k is totally real so are K 6 and the Galois closure of L, so L is totally
This implies that all the primes above 2 in k are ramified in K 6 /k, so by Proposition 5.2 the prime 2 is totally ramified
be the corresponding extension, where α is of square norm. Write αZ k = aq 2 , where a is unique if we choose it integral and squarefree, and q can be chosen coprime to 2. Note that if k is totally real then so is L and hence K 6 , so α will automatically be totally positive. Since α has square norm, so does a.
follows that a is a product of distinct prime ideals above 2, whose product of norms is a square. If a = Z k then β = α is a virtual unit coprime to 2. Thus, assume by contradiction that a = Z k . Considering the five possible splitting types of 2 in k and using the fact that N (a) ≤ N (c 2 ), it is immediate to see that the only remaining possibilities are as follows:
). Then p 1 is not ramified in K 6 /k so by Proposition 5.2 2 is not totally ramified in L, a contradiction.
here p 3 does not ramify in K 6 /k, so 2 is not totally ramified in L, again a contradiction and proving the theorem.
In light of Lemma 3.6, we immediately obtain the following:
Corollary 6.2. Suppose that L is an A 4 or S 4 -quartic field, with K 6 the corresponding quadratic extension of k. Then L ∈ L 2 (k) if and only if K 6 /k is unramified at infinity and
The analysis for A 4 -quartic fields is greatly simplified by the following result.
Proposition 6.3. If k is a cyclic cubic field then rk 2 (k) is even and rk
+ 2 (k) = rk 2 (k).
In addition, if a ∈ Z, the 2-ranks of Cl aZ k (k) and of Cl
Proof. There is a natural action of the group ring Z[G] on Cl(k) and on Cl + (k), and in the cyclic cubic case G = σ , where 1 + σ + σ 2 acts trivially, so we have an action of These results, combined with our previous work (especially Proposition 4.1), imply the following counting formulas: Proposition 6.4. The following statements are true:
if and only if k is totally real and rk
e., if and only k is totally real and there does not exist a nonsquare totally positive unit. In particular, this is true for cyclic fields.
If one of L(k, 4), L(k, 16), or L tr (k, 64) is nonempty then the other two are empty.
Proof. (1) . By Theorem 2.2, the elements of L(k, 1) are in a(k)-to-1 correspondence with the quadratic extensions of k which are unramified everywhere (including at the infinite places). By class field theory, they correspond to subgroups of Cl(k) of index 2, yielding the first equality. The second equality is a consequence of (1) of Proposition 4.1.
(2). The elements of L 2 (k) may have the ramification described in Corollary 6.2, and the equality again follows by class field theory and Proposition 4.1.
(3). This follows from (2) of Proposition 4.1: the latter criterion is equivalent to the equality |C (4) | = |C (1) |. The statement for cyclic fields follows from Proposition 6.3.
Among the ideals dividing (4), choose a minimal ideal m with the property that |Cl m (k) [ 
Then m must be a square by Lemma 3.6, and all extensions K 6 /k counted by Cl (4) In Section 7 we prove further results about the arithmetic of S 4 -quartic fields in particular. We conclude this section with the following result, which is an analogue for A 4 -quartic fields of a related result in [14] . As with that proposition the result is not required elsewhere in this paper; rather, it is an application of Theorem 1.4 (2). In addition to a = 1 and r = 6, this equation also has one other solution a = 5 and r = 8, and we conclude the proof by ruling this out. Consider the ray class group exact sequence ([6] Proposition 3.2.3)
Proposition 6.5. Let k be a cyclic cubic field such that rk 2 (k) = 4, so that there exist five A 4 -quartic fields L with cubic resolvent k, which all satisfy Disc(L) = Disc(k). If 2 is totally split in k, then 2 is totally split in exactly one of the five A 4 -quartic fields L, and splits as
for n = 1 and n = 8. (Here U + (n) (k) is the group of totally positive units congruent to 1 (mod * n).) As Cl 2 , we know that the image of U(k) surjects onto F 3 2 , i.e., that all eight sign signatures are represented by units of k. Since (Z k /8Z k ) × has 2-rank 3 (recall that 2 is totally split), this implies that rk 2 (Cl
Therefore r = 8 and the proof is complete.
Remark. It ought to be possible to prove similar statements for related situations (e.g. if rk 2 (k) = 6), but we have not pursued this.
The arithmetic of S 4 -quartic fields in L 2 (k)
In this section we further study the set L 2 (k) in the (more complicated) S 4 case. If k is an S 3 -cubic field, then by Proposition 6.4, at most one of L(k, 4), L(k, 16), and L tr (k, 64) can be nonempty. We will prove the following:
Proposition 7.1. Let k be an S 3 -cubic field and let L ∈ L 2 (k). Then the following table gives a complete list of all possibilities for the following data:
• The splitting type of 2 in k, K 6 , and L, and if it is (1 2 1) in k we also include as a subscript Disc(k) (mod 8);
• The quantity n 2 := Disc(L)/Disc(k), which must be equal to 1, 4, 16, or 64.
For each possible combination we give a cubic polynomial generating k over Q, the characteristic polynomial P α (x) of α of square norm such that K 6 = k( √ α), and a defining polynomial for L over Q.
( 1 2 1 2 11) (1 2 11) 1
• The empty rows in the table correspond to combinations not ruled out for p = 2 in the table in Theorem 5.1, but which we will prove cannot occur for L ∈ L 2 (k).
• In each case we have chosen the noncyclic totally real cubic field k with smallest discriminant satisfying the given splitting conditions for k, L, and value of n 2 = Disc(L)/Disc(k), and in addition such that |L 2 (k)| ≤ 1. One could also in most cases also choose complex cubic fields if desired.
• We could simplify this table by giving in addition to the splittings, only the P α (x) column, since P α also generates the field k, the field K 6 is given by the polynomial P α (x 2 ), and the field L by Proposition 2.3. We have preferred to keep it as above.
• As with Theorem 5.1, our results in this section partially overlap with unpublished work of Martinet.
In particular, the above proposition and table implies that for the S 4 case, the table of Theorem 1.4 covers precisely the cases that occur. For the A 4 case this is easy to check using Theorem 5.1 alone.
Most of Proposition 7.1 is contained within the following: 
Proposition 7.3. Let k be a cubic field such that either k is complex, or k is totally real and rk
Remarks 7.4.
• The conditions in each of the cases (2), (4), (5), (6) • We can further rephrase the conditions on α as follows. Let (α i ) be an F 2 -basis for
, chosen so that each α i is coprime to 2. Then, for any prime p over 2, v p (α − 1) = 1 for some α ∈ W + (k) if and only if it is true for one of the α i . To prove the nontrivial direction of this we use the equality
Before beginning the proof of Proposition 7.3, we collect some useful facts about discriminants. Proof. This is classical, and we refer to (Section 10.1.5 of [6] ) for a proof, except for (2) which can be easily deduced from loc. cit. Note that the last statement of (2) Proof. We could prove this by appealing to the Jones-Roberts database of local fields [21] , as we will do in similar situations later, but here we prefer to give a simple direct argument. We have Disc(k) = Df 2 for D a fundamental discriminant, and by Proposition 7.5 we cannot have
By Proposition 7.5 the prime 2 is totally ramified if and only if 2 | f . If this happens, since 2 2 f we can write f = 2f 1 with f 1 odd, so f 2 = 4f 2 1 ≡ 4 (mod 32). On the other hand, D is an odd fundamental discriminant, so D ≡ 1 (mod 4), so it follows already that Df 2 ≡ 4 (mod 16). We claim that we cannot have D ≡ 1 (mod 8). This is in fact a result of class field theory:
which is the conductor of the cyclic cubic extension k/K 2 , so by Proposition 3.3.18 of [6] , since N (p i ) = 2 we have p 2 i | f , in other words 4 | f , a contradiction which proves our claim.
On the other hand, if 2 is partially ramified we have f odd so f 2 ≡ 1 (mod 8), and D even, so D ≡ 8 or 12 (mod 16), so Df 2 ≡ 8 or 12 (mod 16).
Lemma 7.7. Let L be a quartic field. If 2 is unramified in L then v 2 (Disc(L)) = 0, and otherwise:
• If 2 splits as (1 2 
• If 2 splits as (1 3 
Proof. The étale algebra L ⊗ Q 2 splits into one or more extensions of Q 2 of degrees totaling to 4, and v 2 (Disc(L)) is the sum of the 2-adic valuations of the discriminants of these extensions. The Jones-Roberts database [21] lists all such extensions of Q 2 , reducing the proof to a simple finite computation.
Proof of Proposition 7.3. We assume below that one of
for at least one prime over 2 (abbreviated below to "is ramified at 2"). By Theorem 6.1 we can choose α ∈ W + (k) and d(K 6 /k) = 4/c 2 for the largest c | (2) such that we can solve α ≡ x 2 (mod * c 2 ), and since L / ∈ L(k, 1) we have c = (2), so with the notation of the proposition α / ∈ W + (4) (k).
, and c the corresponding ideal as above. We then have p c.
Proof. Assume on the contrary that
, in both cases leading to a contradiction. 64) is nonempty, and in our case-by-case analysis we will use the fact that p c to help determine which.
Thus the condition v
(1). Suppose that 2 is inert. Since c = (2) we have then c
(2) Suppose that 2 = p 1 p 2 is partially split in k with p i of degree i.
, at least one of the primes above 2 must ramify in K 6 . By Theorem 5.1, 2 must be (2 2 ), (1 2 1 2 ), or (1 4 ) in L, and as above Lemma 7.7 
Since α can be chosen integral and coprime to 2 and the p i have degree 1, we have α ≡ 1 (mod p i ) for each i, hence α = 1 + 2β for some β ∈ Z k . We claim that β cannot also be coprime to 2: indeed, if that were the case, we would in turn have β = 1 + 2γ , hence α = 3 + 4γ , so N (α) ≡ 3 (mod 4), a contradiction since α has square norm. Thus some
(4). Suppose that 2 = p 2 1 p 2 is partially ramified with Disc(k) ≡ 0 (mod 8), so by Lemma 7.6 we have v 2 (Disc(k)) = 3. Since Lemma 7.7 implies that there is no quartic field L with v 2 (Disc(L)) = 7, it follows that L(k, 16) = ∅. In particular we cannot have c = p 1 or c = p 2 .
If v p 1 (α − 1) = 1, then again p 1 c for the corresponding K 6 , and we also have
If v p 1 (α − 1) ≥ 2, then p 1 |c. We cannot have p 2 1 c and p 2 c since otherwise c = p 1 . 
and L tr (k, 64) = ∅. Thus assume that v p (α − 1) ≥ 2. We first claim that there exists γ ∈ k * such that v p (αγ 2 − 1) ≥ 3. Indeed, set γ = 1 + πu, where π is a uniformizer of p and u is 2-integral. We have
which has a solution (for instance u = (1/α − 1)/π 2 ), proving our claim. We now claim that for any β of square norm and coprime to 2 (such as αγ 2 ), we cannot have v p (β − 1) = 3: Indeed, assume this is the case, so that β = 1 + 2v with v coprime to 2. By expanding we see that N (β) ≡ 1 + 2Tr(v) (mod 4). As in the proof of Theorem 3.20, we note that the different D(k) is divisible by p 2 , so that p = 2p −2 ⊂ 2D −1 (k), hence 2 | Tr(w) for any w ∈ p. Since v is coprime to 2 we have v = 1 + w with w ∈ p, so we deduce that Tr(v) is odd, hence that N (β) ≡ 3 (mod 4), contradicting the fact that β has square norm and proving our claim. It follows that v p (αγ 2 − 1) ≥ 4, so that p 2 | c, and
Proof of Proposition 7.1. The possibilities listed for L ∈ L(k, 1) (i.e., with n 2 = 1) are precisely those corresponding to the possibilities allowed by the table in Theorem 5.1. In particular we must have K 6 /k unramified, and for each row not ruled out we found an example by computer search.
For 16) , and L tr (k, 64), we may rule out the following possibilities because they correspond to (1 3 1) . Also, for each splitting type in k we rule out columns as in Proposition
By definition, we can rule out all possibilities for L tr (k, 64) for which 2 is not (
We can rule out additional possibilities based on discriminant mismatches. Note that
Variants of this argument rule out the following cases: If
, we have Disc(L) ≡ 48 (mod 64) by Proposition 7.6. However, since 2 is (1 2 1 2 ) in L, then L ⊗ Q 2 is a product of two quadratic extensions of Q 2 , each of whose discriminants must have 2-adic valuation 2 (since v 2 (Disc(L)) = 4), and therefore (by the local analogue of Proposition 7.6, or again by the JonesRoberts database which here is trivial) each of whose discriminants must be 12 (mod 16). Therefore, Disc(L) ≡ (12 mod 16) · (12 mod 16) ≡ 16 (mod 64), contradicting the above.
The cases not ruled out above can all happen; to prove this we found the examples listed in the table by computer search.
Proof of Theorem 1.4
We begin with Theorem 3.2, which gave an expression for k (s) as a sum involving the product F k (χ, s), defined in (3.1) by
It remains to explicitly evaluate and sum the contributions of F k (χ, s) for each c and χ. We begin by evaluating the contribution of the trivial characters, which is straightforward. To handle the nontrivial characters, we must apply Propositions 4.1 and 4.3 to reinterpret them as characters of class groups, and class field theory to further reinterpret them as characters of Galois groups, after which we can evaluate the χ(p i ) in terms of the splitting of p i in quadratic extensions K 6 of k, which (5.1) relates to the splitting of p in the associated quartic extensions L/Q.
We are then ready to evaluate the contributions of the nontrivial characters. When |C (4) | = |C (1) |, which includes the A 4 case, this is quite straightforward. When |C (4) | > |C (1) |, we must determine the set of c|(2) for which |C c 2 | = |C (4) |; this relies on our work in Section 7 and we carry out the computation in Proposition 8.1. In either case, our evaluation of these contributions yields the formulas of Theorem 1.4 and finishes the proof.
Evaluating the contribution of the trivial characters
The contribution of the trivial characters is equal to
for suitable T c,2 (s) detailed below and z k (c) as in Definition 3.1.
We distinguish all the possible splitting types of 2 in k as above.
The remaining computations of S(s) are exactly similar and so we omit the details. In all cases we compute that S(s) = M 1 (s) as given in Theorem 1.4, so that (8.2) is equal to the first term of k (s), with equality if and only if k is totally real and 2 h + 2 (k).
Interpreting the nontrivial characters in terms of class groups
Unless k is totally real and 2 h + We discuss the case c = 1 first. Proposition 4.1 gives an isomorphism φ : Cl(k)/Cl(k) 2 → C (1) , and we may write a character χ of C (1) 
We further use the Artin map of class field theory to rewrite χ φ as a character of the quadratic field determined by Ker(χ φ ), so that χ φ (p) = 1 if p splits in this quadratic field, and χ φ (p) = −1 if p is inert.
The set of these characters corresponds precisely to the set of unramified quadratic extensions of k, i.e., fields in L(k, 1). By Theorem 2.2 there are a(k) characters for each field in L(k, 1), where a(k) is equal to 3 or 1 in the A 4 and S 4 cases respectively.
In the A 4 case, or if otherwise C (1) C (4) , Propositions 4.1 and 6.3 imply that the natural surjection C c 2 → C 1 is an isomorphism for each c, and so may we regard each character χ of C c 2 first as a character of C (1) , and then as a character of a quadratic field as above, provided that we still write χ(a) = 0 if a is not coprime to c.
If C (1) C (4) , then each C c 2 will be naturally isomorphic to either C (1) or C (4) , and in Proposition 8.1 we determine which on a case-by-case basis. Those C c 2 isomorphic to C (1) are handled as before. Those C c 2 isomorphic to C (4) may be handled similarly: composing this isomorphism with φ we obtain an isomorphism with Cl (4) (k)/Cl (4) (k) 2 , and we obtain a character associated to a quadratic field in
This latter construction does not allow us to compute χ(a) when a is coprime to c but not (2) , and we will need to do this in two cases where C c 2 C (4) . Here we apply Proposition 4.3 to extend φ to an isomorphism Cl 4/c 2 (k)/Cl 4/c 2 (k) 2 → C c 2 which agrees with the φ given previously on ideals coprime to (2) .
Putting this all together, for each c|(2) we may thus interpret the sum over nontrivial characters in X c 2 as a sum over all quadratic extensions K 6 /k, unramified at infinity, and with either d(K 6 /k) = Z k or d(K 6 /k)|(4) as appropriate. By Corollary 6.2 these correspond to quartic fields in L(k, 1) or L 2 (k) respectively.
Evaluating the contribution of the nontrivial characters.
We begin with the contributions of fields L ∈ L(k, 1), which correspond to characters of all the groups C c 2 occurring in Theorem 3.2.
For each L ∈ L(k, 1), the contribution of the nontrivial characters is
where S (s) is a sum over the ideals dividing 2Z k as before, and χ φ (p) is 1 or −1 depending on whether p splits or is inert in the quadratic extension K 6 /k corresponding to L. For the three splitting types of p in k occurring in (8.3), Theorem 5.1 gives the following possible splitting types of p in K 6 and L:
These match the values of ω L (p) given in Definition 1.3, as required. Once again we have
where c ranges over all ideals dividing 2Z k , and T c,2 (s) now depends on the splitting of 2 in K 6 . For example, if 2 is totally split in Z k as 2Z k = p 1 p 2 p 3 and K 6 /k is unramified, we check that T c,2 (s) is equal to 1 + ω L (2)/2 s for c = Z k , and 1 ± 1 2 s for c = p i , depending on whether p i is split or inert in K 6 /k. The proof that S (s) = M 2,L (s) breaks up into six cases depending on the splitting type of 2 in k, and, when 2 is partially ramified, Disc(k) (mod 8). The computation is similar to our previous computations and we omit the details. Applying this computation with the n 2 = 1 entries of Proposition 7.1 and the values of χ φ (p i ) just computed, we obtain the n 2 = 1 entries in the table of Theorem 1.4.
Recall from Propositions 4.1 and 6.4 that either If L(k, 4) is nonempty:
If L tr (k, 64) is nonempty:
Remark. Recall that this statement was applied in the proof of Proposition 4.3. In that proof, that the size of jClc02(k) = Clc02(k)2j is as claimed may be deduced from the conditions on the L(k; n2), from class eld theory, and from the discriminant relation in Theorem 2.2. 16) , and L tr (k, 64), we can now prove that S (s) = M 2,L (s). The analysis again breaks up into cases, and we present the details for a representative case.
Suppose then that L ∈ L(k, 16) and that 2 is totally split in L. As before write p 1 for the prime of k above 2 which does not ramify in the extension K 6 /k corresponding to L, and write p 2 , p 3 for the other two primes above 2. By Theorem 3.2 we have • c = p 1 :
• c = pp :
• c = (2) :
Adding each of these contributions (with three ideals of the form pp ), we obtain a total of 1 For each combination of possibilities for n 2 and the splitting types of K 6 and L listed in Proposition 7.1, we thus check that S (s) = M 2,L (s), and the product over primes p = 2 is handled as in (8.3) . This completes the proof.
Results with signatures
In the case of cubic fields with given quadratic resolvent, the quadratic resolvent determines the signature of the cubic field. In our case this is not true: if k is a complex cubic field then the corresponding quartic fields K have signature (2, 1), but if k is a totally real cubic then K can either be totally real (signature (4, 0) ), or totally complex (signature (0, 2)), and we may want to separate these families.
As mentioned in [7] and [12] , it is possible to modify the above work to take into account signature constraints (or more generally a finite number of local conditions). Since there are no new results when k is complex, in this section we always assume that k is a totally real cubic field.
We define F + (k) as the subset of all totally real quartic fields in F(k), and define
We define L * 2 (k) and L * (k, 1) as in Definition 1.2, only without any restriction that the quartics be totally real. In this setting we have the following: This result exhibits a curious duality: in order to enumerate quartic fields with signature conditions, we sum over fields in L * 2 (k) without signature conditions.
Theorem 3.2 with signature conditions
We first sketch a proof of a version of Theorem 3.2 for this setting, mainly explaining the difference with the case where no signature conditions are added. Proof. The condition that K is totally real is equivalent to the fact that the corresponding quadratic extension of trivial norm K 6 /k is unramified at infinity, or equivalently that
with α totally positive. In Proposition 3.7 we must replace the condition u ∈ S S (k) by u ∈ S + (k) and require a to represent a square in Cl + (k), and in the beginning of the computation of k (s) after that proposition we must similarly replace all occurrences of S S (k) by S + (k). In definitions 3.1 and 3.10 we must add superscripts + to all the groups which are defined, adding everywhere the condition that β or u is totally positive (in the language of class field theory, we write β ≡ 1 (mod * c 2 S ∞ ), where S ∞ is the modulus made of the three infinite places of k). We write Z + c for the set of elements of (Z k /c 2 ) * which have a totally positive lift, but it is easily checked that Z + c = Z c and Z +,S c = Z S c , and hence that z + k (c) = z k (c), so we do not need to compute again this subtle quantity. We also check that S +,S c 2 = S + c 2 , and the exact sequence corresponding to (3.2) of Proposition 3.13 is thus
The computations leading to Corollary 3.12 are identical, and that corollary is thus valid if we replace k (s), S S c 2 (k), C c 2 , X c 2 by the corresponding values with + superscripts.
By Proposition 3.3 and Lemma 3.6, |S + (k)| and |S + (4) (k)| are respectively equal to the number of quadratic extensions of k, together with the trivial extension k/k, which are unramified at infinity and whose discriminants divide (4) and (1) respectively, which implies the equalities |S + (k)| = |Cl (4) (k)/Cl (4) It is also known ( [9] , Proposition 4.7) that |Cl (4) (k)/Cl (4) 
hence the proof of Corollary 3.14 becomes
where we have also extended (3) of Proposition 3.13; in other words
by Lemma 3.15. Putting everything together proves the theorem.
Remark. As in Theorem 9.1, there are exactly two differences between the formula of Theorem 9.2 and that of Theorem 3.2: we sum on χ ∈ X + c 2 instead of χ ∈ X c 2 , and the factor in front of 1/(a(k)2 3s ) is 1 instead of 2 2−r 2 (k) = 4.
Since only the trivial characters contribute to asymptotics, this implies (as already mentioned in [7] ) that the number of totally real quartics L ∈ F(k) and positive discriminant up to X is asymptotically 1/4 of the total number, independently of the signatures of the fundamental units. The same is also true without the specification of a cubic resolvent field, as proved by Bhargava [5] .
The main theorem with signature conditions
It is readily checked that the map φ : a → a/N (a) of Proposition 4.1 (1) Proof. Let Q denote the set of quadratic extensions k 6 /k, including the trivial extension k/k, which have conductor dividing 4Z k , and which by Lemma 3.6 are generated by the square root of a virtual unit. Let Q denote the set of such extensions which in addition are generated by a virtual unit of square norm (in this case, of norm 1); by Theorem 2.2 these are the extensions which correspond to fields in L * 2 (k). Since exactly one of α or −α is of square norm for each virtual unit α, we have |Q | = The natural analogue of the first part of (3) of Proposition 4.1 also holds as well. In place of (2), we obtain the following: The results of Section 5 apply equally to this setting. Theorem 6.1 also holds, with the same proof, where we replace L 2 (k) with L * 2 (k) and V + (k) with V S (k). Analogues of (1) and the first part of (2) Results analogous to those of Section 7 hold, with the same proofs, except that in Proposition 7.3 and the first part of Remarks 7.4, the conditions on the valuations of α ∈ W + (k) appearing in the various cases are no longer mutually exclusive.
Finally, it is reasonably straightforward to adapt the arguments of Section 8. The key step is that we require, for each c|(2), an isomorphism From this, the conclusion of the proof of the main theorem is the same, including all of our computations of M 2,L , so that Theorem 9.1 follows from Theorem 9.2 in the same way that Theorem 1.4 followed from Theorem 3.2.
Some explicit numerical examples are worked out in Section 10.
Numerical computations
We finish the paper by presenting some numerical examples in a few cases representative of our main results. The proofs are immediate; the explicit number fields described below may be looked up in databases such as [22, 26] .
where L is the S 4 -quartic field of discriminant 64 · 229 defined by x 4 − 2x 3 − 4x 2 + 4x + 2 = 0.
Examples with signature conditions
Finally, we work out examples of the series + k (s), described in Section 9, in both the S 4 and A 4 cases.
