Abstract. We prove the global well-posedness of the critical dissipative quasi-geostrophic equation for large initial data belonging to the critical Besov spaceḂ 0 ∞,1 (R 2 ).
Introduction
In this paper we are concerned with the initial value problem of the 2D dissipative quasi-geostrophic equation In addition to its intrinsic mathematical importance this equation serves as a 2D model in geophysical fluid dynamics, for more details about the subject see [6, 19] . This equation has been intensively investigated and much attention is carried to the problem of global well-posedness. For the sub-critical case (α > 1) the theory seems to be in a satisfactory state. Indeed, global existence and uniqueness for arbitrary initial data are established in various function spaces (see for example [8, 20] ). However the critical and super-critical cases, corresponding respectively to α = 1 and α < 1, are harder to deal with. In the super-critical case, we have until now only global results for small initial data, see for instance [3, 5, 12, 13, 23, 24] . For critical case , Constantin, Córdoba and Wu showed in [7] the global existence in Sobolev space H 1 under smallness assumption of L ∞ norm of θ 0 . Many other relevant results can be found in [9, 14, 15, 17] . Very recently, Kiselev, Nazarov and Volberg proved in [16] the global well-posedness for arbitrary periodic smooth initial data by using an elegant argument of modulus of continuity. In [2] , Caffarelli and Vasseur established the global regularity of weak solutions associated to L 2 initial data. The main goal of this work is to establish the global well-posedness in the critical case when initial data belong to the homogeneous critical Besov spaceḂ 0 ∞,1 (R 2 ) : we remove the periodic condition and we weaken the initial regularity. Before giving our main result let us first precise the notion of critical spaces. Let θ be a solution of (QG) 1 2 and λ > 0 then θ λ (t, x) = θ(λt, λx) is also a solution. One class of scaling invariant spaces is the homogeneous Besov spaces (Ḃ The proof relies essentially on two facts: the first one is the establishement of the local existence which is the major part of this paper and the derivation of some smoothing effects of the solution, described in next Theorem. The second one is the use of the modulus of continuity as done in [16] . We mention that the property allowing us to remove the periodicity is the spatial decay of the solution. The key of our local existence result is some new estimates for the following transport-diffusion equation :
where v and f are given and θ is the unknown scalar function . We state now our second main result.
) and v be a divergence free vector field belonging to L 1 loc (R + ; Lip(R 2 )). We consider a smooth solution θ of the transportdiffusion equation (TD), then there exists a constant C depending only on s such that for every
We use for the proof a new approach based on Lagrangian coordinates combined with paradifferential calculus and a new commutator estimate. This idea has been recently used by the second author in [11, 12] . The rest of the paper is structured as follows. In section 2 we review some basic results of Littlewood-Paley theory and we give some useful lemmas. Section 3 deals with a new commutator estimate which is needed for the proof of Theorem 1.2, done in section 4. Theorem 1.1 is proved in section 5.
Preliminaries
Throughout the paper, C stands for a constant which may be different in each occurrence. We shall sometimes use the notation A B instead of A ≤ CB and A ≈ B means that A B and B A. We denote by Ff the Fourier transform of f and [η] by the whole part of η. One starts with recalling a traditional result that will be frequently used.
, with 1 ≤ p ≤ ∞ and 0 < r < R. Then there exists a constant C > 0 such that ∀ k ∈ N and λ > 0, we have:
These estimates hold true if we replace the derivation ∂ β by |D| |β| .
To define Besov spaces we need to recall the homogeneous Littlewood-Paley decomposition based on a dyadic unity partition. Let ϕ be a smooth function supported in the ring C := {ξ ∈ R 2 , Now, for u ∈ S ′ we set
We have the formal decomposition
where P[R 2 ] is the set of polynomials (see [18] ). Moreover, the LittlewoodPaley decomposition satisfies the property of almost orthogonality:
We recall now the definition of Besov spaces. Let (p, m) ∈ [1, +∞] 2 , s ∈ R and u ∈ S ′ , we set
, we then defineḂ s p,m as the completion ofḂ s p,m for · Ḃs p,m .
• If k ∈ N and
is defined as the subset of distributions u ∈ S ′ such that ∂ β u ∈Ḃ s−k p,m whenever |β| = k.
Another characterization of the homogeneous Besov spaces that will be needed later is the following, see for instance [21] . For
with the usual modification if m = ∞.
In our next study we require two kinds of coupled space-time Besov spaces. The first one is defined by the following manner: for T > 0 and m ≥ 1, we denote by L r TḂ s p,m the set of all tempered distribution u satisfying
The second mixed space is L r TḂ s p,m which is the set of tempered distribution 
, for p ≤ p 1 and m ≤ m 1 .
• Let |D| := √ −∆ and σ ∈ R, then the operator |D| σ is an isomorphism fromḂ s p,m toḂ s−σ p,m .
• For s > 0,Ḃ s p,m ∩ L ∞ is an algebra. We now recall some commutator estimates (see [4, 10] and the references therein).
r ′ , ρ 1 < 1, ρ 2 < 1 and v be a divergence free vector field of R 2 . Assume in addition that ρ 1 + ρ 2 + 2 min{1, 2/p} > 0 and ρ 1 + 2/p > 0.
Then we have
q∈Z 2 q( 2 p +ρ 1 +ρ 2 −1) [∆ q , v · ∇]u L 1 t L p v e L r tḂ 2 p +ρ 1 p,1 u e L r ′ tḂ 2 p +ρ 2 p,1 .
Moreover we have for
The following result is due to Vishik [22] .
Lemma 2.4. Let f be a function in Schwartz class and ψ a diffeomorphism preserving Lebesgue measure, then for all p ∈ [1, +∞] and for all j, q ∈ Z,
The following result is proved in [9] .
Proposition 2.5. Let v be a smooth divergence free vector field and f be a smooth function. We assume that θ is a smooth solution of the equation
We can find a proof of the next proposition in [12] .
Proposition 2.6. Let C be a ring and α ∈ R + . There exists a positive constant C such that for any p ∈ [1; +∞], for any couple (t, λ) of positive real numbers, we have
Commutator estimate
The main result of this section is the following estimate that will play a crucial role for the proof of Theorem 1.2.
Proposition 3.1. Let v be a divergence free vector field belonging to L 1 loc (R + ; Lip(R 2 )). For q ∈ Z we denote by ψ q the flow of the regularized vector field S q−1 v. Then for f ∈Ḃ 1 ∞,∞ and for q ∈ Z we have
where
and C an absolute constant.
Proof. We set f q := ∆ q f, then it is obvious that
For the first term we apply Proposition 3.1 [12] , with α = 1 2 and
For the second term we use the following formula for the fractional Laplacian
dy.
Since the flow ψ q preserves Lebesgue measure then we get easily
We denote g q (x) = f q (ψ q (x)) and we put h = x − y :
It follows from law products and the embeddingḂ 0
which gives easily the inequality
On the other hand we have the classical estimates
Using the definition of Besov spaces and the commutation of ∆ j with translation operators one finds
Applying the characterization of Besov spaces (2) yields
. Now we use the following interpolation estimate
It is easy to check from Leibnitz rule that
Applying Bernstein inequality we get
The derivative of the flow equation with respecyt to x and the use of Gronwall and Bernstein inequalities gives
Combining both last estimates we obtain
Putting together (5) and (7) we conclude that
Let us now turn to the second term J 2 q . The integral term can be estimated from (2) as follows
According to classical composition result we write
In order to estimateψ q we use the interpolation inequality
This leads in view of (5) to (9) ψ q (·, h)
The derivative ofψ q with respect to x yields
Combining (4) and (6) we obtain
Plugging (10) into (9) we find
Thus we deduce from (11) and (8) that
This achieves the proof.
Proof of Theorem 1.2
The Fourier localized function θ q := ∆ q θ satisfies
Let ψ q denote the flow of the velocity S q−1 v and set
Since ψ q is an homeomophism, then
It is not hard to check that the functionθ q satisfies
From Proposition 3.1 we find that for q ∈ Z
Putting together (13) and (15) yields
Applying the operator ∆ j to the equation (14) and using Proposition 2.6
Integrating this estimate with respect to the time and using Young inequality
Since the flow ψ is an homeomorphism then one writes
To estimate the term I we make appeal to Lemma 2.4
In order to bound the second term II we use (18)
then we obtain in view of (19) and (20)
It is easy to check the existence of two absolute constants N and C 0 such that
Thus we obtain under this condition
Summing over q and using Lemma 2. 
Let us show how to conclude the proof in the case of r = ∞. If C 0 is sufficiently small then we obtain from (22) the desired estimate:
Now for an arbitrary positive time T we take a partition (
We can proceed analogously to the above calculus and obtain
.
An iteration argument leads to
The triangle inequality and the fact that
Let us now turn to the case of finite r. Combining (22) and (23) we obtain under the assumption
This gives the result for a short time and as for the case r = ∞ we obtain the required global estimate. Concerning the last estimate of Theorem 1.2, we use in the commutator term of (21) the last part of Lemma 2.3.
Proof of Theorem 1.1
The proof is divided into two parts: in the first one we construct local unique solution and we give a criteria of global existence. However we discuss in the second part the global existence by reproducing the same idea of [16] .
5.1. Local existence. We aim to prove the following result. 
Proof. The existence is based on Theorem 1.2 and an iterative method. We denote θ 0 (t, x) := e −t|D| θ 0 (x), v 0 := (−R 2 θ 0 , R 1 θ 0 ) and θ n+1 the solution of the linear system  
Since θ 0 ∈ L 1 (R + ;Ḃ 1 ∞,1 ) and from the continuity of Riesz transforms in the homogeneous Besov spaces we find v 0 ∈ L 1 (R + ;Ḃ 1 ∞,1 ). Thus by iteration and thanks to Theorem 1.2, one deduces that ∀n ∈ N,
Step 1: uniform bounds. Now we intend to obtain uniform bounds, with respect to the parameter n, for some T > 0 independent of n.
By (21), we have for all T ≥ 0 such that
Since div v n = 0, then Lemma 2.3 combined with the continuity of Riesz transforms gives
We deduce from Hölder and Young inequalities
Therefore we obtain from the above inequalities
Thus there exists an absolute constant ε 0 > 0 such that, if
The existence of T > 0 is due to Lebesgue theorem. Hence, by using the estimate
and Theorem 1.2 we obtain
Thus we prove that the sequence (v n , θ n ) n∈N is uniformly bounded in the space
Step 2: strong convergence. We will prove that the sequence (
Applying Theorem 1.2 to this equation gives
Thanks to Bony's decomposition [1] , the embeddingḂ 0 ∞,1 ֒→ L ∞ and the fact that div v n,m = 0
Since Riesz transforms map continuouslyḂ 0 ∞,1 into itself, then we get
Thus we infer
dτ.
According to the inequality (28) one can choose ε 0 small such that
with η < 1. Let us suppose that n ≥ m, then by induction one finds
Moreover Fatou lemma and inequality (28) imply that θ ∈ L 1 tḂ 1 ∞,1 . These informations allow us to pass to the limit into the equation.
Step 3: Uniqueness.
∞,1 and θ i , i = 1, 2 ( v i the corresponding velocity) be two solutions of the (QG) 1 2 equation with the same initial data and belonging to the space X T . We set θ 1,2 = θ 1 − θ 2 and v 1,2 = v 1 − v 2 , then it is plain that
Thanks to the inequalities (29) and (31), we have
Thus Gronwall's inequality gives the desired result.
Step 4: smoothing effect. We will show the precise estimate: for all β ∈ R + we have
It is clear that
We will proceed by induction and start the proof with the case β ∈ N.
For β = 1, we apply Theorem 1.2 withr = +∞,
Assume (32) holds for degree n; we will prove it for n + 1. Applying Theorem 1.2 to the equation of t n+1 θ we get
For β ∈ R + , we have [β] ≤ β < [β] + 1 and by interpolation, one has
This completes the proof.
5.2. Blowup Criteria. The main result of this paragraph is:
Proof. From local existence theory and especially (27) we see that if T * < ∞, then necessary lim inf
otherwise we can continue the solution over T * . It follows that lim inf
Consequently we obtain from Lebesgue theorem
Using Bernstein inequality and the fact that θ q L ∞ θ 0 L ∞ , we have
Choosing judiciously N we obtain the desired result.
5.3. Global existence. We will use the idea of [16] . Let T * be the maximal time existence of the solution in the space
. From the local existence, there exists T 0 > 0 such that
Let λ be a real positive number that will be fixed later and T 1 ∈]0, T 0 [. We define the set
and ω λ (|x − y|) = ω(λ|x − y|). The function ω is a modulus of continuity chosen as in [16] . We shall first check that I is nonempty. It suffices for this purpose to prove that T 1 belongs to I under suitable conditions over λ. Let C 0 be a large positive number such that
Since ω is strictly non-decreasing function then we get from maximum principle
On the other hand we have from Mean Value Theorem
Let 0 < δ 0 < C 0 . Then using the concavity of ω one obtains
If we choose λ so that
then we get
Let us now move to the case δ 0 ≤ λ|x − y| ≤ C 0 . By an obvious computation we find
Choosing λ such that
Then we obtain
All the preceding conditions over λ can be obtained if we take
From the construction, the set I is an interval of the form [T 1 , T * ). We have three possibilities. The first one is T * = T * and in this case we have necessary T * = +∞ because the Lipshitz norm of θ does not blow up. The second one is T * ∈ I and we will show that is not possible. Indeed, let C 0 as (33) then for all t ∈ [T 1 , T * )
Since ∇θ(t) belongs to C(]0, T * );Ḃ 0 ∞,1 ), then for ǫ > 0 there exist η 0 , R > 0 such that
where B (0,R) is the ball of radius R and with center the origin. Hence for λ|x − y| ≤ C 0 and x or y ∈ B c (0,R+
On the other hand we have from the concavity of ω
Thus if we take ǫ sufficiently small such that
then we find that
It remains to study the case where x, y ∈ B (0,R+
finite (see Proposition 5.1) then we get for each x ∈ R 2 |∇θ(T * , x)| < λω ′ (0).
For the proof see [25] , page 4. From the continuity of x −→ |∇θ(T * , x)| we obtain ∇θ(T * ) L ∞ (B Taking η = min{η 0 , η 1 , η 2 }, we obtain that T * + η ∈ I which contradicts the fact that T * is maximal. The last case that we have to treat is that T * does not belong to I. Thus we have by time continuity of θ the existence of x = y such that θ(T * , x) − θ(T * , y) = ω λ (ξ), with ξ = |x − y|.
We will show that this scenario can not occur and more precisely:
f ′ (T * ) < 0 where f (t) = θ(t, x) − θ(t, y).
This is impossible since f (t) ≤ f (T * ), ∀t ∈ [0, T * ]. The proof is the same as [16] and for the convenience of the reader we will outline the proof. Again from [16] |D|θ(T * , x) − |D|θ(T * , y) ≤ 1 π Thus we get f ′ (T * ) = λ(Ωω ′ + I)(λξ). , if ξ > δ, where δ and γ are small numbers and satisfy 0 < γ < δ. It is shown in [16] that Ω(ξ)ω ′ (ξ) + I(ξ) < 0, ∀ξ = 0.
This yields to f ′ (T * ) < 0. Finally we have T * = +∞ and
The value of λ is given by (34).
