Abstract: Lung cancer is the leading cause of cancer-related death worldwide, and early diagnosis is critical to improving patient outcomes. To diagnose cancer, a highly trained pulmonologist must navigate a flexible bronchoscope deep into the branched structure of the lung for biopsy. The biopsy fails to sample the target tissue in 26-33% of cases largely because of poor registration with the preoperative CT map. We developed two deep learning approaches to localize the bronchoscope in the preoperative CT map in real time and tested the algorithms across 13 trajectories in a lung phantom and 68 trajectories in 11 human cadaver lungs. In the lung phantom, we observe performance reaching 95% precision and recall of visible airways and 3 mm average position error. On a successful cadaver lung sequence, the algorithms trained on simulation alone achieved 77%-94% precision and recall of visible airways and 4-6 mm average position error. We also compare the effect of GAN-stylizing images and we look at aggregate statistics over the entire set of trajectories.
. In A, a path through a preoperative lung CT is shown toward the site of a potential tumor.
Images shown were rendered along the path to demonstrate what the physician would see as they move through the generations of the lung. The branching structure of the lung is represented in a lower dimensional skeletal tree based on the airway centerlines and the junctions between them, usually bifurcations. Planned trajectories through the lung will consist of series of airway centerlines. In B, a robotic bronchoscope (Auris Health, Inc.) is shown and the distal monocular camera used for visualizing the airways is highlighted.
Before the bronchoscopy, the physician selects biopsy targets in the lung's computed tomography (CT) scan. To reach these targets, the physician maps the sensor feedback from the device (2D image) to the CT frame (3D map). This process is called localization (4) . With 3 accurate localization information, a physician can select the correct airways leading to the biopsy targets.
Recently, robotic endoscopy systems have been developed to further aid the physician in reaching the target (5) . The actuators enable the endoscope to take more complex shapes that better conform to anatomy and that can be held over extended periods of time without inducing user fatigue. The robot telemetry aids in the localization process as the commanded motion can be used to update the estimated position. The user interface can simplify driving by augmenting the raw sensor data with the patient CT. The systems offer various levels of control guidance and assistance. Longer term, if the localization were extremely precise, a closed-loop control system could drive the bronchoscope without human intervention.
Other sensing modalities can assist in localization, including a distal electromagnetic (EM) position sensor. After registration to the preoperative computed tomography (CT) of the patient's chest, the position sensor can enable GPS-like directions on the road map to the target site (6) . Despite the promise of navigated bronchoscopies, institutions vary in the diagnostic yield of these procedures, ranging from 67-74% (7, 8) . Additionally, techniques like fluoroscopy, radial ultrasound probes, and alternative endoscopic sensors (Raman spectroscopy, confocal, etc.) have been developed to further improve diagnostic yield (9) . We choose to focus on advancing image-based approaches since cameras are the cheapest and most prevalent sensor for bronchoscopies, and information from the camera can be integrated with other modalities (10) .
An image-based system must satisfy two requirements to aid decision-making: 1. it must provide accurate localization and 2. it must be real-time. Several groups have compared the images from the bronchoscope to simulated images rendered from the estimated location of the bronchoscope in CT frame; however, these methods register images inefficiently at around 1-2 4 Hz (8, 11, 12) . Tracking features using methods like SIFT and ORBSLAM have been used, but the airways have insufficient features and tracked features often drop out (13, 14) . Anatomical landmarks have been tracked, like bifurcations (15) , lumen centers (16), centerline paths (17), or similar image regions (18) , but these approaches may not operate in real-time and tend to struggle with image artifacts since they make assumptions about the airway geometries. Merritt et al. describes a real-time localization approach and reports continuous tracking, but it relies on high-quality rendering and a dense collection of reference images (19) . Finally, nearly all of the previous work use different datasets to evaluate their models, which makes comparing approaches challenging.
Because of the difficulties traditional computer vision techniques face in this task, we decided to explore a deep learning approach. Using convolutional neural networks (CNN) to estimate the position and orientation of objects has been shown in many contexts, including for human posture and objects in a hand (20, 21) . The KITTI dataset is a large, high quality dataset to improve visual-based localization methods for autonomous cars (22) , and the top performing algorithms use variations of CNNs to process the visual information. In the lung domain, Visentini-Scarzanella et al. used a CNN to estimate the depth map of 2D images in a lung phantom, which could then be registered to the 3D map, but localization is not reported (14) . In our previous work, we used a CNN to localize a bronchoscope in real-time by predicting the offset between the camera image and a rendering of the expected position (23) . This approach showed 1.4 mm accuracy on a lung phantom sequence, but it fails to track other sequences.
In this work, we contribute two image-based deep-learning approaches, called BifurcationNet and AirwayNet, that localize a bronchoscope in the lung CT frame accurately and in real-time. We evaluate both approaches on two datasets: one recorded from a silicone lung 5 phantom and one recorded from trajectories in eleven human cadaver lungs. Both approaches demonstrate continuous, real-time tracking on sequences in the lung phantom and human cadaver lungs after training on simulated images alone. Furthermore, we evaluate the performance of the networks on holdout cadaver lungs when trained on a range from one other lung to ten other lungs. Despite the algorithms only inconsistently localizing on cadaver lung sequences, we demonstrate the proof of concept for our algorithms in a challenging, clinicallyrelevant dataset.
Fig. 2. Example camera images,
, in the main carina from the lung phantom and five of the eleven cadavers are shown on the top row. Below each image is the simulated rendering of that location in the respective lung CT scans, . The full lung CT scan and the tested paths through each lung is shown in the bottom row.
6 Table 1 . Notation, modified from (23) Image Styles Image taken by a bronchoscope, applies to phantom and cadaver lungs Image rendered by OpenGL using the lung CT Image rendered by OpenGL using the lung CT with varied rendering parameters (24) Image taken by a bronchoscope, then passed through a generator of a trained GAN (generative adversarial network) to appear styled like Image Sources
Image set taken from a set of locations, , in lung, , which is the same as the holdout lung,
Image set taken from a set of locations, , in lung, , which is different from the holdout lung,
Image set taken from a set of locations, , in a set of lungs, which are all different from the holdout lung, Tracking Error Position error (mm), defined as in (19) Direction angle error between pointing vectors, , of the two views (°), defined as in (19) Roll angle error between the axis after was corrected for between views (°), defined as in (19) 
Results
BifurcationNet and AirwayNet were each tested on two datasets-one recorded in a lung phantom (Koken Inc.) and one recorded in 11 human cadaver lungs. We manually registered every image in the datasets to a position and orientation in the corresponding preoperative lung CT scan. The sequences of images used to evaluate the models were selected to start in the trachea and move toward a target airway without significantly obstructed views.
For each dataset, the tracking performance is measured along several dimensions to provide a detailed view of the how the localization would relate to driving decisions. Since successful navigation critically depends on identifying the parent and child airways at a bifurcation, the results emphasize the F1 score, which is the harmonic mean of precision and recall, on visible airways at bifurcations. The F1 score is broken down by skeletal generation to 7 show how performance is affected as the bronchoscope moves deeper into the branched structure. The mean distance in position, direction, and roll between the labeled point, , and the estimate, ̂, is shown for when a bifurcation is visible and is correctly labeled. Cadaver Lung Dataset -On the dataset of 68 sequences from 11 cadaver lungs, we evaluated the performance of the algorithms on a holdout cadaver lung as a function of training set domain. Models were trained with the images from one lung, five lungs and ten lungs to see how performance would change with broader training data, denoted ∈ ≠ ×1,5,10 , respectively.
We also compared these models to models trained on randomized simulated images generated 9 from the holdout lung's preoperative CT scan, ∈ = . Finally, we tested the models trained on randomized simulated images against images from the holdout lung that were first passed through a GAN trained on five other lungs to stylize the camera images like the simulated images, ∈ = on ∈ . This process was repeated for AirwayNet and BifurcationNet, resulting in 92 CNN models and 2 GAN models trained. ∈ ≠ ×10 from 10 other lungs, ∈ = in the holdout lung. The model trained on ∈ = in the holdout lung was also evaluated on images after they were passed through a GAN, ∈ , trained on ∈ ≠ ×5 and ∈ ≠ ×5 from 5 lungs other than the holdout. The error bars for each result represent the minimum and maximum performance average performance for a holdout lung.
Like As an example of a successful cadaver lung sequence for both algorithms, Fig. 5 highlights a sequence that both algorithms localized with low error. In Fig. 5 , both algorithms were trained only on randomized simulated data from the holdout lung, ∈ = . They track the bronchoscope into the fifth generation, reaching within 4 and 7 mm of the final bronchoscope position for AirwayNet and BifurcationNet, respectively. AirwayNet outperforms BifurcationNet from generation 3 onward and has lower average localization errors , on correctly labeled frames. 
Discussion
This work demonstrated the unexpected result that training deep learning models from simulated images alone can enable real-time, accurate tracking of a bronchoscope in both a lung phantom and human cadaver lungs. The example cadaver lung sequence, shown in Fig. 5 , highlights successful localization in a sequence for both BifurcationNet and AirwayNet. This performance is similar to the networks' performance in the lung phantom, demonstrating a proof of concept that the approach used for the lung phantom can apply to human cadaver lungs.
However, the results from all 11 cadaver lungs show the consistency in the algorithms' performance can be improved, especially for BifurcationNet, which has variable outcomes even among sequences in the lung phantom.
In the lung phantom dataset and the cadaver lung dataset, AirwayNet outperforms BifurcationNet (p < 0.05). The difference in performance is likely due to two main causes. First, BifurcationNet's particle filter is sensitive to estimates from previous frames, so incorrectly classifying airways makes future predictions more difficult. AirwayNet, on the other hand, does not require a particle filter and does not factor previous estimates into the current estimate, so mistakes are limited to the specific frame. Second, to classify an airway, AirwayNet can leverage all the information in image space, while BifurcationNet uses only 7 airway characteristics plus insertion and state history. The image space information evidently makes up for the seemingly harder task of classifying airways without prior context.
Closer inspection of the causes of failure for BifurcationNet reveals that when the CNN sees nonexistent bifurcations or airways for several consecutive frames, the filter becomes 13 increasingly confident about an incorrect belief of its location, from which it cannot recover.
AirwayNet would similarly occasionally see nonexistent bifurcations and airways, but its failures were primarily due to misclassifying visible bifurcations and airways.
In both datasets, the wide range of performance suggests a range in difficulty of the localization task between lungs and sequences. Several factors may contribute to the difficulty of the task. We identify three key factors: the image domain gap, lung geometry differences, and sequence-specific challenges.
The image domain gap refers to the similarity between the holdout lung's camera images, ∈ , and the training images. For example, certain cadaver lungs contain artifacts that don't exist in the other lungs, shown in Fig. 2 . When trained on images without similar artifacts, both networks make inaccurate estimates. One approach to overcome this challenge is to train on enough lungs to cover the possible set of image domains. As shown in Fig. 5 , training on more lungs tends to improve performance for both algorithms. Extrapolating this trend to many more training lungs would likely improve that performance; however, it is unclear if that would be sufficient to reach the goal of consistently accurate airway classification across all the lungs in this dataset. The GAN was designed to help bridge the domain gap between simulated and camera domains, , . When tested on ∈ images, BifurcationNet trained on showed improved CNN results compared being tested to ∈ , shown in Table S2 , but the effect was too small to change the aggregate localization results.
The geometry differences between lungs, including the position and orientation of the airways, seem to influence the algorithms' performance. One of the most surprising results was that training AirwayNet on simulated images outperformed the models trained on camera images 14 (p<0.01). This suggests the benefit of training on the lung-specific geometry outweighs the benefit of training on up to 10 different lung geometries; however, this result is not independent from the image domain gap. As shown in (23), domain randomization helps bridge the domain gap between the camera images and the simulated images.
Finally, within the same lung, different sequences present different challenges to the networks. For example, Fig. 4 shows the performance in the lung phantom varies between sequences despite a uniform image domain and a static geometry. This challenge affected BifurcationNet more profoundly than AirwayNet, as BifurcationNet failed to track half the sequences. In these sequences, the particle filter struggled to differentiate between the possible airways based on the bifurcation location and airway orientation. Approaching the same airways from a different perspective enabled the network to correctly classify the airways.
To overcome the challenges in these datasets and improve the algorithms, we suggest three approaches: labeling more human lung data, improving the simulation of the bronchoscopic images, and extracting more information from the images. More labeled human data would serve as both training and test data for proposed algorithms. Improving the labeling process would assist this aim as this manual and time-consuming approach will not easily scale to tens or hundreds more lungs. High quality labels are critical for training and especially critical for test 
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Localization Control Loop 21
Shown in Fig. S1 and S2, at every step in the localization task, an image from the bronchoscope, , at time t from the position, , and the current absolute robot insertion (mm), , is provided to the localization algorithm and the algorithm outputs a 6 degree of freedom (DOF) location estimate in CT frame, ̂, along with the set of visible airways and their positions and orientations, , with respect to camera frame. In the case of localization algorithms that only provide a 6 DOF location estimate, the location estimate, ̂, can be used to determine the visible airways based on the camera field of view and lies within a max visible distance (set to 3 cm) and the preoperative CT scan. For the lung phantom experiment in Fig. 3 , both models were trained for 60k steps. Both models were trained with Adam optimization and with a learning rate decay of 0.75. For the cadaver lung experiments in Fig. 4 and Fig. 5 , all models were trained for 30k steps. All models were trained with Adam optimization and with a learning rate decay of 0.9.
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All models were trained on an NVIDIA Titan X GPU.
Datasets
In all experiments, were randomly offset in translation, view direction and roll from the recorded image locations in the lung with standard deviation 2 mm, 11°, 11°, respectively.
Tobin et al. first introduced images, which were rendered with randomized parameters to train their CNN to be indifferent to these changes (24) . We randomized each rendering parameter with a normal distribution centered about the default rendering parameters. For these experiments, brightness, attenuation factor, specular intensity, and ambient intensity were all varied by 1, 0.001, 0.1, and 0.1, respectively. The rendering framework used to generate the simulated images was developed in PyOpenGL, and is the same framework described in (23) .
The rendering parameters are based on Higgins et al. with a field of view of 60° (31) . Images are rendered at 60 Hz on a PC with no accelerations.
were randomly rolled with standard deviation 14°. In addition, all images ( , )
were augmented with randomized Gaussian smoothing, and on half of the images, we added independent per-pixel noise and white noise occlusions of various sizes. Finally, all images were grayscaled and normalized per-image to 0 mean and unit scaling.
For the lung phantom experiment in Fig. 3, 995k were used for BifurcationNet and 200k were used for AirwayNet. In all cadaver lung experiments, only 10k examples per dataset type were used to limit the time needed to train each model. All of the datasets contained randomly mixed examples evenly distributed from the sampled input lungs.
For the cadaver lung experiment in Fig. 4 , 68 representative sequences from 11 cadaver lungs were collected for testing. To test how training a model with data from a single cadaver lung performed on the sequences in a holdout cadaver lung, we trained 5 models, each on 24 from a randomly selected cadaver lung (without replacement), per holdout cadaver lung. To test how training a model with data from five cadaver lungs performed on the sequences in a holdout cadaver lung, we trained 3 models, each on from a set of 5 randomly-sampled cadaver lungs, per holdout cadaver lung. To test how training a model with data from 10 cadaver lungs performed on the sequences in the only holdout cadaver lung, we trained 1 model on from all 10 of the available cadaver lungs, per holdout cadaver lung.
GAN
To mitigate the error incurred by training a model on and testing it on in the cadaver lungs, we implemented Cycle GAN to learn the transformation from in the cadavers to . We trained it as described in (25), with an additional loss term that imposed a penalty for pixel-wise differences between the generated and true simulated images.
To construct the dataset to train our GANs, we split our ( , ) pairs into two groups, such that each group contained image pairs from the same number of cadaver lungs and image pairs corresponding to the same cadaver lungs were assigned to the same group. We trained two GAN's in total, one on each of the groups. For the cadaver lung experiment in Fig. 4 involving the GAN, the GAN that was trained on data from the first group of cadaver lungs was applied to images from the second group of cadaver lungs during testing and vice versa. To train a GAN, we sampled 2.5k image pairs per group. We alternated training the generator and discriminator of the GAN as described in the literature, with slight modification. On each iteration, we continued training the generator until it deceived the discriminator at a rate of 0.5. All components of the GAN were trained with Adam optimization.
Particle Filter for BifurcationNet 25 Because the output of the BifurcationNet CNN is generic to any airway in the lung skeleton, a particle filter is needed to pair the visible airways with the airways in the underlying CT. A novel particle was designed to solve this identification challenge. When a bifurcation is visible and at least two children airways are visible, the particle filter determines the probability the measurement fits a given CT bifurcation. The particle filter also calculates the prior probability of seeing that CT bifurcation. With the measurement probability and the prior probability, the filter calculates the posterior probability of the bronchoscope seeing that bifurcation. In the work shown here, three bifurcations with the highest prior probability were compared. The filter assigns the bifurcation with the maximum posterior probability to the visible airways and uses that assignment to calculate the estimated bronchoscope position, ̂. Each step is detailed below:
Measurement Probability: the probability an observation matches a given bifurcation in the CT is based on how well the children airways align with the expected airways once the bifurcation point and the parent airway direction is aligned with the CT. To resolve the roll about the parent axis, the different child airway assignments to the underlying CT bifurcation were permuted and compared. For a given airway assignment, the optimal roll about the parent axis was calculated by minimizing the weighted average of the airway angle offsets. The probability of the fit is calculated based on a Gaussian distribution over the cosine angle difference between the measured child airway directions and CT airway directions.
Prior: the bifurcation prior was calculated based on the current robot insertion length and the filter's previous state. The insertion probability, , is based on the distance between a given CT bifurcation length from the trachea, , and the robot insertion, , plus the observed 26 bifurcation depth in camera frame, ̂. The prior airway probability, , increases the probability of bifurcations near previously visible airways. If the bifurcation is 1, 2, or 3 generations removed from a visible airway, ( , ), its relative probability increments by 1, 0.1 and 0.01. For , the previously estimated 3DOF location, ̂− 1 , is used to calculate a 3D multivariate Gaussian with the particle estimate. Additionally, a roll probability is included to prevent sudden rotations and the previous roll value. Figure S3 shows the resulting change in the average F1 score for a single sequence in the lung phantom when each of the hard-coded variances for these probability measures are changed.
The most important inputs to the system are the insertion variance, fit variance, and roll variance.
This set of filter parameters was found through manual optimization on a run in the lung phantom sequence and was used for all cadaver lung experiments.
Localization Evaluation 27 We chose to provide several metrics that cover two aspects of navigation -the identification of visible airways and the tracking error, ( , , ). The visible airways are critical for navigation decisions, and the location-based metrics are important for determining the proximity to walls and the final biopsy target.
We define a visible airway, isVis, as one whose centerline lies within 3 cm of the bronchoscope location and would lie within the camera's field of view. An airway has visible children, hasVisChild, if the airway's bifurcation satisfies the same visibility criteria. To compare the estimated visible airways to the labeled airways, we look at precision and recall, which focus on the true values (visible airways), as there are many more invisible airways at any given moment than visible ones. To determine the precision and recall on the visible airways, let be the set of airways visible at , and ̂ be the set of airways estimated to be visible. Recall is defined as the true positive rate, ∑ ∩̂ / ∑ , while precision is the positive predictive value, ∑ ∩̂ / ∑̂. The F1 score is the harmonic mean of the precision and recall, 2 * * / ( + ).
For the tracking errors, ( , , ), we reference Merritt et al (19) .
Labeling Datasets
All images were recorded by manually driving a robotic bronchoscope (Monarch Platform, Auris Health Inc.). While driving, a 6-DOF electromagnetic sensor (Northern Digital Inc.) tracked the bronchoscope and provided an initial, coarse estimate of the location in CT frame ̃ from which each was captured. However, a single rigid registration of the sensor's output resulted in errors greater than several millimeters, so local registrations were iteratively refined to improve the label quality. For the lung phantom dataset, local registrations were performed by manually translating and rotating nearby points (within a 2 cm cube) until the 28 pixel-wise error ‖ − ‖ 2 reached a local minimum. Powell's method was used in conjunction with manual optimization to refine ̂ to a ground-truth location in CT frame (29) .
In the cadaver lung sequences, the pixel-wise error led to errors greater than several millimeters in registration, so a purely manual approach was used. As such, its quality was subjective to the operator.
29 angle of the airway. The particle filter compares how this measurement relates to the most likely bifurcations based on the previous state and the current insertion from the robot, finding the posterior probability of each particle. The bifurcation with the highest posterior probability is selected and used to calculate ̂. This is fed into the particle filter on the next time step.
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Fig. S2.
The control loop for AirwayNet is shown. Similar to BifurcationNet, a camera image from the bronchoscope's true position, , passes through a trained CNN (ResNet-18) and outputs a matrix. In this case, the matrix represents the airway characteristics for every airway in the lung skeleton. Identifying which airway is visible is a classification task for this model rather than a task for the particle filter. If the identified airway hasVisChild and the children airways isVis and consistent with the lung skeleton, the position ̂ is backed out from the measurement.
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Fig. S3.
In each subplot, the specified parameter in the BifucationNet particle filter was varied while keeping all other parameters constant. For each value, BifurcationNet was evaluated on a sequence in the lung phantom, and the average F1 score of visible airways in the run was recorded. The black dot represents the value of the parameter that was used in all BifurcationNet plots in this paper.
32 Table S1 .
The performance of BifurcationNet and AirwayNet in lung phantom, cadaver lungs, and for a single cadaver lung, also shown in Fig. 3, 4 , and 5, respectively. 33   Table S2 .
The F1 score of the isVis CNN output for BifurcationNet and AirwayNet in lung phantom, cadaver lungs, and for a single cadaver lung, also shown in Fig. 3, 4 , and 5, respectively.
34 Table S3 .
The F1 score of the hasVisChild CNN output for BifurcationNet and AirwayNet in lung phantom, cadaver lungs, and for a single cadaver lung, also shown in Fig. 3, 4 , and 5, respectively.
35 Table S4 .
The average position loss, , on the airway positions and the average direction loss, , on the airway directions for the CNN output for BifurcationNet and AirwayNet in lung phantom, cadavers, and for a single cadaver, also shown in Fig. 3, 4 , and 5, respectively
