Let n > 1 be an integer. In this paper, first we show that the quartic Thue equality
Introduction
If F ∈ Z[X , Y ] is an irreducible binary form of degree d ≥ 3 and k is a non-zero rational integer, the Diophantine equation of the form F (x, y) = µ, x, y ∈ Z is called a Thue equation. The name is given in honor of the Norwegian mathematician Thue [1] who proved that it has only finitely many solutions. Baker's theory on linear forms in logarithms of algebraic numbers (see [2] ) can give upper bounds for the solutions. In fact, since Thomas [3] has solved the first parameterized family of Thue equations of positive discriminants, several families of parameterized Thue equations have been studied, many authors are able to solve cubic, quartic, quintic, and sextic Thue equations.
In 1993, Tzanakis [4] considered Thue equations of the form F (x, y) = k, where F is a quartic form that corresponds to the quartic field K which is the composite of two real quadratic fields. Tzanakis proved that solving the equation F (x, y) = k consists in solving a system of Pellian equations. That is why the method is called the Tzanakis method. The method was successfully applied by several authors not only for families of quartic Thue equations but also to families of quartic Thue inequalities. One can cite for example [5] [6] [7] [8] [9] [10] [11] [12] . One advantage of the method is the possibility to use the theory of continued fractions to determine small values of k for which the equation F (x, y) = k has a solution. Worley [13] , Dujella [14] , Dujella-Ibrahimpašić [5] have extended or generalized the classical results of Legendre and Fatou concerning Diophantine approximations of irrational numbers. Recently, He et al. [15] applied this method to solve a class of Thue inequalities.
Let n ≥ 2 be an integer. In this paper, we consider the Thue equation
In fact, Leprévost et al. [16] have determined the units of the number field associated with
We tried the Baker method for µ = ±1. But, we obtained a very large bound for the parameter n so we could not completely solve the equation. The third author has used this method to solve many families of Thue equations. So we decide to see if the Tzanakis method will work for Eq. (1). This is the main motivation of this paper. Unfortunately, the Tzanakis method does not work for every n. Eq. (1) can be transformed into a system of Pellian equations by the Tzanakis method if and only if n = c 2 + c − 5, for some integer c ≥ 3. On the other hand, our method can work when µ ≪ O(c). If the bound of µ is a little bigger than c + 2, one can consider more possibilities of µ and get the same result. Therefore, we prove the following theorem.
(1) has integer solutions if and only if µ = 1. In this case, all primitive solutions to Eq. (1) are given by (x, y) = (0, ±1), (±1, 0), ±(1, −1).
We notice that if c < 0, then c 2
Thus we only need to consider c ≥ 0. Let us study the trivial cases. If c = 0, then from Eq. (1) we get
Therefore, our equation has the solutions (x, y) = (0, ±1), (±1, 0), ±(1, −1) and the additional integer solutions (x, y) = ±(2, −1).
For c = 1, we have
which implies x 2 + xy + y 2 = ±1. So all solutions are given in Theorem 1. If c = 2, from the fact that
Here is how this paper is organized. We will use the Tzanakis method to transform Thue equation (1) into the following system of Pellian equations
This is done in the next section. In Section 3, we recall some results due to Worley, Dujella, and Dujella-Jadrijević on continued fractions. Moreover, we use these results to obtain some approximations related to the solutions and we show that we must have µ = 1 if µ < c + 2. In Section 4, we define a linear form in logarithms of algebraic numbers and we obtain an upper bound of this linear form. A lower bound of this linear form is obtained after we transform it in a linear form in two logarithms. Therefore, we can apply a result of Laurent et al. [17] . We combine the lower and upper bounds of the linear form in logarithms to obtain a contradiction of c > 293 373. The bound of c is low enough to apply a reduction method to completely solve Eq. (1). This done in Section 6.
An application of the Tzanakis method
In this section, we recall the Tzanakis method and use it to transform Eq. (1) into a system of Pellian equations. One can refer to [4] or other references for details about the method. So let us consider a Thue equation
where
We assign to this equation the cubic equation
In 1993, Tzanakis [4] proved that a necessary condition to apply his method is that Eq. (4) has three rational roots ρ 1 , ρ 2 , ρ 3 that satisfy
Let H(x, y) and G(x, y) be the quartic and sextic covariants of f (x, y) respectively, i.e.
Then we have 4H 3 (2), then we obtain
Now we apply the reduction method to Eq. (1). In this particular case, we obtain
and
Multiplying the left side of Eq. (4) by 432 and factoring it, we have
One root of Eq. (4) is ρ 1 = 2n+3 12 . If Eq. (4) has three rational roots, then the roots
− 6n − 45) = 0 must be rational numbers. Therefore, 4n + 21 is a square. Since 4n + 21 is odd, there exists a positive integer c such that 4n
Without loss of generality, we assume n = c 2 + c − 5 with c ≥ 3. The three rational roots of (4) are
It is easy to see that
Then the reduction method can be applied to Eq. (1). Therefore, we get Table 2 c is odd.
then, by the Tzanakis method, solving Eq. (1) reduces to solving the system of Pellian equations
Continued fractions
We used the Thue-solver in PARI/GP to determine all solutions of (1) with |µ| ≤ c + 2, for 3 ≤ c ≤ 7. We see that Eq. (1) has the solutions listed in Theorem 1 if and only if µ = 1. Thus, we consider c ≥ 8.
In this section, we will make a connection between solutions of Eq. is periodic. This expansion can be obtained using the following algorithm. Multiplying the numerator and the denominator by b, if necessary, we may assume that b|(d − a 2 ). Let s 0 = a, t 0 = b and a n =
Applying this algorithm to the quadratic irrational
if c ≥ 6 is an even positive integer, and
if c ≥ 5 is an odd positive integer. For more details, see Tables 1 and 2 . Assume now that (U, V , Z ) is a nonnegative solution of the system (8) and (9) . Then V U is a good rational approximation of √ c 2 − 4. We find that
We deduce that
Let p k /q k denote the kth convergent of α. The following result of Worley [13] and Dujella [14] extends classical results of Legendre and Fatou concerning Diophantine approximations of the form
Theorem 2 (Worley [13] , Dujella [14] ). Let α be a real number and a and b coprime nonzero integers, satisfying the inequality We would like to apply Theorem 2 in order to determine all values of m with |m| ≤ c + 2 for which Eq. (8) has solutions.
We need the following lemma (see [ 
Since the period length of the continued fraction expansion of √ c 2 − 4 is equal to 4 if c ≥ 8 is even and 6 if c ≥ 8 is odd, according to Lemma 3, we have to consider only the fractions (rp k+1 + up k )/(rq k+1 + uq k ) for k = 0, 1, . . . , 3 if c ≥ 8 is even and k = 0, 1, . . . , 5 if c ≥ 8 is odd, respectively.
By checking all possibilities in (8) , it is easy to get that µ = 1, −c + 2 or c + 2. On the other hand, Eq. (9) can be rewritten as
. In a similar way (one can see that c + 1 in this equation as c in (8)), we have µ = 1, −(c + 1) + 2. Therefore, if (8) and (9) have a common solution (U, V , Z ) in integers, then µ = 1. In addition, it means that gcd(U, V ), gcd(U, Z ) = 1 or 2.
Pellian equations
Now, let us consider the system of Pellian equations
By the properties of Pellian equations, we have
for some nonnegative integers j and k, where α = are the fundamental solutions of Eqs. (13) and (14) . Define
Proof. It is easy to see that α j , β k > 1 for j > 0 (this implies k > 0). We can verify that α j < β k . Otherwise, if α j ≥ β k , then
. This contradicts (15) . Therefore, we have
Lemma 5. If Eq. (15) holds with j ̸ = 0 and c ≥ 8, then
Proof. From the definition of Λ and Lemma 4, by using the inequality log
On the other hand, let
for c ≥ 8. Therefore, we have k > 0.95∆ · α log α.
Linear forms in two logarithms
As we will see, using the gap principle in the above section, we will get a 'small' upper bound of k. Now we recall the following result due to Laurent, Mignotte, and Nesterenko (see [17, Corollaire 2, page 288]) on linear forms in two logarithms.
For any non-zero algebraic number γ of degree d over Q, whose minimal polynomial over Z is
Lemma 6. Let γ 1 and γ 2 be multiplicatively independent and positive algebraic numbers, b 1 and b 2 ∈ Z and
Let D := [Q(γ 1 , γ 2 ) : Q], for i = 1, 2 let
If |Λ| ̸ = 0, then we have
In order to satisfy the conditions of Lemma 6, we rewrite Λ that was in (16) as
Here we take
, one can verify that γ 1 is a root of
The absolute values of its conjugates greater than 1 areᾱ/β = β/α and α/β = αβ. Hence, we have
Thus we have
As c ≥ 8, we have β = 
We suppose that c ≥ 2001, then α =
This implies log b ′ + 0.14 ≥ 5.84 > 21/D. Therefore, by Lemma 6 we obtain
On the other hand, from Lemma 4, we get that Notice that c − 1 < α and the above inequalities give c < 293 373.
Use of the reduction method
In this section, we will use another theorem for the lower bounds of linear forms in logarithms which is different to that in Section 5, and Baker-Davenport reduction method to deal with the remaining case i.e. c < 293 373. We recall the following result due to Matveev [18] . Lemma 7. Denote by α 1 , . . . , α n algebraic numbers, not 0 or 1, by log α 1 , . . . , log α n determinations of their logarithms, by D the degree over Q of the number field K = Q(α 1 , . . . , α n ), and by b 1 , . . . , b n rational integers. Define B = max{|b 1 |, . . . , |b n |}, 
 . Now, we apply the above lemma with n = 3 and = 1, for
From the computations in the above section, we can set
Therefore, we take
Using Matveev's result, we have log |Λ| > −2 38 · 4 2 · 2 log α · 2 log β · 4 log(c + 1) · log(4e) · log(2ej). The program was developed in PARI/GP running with 200 digits. For the computations, if the first convergent is such that q > 6M does not satisfy the condition η > 0, then we use the next convergent until we find one that satisfies the condition. We checked in the ranges 8 ≤ c ≤ 293 372.
In 5 min all the computations were done. The use of the second convergent was needed in 14 875 cases (5.07%), the third convergent was used in 390 cases (0.13%), etc., the 7th was needed only in c = 11 390. In all cases we obtained j ≤ 11.
Thus from Lemma 5 we obtain 0.47α log α < k ≤ j − 1 ≤ 10.
It follows that α < 9.5, and so c ≤ 9. We run the program again to check the cases c = 8, 9 with M = 11, and we have j ≤ 1. It is impossible. Therefore, Eq. (15) only has the integer solutions j = k = 0 and j = k = 1. So we get the following result.
Theorem 9. The system of Pellian equations (8) and (9) only has the integer solutions (U, V , Z ) = (0, ±2, ±2), (±1, ±c, ±(c + 1)). Now, we consider the Thue equation with U = x 2 + 2xy, V = cx 2 − 2xy − 2y 2 , Z = (c + 1)x 2 + 2xy + 2y 2 .
• U = 0: The fact U = x 2 + 2xy = 0 gives x = 0 or x = −2y. The case x = 0 implies y = ±1. If x = −2y, then equations ±2 = V = cx 2 − 2xy − 2y 2 = 4cy 2 + 2y 2 provide a contradiction. Therefore, we get only the solutions (x, y) = (0, ±1). • U = 1: From U = x(x+2y) = ±1 we have x = ±1, and y = 0 or −x. We deduce the solutions (x, y) = (±1, 0), ±(1, −1).
This completes the proof of Theorem 1.
