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Forward
This document was submitted to Working Group 2 of the Higgs Cross Section Working Group.
The derived document in CERN Yellow Report 4 (YR4) [1] differs in a number of key respects
from this original version. We have highlighted in red in this document some text that is
important to consider when judging some content of YR4. The highlighted text is not present
in the YR4 version of this document. Further comments are made in the Afterword.
1 Overview
In this section we discuss how to interpret data in the Standard Model Effective Field Theory
(SMEFT) in a transparent manner at leading order (LO) and explain why a next to leading
order (NLO) interpretation of the data is important.1 The approach presented for LO is the one
we consider the most simple to enable the ongoing development of the SMEFT to NLO. The
LO approach we present is written in terms of mass eigenstate fields and is trivially connected
to Higgs observables and electroweak precision observables. It can be directly used at LO to
interpret the data.
Interpreting the data using theoretical results developed beyond LO (in perturbation theory)
can often be crucial to do in the SMEFT. NLO calculations should be used if they are available.
We discuss the basic issues involved in improving calculations to NLO, and review the advances
in this direction that have been achieved to date. These calculations help characterize (and
reduce) theoretical errors of a LO result and allow the consistent incorporation of precise
measurements, such as the LEP pseudo-observables, in the SMEFT. NLO interpretations of
the data are particularly critical in the event that deviations from the Standard Model (SM)
emerge over the course of LHC operations. NLO results are being developed in the theoretical
community and will become increasingly available over the course of RunII. Experimental
analyses can adopt approaches to LO that will allow these results to be incorporated in the
future as efficiently as possible.
This review provides scientific support for the above statements. The reader who is mostly
interested in the LO and NLO summary conclusions can skip directly to the end of this review.
1We thank the following for comments: Laure Berthier, N.E.J. Bjerrum-Bohr, Cliff Burgess, Mikkel
Bjørn, Poul Damgaard, Andre´ Mendes , Chris Hays, Gino Isidori, Yun Jiang, Fabio Maltoni, Aneesh
Manohar, Ben Pecjak, Jose Santiago, Veronica Sanz, William Shepherd, Frank Tackmann. Appearing
in acknowledgements does not imply full or partial endorsement
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2 Introduction to the SMEFT
As exact non-perturbative solutions to quantum field theories are rarely known approximate
solutions that expand observables perturbatively in a small coupling constant or in a ratio of
scales are generally developed. Such quantum field theories can be regarded as examples of
Effective Field Theory (EFT), the treatment of which was pioneered in [2,3,4]. The predictions
of the LO Lagrangian of any EFT are approximations of limited applicability and precision.
Developing such predictions beyond leading order is in general extremely useful and straight-
forward if the LO EFT is well defined. The ability to improve EFTs from LO to NLO largely
explains why they have become the standard approach to interpreting data sets of constraints
on the SM, as reducing theoretical errors to be below experimental errors is required for a
precise interpretation of an experimental measurement.
At LHC it is of interest to treat the Standard Model itself as a general EFT. In this section
we briefly outline how the standard straightforward LO formulation of this SMEFT is defined.
We then discuss extending the SMEFT approach to NLO in order to incorporate important
QCD and Electroweak corrections.
The SMEFT assumes that SU(2)L ×U(1)Y is spontaneously broken to U(1)em by the vacuum
expectation value of the Higgs field (v) and that the observed JP = 0+ scalar is embedded in
the Higgs doublet. The Lagrangian is schematically
LSMEFT = LSM + L5 + L6 + L7 + L8 + · · · (2.1)
L5 has one operator suppressed by one power of the cut off scale (Λ) [5]. L6 has 76 parameters
that preserve Baryon number [5,6,7,8] in the Nf = 1 limit
2 and four that do not. The baryon
preserving operators in L6 has 2499 parameters in the case Nf = 3 [9]. L7 and L8 are now
known, see Refs. [10,11]. We label the Wilson coefficients of the operators in L5 as C5i , operators
in L6 as C6i etc., and have implicitly absorbed the appropriate power of 1/Λ into the definition
of the Ci. When 1/Λ is made explicit, and pulled out of the Wilson coefficient we will use the
tilde superscript as a notation to indicate this, for example C˜i/Λ
2.
The SMEFT is a different theory than the SM as it has local contact operators suppressed by
powers of 1/Λ. To get a feeling for the nature of the LO and NLO predictions in the SMEFT,
consider a (lepton number preserving) amplitude that can be written as
A =
∞∑
n=N
gnSM A(4)n +
∞∑
n=N6
n∑
l=1
∞∑
k=1
gnSM
[
1
(
√
2GF Λ2)k
]l
A(4+2 k)n l k , (2.2)
where gSM is a SM coupling. GF is the Fermi coupling constant and Λ is again the cut off
scale. l is an index that indicates the number of SMEFT operator insertions leading to the
amplitude, and k indicates the inverse mass dimension of the Lagrangian terms inserted. N
is process dependent and indicates the order of the coupling dependence for the leading non-
vanishing term in the SM (e.g. N = 1 for H → VV etc. but N = 3 for H → γγ). N6 = N
for tree initiated processes in the SM. For processes that first occur at loop level in the SM,
N6 = N − 2 as operators in the SMEFT can mediate such decays directly thought a contact
operator, for example, through a L6 operator for H → γγ. For instance, the Hγγ (tree) vertex
is generated by OHB = H
†H Bµν Bµν , by O8HW = H
†Bµν Bµρ Dρ Dν H etc. An example of
the Feynman diagrams leading to A is given in Fig. 1.
2Here Nf counts the number of fermion generations.
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An example of how the SMEFT orders a double expansion in 1/Λ and the perturbative ex-
pansion in SM couplings is as follows. Consider a tree level 2 body decay of a single field. The
double expansion of such a process is given as the following Table 3:
gSM / dim −→
↓ gSM A(4)1 + gSM g6A(6)1,1,1 + gSM g8A(8)1,1,2
g3SM A(4)3 + g3SM g6A(6)3,1,1 + g3SM g26 A(6)3,2,1
. . . . . . . . . . . . . . . . . .
(2.3)
The combination of parameters gSM g6A(6)1,1,1 defines the LO SMEFT expression for the pro-
cess, including the leading insertion of a higher dimensional operator, and is generally well
known. g3SM g6A(6)3,1,1 defines the NLO SMEFT amplitude in the perturbative expansion, and
gSM g8A(8)1,1,2 defines the NLO SMEFT Lagrangian expansion contribution to the amplitude.
We will refer to these two different NLO effects in this manner in this document. The discus-
sion here generalizes to cases other than two body decays of a single field directly. Currently
NLO terms in the double expansion present in the SMEFT are generally unknown, in almost
every process that is of interest phenomenologically.
The construction of the SMEFT, to all orders, is not based on assumptions on the size of the
Wilson coefficients of the higher dimensional operators, although it does assume that a valid
perturbative expansion is present. Constructing an NLO SMEFT result means including all
operators at a fixed order in the power counting of the theory or performing a complete one
loop calculation for a process, including all of the operators in L6 that can contribute. One
must add results for real emission (if present) to get a complete description of a process at
NLO in perturbation theory.4
NLO corrections are a necessary consequence of the SMEFT being a well defined field theory.
The numerical size of the higher order terms depends upon the high energy (UV) scenario
dictating the C˜i and Λ, which is unknown. Restricting to a particular UV case is not an
integral part of a general SMEFT treatment and various cases can be chosen once the general
calculation is performed. All explicit references to the underlying theory are introduced via
the matching procedure in the standard approach to EFTs and power counting, see Refs.
[2,3,4,12,13,14,15,16,17,18,19,20,21,22,23,24,25,26] for reviews. Below we briefly summarize
the standard definitions of these terms.
2.1 Power counting
The size of corrections to SM results due to LSMEFT interactions are estimated with power
counting.5 A naive power counting scheme based on the mass dimensions of the operators
simply normalizes an operator by the appropriate power of 1/Λ. Expansions in (v/Λ)m and
3Here we have introduced short hand notation where g4+2 k = 1/(
√
2GF Λ
2)k, so that g6 denotes a
single O(6) insertion, g8 denotes a single O(8) insertion, g26 denotes two, distinct, O(6) insertions, etc..
4There are different uses of the phrase “NLO” in the literature. This can refer to a fixed-order
NLO calculation including non-logarithmic terms not fixed by renormalization group evolution, only an
approximate fixed-order NLO calculation, which includes logarithmic terms fixed by renormalization
group evolution to NLO, and a genuine leading-log calculation, which uses exact solutions to the RG
equations to actually do a resummation. In this work “NLO in the perturbative expansion” refers to a
complete perturbative correction due to SM interactions to the operators in L6.
5Differences of opinion about the size of NLO corrections exist in the theory community. Our claim
is that any differences of opinion regarding NLO analyses are due to different implicit UV assumptions
3
(p2/Λ2)m are then present, where p2 is a typical invariant momentum flow of a process. Both
expansions are relative to the SM interactions.
The Naive Dimensional Analysis (NDA) power counting scheme incorporates the counting of Λ
and an estimate of factors of 4pi in the normalization of the operators, see Refs. [12,16,17,26] for
details. By definition any remaining 4pi dependence, coupling dependence, or alternate scales
present in the EFT, can be absorbed into the Wilson coefficients in the matching procedure if
the naive power counting scheme is used.
2.2 Matching
Wilson coefficients are determined by calculating on-shell amplitudes in the UV theory and in
the SMEFT and taking the low energy limit (E/Λ << 1). The mismatch of the finite terms
defines the Wilson coefficient in the matching condition.
If the value of Wilson coefficients in broad UV scenarios could be inferred in general this would
be of significant scientific value. An example of a scheme that applies to a fairly large set of UV
scenarios is the Artz-Einhorn-Wudka “potentially-tree-generated” (PTG) scheme [27,28]. This
approach classifies Wilson coefficients for operators in L6 as tree or loop level (suppressed
by g2/16pi2) essentially using topological matching arguments. This classification scheme
corresponds only to a subset of weakly coupled and renormalizable UV physics cases, as the
topologies considered are (effectively) limited by Lorentz invariance and renormalizability. This
scheme does not apply to scenarios where any high energy physics is strongly interacting or an
EFT itself [22]. This scheme should be only considered with caution, as it is not the result of
a precise matching calculation.
One can study the Wilson coefficients using dimensional analysis, by restoring ~ 6= 1 in the
Lagrangian, as recently discussed in Refs. [29,30]. In this note we do not assume any hierarchy
among the couplings discussed in Refs. [29,30], or the claims of these works that one can
unambiguously identify a particular power of hypotheical UV couplings. The reasons we do
not adopt these claims is that it is not the case that one can unambiguously identify the powers
of hypothetical UV couplings present in the C˜i, as the SM couplings also carry ~ dimensions
and the UV theory is not known. Further, the matching procedure introduces order one
constant terms that can be as large as, or dominant over, any such coupling dependence.
In this approach, by performing the calculations without unnecessary assumptions, it is still
possible to study the effect of particular hierarchies and specific UV completions (when they
are precisely defined allowing a matching calculation) a posteriori. It is not necessary or
advisable to treat the C˜i as anything other than parameters to be constrained by experiment
when presenting experimental results.
2.3 Operator bases for the SMEFT
The Warsaw basis [8] for the SMEFT is given in Table 1. This basis is completely and precisely
defined and is fully reduced by the Equations of Motion (EOM). It was the first basis of this
form, building upon Ref. [6]. No fully reduced basis was present in the literature prior to 2010
when this result was reported. The Warsaw basis is the most prominent and standard SMEFT
and the data should be reported in a manner that maximizes its potential use in the future, including
its use in NLO analyses. This means formalisms that cannot be improved to NLO should be avoided.
We return to this point below.
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basis in use in the theoretical community. This is the basis we use to define the straightforward
LO approach in subsequent sections.
One can make small field redefinitions ofO(1/Λ2) to shift LSMEFT by operators proportional to
the EOM. This procedure can be used to eliminate redundant operators from the Lagrangian to
obtain a fully reduced basis or to change to a different operator basis. Operator bases that are
related by field redefinitions give equivalent results for physically measured quantities due to the
equivalence theorem, see Refs. [31,32,33] for the proof of this theorem and its conditions. Field
redefinitions are a change of variables in a path integral and do not affect S-matrix elements
although the source terms in Greens functions can get modified. If a modification of how
LSMEFT is presented uses manipulations that are not gauge independent field redefinitions,
it does not directly satisfy the conditions of the equivalence theorem. Any LO Lagrangian
construction based on intrinsically gauge dependent manipulations is distinct from a gauge
independent operator basis like the Warsaw basis. Of particular interest when considering the
SMEFT is the question - “Can one remove all L6 two derivative interactions of the Higgs field
in a gauge independent manner in an operator basis?” The answer to this question is no. See
section II.B.1 of Ref. [34] for a proof on how the corresponding unitary gauge manipulations are
mathematically impossible to impose in a gauge independent manner with field redefinitions.
A gauge dependent construction that removes such interactions would not be referred to as an
operator basis in standard EFT literature [2,3,4,12,13,14,15,16,17,18,19,20,21,22,23,24,25,26].
Any well defined basis can be used.6 There are very few such bases defined in the literature.
We know of the following examples. The Warsaw basis and various constructions that were
defined taking the Warsaw basis and then using the EOM to modify a few terms.7 When this
is done the resulting construction is generally labelled a “SILH basis”. A version of this later
result was reported in Ref. [38] in 2013. The different operators that are present in this “SILH
basis” are denoted Oi and are given by
OHW = −i g2 (DµH)† τ I (DνH)W Iµ ν , OHB = −i g1 (DµH)† (DνH)Bµ ν , (2.4)
OW = − i g2
2
(H†
←→
D IµH) (D
νW Iµ ν), OB = −
i g1
2
(H†
←→
D µH) (DνBµ ν), (2.5)
OT = (H†←→D µH) (H†←→D µH). (2.6)
We use Qi for the Warsaw basis operators, τ is the Pauli matrix, g1 is the U(1)Y coupling and
g2 is the SU(2)L coupling. See Refs. [8,9] for more details on notation. All other operators
are the same in these bases. The transformation from the Warsaw basis to the Oi operators is
derived using the SM EOM and found8 to be [9]
g1 g2QHWB = 4OB − 4OHB − 2 yH g21 QHB, (2.7)
6Let us consider the general problem of constructing a basis to further clarify this discussion. Every
transformation that belongs intrinsically to a specific gauge will inevitably violate the equivalence
theorem [31]. This theorem can handle non-linear transforms (as long as they are local) but they have
to be understood from the point of view of EFT, since (in general) they involve a non trivial Jacobian,
i.e. ghost loops (see Ref. [35] and Sect. 2 of Ref. [36]). Furthermore, any transform that mixes different
orders in perturbation theory should be avoided since, inevitably, violation of gauge invariance will be
induced. Our approach does satisfy all the requests imposed by the equivalence theorem and it is not
the aim of this note to provide detailed mathematical evidence for these historically established facts.
The interested reader can see Refs. [34,35,36,37] for more discussion.
7 Note here we are discussing the relations between such bases that can be obtained with gauge
independent field redefinitions to draw a distinction with any ad hoc construction.
8 Operator relations of this form were partially discussed in Refs [39,40,41] previously.
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g22 QHW = 4OW − 4OB − 4OHW + 4OHB + 2 yH g21 QHB, (2.8)
g21 y`Q
(1)
Hl
tt
= 2OB + yH g21 OT − g21
[
yeQHe
rr
+ yqQ
(1)
Hq
rr
+ yuQHu
rr
+ ydQHd
rr
]
, (2.9)
g22 Q
(3)
Hl
tt
= 4OW − 3 g22 QH2 + 2 g22m2h (H†H)2 − 8 g22 λQH − g22 Q(3)Hq, (2.10)
− 2 g22
(
[Y †u ]rrQuH
rr
+ [Y †d ]rrQdH
rr
+ [Y †e ]rrQeH
rr
+ h.c.
)
. (2.11)
Here the t subscript is a flavour index and the (1), (3) superscripts are operator labels, see
Table 1. In these relations only the flavour singlet component of the operators appears - given
by the tt subscript and the notation QHd
rr
for the Warsaw basis operators. It is necessary to
define what flavour components of the operators are removed and retained in this procedure,
as first pointed out in Ref. [9].9 Note that these relationships between operators are not gauge
dependent as they follow from gauge independent field redefinitions that satisfy the equivalence
theorem.
Higher derivative terms are systematically removed using the EOM in favour of other oper-
ators without derivatives in the Warsaw basis, as in other EFTs. This is done for a number
of technical reasons and the complete renormalization program for L6 was only carried out
in the Warsaw basis in Refs. [9,43,44,45] as a result. The Warsaw basis and the straightfor-
ward LO approach we outline below enables recent NLO work. The “SILH basis” has not
been completely renormalized to date. Any LO construction introducing operator normaliza-
tions, redefinitions of the SM parameters and EOM manipulations that are intrinsically gauge
dependent is such that the gauge independent results of Ref. [9,43,44,45] cannot be used.
2.4 Rotating to mass eigenstate fields
Expanding around the vev in unitary gauge and rotating to mass eigenstate fields, the LO
modification of the SM interactions in the SMEFT come about in a straightforward manner.10
Here we list the most phenomenologically relevant terms present for mass eigenstate fields,
the remaining interactions unlisted come from Class 1, 3, 5, 6, 8 operators in Table 1. It is
not required in our approach to specify all interactions as we make no assertion that these
mass eigenstate interactions listed are an operator basis. As the theory should be canonically
normalized, we denote coupling parameters in the canonically normalized SMEFT with bar
superscripts. This use of bar notation is distinct from bar superscripts on fermion fields where
ψ¯ = ψ†γ0. The following section is largely taken from Ref. [9].
2.4.1 SM Lagrangian
We define the SM Lagrangian as
LSM = −1
4
GAµνG
Aµν − 1
4
W IµνW
Iµν − 1
4
BµνB
µν + (DµH
†)(DµH) +
∑
ψ=q,u,d,l,e
ψ i /Dψ
9Any attempt to use the “SILH basis” to describe interactions of vector bosons with fermions,
for example in Electroweak Precision Data (EWPD), is not transparent. This basis is subject to the
existence of nonintuitive correlations between Wilson coefficients related to EWPD [42].
10The operator basis for the SMEFT remains the Warsaw basis when the interaction terms are
expanded in terms of mass eigenstate fields in unitary gauge. Operator bases are gauge independent,
satisfy the equivalence theorem, and do not change when the SMEFT is improved from LO to NLO.
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1 : X3
QG f
ABCGAνµ G
Bρ
ν G
Cµ
ρ
Q
G˜
fABCG˜Aνµ G
Bρ
ν G
Cµ
ρ
QW 
IJKW Iνµ W
Jρ
ν W
Kµ
ρ
Q
W˜
IJKW˜ Iνµ W
Jρ
ν W
Kµ
ρ
2 : H6
QH (H
†H)3
3 : H4D2
QH2 (H
†H)2(H†H)
QHD
(
H†DµH
)∗ (
H†DµH
)
5 : ψ2H3 + h.c.
QeH (H
†H)(l¯perH)
QuH (H
†H)(q¯purH˜)
QdH (H
†H)(q¯pdrH)
4 : X2H2
QHG H
†H GAµνGAµν
Q
HG˜
H†H G˜AµνGAµν
QHW H
†HW IµνW Iµν
Q
HW˜
H†H W˜ IµνW Iµν
QHB H
†H BµνBµν
Q
HB˜
H†H B˜µνBµν
QHWB H
†τ IHW IµνBµν
Q
HW˜B
H†τ IH W˜ IµνBµν
6 : ψ2XH + h.c.
QeW (l¯pσ
µνer)τ
IHW Iµν
QeB (l¯pσ
µνer)HBµν
QuG (q¯pσ
µνTAur)H˜ G
A
µν
QuW (q¯pσ
µνur)τ
IH˜ W Iµν
QuB (q¯pσ
µνur)H˜ Bµν
QdG (q¯pσ
µνTAdr)H G
A
µν
QdW (q¯pσ
µνdr)τ
IHW Iµν
QdB (q¯pσ
µνdr)H Bµν
7 : ψ2H2D
Q
(1)
Hl (H
†i
←→
D µH)(l¯pγ
µlr)
Q
(3)
Hl (H
†i
←→
D IµH)(l¯pτ
Iγµlr)
QHe (H
†i
←→
D µH)(e¯pγ
µer)
Q
(1)
Hq (H
†i
←→
D µH)(q¯pγ
µqr)
Q
(3)
Hq (H
†i
←→
D IµH)(q¯pτ
Iγµqr)
QHu (H
†i
←→
D µH)(u¯pγ
µur)
QHd (H
†i
←→
D µH)(d¯pγ
µdr)
QHud + h.c. i(H˜
†DµH)(u¯pγµdr)
8 : (L¯L)(L¯L)
Qll (l¯pγµlr)(l¯sγ
µlt)
Q
(1)
qq (q¯pγµqr)(q¯sγ
µqt)
Q
(3)
qq (q¯pγµτ
Iqr)(q¯sγ
µτ Iqt)
Q
(1)
lq (l¯pγµlr)(q¯sγ
µqt)
Q
(3)
lq (l¯pγµτ
I lr)(q¯sγ
µτ Iqt)
8 : (R¯R)(R¯R)
Qee (e¯pγµer)(e¯sγ
µet)
Quu (u¯pγµur)(u¯sγ
µut)
Qdd (d¯pγµdr)(d¯sγ
µdt)
Qeu (e¯pγµer)(u¯sγ
µut)
Qed (e¯pγµer)(d¯sγ
µdt)
Q
(1)
ud (u¯pγµur)(d¯sγ
µdt)
Q
(8)
ud (u¯pγµT
Aur)(d¯sγ
µTAdt)
8 : (L¯L)(R¯R)
Qle (l¯pγµlr)(e¯sγ
µet)
Qlu (l¯pγµlr)(u¯sγ
µut)
Qld (l¯pγµlr)(d¯sγ
µdt)
Qqe (q¯pγµqr)(e¯sγ
µet)
Q
(1)
qu (q¯pγµqr)(u¯sγ
µut)
Q
(8)
qu (q¯pγµT
Aqr)(u¯sγ
µTAut)
Q
(1)
qd (q¯pγµqr)(d¯sγ
µdt)
Q
(8)
qd (q¯pγµT
Aqr)(d¯sγ
µTAdt)
8 : (L¯R)(R¯L) + h.c.
Qledq (l¯
j
per)(d¯sqtj)
8 : (L¯R)(L¯R) + h.c.
Q
(1)
quqd (q¯
j
pur)jk(q¯
k
sdt)
Q
(8)
quqd (q¯
j
pTAur)jk(q¯
k
sT
Adt)
Q
(1)
lequ (l¯
j
per)jk(q¯
k
sut)
Q
(3)
lequ (l¯
j
pσµνer)jk(q¯
k
sσ
µνut)
Table 1: The L6 operators built from Standard Model fields which conserve baryon number in
the Warsaw basis [8]. The flavour labels of the form p, r, s, t on the Q operators are suppressed
on the left hand side of the tables.
7
− λ
(
H†H − 1
2
v2
)2
−
[
H†jd Yd qj + H˜†juYu qj +H†je Ye lj + h.c.
]
, (2.12)
which implicitly defines most of our notational conventions. Note H˜j = jkH
†k. We have sup-
pressed reference to the θ˜ gauge dual operators of the form θ˜ Fµ ν F˜µ ν . These terms are known
to be experimentally small. For dual gauge fields we use the convention F˜µ ν = µ ν αβ F
αβ
with 0123 = +1. See Ref [9,44,45] for more details on notation.
2.4.2 Higgs mass and self-couplings
The potential in the SMEFT is
V (H) = λ
(
H†H − 1
2
v2
)2
− CH
(
H†H
)3
, (2.13)
yielding the new minimum
〈H†H〉 = v
2
2
(
1 +
3CHv
2
4λ
)
≡ 1
2
v2T . (2.14)
The scalar field can be written in unitary gauge as
H =
1√
2
(
0[
1 + cH, kin
]
h+ vT
)
, (2.15)
where
cH, kin ≡
(
CH2 − 1
4
CHD
)
v2, vT ≡
(
1 +
3CHv
2
8λ
)
v. (2.16)
The coefficient of h in Eq. (2.15) is no longer unity, in order for the Higgs boson kinetic term
to be properly normalized when the dimension-six operators are included. In what follows we
can exchange vT for v when this parameter multiplies a operator in L6 as the difference is NLO
in the lagrangian expansion.The kinetic terms
L(6) = (DµH†)(DµH) + CH2
(
H†H
)
2
(
H†H
)
+ CHD
(
H†DµH
)∗ (
H†DµH
)
, (2.17)
and the potential in Eq. (2.13) yield
L(6) = 1
2
(∂µh)
2 − cH, kin
[
h2
v2
+ 2
h
v
]
(∂µh)
2 − m
2
h
2
h2 − λvT
(
1− 5CHv
2
2λ
+ 3cH, kin
)
h3
− 1
4
λ
(
1− 15CHv
2
2λ
+ 4cH, kin
)
h4 +
3
4
CHvh
5 +
1
8
CHh
6, (2.18)
for the h self-interactions. The Higgs boson mass is
m2h = 2λv
2
T
(
1− 3CHv
2
2λ
+ 2cH, kin
)
. (2.19)
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2.4.3 Yukawa couplings
The Lagrangian terms in the unbroken theory
L = −
[
H†jdr [Yd]rs qjs + H˜
†jur [Yu]rs qjs +H
†jer [Ye]rs ljs + h.c.
]
(2.20)
+
[
C∗dH
sr
(
H†H
)
H†jdrqjs + C∗uH
sr
(
H†H
)
H˜†jurqjs + C∗eH
sr
(
H†H
)
H†jerljs + h.c.
]
,
yield the fermion mass matrices
[Mψ]rs =
vT√
2
(
[Yψ]rs −
1
2
v2C∗ψH
sr
)
, ψ = u, d, e (2.21)
in the broken theory. The coupling matrices of the h boson to the fermions L = −huY q +
h.c+ . . . are
[Yψ]rs =
1√
2
[Yψ]rs
[
1 + cH, kin
]
− 3
2
√
2
v2C∗ψH
sr
=
1
vT
[Mψ]rs
[
1 + cH, kin
]
− v
2
√
2
C∗ψH
sr
, ψ = u, d, e. (2.22)
The fermion fields can be rotating to diagonal mass eigenstates with 3× 3 unitary matricies U
as
ψL = U(ψ,L)ψ′L, ψR = U(ψ,R)ψ′R, (2.23)
where the measured masses mˆiψ are
U†(ψ,R) [Mψ] U(ψ,L) = δij mˆiψ,
i = {u, c, t}, ψ = u,
i = {d, s, b}, ψ = d,
i = {e, u, τ}, ψ = e.
(2.24)
For the complex Yukawa coupling the higgs to the mass eigenstate fermion fields
L = −h [Yψ]rs ψ¯r PL ψs + h.c. (2.25)
where PL = (1− γ5)/2 and
[Yψ]rs = δrs
mˆrψ
vT
[
1 + cH, kin
]
− v
2
√
2
[
U†(ψ,R)C∗ψH U(ψ,L)
]
rs
. (2.26)
The Yukawa matricies are off diagonal in general and not simply proportional to the fermion
mass matrices as in the SM, as indicated by the second term. The CKM and PMNS matrices
control flavour violating interactions in the SM and are defined as
VCKM = U(u, L)† U(d, L), UPMNS = U(e, L)† U(ν, L), (2.27)
when the U matricies only rotate between the weak and mass eigenstates in the SM. The
definition of these matricies in the SMEFT is a convention choice. Here we choose to define
these matricies so that the masses are taken to diagonal form including the L6 interactions.
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2.4.4 Gauge boson masses and couplings
The relevant CP even L6 terms are
L(6) = CHGH†HGAµνGAµν + CHWH†HW IµνW Iµν + CHBH†HBµνBµν
+ CHWBH
†τ IHW IµνB
µν + CGf
ABCGAνµ G
Bρ
ν G
Cµ
ρ + CW 
IJKW Iνµ W
Jρ
ν W
Kµ
ρ . (2.28)
The gauge fields need to be redefined, so that the kinetic terms are properly normalized and
diagonal. The first step is to redefine the gauge fields
GAµ = GAµ
(
1 + CHGv
2
T
)
, W Iµ =WIµ
(
1 + CHW v
2
T
)
, Bµ = Bµ
(
1 + CHBv
2
T
)
. (2.29)
The modified coupling constants are
g3 = g3
(
1 + CHG v
2
T
)
, g2 = g2
(
1 + CHW v
2
T
)
, g1 = g1
(
1 + CHB v
2
T
)
, (2.30)
so that the products g3G
A
µ = g3GAµ , etc. are unchanged. The mass eigenstate basis is given
by [46] [ W3µ
Bµ
]
=
[
1 −12 v2T CHWB
−12 v2T CHWB 1
] [
cos θ sin θ
− sin θ cos θ
] [ Zµ
Aµ
]
, (2.31)
where the rotation angle is
tan θ =
g1
g2
+
v2T
2
CHWB
[
1− g1
2
g2
2
]
. (2.32)
The W and Z masses are
M¯2W =
g2
2v2T
4
,
M¯2Z =
v2T
4
(g1
2 + g2
2) +
1
8
v4TCHD(g1
2 + g2
2) +
1
2
v4T g1g2CHWB. (2.33)
The covariant derivative is
Dµ = ∂µ + i
g2√
2
[W+µ T+ +W−µ T−]+ ig¯Z [T3 − s2Q]Zµ + i eQAµ, (2.34)
where Q = T3 + Y , and the effective couplings are given by
e =
g1g2√
g2
2 + g1
2
[
1− g1g2
g2
2 + g1
2 v
2
TCHWB
]
= g2 sin θ −
1
2
cos θ g2 v
2
T CHWB,
gZ =
√
g2
2 + g1
2 +
g1g2√
g2
2 + g1
2
v2TCHWB =
e
sin θ cos θ
[
1 +
g1
2 + g2
2
2g1g2
v2TCHWB
]
,
s2 = sin2 θ =
g1
2
g2
2 + g1
2 +
g1g2(g2
2 − g12)
(g1
2 + g2
2)2
v2TCHWB. (2.35)
The relevant CP odd LCP6 terms are
LCP6 = CHG˜H†HG˜AµνGAµν + CHW˜H†HW˜ IµνW Iµν + CHB˜H†HB˜µνBµν
+ CHW˜BH
†τ IHW˜ IµνB
µν + CG˜f
ABCG˜Aνµ G
Bρ
ν G
Cµ
ρ + CW˜ 
IJKW˜ Iνµ W
Jρ
ν W
Kµ
ρ . (2.36)
The modified couplings and gauge fields introduced in Eqns.2.29, 2.30 do not cancel the new
contribution from these operators suppressed by v2T /Λ
2 to the CP violating θ˜ parameters.
These extra contributions strongly indicate that without fine tuning the Wilson coefficients
CHG˜, CHW˜ , CHB˜, CHW˜B are suppressed by a large CP violating scale and can be neglected,
similar to the treatment of L5.
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2.4.5 h→ WW and h→ ZZ
The relevant CP -even Lagrangian terms are
L = (DµH)†(DµH)− 1
4
(
W IµνW
Iµν +BµνB
µν
)
,
+ CHW QHW + CHB QHB + CHWBQHWB + CHDQHD, (2.37)
which lead to the interactions
L = 1
2
g2
2vThW
+
µ W
−
µ
[
1 + cH, kin
]
+ CHW vThW
+
µ νW
−
µ ν . (2.38)
for the W , and
L = 1
4
(g2
2 + g1
2)vTh(Zµ)2
[
1 + cH, kin + v
2
TCHD
]
+
1
2
g1g2v
3
Th(Zµ)2CHWB
+ vTh(Zµν)2
(
g2
2CHW + g1
2CHB + g1g2CHWB
g2
2 + g1
2
)
(2.39)
for the Z. Normalizing the SM θ˜ operators by two powers of the appropriate gauge coupling
so that Eqns.2.29, 2.30 do not introduce extra terms, theCP contributions are
LCP6 = CHW˜ vTh W˜+µ νW−µ ν + vTh(Z˜µν Zµν)
(
g2
2CHW˜ + g1
2CHB˜ + g1g2CHW˜B
g2
2 + g1
2
)
. (2.40)
2.4.6 h→ γ γ, h→ γ Z and h→ gg
The CP even and odd couplings of h→ γ γ and h→ γ Z are given by [47]
L = h vT e¯2
[
Cγ γ Aµ ν Aµ ν + C˜γ γ A˜µ ν Aµ ν + Cγ Z Aµ ν Zµ ν + C˜γ Z A˜µ ν Zµ ν
]
. (2.41)
Here
Cγ γ =
CHW
g¯22
+
CHB
g¯21
− CHWB
g¯1 g¯2
, (2.42)
C˜γ γ =
CHW˜
g¯22
+
CHB˜
g¯21
− CHW˜B
g¯1 g¯2
, (2.43)
Cγ Z =
1
g¯1 g¯2
(CHW − CHB)−
(
1
2 g¯21
− 1
2 g¯22
)
CHWB, (2.44)
C˜γ Z =
1
g¯1 g¯2
(
CHW˜ − CHB˜
)− ( 1
2 g¯21
− 1
2 g¯22
)
CHW˜B. (2.45)
The CP even and odd couplings of h→ gg are trivially
L = h vT
[
CHG Gµ ν Gµ ν + CHG˜ G˜µ ν Gµ ν
]
. (2.46)
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2.4.7 Dipoles and Higgs dipole interactions
In the broken phase the dipole interactions with neutral gauge bosons are
L = e¯ (v + h)√
2
Cψγ
rs
ψrσ
µνPRψsAµν + e¯ (v + h)√
2
CψZ
rs
ψrσ
µνPRψsZµν ,
+
(v + h)√
2
CdG
rs
drσ
µνTA PRds GAµν +
(v + h)√
2
CuG
rs
urσ
µνTAPRus GAµν + h.c. (2.47)
where r and s are flavor indices and ψ = {e, u, d} so that
Ceγ
rs
=
[
U(e, L)†
(
CeB
g1
− CeW
g2
)
U(e,R)
]
rs
CeZ
rs
= −
[
U(e, L)†
(
CeB
g2
+
CeW
g1
)
U(e,R)
]
rs
Cdγ
rs
=
[
U(d, L)†
(
CdB
g1
− CdW
g2
)
U(d,R)
]
rs
CdZ
rs
= −
[
U(d, L)†
(
CdB
g2
+
CdW
g1
)
U(d,R)
]
rs
Cuγ
rs
=
[
U(u, L)†
(
CuB
g1
+
CuW
g2
)
U(u,R)
]
rs
CuZ
rs
= −
[
U(u, L)†
(
CuB
g2
− CuW
g1
)
U(u,R)
]
rs
.
(2.48)
CuW has the opposite sign for u-type quarks in Eq. (2.48) because of the opposite sign for T3L.
Note that σµ ν = i [γµ, γν ] /2. The dipole interactions with charged gauge bosons are
L = (v + h)
[
νr σ
µν PR esW+µνCeW
rs
+ ur σ
µν PR dsW+µν CdW
rs
+ dr σ
µν PR usW−µν CuW
rs
]
+ h.c.
(2.49)
where
CeW
rs
=
[
U(ν, L)†CeW U(e,R)
]
rs
CdW
rs
=
[
U(u, L)†CdW U(d,R)
]
rs
CuW
rs
=
[
U(d, L)† CuW U(u,R)
]
rs
. (2.50)
2.4.8 (h+ v)2 V ψ¯ ψ interactions
In the broken phase the interactions of the Higgs with fermions and an associated gauge boson
are given by
L =
√
g¯21 + g¯
2
2
2
(h+ vT )
2Zµ ν¯r γµPLνs
[
U(ν, L)†
(
C
(1)
H` − C(3)H`
)
U(ν, L)
]
rs
,
+
√
g¯21 + g¯
2
2
2
(h+ vT )
2Zµ e¯r γµPLes
[
U(e, L)†
(
C
(1)
H` + C
(3)
H`
)
U(e, L)
]
rs
,
+
√
g¯21 + g¯
2
2
2
(h+ vT )
2Zµ u¯r γµPLus
[
U(u, L)†
(
C
(1)
Hq − C(3)Hq
)
U(u, L)
]
rs
,
+
√
g¯21 + g¯
2
2
2
(h+ vT )
2Zµ d¯r γµPLds
[
U(d, L)†
(
C
(1)
Hq + C
(3)
Hq
)
U(d, L)
]
rs
,
+
√
g¯21 + g¯
2
2
2
(h+ vT )
2Zµ ψ¯r γµPR ψs
[
U(ψ,R)†CHψ U(ψ,R)
]
rs
,
− g¯2√
2
(h+ vT )
2W+µ ν¯r γµPL es
[
U(ν, L)†C(3)H` U(e, L)
]
rs
12
− g¯2√
2
(h+ vT )
2W+µ u¯r γµPL ds
[
U(u, L)†C(3)Hq U(d, L)
]
rs
,
+
i g¯2
2
(h+ vT )
2W+µ u¯r γµPR ds
[
U(u,R)†CHud U(d,R)
]
rs
+ h.c (2.51)
where ψ = {u, d, e}.
2.4.9 TGC parameters
The off-shell Triple gauge coupling parameters are given by
(−LTGC) /g¯VWW = ig¯V1
(W+µνW−µ −W−µνW+µ)Vν + iκ¯VW+µW−ν Vµν , (2.52)
+ i
λ¯V
M¯2W
VµνW+ρν W−ρµ
where V = {Z,A}. In the SM gAWW = e and gZWW = g2 cθ. In the SMEFT the canonically
normalized couplings are modified to g¯AWW = e¯ and g¯ZWW = g¯2 c¯θ and the shifts compared
to these normalized couplings are
δg¯A1 = −δκ¯A = −
v2T
2
cθ¯
sθ¯
CHWB, δg¯
Z
1 = −δκZ =
v2T
2
sθ¯
cθ¯
CHWB, (2.53)
and
δλ¯A = 6 sθ¯ CW
M¯2W
g¯AWW
, δλ¯Z = 6 cθ¯ CW
M¯2W
g¯ZWW
. (2.54)
An important check of gauge invariance in TGC shifts is that the relationships
κ¯Z = g¯Z1 − (κ¯A − 1) t2θ¯, λ¯Z = λ¯A, (2.55)
are respected when the shifts in the Lagrangian parameters are expressed in terms of the SM
parameters. These shifts respect these relationships.
2.5 Summary of mass eigenstate interactions and symmetries
L6 has 2499 parameters in general [9]. Clearly restricting to a Minimal Flavour Violating
(MFV) scenario [48,49,50], which imposes a U(3)5 flavour symmetry broken only by the SM
Yukawas is desirable. This reduces the number of parameters to 76. Assuming that CP
violating effects can also be neglected, the number of parameters is restricted to 53 for L6 [9].
This is a reasonable symmetry based limit to assume.11 In this symmetric case [Yψ]rs ∈ R and
[Yψ]rs = δrs
mˆrψ
vT
[
1 + cH, kin − v2 CψH
]
, where CψH [Yψ]rs = Re
[
C∗ψH
rs
]
. (2.56)
Further all Wilson coefficients for operators with dual fields (denoted with tilde subscripts or
superscripts) are neglected. The dipole and Higgs dipole interactions are all flavour diagonal
11Custodial symmetry is broken by gauge interactions in the SM and the mass splitting of fermion
doublet fields. The number of parameters removed due to this strongly broken symmetry being assumed
are negligible compared to the effects of the CP even and MFV assumptions.
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proportional to the corresponding fermion mass and real. The (h + v)2Zψ¯ ψ interactions are
flavour diagonal while the (h+ v)2W+ψ¯ ψ interactions are proportional to VCKM or U†PMNS .
Finally, flavour violating interactions in the Class 8 operators follow an MFV pattern [48,49,50].
These symmetries, if assumed in L6, are broken at least by the SM interactions, which violate
these symmetries. NLO calculations are required to define the perturbative breaking of these
symmetric limits.
2.6 Input parameters and defining conditions
At variance with what is done in alternate LO constructions, we have not imposed the following
conditions on the mass eigenstate construction (including L6 corrections):
• Tree-level relations between the electroweak parameters and a choice of input parameter
set (IPS) are the same as the SM ones.
• Two-derivative self-interactions of the Higgs boson are absent.
• For each fermion pair, the coefficients of the hV ψ¯ ψ, h2V ψ¯ ψ interaction terms are equal
to the vertex correction of V ψ¯ ψ.
These conditions are not required to interpret the data in the SMEFT. For example the two-
derivative self-interactions of the Higgs boson is a trivial contact interaction that can be directly
included in an analysis. It was proven in Ref. [34] that no gauge independent manipulations
and field redefinitions allow the second condition to be imposed. When conditions such as
these are imposed in a manner that does not respect the equivalence theorem, this requires a
loss of generality. As a consequence, these conditions cannot be imposed without introducing
technical complications in a LO approach that make NLO calculations harder to develop, or
simply impossible, in our view.
Considering condition one above, we emphasize that an operator basis is IPS independent. If
one were to modify the construction of LSMEFT to make some relationships to a particular
IPS the same in the SM and the SMEFT with algebraic manipulations that were only defined
classically (i.e. at LO), this would make such a construction an example of a “phenomenological
effective Lagrangian” that was then limited to LO. If the algebraic manipulations were not the
same for all possible IPS sets that could be chosen this would tie such a construction to a
specific IPS. Claims of intuitive connections to LHC Higgs and EWPD observables in such
approaches should be considered with great care and skepticism. We advocate here to not
attempt to intrinsically tie a phenomenological Lagrangian construction to any specific IPS,
for a series of reasons:
• Monte Carlo programs do not all use the same IPS. Further, the IPS {αew, GF ,MZ} is
not in common use when automated calculations for the SM beyond LO are generated
to define the SM event rate in a measurement. Before any SMEFT implementation is
used it must first be checked what IPS set or sets are used to define the SM event rate
in the measurement of interest. If a construction tied to the specific IPS {αew, GF ,MZ}
were to be used it must be confirmed that all simulation tools and SM results only use
this specific IPS or inconsistent results will be reported.
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• When the IPS {αew, GF ,MZ} is used in the analysis of “high” energy data it is afflicted
with hadronic uncertainties entering already at the one loop level and arising because
it must be “run up” from low energy, crossing the hadronic resonance region. The
Fermi coupling constant, obtained from the muon lifetime, does not suffer from this
disadvantage (even in the full SM one loop hadronic effects are mass suppressed) [51].
The parameters vT , g¯1, g¯2, e¯, sθ¯, cθ¯ etc. in the Lagrangian do have to be assigned numerical
values consistent with some IPS. This is sometimes known as a “finite renormalization”. This
is distinct from rotating to the mass eigenstate fields in the canonically normalized SMEFT
and does not require the conditions above be imposed in a gauge dependent manner. We now
illustrate how a straightforward LO implementation is related to the IPS {αew, GF ,MZ} in
the U(3)5 limit for tree level gauge boson fermion interactions.
2.6.1 Input parameters measurements
Define the local effective interaction for muon decay as
LGF = −
4GF√
2
(ν¯µ γ
µPLµ) (e¯ γµPLνe) . (2.57)
GF is defined as the following parameter measured in µ decay, µ
− → e− + ν¯e + νµ. In the
SMEFT (e and µ are generation indices 1 and 2, and are not summed over)
−4GF√
2
= − 2
v2T
+
(
C ll
µeeµ
+ C ll
eµµe
)
− 2
(
C
(3)
Hl
ee
+ C
(3)
Hl
µµ
)
. (2.58)
The parameter αew is measured in the Thompson (p
2 → 0) limit and discussed in Section 2.7.5,
and MZ is defined in the resonance pole scan of LEP measurements.
2.6.2 Gauge boson couplings for the α IPS
Our notational conventions are that shifts due to the SMEFT are denoted as δX = (X)SMEFT−
XSM for a parameter X.
12 Measured input observables or parameters directly defined by com-
binations of input observables are denoted with hat superscripts. The shifts in the commonly
appearing Lagrangian parameters MZ , MW , GF , s
2
θ are
δM2Z ≡
1
2
√
2
mˆ2Z
GˆF
CHD +
21/4
√
pi
√
αˆ mˆZ
Gˆ
3/2
F
CHWB, (2.59)
δM2W = −mˆ2W
(
δs2
θˆ
s2
θˆ
+
cθˆ
sθˆ
√
2GˆF
CHWB +
√
2δGF
)
, (2.60)
δGF =
1√
2 GˆF
(√
2C
(3)
Hl −
Cll√
2
)
, (2.61)
δs2θ = −
sθˆ cθˆ
2
√
2 GˆF (1− 2s2θˆ)
[
sθˆ cθˆ (CHD + 4C
(3)
Hl − 2Cll) + 2CHWB
]
. (2.62)
12See Refs. [46,52,53,54,55,56] for the development of this approach and Refs. [57,58] for details.
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These shifts lead to modifications of the Z couplings with the normalization
LZ,eff = gZ,eff
(
JZ`µ Z
µ + JZνµ Z
µ + JZuµ Z
µ + JZdµ Z
µ
)
, (2.63)
where gZ,eff = − 2 21/4
√
GˆF mˆZ , (J
Zx
µ )
pr = x¯p γµ
[
(g¯xV )
pr
eff − (g¯xA)preff γ5
]
xr for x = {u, d, `, ν}.
In general, these currents are matrices in flavour space. When we restrict our attention to the
case of a MFV scenario (JZxµ )pr ' (JZxµ )δpr. In the Warsaw basis, the effective axial and vector
couplings are modified from the SM values by a shift
δ(gxV,A)pr = (g¯
x
V,A)
eff
pr − (gxV,A)SMpr , (2.64)
where
δ(g`V )pr = δg¯Z (g
`
V )
SM
pr −
1
4
√
2GˆF
(
CHe
pr
+ C
(1)
Hl
pr
+ C
(3)
Hl
pr
)
− δs2θ, (2.65)
δ(g`A)pr = δg¯Z (g
`
A)
SM
pr +
1
4
√
2 GˆF
(
CHe
pr
− C(1)Hl
pr
− C(3)Hl
pr
)
, (2.66)
δ(gνV )pr = δg¯Z (g
ν
V )
SM
pr −
1
4
√
2 GˆF
(
C
(1)
Hl
pr
− C(3)Hl
pr
)
, (2.67)
δ(gνA)pr = δg¯Z (g
ν
A)
SM
pr −
1
4
√
2 GˆF
(
C
(1)
Hl
pr
− C(3)Hl
pr
)
, (2.68)
δ(guV )pr = δg¯Z (g
u
V )
SM
pr +
1
4
√
2 GˆF
(
−C(1)Hq
pr
+ C
(3)
Hq
pr
− CHu
pr
)
+
2
3
δs2θ, (2.69)
δ(guA)pr = δg¯Z (g
u
A)
SM
pr −
1
4
√
2 GˆF
(
C
(1)
Hq
pr
− C(3)Hq
pr
− CHu
pr
)
, (2.70)
δ(gdV )pr = δg¯Z (g
d
V )
SM
pr −
1
4
√
2 GˆF
(
C
(1)
Hq
pr
+ C
(3)
Hq
pr
+ CHd
pr
)
− 1
3
δs2θ, (2.71)
δ(gdA)pr = δg¯Z (g
d
A)
SM
pr +
1
4
√
2 GˆF
(
−C(1)Hq
pr
− C(3)Hq
pr
+ CHd
pr
)
, (2.72)
where
δg¯Z = −δGF√
2
− δM
2
Z
2mˆ2Z
+
sθˆ cθˆ√
2GˆF
CHWB, (2.73)
and similarly the W couplings are defined as
δ(g
W±,`
V )rr = δ(g
W±,`
A )rr =
1
2
√
2GˆF
(
C
(3)
Hl
rr
+
1
2
cθˆ
sθˆ
CHWB
)
+
1
4
δs2θ
s2
θˆ
, (2.74)
δ(g
W±,q
V )rr = δ(g
W±,q
A )rr =
1
2
√
2GˆF
(
C
(3)
Hq
rr
+
1
2
cθˆ
sθˆ
CHWB
)
+
1
4
δs2θ
s2
θˆ
. (2.75)
Here our chosen normalization is (gxV )
SM = T3/2 −Qx s2θ, (gxA)SM = T3/2 where T3 = 1/2 for
ui, νi and T3 = −1/2 for di, `i and Qx = {−1, 2/3,−1/3} for x = {`, u, d}. The set of δX
parameters are not an operator basis for the SMEFT.
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2.7 Fitting at LO and NLO: constraints and covariance
The mapping of an experimental constraint to the underlying Ci is based on a linear expansion
of a cross section or a pseudo-observable based decomposition of a cross section. A fit at LO
to mass eigenstate parameters should include a theoretical covariance matrix and a theoretical
error due to neglected higher order effects in the SMEFT [57,58,59]. A fit in terms of the
underlying weak eigenstate Wilson coefficients is straightforward and will in general have a
much simpler theoretical covariance matrix.
2.7.1 Digression on theoretical uncertainty
In the SM, when a particular process is calculated, a common practice is that a theoretical
error is assigned. For example, for parametric and theoretical uncertainties within the SM,
see Tab. 1 of Ref. [60]. It can be subtle to assign such an error [61] due to the neglect
of missing higher order perturbative terms in the SM. The need to include theoretical errors
when perturbatively expanding the SMEFT is tied to the fact that different truncations of such
expansions can be constructed. Suppose that a given quantity Q(a) is given in perturbation
theory by the following expansion:
Q = a+ g
[
a2 + f1(a)
]
+ g2
[
a3 + f2(a)
]
+O(g3) = a¯+ g f1(a) +O(g2), (2.76)
where a¯ = a/(1 − ga). Suppose that only the f1 term is actually known. It could be decided
that a¯ is the effective expansion parameter (or that in the full expression we change variable
a→ a¯). This is equivalent, in the truncated expansion, to introducing
Q = a¯+ g f1(a) = a¯+ g f1(a¯), (2.77)
which gives ∆Q = g2 f ′1(a), the difference in the two results due to neglected higher order
terms is an estimate of the associated theoretical uncertainty. A fit to observables defined in a
perturbative expansion must always include an estimate of the missing higher order terms [62],
which specifies a theoretical uncertainty.
2.7.2 The importance of NLO results for theoretical uncertainty
An excellent example of the importance of theory errors is provided by another effective field
theory, NRQED, as discussed in Refs. [63,64,65,66,67,68,69]. The Hydrogen hyperfine splitting
is measured to fourteen digits, but only computed to seven digits. This introduces a theoretical
error when using this measurement. Comparatively, the Positronium hyperfine splitting is
measured and computed to eight digits. It would simply be a mistake to give the H hyperfine
splitting a weight 106 larger than the Ps hyperfine splitting in a global fit to the fundamental
constants, and to totally ignore theory errors. A careful consideration of NLO effects can help
in avoiding similar errors when using the SMEFT formalism.
Neglecting such considerations has already led to incorrect conclusions. For example, it has
been shown that claims of general model independent bounds at the per-mille level due to
the LEP experiments projected into the SMEFT (common in some recent literature) do not
hold when considering SMEFT theoretical errors [57,58]. This should be unsurprizing, as in
EWPD the modifications of the W mass, the ρ parameter and the effective weak-mixing angle
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are loop-induced quantities and a study of their SM deviations requires an analysis at NLO
in the SMEFT. As a result of these developments, constraints on parameters in the SMEFT
(that are not symmetry based) are not robustly below LHC sensitivity.
For this reason, it is not advisable to set parameters that contribute to EWPD to zero in LHC
analyses in the SMEFT. The experimental bound should be imposed on these parameters,
with a clearly specified theory error. As a rule of thumb when experimental bounds descend
below the 10% level SMEFT theory errors should not be neglected in an EFT interpretation
of the data.
2.7.3 Covariance due to operator basis in L6
Consider two mass eigenstate interaction shifts δX1, δX2 that contribute to a particular cross
section that reports an experimental bound. Several SMEFT Wilson coefficients generally
contribute to any one observable through δX1, δX2. All such parameters must be retained
unless symmetries, or knowledge of the UV theory, allows a reduction. One can directly
interpret the data at LO in terms of the underlying Wilson coefficients that are present in
δX1, δX2 and defined in linear expansions of these parameters, so long as theoretical errors are
carefully accounted for.
Alternatively fit results can be reported in terms of δX1, δX2. However in this case it is critical
that a theoretical covariance matrix is included. As the shifts δX1, δX2 are linear in the
Wilson coefficients, the bi-linearity property of covariance can be used to obtain the theoretical
covariance matrix directly. Schematically the matrix can be build up for δX1 = aC1 +bC2 + · · ·
and δX2 = cC1 + dC3 + · · · as follows
Cov [δX1, δX2] = a cCov[C1, C1] + a dCov[C1, C3] + b cCov[C2, C1] + b dCov[C2, C3] + · · ·
Assuming that the C1, C2, C3 are independent operators Cov[C1, C1] = V ar[C1] and all other
entries vanish. The appropriate covariance matrix can be constructed so long as a theoretical
error is included for each of the terms in the perturbative expansion of the δX. Estimating
a theoretical error for these terms to obtain the individual variances requires an estimate
of neglected NLO corrections. A NLO mapping can be carried out in the same manner.
The only modification is the use of NLO formuli in the expansion of the cross section and
smaller theoretical errors, as we illustrate below. Fits to mass eigenstate parameters in general
have very non trivial covariance matricies (due to gauge invariance of the underlying operator
basis) that have to be defined. The required theoretical errors can only be estimated by an
understanding of NLO corrections to a LO formalism.
2.7.4 Fitting at LO or NLO?
A NLO treatment of the data is always advisable if the required theoretical results are available.
NLO analyses are required to consistently map lower energy measurements in the SMEFT to
the cut off µ = Λ, or to consistently combine data sets measured at different effective scales
(µ1 6= µ2). Whether or not a NLO treatment of the data is required in the SMEFT is defined
by three considerations:
• What is the cut off scale (Λ) and what is the matching pattern of Wilson coefficients
into the SMEFT?
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• What is the experimental precision that will be reached in a measurement?
• How will a bound projected into the SMEFT formalism at LO be used?
Considering the first question, it is interesting to consider the cases where 1 TeV . Λ/
√
C˜i .
3 TeV. In these cases, deviations in processes measured at the LHC could possibly be ob-
servable. If deviations are seen then a NLO analysis is well motivated to learn as precisely
as possible about the underlying physics sector through the measured deviation. Cut off
scales of this form are not implausible or ruled out. On the contrary they are well moti-
vated by the Hierarchy problem. Further model building exercises for decades have indicated
that such cut off scales are not robustly ruled out when considering EWPD. If the ratio
Λ/
√
C˜i lies in this interesting range, the effect of NLO corrections are clearly not negligi-
ble [43,57,58,59,70,71,72,73,74,75,76,77,78,79]. Considering the second question, as we have
stressed, when experimental precision starts to reach the 10% level a NLO analysis should be
pursued. The answer to the third question differs among analyses and authors but in general
NLO results will always be useful to authors interested in LO results while the converse is not
true.
2.7.5 Theory errors in a LO formalism on the IPS
As a specific example of a theory error to include in a LO analysis, any LO approach does
not take into account that the scales characterizing the measurements of the input parameters
αew, GF ,MZ differ. Consider the error introduced due to the neglect of this NLO effect in
the SMEFT, compared to the errors quoted on αew in the SM. This parameter is measured
at low energies in the p2 → 0 limit.13 The value of this input parameter is given in Table 2.
In the SMEFT, the running of αew is modified compared to the SM as given in Ref. [44]. As
a simple approximation of the error introduced in the SMEFT, one finds that the neglected
NLO SMEFT correction to αew is then
(∆αew)SMEFT
(∆αew)SM
' −250
(
1TeV
Λ
)2
C˜HB − 80
(
1TeV
Λ
)2
C˜HW , (2.78)
running from p2 ∼ 1 GeV2 to mh.14 Here (∆αew)SM is the SM error quoted in the Table. De-
pending on C˜HB and C˜HW and Λ, which are unknown, the neglected NLO SMEFT effects can
lead to an error on this input parameter far larger than in the SM. This should be completely
unsurprising. Neglected NLO effects in the SMEFT in this case include corrections of order
g21,2v
2
T /(16pi
2) Λ2. The theoretical errors due to such neglected effects can obviously compete
with the SM theoretical errors, introduced in a QED calculation out to tenth order in the SM.
Similarly, neglected NLO corrections on the other input parameters modify their theoretical
error.
13αew is frequently extracted in the Thompson limit p
2 → 0 when probing some Coulomb potential
of a charged particle, for example in a measurement of g − 2 for the electron or muon. Recently,
extractions with a competitive error budget have emerged where αew is extracted from the measured
ratio of ~/Matom via the recoil velocity for a stable atom, such as Rb87 [80] or Cs [81]. The important
point is to realize that this input parameter differs in the SM and in the SMEFT at NLO.
14This is only an approximation, as formally all of the SM states with masses m2  p2 should be
integrated out in sequence when running down from the high scale.
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Parameter Input Value Ref.
mˆZ 91.1875± 0.0021 [82,83,84]
GˆF 1.1663787(6)× 10−5 [83,84]
αˆew 1/137.035999074(94) [80,83,84,85]
Table 2: Current experimental best estimates of αew, GF ,MZ .
2.7.6 Approximating unknown SMEFT theory errors
Various ways exist to estimate SMEFT theory errors. One can compute the same observable
with different “options”, e.g. linearization or quadratization of the squared matrix element,
resummation or expansion of the (gauge invariant) fermion part in the wave function factor
for the external legs, variation of the renormalization scale, GF renormalization scheme or
α -scheme, etc.
A conservative estimate of the associated theoretical uncertainty is obtained by taking the
envelope over all “options”; the interpretation of the envelope is a log-normal distribution
(commonly done in the experimental community) or a flat Bayesian prior [86,61] (a solution
preferred in a large part of the theoretical community).
To properly characterize the perturbative error, it is essential to calculate at least to one loop
order in the SMEFT, including the leading insertion of operators in L6. Until such calculations
are performed, conservative theoretical errors should be applied to theoretical relations in the
SMEFT. Further, the introduction of a “non-perturbative” error, due to L8 when bounding L6
should be done. In Eqn.2.3, the g3 g26 A(6)3,2,1 terms can be used as estimators of missing higher
order non-perturbative terms in the SMEFT. This approach is not particularly novel, but is
simply the obvious extension of the widely accepted approach to assigning theoretical error in
the SM to the SMEFT.
As a specific example, a reasonable approximation of a theoretical error to introduce for an
observable i when fitting to the leading parameters in L6, is given by [57,58]
∆iSMEFT (Λ) '
∑
j
xij C˜
8
ij
v4T
Λ4
+
∑
j
(gijSM )
2
16pi2
C˜6ij yij ln
[
Λ2
v2T
]
v2T
Λ2
. (2.79)
Non log dependence in the second term is also present, but is suppressed for a simplifying
approximation. Here xij , yij label the observable dependence and are O(1). One can further
define
x′i
√
N i8 =
∑
j
√
x2ij (C˜
8
ij)
2, y′i
√
N i6 =
∑
j
√
y2ij (C˜
6
ij)
2 , (2.80)
as the product of O(1) numbers that characterize the multiplicity of the operators that con-
tribute to a process (N6,8) and the typical numerical dependence x
′
i, y
′
i. The square root is
because errors are assumed to add in quadrature. As an alternative, a Bayesian uniform prior
for the Ci could be used.
Although the number of operators is large, the relevant number of operators that contribute in
a process is far less then the full operator set; in known examples N6,8 ∼ O(10). No complete
operator basis of L8 has ever been encoded in a Monte-Carlo program and used to fit the data,
and we do not recommend that fits should explicitly include all terms in L8 and vary corrections
in general. Rough error estimates of this form should be sufficient for most purposes.
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This error is multiplicative and the absolute error is obtained as ∆iSMEFT (Λ) times the SM
prediction for an observable. For cut off scales and Wilson coefficients in the range 1 TeV .
Λ/
√
C˜i . 3 TeV and order one numbers for xi, yi, N6,8 the value of ∆iSMEFT (Λ) is in the range
of few O(%) to O(0.1%) [57,58,59]. This is the reason we stress that once experimental errors
descend to the O(10%) level SMEFT theory errors should be considered to be conservative.
It is widely considered to be the case that the precision expected in LHC analyses can be
expected to approach a few percent in well measured channels [87,88].
The simplest approach to adopt is that a percentage error can be motivated for SMEFT
theoretical uncertainties using these approximations and then directly applied (and varied)
when reporting a bound.
2.8 NLO SMEFT loop corrections
Including loop corrections in the SMEFT context is more crucial than for a pure SM calculation.
One loop corrections can introduce a dependence on Wilson coefficients that do not contribute
at tree level to a particular process and some of these Wilson coefficients are very poorly
bounded. This is different from the SM where all of the Lagrangian terms are extremely well
known. We will refer to the introduction of such dependence as “non-factorizable” corrections.
Such corrections can significantly change the interpretation of a mapping of experimental
constraints at NLO in the SMEFT, as we illustrate below. Loop corrections also introduce a
perturbative rescaling of the dependence on an operator’s Wilson coefficient. These corrections
help define the variance discussed Sec. 2.7.3 for a LO analysis.
Improving the SMEFT to one loop requires a renormalization scheme be defined, a systematic
renormalization of the SMEFT be carried out on the new parameters in L6, and loop corrections
be performed in a particular chosen gauge. We now discuss each of these steps in the NLO
program in more detail.
2.9 SMEFT: renormalization in practice
In this Section we describe a general renormalization procedure in the SMEFT. The results
presented have been developed in Refs. [74,79], based on the conventional formalism widely
used in the SM [32,89,90,91]. To perform renormalization in an EFT it is appropriate to use a
dimensionless regulator, see Refs. [15] for a review. We work with dimensional regularization
and define
∆UV =
2
4− d − γ − lnpi − ln
µ2R
µ2
, (2.81)
where d is space-time dimension, the loop measure is µ4−d dnq and µR is the renormalization
scale; γ is the Euler-Mascheroni constant. Counter-terms for SM parameters and fields are
defined by
Zi = 1 +
g2
16pi2
(
dZ
(4)
i + g6 dZ
(6)
i
)
∆UV . (2.82)
With field/parameter counter-terms we can make UV finite the self-energies and the corre-
sponding Dyson resummed propagators. However, these counterterm subtractions are not
enough to make UV finite the Green’s functions with more than two legs (at O(gN6g6)). A
mixing matrix among Wilson coefficients is needed:
Ci =
∑
j
Z
W
ij C
ren
j , Z
W
ij = δij +
g2
16pi2
dZ
W
ij ∆UV . (2.83)
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For example, in this way we can renormalize the (on-shell) S -matrix for H(P )→ Aµ(p1)Aν(p2)
and H(P ) → Aµ(p1)Zν(p2) which have only one (transverse) Lorentz structure. By on-shell
S -matrix for an arbitrary process (involving unstable particles) we mean the corresponding
(amputated) Green’s function supplied with LSZ factors and sources, computed at the (com-
plex) poles of the external lines [92,93,94]. For processes that involve stable particles this can
be straightforwardly transformed into a physical observable.
The connection of the HVV,V = Z,W (on-shell) S -matrix with the off shell vertex H → VV
and the full process pp→ 4ψ is more complicated and is discussed in some detail in Sect. 3 of
Ref. [59]. The “on-shell” S -matrix for HVV, being built with the the residue of the H−V−V
poles in pp → 4ψ is gauge invariant by construction (it can be proved by using Nielsen
identities [95]) and represents one of the building blocks for the full process: in other words,
it is a pseudo-observable [96,97,59]. Technically speaking the “on-shell” limit for external legs
should be understood “to the complex poles” (for a modification of the LSZ reduction formulas
for unstable particles, see Ref. [98]) but, as well known, at one loop we can use on-shell masses
(for unstable particles) without breaking the gauge parameter independence of the result.
Residues of complex poles are what matters, as far as renormalization is concerned.
The H(P )→ Zµ(p1)Zν(p2) (on-shell) matrix contains a part of the amplitude proportional to
gµν (referred to as DHZZ below) and a part of the amplitude proportional to pµ2 pν1 (referred to
as PHZZ below). Both of these terms get renormalized through a mixing.
Consider now the H(P ) → W−µ(p1)W+ν(p2) (on-shell) matrix: it has the same Lorentz de-
composition of H → ZZ and it is UV finite in the dim = 4 part. The DHWW part at dim = 6
is renormalized through a mixing; however, there are no Wilson coefficients in PHWW that are
not also present in PHZZ, so that the UV finiteness of this term is related by gauge symmetry
to the renormalization of PHZZ. This is the first part of the arguments used in Refs. [74,79] in
proving closure of NLO SMEFT under renormalization.
The (on-shell) decays H(P ) → b(p1)b(p2) and Z(P ) → ψ¯(p1)ψ(p2) are more involved to
improve to NLO in the SMEFT. The SM contribution to these amplitudes are rendered finite by
the SM counter-terms, however renormalizing the contributions due to L6 requires an extensive
treatment of this operator mixing. See Ref. [76] for recent results on these decays.
Some structure present in the SM is not preserved when extending an analysis into the SMEFT.
Manifestly, processes that first appear at one loop in the SM can occur at tree level in the
SMEFT, due to the presence of local contact operators. However, some symmetries of the SM
are preserved. For example, consider the universality of the electric charge. In pure QED there
is a Ward identity [99] telling us that e can be renormalized in terms of vacuum polarization
(which is a way to understand the universality of the coupling), and Ward-Slavnov-Taylor
(WST) identities [99,100,101] allow us to generalize the argument to the full spontaneously
broken SM symmetry group. The previous statement means that the contribution from vertices
(at zero momentum transfer) in the full SM exactly cancel those from (fermion) wave function
renormalization factors. Therefore, by directly computing the vertex A ψ¯ ψ (at q2 = 0) and
the Zψ wave function factor in the SMEFT, one can directly prove (or check) that the WST
identity is extended to the SMEFT at L6. This is expected as the corresponding identities are
the consequence of symmetries. However, this is technically non-trivial even after the previous
steps in the renormalization program discussed above. Once (non-trivial) finiteness of this
vertex is established, the finiteness of e+e− → ψ¯ ψ (including the four-point functions in the
non resonant part) follows. This is the second part in proving closure of the NLO SMEFT
under renormalization, using the arguments of Refs. [74,79].
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At NLO one first has to render all SM and SMEFT parameters finite. Considering the argu-
ments above, and the complete renormalization results of all the operators in L6 reported in
Refs. [9,43,44,45] in the Warsaw basis, this step in the NLO program has been accomplished.
This result has not been established in any other basis to date. The defining conditions of
some alternate LO constructions seem to make a renormalization program impossible to carry
out.
2.10 Input parameter choices
The detailed fixing of poles and residues that make up precise renormalization conditions
require a lengthy discussion. For detailed reviews in the case of the SM, see Refs. [102,103].
Below we summarize the results of the finite renormalization in the relationship to the input
observables.
2.10.1 Using a ‘GF -scheme’ with GF , MW , MZ
In the ‘GF -scheme’, one uses {GF , MW , MZ} to fix terms in the Lagrangian. In this case, we
write the following equation for the g finite renormalization
gren = gexp +
g2exp
16pi2
(
dZ(4)g + g6 dZ(6)g
)
, (2.84)
where gexp will be expressed in terms of the Fermi coupling constant GF . Furthermore, cθ =
MW/MZ. The µ -lifetime can be written in the form
1
τµ
=
M5µ
192pi3
g4
32M4
(1 + δµ) . (2.85)
The radiative corrections are δµ = δ
W
µ + δG where δG is the sum of vertices, boxes etc and δ
W
µ
is due to the W self-energy. The renormalization equation becomes
GF√
2
=
g2
8M2
{
1 +
g2
16pi2
[
δG +
1
M2
ΣWW(0)
]}
, (2.86)
where we expand the solution for g
g2ren = 4
√
2GF M
2
W ; OS
{
1 +
GFM
2
W ; OS
2
√
2pi2
[
δG +
1
M2
ΣWW ; fin(0)
]}
. (2.87)
Note that the non universal part of the corrections is given by
δG = δ
(4)
G + g6 δ
(6)
G δ
(4)
G = 6 +
7− 4 s2
θ
2 s2
θ
ln c2
θ
, (2.88)
but the contribution of L6 to muon decay at NLO is not available yet and has not be included
in the calculation. It is worth noting that Eq.(2.86) defines the finite renormalization in the
{GF , MW , MZ} IPS.
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2.10.2 The ‘α scheme’, using α,GF,MZ
This scheme uses the fine structure constant α and is based on using {α , GF , MZ} as the IPS.
The new finite-renormalization equation is
g2 s2
θ
= 4piα
[
1− α
4pi
ΠAA(0)
s2
θ
]
, (2.89)
where α = αQED(0) and ΠAA defines the vacuum polarization. Therefore, in this scheme, the
finite counter-terms are
g2ren = g
2
A
[
1 +
α
4pi
dZg
]
, cren
θ
= cˆ
θ
[
1 +
α
4pi
dZc
θ
]
, Mren = MZ ; OS cˆ
2
θ
[
1 +
α
8pi
dZMW
]
,
(2.90)
where the parameters cˆ
θ
and gA are defined by
g2A =
4pi α
sˆ2
θ
sˆ2
θ
=
1
2
[
1−
√
1− 4 pi α√
2GF M2Z ; OS
]
. (2.91)
The reason for introducing this scheme is that the S,T and U parameters Ref. [104] have
been originally given in the {α , GF , MZ} scheme, and these input parameters are very well
measured in the SM. When calculating processes involving photons final states, this scheme
can be transparent to adopt. For other processes, the {GF , MW , MZ} scheme can be more
appropriate, and is in wider use in the SM in higher order calculations. In the α -scheme, after
requiring that M2Z ; OS is a zero of the real part of the inverse Z propagator, we are left with
one finite counterterm, dZg. The latter is fixed by using GF and requiring that
1√
2
GF =
g2
8M2
{
1 +
g2
16pi2
[
δG +
1
M2
∆WW(0)−
(
dZW + dZMW
)
∆UV
]}
, (2.92)
where we use the following relations for UV and finite renormalization,
g = gren
(
1 +
g2ren
16pi2
dZg ∆UV
)
gren = gA
(
1 +
α
8pi
dZg
)
. (2.93)
Note that SM EW calculations available in literature generally use GF for the pure weak part
or evolve α(0) → α(M) and use α(M) as the expansion parameter at the scale M . For a
comprehensive discussion see Sect. 5.3 of Ref. [105].
2.11 Background field gauge
Any well defined gauge can be used in a calculation, see Ref. [106] for an excellent review on
gauge fixing. There can be some advantage to organising a calculation in a manner that enforces
relationships between counter terms due to gauge invariance. A technique that accomplishes
this is known as the Background Field (BF) method [107,108]. The idea is that fields are split
into classical and quantum components and a gauge fixing term is added that maintains the
gauge invariance of the classical background fields, while breaking the gauge invariance of the
quantum fields. Due to the resulting Ward identities, one finds the relations among the SM
counter-terms [102]. The gauge fixing in the BF method can be imposed as in Ref. [102,109].
Use of the background field method can make extending the WST relations between counter-
terms manifest and transparent, even when including the effects of L6. It is worth noting that
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the WST identities have been explicitly verified in the straightforward LO approach detailed
in this note. Proving such identities in any LO approach verifies the gauge-independence of
the results.
Extending any gauge fixing procedure to the case of the SMEFT is subtle, due to the order by
order redefinition of the fields that are gauged due to terms in LSMEFT . Optimally resolving
the technical complications that result is a challenge. These subtleties are some of the reasons
it is difficult to directly modify computer programs that have been developed for automatic
NLO calculations in the SM, to the case of the SMEFT. The development of NLO SMEFT
Monte-Carlo tools is still very much a work in progress.
3 Known results in the SMEFT to NLO
Despite all of the challenges to advancing SMEFT results to NLO, progress in this area is rapid
and steady. In this section we briefly sumarize some of these theoretical developments.
3.0.1 Renormalization results
The complete renormalization of the Warsaw basis was reported in Refs. [9,43,44,45]. In the
approach outlined in Section 2.9, results for the Warsaw basis operator renormalization were
reported in Refs. [74,79]. Use of SMEFT renormalization results (including a subset of NLO
finite terms) to leverage EWPD to bound operators not contributing at tree level was reported
in Ref. [110]. Partial results for renormalizing some alternate operator sets in a so called “SILH
basis” were given in Refs. [111,112]. A recent study of RGE effects on the oblique parameters,
in a subset of UV models, was reported in Ref. [75].
3.0.2 Advances in one loop matching techniques
Recently, the covariant derivative expansion discussed in Refs. [113,114,115] has re-emerged in
Refs. [116,117,118] as a powerful technique to perform matching calculations to underlying UV
theories at one loop. The basic idea at work is that, the contribution to the effective action
that results when integrating out a heavy field X at one loop is schematically given by
∆S ∝ iTr log [D2 +m2X + U(x)] (3.94)
where mX is the mass of the X field integrated out, D2 = DµDµ, Dµ is the covariant deriva-
tive, and U(x) depends on the SM field content. The covariant derivative expansion allows
this functional trace to be directly evaluated, while keeping gauge covariance manifest. This
simplifies and systematizes one loop matching calculations in the SMEFT, in many simple UV
physics cases.15
15It is worth noting, that some questions remain about the effect of mixing between the heavy and
light field content in this approach [119]. These questions were recently clarified in [120].
25
3.0.3 Full Lagrangian expansion results to NLO (L8)
Refs. [10,11,121,122,123] have developed the theoretical technology (essentially advanced use
of Hilbert series techniques) to characterize the number of independent operators present at
each order in the SMEFT expansion. This has lead to the complete characterization of the
operator sets in L7 and L8.
3.0.4 Perturbative NLO results in the SMEFT
Full results to NLO in the SMEFT have started to appear in the literature. The first pioneering
calculations of this form were for the process µ→ e γ in Ref. [124] and for the process Γ(H→
γ γ) in Refs. [77,78,79]. In [78] the full NLO perturbative SMEFT result for this decay with
no assumption in the underlying UV scenario was reported. Ref. [79] also reported NLO
results for Γ(H → Z γ), H → Z Z?, H → W W? under the assumption of a PTG scenario and
presented results to NLO for the W mass and other EWPD parameters. Recently Ref. [76]
also reported NLO perturbative results for H → bb and H → τ−τ+ in the general SMEFT,
including finite terms, in the large mt limit. NLO QCD results for a set of higher dimensional
operators contributing to the Higgs pair production process were given in Ref. [125], for the
Higgs characterization model in Ref. [126] and for associated Higgs production in Ref. [127].
3.1 A study of constraints
As a particular example, we discuss the impact of NLO corrections on inferred LO bounds, in
the case of Γ(H→ γ γ), using the results of Refs. [77,78]. We consider the general SMEFT case,
consider unknown C˜i ∼ 1 and vary the unknown parameters over 0.8 ≤ Λ ≤ 3 in TeV units.
Note that v¯2T /(0.8 TeV)
2 ∼ 0.1. Taking κγ from Ref. [128] to be 0.93+0.36−0.17, and neglecting light
fermion (mf < mH) effects for simplicity, one finds the 1σ range
− 0.02 ≤
(
C˜1,NPγ γ +
C˜NPi fi
16pi2
)
v¯2T
Λ2
≤ 0.02 . (3.95)
Here, the tilde superscript denotes that the scale 1/Λ2 has been factored out of a Wilson
coefficient. The fi terms correspond to the “nonfactorizable” terms, and C˜
1,NP
γ γ corresponds to
the one loop improvement of the Wilson coefficient that gives this decay at tree level – C˜0,NPγ γ .
The difference in the mapping of this constraint to the coefficient of C˜0,NPγ γ at tree level, and
at one loop, can now be characterized.
To determine this correction we determine the percentage change on the inferred value of
the bounds of C˜0,NPγ γ , while shifting the quoted upper and lower experimental bounds by the
NLO SMEFT perturbative correction. The envelope of the two percentage variations on the
bounds is quoted in the form [, ], for values of Λ varying from [0.8, 3] TeV. For one specific
choice of signs for Ci, we find the following characteristic results. The net impact of one-loop
corrections (added in quadrature) due to higher dimensional operators on the bound of the
tree level Wilson coefficient is
∆quad C˜
0,NP
γ γ ∼ [29, 4] % . (3.96)
Similarly, CMS reports κγ = 0.98
+0.17
−0.16 [129], which gives
∆quad C˜
0,NP
γ γ ∼ [52, 7] % . (3.97)
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It is possible that these corrections could add up in a manner that is not in quadrature, as
this depends on the unknown C˜i values. The impact of the one-loop corrections listed above
is on current experimental bounds of Γ(H → γγ), following from our conservative treatment
of unknown UV effects. As the experimental precision of the measurement of Γ(H → γγ)
increases, the impact of the neglected corrections directly scales up. Repeating the exercise
above, with a chosen projected RunII value κγ = 1± 0.045 which is consistent with projected
future bounds (CMS - scenario II [88,87])
(∆quad C˜
0,NP
γ γ )
proj : RunII ∼ [167, 21] % . (3.98)
High luminosity LHC runs are further quoted to have a sensitivity between 2% and 5% in
κγ [130]. Choosing a value κγ = 1± 0.03 for this case, one finds
(∆quad C˜
0,NP
γ γ )
proj : HILHC ∼ [250, 31] % . (3.99)
Neglected one loop corrections can have an important effect on the projection of an experi-
mental bound into the LO SMEFT formalism, when measurements become sufficiently precise
and the cut off scale is not too high.
3.2 A study of SM-deviations
Here the reference process is the off-shell gg → H production. It is important to go off-shell
because the correct use of the SMEFT proves that scaling couplings on a resonance pole is not
the same thing as scaling them off of a resonance pole, which has important consequences in
bounding the Higgs intrinsic width, see Refs. [131,132,133].
In the κ approach, which was developed out of Refs. [134,135,136], and formalized in Ref. [137],
one writes the amplitude as
Agg =
∑
q=t,b
κggq Aggq + κggc , (3.100)
Aggt being the SM t -loop etc. The contact term (which is the LO SMEFT) is given by κggc .
Furthermore κggq = 1 + ∆ κ
gg
q Next we compute the following ratio
R = σ
(
κggq , κ
gg
c
)
/σSM − 1 [%] . (3.101)
In LO SMEFT κc is non-zero and κq = 1. One measures a deviation and gets a value for κc.
However, at NLO ∆κq is non zero and one gets a degeneracy: the interpretation in terms of
κLOc or in terms of {κNLOc ,∆κNLOq } could be rather different (we show an example in Fig. 4).
Going interpretational we consider
A
gg
SMEFT =
g g3
pi2
∑
q=t,b
κggq Aggq + 2 g3 g6
s
M2W
C˜H g +
g g3 g6
pi2
∑
q=t,b
Anfc ; ggq C˜qg , (3.102)
where g3 is the SU(3) coupling constant. Using Eq.(3.102) we adopt the Warsaw basis and even-
tually work in the (PTG) scenario [27,28]. The following options are available: LO SMEFT:
κq = 1 and C˜H g is scaled by 1/16pi2 being “loop-generated” (LG); NLO PTG-SMEFT: κq 6= 1
but only PTG operators inserted in loops (non-factorizable terms absent), C˜H g scaled as
above; NLO full-SMEFT: κq 6= 1 LG/PTG operators inserted in loops (non-factorizable terms
present), LG coefficients scaled as above. Again we note the PTG classification scheme is not
valid for all possible UV.
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It is worth noting the difference between Eq.(3.100) and Eq.(3.102), showing that the original
κ -framework can be made consistent at the price of adding “non-factorizable” sub-amplitudes.
At NLO, ∆κ = g6 ρ and
g−1
6
=
√
2GF Λ
2 4pi αs = g3 , (3.103)
ρ
gg
t = C˜H W + C˜tH + 2 C˜H2 −
1
2
C˜H D ρ
gg
b = C˜H W − C˜bH + 2 C˜H2 −
1
2
C˜H D .
(3.104)
Relaxing the PTG assumption introduces non-factorizable sub-amplitudes proportional to
C˜tH, C˜bH with a mixing among C˜H g, C˜tg, C˜bg. Meanwhile, renormalization has made one-loop
SMEFT finite, e.g. in the GF -scheme, with a residual µR -dependence.
We allow each Wilson coefficient to vary in some interval In = [−n , +n] and fix a value for
Λ. Next we generate points from In for the Wilson coefficients with uniform probability and
calculate R. Finally, we calculate the R probability distribution function (pdf), as shown in
Figs. 2,3.
As another example, a comparison between the LO pdf and NLO pdf for H → γγ using the
approach of this section, and the results in [79], is shown in Fig. 4.
3.3 Comments on Pole observables vs tails of distributions
When analyzing data near poles, scaling arguments that apply to the suppression of local
contact (non resonant) four fermion operators in L6 also apply to NLO L8 corrections. This is
fortunate as the very large number of parameters present in L8 and L6 are primarily present in
four fermion operators. In the case of L6 2205 of the 2499 parameters present are due to four
fermion operators [9]. NLO power corrections in L8, higher order in (v/Λ)m, are suppressed
compared to L6 by the power counting parameter v2/Λ2,which varies from ∼ 6% to ∼ 0.6%
for Λ/
√
C˜i = 1, 3 TeV respectively.
The suppression of NLO terms in the Lagrangian expansion that scale as p2/Λ2 can be far
less in the tails of distributions16. Tails of distributions can also have a very large number of
SMEFT parameters contributing due to non-resonant fermion pair (and higher multi-body)
production background processes. The SMEFT expansion breaks down when p2/Λ2 ∼ 1, and
Pseudo Observable/form factor [59,96,97,141,139] methods are required to characterize the
data in this case. In doing so, it is appropriate to bin the data in a manner that is transparent
as to the momentum scale being probed.
It is also worth noting that unlike the case of pole data, NLO corrections to tails of distributions
are complicated in their analysis, as the p2/Λ2 terms are in general not gauge invariant alone,
and need to always be combined with the interference with non-resonant part of the SM,
and SMEFT background processes. The requirement for joint analysis including SMEFT
corrections on the background that results, further complicates the analysis of non-pole data.
4 Summary and comments
The takeaway points are as follows.
16See for example discussion in Ref. [138,139,140].
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• NLO results have already had an important impact on the SMEFT physics program.
They have shown that LEP constraints are not as strong as claimed in some literature,
with bounds relaxed in the consistent EFT interpretation from O(10−3) → O(10−2).
Due to this LEP constraints should not be interpreted to mean that effective SMEFT
parameters in L6, or combinations of such parameters for vector boson couplings to
fermions, should be set to zero in LHC analyses. Care should be used when fixing
combinations of parameters from EW constraints in LHC analyses. Arguments leading
to claims of O(10−3) bounds are based on LO SMEFT analyses without any theoretical
error assigned.
• It is important to preserve the original data, not just the interpretation results, as the
estimate of the missing higher order terms can change over time, modifying the lessons
drawn from the data and projected into the SMEFT.
• Overall, the neglect of NLO (perturbative EW) corrections, considering the precision of
LHC RunI measurements, is (retrospectively) justified in most channels. On the other
hand, NLO QCD corrections are not neglectable, even in RunI. However, considering
projections for the precision to be reached in LHC RunII analyses, LO results for inter-
pretations of the data in the SMEFT are challenged by consistency concerns on both of
these fronts, and are not sufficient. This is particularly the case if the cut off scale is in
the few TeV range.
• NLO results are starting to become available in the SMEFT. These results allow the
consistent interpretation of the data combining measurements at different scales, and
can robustly accommodate the precision projected to be achieved in RunII analyses,
even for lower cut off scales.
• In a sense, NLO results allow the kappa-framework [137] to be extended/replaced. The
idea is that interpretations can transition to the linear SMEFT, which is a systematically
improvable EFT formalism. NLO results more consistently include kinematic deviations
from the SM, and define higher order calculations in relation to a measured observable,
in a well defined field theory. A properly formulated SMEFT is not limited to LO and
can include QCD and EW corrections.
• The assignment of a theoretical error for LO SMEFT analyses is always important. This
is essential if the cut off scale is assumed to be in the “interesting range” 1 TeV .
Λ/
√
C˜i . 3 TeV and the experimental precision of analyses descends below the 10%
level. The exact size of NLO corrections depends on the particular UV model, which is
unknown, and also the particular channel analysed.
• Absorbing the effects of L8 corrections and/or absorbing logarithmic NLO perturbative
corrections into an “effective” parameter to attempt to incorporate NLO corrections
is very questionable. Such a redefinition cannot simultaneously be made in different
measurements generally measured at different scales. Correlating different measurements
is necessary if the SMEFT is to be used in a predictive fashion for constraints on LHC
measurements.
• We think that the experimental collaborations should restrict the bulk of their efforts to
defining and reporting clean measurements that can be interpreted in any well defined
basis in the SMEFT. The focus for data reporting should be on fiducial cross sections
and/or pseudo-observables. If a LO interpretation of the data in the SMEFT is re-
ported there is no barrier to using the straightforward LO formalism of the Warsaw
basis discussed in this note. This approach is convenient and well defined.
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SM
H
W±/φ±/X± W
±/φ±
W±/φ± t
LO SMEFT
NLO SMEFTW±/φ±/X±
∑
• t
∑
•
W±/φ± W±/φ±/H/φ0
W±/φ± W±/φ±
t W
±
Figure 1: Diagrams contributing to the amplitude for H → γγ in the Rξ -gauge: SM (first
row), LO SMEFT (second row), and NLO SMEFT. Black circles denote the insertion of one
L6 operator.
∑
• implies summing over all insertions in the diagram (vertex by vertex). For
triangles with internal charge flow (t,W±, φ±,X±) only the clockwise orientation is shown.
Non-equivalent diagrams obtained by the exchange of the two photon lines are not shown.
Higgs and photon wave-function factors are not included. The Fadeev-Popov ghost fields are
denoted by X.
We have supplied the outline and details of a LO implementation in Section 2.4. There is
evidence enough to prove that the adoption of this approach for LO fits is theoretically ad-
vantageous. We have sketched out how fits can be pursued at LO and NLO in a consistent
fashion using this formalism. The approach presented is well defined, is not intrinsically tied to
a particular IPS, can be informed by theoretical errors determined at NLO and can be directly
improved to NLO. The gauge invariance of the approach presented has been checked at NLO
by explicit confirmation of the WST identities.
We have stressed the standard usage of EFT terminology in this discussion, in particular the
definition of an operator basis, to clarify discussion on these issues. EFT is traditionally a very
successful paradigm to use to interpret the data because it is implemented as a well defined
field theory. Standard EFTs can be systematically improved from LO to NLO as they avoid
ad-hoc and ill defined assumptions and Lagrangian manipulations. Very severe caution should
be exercised when considering approaches that are presented as EFT that are not constructed
in such a standard and well defined manner.
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Figure 2: Probability distribution function for the off-shell process gg → H. Support is
Ci ∈ [−1 , +1] with a uniform prior, and we have set Λ = 3 TeV.
Afterword
In this document, we have highlighted in red some of the key text of this document that was
erased in YR4 [1]. Other text was also significantly changed, modified to have the opposite of
its initial meaning, or also erased in the YR4 version of this document. The interested reader
can compare the texts. The authors do not endorse these editorial actions.
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