Consider a finite set E equipped with a "weight function" w : E → R and a (symmetric) "distance function" d : E × E → R satisfying the ultrametric triangle inequality. We look for a subset of E of given size with maximum perimeter (where the perimeter is defined by summing the weights of all elements and their pairwise distances). We show that any such subset can be found by a greedy algorithm (which starts with the empty set, and then adds new elements one by one, maximizing the perimeter at each step). We use this to define numerical invariants, and also to show that the maximum-perimeter subsets of all sizes form a strong greedoid, and the maximum-perimeter subsets of any given size are the bases of a matroid. This essentially generalizes the "P -orderings" constructed by Bhargava in order to define his generalized factorials, and is also similar to the strong greedoid of maximum diversity subsets in phylogenetic trees studied by Moulton, Semple and Steel.
Introduction
In this note, we study a combinatorial setting consisting of a finite set E with a "weight function" w : E → R and a (symmetric) "distance function" d : E × E → R satisfying the ultrametric triangle inequality. This generalizes the notion of an ultrametric space. Given any finite subset A of E, we can define the perimeter of A to be the sum of the weights and of the pairwise distances of the elements of A. Given an integer k 0 and a finite subset C of E, we show (Theorem 4.1) that if we want to construct a k-element subset of C having maximum perimeter, we can do so by a greedy algorithm (i.e., by starting with the empty set and repeatedly adding new elements that increase the perimeter as much as possible), and that every maximum-perimeter k-element subset of C can be constructed through this algorithm (Theorem 4.2). We furthermore show that these maximum-perimeter k-element subsets form a matroid (when k is fixed) and a strong greedoid (when k ranges over all nonnegative integers).
Our greedy construction of maximum-perimeter subsets is inspired by Manjul Bhargava's concept of a P -ordering ([Bharga97, Section 2]), which laid the foundation for his theory of generalized factorials (see [Bharga00, Section 4] and [Bharga09, Section 2]); we connect the two notions (in Section 9) and obtain new proofs of two results from [Bharga97, Section 2].
A similar problem -also leading to a strong greedoid -has appeared in the mathematical biology literature: Given a phylogenetic tree T and an integer k, the problem asks to find a set of k leaves of T having maximum "phylogenetic diversity" (i.e., the total weight of the edges of the subtree that connects these k leaves). In [MoSeSt06] , Moulton, Semple and Steel show that such diversity-maximizing k-element sets form a strong greedoid, just as our maximum-perimeter subsets do. The similarity does not end here: Phylogenetic trees are close relatives of ultra triples (and can be translated to and from the latter without much loss of information). However, the strong greedoid of Moulton, Semple and Steel is not the same as ours, since maximum perimeter (when restated in terms of the phylogenetic tree) is not the same as phylogenetic diversity 1 . It is an interesting question to what extent these two problems can be reconciled, and perhaps a more general class of optimization problems on phylogenetic trees (or ultra triples) can be shown to lead to a strong greedoid.
2 The setup
Defining ultra triples
Let E be a set. We shall use E as our ground set throughout this note. For a nonnegative integer m, an m-set means a subset A of E which consists of |A| = m elements. If B ⊆ E is any subset and m is a nonnegative integer, then an m-subset of B means an m-element subset of B.
Assume that we are given a function w : E → R. In other words, each element a ∈ E has a real-valued weight w (a) assigned to it.
Assume further that we are given a function d : E × E → R, which we will call the distance function. Thus, any two elements a, b ∈ E have a realvalued distance d (a, b). We assume that this distance function has the following properties:
• It is symmetric: that is, d (a, b) = d (b, a) for all a, b ∈ E.
• It satisfies the following inequality:
for all a, b, c ∈ E.
(The inequality (1) is commonly known as the ultrametric triangle inequality; but unlike the distance function of an ultrametric space, our d can take negative values and can also satisfy d(a, a) = 0.) Such a structure (E, w, d) will be called an ultra triple. We shall refer to the elements of E as points.
Weights and distances may be negative. Note that however d(a, a) d(a, c) for all a, c ∈ E.
(2)
In fact, this follows by substituting b = a in (1).
Examples
Example 2.1. For this example, we let E be an arbitrary set, and we define the distances d (a, b) as follows:
We define the weights w (a) arbitrarily. Then, (E, w, d) is an ultra triple. We define the weights w (a) arbitrarily. Then, (E, w, d) is an ultra triple.
Example 2.3. For this example, we fix a prime number p and a subset E of Z, and we define the distances d (a, b) as follows:
Here, for any nonzero integer m, we let v p (m) denote the p-adic valuation of m (that is, the largest nonnegative integer k such that p k | m). The distance function d : E × E → R is called the p-adic metric. We define the weights w (a) arbitrarily. Then, (E, w, d) is an ultra triple.
Example 2.4. For this example, we fix a prime number p and a finite subset E of Z.
For any nonzero integer m, we define v p (m) as in Example 2.3. We fix some N ∈ R such that N < −v p (a − b) for any two distinct a, b ∈ E. (Such an N exists, since E is finite. ) We define a map d ′ : E × E → R by setting
We define the weights w (a) arbitrarily. Then, (E, w, d
′ ) is an ultra triple.
Projections
Let us now return to the setting of an arbitrary ultra triple (E, w, d).
For a non-empty set C ⊆ E and an element v ∈ E, we define a projection of v onto C to be a point c ∈ C that minimizes the distance d(v, c). If C is finite and non-empty, then there exists at least one projection of v onto C. Furthermore, if v ∈ C, then v itself is a projection of v onto C (since (2) reveals that d (v, v) d (v, c) for all c ∈ C). We say that an element c ∈ C is a proper projection of v onto C if c is a projection of v onto C and satisfies (c = v if v ∈ C). Thus, each v ∈ E has a proper projection onto C when C is finite and non-empty.
Example 2.5. Let (E, w, d) be as in Example 2.2. Then, the projections of 2 onto {1, 3} are 1 and 3 (and both of these are proper projections), while the only projection of 2 onto {1, 3, 4} is 4 (and it is proper).
The crucial property of projections if the following:
Lemma 2.6. Assume that C ⊆ E is a non-empty subset and v ∈ E is any element. Let u be a projection of v onto C. 
Defining greedy m-permutations and greedy m-flags
For any subset C ⊆ E and any nonnegative integer m, we define a greedy mpermutation and a greedy m-flag of C as follows:
• A greedy m-permutation of C is a list (c 1 , c 2 , . . . , c m ) of distinct elements of C such that for each i ∈ {1, 2, . . . , m} and each x ∈ C \{c 1 , c 2 , . . . , c i−1 }, we have PER {c 1 , c 2 , . . . , c i } PER {c 1 , c 2 , . . . , c i−1 , x} .
• A greedy m-flag of C means a chain ∅ = C 0 ⊆ C 1 ⊆ C 2 ⊆ · · · ⊆ C m of subsets of C defined by C i = {c 1 , c 2 , . . . , c i }, where (c 1 , c 2 , . . . , c m ) is a greedy m-permutation of C.
Thus, roughly speaking, a greedy m-permutation is an ordered sample of m distinct elements of C such that at each step of the sampling procedure, the new element is chosen in such a way as to maximize the perimeter of the sample. This procedure can be viewed as a greedy algorithm to construct an m-subset of C that has maximum perimeter. As we shall see in Theorem 4.1, this algorithm indeed succeeds at constructing such a subset. Then, (1, 2), (2, 1) and (5, 4) (and several others) are greedy 2-permutations of E. Actually, a pair (i, j) of elements of E is a greedy 2-permutation of E if and only if i ≡ j mod 2.
Examples of greediness
Also, (1, 3) is a greedy 2-permutation of {1, 3, 5}, but not of E (since PER {1, 3} < PER {1, 2}).
Also, (1, 2, 3, 4, 5) is a greedy 5-permutation of E, but (1, 2, 3, 5, 4) is not (since PER {1, 2, 3, 5} < PER {1, 2, 3, 4}).
The greedy 5-flag of E corresponding to the greedy 5-permutation (1, 2, 3, 4, 5) is ∅ = {} ⊆ {1} ⊆ {1, 2} ⊆ {1, 2, 3} ⊆ {1, 2, 3, 4} ⊆ {1, 2, 3, 4, 5}.
Example 3.3. Let E be the set {1, 2, 3, 4, 5, 6}. Fix five positive reals α, λ, κ, ε, δ such that λ and κ are both smaller than α and both larger than each of ε and δ. For any a, b ∈ E, we define the distance d (a, b) by the following rule:
• If a = 1 and b ∈ {3, 5}, then d (a, b) = λ.
• If a = 2 and b ∈ {4, 6}, then d (a, b) = κ.
• If a = 3 and b = 5, then d (a, b) = ε.
• If a = 4 and b = 6, then d (a, b) = δ.
•
It is easy to check that (E, w, d) is an ultra triple. The pair (1, 2) is always a greedy 2-permutation. The 4-tuple (1, 2, 3, 4) is a greedy 4-permutation if and only if λ κ. The 4-tuple (1, 2, 4, 3) is a greedy 4-permutation if and only if κ λ.
The 5-tuple (1, 2, 3, 4, 5) is a greedy 5-permutation if and only if λ κ and λ + ε κ + δ.
The 5-set {1, 2, 3, 4, 5} has maximum perimeter among all 5-sets if and only if λ + ε κ + δ.
This example illustrates that greedy permutations and maximum-perimeter sets depend not just on the order relations between the distances of the points, but also on the order relations between sums of these distances.
Example 3.4. For this example, we fix a prime number p and a nonnegative integer m. We let E be any subset of Z that contains 1, 2, . . . , m. We define d : E × E → R as in Example 2.3. We define N ∈ Z and d ′ : E × E → R as in Example 2.4. We define w : E → R by setting w (e) = 0 for all e ∈ E.
Then, (1, 2, . . . , m) is a greedy m-permutation of E both for the ultra triple (E, w, d) and for the ultra triple (E, w, d ′ ).
We relegate the proof of this claim to Section 10, as we shall not use it in what follows.
Example 3.5. Example 3.4 might suggest that the ultra triples (E, w, d) and (E, w, d
′ ) (defined in that example) have the same greedy m-permutations in general. This is not the case. For instance, set p = 2 and E = {0, 1, 2, 9, 17, 128}.
′ and w as in Example 3.4. Now it is easy to check that (2, 9, 17, 0, 1) is a greedy 5-permutation for (E, w, d
′ ) but not for (E, w, d), while (2, 9, 17, 0, 128) is a greedy 5-permutation for (E, w, d) but not for (E, w, d ′ ). Moreover, the 5-set {2, 9, 17, 0, 1} has maximum perimeter for (E, w, d ′ ) but not for (E, w, d), while the 5-set {2, 9, 17, 0, 128} has maximum perimeter for (E, w, d) but not for (E, w, d ′ ).
Basic properties of greediness
We will use the following shorthand notations: If S is a subset of E, and if e ∈ E, then S ∪ e and S \ e will stand for the subsets S ∪ {e} and S \ {e}, respectively. Set operations like ∪ and \ shall be read in a left-associative way; thus, e.g., the expression "S ∪ e \ f " shall be understood as (S ∪ e) \ f . Let us observe some easy consequences of the definition of greedy flags (which will be later used without mention): Proposition 3.6. Let C be a subset of E. Let m be a nonnegative integer. exists, then m |C|. 
(e) If C is finite and satisfies m |C|, then there exist a greedy m-permutation and a greedy m-flag of C.
Proof. (a)
A greedy m-permutation consists of m distinct elements of C (by definition). Thus, if it exists, then C must have at least m elements, so that m |C|. This proves part (a).
be a greedy m-flag of C, and let (c 1 , c 2 , . . . , c m ) be the corresponding greedy m-permutation. Then, c 1 , c 2 , . . . , c m are distinct (by the definition of a greedy m-permutation). Now, let k ∈ {0, 1, . . . , m}. Then, C k = {c 1 , c 2 , . . . , c k } is a k-element set (since c 1 , c 2 , . . . , c m are distinct). In other words,
be a greedy m-flag of C, and let (c 1 , c 2 , . . . , c m ) be the corresponding greedy m-permutation. Let k ∈ {1, 2, . . . , m}. Then, C k = {c 1 , c 2 , . . . , c k } and C k−1 = {c 1 , c 2 , . . . , c k−1 }. This immediately yields C k = C k−1 ∪ c k . Furthermore, c 1 , c 2 , . . . , c m are distinct (by the definition of a greedy m-permutation); hence,
(d) Assume that |C| = m. Any greedy m-permutation of C must be a list of m distinct elements of C, and therefore must be a list of all the m elements of C (since C has only m elements in total). Thus, any greedy m-flag
. . , c m } for the corresponding greedy m-permutation (c 1 , c 2 , . . . , c m )). This proves part (d).
(e) Assume that C is finite and satisfies m |C|. We can then construct a greedy m-permutation (c 1 , c 2 , . . . , c m ) of C according to the following recursive procedure:
• For each i = 1, 2, . . . , m, we assume that c 1 , c 2 , . . . , c i−1 have already been defined; we then choose an element c i ∈ C \ {c 1 , c 2 , . . . , c i−1 } that maximizes the perimeter PER {c 1 , c 2 , . . . , c i }. (If there are several such elements, then we choose any of them.)
This procedure can be carried out, since at each step we can find an element c i ∈ C \ {c 1 , c 2 , . . . , c i−1 } that maximizes the perimeter PER {c 1 , c 2 , . . . , c i }.
(Indeed, the set C \ {c 1 , c 2 , . . . , c i−1 } is nonempty because |C| m i > i − 1 |{c 1 , c 2 , . . . , c i−1 }|; furthermore, this set is finite, and thus at least one of its elements will maximize the perimeter in question.) Clearly, the result of this procedure is an m-tuple (c 1 , c 2 , . . . , c m ) of elements of C. The entries c 1 , c 2 , . . . , c m of this m-tuple are distinct (since each c i is chosen to be an element of C \ {c 1 , c 2 , . . . , c i−1 }, and thus is distinct from all of c 1 , c 2 , . . . , c i−1 ), and furthermore it satisfies (3) for each i ∈ {1, 2, . . . , m} and each x ∈ C \ {c 1 , c 2 , . . . , c i−1 } (due to how c i is chosen). Thus, this m-tuple (c 1 , c 2 , . . . , c m ) is a greedy m-permutation of C.
Hence, a greedy m-permutation of C exists. Thus, a greedy m-flag also exists (just set C i = {c 1 , c 2 , . . . , c i } for all i). This proves part (e).
The procedure used in the proof of Proposition 3.6 (e) also works for infinite C as long as the maxima exist.
Proposition 3.6 (e) can be generalized further: Any greedy n-permutation with n m can be extended to a greedy m-permutation:
Proposition 3.7. Let m and n be integers such that m n 0. Let C be a finite subset of E such that |C| m. 
Proof. (b)
Recall the procedure we used to construct a greedy m-permutation (c 1 , c 2 , . . . , c m ) in the proof of Proposition 3.6 (e). The same procedure can be used here, as long as we replace "For each i = 1, 2, . . . , m" by "For each i = n + 1, n + 2, . . . , m" (since c 1 , c 2 , . . . , c n are already defined).
(a) This is precisely the statement of part (b), applied to the greedy npermutation that corresponds to our greedy n-flag.
Conversely, of course, we have the following obvious fact:
Proposition 3.8. Let C be a subset of E. Let m and n be integers such that m n 0. 
The main theorems
We now state two central theorems for this note:
Theorem 4.1. Let C ⊆ E be any subset, and let m be a nonnegative integer.
Then, for each k ∈ {0, 1, . . . , m}, the set C k has maximum perimeter among all k-subsets of C.
Theorem 4.2. Let C ⊆ E be any finite subset, and let m be a nonnegative integer such that |C| m. Let k ∈ {0, 1, . . . , m}.
Then, any k-subset A of C having maximum perimeter 2 belongs to some greedy m-flag of C.
Proof of Theorem 4.1. Let (c 1 , c 2 , . . . , c m ) be the greedy m-permutation of C corresponding to our greedy m-flag. Thus, for each i ∈ {0, 1, . . . , m}, we have
Let A be any k-subset of C. We shall show that PER (A) PER (C k ). This will clearly prove Theorem 4.1.
We define k elements v 1 , v 2 , . . . , v k ∈ A recursively as follows: For each i = 1, 2, . . . , k, we let v i be a proper projection of c i onto
Thus, we get k distinct elements v 1 , v 2 , . . . , v k of A. Since |A| = k, these k distinct elements must cover the whole set A. Hence, (v 1 , v 2 , . . . , v k ) is an enumeration of A (that is, a list of distinct elements of A such that A = {v 1 , v 2 , . . . , v k }). It satisfies the following property: For each j ∈ {1, 2, . . . , k}, we have
[Proof of (4): Assume the contrary. Thus, v j ∈ C j−1 = {c 1 , c 2 , . . . , c j−1 }, so that v j = c i for some i < j. Consider this i. Hence,
. . , v i−1 }, the only proper projection of c i onto this set is c i itself (by the definition of proper projection).
But this contradicts i < j. This contradiction shows that our assumption was false, and thus (4) is proven.] Therefore, for each j ∈ {1, 2, . . . , k}, we have v j ∈ A\C j−1 = A\{c 1 , c 2 , . . . , c j−1 } and therefore PER {c 1 , c 2 , . . . , c j−1 , v j } PER {c 1 , c 2 , . . . , c j } by the definition of a greedy m-permutation. After cancelling equal terms, this rewrites as
2 among the k-subsets of C Lemma 2.6 (applied to A \ {v 1 , v 2 , . . . , v i−1 }, c i , v i and v j instead of C, v, u and x) yields
(since v i is a proper projection of c i onto the set A \ {v 1 , v 2 , . . . , v i−1 }, whereas
. . , c k } and since c 1 , c 2 , . . . , c k are distinct). This proves Theorem 4.1.
Proof of Theorem 4.2.
Let A be a k-subset of C with maximum perimeter. We must prove that A belongs to some greedy m-flag of C. Choose any greedy m-permutation (c 1 , c 2 , . . . , c m ) of C (we can clearly find one, since C is finite and since |C| m), and let ∅ = C 0 ⊆ C 1 ⊆ · · · ⊆ C m be the corresponding greedy m-flag of C. Then, Theorem 4.1 (applied to j instead of k) shows that for each j ∈ {0, 1, . . . , m}, the set C j has maximum perimeter among all j-subsets of C. Thus, in particular, the set C k has maximum perimeter among all k-subsets of C. Hence, PER (A) = PER (C k ) (since the set A also has maximum perimeter among them).
Construct an enumeration (v 1 , v 2 , . . . , v k ) of A as in the proof of Theorem 4.1 above. In our above proof of Theorem 4.1, we have proven the inequalities (5) (for all j ∈ {1, 2, . . . , k}) and (6). But by adding together all these inequalities, we have obtained the inequality PER (A) PER (C k ), which must be an equality (since PER (A) = PER (C k )). Thus, all the inequalities (5) and (6) must become equalities.
Hence, for all j ∈ {1, 2, . . . , k}, we have
(since (6) become equalities), and thus
(since (5) become equalities). Set A j = {v 1 , v 2 , . . . , v j } for each j ∈ {0, 1, . . . , k}. The equality (8) rewrites as PER (A j ) − PER (A j−1 ) = PER (C j ) − PER (C j−1 ). Hence, by induction, we obtain PER (A j ) = PER (C j ) for all j ∈ {0, 1, . . . , k}
(since PER (A 0 ) = 0 = PER (C 0 )). Therefore, A j has maximum perimeter among all j-subsets of C (since C j has maximum perimeter among all such subsets). Thus, for each j ∈ {1, 2, . . . , k} and each
Since we have proven this for each j, we thus conclude that
shows that there is a greedy m-permutation of C starting with 
does not depend on the choice of this m-permutation (but only depends on k and on C).
Hence, Theorem 4.1 shows that PER (C k ) equals the maximum possible perimeter of a k-subset of C. Likewise, PER (C k−1 ) equals the maximum possible perimeter of a (k − 1)-subset of C. Hence, both numbers PER (C k ) and PER (C k−1 ) depend only on k and C. Thus, so does their differ-
(which is a consequence of C k = {c 1 , c 2 , . . . , c k } and C k−1 = {c 1 , c 2 , . . . , c k−1 }), this rewrites as follows: The number w (c k ) +
From now on, the number
in Corollary 5.1 will be denoted by ν
Proof.
this rewrites as
Subtracting this inequality from the equality PER {c 1 , c 2 , . . . , c k } = PER {c 1 , c 2 , . . . , c k }, we obtain precisely (10).
The greedoid
Throughout this section, we assume that the set E is finite.
Defining greedoids
We shall now recall the definition of a "greedoid":
A family F ⊆ 2 E of subsets of a finite set E is said to be a greedoid (on the ground set E) if it satisfies the following three axioms:
We refer to [KoLoSc91] for a book-length treatment of greedoids. Our above definition of a greedoid appears implicitly in [KoLoSc91, Section IV.1] (indeed, our axioms (i) and (iii) correspond to the conditions (1.4) and (1.6) in [KoLoSc91, Section IV.1], while our axioms (i) and (ii) make (E, F ) into what is called an accessible set system in [KoLoSc91]).
The Bhargava greedoid
The following theorem shows that a greedoid can be obtained from any ultra triple (E, w, d):
Theorem 6.1. Let F denote the family of subsets A ⊆ E that have maximum perimeter among all |A|-sets:
Then F is a greedoid on the ground set E.
We call this F the Bhargava greedoid of the ultra triple (E, w, d).
Then, the family F in Theorem 6.1 contains {1, 2, 3} and {1, 2, 3, 4, 5} but not {1, 2, 3, 5}.
Theorem 6.1 says that this family is a greedoid; hence, axiom (iii) in the definition of a greedoid yields that for any
For example, if we pick A = {1, 2, 5} and B = {2, 3, 4, 5}, then this says that there exists b ∈ {3, 4} such that {1, 2, 5, b} ∈ F . And indeed, b = 4 works (though b = 3 does not).
Example 6.3. Let p = 3 and E = {0, 1, 2, 3, 4, 5, 6, 12}. Define the distance function d : E × E → R as in Example 2.3. Set w (e) = 0 for all e ∈ E.
Then, the family F in Theorem 6.1 contains {0, 1, 2} and {0, 1, 2, 3} and {0, 1, 2, 6} and {0, 1, 2, 4, 5, 6, 12} but not {0, 1, 2, 3, 6} and not {0, 1, 2, 3, 4, 5, 12}. 
Let us now prove axiom (iii). Let A, B ∈ F satisfy |B| = |A| + 1. Set m = |A ∪ B|; thus, m |B| = |A| + 1. Clearly, the |A|-set A has maximum perimeter among all |A|-sets (since A ∈ F ), and thus (a fortiori) among all |A|-subsets of A ∪ B. . In other words, the set A ′ has maximum perimeter among all |B|-subsets of A ∪ B (since |A| + 1 = |B|). But so does B (since B ∈ F , so that B has maximum perimeter among all |B|-sets). Therefore, PER (A ′ ) = PER (B), and thus A ′ ∈ F (since B ∈ F ). Thus, we have found a
. This proves axiom (iii). (Alternatively, axiom (iii) is a consequence of Proposition 6.4 below, which we will prove independently of the above arguments.)
Strong greedoids
There are several classes of greedoids having additional properties besides the above three axioms. (See [KoLoSc91] for an overview.) As we will soon see, the Bhargava greedoid is an instance of one of these classes -that of "strong greedoids" (also known as "Gauss greedoids"). Let us first define this class:
A greedoid F on a ground set E is said to be a strong greedoid if it satisfies the following axiom:
This definition of strong greedoids appears in [BrySha99] (where the above axiom (iv) appears as property G(3) ′ ). Note that axiom (iv) is clearly stronger than axiom (iii). The theorem in Section 2 of [BrySha99] says that strong greedoids are the same as Gauss greedoids (one of the classes of greedoids studied in [KoLoSc91] ). See [KoLoSc91, Section IX.4] for further properties and characterizations of Gauss greedoids.
The Bhargava greedoid is a strong greedoid
Now, inspired by [MoSeSt06, Theorem 3.2], we will show that the Bhargava greedoid is a strong greedoid:
Proposition 6.4. The Bhargava greedoid F is a strong greedoid.
The proof of this proposition will rely on the following lemma:
Lemma 6.5. Let A and B be two subsets of E such that |B| = |A| + 1.
Then, there exists a u ∈ B \ A satisfying
Proof of Lemma 6.5. Let k = |A|; thus, |B| = |A|+1 = k+1. Let (a 1 , a 2 , . . . , a k ) be a list of all k elements of A (with no repetitions). We define k elements b 1 , b 2 , . . . , b k ∈ B recursively as follows:
We have u / ∈ A. [Proof: Assume the contrary. Thus, u ∈ A = {a 1 , a 2 , . . . , a k }. Hence, u = a i for some i ∈ {1, 2, . . . , k}. Consider this i.
This contradiction shows that our assumption was false. Hence, u / ∈ A is proven.] Combining u ∈ B with u / ∈ A, we find u ∈ B \ A. For each i ∈ {1, 2, . . . , k}, we have
[Proof:
u). This proves (12).]
We have B \ u = {b 1 , b 2 , . . . , b k } and thus
From u ∈ B, we obtain
(by (13)). Solving this for PER (B \ u), we obtain
We have A = {a 1 , a 2 , . . . , a k } and thus
(since a 1 , a 2 , . . . , a k are distinct). From u / ∈ A, we obtain
Adding this inequality to the equality (14), we obtain
This is precisely the inequality (11).
Thus, we have found a u ∈ B \ A satisfying (11) . Hence, such a u exists. This proves Lemma 6.5.
Proof of Proposition 6.4. We must prove axiom (iv) in the definition of a strong greedoid. So let A, B ∈ F be such that |B| = |A| + 1. We must prove that there exists some x ∈ B \ A such that A ∪ x ∈ F and B \ x ∈ F .
Lemma 6.5 shows that there exists a u ∈ B \ A satisfying (11) . Consider this u.
Let k = |A|; thus, |B| = |A| + 1 = k + 1. But u ∈ B \ A ⊆ B, so that |B \ u| = |B| − 1 = k (since |B| = k + 1). Thus, B \ u is a k-set. But A is a k-set in F , and thus has the largest perimeter among all k-sets. Hence, PER (A) PER (B \ u).
Furthermore, u ∈ B \A, thus u / ∈ A, so that |A ∪ u| = |A|+1 = k +1. Hence, A ∪ u is a (k + 1)-set. But B is a (k + 1)-set in F , and thus has the largest perimeter among all (k + 1)-sets. Hence, PER (B) PER (A ∪ u). Adding this inequality to PER (A) PER (B \ u), we obtain
Contrasting this inequality with the opposite inequality (11) (which, as we know, is satisfied), we conclude that it must be an equality. Hence, both inequalities PER (A) PER (B \ u) and PER (B) PER (A ∪ u) (which we added to obtain it) must be equalities as well. In other words, PER (A) = PER (B \ u) and PER (B) = PER (A ∪ u). Hence, B \ u is a k-set of maximum perimeter (since A is a k-set of maximum perimeter, but PER (A) = PER (B \ u)), and thus belongs to F ; in other words, B \ u ∈ F . Likewise, from the other inequality, we obtain A ∪ u ∈ F . Hence, there exists some x ∈ B \ A such that A ∪ x ∈ F and B \ x ∈ F (namely, x = u). Thus, axiom (iv) is proven. This shows that F is a strong greedoid.
We now know that the Bhargava greedoid F of an ultra triple is a strong greedoid. It is natural to inquire which other known classes of greedoids F belongs to. However, for many of these classes (including interval greedoids), the answer is negative, because F is (in general) not a transposition greedoid. We refer to [KoLoSc91, Chapter X] for the definition of transposition greedoids (and for why many classes of greedoids are subclasses of transposition greedoids); let us merely remark that the Bhargava greedoid F fails to be a transposition greedoid in Example 6.3, since the transposition property [KoLoSc91, (1.1) in Section X.1] is violated for A = {0, 1, 2}, x = 3, y = 6 and B = {4, 5, 12}.
The Bhargava greedoid F also fails to be a transversal greedoid in the sense of [Brooks97] 4 . Indeed, the ultra triple (E, w, d) constructed in Example 2.3 for p = 2 and E = {1, 2, 3, 4} provides for a counterexample 5 . Another class of greedoids that the Bhargava greedoid F does not belong to is that of twisted matroids ([KoLoSc91, Section IV.2.18]). Indeed, [Kloock03, Proposition 3.1] shows that every twisted matroid is a ∆-matroid (see [Kloock03, Section 2.4] for a definition of the latter concept); but F is not in general a ∆-matroid 6 .
4 Transversal greedoids are the same as medieval marriage greedoids in the sense of [KoLoSc91, Section IV.2.14].
5 The easiest way to check this is to observe that it violates the condition (M3) † from [Brooks97, Theorem 2.1]. (Note that there is a typo in [Brooks97, Theorem 2.1]: In Condition (M3) † , replace "Z = ∅" by "X = ∅".) 6 For an example, use the ultra triple (E, w, d) constructed in Example 2.3 for p = 2 and E = {1, 2, 4, 8}. Here, the axiom defining a ∆-matroid fails for X = {1, 2, 4, 8}, Y = ∅ and x = 1. 
The matroid
Defining matroids
We shall now recall one of the many definitions of a matroid. Namely
Matroids from strong greedoids
We now get to the main result of this section: Not all greedoids enjoy this property. For example, if {a, b, c, d} is a poset with two inequalities a < b and c < d, then the greedoid of lower ideals of this poset contains the subsets {a, b} and {c, d}, but a in the set {a, b} cannot be replaced by any of c and d.
However, all strong greedoids (i.e., Gauss greedoids) enjoy this property:
Theorem 7.2. Let F be a strong greedoid on the ground set E. Let B 1 ∈ F and B 2 ∈ F satisfy Proof of Lemma 7.3. A nice set will mean a subset C of B such that |C| > |A| and C ∈ F . There exists at least one nice set (namely, 
Proof of Lemma 7.4. We have
Hence, x = z. Furthermore, none of the elements x, y, z belongs to D (since they all belong to E \ D). Hence, |D ∪ {x, z}| = |D ∪ y| + 1 (since x = z). Consequently, axiom (iv) in the definition of a strong greedoid (applied to A = D ∪y and B = D ∪{x, z}) yields that there exists some t ∈ (D ∪ {x, z})\(D ∪ y) such that (D ∪ y) ∪ t ∈ F and (D ∪ {x, z}) \ t ∈ F . Consider this t.
Combining x = z with x / ∈ D, we obtain x / ∈ D ∪ z. If we had t = x, then we would have (D ∪ {x, z})
and therefore D ∪ z = (D ∪ {x, z}) \ t ∈ F , which would contradict D ∪ z / ∈ F . Hence, we must have t = x.
We have t ∈ (D ∪ {x, z}) \ (D ∪ y) ⊆ {x, z}, so that either t = x or t = z.
Proof of Theorem 7.2. From x ∈ B 1 \ B 2 , we obtain x ∈ B 1 and x / ∈ B 2 . Hence,
A free set will mean a subset A of B 1 \ x such that A ∈ F . Clearly, a free set exists (indeed, ∅ is a free set, since axiom (i) in the definition of a greedoid yields ∅ ∈ F ). Hence, there exists a free set of largest size. Pick such a free set, and denote it by A. Thus, A is a subset of B 1 \x and satisfies A ∈ F (since A is a free set). Since A is a subset of B 1 \x, we have |A| |B 1 \ x| = |B 1 |−1 < |B 1 | = |B 2 |. Thus, Lemma 7.3 (applied to B = B 2 ) yields that there exists some b ∈ B 2 \ A such that A ∪ b ∈ F . Consider this b, and denote it by y. Thus, y ∈ B 2 \ A and A ∪ y ∈ F .
Next, we claim that A ∪ x ∈ F .
[Proof: Assume the contrary. Thus, A ∪ x / ∈ F . Recall that |A| < |B 1 |. Thus, Lemma 7.3 (applied to B = B 1 ) yields that there exists some
From y ∈ B 2 \ A, we obtain y ∈ B 2 and y / ∈ A. Hence, the set A ∪ y has larger size than A (since y / ∈ A). If we had y ∈ B 1 \ x, then A ∪ y would be a subset of B 1 \ x (since A ⊆ B 1 \ x), and therefore A ∪ y would be a free set (since A ∪ y ∈ F ) of larger size than A; this would contradict the fact that A is a free set of largest size. Hence, y / ∈ B 1 \ x. Since y = x (because y ∈ B 2 but x / ∈ B 2 ), we thus obtain y / ∈ B 1 . Hence, y ∈ B 2 \ B 1 (since y ∈ B 2 ). Thus, if B 1 ∪ y \ x ∈ F , then Theorem 7.2 is proven. Hence, for the sake of contradiction, we assume that B 1 ∪ y \ x / ∈ F . A useful set will mean a set C ⊆ E such that A ⊆ C ⊆ B 1 \ x and C ∪ x ∈ F and C ∪ y ∈ F . The set A is a useful set (since A ⊆ A ⊆ B 1 \ x and A ∪ x ∈ F and A ∪ y ∈ F ). Hence, there exists a useful set. Thus, there exists a useful set of maximum size. Let D be such a set. Thus, D is a useful set; that is, D ⊆ E and A ⊆ D ⊆ B 1 \ x and D ∪ x ∈ F and D ∪ y ∈ F .
We have y = x and thus (B 1 \ x) ∪ y = B 1 ∪ y \ x / ∈ F . Hence, the set B 1 \ x is not a useful set. Thus, D = B 1 \ x (since D is a useful set). Therefore, D is a proper subset of B 1 \ x (since D ⊆ B 1 \ x). Hence, |D| < |B 1 \ x| = |B 1 | − 1 (since x ∈ B 1 ). Thus, |D| + 1 < |B 1 |, so that |D ∪ x| |D| + 1 < |B 1 |.
The two sets D ∪ x and B 1 belong to F and satisfy |D ∪ x| < |B 1 |. Hence, Lemma 7.3 (applied to D ∪ x and B 1 instead of A and B) yields that there exists some b ∈ B 1 \ (D ∪ x) such that D ∪ x ∪ b ∈ F . Consider this b, and denote it by z. Thus,
. Hence, all of x, y, z are elements of E \ D. The set D ∪ z has larger size than D (since z / ∈ D), and thus has larger size than A (since A ⊆ D entails |A| |D|).
Hence, if we had D ∪ z ∈ F , then D ∪ z would be a free set of larger size than A. This would contradict the fact that A is a free set of largest size. Hence, D ∪ z / ∈ F . Thus, Lemma 7.4 shows that D ∪ {y, z} ∈ F . Now, the set D ∪ z has larger size than D and satisfies
and (D ∪ z) ∪ x = D ∪ {x, z} ∈ F and (D ∪ z) ∪ y = D ∪ {y, z} ∈ F . Hence, D ∪ z is a useful set of larger size than D. This contradicts the fact that D is a useful set of maximum size. This contradiction shows that our assumption (that B 1 ∪ y \ x / ∈ F ) was wrong. Hence, B 1 ∪ y \ x ∈ F . This proves Theorem 7.2.
Proof of Theorem 7.1. The assumption k |E| shows that there exist k-sets. Some of them have maximum perimeter (since E is finite). Hence, the collection of all sets A ∈ F having size k is nonempty.
Proposition 6.4 shows that F is a strong greedoid. Hence, Theorem 7.2 shows that for any two sets B 1 ∈ F and B 2 ∈ F satisfying |B 1 | = |B 2 | and for any x ∈ B 1 \ B 2 , there exists some y ∈ B 2 \ B 1 such that B 1 ∪ y \ x ∈ F . This yields that all sets A ∈ F having size k form the collection of bases of a matroid (because if B 1 and B 2 are two sets of size k, and if x ∈ B 1 \ B 2 and y ∈ B 2 \ B 1 , then B 1 ∪ y \ x is a set of size k as well). This is precisely the claim of Theorem 7.1.
Old proof of Theorem 7.1
Next, we will show a different proof of Theorem 7.1, which was written before we were aware of Proposition 6.4. It is relatively laborious and only presented here for the sake of completeness.
Before we show this proof, let us milk our proofs of Theorem 4.1 and Theorem 4.2 for some further consequences: Then:
(a) The equalities (7), (8) and (9) (where we set A j = {v 1 , v 2 , . . . , v j } and C j = {c 1 , c 2 , . . . , c j }) hold.
Proof of Proposition 7.5. Let ∅ = C 0 ⊆ C 1 ⊆ C 2 ⊆ · · · ⊆ C m be the greedy m-flag of C corresponding to the greedy m-permutation (c 1 , c 2 , . . . , c m ); thus, C j = {c 1 , c 2 , . . . , c j } for all j. Also set A j = {v 1 , v 2 , . . . , v j } for all j. Now, our notations are consistent with the notations used in the proof of Theorem 4.1 and also with those used in the proof of Theorem 4.2. Hence, the equalities (7), (8) and (9) can be shown as in the proof of these two theorems. Thus, Proposition 7.5 (a) is proven. Furthermore, A = {v 1 , v 2 , . . . , v k } (as we have seen in the proof of Theorem 4.1). The points v 1 , v 2 , . . . , v k are distinct (by construction); the points c 1 , c 2 , . . . , c m are distinct (by construction).
(b) Let p ∈ {0, 1, . . . , k}. Then, the definition of C p yields {c 1 , c 2 , . . . , c p } = C p ; thus,
(since A p = {v 1 , v 2 , . . . , v p }).
Each j ∈ {1, 2, . . . , k} satisfies v j / ∈ C j−1 (as we showed in the proof of Theorem 4.1); thus, the points v p+1 , v p+2 , . . . , v k are distinct from the points c 1 , c 2 , . . . , c p . Hence, c 1 , c 2 , . . . , c p , v p+1 , v p+2 , . . . , v k are altogether k distinct points (since we know that the points v 1 , v 2 , . . . , v k are distinct, and that the points c 1 , c 2 , . . . , c m are distinct). Thus, For the next corollary (which will be used in our proof of Theorem 7.1), let us define a simple piece of notation: If C is any subset of E, then a starter of C shall mean an element c ∈ C of maximum weight (among the elements of C). Note that any nonempty subset C of E has at least one starter (since C is finite).
Corollary 7.6. Let C ⊆ E be an m-set. Let k ∈ {1, 2, . . . , m}. Let A be a k-subset of C with maximum perimeter. Then: 
Proof of Corollary 7.6. (b)
The 1-subset {u} of C has maximum perimeter among all 1-subsets of C (since u is a starter, i.e., has maximum weight). Thus, Theorem 4.2 (applied to 1 instead of k) shows that {u} belongs to some greedy m-flag of C. Let (c 1 , c 2 , . . . , c m ) be the greedy m-permutation of C corresponding to this greedy m-flag. Then, c 1 = u. Hence, v is a proper projection of c 1 onto A (since v is a proper projection of u onto A). Define k elements v 1 , v 2 , . . . , v k ∈ A as in Proposition 7.5, making sure to pick v 1 to be v. (Indeed, the definition of these k elements sets v 1 to be any proper projection of c 1 onto A; we use this freedom to set v 1 = v, since v is a proper projection of c 1 onto A.) Proposition 7.5 (a) shows that the equalities (7), (8) and (9) (where we set A j = {v 1 , v 2 , . . . , v j } and C j = {c 1 , c 2 , . . . , c j }) hold. Thus, in particular (8) holds. Applying (8) to j = 1, we find w(v 1 ) = w(c 1 ) (since the sums on both sides are empty). In view of v 1 = v and c 1 = u, this becomes w(v) = w(u). But u is a starter of C; thus, w(u) w(p) for each p ∈ C. Hence, w(u) w(p) for each p ∈ A (since A ⊆ C). Thus, w(v) = w(u) w(p) for each p ∈ A. Thus, v is a starter of A (since v ∈ A). This completes the proof of Corollary 7.6 (b). (a) It clearly suffices to show that the maximum weight of an element of A equals the maximum weight of an element of C.
To that aim, we pick any starter u of C. (Such a u exists, since C is nonempty.) Choose any proper projection v of u onto A. Then, Corollary 7.6 (b) shows that v is a starter of A and satisfies w(v) = w(u). Now, w(v) is the maximum weight of an element of A (since v is a starter of A), while w(u) is the maximum weight of an element of C (since u is a starter of C). Thus, these two maximum weights are equal (since w(v) = w(u)). This proves Corollary 7.6 (a).
Alternative proof of Theorem 7.1. Strong induction on k. Fix a nonnegative integer k. Assume that for all smaller values of k, Theorem 7.1 is proved (not only for (E, w, d) but for any ultra triple). Let B 1 , B 2 be two k-subsets of E having maximum perimeter, and let x ∈ B 1 \ B 2 . We should find an element y ∈ B 2 \ B 1 such that
If A := B 1 ∩ B 2 = ∅, then we can consider the following ultra triple on the set E \ A: The distance is still d, and the weight of v ∈ E \ A equals w(v) + a∈A d(v, a). The sets B 2 \ B 1 and B 1 \ B 2 have maximum perimeters among (k − |A|)-subsets of E \ A (with respect to this new ultra triple); thus, by the induction hypothesis, there exists an y ∈ B 2 \ B 1 satisfying (17).
Hence, Theorem 7.1 is proved for our k whenever B 1 ∩ B 2 = ∅.
It remains to consider the case B 1 ∩ B 2 = ∅. Note that k 1 (due to the existence of x ∈ B 1 \ B 2 ). Consider two cases.
• Case 1: There exists a starter z of B 1 distinct from x.
Consider such a z, and let v be a proper projection of z onto B 2 . Note that z ∈ B 1 , thus z / ∈ B 2 (since B 1 ∩ B 2 = ∅). Also, Corollary 7.6 (a) (applied to m = 2k, C = B 1 ∪ B 2 and A = B 1 ) yields that z is a starter of B 1 ∪ B 2 (since z is a starter of B 1 ). Hence, Corollary 7.6 (c) (applied to m = 2k, C = B 1 ∪ B 2 , A = B 2 and u = z) yields that
∈ B 2 and v ∈ B 2 ), we thus conclude that the k-set B 2 ∪ z \ v has maximum perimeter. But the maximum-perimeter k-sets B 1 and B 3 := B 2 ∪ z \ v have a common element z; thus, they satisfy B 1 ∩ B 3 = ∅. Hence, (18) shows that Theorem 7.1 holds for B 3 instead of B 2 . Thus, there exists some y ∈ B 3 \ B 1 such that that (17) holds. This y must also belong to B 2 \ B 1 (since B 3 \ B 1 ⊆ B 2 \ B 1 ), and thus completes our induction in Case 1.
• Case 2: The only starter of B 1 is x. Corollary 7.6 (a) (applied to m = 2k, C = B 1 ∪ B 2 and A = B 1 ) yields that x is a starter of B 1 ∪ B 2 (since x is a starter of B 1 ).
Let p be a proper projection of x onto B 2 . Then, Corollary 7.6 (b) (applied to m = 2k, C = B 1 ∪ B 2 , A = B 2 , u = x and v = p) yields that p is a starter of B 2 and satisfies w(p) = w(x).
Let v be a proper projection of p onto B 1 . Then, Corollary 7.6 (b) (applied to m = 2k, C = B 1 ∪ B 2 , A = B 1 and u = p) yields that v is a starter of B 1 and satisfies w(v) = w(p). Thus, v = x (since the only starter of B 1 is x). But p ∈ B 2 , thus p / ∈ B 1 (since B 1 ∩ B 2 = ∅). Hence, Corollary 7.6 (b) (applied to m = 2k, C = B 1 ∪ B 2 , A = B 1 and u = p) yields that PER (B 1 ∪ p \ v) = PER (B 1 ). In view of v = x, this rewrites as PER (B 1 ∪ p \ x) = PER (B 1 ). Note also that p ∈ B 2 = B 2 \ B 1 (again because B 1 ∩ B 2 = ∅). Hence, we have found a y ∈ B 2 \ B 1 such that (17) holds (namely, y = p). Thus, the induction is complete in Case 2.
We have thus completed our induction in each of the two cases. Hence, Theorem 7.1 is proven.
Representability?
Question 7.7. Is the matroid from Theorem 7.1 representable over Q ?
It is easy to see that it is (in general) not representable over any given finite field. (Indeed, if we pick the ultra triple (E, w, d) such that all values d (a, b) (with a = b) are identical, and all values w (a) are identical, then the matroid from Theorem 7.1 will be the uniform matroid U k,|E| , whose bases are all k-element subsets of E. For k = 2, this uniform matroid U 2,|E| is not representable over any field of size smaller than |E| − 1.)
Greedy subsequences
We shall now study a slight variation of the notion of greedy m-permutations, in which we allow picking the same point multiple times.
Definitions
If B ⊆ E and if m is a nonnegative integer, then an m-subsequence of B shall mean an m-tuple of elements of B (not necessarily distinct).
If a = (a 1 , a 2 , . . . , a m ) ∈ E m is any m-tuple, then we define its perimeter PER (a) as For any subset C ⊆ E and any nonnegative integer m, we define a greedy m-subsequence of C as follows:
• A greedy m-subsequence of C is an m-subsequence (c 1 , c 2 , . . . , c m ) of C such that for each i ∈ {1, 2, . . . , m} and each x ∈ C, we have
Thus, this notion differs from the notion of a greedy m-permutation in two aspects: A greedy m-subsequence is allowed to have equal entries, and the inequality (20) is required to hold for all x ∈ C (rather than only for x ∈ C \ {c 1 , c 2 , . . . , c i−1 }). Thus, greedy m-subsequences are like greedy mpermutations except that we are sampling with replacement.
Main analogues
We can now state the following analogues of Theorem 4.1, Theorem 4.2, Corollary 5.1 and Corollary 5.2, respectively: Theorem 8.1. Let C ⊆ E be any subset, and let m be a nonnegative integer.
Let (c 1 , c 2 , . . . , c m ) be any greedy m-subsequence of C. Then, for each k ∈ {0, 1, . . . , m}, the k-subsequence (c 1 , c 2 , . . . , c k ) has maximum perimeter among all k-subsequences of C. 
does not depend on the choice of this m-subsequence (but only depends on k and on C).
in Corollary 8.3 will be denoted by ν k (C).
Corollary 8.4. Let C ⊆ E be any subset. Let m be a nonnegative integer. Let k ∈ {1, 2, . . . , m}. Let (c 1 , c 2 , . . . , c m ) be a greedy m-subsequence of C. Let j ∈ {1, 2, . . . , k}. Then,
Note that Corollary 8.3 (in the particular case when w (e) = 0 for all e ∈ E) is [Grinbe19, Conjecture 1], while Theorem 8.1 (in the same particular case) is [Grinbe19, Conjecture 2].
The clone construction
We shall prove Theorem 8.1, Theorem 8.2, Corollary 8.3 and Corollary 8.4 by deriving them from the corresponding facts we have already proven about greedy m-permutations and maximum-perimeter subsets. This derivation will rely on constructing a larger ultra triple E, w, d whose ground set E will contain a sufficiently large number of "clones" of each element of E. These "clones" will allow us to transform any m-tuple of elements of E into an m-tuple of distinct elements of E without disturbing properties like greediness and perimeter.
We construct the new ultra triple E, w, d as follows:
• We fix a positive integer N . (For now, N can be arbitrary, but later N will be assumed large enough.)
• We let [N ] be the set {1, 2, . . . , N }.
• We define E to be the set E × [N ]. It consists of all pairs (e, i) with e ∈ E and i ∈ [N ].
• We define a function w : E → R by setting w (e, i) = w (e) for each (e, i) ∈ E.
• We define a function d :
It is easy to see that E, w, d is again an ultra triple. The intuitive meaning of the construction of this ultra triple is that we have replaced each element e of E by N "clones" (e, 1) , (e, 2) , . . . , (e, N ) ∈ E; the weights and the mutual distances of these clones are copied over from their originals in E. From this point of view, the following lemma should not be surprising: 
for each i ∈ {1, 2, . . . , m} and each x ∈ C \ {(c 1 , r 1 ) , (c 2 , r 2 ) , . . . , (c i−1 , r i−1 )}. So let us prove this. Fix i ∈ {1, 2, . . . , m}, and fix x ∈ C \ {(c 1 , r 1 ) , (c 2 , r 2 ) , . . . , (c i−1 , r i−1 )}. Write x ∈ C in the form x = (c ′ , r ′ ) for some c ′ ∈ C and r ′ ∈ [N ]. Since (c 1 , c 2 , . . . , c m ) is a greedy m-subsequence of C, we have
(by (20), applied to c ′ instead of x). Clearly, the i elements (c 1 , r 1 ) , (c 2 , r 2 ) , . . . , (c i−1 , r i−1 ) , x are distinct (since r 1 , r 2 , . . . , r m are distinct, and since x ∈ C \ {(c 1 , r 1 ) , (c 2 , r 2 ) , . . . , (c i−1 , r i−1 )}). Hence, an application of (19) yields PER { (c 1 , r 1 ) , (c 2 , r 2 ) , . . . , (c i−1 , r i−1 ) , x} = PER ((c 1 , r 1 ) , (c 2 , r 2 ) , . . . , (c i−1 , r i−1 ) , x) = PER ((c 1 , r 1 ) , (c 2 , r 2 ) , . . . ,
(by an application of Lemma 8.5 (a)) .
An analogous computation reveals that PER {(c 1 , r 1 ) , (c 2 , r 2 ) , . . . , (c i , r i )} = PER (c 1 , c 2 , . . . , c i ) .
In light of these two equalities, the inequality (23) (which we know to be true) reveals to be the same as the inequality (22) (which we intended to prove). Thus, (22) is proven, and with it the "=⇒" direction of Lemma 8.5 (c). ⇐=: Assume that the m-tuple ((c 1 , r 1 ) , (c 2 , r 2 ) , . . . , (c m , r m )) is a greedy mpermutation of C. We must show that the m-tuple (c 1 , c 2 , . . . , c m ) is a greedy msubsequence of C. In other words, we must prove that for each i ∈ {1, 2, . . . , m} and each x ∈ C, the inequality (20) holds.
So let us fix i ∈ {1, 2, . . . , m} and x ∈ C. The i elements (c 1 , r 1 ) , (c 2 , r 2 ) , . . . , (c i−1 , r i−1 ) , (x, r i ) of C are distinct (since r 1 , r 2 , . . . , r m are distinct); thus, (x, r i ) ∈ C \{(c 1 , r 1 ) , (c 2 , r 2 ) , . . . , (c i−1 , r i−1 )}.
Hence, we can apply (3) to E, w, d , C, ((c 1 , r 1 ) , (c 2 , r 2 ) , . . . , (c m , r m )) and (x, r i ) instead of (E, w, d), C, (c 1 , c 2 , . . . , c m ) and x (since ((c 1 , r 1 ) , (c 2 , r 2 ) , . . . , (c m , r m )) is a greedy m-permutation of C). Thus, we find
But we know that the i elements (c 1 , r 1 ) , (c 2 , r 2 ) , . . . , (c i−1 , r i−1 ) , (x, r i ) are distinct. Hence, an application of (19) yields
An analogous computation reveals that
In light of these two equalities, the inequality (24) (which we know to be true) reveals to be the same as the inequality (20) (which we intended to prove). Hence, we have shown that (20) holds. This proves the "⇐=" direction of Lemma 8.5 (c).
(d) =⇒: Assume that the m-tuple (c 1 , c 2 , . . . , c m ) has maximum perimeter among all m-subsequences of C. We must prove that the set { (c 1 , r 1 ) , (c 2 , r 2 ) , . . . , (c m , r m )} has maximum perimeter among all m-subsets of C. Since this set is clearly an m-subset of C (because r 1 , r 2 , . . . , r m are distinct), this boils down to proving that PER { (c 1 , r 1 ) , (c 2 , r 2 ) , . . . , (c m , r m )} PER (G)
for each m-subset G of C.
So let us prove this. Let G be an m-subset of C. Write G in the form G = {(d 1 , q 1 ) , (d 2 , q 2 ) , . . . , (d m , q m )} with (d 1 , q 1 ) , (d 2 , q 2 ) , . . . , (d m , q m ) being m distinct elements of C. Thus, q 1 ) , (d 2 , q 2 ) , . . . , (d m , q m )} = PER ((d 1 , q 1 ) , (d 2 , q 2 ) , . . . , (d m , q m )) (by an application of (19)) 
Proofs of the analogues
We are now ready to prove the results promised: Lemma 8.5 (c) (specifically, its "=⇒" direction) shows that the m-tuple ((c 1 , r 1 ) , (c 2 , r 2 ) , . . . , (c m , r m )) is a greedy m-permutation of C. Let ∅ = C 0 ⊆ C 1 ⊆ C 2 ⊆ · · · ⊆ C m be the greedy m-flag of C corresponding to this greedy m-permutation. Then, Theorem 4.1 (applied to E, w, d , C and C i instead of (E, w, d), C and C i ) shows that the set C k has maximum perimeter among all k-subsets of C. In view of C k = {(c 1 , r 1 ) , (c 2 , r 2 ) , . . . , (c k , r k )}, this rewrites as follows: The set {(c 1 , r 1 ) , (c 2 , r 2 ) , . . . , (c k , r k )} has maximum perimeter among all k-subsets of C. Hence, the "⇐=" direction of Lemma 8. Let a be any k-subsequence of C with maximum perimeter. Write this ksubsequence a in the form (a 1 , a 2 , . . . , a k ). Thus, (a 1 , a 2 , . . . , a k ) has maximum perimeter among all k-subsequences of C. Therefore, the "=⇒" direction of Lemma 8.5 (d) (applied to k and a i instead of m and c i ) shows that the set {(a 1 , r 1 ) , (a 2 , r 2 ) , . . . , (a k , r k )} has maximum perimeter among all k-subsets of C. Let us denote this set by A. Thus, A is a k-subset of C having maximum perimeter. Therefore, Theorem 4.2 (applied to E, w, d , C and k instead of (E, w, d), C and m) shows that A belongs to some greedy k-flag of C. Consider such a greedy k-flag, and let us denote it by ∅ = C 0 ⊆ C 1 ⊆ C 2 ⊆ · · · ⊆ C k . Thus, A = C k (since A is a k-subset that belongs to this k-flag).
Let ((c 1 , q 1 ) , (c 2 , q 2 ) , . . . , (c k , q k )) be the greedy k-permutation of C that corresponds to this greedy k-flag r 1 ) , (a 2 , r 2 ) , . . . , (a k , r k )} (by the definition of A). Since the k pairs (a 1 , r 1 ) , (a 2 , r 2 ) , . . . , (a k , r k ) on the right hand side of this equality are distinct (because r 1 , r 2 , . . . , r m are distinct), we thus conclude that the k pairs (c 1 , q 1 ) , (c 2 , q 2 ) , . . . , (c k , q k ) on the left hand side must also be distinct, and furthermore the former pairs must be precisely the latter pairs up to order.
In other words, the k-tuple ((a 1 , r 1 ) , (a 2 , r 2 ) , . . . , (a k , r k )) must be a permutation of the k-tuple ((c 1 , q 1 ) , (c 2 , q 2 ) , . . . , (c k , q k )). Hence, the k-tuple (a 1 , a 2 , . . . , a k ) must be a permutation of the k-tuple (c 1 , c 2 , . . . , c k ). In other words, the k-tuple a is a permutation of the k-tuple (c 1 , c 2 , . . . , c k ) (since a = (a 1 , a 2 , . . . , a k )).
Also, the k-tuple (r 1 , r 2 , . . . , r k ) is a permutation of the k-tuple (q 1 , q 2 , . . . , q k ) (since the k-tuple ((a 1 , r 1 ) , (a 2 , r 2 ) , . . . , (a k , r k )) is a permutation of the ktuple ((c 1 , q 1 ) , (c 2 , q 2 ) , . . . , (c k , q k ))). Hence, q 1 , q 2 , . . . , q k are distinct (since r 1 , r 2 , . . . , r k are distinct). Therefore, the "⇐=" direction of Lemma 8.5 (c) (applied to k and q i instead of m and r i ) shows that (c 1 , c 2 , . . . , c k ) is a greedy ksubsequence of C (since ((c 1 , q 1 ) , (c 2 , q 2 ) , . . . , (c k , q k )) is a greedy k-permutation of C). Since k m, we can extend this greedy k-subsequence to a greedy msubsequence (c 1 , c 2 , . . . , c m ) of C (by Proposition 8.6, applied to n = k). Hence, we have found a greedy m-subsequence (c 1 , c 2 , . . . , c m ) of C such that a is a permutation of the k-tuple (c 1 , c 2 , . . . , c k ). This proves Theorem 8.2. Recall the number ν
• k (C) we defined just after Corollary 5.1. Now, consider the number ν • k C defined in the same fashion, but with respect to the ultra triple E, w, d . We claim that
Clearly, proving this will yield Corollary 8.3. Pick any m distinct elements r 1 , r 2 , . . . , r m of [N ] . (These exist because N m; for example, we can just set r i = i.)
The m-tuple ((c 1 , r 1 ) , (c 2 , r 2 ) , . . . , (c m , r m )) is a greedy m-permutation of C (by the "=⇒" direction of Lemma 8.5 (c)). Hence, the definition of ν
This proves (27). Hence, Corollary 8.3 is proven. Recall the number ν
Proof of Corollary
• k (C) we defined just after Corollary 5.1. Now, consider the number ν The m-tuple ((c 1 , r 1 ) , (c 2 , r 2 ) , . . . , (c m , r m )) is a greedy m-permutation of C (by the "=⇒" direction of Lemma 8.5 (c)). Hence, Corollary 5.2 (applied to E, w, d , C and (c i , r i ) instead of (E, w, d), C and c i ) yields
But in the proof of Corollary 8.3, we have seen that
Finally, the definition of ν k (C) yields
This proves Corollary 8.4. The reverse direction can also be done: We can re-interpret greedy mpermutations of C as greedy m-subsequences, as long as C is finite and satisfies |C| m. To do so, we fix a real number R such that R > |PER (C)|. We define a new distance function d R : E × E → R on E by setting [Bharga97] ), who, however, never elaborated on it or made any further inroads into the study of general ultra triples.
We fix a Dedekind ring 8 R and a nonzero prime ideal P of R. For any nonzero a ∈ R, we let v P (a) denote the highest 9 k ∈ N that satisfies a ∈ P k . (Equivalently, v P (a) is the exponent with which P appears in the factorization of the principal ideal aR into prime ideals.
10 ) We also set v P (0) = +∞. Thus, an element v P (a) ∈ N ∪ {+∞} is defined for every a ∈ R. Moreover, the map
and
Chapter 3] for an introduction to Dedekind rings. In a nutshell, a Dedekind ring is an integral domain in which every nonzero ideal has a unique factorization into a product of prime ideals. Other equivalent definitions of Dedekind rings exist. Dedekind rings are also known as Dedekind domains.
For our purposes, it suffices to know that Z is a Dedekind ring; the examples it provides are sufficiently rich in substance that greater generality is not strictly necessary.
9 Here and in the following, we set N = {0, 1, 2, . . .}. 10 The equivalence between these two definitions of v P (a) follows from [Ash00, Corollary 3.3.3]; this also proves that the first definition is valid (i.e., there exists a highest k ∈ N that satisfies a ∈ P k ).
for all a, b ∈ R.
The simplest example for this is when R = Z and P = pZ for some prime number p. In this case, v P (a) = v p (a), where v p (a) is defined as in Example 2.3. This particular case is the one studied in [Bharga00, Section 4] and [Bharga09, Section 2].
Furthermore, we fix a nonempty subset E of R. (Bhargava denotes this subset by X instead.) Now, Bhargava defines a P -ordering of E to be a sequence (a 0 , a 1 , a 2 , . . .) of elements of E defined recursively as follows: For each k ∈ N, we define a k (assuming that a 0 , a 1 , . . . , a k−1 are already defined) to be an element of E minimizing the quantity
Note that the quantity (29) indeed attains its minimum at some (usually non-unique) a k ∈ E, since it is an element of the well-ordered set N ∪ {+∞}.
We now claim that this notion of P -ordering is almost a particular case of the notion of a greedy m-permutation for a certain ultra triple. Some amount of work is necessary to bridge the technical discrepancies between these two notions:
First of all, P -orderings are infinite sequences, whereas greedy m-permutations are m-tuples. To bring them closer together, we fix an m ∈ N, and we define an (P, m)-ordering of E to be an m-tuple (a 0 , a 1 , . . . , a m−1 ) of elements of E such that for each k ∈ {0, 1, . . . , m − 1}, the element a k of E minimizes the quantity (29) (where a 0 , a 1 , . . . , a k−1 are considered fixed). Clearly, the first m entries of any P -ordering form a (P, m)-ordering, and conversely, any (P, m)-ordering can be extended to a P -ordering. Thus, if we want to study (finitary) properties of P -orderings, it suffices to understand (P, m)-orderings. Thus we are back in the realm of finite sequences.
We furthermore notice something simple:
Lemma 9.1. Let C be a subset of E, and let m be a nonnegative integer such that |C| m. Then, any (P, m)-ordering of C is an m-tuple of distinct elements.
Proof of Lemma 9.1 (sketched). Any (P, m)-ordering (a 0 , a 1 , . . . , a m−1 ) of C can be constructed recursively as follows: For each k ∈ {0, 1, . . . , m − 1}, we define a k (assuming that a 0 , a 1 , . . . , a k−1 are already defined) to be an element of C minimizing the quantity (29). But this quantity (29) is +∞ when a k equals one of a 0 , a 1 , . . . , a k−1 , and otherwise is a nonnegative integer. Hence, an a k that equals one of a 0 , a 1 , . . . , a k−1 cannot minimize this quantity (as long as there is at least one element of C that does not equal any of a 0 , a 1 , . . . , a k−1 ; but this is always guaranteed thanks to |C| m > k). Thus, any a k chosen in the construction of a (P, m)-ordering of C must be distinct from a 0 , a 1 , . . . , a k−1 . Hence, if (a 0 , a 1 , . . . , a m−1 ) is any (P, m)-ordering of C, then a 0 , a 1 , . . . , a m−1 are distinct. This proves Lemma 9.1.
Next, we define an ultra triple (E, w, d ′ ) as follows: We define the weight function w : E → R by setting w (e) = 0 for all e ∈ E. We fix some N ∈ R such that N < −v P (a − b) for any two distinct a, b ∈ E. Note that such N may fail to exist; but for now, we assume that it exists. (We will get rid of this assumption later.) Now, we define a map d
′ : E × E → R by setting ′ ) is an ultra triple. Throughout this section, we shall always be using this ultra triple (when we speak, e.g., of greedy m-permutations). We claim the following: 
holds.
Note that if i ∈ {1, 2, . . . , m} and x ∈ {c 1 , c 2 , . . . , c i−1 }, then the inequality (30) automatically holds (because in this case, we have (x − c 1 ) (x − c 2 ) · · · (x − c i−1 ) = 0 and thus v P ((x − c 1 ) (x − c 2 ) · · · (x − c i−1 )) = v P (0) = +∞). Therefore, if i ∈ {1, 2, . . . , m} is given, then the inequality (30) holds for each x ∈ C if and only if it holds for each x ∈ C \ {c 1 , c 2 , . . . , c i−1 }. Hence, in Claim 2, we can replace "each x ∈ C" by "each x ∈ C \ {c 1 , c 2 , . . . , c i−1 }". Thus, Claim 2 rewrites as follows:
Claim 3: The m-tuple (c 1 , c 2 , . . . , c m ) is a (P, m)-ordering of C if and only if for each i ∈ {1, 2, . . . , m} and each x ∈ C \ {c 1 , c 2 , . . . , c i−1 }, the inequality (30) holds.
For any i ∈ {1, 2, . . . , m} and x ∈ C \{c 1 , c 2 , . . . , c i−1 }, we have the following chain of logical equivalences:
(the inequality (3) holds) ⇐⇒ (PER {c 1 , c 2 Now, forget that we fixed i. We thus have proven (36) for each i ∈ I. Summing the equalities (36) over all i ∈ I, we obtain i∈I (f (a i ) − f 0 ) = i∈I j∈{1,2,...,m}; ai=pj = j∈{1,2,...,m} i∈I; ai=pj 
Now, fix k ∈ {1, 2, . . . , m}. Recall that P ′ = {p 1 < p 2 < · · · < p m }. Hence, the elements of P ′ that are p k are precisely p k , p k+1 , . . . , p m . In other words,
For each i ∈ I, we have the following chain of logical equivalences:
(a i p k ) ⇐⇒ (a i ∈ {x ∈ P ′ | x p k }) (since a i ∈ P ′ holds always)
⇐⇒ (a i ∈ {p k , p k+1 , . . . , p m }) (by (38)) ⇐⇒ (a i = p j for some j ∈ {k, k + 1, . . . , m}) .
Forget that we fixed k. We thus have proven the equivalence (39) for all k ∈ {1, 2, . . . , m} and i ∈ I.
We know that p k < p k+1 < · · · < p m ; thus, the elements p k , p k+1 , . . . , p m are distinct. Hence, for any given i ∈ I, there is at most one j ∈ {k, k + 1, . . . , m} satisfying a i = p j . In other words, the sets {i ∈ I | a i = p j } for j ∈ {k, k + 1, . . . , m} are disjoint. Hence, the size of their union equals the sum of their sizes; i.e., we have 
Also, for each e ∈ {1, 2, . . . , i − 1}, we have e = x (since x ∈ E \{1, 2, . . . , i − 1}) and thus d (e, x) = p −vp(e−x) (by the definition of d), so that the definition of f yields In other words, (47) is proven. This completes the proof of Example 3.4.
