Abstract-Well-operating resource-management algorithms are crucial in wireless networks for ensuring the quality of service and, perhaps more importantly, for securing stability when operating at high load. These algorithms benefit from accurate feedback of the current network load. In the uplink of a code-divisionmultiple-access cellular network, the load is strongly related to the uplink noise rise, i.e., the ratio between total received power and background-noise power. This paper is primarily concerned with characterizing and approximating the uplink load. Two different load definitions are made. These relate to the received and transmitted carrier powers, respectively. Bounds that can be established in practice, e.g., before a resource decision is made, are used to develop a procedure for approximating the uplink load in practice. Furthermore, a stochastic approach to link budgets is used to establish the uplink load's role in the tradeoff between coverage and individual user satisfaction. Simulations indicate that the average error of the proposed load approximations is small for all load levels expected to appear in practice.
I. INTRODUCTION
A FUNDAMENTAL behavior of all code-divisionmultiple-access (CDMA) cellular systems is the relation between throughput, coverage, and quality. For example, operating at a higher received uplink power level will increase the throughput at the expense of a decreased coverage or service quality, due to higher requirements on transmission powers. Stretching this even further, operating at a high uplink interference-power level means that the stability of the system may be jeopardized if an incorrect resource-management decision is made.
As it turns out, it is not the received interference-power level but the ratio between received interference power and background-noise power that is interesting for the stability of the system. The increase in uplink transmission powers, e.g., due to a new user, is in fact related to this ratio. The ratio is called uplink noise rise Λ and is related to the uplink noise-rise relative load L nr according to the uplink pole equation [1] , [2] 
The relation can be seen as an implicit definition of the uplink noise-rise relative load. In theory, the uplink pole capacity of a system is the uplink capacity, in whatever measure used, corresponding to a noise-rise relative load of one. Another theoretical upper bound on the system's performance is set by a requirement on uplink feasibility [3] , which relates to the existence of uplink transmission-power levels to support the users' quality-of-service requirements. Uplink load related to feasibility is used for admission control in [4] and [5] . Radio resource management is a delicate task. The system's resources should be utilized as good as possible while not stepping over the line and making a resource allocation that yields an infeasible power-control problem. In order to meet these demands, it is crucial for all resource-management algorithms to have accurate knowledge of the uplink load. This means both filtering, i.e., providing information on the current load, and prediction, as in being able to predict the resulting load before a resource-management decision is made. Common for all load approximations introduced in this contribution is that they can be used for both filtering and prediction.
There are numerous ways of approximating the uplink noiserise relative load discussed in the literature. If the uplink received interference power is measured, the uplink load may be calculated using the relation in (1) . Measurements of the uplink interference power together with predictions of the additional received power a new user causes are used in [6] . Another way of approximating the load is to assume that the interference from other cells, the intercell interference, is a fraction f of the interference power caused by the users connected to the own cell, which is straightforward to approximate. This is a widely used method (see, e.g., [6] - [10] or [11] ). An alternative load-approximation strategy is to simply count the number of users in the cell and relate that number to an assumed maximum number of users. This idea is compared with using an interference-power-based load measure in [12] and [13] . There, it is concluded that an interference-power-based call admission control is easier to tune, compared to using a load measure purely based on the number of users in the cell, since the former is roughly independent of the radio propagation environment.
Due to finite transmission powers in a practical system, the maximum uplink capacity of a system is not the pole capacity. It is interesting to establish what the maximum load of a practical system is and how the performance degrades as the load increases.
A tool for establishing an approximative relation between noise rise, coverage, and grade of service (GoS, the fraction of satisfied users in the network) is link budgets. This relation gives an approximative upper bound on the uplink noise rise that a practical system can successfully operate under. The maximum noise rise can be converted into a maximum load using the uplink pole equation (1) . Traditional link budgets [14] - [18] use average values of load levels and contributing quantities to 0018 -9545/$20.00 © 2006 IEEE approximate the worst case power loss that supports a specific service quality.
The notation used in this contribution is introduced together with the system model in Section II. Section III is devoted to characterizing the uplink load. The uplink feasibility relative load is introduced to address the feasibility of uplink power control. The feasibility relative load is compared and related to uplink noise-rise relative load. Noise rise is difficult to measure in practice, due to the problems of estimating the backgroundnoise power. Section IV presents a number of methods to approximate the uplink noise-rise relative load, only using measurements that are readily available.
The major contribution of this paper is found in Section V, where bounds on the uplink relative load are established and the convergence of iterative load approximations is investigated. The bounds are also interpreted as necessary and sufficient conditions for system stability. This results in an algorithm for uplink-load approximation in a static case.
The relations are derived under a rather idealistic and static scenario. Section VI addresses the impact of using realistic measurements, and provides a compensation scheme to handle the deviations. The approximation accuracy is evaluated in simulations.
Link budgets are addressed with probability density functions for user distributions and noise-rise levels in Section VII. These are used to relate GoS to a corresponding maximum average noise-rise relative-load level. The link budgets apply to systems with relatively large cells, where the performance is limited by the users' transmission-power limitations. In a scenario with small cells, it is no longer the users' limited transmission powers that define the maximum system performance. Instead, the maximum load should be related to the uplink feasibility requirement. Section VII is concluded with a discussion on how the uplink load is limited in different scenarios.
Finally, some conclusions are provided in Section VIII.
II. SYSTEM MODEL
Consider a scenario with B base stations (cells) and M users. The uplink interference power I tot j received in base station j is modeled as a sum of the base-station individual backgroundnoise power N j and contributions from all users in the entire system
Here, g ,j is the power gain from user to base station j and p is user 's transmission power. The service quality user experiences is related to the received carrier-to-totalinterference ratio (CTIR) β . Power control repeatedly adjusts each user's transmission power such that the perceived CTIR is larger than or equal to a service-specific β tgt for user
where β tgt is the target CTIR required by the service allocated to user , and K is the base station by which user is power controlled.
The following notation is introduced for simplicity:
The connections between users and base stations can be conveniently gathered in a matrix
1 if user is power controlled by base station j 0 otherwise . Note that K , which, in general, is a set containing several base stations, can be depicted as K = { : a ,j = 1}. Furthermore
is the set of users' power controlled by base station j. Let us also introduce a notation for a general system. A system with power-gain matrix G, background-noise-power vector N , in which the users are assigned target CTIR according to the matrix B tgt , and connected to the system according to the matrix A is denoted (B tgt , G, A, N ). A system may exhibit one or several of the following properties.
Definition 1 (Noise-Flat System): A noise-flat system is a system in which the background-noise power N j is equal in all base stations.
Definition 2 (System Feasibility): A system (B tgt , G, A, N ) is feasible if there exist mobile individual finite positive transmission powers such that
Otherwise, the system is infeasible. System feasibility is a necessary condition for system stability when distributed power control is used [19] - [22] . Note that system infeasibility implies an infinite received interference power in at least one cell. This, in turn, implies that the uplink noise-rise relative load equals one in at least one cell. The other way around, the system is feasible if the maximum uplink noise-rise relative load is less than one also applies.
Adopt a terminology stating that a user with links to a number of base stations is said to be connected to those base stations. To quantify the number of base stations mobiles in a network are connected to and power controlled by, strict connectivity and connectivity are introduced.
Definition 3 (Strict Connectivity):
A system is said to have strict connectivity k if at least one mobile is connected to k base stations.
Definition 4 (Connectivity):
A system is said to have connectivity k if at least one mobile is power controlled by k base stations.
Consider a system with just one user who is in soft handover between two cells, but the power gain to one of the base stations is much higher than that to the other one. Given that the interference power is approximately equal in the two cells, the user is connected to both base stations but power controlled by just one of them. The system then has strict connectivity two but connectivity one. On the other hand, when in softer handover, the user is power controlled by both base stations and the connectivity is then also two.
A system with connectivity one is easier to analyze theoretically. For a system with connectivity one, all mobiles essentially communicate with one base station, which means that K effectively contains only one base station.
Solving for the transmission power in (3) yields
Inserting this inequality into (2) gives
is the relative power gain between user and base station j. The above sum over users can be split into two
Definition 5 (System Matrix): The element on row k and column j of the system matrix L ∈ R B×B is
Using the system matrix, a matrix expression for the inequality in (6) for all j = 1, 2, . . . , B is
where element j in the vector N is the background noise in base station j. The above inequality, as well as all inequalities between vectors in this contribution, should be interpreted component wise. By introducing the matrix Z = [z ,j ] ∈ R M ×B , the system matrix can be expressed as
III. UPLINK LOAD
Two different ways of defining the uplink load will be presented in this section. First is noise-rise relative load, which was discussed in the introduction, directly relating uplink load and uplink noise rise. An alternative view on the uplink load is related to the uplink noise rise as well as to the existence of finite transmission powers to meet the quality-of-service requirements in terms of CTIR. This leads to the definition of feasibility relative load.
A. Noise-Rise Relative Load
The pole equation (1) implies the following definition. Definition 6 (Uplink Noise-Rise Relative Load): The uplink noise-rise relative load of a CDMA cellular system is defined as
The pole equation clearly shows that L nr = 0 implies I tot = N , i.e., an empty network with only background noise. As L nr approaches one, the network is operated close to the network's theoretical capacity, the pole capacity, and the interference power goes to infinity (see Fig. 1 ).
Example 1 (Noise-Rise Relative Load, Single Cell): Consider a single-cell scenario. The total received interference power in the only base station, base station j, is modeled as
The received carrier power p g ,j is related to the experienced CTIR according to
Combining (9) and (10) yields
This equation has the same form as (1) and therefore, according to Definition 6
in a single-cell system. Apparently, the uplink noise-rise relative load in a single-cell scenario is the sum of all users' CTIR. This is similar to what the algorithms counting the number of users essentially do [12] .
B. Feasibility Relative Load
While the uplink noise-rise relative load is related to the amount of received interference power, the feasibility relative load, which is introduced here, relates to the users' transmission powers. As the feasibility relative load is more of theoretical interest, the users' transmission powers are here assumed unlimited. The feasibility relative load will in fact be related to whether there exist user transmission powers such that the service-quality requirements of all users are met. First, however, some theory to motivate the alternative definition is provided.
Note that, due to physical reasons, the system matrix is obviously a strictly positive matrix, i.e., all its elements are strictly positive. The following is a slightly reformulated version of [19, Th. 1] , which is rearranged to suit the uplink.
Theorem 1 (Maximum CTIR): There exists a maximum achievable CTIR in the noiseless case (N j = 0∀j)
Furthermore, the maximum is given by
where λ * is the largest eigenvalue of A T Z. Proof: According to (5) , all users' transmission powers are positive if all received interference powers are positive. It can be shown that the minimum transmission-power solution to (7) is obtained as the solution when equality holds [19] . The maximum achievable CTIR β * 0 is thus obtained as the minimum transmission-power solution to (7)
Clearly, 1/β * 0 will be an eigenvalue of A T Z. According to theory for positive matrices, the smallest real eigenvalue that gives a positive real solution I tot is the largest eigenvalue λ * of A T Z. Since a larger β * 0 corresponds to a smaller eigenvalue,
The maximum CTIR found in Theorem 1 is also an upper bound on CTIR in the presence of background noise.
Note that feasibility is not related to the background-noise power. In a single-service scenario, it is straightforward to determine whether a system is feasible or not; the system is feasible if β 0 < β * 0 . However, in a multiple-service scenario, requiring all users' β tgt < β * 0 would be too conservative. Inspired by the studies in [20] and [22] , an alternative definition of uplink load related to the distance to infeasibility, which is called the feasibility margin, is introduced.
Definition 7 (Feasibility Margin):
The uplink feasibility margin Γ m of a cellular system (B tgt , G, A, N ) is defined as
Clearly, Γ m > 1 corresponds to a feasible system. The alternative load measure can now be defined in terms of the feasibility margin.
The following theorem can be used to determine the feasibility relative load of a system with connectivity one.
Theorem 2 (Uplink Feasibility Relative Load):
In a system (B tgt , G, A, N ) with connectivity one, the feasibility uplink relative load is
Proof: See the Appendix A-D. Two different definitions of the uplink relative load has been introduced in this section, the uplink noise-rise relative load and the uplink feasibility relative load. The uplink noise-rise relative load is applicable per base station, while the feasibility relative load is concerned with the entire system as a whole. Moreover, the feasibility relative load tells us whether or not there are finite transmission powers to support the users' target CTIR assignments while the noise-rise relative load is related to what the actual transmission powers are. The feasibility relative load is thus more of a theoretical load while the noise-rise relative load has a clear practical purpose since it applies also even in the presence of limited user transmission powers.
Despite the obvious importance of limiting the feasibility relative load to below one, there are few, if any, studies on how to use the feasibility relative load in practice. On the other hand, the literature contains extensive information on how to approximate and use the uplink noise-rise relative load in practice. Section IV is devoted to approximating the uplink noise-rise relative load.
IV. APPROXIMATING UPLINK NOISE-RISE RELATIVE LOAD
This section derives uplink noise-rise relative-load approximations. This is straightforward in a single-cell scenario, as seen in Example 1
In a multicell scenario, on the other hand, it is more complicated, which has led to numerous ways of approximating the uplink noise-rise relative load in the literature. The different approximations can be divided into centralized and decentralized approximations. The strength of the centralized approximations comes from the access to information gathered in a larger area. The decentralized approximations, on the other hand, can use more detailed information such as the users' actual received CTIR. Thus, neither of them can be ruled out in advance.
A. Decentralized Approximations
Assume that a base station can estimate the CTIR of connected users. In a system with connectivity one, the intracell load, i.e., the load caused by users connected to their own base station, can then be approximated by summarizing the connected users' estimated CTIR. A widely used assumption in order to approximate the intercell load, i.e., the load caused by users connected to other base stations, is that the intercell interference is a fraction f of the intracell interference
The assumption also implies that the total noise-rise relative load in base station j of a system with connectivity one can be approximated as 1 + f times the intracell load
An advantage with this approximation is that it requires only information locally available in the base stations. The approximation suffers, on the other hand, from a bias error. The error depends on the choice of f . If the uplink resource-management algorithms use this technique, the scaling factor f can be seen as a tuning parameter; a too-low f will jeopardize system stability while a too-high value will result in poor utilization of available resources. The factor is usually chosen between 0.5 and 0.6 if uniformly distributed traffic is expected. This technique for approximating the load caused by other base stations is widely used throughout the literature. For example, the studies in [6] - [11] use it in relative-load expressions.
B. Centralized Approximations
If the ability to locally approximate the load can be sacrificed, information gathered in a wider area of the network can be used. For example, power-gain measurements made by users connected to other base stations and information about softhandover configurations can be utilized.
Example 2: Study a prospective user, user , power control by base station K . Due to power control, the user's transmission power p ideally satisfies
in a feasible system. The user's signal will be received in base station j with a power of
The received carrier power C ,j in base station j will be a part of the intercell interference. The magnitude of C ,j depends on where the user is located. If user is close to the cell border between base station j and base station K , the relative power gain z ,j will be almost one. In this case, C ,j is a larger contribution to the uplink load in base station j, compared to the case where user is close to its own base station. The example shows that it is important to observe the relative power gain. It is a measure of how close the user is to its own base station (base station number K ) compared to other base stations (in the example, represented by base station number j). It is therefore desirable to somehow incorporate this ratio, representing the propagation condition to the connected base station relative to other base stations, into an uplink-load approximation. The interference power in base station j is given by (2)
Due to fast power control, the transmission powers are not known by the system. Soft and softer handover [23] complicates things further. As a simplification, approximate the combination of soft and softer handover with just softer handover. Softer handover corresponds to using maximum ratio combining on the received signals. If the resource-control algorithms manage to maintain such a load that the power-control algorithms can be assumed to operate satisfactory, the actual experienced CTIR may be approximated with the user individual target CTIR β tgt , which is known in the central node. User 's experienced CTIR can thus be expressed as
Solve for the transmission power
Combining the transmission-power approximation in (14) and the interference-power expression in (13) results in nonlinear relations between the interference powers in the different base stations
In a system with connectivity one and perfect power control, the above expression holds with equality and not just approximately. Considering that there is one equation like this in every base station yields a system of nonlinear equations when studying the entire system. Below are two strategies to approximately solve the system of equations. 
Solving for Λ j yields
An approximation of the noise-rise relative load in base station j is found by comparing with (1)
The super index lin has been chosen to emphasize the linear relation between the users' target CTIR and the approximative uplink noise-rise relative load. Also, note the resemblance between L lin j and the expression found in (12) . 2) Assume that the background-noise power in all base stations are equal
i.e., assume that the system is noise flat. Dividing (15) with the common background-noise power results in
This defines a system of nonlinear equations in Λ j . The equations can be solved through fix-point iterations as in Algorithm 1, in which each base station's approximation is calculated N iter times before updating Λ iter (t). The algorithm is initialized with the approximative solution
After the N iter iterations, the result at time t is saved in the vector Λ iter (t).
The above expressions explicitly handle the load caused by users in other base stations, as opposed to modeling their load contribution as a fraction of the intercell load. As an alternative to L lin , a version that approximates the soft and softer handover setup with just soft handover is also defined. Soft handover corresponds to using selection combining in the receiver, and thus the signal with the maximum CTIR is used in the central node. The approximation L sel corresponding to L lin can then be derived from
which should be compared with (16) . Solving for Λ j yields
According to (1), the related noise-rise relative load can be approximated by
When deriving L lin j and L sel j as well as Algorithm 1 above, information about all users' power gains and target CTIR were assumed available. In practice, the limited availability of measurements reduces these expressions to sums over terms where information is available. The theoretical investigations below apply only if all measurements are available, or that missing measurements are equal to zero. Table I summarizes the derived load approximations. The decentralized approximation L local uses only information about the users' actual received CTIR, whereas the centralized approximations use target CTIR and information regarding where in the radio environment the users are located, i.e., the power gains to different base stations.
C. Comparison Between Centralized and Decentralized Approximations
The uplink load can be divided into two parts, the intracell and the intercell loads. Which one a given user is contributing to in a specific base station depends on whether the user is connected to the base station or not. Due to power control, the intracell load does not depend on the distance to the base station. The intercell load, on the other hand, depends on where users are standing in the radio environment. For example, a user with connectivity one located close to the cell boarder will cause considerable intercell load in the neighboring cell.
A decentralized load approximation is characterized by not using information from other cells. Therefore, decentralized load approximation cannot explicitly consider the intercell load. It can, however, approximate the intracell load more accurately based on detailed information on, e.g., the users' actual CTIR. The intercell load is, in these cases, often handled using an intercell-to-intracell-interference factor f representing the ratio between intercell and intracell loads. A system using the intercell-to-intracell-interference factor to estimate the intercell load cannot utilize the soft capacity of the system. This implies that such a system cannot utilize the additional capacity available in cells surrounding a cell with low load.
Thus, a crucial component for detecting the low load and then increasing the utilization in the surrounding cells is a central node, which informs the cells about the situation in the surrounding cells or approximate the load on its own. If the central node is provided with measurements of the users' power gain to the different base stations, a more accurate approximation of the long-term load can be done. Essentially, the intercell load can be approximated. Since a centralized approximation is unlikely to have information on the momentary power-gain values and the actual received CTIR values, it is not possible to approximate the load on as short a time scale as a decentralized load approximation can.
V. BOUNDS ON UPLINK LOAD
A number of sufficient or necessary conditions for system feasibility are provided in this section. The conditions are then interpreted as bounds on the load. Complete knowledge of all users' power gains as well as perfect power control are assumed throughout this section.
Theorem 3 (Bound on Uplink Feasibility Relative Load):
The feasibility relative load L f of a system with connectivity one is bounded below and above by
Proof: See Appendix B. The following sufficient stability condition is an interesting consequence of Theorem 3, especially from a resourcemanagement perspective.
Corollary 1 (Sufficient Condition for Stability):
A system with connectivity one is feasible if
Proof: This follows from Theorem 3 and the fact that a system is feasible if L f < 1.
Corollary 2 (Necessary Condition for Stability):
A necessary condition for stability is
Proof: This follows from the fact that a system is feasible only if L f < 1 and from Theorem 3. Theorem 4 (Convergence of Algorithm 1): Algorithm 1 will converge to the true noise rise if applied to a feasible noise-flat system with connectivity one.
Proof: See Appendix C. Before providing a summary of how the results of this section can be used in practice, similar results are given for a system with connectivity higher than one. The maximum noise-rise relative load can in fact be bounded by similar limits when soft handover is utilized. The following bounds on the uplink noiserise relative load in a noise-flat system with any connectivity should be compared to those given by Theorem 3.
Theorem 5: In a noise-flat system with perfect power control, the uplink noise-rise relative load is bounded by
Proof: The lower bound is obvious since it corresponds to neglecting the intercell interference. Regarding the upper bound, assume, without loss of generality, that base station 1 is the base station with the highest interference power. This is also the base station with the highest noise-rise relative load since the background-noise power is equal in all base stations. Consider the derivation of L
Using only selection combining justifies the first inequality above since this yields a possible underestimation of the system's ability to utilize the received signals. Because of the second inequality, solving for L sel 1 results in an overestimation of the true L nr 1 . Assuming perfect power control justifies using β tgt instead of the actual received CTIR β .
In the special case of a system with connectivity one,
lin can be used to bound the true uplink noise-rise relative load in a system with connectivity one. Furthermore, a maximum noise-rise relative load max j L nr j less than one corresponds to a finite received interference power. A finite received interference power is associated with finite transmission powers. Thus, a noise-rise relative load less than one when the power control has converged implies that the feasibility relative load is also less than one, i.e., the system is feasible.
Theorem 6 (Convergence of Fix-Point Iterations): When Algorithm 1 is initialized with a Λ iter (0) ≤ Λ and applied to a noise-flat feasible system, it converges to a fixed point bounded by the true noise rise.
Proof: See Appendix D.
A. Summary
The theorems in this section result in the following procedures for approximating the noise-rise relative load in a noiseflat system. 1) System with connectivity one. (17) is less than one. b) If so, approximate the noise rise using Algorithm 1, which is guaranteed to converge to the true noise-rise levels. c) Transform noise rise to noise-rise relative load. 2) System with connectivity higher than one. a) Check if max j L sel j in (19) is less than one. b) If so, approximate the noise rise using Algorithm 1, which is guaranteed to converge to a fix point bounded from above by the true noise rise. c) Transform uplink noise rise to uplink noise-rise relative load. Note that in the case of connectivity one, L sel j equals L lin j .
VI. APPROXIMATING UPLINK LOAD IN PRACTICE
The relations between uplink-load approximations and the definitions established in the previous section are derived under rather idealistic circumstances. The approximations rely on information about the power gain between mobiles and base stations. In practice, this information can be made available through regularly delivered power-gain measurement reports made by the mobiles. The measurements are made on signals in the downlink and used as observations of the uplink power gain. This is justified by assuming that the channel is reciprocal, i.e., equal in uplink and downlink, at least with respect to propagation loss and shadow fading. The power-gain measurement availability is further addressed in [24] .
This section studies the influence that incomplete knowledge about the power gains and the imperfect power control has on the approximation accuracy. This will be done through simulations in the second part of this section. The first part is focused on effects from multipath fading, which typically is averaged out in the measurements. This leads to an underestimation of the required uplink transmission power. This difference is referred to as TX increase. 
(b) Ratio between filtered measurements (solid) and filtered ratio F {g ,j /g ,K } (dashed). The average of the filtered ratio between momentary measurements (dashed) is higher than the ratio between the filtered measurements (solid).

A. TX Increase
Fast power control adjusts each user's transmission power to compensate for multipath fading dips in the power gain between mobile and connected base stations. The mobile uses a high power during deep fades. This may yield a considerable interference power increase to neighboring base stations since a dip to the connected base station does not always imply an as deep dip to the neighboring base stations. As an example, consider mobile , which is presumably power controlled by base station K , and study its interference contribution to base station j. Due to power control, each user's transmission power is approximately inversely proportional to the momentary power gain between the user and the controlling base station, i.e.,
The received signal p g ,j in base station j is proportional to the ratio between the momentarily power gains, i.e.,
Thus, the actual interference-power contribution from user i to base station j depends on the ratio of the momentarily power gains. The power-gain reports provided by the users, however, do not include multipath fading (the actual reported value is low-pass filtered; F {g ,j }). Essentially, F {g ,j }/F {g ,K } can be observed but not g ,j /g ,K . In Fig. 2(a) , the ratio of lowpass filtered versions of the power-gain measurements (solid) is plotted. Definitely, this will not detect the high peaks in the ratio of the momentarily power gains (dashed). Perhaps, momentarily sharp peaks are tolerable by base station j. A better model could therefore be to consider the lowpass filtered-load contribution, which is essentially proportional to F {g ,j /g ,K }. However, as indicated by Fig. 2(b) , the load contribution is still underestimated. Essentially, this is a consequence of Jensen's inequality [25] f
where f (x) is a convex function. The solid line in Fig. 2(b) thus represents the quantity used in the uplink-load approximations in Table I , while the dashed line represents the quantity that corresponds to user 's actual contribution to the average uplink noise rise in base station j. This additional contribution in intercell interference is referred to as TX increase, which is defined as follows.
Definition 9 (TX Increase):
The TX increase τ of a connection is defined as the ratio between expected transmission power with multipath fading and the expected transmission power without multipath fading.
Since the uplink-load expressions in Table I , unlike the fast power control, use power-gain reports from users, the approximations do not include the part of the uplink load caused by TX increase.
The studies in [26] and [27] provide expressions for the average transmission-power increase when utilizing the diversity gain of a rake receiver. A simulation study indicates that the expressions are reasonable even with imperfect power control, at least when the users are moving with low to moderate velocities. The amount of additional average interference power induced by TX increase is a function of how many multipathfading rays the receiver considers and the relative strength of these. 2) In the case where all N rays rays are of different strength, the expression is more complex. Let X k , k = 1, 2, . . . , N rays denote the strength of the individual rays. If each ray strength X k can be assumed exponentially distributed, the probability density function of the weighted sum of received signals
where π k is
The expected average TX increase can now be expressed as
Note that the above expression requires all the relative strengths a k to be unique. In a practical scenario, however, this is satisfied with probability one. These are approximative expressions because the perfect utilization of each received multipath ray was assumed during the derivation. The case where some, but not all, rays are equally strong is not handled herein. For practical applications, only the second case above is interesting.
B. TX-Increase Compensation
Given the above expressions and channels' normalized impulse responses, the approximations in Table I can be augmented with a TX-increase compensation. A mobile can only have a TX-increase factor to base stations it is not connected to. In practice, a τ is chosen per base station, perhaps by characterizing the radio environment in a system planning phase or continuously estimating the average over mobiles. Regarding the uplink-load approximations, a base-station-specific correction factorτ j should then be used for base station j. Algorithm 2 is an augmented version of Algorithm 1 applicable only to a system with connectivity one in which all a k are unique. The corresponding algorithm applicable to a system with connectivity higher than one requires more a detailed consideration of each mobile's set K . TX-increase compensation can also be applied to L lin by using the matrix T calculated in Algorithm 2
Algorithm 2
For each user For each base station j 
C. Simulations
A series of simulations exemplifies the load expressions and theorems stated in this paper. The simulation area consists of 21 base stations. The only service in the simulations is a 144-kb/s constant-bit-rate service with a target CTIR of −13.5 dB, even though the approximations inherently handle a multiservice scenario. In order to exemplify the majority of the theorems stated above, a system with connectivity one is considered. In a system with connectivity one, L lin j = L sel j ∀j. Two scenarios are studied in separate paragraphs, with uniformly and nonuniformly distributed user locations, respectively. 1) Uniformly Distributed Users: Fig. 3(a) illustrates the maximum noise-rise relative load and the feasibility relative load over time. Also shown in the figure are the upper and lower bounds on the feasibility relative load and the noise-rise relative load according to Theorems 3 and 5, respectively. In the upper bound case, knowledge about the channel's impulse response and Algorithm 2 are used. Fig. 3(a) clearly shows that the lower bound is valid, but the upper bound is sometimes violated even if Algorithm 2 is used. The upper bound in Theorem 5 applies only under a number of assumptions. These assumptions should be considered as approximations in practice. The proof of Theorem 5 utilizes the variation in uplink noise rise over different base stations. The uniformly distributed users causes approximately equal noise rise in all cells, which is why overestimation of the intercell load when approximating the load in the highest loaded base station is barely enough to overcome the underestimation due to imperfect power control. It is, however, clear that the upper bound is valid in almost all time instants even when considering uniformly distributed traffic as in this case. More interesting is that the upper bound according to Theorem 3 is indeed above the feasibility relative load at all times. Since the system is feasible, the iterations in Algorithm 1 will converge. A last observation in Fig. 3(a)   Fig. 4 . Performance of various load approximations for different noise-rise levels. The intercell-to-intracell-interference factor f is such that the average error for L local is minimized. is that the maximum noise-rise relative load (the dotted line) is always higher than the feasibility relative load. This is true in general for a system with connectivity one [28] . Fig. 4 illustrates the performance of Algorithms 1 and 2. The TXincrease compensation almost completely removes the average error at the expense of a slightly increased variance. The overall performance measured by the root mean square error (rmse) shows a significant improvement when using TX-increase compensation. Also shown in the figure are the performance of L lin and L lin,TX . In this scenario, where the approximation that the total received interference power is equal in all base stations is realistic, the difference between L lin and Algorithm 1 as well as between L lin,TX and Algorithm 2 is very small. 2) Nonuniformly Distributed Users: Fig. 3(b) shows an example of the true noise rise and Algorithm 2. Fig. 5 shows that the performance of L lin and L lin,TX , which both approximate the interference power in all base stations with the total interference power in one base station, is greatly affected by the nonuniformly distributed load, especially L lin,TX . The performance of Algorithm 1, on the other hand, is practically identical in Figs. 4 and 5 . Furthermore, the performance of Algorithm 2 outperforms the other approximations in terms of rmse also in the case of nonuniformly distributed users.
VII. LINK BUDGETS AND GOS
An inherent property of all CDMA cellular systems is the tradeoff between coverage and throughput. For example, a system operating at a high load level (i.e., at a high noiserise level) cannot provide high coverage. This is a result of the limited uplink transmission power. A tool for evaluating this tradeoff is link budgets. Traditionally, link budgets are used, e.g., to calculate a minimum power gain given constraints on received signal quality and maximum transmission power. The uplink noise rise is then represented by a constant, called the interference margin, which is usually chosen approximately 3-4 dB (or, equivalently, a target load of 50%-60%) [16] - [18] . Herein, the link budget is used to relate GoS to the average uplink noise rise given a propagation model and an approximative uplink noise-rise distribution.
First, the quantities used in the link budgets are introduced and related to each other. Then, while deriving the density functions, certain assumptions and environment parameters are discussed. Finally, the density functions are applied in a separate section where simulations will help to give an idea of the relation between noise-rise variance and average obtained in practice. The constants not substituted with density functions and the parameters of the density functions are chosen within intervals given in [16] .
A. Link-Budget Setup
The total power gain between user and base station can be modeled as consisting of propagation lossḡ p , shadow fadinḡ g sh , multipath fadingḡ mp , and antenna gain and cable lossḡ acl . In logarithmic scalē
The overhead bar indicates that the quantity is in decibels. The provided service corresponds to a CTIRβ, which may be expressed in logarithmic scale as
wherep is the mobile's uplink transmission power andĪ tot is the total received power. In logarithmic scale, the uplink total received power is modeled as
Combining (22)- (24) yields
The GoS will be defined per service type, which is characterized by a CTIR requirementβ 0 . Two different services will be studied,β 0 = −13 dB andβ 0 = −9.5 dB, which corresponds to 144 and 384 kb/s, respectively [16] . These two services are just examples of possible services.
Definition 10 (GoS):
The GoS is the probability thatβ max is larger than or equal toβ 0 .The maximum achievable CTIRβ max is obtained using maximum transmission powerp max . By using (26) , the GoS can be expressed as
B. Density Functions and Constants
Simulations show that it is reasonable to assume thatΛ ∈ N (m, σ) [29] . On the other hand, the study in [30] contains theoretical results showing that the interference power is no longer Gaussian in a single-cell system. Instead, the uplink noise-rise relative load can be assumed Gaussian. Thus, our results apply only in a multicell scenario. The shadow fadinḡ g sh can be modeled as N (0, σ sh ) [31] , [32] . As bothΛ and g sh are Gaussian distributed in a multicell scenario, so is the difference between the two. Introducē
The standard deviation of the shadow fading is chosen to be σ sh = 7 dB, in accordance with guidelines found in [16] . The propagation lossḡ p , will be considered as a random variable. Under an assumption of uniformly distributed users, the probability density function for the distance between the user and the base station r is
is the area of a circular cell with a minimum distance to the base station of r min and a maximum distance of R. According to the Okumura-Hata propagation model [31] , [32] , the propagation loss in logarithmic scale can be expressed as a function of the distance r between the mobile and the base stationḡ
whereC p and α are parameters of the Okumura-Hata propagation model. The probability density function for the propagation loss is the derivative of the cumulative distribution function This gives the probability density function forḡ p according to
log (10) . (30) In the link budgets, the multipath fading g mp is typically represented by a multipath-fading margin (sometimes referred to as fast-fading margin). The margin is chosen such that the uplink power control has enough room to maintain an acceptable CTIR despite time-varying channel and uplink noise rise. The multipath-fading margin is herein set to −4 dB. The antenna gain and cable loss combination is chosen to beḡ acl = 18−2 dB. The user's maximum transmission powerp max is considered fixed equal to 26 dBm (including 2 dB in mobile antenna gain). Table II summarizes the parameter values and distributions used in the link budgets.
C. Simulations
The probability density function given in (30) together with the Gaussian probability density function for X in (28) yields the GoS in (27) for different m and σ according to
where
forḡ is given by (29) and the choice of r min and R, respectively. Fig. 6 shows the relation between m and σ according to the relation given by (31) for two different user types and three different levels of GoS. The data represented by the dashed lines are taken from a simulation of nine cells where the only services provided were 384-or 144-kb/s services with full channel utilization. Even though the data are from two single-service scenarios, the noise-rise behavior is approximately the same as in a multiservice scenario. The simulation results are thus applicable to a multiservice scenario. The variations in noise rise are a result of imperfect power control due to, among other things, measurement errors, transmission-power-control errors, intercell-interference variations, and user movement. Since the lines in both plots are rather steep, the standard deviation does not have a considerable impact on the capacity and coverage. A major reason for the independence between GoS and noise-rise variance is that the shadow-fading variance is considerably larger than the noiserise variance, thus σ 2 s + σ 2 ≈ σ s . As can also be seen in Fig. 6 , the standard deviation during simulations is quite small and also seems to be fairly service independent. From Fig. 6 , one can conclude that in order to provide satisfactory service to 95% of the users in a network providing only a 384-kb/s service withβ 0 = −9.5 dB, the average noise rise should not be much more than 3 dB. For a 144-kb/s service withβ 0 = −13 dB, the network is able to handle an average noise rise of almost 7 dB.
The above link budgets handle a scenario with fairly large cells. In a scenario with small cells, the system performance may very well instead be limited by a feasibility requirement. That is, it is likely that the system performance is not constrained by the users' limited transmission powers but a maximum feasibility-relative-load requirement. Fig. 7 shows the relation between maximum noise-rise relative load and cell radius for two different services. The data for this figure are obtained through the same link budgets as was previously used. Fig. 7 shows that the maximum noise-rise relative-load level rapidly decreases with increasing cell radius when the cell radius is greater than 1000 m. The shaded areas in the figure corresponds to situations where the feasibility-relative-load requirement is likely to set the performance limitations. These areas are for small cell radii where high noise-rise relative-load levels can be handled despite limited transmission powers. The maximum load that the load-controlling algorithms should aim at depends on the chosen quality-of-service policy as well as the system deployment. Fig. 6 gives a few examples of the relation between GoS and maximum noise-rise relative load for a fixed cell radius, i.e., for a specific cell deployment. The tradeoff can be changed by choosing a different system deployment. An operator aiming at a specific GoS would perhaps be more interested in Fig. 7 as it shows what the maximum noise-rise relative load must be for different choices of cell radius. The figure indicates that the users are not likely to have problems with the limited transmission powers, but instead a feasibilityrelative-load requirement will set the system-performance limitations in a densely deployed system. The large correlation between cells, e.g., through intercell interference, when using small cells can be decreased by tilting down the antennas. This is especially useful in deployments with microcells embedded into macrocells [33] - [35] . How tilting the antennas affects the link budgets is beyond the scope of this paper. What is important to note is that the above discussion is insensitive to how the load is created, not only whether it is due to intra-or intercell interference but also, e.g., if it is one or many users causing the load.
VIII. CONCLUSION
Two different relative-load definitions were presented and compared in this paper. Even though the definitions are sprung from completely different arguments, it was shown through a number of approximations that they are strongly related. In a single-cell scenario, they are in fact equal.
Furthermore, the ability to approximate the uplink load for reasonable load levels was discussed and exemplified in simulations. It was shown that there are iterative approximations with good accuracy, which will converge if there exist finite transmission powers to support the allocated services. The different approximations can also be used to provide bounds on the true uplink relative load, bounds that can be used to guarantee system stability.
Simulations also showed that using the common assumption that the load caused by users in other base stations is proportional to the load caused by the users in their own base station leads to poor uplink-load approximations when the users are concentrated to a small part of the service area. A centralized approximation utilizing information gathered in several base stations, on the other hand, performs well regardless of the current load even when the users are concentrated to a small area.
Finally, a stochastic approach to link budgets laid the ground for a discussion on what the maximum load is in different scenarios. It is argued that in a densely deployed network, it is not the users' transmission-power limitations that define the system's performance limitations, but instead the performance on the size of the margin to an infeasible system.
APPENDIX A PROOF OF THEOREM 2
Proof: The feasibility relative load is the infimum µ such that ((1/µ)B, G, A, N ) is feasible. The system is feasible if there are finite positive transmission powers such that β tgt i ≤ β i . Also, since β i > 0 and g i,K i > 0
We are thus interested in finding the smallest real µ yielding a positive solution I tot > 0 to
Let us first consider a noiseless scenario, i.e., N = 0. The above inequality then reads
According to the Perron-Frobenius theory for positive matrices, the smallest real µ such that there is an I tot = I tot 0 > 0 that satisfies the inequality is the maximum eigenvalue to L T . Now, consider a scenario with target CTIR values β tgt i /(µ + ), > 0. The inequality is then strictly satisfied
where ∆ > 0. Therefore, it is always possible to choose a k > 0 such that
Now, combining (33) and (34) yields
With I tot = kI tot 0 ,
To conclude, the smallest µ + such that there is a positive solution I tot to (32) is the maximum eigenvalue of L T . The second equality in the theorem, that max eig(L T ) = max |eig(L T )|, is a result from theory for positive matrices. Finally, a general property for all matrices is that L T and L have the same eigenvalues.
APPENDIX B PROOF OF THEOREM 3
Theorem 3 is repeated here for convenience.
Theorem 3 (Bound on Uplink Feasibility Relative Load):
The two different inequalities will be proven in separate lemmas. In case of a single-cell scenario, the system matrix is a scalar
According to Theorem 2, L f therefore also equals the sum of users' target CTIR, yielding equality between noise-rise relative load and feasibility relative load in a single-cell scenario. Lemma 2: In a system with connectivity one
with equality in and only in a single-cell scenario.
Proof: The cases of single cell and multicell are studied separately. The equality requirement in case of a single-cell system has already been handled by the proof of Lemma 1. Strict inequality is required in the multicell case. The left-hand side of the expression in the lemma can be reformulated as max j L j,j . As L j,j is a principal minor of the system matrix in case of a multicell system, L j,j is strictly less than the maximum eigenvalue of the system matrix [37] . This proves the strict inequality in the multicell case and we have proven the claim in the lemma.
Proof (Theorem 3):
The theorem follows from Lemmas 1 and 2.
APPENDIX C PROOF OF THEOREM 4
Consider the update function in Algorithm 1 in the case of connectivity one
As we consider fixed-point iterations, we may drop the time index t for the target CTIR values β tgt i . Furthermore, the above expression for base station j can be written for all base stations in matrix form as
This linear recursion will converge, regardless of initialization point, if the eigenvalues of the system matrix are all inside the unit circle. Finally, as the system is assumed feasible
The convergence point is found by inserting a constant Λ, independent of the index n, into the above update formula.
This equation is the same as (7) in case of perfect power control (β i = β 
Lemma 3: When Algorithm 1 is initialized with a Λ iter (0) ≤ Λ and applied to a noise-flat feasible system, the iterations are bounded above by the finite true noise-rise vector Λ.
Proof (Lemma 3):
The theorem states that
Note that each f j (x), j = 1, 2 . . . , B, is a nondecreasing function in x. It is therefore sufficient to show that f (Λ) ≤ Λ. Introducep
