We present a detailed study of the scattering system given by the Neumann Laplacian on the discrete half-space perturbed by a periodic potential at the boundary. We derive asymptotic resolvent expansions at thresholds and eigenvalues, we prove the continuity of the scattering matrix, and we establish new formulas for the wave operators. Along the way, our analysis puts into evidence a surprising relation between some properties of the potential, like the parity of its period, and the behaviour of the integral kernel of the wave operators.
Introduction
For the last 20 years, Schrödinger operators with potentials supported on lower dimensional subspaces have been the subject of an intensive study motivated by both physical applications and mathematical interest, see for example [1, 2, 3, 5, 6, 7, 9] and references therein. These systems exhibit properties that are intermediate between the ones of standard scattering systems (with potentials decaying in all space directions) and the ones of bulk systems (with potentials having no specific space decay). A fundamental example of such property, appearing in discrete and in continuous settings, is the presence of surface states propagating along the lower dimensional subspace. Our goal is to present a detailed study of these surface states from a C * -algebraic point of view. In particular, we plan to establish an index-type theorem relating the surface states to the scattering part of system. Such a relation will represent a far-reaching generalisation of the topological Levinson's theorem (see [13, 14] for preliminary versions of these relations). However, before any C * -algebraic construction and prior to any index theorem, a lot of analysis is needed. This is the subject of this first part of a series of two papers.
The model that we consider is a simple and natural quantum system exhibiting surface states. It is given by a Laplace operator on a discrete half-space, subject to a periodic potential at the boundary. Despite its simplicity, this model requires a non-trivial analysis, and reveals some unexpected properties. The model has already been studied, for instance in [1, 2] , but our paper contains more precise scattering results, presented within an up-to-date framework.
Let us now give a more detailed description of our results. In this first paper, we present a thorough study of the spectral properties and stationary scattering theory for a Hamiltonian H consisting in a Neumann Laplacian H 0 on the discrete half-space Z×N perturbed at the boundary by a periodic potential V of period N ≥ 2. After applying a Bloch-Floquet transformation along the boundary to obtain simpler operators H θ and H θ 0 indexed by a quasi-momentum θ ∈ [0, 2π], we use a general approach for resolvent expansions [10, 15] to derive precise asymptotic expansions for the operators H θ . The expansions that we obtain are expressed in terms of projections S 0 , S 1 , S 2 in C N with decreasing range, with the most singular divergences of the expansions taking place in the ranges of the projections of higher indices (the greater the divergence, the smaller the subspace where it takes place, see Proposition 3.5). Our resolvent expansions are valid for any point λ in the spectrum of H θ . That is, when λ is a threshold of H θ (a point with a change of multiplicity in the spectrum of the operator H θ 0 ), when λ is an eigenvalue of H θ , and when λ is neither a threshold, nor an eigenvalue of H θ .
Then, using the resolvent expansions, we obtain for all quasi-momenta θ ∈ [0, 2π] and all indices j, j ∈ {1, . . . , N} explicit formulas for the channel scattering matrices S θ jj , where S θ jj is the restriction of the scattering operator S θ for the pair (H θ , H θ 0 ) to the j -th incoming channel Hilbert subspace and the j-th outcoming channel Hilbert subspace. Furthermore, we show that the functions λ → S θ jj (λ), which are a priori defined only outside thresholds and eigenvalues, extend to continuous functions on all of the spectrum of H θ 0 . More precisely, we show that the operators S θ jj (λ) admit a limit in norm when λ converges to a point which is a threshold or an eigenvalue of H θ (Theorems 4. 1 & 4.2) . In the case of thresholds, a channel can already be open at the energy λ (in which case we show the existence and the equality of the limits from the right and from the left), it can open at the energy λ (in which case we show the existence of the limit from the right), or it can close at the energy λ (in which case we show the existence of the limit from the left).
In the last section of the manuscript, we conduct for all quasi-momenta a detailed analysis of the integral kernel of the wave operators W θ ± for the pair (H θ , H θ 0 ). We start by putting into evidence two distinct terms in the expression of the wave operators, a main term and a remainder term. Using unitary transformations, we show that the main term is equal to the product of an explicit operator independent of the potential, and the operator S θ − 1. Namely, we show that
where K θ is the the remainder term and X and D are representations of the canonical position and momentum operators. Then, we analyse the remainder term K θ . In the generic case, that is, for all values of the parameters except when θ = 0, N ∈ 2N, (j, j ) = (N, N/2), or (j, j ) = (N/2, N), we are able to show that the remainder term is compact by using the resolvent expansions and some integral kernel analysis (Proposition 5.8). In the exceptional case, the behaviour of the integral kernel of the remainder term is more complex. One first has to conduct a more refined analysis of the projections S 0 , S 1 , S 2 of the resolvent expansions and of the projections P 0 N , P 0 N/2 on the N-th and N/2-th channel Hilbert subspaces. Using these additional results, we succeed once again to show that the remainder term is compact, except when the potential V has a very peculiar form: when all the even components of V or all the odd components of V are equal to zero (Remark 5.11 & Proposition 5.12) . In this very exceptional case, the remainder term is only bounded. We call this (pathological) subcase of the exceptional case the degenerate case, since it takes place when two vectors in C N defined in terms of V appearing in the analysis are collinear.
Summing up the previous results, we obtain a new representation formula for the wave operators W θ ± given not as the standard, complicated, integral operators but in terms of the functional calculus of simpler operators. Combining our formulas for all quasi-momenta, we also obtain a new representation formula for the full wave operators W ± for the initial pair of Hamiltonians (H, H 0 ). See Theorems 5.13 & 5.15 for a precise formulation of these results.
To conclude, we give some insight on the interest of formula (1.1). In recent years, similar formulas for the wave operators have been at the root of index theorems in scattering theory. This comes from the fact that wave operators are partial isometries relating, through the projection on their cokernels, the scattering theory of a system to its bound states. Now, in our situation, by taking the direct integral of the relation (1.1) one obtains that the wave operator W − is unitarily equivalent to the operator 2) and the states which belong to the cokernel of this operator are precisely the surface states. Therefore, the relation mentioned at the beginning of this introduction will be an index theorem based on formula (1.2). The necessary C * -algebraic framework will be introduced in our second paper, and the continuity of the scattering matrices and the existence of their limits at thresholds established here will play a crucial role for the choice of the C * -algebras. The θ-dependence of all the operators appearing in this paper will also be a key ingredient for the construction. More information on these issues, and the applications of the analytical results obtained here, will be presented in our second paper. 
where 2 even (Z) := ϕ ∈ 2 (Z) | ϕ is even and 2 odd (Z) := ϕ ∈ 2 (Z) | ϕ is odd , and define the unitary map U : 2 even (Z) → 2 (N) by
Then, the (bounded) adjacency operator ∆ Z in 2 (Z) given by
is reduced by the decomposition (2.1), and the operator ∆ N := U∆ Z U * in 2 (N) satisfies for φ ∈ 2 (N) and n ∈ N
By analogy with the continuous setting, we call ∆ N the discrete Neumann adjacency operator on N.
We can now introduce the Hamiltonians describing our discrete quantum model on the half-space Z×N. The free Hamiltonian H 0 and the full Hamiltonian H are the operators in H :
where V is the multiplication operator by a nonzero, periodic, real-valued function with support on Z × {0}. Namely, there exists a nonzero periodic function v :
with δ 0,n the Kronecker delta function.
Once again, by analogy with the continuous setting, we call H 0 the discrete Neumann adjacency operator on the half-space Z × N. Therefore, the Hamiltonian H consists in the discrete Neumann adjacency operator H 0 on the half-space Z×N perturbed by a periodic potential v supported at the boundary Z×{0}. Note that the multiplication operator V associated to the potential v is not a compact perturbation of H 0 .
Direct integral decompositions of H 0 and H
Since H 0 and H are periodic in the x-variable, it is natural to decompose them using a Bloch-Floquet transformation. So, set H fin := ψ ∈ H | supp(ψ) is finite and
with corresponding eigenvectors ξ θ j ∈ C N having components ξ θ j k := e i(θ+2πj)k/N , j, k ∈ {1, . . . , N}. Using the notation P θ j for the orthogonal projection associated to ξ θ j , we thus can write A θ as
(b) Since A 0 = A 2π , the matrices A 0 and A 2π have the same eigenvalues, that is, for each j ∈ {1, . . . , N} there exists j ∈ {1, . . . , N} (in general distinct from j) such that λ 0 j = λ 2π j . (c) The eigenvalues of A θ have multiplicity 1, except in the cases θ = 0, π, or 2π, when they can have multiplicity 2. Namely, one has:
Before moving on with the general theory, we give, as an example, the explicit formulas for A θ , λ θ j , ξ θ we obtain that
with H θ 0 := 2 cos(Ω) + A θ .
Let us now compute the image of the full Hamiltonian H through G. Since H = H 0 + V , one only needs to compute the image of V . A calculation which takes the periodicity of v into account gives
So, by conjugating by
Putting what precedes together, we obtain that
The main advantage of the above representation is that for each fixed θ the operator diag(v )P 0 is a finite rank perturbation of the operator H θ 0 . Indeed, if {e j } N j=1 denotes the canonical basis of C N , then one has for any g ∈ h
with the r.h.s. independent of the variable ω.
Spectral representation of the fibered Hamiltonians H θ 0
In this section, we exhibit a spectral representation of the fibered Hamiltonians H θ 0 which will be useful in the sequel. First, we define for θ ∈ [0, 2π] and j ∈ {1, . . . , N} the sets
with λ θ j the eigenvalues of A θ exhibited in Remark 2.1(a). Also, we define the fiber Hilbert spaces
and the corresponding direct integral Hilbert space
Then, we define the operator F θ : h → H θ by
One can verify that F θ is unitary, with adjoint (F θ ) * : H θ → h given by 
with X θ the (bounded) operator of multiplication by the variable in H θ . This implies that the operator F θ is a spectral transformation for H θ 0 in the sense that F θ H θ 0 (F θ ) * = X θ . In particular, one infers that H θ 0 has purely absolutely continuous spectrum equal to
2π , this implies that H 0 also has purely absolutely continuous spectrum, equal to
Analysis of the fibered Hamiltonians H θ
In this section, we establish spectral properties and derive resolvent expansions for the fibered Hamiltonians H θ . We start with the spectral analysis.
Spectral analysis of the fibered Hamiltonians H θ
Following a standard procedure, we decompose the matrix diag(v ) := (v (1), . . . , v (N)) as a product
where v := | diag(v )| 1/2 and u := sgn diag(v ) is the diagonal matrix with components
We also introduce the bounded operator G : h → C N defined by
with adjoint G * : C N → h given by
Then, by setting R θ 0 (z) :
or the equivalent form
These equations are rather standard and can be deduced from the usual resolvent equations, see for instance [18, Sec. 1.9] . Motivated by equation (3.2), we now analyse the operator (u + GR θ 0 (z)G * ) −1 which belongs to the set B(C N ) of N × N complex matrices for each z ∈ C \ R. In the lemma below, we start by proving the existence of the limit
for appropriate values of λ ∈ R. We also give an expression for the limit. For the proof, we set the convention that the square root √ z of a complex number z ∈ C \ [0, ∞) is chosen so that Im( √ z) > 0. We also define the unit circle S 1 := {z ∈ C | |z| = 1}, the unit disc D := {z ∈ C | |z| < 1}, the positive numbers
and the set T θ of thresholds for the operator H θ 0 :
In general, the set T θ contains 2N elements, but it may contain fewer elements if some eigenvalues of A θ have multiplicity 2 (see Remark 2.1(c)). The remaining notations have been introduced in Remark 2.1(a). 
Proof. For any λ ∈ R and z ∈ C \ R, we have 
Therefore, one gets from the residue theorem that
Now, take z = λ + i ε with ε > 0 small enough, and set α := λ − λ . Then, in the case α 2 > 4 we obtain that
which implies that a − ∈ D if α 2 > 4 and ε is small enough. Similarly, in the case α 2 < 4 we obtain that
which implies that a − ∈ D if α 2 < 4 and ε is small enough. Putting these formulas for a ± in (3.5), we get
Finally, the last equation and the formulas for H θ 0 , G, G * imply that
which proves the claim.
In the next lemma we provide a characterisation of the point spectrum of the operator H θ . The proof is similar to that of [16, Lemma 3.1] .
in which case the multiplicity of λ equals the dimension of K.
Proof. The proof consists in applying [18, Lemma 4.7.8] . Once the assumptions of this lemma are checked, it implies that the multiplicity of an eigenvalue λ ∈ σ p (H θ ) \ T θ equals the multiplicity of the eigenvalue 1 of the operator −GR θ 0 (λ + i 0)G * u. But since u 2 = 1, one deduces from Lemma 3.1 that
By separating the real and imaginary parts of the operator on the r.h.s. and by noting that the imaginary part consists in a sum of positive operators, one infers that (3.7) reduces to the inclusion u ξ ∈ K. And since u is unitary, this implies the assertions.
We are thus left with proving that the assumptions of [18, Lemma 4.7.8] hold in a neighbourhood of λ ∈ σ p (H θ )\T θ . First, we recall that H θ 0 has purely absolutely continuous spectrum and spectral multiplicity constant in a small neighbourhood of λ, as a consequence of the spectral representation of H θ 0 obtained in Section 2.3. So, what remains is to prove that the operators G and u G are strongly H θ 0 -smooth with some exponent α > 1/2 on any closed interval of R \ T θ (see [18, Def. 4.4.5] for the definition of strongly smooth operators). In our setting, one can check that the H θ 0 -smoothness with exponent α > 1/2 coincides with the Hölder continuity with exponent α > 1/2 of the functions
Since this can be verified directly, as well as when G * is replaced by G * u, all the assumptions of [18, Lemma 4.7.8] are satisfied.
We illustrate the results of Lemma 3.2 in the case N = 2, as we did in Example 2.2:
which is verified if and only if
Now, the l.h.s. is a continuous, strictly increasing function of λ ∈ − ∞, −2 cos(θ/2) − 2 with range equal to (0, ∞). So, there exists a unique solution to the equation (3.8). And since a similar argument holds for θ ∈ [π, 2π], we conclude that for each θ ∈ [0, 2π] the operator H θ has an eigenvalue of multiplicity 1 below its essential spectrum.
Example 3.4 (Case N = 2, continued). Still in the case N = 2, assume this time that v (2x) = a 2 and v (2x + 1) = b 2 for some a, b > 0, a = b, and all x ∈ Z. Then, one has for any θ ∈ [0, π] and λ > 2 cos(θ/2)
, and the determinant of this matrix is zero if and only if
In order to check when this equation has solutions, we set λ(µ) := 2 cos(θ/2) + 2 + µ with µ > 0 and
With these notations, the equation
On the other hand, the AM-GM inequality implies that
, then the function h θ is (i) strictly negative for µ small enough, (ii) strictly positive on some positive interval, and (iii) strictly negative for µ large enough. Since h θ is continuous, it follows that the equation h θ (µ) = 0 (and thus the equation (3.9)) has at least 2 distinct solutions for any θ ∈ [0, π]. Since a similar argument holds for θ ∈ [π, 2π], we conclude that for each θ ∈ [0, 2π] the operator H θ has at least 2 distinct eigenvalues above its essential spectrum.
Resolvent expansions for the fibered Hamiltonians H θ
We are now ready to derive resolvent expansions for the fibered Hamiltonians H θ using the inversion formulas and iterative scheme developed and used in [15, 16] . For that purpose, we set C + := {z ∈ C | Im(z) > 0} and consider points z = λ − κ 2 with λ ∈ R and κ belonging to the sets
The main result of this section reads as follows:
, and take κ ∈ O(ε) with ε > 0 small enough. Then, the operator u + GR θ 0 (λ − κ 2 )G * −1 belongs to B(C N ) and is continuous in the variable κ ∈ O(ε). Moreover, the continuous function 
is invertible in SH with bounded inverse, and in this case one has
Proof of Proposition 3.5. For each λ ∈ R, ε > 0 and κ ∈ O(ε), one has Im(λ − κ 2 ) > 0. Thus, the operator (u + GR θ 0 (λ − κ 2 )G * ) −1 belongs to B(C N ) and is continuous in κ ∈ O(ε) due to (3.2) . For the other claims, we distinguish the cases λ ∈ T θ and λ ∈ σ p (H θ ) \ T θ , starting with the case λ ∈ T θ . All the operators defined below depend on the choice of λ, but for simplicity we do not always write these dependencies.
(i) Assume that λ ∈ T θ and take κ ∈ O(ε) with ε > 0 small enough. Then, it follows by (3.5) that
Then, we have
(3.10)
With these notations, we obtain
Moreover, as shown in Lemma 3.1, the function
Now, due to (3.10), one has
and since I 0 (0) has a positive imaginary part one infers from [15, Cor. 2.8] that the orthogonal projection S 0 on ker I 0 (0) is equal to the Riesz projection of I 0 (0) associated with the value 0 ∈ σ I 0 (0) , and that the conditions (i)-(ii) of Proposition 3.6 hold. Applying this proposition to I 0 (κ) one infers that for κ ∈ O(ε) with ε > 0 small enough the operator I 1 (κ) : S 0 C N → S 0 C N defined by
is uniformly bounded as κ → 0. Furthermore,
It follows that for κ ∈ O(ε) with ε > 0 small enough, one has
with the first term vanishing as κ → 0. To describe the second term as κ → 0 we note that the relation
Also, we note that the equality
implies that (see also (3.6) )
and that M 2 (κ) B(C N ) is uniformly bounded as κ → 0. Now, we have
with the sum over j | λ > λ θ j + 2 vanishing if λ is a left threshold (i.e. λ = λ θ k − 2 for some k) and the sum over j | λ < λ θ j − 2 vanishing if λ is a right threshold (i.e. λ = λ θ k + 2 for some k). Thus, I 1 (0) = S 0 M 1 (0)S 0 has a positive imaginary part. Therefore, the result [15, Cor. 2.8] applies to the orthogonal projection S 1 on ker I 1 (0) , and Proposition 3.6 can be applied to I 1 (κ) as it was done for
This expression for I 1 (κ) −1 can now be inserted in (3.14) to get for κ ∈ O(ε) with ε > 0 small enough
with the first two terms bounded as κ → 0.
We now concentrate on the last term and check once more that the assumptions of Proposition 3.6 are satisfied. For this, we recall that
The inclusion M 3 (κ) ∈ O(1) follows from simple computations taking the expansion (3.16) into account.
As observed above, one has M 1 (0) = Y + i Z * Z, with Y, Z a hermitian matrices. Therefore,
and since I 0 (0) + S 0 = A + i B * B with A, B hermitian matrices (see (3.12)) we have
from which we infer that Im 
This expression for I 2 (κ) −1 can now be inserted in (3.17) to get for κ ∈ O(ε) with ε > 0 small enough
Fortunately, the iterative procedure stops here, as can be shown as in the proof of [16, Prop. 3.3] . In consequence, the function
Then, one infers from (3.16) that T 1 (κ) B(C N ) is uniformly bounded as κ → 0. Also, the assumptions of [15, Cor. 2.8] hold for the operator T 0 , and thus the orthogonal projection S on ker(T 0 ) is equal to the Riesz projection of T 0 associated with the value 0 ∈ σ(T 0 ). It thus follows from Proposition 3.6 that for κ ∈ O(ε) with ε > 0 small enough, the operator J 1 (κ) : SC N → SC N defined by
It follows that for κ ∈ O(ε) with ε > 0 small enough one has
The iterative procedure stops here, for the same reason as the one presented in the proof of [16, Prop. 3.3] once we observe that
Therefore, (3.21) implies that the function 
, then the projection S in point (ii) vanishes due to the definition of T 0 and (3.7). Therefore, for λ ∈ σ(H θ ) \ T θ ∪ σ p (H θ ) , the expansion (3.21) reduces to the equation We close this section with some auxiliary results that can be deduced from the expansions of Proposition 3.5. The notations are borrowed from the proof of Proposition 3.5 (with the only change that we extend by 0 operators defined originally on subspaces of C N to get operators defined on all of C N ). 
which imply the claim.
Proof. (a) follows from the fact that S 0 is the orthogonal projection on ker I 0 (0) and the fact that both Re I 0 (0) and Im I 0 (0) are sums of positive operators. Similarly, (b) follows from the fact that S 1 is the orthogonal projection on the kernel of I 1 (0) and the fact that Im I 1 (0) is a sum of positive operators. For (c), recall that S 2 is the orthogonal projection on the kernel of I 2 (0) and that Im I 2 (0) is positive. Thus,
With the notations of (3.19) this implies that the range of the operator (A−i B * B) −1 Re M 1 (0) S 2 belongs to both ker(A) (first equality) and ker(B) (second equality). However, since (A − i B * B) is invertible, the only element in ker(A) ∩ ker(B) is the vector 0. Therefore, we have
Finally, (d) follows from (c), since we know from the proof of Proposition 3.5 that Im M 1 (0) S 2 = 0.
Continuity of the scattering matrix
We establish in this section continuity properties of the channel scattering matrices for the pair (H θ , H θ 0 ) for each θ ∈ [0, 2π]. Our approach is similar to that of [16, Sec. 4] , with one major difference: Here, the scattering channels open at energies λ θ j − 2 and close at energies λ θ j + 2 for j ∈ {1, . . . , N}, while in [16] the scattering channels also open at specific energies but do no close before reaching infinity.
First, we note that the wave operators W θ ± := s-lim t→±∞ e itH θ e −itH θ 0 exist and are complete since the difference H θ − H θ 0 is a finite rank operator (see [12, Thm. X.4.4]). As a consequence, the scattering operator S θ := (W θ + ) * W θ − is a unitary operator in h commuting with H θ 0 , and thus S θ is decomposable in the spectral representation of H θ 0 , that is,
with S θ (λ) a unitary operator in H θ (λ). To give an explicit formula for S θ (λ) we recall from Lemma 3.1 and Proposition 3.5 that the operator
. We also define for j, j ∈ {1, . . . , N} the operator δ jj ∈ B P θ j C N ; P θ j C N by δ jj := 1 if j = j and δ jj := 0 otherwise. Then, a computation using stationary formulas as presented in [18, Sec. 2.8] shows that for λ ∈ I θ
Moreover, the explicit formula (3.4) implies the continuity of the map
Therefore, in order to completely establish the continuity of the channel scattering matrices S θ (λ) jj , what remains is to describe the behaviour of S θ (λ) jj as λ → λ ∈ T θ ∪ σ p (H θ ).
We will consider separately the behaviour of S θ (λ) jj at thresholds and at embedded eigenvalues, starting with the thresholds. For that purpose, we first note that for each λ ∈ T θ , a channel can already be opened at the energy λ (in which case one has to show the existence and the equality of the limits from the right and from the left), it can open at the energy λ (in which case one only has to show the existence of the limit from the right), or it can close at the energy λ (in which case one only has to show the existence of the limit from the left). Therefore, as in the previous section, we will fix λ ∈ T θ , and consider the matrix S θ (λ − κ 2 ) jj for suitable κ ∈ C with |κ| > 0 small enough.
Before establishing the continuity at thresholds, we define for each fixed λ ∈ T θ , κ ∈ O(ε) with ε > 0 small enough, and 2 ≥ ≥ m ≥ 0, the operators exists in B(C N ). In other cases, we use the notation F (κ) ∈ O as (κ n ), n ∈ N, for an operator F (κ) ∈ O(κ n ) such that lim κ→0 κ −n F (κ) exists in B(C N ). We also note that if κ ∈ (0, ε) or i κ ∈ (0, ε) with ε > 0, then κ ∈ O(ε) and −κ 2 ∈ (−ε 2 , ε 2 ) \ {0}.
Theorem 4.1. Let λ ∈ T θ , take κ ∈ (0, ε) or i κ ∈ (0, ε) with ε > 0 small enough, and let j, j ∈ {1, . . . , N}.
(a) If λ ∈ I θ j ∩ I θ j , then the limit lim κ→0 S θ (λ − κ 2 ) jj exists and is given by
(b) If λ ∈ I θ j ∩ I θ j and −κ 2 > 0, then the limit lim κ→0 S θ (λ − κ 2 ) jj exists and is given by
(c) If λ ∈ I θ j ∩ I θ j and −κ 2 < 0, then the limit lim κ→0 S θ (λ − κ 2 ) jj exists and is given by
Before the proof, we note that the r. 
The interest of this formulation is that the projections S (which lead to simplifications in the proof below) have been moved at the beginning or at the end of each term.
Proof. (a) Some lengthy, but direct, computations taking into account the expansion (4.2), the relation
and Lemma 3.9(b) lead to the equality
Moreover, Lemmas 3.9(a) & 3.9(d) imply that
and Lemma 3.9(d) and the expansion (3.16) imply that
Therefore, one has C 20 (0) = C 21 (0) = 0, and thus 
An application of Lemma 3.9(a)-(b) to the above equation gives
Finally, if one takes into account the expansion β θ j (λ − κ 2 ) −1 = β θ j (λ) −1 + O(κ 2 ) (see (4.3)) and the equality β θ j (λ − κ 2 ) −1 = |4κ 2 + κ 4 | −1/4 , one ends up with 
and thus that
due to (4.5).
(c) The proof is similar to that of (b) except for the last part. Indeed, we now have κ ∈ (0, ε) instead of i κ ∈ (0, ε). Thus (4.6) implies that
Finally, we establish the continuity of the scattering matrix at embedded eigenvalues not located at thresholds: Theorem 4.2. Let λ ∈ σ p (H θ ) \ T θ , take κ ∈ (0, ε) or i κ ∈ (0, ε) with ε > 0 small enough, and let j, j ∈ {1, . . . , N}. Then, if λ ∈ I θ j ∩ I θ j , the limit lim κ→0 S θ (λ − κ 2 ) jj exists and is given by
Proof. We know from (3.22 ) that
with S the orthogonal projection on the kernel of the operator
and an application of [15, Lemma 2.5] shows that P θ j v S = 0 = Sv P θ j for each j ∈ {1, . . . , N} such that λ ∈ I θ j . These relations, together with (4.5), imply the equality (4.7).
Structure of the wave operators
In this section, we establish new stationary formulas for both the wave operators W θ ± at fixed value θ ∈ [0, 2π] and the full wave operators for the initial pair of Hamiltonians (H, H 0 ). First, we recall from [18, Eq. 2.7.5] that W θ − satisfies for suitable f , g ∈ h the equation
We also recall from [18, Sec. 1.4] that, given δ ε H θ 0 − λ := π −1 ε (H θ 0 −λ) 2 +ε 2 with ε > 0 and λ ∈ R, the limit lim ε 0 δ ε H θ 0 − λ f , g h exists for a.e. λ ∈ R and verifies the relation
So, by taking (3.1) into account and using the fact that
In the following sections, we derive an expression for the operator W θ − −1 in the spectral representation of H θ 0 ; that is, for the operator F θ (W θ − − 1)(F θ ) * . For that purpose, we recall that G = vγ 0 , with γ 0 : h → C N given by
We also define the set
which is dense in H θ because T θ is countable and σ p (H θ ) is closed and of Lebesgue measure 0, as a consequence of Remark 3.7(b). Finally, we prove a small lemma useful for the following computations:
Proof. (a) follows from a simple computation taking (2.3) into account. For (b), it is sufficient to note that the map µ → β θ j (µ) −1 ζ j (µ) extends trivially to a continuous function on R with compact support in I θ j , and then to use the convergence of the Dirac delta sequence δ ε ( · − λ).
Taking the previous observations into account, we obtain for ζ, ξ ∈ D θ the equalities
In consequence, the expression for the operator F θ (W θ − − 1)(F θ ) * is given by two terms, (5.1) and (5.2), which we study separately in the next two sections.
Main term of the wave operators
We start this section with a key lemma which will allow us to rewrite the term (5.1) in a new, rescaled energy, representation. For that purpose, we first define for θ ∈ [0, 2π] and j ∈ {1, . . . , N} the unitary operator V θ j : L 2 (I θ j ) → L 2 (R) given by 
Finally, we write D for the self-adjoint realisation of the operator −i d ds in L 2 (R) and X for the operator of multiplication by the variable in L 2 (R). 
Proof. For any ξ ∈ C ∞ c (I θ j ) and λ ∈ I θ j , one has
with p.v. the symbol for the usual principal value. With some changes of variables, it follows that for
Now, one has the identity p.v.
Therefore, one obtains that
where in the last equality we have used the formulas for the Fourier transform of the functions s → csch(s/2) and s → sech(s/2) (see [11, Table 20 .1]). This concludes the proof of (5.3).
Remark 5.3. Since the functions appearing in Π(X, D) have limits at ±∞, the operator Π(X, D) can be rewritten as
See for example [17, Thm. 4 .1] and [4, Thm. C] for a justification of the compactness of the operator K. Note also that an operator similar to Π(X, D) already appeared in [8] in the context of potential scattering on the discrete half-line.
Now, define the unitary operator
and for any ε > 0, define the integral operator Θ θ ε on D θ ⊂ H θ by
Then, using the results that precede, one obtains a simpler expression for the term (5.1):
Proposition 5.4. For any ξ ∈ D θ and f ∈ V θ D θ , one has the equality
Proof. Using Lemma 5.1(b), Lemma 5.2, and (4.1), one obtains
Remark 5.3 and Proposition 5.4 imply that the operator defined by (5.1) extends continuously to the operator
Remainder term of the wave operators
We prove in this section that the operator defined by the remainder term (5.2) in the expression for (W θ − −1) extends to a compact operator under generic conditions. In the next section, we deal with the remaining exceptional cases. Our proof is based on two lemmas. The first lemma complements the continuity properties established in Section 4, and it is similar to Lemma 5.3 of [16] in the continuous setting:
Lemma 5.5. For any θ ∈ [0, 2π] and j, j ∈ {1, . . . , N} such that λ θ j = λ θ j , the function
extends to a continuous function on I θ j \ I θ j .
Before the proof, we note that there are two possibilities: either λ θ j < λ θ j , or λ θ j < λ θ j . If λ θ j < λ θ j , then I θ j \ I θ j = (λ θ j − 2, λ θ j − 2), and we say that we are in the generic case if λ θ j − 2 < λ θ j + 2 and in the exceptional case if λ θ j − 2 = λ θ j + 2. On the other hand, if λ θ j < λ θ j , then I θ j \ I θ j = (λ θ j + 2, λ θ j + 2), and we say that we are in the generic case if λ θ j − 2 < λ θ j + 2 and in the exceptional case if λ θ j − 2 = λ θ j + 2 (see (2.4) ). We present the proof only in the case λ θ j < λ θ j , since the other case is similar.
Proof. Since the function (5.6) is continuous on [λ θ j − 2, λ θ j − 2] \ T θ ∪ σ p (H θ ) , we only have to check that the function admits limits in
. However, in order to use the asymptotic expansions of Proposition 3.5, we consider values λ−κ 2 ∈ C with λ ∈ T θ ∪σ p (H θ ) and κ → 0 in a suitable domain in C of diameter ε > 0. Namely, we treat the three following possible cases: when λ = λ θ j − 2 and i κ ∈ (0, ε) (case 1), when λ = λ θ j − 2 and κ ∈ (0, ε) (case 2), and when λ ∈ (λ θ j − 2, λ θ j − 2) ∩ T θ ∪ σ p (H θ ) and κ ∈ (0, ε) or i κ ∈ (0, ε) (case 3). In each case, we can choose ε > 0 small enough so that {z ∈ C | |z − λ| < ε} ∩ T θ ∪ σ p (H θ ) = {λ} because T θ is discrete and σ p (H θ ) has no accumulation point (see Remark 3.7(b) ).
(i) First, assume that λ ∈ σ p (H θ ) \ T θ and let κ ∈ (0, ε) or i κ ∈ (0, ε) with ε > 0 small enough. Then, we know from (3.22 
with S, J 0 (κ) and J 1 (κ) as in point (ii) of the proof of Proposition 3.5. Furthermore, the definitions of S and J 0 (κ) imply that [S, J 0 (κ)] ∈ O as (κ 2 ), and Lemma 3.9(b) (applied with S instead of S 1 ) implies that Sv P θ j = 0. Therefore,
we thus infer that the function (5.6) (with λ replaced by λ − κ 2 ) admits a limit in B(C N ) as κ → 0.
(ii) Now, assume that λ ∈ [λ θ j − 2, λ θ j − 2] ∩ T θ , and consider the three above cases simultaneously. For this, we recall that i κ ∈ (0, ε) in case 1, κ ∈ (0, ε) in case 2, and κ ∈ (0, ε) or i κ ∈ (0, ε) in case 3. Also, we note that the factor β θ j (λ − κ 2 ) −2 does not play any role in cases 1 and 3, but gives a singularity of order |κ| −1 in case 2.
In the expansion (4.2), the first term (the one with prefactor κ) admits a limit in B(C N ) as κ → 0, even in case 2.
For the second term (the one with no prefactor) only case 2 requires a special attention: in this case, the existence of the limit as κ → 0 follows from the inclusion C 00 (κ) ∈ O as (κ) and the equality P θ j vS 0 = 0, which holds by Lemma 3.9(a).
For the third term (the one with prefactor 1/κ), in case 1 it is sufficient to observe that C 00 (κ), C 10 (κ) ∈ O as (κ) and that S 1 v P θ j = 0 by Lemma 3.9(a), and in case 3 it is sufficient to observe that C 00 (κ), C 10 (κ) ∈ O as (κ) and that S 1 v P θ j = 0 by Lemma 3.9(b). On the other hand, for case 2, one must take into account the inclusions C 00 (κ), C 10 (κ) ∈ O as (κ), the equality P θ j v S 1 = 0 given by Lemma 3.9(a), and the equality S 1 v P θ j = 0 given by Lemma 3.9(b) in the generic case, or by Lemma 3.9(a) in the exceptional case. For the fourth term (the one with prefactor 1/κ 2 ), in cases 1 and 3, it is sufficient to recall that C 20 (κ) ∈ O as (κ 3 ), C 21 (κ) ∈ O as (κ 2 ), and that S 2 v P θ j = 0 = S 1 v P θ j . On the other hand, in case 2, one must take into account the inclusions C 20 (κ) ∈ O as (κ 3 ), C 21 (κ) ∈ O as (κ 2 ), the equality P θ j vS 2 = 0, and the equalities S 2 v P θ j = 0 = S 1 v P θ j obtained from Lemma 3.9(b) in the generic case, or from Lemma 3.9(a) in the exceptional case.
The second lemma deals with a factor in the remainder term (5.2) . For its proof and for later use, we recall that the dilation group {V t } t∈R given by V t f := e t/2 f (e t · ), f ∈ L 2 (0, ∞) , is a strongly continuous unitary group in L 2 (0, ∞) with self-adjoint generator denoted by A + . Lemma 5.6. Let θ ∈ [0, 2π] and j, j ∈ {1, . . . , N} be such that either λ θ j < λ θ j and λ θ j − 2 < λ θ j + 2, or λ θ j < λ θ j and λ θ j − 2 < λ θ j + 2. Then, the integral operator ϑ on C ∞ c (I θ j ) ⊂ L 2 (I θ j ) given by
extends continuously to a compact operator from L 2 (I θ j ) to L 2 (I θ j \ I θ j ). Proof. We only consider the case where λ θ j < λ θ j and λ θ j − 2 < λ θ j + 2, the other case being similar. Let α := λ θ j − λ θ j ∈ (0, 4) and define the two unitary operators
Then, a straightforward computation gives for f ∈ C ∞ c (0, 4) and x ∈ (0, α) the equality
We will prove the claim by showing that this integral operator on C ∞ c (0, 4) extends continuously to a compact operator from L 2 (0, 4) to L 2 (0, α) . For simplicity, we keep the notation ϑ for the operator
The kernel ϑ( · , · ) of ϑ can then be decomposed as
for each (x, y ) ∈ (0, α)×(0, 4). The last three terms belong to L 2 (0, α)×(0, 4) , and therefore correspond to Hilbert-Schmidt operators. For the first term, we set
and observe that lim 0 m(x) = 0. It follows that
with m ∈ C 0 (0, ∞) and (0, ∞) y → (4 − y ) −1/4 η ⊥ (y ) bounded. Now, for the central factor above, we have for any f ∈ C ∞ c (0, ∞) and x ∈ (0, ∞) the equalities Since ϕ coincides (up to a constant) with the inverse Fourier transform of the L 1 -function t → e −t/4 e t/2 + e −t/2 , we have the inclusion ϕ ∈ C 0 (R). Therefore, the operator on C ∞ c (0, 4) with kernel (5.7) extends to the bounded operator from L 2 (0, 4) to L 2 (0, α) :
with X + the operator of multiplication by the variable in L 2 (0, ∞) and 1 (0,4) (resp. 1 (0,α) ) the inclusion of L 2 (0, 4) (resp. L 2 (0, α) ) into L 2 (0, ∞) . Finally, since m ∈ C 0 (0, ∞) and ϕ ∈ C 0 (R), the operator m(X + )ϕ(A + ) is compact in L 2 (0, ∞) (see for example [14, Sec. 4.4] ), and thus the operator (5.8) is compact from L 2 (0, 4) to L 2 (0, α) .
Remark 5.7. The proof of Lemma 5.6 does not work in the exceptional cases λ θ j < λ θ j , λ θ j − 2 = λ θ j + 2 and λ θ j < λ θ j , λ θ j − 2 = λ θ j + 2. Indeed, in the first case (and similarly in the second case) we have α = λ θ j − λ θ j = 4, and so the function m does not vanish at 0 but converges to √ 2. As a consequence, the operator (5.8) is not compact. The exceptional cases will be discussed in the next section. A direct inspection shows that the condition λ θ j − 2 = λ θ j + 2 is verified if and only if θ = 0, N ∈ 2N, and (j, j ) = (N, N/2) (it can also be verified for some N, j, and j when θ = 2π, but this gives nothing new since the cases θ = 0 and θ = 2π are equivalent, see Remark 2.1(b)).
Putting together the results of both lemmas leads to the compactness of the operator defined by the remainder term (5.2):
Proposition 5.8. If θ = 0 or N / ∈ 2N, then the operator defined by (5.2) extends continuously to a compact operator in H θ .
Proof. Let ξ, ζ ∈ D θ . Then, Lemma 5.1(b) implies that
Now, we know from Lemma 5.5 that the function
extends to a continuous function on I θ j \ I θ j . We denote by N θ j,j the corresponding bounded multiplication operator from
extends continuously to a compact operator from L 2 I θ j ; P θ j C N to L 2 I θ j \ I θ j ; P θ j C N . Therefore, we obtain that
Since the Hilbert spaces ⊕ N j=1 L 2 (I θ j ; P θ j C N ) and H θ are isomorphic, this implies that the operator defined by (5.2) extends continuously to a compact operator in H θ .
Exceptional case
In this section, we consider the exceptional cases λ θ j − 2 = λ θ j + 2 and λ θ j − 2 = λ θ j + 2, which take place for the values θ = 0, N ∈ 2N, (j, j ) = (N, N/2) (first case) and (j, j ) = (N/2, N) (second case). As mentioned in Remark 5.7, the proof of Lemma 5.6 does not work in these cases, and therefore one cannot infer that the remainder term (5.2) is compact. Further analysis is necessary, and this is precisely the content of this section.
First, we recall from Remark 2.1(a) that the eigenvalues λ 0 N/2 , λ 0 N ∈ R of A 0 are λ 0 N/2 = −2, λ 0 N = 2 and the eigenvectors ξ 0 N/2 , ξ 0 N ∈ C N of A 0 have components ξ 0 N/2 j = (−1) j and ξ 0 N ) j = 1, j ∈ {1, . . . , N}.
(5.10)
Also, we define L := span v ξ 0 N/2 , v ξ 0 N , and note that L is a subspace of C of (complex) dimension 1 or 2 because v = 0. We start by determining the range of the projections S 0 , S 1 , S 2 appearing in the asymptotic expansion (3.20) when λ = 0 : Lemma 5.9. Let θ = 0, N ∈ 2N, and λ = 0. Then, S 0 C N = L ⊥ and S 1 = S 2 = 0. 11) one infers that ξ ∈ ker I 0 (0) if and only if ξ⊥vξ 0 N and ξ⊥vξ 0 N/2 , which shows that S 0 C N = L ⊥ . (ii) One has ξ ∈ S 1 C N if and only if ξ ∈ S 0 C N and ξ ∈ ker S 0 M 1 (0)S 0 . But, since λ 0 j − 2 = 0 ⇔ j = N and λ 0 j + 2 = 0 ⇔ j = N/2, we have
Therefore, ξ ∈ S 1 C N if and only if ξ ∈ S 0 C N , ξ ∈ ker(S 0 uS 0 ), and ξ ∈ ker(S 0 v P 0 j vS 0 ) for all j = N/2, N. Due to point (i), these conditions hold if and only if ξ ∈ L ⊥ , uξ ∈ L, and vξ = c 1 ξ 0 N/2 + c 2 ξ 0 N for some c 1 , c 2 ∈ C. But, since the first and third conditions are equivalent to vξ = 0, these three conditions reduce to ξ ∈ uL and vξ = 0. Finally, a direct inspection taking into account the formulas (5.10) shows that this can be satisfied only if ξ = 0. Thus S 1 = 0, and so S 2 = 0 too. Now, consider the function studied in Lemma 5.5 for the values θ = 0, N ∈ 2N, (j, j ) = (N, N/2), when λ 0. Using the notation λ = 0 − κ 2 with κ > 0 and the equalities P 0 N vS 0 = 0 = S 0 vP 0 N/2 and S 1 = S 2 = 0 from Lemma 3.9(a) and Lemma 5.9, we infer from (4.2) that
Using then the expansions
Similarly, for the values θ = 0, N ∈ 2N, (j, j ) = (N/2, N), when λ 0, using the notation λ = 0 − κ 2 with i κ > 0 and arguments as above, we infer from (4.2) that So, we obtain that
which is equivalent to I 0 (0)| L −1 = 2B * 1 0 0 −i B. Using this equality, we can then show that all the matrix coefficients of P 0 N vI 0 (0) −1 v P 0 N/2 are zero. Namely, for any j, j ∈ {1, . . . , N} we have
(ii)⇒(i) Suppose now that vξ 0 N and vξ 0 N/2 are linearly dependent. Then there exists α ∈ C * such that vξ 0 N/2 = αvξ 0 N , and 2 I 0 (0) = v P 0 N v + i v P 0 N/2 v = 1 + i |α| 2 v P 0 N v. Defining ξ 0 N ξ 0 N/2 ξ := ξ 0 N/2 , ξ C N ξ 0 N for any ξ ∈ C N , we thus obtain that
(i)⇔(iii) This equivalence can be shown as the equivalence (i)⇔(ii).
Remark 5.11. In general, the vectors vξ 0 N and vξ 0 N/2 are linearly independent. Indeed, an inspection using (5.10) shows that vξ 0 N and vξ 0 N/2 are linearly dependent only if the matrix v is of the special form
Accordingly, we shall call degenerate case the case where θ = 0, N ∈ 2N, and vξ 0 N and vξ 0 N/2 are linearly dependent.
Using Lemma 5.10 and results of the previous section we can prove the compactness of the operator defined by the remainder term (5.2) when the vectors vξ 0 N and vξ 0 N/2 are linearly independent:
Proposition 5.12. If θ = 0, N ∈ 2N, and the vectors vξ 0 N and vξ 0 N/2 are linearly independent, then the operator defined by (5.2) extends continuously to a compact operator in H θ .
Proof. We know from the proof of Proposition 5.8 that (5.2) can be rewritten as k θ ξ, ζ ⊕ N j=1 L 2 (I θ j ;P θ j C N ) , ξ, ζ ∈ D θ , with k θ : H θ → ⊕ N j=1 L 2 (I θ j ; P θ j C N ) given by k θ ξ j := π −1 N j =1 ϑ θ j,j * N θ j,j 1 θ j,j * ξ j .
Furthermore, we know that each operator ϑ θ j,j * N θ j,j 1 θ j,j * is compact except for the values θ = 0, N ∈ 2N, (j, j ) = (N, N/2) (first case) or (j, j ) = (N/2, N) (second case). So, it is sufficient to prove that the operators ϑ 0 N,N/2 * N 0 N,N/2 1 0 N,N/2 * and ϑ 0 N/2,N * N 0 N/2,N 1 0 N/2,N * are also compact. We give the proof only for the first operator, since the second operator is similar. Using the notations of the proof of Lemma 5.6 (with α = 4) and the fact that 1 0 N,N/2 is the identity operator, we obtain vanishes at x = 0 and for x ≥ 4. Therefore, one can reproduce the argument at the end of proof of Lemma 5.6 to conclude that the first term in (5.13) is compact.
New formula for the wave operators
Using the results obtained in the previous sections, we can finally derive a new formula for the wave operators W θ ± . We recall that the case where θ = 0, N ∈ 2N, and the vectors vξ 0 N and vξ 0 N/2 are linearly dependent, is referred as the degenerate case (see Remark 5.11) . By combining the results of equations (5.4)-(5.5) and Propositions 5.8 & 5.12, we get for any θ ∈ [0, 2π] the equality
with K θ ∈ K (H θ ) in the nondegenerate cases, and K 0 ∈ B(H 0 ) in the degenerate case. In order to obtain an expression for the operator (W θ − − 1) alone, we introduce the operators in h X := (V θ F θ ) * (X ⊗ 1 N ) V θ F θ and D := (V θ F θ ) * (D ⊗ 1 N ) V θ F θ with domains D(X) := (V θ F θ ) * D(X ⊗ 1 N ) and D(D) := (V θ F θ ) * D(D ⊗ 1 N ). These operators are self-adjoint, satisfy the canonical commutation relation (because X and D satisfy it) and are independent of the variable θ. Namely, (X g)(ω) = arctanh(cos(ω)) g(ω) g ∈ D(X), a.e. ω ∈ [0, π), and D = U * X U with U := (V θ F θ ) * (F ⊗ 1 N ) V θ F θ unitary and independent of θ, and F ∈ B L 2 (R) the Fourier transform on R.
Using the operators X and D, we thus obtain the desired formula for the wave operator W θ − (and thus also for W θ + if we use the relation W θ + = W θ − (S θ ) * ) :
Theorem 5.13. For any θ ∈ [0, 2π], one has the equality W θ − − 1 = 1 2 1 − tanh(πD) − i cosh(πD) −1 tanh(X) (S θ − 1) + K θ , with K θ := (F θ ) * K θ F θ ∈ K (h) in the nondegenerate cases, and K 0 := (F 0 ) * K 0 F 0 ∈ B(h) in the degenerate case.
Remark 5.14. The result of Theorem 5.13 is weaker in the degenerate case, when we only prove that K 0 ∈ B(h). However, there is plenty of room left between the set of compact operators K (h) and the set of bounded operators B(h). In a subsequent paper, we plan to show that, even in the degenerate case, the remainder term K 0 is small in a suitable sense compared to the leading term 1 2 1 − tanh(πD) − i cosh(πD) −1 tanh(X) (S 0 − 1). This will be achieved by showing that K 0 belongs to a C * -algebra bigger than the set of compact operators, but smaller than the set of all bounded operators.
Finally, we can use the result of the last theorem to derive a formula for the wave operators for the initial pair of Hamiltonians (H, H 0 ). When they exist, the wave operators W ± for the pair (H, H 0 ) are defined as W ± := s-lim t→±∞ e itH e −itH0 .
Furthermore, when the operators W ± have the same range and H 0 has purely absolutely continuous spectrum, then the corresponding scattering operator S := (W + ) * W − is a unitary operator in the Hilbert space H. Now, it follows from the direct integral decompositions of H and H 0 of Section 2.2, from the existence and completeness of W θ ± for each θ ∈ [0, 2π], and from [6, Sec. 2.4] , that W ± exist and have same range. In addition, both W ± and S admit direct integral decompositions The result of this theorem will be the starting point of the investigations that we will present in the second part of this series of two papers.
