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...Zuerst entwickeln sich majestätisch die Variationen der Geschwindigkeiten,
dann setzen von der einen Seite die Zustands-Gleichungen, von der anderen
die Gleichungen der Centralbewegung ein, immer höher wogt das Chaos der
Formeln; plötzlich ertönen die vier Worte: “Put n = 5.” Der böse Dämon V
verschwindet, wie in der Musik eine wilde, bisher alles unterwühlende Figur
der Bässe plötzlich verstummt; wie mit einem Zauberschlage ordnet sich, was
früher unbezwingbar schien...
(Ludwig Boltzmann, 1887)
Aspekte der Leptogenese bei endlichen Dichten
Leptogenese ist ein Modell zur dynamischen Erklärung der Materie-Antimaterie Asymmetrie.
Dieser Prozess findet im frühen Universum bei hohen Temperaturen statt und eine Abweichung
vom Gleichgewicht ist fundamentale Voraussetzung für die Erzeugung der Asymmetrie. Die
Beschreibung dieses Prozesses basiert auf klassischen Boltzmann Gleichungen (BGn). Diese wur-
den durch die Verwendung thermaler Propagatoren verfeinert. In Anbetracht der grundlegenden
Beschränkungen dieser Gleichungen erscheint es wünschenswert einen systematischen Ansatz zu
entwickeln der auf Nicht-Gleichgewichts QFT beruht. In dieser Arbeit werden modifizierte BGn
verwendet die aus ersten Prinzipien innerhalb des Kadanoff–Baym Formalismus hergeleitet wer-
den. Dies wird für ein einfaches Toy-Modell durchgeführt welches ausreichend komplex ist um
populäre Szenarien wie das der thermalen Leptogenese in Analogie untersuchen zu können. Dieser
Ansatz legt die Struktur der korrigierten BGn offen und führt zu einem neuen Ergebnis für die
thermalen Beiträge zum CP-verletzenden Parameter, sodass die gängige Form überdacht werden
muss. Es stellt sich heraus, dass die verschiedenen Ansätze in Einklang gebracht werden können.
Die neuen Ergebnisse sagen eine Verstärkung der Asymmetrie vorher. Die Grösse der Korrekturen
innerhalb des Toy-Modells wird durch numerische Lösung der vollen BGn bestimmt.
Finite Density Aspects of Leptogenesis
Leptogenesis is a model for the dynamical generation of the matter-antimatter asymmetry. This
process takes place in the early universe at very high temperatures and a deviation from equilib-
rium is a fundamental requirement for the formation of the asymmetry. The equations used for its
description originate from classical Boltzmann equations (BEs), which were refined using ther-
mal propagators. In view of the basic restrictions of BEs, it is desirable to develop a systematic
approach which uses non-equilibrium QFT as starting point. In this thesis modified BEs are used
which are derived from first principles in the Kadanoff–Baym formalism. This is done for a simple
toy model which is sufficiently intricate to study popular scenarios such as thermal leptogenesis
in analogy to the phenomenological theory. This approach uncovers the structure of the corrected
BEs and leads to a new result for the form of the thermal contributions to the CP-violating param-
eter, so that the established one must be reconsidered. It turns out that the different approaches
can be reconciled. The new form predicts an enhancement of the asymmetry. The quantitative
implications of the medium corrections within the toy model are studied numerically in terms of
the full BEs.
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Chapter 1
Introduction
1.1 Overview
While the standard model of particle physics combined with the big-bang theory for the forma-
tion of the universe predicts an approximate symmetry between matter and antimatter, the latter is
almost completely absent on earth and in the solar system. The obvious conclusion that the uni-
verse is baryonically asymmetric is confirmed by experimental data on the abundances of the light
elements predicted by primordial nucleosynthesis [5–7] and precise measurements of the cosmic
microwave background anisotropies [8, 9] by the WMAP satellite experiment. As it is somewhat
unsatisfactory and insufficient to assume that this asymmetry comes as an initial condition of the
universe, many possible mechanisms have been proposed to generate the asymmetry in a dynamic
way. It has been shown that this possibility exists if three conditions are met. Two of these directly
address extensions of the standard model and since 1967, when Sakharov found these require-
ments [10], numerous possible scenarios have been invented which can rather satisfactorily fulfill
them. Some of these became disfavoured or were ruled out later.
A viable class of models which has attracted a lot of attention in recent years is known as leptoge-
nesis [11]. Here the asymmetry is initially produced in the lepton sector and (partially) converted
to the baryon sector subsequently [12, 13]. The success of this scenario is partly due to the fact
that the required extension of the standard model, through the implementation of Majorana mass
terms, is relatively moderate and tightly linked to a favored mechanism for the generation of the
neutrino masses. Another advantage is that a non-vanishing B −L asymmetry is produced which
survives the conversion process to baryons, in contrast to a B and L asymmetry with B − L = 0.
Many aspects of leptogenesis have been extensively investigated. In particular, it has been studied
in the context of supersymmetry and it has been shown that the CP-violating parameter and the
efficiency of leptogenesis are affected by the flavor structure of the neutrino Yukawa couplings
[14–20]. It has also been shown that the creation of the asymmetry may be resonantly enhanced if
the Majorana neutrino masses are quasi-degenerate [21–24].
Comparatively few progress has been made towards a better understanding of the underlying ki-
netic equations which are needed to implement the third Sakharov condition, namely the necessity
of a deviation from thermal equilibrium. In most of the models it is realized with help of a standard
out-of-equilibrium decay scenario. This scenario is based on the fact that, because of the rapid ex-
pansion of the universe, a relatively weakly interacting massive particle species (heavy Majorana
neutrinos in the case of leptogenesis) may fail to follow its equilibrium abundance while it decays.
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This process takes place at high temperatures which approximately correspond to the mass of the
heavy Majorana neutrinos, in the simplest case of thermal leptogenesis above T & 109 GeV. In
practice, the detailed time evolution of the abundances of the different species in this scenario is
investigated by solving rate equations, as in many cases in cosmology. These phenomenological
equations are usually constructed from generalized Boltzmann equations [25–29] in a bottom-up
approach. This means that the standard form of the Boltzmann equation, with amplitudes com-
puted from perturbation theory in the usual in-out formalism in vacuum, is used as starting point.
In the case of leptogenesis and baryogenesis one then needs to correct these by subtracting real
intermediate states by hand in order to obtain consistent equations.
The Boltzmann equation, as a central equation of kinetic theory, describes the time evolution of
the one-particle distribution function (i.e. the density distribution in the one-particle phase space).
The equations, obtained in this bottom-up approach, are then integrated yielding simple differen-
tial equations for the abundances. From this derivation of the rate equations it is clear that they
describe non-equilibrium physics only in the sense of chemical non-equilibrium and that the quan-
tum effects described by the quantum statistical terms in the Boltzmann equation are not accounted
for. But even when the (full) Boltzmann equations are solved directly one is faced with the fun-
damental problem that these are classical equations from the point of view of non-equilibrium
quantum field theory, as their subject are one-particle distribution functions, which are classical
objects from this viewpoint. The notion of particles is manifest in the definition of the distribution
function and in the explicit (or implicit, in the classical form) kinematics of particle collisions,
which was the Boltzmann equation’s inventors great achievement. The particle concept, however,
is not necessarily applicable in the case of early universe cosmology. Being a phenomenological
equation in the beginning, today derivations from basic principles are known, in some cases at
least. In other cases, such as the case where quantum statistical factors are included, the deriva-
tion is subject to active research [30, 31]. The assumption of low density (long mean free path-
length as compared to the intrinsic interaction length) and absence of initial correlations (between
the colliding particles) represent integral parts in established approaches, in this form or another.
However, the early universe at the energy scales of leptogenesis consists of a dense and hot plasma
in which case these assumptions may be wrong. In order to find out how reliable the generalized
Boltzmann kinetic equations are in this case, a thorough quantum field theoretic description in a
top-down approach is desirable.
A suitable first-principle approach can be found in the Schwinger–Keldysh/Kadanoff–Baym for-
malism. Kadanoff-Baym equations [32] may be seen as quantum field theoretical analogues of
Boltzmann equations. They can be used, in principle, to overcome the indicated problems as they
describe the evolution of spectral functions and statistical propagators which are quantum field the-
oretical objects. Existing numerical results for simple systems far from thermal equilibrium indi-
cate that Kadanoff–Baym and Boltzmann equations may lead to different results [33–38]. With re-
spect to leptogenesis, implications of this approach have been studied at different levels of approx-
imation and lead to qualitatively new results [39, 40]. However, issues related to the rapid expan-
sion of the universe, which drives the required deviation from thermal equilibrium, have not been
addressed there. On the other hand, modifications of the Kadanoff–Baym formalism in curved
space-time within simple models have been considered in [41–44] but models with CP-violation
have not been studied in this context. Some aspects of leptogenesis have been investigated within
this framework at different levels of approximation in Minkowski space [23, 24, 39, 40, 45]. As
the expansion of the universe is the driving force for the deviation from equilibrium, it is desirable
to develop a consistent description of leptogenesis in this top-down approach.
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Although Boltzmann equations are meant to describe systems of dilute classical gasses and cannot
take into account certain effects for principle reasons, they have been applied successfully to a
wide variety of physical problems (in modified or reduced form mainly). In the case of cosmology
spatial homogeneity and isotropy in momentum space can be exploited to reduce the number of
variables and integrals in order to make it accessible to numerical methods. This seems signifi-
cantly harder (to the required accuracy) in the case of Kadanoff-Baym equations. The approach
of the present work is therefore to use quantum corrected Boltzmann equations which include
contributions accounting for the finite density of the background plasma. These are derived (in
a mathematical non-rigorous way) using the Kadanoff–Baym formalism as starting point. In this
approach the structure of the Boltzmann equations itself can be derived by applying a number of
systematic approximations. In principle this allows to check the applicability of the particle pic-
ture associated with the definition of the distribution functions. Since it is a rather ambitious goal
to study a phenomenological theory in the top-down approach, we focus here on a simple scalar
Yukawa model which involves only two real and one complex scalar fields. These mimic the
heavy right-handed Majorana neutrinos and leptons respectively. While we use it here to describe
leptogenesis it can also be matched with other models for baryogenesis, in which the asymme-
try is produced in the out-of-equilibrium decay of some heavy species in which the CP-violation
enters due to the interference of tree-level amplitudes and vertex and self-energy loop contribu-
tions. Despite the simplicity of this toy model its inspection helps to clarify the structure of the
quantum corrected Boltzmann equations in presence of the quantum statistical terms and of the
medium corrections to the CP-violating parameter. These results have been published recently in
the research papers [3, 4]. Here, we focus on the case of hierarchical Majorana neutrino masses.
While the usefulness of the particle picture is doubtful in different cases (and hence the usage
of Boltzmann-like equations) the top-down approach then leads to quantum corrected Boltzmann
equations which give immediately consistent results in equilibrium and include medium contribu-
tions.
Previous attempts to obtain such results for leptogenesis where mainly based on the bottom-up
approach supplemented by finite-temperature field theory [46, 47]. In this ansatz the Boltzmann
equations are employed in their usual form while the (CP-violating) transition amplitudes are
computed based on thermal propagators. This means that the fields propagating in the loops,
contributing to the amplitudes, feel the presence of the background plasma. Putting both ingredi-
ents together one obtains corrected Boltzmann equations which include additional terms involving
medium contributions in the transition probabilities but the quantum statistical terms cannot be
included consistently. Also other thermal effects, such as thermal masses and renormalized cou-
plings have been taken into account in this approach. It turns out that the corrected Boltzmann
equations obtained in this way are in contradiction with the ones derived in the top-down ap-
proach. By analogy, this result applies to the equations for the phenomenological scenario as well.
We will show that the discrepancy is due to an ambiguity in the real-time-formalism of thermal
quantum field theory and that it can be reconciled with the findings based on the top-down ap-
proach if one uses so-called causal products for the computation of the CP-violating amplitudes.
This is an important result, especially, because the established formulas give a zero contribution
(in the ultra-relativistic limit). This is qualitatively different for the new result, which leads to
an enhancement of the asymmetry in the decay of the Majorana neutrinos in phenomenological
scenarios.
In order to motivate our efforts we have a glimpse on the most simple scenario of thermal leptoge-
nesis in the case of hierarchical neutrino masses in this chapter. To set up the model and to see the
9
1.1. Overview Chapter 1. Introduction
similarity to the scenario of thermal leptogenesis we investigate the toy model in the conventional
bottom-up approach in chapter 2. The top-down derivation of the quantum corrected Boltzmann
equations within this model is presented in chapter 3. In chapter 4 we reconsider the bottom-up
derivation in the framework of thermal quantum field theory in order to settle the apparent conflict.
A numerical method for the solution of the Boltzmann equations is then outlined followed by the
presentation of the results within the toy model in chapter 5. We conclude in chapter 6.
Throughout this work we use natural units where ~ = c = k = 1 which implies that [energy] =
[mass] = [temperature] = [length]−1 = [time]−1.
In this system we have 1 GeV ' (2.0 × 10−14 cm)−1 ' (6.6 × 10−25 s)−1 ' 1.2 × 1013 K, and
G = m−2pl , where G is Newtons constant and mpl ' 1.2× 1019 GeV denotes the Planck mass.
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1.2 General considerations
Evidence for the baryon asymmetry
Experimental evidence for the existence of the baryon asymmetry comes from various experi-
ments. Cosmic rays exhibit an admixture of anti-protons at the level of only ∼ 10−4 (recent data
from the PAMELA experiment are shown in fig. 1.1). But even this small fraction can be explained
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Figure 1.1: PAMELA measurement of the antiproton-to-proton flux ratio [48]. The solid
lines represent various theoretical models for purely secondary production. The data is con-
sistent with other contemporary measurements.
by secondary processes such as p+p→ 3p+p, induced by high-energetic particles colliding with
interstellar matter. Also from the absence of annihilation products (i.e. γ-radiation) it can be con-
cluded that our galaxy contains almost no (baryonic) antimatter and a possible separation on large
scales can be excluded on theoretical grounds [49]. A rough value for the baryon to photon ratio
can therefore be obtained by comparison of the abundance of (luminous) baryonic matter to the
number density of photons in the cosmic microwave background (CMB) nB/nγ ∼ 10−10.
Primordial nucleosynthesis or big-bang nucleosynthesis (BBN) [6, 7] which predicts, rather suc-
cessfully, the abundance of the light elements D, 3He, 4He and 7Li takes place at T ' 0.1 MeV.
The predicted relative abundances of the generated elements depend crucially on the baryon to
photon ratio and the comparison with experimental measurements can therefore be used to esti-
mate the baryon to photon ratio.
The CMB, which is Planck distributed to a very good approximation, exhibits small deviations
from perfect isotropy at a level of ∼ 10−5. These anisotropies reflect acoustic oscillations in the
primordial plasma at the time of photon decoupling at T ' 0.1 eV. They have been measured with
high accuracy by the WMAP satellite experiment. The predictions for the angular power spectrum
of the CMB do also depend on the baryon abundance. The comparison of theory and experiment
leads currently to the best values for the baryon to photon ratio [50]:
ηB =
nB − nB¯
nγ
' nB
nγ
= 6.116+0.197−0.249 · 10−10 . (1.1)
It is compatible with the BBN value. The significance of this number is owed to the fact that,
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once the process of its generation is finished, it stays approximately constant during the further
evolution of the universe.
At temperatures T . 1 GeV processes of the kind p + p¯ ↔ γ + γ proceed only in the forward
direction, because, on average, the photons lack the energy to produce the massive nucleons. At
this temperature the baryon to photon ratio would have dropped to a value of ηB ∼ 10−18, if the
baryons would still have been in thermal equilibrium at this time. Therefore, a baryon asymmetry
must be present at temperatures well above 1 GeV so that the annihilation remains incomplete. The
goal of all baryogenesis and leptogenesis theories is to explain the observed value of the baryon
asymmetry of the universe eqn. (1.1) in a dynamic way.
The Sakharov conditions
Sakharov realized that a baryon asymmetry could be produced dynamically in the evolution of the
universe if three conditions are satisfied:1
• Baryon number violation
• C and CP-violation
• Departure from thermal equilibrium [of the relevant B, C and CP-violating processes]
It is well known that the standard model, in principle, includes all ingredients to satisfy the first
two conditions. Firstly, there are (’t Hooft 1976) non-perturbative properties that can give rise to
so called sphaleron processes which violateB+L (but conserveB−L) [13, 52]. These processes
are suppressed today by the Boltzmann factor
Γsphaleron(T ) ∝ T−3 exp
(
−Esphaleron(T )
T
)
, (1.2)
but at sufficiently high temperatures (above the electroweak phase transition 100 GeV . T .
1012 GeV) the sphalerons can be in thermal equilibrium.
Secondly, in the standard model C is maximally broken by the weak interaction. CP-violation has
first been observed in 1964 in the K0 − K¯0 system. It also shows up in the more recent B0 − B¯0
experiments at BaBaR and BELLE.
This thesis is concerned mainly with the third Sakharov condition. It is easy to see that it is a
direct consequence of CPT invariance [53]. Writing θ for the CPT conjugation operator and ρ for
the density matrix ρ(t) = e−β(t)H(t) with Hamiltonian H , then
〈B〉T = Tr(e−βHB) = Tr(θ−1θe−βHB)
= Tr(θe−βHBθ−1) = Tr(θe−βHθ−1θBθ−1) = Tr(e−βH(−B))
= −〈B〉T . (1.3)
Here we exploited the fact that θ and H commute, when CPT is preserved and that CP transfers
baryons into anti-baryons.
In the standard model the asymmetry (leading to the effects observed in the K and B systems) is
generated by the non-zero Jarlskog invariant which depends on the CP-violating complex phase
in the CKM-matrix. This CP asymmetry is unfortunately much too small in order to account for
1See [51]; Independently Wadim Kuzmin (1970).
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the observed baryon asymmetry. Many successful scenarios for baryogenesis share the property
that the asymmetry is generated by the CP-violating out-of-equilibrium decay of some speculative
heavy state. Thereby the CP-violation is typically generated by the one-loop diagrams contributing
to this process.
Moreover, typical reaction rates for annihilation or decay are at least of order α2M (α is the
coupling constant). Particles with a massM & 1 TeV which are charged under the standard model
gauge group have rates which are much larger than the expansion rate at temperatures of order of
their mass. Any model which intends to generate ηB at this temperature should therefore involve
particles without standard model gauge interactions (there may be exceptions to this rule where
the deviation from equilibrium is realized in a different way). In order to satisfy this constraint
one usually reverts to extended theories. However, it is not difficult to find viable models which
can successfully describe baryogenesis. This statement is supported by the existence of a large
number of different phenomenological scenarios. Many of these models are very involved. As
we are interested mainly in the proper description of the out-of-equilibrium scenario we seek a
model which is as simple as possible but sufficiently complex to describe the the phenomenon of
baryogenesis properly. The toy model which we employ for this purpose is a scalar Yukawa theory
which works for the description of the generation of the asymmetry if one formally assigns baryon
or lepton number to the fields. As the model does not include any physical particles which could
be matched directly with observations in laboratories, the motivation for its use will be mainly by
analogy to existing scenarios. Therefore, before we focus on this toy model, we will now briefly
discuss the scenario of thermal leptogenesis which can serve as a prototype for the kind of scenario
described above. In this case only a minimal extension of the standard model is required, which at
the same time addresses the issue of neutrino masses in an elegant way. The crucial properties of
this model will be found again in the toy model later.
1.3 Thermal leptogenesis
In this section we discuss the basic scenario of thermal leptogenesis [11, 15, 54] with hierarchical
heavy Majorana neutrino masses and its prerequisites in some more detail. Because of its sim-
plicity it can serve as a prototype for a model which can be matched with the toy model to be
discussed later. The basic idea of leptogenesis is that first a lepton asymmetry is created which is
subsequently converted (partially) into a baryon asymmetry. This conversion between lepton and
baryon number is accomplished by sphaleron processes which are assumed to be in equilibrium
above the electroweak phase transition. It is important that effectively leptogenesis creates aB−L
asymmetry which cannot be washed out by sphalerons.
Majorana neutrinos and the see-saw mechanism
In order to explain the phenomenon of neutrino oscillations one needs to add neutrino mass terms
to the standard model (SM). Within this model the masses of the charged quarks and leptons arise
from Yukawa couplings of the form
LY = −hφ`L`R + h.c. , (1.4)
where `L, `R and φ denote the left-handed lepton, right-handed lepton and Higgs fields respec-
tively. All charged fermion masses, generated in this way, are within a range of roughly two orders
of magnitude, but the masses of the neutrinos are smaller by several orders of magnitude. Stated
differently, the coupling constant for such a Yukawa term would be h ' mf/〈φ〉0 v 10−14 for
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a neutrino of mass mν ' 0.01 eV, whereas the Yukawa coupling for the electron is he v 10−6.
Of course, it would seem natural to assume that these are of approximately the same order. In
principle one could account for neutrino masses by simply adding such Dirac mass terms for the
neutrinos (including adequate right-handed singlet fields) to the standard model lagrangian [55].
However this would leave the puzzle of the existence of different mass hierarchies within the
standard model unresolved.
A popular way to circumvent this unattractive scenario is the so called see-saw mechanism.2 In
contrast to Dirac mass terms a Majorana mass term is constructed out of right-handed fields alone
(such terms are possible for standard model singlet fields only):
LMR = −
MR
2
(NR)cNR + h.c. (1.5)
A general neutrino mass term can be written in the form:
Lmν = −
1
2
(
νL, (NR)c
)( 0 mD
mD MR
)(
(νL)c
NR
)
+ h.c. (1.6)
One then assumes that mR  mD. Upon diagonalization of the mass matrix one finds two mass
eigenvalues
m ' m
2
D
MR
, M 'MR . (1.7)
Hence the see-saw mechanism explains the smallness of light neutrino masses by means of the
large mass of the heavy Majorana neutrinos.3 Here we assumed, for the moment, that there is only
one generation of neutrinos. UsuallymD andMR are matrices and the see-saw mechanism results
in three light and three heavy Majorana neutrinos. The latter are ideal candidates for the heavy
states required for the out-of-equilibrium decay scenario in baryogenesis.
While the elegance of the see-saw mechanism as a theoretical concept is usually taken as a strong
hint for its existence, it is unclear today whether neutrinos are Majorana particles or not. A di-
rect proof for the Majorana character would be the observation of neutrinoless double beta decay
Nuc→ Nuc′ + 2e−. However, current experimental results are not considered to give concluding
evidence for this process.
To describe thermal leptogenesis we begin with the SM extended by 3 right-handed neutrino
fields:4
L = LSM + iNRiγµ∂µNRi − hi`LNRiΦ˜− 12(NRi)
cMRiNRi + h.c. , (1.8)
where i = 1, 2, 3 and flavor indices have been suppressed. Spontaneous symmetry breaking
generates the Dirac masses
mD = hv , (1.9)
with vev v ' 246 GeV. The model predicts three heavy Majorana neutrinos with masses Mi
which explain the small masses of the light neutrinos by virtue of the see-saw mechanism. Via the
2Here, in the context of thermal leptogenesis, we use this term for the so called type-I see-saw mechanism. There
exist similar mechanisms (type-II and type-III) which can also be used to explain the mass-hierarchy and leptogenesis
is possible in these cases as well.
3The Majorana neutrinos, in turn, can be naturally considered as parts of unified theories at high energies.
4Φ, `L, andNR denote the SM SU(2)L Higgs-doublet, the SU(2)L lepton doublet and the right-handed SU(2)L×
U(1)Y singlet neutrino fields respectively. h denotes the corresponding Yukawa couplings.
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Yukawa interactions the heavy Majorana neutrinos can decay into lepton-Higgs pairs:
Ni → `φ , Ni → ¯`φ¯ . (1.10)
These decays obviously violate lepton number and we shall shortly see that they violate CP as
well. The relevant temperature scale for this process is T ∼ Mi. For simplicity we assume here
hierarchical Majorana neutrino masses M1  M2, M3 which means that any lepton asymmetry
possibly produced by N2 and N3 decays is washed out by processes involving N1 (which can also
proceed in the opposite direction if T & M1) and that the final asymmetry eventually is created
by the out-of-equilibrium decay of N1 (N1 dominated scenario).
CP-violating parameter
The CP asymmetry in the decay of Ni is caused by interference between the tree level and the
one-loop diagrams [11, 20, 56] in figure 1.2 which contribute to the CP-violating parameter i
which is defined as
i =
ΓNi→`φ − ΓNi→¯`φ¯
ΓNi→`φ + ΓNi→¯`φ¯
, (1.11)
where ΓNi→`φ includes a sum over flavour indices: ΓNi→`φ =
∑
α ΓNi→`αφ. If we write the
Ni
φ
` `
φ
Ni
φ
Nj
`
Ni `
φ
Nj
φ
`
Figure 1.2: Tree level and one-loop contributions to the heavy Majorana neutrino decay
Ni → `φ. The asymmetry, at lowest order, is due to the interference of these contributions.
amplitudes (up to one-loop level) asMNi→`φ = g0A0 + g1A1 andMNi→¯`φ¯ = g∗0A0 + g∗1A1,
where g0A0 and g1A1 are the tree-level and one-loop level contributions, respectively, and g0, g1
represent the products of all coupling constants in these diagrams, we find that we can write the
CP-violating parameter as (neglecting higher orders in the couplings)
1 =
|g0A0 + g1A1|2 − |g∗0A0 + g∗1A1|2
|g0A0 + g1A1|2 + |g∗0A0 + g∗1A1|2
' −2=
{
g∗0g1
}={A∗0A1}
|g0|2 |A0|2
. (1.12)
We see that, in order to have a non-vanishing CP-violation both g∗0g1 and A∗0A1, need to have
non-vanishing imaginary parts. In particular, this implies that CP-violation can only appear if we
include at least the loop level contributions (A1 6= 0) and that graphs such as the one-loop graphs
in fig. 1.2 with j = i do not contribute to i. For the latter the product g∗0g1 is real. This means
that at least two heavy Majorana neutrinos are needed.
In the present case one finds from the diagrams in fig. 1.2:
1 =
3
16pi
∑
j=2,3
=
{
(h†h)21j
}
(h†h)11
f
(M2j
M21
)
, (1.13)
where
f(x) =
2
3
√
x
[
(1 + x) ln
(
1 + x
x
)
− 2− x
1− x
]
−→
x→∞
1√
x
. (1.14)
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Therefore, using M1 M2, M3, we have:
1 ' 316pi
∑
j=2,3
=
{
(h†h)21j
}
(h†h)11
M1
Mj
. (1.15)
This means that the order of magnitude of 1 is given by the mass hierarchy of the heavy Majorana
neutrinos. A rough estimate for 1 is given by 1 ∼ 0.1M1/M2,3 ∼ 10−5. In addition to the
Majorana neutrino decays there are many different L-violating scattering processes which we do
not consider here explicitly but which can give significant contributions which might even exceed
the ones by the decays. At least the process `φ↔ ¯`φ¯ needs to be taken into account to overcome
the so-called “double counting problem”, as we will see later in the framework of the toy model.
Rate equations
The simple scenario of thermal leptogenesis with hierarchical neutrino masses is usually treated
by solving a set of two phenomenological rate equations for the heavy neutrino abundance NN1 =
nN1/s and the B − L asymmetry NB−L = nB−L/s [57, 58]:
dNN1
dx
= −(D + S)(NN1 −N eqN1) , (1.16a)
dNB−L
dx
= 1(D + S)(NN1 −N eqN1)−W NB−L , (1.16b)
where x = M1/T . The implications of these equations can be understood rather intuitively. De-
cay and inverse decay processes (N1 ↔ lφ and N1 ↔ l¯φ¯), represented by their relative rate
D = ΓD/(Hx), and ∆L = 1 scattering processes, represented by S = ΓS/(Hx), lead to the
creation of an asymmetry via the first term of the second equation if there is an excess of N1 rela-
tive to its (x dependent) equilibrium value. The second “washout” term (inverse decays, ∆L = 1
and ∆L = 2 scattering processes) in this equation competes with the first one and diminishes the
asymmetry (including any preexisting asymmetry at high temperatures T M1). Decay and scat-
tering processes, on the other hand, try to keep the Majorana neutrinos close to their equilibrium
abundance via their contributions to the first equation. By doing so they can remove the basis for
the generation of an asymmetry via the second equation if their relative rate is large enough. These
competing processes set the condition Γ ∼ H for the onset of leptogenesis. Approximately this
condition is fulfilled when the temperature drops below the mass of the lightest neutrino T ∼M1
and the inverse decay to N1 becomes suppressed. Equation (1.16) does not include spectator pro-
cesses, such as the sphalerons, which can influence the generated asymmetry indirectly. In the
strong washout regime the scattering terms S can be neglected relative to D. Equations (1.16) can
approximately be solved analytically in limiting cases. In general this has to be done numerically.
The result for typical parameters is depicted in fig. 1.3.
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Figure 1.3: Starting from zero initial abundance,NN1 approaches its equilibrium valueN
eq
N1
.
At the same time a significant B − L asymmetry is produced, because the zero initial abun-
dance represents an extreme non-equilibrium situation. As soon as NN1 reaches its equilib-
rium value the B − L asymmetry is washed out again. Finally, due to the rapid expansion,
the Majorana neutrinos undergo out-of-equilibrium decays and the final asymmetry comes
into existence. The parameters are: M1 = 1010 GeV, 1 = 10−6, effective neutrino mass
m˜1 = 10−3 eV and absolute neutrino mass scale m¯ = 0.05 eV. This figure has been taken
from [57].
Very roughly the generated final asymmetry can be parametrized as NB−L = κf 1/g∗, where
g∗ ∼ 106.75 is the effective number of relativistic degrees of freedom and the efficiency factor
κf < 1 takes into account washout factors and needs to be determined by the solution of the rate
equations.
In order to find out, how large the final B asymmetry produced by sphaleron processes out of
the B − L asymmetry will be, one assumes that the involved leptons, quarks and Higgs particles
interact rapidly enough via Yukawa, gauge and sphaleron processes to maintain thermal equilib-
rium. This yields relations between the chemical potentials of the various species which results
in relations for the conversion factors between B − L and B or L asymmetry respectively. For
Nf (= 3) generations and T  v one finds NB = csNB−L and NL = (cs − 1)NB−L with
cs = (8Nf + 4)/(22Nf + 13) = 28/79. The precise conversion factor may depend on e.g. the
precise conditions of the electroweak phase transition, but it can be assumed to be of this order.
Despite its simplicity, the thermal leptogenesis scenario has a very rich phenomenology already.
In some cases the efficiency can be related to low energy neutrino parameters, especially when the
CP-violation is assumed to be solely to the Dirac phase of the PMNS matrix. In the hierarchical
case (via the dependence of the efficiency on the neutrino mass parameters) a bound on the abso-
lute neutrino mass scale of m1 . 0.1 eV and a relatively large lightest heavy neutrino mass bound
M1 & 109 GeV can be derived. To avoid overproduction of gravitinos in supersymmetric models
an upper bound on the reheating temperature of the same order may need to be imposed. Since this
is then considered as an upper bound for leptogenesis these requirements are obviously in conflict.
For the present scenario the parameter space could be constrained by new bounds on the absolute
neutrino mass scale (e.g. by the KATRIN experiment). Such problems can be circumvented in the
17
1.3. Thermal leptogenesis Chapter 1. Introduction
quasi-degenerate case, where the CP-violating parameter can be resonantly enhanced and the en-
ergy scale lowered to T ∼ 1 TeV. Flavour effects can become important for M1 . 1012 GeV and
can lead to a modification of the CP-violating parameter and to a suppression of washout effects
. The general scenario of leptogenesis is hard to disprove, even if the Dirac CP-violating phase or
the small neutrino mixing angle θ13 is not large enough, because the CP-violation could be due
to the high energy CP-violating phases. Instead, an experimental confirmation of the Majorana
nature, via neutrinoless double beta decay (e.g. by future experiments such as GERDA), or the
measurement of a sufficiently large Dirac phase (e.g. in long-baseline neutrino experiments such
as NOνA or T2K) could support the leptogenesis hypothesis. In special cases signals from heavy
Majorana neutrinos could also be observed at colliders such as the LHC. See e.g. [14–24, 59] for
the discussion of various phenomenological implications of leptogenesis.
As indicated, eqns. (1.16), as their analogues for the toy model, are derived from a set of Boltz-
mann equations. While eqns. (1.16) are often called Boltzmann equations themselves we do not
adopt this nomenclature in order to avoid confusion.5 To this end one applies a number of ap-
proximations with respect to the species’ momentum distributions. These include that all species
are assumed to be in kinetic equilibrium and to obey Maxwell–Boltzmann statistics. To take non-
equilibrium effects into account one needs to solve the full Boltzmann equations or to find more
sophisticated methods which allow to obtain some kind of higher order corrections.
The generation of an asymmetry by the decay of some heavy state, the CP-violation being due to
the interference of tree- and one-loop level contributions to this decay, is a rather generic feature
of many scenarios of leptogenesis and baryogenesis. We have focused here on the simple case of
thermal leptogenesis which can be seen as a prototype for many extended scenarios. However, this
is not the only example which can be identified with the toy model which will be explored in the
next chapter.
5We use the term Boltzmann equation here for relativistic kinetic equations describing the evolution of the one-
particle distribution function with the generalizations that we include equations for multi-particle processes including
decays and inverse decays and the appropriate quantum statistical factors as customary in cosmology.
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Chapter 2
Bottom-up approach
2.1 Toy model
The purpose of this section is to set up a toy model which is as simple as possible, but suffi-
ciently intricate as to mimic the phenomenon of leptogenesis or baryogenesis. Our motivation
for this approach comes mainly from the observation that the kinetic equations obtained for the
different species are very similar, if not the same, to those of established scenarios such as ther-
mal leptogenesis, as described in section 1.3, or GUT-baryogenesis. The advantage is that we can
systematically compare the results obtained in the framework of the bottom-up and top-down ap-
proach. Despite its simplicity, the model incorporates all important features needed to describe
such scenarios. Of course the model does not describe the conversion of the generated asymmetry
by means of sphalerons (as these are specific for the standard model), in the case of leptogenesis.
As usual, we therefore assume that the processes of generation and conversion of the asymmetry
are well separated and can be considered independently. The model is defined by the lagrangian
L =
1
2
∂µψi∂
µψi − 12m
2
ψi
ψi
2 + ∂µb¯∂µb−m2b b¯b
− λ
2!2!
(b¯b)2 − gi
2!
ψibb− g
∗
i
2!
ψib¯b¯+Lrest , i = 1, 2 . (2.1)
The complex scalar field b imitates the baryons (b¯ denotes the complex conjugate of b) and the real
scalar fields ψi represent the lightest heavy right-handed neutrinos. For simplicity we include only
two ψi fields. The model has a U(1) symmetry which can be used to define “baryon” number B
(For definiteness we assign B = 1 to b and B = 0 to ψi). It is explicitly broken by the trilinear
interaction terms just as the Majorana mass terms explicitly break the B − L symmetry of the
standard model. The couplings gi correspond the complex Yukawa couplings of the right-handed
neutrinos to leptons and the Higgs. We assume that the phases of gi differ so that only one of
them can be made real by rephasing the b field and the other one remains complex. In this way the
model violates B and CP and thereby satisfies the first two Sakharov conditions. The purpose of the
quartic self-interaction term is to mimic the Yukawa and gauge interactions in established models.
It induces additional interactions for the toy-baryons and will keep them close to equilibrium. We
assume here that λ is of the same order as |gi| /mψi .
Further terms which are required for renormalizability are accounted for by Lrest. By appro-
priately choosing the corresponding coupling constants we can always make the contributions of
these terms negligibly small. It is reasonable to assume that the couplings stay small during the
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relevant period despite of the renormalization group running, because the generation of the asym-
metry approximately takes place in the relatively short interval 0.1mψi . T . 10mψi . The
Feynman rules for the toy model are given in fig. 2.1.
 = −iλ , = −iλ , = −iλ ,
ψi = −igi , ψi = −ig
∗
i

ψi
=
i
p2 −m2ψj + i
,

=
i
p2 −m2b + i
Figure 2.1: Feynman rules for the toy model.
2.2 S-matrix elements
Here we compute the relevant S-matrix element in perturbation theory in the usual in-out for-
malism. Apart from the tree level graphs it is necessary to take loop corrections into account,
because the amplitudes |M|2ψi→bb and |M|
2
ψi→b¯b¯ are just equal at tree level. As in phenomenolog-
ical scenarios the CP violation in the decay of ψi is due to the interference of tree- and one-loop
contributions. The corresponding diagrams for ψi → bb are shown in figure 2.2. The amplitude
ψi
(a)
ψi ψj
(b)
ψi ψj
(c)
ψi
(d)
Figure 2.2: One loop contributions to the ψi → bb decay channel. The diagrams for ψi → b¯b¯
are analogous. Note the similarity to the relevant contributions in thermal leptogenesis,
fig. 1.2. The graphs (b), corresponding to iS(3)ψibb1, and (c), corresponding to iS
(3)
ψibb2
, con-
tribute to the CP-violating parameter only when j 6= i. Depending on λ and gi graphs like
(d), corresponding to iS(3)ψibb3 can be of the same order as (b) and (c), but they do not con-
tribute to the CP-violating parameter, because the product of the couplings of (a) and (d) is
real, see eqn. (1.12).
|M|2ψi→bb can be computed by summing the diagrams in fig. 2.2:
|M|2ψi→bb =
∣∣∣S(1)ψibb + S(3)ψibb 1 + S(3)ψibb 2 + S(3)ψibb 3∣∣∣2 , (2.2)
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and the amplitude |M|2ψi→b¯b¯ can be found interchanging gi and g∗i :
|M|2ψi→b¯b¯ =
∣∣∣S(1)
ψib¯b¯
+ S(3)
ψib¯b¯ 1
+ S(3)
ψib¯b¯ 2
+ S(3)
ψib¯b¯ 3
∣∣∣2 . (2.3)
Without computing these expressions explicitly we can parametrize the matrix elements by defin-
ing the CP-violating parameter similar to eqn. (1.11):
vaci =
Γψi→bb − Γψi→b¯b¯
Γψi→bb + Γψi→b¯b¯
=
|M|2ψi→bb − |M|
2
ψi→b¯b¯
|M|2ψi→bb + |M|
2
ψi→b¯b¯
, (2.4)
where we used that the decay widths are given by
Γi→f =
|M|2i→f
16pimψi
. (2.5)
Then the amplitudes for the ψi decay are conveniently parametrised as
|M|2ψi→bb =
1
2
(1 + vaci ) |Mψi |2 , (2.6a)
|M|2ψi→b¯b¯ =
1
2
(1− vaci ) |Mψi |2 . (2.6b)
and the amplitudes for the inverse decays can be deduced from CPT invariance:
|M|2bb→ψi =
1
2
(1− vaci ) |Mψi |2 , (2.7a)
|M|2b¯b¯→ψi =
1
2
(1 + vaci ) |Mψi |2 . (2.7b)
In addition we need the matrix elements for the 2 − 2 scattering processes of b and b¯. Including
only the tree level diagrams depicted in fig. 2.3 we obtain for the bb→ b¯b¯ scattering amplitude:1
|M|2bb→b¯b¯ '
∣∣∣∣∣(gi)2
(
1
s−m2ψi + imψiΓi
+
1
t−m2ψi
+
1
u−m2ψi
)∣∣∣∣∣
2
=
|gi|4
(
1
(s−m2ψi)2 + (mψiΓi)2
+
(
1
t−m2ψi
+
1
u−m2ψi
)2
+
2(s−m2ψi)
(s−m2ψi)2 +m2ψiΓ2i
(
1
t−m2ψi
+
1
u−m2ψi
))
+ . . . . (2.8)
At this order, loop graphs do not contribute to |M|2bb→b¯b¯ and it equals |M|2b¯b¯→bb. The remaining
2 − 2 scattering amplitudes are dominated by the coupling λ so that, at lowest order, we get
|M|2bb→bb = |M|2b¯b¯→b¯b¯ = |M|2bb¯→bb¯ = λ2.2
1Here we use the Breit–Wigner form of the ψi-propagator in the s-channel with Γi(s2) ' Γi = |Mψi |/(16pimψi).
2This approximation has the advantage that it will simplify the numerical computations significantly since the an-
gular integration of amplitudes such as eqn. (2.8) is considerably more involved.
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ψi + 
ψi +ψi
Figure 2.3: s-,t- and u-channel contributions to the tree-level amplitudeMbb→b¯b¯.
2.3 Kinetic theory
Just as in phenomenological scenarios, the toy model requires a deviation from thermal equilib-
rium (caused by the rapid expansion of the universe) to satisfy the third Sakharov condition. Con-
ventional equilibrium thermodynamics deals with macroscopic quantities such as particle number,
energy or pressure which are obtained as average values of a large ensemble of identical systems.
In order to understand non-equilibrium phenomena one needs a microscopic description of many
particle systems such as the one given by kinetic theory.
A basic object in this theory is the one-particle distribution function fa(x, k). It is defined such
that fa(x, k)∆3x∆3k = ∆N is the average number of particles3 of species a with momenta in
the range (k, k + ∆k) located in the volume (x, x + ∆x) at a time t.4 Once the distribution
functions of the different species are known the macroscopic quantities can be computed from
it. In the context of relativistic kinetic theory it is important to note that f is a Lorenz scalar.
The time evolution of the distribution functions of the different species in a reactive mixture of
relativistic gases is determined by a network of generalized Boltzmann equations5 for the one-
particle distribution functions of the different particle species [5, 25–27, 60] which we can write
in abstract notation as
L[fa](x, k) =
∑
interactions of a
Ca+.↔i+.k [.f
a.] , (2.9)
where the Liouville operator L[] is given by
L[fa](x, k) = kαDαfa(k, x) , (2.10)
with covariant derivative Dα. In the framework of general relativity the matter content of the
universe, given here in terms of distribution functions, contributes to the stress-energy tensor and
thereby affects the curvature of the universe via the Einstein equations. In general, these and the
Boltzmann equations form therefore a coupled system of equations (Einstein-Boltzmann system).
Since individual ultra-relativistic species always make only a small contribution to the total energy
density, we can work here in a “test-particle” approximation within which the effect of the con-
sidered species (represented by their distribution functions) on the curvature is neglected.6 We
3We omit a normalization factor of 1/(2pi)3 and the factor ga here.
4We use relativistic coordinates x = xµ = (t,x). Note that k0 is not an independent variable as the particle’s
4-momentum is confined to a hyperboloid in momentum space k0 =
√
k2 +m2 = Ek. (i.e. f depends on seven
independent variables only.)
5These equations are generalized Boltzmann equations in a multiple sense: the equations are general relativistic
with a Liouville operator which accounts for the expansion; the collision terms are generalized to multiple particle
scattering processes including decays and inverse decays; quantum statistical terms for blocking or stimulated emission
are included.
6In the phenomenological model of thermal leptogenesis the contribution of the heavy right-handed neutrinos to the
energy density of the universe is at the level of a few percent .
22
2.3. Kinetic theory Chapter 2. Bottom-up approach
are interested here in (spatially flat and radiation dominated) Friedman–Robertson–Walker (FRW)
space-time. In this context the cosmological principle helps to simplify the Boltzmann equation
because it allows us to assume that the distribution functions depend only on the magnitude of
the momenta. The Liouville operator can then be simplified to (the time dependence of fa is
suppressed in this notation)
L[fa](x, k) = k0
(
∂
∂t
− |k|H ∂
∂ |k|
)
fa(|k|) , (2.11)
where H ≡ a˙/a is the Hubble parameter. The individual collision terms Ca+.↔i+.pa [.fa.] for
multi-particle processes a+ b+ c . . .↔i+ j + . . . are
Ca+.↔i+.pa [.f
a.] =
1
2
∫
dΠbpb dΠ
c
pc . . . dΠ
i
pi dΠ
j
pj . . . (2pi)
4δ(4)(pa + pb + pc . . .− pi − pj)
×[ |M |2i+j+...→a+b+c... (1− ξafapa)(1− ξbf bpb)(1− ξcf cpc) . . . f ipif jpj . . .−
|M |2a+b+c...→i+j+... fapaf bpbf cpc . . . (1− ξif ipi)(1− ξjf jpj ) . . .
]
. (2.12)
The amplitudes |M |2i+j+...→a+b+c... and |M |2a+b+c...→i+j+... are spin-averaged S-matrix elements
squared computed in usual perturbation theory, furnished with a symmetrization factor 1/n! if
there are integrals over n identical species in the initial/final state. If CP is violated, as in the
present case, the amplitudes for the different directions can differ. ξa denote the quantum statistical
factors (ξa = +1 for fermions, ξa = −1 for bosons, ξa = 0 for Maxwell–Boltzmann statistics)
and the Lorentz invariant phase-space factor dΠap is given by
7
dΠap =
gad
3p
(2pi)32Eap
. (2.13)
To understand the physical content of these assignments let us now have a look at the heuristic
probability interpretation of the Boltzmann equation [26] for the special case of only one species.
Neglecting, for simplicity, the covariant derivative (which acts as a force term), the collisionless
Boltzmann equation (Liouville-equation) reads
kα∂αf(x, k) = 0 . (2.14)
In order to account for loss and gain of particles, we need to compute the change of the number
of particles in the phase space element ∆4x and ∆3p due to collisions. We first consider elastic
collisions of two particles with initial four-momenta kµ and pµ and final momenta qµ and rµ.
Under the assumption of molecular chaos (absence of initial correlations of the colliding particles)
and long free path-length compared to the range of the interaction, the average number of such
collisions in the volume element ∆3x around x and the time interval ∆t around t is proportional
to
• the average number of particles per unit volume with three-momenta in (k,k + ∆k), i.e.
∆3kf(x, k)
• the average number of particles per unit volume with three-momenta in (p,p + ∆p), i.e.
∆3pf(x, p)
7Eap =
p
p2 +m2a denotes the on-shell energy and ga the number of internal degrees of freedom (ga = 1 for
scalars) of a particle of species a.
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• the intervals ∆4x and ∆3q, ∆3r.
The proportionality factor can be written as W (k, p|q, r)/(k02p0(2pi)32q0(2pi)32r0(2pi)3). This,
in fact, defines the transition rateW which depends only on the four-momenta before and after the
collision. It must be a Lorentz scalar. In this argument we have assumed, that the four-volume-
element ∆4x is so small that the variation of the distribution functions in this interval may be
neglected. Hence the proportionality to f(x, k) and f(x, p) at the same place and at the same
instant of time and the independence of W of the space and time coordinates. This ansatz, which
requires one to assume molecular chaos as well, is known as Botzmann’s Stoßzahlansatz.
In this way, we find for the loss of particles:
∆loss = ∆4x∆3q∆3r
W (k, p|q, r)
k02p0(2pi)32q0(2pi)32r0(2pi)3
∆3kf(x, k)∆3pf(x, p) . (2.15)
In the same way one obtains the gain of particles:
∆gain = ∆4x∆3k∆3p
W (q, r|k, p)
k02p0(2pi)32q0(2pi)32r0(2pi)3
∆3qf(x, q)∆3rf(x, r) . (2.16)
Subtracting the loss from the gain and integrating over the momenta we find
1
2
∫
p,q,r
∆gain − 12
∫
p,q,r
∆loss = ∆4x
∆3k
k0
C(x, k) ,
with collision integral
C(x, k) =
1
2
∫
dΠp dΠq dΠr
[
W (q, r|k, p)f(x, q)f(x, r)−W (k, p|q, r)f(x, k)f(x, p)
]
.
(2.17)
Since the differential change of particle number is given by ∆4x∆3k/k0 kα∂αf one finds the
Boltzmann kinetic equation
kα∂αf(x, k) = C(x, k) . (2.18)
Now we can identify W with the invariant quantity
W (k, p|q, r) = (2pi)4δ(4)(k + p− q − r)|M |2k,p→q,r . (2.19)
If we introduce the additional quantum statistical terms for blocking or stimulated emission (1 −
ξafa) for the final state particles in the interactions we can see that eqn. (2.17) is a special case
of eqn. (2.12) for elastic 2 − 2 scattering. Setting fq ≡ fr ≡ 1 in eqn. (2.17) the loss and gain
terms corresponds to the usual formulas for the transition probability P(k, p → q, r) for the
2 − 2 scattering process computed from the S−matrix [61]. The Dirac-delta enforces energy-
momentum conservation in each individual scattering process.
Kinetic equations for inelastic reactions according to eqn. (2.9) (in particular, as we encounter it
here, for decays and inverse decays) are not Boltzmann equations in the original sense, but they
can be seen as a generalization of this heuristic probability concept.
As announced in section 1.3, we are interested here in the hierarchical case, i.e. we choose mψ2
sufficiently large so that it decays already at much higher temperatures8 and cannot be created
8This requires also that the coupling g2 is not too small.
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kinematically anymore. Later we will also assume that the asymmetry generated by the decay of
ψ2 is washed out before ψ1 starts to decay. This corresponds to the N1 dominated scenario in
thermal leptogenesis. For the toy model the application of eqn. (2.9) then leads to the following
system of only three Boltzmann equations:
Lk[fψ1 ] =C
ψ1↔bb
k [f
ψ1 , f b] + Cψ1↔b¯b¯k [f
ψ1 , f b¯] , (2.20a)
Lk[f b] =C
bb↔ψ1
k [f
b, fψ1 ] + Cbb¯↔bb¯k [f
b, f b¯] + Cbb↔bbk [f
b] + Cbb↔b¯b¯k [f
b, f b¯] , (2.20b)
Lk[f b¯] =C
b¯b¯↔ψ1
k [f
b¯, fψ1 ] + C b¯b↔b¯bk [f
b¯, f b] + C b¯b¯↔b¯b¯k [f
b¯] + C b¯b¯↔bbk [f
b¯, f b] , (2.20c)
where the different collision terms for ψ1 are given by
Cψ1↔bbk [f
b, fψi ] =
1
2
∫
dΠbp dΠ
b
q(2pi)
4δ(4)(k − p− q)
×
[1
2
|M|2bb→ψ1 (1 + f
ψ1
k )f
b
pf
b
q −
1
2
|M|2ψ1→bb f
ψ1
k (1 + f
b
p)(1 + f
b
q )
]
,
Cψ1↔b¯b¯k [f
b¯, fψi ] =
1
2
∫
dΠb¯p dΠ
b¯
q(2pi)
4δ(4)(k − p− q)
×
[1
2
|M|2b¯b¯→ψ1 (1 + f
ψ1
k )f
b¯
pf
b¯
q −
1
2
|M|2ψ1→b¯b¯ f
ψ1
k (1 + f
b¯
p)(1 + f
b¯
q )] .
(2.21a)
The inverse processes contribute to the equations for b and b¯:
Cbb↔ψ1k [f
b, fψ1 ] =
1
2
∫
dΠbp dΠ
ψ1
q (2pi)
4δ(4)(k + p− q)
×
[
|M|2ψ1→bb (1 + f bk)(1 + f bp)fψ1q − |M|2bb→ψ1 f bkf bp(1 + fψ1q )
]
,
C b¯b¯↔ψ1k [f
b¯, fψ1q ] =
1
2
∫
dΠb¯p dΠ
ψ1
q (2pi)
4δ(4)(k + p− q)
×
[
|M|2ψ1→b¯b¯ (1 + f b¯k)(1 + f b¯p)fψ1q − |M|
2
b¯b¯→ψ1 f
b¯
kf
b¯
p(1 + f
ψ1
q )
]
.
(2.21b)
These species are also subject to B-violating 2− 2 scattering processes:
Cbb↔b¯b¯k [f
b, f b¯] =
1
2
∫
dΠbp dΠ
b¯
q dΠ
b¯
r(2pi)
4δ(4)(k + p− q − r)
×
[1
2
|M|2b¯b¯→bb (1 + f bk)(1 + f bp)f b¯qf b¯r −
1
2
|M|2bb→b¯b¯ f bkf bp(1 + f b¯q )(1 + f b¯r )
]
,
(2.21c)
and B-conserving ones:
Cbb↔bbk [f
b¯] =
1
2
∫
dΠbp dΠ
b
q dΠ
b
r(2pi)
4δ(4)(k + p− q − r)
×
[1
2
|M|2bb→bb (1 + f bk)(1 + f bp)f bqf br −
1
2
|M|2bb→bb f bkf bp(1 + f bq )(1 + f br )
]
,
Cbb¯↔bb¯k [f
b, f b¯] =
1
2
∫
dΠb¯p dΠ
b
q dΠ
b¯
r(2pi)
4δ(4)(k + p− q − r)
×
[
|M|2bb→bb (1 + f bk)(1 + f b¯p)f bqf b¯r − |M|2bb→bb f bkf b¯p(1 + f bq )(1 + f b¯r )
]
.
(2.21d)
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The collision terms C b¯b↔b¯bk [f
b¯, f b], C b¯b¯↔b¯b¯k [f
b¯] and C b¯b¯↔bbk [f
b¯, f b] follow from these by inter-
change of b and b¯. We shall shortly see that the rate equations corresponding to eqns. (2.20),
constructed in the bottom-up approach, are plagued with the problem that they lead to the creation
of an asymmetry even in thermal equilibrium. The solution to this problem is known from baryo-
genesis and leptogenesis as real intermediate state subtraction (RIS subtraction). We will see that
this procedure does not work in the usual way if one wants to keep the quantum statistical terms.
Therefore, strictly speaking, eqn. (2.20) together with eqn. (2.21), i.e. the quoted literature result
eqn. (2.12) is inconsistent in this case.
2.4 Rate equations
We use the “pseudo chemical potential” method [25] to obtain rate equations9 by integrating the
Boltzmann equations over the remaining phase space volume. This means that we assume a spe-
cific equilibrium form for the distribution functions of all species with small chemical potentials.
In detail, we make the following simplifying assumptions:
1. All species are in kinetic equilibrium (and have the same temperature T ).10
2. Maxwell–Boltzmann distribution functions can be used instead of Bose–Einstein (or Fermi–
Dirac for fermions) distributions. This implies that we neglect the quantum statistical
terms.11
3. The chemical potentials are small (i.e. the system is close to chemical equilibrium) µa/T 
1 and the chemical potentials of b and b¯ are equal but opposite in sign. 12
4. The comoving entropy is conserved, i.e. d(sa3) = 0.13
The distribution functions can then be approximated in the following way:14
fap =
1
e−(Eap−µa)/T − 1 ' e
−(Eap−µa)/T ' e−
Eap
T (1 +
µa
T
) = fa, eqp (1 +
µa
T
) . (2.22)
The first of these approximations implies that na = eµa/Tn
eq
a .
First of all, we multiply the equations by ga/[(2pi)3Eak ] (we keep the internal degrees of freedom
although ga = 1 in the present case) and integrate over the remaining three-momenta [5, 25].
9We do not use the popular term “Boltzmann equations” for the rate equations, since it would be misleading in the
present context.
10This is usually a good approximation, if the reaction rate is greater than the expansion rate Γ  H . In the early
universe the particles would undergo other thermalizing reactions such as γ + `→ γ + ` and so on (typically at higher
rates) which maintain thermal equilibrium. Within our toy model the interactions bb¯↔ bb¯, bb↔ bb and b¯b¯↔ b¯b¯ have
a similar effect.
11Thus the particles are treated as classical particles..
12This would follow from the existence of reactions like `+ ¯`↔ γ + γ which would lead to µb + µb¯ = 2µγ = 0 in
equilibrium. For the scalars in the toy model (with Bose–Einstein distribution) the assumption µb = −µb¯ is an obvious
contradiction which is circumvented here by using Maxwell–Boltzmann distribution functions.
13This should be a good one if there are no strong non-equilibrium processes.
14By writing it this way, we mean that the values of the integrals involving the distributions will take similar values.
Since we cannot estimate the error of this approximations analytically, the proof is left to numerical calculations. For
small masses and chemical potentials the second of these equations is obviously wrong for small momenta.
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Using approximation 4, the left hand side is then given by
ga
(2pi)3
∫
L[fa]
d3k
Eak
=
dna
dt
+ 3Hna = s
dYa
dt
= s
H(m)
x
dYa
dx
= sH(x)x
dYa
dx
, (2.23)
with Ya = na/s and H(m) = 1.66
√
g∗m2/mPl.
We first integrate eqn. (2.20a). The left-hand side is given by eqn. (2.23) and applying approxima-
tion 1, we find for the first term on the right-hand side:
gψ1
(2pi)3
∫
d3k
Eψ1k
Cψ1↔bbk [f
ψ1 , f b] '
'
∫
dΠψ1k dΠ
b
p dΠ
b
q(2pi)
4δ(4)(k − p− q)
×fψ1k (1− ξbf bp)(1− ξbf bq )
[1
2
|M|2bb→ψ1 e
2µb
T
−µψ1
T − 1
2
|M|2ψ1→bb
]
. (2.24)
Applying approximations 2 and 3 gives
gψ1
(2pi)3
∫
d3k
Eψ1k
Cψ1↔bbk [f
ψ1 , f b] '
∫
dΠψ1k dΠ
b
p dΠ
b
q(2pi)
4δ(4)(k − p− q)
×
[
fψ1, eqk
1
2
(
1 +
2µb
T
)
|M|2bb→ψ1 − f
ψ1
k
1
2
|M|2ψ1→bb
]
,
(2.25)
where we exploited the fact that, due to energy conservation,
f bpf
b
q = f
b, eq
p f
b, eq
q e
+2µ/T ' f b, eqp f b, eqq (1 + 2µb/T ) = fψ1, eqk (1 + 2µb/T ) . (2.26)
The term for ψ1 ↔ b¯b¯ follows from eqn. (2.25), substituting b→ b¯ (this implies µb → µb¯ = −µb).
Summing the two contributions, using dΠb¯ = dΠb and the parametrization of the matrix elements
(2.6a), (2.7a) yields
gψ1
(2pi)3
∫
d3k
Eψ1k
Cψ1↔bbk [f
ψ1 , f b] +
gψ1
(2pi)3
∫
d3k
Eψ1k
Cψ1↔b¯b¯k [f
ψ1 , f b¯] '
'
∫
dΠψ1k dΠ
b
p dΠ
b
q(2pi)
4δ(4)(k − p− q)1
2
|Mψ1 |2
[
fψ1, eqk
(
1− 2µb
T
)
− fψ1k
]
.
Since µb/T and  are small we can neglect the 2µb/T term compared to 1. The phase space in-
tegral over fψ1(k) |Mψ1 |2 gives the thermally averaged ψ1-decay width times the number density
of ψ1, so that we can write it as
gψ1
(2pi)3
∫
d3k
Eψ1k
Cψ1↔bbk [f
ψ1 , f b] +
gψ1
(2pi)3
∫
d3k
Eψ1k
Cψ1↔b¯b¯k [f
ψ1 , f b¯] ' −1
2
〈Γψ1〉
[
nψ1 − neqψ1
]
,
(2.27)
with averaged decay rate
〈Γψ1〉 =
1
neqψ1
∫
dΠψ1k dΠ
b
p dΠ
b
q(2pi)
4δ(4)(k − p− q) |Mψ1 |2 fψ1, eqk . (2.28)
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The collision term for bb↔ ψ1 on the right-hand side of eqn. (2.20b) can be rewritten in the same
way as
gb
(2pi)3
∫
d3k
Ebk
Cbb↔ψ1k [f
b, fψ1 ] '
'
∫
dΠbk dΠ
b
p dΠ
ψ1
q (2pi)
4δ(4)(k + p− q)
×(1− ξbf bk)(1− ξbf bp)fψ1q
[
|M|2ψ1→bb − |M|2bb→ψ1 e
2µb
T
−µψ1
T
]
. (2.29)
The term for b¯b¯ ↔ ψ1 follows from eqn. (2.29) by substituting b → b¯ (this implies µb → µb¯ =
−µb). As in section 1.3 it is convenient to derive a single equation for the toy-baryon asymmetry
which is given by nB = (nb − nb¯). Subtracting the two terms for bb↔ ψ1 and b¯b¯↔ ψ1 we find
gb
(2pi)3
∫
d3k
Ebk
Cbb↔ψ1k [f
b, fψ1 ]− gb¯
(2pi)3
∫
d3k
E b¯k
C b¯b¯↔ψ1k [f
b¯, fψ1 ] '
'
∫
dΠbk dΠ
b
p dΠ
ψ1
q (2pi)
4δ(4)(k + p− q)
×fψ1q
{[
|M|2ψ1→bb − |M|2ψ1→b¯b¯
]
−
[
|M|2bb→ψ1 e
2µb
T − |M|2b¯b¯→ψ1 e
−2µb
T
]
e−
µψ1
T
}
. (2.30)
With eqn. (2.28) this leads to
gb
(2pi)3
∫
d3k
Ebk
Cbb↔ψ1k [f
b, fψ1 ]− gb¯
(2pi)3
∫
d3k
E b¯k
C b¯b¯↔ψ1k [f
b¯, fψ1 ] '
' 〈Γψ1〉 
[
nψ1 + n
eq
ψ1
]− nB 〈Γψ1〉 neqψ1neqb , (2.31)
where we have used 2µb/T ' (nb − nb¯)/neqb = nB/neqb . In approximation 1 the collision terms
for bb ↔ b¯b¯ and bb¯ ↔ bb¯ on the right-hand side of eqns. (2.20b) and (2.20c) vanish and we need
to compute only the remaining ones:
gb
(2pi)3
∫
d3k
Ebk
Cbb↔b¯b¯k [f
b, f b¯] '
∫
dΠbk dΠ
b
p dΠ
b
q dΠ
b
r(2pi)
4δ(4)(k + p− q − r)
×(1− ξbf bk)(1− ξbf bp)f b¯qf b¯r
1
2
[
|M|2b¯b¯→bb − |M|2bb→b¯b¯ e
4µb
T
]
.
(2.32)
Subtracting the analogous term for b¯b¯↔ bb we obtain
gb
(2pi)3
∫
d3k
Ebk
Cbb↔b¯b¯k [f
b, f b¯]− gb¯
(2pi)3
∫
d3k
E b¯k
C b¯b¯↔bbk [f
b¯, f b] '
'
∫
dΠbk dΠ
b
p dΠ
b
q dΠ
b
r(2pi)
4δ(4)(k + p− q − r)
×f b, eqq f b, eqr
[
|M|2b¯b¯→bb e
−2µb
T − |M|2bb→b¯b¯ e
2µb
T
]
.
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In the limit µb/T  1 this becomes
gb
(2pi)3
∫
d3k
Ebk
Cbb↔b¯b¯k [f
b, f b¯]− gb¯
(2pi)3
∫
d3k
E b¯k
C b¯b¯↔bbk [f
b¯, f b] '
'
∫
dΠbk dΠ
b
p dΠ
b
q dΠ
b
r(2pi)
4δ(4)(k + p− q − r)
×f b, eqq f b, eqr
{[
|M|2b¯b¯→bb − |M|2bb→b¯b¯
]
− 2µb
T
[
|M|2b¯b¯→bb + |M|2bb→b¯b¯
]}
. (2.33)
We can write the second term as
− 4µb
T
〈σ |v|〉 (neqb )2 , (2.34)
with cross section times velocity averaged
〈σ |v|〉 = 1
(neqb )
2
∫
dΠbk dΠ
b
p dΠ
b
q dΠ
b
r(2pi)
4δ(4)(k + p− q − r) |M|2bb→b¯b¯ e−(E
b
k+E
b
p)/T . (2.35)
With |M|2b¯b¯→bb = |M|2bb→b¯b¯ the first term in eqn. (2.33) vanishes. Summing the remaining con-
tributions eqn. (2.31) and (2.34) we see that an asymmetry is created even in thermal equilibrium.
Because the decay ψ1 → bb is preferred over the decay ψ1 → b¯b¯ according to eqn. (2.21a) and
the inverse decay bb→ ψ1 is suppressed compared to the decay, according to eqn. (2.21b), this is
clear even without integrating the Boltzmann equations. The (well-known) reason for this problem
[62] is that the current approximation of the amplitudes found in section 2.2 is inconsistent. The
matrix elements for the processes bb→ b¯b¯ (b¯b¯→ bb) include s-channel processes in which ψ1 can
be in real intermediate (on-shell) states. This process is already taken into account by successive
inverse decay and decay bb → ψ1 → b¯b¯ (b¯b¯ → ψ1 → bb). This issue is usually called the double
counting problem. Consequently the real intermediate state (RIS) contributions need to be sub-
tracted from the complete amplitude |M|2bb→b¯b¯ (|M|2b¯b¯→bb). In the narrow width approximation
these contributions are given by
|M|2bb→b¯b¯,RIS =
∣∣∣∣∣Mbb→ψ1 is−m2ψ1 + imψ1Γψ1Mψ1→b¯b¯
∣∣∣∣∣
2
= |M|2bb→ψ1 |M|2ψ1→b¯b¯
1
(s−mψ1)2 + (mψ1Γψ1)2
→|M|4ψ1→b¯b¯
pi
mψ1Γψ1
δ(s−m2ψ1) , (2.36a)
and, analogously,
|M|2b¯b¯→bb,RIS = |M|4ψ1→bb
pi
mψ1Γψ1
δ(s−m2ψ1) . (2.36b)
The RIS-subtracted amplitudes for 2-2 scattering are then given by15
|M|′2b¯b¯→bb = |M|2b¯b¯→bb − 2 |M|2b¯b¯→bb,RIS , (2.37a)
15We need to include here an additional factor of 2 which is absent in the case of leptogenesis. This is due to the fact
that the collision term for the RIS term has an extra symmetrization factor 1/2 in the toy model which is absent in the
case of leptogenesis where the initial and final state of the RIS contribution each include two different species.
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|M|′2bb→b¯b¯ = |M|2bb→b¯b¯ − 2 |M|2bb→b¯b¯,RIS . (2.37b)
In contrast to the full matrix element for 2−2 scattering eqn. (2.8) these amplitudes do violate CP.
To obtain the rate equations corresponding to the RIS subtracted Boltzmann equations we need to
substitute |M|2b¯b¯→bb → |M|′2b¯b¯→bb and |M|2bb→b¯b¯ → |M|′2bb→b¯b¯ in eqn. (2.33). Then the first term
includes
|M|′2b¯b¯→bb − |M|′2bb→b¯b¯ = −32pi2 |Mψ1 |2 δ(s−m2ψ1) .
and can therefore be written as
− 32pi2 |Mψ1 |2 neqψ1I
with
I =
1
neqψ1
∫
dΠbk dΠ
b
p dΠ
b
q dΠ
b
r(2pi)
4δ(4)(k + p− q − r)δ(s−m2ψ1)e−(E
b
k+E
b
p)/T . (2.38)
It can be shown that
I =
1
16pi2 |Mψ1 |2
〈Γψ1〉 .
Therefore, the contribution from the first term of eqn. (2.33) is −2 〈Γψ1〉neqψ1 . After substituting
|M|2 → |M|′2 the second term becomes
− 4µb
T
〈
σ′ |v|〉 (neqb )2 , (2.39)
where we defined the averaged cross section times velocity (with real intermediate state contribu-
tions subtracted) analogous to eqn. (2.34) by〈
σ′ |v|〉 = 1
(neqb )
2
∫
dΠbk dΠ
b
p dΠ
b
q dΠ
b
r(2pi)
4δ(4)(k + p− q − r)e−(Ebk+Ebp)/T
×
[
|M|2bb→b¯b¯ −
pi
2mψ1Γψ1
|Mψ1 |4 δ(s−m2ψ1)
]
. (2.40)
Using 2µb/T ' nB/neqb we find
dnB
dt
+ 3HnB = 〈Γψ1〉 
[
nψ1 − neqψ1
]− nB( 〈Γψ1〉 neqψ1neqb + 2neqb 〈σ′ |v|〉
)
. (2.41)
With help of eqn. (2.23) we obtain from eqn. (2.27) and (2.41)
dYψ1
dx
=− 〈Γψ1〉
2H(x)x
[
Yψ1 − Y eqψ1
]
, (2.42a)
dYB
dx
=
〈Γψ1〉
H(x)x

[
Yψ1 − Y eqψ1
]
−
〈Γψ1〉
neqψ1
neqb
+ 2 〈σ′ |v|〉neqb
H(x)x
YB . (2.42b)
These equations are very similar to the phenomenological rate eqns. (1.16) for thermal leptoge-
nesis, especially when the lepton number violating scattering terms S are neglected (which is
approximately possible in the strong washout regime). Its interpretation is essentially the same.
Here only decays and inverse decays contribute to the generation of the asymmetry. The second
term on the right-hand side of eqn. (2.42b) acts as washout term.
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To see explicitly when and why the RIS subtraction in eqn. (2.37) works one can exploit the uni-
tarity of the S-matrix. We want to check whether the difference of eqn. (2.29), eqn. (2.32) and the
corresponding terms for b¯ in equilibrium:
−2
∫
dΠbk dΠ
b
p dΠ
ψ1
q (2pi)
4δ(4)(k + p− q)
×(1− ξbf bk)(1− ξbf bp)fψ1q
[
|M|2bb→ψ1 − |M|2b¯b¯→ψ1
]
−2
∫
dΠbk dΠ
b
p dΠ
b
q dΠ
b
r(2pi)
4δ(4)(k + p− q − r)
×(1− ξbf bk)(1− ξbf bp)f b¯qf b¯r
1
2
[
|M|2bb→b¯b¯ − |M|2b¯b¯→bb
]
, (2.43)
which is the right-hand side of the rate equation for nB in equilibrium (here CPT-invariance was
used), vanishes as required by the argument given in eqn. (1.3). To this end, we apply the gener-
alized optical theorem eqn. (C.1) above the energy thresholds s > m2ψi and s > 4m
2
b = 4m
2
b¯
to
the amplitudes for bb → bb and b¯b¯ → b¯b¯ at order O(g4). Summing the corresponding graphs in
fig. 2.4 and fig. 2.5 we find for bb→ bb:

ψi
ψj +
ψi
ψj + . . . = S(4)bbbb,1

ψi
ψj +
ψi
ψj + . . . = S(4)
b¯b¯b¯b¯,1
Figure 2.4: Vertex corrected graphs contributing to Mbb→bb and Mb¯b¯→b¯b¯ at order O(g4).
The sums include all possible combinations of i and j.

ψi ψj
+
ψjψi
+ . . . = S(4)bbbb,2

ψiψj
+
ψj ψi
+ . . . = S(4)
b¯b¯b¯b¯,2
Figure 2.5: self-energy loop corrected graphs contributing toMbb→bb andMb¯b¯→b¯b¯ atO(g4).
The diagrams in S(4)
b¯b¯b¯b¯,2
cancel the contributions in S(4)bbbb,2. The sums include all possible
combinations of i and j.
−i
[
M(4)bb→bb(k, p; k, p)−M(4)∗bb→bb(k, p; k, p)
]
=
=
∫
dΠψ1q (2pi)
4δ(4)(k + p− q) |M|2bb→ψ1 (k, p; q)
+
∫
dΠbq dΠ
b
r(2pi)
4δ(4)(k + p− q − r)1
2
|M|2bb→b¯b¯ (k, p; q, r) (2.44)
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In the same way one finds for b¯b¯↔ b¯b¯
−i
[
M(4)
b¯b¯→b¯b¯(k, p; q, r)−M
(4)∗
b¯b¯→b¯b¯(k, p; q, r)
]
=
=
∫
dΠψ1q (2pi)
4δ(4)(k + p− q) |M|2b¯b¯→ψ1 (k, p; q)
+
∫
dΠbq dΠ
b
r(2pi)
4δ(4)(k + p− q − r)1
2
|M|2b¯b¯→bb (k, p; q, r) .
(2.45)
Subtracting eqn. (2.45) from eqn. (2.45) we obtain
−2i
[
={M(4)bb→bb(k, p; k, p)}−={M(4)b¯b¯→b¯b¯(k, p; k, p)}] =
=
∫
dΠψ1q (2pi)
4δ(4)(k + p− q)[ |M|2bb→ψ1 (k, p; q)− |M|2b¯b¯→ψ1 (k, p; q)]
+
∫
dΠbq dΠ
b
r(2pi)
4δ(4)(k + p− q − r)1
2
[ |M|2bb→b¯b¯ (k, p; q, r)− |M|2b¯b¯→bb (k, p; q, r)] .
(2.46)
Being a direct consequence of the unitarity of the S-matrix (necessary for the preservation of
probability) this equation must hold for a consistent approximation of the amplitudes. Now the
left-hand side of eqn. (2.46) equals zero, because the diagrams cancel pairwise S(4)bbbb,l(k, p; k, p) =
S
(4)
b¯b¯b¯b¯,l
(k, p; k, p) and
(
S
(4)
bbbb,l(k, p; k, p)
)∗ = (S(4)
b¯b¯b¯b¯,l
(k, p; k, p)
)∗, see fig. 2.4 and fig. 2.5. Multi-
plying eqn. (2.46) by f b,eqk f
b,eq
p (Maxwell–Boltzmann equilibrium distributions) and integrating
over dΠbk and dΠ
b
p we find
0 =
∫
dΠbk dΠ
b
p dΠ
ψ1
q (2pi)
4δ(4)(k + p− q)fψ1,eqq
[ |M|2bb→ψ1 (k, p; q)− |M|2b¯b¯→ψ1 ]
+
∫
dΠbk dΠ
b
p dΠ
b
q dΠ
b
r(2pi)
4δ(4)(k + p− q − r)f b,eqq f b,eqr
1
2
[ |M|2bb→b¯b¯ − |M|2b¯b¯→bb ] ,
(2.47)
where we have used that the species are in thermal equilibrium. Comparing eqn. (2.47) with
eqn. (2.43), we see that the equilibrium contributions from scattering and decays cancel exactly
if the species are assumed to obey Maxwell–Boltzmann statistics. In this case, no asymmetry is
generated in thermal equilibrium. On the other hand, it is clear from this comparison that the
cancellation cannot be exact if the quantum statistical terms are included. Therefore, the question
arises how consistent Boltzmann equations can be obtained in this case. We will see that it can be
answered in the top-down approach.
2.5 CP-violating parameter
To complete the discussion of the bottom-up approach we need to compute the CP-violating pa-
rameter in vacuum defined in eqn. (2.4). As in the phenomenological scenario, it is generated by
the interference of the tree-level and one-loop amplitudes, see fig. 3.8. The result of this com-
putation is well-known but we repeat it here for the vertex contribution, since we will need to
perform similar calculations later. According to eqn. (1.12) the contributions of the interference
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q
q + l
p
l
k
q + l − kq
q + l
l
k
p
Figure 2.6: Momentum flow in the vertex and the self-energy loop.
terms (between tree-level and vertex or self-energy loop corrections) to the CP-violating parameter
are given by
vaci = −2 |gj |2=
{ gig∗j
g∗i gj
}
=
{ S(3)ψibb
gi(g∗j )2
}
.
The contribution of the vertex loop diagram to the amplitude can be written as
iS
(3)
ψibb1
=
−igi(g∗j )2
16pi2
C0(q2, k2, 0, 0,m2ψj ) , (2.48)
where the scalar 1-loop vertex three-point function C0 is given by [63, 64]:
C0(q2, k2,m2b ,m
2
b ,m
2
ψj
) =
= − i
pi2
∫
d4l
1
(q + l)2 −m2b + i
1
l2 −m2b + i
1
(q + l − k)2 −m2ψj + i
.
(2.49)
The assignment of the momenta is depicted in fig. 2.6. The tree-level and one-loop amplitudes of
the decay process ψ → b¯b¯ differ from eqn. (2.48) only by conjugation of the couplings. Therefore,
at leading order, we obtain for the CP-violating parameter:
V,vaci =
|gj |2
8pi2
=
(
gig
∗
j
g∗i gj
)
=
{
C0(q2, k2, 0, 0,m2ψj )
}
. (2.50)
The imaginary part of the loop integral C0(q2, k2,m2b ,m
2
b ,m
2
ψj
) is caused by a branch cut dis-
continuity above the threshold q0 > 2mb when the two b propagators in the loop go on-shell. We
can in principle compute vaci by first computing the vertex loop integral C0 and then taking the
imaginary part. C0 can be calculated by introducing Feynman parameters [63, 64] in eqn. (2.49).
The result in the massless limit, mb = 0, reads
C0(m2ψi , 0, 0, 0,m
2
ψj
) =
1
m2ψi
[
Li2
(
1 +
m2ψi
m2ψj
)
− pi
2
6
]
. (2.51)
With dilogarithm Li2 as defined in [64] the imaginary part of this coincides with eqn. (2.61). For
V,vaci we obtain
V,vaci = −
1
8pi
|gj |2
m2ψi
=
(
gig
∗
j
g∗i gj
)
ln
(
1 +
m2ψi
m2ψj
)
. (2.52)
Identifying the imaginary part of C0 as branch cut discontinuity, DiscC0 = 2i={C0}, we can
alternatively evaluate it with help of the Cutkosky cutting rules (see appendix C) as
DiscC0 = C ′0(q
2, k2,m2b ,m
2
b ,m
2
ψj
) , (2.53)
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with
C ′0(q
2, k2,m2b ,m
2
b ,m
2
ψj
) = − i
pi2
∫
d4l
[−2piiΘ(q0 + l0)δ((q + l)2 −m2b)]
× [−2piiΘ(−l0)δ(l2 −m2b)] 1(q + l − k)2 −m2ψj + i .
(2.54)
Using δ(x2 − a2) = (2 |a|)−1(δ(x− a) + δ(x+ a)) we find
C ′0 =
∫
d4l
1
Ebq+l
[
δ(q0 + l0 − Ebq+l) + δ(q0 + l0 + Ebq+l)
]
× 1
Ebq
[
δ(l0 − Ebl ) + δ(l0 + Ebl )
]
G
ψj
q+l−k . (2.55)
with Gψjp = i/[p2 −m2ψj + i], where we can drop the i prescription in the propagator because
ψj cannot go on-shell. Since the expression is Lorentz invariant we can evaluate it in the CMS
frame (q = 0, Ebq+l = E
b
l ). In this frame it is easy to see that
C ′0 =
∫
d4l
(Ebl )
2
δ(q0 + l0 − Ebl )δ(l0 + Ebl )Gψjq+l−k . (2.56)
Upon integration over l0 this becomes
C ′0 =
∫
d3l
(Ebl )
2
δ(q0 − 2Ebl )Gψjq+l−k
∣∣∣
l0=−Ebl
=
∫
dΩl dEbl |l|
2Ebl
δ
(q0
2
− Ebl
)
G
ψj
q+l−k
∣∣∣
l0=−Ebl
,
(2.57)
which evaluates to
C ′0 =
∫
dΩl |l|
2Ebl
G
ψj
q+l−k
∣∣∣
l0=− q02 , |l|=
√
l20−m2b
. (2.58)
In the CMS frame we have (q + l − k)2∣∣
l0=−k0=− q02
= −2 |l|2 (1− cos θkl) and
G
ψj
q+l−k =
i
−2 |l|2 (1 + m
2
ψj
2|l|2 − cos θkl)
,
where, here and in the following, we always imply |l| =
√( q0
2
)2 −m2b . With this we find
C ′0 =
−i
4 |l|Ebl
∫
dφl d cos θl
1 +
m2ψj
2|l|2 − cos θkl
=
−ipi
2 |l|Ebl
∫ 1
−1
d cos θl
1 +
m2ψj
2|l|2 − cos θl
. (2.59)
Performing the remaining integral we get
C ′0 = −
ipi
2 |l|Ebl
ln
(
1 +
4 |l|2
m2ψj
)
. (2.60)
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Inserting the expression for |l| and q0 = mψi we obtain
C ′0(m
2
ψi
,m2b ,m
2
b ,m
2
b ,m
2
ψj
) = − 2pii
mψi
√
m2ψi − 4m2b
ln
(
1 +
m2ψi − 4m2b
m2ψj
)
, (2.61)
which leads directly to eqn. (2.52) if we setmb = 0. This result is, of course, well known. We have
repeated the computation here in order to illustrate the connection with the cutting rules at finite
temperature given in chapter 4. In the same place we will also obtain the result for the self-energy
loop contribution to the CP-violating parameter as zero temperature limit of the general case. It
reads
S,vaci = −
|gj |2
16pi
=
(
gig
∗
j
g∗i gj
)
1
m2ψi −m2ψj
. (2.62)
It is well known that this expression can be used only in the hierarchical case. The case mψi '
mψj corresponds to the scenario of resonant leptogenesis. Note that in the strongly hierarchical
case mψj  mψi the contributions eqn. (2.52) and eqn. (2.62) differ by just a factor of 2 and the
sum of both contributions gives
vaci = 
V,vac
i + 
S,vac
i '
3
16pi
={(g∗i gj)2}
|gi|2
1
m2ψj
. (2.63)
Note the similarity to CP-violating parameter in the phenomenological scenario eqn. (1.15).
In this chapter we have established the similarity between the toy model and and the scenario of
thermal leptogenesis with respect to the source of the CP-violation and the kinetic equations. At
the same time we have seen that the usual rate equations are based on kinetic equations which
have been developed for dilute gases and that the inclusion of the quantum statistical terms in the
straight-forward way would lead to the creation of an asymmetry even in equilibrium. This and
the observation that the creation of the asymmetry via leptogenesis depends crucially on the loop
contributions to the amplitudes, which are inherently quantum effects encourage us to study the
toy model of the present section in the framework of non-equilibrium quantum field theory.
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Chapter 3
Top-down approach
The goal of this chapter is to derive kinetic equations for the one-particle distribution functions
for the toy model eqn. (2.1) in the Kadanoff–Baym formalism by applying a number of well-
known approximations [65–68]. Since this systematic derivation starts from complete evolution
equations for the two-point functions (based on the in-in or Schwinger–Keldysh description of
non-equilibrium quantum fields [69, 70]) we refer to this ansatz as top-down approach. We will
denote the resulting “Boltzmann-like” equations as quantum corrected Boltzmann equations due
to their similarity to the equations obtained in chapter 2. The qualitative difference with respect to
the classic approach which was presented there is that the overall structure of the kinetic equations
as well as the transition amplitudes are derived self-consistently from a common starting point.
We will see that the top-down approach is free of the double-counting problem and that the tran-
sition amplitudes include terms which account for finite-density effects. Since, in the context of
leptogenesis, the driving force for the deviation from thermal equilibrium is the rapid expansion
of the universe we work in a covariant formulation [43, 71, 72].
3.1 Schwinger–Keldysh formalism in curved space-time
In this section we present the Schwinger–Keldysh formalism and the derivation of Boltzmann
equations from Kadanoff-Baym equations [65–68, 73–75] in a manifestly covariant fashion [2].
To illustrate the important points, we use a model containing a single real scalar field with quartic
self-interactions, minimally coupled to gravity. The results can later be applied to the toy model.
Here we use the lagrangian
L =
1
2
∂µϕ∂µϕ− 12m
2ϕ2 − λ
4!
ϕ4 . (3.1)
Since the procedure for the λϕ4 theory is well known in Minkowski space-time it will be easy to
compare it with the results obtained in [35, 41–44] and elsewhere.1
Beginning with the generating functional for connected Green’s functions in covariant form, the
individual steps are roughly:
• a Legendre transformation to obtain the effective action
1We note that a self-consistently dressed description of the vertex in λϕ4 theory requires the use of the 4PI effective
action, which is beyond the scope of this work.
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• derivation of the Schwinger–Dyson equation
• derivation of the Kadanoff–Baym equations for the spectral function and the statistical prop-
agator
• a first-order gradient expansion and a Wigner transformation to obtain a system of quantum
kinetic equations for the correlation functions
• neglecting the Poisson brackets and employing a quasi-particle approximation to get the
Boltzmann-like equation for the one-particle distribution function
If the respective requirements are met the different steps can be generalized to more sophisticated
models, such as the toy model.
3.1.1 Schwinger–Dyson equations
We begin with the generating functional for Green’s functions with local and bi-local external
scalar sources J(x) and K(x, y),
Z[J,K] =
∫
Dϕ exp
[
i(S + Jϕ+
1
2
ϕKϕ)
]
, (3.2)
where the action S is given by the space-time integral of the Lagrange density:
S =
∫ √−gd4xL ,
with invariant space-time volume element
√−gd4x , g ≡ det gµν . (3.3)
The scalar products of the sources and the fields in eqn. (3.2) are defined as
Jϕ ≡
∫ √−gd4xJ(x)ϕ(x) , (3.4a)
ϕKϕ ≡
∫∫ √−gd4x√−gd4y ϕ(x)K(x, y)ϕ(y) . (3.4b)
The path integral measure in curved space-time is given by [71]
Dϕ =
∏
x
d
[
(−g) 14ϕ(x)] ,
and the fields and external sources are defined independently on the positive and negative branches
of a closed real-time contour, see fig. 3.1. In particular, there are two local (J+ and J−) and four
bi-local (K++, K+−, K−+ and K−−) sources. Analogously, the field expectation values on the
two branches are denoted by ϕ+ and ϕ− and the components of the two-point function by G++,
G+−, G−+ and G−− [76]. This applies also to the metric tensor, i.e. g+µν 6= g−µν in general. In our
notation the branch indices are suppressed.
As explained in chapter 2.3, the effect of the individual fields on the curvature of space-time
was neglected in the bottom-up approach and we make the same test-field approximation here.
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Figure 3.1: Closed real-time path C.
Analyses of this back-reaction effect have been carried out in [41, 44]. This means in particular
that the metric tensor on the positive and negative branches is determined by external processes
only so that it is the same on both branches.
We define a generalized Dirac-delta δg such that δg(x, y) is always zero if its arguments lie on
different branches of the time-path [65] and otherwise satisfies the relation∫
d4y
√−g f(y) δg(x, y) = f(x) , (3.5)
where the integration is performed over the closed contour. The solution to this equation is given
by [71]
δg(x, y) = (−gx)− 14 δ(x, y)(−gy)− 14 . (3.6)
The generalized Dirac-delta is then used to define functional differentiation in curved space-time:
δF [φ]
δφ(y)
≡ lim
ε→0
F [φ(x) + ε δg(x, y)]−F [φ(x)]
ε
. (3.7)
Consequently, we obtain:
δJ(x)
δJ(y)
= δg(x, y) ,
δK(x, y)
δK(u, v)
= δg(x, u)δg(y, v) . (3.8)
As usual, the generating functional for connected Green’s functions is given in terms of Z[J,K]
by
W[J,K] = −i lnZ[J,K] . (3.9)
Its functional derivatives with respect to the external sources read
∂W[J,K]
∂J(x)
= Φ(x) ,
∂W[J,K]
∂K(x, y)
=
1
2
[G(y, x) + Φ(x)Φ(y)] , (3.10a)
where Φ denotes expectation value of the field andG is the propagator. The two-particle-irreducible
(2PI) effective action is defined as the (functional) Legendre transform ofW[J,K]:
Γ[Φ, G] ≡ W[J,K]− JΦ− 1
2
Tr[KG]− 1
2
ΦKΦ . (3.11)
Analogously to the conventional Legendre transform the external sources can be reproduced as its
functional derivatives with respect to the expectation value and the propagator:
δΓ[G,Φ]
δΦ(x)
= −J(x)−
∫ √−gd4z K(x, z)Φ(z) , (3.12a)
δΓ[G,Φ]
δG(x, y)
= −1
2
K(y, x) . (3.12b)
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When we shift the field by its expectation value ϕ → ϕ + Φ we can write the action as a sum of
two terms:
S[ϕ]→ Scl[Φ] + S[ϕ,Φ] , (3.13)
where Scl denotes the classical action, which depends only on Φ and S[ϕ,Φ] = S0[ϕ]+Sint[ϕ,Φ]
contains terms quadratic, cubic and quartic in ϕ. The free field action can be written in the form
S0 =
1
2
∫∫ √−gxd4x√−gyd4y ϕ (iG−1)ϕ , (3.14)
where G−1 is the zero-order inverse propagator
G−1(x, y) = i(x +m2) δg(x, y) , (3.15)
withx ≡ gµν∇µx∇νx. Now we can exploit the translational invariance of the path integral measure
to rewrite the effective action as
Γ[Φ, G] =− i ln
∫
Dϕ exp
[
i(S + Jϕ+
1
2
ϕKϕ)
]
+ Scl[Φ]− 12Tr[KG] . (3.16)
We define the 2PI functional Γ2 by writing Γ in the form
Γ[Φ, G] ≡ Scl[Φ] + i2 ln det
[
G−1
]
+
i
2
Tr
[
G−1G
]
+ Γ2[Φ, G] . (3.17)
The second and third term are given by
det
[
G−1
2pi
]
≡
∫
Dϕ exp
(
ϕG−1ϕ
)
and
Tr
[
G−1G
] ≡ ∫∫ √−gxd4x√−gyd4y G−1(x, y)G(y, x) ,
respectively. We are interested in finding the functional derivative of Γ2 with respect to G. It can
be obtained by using eqn. (3.12) and computing the derivatives of the second and third term. The
functional derivative of the second term can be found upon use of∫ √−g d4z G−1(u, z)G(z, v) = δg(u, v) . (3.18)
The result of this calculation is
δ
δG(x, y)
ln det
[
G−1
]
= −G−1(y, x) . (3.19)
Differentiating the third term of eqn. (3.17) we find
δ
δG(x, y)
Tr
[
G−1G
]
= G−1(y, x) . (3.20)
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The functional derivative of the complete eqn. (3.17) with respect to G then reads
δΓ[G,Φ]
δG(x, y)
=− i
2
G−1(y, x) +
i
2
G−1(y, x) +
δΓ2[G,Φ]
δG(x, y)
= −1
2
K(y, x) . (3.21)
Substituting this expression for K into eqn. (3.17) we can rewrite the 2PI effective action in the
form
Γ2[G,Φ] =− i ln
∫
Dϕ exp
[
i
(
S + Jϕ− ϕδΓ2
δG
ϕ
)]
+ Tr
[
δΓ2
δG
G
]
− i
2
ln det
[
G−1
]
+ const . (3.22)
Here S = S0 + Sint, but S0 is now given by
S0 =
1
2
∫∫ √−gxd4x√−gyd4y ϕ (iG−1)ϕ . (3.23)
The functional iΓ2 is represented by the sum of all vacuum diagrams, which cannot be discon-
nected by cutting any two internal lines [77]. The vertices as given by Lint and the internal lines
represent the complete connected propagator G. Hence the name two-particle-irreducible.
We are interested in physical situations corresponding to vanishing sources. In this case eqn. (3.21)
can be written in the form
G−1(x, y) = G−1(x, y)−Π(x, y) , (3.24)
where we defined the self-energy Π as
Π(x, y) ≡ 2iδΓ2[G,Φ]
δG(y, x)
. (3.25)
Equation (3.24) is the Schwinger–Dyson equation. The structure of this equations is completely
determined by the particle content of the theory.
3.1.2 2PI effective action
The 2PI effective action is given by the (infinite) sum of all 2PI diagrams which can be drawn given
the set of vertices defined by the interaction lagrangian and the set of internal lines representing
the complete connected two-point functions. We write the 2PI effective action as
iΓ2[G] =
∑
n
iΓ(n)2 [G] ,
and consider the lowest order contributions Γ(2)2 , Γ
(3)
2 and Γ
(4)
2 given by the diagrams in fig. 3.2.
The expressions for these contributions differ from those given in [34, 35, 43, 78] by the presence
of
√−g factors which ensure invariance of the effective action under coordinate transformations:
iΓ(2)2 [G] = −
iλ
8
∫ √−gxd4xG2(x, x),
iΓ(3)2 [G] = −
λ2
48
∫ √−gxd4x√−gyd4y G2(x, y)G2(y, x),
iΓ(4)2 [G] =
iλ3
48
∫ √−gxd4x√−gyd4y√−gzd4zG2(y, x)G2(x, z)G2(z, y). (3.26)
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Figure 3.2: Two–, three–, and four-loop contributions, iΓ(2)2 (a), iΓ
(3)
2 (b) and iΓ
(4)
2 (c) to
the 2PI effective action in the scalar ϕ4 theory.
We use the definition of the self-energy eqn. (3.25) and the functional differentiation rule and split
the self-energy also into the contributions from the different loop orders:
Π(x, y) =
∑
n
Π(n)(x, y) . (3.27)
For each vertex in the loop diagrams there is a corresponding integral in the effective action. The
functional differentiation leads to the appearance of two Dirac-delta’s due to which two of the
integrals can be carried out trivially. Four- and higher-loop contributions to Γ2 contain more than
two integrations over space-time. This means that the corresponding contributions to Π contain
such integrals as well. The different contributions corresponding to the terms in eqn. (3.26) are:
Π(2)(x, y) =− iδg(x, y)λ
2
G(x, x) ,
Π(3)(x, y) =− λ
2
6
G(y, x)G(x, y)G(x, y) ,
Π(4)(x, y) =
iλ3
4
G(y, x)
∫ √−gzd4zG2(x, z)G2(z, y) . (3.28)
We see that, for the reason given above, the lowest order contribution Π(2), which corresponds
to the two-loop diagram in fig. 3.2(a), is local and cannot describe thermalization. It will later
be absorbed in the effective mass. Therefore, one usually considers also the three-loop diagram
fig. 3.2(b) which describes 2 − 2 scattering. The four-loop contribution fig. 3.2(c) describes one-
loop corrections to 2 − 2 scattering processes and was also taken into account in [2] where it led
to a Boltzmann equation which includes medium corrections for the ϕ4-theory. For brevity we
ignore this contribution here.
3.1.3 Kadanoff–Baym equations
In order to derive evolution equations for the propagator one can convolve the Schwinger–Dyson
eqns. (3.24) with G from the right and use eqn. (3.18) to obtain
i
[
x +m2
]
G(x, y) =δg(x, y) +
∫ √−gd4zΠ(x, z)G(z, y) . (3.29)
Next, we define the spectral function:
Gρ(x, y) ≡ i〈[ϕ(x), ϕ(y)]−〉 , (3.30)
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and the statistical propagator:
GF (x, y) ≡ 12〈[ϕ(x), ϕ(y)]+〉 , (3.31)
where [., .]− denotes the commutator and [., .]+ the anti-commutator. As is clear from the ter-
minology Gρ contains information about spectral properties of the system, whereas GF contains
information about its statistical state. From the definitions (3.30) and (3.31) it is also clear that
the spectral function is antisymmetric with respect to permutation of its arguments, while the sta-
tistical propagator is symmetric under this transformation. Note that GF (x, y) and Gρ(x, y) are
real-valued functions for a real scalar field [33]. With help of this definitions, the full Schwinger-
Keldysh propagator can be decomposed into statistical and spectral part:
G(x, y) = GF (x, y)− i2sgnC(x
0 − y0)Gρ(x, y) . (3.32)
We now insert this expression into eqn. (3.29) to obtain equations for GF (x, y) and Gρ(x, y). The
action of thex operator on the second term on the right-hand side of eqn. (3.32) yields the product
g00δ(x0, y0)∇x0Gρ(x, y). Using the definition of Gρ and the canonical commutation relations in
curved space-time [79],
lim
y0→x0
[ϕ(x0,x ), pi(x0,y )]− = iδ(x,y) , (3.33)
where2 pi = g00
√−g∇0ϕ, we find for the derivative of the spectral function:
∇x0Gρ(x, y) =
δ(x,y)
g00
√−g . (3.34)
The product which appears on the right-hand side of eqn. (3.32) upon differentiation then gives the
generalized Dirac-delta δg(x, y) which cancels the Dirac-delta on the right-hand side of eqn. (3.29).
As announced, the local term from the lowest order contribution Π(2) to the self-energy (3.28),
can be absorbed in an effective mass:
m2(x) ≡ m2 + Πloc(x) . (3.35)
In the present case we have:
m2(x) = m2 +
λ
2
G(x, x) .
The effective mass, which contains the local self-energy, describes mean-field effects. In analogy
to eqn. (3.32), the remaining non-local part of the self-energy can also be split into a spectral part
Πρ and a statistical part ΠF :
Π(x, y) = ΠF (x, y)− i2sgnC(x
0 − y0)Πρ(x, y) . (3.36)
Now the integral in eqn. (3.29) which is along the closed time path in fig. 3.1 can be broken into
different parts. Thereby we take into account that any point of the negative branch is considered as
2In the FRW universe we have g0i = 0. In general, the off-diagonal components of the metric tensor can always be
set to zero by an appropriate choice of the coordinate system [80].
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a later instant of time than any point on the positive branch. In this way we obtain the Kadanoff–
Baym equations for the ϕ4-theory:
[
x +m2(x)
]
GF (x, y) =
y0∫
0
√−gd4zΠF (x, z)Gρ(z, y)−
x0∫
0
√−gd4zΠρ(x, z)GF (z, y) ,
[
x +m2(x)
]
Gρ(x, y) = −
x0∫
y0
√−gd4zΠρ(x, z)Gρ(z, y) . (3.37)
Comparing with the literature results [33, 35], we find that eqns. (3.37) are the covariant gen-
eralization of the corresponding Kadanoff–Baym equations in Minkowski space-time. Equa-
tions (3.37) are exact equations for the quantum dynamical evolution of the statistical propagator
and the spectral function. Since these are quantum field theoretic objects, there are no inherent
problems related to the definition quasi-particles. In other words, eqns. (3.37) are free of any pos-
sible uncertainties associated with definition of quasi-particle excitations in the hot plasma of the
rapidly expanding universe. Furthermore, eqns. (3.37) are written in terms of resummed propaga-
tors, i.e. they take into account the full series of daisy and ladder diagrams. Because of the presence
of the characteristic memory integrals on the right-hand sides the dynamics of the system depends
on the complete history of its evolution [81]. The different quantities which enter the Kadanoff–
Baym equations must be renormalized, which is, however, beyond the scope of this thesis. The
renormalization at finite temperature has been developed in [82–85]. It has been generalized to
out-of-equilibrium systems with non-Gaussian initial conditions in [86, 87]. A renormalization
procedure at tadpole order in the Gaussian scheme in the expanding universe has been applied to
the analysis of Kadanoff–Baym equations in [44]. The number and the precise form of the equa-
tions depends on the particle content of the theory and will be different for the toy model or for
a phenomenological theory. As stated above, the spectral and statistical self-energies encode the
information about the interactions of the model. Despite all advantages, the full Kadanoff–Baym
equations are relatively rarely used for the analysis of out-of-equilibrium processes, partially be-
cause of the complexity of the numerical solution, see e.g. [33, 35, 36, 85, 88–92].
To complete this section we derive explicit expressions for the different components of the self-
energies. Using the symmetry (anti-symmetry) of the statistical propagator (spectral function), we
obtain for the three-loop contribution:
Π(3)F (x, y) =−
λ2
6
[
GF (x, y)GF (x, y)GF (x, y)− 34GF (x, y)Gρ(x, y)Gρ(x, y)
]
, (3.38a)
Π(3)ρ (x, y) =−
λ2
6
[
3GF (x, y)GF (x, y)Gρ(x, y)− 14Gρ(x, y)Gρ(x, y)Gρ(x, y)
]
. (3.38b)
Four- and higher-loop contributions to the self-energy components contain space-time integrals.
The explicit results for the four-loop contributions can be found in [2].
3.1.4 Quantum kinetic equations
We proceed now with the next step towards the Boltzmann kinetic equations which consists in
the derivation of quantum kinetic equations. To this end, we introduce retarded and advanced
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propagators in order to decompose the spectral component of the propagator in eqns. (3.37) as
follows:
GR(x, y) ≡ θ(x0 − y0)Gρ(x, y) , GA(x, y) ≡ −θ(y0 − x0)Gρ(x, y) , (3.39)
and, analogously, retarded and advanced self-energies for the decomposition of the spectral com-
ponent of the self-energy:
ΠR(x, y) ≡ θ(x0 − y0)Πρ(x, y) , ΠA(x, y) ≡ −θ(y0 − x0)Πρ(x, y) . (3.40)
The retarded and advanced components of propagator and self-energy satisfy the relations
GA(y, x) = GR(x, y) , ΠA(y, x) = ΠR(x, y) . (3.41)
The Kadanoff–Baym eqns. (3.37) can then be written in the form:[
x +m2(x)
]
GF (x, y) = −
∫ √−gd4zθ(z0)
× [ΠF (x, z)GA(z, y) + ΠR(x, z)GF (z, y)] , (3.42a)[
x +m2(x)
]
Gρ(x, y) = −
∫ √−gd4zθ(z0)
× [Πρ(x, z)GA(z, y) + ΠR(x, z)Gρ(z, y)] . (3.42b)
The system (3.42) must be supplemented by equations for the retarded and advanced propagators
which can be derived from the second of eqns. (3.37) upon use of eqn. (3.34):[
x +m2(x)
]
GA(x, y) =δg(x, y)−
∫ √−gd4zΠA(x, z)GA(z, y) , (3.43a)[
x +m2(x)
]
GR(x, y) =δg(x, y)−
∫ √−gd4zΠR(x, z)GR(z, y) . (3.43b)
We are free to interchange x and y on both sides of the Kadanoff–Baym equations. The differ-
ence and the sum of the original eqns. (3.42) and the equations resulting after this substitution are
referred to as the quantum kinetic equations and constraint equations (for the statistical propaga-
tor and the spectral function), respectively. Using eqn. (3.41) and the symmetry properties of the
statistical propagator and the spectral function we obtain:[
x ∓y +m2(x)∓m2(y)
]
GF (x, y) =
= −
∫ √−gd4zθ(z0)[ΠF (x, z)GA(z, y)∓GR(x, z)ΠF (z, y)
+ΠR(x, z)GF (z, y)∓GF (x, z)ΠA(z, y)
]
, (3.44a)[
x ∓y +m2(x)∓m2(y)
]
Gρ(x, y) =
= −
∫ √−gd4zθ(z0)[Πρ(x, z)GA(z, y)∓GR(x, z)Πρ(z, y)
+ΠR(x, z)Gρ(z, y)∓Gρ(x, z)ΠA(z, y)
]
. (3.44b)
In the same way we can interchange x and y on both sides of eqn. (3.43a) and add it to eqn. (3.43b)
to obtain the constraint equation for the retarded propagator:[
x +y +m2(x) +m2(y)
]
GR(x, y) =
= 2δg(x, y)−
∫ √−gd4z[ΠR(x, z)GR(z, y) +GR(x, z)ΠR(z, y)] . (3.45)
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Next, following the usual procedure in Minkowski space-time, we introducing center and relative
coordinates. In Minkowski space-time geodesics are straight lines and center and relative coor-
dinate are given by X = (x + y)/2 and s = (x − y), respectively [35]. This means that the
center coordinate corresponds to the middle of the geodesic connecting x and y, while the relative
coordinate gives the length of this line-segment. To proceed, this concept must be generalized, in
a covariant way, to curved space-time [93].3 Let ς ∈ [ς ′, ς ′′] be an affine parameter on the geodesic
ξ
x = ξ(ς ′)
X = ξ(ςX) y = ξ(ς
′′)
Figure 3.3: A short line-segment of the geodesic.
connecting x and y and ξ a mapping of [ς ′, ς ′′] onto this segment of the geodesic, with
xα = ξα(ς ′), yα = ξα(ς ′′) . (3.46)
The center coordinate X can then be defined in terms of the affine parameter ςX = (ς ′ + ς ′′)/2 as
Xα = ξα(ςX). This is illustrated in fig. 3.3. The relative coordinate s is now defined as the sum
of the infinitesimal distance vectors dξα at ξα = ξα(ς) along the geodesic which are submitted
to parallel transfer from the point ξα(ς) to the center coordinate ξα(ςX). According to [93] this
implies
Xα ≡ Xαxy = ξα (ςX) , sα ≡ sαxy = (ς ′ − ς ′′)uα (ςX) , (3.47)
where the four-velocity uα(ς) = dξα(ς)/ dς has been introduced. On the geodesic it satisfies the
equation
duα
dς
= −Γαβγuβuγ . (3.48)
As announced above, we want to recast eqns. (3.44) in terms of X and s. On the left-hand side we
need to express the Laplace–Beltrami operator in these coordinates:4
x,y ' 14D
αDα +
∂2
∂sα∂sα
±Dα ∂
∂sα
, (3.49)
where Dα is the covariant derivative in center and relative coordinates:
Dα ≡ ∂
∂Xα
− Γβαγsγ
∂
∂sβ
. (3.50)
Next, we perform a first order Taylor expansion of the effective mass around the center coordi-
nate X:
m2(x) ' m2(X) + 1
2
sαDαm
2(X) ,
m2(y) ' m2(X)− 1
2
sαDαm
2(X) , (3.51)
3In [42, 94] a different method based on the use of Riemann normal coordinates and the momentum representation of
the propagators has been employed. This approach has some advantages for the study of the quantum kinetic equations.
4We neglect here higher order terms proportional to the Riemann and Ricci tensors, see [93].
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The spectral function and the statistical propagator on the left-hand side of eqn. (3.44) can also be
rewritten in terms of the center and relative coordinates:5 GF (x, y)→ GF (X, s) and Gρ(x, y)→
Gρ(X, s).
On the right-hand sides of eqns. (3.44) we have convolutions of functions depending on x and z
and functions of z and y. We use the identity
(ς ′ + ς) = (ς ′ + ς ′′) + (ς − ς ′′) = 2 ςX + (ς − ς ′′)
and Taylor expand around ςX to obtain at first order (the dots represent the various indices of the
different components)
Π.(x, z)→ Π.(Xxz, sxz) 'Π.(X, sxz)
+
(
∂Π.
∂ξα
dξα
dς
+
∂Π.
∂uα
duα
dς
)
ς − ς ′′
2
. (3.52)
Defining sαzy ≡ (ς − ς ′′)uα(ςX) this may be written in the form
Π.(x, z)→ Π.(X, sxz) + 12s
α
zyDαΠ.(X, sxz) . (3.53)
Using the identity
(ς ′′ + ς) = (ς ′ + ς ′′)− (ς ′ − ς) = 2 ςX − (ς ′ − ς)
we get a similar expression for functions of z and y:
G..(z, y)→ G..(X, szy)− 12s
α
xzDαG..(X, szy) . (3.54)
To perform the integrations over products of the form eqn. (3.53) times (3.54), we shift the coordi-
nate origin to Xα = ξα(ςX) and replace the integrals with respect to z by integrals with respect to
the distance sXz from X to z along the geodesic. Moreover, we approximate
√−gz by its value
at the origin
√−gz '
√−gX .6
The spectral function and the statistical propagator have been defined as functions of two coor-
dinates in four-dimensional space-time. By introducing center and relative coordinates we have
traded one space-time coordinate system for another one. On our road towards Boltzmann ki-
netic equations we clearly need to derive equations for functions which depend on space-time and
momentum space arguments (such as the one-particle distribution function does). Performing the
so-called Wigner transformation, one can trade one of the space-time variables for a momentum
space variable. In curved space-time the Wigner transformation and the corresponding inverse
transform are defined by [93]
GF (X, p) =
√−gX
∫
d4s eipsGF (X, s) , (3.55a)
GF (X, s) =
∫
dΠ4p e
−ipsGF (X, p) . (3.55b)
5We use the same symbol for both functions. Which one is meant should be clear from the context and the symbols
used for the arguments.
6The next-to-leading term of the Taylor expansion is proportional to the convolution of the Christoffel symbol [80],√−gz ≈
√−gX(1 + Γνανsα). This correction can in principle be taken into account and would induce additional
terms proportional to i∂/∂pα on the right-hand side of the quantum kinetic equation. Since such term are neglected in
the Boltzmann approximation, the collision terms do not receive any corrections.
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The definition of the Wigner transform of Gρ(X, s) differs from (3.55a) by a factor of −i so that
Gρ(X, p) is again real valued. Note that we use contravariant space-time coordinates and covariant
momentum space coordinates and that dΠ4p denotes the invariant volume element in momentum
space:
dΠ4p ≡
1√−gX
d4p
(2pi)4
. (3.56)
We shall later need a property of the Wigner transform which is similar to the convolution theorem
for the Fourier transformation:
f1(x, y) . . . fn(x, y)→ f1 . . . fn(X, p)
≡
∫
dΠ4p1 . . . dΠ
4
pn(2pi)
4√−gXδ4(p1 + . . .+ pn − p)f(X, p1) . . . f(X, pn) . (3.57)
Again, similar to the conventional Fourier transform, it follows from eqn. (3.55b) that differentia-
tion of the Wigner transformed quantities with respect to sα brings down a factor of −ipα,
∂
∂sα
→ −ipα , (3.58)
and upon integration by parts sα is replaced by differentiation with respect to pα:
sα → −i ∂
∂pα
. (3.59)
Consequently, after the Wigner transform, the covariant derivative reads
Dα → Dα = ∂
∂Xα
+ Γβαγpβ
∂
∂pγ
. (3.60)
Combining eqns. (3.49) and (3.51), the Wigner transform of the left-hand side of eqn. (3.44) be-
comes7
x −y +m2(x)−m2(y)→ −i
(
2pαDα +Dαm2 ∂
∂pα
)
. (3.61)
We assume now that there is a gradual loss of the dependence on the initial conditions due to
the exponential suppression of correlations between earlier and later times [35, 81]. One can
then drop the θ function from the integrals in the difference eqns. (3.44). Furthermore, we let the
relative-time coordinate s0Xz range from−∞ to∞ in order to perform the Wigner transformation.
See [81, 95] for a discussion of these approximations. Using eqn. (3.59) and (3.60), we then obtain
for the Wigner transform of the product terms on the right-hand side of eqn. (3.44a):∫ √−gzd4z Π.(x, z)G..(z, y)→
Π.(X, p)G..(X, p) +
i
2
{Π.(X, p), G..(X, p)}PB , (3.62)
7Additional contributions arising from the decomposition of the Laplace–Beltrami operator may be relevant in
strong gravitational fields [93]. Since these terms contain at least one i∂/∂pα derivative, they do not contribute in the
Boltzmann approximation.
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where the following covariant generalization (derivatives with respect to X are replaced by the
covariant derivative) of the definition of the Poisson brackets has been used:
{A(X, p), B(X, p)}PB ≡ ∂
∂pα
A(X, p)DαB(X, p)−DαA(X, p) ∂
∂pα
B(X, p) . (3.63)
This leads to a rather lengthy expression which can be simplified with the help of a set of re-
lations between GR(X, p), GA(X, p), and Gρ(X, p) (and for the analogous components of the
self-energy) which are related to the symmetry properties of the propagators in space-space time
coordinates. Using the well-known expression for the Fourier transform of the θ function,∫
ds0 exp(iws0)θ(±s0) = lim
→0
± i
ω ± i ,
and also the familiar representation of the Dirac-delta,
δ(ω) = lim
→+0

pi(ω2 + 2)
, (3.64)
one finds the following relations for the retarded and advanced propagators
GR(X, p) = −
∫
dω
2pi
Gρ(X,p, ω)
p0 − ω + i , (3.65a)
GA(X, p) = −
∫
dω
2pi
Gρ(X,p, ω)
p0 − ω − i . (3.65b)
From comparison of these two expressions, it follows that (analogous relations hold between the
retarded and advanced self-energies)
GA(X, p) = G∗R(X, p) , (3.66)
and
GR(X, p)−GA(X, p) = iGρ(X, p) . (3.67)
Equation (3.66) and (3.67) imply that
Gρ(X, p) = 2={GR(X, p)} . (3.68)
To shorten the notation, we also introduce the quantity
Ω(X, p) ≡ pµpµ −m2(X)−Πh(X, p) , (3.69)
where Πh(X, p) ≡ <{ΠR(X, p)}, and collect the terms on the right-hand side of eqn. (3.44). The
kinetic equations for the Wigner transform of the statistical propagator and the Wigner transform
of the spectral function may then be written in the compact form:
{Ω(X, p), GF (X, p)}PB =GF (X, p)Πρ(X, p)−ΠF (X, p)Gρ(X, p)
− {Gh(X, p),ΠF (X, p)}PB , (3.70a)
{Ω(X, p), Gρ(X, p)}PB =− {Gh(X, p),Πρ(X, p)}PB , (3.70b)
where Gh(X, p) ≡ <{GR(X, p)}.
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These equations are local in time although, as stated previously, the exact quantum dynamical
evolution of the system (at each instant of time) according to eqns. (3.37) depends on the whole
history of its evolution. This is manifest in the presence of the memory integrals. The reason is,
that by performing the linear order Taylor expansion in the relative coordinate s around X , we
take into account only a very short (infinitesimal) part of the history of the evolution.
Next, we consider the Wigner transform of the constraint equation for the retarded propagator
eqn. (3.45). On the left-hand side we have x + y ' 2∂sα∂sα , to first order in the covariant
derivative, whereasm2(x)+m2(y) ' m2(X). On the right-hand side the Poisson brackets cancel
and only the product of ΠR and GR survives. Finally, the Wigner transform of the generalized
Dirac-delta equals unity. Therefore, we get an algebraic equation for the Wigner transform of the
retarded propagator: [
pµpµ −m2(X)−ΠR(X, p)
]
GR(X, p) = −1 . (3.71)
This implies that the real part of the retarded propagator is given by
Gh(X, p) =
−Ω(X, p)
Ω2(X, p) + 14Π
2
ρ(X, p)
. (3.72)
Note that Gh(X, p) vanishes on the mass shell, which is defined by the condition Ω(X, p) = 0.
Using eqn. (3.68), we find:
Gρ(X, p) =
−Πρ(X, p)
Ω2(X, p) + 14Π
2
ρ(X, p)
. (3.73)
This is also a particular solution of eqn. (3.70b). To first order in the covariant derivative the
Wigner-transform of the constraint equation for the statistical propagator reads
Ω(X, p)GF (X, p) =
1
4
{ΠF (X, p), Gρ(X, p)}PB
+
1
4
{GF (X, p),Πρ(X, p)}PB + ΠF (X, p)Gh(X, p). (3.74)
This equation for GF (X, p) is not algebraic and can not be solved analytically in general. Let us
assume, for a moment, that the system is in thermal equilibrium. In this case all quantities are
constant in time and space and the Poisson brackets in eqn. (3.74) vanish identically. The solution
of the resulting algebraic equation is known as fluctuation-dissipation relation:
GeqF (p) =
ΠF (p)
Πρ(p)
Geqρ (p) . (3.75)
The ratio of ΠF and Πρ can be computed from relation eqn. (3.32) with help of the Kubo-Martin-
Schwinger (KMS) periodicity condition, G(x, y)|x=0 = G(x, y)|x=−iβ , where β is the inverse
temperature. Wigner-transforming this equation we obtain from eqn. (3.75):
GeqF (p) =
[
feq(p) +
1
2
]
Geqρ (p) , (3.76)
where feq denotes the Bose–Einstein equilibrium distribution function. This equation will serve
as a motivation to make a particular ansatz for the statistical propagator out-of-equilibrium.
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To complete this section we need to compute explicit expressions for the Wigner transforms of
the spectral and statistical self-energies eqn. (3.38) for the ϕ4-theory. Using eqn. (3.57) we can
write the Wigner transforms of the three-loop contributions as (remembering that the definition of
Gρ(X, p) contains an additional factor of −i )
Π(3)F (X, p) =−
λ2
6
[G3F (X, p) +
3
4
GFG
2
ρ(X, p)] , (3.77a)
Π(3)ρ (X, p) =−
λ2
6
[3G2FGρ(X, p) +
1
4
G3ρ(X, p)] . (3.77b)
The expression for the Wigner transform of the three-loop retarded self-energy can be obtained
from eqn. (3.77) by replacing one of the Gρ’s by GR. The Wigner transforms of the four-loop
contributions can be written in a similar way [2].
3.1.5 Boltzmann kinetic equations
We are now about to make the final steps towards the Boltzmann kinetic equations. It is obvious
that we need to relate the propagators to the one-particle distribution function to achieve this. The
spectral function eqn. (3.73) has approximately Breit–Wigner shape with a width proportional to
the spectral self-energy. As a direct consequence of eqn. (3.34) and the anti-symmetry of the
spectral function, Gρ(X, p) satisfies a normalization condition:∫
g00
2pi
Gρ(X, p) p0 dp0 = 1 . (3.78)
In the limit of vanishing coupling constant the width of the spectral function approaches zero,
since the magnitudes of Πρ (and also of Πh and of the local term of the self-energy, implicit in
the definition of Ω(X, p)), are controlled by the coupling. At the same time its on-shell value
goes to infinity, see eqn. (3.73). We can infer from eqn. (3.64) that the spectral function takes the
form [32],
Gρ(X, p) = 2pi sgn(p0) δ
(
gµνpµpν −m2
)
, (3.79)
in this limit. This ansatz for Gρ(X, p) is referred to as quasi-particle approximation. Note that it
is consistent with the normalization condition (3.78). The signum-function appears in eqn. (3.79),
because Πρ(X, p) is an odd function of p0. In the same limit eqn. (3.70b) for the spectral function
becomes
pαDαGρ(X, p) = 0 , (3.80)
and indeed admits a quasi-particle solution of the from of eqn. (3.79). Note that eqns. (3.80) and
(3.79) state that the effective mass m(X) of the field quanta is constant along the geodesic just as
for particles.
We are free to replace GF (X, p) by some other function:
GF (X, p) =
[
f (X, p) +
1
2
]
Gρ(X, p) . (3.81)
This ansatz is motivated by the fluctuation-dissipation relation (3.76). If GF (X, p) and Gρ(X, p)
are smooth functions then eqn. (3.81) is merely a definition of f (X, p). In the quasi-particle ap-
proximation the spectral function is proportional to a Dirac-delta and eqn. (3.81) must be under-
stood in the distributional sense. In the presence of an adequate momentum integralGρ(X, p) then
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forces the momentum argument of f onto the mass shell. This quasi-particle approximation for
the statistical propagator (3.81) is usually referred to as Kadanoff–Baym ansatz [32, 78].
The final step in the derivation is to neglect the Poisson brackets in the quantum kinetic equations.
It has been noted above that these take into account a short part of the history of the systems
evolution. To neglect the Poisson brackets means to ignore the previous evolution of the system,
i.e. to neglect the memory effects completely. Physically this corresponds to the Stoßzahlansatz of
Boltzmann which we have related, in section 2.3, to the absence of correlations between particles
before they collide (assumption of molecular chaos).
Inserting eqn. (3.81) together with (3.79) into eqn. (3.70a) we finally obtain a kinetic equation for
the evolution of the one-particle distribution function f (X, p) (which is implicit):
[
pαDαf (X, p)
]
Gρ(X, p) =
1
2
[
Π>(X, p)G<(X, p)−G>(X, p)Π<(X, p)
]
, (3.82)
where we have introduced
G≷(X, p) ≡ GF (X, p)± 12Gρ(X, p) , (3.83)
and the analog for the self-energies:
Π≷(X, p) ≡ ΠF (X, p)± 12Πρ(X, p) . (3.84)
The symmetry (anti-symmetry) of the statistical (spectral) propagator with respect to permutation
of the arguments imply that their Wigner transforms satisfy the relations
GF (X, p) = GF (X,−p), Gρ(X, p) = −Gρ(X,−p) . (3.85)
Therefore, we find for the single real scalar field:
G≷(X,−p) = G≶(X, p) , (3.86)
and a similar relation for the corresponding components of the self-energies.
If we insert the Kadanoff-Baym ansatz into eqn. (3.83) we find:
G>(X, p) =
(
1 + f (X, p)
)
Gρ(X, p) , G<(X, p) = f (X, p)Gρ(X, p) . (3.87)
This indicates already that the first and second term in eqn. (3.82) correspond to the loss- and gain-
term of the Boltzmann equation. In order to simplify further, we need to find explicit expressions
for Π≷(X, p) for the ϕ4-theory. These can be obtained after some algebra from eqn. (3.77). For il-
lustration purposes we first derive Π≷(x, y) and perform the Wigner transformation subsequently.
Using the decomposition
G(x, y) = θ(x0 − y0)G>(x, y) + θ(y0 − x0)G<(x, y) (3.88)
we obtain for the three-loop contribution
Π(3)≷ (x, y) = −
λ2
6
G≷(x, y)G≷(x, y)G≷(x, y) . (3.89)
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Its Wigner transform reads
Π(3)≷ (X, p) = −
λ2
6
∫
dΠ4p1dΠ
4
p2dΠ
4
p3(2pi)
4δg(p+ p1 − p2 − p3)
×G≶(X, p1)G≷(X, p2)G≷(X, p3) (3.90)
where we have used relation (3.86). As announced in the beginning, it describes 2 − 2 scattering
processes and corresponds to the tree-level Feynman diagram in fig. 3.4.
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Figure 3.4: Feynman diagrams contributing to 2− 2 scattering at tree and one-loop level.
The corresponding four-loop contributions have been presented in [2].
Next, we insert the explicit expressions for G≷(X, p) eqn. (3.87) and for Π≷(X, p) eqn. (3.90)
into eqn. (3.82) and obtain:[
pαDαf (X, p)
]
Gρ(X, p) =
+
λ2
12
∫
dΠ4p1dΠ
4
p2dΠ
4
p3(2pi)
4δg(p+ p1 − p2 − p3)×
×
[(
1 + f (X, p)
)
Gρ(X, p)
(
1 + f (X, p1)
)
Gρ(X, p1)
× f (X, p2)Gρ(X, p2)f (X, p3)Gρ(X, p3)−
−f (X, p)Gρ(X, p)f (X, p1)Gρ(X, p1)
× (1 + f (X, p2))Gρ(X, p2)(1 + f (X, p3))Gρ(X, p3)] . (3.91)
After the quasi-particle ansatz for Gρ(X, p) has been inserted we integrate the left– and right-
hand side of (3.91) over p0 and choose the positive energy solution on the left-hand side. On the
right-hand side both, the positive and the negative energy, solutions contribute. For positive p0
energy-momentum conservation allows the following three combinations:
p20 > 0, p30 > 0, p10 > 0 ,
p20 > 0, p30 < 0, p10 < 0 ,
p20 < 0, p30 > 0, p10 < 0 .
As far as the three-loop self-energy eqn. (3.90) is concerned, each combination leads to the same
result, i.e. an overall factor of 3 appears. After a renaming of the momentum variables we finally
arrive at the Boltzmann equation for the distribution function:
kαDαf (X,k) = 12
∫
dΠ3p dΠ
3
q dΠ
3
r(2pi)
4δ(Ek + Ep − Eq − Er)δ(k + p− q− r)
×1
2
Λ2
[(
1 + f (X,k)
)(
1 + f (X,p)
)
f (X,q)f (X, r)−
−f (X,k)f (X,p)(1 + f (X,q))(1 + f (X, r))] , (3.92)
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where the transition amplitude is given trivially by Λ2 = λ2. On the right-hand side, all the
√−gX
factors have disappeared due to the introduction of “physical” momenta and energies.
This means that, after a long calculation, we have reproduced the same result as we would have
obtained from eqn. (2.9) with the transition amplitude computed from the S-matrix (in lowest
order). One may then ask what the advantages of this approach are. Firstly, it shows that in this
non-rigorous derivation we were required to make various assumption, the implications of which
are hard to quantify in general, to extract the classical Boltzmann kinetic equations out of the
quantum dynamical Kadanoff–Baym equations. Secondly, it turns out that the next-to-leading
order (four-loop) contribution to the self-energies leads to corrections to the transition amplitude,
which include integrals over the distribution function, i.e. medium contributions. In [2] it was
shown that it contains a sum of three loop-integrals L(X, p) with arguments corresponding to s-,
t- and u-channel scattering:
Λ2 → Λ2(X, p2, p3, p1) =
λ2(1− λ[L(X, p2 + p3) + L(X, p2 − p1) + L(X, p3 − p1)]) , (3.93)
with
L(X, p) = lim
→0
∫
d3k
(2pi)3
2f (X,k) + 1
2Ek
[
p2 − 2pk
(p2 − 2pk)2 + 2 +
p2 + 2pk
(p2 + 2pk)2 + 2
]
, (3.94)
where k = (Ek,k) is the on-shell four-momentum expressed in terms of the “physical” compo-
nents: Ek ≡ k0/√g00, etc. It has also been shown that this expression reduces to the vacuum
result at one-loop level in the zero density limit f → 0. The obvious interpretation of eqn. (3.94)
is, therefore, that the particles propagating in the loop feel the presence of the non-zero density
and that this affects only one of the internal lines. The other one is off-shell and we can not
associate the particle number density with it. The expression is therefore only linear in the dis-
tribution function.8 Finally, the structure of eqn. (3.92) has been derived self-consistently. In the
present case this does not have any advantage over the canonical approach, but for the toy model
of leptogenesis it leads to a qualitative difference as we will see.
Let us note here that the different contributions to the Boltzmann equation corresponding to a
particular term of the 2PI effective action have a simple diagrammatic interpretation [75]. They
can be deduced by cutting the 2PI diagrams “in one stroke”, i.e. by drawing a single connected line
which divides the diagrams into two pieces. This needs to be done in all possible ways, see fig. 3.5.
For example, the three-loop diagram can be cut in just one way and the result represents a product
of two tree-level scattering diagrams. On the other hand, the four-loop contribution could be cut
in three equivalent ways and the result represents a product of tree-level and one-loop scattering
diagrams.
The properties observed above make the Kadanoff–Baym equations a prime candidate for the
analysis of leptogenesis. If the quasi-particle picture is applicable, they account for the time-
dependence of the quasi-particle parameters. In particular, an effective time-dependent mass and
width induced by the interactions of the system can be extracted from the Wigner transform of the
8We should note in this context that the dependence of Λ on the distribution functions represents a further general-
ization of Boltzmann equations. The symmetry properties of the usual Boltzmann equations (with amplitudes which do
not depend on the distribution) lead to a number of collisional invariants, such as the total particle number density (in
Minkowski space-time), see section 2.3. This property is considered as very elementary within classical kinetic theory.
Because such conservation laws do in general not hold for the “Boltzmann-like” equations presented in this thesis, we
do refer to these as quantum corrected Boltzmann equations.
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Figure 3.5: The diagrammatic interpretation of the contributions to the Boltzmann equation
in terms of 2PI diagrams. These must be separated into two pieces by a single connected line.
spectral function [34]. Finally, in the “classical limit” the Kadanoff–Baym equations reduce to the
Boltzmann equation [65–68]. To conclude this section, we summarize the results:
• Kadanoff–Baym equations and the deduced Boltzmann equation in curved space-time are
covariant generalizations of their Minkowski-space counterparts
• in the given approximation, the space-time metric enters only the left-hand side of the Boltz-
mann equation in the form of the covariant derivative
• at tree-level the collision terms coincide with those computed in vacuum, whereas loop con-
tributions contain medium corrections in the form of integrals over the distribution functions
• concerning loop contributions one can clearly distinguish between initial, final states on the
one hand and on-shell intermediate states on the other hand
55
3.2. Quantum corrected Boltzmann equations Chapter 3. Top-down approach
3.2 Quantum corrected Boltzmann equations
As explained in section 1.3 and section 2.2 there is a vertex contribution, which has been consid-
ered alone in the early times [11], and a self-energy (or “wave”) contribution to the CP-violating
parameter. This is true for the phenomenological scenario of thermal leptogenesis as well as for
the toy model. Within the Kadanoff–Baym formalism the analysis of the former contribution is
rather independent (and technically different) of the latter. It will turn out later that the self-energy
contribution is very similar to the vertex contribution in the strongly hierarchical case. We have
observed this behaviour already in section 2.5 with respect to the contributions in vacuum which
can be expected to result in the zero-density limit. Here, we consider only the vertex contribution
in the top-down approach. As soon as we have established the correspondence between the results
obtained in this and the bottom-up approach, supplemented by thermal quantum field theory, in
chapter 4, we will be able to deduce the form of the self-energy contribution. It is investigated
within the top-down approach in [4] in the general (non-hierarchical) case, which leads to very
interesting new results. Let us consider now the toy model, defined by the lagrangian eqn. (2.1) in
the framework of the Schwinger–Keldysh/Kadanoff–Baym formalism in curved space-time dis-
cussed in the previous section. In order to obtain Boltzmann equations we follow the steps which
have been outlined there. For brevity we begin here with the system of Kadanoff–Baym equations.
The qualitatively different, but technically similar derivation of the Kadanoff–Baym equations for
complex scalar fields is presented in appendix A.
3.2.1 Kadanoff–Baym equations
As outlined in section 3.1 the number and precise form of the Kadanoff–Baym equations depends
on the particle content of the theory. For the complex scalar field b, which corresponds to the
toy-baryons, they read
[x +m2b(x)]DF (x, y) =
y0∫
0
D4zΣF (x, z)Dρ(z, y)−
x0∫
0
D4zΣρ(x, z)DF (z, y) , (3.95a)
[x +m2b(x)]Dρ(x, y) =
y0∫
x0
D4zΣρ(x, z)Dρ(z, y) , (3.95b)
where we have introduced a short-hand notation D4z for the invariant volume element eqn. (3.3):
D4z ≡ √−gd4z .
It ensures that the Kadanoff–Baym equations can be applied not only in Minkowski, but also in
curved space-time. The Kadanoff–Baym equations for the two real scalar fields are very similar
to the ones for the single real scalar field discussed in section 3.1.3:
[x +m2ψi ]G
ij
F (x, y) =
y0∫
0
D4zΠikF (x, z)G
kj
ρ (z, y)−
x0∫
0
D4zΠikρ (x, z)G
kj
F (z, y) , (3.96a)
[x +m2ψi ]G
ij
ρ (x, y) =
y0∫
x0
D4zΠikρ (x, z)G
kj
ρ (z, y) . (3.96b)
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The propagators and self-energies are now 2× 2 matrices, the off-diagonal components of which
describe the mixing of the fields.9
The system of integro-differential equations formed by eqns. (3.95) and (3.96) can be applied to
a theory of one complex and two real scalar fields with arbitrary interactions. As discussed in
section 3.1, the information about the particular form of the interactions is encoded in the corre-
sponding self-energies Σ(x, y) and Πij(x, y). Again, the latter ones can be derived by functional
differentiation of the 2PI effective action Γ2[G,D] with respect to the propagators, here D(y, x)
and Gji(y, x). To obtain a qualitative similarity between the toy model and phenomenological
models, we must take into account processes which generate and washout the asymmetry. Hence
the infinite sum of 2PI diagrams must be truncated in a suitable way. The relevant contributions are
shown in fig. 3.6. To understand which physical processes these diagrams describe in the Boltz-

(a)

(b)

(c)

(d)
Figure 3.6: Relevant two- and three-loop contributions to the 2PI effective action.
mann approximation one has to distinguish between local and non-local contributions. Since the
diagram fig. 3.6(a) includes only one vertex, and hence only one space-time integral, it yields a
local (mean-field) contribution to the effective mass m2b(x):
m2b(x) = m
2
b + Σ
loc(x) , Σloc(x) = λD(x, x) . (3.97)
The remaining diagrams fig. 3.6(b)-(d) give non-local contributions, because they include more

(a)

(b)

(c)
Figure 3.7: Processes described by the 2PI diagrams in fig. 3.6.
than one space-time integral, and describe scattering and decay processes. This becomes clear
when the diagrammatic interpretation based on cuts “in one stroke”, exemplified at the end of
section 3.1, is applied to the different diagrams. The possible cuts are shown in fig. 3.7 for the
different contributions. Cutting diagram fig. 3.6(b), we obtain squares of tree-level amplitudes of
bb → bb and bb¯ → bb¯, similar to the ϕ4-theory. Cutting diagram fig. 3.6(c), we get squares of the
tree-level amplitudes of ψi → bb and ψi → b¯b¯ decay processes. In the Kadanoff–Baym formalism
the leading “vertex” CP-violating contribution is described by diagram fig. 3.6(d). Cutting it in
the way shown in fig. 3.8, we obtain a product of the tree-level and one-loop vertex amplitudes.
9This can, of course, be generalized to an arbitrary number of real scalars.
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 −→ψi ×ψi ψj
*
Figure 3.8: Interference of the tree-level and one-loop vertex decay amplitudes.
This corresponds indeed to the interference terms which contributed V,vaci to the CP-violating
parameter within the bottom-up approach. In addition, there are two further ways of cutting for
this diagram, which are denoted by the ellipses in fig. 3.7. They describe the processes bb → b¯b¯,
bb¯→ ψiψj and ψib→ ψjb.10
Instead of calculating the spectral and statistical components of the self-energies, it is easier to
calculate the Wightman components Σ≷(x, y) ≡ ΣF (x, y)∓ i2Σρ(x, y). They are also convenient
to work with, because their Wigner transforms can be identified with the gain and loss terms, see
eqn. (3.87). After some simple but tedious algebra, see appendix B, one obtains the components
of the self-energies corresponding to the diagrams in fig. 3.6:
Σ(b)≷ (x, y) =−
1
2
λ2D≷(x, y)D≷(x, y)D≶(y, x) , (3.98a)
Σ(c)≷ (x, y) =− gig∗jGij≶(y, x)D≶(y, x) , (3.98b)
Σ(d)≷ (x, y) =− gigjg∗mg∗n
∫
D4vD4u
×
[
DR(y, v)DF (u, v)D≶(u, x)G
ij
R(y, u)G
mn
≷ (x, v)
+DR(y, v)DA(u, v)D≶(u, x)G
ij
F (y, u)G
mn
≷ (x, v)
+DF (y, v)DR(u, v)D≶(u, x)G
ij
R(y, u)G
mn
≷ (x, v)
+D≶(y, v)DF (u, v)DA(u, x)G
ij
≶(y, u)G
mn
R (x, v)
+D≶(y, v)DA(u, v)DF (u, x)G
ij
≶(y, u)G
mn
R (x, v)
+D≶(y, v)DR(u, v)DA(u, x)G
ij
≶(y, u)G
mn
F (x, v)
+DR(y, v)D≷(u, v)DA(u, x)G
ij
≶(y, u)G
mn
≷ (x, v)
+D≶(y, v)D≶(u, v)D≶(u, x)G
ij
R(y, u)G
mn
R (x, v)
]
. (3.98c)
The diagrams fig. 3.6(b) and (c) lead to the contributions Σ(b) and Σ(c) which contain only the
Wightman two-point correlation functions D≷ and G
ij
≷. As we have seen, these correspond to the
on-shell initial and final states in the Boltzmann approximation. To write the last term Σ(d) in
compact form, we have introduced the retarded and advanced propagators, DR(x, y) ≡ θ(x0 −
y0)Dρ(x, y) and DA(x, y) ≡ −θ(y0− x0)Dρ(x, y), in complete analogy to eqn. (3.1.4). The first
10Note that the three-loop 2PI diagram only describes the interference of the s, t and u-channel scattering amplitudes:
Mst,Msu,Mtu. The missing topologies, which generate theMss,Mtt, andMuu terms, appear only upon use of
the extended quasi-particle approximation. This analysis is beyond the scope of this thesis.
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six contributions describe the one-loop correction to the decay width. The combinations of the
statistical, retarded and advanced propagators in eqn. (3.98c) correspond to the three internal lines
in the loop, whereas the ≷ components, again, correspond to the on-shell initial and final states.
The seventh term in eqn. (3.98c) describes the scattering process ψib→ ψib. This is clear from the
fact that it contains one D≷ and two G≷ components, i.e. one “external” complex scalar and two
“external” real scalars. Similarly, the eighth term of eqn. (3.98c) describes the scattering process
bb→ b¯b¯, because it contains three D≷ two-point functions, i.e. three “external” complex scalars.
Since we do not take into account possible quartic interactions of the real scalar fields, in the toy
model, there are no local corrections to their masses. It is for this reason that eqns. (3.96) contain
only the bare masses m2ψi of the fields. Now let us consider the Wightman components of the
non-local self-energies for the real scalar fields Π≷(x, y) ≡ ΠF (x, y)∓ i2Πρ(x, y):
Π(c)ij≷ (x, y) =−
1
2
gig
∗
jD
2
≷(x, y)−
1
2
g∗i gjD
2
≶(y, x) , (3.99a)
Π(d)ij≷ (x, y) =−
1
2
gigjg
∗
mg
∗
n
∫
D4vD4u
×
[
GmnF (v, u)D≷(x, v)D≷(x, u)DR(y, v)DR(y, u)
+GmnR (v, u)D≷(x, v)D≷(x, u)DR(y, v)DF (y, u)
+GmnA (v, u)D≷(x, v)D≷(x, u)DF (y, v)DR(y, u)
+GmnF (v, u)DR(x, v)DR(x, u)D≶(y, v)D≶(y, u)
+GmnR (v, u)DR(x, v)DF (x, u)D≶(y, v)D≶(y, u)
+GmnA (v, u)DF (x, v)DR(x, u)D≶(y, v)D≶(y, u)
+Gmn≶ (v, u)D≷(x, v)DR(x, u)DR(y, v)D≶(y, u)
+Gmn≷ (v, u)DR(x, v)D≷(x, u)D≶(y, v)DR(y, u)
]
− 1
2
g∗i g
∗
j gmgn
∫
D4vD4u
×
[
GmnF (v, u)D≶(v, x)D≶(u, x)DA(v, y)DA(u, y)
+ . . .
]
. (3.99b)
The first term Π(c) describes the decay of the heavy scalar at tree-level. The first six terms in each
of the two square brackets of Π(d) describe the one-loop corrections to the scattering width.11
Their structure is very similar to that of the first six terms of eqn. (3.98c) and the combinations of
the statistical, retarded and advanced propagators again correspond to the three internal lines in
the loop.
The Kadanoff–Baym eqns. (3.95) and (3.96) together with the expression for the self-energies
(3.98) and (3.99) form a closed system of integro-differential equations. Its solutions carry the full
11The seventh and eighth terms of eqn. (3.99b) describe the scattering processes ψib→ ψjb and bb¯→ ψiψj .
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information about the spectral and statistical properties of the system, including the information
about the generated asymmetry at each instant of time.
3.2.2 Boltzmann kinetic equations
In thermal equilibrium the two-point correlation functions D(x, y) and Gij(x, y) depend only
on the relative coordinate s and are independent of the center coordinate X . With this property
in mind, we trade the variables x and y for the new arguments X and s: D(x, y) → D(X, s).
Out of equilibrium the two-point functions depend on both, the relative and center coordinate.
Assuming that the deviation from equilibrium is small, one can perform the gradient expansion of
the correlation functions and the self-energies in the vicinity of X keeping only the leading terms.
The fast dynamics associated with the relative coordinate is responsible for the spectral properties
of the system, which are conveniently described in the momentum representation. Performing
the Wigner transformation, we trade the relative coordinate s for a coordinate p in momentum
space: D(X, s) → D(X, p). The next steps in the derivation of the Boltzmann equations are the
Kadanoff–Baym ansatz eqn. (3.81) for the statistical propagator DF (X, p) and the quasi-particle
approximation, where one replaces the exact smooth spectral function Dρ(X, p) by a Dirac-delta
peaked on the mass-shell of the quasi-particles. These steps have been performed for the ϕ4-theory
in section 3.1 and are generalized to the toy model in appendix A. They result in two equations
for the one-particle distribution functions f b(X, p) and f b¯(X, p) for toy-baryons and toy-anti-
baryons, respectively:[
pαDαf b(X, p)
]
Dρ(X, p) =
1
2
[
D<(X, p)Σ>(X, p)−D>(X, p)Σ<(X, p)
]
, (3.100a)[
pαDαf b¯(X, p)
]
D¯ρ(X, p) =
1
2
[
D¯<(X, p)Σ¯>(X, p)− D¯>(X, p)Σ¯<(X, p)
]
, (3.100b)
where D¯≷(X, p) ≡ D≶(X,−p), Σ¯≷(X, p) ≡ Σ≶(X,−p). To obtain a closed system of quantum
corrected Boltzmann equations, we also need to Wigner-transform the self-energies eqn. (3.98),
which encode the scattering and decay rates including quantum non-equilibrium effects, see below
for more details. By employing the relations (3.87) for the components D≷(X, p), which follow
directly from the Kadanoff–Baym ansatz, we will then be able to rewrite eqns. (3.100) in a way
resembling the usual form of Boltzmann equations.
Within the 2PI three-loop approximation, we find that there are two physically distinct contribu-
tions to the self-energy. The first one, corresponding to Σ(b), describes CP-conserving two body
scatterings, bb→ bb, at tree-level:
Σ×≷(X, p) = −
1
2
λ2
∫
dΠ4p1dΠ
4
p2dΠ
4
p3(2pi)
4δg(p+ p1 − p2 − p3)
×D≶(X, p1)D≷(X, p2)D≷(X, p3) , (3.101)
where the invariant volume element in momentum space dΠ4p is defined by eqn. (3.56). The second
contribution, given by the sum of Σ(c) and Σ(d), describes decay processes ψi → bb and ψi → b¯b¯
at tree- and one-loop level:
Σ^≷(X, p) = −|gi|2
∫
dΠ4p1dΠ
4
p2(2pi)
4δg(p1 − p2 − p)
×[1 + ∆ib(X, p1, p2)]Gii≷(X, p1)D≶(X, p2) . (3.102)
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The function ∆ib(X, p1, p2) takes into account the one-loop corrections to the decay width and is
given by
∆ib(X, p1, p2) = |gj |2
(
gig
∗
j
g∗i gj
)∫
dΠ4k1dΠ
4
k2dΠ
4
k3
×(2pi)4δg(p1 + k1 + k2)(2pi)4δg(k2 − k3 + p2)
×[DA(X, k1)DF (X, k2)GjjA (X, k3)
+DA(X, k1)DR(X, k2)G
jj
F (X, k3)
+DF (X, k1)DA(X, k2)G
jj
A (X, k3)
]
+ c.c. (3.103)
Proceeding in the same way, we derive quantum corrected Boltzmann equations for the distribution
functions of the real scalar fields, which is a two-by-two differential matrix equation. The off-
diagonal components of the correlation functions are generated dynamically, when the system
deviates from equilibrium, by the exchange of two complex scalars and are therefore assumed
to be of order g2. The one-loop vertex terms, which generate the CP-violating parameter, are
proportional to the fourth power of the coupling constant. Therefore the contribution of the off-
diagonal terms to the vertex CP-violating parameter is of the order of g6. Here, we limit ourselves
to terms of at most fourth power in the coupling constant and therefore we can neglect the off-
diagonal terms in the corresponding matrix equation. The resulting equations coincide then with
those derived in section 3.1:[
pαDαfψi(X, p)
]
Giiρ (X, p) =
1
2
[
Gii<(X, p)Π
ii
>(X, p)−Gii>(X, p)Πii<(X, p)
]
. (3.104)
Note that we have in fact used this diagonal approximation in eqns. (3.102) and (3.103). The
Wigner-transform of the self-energy eqn. (3.99) is given in the same approximation by
Π^ ii≷ (X, p) = −
1
2
|gi|2
∫
dΠ4p1dΠ
4
p2(2pi)
4δg(p1 + p2 − p)
×
{[
1 + ∆iψ(X, p, p2)
]
D≷(X, p1)D≷(X, p2)
+
[
1 + ∆¯iψ(X, p, p2)
]
D¯≷(X, p1)D¯≷(X, p2)
}
. (3.105)
The second line of this equation describes the process ψi → bb. The one-loop correction to this
process is given by
∆iψ(X, p, p2) = |gj |2
(
gig
∗
j
g∗i gj
)∫
dΠ4k1dΠ
4
k2dΠ
4
k3
×(2pi)4δg(p+ k1 + k2)(2pi)4δg(k2 − k3 + p2)
×[DR(X, k1)DR(X, k2)GjjF (X, k3)
+DR(X, k1)DF (X, k2)G
jj
A (X, k3)
+DF (X, k1)DR(X, k2)G
jj
R (X, k3)
]
+ c.c. (3.106)
The third line of eqn. (3.105) describes the ψi → b¯b¯ process and the corresponding one-loop
contribution is related to eqn. (3.106) by ∆¯iψ(X, p1, p2) ≡ ∆iψ(X,−p1,−p2).
Comparing the Boltzmann equations for particles and anti-particles, (3.100a) and (3.100b), we see
that the dynamical generation of the asymmetry is only possible if Σ≷(X, p) 6= Σ¯≷(X, p). Since
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Σ¯≷(X, p) ≡ Σ≶(X,−p), in the diagonal approximation, this is equivalent to the requirement that
∆ib(X, p1, p2) 6= ∆ib(X,−p1,−p2). The CP-violating parameter can then be defined as
Vi (X, p1, p2) ≡
1
2
[
∆ib(X, p1, p2)−∆ib(X,−p1,−p2)
]
. (3.107)
We will compute it explicitly in the next sub-section. A very important feature of the expressions
for the self-energies, eqns. (3.102) and (3.105), is that the loop corrections ∆ib and ∆
i
ψ appear as
overall factors on the right-hand sides of the corresponding quantum corrected Boltzmann equa-
tions. To see what this means, we focus now on the hierarchical limit mψ1  mψ2 in which
the interactions with on-shell ψ2’s can be neglected due to their large mass and their negligible
abundance in the universe when ψ1 begins to decay, see section 1.3. To obtain the three Boltz-
mann equations for f b, f b¯ and fψ1 , we integrate each of eqns. (3.100a), (3.100b) and (3.104) for
i = 1, after inserting the Wigner transforms of the self-energies (3.101), (3.102) and (3.105), over
p0 (left- and right-hand side) and choose the positive energy solution, just as in section 3.1.5. In
agreement with the cosmological principle, we assume spatially homogeneous and momentum
isotropic distribution functions in (spatially flat and radiation dominated) FRW space-time. With
these modifications, the network of quantum corrected Boltzmann equations takes the form:
L[fψ1 ](|k|) = Cψ1↔bb|k| [fψ1 , f b] + Cψ1↔b¯b¯|k| [fψ1 , f b¯] , (3.108a)
L[f b](|k|) = Cbb↔bb|k| [f b] + Cbb¯↔bb¯|k| [f b, f b¯] + Cbb↔ψ1|k| [f b, fψ1 ] , (3.108b)
L[f b¯](|k|) = C b¯b¯↔b¯b¯|k| [f b¯] + C b¯b↔b¯b|k| [f b¯, f b] + C b¯b¯↔ψ1|k| [f b¯, fψ1 ] , (3.108c)
where the Liouville operator is given by eqn. (2.11) and the notation of section 2.3 is used for
the different “collision terms”, the distribution functions and the Lorentz invariant phase-space
volumes dΠ3p. For the 2− 2 scattering processes in (3.108b) we find
Cbb↔bb|k| [f
b] =
1
2
∫
dΠbp dΠ
b
q dΠ
b
r(2pi)
4δ(4)(p+ p− q − r)1
2
λ2
×
[(
1 + f b|k|
)(
1 + f b|p|
)
f b|q|f
b
|r| − f b|k|f b|p|
(
1 + f b|q|
)(
1 + f b|r|
)]
, (3.109a)
Cbb¯↔bb¯|k| [f
b, f b¯] =
1
2
∫
dΠb¯p dΠ
b¯
q dΠ
b
r(2pi)
4δ(4)(p+ p− q − r)λ2
×
[(
1 + f b|k|
)(
1 + f b¯|p|
)
f b¯|q|f
b
|r| − f b|k|f b¯|p|
(
1 + f b¯|q|
)(
1 + f b|r|
)]
. (3.109b)
The corresponding terms in the equation for b¯ can be obtained by replacing f b with f b¯ in eqns. (3.109a)
and (3.109b). If the generated asymmetry is small, as we assume here, then f b ≈ f b¯. In this case
the CP-violating contributions to the right-hand side of eqn. (3.108a) cancel out and we obtain
Cψ1↔bb|k| [f
ψ1 , f b]+Cψ1↔b¯b¯|k| [f
ψ1 , f b¯]
' 1
2
∫
dΠbp dΠ
b
q(2pi)
4δ(4)(p− p− q)1
2
|g1|2
×
{[(
1 + fψ1|k|
)
f b|p|f
b
|q| − fψ1|k|
(
1 + f b|p|
)(
1 + f b|q|
)]
+
[(
1 + fψ1|k|
)
f b¯|p|f
b¯
|q| − fψ1|k|
(
1 + f b¯|p|
)(
1 + f b¯|q|
)]}
. (3.110)
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The collision terms for the (inverse) decay of the heavy particle into a bb or b¯b¯ pair explicitly
contain the CP-violating parameter V1 given in eqn. (3.120):
Cbb↔ψ1|k| [f
b, fψ1 ] =
1
2
∫
dΠbp dΠ
ψ1
q (2pi)
4δ(4)(p− p− q)|g1|2[1 + V1 (|q|)]
×
[(
1 + f b|k|
)(
1 + f b|p|
)
fψ1|q| − f b|k|f b|p|
(
1 + fψ1|q|
)]
, (3.111a)
C b¯b¯↔ψ1|k| [f
b¯, fψ1 ] =
1
2
∫
dΠb¯p dΠ
ψ1
q (2pi)
4δ(4)(p− p− q)|g1|2[1− V1 (|q|)]
×
[(
1 + f b¯|k|
)(
1 + f b¯|p|
)
fψ1|q| − f b¯|k|f b¯|p|
(
1 + fψ1|q|
)]
. (3.111b)
The network of Boltzmann equations (3.108) should be understood in the generalized sense: the
transition amplitudes differ from the usual perturbative matrix elements and do not have their
symmetry properties as explained at the end of section 3.1.3.
Equations (3.108) can be compared directly to the network obtained in the bottom-up approach,
eqns. (2.20). As announced, the structure of eqns. (3.111) differs from the conventional one. In
particular, we did not need to include the processes bb↔ b¯b¯ explicitly, because our collision terms
for the processes bb ↔ ψ1 and b¯b¯ ↔ ψ1 do not suffer from the generation of an asymmetry
in equilibrium. If we would use the conventional approximations and integrate eqns. (3.108) to
obtain rate equations, as shown in the bottom-up approach in section 2.4, we would obtain in the
vacuum limit the structure12
d
dx
(Yb, Yb¯) ∝ (1± Vi )(Yψi − Y eqψi ) + . . . , i.e.
d
dx
(Yb − Yb¯) ∝ 2 Vi (Yψi − Y eqψi ) + . . . . (3.112)
To obtain the equivalent result for Yb−Yb¯ in the canonical approach we needed to subtract the RIS
part of the S-matrix element for the processes bb ↔ b¯b¯. This means that, here, the structure of
the equations automatically ensures that no asymmetry is generated in thermal equilibrium. Stated
differently, the Kadanoff–Baym formalism is free of the “double-counting problem”.
In the homogeneous and isotropic early universe the canonical Boltzmann equations conserve the
linear combination
2Yψi + Yb + Yb¯ (3.113)
of the different species’ abundances. However, the conservation of this quantity is “accidental”,
i.e. not guaranteed by a symmetry of the underlying lagrangian. It is not conserved by the full
Kadanoff–Baym equations (see [35] for another example). This is also true for the quantum cor-
rected Boltzmann equations which we have derived from the Kadanoff–Baym equations here. To
see this one can sum eqns. (3.100a) and (3.100b) as well as eqn. (3.104) multiplied by two and use
the explicit expressions for the self-energies (3.102) and (3.105). Although the expressions for
the loop corrections (3.103) and (3.106) are similar, they are not equal. Close to equilibrium, this
results in a small time-dependence of the quantity (3.113) (see also chapter 5).
The factors 1/2 associated with the couplings in (3.109a) and (3.110) correctly account for the
symmetrisation of collision integrals which include integration over the momenta of two identical
particles in the initial/final state. They have been consistently obtained in the derivation from the
Kadanoff–Baym equations.
12For the numerical analysis we will use the full Boltzmann equation, since the approximations required to obtain
rate equations are not appropriate if the toy model is considered as closed and no additional interactions are introduced,
see section 5.
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3.2.3 CP-violating parameter
Using properties of the Wigner transforms of the statistical, retarded and advanced propagators, we
find that in an approximately toy-baryon-symmetric medium the CP-violating parameter defined
by eqn. (3.107) is given by13
Vi (X, p1, p2) = |gj |2=
(
gig
∗
j
g∗i gj
)∫
dΠ4k1dΠ
4
k2dΠ
4
k3
×(2pi)4δg(p1 + k1 + k2)(2pi)4δg(k2 − k3 + p2)
×[Dρ(X, k1)DF (X, k2)Gjjh (X, k3) + {k1 ↔ k2}
+Dh(X, k1)DF (X, k2)Gjjρ (X, k3) + {k1 ↔ k2}
+Dρ(X, k1)Dh(X, k2)G
jj
F (X, k3)− {k1 ↔ k2}
]
, (3.114)
where, as before, Dh(X, p) ≡ <{DR(X, p)} = <{DA(X, p)} and Gh is defined analogously.
We can now show that only the first two terms in this expression contribute to the CP-violating
parameter in the integrated Boltzmann equations. In the Kadanoff–Baym ansatz together with the
quasi-particle approximation the spectral functions and the statistical propagators are forced on
the mass shell. At the same time, the real parts of the retarded propagators, Dh and Gh, vanish
on-shell. This means that only processes contribute in which two of the internal lines are on-shell
p3
p2
p1
k1
k3
k2
(a)
p3
p2
p1
k1
k3
k2
(b)
p3
p2
p1
k1
k3
k2
(c)
Figure 3.9: Graphical representation of the terms in eqn. (3.114). Thick lines represent on-
shell particles. Only the first diagram, with two on-shell internal b¯’s, contributes.
and the third one is off-shell, see fig. 3.9. We can also see, that in each term in (3.114) only one
of the internal lines includes DF or G
jj
F , i.e. explicitly depends on the one-particle distribution
function. In other words the medium corrections are linear in the particle number densities. We
will see later, in chapter 4, that this is in conflict with literature results for the medium contributions
derived in the framework of thermal quantum field theory by replacing vacuum propagators with
thermal ones in the computation of the CP-violating parameter.
We have seen in chapter 3 that the rate equations are obtained by integrating the left- and right-
hand sides of the Boltzmann eqns. (3.100a) and (3.100b) over the remaining free momentum. In
the integrated gain and loss terms,∫
dΠ4pdΠ
4
p1dΠ
2
p2(2pi)
4δg(p1 − p2 − p)[1± Vi (X, p1, p2)]
×Gii≷(X, p1)D≶(X, p2)D≶(X, p) , (3.115)
13The CP-violating parameter, defined in this way, is different for particles and anti-particles if the corresponding
distribution functions are different. Since the expected asymmetry is small, this is only a second order effect and can
be neglected here.
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one can perform the transformation p ↔ p2 and add half of the result to the half of the original
expression without changing it. This is equivalent to the replacement
Vi (X, p1, p2)→
1
2
[Vi (X, p1, p2) + 
V
i (X, p1, p)] (3.116)
in eqn. (3.115). At the same time we can transform the variables k1 ↔ k2 and k3 → −k3
in Vi (X, p1, p) given by eqn. (3.114). Using the anti-symmetry of the spectral function of the
real scalar fields Giiρ (X,−k1) = −Giiρ (X, k1) we find indeed that only the first two terms in
eqn. (3.114) contribute, while the other terms cancel. In other words, only the terms represented
by the diagram fig. 3.9(a) contribute to the CP-violating parameter.
Applying the quasi-particle approximation and the Kadanoff–Baym ansatz in eqn. (3.114), one
obtains the following expression for the CP-violating parameter:
Vi (p1, p2) =−
1
8pi
|gj |2
m2ψi
=
(
gig
∗
j
g∗i gj
)∫
dΩl
4pi
1 + f b¯(E1) + f b¯(E2)
m2ψj/m
2
ψi
+ 12(1 + cos θl)
, (3.117)
where Ek1,2 are the energies of the intermediate toy-baryons as a function of p1 and p2 (we have
omitted the time-space coordinateX to shorten the notation). The CP-violating parameter is a sum
of vacuum and medium contributions. In the zero-density limit we can perform the integration
over the solid angle following the steps which led from eqn. (2.57) to eqn. (2.61). We obtain the
standard expression for the CP-violating parameter in eqn. (2.52). The medium contributions are
proportional to the one-particle distribution function. Hence, within the toy model the CP-violating
parameter is always enhanced.
Because of the fact that the intermediate toy-baryons propagate with respect to the rest frame of
the thermal bath, a speciality arises in the derivation of eqn. (3.117) which is due to the presence
of the distribution functions. As the equilibrium distribution function, these are functions of the
Lorentz invariant product pµUµ of the particles’ four-momentum and the four-velocity U of the
plasma in a general frame. In the rest-frame of the plasma U = (1, 0, 0, 0) we obtain the standard
form which depends on p0. One can therefore go to the rest frame of the decaying particle to
perform the integration along the same lines which led from eqn. (2.54) to eqn. (2.57). However,
one needs to evaluate U in the same frame. It is given by U = (mψ1)
−1(Eψ1p1 ,−p1). This leads
to the dependence on the energies of the intermediate complex scalars E1 and E2 which are given
by (see also [3]):
E1,2 =
1
2
[
Eψ1p1 + |p1|(sin θl cosϕl cos δ′ ∓ cos θl sin δ′)
]
, (3.118)
where θl and ϕl are elements of the solid angle Ωl and the angle δ′ is given by sin δ′ = (|p3| −
|p2|)/|p1|.
As noted above, In the limit of almost equal one-particle distribution functions of particles and
anti-particles, f b ' f b¯, the CP-violating parts of ∆iψ do not contribute to the Boltzmann equations
for the real scalars, just as in the canonical approach. For this reason, we do not consider these
contributions here.
In order to estimate the size of the medium corrections, we consider again the hierarchical case.
By expanding eqn. (3.117) in m2ψ1/m
2
ψ2
, we obtain a simplified expression for the relevant CP-
violating parameter V1 ,
V1 (p1, p2) ' V,vac1
[
1 +
∫
dΩ
4pi
{
f b¯(E1) + f b¯(E2)
}]
, (3.119)
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where V,vac1 is the CP-violating parameter in vacuum given in eqn. (2.52). Exploiting the k1 ↔ k2
symmetry and integrating over the full solid angle we find that V1 depends on the absolute value
of p1 only. That is V1 (p1, p2) = 
V
1 (|p1|), where
V1 (|p|) 'V,vac1
[
1 +
2
r |p|
∫ Emax/2
Emin/2
f b¯(E)dE
]
, (3.120)
with Emin = E
ψ1
p − r|p| and Emax = Eψ1p + r|p| are the largest and smallest kinematically
allowed energies of the light scalars produced in the decay ψ1 → bb. Here Eψ1p and |p| de-
note the energy and momentum of ψ1 in the rest-frame of the medium and we have defined
r ≡
√
1− 4m2b/m2ψ1 .
The medium corrections depend on the one-particle distribution function of the light scalars (toy-
baryons) and the masses of the particles. We emphasize that eqn. (3.120) is valid even if the
light scalars are out-of-equilibrium. Nevertheless, since we assume that, in agreement with the
phenomenological scenario, the toy-baryons are close to kinetic equilibrium, we insert a Bose–
Einstein distribution function. Then the integrals can be performed analytically and we obtain
V1 (|p|)
V,vac1
= 1 +
2Tb
r|p| ln
1− e−Emax−2µb2Tb
1− e−
Emin−2µb
2Tb
 , (BE) . (3.121)
For comparison we also consider the case of a Maxwell–Boltzmann distribution:
V1 (|p|)
V,vac1
= 1 +
2Tb
r|p|
(
e
−Emin−2µb
2Tb − e−
Emax−2µb
2Tb
)
, (MB) . (3.122)
The resulting expression depends on time via the toy-baryon temperature Tb and chemical potential
µb. For the rest of this section we assume |µb|  Tb, as usual in the phenomenological scenario,
for the purpose of illustration14. The temperature- and momentum dependence of the medium
correction in the range of typical momenta |p| ∼ Tb is represented by the shaded areas in fig. 3.10
for the BE and MB cases, respectively. It is instructive to consider the non-relativistic regime
(Tb, |p|  mψ1) and the ultra-relativistic regime (Tb & |p|  mψ1). In the non-relativistic limit,
the BE and MB cases coincide, and the medium correction is exponentially suppressed,
V1 (|p|)/V,vac1 → 1 + 2 exp
(
−mψ1
2Tb
)
. (3.123)
Furthermore, it is independent of the momentum |p|. In the ultra-relativistic limit, the medium
correction in the BE and MB cases behave quite differently: In the MB case the medium correction
saturates at V1 /
V,vac
1 . 3. In the BE case, it is logarithmically enhanced (see fig. 3.10):
V1 (|p|)/V,vac1 → 1 +
2Tb
r|p| ln
 4Tb|p|
m2ψ1 +
8p2m2b
m2ψ1
(1+r)
 . (3.124)
14The usual motivation for this condition have been given in section 2.4. Within the toy model, due to the absence of
gauge interactions, it is possible to have |µb| ' |µ¯b| ∼ Tb while the asymmetry remains small. It turns out that this is
even necessary to obtain consistent numerical solutions within the present scenario, see section 5.
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This effect is due to Bose-enhancement. Thus, we find that the quantum statistics is important
for the size of the medium correction. In the following section, we will see that the logarithmic
enhancement at high energies is also suppressed by the inclusion of sizable negative chemical
potentials.
In order to get rid of the momentum dependence and to find out how large the medium corrections
may be close to thermal equilibrium, we consider an thermally averaged CP-violating parameter.
We define it by integrating the gain or loss term in the Boltzmann equation for the decay over the
remaining free momentum:15
〈Vi 〉 =
∫
dΠ3p1dΠ
3
p2dΠ
3
p3w(p1, p2, p3)
V
i (p1, p2)∫
dΠ3p1dΠ
3
p2dΠ
3
p3w(p1, p2, p3)
, (3.125)
where the term w represents the gain or loss term of the decay processes:
w(p1, p2, p3) = (2pi)4δ(Eψ1p1 − Ebp2 − Ebp3)δ(p1 − p2 − p3)
(
1 + fψi|p1|
)
f b|p2|f
b
|p3| . (3.126)
This means that 〈Vi 〉 measures the potential relative effect of the medium corrections in V1 on the
number densities and hence on the generated asymmetry. In the hierarchical limit mψ1  mψ2 ,
the CP-violating parameter V1 depends only on |p1|, see eqn. (3.120). In the ultra-relativistic limit
mb = 0 the integration over the momenta of the final states in eqn. (3.125) can be performed
analytically and one finds:
〈V1 〉 =
∫∞
0 d|p1| ω(|p1|)V1 (|p1|)∫∞
0 d|p1| ω(|p1|)
. (3.127)
We consider again two cases which differ by the distributions used for the computation of ω(|p1|).
Inserting Bose–Einstein distributions for f b and fψi (with common temperature T and µb = µb¯ =
µψ1 = 0) in (3.126) we obtain
w(|p1|) = 2|p1|
Eψ1p1 sinh
2
(
E
ψ1
p1
2T
) ln
sinh
(
E
ψ1
p1
+|p1|
4T
)
sinh
(
E
ψ1
p1
−|p1|
4T
)
 , (BE) . (3.128)
If we insert, on the other hand, Maxwell–Boltzmann distributions for f b and neglect fψi in (3.126)
the resulting expression for the weighting function reads
w(|p1|) = |p1|2 exp
(
−E
ψ1
p1
T
)
, (MB) . (3.129)
The numerical results for the remaining integral, i.e. the averaged CP-violating parameter in the
BE and MB case are also shown in fig. 3.10. We observe that 〈V1 〉 ∼ V1 (|p| ∼ Tb).
Before discussing the impact of the medium correction to the CP-violating parameter quantita-
tively by solving the Boltzmann equations in chapter 5, we comment on the relation between the
top-down and the bottom-up approach. As has been mentioned before, in the zero-density limit,
the top-down result eqn. (3.117) for the CP-violating parameter coincides with the canonical re-
sult eqn. (2.52). Nevertheless, the structure of the Boltzmann equations differs between the two
15Gain and loss term are equal in equilibrium.
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Figure 3.10: The CP-violating parameter V1 (|p|) with medium contributions for the toy
model. The shaded areas correspond to the range 0.25 ≤ |p|/T ≤ 4 of momentum |p| of
the decaying particle ψ1 → bb/b¯b¯ with respect to the rest-frame of the medium. Here we
have assumed a thermal Bose-Einstein (BE) and Maxwell-Boltzmann (MB) distribution for
b/b¯ with vanishing chemical potential. In the non-relativistic limit (NR), the vacuum value
is approached. In the ultra-relativistic limit (UR), the CP-violating parameter is strongly
enhanced. The thermally averaged CP-violating parameter 〈V1 〉 for the BE (red line) and
MB (blue line) cases and the result that would be obtained from thermal field theory (green
dotted line), see chapter 4.
approaches, i.e. the quantum corrected ones are free of the “double-counting problem”. Further-
more, we note again that the size of the medium correction differs between the top-down and the
bottom-up approach supplemented by thermal quantum field theory. Within the latter, the medium
corrections have been discussed by replacing V,vaci → V,thi in the canonical Boltzmann equations
and V,thi was modified by the inclusion of thermal propagators in its calculation. It involves an
additional term compared to the top-down result (3.117), which is quadratic in the particle distri-
bution function. In fig. 3.10 we show that, within the toy model, the medium correction would be
significantly over-estimated in the present thermal field theory approach. However, we show in
the next chapter that the two approaches can be reconciled.
To conclude this chapter we summarize the results:
• By studying the toy model, we have obtained a network of quantum corrected Boltzmann
equations which is similar to the one encountered in thermal leptogenesis in the hierarchical
limit but exhibits important differences. They are applicable to systems of weakly coupled
(quasi-)particles that have a width which is small compared to their mass and that evolves
slowly compared to the microscopic interaction time scales. We expect that these conditions
are satisfied in the given scenario of leptogenesis, where the deviations from equilibrium are
moderate in general.
• The formalism is free of the “double-counting problem” typical for the canonical approach.
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In other words the structure of the equations automatically ensures that the asymmetry van-
ishes in thermal equilibrium and no need for the RIS subtraction arises.
• The result for the vertex contribution to the CP-violating parameter differs from the litera-
ture result obtained in the framework of thermal quantum field theory. The medium correc-
tions in our results are only linear in the particle number densities. Within the toy model
the medium effects always increase the CP-violating parameter which, in turn, leads to an
enhancement of the generated asymmetry.
• By comparing the CP-violating parameters obtained by using the Maxwell–Boltzmann and
Bose–Einstein statistics, we find that quantum statistical effects play a considerable role.
The medium effects increase the CP-violating parameter by a factor of at most two in the
Maxwell–Boltzmann approximation. At high temperatures, the increase is up to an order of
magnitude larger when Bose-enhancement is taken into account.
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70
Chapter 4
Finite temperature field theory
approach
In [14, 46, 47] expressions for the CP-violating parameter have been obtained in the framework of
finite temperature field theory for the phenomenological scenario of thermal leptogenesis. These
include higher order products in the distribution functions and therefore, by analogy, seem to con-
tradict the results derived in the top-down approach in section 3.2. This discrepancy has first been
demonstrated in the context of leptogenesis in [3]. Here, we use the finite temperature equiva-
lent of the Cutkosky cutting rules [96–99] to derive thermal corrections to the expression for the
imaginary part of the 3-point vertex function and the self-energy loop corrected vertex which can
be used in the Boltzmann equation. We show that the apparent contradiction disappears if one
considers retarded or advanced n-point functions.
In thermal quantum field theory the physical system is considered to be composed of two sub-
systems. One is given by the background plasma which forms a thermal reservoir at temperature
T = β−1 while the fields which are used in the computations live in the second system. These
fields can interact with the reservoir via decays to or excitation from the reservoir. There are two
main formulations of finite-temperature field theory [100]. Within the imaginary-time formalism
(ITF), in the computation of an n-point function, continuous energy variables are replaced by
discrete imaginary values. In this formulation the final result for real external energies is obtained
by analytic continuation. This procedure becomes cumbersome for larger n or at higher loop
levels. In contrast, in the real-time formalism (RTF) energies are real and no analytic continuation
is necessary. However, in the straight-forward application of this formalism unphysical products
of Dirac-delta functions with coinciding arguments appear in the computation of Feynman graphs.
In order to cure this problem one usually introduces a further degree of freedom to cancel such
irregular terms. In the “1/2-formalism” this is done by introducing two types of fields termed
type-1 and type-2 fields.1 Interactions do not mix these two fields but the vertices can be of either
type, g1 = −ig and g2 = +ig, for a generic (but real) coupling constant g, differing only by a
relative minus sign. The propagators connecting the different types of vertices can be considered
1Historically this fields have been called physical and ghost fields respectively, because it was common belief that
only one type-1 fields are physical and that type-2 fields are a auxiliary quantities which do not appear in external lines.
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as components of a 2× 2 propagator matrix23
Gab(p) =
(
G11(p) G12(p)
G21(p) G22(p)
)
=
(
∆(p) eβp0/2∆−(p)
e−βp0/2∆+(p) ∆∗(p)
)
.
For a scalar particle b the components are
∆(p) =
i
p2 −m2b + i
+ 2pif b,eq(p)δ(p2 −m2b) ,
∆±(p) = 2pi
[
Θ(±p0) + f b,eq(p)
]
δ(p2 −m2b) . (4.1)
For a fermion f the components are
∆(p) = (γ · p+mf )
[
i
p2 −m2f + i
− 2piff,eq(p)δ(p2 −m2f )
]
,
∆±(p) = 2pi(γ · p+mf )
[
Θ(±p0)− ff,eq(p)
]
δ(p2 −m2f ) . (4.2)
Here, we denote by f b,eq(p) and ff,eq(p) the equilibrium distribution function for bosons and
fermions respectively. They are functions of the Lorentz invariant product pµUµ of the particles’
four-momentum and the four-velocity U of the plasma in a general frame. In the rest-frame of the
plasma U = (1, 0, 0, 0) we obtain the standard form which depends on p0.4 In the following we
assume that it is sufficient to replace the different propagators in our toy model by their thermal
field theory equivalents given in eqn. (4.1). This approach has been followed in previous works for
the leptogenesis scenario [47]. Further thermal effects, such as thermal corrections to the masses
and wave function renormalization are neglected here, as they are of higher order in the coupling
constants.
Denoting vertices attached to external lines by xi and those attached to internal lines only by zj
we can formally denote an amputated n-point graph by F (x1, . . . , xn; zj). Here we assume that
F is given in momentum space, writing the position space coordinates in order to identify the
individual vertices. The contribution of this graph to the amplitude is −iF (x1, . . . , xn; zj).
Physical amplitudes involve a sum over possible combinations of types of internal vertices:
F(x1, . . . , xn; zj) =
∑
type zj
F (x1, . . . , xn; zj) .
For external vertices of fixed type it has been shown [96, 97] that this sum is equivalent to a sum
over all ways of “circling” the internal vertices:5
F(x1, . . . , xn; zj) =
∑
circling zj
F≷(x1, . . . , xn; zj) . (4.3)
2In [47] and elsewhere resummed propagators have been used in this place amongst others to prevent the appearance
of singularities. Since we are mainly interested in the structure of the thermal corrections we stick to the bare thermal
propagators here.
3We adopt here the nomenclature used in thermal quantum field theory and do not comment on similarities between
the quantities encountered here and in chapter 3.
4Compare the discussion below eqn. (3.117).
5The historic origin of this formula was that the external fields where considered to be all of type 1 (physical).
72
4.1. Physical and ghost fields Chapter 4. Finite temperature field theory approach
F> and F< with “circled” vertices represent graphs computed using the set of rules, given in
fig. 4.1. These differ for the computation of F> and F< by interchange of the ∆+ and ∆− propaga-
tors. InF≷(x1, . . . , xn; zj) we explicitly denote circling of a vertexα asF≷(x1, . . . , xα, . . . , xn; zj).
Note that the two ways of defining F in terms of F> and F< in eqn. (4.3) are in agreement only if
the Kubo–Martin–Schwinger (KMS) boundary condition, in momentum space (in the rest-frame
of the plasma) for bosons, ∆−(p) = e−βp0∆+(p), is satisfied.6
 = −ig  = +ig
p
= ∆(p) ,
p
= ∆+(p)
p
= ∆−(p) ,
p
= ∆∗(p)
Figure 4.1: Circling rules for a generic theory used for the computation of F> in momentum
space. The rules for the computation of F< differ by interchange of ∆+(p) and ∆−(p).
The ∆± propagators connecting circled and uncircled vertices may be interpreted as cut
propagators. In vacuum they correspond to the cut propagators in the Cutkosky rules. The
physical interpretation of the additional terms is that due interactions with the plasma in the
reservoir energy flow is not restricted to a definite direction at finite temperature.
An obvious problem with the real-time formulation for the computation of n-point functions (in
the 1/2-formalism) is that there are in general 2n such functions which differ in the types of the
external vertices.
4.1 Physical and ghost fields
Historically the correct function was considered to be the one with all external vertices of type-1.
In this case eqn. (4.3) leads to the following formula for the imaginary part of a graph’s contribu-
tion to the amplitude, see appendix C:7
={i−1F(1, . . . , 1; zj)} = 12 ∑
circling (xi), zj
F≷(x1, . . . , xn; zj) , (4.4)
where the sum includes all possible circlings of the internal vertices zj but only those circlings of
external vertices xi which include both, circled and uncircled vertices (indicated by the brackets
6The KMS relation holds in equilibrium. In this case it is easy to see that (the difference between F≷ being the
usage of ∆+ and ∆−.) the graphs F≷ with either all or none of the external vertices and a fixed set of internal vertices
circled differ by products of the form
Q
i e
±β(pi)0 which can be identified with each vertex, where i runs over all lines
attached to this vertex. By energy conservation these terms are equal to 1.
7Note, that the vertex diagram does not involve any internal vertices. Since the external vertices are all of type 1 it
is possible to compute its contribution using the G11 component of the propagator only [46]. Here we use a formula
which can be compared to both the cutting rules in vacuum and, later, to the formula for the causal products.
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around xi). The six diagrams contributing to the imaginary part of the 3-point vertex function are
shown in fig. 4.2.
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Figure 4.2: Circlings contributing to ={i−1F(1, 1, 1)} for the vertex loop. The circlings
can be interpreted as cuts, as indicated, by the lines separating circled from uncircled re-
gions. The ∆± propagators connecting these regions are proportional to mass-shell delta
functions. In general (for diagrams involving internal vertices) not all diagrams contributing
to the imaginary part can be interpreted as cut propagators in this approach [96]. For such
cases a formula for the imaginary part was derived in [98] in which unconnected regions of
circled vertices are canceled by the summation over field type indices, while this sum remains
to be performed explicitly for the leftover terms. The equivalence of the two approaches has
been shown in [99]. The contributions from diagrams involving cuts through the dashed
internal line are suppressed relative to the others.
In this case we can write the imaginary part of the thermal vertex function as (using the rules for
F<)
={i−1F(1, 1, 1)} = 1
2
[
F<(x1, x2, x3) + F<(x1, x2, x3) + F<(x1, x2, x3)+
+F<(x1, x2, x3) + F<(x1, x2, x3) + F<(x1, x2, x3)
]
. (4.5)
The contributions from the diagrams in fig. 4.2(b)-(e), involving cuts through the ψj lines, are
(exponentially) suppressed relative to the other graphs due to the large massmψj in the hierarchical
case. For this reason we consider the contributions from graphs fig. 4.2(a) and (f):8
={i−1F(a)+(f)(1, 1, 1)} = 12
∫
d4l
(2pi)4
[
(+ig1)(−ig2)(−ig3)∆+(q + l)∆(q + l − k)∆−(l)+
+(−ig1)(+ig2)(+ig3)∆−(q + l)∆∗(q + l − k)∆+(l)
]
.
(4.6)
We set the generic couplings g1, g2, g3 to 1 now (to obtain directly the imaginary part of A1 in
8Momenta are as defined in fig. 2.6.
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eqn. (1.12)). and insert the explicit expressions for the different propagators:
=
{
i−1F(a)+(f)(1, 1, 1)
}
=
−1
2
∫
d4l
(2pi)2
i
{[
Θ(q0 + l0) + f
b¯,eq
q+l
]
δ
(
(q + l)2 −m2b¯
)×[ i
(q + l − k)2 −m2ψj + i
+ 2pifψj ,eqq+l−kδ
(
(q + l − k)2 −m2ψj
)]×[
Θ(−l0) + f b¯,eql
]
δ
(
l2 −m2b¯
)−
−
[
Θ(−(q0 + l0)) + f b¯,eqq+l
]
δ
(
(q + l)2 −m2b¯
)×[ −i
(q + l − k)2 −m2ψj − i
+ 2pifψj ,eqq+l−kδ
(
(q + l − k)2 −m2ψj
)]×[
Θ(l0) + f
b¯,eq
l
]
δ
(
l2 −m2b¯
)}
. (4.7)
Since ψj cannot simultaneously be on-shell with the two b¯’s, we can drop the i prescription and
the terms proportional to three mass-shell deltas:
=
{
i−1F(a)+(f)(1, 1, 1)
}
=− 1
2
∫
d4l
(2pi)2
iδ
(
(q + l)2 −m2b¯
)
δ
(
l2 −m2b¯
) i
(q + l − k)2 −m2ψj
×
{
1 + f b¯,eql + f
b¯,eq
q+l + 2f
b¯,eq
l f
b¯,eq
q+l
}
. (4.8)
The integration over d |l| dl0 proceeds along the same line as in the derivation of the CP-violating
in the top-down approach. It leads to
V,thi = −
1
8pi
|gj |2
m2ψi
=
(
gig
∗
j
g∗i gj
)∫
dΩl
4pi
1 + f b¯,eq1 + f
b¯,eq
2 + 2f
b¯,eq
1 f
b¯,eq
2
m2ψj/m
2
ψi
+ 12(1 + cos θl)
+ . . . , (4.9)
where the dots refer to the suppressed contributions corresponding to cuts through the ψj line. The
indices on the distribution function mean that they are to be evaluated for the energies E1 and E2
given in eqn. (3.118). Equation (4.9) is quadratic in the distribution functions and can be compared
to the literature result [46, 47] for the phenomenological scenario of thermal leptogenesis if one of
the b¯’s (and the corresponding distribution function) in the vertex loop is identified with the lepton
and the other with the Higgs.
We can now repeat the same computation for the self-energy loop contribution to the CP-asymmetry.
The circlings contributing in this case to eqn. (4.4) are shown in fig. 4.3.
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Figure 4.3: Circlings contributing to ={i−1F(1, 1; z)} for the self-energy loop. The graphs
(b) and (c) vanish since ψi and ψj cannot be on-shell simultaneously. Note that we consider
only the diagrams with ψi in the external and ψj in the internal line (i 6= j) because these are
the only ones which contribute to i.
={i−1F(1, 1; z)} = 1
2
[
F<(x1, x2, z) + F<(x1, x2, z)+
+F<(x1, x2, z) + F<(x1, x2, z)
]
. (4.10)
The contributions from the diagrams in fig. 4.3(b) and (c), involving cuts through the ψj lines,
vanish since ψj cannot simultaneously be on-shell with ψi:
={i−1F(a)+(d)(1, 1; z)} = 12[(+ig1)(−ig2)(−igz)∆−(q + l)∆+(l)∆(q)+
+(−ig1)(+ig2)(+igz)∆+(q + l)∆−(l)∆∗(q)
]
. (4.11)
We set the generic couplings g1, g2, gz to 1 again and insert the explicit expressions for the different
propagators:
={i−1F(a)+(d)(1, 1; z)} = 12 · 2!
∫
d4l
(2pi)2
δ
(
(q + l)2 −m2b¯
)
δ
(
l2 −m2b¯
) 1
q2 −m2ψj
×{
1 + f b¯,eql + f
b¯,eq
q+l + f
b¯,eq
l f
b¯,eq
q+l
}
, (4.12)
where we included a symmetrization factor of 1/2!. This leads to the self-energy contribution
S,thi = −
|gj |2
16pi
=
(
gig
∗
j
g∗i gj
) √1− 4m2
b¯
/m2ψi
m2ψj −m2ψi
∫
dΩl
4pi
{
1 + f b¯,eq1 + f
b¯,eq
2 + 2f
b¯,eq
1 f
b¯,eq
2
}
. (4.13)
The results in eqn. (4.8) and eqn. (4.12) can easily be adapted to the phenomenological scenario of
section 1.3, using the propagators in eqn. (4.2) for fermions for the Majorana neutrinos and leptons
in the loop and eqn. (4.1) for the Higgs bosons. In this case the expressions for the asymmetries in-
clude spinor sums [47] which can be factored out, however. For the dependence on the distribution
functions one obtains then the quadratic form
1 + fφ,eq − f `,eq − 2fφ,eqf `,eq . (4.14)
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This result was found in [46], but, by analogy, it obviously contradicts the result derived from non-
equilibrium quantum field theory in the Boltzmann approximation (assuming that this derivation
can be generalized to the phenomenological scenario) which does not include products of multi-
ple distribution functions. This discrepancy becomes particular important as eqn. (4.14) implies
cancellation of the leading effects since fφ,eqp − f `,eqp = 2fφ,eqp f `,eqp . The remaining effect is due
to the relative motion with respect to the plasma, because different momenta enter the distribution
functions of leptons and Higgs particles in eqn. (4.14).
4.2 Causal n-point functions
We will now see how the finite temperature field theory approach can be reconciled with the
results derived from non-equilibrium quantum field theory. In [101–103] it was shown that the
combination
F (α)R/A(x1, . . . , xn; zj) =
i 6=α∑
circlingxi,zj
F≷(x1, . . . xα, . . . , xn; zj) , (4.15)
referred to as the retarded (advanced) product, has the distinguishing property that the time com-
ponent (xα)0 is singled out as being the largest (smallest). This becomes clear when we consider
the so-called largest (smallest) time equation
F≷(x1, . . . , xα, . . . , xn) + F≷(x1, . . . , xα, . . . , xn) = 0 , if (xα)0 largest/smallest , (4.16)
which implies pairwise cancellation of the terms in eqn. (4.15) if any external vertex xi with i 6= α
has the largest (smallest) time component. Furthermore, it has been shown that the causal products
agree with the results of the calculation in imaginary-time formalism analytically continued to real
energies, at least in a few examples including the 3-point vertex. It is reasonable to use such causal
combinations in Boltzmann collision terms since, for example, the products created in the decay
of some particle should always have larger time components than the decaying particle.
The imaginary part of the causal sum was shown in [102] to obey
={i−1F (α)R/A(x1, . . . , xα, . . . , xn; zj)} =
∓1
2
not all∑
circlingxi
∑
circling zj
=
{
i−1F>(x1, . . . , xα, . . . , xn; zj)−
−i−1F<(x1, . . . , xα, . . . , xn; zj)
}
, (4.17)
where “not all” means that not all xi should be circled at the same time and the imaginary part is
taken of the causal product in momentum space. Here, the vertex xα with largest or smallest time
is always circled.
We can now compute the imaginary part of the advanced product ={F (1)A (x1, x2, x3)} for the
3-point vertex with smallest time component (x1)0 of the decaying particle. The relevant circlings
are shown in fig. 4.4.
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Figure 4.4: Circlings contributing to ={F (1)A (x1, x2, x3)} for the vertex loop. The sum
involves both, F> and F< contributions. These differ only by a relative sign and the re-
placement ∆± ↔ ∆∓ in the circling rules. Since the finite temperature contributions (terms
proportional to f ,eq) to the latter are the same, all contributions of order higher than one in
the distribution functions cancel.
As before the contributions fig. 4.4(b) and (c) are suppressed due to the cut through the ψj propa-
gator line. In addition these contributions cancel exactly in the framework of the toy model in the
integrated equations. To see this we write the contributions from fig. 4.4(b) to the sum as{
F>(x1, x2, x3)− F<(x1, x2, x3)
}
δ(4)(q − k − p)
∝
∫
d4l1
∫
d4l2
∫
d4l3(+ig1)(+ig2)(−ig3)
× δ(4)(q + l3 − l1)δ(4)(l1 − l2 − k)δ(4)(l2 − l3 − p)
×∆∗(l1)
[
∆−(l2)∆+(l3)−∆+(l2)∆−(l3)
]
. (4.18)
Similarly the contributions from fig. 4.4(c) can be written as{
F>(x1, x2, x3)− F<(x1, x2, x3)
}
δ(4)(q − k − p)
∝
∫
d4l1
∫
d4l2
∫
d4l3(+ig1)(−ig2)(+ig3)
× δ(4)(q + l3 − l1)δ(4)(l1 − l2 − k)δ(4)(l2 − l3 − p)
×∆∗(l3)
[
∆−(l1)∆+(l2)−∆+(l1)∆−(l2)
]
. (4.19)
In the integrated Boltzmann equations we can perform the combined transformation q → −q,
k → −p, p → −k without changing anything if the final state particles (with momentum k and
p) in the decay have same quantum statistics and identical distribution functions as is the case
in the toy model. Simultaneously exchanging the dummy variables l1 and l3 in eqn. (4.19) we
find that the contributions in eqns. (4.18) and (4.19) are just equal with opposite sign. Hence the
contributions to the integrated Boltzmann equations cancel. Note that the same result was found
in the top-down treatment of the vertex contribution, see the discussion below eqn. (3.114).
Now, we compute the remaining contribution from fig. 4.4(a):
={i−1F (1)A (x1, x2, x3)} =12={i−1F>(x1, x2, x3)− i−1F<(x1, x2, x3)}
=
1
2
=
{
i−1
∫
d4l
(2pi)4
[
(+ig1)(−ig2)(−ig3)∆−(q + l)∆(q + l − k)∆+(l)−
− (+ig1)(−ig2)(−ig3)∆+(q + l)∆(q + l − k)∆−(l)
]}
. (4.20)
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Again dropping the i prescription in the ψj propagators and the respective Dirac-deltas we get
={i−1F (1)A (x1, x2, x3)} = −12=
∫
d4l
(2pi)2
δ
(
(q + l)2 −m2b¯
)
δ
(
l2 −m2b¯
) i
(q + l − k)2 −m2ψj
×{[
Θ(−(q0 + l0))Θ(l0)−Θ(q0 + l0)Θ(−l0)
]
+
[
Θ(−(q0 + l0))−Θ(q0 + l0)
]
f b¯,eql +
+
[
Θ(l0)−Θ(−l0)
]
f b¯,eqq+l
}
, (4.21)
which becomes
={i−1F (1)A (x1, x2, x3)} =
= +
1
2
∫
d4l
(2pi)2
δ
(
(q + l)2 −m2b¯
)
δ
(
l2 −m2b¯
) 1
(q + l − k)2 −m2ψj
{
1 + f b¯,eql + f
b¯,eq
q+l
}
. (4.22)
Performing the integration over d |l| dl0, this indeed leads to the result for the CP-violating pa-
rameter obtained in th top-down approach eqn. (3.117). The same computation can be performed
for the self-energy loop. The possible circlings are shown in fig. 4.5.
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Figure 4.5: Circlings contributing to ={F (1)A (x1, x2; z)} for the self-energy loop. Graph (b)
vanishes since ψi and ψj cannot be on-shell simultaneously.
={i−1F (1)A (x1, x2; z)} =12={i−1F>(x1, x2, x3)− i−1F<(x1, x2, z)}
=− 1
2 · 2!=
{∫ d4l
(2pi)4
[
(+ig1)(−igz)(−ig3)∆−(q + l)∆(q)∆+(l)−
− (+ig1)(−igz)(−ig3)∆+(q + l)∆(q)∆−(l)
]}
,
(4.23)
which becomes
={i−1F (1)A (x1, x2; z)} =
=
1
4
∫
d4l
(2pi)2
δ
(
(q + l)2 −m2b¯
)
δ
(
l2 −m2b¯
) 1
q2 −m2ψj
{
1 + f b¯,eql + f
b¯,eq
q+l
}
, (4.24)
This corresponds to the result for the self-energy contribution in the hierarchical limit in the top-
down approach [4] if the equilibrium distribution functions are replaced with non-equilibrium
ones. In the vacuum limit it leads to the expression for S,vaci eqn. (2.62). Thus, we have shown
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that the CP-violating parameter th obtained with help of thermal quantum field theory coincides
with the one obtained in the top-down approach (in the approximately symmetric case) when
one uses causal products instead of the usual ones which assume type-1 external vertices. The
generalization to a (symmetric) non-equilibrium configuration for the toy model can be performed
by the canonical replacement of the equilibrium distribution functions with non-equilibrium ones
feq → f .
We are now in the position to infer the form of the thermal corrections to the CP-violating param-
eter in the phenomenological scenario by drawing the analogy to the toy model. The reasoning
here is that the findings for the toy model in the top-down approach result in expressions for
the contributions to the CP-violating parameter which can be reproduced in the equilibrium limit
by the use of causal products in the thermal field theory approach. (The use of causal products
for the computation of amplitudes appearing in Boltzmann equations is also suggested by previ-
ous results within thermal field theory.) By this observation we are encouraged to reconsider the
thermal computations for the phenomenological theory based on causal functions for vertex and
self-energy loop. In the phenomenological scenario the computation of the loop integrals is just a
little more involved than in the scalar toy model, but the proceeding is well-known and the same
as in [47, 104] so that it is sufficient to consider the dependence on the distribution functions.
Replacing one of the scalar thermal lines in the loops (vertex and self-energy loop) by a thermal
fermion propagator we find that the dependence on the distribution functions is given by
1− f `,eq1 + fφ,eq2 = 1 + 2f `,eq1 fφ,eq2 ,
which, in contrast to previous findings, does not vanish but leads to an enhancement of the CP-
violating parameter (the right-hand side of this equation applies in the ultra-relativistic limit).
We can then, a little more courageously, assume in addition that the structure of the Boltzmann
equations for the phenomenological scenario is analogous to the one given in eqn. (3.108) with
appropriate quantum statistical factors for bosons and fermions respectively and appropriate sym-
metrization factors. This defines the full set of Boltzmann equations including medium corrections
to the CP-violating parameter for the phenomenological scenario presented in the introduction.9
We note here that this result should be treated with care, because additional new effects could
arise when the phenomenological scenario is investigated in the top-down approach. In addition,
the applicability of the quasi-particle picture can not be tested in the framework of thermal field
theory. In particular the results presented above will only apply in the hierarchical case [4].
9Of course, there are different particle species and further interactions including additional 2−2 scattering processes
in the phenomenological theory. But from the results obtained here and in the research papers [3, 4] it is obvious how
consistent equations for decays and inverse decays can be constructed which include quantum statistical terms and
guarantee that no asymmetry is produced in equilibrium.
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Numerical results
In this section we solve the Boltzmann equations derived in the top-down approach for the toy
model in the hierarchical limit, eqns. (3.108), numerically. To stay consistent within our model we
keep the quantum statistical factors for bosons (which would be different in the phenomenological
scenario). In order to study the effect of the quantum corrections, we compare the results obtained
by integrating the network of Boltzmann equations with quantum corrected 1(|p|) to those which
are obtained after replacing 1(|p|) with vac1 . This means that we keep here the new structure of
the Boltzmann equations and study corrections which arise from the quantum corrected 1 only.
The computations have initially been performed for the vertex contributions only [3] but, because
of the findings in chapter 4, it is clear that the self-energy contributions are just the half of the
vertex ones. As outlined above, this is consistent with the results obtained for the self-energy
contributions in the top-down approach [4]. We can therefore use 1(|p|) = 32V1 (|p|) in the
hierarchical limit. Since the plots presented in this section are relative with respect to the very
small vac1 they remain the same.
We work with a spatially flat and radiation dominated FRW universe with g∗ = 106.75 effective
relativistic degrees of freedom and choose parameters which are typical for the scenario of thermal
leptogenesis (see chapter 1): vac1 = 10
−5 and mψ1 = 1010 GeV. In both, the corrected 1
and the vacuum vac1 case, we start at the same sufficiently high temperature so that all species,
including ψ1, have relativistic initial abundances. We choose thermal initial conditions for all
species. Because of the presence of the statistical factors we need to start with sufficiently negative
chemical potentials as to avoid Bose–Einstein condensation of the different species during their
evolution.1 We choose them such that they are related by µψ1 = 2µb = 2µb¯, i.e. the system is in
chemical equilibrium.
The coupling λ can be adjusted such that the rates of the 2 − 2 interactions (3.109) are much
larger than those of the decays and inverse decays (3.110)-(3.111) at all times.2 This keeps b
and b¯ close to kinetic equilibrium, just as Higgs particles and leptons are kept in equilibrium by
rapid gauge interactions in the standard scenario. The distribution functions for these species are
therefore given by their equilibrium form throughout the entire evolution. This means that they
1In this regime it would not be appropriate to describe the system by conventional Boltzmann kinetic equations.
Since we are interested in scenarios that are qualitatively similar to realistic models of leptogenesis here, we do not
consider this case.
2As we will show in this case there is no need to compute the collision integrals for 2 − 2 scattering explicitly and
we can use perturbative values for λ for most of the relevant range of |g|2 assuming that it is sufficient to demand that
the rate for bb¯↔ bb¯ is at least 103 times larger than that of bb↔ ψ1.
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Figure 5.1: The maximum value of the ratio of the rates for bb ↔ ψ and bb¯ ↔ bb¯ over
washout factor κ.
can be described in terms of four parameters µb, Tb and µb¯, Tb¯. Interactions (3.109) enforce the
relation Tb¯ = Tb between the parameters. Therefore, it is sufficient to study the evolution of f
b
and f b¯ in terms of the remaining three parameters. The evolution of ψ1, however, is studied in
terms of the complete distribution function discretized on a grid with 400 momentum modes. Our
computation, therefore, includes classical non-equilibrium effects in the decay of ψ1. Such effects
have been studied recently in [105–107]. All integrals are evaluated numerically including all
quantum statistical factors for stimulated emission.
5.1 Numerical method
Along with this thesis a numerical method has been developed for the solution of networks of
Boltzmann equations, part of which is presented in appendix D which is based on [1]. Concerning
Boltzmann equations, which are integro-differential equations, the crucial problem is to compute
the collision terms on the right-hand side in an efficient manner, since this has to be repeated in
every time step. At the same time the result for these integrations should be accurate, because defi-
cient approximations add to the problem of numerical stiffness which is inherent in the Boltzmann
equations. Based on analytic expressions for an integral over three spherical Bessel functions [108]
it was shown how homogeneity and isotropy can be exploited to simplify the collision integrals
significantly. In particular it has been shown how the various collision terms for decays, inverse
decays and 2− 2 scattering can be reduced to lower dimensional integrals in general. Since these
studies constituted a large part of this thesis it seems reasonable to present the following in the
main part, even though we are concerned here with a simple special case, where the new results
coincide with previous findings. At the same time this section serves to present the parameters
which enter the computations on the numerical side.
To solve the system of Boltzmann equations (3.108), we introduce the transformed variables
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Figure 5.2: Number densities of the various species and the generated asymmetry η as
functions of mψ1/T for κ ' 0.366 (case c). The total number density is approximately
conserved.
x = a(t) and ki = Sa(t)|pi| for time and momentum. The constant factor S is chosen such
that Sx = T−1 = (2 · 1.66√g∗/MPlt) 12 . The distributions as functions of the transformed mo-
menta are then well represented, in some sense, in the range ki ' 0.025− 50.0.3 In addition, we
introduce the transformed on-shell energies and masses, mi = SxMi and k0i = (ki
2 + mi2)
1
2 =
Sx(|pi|2 + Mi2) 12 . In this coordinates the Liouville operator for the FRW space-time takes the
form L[f ](|k|) → S−1Hk01 ∂f˜ b(k1)/∂x, where f˜ b(k1) is the transformed one-particle distribu-
tion function dependent on k1 and x. Defining L˜[f˜ b](k1) ≡ ∂f˜ b(k1)/∂x, the Boltzmann equations
can be written in the form L˜[f˜ b](k1) = C˜ [.f˜ b.](k1) with transformed collision integral C [.f˜ b.].
We transform the integrals to the new coordinates at the same time. In particular, the collision
integrals for a scattering process 12↔ 34 (here bb¯↔ bb¯, bb↔ bb and b¯b¯↔ b¯b¯) can be reduced to
a twofold integral, compare appendix D:
C˜12↔34k1 [.f˜
b.] =
1
SHx2
1
64pi3k01
∫ ∫
k3 dk3
k03
k4 dk4
k04
Θ
(
k02 −m2
)
D12↔34
×
[(
1 + f˜ b(k1)
)(
1 + f˜ b(k2)
)
f˜ b(k3)f˜ b(k4)−
f˜ b(k1)f˜ b(k2)
(
1 + f˜ b(k3)
)(
1 + f˜ b(k4)
)]
, (5.1)
where k02 = k
0
3 + k
0
4 − k01 and k2 =
√
(k02)2 −m22. The integrated scattering kernel D12↔34 for
a constant (momentum independent) amplitude A and for massless species 1, 2, 3 and 4 is given
3In particular we require that the approximate numerical value of the moments (5.7) are close to their true values
for close-to-equilibrium distributions. Also we demand that particles created in decays are not produced with momenta
outside of this range to a significant extent so that total number densities show the expected behavior.
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Figure 5.3: Energy densities of the various species as functions of mψ1/T for κ ' 0.366
(case c). The ratio of the total energy density ρb + ρb¯ + ρψ and the total cosmological energy
density ρ is not constant. This feature is due to the different scaling behavior of relativistic and
non-relativistic species. For this reason the ratio ρψ/ρ increases slightly before the particles
start to decay. This is more pronounced for smaller washout factors (see fig. 5.7).
by
D12↔34(k1, k2, k3, k4) =
A
2k1
Θ(k3 + k4 − |k1 − k2|)
×Θ(k1 + k2 − |k3 − k4|)(k3 + k4 − |k3 − k1| − |k4 − k1|) . (5.2)
Similarly, the collision integrals for a particle created in inverse decays, 1 ↔ 23 (here ψ1 ↔ bb
and ψ1 ↔ b¯b¯), can be reduced to a single integral:
C˜1↔23k1 [.f˜
b.] =
S
H
1
32pik01
∫
k3 dk3
k03
Θ
(
k02 −m2
)
D1↔23×[(
1 + f˜ψ1(k1)
)
f˜ b(k2)f˜ b(k3)−
−f˜ψ1(k1)
(
1 + f˜ b(k2)
)(
1 + f˜ b(k3)
)]
, (5.3)
where k02 = k
0
1 − k03 and k2 =
√
(k02)2 −m22. The integrated scattering kernel D1↔23 is given
by
D1↔23(k1, k2, k3) =
2A
k1
Θ(k1 − |k2 − k3|)Θ((k2 + k3)− k1) . (5.4)
Finally, the collision integrals for a particle created in decays, 12 ↔ 3 (here bb ↔ ψ1 and b¯b¯ ↔
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ψ1), can be reduced to the single integral
C˜12↔3k1 [.f˜
b.] =
S
H
1
32pik01
∫
k3 dk3
k03
Θ
(
k02 −m2
)
D12↔3×[(
1 + f˜ b(k1)
)(
1 + f˜ b(k2)
)
f˜ψ1(k3)−
−f˜ b(k1)f˜ b(k2)
(
1 + f˜ψ1(k3)
)]
, (5.5)
where k02 = k
0
3 − k01 and k2 =
√
(k02)2 −m22. The integrated scattering kernel D12↔3 is given
by
D12↔3(k1, k2, k3) =
2A
k1
Θ(k3 − |k1 − k2|)Θ((k1 + k2)− k3) . (5.6)
Number density and energy density corresponding to the distribution f˜ b in transformed coordi-
nates read
n[f˜ b] =
1
2pi2
(
1
Sx
)3 ∫
(k1)2f˜ b(k1)dk1 ,
ρ[f˜ b] =
1
2pi2
(
1
Sx
)4 ∫
(k1)2k01 f˜
b(k1)dk1 . (5.7)
For massless particles these are the second and third moment of the distribution, respectively. As
outlined in section 5, we assume that the interactions bb ↔ bb, b¯b¯ ↔ b¯b¯ and bb¯ ↔ bb¯ are rapid
enough to keep the distribution functions of b and b¯ very close to their equilibrium distributions,
parametrized by a0, a1, a¯0 and a¯1:
f b¯,eqa (k1) = [exp(a0 + a1k1)− 1]−1 ,
f b,eqa (k1) = [exp(a¯0 + a¯1k1)− 1]−1 . (5.8)
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Figure 5.5: Deviation of the distribution function fψ1 from equilibrium for washout factor
κ ' 0.366 (case c).
Assuming that bb¯ ↔ bb¯ alone is much faster than the inverse decays into ψ1, the evolution of f b
and f b¯ can therefore be described by means of three parameters a0, a¯0 and a1. The equations for
the evolution of these parameters are obtained by forming the moments n[.] of eqn. (3.108b) and
(3.108c):4
n
[
L˜[f b,eqa ]
]
=
da0
dx
n
[
∂f b,eqa
∂a0
]
+
da1
dx
n
[
∂f b,eqa
∂a1
]
= n
[
C˜bb↔ψ1
]
,
n
[
L˜[f b¯,eqa ]
]
=
da¯0
dx
n
[
∂
¯
f b,eqa
∂a¯0
]
+
da1
dx
n
[
∂
¯
f b,eqa
∂a1
]
= n
[
C˜ b¯b¯↔ψ1
]
. (5.9)
Here, we used n
[
C˜bb↔bb[f b]
]
= n
[
C˜ b¯b¯↔b¯b¯[f b¯]
]
= 0 and n
[
C˜bb¯↔bb¯[f b, f b¯]
]
= n
[
C˜ b¯b↔b¯b[f b¯, f b]
]
=
0. The third equation is obtained by forming the moment ρ[.] of the sum of eqn. (3.108b) and
(3.108c), i.e.
ρ
[
L˜[f b,eqa ]
]
+ ρ
[
L˜[f b¯,eqa ]
]
=
da0
dx
ρ
[
∂f b,eqa
∂a0
]
+
da¯0
dx
ρ
[
∂f b¯,eqa
∂a0
]
+
+
da1
dx
ρ
[
∂f b,eqa
∂a1
]
+
da1
dx
ρ
[
∂f b¯,eqa
∂a1
]
=ρ
[
C˜bb↔ψ1
]
+ ρ
[
C˜ b¯b¯↔ψ1
]
, (5.10)
4Here and in the following we use the abbreviations Cbb↔ψ1 [] = C˜bb↔ψ1 [fb,eqa , f˜ψ1 ] and C b¯b¯↔ψ1 [] =
C˜ b¯b¯↔ψ1 [f b¯,eqa , f˜
ψ1 ]. Also note that fb, f b¯ and fψ1 are functions of the transformed coordinates, here.
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Figure 5.6: Number densities of the various species and the generated asymmetry η as
functions of mψ1/T for κ ' 0.01 (case a).
where we used ρ
[
C˜bb¯↔bb¯[f b, f b¯]
]
+ρ
[
C˜ b¯b↔b¯b[f b¯, f b]
]
= 0. The derivatives of f b,eqa with respect
to the parameters ai can be rewritten as
∂f b,eqa (k1)
∂ai
= −(k01)i[1 + f b,eqa (k1)]f b,eqa (k1) , i = 0, 1 . (5.11)
An analogous relation holds for the derivatives of f b¯,eqa with respect to a¯0 and a1. Solving
eqns. (5.9) and (5.10) for da0/dx, da¯0/dx and da1/dx, we find the differential equations for the
three parameters:
da0
dx
=− a˙1n
[
k01(1 + f
b,eq
a )f
b,eq
a
]
+ n
[
C˜bb↔ψ1
]
n
[
(1 + f b,eqa )f
b,eq
a
] ,
da¯0
dx
=− a˙1n
[
k01(1 + f
b¯,eq
a )f
b¯,eq
a
]
+ n
[
C˜ b¯b¯↔ψ1
]
n
[
(1 + f b¯,eqa )f
b¯,eq
a
] ,
da1
dx
=−
((
n
[
C˜bb↔ψ1
]
ρf + n
[
k01(1 + f
b,eq
a )f
b,eq
a
]
ρC
)×
n
[
(1 + f b¯,eqa )f
b¯,eq
a
]
ρ
[
(1 + f b,eqa )f
b,eq
a
]
+
(
n
[
C˜ b¯b¯↔ψ1
]
ρf + n
[
k01(1 + f
b¯,eq
a )f
b¯,eq
a
]
ρC
)×
n
[
(1 + f b,eqa )f
b,eq
a
]
ρ
[
(1 + f b¯,eqa )f
b¯,eq
a
])
/h+ ρC/ρf , (5.12)
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Figure 5.7: Energy densities of the various species and the total energy density (ρb + ρb¯ +
ρψ)/ρ as functions of mψ1/T for κ ' 0.01 (case a).
where we have defined
h = ρf
(
n
[
(1 + f b,eqa )f
b,eq
a
]
n
[
(1 + f b¯,eqa )f
b¯,eq
a
]
ρf +
n
[
k01(1 + f
b¯,eq
a )f
b¯,eq
a
]
n
[
(1 + f b,eqa )f
b,eq
a
]
ρ
[
(1 + f b¯,eqa )f
b¯,eq
a
]
+
n
[
k01(1 + f
b,eq
a )f
b,eq
a
]
n
[
(1 + f b¯,eqa )f
b¯,eq
a
]
ρ
[
(1 + f b,eqa )f
b,eq
a
])
,
(5.13)
as well as
ρf =− ρ
[
k01(1 + f
b,eq
a )f
b,eq
a
]− ρ[k01(1 + f b¯,eqa )f b¯,eqa ] ,
ρC =ρ
[
C˜bb↔ψ1
]
+ ρ
[
C˜ b¯b¯↔ψ1
]
. (5.14)
As stated in the main text, we need to start with finite chemical potentials as to avoid the occur-
rence of Bose–Einstein condensation. We choose the minimal acceptable value a0 = a¯0 = 0.5,
corresponding to µb = µb¯ = −0.5T0 and µψ1 = 2µb. The initial value a1 = 1 corresponds to the
initial cosmological temperature T0 which is assumed to be the same for all species. We checked
that the results do not depend on T0 as long as T0  mψ1 . The heavy species ψ1 is subject to rela-
tively weak interactions only, so that its distribution function can deviate from kinetic equilibrium.
Therefore, we solve the full Boltzmann equation for ψ1,
L˜[fψ1 ](k1) = C˜
ψ1↔bb
k1
[fψ1 , f b] + C˜ψ1↔b¯b¯k1 [f
ψ1 , f b¯] , (5.15)
along with the integrated ones for b and b¯.
Because of the integration of the equations for the massless species all collision terms for 2 − 2
scattering drop out of the system. In order to verify that the rates for these processes are much
larger than the ones of the decays and inverse decays we have computed the rates for these pro-
cesses numerically. The maximum (during the full evolution) of the ratio of Γbb↔ψ1 and Γbb¯↔bb¯
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Figure 5.8: Entropy densities of the various species and the total entropy density (sb + sb¯ +
sψ)/s as functions of mψ1/T for κ ' 0.01 (case a).
is exemplarily presented in fig. 5.1 (the rates for the other 2 − 2 processes are similar). It shows
that we can choose λ ∼ 1 or smaller for most of the relevant range of |g|2 if we demand that
Γbb¯↔bb¯/Γbb↔ψ1 & 103 as criterion that b and b¯ are in kinetic equilibrium at all times. Here the
equilibrium shape of f b and f b¯ is not distorted by the expansion since we are dealing with mass-
less particles. In addition, it can be argued that the 2−2 processes are meant to model rapid gauge
interactions with different particles which would have the same effect of equilibrating b and b¯. In
this sense we could even formally tolerate non-perturbative values of λ.
To turn the equations into a system of ODE’s the distribution functions were discretized on a grid
of dimension 400 with linearly increasing spacings in the range k1 ' 0.025 . . . 50.0 to account for
the characteristic behavior of close-to-equilibrium distributions at small and large momenta. All
integrals were approximated by Riemann sums on this grid. The system of Boltzmann equations
behaves numerically stiff. This means that it is advisable to use an implicit method for its numeri-
cal solution to achieve acceptable step sizes (and hence acceptable execution times and numerical
errors). Here CVODE with its backward differentiation formula with Newton iteration was used
as ODE solver. The full Jacobian was computed analytically in every external step. A relative tol-
erance of 10−8 was attributed to every momentum mode. Due to the implicit method all solutions
were computed in O(103) steps.
Since the global systematic error due to the discretization cannot be computed within the method
the proper behavior of the system was tested by successive refinement of the grid and comparison
of some of the macroscopic quantities with the theory predictions. For this purpose, we present
two examples of the number densities nx, the energy densities ρx and the entropy densities for
the washout factors κ ' 0.366 (case c in fig. 5.2-5.4) and κ ' 0.01 (case a in fig. 5.6-5.8). The
total number density (nb+2nψ1 +nb¯)/s is almost conserved (as discussed in section 5). The ratio
(ρb + ρψ1 + ρb¯)/ρ is not constant (see fig. 5.3). This behavior is expected for a system involving
non-relativistic massive particles and is also observed for the bottom-up equations. The ratio is
much smaller than one so that it is justified to neglect the backreaction on the curvature. Finally,
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Figure 5.9: Deviation of the distribution function fψ1 from equilibrium for washout factor
κ ' 0.01 (case a).
the total entropy density is steadily increasing as it should. fig. 5.5 and fig. 5.9 show the deviation
of the distribution function fψ1 from kinetic equilibrium ones for which the curves would be
straight lines. The deviation from equilibrium is larger for smaller values of κ and increases at late
times, as expected.
5.2 Numerical results
We define the generated toy-baryon asymmetry as
η(mψ1/T ) =
nb(mψ1/T )− nb¯(mψ1/T )
s(mψ1/T )
. (5.16)
Here nb and nb¯, the number densities of species b and b¯ respectively (compare (5.7)), are com-
puted in the presence of the quantum corrected 1, and s is the standard entropy density [5]. The
analogous asymmetry computed with vac1 is denoted by η
vac(mψ1/T ).
Fig. 5.10 shows the numerical value of the ratio 〈1〉 /vac1 for various values of the washout pa-
rameter κ ≡ Γ/H(mψ1) = |g1|2mpl/(4.5 · 16pi
√
g∗m3ψ1). The flattening for small mψ1/T as
compared to the thermal equilibrium result in fig. 3.10 is due to the finite chemical potential of
b¯. This shows that larger corrections could be obtained if additional interactions for b and b¯ are
introduced which would allow to start with smaller chemical potentials and hence would lead to a
stronger enhancement.
The buildup of the asymmetry with and without quantum corrections as a function of the inverse
temperature is depicted in fig. 5.11 and fig. 5.12. Comparing these figures one can verify the
enhancement of the asymmetry at intermediate stages for larger washout factors (case d). Note
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Figure 5.10: The ratio 〈1〉 /vac1 . The shape of the curves differs from that of the corre-
sponding graph in fig. 3.10, mainly because its computation involves a finite chemical poten-
tial (which depends on mψ1/T ) here. Similar graphs can be obtained by including a finite
chemical potential in eqn. (3.121).
also that due to the medium contribution to the CP-violating parameter the generated asymmetry
is not a monotonous function of the washout parameter κ.
The dependence of the resulting final asymmetries η = η(mψ1/T → ∞) and ηvac = ηvac
(mψ1/T →∞) as well as the dependence of the ratio (η − ηvac)/ηvac on the washout parameter
is presented in fig. 5.13. The asymmetry is always larger when quantum corrections are taken into
account compared to the results without corrections (compare section 3.2.3). The asymmetry η
has a maximum for moderate washout factors κ ' 0.059 in contrast to the usual result which
has its maximum in the limit of zero washout factor. Our interpretation of this effect is as fol-
lows: For large washout factors the enhancement of 1 due to the quantum corrections enhances
the asymmetry generated by the decays only at intermediate stages, because the same processes
diminish the asymmetry in particular at late times where the averaged asymmetry drops to smaller
values (compare fig. 5.10). For small κ the particles decay late, and the backreaction is largely
suppressed so that the washout is ineffective. However the interval of integration in eqn. (3.120)
is located at relatively large momenta since the mass increasingly dominates Eψ1p as the momenta
are red-shifted to smaller values. This means that the integration is over an interval in which the
distribution f b¯ becomes smaller and smaller. This explains why the quantum corrections tend to
zero for small κ. For the same reasons the relative effect of the quantum corrections peaks at
a moderate κ ' 0.34 with about 26%. We note again that the size and the sign of the correc-
tions depend on the quantum statistics of the particles in the vertex loop and will be different in a
phenomenological scenario.
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Figure 5.11: The asymmetry η(mψ1/T ) with quantum corrections included. In the weak
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necessarily larger than for larger washout factors (compare a and b).
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Figure 5.12: The asymmetry ηvac(mψ1/T ) without quantum corrections.
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Figure 5.13: The final asymmetries and the ratio (η − ηvac)/ηvac over washout factor κ.
The cases a, b, c, d, e, f correspond to washout factors 0.01, 0.1, 0.366, 1, 10, 100. Case
c is close to the maximum relative excess of the quantum corrected results at κ ' 0.34. In
contrast to the usual results the final asymmetry does not take its maximum value for the
smallest washout factor. Instead, the asymmetry η peaks at κ ' 0.059.
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Conclusion
The dynamic generation of the matter-antimatter asymmetry of the universe, which is observed in
experiments, is one of the most interesting problems at the intersection of cosmology and particle
physics. It can be solved by postulating the existence of some weakly interacting heavy species
which undergoes baryon and/or lepton number and CP violating out-of-equilibrium decays in the
early universe. The need for a heavy particle candidate and the requirement for a theoretical
explanation of the small neutrino masses, the only certain physics beyond the standard model
known today, can be satisfied in a unified manner by virtue of the see-saw mechanism. Such
extensions result in leptogenesis scenarios in which a B − L asymmetry is generated and then
converted to the observed baryon asymmetry.
In this thesis we focused on an aspect which is common to many scenarios of baryogenesis and
leptogenesis, namely the kinetic description of the out-of-equilibrium decay scenario. While it is
obvious that a top-down derivation is desirable, in which implicit assumptions can be tested, state-
of-the-art calculations are essentially still based on the classical bottom-up approach. With respect
to quantum effects different issues can arise in different scenarios, such as the case where quasi-
degenerate heavy Majorana neutrino masses are assumed or when flavour effects are taken into
account. Here we studied a simple toy model consisting of one complex and two real scalar fields,
which can be matched to the scenario of (unflavoured) thermal leptogenesis, in the hierarchical
regime. First, the model was studied within the bottom-up approach, which is based on gener-
alized Boltzmann equations with S-matrix elements computed in vacuum and parallels the usual
discussion for phenomenological theories. The “double-counting problem” in the presence of the
quantum statistical terms for blocking or stimulated emission was illuminated in this context.
The same model was then reconsidered in a top-down approach using the Schwinger–Keldysh/
Kadanoff–Baym formalism in a covariant generalization as starting point. This ansatz, based on
non-equilibrium quantum field theory, allows for a systematic description and has important ad-
vantages in comparison to the bottom-up approach. In particular, the full Kadanoff–Baym equa-
tions do not rely on the concept of quasi-particles and their collisions in the plasma. If the quasi-
particle picture is applicable, as we have assumed here, the formalism permits to derive a system of
“Boltzmann-like” kinetic equations which we refer to as quantum corrected Boltzmann equations.
These have two major advantages. Firstly, their structure automatically ensures that no asymmetry
is produced in thermal equilibrium i.e. the formalism is free of the “double-counting problem”.
This means that there is no need for the subtraction of real intermediate states as in the bottom-up
approach. Therefore, it answers the question how the quantum statistical terms can be taken into
account in a consistent manner. Secondly, they account for the dependence of the quasi-particles’
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properties as well as scattering and decay rates on the state of the surrounding medium. It was
found that the medium contributions to the CP-violating parameter depend linearly on the particle
number densities and that it agrees with the bottom-up result in the vacuum limit. The reason for
the linear dependence is that only one of the internal lines in the vertex loop is “thermal”. This
was apparently in conflict with the results obtained earlier in the framework of thermal field theory
by replacing the zero temperature propagators in the computation of the three-point function with
their finite temperature equivalents. The thermal field theory approach was then reconsidered in
order to reconcile it with the new results from the top-down approach. It turned out that this is
in fact possible when so-called causal products are used for the computation of the CP-violating
parameter. Thereby it was shown that the conflict was due to an ambiguity in the computation of
n-point functions which exists in the real-time formulation of thermal quantum field theory.
It is well-known that there are self-energy and vertex contributions to the CP-violating parameter.
Here, we have concentrated on the latter ones. When the ambiguity in thermal quantum field
theory is resolved, the medium corrections to the CP-violating parameter, obtained in the top-
down approach in the given approximation, can be obtained by a canonical replacement of the
equilibrium distribution functions with non-equilibrium ones. We exploited this observation to
postulate the form of medium contributions for the self-energy loop. In fact this result is confirmed
by the results published in [4] where these contributions are considered in the top-down approach
(this applies to the hierarchical case only). By analogy, we were then in the position to conclude
which form the medium corrections take for the phenomenological scenario, because the thermal
field theory approach differs only by the use of fermionic thermal propagators for the lepton in
the loops. Here we assumed that no additional new effects need to be considered when the top-
down approach is extended to the phenomenological case. However, currently, this assumption is
motivated solely by the concordance between the results obtained in the top-down and bottom-up
approaches for the toy model in the given limiting case.
Within the scalar toy model the medium effects increase the CP-violating parameter by up to an
order of magnitude. It asymptotically approaches the vacuum value as the temperature decreases.
This behaviour is partly due to a Bose-enhancement of the vertex loop correction. If Maxwell–
Boltzmann distributions are used in this computation, the corresponding CP-violating parameter
increases by a factor two at maximum. Finally an appropriate method for the solution of Boltz-
mann equations was presented and the system of the quantum corrected Boltzmann equations was
solved numerically. Due to the medium corrections to the CP-violating parameter the asymmetry
reaches its maximum value at a small but finite value of the washout parameter κ, rather than for
κ → 0. To avoid the regime of Bose–Einstein-condensation we have to assume that the species
have rather large chemical potentials initially. This effectively decreases the medium correction
to the CP-violating parameter. In this setup the generated asymmetry differs from its value in the
canonical formalism by approximately 26%. In a phenomenological scenario additional interac-
tions keep the chemical potentials close to zero so that the deviation could take larger values.
With respect to the phenomenological scenario the new results exhibit the qualitative difference
that the medium corrections do not vanish (in the ultra-relativistic limit) as was the case for the
literature results. For this reason such contributions are exceeded by different thermal effects in the
state-of-the-art calculations. This situation could change now so that it will be interesting to study
it numerically. Additionally, the thermal masses can also consistently be described within the
Kadanoff–Baym formalism. As, so far, only the case of an approximately symmetric background
medium has been studied in the top-down approach it will be interesting to investigate the influence
of a nonzero asymmetry on the medium corrections to the CP-violating parameter. Moreover, it
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will be very interesting to study the quantitative effects of the modified Boltzmann equations for
the quasi-degenerate case obtained in [4] for an intermediate regime of the mass degeneracy. This
case corresponds to the interesting scenario of resonant leptogenesis. In the extremely degenerate
case, where the mass-splitting is comparable to the decay width, it turned out that the quasi-particle
approximation cannot be applied. Especially then it will be interesting to investigate the full set of
Kadanoff–Baym equations numerically without further approximations as some of their properties
cannot be included in Boltzmann-like equations for principle reasons.
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Kadanoff–Baym formalism for complex
scalars
In this appendix, we derive the Kadanoff–Baym and quantum corrected Boltzmann equations for
the complex scalar field. It is included for the readers convenience and follows quite closely the
presentation given in [3] which generalizes the one of section 3.1 for the scalar ϕ4-theory. Results
from [65, 69, 70, 76, 77, 109, 110] are employed.
Schwinger–Dyson equation
Again, the starting point is the generating functional for Green’s functions:
Z[J,K] =
∫
DbD b¯ exp[i(S + Jb¯+ J¯b+ b¯Kb)] . (A.1)
The fields and external sources are defined on the the positive and negative branches of the
Schwinger-Keldysh closed real-time contour shown in fig. 3.1. As before we suppress branch-
indices. The compact notation of for contour integrals over the closed real-time path is used and
the scalar products of the local and bi-local sources J(x) and K(x, y) and the fields are defined as
invariant configuration space integrals, see eqn. (3.4). In contrast to the previous case the sources
are now complex functions. The requirement that the last term in eqn. (A.1) must be real implies
that K(x, y) = K∗(y, x). We work in covariant notation which is implicit in the path-integral
measures and in D4z.
The generating functional for connected Green’s functions is given by
W[J,K] = −i lnZ[J,K] . (A.2)
and the functional derivatives with respect to the external sources read
∂W[J,K]
∂J(x)
= b¯(x) ,
∂W[J,K]
∂K(x, y)
=
1
2
[
D(y, x) + b¯(x)B(y)
]
, (A.3)
where B and D denote the expectation value and the propagator of the field respectively. The
derivative ofW with respect to J¯ is just the complex conjugate of (A.3).
The 2PI effective action is again obtained by a functional Legendre transform of the generating
functional for connected Green’s functionsW:
Γ[D,B] ≡ W[J,K]− Jb¯− J¯B − Tr[KD]− b¯KB. (A.4)
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One finds for the functional derivatives of the effective action, with help of the chain-rule:
δΓ[D,B]
δb¯(x)
= −J(x)−
∫
D4z K(x, z)B(z) , (A.5a)
δΓ[D,B]
δD(x, y)
= −K(y, x) . (A.5b)
Next, we shift the complex field by its expectation value b → b + B. Exploiting the invariance
of the path integral measure under this transformations, the effective action can be rewritten in the
form
Γ[D,B] =− i ln
∫
DbD b¯ exp[i(S + J¯b+ Jb¯+ b¯Kb)] + Scl[B]− Tr[KD] . (A.6)
Now, we tentatively write the effective action in the form
Γ[D,B] ≡ Scl[B] + i ln det
[
D−1
]
+ iTr
[
D−1D
]
+ Γ2[D,B] , (A.7)
which defines the 2PI functional Γ2.
The third term on the right-hand side of eqn. (A.7) is given by a convolution of the field propagator
D and the free inverse propagator D−1. Its differentiation with respect to D(y, x) gives
D−1(x, y) = i(x +m2b) δg(x, y) . (A.8)
The definition of the generalized Dirac-delta δg(x, y) can be found in section 3.1. The functional
derivative of the second term on the right-hand side of eqn. (A.7) is given by −iD−1(y, x) which
be obtained upon use of ∫
D4z D−1(x, z)D(z, y) = δg(x, y) . (A.9)
Therefore, we find
δΓ[D,B]
δD(x, y)
=− iD−1(y, x) + iD−1(y, x) + δΓ2[D,B]
δD(x, y)
=−K(y, x) . (A.10)
We are interested in physical situations which correspond to vanishing sources. To be precise,
within non-equilibrium field theory, this is only true for times x0, y0 > tinit . The local and bi-
local sources supported at x0 = y0 = tinit formally encode the information about the (Gaussian)
initial state, see e.g. [78]. However, these sources do not appear explicitly in the Kadanoff-Baym
equations, and therefore we omit them here. It follows that eqn. (A.10) can be rewritten in the
form
D−1(x, y) = D−1(x, y)− Σ(x, y) , (A.11)
where the self-energy is defined in complete analogy to eqn. (3.27) by
Σ(x, y) ≡ iδΓ2[D,B]
δD(y, x)
. (A.12)
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Note that the factor two in the definition of the self-energy is absent.
Kadanoff–Baym equations
Convolving the Schwinger–Dyson eqn. (A.11) with D from the right and using eqn. (A.9), we
obtain
i[x +m2b ]D(x, y) = δg(x, y) +
∫
D4zΣ(x, z)D(z, y) . (A.13)
Next, following the usual procedure, we represent the time-ordered propagator as a linear combi-
nation of the statistical propagator and spectral function:
D(x, y) = DF (x, y)− i2sgnC(x
0 − y0)Dρ(x, y) , (A.14)
where sgnC denotes the signum function with respect to time-ordering along the closed time path,
and
DF (x, y) ≡ 12〈[b(x), b¯(y)]+〉 , (A.15a)
Dρ(x, y) ≡ i〈[b(x), b¯(y)]−〉 . (A.15b)
To find out how DF and Dρ behave under complex conjugation let us introduce
D>(x, y) ≡ 〈b(x)b¯(y)〉 = Tr[P b(x)b¯(y)] , (A.16a)
D<(x, y) ≡ 〈b¯(y)b(x)〉 = Tr[P b¯(y)b(x)] . (A.16b)
Using the Hermiticity of the density matrixP and the cyclic invariance of the trace, we obtain
D∗>(x, y) = D>(y, x), D
∗
<(x, y) = D<(y, x) . (A.17)
Consequently
D∗F (x, y) = DF (y, x), D
∗
ρ(x, y) = −Dρ(y, x) . (A.18)
Analogous relations also hold for the spectral and statistical components of the self-energy.
The local part of the self-energy is proportional to the Dirac-delta and can be absorbed in the
effective mass of the field, m2b(x) ≡ m2b + Σloc(x, x) , whereas the remaining part of the self-
energy can be split into a spectral part Σρ and a statistical part ΣF in a complete analogy to
eqn. (A.14).
Because of the sgn-function, the action of the Laplace–Beltrami operator on eqn. (A.14) gives rise
to the product g00δ(x0, y0)∇x0Dρ(x, y). Upon use of the definition of the spectral function and
canonical commutation relations for a complex scalar field this product reduces to the generalized
Dirac-delta δg(x, y), which cancels the Dirac-delta on the right-hand side of eqn. (A.13).
Separating spectral and statistical components in eqn. (A.13), we obtain the system of Kadanoff–
Baym equations:
[
x +m2b(x)
]
DF (x, y) =
y0∫
0
D4zΣF (x, z)Dρ(z, y)−
x0∫
0
D4zΣρ(x, z)DF (z, y), (A.19a)
[
x +m2b(x)
]
Dρ(x, y) =
y0∫
x0
D4zΣρ(x, z)Dρ(z, y) . (A.19b)
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It is very similar to that for the real scalar field, see section 3.1. An important difference is that the
functions in eqns. (A.19a) and (A.19b) are complex. This means that one gets four equations for
the real and imaginary components of the spectral function and the statistical propagator.
Quantum kinetic equations
The Kadanoff–Baym equation (for the statistical propagator and the spectral function) can be
rewritten in terms of advanced and retarded propagators, DR and DA:[
x +m2b(x)
]
DF (ρ)(x, y) =
=−
∫
D4zθ(z0)
[
ΣF (ρ)(x, z)DA(z, y) + ΣR(x, z)DF (ρ)(z, y)
]
. (A.20)
Because of (A.18), the retarded and advanced propagators are related by
DR(x, y) ≡ θ(x0 − y0)Dρ(x, y) = −θ(x0 − y0)D∗ρ(y, x) = D∗A(y, x) . (A.21)
Interchanging x and y in (A.20) and performing a complex conjugation of the resulting equation,
we find[
y +m2b(y)
]
DF (ρ)(x, y) =
=−
∫
D4zθ(z0)
[
DR(x, z)ΣF (ρ)(z, y) +DF (ρ)(x, z)ΣA(z, y)
]
. (A.22)
The sum of original eqn. (A.20) and transformed eqn. (A.22) is referred to as constraint equation
while the difference is the quantum kinetic equation. Since the latter has been obtained from the
former by reversible transformations, a solution of eqn. (A.20) is also a solution of eqn. (A.22) and
hence of the constraint and quantum kinetic equations.
For the reasons given in section 3.1, it is convenient to introduce the covariantly generalized (see
section 3.1) center and relative coordinates, X and s. In terms of these coordinates eqns. (A.18)
can be rewritten in the form
D∗F (X, s) = DF (X,−s), D∗ρ(X, s) = −Dρ(X,−s) .
The Winger transforms of the spectral function and statistical propagator are defined, as before,
by:
DF (X, p) =
√−gX
∫
d4s eipsDF (X, s) , (A.23a)
Dρ(X, p) = −i
√−gX
∫
d4s eipsDρ(X, s) . (A.23b)
Consequently, the Wigner transformed statistical propagator and spectral function are again real-
valued functions. The Wigner transforms of the retarded and advanced propagators are defined
analogously. From eqn. (A.21) it then follows that the relation
DA(X, p) = D∗R(X, p) (A.24)
between the advanced and retarded components also holds for a complex scalar field. Combining
eqns. (A.21) and (A.23) and using θ(s0) + θ(−s0) = 1 one finds:
DR(X, p)−DA(X, p) = iDρ(X, p) . (A.25)
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Equations (A.24) and (A.25) imply, that
DR(A)(X, p) = Dh(X, p)±
i
2
Dρ(X, p), (A.26)
where Dh(X, p) ≡ <{DR(X, p)} has been introduced. An analogous relation holds for the
retarded and advanced self-energies.
As announced, by subtracting eqn. (A.22) from eqn. (A.20) and Wigner transforming both sides
of the result we obtain the quantum kinetic equations. In addition, we need to send the initial
time to the infinite past, tinit → −∞, which means that we drop the functions θ(z0) on the right-
hand sides of eqns. (A.20) and (A.22), and to perform a gradient expansion with respect to X .
Proceeding as in section 3.1, in particular dropping terms beyond the linear order in the gradients,
we obtain a kinetic equation for the spectral function.
{ω(X, p), Dρ(X, p)}PB = {Σρ(X, p), Dh(X, p)}PB, (A.27)
where we have introduced
ω(X, p) ≡ gµνpµpν −m2b(X)− Σh(X, p) , (A.28)
and the Poisson brackets are as in eqn. (3.63).
Wigner-transforming the sum of eqns. (A.22) and (A.20), we obtain the constraint equation for the
spectral function. To linear order in the gradients it is an algebraic equation:
ω(X, p)Dρ(X, p) = Σρ(X, p)Dh(X, p) . (A.29)
To close the system and to analyze the spectrum, we also need the equations for the retarded and
advanced propagators. They can be obtained from (A.20) and (A.22) upon use of the definitions
of DR and DA and the canonical commutation relations:
[x +m2b(x)]DR(A)(x, y) = δg(x, y)−
∫
D4zΣR(A)(x, z)DR(A)(z, y) , (A.30)
[y +m2b(y)]DA(R)(x, y) = δg(x, y)−
∫
D4z DA(R)(x, z)ΣA(R)(z, y) . (A.31)
Wigner-transforming the difference of eqns. (A.30) and (A.31) and subtracting eqn. (A.27), we
obtain the kinetic equation for real part of the retarded and advanced propagators:
{ω(X, p), Dh(X, p)}PB = −14{Σρ(X, p), Dρ(X, p)}PB . (A.32)
Wigner-transforming the sum of eqns. (A.30) and (A.31) and subtracting eqn. (A.29), we obtain
the second constraint equation:
ω(X, p)Dh(X, p) = −1− 14Σρ(X, p)Dρ(X, p) . (A.33)
The solution of the system of constraint eqns. (A.29) and (A.33) reads
Dρ(X, p) =
−Σρ(X, p)
ω2(X, p) + 14Σ
2
ρ(X, p)
, (A.34a)
Dh(X, p) =
ω(X, p)
Σρ(X, p)
Dρ(X, p) . (A.34b)
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As can be checked by substitution, solution (A.34) is also solution of the kinetic eqns. (A.27) and
(A.32). In other words, to linear order in the gradients we have analytic expressions for the spectral
function and retarded (advanced) propagators. The spectral function has a sharp peak on the mass
shell, i.e. for ω(X, p) = 0. The height and exact shape of the peak are time-dependent.
Proceeding in a similar way, we can derive the kinetic and the constraint equations for the statistical
propagator:
{ω(X, p), DF (X, p)}PB = {ΣF (X, p), Dh(X, p)}PB
+DF (X, p)Σρ(X, p)− ΣF (X, p)Dρ(X, p) , (A.35)
ω(X, p)DF (X, p) =
1
4
{ΣF (X, p), Dρ(X, p)}PB
+
1
4
{DF (X, p),Σρ(X, p)}PB + ΣF (X, p)Dh(X, p) . (A.36)
The constraint equation is no longer algebraic and can not be solved analytically in general. How-
ever, if the system is in thermal equilibrium, then all the quantities are constant in time and space
and the Poisson brackets in (A.36) vanish identically. The solution of the resulting equation reads
DeqF (p) =
ΣF (p)
Σρ(p)
Deqρ (p) . (A.37)
That is, we have obtained the fluctuation-dissipation relation from the constraint eqn. (A.36). As
can be checked by substitution, in equilibrium (A.37) is indeed a solution of (A.35). Furthermore,
using (A.14) and the KMS periodicity condition we find [78]
DeqF (p) =
[
f b,eq(p) +
1
2
]
Deqρ (p) , (A.38)
where f b,eq denotes the Bose–Einstein distribution function.
Boltzmann kinetic equations
Neglecting the Poisson brackets on the right-hand side of (A.35), we obtain the Boltzmann equa-
tion for the statistical propagator:
pαDαDF (X, p) = 12
[
DF (X, p)Σρ(X, p)− ΣF (X, p)Dρ(X, p)
]
. (A.39)
Motivated by the fluctuation-dissipation relation (A.38), we trade the statistical propagator for the
one-particle number density:
DF (X, p) =
[
f b(X, p) +
1
2
]
Dρ(X, p) . (A.40)
By the same arguments as those given in section 3.1, we can also apply the quasi-particle approx-
imation:
Dρ(X, p) = 2pi sgn(p0) δ
(
gµνp
µpν −m2b
)
. (A.41)
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We can then rewrite eqn. (A.39) as an equation for the phase-space distribution function f b(X, p):
[ pαDαf b(X, p)]Dρ(X, p) = 12
[
Σ>(X, p)D<(X, p)−D>(X, p)Σ<(X, p)
]
,
where we have introduced
D≷(X, p) = DF (X, p)± 12Dρ(X, p) . (A.42)
eqn. (A.42) is very similar to the Boltzmann equation for a real scalar field in section 3.1. There is,
however, an important difference. For negative values of p0 the distribution function f b describes
anti-particles:
f b(X,−p) ≡ −[f b¯(X, p) + 1] . (A.43)
In other words, eqn. (A.42) describes the time evolution of both particles and anti-particles. One
can obtain an explicit equation for f b¯ by changing the sign of p0:
[ pαDαf b¯(X, p)]Dρ(X, p) = 12
[
Σ¯>(X, p)D¯<(X, p)− D¯>(X, p)Σ¯<(X, p)
]
,
where we have introduced Σ¯≷(X, p) ≡ Σ≶(X,−p) and taken into account that in the quasi-
particle approximation Dρ(X,−p) = −Dρ(X, p).
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Calculation of the self-energies
The 2PI effective action is given by the sum of all 2PI diagrams with vertices as given by the
interaction lagrangian and internal lines representing the complete connected propagators [78].
The structure of the terms of the effective action can be read off the diagrams in fig. 3.6:
iΓ(a)2 =−
i
2
λ
∫
x
D2(x, x) , (B.1a)
iΓ(b)2 =−
1
8
λ2
∫
xy
D2(x, y)D2(y, x) , (B.1b)
iΓ(c)2 =−
1
4
gmg
∗
n
∫
xy
Gmn(x, y)D2(x, y)− 1
4
g∗mgn
∫
xy
Gmn(x, y)D2(y, x) , (B.1c)
iΓ(d)2 =
1
4
gigjg
∗
mg
∗
n
∫
xyvu
Gij(x, y)Gmn(v, u)D(y, v)D(x, v)D(y, u)D(x, u) , (B.1d)
where, to shorten the notation, we have introduced∫
x1... xn
≡
∫
D4x1 . . . D
4xn .
The self-energies of the complex scalar field are obtained by functional differentiation of the ef-
fective action with respect to the two-point correlation function:
Σ(x, y) ≡ iδΓ2[D,G]
δD(y, x)
. (B.2)
Differentiating the individual contributions to the effective action, we obtain
Σ(a)(x, y) = −iδg(x, y)λD(x, x) , (B.3a)
Σ(b)(x, y) = −1
2
λ2D2(x, y)D(y, x) , (B.3b)
Σ(c)(x, y) = −gig∗jGij(y, x)D(y, x) , (B.3c)
Σ(d)(x, y) = gigjg∗mg
∗
n
∫
vu
Gmn(x, v)Gij(y, u)D(y, v)D(u, v)D(u, x) . (B.3d)
The components of the self-energy of the system of real scalar fields are obtained upon functional
differentiation of the effective action with respect to the components of the correlation function:
Πij(x, y) ≡ 2i δΓ2[D,G]
δGji(y, x)
. (B.4)
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The result of the differentiation reads
Π(c)ij (x, y) = −
1
2
gig
∗
jD
2(x, y)− 1
2
g∗i gjD
2(y, x) , (B.5a)
Π(d)ij (x, y) =
1
2
∫
vu
Gmn(v, u)
[
gigjg
∗
mg
∗
nD(x, v)D(x, u)D(y, v)D(y, u)+
+ g∗i g
∗
j gmgnD(v, x)D(u, x)D(v, y)D(u, y)
]
. (B.5b)
The next step is to derive the spectral and statistical components of the self-energies eqns. (B.3)
and (B.5). Upon use of the decomposition (A.14) and of the analogous decomposition of the
propagators of the real scalar field, one easily obtains a corresponding decomposition of the self-
energies Σ(b), Σ(c) and Π(c) into the statistical and spectral components. Linear combinations
of the resulting expressions are presented in eqns. (3.98a), (3.98b), and (3.99a). The calculation
of the spectral and statistical components of Σ(d) and Π(d), which contain two integrations over
space-time, is more involved (see also [75]). Decomposing the two-point correlation functions in
eqn. (B.3d) into the statistical and spectral components, we get 32 terms. Each of the terms must
be integrated over the closed time path C. It is useful to use relations like∫
C
du0 sgnC(x
0 − u0) sgnC(u0 − y0)Dρ(x, u)Dρ(u, y) =
= 2 sgnC(x
0 − y0)
∫ x0
y0
du0Dρ(x, u)Dρ(u, y) . (B.6)
One then finds that ten terms vanish upon integration over the contour: one term which does not
contain any sgnC functions; five terms which contain only one sgnC function; two terms which
contain a product of two sgnC functions both depending only on one of the integration variables,
u or v; and finally two terms which contain a product of three sgnC functions but depend only on
one of the “external” arguments, x or y. For the remaining terms the integration over the contour

y x u
v
y
x
(b) (d)
(a)
(c)
(f)
(e)
Figure B.1: The integration plane in the case x0 > y0.
C reduces to a “single time” integration over a combination of the six regions in fig. B.1. Note that
the upper limits of the integration never exceed the largest time argument (x0 in fig. B.1) which
ensures the causality of the Kadanoff–Baym equations. In most cases integration over a part of the
uv plane can be easily represented as integration over the whole plane, 0 < u, v < ∞, if two of
the spectral functions are replaced by the corresponding retarded and (or) advanced propagators.
There are, however, two exceptions: if the resulting integral is only over region (e) or region (f)
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in fig. B.1. Using the identities∫
(e)
=
∫
(a+c+e)
+
∫
(b)
−
∫
(a+b+c)
, (B.7a)∫
(f)
=
∫
(b+d+f)
+
∫
(a)
−
∫
(a+b+d)
, (B.7b)
and the definitions of the retarded and advanced propagators, we can represent the corresponding
contributions as combinations of integrals over the whole uv plane. Collecting all the terms, we
obtain expressions presented in eqns. (3.98c) and (3.99b).
Wigner transformation
To calculate the self-energies entering the Boltzmann equations, we have to Wigner-transform
products of several two-point functions. Using the definitions (A.23), we obtain for the Wigner-
transform of a product of n functions of the same arguments, see eqn. (3.57):
f1(x, y) . . . fn(x, y)→
∫
dΠ4p1 . . . dΠ
4
pn(2pi)
4δg(p− p1 − . . . pn)f(X, p1) . . . f(X, pn) .
(B.8)
Equation (B.8) allows us to Wigner-transform the self-energies (3.98a), (3.98b) and (3.99a). The
self-energy (3.98c) has a more complicated structure:
f (x, y) =
∫
vu
f1(y, v)f2(u, v)f3(u, x)f4(y, u)f5(x, v) . (B.9)
We will now calculate the Wigner-transform of eqn. (B.9) in the Boltzmann approximation. That
is, in each fn we will neglect the deviation of the corresponding center coordinate fromX ≡ Xxy.
For instance:
f1(y, v)→ f1(Xyv, syv)→ f1(Xxy, syv) . (B.10)
In this approximation the integration over u and v induces two conditions on the momenta: pv =
pu = 0, where pu = p2 + p3 − p4 and pv = p1 + p2 + p5. Integration over the relative coordinate
s, see eqn. (A.23a), induces an additional constraint: p = ps, where ps = 12(p5 − p4 − p3 − p1).
Thus, in the Boltzmann approximation the Wigner transform of eqn. (B.9) takes the form:
f(X, p) =
∫
dΠ4p1 . . . dΠ
4
p5(2pi)
4δg(pu)(2pi)4δg(pv)
×(2pi)4δg(p− ps) f1(X, p1) . . . f5(X, p5) (B.11)
As far as decays are concerned, two of the momenta in eqn. (B.11) correspond to the initial and
final states, whereas three of the momenta correspond to the internal lines of the loop. The Dirac
Dirac-deltas in eqn. (B.11) ensure conservation of four-momentum in each vertex of the loop.
The self-energy (3.99b) has the structure
f (x, y) =
∫
vu
f1(v, u)f2(x, v)f3(x, u)f4(y, v)f5(y, u) . (B.12)
Proceeding in the same way, we again obtain eqn. (B.11) but now with pv = p1 − p2 − p4,
pu = p1 + p3 + p5 and ps = 12(p2 + p3 − p4 − p5). This completes the calculation of the
Winger-transforms of the self-energies.
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Appendix C
Generalized optical theorem and
cutting rules
The generalized optical theorem is a direct consequence of the unitarity of the S-matrix (i.e. it
expresses the conservation of probability) [61, 111]. It can be generalized to unstable particles
by means of the Cutkosky cutting rules for the computation of the discontinuities of Feynman
graphs [61].
−i
[
Ma→b({ki}, {pi})−M∗b→a({pi}, {ki})
]
=
=
∑
i
∏
il
∫
dΠil
 (2pi)4δ(4)(∑
j
kj −
∑
il
pil)Ma→i({ki}, {qil})M∗b→i({pi}, {qil})
(C.1)
The amplitudesMa→b include all contributing diagrams (at a given order of perturbation theory)
and the sum on the right-hand side is over all possible real intermediate states i which contribute
toMa→b. The intermediate state momenta are integrated over their invariant phase space.
The generalized optical theorem can also be seen as a consequence of the Cutkosky cutting rules
[112–114] for the computation of the imaginary part of the diagrams in the perturbative expansion.
(i) Cut through the diagram in all possible ways such that the cut propagators can simultane-
ously be put on shell.
(ii) For each cut, replace 1/(p2 −m2 + i) → −2piiΘ(p0)δ(p2 −m2) in each cut propagator,
then perform the loop integrals.
(iii) Sum the contributions of all possible cuts.
With certain restrictions, related to the notion of cutting [99], the Cutkosky rules can be general-
ized to thermal quantum field theory. Due to the second degree of freedom in RTF in general a
large number of diagrams, with different types of the vertices, has to be taken into account. Dif-
ferent formulas have been derived to reduce the number of relevant diagrams by performing sums
partially by using the “largest/smallest time equation” eqn. (4.16).
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In [96] a formula for the absorptive (imaginary) part of the amplitude was derived. Starting from
eqn. (4.16) one can derive the “circling relation”∑
circlingxi,zj
F≷(x1, . . . , xn; zj) =
∑
circlingxi
F(x1, . . . , xn; zj) = 0 , (C.2)
since there is always a vertex with largest time component. From the circling rules it can be shown
that the complex conjugate of a function F< with all external vertices uncircled and a fixed set
of internal vertices circled is just F> with all external vertices and the conjugate set of internal
vertices circled:
F<(x1, . . . , xn; zj , zk) = F>(x1, . . . , xn; zj , zk) . (C.3)
Assuming that the KMS boundary condition holds we have the relations
F<(x1, . . . , xn; zj , zk) = F>(x1, . . . , xn; zj , zk) ,
F<(x1, . . . , xn; zj , zk) = F>(x1, . . . , xn; zj , zk) . (C.4)
With help of eqn. (C.3) one finds
={i−1F(x1, . . . , xn; zj)} = 12i({i−1F(x1, . . . , xn; zj)}− {i−1F(x1, . . . , xn; zj)}∗)
=
1
2i
(
i−1
∑
circling zj
F<(x1, . . . , xn; zj) + i−1
( ∑
circling zj
F<(x1, . . . , xn; zj)
)∗)
=− 1
2
( ∑
circling zj
F<(x1, . . . , xn; zj) +
∑
circling zj
F>(x1, . . . , xn; zj)
)
.
To this one can add 1/(2) times the sum in eqn. (C.2) without changing anything:
={i−1F(x1, . . . , xn; zj)} =12 ∑
circling (xi),zj
F<(x1, . . . , xn; zj)
1
2
∑
circling zj
F<(x1, . . . , xn; zj)−
1
2
∑
circling zj
F>(x1, . . . , xn; zj) ,
where the brackets indicate that in this sum either none or all of xi are circled. The last two terms
in this equation cancel due to eqn. (C.4). We arrive at the final result
={i−1F(x1, . . . , xn; zj)} =12 ∑
circling (xi),zj
F<(x1, . . . , xn; zj) .
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Reduction of the collision integral
In order to be able to perform the integration of the collision integral accurately and effectively
it is necessary to perform the angular integration analytically. Omitting the superscripts denoting
the particle species1 in we can write a collision integral for 2− 2 scattering as (see eqn. (2.12)):
Ckp↔qr[f ](k) =
1
2Ek
∫
(2pi)4δ(Ek + Ep − Eq − Er)δ3(k + p− q− r) |M|2
×F kp↔qr [f ] d
3p
(2pi)32Ep
d3q
(2pi)32Eq
d3r
(2pi)32Er
, (D.1)
where we have introduced
F kp↔qr [f ] = (1− ξkfk)(1− ξpfp)fqfr − fkfp(1− ξqfq)(1− ξrfr) . (D.2)
We write the 3-dimensional Dirac-delta as the Fourier transform of unity and switch to spherical
coordinates:
δ3(k + p− q− r) =
∫
eiλ(k+p−q−r)
d3λ
(2pi)3
,
The collision term eqn. (D.1) then becomes
Ckp↔qr[f ](k) =
1
64pi3Ek
∫
δ(Ek+Ep−Eq−Er)F kp↔qr [f ]D(k, p, q, r)p dp
Ep
q dq
Eq
r dr
Er
. (D.3)
Here D was defined as
D(k, p, q, r) = Dkp↔qr(k, p, q, r)
=
pqr
8pi2
∫
dΩp
∫
dΩq
∫
dΩr δ3(k + p− q− r) |M|2
=
pqr
64pi5
∫
λ2 dλ
∫
eiλk dΩλ
∫
eiλp dΩp
∫
e−iλq dΩq
∫
e−iλr dΩr |M|2 .
(D.4)
Note, that this definition renders D(k, p, q, r) a dimensionless quantity. Due to the presence of
the Dirac-delta we expect that the result is non-zero only if q + r > |k − p| and k + p > |q − r|,
1From here on we will always use the momenta k, p, q and r in connection with only one particle species, such that
it serves as a label for the species at the same time. We also use the convention v = |v| to denote the modulus of the
three-momenta.
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because the equation k+p = q+ r does not have a solution otherwise, for whatever combination
of the solid angles Ωp, Ωq, Ωr. Therefore, the result will be proportional to
Θ (k, p, q, r) ≡ Θ(q + r − |k − p|) Θ(k + p− |q − r|)
= Θ(min (k + p, q + r)−max (|k − p| , |q − r|)) . (D.5)
After computing D(k, p, q, r) we can proceed with the integration of the remaining energy Dirac-
delta in eqn. (D.3):
Ckp↔qr[f ](k) =
1
64pi3Ek
∫ ∫
Θ(Ep −mp)F [f ]D(k, p, q, r)q dq
Eq
r dr
Er
, (D.6)
where p =
√
E2p −m2p with Ep = Eq +Er−Ek is given by energy conservation. The Heaviside-
function prevents integration over combinations of q and r which are kinematically forbidden.
Note, that the choice to integrate eqn. (D.3) over p is not unique. The integration over q and r
leads to analytically equivalent expressions for C.
Thus, the collision integral is reduced to a two-dimensional one, suitable for numerical integration.
However, all the work is now hidden in the definition of D = D(k, p, q, r) which is characteristic
for the scattering model, i.e. for the matrix element of the underlying theory for the scattering
process under consideration.
The computation of D is easily carried out for matrix elements squared with simple angular de-
pendence such as the constant (|M|2 = const), for matrix elements in the Fermi approximation
(|M|2 ∝ (k · p)(q · r), (k · p), including re-namings of the momenta therein) and for resonant
processes in the narrow width approximation (|M|2 ∝ δ(s −m2X), where mX is the mass of the
particle in the intermediate state).
In general, the spin averaged matrix element |M|2 will depend on Lorentz-invariant combinations
of the four-momenta of the in- and outgoing particles, usually the Mandelstam variables s, t, u,
s = (k + p)2 ,
t = (k − q)2 = m2k +m2q − 2EkEq + 2 |k| |q| cos (θkq) ,
u = (k − r)2 = m2k +m2r − 2EkEr + 2 |k| |r| cos (θkr) . (D.7)
In the following we take t and u as the two independent variables and s is expressed by
s =
∑
i=k,p,q,r
m2i − t− u . (D.8)
In [1] it has been shown that D can be written as
D(k, p, q, r) =
qr
pi
∫
A
|M|2√
F (θq, θr)
d cos θq d cos θr , (D.9)
with
F (θq, θr) =
= (2qr sin θq sin θr)
2 −
[
(k − q cos θq − r cos θr)2 + (q sin θq)2 + (r sin θr)2 − p2
]2
.
(D.10)
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The domain of integration A is given by −1 ≤ cos θq, cos θr ≤ 1 and F (θq, θr) > 0.
The expression (D.9) for D has only a two-dimensional integral and is by far superior to the origi-
nal expression with respect to numerical integration. The integrand may have singular points at the
boundary of A. Hence the routines for numerical integration must be chosen adequately. Usually,
for a numerical method, it is sufficient to know D(k, p =
√
(Eq + Er − Ek)2 −m2p, q, r) for a
finite set of momenta {ki, qj , rl} on a grid. Therefore it is possible, in principle, to tabulate D
through numerical integration of eqn. (D.9). For applications in cosmology, this relation is only
of restricted use, since the momenta or, equivalently, the particle masses are scaled in each step of
the time evolution, so that the values of D(ki, p, qj , rl) need to be recomputed permanently.
In order to evaluate eqn. (D.4) in a numerical efficient way, one can expand |M|2 in terms of
cos (θkq) and cos (θkr):
|M|2 =
∞∑
n=0
∞∑
m=0
Anm (cos θkq)
n (cos θkr)
m , (D.11)
Note that the coefficients Anm can depend on the magnitudes of the momenta. Upon integration
of eqn. (D.4) we can then write
D(k, p, q, r) =
∞∑
n=0
∞∑
m=0
Anm(k, p, q, r)Dnm(k, p, q, r) , (D.12)
assuming that the series converges for all relevant k, p, q and r (the momenta are still restricted by
energy conservation).
In order to give a meaning to eqn. (D.12) we need to compute the integral
Dnm(k, p, q, r) =
pqr
8pi2
∫
dΩp
∫
dΩq
∫
dΩr δ3(k + p− q− r)(cos θkq)n(cos θkr)m .
(D.13)
In [1] it has been shown, that the results for Dnm(k, p, q, r) can always be written in the form
Dn,m(k, p, q, r) = A
Θ (k, p, q, r)
kn+m+1qnrm
(
B1R1 +B2R2 +B3R3 + C
)
. (D.14)
A is a numeric prefactor. The coefficients Bi and C are multivariate polynomials in the momenta
k, p, q, r.
c1 = k + p− q − r, c2 = k − p+ q − r, c3 = k − p− q + r
and R1 = R(c1), R2 = R(c2), R3 = R(c3) , (D.15)
where R(x) = xΘ(x) is the ramp function. Dnm with n ≤ m (Dn,m with n > m can be derived
from Dm,n by interchanging q and r. The expressions B2 (B3) are found by substituting in B1 the
term c1 by c2 (c3) and fi by fiq→−q (fir→−r) for all i.
For the lowest orders the coefficients are given by:
D0,0(k, p, q, r) : (D.16)
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A = 1/2 , C = 2 k ,
B1 = −1 ,
D0,1(k, p, q, r) : (D.17)
A = −1/12 , C = −4 k3 ,
B1 = f2c1 − c12 + f1 ,
[ f1 = 6 kr, f2 = 3 k − 3 r]
D0,2(k, p, q, r) : (D.18)
A =
1
120
, C = 8 k3
(
2 k2 + 5 r2
)
,
B1 = f2c1 + f3c12 + f4c13 − 3 c14 + f1 ,
[ f1 = −60 k2r2, f2 = −60 kr
(
k − r), f3 = −20 r2 − 20 k2 + 60 kr, f4 = −15 r + 15 k]
D1,1(k, p, q, r) : (D.19)
A =
1
120
, C = 4 k3
(
3 k2 + 5 p2 − 5 q2 − 5 r2) ,
B1 = f2c1 + f3c12 + f4c13 − c14 + f1 ,
[ f1 = −60 k2qr, f2 = −30 k
(− 2 qr + kq + kr), f3 = 20 kq + 20 kr − 20 qr − 10 k2,
f4 = −5 q − 5 r + 5 k]
For the numerical computations in this thesis only the lowest order coefficients for D0,0 were
needed needed. Some higher-order Dnm’s can be found in [1].
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