Data visualization is achieved by minimizing distortion resulting from observing the relationships between data points. Typically, this is accomplished by estimating latent data points, designed to accurately reflect the pairwise relationships between observed data points. The distortion masks the true pairwise relationships between data points, represented by the latent data. Distortion can be modeled as masking dissimilarity measures between data points or, alternatively, as masking their pairwise distances. The latter class of models are encompassed by metric scaling methodology (MDS); the former are introduced here as competitors. The former class of models include Principal Components Analysis, which minimizes the global distortion between observed and latent data. We model distortion using mixtures of 'pairwise difference factor-analysis' statistical models. We employ an algorithm which we call 'stepwise forward selection' for purposes of identifying appropriate starting values and determining the appropriate dimensionality of the latent data space. We show that the pairwise factor-analysis models frequently better fit the data because they allows for direct modeling of pair-wise dissimilarities between data points.
INTRODUCTION
There has been considerable interest in both the machine learning and statistical modeling literature in comparing, registering, and classifying image data. From the practitioners perspective, there are a number of advantages if such algorithms are successful. First, algorithms of this sort can provide mechanisms for visualizing the data. Second, they provide a mechanism for learning the important features of the data. Because feature vectors typically live in very high dimensional spaces, reducing their dimensionality is crucial to most datamining tasks. Many algorithms for reducing data dimensionality depend on estimating latent (projected) variables designed to minimize certain energy (or error) functions. Other algorithms achieve the same purpose by estimating latent variables using statistical models.
Generally, dimensionality reduction methods can be divided into metric and nonmetric methods. Metric methods start with data points (in a high-dimensional space)
with observed pairwise distances between them. The goal of metric methods is to estimate latent data points, living in a lower dimensional space, whose pairwise distances accurately reflect the pairwise distances between the observed data points. Methods of this sort include those proposed by J. Sammon [2] . Nonmetric methods start with data points whose pairwise relationships are given by 'dissimilarities' which need not correspond to a distance. In contrast, principal components analysis minimizes the global distortion between observed and latent data values. Metric methods incorporate additional steps designed to provide constraints within which latent dissimilarities, having appropriate properties, can be optimally estimated. Methods of this sort include those of Kruskal [3] . In this paper we take as our starting point observed data points, living in a high-dimensional space. The pairwise relationships between these data points are represented by the corresponding relationships between latent data points, living in a lowdimensional space. The pairwise dissimilarities between observed data points are masked by noise. This noise could arise in many different settings; examples include:
(i) settings where partitioning data into groups is of paramount interest, and lack of straightforward clusters can be modeled as the impact of noise on the pairwise relationships between data, and
(ii) settings where the 'energy' of data points is being modelled; in this case noise arises in evaluating the relationship between the energy of 'neighboring' data points.
Our approach is different from that of probabilistic principal components (see [4] ) where noise masks the relationship between each individual data point and its latent counterpart. By contrast, in our approach noise masks pairwise dissimilarities between data points and analogous latent quantities; we will see below that this difference in approach allows us to biuld in some extra flexibility into the interpretation and modeling.of high-dimensional data. Our approach is similar in spirit to the approach employed in relational Markov models [5] .
The main goal of multidimensional scaling (MDS) is to minimize the distortion between pairwise data distances and the corresponding pairwise distances between their latent projections.
This insures that the latent (or projected) data optimally reflect the internal structure of the data.
MDS algorithms frequently involve constructing loss functions which prescribe (scaled) penalties for differences between observed and latent pairwise distances. See also [6] for a graphical analysis of MDS. MDS methods are used widely in behavioral, econometric and social sciences [7] . The most commonly used nonlinear projection methods within MDS involve minimizing measures of distortion (like those of Kruskal and Sammon) (e.g., Section 1.3.2 in [8] and [9] ). These measures of distortion frequently take the form of loss or energy function. For purposes of comparison we focus on the loss (energy) function proposed by J. Sammon in [2] .In this paper we compare MDS methods (as represented by that of Sammons) with those using pairwise-difference factor analysis methodology. We employ stepwise forward selection algorithms (see below) to provide good estimates of the dimension of the latent data space and 'starting' vectors appropriate for use with either of these two methodologies. Other starting value options which have been recommended include (i) random starting values (see [2] , [8] , and [13] ) and
(ii) starting at latent variable values arising from employing principal components analysis (PCA) [2] .
The former option, still commonly used, fails to provide any useful training (information).
The latter option fails because PCA does not provide optimal (or near-optimal) solutions to minimizing the (noise) distortion of the data. In fact, as will be seen below in the examples, the distortion reduction for PCA generated latent variables is very small. For multi-dimensional scaling models, after employing stepwise forward selection algorithms for the aforementioned purposes, we typically use gradient descent methods (see e.g., [9] and [10] ) to minimize
Sammon's cost function. For factor analysis mixture models, after employing stepwise forward selection algorithms, we use the EM algorithm (see [11] ) to provide estimates of the parameters.
We partition the pairwise differences between data into two groups by determining data membership using EM-supplied probabilities and an appropriate threshold. The first group consists in those pairs of data with 'small' pairwise differences; the second in those pairs of data points with 'large' pairwise differences. The first group of pairs provides a mechanism for distinguishing data clusters; the second group provides a mechanism for distinguishing which pairs of points are 'different' from one another.
In the next section we compare two different ways of projecting the relationships between pairs of data points into latent k-dimensional space, denoted by ;
We have in mind the example, ( , )
'(F -F ) . Many variations on this basic theme
have been explored in the literature (see [3] ). As a counterpoint to this approach, we introduce the next section:
FORMULATING THE PROBLEM USING STATISTICAL MODELS
In this section we assume (as above) that feature vectors, associated with each data object are themselves observed. We employ a variant of probabilistic principal components models, introduced in [4] . Our variant is designed to take account of the fact that we seek to model the noise distortion between pairs of feature vectors rather than the noise distortion associated with each individual feature vector. We follow the main principle of MDS which is to map the data to a low-dimensional space in such a way that the distortion between data points is minimal. We introduce some necessary notation first. Let 'D(i, j)' denote the dissimilarity between feature vectors k and (1 i<j ) n ∈ ≤ ≤ i j F F (which is allowed to live in more than one dimension).
Explicitly, we assume that this dissimilarity measure 'D(i, j)' 'lives' in a Euclidean space with dimensionality p (assumed to be less than or equal to the dimensionality k of the feature space).
In the example, given below, we take 
where the 'hatted' quantities are the EM algorithm estimates of the corresponding parameters and ' ( ( , ) | 1)
is the probability specified in the EM algorithm (see the appendix, below).
Model Fit and Assessment
We assess the fitness of data visualization models using Bayesian p-values [12] . This can be formulated as the probability that the information obtained from the model is less than expected under an aposteriori update of the data. Information quantities like those derived below are discussed in [13] . This kind of calculation is not possible for typical MDS models because they are not formulated as statistical models. In the model introduced at the beginning of this section, the information contained in the observed dissimilarity measures, assuming an uninformative prior and ignoring marginal terms, is,
where 'L' denotes the likelihood of the data and
For the model introduced in section 2, the right hand side of equation (2.3) can be approximated, omitting terms which don't involve the observed dissimilarity measures, by
where the hatted quantities are all the EM algorithm estimates (see the appendix) (see [13] for a more complete discussion of information quantities like that given in equation (2.4)). Posterior updates of the dissimilarities were simulated via: (the probability in equation (2.6) being calculated over the distribution specified by equation (2.5)). For the models examined below the (Bayesian p-values) were all between 80 and 90% indicating good fits.
ALGORITHMS EMPLOYED FOR MDS DATA VISUALIZATION
We use 'online' gradient descent algorithms to estimate parameters in the MDS approach to data visualization [6] . 
The analogous quantity with 'i' and 'j' switched is:
An 'online' gradient descent algorithm can, in theory, be based on an iterative calculation of the r-vectors by updating r-vectors using the following iterative steps: 
is fairly small. This provides us with well-trained (i.e., well-fitted) starting r-vectors given by ( )
Since for purposes of visualization l=2 or l=3 is typically sufficient to insure small values of
.., v for a moderate sized data set, two or three vantage vectors usually suffice in this case [14] . For a large number n of observed data points vantage objects can be obtained by the stepwise forward selection process described below. We note that this process improves on the adhoc procedures used heretofore [13] .
Stepwise Forward Selection
At each stage s=1,...,l, the stepwise forward selection algorithm selects one new vantage object 
Experimental Results
In this section we examine the performance of the proposed algorithms on various data sets.
We begin with the classical Iris data set [7] . The Iris data is composed of 150 vectors each having 4 components. It is known that there are 3 clusters, each having 50 points; these consist of one clear cluster, denoted by 'A' below, and two clusters, 'B' and 'C' that are hard to distinguish from one another. We first compare 3 dimensional projections obtained using Sammon's algorithm (cf., equation (1.1)) with input vantage vectors produced via stepwise forward selection [15] . Figure 1a , below, shows a 3 dimensional projection of the Iris data obtained using the classical Principal Components algorithm for data visualization; the distortion measure for this estimate (computed using Sammon's energy function) is 3,255. Figure 1b, below, shows a 3 dimensional projection of the Iris data obtained using Sammons data visualization algorithm; the distortion measure (computed using Sammons energy function) for this estimate is 544. As can be seen, we cannot clearly distinguish between clusters B and C using PCA. By contrast, clusters B and C can be clearly distinguished using Sammons data visualization algorithm. The frames can viewed at the site: http://www.cis.temple.edu/\~\latecki/ImSim . Using image processing techniques described in [16] , we assign a vector with 72 features to each of the 100 frames. We obtain a data set consisting of one hundred 72 component feature vectors.
'Composite Movie' has two hierachical grouping levels; it can be grouped using shots and separately using movies. We expect to distinguish both between the shots and, on a higher level, between the movies. The best data visualization algorithm (cf., figure 2a) for this data set was obtained using the pairwise difference factor analysis mixture model outlined in section 2; we used starting vantage vectors, computed using stepwise forward selection. As can be seen in 
Conclusions and Future Research
We have introduced stepwise forward selection algorithms and demonstrated their value in providing starting values for factor mixture models and Multidimensional scaling algorithms.
It has been shown that pairwise difference factor mixture models provide good data visualization for a wide variety of data when vantage vectors, constructed using stepwise forward selection, are used to generate appropriate starting values. Our examples illustrate that factor mixture models frequently provide better data visualization than Multidimensional Scaling algorithms, designed for the same purpose. Their superiority arises as a result of their flexibility in modeling data distortion. We have shown how to assess the fitness of factor mixture models and used these results to assess fit in the examples presented above. We would like to extend our current work to include mixture factor models which incorporate intracomponent correlations. 
