Abstract : Fracture toughness tests have been carried out on two A1 alloys (7075 and 7475) containing different amounts of Fe and Si. These materials were tested in T3. T6 and T7 conditions. alone six orientations (LT. LS. TL.
INTRODUCTION
It is well established that the fracture toughness of high strength A1 alloys is largely dependent on their composition and heat treatments. In particular their contents in residual elements, mainly Fe and Si, are known to have a strong effect on the ductility of these materials. It is also well known that the toughness of A1 alloy plates is strongly anisotropic. However very few detailed studies have been made to model the toughness of these materials in relation with their microstructure, in particular the distribution of secondphase iron and Mg2Si particles which initiate ductile fracture [l-31. This situation is a little surprizing since this is clearly a research field of interest for the application of the local approach to fracture. The main aim of the present study was therefore an attempt to fill in this gap. Two materials with widely different contents in Fe and Si were selected. Fracture toughness tests along different orientations were performed on these materials which were given three heat treatments (T3,T6 and U). In addition specific mechanical tests on notched specimens and detailed metallographical observations were made to test the validity of a model for ductile fracture which was proposed previously for the ductile fracture of low alloy steels .
MATERIALS AND EXPERIMENTAL PROCEDURES
The materials investigated were hot-rolled commercial AI-6.7Zn -2.50Mg -1.50 Cu alloy plates with a thickness of 50 mm. Their composition is given in Table 1 . Alloy 7075 contained a much higher content in Fe and Si compared to alloy 7475. These elements are responsible for the formation of relatively large intermetallic phases of Mg,Si and Al,Cu, Fe + Al,,CuFe,, respectively. An example showing the inhomogeneity in the distrgution of thesephases ocierved-in the LS plane is given in Fig.1 . Both materials were investigated in three conditions : (i) Aged at room temperature (T351), (ii) Peak aged :
120°C -24 hours (T651), and (iii) Overaged : 105OC -6 hours + 160°C -24 hours (T7351). The grain microstructure of both alloys was unrecrystallized with a pancake shape (-1~0 4~0 . 0 5 mm3). The materials were strongly textured with two main components : { 110) < l 12> brass and S { 123 ) <634>.
-Chemical composition (wt %) Table 2 where it is noticed that the tensile strength measured in the short tranverse direction is lower than that along the L and T orientations. The tensile ductility of alloy 7475 is better than that of alloy 7075, as expected. In both alloys, the work-hardening exponent, n (G = k E") was found to be essentially dependent on the heat-treatment : n = 0. 17,0.10,0.11 in the T3, T6 and T7 conditions, respectively .
The tensile properties of these materials tested along the three main rolling directions (L,T,S) are given in
Axisymmetrically notched tensile specimens were tested in order to determine the effect o f stress triaxiality ratio on ductile fracture. Full details concerning these tests are given elsewhere [9] . Three specimen geometries were tested with a minimum diameter, 00, of .
Distribution of second phase particles
Quantitative metallography was largely used to measure the distribution of Mg and Fe rich particles. The number of inclusions per unit area Nai(i = L, T, S) and their size were measured on three section planes. The total number of particles per unit volume, Nv and the volume fraction, fv were determined. The results of these measurements are given in Table 3 where it is observed that the volume fraction of intermetallic phases is about 3.5 times larger in 7075 alloy than in 7475 alloy.
m -Iron rich and Mg2 Si particles in 7075 and 7475 alloys.
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Metallographical techniques based on Voronoi' cells and Delaunay triangulations were used to quantify these distributions of second phase particles [9] . Examples concerning 7075 alloy observed on two section planes are shown in Fig.2a and b. In these figures each point corresponds to a particle. The Delaunay triangulation technique was used to analyze the clustering effect of the particles, as observed in these figures. Full details are given elsewhere [9] . This analysis was used to determine the mean distance between the clusters and the volume fraction occupied by the clusters, defined as : C ails, where ai is the surface area occupied by the clusters in a section of area S. The results are given in Table 4 .
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Mechanical tests on notched specimens
The results of tensile tests performed on notched specimens are given in Fig.3 . In this figure the variations of ductility defined as E = 2 Log @ d o R , where 0, is the initial minimum diameter of the specimens and @R the minimum diameter at failure, are plotted as a function of stress triaxiality ratio, om/oeq, calculated from finite elements in the center of the minimum section of the notched specimens.
In Fig.3 , the results obtained on smooth tensile specimens are also included. Here it is worth noting that, in a number of circumstances, shear fracture along a plane oriented roughly at 45 degrees from the tensile axis was observed. This fracture mode occurred in all the tensile specimens, whatever the alloy and the heat-treatment, except in the specimens aligned along the S orientation for which the fracture plane was perpendicular to the tensile axis. In notched specimens this shear fracture mode was suppressed, in particular in the specimens containing small notches (4 and 2 mm), except in T3 condition. 
S).
The results show that the ductility is a decreasing function of stress triaxiality ratio and of the volume fraction of second phase particles, as expected. Moreover it is noticed that ERL > ERT > ERS when the same fracture mode occurs. In addition, the ductility is an increasing function of the work-hardening exponent, i.e., E R T~ > ER^ > E R T~.
It is usually assumed that fracture takes place in volume elements when the void growth calculated, for instance, from Rice and Tracey expression [l01 reaches a critical value, (R/Ro)c, where Ro is the initial radius of the cavities initiating ductile fracture [ l 1,121 . This assumption is all the more valid as the strain necessary to nucleate cavities is small, which is the situation observed in these materials [g]. The Rice and Tracey expression can be written as :
dR/R = 0.283 exp (3om/2oeq) . &q
(1) where R is the size of the cavities initiated from inclusions, o m the hydrostatic stress, oeq the equivalent von Mises stress, and deeq the increment of equivalent strain. Eq.1 was integrated along the o-E path experienced by the mesh elements in the notched specimens. The largest values for (R/Ro)c were found in the center of the p = 10 and 4 notched geometries, while in the p = 2 mm specimens these maximum values were obtained at a location between the center and the notch throat. These calculations showed that the local ductility, EP, thus defined, obeyed rather well the assumption of critical void growth, that is a straight line with a slope of -312 could be drawn in a diagram Ln EP vs local values of om/oeq [g] . The calculated values of (R/Ro)c are given in Table 5 . These values are extremely low, especially in the S orientation, compared to those usually reported in low alloy ferritic steels [4, 8] . This reflects the qualitative difference in ductility between these materials, but a full account of these low values of critical void growth rate will be given in the following. .
Fracture toughness tests
The results of fracture toughness tests are shown in Fig.4 where it is observed that alloy 7475 is much tougher than alloy 7075, as expected. Moreover it is noted that K I C T~ > K I C T~ > K I C T~. It is also observed that the orientation has a strong influence on the fracture toughness : KIC L -(TS) > KIC T -(LS) > KIC S -(LT). 
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MODELING OF FRACTURE TOUGHNESS
The aim of this part is to model the large variations in fracture toughness measured in our materials through the use of the local approach to ductile fracture. The results of mechanical tests performed on notched specimens and the results of quantitative metallography will be used for this purpose. This model based on the mechanics of porous materials is firstly briefly presented. Preliminary results and other approaches have been presented elsewhere [13-151.
.
Mechanics of porous materials
Many studies have been devoted, over the past decade, to model the softening effect produced by growing cavities and void coalescence, using the mechanics of porous materials. In these models, the plastic flow potential is dependent on cavity volume fraction [6, 16, 171 . It is beyond this paper to review all the existing theories but, instead, to show how these theories can be used to model ductile fracture of our alloys and to take into account the non inhomogeneity in the distribution of second phase particles initiating ductile fracture. Here we refer only to the Gurson-Tvergaard (GT) model. In the GT potential, the yield criterion is written as [l61 : where Y is the flow strength of the undamaged matrix and f is the volume fraction of cavities. It was shown that ql -1.50, q2 -1, q3 = q ! [16] . Perrin and Leblond [l81 using a self consistent scheme showed that ql = 4le = 1.47. For small volume fractions, Eq.2 can he simplified as :
In this expression the softening effect due to the presence of cavities appears clearly to be an increasing function of stress triaxiality ratio, as expected. The associated increment in cavity volume fraction is given by :
which is very similar to Eq. l.
The application of the GT potential was reviewed by Needleman [19] . In the simulation of ductile fracture of a material in which the cavities are homogeneously distributed, it was shown that this model largely overestimated the observed ductility. An accelerating function f* was introduced by Tvergaard and Needleman 1201 to simulate the effect of void coalescence. Initially f* = f, but, at some crititical volume fraction, fc, fr is written as :
where 6 is an accelerating factor. This approach is therefore to some extent similar to the (R/Ro)c criterion which was introduced previously. Both approaches can be considered as "black boxes" in the absence of a proper account of cavity distributio;l. The effect of a non-uniform distribution of cavities was analyzed numerically by Becker [21] using the same moditication of the G.T. potential. This author showed that a fracture criterion based on a critical void growth rate which is only weakly dependent on stress triaxiality ratio was appropriate. This conclusion reinforces the soundness of the (R/Ro)c criterion but gives no insight into a deeper account of the second phase distribution since fracture is essentially assumed to take place when f reaches the ascribed value of fc and not the value of fu = llql predicted from Eq.2.
. Clusters and ductile fracture of notched specimens Mudry [4] used also the GT potential to model the ductile fracture of low alloy steels, but without introducing the above accelerating factor. The basis of his model is schematically shown in Fig.5 where the c-& curve of the undamaged matrix (foi) is compared to that corresponding to a given value of the initial volume fraction of cavities (for instance 0.75%). Fracture of a notched specimen is assumed to take place if there is a non-vanishing probability of finding a volume element for which the local volume fraction, fo is such that the associated G-E curve reaches a maximum (see also [22] ). The macroscopic ductility is then calculated as indicated in Fig.5 , assuming that the volume element bears the same stress as the matrix. The same type of calculation could be applied to volume elements bearing the same strain [l31 . In the present study only the first assumption was used to calculate from the G.T. potential the corresponding values of initial volume fraction of cavities (fGurson)- Metallographical and fractographic observations showed that ductile fracture was initiated in our materials from the clusters of particles similar to those observed in Fig.1 and analyzed in Fig.2 . This suggests that the mean volume fraction of clusters, fo clusten as defined previously (Table 4 ) might be the relevant microstructural parameter to describe the softening effect depicted in Fig.5 . In this analysis fo cluster was taken as the value measured in a plane perpendicular to the tensile axis. Fig.6 shows that this analysis provides satisfactory results for both materials tested along the three main directions, when they are given the T6 and T7 heat treatments. On the other hand, in the T3 condition, it is observed that the values of f predicted from the above model are larger than those measured. This difference is especially pronounced in the 7475 alloy tested in the L and T directions. It is believed that this effect is related to the formation of shear fracture mode which was observed in ail types of specimens when the materials were tested in T3 condition, except along the S direction. f measured (%) f measured (%) .
Fracture toughness
At the crack tip, as in many models based on local criteria, it is necessary to introduce a characteristic distance, h (For a review, see eg [13] ). In the present study the above results suggest that this characteristic distance can be taken as the mean distance between the clusters in the fracture plane of CT specimens. In addition, a relationship established formerly for predicting the fracture toughness under small scale yielding conditions was used [4, 5, 8] . This relationship can be written as :
where y is a numerical constant independent of the material and heat treatment. This constant y was taken as equal to 1.85. In Eq.6, M was taken as equal to the proportionality factor between JIC and the crack tip opening displacement, lit, i.e. :
The value of M was taken from the numerical study by Mc.MeeKing [23] , i.e.:
The values of JIG inferred from this model are compared to the experimental results in Fig.7 . In Eq.6 the values of (WRo)c measured from experiments on notched specimens tested along the loading direction of CT specimens (Table 5) , and those of the yield strength (Table 2 ) and work-hardening exponent, n, measured in the same orientation were introduced. In Fig.7 In the T3 condition the agreement between theory and experiments is much less satisfactory. This situation is likely related to the low values of (WRo)c introduced in the model (Eq.6). It is well to remember that these low values result from the shear fracture mode observed in this condition. This is the reason why the model presented in the above section was used to evaluate the ductility and therefore the value of (R1Ro)c in these specimens assuming that the fracture mode was "standard" and not shear 
