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ABSTRACT
The recent progress in obtaining larger and deeper galaxy catalogues is of fundamental
importance for cosmological studies, especially to robustly measure the large scale density
fluctuations in the Universe. The present work uses the Minkowski Functionals (MF) to probe
the galaxy density field from the WISExSuperCOSMOS (WSC) all-sky catalogue by per-
forming tomographic local analyses in five redshift shells (of thickness δz = 0.05) in the total
range of 0.10 < z < 0.35. Here, for the first time, the MF are applied to 2D projections of
the galaxy number count (GNC) fields with the purpose of looking for regions in the WSC
catalogue with unexpected features compared to ΛCDM mock realisations. Our methodology
reveals 1 – 3 regions of the GNC maps in each redshift shell with an uncommon behaviour
(extreme regions), i.e., p-value < 1.4%. Indeed, the resulting MF curves show signatures
that suggest the uncommon behaviour to be associated with the presence of over- or under-
densities there, but contamination due to residual foregrounds is not discarded. Additionally,
even though our analyses indicate a good agreement among data and simulations, we identify
1 highly extreme region, seemingly associated to a large clustered distribution of galaxies.
Our results confirm the usefulness of the MF to analyse GNC maps from photometric galaxy
datasets.
Key words: cosmology: galaxy distribution – cosmology: observations – under- and over-
densities
1 INTRODUCTION
The complementarity among the cosmic microwave background
(CMB) and tracers of the large-scale structure (LSS) of the Uni-
verse has been essential to the expressive progress of the cosmol-
ogy. In fact, the former probes the early Universe (z ∼ 1100),
estimating cosmological parameters and structure formation, only
possible with precise measurements by the Wilkinson Microwave
Anisotropy Probe (WMAP; Bennett et al. 2013; Hinshaw et al.
2013) and Planck (Planck Collaboration I 2016a; Planck Collabo-
ration XIII 2016b) satellites. The LSS tracers, on the other hand,
provide information about the evolution of the Universe today
(z ∼ 0− 2) by mapping the distribution of the luminous matter as
done by, e.g., the 2MASS (Afshordi et al. 2004) and SDSS (Alam
et al. 2015) projects, and other future surveys (see, e.g., Benitez et
al. 2014; Amendola et al. 2016).
The CMB temperature field has imprinted information about
the primordial density perturbations, which, according to the cur-
rent inflationary paradigm is represented by a nearly Gaussian
? e-mail: camilapnovaes@gmail.com
field, well described by linear physics (Planck Collaboration XVII
2016b). In contrast, the non-linear process of gravitational insta-
bility occurring during the structure formation leads to the cosmic
density field which today appears highly non-Gaussian (Takada &
Jain 2002; Berge´ et al. 2010; Kratochvil et al. 2010; Yang et al.
2011). For this reason, the two-point correlation function, although
important and natural descriptors of such fields, is no longer enough
to capture all the cosmological information.
The Minkowski Functionals (MF; Minkowski 1903; Novikov
et al. 1999; Sato et al. 2001; Komatsu et al. 2003) are widely used to
investigate the statistical properties, in particular the departure from
Gaussianity, of the 2 dimensional (2D) cosmic microwave back-
ground temperature field and the 3D distribution of galaxies in the
Universe. In fact, their success in constraining non-Gaussianity of
CMB data is not restricted to the primordial type (see, for exam-
ple, Komatsu et al. 2003; Hikage & Matsubara 2012; Munshi et al.
2013; Planck Collaboration XVII 2016b; Novaes et al. 2014, 2015,
and references therein), but have also been shown their efficiency
in discriminating it from the secondary ones, i.e., signal originated
after the last scattering surface, or even instrumental noise (Novaes
et al. 2016). The non-Gaussianity from an observable carries a sub-
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stantial amount of information beyond the one in the power spec-
trum. The capability of the MF in probing it has also been applied
to differentiate between cosmological models, constraining cosmo-
logical parameters (Shirasaki & Yoshida 2014; Pratten & Munshi
2012; Petri et al. 2015; Kratochvil et al. 2017) and probing modi-
fications of the gravity (Fang & Zhao 2017; Shirasaki et al. 2017).
In this sense, several authors have also used these morphological
tools to analyse volume distributed samples, as, for example, in
Schmalzing & Diaferio (2000); Hikage et al. (2003); Saar et al.
(2007); Kerscher & Tikhonov (2010); Challinor & Lewis (2013),
in general comparing the results to the expected in the ΛCDM cos-
mology.
Our aim in this paper is to perform a detailed analyses of the
LSS density fields as traced by the distribution of galaxies. Cur-
rently, efforts are being done to reproduce, through large and so-
phisticated N-body hydrodynamical simulations, the formation and
evolution of the structures today observed in the Universe, where
the foam-like structures displayed in the cosmic web include large
voids, walls, filaments, and superclusters. For this, one expects that
such structures be present in the sky, although to disclose their fea-
tures in the datasets (i.e., space location, size, morphology, etc.) is
not an easy task. This motivates our search for the plausible sig-
natures that such structures might leave in the LSS density fields
from deep galaxy surveys. Accordingly, our analyses intend to re-
veal regions with unexpected excess-of or lack-of luminous mat-
ter, suggestive of the presence of superclusters of galaxies or giant
voids, respectively. For these analyses we shall use the MF, success-
fully employed in recent morphological analyses of the large-scale
galaxy distribution, where they capture the imprints left by the clus-
tering of galaxies and the presence of voids [Kerscher & Tikhonov
(2010); see, e.g., Novaes et al. (2016) for the application of MF to
the inspection of the CMB temperature fluctuations field].
In the present paper, for the first time, the analyses of the
galaxy distribution by the MF are not performed upon a 3D vol-
ume distributed sample, but a 2D projection of the data sample. We
use these tools to do the morphological analyses of the recently re-
leased galaxy catalogue WISExSuperCOSMOS (WSC; Bilicki et
al. 2016). In fact, for the study of the LSS density fields, the WSC
catalogue present some advantages with respect to other datasets,
namely: (i) its sky coverage is much larger than in other surveys,
giving us a more complete picture of the local Universe’s structure
diversity; after the application of a severe cut-sky mask one still
has left a sky fraction fsky ' 0.55, almost twice the area surveyed
by the SDSS. (ii) The number density of galaxies and the angular
resolution of the WSC data are good enough for our planned local
analyses using MF, in particular to reveal peculiar sky patches with
an uncommon behaviour as compared to simulations. (iii) There are
two versions of the WSC catalogue, each one corresponding to dif-
ferent foreground cleaning process, which allows for a comparison
of the results derived from each version, minimizing the influence
of systematics in our outcomes.
Our methodology consists in comparing the MF calculated
from the WSC catalogue to those from a set of ΛCDM lognormal
realisations. These analyses are performed upon small sky regions
of tomographic redshift bins of the sample, that is, after splitting the
galaxy distribution in five shells defined at disjoint photo-z ranges
in the total interval of 0.10-0.35. This allowed us to identify a total
of 10 regions (each redshift bin containing from 1 to 3 of them) ap-
pearing in disagreement with the simulations, with p-value< 1.4%.
We choose this threshold p-value as a compromise in order to have
at least 1 patch selected in each photo-z bin.
The outline of this paper is as follows. Section 2 presents a
description of the data and simulations used in our analyses. The
basic concepts of the MF and their calculation are introduced in
Section 3. Details of how the local tomographical analyses were
employed and the results obtained are described in Sections 4 and
5, while Section 6 compiles our conclusions and final remarks.
2 DATA DESCRIPTION
The analyses presented in this paper were performed upon two
different samples, both derived from the same galaxy catalogue,
the WISExSuperCOSMOS, through different cleaning processes
as will be discussed. The present section compile the description
of these two data samples and details about the generation of the
ΛCDM mock realisations used for comparison analyses.
2.1 WISExSuperCOSMOS galaxy catalogue
The WSC catalogue was constructed by cross-matching the cur-
rently largest all-sky photometric samples, namely, the WISE
(Wright et al. 2010), in the mid-infrared, and the SuperCOSMOS
(Peacock et al. 2016), in the optical. The cleaning procedure used
by Bilicki et al. (2016) to separate galaxies from stars and quasars
is based in color cuts, aiming to obtain a robust sample for the
purpose of estimating their photometric redshift (photo-z). The re-
leased WSC sample has extinction-corrected magnitudes within
B < 21, R < 19.5 (both AB-like), and 13.8 < W1 < 17 (in
Vega system), resulting in a total of ∼ 20 million galaxies with a
median redshift of z0 ' 0.2 (z < 0.4). Since the contamination
is smaller when removing objects at the lowest and highest photo-
z ranges, we applied an extra cut to select only the sources in the
range 0.10 < z < 0.35. Moreover, because the stellar contami-
nation is highly sensitive to a W1 −W2 color cut, we also apply
the fixed cut of W1 −W2 > 0.2 upon the whole sky. Hereafter,
this sample will be referred as WSC-clean. We then split it in five
photo-z bins of the same thickness, δz = 0.05, as summarized in
Table 1, and build the first set of galaxy number-count (GNC) maps
for analysis. Such maps were constructed in the HEALPIX (Hier-
archical EqualArea iso-Latitude Pixelization) pixelization scheme
(Go´rski et al. 2005) with Nside = 128, such that each pixel contains
the objects encompassed by its area (pixel area of ∼ 0.05 deg2).
The second set of GNC maps was produced from the cata-
logue constructed by Krakowski et al. (2016) from the same WSC
photometric redshift catalogue but using the alternative approach
of support vector machines (SVM) learning for an automatized
identification of the galaxies. The released catalogue comprises the
whole WISE and SuperCOSMOS samples, in a total of ∼ 40 mil-
lion sources, each of them flagged by the SVM according to the
probability of being a galaxy, quasar, or star (pgal, pstar, and pQSO,
respectively). In order to use a sample as pure as possible, in our
analyses we consider the conservative cut of pgal > 0.67, resulting
in a catalogue (hereafter called WSC-svm) with a median redshift
of z0 ' 0.15. Again, some details about the samples originating
the GNC maps investigated here are summarized in table 1.
Additionally, in order to remove areas of contamination not
accounted by the above mentioned cuts, we also use the cut-sky
mask released by Bilicki et al. (2016) jointly to the WSC catalogue.
This mask was constructed with Nside = 256 taking into account
the Galaxy extinction, including regions at E(B − V ) > 0.25 and
regions of the sky with abnormal source density when compared to
a lognormal distribution. It was downgraded to Nside = 128, in such
a way that a pixel in the new resolution is unmasked if at least 50%
c© 2017 RAS, MNRAS 000, 1–14
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Bin # photo-z range
WSC-clean WSC-svm
counts z0 counts z0
1 0.10 - 0.15 1435113 0.130 2108545 0.127
2 0.15 - 0.20 2307948 0.176 2190296 0.174
3 0.20 - 0.25 2682398 0.226 1754763 0.223
4 0.25 - 0.30 2336109 0.272 1379258 0.274
5 0.30 - 0.35 719750 0.316 859436 0.320
Table 1. Summary of the photo-z range, and the total galaxy counts and
median redshift (z0) of each WSC sample and photo-z bin, after the cut-
sky masking. The median redshits of the samples in the entire range 0.10 <
z < 0.35 are zclean0 = 0.22 and z
svm
0 = 0.20 (see Fig. 1).
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Figure 1. Galaxy density n(z) distribution, in counts per square arcminute
and unit redshift, by the photo-z for the WSC-clean (blue solid line) and
WSC-svm (red dashed line) samples.
of the high resolution pixels are unmasked, and, in order to be even
more rigorous, we also include in the masked region all the pixels
with at least one source obeying E(B − V ) > 0.10. The resulting
mask leave for analyses a sky fraction of fsky ' 0.55. Note that
we apply this mask upon all the GNC maps from the previously
described samples and each photo-z bin.
2.2 Lognormal simulations
The mock data used in this work were created with the FLASK
code1 (Xavier et al. 2016). FLASK takes as input a set of auto-
and cross- angular power spectra Cij` s for the number counts in all
photo-z bins i, j considered here and the radial selection function
of the survey n(z) (see Fig. 1), and creates correlated, Poisson-
sampled lognormal realisations of the projected number counts in
each bin (i.e. a set of correlated 2D HEALPIX maps). The input
Cij` s were computed using CAMB SOURCES
2 (Challinor & Lewis
2011) assuming a flat ΛCDM cosmological model with minimal
neutrino mass and cosmological parameters matching those mea-
sured by the Planck collaboration (Planck Collaboration I 2016a).
Since each bin of our data is selected in photo-z, the actual redshift
window W (z) it represents (for which the power spectra ought to
1 http://www.astro.iag.usp.br/∼flask
2 http://camb.info/sources
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Figure 2. Estimated true redshift normalized distribution of the galaxies
inside each one of the five photo-z bins. The thin, dashed, blue curves rep-
resent the WSC-clean sample; the thin, solid, green lines represent the
WSC-svm sample; while the thick, gray curves represent their Gaussian
approximation (actually used to compute theCij` s, see text for details). The
difference between the curves for the same photo-z bin are much smaller
than their widths, justifying the approximation of both WSC-clean and
WSC-svm by the Gaussian curves.
be calculated) is not simply a rectangular function Π(z) (represent-
ing the selected redshift range) multiplied by n(z), but Π(z)n(z)
convolved with the probability density function (PDF) of the photo-
z error. In this work we assume this PDF is a Gaussian centered at
the true redshift with standard deviation σz given the equation
σz = (1 + z)(0.011 + 0.185z + 0.382z
2 − 1.803z3), (1)
a phenomenological fit to the data of Bilicki et al. (2016). The dis-
tribution resulting from the convolution was also approximated by
a Gaussian. Fig. 2 compares the window functions for the WSC-
clean and WSC-svm samples justifying their Gaussian approxi-
mations.
The computed Cij` s include the effects of lensing, redshift
space distortions and other linear terms (see equation 30 of Challi-
nor & Lewis 2011, for details), as well as non-linear corrections
given by HALOFIT (Smith et al. 2003; Takahashi et al. 2012), and
were re-scaled to match the observed variance in the counts in pix-
els (usingNside = 128) – an effect similar to galaxy bias. The n(z)
for each sample was measured directly from the data’s photo-z his-
togram, assuming the selection function is separable in radial and
angular parts (the latter taken to be isotropic outside the mask), and
thus our simulations also reproduce the observations’ mean number
counts in pixels.
We have also created one set of simulated maps that includes
contamination by stars. By comparing the WSC sources selected
as ‘galaxies’ with the SDSS photometric classification (expected to
be more accurate due to a larger colour space and better resolution)
on a 1◦-wide strip centered on declination δ = 30◦, Bilicki et al.
(2016) estimated the remaining contamination in the WSC-clean
sample as a function of Galactic latitude b. As Fig. 3 shows, the
fraction fstar of WSC-clean sources classified as stars by SDSS
is well fitted by fstar = 0.013 + 0.71 exp (−0.09|b|). We assume
the contamination fraction to be the same in all redshift bins [a hy-
pothesis that Bilicki et al. (2016) verified to be reasonable, with a
possible exception for the 0.30–0.35 range, likely more contami-
nated] and used this fit to compute the expected star counts in each
map, such that the mean number counts in the simulations (galaxies
plus stars in the unmasked region) equals the mean number counts
c© 2017 RAS, MNRAS 000, 1–14
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Figure 3. Expected stellar contamination in the WSC-clean sample. The
red dots are the fraction of sources in the δ = 30◦ strip classified as stars
by SDSS, and the black curve is our exponential fit.
in the observations. For each realisation, we Poisson-sampled the
stars according to their expected number; the Cij` s were re-scaled
so the simulations with extra noise from the stars match the vari-
ance observed in the data. An example of mock maps with and
without contamination is presented in Fig. 4.
3 THE MINKOWSKI FUNCTIONALS
Unlike the power spectrum, the MF can also provide morpholog-
ical information and map the shape of structures, besides inform-
ing about spatial correlation of a random field. The morphological
properties of a given random field F in a d-dimensional space can
be completely described using d+ 1 MF (Minkowski 1903). In ad-
dition, the MF are the unique morphological descriptors obeying
motion invariance, conditional continuity and additivity (Hadwiger
1957). It means that any other functional respecting these proper-
ties can be expressed as a linear combination of the others d + 1.
Then, for a 2D GNC field, defined as a projection on the sphere S2
of the sources in a given redshift range, N = N (θ, φ), with mean
〈N〉 and variance σ20 , three MF would be calculated.
Given a sky patch P of the pixelized GNC sphere S2, an ex-
cursion set is defined as the set of pixels in P where the GNC field
exceeds the threshold νt, that is, it is the set of pixels with co-
ordinates (θ, φ) ∈ P such that δN (θ, φ)/σ0 ≡ ν > νt, with
δN ≡ N (θ, φ) − 〈N〉. Each excursion set Σ and its boundary,
∂Σ, can be defined as
Σ ≡ {(θ, φ) ∈ P | δN (θ, φ) > νtσ0}, (2)
∂Σ ≡ {(θ, φ) ∈ P | δN (θ, φ) = νtσ0}. (3)
In a 2D case, for an excursion Σ ⊂ S2, the partial MF calculated
in a connected3 region Ri of Σ are: ai, the Area of the connected
region; li, the Perimeter or contour length of this region; and ni,
the number of holes inside it. The global MF are obtained calcu-
lating these quantities for all the connected regions in Σ, the set of
3 A connected region is constituted by the ensemble of pixels, with values
ν > νt, that have at least a common vertex, i.e., they are a subset of the
excursion (see Ducout et al. 2013, for details).
pixels with ν > νt. Then, the total Area V0(νt), Perimeter V1(νt)
and Genus V2(νt) are (Novikov et al. 1999; Komatsu et al. 2003;
Naselsky et al. 2006; Ducout et al. 2013):
V0(νt) =
1
4pi
∫
Σ
dΩ =
∑
i
ai , (4)
V1(νt) =
1
4pi
1
4
∫
∂Σ
dl =
∑
i
li , (5)
V2(νt) =
1
4pi
1
2pi
∫
∂Σ
κ dl =
∑
i
(1− ni) = Nover −Nunder ,
(6)
where dΩ and dl are, respectively, the elements of solid angle and
line. In the Genus definition, the quantity κ is the geodesic curva-
ture (for details see, e.g., Ducout et al. 2013). This last MF can also
be calculated as the difference between the number of regions with
ν > νt (number of connected over-dense areas, Nover) and regions
with ν < νt (number of connected under-dense areas, or number of
holes, Nunder) in the excursion. The MF used here were calculated
using the algorithm developed by Ducout et al. (2013) and Gay et
al. (2012).
4 THE LOCAL ANALYSES
All the GNC fields constructed from the two WSC galaxy samples,
the corresponding lognormal realisations, and the cut-sky mask are
constructed considering the resolution parameter Nside = 128.
The local analyses of these maps are performed by calculating
the MF for individual sky patches of a GNC map. These patches
are defined as the pixels corresponding to a resolution parameter
Nside = 4, that is, the sky is divided into 192 pixels of equal area
' 215 deg2. Each of these large pixels (which we call patches)
contains 1,024 small data pixels corresponding to the resolution of
Nside = 128. Notice that, since we use a mask to exclude possi-
ble contaminations, the total of 192 patches is reduced to 126 to be
analysed. The cut-sky mask also makes the number of valid pixels
in each patch to vary from one patch to another, especially near the
Galactic plane.
Considering n different thresholds νt = ν1 , ν2 , ... νn, previ-
ously defined dividing the range νmin to νmax in n equal parts, we
compute the three MF Vk, k = 0, 1, 2, that is, the Area, Perimeter,
and Genus, for every patch of a GNC map. Then, for the p-th patch
and for each k we have the vector
vpk ≡ (Vk(ν1), Vk(ν2), ...Vk(νn))|for the p-th patch , (7)
for p = 1, 2, ..., 126. The values chosen for such variables are
[νmin, νmax] = [−1.75, 3.6] and n = 27. Note that the choice of
the threshold range depends on the dispersion of the PDF distribu-
tion of the δN field, which obeys a lognormal distribution, requir-
ing a non symmetric νt range. This is shown in the example of Fig.
5, which presents the PDF distribution of the GNC map (masked
sky) constructed from the WSC-clean sample at the photo-z bin
2, i.e., 0.15 < z < 0.20, and the corresponding MF vectors, vk
for k = 0, 1, and 2. Moreover, since the ν bin width directly influ-
ence the correlation among two consecutive thresholds, the number
n has to be carefully chosen, as discussed bellow (for details, see
Ducout et al. 2013). One can also see in Fig. 5 the comparison of
these observed MF with the mean obtained from the 5000 mock re-
alisations of the WSC-clean sample, showing the good agreement
among them.
c© 2017 RAS, MNRAS 000, 1–14
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Figure 4. Simulated GNC maps in the photo-z range 0.20–0.25 of the WSC-clean sample, without (left panel) and with (right panel) stellar contamination.
Their means and variances are the same, however it is possible to see a subtle increase in counts on the region closest to the Galactic plane in the contaminated
map.
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Figure 5. The first panel shows the PDF distribution of the masked GNC map from the WSC-clean sample at the photo-z bin 0.15 < z < 0.20 (red dashed
line) and of one corresponding mock realisation (black solid line). The second to fourth panels present, respectively, the Area, Perimeter, and Genus curves (red
dashed line) calculated from the same WSC-clean GNC map. For comparison, it is also included, as black solid lines, the average MF over the corresponding
5000 mock realisations. All panels are presented in terms of the ν quantity, i.e., ν(x) = δN/σ0. Note, in all the graphs, the elongated tail for positive ν
values resulting from the lognormal distribution of galaxies.
The signature contained in each sky patch, for each photo-z
bin and sample, is revealed by the MF when compared to the ones
obtained from the corresponding mock realisation set through a χ2
analysis. For that we define a single 81-elements vector by combin-
ing Area, Perimeter and Genus information into a joint estimator
Vp ≡ (vp0 , vp1 , vp2)
= (V p0 (ν1), ..., V
p
0 (ν27), V
p
1 (ν1), ..., V
p
1 (ν27),
V p2 (ν1), ..., V
p
2 (ν27)), (8)
calculated for each patch p = 1, 2, ..., 126. To avoid excess of in-
dices, in what follows we do not explicitly write the super-index p
when referring to the quantity V , but one understands that it is be-
ing calculated for each patch p of a GNC map (from data or mock
sets).
Firstly, we use the joint estimator to calculate, for each patch
and photo-z bin, the mean vector 〈VMock〉 for the set of the GNC
mock realisations of each sample, i.e., 5000 of WSC-clean and
5000 of WSC-svm. Then, we calculate VWSC for each photo-z
bin and WSC sample and compare it with the corresponding mean
vector 〈VMock〉, which contains the features expected in the simu-
lations. This is done performing a χ2 analysis for each patch which
takes into account the correlations among the different MF and
thresholds (Komatsu et al. 2003; Hikage et al. 2006; Ducout et al.
2013; Novaes et al. 2016):
χ2 ≡
81∑
i=1
81∑
j=1
[VWSCi − 〈VMocki 〉]C−1i,j [VWSCj − 〈VMockj 〉], (9)
where the i and j indices run over all 81 combinations of the MF
and thresholds νt (27 for each of the three MF), and C−1i,j is the
inverse of the full covariance matrix, Ci,j , which is calculated from
the mock realisations as
Ci,j ≡ 〈 (VMocki − 〈VMocki 〉) (VMockj − 〈VMockj 〉) 〉. (10)
Note that the number of thresholds and the quantity of GNC mocks
directly influence the accuracy of Ci,j , and, consequently, the cal-
culation of its inverse4. Following Ducout et al. (2013), we verified
that for n = 27 the amount of 5000 mocks is enough for a suffi-
ciently accurate calculation of C−1i,j .
Using equation 9, we calculated the χ2 value for each patch
and each photo-z bin of the WSC-clean and WSC-svmGNC sam-
ples, obtaining the corresponding χ2-maps, presented in Figs 6 and
4 Notice that, although equation 10 is an unbiased estimator of the covari-
ance matrix, its inverse is not an unbiased estimator of C−1i,j . However, in
our case the multiplicative correction factor needed to make the estimator
forC−1i,j unbiased is negligible, with (nt−m−2)/(nt−1) = 0.98, for a
total of nt = 81 thresholds and m = 5000 mock realisations (for details,
see Hartlap et al. 2007).
c© 2017 RAS, MNRAS 000, 1–14
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7. The χ2 values follow a colour scale and tell us how well the
patches are described by the simulations; some χ2 values are very
large, indicating a substantial discrepancy there. However, the Vi
distribution is non-Gaussian, and this might make high χ2 values
more likely than one would naively expect. Therefore, to prop-
erly identify true anomalous structures very unlikely to be found
in ΛCDM universes with lognormal galaxy densities, we analyse
in the next section how unexpected are the observed χ2 values in
comparison to the χ2 distribution estimated from the simulations.
We also examine in detail the features of the MF curves from these
patches in such a way to investigate the possible reason for their
disagreement with simulations.
5 IDENTIFICATION AND ANALYSES OF EXTREME
REGIONS
From the χ2-maps summarized in Figs 6 and 7, a first – and nec-
essary – consistency check is to confirm that the different number
of valid pixels composing each patch, caused by the application of
a cut-sky mask upon all GNC maps, is not influencing our results
concerning the χ2 values. For this we show in Fig. 8 an example of
the relation between the χ2 value and the percentage of valid pixels
in each patch. The plot corresponds to the range 0.15 < z < 0.20
for both WSC samples, but a very similar behaviour is observed in
the other photo-z bins, that is, it does not seem to exist an evident
dependence between these two quantities.
Once we discarded the possibility of the mask to be influenc-
ing our statistics, we must evaluate the probability of finding such
χ2 amplitudes in the mock realisations, in special those patches
whoseχ2 values are seemingly far above the mean (redder regions).
For this, we estimate the frequency of occurrences of the observed
χ2 amplitudes in the mock realisations by constructing χ2-maps
for each of the 5000 simulations of each sample and photo-z bin.
In other words, we repeat the procedure of constructing a χ2-map
using equation 9 but we replace the quantity VWSC by the one ob-
tained from each mock realisation. From these χ2-maps we esti-
mate the p-value for each of the patches by counting the number of
occurrences of χ2 values higher than those from Figs 6 and 7.
In fact, we identified some patches with significantly low p-
values. However, it is worth to mention that such discrepancy can
be associated to contamination, specially if a patch is found dis-
crepant in only one of the two analysed samples. In this sense, our
criterion to finally select an unusual patch is its statistical signif-
icance to be such that p-value < 1.4% in both WSC-clean and
WSC-svm samples simultaneously: if a patch is highlighted in
both samples, each one constructed from a different cleaning pro-
cess, it suggests that its discrepant feature is not a consequence of
contamination, specially if the patch is located far from the Galactic
region. A total of 10 patches were identified under this criterium,
namely:
• patches no. 130, 157, and 180 in the photo-z bin 1 (0.10 <
z < 0.15);
• patches no. 25, 34, and 137 in the photo-z bin 2 (0.15 < z <
0.20);
• patches no. 65, 134, and 189 in the photo-z bin 3 (0.20 < z <
0.25); and
• patch no. 183 in the photo-z bin 4 (0.25 < z < 0.30).
No region obeying this criterium were found in the last photo-z
bin (0.30 < z < 0.35). All these 10 patches are highlighted in
Fig. 9, with the color scale representing the average between the
p-values obtained from the two samples. For an illustration of the
distribution of sources in these patches, we show in Fig. 10 their
Gnomonic projection for the WSC-clean GNC maps.
Moreover, it is still worth to remember that we are analysing
a very large number of separated regions (a total of 630 patches,
126 from each of the 5 photo-z bins), implying that some patches
would inevitably contain large clusters or voids by chance, which
is a plausible explanation for the significantly different morpholog-
ical properties of the selected regions. In other words, one should
expect to observe some patches whose MF features appear to be in
disagreement with the simulations. To evaluate this statement and
confirm if the selected regions disprove our model or if, on the con-
trary, they are rare and extreme (but expected) findings, we analyse
the χ2-maps obtained from the mock realisations and estimate the
probability of a simulation, considering the 5 photo-z bins alto-
gether, to have at least the same number of patches with p-value
< 1.4% as we identified in the WSC GNC maps. We found that
∼38.6% of the simulations contain 10 or more patches satisfying
this condition. Notice that this estimative is an upper limit proba-
bility, since our criterium for selecting a patch is it to have a p-value
< 1.4% in both samples simultaneously.
In this context one can say that our findings show the WSC
samples to be fairly well described by the simulations, that is,
in agreement not only with the concordance cosmological model,
but also with the selection function, the lognormal distribution of
sources, among other aspects of the mocks generation. Aware of
this, we still emphasize the importance of analysing the MF from
the selected patches, hereafter called extreme, since, although not
discrepant, they are very rare regions, what motivates their scrutiny
in order to look for the possible reasons for their uncommon be-
haviour. Indeed, this argument is specially reinforced by the high
statistical significance of patch no. 157, with an average p-value
of 0.01%, identified in photo-z bin 1, and possibly little contam-
inated given its location far from the Galactic plane. To evaluate
the probability of finding such extreme region in the GNC maps,
we calculate its frequency of occurrence in any of the 5 photo-z
bins. We observe that ∼11.8% of the simulations have at least one
patch with p-value < 0.01%. Therefore, although this patch has a
very low probability of occurrence, 0.01%, when considering such
specific portion of the sky, it is reasonably likely (∼11.8%) to ob-
serve at least one of such region, given the volume of Universe we
are analysing (i.e., a total of 630 attempts –126 patches in each of
the 5 photo-z bins– to find discrepant regions). In this context, it is
worth to notice that the statistical problem we are dealing with here
involves a large number of tests, and, for this, it can be affected by
the so called look elsewhere effect or multiple comparisons prob-
lem. This is a statistical problem in which, an observation, appar-
ently statistically significant, actually arise by chance due to the
size of the parameter space (for detailed discussions see, e.g., Eilam
& Ofer 2010; Louis 2008). Aware of this, we performed a rigorous
statistical verification of our results, in the attempt to take into ac-
count such effect.
In order to investigate the selected patches individually and
look for possible causes for their unusual features, we compare
their MF vectors, vWSCk (from each of the samples), to the corre-
sponding mean vector calculated from the mock realisations, 〈vk〉.
This is done through the relative difference among them, ∆vk, that
is, the difference between the two quantities normalized by the
maximum value of the mean vector, as defined by
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Figure 6. χ2-maps resulting from the local analyses of the GNC maps constructed from the WSC-clean sample. From left-to-right and top-to-bottom are the
results for the photo-z bins from 1 to 5 (see Table 1), respectively. See text for details.
Figure 7. Analogous to Fig. 6, but for the WSC-svm sample.
∆vk ≡ v
WSC
k − 〈vk〉
〈vk〉MAX , (11)
for k = 0, 1, 2, i.e., Area, Perimeter, and Genus, respectively. The
relative difference curves resulting for each MF estimated from the
selected patches are displayed in Figs 11 and 12. The two over-
lapped gray regions are estimated from the dispersion of the relative
difference, ∆vik, between the kth MF vector obtained from the ith
GNC mock, vik, and the mean MF calculated from the 5000 non-
contaminated mock realisations of the WSC-clean sample, 〈vk〉,
that is,
∆vik ≡ v
i
k − 〈vk〉
〈vk〉MAX
∣∣∣∣
for the ith contaminated mock
. (12)
The 2σk deviation of ∆vik provides the shaded regions shown in
Figs 11 and 12, where the dark and light gray regions are derived
from contaminated and non-contaminated simulations of the WSC-
clean5, respectively. As expected, one can observe a larger differ-
ence between the two gray regions for patches nearer the Galactic
plane (Fig. 11), explained by the higher contamination level at low
Galactic latitudes. The plots in Figs 11 and 12 also show a black
dotted line representing the mean 〈∆vik〉 curve for the contami-
nated simulations. The comparison with the black solid (straight)
line from the non-contaminated mocks can help to discriminate the
features appearing in the relative difference curves as introduced
5 Since the 2σk regions from the two WSC samples are very similar, we
present in Figs 11 and 12 only those derived from the WSC-clean sample.
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Figure 8. Dependence of the χ2 estimates resulting from the analyses of
the WSC-clean and WSC-svm samples with the fraction of valid pixels
composing the patches. This graphic is derived by analysing photo-z bin 2,
that is, 0.15 < z < 0.20, but similar results are obtained from the other
bins.
Figure 9. Mollweide projection highlighting the extreme patches selected
according to their p-value amplitudes (< 1.4% from the two samples si-
multaneously) estimated locally from the GNC maps constructed from the
WSC samples summarized in Table 1. The color scale corresponds to the
average p-value over the two samples. The number p of the patches and the
photo-z bin in which they were identified, b, are also indicated in the panels,
referred to as p(b) [for example, the patch no. 130 identified at the photo-z
bin 1 is indicated as 130(1)].
by the galaxy distribution and coming from other effects, such as
contamination.
A clear example of a contaminated region is given in the patch
no. 130 in photo-z bin 1, that is, 130(1). Their relative difference
graphs not only show gray regions and dotted lines suggesting a
high contamination level, but also exhibit a different behaviour
between the red and blue curves obtained from WSC-clean and
WSC-svm samples, respectively. Note that the disagreement be-
tween the two curves appears mainly in the case of patches near
the Galactic region (Fig. 11). In fact, since each sample is con-
structed from a different cleaning process, they are expected to dif-
fer more in such region, what seems to be confirmed by the MF
results. Therefore, one can state that the MF are able to reveal fea-
tures associated to the presence of contamination in the GNC maps,
as observed in the examples of Fig. 11 for patches no. 130(1) and
65(3). As seen in Fig. 11, patches no. 137(2), and 134(3), also lo-
cated near the Galactic plane, present ∆vk curves with similar pat-
terns.
The graphs in Fig. 13 correspond to another example of dis-
agreements among the gray regions and also between the ∆vk
curves from the two samples. These are results from the patch no.
3(5), an illustrative example of regions far from the Galactic plane
and taken from the last photo-z bin. Differently from what is ob-
served in Fig. 11, in these graphs both the 2σk regions and the
relative difference curves present a very noisy behaviour. Since the
last photo-z bin is the one with the smallest number of objects, af-
fected by the incompleteness of the sample, these features can be
associated to shot noise. In fact, if a sample is composed by a very
small number of galaxies, the derived GNC map, depending of the
pixelization, can present a large number of holes (pixels with no ob-
jects), compromising the calculations of the MF, which seems to be
the case here. This statement come specially from the fact that patch
no. 3(5) presents ∆vk curves in agreement with the 2σk region,
which by itself seems to reveal the effect of completeness prob-
lems. Moreover, it is also worth to remind that the contamination
of this photo-z bin is expected to be larger than in the others (see
Section 2.2 and discussion in Bilicki et al. 2016), corroborated by
the disagreement observed among the red and blue curves. These
results confirm the potential systematics of the last photo-z bin. In-
terestingly, this is also the redshift range in which no patch with
p-values < 1.4% was identified. Since the uncommon behaviour
of the selected patches is associated to the existence of large and
dense (or under-dense) structures, which appear more likely in the
local Universe, one could actually expect less discrepant regions at
high redshift.
Among the four patches located near the Galactic region, and
seemingly contaminated, one can still see an interesting feature in
the analyses from patch no. 65(3), where the two samples agree
when their relative difference curves extrapolate the gray regions
around ν ∼ 2 (Fig. 11). Note that this is the only range of ν values
where the curves extrapolate the 2σk regions, which is, probably,
the feature responsible for the selection of this patch as an extreme
region. Besides, the behaviour of the curves show that the three MF
from the WSC samples, at this specific threshold, have amplitudes
smaller than that from the mean upon the simulations. In general,
for ν > 0, a low amplitude Genus, that is, vWSC2 < 〈v2〉, sug-
gests a number of over-densities, with respect to under-densities,
lower than the expected by the simulations. It implies either a more
connected region and quite high density (i.e., without many holes),
or a larger number of under-densities than expected. However, we
also see a small Perimeter, vWSC1 < 〈v1〉, indicating a small num-
ber of connected over-densities relative to the mocks, probably
with a more regular contour, what is still confirmed by the small
Area, vWSC0 < 〈v0〉. In other words, remembering that Genus can
be associated to the difference between the number of over- and
under-densities at a given ν threshold (equation 6), a low ampli-
tude Genus, combined to the same behaviour from the Area and
Perimeter, allows us to associate the selection of patch no. 65(3) to
the presence of dense and clustered regions. Note that such char-
acteristics are confirmed observing its Gnomonic projection (Fig.
10), which presents two main areas of high density on its upper-left
side.
For the analyses of patches far from the Galactic plane we fol-
low a similar reasoning. We start from patch no. 157(1) that, as
seen in Fig. 9, is indeed very uncommon among those identified as
extreme regions, presenting the highest statistical significance, an
average p-value of 0.01%. As observed from the first row of panels
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Figure 10. Gnomonic projections of the GNC maps obtained from the WSC-clean sample in the selected patches. The number p of the patch and the
corresponding photo-z bin b are indicated in the title of the panels as p(b). The maps are presented in terms of the dimensionless ν quantity.
in Fig. 12, the overall behaviour6 of the ∆vk curves shows that
the three MF obtained from the WSC samples present an ampli-
tude smaller than the mean from the simulations, |vWSCk | < |〈vk〉|
[in absolute values – remember Genus is negative for ν < 0 (see
again equation 11)]. Then, in analogy to what is observed in patch
no. 65(3) at a specific ν, also valid for the overall behaviour of the
relative difference curves, the patch no. 157(1) is composed by con-
6 In opposite to the features appearing at a specific ν value, we call overall
behaviour the pattern followed by the relative difference curves in the whole
range of ν.
nected over- and under-densities, that is, with no holes or ‘islands’
of over-densities, respectively.
In addition to the overall behaviour of the ∆vk from patch
no. 157(1), it is also important to analyse the features appearing at
specific values of ν, namely, ν ∼ −1.1 and ν & 3, where the ∆vk
curves extrapolate significantly the 2σk regions. The feature at pos-
itive ν present larger Area and Perimeter with respect to the simu-
lations and an opposite behaviour regarding the Genus, indicating
the presence of a large, connected, and very high density region.
The corresponding Gnomonic projection confirms the presence of
such structure at the bottom-right of the patch. Also, this projection
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Figure 11. Analyses of the four extreme patches located near the Galactic region. The plots show the relative difference curves, as given by equation 11,
obtained for Area, ∆v0 (left panels), Perimeter, ∆v1 (middle panels), and Genus, ∆v2 (right panels). The red solid and blue dashed lines correspond to
the results from WSC-clean and WSC-svm samples, respectively. The black dotted line near zero represents the mean 〈∆vik〉 curve for the contaminated
simulations, and the shaded regions correspond to the 2σk dispersion as given by the contaminated (dark gray) and non-contaminated (light gray) mock
realisations (see equation 12 and text for details).
clearly show the presence of a large and significant under-dense
region at the bottom of the patch, possibly responsible for the fea-
ture appearing at the negative ν threshold. In fact, at ν ∼ −1.1,
it is observed a smaller absolute value of the Genus relatively to
the simulations, |vWSC2 | < |〈v2〉|, indicating a lower number of
under-densities, with respect to the over-densities, than expected
by simulations. This feature suggests the presence of a connected
under-dense region. This is also corroborated by a small Perime-
ter, vWSC1 < 〈v1〉, and large Area, vWSC0 > 〈v0〉, appearing at
ν ∼ −1.1.
Very similar conclusions can be achieved analysing patch no.
180(1), not only in the overall behaviour of the ∆vk curves but
also in their features appearing in specific ν thresholds. It differs
from patch no. 157(1) only in the amplitude of the curves when
extrapolating the gray regions around ν ∼ 3.3 and ν ∼ −1.5. In
fact, the presence of a significant over-dense (under-dense) region
can be seen in the left (top and right) of the Gnomonic projection of
patch no. 180(1), whose difference in the significance of this area
relative to the one present in the patch no. 157(1) can be seen from
the corresponding color bar.
With an opposite overall behaviour relative to patch no.
157(1), patch no. 34(2) present the Perimeter and Genus with am-
plitude larger than that from the simulations, |vWSCk | > |〈vk〉| for
k = 1 and 2, but with the relative difference in Area oscillating
around zero (Fig. 12). Moreover, we still see the ∆vk curves ex-
trapolating the 2σk regions at the specific thresholds of ν ∼ 2.5 and
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Figure 12. Analogous to the Fig. 11, but for the six extreme patches far from the Galactic region.
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Figure 13. Analogous to the Fig. 11, but for an illustrative example from the patches of the last photo-z bin, 0.30 < z < 0.35.
ν ∼ −1.5, also with an inverted behaviour relatively to those ap-
pearing in patch no. 157(1). Following previous discussions, these
specific and overall behaviours are associated to the presence of
more than one under-dense area, possibly with irregular contours.
This reflects what is observed in the Fig. 10, that is, a large number
of over-densities spread over the patch, but not of so high density.
Patch no. 189(3), on the other hand, seems to have its uncom-
mon behaviour coming from the specific feature at ν ∼ 2, other-
wise the ∆vk curves appear almost completely inside the shaded
regions, as observed in the third row of Fig. 12. The behaviour of
the three MF at this threshold, i.e., vWSCk < 〈vk〉 for k = 0, 1,
and 2, indicates the presence of connected over-dense regions (one
or more), similar to the one appearing in patch no. 157(1) but of
smaller sizes. A very similar behaviour is observed in patch no.
25(2), in the sense that their ∆vk curves appear inside the 2σk re-
gions, also having its high χ2 amplitude originated from a specific
feature appearing at ν ∼ 3. Presenting extrapolations of the shaded
regions such that vWSCk > 〈vk〉, for k = 0 and 1, and vWSC2 < 〈v2〉
at this specific ν, the relative differences indicate that patch no.
25(2) contain a connected over-dense region, visible at the left side
of the Gnomonic projection shown in Fig. 10.
Our last patch, no. 183(4), have their ∆vk curves with over-
all behaviours similar to those from patch no. 34(2) – indicating
the presence of a large number of over-densities relatively to the
simulations – but with smaller absolute amplitude. A specific fea-
ture also appears in this case at a positive threshold, namely, at
ν & 2, where all the three MF of patch no. 183(4) present ampli-
tudes smaller than expected by the simulations, vWSCk < 〈vk〉 for
k = 0, 1, and 2. Note that this corroborates the conclusions from
their overall behaviour, i.e., the patch has a large number of over-
densities relatively to the simulations. In fact, the Gnomonic pro-
jection of patch no. 183(4) in Fig. 10 shows the presence of some
over-dense areas, although denser and in smaller quantity compared
to patch no. 34(2).
Finally, out of curiosity, we return to the interesting case of
patch no. 157(1), the highest statistical significance region among
those identified by our methodology, and go beyond the analysis
of its relative difference curves aiming to investigate in more de-
tail the reasons for its very uncommon behaviour. As discussed,
the Gnomonic projection of this patch, in agreement with our con-
clusions about its ∆vk curves, show clearly the presence of at
least one highly dense region and one extensive under-density at
the approximate positions (l, b) = (118.4◦,−44.2◦) and (l, b) =
(121.2◦,−50.9◦), respectively. We used the NASA/IPAC Extra-
galactic Database7 (NED) to look for objects – galaxies and galaxy
7 https://ned.ipac.caltech.edu/
clusters – around these two positions, in the redshift range 0.10 <
z < 0.15. According to NED, there is a total of 73 objects in-
side a region of 60 arcmin radius centred on the over-dense area of
patch no. 157(1), among them 6 galaxy clusters8. Inside a 60 ar-
cmin radius region centred in the under-dense area visible in this
patch, on the other hand, were found only 3 galaxies. Therefore,
additionally to a visual inspection of Gnomonic projections, such
extra information works as a consistency check of our conclusions
based upon the features observed in the relative difference curves,
∆vk. In fact, it confirms the MF to be an efficient morphological
tool to investigate the clustering of galaxies and identify discrep-
ancies with respect to the expectations of the model. Additionally,
this ability would also support their use in discriminating, for ex-
ample, diverse modified gravity models, where different clustering
characteristics are expected.
6 CONCLUSIONS AND FINAL REMARKS
The literature offers a variety of statistical tools to study the large-
scale structure in the Universe. Among them are the Minkowski
Functionals (MF), widely used to obtain morphological informa-
tion about the 3D volume distributed galaxy samples. Here, for the
first time, the MF are applied to 2D projections, that is, to galaxy
number count (GNC) maps.
We have presented through this paper the results of using the
MF to perform tomographic local analyses of the WISExSuper-
COSMOS (WSC) catalogue: we divided the catalogue into 192
sky patches and into five disjoint photo-z bins, converted them
into GNC maps and identified regions containing uncommon dis-
tribution of objects with respect to the expected by the ΛCDM
concordance model. This procedure allows us to identify a total
of 10 patches of the GNC maps, in four different photo-z bins
(0.10 < z < 0.30), in disagreement with the mock realisations,
with p-value < 1.4%. Note that the MF did not reveal any extreme
region in the last photo-z bin, 0.30 < z < 0.35. A careful statis-
tical analysis allowed us to evaluate the probability of finding such
set of regions in the GNC maps, showing that they are not in fact
discrepant but expected by the simulations, although the patch no.
157(1) appears as a highly extreme region, with p-value = 0.01%. In
other words, our results indicate that the observed Universe as given
by the WSC data is in agreement not only with the fiducial cos-
mological model, ΛCDM, but also with the contamination model,
selection function, lognormal distribution of the objects, and other
astrophysical features assumed to generate the mock realisations.
8 This comparison is merely illustrative, we did not performed further in-
vestigations about it.
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Nevertheless, even though not discrepant, the selected patches
are still extreme and their uncommon features motivate a thorough
analysis to investigate possible reasons for their disagreement with
the simulations. A scrutiny of the selected regions through detailed
analyses of their MF curves, comparing them to the mean obtained
from the ΛCDM simulations, followed by an additional investiga-
tion on the last photo-z shell lead us to the main conclusions sum-
marized bellow:
(i) Our results show the MF to be highly efficient in obtaining
a topological description of the distribution of galaxies in small
regions of the sky, allowing a direct comparison with predictions of
the concordance cosmological model. These tools have furnished
crucial informations about how clustered are the galaxies, allowing
us to identify the presence of unusual under- and over-densities.
(ii) The careful analysis of the relative difference curves, ∆vk,
from the three MF led us to associate the observed signature to
a possible cause for their uncommon behaviour. In particular, the
divergence among the ∆vk curves from the different samples, to-
gether with the proximity of the highlighted patches to the Galactic
plane, helped us to identify those classified as extreme due to the
presence of contamination, confirming the adequacy of the MF for
such task.
(iii) Our analyses of the last photo-z bin of the WSC samples,
differently from the first four, did not identify any extreme region.
Analysing their ∆vk curves we do not find a statistically significant
disagreement between observations and simulations (Fig. 13), i.e.
the two WSC samples either fall within the 2σk regions and/or do
not agree about their p-value distribution (the low p-value patches
are not the same in both samples). This behaviour might has been
introduced by higher shot noise or due to a higher contamination
level; it is also possible that the Universe at higher redshifts, being
less evolved, is better modelled by our mocks. Again our results
reinforce the power of the MF in characterizing the galaxy distri-
bution in GNC maps.
Moreover, it is worth stressing that the analyses of the selected
patches of the WSC GNC maps, using for comparison the mock re-
alisations, allow us to raise possible reasons for their uncommon
behaviour. Among these, we can also mention the possibility of
inaccurate photometric calibration, instrumental problems, or even
large error in the photo-z estimates, leading sources to appear in a
photo-z bin they do not belong to. Nevertheless, even with all these
possibilities of inaccuracy, in some cases the presence of over- and
under-densities, associated to the redder and bluer pixels, respec-
tively, appears quite clear in the relative difference curves, as shown
in patch no. 157(1). This confirms the validity of our methodology
and its capacity to discriminate features associated to the distribu-
tions of galaxies and those coming from contamination.
Finally, we emphasize that the approach for mapping the
galaxy distribution described here can also be applied to a vari-
ety of catalogues, specially due to the advantage of the MF in not
depending on the size of the analysed region. In this sense, future
experiments, providing larger and deeper catalogues, with higher
completeness and better cleaning processes, are promising datasets
for this kind of analysis and may also benefit from its ability to
identify residual contamination that might influence cosmological
analysis. These experiments can furnish more details and precise
mapping of the galaxy distribution through the Universe, that can
be efficiently studied with the methodology proposed here.
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