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NONLINEAR GRADIENT ESTIMATES FOR ELLIPTIC DOUBLE
OBSTACLE PROBLEMS WITH MEASURE DATA
SUN-SIG BYUN, YUMI CHO, AND JUNG-TAE PARK
Abstract. We study quasilinear elliptic double obstacle problems with a
variable exponent growth when the right-hand side is a measure. A global
Caldero´n-Zygmund estimate for the gradient of an approximable solution is
obtained in terms of the associated double obstacles and a given measure,
identifying minimal requirements for the regularity estimate.
1. Introduction and main results
We consider a double obstacle problem involving the following elliptic equation
with measure data:
(1.1) − div a(Du, x) = µ in Ω,
where µ is a signed Radon measure on Ω with finite total mass |µ|(Ω) < ∞. Here
Ω is a bounded domain in Rn (n ≥ 2) with nonsmooth boundary ∂Ω, and the
nonlinearity a = a(ξ, x) : Rn ×Rn → Rn satisfies a variable p(x)-growth condition.
We are interested in finding a suitable notion of a solution u with two-sided con-
straints on the values of u, ψ1 ≤ u ≤ ψ2 a.e. in Ω, where the given double obstacles
ψ1, ψ2 ∈ W
1,p(·)(Ω) satisfy
(1.2)
{
ψ1 ≤ ψ2 a.e. in Ω, ψ1 ≤ 0 ≤ ψ2 a.e. on ∂Ω,
div a(Dψ1, ·), div a(Dψ2, ·) ∈ L1(Ω).
Under possibly optimal conditions on p(·), a and Ω, we show that such a solution
u satisfies the following gradient bound:
(1.3)
ˆ
Ω
|Du|q dx ≤ c
ˆ
Ω
M1(µ)
q
p(x)−1 dx+ c
ˆ
Ω
M1(Ψ1)
q
p(x)−1 dx
+ c
ˆ
Ω
M1(Ψ2)
q
p(x)−1 dx+ c
for every 0 < q <∞. HereM1 is the fractional maximal functions of order 1 for µ
and Ψi defined by
M1(µ)(x) := sup
r>0
r|µ|(Br(x))
|Br(x)|
and M1(Ψi)(x) := sup
r>0
r
 
Br(x)
|Ψi(y)| dy(1.4)
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for x ∈ Rn, where Ψi(x) := div a(Dψi, x) for i = 1, 2. Here we have assumed that
µ and Ψi are defined in R
n by considering the zero extension to Rn \Ω (see [2, 28]
for a further discussion on the fractional maximal function).
Specifically, we assume that a function p(·) is a continuous function on Ω satis-
fying
(1.5) 2−
1
n
< p− ≤ p(·) ≤ p+ <∞
for some constants p− and p+ and that the vector field a = a(ξ, x) : Rn×Rn → Rn
is differentiable in ξ for a.e. x and measurable in x for all ξ. In addition, there exist
two positive constants Λ1 and Λ2 such that
(1.6)
{
|a(ξ, x)| + |ξ||Dξa(ξ, x)| ≤ Λ1|ξ|
p(x)−1,
Λ2|ξ|
p(x)−2|η|2 ≤ Dξa(ξ, x)η · η
for every ξ ∈ Rn \ {0}, η ∈ Rn, and for a.e. x ∈ Rn. Then the structure condition
(1.6)2 yields the following monotonicity condition:
(1.7)
(
a(ξ, x)−a(η, x)
)
·(ξ−η) ≥

 Λ˜
(
|ξ|2 + |η|2
) p(x)−2
2
|ξ − η|2 if 1 < p(x) < 2,
Λ˜ |ξ − η|p(x) if p(x) ≥ 2
for every ξ, η ∈ Rn, for a.e. x ∈ Rn, and for some constant Λ˜ = Λ˜(n,Λ2, p−, p+) > 0.
For the case p− > n, the measure µ belongs to W−1,p
′(·)(Ω), the dual space of
W
1,p(·)
0 (Ω), by Morrey’s inequality. Then the obstacle problem can be characterized
as the variational inequalityˆ
Ω
a(Du, x) · (Dϕ−Du) dx ≥
ˆ
Ω
µ(ϕ− u) dx(1.8)
for all ϕ ∈ Aψ1,ψ2 . Here the admissible set Aψ1,ψ2 is defined by
(1.9) Aψ1,ψ2 :=
{
ϕ ∈W
1,p(·)
0 (Ω) : ψ1 ≤ ϕ ≤ ψ2 a.e. in Ω
}
,
where the obstacles ψ1, ψ2 ∈W 1,p(·)(Ω) satisfies (1.2)1. Note that Aψ1,ψ2 6= ∅ since
(ψ1)+−(ψ2)− ∈ Aψ1,ψ2 . In this case, there exists a unique weak solution u ∈ Aψ1,ψ2
to the variational inequality (1.8) (see [27, 41]), and there have been regularity
results regarding Caldero´n-Zygmund type estimates such as (1.3) (see for example
[7, 11–13,26]). Thus, we only focus on the case p− ≤ n for which obstacle problem
with a bounded Radon measure µ is not in general representable by a variational
inequality like (1.8). Scheven [39,40] introduced a limit of approximation solutions
of the obstacle problem related to the problem (1.1) with a p-Laplace type. We
adopt this concept to our problem with the p(·)-growth (see Section 2 for notation
appearing in the following definition):
Definition 1.1. Let ψ1, ψ2, g ∈ W 1,p(·)(Ω) with ψ1 ≤ g ≤ ψ2 a.e. in Ω and
let µ ∈ Mb(Ω). We say that u ∈ T
1,p(·)
g (Ω) with ψ1 ≤ u ≤ ψ2 a.e. in Ω is
a limit of approximating solutions to the obstacle problem OP (ψ1, ψ2;µ) if there
exist functions µi ∈ W
−1,p′(·)(Ω) ∩ L1(Ω) with
(1.10)


µi
∗
⇀ µ in Mb(Ω) as i→∞,
lim sup
i→∞
|µi|(V ) ≤ |µ|(V ) for any open set V ⊂ Rn
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and weak solutions ui ∈ W 1,p(·)(Ω) with ψ1 ≤ ui ≤ ψ2 a.e. in Ω to the variational
inequalities
(1.11)
ˆ
Ω
a(Dui, x) · (Dϕ−Dui) dx ≥
ˆ
Ω
µi(ϕ− ui) dx
for all ϕ ∈ ui +W
1,p(·)
0 (Ω) with ψ1 ≤ ϕ ≤ ψ2 a.e. in Ω, such that
(1.12) ui → u in W
1,r(·)(Ω)
for all continuous functions r(·) on Ω satisfying 0 < r(·) < min
{
n(p(·)−1)
n−1 , p(·)
}
.
Remark 1.2. (i) The given data g is used as a test function in (1.11) (see
Lemma 3.2 below).
(ii) Since p(·) > 2 − 1
n
in (1.5), it follows from (1.12) that ui → u in W
1,1(Ω).
This property is necessary to prove the existence of a limit of approximating
solution (see Section 3 below). There have been many existence results for
obstacle problems with measure data. For instance, see [21, 22] for linear
problems, [9,10] for semilinear problems, and [5,30,31,36,37,40] for p-Laplace
type problems. We also refer to [40, Section 1.1] for further discussions in the
literature. On the other hand, the uniqueness of a limit of approximating
solution remains open except for the linear problems, even in cases without
obstacles (see [20]).
We next present our hypotheses on p(·), a and Ω.
Definition 1.3. Let R > 0 and 0 < δ ≤ 18 . We say (p(·), a,Ω) is (δ, R)-vanishing
if the followings hold:
(i) p(·) admits ω : [0,∞)→ [0,∞) as a modulus of continuity satisfying
(1.13) sup
0<r≤R
ω(r) log
(
1
r
)
≤ δ.
(ii) a satisfies
(1.14) sup
0<r≤R
sup
y∈Rn
 
Br(y)
θ (a, Br(y)) (x) dx ≤ δ,
where
θ (a, D) (x) := sup
ξ∈Rn\{0}
∣∣∣∣∣ a(ξ, x)|ξ|p(x)−1 −
(
a(ξ, ·)
|ξ|p(·)−1
)
D
∣∣∣∣∣
for a bounded open set D ⊂ Rn.
(iii) Ω is (δ, R)-Reifenberg flat, namely, for any x0 ∈ ∂Ω and for any 0 < r ≤ R,
there exists a coordinate system {y1, · · · , yn} with the origin at x0 such that
{y ∈ Br : yn > δr} ⊂ Br ∩ Ω ⊂ {y ∈ Br : yn > −δr}.
Remark 1.4. (i) A function p(·) satisfying (1.13) is log-Ho¨lder continuous, which
is more general than Ho¨lder continuous (see Section 2 for details).
(ii) If a vector field a satisfies (1.14), then x 7→ a(ξ,x)
|ξ|p(x)−1
is of small BMO for each ξ
uniformly. This property plays an important role in our perturbation argument
in Section 4 for the regularity theory (see also for instance [11–16,34,35,38]).
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(iii) If Ω is (δ, R)-Reifenberg flat, then we have the following measure density prop-
erties: 

sup
x∈Ω
sup
0<r≤R
|Br(x)|
|Ω ∩Br(x)|
≤
(
2
1− δ
)n
≤
(
16
7
)n
,
inf
x∈∂Ω
inf
0<r≤R
|Ωc ∩Br(x)|
|Br(x)|
≥
(
1− δ
2
)n
≥
(
7
16
)n
.
We refer to [16, 29, 42] for further discussions on Reifenberg flat domains.
For simplicity of notation, we employ the word “data” to denote any structure
constant that depends only on n, Λ1, Λ2, p
− and p+. Moreover we assume that
g ∈ W
1,p(·)
0 (Ω) satisfies
(1.15) ψ1 ≤ g ≤ ψ2 a.e. in Ω and div a(Dg, ·) ∈ L1(Ω).
Now, we are ready to state our main result.
Theorem 1.5. Let 0 < q < ∞, p− ≤ n and µ ∈ Mb(Ω), and let (1.5) and
(1.6) hold. Suppose that ψ1, ψ2 ∈ W 1,p(·)(Ω) and g ∈ W
1,p(·)
0 (Ω) satisfy (1.2) and
(1.15), respectively. Then there exists a small constant δ = δ(data, q) > 0 such
that if (p(·), a,Ω) is (δ, R)-vanishing for some 0 < R < 1, then for any limit of
approximation solutions u ∈ T
1,p(·)
g (Ω) to the obstacle problem OP (ψ1, ψ2;µ), there
is a constant c = c(data, ω(·), q, R,Ω, α) > 0 such that
(1.16)
ˆ
Ω
|Du|q dx ≤ c
(
V + V
1
(p−−1)(1−α)
)(n+1)q
+ c
ˆ
Ω
M1(µ)
q
p(x)−1 dx
+ c
ˆ
Ω
M1(Ψ1)
q
p(x)−1 dx+ c
ˆ
Ω
M1(Ψ2)
q
p(x)−1 dx + c
for every constant α with 0 < α ≤ 12
(
n
n−1 −
1
p−−1
)
< 1, where
(1.17)
V := |µ|(Ω) +
ˆ
Ω
| div a(Dψ1, x)| dx+
ˆ
Ω
| div a(Dψ2, x)| dx
+
ˆ
Ω
| div a(Dg, x)| dx+
ˆ
Ω
|Dg| dx.
Remark 1.6. If p− ≥ 2, we can drop the assumptions div a(Dψ1, ·), div a(Dψ2, ·),
div a(Dg, ·) ∈ L1(Ω) in (1.2) and (1.15) (see Remark 4.2, Remark 4.12 and Sec-
tion 5 below for details). In this case, we obtain, instead of (1.16),ˆ
Ω
|Du|q dx ≤ c
(
W +W
1
(p−−1)(1−α)
)(n+1)q
+ c
ˆ
Ω
M1(µ)
q
p(x)−1 dx
+ c
ˆ
Ω
M
(
|Dψ1|
p(·)
) q
p(x)
dx+ c
ˆ
Ω
M
(
|Dψ2|
p(·)
) q
p(x)
dx+ c,
where M is defined by (2.3) and
W := |µ|(Ω) +
ˆ
Ω
|Dψ1|
p(x) dx+
ˆ
Ω
|Dψ2|
p(x) dx+
ˆ
Ω
|Dg|p(x) dx.
Remark 1.7. (i) The both constants c in Theorem 1.5 and Remark 1.6 blows up
when αց 0 (see Remark 5.2 below).
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(ii) The occurrence of terms V,W results from the absence of normalization prop-
erty (roughly speaking, a constant multiple of solution becomes another solu-
tion) of our problem with a variable exponent growth p(·). In obstacle problems
with a constant growth p(·) ≡ p, however, we can employ the normalization
property to obtain a more natural estimate than (1.16) (see Remark 5.4 below).
In [39, 40], Scheven proved some potential estimates for measure data problems
with a one-sided obstacle and a constant p-growth. On the other hand, we are deal-
ing with two-sided obstacles and a variable exponent p(·)-growth, which poses many
difficulties (see for example Remark 1.7 above) in obtaining the desired estimate
(1.16). To handle these difficulties, we revisit the maximal function approach in
[1,18,33] alongside with L1-comparison estimates (see Section 4 below), a standard
energy L1-estimate (see Section 5.2 below) and a Vitali type covering lemma (see
Lemma 2.2 and Section 5.1 below). In addition, we obtain (1.16) on a nonsmooth
domain beyond the Lipschitz category.
We organize this paper as follow. In Section 2, we introduce standard notation,
some function spaces and auxiliary results. Section 3 provides the existence of a
limit of approximating solutions of the obstacle problem OP (ψ1, ψ2;µ), previously
introduced in Definition 1.1. In Section 4, we deduce comparison estimates between
our obstacle problem and its reference problems. In Section 5, we develop a standard
energy L1-estimate, and then we finally complete the proof of Theorem 1.5 by using
a Vitali type covering lemma.
2. Preliminaries
We start with notation which is used throughout the paper. Let us denote by
Br(x) the open ball in R
n with center x and radius r > 0. Let Br := Br(0),
B+r := Br ∩ {x ∈ R
n : xn > 0}, Ωr(x) := Ω ∩ Br(x), and Ωr := Ω ∩ Br. For
f ∈ L1loc(R
n), we denote the integral average of f over a bounded open set D ⊂ Rn
by (f)D, that is,
(f)D :=
 
D
f(x) dx =
1
|D|
ˆ
D
f(x) dx.
For a given real-valued function f , we set
(f)+ := max {f, 0} and (f)− := −min {f, 0} .
We denote byMb(Ω) a collection of signed Radon measures on Ω with |µ|(Ω) <∞
and define the truncation operator with k > 0
(2.1) Tk(y) :=
{
y if |y| ≤ k,
k sgn(y) if |y| > k,
for all y ∈ R. For a given function g ∈ W 1,p(·)(Ω), a function space T
1,p(·)
g (Ω)
consists of all measurable functions f : Ω→ R such that Tk(f − g) ∈ W
1,p(·)
0 (Ω) for
all k > 0.
Next, we briefly review Lebesgue and Sobolev spaces with variable exponents.
Let p(·) : Rn → (1,∞) be a continuous function with (1.5). We define the variable
exponent Lebesgue space Lp(·)(Ω) as the collection of all measurable functions f on
Ω with
ρp(·)(f) :=
ˆ
Ω
|f(x)|p(x) dx <∞,
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equipped with the Luxemburg norm
||f ||Lp(·)(Ω) := inf
{
θ > 0 :
ˆ
Ω
∣∣∣∣f(x)θ
∣∣∣∣p(x) dx ≤ 1
}
.
Then there is the following relation between the Luxemburg norm and the integral
version:
(2.2) min
{
ρp(·)(f)
1
p− , ρp(·)(f)
1
p+
}
≤ ‖f‖Lp(·)(Ω)≤ max
{
ρp(·)(f)
1
p− , ρp(·)(f)
1
p+
}
.
Moreover, the variable exponent Sobolev space W 1,p(·)(Ω) consists of all functions
f ∈ W 1,1(Ω) ∩ Lp(·)(Ω) whose first order derivatives belong to Lp(·)(Ω), and the
norm is defined by
||f ||W 1,p(·)(Ω) := ||f ||Lp(·)(Ω) + |||Df |||Lp(·)(Ω) .
We denote the closure of C∞c (Ω) in W
1,p(·)(Ω) by W
1,p(·)
0 (Ω), and also the dual
space of W
1,p(·)
0 (Ω) by W
−1,p′(·)(Ω), where p′(·) := p(·)
p(·)−1 . Note that they are all
separable reflexive Banach spaces.
We now give a crucial condition on variable exponents p(·) to have some im-
portant properties for Lp(·)(Ω) and W 1,p(·)(Ω). We say that p(·) is log-Ho¨lder
continuous in Ω if there is a constant cl > 0 such that
|p(x)− p(y)| ≤
cl
− log |x− y|
for all x, y ∈ Ω with |x − y| ≤ 12 . This is equivalent to the existence of a nonde-
creasing concave function ω : [0,∞)→ [0,∞) with ω(0) = 0 satisfying
|p(x)− p(y)| ≤ ω (|x− y|) for all x, y ∈ Ω,
and
sup
0<r≤ 12
ω(r) log
(
1
r
)
≤ c˜l
for some constant c˜l > 0. If p(·) is log-Ho¨lder continuous, then the variable exponent
function spaces introduced above have important properties such as the Sobolev
embedding theorem and Poincare´’s inequality. For further details on the variable
exponent function spaces, we refer to the monographs [19, 23].
We next introduce the Hardy-Littlewood maximal function as an important tool
for the proof of our main result (see Section 5 below), defined by
(2.3) Mf(x) := sup
r>0
 
Br(x)
|f(y)| dy (f ∈ L1loc(R
n)).
If f is defined on a bounded open set D ⊂ Rn, then we write
MDf :=M(χDf),
where χD is the characteristic function over D. For the sake of simplicity, we drop
the index D when D = Ω. We shall use the following well-known estimates:
|{x ∈ Ω :Mf(x) > θ}| ≤
c(n)
θ
ˆ
Ω
|f | dx for every θ > 0,
and for 1 < p ≤ ∞
||Mf ||Lp(Ω) ≤ c(n, p) ||f ||Lp(Ω) .
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The following standard measure theoretical property will be used in Section 5.3
later:
Lemma 2.1 ([17, Lemma 7.3]). Let f be a measurable function on a bounded open
set Ω ⊂ Rn. Let λ > 0 and m > 1. Then, for any 0 < q <∞,
f ∈ Lq(Ω) ⇐⇒ S :=
∑
k≥1
mqk
∣∣{x ∈ Ω : |f(x)| > λmk}∣∣ <∞,
and
1
c
λqS ≤
ˆ
Ω
|f |q dx ≤ cλq (|Ω|+ S) ,
for some c = c(m, q) > 0.
We end this section with a Vitali type covering lemma as follows:
Lemma 2.2 ([16, Theorem 2.8]). Let 0 < ε < 1, 0 < δ ≤ 18 , and R > 0. We
suppose that Ω ⊂ Rn is (δ, R)-Reifenberg flat. For measurable sets C and D with
C ⊂ D ⊂ Ω and for 0 < R0 ≤ R, the two followings hold:
(i) |C| ≤
(
1
1000
)n
ε|BR0 |, and
(ii) if |C∩Br(xo)| ≥ ε|Br(xo)| for xo ∈ Ω and r ∈
(
0, R01000
]
, then Br(xo)∩Ω ⊂ D.
Then we have
|C| ≤ ε
(
10
1− δ
)n
|D| ≤ ε
(
80
7
)n
|D|.
3. Existence for a limit of approximating solutions
In this section we derive the existence of a limit of approximating solutions
(introduced in Definition 1.1) of the obstacle problem OP (ψ1, ψ2;µ). We first recall
the truncation function Tk in (2.1) and introduce another truncation function
(3.1) Φk(t) := T1 (t− Tk(t)) for t ∈ R.
With µi ∈ W
−1,p′(·)(Ω) ∩ L1(Ω) under the assumption
(3.2) K := sup
i∈N
‖µi‖L1(Ω) <∞,
we consider the weak solution ui ∈ A
g
ψ1,ψ2
to the variational inequality
(3.3)
ˆ
Ω
a(x,Dui) · (Dϕ−Dui) dx ≥
ˆ
Ω
µi(ϕ− ui) dx for all ϕ ∈ A
g
ψ1,ψ2
,
where g ∈ W 1,p(·)(Ω) is given with ψ1 ≤ g ≤ ψ2 a.e. in Ω and
Agψ1,ψ2 :=
{
ϕ ∈ g +W
1,p(·)
0 (Ω) : ψ1 ≤ ϕ ≤ ψ2 a.e. in Ω
}
.
We shall show that ui → u in the sense of (1.12) for some u ∈ T
1,p(·)
g (Ω) with
ψ1 ≤ u ≤ ψ2 a.e. in Ω. To see this, we first introduce the following technical
lemma (see [3, Lemma 2.1] and [8, Lemma 4.1]):
Lemma 3.1. Let f ∈ W
1,p(·)
0 (Ω). Suppose that there is a constant co such thatˆ
{k≤|f |≤k+1}
|Df |p(x) dx ≤ co for all k > 0.
Then there exists a constant c = c(co) > 0 such that
‖f‖
W
1,r(·)
0 (Ω)
≤ c
8 SUN-SIG BYUN, YUMI CHO, AND JUNG-TAE PARK
for every continuous function r(·) on Ω satisfying
(3.4) 1 ≤ r(·) < min
{
n(p(·)− 1)
n− 1
, p(·)
}
.
Now we derive some uniform bounds for the variational inequality (3.3) in the
variable exponent setting. For the constant exponent case p(·) ≡ p, we refer to
[40, Lemma 3.3] (see also [4, 6]).
Lemma 3.2. Let ui ∈ A
g
ψ1,ψ2
be the weak solution to the variational inequality
(3.3) with (3.2). Then there exists a constant c1 depending only on data such that
(3.5)
ˆ
Ω
∣∣D[Tk(ui − g)]∣∣p(x) dx ≤ c1kK + c1 ˆ
Ω
|Dg|p(x) dx
for any k > 0. Moreover, we have
(3.6) ‖ui − g‖W 1,r(·)0 (Ω)
≤ c2
for some c2 = c2(data,K, ‖Dg‖Lp(·)(Ω)) > 0 and for any continuous function func-
tion r(·) on Ω with (3.4).
Proof. We first define for k > 0
wi := ui + Tk(g − ui) and vi := ui +Φk
(
g − ui
)
.
Then we have wi, vi ∈ A
g
ψ1,ψ2
, since wi, vi ∈ g +W
1,p(·)
0 (Ω) and
ψ1 ≤ min{ui, g} ≤ wi, vi ≤ max{ui, g} ≤ ψ2 a.e. in Ω.
Now we take ϕ = wi in (3.3), to haveˆ
Ω
a(Dui, x) ·D
[
Tk
(
ui − g
)]
dx ≤
ˆ
Ω
µiTk
(
ui − g
)
dx.
We employ (3.2), (1.6) and Young’s inequality to discover
(3.7)
ˆ
{|ui−g|<k}
(a(Dui, x)− a(Dg, x)) · (Dui −Dg) dx
≤ k
ˆ
Ω
|µi| dx+
ˆ
{|ui−g|<k}
|a(Dg, x)||Dui −Dg| dx
≤ kK + c(ε)
ˆ
Ω
|Dg|p(x) dx+ ε
ˆ
{|ui−g|<k}
|Dui −Dg|
p(x) dx
for any ε > 0. We now set
Ω+ := {x ∈ Ω : p(x) ≥ 2 and |ui − g| < k}
and
Ω− := {x ∈ Ω : p(x) < 2 and |ui − g| < k}.
Then it follows from (1.7) thatˆ
Ω+
|Dui −Dg|
p(x) dx ≤ c
ˆ
Ω+
(a(Dui, x)− a(Dg, x)) · (Dui −Dg) dx(3.8)
for some c = c(data) > 0. In addition, (1.7) and Young’s inequality yield
(3.9)
ˆ
Ω−
|Dui −Dg|
p(x) dx
≤ c
ˆ
Ω−
(a(Dui, x)− a(Dg, x)) · (Dui −Dg) dx+ c
ˆ
Ω
|Dg|p(x) dx
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for some c = c(data) > 0. Finally we combine (3.7)–(3.9) and take ε with cε ≤ 12 ,
to obtain (3.5).
Next, by taking ϕ = vi in (3.3), we haveˆ
Ω
a(Dui, x) ·D
[
Φk
(
ui − g
)]
dx ≤
ˆ
Ω
µiΦk
(
ui − g
)
dx.
Proceeding analogously to the proof of (3.5), we deduceˆ
{k<|ui−g|<k+1}
|Dui −Dg|
p(x) dx ≤ cK + c
ˆ
Ω
|Dg|p(x) dx
for all k > 0, where c is a positive constant depending only on data. Applying
Lemma 3.1, we obtain (3.6) as desired. 
Finally, we obtain the existence of a limit of approximating solutions of the
obstacle problem OP (ψ1, ψ2;µ).
Lemma 3.3. Let ui ∈ A
g
ψ1,ψ2
be the weak solution to the variational inequality
(3.3) satisfying (3.2). Then there exist a subsequence {ij} ⊂ N and a function
u ∈ T
1,p(·)
g (Ω) with ψ1 ≤ u ≤ ψ2 a.e. in Ω such that
uij → u in W
1,r(·)(Ω)
for all continuous functions r(·) on Ω with (3.4).
Proof. The idea of the proof follows from [40, Lemma 3.4]. For the sake of complete-
ness, we give the proof. In view of (3.5) and (2.2), for any fixed k > 0, the sequence
{Tk(ui − g)}i∈N is uniformly bounded in W
1,p(·)
0 (Ω). Since W
1,p(·)
0 (Ω) →֒ L
p(·)(Ω)
is continuous compact embedding, we can assume that
(3.10) {Tk(ui − g)}i∈N is a Cauchy sequence in L
p(·)(Ω)
for all k > 0. Next, according to (3.6), there are a subsequence of {ui}i∈N, still
denoted by {ui}i∈N, and a function u ∈ g +W
1,r(·)
0 (Ω) such that
(3.11)
{
ui → u a.e. in Ω,
ui → u in Lr(·)(Ω).
This implies that ψ1 ≤ u ≤ ψ2 a.e. in Ω, and that Tk(ui − g)→ Tk(u − g) a.e. in
Ω for all k > 0. Then we deduce
Tk(ui − g)→ Tk(u− g) in Lp(·)(Ω) as i→∞
for all k > 0. Again using (3.5), we can also assume that
(3.12) Tk(ui − g)⇀ Tk(u − g) in W
1,p(·)
0 (Ω) as i→∞,
and so in particular u ∈ T
1,p(·)
g (Ω).
Now we choose any continuous function r(·) on Ω with (3.4) and write for fixed
i, j ∈ N,
(3.13)
ˆ
Ω
|Dui −Duj|
r(x) dx =
ˆ
{|ui−uj |>k}
|Dui −Duj |
r(x) dx
+
ˆ
{|ui−uj |≤k}
|Dui −Duj |
r(x) dx
=: I
(k)
ij + II
(k)
ij .
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Taking a continuous function rˆ(·) such that r(·) < rˆ(·) < min
{
n(p(·)−1)
n−1 , p(·)
}
, we
discover
(3.14)
I
(k)
ij ≤
ˆ
{|ui−uj |>k}
ε (|Dui|+ |Duj |)
rˆ(x)
+ c(ε) dx
≤ εc(n, p−, p+)
(ˆ
Ω
|Dui|
rˆ(x) dx+
ˆ
Ω
|Duj |
rˆ(x) dx
)
+ c(ε)|{x ∈ Ω : |ui − uj| > k}|
for any ε > 0. Here the two integrals on the right-hand side above are bounded
independently from i, j ∈ N by (3.6). Also, (3.11) implies that {ui} is a Cauchy
sequence in L1(Ω). Therefore
lim
i,j→∞
|{x ∈ Ω : |ui − uj| > k}| ≤ lim
i,j→∞
1
k
ˆ
Ω
|ui − uj | dx = 0 for every k > 0.
This and (3.14) yield
(3.15) lim
i,j→∞
I
(k)
ij = 0 for any k > 0.
Next, for the estimate II
(k)
ij we write
II
(k)
ij =
ˆ
Ω+ij
|Dui −Duj |
r(x) dx+
ˆ
Ω−ij
|Dui −Duj |
r(x) dx,(3.16)
where
Ω+ij := {x ∈ Ω : |ui − uj | ≤ k and p(x) ≥ 2}
and
Ω−ij := {x ∈ Ω : |ui − uj| ≤ k and p(x) < 2} .
Now we use a comparison function ϕ = ui+Tk(uj−ui) in the variational inequality
(3.3) for ui, while we choose ϕ = uj + Tk(ui − uj) in the version for uj. Then we
infer that for any k > 0ˆ
Ω
(a(Dui, x)− a(Duj , x)) ·D
[
Tk(ui − uj)
]
dx ≤
ˆ
Ω
(µi − µj)Tk(ui − uj) dx.
It follows from (1.7) and (3.2) that
(3.17)
ˆ
Ω+ij
|Dui −Duj|
p(x) dx ≤ 2kK
and
(3.18)
ˆ
Ω−ij
(|Dui|
2 + |Duj|
2)
p(x)−2
2 |Dui −Duj |
2 dx ≤ 2kK.
Keeping in mind r(·) < p(·), the first integral on the right-hand side in (3.16) yields
from Young’s inequality and (3.17) that for any ε > 0
(3.19)
ˆ
Ω+ij
|Dui −Duj|
r(x) dx ≤ c(ε)
ˆ
Ω+ij
|Dui −Duj |
p(x) dx+ ε|Ω|
≤ c(ε)kK + ε|Ω|.
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For the second integral on the right-hand side in (3.16), we employ (3.18) and
Young’s inequality to haveˆ
Ω−ij
|Dui −Duj |
r(x) dx ≤ c(ε)
ˆ
Ω−ij
(
|Dui|
2 + |Duj |
2
) p(x)−2
2 |Dui −Duj |
2 dx
+ ε
ˆ
Ω−ij
(
|Dui|
2 + |Duj |
2
) r(x)(2−p(x))
2(2−r(x)) dx
≤ c(ε)kK + cε
ˆ
Ω
(
|Dui|
r(x) + |Duj |
r(x)
)
dx+ ε|Ω|
for any ε > 0. In the last inequality we used that r(x)(2−p(x))2−r(x) < r(x) for x ∈ Ω
−
ij .
Then it follows from (3.6) that
(3.20)
ˆ
Ω−ij
|Dui −Duj|
r(x) dx ≤ c(ε)kK + cε
for some c = c(data,K, ‖Dg‖Lp(·)(Ω), |Ω|) > 0. Inserting (3.19) and (3.20) into
(3.16), we arrive at
II
(k)
ij ≤ c(ε)kK + cε.
Consequently, we can select ε and k sufficiently small, independently from i and j,
so that
(3.21) sup
i,j
II
(k)
ij ≤ ε˜ for any ε˜ > 0.
Combining (3.15) and (3.21) with (3.13), we have
lim
i,j→∞
ˆ
Ω
|Dui −Duj |
r(x) dx = 0,
which implies that {Dui}i∈N is a Cauchy sequence in Lr(·)(Ω). In view of (3.12),
we infer
Dui → Du in Lr(·)(Ω),
which completes the proof. 
Remark 3.4. For the existence of a limit of approximating solutions, we do not
need the assumptions div a(Dψ1, ·), div a(Dψ2, ·), div a(Dg, ·) ∈ L1(Ω) in (1.2) and
(1.15). Indeed, we can see that there is a limit of approximating solutions in
T
1,p(·)
g (Ω) by taking g = (ψ1)+ − (ψ2)−.
4. Comparison estimates
We consider the weak solution u ∈ Aψ1,ψ2 to the variational inequality
(4.1)
ˆ
Ω
a(Du, x) · (Dϕ−Du) dx ≥
ˆ
Ω
µ(ϕ− u) dx for all ϕ ∈ Aψ1,ψ2
under the assumption
µ ∈ L1(Ω) ∩W−1,p
′(·)(Ω),
where the admissible set Aψ1,ψ2 is given by (1.9).
In this section, we establish comparison estimates in L1-sense between the weak
solution u of (4.1) and the weak solutions of some reference problems. Throughout
this section we assume that p− ≤ n and (p(·), a,Ω) is (δ, R)-vanishing. Moreover,
we give the two obstacles ψ1 and ψ2 with (1.2). We only focus on the comparisons
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near boundary regions of Ω, since the interior case can be derived with the same
spirit. Let 0 < r ≤ R08 , where R0 ∈ (0, 1) is determined later. We assume the
following geometric setting:
(4.2) B+8r ⊂ Ω8r ⊂ B8r ∩ {xn > −16δr},
and write
p0 := p(0), p1 := inf
x∈Ω8r
p(x), p2 := sup
x∈Ω8r
p(x),
and
χ{p0<2} :=
{
0 if p0 ≥ 2,
1 if p0 < 2.
In addition, we denote that for a measurable set D ⊂ Rn,
(4.3) |µ|(D) :=
ˆ
D
|µ(x)| dx and κ(D) := |µ|(D) + |D ∩Ω|,
and we set
(4.4) M := κ(Ω)+
ˆ
Ω
| div a(Dψ1, x)| dx+
ˆ
Ω
| div a(Dψ2, x)| dx+
ˆ
Ω
|Du| dx+1.
We now introduce the reference problems. Defining the admissible set
Aψ1(Ω8r) :=
{
ϕ ∈ u+W
1,p(·)
0 (Ω8r) : ϕ ≥ ψ1 a.e. in Ω8r
}
,
we consider the weak solution z ∈ Aψ1(Ω8r) to the variational inequality
(4.5)
ˆ
Ω8r
a(Dz, x) · (Dϕ−Dz) dx ≥
ˆ
Ω8r
a(Dψ2, x) · (Dϕ−Dz) dx
for all ϕ ∈ Aψ1(Ω8r), where u is the weak solution of the variational inequality
(4.1). We next take into account the following equations, sequentially,
(4.6)
{
div a(Dh, x) = div a(Dψ1, x) in Ω8r,
h = z on ∂Ω8r,
where z ∈ Aψ1(Ω8r) is the weak solution of the variational inequality (4.5), and
(4.7)
{
div a(Dw, x) = 0 in Ω8r,
w = h on ∂Ω8r,
where h ∈W 1,p(·)(Ω8r) is the weak solution of the equation (4.6).
We first derive the comparison estimates between (4.1) and (4.5) as follows:
Lemma 4.1. Assume that 0 < r ≤ R08 , where R0 > 0 satisfies
(4.8) R0 ≤ min
{
R
2
,
1
M
}
.
Let u ∈ Aψ1,ψ2 and z ∈ Aψ1(Ω8r) be the weak solutions to the variational inequali-
ties (4.1) and (4.5), respectively. Then there exists a constant c = c(data) > 0 such
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that  
Ω8r
|Du−Dz| dx
≤ c
[
1
rn−1
(
κ(Ω8r) +
ˆ
Ω8r
| div a(Dψ2, x)| dx
)] 1
p0−1
+
cχ{p0<2}
rn−1
(
κ(Ω8r) +
ˆ
Ω8r
| div a(Dψ2, x)| dx
)( 
Ω8r
|Du| dx
)2−p0
.
Proof. Step 1. Dimensionless estimates. Assume that 8r = 1, i.e., Ω8r = Ω1. We
will prove
(4.9)
 
Ω1
|Du−Dz| dx ≤ c,
under the assumption
(4.10) P + χ{p1<2}P
(ˆ
Ω1
|Du| dx
)2−p1
≤ c,
where the both constants c depend only on data and
P := |µ|(Ω1) +
ˆ
Ω1
| div a(Dψ2, x)| dx.
First extend z to Ω \ Ω1 by u. We claim
u+ Tk(z − u), u+Φk(z − u) ∈ Aψ1,ψ2 for all k > 0,
where the truncations Tk and Φk are given in (2.1) and (3.1), respectively. To
confirm this, it is enough to show that z ≤ ψ2 a.e. in Ω1, since
ψ1 ≤ min{u, z} ≤ u+ Tk(z − u), u+Φk(z − u) ≤ max{u, z}.
Taking ϕ = min{z, ψ2} = z − (z − ψ2)+ ∈ Aψ1(Ω1) in (4.5), we getˆ
Ω1∩{z≥ψ2}
(a(Dz, x)− a(Dψ2, x)) · (Dz −Dψ2) dx ≤ 0.
It follows from (1.7) that
(4.11)
ˆ
Ω1∩{p(x)≥2}
|D(z − ψ2)+|
p(x) dx
+
ˆ
Ω1∩{p(x)<2}
(
|Dz|2 + |Dψ2|
2
) p(x)−2
2 |D(z − ψ2)+|
2 dx ≤ 0.
Note that z ∈ u +W
1,p(·)
0 (Ω1), u ≤ ψ2 a.e. in Ω, and u = 0 ≤ ψ2 a.e. on ∂Ω.
This means (z − ψ2)+ ∈ W
1,p(x)
0 (Ω1), and hence (4.11) implies that (z −ψ2)+ = 0;
namely, z ≤ ψ2 a.e. in Ω1.
We now take ϕ = u+ Tk(z − u) in (4.1), which followsˆ
Ω1
a(Du, x) ·D[Tk(u − z)] dx ≤
ˆ
Ω1
µTk(u− z) dx.(4.12)
Since z+Tk(u−z) ≥ min{u, z} ≥ ψ1, we use ϕ = z+Tk(u−z) ∈ Aψ1(Ω1) in (4.5),
to have ˆ
Ω1
a(Dz, x) ·D[Tk(u− z)] dx ≥ −
ˆ
Ω1
div a(Dψ2, x)Tk(u− z) dx.(4.13)
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Subtracting (4.13) from (4.12), we find
(4.14)
ˆ
Dk
(a(Du, x) − a(Dz, x)) · (Du−Dz) dx
≤ k
(
|µ|(Ω1) +
ˆ
Ω1
| div a(Dψ2, x)| dx
)
,
where Dk := Ω1 ∩ {|u − z| ≤ k}. By testing ϕ = u + Φk(z − u) for (4.1) and
ϕ = z +Φk(u− z) for (4.5), we similarly obtain
(4.15)
ˆ
Ck
(
a(Du, x)−a(Dz, x)
)
·(Du−Dz) dx ≤ |µ|(Ω1)+
ˆ
Ω1
| div a(Dψ2, x)| dx,
where Ck := Ω1 ∩ {k < |u− z| ≤ k + 1}. Proceeding as in the proof of [14, Lemma
3.1], we obtain the estimate (4.9) under (4.10).
Step 2. Scalings. Let us define
p˜(y) := p(8ry), ψ˜1(y) :=
ψ1(8ry)
8Ar
, ψ˜2(y) :=
ψ2(8ry)
8Ar
,
µ˜(y) :=
8rµ(8ry)
Ap0−1
, u˜(y) :=
u(8ry)
8Ar
, and a˜(ξ, y) :=
a(Aξ, 8ry)
Ap0−1
for y ∈ Ω˜ := {y ∈ Rn : 8ry ∈ Ω} and ξ ∈ Rn, where
A :=
[
1
rn−1
(
κ(Ω8r) +
ˆ
Ω8r
| div a(Dψ2, x)| dx
)] 1
p0−1
+
χ{p0<2}
rn−1
(
κ(Ω8r) +
ˆ
Ω8r
| div a(Dψ2, x)| dx
)( 
Ω8r
|Du| dx
)2−p0
.
We then check that u˜ is the weak solution to the variational inequalityˆ
Ω˜
a˜(Du˜, y) · (Dϕ −Du˜) dy ≥
ˆ
Ω˜
µ˜(ϕ− u˜) dy for all ϕ ∈ Aψ˜1,ψ˜2 ,
where Aψ˜1,ψ˜2 :=
{
ϕ ∈W
1,p˜(·)
0 (Ω˜) : ψ˜1 ≤ ϕ ≤ ψ˜2 a.e. in Ω˜
}
. Moreover, defining
z˜(y) :=
z(8ry)
8Ar
for y ∈ Ω˜1 := Ω˜ ∩B1,
we know that z˜ is the weak solution to the variational inequalityˆ
Ω˜1
a˜(Dz˜, y) · (Dϕ−Dz˜) dy ≥
ˆ
Ω˜1
a˜(Dψ˜2, x) · (Dϕ−Dz˜) dy
for all ϕ ∈ Aψ˜1(Ω˜1), where Aψ˜1(Ω˜1) := {ϕ ∈ u˜ +W
1,p˜(·)
0 (Ω˜1) : ϕ ≥ ψ˜1 a.e. in Ω˜1}.
We can now proceed analogously to the proof of [14, Lemma 3.1], to obtain the
desired estimate. 
Remark 4.2. If p− ≥ 2, then we can replace (4.14) byˆ
Dk
|Du−Dz|p(x) dx ≤ ck|µ|(Ω1) + c
ˆ
Dk
|Dψ2|
p(x) dx,
and (4.15) by ˆ
Ck
|Du−Dz|p(x) dx ≤ c|µ|(Ω1) + c
ˆ
Ck
|Dψ2|
p(x) dx.
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Proceeding as in the proof of Lemma 4.1 with two estimates above, instead of (4.14)
and (4.15), we conclude
 
Ω8r
|Du−Dz| dx ≤ c
[
κ(Ω8r)
rn−1
] 1
p0−1
+ c
( 
Ω8r
|Dψ2|
p(x) dx
) 1
p0
.
Thus for p− ≥ 2 we can drop the assumption div a(Dψ2, ·) ∈ L1(Ω) in (1.2).
Remark 4.3. If p(·) is a constant, then we can deduce a version of Lemma 4.1
without introducing the measure κ, see [24,25,40]. However, if p(·) is not a constant,
then the presence of κ plays a crucial role with log-Ho¨lder continuity of p(·).
Like similar arguments in the proof of Lemma 4.1, we can obtain the following
comparison estimates alongside (4.5), (4.6), and (4.7).
Lemma 4.4. Let z ∈ Aψ1(Ω8r) be the weak solution to the variational inequality
(4.5), and let h ∈ W 1,p(·)(Ω8r) be the weak solution of the problem (4.6). Under the
assumptions of Lemma 4.1, there exists a constant c = c(data) > 0 such that 
Ω8r
|Dz −Dh| dx
≤ c
[
1
rn−1
(
|Ω8r|+
ˆ
Ω8r
| div a(Dψ1, x)| dx+
ˆ
Ω8r
| div a(Dψ2, x)| dx
)] 1
p0−1
+
cχ{p0<2}
rn−1
(
|Ω8r|+
ˆ
Ω8r
| div a(Dψ1, x)| dx+
ˆ
Ω8r
| div a(Dψ2, x)| dx
)
×
( 
Ω8r
|Dz| dx
)2−p0
.
Lemma 4.5. Let h ∈ W 1,p(·)(Ω8r) and w ∈ W 1,p(·)(Ω8r) be the weak solutions of
the problems (4.6) and (4.7), respectively. Under the assumptions of Lemma 4.1,
there exists a constant c = c(data) > 0 such that 
Ω8r
|Dh−Dw| dx
≤ c
[
1
rn−1
(
|Ω8r|+
ˆ
Ω8r
| div a(Dψ1, x)| dx
)] 1
p0−1
+
cχ{p0<2}
rn−1
(
|Ω8r|+
ˆ
Ω8r
| div a(Dψ1, x)| dx
)( 
Ω8r
|Dh| dx
)2−p0
.
Next, we provide a higher integrability result of the equation (4.7).
Lemma 4.6 ([14, Lemma 3.3]). Let M1 > 1 and let 0 < r ≤
R0
8 . Suppose that
R0 > 0 satisfies
R0 ≤ min
{
R
2
,
1
4
,
1
2M1
}
and ω(2R0) ≤
1
2n
.
Then there exists a constant τ0 = τ0(data) > 0 such that if w is the weak solution
of (4.7) with ˆ
Ω8r
|Dw| dx+ 1 ≤M1,
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then for any 0 < β ≤ 1 there exists a constant c = c(data, β) > 0 so that( 
Ωρ(xo)
|Dw|p(x)(1+σ) dx
) 1
1+σ
≤ c
( 
Ω2ρ(xo)
|Dw|p(x)β dx
) 1
β
+ c,
provided 0 < σ ≤ τ0 and Ω2ρ(xo) ⊂ Ω8r with ρ ≤ 4r.
Now, we derive the universal constantM1 as in Lemma 4.6. Assume that R0 > 0
satisfies (4.8) and put
Q := κ(Ω) +
ˆ
Ω
| div a(Dψ1, x)| dx+
ˆ
Ω
| div a(Dψ2, x)| dx+ 1.
From Lemma 4.1, 4.4 and 4.5, we directly compute
(4.16)
ˆ
Ω8r
|Dw| dx + 1 ≤ c
(ˆ
Ω
|Du| dx+ diam(Ω)
n(p−−2)+1
p−−1 Q
1
p−−1 + 1
)
=:M1
for some c = c(data) > 0, where diam(Ω) is the diameter of Ω.
Adopting this M1 and applying Lemma 4.6, we obtain the higher integrability
result for the problem (4.7) as follows:
Lemma 4.7 ([14, Lemma 3.5]). Let 0 < r ≤ R08 . Suppose that R0 > 0 satisfies
R0 ≤ min
{
R
2
,
1
M
,
1
4
,
1
2M1
}
and ω(2R0) ≤
1
2n
,
with M as in (4.4) and M1 as in (4.16). Let w be the weak solution of (4.7). Then
w belongs to W 1,p2(Ω3r) with the estimate 
Ω3r
|Dw|p2 dx ≤ c
( 
Ω8r
|Dw| dx
)p2
+ c
for some c = c(data) > 0.
Next, defining a new vector field B = B(ξ, x) : Rn × Ω8r → Rn by
B(ξ, x) = a(ξ, x)|ξ|p2−p(x),
we directly check the following growth and ellipticity conditions:
(4.17)


|ξ||DξB(ξ, x)|+ |B(ξ, x)| ≤ 3Λ1|ξ|
p2−1,
Λ2
2
|ξ|p2−2|η|2 ≤ DξB(ξ, x)η · η
for all η ∈ Rn, ξ ∈ Rn \ {0} and x ∈ Ω8r, and for Λ1 and Λ2 as in (1.6), whenever
p2 − p1 ≤ ω(16r) ≤ ω(2R0) ≤ min
{
1,
Λ2
2Λ1
}
,
see [15, Section 4] for details. We next consider the integral average of B(ξ, ·) on
B+8r, denoted by B¯ = B¯(ξ), as
B¯(ξ) :=
 
B
+
8r
B(ξ, x) dx.
Then (4.17) holds with respect to B¯(ξ). Furthermore we have
sup
0<r≤R
 
B
+
r
θ(a, B+r )(x) dx ≤ 4δ,
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by observing (1.14) and
sup
ξ∈Rn\{0}
∣∣B(ξ, ·)− B¯(ξ)∣∣
|ξ|p2−1
= θ(a, B+8r)(x).
We now consider the homogeneous frozen problem
(4.18)
{
div B¯(Dv) = 0 in Ω3r,
v = w on ∂Ω3r,
where w is the weak solution of (4.7). Indeed, w ∈ W 1,p2(Ω3r) from Lemma 4.7,
and from the standard energy estimate we directly obtain v ∈W 1,p2(Ω3r).
We need to study the comparison estimate between (4.7) and (4.18).
Lemma 4.8 ([14, Lemma 3.6]). Let 0 < r ≤ R08 . Suppose that R0 > 0 satisfies
R0 ≤ min
{
R
2
,
1
M
,
1
4
,
1
2M1
}
and
p2 − p1 ≤ ω(16r) ≤ ω(2R0) ≤ min
{
1
2n
,
Λ2
2Λ1
,
τ0
4
}
,
with M as in (4.4), M1 as in (4.16) and τ0 as in Lemma 4.6. Let w be the weak
solution of (4.7), and let v be the weak solution of (4.18). Then we have the
estimate  
Ω3r
|Dw −Dv|p2 dx ≤ cδ
τ0
4+τ0
{( 
Ω8r
|Dw| dx
)p2
+ 1
}
for some c = c(data) > 0.
We next consider the following reference problem:
(4.19)
{
div B¯(Dv¯) = 0 in B+2r,
v¯ = 0 on B2r ∩ {xn = 0}.
Then this problem has the following Lipschitz regularity, and we also find a
proper comparison estimate between (4.18) and (4.19).
Lemma 4.9 ([32]). Let v¯ ∈ W 1,p2(B+2r) be a weak solution of (4.19). Then we
have Dv¯ ∈ L∞(B+r ) and
(4.20) ||Dv¯||L∞(B+r ) ≤ c
 
B
+
2r
|Dv¯| dx
for some positive constant c depending only on data.
Lemma 4.10 ([15, Lemma 4.6]). For any 0 < ε < 1, there exists δ > 0, depending
only on data and ε, such that if v ∈ W 1,p2(Ω3r) is the weak solution of (4.18), then
there is a weak solution v¯ ∈ W 1,p2(B+2r) of (4.19) satisfying
(4.21)
 
Ω2r
|Dv −Dv¯|p2 dx ≤ εp2
 
Ω3r
|Dv|p2 dx,
where v¯ is extended by zero from B+2r to Ω2r.
Combining all the previous estimates on the reference problems, we obtain the
final comparison L1-estimates near boundary regions.
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Lemma 4.11. Let ρ ≥ 1 and let 0 < r ≤ R08 . Suppose that R0 > 0 satisfies
(4.22) R0 ≤ min
{
R
2
,
1
M
,
1
4
,
1
2M1
}
and
(4.23) p2 − p1 ≤ ω(16r) ≤ ω(2R0) ≤ min
{
1
2n
,
Λ2
2Λ1
,
τ0
4
}
,
with M as in (4.4), M1 as in (4.16) and τ0 as in Lemma 4.6. Then for any
0 < ε < 1, there exists a small constant 0 < δ < 1, depending only on data and ε,
such that if (p(·), a,Ω) is (δ, R)-vanishing and Ω8r forces (4.2), and if u ∈ Aψ1,ψ2
is the weak solution of (4.1) with 
Ω8r
|Du| dx ≤ ρ
and
(4.24)
[
1
rn−1
(
κ(Ω8r) +
ˆ
Ω8r
(| div a(Dψ1, x)|+ | div a(Dψ2, x)|) dx
)] 1
p0−1
≤ δρ,
then there exists a weak solution v¯ of (4.19) such that 
Ω2r
|Du−Dv¯| dx ≤ ερ and ||Dv¯||L∞(Ωr) ≤ cρ
for some c = c(data) > 0.
Remark 4.12. If p− ≥ 2, then we can replace the assumption (4.24) by[
κ(Ω8r)
rn−1
] 1
p0−1
+
( 
Ω8r
|Dψ1|
p(x)dx
) 1
p0
+
( 
Ω8r
|Dψ2|
p(x)dx
) 1
p0
≤ δρ,
see Remark 4.2 for details. In this case, we can drop the assumptions div a(Dψ1, ·),
div a(Dψ2, ·) ∈ L1(Ω) in (1.2).
5. Proof of Theorem 1.5
In this section, we prove our main theorem (Theorem 1.5). We first construct
sequences {ui} and {µi} satisfying (1.10)–(1.12). For any µ ∈ Mb(Ω) we may
regard that µ is defined on Rn by the zero extension to Rn \Ω. Taking φ ∈ C∞0 (B1)
as the standard mollifier, we define φi(x) := i
nφ(ix) for i ∈ N and x ∈ Rn. We now
consider
µi := µ ∗ φi.
Then µi ∈ C
∞
c (R
n), in particular, µi ∈W
−1,p′(·)(Ω) ∩ L1(Ω) satisfying (1.10) and
(5.1) ‖µi‖L1(Ω) ≤ |µ|(Ω).
Having such a function µi, we construct the corresponding weak solution ui ∈
Aψ1,ψ2 to the variational inequality (4.1) with µ replaced by µi such that
(5.2) ui → u in W
1,r(·)(Ω)
for all continuous functions r(·) on Ω with (3.4), as in Lemma 3.3.
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Throughout this section, we suppose that (p(·), a,Ω) is (δ, R)-vanishing. More-
over, we assume that R0 > 0 satisfies
(5.3) R0 ≤ min
{
R
2
,
1
6M1
,
1
M + 1
}
and ω(2R0) ≤ min
{
1
2n
,
Λ2
2Λ1
,
τ0
4
}
,
where M , M1 and τ0 are given in (4.4), (4.16) and Lemma 4.6, respectively. Ac-
cording to (5.1) and (5.2), we see that R0 satisfies (4.22) and (4.23) with u and µ
replaced by ui and µi, respectively, for sufficiently large i.
Our strategy for proving Theorem 1.5 is to apply a Vitali type covering lemma
(Lemma 2.2), under the L1-comparison estimates (Lemma 4.11) in Section 4 and
Lemma 5.1 below, to obtain the power decay estimate for upper level sets of Du
(see (5.13) below). Combining this decay estimate, Lemma 2.1 and the standard
energy L1-estimate (Section 5.2), we finally derive the desired regularity estimate
(1.16) in Theorem 1.5.
5.1. Vitali type covering. For any fixed ε ∈ (0, 1) and N > 1, we define
(5.4) λ0 :=
1
ε|BR0 |
{ˆ
Ω
|Du| dx+ 1
}
> 1
and upper-level sets: for k ∈ N ∪ {0},
CN,k :=
{
x ∈ Ω :M(|Du|)(x) > Nk+1λ0
}
and
DN,k :=
{
x ∈ Ω :M(|Du|)(x) > Nkλ0
}
∪
{
x ∈ Ω : [M1(κ)(x)]
1
p(x)−1 > δNkλ0
}
∪
{
x ∈ Ω : [M1(Ψ1)(x)]
1
p(x)−1 > δNkλ0
}
∪
{
x ∈ Ω : [M1(Ψ2)(x)]
1
p(x)−1 > δNkλ0
}
,
where Ψ1(x) := div a(Dψ1, x) and Ψ2(x) := div a(Dψ2, x) with the conditions (1.2).
Here M and M1 are defined by (2.3) and (1.4), respectively. Remark that if for
p− ≥ 2 we instead define
DN,k :=
{
x ∈ Ω :M(|Du|)(x) > Nkλ0
}
∪
{
x ∈ Ω : [M1(κ)(x)]
1
p(x)−1 > δNkλ0
}
∪
{
x ∈ Ω :
[
M
(
|Dψ1|
p(·)
)
(x)
] 1
p(x)
> δNkλ0
}
∪
{
x ∈ Ω :
[
M
(
|Dψ2|
p(·)
)
(x)
] 1
p(x)
> δNkλ0
}
,
then we can drop the assumptions div a(Dψ1, ·), div a(Dψ2, ·) ∈ L
1(Ω) in (1.2) (see
Remark 4.2 and 4.12 for details).
We now verify two assumptions in Lemma 2.2.
Lemma 5.1. There exists a constant No = No(data) > 1 such that if N ≥ No,
then for any ε > 0,
(i) |CN,k| ≤
ε
1000n
|BR0 |, k ∈ N ∪ {0}, and
(ii) there exists 0 < δ < 1, depending only on data and ε, so that we have
Ωr0(y0) ⊂ DN,k
for all y0 ∈ Ω, r0 ≤
R0
1000 , and k ∈ N∪{0}, with |CN,k ∩Br0(y0)| ≥ ε|Br0(y0)|.
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Proof. The proof is almost like that of [14, Lemma 4.1 and 4.2]. 
5.2. Standard energy L1-estimate. To prove Theorem 1.5, we need the standard
energy L1-estimate for the gradient of a solution u given by (5.2) (see (5.11) below).
To do this, with the function g ∈W
1,p(·)
0 (Ω) satisfying (1.15), we write
C+k := {x ∈ Ω : k ≤ |ui − g| < k + 1 and p(x) ≥ 2} ,
C−k := {x ∈ Ω : k ≤ |ui − g| < k + 1 and p(x) < 2} and Ck := C
+
k ∪C
−
k
for all k ∈ N ∪ {0}. Recall the truncation (3.1). Taking a comparison function
ϕ = ui +Φk(g − ui) in the variational inequality (4.1) replaced u and µ by ui and
µi, respectively, we haveˆ
Ω
(
a(Dui, x)− a(Dg, x)
)
·D[Φk(ui − g)] dx ≤ |µi|(Ω) +
ˆ
Ω
| div a(Dg, x)| dx.
It follows from (1.7) and (5.1) that
(5.5)
ˆ
C
+
k
|Dui −Dg|
p(x) dx+
ˆ
C
−
k
(
|Dui|
2 + |Dg|2
) p(x)−2
2 |Dui −Dg|
2 dx
≤ c
(
|µ|(Ω) +
ˆ
Ω
| div a(Dg, x)| dx
)
︸ ︷︷ ︸
=:P
for all k ∈ N ∪ {0}. Let s = 23−p− . Note that if 2 −
1
n
< p− < 2, then s ∈ (1, p−).
Now we compute
(5.6)ˆ
C
−
0
|Dui −Dg|
s dx
≤
ˆ
C
−
0
(
|Dui|
2 + |Dg|2
) (p(x)−2)s
4 |Dui −Dg|
s
(
|Dui|
2 + |Dg|2 + 1
) (2−p−)s
4 dx
≤ cP +
1
2
ˆ
C
−
0
|Dui −Dg|
s dx+ c
ˆ
C
−
0
(|Dg|+ 1) dx,
where we employed (5.5) and Young’s inequality with exponents 2
s
and 2(2−p−)s .
Indeed, (2 − p−)s = 2− s. Then we combine (5.5) and (5.6), to discover
(5.7)
ˆ
C0
|Dui −Dg| dx
≤ c
ˆ
C+0
|Dui −Dg|
p(x) dx+ c
ˆ
C−0
|Dui −Dg|
s dx+ c|C0|
≤ cP + c
ˆ
Ω
(|Dg|+ 1) dx.
On the other hand, for k ≥ 1 we likewise deduce from (5.5) that
(5.8)
ˆ
C
−
k
|Dui −Dg|
s dx ≤ cP
s
2
(ˆ
C
−
k
(|Dui|+ |Dg|+ 1) dx
) 2−s
2
.
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Then combining (5.5) and (5.8) yields
ˆ
Ck
|Dui −Dg| dx ≤
(ˆ
C
+
k
|Dui −Dg|
p(x) dx+ |Ω|
) 1
p−
|C+k |
p−−1
p−
+
(ˆ
C
−
k
|Dui −Dg|
s dx
) 1
s
|C−k |
s−1
s
≤ c(P + |Ω|)
1
p− |C+k |
p−−1
p−
+ c
(
P |C−k |
p−−1
) 1
2
(ˆ
C
−
k
(|Dui|+ |Dg|+ 1) dx
) 2−p−
2
︸ ︷︷ ︸
=:(∗)
.
Applying Young’s inequality with
(
2
p−
, 22−p−
)
to (∗), we find
ˆ
Ck
|Dui −Dg| dx ≤ c(P + |Ω|)
1
p− |Ck|
p−−1
p− + c
ˆ
Ck
(|Dg|+ 1) dx.
Then we obtain
∞∑
k=1
ˆ
Ck
|Dui −Dg| dx ≤ c(P + |Ω|)
1
p−
∞∑
k=1
|Ck|
p−−1
p− + c
ˆ
Ω
(|Dg|+ 1) dx.(5.9)
On the other hand, for 1
p−−1 < t <
n
n−1 , the definition of Ck means
∞∑
k=1
|Ck|
p−−1
p− ≤
∞∑
k=1
(
1
k
) t(p−−1)
p−
(ˆ
Ck
|ui − g|
t dx
) p−−1
p−
.
Applying Ho¨lder’s inequality and Sobolev’s inequality, we have
(5.10)
∞∑
k=1
|Ck|
p−−1
p− ≤
(
∞∑
k=1
(
1
k
)t(p−−1)) 1p− ( ∞∑
k=1
ˆ
Ck
|ui − g|
t dx
) p−−1
p−
≤ c
(ˆ
Ω
|Dui −Dg| dx
) t(p−−1)
p−
|Ω|(
1− (n−1)t
n )
p−−1
p−
for some c = c(n, p−, t) > 0. Here, we used the fact that 1
p−−1 < t <
n
n−1 . We now
combine (5.7), (5.9) and (5.10) to discover
ˆ
Ω
|Dui −Dg| dx =
ˆ
C0
|Dui −Dg| dx +
∞∑
k=1
ˆ
Ck
|Dui −Dg| dx
≤ c(P + |Ω|)
1
p− |Ω|(
1− (n−1)t
n )
p−−1
p−
(ˆ
Ω
|Dui −Dg| dx
) t(p−−1)
p−
+ cP + c
ˆ
Ω
(|Dg|+ 1) dx
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for some c = c(data, t) > 0. After observing that t < n
n−1 ≤
p−
p−−1 from p
− ≤ n, we
use Young’s inequality with
(
p−
t(p−−1) ,
p−
p−−t(p−−1)
)
, to discover
ˆ
Ω
|Dui −Dg| dx
≤ cP + c(P + |Ω|)
1
p−−(p−−1)t |Ω|
(1− (n−1)tn )
p−−1
p−−t(p−−1) + c
ˆ
Ω
(|Dg|+ 1) dx.
Recalling P in (5.5) and applying (5.2), we deduceˆ
Ω
|Du| dx
≤ c
(
|µ|(Ω) + |Ω|+
ˆ
Ω
| div a(Dg, x)| dx+
ˆ
Ω
|Dg| dx
)
+ c
(
|µ|(Ω) + |Ω|+
ˆ
Ω
| div a(Dg, x)| dx
) 1
p−−(p−−1)t
|Ω|(
1−
(n−1)t
n )
p−−1
p−−t(p−−1) .
Selecting t := 1
p−−1+α for small s with 0 < α ≤
1
2
(
n
n−1 −
1
p−−1
)
< 1, we therefore
conclude the estimate
(5.11)
ˆ
Ω
|Du| dx ≤ c
(
|µ|(Ω) +
ˆ
Ω
| div a(Dg, x)| dx+
ˆ
Ω
|Dg| dx+ 1
)
+ c
(
|µ|(Ω) +
ˆ
Ω
| div a(Dg, x)| dx+ 1
) 1
(p−−1)(1−α)
for some c = c(data, α,Ω) > 0.
Remark 5.2. We note that c in (5.11) goes to +∞ when α goes to zero, since the
constant c in (5.10) blows up as α ց 0. On the other hand, if p(·) is a constant,
then we can deduce from the normalization property thatˆ
Ω
|Du| dx ≤ c
ˆ
Ω
M1(µ)
1
p−1 dx+ c
ˆ
Ω
M1(G)
1
p−1 dx+ c
ˆ
Ω
|Dg| dx(5.12)
for some c = c(n,Λ1,Λ2, p) > 0, where G(·) := div a(Dg, ·). Indeed, this estimate
can be derived by a similar way with the proof of Lemma 4.1.
Remark 5.3. If p− ≥ 2, then we can replace the estimate (5.5) byˆ
Ck
|Dui −Dg|
p(x) dx ≤ c|µ|(Ω) + c
ˆ
Ω
|Dg|p(x) dx.
In this case, we infer
ˆ
Ω
|Du| dx ≤ c
(
|µ|(Ω) +
ˆ
Ω
|Dg|p(x) dx+ 1
)
+ c
(
|µ|(Ω) +
ˆ
Ω
|Dg|p(x) dx+ 1
) 1
(p−−1)(1−α)
for some c = c(data, α,Ω) > 0. Thus for p− ≥ 2, we can drop the assumption
div a(Dg, ·) ∈ L1(Ω) in (1.15).
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5.3. Proof of Theorem 1.5. Let ε > 0. Taking No and δ given in Lemma 5.1,
we apply Lemma 2.2 to have
|CNo,k| ≤
(
80
7
)n
ε|DNo,k| =: ε1|DNo,k| for all k ∈ N ∪ {0}.
An iteration argument and Fubini’s theorem yield a power decay estimate for upper
level sets of M(|Du|) as follows:
(5.13)
S :=
∞∑
k=1
N qko
∣∣{x ∈ Ω :M(|Du|)(x) > Nkλ0}∣∣
≤ |Ω|
∞∑
k=1
(N qo ε1)
k
+
∞∑
i=1
(N qo ε1)
i
∞∑
k=i
N q(k−i)o
∣∣∣{x ∈ Ω : [M1(κ)(x)] 1p(x)−1 > δNk−io λ0}∣∣∣
+
∞∑
i=1
(N qo ε1)
i
∞∑
k=i
N q(k−i)o
∣∣∣{x ∈ Ω : [M1(Ψ1)(x)] 1p(x)−1 > δNk−io λ0}∣∣∣
+
∞∑
i=1
(N qo ε1)
i
∞∑
k=i
N q(k−i)o
∣∣∣{x ∈ Ω : [M1(Ψ2)(x)] 1p(x)−1 > δNk−io λ0}∣∣∣ .
It follows from Lemma 2.1 that
(5.14)
S ≤ 4|Ω|+
c
λ
q
0
ˆ
Ω
M1(κ)
q
p(x)−1 dx+
c
λ
q
0
ˆ
Ω
M1(Ψ1)
q
p(x)−1 dx
+
c
λ
q
0
ˆ
Ω
M1(Ψ2)
q
p(x)−1 dx,
where we selected ε1 so that N
q
o ε1 ≤
1
2 , and then δ = δ(data, q) > 0 is determined.
Meanwhile, Lemma 2.1 implies
(5.15)
ˆ
Ω
|Du|q dx ≤
ˆ
Ω
M(|Du|)q dx ≤ cλq0 (|Ω|+ S) .
Inserting (5.14) into (5.15) and recalling (5.3) and (5.4), we find
(5.16)
ˆ
Ω
|Du|q dx ≤ c
(
1
R0
)(n+1)q
+ c
ˆ
Ω
M1(κ)
q
p(x)−1 dx
+ c
ˆ
Ω
M1(Ψ1)
q
p(x)−1 dx+ c
ˆ
Ω
M1(Ψ2)
q
p(x)−1 dx
for some c = c(data, q,Ω) > 0. Using (5.11) and (5.3), we can choose R0 > 0
satisfying
1
R0
≤
c
R
{
V + V
1
(p−−1)(1−α) + 1
}
(5.17)
for some c = c(data, ω(·), α,Ω) > 0 and for some R < 1, where V is given in (1.17).
Furthermore, recalling (4.3), we compute for x ∈ Ω,
(5.18)
M1(κ)(x) := sup
r>0
rν(Br(x))
|Br(x)|
≤ sup
r>0
r|µ|(Br(x))
|Br(x)|
+ sup
r>0
r|Br(x) ∩ Ω|
|Br(x)|
≤ M1(µ)(x) + c(n)|Ω|
1
n .
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Finally, we employ (5.16), (5.17) and (5.18) to obtain the desired estimate (1.16),
which proves Theorem 1.5.
Remark 5.4. If p(·) is a constant, then it follows from Remark 4.3 and (5.16) that
ˆ
Ω
|Du|q dx ≤ c
|Ω|
Rnq
(ˆ
Ω
|Du| dx+ 1
)q
+ c
ˆ
Ω
M1(µ)
q
p−1 dx
+ c
ˆ
Ω
M1(Ψ1)
q
p−1 dx+ c
ˆ
Ω
M1(Ψ2)
q
p−1 dx
for some c = c(n,Λ1,Λ2, p, q) > 0. This estimate along with (5.12) leads toˆ
Ω
|Du|q dx ≤ c
ˆ
Ω
M1(µ)
q
p−1 dx + c
ˆ
Ω
M1(Ψ1)
q
p−1 dx+ c
ˆ
Ω
M1(Ψ2)
q
p−1 dx
+ c
(ˆ
Ω
M1(G)
1
p−1 dx+
ˆ
Ω
|Dg| dx
)q
+ c
for some c = c(n,Λ1,Λ2, p, q, R,Ω) > 0, where G(·) := div a(Dg, ·).
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