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Abstract
Diffusive motion of particles plays an important role in many phenomena
in surface physics, for example in chemical reactions, surface growth, and
spreading. Diffusive motion can be observed in many different systems. In
this thesis we study diffusion and dynamics in two fundamentally differ-
ent kinds of systems: (i) in Brownian surface systems, and (ii) in a non-
Brownian system of sedimenting particles with full hydrodynamic interac-
tions. The quantities of central importance are the diffusion coefficients
and the related correlation functions. In the sedimentation system we also
discuss the behavior of the velocity fluctuations which has attracted a lot
of attention recently.
First we study the system of spherical Brownian particles on a smooth
surface. We find that while the tracer diffusion coefficient is a decreasing
function of density, as expected, the collective diffusion coefficient strongly
increases with increasing density. This behavior is completely dictated by
the isothermal compressibility, since the center of mass mobility is indepen-
dent of density in this system. Then we consider the influence of a periodic
surface potential and the relation of the continuum model to the lattice
gas model. It turns out that the lattice gas model approximates well the
dynamics of the continuum model except at the limit when coverage ap-
proaches unity. Next we present the corresponding results in a system of
rodlike molecules. For the rodlike molecules the normalized tracer diffusion
coefficient is found to behave exactly as the tracer diffusion coefficient of the
single spheres, while the collective diffusion coefficient is strongly enhanced.
In the system of sedimenting non-Brownian particles we find that the aver-
age sedimentation velocity of spherical particles decreases monotonically as
a function of density but deviates from the phenomenological Richardson-
Zaki law at the lowest densities. However, the average sedimentation veloc-
ity of spheroids displays non-monotonic behavior as a function of density.
The maximum at the intermediate densities is attributed to a change in
the orientational distribution of the spheroids. Finally, we study velocity
fluctuations and diffusion coefficients in a system of sedimenting spherical
particles confined between two parallel vertical walls. We find that the
velocity fluctuations in the direction parallel to gravity grow linearly with
system size, while the velocity fluctuations in the horizontal directions sat-
urate. Also the tracer diffusion coefficient, which is closely related to the
velocity fluctuations, demonstrates similar behavior.
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Chapter 1
Introduction
The concept of Brownian motion has been known for almost two centuries
now. It is a manifestation of the continuous microscopic energy fluctuations
in a system in thermal equilibrium. It was first observed by the botanist
Robert Brown in 1828. He noted that pollen particles of different plants in
water perform an uninterrupted random motion. Similar behavior can be
observed for example in a system of particles adsorbed on a surface or in a
colloidal system in which very small but macroscopic particles are immersed
in a liquid. From the point of view of the diffusing particle this random
motion is caused by the particle’s coupling to the thermal fluctuations of
the substrate, or, in the case of a colloidal particle, its collisions with the
very large number of atomic size fluid particles. Over time this random
motion causes a particle in the system to travel, or diffuse, far away from
its original position. As a result for example a droplet of liquid or adsorbed
gas on a surface spontaneously spreads and eventually the molecules evenly
cover the whole surface.
This kind of diffusive motion of particles plays an important role in many
phenomena in surface physics, for example in chemical reactions taking place
on surfaces where the molecules diffuse around the surface before meeting
their reaction partners. Also in the process of growing thin surface films
where atoms are deposited on the surface they diffuse around to eventually
form the film. In modern nanotechnology with the ever decreasing size of
the structures, diffusion becomes a relevant phenomenon.
The mass of most adsorbed atoms and molecules is so large that their motion
can be considered as classical. Perhaps the only notable exception is the
1
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diffusion of a hydrogen atom, where it can be shown that quantum effects
may play an important role [2].
The dynamics of these systems has been studied mostly in a system contain-
ing only one particle and not much is known about the many-particle dy-
namics. Taking into account realistic substrate dynamics, or a finite density
of particles the interactions among the particles lead to complicated many-
body effects which can be solved analytically only in special cases [2–4].
Under such circumstances computer simulations offer a way to make con-
trolled experiments and to gain some understanding of the behavior of the
system.
Brownian motion like behavior can also be observed in a non-colloidal sus-
pension of particles sedimenting in a fluid. Non-colloidal particles are large
enough such that the random collisions with the fluid molecules no longer
play a role and the motion of the particles can be regarded as deterministic.
There are two slightly different ways of realizing the sedimentation process
experimentally. We show them in Fig. 1.1. The first one is the batch
sedimentation system where the sedimenting particles are released from the
supernatant on the surface of the liquid and are then allowed to sediment
to the bottom of the container. Alternatively, the sedimenting particles can
be first evenly mixed into the liquid and then allowed to sediment freely. In
this fluidized bed experimental setup, shown schematically in Fig. 1.1 (b),
the particles never reach the bottom of the container because the liquid is
kept in an upward motion such that on average the particles do not fall
down.
A single particle sedimenting in a fluid goes straight down to the bottom
of the container. Two particles form a pair, whose velocity can also have
a horizontal component. Three or more particles form a many-body sys-
tem whose dynamics becomes chaotic. The particles influence their mutual
trajectories through the motion of the fluid. Due to backflow of the fluid
induced by the settling particles even the average settling velocity becomes
a non-trivial matter. If we look at the motion of the particles in a frame of
reference which moves with the average settling velocity of the particles, the
dynamics of the system is in many ways similar to the random Brownian
motion even though there is nothing that causes thermal randomness in the
system.
In this thesis we study the diffusive dynamics in the above described strongly
interacting many-body systems. Depending on the details of the system dif-
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Figure 1.1: Experimental setups for sedimentation.
ferent phases such as a liquid or a crystal phase may exist. In this thesis
we concentrate only on the liquid-like phase and in general do not concern
ourselves with the phase transitions or possible other phases in the systems
under study. The central quantities of interest are the diffusion coefficients
and the related velocity autocorrelation functions and their memory func-
tions, velocity fluctuations, and the static structure factor. In particular we
concentrate on the density dependence of these quantities and the underly-
ing mechanisms that give rise to the observed behavior.
In this overview we will first in Chapter 2 define and discuss some basic
concepts of diffusive motion. The meaning of these concepts will be illus-
trated through the behavior of a single Brownian particle. In the second
Chapter we also introduce the lattice gas and continuum models of surface
diffusion giving a short review of the relevant theoretical results available
in the literature. The sedimentation system is introduced in Chapter 3.
This Chapter begins with an introduction to concepts specific to the sed-
imentation system. In the second half of the Chapter some details of the
actual model used are given. Chapter 4 introduces the methods and tech-
niques used in this thesis. This Chapter begins with an introduction of the
simulation methods, namely the Molecular Dynamics and the Monte Carlo
methods. Then we go on to discuss methods for computing the diffusion
coefficients from the simulations. The memory expansion method is a use-
3
Chapter 1. Introduction
ful tool for computing both the tracer and collective diffusion coefficients
and the Boltzmann-Matano method is an efficient and widely used method
in experimental physics to study the collective diffusion coefficient and can
be also utilized in simulations. Chapter 5 gives an overview of the most
important results obtained in this thesis. First the behavior of the diffusion
coefficients in a smooth surface system of single spheres is discussed. We
find that while the tracer diffusion coefficient is a decreasing function of den-
sity, as expected, the collective diffusion coefficient strongly increases with
increasing density. This behavior is completely dictated by the isothermal
compressibility, since the center of mass mobility is independent of density
in this system. Then we consider the influence of a periodic surface poten-
tial and the relation of the continuum model to the lattice gas model. It
turns out that the lattice gas model approximates well the dynamics of the
continuum model except at the limit where coverage approaches unity. Next
we present the corresponding results in a system of rodlike molecules. For
the rodlike molecules the normalized tracer diffusion coefficient is found to
behave exactly as the tracer diffusion coefficient of single spheres, that is the
rod length does not appear to have any effect. Then we go on by discussing
the temporal decay properties of the velocity autocorrelation function in
all of the different systems studied. Finally, we give an overview of our
sedimentation system results including the work reported in Ref. [1]. In
the sedimentation system we find that the average sedimentation velocity
of spherical particles decreases monotonically as a function of density but
deviates from the phenomenological Richardson-Zaki law at the lowest den-
sities. However, the average sedimentation velocity of spheroids displays
non-monotonic behavior as a function of density. The maximum at the
intermediate densities is attributed to a change in the orientational distri-
bution of the spheroids. Last, we study velocity fluctuations and diffusion
coefficients in a system of sedimenting spherical particles confined between
two parallel vertical walls. We find that the velocity fluctuations in the
direction parallel to gravity grow linearly with system size, while the veloc-
ity fluctuations in the horizontal directions saturate. The thesis ends in a
summary and discussion in Chapter 6.
4
Chapter 2
Equilibrium diffusion on
surfaces
2.1 Brownian motion
Let us first consider the most classical example of diffusion: the Brownian
motion. A particle suspended in a liquid undergoes random motion caused
by the collisions between the particle and the surrounding liquid molecules.
The particle has no preferred direction and at any instant in time it is not
possible to predict in what direction the particle is moving.
Consider a single isolated Brownian particle. If we assume that the motion
of the Brownian particle is essentially decoupled from the motion of the
fluid particles, that is the motion of the liquid adapts instantaneously to
the motion of the Brownian particle, we can write down the equation of
motion of such a particle as
m
d
dt
~v(t) = −η m~v(t) + ~F (t), (2.1.1)
where m is the mass of the particle, ~v(t) its velocity at time t, η is the friction
coefficient and ~F (t) is a random force acting on the particle. This equation
of motion is called the Langevin equation. The effect of the surrounding
liquid is on the right hand side of the equation and it is divided into two
terms. The first term represents the systematic drag that the liquid puts
on the particle. The second term represents the random collisions of the
5
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liquid particles with the Brownian particle. The random force is assumed to
be white noise and uncorrelated with the motion of the Brownian particle,
that is
〈~F (t)〉 = 0, and 〈~F (t) · ~v(t)〉 = 0. (2.1.2)
It is also assumed that the correlation time of the random force is infinitely
short
〈~F (t) · ~F (t′)〉 = 2piF0δ(t− t′). (2.1.3)
In here and in the following discussion the brackets 〈 〉 denote an ensemble
average.
The two terms on the right-hand side of Eq. (2.1.1) are not independent.
We can show that there is a connection between the friction coefficient η
and the constant F0. To this end we first write the solution to (2.1.1) as
m~v(t) = m~v(0) exp(−ηt) + exp(−ηt)
∫ t
0
exp(ηs)~F (s)ds. (2.1.4)
If we square this and take the mean we find, using (2.1.2) and (2.1.3), that
m2〈|~v(t)|2〉 = m2〈|~v(0)|2〉 exp(−2ηt)+
exp(−2ηt)
∫ t
0
∫ t
0
exp[η(s+ s′)]2piF0δ(s− s′)ds′ds
= m2〈|~v(0)|2〉 exp(−2ηt) + piF0
η
[1− exp(−2ηt)]. (2.1.5)
Next we consider this solution in the long time limit when the Brownian
particle has completely equilibrated regardless of the initial conditions, that
is we take the limit t→∞. From the equipartition theorem we know that
〈|~v(∞)|2〉 = d kBT
m
, (2.1.6)
where d is the dimension of the system, T the temperature and kB Boltz-
mann constant. From this it follows that
F0 =
d η mkBT
pi
. (2.1.7)
This links the fluctuations which are of microscopic origin to the macro-
scopically observable dissipation in the Langevin equation (2.1.1). This is
an example of the fluctuation-dissipation theorem [5].
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Let us next consider the behavior of the Brownian particle in the long time
limit, and specifically consider the mean square displacement 〈|~r(t)−~r(0)|2〉.
Without any loss of generality let us assume that the particle is initially
at the origin ~r(0) = 0 to simplify things. If we multiply the Langevin
equation (2.1.1) by ~r(t) and use the results
~r · ~v = ~r · ~˙r = 1
2
d
dt
r2, (2.1.8)
~r · ~˙v = ~r · ~¨r = 1
2
d2
dt2
r2 − v2, (2.1.9)
we find that
1
2
m
d2
dt2
|~r(t)|2 + 1
2
η m
d
dt
|~r(t)|2 = m|~v(t)|2 + ~r(t) · ~F (t). (2.1.10)
Taking the statistical mean and again using the equipartition theorem this
yields
d2
dt2
〈|~r(t)|2〉+ η d
dt
〈|~r(t)|2〉 = 2d kBT
m
. (2.1.11)
This is an ordinary differential equation for the mean square displacement
which we can easily solve. Using the initial conditions
〈|~r(0)|2〉 = 0, (2.1.12)
and
d
dt
〈|~r(0)|2〉 = 2〈~r(0) · ~v(0)〉 = 0, (2.1.13)
the solution becomes
〈|~r(t)|2〉 =
(
2d kBT
ηm
)[
t− 1
η
+
1
η
exp(−ηt)
]
. (2.1.14)
In the long time limit when ηt  1 we see that the mean square displace-
ment grows linearly in time
〈|~r(t)|2〉 ∝
(
2d kBT
ηm
)
t. (2.1.15)
This is the hallmark of diffusive motion, in contrast to 〈|~r(t)|2〉 ∝ t2 for
ballistic motion.
7
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2.2 Tracer diffusion
For characterizing the diffusive motion there exists several distinct diffusion
coefficients. In this thesis we concentrate on the tracer diffusion coefficient
DT , the collective diffusion coefficient DC , and the angular diffusion coeffi-
cient DR.
Let us first define the tracer diffusion coefficient. As noted above the mean
square displacement of a Brownian particle depends linearly on time. This
is a general property of diffusive motion and it is precisely this property
that is used for defining DT . Consider a single particle i in a system of N
particles. The tracer diffusion coefficient is defined as
DT = lim
t→∞
1
2d t
〈|~ri(t)− ~ri(0)|2〉. (2.2.1)
That is it is the slope of the mean square displacement of a single particle
i at the long time limit. In the case of a single isolated Brownian particle
we can see from Eq. (2.1.15) that
DT =
kBT
mη
, (2.2.2)
which is inversely proportional to the friction coefficient η.
A quantity closely related to the tracer diffusion coefficient is the velocity
autocorrelation function
φ(t) = 〈~vi(t) · ~vi(0)〉, (2.2.3)
where ~vi(t) is the velocity of a single particle i at time t. To see the con-
nection between this and the tracer diffusion coefficient we again make the
choice ~r(0) = 0 and thus have
〈|~ri(t)|2〉 =
〈∣∣∣∣∫ t
0
~vi(t
′)dt′
∣∣∣∣2〉 = 〈∫ t
0
~vi(t
′′)dt′′ ·
∫ t
0
~vi(t
′)dt′
〉
=
∫ t
0
∫ t
0
〈~vi(t′) · ~vi(t′′)〉dt′′dt′. (2.2.4)
With the substitution s = t′ − t′′ the last integral yields
〈|~ri(t)|2〉 = 2
∫ t
0
(t− s)〈~vi(0) · ~vi(s)〉ds. (2.2.5)
8
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Then we just plug this into the definition of the tracer diffusion coeffi-
cient (2.2.1)
DT =
1
d
lim
t→∞
∫ t
0
t− s
t
φ(s)ds =
1
d
∫ ∞
0
φ(s)ds, (2.2.6)
since eventually at long times ~vi(t) becomes uncorrelated with ~vi(0), the
velocity autocorrelation function goes to zero and thus s in the integrand
remains finite. An expression such as Eq. (2.2.6), where a transport coeffi-
cient is described in terms of a time-correlation function of some dynamic
variable is known as a Green-Kubo equation [6].
2.3 Collective diffusion
So far we have looked at the diffusion of a single particle. As already
mentioned above there is also another diffusion coefficient, the collective
diffusion coefficient DC . In order to define it and illustrate its meaning let
us first take the hydrodynamic approach. In the hydrodynamic regime we
are dealing with length and time scales much larger than the microscopic
ones.
The first ingredient we need is the conservation of particles in the system.
This can be expressed mathematically by the continuity equation
∂ρ
∂t
+∇ ·~j = 0. (2.3.1)
Here ρ is the density of the particles and ~j is the particle current density.
Secondly a connection between these two is taken as the phenomenological
Fick’s first law
~j = −DC(ρ)∇ρ(~r, t), (2.3.2)
which postulates that the particle current density is directly proportional
to the density gradient. This is valid when ∇ρ(~r, t) is sufficiently small that
terms having density gradients higher than second order can be neglected.
This is a manifestation of linear response theory [5]. The coefficient of
proportionality DC is the collective diffusion coefficient. If we combine the
above two expressions we obtain
∂ρ
∂t
= ∇ ·DC(ρ)∇ρ(~r, t), (2.3.3)
9
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which is called the diffusion equation. This is a non-linear partial differential
equation and it is in general not analytically solvable. Therefore, it is often
assumed that DC is a constant or depends on the density only weakly and
the diffusion equation is simplified into
∂ρ
∂t
= DC∇2ρ(~r, t), (2.3.4)
which is often referred to as Fick’s second law. This assumption, however,
is not true for strongly interacting systems, as we will see later, and the
collective diffusion coefficient depends strongly on the density.
It is worthwhile pointing out that the second assumption Eq. (2.3.2) is
valid only when the system is close enough to equilibrium and the density
gradients higher than second order can be neglected. This is not necessarily
the case for example in the spreading of droplets. However, in some cases
the spreading takes place under local quasi-equilibrium conditions and the
linear response theory turns out to be at least approximately valid [7].
From the above discussion it should be clear that the collective diffusion
coefficient deals with the collective motion of the particles. It measures the
role of mass transport and the decay of density fluctuations in the system,
whereas the tracer diffusion coefficient measures the role of diffusive motion
of a single particle.
An alternative way of defining the collective diffusion coefficient is the
Green-Kubo form. An expression analogous to the corresponding equa-
tion for the tracer diffusion, Eq. (2.2.6), reads for the collective diffusion
as
DC =
ρ
NS0d
∫ ∞
0
〈 ~J(t) · ~J(0)〉dt, (2.3.5)
where ~J(t) is the total flux given by
~J(t) =
N∑
i=1
~vi(t). (2.3.6)
The term S0/ρ is the so-called thermodynamic factor, where S0 is defined
as the long wavelength limit of the static structure function. The static
structure function is the zero time limit of the dynamic structure function
defined as the Fourier transformation of the density-fluctuation autocorre-
lation function
S(~r − ~r ′, t) ≡ 〈δρ(~r ′, 0)δρ(~r, t)〉, (2.3.7)
10
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where δρ ≡ ρ(~r, t)− 〈ρ〉. Thus S0 is given by
S0 = lim
k→0
S(k, 0) = lim
k→0
∫
e−i
~k·~r ′S(~r ′, 0)d~r ′. (2.3.8)
The thermodynamic factor is also related to the isothermal compressibility
κT and to the particle number fluctuations through the relation [3]
S0 = kBTρ
2κT = ρ
〈(δN)2〉
〈N〉 . (2.3.9)
If there exists an equation of state for the system one can apply this relation
to extract the thermodynamic factor.
Instead of using the definition (2.3.5) directly for the evaluation of the col-
lective diffusion coefficient it is more convenient to write it in the form
corresponding to Eq. (2.2.1) in the case of the tracer diffusion. In the case
of collective diffusion this becomes
DC =
ρ
S0
Dcm =
ρ
S0
lim
t→∞
1
2N t d
〈|~R(t)− ~R(0)|2〉. (2.3.10)
Here ~R(t) =
∑
i ~ri(t) is N times the coordinate of the center of mass of the
system and Dcm defined by the above expression is called the center of mass
mobility. As can be seen from the definition, the center of mass mobility is
the tracer diffusion coefficient of the center of mass of all particles.
The above definitions clearly illustrate the differences between the two dif-
fusion coefficients. In addition to the dynamical part Dcm, the collective
diffusion coefficient also contains the thermodynamic factor, which can dis-
play anomalous behavior e.g. in the vicinity of phase boundaries. Also, the
dynamic part Dcm is a result of the motion of different particles at differ-
ent times and we can therefore expect that the memory effects do not play
such an important role in the collective diffusion as they do in the tracer
diffusion.
A simple relation between the two diffusion coefficients would be very useful
in practice since Dcm is generally much more difficult to compute numeri-
cally than DT . In the limit ρ → 0, that is when there is only one particle
in the system, DC = Dcm = DT . However, at higher densities no such
relation exists. There exists a rather popular approximate expression called
the Darken equation [3]
DC =
ρ
S0
DT . (2.3.11)
11
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This simply means approximating Dcm by DT . This approximation is accu-
rate only for non-interacting systems and becomes unreliable even for the
most simple interacting systems [2].
2.4 Angular diffusion
For molecules which also have a rotational degree of freedom an angular
(tracer) diffusion coefficient can be defined based on the rotational motion
of the molecules. We do this in a way that is analogous to the definition of
the tracer diffusion coefficient:
DR = lim
t→∞
1
2d t
〈|θi(t)− θi(0)|2〉, (2.4.1)
where θi(t) is the orientation of the molecule i at time t with respect to some
fixed axis. It should be noted that θi(t) is not bounded in [0, 2pi]. This is
somewhat different from the usual rotational diffusion coefficient [8].
The angular diffusion coefficient DR is useful for monitoring the rotational
motion of the molecules. Especially if there is a phase transition in the
system to an orientationally ordered nematic phase one would expect to see
a drop in DR. We have computed this quantity in the system of rodlike
molecules in Section 5.4 to observe if any orientational ordering takes place.
2.5 Generalized Langevin equation and me-
mory functions
The discussion of Section 2.1 was for a single particle diffusing in a system
without any external potential. In a more general case we have a number
of diffusing particles in the system which interact in some arbitrary way.
In addition to interacting with each other the particles can also interact
with the surface through some interaction potential. In such a system the
Langevin equation (2.1.1) can be generalized to
m
d
dt
~v(t) = −∇V (~r(t))−m
∫ t
0
M(t− t′)~v(t′)dt′ + ~F (t), (2.5.1)
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where V (~r) is an external potential and the time dependent friction term
M(t) is called the memory function. It contains the memory of the ear-
lier states of the system. This equation is called the Generalized Langevin
Equation. In the Markovian limit M(t) = ηδ(t) it reduces back to the same
form as the Langevin equation (2.1.1) introduced above. Despite the fact
that the Generalized Langevin Equation is often used as a phenomenological
approach it can be derived from a microscopic Hamiltonian that incorpo-
rates the full degrees of freedom of the system using the Mori Projection
Operator formalism [2,4, 9–11].
The Generalized Langevin Equation can also be written for the velocity
autocorrelation function φ(t) as [12]
dφ(t)
dt
= iΩ0φ(t)−
∫ t
0
Mv(t− s)φ(s)ds. (2.5.2)
Here iΩ0 is the so called frequency variable which vanishes in continuum.
Again in the Markovian limit the memory function Mv(t) reduces to a delta
function.
To determine Mv(t) numerically we Fourier transform (2.5.2) and solve for
the Fourier transform of the memory function
M˜v(iω) + iΩ0 =
1
φ˜(iω)
− iω. (2.5.3)
In case the functions φ(t) and Mv(t) are only known at discrete time steps
this formula can be readily generalized using the discrete Fourier transfor-
mation. We discuss the behavior of the velocity autocorrelation function in
different systems in Sections 5.3 and 5.6 and also compute the corresponding
memory functions.
2.6 Microscopic theories for a single particle
In the low density limit when we have only one diffusing particle in the
system both translational diffusion coefficients DT and DC introduced above
are equal. The diffusion of a single particle in absence of an external surface
potential was already discussed in Section 2.1. The simple result DC(0) =
DT (0) = kBT/mη was obtained by solving the Langevin equation (2.1.1)
explicitly.
13
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In any realistic surface system the diffusing particle interacts with the sur-
face through some interaction potential. Even in the case of a single diffusing
particle the problem is inherently of many-body type due to the coupling of
the particle to the substrate degrees of freedom. The resulting effect on the
diffusing particle is described by the so-called adiabatic potential VA(~r).
To define the adiabatic potential consider an interaction Hamiltonian of the
form
Ha = Hs +H0 +Hint, (2.6.1)
whereHs is the Hamiltonian for the substrate excitations and the adparticle
Hamiltonian H0 is given by
H0 = ~p
2
2m
+ Vs(~r), (2.6.2)
where m is the mass of the diffusing adparticle and ~p its momentum. The
potential Vs is the rigid surface potential corresponding to an unperturbed
surface. The remaining term Hint consists of two parts. The first part
is an adiabatic part which describes the local relaxation of the substrate
caused by the adparticle. The second part is called the non-adiabatic part
and it is due to the rapid thermal fluctuations of the substrate. The adia-
batic potential VA(~r) is defined as a sum of Vs(~r) and the adiabatic part of
Hint. Formally, we can write Hint = V (~r, ~R`) where V (~r, ~R`) is a general
interaction potential. The adiabatic potential VA(~r) can be defined through
exp{−β[VA(~r)−Vs(~r)]} ≡ 1
Zs
∫
exp{−β[Hs+V (~r, ~R`)]}Π`d~P`d~R`, (2.6.3)
where β = 1/(kBT ), the capitalized coordinates refer to the substrate par-
ticles, V (~r, ~R`) = Hint and Zs is a configuration integral
Zs =
∫
exp(−βHs)Π`d~P`d~R`. (2.6.4)
Thus the adiabatic potential contains all static information about the sys-
tem. The minima of the adiabatic potential define the equilibrium adsorp-
tion sites and the diffusion barrier is the difference between the potential of
the minima and the lowest saddle points.
The surface potentials studied in this thesis are considered to be adiabatic
potentials. A model potential considered in Publication IV is the following
separable one:
VA(x, y) = V0[cos(
2pix
a
) + cos(
2piy
a
)], (2.6.5)
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where a is the lattice parameter and the barrier between two neighboring
potential minima is 2V0.
For a single particle on an active surface the tracer diffusion coefficient is
known analytically [13]. Unfortunately, within this theory DT can only be
solved numerically. Only in the special cases of a very low friction or high
friction an analytic approximation is available.
In the limit of high friction, η → ∞, we have an accurate analytic ap-
proximation for DT [4, 14]. Within this approximation the tracer diffusion
coefficient for example along the x direction can be written as
DxxT =
a2kBT
mη
∫ b
0
{∫ a
0
exp[βVA(~r)]dx}−1dy∫ b
0
∫ a
0
exp[−βVA(~r)]dxdy
, (2.6.6)
where a and b are the lattice spacings in x and y directions, respectively,
of a lattice formed by the minima of the surface potential. In an isotropic
case both x and y directions are of course equivalent. Substituting the
potential (2.6.5) yields
DT =
kBT
mη
I0(V0β)
−2, (2.6.7)
where I0 denotes the modified Bessel function of the first kind of order zero.
For the potential (2.6.5) the requirement of high friction can be expressed
as η/ω0  1, where ω0 = (pi/σ)
√
V0/m is the frequency of the vibrational
mode and σ is the diameter of the diffusing particle.
At the low friction limit when η/ω0  kBT/V0 a simple approximate for-
mula exists only for a one dimensional system [2]:
DT =
pikBT
2mη
exp(− 2V0
kBT
). (2.6.8)
However, the validity of this expression is limited to extremely low values
of friction, which are not very common in surface physics.
2.7 Many-particle case
2.7.1 Lattice gas model
The most simple and widely used model of surface diffusion is the lattice
gas (LG) model. The LG model is a discrete space model in which the
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adparticles can be located only in discrete sites forming a lattice. In a sense
this model describes a surface with a strongly binding surface potential
which confines the adparticles to the lattice sites.
In the most simple version of the model, also called the Langmuir gas model,
the only interaction between the particles is site exclusion, that is two par-
ticles can not occupy the same site at the same time. The particles attempt
to make a jump to a randomly chosen nearest neighbor site at a certain
attempt frequency. If the neighboring site is unoccupied the jump is always
successful, if it is already occupied the jump is unsuccessful.
The LG approach has been immensely useful in diffusion studies due to its
conceptual simplicity. It is relatively easy to model by computer simulations
and it is even possible to obtain some analytical results. For finite coverages
there exists a wealth of analytic and numerical diffusion studies for LG
models of various systems [2–4,15–21].
Within the Langmuir gas picture it is possible to solve the collective diffusion
coefficient DC exactly [15]. In general, we can decompose DC as
DC(θ) =
D0(1− θ)
κT (θ)
fC(θ), (2.7.1)
where D0 ≡ D(θ = 0). The isothermal compressibility κT (θ) is a static
factor and the second part fC(θ) is a correlation factor containing all dy-
namical memory effects. In the lattice gas model it is customary to talk
about coverage θ instead of the density. The coverage is defined as the pro-
portion of the lattice sites that are occupied. The surprisingly simple result
is that DC is constant independent of coverage. This is due to the fact that
fC(θ) = 1 and κT (θ) = (1−θ) exactly cancels out the coverage dependence.
The tracer diffusion coefficient DT is more tricky to solve since the motion of
the particles is not a simple random walk but rather it is highly correlated.
A similar decomposition as for DC above can also be written for DT as
DT (θ) = D0(1− θ)fT (θ), (2.7.2)
where fT (θ) is again a correlation factor as fC above. A mean field result
states that fT (θ) = 1 and the site blocking interaction causes a linear decay
DT (θ)/D0 = (1 − θ). Both diffusion coefficients are presented in Fig. 2.1.
More accurate results for the tracer diffusion coefficient by Ferrando et al.
[18] are also included.
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Figure 2.1: The diffusion coefficients in the Langmuir gas model. Solid line
is the collective diffusion coefficient DC , dashed line the mean field result
DT = 1− θ for the tracer diffusion coefficient and the dotted line indicates
data for DT from Ref. [18]. The coverage θ is the proportion of lattice sites
that are occupied.
2.7.2 Continuum case
In the continuum case the positions of the particles are not restricted to any
discrete lattice sites, but they can move continuously on the surface. The
motion of each particle in the system is governed by the Langevin equation
m
d~v(t)
dt
= −mη~v(t) + ~f(t) + ~F (t), (2.7.3)
where ~f(t) is the total interaction force of the particle with other particles
and the surface. In the absence of any interactions this equation is the same
as Eq. (2.1.1) presented above.
A common choice for the particle-particle interaction potential is the Len-
nard-Jones potential or the purely repulsive 1/rn potential. In this thesis
we have studied the continuum model with the interaction potential of the
form
V (r) = 
(σ
r
)n
, (2.7.4)
where σ is the diameter of the particles and  is a parameter. In the limit
n → ∞ this potential becomes the hard sphere potential. For n we have
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chosen the commonly used value 12. In the simulations it is necessary to
use a cutoff in this potential, otherwise the simulation becomes prohibitively
slow because of the infinite range of this potential. A common choice for
the cutoff is 2.5σ.
An interaction potential of the form (2.7.4) has the convenient property
that in the smooth surface case without any external forces by making a
simple scaling of the density the results obtained using one value of n can
be translated to those of another value. The scaling works also for the limit
n→∞ and thus results for a hard sphere system can be obtained by using
a finite n in the simulations. The scaling is
ρ˜ =
( 
kBT
)2/n
ρ, (2.7.5)
where ρ = N/A is the density in a system of N particles, an area A, and
interaction potential (2.7.4). The density ρ˜ is the corresponding density in
the hard sphere system. If there is a surface potential in the system this
scaling is not valid.
From the definition of the center of mass mobility Dcm (2.3.10) we can
see that it measures the motion of the center of mass of all the particles.
If there is no surface potential and the particle interactions preserve the
momentum, the center of mass motion is of course completely unaffected
by the particle-particle interactions and the center of mass mobility behaves
as if the particles did not interact at all. In the case of a non-interacting
system it is easy to show from the definition of Dcm that it does not depend
on the density. If there is a surface potential in the system the particles can
exchange momentum with the surface and this simple result does not hold
any more.
Thus on a smooth surface the behavior of the collective diffusion coefficient
is solely determined by the thermodynamic factor. As noted already above
it is possible to extract the thermodynamic factor from an equation of state
if one is available. For the hard sphere system on a smooth surface there
are several approximations available in the literature. Perhaps the most
compact formula is given by Boublik [22] for convex particles as
ρ
S0
=
1 + 2ρAc(γ − 1)
(1− ρAc)2 +
2ρAc[1 + ρAc(γ − 1)]
(1− ρAc)3 , (2.7.6)
where the aspect ratio γ = piR2c/Ac, for convex particles of area Ac and
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Figure 2.2: The tracer and collective diffusion coefficients in the smooth
surface continuum model.
perimeter 2piRc. For the spheres γ = 1 and this reduces to
ρ
S0
=
1
(1− ρAc)2 +
2ρAc
(1− ρAc)3 . (2.7.7)
In Publication II we have tested this expression and it agrees extremely well
with the simulation results at densities below the freezing transition.
In analogy to the lattice gas model the tracer diffusion coefficient is harder
to determine theoretically and no accurate analytic theory for it exists in
the continuum case. In Fig. 2.2 we show the behavior of both diffusion
coefficients schematically. This shows that there is a major difference be-
tween the lattice gas model and the continuum model. In the continuum
model the center of mass mobility Dcm is a constant independent of den-
sity, whereas in the lattice gas model it is the collective diffusion coefficient
DC itself that does not depend on the coverage. The behavior of the tracer
diffusion coefficient is qualitatively similar in both cases.
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Chapter 3
Sedimentation of
non-Brownian particles
3.1 Sedimentation dynamics
In this Section we consider a system of non-colloidal particles suspended in
a fluid. The size of the particles is taken to be so large that the Brownian
motion discussed in the previous Chapter is no longer important. An im-
portant aspect that we need to consider instead is the role of long ranged
hydrodynamic interactions mediated by the fluid.
A measure of the relative importance of the Brownian diffusion in the system
is given by the Pe´clet number. It is defined as the ratio of a typical velocity
of the particles times the size of the particles to the diffusion coefficient of
a single isolated particle
Pe =
va
DT
, (3.1.1)
where a is the radius of the colloidal particles, v their average velocity
and DT the tracer diffusion coefficient. In the non-Brownian sedimentation
systems considered in this thesis the Pe´clet number is very large (Pe−1 = 0).
The motion of the fluid is governed by the Navier-Stokes equation
ρl
[
∂~u
∂t
+ (~u · ∇)~u
]
= −∇p+ η∇2~u+ ~f, (3.1.2)
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where ρl is the density of the fluid, ~u is the velocity of the fluid, η the vis-
cosity and p the pressure. The remaining force term ~f includes all external
forces like the effect of gravity. In addition to this we have the continuity
equation
∇ · ~u = 0, (3.1.3)
which is here written for an incompressible fluid.
In some cases the inertial term ρl(~u ·∇)~u on the left hand side of Eq. (3.1.2)
can be ignored and thus the Navier-Stokes equation becomes the more sim-
ple Stokes equation
ρl
∂~u
∂t
= −∇p+ η∇2~u+ ~f, (3.1.4)
which is linear in ~u and thus easier to handle. We can determine when this
is the case by considering the ratio of the magnitude of the inertial term
|ρl(~u · ∇)~u| ∝ ρlv2/L to the viscous dissipative term |η∇2~u| ∝ ηv/L2 on
the right hand side of Eq. (3.1.2). This ratio defines the so-called Reynolds
number |ρl(~u · ∇)~u|
|η∇2~u| ∝
vLρl
η
= Re, (3.1.5)
where v is a typical velocity of the colloidal particles and L a characteristic
length scale, which we assume to be related to the particle size. Thus at very
small Reynolds numbers (Re  1) the effect of inertia is negligible and the
Stokes equation (3.1.4) is valid. In this thesis, however, we consider systems
with finite Reynolds numbers and apply the full Navier-Stokes equation.
In solving the fluid equation of motion an important aspect concerns the
boundary conditions on the surface of the colloidal particles. One condition
in case of solid colloidal particles is that the fluid cannot pass through the
surface of the particles, i.e. the velocity component normal to the particle
surface must be equal to the velocity of the surface
~u · ~n = ~vs · ~n, (3.1.6)
where ~vs is the velocity of the particle surface and ~n a unit vector normal
to the particle surface.
The other boundary condition is not quite so obvious. It has been shown
experimentally that also the fluid velocity component parallel to the particle
surface must equal the velocity of the surface
~u× ~n = ~vs × ~n. (3.1.7)
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This is because the surface acts like a layer of fluid moving with velocity
~vs and the viscosity of the fluid prevents a discontinuity of the velocity be-
tween the fluid and the particle surface. This is called the no-slip boundary
condition.
Let us first look at the motion of a single isolated spherical particle in the
system. If the particle is initially at rest the gravity is going to accelerate it
until the drag which is proportional to the particle velocity is equal to the
gravitational force and the particle reaches a steady sedimentation velocity.
The terminal velocity is called the Stokes velocity and in the limit Re 1
it depends on the particle size and the fluid properties as
vs(ρ) =
2
9
r2(ρp − ρl)g
η
, (3.1.8)
where r is the radius of the particle, ρp the density of the particle, and g
the gravitational acceleration.
When we have more than one particle in the system the situation becomes
complicated because the particles will interact with one another through
the hydrodynamic interactions mediated by the motion of the fluid. Again
the system started at rest accelerates in the direction of the gravity until the
drag of the fluid balances the gravitational force. After a certain time the
system reaches a steady state in which the average sedimentation velocity
does not increase anymore.
In the many-particle case the average sedimentation velocity in the steady
state depends on the volume fraction of the sedimenting particles Φ. In-
creasing the volume fraction also increases the back flow of the fluid induced
by the motion of the sedimenting particles. This makes the average sed-
imentation velocity decrease as a function of the volume fraction. The
phenomenological Richardson-Zaki law [23] (RZ) describes the dependence
of the sedimentation velocity on Φ as
vs(ρ)
vs(0)
= (1− Φ)nRZ . (3.1.9)
Values of the exponent nRZ varying between 4.5 and 5.5 have been found
to give good agreement with experiments in many systems. We show this
with nRZ = 5.5 in Fig. 3.1 along with our simulation results in a system
with periodic boundary conditions in all directions. In this system it seems
that the initial decrease in the sedimentation velocity is actually somewhat
faster than the prediction given by the Richardson-Zaki law.
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Figure 3.1: The sedimentation velocity in a system with periodic boundary
conditions in all directions. The circles are our simulation results in a system
with Re = 0.5 and the particle density was 2.5 times the fluid density. The
solid line is the Richardson-Zaki law with nRZ = 5.5.
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An interesting question concerns the fluctuations of the particle velocities
in the steady state. Consider a system in the regime where the Stokes
equation (3.1.4) is valid. A concentration fluctuation in this system gives
rise to a velocity fluctuation decaying as 1/r. The linearity of the Stokes
equation implies that the velocity fluctuation in any given point in the fluid
is given by a sum
∑
i ~vi over all spatially distributed density fluctuations. If
these individual contributions were independent the variance of the velocity
σ2v at the given point would clearly be a sum over squares of the individual
contributions
∑
i ~vi
2. In a suspension where the volume fraction of the
particles is Φ ∝ N/L3 this sum has N ∝ L3 terms, where L is the linear
size of the system. From the 1/r dependence it follows that each individual
term goes like ~vi
2 ∝ L−2. This would imply that σ2v ∝ L, i.e. the velocity
fluctuations diverge as the system size increases.
The divergence of the velocity fluctuations is surprising, and in fact, most
experiments do not support it. Theoretical approaches range from arguing
that the interpretation of the experiments is wrong to trying to find different
kinds of screening mechanisms that would suppress the velocity fluctuations
in larger systems. Thus this matter is still an open question and is currently
under intense investigation and debate. [24]
Since the sedimentation system is not in equilibrium the definitions of the
diffusion coefficients given above are not useful. Instead the system is in a
steady state and we can define the tracer diffusion coefficient DT through
the velocity fluctuations. We define the velocity fluctuation autocorrelation
function as
Cα(t) ≡ 〈δvα(t)δvα(0)〉, (3.1.10)
where δvα(t) ≡ vα(t) − 〈vα〉 and α refers to the Cartesian component of
the velocity of a sedimenting particle ~v. For the direction parallel to the
gravity 〈vα〉 equals the average sedimentation velocity of the system and for
directions perpendicular to the gravity it is of course zero. The brackets 〈 〉
denote here an average over the steady state. The tracer diffusion coefficient
is then defined in the Green-Kubo form analogous to Eq. (2.2.6) as
DTα ≡
∫ ∞
0
Cα(t)dt. (3.1.11)
This definition is almost the same as the corresponding Eq. (2.2.6) given
above for the equilibrium case, except we are now looking at the system in a
frame of reference moving with the particles with the average sedimentation
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velocity. Instead of equilibrium ensemble averages we are averaging over the
steady state distribution.
3.2 The model
The non-linearity and complicated boundary conditions make the problem
of sedimentation analytically unsolvable except in some very simple cases.
For the same reasons also numerical treatment possesses tremendous prac-
tical problems. Standard methods for solving the Navier-Stokes equation
exist but the main challenges in this particular problem are: (i) the proper
treatment of the no-slip boundary conditions without compromising the
efficiency of the fluid solver, and (ii) calculation of the forces and torque
exerted by the fluid on the particles.
A multitude of models have been developed to simulate sedimentation sys-
tems. One class is the finite volume and finite element methods [25], which
implement the no-slip boundary conditions on the particle surfaces. The
problem in these methods is that since the particles are moving in the fluid
the boundary conditions require constant updating, rendering these tech-
niques computationally very costly.
A more microscopic description of the problem is provided by the Lattice-
Boltzmann method [26]. This method has been shown to be very versatile in
modeling the fluid-solid boundary [27]. Due to the length and time scales
of the problem the even more microscopic treatment using a traditional
Molecular Dynamics algorithm is not possible.
A large and important class of techniques concentrate on solving the Stokes
equation (3.1.4). Thus these techniques [28, 29] are not useful in modeling
systems with finite Reynolds numbers, which we are interested in.
The model we have used in addressing this problem is the one developed by
Ho¨fler and Schwartzer [30]. This model uses the full Navier-Stokes equation
and thus it can be applied to finite Reynolds number systems. Its salient
feature is the numerically convenient and efficient approach to implement
the no-slip boundary condition on the particle surface in combination with
a conventional flow solver. In its present form the model can treat non-
Brownian (Pe−1 = 0) systems with Reynolds numbers Re between 0.01 and
10, that is in the regime where the inertia of the fluid cannot be neglected
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but the flow is still laminar. With the chosen Reynolds number Re = 0.5 the
accessible volume fractions Φ are within the dilute and moderate regimes.
The simulation process can be divided into three stages: (i) the motion of
the fluid, (ii) the motion of the sedimenting particles, and (iii) their coupling.
The numerical solution of the first two stages are standard and there exists
several methods in the literature for them. The most challenging part is
handling the coupling of the fluid and the particles correctly. Especially
in case of moving bodies the explicit treatment of the no-slip boundary
condition (3.1.7) is very costly.
As mentioned above, the motion of the fluid is governed by the Navier-
Stokes equation (3.1.2). In addition, the fluid is taken to be incompressible,
that is∇·~u = 0. The incompressiblity is not essential from the point of view
of the coupling of the particles and the fluid, it only influences the solution
of the fluid motion. The numerical solution of the Navier-Stokes equation is
accomplished in a standard way discretizing the pressure and velocity fields,
p and ~u respectively, in an orthogonal lattice and using a finite-difference
method to discretize the differentials. In addition the time is discretized in
constant time steps and solution of the Navier-Stokes equation satisfying
the continuity equation is found in the usual way.
In coupling the particle motion to the motion of the fluid we add in the
Navier-Stokes equations a force term, which makes the fluid act inside the
particles like a rigid body. The particle is effectively split into two parts:
the portion of fluid inside the particle and a rigid particle template.
The constraint force that is applied in the Navier-Stokes equation is obtained
in the following way. First we introduce a number ni of reference points ~r
r
ij,
j = 1, . . . , ni distributed over the volume of the particle template i. The
position ~r rij is defined relative to the center of mass of the particle template
and the actual spatial coordinate ~x rij of the reference point is given by
~x rij(t) = ~xi(t) + Oi(t) · ~r rij, (3.2.1)
where ~xi(t) is the position of the template and the matrix Oi describes the
orientation of the particle.
With each reference point in the template we associate a marker at ~xmij ,
j = 1, . . . , ni that moves with the fluid
~˙xmij = ~u(~x
m
ij ), (3.2.2)
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where ~u is the fluid velocity, which is interpolated to an off-lattice site.
The constraint force field ~f applied in the Navier-Stokes equation can now be
written in terms of the displacement of the markers from their corresponding
reference points in the template ~ξij = ~x
m
ij −~x rij. The effect of this force field
~f is to make the markers and thus also the fluid to follow the motion of the
rigid template. The force field has been chosen in the model in the form of
a spring force as
~fij(~x) = (−k~ξij − 2γ~˙ξij)δ(~x− ~xmij ), (3.2.3)
where k is a spring constant, γ a damping constant and δ the Dirac delta
function. The force field ~f is then obtained by summing over all particles
i and all reference points j.
Finally, the motion of the template is determined from the Newton’s equa-
tion of motion. The forces acting on the template are the gravitational
force, particle-particle interactions and the spring forces between the tem-
plate reference points and the fluid markers, that is
~Fij = k~ξij + 2γ~˙ξij. (3.2.4)
It is worth pointing out that the buoyancy of the particle is correctly ac-
counted for because the particle mass equals the template mass plus the
mass of the fluid inside the particle and the gravity affects only the mass of
the template.
In most non-Brownian suspensions the direct interactions between the sed-
imenting particles are negligible because at short range the hydrodynamic
lubrication forces are far stronger. Because of the finite discretization lat-
tice such lubrication forces are not correctly accounted for and therefore
we add an explicit short range interaction between the particles to pre-
vent particle overlaps. Define the overlap between particles i and k as
~ζik = (2r − |~xi − ~xk|)~eik, with ~eik denoting the unit vector pointing from k
to i. Then the particle-particle interaction force is taken to be
~F pik = −kp~ζik. (3.2.5)
This type of interaction mimics the lubrication forces sufficiently accu-
rately.
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4.1 Molecular Dynamics
For the treatment of colloidal systems without hydrodynamic interactions
we use the Molecular Dynamics method. In this method one solves numer-
ically the classical equations of motion of the system and obtains its time
evolution. In a sense Molecular Dynamics is like performing a simulated
experiment in which the particle positions and momenta at any given time
can be observed exactly. There are many numerical schemes through which
this can be accomplished but clearly no numerical algorithm can provide
an exact solution of the trajectories for long times. Fortunately one is usu-
ally interested in the statistical properties of the system and not in the
exact classical trajectories of the particles. One needs to make sure that
the energy of the system stays at the desired level and the microcanonical
ensemble is thus sampled accurately enough.
The motion of the system is governed by the Newton’s equations of motion
~¨ri = ~fi/mi (4.1.1)
and
~fi = −∇~riV, (4.1.2)
where V is the potential energy of the system and it includes the particle-
particle interaction potential as well as any external potentials.
The numerical algorithm for solving these equations of motion in this thesis
is based on the Velocity Verlet algorithm [31]. This algorithm gives the
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positions and velocities of the particles in discrete time steps as
~r(t+ δt) = ~r(t) + δt~v(t) +
1
2
δt2~a(t) (4.1.3)
and
~v(t+ δt) = ~v(t) +
1
2
δt [~a(t) + ~a(t+ δt)], (4.1.4)
where ~r, ~v and ~a are the position, the velocity, and the acceleration of all the
particles, respectively. In this algorithm the positions and the velocities of
the particles are readily available and it is therefore well suited for studying
the dynamics and diffusion properties of the system.
In our case, instead of solving the Newton’s equations of motion (4.1.1) we
are really interested in the Langevin dynamics (2.7.3) generating a canon-
ical ensemble. The Velocity Verlet algorithm can be modified to include
the random fluctuations and the friction term of the Langevin equation in
the following way [31]. The updating algorithms for the position and the
velocity become
~r(t+ δt) = ~r(t) + c1δt~v(t) + c2δt
2~a(t) + δ~r G (4.1.5)
and
~v(t+ δt) = c0~v(t) + (c1 − c2) δt~a(t) + c2δt~a(t+ δt) + δ~v G, (4.1.6)
where δ~r G and δ~v G are random variables from a bivariate Gaussian distri-
bution with zero means and variances given by
σ2r = δt
2kBT
m
(η δt)−1[2− (η δt)−1(3− 4e−η δt + e−2η δt)] (4.1.7)
and
σ2v =
kBT
m
(1− e−2η δt), (4.1.8)
and a correlation coefficient crv
crvσrσv = δt
kBT
m
(η δt)−1(1− e−η δt)2. (4.1.9)
Here T is the temperature, kB Boltzmann constant, m the particle mass, η
the friction coefficient, and δt the simulation time step. The coefficients ci
appearing in Equations (4.1.5) and (4.1.6) are given by
c0 = e
−η δt, (4.1.10)
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c1 = (η δt)
−1(1− c0), (4.1.11)
and
c2 = (η δt)
−1(1− c1). (4.1.12)
After determining the random components δ~r G and δ~v G the algorithm is
implemented in the usual way. In the simulations we have generated the
random numbers needed with the RANMAR random number generator [32,
33].
4.2 Monte Carlo methods
With the ever increasing computing power of the modern computers the
Monte Carlo simulation method has become very popular in the field of
statistical physics as well as in many other disciplines. In general, the name
Monte Carlo has been attached to any method that somehow uses random
numbers. In physics Monte Carlo methods can be classified as either static
or dynamic methods [34].
In statistical physics Monte Carlo is a method of evaluating thermal average
values of quantities in a given system. A thermal average of a given quantity
A(x) is defined in the canonical ensemble as
〈A(x)〉 = 1
Z
∫
exp[−H(x)/kBT ]A(x)dx, (4.2.1)
where Z =
∫
exp[−H(x)/kBT ]dx. Here x ∈ Ω is a vector of the phase space
Ω. The dimension of the phase space equals twice the number of degrees
of freedom in the system. As can be seen from Eq. (4.2.1) the normalized
Boltzmann factor 1
Z
exp[−H(x)/kBT ] plays the role of a probability distri-
bution describing the probability with which a configuration x occurs in a
thermal equilibrium.
In general, carrying out the integration in Eq. (4.2.1) is not possible, how-
ever. Even a numerical evaluation of the integral would be a prohibitively
large task if the system has a large number of degrees of freedom. A static
Monte Carlo algorithm reduces the numerical work by generating a random
set of uncorrelated phase space points { x1,x2, . . . ,xN} and evaluating the
integral based on these representative points only
〈A(x)〉 ≈
∑N
i=1 exp[−H(xi)/kBT ]A(x)∑N
i=1 exp[−H(xi)/kBT ]
. (4.2.2)
31
Chapter 4. Methods
A dynamical Monte Carlo algorithm, like the ones used in this work, is based
on a stochastic process, which generates a Markov chain of points in the
phase space. A Markov chain is a chain of states in which the next state in
the chain depends only on the present state and not on the previous ones.
For simplicity we can assume that the phase space is discrete. Provided
that the transition probabilities pxy between two states x ∈ Ω and y ∈ Ω
have been selected properly the equilibrium distribution pi of the stationary
Markov process is the desired Boltzmann distribution and the generated
states can be used to evaluate the thermal average of A(x) simply as
〈A(x)〉 ≈ 1
N
N∑
i=1
A(xi), (4.2.3)
that is by taking an average of the values ofA in the generated configurations
xi.
There are two essential properties that the Markov process used must have.
First, the process has to be ergodic, i.e.
∀x,y ∈ Ω ∃ n > 0 such that p(n)xy > 0. (4.2.4)
Here p
(n)
xy is the n-step transition probability from x to y. This simply
means that any configuration y can be reached starting from any other
configuration x by a finite number of steps. Secondly, the process has to be
stationary, i.e.
∀y ∈ Ω
∑
x∈Ω
pixpxy = piy, (4.2.5)
the transition probabilities being normalized to
∑
y∈Ω pxy = 1 as usual. If
these conditions are fulfilled it can be shown that pi is a unique station-
ary distribution of the Markov process [34]. If, in addition, the process is
aperiodic, that is
∀x,y ∈ Ω p(n)xy > 0 ∀n sufficiently large, (4.2.6)
then the probability distribution converges to pi irrespective of the initial
state, that is limn→∞ p
(n)
xy = piy for all x. This gives valuable freedom in
the construction of the simulation since the simulation can be started at an
arbitrary point in the phase space.
A practical way of implementing the stationarity condition and satisfying
condition (4.2.5) in a computer algorithm is to use the following stronger
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condition called the detailed balance condition:
pixpxy = piypyx. (4.2.7)
One can easily verify that this is a sufficient condition to satisfy the sta-
tionarity condition by substituting Eq. (4.2.7) into Eq. (4.2.5) and taking
into account the normalization of the probabilities.
Towards the end of making this algorithm a little more explicit and stating
the condition for obtaining the Boltzmann distribution as the equilibrium
distribution pi let us decompose the transition probability into two parts.
We write pxy = αxy×axy, where αxy is the probability to make a trial move
from x to y and axy is the probability that the trial move is accepted.
In the original form of the algorithm by Metropolis et al. [35] the trial prob-
abilities were chosen to be symmetric, i.e. αxy = αyx. In the canonical
ensemble we know that the probability of state x of the system is propor-
tional to the Boltzmann factor pix ∝ exp[−βH(x)]. Then it follows from
the detailed balance condition (4.2.7) that
axy
ayx
=
piy
pix
= exp[−β(H(y)−H(x))]. (4.2.8)
There are, of course, many possible ways of choosing the acceptance prob-
abilities so that they satisfy this condition. The original choice made by
Metropolis et al. [35] was to always accept a move to a lower energy state
and only some of the moves to a higher energy state resulting in the follow-
ing acceptance probabilities in the canonical ensemble
axy =
{
exp[−β δE] , if piy < pix;
1 , if piy > pix,
(4.2.9)
where δE = H(y) − H(x). Another widely used choice is the symmetric
Kawasaki criterion
axy =
1
2
[1− tanh(1
2
β δE)]. (4.2.10)
In practice, one draws a random number from a uniform [0, 1]-distribution
and accepts the trial move if the random number is smaller than axy.
In constructing the actual algorithm one has to design the trial moves such
that the system as efficiently as possible explores the phase space. If the
attempted moves are too small most of the attempts probably get accepted
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but it takes a lot of time for the system to move from one point of the phase
space to another and thus very long simulation runs are necessary. If, on
the other hand, the attempted moves are too large they hardly ever get
accepted. This computational efficiency of the algorithm can be measured
by investigating the autocorrelation time of an observable A and calculat-
ing how much CPU time does it take to create from one configuration a
statistically independent new configuration.
It is also important to keep in mind that since the algorithm allows con-
siderable freedom in the construction of the trial moves the evolution of
the system does not describe any real physical dynamics. In fact, in or-
der to optimize the algorithm it is often necessary to use highly unphysical
trial moves. In conclusion the Monte Carlo algorithm is highly effective in
evaluating static quantities, but it may not be suitable for simulating the
dynamics of the system.
4.3 Computation of the diffusion coefficients
4.3.1 The memory expansion method
Using the definitions (2.2.1) and (2.3.10) directly to evaluate the diffusion
coefficients can be a tedious task due to the lack of self averaging [36].
In this Section we present the memory expansion method [37], which is
a more efficient way. This method is suitable for the evaluation of any
transport coefficients, such as the collective diffusion coefficient DC or the
tracer diffusion coefficient DT . It has been shown that this method can
speed up the computation of the collective diffusion coefficient DC by up to
two orders of magnitude. For the tracer diffusion coefficient the speed-up
is not quite as significant. This method is suited for both Monte Carlo
and Molecular Dynamics simulations, although in the work reported in this
thesis all the dynamic quantities have been obtained using the Molecular
Dynamics method.
The basis for the derivation of the memory expansion is the Green-Kubo
formalism [6]. Within this formalism a transport coefficient, such as a diffu-
sion coefficient, can be expressed in terms of time correlations of the spatial
µ, ν components of a “current flux” ~J(t):
Tµν = A
∫ ∞
0
〈Jµ(t)Jν(0)〉. (4.3.1)
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In isotropic systems all directions are equivalent and the time correlation
function above can be written as 〈 ~J(t) · ~J(0)〉. For the tracer diffusion
coefficient the flux ~J(t) is the velocity of the tracer particle and (4.3.1)
becomes Eq.(2.2.6). For the collective diffusion coefficient A is proportional
to the thermodynamic factor and ~J(t) is the velocity of the center of mass
of all the particles. Thus in this case Eq. (4.3.1) is equivalent to Eq. (2.3.5).
Let us first look at the memory expansion for the collective diffusion coef-
ficient DC . As already mentioned above the flux ~J(t) is the total flux of
all the particles ~J(t) =
∑N
i=1 ~vi(t), where ~vi(t) is the velocity of a particle i
at time t. The current flux correlation function in (4.3.1) can also be pre-
sented in terms of the center of mass coordinates of the particles, defined as
~R(t) =
∑N
i=1[~ri(t)−~ri(0)], where ~ri(t) is the position of the particle i at time
t. In this form the collective diffusion coefficient was given by Eq. (2.3.10)
presented in Section 2.3, which we reproduce here for convenience
DC =
ρ
S0
Dcm =
ρ
S0
lim
t→∞
1
2N t d
〈|~R(t)|2〉. (4.3.2)
Next we divide the time t into M time intervals of length τ0 and discretize
the center of mass coordinate correspondingly at times tm = mτ0 with
m = 0, 1, . . . ,M . Choosing the coordinates such that ~R(0) = 0 we have
~R(t) ≡ ~R(M τ0) =
∑M−1
m=0 δ
~R(tm), where δ ~R(tm) = ~R(tm+1) − ~R(tm) is
the change in the position of the center of mass between two consecutive
observations at times tm and tm+1. Using this notation Dcm in Eq. (4.3.2)
can be written as
Dcm = lim
M→∞
1
2dNMτ0
[
M〈δ ~R(tm) · δ ~R(tm)〉+
2
M−1∑
k=1
(M − k)〈δ ~R(tm) · δ ~R(tm+k)〉
]
, (4.3.3)
where the averages 〈 〉 are taken with respect to tm. In here the time-
dependent correlation functions depend only on the time differences. By
denoting
CC(t) ≡ 〈δ ~R(0) · δ ~R(t)〉, (4.3.4)
we can write this in the convenient form
Dcm =
1
2dNτ0
[
CC(0) + 2
∞∑
k=1
CC(kτ0)
]
. (4.3.5)
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The first term CC(0) = 〈|~R(τ0) − ~R(0)|2〉 gives the average mean square
displacement of ~R for a time interval of length τ0. The following terms in
the expansion measure the memory of additional displacements with respect
to the initial one. If the center of mass follows a Markovian random statistics
then CC(0) is the only non-zero term in the expansion, assuming τ0 is larger
than any microscopic time scale in the system. In interacting systems this
is not true, however, and the terms CC(k τ0) for k > 0 are finite.
This formula is particularly efficient for evaluating the center of mass dis-
placement from simulations such as those presented in this thesis. It also
offers another advantage over that of utilizing Eq. (4.3.2) directly. It is eas-
ier to see when this expansion has converged when evaluating it numerically
than it is when one tries to determine the long time limit of the slope of the
mean square displacement as suggested by Eq. (4.3.2).
The parameter τ0 in Eq. (4.3.5) is arbitrary and it is chosen to optimize the
computational process. If it is chosen too small, redundant information is
collected. On the other hand an overly large value leads to sampling values
for CC which are beyond its correlation time and thus are only noise.
For the tracer diffusion coefficient the derivation is very similar. A definition
analogous to Eq. (4.3.2) for the tracer diffusion was given in Section 2.2 by
Eq. (2.2.1), which we again reproduce here
DT = lim
t→∞
1
2dt
〈|~ri(t)− ~ri(0)|2〉. (4.3.6)
By proceeding in the same way as with the center of mass mobility above
an equation similar to Eq. (4.3.5) is obtained. Only now the correlation
terms become
CT (t) ≡ 〈δ~ri(0) · δ~ri(t)〉, (4.3.7)
where δ~ri(t) is the change in the position of the particle i between two
consecutive observations. The memory expansion for the tracer diffusion
coefficient reads
DT =
1
4τ0
[
CT (0) + 2
∞∑
k=1
CT (kτ0)
]
. (4.3.8)
This is similar to Eq. (4.3.5) and the discussion about the meaning of the
terms given above in the case of Dcm also applies here. The advantage
in efficiency is not quite as striking here as it is with the center of mass
mobility but the ease of determining the convergence also applies in the
case of tracer diffusion.
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4.3.2 The Boltzmann-Matano method
The Boltzmann-Matano method [3,38] is a popular method to determine the
collective diffusion coefficient. This method is based on observing how a sys-
tem with uneven spatial density moves towards equilibrium. The simplest
such process is the spreading of an initially step-like density distribution.
Save the initial spreading, the system is close enough to equilibrium for the
linear response to be approximately valid. When the resulting profile evolu-
tion is compared with the solution of the diffusion equation it is possible to
extract DC(ρ) for all densities ρ from a single measurement. This method
is applicable to both experimentally observed and simulated processes.
We start with a step-like density profile
ρ(x, y, t = 0) =
{
ρmax, for x < 0;
0, for x ≥ 0; (4.3.9)
and observe it evolving through time. Due to the symmetry of the system in
the y-direction the process can be described by the one-dimensional diffusion
equation
∂ρ
∂t
=
∂
∂x
[
DC(ρ)
∂ρ
∂x
]
. (4.3.10)
Next we define a new variable η
η = x t−1/2. (4.3.11)
Substituting this into Eq. (4.3.10) yields
∂ρ
∂t
=
dρ
dη
∂η
∂t
= − x
2
√
t3
dρ
dη
(4.3.12)
and
∂ρ
∂x
=
1√
t
dρ
dη
, (4.3.13)
and furthermore
∂
∂x
(
DC
∂ρ
∂x
)
=
1√
t
d
dη
(
DC
1√
t
dρ
dη
)
=
1
t
d
dη
(
DC
dρ
dη
)
. (4.3.14)
Putting all these together we see that (4.3.10) becomes an ordinary differ-
ential equation and that ρ can be expressed in terms of just one variable
η
−η
2
dρ
dη
=
d
dη
(
DC(ρ)
dρ
dη
)
. (4.3.15)
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Integrating this with respect to η and taking into account the boundary
condition that initially ρ is a constant yields a useful expression for DC
DC(ρ) = −1
2
( dη
dρ′
)
ρ
∫ ρ
0
ηdρ′. (4.3.16)
Plugging into this the density ρ(η) obtained from either a simulation or an
experiment we can evaluate DC(ρ) for all densities below ρmax.
To obtain the true equilibrium diffusion coefficient with this method one
must be careful, however. It has been shown [39] that in the presence of
ordered phases or close to phase boundaries the obtained diffusion coeffi-
cient DC(ρ) is going to depend strongly on time regime chosen for analysis.
This is due to the interplay between spreading and phase-ordering kinetics
and is reflected in enhanced particle number fluctuations with respect to
the equilibrium case. The systems studied in this thesis are not close to
boundaries of any ordered phases.
4.4 Computation of the thermodynamic fac-
tor
The thermodynamic factor S0, which was defined above by (2.3.8) is an
important ingredient in computing the collective diffusion coefficient. Since
the thermodynamic factor is sensitive to the system size and we really want
to measure it in the thermodynamic limit a trick is needed. We use an
extrapolation method [40] to make sure the results are not affected by our
finite system size. We compute the thermodynamic factor in several sub-
systems of the total system and then extrapolate to an infinite size.
The thermodynamic factor is evaluated by computing the structure factor
S(k) = S(k, 0). The smallest k value that can be reached is of course
dictated by the system size and therefore we have to evaluate S(k) at the
smallest possible k values and then extrapolate to k = 0. This is done in
all of the subsystems separately and from the results obtained in this way
another extrapolation is made to an infinite system size.
The computation of S(k) is performed by sampling the Fourier transform
of the density as
S(k) =
1
N
{〈[ N∑
i=1
cos(kxi)
]2〉
+
〈[ N∑
i=1
sin(kxi)
]2〉}
, (4.4.1)
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where N is the number of particles and xi is the x coordinate of the ith
particle. In an isotropic system x and y directions are equivalent and the y
direction provides us with another measurement of S(k), which is indepen-
dent of the results obtained in the x direction.
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Results
5.1 Continuum limit
In Publication II we have studied the behavior of the diffusion coefficients
in a two dimensional system of hard disks on a smooth surface. This system
is theoretically interesting due to its conceptual simplicity and some of its
properties have been solved analytically.
The phase diagram of the system is very simple. At low densities the system
is in a liquid phase, while beyond a certain transition density it freezes.
For a true hard sphere system this freezing takes place at a density of
ρ = 0.887 [40, 41]. As was explained in Section 2.7.2 in simulations we
can use a softer potential of the form (2.7.4) and use the scaling (2.7.5) to
obtain the hard sphere results. However, the transition density does not
scale according to (2.7.5) and the freezing of the n = 12 potential system
takes place at a slightly higher scaled density at ρ˜ = 0.986 [41].
The nature of the freezing transition is not known for certain but simulation
results suggest that it would be of the Kosterlitz-Thouless-Halperin-Nelson-
Young type [42] with both the hard sphere potential [43] and the n = 12
potential [44, 45]. However, in this thesis we do not concern ourselves with
the freezing transition but study the dynamics of the system in the liquid
phase only.
By computing the tracer diffusion coefficient DT at one density using both
n = 6 and n = 12 we checked that the results for DT can be scaled according
to Eq. (2.7.5). Subsequently we have run the simulations using the n = 12
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Figure 5.1: The normalized tracer diffusion coefficient of hard spheres on a
smooth surface. Solid circles are our simulation data, squares reference data
from Lo¨wen [41, 46], open circles and triangles represent the mode-mode
coupling approximation results. All lines are spline fits and are intended as
guides to the eye only. Here and in all following Figures the error bars are
smaller than the size of the symbols when not explicitly shown.
potential and present the results here in units which have been scaled to
correspond to the hard sphere system.
In Table 5.1 and in Fig. 5.1 we present our results for the tracer diffusion
coefficient on a smooth surface. The results have been normalized by the
tracer diffusion coefficient at the zero density limit as given by Eq. (2.2.2).
It is seen that DT is a monotonically decreasing function of the density as
expected from simple blocking and back-scattering arguments. As stated
above in Section 2.7.2 no quantitative theoretical explanation for the density
dependence of DT exists. In Fig. 5.1 we also present the results of a mode-
mode coupling approximation [47, 48] but as can be seen, they are not in
good quantitative agreement with the simulation results.
Lo¨wen has proposed a dynamical criterion for freezing based on the value
of DT (ρ)/DT (0) at the freezing density [41]. He has studied the behavior
of DT with different interaction potentials and finds that in 2D at freezing
DT (ρ)/DT (0) attains a universal value of 0.086. Our value of 0.0759 in the
system with 1/r12 type of interaction is actually in better agreement with
this criterion than the value obtained by Lo¨wen in a smaller system.
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Present results Lo¨wen et al.
ρ˜ DT (ρ˜)/DT (0) ρ˜ DT (ρ˜)/DT (0) ρ˜ DT (ρ˜)/DT (0)
0 1 0.865 0.1794(5) 0.255 0.67(3)
0.110 0.829(1) 0.946 0.121(3) 0.462 0.47(3)
0.220 0.6900(8) 0.966 0.101(2) 0.694 0.27(2)
0.329 0.5762(5) 0.986 0.0759(4) 0.986 0.099(3)
0.549 0.3996(9) 1.006 0.0431(8)
Table 5.1: Numerical values of the normalized tracer diffusion coefficient
for 2D hard disks from simulations and from Refs. [41,46] by Lo¨wen et al.
In the case of the collective diffusion coefficient it was already pointed out
in Section 2.7.2 that the center of mass mobility Dcm does not depend
on the density on a smooth surface. Thus according to Eq. (2.3.10) the
density dependence of the collective diffusion coefficient DC is completely
determined by the thermodynamic factor ρ/S0. We plot our simulation data
in Fig. 5.2 and compare it with the Boublik approximation Eq. (2.7.7). Also
presented in the Figure is a virial expansion result by Van Rensburg [49].
The data are also given in Table 5.2. We can see that all the approximations
agree perfectly with our simulation results up to densities of about ρ˜ = 0.7
and even beyond that the discrepancy is of the order of the error estimate
in the simulations.
5.2 The influence of an external potential
An interesting question is the relation of the continuum model to the widely
used lattice gas model presented in Section 2.7.1. In the lattice gas model
the particles’ positions are restricted to lattice sites and therefore this model
can be considered to be an approximation of a system in which a surface
potential confines the particles into potential minima that form a lattice.
The stronger the confining potential the more closely one would expect the
behavior of the continuum model to be to that of the lattice gas model.
The validity of the lattice gas approximation for many-particle diffusion
has not been studied before. To this end in Publication IV we consider a
continuum system with the surface potential of the form
VA(x, y) = V0
[
cos
(
2pix
a
)
+ cos
(
2piy
a
)]
, (5.2.1)
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ρ˜ DC(ρ˜)/DC(0)
Simulated Boublik Van Rensburg 1 Van Rensburg 2
0 1 1 1 1
0.055 1.20(2) 1.191 1.192 1.192
0.110 1.43(2) 1.425 1.428 1.428
0.165 1.74(3) 1.713 1.722 1.722
0.220 2.08(2) 2.072 2.091 2.091
0.275 2.56(3) 2.523 2.556 2.557
0.329 3.17(3) 3.085 3.137 3.140
0.384 3.94(5) 3.821 3.897 3.905
0.440 4.93(5) 4.801 4.902 4.926
0.550 8.1(3) 7.813 7.877 8.034
0.865 42(7) 50.95 34.11 41.19
Table 5.2: Numerical values of the normalized collective diffusion coefficient
for 2D hard disks from simulations. In addition to our simulation data we
also present values calculated with the Boublik formula (2.7.7) and data
calculated from the virial expansion of Ref. [49]. The data in the column
labeled Van Rensburg 1 have been obtained using the first eight virial co-
efficients and the data in the column labeled Van Rensburg 2 using a Pade´
approximation for the ninth and tenth virial coefficient.
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Figure 5.2: The collective diffusion coefficient for a hard sphere system on
a smooth surface. The solid line is from Eq. (2.7.7), the dashed line is a
virial expansions by Van Rensburg with first eight virial coefficients, and
the dotted line with the ninth and tenth virial coefficient obtained using the
Pade´ approximation.
where a is the lattice parameter and the barrier between two neighboring
potential minima is 2V0. First we study the system in the high friction
regime η/ω0  1 , where ω0 = (pi/σ)
√
V0/m is the frequency of the vi-
brational mode. In this regime the particles only jump to the neighboring
minima and there are virtually no longer jumps or recrossing events. Under
such conditions the Langmuir lattice gas model is expected to approximate
well the continuum model. The lattice parameter a we have chosen to equal
twice the diameter of the particles σ. With this choice two particles cannot
occupy the same well and particles in neighboring wells interact relatively
little. The temperature is set at kBT = 0.1 in all cases.
In Figure 5.3 we present behavior of the tracer diffusion coefficient DT .
Again the same data are presented in Table 5.3. The coverage θ is defined
as the proportion of lattice sites occupied in the lattice gas model and as
the proportion of the number of particles to the number of potential minima
in the continuum model. The lattice gas model is of course only defined up
to θ = 1, but in the continuum model we can add particles even when all
potential wells are filled. The additional particles will reside in interstitial
positions in between the wells. The density is defined as ρ = N/A. Thus
the coverage θ = 1.0 corresponds to the density ρ = 0.25 with the current
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(a) Tracer diffusion for θ ≤ 1.
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(b) Tracer diffusion for higher densi-
ties.
Figure 5.3: The tracer diffusion coefficient DT at the high friction regime
η/ω0 = 10. Diamonds are the smooth surface results of Table 5.1, squares
for V0 = 0.2, circles for V0 = 0.3. The solid line is the mean field result
DT (θ)/DT (0) = 1− θ for the Langmuir gas and the dotted line is obtained
from Eq. (5.2.2). Other lines are intended as guides to the eye only.
surface potential.
In Fig. 5.3 we can see that as the surface potential amplitude V0 increases
the behavior of the tracer diffusion coefficient indeed approaches that of the
Langmuir lattice gas. For V0 = 0.3 the agreement is good up to the coverage
of about θ ≈ 0.7. The result for the true Langmuir gas model presented
for comparison is obtained from the approximate expression by Ferrando et
al. [18]
DT (θ)/DT (0) = (1− θ)
(
1− 2θ
6− θ − 2ξ + ξθ
)
, (5.2.2)
where ξ = 10440/9443. We find this formula to be in excellent agreement
with the MC simulation results by Tahir-Kheli et al. [17].
An interesting phenomenon occurs in the continuum model when the num-
ber of particles is larger than the number of wells in the system. The tracer
diffusion coefficient is seen to shoot up sharply, even above the smooth sur-
face results. This behavior is due to the particles which travel in between
the wells never finding an unoccupied well to settle into. The mobility of
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ρ DT (ρ)/DT (0)
η/ω0 = 10 η/ω0 = 0.1 Eq. (5.2.2)
V0 = 0.2 V0 = 0.3 V0 = 0.2
0 1 1 1 1
0.0375 0.83(4) 0.81(5) 0.69(2) 0.783
0.0750 0.68(3) 0.62(4) 0.48(1) 0.590
0.1125 0.54(2) 0.46(3) 0.33(1) 0.421
0.1500 0.40(2) 0.32(3) 0.234(6) 0.275
0.1884 0.30(1) 0.22(1) 0.182(5) 0.150
0.2250 0.26(1) 0.14(3) 0.195(6) 0.0537
0.2500 0.36(2) 0.37(2) 0.315(7) 0.0000
0.2875 0.79(4) 2.66(8) 0.73(2)
0.3625 1.31(7) 4.9(2) 1.24(4)
0.4375 1.35(6) 4.9(2) 1.24(4)
0.5125 1.13(6) 3.9(3) 1.01(4)
0.5875 0.91(5) 3.3(2) 0.79(4)
Table 5.3: Numerical values of the normalized tracer diffusion coefficient in
the surface potential system.
these particles is further enhanced by the fact that the surface potential
tends to pull these particles closer to the particles trapped in the wells. The
trapped particles kick around the interstitial particles strongly enhancing
their mobility. We checked this effect by increasing the lattice parameter a.
This leads to an increase in the average distance between the particles and
reduces the effect of the repulsive interactions. As a result DT decreased
over 50 % even with a relatively small increase of less than 10 % in the
lattice parameter.
The effect of friction on the tracer diffusion coefficient is illustrated in
Fig. 5.4 for the case V0 = 0.2. Lowering the friction makes the particles
more mobile and enhances the blocking effect. As a result DT decreases
more rapidly as a function of density than in the high friction regime.
The density dependence of the center of mass mobility Dcm is presented in
Fig. 5.5 and in Table 5.4. It is also seen to approach the behavior of the
Langmuir lattice gas model as the surface potential amplitude is increased.
The agreement is again good up to the coverage of about θ ≈ 0.7. For
the same reason as in the case of tracer diffusion also the center of mass
mobility is seen to increase sharply as the number of particles exceeds the
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(a) Tracer diffusion for θ ≤ 1.
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(b) Tracer diffusion for higher densi-
ties.
Figure 5.4: The tracer diffusion coefficient DT at the low friction regime
η/ω0 = 0.1. The squares are the high friction data and the circles the low
friction data. The lines are as in Fig. 5.3.
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Figure 5.5: The center of mass mobility Dcm. The dashed line is the analytic
result for the smooth surface case and the solid line is the exact result for
the Langmuir gas. Other symbols are as in the previous Figure.
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ρ Dcm(ρ)/Dcm(0) ρ Dcm(ρ)/Dcm(0)
V0 = 0.2 V0 = 0.3 V0 = 0.2 V0 = 0.3
0 1 1
0.0375 0.90(3) 0.87(5) 0.2500 0.68(8) 0.6(1)
0.0750 0.82(5) 0.75(5) 0.2875 1.5(3) 5.4(5)
0.1125 0.71(4) 0.58(9) 0.3625 3.2(3) 12(1)
0.1500 0.60(6) 0.46(9) 0.4375 3(1) 23(7)
0.1884 0.49(4) 0.33(9) 0.5125 4(1) 15(6)
0.2250 0.48(6) 0.25(9) 0.5875 5(1) 13(7)
Table 5.4: Numerical values of the normalized center of mass mobility in
the surface potential system.
ρ S0/ρ ρ S0/ρ
V0 = 0.2 V0 = 0.3 V0 = 0.2 V0 = 0.3
0 1 1
0.0375 0.8192(4) 0.8325(2) 0.2500 0.034(2) 0.016(4)
0.0750 0.6548(2) 0.6773(5) 0.2875 0.084(2) 0.074(9)
0.1125 0.5075(4) 0.5273(7) 0.3625 0.063(3) 0.080(2)
0.1500 0.3690(2) 0.3848(3) 0.4375 0.0388(6) 0.0410(6)
0.1884 0.2322(2) 0.2385(2) 0.5125 0.0206(7) 0.0174(6)
0.2250 0.1033(1) 0.0986(1) 0.5875 0.018(2) 0.022(3)
Table 5.5: Numerical values of the thermodynamic factor in the surface
potential system.
number of wells in the continuum system.
In Fig. 5.6 and Table 5.5 we show the behavior of the thermodynamic factor
S0/ρ, which is the other component of the collective diffusion coefficient
DC . It is seen that this static quantity agrees extremely well throughout
the coverage range with the lattice gas results when the surface potential
amplitude is V0 = 0.3. At the highest densities it assumes values very close
to the smooth surface results.
Combining the two factors Dcm and ρ/S0 presented above we get the be-
havior of the collective diffusion coefficient DC . This we present in Fig. 5.7.
Agreement with the lattice gas model is again very good up to coverages
around θ ≈ 0.7. Beyond that the rapid increase is due to the increase in
the center of mass mobility Dcm. In this system the collective diffusion co-
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Figure 5.6: The thermodynamic factor S0/ρ. The solid line is the exact
analytic result (1− θ) for the Langmuir gas, diamonds are smooth surface
data, squares for V0 = 0.2, and circles for V0 = 0.3.
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(a) Collective diffusion for θ ≤ 1.
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(b) Collective diffusion for higher
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Figure 5.7: The collective diffusion coefficient DC . The solid line is the
exact analytic result DC/DC(0) = 1 for the Langmuir gas, the dashed line
is the smooth surface result. Other symbols are as in Fig. 5.6
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Figure 5.8: The tracer diffusion coefficient in the system with the non-
separable surface potential. The squares are the data with the separable
surface potential (5.2.1) and the triangles for the non-separable surface po-
tential (5.2.3).
efficient displays a maximum at a density larger than θ = 1 in contrast to
the monotonically increasing behavior seen in the smooth surface system.
This is due to the decreasing mobility at the highest densities.
We also performed additional simulations using a non-separable surface po-
tential appropriate for a bcc(110) surface symmetry
VA(x, y) = V˜0
[
1 + sin
(
2pix
a˜
)
sin
(
2piy√
2a˜
)]
, (5.2.3)
where a˜ is the lattice parameter. We chose a˜ such that the density of the
minima in (5.2.3) was the same as with the separable potential (5.2.1) and
the amplitude was set to V˜0 = 0.4 which makes the barrier between the
minima match the barrier of the separable potential when V0 = 0.2. The
data are presented in Fig. 5.8 and in Table 5.6. At the high friction regime
the one-particle diffusion coefficient turned out to be about 25 % lower
than in the case of the separable potential but the density dependence of
the tracer diffusion coefficient DT below the coverage θ = 1 was within error
bars exactly the same. At higher densities DT in the non-separable surface
potential system was slightly lower.
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ρ˜ DC(ρ˜)/DC(0) ρ˜ DC(ρ˜)/DC(0)
0 1
0.0375 0.83(3) 0.2500 0.36(1)
0.0750 0.65(2) 0.2875 0.64(3)
0.1125 0.51(4) 0.3625 1.02(3)
0.1500 0.41(1) 0.4375 1.14(3)
0.1884 0.31(1) 0.5125 1.12(4)
0.2250 0.29(1) 0.5875 0.89(6)
Table 5.6: Numerical values of the normalized tracer diffusion coefficient
for the non-separable surface potential system.
5.3 The velocity autocorrelation functions in
the surface systems
A quantity of central importance for the tracer diffusion coefficient is the
velocity autocorrelation function φ(t) as explained in Section 2.2. In fact,
using Eq. (2.2.6) DT can be calculated from the velocity autocorrelation
function. Recently it has been demonstrated that in many cases φ(t) dis-
plays an intermediate time power law decay φ(t) ∝ t−x, where the value of
the effective exponent x can be related to interaction and ordering effects
in the system [50]. In Publication III we explore the value of this exponent
in various systems.
The time dependence of φ(t) on a smooth surface was studied in Publica-
tion II and on the surface with periodic surface potential in Publication IV.
However, because of the relatively short power law regime it was difficult to
determine x accurately. Also the location of the power law regime can be
difficult to pinpoint. Due to these difficulties the values reported in Publi-
cation IV were not accurate. For the Langmuir gas there exists an analytic
solution for the velocity autocorrelation function [51–53]. In the Langmuir
gas system the decay exponent x ≈ 2.0.
The velocity autocorrelation functions in the surface systems are presented
in Fig. 5.9 along with the corresponding memory functions. The exponents
x are also indicated in the Figure. The exponents reported in Publica-
tion IV were taken from the beginning of the curve shown here. The density
in all cases is ρ = 0.1884 or θ = 0.75. Based on the Langmuir gas results
it is expected that at this density the effect is most pronounced. In the
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(a) Velocity autocorrelation φ(t).
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Figure 5.9: The velocity autocorrelation functions and corresponding mem-
ory functions in the surface systems. The diamonds are data on a smooth
surface, the triangles data for the system with the separable surface poten-
tial with amplitude V0 = 0.2 and the crosses for V0 = 0.3. The data have
been shifted for clarity.
smooth surface system the exponent x ≈ 1.6. This value seems to increase
slightly with increasing density.
Increasing the surface potential amplitude increases the exponent such that
at the system with strongest surface potential V0 = 0.3 the exponent x ≈
2.9. This value, which is larger than the Langmuir gas value is in agreement
with the result in Publication III that the exponent tends to increase with
increasing particle-particle repulsion. The obtained values are also close to
the values reported in literature [50,53,54].
5.4 Diffusion of rodlike molecules
The system of single spherical particles presented above is, of course, the
most simple surface system imaginable. However, the real molecules in
nature come in a multitude of shapes and sizes. One still rather simple
system is the case of chain-like molecules studied by Hjelt et al. [7,55]. They
studied the dynamics of chain-like molecules with several chain lengths and
stiffnesses using the fluctuating bond model. In this thesis we study a special
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V(r)
Figure 5.10: A schematic figure of the rodlike molecules used in the simu-
lations.
case of such molecules the infinitely stiff rodlike limit. This work has been
presented in Publications I and II.
We model the rodlike molecules by using Nl single spheres which are forced
to stay on the same line forming a rod. This is illustrated in Fig. 5.10.
Between these spheres we have the same interaction as in the case of single
spheres. At every time step we calculate the forces acting on every sphere
comprising the rodlike molecule and from them we determine the torque and
the force on the center of mass of the molecule. The molecule is then moved
and rotated accordingly. There is no surface potential, i.e. the surface is
taken to be smooth. We have studied rod lengths of Nl = 3, Nl = 6 and
Nl = 11.
The phase diagram of the system is similar to the case of the single spheres
except that for the rods there exists the possibility of a nematic phase in
which all the rods line up and point in the same direction. However, this
phase is not realized for aspect ratios of roughly six and less [56]. The
densities studied in the system of rods of length Nl = 11 were lower than
the density required for a nematic phase. As with the single spheres all the
studied rodlike molecule systems were well within the liquid phase. The
density is here again defined as ρ = N/A and N is still the number of
spheres in the system and there are Nl spheres in each rod. The scaling of
the density that was used in the single sphere case to obtain the hard sphere
results is not valid for the rodlike molecules and therefore all the results for
them are presented as a function of the bare density ρ.
In Publication I we have applied the Boltzmann-Matano method described
54
5.4 Diffusion of rodlike molecules
ρ DC(ρ)/DC(0)
1/r12 hard sphere Boublik
0 1 1 1
0.0630 1.64(4) 1.46(2) 1.470
0.1254 2.83(4) 2.14(4) 2.082
0.1800 4.41(6) 3.00(5) 2.783
0.2514 8.2(3) 4.43(7) 4.035
0.3144 13.3(4) 6.0(1) 5.608
0.4080 29(2) 9.5(5) 9.314
0.4950 57(4) 13.5(9) 15.51
Table 5.7: Numerical values of the normalized collective diffusion coeffi-
cient in a system of Nl = 6 rodlike molecules for two different interaction
potentials, the 1/r12 and the hard sphere potentials. Also shown are values
obtained from Boublik’s approximation Eq. (2.7.6).
in Section 4.3.2 to determine the collective diffusion coefficient for the rod-
like molecules. There was a scaling error in the results published in Publi-
cation I such that the molecules did have the indicated number of molecules
in them, but there was an empty site in between all of the spheres. This
made the molecules effectively longer than intended such that the aspect
ratio of the six particle molecules was actually 11 and the aspect ratio of
the dimers was actually 3. However, snapshots of the systems indicated
that the particles did not pass through each other or penetrate each other
despite these holes.
In Fig. 5.11 we present the collective diffusion coefficient obtained both by
the Boltzmann-Matano analysis and equilibrium simulations. The equilib-
rium data are also tabulated in Table 5.7. In the Figure it is seen that
DC is a strongly increasing function of density and the increasing aspect
ratio of the rods further enhances this effect. The data for the Nl = 11 rods
are presented as if there were really 11 particles in each rods and of course,
they are not directly comparable with the six-particle rods because of the
slightly different shape of these molecules. We expect the effect of this to
be rather small though. The maximum in DC reported in Publication I is
an artifact of the Boltzmann-Matano method and is not really there as our
later equilibrium simulations in Publication II have confirmed. Such a max-
imum at intermediate densities does appear for flexible, chainlike molecules
as demonstrated in Refs. [7, 55].
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Figure 5.11: The collective diffusion coefficient for the rodlike molecules.
The dashed line represents our Boltzmann-Matano simulation data for the
rods of effective lengthNl = 11, the diamonds are the equilibrium simulation
data for rods of length Nl = 6, the solid line and the circles are comparison
data for single particles from Boltzmann-Matano analysis and equilibrium
simulations, respectively.
We also tried to estimate the collective diffusion coefficient for the rods
using Boublik’s approximation Eq. (2.7.6) ignoring the fact that the rods
are not completely convex. Since Boublik’s approximation only applies to
hard particles and the scaling of the density used for single spheres is not
applicable to the rods we performed separate simulations with the rods
using the true hard sphere potential. The results are presented in Fig. 5.12
and in Table 5.7. For comparison we also present the results for the softer
1/r12 potential in the same Figure. As in the case of single spheres above,
the agreement is very good at the lower densities and the approximation
tends to overestimate the results a little at the highest densities.
The tracer diffusion coefficient of a single rod can be obtained from the same
equation as DT for a single particle, i.e. Eq. (2.2.2), only the mass of the
rod is Nl times the mass of a single sphere. In Fig. 5.13 and Table 5.8 we
present the data for the tracer diffusion coefficient for the rodlike molecules.
Interestingly, it matches almost exactly the data of the single spheres. It
seems that the additional constraint binding Nl molecules together only
affects the absolute value of the diffusion coefficient but not the functional
form of its density dependence. It is an interesting question whether this
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Figure 5.12: The collective diffusion for hard rods (circles). For comparison
the crosses represent the same data using the softer 1/r12 potential. The
solid line is the Boublik approximation Eq. (2.7.6).
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Figure 5.13: The tracer diffusion coefficient for the rodlike molecules. The
squares are the simulation data for the rods of length Nl = 6 and the circles
are the corresponding data for single particles.
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ρ DT (ρ)
DT (0)
DR(ρ)
DR(0)
ρ DT (ρ)
DT (0)
DR(ρ)
DR(0)
0 1 1
0.0630 0.80(1) 0.88(5) 0.2832 0.44(1) 0.36(2)
0.1254 0.66(2) 0.79(5) 0.3144 0.41(1) 0.29(3)
0.1800 0.56(3) 0.64(3) 0.3456 0.36(1) 0.23(1)
0.2196 0.52(2) 0.50(3) 0.4080 0.29(2) 0.15(1)
0.2514 0.48(1) 0.46(2) 0.4950 0.16(1) 0.049(6)
Table 5.8: Numerical values of the normalized tracer diffusion coefficient
and angular diffusion coefficient in a system of Nl = 6 rodlike molecules.
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Figure 5.14: The angular diffusion coefficient for the rodlike molecules of
length Nl = 6.
is valid for molecules of any shape. Based on our results it would seem so,
but since we have only studied rodlike molecules with one aspect ratio we
cannot answer the question conclusively.
For the purpose of monitoring the orientational ordering we also computed
the behavior of the angular diffusion coefficient DR defined by Eq. (2.4.1).
The results are presented in Fig. 5.14 and in Table 5.8. No sharp drop
in the data can be seen which would indicate that there is no transition
to a nematic phase in this system in agreement with results of Bates and
Frenkel [56].
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5.5 Sedimentation of non-colloidal particles
5.5.1 Three dimensional system
The sedimentation of non-colloidal particles is an interesting example of
non-equilibrium dynamics. It displays Brownian dynamics like behavior
in a completely deterministic system. When a single particle falls in a
liquid it follows a straight line and reaches a terminal velocity given by
Eq. (3.1.8). When there are more particles in the system the trajectories
of the particles become chaotic because of the hydrodynamic interactions
between the particles. Even the average sedimentation velocity becomes a
non-trivial matter.
In this thesis we study sedimentation in a system of spherical particles and
in a system of prolate spheroids of aspect ratios ar of 3, 5, and 7. The aspect
ratio of a spheroid is defined as half of the length of the axis of symmetry
divided by the largest radius perpendicular to the axis. The radius of the
spherical particles was set to unity. The density of the particles was chosen
to be 2.5 times the density of the fluid. The fluid viscosity was fixed such
that the Reynolds number was 0.5ar. The simulations were carried out in
the regime of a large Pe´clet number (Pe−1 = 0), that is Brownian motion
plays no role in the dynamics.
In Fig. 5.15 we show the average sedimentation velocity in a system of
spherical particles and in a system of spheroids as a function of the parti-
cle volume fraction Φ in a three dimensional system. The system size was
32×32×64 in units of the smaller radius of the particles the largest dimen-
sion being parallel to gravity. We have periodic boundary conditions in all
directions. We see that all systems follow the Richardson-Zaki law (3.1.9)
at high volume fractions. At low volume fractions the sedimentation veloc-
ity of the spherical particles decreases more rapidly than in the RZ-picture.
This is in agreement with experiments [57]. The most striking feature seen
in Fig. 5.15, however, is that the sedimentation velocity of the spheroids
not only deviates from the RZ-law but it behaves non-monotonically and
displays a maximum at an intermediate volume fraction. This behavior has
also been seen experimentally [58,59].
The above described behavior suggests that the settling velocity of the
spheroid system is affected by the orientational ordering of the particles.
In Publication V we have confirmed this by examining the orientational
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Figure 5.15: The average sedimentation velocity as a function of the volume
fraction in systems of spheroids of different aspect ratios ar. The circles
represent data with ar = 1 (the spheres), the triangles ar = 3, the squares
ar = 5, and the stars ar = 7. The dotted line is the Richardson-Zaki law
(1− Φ)4.5.
distribution and an order parameter ψ = 〈2 cos θ − 1〉 as a function of the
volume fraction Φ of the particles. Here θ denotes the angle between the
axis of symmetry of the spheroid and gravity. In Fig. 5.16 we show the
orientational distribution of the spheroids with different volume fractions.
It can be seen that in the most dilute systems the spheroids are mostly ori-
ented perpendicular to gravity. This is the orientation that a single isolated
spheroid would prefer. However, as the volume fraction is increased, more
and more particles are oriented parallel to the gravity. The maximum of the
average sedimentation velocity occurs roughly at the same volume fraction
where the orientation distribution is seen to be flat.
The change in the orientational distribution can be quantified by computing
the order parameter ψ. The value of ψ varies from -1 to 0 to +1 if all the
spheroids were perpendicular to gravity, randomly oriented, or parallel to
gravity, respectively. We show the behavior of this order parameter as a
function of the volume fraction Φ in Fig. 5.17. The values of Φ where ψ ≈ 0
corresponds roughly to the maximum of the average sedimentation velocity.
Also the susceptibility of the order parameter shown in the inset displays
a broad maximum reflecting the existence of an orientational transition
region.
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Figure 5.16: The orientation distribution function P (cos θ) for spheroids of
aspect ratio ar = 5 at different volume fractions Φ. Open squares denote
data with Φ = 0.0029, stars Φ = 0.005, diamonds Φ = 0.0099, triangles
Φ = 0.019, and circles Φ = 0.034. The inset shows the volume fractions
Φ = 0.1 as solid squares and Φ = 0.20 as crosses.
0.001 0.01 0.1
Φ
-1
-0.5
0
0.5
ψ
0.001 0.01 0.1
Φ
0.1
0.2
0.3
χ
Figure 5.17: The order parameter ψ = 〈2 cos θ−1〉 for spheroids of different
aspect ratios ar as a function of the volume fraction Φ. The aspect ratios
are ar = 3 (triangles), ar = 5 (squares), and ar = 7 (stars). The inset shows
the susceptibility χ = 〈ψ2〉 − 〈ψ〉2 of the order parameter.
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Figure 5.18: The sedimenting system between two parallel vertical walls.
5.5.2 System confined between walls
We also studied a system of spherical particles confined between two vertical
walls [1]. The system is illustrated schematically in Fig. 5.18. The wall spac-
ing Lx was varied from 3.2 particle radii to 45.87 particle radii. The other
dimensions of the system were 22.76 particle radii with periodic boundary
conditions. Gravity points to the negative z direction. The thinnest system
is quasi-2D since the particles cannot pass each other in the direction of the
walls and the behavior of the widest system is close to the 3D system.
In Fig. 5.19 we show the average sedimentation velocity. It is seen to obey
well the phenomenological Richardson-Zaki law (3.1.9). The curves in the
Figure are fits of the Richardson-Zaki law to the data and it is observed that
the Richardson-Zaki exponent nRZ changes from the quasi two dimensional
value of 3.5 towards the value 5.5, which is close to what has been observed
in three dimensional systems [60].
As was explained in Section 3.1 an interesting unsettled question concerns
the velocity fluctuations in a sedimenting system. In Figures 5.20, 5.21
and 5.22 we present the observed velocity fluctuations in this system in
x, y, and z directions, respectively. The general behavior as a function of
volume fraction Φ is the same in all directions. In the beginning there is
an increasing part which is easy to understand as for a single particle the
sedimentation velocity is constant and there are no fluctuations. When the
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Figure 5.19: The average sedimentation velocity in the system confined be-
tween two vertical walls. The lines are fits to the Richardson-Zaki law (3.1.9)
with exponents nRZ indicated in the legend.
volume fraction increases the particles interact more and more and produce
larger velocity fluctuations. However, beyond some volume fraction there
are so many particles in the system that they start blocking the motion of
each other and the velocity fluctuations start decreasing. This decrease is
seen to be roughly linear, which has also been seen experimentally [61].
However, the most interesting question concerns the magnitude of the ve-
locity fluctuations as a function of the system size. In Figs. 5.20 and 5.21
it is seen that the horizontal velocity fluctuations saturate. In the x direc-
tion perpendicular to the walls the walls restrict the motion especially at
the smallest systems and the saturation is slower. As the system width is
increased also the fluctuations in the x direction eventually saturate to the
same value as in the y direction.
In the z direction parallel to gravity we see that in the quasi-2D system
the velocity fluctuations are roughly the same as in the horizontal y di-
rection. This is in agreement with experiments performed in a fluidized
bed system [62]. However, in the y direction the fluctuations do not satu-
rate but grow as the cube root of the width of the system as illustrated in
Fig. 5.22 (b). This is exactly what is expected from simple theoretical ar-
guments explained in Section 3.1 and no screening mechanism which would
suppress them seems to be emerging for the system sizes studied.
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Figure 5.20: The velocity fluctuations in the x direction perpendicular to
the walls.
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Figure 5.21: The velocity fluctuations in the horizontal y direction parallel
to the walls.
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Figure 5.22: The velocity fluctuations in the z direction parallel to gravity.
We also studied the behavior of the tracer diffusion coefficient defined in
Section 3.1 by Eq. (3.1.11). The tracer diffusion coefficient as a function
of the volume fraction Φ is presented in Figs. 5.23 and 5.24 in y and z
directions, respectively. The same monotonically decreasing behavior as
seen in the Brownian surface systems can also be seen here in most cases.
The maximum seen in some of the systems in the horizontal direction is due
to the increasing velocity fluctuations in the low volume fractions as shown
above. In the direction parallel to gravity the tracer diffusion coefficient can
be seen to saturate as a function of increasing system size. This is again due
to the similar behavior displayed by the corresponding velocity fluctuations.
5.6 Velocity autocorrelation function in the
sedimentation system
We also evaluated the decay exponent of the velocity fluctuation autocorre-
lation function Cα(t) in the sedimentation system. The only clear evidence
of a presence of algebraic decay in Cα(t) was seen in the quasi-2D system
in the direction parallel to gravity. We present Cz(t) in that system in
Fig. 5.25. The values of the decay exponent x are indicated in the Figure
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Figure 5.25: The velocity fluctuation autocorrelation functions and corre-
sponding memory functions in the sedimentation systems. The diamonds
are data for a volume fraction Φ = 0.255 and the crosses for Φ = 0.076.
The data have been shifted for clarity.
and they are of the same order of magnitude as the corresponding exponents
observed in the surface systems. When the spacing between the walls con-
fining the system was increased this behavior vanished and was not observed
in the 3D system.
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Chapter 6
Summary and discussion
In this thesis we have studied the diffusive dynamics of interacting many-
particle systems through extensive computer simulations. The central quan-
tities used for describing this are the diffusion coefficients, namely the tracer
and collective diffusion coefficients DT and DC , respectively, and the corre-
lation functions associated with them.
This many-body problem is in general impossible to solve analytically and
theoretical understanding of it is far from complete. Computer simulations
offer a well controlled way of studying such systems and obtaining informa-
tion about their behavior.
Towards this end we have studied the behavior of several different systems.
First we looked at the case of Brownian dynamics on surfaces. The most
simple such system is the hard sphere system on a smooth surface. In
this system the tracer diffusion coefficient was found to be a monotonously
decreasing function of density. The collective diffusion coefficient, on the
other hand, was found to be a monotonously increasing function of density
due to the behavior of the isothermal compressibility.
Then we went on to consider the effect of a periodic surface potential on the
dynamics. A system with a surface potential was compared with the simple
and widely used lattice gas system. The behavior of the continuum system
with a periodic surface potential was found to agree well with the lattice
gas model in the high friction regime provided that the surface potential
amplitude was strong enough.
As an example of slightly more complicated molecules we considered a sys-
tem of stiff rodlike molecules. We showed that the behavior of the normal-
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ized tracer diffusion coefficient in this system is essentially the same as that
of the single spheres. The increase of the collective diffusion coefficient as
a function of density, on the other hand, was seen to be strongly enhanced
by the entropic repulsion of the rods.
Finally we turned our attention to the non-Brownian system of sedimenta-
tion, which nevertheless displays diffusive dynamics. Our treatment of this
problem differs from most others in the respect that we have a liquid with a
finite Reynolds number and use the full Navier-Stokes equation to describe
the motion of the fluid. In the system of sedimenting spheroids we observed
non-monotonic behavior in the average sedimentation velocity, which was
attributed to a change in the orientational distribution of the particles.
Within the non-equilibrium sedimentation system we can use the gener-
alized velocity fluctuation autocorrelation function to define the diffusion
coefficients. The behavior of the such defined tracer diffusion coefficient
was determined in a system confined between two vertical walls, the wall
separation varying from a quasi two dimensional conditions to an almost
fully three dimensional system. In addition we also studied the system size
dependence of the velocity fluctuations, the nature of which has been under
great interest recently. We found that in our system the velocity fluctua-
tions parallel to gravity grow with the increasing system size, whereas the
horizontal velocity fluctuations saturate. The same behavior could also be
seen in the related tracer diffusion coefficients.
Of all the possible diffusive many-particle systems we have only considered
a few examples. Many interesting problems in surface diffusion still remain.
For example a lot remains to be done to get quantitative estimates of the
behavior of the quantities considered in this thesis under more realistic
conditions. However, new simulation methods are emerging and for example
in the field of hydrodynamics the method recently proposed by Malevanets
et al. [63] looks promising. We are already taking steps towards applying
this method to study diffusion in a two dimensional colloidal system thus
bringing the hydrodynamics in to our models of surface diffusion.
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