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Emerging photovoltaics hold great promise to add to the existing solar cell market 
by either becoming cost competitive or accessing new, niche markets unavailable to 
current technologies. Unfortunately, wide adoption of these systems, in particular organic 
photovoltaics (OPVs) and perovskite photovoltaics, is hampered by overall poor 
performance in either efficiency (in OPVs) or in long-term stability (in perovskite 
photovoltaics). Designing better materials and optimizing device 
morphology/architectures, with the latter changing intrinsic material interfaces within the 
devices, has made progress to overcome some of these issues. Since these interfaces 
affect overall efficiency and stability, understanding interface chemistry (composition) 
and morphology is important in understanding overall device performance. 
Characterization of these interfaces requires techniques capable of probing the chemistry-
morphology relationship at the nanoscale. Here, we use Time-of-Flight Secondary Ion 
Mass Spectrometry (ToF-SIMS) and Atomic Force Microscopy (AFM) to characterize 
these material systems and their device interfaces. In P3HT:PCBM, a classic OPV system, 
we directly imaged the active layer buried morphology and determined the mixing length of 
the D/A interface, which is crucial for device performance and had yet to be measured. We 
determined, contrary to the general understanding, that thermal annealing in this system 
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actually leaves the bulk heterojunction film mostly mixed. Our methodology provides a route 
to determining this D/A interface length for other OPV systems providing a new metric and 
insight for better device design principles. For MAPbI3 perovskites, we studied interfacial 
behavior to understand light-induced degradation in functioning devices and electrical-
induced degradation in films based on contact selection as well as visualized bias-induced ion 
migration. We determined that the PDI-EH electron transport layer hinders degradation; 
whereas, a PCBM electron transport layer allows and facilitates it. For electrical degradation, 
we determined that an ITO electrode induces more degradation than a platinum contact by 
measuring interface MAPbI3/ITO mixing. And, by using lateral MAPbI3 devices, we 
visualized ion migration due to an applied electric field. For perovskite devices, interfacial 
behavior dictates long-term performance. Overall, using a combination of ToF-SIMS and 
AFM to interrogate interfacial chemistry and morphology, we are working towards better 
devices through understanding limits on efficiency and stability.  
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Chapter 1: The Importance of Interfaces in Emerging Photovoltaics 
1.1 MOTIVATION 
Current estimates place the world’s growing energy demand to increase by 28% 
over the next two decades (2040) with renewable energy sources being the fastest 
growing market to meet this demand.1 Solar energy is one part of this diverse portfolio 
(hydroelectric, wind, biomass, solar and geothermal) and is harnessed with the use of 
solar cells (photovoltaics). Currently, commercially available crystalline silicon (c-Si) 
solar cells (~21%, as high as 26%2) make up most of the market (90%) with the rest of 
the market shared by gallium arsenide (GaAs) and thin film technologies, amorphous 
silicon hydride (a-Si:H), cadmium telluride (CdTe), and copper indium diselenide 
(CuInSe2).
3 Even so, emerging photovoltaics (organic, perovskite, dye-sensitized, 
quantum dot, etc.) still hold great promise to add to the existing market by either 
becoming cost competitive (scaled to output/efficiency/stability) or more likely, 
accessing new, niche markets unavailable to current commercial technologies. My work 
will focus on two types of emerging photovoltaic systems: organic photovoltaics (OPVs) 
and perovskite photovoltaics. 
 Although different material systems, OPVs and perovskite photovoltaics offer 
some of the same advantages. For one, these materials are easily dissolved in common 
solvents providing for cheaper device fabrication/processing (spin coating, printing, 
doctor blading, etc.) when compared to the energy-intensive fabrication associated with 
current inorganic photovoltaics.4–8 In addition, these materials have advantageous 
mechanical properties, such as flexibility, coupled with being lightweight, due to high 
absorption coefficients (>104),9–11 opening up these solar cells to new markets, such as 
wearables.4,12 And, in the case of OPVs, the possibility of a semi-transparent active layer 
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allows for integration into areas such as window coatings, where conventional opaque 
inorganic solar cells cannot be utilized.12,13 Although the systems have many advantages 
and progress is being made, both of these systems are still the focus of much fundamental 
research. For OPV technologies the issues is the relatively low efficiencies (current best 
single solar cells at ~11.7%).14 For perovskites the efficiencies are better (currently 
at ~22%)15 but they have long-term stability issues6,16–18 . 
To overcome efficiency and stability issues in these systems, research has focused 
on designing better materials as well as optimizing device morphology/architecture. For 
OPVs, improvements have come from synthesizing new materials (conjugated polymers 
and small molecules) 19–24 as well as optimizing device morphologies (bilayers and bulk 
heterojunctions with processing conditions)25–30 and architectures (single cells, tandem 
cell, multijunction cells).14,31–33 In perovskites photovoltaics, similar advances in material 
design (by changing composition and/or stoichiometric ratios of A34–38, B16,39, and/or X40–
44 in the typical ABX3 perovskite crystal structure) and using different device 
architectures (nanostructured34,45–51 or planar8,51–53) have increased efficiency and 
stability.  
With synthetic capabilities able to produce almost any desired material, the 
continued focus on optimizing and understanding device morphologies is critical. When 
thinking about device morphologies and architectures, it is the interfaces between 
different materials that are of primary interest. At the core of changing the device 
morphology or architecture to increase performance is the change in the device interfaces 
with respect to interfacial chemistry/composition and interfacial morphology. A number 
of important physical processes occur in photovoltaics at these interfaces (such as, charge 
generation, charge transfer, recombination, etc.), either within the active layer itself, 
between the active layer and supporting layers (i.e. electron transport layers or hole 
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transport layers), or just between different supporting layers. The key to understanding 
the composition-morphology relationship to performance is in understanding interfaces. 
Characterization of these device interfaces requires techniques that are capable of 
determining chemical, spatial, and energetic information on the nanoscale. 
Section 1.2 looks at the role of buried interfaces within the active layer of organic 
photovoltaics (OPVs). Section 1.3 describes the role of buried interfaces between devices 
layers in perovskite photovoltaics. Finally, Section 1.4 outlines currently available 
techniques to study various aspects of interfaces. 
1.2 BURIED INTERFACES IN ORGANIC PHOTOVOLTAICS (OPVS) 
Organic photovoltaics have an active layer made of organic, that is, mainly carbon 
based, materials that fall into two classes: polymers and small molecules. Although small 
molecule-based OPVs have made similar advances, this work will focus on polymer-
based OPVs, in which the polymer is some highly conjugated, semiconducting polymer. 
For these materials, the relatively low dielectric permittivity (𝜀 ≈ 3 − 4) provides poor 
charge screening, creating coulombically bound electron-hole pairs (excitons, with 
binding energy, 𝐸𝑏 ≈ 0.5 − 1 eV) upon light excitation, necessitating the use of an 
electron accepting material in creating free (unbound) charges.54 Coupling the electron 
donor (conjugated polymer) with the electron acceptor (typically a fullerene derivative) 
occurs with two different device structures of either a bilayer or a bulk heterojunction 
(BHJ). Figure 1.1 gives the chemical structures of a common conjugated polymer, 
poly(3-hexylthiophene-2,5-diyl) (P3HT), and a common fullerene derivative, [6,6]-
phenyl-C61-butyric acid methyl ester (PCBM), as well as schematics for a bilayer device 




Figure 1.1 Typical OPV materials and device structures.  (a) a common electron 
donor (conjugated polymer), P3HT, (b) a common electron acceptor 
(fullerene derivative, PCBM, (c) schematic of bilayer device structure and 
(d) schematic of BHJ device structure showing regions of pure donor 
(D, red) and pure acceptor (A, blue) as well as the D/A interface (mixing, 
pink). 
Currently, the most progress in power conversion efficiency (PCE) has been 
achieved in polymer:fullerene BHJs by synthesizing polymers with low band gap19–23 and 
optimizing the device morphology.25–30 In these BHJ devices, both conjugated polymer 
(electron donor, D) and fullerene derivative (electron acceptor, A) are mixed in a 
common solvent and cast together to form the active layer (~100 nm thick). Here, The 
“desirable” morphology is commonly attained by trial-and-error, employing a battery of 
preparation procedures that can include thermal11,25,55 or solvent vapor26,56,57 annealing, 
and choice of solvent,29,58 rate of solvent removal,59,60 relative volume fraction of the 
donor and acceptor,29,30,61 and use of chemical additives.27,28,62 However, these strategies 
lead to complex and largely unknown morphologies with no clear link to increases in 
performance. 
Functionally, the common understanding in these systems is that phase 
segregation, through any number of aforementioned preparation procedures, results in the 
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formation of relatively pure donor (D) and acceptor (A) nanometer size 
domains (Figure 1.1d).63,64 Light absorption mostly in the donor material creates bound 
excitons that dissociate into free charges at the D/A interface. In these systems, the 
exciton diffusion length, before recombination occurs, is ~10 nm,65 necessitating the need 
for small diffusion pathways to the D/A interface. After dissociation, transport of the 
resulting free charges towards the electrodes occurs in the relatively pure domains. 
Recently, the presence of a third, intermixed (at molecular level) composite phase 
between the pure phases has been identified (pink, Figure 1.1d) and there is compelling 
evidence that the extent of this mixed phase controls the charge separation and therefore 
the device efficiency.64,66–73  
This molecularly mixed, composite phase contains many molecular D/A 
interfaces. A larger region of mixing is beneficial for free charge generation as it provides 
a larger region for exciton dissociation while also reducing exciton recombination by 
reducing the distance the exciton must travel in the pure phases to a D/A interface. 
However, it is the pure phases that are important for transport and minimizing free charge 
recombination. More mixing implies less pure material phases for efficient charge 
transport as well as more regions for free charge recombination, that is, a hole in the 
donor material is generally located closer to an electron in the acceptor material. External 
device efficiency improves with higher free charge generation but diminishes with poor 
transport and/or high charge recombination and vice versa. Thus, there is an inherent 
trade-off to the extent of this mixed phase that is important for external device efficiency. 
It is this mixed phase, that is, the buried donor/acceptor interface that is of interest in 
improving device efficiency in OPVs. 
Moreover, the ability to identify and interrogate this mixed phase or D/A interface 
in these systems is a general challenge. Since mixing in these systems occurs on 
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nanometer length scales, techniques that aim to understand the composition-morphology 
relationship fail at providing high enough chemical sensitivity to separate the mixing 
component or fail at providing high enough spatial resolution in identifying the extent of 
mixing. Section 1.4 discusses the successes and limitations of some current techniques to 
study buried interfaces in OPVs. Chapter 3 will explore my work with understanding 
molecular mixing in OPVs.  
1.3 INTERFACES IN PLANAR PEROVSKITE PHOTOVOLTAICS 
The family of perovskite materials has a crystal structure in the form ABX3 and is 
named after Russian Mineralogist Lev A. Perovski. Prussian Mineralogist Gustav Rose 
discovered the first perovskite, calcium titanium oxide (CaTiO3), in 1839 from analyzing 
a piece of skarn taken from the Ural Mountains and collected by Russian Mineralogist 
Alexander Kämmerer.74 The first attempt of using a perovskite material for photovoltaics 
appeared in dye-sensitized solar cells (DSSC) by using organic-inorganic hybrid 
perovskites, methylammonium lead iodide (CH3NH3PbI3) and methylammonium lead 
bromide (CH3NH3PbBr3), as the light-absorbing sensitizer in the solar cells in 2009.
75 
Most often, in these semiconducting perovskites the monovalent A cation is some organic 
cation, typically, methylammonium (CH3NH3
+, MA) or formamidinium 
(NH2CHNH2
+, FA); the divalent B cation is some metallic cation, typically, lead (Pb2+); 
and, the monovalent X anion is some halide or mix of halides, typically, iodide (I-), 
bromide (Br-) or chloride (Cl-), giving them the name organic-inorganic hybrid 





Figure 1.2 Perovskite crystal structure, ABX3.  For typical hybrid perovskites, A is an 
organic cation, B is a metal anion, and X is a halide. 
The use of perovskites in solid-state photovoltaics has taken off over the past few 
years. Within the past decade, they have gone from initial efficiencies of <10% to ~22%15 
with much success coming from simple improvements in material composition and 
device architecture.76 In these systems, light absorption generates excitons that readily 
dissociate into free charges at room temperature (~25 meV). The nature of the exciton is 
still debated, but most estimates suggest the binding energy is ~50 meV.76–78 More 
importantly, hybrid organic-inorganic perovskites have large electron and hole diffusion 
lengths (100 nm – 1000 nm)77 especially when compared to device thicknesses 
(~100 nm) suggesting that generated free charges can be collected externally without 
loss. Moreover, the electron and hole diffusion lengths are similar (i.e. balanced) meaning 
that there is little efficiency loss to do charge build-up in the active layer itself; this also 
suggests the ambipolar nature of perovskite films requiring some bias (internal or 
external) to extract charges. Lastly, large crystalline domains (~200 nm to >1 μm),79 
reduce the effect of grain boundaries in these systems, thus reducing disorder, which can 
facilitate charge trapping/recombination. Considering all of these factors, organic-
inorganic hybrid perovskite materials make for great photovoltaic candidates in terms of 
initial device performance, that is, initial efficiency. 
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However, organic-inorganic hybrid perovskites are unstable under a number of 
external stresses, some of which are vastly important for photovoltaic applications: 
moisture/humidity,6,80 light exposure,6,52,80 electrical bias,6,80,81 and thermal 
decomposition.82 Besides material engineering of the perovskite itself, device/interface 
engineering has led to drastic improvements in performance (efficiency and long-term 
stability).6,12 Device engineering has succeeded by manipulating the bulk geometry 
and/or composition of layers and thus, changing the nanoscale composition and 
morphology of the device interfaces. Figure 1.3 gives common device architectures used 
in perovskite photovoltaics. 
 
 
Figure 1.3 Common perovskite photovoltaic device architectures.  (a) a planar, n-i-p 
structure, (b) a planar, p-i-n structure, (c) a nanostructured, or mesoporous, 
structure. HTL: Hole Transport Layer, ETL: Electron Transport Layer 
To address moisture degradation in perovskite devices, researchers have looked at 
the effect of supporting layer composition and device geometry. The mechanism of 
perovskite degradation with moisture is still debated.6,83–85 But, for CH3NH3PbI3, 
decomposition with water produces HI and CH3NH2 leaving behind solid PbI2. In the 
presence of UV radiation and oxygen, HI can be oxidized into I2 and H2O, continuing the 
 
9 
cycle.80 Separately, a perovskite hydrate can form (say, (CH3NH3)PbI6 ∙ 2 H2O)
84, which 
does not have beneficial photovoltaic properties. The most common approach to improve 
stability has been to introduce hydrophobicity into the device either by selecting a more 
hydrophobic hole83 (HTL) or electron86 (ETL) transport material layer, altering the 
interface between perovskite and supporting layers,87–89 or altering interactions within the 
perovskite layer itself.90 All of these changes showing the importance of interface 
chemistry to prevent moisture degradation. Moreover, changing device geometry has led 
to stability advances. In a typically planar structure (n-i-p, Figure 1.3a), the HTL is in 
direct contact with the perovskite towards the top- (air) interface; whereas, in an inverted 
planar device structure (p-i-n, Figure 1.3b) it is on the bottom. Simply changing the 
geometry improves stability.6 However, in inverted device structures, the n-type material 
(i.e. C60) is only tens of nanometers thick, potentially being a poor barrier and providing 
pathways for water and oxygen transport to the perovskite interface.6 For practical use, 
devices are fabricated with an encapsulation layer to minimize moisture effects. 
Regardless, interface engineering has proven to increase perovskite device stability with 
respect to moisture degradation. 
Photoinstability in perovskite photovoltaics stems from photo-oxidation caused by 
TiO2 ETL
91 or photocatalyzed reactions of the perovskite with other supporting 
layers.52,92 In devices with TiO2, holes formed from UV excitation can react with 
adsorbed oxygen radicals forming energetic deep trap states for the excited electrons. An 
electron trapped in one of these states can either oxidize the perovskite (say, I- to I2) or 
recombine with free holes.91,93 The solution here has been to modify the TiO2/perovskite 
interface to reduce trap states93–95 or use a different ETL layer (such as a fullerene6 or 
perylene diimide (PDI)52 derivative). It is also possible for photoinduced degradation of 




diffusion of these products to the metal contact interface (or vice versa) leads to the 
formation of metal iodide complex (i.e. AgI)52 as will be discussed in Chapter 4.  
Electrical instability of perovskite photovoltaics manifests as a J-V hysteresis 
caused by one or more debated phenomena related to a capacitive effect in the material, 
such as ion migration,97 interfacial trapping at grain boundaries and/or at supporting 
layers,98 a photoinduced giant dielectric response,99 or a ferroelectric response.100 
Interface engineering has worked to minimize this hysteresis leading to some of the 
advances in understanding the mechanism. By using a mesoporous device architecture 
(Figure 1.3c) versus a planar architecture (Figure 1.3a), the hysteresis can be reduced; 
furthermore, by going to an inverted planar device structure (Figure 1.3b), the effect is 
(almost) completely eliminated.12,80,101,102 The effect of changing these geometries is 
thought to reduce ion migration as well as interfacial traps at either device interfaces or 
grain boundaries. In terms of extent, electrical biasing can cause reversible,81,103–105 
known as a switchable photovoltaic effect under light bias, or irreversible81,96,106 
degradation under prolonged or high bias. The effect is also controlled by choice of 
supporting layers, suggesting interface chemistry is a key factor.81,101,102 A greater 
understanding of electrical instability for MAPbI3 perovskites will be explored in 
Chapters 4 and 5. 
Again, one of the main issues with studying these degradation pathways as related 
to interfaces is in having tools capable of both high chemical selectivity/sensitivity as 
well as spatial resolution to probe the nanoscale (or microscopic) domains/changes in 
these systems. Section 1.4 summarizes some of the main techniques in studying 
perovskite photovoltaics interfaces. Chapters 4 and 5 will explore my work in this field 
using Time-of-Flight Secondary Ion Mass Spectrometry (ToF-SIMS) to understand the 
chemical changes at the nanoscale due to light- and electric field- induced degradation. 
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1.4 METHODS OF STUDYING INTERFACES IN ORGANIC AND PEROVSKITE 
PHOTOVOLTAICS 
Studying interfaces in organic and perovskite photovoltaics presents unique 
challenges that are based on the types of inherent interfaces in these systems, that is, the 
difference of buried interfaces within the active layer of OPVs and interfaces between the 
active layer and supporting layers in perovskite photovoltaics. Although different, the 
methods and techniques at approaching these problems are similar. While not an 
exhaustive list, here we will describe common techniques for studying interfaces with 
respect to understanding interface morphology and composition. It is important to note 
that there are also a number of techniques that measure surface/interface energetics 
(charge generation, charge transfer, charge recombination, band bending, etc.) that are 
vastly important in understanding overall device performance and rely on interfacial 
chemistry and morphology that will not be discussed here, as they are outside of the 
scope of this dissertation. Some examples of these techniques include 
Xray/Ultraviolet/Inverse Photoelectron Spectroscopy (XPS/UPS/IPES)107,108 and any 
number of non-linear optical techniques, such as Transient Absorption (TA)109,110 
Spectroscopy and Second-Harmonic Generation (SHG).111 
There is a myriad of techniques to study interface morphology. The use of 
scanning probe techniques to study organic and perovskite photovoltaics provides 
primarily for an understanding of interface morphology but also for an understanding of 
either energetics or composition, either directly or indirectly. Atomic Force Microscopy 
(AFM) is routinely used to understand surface topography of films which is useful in 
understanding surface coverage and defects (i.e. pin holes or grain boundaries).28,62,112–115 
Moreover, applications of AFM can show how surface energetics change with 
morphology, an example being Kelvin Probe Force Microscopy (KPFM) to look at 
 
12 
surface work function,116,117 or how chemical composition changes with morphology, an 
example being Photothermal Induced Resonance (PTIR), where measuring spatial 
changes in thermal expansion relate to changes in chemical composition.105 Other non-
AFM based techniques are used to understand electronic-spatial behavior, such as 
Electric or Laser Beam Induced Current (EBIC36,118 or LBIC119), where external current 
is collected as a function of excitation from electrodes, leading to and understanding of 
collection efficiency. In addition, some x-ray techniques, such as Grazing-Incidence 
Wide-Angle X-ray Scattering (GIWAXS),14,77–79 Resonant Soft X-ray Scattering 
(RSoXS),14,72,121 and Scanning Transmission X-ray Microscopy (STXM),71,121 aim to 
understand morphology of bulk films and interfaces. In organic and perovskite systems 
these techniques can reveal crystalline orientation and in the case of polymer systems are 
able to determine the degrees and regions of crystallinity versus other polymer phases 
(that is, amorphous). Moreover, electron imagining techniques, such as Scanning 
Electron Microscopy (SEM)122 and Transmission Electron Microscopy (TEM)25,57,114,123–
125 are capable of visualizing surface morphology. Some success with imaging interfaces 
in OPVs has come from cross-sectional TEM (in combination with Focused Ion Beam 
(FIB) milling) and other energy-dependent (i.e. composition-dependent) TEM 
techniques, such as Energy-Filtered TEM (EFTEM),114,124 Electron Energy Loss 
Spectroscopy (EELS),125 or Electron Tomography (ET).123,125 
Other techniques aim to understand chemical composition at interfaces. Dynamic 
(D-)67,126,127 and static, Time-of-Flight (ToF-)52,81,113,128,129 Secondary Ion Mass 
Spectrometry (SIMS) are used to understand surface and interface composition. 
ToF-SIMS will be discussed throughout this dissertation in that manner. Neutron 
reflectivity (NR) is also a powerful technique capable of revealing chemical 
concentration and can indirectly measure composition of a film (and its interfaces),115,130 
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albeit with lower sensitivity than ToF-SIMS.113 In addition, x-ray techniques, such as 
RSoXS,14,72,121 Near Edge X-ray Absorption Fine Structure (NEXAFS)71,120 and Energy-
Dispersive X-Ray Spectroscopy (EDX),96,128 are capable of revealing bulk/interfacial 
chemical composition. X-Ray Photoelectron Spectroscopy (XPS) is another highly 
surface selective technique capable of measuring surface composition and can perform 
depth profiling, similar to ToF-SIMS, to reveal chemical composition with depth and 
analyze buried interfaces.128,131 
Although there are all of these techniques to study morphology, composition and 
energetics, none of these fully analyzes the relationship between all three nor do most of 
these techniques tackle two of these areas at once on the nanoscale. In order to 
understand the relationship between composition/morphology and relate it to device 
performance, there needs to be a technique capable of accessing chemical information as 
well as spatial information on the nanoscale. To do this, we will use a combination of 
ToF-SIMS, with the ability to determine chemical information with high selectivity and 
sensitivity, and AFM, with the ability to spatially resolve morphology at the nanoscale, to 
understand the changes in organic and perovskite photovoltaic systems that lead to better 
performing devices. 
1.5 DISSERTATION OVERVIEW 
In order to overcome performance issues in organic and perovskite photovoltaics, 
there is a need to understand interfacial behavior in these systems. For OPVs, buried 
interfaces within the active layer dictate device efficiency; for perovskite photovoltaics, 
the buried interfaces between active layer and supporting layers can dictate long-term 
stability. Thus, understanding and characterizing nanoscale device interfaces is crucial to 
understanding the composition-morphology relationship to performance. In order to 
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properly identify and investigate the chemistry and morphology of these interfaces on the 
nanoscale, a new technique is required to access chemical information and spatial 
information. Here, my work with ToF-SIMS with (or without) AFM is able to probe 
necessary changes in these systems to gain fundamental understanding of interfacial 
behavior that limits performance. 
Chapter 2 will give a basic overview of Time-of-Flight Secondary Ion Mass 
Spectrometry (ToF-SIMS) and Atomic Force Microscopy (AFM) as well as explain the 
use of the two techniques in combination. Chapter 3 will explore the use of 
ToF-SIMS/AFM in understanding the chemistry (composition) and morphology of buried 
interfaces in P3HT:PCBM bulk heterojunctions. Chapter 4 details our work using 
ToF-SIMS in understanding the effects of light-induced degradation and electrical field- 
induced degradation in MAPbI3 photovoltaics and films, respectively. And, Chapter 5 
will explore electrical degradation in lateral MAPbI3 devices by in situ ToF-SIMS 




Chapter 2: Combining ToF-SIMS and AFM to Study Interface 
Chemistry and Morphology 
2.1 TIME-OF-FLIGHT SECONDARY ION MASS SPECTROMETRY (TOF-SIMS) 
Time-of-Flight Secondary Ion Mass Spectrometry (ToF-SIMS) is a powerful 
analytical technique used across many disciplines (physical sciences, earth sciences, 
material science/engineering, biosciences, etc.) to study surface chemistry/composition.  
2.1.1 Operating Principles 
In ToF-SIMS, a primary ion beam (analysis beam) bombards a sample’s surface, 
which emits atomic and molecular fragments (as large or larger than 10,000 amu), most 
of which are neutral, but some (~1%) of which are ionized known as secondary ions 
(Figure 2.1).132,133 These secondary ions are collected by a time-of-flight (ToF) analyzer 
to generate a mass spectrum of the sample surface. In this manner, ToF-SIMS provides 
elemental, including hydrogen, and molecular compositional information of the top 
surface (<1 nm) with high chemical sensitivity (ppm to ppb) and high mass resolution 
(0.001 amu).132 In addition to point spectra, raster scanning the analysis beam can build 
up a chemical compositional map of the surface in an x-y plane with moderate spatial 
(lateral) resolution (~100 nm).132 When surface analysis is combined with a separate 
sputtering beam (pink, Figure 2.1), depth profiling occurs as the sputtering beam 
intermittently exposes a new plane for analysis, producing spectra as a function of 
sputtering time, and thus, depth. Depth profiling is also done with high depth resolution 
(< 1 nm),134 in part due to the energy of the sputtering beam, but also because of the 
surface selectivity of the analysis beam. Depth profiling is used to understand atomic and 
molecular mixing at buried interfaces, that is, interfaces below the top surface (the air-





Figure 2.1 Schematic of ToF-SIMS operation.  An analysis (primary ion) beam 
bombards the sample’s surface, which emits secondary ions for detection 
with a time-of-flight mass analyzer to produce mass spectra. To do depth 
profiling, a sputtering beam removes the top surface, creating a fresh surface 
for analysis. 
2.1.2 Depth Profiling 
With ToF-SIMS depth profiling, a series of surface mass spectra are collected as a 
function of sputtering time, where sputtering time corresponds to a depth below the air-
surface interface. In using this capability, depth profiling allows for studying the 
chemistry/composition of buried interfaces, that is interfaces below the surface of a film. 
However, there are some subtleties to understanding this experiment that can best be 
understood by examining a model case of a simple bilayer film. For a simple bilayer 
(Figure 2.2a), where one material (blue, Region A) is deposited on top of another 
material (pink, Region B), there is intrinsic atomic/molecular mixing (purple) at the now-
buried interface between the two materials. The length of this interface over a 
macroscopic region will be the combination of this mixing length and the intrinsic 
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corrugation of the interface. Depth profiling through this bilayer provides chemical 
information in the form of mass spectra in which the selection of a unique ion fragment 
can map out the change in composition with sputtering time. For instance, a unique ion 
fragment or marker, 𝐴, for Region A, with maximum yield, 𝐼𝐴, in Region A, will change 
as you sputter through Region A and enter Region B (increase in sputtering time) to its 
minimum yield, 𝐼𝐵, in Region B due to the change in composition of material A in the 
different regions (Figure 2.2b). The change in yield (here, a drop) corresponds to the 
interface between the two materials.  
 
 
Figure 2.2 ToF-SIMS depth profiling through a simple bilayer system.  (a) Schematic 
of bilayer showing interface mixing and corrugation as well as the direction 
of ToF-SIMS sputtering/analysis. (b) Depth profile of arbitrary ion 
fragment, 𝐴, showing the bilayer interface as well as changing sputtering 
rate from depth profiling. 
To understand chemical concentration with depth, we must convert our data from 
sputtering time to depth, in a so-called, depth conversion. In our simply bilayer, each 
material sputters at a different (but constant) rate in the pure regions, 𝑅𝐴 or 𝑅𝐵, for 
Region A or B, respectively. These sputtering rates are material- and operating condition- 
dependent and correspond to the etch rate. The sputtering rate for a pure material, 𝑅pure, 







where 𝑡total is the amount of sputtering time to pass through the standard pure film (in 
practice, this time can be taken to be where the signal falls off 50% at the film-substrate 
interface). For a simple bilayer system, the instantaneous overall sputtering rate, 𝑅(𝑡), 





| 𝑅𝐴 + |
𝐼(𝑡) − 𝐼𝐴
𝐼𝐴 − 𝐼𝐵
| 𝑅𝐵 (2.2) 
where 𝐼(𝑡) is the instantaneous yield of marker A (or B) across the interface. Now, depth 
conversion is simply done by integrating the instantaneous sputtering rate, 𝑅(𝑡), selecting 
either the pure sputtering rates (Equation 2.1) in the pure regions or the linear 
combination rate in the interface (Equation 2.2), to obtain a sputtering depth, 𝑧(𝑡), 
corresponding to sputtering time, 𝑡,  




where 𝑡0 corresponds to the time at which a given region is reached. 
For ToF-SIMS depth profiling, the sputtering beam can either be the same 
composition as the analysis beam (single beam) or of different composition (dual beam). 
In single beam operation, the ion beam alternates between a low-current high-energy 
pulsed analysis mode and a high-current low-energy DC sputtering mode; here, switching 
time and current stability can cause issues.132 Single beam depth profiling requires a large 
cluster ion beam (i.e. C60
+) for sputtering which gives the advantage of producing higher 
mass fragments and enhanced secondary ion yield during analysis, especially useful in 
organic systems.137–139 With dual beam operation, analysis and sputtering are decoupled 
providing for optimal selection of separate analysis and sputtering beams. That is, the 
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analysis beam can be optimized for pulse width, lateral resolution and intensity; the 
sputtering beam optimized for depth resolution and sputtering rates.132 For depth 
profiling, we will use dual beam operation with a bismuth (Bi1
+ or Bi3
+ ions) liquid-
metal-ion-gun (LMIG) for analysis and a cesium (Cs+) sputtering beam. In negative 
mode, cesium doping of the matrix enhances the ionization probability of some ion 
species by reducing the work function of those species due to the low work function of 
cesium (~1.9 eV).132 
Dual beam depth profiling can be operated in two different modes – 
non-interlaced or interlaced mode. With non-interlaced mode, analysis and sputtering are 
performed separately where complete interruption of analysis is followed by sputtering 
and vice versa.132 This is how single beam depth profiling occurs. With interlaced mode, 
analysis and sputtering occur quasi-simultaneously, where the sputtering beam operates 
during the dead time of the analysis frame.132,140 Here, the extractor is turned off during 
sputtering allowing for collected ions to drift to detection while not collecting any 
fragments from sputtering. With interlaced mode, experiment time is greatly reduced and 
the effects of residual gas (i.e. higher background counts) from constant analysis are 
reduced.132 However, non-interlaced mode is preferred when the sample undergoes strong 
charging induced by the sputtering beam, given the lag time between sputtering and 
analysis.132 In this work, data collected in Chapter 3 for the OPVs as well as the work in 
Section 4.3 on electrical degradation in perovskite films were performed in non-
interlaced mode; whereas, the data in Section 4.2 on light-induced degradation in 
perovskite devices were collected in interlaced mode. For our work conducted in non-
interlaced mode, we were concerned about getting the flattest analysis plane possible (to 
keep depth resolution) – interlaced mode sputters as you analyze causing your image 
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plane to be tilted. For our work with interlaced mode, depth resolution was not as 
important as the time necessary for data collection. 
2.1.3 Mixing-Roughness-Information (MRI) Model 
To determine atomic or molecular mixing at buried interfaces in systems after 
ToF-SIMS depth profiling, we employ the mixing-roughness-information (MRI) model. 
In Chapter 3, an expanded description is given for use of the MRI model to extract 
short-range mixing in P3HT:dPCBM bilayers. And in Chapter 4, we use the MRI model 
as presented here to extract atomic/molecular mixing at the MAPbI3/ITO interface after 
electrical degradation. 
Considering an interface between two materials, the MRI model consists of three 
assumptions: (1) the real interface (that is, the intrinsic atomic/molecular mixing between 
the two materials following fabrication, described by a parameter w0) will appear broader 
during depth profiling due to three fundamental factors: (a) sputtering induced mixing 
(described by a parameter w), (b) intrinsic and sputtering-induced corrugations (described 
in conjunction by a parameter σ) and (c) signal depth of origin (that is, the escape depth 
of the secondary ions, described by a parameter λ) at the regressing surface; (2) these 
three factors are independent from each other and (3) they can be described by analytical 
functions of depth whose convolution defines the so-called depth resolution function 
(DRF). Consequently, the real interface length (that is, the fabrication-induced 
atomic/molecular mixing length) can be extracted by deconvoluting the DRF from the 
measured interface length obtained by depth profiling (Figure 2.3).  
At this stage, we emphasize a note of caution: atomic/molecular mixing and 
roughness cannot be completely disentangled. Within the MRI model, however, these 
two quantities are considered to be independent, thus one must clearly define the 
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roughness such that it is completely separated from atomic/molecular mixing. In this 
case, we define the roughness as the RMS roughness given by a scanning probe 
microscopy tool, i.e. AFM. More often, the roughness is measured before and after a 
depth profile through an interface. 
 
 
Figure 2.3 Mixing-Roughness-Information (MRI) model.  A measured depth profile 
through a bilayer interface is the convolution of the real interface and the 
depth resolution function (DRF). The DRF is a convolution of three factors: 
mixing, roughness and information, discussed in the text. 
Following the work of Hofmann136,141,142 the functions representing the mixing, 
roughness and information factors can be written as: 
 
𝑔𝑤(𝑧 − 𝑧0) = 𝐴𝑤 exp [−
(𝑧 − 𝑧0 + 𝑤)
𝑤
]  𝜃(𝑧 − 𝑧0 + 𝑤) (2.4) 
 








𝑔𝜆(𝑧 − 𝑧0) = 𝐴𝜆 exp [
(𝑧 − 𝑧0)
𝜆
]  𝜃(𝑧0 − 𝑧) (2.6) 
where 𝑧 is the sputtered depth, 𝑧0 is the running depth for which the contributions are 
calculated, 𝐴𝑤, 𝐴𝜎 and 𝐴𝜆 are some normalization constants such that 
∫ 𝑑𝑧 𝑔𝑤,𝜎,𝜆(𝑧) =  1
∞
−∞
, 𝑤, 𝜎 and 𝜆 are the mixing, roughness and information parameters, 
respectively, and 𝜃(𝑧) is the Heaviside step function (equal with 1 if 𝑧 ≥ 0 and 0 
otherwise). The mixing and information parameters, 𝑤 and 𝜆, represent the length to 
which their respective contributions (𝑔𝑤 and 𝑔𝜆, respectively) drop by a factor of 1/𝑒. 
The standard deviation of the corrugation contribution, 𝑔𝜎, that is 𝜎, represents the RMS 
of the corrugation at the 𝑧0 plane. The DRF reads then: 
 











Finally, the normalized depth profile of a certain species (to the maximum 









where χ(𝑧) represents the species’ real normalized (to its maximum) profile. For a given 
interface represented by the edge of the profile 𝐼(𝑧) (see Figure 2.2) the depth comprised 
between the 84.13 % and 15.87 % of the 𝐼(𝑧) edge height provides the measured 
interface length. Consequently, after the DRF deconvolution from 𝐼(𝑧), the depth 
comprised between the 84.13 % and 15.87 % of the resulting χ(𝑧) edge provides the 
fabrication induced atomic/molecular mixing length (i.e. the real atomic/molecular 
mixing length, 𝑤0). The 84 to 16 % levels are standard in the SIMS community but are 
meaningful only if the DRF is a Gaussian.143 
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To simulate a given interface, we use a forward calculation procedure144, where 
we assume some starting values for the real atomic/molecular mixing, sputtering-induced 
mixing, roughness and information parameters and convolute the associated functions to 
obtain the simulated profile, which is then compared to the actual data points. 
During the calculation of the simulated profile the normalized real interface is 
considered of sigmoid form, 
 









defined such that the depth between its 0.1587 and 0.8413 height levels is 𝑤0, that is, the 
real atomic/molecular mixing length at the interface. Since both the DRF function and the 
simulated real interface, 𝜒𝑠, are normalized to 1, the resulting simulated depth profile, 
𝐼𝑠(𝑧), will also be normalized to unity: 
 







It is this simulated profile (Equation 2.10) that is compared to the actual data 
points, that is, the normalized depth profile (Equation 2.8). Here, the fitting procedure 
minimizes the deviation between the simulated and actual profiles by using a genetic 
algorithm that optimizes all parameters sequentially in steps of ±0.1 nm from their 
starting values. In selecting starting parameters, it is important to select values which are 
physically meaningful and are in the neighborhood of the true values. Once a global 
minimum is found via the fitting procedure, the optimized values for the parameters (𝑤0, 
𝑤, 𝜎 and 𝜆) represent the values of their respective physical phenomenon, with the 
importance on the extracted intrinsic atomic/molecular mixing length. 
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2.2 INCORPORATING ATOMIC FORCE MICROSCOPY (AFM) WITH TOF-SIMS 
Combining Atomic Force Microscopy (AFM) with ToF-SIMS takes advantage of 
AFM’s high lateral resolution as well as the high chemical sensitivity and high depth 
resolution of ToF-SIMS. Basic AFM theory and the combination of the two techniques 
will be discussed here.  
2.2.1 Tapping Mode AFM Basics 
 
Figure 2.4 Basic AFM Set-up using Optical Level Method.  A laser is reflected off the 
backside of a metal-coated cantilever near the attached probe. Changes in 
surface topography are recorded by changes in laser deflection on the 
photodetector. 
Atomic Force Microscopy (AFM) is a technique used to measure surface 
topography and is part of a larger class of Scanning Probe Microscopy (SPM) techniques. 
With AFM, a sharp probe is raster scanned over a sample’s surface and due to 
interactions between the probe and surface, a topography image is created. A basic set-up 
using an optical lever method is given in Figure 2.4. For operation, a probe, mounted on 
a thin cantilever, is brought into contact with the sample’s surface and a laser is reflected 
off the backside of the cantilever near the probe onto a multi-quadrant photodetector. 
Vertical deflection of the laser beam on the photodetector maps out changes in height, 
due to changes in tip-sample interactions, as the probe is scanned over the surface. Probes 
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are typically made of silicon (Si) or silicon nitride (Si3N4) and the back of the cantilever 
is typically metal-coated in aluminum (Al).  
 
 
Figure 2.5 Tip-Sample interactions in AFM.  (a) A general intermolecular potential as 
a function of tip-sample distance, U(r), and associated (b) force curve 
depicting the regimes where repulsive interactions (F > 0) or attractive 
interactions (F < 0) dominate. Contact mode AFM occurs at distances where 
the tip and sample are in the repulsive region; non-contact mode AFM 
occurs at distances where attractive interactions dominate. Tapping mode 
AFM occurs at distances where tip-sample interactions fluctuate between 
repulsive and attractive. 
AFM imaging commonly occurs in three modes corresponding to three force 
regimes of tip-sample interaction: contact mode, tapping (intermittent contact) mode, and 
non-contact mode. A generic intermolecular potential and associated force curve is given 
in Figure 2.5, showing the corresponding regions for each mode. Contact mode occurs 
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when the tip is in close contact to the surface and repulsive interactions dominate; 
conversely, non-contact mode occurs when the tip is relatively far away from the surface 
and attractive (van der Waals) interactions dominate. Tapping mode (or intermittent 
contact mode) occurs when the tip oscillates between the attractive and repulsive 
interaction regimes.  
In tapping mode, an AC bias is applied to the cantilever causing it to oscillate near 
its resonance frequency, determining its free amplitude of oscillation. When the probe is 
near the surface, it oscillates between attractive and repulsive interactions with the 
surface, restricting its amplitude. A change in this amplitude as the probe is scanned and 
encounters regions of different height, causes a deflection of the laser beam. An 
electronic feedback loop (typically, a proportional-integral-derivative (PID) loop) moves 
the z-height of the tip to restore the previous amplitude and the height change is recorded, 
generating the topography map.  
Tapping mode is a versatile mode. It exerts less force on the sample than contact 
mode allowing for imaging of softer materials such as polymers62,114,145 as well as 
biological systems.146,147 An added advantage of tapping mode is the ability to collect 
phase images, due to a shift in the phase angle of the AC driven oscillating cantilever as it 
encounters regions of different mechanical properties and thus different tip-sample 
interactions.145,148,149 Phase imaging, specifically in polymer systems, has led to 
visualizing nanoscale material phase differences (i.e. amorphous versus crystalline 
phases) even when changes in topography are minimal.62,114,145,149 It is also easier to use 
and faster than non-contact mode, which requires careful sample preparation and slow 
speeds to minimize surface contamination and measure only long-range van der Waals 
forces.148,149 Lastly, it is a mode that can be used on samples in a number of media, 




As discussed previously in this chapter, ToF-SIMS is a very powerful analytical 
technique capable of analyzing surface composition with high sensitivity and selectivity. 
Moreover, chemical imaging with ToF-SIMS can be done with moderate lateral 
resolution (~100 nm132, although sub 100 nm resolution is possible151) Combining 
chemical imaging with depth profiling in the ToF-SIMS allows for building 3D chemical 
maps of a film with high depth resolution (<1 nm). However, in studies in which 
topography is important, ToF-SIMS fails to provide accurate information with regards to 
height and when sample feature sizes are smaller than the lateral resolution. Here is 
where AFM can add – in theory, AFM has atomic resolution, but even at more practical 
limits (nm),146,149 its resolution is better than the ToF-SIMS. In addition, AFM provides 
height information that cannot be obtained from ToF-SIMS imaging. 
The combination of ToF-SIMS/AFM is not new to our work – a select number of 
researchers have combined ToF-SIMS with AFM either ex situ144,152–157 in air or in 
situ158,159 within the ToF-SIMS chamber in vacuum. Progress with such combinations has 
been to understand the change in topography before and after SIMS sputtering144,155,156,159 
as well as to try and properly reconstruct chemical images with varying      
topography.152–154,157,158  Most, if not all, of this work has been on systems with feature 
sizes greater than the lateral resolution of the SIMS allowing for easy correlation of 
images obtained by both methods. Previous to my work, my colleagues here at The 
University of Texas at Austin, have employed ToF-SIMS/AFM to determine both the 
chemical composition and the atomic/molecular mixing length at buried interfaces, 
including two-dimensional heterostructures144 and atomic layer deposited (ALD) ultrathin 
films.156 We will present an ex situ method in an inert (anoxic) atmosphere in order to 
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study buried morphologies in OPVs whose feature sizes are much less than the SIMS 
lateral resolution. 
2.2.3 AFM in an Inert Atmosphere 
For our measurements, in which in situ AFM was not possible, we performed 
AFM measurements in a glove box with an inert atmosphere of either nitrogen or argon  
gas. After sputtering in the ToF-SIMS, the sample surface can remain highly reactive 
either due to fragmentation/ionization of the surface material but also due to ion 
implantation from the analysis/sputtering beams. Exposure to air can cause surface 
oxidation and reorganization,158 especially in organic systems. Early experiments with 
Drs. Andrei Dolocan and Raluca Gearba recognized the need for air-free sample transfer 
after ToF-SIMS sputtering as well as air-free AFM. Within minutes, surface topography 
can change when exposed to air. Placing an AFM in a glove box is non-trivial due to the 
need to remove vibrational background noise. Dr. Alex Veneman started the work of 
transferring our Veeco Digitial Instruments Dimension 3100 AFM into an Inert PureLab 
He glovebox. He applied Dynamat Xtreme to the outside of the glove box to minimize 
vibrations/noise from the box itself. Inside the glove box, the stage was place on a 
vibration isolation stage (Herzan TS-150). During operation of the AFM, it is sometimes 
necessary to turn the blower of the box down/off as well as turning off the vacuum pump 
to prevent unnecessary turbulence within the box. It is also important to minimize any 
physical contact with the box and to allow for plenty of equilibration after a disturbance 
before scanning. Fortunately, our box is used solely for scanning and no solvents are 
allowed inside since it does not have a catalyst; therefore, we do not worry about 
chemical corrosion of parts and we can use thinner gloves for placing samples/tips, which 
is extremely more difficult inside the box. To perform physical sample transfer between 
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the glove box and ToF-SIMS, we used an in-house, custom designed air-free 
capsule/interface.160 Although, we mainly used nitrogen gas for the OPV experiments, the 
glove box can be filled with other inert gases for other reactive samples/systems (i.e. 
argon for lithium samples). 
2.3 SUMMARY 
ToF-SIMS, being highly selective and sensitive, provides chemical information 
with high depth resolution and modest lateral resolution. In systems with features or 
changes over the resolution capable with ToF-SIMS, that is the perovskite photovoltaic 
systems, ToF-SIMS alone visualizes the necessary chemical composition. When 
combined with AFM, it becomes a much more powerful methodology capable of 
providing the same chemical selectivity and sensitivity while also providing high lateral 
resolution topography information from the AFM. In systems where buried topographic 
information has lateral features less than the resolution of the ToF-SIMS or in which 
height information is important, that is, the OPV systems, combining the two techniques 
provides a way of visualizing buried morphologies as well as determining chemical 
composition at the buried planes. The rest of this dissertation will show how these 
techniques are crucial in understanding chemistry and morphology of buried interfaces in 




Chapter 3: Investigating Buried Interfaces in Organic Photovoltaics 
(OPVs)† 
3.1 INTRODUCTION  
With the global energy requirements reaching new heights each year, we are in 
dire need of efficient, robust, environmental-friendly and affordable technologies that 
harvest alternative energy sources (e.g., solar, hydro, wind and geo-thermal). In 
particular, emerging photovoltaics, such as organic based solar cells, hold great promise 
for mainstream applications that demand competent cost/performance and stability 
criteria. Unfortunately, wide OPV adoption is hampered by relatively low efficiencies 
and stability problems, when compared to inorganic solar cells, demanding a better 
understanding of the active layer and its composing interfaces. On the positive side, 
markets that require specific properties can accelerate their deployment. For instance, 
organic photovoltaics with record efficiencies of 11.7%14 can be printed on flexible 
substrates, have the ability to be transparent (6% efficient cells with 50% light 
transmission have been reported by Heliatek161) and are lightweight making them a front 
candidate for building integrated power solutions and portable devices.  
Currently, the most progress in PCE has been achieved in 
polymer(donor):fullerene(acceptor) bulk heterojunctions (BHJs) by synthesizing 
polymers with low band gap19–23 and optimizing the device morphology.25–30 The 
“desirable” morphology is commonly attained by trial-and-error, employing a battery of 
preparation procedures that can include thermal11,25,55 or solvent vapor26,56,57 annealing, 
and choice of solvent,29,58 rate of solvent removal,59,60 relative volume fraction of the 
donor and acceptor,29,30,61 and use of chemical additives.27,28,62 However, these strategies 
                                                 
† Portions of this chapter were published in Griffin, M. P., Gearba, R., Stevenson, K. J., Vanden Bout, D. 
A., Dolocan, A. J. Phys. Chem. Lett. 2017, 8, 2764-2773 for which M. Griffin prepared the samples, carried 
out the measurements, analyzed and interpreted the data. 
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lead to complex and largely unknown morphologies that require detailed analysis with 
ultra-sensitive, spatially and chemically resolving tools. To date, extensive research on 
the BHJ structure and morphology has been performed on various systems, including 
poly (3-hexylthiophene-2-5-diyl): [6,6]-phenyl-C61-Butyric acid methyl ester (P3HT 
(donor):PCBM (acceptor)) blends, using an array of techniques such as x-ray scattering 
and diffraction,71,162 transmission electron microscopy (TEM),25,55,57,123,124 atomic force 
microscopy (AFM),28,62 and neutron scattering and reflection,67,115,163 none of which 
possess the simultaneous chemical and spatial sensitivity required to provide a clear 
correlation between energy conversion capabilities and compositional and morphological 
parameters essential for rational device optimization.  
 
 
Figure 3.1 Schematic of a bulk heterojunction (BHJ) film.  A BHJ film is composed 
of electron donor-rich (red) and acceptor-rich (blue) regions. In between 
these regions, the mixed, composite phase (pink color) represents the 
donor/acceptor (D/A) interface, with an average thickness defined by the 
length, δ.  
Functionally, the common understanding in these systems is that phase 
segregation results in the formation of relatively pure donor (D) and acceptor (A) 
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nanometer size domains (Figure 3.1),63,64 where light absorption mostly in the donor 
material creates excitons that dissociate into free charges at the D/A interface and the 
transport of the resulting free charges towards the electrodes occurs in the relatively pure 
domains. Recently, the presence of a third, intermixed (at molecular level) composite 
phase between the pure phases has been identified and there is compelling evidence that 
the extent of this mixed phase controls the charge separation and therefore the device 
efficiency.64,66–73 Although this mixed phase represents the D/A interface, that is, the 
region between the relatively pure phases, it has never been properly identified as such 
nor studied in detail. So far, attempts at identifying and quantifying the mixed phase 
physical properties have provided estimates of the diffusion coefficients64,67 between the 
BHJ components, and of the purities14,64,71,72 and size distributions64,66 of the relatively 
pure domains. However, these studies are unable to extract the detailed morphological 
signature of the mixed phase, namely the length of molecular mixing at the buried D/A 
interface, that is, the D/A interface length (Figure 3.1). To avoid any ambiguities, we 
spatially define the D/A interface length (or thickness) as the average of the shortest 
distances between the relatively pure donor and acceptor phases throughout the BHJ film, 
denoted hereafter as δ (Figure 3.1). This D/A interface length plays a crucial role in 
device operation, in particular controlling the exciton dissociation and subsequent free 
charge transport/recombination. 
Since the ability to interrogate complex buried interfaces is currently the main 
hindrance in designing materials with improved performance, stability and lifetime, new 
state-of-the-art chemical imaging tools that combine both high spatial sensitivity and 
chemical selectivity are needed.127 Previously, due to their ultra-high chemical sensitivity 
and selectivity, dynamic67,126 (D-) and static135,164 secondary ion mass spectrometry 
(SIMS – in particular time-of-flight SIMS, that is, ToF-SIMS), depth profiling have been 
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used to qualitatively demonstrate the long-range miscibility in multicomponent BHJs. 
Compared to D-SIMS, static SIMS operates in the so-called static SIMS regime, offering 
sub-nanometer depth resolution given the far weaker analysis ion beam currents.144 
However, identifying the D/A interface and measuring its length require precise 
measurement of both morphology and composition as functions of depth, which demands 
the addition of a topography-sensitive technique, such as scanning probe microscopy, to 
ToF-SIMS depth profiling. In this regard, we have previously demonstrated that, in 
conjunction with AFM, ToF-SIMS (in the static regime) can determine both the chemical 
composition and the atomic/molecular mixing length at buried interfaces, including two-
dimensional heterostructures144 and atomic layer deposited (ALD) ultra-thin films.165 
Such fundamental features are currently unavailable by applying TEM or scanning 
electron microscopy (SEM) with electron energy loss spectroscopy (EELS) or energy-
dispersive X-ray spectroscopy (EDS) on cross-sectional samples,122,165 given the 
intrinsically low chemical sensitivity and selectivity of these techniques when compared 
to SIMS. On the other hand, x-ray absorption and microscopy techniques14,71,72,121,166 
allow the identification of relatively pure phases of organic films, yet they lack the depth 
resolution while probing the whole thickness of the film. Consequently, while measuring 
some relative purities and domain sizes of the relatively pure phases, these techniques are 
unable to provide absolute concentrations of the BHJ composing species with depth, nor 
identify and extract a meaningful D/A interface length. Another very powerful technique, 
that is, neutron reflectivity (NR), is capable of chemically separating the BHJ composing 
materials with excellent depth resolution;115,130 however, it does not provide the spatial 
sensitivity necessary for morphology or domain size identification.  
Moreover, a direct visualization of the buried morphology in OPVs has not yet 
clearly been achieved, although attempts using TEM25,114,123,124 and electron 
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tomography123,125 have provided, arguably, indirect evidence of these complex 
morphologies. Other techniques, such as AFM,28,62,114,115 have been employed to 
investigate the topography of various OPVs; however not as function of depth, therefore 
only probing the very top film morphology. 
Here, we develop a robust, ultra-sensitive chemical imaging methodology that 
combines ToF-SIMS (in the static regime) and air-free (anoxic) AFM, together with 
depth profile modeling, to determine the chemical composition and morphology of a 
model polymer(D):fullerene(A) BHJ system, P3HT:PCBM, prior to and after thermal 
annealing, a post-preparation procedure known to substantially (however limited) 
increase the PCE by phase segregation.25,63,64 Besides demonstrating the direct 
visualization of morphology as a function of depth, our approach is able to identify, 
locate and quantify the composing BHJ species throughout the film and gives access to 
fundamental morphology metrics, such as the molecular mixing length at the D/A 
interface, that is, the D/A interface length, a critical parameter for device performance. 
We show the annealing process creates partially mixed P3HT/PCBM domains that 
enhance exciton dissociation and free charge transport. Moreover, our results indicate 
these domains are in fact mostly mixed, allowing only for a small volume of pure P3HT 
to participate in the free charge transport, thus explaining the limited PCE improvement 
upon annealing. 
3.2 CHEMISTRY AND MORPHOLOGY OF P3HT:PCBM BHJS 
The proposed methodology is schematically depicted in Figure 3.2a, with 𝑧 
denoting the depth measured from the sample surface. ToF-SIMS depth profiling is used 
to investigate the chemical composition and expose select planes throughout the depth of 
the sample, which are further characterized by AFM, revealing the morphology of the 
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P3HT/PCBM buried interfaces. To separate the P3HT and PCBM ToF-SIMS signals, we 
chemically highlight the PCBM by employing isotope labeling, that is, we use deuterated 
PCBM (dPCBM).67,122,167 Figure 3.2b,c present the ToF-SIMS depth profiles of a 
~100 nm thick P3HT:dPCBM BHJ before and after thermal annealing for 30 minutes at 
150°C, respectively. Specific secondary ion fragments, 34S- and 2H-, representing P3HT 
and dPCBM, respectively, are used to monitor the relative chemical composition change 
in the BHJ upon thermal annealing. While in the unannealed case the P3HT and dPCBM 
signals are mostly constant throughout the film indicating a fully mixed blend 
(Figure 3.1b), long-range chemical segregation occurs within the annealed BHJ, with 
P3HT segregating mainly to the top and dPCBM to the middle of the film (Figure 3.2c). 
Chen et al have observed similar vertical segregation,67 attributed to both phase 
segregation and favorable surface energy of either P3HT and PCBM with respect to the 
film surfaces.115,168  
 
Figure 3.2 ToF-SIMS/AFM principle and depth profiles through P3HT:PCBM 
BHJs.  (a) ToF-SIMS/AFM principle applied to a P3HT:PCBM BHJ. ToF-
SIMS depth profiling is used to identify and reveal planes of chemical 
interest throughout the film while AFM is used to determine their 
morphology. The schematic indicates the D/A interface in pink. (b, c) ToF-
SIMS depth profiles of 34S- and 2H- secondary ion fragments, representing 
P3HT and dPCBM, respectively, for unannealed (b) and fully annealed at 
150°C for 30 minutes (c) P3HT:dPCBM BHJs. The profiles in (c) indicate 
the phase segregation in the BHJ upon annealing. The planes of interest 
indicated in the unannealed (b) and in the annealed (c) profiles are used in 
Figures 3.3 and 3.4, respectively.  
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AFM imaging at various depths, chosen to sample key points in the relative 
chemical composition change along the depth profile of the unannealed BHJ (Figure 3.3) 
indicate little change in morphology; whereas, in the annealed BHJ (Figure 3.4), 
suggests a dramatic morphology evolution with depth, with large structures appearing 
towards the bottom of the film. This provides, to our knowledge, the first direct 
visualization of the P3HT:PCBM BHJ morphology as function of depth. 
 
 
Figure 3.3 AFM topography images for the unannealed BHJ.  (a-f) Images taken at 
the planes of interest indicated in Figure 3.2b, showing the unannealed BHJ 
morphology evolution as a function of depth. All AFM images are 1μm x 




Figure 3.4 AFM topography images for the annealed BHJ.  (a-f) Images taken at the 
planes of interest indicated in Figure 3.2c, showing the annealed BHJ 
morphology evolution as a function of depth. All AFM images are 1μm x 
1μm; scale bars are 250 nm.  
Morphologies obtained by AFM are often subject to qualitative interpretation and 
cannot infer chemical composition. To quantitatively compare the AFM maps recorded 
from different surfaces in a systematic way we employ image autocorrelation analysis 
(see Section 3.2.1 for more details). Among other parameters, such as, the next nearest 
neighbor distance and the correlation length, the radially averaged autocorrelation of an 
image (that is, the radial autocorrelation) reveals the average domain size of the 
composing features (that is, the average particle distance). Most often, prior to 
autocorrelation analysis, an AFM image requires background subtraction to remove the 
vertical offset variations among its composing features, which are thus given a similar 
weight in the autocorrelation. Figure 3.5a shows two AFM topographic images acquired 
at similar depths (~75 nm, depths determined from method described in Section 3.3) 
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from two BHJs (unannealed and annealed) that were initially identically prepared 
(Figure 3.2b,c, Figure 3.3d, and Figure 3.4e). Depending on the amount of data 
smoothing (that is, consecutive horizontal and vertical line-by-line, pre-averaged spline 
interpolations) applied to an AFM image to generate the background used for subtraction, 
the radial autocorrelation of the resulting background-subtracted image is sensitive to 
either the fine (with less smoothing) or the large (with more smoothing) structures 
(Figure 3.5b and Figure 3.6). In the unannealed case, with no apparent large structures, 
we find a single radial autocorrelation per image regardless of the subtracted background 
smoothing, giving a relatively constant average domain size (~30 nm) with depth 
(Figure 3.5c, top). Based on the current understanding55,64,71,169 and the depth profiles in 
Figure 3.2b, we consider these P3HT/dPCBM domains, defining the fine structure, to be 
fully mixed at the molecular level. In contrast, for the annealed BHJ, at larger depths, two 
radial autocorrelations can be obtained, one showing the fine structure increasing slightly 
to ~37 nm in domain size throughout the film, while the other demonstrating the 
formation of aggregates that expand strongly with depth, reaching >100 nm in size at the 
bottom of the film (Figure 3.5c, top). We attribute the slight increase in the fine structure 
size upon annealing to the partial P3HT crystallization169,170 in the fully mixed domains 
observed in the unannealed BHJ. Given the virtually constant root mean square (RMS) 
corrugation (< 1 nm) measured throughout the unannealed film (Figure 3.5c, bottom), we 
conclude the sputtering conditions do not alter the film’s intrinsic morphologies during 
depth profiling. That preferential sputtering does not affect the film’s morphology and 
composition is also supported by both the flat profiles of P3HT and dPCBM in the 
unannealed BHJ (Figure 3.2b) and the decrease of the dPCBM signal towards the Si 
interface in the annealed BHJ (Figure 3.2c), in spite of the largely different sputtering 
rates (see Section 3.2.2). For the annealed blend, the corrugation has a larger initial offset 
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and increases strongly with depth, a result of the P3HT phase change and the aggregation 
process, respectively (Figure 3.5c, bottom). 
 
 
Figure 3.5 Domain sizes in unannealed and annealed BHJ.  (a) AFM topography 
images for Plane 4’ of the unannealed P3HT:dPCBM BHJ (top) and Plane 4 
of the fully annealed BHJ (bottom) given in Figures 3.3d and 3.4e, 
respectively. Both planes are exposed at a vertical depth of ~75 nm from the 
surface of the BHJ film. Scale bar is 250 nm. (b) Radial autocorrelation 
distributions for Plane 4’ of the unannealed BHJ (top) and Plane 4 of the 
annealed BHJ (bottom). Depending on the amount of initial smoothing 
applied to the AFM image of the annealed BHJ to generate the background 
used for subtraction, the radial autocorrelation of the resulting background-
subtracted image provides the average size of either the small structures or 
the larger aggregates. (c) Calculated average domain size (that is, average 
particle distance) determined from the radial autocorrelations (top) and 
RMS corrugations (bottom) as a function of depth for the unannealed and 
annealed BHJ AFM images (Figures 3.3 and 3.4). The average aggregate 
size can only be extracted for the two deepest planes in the annealed BHJ 
(dotted line to guide eye). All depths were determined by the method 
outlined in Section 3.3. 
3.2.1 Image Autocorrelation 
The autocorrelation function for images is generated from the convolution of the 
two-dimensional image function with itself, 𝑓(𝑥, 𝑦): 
 








Image autocorrelation is able to extract domain sizes from data. To do image 
autocorrelation for domain size analysis, it is important to remove any vertical offsets, 
that is background, which can convolute with particle size in the correlation. To 
determine the background to remove reducing vertical offsets, we employed line-by-line 
x- and y-direction spline interpolations, having the effect of smoothing out the data. For 
“5-point smoothing,” the spline interpolations pass through a number of equally spaced 
nodes determined by 5-point averaging of the data points. Figure 3.6a shows the AFM 
image for Plane 4’ after background subtraction by 5-point smoothing. Figure 3.6b 
shows the image autocorrelation from the background subtracted image. Lastly, the radial 
distribution function is determined by taking the average of all points at discrete distances 
from the center of the image. From the radial distribution, the distance between the first 
peak and the second peak can be taken as the average domain size of the image. In the 
case of the annealed BHJ films where visible aggregates formed, a less averaged 
background subtraction (5-point) reveals the fine structure (Figure 3.6d-f) and a more 
averaged background subtraction (50-point) reveals the larger, aggregated structures 




Figure 3.6 Image Autocorrelation.  (a-c) Image autocorrelation analysis for the Plane 4’ 
(z = 76 nm) AFM image of the unannealed BHJ. (a) The background 
subtracted image. (b) Image autocorrelation of the initial image with the 
5-point-averaged interpolated background subtracted. (c) The corresponding 
radial distribution of the image autocorrelation in (b). (d-i) Image 
autocorrelation for the annealed Plane 4 (z = 75 nm) AFM image. (d-f) A 
less averaged background (line-by-line 5-point-averaged spline interpolation 
on both horizontal and vertical directions) subtraction reveals the BHJ fine 
structure. (g-i) In contrast, a more averaged background (line-by-line 
50-point-averaged spline interpolation on both horizontal and vertical 
directions) subtraction reveals the larger, aggregated structures. 
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3.2.2 Sputtering Induced Morphology 
One major issue when dealing with ToF-SIMS depth profiling is preferential 
sputtering due to different sputtering rates of the ablated compounds. This phenomenon 
induces a larger surface corrugation with sputtering time (that is, depth) and, as a result, 
changes in the real morphology with depth. Other side effects of this issue include loss of 
mass resolution (due to increased corrugation) and a continuous increase or decrease of a 
species’ signal with depth (due to the loss of the material that sputters faster) depending 
on the species’ lower or higher sputtering rate, respectively.  
In our case, although we cannot completely rule out this effect, it does not 
influence the results. Preferential sputtering would affect the surface corrugation of the 
unannealed BHJ as much as for the annealed one since we expect P3HT and dPCBM to 
exhibit nanodomains in both cases. In other words, we expect the surface corrugation of 
the unannealed BHJ to increase significantly with sputtering time if preferential 
sputtering is severely affecting the surface morphology. Since we observe a minimal 
increase of corrugation with sputtering time (Figure 3.5c) for the unannealed BHJ, we 
think this effect is negligible. Another interesting observation is that for the unannealed 
BHJ both P3HT and dPCBM signals are mostly flat (Figure 3.2b) with sputtering time, 
which would not be the case if the preferential sputtering would be an issue. Even more, 
for the annealed BHJ although at first the signal of the dPCBM goes up while the one of 
P3HT down with sputtering time, towards the end of the profile the trend is reversed 
(Figure 3.2c), which is not consistent with preferential sputtering. If P3HT were 
preferentially removed with respect to dPCBM, we should see a continuous decrease in 
the P3HT signal with sputtering time and the opposite for the dPCBM.  
Lastly, we collect all depth profiles in static SIMS mode, that is, with very low 
sputtering current (<1 pA) for the analysis beam (Bi3
+). Simultaneously, we use a very 
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low energy (500 eV) for the sputtering beam (Cs+), which was particularly chosen to 
minimize any sputtering effects. The sputtered samples are brought to the AFM in 
vacuum and AFM is performed under a nitrogen (N2) environment, in a glove box, to 
minimize any effects from O2 or H2O on the sputtered surfaces. (See Section 3.7.2 for 
more ToF-SIMS experimental details) 
3.3 DEPTH AND CONCENTRATION CONVERSION IN COMPLEX BINARY FILMS 
 
 
Figure 3.7 PCBM calibration depth profiles leading to depth and concentration 
conversion curves.  Calibration depth profiles (a) for a series of 
P3HT:dPCBM unannealed BHJs (10%-100% dPCBM concentrations) 
leading to calibration curves that relate the average 2H- yield from a profile 
to a local, average sputtering rate (b) or to a dPCBM concentration (c). 
Given the complexity of the sputtering process, especially for the annealed BHJ 
where the composing materials, P3HT and dPCBM, are unevenly mixed throughout the 
film (Figure 3.2c) and possess largely different sputtering rates, 0.4 and 0.07 nm/s, 
respectively, both converting sputtering time to depth and relating secondary ion signals 
to material concentrations are nontrivial. For this purpose, we record a series of depth 
profiles from BHJ blends that have known thicknesses and contain different weight 
fractions of P3HT and dPCBM spanning all combinations between 0 and 100% in 
discrete 10% steps (Figure 3.7a), to generate calibration curves that correlate the 
sputtering-time-averaged 2H- secondary ion yields in these blends with the average film 
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sputtering rates (Figure 3.7b) and the dPCBM concentrations (Figure 3.7c). A double 
exponential in Figure 3.7b and a single exponential in Figure 3.7c were empirically fit to 
the experimental data. For P3HT, similar curves were obtained using the 34S- signal 
(Figure 3.8 in Section 3.3.1). The calibration curves are further applied to the depth 
profiles acquired from films containing only P3HT and dPCBM to convert the sputtering 
time to depth and to extract the absolute concentrations of P3HT and dPCBM with depth. 
For more complicated systems containing > 2 components, assuming each has a unique 
secondary ion marker, a similar calibration procedure can be employed that explores all 
compositional permutations among the composing materials. 
3.3.1 Details on Conversion  
The individual sputtering rates of P3HT and dPCBM, 0.4 and 0.07 nm/s, 
respectively, were calculated based on the thicknesses (determined ellipsometry) and the 
corresponding times needed to sputter through the respective pure films. To convert 
sputtering time into depth as well as extract the concentration (that is, weight percent) of 
P3HT and dPCBM throughout the film, we employ calibration curves. These curves are 
required to account for the nonlinear dependence between the sputtering rate of a binary 
blend containing materials with large differences in individual sputtering rates and the 
concentration of either one of the components. To solve this issue, we record a series of 
depth profiles from unannealed (Figure 3.8a,d) and annealed (Figure 3.8b,e) BHJ blends 
of known thickness containing different weight fractions of P3HT and dPCBM spanning 





Figure 3.8 dPCBM and P3HT concentration calibration curves.  (a-c) dPCBM 
calibration depth profiles for a series of P3HT:dPCBM unannealed (a) and 
annealed for 30mins at 150C (b) BHJs (10%-100% dPCBM 
concentrations) leading to calibration curves relating the average 2H- yield in 
a profile to a dPCBM concentration (c); unannealed data in blue, annealed 
in black. (d-f) P3HT calibration depth profiles from the same series in (a,b) 
for the unannealed (d) and annealed (e) BHJs leading to calibration curves 
relating the average 34S- yield in a profile to a P3HT concentration (c); 
unannealed data in red, annealed in black. The annealed 20%:80% 
P3HT:dPCBM calibration sample was not used due to accidental 
contamination during annealing. 
For depth conversion, we generate a calibration curve relating the sputtering-time-
averaged 2H- ion yield, 𝐼, to the average sputtering rate, 𝑅, for each BHJ calibration 
sample. For clarity, the depth profile of a given secondary ion fragment is defined as the 
instantaneous ToF-SIMS yield of that fragment as a function of sputtering time, 𝐼(𝑡). We 
use the average 2H- signal since the depth profiles of the calibration films deviate, 
sometimes largely, from the pure rectangular shape. The average 2H- ion yield for each 
sample was calculated by integrating the 2H- yield, 𝐼(𝑡), over the sputtering time, 𝑡, and 
dividing it by the total sputtering time, Δ𝑡 =  𝑡𝑓 − 𝑡𝑖, determined as the difference 
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between the half-way points for the initial signal rise (at the surface, 𝑡𝑖) and final signal 









The average sputtering rate, 𝑅, for a given film was calculated by dividing the 
film thickness, 𝑑, determined by ellipsometry, by the total sputtering time, Δ𝑡. The depth 
conversion calibration curve (Figure 3.7b) was determined from the unannealed 
calibration samples and empirically fit by a double exponential: 
 
𝑅 = 0.04512 + 0.10771 exp (−2.3536 × 10−5 𝐼 )
                        +0.23455 exp(−2.1964 × 10−4 𝐼 ) (3.3)
 
For an arbitrary P3HT:dPCBM blend with a 2H- depth profile 𝐼(𝑡), the depth 
conversion until the SiO2 interface assumes the instantaneous sputtering rate, 𝑅(𝑡), at a 
given sputtering time, 𝑡, corresponding to a sputtering depth 𝑧(𝑡), to be the average 
sputtering rate of a calibration blend, 𝑅, that would give an average 2H- yield, 𝐼, equal 
with the instantaneous 2H- yield at 𝑡, that is, 𝐼 = 𝐼(𝑡):  
 
𝑅(𝑡) = 𝑅[𝐼(𝑡)] =
𝑑𝑧
𝑑𝑡
 , 𝑡0 ≤ 𝑡 ≤ 𝑡SiO2 (3.4) 
where 𝑡0 is the initial sputtering time and 𝑡SiO2 is the sputtering time at the middle of the 
blend/SiO2 interface. For 𝑡 > 𝑡SiO2 , since the depth conversion calibration curve is only 
defined for the blend, we use a sputtering rate model that assumes the instantaneous 














 , 𝑡 > 𝑡SiO2 (3.5) 
where 𝑅SiO2 = 0.15 nm/s is the SiO2 sputtering rate, which was calculated by completely 
sputtering a SiO2 film with a known thickness (300 nm). 
Thus, the sputtering depth, 𝑧(𝑡) corresponding to sputtering time, 𝑡, is expressed 
as: 




For concentration conversions, we relate the averaged 2H- , (Figure 3.8c) or the 




 , respectively) to the weight percent in the 
BHJ calibration samples. Four calibration curves were empirically fit to the data: 
 
𝜌dPCBM, an = 106.78 − 106.16 exp (−4.1833 × 10
−5 𝐼
H2 ,an
 ) (3.7) 






= 158.34 − 11.563 exp (−3.7171 × 10−4 𝐼 S34 ,an ) 
                                  −146.92 exp (−2.245 × 10−5 𝐼 S34 ,an ) (3.9) 
𝜌
P3HT, un
= 120.38 − 120.73 exp (−5.1664 × 10−5 𝐼 S34 ,un ) (3.10) 
 
where 𝜌dPCBM and 𝜌P3HT are the (weight percent) concentrations of the dPCBM and 
P3HT in the calibration films, respectively, for the annealed and unannealed samples 
(represented by the “an” and “un” subscripts, respectively). For an arbitrary 




(𝑡), the complete 
concentration conversion assumes the instantaneous individual concentrations, 𝜌dPCBM(𝑡) 
and 𝜌P3HT(𝑡), at a given sputtering time, 𝑡, to be the concentrations of calibration blends, 
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𝜌dPCBM or 𝜌P3HT, that would give an average 
2H- or 34S- yield equal with the instantaneous 










𝜌dPCBM(𝑡) = 𝜌dPCBM [𝐼 H2 (𝑡)]  and 𝜌P3HT(𝑡) = 𝜌P3HT [𝐼 S34 (𝑡)] (3.11) 
 
To account for the sputtering conditions slightly changing over time, we scale the 
2H- and 34S- profiles by factors (around unity) before applying both the depth and 
concentration conversions, which ensures the data conversions are physically correct. For 
example, in the unannealed bilayer case, we know that each layer contains at most 100% 
material; therefore, the corresponding profiles are scaled such that the concentrations for 
each layer would not exceed 100%. Further, these factors are used to scale the 2H- and 
34S- profiles of all the annealed bilayers that were recorded in the same day with the 
unannealed BL. For the 50%:50% dPCBM:P3HT BHJs, we calculate the scaling factors 
such that they give 50% concentrations for each component after the concentration 
conversion in the middle of the unannealed BHJ. Similar to the BL case, we use these 
factors to scale the annealed BHJ data acquired in the same day with the unannealed BHJ. 
The factors vary but are reasonably close to unity which proves the sample preparation 




3.4 ANNEALED BILAYERS (BLS) TO MIMIC ANNEALED BHJS 
 
Figure 3.9 Annealed bilayers (BLs) mimicking annealed BHJs.  (a, b) Schematic of 
the unannealed (a) and partially annealed (b) P3HT/dPCBM BLs. The 
annealing time controls the interphase length between the P3HT and 
dPCBM pure films. (c, d) ToF-SIMS depth profiles of 34S- and 2H- 
secondary ion fragments (continuous curves) and corresponding P3HT and 
dPCBM concentrations (dashed curves), respectively, for the unannealed (c) 
and fully annealed for 10 minutes at 150°C (d) P3HT/dPCBM BLs. (e, f) 
ToF-SIMS depth profiles of 34S- and 2H- secondary ion fragments and 
corresponding P3HT and dPCBM concentrations, respectively, for the 
unannealed (e) and fully annealed for 30 minutes at 150°C (f) 
P3HT:dPCBM BHJ. (g, h) Comparison between the AFM topography 
images at Plane A of the annealed BL (g) and Plane 3 of the annealed BHJ 
(h). Both planes are located at a depth of ~45 nm. Scale bars are 250 nm. (i) 
Radial autocorrelation distributions for Plane A of the annealed BL (top) 
and Plane 3 of the annealed BHJ (bottom) showing similar domain sizes. 
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Our working hypothesis is that during annealing, when the BHJ undergoes long-
range (that is, throughout the film) chemical speciation and mixing, and phase 
segregation consisting of simultaneous P3HT crystallization and partial dPCBM 
demixing in the fine structure, short-range mixed regions are generated at the edges of the 
annealed domains (that is, the D/A interface, represented by the pink regions in 
Figure 3.1 and Figure 3.2a). To verify and quantify the extent of this local, short-range 
mixing we employ a model system, that is, a P3HT/dPCBM bilayer (BL) with equally 
thick (~60 nm) pure films, prepared using a method previously described by Russell and 
co-workers,167 which ensures the initial interface between P3HT and PCBM is 
molecularly sharp (< 1 nm). By controlling the BL interface morphology through 
precisely timed thermal annealing at 150C, we are able to physically simulate the 
annealed BHJ morphology and, intrinsically, its short-range mixing, within a variable 
depth at the P3HT/dPCBM interface (Figure 3.9a-f). That the interphase produced by 
annealing the BL (Figure 3.9b) has a similar morphology with the annealed BHJ is 
demonstrated in Figure 3.9g-i, where the morphologies of two buried planes (at ~45 nm 
depth) in the BL (Plane A) and BHJ (Plane 3) are compared through radial 
autocorrelation, yielding virtually identical domain sizes (~37 nm). Additionally, we note 
similar chemical segregation trends of the P3HT and dPCBM signals in both annealed 
BL and BHJ films (Figure 3.9d,f). Moreover, device performance analysis demonstrates 
the PCE of an annealed BHJ formed starting from a bilayer made via the preparation 
method of Russel and co-workers is similar to the PCE of an annealed BHJ formed 
starting from spincoated P3HT:PCBM (50%:50%) mixed solution.167 Finally, the 
calibration curves in Figure 3.7b,c and Figure 3.8 are used to convert the sputtering time 
to depth and the 34S- and 2H- secondary ion yields to P3HT and dPCBM absolute 
concentrations, respectively (Figure 3.9c-f). This allows for a direct, quantitative 
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comparison between the chemical species throughout the films, showing the near perfect 
mixing in the unannealed (Figure 3.9e) and the long-range segregation in the annealed 
(Figure 3.9f) BHJs. 
3.5 CALCULATING EXTENT OF MIXING FROM BILAYER INTERPHASE 
Intrinsically, the interface between the two composing organic materials of a BL 
is defined by a molecular mixing region that follows the interface corrugation resulting 
from fabrication (Figure 3.9a). Upon annealing, the P3HT/PCBM mixed region expands 
with annealing time, creating an interphase that resembles the annealed BHJ 
(Figure 3.9b). Complete BL mixing can be achieved after a few minutes of annealing at 
150°C (Figure 3.9c,d). However, if the annealing is incomplete the BL maintains two 
regions of pure material that form two short-range mixing regions with the interphase 
(Figure 3.10a). Since we expect the molecular mixing to occur at the boundaries of the 
domains composing the fine structure, the annealed BL interphase morphology should 
consist of core-shell spheroidal nanostructures that contain a core-like crystalline P3HT 
and a shell-like P3HT/PCBM mixed region (Figure 3.10b), similar with the morphology 




Figure 3.10 Schematic of partially annealed BL with a molecular picture of the 
mixed interphase.  (a) Schematic of the partially annealed P3HT/dPCBM 
BL depicting the pure dPCBM (blue), relatively pure dPCBM (purple), pure 
P3HT (red) and mixing (pink) regions in the interphase. The mixing region 
represents the D/A interface. Its length (or thickness), δ, can be identified 
and quantified by measuring the real interface mixing length 𝑤0 at the 
P3HT:dPCBM interphase / pure dPCBM interface. 𝜎 represents the variable 
RMS of the corrugation at the regressing surface. (b) Schematic of the 
interphase/pure dPCBM interface showing the detailed molecular picture of 
mixing between P3HT and dPCBM. 
Figure 3.11a-c demonstrate partial BL annealing, where one second and, further, 
10 seconds of annealing at 150°C cause diffusion of a limited amount of dPCBM 
throughout the P3HT layer and incomplete diffusion of P3HT into the dPCBM layer, as 
indicated by the 2H- signal reaching the top and the 34S- signal not reaching the bottom of 
the film, respectively. The latter observation opens up the possibility of measuring, via 
 
53 
the 34S- profile, the short-range P3HT/dPCBM mixing length in the core-shell 
nanostructures, that is, δ, at the interface between the interphase and the remaining pure 
dPCBM layer, as outlined in Figure 3.10. To estimate this short-range mixing length, 
that is, the D/A interface length, δ, we employ the mixing-roughness-information (MRI) 
model,142,144 which describes the sputtering effects during depth profiling and can be used 
to simulate the profile of an interface. Considering an interface between two materials, 
the MRI model consists of three assumptions: (1) the real interface (that is, the intrinsic 
atomic/molecular mixing between the two materials following fabrication, described by a 
parameter 𝑤0) will appear broader during depth profiling due to three fundamental 
factors: (a) sputtering induced mixing (described by a parameter 𝑤), (b) intrinsic and 
sputtering-induced corrugations (described in conjunction by a parameter 𝜎) and (c) 
signal depth of origin (that is, the escape depth of the secondary ions, described by a 
parameter 𝜆) at the regressing surface; (2) these three factors are independent from each 
other and (3) they can be described by analytical functions of depth whose convolution 
defines the so-called depth resolution function (DRF). Consequently, the real interface 
length (that is, the fabrication-induced atomic/molecular mixing length), 𝑤0, can be 
extracted by deconvoluting the DRF from the measured interface length obtained by 
depth profiling (Figure 3.13 and Section 3.5.1). Applying this model to our case, for a 
partially annealed BL, allows measuring the real interface length, 𝑤0, between the 
interphase and remaining pure dPCBM layer, which essentially gives the P3HT/dPCBM 




Figure 3.11 ToF-SIMS depth profiles and MRI modelling of annealed BLs.  (a – c) 
ToF-SIMS depth profiles of 34S- and 2H- and corresponding P3HT and 
dPCBM calculated concentrations, respectively, for the unannealed (c), 
flash annealed for 1 second at 150°C (d) and flash annealed for 10 seconds 
at 150°C (e) P3HT/dPCBM BLs. (d – f) The evolution of the molecular 
mixing at the P3HT/dPCBM interface following annealing can be extracted 
from the 34S- profile. The D/A interface length plateaus at ~11.5 nm after 






Figure 3.12 Locating the BL interfaces.  (a-c) ToF-SIMS depth profiles of 34S- (P3HT), 
2H- (dPCBM) and OH- (water) for the (a) unannealed, (b) flash annealed for 
1 second at 150C and (c) flash annealed for 10 seconds at 150C 
P3HT/dPCBM BLs. The residual water trapped at the BL interface follows 
its location upon annealing. Consequently, the vertical dotted lines 
(representing the water signal peak position) indicate either the 
P3HT/dPCBM interface in the unannealed BL or the P3HT:dPCBM 
interphase/dPCBM interface in the partially annealed BLs. 
To simulate the P3HT/dPCBM interface in the unannealed BL and the 
P3HT:dPCBM interphase/dPCBM interfaces in the partially annealed BLs, we use the 
forward calculation procedure,142,144 where we assume some starting values for the real 
atomic mixing, sputtering-induced mixing, roughness and information parameters and 
convolute the associated functions to obtain the simulated profile, which is then fit to the 
actual 34S- data points (Figure 3.11d-f). Since annealing causes the physical migration 
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and broadening of the interfaces, we use the residual water signal, represented by the OH- 
secondary ion fragment, to track their locations (Figure 3.12).  
Notably, the concentration curves of P3HT (obtained by converting the 34S- 
profiles via the calibration curve in Figure 3.8f) and the corresponding 34S- profiles are 
almost identical at the P3HT/dPCBM interfaces, when represented on the same scale, 
implying a minimal matrix effect (Figure 3.11a-c and Figure 3.14 in Section 3.5.2 and 
text in Section 3.5.2). Also, as the these interfaces have arbitrary baselines in the depth 
profiles once the materials start mixing, we match both the 34S- yield (denoted as 𝐼) and 
its first derivative (𝑑𝐼/𝑑𝑧) at the inflection point with the corresponding values of the 
simulated curve. The fitting procedure minimizes the deviation between the simulated 
and 34S- profiles by using a genetic algorithm that optimizes all parameters sequentially in 
steps of ±0.1 nm from their starting values (see Section 3.5.1). In Figure 3.11d, since 
minimal molecular mixing is expected for the unannealed BL, constraining 𝑤0 to 1 nm 
gives, besides a reasonable RMS corrugation (𝜎 = 2.7 nm), the 𝑤 and 𝜆 parameters that 
are specific to our samples and sputtering conditions and that are further used to fit the 
partially annealed BLs. The resulting simulated profiles reveal a similar P3HT/dPCBM 
short-range mixing length (δ = 𝑤0 ≅ 11.5 nm) for both 1-s and 10-s annealed BLs 
(Figure 3.11e,f), demonstrating that the annealed D/A interface is produced in a matter of 
seconds and does not evolve with annealing time.  
3.5.1 MRI Model for P3HT/dPCBM Bilayers  
In this section, we take the basic principles of the MRI model, presented in this 
chapter as well at Section 2.1.3, and adapt them to our P3HT/PCBM bilayers. Because 
the annealed bilayer depth profiles have arbitrary base lines (i.e. normalization would 
distort the data), it is necessary to vertically scale and horizontally shift the simulated 
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depth profiles in order to compare them to the actual depth profiles. This process is 
shown in the text corresponding to Equations 3.19 - 3.22 below. Much of this chapter is 
duplicated from Section 2.1.3 for ease and clarity of understanding in this section. 
The mixing-roughness-information (MRI) model was employed to determine the 
molecular mixing, that is, the short-range mixing length, at the P3HT:dPCBM 
interphase/dPCBM interface following TOF-SIMS depth profiling of the annealed 
BLs.136,141,142,165 Considering an interface between two materials, the MRI model consists 
of three assumptions: (1) the real interface (that is, the intrinsic atomic/molecular mixing 
between the two materials following fabrication, described by a parameter w0) will 
appear broader during depth profiling due to three fundamental factors: (a) sputtering 
induced mixing (described by a parameter w), (b) intrinsic and sputtering-induced 
corrugations (described in conjunction by a parameter σ) and (c) signal depth of origin 
(that is, the escape depth of the secondary ions, described by a parameter λ) at the 
regressing surface; (2) these three factors are independent from each other and (3) they 
can be described by analytical functions of depth whose convolution defines the so-called 
depth resolution function (DRF). Consequently, the real interface length (that is, the 
fabrication-induced atomic/molecular mixing length) can be extracted by deconvoluting 





Figure 3.13 MRI model.  (a) Schematic of an interface between two materials, A and B, 
that consists of atomic mixing and corrugation, the latter represented here by 
the RMS of the roughness. (b) Depth profiling through such interface adds 
sputtering effects that, together with corrugation, can be deconvoluted from 
the measured interface length to give the atomic mixing length. (c) Mixing 
roughness information (MRI) model: the measured profile of a secondary 
ion fragment is a convolution between the real profile and a depth resolution 
function (DRF) that accounts for sputtering induced and corrugation effects.  
At this stage, we emphasize a note of caution: atomic mixing and roughness 
cannot be completely disentangled. Within the MRI model, however, these two quantities 
are considered to be independent, thus one must clearly define the roughness such that it 
is completely separated from atomic mixing. In this case, we define the roughness as the 
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RMS roughness given by a scanning probe microscopy tool, i.e. AFM. More often the 
roughness is measured before and after a depth profile through an interface. 
Following the work of Hofmann136,141,142 the functions representing the mixing, 
roughness and information factors can be written as: 
 
𝑔𝑤(𝑧 − 𝑧0) = 𝐴𝑤 exp [−
(𝑧 − 𝑧0 + 𝑤)
𝑤
]  𝜃(𝑧 − 𝑧0 + 𝑤) (3.12) 
 






𝑔𝜆(𝑧 − 𝑧0) = 𝐴𝜆 exp [
(𝑧 − 𝑧0)
𝜆
]  𝜃(𝑧0 − 𝑧) (3.14) 
 
where 𝑧 is the sputtered depth, 𝑧0 is the running depth for which the contributions are 
calculated, 𝐴𝑤, 𝐴𝜎 and 𝐴𝜆 are some normalization constants such that ∫ 𝑑𝑧 𝑔𝑤,𝜎,𝜆(𝑧) =
∞
−∞
1, 𝑤, 𝜎 and 𝜆 are the mixing, roughness and information parameters, respectively, and 
𝜃(𝑧) is the Heaviside step function (equal with 1 if 𝑧  0 and 0 otherwise). The mixing 
and information parameters, 𝑤 and 𝜆, represent the length to which their respective 
contributions (𝑔𝑤 and 𝑔𝜆, respectively) drop by a factor of 1/𝑒. The standard deviation of 
the corrugation contribution, 𝑔𝜎, that is 𝜎, represents the RMS of the corrugation at the 𝑧0 
plane. The DRF reads then: 
 














Finally, the normalized depth profile of a certain species (to the maximum 









where χ(𝑧) represents the species’ real normalized (to its maximum) profile. For a given 
interface represented by the edge of the profile 𝐼(𝑧) (see Figure 3.13) the depth 
comprised between the 84.13 % and 15.87 % of the 𝐼(𝑧) edge height provides the 
measured interface length. Consequently, after the DRF deconvolution from 𝐼(𝑧), the 
depth comprised between the 84.13 % and 15.87 % of the resulting χ(𝑧) edge provides 
the fabrication induced atomic mixing length (i.e. the real atomic mixing length, 𝑤0). 
The 84 to 16 % levels are standard in the SIMS community but are meaningful only if the 
DRF is a Gaussian. 
To simulate the P3HT/dPCBM interface in the unannealed BL and the 
P3HT:dPCBM interphase/dPCBM interfaces in the partially annealed BLs, we use the 
forward calculation procedure,144 where we assume some starting values for the real 
atomic mixing, sputtering-induced mixing, roughness and information parameters and 
convolute the associated functions to obtain the simulated profile, which is then fit to the 
actual 34S- data points. We choose the 34S- depth profile to represent the BL interfaces 
since 1 second and 10 seconds of annealing show incomplete diffusion of P3HT into the 
dPCBM layer (Figure 3.11a-c), which opens up the possibility of measuring the short-
range P3HT:dPCBM mixing length in the core-shell nanostructures at the interface 
between the interphase and the remaining pure dPCBM layer (Figure 3.10b). During the 













defined such that the depth between its 0.1587 and 0.8413 height levels is 𝑤0, that is, the 
real molecular mixing length at the P3HT/dPCBM BL interface. Since both the DRF 
function and the simulated real interface, 𝜒𝑠, are normalized to 1, the resulting simulated 
depth profile, 𝐼𝑠(𝑧), will also be normalized to unity: 
 
𝐼𝑠(𝑧) = ∫ 𝑑𝑧
′𝑔𝐷𝑅𝐹(𝑧





Moreover, the 𝑧 axis in eq. (12) is arbitrarily defined, with χ𝑠, and therefore 𝐼𝑠, 
centered around 𝑧 = 0. As a result, in order to fit the simulated profile, 𝐼𝑠(𝑧), to the actual 
34S- profile, 𝐼(𝑧), which is not generally normalized and has a fixed, well defined 𝑧 axis, 
the simulated profile has to be both vertically-expanded (along the yield axis) and 
horizontally-offset (along the 𝑧 axis) to fit the data correctly. For this, we assume a linear 
vertical expansion,  
 
𝐼(𝑧) =  𝛼 𝐼𝑠(𝑧) + 𝛽 (3.19) 
with 𝛼, and 𝛽 some real constants, and match both the 34S- yield, 𝐼, and its first derivative 
(𝑑𝐼/𝑑𝑧) at the inflection point with the corresponding values of the simulated profile. The 











𝛽 = 𝐼(𝑧𝑐) − 𝛼 𝐼𝑠(𝑧𝑐
′ ) (3.21) 
where 𝑧𝑐 and 𝑧𝑐








′ ) = 0 (3.22) 
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Finally, to match the 𝑧 axis for both real and simulated profiles, the 𝑧 axis of the 
simulated profile is offset such that 𝑧𝑐
′ = 𝑧𝑐. 
This resulting vertically-scaled and horizontally-shifted, simulated profile is then 
fit to the actual data points of the measured 34S- profile of either the unannealed or 
annealed for 1-s or 10-s BLs. The fitting procedure minimizes the deviation between the 
simulated and 34S- profiles by using a genetic algorithm that optimizes all parameters 
sequentially in steps of ±0.1 nm from their starting values. In Figure 5f (main text), since 
minimal molecular mixing is expected for the unannealed BL, constraining 𝑤0 to 1 nm 
gives, besides a reasonable RMS corrugation (𝜎 = 2.7 nm), the 𝑤 and 𝜆 parameters that 
are specific to our samples and sputtering conditions and that are further used to fit the 
partially annealed BLs. The resulting simulated profiles reveal a similar P3HT:dPCBM 
short-range mixing length (𝑤0 ≅ 11.5 nm) for both 1-s and 10-s annealed BLs 
(Figure 3.11e,f), demonstrating that the annealed D/A interface is produced in a matter of 
seconds and does not evolve with annealing time. Consequently, the calculated short-
range mixing length holds also for the fully annealed BL and, as a result, for the annealed 
BHJ. 
3.5.2 The Matrix Effect at the P3HT/dPCBM Interface 
Another major issue with ToF-SIMS depth profiling is the so-called matrix effect, 
which is a result of the environment (that is, matrix) changing as function of depth. This 
issue affects the signals of a given species as function of sputtering time if the 
concentrations of the species composing the film vary significantly with depth. This is a 




Unfortunately, the matrix effect problem cannot be avoided. However, to 
overcome this issue we have designed a calibration experiment where we have taken 
profiles of blends with different concentrations of P3HT and dPCBM (see Figure 3.8 and 
Section 3.3.1). The signals obtained this way account for all matrix effects that could be 
encountered while the P3HT and dPCBM concentrations vary with depth. The matrix 
effects can be observed in the calibration curves (Figure 3.7c and Figure 3.8c,f), which 
obviously deviate from a straight line. Therefore, they need to be alleviated by using 
these calibration curves when calculating the absolute concentrations as function of 
depth. The biggest issue, however, is using the P3HT/dPCBM interface profile to 
calculate the mixing length for the bilayer sample. Here, the interface could be severely 
affected by the matrix effect. Fortunately, when converting, for example, the 34S- signal 
to the P3HT concentration in Figure 3.11a-c by using the calibration curve in 
Figure 3.8f, we note that the P3HT/dPCBM interfaces remain virtually the same, that is, 
the 34S- profiles are almost identical with the P3HT concentration curves at the 




Figure 3.14 BL interface showing minimal matrix effect.  (a-c) TOF-SIMS depth 
profile of 34S- (P3HT) secondary ion fragment (red, solid) and the 
corresponding P3HT concentration curve (black, dashed) for the unannealed 
(a), flash annealed for 1 second at 150C (b) and flash annealed for 
10 seconds at 150C (c) P3HT/dPCBM BLs. For a given P3HT/PCBM 
interface both the 34S- depth profile and the resulting concentration curve 
match through the interface, when displayed on the same scale, indicating 






Consequently, the calculated short-range mixing length holds also for the fully 
annealed BL and, as a result, for the annealed BHJ. Assuming that the fine structure of 
the annealed BHJ consists of spheroidal-shaped domains (~37 nm diameter) with an outer 
shell thickness given by the 11.5 nm short-range mixing length, we estimate the 
crystalline P3HT core to be less than 14 nm in diameter. As a result, contrary to the 
general understanding that during annealing a BHJ forms largely pure domains63,64 
(required for efficient charge transport25), a simple geometrical calculation demonstrates 
the mixed regions account for >90% of the total volume of the domains, implying the 
annealing process leaves most of the BHJ in a mixed phase, therefore limiting the amount 
of free carrier pathways to the charge collectors, which explains the PCE limitation to 
~5%.25 These findings are consistent with previous theoretical calculations that show a 
high degree of mixing is detrimental to device performance, owing to the removal of 
beneficial conduction pathways formed at lower degrees of mixing.73 However, when 
compared to the unannealed BHJ (PCE = 0.82%),25 both the extracted short-range mixing 
length (~11.5 nm) and crystalline P3HT core radius (~7 nm) in the annealed domains are 
comparable with the exciton diffusion length,63 suggesting the PCE improvement in the 
annealed BHJ is given by more efficient exciton transport in the P3HT core and mixed 
shell, followed by exciton dissociation in the mixed shell, and subsequent free charge 
transport through the crystalline P3HT core and the surrounding dPCBM.  
Clearly, the BHJ PCE is directly linked to the ratio between the amounts of pure 
and mixed material, which can be estimated by knowing the D/A interface length. 
Balancing this ratio to the right value is essential in designing an optimal BHJ 
morphology. In a binary P3HT:PCBM blend we estimate a larger ratio than the one 
observed for the annealed BHJ (that is, ~1/9) should fundamentally increase the PCE due 
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to improved free charge transport in the pure phases while maintaining the exciton 
dissociation rate in the mixed phase.  
To conclude, we demonstrate a robust, air-free ToF-SIMS/AFM methodology 
capable of probing in detail the buried chemical composition and morphology in binary 
D/A blends, with direct implications in their design optimization. Of note, our technique 
(i) directly measures and visualizes, respectively, the precise film composition and 
morphology as function of depth, and (ii) identifies and quantifies the D/A interface 
length, that is, the molecular mixing length at the D/A interface, a parameter that has 
never been measured while mostly overlooked despite its paramount influence on the 
device performance. In particular, for a P3HT:PCBM BHJ, our approach reveals the 
long-range (throughout the film) P3HT and PCBM segregation and the partial, short-
range (local) PCBM demixing upon thermal annealing. We find the annealing process 
expands the P3HT/PCBM domains from ~30 nm to ~37 nm via partial P3HT 
crystallization and further aggregates them into larger structures with depth, thereby 
creating pathways for better carrier transport. Finally, by using an advanced sputtering 
model, we determine the D/A mixing length and show that the annealed P3HT/PCBM 
domains are mostly composed of mixed regions, which limit the PCE increase. 
Consequently, we expect the application of our methodology to various OPV 
configurations, including multicomponent blends,171 to enhance the understanding of the 
complex relationship between device morphology, molecular mixing length at the D/A 
interface and device performance. 
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3.7 EXPERIMENTAL METHODS 
3.7.1 Sample Preparation  
Materials Regioregular poly(3-hexylthiophene-2,5-diyl) (P3HT) was acquired 
from 1-Material with a molecular weight of ~78kDa. [6,6]-phenyl C61 butyric acid methyl 
ester (PCBM) and pentadeuterophenyl-C61-butyric acid methyl ester (dPCBM) were 
acquired from SES Research with purities of 99.5%. Poly(3,4-ethylenedioxythiophene)-
poly(styrenesulfonate) (PEDOT:PSS) 1.3 wt % dispersion in H2O, conductive grade and 
anhydrous chlorobenzene (CB) purity 99.8% were acquired from Sigma-Aldrich. Silicon 
wafers were purchased from University wafers.  
 BHJ preparation Normal (d)BHJs were prepared from a 1:1 mixture of 2% 
P3HT/CB and 2% (d)PCBM/CB. The 2% solutions were filtered through a 0.2 μm PTFE 
filter prior to mixing. The 1:1 mixture was spincoated at 700 RPM onto Si/SiO2 wafers, 
previously cleaned by sonication in acetone, isopropanol, and water, individually for 
15 min each. BHJ annealing was done on a hot plate in air for 30 min at 150°C. 
Calibration BHJs were made in a similar manner, starting with filtered 1.5% solutions of 
P3HT/CB and dPCBM/CB, mixing in appropriate ratios (that is, a ratio of 9:1 for a 10% 
dPCBM BHJ, etc.), and spin coating on Si/SiO2 wafers at 700 RPM. All film thicknesses 
were characterized using a J. A. Wollam M2000 Spectroscopic Ellipsometer. 
BL preparation P3HT/dPCBM bilayers (BLs) were produced by floating a pure 
P3HT film on nanopure water (18.2 MΩ·cm) and subsequent pick up onto a pure PCBM 
film. Pure P3HT films were produced by spin coating at 700 RPM from a filtered 
solution of 0.75% P3HT/CB onto a PEDOT:PSS-coated Si/SiO2 wafer. PEDOT:PSS was 
sonicated for 1 hour, filtered through a 0.45 μm PVDF filter, and spincoated at 
1000 RPM on previously cleaned Si/SiO2 wafers. Pure PCBM films were made by spin 
coating a 1.75% solution at 700 RPM onto a Si/SiO2 wafer cleaned in the same manner 
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with an added 5 min oxygen plasma etch prior to use. BL annealing (1 s, 10 s, 10 min at 
150°C) was done on a flash heating/cooling stage inside the ToF-SIMS instrument. 
3.7.2 ToF-SIMS Analysis  
For depth profiling and chemical analysis we used a TOF.SIMS 5 instrument 
(ION-TOF GmbH, Germany, 2010). During depth profiling the sputtering ion beam (Cs+ 
at 500 eV ion energy, ~40 nA measured sample current and ~1 μm beam size) was raster 
scanned over an area of 300 x 300 μm2. The analysis ion beam consisting of Bi3
+ pulses 
(30 keV ion energy, 20 ns pulse duration, 0.8 pA measured sample current) was set in the 
high current bunched (HC) mode and raster scanned over a 100 x 100 μm2 area centered 
within the Cs+ sputtered area at the regressing surface. Bi3
+ was chosen to enhance the 
yield of organic secondary ions and to reduce the sputtering induced mixing.135 The depth 
profiles were acquired in noninterlaced mode at a base pressure of 10-9 torr. All mass 
spectra were acquired in negative polarity while the mass resolution was >7000 (m/δm) 
for all fragments of interest. The sputtering rates were calculated at 0.39 nm/s and 
0.07 nm/s for the pure P3HT and PCBM, respectively. For the AFM measurements, due 
to the high reactivity of the sputtered spots with air we used an in-house designed air-free 
capsule160 to transfer the sputtered samples to and from a nitrogen-filled glove box 
(containing the AFM setup) in vacuum or nitrogen environment, respectively. 
3.7.3 AFM Analysis 
For surface mapping we used a Bruker Dimension 3100 AFM that was enclosed 
in a nitrogen-filled glove box (Innovative Technologies), to ensure the Cs+ and Bi3
+ 
sputtered spots were protected from any oxygen-related reactions.  A MikroMasch 
HQ:NSC14/Al BS silicon probe was used to take tapping mode topography images, 
which were analyzed with image autocorrelation to extract domain size.  
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Chapter 4: Light- and Electric Field- Induced Interfacial Effects on 
Perovskite Degradation 
4.1 INTRODUCTION TO LIGHT- AND ELECTRIC FIELD- INDUCED DEGRADATION 
EXPERIMENTS 
This chapter focuses on work in understanding light-induced degradation in 
MAPbI3 perovskite devices as well as electric field-induced degradation in MAPbI3 
films. These degradation pathways result in chemical and morphological changes at 
device/film interfaces. Each subsection provides a brief introduction, followed by a 
summary of work done by our collaborators motivating the need for understanding the 
chemical and morphological changes under the external stress (either light or electric 
bias), and completed with my contributions and conclusions using ToF-SIMS to address 
the observed changes. 
4.2 LIGHT-INDUCED DEGRADATION‡ 
4.2.1 Introduction 
Perovskite solar cells based on the hybrid methylammonium or formamidinium 
lead iodides (MA/FAPbI3) represent now the most rapidly developing photovoltaic 
technology, which has surpassed successfully the 20% efficiency threshold.2,15 Practical 
implementation of perovskite solar cells is still hampered by their poor operation stability 
originating from multiple intrinsic and extrinsic degradation processes.172–175 While the 
highest reported efficiencies were obtained for perovskite solar cells utilizing compact 
TiOx layer and mesoporous oxide scaffold,
176,177 alternative planar junction devices 
attract swelling attention.76,178 A simple solution-based technology used for fabrication of 
planar junction perovskite solar cells can be potentially easy up-scaled for their industrial 
                                                 
‡ Portions of this section were published in Akbulatov, A. F., Frolova, L.A., Griffin, M. P., Gearba, I. R., 
Dolocan, A., Vanden Bout, D. A., Tsarev, S., Katz, E. A., Shestakov, A. F., Stevenson, K. J., Troshin, P. A. 
Adv. Energy Mater. 2017, 1700476 for which M. Griffin analyzed and interpreted the ToF-SIMS data. 
 
70 
production.179 Planar junction devices can be also fabricated on flexible plastic substrates 
by growing the photoactive perovskite layer on top of the hole transport layer (HTL) 
material (e.g., commercial or modified poly(3,4-ethylenedioxythiophene):polystyrene 
sulfonate, PEDOT:PSS,180 or other materials such as copper(I) iodide (CuI) or copper(I) 
oxide (Cu2O)
181), while the device stack is completed by coating with the electron 
transport layer (ETL) and depositing a top electron-collecting electrode.182 This kind of 
“inverted device configuration” resembles closely the standard architecture of organic 
solar cells intensively investigated for more than a decade.183 
Efficient inverted perovskite solar cells have been fabricated using different ETL 
materials such as conjugated n-type polymers,184,185 zinc oxide,186,187 functionalized 
perylene diimides,188–194 and fullerene derivatives.195,196 Among all these materials, 
readily available fullerene-based compound PCBM has been utilized most extensively 
either alone or in combination with various polymer binders.197–201 Perovskite solar cells 
using PCBM as ETL deliver virtually hysteresis-free behavior in current-voltage 
characteristics and impressive power conversion efficiencies of 10-17%.112,202,203 
Unfortunately, inverted planar junction perovskite solar cells are generally prone to a 
rapid degradation under illumination. It has been shown recently that this kind of 
degradation is apparently related to the chemical reactivity of perovskite material with the 
metal top electrode.92 However, the fundamental mechanism of this kind of degradation 
process and the role of the ETL material have not been clarified until now.  
4.2.2 Motivation Based on Collaborators’ Work 
While designing planar junction perovskite solar cells based on methylammonium 
lead iodide (MAPbI3), they were screening different ETL materials in order to achieve 
improved photovoltaic performance and stability. They paid special attention to perylene 
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diimide derivatives due to their excellent chemical resistance and good charge transport 
characteristics, as it was noticed previously.185–191 A soluble perylene diimide derivative, 
N,N’-di-2-ethylhexyl-3,4,9,10-perylenetetracarboxylic diimide, PDI-EH (Figure 4.1a), 
which they designed previously as a solution processible n-type semiconductor for 
organic field-effect transistors,204 was utilized as a ETL material along with PCBM 
(Figure 4.1b) for inverted planar junction perovskite solar cells (Figure 4.1).  
 
 
Figure 4.1 Materials and device structure.  Electron transport layer (ETL) materials, 
(a) PDI-EH and (b) PCBM and (c) inverted device structure. 
They noticed that both types of the photovoltaic devices incorporating PCBM and 
PDI-EH as ETL materials deliver very comparable initial power conversions efficiencies 
of ~10%. The device using PCBM resulted in slightly higher open circuit voltage (VOC) 
and fill factor (FF), while devices comprising PDI-EH generated enhanced short circuit 
current density (JSC) and external quantum efficiency (EQE). Regardless, this comparison 
demonstrates that the perylene diimide derivative PDI-EH indeed represents an improved 
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ETL material for inverted planar junction solar cells and can successfully replace PCBM 
with regards to device efficiency. 
Furthermore, the inverted planar junction perovskite solar cells incorporating 
PCBM as the ETL material undergo rapid light induced degradation as their efficiency 
decreased to ~10% of the initial value just within 30 hr, and after 120 hr it dropped to 
zero. On the contrary, devices comprised of PDI-EH as ETL material maintained 97% 
and 72% of the initial efficiency after 30 hr and 120 hr of aging, respectively.  
The obtained results strongly suggested that PCBM is the main cause for the 
observed rapid degradation of the perovskite solar cells. They initially assumed that a 
possible chemical reaction occurs at the interface between MAPbI3 and PCBM. However, 
analysis of the aged bilayer MAPbI3/PCBM films using high-performance liquid 
chromatography (HPLC) and Electrospray Ionization (ESI) mass spectrometry revealed 
no noticeable degradation or additional functionalization of the fullerene derivative, 
besides some photodimerization, which is known for PCBM.205 Therefore, they surmised 
that there is no evident chemical reaction occurring between PCBM and MAPbI3 under 
illumination.  
4.2.3 Chemically Tracking ETL Dependent Light-Induced Degradation 
In order to shed some light on the actual role of PCBM in the rapid degradation of 
inverted perovskite solar cells, we used Time-of-Flight Secondary Ion Mass 
Spectroscopy (ToF-SIMS), which is known as a powerful chemical analysis technique 
extensively used in the field of perovskite photovoltaics.128,206–209 We profiled the 
perovskite solar cell stacks incorporating PCBM or PDI-EH layers before and after 
indoor illumination within 30 hrs. The power conversion efficiency (PCE) of investigated 
devices with the PCBM layer decreased almost completely to zero after aging, while the 
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Figure 4.2 TOF-SIMS depth profiles of PCBM and PDI-EH devices.  The depth 
profiles indicate the changes in the devices interfaces incorporating PCBM 
(a,b) or PDI-EH (c,d) as ETL material obtained for the sample areas covered 
(a, c) and non-covered with (b, d) silver contacts. The solid lines are without 
aging (0 hr) and the dashed lines indicate 30 hr aging. For the covered areas, 
the profiles were aligned at the Ag/ETL interface to highlight changes due 
to the slight difference in silver thickness.  
The obtained TOF-SIMS depth profiles are presented in Figure 4.2. The depth 
profiles for the PCBM devices (Figure 4.2a,b) show a dramatic change upon light aging 
in both areas that are covered (Figure 4.2a) and non-covered (Figure 4.2b) by the silver 
contacts as opposed to the PDI-EH devices (Figure 4.2c,d). For all stacks, the 0 hr-aged 
profiles are given by solid lines and the 30 hr-aged profiles are given by dashed lines. In 
the covered stacks, we use the Ag- ion fragment to locate the silver electrode. The ETLs 
are represented by the C9
- and C2N
- ion fragments for PCBM and PDI-EH, respectively. 
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We have selected the PbI- and 34S- ion fragments to represent the MAPbI3 perovskite and 
PEDOT:PSS layers, respectively. While analyzing the PbI- ion fragment in the PCBM 
stacks, we conclude that MAPbI3 undergoes a severe photoinduced decomposition when 
PCBM layer is deposited on top. The perovskite layer shrinks considerably, while the 
PCBM layer expands proportionally, thus keeping the total thickness of the stack almost 
unchanged. These data strongly suggest that some volatile components left the MAPbI3 
layer. However in the case of the PDI-EH stacks (Figure 4.2c,d), there are no noticeable 
changes in the MAPbI3 or PDI-EH layers in either the covered (Figure 4.2c) or the non-
covered (Figure 4.2d) areas. The changes in the PEDOT:PSS layers for both the PCBM 
and PDI-EH stacks suggest that there is possibly a structural change and/or notable 
mixing from MAPbI3 or its degradation products with PEDOT:PSS. In the PDI devices, 
the intermixing at the PEDOT:PSS/MAPbI3 interface did not result in any deterioration 
of the photovoltaic performance of the devices with PDI-EH electron-transport layer. 
Nevertheless, the effects observed near the ITO/PEDOT:PSS hole-collecting contact are 
minor in comparison with the effects at the electron-collecting contact. 
 
 
Figure 4.3 Detailing the observed changes in the PCBM device.  (a) The 
quantification of the layer thickness changes upon aging and (b) the 
broadening of the Ag/PCBM interface. The layer thickness changes in (a) 
were calculated from the difference in layer sputtering time in the 30 hr-
aged stacks versus the 0 hr-aged stacks. 
 
75 
The percent change of the layer thickness upon aging in the PCBM-based stack is 
given in Figure 4.3a. We clearly see that the perovskite layer shrinks upon aging in both 
the covered and non-covered areas. Interestingly, the effect is greater in the non-covered 
regions suggesting that the PCBM layer and/or silver contact slightly protect the device. 
The broadening of the silver interface (Figure 4.3b) suggests that aging the PCBM 
device causes mixing and/or a morphological change at the Ag/ETL interface.  
 
 
Figure 4.4 ToF-SIMS depth profiles showing silver iodide formation.  The profiles 
show the formation of AgI layer at the interface between the ETL and top 
silver electrode for the PCBM (a) and PDI-EH (b) stacks. All profiles except 
the AgI- ion fragment are normalized to their respective maxima. The AgI 





Figure 4.5 Silver iodide comparison upon aging in the devices.  Comparison of the 
formation of silver iodide in the stacks comprising PCBM and PDI-EH as 
ETL materials. 
The AgI- ion fragment (Figure 4.4) indicates the formation of the interfacial AgI 
layer, which is fully consistent with the previous findings.112,206,210–212 In both the PCBM 
and PDI-EH devices, we see the formation of the interfacial AgI layer. When we compare 
the 30 hr aging yield to the 0 hr yield in both devices (Figure 4.5), the relative AgI- ion 
yield indicates that light aging in the PCBM devices produces much more AgI than in the 
PDI-EH devices. Therefore, we can conclude that aging of the MAPbI3/PCBM stack 
results in the significant liberation of MAI (leaving solid PbI2 behind), which diffuses 
through the PCBM layer and accumulates at the interface, if the Ag contact is deposited 
on top. In the areas, which were not protected with Ag, MAI diffuses all the way through 
the PCBM layer and evaporates. Therefore, liberation of MAI and formation of PbI2 
results in a dramatic shrinkage of the MAPbI3 film. 
In the case of the PDI-EH stacks, where the silver iodide interfacial layer was also 
formed at the Ag/PDI-EH junction, it is likely that that iodine (or iodide) might diffuse 
between the grain boundaries of PDI, which does not affect negatively the device 
performance at least in timescale of our experiments 
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 Summarizing the results obtained using ToF-SIMS, we can conclude that the 
drastic difference in the operational stability of the planar junction perovskite solar cells 
incorporating PCBM or PDI-EH layers is exclusively related to the remarkably different 
physicochemical properties of these two electron transport materials. 
4.2.4 ToF-SIMS Experimental Methods 
For depth profiling and chemical analysis, we used a TOF.SIMS 5 instrument 
(ION-TOF GmbH, Germany, 2010). During depth profiling the sputtering ion beam (Cs+ 
at 500 eV ion energy and ~40 nA measured sample current) was raster scanned over an 
area of 300 x 300 μm2. The analysis ion beam consisting of Bi1
+ pulses (30 keV ion 
energy, 100 ns pulse duration, 0.04 pA measured sample current) was set in the high 
current bunched (HC) mode and raster scanned over a 100 x 100 μm2 area (256 pixels x 
256 pixels) centered within the Cs+ sputtered area at the regressing surface. The depth 
profiles were acquired in interlaced mode at a base pressure of 10-9 torr. All mass spectra 
were acquired in negative polarity while the mass resolution was >8000 (m/δm) for all 
fragments of interest.  
4.3 ELECTRIC FIELD-INDUCED DEGRADATION§ 
4.3.1 Introduction 
Exceptional photovoltaic properties of solution processed hybrid perovskite 
materials have spurred intensive investigations. Currently, the PCE of perovskite solar 
cells exceeds 22% on the best laboratory samples.2,15 Despite the rapid PCE 
improvement, practical use of hybrid perovskite solar cells is hindered by fast 
environmental degradation.213,214 While degradation from humid atmosphere can be 
                                                 
§ Portions of this section were published in Luchkin, S. Y., Akbulatov, A. F., Frolova, L. A., Griffin, M. P., 
Dolocan, A., Gearba, R., Vanden Bout, D. A., Troshin, P. A., Stevenson, K. J. ACS Appl. Mater. Interfaces, 
2017, 9, 33478-33483 for which M. Griffin analyzed and interpreted the ToF-SIMS data. 
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suppressed by proper cell encapsulation, degradation processes under photon flux and 
electric field (built-in, externally applied, or photoinduced) are intrinsic and can hardly be 
prevented. Elucidation of these degradation processes is an essential step to overcome 
current limitations. Additionally, there is the need to understand how these degradations 
occur throughout the entire 3D configuration and specifically at interfaces.  
Electric field studies have reported to cause both functional and structural 
transformations of hybrid perovskite solar cell.104,106 MAPbI3 itself is thermodynamically 
unstable.82 It is also kinetically unstable due to low activation energies for I- and MA+ 
migration.97,105,215–217 Therefore, it is not surprising that under electric bias MAPbI3 is 
subjected to irreversible decomposition, as previously reported.96,106,218 Similar effects 
besides photolysis219 may be caused by light generated photovoltage, which acts in 
similar ways as an externally applied voltage.220,221 However, electric bias does not 
always cause irreversible degradation. For example, a switchable photovoltaic effect,104 
which is associated with migration of ions within the perovskite layer, can be reversed by 
applying opposite bias voltage. Reversible conversion between MAPbI3 and PbI2 was 
also experimentally observed at small voltages.222 And, it has been shown that the I-V 
hysteresis has both irreversible and reversible parts223 and that it also strongly depends on 
contact material.101,102 These observations raise a question about the role of MAPbI3 
interfaces with contact materials in these processes.  
4.3.2 Motivation Based on Collaborators’ Work 
To systematically study the irreversible degradation of MAPbI3 perovskite films 
on ITO/glass, our collaborators used a conductive probe AFM technique to locally apply 
a bias to the sample. A depiction of the AFM technique is given in Figure 4.6a where a 
platinum (Pt) coated silicon tip (both front and back reflective coating) is grounded while 
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the ITO contact is biased during scanning. They systematically scanned 5 μm x 5 μm 
regions changing the applied voltage to the ITO electrode; creating different lithography 
regions (Figure 4.6b). In doing so, they noticed, in agreement with their previous 
conductive probe AFM point measurement experiments, large area surface 
transformations in regions with high negative bias (-4 V to -8 V). These regions are 
schematically shown in Figure 4.6b with blue shading.  
 
 
Figure 4.6 Schematic depictions of electric field-induced experiments.  (a) An AFM 
technique where a conductive Pt-coated probe is grounded and the ITO 
electrode is biased. (b) Regions that were scanned by AFM applying 
different voltages with regions of visual transformations noted in blue. Scale 
bar is 5μm. 
4.3.3 ToF-SIMS Imaging and Electric Field-Induced Mixing 
In order to understand more fully the chemical/morphological origins of the 
topography changes observed by applying high electric bias, we performed ToF-SIMS 
measurements on the degraded perovskite film. The ToF-SIMS data are presented in 
Figure 4.7, where the PbI2
- and SnO2
- ion fragments represent the MAPbI3 and ITO, 
respectively. To start, in the 3D reconstruction of the sputtered volume, we note 
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significant chemical variations appearing in the lithography regions at the MAPbI3/ITO 
buried interface (Figure 4.7a). Regions of interest (ROIs) corresponding to the AFM 
lithography regions were identified based on the PbI2
- secondary ion map (Figure 4.7b) 
and depth profiles (Figure 4.7c) for each of these ROIs were reconstructed. All profiles 
were normalized to their corresponding ROI area, while the depth conversion was 
calculated by employing a sputtering rate model that assumes the sputtering rate at the 
MAPbI3/ITO interface as a linear combination between the individual sputtering rates.
156  
 
Figure 4.7 ToF-SIMS depth profiling of degraded perovskite film.  (a) 3D 
reconstruction of the sputtered volume including the lithography regions. 
Representing the MAPbI3 and ITO layers, respectively, the PbI2
- (red) and 
SnO2
- (blue) secondary ion fragments are displayed in a dual color overlay. 
A significant chemical variation is observed at the MAPbI3/ITO buried 
interface in the lithography regions with respect to the pristine region. (b) 
The total PbI2
- ion signal map indicates the lithography-modified areas and 
provides the regions of interest (ROIs) denoted in the individual depth 
profiles shown in (c). The pristine profile is taken from outside the modified 
regions in the 4 corners of the analyzed area. The unlabeled area 
corresponding to +1 V lithography area seems to be an artifact, since the 
other areas corresponding to +2 V to +8 V lithography do not show changes.  
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The broadening of the MAPbI3/ITO interface suggests mutual diffusion 
(percolation) of the MAPbI3-derived species into the ITO and vice versa. To quantify the 
extent of this molecular mixing, we use the so-called mixing-roughness-information 
(MRI) model,142,144 which simulates depth profiles of interfaces while accounting for the 
sputtering induced mixing (w), the information depth (λ), and corrugation (σ) effects, to 
determine the molecular mixing length (w0), that is, the length of the real interface. For 
the pristine case (Figure 4.8a), we simulate and fit the PbI2
- ion fragment profile at the 
ITO interface to determine the w and λ parameters and calculate minimal molecular 
mixing (w0 = 1.1 nm) with an interfacial corrugation, σ, of ~1.9 nm. When fitting the 
lithography regions, for example, the - 4 V ROI (Figure 4.8b), we fix the w and λ 
parameters to the values determined from the pristine profile, and allow the corrugation 
and real mixing parameters to vary freely. The calculations yield large corrugation 
increases in the lithography regions, as expected from the AFM surface topography 
measurements. Of note, the corrugation at an interface between two materials is, most 
times, an average between the corrugation of the substrate and that of the surface of the 
over layer. Even with the large corrugation change (~2 times pristine) we calculate a 
large extent of mixing, ~5 times the mixing in the pristine case for the - 4V ROI. A 
summary of the calculated molecular mixing length, w0, is given in Figure 4.8c. The 




Figure 4.8 Atomic mixing at the buried MAPbI3/ITO interface.  (a, b) MRI 
simulations, using the PbI2
- ion fragment, through the MAPbI3/ITO interface 
for the pristine (a) and - 4 V (b) ROIs. The real interface is broadened by 
sputtering effects, which are accounted for in the simulated profile (see 
text). (c) A summary of the calculated mixing lengths for the pristine 
MAPbI3/ITO interface versus the different areas of lithography performed at 
various bias voltages. 
What is important here is that unlike the MAPbI3/ITO interface, the Pt(tip 
coating)/MAPbI3 interface was subjected to less significant chemical transformation 
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(Figure 4.7a) even though the electric field at the tip-sample contact was higher due to 
the electric field constraint at the tip. This observation is in agreement with their 
previously reported results. Indeed, the reversible reaction was reported in MAPbI3 
deposited on glass and when bias is applied between Au electrodes,222 while the 
irreversible one was reported in MAPbI3 sandwiched between ETL and HTL functional 
layers.106 Thus, it is reasonable to suggest that the appearance and magnitude of the 
irreversible filed-induced chemical decomposition of MAPbI3 depend on the used contact 
or functional ETL and HTL layers. These findings strongly suggest that the MAPbI3 
interfaces with adjacent functional layers predefine not only the solar cell efficiency, 
while controlling the extraction and surface recombination of charge carriers, but also the 
electrochemical stability of the perovskite absorber and the entire device. Improper 
choice of contact materials and HTL and ETL layers might significantly reduce the 
lifetime of perovskite solar cells. 
4.3.4 ToF-SIMS Experimental Methods 
For depth profiling and chemical analysis, we used a TOF.SIMS 5 instrument 
(ION-TOF GmbH, Germany, 2010). During depth profiling, the sputtering ion beam (Cs+ 
at 500 eV ion energy and ∼40 nA measured sample current) was raster scanned over an 
area of 300 × 300 μm2. The analysis ion beam consisting of Bi1
+ pulses (30 keV ion 
energy, 100 ns pulse duration, 0.04 pA measured sample current) was set in the burst 
alignment (BA) mode and raster scanned over a 60 × 60 μm2 area (256 × 256 pixels) 
centered within the Cs+ sputtered area at the regressing surface. The depth profiles were 
acquired in noninterlaced mode, that is, sequential sputtering and analysis, at a base 
pressure of 10−9 torr. All mass spectra were acquired in negative polarity while the mass 
resolution was >300 (m/δm) for all fragments of interest. After data collection, the 
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different ROIs, e.g., the −4 V lithography area, were individually reconstructed and 
analyzed. The reconstructed depth profiles were normalized to their corresponding ROI 
area to allow for a fair comparison of signal acquired from the different ROIs. The 
sputtering rates were calculated at 0.72 and 0.18 nm/s for the MAPbI3 perovskite and 
ITO, respectively.  
4.4 CHAPTER CONCLUSIONS 
In this chapter, we have investigated changes in chemistry and morphology of 
MAPbI3 perovskite films/devices based on two different degradation pathways: light-
induced or electric field-induced degradation. In doing so, we focused on the role of 
interfaces in preventing or facilitating perovskite degradation.  
We have shown the effects of light-induced degradation in inverted planar 
MAPbI3 devices based on two different ETL materials. In these devices, initial device 
performance between the PDI-EH and PCBM ETLs were similar, however, stability over 
time with the PDI-EH ETL was much better. The ToF-SIMS data shows chemically that 
photoexposure in devices with PCBM as the ETL caused the MAPbI3 perovskite layer to 
shrink, the PCBM layer to grow, and the formation of silver iodide at the top metal 
contact interface. In devices with PDI-EH as the ETL, these chemical and morphological 
changes did not occur. These phenomena indicate and confirm that PCBM facilitates 
degradation of the MAPbI3 layer by allowing MAI to percolate through, collect at the 
silver contact interface, and form silver iodide; whereas, the PDI-EH layer provides a 
better barrier layer to this degradation pathway. This work has provided an alternative 
ETL material with enhanced device stability, showing the need for proper choice of 
device supporting layers as we look toward long term stability. 
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In understanding electrical degradation, we have also shown that electric field-
induced degradation in MAPbI3 perovskite films occurs at high bias. The observed 
changes at the top surface stem from induced mixing at the MAPbI3/ITO bottom interface 
as opposed to the Pt/MAPbI3 interface. The implications being that choice of contact 
material (that is, a platinum or ITO electrode) is key in facilitating or hindering 
perovskite/device long term performance under electrical bias. 
Overall, the use of ToF-SIMS has provided a way to study the nanoscale chemical 
and morphological changes in these perovskite systems. Our method has shown the 
changes at these interfaces (ETL or contact) that happen on the nanoscale and which 




Chapter 5: Ion Migration in Lateral MAPbI3 Perovskite Devices via In-
situ ToF-SIMS Electrical Biasing 
5.1 INTRODUCTION TO ION MIGRATION IN MAPBI3 PEROVSKITES 
The hybrid organic-inorganic perovskite, methylammonium lead iodide 
(CH3NH3PbI3 or MAPbI3), has been well studied for its use in photovoltaics with its 
downfall being long-term instability. One of the many explanations for electrical 
instability in MAPbI3 perovskites is ion migration. Here, lattice vacancies/defects are 
created by removal of any of the ionic components (here, MA+, Pb2+, or I-) from their 
respective sites within the crystal structure and ion drift occurs in the device electric field 
(either internal or applied) altering the steady state electrical properties.96,104,105,215,224–226 
Although ion migration stems from degradation of the perfect perovskite lattice, there is 
some evidence that it leads to “self-doping”104,224 where an intrinsic n-i-p (or p-i-n) 
structure is formed within the perovskite layer itself, with minimal change in 
performance albeit with a simpler lateral device structure.104 Moreover this self-doping 
effect has been shown to be both irreversible,96,104 with permanent perovskite 
degradation, or reversible104,105 opening up new applications for perovskites that could 
benefit from switched poling (i.e. memristors).  
The understanding of self-doping in these systems is that charged lattice 
vacancies induce doping. For p-type doping, there would be more negatively charged 
vacancies, either from a Pb2+ or MA+ deficiency; for n-type doping, there would be more 
positively charged vacancies from an I- deficiency.97,104,215,224–226 Self-doping can be 
induced via perovskite formation/processing97,104 or electrical biasing224–226. When done 
electrochemically, I- migration to the anode in the applied electric field creates positive 
charged vacancies, where proposed oxidation can occur of the iodide anion (I-) to 
triiodide (I3
-), which remains in the perovskite, or to molecular iodide (I2), which can 
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evaporate.96 Although having higher activation energies for ion migration97,215 than I-, 
MA+ and potentially Pb2+ can also migrate to the cathode under the applied external bias. 
Photothermal Induced Resonance (PTIR) microscopy has provided evidence for MA+ 
migration to the cathode.105 It has been suggested that hydrogen species (H+, H0, H-), 
either from residual moisture from preparation/fabrication or from decomposition of 
methylammonium, could account for some ion migration.227 The ion migration activation 
energy of H+ is similar to that of I-,227 suggesting that ion migration to and reduction of 
H+ to hydrogen gas (H2) at the cathode may be part of the irreversible degradation 
pathway.96  
Most attempts to spatially visualize ion migration in MAPbI3 perovskites have 
been conducted by others by first poling the device to some steady-state and analyzing 
the final result. To track MA+ migration, Yuan et al. performed PTIR after different, 
discrete lengths of poling time (100 s steps), showing the progression of MA+ to the 
cathode.105 In tracking I- migration to the anode, Frolova et al. performed Energy-
Dispersive X-ray Spectroscopy (EDX) after irreversibly degrading the perovskite film 
under bias (~1 V/μm) for ~2 hrs.96 Although these techniques are chemically sensitive to 
track certain species, they are (1) unable to track all of the species of interest (such as 
hydrogen) and (2) they have yet to be utilized to perform biasing in situ. Xiao et al. 
performed in situ biasing on a lateral perovskite device but used a non-chemically 
sensitive technique, transmission optical microscopy, to visualize changes in film 
composition and morphology, noticing a bleaching and attributing it to Pb2+ and/or MA+ 
migration from the anode to the cathode.104  
Here, we develop a method to do in situ biasing with Time-of-Flight Secondary 
Ion Mass Spectrometry (ToF-SIMS) to understand chemical changes due to electrical 
decomposition in MAPbI3 perovskites. By using ToF-SIMS, we are able to detect all 
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species of interest with high sensitivity, including hydrogen, and by performing the 
measurements in situ we are able to immediately, without loss of any potential steady-
state conditions, visualize chemical changes. In situ ToF-SIMS electrochemistry is a 
unique combination and its use has been previously limited to understanding model 
systems of liquid228,229 and solid state230 electrode-electrolyte chemistry. In this chapter, 
we will explore I- migration by performing ToF-SIMS experiments in negative polarity 
with respect to the ToF-SIMS extractor; to access cation migration (H+, MA+, and 
potentially Pb2+), future experiments should be performed in the same manner but in 
positive polarity. 
5.2 RESULTS AND DISCUSSION 
The work presented in this chapter is in collaboration with the Mullins group here 
at The University of Texas at Austin. Bryan Wygant has graciously supplied the MAPbI3 
perovskite films and has ensured high quality perovskite by routinely checking MAPbI3 
perovskite photovoltaic device performance (see Section 5.4.1). 
Lateral MAPbI3 perovskite devices (schematic in Figure 5.1a,c) with 20 μm 
channel widths and 80 nm thick gold electrodes were fabricated on silicon substrates. 
Figure 5.1b presents a typical ToF-SIMS depth profile of a lateral device. The profile 
area encompasses the whole device, that is, across both gold electrodes and the channel 
(Figure 5.1c). The PbI2
- ion fragment (red) tracks the perovskite film and the Au- ion 
fragment (blue) represents the gold electrodes. At first, sputtering removes only MAPbI3 
perovskite until the interface at the gold electrodes is revealed (Figure 5.1a,b, dashed 
arrow). For the imaging experiments, it is important to stop at this plane to visualize the 
gold electrodes; above this plane, the electrodes are buried beneath perovskite. Further 
sputtering removes the rest of the perovskite and some of the gold due to the faster 
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sputtering rate of the perovskite compared to the gold. The increase in yield at the 
perovskite/gold interface is due to the previously mentioned matrix effect 
(Chapters 2, 3 and 4). Each lateral device is 20 μm and 1 mm long (Figure 5.1c) 
providing plenty of area for ToF-SIMS analysis on the same device (see Section 5.4). 
 
Figure 5.1 Lateral perovskite device architecture.  (a) A schematic of the side view of 
the lateral devices, (b) a typical depth profile for lateral devices with the top 
perovskite/gold interface denoted with dashed arrows and (c) a top view of 
the lateral devices. 
5.2.1 Unbiased Imaging 
Figure 5.2 shows total image maps of the unbiased lateral MAPbI3 perovskite 
devices. These images were taken at the perovskite/gold interface, that is, after ~120 s of 
sputtering (Figure 5.1), and show the total ion yield for each specific ion fragments 
(Au-, I-, PbI2
-) summed over 200 s of imaging. In these images, the perovskite device is 
the area between the two electrodes: the anode, A, on the left and the cathode, C, on the 
right. The Au- ion fragment map (Figure 5.2a) shows signal arising only from the gold 
electrodes, as expected. There is a difference in intensity that appears like a large X (or 
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cross) over the electrodes that results from uneven sputtering to the buried plane. The 
brighter area (the cross), showing a higher intensity of Au- ion fragment yield, is a region 
where the perovskite sputtered faster than in the darker region. Nevertheless, the 
sputtering in the channel appears to be more even, given the results from the perovskite 
ion signals. Figure 5.2b shows the I- ion fragment map. It appears that signal comes from 
both the perovskite in the device channel, as expected, as well as some from above the 
gold electrodes, pointing to the residual perovskite on top of the gold. The PbI2
- ion map 
(Figure 5.2c) shows a similar trend with the I- ion fragment map, being inverted to that of 
the Au- ion map over the electrodes, due to the uneven sputtering to the buried plane. The 
Si- ion fragment map (not shown) indicates that we have not sputtered through all of the 
perovskite material to the substrate. However, the homogenous distribution across the 
channel from the perovskite ion fragment maps (I- and PbI2
-) indicates that under no 
external bias, the perovskite is not underdoing decomposition and ion migration. 
 
Figure 5.2 ToF-SIMS image maps for the unbiased device.  ToF-SIMS ion fragment 
maps at the buried perovskite/gold interface for the unbiased lateral MAPbI3 
device for the (a) Au-, (b) I-, and (c) PbI2
- ion fragments showing the gold 
anode (A) and cathode (C). Images are from 200 s of imaging; scale bar is 
10 µm. The apparent X (or cross) on the electrodes is due to uneven 
sputtering to the buried plane. 
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To further see the homogeneity, Figure 5.3, gives summed line profiles across the 
whole image for each ion marker, each profile normalized to its maximum. In the device 
channel, the markers are relatively flat indicating a uniform matrix/composition. It is 
important to note that the changes in the Au- line profile across the electrodes is due to 
uneven sputtering over the electrodes in revealing the buried perovskite/gold plane of 
interest. And, the spike at the edge of the cathode in the I- ion fragment map is due to the 
same effect. The unbiased imaging confirms that under no external bias, the perovskite 
film does not degrade. 
 
Figure 5.3 Line profiles for unbiased MAPbI3 perovskite lateral devices.  The 
profiles are the summed line scans across the whole image, normalized to 
each profile’s maximum value. 
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5.2.2 Biased Imaging 
 
Figure 5.4 Non-uniform device current under bias.  The lateral MAPbI3 device current 
under bias (V = + 5 V) over time indicating ion migration. 
In order to visualize ion migration, we then applied an external bias 
(+5 V = 0.25 V/μm) and imaged for ~21,000 s. Figure 5.4 shows the current response 
over time. The shape of the curve is in agreement with previous studies,96,104 where it is 
believed that ion migration causes the non-uniform current. As ions start to drift in the 
external bias and charge vacancies appear, the perovskite undergoes self-doping, which 
improves charge transport, increasing the external current collected. Over time as the 
availability of mobile ions decreases, the current plateaus and reduces to some final 





Figure 5.5 ToF-SIMS image maps for the biased device.  ToF-SIMS ion fragment 
maps for biased (0.25 V/µm) lateral MAPbI3 devices for the (a) Au
-, (b) I-, 
and (c) PbI2
- ion fragments showing the gold anode (A) and cathode (C) 
taken after ~21,000 s of imaging. Scale bar is 10 µm. 
 
Figure 5.6 ToF-SIMS image maps for the biased device (first ~5000 s).  ToF-SIMS 
ion fragment maps for biased (0.25 V/µm) lateral MAPbI3 devices for the 
(a) Au-, (b) I-, and (c) PbI2
- ion fragments showing the gold anode (A) and 
cathode (C) taken after the first ~5,000 s. Scale bar is 10 µm. 
After biasing for ~21,000 s, the total image maps summed over the complete 
biasing time (Figure 5.5) now show a change in the perovskite layer. The Au- ion 
fragment map (Figure 5.5a) shows no change in the gold electrodes, except for the 
removal of some of the previously exposed gold in the apparent cross. The other ion 
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fragment maps (I-, PbI2
-) show the non-uniformity (or inhomogeneity) in the perovskite 
layer indicating ion migration. Since the spike in current is believed to be from ion 
migration,96,104 looking at the first ~5,000 s provides insight into this behavior. 
Figure 5.6 gives the same image maps, but now just for the first ~5,000 s of imaging. 
Here, the gold signal is the same (Au- ion fragment, Figure 5.6a) But, the perovskite ion 
fragment signals (I- and PbI2
-, Figure 5.6a,b) show that the inhomogeneity is already 
present, within the first ~5,000 s. Line profiles through these images, normalized to 
maximum, (Figure 5.7) show the extent of the inhomogeneity, where there is an increase 
in I- and PbI2
- near the anode and some depletion in the middle of the channel. These 
changes are in-line with iodide migration from the bulk perovskite to the anode in the 
applied electric field. Moreover, line profiles at different time points within the first 5,000 
s show this migration. Figure 5.8a provides (non-normalized) line profiles and shows the 
progression of the I- ion fragment image map over time with each line representing 
~100 s of biasing corresponding to the dashed time intervals and color scheme depicted 
in Figure 5.8b. The decrease in signal over the electrodes shows the removal of 
perovskite from the electrodes over time. Interestingly, the intensity of the I- ion fragment 
does not decrease at the anode at all, however it does in the center, showing the 





Figure 5.7 Line profiles through ion maps for biased MAPbI3 lateral device after 
~5000 s.  The profiles are the summed line scans across the whole image, 
normalized to each profile’s maximum value. 
 
Figure 5.8 Time progression of I- line profiles.  Line profiles through I- ion image map 
for the first ~5000 s, each line profile is 100 s of imaging showing the 
progression of the I- signal over time. 
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Figure 5.9a shows select line profiles normalized to their intensity at the middle 
of the channel to exaggerate ion migration. The color scheme and selected time 
profiles (Profiles 0, 6, 11, 20, 30, 40, 49) correspond to the time intervals in Figure 5.9b. 
In this manner, the I- ion yield at the anode continually increases over the whole ~5,000 s 
of biasing due to ion migration and proposed I-/I0 oxidation.96 Maybe more intriguing is 
the increase of I- yield at the cathode, which appears to occur at the end of the ~5,000 s 
(after time profiles 40). In combination with the working theory that the decrease in 
external current is due to the reduction in mobile ions in the device, it would suggest that 
the process at the cathode at this time is from electron injection at the cathode, creating I-.  
 
Figure 5.9 Select I- line profiles.  Select normalized line profiles through the biased I- 




Here, we have provided for a method to visualize in situ ion migration and 
electric field induced degradation in MAPbI3 perovskites. Under no external bias, we see 
no signs of ion migration. However, under bias, we clearly see a chemical change in the 
perovskite. The ion migration that we see corresponds to I- migration from the bulk of the 
perovskite channel to the device anode that progresses over time as the device 
permanently degrades. Our work shows this migration and supports the theory that iodide 
movement induces a non-uniform current in the device and that oxidation at the anode 
causes permanent degradation to the perovskite film.  
Currently, we have shown only the response for collecting data in negative node, 
that is, negative polarity with respect to the ToF-SIMS extractor, which limits analysis to 
species that readily from negative ions. Continuing this study in positive mode in which 
other species of interest, that is, hydrogen cations or even methylammonium cations, 
could be analyzed, would give a more complete picture of ion migration in MAPbI3 
perovskite films. This work and future studies like it can help explain the nanoscale 
degradation pathways in these systems by directly visualizing in situ electric field 
induced degradation and ion migration. 
5.4 MATERIALS AND METHODS 
5.4.1 MAPbI3 Perovskite Synthesis 
Films of methylammonium lead iodide perovskite (CH3NH3PbI3) were deposited 
onto the lateral devices according to a common antisolvent deposition procedure.231 
Briefly, the devices were first washed in dilute detergent solution (Contrex, 1% in water), 
then acetone, then isopropanol before being treated under UV/ozone for 25 min to 
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improve the hydrophilicity of the surface. The treated substrates were then immediately 
brought into a nitrogen glovebox (O2 < 10 ppm, H2O < 5 ppm) for perovskite deposition. 
A 0.75 M solution of PbI2 (TCI, 99.99%) and methylammonium iodide (GreatCell 
Solar) in a 4:1 (v/v) solution of dimethyl formamide (Acros Organics, 99.8%, extra dry) 
and dimethylsulfoxide (Acros Organics, 99.7%, extra dry) was prepared at least two days 
prior to film synthesis. Molarity is given in terms of lead content, and a stoichiometric 
ratio of 1:1 between lead iodide and methylammonium iodide was maintained. After 
loading the substrate onto the spin coater (Ossila) chuck, two drops of the above solution 
was filtered through a 0.2 μm PTFE filter and deposited onto the substrate, taking care to 
cover the entire surface. The spin coater was then ramped to 1000 rpm for 3 seconds, 
before ramping to 6000 rpm for 30s. At 6 s from the starts of the 6000 rpm step (9 s total) 
150 μL of chlorobenzene (Acros Organics, 99.8%, extra dry) was deposited onto the 
substrate in one smooth movement.  
After the end of the final spin coater step, the substrate was heated at 75 °C 
hotplate for roughly 1 min before being transferred to a 130 °C hotplate for a final 5 min 
of annealing, giving a final film thickness of ~170 nm. Surface coverage on electrodes 
was determined by AFM (Dimension 3100).  
5.4.2 Lateral Device Fabrication 
Lateral devices were fabricated using a method outlined previously232 with some 
modifications. Each gold electrode (~ 80 nm thick) was fabricated individually to form a 
20 μm channel. Our masks were developed for asymmetric electrodes so we had to 
perform two fabrication steps, first for the cathode and then for the anode, but the process 
is the same. We selected this order to make the second alignment step easier (it can be 
easier to align to the crosses in the second step). A silicon wafer (with ~300 nm thick 
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oxide) was piranha cleaned (3:1 sulfuric acid to 30% hydrogen peroxide) for 15 mins and 
rinsed with deionized (DI) water, then acetone, then isopropanol (IPA) and dried with 
house nitrogen. The electrodes were fabricated using an Image Reversal procedure to 
minimize edge sloping. To start, the wafer was O2 plasma cleaned (50 ppm O2, 120 W, 
120 s) to remove any residual organic contaminants. Photoresist (AZ 5209E) was spun 
onto the wafer, ~1 um thick via spin-coating at 500 rpm (100 rpm/s) for 5 s and 
increasing to 4000 rpm (1000 rpm/s) for 60 s, and baked (90 °C for 150 s). 
Photolithography (Suss MA6 Mask Aligner) was performed with 2 exposures: (1) in hard 
contact mode for 3.2 s followed by a bake (115 °C for 150 s) and (2) a flood exposure of 
18.4 s. Development was done using MF-26A developer for 1 min, agitating the solution 
every 20 s, followed by a thorough rinse with DI water. Here, a quick O2 plasma clean 
(50 ppm O2, 120 W, 15 s) was performed to tidy up development. To make the contacts, 
a thin layer of chromium (45 Å at 0.1 Å/s) was deposited followed by gold (first, 50 Å at 
0.1 Å/s then, the remaining 750 Å at 0.1 Å/s) using e-beam deposition (Cooke EBeam). 
Lift-off was performed using piranha solution, adding the wafer carefully to freshly made 
solution, followed by rinses in DI water, then acetone, then IPA, and dried with nitrogen. 
Other solvents can be used for lift-off, if desired, such as acetone, then IPA, then water. 
The second electrode was deposited in the same manner, carefully aligning the mask 
markers. A dicing saw (Disco 321) was used to dice the completed wafer.  
5.4.3 Electrical Measurements 
All electrical measurements were performed using a Keithley 2400 sourcemeter 
with connections into either a N2 filled glovebox or the ToF-SIMS analysis chamber and 
attached to a custom ToF-SIMS analysis stage with cooper wire connections to the 
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mounted device. The stage was purchased from ION-TOF and used with minor 
modifications. 
5.4.4 ToF-SIMS Analysis/Imaging 
For depth profiling and chemical analysis we used a TOF.SIMS 5 instrument 
(ION-TOF GmbH, Germany, 2010). During depth profiling the sputtering ion beam (Cs+ 
at 500 eV ion energy and ~40 nA measured sample current) was raster scanned over an 
area of 300 x 300 μm2. The analysis ion beam consisting of Bi1
+ pulses (30 keV ion 
energy, 20 ns pulse duration, 3 pA measured sample current) was set in the high current 
bunched (HC) mode and raster scanned (random) over a 100 x 100 μm2 area (256 pixels 
x 256 pixels) centered within the Cs+ sputtered area at the regressing surface. The depth 
profiles were acquired in non-interlaced mode at a base pressure of 10-9 torr. All mass 
spectra were acquired in negative polarity while the mass resolution was >8000 (m/δm) 
for all fragments of interest. 
For imaging, the analysis beam, Bi1
+ pulses (30 keV ion energy, 50 ns pulse 
duration, ~0.3 pA sample current), was set in the Burst Alignment (BA) mode and raster 
scanned (sawtooth) over a 100 x 100 μm2 area (256 pixels x 256 pixels) centered within 
the previously sputtered area. Imaging occurred at a base pressure of 10-9 torr. All mass 
spectra were acquired in negative polarity while the mass resolution was >300 (m/δm) for 
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