This paper aims to present a self-adaptive global particle swarm optimization (SGPSO) 
Introduction
Global optimization problems are frequently arisen in a variety of engineering applications. In some instances, these optimization problems are non-differentiable, which is hard to solve for the gradient-based methods. Thus, researchers have to rely on some stochastic global optimization technologies such as particle swarm optimization algorithm (PSO) [1] , differential evolution algorithm (DE) [2] , genetic algorithm (GA) [3] , harmony search algorithm (HS) [4, 5] etc., because they do not need to compute the gradients of the objective function, and they do not require the continuity of problem variables. In consideration of the preferable advantages of these stochastic global optimization algorithms, researchers have payed closer attention to them recently, and they have implemented these technologies on many complex optimization problems including reliability problems [6, 7] , tile manufacturing process [8] , adiabatic styrene reactor [9] , Off-Centre bracing system [10] , T-S fuzzy models [11] and so on.
The particle swarm optimization algorithm [1] is a simple stochastic global optimization technology which generates new candidate solutions by combining particles' personal best positions and the most successful particle's position in each generation. Due to its simple structure and few parameters, the use of the original particle swarm optimization algorithm for optimization problems has draw much attention from researchers in recent years. Shi and Eberhart [12] presented a particle swarm optimization algorithm based on inertia weight, and this improved algorithm is ) ( ) ( 
The Particle Swarm Optimization Algorithm based on Linearly Decreased Inertia Weight
In order to improve the convergence of the original particle swarm optimization, Shi and Eberhart [12] introduced a parameter  into its velocity updating, and the improved velocity updating is given by:
Here,  is defined as inertia weight, and it decreases linearly in particle's evolutionary process. Moreover, the particle swarm optimization algorithm with parameter  is called standard particle swarm optimization (PSO) algorithm, and its convergence rate is faster than the original particle swarm optimization algorithm in most cases.
Bare Bones Particle Swarm Optimization (BBPSO)
In 2003, Kennedy proposed a bare bones particle swarm optimization (BBPSO) algorithm [13] . Different from PSO, BBPSO only adopts position updating, moreover, it updates particles' positions by using Gaussian distribution. In detail, the modified position updating is given by: . Due to the utilization of the Gaussian distribution related to the global best solutions and the personal best solutions, BBPSO can find better solutions than the original particle swarm optimization algorithm in most instances.
Center Particle Swarm Optimization Algorithm
Liu et al. [16] proposed an improved version of PSO called center particle swarm optimization (CPSO) algorithm. CPSO generates a position for a center particle by averaging the positions of the other particles. In detail, 1  N particles update their positions as the usual PSO algorithms at every iteration, and the generation of center particle is given by:
The position of center particle is a potential and promising alternative, and it often guides the search direction of the population which is beneficial to producing solutions of high quality.
Self-adaptive Global Particle Swarm Optimization Algorithm
In order to further improve the performance of PSO, we modify its control parameter, and change its algorithm structure. The detailed modification steps are presented as follows:
Adjust Inertia Weight by using a Self-adaptive Strategy
Regarding inertia weight, a thorny issue is the selecting of suitable values, because it is usually a problem-dependent task. In this section, we propose a self-adaptive method to adjust inertia weight, which can effectively avoiding the inconvenience brought by trial-and-error method. Furthermore, each particle has its own inertia weight in each generation, and it is calculated as: 
Update the Worst Particle
In order to improve the quality of swarm, we update the worst particle in terms of the other particles, and the updating formula is expressed as follow:
This formula is inspired by center particle swarm optimization (CPSO) algorithm presented by Liu et al. [16] . Nevertheless, it is different from CPSO. In detail, the solution that will be replaced has no fixed index, and it depends on the comparison among the objective function values of all solutions. Furthermore, the benign competition is helpful to enhance the capacity of developing solution space for SGPSO. By eliminating poor particles 187 in evolutionary process, the quality of swarm will be improved step by step. According to Eq. 
Disturb the Global Best Particle
Usually, particles have fast convergence rate at the beginning of evolutionary process. However, when it comes to the end of evolutionary process, particles are easy to be at a standstill, which indicates their poor convergence in the late optimization. To overcome this shortcoming, a disturbing formula is proposed, and it is stated as follow: 
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Copyright ⓒ 2014 SERSC Based on the above detailed explanation, we can get the general procedure of SGPSO in Table 1 : 
If
Experimental Results and Analysis
Twenty problem instances are chosen to evaluate the optimization performance of SGPSO, and they are expressed as follows:
The first is Sphere function, defined as: The second is Rosenbrock function, defined as:
where global optimum
The third is Generalized Rastrigrin function, defined as: 
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The fourteenth [17] is Shifted Rotated Griewank's Function without Bounds, defined as: Besides SGPSO, the other three PSO algorithms are also considered to solve the above twenty unconstrained optimization problems, and they are PSO, BBPSO and CPSO respectively. Moreover, their parameters setting are as follows: For PSO, 
Conclusion and Discussion
This paper introduces a self-adaptive global particle swarm optimization (SGPSO) algorithm. There three modifications in the SGPSO model: first, each particle yields inertia weight by using Gaussian distribution whose mean comes from the inertia weights of the successful particles with a large probability. This adaptive adjusting strategy enables SGPSO to fully develop the solution space. Second, the original velocity updating and position updating are excluded from the updating of the worst particle, and the averaging of the other particles is adopted, which is useful to improve the quality of the population. Finally, a global disturbance is introduced to get rid of the premature convergence of SGPSO. More specifically, a large disturbance happens in the early evolution, and a small disturbance happens in the late evolution. Therefore, the proposed algorithm has the capacity of controlling the global searching and local searching. A set of benchmark functions are chosen to investigate the performance of SGPSO and the other three algorithms. Experimental results indicate that SGPSO are better than the other three PSO versions on finding the best solutions of most unconstrained optimization problems.
