Using the nine-year radio-pulsar timing data set from the North American Nanohertz Observatory for Gravitational Waves (NANOGrav), collected at Arecibo Observatory and the Green Bank Telescope, we have measured the positions, proper motions, and parallaxes for 37 millisecond pulsars. We report twelve significant parallax measurements and distance measurements, and eighteen lower limits on distance. We compare these measurements to distances predicted by the NE2001 interstellar electron density model and find them to be in general agreement. We use measured orbital-decay rates and spin-down rates to confirm two of the parallax distances and to place distance upper limits on other sources; these distance limits agree with the parallax distances with one exception, PSR J1024−0719, which we discuss at length. Using the proper motions of the 37 NANOGrav pulsars in combination with other published measurements, we calculate the velocity dispersion of the millisecond pulsar population in Galactocentric coordinates. We find the radial, azimuthal, and perpendicular dispersions to be 46, 40, and 24 km s −1 , respectively, in a model that allows for high-velocity outliers; or 81, 58, and 62 km s −1 for the full population. These velocity dispersions are far smaller than those of the canonical pulsar population, and are similar to older Galactic disk populations. This suggests that millisecond pulsar velocities are largely attributable to their being an old population rather than being artifacts of their birth and evolution as neutron star binary systems. The components of these velocity dispersions follow similar proportions to other Galactic populations, suggesting that our results are not biased by selection effects.
1. INTRODUCTION Distance and velocity measurements of millisecond pulsars can be used to constrain models of supernova dynamics, binary star evolution, pulsar emission physics, and the ionized interstellar medium. They can characterize the millisecond pulsar population as a whole, and they can be used to probe the kinematic evolution of the millisecond pulsar population in the Galaxy and its relation to other stellar populations.
Pulsar timing allows for high precision measurement of millisecond pulsar positions, parallaxes, and proper motions. Pulse times of arrival (TOAs) measured over the course of a year vary in part due to the changing time-of-flight of the pulses across the solar system, i.e., the Roemer delay. This variation is approximately sinusoidal with a period of one year. The phase and amplitude of this pattern can be used to infer the ecliptic longitude and latitude of the pulsar, respectively. For many millisecond pulsars, TOAs can be measured to a precision well under a microsecond, yielding position measurements with precision of order milliarcseconds or better. Measurements of positions over several years can be used to infer proper motions with precision of milliarcseconds per year. Such highly precise TOA measurements can also be used to infer pulsar parallaxes, and hence distances, out to distances of order a kiloparsec. Proper motions and distances combine to yield two components of the pulsar velocity vectors.
Canonical (non-millisecond) pulsars are well known to be high velocity objects. For example, the proper motion study of Hobbs et al. (2005) found that canonical pulsars have mean speeds of 152 ± 10 km s −1 when measured in one dimension and 246 ± 22 km/s when measured in two dimensions; from this they inferred that pulsars are formed in a thin disk with a mean birth speed of 400 ± 40 km/s. These high velocities presumably result from asymmetries in supernova explosions, possibly combined with pre-supernova orbital and space motion of the pulsar progenitor.
In contrast, early studies of millisecond pulsars showed their space velocities to be much lower than those of canon-ical pulsars (Nice & Taylor 1995; Cordes & Chernoff 1997) . This has been confirmed by, among others, Hobbs et al. (2005) , whose analysis of recycled pulsars (which they defined as having spin periods P < 100 ms and spin-down rateṡ P < 10 −17 ) found their one-dimensional and two-dimensional mean speeds to be 54 ± 6 km s −1 and 87 ± 13 km s −1 , respectively. Gonzalez et al. (2011) , whose analysis of millisecond pulsars (which they defined to have spin periods P < 10 ms) found their mean two-dimensional speed to be 108 ± 15 km/s.
The relatively small space velocities of millisecond pulsars are likely a byproduct of their formation process. According to the conventional scenario, a millisecond pulsar is formed as a canonical pulsar and then spun-up to its millisecond rotational period via mass accretion from a binary companion, (Alpar et al. 1982) . If a neutron star in a binary system is formed with a large kick, the binary is likely to be disrupted, and the binary accretion needed to form a millisecond pulsar cannot take place. Only binary systems with small or fortuitously oriented kicks survive and allow formation of millisecond pulsars. Alternatively, low-velocity kicks may result from electron-capture supernovae, and the millisecond pulsars may be formed via accretion-induced collapse of a white dwarf during mass transfer in a binary (e.g., van den Heuvel 2011; Freire & Tauris 2014) .
One might expect correlations between millisecond pulsar kinematics and orbital properties, i.e., different velocity distributions for isolated and binary millisecond pulsars; and, among binary millisecond pulsars, a dependence of velocity on orbital period or mass function (e.g., Tauris & Bailes 1996) . Indeed, Ng et al. (2014) found greater Galactic heights for lower-mass binary millisecond pulsar systems. Lommen et al. (2006) compared isolated and binary millisecond pulsars and found that they had indistinguishable velocity distributions, but that observed binary pulsars had a larger Galactic scale height, leading to speculation that the two populations have different luminosity distributions, with isolated pulsars weaker and therefore more difficult to detect at large distances; however, Lorimer et al. (2007) argue that this could arise from selection effects in pulsar searches. Gonzalez et al. (2011) , analyzing a larger sample of millisecond pulsars, also found the velocity distributions of binary and isolated millisecond pulsars to be indistinguishable. Stellar populations in the solar neighborhood have ellipsoidal velocity distributions. Cordes & Chernoff (1997) show that analysis of these velocity distributions can give insight into the dynamical history of millisecond pulsars, including both the magnitudes of any kicks received at formation and the diffusion of these pulsars through the Galaxy. We adopt Galactocentric coordinates, with v R , v φ , and v z in the direction of the Galactic center, the direction of Galactic rotation, and the direction perpendicular to the Galactic disk, respectively, 18 and we denote their velocity dispersions by σ R , σ φ , and σ z . It is well established theoretically and observationally that, for any given stellar population, σ R > σ φ > σ z , with typical ratios σ z /σ R 0.5 and σ φ /σ R 0.55 to 0.7 (Binney & Merrifield 1998, §10.3.2;  for simplicity, we ignore vertex deviation). Analyzing millisecond pulsar velocities in Galactocentric coordinates has three advantages. (i) It facilitates comparisons with other stellar populations. (ii) The consistency of the magnitudes of the different components can be 18 These are often labeled U, V , and W in the solar neighborhood. We use alternate notation to acknowledge that some pulsars in our analysis are far from the solar neighborhood.
used to cross-check the measured velocity distributions. (iii) If a component were biased by selection effects-in particular, pulsar searches are preferentially made along the Galactic plane, and one could imagine this biasing the distribution of v z -the other components might still give unbiased results.
The NANOGrav collaboration 19 is undertaking long-term timing of several dozen millisecond pulsars for the purpose of detecting and characterizing gravitational waves via their perturbation of millisecond pulsar TOAs on time scales of tens of years (frequencies of nanohertz). The detection of gravitational wave signals requires the modeling and removal of all other phenomena that influence pulse arrival times, including solar system time-of-flight effects which yield the astrometric measurements described above. The NANOGrav nine-year data release (Arzoumanian et al. 2015) reports timing observations of 37 pulsars collected over nine years, and includes pulse timing models for all of these pulsars. In the present paper, we analyze the astrometric parameters from that work.
In § 2, we summarize the observations. In § 3, we list the parameters resulting from the timing analysis. In § 4, we discuss the distances inferred from the timing measurements. In § 5, we combine our newly measured millisecond pulsar velocities with previous measurements to analyze the kinematics of the millisecond pulsar population as a whole. In § 6, we summarize our results. Except where otherwise specified, we define a millisecond pulsar to be a pulsar with rotational period of 20 ms or less, and a spin-down rate of less than 10 −17 s s −1 , a definition that includes all pulsars observed in the NANOGrav program. We exclude pulsars in globular clusters from our study, because no NANOGrav sources are in globular clusters, and because the formation and dynamics of millisecond pulsars in globular clusters are different than those of millisecond pulsars in the Galactic disk.
2. OBSERVATIONS 2.1. Overview of the NANOGrav nine-year data set We use data from the NANOGrav nine-year data set, which we briefly summarize here. For full details see Arzoumanian et al. (2015) . Observations of 37 millisecond pulsars were made using the Arecibo Observatory (AO) and the Green Bank Telescope (GBT). The project began with 15 pulsars in 2004, and new pulsars were added to the project as they were discovered or when wide-band data acquisition systems enabled sources previously deemed unreliable to be precisely timed. Pulsars were chosen based on high timing precision, detectability over a wide frequency range, and expected timing stability. The nine-year data set includes observations through 2013. Observed time spans of individual pulsars range from 0.6 yr to 9.2 yr.
Each pulsar was observed at approximately monthly intervals. At every epoch, each pulsar was observed for approximately 25 minutes each using two different radio telescope receivers at widely separated frequencies. Such dual-receiver observations allow for measurement and removal of interstellar and solar-system dispersive effects. (In a small number of cases, dual-receiver observations were not available, but single-receiver observations were made over a wide observing band.)
Observations in early years of the project used the Astronomical Signal Processor (ASP) at AO and the Green Bank Astronomical Signal Processor (GASP) at the GBT; each sampled up to 64 MHz bandwidth, depending on telescope receiver capability. In the later years, observations used the Puerto Rican Ultimate Pulsar Processor (PUPPI) at AO and the Green Bank Ultimate Pulsar Processor (GUPPI) at the GBT; each provided up to 800 MHz bandwidth, again depending on telescope receiver capability.
The data were polarization-calibrated, cleaned of radio frequency interference, and analyzed to produce TOAs using a standardized pipeline 20 that made extensive use of the PSRCHIVE software package (van Straten et al. 2012) 21 . The sets of TOAs were fit to timing models using the TEMPO and TEMPO2 packages. We found that these packages yielded essentially identical results, and we used TEMPO for the work in the present paper 22 . The timing models contain standard spin-down, astrometric, and (where appropriate) binary models. The astrometric parameter measurements are the basis for the present paper and are described in more detail in §3. Criteria for inclusion of specific parameters in the timing model for each pulsar are given in Arzoumanian et al. (2015) .
In the timing analysis, Earth motion around the solarsystem barycenter was modeled using the JPL DE421 planetary ephemeris (Folkner et al. 2009 ). TOAs were measured using hydrogen-maser clocks at the observatories and were transformed to Universal Time and then to Barycentric Dynamical Time using standard techniques.
Separate values of dispersion measure were fit independently at every observing epoch, with a few exceptions (see Arzoumanian et al. (2015) for details). This results in timing parameter uncertainties that are larger than would be found using smoothed dispersion measure models, but is necessary to avoid contamination of our results by variations in interstellar and solar wind dispersion. The latter, in particular, is not easily modeled, and is highly covariant with the astrometric parameters of interest to this paper. A novel noise model was used to account for any aspects of the timing data that did not fit the standard timing model within the expected measurement uncertainties. The noise model incorporated white noise, correlated noise in simultaneously collected TOAs, and red noise (as needed for a few sources). Details are given in Arzoumanian et al. (2015) .
The full data set, including TOAs and timing parameters of all pulsars, is available online 23 .
Data set modifications for this work
We made a small number of modifications to the NANOGrav nine-year data set for the present work.
The data sets of PSRs J1741+1351, J1853+1303, J1910+1256, J1944+0907, and B1953+29 contain lengthy spans in which observations were made using only a single, narrow-band receiver, eliminating the possibility of monitoring and correcting for dispersion measure variation over those spans. We excised the TOA measurements from those data spans. We re-evaluated the timing models for these pulsars using the remaining TOAs, following the same guidelines used by Arzoumanian et al. (2015) for noise models, parameter inclusion, etc.
The timing solution for PSR J2317+1439 in the NANOGrav nine-year data release included secular variations of the Laplace-Lagrange orbital elements, which are formally significant in the fit, but which are physically implausible. We removed those parameters from the timing solution.
We then re-evaluated the timing model using the guidelines of Arzoumanian et al. (2015) , following which we added Shapiro delay parameters (now significant) and eliminated the secular variation in the projected orbital semi-major axis (now not significant). Details of the analysis of this and other binaries will be given in a forthcoming paper (Fonseca et al., in preparation) . The modified timing solutions used for this paper are bundled with the NANOGrav nine-year data release files 24 .
3. MEASURED ASTROMETRIC PARAMETERS 3.1. Positions The timing analysis of the NANOGrav nine-year data set parameterizes pulsar positions in ecliptic coordinates. These are natural coordinates for pulsar timing astrometry, as ecliptic longitude and latitude are nearly orthogonal parameters in the timing fit. Table 1 lists the ecliptic and equatorial positions of all of the pulsars in the data set. The epoch of each position was chosen near the middle of its data set in order to minimize covariance between position and proper motion parameters. The reference frame for these position measurements is the reference frame of JPL planetary ephemeris DE421, which is oriented to the International Celestial Reference Frame (Folkner et al. 2009 ). The ephemeris coordinates were transformed into ecliptic coordinates by a rotation of 23
• 26 21. 406, the IERS2010 obliquity of the ecliptic. For observational convenience, Table 1 also lists the positions in equatorial coordinates. The equatorial positions were determined by fitting timing solutions without rotating the planetary ephemeris into ecliptic coordinates. As shown in Figure 1 , uncertainties in equatorial coordinates are generally larger than uncertainties in ecliptic coordinates. This is particularly true when one ecliptic coordinate is measured much more precisely than the other (e.g., for pulsars along the ecliptic).
Proper Motions
Proper motion, µ α =α cosδ and µ δ =δ, was included in the timing model for 35 of the 37 pulsars in our data set. The two pulsars for which proper motion was excluded have less than one year of timing measurements in our data set, making it impossible to measure their proper motions. Lengths of all of the data sets are given in Table 2 .
The proper motions from timing analyses in both ecliptic and equatorial coordinates are listed in Table 2 . As with the position measurements, ecliptic coordinates provide the best separation of proper motion into orthogonal components, and hence the smallest uncertainties. The table also includes proper motions in Galactic coordinates.
The best previous proper motion measurements in ecliptic coordinates are listed in Table 2 . All the new and previous measurements agree to within 3σ except for two pulsars (PSRs J1909−3744 and J2145−0750) which have discrepancies between 3σ and 4σ for at least one component of proper motion. The proper motions of these two pulsars are known to high precision, and these small discrepancies have little practical impact. We speculate that the differences may be due to differences in dispersion measure variation models (as we discuss for parallax measurements in § 3.3.1), or differences in solar system ephemerides used in the timing analysis.
Our measured proper motions are illustrated in Figure 2 . We discuss the derivation of two-and three-dimensional space velocities from these proper motions in § 5.
Parallaxes
We included parallax, ϖ, as a free parameter in the timing model for each pulsar, whether or not the measurement was statistically significant. The timing analysis allowed both negative and positive parallaxes. Although negative parallaxes are non-physical, allowing them in the timing solutions provides a useful a check on the reliability of the measurements ( §3.3.2). The measured parallax values are listed in Table 3 and shown in Figure 3 . Previous measurements for these pulsars are also included in the Table and Figure.
There were no previously reported parallax measurements or limits for 20 of the 37 pulsars. Of these 20 sources, two provided significant new parallax measurements: PSR J1918−0642, ϖ = 1.1 ± 0.2 mas; and PSR J2043+1711, ϖ = 0.8 ± 0.2 mas.
Comparison with previous measurements
Of the 17 pulsars with previous measurements or limits, we improved the precision of four measurements by a factor of two or better: PSRs J0030+0451, J0613−0200, J1600−3053, and J1614−2230.
For PSR J1713+0747, in addition to the previous timing parallax value of 0.94(5) given in Table 3 , there are two other previous measurements of interest. One is from an analysis of 21 years of data from this pulsar by Zhu et al. (2015) , which obtained a parallax of ϖ = 0.85 ± 0.03 mas, identical to our own measurement.
25 This is not surprising, as the vast majority of the TOAs in the Zhu et al. (2015) analysis were from the same NANOGrav nine-year data set that is being used for the present work. The other previous parallax measurement of J 1713+0747 is from the interferometric VLBA measurements of Chatterjee et al. (2009) , which obtained ϖ = 0.95 ± 0.06 mas, in reasonable agreement (1.5σ) with our value.
In most other cases, our parallax values also agree with previous measurements. However, there are discrepancies of 2σ or more (i.e., disagreement at 95% confidence) between our measurements and the previous measurements for three sources: PSRs J1643−1224, B1855+09, and J1909−3744. A possible explanation for these discrepancies is the difference in treatment of dispersion measure (DM) variations. Small variations in the ionized component of the interstellar medium and the solar wind along the pulsar-Earth line-of-sight significantly affect TOAs. To minimize contamination of the timing analysis from DM variations on the half-yearly time scale of the parallax signal (as well as other time scales of interest to pulsar modeling), we fit for DM at every epoch of observation. Since the DM variations are covariant with the parallax signal in the timing fit, this increases formal uncertainties on our parallax measurements, but it also makes the measurements more robust.
The previous parallax analysis of two of the discrepant sources-PSRs J1643−1224, and B1855+09-assumed a constant value of DM over the entire data set (see references in Table 3 ). The third, PSR J1909−3744 (Verbiest et al. 2009 ), used the smoothed DM time series model of You et al. (2007) , which includes a smoothing time scale longer than the halfyear period of the parallax signature in the timing model. To test the effect of using constant or smoothed DM variation models, we ran trials of timing analyses of these sources fitting (i) a constant DM and (ii) a model of DM as a up-tofifth-order polynomial in time over the entire data sets. These tests yielded changes in measured parallax values by amounts ranging from 0.2σ to 10σ, with three of the four values moving by at least 1σ. We therefore believe that limited DM variation modeling is a plausible explanation for the discrepancies between previously measured parallax values and our measurements.
Measurements with low significance
The timing analyses of a majority of the pulsars we analyzed did not yield significant parallax detections. To illustrate the nature of these non-detections, we sorted the pulsars by parallax measurement significance, ϖ/σ ϖ , and plotted the cumulative distribution of these values in Figure 4 . Of the 37 parallax measurements, 12 are significant positive detections of parallax, ϖ/σ ϖ > 3. No sources had significant negative detections of parallax, ϖ/σ ϖ < −3. (Although negative parallax values are unphysical, corresponding to pulse wavefronts with concave rather than convex curvature relative to the pulsar, they were allowed in the timing analysis. A significant negative parallax measurement would indicate a problem with the data or the timing model.) Of the 25 pulsars with non-detections, only 7 measurements are negative, all but two within 1σ of zero, and the remaining 18 are positive. This bias toward positive values indicates that most of these are indeed real, physical measurements, and significant parallax values should be attainable for many of them with only moderately larger data sets.
4. DISTANCES 4.1. Distances from parallax measurements We now use the parallaxes in Table 3 to analyze distances to 30 of the 37 pulsars. The timing data sets of the other 7 pulsars span less than 2 years, which is typically not sufficient time to disentangle position, proper motion, and parallax in the timing analysis. Indeed, none of these sources had nominally significant parallax measurements, and 3 of them had negative parallaxes.
For the 12 pulsars with significant parallax measurements, ϖ/σ ϖ > 3, we calculated distances as listed in the upper portion of Table 4 . For each of these pulsars, the central distance value, upper limit, and lower limit given in the table were calculated using d = ϖ −1 , where ϖ was the 84%, 50%, and 16% points in the measured parallax distribution, respectively, corresponding to the 16%, 50% and 84% points in the distance distribution.
For the 18 remaining pulsars, we used 95% confidence upper limits on parallax to compute 95% confidence lower limits on distance. To find the upper limits on parallax, we first verified that changes in assumed parallax values in the timing solution yielded changes in goodness-of-fit χ 2 values appropriate for parallax values drawn from a Gaussian distribution. We then found the 95% confidence upper limits on ϖ by calculating the value of ϖ at which 95% of the area under the Gaussian distribution of the parallax was at lower values, but restricting the integral to positive values of parallax. The re-sulting parallax limits are listed in Table 4 . The corresponding 95% confidence lower limit on distance for each source was then calculated to be the reciprocal of this value. These are also listed in Table 4 .
The Lutz-Kelker bias (Lutz & Kelker 1973 ) may be significant for the distance measurements of pulsars with large uncertainties on parallax. The bias can be incorporated as a correction to parallax and distance values through methods outlined by Verbiest et al. (2010) and Verbiest et al. (2012) . The Bayesian analysis used under these methods assumes a uniform prior distribution of a pulsar's position throughout threedimensional space. Since there is more three-dimensional space at larger distances than at smaller distances, this has the effect of moving the posterior distribution of a pulsar's distance to values larger than that calculated from d = ϖ −1 . This is problematic for pulsars for which there are only upper limits on parallax, as this allows a finite probability of ϖ measured = 0, which corresponds to infinitely large distances, at which there is infinite parameter space. To achieve a tractable result, some additional prior must be invoked to cut off the likelihood of the pulsar being at a large distance. One possibility is to use a model of the Galactic distribution of millisecond pulsars, but we want our results to stand independent of a priori beliefs about the Galactic distribution of millisecond pulsars; further, we found that attempts to use prior Galactic distribution models tended to give results that were dominated by the details of the model. Another possibility is to model the sensitivity of pulsar search programs, which find nearby pulsars more readily than distant pulsars; however, we found that use of such a prior gave results that were highly dependent on the choice of millisecond pulsar luminosity distribution, which is not well known.
For these reasons, we elected not to apply any corrections to the distances in Table 4 . For sources for which we give lower limits on distances (lower portion of Table 4 ), this is a conservative approach from a Lutz-Kelker perspective, in the sense that the Lutz-Kelker bias would place these pulsars still further than our lower-limit distances. For the twelve sources for which we give distance measurements (upper portion of Table 4 ), we tested the effect of Lutz-Kelker corrections by running the measurements through the Lutz-Kelker bias code from Verbiest et al. (2012) 26 . We found the differences in calculated distances to be small; for example, six of the central distance measurement values were unchanged, and the other six all changed by less than 1σ (typically much less).
Distances from orbital period derivatives
In addition to timing parallax, there are other means by which distances can be inferred from pulsar timing. One such approach uses the observed properties of binary pulsars. The observed orbital period, P b , of a binary pulsar undergoes a time changeṖ b due to mass loss from the system (negligible here), general relativistic phenomena, and kinematic effects (Damour & Taylor 1991) ,
The relativistic term, Ṗ b /P b GR , is the orbital decay due to emission of gravitational radiation, which depends on the component masses and other orbital elements. The kinematic 26 http://psrpop.phys.wvu.edu/LKbias/ term, Ṗ b /P b kin , is due to the relative acceleration of the binary system and the Sun, which causes changes in the Doppler shift of the observed period. The relevant expression from Damour & Taylor (1991) , here modified to apply to pulsars off the Galactic plane (Nice & Taylor 1995) , is
where the terms on the right hand side are as follows. The first term is the acceleration of the binary system in the Galactic potential perpendicular to the disk, a z , which depends on the perpendicular distance z = d sin b , where b is the Galactic latitude, and c is the speed of light. The second term is the line-of-sight acceleration due to differential rotation in the Galaxy; here R 0 is the Galactocentric distance of the solar system; Θ 0 is the circular rotation speed of the Galaxy at R 0 ; l is the Galactic longitude; and β = (d/R 0 ) cos b − cos l. The third term is the apparent acceleration due to proper motion (Shklovskii 1970) . Each of these terms depends on the distance to the pulsar; as Bell & Bailes (1996) pointed out, given a measurement (Ṗ b /P b ) obs and a calculated (Ṗ b /P b ) GR , one can solve equations 1 and 2 to infer the distance to the pulsar. This method has been used to compute high-precision distances to PSRs J0437-4715 ) and B1534+12 (Fonseca et al. 2014) . In cases where the measurement ofṖ b is marginal or not significant, this method can be used to place an upper limit on the pulsar distance.
There are 25 binary pulsars in the NANOGrav nine-year data set. A full analysis of these systems will be presented in Fonseca et al. (in preparation) . For the present work, we considered 22 of these pulsars which have been observed for at least two years. For each of these, we (i) fit forṖ b in the timing solution of the pulsar, (ii) calculated the expectedṖ b as a function of distance according to equations 1 and 2, (iii) compared the calculatedṖ b values with the measured value and its uncertainty to find a probability associated with that distance, and (iv) used the probabilities to calculate either the distance and its uncertainty or a 95% upper limit on the distance. For theṖ b calculations, the GR term is negligible for wide binary systems; for tight binaries, we estimated (Ṗ b ) GR using masses from analysis of the Shapiro delay in each system (Fonseca et al., in prep) , except for the case of PSR J1012+5307, where we used masses derived from the optical measurements of Callanan et al. (1998) . For the acceleration toward the Galactic disk, a z (z), we used the model of the Galactic potential given in equation 17 of Lazaridis et al. (2009) , based on the Galactic potential of Holmberg & Flynn (2004) ; other Galactic potential models, such as that of Kuijken & Gilmore (1989) , give essentially identical results. We used R 0 = 8.34 kpc and Θ 0 =240 km s −1 (Reid et al. 2014 ). For the proper motion term in theṖ b calculations, we used the proper motions given in Table 2 .
We found that 15 of the 22 pulsars had distance upper limits greater than 15 kpc. Since such limits are of little interest, and since this is beyond any reasonable extrapolation of the Galactic rotation and acceleration models, we did not analyze these further. Of the seven remaining pulsars, we measured significant distance constraints (at least 2σ) for two sources, and we placed distance upper limits on the other five sources (dṖ b in Table 5 .) In all cases, these measurements are consistent with the distance measurements or limits we found via parallax measurement (Table 4) .
The most preciseṖ b distance measurement is that of PSR J1909−3744, 1.11 ± 0.02 kpc. This is a good match for our parallax distance of 1.07 ± 0.03 kpc. The best previous parallax measurement, ϖ = 0.79±0.04 mas (2σ, Verbiest et al. 2009 ) gave a somewhat larger distance of 1.26 ± 0.03 kpc (1σ, Verbiest et al. 2012 ). As discussed above, we suggest the difference between previous and presently measured parallaxes may result from differences in the dispersion measure model used in the timing analysis. The distance derived froṁ P b is relatively impervious to changes in the dispersion measure model, so it provides a good verification of our parallax distance measurement. Finally, we note thatṖ b values of two sources, PSRs J1012+5307 and J1713+0747, have been measured more precisely than in the present paper (Lazaridis et al. 2009; Zhu et al. 2015) . Those works focused on the use ofṖ b measurements to test relativistic gravity rather than measuring distances. Using thoseṖ b measurements in our distance algorithms above gives distance upper limits of d < 4.8 kpc and d < 17 kpc, for PSRs J1012+5307 and J1713+0747, respectively. These constraints, while weak, are consistent with our parallax distance measurements and limits.
Distance constraints from rotation period derivatives
Another set of constraints on pulsar distances arises from their spin-down rates (Nice & Taylor 1995) . A variant on equation 1 can be applied to a pulsar rotation period, P, and spin-down rate,Ṗ. The observed spin-down rate,Ṗ obs depends on both the intrinsic spin-down rate,Ṗ int , and kinematic corrections: Ṗ
The kinematic term, (Ṗ/P) kin , obeys the same expression as equation 2, substituting rotational for orbital parameters,
c .
(4) If we presume that millisecond pulsars are powered by rotational energy loss, then (Ṗ/P) int > 0. From this, equation 3 implies (Ṗ/P) kin < (Ṗ/P) obs , so the observed spin parameters place an upper limit on this kinematic term. The right hand side of equation 4 is generally a monotonically increasing function of distance, so the upper limit on (Ṗ/P) kin sets an upper limit on distance.
We used equations 3 and 4 to place upper limits on distances to the 30 pulsars in the NANOGrav nine-year data set that have been observed for at least 2 years, so that they have wellmeasured proper motions. We used the Galactic rotation and acceleration parameters described in §4.2. We found that 12 of these pulsars had distance limits greater than 15 kpc; we did not pursue these further. The spin-down distance limits, dṖ, of the remaining 17 pulsars are listed in Table 6 . 27 Most of the spin-down distance constraints agree with the distances derived from parallax measurements. Indeed, all of the parallax distances measured with at least 3σ precision (Table 4) fall within the spin-down distance limit constraints (Table 6 ). The pulsar for which the spin-down distance limit comes closest to the parallax distance is PSR J1909−3744, for which the spin-down limit is dṖ < 1.375 kpc and the parallax distance is d ϖ = 1.07 ± 0.03 kpc, providing a good check on the parallax distance.
For the pulsars for which we have only an upper limit on parallax, and therefore a lower limit on distance (Table 4) , all but one are in agreement with the spin-down distance limits. In these cases, the pair of distance constraints bracket the actual distance to the pulsar.
For PSR J1024−0719, the spin-down distance upper limit, dṖ < 0.427 kpc, disagrees with the parallax distance lower limit, d ϖ > 0.91 kpc. This is perplexing. The spin-down distance limit should be robust, presuming that the pulsar is losing energy and not subject to external acceleration. We have run several tests on our parallax measurement, and we consistently find low parallax upper limits (i.e., large distance lower limits). We discuss this source further in Appendix A.
Distances and Galactic electron density
In Figures 5 and 6 , we compare our measured distances and limits with the predictions of the NE2001 Galactic electron density model (Cordes & Lazio 2002) given the measured DMs of these pulsars. Note that previous parallax measurements or limits for PSRs J1713+0747, J1744-1134, B1855+09, and B1937+21 were used as input data to the NE2001 model, generally with much larger uncertainties than in the present work (J. Cordes, private communication).
We find that, in large part, distances predicted based upon dispersion measure and the NE2001 model were in agreement with parallax derived distances and limits. Among the pulsars for which we have distance measurements (not just limits), there were only two pulsars for which there is no possible distance that is both within the 2σ parallax distance measurement range and within 25% of the NE2001 distance prediction, PSRs J1614−2230 and J1909−3744 ( Figure 5 ). In the case of parallax distance lower limits, the NE2001 electron density model fared equally as well. Apart from a few outlying pulsars, the limits were not too far from the distance derived via dispersion measure and the NE2001 model.
We calculated the dispersion measures for which the NE2001 model yields the distance measurements we derived from parallax. For PSR J1614−2230, the dispersion measure required for agreement would shift from 34.5 to 10.8 pc cm −3 , and for PSR J1909−3744 it would shift from 10.4 to 34.4 pc cm −3 . Recent work on the Galactic electron distribution can be found in, e.g., Cordes (2013) , Schnitzeler (2012) , and references therein. New and refined pulsar distance measurements can contribute to this effort. For example, Chatterjee et al. (2009) reported that NE2001 underestimated distances to some pulsars at high Galactic latitudes, implying the need for a larger disk scale height or disk electron density (see also Schnitzeler 2012) . In Figure 7 , we plot d NE2001 /d ϖ vs. Galactic latitude. No trends are apparent in our measurements, though we have fewer high Galactic latitude sources than Chatterjee et al. (2009) and are limited by small number statistics. For those pulsars with dispersion distances that did not agree within two standard deviations of the parallax-derived measurements, we find no correlation between their sky positions. The sources that disagree are at varying Galactic longitudes, although all are greater than 18
• from the Galactic plane.
MILLISECOND PULSAR POPULATION KINEMATICS

Galactocentric velocity components
To analyze the kinematics of the millisecond pulsars, we used the measured proper motions and distances to calculate velocity vectors in galactocentric coordinates at the pulsars' standards of rest. Because there are not line-of-sight velocity measurements for most pulsars, complete three-dimensional velocity vectors are not obtainable, and our analysis for such pulsars uses only velocity components that are close to orthogonal to the line-of-sight; we describe this further below.
For this analysis, we used both measurements from the present work and previously reported measurements found in the literature. We included all millisecond pulsars for which proper motions were available with 5σ significance in two orthogonal components. When available, we used our proper motion measurements (Table 2) ; for PSRs J1012+5307, J1738+0333, and J1949+3106, although they are included among our measurements, higher-precision measurements are available in the literature. For these and other pulsars, we used the values listed in Table 7 .
For distances, we used measured parallax distances with 3σ or greater significance from our measurements (Table 4) or from the literature (Table 8 ). For pulsars without parallax distances, we estimated distances from dispersion measures and the NE2001 electron density model.
For each pulsar, we calculated a two-dimensional velocity in the reference frame of the Sun and transformed it to the galactocentric coordinates at the location of the pulsar. For this transformation, we used solar motion U = 11.1 km s −1 , V = 12.24 km s −1 , and W = 7.25 km s −1 , (Schönrich et al. 2010 ), and we used solar galactocentric distance R = 8.34 kpc and Galactic rotation velocity Θ 0 = 240 km s −1 (Reid et al. 2014) .
The line-of-sight (LOS) velocity has been measured via optical observations for three pulsars of interest (Table 9) , allowing three-dimensional galactocentric velocities to be calculated for these pulsars. For the remaining pulsars, we calculated and removed the line-of-sight velocity expected for the pulsar if at rest in its standard of rest. This LOS correction is only a reasonable approximation for components of the galactocentric velocity that are nearly perpendicular to the LOS. In the calculations below, we only include measurements of galactocentric velocity components that are at least 70
• from the direction of the LOS to the pulsar.
Dispersion of millisecond pulsar velocities
Using the algorithm and criteria describe above, we calculated Galactic radial velocities of 18 pulsars (Figure 8 ), azimuthal velocities of 12 pulsars (Figure 9 ), and perpendicular velocities of 28 pulsars (Figure 10 ). The component values included in each velocity dispersion calculation are listed in Table 10 .
Using the values in Table 10 , we find the dispersions of these velocity measurements to be:
Visual examination suggests that there are four outliers in the velocity component distributions: PSRs B1957+20 (v R , Figure 8 ); J1909−3744 (v φ , Figure 9) ; and J1944+0907 and J0610-2100 (v z , Figure 10 ). We used the median absolute deviation as a robust method, under the assumption of a Gaussian velocity distribution, to test whether these points are outliers (Leys et al. 2013; Press et al. 2007) . For each pulsar, we calculated |v − M|/MAD, where v is the velocity component of the pulsar of interest, M is the median of all such measurements, and MAD is the median absolute deviation. We obtained values of 7.2, 3.6, 14.2, and 16.7 for PSRs B1957+20, J1909−3744, J1944+0907, and J0610-2100, respectively. Based on the criterion |v − M|/MAD > 3, we argue that these are indeed outliers. We discuss possible physical mechanisms for such outliers in Section 6. If we exclude these three outlier pulsars from all velocity dispersion calculations, the dispersions of the velocity measurements are: Using these dispersions, PSR B1957+20 is 6.1 sigma from the mean, PSR J1909−3744 is 3.6 sigma from the mean, PSR J1944+0907 is 8.2 sigma from the mean, and PSR J0610-2100 is 9.5 sigma from the mean, reinforcing their status as outliers.
A possible concern with the velocity dispersion measurements is selection effects due to non-uniform sky coverage of pulsar surveys. Search programs such as the PALFA (Lazarus et al. 2015) and PMB (Lorimer et al. 2006 ) surveys have concentrated on low Galactic latitudes. As an old population, millisecond pulsars found close to b = 0
• are more likely to have smaller velocities in the direction away from the plane. Thus, surveys focusing on the Galactic plane might be susceptible to biased velocity distributions. However, there is no similar reason to expect azimuthal or radial velocity distributions to be susceptible to such selection effects, so the latter components are more robust measurements of the true underlying kinematics of the millisecond pulsar population.
Velocity dispersions of other stellar populations in the Galaxy are observed to have σ R > σ φ > σ z , with typical ratios σ z /σ R 0.5 and σ φ /σ R 0.55 to 0.7 (Binney & Merrifield 1998) . The velocity dispersions of equation 6 (outliers excluded) follow this pattern, suggesting that these calculated dispersions are relatively free of bias due to pulsar search selection effects and hence represent the intrinsic velocity dispersions of this population. The velocity dispersions of equation 5 (all measurements) don't strictly follow these patterns: they have σ R > σ φ σ z , and σ z /σ R is a bit higher than for typical stellar populations. However, this could easily be a case of small-number statistics: removing a single high-velocity source from the σ z calculation would bring these numbers into alignment with other stellar populations.
Isolated vs. binary millisecond pulsars
Previous works have studied the velocities distributions for isolated and binary millisecond pulsars and found no significant difference (Gonzalez et al. 2011 ). To test whether there exists a difference in velocities between isolated and binary millisecond pulsars with our new proper motion values, we calculated the radial, azimuthal and perpendicular velocity dispersions for each subpopulation, recognizing that small number statistics allow only a rough comparison. We obtained velocity dispersions of 55 and 43 km s −1 for the radial velocity dispersions of isolated and binary millisecond pulsars, respectively. We obtained dispersions of 33 and 42 km s −1 for the isolated and binary azimuthal velocity dispersions and 18 and 25 km s −1 for the isolated and binary perpendicular velocity dispersions. In all cases the similarities between the isolated and binary dispersion values imply there is little to no difference between the two subpopulations.
These calculations excluded the outliers described above. Including the outliers for each velocity component significantly changes the dispersions. Since the binary and isolated dispersions are calculated separately, including an outlier only affects either isolated or binary pulsar dispersion for a given component. For the radial component, the binary dispersion becomes 87 km s −1 . For the azimuthal component, the binary dispersion becomes 63 km s −1 . For the perpendicular component, the isolated dispersion becomes 72 km s −1 and the binary dispersion becomes 55 km s −1 . The consistency between the binary and isolated dispersions when the outliers are excluded, and the inconsistency (with no underlying pattern) when the outliers are included lends itself well to arguing that these pulsars are indeed outliers.
Comparison of millisecond pulsar velocity dispersion
with other populations Millisecond pulsars are an old population. Characteristic spin-down ages, τ = P/2Ṗ, of the pulsars in the NANOGrav nine-year data set calculated using the observed spin parameters range from 0.2 to 29 Gyr, with a median of 5 Gyr. Correcting for kinematic effects to estimate intrinsic spin-down ages ( §4.3) gives larger ages: 0.2 to 46 Gyr with a median of 8 Gyr for the 30 of our pulsars with more than two years of data (and hence well-measured proper motions, as needed for the kinematic correction). Obviously, pulsars cannot be older than a Hubble time; some, perhaps all of these ages must be overestimates, which is easily explained if millisecond pulsar spin periods at formation are not much shorter than their present-day spin periods (e.g., Kiziltan & Thorsett 2010; Tauris et al. 2012 ). Nevertheless, it seems reasonable to assume that millisecond pulsars are typically at least several Gyr old. We will use ages of τ ∼ 5 and 10 Gyr in the comparisons below.
Velocity dispersions of stellar populations are well known to correlate with age (e.g., Binney & Merrifield 1998; Dehnen & Binney 1998) , with younger stars described as a thin disk and older stars described as a thick disk, although the mechanism behind the correlation is not well established (e.g., Sharma et al. 2014) . Cordes & Chernoff (1997) pointed out that the diffusion of millisecond pulsars into a thick disk contributes a significant portion of their observed velocities. Here we consider our millisecond pulsar velocity dispersion measurements in the context of dispersion-age relations developed from studies of optical stellar populations. A caveat to this comparison is that optical stellar population modeling tends to use stars in the solar neighborhood, whereas our millisecond pulsar population is spread over a larger volume. Nevertheless, we have already seen that the ratios σ R : σ φ : σ z for millisecond pulsars follow those of other stellar populations, so it seems plausible that the magnitudes of the dispersions may be comparable as well. Aumer & Binney (2009) use local stellar data to fit equations of the form σ(τ ) = v 10 [(τ + τ 1 )/(10 Gyr + τ 1 )]
β for each component of velocity dispersion. For radial, azimuthal, and perpendicular components, they found β = 0.307, 0.430, and 0.445; τ 1 = 0.001, 0.715, and 0.001; and v 10 = 41.899, 28.823, and 23.831 km s −1 , respectively. For an age of τ ∼ 5 Gyr, this gives σ R = 34 km s −1 , σ φ = 22 km s −1 , and σ z = 18 km s −1 . For an age of τ ∼ 10 Gyr, it gives σ R = 42 km s −1 , σ φ = 28 km s −1 , and σ z = 24 km s −1 . Dawson & Schröder (2010) , fit an equation to binned zvelocity vs. age data and find an empirical relation σ z = 10.1(1 + τ /Gyr) 0.45 km s −1 . For ages of τ ∼ 5 and 10 Gyr, this gives σ z ∼ 23 km s −1 and 30 km s −1 respectively. For typical millisecond pulsar ages, then, the velocity dispersions from the model of Aumer & Binney (2009) are only modestly different than our velocity dispersions in the measurements that exclude outliers (Equation 6), and the velocity dispersions of Dawson & Schröder (2010) are a nearly perfect match.
We conclude that, if this characterization of millisecond pulsar kinematics as a Gaussian velocity distribution with a small number of outliers is correct, then the bulk of these objects need essentially no velocity boost to reach their observed velocities, since they are comparable to other stars of similar ages. It is generally accepted that most neutron stars receive a kick at birth (e.g., Hobbs et al. 2005) . When the neutron star has a stellar-mass companion, the resulting space motion of the center of mass will generally be smaller than in the case of an isolated neutron star due to the mass of the binary. However, the observed outliers in our sample could be the result of fortuitously directed kicks that produce significant centerof-mass velocities. Furthermore, it has been proposed that ONe-Mg-core stars undergo electron capture supernovae with small velocity kicks, whereas iron-core stars undergo supernovae with large velocity kicks (Podsiadlowski et al. 2004; van den Heuvel 2011; Tauris et al. 2013 ) . This dichotomy may also contribute to our observed velocity distribution.
On the other hand, if the outlier model is incorrect, and the velocity dispersions in Equation 5 are a more appropriate measure of the millisecond pulsar population, then their velocities are moderately larger than other stars of similar ages, but a significant portion of their velocities must still be attributable to the same mechanism that increases other stellar velocities over time (whatever that mechanism is).
In either model, unlike canonical pulsars, millisecond pulsar velocities are very low, and require small velocity boosts at most during their formation.
6. CONCLUSION We have measured and refined distances to twelve millisecond pulsars and found distance limits on eighteen more (Table  4) . These distances will find uses in a variety of applications, from the physics of pulsars themselves (e.g., the distance is needed if using a measured flux density to calculate its luminosity), to the analysis of the ionized interstellar medium. In §4.4 we focused on the latter application and found the distances predicted by the NE2001 electron density model in general agreement with those calculated from parallax.
For 7 of the 37 NANOGrav millisecond pulsars, we also calculated distance or a 95% upper limit on distance from the change in orbital period,Ṗ b . This independent calculation of distance is in good agreement with the distances derived from parallax. As an additional independent method of calculating distances, we derived upper limits on distance for 17 of the NANOGrav millisecond pulsars from the rotational spin down rate,Ṗ. Apart from PSR J1024−0719 ( §A), these upper limits are in agreement with the parallax distances and 95% lower limits.
We have measured proper motions of 35 millisecond pulsars. We used 30 of these (from pulsars observed for more than two years), in combination with distance estimates and measurements found in the literature, to analyze pulsar motion in Galactocentric coordinates. We found the velocity dispersion components to follow similar proportions as other stellar populations (Equations 5 and 6). We propose two mathematical models of the velocity dispersion magnitudes. In one model, the bulk of the millisecond pulsar population has essentially the same velocity distribution as other stellar populations with ages of several Gyr, and a small number of pulsars are high-speed outliers. We speculate that the outlier velocities could be due to fortuitously directed kicks during neutron-star formation, though we cannot rule out either a different formation mechanism than the bulk of the millisecond pulsar population or an origin in a different dynamical population (e.g., halo stars). In the other model, the millisecond pulsars come from a single velocity distribution, which has dispersion much smaller than canonical pulsars, but moderately larger than other stellar populations with ages of several Gyr. In this model, the pulsar velocities derive from a combination of their dynamical origin as thick disk objects and from modest velocity boosts during millisecond pulsar formation, presumably at the time they were formed as neutron stars in supernovae.
Our goal has been to develop an empirical description of millisecond pulsar dynamics based on measured pulsar parameters alone. A more comprehensive study would take into account the directions and sensitivities of pulsar search programs, the luminosity distribution of millisecond pulsars, millisecond pulsar birth locations and dynamical evolution, LutzKelker bias, uncertainties in the dispersion distance model, and so on. Such studies are typically done via Monte Carlo simulations; see Lorimer (2013) for an overview and further references. A conclusion from the present work is that the analysis of velocities in such studies should take into account the significant dispersion in millisecond pulsar velocities due simply to their large ages, and that the separation of velocities into galactocentric components (not just total velocities) is important.
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A.1. Spin-down distance In §4.3, the spin-down distance was calculated from equation 4 assuming the observed spin-down,Ṗ = (1.8551 ± 0.0001) × 10 −20 , is entirely due to kinematic effects. Similar spin-down distance upper limits have been previously calculated for this pulsar (Toscano et al. 1999; Espinoza et al. 2013) .
At the upper limit distance, 0.427 kpc, the contributions toṖ of the three terms of the right hand side of equation 4 are −0.036 × 10 −20 for the a z term; −0.009 × 10 −20 for the Galactic rotation term; and 1.900 × 10 −20 for the proper motion term, where we have used the pulsar period P = 5.162 ms. The proper motion term dominates the calculation, so the calculation is robust against uncertainties in the Galactic potential and rotation and we can write, with error of no more than 2%, dṖ Ṗ c/Pµ 2 . As shown in Table 11 , our measurements ofṖ and µ are in agreement with two previously published timing solutions for this pulsar. For these reasons, this upper limit determination is robust, as long as the pulsar is spinning down.
A.2. Parallax measurement
The distance upper limit fromṖ implies a parallax lower limit of ϖ > d −1 P = 2.3 mas. Our parallax measurement for PSR J1024−0719 is ϖ = 0.6 ± 0.3 mas. There was one previously reported measurement, ϖ = 1.9 ± 0.9 mas Hotan et al. (2006) , which differs by 1.5σ from our value. While this previous value is compatible with the parallax implied by theṖ measurement, it has a large uncertainty and is only marginally significant.
To test the validity of our parallax measurement, we performed a series of tests on the data set as detailed below and as summarized in Table 12 . For each test, the table shows the best-fit parallax; the χ 2 of the fit; the number of degrees of freedom, n dof ; and the reduced χ 2 . Each of our tests used the noise model values for this source as determined by Arzoumanian et al. (2015) , which consists only of white-noise terms. In all tests, we found the parallax to be consistent with our standard measured value and to be lower than that implied by theṖ distance limit.
Data subset tests. Our data set consists of measurements taken with two instruments, GASP and GUPPI ( §2). GASP data were collected at three epochs, in years 2009.8 through 2010.1, and GUPPI data were collected at 49 epochs, 2010.2 through 2013.8. (There are also a very small number of GASP TOAs within the GUPPI date range covering frequencies without good GUPPI TOAs.) We ran independent timing solutions on (i) the GUPPI data only; (ii) the first half of the data set, 2009.8 through 2011.8; and (iii) the second half of the data set, 2011.8 through 2013.8.
Timing noise tests. Arzoumanian et al. (2015) found no evidence for red noise in this data set. Nevertheless, as a test, we ran independent timing solutions with extra spin frequency derivatives as a proxy for timing noise. Defining f i ≡ d i f /dt i , we ran tests fitting for all the usual parameters and additionally (i) f 2 ; (ii) f 2 and f 3 ; (iii) f 2 through f 6 .
Dispersion measure tests. Our standard solution fits for independent values of dispersion measure at every epoch. These dispersion measure values are dominated by a linear trend (Arzoumanian et al. 2015, Fig. 14) . We ran two tests in which we fit dispersion measure as a linear trend combined with a solar wind electron density with a 1/r 2 falloff, with electron density at 1 AU of n 0,solar of 0 and 10 cm −3 in the two tests. In such models, the solar wind electron density is highly covariant with the best-fit parallax value, so in principle one can adjust n 0,solar to attain any derived parallax value; however, we found that the quality of the fit diminished significantly if n 0,solar was increased beyond 10 cm −3 .
A.3. Other observations of this pulsar Espinoza et al. (2013) noted that the gamma-ray emission of this pulsar would be unusually high at this distance (they used 0.410 kpc), and that a closer distance (0.350 kpc) would be needed for its gamma-ray luminosity to be similar to other millisecond pulsars. This pulsar has also been detected in X-rays (Espinoza et al. 2013; Zavlin 2006) . Sutaria et al. (2003) presented optical observations of the field of PSR J1024−0719. They detected two sources near the pulsar. One was bright (U = 22.11, V = 19.82, R = 18.89, I = 18.17), with a spectrum similar to a K-type dwarf star. One was faint (U = 23.8, V = 24.9, R = 24.4, I = 24.2). The bight star may have a proper motion in a direction similar to the pulsar, although uncertainties are large. Since the pulsar is isolated, the bright source may be unassociated with the pulsar, but its presence is an interesting coincidence.
The NE2001 electron density model predicts a distance of d DM = 0.39 kpc (Table 4) .
A.4. Discussion Here we speculate what circumstances could reconcile the measurements if the pulsar is at the parallax lower limit distance, d ϖ = 0.91 kpc. At this distance, according to equation 4, the observed period derivative would be biased upward by 4.0 × 10 −20 , i.e., this is a lower limit to the observed period derivative if equation 2 fully describes the biases to the observed period derivative. Since the actual observed period derivative is 1.8 × 10 −20 , under this model, the terms of equation 2 are not sufficient to explain the observed value. An additional bias ofṖ bias = 2.2 × 10 −20 is needed, which could arise from an additional acceleration of order a/c =Ṗ bias /P = 4 × 10 −18 s −1 . Such an acceleration could be caused by the potential of a globular cluster-indeed, millisecond pulsars in globular cluster cores have a wide range of observed positive and negativeṖ values. However, there is no cluster in the direction of PSR J1024-0719.
Such an acceleration could also be caused by binary motion in a wide orbit. The acceleration would change over the course of the orbit, causing a change in the observedṖ, i.e., a nonzeroP = dṖ/dt. The difference in observedṖ between Verbiest et al. (2009) and the NANOGrav nine-year value is ∆Ṗ = (3 ± 8) × 10 −23 over a time span of 9.6 yr (using the centers of the observing data spans); this corresponds to an approximate upper limitP 1 × 10 −23 yr −1 . An orbit would have to involveṖ values that varied on the scale ofṖ bias = 2.2 × 10 −20 , so the time scale of such variations would be ∆t Ṗ bias /P = 2000 yr, or an orbital period of T 2π∆t 14000 yr. For acceleration a = ω 2 r, where ω = 2π/T , this gives pulsar orbital radius r 2 × 10 4 s = 40 AU. For a 1.4 M pulsar, this would require a companion star of mass m 2 0.1 M . Much larger masses would also satisfy the constraints; intriguingly, this includes the mass of a K-type star as observed by Sutaria et al. (2003) ( §A.3) .
Placing the pulsar at this large distance would present challenges, though. Its two-dimensional space velocity derived from proper motion would be 260 km s −1 , higher than typical millisecond pulsars; its DM would be much lower than that predicted by the NE2001 electron density model; and its gamma-ray efficiency would be very high, much greater than the value calculated in Espinoza et al. (2013) . Note. -Numbers in parentheses are 1σ uncertainties in the last digit quoted. In references 2 and 9, 2σ uncertainties were reported; we quote half those uncertainties here except in circumstances when the uncertainty digit was reported as 1.) References: (1) Abdo et al. (2009) , (2) Toscano et al. (1999) , (6) Hou et al. (2014) , (7) Zhu et al. (2015) , (8) Freire et al. (2012) , (9) Gonzalez et al. (2011) , (10) Freire et al. (2011) , (11) Janssen et al. (2010) , (12) Lynch et al. (2013) , (13) Champion et al. (2005) , (14) Deneva et al. (2012) , (15) Guillemot et al. (2012) , (16) Camilo et al. (1996) , References marked by asterisks used some of the same data as the present work. 
Note. -Numbers in parentheses are 1σ uncertainties in the last digit quoted. (In references 1, 2, and 10, 2σ uncertainties were reported; we quote half those uncertainties here.) References: (1) Lommen et al. (2006) ; (2) Note. -(1) Callanan et al. (1998) ; (2) a Numbers in parentheses are 1σ uncertainties in the last digit quoted. b Parameters for this pulsar were also reported by Toscano et al. (1999) , but they disagree with the values reported here, despite an overlap in data span between that work and Verbiest et al. (2009) . Based on the consistency of other measurements, we have excluded the Toscano et al. (1999) parameters from our analysis. Green lines indicate 1σ uncertainties in mas, and hence they show the error region that can be inferred when the coordinates are reported in each coordinate system. For J2145-0750, σ λ = 0.10 mas, σ β = 1.23 mas, σα = 0.41 mas, and σ δ = 1.17 mas. The error region is much larger in equatorial coordinates due to the covariance between right ascension and declination. For J0613-0200: σ λ = σα = 0.052 mas, and σ β = σ δ = 0.13 mas, and the error regions are similar in size in the two coordinate systems. The severity of the covariance in equatorial coordinates, and hence the enlargement of the error ellipse when expressed in equatorial coordinates, depends on the pulsar's ecliptic latitude and its proximity to the equinoxes. . Distances from parallax measurements versus distances from the NE2001 dispersion measure model for pulsars with significant parallax detections in our data set (upper part of Table 4 ). Parallax distances are plotted as 2σ uncertainties; NE2001 dispersion model distances are plotted with 25% uncertainties. Two pulsars for which there is no distance that is both within 2σ of the parallax distance and within 25% of the NE2001 distance are indicated by name and by light blue uncertainty boxes. Previous parallax measurements of PSRs J1713+0747 and J1744-1134 were used as input data to the NE2001 model; our measurements of these pulsars are shown in blue. All of our other measurements are shown in green. . Lower limits on distances from parallax measurements versus distances from the NE2001 dispersion measure model for pulsars without significant parallax detections in our data set (lower part of Table 4 ). Lower limit parallax distances are plotted as 95% confidence values; NE2001 dispersion model distances are plotted with 25% uncertainties. Previous parallax measurements or limits for PSRs B1855+09 and B1937+21 were used as input data to the NE2001 model; our limits for these pulsars are shown in blue. All of our other limits are shown in green. 
