Martingales and the distribution of the time to ruin  by Jacobsen, Martin
Stochastic Processes and their Applications 107 (2003) 29–51
www.elsevier.com/locate/spa
Martingales and the distribution of the time
to ruin
Martin Jacobsen∗;1
Department of Applied Mathematics and Statistics, University of Copenhagen, 5 Universitetsparken,
DK-2100 Copenhagen, Denmark
Received 4 June 2002; received in revised form 2 May 2003; accepted 2 May 2003
Abstract
We determine the ultimate ruin probability and the Laplace transform of the distribution of
the time to ruin in the classical risk model, where claims arrive according to a renewal process,
with waiting times that are of phase-type, while the claims themselves follow a distribution with
a Laplace transform that is a rational function. The main tools are martingales, the optional
sampling theorem and results from the theory of piecewise deterministic Markov processes.
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1. Introduction
In this paper we study the classical risk model
Xt = x0 + t −
Nt∑
n=1
Un;
where N is a renewal counting process (delayed so that N0 ≡ 0) and the claims
(Un)n¿1 form a sequence of i.i.d. strictly positive random variables, independent of N .
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The purpose is to determine the distribution of Tr , the time to ruin,
Tr = inf{t :Xt ¡ 0}
for as large a class of interarrival time distributions (that describe N ) and claim size
distributions as possible, with x0 ¿ 0 an arbitrary initial reserve. More precisely, we
shall give an exact description of the Laplace transform L for Tr when the interar-
rival distribution is of phase-type, while the claims have a distribution with a Laplace
transform that is a rational function (in particular the claims can be of phase-type). In
this generality there is no hope of obtaining closed-form expressions for L, but in the
description we give of L() for an arbitrary , the only non-explicit part consists in
Dnding all roots with strictly negative real parts for a given polynomium, which makes
it easy to evaluate each L() value numerically.
As an easy byproduct we also Dnd the probability pr = Px0 (Tr ¡∞) of ultimate
ruin.
The technique used for obtaining the results is standard: we determine a suitable class
of martingales and use the optional sampling theorem. Here, it is absolutely essential
that we consider martingales not just with respect to the Dltration generated by X , but
also use the continuous time Markov chain J that generates the phase-type interarrival
times. The idea of using this larger Dltration we believe to be new.
The main problem in applying the martingale method is the problem of undershoot,
i.e. at the time of ruin the risk process makes a downward jump to a random level
6 0 where for a direct and successful use of the martingale approach one would need
XTr to be a Dxed, non-random quantity. This problem is resolved by replacing X by a
suitable piecewise deterministic Markov process, absorbed at the time of ruin, that also
involves the Markov chain J . (The idea of using a martingale for X itself absorbed at
Tr goes back at least to Gerber (1979), who used it in particular to Dnd pr when N
is a homogeneous Poisson process and the Un are exponential.)
For existing results about the model and problem studied here, see Asmussen (2000,
Chapter 5). For the simplest case with N Poisson and the claims exponential, the
distribution of the time to ruin is known. Other special cases have been studied by
Dickson and Hipp (1998, 2000), who obtained expressions for pr and also certain
quantities related to the claim causing ruin. In all however, it is perhaps fair to say
that not too many exact results are available concerning the distribution of Tr . In the
literature, approximations have been studied extensively (see Asmussen, 2000 and the
references therein), but what there is of precise results deal typically with the double
Laplace transform∫ ∞
0
e−#x0Ex0 [e−Tr ;Tr ¡∞] dx0
and then only for special models.
For recent results on the distributions of passage times and overshoot for LKevy
processes with two-sided jumps of phase-type, see Asmussen et al. (2002). Also see
Winkel (2001) for explicit results on level passage events (including the passage time
itself) for LKevy processes that are subordinators.
It is feasible (as suggested to the author by S. Asmussen and M. Bladt), that the
methods used in this paper may allow one to drop the assumption that claims arrive
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according to a renewal process and use the much more general setup with a Markov
arrival process instead—however, it is as yet not clear to the author how to do this in
detail.
2. The model
Let (Vn)n¿1 be a sequence of independent random variables, the interarrival times
between claims, 0¡Vn ¡∞, such that the Vn for n¿ 2 are i.i.d., and consider the
delayed renewal counting process N = (Nt)t¿0,
Nt =
∞∑
n=1
1(Tn6t);
where Tn = V1 + · · ·+ Vn is the time of the nth claim.
Further, let (Un)n¿1 be a sequence of i.i.d. random variables 0¡Un ¡∞, indepen-
dent of the sequence (Vn), let ¿ 0, x0 ¿ 0 and consider the risk process X =(Xt)t¿0
with initial state x0,
Xt = x0 + t −
Nt∑
n=1
Un:
Thus, x0 is the initial capital or reserve and  is the premium rate.
The time to ruin is
Tr = inf{t :Xt ¡ 0}6∞
(using inf ∅=∞) with Laplace transform
L() := Ex0 [e−Tr ;Tr ¡∞] (¿ 0): (1)
Mostly, we shall study L for ¿ 0 in which case
L() = Ex0 [e−Tr ] (¿ 0): (2)
From (1) we in particular obtain the ruin probability
pr := Px0 (Tr ¡∞) =L(0); (3)
which can also be obtained using (2),
pr = lim
→0;¿0
Ex0 [e−Tr ]: (4)
Of course, the Laplace transform L is defective precisely when pr ¡ 1.
Throughout the paper it is assumed that the interarrival times Vn for n¿ 2 are of
phase-type. V1 will always have a distribution closely related to that of the other Vn,
in particular of course the distribution may be the same.
As introduced by Neuts (1975,1981) the phase-type distribution comes from a Markov
chain J ∗=(J ∗t )t¿0 with Dnite state space {1; : : : ; p}∪ {∇}=E ∪{∇} with p¿ 1 and
∇ an absorbing state. Considering an initial distribution a=(ai)i∈E for J ∗ that is con-
centrated on E, the phase-type distribution is then the distribution of Ta, the time to
absorption in ∇.
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With this structure for J ∗, the intensity matrix LQ for J ∗ has the form (the Drst p
rows and columns corresponding to the states 1; : : : ; p and the last row and column
corresponding to ∇),
LQ =
(
Q q
01×p 0
)
(5)
with Q∈Rp×p satisfying for all i; j∈E that
Qii =−i6 0; Qij¿ 0 for i = j;
∑
j∈E
Qij6 0; (6)
and with q∈Rp×1 determined so that LQ becomes a true intensity matrix and hence is
given by
q=−Q1; (7)
where 1 denotes the column vector with all entries =1.
It is assumed throughout that absorption is possible from any i∈E, i.e. all i ¿ 0
and the transition matrix = (ij)i; j∈E that governs the jumps for J ∗ satisDes that for
all i∈E there exists n∈N such that∑
j∈E
(n)ij ¡ 1; (8)
where (n)ij denotes the (i; j)th element of the nth power 
n of . Equivalently, the
transition probabilities pij(t) = P(J ∗s+t = j | J ∗s = i) for J ∗ satisfy that∑
j∈E
pij(t)¡ 1 (t ¿ 0; i∈E): (9)
For later reference, recall that  is given by
ii = 0; ij =
1
i
Qij (i = j);
∑
j∈E
ij = 1− qii :
We shall call Q a sub-intensity matrix if Q can be used to form the intensity
matrix for a Markov chain with an absorbing state as in (5) and such that for this
chain, absorption into ∇ is possible—and therefore eventually certain—from any i∈E.
Before proceeding, here are some of the formulas pertinent to the phase-type distri-
bution: if the initial distribution for J ∗ is a=(ai)i∈E (written as a column vector) with
ai¿ 0,
∑
ai = 1, then the distribution of Ta has survivor function
P(Ta ¿t) = aTetQ1 (t¿ 0); (10)
density
fV (t) =−aTetQQ1= aTetQq (11)
and Laplace transform
LV () = aT(Q − I)−1Q1= 1 + aT(Q − I)−11 (¿ 0): (12)
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Lemma 1 (Facts about sub-intensity matrices). Let Q be a sub-intensity matrix:
(i) i =−Qii ¿ 0 for all i∈E.
(ii) Q is non-singular.
(iii) Q −  I is a sub-intensity matrix for all  ¿ 0.
(iv) Q−1v¡ 0 for all v∈Rp×1 with v¿ 0.
(v) All coordinates of the vector  (Q −  I)−11 are strictly decreasing functions of
 ¿ 0, decreasing from 0 to −1.
(vi) All coordinates of the vector  (Q− I)−11 are strictly convex functions of  ¿ 0.
Notation. If u∈ (ui)i∈E is a vector we write u¿ 0, respectively u¿ 0, if ui ¿ 0 for
all i, respectively ui¿ 0 for all i.
Proof. (i) i=0 makes i absorbing in contradiction to the assumption that it is possible
to reach ∇ = i from i.
(ii) Also requires the basic assumption that Q be a sub-intensity matrix: by (9)
etQ1¡ 1 and with
‖v‖=max{|vi| : i∈E}; ‖etQ‖= sup{‖etQv‖ : ‖v‖6 1};
it follows that ‖etQ‖¡ 1. But then, if Qv0 = 0, since etQv0 = v0 we deduce that ‖v0‖=
‖etQv0‖¡ ‖v0‖ if v0 = 0, hence v0 = 0.
(iii) Is obvious: (6) holds for Q−  I and (8) also holds since direct absorption into
∇ from any i is now possible: ∑j(Q −  I)ij ¡ 0 for all i.
(iv) Consider v with v¿ 0 and write Q−1v=u. Then vi=
∑
j Qijuj and determining
i0 such that ui0 = max{ui : i∈E}, in particular
0¡vi0 = −i0ui0 +
∑
j =i0
Qi0juj
6−i0ui0 +

∑
j =i0
Qi0j

 ui0 :
Since 06
∑
j =i0 Qi0j6 i0 the last expression would be 6 0 were ui0¿ 0. Thus ui0 ¡ 0
as wanted.
(v) and (vi) follow from the right-most expression in (12) with a= #i0 for an arbi-
trary i0 ∈E together with the fact that Laplace transforms for strictly positive random
variables decrease strictly from 1 to 0 and are strictly convex.
In order to Dnd the distribution of Tr when the Vn are phase-type, we shall use a
joint process (X; J ) = (Xt; Jt)t¿0 with Dxed initial state (X0; J0) ≡ (x0; i0). Here X is
going to be the risk process from above, J is independent of the sequence (Un) and Jt
is deDned for all t by using independent versions of the Markov chain J ∗ as follows:
suppose given an entrance law a = (ai)i∈E , i.e. all ai¿ 0,
∑
ai = 1. Start J in state
i0 and let it follow J ∗ until the time of absorption, at which point in time V1 the Drst
claim U1 is triggered and J is returned to E using the entrance law a. Now let J
follow a new copy of J ∗ (independent of everything else) until its time of absorption
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V2, then trigger U2 as a claim at time V1 +V2 and return J to E using the distribution
a, etc. Thus, in particular
Px0 ; i0 (V1 ¿s) =
∑
j∈E
(esQ)i0j = (e
sQ1)i0
while for n¿ 2, the Vn are i.i.d. with the distribution described by either of (10), (11)
or (12).
Note that for n¿ 2,
$ := Ex0 ; i0Vn =−aTQ−11
and that (essentially) by the law of large numbers
pr = 1 iM $6 EU1: (13)
We shall denote by Px0 the probability
Px0 =
∑
i0∈E
ai0Px0 ; i0 ;
so that under Px0 the time until the Drst claim V1 is independent of and has the same
distribution as the Vn for n¿ 2.
The process (X; J ) with Dxed initial state (x0; i0) is a time-homogeneous piecewise
deterministic Markov process (PDMP, see Davis, 1993) (with transitions that do not
depend on the initial state (x0; i0)) with state space R × E determined as follows (cf.
Jacobsen, 1999): piecewise deterministic behavior
%t(x; i) = (x + t; i);
total intensity for a jump
q(x; i) = i
and jump probabilities r((x; i); ·) given by
r((x; i); {(x; j)}) = 1
i
Qij (i = j);
r((x; i); ]−∞; x′]× {j}) = qi
i
aj(1− FU (x − x′)) (x′6 x; i; j∈E)
with FU the distribution function for the Un. (The Drst line describes the jump of J
when there is no absorption for J ∗, the second what happens when absorption occurs,
i.e. a renewal takes place and one of the claims Un is triggered.)
With the Dxed initial value (x0; i0), (X; J ) may be identiDed with the marked point
process (T ′n; Y
′
n) where T
′
n is the time of the nth jump for (X; J ) (which comes before
the nth jump for X ), Y ′n = (XT ′n ; JT ′n ) the state reached by that jump and
(Xt; Jt) = %t−T ′
N′t
(Y ′N ′t );
using T ′0 ≡ 0, Y ′0 ≡ (x0; i0). Here N ′t =
∑∞
n=1 1(T ′n6t) counts the total number of jumps
for (X; J ).
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From the description of (X; J ) one Dnds that the space-time generator has the form,
see e.g. Davis (1993, Section 26) or Jacobsen (1999, Section 6.3),
Ag(t; x; i) =Dtg(t; x; i) + Dxg(t; x; i) +
∑
j∈E
Qijg(t; x; j)
+ qi
∑
j∈E
aj
∫
]0;∞[
FU (dy)g(t; x − y; j):
If in particular g is bounded and Ag ≡ 0, then the process (g(t;Xt; Jt))t¿0 is a true
martingale.
We shall exploit the martingale technique, but not on the PDMP (X; J ). DeDne (X˜ ; J˜ )
by
X˜ t =
{
Xt if t ¡Tr ;
0 if t¿Tr ;
J˜ t = JTr∧t :
Since ruin can only occur at a renewal epoch, it is clear that (X˜ ; J˜ ) is a time-homo-
geneous PDMP with state space R0 × E, initial state (x0; i0) and determined by deter-
ministic behavior %˜, total jump intensity q˜ and jump probabilities r˜ as follows:
%˜t(x; i) =
{
(x + t; i) if x¿ 0;
(0; i) if x = 0;
q˜(x; i) =
{
i if x¿ 0;
0 if x = 0;
and for x¿ 0, provided FU is continuous
r˜((x; i); {(x; j)}) = 1
i
Qij (i = j);
r˜((x; i); [0; x′]× {j}) = qi
i
aj(1− FU (x − x′)) (06 x′6 x; i; j∈E):
(In the last line, with a jump corresponding to a new claim occurring from (x; i) the dis-
tribution of the new x coordinate is that of (x−U1)∨0. In particular, r˜((x; i); {(0; j)})=
(qi=i)aj(1−FU (x):) If FU is not continuous the FU values should be replaced by limits
from the left).
The space-time generator for (X˜ ; J˜ ) has the form
A˜g(t; x; i) =Dtg(t; x; i) + Dxg(t; x; i) +
∑
j∈E
Qijg(t; x; j)
+ qi
∑
j∈E
aj
(∫
]0; x[
FU (dy)g(t; x − y; j) + (1− FU (x))g(t; 0; j)
)
(14)
for x¿ 0 and A˜g(t; 0; i) = Dtg(t; 0; i).
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What is done in the sequel is to hunt for bounded g such that
A˜g(t; x; i) ≡ 0
when x¿ 0 (but not for x = 0!) so that by Itoˆ’s formula (Jacobsen, 1999, Theorem
6.3.1),
g(t; X˜ t ; J˜ t) = g(0; x0; i0) +
∫ t
0
ds A˜g(s; X˜ s; J˜ s) +M loct
= g(0; x0; i0) +
∫ t
Tr∧t
ds A˜g(s; 0; J˜ Tr∧s) +M
loc
t
= g(0; x0; i0) + 1(Tr6t)(g(t; 0; J˜ Tr )− g(Tr; 0; J˜ Tr )) +M loct ;
where M loc is a local martingale. With g and A˜g bounded, M loc becomes uniformly
bounded on Dnite time intervals and is therefore a true martingale M with expectation
0. By optional sampling, for any t, Ex0 ; i0MTr∧t = 0 and since the term involving the
indicator 1(Tr6t) vanishes when evaluated with t replaced by Tr ∧ t, it follows that the
process (g(Tr ∧ t; X˜ Tr∧t ; J˜ Tr∧t))t¿0 is a martingale (with respect in fact to the Dltration
generated by the joint process (X˜ ; J˜ )) and therefore
Ex0 ; i0g(Tr ∧ t; X˜ Tr∧t ; J˜ Tr∧t) = g(0; x0; i0) (x0 ¿ 0; i0 ∈E; t¿ 0); (15)
an identity that is essential for what follows. In order to obtain the desired Laplace
transforms, (15) will be used with g(t; x; i) (for x¿ 0) of the form e−th(x; i) with the
h(·; i) a linear combination of the same exponentials in x for all i: for the simplest
case, which is treated in the next section, h(x; i) = cie0x.
3. Exponential claims
In this section we discuss the special case where the Un are assumed to be expo-
nential while the Vn are of phase-type as described in the previous section. This will
serve to demonstrate the martingale method in a simple framework and also motivate
the approach used for the general result in the next section.
Theorem 2. Consider the joint process (X; J ) with initial state (x0; i0) and assume
that the claims Un are exponential at rate 1¿ 0, P(Un ¿u) = e−1u for u¿ 0. Then
for every ¿ 0
L() = Ex0 ; i0e−Tr =−v0; i0e0x0 ; (16)
where 0 = 0() is the unique solution from the interval ] − 1; 0[ to the Lundberg
equation
0= 1(− 0)aT(Q − (− 0)I)−11 (17)
and v0 = v0() is the vector
v0 = (Q − (− 0)I)−1q: (18)
M. Jacobsen / Stochastic Processes and their Applications 107 (2003) 29–51 37
In particular, if the Vn are i.i.d. (J is started according to the entrance law a),
Ex0e−Tr = 1 + 0
1
e0x0 : (19)
For 7xed initial state, the ruin probability is
pr = Px0 ; i0 (Tr ¡∞) =−v0(0+); i0e0(0+)x0 ; (20)
where 0(0+) := lim↓0; ¿0 0(), while if the Vn are i.i.d.,
pr = Px0 (Tr ¡∞) = 1 + 0(0+)1 e
0(0+)x0 : (21)
Here 0(0+)=0 and pr=1 (in both (20) and (21)) if and only if −1aTQ−116 1 (i.e.
i9 (13) holds), and 0(0+)¡ 0 and pr ¡ 1 if and only if −1aTQ−11¿ 1 in which
case 0(0+) is the only strictly negative solution to the equation
1 =−1aT(Q + 0I)−11: (22)
Proof. Consider the function
g(t; x; i) =
{
cie0x−t if x¿ 0
Ke−t if x = 0:
(23)
For x¿ 0,
A˜g(t; x; i) = (−+ 0)cie0x−t + (Qc)ie0x−t
+
∑
j∈E
qiaje−t
(∫ x
0
dy 1e−1ycje0(x−y) + e−1xK
)
: (24)
Given ¿ 0 the problem is to Dnd scalars 0 and K and a (column) vector c so that
this expression vanishes for all x¿ 0 and all i∈E. The factor e−t cancels out and we
are left with exponential terms e0x and e−1x—equating the two coeRcients to 0 yields
the conditions
(0− )c + Qc + 1
1 + 0
(aTc)q= 0; (25)
∑
j
qiaj
(
− 1
1 + 0
cj + K
)
= 0: (26)
In order for (25) to hold, the Drst two terms must yield a vector proportional to q.
With 06 0 write  = − 0 which is ¿ 0 if 06 0. The matrix Q =Q−  I is then a
sub-intensity matrix and in particular invertible (Lemma 1(ii)), and deDning
v0 = Q−1 q=−Q−1 Q1=−1−  Q−1 1; (27)
it is seen that (25) holds with c = v0 provided
1
1 + 0
aTv0 =−1 (28)
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and using (27) it is seen directly that this is equivalent to (17). Further (26) holds if
K =
1
1 + 0
aTv0 =−1:
We now show that (17) has exactly one solution 0∈ ]− 1; 0[. By Lemma 1(v) and
(vi), the right-hand side of (17) is strictly increasing and convex as a function of
0¡ 0. It remains to note that as 0 ↑ 0 the left-hand side (limit 0) is ¿ the right-hand
side (limit 1aT(Q−I)−11¡ 0 by Lemma 1(iv)), while for 0=−1 the left-hand side
(value −1) is ¡ the right-hand side (value 1 1aT(Q 1)−11¿ − 1 by Lemma 1(v),
writing  1 = + 1).
To establish the Dnal claim of the theorem, we saw already that the right-hand side
of (17) is strictly increasing as a function of 0 and (Lemma 1(iv)) strictly decreasing
as a function of ¿ 0. It follows that  → 0() is strictly decreasing, i.e. 0() ↑ 0(0+)
as  ↓ 0, and letting  ↓ 0 in (17) we see that 0(0+) solves the equation
0=−10aT(Q + 0)−11; (29)
which always has the solution 0 = 0, but where it is clear that we need the strictly
negative solution if it exists. The right-hand side of (29) is strictly increasing and
strictly convex as a function of 06 0 with the value 0 for 0=0 and therefore 0(0+)¡ 0
iM
1¡D0(−10aT(Q + 0)−11)|0=0:
Since the derivative equals −1aTQ−11, the proof is complete.
Example 3. The simplest application of the theorem is when p = 1. Then all Vn (in-
cluding V1) are i.i.d. exponential at rate ¿ 0 corresponding to Q =−, q= . Also,
necessarily a1 = 1.
Eq. (17) for 0= 0() becomes
0=
1(− 0)
−− + 0 ;
which has one positive and one negative solution, where we need the negative root,
0=
1
2
(+ − 1 −
√
(+ − 1)2 + 41): (30)
Also v0 =−(1 + 0)=1 so
Ex0e−Tr = 1 + 0
1
e0x0
for x0 ¿ 0, ¿ 0 with 0 given by (30). Letting  ↓ 0 yields the well-known result
pr =


1 if ¿ 1;

1
e(=−1)x0 if ¡1:
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For a diMerent derivation of the results from this example, see Asmussen (2000,
Proposition IV.1.2).
4. The general case
This section contains the main result of the paper, Theorem 6. This result generalizes
Theorem 2 to allow for non-exponential claims, more precisely it is assumed that the
Laplace transform of the distribution for the Un is a rational function, while the Vn
are of general phase-type as described in Section 2. In particular, the class of claim
size distributions includes all phase-type distributions. (For an extensive discussion of
rational Laplace transforms and matrix-exponential distributions, see Asmussen, 2000,
Section VIII.6).
With Theorem 2 and its proof in mind it seems natural to look for martingales of
the form (g(Tr ∧ t; X˜ Tr∧t ; J˜ Tr∧t))t¿0 with, for a given ¿ 0,
g(t; x; i) =


e−t
m∑
k=1
cike0k x (x¿ 0);
Ke−t (x = 0);
(31)
where 0k ; cik ; K—but not m—depend on , Theorem 2 corresponding to the case m=1.
We shall of course need g bounded so the 0k ∈C must satisfy Re 0k6 0—in fact it
will turn out that Re 0k ¡ 0. (As will be shown, it is for m¿ 2 essential to allow for
complex valued 0k which if present will appear in conjugate pairs.)
The main diRculty for m¿ 2 is to arrive at the martingale condition
A˜g(t; x; i) = 0 (t¿ 0; x¿ 0; i∈E); (32)
cf. the discussion in Section 2, more speciDcally the question is which claim size
distributions FU to consider, and how, corresponding to a given FU , one should Dnd
the ‘parameters’ 0k ; K and cik as functions of ¿ 0—a priori it is not at all clear
that this is possible in any generality for m¿ 2, at least there is no simple algebraic
correspondence between the FU required for m¿ 2 and the simple exponentials used
for m=1, even though the extension to g of form (31) from the case m=1, see (23),
is simple and linear.
In the discussion that follows it will be useful to think of all the 0k as distinct. This
is indeed what happens for most values of , but for special  values it may happen
that two or more 0k collapse into the same value, a situation that creates some special
technical problems.
Writing out (32) when g is given by (31) yields, cf. (24),
−
m∑
k=1
(− 0k)cike0k x +
∑
j∈E
m∑
k=1
Qijcjke0k x
+ qi
∑
j∈E
aj
(∫
]0; x[
FU (dy)
m∑
k=1
cjke0k (x−y) + (1− FU (x))K
)
= 0: (33)
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For ¿ 0 Dxed, put  k =  − 0k and deDne (cf. (27)) the kth column of the matrix
(cik) by
c|k = rkQ
−1
 k
q; (34)
where the rk are real or complex numbers to be determined later. (Even though  k
may now be complex, a suitable version of Lemma 1 still holds, in particular Q k is
invertible as long as Re  k¿ 0.) Inserting (34) into (33) shows the latter to be implied
by (a common factor qi appears and can therefore be divided away),
m∑
k=1
rke0k x +
m∑
k=1
sk
∫
]0; x[
FU (dy)e0k (x−y) + (1− FU (x))K = 0 (x¿ 0); (35)
where
sk =
∑
j∈E
ajcjk = rkaTQ−1 k q: (36)
It is from (35) that we shall shortly deduce the required structure for FU , i.e. that
the corresponding Laplace transform LU be a rational function. After that, with FU
given, the task is to show how the 0k , rk and K should be determined in order for
(35) to hold for an arbitrary ¿ 0.
First note that K is found easily: let x ↓ 0 in (35) to obtain
K =−
m∑
k=1
rk : (37)
Inserting this into (35), the expression on the left becomes linear in the rk implying
that they can only be determined up to proportionality.
Looking at (35), it is clear that it becomes much more tractable by taking Laplace
transforms with
∫∞
0 (1 − FU (x)) dx¡∞ (i.e. EUn ¡∞) the only condition needed
in order to obtain an equivalent formulation of (35). This integrability condition we
therefore assume for now, and note that it is automatic for all FU considered in
Theorem 6. So let 5¿ 0, multiply by e−5x and integrate x from 0 to ∞. Since∫ ∞
0
dx e−5x
∫ x
0
FU (dy)e0k (x−y) =
LU (5)
5− 0k ;∫ ∞
0
dx e−5x(1− FU (x)) = 15 (1− LU (5));
Eq. (35) becomes
m∑
k=1
rk
5− 0k + LU (5)
m∑
k=1
sk
5− 0k +
K
5
(1− LU (5)) = 0 (5¿ 0)
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and solving this for LU and using (37) gives
LU (5) =
−∑mk=1 rk0k=(5− 0k)∑m
k=1 (sk5=(5− 0k) + rk)
; (38)
which is certainly a rational function of 5. More precisely, for 0 = (0k) such that
Re 0k ¡ 0 for all k, introduce the polynomials
0(5) =
m∏
k=1
(5− 0k); 0\k(5) =
∏
16‘6m;‘ =k
(5− 0‘)
and multiply by 0(5) in the numerator and denominator of (38) to obtain
LU (5) =
−∑mk=1 rk0k0\k(5)∑m
k=1 ((rk + sk)5− rk0k)
0
\k(5)
; (39)
a rational function with the denominator a polynomium in 5 of degree (at most) m and
the numerator a polynomium of degree 6m− 1.
Having thus argued that LU must be rational, we of course now assume that this is
indeed the case,
LU (5) =
∫ ∞
0
e−5xFU (dx) =
PU (5)
RU (5)
(5¿ 0); (40)
where RU is a polynomium of degree exactly m¿ 1 and PU is a polynomium of degree
6m− 1. As polynomials PU (z) and RU (z) are deDned for all z ∈C and to normalize
we now further assume that they have no common roots and that the leading term of
RU is zm (RU (z)− zm is of degree 6m− 1). Then
(i) PU (0) = RU (0) = 0 (because LU (0) = 1 and PU ; RU do not have a common root
at 0);
(ii) all the m roots z (counted with multiplicity) of RU satisfy that Re z¡ 0 (by
analytic extension
LU (z) =
∫ ∞
0
e−zxFU (dx) =
PU (z)
RU (z)
is well deDned with |LU (z)|6 1 provided Re z¿ 0. In particular, for such z,
RU (z) = 0 is impossible since RU (z) = 0 implies PU (z) = 0 by assumption); and
(iii) the distribution FU has moments of all orders (because of (i), LU can be diMer-
entiated an arbitrary number of times at 5= 0).
Because of (iii) the arguments leading from (35) to (38) are valid and (38)
implies (35).
On the domain {z ∈C : Re z¡ 0} we shall use the analytic extension
LLU (z) =
PU (z)
RU (z)
of LU . This will of course not in general equal
∫∞
0 e
−zx FU (dx) since the integral need
not (and for values of z with Re z too negative will not) converge. The function LLU
has singularities precisely at the points where RU has its roots.
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With structure (40) imposed on LU , given ¿ 0 (39) must be solved for the 0k
and the rk (recall that sk is determined from 0k ; rk by (36)), something achieved by
identifying the numerator on the right of (39) with PU , the denominator with RU :
PU (5) =−
m∑
k=1
rk0k
0
\k(5); (41)
1
5
(RU (5)− PU (5)) =
m∑
k=1
(rk + sk)
0
\k(5); (42)
using for (42) that the denominator in (39) due to (41) equals
5
∑
k
(rk + sk)
0
\k(5) + PU (5):
(In order to identify the right-hand side of (39) with PU (5)=RU (5), one of course only
needs proportionality (with the same factor) between the left and right-hand side of
(41) and (42). Demanding equality pinpoints the rk which otherwise are determined
only up to proportionality as was noted above after the derivation of (35).)
Because of (i) above both (41) and (42) are identities between polynomials of degree
m − 1 and identifying the coeRcients to the powers 5j yields 2m equations with 2m
unknowns, to be solved presently.
For the proof and statement of the main result we need two lemmas.
Lemma 4. Suppose that P is a polynomium of degree 6m − 1 and that 01; : : : ; 0m
are distinct complex numbers. Then
P(z) =
m∑
k=1
P(0k)

0
\k(0k)

0
\k(z) (z ∈C) (43)
and if am−1 is the leading coe:cient for P (so that am−1 = (1=(m − 1)!)Dm−1P(z)
for all z with am−1 = 0 possible),
am−1 =
m∑
k=1
P(0k)

0
\k(0k)
: (44)
Proof. The expression on the right of (43) is well deDned precisely because the 0k are
distinct. Since 
0
\k(0k0 ) = 0 unless k = k0, it follows that the two sides of (43) agree at
the m points 0k0 , 16 k06m. Since both are polynomials of degree 6m− 1, they are
identical. Eq. (44) follows directly from (43) when matching the coeRcients to zm−1
on both sides.
Lemma 5. Let 00 ∈C and let % be a function, analytic in an open set containing 00.
Then
lim
0→00
m∑
k=1
%(0k)

0
\k(0k)
=
Dm−1%(00)
(m− 1)! : (45)
Here 00=(00; : : : ; 00) and the limit is taken through 0=(01; : : : ; 0m) with all 0k distinct.
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Note. It is essential for the validity of (45) that all 0k converge to 00 simultaneously.
If % is a polynomium of degree 6m− 1, (45) follows from (44) with the values of
the sum on the left of (45) not depending on 0 and 00. For %=P such a polynomium
we may also use (45) in its general form to obtain a limiting expansion from (43):
write the sum in (43) as
0(z)
m∑
k=1
P(0k)=(z − 0k)

0
\k(0k)
and use (45) (for z = 00 Dxed) with
%(z′) =
P(z′)
z − z′
to obtain
P(z) = (z − 00)m 1(m− 1)! D
m−1
z′
P(z′)
z − z′
∣∣∣∣
z′=00
:
Using Leibniz’ rule for the diMerentiation, one easily recovers the Taylor expansion
P(z) =
m∑
k=1
Dk−1P(00)
(k − 1)! (z − 00)
k−1:
Proof (Due to Bo Markussen): From %, extract the Drst m terms of the Taylor expan-
sion around 00 and consider
%˜(z) = %(z)−
m∑
k=1
Dk−1%(z)
(k − 1)! (z − 00)
k−1: (46)
Using (44) with P the polynomium deDned by the sum in (46), it is clear that the
assertion of the lemma amounts to
lim
0→00
m∑
k=1
%˜(0k)

0
\k(0k)
= 0: (47)
Because % is analytic (in a neighborhood of 00) we may write
%˜(z) =  (z)(z − 00)m−1;
where  is analytic and  (00) = 0.
For the next steps in the argument, Dx 01; : : : ; 0m distinct.
The sum Sm in (47) we write as
Sm =
m−1∑
k=1
( (0k)−  (0m)) (0k − 00)
m−1

0
\k(0k)
+
m∑
k=1
 (0m)
(0k − 00)m−1

0
\k(0k)
:
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By (44) the second sum equals  (0m). The Drst
=
m−1∑
k=1
 m(0k)
(0k − 00)m−2∏m−1
‘=1; ‘ =k (0k − 0‘)
=Sm−1;
where
 m(z) =
 (z)−  (0m)
z − 0m (z − 00):
The sum Sm−1 has the same structure as Sm, only m has been replaced by m−1 and
 by  m. Sm−1 may therefore be handled exactly as Sm, using the decomposition
 m(0k) = ( m(0k)−  m(0m−1)) +  m(0m−1)
to split Sm−1 into two sums, in one of which k ranges from 1 to m − 2, while the
other reduces to  m(0m−1) by (44). Continuing and deDning recursively (for 26 k6m
with  m+1 ≡  )
 k(z) =
 k+1(z)−  k+1(0k)
z − 0k (z − 00); (48)
it is seen that each  k is analytic and proceeding by induction it follows that for
06m′6m− 2,
Sm =
m′∑
j=0
 m+1−j(0m−j) +
m−m′−1∑
k=1
 m−m′(0k)
(0k − 00)m−m′−2∏m−m′−1
‘=1; ‘ =k (0k − 0‘)
:
Thus, for m′ = m− 2,
Sm =
m∑
k=1
 k+1(0k): (49)
Note that here for k6m− 1 the kth term is
 k+1(0k) = (0k − 00)Dz k+2(z)|z=0∗k (50)
with 0∗k a point on the line segment connecting 0k and 0k+1. We want this to → 0 as
0 → 00 and for this it suRces to show that Dz k+2 stays bounded uniformly in the
0j and z when all of these are close to 00. We therefore need to be able to control
repeated derivatives of the  k , uniformly in all arguments, in a neighborhood of 00. As
the Dnal step in the proof we therefore show by induction that for 26 k6m+ 1 and
all m′¿ 0,
sup
01 ;:::; 0m; z∈O
|Dm′z  k(z)|¡∞; (51)
where O is a small neighborhood of 00: if true, by (50) all terms in (49) for k6m−1
will then → 0 as 0 → 00 and since also the term for k =m,  (0m), tends to  (00)= 0,
the desired conclusion Sm → 0 will follow.
For k = m + 1 (51) is a trivial assertion about  and its derivatives. If (51) has
been shown for k + 1 and all m′ we Dnd from (48) Drst that  k(z) is bounded and
M. Jacobsen / Stochastic Processes and their Applications 107 (2003) 29–51 45
then for m′¿ 1,
Dm
′
z  k(z) = (z − 00)Dm
′
z
 k+1(z)−  k+1(0k)
z − 0k
+m′Dm
′−1
z
 k+1(z)−  k+1(0k)
z − 0k : (52)
But by elementary calculations
Dm
′
z
 k+1(z)−  k+1(0k)
z − 0k
=
(−1)m′m′!
(z − 0k)m′+1
m′∑
q=0
(−1)q
q!
(z − 0k)qDqz ( k+1(z)−  k+1(0k)) (53)
and here the sum
=
m′∑
q=0
(0k − z)q
q!
Dqz  k+1(z)−  k+1(0k) =
(0k − z)m′+1
(m′ + 1)!
Dm
′+1
z  k+1(0
∗)
for some 0∗ on the line segment between z and 0k . It is now clear from the induction
hypothesis that (53) has the desired boundedness properties, hence so has Dm
′
z  k from
(52) as desired.
We are now able to state and prove the main result of the paper. Recall from Section
2 that the (Vn)n¿1 are independent and of phase-type so the Laplace transform for the
Vn when n¿ 2 is given by (12), while the distribution of V1 is either given by the
survivor function (10) using the probability Px0 ; i0 or is the same as that of V2 using
the probability Px0 . Recall also the notation Q = Q −  I .
Theorem 6. Suppose that the waiting times (Vn)n¿1 are independent and of phase-
type as just described, and the claims (Un)n¿1 are independent of (Vn) and i.i.d. with
a distribution whose Laplace transform LU is given by (40) with RU a polynomium
of degree m¿ 1 and PU a polynomium of degree 6m− 1 and PU and RU normal-
ized as described after (40). Then the Laplace transform of Tr is given as follows
( for ¿ 0):
L() = Ex0 ; i0e−Tr =
−∑mk=1 rk(Q−1−0k q)i0e0k x0∑m
k=1 rk
; (54)
where for 16 k6m, the 0k = 0k() are the precisely m possibly complex valued
solutions, counted with multiplicity, to the Lundberg equation
LV (− z) = RU (z)PU (z)
(
=
1
LLU (z)
)
(55)
that satisfy Re z¡ 0, and where
rk = rk() =− PU (0k)
0k
0
\k(0k)
(56)
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provided all the 0k are distinct while if not, (54) is de7ned by continuous extension
using Lemma 5.
In the case where V1 has the same distribution as the Vn for n¿ 2,
L() =
∑
i0∈E
ai0Ex0 ; i0e−Tr =
∑m
k=1 rkLV (− 0k)e0k x0∑m
k=1 rk
: (57)
Note. The Lundberg equation (55) also has the alternative and quite appealing form
LLU (z)LV (− z) = 1;
where for Re z¡ 0 it is of course essential that it is the analytic continuation LLU rather
than the Laplace transform LU itself that appears on the left.
Remark 1. For most (we believe all but countably many) ¿ 0, the m solutions to
(55) with Re 0k ¡ 0 will be distinct, hence the rk are well deDned by (56) and so
are the Laplace transforms (54) and (57). Since the Laplace transforms are continuous
functions of  it suRces to know them for a dense set of  values; however, we Dnd
it useful to note that, e.g. the expression on the right of (54) is well deDned even if
two or more 0k are the same (in which case (56) does not make sense): the precise
expression depends on how the 0k are grouped according to the distinct coinciding
values. If e.g. all 0k = 00, the right-hand side of (54) becomes by Lemma 5
Dm−10 (PU (0)=0)(Q
−1
−0)i0e
0x0 |0=00
−Dm−10 (PU (0)=0)|0=00
:
And if 01 = 02 = 00 and the 0k for k¿ 3 are distinct and = 00, then rk is well deDned
by (56) if k¿ 3 and to compute the right-hand side of (54) one further needs
−
2∑
k=1
rk(Q−1−0k )i0e
0k x0 = D0
PU (0)
0
∏
j¿3 (0− 0j)
(Q−1−0)i0e
0x0 |0=00 ;
2∑
k=1
rk = D0
PU (0)
0
∏
j¿3 (0− 0j)
∣∣∣∣∣
0=00
as follows using Lemma 5 with m= 2.
Typically, the case of concurring 0k arises as follows: as  increases (or decreases)
through some critical value, two distinct real solutions of (55) collapse into one and
then split into two complex conjugate solutions.
With concurring 0k , the basic structure of the martingale determining function g also
changes from the form (31): if e.g. all 0k → 00 (with the 0k distinct during the limit),
the limiting g takes the form
g(t; x; i) =


−e−t 1
(m− 1)! D
m−1
0
PU (0)
0
(Q−1−0)ie
0x|0=00 (x¿ 0);
e−t
1
(m− 1)! D
m−1
0
PU (0)
0
∣∣∣∣
0=00
(x = 0)
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using Lemma 5 as above. For x¿ 0 this yields a contribution of the form
e−t+00x
m−1∑
‘=0
c˜i‘x‘;
i.e. the diMerent exponentials e0k x from the original g in (31) are replaced by e00x times
a polynomium in x of degree 6m− 1.
Proof (Theorem 6): Let ¿ 0 be given. We Drst show that the Lundberg equation
(55) has exactly m solutions 0k (counted with multiplicity) with Re 0k ¡ 0. Rewrite
the equation as
PU (z)LV (− z) = RU (z); (58)
an equivalent formulation since PU and RU do not have any common roots. Be-
cause ¿ 0 both sides of (58) are analytic in an open set containing the domain
{z : Re z6 0} of the complex plane. As noted above ((ii), p. 15) all the m roots of
RU satisfy Re z¡ 0. Now take ;¿ 0 and let <; denote the interior of the subset of
C determined by the boundary
@<; = {z : |z|= ;;Re z¡ 0} ∪ {z : z = iy;−;6y6 ;}:
By RouchKe’s theorem from complex function theory, RU and the diMerence RU −
PULV ( − ·) will have the same number of zeros (counted with multiplicity), i.e. m
zeros, in <; provided
|PU (z)LV (− z)|¡ |RU (z)| (z ∈ @<;): (59)
But if z ∈ @<; with Re z¡ 0, |z|= ;, since |LV (− z)|¡ 1 we only need |PU (z)|6
|RU (z)| in order to obtain (59), which is true for ; large enough because RU is a
polynomium of higher degree than PU . And if z ∈ @<; with Re z = 0, |z|6 ; we still
have |LV ( − z)|¡ 1 but are now inside the domain where LU (z) = PU (z)=RU (z) is
deDned as a Laplace transform, hence |LU (z)|6 1, i.e. |PU (z)|6 |RU (z)|. Thus (59)
is true and we see that for ; large enough, (55) has precisely m solutions in <;, hence
precisely m solutions z satisfying Re z¡ 0.
Assume now that the solutions 0k are distinct. Recalling that (see (36)),
sk = rkaTQ−1−0k q
=−rkLV (− 0k)
=−rk RU (0k)PU (0k)
we see that the right-hand side of (42) becomes
m∑
k=1
rk
(
1− RU (0k)
PU (0k)
)

0
\k(5)
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and inserting rk given by (56) this
=
m∑
k=1
RU (0k)− PU (0k)
0k
0
\k(0k)

0
\k(5)
=
1
5
(RU (5)− PU (5))
by Lemma 4. This establishes (42) and (41) follows similarly inserting (56) on the
right-hand side of (41) and again using Lemma 4. It is more delicate to treat the
case where two or more of the 0k coincide—we do not give the details but refer to
Remark 1. But in all cases now, by the discussion preceding the statement of the
theorem, for ¿ 0 given and 0k the m solutions to (55) with Re 0k ¡ 0, the process
(g(Tr ∧ t; X˜ Tr∧t ; J˜ Tr∧t))t¿0 is a bounded martingale when g is as in (31), K =−
∑
k rk
(see (37)), c|k =rkQ
−1
−0k q (see (34)) and rk is given by (56) (if all the 0k are distinct,
otherwise the deDnition of g is obtained by continuous extension from Lemma 5). Thus
by optional sampling, cf. (15),
Ex0 ; i01(Tr6t)Ke−Tr + Ex0 ; i01(Tr¿t)e−t
m∑
k=1
cJ˜ t ;ke
0k X˜ t = g(0; x0; i0) (t¿ 0): (60)
Since Re 0k ¡ 0 and X˜ t = Xt ¿ 0 on the set (Tr ¿t), the last term is dominated by a
constant times e−t which → 0 as t →∞. Thus, for ¿ 0,
Ex0 ; i0e−Tr = 1
K
g(0; x0; i0)
and (54) follows. Multiplying by ai0 and summing on i0 gives (57) since∑
i0∈E
ai0 (Q
−1
−0k q)i0 = a
TQ−1−0k q=−LV (− 0k);
see (12).
Although Theorem 6 does not give the Laplace transform L() in closed analytic
form, the result is good enough to make numerical computation in concrete models
easy: the Lundberg equation (55) can be rewritten as P(z) = 0 with P a polynomium,
hence the problem of determining the 0k() for each  is reduced to that of locating the
relevant roots of P. After that Dnding the rk() and cik() causes no problems as long
as the 0k are distinct. Note though that for values of  where the 0k are distinct, but
some of them close together, formula (56) for the rk becomes numerically unstable.
For m=1 with the Un exponential so that RU (z)=PU (z)=(1+ z)=1, using (12), (55)
reduces to (17) from Theorem 2.
We shall conclude with a discussion on how to determine the ultimate ruin proba-
bility pr . This may be done using (54) and taking limits as  ↓ 0, cf. (4), but we also
have
Corollary 7. Suppose that $¿ EU1 so that pr ¡ 1. Then the equation
LV (−z) = RU (z)PU (z) (61)
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has precisely m possibly complex valued solutions 0k=0k(0), 16 k6m, counted with
multiplicity, that satisfy Re 0k ¡ 0, and the ruin probability is given by the expression
pr = Px0 ; i0 (Tr ¡∞) =
−∑mk=1 rk(0)(Q−1−0k (0)q)i0e0k (0)x0∑m
k=1 rk(0)
; (62)
where
rk(0) =− PU (0k(0))
0k(0)
0(0)
\k (0k(0))
(63)
provided all the 0k(0) are distinct while if not, (62) is de7ned by continuous extension
using Lemma 5.
In the case where V1 has the same distribution as the Vn for n¿ 2,
pr =
∑
i0∈E
ai0Px0 ; i0 (Tr ¡∞) =
∑m
k=1 rk(0)LV (−0k(0))e0k (0)x0∑m
k=1 rk(0)
:
Note. Eq. (61) is obtained from (55) by formally taking =0. Obviously, (61) always
has the solution z = 0.
Proof. We imitate the proof of Theorem 6 with the precaution that all action must
take place in a part of the complex plane bounded away from 0, and therefore proceed
as follows: choose #¿ 0 so small that Ee#U1 ¡∞ (i.e. RU (z) does not have any roots
z with |z|6 #), and replace <; from the proof of Theorem 6 with the open region <#;
determined as interior to the boundary
@<#; = {z : |z|= ;;Re z¡− #} ∪ {z : z =−#+ iy;−;6y6 ;}:
To conclude by RouchKe’s theorem that (61) has precisely m solutions for ; suRciently
large and # suRciently small, we need to show (cf. (59)) that
| LLU (z)‖LV (−z)|¡ 1 (z ∈ @<#;): (64)
If |z| = ; this is argued exactly as in the proof of Theorem 6. If z = −# + iy with
−;6y6 ;, note that for #¿ 0 small enough in fact
| LLU (z)|=
∣∣∣∣
∫ ∞
0
e(#−iy)x FU (dx)
∣∣∣∣6 LLU (−#)
while
|LV (−z)|=
∣∣∣∣
∫ ∞
0
e−(#−iy)xFV (dx)
∣∣∣∣6LV (#):
To complete the proof of (64) it suRces to observe that # → LLU (−#)LV (#) is contin-
uously diMerentiable in a neighborhood of #= 0 with a derivative that satisDes
D#( LLU (−#)LV (#))|#=0 = EU1 − $¡ 0
because of the basic assumption made in the statement of the corollary, and thus, for
#¿ 0 small enough,
LLU (−#)LV (#)¡ LLU (0)LV (0) = 1:
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Proceeding now exactly as in the proof of Theorem 6, consider the m solutions 0k(0)
to (61) and deDne (being lazy and assuming that the solutions are distinct) rk(0) by
(63), K(0)=−∑m1 rk(0) and cik(0)=rk(0)(Q−1−0k (0)q)i. Then (g(Tr∧t; X˜ Tr∧t ; J˜ Tr∧t))t¿0
is a Px0 ; i0 martingale where
g(t; x; i) =


m∑
1
cik(0)e0k (0)x (x¿ 0);
−
m∑
1
rk(0) (x = 0)
and the analogue of (60) becomes
K(0)Px0 ; i0 (Tr6 t) + Ex0 ; i01(Tr¿t)
m∑
k=1
cJ˜ t ;k(0)e
0k (0)X˜ t = g(0; x0; i0) (t¿ 0):
The last term is dominated by (using that X˜ t = Xt on (Tr ¿t))
Ex0 ; i01(Tr¿t)
m∑
k=1
|cJ˜ t ;k(0)|eXt Re 0k (0): (65)
But the assumption $¿ EU1 ensures that limt→∞ Xt=∞ a.s. so because Re 0k(0)¡ 0,
(65) vanishes as t →∞, hence (60) in the limit yields the desired equation
K(0)Px0 ; i0 (Tr ¡∞) = g(0; x0; i0):
Corollary 7 applies only under the assumption $¿ EU1, but in all cases the ruin
probability may be found from the Laplace transform (54), see (4). It is of some
interest to verify why, in case $6 EU1, letting  ↓ 0 in (54) yields the limit 1, and
this we now argue assuming the sharp inequality $¡ EU1 to hold.
If formally we put =0 in (55), we obtain Eq. (61) which as already noted always
has z = 0 as a solution. Furthermore, diMerentiating at z = 0 gives for the left-hand
side the derivative $ and for the right, the derivative EU1. Thus (13) is simply an
inequality between the derivatives for z = 0 on the left and right of (61).
Returning to (55) as it is used in Theorem 6, Dx ¿ 0 close to 0 and suppose that
(13) holds in the sharp form $¡ EU1. Let z = x be real and 6 0. Then LV ( − x)
for x = 0 is
LV ()¡ 1 =
RU (0)
PU (0)
:
Furthermore, the derivative
DxLV (− x)|x=06 $¡ EU1 = Dx RU (x)PU (x)
∣∣∣∣
x=0
which is enough (draw a picture) to conclude that if $¡ EU1, then the Lundberg
equation (55) has for ¿ 0 su:ciently small at least one real solution 0()¡ 0 such
that lim→0 0() = 0 which is in agreement with Theorem 6 in the following sense:
suppose that as  ↓ 0, (55) has m distinct solutions 01(); : : : ; 0m() such that 01()¡ 0
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and converges to 0, while 0k() converges to a non-zero limit 0k(0) for k¿ 2. Then,
by (56),
lim
→0
01()r1() =− PU (0)∏m
2 (−0k(0))
(66)
while for k¿ 2, lim→0 01()rk() = 0. Consequently (54) implies, when multiplying
by 01() in numerator and denominator, that with > the limit (66),
pr =
−>(Q−1q)i0
>
which equals 1 because of (7).
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