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Abstract
BDI Logics, introduced by Rao et al., have been used as the theoretical basis of
speciﬁcation and implementation of rational agents. The aim of our research is to
make full use of the expressive power of BDI Logics as executable speciﬁcation lan-
guages of rational agents. To this end, we previously presented deduction systems
for CTL-based propositional BDI Logics using sequent calculus. Since these systems
have a decision algorithm that is extended from Wang’s algorithm, they are suit-
able for applications such as automatic proving. However, they do not incorporate
mental state consistency features, which are important for dealing with rational
agents. In this paper, we extend our deduction systems by introducing mental state
consistency features and explain their soundness and completeness. This approach
allows us to check and prove the speciﬁcations and properties described by BDI
Logics for rational agents.
1 Introduction
BDI Logics[4] are extensions of CTL*[2] that introduce ﬁrst-order predicate
variants of CTL* and the modal operators BEL, DESIRE and INTEND to
represent the mental state or belief-desire-intention state of an agent. They
have been used not only as formal speciﬁcation language for rational agents in
single- or multi-agent environments[8,4] but also as the basic concept of BDI
architecture[6,7] for implementing rational agents.
1 Email: nide@ics.nara-wu.ac.jp
2 Email: shiro@atr.co.jp
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To make full use of the expressive power of BDI Logics, we aim to utilize
them as executable speciﬁcation languages of rational agents (like an extension
of Prolog), especially in BDI architectures. As the ﬁrst step toward this goal,
we previously presented deduction systems for CTL-based propositional BDI
Logic using sequent calculus. These systems, unlike the Hilbert-style ones
given by Rao et al.[5], have a decision algorithm that is extended from Wang’s
algorithm. Therefore, they are suitable for applications such as automatic
proving or checking of speciﬁcations described by BDI Logics.
On the other hand, the many unresolved issues include extending our sys-
tems to CTL*-based predicate logics, introducing multi-agent BDI modal op-
erators, and incorporating mental state consistency. In particular, the ﬁrst
task needs to be accomplished in order to deal with the behavior of rational
agents.
In this paper, we incorporate mental state consistency features in our sys-
tems and present their sound and complete deduction systems. This enables
us to apply our systems to describing and proving the properties of rational
agents.
The paper is structured as follows. In Chapters 2 and 3, we deﬁne the
syntax and semantics of the formulas. Next, in Chapter 4, we introduce the
property of mental state consistency, which is assumed to be inherent in ratio-
nal agents. Chapter 5 gives our deduction systems, and Chapter 6 describes
their soundness and completeness. Chapter 7 gives a brief explanation of
the decision algorithm, and we conclude with a discussion of future work in
Chapter 8.
2 Deﬁnition of Wﬀs
We select and ﬁx a set P of propositional symbols. The well-formed formulas
(wﬀs) of BDI logic based on propositional CTL is deﬁned as follows.
• If p ∈ P , p is a wﬀ. (In this case, we call p an atomic proposition.)
• If φ and ψ are wﬀs, then φ ∨ ψ, ¬φ, AXφ, A(φ U ψ), E(φ U ψ), BEL(φ),
DESIRE(φ), and INTEND(φ) are also wﬀs.
In addition, we introduce the following abbreviations. true is an abbrevi-
ation of q ∨ ¬q (here, q is a suitably selected and ﬁxed element of P ), false,
φ∧ψ, φ ⊃ ψ, and φ⇔ ψ are abbreviations of ¬true, ¬((¬φ)∨(¬ψ)), (¬φ)∨ψ,
and (φ ⊃ ψ)∧ (ψ ⊃ φ), respectively, and EXφ, AFφ, EFφ, AGφ, and EGφ are
abbreviations of ¬AX¬φ, A(true U φ), E(true U φ), ¬EF¬φ, and ¬AF¬φ,
respectively.
We eliminate ambiguity by using parentheses if necessary. The order of
the priority of the logical operators is unary operators (such as ¬, AX), ∧, ∨,
and ⊃. In addition, ∨ and ∧ are left associative.
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3 Semantics
In this chapter, we deﬁne the semantics of the formulas introduced in chapter
2.
3.1 (BKD45DKDIKD)CTL-structure
First we choose the following.
• A set W of possible worlds (W = ∅)
• For each element w of W , a set Stw(= ∅) of states and a binary relation
Rw(⊂ Stw×Stw) on Stw (here, Rw must be serial 4 ; that is, for each t ∈ Stw,
there must be t′ ∈ Stw that satisﬁes t Rw t′)
• For each pair of an element w of W and an element t of Stw, a truth-value
assignment L(w, t) ⊆ P
• Ternary relations B,D, I onW ,⋃w∈W Stw,W (i.e., B,D, I ⊂W×
⋃
w∈W Stw
×W ) that satisfy the following condition: if (w, t, w′) ∈ B and t ∈ Stw, then
t ∈ Stw′ , and similar conditions for D and I.
We call the tuple M = 〈W, {Stw | w ∈ W}, {Rw | w ∈ W}, L,B,D, I〉 a
BDIKCTL-structure. We do not require that for each t ∈ Stw, some t′ that
satisﬁes t Rw t
′ exists, since we do not have any temporal operators that refer
to the past.
If it also satisﬁes the following conditions:
• (B-D) For each w ∈W , there exists w′ ∈ W that satisﬁes (w, t, w′) ∈ B
• (B-4) For each w,w′, w′′ ∈ W , if (w, t, w′) ∈ B and (w′, t, w′′) ∈ B, then
(w, t, w′′) ∈ B
• (B-5) For each w,w′, w′′ ∈ W , if (w′, t, w) ∈ B and (w′, t, w′′) ∈ B, then
(w, t, w′′) ∈ B
• (D-D), (I-D) Similar to (B-D) for D, I.
then we call it a (BKD45DKDIKD)CTL-structure. (In the following, we use the
symbol BDIXCTL as an abbreviation of (B
KD45DKDIKD)CTL.)
Intuitively speaking, states correspond to ‘time points’ in general temporal
logics or ‘possible worlds’ in Kripke semantics of general modal logics, Rw
corresponds to the ‘next time’ relation, and B,D, I are visible relations that
stand for the mental states of ‘belief,’ ‘desire,’ and ‘intention,’ respectively.
3.2 Interpretations
If w ∈W and an inﬁnite series (t0, t1, · · · ) of states of Stw satisﬁes the condition
of t0Rw t1, t1Rw t2, · · · , then we call this series a path on w that begins with
t0.
4 Rao et al. use the word ‘total’ for this property, but we do not use this word here because
we usually say an order relation R is ‘total’ when it satisﬁes ‘for each x and y, x R y or
y R x.’
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We deﬁne a formula φ to be true (written as (M,w, t) |= φ) in a BDIKCTL-
structure M = 〈W, {Stw | w ∈ W}, {Rw | w ∈ W}, L,B,D, I〉, a world
w ∈W , and a state t ∈ Stw, if the following conditions are satisﬁed.
• If φ is a primitive proposition (φ ∈ P ), then (M,w, t) |= φ iﬀ φ ∈ L(w, t)
• (M,w, t) |= ¬φ iﬀ (M,w, t) |= φ
• (M,w, t) |= φ ∨ ψ iﬀ (M,w, t) |= φ or (M,w, t) |= ψ
• (M,w, t) |= AXφ iﬀ for all t′ s.t. t Rw t′, (M,w, t′) |= φ
• (M,w, t0) |= A(φ U ψ) iﬀ
for each path (t0, t1, · · · ) on w that begins with t0, there exists a state ti in
the path s.t. (M,w, ti) |= ψ and for all j s.t. 0 ≤ j < i, (M,w, tj) |= φ
• (M,w, t0) |= E(φ U ψ) iﬀ
there is a path (t0, t1, · · · ) on w that begins with t0 and a state ti in the
path s.t. (M,w, ti) |= ψ and for all j s.t. 0 ≤ j < i, (M,w, tj) |= φ
• (M,w, t) |= BEL(φ) iﬀ for all w′ s.t. (w, t, w′) ∈ B, (M,w′, t) |= φ
• (M,w, t) |= DESIRE(φ) iﬀ for all w′ s.t. (w, t, w′) ∈ D, (M,w′, t) |= φ
• (M,w, t) |= INTEND(φ) iﬀ for all w′ s.t. (w, t, w′) ∈ I, (M,w′, t) |= φ
4 Mental State Consistency
In this chapter, we introduce the property of mental state consistency, which
should be inherent in rational agents.
4.1 Introspections
Rao et al.[4] 5 introduced the following axioms for introspections 6 :
DESIRE(φ) ⊃ BEL(DESIRE(φ)) (1)
INTEND(φ) ⊃ BEL(INTEND(φ)) (2)
INTEND(φ) ⊃ DESIRE(INTEND(φ)) (3)
In addition, we can also introduce the following axioms:
¬DESIRE(φ) ⊃ BEL(¬DESIRE(φ)) (4)
¬ INTEND(φ) ⊃ BEL(¬ INTEND(φ)) (5)
¬ INTEND(φ) ⊃ DESIRE(¬ INTEND(φ)) (6)
(1)∼(6) can be regarded as enhancements of the modal logic schemes 4
(✷ p ⊃ ✷✷ p) and 5 (¬✷ p ⊃ ✷¬✷ p) with a single modal operator (BEL) to
multi-modal operators.
For example, (1) and (4) are called beliefs-about-desires formulas and in-
tuitively mean that “if an agent desires that φ be true, she believes this desire
5 In [4], the word ‘goal’ (persistent desire) and the operator GOAL are used instead of
‘desire’ and DESIRE. The notion of ‘desire’ in this paper is identical to ‘goal.’
6 These axioms, unlike those in 4.2, are not referred to in their decision procedures[5].
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will be attained” and that “if an agent does not desire that φ be true, she
believes this desire will not be attained,” respectively. These two formulas
can capture the agent’s beliefs about the positive and negative statuses of her
own desires, respectively. The other axioms can be similarly treated, so only
(1) and (4) are discussed in this paper.
It is rather too strong to introduce both (1) and (4). In Chapter 5, we will
introduce a system in which (1) and (4) hold and another in which only the
former holds.
4.2 Belief-Desire and Belief-Intention Compatibilities
A formula that contains no negative occurrences of AX or AU and no positive
occurrences of EU outside the scope of mental state operators (BEL, DESIRE,
or INTEND) is called an I-formula. Similarly, a formula that contains no
positive occurrences of AX or AU and no negative occurrences of EU outside
the scope of mental state operators (BEL, DESIRE, or INTEND) is called an
O-formula 7 .
The ‘I’ of ‘I-formula’ stands for ‘Inevitable’; an I-formula intuitively implies
that ‘something will inevitably be true sometime in the future.’ For example,
AF p (which is an abbreviation of A(true U p)) is an I-formula and means
that ‘p holds at some time in all futures.’ In contrast, the ‘O’ of ‘O-formula’
stands for ‘Optional’; an O-formula intuitively implies that ‘something will be
true in some optional future.’ For example, EF p (which is an abbreviation of
E(true U p)) is an O-formula and means that ‘p holds at some time in some
future.’
Let α be an O-formula. Rao et al.[4] introduced the following axioms for
strong realism:
DESIRE(α) ⊃ BEL(α) (7)
INTEND(α) ⊃ BEL(α) (8)
INTEND(α) ⊃ DESIRE(α) (9)
DESIRE(EFφ) ⊃ BEL(EFφ) is an instance of (7) that is called the belief-
desire compatibility axiom and intuitively means that “if an agent desires that
φ be true some time in a certain future, she believes that φ will be true some
time in a certain future.” The other axioms can be similarly treated, so only
(7) is discussed in this paper. Various axioms, including the case where α is
an I-formula, are discussed in [5], but these axioms are also omitted in this
paper.
7 These deﬁnitions are identical to those used in [4]. We use them because they are con-
sistent with the deﬁnition of subworld in [5,4]; however, they may seem somewhat strange.
[5] gives diﬀerent deﬁnitions of these concepts.
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4.3 Restricted Structures and Validities of Formulas
If a BDIXCTL-structure satisﬁes the following condition, we call it a BabD-
structure.
If (w, t, w′) ∈ B and (w′, t, w′′) ∈ D, then (w, t, w′′) ∈ D. (10)
If it also satisﬁes the following condition, we call it a BabD
±-structure.
If (w, t, w′) ∈ B and (w, t, w′′) ∈ D, then (w′, t, w′′) ∈ D. (11)
Furthermore, if a BabD
±-structure satisﬁes the following condition, we call
it a BDcomp-structure.
If (w, t, w′) ∈ B, then there exists a subworld w′′ of w′ s.t. (w, t, w′′) ∈ D
(12)
Here, we say that w′ is a subworld of w iﬀ the following conditions are satisﬁed.
• If t ∈ Stw′ , t Rw′ t′, then t ∈ Stw, t Rw t′
• (w′, t, w′′) ∈ B iﬀ (w, t, w′′) ∈ B, in the case t ∈ Stw′
• Similar conditions for D, I
Let X be one of BDIXCTL, BabD, BabD±, and BDcomp. If a formula φ satisﬁes
(M,w, t) |= φ for every world w and every state t of every X -structure M , we
say that φ is X -valid and write X |= φ.
For example, (1) in 4.1 is BabD-valid, and (1) and (4) are BabD
±-valid.
In addition, (7) in 4.2 is BDcomp-valid. On the other hand, BEL(EF p) ⊃
EFBEL(p) is not valid in either of these systems. Since the fact that ‘now an
agent believes that p will hold in some future’ does not necessarily guarantee
that ‘the agent will believe p in some future,’ we do not regard it as the
commonly desired property of rational agents. If we want to design an agent
that satisﬁes this property, we have to write it explicitly as a non-logical axiom
in her controlling program.
We sometimes simply say “φ is valid” and write |= φ if it is obvious which
structure we are using.
5 Deduction Systems
In this chapter we give deduction systems BDIXCTL, BabD, BabD
± and BDcomp.
Note that in this paper each side of ‘→’ in a sequent is a multi-set (thus we
don’t need an exchange rule) and that we sometimes put a sequent within ‘[
]’ to make the range of the sequent clear.
In our notation below, a capital Greek letter stands for a multi-set of
formulas, and a small Greek letter stands for a formula. For a multi-set of
formulas Γ, ΓI stands for a multi-set consisting of all I-formulas in Γ, and ΓO
stands for a multi-set consisting of all O-formulas in Γ. In addition, K(Γ)
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Γ → φ,∆
¬φ, Γ → ∆ (¬L)
φ, Γ → ∆ ψ,Γ → ∆
φ ∨ ψ, Γ → ∆ (∨L)
φ, Γ → ∆
Γ → ¬φ,∆ (¬R)
Γ → φ,ψ,∆
Γ → φ ∨ ψ,∆ (∨R)
ψ, Γ → ∆ φ,AXA(φ U ψ), Γ → ∆
A(φ U ψ), Γ → ∆ (AU–L)
Γ → ψ, φ,∆ Γ → ψ,AXA(φ U ψ),∆
Γ → A(φ U ψ),∆ (AU–R)
ψ, Γ → ∆ φ,EXE(φ U ψ), Γ → ∆
E(φ U ψ), Γ → ∆ (EU–L)
Γ → ψ, φ,∆ Γ → ψ,EXE(φ U ψ),∆
Γ → E(φ U ψ),∆ (EU–R)
Γ,BEL(Γ )→ BEL(∆), Θ,BEL(Θ)
BEL(Γ )→ BEL(∆),BEL(Θ) (BEL–KD45)
DESIRE(Γ ′), Γ,BEL(Γ )→ BEL(∆), Θ,BEL(Θ)
DESIRE(Γ ′),BEL(Γ )→ BEL(∆),BEL(Θ) (BELabDESIRE)
DESIRE(Γ ′), Γ,BEL(Γ )→ BEL(∆), Θ,BEL(Θ),DESIRE(∆′)
DESIRE(Γ ′),BEL(Γ )→ BEL(∆),BEL(Θ),DESIRE(∆′) (BELabDESIRE
±)
Γ ′,DESIRE(Γ ′), ΓI,BEL(Γ )→ BEL(∆), ΘO,BEL(Θ),DESIRE(∆′)
DESIRE(Γ ′),BEL(Γ )→ BEL(∆),BEL(Θ),DESIRE(∆′) (BEL-DESIREcomp)
Γ → Θ
AX(Γ )→ AX(Θ) (AX–KD)
Γ → Θ
DESIRE(Γ )→ DESIRE(Θ) (DESIRE–KD)
Γ → Θ
INTEND(Γ )→ INTEND(Θ) (INTEND–KD)
Γ → ∆
Γ,Γ ′ → ∆,∆′ (Weak)
(Here, Θ must be at most one formula.)
Fig. 1. Inference rules for BDIXCTL, etc.
stands for a multi-set obtained by adding K to each formula in Γ if Γ is a
multi-set of formulas and K is a unary logical operator.
5.1 Inference Rules
The deduction system for (BKD45DKDIKD)CTL contains all of the inference rules
in Figure 1 except for BELabDESIRE, BELabDESIRE
±, and BEL-DESIREcomp.
We obtain the deduction system BabD by adding BELabDESIRE to it, BabD
± by
adding BELabDESIRE
± to it, and BDcomp by adding BELabDESIRE± and BEL-
DESIREcomp to it. We do not introduce cut rules to them. Note that when we
add BELabDESIRE or BELabDESIRE
±, BEL–KD45 becomes redundant.
5.2 Provability
In this section we deﬁne the provability of a sequent. Here, X stands for one
of the deduction systems introduced in 5.1.
Deﬁnition 5.1 Let S be a sequent. If each node of a tree is labeled by a
sequent, the label of its root node is S, and each non-leaf node N satisﬁes the
following conditions, we call the tree an inference tree of S in the system X .
Suppose that the successor nodes of N are N1, · · · , Ni and that the labels
of N,N1, · · · , Ni are S ′, S1, · · · , Si, respectively, then there is an inference
rule of the form
S1 · · · Si
S ′
in X .
In the following, we use the notation of ÆX ρ for AX ρ if ρ = A(φ U ψ), or
EX ρ if ρ = E(φ U ψ). In addition, we assume that the set of successors (or
descendants) of a tree node includes the node itself.
Deﬁnition 5.2 Let S be a sequent, T be an inference tree of S, N0 be a
non-leaf node of T , and L be a leaf node that is a descendant of N0. If a trace
N0, N1, · · · , Nn(= L) from N0 to L satisﬁes both of the following conditions,
we call the trace a derivation loop.
(i) N0 and L have a common label.
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(ii) None of N1, · · · , Nn−1 has the same label that L has.
Deﬁnition 5.3 Let ρ be a formula of the form A(φ U ψ) or E(φ U ψ). If
a derivation loop N0, N1, · · · , Nn and labels of its nodes S0, S1, · · · , Sn(= S0)
satisfy all of the following conditions, we call the loop a derivation loop with
an eventuality formula ρ.
(i) There exist an integer i (0 ≤ i < n) and Γ,∆ that satisfy Si = [ρ,Γ→ ∆]
and Si+1 = [φ,ÆX ρ,Γ → ∆]. In addition, there do not exist an integer
i (0 ≤ i < n) and Γ,∆ that satisfy Si = [ρ,Γ → ∆] and Si+1 = [ψ,Γ →
∆].
(Roughly speaking, the inference rule AU–L or EU–L is applied some-
where from S0 to Sn, and the derivation loop goes to its right-hand as-
sumption.)
(ii) For each integer i (0 ≤ i < n) and Γ,Γ′,∆,∆′ that satisfy Si = [Γ,Γ′ →
∆,∆′] and Si+1 = [Γ → ∆], each formula included in Γ′ is one of the
following:
• a formula that does not have temporal operators (AX, AU, or EU) out-
side the scope of mental state operators (BEL, DESIRE, or INTEND),
• a formula that appears in Γ,
and each formula included in ∆′ is one of the following:
• a formula that does not have temporal operators (AX, AU, or EU) out-
side the scope of mental state operators (BEL, DESIRE, or INTEND),
• a formula that appears in ∆.
(Roughly speaking, a formula whose top-level operator is BEL, DESIRE,
or INTEND is not erased by applying Weak.)
Deﬁnition 5.4 We say that a sequent S is provable in the system X when
there is an inference tree T of S in X that satisﬁes both of the following
conditions (where an initial sequent is a sequent of the form [Γ, φ→ ∆, φ]).
(i) Each leaf node of T is either a terminal of a derivation loop or labeled
by an initial sequent.
(ii) For each connective component T ′ of the graph obtained by uniting all
derivation loops of T (i.e., a graph that consists of all nodes and edges
included in at least one of the derivation loops 8 ), a formula ρ exists, and
each derivation loop of T included in T ′ has an eventuality formula ρ.
If a sequent [→ φ] is provable in X , we say that the formula φ is provable
in X . It can be easily shown that (1) in 4.1 is provable in BabD and BabD±,
(4) is provable in BabD
±, and (7) in 4.2 is provable in BDcomp.
5.3 Example
Figure 2 is a proof of the formula A(p U BEL(DESIRE(AF q))) ⊃ A(p U
BEL(EF q))in BDcomp. Due to limited space, we lift part of the ﬁgure up-
8 Note that T ′ is a subtree of T .
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...
AF q → EF q
DESIRE(AF q)→ BEL(EF q) (BEL-DESIREcomp)
BEL(DESIRE(AF q))→ BEL(EF q) (Weak, BELabDESIRE
±)
BEL(DESIRE(AF q))→ A(p U BEL(EF q)) (Weak, AU–R)
p,AXA(p U BEL(DESIRE(AF q)))→ BEL(EF q), p
A(p U BEL(DESIRE(AF q)))→ A(p U BEL(EF q))
AXA(p U BEL(DESIRE(AF q)))→ AXA(p U BEL(EF q))
✻
(AX–KD, Weak)
p,AXA(p U BEL(DESIRE(AF q)))→ A(p U BEL(EF q)) (AU–R)
A(p U BEL(DESIRE(AF q)))→ A(p U BEL(EF q)) (AU–L)
→ A(p U BEL(DESIRE(AF q))) ⊃ A(p U BEL(EF q)) (¬R, ∨R)
Fig. 2. Example of proof in BDcomp
ward, appropriately write some inference steps together, and omit the proof
of AF q → EF q (indicated as ‘...’ at the leftmost top of the proof). Note that the
trace from A(p U BEL(DESIRE(AF q)))→ A(p U BEL(EF q)) in the second line
from the bottom to the rightmost leaf is a derivation loop with an eventuality
formula A(p U BEL(DESIRE(AF q))).
6 Soundness and Completeness
By modifying the proof of the fact that the deduction system BDIXCTL is sound
in respect to BDIXCTL-structure[3], we can show the soundness of BabD, BabD
±,
and BDcomp in respect to the structure of the same name. We omit a detailed
description here.
We can also show their completeness by modifying the proof of the com-
pleteness of BDIXCTL in respect to the BDI
X
CTL-structure[3]. Below, we brieﬂy
sketch the proof.
6.1 Completeness of BDIXCTL
First we outline the proof of the completeness of BDIXCTL in this section. The
proof is achieved by showing that for each non-provable sequent S, there exist
a BDIXCTL-structure M , a world w, and a state t in which the formulas to the
left side of ‘→’ of S are true and the formulas to the right side are false.
In the process of constructingM , if we have to make the formulas BEL(φ1),
· · · ,BEL(φn) be true and the formulas BEL(ψ1), · · · ,BEL(ψm) be false in some
(w′, t), we ﬁrst create new worlds w1, · · · , wm and add (w′, t, w1), · · · , (w′, t, wm)
to B. Next, for each i (1 ≤ i ≤ m), we make φ1, · · · , φn and BEL(φ1), · · · ,
BEL(φn) be true and make ψi and BEL(ψ1), · · · ,BEL(ψn) be false in (wi, t)
(ﬁgure 3). The reason why we also make BEL(φ1), etc. be true and make
BEL(ψ1), etc. be false is that we have to make the formulas BEL(φ) ⊃
BEL(BEL(φ)) and ¬BEL(φ) ⊃ BEL(¬BEL(φ)) be valid.
Due to the rule BEL-KD45, if the sequent [BEL(φ1), · · · ,BEL(φn)→ BEL(ψ1),
· · · ,BEL(φm)] is non-provable, so is the sequent [BEL(φ1), · · · ,BEL(φn), φ1, · · · ,
φn → ψi,BEL(ψ1), · · · ,BEL(ψn)]. Therefore, by the induction on the construc-
tion of formulas, we can always construct (wi, t). We do similar processes for
the other modal operators.
Afterward, we have to modify B so that (B-4) and (B-5) in 3.1 are satis-
ﬁed. This can be done as follows.
Since the assumption of BEL–KD45 is larger than its conclusion, when we
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.
.
.
B
BEL(φ  ),    ,BEL(φ  )1 n...
BEL(ψ  ),    ,    BEL(ψ  )1 m...
B
B
t
w’
Rw’ -tree
BEL(φ  ),    ,BEL(φ  )1 n...
BEL(ψ  ),    ,    BEL(ψ  )1 m......φ ,    ,φ 1 n 2ψ
t R -tree
BEL(φ  ),    ,BEL(φ  )1 n...
BEL(ψ  ),    ,    BEL(ψ  )1 m......φ ,    ,φ 1 n 1ψ
t -tree
BEL(φ  ),    ,BEL(φ  )1 n...
BEL(ψ  ),    ,    BEL(ψ  )1 m......φ ,    ,φ 1 n mψ
t R -tree
w1
wm
w2
2w
wm
R 1w
Fig. 3. Construction of BEL edges
B
w
t
B
B
B
B
B
B
Bw
t
B B
B
Fig. 4. Modiﬁcation of BEL edges
trace along the visible relation B from a state t in a world w, the variety of
formulas with the top-level operator BEL that should be true or false in each
world increases monotonically (in the wider sense). Furthermore, it cannot
exceed the number of subformulas in S. Therefore, the trace will eventually
fall into a loop.
Consequently, we modify B so that every world in the loop is visible by B
from any other world (including the world itself) and (w, t) (ﬁgure 4). In this
way, we make M satisfy (B-4) and (B-5) without breaking the requirements
of the truth value of formulas with the top-level operator BEL.
6.2 Completeness of BabD
±
To show the completeness of BabD, it suﬃces to show that for each non-
provable sequent S in BabD, there exist a BabD-structure M , a world w, and
a state t that satisfy properties similar to those described above. A similar
argument holds for BabD
±.
In this paper, we only describe the latter case. The diﬀerence from the
process described in 6.1 is that we have to perform the following operations
instead of the operations shown in ﬁgure 4.
Due to the existence of BELabDESIRE
±, when we trace along the visible
relation B from a state t in a world w, the variety of formulas with the top-
level operator BEL or BEL that should be true or false in each world increases
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B
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Fig. 5. Modiﬁcation of BEL edges and DESIRE edges
monotonically (in the wider sense).
Therefore, similar to 6.1, the trace falls into a loop. We modify B in the
same way. Next, we modify D so that any world that is visible by D from
some world in the loop is also visible by D from any other world in the loop.
Hereafter, we make the set of worlds visible from (w, t) by D be the same as
the set of worlds visible from some world in the loop by D (ﬁgure 5).
These operations do not break the requirements of the truth value of for-
mulas in each state. Therefore, we can construct a BabD
±-structure M that
satisﬁes the required conditions.
6.3 Completeness of BDcomp
The completeness of BDcomp can be shown in a similar way. The diﬀerence
from the process described in 6.2 is as follows.
First, when we create a world wi in the operations shown in ﬁgure 3, we cre-
ate another world w′i and add (w
′, t, w′i) to D. In (w′i, t), we make I-formulas in
φ1, · · · , φn, BEL(φ1), · · · ,BEL(φn) be true and make O-formulas in ψi, BEL(ψ1),
· · · ,BEL(ψn) be false. In addition, if we have to make DESIRE(φ′1), · · · ,
DESIRE(φ′n′) be true and make DESIRE(ψ
′
1), · · · ,DESIRE(ψ′m′) be false in (w′, t),
then we make φ′1, · · · , φ′n′ and DESIRE(φ′1), · · · ,DESIRE(φ′n′) be true and
DESIRE(ψ′1), · · · ,DESIRE(ψ′m′) be false in (w′i, t). This operation reﬂects the
existence of BEL-DESIREcomp.
Next, we copy the tree consisting of states under t in w′i to one under t in
wi. We make the sets of visible worlds from (w
′
i, t) by B, D and I be the same
as those from (wi, t). These operations do not break the requirements of the
truth value of formulas in (wi, t) and (w
′
i, t) (ﬁgure 6).
Finally, we perform the operations described in 6.2, and this ﬁnishes cre-
ating a BDcomp-structure M that satisﬁes the required conditions.
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Fig. 6. Creating D-visible world, which is a subworld of each B-visible world
7 Decision Algorithm
Since some rules in BDIXCTL have larger assumptions than conclusions, we
cannot apply Wang’s algorithm without modiﬁcation. However, by restricting
the search of inference trees so that any inference tree either stops at a ﬁnite
length or comes into a loop rather than growing inﬁnitely, we can devise
an algorithm to decide the provability of a formula[3]. Currently, a program
written in Prolog (distributed at ftp://ftp.ics.nara-wu.ac.jp/pub/nide/
research) works for this.
This algorithm and this program can also be applied to the other systems
introduced in this paper by adding the corresponding inference rules. For
example, in a system obtained by adding (2) and (5) in 4.1 and (8) in 4.2 to
BDIXCTL (which is identical to BDcomp except for the diﬀerence of DESIRE and
INTEND), we can prove the formula:
BEL(INTEND(AF p)) ∧ φ ∧ ψ ⊃ AFBEL(p)
Here φ = INTEND(AF p) ⊃ A(INTEND(AF p) U (BEL(p) ∨ ¬BEL(EF p))),
ψ = AG (BEL(EF p) ∧ ¬BEL(p) ⊃ AXBEL(EF p))


in 0.097 secs. using the program (distributed at the same URL above) run-
ning under SWI-Prolog 5.0.5, Linux 2.4.7, PC/AT compatible machine (CPU:
Pentium III 1.2 GHz, Memory 512 MB). Intuitively, this proves that for an
agent with a single-minded commitment strategy[4] and a kind of continuity
for the belief BEL(EF p), if she believes that she intends to achieve p, then she
necessarily believes p at some time in the future.
Since it is already proved that the problem of testing validity for CTL is
complete for deterministic exponential time in the length of the input formula
[1], the complexity of this algorithm cannot be less than that. However, it
woule be useful if we could solve problems of proving practical properties in
a suﬃciently short time. It is one of our future works to improve eﬃciency of
our (currently na¨ıve) implement of decision algorithm.
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8 Concluding Remarks
In this paper, we presented deduction systems using sequent calculus for CTL-
based propositional BDI Logics extended by introducing mental state consis-
tency features. In addition, we described the decision algorithm for this system
and presented an execution example using this algorithm. In this way, we can
check and prove the speciﬁcations and properties described by BDI Logics for
rational agents. Our future work includes:
(1) extending our logic base to CTL*-based predicate logics, and
(2) introducing multi-agent BDI modal operators.
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