Abstract-In this paper we consider the model matching problem where linear switched systems are involved. We focus on the worst-case l ∞ induced norm and consider the problem when the involved systems have independent or matched switching sequences. We show that a switched compensation which can switch independently of the plant has no advantage over an LTI compensation. Moreover, if the plant is strictly causal, even a switched compensation which has the same switching as the plant does not provide a better performance over an LTI compensation. We further generalize the results of [1] to MIMO systems and present an exact expression to compute the worst-case l ∞ induced norm. Using that, one can cast a class of model matching problems as a Linear Programming.
I. INTRODUCTION
Linear switched systems have been studied in a great deal of literature. They arise in many contexts. One can refer to [2] , [3] , [4] , and [5] to see examples of the works done in this field. Recently, in [6] , a typical model matching problem was considered with the involving systems being output switching and the underlying norm being l ∞ -induced or H 2 . The authors studied a problem of the form inf Q sup (σH,σU ,σ Q) H −UQ , where H, U, and Q are output switching systems associated respectively with switching sequences σ H , σ U , and σ Q . It was shown that in the case of independent switching or partially matched switching, i.e. σ H = σ U = σ Q , an output switching Q cannot out-perform an LTI Q.
In this paper, we consider a similar problem and extend the results of [6] to show that a switched linear compensation of any type (not only output switching) cannot lead to a better performance over an LTI compensation if 1) the compensator can switch independently of the plant, or 2) the plant is strictly causal. Furthermore, we consider the case of matched switching with H and U being output switching and Q being input switching. Then, the problem under study can be cast as linear programming using an exact expression derived for the l ∞ gain of the input-output switching system. This paper is organized as follows. In Section II, the notations, preliminaries, and the problem formulation are given. In Sections III and IV, we present our main results for the case of independent and matched switching sequences. We also show that to solve some class of the problems we need to compute the worst-case l ∞ induced norm of the input-output switched systems which is done in Section V. Finally, we conclude in the last section.
II. NOTATIONS, PRELIMINARIES, AND PROBLEM SETUP In this paper, Z + denotes the set of the non-negative integers. Let T , M, and (g (k)) ∞ k=0 be an operator, a matrix, and a sequence, respectively. Then by T , |M| 1 , g 1 , and g ∞ we mean the l ∞ induced norm of T , l 1 norm of the matrix M, l 1 , and l ∞ norm of the sequence g, respectively, whenever they are defined. Λ k denotes the delay operator for k ∈ Z + ; for any sequence g = {g (0) , g (1) , ...},
Let L T I denote the set of l ∞ -bounded Linear Time Invariant (LTI) systems. Furthermore, let S denotes a class of l ∞ -bounded linear switched systems, where each element H σ of S is associated with a switching sequence σ :
with elements in the set
Moreover, H σ admits the realization
where u ∈ R m , x ∈ R n , and y ∈ R p are input, state, and output of the system, respectively, and A i , B i ,C i , and D i are matrices with appropriate dimensions for all i ∈ Z N .
We denote by S IO a subset of S that contains only input-output switching systems, that is every G σ ∈ S IO admits the realization
where A := A 1 = A 2 = ... = A N is a constant Schur matrix. Let S O and S I denote subsets of S IO that contain only output, and input switching systems ,respectively. That is for every P σ ∈ S O and Q σ ∈ S I , we have
, with A and B constant,
, with A and C constant.
Define the switching operator S σ as
where identity is at σ (t) th entry. The dimension of S σ (t)
will be clear from its context. Using this operator any G σ ∈ S IO can be written as
where
Therefore, for any P σ ∈ S O and Q σ ∈ S I , we have
, and
Notice that for a given switching sequence σ , G σ ∈ S defines a Linear Time Varying (LTV) system. Therefore, G σ can be represented by an infinite dimensional lower triangular matrix. By R [G σ ] k and M [G σ ] k we mean the kth row and the k × k sub-matrix containing elements in the first k rows and columns of the matrix representation G σ , respectively.
In this article we focus on the model matching problem inf
where H σ H , U σ U , and Q σ Q are switching systems in S .
One application of such a problem can be found in sensitivity minimization. Suppose plant P σ P ∈ S is a switching plant. Then a large set of stabilizing controllers is given by
where Q σ Q ∈ S is the so-called Youla parameter. Upon substitution of such a parametrization of K in the sensitivity map we obtain
Hence, the problem of sensitivity minimization under the worst-case switching is reduced to inf Q∈S sup (σP,σQ)
In the next sections, we address (2) for different types of switching systems and different assumptions on switching sequences.
III. MODEL MATCHING PROBLEM WITH INDEPENDENT SWITCHING
In this section the problem (2) is considered and we assume that the switching sequences σ Q , σ U , and σ H can switch independently. Under this assumption, we will show that a switching Q σ Q will not provide a better performance over an LTI Q as stated in the following theorem.
Theorem 1: Let H σ H ,U σ U , and Q σ Q belong to S . If σ Q switches independently of σ U and σ H , then
Proof: Let ε > 0 be arbitrary. There exists Q ∈ S such that
First we will show that for any k ∈ Z + , sup (σH,σU ,σ Q)
Notice that sup (σH,σU ,σ Q)
Therefore, (5) holds valid. Now define the averaging system
Using (5) and the triangle inequality, it is easy to see sup (σH,σU ,σ Q)
Then, following the same line of argument as in [6, Theorem 3.1], [7] , or [8] , there exists a weak* convergent subsequence such that
(7) From (4) and (7) in one hand, and the fact that Q σ Q LT I ∈ S on the other hand, one can write
for every ε and this completes the proof.
Corollary 2: Consider the sensitivity map
where P ∈ S O is output switching, Q ∈ S is any stably switching system, and σ Q can switch independent of σ P . Then
Proof: The proof is similar to that of [6, Corollary 3.1] and is omitted here.
According to Theorem 1, a switched Q σ may result in a better performance only if it has the same switching sequence as the plant. Accordingly, in the next section we consider (2) with σ H = σ U = σ Q = σ .
IV. MODEL MATCHING PROBLEM WITH MATCHED SWITCHING
Although one can hope for a better performance in the case of matched switching sequences, there are cases when such a compensator, with matched switching, still does not result in a better performance over an LTI compensator. It is so, in particular, if the plant is strictly causal as given in the following theorem.
Theorem 3: Let σ be a switching sequence, H σ ∈ S O , and U σ ∈ S O be output switching, and Q σ ∈ S be any switching system. Further, assume U σ is strictly causal. Then
Proof: Let ε > 0 be arbitrary. Then, there exists Q σ ∈ S such that
Now we will show that
Once (8) is established, the rest of the proof follows analogous to the proof of Theorem 1 from equation (6) on. To show (8) , since the associated norm is the l ∞ induced norm, for any ε > 0, there exist a switching sequence σ and t ≥ 0 such that
Defined a sequenceσ (.) as
Notice that (9) is an input-output switching system. In [1] , the worst-case l ∞ -induced norm of a SISO inputoutput switching system is computed. In the next section, the results of [1] are generalized to MIMO inputoutput systems and expressions to compute the worstcase l ∞ -induced norm is presented. Once those formulas are in hand, one can see that the problem of minimizing (10) is convex and in fact a linear programming.
In this section, we present our results regarding the computation of l ∞ induced norm for input-output switching systems. Consider the input output switching system
We are interested in finding the worst-case l ∞ induced norm defined as
It is easy to see that the problem of finding the worstcase l ∞ induced norm of a system with m inputs and p outputs can be reduced to p independent problems of systems with m inputs and a single output. Define the LTI system H r i j to have the realization 
