We study the algebra of certain q-series, called bi-brackets, whose coefficients are given by weighted sums over partitions. These series incorporate the theory of modular forms for the full modular group as well as the theory of multiple zeta values (MZV) due to their appearance in the Fourier expansion of regularised multiple Eisenstein series. Using the conjugation of partitions we obtain linear relations between bi-brackets, called the partition relations, which yield naturally two different ways of expressing the product of two bi-brackets similar to the stuffle and shuffle product of multiple zeta values. Bi- ularised multiple Eisenstein series G ¡ were defined, by using an explicit connection to the coproduct on formal iterated integrals. These satisfy the shuffle product formula. Applying the same concept for the coproduct on quasi-shuffle algebras enables us to define multiple Eisenstein series G * satisfying the stuffle product. We show that both G ¡ and G * are given by linear combinations of products of MZV and bi-brackets. Comparing these two regularized multiple Eisenstein series enables us to obtain finite double shuffle relations for multiple Eisenstein series in low weights which extend the relations proven in [BT].
Introduction
Multiple zeta values are natural generalizations of the Riemann zeta values that are defined for integers s1 > 1 and si ≥ 1 for i > 1 by Because of its occurrence in various fields of mathematics and physics these real numbers are of particular interest. The Q-vector space of all multiple zeta values of weight k is then given by MZ k := ζ(s1, . . . , s l ) s1 + · · · + s l = k and l > 0 Q .
It is well known that the product of two multiple zeta values can be written as a linear combination of multiple zeta values of the same weight by using the stuffle or shuffle relations. Thus they generate a Q-algebra MZ. There are several connections of these numbers to modular forms for the full modular group. Some of them are treated in [GKZ] , where connections of double zeta values and modular forms are described. One of them is given by double Eisenstein series Gs 1 ,s 2 ∈ C[ [q] ] which are the length two version of classical Eisenstein series and which are given by a double sum over ordered lattice points. These functions have a Fourier expansion given by sums of products of MZV and certain q-series with the double zeta value ζ(s1, s2) as their constant term. In [Ba] the author treated the multiple case and calculated the Fourier expansion of multiple Eisenstein series (MES) Gs 1 ,...,s l ∈ C [[q] ]. The result of [Ba] In the first section we will interpret this sum as a weighted sum over partitions of a natural number n. The conjugation of partitions will give us linear relations between the bi-brackets which we therefore call the partition relation. We use this relation to prove a stuffle and shuffle analogue of the product of two bi-brackets and obtain for example Compare this with the "real" stuffle and shuffle product of multiple zeta values ζ(2, 3) + ζ(3, 2) + ζ(5) = ζ(2) · ζ(3) = ζ(2, 3) + 3ζ(3, 2) + 6ζ(4, 1) .
Using the algebraic structure of the space of bi-brackets we define a shuffle [s1, . . . , s l ] ¡ and stuffle [s1, . . . , s l ] * version of the ordinary brackets as certain linear combination of bibrackets. These objects fulfill the same shuffle and stuffle products as multiple zeta values. Both constructions use the theory of quasi-shuffle algebras developed by Hoffman in [H] . We end the introduction by summarizing the results of this paper on bi-brackets and regularised multiple Eisenstein series in the following two vaguely formulated theorems:
Theorem A.
i) The space BD spanned by all bi-brackets s 1 ,...,s l r 1 ,...,r l forms a Q-algebra with the space of (quasi-)modular forms and the space MD of brackets as subalgebras. There are two ways to express the product as a linear combination of bi-brackets which yields a large family of linear relations. Denote by MZB ⊂ C [[q] ] the space of all formal power series in q which can be written as a linear combination of products of MZV, powers of (−2πi) and bi-brackets.
Theorem B.
i) The shuffle regularised multiple Eisenstein series G ¡ [BT] can be written as a linear combination of products of MZV, powers of (−2πi) and shuffle brackets [r1, . . . , rm] ¡ , i.e. they are elements of the space MZB.
ii) For all s1, . . . , s l ∈ N and M ∈ N there are q-series G * ,M s 1 ,...,s l ∈ C [[q] ] (see Definition 6.12) which fulfill the stuffle product. If the limit G exists it will be an element in MZB which still fulfills the stuffle product. In that case the q-series G
Acknowledgment
The author would like to thank Herbert Gangl, Ulf Kühn, Koji Tasaka, Jianqiang Zhao and Wadim Zudilin for several suggestions and fruitful discussions on the presented material and the Research Training Group 1670 "Mathematics Inspired by String Theory and Quantum Field Theory" at the Unversität Hamburg for travel support. Most of the results of this paper have been presented and discussed in talks during the "Research Trimester on Multiple Zeta Values, Multiple Polylogarithms, and Quantum Field Theory" at the ICMAT and therefore the author would also like to thank the organizers of these workshops.
Bi-brackets and their generating series
As motivated in the introduction we want to study the following q-series: 
which we call bi-brackets of weight r1 + · · · + r k + s1 + · · · + s l , upper weight s1 + · · · + s l , lower weight r1 + · · · + r l and length l. By BD we denote the Q-vector space spanned by all bi-brackets and 1.
The factorial factors in the definition will become clear when considering their generating functions and the connection to multiple zeta values. For r1 = · · · = r l = 0 the bi-brackets are just the brackets s1, . . . ,
as defined and studied in [BK] . The space spanned by all brackets form a differential Qalgebra MD with the differential given by dq = q d dq . We will see that the bi-brackets are also closed under the multiplication of formal power series and therefore BD is a Q-algebra with subalgebra MD (see Theorem 3.6).
Definition 2.2. For the generating function of the bi-brackets we write
These are elements in the ring BDgen = lim − →j BD [[X1, . . . , Xj , Y1, . . . , Yj ] ] of all generating series of bi-brackets.
To derive relations between bi-brackets we will prove functional equations for their generating functions. The key fact for this is that there are two different ways of expressing these given by the following Theorem.
Then for all l ≥ 1 we have the following two different expressions for the generating functions:
(with X l+1 := 0). In particular the partition relations holds: 
The first statement follows directly by using the geometric series because
For the second statement set uj = u
and the summation over u1 > · · · > u l > 0 and v1, . . . , v l > 0 changes to a summation over u
l > 0 and therefore we obtain
which is exactly the representation of the generating function.
Compare the relation (2.1) to the conjugation (2.2) of partitions given at the end of this section.
Remark 2.4.
i) The bi-brackets and their generating series also give examples of what is called a bimould by Ecalle in [E] . In his language the equation (2.1) states that the bimould of generating series of bi-brackets is swap invariant.
ii) In [Zu] the author studied a variation of the bi-brackets, namely the series 
Proof. In the smallest cases the Theorem 2.3 gives
The statement follows by considering the coefficients of X s−1 Y r and X
in these equations. ii) Another family of relations which can be obtained by the partition relation is
Remark 2.7. We end the discussion on bi-brackets and their generating series by interpreting the coefficients of the bi-brackets as weighted sums over partitions which gives an natural explanation for the partition relation (2.1). By a partition of a natural number n with l parts we denote a representation of n as a sum of l distinct natural numbers, i.e. 15 = 4 + 4 + 3 + 2 + 1 + 1 is a partition of 15 with the 4 parts given by 4, 3, 2, 1. We identify such a partition with a tuple (u, v) ∈ N l × N l where the uj's are the l distinct numbers in the partition and the vj's count their appearance in the sum. The above partition of 15 is therefore given by the tuple (u, v) = ((4, 3, 2, 1), (2, 1, 1, 2)). By P l (n) we denote all partitions of n with l parts and hence we set
On the set P l (n) one has an involution given by the conjugation ρ of partitions which can be obtained by reflecting the corresponding Young diagram across the main diagonal. On the set ((4, 3, 2, 1), (2, 1, 1, 2)) = ((4, 3, 2, 1) , (2, 1, 1, 2))) = ((6, 4, 3, 2) , (1, 1, 1, 1)) which can be seen by reflection the corresponding Young diagram at the main diagonal.
P l (n) the conjugation ρ is explicitly given by ρ ((u, v) 
By the definition of the bi-brackets its clear that with the above notation they can be written as
The coefficients are given by a sum over all elements in P l (n) and therefore it is invariant under the action of ρ. As an example consider [2, 2] and apply ρ to the sum then we obtain
This is exactly the relation one obtains by using the partition relation. Another trivial connection to partitions is given by the following: The coefficients of the brackets of the form [{1} l ] count the number of partitions of length l. Summing over all length one therefore obtains the generating functions of all partitions:
The algebra of bi-brackets
The partition relations give relations in a fixed length. To obtain relations with mixed length we need to consider the algebra structure on the space BD. For this we first consider the product of bi-brackets in length one and then use the algebraic setup of quasi-shuffle algebras for the arbitrary length case.
Lemma 3.1. Let B k be the k-th Bernoulli number, then we get for all n ∈ N
Proof. By direct computations one obtains
The statement follows then by the definition of the Bernoulli numbers
Lemma 3.2. The product of two generating functions in length one can be written as i) ("Stuffle product for bi-brackets")
.
ii) ("Shuffle product for bi-brackets")
Proof. We prove i) and ii) by using the two different ways of writing the generating functions given by Theorem 2.3.
Applying the Lemma 3.1 to the last term yields the statement.
ii) The partition relation in length one and two (P ) in (2.1) states
and together with i) we obtain
Proposition 3.3. For s1, s2 > 0 and r1, r2 ≥ 0 we have the following two expressions for the product of two bi-brackets of length one:
We are going to calculate the coefficient of
2 in this equation. Clearly
is the coefficient of T1 and by the use of
With a bit more tedious but similar calculation one shows that the remaining terms are the coefficients of T3.
ii) This statement follows by a similar calculation as in i).
We now want to recall the algebraic setting of Hoffman for quasi-shuffle products and give the necessary notations for the rest of the paper.
Definition 3.4. Let A (the alphabet) be a countable set of letters, QA the Q-vector space generated by these letters and Q A the noncommutative polynomial algebra over Q generated by words with letters in A. For a commutative and associative product ⋄ on QA, a, b ∈ A and w, v ∈ Q A we define on Q A recursively a product by 1 ⊙ w = w ⊙ 1 = w and
By a result of Hoffman ([H] ) (Q A , ⊙) is a commutative Q-algebra which is called a quasishuffle algebra.
Notation 3.5. Let us now recall some basic notations for the shuffle and the stuffle product which are the easiest examples of quasi-shuffle products. Since we will deal with the shuffle product for different alphabets simultaneously we will use some additional notations for this. For the alphabet Axy := {x, y} set H = Q Axy and H 1 = Hy. It is easy to see that H 1 is generated by the elements zj = x j−1 y with j ∈ N, i.e. H 1 = Q Az with Az := {z1, z2, . . . }. By |w| we denote the the weight of a word w ∈ H which is given by the number of letters (in the alphabet Axy) of w. On H 1 we have the following two products with respect to the alphabet Az which we call the index-shuffle, denoted by ¡ with ⋄ ≡ 0, and the stuffle product, denoted by * with zj ⋄ zi = zj+i, i.e. we have for a, b ∈ N and w, v ∈ H 1 :
we denote the corresponding Q-algebras, where the subscript z indicates that we consider the quasi-shuffle with respect to the alphabet Az. We can also define the shuffle product on H 1 with respect to the alphabet Axy, which we call the shuffle product, and by (H 1 xy , ¡) we denote the corresponding Q-algebra.
We now want to find a ⋄ and a suitable alphabet such that we can view the algebra of bi-brackets as a quasi-shuffle algebra. For a, b ∈ N define the numbers λ ii) The map
and therefore BD is a Q-algebra.
Proof. Using Proposition 2.3 in [BK] it is easy to see that
where Lis(x) =
. Due to Lemma 3.1 (see also Lemma 2.5 in [BK] ) we have
This proves the first statement and the second statement follows directly by the definition of .
Remark 3.7. As we saw in the proof of Proposition 3.2 for the product of two length one bi-brackets, the shuffle product of bi-brackets is obtained by applying the partition relation, the stuffle product and again the partition relation. This of course works for arbitrary lengths and yields a natural way to obtain the shuffle product for bi-brackets. To make this precise denote by P :
the linearly extended map which sends a word w = zs 1 ,r 1 . . . zs l ,r l to the linear combination of words corresponding to the partition relation. Using this convention the shuffle product for brackets can be written in Q A bi z for two words u, v ∈ Q A bi z as P (P (u) P (v)), i.e. the stuffle and shuffle product for bi-brackets can be written as
Remark 3.8. As mentioned in the introduction the bi-brackets can be seen as a q-analogue of MZV:
, which was introduced and discussed in [BK] for the subspace MD ⊂ Q [[q] ]. On the bi-brackets this map is given by the following: Assume that s1 > r1 + 1 and sj ≥ rj + 1 for j = 2, . . . , l, then, using the description (3.3) (see eg. Proposition 1 in [Zu] ), we obtain
Even though we don't want to discuss this issue in this note it is worth mentioning that an other motivation for considering the bi-brackets was to describe the kernel of the map Z k on the space gr W k MD. This connection will be subject of upcoming works. Applying the map Z k to the equation (3.4) one obtains the stuffle and shuffle product formula for MZV (See [Zu] ). Finally we want mention that there are several other different types of q-analogues which also have a stuffle and shuffle like structure (See for example [MMEF] and [Zh] for a nice overview).
Derivatives and modular forms
In this section we want to discuss derivatives of bi-brackets with respect to the differential operator q give by the lower weight and Fil L • given by the length, i.e., we have for A ⊆ BD 
Proof. This is an easy consequence of the definition of bi-brackets and the fact that dq n>0 anq n = n>0 nanq n . Another way to see this is by the fact that the operator dq on the generating series of bi-brackets can be written as
Proposition 4.2 suggests that the bi-brackets can be somehow viewed as partial derivatives of the brackets with total differential dq. In this part we want to give some explicit results on the following conjecture which was inspired by numerical experiments and which, with the above interpretation, states that the space MD is closed under partial derivatives. Remark 4.5. In [BK2] it will be shown that up to weight k ≤ 7 every bi-bracket can be written in terms of brackets, by giving upper bounds for the number of algebra generators of bi-brackets.
For lower weight d = 1 Proposition 4.4 is given explicitly by the following reformulation of Proposition 3.3 in [BK] .
Proof. The functions Ln(X) in the generating function fullfil the following differential equation.
Therefore we get
The first term also appears in the product of two generating functions:
And therefore we obtain
which gives the first expression by considering the coefficient of X k−1 in this equation. The second statement follows from the explicit stuffle product for bi-brackets in Proposition 3.3:
There it not much known so far for the length two and arbitrary weight case of the Conjecture 4.3. Using the shuffle brackets we will prove (see Proposition 5.9 ) that for all s1, s2 ≥ 1 it is s1, s2
It would be interesting to know whether the approach in the proof of proposition 5.9 also works for higher lengths, or higher lower weight. One motivation of considering (bi-)brackets is to build a connection between multiple zeta values and modular forms. In the following we will show how to use the double shuffle structure on the space of bi-brackets described above to prove relations between modular forms. On the other hand we use results of modular forms to prove relations between bi-brackets. For k ∈ N denote by ii) The Q-algebra of quasi-modular forms M k (Γ1) is closed under the derivation dq and therefore it is a subalgebra of the graded differential algebra (MD, dq).
iii) We have the following inclusions of Q-algebras
Proof. Let M k (Γ1) (resp. M k (Γ1)) be the space of (quasi-)modular forms of weight k for Γ1. Then the first claim follows directly from the well-known facts G4, G6] . The second claim is a well known fact in the theory of quasi-modular forms and a proof can be found in [Za] p. 49. It suffices to show that the derivatives of the generators are given by
which can be easily shown by the double shuffle relations of bi-brackets.
It is a well-known fact from the theory of modular forms that G 
where the right hand side is clearly zero. This purely combinatorial approach to prove this kind of relation is similar to the one in [S] . Let us now use the theory of modular forms to obtain relations between bi-brackets. It is a well-known fact (see [Za] 5.2) that for two modular forms f and g of weight k and l the nth-Rankin-Cohen Bracket, where n ≥ 0, given by
is a modular form of weight k + l + 2n. In the the case n > 0 this is a cusp form. For
we obtain by using d
For all n ≥ 1 and all even k, l ≥ 4 the function C 2n k,l ∈ S k is therefore a cusp form of weight k + l + 2n. This yields a source for relations between bi-brackets since the dimension of S k is smaller than the possible different C 5 The spaces MD * and MD ¡
In [H] it is shown, that every quasi-shuffle Algebra (Q A , ⊙) is isomorphic to the shuffle Algebra (Q A , ¡). To make this precise define for a composition i1 + · · · + im = n, where i1, . . . , im > 0, of a natural number n and a word w = a1a2 . . . an the following element in Q A :
where the product is given by the composition of words and ⋄ is the product on QA belonging to ⊙. With this define the following two maps to (Q A , ⊙) with the inverse given by log ⊙ .
In other words this enables one to give an isomorphism between two arbitrary quasishuffle algebras on the same alphabets. We will use this now to define a stuffle version for the brackets and later on the generating series of bi-brackets to define the shuffle brackets.
Notice that for the brackets, i.e. bi-brackets with r1 = · · · = r l = 0, we also obtain an homomorphism [.] * , which fulfill the stuffle product, we use the above proposition to deform the quasi-shuffle product of the brackets into the stuffle product * , i.e. we use the following compositions of maps to get a algebra homomorphism from (H 1 z , * ) to MD. 
By construction we have the following
Proposition 5.4. Up to lower weight the stuffle brackets equal the brackets and therefore dim gr
Proof. This follow directly from the fact that and * on H 1 z are equal up to lower weights.
In Remark 6.6 we will see that the stuffle brackets can be used to define stuffle regularised the multiple Eisenstein series. However as we will see, even though this version is easy to write down, this will not yield the "best" definition and we will use a more complicated construction.
We now want to define a q-series which is an element in BD and which fulfills the "real" shuffle product of multiple zeta values. For e1, . . . , e l ≥ 1 we generalize the generating function of bi-brackets to the following
So in particular for e1 = · · · = e l = 1 these are the generating functions of the bi-brackets.
To show that the coefficients of these series are in BD for arbitrary ej we need to define the differential operator D 
where we set
Proposition 5.5. The coefficients of (5.1) are in BD and it is
from which the statement follows after a suitable change of variables.
Notice that in the case e1 = · · · = e l = 1 this is exactly the partition relation. We now want to define the shuffle brackets [s1, . . . , s l ] ¡ by using the following well-known fact :
Lemma 5.6. Let A be an algebra spanned by elements as 1 ,...,s l with s1, . . . ,
be the generating functions of these elements
Then the following two statements are equivalent
where sh (r,s) σ in the group ring Z[Sr+s] and the symmetric group Sr
Proof. A Lemma of this type was used in [IKZ] .
Theorem 5.7. For s1, . . . , s l ∈ N define [s1, . . . , s l ] ¡ ∈ BD as the coefficients of the following generating function
Then we have the following to statements i) The [s1, . . . , s l ] ¡ fulfill the shuffle product, i.e.
Proof. The first part of the proof is basically the same as in the discussion in section 4.1 in [BT] but with a reverse order and some changes in the notation. Consider the alphabet A = y n | n ∈ N , y ∈ YZ , where YZ is the set of finite sums of the elements in Y = {Y1, Y2, . . . }. We denote a word in these letters by y 1 ,...,y l n 1 ,...,n l . For two letters a, b ∈ A define a ⋄ b ∈ A as the component-wise sum. With this we can equip Q A with the quasishuffle product ⊙ (3.1) and therefore obtain a quasi-shuffle algebra (Q A , ⊙). It is easy to see that the map (Q A , ⊙) → BDgen given by
is an algebra homomorphism. Using now Proposition 5.1 the series h defined by the exponential map
. . , X1 − X2) and by the same argument as in Theorem 4.3 in [BT] it is
Combining the definition of h and H¡ we observe that H¡(X1, . . . , Xr) equals
We now apply Proposition 5.5 to this and obtain i) of the Theorem. To prove ii) one checks that the only summand on the right hand side, where all variables X2, . . . , X l appear, is the one with i1 s2, s3, s4] 
Proof. This follows by calculating the coefficients of the series G¡ in Theorem 5.7.
Proposition 5.9. For all s1, s2 ≥ 1 it is
Proof. First notice that from
∈ MD by the stuffle product for bi-brackets
Since the shuffle brackets fulfill the shuffle product we have We observe that these numbers coincide with the conjectured dimension for gr W k (qMZ) given in [BK] . Setting d 
we have the following conjecture. 
Recall that by Proposition 5.4 this conjecture would also imply dim gr
Remark 5.11. In the case of multiple zeta values the shuffle product is an easy consequence of the expression as an iterated integral. It is therefore a natural question whether there is also some kind of iterated integral expression from which the shuffle product follows. This was done for other q-analogue models of MZV in [Zh] and [MMEF] by the use of iterated Jackson integrals.
Multiple Eisenstein series G, G ¡ and G *
In [BT] the authors defined regularized multiple Eisenstein series via the use of the coproduct structure on the space of formal iterated integrals. We will recall the basic facts in the following. Since in [BT] a different order in the definition of MZV was used we will use the following definitions of MZV and MES for the rest of this section: . . . , s1) . For the multiple Eisenstein series we will use a similar notation, i.e. the multiple Eisenstein series in [BT] 
where λi ∈ Zτ + Z are lattices points and the order ≺ on Z + Zτ is given by
Remark 6.2. It is easy to see that these are holomorphic functions in the upper half plane and that they fulfill the stuffle product, i.e. it is for example
The condition s l ≥ 3 is necessary for absolutely convergence of the sum. By choosing a specific way of summation we can also restrict this condition to get a definition of ← Gs 1 ,...,s l (τ ) with s l = 2 which also satisfies the stuffle product (see [BT] for detail).
Recall that we denote by MZB ⊂ C [[q] ] the space spanned by all q-series given by products of MZV, powers of (−2πi) and bi-brackets. In [Ba] the Fourier expansion of multiple Eisenstein series was calculated. In particular the results in [Ba] Following Goncharov ([G] ) the authors in [BT] consider the algebra I generated by the elements I(a0; a1, . . . , aN ; aN+1), where ai ∈ {0, 1}, N ≥ 0, with the product given by the shuffle product ¡ together with relations coming from real iterated integrals (see [G] and [BT] for details). This space has the structure of a Hopf algebra with the coproduct given by ∆G (I (a0; a1, . . . , aN ; aN+1) 
where the sum runs over all i0 
for s1, . . . , s l−1 ≥ 1 and s l ≥ 2. They are uniquely determined by Z ¡ (z1) = Z * (z1) = 0.
Proof. This follows from the results of section 2 in [IKZ] .
We now recall the definition of
Definition 6.4. For integers s1, . . . , s l ≥ 1, define the q-series 
Summarizing the results of [BT] we have Theorem 6.5. [BT] For all s1, . . . , s l ≥ 1 and q = e 2πiτ with τ ∈ H the regularised multiple Proof. We use the coproduct structure on H When l = 1 we refer to Ψs 1 (z) as the monotangent function.
In [Bo] the author uses the notation T e nr ,...,n 1 (z) which corresponds to our Ψn 1 ,...,nr (z) and showed that the series defining Ψn 1 ,...,nr (z) converges absolutely when n1, . . . , nr ≥ 2. These functions fulfill (for the cases they are defined) the stuffle product. The multitangent functions appear in the calculation of the Fourier expansion of the multiple Eisenstein series ← Gs 1 ,...,s l (see [Ba] , [BT] ), for example in length two it is Ψs 1 (m1τ )Ψs 2 (m2τ ) .
One nice result of [Bo] is a regularization of the multitangent function to get a definition of Ψs 1 ,...,s l (z) for all s1, . . . , s l ∈ N. We will use this result together with the above construction to recover the Fourier expansion of the multiple Eisenstein series. if s1 = · · · = s l = 1 and l even and δ s 1 ,...,s l = 0 otherwise. For s1 > 1 and s l > 1 the sum on the right starts at k = 2, i.e. there are no Ψ1(τ ) appearing and therefore there is no constant term in the q-expansion.
