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ON SEMI-INVARIANTS OF A MATRIX
AMIR JAFARI
AMIN NAJAFI AMIN
Abstract. For an algebraically closed field K of characteristic zero and a non-singular
matrix A ∈ GLn(K), a semi-invariant polynomial of A is defined to be a polynomial
p(x) = p(x1, . . . , xn) with coefficients in K such that p(xA) = λp(x) for some λ ∈ K.
In this article, we classify all semi-invariant polynomials of A in terms of a canonically
constructed basis that will be made precise in the text.
1. Introduction
Let K be a field and n ≥ 1 be an integer. We let GLn(K) denote the group of invertible
n×n matrices with entries in K. One important problem in invariant theory (see [1] and
[3]) is the problem of finding all polynomials p(x) = p(x1, . . . , xn) with coefficients in K,
that are invariant under a given subgroup G of this group, that is for all A ∈ G
p(xA) = p(x).
In this note, we relax this condition and try to find all semi-invariant polynomials p(x)
that for all A ∈ G, satisfy
p(xA) = λ(A)p(x)
where λ(A) ∈ K and is called the multiplier of p. Unlike the invariants that form a
K-algebra, semi-invariants are closed only under multiplication and the sum of two semi-
invariants is a semi-invariant only if their corresponding multipliers are equal.
We only consider the case where G is a cyclic group generated by a single invertible
matrix A. In this case, we call a semi-invariant polynomial of the cyclic group generated by
A, a semi-invariant polynomial of A. When K is algebraically closed and of characteristic
zero, we prove that the semi-invariants in this case are in a certain sense, finitely generated
and we provide a set of explicitly constructed generators. As was mentioned before, the
set of semi-invariants is not an algebra, so this statement must be made precise. In this
introduction, we give some key examples to motivate our problem, and then give a precise
statement of our result.
Since the homogeneous components of a semi-invariant polynomial are semi-invariant,
we may restrict ourself only to homogeneous polynomials that are simply called forms.
The first example reveals the relation between semi-invariant forms and eigenvalues and
eigenvectors of A.
Example 1.1. A degree one form p(x) = c1x1+ · · ·+ cnxn is a semi-invariant of A with
multiplier λ, if and only if the column vector c, with entries c1, . . . , cn is an eigenvector
of A with eigenvalue λ, that is Ac = λc. If A is diagonalizable, then we can find n
independent eigenvectors that give rise to n independent semi-invariant forms of degree
one, p1(x), . . . , pn(x) with corresponding multipliers λ1, . . . , λn. It is easy to see that in
this case these semi-invariants generate all semi-invariants in the following sense. For
a multi-subset (i.e. repetition of elements is allowed) I of {1, . . . , n} denote pI(x) =∏
i∈I pi(x) and λI =
∏
i∈I λi. Then we have
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Theorem 1.1. Any semi-invariant polynomial p with multiplier λ for a diagonalizable
matrix A with corresponding semi-invariant forms p1, . . . , pn of degree one is of the form∑
cIpI
where I runs over all multi-subsets of {1, . . . , n} with λI = λ and cI ∈ K is non-zero only
for finitely many I.
When A is not diagonalizable, these linear forms are not enough to generate all semi-
invariant forms of A in general and some interesting semi-invariant quadratic or cubic
forms may be needed. We now explain them. Let Jλ,n denote the n × n Jordan block,
with λ on its main diagonal, 1 on its off diagonal right below it and zero everywhere else.
Example 1.2. If A = Jλ,3 then other than the semi-invariant polynomial p1(x1, x2, x3) =
x3 with multiplier λ obtained from the only eigenvector of A as in Example 1.1, the
polynomial
p2(x1, x2, x3) = λ(x
2
2 − 2x1x3)− x2x3
is also semi-invariant with multiplier λ2.
Example 1.3. If A = Jλ,4 then other than the linear and quadratic semi-invariant forms
p1 = x4 and p2 = λ(x
2
3 − 2x2x4) − x3x4 from Example 1.1 and Example 1.2, the cubic
form
p3 = λ(−x
3
3 + 3x2x3x4 − 3x1x
2
4)− 2x2x
2
4 + x
2
3x4
is a semi-invariant form with multiplier λ3.
Example 1.4. If A = diag(Jλ1,2, Jλ2,2) is a square matrix of size 4 with two Jordan
blocks, then other than the linear semi-invariant polynomials p1 = x2 and p2 = x4 with
multipliers λ1 and λ2, the quadratic form p3 = λ1x1x4 − λ2x2x3 is a semi-invariant form
with multiplier λ1λ2.
Example 1.5. In Example 1.3 above, any polynomial p of the form∑
ai1,i2,i3p
i1
1
pi2
2
pi3
3
where i1 + 2i2 + 3i3 is a fixed integer k is semi-invariant form of degree k and multiplier
λk. One might conjecture that these are all such semi-invariant forms for A, which is in
fact wrong. The following degree 4 form p given by
λ3 (−3x23x
2
2 − 6x1x
3
3 + 8x
3
2x4 − 18x1x2x3x4 + 9x
2
1x
2
4)
+3λ2(x2x
3
3 − 2x
2
2x3x4 − 3x1x
2
3x4 + 6x1x2x
2
4)
+λ(−5x2x
2
3x4 + 8x
2
2x
2
4 + 3x1x3x
2
4) + 2x2x3x
2
4
is a semi-invariant with multiplier λ4. However, with the aid of Mathematica, we showed
that it can not be written as a polynomial in terms of p1, p2 and p3 . Nevertheless, it can
be written as a rational function
p =
−p32 + p1p2p3 + λp
2
3
x2
4
.
Our goal is to generalize these examples. Let A be an invertible matrix, given in its
Jordan normal form
A = diag(Jλ1,n1 , . . . , Jλk ,nk)
with n1 ≥ · · · ≥ nl ≥ 2 > nl+1 = · · · = nk = 1, where we have assumed that l > 0, since
the case of a diagonalizable matrix was handled in Theorem 1.1. Then from Example 1.1.
we have k semi-invariant linear forms xn1 , xn1+n2 , . . . , xn1+···+nk = xn, with multipliers
λ1, . . . , λk respectively. From a generalization of Examples 1.2 and 1.3, for each Jni,λi
with ni ≥ 3, we construct an extra ni − 2 quadratic and cubic semi-invariant forms with
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multiplier λ2i and λ
3
i . Also from a generalization of Example 1.4, for each pair Jni,λi
and Jni+1,λi+1 for i = 1, . . . , l − 1, we construct l − 1 quadratic semi-invariant forms
with multiplier λiλi+1. So together, we have n − 1 linear, quadratic or cubic forms, say
p1, . . . , pn−1 with multipliers µ1, . . . , µn−1 respectively. Our main result is the following
theorem.
Theorem 1.2. If the field K is of characteristic zero, then the above mentioned semi-
invariant forms p1, . . . , pn−1 generate all semi-invariant forms in the following sense. Any
semi-invariant polynomial for A with multiplier λ can be uniquely expressed as a rational
function ∑
I cIpI∏l
i=1 x
mi
n1+···+ni
where I runs over all multi-subsets of {1, . . . , n − 1} such that
∏
i∈I µi = λ
∏l
i=1 λ
mi
i ,
pI =
∏
i∈I pi and cI ∈ K is non-zero only for finitely many I.
2. Main results
In this section a canonical basis for semi-invariants of a non-singular matrix A given in
its Jordan normal form is constructed. First, we need few lemmas and conventions.
Lemma 2.1. Let A = Jλ,n and λ 6= 0. The quadratic form
p(x) =
∑
1≤i≤j≤n
Ai,jλ
−i−jxixj
is a semi-invariant for A with multiplier λ2 if and only if
Ai−1,j +Ai,j−1 +Ai−1,j−1 = 0
for i, j = 1, . . . , n. Here we assume that Ai,j = 0 if i and j do not satisfy 1 ≤ i ≤ j ≤ n.
Proof. When A is applied to x, xi will be transformed to λxi+xi+1, where xn+1 is defined
to be zero. Now the coefficient of xixj in p(xA)− λ
2p(x) is
(Ai−1,j +Ai,j−1 +Ai−1,j−1)λ
2−i−j .
So the result follows. 
It follows from this lemma that
Lemma 2.2. Let A = Jn,λ and n ≥ 3 be an odd number. Let m =
n−1
2
. The polynomial
pn−1 =
m∑
i=0
i∑
j=0
Ai,jλ
ixm+1−i+jxn−j
where
Ai,j = (−1)
m−j
(
2
(
m− j − 1
i− j − 1
)
+
(
m− j − 1
i− j
))
is semi-invariant polynomial with multiplier λ2.
Note that the binomial coefficient
(
n
k
)
is defined to be zero for k < 0 and is 1 for k = 0.
Lemma 2.3. Let A = Jλ,n and n > 2 be an even integer. Let m =
n−2
2
. The cubic form
pn−1 =
m∑
i=0
(xn−1gi − xnhi)λ
i
where
gi = (−1)
ixm+2xn−i −
i∑
j=1
((
m− j
i− j + 1
)
+ 2
(
m− j
i− j
))
xm+1−i+jxn+1−j
3
and
hi = (m+ 1 + i)
(
m
i
)
xm+1−ixn +
i∑
j=1
(m+ 1 + i− 2j)
(
m− j
i− j
)
xm+1−i+jxn−j
is semi-invariant form for A with multiplier λ3.
Proof. The proof is similar but a little more tedious than the proof of the previous lemma
and will be omitted. 
Example 2.1. We list here two more quadratic semi-invariant forms for the Jordan
blocks J5,λ and J7,λ. Note that despite their complicated look, there is only one term with
x1, in them and it it is of the form ax1x5 and bx1x7 respectively. This little fact will
become useful in our proof of the main result.
p4(x) = λ
2(x23 − 2x2x4 + 2x1x5) + λ(−x3x4 + 3x2x5) + x3x5
p6(x) = λ
3(x24 − 2x3x5 + 2x2x6 − 2x1x7) + λ
2(−x4x5 + 3x3x6 − 5x2x7)
+ λ(x4x6 − 4x3x7)− x4x7
(1)
Example 2.2. We also list two more cubic semi-invariant forms for the Jordan blocks
J6,λ and J8,λ, Note that again, there is only one term with x1 in them and it is of the
form a′x1x
2
6 and b
′x1x
2
8 respectively. This little fact, will become useful in our proof for
the main result.
p5(x) = λ
2(x24x5 − 2x3x
2
5 − x3x4x6 + 5x2x5x6 − 5x1x
2
6) + λ(−x4x
2
5 + 5x3x5x6 − 8x2x
2
6)
+ x4x5x6 − 3x3x
2
6
p7(x) = λ
3(−x25x7 + 2x4x6x7 − 2x3x
2
7 + x4x5x8 − 3x3x6x8 + 7x2x7x8 − 7x1x
2
8)
+ λ2(x5x6x7 − 3x4x
2
7 − 2x4x6x8 + 13x3x7x8 − 18x2x
2
8)
+ λ(−x5x
2
7 + 7x4x7x8 − 15x3x
2
8) + x5x7x8 − 4x4x
2
8
Lemma 2.4. Let A = diag(Jλ1,n1 , . . . , Jλk ,nk) be a square matrix in Jordan normal form.
Let yi = xn1+···+ni and zi = xn1+···+ni−1. Assume that 1 ≤ i1 < · · · < il ≤ k are the only
indices with nij > 1. Then for j = 1, . . . , l − 1 the quadratic forms
pn−l+j(x) = λijzijyij+1 − λij+1yijzij+1
are semi-invariant polynomials for A with multiplier λijλij+1.
Proof. Easily checked by comparing pn−l+j(xA) and λijλij+1pn−l+j(x). 
Remark 2.1. These polynomials are extensions of Examples 1.1, 1.2 and 1.3 in the
introduction.
The ground field K is assumed to be algebraically closed and of characteristic zero.
Theorem 2.1. If A is a Jordan block Jλ,n with λ 6= 0, then if n = 1 or n = 2 then
all semi-invariant polynomial p(x) with p(xA) = cp(x) are of the form
∑
aix
i
n where for
all i with ai 6= 0, λ
i = c. If n ≥ 3, then we have semi-invariant quadratic and cubic
forms p2(xn−2, xn−1, xn), p3(xn−3, xn−2, xn−1, xn), . . . , pn−1(x1, . . . , xn) constructed from
lemma 2.2 and lemma 2.3, for the lower corner sub-matrices of A of sizes 3, 4, . . . , n that
together with p1 = xn form a basis in the sense that any semi-invariant form p is uniquely
written as ∑
ai1,...,in−1p
i1
1
. . . p
in−1
n−1
xmn
where i1 + 2i2 + 3i3 + 2i4 + . . . is fixed and m ≥ 0 is an integer.
4
Proof. The case n = 1, is trivial. Now let n = 2. Assume that f(x1, x2) =
∑m
i=0 aix
i
1x
m−i
2
is a semi-invariant polynomial of degree m, with f(λx1 + x2, λx2) = cf(x1, x2). Assume
that the highest power of x1 in f is r. By comparing the coefficients of x
r
1x
m−r
2
of both
sides it follows that c = λm. By comparing the coefficients of xr−1
1
xm−r+1
2
of both sides
it follows that ar−1λ
m + rarλ
m−1 = ar−1λ
m and hence r = 0. This shows that x2 is a
basis for the space of all semi-invariant polynomials for A. Now we prove the theorem
by induction on n. It is easy to check that p1, . . . , pn−1 are algebraically independent.
Note that by the induction hypothesis p1, . . . , pn−2 are algebraically independent and
with variables x2, . . . , xn. Now pn−1 has variable x1 with non-zero coefficient (this follows
from the fact that K is of characteristic zero) and hence p1, . . . , pn−1 are algebraically
independent. Let p(x1, . . . , xn) be a semi-invariant polynomial, write it as
p =
m∑
i=0
hi(x2, . . . , xn)x
i
1.
We prove the theorem by another induction on m. If m = 0, then p is a semi-invariant
for the (n− 1)× (n− 1) lower corner sub-matrix of A (denoted by A′) and hence by the
induction assumption for n−1, it has the required representation in term of p1, . . . , pn−2.
Now assume that the desired representation is proved for semi-invariant forms with x1-
degree less than m and we want to prove it for semi-invariant forms of x1-degree equals
to m. By comparing the highest power of x1 in both sides of p(xA) = cp(x) it follows
that hm(xA
′) = cλ−mhm(x), where here x = (x2, . . . , xn). Again, by induction hypothesis
for n − 1, hm has the required representation in terms of p1, . . . , pn−2. Note that by the
construction of pn−1(x) in Lemma 2.2 and Lemma 2.3, one has
pn−1(x) = ax1x
r
n + s(x2, . . . , xn)
where r = 1 if n is odd and r = 2 if n is even, a is a non-zero element (since characteristic
is zero) and pn−1(xA) = λ
r+1pn−1(x). In fact, one can explicitly determine a as follows
a =
{
(1− n)λ
n−2
2 for even n
2(−λ)
n−1
2 for odd n
It follows that
q(x) = (axrn)
mp(x)− hm(x)(pn−1(x))
m
is a semi-invariant form for A with q(xA) = cλmrq(x) and x1-degree less than m. So
by the induction hypothesis, q(x) has the desired representation in terms of p1, . . . , pn−1,
since we saw that hm(x) also has such a representation, solving for p will give us the
desired representation for p. The theorem is proved. 
Remark 2.2. There are many more examples of basis for A besides the one given in
Theorem 2.1. It can be shown that no basis can have more than ⌊n−1
2
⌋ quadratic semi-
invariant forms. In the construction given in the Theorem 2.1, this maximum number is
achieved.
Theorem 2.2. Let A = diag(Jλ1,n1 , . . . , Jλk ,nk) be a non-singular square matrix in Jordan
normal form, with l > 0 blocks of size > 1, say Jnij ,λij for j = 1, . . . , l. Then by
the previous theorem each Jordan block of size ni > 1 will give ni − 1 semi-invariant
polynomials and so together we get n− l semi-invariant polynomials p1, . . . , pn−l and then
by using lemma 2.4 we construct l − 1 quadratic semi-invariant forms pn−l+1, . . . , pn−1.
Let pi(xA) = µip(x) for i = 1, . . . , n− 1. Then, any semi-invariant polynomial p(x) with
p(xA) = cp(x) can be written uniquely as∑
ai1,...,in−1p
i1
1
. . . p
in−1
n−1∏l
j=1 x
mj
n1+···+nij
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where mj ≥ 0 are integers and for all i1, . . . , in−1 with non zero ai1,...,in−1 we must have
µi1
1
. . . µ
in−1
n−1 = cλ
m1
i1
. . . λ
ml
il
.
Proof. The proof of algebraic independence of p1, . . . , pn−1 is by an application of the
Jacobian criterion, see [2], chapter one, section 11.4. It says that
A set of m polynomials p1, . . . , pm in K[x1, . . . , xn] with coefficients in a field K of char-
acteristic zero and m ≤ n is algebraically independent, if and only if, the m×n Jacobian
matrix [ ∂pi
∂xj
] as a matrix in the field L = K(x1, . . . , xn) is of rank m.
Now, using this fact, we give the proof of algebraic independence. First of all, we showed
in Theorem 2.1 that the forms obtained from each Jordan block are algebraically inde-
pendent. It is also clear that forms from different blocks, since they contain disjoint set of
variables, are algebraically independent. The only issue, if any, might happen due to the
existence of forms arising from Lemma 2.4 by combining two consecutive Jordan blocks
of size > 1, we call these mixed forms. So for the sake of contradiction, assume that a
linear combination of the rows of the Jacobian matrix above is zero. It must contain a
row, contributed from one of the mixed forms. Let pi be the first (with the order given
by the variables) such mixed form whose corresponding row appears in the assumed lin-
ear relation amongst the rows of the Jacobian matrix. Assume that it combines the two
consecutive blocks Jnj ,λj and Jnj′ ,λj′ of size > 1. Then let m = n1+ · · ·+nj−1, the entry
corresponding to ∂pi
∂xm
, can only be cancelled by the rows corresponding to the quadratic
or cubic forms for the block Jnj ,λj . Now let pr be the first of these forms appearing in the
assumed linear relation. The variable in this form with the smallest index, say xs, must
satisfy s < m. This is because, any semi-invariant form associated to the block Jnj ,λj
that has the variable xm, must contain a variable of smaller index as well. The term
∂pr
∂xs
can not be cancelled by any other row of the Jacobian matrix. This contradiction, proves
the algebraic independence of p1, . . . , pn−1.
Let us now, prove the desired representation of a semi-invariant form p(x) with multi-
plier λ by an induction on n, the size of matrix A. Write
p(x) =
m∑
i=0
hi(x2, . . . , xn)x
i
1.
With a cyclic shift of variables, without loss of generality, we may assume that n1 > 1.
If m = 0, then since p is with n − 1 variables and is semi-invariant for the submatrix A′
obtained by removing the first row and column of A, the desired representation follows
by the induction hypothesis. Now we prove the theorem with another induction on m.
If n1 > 2, then the same proof as before using pn1−1 will reduce m and finish the proof
by the induction hypothesis on m. If n1 = 2, and all n2 = · · · = nk = 1 then the
statement of the theorem becomes trivial, using a similar technique used in the previous
theorem for n = 2. Finally if n1 = 2 and the first index 1 < i ≤ k that ni > 1 exists use
r(x) = λ1x1yi−λix2zi with the notation of Lemma 2.4 then, to reduce the power of x1 in
p(x) as follows. Let , by comparing the highest power of x1 in p(xA) and cp(x), it follows
that hm(xA
′) = cλ−m
1
hm(x). Here A
′ is obtained from A by removing its first row and
column, and x = (x2, . . . , xn). Now define
q(x) = (λ1yi)
mp(x)− r(x)mhm(x).
Then q(x) is a semi-invariant form with multiplier cλmi whose x1-degree is less than m.
Therefore, since by the hypothesis of induction both hm(x) and this form have the desire
representation in terms of p1, . . . , pn−1, hence p can be represented as claimed. 
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Finally, we mention the following elementary observation. If two matrices A and B
are similar, i.e. if there is an invertible matrix S such that A = SBS−1, then p(x) is a
semi-invariant for B with multiplier λ if and only if q(x) = p(xS) is a semi-invariant for
A with multiplier λ. This is because
q(xA) = p(xAS) = p(xSB) = p(xS) = q(x).
So if the ground field is algebraically closed, any matrix A is similar to a Jordan normal
form, and then we may use Theorem 2.2 to construct the corresponding semi-invariant
generators for A.
3. Conclusion
The introduction of semi-invariant forms by relaxing the condition of invariance, in our
belief, is very useful tool. It may also shed light for the more general problem of invariant
theory that deals with a general subgroup of GLn(K). For the case of a cyclic group,
we have presented a very neat and somewhat canonical set of semi-invariant polynomials
of degrees one, two or three that are algebraically independent and in a very specific
sense generate all other semi-invariant (and therefore of course invariant) forms. It is an
interesting problem to see, if it is possible by extending this set of semi-invariant forms,
or constructing a completely different set of semi-invariant forms, construct a generating
set that does not require a denominator by monomials. The authors, believe that the
answer to this question is negative, and the existence of the denominator is obligatory
for any finite set of semi-invariant generators for a general matrix. Another interesting
problem is to extend the results of this article to the case when the base field K is of
positive characteristic.
Also it is easy to see that the semi-invariant forms of degree d for a matrix A are in
one to one correspondence with the eigenvectors of the d fold Kronecker product of A.
As a consequence, the only possible multipliers for semi-invariant forms of degree d for a
matrix A with distinct eigenvalues λ1, . . . , λm are of the form λI =
∏
i∈I λi, where I is
a multi-subset of {1, . . . ,m} of size d. And for any such λI , if it belongs to K (here we
have not assumed that K is algebraically closed), there is a non-zero semi-invariant form
of degree d with coefficients in K and multiplier λI .
There are many results in the literature about the eigenvalues of the Kronecker product
of matrices, however, very few deal with the eigenvectors of the Kronecker product.
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