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Abstract
The parallel dynamics of the fully connected Blume-Emery-Griffiths neural network
model is studied at zero temperature using a probabilistic approach. A recursive
scheme is found determining the complete time evolution of the order parameters,
taking into account all feedback correlations. It is based upon the evolution of the
distribution of the local field, the structure of which is determined in detail. As an
illustrative example explicit analytic formula are given for the first few time steps
of the dynamics. Furthermore, equilibrium fixed-point equations are derived and
compared with the thermodynamic approach. The analytic results find excellent
confirmation in extensive numerical simulations.
PACS : 87.10.+e, 02.50.+s, 64.60.Cn
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1 Introduction
Recently, an optimal Hamiltonian has been derived in the statistical mechanics approach to Q-
state neural networks starting from the concept of mutual information [1],[2]. Optimal means
that the best retrieval properties are guaranteed including, e.g., the largest retrieval overlap,
loading capacity, basin of attraction, convergence time. For Q = 3 this Hamiltonian resembles
the classical Blume-Emery-Griffiths (BEG) Hamiltonian in the sense that it contains both a
bilinear and biquadratic term in the spins [3]. For a fully connected architecture it has been
shown, using a thermodynamic replica approach that the maximal loading capacity for the
BEG network is indeed bigger than the one for other three-state networks existing in the
literature (Ising, Potts...) [2].
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The dynamics of these new type of neural network models is under investigation. In the case
of an asymmetric extremely diluted architecture where one knows that there are no feedback
loops complicating the time evolution, this dynamics has been solved in closed form [1] showing
a better retrieval quality than other diluted models for certain parameters of the system. For
symmetric architectures – fully connected but also extremely diluted – however, the situation
is much more complicated. From former experience with, e.g., Q-Ising models (see [4] and
references therein) one knows that the dynamics is very non-trivial due to the feedback in
the system [5]. This feedback causes the appearance of discrete noise, besides Gaussian noise,
involving the neurons at all previous time steps and prevents a closed-form solution.
In this work we generalize the probabilistic approach that has been developed for the Hopfield
model [6], [7] and Q-Ising model [8] in order to solve the dynamics for the fully connected BEG
model at zero temperature. Thereby, we start from the time evolution of the distribution of
the local field, instead of working directly with the order parameters. We study the structure
of this distribution in detail and, using this knowledge, we develop a recursive scheme in order
to calculate the relevant order parameters of the system, i.e., the main overlap, the neural
activity, the activity overlap and the variance of the residual overlap at any time step. As an
illustration we write out these expressions in detail for the first few time steps of the dynamics.
Furthermore, by requiring the local field to be time-independent, implying that some cor-
relations between its Gaussian and discrete noise parts are neglected, we derive fixed-point
equations for the order parameters. They coincide with those derived via thermodynamical
methods [2].
Finally we perform numerical simulations of a BEG network with N = 6000 neurons. They
confirm the analytical results we have derived.
The rest of this paper is organized as follows. In Section 2 we introduce the model, its dynamics
and the relevant order parameters. In Section 3 we use the probabilistic approach in order
to derive a recursive scheme for the evolution of the distribution of the local field, leading
to recursion relations for the order parameters. Using this scheme, we explicitly calculate in
Appendix A the order parameters and in Appendix B the local field for the first few time steps
of the dynamics. In Section 4 we show the existence of a Lyapunov function at zero temperature
and we discuss the evolution of the system to fixed-point attractors. Section 5 details the
structure of the local field distribution, especially the appearance of gaps. The analytic results
are compared with numerical simulations in Section 6. Some concluding remarks are given in
Section 7.
2 The model
Consider a neural network consisting of N neurons which can take values σi, i = 1, . . . , N
from the discrete set S ≡ {−1, 0,+1}. The p = αN patterns to be stored in this network
are supposed to be a collection of independent and identically distributed random variables
(i.i.d.r.v.), {ξµi }, µ = 1, . . . , p with a probability distribution
p(ξµi ) =
a
2
δ(ξµi − 1) +
a
2
δ(ξµi + 1) + (1− a)δ(ξµi ) (1)
2
with a the activity of the patterns so that
lim
N→∞
1
N
∑
i
(ξµi )
2 = a. (2)
Given the network configuration at time t, σN(t) ≡ {σj(t)}, j = 1, . . . , N , the following
dynamics is considered. The configuration σN(0) is chosen as input. At zero temperature all
neurons are updated in parallel according to the rule
σi(t)→ σi(t+ 1) = s′ : min
s∈S
ǫi[s|σN (t)] = ǫi[s′|σN(t)] (3)
with s′ ∈ S. We remark that this rule is the zero temperature limit of the stochastic parallel
spin-flip dynamics defined by the transition probabilities
Pr (σi(t+ 1) = s
′ ∈ S|σN(t)) = exp[−βǫi(s
′|σN(t))]∑
s∈S exp[−βǫi(s|σN(t))]
. (4)
Here the energy potential ǫi[s|σN(t)] is defined by
ǫi(s|σN (t)) = −shi(σN(t))− s2θi(σN(t)) , (5)
where the following local fields in neuron i carry all the information
hN,i(t) =
∑
j 6=i
Jijσj(t), θN,i(t) =
∑
j 6=i
Kijσ
2
j (t) (6)
with the obvious shorthand notation for the local fields. The synaptic couplings Jij and Kij
are of the Hebb-type
Jij =
1
a2N
p∑
µ=1
ξµi ξ
µ
j , Kij =
1
N
p∑
µ=1
ηµi η
µ
j (7)
with
ηµi =
1
a(1− a)((ξ
µ
i )
2 − a). (8)
These are the local fields entering in the BEG model [1]. The updating rule (3) is equivalent
to using a gain function
σi(t+ 1) = g(hN,i(t), θN,i(t)) = sign(hN,i(t))Θ(|hN,i(t)|+ θN,i(t)) (9)
with Θ the Heaviside function.
The order parameters of this system have been obtained starting form the mutual information
as a measure for the retrieval quality of the system [1], [2]. They are the retrieval overlap, the
activity overlap, and the neural activity
mµN(t) =
1
aN
∑
i
ξµi σi(t), n
µ
N (t) =
1
aN
∑
i
(ξµi )
2(σi(t))
2, qN(t) =
1
N
∑
i
(σi(t))
2 . (10)
3
Instead of using the activity overlap nµN(t) itself it is more convenient to employ the modified
activity overlap
lµN(t) =
1
1− a(n
µ
N(t)− qN (t)) =
1
N
∑
i
(ηµi )(σi(t))
2. (11)
3 Recursive dynamical scheme
In networks with symmetric couplings it is known that non-trivial correlations occur, even at
zero temperature, which become increasingly tedious to evaluate [5].
On the basis of the probabilistic approach (see, e.g., [6], [7], [8]) used successfully before ([4]
and references therein) we develop in this section a recursive dynamical scheme in order to
study the time evolution of the distribution of the local fields hi(t) and θi(t). This allows us
to write down recursion relations determining the full time evolution of the order parameters
(10)-(11) of the BEG network model.
Suppose that the initial configuration of the network {σi(0)} is a collection of i.i.d.r.v. with
mean E[σi(0)] = 0 and variance Var[σi(0)] = q0 and correlated with only one pattern which
we choose, without loss of generality, to be the first one
E[ξµi σj(0)] = δi,jδµ,1m
1
0a, m
1
0 > 0, E[η
µ
j σ
2
i (0)] = δi,jδµ,1l
1
0 . (12)
By the law of large numbers (LLN) eqs. (10)-(11) and (12) determine the order parameters
m1N (0), qN(0) and l
1
N (0) at t = 0 in the limit N →∞.
Next, we want to apply standard signal-to-noise techniques (see, e.g, [6], [8]) to both the local
fields hN,i(0) and θN,i(0) at t = 0. Starting from their definitions we find
hi(0)= lim
N→∞
(
1
a
ξ1im
1
N (0)−
1
a2N
(ξ1i )
2σi(0) +
1
a2N
∑
µ>1
∑
j 6=i
ξµi ξ
µ
j σj(0)
)
D
=
1
a
ξ1im
1(0) +N
(
0,
αq(0)
a2
)
(13)
θi(0)= lim
N→∞
(
η1i l
1
N (0)−
1
N
(η1i )
2σ2i (0) +
1
N
∑
µ>1
∑
j 6=i
ηµi η
µ
j σ
2
j (0)
)
D
= η1i l
1(0) +N
(
0,
αq(0)
a2(1− a)2
)
, (14)
where the convergence is in distribution [9]. The quantity N (0, d) represents a Gaussian ran-
dom variable with mean 0 and variance d.
The key question is then how these quantities evolve in time under the parallel dynamics
specified before. For a general time step we find from eq. (9) and the LLN in the limit N →∞
for the order parameters (eqs.(10)-(11))
4
m1(t+ 1)
Pr
=
1
a
〈〈
ξ1i g
(
hi(t), θi(t)
)〉〉
(15)
q(t+ 1)
Pr
=
〈〈
ξ1i g
2
(
hi(t), θi(t)
)〉〉
(16)
l1(t+ 1)
Pr
=
〈〈
η1i g
2
(
hi(t), θi(t)
)〉〉
, (17)
where hi(t) = limN→∞ hN,i(t) (with an analogous formula for θi(t)), and where the convergence
is in probability. In the above 〈〈·〉〉 denotes the average both over the distribution of the {ξµi }
(and hence {ηµi }) and the {σi(0)}. Note that the average over the latter is hidden in an
average over the local field through the updating rule (9). From the work on symmetric Q-
Ising networks [4], [10] we know that due to the correlations we have to study carefully the
influence of non-condensed (µ > 1) patterns in the time evolution of the system, expressed by
the variance of the residual overlaps, in our case in both the local fields. The latter are defined
as
rµ(t)≡ lim
N→∞
rµN(t) = lim
N→∞
1
a2
√
N
∑
j
ξµj σj(t), µ > 1 (18)
sµ(t)≡ lim
N→∞
sµN(t) = lim
N→∞
1√
N
∑
j
ηµj σ
2
j (t), µ > 1 (19)
where the limit N →∞ of rµN(0) and sµN(0) is given by the Gaussian random variable in eqs.
(13) and (14). At this point we want to remark that the choice of the initial configurations
assures the independence of rµ(0) and sµ(0) as can be seen by calculating the characteristic
function E[exp(ixrµN(0) + iys
µ
N(0))].
The further aim of this section is then to calculate the distribution of the local fields and the
order parameters as a function of time.
We start by rewriting the local fields (6) at time t in the following way
hN,i(t) =
1
a
ξ1im
1
N (t) +
1
a2N
∑
µ>1
∑
j
ξµi ξ
µ
j σj(t)−
α
a
σi(t)
=
1
a
ξ1im
1
N (t)−
α
a
σi(t) +
1√
N
∑
µ>1
ξµi r
µ
N(t) (20)
θN,i(t) = η
1
i l
1
N(t) +
1
N
∑
µ>1
∑
j
ηµi η
µ
j σ
2
j (t)−
α
a(1− a)σ
2
i (t)
= η1i l
1
N(t)−
α
a(1− a)σ
2
i (t) +
1√
N
∑
µ>1
ηµi s
µ
N(t) . (21)
From a technical point of view the explicit addition and subtraction of the σi(t) (σ
2
i (t)) term is
convenient in order to treat all indices in the sum over j on equal footing, which is important
to take into account all possible feedback loops.
At this point several remarks are in order. Since the neuronal states {σj(t)}, for t > 0, are
not i.i.d.r.v., the central limit theorem (CLT) can not be applied directly to the residual
overlap rµN(t) and s
µ
N (t). Furthermore, the set of αN variables {ξµi rµN(t)}µ and {ηµi sµN(t)}µ
are not independent because the rνN(t) respectively s
ν
N(t), ν 6= µ are weakly dependent on
the ξµi respectively η
µ
i . Indeed, after applying the dynamics, the σi(t) (σ
2
i (t)) and the ξ
µ
i (η
µ
i )
5
become dependent, leading to a weak depence of rµN(t) (s
µ
N(t)) and ξ
µ
i (η
µ
i ). This microscopic
dependence gives rise to a macroscopic contribution after summing and taking the limit N →
∞. Therefore, we follow a procedure similar to the one used in the Q-Ising model [4], [10] by
isolating in the local fields precisely the contributions arising from these dependences.
In order to do so we rewrite the residual overlaps as
rµN(t + 1)=
1
a2
√
N
∑
i
ξµi g
(
h˜µN,i(t) +
1√
N
ξµi r
µ
N (t), θ˜
µ
N,i(t) +
1√
N
ηµi s
µ
N(t)
)
(22)
sµN(t + 1)=
1√
N
∑
i
ηµi g
2
(
h˜µN,i(t) +
1√
N
ξµi r
µ
N (t), θ˜
µ
N,i(t) +
1√
N
ηµi s
µ
N(t)
)
(23)
with obvious notation. In these expressions we have extracted the contribution of the µ term
out of the local fields such that the modified local fields h˜µN,i(t) and θ˜
µ
N,i(t) are only weakly
dependent on ξµi and η
µ
i respectively, whereas h
µ
N,i(t) and θ
µ
N,i(t) depend strongly on them.
Next, we want to find the most important terms in (22) and (23) in the limit N → ∞.
Therefore, we consider the characteristic function E[exp(ixrµN (t+1)+ iys
µ
N (t+1))] using (22)
and (23), up to order O(N−3/2). We then expand the gain function around the modified local
fields. After some calculation we obtain in the limit N →∞
lim
N→∞
E[exp(ixrµN (t+ 1) + iys
µ
N(t + 1))]
= exp
[
ixχh(t)r
µ(t)− x2 q(t+ 1)
2a3
+ iyχθ(t)s
µ(t)− y2 q(t+ 1)
2a(1− a)
]
(24)
with χh(t) and χθ(t) the “susceptibilities” corresponding to the fields hi(t) and θi(t) and given
by
χh(t) =
〈〈
∂g
∂h
∣∣∣∣
h˜,θ˜
〉〉
=
〈〈
1
a
∫ ∞
−∞
dhˆ
∫ ∞
−∞
dθˆρh˜(t)(hˆ)ρθ˜(t)(θˆ)
(
∂g
∂h
∣∣∣∣
hˆ,θˆ
)〉〉
=
2
a
〈〈∫ ∞
0
dθˆρh˜(t)(0)ρθ˜(t)(θˆ)
〉〉
+ (1− a)χθ(t) (25)
χθ(t) =
〈〈
∂g2
∂θ
∣∣∣∣
h˜,θ˜
〉〉
=
1
a(1− a)
〈〈∫ 0
−∞
dθˆρθ˜(t)(θˆ)(ρh˜(t)(θˆ) + ρh˜(t)(−θˆ))
〉〉
. (26)
In these expressions, ρh˜(t)(h) and ρθ˜(t)(θ) are the probability densities of the modified local
fields, h˜ and θ˜. They are the integrations of the joint distribution ρh˜(t),θ˜(t)(h, θ) over the h and
θ values, e.g. ρh˜(t)(h) =
∫
dθρh˜(t),θ˜(t)(h, θ). (See Section 5 for more details). From the expansion
(24) we see that the local fields hN,i(t) and θN,i(t) are independent up to the order O(N−3/2)
since rµN(t) and s
µ
N(t) are as well.
Identifying terms we then get
rµ(t + 1)= r˜µ(t) + χh(t)r
µ(t) (27)
sµ(t + 1)= s˜µ(t) + χθ(t)s
µ(t) , (28)
where
6
r˜µ(t) = lim
N→∞
1
a2
√
N
∑
i
ξµi g
(
h˜N,i(t), θ˜N,i(t)
)
D
= N
(
0,
1
a3
q(t+ 1)
)
, (29)
s˜µ(t) = lim
N→∞
1√
N
∑
i
ηµi g
2
(
h˜N,i(t), θ˜N,i(t)
)
D
= N
(
0,
1
a(1− a)q(t+ 1)
)
. (30)
We remark that this calculation also shows us that rµ(t) and sµ(t) are independent for all
times.
In this way we obtain in the limit N →∞ from eqs.(20) and (21)
hi(t+ 1) =
1
a
ξ1im
1(t+ 1) + χh(t)
{
hi(t)− 1
a
ξ1im
1(t) +
α
a
σi(t)
}
+N
(
0,
α
a2
q(t+ 1)
)
(31)
θi(t+ 1) = η
1
i l
1(t+ 1) + χθ(t)
{
θi(t)− η1i l1(t) +
α
a(1− a)σ
2
i (t)
}
+N
(
0,
α
a2(1− a)2 q(t+ 1)
)
.
(32)
From this it is clear that the local fields at time t + 1 consist out of a discrete part and a
normally distributed part, viz.
hi(t + 1)=Mi(t+ 1) +N
(
0, V (t + 1)
)
(33)
θi(t + 1)=Li(t+ 1) +N
(
0,W (t+ 1)
)
, (34)
where
Mi(t+ 1)=χh(t)
[
Mi(t)− ξ
1
i
a
m1(t) +
α
a
σi(t)
]
+
ξ1i
a
m1(t+ 1) (35)
Li(t+ 1)=χθ(t)
[
Li(t)− η1i l1(t) +
α
a(1− a)σ
2
i (t)
]
+ η1i l
1(t + 1) (36)
and
V (t+ 1) = αaD(t+ 1), W (t+ 1) =
α
a(1− a)E(t + 1) (37)
with D(t + 1) and E(t + 1) the variances of the residual overlaps, rµ(t + 1) and sµ(t + 1),
satisfying the recursion relations
D(t+ 1)=
q(t+ 1)
a3
+ χ2h(t)D(t) + 2χh(t)Cov[r˜
µ(t), rµ(t)] (38)
E(t+ 1)=
q(t+ 1)
a(1− a) + χ
2
θ(t)E(t) + 2χθ(t)Cov[s˜
µ(t), sµ(t)] . (39)
We still have to determine ρh˜(t)(h) and ρθ˜(t)(θ) in (25) and (26). We know that the quantities
Mi(t) and Li(t) consist out of a signal term and a discrete noise term, viz.
7
Mi(t)=
ξ1i
a
m1(t) +
t−1∑
t′=0
α
a
[ t−1∏
s=t′
χh(s)
]
σi(t
′) (40)
Li(t)= η
1
i l
1(t) +
t−1∑
t′=0
α
a(1− a)
[ t−1∏
s=t′
χθ(s)
]
σ2i (t
′). (41)
The evolution equation tells that the σi(t
′) and σ2i (t
′) can be written in terms of the hi(t
′− 1)
and θi(t
′ − 1) such that the second terms in the expressions above are the sum of correlated
variables. Furthermore, these are also correlated through the dynamics with the normally
distributed part of the local fields. So the local fields can be considered as a transformation
of a set of correlated variables x = {xs},y = {ys}, s = 1, 2, . . . , t − 2, t which we choose to
normalise. Then we arrive at the following expression for the probability densities of the local
fields
lim
N→∞
ρh˜µ
i
(t)(h) = ρhi(t)(h)=
∫ ( t−2∏
s=0
dxsdys
)
dxtdyt
1√
det(2πCh)
1√
det(2πCθ)
exp
(
− 1
2
xC−1h x
T − 1
2
yC−1θ y
T
)
δ
(
h−Mi(t)−
√
V (t)xt
)
(42)
lim
N→∞
ρθ˜µ
i
(t)(θ) = ρθi(t)(θ)=
∫ ( t−2∏
s=0
dxsdys
)
dxtdyt
1√
det(2πCh)
1√
det(2πCθ)
exp
(
− 1
2
xC−1h x
T − 1
2
yC−1θ y
T
)
δ
(
θ − Li(t)−
√
W (t)yt
)
,
(43)
where the correlations matrices Ch and Cθ are given by(
Ch
)
tt′
= ρ(xt, xt′) = E[xtxt′ ],
(
Cθ
)
tt′
= ρ(yt, yt′) = E[ytyt′ ] . (44)
Together with eqs. (15)-(17) the equations (27)-(28),(35)-(39),(42)-(44) form an exact recursive
scheme in order to obtain the order parameters of the system. The practical difficulty that
remains is the explicit correlations in the network at different time steps. As an illustration
we calculate the first three time steps in Appendix A.
4 Fixed-point equations
A second type of results can be obtained by requiring through the recursion relations (35)-(39)
that the local fields become time-independent. This means that most of the discrete noise part
is neglected. We show that this procedure leads to the same fixed-point equations as those
recently found from a replica symmetric thermodynamic approach [2].
First, for the BEG-model one can show that
H(t) = −
N∑
i=1
(
hi(t)σ˜i(t) + θi(t)σ˜
2
i (t)
)
, (45)
8
where the set {σi(t)} is the network configuration at time t and the {σ˜i(t)} are chosen such
that
ǫi[σ˜i(t)|σ(t)] = min
s∈S
ǫi[s|σ(t)] (46)
is a Lyapunov function for zero temperature. The proof is completely analogous to the argu-
mentation used in [11] and [12]. The choice of {σ˜i(t)} implies through the updating rule (3) that
σi(t+1) = σ˜i(t). For finite N , H(t) is bounded from below implying that H(t+1)−H(t) = 0
after finitely many time steps. This can be realized for σi(t + 2) = σi(t) for all i and, hence,
both two-cycles and fixed-points satisfy this condition. We only study fixed-points.
Next, we start by eliminating the time dependence in the evolution equations for the local
fields (31)-(32). This leads to
hi=
1
a
ξim+
1
1− χhN
(
0,
α
a2
q
)
+
α
a
ηhσi (47)
θi= ηil +
1
1− χθN
(
0,
α
a2(1− a)2 q
)
+
α
a(1− a)ηθσ
2
i , (48)
where from now on we forget about the pattern index 1 and where we have defined
ηx =
χx
1− χx , x = h, θ . (49)
This means that out of the discrete part of the local field distributions, i.e., Mi(t) (Li(t)), only
the σi(t − 1) (σ2i (t − 1)) term is kept besides, of course, the signal terms. These expressions
consist out of two parts: A normally distributed part, h˜i = N
(
ξim/a, αq/a
2(1 − χh)2
)
and
the analogous formula for θ˜i, and some discrete noise part. Employing these expressions in the
updating rule one finds
σi = g
(
h˜i +
α
a
ηhσi, θ˜i +
α
a(1− a)ηθσ
2
i
)
. (50)
This is a self-consistent equation in σi which, in general, admits more than one solution. This
type of equation has been solved in the case of analog neural networks with continuous time
dynamics [13] and in the case of Q-Ising neural networks [4], [10] using a Maxwell construction.
Here we follow the same line of reasoning for the joint probability distribution of the local
fields in the (h, θ)-plane (see fig. 1) leading to a unique solution
σi ≡ g˜
(
h˜i, θ˜i
)
= sign(h˜i)Θ
(
|h˜i|+ θ˜i +∆
)
, (51)
where
∆ =
α
2a
ηh +
α
2a(1− a)ηθ. (52)
Using the definition of the order parameters (see (10), (11)) in the limit N →∞ one finds in
the fixed point, dropping the index i
9
m=
1
a
〈〈
ξ
∫
Dz
∫
Dy g˜
(1
a
ξm+
√
αq
a(1− χh)z, ηl +
√
αq
a(1− a)(1− χθ)y
)〉〉
(53)
q=
〈〈∫
Dz
∫
Dy g˜2
(1
a
ξm+
√
αq
a(1− χh)z, ηl +
√
αq
a(1− a)(1− χθ)y
)〉〉
(54)
l=
〈〈
η
∫
Dz
∫
Dy g˜2
(1
a
ξm+
√
αq
a(1− χh)z, ηl +
√
αq
a(1− a)(1− χθ)y
)〉〉
. (55)
From (27)-(28), (38)-(39) and (25)-(26) it is clear that
D =
q
a3(1− χh)2 , E =
q
a(1− a)(1− χθ)2 (56)
with
χh=
1√
αa3D
〈〈∫
Dz
∫
Dy z g˜
(1
a
ξm+
√
αq
a(1− χh)z, ηl +
√
αq
a(1− a)(1− χθ)y
)〉〉
(57)
χθ =
1√
a(1− a)αE
〈〈∫
Dz
∫
Dy y g˜2
(1
a
ξm+
√
αq
a(1 − χh)z, ηl +
√
αq
a(1 − a)(1− χθ)y
)〉〉
.
(58)
These equations are the same as the fixed-point equations derived from a replica-symmetric
mean-field theory treatment [2].
P
h
θ
Fig. 1. The Maxwell construction. To the right of the short-dashed line the solution σ = 1 exists, to
the left of the long-dashed line, σ = −1 is a solution, and under the dotted line, σ = 0 exists. The
thick full line shows the unique solution, dividing the local fields space in three parts. The point P is
given by P =
(
0,−∆
)
.
5 Local field distribution
It is interesting to study the distribution of the local fields, the main ingredients in our dy-
namical scheme. First, we look at the stationary distribution. Since the Maxwell construction
we used is discussed in the plane (h, θ), we want to find the joint-distribution for the local
fields, ρ∞(h, θ) ≡ ρh(∞),θ(∞)(h, θ) defined by
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ρ∞(h, θ) =
∑
σ
∫
DzDyδ
(
h− 1
a
ξm− α
a
ηhσ − 1
1− χh
√
αq
a2
z
)
×δ
(
θ − ηl − α
a(1− a)ηθσ
2 − 1
1− χθ
√
αq
a2(1− a)2 y
)
Φ(σ) , (59)
where Φ(σ) is obtained from the updating rule after the Maxwell construction (see eq. (51))
Φ(σ) =Θ
(
− |h| − θ − αηh
2a
− αηθ
2a(1− a)
)
δσ,0
+Θ
(
h
)
Θ
(
h+ θ +
αηh
2a
+
αηθ
2a(1− a)
)
δσ,1
+Θ
(
− h
)
Θ
(
− h + θ + αηh
2a
+
αηθ
2a(1− a)
)
δσ,−1 . (60)
This leads to
ρ∞(h, θ) = ρ+1(h, θ)Θ(h− α
a
ηh)Θ(h+ θ −∆) + ρ−1(h, θ)Θ(−h− α
a
ηh)Θ(−h+ θ −∆)
+ ρ0(h, θ)Θ(−|h| − θ −∆) , (61)
where
ρσ =
(1− χh)(1− χθ)(1− a)a2
2πqα
exp
(
− 1
2
(h− ξ
a
m− α
a
ηhσ)
2
1
(1−χh)2
αq
a2
)
× exp
(
− 1
2
(θ − ηl − α
a(1−a)
ηθσ
2)2
1
(1−χθ)2
αq
a2(1−a)2
)
. (62)
Analyzing these expressions we see that the distribution ρ∞(h, θ) shows a gap. In fig. 2 we show
this gap structure which depends, of course, on the specific values of the physical parameters
α, a, χh, χθ of the system. The important points bordering these gaps are given by P+1 =
(α
a
ηh,∆− αaηh), P−1 = (−αa ηh,∆− αa ηh), P0 = (0,−∆).
GA
P GAP
GAP
h
θ
PP
P
ρρ
ρ
−1 +1
0
0
−1 +1
Fig. 2. The gap structure of ρ∞(h, θ). The coordinates of the points P+1, P−1, P0 are given in the
text. The integral ρ±1 in (61) is only different from zero in the region to the right (left) of the line
on which P±1 lies; ρ0 exists only below the line on which P0 lies.
11
Dividing this joint probability by their integrations with respect to h (or θ) we can obtain
projections on the θ (or h) axis
ρt=∞(h|θ0)= ρ∞(h, θ0)∫∞
−∞ ρ∞(h, θ0)dh
(63)
ρt=∞(θ|h0)= ρ∞(h0, θ)∫∞
−∞ ρ∞(h0, θ)dθ
. (64)
Finally, starting from (42)-(43) one can write down expressions for ρh(t)(h), ρθ(t)(θ) for the
first time steps and calculate both the joint probability and its projections from it. This is
illustrated in Appendix B. All these projections will be compared with numerical simulations
in the next Section.
6 Numerical results and simulations
The equations derived in Sections 3-5 and Appendices A and B have been studied numerically
and have been compared with simulations for systems up to N = 6000 neurons averaged over
500 runs.
We start with the remark that the initial conditions are not independent because positivity of
the relevant probabilities implies
q0 > am
1
0,
m10 − q0
1− a ≥ l
1
0, and for a ≥ q0 : l10 ≤
q0
a
for a ≤ q0 : l10 ≤
1− q0
1− a . (65)
The phase diagram of the fully connected BEG neural network has been discussed in [2] using
a replica-symmetric mean-field theory. From that work we see that for uniformly distributed
patterns the critical capacity at zero temperature is 0.091.
The first point we would like to examine is whether the recursive dynamical scheme we have
derived is confirmed by simulations. This is illustrated by some typical results in fig. 3 showing
the order parameters as a function of α for uniform patterns and m0 = 0.6, l0 = 0.6, q0 = 0.5.
We see that the theoretical results, given by the explicit formula in Appendix A, and the
simulations agree very well over the whole range of α’s. Furthermore, we learn that in the
retrieval regime the first time steps of the dynamics give us already a reasonable estimate for
the critical capacity especially through the order parameter l. This is also the case for the
other values of a, a = 0.02, 0.05, 0.08, we have considered.
These findings are confirmed by some typical (m(t), l(t)) flow diagrams. In figs. 4 and 5 we show
the results for uniform patterns and two values of α in the retrieval region, α = 0.015, 0.08,
giving us a good idea of the basin of attraction. Remark that to the right of the dotted line
we cannot start initially because of the condition (65). At later times we can enter this region
because q(t) changes from its initial value q(0) = a = 2/3. The dashed line in the figures 4a
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0.7
0.75
0.8
0.85
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0 0.05 0.1 0.15 0.2
α
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0.68
0.7
0.72
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q(t)
Fig. 3. Order parameters m(t), l(t) and q(t) as a function of the capacity α for the first three time
steps and a = 2/3,m0 = 0.6, l0 = 0.6, q0 = 0.5. Theoretical results (solid lines) versus simulations
with N = 6000 (time 1, 2 and 3 given by the plus symbol, times symbol respectively circles) are
shown.
and 5a indicates the border of the basin of attraction. To have an idea about the accuracy
of this basin boundary we also show in figs 4b and 5b the percentage of runs going to the
attractor on the line m0 = l0, starting from the (0,0)-point. The basin boundary is drawn
joining the starting points of the flow lines reaching the attractor with a percentage lying
between 45% and 55%, as visualized by the two parallel dashed lines. As expected, the basin
of attraction shrinks for increasing α, due to the appearance of other thermodynamically stable
states (spin-glass states), and the error for defining the basin boundary becomes bigger. For
comparable values of the relevant system parameters for the Q-Ising model one can verify (see
[10]) that the basin of attraction of the latter is smaller.
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Fig. 4. Flow diagram for uniform patterns a = 2/3 and capacity α = 0.015. In figure 4a, the
long-dashed line shows the basin boundary. The parallel dashed lines in figure 4b indicate the error
bounds.
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Fig. 5. As in fig. 4 for α = 0.08.
The next point we look at is the appearance of a so-called quadrupolar state (m = 0, l 6= 0).
Extended simulations did not show any such stable state at zero temperature in the fully
connected model. This is different from the findings in the diluted model where a quadrupolar
state is predicted [1]. However, recent discussions indicate that also for this diluted model the
quadrupolar state is not stable at temperature zero [14].
Finally, we consider the distributions of the local field, an important ingredient in our dynami-
cal scheme. We have investigated them numerically using the fixed-point equations mentioned
before and compared them with numerical simulations. Some typical results are shown in
figs. 6 for uniform patterns. In fig. 6a we show the joint distribution of the local fields, for
ξ = 0, projected on the h-axis, fixing θ = −0.6, in the retrieval region, α = 0.064, for
m0 = l0 = 0.5, q0 = 0.5, while fig.6b represents this distribution in the non-retrieval region,
α = 0.13, for m0 = l0 = 0.2, q0 = 0.5. The first time steps, given by the explicit formula in
Appendix B, are in complete agreement with the numerical simulations.
Concerning the gap structure we see that for the retrieval state there are, typically, small gaps
in the equilibrium distribution. For small α the gaps are very narrow (see insets of fig. 6a). In
the simulations these gaps show up very quickly. In order not to overload the figures we have
plotted one intermediate result for the time step t = 100. For the non-retrieval state the gaps
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are typically much bigger. Again in simulations the gaps show up rather quickly. In fig. 7 we
plot a 3-d picture of the equilibrium distribution for ξ = 0 in the spin-glass region, α = 0.013,
for uniform patterns. The gaps are clearly visible. We recall that the theoretical equilibrium
results coincide with the thermodynamic replica-symmetric solution and that it is expected
that the gaps are reduced to one point for the exact solution. It is extremely difficult to find
points touching the axis in the simulations because of the final size effects. Analogous results
have been found for the Hopfield model, the Q-Ising model [15], [16], [17] and, first, in the
infinite range spin-glass [18].
−1.5 −1 −0.5 0 0.5 1 1.5
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0.2
0.4
0.6
0.8
1
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(a)
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0
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0.3
0.4
0.5
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h|θ
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Fig. 6. Projections of the joint probability distribution of the local fields in the retrieval (α = 0.064,
fig. 6a) and the spin-glass phase (α = 0.13, fig. 6b). Simulations for time steps 0 (circles), 1 (squares)
and 100 (plus symbol) are shown. For clarity we have not included time 0 results in fig. 6b. Dotted,
solid and dashed lines show the theoretical results for times 0, 1 and ∞.
7 Conclusions
An evolution equation is derived for the distribution of the local field governing the parallel
dynamics at zero temperature of BEG networks. All feedback correlations are taken into
account. This distribution contains both a normally distributed part and a discrete part.
Employing this evolution equation a general recursive scheme is developed allowing one to
calculate the relevant order parameters of the system, i.e., the retrieval overlap, the activity
overlap and the neural activity for any time step. This scheme has been worked out explicitly
for the first three time steps of the dynamics.
Under the condition that the local field becomes time-independent, meaning that some of the
discrete noise is neglected, fixed-point equations are obtained for the order parameters. They
agree with those obtained from a mean-field replica symmetric thermodynamic approach. The
gap structure of the equilibrium local field distribution is examined. The gaps in the retrieval
regime are much smaller than those in the non-retrieval regime.
Extensive numerical simulations are performed for a system of 6000 neurons. They confirm the
results obtained from the dynamical scheme both for the local fields and the order parameters.
Furthermore, they illustrate that the first few time steps do give a reasonable estimate of the
15
Fig. 7. A 3-d plot of the joint probability for the local field distribution for ξ = 0 in the spin glass
phase, α = 0.013, and uniform patterns, a = 2/3, at t→∞.
critical capacity, especially through the activity overlap order parameter. Finally, flow diagrams
indicate the size of the basin of attraction of the retrieval state as a function of the loading.
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Appendix A
Following the general recursive scheme developed in Section 3, evolution equations are derived
for the first three time steps of the BEG fully connected network, taking into account all
correlations. Our starting point is the set of equations for the order parameters (15)-(17) with
the following initial conditions
m1(0) = m0, l
1(0) = l0, q(0) = q0 (66)
hi(0) =
1
a
ξ1im0 +N (0,
αq0
a2
), θi(0) = η
1
i l0 +N (0,
αq0
a2(1− a)2 ) (67)
D(0) =
q0
a3
, E(0) =
q0
a(1− a) , V (0) = αaD(0), W (0) =
αE(0)
a(1− a) . (68)
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From now on we forget about the superscript 1 to indicate the condensed pattern.
First time step
We immediately get from (15)-(17)
m(1)=
1
a
〈〈
ξ
∫
Dz
∫
Dy g
(
h′0(z), θ
′
0(y)
)〉〉
(69)
q(1)=
〈〈∫
Dz
∫
Dy g2
(
h′0(z), θ
′
0(y)
)〉〉
(70)
l(1)=
〈〈
η
∫
Dz
∫
Dy g2
(
h′0(z), θ
′
0(y)
)〉〉
, (71)
where Dx = dx exp(−x2/2)/√2π denotes the Gaussian measure and
h′0(z) =
1
a
ξm0 +
√
V (0) z, θ′0(y) = ηl0 +
√
W (0) y . (72)
From the definition of h˜µN,i(t) and θ˜
µ
N,i(t), we know that, when N → ∞, the elements in the
pairs {ξµi , g(h˜µi (0), θ˜µi (0))}, {ξµi , σi(0)}, {ηµi , g2(h˜µi (0), θ˜µi (0))} and {ηµi , σ2i (0)} are uncorrelated
for µ 6= 1. Therefore, using the recursion relations (38) (39) we get
D(1)=
q(1)
a3
+ χ2h(0)D(0) + 2χh(0)R(1, 0) (73)
E(1)=
q(1)
a(1− a) + χ
2
θ(0)E(0) + 2χθ(0)S(1, 0) , (74)
where, in general, the correlation parameters are defined as
R(t, t′)=
1
a3
E
[
g(h˜(t− 1), θ˜(t− 1))g(h˜(t′ − 1), θ˜(t′ − 1))
]
(75)
R(t, 0)=
1
a3
E
[
σ(0)g(h˜(t− 1), θ˜(t− 1))
]
(76)
S(t, t′)=
1
a(1− a)E
[
g2(h˜(t− 1), θ˜(t− 1))g2(h˜(t′ − 1), θ˜(t′ − 1))
]
(77)
S(t, 0)=
1
a(1− a)E
[
σ2(0)g2(h˜(t− 1), θ˜(t− 1))
]
(78)
leading, in the limit N →∞, to the following formula for the first time step
R(1, 0)=
1
a3
〈〈
σ(0)
∫
Dz
∫
Dy g
(
h′0(z), θ
′
0(y)
)〉〉
(79)
S(1, 0)=
1
a(1− a)
〈〈
σ2(0)
∫
Dz
∫
Dy g2
(
h′0(z), θ
′
0(y)
)〉〉
. (80)
Since at time zero there are no correlations yet
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χh(0)=
1
a
√
V (0)
〈〈∫
Dz
∫
Dy z g
(
h′0(z), θ
′
0(y)
)〉〉
(81)
χθ(0)=
1
a(1− a)
√
W (0)
〈〈∫
Dz
∫
Dy y g2
(
h′0(z), θ
′
0(y)
)〉〉
. (82)
Second time step
First, we need the distribution of the local fiels at time t = 1. This follows immediately from
(35)-(36) and (37)
hi(1)=
ξi
a
m(1) +
α
a
χh(0)σi(0) +N (0, V (1)) (83)
θi(1)= ηil(1) +
α
a(1− a)χθ(0)σ
2
i (0) +N (0,W (1)) . (84)
These results allow us to write down the order parameters at time step 2:
m(2)=
1
a
〈〈
ξ
∫
Dz
∫
Dy g
(
h′1(z), θ
′
1(y)
)〉〉
(85)
q(2)=
〈〈∫
Dz
∫
Dy g2
(
h′1(z), θ
′
1(y)
)〉〉
(86)
l(2)=
〈〈
η
∫
Dz
∫
Dy g2
(
h′1(z), θ
′
1(y)
)〉〉
, (87)
where
h′1(z) =
1
a
ξm(1) +
α
a
χh(0)σi(0) +
√
V (1) z (88)
θ′1(y)= ηl(1) +
α
a(1− a)χθ(0)σ
2
i (0) +
√
W (1) y (89)
and
χh(1)=
1
a
√
V (1)
〈〈∫
Dz
∫
Dy z g
(
h′1(z), θ
′
1(y)
)〉〉
(90)
χθ(1)=
1
a(1− a)
√
W (1)
〈〈∫
Dz
∫
Dy y g2
(
h′1(z), θ
′
1(y)
)〉〉
. (91)
The calculation of the variance of the residual overlap needs some more work. From the
recursion relations (38)-(39) one finds
D(2)=
q(2)
a3
+ χ2h(1)D(1) + 2χh(1)
(
R(2, 1) + χh(0)R(2, 0)
)
(92)
E(2)=
q(2)
a(1− a) + χ
2
θ(1)E(1) + 2χθ(1)
(
S(2, 1) + χθ(0)S(2, 0)
)
, (93)
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where R(2, 0) and S(2, 0) can be written down immediately
R(2, 0)=
1
a3
〈〈
σ(0)
∫
Dz
∫
Dy g
(
h′1(z), θ
′
1(y)
)〉〉
(94)
S(2, 0)=
1
a(1− a)
〈〈
σ2(0)
∫
Dz
∫
Dy g2
(
h′1(z), θ
′
1(y)
)〉〉
. (95)
To obtain R(2, 1) and S(2, 1) we remark that the local fields at time steps 0 and 1 are corre-
lated. The correlation coefficients of their normally distributed part, viz.
ρh(t, t
′)=
E[(h(t)−M(t))(h(t′)−M(t′))]√
V (t)
√
V (t′)
(96)
ρθ(t, t
′)=
E[(θ(t)− L(t))(hθ(t′)− L(t′))]√
W (t)
√
W (t′)
(97)
is found using the recursion formula (83)-(84)
ρh(1, 0) =
R(1, 0) +D(0)χh(0)√
D(0)D(1)
ρθ(1, 0) =
S(1, 0) + E(0)χθ(0)√
E(0)E(1)
. (98)
Employing all this in eqs. (75) and (77) we arrive at
R(2, 1)=
1
a3
〈〈∫
Dω1,0h (z, s)
∫
Dω1,0θ (y, t) g
(
h′1(z), θ
′
1(y)
)
g
(
h′0(s), θ
′
0(t)
)〉〉
(99)
S(2, 1)=
1
a(1− a)
〈〈∫
Dω1,0h (z, s)
∫
Dω1,0θ (y, t) g
2
(
h′1(z), θ
′
1(y)
)
g2
(
h′0(s), θ
′
0(t)
)〉〉
,(100)
where the joint distribution Dωa,bx (z, y) equals
Dωa,bx (z, y) =
dzdy
2π
√
1− ρ2x(a, b)
exp
(
−z
2 − 2zyρx(a, b) + y2
2(1− ρ2x(a, b))
)
. (101)
Third time step
We start by writing down the distribution of the local fiels at t = 2
hi(2)=
ξi
a
m(2) +
α
a
χh(2)
[
σi(1) + χh(0)σi(0)
]
+N (0, V (2)) (102)
θi(2)= ηil(2) +
α
a(1− a)χθ(1)
[
σ2i (1) + χθ(0)σ
2
i
]
+N (0,W (2)) . (103)
In order to write down the expressions for the order parameters starting from (15)-(17) the
average has to be taken over the Gaussian noise, σi(0) and σi(1). The average over σi(0)
causes no difficulties because this initial configuration is chosen randomly. The average over
the Gaussian random noise variable appearing in hi(2), θi(2), and σi(1) is more tricky because,
e.g., hi(2) and σi(1) are correlated by the dynamics. However, the evolution equation tells us
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that σi(1) can be replaced by g(hi(0), θi(0)) and, hence, its average taken over hi(0),θi(0)
instead of σi(1). From the recursion relation (31)-(32) one finds for the relevant correlation
coefficients
ρh(2, 0)=
R(2, 0) +R(1, 0)χh(1) +D(0)χh(1)χh(0)√
D(0)D(2)
(104)
ρθ(2, 0)=
S(2, 0) + S(1, 0)χθ(1) + E(0)χθ(1)χθ(0)√
E(0)E(2)
. (105)
Using this we get
m(3)=
1
a
〈〈
ξ
∫
Dω2,0h (z, s)
∫
Dω2,0θ (y, t)g (h
′
2(z, s, t), θ
′
2(y, s, t))
〉〉
(106)
q(3)=
〈〈∫
Dω2,0h (z, s)
∫
Dω2,0θ (y, t)g
2 (h′2(z, s, t), θ
′
2(y, s, t))
〉〉
(107)
l(3)=
〈〈
η
∫
Dω2,0h (z, s)
∫
Dω2,0θ (y, t)g
2 (h′2(z, s, t), θ
′
2(y, s, t))
〉〉
(108)
with the joint distributions as defined before (see, (101)) and
h′2(z, s, t) =
1
a
ξm(2) +
α
a
χh(1)[g(h
′
0(s), θ
′
0(t)) + χh(0)σ(0)] +
√
V (2) z (109)
θ′2(y, s, t)= ηl(2) +
α
a(1− a)χθ(1)[g
2(h′0(s), θ
′
0(t)) + χθ(0)σ
2(0)] +
√
W (2) y . (110)
In the same way further time steps can be calculated at the price of more complicated algebraic
expressions.
Appendix B
We calculate explicitly the projected joint distributions for the local fields for the first time
steps. Starting from (42)-(43) we obtain
ρh(0)(h) =
1√
2πV (0)
exp
{−(h− ξ
a
m0)
2
2V (0)
}
(111)
ρθ(0)(θ) =
1√
2πW (0)
exp
{−(θ − ηl0)2
2W (0)
}
(112)
and
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ρh(1)(h) =
1√
2πV (1)
exp
{−(h− ξ
a
m(1)− α
a
χh(0)σ(0))
2
2V (1)
}
(113)
ρθ(1)(θ) =
1√
2πW (1)
exp
{−(θ − ηl(1)− α
a(1−a)
χθ(0)σ
2(0))2
2W (1)
}
. (114)
To construct the joint probability for t = 0 we just have to take the product of (111) and
(112). In order to find the joint probability for t = 1 we have to average the product of (113)
and (114)over σ(0). This leads to
ρt=1(h, θ) =
1
2π
√
V (1)W (1)
×
[
q0
2
exp
{−(h− ξ
a
m(1)− α
a
χh(0))
2
2V (1)
−
−(θ − ηl(1)− α
a(1−a)
χθ(0))
2
2W (1)
}
+
q0
2
exp
{−(h− ξ
a
m(1) + α
a
χh(0))
2
2V (1)
−
−(θ − ηl(1)− α
a(1−a)
χθ(0))
2
2W (1)
}
+(1− q0) exp
{−(h− ξ
a
m(1))2
2V (1)
− −(θ − ηl(1))
2
2W (1)
}]
. (115)
The projected distributions are then obtained analogously to eqs. (63) and (64). For t = 0 we
find back (111) and (112) confirming again that the local fields at time zero are independent
because no correlations are present yet. For the first time step we obtain
ρt=1(h|θ0)= 1√
2πV (1)
[
q0
2
exp
{−(θ0 − ηl(1)− αa(1−a)χθ(0))2
2W (1)
}
×
(
exp
{−(h− ξ
a
m(1)− α
a
χh(0))
2
2V (1)
}
+ exp
{−(h− ξ
a
m(1) + α
a
χh(0))
2
2V (1)
})
×
+(1− q0) exp
{−(h− ξ
a
m(1))2
2V (1)
}
exp
{−(θ0 − ηl(1))2
2W (1)
}]
×
[
q0 exp
{−(θ0 − ηl(1)− αa(1−a)χθ(0))2
2W (1)
}
+ (1− q0) exp
{−(θ0 − ηl(1))2
2W (1)
}]−1
(116)
and finally
21
ρt=1(θ|h0)= 1√
2πW (1)
[
q0
2
exp
{−(θ − ηl(1)− α
a(1−a)
χθ(0))
2
2W (1)
}
×
(
exp
{−(h0 − ξam(1)− αaχh(0))2
2V (1)
}
+ exp
{−(h0 − ξam(1) + αaχh(0))2
2V (1)
})
+(1− q0) exp
{−(h0 − ξam(1))2
2V (1)
}
exp
{−(θ − ηl(1))2
2W (1)
}]
×
[
q0
2
exp
{−(h0 − ξam(1)− αaχh(0))2
2V (1)
}
+
q0
2
exp
{−(h0 − ξam(1) + αaχh(0))2
2V (1)
}
+(1− q0) exp
{−(h0 − ξam(1))2
2V (1)
}]−1
. (117)
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