Given m unknown parameters with corresponding independent estimators, the Benjamini-Hochberg (BH) procedure can be used to classify the sign of parameters such that the proportion of erroneous directional decisions (directional FDR) is controlled. More ambitiously, our goal is to construct sign-determining confidence intervals -rather than only classifying the sign -such that the proportion of non-covering constructed intervals (FCR) is controlled. We suggest a valid procedure, driven by a choice of a marginal confidence interval, which employs the FCR-adjustment of Benjamini and Yekutieli in order to construct a maximum number of sign-determining confidence intervals. The shape of the marginal confidence interval in our procedure controls the tradeoff between the tendency to construct more confidence intervals (power) and the length of the constructed intervals. For example, using a one-sided marginal confidence interval will select according to a level-2q BH procedure but construct intervals of unbounded length; while using the two-sided marginal confidence interval will select according to a level-q BH procedure and in turn construct shortest confidence intervals. We propose a new marginal confidence interval by modifying the Quasi-Conventional interval of Benjamini et al. that, when used in our procedure, nicely balances this tradeoff.
Introduction
In many applications the object of inference is a high dimensional vector of location parameters θ 1 , ..., θ m and the goal is to classify the sign of as many θ i as possible as nonnegative or nonpositive, subject to some error bound on the rate of misclassification. There are, therefore, three possible decisions regarding each parameter -declare it nonnegative, declare it nonpositive or make no decision at all -where the third option is allowed in order to make the error bound achievable. The multiple three-decision problem is well known and has been studied in many previous works. For example, Bohrer (1979) derives the most powerful rule controlling the probability of making at least one misclassification. In this paper we consider decision rules that control the expected proportion of misclassified θ i (directional false discovery rate).
While sign classification may be of primary interest, it is usually valuable to supplement a directional decision for θ i with a confidence interval that is as short as possible and compatible with the directional decision. Thus we may think of a two-stage procedure, where based on the estimators T a subset of the m parameters is first highlighted as the set of parameters declared positive or negative by the classification rule, and then a confidence interval is constructed for each of the highlighted parameters. As such, the problem fits the general framework of Benjamini and Yekutieli (2005, BY hereafter) , where an arbitrary selection rule S is applied to the data, and is followed by constructing a confidence interval for each selected parameter. Whereas without selection a marginal confidence interval ensures nominal coverage probability, BY show that selection may dramatically reduce the conditional coverage probability of the confidence interval, that the amount of reduction is a function of the unknown parameter value, and that it is impossible to construct a confidence interval for θ i that provides nominal conditional coverage probability for every selection rule S. BY therefore suggest instead that the quantity to be controlled by confidence intervals constructed following selection, is the false coverage-statement rate (FCR), defined as expected proportion of noncovering intervals constructed. Moreover, they present a general method for constructing FCR-adjusted confidence intervals for selected parameters: if the components of T are independently distributed, then inflating the coverage probability of the marginal confidence intervals constructed for selected parameters from 1 − q to 1 − R · q/m, where R = |S(T)| is the number of selected parameters, ensures FCR ≤ q for any selection rule S.
As a two-stage procedure we could consider any valid sign classification rule and independently construct confidence intervals for selected parameters by applying the BY FCR adjustment to an arbitrary marginal confidence interval. While this procedure would separately control both the misclassification error rate (directional FDR) and the noncoverage rate for the constructed intervals (FCR), it would not, in general, guarantee that the inter-vals are compatible with the directional decision. In other words, it is possible that a confidence interval that includes negative values is constructed for a parameter that is declared nonnegative (and vice versa) . To avoid such unpleasing situations, instead of constructing FCR-adjusted confidence intervals after the fact, we suggest that the BY FCR adjustment be used to determine the selected subset of parameters, namely, that the sign of θ i be classified if and only if a corresponding FCR-adjusted confidence interval which includes only nonnegative or only nonpositive values, can be constructed. Extending the correspondence between the confidence interval including values of one sign only and making a directional decision to multiple sign-classification rules, this scheme will per construction ensure compatibility of the confidence interval with the directional decision. Furthermore, control of the directional false discovery rate for the directional decisions will be a simple consequence of control of the FCR for the confidence intervals. To be more specific, for a marginal confidence interval that is monotone and symmetric (these properties made precise in the following section), CI = CI(t; 1 − α), the procedure we suggest consists of applying the following algorithm to the vector T, where T (r) denotes the observation with r largest absolute value: (a) set For a choice of a (monotone and symmetric) marginal confidence interval CI, the algorithm above selects the maximum number of parameters for which FCR-adjusted intervals which include only nonnegative or only nonpositive values, can be constructed. Hence the choice of CI determines not only the shape of the constructed intervals but also the number of selected parameters. Specifically, different choices correspond to selecting parameters according to the BH procedure (Benjamini and Hochberg, 1995) at a level between q and 2q.
We illustrate this in the following example.
) be the twosided p-value for testing the null hypothesis H 0i :
for the ordered absolute values of the observations, and denote P (1) ≤ P (2) ≤ · · · ≤ P (m) for the ordered p-values.
In the first case the marginal 1 − α confidence interval used is the two-sided symmetric interval CI(t; 1 − α) = (t − z α/2 , t + z α/2 ), for z p = Φ −1 (p). Since for any α this confidence interval includes values of one sign only whenever z 1−α/2 ≤ |t|, the algorithm described above selects the parameters corresponding to the R = max r : z 1−r·q/(2m) ≤ |T (r) | = max r : P (r) ≤ r · q/m largest observations, which is exactly the set of parameters rejected by the BH procedure when applied at level q. The constructed confidence interval for each
In the second case the marginal 1 − α confidence interval used is the one-sided interval
For any α this confidence interval includes values of one sign only already when z 1−α ≤ |t|. Our procedure therefore selects the set of parameters corresponding to the R = max r : z 1−r·q/m ≤ |T (r) | = max r : P (r) ≤ r · (2q)/m largest observations, which is the set of parameters rejected by the BH procedure when applied at level 2q. The constructed
It is important to note that although the set of discoveries in that case is the same as in a level 2q BH, now only weak sign classification is made as opposed to strict sign classification in the previous case.
In both cases, a selected parameter θ i , i ∈ S(T), is classified as nonnegative if T i > 0 or as
} is the set of noncovering constructed confidence intervals, and
is the set of parameters for which an incorrect directional decision is made, then V SD ⊆ V CI .
Defining the weak directional FDR as the expected value of V SD /R and the FCR as the expected value of V CI /R, this implies that the weak directional FDR is smaller than the FCR for our procedure, hence FCR control in particular ensures weak directional FDR control.
In Example 1 the procedure that employs the one-sided marginal confidence interval selects more parameters than the procedure that employs the two-sided confidence interval, but in turn constructs worse (infinitely long) confidence intervals. This sharp tradeoff between power to make more discoveries and length of the constructed confidence intervals can be moderated by using a marginal confidence interval which itself balances between length and early sign determination, that is, avoiding values of opposite signs for relatively small values of the observation. Such a marginal confidence interval will stop including values of opposite signs for c < |T | where z 1−α < c < z 1−α/2 , and will be longer than 2z 1−α/2 for at least some values of T , but not infinitely long. As a result, our level-q procedure will select more parameters than a level-q BH procedure but not as many as selected by a level-2q BH procedure, while constructing confidence intervals of controlled length. Finner (1994) , allows shorter intervals to be constructed for the selected parameters, than would be constructed if the original QC interval were used. As discussed in section 4, a further advantage of using the new confidence interval in our selective procedure is that the FCR is lower bounded by q/2, implying that constructed intervals are not excessively long. This is not the case when the original QC interval is used.
Lastly, we remark that setting as our objective as weak sign classification rather than strict sign classification, is important in order to enable increased power as compared to the directional BH procedure (the first case described in Example 1). However, there is no reason to refrain from making a strict classification of the sign when it is possible, that is, when a constructed confidence interval does not include zero. In other words, if a constructed confidence interval lies in (0, ∞) or (−∞, 0), we may report that the corresponding parameter is positive or negative, respectively, instead of just nonnegative or nonpositive. In the following section we therefore consider rather than a three-decision rule a five-decision rule, which may classify a parameter as nonnegative, nonpositive, positive, negative or make no decision at all. This detail does not change our procedure conceptually, and was avoided in the introduction for simplicity.
The paper is organized as follows. In Section 2 we review the work of Benjamini and
Yekutieli and describe the FCR adjustment of marginal confidence intervals for independent estimators. Section 3 introduces a general procedure for constructing selective, signdetermining confidence intervals with FCR control. A new marginal confidence interval, to be used in conjunction with our general procedure, is developed in Section 4, where we also recall the work of Benjamini et al. and of Finner as background. In section 5 we apply our methods in a simulation study that demonstrates its advantages, and Section 6 concludes with an example that involves data from a neurological study. Proofs are generally deferred to the appendix.
Review
BY set up a framework for selection-adjusted inference when multiple parameters are con-
that S is a pre-specified selection rule yielding a subset S(T) ⊂ {1, ..., m} and that a procedure, which may depend on S and on S(T), is used to construct confidence intervals for the parameters {θ j : j ∈ S(T)}. Denote by R CI the number of confidence intervals constructed and by V CI the number of noncovering confidence intervals constructed. Then BY define the false coverage-statement rate (FCR) to be the expected value of
Thus the FCR depends on S, which specifies what subset of parameters is selected in light of the data, and on the procedure which specifies how confidence intervals are constucted for any selected subset of parameters.
Suppose that at our disposal is a procedure CI(t; 1 − α) which, for any α ∈ (0, 1),
Furthermore, suppose that the procedure satisfies the following monotonicity requirement:
, for any value of t, any 0 ≤ α, α ≤ 1 (II) CI(−t; 1 − α) = −CI(t; 1 − α) and inf {ν : ν ∈ CI(t; 1 − α)} is increasing in
S is an arbitrary selection rule, then constructing
does not necessarily guarantee FCR ≤ q, which should be obvious from considering, for example, a rule that selects the parameter corresponding to the largest of m > 1 independent estimators (here R CI ≡ 1). On the other hand, constructing the marginal confidence interval at level 1 − q/m trivially ensures FCR ≤ q. Indeed, denoting
Under independence of the estimators, however, BY show that the Bonferroni adjustment is conservative, and a smaller increase in the confidence level is sufficient to ensure FCR ≤ q.
Specifically, they prove that the FCR is controlled at level q under the following scheme.
Definition 1. Level-q BY FCR-Adjusted Selective CI procedure 1. Apply the selection criterion S to obtain S(T).
For each selected parameter
where T (i) is the vector obtained by omitting T i from T.
3. For each selected parameter θ i , i ∈ S(T), construct the following confidence interval:
For many selection criteria (e.g., the BH procedure) S(T (i) , T i = t) is constant in t, and therefore R min (T (i) ) = R CI . In that case, to adjust the confidence intervals one simply has to multiply the marginal non-coverage level q by the number of parameters selected and divide by m.
3 Selective sign-determining CI procedures
where f is a density function symmeteric around zero and unimodal. Consider a procedure in which 1. According to a prespecified rule S a subset S(T) ⊆ {1, ..., m} is selected based on T 2. For each i ∈ S(T), a confidence interval CI i for θ i is constructed which contains only nonnegative or only nonpositive values
We say that a confidence interval which does not include values of opposite signs (but may include zero) determines the sign of θ. If in addition zero is not included, we say that the confidence interval strictly determines the sign of θ. Accordingly, we call a procedure defined as above a selective sign-determining confidence interval procedure (SSD-CI hereafter). As in the setup of BY, a confidence interval is not necessarily constructed for each of the original m parameters, but only for these selected in light of the data. Thus, considering the FCR of an SSD-CI is appropriate.
Any SSD-CI procedure corresponds to a multiple directional-decision rule, where a parameter is calssified as nonnegative, positive, non-positive or negative according as the confidence interval is a subset of [0, ∞) but not of (0, ∞), of (0, ∞), of (−∞, 0] but not of (−∞, 0) or of (−∞, 0). Hence, in addition to the FCR, a property of a SSD-CI is the weak directional FDR, defined to be the expected value of
where R CI = |S(T)| and V W SD is the number of parameters for which a wrong directional decision was made: a positive parameter classified as non-positive or negative, a negative parameter classified as nonnegative or positive, or a zero parameter classified as positive or negative. Since an incorrect directional decision for θ i necessarily implies that a non-covering interval is constructed for θ i , a SSD-CI procedure always has FCR ≤ weak directional FDR.
Therefore, a SSD-CI which controls the FCR at level q in particular controls the weak directional FDR at level q.
A trivial case of a SSD-CI is when each constructed confidence interval is exactly one of 0) . In that case, the procedure is no more and no less than a multiple directional-decision rule, and the FCR and the weak directional FDR are the same.
However, it is often desirable to supplement a directional decision with confidence bounds that provide additional information, that is, confine the parameter values to a strict subset
. For example, it is valuable to be able to state that θ i ∈ (0.1, 5.7) rather than just θ i > 0. This motivates looking for FCR controlling SSD-CI procedures which construct confidence bounds that are not trivial (as they were above).
Unfortunately, as we shall see later in this section, non-trivial confidence bound may bear the price of weaker power to make discoveries, that is, to make sign classifications. In the current work we suggest a flexible procedure which controls this tradeoff.
We now turn to describe a wide class of SSD-CI procedures that control the FCR under independence of the estimators. Suppose that CI(α) = CI(t; 1 − α) is any marginal confi- 
.., m are independent, the procedure in definition 2 enjoys F CR ≤ q.
Proof. We show that the SSD-CI procedure uses the BY FCR-adjusted confidence level for the constructed confidence intervals, in other words, the SSD-CI procedure is just the BY procedure in definition 1 for the selection rule S * in definition 2. This will finish the proof, as the level-q BY procedure has F CR ≤ q for any selection rule.
It remains to show that for the procedure in definition 2, R min (T (i) ) = R, in other words,
. Indeed, if this is true, then the constructed intervals use the BY-adjusted level and therefore F CR ≤ q. This part of the proof is left to the appendix.
For a given marginal procedure CI(t; 1 − α), the SSD-CI procedure of definition 2 constructs the largest number possible of BY FCR-adjusted confidence intervals that determine the sign. Since the set of discoveries is determined based on the adjusted marginal confidence intervals, our procedure is completely characterized by the choice of the marginal confidence interval. In particular, this choice affects both the tendency of the procedure to construct more confidence intervals and the shape of the constructed confidence intervals: using a marginal confidence interval that stops including values of opposite signs for relatively small values of |t| will increase the power to make discoveries, i.e., construct confidence intervals, at the (potential) cost of a wider confidence interval when constructed. Example 1 demonstrate this idea by applying the SSD-CI procedure with the marginal confidence interval first chosen as the usual two-sided interval CI(t; 1 − α) = (t − z α/2 , t + z α/2 ), and second as the one-sided interval (1). The one-sided confidence interval determines the sign earlier than the two-sided confidence interval, at z 1−α as compared to z 1−α/2 , hence in the second step of the procedure in definition 2, a confidence interval for θ (r) would include only nonnegative or only nonpositive values already when z R·q/m ≤ |T (r) |, as compared to z R·q/(2m) ≤ |T (r) | if a two-sided interval is used. On the other hand, the intervals constructed when the one-sided interval is used are much wider (in fact, they are infinitely long) than the symmetric intervals constructed when the two-sided interval is used.
In the following example the SSD-CI procedure is implemented using a more sophisticated one-sided marginal confidence interval.
Example 2. The FCR-adjusted SSD-CI using Pratt's confidence interval. The setting is the same as in Example 1. For the SSD-CI procedure of definition 2, take
with CI(−t; 1 − α) = −CI(−t; 1 − α)) for t < 0. Referred to as Pratt's confidence interval by Benjamini et al., this confidence interval satisfies Requirement (MON) and determines the sign of θ as early as possible, that is, starting at z 1−α . Hence, R = max r : z 1−r·q/m ≤ |T (r) | = max r : P (r) ≤ r · (2q)/m , and the procedure selects according to a level-2q BH procedure, as was the case in the second part of Example 1. However, the constructed confidence interval for a selected parameter is now
Even though the Pratt interval, as opposed to the trivial one-sided interval, has finite length for any α and any t, its length is unbounded, this being a necessary consequence of sign determination as early as z 1−α . Early sign determination for a marginal confidence interval, which implies increased power to make discoveries, indeed has the inevitable price of inflated length of the confidence interval, at least on some range of the observation value.
Nevertheless, the examples of marginal confidence intervals used in examples 1 and 2 are somewhat extreme instances: the two-sided interval with smallest possible maximum length, and the one-sided intervals (whether the trivial one or the Pratt interval) with earliest possible sign determination. Instead, it is possible to use a marginal confidence interval that makes a compromise between these two extremes, with earlier sign determination than the symmetric two-sided confidence interval and yet moderate maximum length. The QuasiConventional (QC hereafter) family of confidence intervals suggested by Benjamini et al.
(1998) is indexed by a parameter which controls the balance between these two properties.
When used in the SSD-CI procedure above, it therefore allows for a procedure that selects parameters as would a BH procedure at a level between q and 2q, while controlling the length of the constructed confidence intervals. While using the QC interval would result in the attempted compromise, it can be modified such that shorter intervals are constructed at no expense. Our proposed modification of the QC interval is described in the next section.
A Modified Quasi-Conventional CI
In this section we present a new family of confidence intervals that adopts a feature from Finner (1994) to modify the QC interval of Benjamini et al.. The idea is to take advantage of the fact that in the SSD-CI procedure only sign-determining confidence intervals are ultimately constructed; Hence inflating the QC confidence interval whenever it anyway includes values of opposite signs, has no cost on the one hand, while it allows a shorter confidence interval when the sign is determined on the other hand.
Benjamini et al. (1998) suggested a confidence interval for θ based on
where f is a unimodal, symmetric probability density function. They obtain their confidence interval by inverting a family of tests. If for each value of θ an acceptance region A(θ) is specified such that Pr θ (T ∈ A(θ)) ≥ 1 − α, then the convex hull of {θ : T ∈ A(θ)} is a 1 − α level confidence interval for θ. Specifically, they suggest the following family of acceptance regions:
with A(θ) = −A(−θ) for θ < 0, and wherec = F −1 (1 − ψα) for 1/2 < ψ < 1;c = F −1 (1−α+F (−c)); and c 1−α/2 = F −1 (1−α/2). The resulting confidence interval determines the sign for |t| >c, which ranges between the 1 − α/2 and 1 − α quantiles according as ψ ranges between 1/2 and 1. While earlier sign determination (i.e., larger ψ) implies larger maximum length of the confidence interval, for any 1/2 < ψ < 1 the QC confidence interval eventually (that is, for a large enough value of |t|) reverts to the usual symmetric confidence interval.
Like the QC interval, we obtain the modified Quasi-Conventional (MQC hereafter) interval by inverting a family of level-α acceptance regions. Hence, consider
with A(θ) = −A(−θ) for θ < 0, and wherec = F −1 (1 − ψα) for 1/2 < ψ < 1;c =
As before, ψ is a parameter which controls how early the confidence interval determines the sign of θ, and is chosen in advance.
QC acceptance regions, because we need to distinguish between a few cases for the value of ψ. Let:
(a)c = g (0) (b) ψ 1 be the value of ψ such thatc = 2c + c 1−α/2 (c) ψ 2 be the value of ψ such thatc =c + 2c 1−α/2
Then, depending on choice of 1/2 < ψ < 1, the convex hull of the set {θ : t ∈ A(θ)} for the family of acceptance regions given in (4) has the following form:
If ψ 2 < ψ,
where in (6) g −1 (t) is well defined since g is strictly increasing to ∞ on −c + c 1−α/2 < t, and in particular onc < t.
The QC and the MQC intervals determine the sign of θ starting at exactly the same value of |t|, but the latter constructs shorter intervals on a subset of |t| >c at the expense of wider intervals for all |t| <c. For each of the three cases above the lower end for a range of |t| >c is farther away from zero, where in the last two cases -that is, when ψ 1 < ψ -there is a discontinuity point for the lower bound just when the confidence interval separates from zero (t =c). From a practical point of view, however, at least when T is normally distributed, ψ 1 tends to be very close to 1: for example, when α = 0.1, ψ 1 > 0.999, and it is even closer to 1 for smaller α. This means that for typical, small values of α, unless ψ is chosen extremely close to 1, the first case above describes the confidence bounds. Both confidence intervals (weakly) determine the sign of θ starting at the same value of |t|. When the sign is determined, the new method gives bounds further away from zero for a range of t values which begins when the confidence interval separates from zero, while both ends of the new confidence interval are within the range of the original QC interval.
The SSD-CI procedure of definition 2, equipped with any marginal confidence interval that satisfies Requirement (MON), enjoys FCR≤ q. The exact FCR, however, depends on the marginal confidence interval that is used. For a symmetric two-sided confidence intervalthat is, for the BH-selected BY-adjusted procedure -BY show that the FCR is also bounded from below by q/2. This is, of course, a favorable property because it implies that the constructed confidence intervals are not excessively long. We show a similar result for the SSD-CI procedure using the MQC interval.
Theorem 2. For independent, normally distributed estimators with a known variance, the SSD-CI using the MQC interval with 0 < ψ < 0.9 enjoys FCR ≥ q/2 if 0 < q < 0.25.
While Theorem 2 asserts that using the MQC interval, under the stated conditions, the FCR is at lest q/2, it is typically close to q. Indeed, for 0 < α < 0.25 and 0 < ψ < 0.9 the probability in (9) is approximately q for all θ 0 except for a small region where it may decrease to as low as α/2. For example, when α = .01 and ψ = .85, if |θ 0 | / ∈ (0, .48) and |θ 0 | / ∈ (6.43, 7.4), then the probability in (9) is at least 0.99α. For many θ = (θ 1 , ..., θ m ), therefore, the inequality in (15) can be made much sharper and FCR≈ q.
If we use the SSD-CI procedure with the original QC interval, on the other hand, the FCR may fall significantly below q/2, and in fact this will be the case for "many" configurations of θ = (θ 1 , ..., θ m ).
Simulation Study
We carried out two different simulations that demonstrate the performance of the MQCequipped SSD-CI procedure. The first simulation illustrates the asymmetric shape of the MQC intervals and its increased power to classify the sign of parameters over the BH directional procedure. We took m = 300 parameters where θ 1 , ..., θ 160 were sampled from an exponential distribution with mean 0.5, and θ 161 , ..., θ 300 were sampled from a N (3, 1) distribution. Each θ 1 was then randomly assigned a positive or a negative sign. The independent observations are T 1 , ..., T 300 with T i ∼ N (θ i , 1). Figure 2 Rosenblatt and Benjamini revisit this data set and explore different methods to construct confidence intervals which account for selection bias in reported voxels. Their approach is, generally, a two-stage procedure, first selecting parameters and then constructing corresponding confidence intervals, but the goal is still FCR control for the ultimately constructed intervals. In that sense the situation is similar to the one we consider, where their selection-adjusted confidence intervals that exclude values of opposite signs can be used in particular to make directional decisions.
Specifically, one of the schemes used in Rosenblatt and Benjamini is selection via the BH procedure. If willing to settle for weak (rather than strict) sign determination, our method suggests an alternative which tends to discover more parameters. Thus, we apply our method to the z-scores computed for each voxel for the Fisher-transformed correlations, and which were processed by Rosenblatt and Benjamini and kindly made available to us.
A level 0.1 BH procedure applied to the two-sided p-values found 18,844 voxels to have a non-zero correlation. On the other hand, the level 0.1 SSD-CI procedure using the MQC interval with ψ = 0.85 was able to weakly classify the sign of a total of 36,131 correlations, where for 27,117 of these a strict sign classification was made. For comparison, the SSD-CI procedure corresponding to level 0.2 BH procedure reports 43,804 parameters, all signs weakly classified. Hence the BH at half the level makes 57% less discoveries, all with strict sign classification; Whereas the MQC-equipped SSD-CI makes only 18% less discoveries, the majority of them with strict sign classification. Figure 3 displays the MQC confidence intervals constructed for the 33,856 correlations classified as nonnegative, along with the QC intervals and, for reference, the symmetric intervals corresponding to selection according to a level 0.1 BH procedure. It is seen that for a majority of the discoveries, the lower endpoint of the MQC interval is farther away from zero than that of the QC interval, even though the latter yields the same set of discoveries.
Appendix
Without loss of generality, we show that |S * (T (1) , T 1 = t)| is constant over t for all t is such 
and τ (i) is an increasing sequence. Define now a vector, which depends on T (1) only, bỹ
We will show that if 1 ∈ S * (T) then i * =ĩ * , hence if 1 ∈ S * (T) then |S * (T)| = m − i * + 1 = m −ĩ * + 1, which does not depend on t.
First, note that 1 ∈ S * (T) ⇐⇒ τ (ĩ * ) ≤ t. Indeed, If t < τ (ĩ * ), then for all i ≤ĩ * , , t) ≥ τ (ĩ * ), which together with the fact
To complete the proof of our claim, observe that when τ (ĩ
, which implies that i * ≤ĩ * . We conclude that i * =ĩ * , as required.
Proof of Theorem 2
We prove the theorem for the case Var(T i ) = 1.
First we claim that for ψ < 0.9, the MQC interval is given by (6) for all 0 < α < 0.25. By
Theorem 2, we need to verify that ψ 1 > 0.9 for all 0 < α < 0.25. It can be verified that ψ 1 is a decreasing function of α on 0 < α < 0.25, and we have ψ 1 = 0.978 > 0.9, which together imply that 0.9 < inf{ψ 1 : 0 < α < 0.25} as required.
Let 0 < α < 0.25 and 0 < ψ < 0.9. We now consider a single parameter, θ, and a corresponding estimator T ∼ N (θ, 1), and show that the probability that a sign-determining non-covering confidence interval is constructed for θ, is no less than α/2 for all θ. 
If the confidence interval were obtained simply by inverting the acceptance regions A(θ) in (4), the event θ 0 / ∈ CI(T ; 1 − α) could be replaced by T / ∈ A(θ 0 ); Alas, the confidence interval is obtained by taking the convex hull of the inverse set, in which case it is possible that T / ∈ A(θ 0 ) and yet θ 0 ∈ CI(T ; 1 − α). We can overcome this difficulty by considering the "effective" acceptance regions,Ā(θ), which take into account the fact that the convex hull of {θ : T ∈ A(θ)} is taken, in that CI(T ; 1 − α) = {θ : T ∈Ā(θ)} (here without the convex hull). Denoting by l(θ) and u(θ) the lower and upper ends of A(θ), respectively, and denoting byl(θ) andū(θ) the lower and upper ends ofĀ(θ), respectively, it holds that
withĀ(θ) = −Ā(−θ) for θ < 0 and where
Now we can write
Pr θ 0 (N CI) = Pr θ 0 (|T | ≥c, T / ∈Ā(θ)),
and we note that for 0 < θ <c + c α/2 , (−c, c) ⊂Ā(θ), hence Pr θ 0 (N CI) = Pr θ 0 (T / ∈Ā(θ)).
For θ 0 = 0, this is exactly α. For 0 < θ 0 <c −c, Pr θ 0 (T / ∈Ā(θ)) = Pr θ 0 (T / ∈ (−c,c)), which is minimized at θ 0 = (c −c)/2. In order that Pr (c−c)/2 (T / ∈Ā(θ)) be less than α/2, in which case Pr (c−c)/2 (N CI) < α/2, it must be thatc +c > 2c α/4 . We claim that this cannot be the case. Hence, for any α, let ψ * be the value of ψ for whichc +c = 2c α/4 . Then for a fixed α, ψ < ψ * implies thatc +c < 2c α/4 . Now, it can be verified that lim α→+0 ψ * > 0.9 (but lim α→+0 ψ * < 0.94) and that ψ * is an increasing function of α on 0 < α < 0.25, which imply that ψ * > 0.9 for all 0 < α < 0.25. It follows thatc +c < 2c α/4 for all 0 < α < 0.25, and we conclude that Pr(N CI) ≥ α/2 also for 0 < θ 0 <c −c. In any case, Pr θ 0 (N CI) does not drop below α/2.
Finally, to evaluate the FCR, we follow a computation similar to that in BY. Let 0 < q < 0.25 and 0 < ψ < 0.9. Denote by CI i (1 − α) = CI(T i ; 1 − α) a level 1 − α MQC interval using parameter ψ, and byc(1 − α) = Φ −1 (1 − ψ · α) the value of the quantityc associated with it. Furthermore, let C (i) k = {T (i) : R min (T (i) ) = k}. For the SSD-CI procedure using the MQC intervals R min = R CI , in which case BY show that
Using the fact that i ∈ S(T) if and only if |T i | ≥c 1 − R CI ·q m , we can replace the right hand side of the last equality by Sign-determining confidence intervals for voxel-wise transformed correlations (data from Tom et al., 2007) . A total of 36131 MQC confidence intervals were constructed by the SSD-CI procedure at level q = 0.1 , 27117 of the intervals do not include zero. Black dots correspond to MQC confidence intervals, and gray lines to QC confidence intervals, for the 33856 nonnegative z-scores. Broken lines are confidence intervals corresponding to level 0.1 BH selection. Solid line is the identity line.
