Abstract-In this paper, we propose a family of short block codes (SBCs) designed for guaranteed convergence in soft-bitassisted iterative joint source and channel decoding, which facilitate improved iterative soft-bit source decoding (SBSD) and channel decoding. Data-partitioned (DP) H.264 source-coded video is used to evaluate the performance of our system using SBCassisted SBSD, in conjunction with recursive systematic convolution (RSC) codes for transmission over correlated narrow-band Rayleigh fading channels. The effect of different SBC schemes having diverse minimum Hamming distances d H,min and code rates on the attainable system performance is demonstrated, when using iterative SBSD and channel decoding, while keeping the overall bit rate budget constant by appropriately partitioning the total available bit rate budget between the source and channel codecs to improve the overall bit error rate (BER) performance and to enhance the objective video quality expressed in terms of peak signal-to-noise ratio (PSNR).
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Nasruminallah and Lajos Hanzo, Fellow, IEEE 1 PSNR is the most widely used and simplest form of objective video quality measure that represents the ratio of the peak-to-peak signal to the root-meansquared noise [1] .
days of wireless video communications [3] - [6] , substantial further advances have been made in the field of both proprietary and standard-based solutions [7] , [8] . Furthermore, the joint optimization of different functions such as joint source and channel decoding (JSCD) has gained considerable attention. The family of JSCD schemes often relies on exploiting the residual redundancy in the source-coded bit stream. Fingscheidt and Vary [9] and Fingscheidt et al. [10] proposed soft-bit source decoding (SBSD) to exploit the natural residual redundancy of the source-coded bit stream for improving the convergence of iterative source-channel decoding (ISCD) [11] , [12] . However, only moderate residual redundancy is left in the sourcecoded bit stream when using advanced state-of-the-art coding techniques. Therefore, we propose to deliberately impose additional redundancy on the source-coded bit stream with the aid of the novel class of SBCs proposed. In our experimental setup, the H.264/AVC video codec [13] is used to encode the input video sequence and generate the source-coded bit stream. The H.264/AVC codec employs heterogeneous variable length coding and predictive coding techniques to achieve high compression efficiency, which makes the compressed bit stream susceptible to transmission errors [1] . A single bit error in the coded stream may corrupt the decoding of numerous future codewords. Moreover, due to predictive coding, the effects of channel errors may affect the neighboring video blocks due to error propagation. Therefore, the transmission of compressed video over wireless systems is a challenging task. Various errorresilient schemes have been proposed in [1] to alleviate these problems, but the price paid is potential reduction in the achievable compression efficiency and increase in computational complexity. An iterative joint source-channel decoding procedure inspired by the concept of serial concatenated codes was presented in [14] . A symbol-based soft-input a posteriori probability decoder was presented in [15] , where the residual redundancy was exploited for improved error protection. Instead of the traditional serial concatenation of the classic variable length codes (VLCs) with a channel code, a parallel concatenated coding scheme was presented in [16] , where the VLCs were combined with a turbo code. On the other hand, a novel irregular variable length coding (IrVLC) scheme designed for near-capacity joint source and channel coding was proposed in [17] . Likewise, Hanzo et al. [7] advocated the employment of state-of-the-art high-speed-packet-access-style [18] burst-byburst adaptive transceivers for interactive cellular and cordless video telephony, which are capable of accommodating 0018-9545/$26.00 © 2009 IEEE time-variant channel quality fluctuation of wireless channels. An iterative-source-and-channel-decoding-aided irregular convolutional coded videophone scheme using reversible variablelength codes and the maximum a posteriori (MAP) [19] detection algorithm was proposed in [20] . The performance analysis of soft-bit-assisted iterative JSCD was presented in [21] , where differential-space-time-spreading-aided spherepacking modulation was invoked, which dispensed with channel estimation and provided both spatio-temporal diversity and multiuser support. Furthermore, a joint source-channel decoding method based on the MAP algorithm was proposed by Wang and Yu [22] . Instead of the well-known convolutional coded ISCD, an ISCD based on two serial concatenated short block codes (SBCs) was proposed by Clevorn et al. [23] . In the aforementioned scheme, a (6, 3) outer block code served as a redundant index assignment, whereas a rate-1 block code was used as inner code. Similarly, Thobaben [24] provided the performance analysis of a single-parity check code with rate R = 4/5 used to protect the quantized source symbols relative to specifically designed VLCs. Joint source channel coding schemes employing a linear block code with rate R = 4/5 to map the quantized source symbols to a binary representation were combined with an inner irregular channel encoder in [25] . An optimized bit rate allocation scheme using an inner channel encoder with rate r = 1, 2 along with k = 3 to k = 6 source mapping, was proposed in [26] , and its performance was evaluated relative to conventional ISCD using a recursive nonsystematic convolutional inner code with rate r = 1/2. The turbo decodulation scheme presented in [27] and [28] consisted of two iterative loops: The inner loop was composed of the two components of bit-interleaved coded modulation using iterative decoding, and the outer loop was constituted by the ISCD scheme. By contrast, in [29] , SBC-based redundant index assignment and multidimensional mapping were used to artificially introduce redundancy, and a single iterative loop was employed. Similarly, Clevorn et al. [30] presented new design and optimization guidelines for performance improvement of the ISCD using the concept of redundant index assignment with specific generator matrices.
In contrast to this background, where specific mapping examples were provided for iterative source and channel coding, we present powerful yet low-complexity algorithms for SBCs, which can be used to generate SBCs for a variety of mapping rates associated with diverse d H,min values that are applicable to wide-ranging multimedia services. Additionally, instead of modeling the sources with the aid of their correlation, the practically achievable interactive video performance trends are quantified when using state-of-the-art video-coding techniques, such as H.264/AVC. More explicitly, instead of assuming a specific source-correlation model, we based our system design examples on the simulation of the actual H.264/AVC sourcecoded bit stream. The SBC-aided SBSD scheme was utilized for protecting the H.264-coded bit stream using recursive systematic convolution (RSC) codes [19] . The SBC coding scheme was incorporated by carefully partitioning the total available bit rate budget between the source and channel codecs, which 2 Superscript was adopted from [26] . results in an improved performance when ISCD is employed. Explicitly, an E b /N 0 gain of 25 dB is attained using ISCD, when employing a rate-1/3 SBC scheme, in comparison with a realistic identical-rate benchmarker dispensing with the SBC scheme.
The rest of this paper is organized as follows: In Section II, we portray our system model, along with an overview of the H.264 encoded bit stream and SBSD. An overview of ISCD is provided in Section III, along with our proposed SBC coding algorithms, accompanied by a design example. Section IV provides the EXtrinsic Information Transfer (EXIT) chart analysis of our proposed system model, whereas the performance of the proposed system is characterized with the aid of our simulation results in Section V. Finally, we offer our conclusions in Section VI.
II. SYSTEM OVERVIEW

A. H.264-Coded Stream Structure
The H.264/AVC codec's structure is notionally divided into the video-coding layer (VCL) and the network abstraction layer (NAL) [31] . The hybrid video-coding functions designed for improved coding efficiency are part of the VCL, whereas the NAL is designed for improved network adaptation and is responsible for the reliable transport of the resultant bit stream generated by the VCL over a wide range of transport layer protocols. The H.264/AVC generates a number of video-frame slices, which are formed by an integer number of consecutive macro blocks (MBs) of a picture. The number of MBs per slice may vary from a single MB to all the MBs of a picture in a given slice. Error-resilient data partitioning (DP) [32] has been incorporated in the H.264/AVC codec to mitigate the effects of channel errors. In the H.264/AVC codec, DP results in three different types of streams per slice, which are referred to as Type-A, -B, and -C partitions, each containing specific sets of coding parameters having different levels of importance. Additionally, the H.264-coded stream contains information related to the group-of-pictures sequence and a so-called picture parameter set containing information related to all the slices of a single picture. All these different syntax elements are contained in NAL units (NALUs), which consist of a 1-B header and a payload of a variable number of bytes containing the coded symbols of the corresponding H.264 syntax element. The type of data contained by the NALU is identified by the 5-bit NALU type field contained in the NALU header.
B. System Model
The schematic of our proposed videophone arrangement used as our design example for quantifying the performance of various SBC schemes is shown in Fig. 1 . At the transmitter side, the video sequence is compressed using the H.264 video codec, and video source bit stream x k is mapped or encoded into bit string x m using the specific SBC coding scheme employed. Subsequently, the output bit string after SBC coding is interleaved using the bit interleaver Π of Fig. 1 , yielding the interleaved sequencex m , which is then encoded by an RSC code having a specific code rate given in Table I . Interleaving and deinterleaving constitute an important step in the iterative decoder of Fig. 1 , ensuring that the bits are input in their expected original order to the component decoders and ascertaining that the statistical independence of the extrinsic log-likelihood ratios (LLRs) is retained. Since, in addition to the specific design of the interleaver, the degree of statistical independence guaranteed by an interleaver is also related to its length [33] , instead of independently performing the ISCD operation on the various frame slices, we concatenated all the bits generated by each type of partition for the different MBs within each slice of a given frame, which results in a longer interleaver without extending the video delay and hence improves the achievable performance of iterative decoding. The resultant bit stream is quaternary phase shift keying (QPSK) modulated and transmitted over a temporally correlated narrow-band Rayleigh fading channel associated with the normalized Doppler frequency of
, where f D is the Doppler frequency, and T s is the symbol duration. At the receiver, the signal is QPSK demodulated, and the resultant soft information is passed to the RSC decoder. The extracted extrinsic information is then exchanged between the SBSD and RSC decoders of Fig. 1 [11] .
Following QPSK demodulation at the receiver, the soft information is extracted in the form of its LLR representation D M,a . This soft information D M,a is forwarded to the RSC inner decoder, which processes it, along with the a priori information L M,a fed back from the outer decoder of 
C. Soft-Bit Source Decoding
The conventional SBSD scheme gleans its extrinsic information from the natural residual redundancy, which inherently remains in the bit stream after source encoding and manifests itself in terms of the nonuniform probability of occurrence of the resultant bit patterns. More explicitly, for SBC coding, the source-encoded bit stream is partitioned into M = 2 K -ary or K-bit symbols, each of which has a different probability of occurrence and will be termed as the information word encoded by the proposed SBC. The redundancy of the source bit stream is then characterized with the aid of the nonuniform M = 2 Kary symbol probability distribution
K -ary symbol. 3 Details regarding the extrinsic information generation algorithm using SBSD for the zero-order Markov model can be obtained from [11] . Provided that the bits of an M = 2 K -ary symbol may be considered independent of each other, the channels' output information generated for the τ th K-bit symbol is generated by the product of each of the constituent single-bit probabilities, which is given as
] is the received K-bit SBC-coded sequence representing the τ th M -ary, symbol, and
] is the corresponding transmitted bit sequence, again, provided that all these bits are independent of each other. For each desired bit
] is expressed as
Finally, the resultant extrinsic LLR value can be acquired for each bit of the τ th symbol by combining its channel output information and the a priori knowledge of the corresponding τ th symbol as [9] , [11] 
Although the proposed technique is generic and, hence, is applicable to arbitrary speech, audio, and video source codecs, in our design example, the redundancy of the source-coded bit stream is characterized with the aid of the nonuniform M -ary symbol probability distribution 4 using the H.264/AVC videoencoded bit stream of the 300-frame "Akiyo" video sequence, the 150-frame "Miss America" video clip, and the 300-frame "Mother&Daughter" video sequence, which were used as training sequences.
III. SBC-BASED ITERATIVE SOURCE CHANNEL DECODING
A. Iterative Convergence
The purpose of ISCD is to utilize the constituent inner and outer decoders to assist each other in an iterative fashion to glean the highest possible extrinsic information [L extr SBSD (x ) and L extr RSC (x)] from each other. In fact, the achievable performance of SBSD is limited by the factor that its achievable iteration gain is actually dependent on the residual redundancy or correlation that remains in the coded bit pattern x i after limited-complexity limited-delay lossy source encoding [1] . However, despite using limited-complexity limited-delay lossy compression, the achievable performance improvements of SBSD may remain limited due to the limited residual redundancy in the video-encoded bit stream when using the highcompression H.264/AVC video codec. It may be observed from the simulation results of [35] that typically using SBSD for the H.264/AVC-coded bit stream results in negligible system performance improvements beyond two decoding iterations. Hence, to improve the achievable ISCD performance gain, we artificially introduce redundancy in the source-coded bit stream using a technique that we refer to as SBC coding. The novel philosophy of our SBC design is based on exploiting a specific property of EXIT charts [36] . More explicitly, an iterativedecoding-aided receiver is capable of near-capacity operation at an infinitesimally low decoded bit error rate (BER), if there is an open tunnel between the EXIT curves of the inner and outer decoder components. We will demonstrate that this condition is clearly satisfied, when these two EXIT curves have a point of intersection at the (I A , I B ) = (1, 1) corner of the EXIT chart, where The sufficient and necessary condition for this iterative detection-convergence criterion to be met in the presence of perfect a priori information was shown in detail by Kliewer et al. [37] to be that the legitimate codewords have a minimum Hamming distance of d H,min = 2. Then, the ISCD scheme becomes capable of achieving the highest possible source entropy denoted as H(X) = 1 bit, provided that the input a priori information of the SBSD is perfect. This motivates the design of the proposed SBC schemes, because it is plausible that, using our design procedure, all legitimate SBC codewords having a specific mapping rate equivalent to the reciprocal of the classic code rate results in a code table satisfying the condition of d H,min ≥ 2. Using appropriately designed SBCs, it may be guaranteed that the EXIT curve of the combined source codec and SBC block becomes capable of reaching the (I A , I E ) = (1, 1) point of perfect convergence, i.e., the maximum I E will be taken at the I A = 1 point of the EXIT chart [11] , regardless of the EXIT curve shape of the standalone source encoder.
Having outlined the theoretical justification for achieving perfect convergence to an infinitesimally low BER, let us now introduce the proposed SBC [K,N ] encoding algorithms, which map or encode each K-bit symbol of the source set X to the N -bit code words of the SBC set f (X) while maintaining a minimum Hamming distance of d H,min ≥ 2. According to our SBC [K,N ] encoding procedure, video stream x k is partitioned into M = 2 K -ary or K-bit source symbols, each of which has a different probability of occurrence and will alternatively be termed as the information word to be encoded into N = (K + P ) bits, where P represents the number of redundant bits per K-bit source symbol.
Algorithm I: For P = 1, the redundant bit r τ is generated for the τ th M -ary source symbol by calculating the exclusive-OR (XOR) function of its K constituent bits as follows:
where ⊕ represents the XOR operation. The resultant redundant bit can be incorporated in any of the [K + 1] different bit positions to create [K + 1] different legitimate SBC-encoded words, as presented in Table II , each having a minimum Hamming distance of d H,min = 2 from all the others. The encoded symbols of the rate-2/3, -3/4, -4/5, and -5/6 SBCs, along with their corresponding minimum Hamming distance d H,min , is summarized in Table I for the specific case of incorporating the redundant bit r τ at the end of the τ th K-bit source symbol. 
for k = 1, 2,. . . ,K, while setting b τ (k)=0, as presented in Table III , where ⊕ represents the XOR operation. Using this method, a carefully controlled redundancy is imposed by the specific rate r = [K/N ] SBC [K,N ] to ensure that the resultant N -bit codewords exhibit a minimum Hamming distance of d H,min ≥ 2 between the M = 2 K number of legitimate K-bit source code words. This method also results in a gradual increase in the d H,min of the coded symbols upon increasing both K and N of the SBC [K,N ] considered, as shown in Table I , until the maximum achievable d H,min is reached for the specific SBC coding rate.
B. Design Example
Let us now demonstrate the power of SBCs with the aid of a design example. As an example, the SBC [K,N ] -encoded symbols generated by applying rate-2/3, rate-3/4, rate-4/5, rate-5/6, and rate-1/3 coding schemes generated using Algorithms I and II are detailed in Table I possible N -bit symbols are legitimate in the mapped sourcecoded bit stream, which exhibits a nonuniform probability of occurrence for the N -bit source symbols. Fig. 2 shows the EXIT characteristics of the SBSD scheme of Fig. 1 using either the rate-1 5 or the rate < 1 SBC [K,N ] schemes of Algorithms I and II shown in Table I . More specifically, the EXIT curve of SBSD using rate-1/3, rate-2/3, rate-3/4, rate-4/5, and rate-5/6 SBCs does indeed reach to the top right corner of the EXIT chart at (I A , I E ) = (1, 1) and, hence, results in an infinitesimally low BER. By contrast, the SBSD scheme using a rate-1 SBC, i.e., no SBC, fails to do so. In conclusion, the simulation results recorded for the system presented in Fig. 1 reveal that the performance of SBSD strongly depends on the presence or absence of residual source redundancy, which typically manifests itself in the form of nonuniform probability of occurrence for the N -bit source-coded symbols. The coding parameters of the different SBC schemes used in our design example are shown in Table I . In this design example, our primary aim is to analyze the performance of the proposed Algorithms I and II, in conjunction with various SBCs having different coding rates and d H,min . For this reason, we selected rate-1/3 SBCs generated using Algorithm II, which provide sufficiently diverse d H,min values of 3, 4, 5, and 6 to analyze the associated effects on the achievable performance while employing an RSC code as our inner code. Therefore, considering a rate-1/3 SBC code, along with a rate-3/4 inner RSC code, resulted in an overall system code rate of 1/4. We considered a concatenated RSC encoder with rate R = 1/4, constraint length L = 4, and generator sequences
, and g 4 = [1111], which are represented as G = [1, g2/g1, g3/ g1, g4/g1]; here, "1" denotes the systematic output; the first output g 1 is fed back to the input; and g 2 , g 3 , and g 4 denote the feedforward output of the RSC encoder. Additionally, for the SBC performance evaluation using our proposed system with a relatively high overall system code rate of R = 1/2 presented in Table I , we utilized a concatenated RSC encoder with rate R = 1/2, constraint length L = 3, and generator sequences g 1 = [111] and g 2 = [101], which are represented
Observe from the table that an overall code rate of R = 1/4 and R = 1/2 was maintained by adjusting the puncturing rate of the concatenated RSC to accommodate the different SBC rates of Table I .
IV. EXIT-CHART ANALYSIS
At the receiver shown in Fig. 1 , iterative soft-bit source and channel decoding is applied by exchanging extrinsic information between the receiver blocks, which has the capability of improving the achievable subjective video quality. EXIT charts were utilized to characterize the mutual information exchange between the input and output of both the inner and outer components of an iterative decoder and, hence, to analyze its decoding convergence behavior. Additionally, the actual decoding trajectories acquired while using various SBCs generated using Algorithms I and II were presented by recording the mutual information at the input and output of both the inner and outer decoders during the bit-by-bit Monte Carlo simulation of the iterative SBSD algorithm. Fig. 3 shows the decoding trajectories recorded at E b /N 0 = 0 and − 1 dB, when employing the rate-2/3 SBCs of Algorithm I as the outer code, along with the corresponding rate-3/8 RSC code.
Furthermore, the decoding trajectories obtained by employing rate-1/3 outer SBCs of type SBC [5, 15] , which were generated using Algorithm II, and the rate-3/4 inner RSC detailed in Table I , were recorded at E b /N 0 = −4 and − 4.5 dB, as shown in Fig. 4 . It may be observed from the EXIT trajectories of Figs. 3 and 4 that, as expected, the convergence behavior of the SBCs improves upon increasing d H,min .
V. SYSTEM PERFORMANCE RESULTS
In this section, we present our performance results for the proposed system. A 45-frame "Akiyo" video sequence [1] in (176 × 144)-pixel quarter common intermediate format (QCIF) was used as our test sequence and was encoded using the H.264/AVC JM 13.2 reference video codec at 15 frames/s at the target bit rate of 64 kb/s. Using the H.264/AVC codec, each Fig. 3 . EXIT chart and simulated decoding trajectories of the SBC [2, 3] scheme at E b /N 0 = 0 and − 1 dB. Fig. 4 . EXIT chart and simulated decoding trajectories of the SBC [5, 15] scheme at E b /N 0 = −4 and − 4.5 dB.
QCIF frame was partitioned into nine slices, and each slice was composed of 11 MBs. The resultant video-encoded clip consisted of an intracoded "I" frame, followed by 44 predicted or "P" frames, corresponding to a lag of 3 s between the "I" frames at a frame rate of 15 frames/s. The periodic insertion of "I" frames curtailed error propagation beyond 45 frames.
Additional source codec parameters were set. 1) Quarter-pixel motion estimation resolution was used.
2) Intraframe MB update was used.
3) All MB types were enabled. 4) No multiframe prediction was used. 5) No B slices were used. 6) Universal-variable-length-coding-type entropy coding was used. 7) Error concealment was performed using the motion vector recovery algorithm of [38] .
To control the effects of error propagation, we incorporated error resilience features, such as DP and intraframe-coded MB updates of three randomly distributed MBs per frame. The insertion of "B" pictures was avoided, because it results in an unacceptable loss of lip synchronization as a result of the corresponding delay incurred due to the bidirectionally predicted video-coding operations [38] . Additionally, only the immediately preceding frame was used for motion search, which results in reduced computational complexity, compared with that using multiple reference frames. These video-coding parameters were chosen, bearing in mind that the error resilience of the DPaided H.264/AVC stream is directly related to the number of "P" frames inserted between two consecutive "I" frames.
The remaining error-resilient encoding techniques, such as the employment of multiple reference frames for interframe motion compensation and flexible MB ordering [39] , were turned off because they typically result in modest video performance improvements in low-motion head-and-shoulders video sequences, such as the "Akiyo" clip, despite their substantially increased complexity. These encoder settings result in reduced encoder complexity and realistic real-time implementation. Moreover, since handheld videophones have to have low complexity, we limited the number of iterations between the RSC and SBSD decoders to I t = 10, when using a rate-1 SBC, i.e., no SBC. Similarly, we used I t = 10 iterations when applying SBCs having a rate below unity. For the sake of increasing the confidence in our results, we repeated each 45-frame experiment 160 times and averaged the results generated. A range of different SBCs generated using our proposed Algorithms I and II are given in Table I , which are used as the outer codes of Fig. 1 to evaluate their achievable system performance improvements. We evaluated the performance of our proposed system by keeping the same overall code rate and video rate for the different considered error protection schemes. Fig. 5 shows the performance of the various rate-2/3, -3/4, -4/5, and -5/6 SBCs, along with the rate-1/3 SBC-based error protection schemes of Table I in terms of the attainable BER, in comparison with the rate-1 SBC-based scheme. Additionally, the performance trends expressed in terms of the peak SNR (PSNR) versus E b /N 0 curves are shown in Fig. 6 . It may be observed in Fig. 6 that the SBC [5, 15] scheme having d H,min = 6 provides the best PSNR performance among the eight different SBC schemes of Table I across the entire E b /N 0 region considered. Furthermore, observe from Fig. 6 that the lowest rate-2/3 outer SBC, combined with rate-3/8 inner RSC, results in the best PSNR performance, outperforming the rate-3/4, rate-4/5, and rate-5/6 SBCs generated using Algorithm I. It may also be observed in Fig. 6 that using SBSD in conjunction with the rate-1 outer SBC and rate-1/4 inner RSC results in worse PSNR performance than the outer SBCs having a less-than-unity rate combined with the corresponding inner RSC of Table I while maintaining the same overall code rate. Additionally, Figs. 5 and 6 also present the BER and PSNR performance of our proposed system while employing rate-2/3 SBCs relative to the rate-1 SBC-based scheme, considering an overall system code rate of R = 1/2. Quantitatively, using the SBCs of Table I having a rate lower than 1 and overall system code rate of R = 1/4, an additional E b /N 0 gain of up to 25 dB may be Table I . Table I. achieved over the rate-1 SBC at the PSNR degradation point of 1 dB.
Finally, the achievable subjective video qualities of the video telephone schemes utilizing various types of SBCs generated using Algorithms I and II are presented in Figs. 7 and 8 , respectively. To have a fair subjective video quality comparison, we averaged both the luminance and chrominance components of the 30 video test sequences, which were decoded using the H.264 video codec for each type of setup. The achievable subjective video quality recorded at the channel E b /N 0 value of 0.5 dB using rate-2/3, rate-3/4, rate-4/5, and rate-5/6 SBCs of Algorithm I is shown in Fig. 7 . Observe from Fig. 7 that the achievable video quality improves upon decreasing the SBC code rate.
Similarly, Fig. 8 shows the subjective video quality obtained at (left to right) E b /N 0 = −4.1 dB, −3.9 dB, −3.0 dB, and −2.1 dB using rate-1/3 SBCs of type (top to bottom) SBC [2, 6] , SBC [3, 9] , SBC [4, 12] , and SBC [5, 15] . Observe from Fig. 8 that a nearly unimpaired quality is obtained for the rate-1/3 SBCs having (top to bottom) d H,min = 3, 4, 5, and 6 at E b /N 0 values of −2.5, −3.0, −3.9, and −4.1 dB, respectively. This implies that the subjective video quality of the system improves upon increasing d H,min of the SBCs employed. Fig. 7 . Subjective video quality of the 45th "Akiyo" video sequence frame using (left to right) rate-2/3, rate-3/4, rate-4/5, and rate-5/6 SBCs of Algorithm I summarized in Table I at E b /N 0 = 0.5 dB. Fig. 8 . Subjective video quality of the forty-fifth "Akiyo" video sequence frame using rate-1/3 SBCs of type (top to bottom) SBC [2, 6] , SBC [3, 9] , SBC [4, 12] , and SBC [5, 15] of Algorithm II summarized in Table I at (left to right) E b /N 0 = −4.1 dB, −3.9 dB, −3 dB, and −2.1 dB.
VI. CONCLUSION
In this paper, we have proposed generic low-complexity SBCs for satisfying the necessary and sufficient condition of d H,min = 2, hence guaranteeing decoding convergence for arbitrary SBSD-aided multimedia source codecs. We have applied diverse error-protection schemes considering the transmission of DP-aided H.264/AVC-coded video using carefully selected SBCs having diverse d H,min values. Furthermore, iterative soft-bit source and channel decoding has been used to enhance the attainable BER performance and improve the objective video quality expressed in terms of PSNR. It has been demonstrated that the bit-error correction capability of the ISCD scheme was significantly improved with the advent of the rate-1/3 SBC scheme, owing to the intentional increase in redundancy of the source-coded bit stream, when we beneficially partitioned the total available bit rate budget between the source and channel codecs. Additionally, the convergence behavior of the ISCD system has been analyzed using EXIT charts. The H.264/SBC/RSC design example using SBCs having d H,min = 6 has exhibited an E b /N 0 gain of 2.25 dB at the PSNR degradation point of 1 dB over the identical-rate SBCs having d H,min = 3. Additionally, an E b /N 0 gain of 9 dB has been achieved, compared with the rate-5/6 SBCs having d H,min = 2 and an identical overall code rate. Moreover, an E b /N 0 gain of 25 dB has been attained at the PSNR degradation point of 1 dB using iterative soft-bit source and channel decoding with the aid of rate-1/3 SBCs, in comparison with the identical-rate benchmarker. Our future research will consider the design of systematic variable-length SBC coding techniques to intentionally introduce redundancy in the source-coded bit stream based on the relative importance of the different H.264/AVC partitions.
