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           On a family of algebraic vector bundles. 
 By 
                       Masaki MARUYAMA
 Introductiorr.-In the theory of algebraic vector bundles, 
it seems to the writer that it is very important to have a nice answer 
to the problem to "construct a lot of vector bundles on high dimensional 
algebraic variety." It is, of course, desirable that the structure 
of a vector bundle is easily known from its construction. A main 
purpose of this paper is to look for an answer to the above problem. 
      As for our problem, two answers are known: 
     (1) Schwarzenberger - Hironaka - Kleiman , CS , \ OJ ), 
      For a vector bundle E on a smooth quasi-projective variety X 
over an infinite field there is a monoidal transformation f : X' S X 
with smooth center such that f*(E) contains a sublinebundle. This 
was proved by Schwarzenberger in the case where X is a surface, by 
Hironaka in the characteristic 0 case and by Kleiman in the general 
case. The above fact implies that every vector bundle on a smooth
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quasi-projective variety is a successive extension of linebundles 
if one performs monoidal transformations on the base variety. Thus 
every vector bundle on a smooth quasi-projective variety is obtained by 
"extension + descent  ". But the descent problem is very difficult. 
In fact the answer to the descent problem is known only in the case 
where the base space is a surface (Schwarzenberger Ui) ). 
Schwarzenberger's answer was very powerful in his theory of almost 
decomposable (i.e. non-simple) vector bundles. But he needed 
another method in order to construct simple vector bundles on P2 
                                                               (2) Schwarzenberger- Oda ([1,]  , U f] ) . If f : X'-.X is 
a flat and finite morphism, then f*(L) is a vector bundle(locally 
free sheaf) on X for any linebundle L on X'. Using this fact, 
Schwarzenberger studied simple vector bundles on some algebraic 
surfaces( [i1] ). T. Oda studied f*(L) in the case where f is 
an isogeny of abelian varieties. This method faces the following problem: 
     What morphism and linebundle does a given vector bundle come from ? 
     This is also difficult.
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     In general and in these treatment too, "base change" gives 
rise to some difficulties  . Our starting point is to find a method 
to construct vector bundles without "base change". There is known 
a nice model, that is, the theory of elementary transformation of 
ruled surfaces, and we shall generalize elementary transformations 
of ruled surfaces to those of PN-bundles on a locally noetherian 
scheme. An interesting result is that every PN-bundle on a non-singular 
quasi-projective variety S over an algebraically closed field k with 
dim S < 3 is obtained by an elementary transformation from the direct 
N 
product Pk x S. This result leads us to the concept of regular vector 
bundles. Some big families of vector bunles are constructed in 
Chapter II. The family of regularvector bundles contains a large 
subfamily of simple vector bundles (see Chapter III, § l) This fact 
implies that if S is a non-singular projective variety over k and 
if S* Pk,then there is a simple vector bundle on S (Corollary 3. 4, 1) 
In the rank 2 case, we have a very clear criterion that a regular vector
 4
 bundle is  simple (Theorem 3.10). Using this criterion we can cover 
almost all results of Schwarzenberger without the theory of moduli 
of non-simple vector bundles and we get further result. 
     Notation and convention. Throughout this paper k denotes an 
algebraically closed field and all varieties are reduced and irreducible 
algebraic schemes over k. We use the terms "vector bundles" and 
"locally free sheaves" interchangeablly . For a monoidal transformation 
f : X'-. X with center Y and a subscheme Z of X, f-1(Z) denotes 
the total transform of Z and fig) denotes the proper (strict) 
transform of Z. If X and Y are smooth and if D =.D.                                                                    1i 
(Di: irreducible) is a divisor on X' , then f[DJ denotes 
  >n1 f ' (Di) , where f ' is the restrict ion of f to X' - f -1(Y) . 
Di f (Y) 
In the case where a birational map g : X --~ X
2 is a composition 
f2•f11 of monoidal transformations with non-singular centers 
fl f•X'-.-~X
2, for a divisor D on Xi, g(D) 
denotes f 2[f11(D)] and g[D] denotes f2[f11LD]1.For a Cartier
5divisor D on a scheme X, O
X(D) denotes the invertible sheaf 
defined by D. If L is a linebundle on a non-singular  projective 
variety X, then 1 L ' denotes the complete linear system 1 Di 
for a divisor D on X with 0X(D)===L. For an algebraic k-scheme 
X, X(k) denotes the set of k-rational points of X. If E is 
a locally free 0„-module (=a vector bundle on S), then P(E) 
J denotes ProjCSOCE)),where SO(E) is the OS-symetric algebra of 
  S S 
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         Chapter I. Elementary transformations of  PN-bundles. 
            1. Definition of elementary transformations. 
     Let S be a locally noetherian scheme and let ~V : X —~ S 
be the projective bundle P(E) associated with a vector bundle E 
of rank N + 1 (N > 1). Let T and Y be closed subschemes of S 
and X respectively, satisfying the following condition; 
(En) The ideal IT which defines T is locally principal 
whose generator is non-zero divisor in every local ring of S, that 
is, IT is a Cartier divisor on S. Y is a closed subscheme of 
XT and Y: YT induces a P-bundle on T (0 n N-1) 
such that (1cTIY)-1(t) is a linear subspace of TV,1(t) for 
any t e T. Roughly speaking 7.T1 : Y —p T is a subbundle of 
ITT : XT T. 
     Now consider the monoidal transformation f : X --->X with 
center Y and put f-1LXT1= XT, f-1(Y) = Ey. In this situation 
we have the following theorem, whose proof will be given in the
7
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next section. 
    Theorem  1.1. There exist a PN-bundle -T' : which is the 
projective bundle P(E') associated with a vector bundle E' and an 
S-morphism g : X' such that the closed s'ihscheme Y' of X' 
defined by the ideal g (IXT)l) with the defining idealIXT for XT 
in X and T satisfies the condition (EN_n_1) , and that g' (L)^: f* (OX (1)) ® 
OX(-EY) for some tautological linehundle L on X' and the tautological 
line bundle on on X of E2). g is the monoidal transformation 
with center Y'. Moreover, such (X', g) is unique, that is, if there 
exists another (X", g') satisfying the above conditions, then there 
is a unique bundle isomorphism h : X' > X" with h.g = g'. 
     The above theorem enables us to generalize elementary transformations 
of ruled surfaces to those of PN-bundles. Namely : 
Definition, Under the above notation the birational map g.f-1 
is called the elementary transformation of X with center Y and we 
denote it by elmy ; we denote X' by el4 (X). 
                            N-n-1
(,n 
                                                , 
     Corollary 1.1.1.elmelmy (X)) = X.
                                          9 
     We note that our treatment can be applied to  PN-bundles if S 
is factorial, that is, every local ring of S is a unique factorization 
domain, because of the following fact : 
     Lemma 1.2. (A. Grothendieck [4.3 ) If 11; :X-4S  is a 
PN-bundle (in Zariski topology) on a factorial scheme S, then there 
is a vector bundle E on S such that P(E)= X. 
     Proof. Since S is a direct sum of irreducible subschemes, 
we may assume that S is irreducible. The exact sequence of 
group schemes on S 
  e Gm
,s —:GL(n+1, S) > PGL(N, S) e 
provides the exact sequence of cohomologies 
H1(S, GL(N+1, S))— H1(S, PGL(N, S))----) H2(S, O) 
Thus we have only to prove H2(S, 0) = 0. In order to see this, 
consider the exact sequence of sheaves 
     0 OS —+ KS > DS ? 0,
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where  KS is the sheaf of non-zero rational functions of S and 
DS is the sheaf of Cartier divisors on S. Since every local 
ring of S is a U.F.D., DS is isomorphic to the sheaf of Weil 
divisors on S. Thus DS is a flabby sheaf (because every Weil 
divisor on an open set is extensible to that on the whole space). 
On the other hand, KS is also flabby because KS is a constant sheaf. 
Therefore the above sequence can be regarded as a part of a flabby 
resolution of OS,whenceH 2(S,OS) = 0.q. e. d. 
     Sheaf theoretic interpretation of elementary transformations is 
stated as follows. 
     Theorem 1.3. Let E be a locally free CS-module of rank 
N+1 and let T, Y be closed subschemes of S, X = P(E) satisfying 
the condition (En). 
(i) Denote by IY the ideal defining Y and by ox(1) a 
tautological line-bundle on X , then E' = Tt (IY 2) OX(1))is 
a locally free OS-module, P(E')'A elmY(X) and R1it (Iy0x(1.))
 11 
= 0 ( i> 0)1 where t: X > S is the natural projection. 
(ii)3) Since ('rTly)*( OY © OX(1)) is a locally free 
OT-module of rank n+l, (i) can be said in other words ; If F is 
a quotient bundle of ET = E DSOT of rank n+l, then Ker cio = E' is 
a locally free OS-module of rank N+l, where D : E > ET -~ F 
is the natural homomorphism. And we have the following exact commutative 
diagram ; 
00 
      TT 
                ET > FT 0 
TT 11 
0 > E' E > F> 0 
T 
                 E (?~ IT = E IT 
0 
Moreover, the locally free OT-module F' of rank N-n defines 
closed subscheme Y' of P<E') in Theorem 1.1 and the step 
obtaining E', F' corresponds to the inverse of elm (see 
Corollary 1.1.1 and note that P(E) = P(E 0 IT)).
                 2. Proof of Theorem 1.1 and Theorem 1.3. 
      In this section the notation of the preceding section is 
preserved. 
     The following is a key lemma. 
     Lemma  1.4. Assume that S = Spec (A) , X = Proj (A [r0, .•. 
and that the defining idealsIT, IY for T and Y in A and 
A [70, ..., I0 respectively are generated by t G A and t, 
 7n+1'N'respectively. ThenelmYexists and elni(X)n=        •
Proj (Ap,...,`(N„' whereli =i(0in) ,1.=t 
(n+1 j S N) . 
                                                    i 
   Proof. Put x =~~«,Sa=~/(0 4 N) 
put X' = Proj(A [7;, ..., N1). Let f : X ) X be the 
monoidal transformation of X with center Y, then 
X = (U U') U (U U ) U ( U U" ) 
°~ 
`z.(1 
N where Ua = Spec (A Ca , ... , ,"/t, ... ,7/t ) = 





 9        n11,-% 74 
U= Spec (A0,x , ... ,1,x ,t/-k(s ,jar /V, ... ,\I /(s) = 
     ax7 
Spec (ALea, •••, )(, 1x, t/(3~~...p A ), 
U~= Spec (A16, ... , 16,14[-~ ]) (,vu/thing is considered in 
Q(A)(1D, •••,`3,, )). 
Moreover, we have 
U anU'' , = U' (3,d) = Ua,(i/) 4)ok QV-X
Ua!1Ux/= Ua(,,,/t •3i,r ) = Uw(t/-ef/• 1,, ) 
                                        a u/   ~n ua= U(•a/•~) = Ua~(y,/• '3i ) 
                              ¢ U' n U. = U'a ( '3 a) = u" -b. ( fi t) 
 Uan U'~= U«()=Ua,(3X•aj6 ) 
 U'7 nW..6,1,=   U( '3/-p                    ) U',Y[ia-/)
n On the other hand)for the monoidal transformation g : X'—)X' 
with center Y' = Proj (A [7,, , ..., 7,/(t,, ... , 7')) we                  r'TG, cri 
     N




~Y = Spec (AC' nr , ..., '%''I 'ST' 6/t]) = 
ni-1Ac Spec (AC i1. , ... ,2,2,,3, , ... , 1-43 ) = U'•a„
 '' 
     = Spec(A 
                          I. 
              ...,1%11t/, 3(5 ,,...,~) 
= U~ 
o! 
                                   zMwtl V'= Spec (A '~,...,/',(141) = Spec (A ,...,Sx,50( /t, 
                                              /t,) = U4 .
Furthermore, we have 
 VYn~,Y,=VII')=U; f(Y) = U~ n U' 
        d,(~'Y/try) = '`~) =Ufanu; 
  uc~= U~a'r 
V n V~ =V('c,~)=ua(L•ip~)=Ud ua, 
n V;; = ) = U(t 3 ) = ua n u'z 
 ~,, Anv"/= V4 ("V‘•I=U(t/L(S•a) 
 Vcnv~"^=VK"()=U'()=U'nU«. oyax 
Thus we obtainX = X'. It is easy to see thatg*(OX) = OX'. 
(see Lemma 1.5) Now let us prove g*(IXT) = I',. In order 
to show this let us consider the affine covering X' = U=                                               Wi,Wi 
L=0 
Spec(A J' ~°... , it 14, ) and put WI = g-1(WI) . Then we have                                 V J
    Wd = V"= Ua (0 4 0( -4 n )
14
 15 
W = U (U V.r) =U''U(u Ua) (n+l N) 
       d_ptt=o 
Since Ud n XT = k_t/t = 01=4),  we know Ua /1 g(XT) _ 4 , (0 < o' < n) . 
Furthermore since the ideal of U'Y n XT (or, U oerl XT) is generated 
by t (or, t/ Cr = -'`(W'                            , resp.), HOr, IX,r) is generated by t, 
   N/ 
     ,... ,`as HO(W7,OX)-modul , whence g*(IXT) = IY, . 
Finally we must show that for a tautological linebundle L on X there 
is a tautological linebundle L' on X' with g*(L') f*(L) x OX(-Ey). 
Assume that there are tautological linebundles L1 on X and Li on 
X' with g* (Li) f* (L1) 9 OX (-Ey) , then L L1 ®'r* (M) for some 
linebundle M on S and therefore g* (Li ® ' * (M) )` g* (Li) g*T~' * (M) 
f* (Li) © OX(-Ey) ® f* Ic*(M) = f* (Li ® TV* (M)) 9 0X(-El,) = f* (L) ?~ 
OX(-Ey), which implies that L' ® = L' is a desired linebundle. 
Thus we may assume that L is an invertible sheaf with 1/ -01\1as a 
generator in WSpec0N a=pC~ee, ..., 3a j). Then a generator of 
f* (L) R) OX (-Ey) in Wa = V'a = Ua (0 < of n) is t/.1‘1=                    )
a a 
the one in Vi, = U"(n+l< N) is1/ N = 1/ .' N and the one 
in V~ = Ua (0 o< < n, n+1<. N)is I  = 1/ -'N, whence 
a~
the one in  W = g-1(W!) is 11-2!N. Thus ifL' is an invertible 
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sheaf on X' whose generator in W!iis 1/1'iN, then g*(L') = f*(L) 
® OZ(-Ey). It is clear that L' is a tautological linebundle. 
                                                                  q. e. d. 
     As a. corollary to the above proof, we have 
     Lemma 1.5. If Ey is the Cartier divisor f*(Iy), then 
f*(OX(- rEv)) = IY, f*(0X(rEY)) =OX for any r 2 0. 
Proof. We have only to prove H°(f-1(Uot ), OXna+1                                            (-rEY)) = (t,,
..., )rA1.3.4,...,aJand H0(f-1(U~), OX(rE, )) = A°' ..., 
Val  for Ud= Spec (A(0,...,«,),0 L of Yl under the same 
0N situation as in Lemma 1.4. If FEQ(A)(,...,'3 is is contained 
in1113(f-1(U«), 0X(rEy)), then trFLA['~j.                                                        /0„,>n±l/~~ ..., 
 a/t~' ( a )rF E A 30, ..., .14H,t/ P'ia~ , ... ia/P 
for n+iS N. Thus F At , ,.., ~i(\A [.:3°' •..,Nla                x)~ 
= A NO, ... , 3. Conversely it is clear that A 0, ... ,N 1 
C  
 O   H(f-i         (Uc, ), OX(r Ey)). Since OX(-r Ey) is a ideal of OX, and 
since f* (OX) = OX by the above proof, f* (0 (-r Er)) C OX. F e
16
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Do, ... , N j is contained in HO(f-1(Ua ) , OX (-r Er)) if and only 
 if F/trEA[,...~~~+l/t,...,x/t,,F/()r& Lior,,,.) 
   a , t/v ,nom 1/A , ... , '/d } (n+l N) . Thus we obtain 
   a J 
HO(f-1(Ud), OX(-r Er)) = (t, ii+1 •.., la)rA [1.0, 
       Lemma 1.6. If PN-bundlecc •Xi---~S(i=1, 2) and morphisms 
gi X• ) Xi satisfy the conditions stated is Theorem 1.1, then 
  there exists a unique isomorphism h : X1----?X2 such that h • g1 
= g2. 
       Proof. Let Li (i = 1, 2) be a tautological linebundle on Xi 
 with gi(Li) f*(OX(l)) OX(-El,).. Then since gt(L1) g2(L2), we 
 have L2 = (g2)* (gi (Li)) . PutEi = (iG i)* (Li) , then E2 = (3, 2)* (g2)* 
gl(L1)=<~1~*~~l,.gi(L1) = (t1)*(L1) = El (cf Lemma 1.5). Since P(E2) 
 = X2, P(E1) = this this isomorphism yields an isomorphism h : X1 —~ 
X2 with h*(L2) = L1, Thus we get an isomorphism h : X1 X2 with 
  h • g1 = g2 (E. G. A. Chap. II, 4.2.3). Uniqueness clearly follows 
  from the construction. 
                                                                    q. e. d.
     Lemma 1.7. If  U-D  V are open subschemes of S and if 
gU : XU —~ elm„(XU) exists, then gV : XV.___4 elm„(XV) exists 
 U`/ 
and there is a unique isomorphism hV : (elm, (XU) )Ve1V(XV) 
with hU      V gU
,V - gV 
     Proof. This is an immediate consequence of the definition of 
elementary transformation and Lemma 1.6. 
     Now we proceed with the proofs of Theorem 1.1 and Theorem 1.3. 
     Proof of Theorem 1.1. Uniqueness has been proved in Lemma 1.6. 
Let us cover S by affine open subsets t U ?,1 satisfying the 
xEn 
conditions in Lemma 1.4. By virtue of Lemma 1.4 there exists 
gX : XU  = el
U(XU ) , hence g xr, : XUxX'                           xjA 
elm„,(X), g• X>X'= el(X) 
  UU~fit`^Ua~N~acv'UU,r^  ,rjti^ 
exist (Lemma 1.7), where Uxitx = Ux n u" , Ur  = Ux fl Ut e Up, 
By virtue of Lemma 1.7 there is a unique isomorphism h : X' 
                                                                                                     ~y- 
~--~ X
/and the commutative diagram (+) is obtained. Thus 
if X'is identified with X'by the isomorphism 
 ,U~r 0.1 Xr, N 
                                                                 w (hA) • he, then we obtain a PN-bundle X' on S becausea4. 
= r on X, Uby virtue of the diagram (+), Moreover, since 
                T)„
Pt
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h'• g =  g = h'; • gwe get a morphism g : X 
—) X'. In order to show that X' P(E') for some vector bundle 
E' on S, we have only to prove 
                   )r                                           N,Ur},^ 
    X'~~"-------------X' L~` X' 
     7),,U,9„,,*l,,U~µ y~,Ur~,^    h~hM                 N , U at., v~.,U,.rv 
h 
            5.\
r),11),,,,,,),jJTx^ 
V X'X' ------ X' 
erN     J~„U~~vP^,Ur~ ^ 
   h^by             ~. ,U7~^/',U~~^ 
                                 X,~,UTr,^ 
that there exists a tautological linebundle L' on X' such that 
g* (L') f* (OX (1)) 0 OX (-Ey) for a tautological linebundle OX (1) 
on X, which completes our proof. By virtue of Lemma 1.4 (gg
x)* 
((fux)*(0X(1)U>) e OX (-EI'Iu )) = 1,;).is an inversible sheaf on 
U>,), 
Xj x such that (gux)* (LUC) (fux)* (OX (1)1 Ux) 0 OXU~(••EY 11J>) .
19
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Thus we know that L' =  g*  (f*  (OX  (1))  0 O(-E)) is an invertible sheaf 
on X' such that g*(L') = f*(OX(1))® OX(-EY). On the other hand, 
L'( is a tautological linebundle on X'11 virtue of Lemma 1.4. 
Thus 7-,13i(L1) = E' is a locally free sheaf on S and P(E') = X', 
whence L' is a tautological linebundle. 
                                                        q. e. d. 
     Proof of Theorem 1.3. (i) Let OX,(1) be a tautological 
linebundle on X' = elm (X). Then by virtue of Theorem 1.1 g*(OX,(1)) 
f*(OX(1)) ) OX(-EY) for a tautological linebundle OX(1) on X. Thus 
E' = (OX, (1)) `T*g*g*(OX, (1))it f*(f* (Ox (1)) © OX(-EY)) 
Iv * (OX (1) ® f* (02/( -Ey ) ) ) - ^* (OX (1) IY) (see Lemma 1.5) 
Since X' = P(E'), we know that *(0X(1) 0 IY) is a locally free 
O5-module and P (r* (OX (1) ® I) ) = elmY (X) .Let IXT(or, Jl,) be 
the ideal of XT in X(or, Y in XT, resp.) Then we have an exact 
sequence
 O  IXT  o OX (1) -- 'ye OX (1) —~ Jy OX (1) 0 . 
Since IX
T =*(IT) and since IT is a Cartier divisor on S, 
IvXT® Ox (I)is also a tautological linebundle on X, whence 
R1(IX
T ® 0X(1)) = 0, i > 0. On the other hand, the following 
exact sequence 
0 Jy Ox (1)-----a OXT(1) > Oy Ox (1)0 
gives rise to an exact sequence 
      ET F —> R1iL*(Jy® OX(1)) R11t*(OX
T(1)) ---> 
        RlI&„k(Oy®OX(1)) _ ... •—> Ri-1Ic(0y(DOX(1))-~ 
Ri7c*(Jy ox (1)) Rl (OXT(1)) --> ..., 
where E = 1t* (OX (1)) , F = It* (Oy ®OX (1)) . Since P(ET) = XT,.
21
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 P  (F) = Y and since Y XT is a closed immersion, ET --j F 
is a surjective map. OXT(1) (w, OI, ® OX(1)) is a tautological 
linebundle on XT (c'L , Y, resp.) , hence R1iG* (OXT (1)) = R1TC, * (Oy 0 
= 0(i70) . Thus R1lT.,* (Jy ® OX (1)) = 0 (Vi7 0) . Hence the 
first exact sequence implies R1 TC * (Iy ® OX (1)) = 0 ( i 7 0) . 
     (ii) Every assertion is clear except for Y' = P(F'). Let s 
be a point of S and let U = Spec(A) be an affine neighborhood 
of s such that E, E', F are free and that IT is principal in 
U. If e0, ..., eN(Gv, e0, ..., eN, resp.) form a basis of 
EU(61, EU, resp.), we may assume that (P (e0), ..., (e ) form a 
basis of F and the map p(U;EU EU is given by cv(e1) = 
tei(0 i n), u(el) = ei(n+1 4 N). Then qU(en+1)' "" 
lit(eN) form a basis of F', where (AI : F' is the 
natural map. This and Lemma 1.4 imply P(F') = Y'. 
                                                                  q. e. d.
          3. Some properties of elementary transformations.
OX(1))
                                             23 
      Elementary transformations are compatible with base changes. 
In fact 
     Proposition 1.8. Let  cp : S be a morphism of locally 
noetherian schemes, let I : X S be the projective bundle 
associated with a vector bundle E of rank N+1, and let T, Y 
be closed subscheme of S, X satisfying the condition (E9). 
Assume that (f*(IT) is also a Cartier divisor in S' with the 
defining ideal for T in S. ThenC1(T), YS, satisfy the condition 
(E0) for PN-bundle~S,•XS,-------)S'and (elm(X))S,elmY(XS,). 
S' 
     Proof. It is clear that ( 1(T), YS, satisfy the condition 
(En). Note that if a PN-bundle -r' ; X'-------> S and a morphism g : 
X ---->X' exist and if there is an open covering 0 U> = S such 
                                      AO 
that guy : XUx › XUT satisfies the conditions stated in 
Theorem 1.1, then X':L elmY(X) and g • f-1 = elmY. (see Theorem 1.1 
and its proof). Thus we may assume that S = Spec(A), S' = Spec(B) 
and that X, Y satisfy the condition in Lemma 1.4. Then our 
assertion is obvious by virtue of Lemma 1.4. 
                                                                  q. e. d.
     Next, we assume that S is a regular scheme. Let us consider 
the following condition for a  PN-bundle 1G : X and a closed 
subscheme Y of X ; 
      (En) Y is a regular subscheme of pure dimension n + dim S-1 
(0 < n - N-1) and 9-1(s) is a n-dimensional linear subvariety 
Ln of Pk( s)=_VC-1(s)  for any s E T = lt(Y), where T has the 
 s unique reduced structure and where T :Y--)T  is the restriction 
of "G to Y. 
     Then we know that Y is a Pr-bundle on T (c7 l Lemma 1.7, 
Theorem 1.8) and T is a regular subscheme of S. Hence if Y 
satisfies the condition (En), then Y, T satisfy the condition (4). 
     The remaining part of this section will be devoted to prove 
that every PN-bundle on a smooth quasi-projective k-variety with 
dimension smaller than 4 is obtained by an elementary transformation 
with center satisfying the condition (EN_1) from the trivial 
bundle. 
    Proposition 1.9. Let 1L : S be a PN-bundle on a
24
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smooth k-variety S and let H0, ..., HN be positive divisors on 
X such that OX(Hi) is a tautological linebundle for every i. 
Assume that H0, ..., HN are transversal to each other at any point 
NN 
of(1Hi and that dim ((nHi)r7c1(s)) 0 for every s e S. 
i=0i=0 
Then Y = HO • ••• • HN satisfies the condition (E0) and 
elmY(X) c P(LO ® ... ©LN), where T*(Li) i OX(HC) ® OX(-Hi). In 
paticular if Oh(H0)^OX(Hi) (1iN),then elm(X)'` P )c S. 
     Proof. Since 1101 ...,HNare transversal to each other at 
N 
any point of(\ Hi, Y is k-smooth and pure dimension (dim S - 1). 
i=0 
Moreover, since OX(Hi) is a tautological linebundle and since 
dim (Y rl Tc 1(s)) . 0, we see that -R-71(s)  = Ls for every s e S. 
Thus we know that Y satisfies the condition (E0). Next let IY 
be the ideal sheaf of Y in O. Let us consider the Kosm l 
complex K. defined by 110, ..., HN ; 
K0=0X 
Ki =© ox(-(Hal + , .. + H~ )) , 1 < i < N+1 
b <, , <% <tx.t 4. N 
Kj=0j7N+1
and the derivation  di : Ki Ki_1 is defined by 
(di)x(Eaz,1,...,o~i)= EkE1(-1)k-1ail,•••/ a ie 
where x E X, a«1, ..., o!i E OX(-(H  + ... + H i))x and 
(_1)k-1 aot1, . • . , o[ i of the left hand side is regarded as an 
element of OX(-(Hq1 + ... + k-1 + H k+l + ... + Hgi))x by the 
natural inclusion OX(-(H,X1 + , , . + Hai))x C OX(-(Hal + ... + H'Xk-1 
+ H,k+l + ... + Hi))x. Then since H0, ..., HN are transversal 
to each other at any point ofY, 
0 —~ KN+1 -- KN ..... K1 > Iy --,> 0 
is an exact .sequence. ( E. . q. Chap. III , 1.1.4) 5) . Hence, 
    0 —p KN+1 ®OX X (HO) --3 KN ®OXOX (H0)-,->  .. . 
K1 ®OX X(HO) - ' Iy0OX(H0)70 
is also an exact sequence. Put Mi = Ker (diz~c
0OX(HO)) =                                              X 
I'^n(di+1 %XOX(HO)) , then we have the following exact sequences ;
26
 ar4:) 0-4 OXC-CHl+...+HN)) +~ ® X(H0) > KN®OXX(Ho)--MN_i -~ 
a  1) 0—> MN_i > KN-1OX (Ho) MN-2 ) 0 
a1 .) 0- M1 —> Ki tox(Ho) —> 1y  0OX(HO) - _ 0 
Since OX(-(H61+...+Hai)) ~
XOX(HO)=OX(-iH0)iC,(La10...tLai) OX 
Ox (Ho) = OX(-(i-1)HO) it*(Lot1a) ... ®L,xi), we obtain 
X 
  r*(KCS)0(HO))~Q"Z* (OX (-(i-1 )HO))0(Lxi®... 9 Lai) = 
            p<ce,t•.-<dccNX 
                                                   2 4 i N+1 
    *(Klt0x(Ho)) = L 3...®LN. 
  R~r*(K1)OX(HO))= +n(0x(-i-1)HO))(L~1...Lc(i) = 
Xp <0(,<... <a(;,<NX 
1 j , 1 N+1. 
Thus the exact sequence (aN) implies that it *(MN_i) = RJi (MN_1) = 0. 
Assume that T~  (Mi) = RJ (' (Mi) = 0 (i > 1) , then the exact sequence 
(a1) implies that T (Ni) = R3i (Mi_1) = 0. By induction on i, 
therefore, we see that Tv*(Mi) = R1— (M1) = 0. Hence by virtue of 






T.z(Iy ©OX (HO)) . This and Theorem 1.3 assert that elm . (X) 
P (L0 ... ®LN) . 
                                                                    q. e. d. 
       By virtue of the above proposition we have only to find 
  H0, ...,HNsatisfying the conditions in Proposition 1.9. in 
  order to prove what we have been aiming. 
      Lemma 1.10. Let T : X-4 S be a PN-bundle on a quasi-
  projective k-variety S and let i : X P be an immersion such 
  thati*(0Pt(1)) is a tautological linebundle on X. If H0, ..., HN 
k 
  are general hyperplanes of Pk and if dim S < 3, then .dim(( n Hi)n~1(s)) 
                                                                    i=0 
4 0 for every s S. 
       Proof. Since i*(O
Pt(1)) is a tautological linebundle,                          k 
(nH.)(1R,1(s) is a linear subspace of IC (s) for every s G- S 
i=0 
  and hyperplanes H0, ..., HN of P. Thus we have only to prove that 
  no line inW.,(s) is contained in (~ Hi for general hyperplanes 
i=0 
H0, ..., HN of Pk. Let Grass (I be the Grassmannian of the
 -dimensional linear subvariety of P. Put r = L1, L2) E Grass 
X Grasst-N-1 1 L1 C L2-3 and let p1 : r -- Grassi, P2 : r 
Grasst      t-N-1'be natural projections, then r is an algebraic variety 
and p1, p2 are morphisms. We have dim(pll(x)) = (N+ 1)(t - N - 
for any x E. Grassi. On the other hand, E = 5G*(i*(OPt(1)) is 
generated by a finite subset l u0, ..., ut of its global 
sections because Sg is i*(OPt(1)). The surjective homomorphism 
                            k 
CP : ON+ E determined by u
0, ..., ut defines a morphism 
            6) 
of: S--4 GrassNt.ofis nothing but the map defined by 
si(ry1(s)) E- GrassN. Let F4L1E-Grassi L1 C L2 for 
some L2 & o((S)i, then F is a locally closed subset of Grass 
and there is a natural morpfzism q : F>0((S). Since q-1           —(s) = 
Grassi for any s E S, dim F = dim S + dim(Grass^) 
T' 
                              P1 
F~~Grassi\32 Grasst_N-1 
q 





= dim S + 2(N -  1). Thus if dim S4 3, then dim(p31(F)) = dim S 
+ 2(N - 1) + (N + 1) (t - N - 2) = dim S + (N + 1) (t - N) - 4 = 
dim S + dim(Grasst-N-1) - 4 < dim(Grasst_N_1), whence p2(pjl(F)) C 
                                                          _ Grasse-N-l.Therefore if0HiE (Grasse-N-1-p2(p11(F))) 
N for H0, HNE. Grasst_l,then nHicontains no line of i=0 
TLl(s) for any s E S. 
                                                                  q. e. d. 
    Lemma 1.11. If X S be a PN-bundle on a quasi-
projective smooth k-variety S, then there is a tautological 
linebundle on X which is very ample over Spec(k)- 
     Proof. By virtue of Lemma 1.2 there is a tautological 
linebundle 0X(1) on X and the assumption implies that there is 
a very ample invertible sheaf L on S. Since OX(1) is 
cc-very ample, OX (1) ® * (0 n) is very ample over Spec (k) for 
any n > no (E.G.A. Chap.II, 4.4.10, (ii)). 
                                                                  q. e. d.
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     Now we come to the following theorem which extends a well 
known theorem : Every  P1-bundle on a complete non-singular curve 
C (that is, a geometrically ruled surface) is obtained from the 
direct product P1 X C by succesive elementary transformations. 
    Theorem 1. 12. Let T : X S be a PN-bundle on a smooth 
quasi-projective k-variety S with dimS < 3. Then there is a 
k-subscheme Y of Pk X S satisfying the condition (EN_1) such 
that Xelm' (Pk X S). Moreover, if dimS = 2 or 3, we can choose 
such a Y as an irreducible subscheme. 
     Proof. By virtue of Lemma 1. 11 there is an immersion i : X 
C_H.p Pk such that i*(OPt(1)) is a tautological linebundle on 
k X (EA\. (1;D,II, 4.4.7). If H0, ..., HN are sufficiently 
general hyperplane sections ofX in Pk; then Y' = H0. ...cHN 
satisfies the condition (E0) by virtue of Proposition 1.9 and Lemma 
1. 10. By virtue of Proposition 1.9 we have that 
elm4, (X)=Pk X S. Let Y be the center of (elm1)-1, then Y is a 
desired subscheme (see Theorem 1.1, Corollary 1.1.1). If
31
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dim S = 2 or 3, then dim Y'  > 1. Thus we can choose such a Y' 
an irreducible subscheme. Then the subscheme Y determined by 
the Y' as above is irreducible. 
                                                                  q. e. d. 
     Remark. 1.13. It seems that Theorem 1.12 is false in the 
case where dim S is greater than 3 (see Theorem 2.19). But we 
present the following problem : Is every PN-bundle on a smooth 
quasi-projective k-variety S obtained from the direct product 
Pk x S by succesive elementary transformations?
as
may
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          Chapter II. Regular vector bundles. 
     From now on we shall use the following notation unless otherwise 
stated  : 
 S  :.a smooth projective variety over k with dimension greater 
          7) 
         than 1 
PS : the direct product PkkS; 
'C : the projectionPS..-,~ ; 
      : a hyperplane ofPk ; 
HO : the subvarietyZ  S of PS• 
    Y : an irreducible subscheme of PS satisfying the condition (FN _1) ; 
     T : the subscheme 1t-(Y) of S with reduced structure ; 
PT : the direct product PkkTT which is regarded as a subscheme of 
PS. 
Hy : the divisor HO + PT on PS 
IY : the ideal sheaf of Y in PS 
N f: X(Y)--BPS : monoidal transformation with center Y ;
     -lrN-1  X=fY LPT , ,  EY = f1, (Y) (i.e. exceptional variety of fY) ; 
Y: X(Y)-->X(Y) : the contraction with center XT whose 
          contractability is garanteed byTheorem 1.1 ; 
-TV : X(Y)---)S : the projection of PN-boundle X(Y) ; 
     H'1,: the transform of HO by elmY-1(= gY fY1) 
In the above situation we may assume that HO does not contain Y. 
f, 
X(Y) ------>PS < •) PN <-----;y 
    gIt'CG-A YIv 
X(Y)-1Y > S <---------') T 
          1. Definition of regular vector bundles. 
     By virtue of Theorem 1.3 we know that E(Y) = T`c*(Iy0DO N(Hy)) 
P                                                         S 
is a locally free OS-module of rank N + 1. Thus it seems that the 
following definition is adequate. 
     Definition. A locally free 0S-module which is isomorphic to 
ECY) is called a regular vector bundle (defined by Y). 
     Of course a subscheme which defines a regular vector bundle may 
not be unique (see § 2 of this chapter).
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      Lemma 2.1. Let  P. : X.--3 S (1=1,2) be PN-bundles oh 
S, let T , Y1 (or, T, Y2) be subvar iet ies of S, X1 (or, S, 
X2, resp.) satisfying the condition (E
n) (or, (EN-n-1), resp.) 
with X
2- e1mn(X1Y 
                 ),elm= (elm")-land let fi; X 
Y 
   12 
X. be the monoidal transformations of X.with center Y. Assume 
111 
that C1 is a positive divisor on X
1such that OX (C1) is a                                                  1 
tautological linebundle on X1. Put C2 = elmY (C1). 
1 
     (i) C1 Y1 if and only if C2DY2 .8) In this case 
-2-1(C2)=f2-l[C2~-4-f2-1(Y2) 
     (ii) fl-1(pl-1(T))= fl-1(P1-1(T),+ fl-1(Yl) . 
     Proof. Let x be a point of T and let U = Spec(A) be 
an of f ine open ne igfc -o'tlavck of x in S such that X
1 ,U 
Proj (A  7 I) and that the ideal of T n U (or,X 
  0...,N1,U 
(\ Y1) is generated by t C- A (or, t , •1n1',~N,resp.) 
Then X2U= Proj (A Li,o7N) , 71 =Ii(0  i_n) , 
t 7. = 7. (n+1...- N) and the defining ideal for Y is generated 
by t, 7; 7n by virtue of Lemma 1.4. We may assume that
35
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C1nX1Uis defined by Eaj 0,  ai e A. C1 n X1
,u i=0 
Y1C X1 U if and only if a. t A for some 0 L i n. Thus 
if C1(-NUY1nX1U'then C2(\X2U is defined by 
nN 
X a. r + t E a. I. Hence C2nX2 UDY2U. Conversely assume 
i=0j=n+13j, 
that C nX DY n XWe may assume that C n X is defined   2 2 U2 2
,U2 2,U 
N 
by E b7,= 0. (biE A,if 0 i n,bi= t bi',bi'-A i=0i01 
if n+l4 i <-N).Since C2 is the proper transform of C1 by 
elm;, C 2-P-21(T)  0, whence bi 4- to for some 0 i n . Then 
      nN 
C1CI X1)U is defined byb.7. +b.' / . =0and bito for i= 0j=n+1 
0 i n. Thus Cln X1
,U Yl c X1 U. Since Yi is irreducibe, 
if and only if C . (1 X . D Y n XThus CYif and i i 
,U'11 
onlyif C2~Y2. f21(C2)=f21LC2j + f21(Y2) is clear because 
      b. 
i O~3. 3EIj-I)                    forI.= (t,~0/~j,...,~n/7  
I N/7'j, , 0{j<N(cf. Proof of Lemma 1.4). Thus we get (i). 
Proof of (ii) is similar tc the above.q . e. d.
some 
C.D Y.
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     Lemma 2.2. If E(Y) is the regular vector bundle defined by 
Y, then we have E(Y)=-2-..--  (TTY)*C0X(Y)(H'Y)). 
Proof. Put f-1(H0) = H,then g-1(H'1,) = H +XTby 
virtue of the above lemma. Thus fY(0
PN(HyG~OPN(PT)) 
            SS 
0X(H)O0(XT)CJOX(EY),(gY)*(0X(Y)(HT )) G) 0X(EY).We therefore 
obtain ( y)(0X(y)(Hi;)) ( Y)*(gy)*(gy)*(0X(Y)(H'Y)) 
lZ*(fy)*(fl,*(0(H))q)0X"(-EY))±GCIQ0pN(HY))E(Y) (1122 
   PN ~^rN ,(,S). 
                                                             q. e. d. 
     The following is a corollary to Theorem 1.12. 
     Proposition 2.3. Assume that the dimension of S is equal to 
2 or 3. Every very ample vector bundle9) of rank N + 1 (N > 1) 
is regular and therefore, for any vector bundle E of rank N + 1 
(N >1) on S, there exists a linebundle L on S such that 
E C L is a regular vector bundle. 
     Proof. Put X = P(E) and let 0X(1) be the tautological linebundle 
of E. Since 0X(1) is very ample by our assumption, the proof of
Theorem 1.12 shows that there is an isomorphism j : X -' 
   N-1N elm
Y(pk S) for the same  Y obtained from as as in the 
 proof  . Moreover , (elmN-1)-1 r j(H.),=Z,x S for a hyperplane          Y` 1 1 
Zi of Pk, where Hi is the same as in the proof of Theorem 1.12_ 
Thus we obtain our assertion by virtue of Lemma 2.2 q. e. d. 
            2. Families of regular vector bundles. 
      In this section we shall construct a moduli of a subfamily of 
 regular vector bundles. 
      Lemma 2 4. Let X be a factorial variety over k and let 
W be a positive divisor on PXsuch that 0N(W)®k(x0) 
                    pXX 
O N (r) for some x E- X. Then we have that r > 0 and P
k (x0)0 
O N(W)'_ OP
X(n(Z X X))Qp2(OX(D)) for some positive divisor 
  X D on X, where p2 : PX-,X is the projection. 
proof Invariance of Euler-Poincare characteristic of a 
proper flat family implies that 0 N(W) Ok(x)0 N (V-) for every 
                 PXXPk(
x) 
x E X. Then by virtue of the seesaw theorem (ti )
38
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we know that 0 N(W)'0N(r(Z x X))0CP2*(L) for some 
 PXPX 
linebundle L on X. On the other hand,the Kiinneth formula 
implies that HO(PX,O N(W))= HO(Pk,ON(r))0Ho(X,L). 
PX Pk 
Since W is a positive divisor, dimkH0(PX,ON(W)) 7 0, whence 
PX 
dimkHO(Pk,O N(r)) > 0, dimkHO(X,L) 7 0. Thus we get that 
Pk 
r 7 0 and L = OX(D) for some positive divisor D on X. 
                                                                      q.e.d. 
     Now a regular vector bundle E of rank N + 1 (N 1) is 
                                             N 
completely determined by a subvariety Y of PS satisfying the 
condition (EN-1). Then T = TC(Y) with reduced structure is a smooth 
subvariety of S of' codimension 1 (['?) Theorem 1.8, E.G.A. Chap. IV 
6.8.3) and Y can be regarded as a positive divisor on P~, 
Furthermore, since Yt is a hyperplane of Pk(t)for every tFT, 
we know by the above lemma that 0 N(Y)=1"  0 N (Z x T) B ( Iy (OT (D)) for 
PT PT 
a positive divisor D of T. Thus Y is a member of a complete 
  N-1 linear system on PT of type I Z x T + (Tt'T ) (D) I which contains 
N no fibre of P. We have therefore the following principle
     Principle 2.5. To give a regular vector bundle of rank N + 1 
(N?1) on S is equivalent to give a member of a complete linear 
system of the typeIZXT  + (ir,1,)-1(D) on  PT which contains 
N no fibre of PTA where T is a suitable smooth subvariety of S 
of codimension 1 and D is a positive divisor on T. 
    Put Pic (T) = DEPic(T) I HO(T,OT(D)) k 0 }. From 
now on Rr(S, T, D)10) denotes the set of isomorphism classes 
of regular vector bundles of rank r on S which are determined by 
members of I Z)CT + MT)_1(D)  for DE P is (T) . 
     By virtue of KUnneth formula 
HO(PT,ON(ZXT+ (i~,)-1(D)))HO(Pk,ON(1)) k H°(T,OT(D)) = 
PTP" 
                                      70 O(T,OT(D))e... e1NHO(T, OT(D))• 
    Thus a memR ut, Y of I Z X T + (7y-1(D) I is defined by 
sOO+...+ sN~N0 for some sibHO(T,OT(D)). Y contains 
a fibre ICI(*) (t E T) if and only if so(t) _ ... = sN(t) = 0. 
Hence Principles 2.5 can be said in other word as follows:
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     Principle 2.6. To give a regular vector bundle contained 
in RN+1(S,T,D) (N >1) is equivalent to give an element 
(s0,...,sN)k0 ofAT, OT(D))(...XAT, OT(D)) such that 
every s0(t),...,sN(t) is not zero for any t e T. 
     Now let us construct a large family of regular vector bundles. 
     Lemma 2.7. The set Rr(T) which consists of subschemes of 
PT-1 satisfying the condition of Principle 2.5 forms an open subset 
of HilbPr-1/k • 
T 
     Proof. Since PT-1 is projective and non-singular, DivPr-1/k 
                                                          T
is open and closed in HilbPr-1/k ([67 Proposition 4.1, Corollary 4.4, 
[7) Theorem 2.1). Hence Divr-1is a union of some connected 
                                T components of HilbPr-1/k.On the other hand, 
                  T 
D = { D G DivPr-1/k I Opr-1 (D)t OPr-1(1), t ( TA' is also 
TTk(t ) 
a union of some connected components of DivPr-1/k.Moreover, Rr(T) 
                                         T 
consists of the members of D which contains no fibre of PT-1 . Let 
W be the subscheme of PT-1 )X D induced from the universal family 
of subschemes on Pr-1X HilbPr-1/k by the natural inclusion
42
Pr-1XDCPr-1X PTr-1  —Tk 
commutative diagram





Look at the following
P     
' Lq 
T )( D 
Since p' is proper, the set R_Ix C- T x D  dim p'-1(x) = 
i.e. W contains the fibre-1x)r-1                           p(~Pk(
x) is closed in T X 
(E.G.A. Chap, IV, 13.1.3 ). Since Rr(T) = D - q(R' ) and q is 
Rr(T) is an open subset of D. Thus Rr(T) is an open subset of 
Hilb Pr-1/ 
k T 
     Lemma 2.8. Let 'JC : X —>S, YfT be the same as in Theorem 
and let j : S be a morphism such that j-1(T) is also a 
Cartier divisor on S'. Then canonically j (TG*(IY © 0X(1))) 
(Tv S,)*(Iy0X(D i*0X(1)) for a tautological linebundle and                                                                        and 
               S' 
the ideal I of Y in X, where i : X
S,—~X is the natural 
morphism induced by j.
 D 
 W 
set R'_IxC- T 
P-1(x) Pk(x ) 






Proof, Put E = fZ*(0X(1)), F =T*(0Y 0X(1)),E' = 
(Tv)*(i*(0X(1))),F' = (T-s,)*(OY©i*(0X(1))),Then Kerf= 
S' 
T *(IY 00x(1)), Ker 9°' = (mss, )*(IYOX ® i*0X(1)) for the 
S' 
canonical morphisms T : E--).F,  9' : E'---> F' (see Theorem 1.3, 
Proposition 1.8). Consider the following exact commutative diagram; 
j*'(y *(IY® OX(1)) j*E- e~j*F -40 
.I alI a2 i a3 
0 --'j• (Tvs,)*(IyOX ® i*0X(1)) ----->  E' --3 F' ----) 0 
S' 
     Since a local equation t for T at j(s' ) G- S is a non-zero 
divisor of 0s, 
,s,Ter°STer(0S~s/t0s~s~0s, .s') = 0 and therefore 
is injective. On the other hand,.(j*F),------                                             Q. HO(Y
s, (0 ®0 (1))s)               sY Xs 
-.L.---...,. HO(YS, 
~s,(0Y® i*OX(1))s,) *'F's,for any s'j-1(T),                  S 
j(s') = s. Thus a3 is an isomorphism because E. (a 3) 1-0:p. 
Similary a 
2is an isomorphism. Thereforealis an isomorphism 
by virtue of the five lemma.q.e.d. 
     Theorem 2.9. Let S be a non-singular projective variety 
over k, let T be a non-singular subvariety of S of codimension 1 
and let11.r(T) be the open subscheme of Hilb




                                                                                    LA- 
Then there are a vector bundle Pr(T) of rank r on SkRr(T) 
and a  surjective map r • Rr (T) (k) IL Rr (S,,T,D) such that T
D Pi (T) 
                                                      r P(T)= (x) for any k-rational point x of R (T) 
Proof. Let W be the subscheme of pT-1kRr(T) = Pk-1k(TkRr(T))   
induced from the universal family of subschemes on PT-1 Xk Hilb Pr-1ik • 
                                                                T 
Since T is a Cartier divisor on S, so is TRr(T) on SkRr(T). 
With the natural projectionp : PS-1 k Rr (T) -I S  Rr(T) , (pT X Rr (T)1 W) -1(y) 
     r-2    Pk (y) ( y T x Rr (T)) . Thus the subscheme W in Pk-1k(S X Rr (T) ) 
le 
satisfy the condition(ED-2) ((f ]Theorem 1, 8). Now put Pr(T) = 
P*(IW®OX(HD)),where IWis the defining ideal for W and HD is the 
Cartier divisor Z X (S XkRr(T))on PS-1Rr(T) . Then Pr(T) is 
a vector bundle of rankr on S X Rr(T) by virtue of Theorem 1.3 
If x is a k-rational point of Rr(T) , then (oX
x(pr-1)-1(W) = Wx 
                                                   I is contained inZT + (17T)-1(D) I for some D &Pis+(T) and 
contains no fibre of pT, whereax : PT-1.--fps-1xRr(T) is 
the morphism induced by x-”Rr(T) . Thus for the natural morphism
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Rx : S --I S % Rr(T), ((3x)*(Pr(T)) is contained in Rr(S,T,D) by 
 virtue of Lemma 2.8.Hence if one defineds  T(x) = the regular 
 vector bundle defined by Wxfor x F Rr(T)(k), then clearly qTr„ 
Pr(T) fulfill our requirement.q.e.d. 
      Our next aim is to study conditions for two regular vector bundles 
 to be isomorphic to each other. The following lemma is a key in the sequel. 
       Lemma 2.10. Let Z0,...,ZNbe linearly independent hyperplanes 
Nn 
of Pk and put H' i = elm Y(H) for Hi =Z XT and a subscheme Y 
 of PS satisfying the condition (Eo). Then Y' = 0H'for 
 the center Y' of (elm')-1 that is, the ideal Y' is generated by those 
of H' 
      Proof. Since the property is local with respect to S and since 
                                 N_ , HO,sHN>sform a basis of hyperplanes of PSsPk(s)
for any sES, we may assume that S = Spec(A), PS = Proj(A C1 0,Ih                                                               N1), 
the jhomogeneous ideal defining Y is generated by t(EA),I
n+l' " ' '1!N 
 and that Hi is defined by li = 0. Then by virtue of Lemma 1.4
elmn(PS) =  Proj(A Ur'...,'N'1)(1= (0in), t= ~( 
(n+l L i L N) and the homogeneous ideal defining H;is generated 
by i[', (0 < i n)t7(n+li4N),Thus in the affine 
    +~N open set U' = 1 = 01 the ideal defining n H` is generated by 
                                         j=0 j 
1 (04_iLn) ; t,tiO/h„7n/7'(n-rl~-iN). On the other 
                       i hand, the ideal defining Y' in U'
iis generated by the same element 
because the homogeneous ideal ofY is generated by 711 
0n' 
q.e.d. 
     For a non-singular subvarietyT of codimension 1 of S put 
AT = D I D 6Pic(T),HO(T, OT(T2-D)) = 0 • 
     Lemma 2.11. Let H
O, ..., HN be as in the above lemma and put 
H' = elmN-1(H
i) for Y satisfying the condit ion (EN -1). Let T be 
the subvariety Tt,(Y) (with reduced structure) of S (then T is 
non-singular and codimension 1). Assume that Y 'Z)( T + (1 )-1(D)I 
iy) 
with a D E AT, then HO, ..., HN form a basis of the complete 





     Proof. It is clear thatHO,...,HNare independent. Let L 
be the linear system spanned by H, ..., H'Assume thatLC,H'       0N0 
and we shall show a contradiction. Take a general member H' of 1H'I 
such that H' is irreducible and H' L (since at least one of 
HO, ..., HN is irreducible, such an H' exists). In the first place 
assume that H' Y' , then gY1[H'-] + XT gY1L1110 1 +7(1,-- fY1(H0+ PT) 
- E by virtue of Lemma 2.1.Thus H = fYCg-1{_H'~] tiH0. Since 
H0, ..., HN form a basis of 1H01, H = Z K T for some hyperplane Z 
of Pk and H' is the total transform of H. Thus H' E L, which 
is impossible . Next assume that H' Y' . By a similar argument as 
above we know thatH ' HO+ PTand by virtue of Lemma 2.1 HDY 
Thus H.PT = Y + A,A > 0 and 0 N(Y + A)=OPN(Z xT +j7i(T2)). 
TT 
Thus OPN(A)(0T(T2-D)),whence H0(PT,~~*(OT(T2-D))) = 
       T H0(PT,0N(A)) 4 0because 0PN(Y)0PN(Zx T)®r~,*(0T(D)). 
 PTTT 
On the other hand, H0(PT,Z*(0T(T2-D))) = H0(T, 17.,*TK,*(01,(T2-D))) 
HO(T,OT(T2-D)).But this is contradictory to the fact that D A
T' 
                                                                                          q.e.d.
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r0 
Corallary 2.11.1. If E E R (S,T,D), then dimkH (S, E)7 r. 
Moreover if D G AT, then dimkHO(S, E) = r. 
     Proof. Our assertion is clear if one notes HO(8, E) = HO(P(E), 
OP(E)(1)).q.e.d. 
     Note that Aut5(P.1) PGL(r-1) and that if a subscheme Y 
of PS satisfying the condition (EN-1), then so does Y for every 
a- E PGL(r-1). This enables us to show that the next proposition 
follows from the above two lemmas. 
Proposition 2.12. Let E
i(i = 1, 2) be a regular vector bundle 
of rank r on S defined by Y: and let Y1E I Z X T + (TYT)-1(D) t 
for DE AT(notation is as above).Then E
1 is isomorphic to E2 
Cr if 
and only if Y1= Y2 for somecre PGL(r-l). 
    Proof.It is clear that if Y1.=Y2,then E1 E.Conversely, 
assume that there is an isomorphism i : E2E1,i induces an 
isomorphism j : X1—P(E1) X2P (E2) such thatj*(OX(1))=erX(1) 
                21 
for the tautological linebundle 0X(1)of Ei.Since Y
1e 
Z X T +Mr)-1(D) I for D E AT, dim H°(X2, 0x2(1)) = dimkHO(Xl,0X(1)) 
    1
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= r by virtue of Lemma 2.11 and Lemma 2.2. This and Lemma 2.10 
imply that Y'i= n H(1) is the center of (elmr-2)-1We have 
      H
i 
        (lGIOX(1)IYi 
therefore+r-10            j (Y1)= Y2 .Fix isomorphisms ~i:PS.~e1mY+(Xi) and 
                                                      1 
put t1(Yi) = Y'.'- Then it is easy to see that j induces an isomorphism 
0 a: elmY'(X1)-_.elm.,,(X2) such that X(Y1) = Y. Hence we get a 
 12 
desired automorphism T21 OC Llof PS-1.q.e.d. 
     Theorem 2.13 Let S be a non-singular projective variety
overk. 
      (i) If EiE Rr(S, Ti, Di) (i=1,2), Dl E A
TandT1T2,                                                  1 
thenEl* E2. 
     (ii) If T is a non-singular subvariety of S of codimension 
thenAut5(Pr-1) = PGL(r-1) acts on Rr(T),The set Rr(T) 
 Y E Rr(T) I YE IZX T+ (TCT)-1(D) I for someD E A 3 forms a 
PGL(r-1)-stable open subset of Rr(T). 
    (iii) For the surjective map 'TIRO(T): RQ(T)---~D~Rr(S,T                                                                                                E_I, 
it holds that ((f)z' tRr(T))(Xl) =(T1Rr(T))2) if and only ifx=    
1
D)
 x2 for some  o- E PGL(r-1) . 
  Proof. (i) Assume that E. is defined by Y. and EE                                       12, 
then Yl= Y2for somec-PGL(r-1) by virtue of proposition 2.12. 
                                         =Since6sends PT-1 to itself and(Yi)Ti,which is a                  T1 
contrakktkrt.. Thus El E2. 
(M.) Each element o- of PGL(r-1) sends Pr-1 to itself and 
Y~ Y in pr-1. Thus if Y E Rr(T) , then Ye- Rr(T) , that is, 
 r R(T) is PGL(r-1)-1Ytable.Let be the canonical morphism 
DivT/k .-----Pic(T) and let Z be the morphism of Pic(T) to itself 
defined as follows ; Pic(T) D:—.7T2-  D EPic(T) . Then AT = 
Pic(T) --1          ~( (DivT)) . Thus AT is an open subset of Pic(T) 
because cQ is projective ([63 Corollary 4.4). On the other hand, 
there is a canonical isomorphismr-1                            pj:Pic(P ,rPic(P) --->a Zr x Pic(T) and 
j oR, sends Rr(T) to -N X Pic(T) for the canonical morphism c~ 
Divr-1~-)Pic(PT-1) .This map j.1IRr(T) is defined as 
   T follows ; 
VD E Pic(T), (Z X T+ (F,r)-1(D)  Y--)D  G Pic(T).
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  Thus  Ro(T) = (j.1)-1(AT) n Rr(T) which is an open subset of 
Rr(T). 
         (iii) is a direct corollary of Proposition 2..12. q.e.d. 
        Theorem 2.14. Let S be a non-singular projective variety 
   over k, TYa non-singular subvariety of codimension 1 and let D C- AT _
(2) 
   Then there is a subsetSRr (S ,T ,D) of Rr (S,T ,D) which carries 
   the structure of an open set of Grassi-1(K) , where n:~..1. 
wee D 0 
   dimk HD (T , 0T(D)). Moreover , if r = 2, then SR2 (S ,T ,D) = 
   2 
   R (S ,T ,D) . 
Proof.Fix a basis a0,...,a nof HD(T, 0T(D)). If 
   (s0,...,sr -1))010) is an element of H0(T, OT(D))x...X H0(T, 0T(D)) 
   and si = OCijaj(OCijE k),then (s
0,...,sr-1) or the 
rx(.ti)-matrix (OCi.) defines a member of IZxT + (MT)-1(D) I. For 
   each (f3..)C-GL(r ,k),the action (CCi
s)")--4(pi.)(X..) induces 
   the action of PGL(r-1) on I Z xT +T)-1(D) I which is the same 
   action defined before Proposition 2.12. Let Ube the subset of 
HD(T, OT(D))X...A H0(T,OT(D)) which consists of element (s
0,•••,sr-1)
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such that s0,s
r-1are independent over k and let U' be the 
subset of I Z X T + (T)-1 (D) I determined by U (U may be  empty)  . 
Then U (or, U' ) is GL(r)-stable (or, PGL(r-1)-stable, resp.) 
and U/GL(r) is in bijective correspendence with U'/PGL(r-1). Furthermore 
it is clear that U/GL(r) = Grass
r-1•Consider the following morphism 
I' of TX U to the r-dimensional affine space.Ar over k ; T X U 
(t, s0,...,s
r-1)---)(s0(t ),...,sr-1(t))EAr. Then the set F = 
  (s0, ...,sr -1)EU s0(t) _...= sr-1(t) = 0 is p(14-1(0)) -1(0)) for 
the projection p : TX U--4U.  Since T is projective, F is closed in 
U and it is GL(r)-stable. Thus (U-F)/GL(r) is an open set of Grassr-1. 
By virtue of Principle 2.6 and Proposition 2.12 we see that ((U-F)/GL(r))(k) 
is in bijective correspondence with a subset SRr(S,T,D). Now, if 
r = 2 and s0,s1are dependent (s00), then sl= as0 for some 
IX k, whence s
l(t) = 0 for any tET with s0(t) = 0. Thus such 
a (s0, s1) defines no element of R2(S,T,D). We know therefore 
SR2(S,T,D) = R2(S,T,D) rC p0,q.e.d. 
     Remark 2.15. SRr(S,T,D) may be empty. We raise a problem :
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Does there exist a D for fixed S, T such that SRr(S,T,D)  0 ? 
We know that if r 2_ dim S, then such a D exists and that 
 sup (dim SRr(S,T,D)) = . 
D E AT 
     Proof. Take a very ample divisor D on T such that 
dincHO(T, OT(T2-D)) = 0and dim HO(T,OT(D)) > r. Since r > dim S 
and D is very ample,s0, ..., s
r-1 are independent and each of 
s0(t), ... , s
r-1(t) is not zero for any t T if s0, ... , sr-1 
are sufficiently general elements of HO(T, OT(D)).Then (s0,...,s
r-1) 
defines an element of SRr(S,T,D) and if dimkHO(T,OT(D)) = n + 1, 
then dim SRr(S,T,D) = dim Grassr-1 = r(n + 1 - r). Thus SRr(S,T,D) 
k) and su (dim SRr(S,T,D)) = oo . 
D~ 
    Remark 2.16. i) Rr(S,T, O) = tOs(3)-.00seos(T)  } 
     (ii) R2(S,T,D) 0 for some D 0 if and only if there exists 
a morphism f of T to a curve C. 
     Proof. (i) is a direct conclusion of Lemma 1.4 and Lemma 2.2. 
     (ii) If R2(S,T,D) * 0', then there exist two sections s0,s1 
of H0(T, 0T(D)) such that both s0(t), s1(t) are not zero for any
 54 
t E- T. Thus T 4 (s0(t), s1(t)) e PI is a morphism. 
Conversely assume that there exists a morphism f : T--9 C (we may 
assume that C is non-singular because so is T).Take a 
very ample divisor A on C. Then HO(T, f*(OC(A))) contains two 
sections s0, sl such that both s0(t) and s1(t)are not zero for 
                              2-1 
any t e T. By virtue of Principle 2.6, we know therefore R(S,T,f (A)) 
0.q.e.d. 
     The above proof show that if R2(S,T,D) PS for some D, then 
sup (dim SR2(S,T,D)) = bo and D2 0. 
DE AT 
    Example 2.17. i) R2(P3,T,D) = 0 for any D 0 if T is a 
plane.R2(P3,Q,D) 4 0 for some D if Q is a 
quadratic surface because Q P~ X Pt. 
     ii) R2(Pr,T,D) _ 0 (r>_w for any T and D A 0. For if there 
exists a morphism f of T to a curve C, then dim f-1(p) = r-2 
                              -1 -1 for any p e C,which is a contradiction because dim(f (p)n f (p')) 
%!. 0 and therefore f-1(p) (1 f-1(p' ) 0. Thus every regular vector 
bundle of rank 2 on Pr (r24) is isomorphic to Opr ® 0pr(T) for some
                                            55 
non-singular subvariety T of codimension 1. 
     iii) If there exists a morphism of S to a curve, then  R2(S,T,D) 
0 for any T not contained in any fibre of the morphism and for 
some D. 
              3. Chern classes of regular vector bundles. 
      In this section we shall calculate Chern classes of regular vector 
bundles. 
     Lemma 2.18. Let E be a vector bundle of rank r (2.2) on S 
and let 0X(1) be the tautological line bundle of E for X = P(E). 
If H Hr are divisors on X such that 0 (Hi)=0X(1) for every                                                 X 
i and that they intersect properly, then p*(H1 ... Hr) = cl(E) for 
the natural projection p : X-9 S. 
     Proof. Consider the Chern polynomial H1 ...•H
r p*(ci(E))-H1•. "tHr-1 
+ p*(c2(E))•H1 ...•Hr-2 + ... + (-1)r-1p*(cr-1(E))• H1 + (-1)rp*(cr(E)) 
= 0. Operating p
* on the polynomial, one gets p*(H1•...IHr) = 
p<(p*(c1(E)) vHit...`Hr-1) cl(E) because p*(H1... .°Hr-1) = 1,
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 p*(H): ...•Hi) = 0 for i L r - 1.q.e.d. 
     Lemma 2.2, Lemma 2.10 and Lemma 2.18 yield 
     Corollary 2.18.1. If E E Rr(S,T,D), then pi(E) = T. 
     However a more general result is given by the following theorem. 
     Theorem 2.19.If EE Rr(S,T,D),then 
            S TR(-1)nTm-1,,n,   ch(E) ch(E) = r ++ p              ~~ 
          =1min=1 m: n; 
where ch(E)is the Chern character^ (t.z1 p112) and i : T ----->S is 
the inclusion. 
-1 
    Proof Assume that E is defined by Ye 1Z x T + ~ (D) I . 
The following exact sequence 
0—) IY® Op r-1(Hy)OPr-1(HY) _ OY 0 0pr-1 (Hy) —~0 
   SS 
yields an exact sequence 
     0— E_03(T)'--------5*(0Y(0Pr-1(H))--3 0 
because E is(IY®0Pr-1(HY)),R1Z*(IY(iC) 0Pr-1(H))=0 by virtue 
 S 
of the definition of regular vector bundle and Theorem 1.3. If one puts 
F = (T )*(0Y® 0 r-1(HY)), then by virtue of the Riemann-Roch theorem Y
P
s 
of Grothendieck for the morphism i : T S we have
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(1)  ch(E) = ch(OS(T) r) - ch( 'Z*(0 (7) 0 r-1 (HY))) 
S 
          = r ch(OS(T))- ch (1*(ZIY)*(0yGO OS-1(HY)) 
            = r ch(0 (T)) - i*(ch(F) • td(N )-1),    S'Vs 
where NT/
sis the normal bundle of T in S and td is the Todd 
class. On the other hand, for the ideal JYof Y in PT-1the 
following exact sequence 
0 -4 JYzc0 r-1 (HY)0Pr-l® 0Pr-1(HY)>OY00 r-1(HY)—0 
STSS 
provides an exact sequence 
0•—> (1LT)*(JY 0 OP
S-1(HY))--0T(T2)®rF.SRI (1T,T)*(JY 0 OPr-1(Hv)). 
Since JY® 0 r-1 (HY)St-0 r-1 (-Z k T - (T)-1(D))O)0
Pr-1(Z XT + (~T )-1(T2 STT 
(TCT)*(OT(T2-D)), we know RI (TT)*(JY® 0 r-1 (H
Y)) = 0. Thus                                                 S 
the above exact sequence implies 
(2) ch(F) = r(ch(OT(T2)) - ch(OT(T2) OT,(-D)) 
           = ch(O
T(T2))(r - ch(OT(-D))) 
                        CC 
=(GT1) ( r -1 - E(-1)nDn) , 
a=0 aln=1 n; 
where T' = T2 in T. As to td(N )-1 we get T
/ S
))









The above (2),(3) yield
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By virtue of (1), (4)' 
" 
(5) ch(E) = r T- i* 





T'1-1 - (-1)nT' 
7
m=1 m: n. 
n=1 
) = Tm-1 i*(Dn)
m-1Dn
                                           Coo 
     ch(E) = r+T +(-1)nTm-11*(Dn) 
                                                    m' n'       Q=t m=1q.e.d. 
n=1 
      Corollary 2.19.1. If E E Rr(S,T,A) , then cl(E) = T, c2(E) 
c3(E) = i (D2) in A(S)Q, where A(S) is the Chow ring of S. 
Proof. Note that ch(E) = r+c1(E) ---(c
1(E)2 - c2(E)) + 
6(c1(E)3- 3c1(E)c2(E) ± 3c3(E))+higher term. Then our assertion 
 is an immediate corollary of Theorem 2.19. 
       If r = 2, then c3(E) = 0 and so the above corollary implies 
  *(D2) = 0, but fortunately Remark 2.16 implies that if R2 (S ,T ,D) 
4 0 then D2= 0. 
       Remark 2.20.  Corollary 2.18.1 asserts that if E C: Rr (S ,T ,D) , 
 then c1(E) = T in A(S). Thus we have the following problem ; 





                Chapter III. Simple vector bundles. 
     In this chapter we maintain the notation  in:the 
                  1. Simple regular vector bundles.
     Let E be a vector bundle on a scheme X, then 
Ho?rbX(E, E) contains OX as scalar multiplications 
End(E) = HomOX(E, E) naturally contains r (X, OX). 
Definition. A vector bundle E on a scheme X 
simple if End(E) = r (X, 0X). 
     Our aim of this section is to show that SRr(S, 
Theorem 2. 14 consists of all simple vector bundles 
     Lemma 3.1. Let X be a complete variety over 
be a vector bundle of rank r on X. 
     (i) Autx(E) is a connected linear group and 
dimk End(E). 
     (ii) E is indecomposable if and only if rank 
of a maximal torus) of Autx(E) = 1.
 preceding chapter. 
r d(E) = 
   Thus 
  is called 
T, D) in 
in Rr(S, T, D). 
 k and let E 
dim Autx(E) = 
(i.e. dimension
     Proof. If X = i IUiis a sufficiently fine open covering of 
X, then  EIUi is free for any i, and an element 1- E End(E) is 
represented by Lei \i E I, 3i M(r, r (Ui, such such that 
Aij = Aij 5j for the transition matrix Aij of E in Ui (1 Uj. 
Since ( Csi - xI) Aij = Aij ( 6) - xI) in Ui fl Uj with an 
indeterminate x and the unit matrixI, we see that det(a'i - xI) 
= det( (5-j - xI) in Ui( Uj for anyi, j. Thus there exists a 
polynomial F(x) E k ~x] with F(x) = det (Ci - xI) for any i 
because X is a complete variety over k. Hence every eigenvalue of 
q. is independent of i, contained in k and det = det O1 is 
an element of k. Take a free basis el, ..., a
nof End(E) with 
e] = idE. CY = O(1e1 + ... + GZ nen is contained in Autx(E) if 
and only if det k 0. The above argument implies that det CS is a 
polynomial of 0( 1, ... , 0(n over k, and if A' is not an 
eigenvalue of, then 0- - of el = (1 - )e1 + '(2e2 + ... + 0(nen 
is contained in AutX(E). Thus Autx(E) is an open dense subset 
in End(E), which implies that Aut
t(E) is a connected linear
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group (ii) is easy, if one takes Lemma 6, Lemma 7  of [/ and the 
above argument into account, 
                                                                  q. e. d. 
     Corollary 3.1.1. A vector bundle E on a complete variety 
over k is simple if and only if Autx(E) = Gm = k*_ 
     Proof. If E is simple, then End(E) = F(X, OX) = k which 
acts on E as scalar multiplications. Thus Autx(E) = Gm. 
Conversely assume Autx(E) = Gm. Then by virtue of Lemma 3.1 
dimkEnd(E) = 1, whence End(E) = k = ~(X, OX). 
     For a vector bundleE on a scheme put La (E) =k.1   L is the 
isomorphism class of a linebundle L with E= E 0 Li. Then we 
get the following exact sequence of groups ([S) Corollary to 
Proposition 2); 
     e —4 Autt(E)/ ~'(X,O) —~ Autx(P(E)) —i 4(E) -~ e 
If X is a complete variety over k, then !`(X, OX) = Gm. If X 
is complete and normal, then L(E) is a finite group, because
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E E L  implies  (rankE) OX and therefore L (E) is contained 
in (rankE) - torsion part of Pic°CX) which is an abelian variety_ 
Thus under these assumptions Autx(E)/Gm = AutX(P(E)), where AutX(P(E)) 
is the connected component of Autx(P(E)). Therefore we get 
     Corollary 3.1.2. A vector bundle E on a complete normal 
variety X over k is simple if and only if AutX(P(E)) = e. 
     In order to investigate whether a regular vector bundle E on 
S is simple or not, let us study Auts(P(E)). 
     Lemma 3.2. If E is a regular vector bundle on S of rank 
r defined by Y and if dimkHO(S, E) = r (cf. Cororally 2.11.1), 
then Auts (P (E)) = G I enS PGL (r - 1) = Auts (PS-1) , Y6-=  Y
    Proof. The assumption dimk0(3, E) = r implies that 
HI, ..., Hz, form a basis of IHi.I, where HI = elmy(Hi), Hi = Zi X S 
for independent hyperplanes Z1,...,Zr of Pk-1. Since 
Q Auts (P (E)) is contained in Auts (P (E)) = Aut5 (E) /Gm if and 
only if q* (OP (E) (1)) 0P(E)1) for the tautological linebundle 
     (1) of E and since OP (E) (Hi)=Op (E) (1) , we have Op (E)
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 r  a r 1/—'r 
(.(\H')=nH H'. On the other hand, (\' coincides with the i=1 1i=l 1i=1 1 
center Y' of (e14-2)-1 by virtue of Lemma 2.10. Thus Y' = Y'. 
Now we claim 
     Lemma 3.3. Let SG : X ---> S be a PN-bundle and let T, Y 
be subschemes S, X satisfying the condition (E0r). If4" 
EAut8(X) satisfies Y= Y, then Q' induces a unique element S' 
of AutS(X') with X' = elm (X) such that Y' e = Y' with the center 
Y' of (elmy)-1 and C  X(S-T) = 6 1 X(S-T) by the natural 
identification X(S-T)= X(S - T)• 
     Proof. Cover X by a system of affine open sets U,x/ such 
that XUt = Proj(A , ..., 10) and YUA is defined by the 
                     0N~y 
ideal (tCA,J7n+1' •••'NT)•Let~i= Eaij!•a •EA, 
                                             j=0 
then the condition Y = Y implies aij = t a! ,aiCA for 
                              1jJ 
n + 1 i N, 0 j II. By virtue of Lemma 1.4 elmY (XU ) = 
Proj (A 1`70, ... , 'TO) , 7i = (0 i n) , = t 7! (n+1 
nNn 
Thus `7'6 = E a..7'+ E t a•17'(0isn),g'~=E a! . 7 ij=01JJj=n+11JJ(ij=0 13 / 3 
+ E a.. `7'(n+liN).Hencea-induces a morphismY' 
j=n+1 1JjUa
of  XT to itself. cT'U is an automorphism of XU because if 
Z is the inverse of a", then T' •  = a-' • 'c' = idd, . U
,U~ UaU~ 
Moreover 0" Ucoincides with6U in an open dense subset X(S-T) 
 a n X' of X'= XUU, which imliesCTUXX'«UX          r,pp(i(' 
                      ~ 
                       'cr' because the set txXa1xU« = x Un is closed in X'a, t3 
Thus 6" induces an elementc' of Auts(X').It is obvious that 
p.- is a desired automorphism. If c5.-1,  2 are automorphisms 
of X' induced by G , then cy 1 = 6 2 in an open dense subset, 
whence c~-1 
     Now we shall come back to the proof of Lemma 3.2. By virtue 
of Lemma 3.3, .3 induces an element of the group G(Y) = t E PGL (r-1) 
Y = Y3. Thus we have a homomorphism (p : Auts (P (E)) -.-- G(Y).  We 
get also a homomorphism (i) : G (Y) .— s, Auts (P (E)) because S' 
Auts(P(E)) induced by T E G(Y) sends H; to an element 
of I H11,which meansr* (OP (E) (1)) OP (E) (l) .. Clearly 
 Cf • 4, = id, t+-. (p= id. Thus Auts (P (E)) - 0(Y). 
                                                                   q. e. d.
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     Now we come to a main theorem of this section. 
     Theorem 3.4. Let S be a non-singular projective variety over 
k, let T be a non-singular subvariety of S of codimension one 
and let D  AT. 
(i) SR~(S, T, D) in Theorem 2.14 consists of all simple vector 
bundles in Rr(S, T, D) . 
     (ii) If E E- Rr(S, T, D) is defined by (s1, ..., sr) E-
      T,  D) X ... X HO(T, OT(D)) (cf. Principle 2.6) and if the 
dimension of the vector subspace of HO(T, OT(D)) generated by 
s1, ..., sr is r' , then E`0~(r-r•) 0) E' for some 
E' E SRr (S, T, D) . 
     Proof. Assume that E is defined by (sl, ..., s
r) e 
HO(T, OT(D)) X ... X HO(T, OT(D)). In the first place note that 
D E AT implies dimkHO(S, E) = r by virtue of Lemma 2.11, and 
therefore by virtue of Lemma 3.2 Auts (P (E) = G(Y) =  C, 
PGL(r-1) = AutS(Pr-1), Y = Y for the sub scheme Y of PT-1
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i 
t  Yt M a 4^`•vvi Irk Et) la o,.wii t E- l , ^Aot Cwn c12tiv , G ^ ,k./p t a t ---> J 
      whose ideal in PT-1 is generated by s1 1 + ... + sr yr, where 
       Li
lt17r form a system of homogeneous coordinates ofPS-1 
(cf. Principle 2.5 and Principle 2.6). Since every si(t), ..., 
       sr(t) is not zero for any t E T, the rational map (: T ? t -- ' 
 \\
\.,(sl(t), ..., sr(t)) E P=Pk-1is a morphism. On the other hand, 
sinceThY E P, where P is regarded asthe dual space of Pr-1. 
                                                            k 
      This map is nothing but y> . Moreover the action of PGL(r-1) = 
     Auts(PS-1) = Autk(Pk-1) on PS-1= Pk-1k S induces that on the 
       dual space P of Pk-1 through contragradient linear transvformations. 
cs-      Th
us the condition Y = Y for ti E PGL(r-1) is equivalent to 
       6       x= x for any x E (r) (T) by the above action. This implies 
      G(Y)= ,6iorEPGL(r-1), x = x for any x E (' (T)\. Assume 
      E E SRr(S, T, D), that is, sl, ..., sr are linearly independent 
      in 11°(T,  OT(D)), then cp (T) is contained in no hyperplane of 
      P, whence there exist linearly independent k-rational points r 
                                                   r 
      xl, " " xi-1, xi+1' •••, xr, thenU Li~'(T) because Li 
                                              i=1 
1). y (T), 1 < vi < r. Thus there exists a k-rational point xr+l 
t L 7t ,tam act U.to 1,-1 ,)
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in  (p (T) - U L..Thenany r pointsin x1,...,xr+l / are 
  i-1i 
linearly independent in P. We know therefore G(Y) = (e} because 
   E G(Y) fixes every xl, ..., xr+1. Hence if E E SRr(S, T, D), 
then E is simple. Now we have only to prove (ii) because a simple 
vector bundle is indecomposable (see Lemma 3.1, (ii)). It is easy, 
however, that every vector bundle in Rr(S, T, D) - SRr(S, T, D) is 
decomposable. In fact if E E Rr(S, T, D) - SRr(S, T, D), then 
s1, ..., sr are dependent, which means CQ (T) CH for some 
hyperplane H of P. Thus G(Y) cs E PGL(r - 1) 1 x-= x for 
any xC-HGm. Hence rank of Auts(E) = rank of Auts(P(E)) + 
> 2, which asserts that E is decomposable by virtue of Lemma 3.1. 
(i) is therefore proved. Next let us proceed to the proof of (ii). 
We may assume that sr+l, ...,s
rare linearly independent for 
r" = r - rt. Since(f'(T) is contained in a linear subspace of 
dimension r' - 1 of P and none of those of dimension r' - 2, 
there are k-rational points xl, ..., xr, such that 
cp (x1) , ... , 7 (xr/) are linearly independent in P. Put
1
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 rt, 
 i=Ej=1s3(x.) 7j(l4tiEr'), then1,...,(r,1,...,fir, 
are linearly independent over k because rank(si(xj)) = r' and 
sl, ..., sr„ depend on sr"+1' •••, Sr. Thus we can adopt 
712 ••• 11r"' 1' •••' r' as a homogeneous coordinate of 
PS-1.Moreover Y is defined by sit + ... + s',~= 0 for 
                        r some linearly independent sl' ..., sr, E. HO(T, OT(D)) because 
Sr"+l, .•., sr are linearly independent. There are therefore an 
afine open covering 
L U >s = Spec (A >) .),61\ of S and a correspondence 
9 X ------------ k. X (1) , ..., Mr' - 1)1 C 1, ..., r` 
such that PS~T.=Proj(A` 71, •••, / r"' i\(1)' •••'i(r'-1)' 
  T7 ) , T (\ U = Spec (A T /tx A>, ) for some t>, e A) , 
  U)()\)v.)      =al1 +••,+ ar,r,for some al,...,a(r, E- A), and 
that the ideal of YU>inPS,U> is generated by t,,, ~ . Then 
    = elm-2(PS = Proj (ACT1, • • • ,Irf„1~(1)' • • • 
U~ 
>(r'-1)' c'T) ) fort, \ = 7)T by virtue of Lemma 1.4. By 
the construction the idealsIU , JU  generated by 11, •••' Ll r"'1 
 { \(1)' ..•, )\(r'-1)' respectively define global
ideals, that is, there are ideals I, J in  OX, for X' = elmY-2 
PS-1) with IOXU = IU , JOXU = JU for any \ F A . I, J 
k define projective subbundle PI, P2 of X' = P(E) such that - 
P1nP2 =, dimQ1, s+dim2, s =r-2, for any s C S . Thus 
E is isomorphic to E1© E2 for El = , (Op1® OX' (1)) , E2 = 
TG, (Op2 Q OX, (1)) , where 'Z` : X'.--4 S is the structure morphism 
and OX,(1) is the tautological linebundle of E. Since 
  1, .•., !r„ form a basis of E2 on UT for any X E n , E2 
(iv" is isomorphic to OS . On the other hand, sinceA(l), ..., 
~~ form a local basis of E1 on UA , El is a regular 
vector bundle defined by (s',...,sr,)FH°(T, OT(D)) X' 
H°(T, OT(D)) by virtue of Lemma 1.4 and Lemma 2.2. Elis contained 
in SR/"(S, T, D) because si,..., are are linearly independent. 
                                                               q. e. d. 
     In [3) A. Grothendieck proved that every vector bundle on 
Pk is the direct sum of linebundles. In the same paper he posed a 
question whether this property characterizes Pk in the category
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of projective variety over k. Van de Ven and J. Simonis solved 
this problem in the non-singular case (see  [17]  ). The above theorem 
provides an answer of this problem in a stronger form. 
     Corollary 3.4.1. Let S be a non-singular projective variety 
over k of demension n. If r is an integer greater than 
max(n - 1, 1) and if .S4  Pk,then there is a simple vector 
bundle of rank r on S. 
     Proof. If n-7. 2, then this is a direct corollary to Theorem 
3.4 and Remark 2.15. It is well known that there is a stable vector 
bundle on S if n = 1 and S Pk (for example a non-trivial 
extension E of L by OS is stable for a linebundle L of 
degree 1). And every stable vector bundle is simple ([41 ). 
                                                                  q. e. d. 
     Remark 3.5. Our proof of Theorem 3.4 shows that without 
the assumption D e AT (ii) is true if one defines SRr(S, T, D) 
as the set which consists of all elements in Rr(S, T, D) defined
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by linearly independent (s1, ..., sr). (i) is not necessarily 
true without the condition D E AT. But it would not be best to 
assume the condition because there is a simple regular vector 
bundle not satisfying the condition (see next section). 
     Example 3.6. For an ineducible conic C2 in P2 and a point 
P E C2 the unique element of SR2(P2, C, P) = R2(P2, C2, P) is 
0p2(1) n+ OP2(1). Every element of SR2(P2, C2, 2P) = R2(P2, C2, 2P) 
is indecomposable but not simple. 
     Proof. Assume that E E R2(P2, C2, P) is defined by (s1, s2) 
HO(C2, 00(P)) x HO(C2, OC2(P)), si corresponds to one point 
.divisor Pi on C2. Take a point Q E C2 which is different 
         2~b.,~' 
from P1,P2and twolinesE a(1)X.= 0 (i = 1,2). Then the 
                         j=0JJ 
subvariety V of PP 2 = X defined by ( 
JO 
                   Ea~1.O                                       l)X . ) + (Ea(2)X)j 72 
= 0 with a system of homogeneous coordinates 171, 12 of X is 
non-singular and contains the subvariety Y of PC2 defined by 
s1171 + s2172 = 0. It is easy to check that proper transform of 
V by elmt is a section of el4(X) = P(E). Thus E is an
extension of two  linebundles. On the other hand, every extension of 
two linebundles is trivial on P2 because H1(P2, L) = 0 for any 
linebundle L on P2. E is therefore decomposable. Moreover 
cl(E) = 2, c2(E) = 1 by virtue of Corollary 2.19.1, Thus E 
0P2(1) Q 0p2(1) . Since cl(E) = 2, c2(E) = 2 for E E R2(P2, 
c2, 2P) by virtue of Corollary 2.19.1 E is indecomposable. 
That E is not simple will be proved in the next section (see 
Example 3.11). 
                                                                  q. e. d. 
§ 2. Simple regular vector bundles of rank 2. 
     In the rank 2 case we can study more fully simple regular vector 
bundles. A distinguished fact on a vector bundle E of rank 2 is 
P(E) ~ P(E) with the dual vector bundle EV of E. In fact 
     Lemma 3.7. If E is a vector bundle of rank 2 on a scheme 
X, then EV?E ® det E. 
     Proof. LetAidbe transition matrices of E, then those
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of E aretAij = the contragradient of  Aij . Then the isomorphism 
f : E q) det E'—~ Ev can be given by the following matrix identity ; 
    0 10 -1 _                  • Aij•(det Aij).=tAij• 
   -1 01 0 
                                                               q. e. d. 
     The following lemma is due to Schwarzenberger (till] Theorem 1). 
     Lemma 3.8. Let E be a vector bundle of rank 2 on a non-
singular projective variety X over k. Then the following two 
conditions are equivalent to each other 
     (i) E is not simple. 
     (ii) There is a linebundle L on X such that for E' = E q) L 
dimkHO(X, E'):› 0, dimkHO(X, E') 7 0. 
     Now assume that E E R2(S, T, D) is defined by Y. Then the 
tautological linebundle of E on P(E) = elm~(PS) =X(Y) is 
OX(Y)(HY) in the notation of chapter II (see Lemma 2.2), and 
det E ~ OS(-T) by virtue of Corollary 2.18.1. Applying the above 
lemma E is not simple if and only if
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           dimkHO(X(Y), OX(y)(HY+}tl(DO)))  ] 0, 
dimkHO(X(Y), OX(Y)(I - 4(T + DO))) 0 
for some divisor DO on S because HO(S, E OS(DO)) = H O(X(Y), 
OX(Y) (Hy +`1T'l(D0))), HO(S, (E OS(D0))) = HO(X(Y) , OX(Y) 
-1 (
H' - 17y (T + DO))) by virtue of Lemma 3.7. Thus E is not simple 
if and only if there are positive divisors A',A2with A' - itY(T) 
   0, A2 - j~,(T) - 0 and non-negative integers r1, r2 such 
that 
Al +rl•IG1(T),H +1(D0),A+ r2Yl(T) '--7(y1(T+DO). 
We may assume that D0 T and replace T by a suitable T' 
such that T' T, T ./ T' , because S is projective. Put 
Ai = fyLgy1CAt\ and H = fy1CHoj. 
                                                      0 
     (a) Assume thatAi contains the center Y' of (e14)-1 
Since gY11Ai3 + XT + rl(iCy • gy)-1(T') P H +11, + (T~ • gy)-1(D0) 
and f1       1,(HO + PT) = H + XT + Ey by virtue of Lemma 2.1, we get 
 1(HO+ PTlPT),gy fyAl-]+ XT + rl(T fy)-1(T') - (T • fy)-1(D0) + Ey
(note  "TG  • fy = T.,y • gy) . On the other hand, fy-1(Al + PT + rl•}Z-1 
(T') - 'i1(D0)) = gy1CAi + XT + Ey + rl(1t y-1(T') - (Z.fy)-1(D0) 
by virtue of Lemma 2.1, Thus fyl(Ho + PT)•-fy-(Al + PT+ r1TV;1(T' ) 
11 -'-(D0)), which implies A1-.. H0 - riP
T + T -1(D0). Since Al ? 0, 
there is a positive divisor D1 with D1-.. D0 - r1T. 
      (b) Assume that A2JY': By a similar argument as above we 
have A2 ti H0 - r2P11, - C 1(T + D0) = H0 - (r2 + 1)PT - tC 1(DO) , 
whence there is a positive divisor D2 with D2 ^- - (r2 + 1) T - D0. 
     (a') Assume that Ai Y' : Since gy1LAII + ri(My • gy)-1(T') 
   H + XT + Cry • gy)-1(D0) and fyl(A1 + r1TG1CT' ) - 1 -1(DO)) = 
  1LAO + Ey +rl(lti•f~-1(T') - (ic•f-1 gy(D0) by virtue of Lemma 
2.1, we have fy1(H0 + PT)fyl(A1+rl1Z1(T')-iv1(DO)).Thus 
Ai H0 - (r1 - 1) PT + -r-1(D0). Since Al > 0, there is a positive 
divisor D' with DiD0- (r1 - 1)T. 
     (b') Assume A2Y' : By a similar argument as above we have 
A2,.\_, HD - r2PT+PT-v,l(T + D0) = HC - r2PT - le (D0) , whence there 
  is a positive divisor, D2 with D2 - r2T - D0.
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      We should therefore consider the following cases. 
      (1) The case where (a) and (b) are satisfied  : Since - (r1 + 
r2 + 1)T ^, D1 + D2 0, r1 + r2 + 1 > 0, T 0 and since S is 
 projective, we have a contradiction. 
      (2) The case where (a) and (b') are satisfied : Since 
-(r1 + r2)T D1 + D2 j 0, and r1, r2 are non-negative integers, we 
 get r1 = r2 = 0, whence Dor.-0. Thus A2 H0, and by virtue of 
 Lemma 2.1, A2 D Y. Hence Y = p?‹ T C PT for some point PE- Pl, 
 which implies E ' R2(S, T, 0). ThereforeE = OS Q OS(T) and 
 this is .not simple. 
      (3) The case where (a') and (b) are satisfied : Since - (r1 + 
1"%/ D' + D2> 0 and r1, r2 are non-negative integers, we get 1 
 rl = r2 = 0, D0 + T ti DI> 0, -(DO + T) '~ D2 ? 0, whence D0 -T. 
 Thus A1 ,N, H0 and by virtue of Lemma 2.1 Al D Y. HenceE 
OS ED OS(T) and E is not simple. 
      (4) The case where (a') and (b') are satisfied : Since 
 (1 - r1 - r2)T"/ Di + D2 ? 0, we get 1 - r1 - r2 ? 0. If either
r2)
7?
 rl or r2 is equal to 1, then by a similar argument as above we 
have E = OS @ OS(T). Suppose r1 = r2 = 0, then D2 ti -D0, whence 
D' ^/ T-D2.Thus there are positive divisors Di,D2on S and 
A1, A2 on PS such that D' + D'2 T,Al'HO+ TC1(Dl),A2 
H0+y1(D') and both Al and A2 contain Y. Conversely if these 
conditions are satisfied, then the calculation in(a'), (b') 
shows that A'NH' +iv-1(D),A' H' -T-1(T + D ) forA'.=     1 Y Y 02 Y Y0 
elmy~A1) and DO = DI - T. 
     Consequently we have 
     Lemma 3.9.Let E E R2(S, T, D) be defined by Y. Eis not 
simple if and only if there are positive divisors D1, D2 on S 
and Al, A2 on PSsuch that D1 + D2T, A1- Ho +Z(01), 
A2H0 +-l(D2) and that both Al and A2 contain Y. 
     Proof. Note that if D = 0, that is, E = OS p O
S(T), then the 
above conditions are satisfied by D1 = 0, D2 = T, A
l = H0, A2 = 
1 H
O + 1V (T). Then our assertion is clear by virtue of the 
argument before this lemma. 
                                                                   q. e. d.
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        Theorem 3.10. Assume that E R2(S, T, D) is defined by 
   (s, s')  ( H°(T, OT(D)) X H0(T, OT(D)) (cf. Principle 2.6). E is 
   not simple if and only if there are positive divisors C 1, CI, C2, C12 
   such that C1 + C2 T, Ci '- CI(i= 1, 2) and that Ci • T = 
I s + Bi, CI • T = Ise t + Bi (i = 1, 2) for positive divisors Bi 
   on T, where Ise (or, ks'`) is the divisor defined by s = 0 (or, 
s' = 0, resp.). 
        Proof. E is defined by Y : s 7 0 + s'Tj1= 0, where `jp, ~l 
                        4 
   are a homogeneous coordinate of PT induced from a homogeneous 
   coordinate 70,71of P.Assume that E is not simple, then 
   there are D1,D2,Al,A2satisfying the conditions in Lemma 3.9 
   with the same Y as above. Ai is defined by si0 7 0 + sil 7 1 = 0 
   for sib E HO(S, OS(Di)). Letbe the element of H°(T, 0T(Di•T)) 
   induced from sib . Then Ai Y implies sip 7 0 + si1 71 
ai(s 7p + s' 1) for some ai E H°(T, OT(Di•T _ D))_ Thus if one 
   puts si0 ` = Ci, (sil = CI, then Ci • T = 11 s, + Bi, CI • T = 
I sit + Bi (B1 = f a1 ) . Since Ci Ci Di, we know T ^ - C1 + C2. 
  int1/41 4 Rwuni z . 1 E p o 
                                                           1
Conversely assume that C1,  CI, C2, CI exist. The conditions 
Ci . T = Is 1+ Bi, CI• T =Is' 1+ Bi assert that there are 
sij E H0(S, Os(Ci)) (j = 0, 1) and a1E H°(T, OT(Bi)) such that 
1 si0i = Ci, ~si1 \ = C!, `a\ = Bi and that 1-i0 70 + sil7l = 
ai(s`(0 + s' (1). Let Ai be the positive divisor on PS defined 
by si0 70 + sil 71 = 0, then Ai Y. Thus Di = C1. Ai satisfy 
the conditions in Lemma 3.9, which implies that E is not simple. 
                                                               q. e. d.
(D.(5) 
     Corollary 3.10.1.E E R2(S, T, D)ris simple if H°(T, O
T 
(T2 - 2D)) = 0. 
v--     P
roof. If E is not simple, then there are positive divisors 
C1, C2 such that Ci • TA D + Bi, Bi 7 0 on T and C1 + C2 tiT 
(see Theorem 3.10). Thus T2 - 2D -'((C1 + C2) .T)- 2D B1 + B2> 
0. We have therefore H°(T, OT(T2 - 2D)) 4 0. 
                                                                  q. e. d. 
     Example 3.11. Let Cn be a non-singular curve of degree 
n in P2. Every element of R2(P2, C2, 2p) is indecompOsable
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 and not simple. Every element of  R2(P2, C3, p1+P2+P3) is not 
 simple if and only if P1, P2, P3 are collinear. 
      Proof. Asuume that E C- R2(P2, C2, 2P) is defined by (sl, s2) 
H0(C2, 0C2(2P)) X H°(C2, 002(2P)) . Put Lsil = Pi/ + Pi2. Take 
 the line ti going through pit and Pi2 (if pi' = P12' 2-i 
 touches to C2 at p11). Then Ql = C 1 = C.2, Q2 = C 1 = C 2 satisfy 
 the conditions fors1, s2 in Theorem 3.10. Let us show the 
 latter part. Note that p l' P2' p3 are collinear if and only if 
 Qi, Q2, Q3 are collinear for any element Q1 + Q2 + Q3 of 
1p1 + P2 + P3I Assume that E 6 R2(P2, C3, P1 + P2 + P3) is 
 defined by (si, s2) C-11O(C3, 0C3(P1 + P2 + P3)) X 110(03, 0C3 
                             3 
(P1 + P2 + P3)) with ( si\ =E1Qi~. If E is not simple, then                                J = 
 one of Ci in Theorem 3.10 is a line, whence Qii, Q12, Qi3 are 
collinear. Assume •P1, P2, P3 collinear, then Qii, Qi2' Qi3 `yu LA.4 rs.k• 
 Then L1 = C1, Q.2 = C 2Q.2 = 02, 24.2 = C satisfy the conditions 
 of Theorem 3.10, whence E is not simple. 
                                                                    q. e. d. 
141 a- L 4; zikaq.  o', o Q„
,
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     As a matter of fact if  pl, p2, p3 are not collinear, then every 
element of R2(P2, C3, Pi + P2 + P3) is isomorphic to the tangent 
bundle of P2 (see Example 148). 
     Example 3.12. Let T be a non—singular surfaces of degree 4 
of P3 which contains a line £ and let l H N) >FP1 be the linear 
pencil which consist of hyperplanes of P3 containing 2.. Then 
     T = .Q + C. , .C> . C = 0 because pa(C>) = 1, KT 0 with 
a canonical divisor KT ofT. Thus R2(P3, T, 20,,) by 
virtue of Remark 2.16. Let us show that every element of R2(P3, T, 2CA) 
is indecomposable and not simple. 
    Proof. Since Cx2 = 0, I 2CA = ~D = C>+C)A.1),,p,epl. Assume that. 
E (r R2(P3, T, 2C,,) is defined by (s1, s2) E HO(T, OT(2C, )) X 
HO(T, OT(2C),)) with (siti = Dy,i 1. Then C j = H) + Hp , C~ = H)2 + 14,P2-0 = 
1,,2). satisfy the conditions in Theorem 3.10. Thus E is not simple. 
Since cl(E) = T, c2(E) = 2C x, deg cl(E) = 4 and deg c2(E) = 6, 
whence E is indecomposable. 
                                                                  q. e. d.
     As an application of the above theorem we shall give another 
 1 
proof of a theorem of  Schwairenwerger ( C(T) Theorem 8). 
     Theorem 3.13. Let S be a non-singular projective surface 
over k, cl a divisor on S and let c2 be an integer. For 
r> 1, there exists a non-simple vector bundle of rank r on S 
with Chern classes cl, c2. 
     In order to prove the theorem we need a lemma. 
     Lemma 3.14. Let H be a very ample divisor on a non-singular 
projective surface Sand let xl, ..., xn be mutually distinct 
points on S. There exists a positive integer aC such that for 
any a a0 there is a non-singular irreducible member of ,[all 
going through all of x1, ..., xn. 
     Proof. Let f : S' —) S be the blowing up with centers 
xi, ..., xn and let Ei be the exceptional curve f--(xi). Then 
0S'(-(E1+...+ En)) is f-very ample (E, G. A. Chap. II, 8.1.7). 
Since H is very ample, there exists a positive integer al such
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that  OS,(-(E1 + ... + En)) f*(0S(H)a) = OS,(af-1(H) - (E1 + ... + 
is very ample for any a  a0 (E. G. A. Chap. II, 4.4.10). Then 
a general member H' of  of-1(H) - (E1 + ... + En)I is non-singular 
irreducible. Since (H' , Ei) _ (af-1(H) - (E1 + ... + En), Ei) = 1, 
f(H') goes through all xi with multiplicity 1. Thus f(H') is 
n non-singular irreducible because S' -V Eiis isomorphic to 
                                          i=1 
S - lxl, ... , xn}. Clearly f(H' ) aH, f(HI) is therefore a 
desired member of IaH`. 
                                                                  q. e. d. 
     Proof of Theorem 3.13. For r 2and vector bundle E of 
rank 2, cl(E) = c1(0:(r-2)® E),c2(E) = c2(0)E). Thus 
we have only to prove the theorem in the case of r = 2. Let H be 
a very ample divisor on S with(H, H) = h and let n be a non-
negative integer. Take integers of , (3 such that > 0, 0 < < < h, 
n = p(h +(s . Let H1(1 i 4) be general members in 1 H \ such 
hh 
that H1 • H2 = 
     i=1j=1                         H3 • H4 =E yi with mutually distinct                                  j=1
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 points  xl, ..., xh, yl, .••, yh. Then by virtue of Lemma 3.14 
there exists a positive integer such that for any a > a0 there 
is a non-singular irreducible member of 1 al-11 going through all of 
xi, •••, xh, y1' •••' yh-o • Take such a member H' for a = 2r-1 > 
1,04((a0, 40(+ 3) with an even integer r. We may assure that H' 
h (2r-2) h 
goes through none of yh-3+1' •••' yh• If Hi H' =E xi + kE1zik i=1= 
h-0 (2r-2) h+ P 
(i=1,2), Hi • H' = E y. + E wik (i = 3, 4), then Al = 
j=1 k=1 
(2r-2)h(2r-2)h (2r-2)h+0 (2r-2)h+13 
  E zlk rr A2 = E z , B1 = E w19—B2 = Ew2 Q 
k=1k=12=12=1 
and ziki $ z2k2 (1k1, k2 . (2r-2)h) , wl S!1 4 w2 Q2 (1 E Ql, 
X2 4- (2r-2)h4). Take another general members H5, H6 in ) H 
such that Al = H5 H' and A2 = H6 • H' contain no common 
point, and put Di = O! Xi + (  - a - 1) Ai + Bi ( i = 1, 2) . 
Then D1 and D2 contain no common point and D1 D2, whence 
R2(S, H', D1) 4 0. The element E' of R2(S, H', D1) defined by 
(s1, s2) H0(H' , °H, (D1)) X 10(H', %,(D2)) with I si l = Di 
(i = 1, 2) is not simple because C1 = of H5 + (  - o(- 1)H1 + H3, 
Ci = OCHE + ( 2 - of - 1)H2 + 114, C2 = (a+ r - 1)H5 + ( 2 - of - 1)Hi + 113,
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C'2 0(H6+ (r - 1)115+ (2-d- 1)H2 + H4 obviously satisfy the 
conditions of Theorem 3.10. On the other hand,  cl(E') = (2r - 1)H, 
c2(E') = O((2r - 1)h + (  - a(- 1) (2r- 2) h + (2r - 2)h + (3 = 
r2h - rh + 01 h + (3 by virtue of Corollary 2.18.1 and Corollary 2.19.1. 
Thus we obtain cl(E' ® Os(-(r - 1)H)) = H, c2(E' © Os(-(r - 1)H)) = 
o(h -9- = n. Therefore if H is.very ample divisor on S and if 
n is a non-negative integer, then there is a non-simple vector 
bundle E of rank 2 on S with cl(E) = H, c2(E) = n. For a given 
cl, c2, take a very ample divisor H" and a positive integer t 
such that H = cl + 2rH" is very ample and c2 + r2(H", H's) + r(cl, 
H") = n> 0 (these conditions are satisfied if one takes sufficiently 
large r for a very ample divisor H"). As for these H, n there 
is a non-simple vector bundle E" of rank 2 with cl(E") = H, c2(E") 
= n by virtue of the above argument. Thencl(E"60 OS(-rH")) = cl, 
c2 (E"€) OS(-rH")) = c2. Thus E = E" qp OS(-rH") gives a desired 
vector bundle. 
                                                                  q. e. d.
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Chapter IV. Some special cases.
In this chapter we shall study some special vector bundles on
some special algebraic varieties, along the line developed in the
preceding three chapters.
1. Tangent bundle of  Pk•
Let  TX be the tangent bundle of a non-singular variety X over
k. Then we have




H2) consists only of one element TPn(-1) .
Proof. Let P be the dual space of Pk, then : X =
P Pk_~Pkis the trivial Pn -bundle on Pk. Onthe other hand,
the P
n-1 -bundle rJ : Y = PCTPk)Pk may be regarded asthe
bundle whose fibre re-1(x) at x is (n-1)-dimensional projective
space consisting of all hyperplanes in Pk going through x. Thus
Y is naturally asubbundle of X. Take linearly independent
points xl, ..., xn in H. The set consisting of all hyperplanes
                                                  88 
going through  xi (for each fixed i) forms a hyperplane Zi in P. 
Put Hi = Zi X Pk. Let us consider Hl ....• Hn • Y in Y. Since 
k -r'-1(y) n Hi = 4hyperplanes of Pk going through xi and yi, 
I,-1(y) (1( iiHi) is not empty if and only if y is contained in 
                                             n H ; and if y C H, then Tv-1(y) (-1( RiHi) is the point corresponding 
to H. Now let X0, ..., Xn be a homogeneous coordinate of IT-
such that H is defined by X0 = 0 and let II 0, ... , In be the 
homogeneous coordinate of P induced from X0, ..., Xn. Let TJi 
be the affine open set of Pk defined by Xi$0 and put}31= 
Xi/Xj. We may assume that Zi is defined by / i = 0. On the 
n other hand, YUi is defined by E`7j,= 0 in XUi. T
hus Hi, j=0 
n ..., Hn, Y are transversal to each other at any point of ((l Hi) 
i-0 
 Y and H' = H1 ..... Hn Y is defined by the ideal generated by 
  0 
 3i,(l,...,/n. By virtue of Proposition 1.9 we know therefore 
el$, (Y)-'Pk-1k P. Let H" be the center of (elm$,)-1, then 
       n-1 H" L Pk kH. Since the regular vector bundle E defined by H" 
is isomorphic to TPn(r) and since cl(E) = H, we have E = T
Pn(-1). kk
Moreover, since c2(E) =  c2(TPn(-1)) = H2, TPn(-1) is contained in 
 kk 
Rn(Pk, H, H2). Conversely, if E C- Rn(Pk, H, H2) is defined by 
(s1, ... , sn) - HO(H, OH (H2) )X • .. XHO(H, OH(H2)) , then sl, ... , s,-
are linearly independent because if sl, ..., sn are linearly dependent, 
sl(x) =•••= sn(x) = 0 for some x - H. Thus SRn(Pk, H, H2) = 
Rn(Pk, H, H2) when one defines SRn(Pk, H, H2) as in Remark 3.5. 
On the other hand, there is a surjective map Grassn_i(k) ------- 
SRn(Pk, H, H2) (see the proof of Theorem 2.14). Since Grass11.11_1(k) 
has only one point, SRn(P, H, H2) = Rn(Pk, H, H2) consists of one 
element T only. 
                                                                  q. e. d. 
     It goes without saying that the above result has something to 
do with the fact that TPn(-1) is a homogeneous vector bundle on 
k 
the homogeneous space P. Furthermore, this theorem shows that the 
sufficient condition for a regular vector bundle to be simple stated 
in Theorem 3.4 is not best possible (Note H24. AH). 
     As a corollary to the above proof we have the following, which
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is well known. 
     Corollary 4.1.1. There is an exact sequence 
 0  OPn Op.(1)gXn+1) ? TPn ------> 0. 
 k kk 
     Proof. Since OX(Hi) is the tautological linebundle of 
OP 0(n+1) on X P (OP ,(n+1)) , OX (Hi) ®Oy is the tautological 
line bundle of TPn(-1) on Y = P(TPn) by virtue of Lemma 2.2 and 
  kk 
the above proof and since Y is a subbundle of X, we have a 
surjective homomorphism cp: w* (OX (Hi) )=0P~(n+l)-------- 
It;(OX(Hi) ®0Y) = TPn(-1). On the other hand, Ker 
k (n+OPp+(n+l))  TPn(-1))-1 = Opn(-1). 
kk 
                                                                  q. e. d. 
5" 2. Vector bundles on P. 
     We shall begin with an easy lemma. 
     Lemma 4.2. If E is a simple vector bundle of rank 2 on 
Pk and if deg E > -3, then H2(Pk, E) = 0.
90
     Proof. Assume that H2(Pk' E)  A  0. By the Serre duality, 
dimk112(11, E) = dimk HO(Pk, Ea Op2(-3)) > 0. Since dimk HO(Pk, E) 
? dimk H0(Pk, E\/(F.'02(-3)), we have0(11,E) 0. On the other 
                   Pk 
hand, since H°(Pk,E 0P2(-3)) = H°(Pk, E®(detE)0,2(-3))k 0 
                V and since deg((det E) ® 0P2(-3)) Z 0 by our assumption deg E ? -3, 
we have H°(Pk,E) A 0. Thus E is not simple by wirtue of Lemma 3.8. 
This is contrary to the assumption that E is simple. 
                                                                   q. e. d. 
     Let E be a vector bundle of rank 2 with Chern classes 
cl(E), c2(E) on a non-singular projective surface S. Define an 
integer lj (E) to be c1(E)2 - 4c2(E) . -,E) 18 the second 
Chern class ofEnd(E), hence it plays an important role in the 
theory of simple vector bundles. The following lemma is essentially 
due to Schwarzenberger (Li ?.3 Theorem 10). 
     Lemma 4.3. Let E, S be as above and let K be a canonical 
divisor of S. If I -K (i and d (E) > - (4pa (S) + Z), then E
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is not simple. 
     Proof. Since End(E) is self-dual,  dimk H 2(S,(E)) = dimk H 0 
(S, C(E)P 0(K)) by the Serre duality. On the other hand, the 
assumption I -K t 'i implies dimkHO(S, Bnd(E) ) OS(o) dimkHO 
(E)) . Thus )( (E (E)) = E (-1)1 dimkH 1(S , _(E)) 2 dimkHO 
(S, En L(E)). Besides the Riemann-Roch theorem provides equalities 
)< (Enr (E)) = LACE) +-1(K2 + c2(S)) and pa(S) + 1 = 12K2 + c2(S)) 
(c2(S) is the second Chern class of S). We obtain therefore 
2 dimkHO(S, End(E)) L(E) + 4(1 + pa(S)) > 2, which is our assertion. 
                                                                  q. e. d.
      Let us consider some special cases. 
     Corollary 4.3.1. Let E, S be as above. 
     (i) If S is a rational ruled surface or Pk and if ZS(E)  r -1 
then E is not simple. 
     (ii) If S is an abelian surface and if A (E)_>-_ 3, then E 
is not simple.
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     (ii)' If S is an abelian surface, the characteristic of 
k 4 2 and if  Q (E) 1, then E is not simple. 
(iii) If K.-, 0, di ktil (S, 0S) = 0 (for example K3 surfaces 
over C, a non-singular surface of degree 4 in Pk) and if 
L:; (E)? -5, then E is not simple. 
     Proof. (i) Let S be a rational ruled surface with minimal 
section D. Assume (D, D) = -n, then -2D - (n+2)( is a canonical 
divisor on S, Vhere Q is a fibre (= a generator of S). Thus we 
have I.-K 4 (P. Let. S = Pk and let C` be a cubic curve, then 
-C is a canonical divisor, whence I-4(' (1 . In any case 
pa(S) = 0. Then (i) follows from the above lemma. 
     (ii) If S is an abelian surface, then K-- 0, pa(S) = -1. 
Thus we obtain (ii). As for (ii)' see C4ta Corollary to Theorem 2. 
     (iii) In this case K 'J 0, pa(S) = 1, whence our assertion is 
obvious by vertue of Lemma 4.3. 
                                                                  q. e. d.
     Example 4.4.  (i) If S is a general non-singular surface of 
degree 4 in Pk which contains a line ti in Pk, then there is a 
simple vector bundle E of rank 2 on S with L(E) = -2r for 
any r > 3. 
     (ii) If S is a general surface of degree 4 in Pc3, then 
A(E) = 0 (4) for any vector bundle E of rank 2 on S and there 
is a simple vector bundle E of rank 2 on S with A(E) = -4r 
for any r 
     Proof. (i) Take H›, ,CX,AEP1 as in Example 3.12. Then 
C is an elliptic curve for a general X E. P1 and (C > , C: ) 
0, ( , ) = -2. If one takes points P1, ... , Pr on C. ›, and 
Q1, •••, Qs on X for arbitrary r ( ? 2), and s (? 1), then 
Ys 
   P• and E Q• are divisors free from base points.Thus R2(S, 1=1 1j=1 
C , E Pi) ~, R2(S, 4 , E Qi)and every element in R2(S, 
i=1j=1_ 
                            s CA,E Pi), R2(S,Q,EQ.) is simple by virtue of Corollary  i=1j=1 
3.10.1. Since L(Er) = -4r, L (E
s) = -2 4s for Er C- R2(S , C A , 
rs 
E Fi) , EsE R2(S,cL, E Q4),  our assertion is proved. 
i=1j=1
94
     (ii) Note that if S is a general surface of degree 4 in PC, 
then  pic(S)= Z whose generator is the class of hyperplane section 
( ti s, LAA. LQ 13 ) . Thus D27--- 0 (4) for any divisor D on S, 
which shows the former assertion. In order to prove the latter, take 
a general hyperplane section C., Then C is a non-singular plane 
curve of degree 4. Hence there is a positive divisor Ar of degree 
r free from base point on C for any r > 3. Thus R2(S, C, Ar) 
(1 . Every element Er of R2(S, C, Ar) is simple by virtue of 
Corollary 3.10.1 and A(Er) = -4(r - 1) because of (C, C) = 4. 
                                                               q. e. d. 
     Now let us come back to vector bundles on The The following 
lemma is very interest when one takes Corollary 4.3.1, (i) into 
account. 
     Lemma 4.5. If E is a simple vector bundle of rank 2 on 
Pk,then A(E) 4 -4. 
     Proof. We assume that E is a simple vector bundle or rank 2 
on Pk with A(E) = -4 and shall show a contradiction. By the
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90
assumption  L(E) = -4 where is a linebundle L such that cl(E ® L) 
= 0, c2(E (b L) = -1, whence we may assume cl(E) = 0, c2(E) = 1. 
The Riemann-Roch theorem asserts for a vector bundle E' of rank 
2 on Pk • 
        23c1(E') cl(E' )2 - 2c2(E') (E') = L ( I)dimk H1(Pk, E') = 2 + --------+ 
  =022 
Applying this to E we have X(E) = 1. On the other hand, Lemma 4.2 
implies H 2(Pk~E) = 0. Thus we obtain H0(P1, E) 4 0. Moreover, 
since EV~" E ®(det E) = E, we know H°(Pk, EV) k 0. By virtue 
of Lemma 3.8 this is a contradiction. 
                                                                  q. e. d. 
     We have an interesting corollary. 
     Corollary 4.5.1. Let C be a non-singular curve of degree n 
in Pk and D = E?ibe a positive divisor on C such that 1 D 
                  i=1 
is free from base point. 
     i) If n (= 2m) is even and r< m2 + 1, then there is a 
positive divisor C' of degree m in Pk such that C • C' - D 7 0.
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     ii) If n  (=2m + 1) is odd and r < m2 + m, then there is a 
positive divisor C' of degree m in Pk such that C • C' - D> 
     Proof i) Since ID} is free from base point, there is D' E 
which contains none of P. Let E E R2(1, C, D) be defined by 
(s, s') EOM, Oc(D)) X OM, O0(D)) with st = D, I.s'\ = D'. 
On the other hand, since d (E) = C2 - 4r ? 4m2 - 4(m2 + 1) = -4, 
4IA(E), we know that E is not simple by virtue of Corollary 4.3.1 
and Lemma 4.5. Appling Theorem 3.10 to E, we obtain positive 
divisors CI, C2 such that C1 + C2 .~ C, Cl • C - D i 0, 
C2 . C - D ? 0. Since either C1 or C2 has a degree not greater 
than n, (i) is proved. 
     ii) Similar argument as above is available in this case too. 
                                                                  q. e. d. 
     Now we come to a theorem of Schwarzenberger (C1(iJ Theorem 8) 
!S) 
     Theorem 4.6. Let n, m be integers. There is a vector 
bundle E of rank 2 on Pk with cl(E) = n, c2(E) = m if and
0. 
ID
only if n2 -  4m < 0, +-4. 
     Proof. We have proved that if 0 (E) > 0 or t (E) = -4, then 
E is not simple (Corollary 4.3.1, Lemma 4.5). Let us show the "if" 
part of the theorem. Take a point P on a line Cl and a point P' 
on an irreducible conic C2. Since ,C1 and C2 are rational curves, 
R2(Pk,Cl, rP)$4)oE2(11, C2, sP' )+4)for any r0, s>0. 
IfErE-R2(Pk,Cl,rP),EsGR2(Pk,C2,sr'),then Er,Esare 
simple for any r > 1, s 2 3 by virtue of Corollary 3.10.1.Put 
 22 
r = m + (14n) if n is odd and put s=m + 1 -nif n is 
                                                  4 
even. The condition n2-4m < 0, 4 -4 implies r > 1, s > 3. Take 
n - 1 Er or E' and put E = Er® Opt( 2 ) or Es ® Op2(Z- 1) 
                                                k according as n is odd or even. Then cl(E) = n, c2(E) = m. 
                                                               q. e. d.
     The following theorem is due to F. Takemoto U2-JT1 , which can 
be proved along our line.
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     Theorem 4.7. If E is a simple vector bundle of rank 2 on 
Pk with A (E) = -3, then E TP9(n). 
                               k 
     Proof. By the assumption LL(E) = -3 there is a linebundle L 
such that cl(E ® L) = 1, c2(E L) = 1. Hence we may assume that 
cl(E) = 1 and c2(E) = 1. We know by virtue of the Riemann-Roch 
theorem and Lemma 4.2 that )( (E) = 3, )( (E(-1)) = 0, H2(Pk, E) = 
                                                    Sht ~ 
H2(Pk,E(-1)) = 0.Thus dimkH°(Pk,E)->3 and H°(Pk,E(-1)) = 0 
because E v= E(-1).Consequently we have H1(Pk, E(-1)) = 0. Let 
0X(1) be the tautological linebundle of E on the Pl-bundle 
   : X = P(E) 7 P. Leray's spectral sequence E2'q = HP(Pk, 
Rq Ty* (0X (1)) 9 Opk (-1) ) --> En = Hn (X, 0X (1) CD `iTi'~Op (-1))) provides 
H1(X, 0X(1)WtOp2(-1)))=0 because E21'°=E2'0=0. Let •l 
be a line in Pk, 
0—'O (1) el-et:).n2(-1))0X(1) 0X(1)(tb 0  -----: 0                                                                     "Re (Q)
 .100 
is an exact sequence, which yields another exact sequence 
   0 --> HO(X, OX(1) ®`I P2(-1))) _—_ HO(X, OX(1))--) 
tl Il 
           0 = HO(Pk,E(-1))HO(Pk,E) 
HO( -1-1(9). OX(1)cs 01C-1(Qj H-(X, OX(1)0rOPk(-1)))= 0. 
Therefore HO(X, OX(1))HO( T7.1(Q), OX(1) 0 0  ). Since 
(R) 
771(i) is a rational ruled surface, this isomorphism implies that 
IOX(1)I has no fixed fibre (a fixed fibre of IOX(1)1 is that of 
IOX(1)` 0 1 1, which can not occur). If D is a fixed component 
         (Q) 
of I OX(1)\, then OX(D) is a tautological linebundle and D 
,contains no fibre, whence D is a section of T : X >lPa Then 
E is decomposable, which is impossible because E is simple. 
Thus IOX(1)I has no fixed component. Hence if D1, D2 are 
general members of IOX(1)I, they are irreducible and have no 
common fibre (note that OX(Di) is a tautological linebundle on X). 
Let ID
ibe the defining ideal of Di in X and let J be the 
ideal generated by ID1 and ID
2. Then the exact sequence
    0  IDi —> JJ/IDi —77> 0 
yields an isomorphism 'TC*(J) iC*(J/IDi) of ideals of 0P2 
k 
because IC*(ID
1) = TC*(OX(-1)) = 0, R1T*(IDi) Rl Ti*(OX(-1)) = 0. 
Since J/1D.
1are locally principal OD1-ideal and Di,1~U.""—Ui for 
some open covering 1.T1 U U2 of Pk, TC*(J) is locally principal. 
This and c1(E) = 1 imply that 1Z*(J) defines a line Thus 
D1 . D2 = C is irreducible and -T(C) is non-singular because 
Di,U Ui, U1 U U2 = Pk. C therefore satisfies the condition 
(E0) and elmg(X) = Pk X Pk by virtue of Proposition 1.9. Thus 
E is regular and E C- R2(Pk,Q , P) for a point P E Q because 
c2(E) = 1. Then E = TP 2(-1) by virtue of Theorem 4.1. 
k 
                                                                  q. e. d. 
     Example 4.8. As was shown in Example 3.11, E 6 R2(Pk, C3, 
(41+Q2+Q3) is simple if and only if Q1, Q2, Q3 are not collinear. 
On the other hand, if E R2(P1. 0, Q1+Q2+Q3), then c1(E) = 3, 
c2(E) = 3 and therefore L (E) = -3. Thus R2(Pk, C3, Q1+Q2+Q3)
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consists only of one element Tp2 
          k
if  Q1, Q2, Q3 are not collinear.
Let E be a vector bundle of rank r on Pkand let j : Pk
Pk be anembedding such that j(P1)is a line of Pk. By




••• 7ar). Let us consider the map c E j(P) ---------
(al, ..., ar) ofGrass
1 
n (k) to 7l ®r.
Lemma 4.9. There is a non-empty open set U(E) of Grassi
such that YE (x) is a constant for every x e• U(E) (k) and if
°tE(y) =
E (x0) for an x0 E U(E) (k), then Y E U(E)(k).
Proof.Let G be the universal quotient bundle on X = Grassi
and let 0®(n+l) pX—~i G be the canonical surjective homomorphism.
Then we have the following diagram :
pn X
Pk
= P(OX(n+l))<   P(G)
f' °
X
Then P(G), f, g =f'•i are ncthing but the graph of the incidence
correspondence betweenPn and Grassiand the natural projections
respectively. Put  E'(m) = g*(E(m)). Since f is flat and E'(m) 
is locally free Op(4)-module, x dimk(x)H 0(f-1(x), E'(m)x) is 
upper semi-continuous on X. Since X is a noetherian space, 
dimk(x)HO(f-1(x), E' (m)x)is bounded. Thus b1 = inf(the first term 
                                                       xFX 
of 01 E(x)) 7 - oo. Put U1 = tx E X I dimk(x)HO(f-1(x) , E' (-b1-l)x) 
03. Then U1 is a non-empty open set of X by virtue of above 
argument. Similary b2 = " (the second term of 0/ E(x)).> - and 
U2 =t x  6 Ull dimk (x)HO(f-1(x) , E' (-b2-1)x) = b1 - b2} is a non-
empty open set of U2. Inductively we get Ur and Ur is the 
desired open set of Grassi. 
                                                                  q. e. d. 
     Definition (Schwarzenberger). A line contained in Grassi - 
U(E) is called an exceptional line of E. 
     Van de Ven showed that if U(E) = Grassi, E is rank 2 and if 
the characteristic of k is 0, then E = 0Pn(a1) Q OPn(a2) or                           P
k 
TP
k(a) (see 12-0) .
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     Theorem 4.10 (Schwarzengerger  [.D$] ). Let E be a non-simple 
vector bundle of rank 2 on P. The exceptional lines of E form a 
finite number of linear penciles. If E has no exceptional line, 
then E is decomposable. 
     Proof. Since the set of exceptional lines of E O L is 
nothing but that of E, we may assume that E is regular (Proposition 
2.3). If E is defined by (s, s') of HO(Cn,O
Cn(D))XHO(Cn, 
OCn(D)) (Cn : non-singular curve of degree n in Pk), there are 
u, vE.HO(Pk, OP2(m)) (m<hd) such that u, v induce sa, s'a 
on Cn(a E HO(Cn, OP2(m) ® 0
Cn(-D))) because E is not simple 
(Theorem 3.10). Let 7 be  71 be homogeneous coordinate of P1n 
 1------y   induced from homogeneous coordinate 70'/11 of PP2. Then E 
k is defined by Y : s(h0 + s'Y
1 = 0. Let A be the positive divisor 
on Pk X Pk defined by u 70 + v 71 = 0, then A ) Y. If A is 
reducible, then there are an irreducible component Al and a 
positive divisor C with deg C : m < n such that A = Al + P. 
Since deg C < n and Y is irreducible, Y C Al. Thus we may
iI
                                                        71, U)- Is,ni, t t ro, (.%/^1 is 
  assume that A is irreducible. Hence elm,[A] = A'  contains 
  only a finite number of fibres f 1(x1), ..., j51(xr) of 
  w: X = P(E) = eln](Pkx Pk) -- P. Take a general ine 40 in 
1 
  Pk, thenP%0 • A =13(10 is a section with 03q), BRO) = 2mGn and 
  PP• Y = Pi+ ... + P. By virtue of Proposition 1.8 we have 
_tLl(Qo) c ep(Pi) • Put elmsP..P,`B~O-A=B'~0,            1'...,pill0j1'* 'n) 
  then (B' , B') = 2m - n = -b < 0.Thus B; is a minimal section   A
OQO—'0 
\/of the choice of a line ( in Pk,A' •7C1(9.0)  = B'and since 
                                                    0 BR= BQ + fibres 03Z : section) , we get (B, Bp = -bt < -b, whence 
  B"is a minimal section of 1771(Q) and-T1(9,)Fla= Proj( 
Opl ®OP1(by ).). Since if(XE(k) = (al , a2), then al + a2 = n, 
k k 
al - a2 = bQ and since Bit BQ if and only if Qcontains one 
r 
  of xl, ..., xr, we have the set of exceptional lines of E = U 
i=1 
lines containing xd. Therefore the first assertion is proved. 
  If E has no exceptional line, then r = 0 and therefore A' is 
  a section of P(E). Thus E is an extension of line bundles. 
  Since H1(P2klL) = 0 for any line bundle L, E is decomposable. 




     We shall finish this section with some examples of exceptional 
lines. 
     Example 4.11. Schwarzenberger conjectured in  1.l& that if a 
vector bundle E of rank 2 on Pk is simple, then the set of 
exceptional lines of E does not form a finite number of linear 
pencils, But his conjecture is disproved. In fact let C3 be a 
non-singular cubic in Pk, let Cs 0, 1 be lines in Pk whose 
intersection is not on C3 and let Yi • C3 = PA_ Pi2 + pi3• 
Let si be an element of H0(Pk, OP2(1)) with psi` =Qiand 
                               k let si be the element of HO(C3, OP2(1)0 0C3) induced from si. 
Then the regular vecter bundle E defined by g
12, s22) is simple 
and the set of exceptional lines forms a linear pencil. 
     Proof. Take 170, 411' I0, hl 1 as in the proof of Theorem 
4.10. Then the positive divisor A defined by s02 j + si71 = 0 
contains Y : s02 7 0 + -s-121-11 = 0, and A' = elrr tAT3 contains only 
one fibre -rc1(x) with x = 90 • 91 and Tc : P(E) If                                                           If 
 iS a line not containing x, it is easy to see that A'•('r1(3;))
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 =  B  k is a section ofT~,1(Q) and (Bt, BQ ) = 1. Since n is 
the minimum of self-intersection numbers of sections of Fn = Proj 
(OPl ® 0P1(n)) with non-negative self-intersection number, we know 
 kk 
v,+ 
1-‘71(0; F1. On the ther hand, if Qi is a line containgx, then 
A' .j~,-1(Q, ) = BQT+ 2 IV1(x) , BQis a section of,—~1(Q') and 
(Bq , BQ ) + 4 = (Bp B A) = 1. Thus 1171(9,')=1 F3. We see therefore 
that the set of exceptional lines of E is the linear pencil formed 
by lines containing x. Since E C- R2(Pk'C3'2(P01+ p02+ P03)), 
E is simple by virtue of Corollary 3.10.1. 
     Proofs of the following examples are similar as above. 
    Example 4.12. i) Let k be a line in Pk, let P be a point 
on x and let E C R2(Pk, Q , n?). If n = 1, then E= TP2(-1) and 
                                                      k therefore E has no exceptional line.If n > 1, then E has only 
one exceptional line Q . 
     ii) Let Cn be a non-singular curve in Pk of degree n. 
                                                      4 Let D0,D1 be general conics in Pk and let Di • C2 =E Pi'. j=1'J
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If  s0, sl are element of H0(C2, O
P2(2) ® O0) with Isii = 
4 
 E Pij, then the set of exceptional lines of the regular vector 
j =1 
bundle of rank 2 defined by (s0, sl) can not form a finite number 
of linear pencils. 
     iii) Let E E R2(Pk,C3, P1+P2+P3)• If P1, P2' P3 is not 
collinear, then E = TP 2 (Example 4.8) and therefore E has no 
k 
exceptional line. If P1, P2, P3 is collinear and if E is defined 
by (s0, sl)- 110(C3, OP2(1)® O0) X 0(C3, Op2(1) ® O0) with 
3 (sib = E Qi•, then the set of exceptional lines of E is the linear 
j=1 
pencil formed by lines containing the point PE which is the common 
point of lines Qi (i = 0, 1) going through Qil, Qi2, Qi3. Thus if 
P_ $ P Ef , then E4 E'. Conversely it is easy to see that if 
PE - PE, then E'- E'. Thus R2(Pk,C3,P1+P2+P3) is in bijective 
correspondence with Pk - C3 if P1, P2, P3 are collinear. 
            3. Vector bundles on rational ruled surfaces. 
     A rational ruled surface over k is isomorphic to in
n Fn = 
Proj(OP1ED 0 l(n))_---Pkfor some non-negative integer n. There 
   k k
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is a section M on  Fn with  (M, M) = -n. If n > 0, then M is 
the unique irreducible curve with negative self-intersection number 
(see [13] ). M is called a minimal section of Fn. Let N be a 
fibre (= a generator) of Fn. By virtue of the seesaw theorem, 
every divisor D on Fn is linearly equivalent to aM + bN, where 
a = (D, N), b = (D, M) + an. On the other hand, -2M - (n +2)N is 
a canonical divisor of Fn.                            n 
LEImma 4.13. Let E be a vector bundle of rank 2 on Fn. If 
C1(E) = aM + bN for a > -2, b ? -(n+2) and if E is simple, 
then H2(Fn, E) = 0. 
     Proof. If one notes that -2M - (n+2)N is a canonical divisor 
on Fn, the proof is similar to that of Lemma 4.2. 
     Lemma 4.14. If E is a simple vector bundle of rank 2 on Fn 
with cl(E) = aM + bN, c2(E) = c, then one of the following conditions 
is satisfied : 
     (1) Both a and b are even and 2ab - a2n - 4c = -4r (r 2). 
     (2) Both a and b are odd and 2ab - a2n - 4c = -n + 2 - 4r
 (r  >1 if n = 0; r > 2 if n = 0) 
  ~
\ (3) a is even, b is odd and 2ab - a2n - 4c = -4- r (r 7 1) 
     Proof. In the first place, note that cl(E) = aM + bN, c2(E) 
= c imply LA(E) = 2ab - a2n - 4c. The Riemann-Roch theorem asserts 
the following equality for a vector bundle of E' of rank 2 on F
n;                                                                        n 
x(E' ) = 2 +((2M + (n+2)N)Ci(E')+ (c1(E' )2 - 2c2(E' )'))/Z 
     1) Assume that both a and b are even, then c1(E 
OF (-4/* -(13/40) = 0 and Li (E) = ,6(E OFn((a/2)M - (b/2)N)) . 
                                                Thus we may assume that c1(E) = 0 and c2(E) = c. For such an E 
we have X (E) = 2 - c. On the other hand, H2(Fn, E) = 0 by 
virtue of Lemma 4.13. Thus dimk HO(Fn, E) > 2 - c. Since Ev 
E and E is simple, we have H°(Fn, E) = 0. Hence c > 2, which 
implies (E) = -4c = -4r (r > 2) . 
     2) Assume that both a and b are odd. By a similar reason 
as above we may assume that c1(E) = M + N, c2(E) = c. Since 
cl(EV) = -(M + N), c2(E") = c, we have X (EV) = 1 - c, H2(Fn,
110
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 EV) = 0, whence dimk HO(Fn, EV) > 1 - c. On the other hand, since 
H0(Fn, EV) = H°(Fn, E e OF
n(-M-N)) is a linear subspace of H°(Fn, 
and since E is simple, we have H°(Fn, EV') = 0. Thus we get c 7 
which implies A (E) _ (M + N)2 - 4c = -n + 2 - 4c = -n +2 - 4r 
(r > 1). Moreover, in the case where n = 0 and LACE) = -2, 
consider El = EC OFn(M) and E2 = E ® OFn(-N)_ Then Ei = E2, 
cl(E1) = N - M, cl(E2) = M - N and c2(E1) = c2(E1) = 0. Thus 
-(CE1) = -X(E2) = 1 and H2(Fn, E1) = H2(Fn, E2) = 0. Therefore 
dimk HO(Fn, E1) 0, dimk H°(Fn, El/.) = dimk HC/(Fn, E2)7. 0, which 
       S is imposible. Hence if n = 0, then A (E) = -4r + 2 Cr >2). 
     3) Assume that a is even and b is odd. Then we may assume 
that cl(E) = N, c2(E) = c. Since d (E) = -4c and since 
/S (E) L -1 by virtue of Corollary 4.3.1, (i), we have A(E) = -4r 
(r> 1). 
     4) Finally assume that a is odd and b is even. Then we 
may assume that cl(E) = M, c2(E) = c. Since cl(EV) = -M, 
c2(EV) = c, we have X (EV) = 1 - c, H2(Fn, E'S = 0, whence
E) 
1,
 dimk HO(Fn, EV) > 1 - c. On the other hand, since dimk HO(Fn, Ev) 
dimk HO(Fn, E) and E is simple, we have HO(Fn, E") = 0. 
Thus c > 1, which implies that L(E) = M2 - 4c = -n - 4r (r: 1). 
                                                                  q. e. d. 
     Each of the conditions of the above lemma is sufficient for 
the existence of a vector bundle E of rank 2 on Fn with c1(E) 
= aM + bN, c2(E) = c. In facts 
              ib) 
     Theorem 4.15. There is a vector bundle E of rank 2 on 
Fn with cl(E) = aM + bN, c2(E) = c if and only if one of the 
conditions (1), (2), (3), (4) of Lemma 4.14 is satisfied. 
     Proof. By virtue of Lemma 4.14 we have only to prove the 
"if" part . 
     1) Assume that the condition (1) is satisfied. Take a general 
member C of 1 214 + (2n + 2)N', then C is a non-singular curve 
because 2'44 + (2n + 2)N is very ample. Let P1, "" P+2+
r(r? 2) 
n+2+r 




the genus of C is n+1 and Dr is general, dimiDr\= r-1 ? 1 
and 1 DrI is free from base point. Let Er c R2(Fn, C, Dr) be 
defined by (s0, sl) E H0(C, OC (Dr)) ~( H(C, OC (Dr)) with \ s0 i = 
Dr. Assume that Er is not simple, then there are positive divisors 
C1, C2 on Fn such that C1 + C2--- C-^ 2M + 2(n+l)N and Ci • C 
- D
r > 0 (see Theorem 3.10). C. is linearly equivalent to aiM + 
biN with ai? 0, bi? 0, al + a2 = 2, b1 + b2 = 2n + 2. If 
one of ai, for instance al, is 0, thenbl > n+2+r because 
C1 = N + ... + Nbl for some fibres Ni, ..., Nb
1of Fn and 
Cl goes through P1, " " Pn+2+r• Thus. C2 = 2M + N' + ... + N'                 1b
2 
for some fibres N',...,N' because 2M + b2N = 2M + fibres        1 b
2 
if b2 < n. Then C2 cannot go through Pi, •••' Pn+2+r' ~Ve 
may assume therefore that C1 .' M + b1N, b1 < n+1. Since deg(C1 . C) 
  2b1 + 2, we have dimiC1 . C\ L n+3 by virtue of the Riemann-Roch 
theorem on C and Clifford's theorem (which asserts that if D is 
a special divisor of degree n on a curve, then 2dim' D\ < n). Thus 
C1 cannot go through P1, ...' Pn+2+r if Pl' •••' Pn+2+r e"1`
sufficiently general with  r  > 2. This is a contradiction. 
Therefore Er is simple. On the other hand, t(Er) = -4r. Thus 
E = Er€ OF
n((a-2/2)M + (b/2 - n-1)N) is the desired vector bundle. 
     2) Assu;ae that the condition (2) is satisfied. Take a general 
member C of IM + mN where m = n or n+l according as n is 
odd or not. Then C is a non-singular curve because C is a 
section of Fn. For a general positive divisor Dr of degree 
^ + (m-1)/2 (r 1), construct a vector bundle Er E- R2(Fn,C1Dr) 
as in the proof(1)above. Assume that Er is not simple, then there 
are positive divisors C1, C2 on Fn such that C1 + C2 C M 
+ mN and Ci • C - Dr > 0. We may assume that C1 "- M + b1N, 
C2•-b2N with b1 + b2 = m, b1, b2 7 0. We have b2> r + (m-1)/2 
because C2 goes through every point of Supp(Dr). Thus b1 
(m+l)/2 - r, whence M + b1N = M + fibres if n 4 0. Thus if 
n $ 0, C1 cannot go through every points of Supp(Dr) because 
b1 < r + (m-1)/2 = deg Dr. This is a contradiction. Therefore Er 
is simple if n $ 0, r > 1. On the other hand, ifn = 0, then
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(C, C) = 2 and therefore Er is simple for any r  ? 2 by virtue 
Corollary 3.10.1. Since LS(Er)  _ -n + 2 - 4r, Er (j OF
n ((a-1/2)M 
(b-m/2)N) = E is the desired vector bundle. 
     3) Assume that the condition (3) is satisfied. Let P be a 
point on N, then R2(Fn, N, rP) : CP for any r ? 1 because N 
a non-singular rational curve. Since (N, N) = 0, an element Er 
of R2(Fn, N, rP) is simple by virtue of Corollary 3.10.1. Thus 
E = Er ®OF
n((a/2)M + (b-1/2)N) is the desired vector bundle. 
     4) Assume that the condition (4) is satisfied. Let P be a 
point of M, then R2(Fn, M, rP) 4' for any r-> 1 because M 
a non-singular rational curve. Since (M, M) _ -n 0, and element 
Er of R2(Fn, M, rP) is simple by virtue of Corollary 3.10.1. 
Thus E = Er49 OF
n((a-1/2)M + (b/2)N) is the desired vector bundle 
                                                                  q. e. d.
     As an example let us consider the family of simple vector 





     Theorem 4.16. Let S(n, a, b) be the set of  isomorphism 
classes of simple vector bundles E of rank 2 on Fn with cl(E) 
= aM + bN, (E) = -4. If (1) a is even, b is odd and n 0 or 
17) 
(2) one of a and b is odd, the other is even and n = 0, then 
there is a bijective map Cen,a,b : P1(k) -- S(n, a, b). Moreover, 
there is a vector bundle S(a, b) on FO x P1 such that S(a, b)x 
= CPO,a,b(x) for any x Pl(k). 
     Proof. First of all, note that if n, a, b satisfy the 
above conditions then S(n, a, b)  by virtue of Theorem 4.15. 
Since FO = P1 X Pland since M = P1 X Q, N = R X P1 for some 
Q, R H P1, we may assume that a is even and b is odd even if 
n = 0. Take an E' E S(n, a, b) and let us consider E = E' © OF 
n (-(a/2)M - (b-1/2)N). Then cl(E) = N and c2(E) = 1. Since )((E) 
= 2, 'X(EV) = 0, H2(F
n, E) = H2(Fn, EV) = 0, we havedimk HO(Fn, E) 
   2 and therefore H0(Fn, E ® OF
n(-N)) = HO(Fn, EV) = 0, H1(Fn, 
E 6.5~ OF
n(-N)) =0-(Fn, EV) = 0. By a similar argument as in the 
proof of Theorem 4.7 we have HO(X, OX(1)) 1 HO( - 1(N), OX(1)
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 11? 
0 1 ) with the tautological linebundle of of E on 
Tv, ' (N) 
Iv: X = P(E)—> Fn. Since IC-1(N)is a rational ruled surface 
and since the fibre N is chosen arbitrarily in the above argument, 
the above isomorphism implies that IOX(1)I has no fixed fibre. 
Thus if D is the fixed component of I OX(1)I, then D is a section 
of ,-r, : X—~ F, whence E is an extension of linebundles; 
0 =--~ OF
n(aM + bN)-----7 E ----- OFn(a'M + b'N) --} 0. 
'Since c1(E) = (a + a')M + (b + b')N = N, c2(E) = -aa'n + ab' +b'b 
=1, we obtain a = 1, a' = -1, b = n/2, b' = 1 - n/2 or a = -1 
a' = 1, b = 1 - n/2, b' = n/2. Thus n is even, If a = 1, then 
n = 0 because H0(Fn, OF
n(aM + (b - 1)N)) c: HO(Fn, E R) OFn(-N)) = 0. 
Since Hl(F0, OF(2M - N)) = 0 by virtue of the Riemann-Roch theorem, 
               0 
the above extension splits in this case, and we obtained a contradiction. 
If a = -1, then n = 0 also because HO(Fn, OF
n(a'M + (b'-1)N)) 
111(F11, OF
n(aM + (b-1)N)) and because dimk HO(Fn, OFn(a'M + (b'-1)N)) 
= n/2, dimk H1(Fn, OF
n(aM + 0a-1)N)) = 0. On the other hand, since
the exact sequence 
   0  OF  (N - E —9' OF0(M) 7 0 
 0 
provides dimk HO(X, 0x(1)) = dimk HO(F0, E) = 2 and since 0x(1) = 
Ox(D) ® -*(L) for some linebundle L on F0, we have Ox(1) 
Ox(D + t-v 1(M)) or Ox(D + `Z 1(N)) . But, in any case, TC (D1 • D2) 
4---N for D1, D2 with Ox(1) =0x(Di) because TC (D1 • D) -- M. 
This contradicts the fact that c1(E) = N. We see therefore that 
iOx(1)t has no fixed component. Then by a similar argument as 
in the proof of Theorem 4.7, for any gaeneral members D1, D2 in 
0x(1), we see that D1 • D2 = Y is a non-singular curve 
satisfying the condition (E0) such that Tc(Y) = (a fibre N1 of 
Fn) . Thus elmY (P (E)) = Pk X Fn and E C7-R2(Fn,  N1, p) for a 
point p e N1. Conversely every element of R2(Fn, N1, p) is 
simple because (N1, N1) = 0. Since dimk HO(^1, ON1(P)) = 2, 
R2(Fn, N1,1)) consists only of one element by virtue of Theorem 
 2.14. Moreover, if N1, N2 are mutually distinct fibres of Fn,
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then  E1 E2 for Ei R2(Fn, Ni, pi) (i = 1, 2) by virtue of 
Theorem 2.13. Thus there is a bijective map t4- fibres of -n 
--a S(n, 0, 1). Since Fn is a rational ruled surface, there is 
a canonical bijective map4) : P1(k)----> fibres of Fn} . 
Therefore we obtain a bijective map Lfn,0,1 = ( LI P1(k)---~ 
S (n, 0, 1) . Since S (n, a, b) _ {E ® OFn ((a/2)M + (b-1/2)N)1 E 
8(n, 0, 1),C, we obtain a bijective map Cf n,a,b : Pl(k)---!*S(n, a, b). 
In order to~ticrvt the last assertion, consider Z = Pkx PkXPk 
°t-(1) (1) (2)(2) (3) (3) 
whose systemtcoordinates is (z0 , z1 ; z0 , z ; z0 , z1 ). 
Let Y be the subvariety defined by z(001) z(2) +zC1)z(2) = 0                                                   1 
and let j : Z Pk x F0 X. Pk = Pk X Pk X Pk X Pk be the closed 
immersion defined by j((x, y, z)) = (x, y, z, z). Then j(Y) = Y' 
is a subvariety of P1-bundle Pk x FO x( Pk ) FOX Pk satisfying 
the condition (E0). Let S(0, 1) be the regular vector bundle on 
FO X P1 defined by Y' , then it is clear that for any even integer 
a and odd integer b, S(a, b) = S(0, 1)® p*OFO((a/ M +`b-141) 
is the desired vector bundle with the natural projection
119
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p  : FOX Pk F0.
q. e. d.
Li) 
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Footnotes. 
    1) In fact  gi.(OX) = O,, and so g* (IX
T) is an ideal of Oxt 
(see Lemma 1.5.). 
    2) Let T : X --p S be the projective bundle P(E) associated with 
a vector bundle E of rank N + 1 (N > 1). A linebundle L on X is, 
by abuse of language, called a tautological linebundle when L is the 
tautological linebundle of a vector bundle El with P(E') = X. In the 
case where S is reduced, L is a tautological linebundle if and only if 
Ls = L Oev,k(s) is the linebundle associated with the hyperplane of i71(s) 
          a Pk(s) for any s & S. If L1, L2 are tautological linebundles on X, 
then there is a linebundle M on S such that L1 = L2 Q ~- 1(M). 
    3) The direct proof of this fact is easy. But geometric 
interpretation of this (i.e. the relation between Theorem 1.1 and 
Theorem 1.3) is very important. 
    4) For an affine scheme Z = Spec (B) and b E B, Z(b)
denotes  Spec(Bb). 
     5) Note that locally this complex K. is isomorphic to the 
usual Koszul comples defined by h0, ..., hN with a local equation 
hi of Hi. Note also that if K Q(f1,...,fr) is the Koszul 
complex defined by elements fl, ..., fr of A and if f1, ..., fr } 
contains a unit element, then Hi(K.(f1, ..., f ) Q) M) = 0 ( ''i> 0) 
for every A-module M. 
     6) As a matter of fact x is an immersion. 
     7) If dim S = 1, then the theory in the sequal is trivial 
because we assume that Y is irreducible (cf. Remark 2.16) 
     8) Of course, C1 J Y1 means that the support of C1 
contains Y1. 
     9) Very ample in the sense of Sumihiro :/vector bundle E 
on S is called very ample if the tautological linebundle of E 
on P(E) is very ample in the sense of Grothendieck. H. Sumihiro 
proved the following; (i) For any vector bundle E there is a 
linebundle L such that E(g) L is very ample if S is projective
124
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 (see Lemma 1.11). (ii) E =  E1(  j  E2 is very ample if and only if 
both El and E2 are very ample. (iii) If f : E---4 E' is a 
 surjective homomorphism of vector bundles and if E is very ample, 
 then E' is very ample. (iv) If E is ample in the sense of 
Hartshorne, then there is an integer no such that Sn(E) is very 
ample for any n > no (Sn(E) is the symetric tensor product of grade 
n). (v) If E is very ample, then E is generated by its global 
 sections and the morphism g : S -- p Grass defined by E is a closed 
immersion. 
      10) In the next section we shall show that cl(E) = T, 
c2(E) = D for E E Rr(S, T, D). 
     11) This means that f0                                0' ...,fNform a basis of H(X(Y), 
Ox(Y)(Hp)) if (fi) = Hi - H. 
      12) In the next chapter we shall show that SRr(S7 T7 D) 
consists of all simple vector bundles in Rr(S. T. D). 
     13) Note E (-1)b-1/a:b: =(1/c:) E (-1)b 




     14) For divisors D1, D2 on a non-singular surface, (D1, D2) 
denotes the intersection number of D1, D2. 
     15) In  to) Schwarzenberger says that there is a simple vector 
bundle E of rank 2 with c1(E) = n, c2(E) = m if n2 - 4m < 0. 
But this is not true as we have shown. His error comes from an 
incorrect statement (b) in the proof of his Theorem 7. 
     16) In 013 Schwarzenberger says without proof that for any 
a, b, c with ab - 2c < 0 there is a simple vector bundle E of 
rank 2 on F0 with c1(E) = aM + bN, c2(E) = c. But this is not 
true (see the above conditions (1), (2)). 
     17) A simple vector bundle E with ACE) = -4 which does 
not satisfy these conditions exists only on F2 (see Theorem 4.15).
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