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ABSTRACT
SHOCK COMPACTION OF GRAPHENE DOPED YTTRIA STABILIZED
ZIRCONIA: AN EXPERIMENTAL AND COMPUTATIONAL STUDY
Christopher Johnson
Marquette University, 2019
Yttria stabilized zirconia (YSZ) is a broadly used ceramic due to its impeccable
hardness and thermal stability. Limitations of the material, however, subsist within its
fracture toughness. Literature indicates that shock consolidation may enable production
of composite YSZ and graphene mixtures with improved fracture toughness and other
material properties while maintaining the material’s nanostructure dimensionality.
Therefore, investigation of the compaction phenomena at non-equilibrium states will
provide informative results to be used for the fabrication of bulk graphene-YSZ
composites.
Computational molecular dynamics (MD) simulations and impact experiments are
conducted to explore and characterize the dynamic response of the YSZ variants.
Molecular dynamics simulations studied bulk Hugoniot response observed for various
graphene and YSZ mixtures. Impact experiments compacted YSZ and graphene/YSZ
variants at velocities spanning 300-600 m/s. Two distinct particle sizes of YSZ were
investigated (micrometer and nanometer), as well as weight percentage of graphene
added to the YSZ (0%, 1%, 3%, 5%). Experimental results portray many physical
mechanisms exhibited during the compaction/consolidation process, such as
heterogeneity and porosity. Comparison of the MD and experimental results map the
thermodynamic state of the materials, defining the non-equilibrium states exhibited by
the specimens.
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CHAPTER
1

1.1

INTRODUCTION

Motivation

Shock consolidation of powders fosters a promising technique for the fabrication
of bulk materials with tailorable mechanical, thermal and electrical behavior. The Air
Force Office of Scientific Research (AFOSR) is interested in studying such phenomena,
aiming to characterize the dynamic response, material properties, and phase of ceramic
variants. With this characterization, greater understanding of material behavior under
non-equilibrium conditions will allow informative decisions to be made regarding
heterogeneous structures and consolidation techniques used during manufacturing
processes. In collaboration with Oceanit, this work seeks to study an array of ceramic
materials using computational molecular dynamics (MD) and impact experiments
performed with a light gas-gun. Such approaches characterize the non-equilibrium
thermo-mechanical states of graphene and yttria stabilized zirconia (YSZ) compositions.
Yttria stabilized zirconia (ZrO2-Y2O3) is a technologically important material
used in many metallurgic applications [1]. Oxide fuel cells [2], [3], oxygen sensors [4],
and ceramic membranes [5] are several specific applications. Although YSZ is broadly
used, its ability to elevate fracture strength, as well thermal and electrical conductivity,
could serve a wider array of military, ecological, and industrial applications.
Carbon nanomaterials, such as graphene and carbon nanotubes (CNT), have been
investigated as reinforcement additives in polymers, metals, and ceramics [6] [7].
Literature indicates the addition of graphene to YSZ may increase rigidity of the bulk
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composite, decreasing the brittle nature and increasing the fracture toughness of the
ceramic body [8]. Such approach is analogous to the addition of rebar to concrete for
increased mechanical strength. Similar results would broaden use in many additional
applications.
Currently, minute computational and experimental work has been conducted to
analyze the shock response of graphene and YSZ mixtures. Computational studies found
in literature indicate numerous individual have studied the molecular dynamics of YSZ
[1], [9]–[11] and graphene [12]–[14], however, no works were found to have studied
mixtures of the two species. In 1990, experimental work performed by Mashimo [15]
analyzed the shock response of cubic YSZ using impact experiments performed with a
gun system. Additionally, in 2015 Sable [16] analyzed the dynamic compaction of YSZ
with carbon nanotubes (CNT) and YSZ mixtures. Therefore, this experimental and
computational characterization of the shock compaction of graphene-YSZ mixtures seeks
to provide further insight on the dynamic behavior at the atomic and continuum scales.

1.2

Literature Review

The culmination of shock physics research has led to an increased understanding
of the dynamic behavior of the compaction of materials. Although literature covers a
wide array of topics associated with shock compaction, reoccurring themes emerge which
highlight the mechanics and implications of shock consolidation. They are consolidation
techniques, material compositions, implications of grain size and porosity, and the
affinity to enhanced material properties. This review focuses on detailing these themes,
setting the necessary foundation for the conducted research.

3
Prior to discussing the implications of shock consolidation, it is quintessential to
understand the experimental techniques which can be used to consolidate a material using
shock waves. Three prominent techniques appear in the literature: explosively driven
devices [17]–[19], laser shock sintering [4] [5], and gun systems [16], [22]–[25]. Each
method possesses unique capabilities, ideal for specific applications.
Explosively driven devices induce a shock front using an energetic mechanism,
where experimental design is typically of cylindrical shape, with an explosive charge
oriented on the top face of a cylinder and a sample located within the cylinder [17]–[19].
The region between the sample and cylinder can be filled with a variety of different
mediums (water, steel, etc.), aiming to cater to a specimen’s dynamic response. When
detonated, the explosive imparts an extreme amount of pressure which propagates
through the surrounding components, densifying (compacting) traversed materials.
Ultimately, explosively driven devices are a cost-effective mechanism for consolidation
experiments, however, safety concerns arise due to the use of energetic materials and are
limited to the highest regime of loading conditions. Additionally, the ability to recover a
specimen post-experiment is difficult.
Laser shock sintering functions by exerting a mechanical force onto a sample
using a high intensity laser. In experiments, a material of interest is placed in a substrate
with a highly absorptive paint applied to the exposed sample surface. A thin layer of
transparent dielectric material (typically glass) is then overlaid on the painted surface. To
agitate a shockwave, an incident laser pulse is transmitted through the dielectric surface
creating plasma from the highly absorptive paint [21]. The resulting thermodynamic
effects densify the specimen, causing compaction of the powdered specimen. Such
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technique presents a unique consolidation mechanism with quick turnaround, however,
concerns arise over the uniformity of the shock front imposed on the sample.
The final technique, achieved using a gun system, accelerates a projectile to a
given velocity (100-30,000 m/s [26]), impacting a target containing the sample of
interest. Projectiles can be driven using electro-magnetic waves (rail gun), explosives
(propellant/powder gun), or gaseous substances (light gas-gun). There are various
assemblies for each gun type which produce a range of projectile velocities. Gas guns
will be emphasized here, and are traditionally used for lower echelon velocities (<1500
m/s), while propellant guns are used for medium velocities (1500 m/s – 8000 m/s), and
rail guns are used for high velocities (8000 m/s – 15,000 m/s). Notoriety for gun systems
can be attributed to the inherent experimental consistency, control, and the ability to
recover specimens post-experiment.
Previously described experimental techniques have been utilized in numerous
studies analyzing the compaction and consolidation of powders. Early studies date back
to the 1980’s where studies conducted by Kasiraj, Schwarz, Ahrens, and Akashi
investigated alloy steel (AISI 9310) powder [23], [27], aluminum lithium powders [28],
and silica carbide [29]. The 1990’s yielded work from Tong [25] and Hokamoto [17]
analyzing materials such as Ti-SiC, TiB2 and c-BN. The dawn of the twenty first century
yielded work from Marquis [30] and Sh [31] investigating tungsten based heavy alloys
and alumina based nanoparticles. The present decade has seen work from numerous
scientists, such as; Fredenburg [24], [32], Ahn [22], Zhou [18], Beck [19], and Deng [21]
whom explored the densification of an array of ceramics, metallic, and other composite
materials.
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With this vast collection of materials studied, heterogeneity, grain structure, grain
interaction, and porosity have been determined to play a fundamental role in the
consolidation of materials. Theory of the stated mechanisms have been investigated by
Borg [33], Meyers [34], Lane [35], and Fenton [36] through computational studies and
mesoscale modeling techniques. Prior to these, many works aimed to model material
dynamics at the continuum scale, neglecting mesoscale effects such as grain structure,
grain to grain interaction, and porosity. Phenomena of such dictate many material
characteristics exhibited in the consolidated material, as discussed in many of these
works. Greater attention towards understanding these mesoscopic characteristics have
generated greater understanding for the theory of densification, and increased affinity for
the formulation of new composites using micro-powders and nano-powders which may
produce metastable materials.

1.3

Objectives and Methodology

Objectives of this work aim to study and characterize the dynamic behavior of
graphene and YSZ mixtures. Computational and experimental studies proceed in the
following. Molecular dynamics simulations will leverage near perfect crystalline
structures to investigate the shock response and thermodynamic state of graphene and
YSZ mixtures. Representative ensembles of atoms will be compressed, emulating the
idealized shock responses (Hugoniot responses) of a bulk material on a molecular scale.
Experimental work will aim to characterize the shock response of eight varied
compositions of porous, heterogeneous, graphene and YSZ mixtures. Studies will be
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performed over a variety of pressure states, and focus on two variables: YSZ particle size
and graphene weight percentage.
Computational and experimental studies provide insight into the atomic,
mesoscopic, and continuum scale response of the materials. Comparison of length scales
will illustrate implications of the porosity and heterogeneity observed in the impact
experiments. It is hypothesized that results of the MD simulations may result in
significantly different Hugoniot response (larger shock velocities and density states) than
experimental data, indicative of the porosity and heterogeneity of the powdered
experimental samples. This statement is formed from comparison between Mashimo and
Sable’s experimental data. It is also believed that the shock response of the YSZ particle
sizes (nanometer and micrometer) and graphene weight percentage (0%,1%,3%,5%) will
yield higher shock velocities as the graphene weight percentages are increased. A
statement of such is based off the results of Sable’s data. These results are highly
dependent on the initial density of the samples, and will be likely easier to achieve with
smaller grain sizes. Higher packed densities will reduce the porosity of the sample, and
potentially result in higher shock velocities.
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2 INTRODUCTION TO SHOCK PHYSICS AND THE MECHANISMS OF SHOCK
CONSOLIDATION

The following subsections outline the rudimentary equations and foundational
mechanisms defining the shock response of a material. These relations will be used to
compare the results of MD simulations with the experimental data. First, a brief
introduction to shock physics is addressed, and is followed by an introduction to the
Rankine-Hugoniot jump equations. Discussion of equation of state (EOS) modeling in
relation to the Rankine-Hugoniot jump equations then proceeds. Finally, the mechanisms
of shock consolidation are conveyed, forming an understanding of the implications of
rapid compression of granular heterogeneous medias.

2.1

Shock Wave Background

Physically, a shock wave is a propagating disturbance that moves faster than the
local sound speed of a material. This disturbance is induced by an energy front traversing
through a medium. Such phenomenon causes a plethora of physical effects due to the
compressibility of the medium, and are dependent on the properties of the material. The
physical nature of a shockwave results in nearly discontinuous property changes at the
continuum scale, where affected regions of the shock can result in enhanced densification
[37]. Because of the inherent thermodynamic nature of rapidly compressing a material,
the continuity equation, momentum equation, energy equation, and equations of state can
be coupled to quantitatively describe the phenomenon.
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2.2

Rankine-Hugoniot Jump Equations

The fundamental equations which mathematically describe a shock wave are
known as the Rankine-Hugoniot jump conditions, and institute the conservation of mass,
momentum, and energy of any shocked system (Equations 2.1 - 2.3). Five parameters
comprise the equations: shock velocity (𝑈), particle velocity (𝑢), pressure (P), density
(𝜌), and specific internal energy (𝑒) [38]. Such parameters detail material properties on
both sides of a shock front. An illustration of the discontinuity can be visualized in Figure
2.1, where subscripts 0 and 1 denote the states directly ahead and behind the shock front.

Figure 2.1: Illustration of the shock parameters in shocked and un-shocked materials.

𝜌F 𝑈 − 𝑢G
=
𝜌G 𝑈 − 𝑢F

(2.1)

𝑃F − 𝑃G = 𝜌G (𝑢F − 𝑢G )(𝑈 − 𝑢G )

(2.2)

Mass:

Momentum:

Energy:

𝑒F − 𝑒G =

𝑃F 𝑢F − 𝑃G 𝑢G 1 L
− (𝑢F − 𝑢GL )
𝜌G 𝑈 − 𝑢G
2

(2.3)
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There are two characteristic velocities in a shock propagation: shock and particle
velocity. A fundamental relationship exists between the two velocities, and can be
conceptualized through a simple example. Imagine shoveling snow, where one pushes a
shovel into a fresh untouched region. As the shovel starts to accumulate snow, a ripple
can be noticed at a given distance away from the shovel. This “front” in the snow is
analogous to a shock front, and travels at what is referenced as the shock velocity (𝑈).
Additionally, one can observe that there is also a velocity associated with the shovel
pushing the snow behind the ripple. This is referenced as the particle velocity (𝑢) of a
shocked system. With these two velocities defined, an important relationship emerges
which can be utilized to formulate equations of state for a given materials by solving
equations 2.1 - 2.3 for various parameters.

Mass (𝑢G = 0):

Momentum (𝑢G = 0):

Energy (𝑢G = 0):

𝜌F
𝑈
=
𝜌G 𝑈 − 𝑢F

(2.4)

𝑃F − 𝑃G = 𝜌G 𝑢F 𝑈

(2.5)

𝑒F − 𝑒G =

𝑃F 𝑢F 1 L
− 𝑢
𝜌G 𝑈 2 F

(2.6)

Equations 2.1 - 2.3 present the mass, momentum, and energy equations in terms
of the shock system presented in Figure 2.1. Assumptions can be used to simplify these
equations, reducing the variable count. A common scenario is for the un-shocked material
to be at rest (𝑢G = 0), where simplifications can be found in equations 2.4 - 2.6. It can be
noticed in equations 2.4 - 2.6 that there are five variables (𝑃, 𝑈, 𝑢, 𝜌, 𝑒) and three
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equations (mass, momentum, energy). Therefore, additional equations are needed to close
the system and solve the set of equations. Thermodynamic relations known as equations
of state are traditionally utilized to close the mathematical system.

2.3

Equations of State

An equation of state (EOS) can be defined as any equation which relates pressure,
temperature, and specific volume to describe the state of matter under a given physical
condition [39]. Each equation depicts the locust of states in which a material can exist
under shock loading, and can be combined to eliminate the energy variable, 𝑒, from the
energy equation in the conservation set [38]. Relations are typically determined through
an experimental series, and can be combined in various thermo-mechanical planes, such
as: 𝑈 − 𝑢, 𝑈 − 𝜌, 𝑃 − 𝑢, 𝑃 − 𝜌 , and 𝑃 − 𝑈. Common Hugoniot planes determined
from experimental sets are 𝑈 − 𝑢, 𝑃 − 𝜌, and 𝑃 − 𝑢, and prove to be powerful relations
for understanding and identifying the dynamic response and phase changes of a given
material. For heterogeneous and porous media, pressure-strain space (𝑃 − 𝜖) is a
valuable plane which can be used for observations to be made regarding the
compressibility of materials in a non-dimensional space.
Hugoniot planes are useful for identifying crystalline changes and final density
state of a sample. As previously mentioned, the 𝑈 − 𝑢 relation depicts the locus of shock
velocities and particle velocities attained through experimental testing. The relationship is
linear in nature, however, change in slope may indicate phase change or a shift in the
crystal lattice of the material [38]. Equation 2.7 is representative of the 𝑈 − 𝑢
relationship, where 𝑈, 𝐶P , 𝑠, and 𝑢 are the shock velocity, un-shocked sound speed of the
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material (rough approximation), rate of change between the relations, and particle
velocity, respectively. Pressure-density space, although not as indicative of phase change,
is also a valuable relation that can be used to calculate a wide array of parameters. This
relation can be used to calculate the shock velocity if the initial and final density states
are known, as well as calculate the final 𝑃 − 𝜌 state if the initial density state and shock
velocity are known [38]. Such relation is important in understanding the ramification of
porosity within a sample, and will be used to study strain exhibited by the materials
(Equation 2.8, where 𝑣G and 𝑣F (1/𝜌G and 1/𝜌F ) denote specific volume).

(2.7)

U = 𝐶P + 𝑠𝑢

𝑃=

2.4

𝐶PL 𝑣G − 𝑣F
𝑣G − 𝑆 𝑣G − 𝑣F

L

(2.8)

Mechanisms of Consolidation

Shock consolidation utilizes energy from a shock wave to densify a powdered
material via plastic deformation, capitalizing on eight physical mechanisms. They are:
microkinetic energy, void collapse energy, melting energy at particle surfaces, defect
energy, reaction bonding energy, fracture energy, and friction energy [34]. As a shock
wave passes through a sample, high pressures (GPa) are rapidly imposed for several
microseconds causing nearly discontinuous thermodynamic responses. The imposed
pressure collapses and compresses voids and particles, where particle interactions spur
friction and local heating on interfaces. This rapid compression densifies a sample, and
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potentially bonds particle interfaces. Resulting particle to particle bonds make this
technique a viable option for fabricating bulk materials while maintaining the
nanostructure dimensionality of the materials. Caveats, however, exist for inducing such
immense and rapid pressures on a specimen. Internal defects attributed to the powdered
sample such as vacancies, dislocations, and twinning may also result in undesired
features. The stated mechanics of consolidation are considered in the following
experiments.
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3 MOLECULAR DYNAMICS SIMULATIONS

Computational tools may provide a mechanism to emulate real world phenomena
through physically accurate modeling. Advantages can be attributed to the inexpensive
ability to explore and emulate physics without performing costly and labor intensive
experiments. Two modeling tools will be used in this work to connect the computational
and experimental regimes: LAMMPS and CTH. LAMMPS will be used to study
molecular response of graphene and YSZ mixtures, while CTH will be used for
experimental design discussed in Section 4. The following section introduces MD
simulations, implications to this work, and preliminary computational setup.

3.1

A Brief Overview of Molecular Dynamics

Molecular dynamics simulations have wide ranging applications for analyzing the
physics of a prescribed system. Many codes have been written to provide a platform for
simulating behavior and properties of liquids, solids, and gases at the molecular scale.
LAMMPS (Large-scale Atomic/Molecular Massively Parallel Simulator) is an example
of such code, and will be used in this work to study interactions between graphene and
yttria stabilized zirconia (YSZ).
LAMMPS is an open source code developed and maintained by Sandia National
Laboratories, a US Department of Energy (DOE) laboratory. Distribution is readily
available from the LAMMPS web page [40]. Once downloaded and compiled, the
architecture of this code can be run in either serial or parallel, allowing for computational
time to be optimized for a given circumstance. Many examples and tutorials exist to help
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understand the scripting style and syntax of LAMMPS. For the work presented, the
LAMMPS release from March 31 of 2017 was used.

3.1.1

Underlying Physics of LAMMPS

LAMMPS uses a variety of approximations and simplifications that reduce
complexities, allowing for molecular interactions to be simulated. Atomic modeling is
one such approximation, where the complexity of an atom can be simply depicted as a
sphere with a point mass at its center. This reduces the intricacy of the molecular
description and makes simulations tractable in a reasonable timeframe. Additionally,
forces are associated between each atomic interaction to describe potential energy
between surrounding atoms and molecules.
The physics used to describe the molecular behavior is founded upon Newton’s
equations of motion for collections of atoms, molecules, or macroscopic particles [41].
By treating each atom as a point mass, integration of Newton’s equations with known
positions, velocities, and interatomic potential forces allows for the time evolution of a
system to be obtained. Throughout time integration, a wide array of properties can be
quantified.
At the continuum scale, there are bulk equations that describe the conservation of
mass, momentum and energy. When applied to a shockwave, these equations reduce to
the Rankine-Hugoniot Equations, which are useful in analyzing the behavior of material
consolidation. At the molecular scale, no such relationships exist, however, bulk
properties can be obtained by integrating over a sufficiently large molecular volume.
These simulations emulate the idealized dynamic behavior of bulk YSZ and graphene
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systems with no porosity. Simulations can inform the necessary conditions for
densification of the samples, map the thermodynamic response, and identify potential
phase change of the molecular structures of the idealized structure.

3.1.2

Initialization, Running, and Visualization of LAMMPS Simulations

Prior to running a simulation in LAMMPS, an input deck and an atomic file must
be prepared. Input decks are detailed codes which conducts the LAMMPS framework to
perform desired studies. Typically, an input deck contains commands which allocate
atomic potentials, describe domain dimensionality, state boundary conditions, specify
simulation type, and log results from the ensemble. Input decks also reference atomic
files to specify the ensemble’s atom types, positions, and charges, and can be
implemented into the code in a variety of ways. With all necessary components, the input
deck can be executed in the LAMMPS framework.
Simulations can be run using a variety of platforms and processing techniques.
For non-computationally intensive studies, simulations can be run locally using either
serial or parallel processing. Computationally intensive studies, however, require high
performance computing (HPC), utilizing greater computing power. Studies conducted in
this work used Marquette Shock Physics Laboratory’s high performance computer
(HPC). Once runs are completed, visualization of the atomistic ensembles is needed.
Visualization of the time integrated ensemble can be illustrated using multiple tools.
AtomEye [42], VMD[43]–[49], and OVITO [50] are all high-quality visualization tools
capable of illustrating atomic ensembles. This work utilized OVITO, illustrating the
iterative evolution of the graphene and YSZ mixtures.
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3.2

LAMMPS Simulations

LAMMPS requires material parameters be prescribed for an initial ensemble of
atoms prior to any simulation. Once implemented, the collection of atoms must then be
brought to equilibrium for ambient conditions. Additional processes such as shock
compression can ensue following equilibration. Thus, simulations will proceed in two
major steps: equilibration and shock compression studies.
Ensembles featured in this work were constructed using a MATLAB algorithm to
orient and locate atoms. Lattice parameters for YSZ and graphene were input into the
routine, and implemented based on a desired amount of unit cells of YSZ and graphene
sheets. First, the algorithm accounted for desired graphene sheets, constructing the length
and number of sheets. Graphene sheets were constructed in 2-D honeycomb structures,
using a bond length of 𝑐Y = 1.42 𝐴 and a triangular lattice constant of 𝑎Y = 2.46 𝐴 [51]
(Figure 3.1). Unit cells of 8%-mol cubic YSZ were then added depending on specified
lengths, widths, and thicknesses. YSZ was constructed by first building zirconia unit
cells. To satisfy the 8%-mol YSZ, oxygen atoms were then removed in the ensemble to
form oxygen vacancies, and select zirconium atoms were replaced with yttrium. The
lattice parameter and structure used for YSZ was 𝑎\]^ = 5.082 𝐴 (at 0 K) (Figure 3.1)
[52].
Three constructed ensembles can be viewed in Figure 3.2, where an ensemble of
YSZ, and two YSZ ensembles with graphene are illustrated. The YSZ ensemble was
composed of 5,898 atoms, and had dimensions of 42.24 𝐴 𝑥 42.24 𝐴 𝑥 42.24 𝐴. The
ensemble with one sheet of graphene was composed of 9,139 atoms, and had dimensions
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of 55.38 𝐴 𝑥 42.24 𝐴 𝑥 50.41 𝐴. Finally, the ensemble with three sheets of graphene was
composed of 9,907 atoms, and had dimensions of 58.52 𝐴 𝑥 42.24 𝐴 𝑥 50.41 𝐴. For both
ensembles containing graphene, the sheets of graphene spanned the entire Y-Z plane.
Results will emulate contact between two bodies of YSZ and the graphene, and will be
representative of the physical interactions between the media.

Figure 3.1: Atomic configurations for graphene and YSZ. The bond length of graphene
used was 𝑐Y = 1.42 𝐴, while the triangular lattice constant used was 𝑎Y = 2.46 𝐴 [51].
The lattice parameter used for YSZ was 𝑎\]^ = 5.082 𝐴 at 𝑇 = 0 𝐾 [52].
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Figure 3.2: Ensembles constructed using the MATLAB algorithm. From left to right:
YSZ, YSZ – 1 Sheet Graphene, and YSZ – 3 Sheet Graphene. The graphene sheet span
the entire y-z plane.
As previously mentioned in Section 3.1.2, LAMMPS requires various input
conditions for each simulation. Conditions pertinent to this study were: atomic weights,
boundary conditions, force fields, and electrostatic interactions. Atomic weights used for
each atom are specified in Table 3.1. Boundary conditions of each ensemble were
declared as periodic, meaning atoms that exited a boundary of the ensemble re-entered on
the opposite side of the ensemble. Two variations of force field models were
implemented: The Coulomb-Buckingham model and the Lennard-Jones model. These
models were chosen based off parameters existing in the literature for YSZ and graphene
[52]–[56]. Formulas for each model are stated in Equations 3.1 and 3.2, and potentials are
stated in Table 3.2. Stated potentials were found in the literature, or derived using the
Lorenz-Berthelot mixing rules. Additionally, a cutoff distance of 10 𝐴 was applied to
both force field models. Lastly, electrostatic interactions were handled using the Ewald
summation technique. With the given information, ensembles were then initialized for
equilibration.
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Table 3.1: Atomic weights of elements used in LAMMPS.
Element
Oxygen
Yttrium
Zirconium
Weight (amu)
15.9994
88.9059
91.2240

Coulomb-Buckingham
Potential:

Lennard-Jones:

Φde 𝑟 = 𝐴de 𝑒 ghij klm −

𝑉de (𝑟) = 4𝜖de

𝜎de
𝑟st

𝐶de

n +

𝑟de

FL

𝑞d 𝑞e
4𝜋𝜖G 𝑟de

𝜎de
−
𝑟de

n

Carbon
12.0107

(3.1)

(3.2)

𝜖de =

𝜖dd 𝜖tt

(3.3)

𝜎de =

𝜎dd + 𝜎ee
2

(3.4)

Lorenz-Berthelot
Mixing Rules:

Table 3.2: Lennard-Jones pair potentials and Buckingham pair potentials prescribed for
the three ensembles.
Lennard-Jones Potentials
Buckingham Potentials
Interaction

𝐴st [𝑒𝑉]

O - C [53]
0.00498
O - O [52]
C - C [54]
0.00366
Zr - O [52]
Y - C [55]
0.00093
Y - O [52]
* Zr – C
0.00299
[54],[56]
* Calculated using Lorentz-Berthelot Rules.

9547.96
1502.11
1366.35
-

Interaction

𝜖st [𝑒𝑉]

𝜎st [𝐴]
3.281
3.534
3.473
2.783

𝜌st [𝐴]
0.224
0.345
0.348
-

𝐶st [𝑒𝑉 ∙ 𝐴n ]
32.0
5.1
19.6
-
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3.2.1

Equilibrium States

The equilibration process is illustrated in Figure 3.3 where a molecular
composition of 8% mol cubic YSZ has been constructed in a domain with near perfect
crystalline symmetry. Lennard-Jones and Buckingham pair potentials, cited in Table 3.2,
have been implemented in the ensemble. Although the average potential energy and the
density of the ensemble is correct, the distribution of energy across the molecular
ensemble and crystallographic structure are not perfectly in equilibrium. Thus, the
ensemble is integrated in time, allowing atoms to move, interact, and exchange energy to
come to an equilibrium state that is more representative of the actual physical state. Time
integration proceeds by minimizing the energy of the ensemble by iteratively adjusting
atom coordinates to meet an energy threshold designated in the minimization algorithm.
Figure 3.3 presents the ensemble before and after equilibrium has been obtained.
It can be noticed that atomic interactions have formed representative of the stable
molecular structure for YSZ, and atomic energies have caused subtle relocation of the
atoms. This process has then been repeated for two additional atomic ensembles
containing graphene in Figure 3.4. Again, note the subtle relocation of atoms in the
ensemble.
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Figure 3.3: Minimization of energy between the initial and equilibrated state, where red,
green, and blue atoms depict the oxygen, yttrium, and zirconium atoms in the simulated
ensemble. Coordinates of each atom have been adjusted to minimize systematic energy.
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Figure 3.4: Minimization of energy between the initial and equilibrated state, where
red, blue, green, and grey atoms depict the oxygen, zirconium, yttrium, and carbon
atoms in the simulated ensemble. Coordinates of each atom have been adjusted in the
far-right ensembles to minimize systematic energy between YSZ and graphene.
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3.2.2

Shock Compression-Hugoniot Study

With equilibration performed, atomic ensembles were then subjected to shock
compression. This work uses the Hugoniotstat method implemented in LAMMPS
designed to satisfy the Rankine-Hugoniot jump conditions of a steady shock. Developed
by Ravelo and colleagues [57], the method functions by compressing the ensemble while
forcing the total temperature to remain on the bulk Hugoniot. This is accomplished by
iteratively adjusting volume, and therefore pressure and energy, until a target
temperature, 𝑇w , is achieved and maintained. The following expression can be seen in
Equation 3.5, where the variables 𝑃, 𝑣, 𝑒, 𝑁yPz , and 𝑘h represent the pressure, specific
volume, internal energy, degrees of freedom, and the Boltzmann constant. Within
LAMMPS the function call is “nphug”.

𝑇w − 𝑇 =

F
|}|~ •~ g• }€~ g€
L

𝑁yPz 𝑘h

= ΔT

(3.5)

Although time integration of the algorithm is not necessarily spatially or
temporally correct during convergence, the end state of the compression is indicative of a
Hugoniot state. Once converged, many material and thermodynamic properties can be
quantified from the ensemble of atoms. Specifically, the relations of interest are the 𝑈 −
𝑢, 𝑃 − 𝜖, and 𝑃 − 𝑢 planes. With this information, the shock response can be analyzed
and related to the bulk response of a given material.
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4 EXPERIMENTAL DESIGN AND SETUP

4.1

Introduction

The following section provides information on the impact experiments, and
proceeds in three-fold. First, Marquette’s light gas-gun and its functionality is described.
Second, the process used for target design, target construction, and logistics of the
experiment are detailed. Finally, the third portion of this section addresses diagnostics
and data reduction.

4.2

Experimental Design

Marquette University’s light gas-gun, seen in Figure 4.1, functions by
accelerating a projectile using compressed gas. Pressure of the compressed gas is
restrained by two burst disks up range of the projectile, which when released accelerates
the projectile down the barrel. The projectile then impacts a target upon exiting the
muzzle, orientated such that no free flight occurs. A target typically contains a sample or
multiple samples of interest, and is violently impacted by the projectile. During the
collision, the dynamic response of the sample(s) to shock wave loading is observed and
recorded using three different diagnostics. A laser diode system, piezoelectric (PZT) pins,
and photon Doppler velocimetry (PDV) are each used to study the velocity of the
projectile, tilt of impact, and shock and particle velocity. Further explanation of the diagnostics can be found in section 4.3.1.
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Once the experiment has ceased, it is often desirable to recover the impacted
target for sample characterization. Recovery of the samples, however, demands that the
target must be designed to withstand the rigorous loading conditions imposed by the
collision. For these studies, design of a momentum trap and soft recovery system have
been implemented in the design, and are detailed in the following section.

Figure 4.1: Marquette University Shock Physics Laboratory’s 2-inch diameter light gas
gun. Important components include a pneumatic pressure booster (Haskel), breech,
barrel, target mount area, and the catch tank. Projectiles are loaded into the barrel, and
high pressure contained in the breech is used to drive the projectile into the target located
in the target mount area.
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4.2.1

Optimization of a Momentum Trap

A technique employed in the literature for many shock compaction experiments
integrates a momentum trap (also referenced as a spall plate) onto the downrange side of
a target [27], [58]–[60]. Momentum traps have dual functionality, where employment
enables a target to remain affixed, as well as deter strenuous tensile loading of the
samples caused by rarefaction waves. Targets typically are constructed such that the
momentum trap will displace from the target, “trapping” energy from the shocked system
and reducing the tensile effects on the sample. A simple example of a momentum trap
can be imagined by envisioning the mechanics of a Newton’s cradle (Figure 4.2). When
the chain of spheres is struck, pressure is induced at the impacted interface, and
momentum transfer occurs. Over time, the last ball will eject from its original position
conserving momentum. This same methodology can be employed for the design of
targets, where the momentum trap acts as a mechanism to dissipate energy.

Figure 4.2: Illustration of the Newton’s cradle, where the momentum transfer results in
the ejection of the final mass.

27
As mentioned in Section 2.4, tensile effects imposed on the sample can fracture
the consolidated sample. Proper implementation of a momentum trap can reduce the
tensile effects imposed by rarefaction waves, however, design complexity arises because
wave propagation requires multi-dimensional consideration. For this reason, CTH [61]
was used to design and optimize the target. CTH is a multidimensional hydrocode which
can be used to accurately model high strain rate phenomena such as a gas gun
experiment.
While designing the target, work proposed by Schwarz et. al. [27] was considered.
Schwarz proposed a theory detailing the importance of the duration of the shocked state
and particle melting due to the primary shock pressure. Schwarz states the two conditions
are mutually inclusive, where the time duration, 𝑡y , of the shocked state influences the
interfacial melting between the particulate. Parameters discussed indicate that a time
duration of 𝑡y ≅ 2𝜇𝑠 is desired, as well as pressures, 𝑃 > 4.4 𝐺𝑃𝑎. With these values in
mind, target design can be optimized to satisfy these conditions.
The following diagrams presented in Figure 4.3 and Figure 4.4 depict results from
the CTH simulation used to design the target for experiments. Zirconium was used as the
sample in the simulation, while the target, momentum trap, and flyer were composed of
steel. Although the materials used in the actual experiments differ slightly, well defined
material properties exist within CTH for the materials used. Therefore, the following
results are guidelines for what to expect experimentally, and may deviate experimentally
due to specimen type, porosity, and heterogeneity. Figure 4.3A illustrates the initial state
of the materials upon impact, while Figure 4.3B depicts the material deformation 12.9
microseconds after impact. In the simulation, the projectile located in the bottom half of
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the simulation impacted the target at 320 m/s. The target and momentum trap were given
no initial velocity, and can be seen in the upper half of the simulation with colors of gray
and light gray. Figure 4.4A illustrates the particle velocity of the sample at two interfaces:
the steel/sample interface and the PMMA/Sample interface. It can be noticed that a
plateau of the particle velocity occurs for the sample/PMMA interface for approximately
2 𝜇𝑠. Also, a sudden rise in particle velocity can be observed from the PMMA/free
surface. The sudden rise is important to note for later analysis of data, and is related to
the release of the PMMA. Figure 4.4B depicts the expected pressure state of the sample.
Notice the pressure state is maintained for approximately 2 𝜇𝑠 at the steel/sample
interface. Therefore, with the pressure being withheld for approximately two
microseconds, this cross-sectional representation was used to design the target.

Table 4.1: Input properties of the target and projectile materials featured in the CTH
simulation. Plot Colors are indicative of the target components in Figure 4.3.
Materials

EOS

Strength Model

Driv./Anv. - 304 SS
Mom. Trap - 304 SS
Sample - Zirconium
Window - PMMA
Flyer Plate - 304 SS
Projectile - PMMA

Mgrun 304_SS
Mgrun 304_SS
Mgrun Zirconium1
Mgrun PMMA
Mgrun 304_SS
Mgrun PMMA

JO Steel
JO Steel
GKFRG Zirconium
VEP PMMA
JO Steel
VEP PMMA

Fracture
(GPa)
-25.00
-25.00
-10.00
-2.00
-25.00
-2.00

X (cm)
11.430
11.430
1.905
1.905
4.762
5.003

Y (cm)
2.540
1.270
0.300
0.862
0.250
9.999

Color
Dk.Gray
Lt. Gray
Yellow
Lt. Blue
Lt. Gray
Lt. Blue
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Figure 4.3: Illustration of the geometry simulated in CTH. A projectile impacts the target system
where a sample, PMMA window, and momentum trap are incorporated in the design. Black dots
indicate tracers, which record parameters of interest of a material in a finite area.

(A)

(B)

Figure 4.4: CTH simulations depicting (A) particle velocity and (B) pressure at various interfaces.
Results are taken from tracers, which study a variety of parameters for a finite area. Tracers are
indicated by the black dots in Figure 4.3.
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4.2.2

Design & Construction of the Targets

Results determined from the CTH simulation aided in the design of the target. In
addition to satisfying necessary loading conditions, another design objective was to make
an easily manufactured assembly. It was decided that each target would contain the
following components: an anvil, driver, momentum trap, four samples, four PMMA
windows, and gasket materials. These materials play various roles, and allowed for easy
assembly of the target with four samples. The following describes each component, their
manufacturing process, and role in assembly.
Each target assembly was constructed out of three 1045 steel flats with a diameter
of 4.50 inch (11.43 cm), and a thickness of 0.50 inch (1.27 cm). Each of the three flats
have distinct purpose, functioning either as driver plate, anvil, or momentum trap. In the
presented design, the driver plate and anvil embody the recoverable target capsule, while
the momentum trap is used to dissipate energy and keep the target capsule together.
Functionality of the driver plate in these experiments enables an interface to be struck by
a flyer plate, as well as provide a region to pack a sample material into. The driver plate
has four blind holes 0.75 inch (1.91 cm) in diameter and a depth of 0.35 inch (0.89 cm).
A circular pattern of the four holes is positioned around the center of the circular plane,
and four selected samples are packed into the driver. Eight threaded bolt holes (1/4 inch20) and ten through holes are fabricated in the design. Threaded bolt holes fasten the
anvil to the driver, and the through holes enable mounting of the target at the time of the
experiment. Five additional holes are also fabricated for additional diagnostic hardware.
Design of the anvil has similar hole patterns to the driver plate. Purpose of the
anvil is to fasten to the downrange side of the target, contain the samples, and remain
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affixed throughout the longevity of the experiment. Like the driver, eight bolt holes and
ten through holes are fabricated to anchor the target together, and mount the target in the
experiment. Bolt holes were positioned such that they were a set distance away from the
impacted region, allowing for material deformation to dissipate the tensile forces imposed
on the bolts. Nine through holes are also fabricated around the center of the target to be
used for diagnostic hardware.
Functionality of the momentum trap serves to dissipate energy from the target due
to its downrange positioning of the anvil. Kinetic energy from the impact will propagate
into the momentum trap, and cause the momentum trap to separate from the target
capsule. Placement of the momentum trap on the target capsule is meant to eliminate the
free surface from the downrange side of the anvil, keeping the threaded bolts in the
driver/anvil affixed. Each momentum trap has nine drilled holes positioned to
accommodate diagnostic hardware, as well as ten bolt holes used to mount the target.
Images and schematics for each target component have been appended to the
following pages and in Appendix B. Figure 4.6 illustrates the machined target
components, where it can be noticed that each target has been labeled in various manners.
Labels are used for accounting purposes, and are utilized in the experimental data
presented in Section 5. Each target component was assigned an identification number (i.e.
Part No. 1 = Target 1’s anvil, Part No. 2 = Target 1’s driver, and Part No. 3 = Target 1’s
momentum trap), and each sample location was labeled numerically (i.e. Target 1:
Samples 1-4, Target 2: Samples 5-8). PMMA windows, seen in Figure 4.6 were also
labeled corresponding to its given sample location (i.e. Sample 1 = Window 1, Sample 5
= Window 5). Dimensions and weights were then recorded for each feature.
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(B)

(A)

(C)

(C)
(A)
(B)
Figure 4.5: Components of the target assembly, where the (A) driver, (B) anvil, and (C)
momentum trap are illustrated.

(A)

(B)

Figure 4.6: Components of the target assembly, where the (A) PMMA windows and (B)
gasket materials are illustrated.

Construction of these targets required the use of Marquette’s Discovery Learning
Center (DLC), Marquette University School of Dentistry’s (MUSOD) vapor deposition
machine, and Marquette University’s Shock Physics Laboratory (MUSPL). The DLC was
used to fabricate the target materials, which included the target/momentum trap,

33
projectile, and flyer plate. In addition, PMMA windows and gaskets were fabricated to
fill the void space remaining from the sample.
PMMA windows allow for a transparent surface to be used to compress the
sample. Using Marquette Dental School’s vapor deposition machine (GSL-1100XSPC12-LD), one side of the window was coated with gold palladium, making the surface
reflective. Gold palladium provides a reflective surface which is critical for diagnostic
purposes discussed later in Section 4.3.1.4. Gasket material (Garlock Performance 32000
Blue-Gard) was then placed between the PMMA window and the anvil to eliminate any
remaining void space. Settings used for the fabrication of the PMMA windows, sputter
coating of the windows, and fabrication of the gasket materials can be found in Table 4.2
and Table 4.3. With the PMMA windows and gasket materials in place, the anvil was
fastened to the driver using eight 1 inch, ¼ inch-20 steel alloy bolts with 82 degree
tapered heads, and 2-inch nylon bolts were used to mount the target to the mount plate in
the gas-gun.

Table 4.2: Epilogue laser settings used to cut PMMA and the Garlock
Performance 32000 Blue-Gard gasket material. Settings for speed and power the
laser are in in percentages relevant to the maximum performance of the laser.
Material

Speed

Power

Frequency (Hz)

PMMA
Gasket

6%
20%

100%
100%

5000
1000

Table 4.3: Vaper deposition settings used for the GSL-1100X-SPC-12 compact Plasma
Sputter Coater. The fit equation used to calculate the sputtered thickness is 𝐷 = 𝐾𝐼𝑉𝑡.
Sample
PMMA

Pressure
(Pa)
6

Sputtering
Constant, K
0.17

Current, I
(mA)

Voltage, V
(kV)

Time, t
(s)

10

1

210

Sputter Thickness, D
(𝐴)
357

34
4.2.3

Test Materials

Materials tested in this work are various mixtures of graphene and YSZ. In total,
eight different compositions of the materials are studied, where two control variables are
tested: YSZ particle size and graphene weight percentage. YSZ was sourced from
Skyspring Nanomaterials Inc. (8532QI), and it was found that the size of particles for the
nano-YSZ and micro-YSZ were ~20 nm and ~700 nm, respectively. Additive mixtures
were formed with graphene nanomaterials and the YSZ specimens by Oceanit. Various
weight percentages of graphene were added (0%, 1%, 3%, 5%) to the different particle
sizes of YSZ. Table 4.4 contains a breakdown of the weight percentage and mole
percentage of the various mixtures.

Table 4.4: Weight percentage and mole percentage breakdown of the mixed specimens
YSZ
Graphene
Weight Percentage
Mole Percentage
Weight Percentage
Mole Percentage
(Wt. %)
(Mol %)
(Wt. %)
(Mol %)
100
100
0
0
99
77
1
23
97
53
3
47
95
39
5
61
Pertinent measurements of the powdered samples used in experiments can be
found in the Appendix A under Table 6.2. The average weight of the samples was 1.8238
g with a standard deviation 0.0587 g, and the average initial bulk density of the samples
was 2.9979 g/cc with a standard deviation of 0.3275 g/cc. Density of the packed
nanometer grain size samples were generally smaller in magnitude than the density of the
micrometer grain size packed samples.
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4.2.4

Target Assembly

Prior to compaction studies, targets must be prepared to encapsulate the given
samples. As mentioned previously, each target was first labeled, and weights and
dimensions were recorded for each critical component. Once measured, each target was
cleaned to eliminate any residual materials where samples were packed. Samples were
then weighed, and poured into designated regions of the target. PMMA windows were
then placed such that the sputter coated surface would be in contact with the samples, and
pressed into place using a pneumatic press to a hydraulic pressure of 4,000 psi (area of
PMMA window = 0.75 inch). With all samples pressed, the anvil was attached to the
driver, and placed on a vibrational table for ten minutes in an attempt to minimize
porosity. Windows were pressed again, and gasket material was placed in the void space
between the PMMA window and the driver. The anvil was then attached to the driver.
Once completed with the pressing of the samples, PDV collimators and PZT pins
were then placed into the target. Each PDV collimator and PZT pin was positioned in the
target such that light return for the collimators was (>-35 dBm) and the PZT pins had
slight protrusion from the impacted surface (~1mm). Protrusion was measured with
coordinate measurement machine (CMM) (Brown and Sharp). Each diagnostic
component was then glued into place using a fast-acting adhesive (Loctite 1363589), and
followed with epoxy (Hardman 04001) for strength. Additionally, epoxy (Hardman
04001) was applied to each bolt of the target and the interface between the anvil and
momentum trap. Such precautions were taken to alleviate free surfaces between the bolts
and the target. With completion of the stated procedures, PZT pin protrusion was
measured with the CMM, and the target was mounted in the gas gun.
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4.2.5

Design and Construction of the Projectile

Projectiles used in these experiments were designed to have two significant
components, the sabot (projectile body) and the flyer plate (impactor). When assembled,
the projectile package is loaded into the light gas-gun, and driven down the barrel using
high pressure gases. The following details the components, construction process, and
assembly for the projectile.
Design of the sabot is intended to minimize the weight of the assembled
projectile, allowing for higher velocity to be achieved with lower breech pressures. Each
sabot was fabricated out of polycarbonate, which is a highly durable material used in
many ballistic applications. Use of polycarbonate and the placement of a countersunk
hole in the rear end of the projectile enabled mass reduction. Critical dimensions of the
sabot are the diameter and countersunk hole used to press fit the flyer plate. The diameter
of the sabot is slightly undersized (1.97 inch or 5.07 cm) relative to the barrel (2.00 inch
or 5.08 cm), while the countersunk hole has a diameter of 1.87 inch (4.75 cm). It can be
noticed that there are two locations on the shaft of the sabot which have a smaller
diameter in the design. Buna O-rings were placed in these locations, sealing air from
escaping around the projectile. In the front of the projectile, a flyer plate composed of
1045 steel was mounted with a thickness of 0.30 inch (0.76 cm) and a diameter of 1.87
inch (4.75 cm). The flyer plate served as the surface that will impact the target, and was
be ground to be planar.
Assembly of the projectile required the following progressions. First, critical
dimensions of the sabot were measured using the CMM machine and a Vernier caliper.
Second, a minute amount of epoxy was placed in the contact area between flyer plate and
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sabot, and the flyer plate was press fit into place. The projectile was then positioned such
that the flyer plate was facing upwards, and a weight was placed to deter the flyer plate
from being displaced as the epoxy cured. Once the epoxy was cured (~1 hour), the CMM
was then used to measure the perpendicularity between the flyer plate and the sabot.
Buna O-rings were then positioned on the sabot, light vacuum grease (Dow Corning
146355D) was applied to the O-rings, and the projectile was then ready to be inserted into
the barrel of the gun. Images of the components and assembly process can be viewed in
Figure 4.7.

Figure 4.7: Assembled projectile used in experiments. Note the cavity on the left side of
the sabot. Reduction of mass in the projectile was achieved through the cavity

4.3

Instrumentation, Data Acquisition, and Data Processing

Impact experiments use many diagnostic instruments to acquire critical results
from an experiment. Additionally, collected data requires processing to unravel the state
achieved within an experiment. The following subsections aim to detail the equipment
and techniques used in the experiments, proceeding into the methods used to reduce data.
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4.3.1

Diagnostics, Data Collection, and Data Processing

Three diagnostics are used to collect data pertaining to the velocity of the
projectile, planarity of impact, and the particle velocity observed for a given material. In
the given arrangement, a laser diode system, piezoelectric (PZT) pins, and photon
Doppler velocimetry (PDV) are used to collect the stated information. Each data set is
interconnected, and is critical for data processing. The following outlines the
functionality of each system, an example signal, and the calculations performed to
determine the various parameters.

4.3.1.1 Laser Diode System

The laser diode system allows for projectile velocity to be measured prior to
impact. Located at the end of the barrel, four laser diodes and four photodiodes comprise
the system (Figure 4.8). Each laser and photodetector is paired and aligned perpendicular
to the flight path of the projectile. When the laser plane is obstructed, the output voltage
from the photodetector is decreased. This reduction in voltage indicates the projectiles
location at an instance in time. With the measured distances between the laser planes, a
velocity can be calculated.
Processing of a collected signal requires the analysis of the voltage drop observed
for each laser plane. For discussion, a sample signal has been included in Figure 4.9. In
the figure, four signals are resolved for each plane. With each drop, associated time
instances, 𝑡s , and known distances between diode planes, 𝑑𝑥s , can be used to determine a
projectile velocity. The subscript, 𝑖, denotes the diode plane number, where the total
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number of planes is denoted by 𝐼. Distances between diode planes are approximately
0.75” (1.91 cm), and are measured before each shot. Therefore, determination of the time
instance for voltage drops, and accurate measurement of the distances between each
plane is quintessential for the data processing.
Determination of a single 𝑡s for each channel can lead to erroneous results
because of gradient variance for each voltage signal. Projectile velocity calculations
performed in this work aim to remedy by calculating velocities over a range voltage
percentages, 𝑙Œ , with associated time instances 𝑡s,•Ž for a total number of calculations of
𝐿. Velocities are calculated using known distances between the two lasers, and the time
difference between corresponding time signals. Equation 4.1 denotes the expression used
to calculate projectile velocity. A MATLAB algorithm has been implemented which
determines projectile velocity, as well as the uncertainty in the measurement. Black lines
seen in Figure 4.9 indicate calculations performed on the signal using the MATLAB
algorithm.
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(4.1)
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Figure 4.8: Images of the laser diode system used to measure projectile velocity. Figure
4.8a [62] depicts the physical system, while Figure 4.8b depicts the projectile eclipsing
the first laser plane.

Figure 4.9: Sample signal resolved using the laser diode block. Various colors depict the
signal observed by each laser diode. The sudden decrease in voltage indicates the diode
plane has been obstructed by the projectile.
4.3.1.2 Piezoelectric (PZT) Pin Setup

Piezoelectric (PZT) pins (Dynasen 0.093” dia. CA-1136) enable measurement of
the planarity of impact between the flyer plate and the driver. Each PZT pin is a thin
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brass cylinder that has a piezoelectric crystal positioned in the cylinder’s face (Figure
4.10). Crystals are positioned to be impacted by the projectile, and output a large voltage
(~70 volts) when struck. The pins were connected to a Dynasen pin mixer (Model CS250-300), which initialized data collection on an Agilent DSO6054A (4 GS/s, 500 MHz)
oscilloscope. For all experiments, the acquisition rate of the oscilloscope was 4 GS/s.
With acquired data, planarity of impact is determined using multiple PZT pins, forming
an impact plane from arrival times in the signals. With planarity of impact, known
instances of the shock arrival to the samples can be calculated. This will be further
discussed in the following section.

Figure 4.10: PZT pins used in this work, where anatomy and placement have been
illustrated.
This work utilizes an arrangement of three PZT pins, which can be seen in Figure
4.10. Each PZT pin was wrapped in insulation tape, and a BNC cable was either soldered
or connected to the pin. Pins were then placed into the target, where the target had been
elevated slightly (~0.4 mm) to allow for slight protrusion of the pin face from the face of
the target. Epoxy (Hardman 04001) was applied to the exposed shaft on the downrange
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side of the PZT pins, and allowed to cure for at least one hour. Measurements of the
protrusion were made utilizing a CMM device, and were used in the data processing.
Data analysis performed for the PZT pins is a function of three linear planes; the
flyer plate (𝑝F ), the three PZT pins (𝑝L ), and the driver (𝑝– ) (Figure 4.11). With known
projectile velocity and plane of pin protrusion, the plane of the flyer plate can be defined
and used to calculate the tilt angles (dihedral angles) 𝜃L and 𝜃– between the intersecting
planes. Equations 4.2 and 4.3 state the general nomenclature used to define the plane and
associated normal vector, while Equation 4.4 is the methodology used to calculate the
dihedral angle, 𝜃˜ , between two intersecting planes.
A MATLAB routine has been developed to calculate and visualize the impact
between the flyer plate and the other planes (Figure 4.12). In the far-left images, a
magnified visual can be seen for the flyer plate (red), PZT pins (black), and the target
plane (blue). Middle images depict a top down view of the flyer plate, PZT pins, and
target. Far-right images depict corresponding signals indicating the impact of the PZT
pins. Note the rise in voltage as the pin is impacted. Flyer and PZT impacts have been
circled in light green, and a color gradient can be noticed when the flyer intersects the
target plane.
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Figure 4.11: Illustration of the planes used to determine tilt. Angles are exaggerated for
depiction purposes.

𝑝t = 𝑓 𝑥t , 𝑦t , 𝑧t = 𝑎s 𝑥t + 𝑏s 𝑦t + 𝑐s 𝑧t + 𝑑

(4.2)

𝑛t = (𝑎t , 𝑏t , 𝑐s )

(4.3)

𝑛t ∙ 𝑛Ÿ

(4.4)

cos 𝜃˜ =

𝑛t 𝑛Ÿ
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Figure 4.12: Illustrations of the flyer plate plane (red) impacting the PZT pins (black)
and the target plane (blue). Far-right plots depict the resolved signals from the impact of
PZT pins, where sudden rise in voltage indicates the pins have been impacted.
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As mentioned, reduction of PZT pin data gives informative results regarding the
tilt angle and impact times between various locations of the flyer plate and target surface.
Progressing forward, known information about the impact times are utilized to determine
tilt corrections which can be used to calculate transit times of the shock waves through
the materials. This is performed by implementing tilt corrections to mitigate differences
in arrival time in the PDV traces, and allow for shock velocities to be quantified.

4.3.1.3 Tilt Corrections

Tilt corrections are necessary for accurate arrival times of the shock waves to be
observed. Defining the plane of flyer plate and the projectile velocity allow for the time
of impact to be calculated at specified locations in the plane. Operations were performed
for the spatial locations of the PZT pins to collapse the impact of the PZT pins onto each
other. Additionally, this step was performed for the velocimetry diagnostics in the
following sections, and will be further discussed in section 4.3.2.

4.3.1.4 Photon Doppler Velocimetry (PDV) System

Photon Doppler velocimetry (PDV) is utilized in this work to acquire highly
resolved particle velocity for a given surface. PDV systems function as a Michelson
interferometer, where a Doppler frequency shifted target light, 𝑓, is combined with a
reference light that has a steady frequency, 𝑓P [63]–[71]. Combination of these two
frequencies, known as a differential beat frequency, 𝑓 , is indicative of an apparent
velocity. Equation 4.5 [63] depicts the fundamental relationship between an apparent
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velocity and beat frequency, which is used to calculate particle velocity from
experimental measurements.
In shock experiments, frequency shifted light is a product of placing a collimated
laser probe (collimator) incident on a material surface. As the shock wave reaches the
incident surface, a frequency change is measured by the PDV system, and recorded using
an oscilloscope. Various systems have been constructed to obtain velocity measurements,
however Marquette’s PDV is a traditional heterodyne PDV system [72]. A schematic of
the components which comprise Marquette’s PDV can be found in Figure 4.13, as well as
an image of the system and a collimator (AC Photonics, 1550 nm, 1CL15P006LCC01,
FC/APC).

𝑣∗ =

𝜆P 𝑓
2

(4.5)

Each target featured five PDV collimators. Collimators were positioned and
epoxied to observe various surface velocities within the target, and can be seen in the
cross-sectional representation of the target in Figure 4.14. Four collimators were
positioned incident on the downrange side of samples on the sample and PMMA
interfaces, while one collimator was positioned incident on a steel interface. The
collimator incident on the steel was observing particle velocity at a depth comparable to
the up-range side of the samples. Positioning of the collimators in the described manner
measured when the shock wave arrived at the front and back of the samples. Calculations
were performed using the physical depths of surfaces and rise times of signals.
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(A)

(B)

(C)

Figure 4.13: Illustrations of (A) Marquette University’s PDV system, (B) the fiber optic
collimators used in this work, and (C) the internal components of Marquette’s PDV [72].
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Figure 4.14: PDV placement within a target. Un-shifted light (light-blue arrows) and
Doppler shifted light (red arrows) are emitted and captured using the collimators.

Data reduction of PDV signals performed in this work utilizes PlotData [73], a
software developed at Sandia National Laboratories. PlotData employs a short-time
Fourier transform (STFT), which is used to determine resulting beat frequencies over
local sections of a signal. Such techniques are advantageous for detecting temporal
changes in frequency. A resulting spectrogram and trace of the reduced data can be seen
in Figure 4.15, where pertinent settings typically used in PlotData are a time/slice of 7.50
nanoseconds and a velocity/bin setting of 0.236 m/s. These settings define the size of the
local sections analyzed in the signal, as well as the precision of the frequencies
calculated.
It can be seen in the spectrogram of Figure 4.15 that two distinct traces are
present. Recall CTH simulations performed on the target configuration in Figure 4.4. It
can be noticed in both the CTH simulation and the experimental data that there is a
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plateau indicative of the Hugoniot state of the material and a particle velocity indicative
of the release of the PMMA window. It is believed that both velocities were observed by
the velocimetry technique simultaneously once the wave reached the free surface of the
PMMA window, hence the presence of two velocity traces in the spectrogram between
three and five microseconds. Consideration and caution were taken in data reduction to
ensure the reduced trace did not contain the free surface release.

Figure 4.15: PDV signals reduced using PlotData. Illustrated STFT results can be seen in
the spectrogram on the left, and the reduced trace on the right. CTH simulations indicate
that the trace that reaches ~400 m/s above is the free surface of the PMMA window.

Spectrograms and traces were resolved and reduced for each of the five
collimators featured in a target configuration. As mentioned previously, four signals were
resolved for sample/PMMA interfaces, and one signal was resolved for the steel interface
at the same depth as the up-range portion of the samples. With reduced PDV signals, time
corrections were then applied to determine shock and particle velocities.
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4.3.2

Time Corrections

With known tilt of impact, time corrections can be applied to the reduced PDV
traces to shift the arrival time. Time corrected signals, seen in Figure 4.16, enable for
transit times of the shock propagation through steel, 𝑡£w€€• , as well as transit time through
the sample, 𝑡£¤˜••€ , to be determined. Known sample thicknesses were used to determine
the shock velocity for each sample, and used to impedance match with the projectile
velocity to determine various Hugoniot properties. It is important to note the implications
time corrections have in the calculation of shock velocities through the samples. Without
correction, erroneous shock velocities may be calculated.

Figure 4.16: Raw and time corrected PZT and PDV signals in the upper and lower plots
respectively from a single test series. Displacement of the raw signals due to time
corrections can be noticed in the lower plot. Transit times associated with propagation of
the shock waves through the steel and samples are denoted by 𝑡£w€€• and 𝑡£¤˜••€ .
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5 COMPUTATIONAL AND EXPERIMENTAL RESULTS

The following sections bridge computational and experimental results in the
following way. First, molecular dynamics results are illustrated comparing results
between ensembles. Second, experimental data is presented. Finally, the two data sets are
contrasted, and the implications of porosity and added graphene are discussed.

5.1

Molecular Dynamics Simulations

The following images and figures depict results for the three ensembles studied
using the Hugoniotstat method, described previously. The first setup, seen in Figure 5.1,
analyzed an ensemble of YSZ. This was followed by the addition of one or three
graphene sheets between lattices of YSZ (Figure 5.2). The Hugoniotstat algorithm
compressed the ensembles using the Langevin piston method to maintain constant
uniaxial pressure, while iteratively adjusting the temperature and volume to stay on the
bulk Hugoniot. Compression of the ensemble was performed for 10 picoseconds
(10gFF sec ) with a one femtosecond (10gF¥ ) time step. A series of 60 computational
studies were performed on each of the equilibrated ensembles spanning pressures
between 0.1 GPa to 20 GPa. Figure 5.1 and Figure 5.2 illustrate the ensembles under 6.33
GPa of pressure, while Figure 5.3 displays the Hugoniotstat methodology. Convergence
of a solution can be seen in Figure 5.3 in the center of the swirl pattern. Even though the
end state converges on the Hugoniot, this figure clearly illustrates the path taken by the
Hugoinotstat function is not a Rayleigh line. For all Hugoniot parameters, the values
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were calculated using the converged state. The resulting 𝑈 − 𝑢, 𝑃 − 𝜖, and 𝑃 − 𝑢
relations can be viewed in Figure 5.4.

Figure 5.1: YSZ ensemble (2D slice) studied under uniaxial compression, where the
atomic colors red, blue, and green depict the oxygen, yttrium, and zirconium atoms in the
simulated ensemble. Black brackets indicated the compressed direction.
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(A)

(B)

Figure 5.2: Graphene and YSZ ensembles studied under shock loading, where the atomic
colors red, blue, green, and grey depict the oxygen, zirconium, yttrium, and carbon atoms
in the simulated ensemble. Black brackets indicated the compressed direction. (A)
Depicts one sheet of graphene between YSZ. (B) Depicts three sheets of graphene.

Figure 5.3: Illustration of the Hugoniotstat method, where the iterative functionality of
the algorithm is presented. Convergence of the algorithm is depicted by the swirl pattern.
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Figure 5.4 depicts the Hugoniot planes calculated in LAMMPS for three
ensembles. First, focus is placed on the 𝑈 − 𝑢 plane, where observations can be made
regarding non-linearity of the curves and implications of graphene content. In the 𝑈 − 𝑢
plane, non-linear behavior is observed between 800-1,500 m/s for all ensembles (Figure
5.4A). Note the similar behavior observed in experimental data published by Mashimo
[15] for cubic YSZ. Mashimo hypothesizes that the non-linear behavior is indicative of
phase change from cubic YSZ. Although there are apparent similarities in the data,
conclusive statements cannot be made regarding phase transitions in the MD simulations.
A few general remarks can also be made regarding the implications of graphene.
As graphene content is increased in the ensemble, it is observed that the resulting shock
velocity is decreased for the structures. This can possibly be explained by impedance
differences in the medium, where graphene has a lesser impedance than YSZ. Another
observation to note is that as particle velocities exceed 1,500 m/s, the three ensembles
begin to converge to similar shock velocities. This may be indicative of impedance
changes in the YSZ to closer to that of graphene, which would provide one possible
explanation as to why the addition of graphene reduces non-linear behavior prior to 1,500
m/s.
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(A)

(B)

(C)

Figure 5.4: MD Hugoniot results (A) shock and particle velocity (𝑈 − 𝑢), (B) the
pressure-strain (𝑃 − 𝜖), and (C) the pressure-particle velocity relationship (𝑃 − 𝑢).

Focusing on 𝑃 − 𝜖 and 𝑃 − 𝑢 relations illustrated in Figure 5.4B and 5.4C,
observations can be made regarding the thermo-mechanical effects of shock compression.
Comparison of the data in 𝑃 − 𝜖 space shows that increasing graphene content increases
strain exhibited by the ensemble. Results suggests that the compressibility between the
graphene lattice and YSZ lattice is greater than what is exhibited by solely by the YSZ
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lattice. This is not surprising considering the prescribed interatomic forces between the
graphene and YSZ lattices are lesser in magnitude than the forces exhibited in the lattice.
Next, consider results exhibited in the 𝑃 − 𝑢 plane. Note the inverted relationship around
a particle velocity of 1,000 m/s for the YSZ ensemble. For a given particle velocity less
than 1,000 m/s, higher magnitudes of pressure are exhibited by ensembles with increased
graphene. The relationship is then inverted for particle velocities greater than 1,000 m/s,
and higher magnitudes of pressure are exhibited by ensembles with decreased graphene.
This dynamic behavior may indicate that there is an impedance shift in the medium,
aligning with Mashimo’s previous statements.
Overall, results from the three thermo-mechanical planes suggest graphene does
alter the dynamic response of the medium, based on the computationally implemented
theory. It is believed that density and impedance differences between YSZ and graphene
may greatly attribute to the phenomena observed. With this stated, the significance of the
MD results provide the shock response of an idealized non-porous media composed of
graphene and YSZ, and as such provides a benchmark for comparison with experimental
data. In Section 5.3, further conversation on the MD results will be discussed, as the MD
solutions will be directly compared to experimental results.

5.2

Experimental Test Series

A series of ten compaction experiments were performed on the YSZ variants
discussed in Section 4.2.3. Eight of the ten targets remained affixed throughout the shot,
and thus 32 sample materials were recovered for post-shot analysis. Targets were shot at
projectile velocities ranging between 315 m/s and 586 m/s, imparting kinetic energies
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between roughly 29 kJ and 100 kJ (projectile mass ~0.29 kg) into the target. It was
observed that the fasteners used in the target yielded at velocities greater than 400 m/s,
and samples were not recoverable (Targets 6 &7). To remedy this for impact velocities
greater than 400 m/s, the interface between the driver and the anvil was welded together,
and a soft recovery system was constructed using aluminum foam, aluminum
honeycomb, and rubber mats. With this approach, samples were recovered at projectile
velocities up to the aforementioned 586 m/s. An image of a recovered target and
projectile have been included in Figure 5.5. Note the deformation seen in the steel target
and the polycarbonate projectile.
Pertinent data, such as projectile, target, and sample measurements, can be found
in Appendix A-Table 6.1 and Appendix A-Table 6.2. With use of these values,
calculations for the Hugoniot parameters were performed by impedance matching the
initial density of each sample with an associated projectile velocity and shock velocity.
Illustrations of the 𝑈 − 𝑢 and 𝑃 − 𝜖 planes for each sample variation can be found in
Figure 5.6, where impedance matching using the calculated Hugoniot relations satisfy the
particle velocities observed in the reduced PDV traces from the sample/PMMA interface
(Figure 5.7). Linear regressions were then fit to the locus of points for the samples in the
𝑈 − 𝑢 planes (Table 5.1), and were used to calculate the trend lines found in the 𝑃 − 𝜖
planes.
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Figure 5.5: Photographs of the target and projectile before and after the experiment.
Deformation can be noticed for the target and projectile in the impacted areas.

Table 5.1: Summary of the 𝑈 − 𝑢 Hugoniot parameters for the powdered mixtures.
Material
0% wt. Graphene
1% wt. Graphene
3% wt. Graphene
5% wt. Graphene

Micro YSZ
𝜌GG (𝑔/𝑐𝑐)
𝐶G (𝑘𝑚/𝑠)
2.820
3.282
3.362
3.405

0.626
0.558
0.834
0.831

s

𝜌GG (𝑔/𝑐𝑐)

1.31
1.99
1.33
1.38

2.402
2.899
2.978
2.850

Nano YSZ
𝐶G (𝑘𝑚/𝑠)
0.538
0.336
0.499
0.381

s
1.40
2.42
1.90
2.29
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𝑈−𝑢

𝑃−𝜖

Figure 5.6: Comparison of the Hugoniot data for each particle size and weight percentage
of graphene. Figures on the left depict the 𝑈 − 𝑢 relationship, while figures on the right
depict the 𝑃 − 𝜖 relationship. From top to bottom, figures increase in graphene weight
percentage. A direct comparison between the eight samples can be seen in the bottom
row, where hashed and dotted lines depict the various nanometer and micrometer grain
sizes, respectively.
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The results presented in the 𝑈 − 𝑢 and 𝑃 − 𝜖 planes depict the shock response of
the eight YSZ variants. In Figure 5.6, the influence of morphology can be observed
between the micrometer and nanometer YSZ. A general trend can be noticed between the
two particle sizes, such that the nanometer particle samples have slightly lower shock
velocities relative to the micrometer particle size (Figure 5.6). Additionally, observation
of the eight materials support that shock velocity would increase as the weight percentage
of graphene was increased, however, samples composed of 1% weight graphene appear
to achieve the highest shock velocities of the samples.
Figure 5.6 also illustrates an interesting story regarding the 𝑃 − 𝜖 plane. Results
indicate that higher magnitudes of strain were observed for the nanometer-YSZ under
similar pressures when compared to the micrometer-YSZ samples. Results of such are
suggestive that the lower initial density observed in the nanometer samples allowed for
more void collapse in the media, allowing for higher compressibility to be achieved by
the nanometer samples. For nanometer-YSZ samples, as the weight percentage of
graphene was increased, similar strains corresponded to higher pressures. The
micrometer-YSZ samples, however, observed the opposite trend. As the graphene weight
percentage was increased, less strain was observed in the samples under similar loading
conditions. Investigation of the initial density indicates the initial packing states likely
were a substantial factor in this behavior, and that length scale differences between the
graphene and YSZ particles attributed to the different packing densities.

61

Figure 5.7: Particle velocity traces observed from the sample/PMMA interface. Plots are
grouped by weight percentage of graphene, and colored by experiment (i.e. similar
loading conditions). Bolded colors indicate nanometer YSZ, while lighter colors indicate
micrometer YSZ.
It is important to note that the thermo-mechanical relations found in Figure 5.6 are
impedance matched using particle velocities observed in the PDV traces of Figure 5.7.
All traces have been plotted corresponding to material composition and particle size.
Bolded traces correspond to nanometer particle size YSZ, while more transparent colors
correspond to micrometer particle size. Coloration of the traces also correspond to the
four samples impacted in an experiment. With these traces, observations can be made
regarding the states of the material. It was observed that micrometer particle sizes
typically observed higher particle velocities than their nanometer counterpart. In addition
to this behavior, some observations can be made regarding the state achieved in the
material. Most particle velocities appeared to remain constant, indicating that a Hugoniot
state was held. Some variability may be exhibited in these states due to the heterogeneity
and void collapse of the media. A few signals, exhibit slight dips in the particle velocities.
This may be suggestive of fracture exhibited during compaction.
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5.3

Porous comparison

The previous two sections outlined the results of molecular dynamics simulations
and experimental data investigated. Comparison between the data sets provide
understanding regarding the implications of porosity and heterogeneity in the samples.
Figure 5.8 and Figure 5.9 depict the 𝑈 − 𝑢 and 𝑃 − 𝜖 relations for the molecular
dynamic and experimental results. The influence of porosity is easily illustrated between
the MD simulations and experimental data in the 𝑈 − 𝑢 plane. At comparable particle
velocities, MD results have a much larger magnitude of shock velocity than experimental
data. This can be attributed to porosity and heterogeneity being negated in the MD
simulations. Factors such as heterogeneity and porosity are highly prevalent in the
experimental samples, and appear to be a dominating factor in the reduced shock velocity
in the media. A quantitative comparison reveals that the MD simulations obtain shock
velocities spanning 5,500 m/s to 10,000 m/s, where shock velocities in the experimental
data span between 800 m/s to 1,700 m/s. The difference in magnitude of shock velocity is
apparent.
An additional remark can be made about the influences of graphene content. MD
simulations indicate that increasing graphene content with no porosity decreases shock
velocity. Experimental data of the porous media indicates an overall increase in shock
velocity as the weight percentage of graphene is increased. Results of such demonstrate
factors such as porosity and heterogeneity can invert the overall behavior of the media,
ultimately changing the response of the medium.

63

Figure 5.8: Hugoniot relations for the 𝑈 − 𝑢 of the YSZ variants. Various colors are
indicative of the weight percentage of graphene. Markers denote LAMMPS simulations,
experimental data reported by Mashimo and Sable, and as the nanometer and micrometer
YSZ grain sizes investigated.

Figure 5.9: Relations for the 𝑃 − 𝜖 of the YSZ variants. Colors indicative of the weight
percentage of graphene. Markers denote LAMMPS simulations, as well as the nanometer
and micrometer YSZ grain sizes investigated.
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Comparison of the 𝑃 − 𝜖 space illustrates the nature of the compaction states and
overall compressibility of each specimen, with Figure 5.9 showing both MD results and
experimental data. It can be noticed that strains observed in the MD simulations are much
lower than those found in experiment. Recall that porosity is not exhibited in the MD
simulations, strain is therefore solely compression of the lattice structures which is
expected to have a much more stiff response. Experiments compressed the porous
samples, collapsing voids and causing plastic deformation to the particles and lattices.
Therefore, much higher magnitudes of strain were exhibited by the experimental samples
relative to the MD simulations. It can be noticed that in the MD simulations that as the
graphene content is increased, the strain increases at a similar pressure. The opposite is
generally observed for the experimental data, where at a given pressure the strain is
decreased as the graphene content is increased. This is the influence the packing of the
particulate can have on dynamic behavior of the media.
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6 DISCUSSION, CONCLUSION, AND FUTURE WORK

This work aimed to characterize graphene and YSZ materials far from
thermodynamic equilibrium states. Characterization in this domain may allow for unique
materials with desirable and tailorable material properties to be achieved. As part of
characterization, thermo-mechanical mapping of graphene and YSZ mixtures were
performed computationally and experimentally. Information collected in this work may
be used to fabricate bulk YSZ and graphene composites to specific standards, allowing
for more prevalent use in a variety of engineering applications.
Molecular dynamics simulations and experimental studies were conducted to
study the dynamic compaction of graphene and YSZ mixtures, where underlying
differences between the MD simulations and experimental studies exist in the porosity
and heterogeneity of the media. The MD simulations illustrate non-porous dynamic
behavior of the ensembles, while experiments depict influences of porosity and
heterogeneity on the dynamic behavior of the materials.
In the MD studies, thermo-mechanical states were mapped using three different
graphene and YSZ compositions. Experiments similarly mapped the thermo-mechanical
states using various graphene and YSZ compositions. Findings identified that in nonporous media studied in the MD simulations, increasing graphene content reduced the
density and impedance of the medium and resulted in higher strain. Experiments
illustrated the opposite effect generally, where increasing graphene increased the packed
density of the samples and reduced strain. Existing literature appears to match general
trends observed for both data sets. Data published by Mashimo on the dynamic behavior
of cubic YSZ appears to match the MD simulation results, and work published by Sable
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on the dynamic compaction of carbon nanotube (CNT) and YSZ mixtures appears to
exhibit similar trends to the experimental data of this work.
Further findings illustrate implications of heterogeneous structures in the packed
graphene and YSZ samples. Recall that two YSZ particulate sizes were tested. It was
found that the initial packing state of the micro-YSZ samples achieved higher density
magnitudes relative to the nano-YSZ, and density increased for both particle sizes as the
graphene weight percentage was increased. This suggests that length scale differences or
shape factors between micro-YSZ particle and graphene may allow for graphene to
decrease porosity in the packed state of the media. This effect appeared to increase the
shock velocity of the samples, as well as reduced strain. It is important to note, however,
that reducing porosity in samples may increase inter-particulate friction and affect the
consolidation of particles in the samples. Fracture toughness of the compacted samples
may vary depending on the compacted specimen’s porosity.
An additional comment can be made regarding the compaction state of the
samples. With the consolidation criterion set forth by Schwarz et al., pressure and time
duration of the loading state can be inferred from the PDV traces presented in Figure 5.7.
Results indicate that the samples were subjected to a loading states of two microseconds,
however, pressures below 3 𝐺𝑃𝑎 were recorded. This information therefore suggests that
inter-particulate bonding was likely not achieved in the samples. Samples likely are
highly densified and exhibit rigidity with no inter-particulate bonding. For discussion,
SEM images of the micrometer grain YSZ variants were included in Appendix C - Figure
6.1, and the images appear to depict that the samples have been compacted. It is difficult,
however, to make conclusive statements regarding the status of the consolidation. Post-
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shot analysis regarding the consolidated nature will be performed by Oceanit. Although
the samples may not be fully consolidated, the mapped thermo-mechanical state allows
for extrapolation of the data, and should allow for calculations to be performed to achieve
a fully consolidated state.
Between the MD simulations and experimental data, limitations exist regarding
conclusive statements that can be made regarding the phase and thermodynamic space of
the various materials. The MD simulations inform on dynamic behavior of the medium,
however, conclusive statements cannot be made regarding potential phase change of the
YSZ. Results are suggestive that a phase change may occur, however, further study
regarding the free energy of the atomic ensembles could provide telling information.
Attempts at determining the phase change in the YSZ were performed, however, proved
unsuccessful. Studies were attempted in LAMMPS using the Free Energy Perturbation
(FEP) technique, and proved unsuccessful.
Drawing attention to the experimental data, ten experimental series were
performed. These studies allowed for four states to be observed per composition type.
Further experimental mapping of the thermo-mechanical states may provide extended
accuracy regarding the modeling of the non-equilibrium behavior of the compositions. In
a positive light, the models developed in this work can be extrapolated to predict further
behavior of the medium.
The results exhibited experimentally were governed by the packed nature of the
samples. Recall that samples were packed by pressing all the samples to a uniform
pressure. Although consistency was implemented by pressing the samples to uniform
pressures, the density states varied slightly depending on composition. To isolate
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implications of graphene in a different respect, uniform densities may provide a different
insight into the shock response of the media. Studying material compositions with this
regard may yield similar trends to the MD results.
With these limiting statements made for the MD simulations and experiments,
future works could further characterize material properties of graphene and YSZ
composites. Free energy calculations could be used to characterize phase shifts in the
lattice of YSZ. Additional experimental studies could continue to map the thermomechanical states of the materials. Lastly, packing the loose powders using a different
method may shed light on the material dynamics from a different respect.
In closing, this study provided thermo-mechanical modeling of graphene and YSZ
compositions using MD simulations and gas-gun experiments. Results illustrate the
significant implications that porosity and heterogeneity can have on the compaction
dynamics. Because samples were recovered from the experiments, property
characterization allows for fabrication to be tailored to the desire of the manufacturer.
With the thermo-mechanical models found in the work, manufacturing techniques can be
designed to satisfy the thermodynamic conditions necessary to manufacture desired
graphene and YSZ composites for use in engineering applications.
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APPENDIX A – MEASUREMENTS

Table 6.1: Projectile and target measurements from each experiment.
Shot
No.
1
2
3
4
5
6
7
8
9
10

Mass
(kg)
0.2959 ± 0.0001
0.2895 ± 0.0001
0.2900 ± 0.0001
0.2897 ± 0.0001
0.2900 ± 0.0001
0.2900 ± 0.0001
0.2862 ± 0.0001
0.2897 ± 0.0001
0.2823 ± 0.0001
0.2889 ± 0.0001

Projectile
Velocity
(km/s)
315 ± 12
317 ± 12
325 ± 12
392 ± 15
391 ± 15
480 ± 19
490 ± 19
577 ± 23
336 ± 13
586 ± 24

KE
(kJ)
29.360 ± 2.246
29.091 ± 2.212
30.602 ± 2.270
44.516 ± 3.422
44.335 ± 3.417
66.816 ± 5.312
68.716 ± 5.353
96.449 ± 7.722
31.866 ± 2.477
99.207 ± 8.161

Thickness
(mm)
38.46 ± 0.01
38.70 ± 0.01
38.34 ± 0.01
38.61 ± 0.01
38.20 ± 0.01
38.22 ± 0.01
38.23 ± 0.01
38.24 ± 0.01
38.42 ± 0.01
38.41 ± 0.01

Target
Diameter
(mm)
113.69 ± 0.01
113.84 ± 0.01
113.56 ± 0.01
113.70 ± 0.01
114.25 ± 0.01
114.25 ± 0.01
114.22 ± 0.01
114.26 ± 0.01
114.25 ± 0.01
114.24 ± 0.01

Weight
(kg)
2.8854 ± 0.0001
2.8799 ± 0.0001
2.8752 ± 0.0001
2.8818 ± 0.0001
2.8509 ± 0.0001
2.8488 ± 0.0001
2.8507 ± 0.0001
2.8470 ± 0.0001
2.8556 ± 0.0001
2.8602 ± 0.0001
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Table 6.2: Sample measurements for each target.
Shot
No.
+

1°

Sample
No.

1
2
3
4
+
2°
5
6
7
8
+
3
9
10
11
12
+
4°
13
14
15
16
+
5°
17
18
19
20
6°
21
22
23
24
7°
25
26
27
28
+
8°
29
30
31
32
+
9°
33
34
35
36
+
10 °
37
38
39
40
*Data not reported.

Sample

Particle
Size (𝒎)

*NSDC
*SDC
YSZ
YSZ
YSZ
1% wt. Gr. YSZ
3% wt. Gr. YSZ
5% wt. Gr. YSZ
YSZ
1% wt. Gr. YSZ
3% wt. Gr. YSZ
5% wt. Gr. YSZ
YSZ
1% wt. Gr. YSZ
3% wt. Gr. YSZ
5% wt. Gr. YSZ
YSZ
1% wt. Gr. YSZ
3% wt. Gr. YSZ
5% wt. Gr. YSZ
YSZ
1% wt. Gr. YSZ
3% wt. Gr. YSZ
5% wt. Gr. YSZ
YSZ
1% wt. Gr. YSZ
3% wt. Gr. YSZ
5% wt. Gr. YSZ
YSZ
1% wt. Gr. YSZ
3% wt. Gr. YSZ
5% wt. Gr. YSZ
YSZ
1% wt. Gr. YSZ
3% wt. Gr. YSZ
5% wt. Gr. YSZ
YSZ
1% wt. Gr. YSZ
3% wt. Gr. YSZ
5% wt. Gr. YSZ

Nano
Micro
Nano
Nano
Nano
Nano
Micro
Micro
Micro
Micro
Nano
Nano
Nano
Nano
Micro
Micro
Micro
Micro
Nano
Nano
Nano
Nano
Micro
Micro
Micro
Micro
Nano
Nano
Nano
Nano
Micro
Micro
Micro
Micro
Micro
Micro
Micro
Micro

Weight
(𝒈)

Volume
(𝒄𝒄)

0.7914 ± 0.0001 0.39154 ± 0.01233
0.4374 ± 0.0001 0.31530 ± 0.00993
2.0839 ± 0.0001 0.86537 ± 0.02722
1.8168 ± 0.0001 0.61781 ± 0.01944
1.8991 ± 0.0001 0.82263 ± 0.02588
1.8645 ± 0.0001 0.63102 ± 0.01986
1.8685 ± 0.0001 0.65574 ± 0.02064
1.8601 ± 0.0001 0.66065 ± 0.02079
1.8345 ± 0.0001 0.69193 ± 0.02177
1.8435 ± 0.0001 0.60012 ± 0.01889
1.8210 ± 0.0001 0.58459 ± 0.01840
1.8060 ± 0.0001 0.56244 ± 0.01770
1.8593 ± 0.0001 0.78940 ± 0.02484
1.8921 ± 0.0001 0.65257 ± 0.02054
1.8233 ± 0.0001 0.64501 ± 0.02030
1.8133 ± 0.0001 0.66484 ± 0.02092
1.7444 ± 0.0001 0.61710 ± 0.01942
1.7506 ± 0.0001 0.53333 ± 0.01679
1.7700 ± 0.0001 0.51513 ± 0.01622
1.7790 ± 0.0001 0.54415 ± 0.01713
1.7863 ± 0.0001 0.72695 ± 0.02287
1.8159 ± 0.0001 0.59941 ± 0.01887
1.7744 ± 0.0001 0.57860 ± 0.01821
1.7479 ± 0.0001 0.59972 ± 0.01888
1.8000 ± 0.0001 0.62168 ± 0.01957
1.7830 ± 0.0001 0.53170 ± 0.01674
1.8142 ± 0.0001 0.54833 ± 0.01726
1.8259 ± 0.0001 0.52811 ± 0.01663
1.8451 ± 0.0001 0.74191 ± 0.02334
1.8462 ± 0.0001 0.58243 ± 0.01663
1.8333 ± 0.0001 0.57875 ± 0.01822
1.8113 ± 0.0001 0.61572 ± 0.01938
1.7641 ± 0.0001 0.65181 ± 0.02051
1.7370 ± 0.0001 0.52835 ± 0.01663
1.8578 ± 0.0001 0.54704 ± 0.01722
1.8286 ± 0.0001 0.52548 ± 0.01654
1.8405 ± 0.0001 0.64536 ± 0.02031
1.8303 ± 0.0001 0.55885 ± 0.01759
1.8070 ± 0.0001 0.54604 ± 0.01719
1.8273 ± 0.0001 0.53522 ± 0.01685
+
Soft recovered target.

Density,
𝝆𝟎𝟎 (𝒈/𝒄𝒄)

Porosity

2.0212 ± 0.0637
0.65 ± 0.01
1.3872 ± 0.0437
0.42 ± 0.01
2.4081 ± 0.0758
0.59 ± 0.01
2.9407 ± 0.0925
0.50 ± 0.01
2.3086 ± 0.0726
0.61 ± 0.01
2.9547 ± 0.0930
0.50 ± 0.01
2.8495 ± 0.0897
0.52 ± 0.01
2.8156 ± 0.0886
0.52 ± 0.01
2.6513 ± 0.0834
0.55 ± 0.01
3.0719 ± 0.0967
0.48 ± 0.01
3.1150 ± 0.0980
0.47 ± 0.01
3.2110 ± 0.1011
0.45 ± 0.01
2.3553 ± 0.0741
0.60 ± 0.01
2.8995 ± 0.0912
0.51 ± 0.01
2.8268 ± 0.0890
0.52 ± 0.01
2.7274 ± 0.0858
0.54 ± 0.01
2.8268 ± 0.0890
0.52 ± 0.01
3.2824 ± 0.0890
0.44 ± 0.01
3.4360 ± 0.1033
0.42 ± 0.01
3.2693 ± 0.1029
0.44 ± 0.01
2.4573 ± 0.0773
0.58 ± 0.01
3.0295 ± 0.0954
0.49 ± 0.01
3.0667 ± 0.0965
0.48 ± 0.01
2.9145 ± 0.0917
0.51 ± 0.01
2.8954 ± 0.0911
0.51 ± 0.01
3.3534 ± 0.1056
0.43 ± 0.01
3.3086 ± 0.1042
0.44 ± 0.01
3.4574 ± 0.1088
0.41 ± 0.01
2.4870 ± 0.0783
0.58 ± 0.01
3.1698 ± 0.0998
0.46 ± 0.01
3.1677 ± 0.0997
0.46 ± 0.01
2.9418 ± 0.0926
0.50 ± 0.01
2.7064 ± 0.0852
0.54 ± 0.01
3.2876 ± 0.1035
0.44 ± 0.01
3.3961 ± 0.1069
0.42 ± 0.01
3.4799 ± 0.1095
0.41 ± 0.01
2.8519 ± 0.0897
0.52 ± 0.01
3.2751 ± 0.1031
0.44 ± 0.01
3.3093 ± 0.1042
0.44 ± 0.01
3.4141 ± 1075
0.42 ± 0.01
° Data collected.
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APPENDIX B – TARGET DESIGN
Target:

79
Target Back:
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Momentum Trap:
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APPENDIX C – CONSOLIDATED SAMPLES
Figure 6.1: SEM images of consolidated YSZ (micro) samples from Target 10. A
measured projectile velocity of 586 m/s was recorded.
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