We discuss the appearance of systematic spatial and spectral patterns of noise in remotely sensed images as well as the possibility of mitigating the effects of these patterns on the data. We describe the structure of two simple theoretical models that predict the appearance of patterns of noise ͑mainly stripe noise͒. Moreover, two new algorithms that have been specifically developed to mitigate the noise patterns are described. The performance of the two algorithms is assessed by use of some hyperspectral images acquired by different kinds of airborne sensor. The algorithms show an unexpected ability to reject these noise patterns.
Introduction
The development and the utilization of hyperspectral imaging devices with increased spectral, spatial, and radiometric resolution gives rise to many problems related to data calibration that are difficult to solve. These problems have great significance for the remote sensing of the Earth because of the availability of new hyperspectral sensors with increased radiometric resolution ͑as much as 12-16 bits of digitized accuracy͒. The extended dynamic range of modern detectors can be fully employed only if the image data can be correctly calibrated to avoid the effects of noise patterns and other disturbances that seriously reduce the data quality. [1] [2] [3] It can easily be shown that remotely sensed images acquired by most kinds of sensor are generally affected by standard noise and by nonperiodic disturbance patterns that show a coherent spatial and spectral structure. The amplitude of these disturbance patterns that are superimposed upon the observed target may be quite large ͑as much as 20 -30% of the unperturbed signal͒ and is enhanced by the patterns' spatial coherence. The traditional way to remove these patterns, flat-field calibration, becomes a less practical strategy as long as the digitized accuracy and the detector's dynamic range increase. From a general standpoint two difficulties limit the application of flat-field measurements: the scarcity of laboratory sources whose output can be controlled with high spatial and spectral accuracy ͑e.g., 1 part in 5000 for a 12-bit sensor͒ and the effects of random noise that may be mitigated by averaging of several independent measurements but then would also require careful control of the source output over time. Satellite sensors can be influenced by aging that can no longer be accounted for by laboratory measurements but could affect the detector's response. Moreover, some types of detector ͑e.g., multiplexed scanning arrays͒ require continual recalibration to accommodate the gain drift among the built-in readout channels. 4 Flat-field calibration of scanning devices is impossible, however, but the images of these devices are always influenced by disturbance patterns generated by the scanning system. For all these reasons it is important to have reliable algorithms with which to identify and remove such coherent patterns of disturbance.
In this paper, image restoration from some types of noise pattern ͑mainly stripe noise͒ is examined. The image-formation process that characterizes the sensors ͑mainly imaging spectrometers and scanning devices͒ is discussed first. Some typical examples of coherent disturbance patterns that affect remotely sensed images acquired by different kinds of sensor are then presented. This analysis permits the identification of the general behavior of the disturbances and the design of some rejection algorithms that can retrieve the restored image of the observed target.
The application of the depicted algorithms to hyperspectral images acquired by various sensors, including the Visible Infrared Scanner ͑VIRS͒, the Airborne Thematic Mapper ͑ATM͒, the Thermal Infrared Multispectral Scanner ͑TIMS͒, and the Multispectral Infrared and Visible Imaging Spectrometer ͑MIVIS͒, gave excellent results.
Theory
It has been shown 5 that different kinds of noise, ͑1͒ periodic ͑both stationary and nonstationary͒, ͑2͒ coherent ͑nonperiodic͒, ͑3͒ random, and ͑4͒ isolated, can affect the remotely sensed images. The first type of noise ͑which can be generated by electromagnetic interference͒ is nearly deterministic and shows a periodic spatial pattern whose phase and amplitude may or may not be constant. The second kind of noise has a partially deterministic nature and produces irregular spatial patterns in the affected images. In multispectral images this type of disturbance could produce a different pattern in each available monochromatic image; therefore the noise is said to be spatially and spectrally coherent. Two of the aforementioned kinds of disturbance ͓types ͑1͒ and ͑2͔͒ are often referred to as pattern noise, which is the main topic of this paper. Pattern noise is distinguished from types ͑3͒ and ͑4͒, which are defined as temporal noise. 4 -6 The third type is standard noise, which originates from a fully stochastic process and does not show any spatial structure or order in the affected image. Usually it is also the main limitation on the signalto-noise ratio of the image and is therefore an important parameter that must be carefully considered for theoretical interpretation of the data. 3, 7 Isolated noise also has a stochastic nature, but it is characterized by the large amplitude perturbation of the signal ͑spikes͒ revealed in a limited number of image pixels or lines ͑which are often saturated or dark͒. Various authors [5] [6] [7] have discussed more fully the disturbances that affect different types of digital image.
A. Coherent Noise Patterns
It can be shown that all the aforementioned types of disturbance often affect remotely sensed images of the Earth. Periodic, random, and isolated noise can be strongly reduced by use of improved electronic and optical components, whereas the origin of spatially and spectrally coherent patterns of disturbances seems to be related to the image-formation process itself. This kind of noise characterizes most digital imaging devices for remote sensing and other applications, independently from their configurations and operating modes. The origin of coherent noise in digital devices of two different types, whisk-broom and push-broom imaging spectrometers, is analyzed here. The expression "imaging spectrometer" is often applied to those multispectral sensors that can sample the observed spectrum without the need for any scanning mechanism of the spectrometer's exit slit. This expression is widely used even if no true image is formed at the spectrometer exit slit plane.
Two widely different kinds of device, scanning devices and matrix-array detectors, are designated imaging spectrometers. In contrast to scanning devices, matrix-array detectors do not employ any scanning mechanism with which to observe various target areas. For the present study it is necessary to differentiate between these two types of sensor. Therefore, in what follows, we refer to push-broom imaging spectrometers simply as imaging spectrometers ͑or matrix-array sensors͒; the other kinds of remote sensors are called simply scanning devices.
B. Matrix-Array Sensors
Imaging spectrometers include matrix-array detectors, which can capture a full image without the use of any scanning system. 5 This kind of sensor also includes a spectrometer, and its general layout is depicted schematically in Fig. 1 . The detector can be a CCD matrix array on which the spectrum of each target line is imaged by the spectrometer. Thus a certain CCD line of elements corresponds to a fixed wavelength of the spectrometer's free spectral range, so each monochromatic image is sequentially acquired by the same row of CCD elements located at the corresponding wavelength. Because of this characteristic, the existence of CCD sensitivity clusters has a great effect on acquired images. As can be seen from Fig. 1 , the nonuniform distribution of sensitivity among the elements of the matrix detector superimposes a systematic pattern of noise organized by lines upon the target image acquired by the sensor. Therefore, the noise pattern will have a partially deterministic nature and will change with wavelength because the CCD's sensitivity generally has different distributions for the various rows of elements. We refer to this disturbance as a ͑spatial-ly and spectrally͒ coherent noise pattern, which should affect each pixel spectrum as well as the intensity distribution ͑texture͒ of each monochromatic image. Figure 1 shows the entire image-formation process and explains how the coherent noise pattern Fig. 1 . Layout of an imaging spectrometer that shows the origin of spatially coherent patterns of noise. The pattern depends on the wavelength ͑CCD row͒ selected: The disturbance is therefore also spectrally coherent.
originates in imaging spectrometer devices. Let us note that the scheme shown in Fig. 1 is slightly simplified; some characteristics, which can account for more-complex scanning mechanisms inside the array detector, are neglected.
To clarify this phenomenon further we write the relationship among the signal g output by the matrix detector, its sensitivity S, and the impinging radiance i. Let H͑͒ indicate the spectrometer's point-spread function ͑PSF͒; then we have
where t is the time, ͑ and ͒ are the coordinates measured over the detector's surface, ͑x and y͒ are the coordinates of an imaged ground point, and is the wavelength. Note that for convolution we have introduced the ‫ء‬ between the spectrometer PSF's and the input spectrum i͑x, y, ͒, with the implicit assumption that the spectrometer has an ideal response on the x axis, so it can be represented by a linear PSF H͑͒ constant for all points of the spectrometer entrance slit. When this assumption does not hold true, a two-dimensional PSF, e.g., a separable PSF H ͑͒ H x ͑x͒, should be included in Eq. ͑1͒. Term g 0 on the right-hand side of Eq. ͑1͒ is related to the detector dark current and can therefore depend on the chosen photosensitive element ͑, ͒ as well as on the chosen instant t. Ideally, the horizontal ͑cross-track͒ coordinates and x are connected by the optical system, often by a linear relationship ͑ x͒. Function ͑͒ reflects the way in which the image formed at the spectrometer's exit slit is sampled by the coupled matrix-detector. Finally, t͑ y͒ is the time-position ratio that is typical of the imaging system considered. To simplify the understanding of Eq. ͑1͒ it is possible to cancel the parameters , , and t by expressing them as implicit functions of the remaining unknowns. This will yield
where ͑x, y͒ can now be defined as the spatial coordinates in the digitized image. Equation ͑2͒ means that the observed signal g is related to the i ‫ء‬ H term, which would ideally be measured by a scaling factor S͑ x, ͒ and an additive term g 0 . It can easily be shown that g 0 is the dark-current contribution to the measured radiance field and contains contributions from random noise and bias sources. S͑x, ͒ is the response of the pixel at image column x that is dragged by the platform along the y ͑or t͒ dimension of the image to acquire the whole image at wavelength ͑spectral channel͒ . It follows that S͑x, ͒ gives rise to a systematic pattern ͑disturbance͒ that is constant along the image's vertical direction and that could change with a change in the selected spectral band ͑i.e., the wavelength͒. This last factor is also the mathematical expression of the spatially and spectrally coherent noise pattern introduced above. When we used the VIRS in our laboratory experiments the S fluctuations were as large as Ϯ30% of the average value of the noise pattern, a result that highlights the importance of accurate sensor calibration. The relation that occurs between S and g 0 also raises interesting questions because both quantities are related to the microscopic structure of the detector and, in part, to the electronic readout circuitry.
C. Scanning Devices
A digital scanner includes a rotating ͑or oscillating͒ mirror or other collecting optics, which scans the target surface and feeds a monochromator that illuminates a detector that may have one or more photosensitive elements ͑often a linear array͒. Within a given scan line, many image pixels ͑e.g., 1000͒ are sequentially acquired by the sensor without appreciable delay, because a delay could produce holes in the reconstructed image. The typical time delay T p between acquisition of two successive pixels of the same scan line generally does not exceed 30 s. Two successive scan lines are instead separated by a nonnegligible time delay, which is determined by the scanning frequency according to the sensor's height and speed. For airborne observations of a typical remote-sensing instrument ͑i.e., the ATM͒ the scanning frequency could be as low as 12.5 Hz, corresponding to an acquisition delay between contiguous scan lines of 0.08 s. Digital scanners are particularly subject to a wide variety of disturbances that could originate from many sources. Apart from the standard random noise that always affects any electronic device, the scanning system can suffer from mechanical vibrations ͑which can affect the alignment of optical components͒, electromagnetic interference, temperature drifts, detector microphonicity, and so on. Each of the aforementioned phenomena can introduce noise and other disturbances into the acquired images. From a physical point of view, the appearance of these effects would strongly depend on a disturbance's frequency and coherence time scale. For example, disturbances characterized by frequencies greater than the pixel-acquisition frequency and a short coherence time should appear in the gathered images as a randomized signal that does not show any spatial structure. Instead, for lower frequencies the disturbance could not produce any appreciable influence over a single image scan line because of the high value of the pixel sampling rate. These lowfrequency disturbances, however, could have a significant differential effect over adjacent scan lines, which are instead acquired at a very low scan rate ͑ϳ12 Hz͒. We can understand this behavior better by considering the following mathematical steps.
Let s͑t͒ be the true signal, which should be measured when one is observing the target with an ideal sensor that is not affected by any disturbance. Let m͑t͒ represent a null-mean signal modulation ͑mul-tiplicative disturbance͒ introduced by the aforemen-tioned phenomena; then the gathered pixel value g͑t͒ can be represented by the following law:
where the pupil function p͑ x, y, Ϫ t͒, which defines integration time p ͑for example, 3 s͒ for the pixel located at point x, y of the image, has been introduced. It should be noted that pixel integration time p has to be far below time delay T p between adjacent pixels. In fact, time step T p , which separates the acquisition of two consecutive picture elements, is chosen according to the detector's instantaneous field of view ͑IFOV͒ to ensure correct sampling:
Here f l is the line frequency, and the oversampling factor ͑a Ͼ 1͒ can accommodate the nonideal lowpass filter that performs the image reconstruction and guarantees that the measured image is not aliased. It is worth noting that imaging spectrometers do not comply with this quality requirement and that the images that they supply should therefore be aliased. Note that s͑͒ is assumed to be a band-limited signal. In fact, the bandwidth of s͑͒ is limited by the spatial integration performed by the photosensitive element that collects the impinging radiance. The time-equivalent duration of this spatial integration, determined by the IFOV and the line frequency of the sensor, is IFOV͞2f l and exceeds sampling step T p by oversampling factor a. As a consequence, the maximum frequency contained in s͑͒ is roughly equivalent to 2f l ͞IFOV; thus its sampling meets the conditions of the popular Shannon theorem.
Modulation m͑͒, however, can have an even wider spectrum but one that would be limited by the time integration performed during the pixel acquisition. Unfortunately pixel integration time p is appreciably shorter than pixel sampling step T p , so the maximum frequency for the spectrum of signal m͑͒ is ϳ1͞ p , a value that is greater than the sampling frequency. In other words, sampled signal g͑͒ will contain contributions from disturbance m͑͒ that are aliased. In this context aliasing of a sampled random signal is remarkable not for reconstruction purposes but for energy considerations. It is well known that aliasing of noise is important because it folds the wider spectrum of noise in the spectral band of the interpolated signal numerous times. The final effect is that the noise spectral power is enhanced with respect to the power of the deterministic signal, in our case the natural texture of the observed scene. This property could also explain why this kind of noise is generally found in acquired images.
The second term of Eq. ͑3͒ is the typical timeposition dependence that characterizes the scanning system used. Pupil p͑ x, y, Ϫ t͒ is a step function that is null for all the Ϫ t values outside period p , centered on t͑ x, y͒. Function m͑t͒, hereafter called disturbance modulation, can be devised as an ordinary, null-mean, stationary stochastic process. For the sake of simplicity we assume that we have a homogeneous target whose texture s͑t͒ is a slowly varying ͑or constant͒ function of time t ͓i.e., position ͑ x, y͔͒ that does not show appreciable variation within the short integration time of the pixel considered. Modulation m͑t͒ can be rewritten as its Fourier spectrum M͑ f ͒, in which case Eq. ͑3͒ becomes
where f is the time frequency of the disturbance spectrum. As can be shown, the right-hand side of Eq. ͑5͒ is easily integrated term by term and gives
Note that the integral on the right-hand side of Eq. ͑6͒ can also be recognized as the diffraction pattern of the harmonic on the pupil-function aperture p . By imposing in Eq. ͑3͒ a different assumption of additive disturbance m, we can obtain nearly the same result as in Eq. ͑6͒. To investigate the appearance of the disturbance in the acquired image, we compute the difference in signal between adjacent pixels ͑image gradient͒ of the same ͑horizontal component͒ and of successive ͑vertical component͒ scan lines:
Here the scan-line acquisition period T l has been introduced, and target texture s͑t͒ has been considered nearly constant for adjacent image pixels ͑e.g., we consider the effects of disturbances on the images of a homogeneous target͒. As shown in relations ͑7͒, the effect of a single harmonic component of the modulation, as a result of the acting disturbances, depends strongly on the component's frequency:
For modulation frequencies f far above pixelacquisition frequency f p ͑ f p ϭ 1͞T p ͒, we have a nonnegligible difference ⌬ x g between adjacent pixels of the same scan line. This quantity ⌬ x g can change unpredictably with respect to horizontal coordinate x. In fact, time difference T p , corresponding to a displacement of only one pixel along the image scan line, represents a delay of several periods at modulation frequency f. When the time has elapsed, the phase of the disturbance can change. As T l is greater than T p , pixel difference ⌬ y g between successive scan lines will have exactly the same behavior as ⌬ x g; therefore the effect of signal modulation induced by such high-frequency components is a randomized disturbance superimposed upon the target texture. When modulation frequency f is far below f p but still is comparable with or greater than line frequency f l ͑ f l ϭ 1͞T l ͒, we no longer have any horizontal difference ⌬ x g, whereas a strong vertical difference ⌬ y g can still be found. This vertical difference will change slightly along the same scan line, as the pixel's frequency is much greater than that of the modulation. This means that the modulation's components whose frequency falls within this frequency range ͑ f l -f p ͒ should appear in the acquired image as a spatially coherent noise pattern, organized into horizontal lines ͑e.g., the stripe noise͒. Finally, even if line-scanning frequency f l is far above the considered frequency of the modulation spectrum, the related disturbance does not affect the image, except for a slow variation of the image's mean brightness.
For typical remote-sensing instruments, the two fundamental frequencies of the scanning system have the following magnitudes: f l ϳ 10 and f p ϳ 10 5 Hz. Considering these values and the analysis as executed, it is possible to outline the effects on the image of the various disturbance sources. Mechanical vibrations that affect the performance of the optical system should operate only at lower frequencies. Their cutoff frequencies can be estimated as 10
Hz. Therefore their effect on the acquired images should be to produce a coherent noise pattern organized by image scan lines. Electromagnetic detector perturbations can instead have a wider frequency spectrum. Radio-and higher-frequency waves should generally decrease the effective signal-tonoise ratio of the sensor, as their frequency is far above pixel frequency f p . At electromagnetic frequencies equal or comparable with f p the related image effect could even be a periodic pattern of noise, at least if the disturbance source is time coherent ͑the source phase is constant for periods greater than T l ͒.
Numerical Simulations
To verify the predictions of the simple analysis shown in the previous sections, we carried out simulations of the signal described by Eq. ͑6͒. Because of the simple form of Eq. ͑2͒ the result of the analysis has not been numerically computed.
We executed simulations by considering a uniform target ͓i.e., a constant texture s͑t͔͒ dimmed by a disturbance m͑t͒ with a selectable spectrum ͑Fou-rier transform͒ and coherence time. Two kinds of disturbance, monochromatic harmonics and Gaussian envelopes, were tried. In the second case both the central frequency and the passband width were tunable. We completed disturbance m͑t͒ by introducing a characteristic coherence time scale 0 , which plays a fundamental role in determining the spatial structure of the disturbance. This goal was mathematically achieved by addition of a phase to the principal argument t of modulation m͑t͒. In our simulations, phase is constant for a long time interval c when it is randomly changed. The current value of coherence time length c is randomly estimated each time that phase changes. The estimate of parameter c was constrained to have a mean value equal to the constant value ͗ c ͘ ϭ 0 . Time constants T p and T l that describe the simulated detector were fixed at values of 10 Ϫ5 and 8 ϫ 10 Ϫ2 s, respectively, a choice that closely accounts for the use of many airborne scanning sensors ͑for example, the ATM and the TIMS͒. Each simulation run produced a synthetic image that shows the appearance of the corresponding disturbance in the spatial domain. Figure 2 shows the simulation of a monochromatic disturbance that has a frequency of 679 kHz and an average time scale of coherence equal to 30 periods. As expected, the disturbance resembles a random signal ͑salt-pepper noise͒, which affects mainly the image's signal-to-noise ratio. Simulations of disturbances with Gaussian envelopes are shown in Figs. 3  and 4 . The disturbance shown in Fig. 3 is related to a low central frequency ͑43-Hz͒ modulation with 2-Hz FWHM and a coherence time scale of 10 periods. As can be seen, this disturbance produces a horizontal line-shaped pattern that is found in almost all images gathered by scanning devices. A disturbance of higher central frequency ͑498 Hz͒ is shown in Fig. 4 , where a nonperiodic pattern of alternate dark-bright slant areas is shown. Finally, our simulations show that when one considers an endless coherence time scale ͑ o Ͼ Ͼ T l ͒ a periodic pattern is always obtained, at least for monochromatic or narrow-band disturbances.
Experimental Data
Our theoretical analysis shows that a spatially and spectrally coherent pattern of noise is expected in remotely sensed images acquired by scanning devices as well as by imaging spectrometers and that the pattern can show some particular ͑often line-shaped͒ structures. We have verified that this effect is found in nearly all remote-sensing images, as was confirmed by a number of studies. 3-9 Figure 5 shows two monochromatic images acquired by the VIRS in its 6th and 12th spectral bands over the same area of Elba island, Italy. The sensor is an imaging spectrometer whose technical characteristics are detailed in Table 1 . Table 2 lists the wavelength positions of the 20 spectral channels, the sensors acquired during this overflight. It should be noted that the spectral positions of the channels can be configured by the operator with a wavelength step of 2.5 nm over the 400 -1000-nm range. The two images are strongly influenced by a large-amplitude spatially coherent noise pattern organized by vertical lines. According to our theoretical analysis we verified that this non- Fig. 2 . Synthetic image computed from Eq. ͑6͒ assuming a monochromatic disturbance of 679 kHz and an average coherence time of 30 periods superimposed upon a constant texture. The scanning parameters utilized in this simulation were set to 12.5 Hz for the line frequency, 28 kHz for the pixel frequency, and 280 kHz for the pixel integration time, choices that nearly reproduce the characteristics of many popular airborne scanning instruments ͑e.g., the TIMS͒. The disturbance causes fully random noise. Fig. 3 . Synthetic image computed from Eq. ͑6͒ assuming a Gaussian wavelet disturbance spectrum centered about 43 Hz with a dispersion of 2 Hz and an average coherence time of ten periods. The scanning parameters utilized in this simulation were set to 12.5 Hz for the line frequency, 28 kHz for the pixel frequency, and 280 kHz for the pixel integration time, choices that nearly reproduce the characteristics of many popular airborne scanning instruments ͑e.g., the TIMS͒. The disturbance has been superimposed upon a constant texture and causes the horizontal stripe-noise pattern that is typical of remotely sensed images. Fig. 4 . Synthetic image computed from Eq. ͑6͒ assuming a Gaussian wavelet disturbance spectrum centered about 498 Hz, with a dispersion of 11 Hz and an average coherence time of 12 periods. The scanning parameters utilized in this simulation were set to 12.5 Hz for the line frequency, 28 kHz for the pixel frequency, and 280 kHz for the pixel integration time, choices that nearly reproduce the characteristics of many popular airborne scanning instruments ͑e.g., the TIMS͒. The disturbance has been superimposed upon a constant texture and causes the interesting noise pattern that is sometimes revealed in remotely sensed images. periodic disturbance produces a different spatial pattern for each available spectral band. Dark-current term g 0 and the detector's sensitivity S of Eq. ͑2͒ were measured in a laboratory for the various spectral bands of the VIRS. It is worth noting that g 0 ͓ x, y͑t͒, ͔ should be considered a stochastic process that depends on two different variables, x and . Measurement of g 0 was repeated over time ͓ y͑t͔͒, and we have used the values g 0 ͓ x, y͑t k ͒, ͔ obtained so far to estimate the ensemble average ͑ex-pectation value͒ of the process. The detector's sensitivity S was roughly determined by means of an experimental setup that was not able to control the source irradiance with the required accuracy ͑10 bits͒. The S͑x, ͒ measures were hence influenced by the imperfectly flat radiance field imaged from the sensor, showing a slow variation toward the image sides. This trend was removed by high-pass filtering of the row data. Figure 6 shows a sample darkcurrent measurement performed in the laboratory with the sixth spectral channel of the VIRS. We found that the expectation value E͕ g 0 ͓ x, y͑t k ͒, ͔͖ is highly correlated with sensitivity S͑x, ͒ of the same spectral channel but that these two quantities differ significantly from each other. Figure 7 shows an image acquired over Sicily, Italy, by the TIMS in the fourth spectral band. The TIMS is a scanning system that operates in the thermal infrared spectral range at 8 -14-m wavelengths. The image shown is clearly affected by a coherent noise pattern whose shape agrees with our theoretical modeling obtained for scanning sensors ͑see also Fig. 3͒ . Moreover, we have verified that nearly the same disturbance is found in images acquired by other scanning devices, such as the MIVIS. The sole exception was found for a scanning device, namely, the Airborne Visible Infrared Imaging Spectrometer ͑AVIRIS͒. Images gathered by this instrument seem to be influenced mainly by a periodic pattern of disturbance whose existence is better revealed by the image power spectrum ͑in the spatial-frequency domain͒.
From this qualitative comparison between theoretical predictions and real data it seems that our simple Fig. 6 . VIRS dark-signal image ͑row data͒ acquired in the sixth spectral channel ͑central wavelength, 491.25 nm͒ during an aerial survey performed in June 2000 over the Tuscany coast, Italy. The picture clearly shows the dark-signal contribution that is typical of push-broom imagers, which is not spatially stationary. We have also verified that, on average, the dark-signal spatial pattern differs significantly from the sensitivity spatial pattern of the same spectral channel. The spectral band tuning for this overflight is different from that shown in Table 2 , which refers to a previous campaign executed in 1995. Fig. 7 . TIMS image ͑raw data͒ acquired over Sicily, Italy, in October 1989 that shows the horizontal stripe noise that is typical of scanning sensors ͑whisk broom͒. The image was acquired in the fourth spectral band at a wavelength of ϳ9.8 m. Fig. 8 . Amplitude factor modulating the disturbance spectrum versus frequency. This quantity, introduced by the diffraction over the finite pixel integration time, explains the natural decay of the disturbance at greater frequencies. This phenomenon has been observed in images gathered by various scanning systems ͑see text͒. Fig. 9 . Power spectrum of one-dimensional signal g͑t͒ ͑see Section 4͒ obtained from the time ordering of the raw data of the TIMS image portrayed in Fig. 7 . The data plotted show only the initial part ͑lower frequencies͒ of the spectrum: ͑a͒ Spectrum of the signal up to ϳ100 Hz; owing to the periodicity of the sampling system the spectrum shows a pulselike structure whose first harmonic is centered at 12.5 Hz ͑the line frequency value͒. ͑b͒ Zoom of the spectrum in the region of the first harmonic ͑up to 12 Hz͒, which shows most of the power of the disturbance that produces the stripe noise. Fig. 10 . Picture computed from spatial reordering of the spectrum of one-dimensional signal g͑t͒ that was computed from the TIMS image data shown in Fig. 7 . The spectrum of signal g͑t͒ was low-pass filtered to isolate the stripe-noise contribution. The image does not have clearance for publication. ͑a͒ Correcting profiles calculated for the first nine bands of the sensor. The profiles were vertically translated according to their wavelengths: lowest curve, the first spectral channel; topmost curve, the ninth spectral channel. ͑b͒ Smoothed profiles calculated for the first nine bands of the sensor. The profiles were vertically translated according to their wavelengths: lowest curve, the first spectral channel; topmost curve, the ninth spectral channel.
Watson 8 was able to find a series of different and independent disturbances of decreasing amplitude ͑see Figs. 6 and 7 of Ref. 8͒. Generally, the first disturbance of his series is the same as our simulated disturbance shown in Fig. 3 , for a modulation central frequency of 43 Hz. It is worth noting that the next higher frequency disturbance that we found ͑shown in Fig. 4͒ is nearly the same as the second pattern recognized by Watson 8 and shown in his Fig. 7E . In addition, for a narrow-band disturbance of high frequency, our simulations produced spatial patterns similar to those shown in Figs. 7C and 7D of Watson. 8 The circumstances described above validate the results predicted by our simple model of scanning systems. We also point out that at a fixed energy of modulation m͑t͒ the disturbance amplitude revealed in our simulated images decreases with increasing modulation frequency, according to the sinc factor held in Eq. ͑6͒ and produced by the finite value of the pixel integration time. This slow amplitude decay versus frequency is plotted in Fig. 8 , the data of which we computed numerically by adopting the same data for T p and T l as were utilized in the other simulations. These data are valid for the sensor TIMS, as is the case of the analysis by Watson. 8 This behavior accounted for by our model can therefore successfully explain the decreasing amplitude measured by
Watson 8 for the patterns that he found. In other words, the patterns seen in Fig. 7 of Ref. 8 are ordered by a decrease in the amplitude and an increase in the frequency of the disturbance, two properties that according to our Eq. ͑6͒ are related to each other. To investigate the origin of spatially coherent noise in more depth, we tried to reverse the imageformation process and to estimate time-sampled signal g͑t͒ described by Eqs. ͑3͒, ͑5͒, and ͑6͒. Starting from a digital image remotely sensed from a scanning imager, and knowing the time constants T l and T p , we recovered the time-dependent one-dimensional signal g͑t͒. Its power spectrum could then be estimated by means of a fast-Fourier-transform algorithm. This analysis allows us to investigate the power distribution among the harmonics that form the signal g͑t͒ ͑see Fig. 9͒ . Moreover, it is possible to insulate the low-frequency part of the spectrum, to antitransform it, and to reorder the time-dependent filtered signal to obtain the image determined by the low-frequency contributions alone.
This procedure was applied to natural images of the Earth, and the results confirmed the theoretical predictions of Section 2. Figure 9 shows an example ͑a͒ Scatterplots for the smoothed profiles calculated in the first and in the second spectral bands. ͑b͒ Scatterplots for the smoothed profiles calculated in the first and in the third spectral bands. The strong correlation between smoothed profiles computed in different spectral bands, which confirms the assumption that these profiles are mainly influenced by the scene texture, can be seen. of a one-dimensional power spectrum calculated from a TIMS image acquired over Sicily, Italy, in 1988. Note that the spectrum has a typical spikelike appearance ͑recalling that of television signals͒, which is related to the periodicity of the sampling process. The same figure also shows an expansion of the lowfrequency part of the spectrum that contributes to the disturbance. Finally, Fig. 10 shows the image computed after application of the low-pass filter to the original one-dimensional signal g͑t͒. The cutoff frequency used in this circumstance was empirically set at 50 Hz, a value that is consistent with our theory. This result is impressive when it is compared with that for the stripe noise that affects the original image data.
This kind of analysis was repeated for images gathered from many different aerial and satellite-based sensors ͑e.g., ATM and MIVIS͒. We have not found circumstances in which this procedure gave incorrect outcomes: It was always able to retrieve the noisy part of the original image data.
Rejection of Coherent Noise Patterns
It is evident that, because of its partially deterministic nature, any spatially coherent noise pattern could theoretically be mitigated by an appropriate correcting procedure without appreciable loss of spatial and spectral resolution. Therefore we have developed two new algorithms devoted to the restoration of images acquired by linear scanners and matrix arrays. The two algorithms independently process each available spectral band, and their most important feature is related to the circumstance that they do not affect the radiometric calibration of data, whose physical meaning remains unchanged.
A. Push-Broom Imaging Spectrometers
The algorithm devoted to processing the data gathered by imaging spectrometers can strongly reduce the need for any flat-field calibration of the sensor, and owing to its simple structure it also is suitable for real-time implementation.
The algorithm utilizes a subset p of the image Hough transform, chosen according to the spatial structure of the considered noise pattern. For imaging spectrometers this subset is defined by all the integrals computed over image columns that produce an image profile that corresponds to the average image horizontal line.
Let g be the raw, or the radiometrically calibrated, image gathered by a push-broom device, in which x and y are the coordinates of a generic pixel and indicates the wavelength ͑of the spectral band͒. Profile p is defined by
Profile p, which is the average image row, obviously contains much information on the spatial structure of the disturbance pattern, and, because of averaging, it is scarcely influenced by any additive random noise. Profile p also depends on the wavelength because the value of the integral in Eq. ͑9͒ is different for the various spectral channels.
As long as a textureless image is considered, profile This slow trend was eliminated from the image data by high-pass spatial filtering. The correcting profile was retrieved from the algorithm discussed in Subsection 5.A. The ability of the algorithm to predict the value of the pixel sensitivity is impressive. The spectral band tuning for this measurement is different from that in Table 2 , which refers to an overflight executed in 1995. Fig. 15 . VIRS image ͑processed data͒ acquired over Elba island, Italy, during a test flight in 1995. The pictures were processed by the algorithm described here to mitigate the effects of the vertical stripe noise that is characteristic of imaging spectrometer sensors ͑push broom͒. The weighting function half-width utilized for this example was set to 11 pixels: ͑a͒ Corrected image acquired in the 6th spectral channel ͑central wavelength, 441.2 nm͒. ͑b͒ Corrected image acquired in the 12th spectral channel ͑central wavelength, 501.2 nm͒.
p should reflect only the disturbance pattern. When a real ͑natural͒ image is considered, its texture should have some influence on the profile obtained. We assume that, whereas the contributions of disturbances suddenly change with position x, those that originate from the texture of the observed scene slowly vary with x. If the analysis is executed in the spatial-frequency domain by a Fourier transform of the profile, we can formulate our hypothesis by stating that a cutoff frequency f c should exist that roughly splits contributions that are due to scene texture from those that originate from the noise pattern. This means that for spatial frequency f greater than f c the value of the profile transform is due exclusively to the noise pattern. As long as this supposition holds, the shape of the noise pattern can be retrieved exactly by application of a simple highpass frequency filter to computed profile p. The physical likelihood that this assumption is true can be visually inferred from the characteristics of the raw images gathered by the sensor and shown in Fig.  5 .
To extract the higher-spatial-frequency components of profile p, we designed a two-stage filtering procedure, which has some valuable properties. Initially, profile p is processed by a moving-window algorithm that flattens the profile by convolving it with a Gaussian weighting function w:
The weighting function's width should be commensurate with the cutoff frequency ϳ 1͞f c . Because, ideally, smoothed profile s contains mainly contributions that are due to the scene's texture, the p-to-s ratio should represent the shape of the noise pattern alone:
Corrected image i is then calculated as Fig. 16 . Images ͑raw data͒ acquired over several sites in Italy during various measurement campaigns. All images were acquired by airborne scanners: ͑a͒ MIVIS image gathered in the 100th spectral channel ͑central wavelength, 11.38 m͒ over the Venice lagoon. ͑b͒ MIVIS image gathered in the 96th spectral channel ͑central wavelength, 9.61 m͒ over the Venice lagoon. ͑c͒ TIMS image gathered in the first spectral channel ͑central wavelength, ϳ8.4 m͒ over northern Sicily. ͑d͒ TMS image gathered in the third spectral channel ͑central wavelength, ϳ560 nm͒ over the northern Tyrrhenian Sea.
Use of a simple ratio to extract the restored image is theoretically motivated by the circumstance that the removed pattern is always introduced by a scale factor, as can be seen from Eq. ͑2͒.
It should be noted that the value of newly defined profile c oscillates about the value 1. This property gives corrected image i two important characteristics: i has on average the same intensity distribution as raw image g has, and images i and g have the same pixel spectra in any homogeneous scene region. From a practical point of view this means that the whole correction procedure is suitable for processing radiometric calibrated data without affecting their physical units of measure. The algorithm guarantees that the image data are manipulated by maintaining, on average, the same unitary scaling factors in all the available spectral bands. Let us note that the procedure outlined should also be able to restore the images gathered by multiplexed scanning array detectors, a circumstance not entirely considered in the theoretical analysis of Section 2.
The basic assumption of our model ͑that texture and disturbance lie in different spatial-frequency ranges and therefore can be reliably separated by a simple frequency filter͒ was investigated with a VIRS image acquired in November 1999 over the Tuscany coast in Italy. Figure 11 shows the smoothed and corrected profiles calculated from this image for the first nine bands of this sensor. Note that the smoothed profile slowly changes as the wavelength increases, in accordance with the supposition that it reflects mainly the scene texture. The cross correlation between the correcting ͑smoothed͒ profiles of different spectral channels is better analyzed by means of scatterplots, two of which are shown in each of Figs. 12 and 13. These scatterplots ͑even those not shown here͒ show that the correcting profiles extracted from the available spectral bands are mutually uncorrelated, whereas a strong correlation is found for the smoothed profiles ͑Fig. 13͒. This behavior confirms the hypothesis postulated by the algorithm depicted.
Comparison of the detector's sensitivity retrieved by our procedure with the measurements performed in the laboratory and described in Section 4, gives excellent results. Figure 14 shows the experimental detector's sensitivity, together with the procedure estimate; they agree very well. Fig. 17 . Images ͑processed data͒ acquired over several sites in Italy during various measurement campaigns. All images were acquired by airborne scanners and were processed to extract the noise pattern: ͑a͒ MIVIS image gathered in the 100th spectral channel ͑central wavelength, 11.38 m͒ over the Venice Lagoon. ͑b͒ MIVIS image gathered in the 96th spectral channel ͑central wavelength, 9.61 m͒ over the Venice Lagoon. ͑c͒ TIMS image gathered in the first spectral channel ͑central wavelength, ϳ8.4 m͒ over northern Sicily. ͑d͒ TMS image gathered in the third spectral channel ͑central wavelength, ϳ560 nm͒ over the northern Tyrrhenian Sea.
Application of our image-restoration procedure ͑from spatially coherent patterns of disturbance͒ to the VIRS image shown in Fig. 5 gave excellent results, as can be seen from Fig. 15 . The algorithm maintained this level of performance for all the available spectral channels and for images acquired from the same sensor over several sites. The algorithm's ability to maintain unchanged the image brightness and the pixel spectra has been verified within Ϯ1% of accuracy by use of the VIRS image in Fig. 5 .
B. Digital Scanners
The algorithm that we developed to correct the images gathered by digital scanners is strictly related to the procedure that we used to insulate the images from noise ͑see Section 4͒. Stemming from the image data, one-dimensional signal g͑t͒ defined in Section 4 is retrieved and high-pass filtered. As was already shown, this part of the signal is dominated by the image texture alone, as restored from spatially coherent patterns of noise. It is therefore possible to reorder the filtered signal and buildup the restored image. As a final step we also accommodate the local image brightness ͑averaged over a mediumsized window͒ to compare it with that of the original data. To this purpose it should be noted that the one-dimensional frequency filter can reduce the signal's energy appreciably, resulting in a darker corrected image. The final local brightness fit performed by our algorithm does not affect the image texture, which is dominated by spatial frequencies higher than those involved in this calculation.
The high-pass filter was implemented in the frequency domain after signal g͑t͒ was transformed by means of a fast-Fourier-transform algorithm. In our procedure devoted to rejection of noise patterns, an ideal high-pass filter is employed that wholly suppresses the low-frequency contributions of the analyzed signal. No optimal filtering ͑e.g., with a Wiener filter͒ has been attempted. Let us note that the value for the cutoff frequency of the filter was empirically set after some test images were processed. Typical values of the cutoff frequency oscillate in the 40 -120-Hz range, as evaluated from TIMS and MIVIS images. Figures 16 -18 show four examples of images ac- Fig. 18 . Images ͑processed data͒ acquired over several sites in Italy during various measurement campaigns. All images were acquired by airborne scanners and were processed to restore the data from the stripe noise: ͑a͒ MIVIS image gathered in the 100th spectral channel ͑central wavelength, 11.38 m͒ over the Venice Lagoon. ͑b͒ MIVIS image gathered in the 96th spectral channel ͑central wavelength, 9.61 m͒ over the Venice Lagoon. ͑c͒ TIMS image gathered in the first spectral channel ͑central wavelength, ϳ8.4 m͒ over northern Sicily. ͑d͒ TMS image gathered in the third spectral channel ͑central wavelength, ϳ560 nm͒ over the northern Thyrrenian Sea.
quired by digital scanners and restored by the depicted algorithm. The original data are portrayed in Fig. 16 , the estimated stripe noise is shown in Fig. 17 , and the results of processing are shown in Fig. 18 . Note that the algorithm is highly functional.
Conclusions
In this study the origin of spatial and spectral patterns of disturbance that affect remote-sensing images has been reexamined. First we have shown the relevance of sensor calibration for any application.
The theoretical investigation has brought to light new insights, mainly with respect to the understanding of noise-pattern formation in images acquired by scanning devices. Two theoretical models that account for the spatially and spectrally coherent patterns of noise revealed in digital images of the Earth acquired by push-broom imaging spectrometers and scanning devices, respectively, have been depicted. It has been shown how well these models reproduce the expected disturbances, and two different algorithms to restore the two kinds of image ͑sensor͒ have been developed. The results show that the processed images are nearly free from stripe noise and that the algorithms strongly reduce the noise patterns revealed in the raw images. We point out that this type of modeling could be relevant even for other scientific disciplines and technology applications, such as astrophysics and high-density TV.
Additional subjects to be addressed include estimation of the cutoff frequencies in image restoration accomplished by our two procedures.
