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Zahvaljujem se mentorju izr. prof. dr. Urošu Lotriču in somentorju
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magistrskega dela.
Hvala tudi vsem sodelavcem iz Laboratorija za umetno inteligenco na In-
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3.4 Integracija opisa vezja v ščepec OpenCL . . . . . . . . . . . . 15
3.5 Prilagoditve algoritma vezju . . . . . . . . . . . . . . . . . . . 20
4 Nevronske mreže 25
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CPE Central Processing Unit Centralna procesna enota
GPE Graphics Processing Unit Grafična procesna enota
FPGA Field-Programmable Gate Array Programirljivo vezje
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Description Language opisovanje strojne opreme
RTL Register Transfer Level Nivo prenosa med registri
DSP Digital Signal Processor Digitalni signalni procesor

Povzetek
Naslov: Programiranje adaptivnih algoritmov na vezjih FPGA z ogrodjem
OpenCL
V magistrskem delu smo razvili programsko ogrodje za realizacijo in pohi-
tritev delovanja polno povezanih nevronskih mrež na vezjih FPGA. Nevron-
ske mreže so izvedene v visoko-nivojskem ogrodju OpenCL z nekaj prilago-
ditvami za vezja FPGA. Zaradi učinkovitosti vezja FPGA pri računanju s
števili v fiksni vejici in zaradi prilagodljivih polno povezanih nevronskih mrež,
smo uporabili približne množilnike in števila v fiksni vejici. Uporabili smo ite-
rativni logaritmični množilnik ILM in hibridni logaritmični množilnik LOBO.
Z enostavnim iterativnim učenjem in z uporabo približnih množilnikov nismo
uspeli naučiti nevronske mreže. Pri napovedovanju se je najbolje izkazala ne-
vronska mreža s približnim množilnikom ILM z enim korekcijskim vezjem. S
približnimi množilniki smo v večini primerov uspeli sintetizirati vezja z vǐsjo
frekvenco ure in hkrati dosegli bolj uravnoteženo porabo različnih gradnikov
na vezju FPGA.
Ključne besede




Title: Programming adaptive algorithms on FPGA with OpenCL
The goal of master thesis was to develop a framework for the develop-
ment and acceleration of fully connected neural networks in FPGAs. We
implement fully connected neural networks using Intel R⃝ FPGA SDK for
OpenCL. To fully exploit the efficiency of FPGA’s fixed-point arithmetic
operations on one hand and adaptiveness of neural networks on the other
hand, we use fixed-point number representation and approximate multipli-
ers. We perform experiments with iterative logarithmic multiplier (ILM) and
a hybrid logarithmic-booth encoding multiplier (LOBO). Using simple itera-
tive learning methods with approximate multipliers we could not successfully
train neural networks. Configuration of a neural network using ILM with one
correction circuits shows the best results during inference. In most cases, us-
ing the approximate multipliers, the compiler synthesises circuits with higher
clock frequency and more balanced usage of FPGA’s resources.
Keywords





Danes adaptivne sisteme uporabljamo vsepovsod, od globokih nevronskih
mrež za opisovanje objektov na slikah, za avtomatsko barvanje video vsebin,
za napovedovanje obnašanja ljudi ali drugih objektov pa vse do prilagoditev
aplikacij glede na posameznika [1]. Računsko zahtevneǰsi adaptivni algoritmi
se pogosto izvajajo, še pogosteje pa učijo, na grafičnih procesnih enotah
(GPE) (angl. Graphics Processing Unit, GPU), saj je večji del adaptivnih
algoritmov le zaporedje matričnih operacij, ki se lahko izvajajo vzporedno.
Danes ni pomembna le večja računska zmogljivost, temveč tudi prihranek
energije, zato prihajajo v ospredje fleksibilna, rekonfigurabilna in energijsko
učinkovita vezja FPGA (angl. Field-Programmable Gate Array). Omogočajo
hitreǰse prototipiranje od namenskih integriranih vezij (angl. Application-
Specific Integrated Circuit, ASIC) in so energijsko učinkoviteǰse od grafičnih
procesnih enot in centralnih procesnih enot (CPE) (angl. Central Processing
Unit, CPU), pri izvedbi določenih algoritmov. Vezja FPGA se močno raz-
likujejo od arhitektur CPE ali GPE. So programirljiva vezja, sestavljena iz
matrike programirljivih logičnih blokov, vhodno-izhodnih blokov in stikalne
matrike. Z logičnimi bloki je možno realizirati logične funkcije, programirljiva
stikalna matrika pa omogoča nastavitev poti med posameznimi bloki. Vezja
FPGA tako predstavljajo dobro razmerje med splošno-namenskostjo poceni
enot CPE in učinkovitostjo vezij ASIC. Čeprav so počasneǰsa od integrira-
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nih vezij ASIC, ohranjajo zanesljivost in omogočajo hitro izdelavo prototipov.
Mnogo proizvajalcev vezij FPGA se trudi poenostaviti programiranje na vez-
jih FPGA, pohitriti čas prevajanja za učinkovito sintezo vezja, hkrati pa si
želijo izbolǰsati energetsko učinkovitost pri računanju v plavajoči vejici.
Različni viri navajajo zelo dobre rezultate pri izvedbi adaptivnih algo-
ritmov na vezjih FPGA glede na porabo električne energije [2, 3, 4]. Večja
podjetja, kot sta Microsoft in Amazon [5, 6], so prav tako začela uporabljati
vezja FPGA v večjih podatkovnih centrih, s katerimi dosežejo večjo fleksibil-
nost in prihranijo veliko energije. Leta 2017 so začeli uporabljati vezja FPGA
za učenje in izvajanje nevronskih mrež za pridobitev inteligentneǰsih oziroma
bolǰsih rezultatov iskanja pri iskalniku Bing. Poleg podjetij Microsoft in
Amazon pa prihodnost v vezjih FPGA vidi tudi podjetje Intel. Leta 2015 so
kupili podjetje Altera [7], eno izmed vodilnih proizvajalcev vezij FPGA, in
začeli močno spodbujati uporabo vezja FPGA v podatkovnih centrih. Izde-
lali so tudi hibrid vezja med CPE in vezjem FPGA, ki je predstavnik nove
verzije procesorja Intel Xeon [8] in vse hitreje pridobiva popularnost. Najver-
jetneje bo to spremenilo obstoječe paradigme programiranja najrazličneǰsih
aplikacij.
Na vezju FPGA je zaželeno uporabiti števila v fiksni vejici. Dodatno
učinkovitost lahko pridobimo pri aplikacijah, ki imajo nekakšno mero to-
lerance do netočnosti, z uporabo približnih aritmetičnih vezij. Aplikacije,
neobčutljive na napako, so na primer aplikacije, ki že pri zajemu signala
iz okolja zajamejo tudi šum in ga prenesejo naprej v procesiranje, ali pa
aplikacije, ki na izhodu ne potrebujejo povsem natančne vrednosti zaradi
omejenosti uporabnikov. Na primer, pri zaznavi zvoka je naše uho omejeno
na določen frekvenčni razpon in ne bo zaznalo manǰsih sprememb jakosti pri
določenih frekvencah ali če določena frekvenca manjka v celoti. Podobno pri
video vsebinah naše oko ne zazna manǰsih deformacij na posameznih pikslih
ali pa nas te napake preprosto ne motijo. Toleranco do netočnosti imajo tudi
adaptivni algoritmi, ki so sposobni s povratno vezavo popraviti napako na
izhodu ne glede, od kod ta pride.
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Med kompleksna in pogosto uporabljena aritmetična vezja spadajo na-
tančni množilniki, zato je smiselno pri omenjenih aplikacijah uporabiti pre-
prosteǰse približne množilnike. Ti množijo z napako, vendar pa na račun tega
prihranijo prostor na vezju FPGA, prihranijo električno energijo in delujejo
hitreje. Na voljo je mnogo različnih približnih množilnikov, saj obstaja veliko
različnih ravnovesij med zasedenostjo vezja FPGA in velikostjo napake.
Približni množilniki in mnogi drugi namenski algoritmi so pogosto izve-
deni z opisnima jezikoma VHDL in Verilog. Ker je razvoj obsežneǰsih algo-
ritmov lažji s pomočjo programskega vmesnika OpenCL (angl. Open Com-
puting Language), je treba omogočiti povezavo med ščepci OpenCL (angl.
Kernel) in moduli RTL (angl. Register Transfer Level), realiziranimi s pro-
gramskim jezikom VHDL ali Verilog. Od leta 2017 je povezovanje modulov
RTL in ščepcev OpenCL mogoče s pomočjo nastavitvenih datotek XML in
uporabo programskega ogrodja Intel FPGA za OpenCL (angl. Intel FPGA
SDK for OpenCL) [9].
V našem delu smo se osredotočili na izvedbo nekaj izbranih adaptivnih
algoritmov na nizkocenovnem vezju FPGA, ki ima na voljo manj računskih
virov in pomnilnih celic. Poskusili smo učinkovito izkoristiti rekonfigurabil-
nost in energijsko učinkovitost vezja FPGA in zgradili programsko ogrodje
za večslojno polno povezano usmerjeno nevronsko mrežo, imenovano tudi
večslojni perceptron. Pri tem smo uporabili tudi približne množilnike, s kate-
rimi smo zmanǰsali število uporabljenih enot za digitalno procesiranje signa-
lov (angl. Digital Signal Processor, DSP), ki se navadno na vezju FPGA upo-
rabljajo tudi za hitro množenje, in zmanǰsali zasedenost pomnilnika na vezju
FPGA z manǰsim vplivom na natančnost adaptivnih algoritmov [10]. Ker je
malo prostora za izbolǰsavo že obstoječih natančnih množilnikov s števili v
plavajoči ali v fiksni vejici, se popularnost in razvoj približnih množilnikov
povečujeta. Naše ogrodje zato omogoča dodajanje približnih množilnikov
in testiranje le-teh v večjih nevronskih mrežah oziroma pri reševanju najra-
zličneǰsih problemov iz realnega sveta.
Magistrsko delo je razdeljeno na osem poglavij. V poglavju 2 pregle-
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damo različne aplikacije na vezjih FPGA, kratek razvoj nevronskih mrež in
trenutno stanje adaptivnih algoritmov na vezjih FPGA. V poglavju 3 na
kratko opǐsemo arhitekturo vezja FPGA, predstavimo razlike z grafično pro-
cesno enoto ter razlike in prednosti prevajalnika za programsko ogrodje Intel
FPGA za OpenCL. V poglavjih 4 in 5 predstavimo delovanje polno poveza-
nih usmerjenih nevronskih mrež in kratek opis delovanja izbranih približnih
množilnikov. V poglavju 6 opǐsemo našo realizacijo nevronske mreže s pri-
bližnimi množilniki in v poglavju 7 predstavimo različne eksperimente in
rezultate. Sledi še zaključek s sklepnimi ugotovitvami.
Poglavje 2
Pregled sorodnih del
Prve izvedbe nevronskih mrež na vezju FPGA [11, 12, 13] segajo na začetek
devetdesetih let 21. stoletja. Zgodnja vezja so bila zelo omejena po številu
tranzistorjev, velikosti pomnilnika in po nizkem delovnem taktu, a so kljub
temu mnogi videli potencial arhitekture vezja FPGA za reševanje problemov,
ki jih je mogoče izvesti vzporedno. Mnogo aritmetičnih operacij pri učenju
in napovedovanju nevronskih mrež lahko poteka vzporedno.
Prve aplikacije in algoritmi na vezju FPGA so bili razviti s pomočjo pro-
gramskih jezikov VHDL (angl. Very High Speed Integrated Circuit Hardware
Description Language) in Verilog za opis, modeliranje in sintezo digitalnih
vezij. Razvoj v omenjenih opisnih programskih jezikih je počasen in zah-
teva dobro poznavanje arhitekture vezja FPGA in postopkov načrtovanja
digitalnih vezij [14]. Zaradi želje po povečanju popularnosti in uporabnosti
vezja FPGA je leta 2013 podjetje Altera [15] prvo predstavilo podporo za
programsko ogrodje OpenCL. S tem se je uporaba vezja FPGA razcvetela
[16, 17]. V nasprotju z vmesnikom SystemC je programsko ogrodje OpenCL
bolj poznano in razširjeno med programerji, ima obstoječo dobro zasnovano
abstrakcijo pomnilnǐske hierarhije, hkrati pa omogoča enostavneǰse in hitreǰse
načrtovanje kompleksneǰsih sistemov, saj predstavlja vǐsji nivo abstrakcije od
shematskega načrtovanja.
Hitro prototipiranje in računska zmogljivost vezij FPGA sta lastnosti,
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zaradi katerih jih mnogi uporabljajo za pohitritev izvajanja nevronskih mrež
[3, 18, 19]. Težave, ki se pri tem pojavijo, so velika prostorska kompleksnost
nevronskih mrež, omejenost računskih virov in majhne velikosti pomnilnika
na vezju FPGA in zato potreba po počasnem globalnem pomnilniku. Eden od
načinov za reševanje omejenosti računskih virov na vezjih FPGA je znižanje
natančnosti računskih operacij — predstavitev števil z nižjo natančnostjo pa
vse do binarnih nevronskih mrež [20]. S slednjo so avtorji klasificirali kar 12
milijonov sličic na sekundo s 95,83-odstotno točnostjo, pri tem pa prihranili
tudi velik del računskih virov. Pri tem je treba poudariti, da so se omejili le
na fazo napovedovanja, medtem ko so nevronsko mrežo predhodno naučili s
števili v plavajoči vejici.
Bolǰsi izkoristek vezja FPGA prinese predstavitev števil z nižjo natanč-
nostjo, na primer predstavitev števil s 16 biti, in računanje s števili v fi-
ksni vejici. S tem se izognemo počasnim aritmetičnim operacijam s števili
v plavajoči vejici. Kljub uporabi le 16 bitov in fiksne vejice v globokih in v
konvolucijskih nevronskih mrežah, avtorji [21, 22] dosegajo zelo dobre rezul-
tate. Točnost nevronske mreže so v člankih [21, 22] testirali s klasifikacijo
slik iz podatkovnih zbirk MNIST [23] in CIFAR10 [24]. V nasprotju z večino
drugih izvedb so avtorji [21, 22] neposredno učili nevronsko mrežo na vezju
FPGA in niso uporabili nevronske mreže samo v fazi napovedovanja. Pri
tem avtorji [22] poudarjajo pomembnost dobro izbrane arhitekture nevron-
skih mrež in metode za zaokroževanje števil v števila z nižjo natančnostjo.
Ugotovili so, da povečanje števila plasti nevronske mreže in povečanje števila
nevronov v posameznih skritih plasteh negativno vpliva na točnost nevronske
mreže. Prav tako so pokazali, da je 16 bitov za predstavitev velikosti uteži
premalo za uspešno učenje nevronske mreže na podatkovni zbirki MNIST,
ko uporabimo zaokroževanje uteži po vsaki plasti nevronske mreže.
V fazi napovedovanja je pogosta operacija vsota produktov med vre-
dnostmi nevronov in utežmi. V izogib prelivu pri produktu dveh števil v
fiksni vejici je potrebno dvakratno število bitov, kot je število bitov pri ope-
randih. Po fazi množenja lahko rezultat pomaknemo za ustrezno število mest
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in tako vrnemo fiksno vejico na izvorno mesto, na enako mesto kot pri izvor-
nih operandih. V članku [21] ohranijo večje število bitov pri množenju dveh
števil v fiksni vejici vse do končne vsote, ko rezultatu ustrezno pomaknejo
fiksno vejico na izvorno mesto. S tem ohranijo vǐsjo natančnost na račun
kompleksneǰsega vezja.
Dobre rezultate prinesejo tudi stisnjene nevronske mreže (angl. Com-
pressed Deep Neural Networks) [25, 26] z rezanjem odvečnih sinaps med ne-
vroni in nevronske mreže, kjer je uporabljena paketna obdelava (angl. Batch
Processing) vhodnih vzorcev z deljenjem uteži [27]. Paketna obdelava je le
drugo ime za dobro poznano metodo paketnega učenja nevronskih mrež (angl.
Mini-batch Learning). Avtorji [27] so želeli poudariti pomembnost paketnega
učenja nevronskih mrež na vezjih FPGA, saj so s takšnim pristopom dosegli
enajstkratno pohitritev v primerjavi s podobnimi izvedbami, kjer so za vsak
vhodni vzorec posebej prenesli vse uteži iz počasnega globalnega pomnilnika.
Avtorji [28] navajajo prednosti uporabe približnih aritmetičnih vezij in
poudarjajo pomembnost optimiziranja strojne opreme z uporabo približnega
računanja. Računanje v polni natančnosti je povsem nesmiselno v prime-
rih, kjer zajamemo šum pri vhodnih podatkih ali pa nam točnost rezultatov
ne pomeni veliko, hkrati pa porabimo več vezja in posledično več energije.
Zaradi tolerance na nenatančnost algoritmov za strojno učenje so avtorji
[29] razvili več približnih množilnikov, ki v času izvajanja prilagajajo na-
tančnost množenja pri tem pa poskušajo prihraniti čim več energije. Približni
množilniki [30, 31, 32] prinesejo približno 45 % manǰso porabo računskega
vezja, zmanǰsajo porabo energije za več kot 50 % in pohitrijo množenja z
majhno napako. V aplikacijah za obdelavo slik, kot sta na primer glajenje in
ostrenje, so rezultati avtorjev [31] pokazali, da se lahko natančni množilnik
nadomesti s približnim množilnikom brez večjega vpliva na kakovost slike.
Avtorji [31] verjamejo, da je predlagani množilnik mogoče uporabiti tudi v
aplikacijah, ki so odporne na napake, brez zmanǰsanja učinkovitosti ali kako-
vosti. Približni množilniki so navadno realizirani s 16 biti, saj tako prihranijo
na vezju in posledično na porabi energije. Kljub temu pa približni množilniki
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[31] dosegajo le majhno povprečno relativno napako 0,82 % pri operandih,
ki predstavljajo dovolj velika števila. Uporaba približnega množilnika [31]
ali pa odprtokodne knjižnice približnih množilnikov [33, 34] bi lahko prinesla
pohitritev izvajanja in prihranitev vezja pri realizaciji najrazličneǰsih aplika-
cij na integriranih vezjih ali na vezjih FPGA, ki niso občutljiva na manǰse
napake pri množenju in na manǰse odstopanje pri končnih rezultatih.
V članku [10] uporabijo iterativni logaritemski množilnik (angl. Iterative
Logarithmic Multiplier, ILM) v nevronskih mrežah na vezjih FPGA. Izvedbo
iterativnega logaritemskega množilnika so realizirali v nizkonivojskih opisnih
jezikih, kot sta VHDL in Verilog. Avtorji navajajo uspešno naučeno nevron-
sko mrežo pri utežeh, ki imajo več kot 16 bitov za predstavitev decimalnega
dela in nekaj bitov za predstavitev celega števila. V članku [35] so rezul-
tati pokazali, da približni množilniki v različnih plasteh konvolucijske mreže
vplivajo različno na splošno točnost konvolucijskih mrež. Napake na polno
povezanih plasteh močno vplivajo na točnost nevronske mreže. Prav tako
negativno vpliva uporaba približnih množilnikov v kasneǰsih plasteh polno
povezane nevronske mreže. Možni rešitvi za izbolǰsanje točnosti nevronskih
mrež sta iterativno učenje in ponovno učenje [36, 37]. Pri tem se v času
ponovnega učenja število bitov uteži in nevronov poveča ali zmanǰsa tako,
da se nevronska mreža dobro nauči in prihrani čim več računskega vezja.
Poglavje 3
Vezje FPGA
Vezje FPGA je programirljivo vezje, sestavljeno iz mnogo majhnih logičnih
enot (angl. Adaptive Logic Module, ALM) in nastavljive stikalne matrike,
ki enote povezuje. Ker so logične enote ALM in stikalna matrika nasta-
vljive, je tok podatkov v programu mogoče elegantno prenesti v arhitekturo
vezja. V primerjavi z GPE in večino drugih heterogenih sistemov, kjer so
prisotne številne enostavne splošno namenske enote, vezje FPGA sestavljajo
še preprosteǰse logične enote ALM, ki so le množica prilagodljivih progra-
mirljivih preiskovalnih tabel (angl. Look-Up Tables, LUT), pomnilnih celic
(angl. Flip-Flop), multiplekserjev in seštevalnikov, s katerimi se implemen-
tira funkcija z več spremenljivkami. Ob nastavitvi vezja se tako uporabi in
nastavi le vezje, ki je potrebno za realizacijo določene logične funkcije ali širše
funkcionalnosti.
3.1 Arhitektura
Kot je razvidno s slike 3.3, večino vezja FPGA sestavljajo matrično razpore-
jene enote ALM, ki so med seboj povezane s stikalno matriko. V določenem
razmiku se navpično čez vezje FPGA razprostirajo bloki za digitalno pro-
cesiranje signalov (angl. Digital Signal Processor, DSP), vhodno-izhodne
fazno-sklenjene zanke (angl. Input/Output Phase-Locked Loop , I/O PLL)
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za upravljanje z urinim signalom, pomnilnǐski bloki M10K (angl. M10K Me-
mory Block) in na obrobju vezja vhodno-izhodni bloki (angl. Inptut/Output
Blocks – I/O).
Pomnilniški bloki M10K
Digitalni signalni procesorji (DSP)
Logične enote ALM in pomnilniški bloki MLAB
Fazno-sklenjene zanke za manipulacijo urinega signala
Pomnilniški kotroler
Vhodno-izhodni bloki in pomnilniški vmesniki
Vodilo PCIe
Slika 3.1: Arhitektura vezja FPGA [38].
Logične enote ALM so najpogosteje sestavljene iz majhnih statičnih po-
mnilnikov RAM v organizaciji N × 1 bit, kjer je N največkrat 16, 32 ali
64. Sestavljene so še iz enega ali več polnih seštevalnikov, številnih multiple-
kserjev, ki omogočajo nastavljanje večvhodnih funkcij ali nastavitev izhoda
iz polnega seštevalnika in iz nekaj izhodnih registrov za sintezo sinhronega
vezja. Poleg izvedbe logičnega vezja oziroma določene funkcije je logično
enoto ALM mogoče uporabiti tudi kot pomnilnik, saj lahko povežemo večje
število statičnih RAM-ov. Takemu načinu pomnjenja pravimo tudi porazde-
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ljeno pomnilnǐsko polje (angl. Distributed memory), na vezju FPGA Cyclone
V [39] pa so označeni kot pomnilnǐski bloki MLAB (angl. Memory Logic Ar-
ray Blocks, MLAB).
Uporaba pomnilnika na nivoju logičnih enot ALM je mogoča le za manǰse
potrebe. To so najpogosteje posamezne spremenljivke, registri in manǰsa
polja. V primeru, ko potrebujemo večje pomnilne strukture, uporabimo večje
pomnilnǐske bloke, ki niso del enot ALM. Na vezju FPGA Cyclon V [39]
so ti pomnilnǐski bloki označeni kot M10K, kar označuje pomnilnǐske bloke
velikosti 10 kbit. Število teh blokov je odvisno od posamezne naprave.
Enote za digitalno procesiranje signalov (angl. Digital Signal Proces-
sor, DSP) se na vezju FPGA uporabljajo za hitro množenje števil. Na vezju
FPGA Cyclon V so enote DSP sposobne množiti števila v načinih 9×9, 18×18
in 27× 27. Število označuje dolžino posameznega operanda v bitih. Manǰse
kot je število bitov, več vzporednih množenj se lahko izračuna v posame-
znem bloku DSP. Pri množenju dveh 27-bitnih števil lahko izračunamo le en
produkt naenkrat, v primeru množenja 9-bitnih operandov pa kar tri. Bloki
DSP so sposobni množiti tudi števila v plavajoči vejici v enojni ali dvojni na-
tančnosti po standardu IEEE 754. Takemu načinu pravijo množenje v načinu
visoke natančnosti (angl. High Precision Mode). Pri množenju števil v pla-
vajoči vejici je pogosto potrebno večje število blokov DSP in nekaj dodatnih
logičnih enot ALM za izvedbo dodatne logike. Pri najnoveǰsih vezjih FPGA
pa lahko bloke DSP uporabimo tudi v načinu plavajoče vejice (angl. Floating-
Point Mode), ki omogoča aritmetične operacije z operandi v plavajoči vejici
z enojno natančnostjo kar v enem samem bloku DSP, brez uporabe dodatnih
logičnih enot ALM.
3.2 Programsko ogrodje OpenCL
3.2.1 Model izvajanja
Model izvajanja programskega ogrodja OpenCL predstavlja temelj program-
skega ogrodja in je sestavljen iz gostiteljskega programa (angl. Host Pro-
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gram) in programa oziroma ščepca (angl. Kernel), ki se izvede na napravi
(angl. Device). Definira izvajanje ščepca, komunikacijo med ščepci in gosti-
teljem ter komunikacijo med posameznimi ščepci.
Naprave so lahko najrazličneǰsi pospeševalniki, od CPE, GPE, DSP in
vezij FPGA, ki podpirajo standard OpenCL. Gostitelj poskrbi za definiranje
ščepca, prenos vseh ukazov ščepca na želeno napravo, prenos podatkov in
upravljanje z napakami. Ukazi ščepca predstavljajo delo posamezne delovne
enote ali delavca (angl. Work-item), ki mu je dodeljen tudi enolični globalni
identifikator (angl. Global ID) v globalnem razponu in lokalni identifikator
(angl. Local ID) v lokalnem razponu. Delavci se v globalnem razponu izva-
jajo neodvisno in jih ni mogoče sinhronizirati, so pa združeni tudi v delovne
skupine (angl. Work-groups), znotraj katerih je mogoča sinhronizacija in
uporaba deljenega lokalnega pomnilnika.
3.2.2 Pomnilnǐski model
Programsko ogrodje OpenCL definira pet pomnilnǐskih nivojev, ki so, gle-
dano s strani delavca, takole razvrščeni od najpočasneǰsega do najhitreǰsega:
• Pomnilnik gostitelja predstavlja pomnilnik viden samo gostitelju. Obi-
čajno je potrebnih malo prenosov iz gostitelja v globalni pomnilnik na
napravi in ti se navadno zgodijo pred začetkom in po koncu izvajana
vseh ščepcev. Pomnilnik gostitelja in globalni pomnilnik sta tako večino
časa neodvisna, občasno pa je potreben ekspliciten prenos podatkov s
kopiranjem ali impliciten prenos s preslikovanjem določenih področij
pomnilnika.
• Globalni pomnilnik predstavlja pomnilnik s pisalno-bralnim dostopom
za vse delavce v globalnem razponu.
• Pomnilnik konstant predstavlja pomnilnik z bralnim dostopom za vse
delavce v globalnem razponu in je nespremenljiv v času izvajanja.
• Lokalni pomnilnik predstavlja pomnilnik s pisalno-bralnim dostopom
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za delavce v lokalnem razponu oziroma za delavce znotraj iste delovne
skupine.
• Privatni pomnilnik je pomnilnik, ki je lasten vsakemu delavcu posebej.
Pomnilnǐski nivoji so virtualni in dejanska preslikava na strojno opremo
je odvisna od naprave in gostitelja.
3.3 Programsko ogrodje OpenCL na
vezju FPGA
Programsko ogrodje s prevajalnikom Intel FPGA OpenCL omogoča prevaja-
nje ščepcev za vezje FPGA in izvajanje na samem vezju. Prevajalnik uporabi
samo elemente vezja FPGA, ki jih potrebuje za realizacijo logike ščepca, in
jih med seboj poveže s stikalno matriko. Zaradi takšne fleksibilnosti, preva-
janja kode na samo vezje FPGA in optimiranja med prepustnostjo in porabo
računskega vezja je čas prevajanja ščepcev v primerjavi z drugimi heteroge-
nimi pospeševalniki veliko dalǰsi. Na pospeševalnikih GPE so ščepci preve-
deni v zaporedje ukazov za številne procesne enote.
Ključna razlika med izvajanjem ščepcev na GPE in vezju FPGA je način
paralelizacije. Pospeševalniki GPE delujejo s paralelno arhitekturo SIMD,
kjer ena procesna enota izvaja operacije nad različnimi tokovi podatkov (angl.
Single Instruction Multiple Data, SIMD), na vezju FPGA pa se primarno
uporablja cevovodni paralelizem (angl. Pipeline Parallelism). Cevovod je
zgrajen v času prevajanja in ker je vsaki stopnji cevovoda dodeljeno določeno
vezje, lahko delavci izvajajo posamezno stopnjo eden za drugim. Primer
takšnega izvajanja lahko vidimo na sliki 3.2.
Pomembna razlika je tudi izvajanje vejitev ščepca na cevovodni arhitek-
turi vezja FPGA in na arhitekturi GPE. Vsak delavec mora na arhitekturi
SIMD izvesti vse ukaze ščepca, kasneje pa so rezultati teh ukazov maskirani
glede na pogoj vejitve. S takšnim načinom izvajanja lahko pride do veli-
kih zakasnitev v izvajanju. Na vezju FPGA je lahko to rešeno že v času
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Čas [urina perioda]
0 4 128 16
Slika 3.2: Primerjava izvajanja paralelizacije SIMD zgoraj in cevovodne pa-
ralelizacije spodaj. Vsak kvadratek označuje posamezno operacijo ene urine
periode in vsaka barva označuje delo posameznega delavca.
prevajanja in vsak delavec izvede svoj del glede na pogoj vejitve. Poleg cevo-
vodnega paralelizma programsko ogrodje Intel FPGA OpenCL omogoča tudi
napredneǰso uporabo pomnilnǐskega modela OpenCL. Z določenimi atributi
v ščepcu lahko nastavimo svoje bralno-pisalne enote (angl. Load-store units,
LSU), katere so prilagojene izvajanju ščepca. To se uporablja pri dostopu
do globalnega pomnilnika, ki je navadno abstrakcija namenskega sinhronega
dinamičnega pomnilnika (angl. Synchronous Dynamic Random Access Me-
mory, SDRAM). S tem lahko izpodrinemo prevzeti način izvajanja v hitrem-
prepletenem načinu (angl. Burst-interleaved) med pomnilnǐskimi bankami
(angl. Memory Banks) s strnjenim dostopom (angl. Contiguous Access) ali
pa nastavimo še mnogo drugih nastavitev [9].
Lokalni pomnilnik v pomnilnǐski hierarhiji OpenCL je na vezju FPGA
navadno realiziran z namenskimi pomnilnǐskimi bloki, na vezju Cylone V
[39] so to pomnilnǐski bloki M10K.
Privatni pomnilnik pa je realiziran, odvisno od velikosti in načina upo-
rabe, znotraj enot ALM ali namenskih pomnilnǐskih blokov.
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3.4 Integracija opisa vezja v ščepec OpenCL
Opis vezja (angl. Register Transfer Level, RTL) je opis oziroma načrt vezja,
ki s signali povezuje registre in logične operatorje, in je navadno izveden z
opisnima jezikoma VHDL ali Verilog. Programsko ogrodje in prevajalnik In-
tel OpenCL omogočata integracijo modulov RTL v ščepce OpenCL oziroma
uporabo uporabnǐskih modulov RTL znotraj ščepcev OpenCL. Prednost ta-
kega načina uporabe je, da lahko uporabimo že realizirane, optimizirane in
preverjene izvedbe skoraj povsem poljubnih modulov RTL znotraj ščepcev
OpenCL, brez potrebe po abstrakciji algoritma iz opisnega jezika VHDL ali
Verilog v samo kodo ščepca. Pogosto pa algoritmov tudi ni mogoče učinkovito
prevesti v abstraktneǰsi predstavitvi ščepcev OpenCL, brez dodatnih omeji-
tev frekvence urinega signala ali visoke porabe logičnega vezja. V slednjih
primerih, kjer preprosto ni mogoče realizirati učinkovite abstrakcije algo-
ritma v ščepcih OpenCL ali pa prevajalnik Intel OpenCL ne uspe sintetizi-
rati učinkovitega vezja, si želimo uporabiti učinkoviteǰse izvedbe posameznih
funkcionalnosti v opisnem jeziku VHDL ali Verilog. Treba je poudariti, da
ima integracija modulov RTL znotraj ščepca OpenCL tudi nekaj omejitev
— moduli RTL ne smejo uporabljati izhodno/vhodnih naprav, poleg tega pa
funkcijo, ki jo kličemo znotraj ščepca OpenCL in s katero posredno kličemo
modul RTL, lahko vrne izhod le v obliki primitivnih spremenljivk do veli-
kosti 1024 bitov in ne v obliki struktur. Za kompleksneǰse funkcionalnosti
lahko znotraj modula RTL uporabimo vmesnik Avalon in tako neposredno
dostopamo do pomnilnika, čeprav ta metoda ni zaželena.
3.4.1 Prilagoditve modula z opisom vezja
Moduli RTL so lahko napisani v strojno opisnih programskih jezikih Verilog,
VHDL ali SystemVerilog. Pri tem moramo paziti, da so imena posameznih
datotek različna od imen datotek, ki so uporabljena pri izvedbah različnih
funkcionalnostih programskega ogrodja Intel FPGA za OpenCL. Protokol
za prenos podatkov (angl. Streaming Protocol) je razdeljen na povratni in
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sprejemni tok. Določa obnašanje modula in skrbi za pravilen prenos podatkov
med ščepcom OpenCL in modulom RTL [9].
V tabeli 3.1 vidimo množico predpisanih signalov, ki so potrebni za pra-
vilno delovanje modulov RTL znotraj ščepcev OpenCL.
Tabela 3.1: Potrebni signali znotraj modula RTL.
Ime signala Smer Opis
clock vhod urin signal
resetn vhod ponastavitveni signal aktiven v nizkem stanju
oready izhod naznani, da je modul pripravljen sprejeti podatke
iready vhod naznani, da je sprejemni tok pripravljen sprejeti
izhodne podatke,
ivalid vhod naznani veljavne vhodne podatke iz povratnega toka
ovalid izhod naznani veljavne izhodne podatke sprejemnemu toku
Kot lahko opazimo, morajo biti moduli navzven sinhroni in uporabljati
urin signal. Poleg predpisanih signalov pa lahko modul RTL sprejme tudi
vhodne podatke in vrne izhodno vrednost. Vhodni in izhodni podatki so
lahko predstavljeni kot signalni vektorji dolžine 8 pa vse do 1024 bitov, pri
tem, da je število bitov enako potenci števila 2. Vhodnih podatkov je lahko
več, njihovo število je odvisno od števila parametrov, ki jih želimo posredovati
modulu RTL, oziroma števila parametrov, ki jih deklarira pomožna funkcija
znotraj ščepca OpenCL. Izhod je lahko največ en, saj lahko funkcija znotraj
ščepca OpenCL vrne le eno vrednost. Smer signalov in podatkov modula
RTL lahko vidimo na sliki 3.3. Izsek kode modula RTL z vhodnimi/izhodnimi
signali je prikazan v izseku kode 3.1.
1 module LOBO_10bit_pipe(
2 input clock, input resetn, input ivalid,
3 input iready, output ovalid, output oready,
4 input [15:0] x,
5 input [15:0] y,
6 output reg [31:0] p
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7 );
8
9 wire [31:0] p_int;
10 // Both signals are high
11 // because it has fixed latency of 1 clock cycle
12 // and it’s stall-free
13 assign ovalid = 1’b1;
14 assign oready = 1’b1;
15
16 LOBO_10bit MULT(.x(x), .y(y), .p(p_int));
17
18 always @(posedge clock or negedge resetn)
19 begin
20 if (~(resetn))
21 p <= 32’b0;
22 else





28 input [15:0] x,
29 input [15:0] y,
30 output [31:0] p
31 );
32 ...
Izsek kode 3.1: Prikaz vhodnih in izhodnih signalov iz modula RTL v
Verilogu.
3.4.2 Nastavitvena datoteka
Z nastavitveno datoteko XML (angl. eXtensible Markup Language File), ki
bo kasneje uporabljena v prevajanju, lahko določimo pomembne karakteri-
stike obnašanja modula RTL in ga povežemo z ovojno funkcijo znotraj ščepca
OpenCL [9].
Ena izmed pomembneǰsih lastnosti je čas zakasnitve izhoda (angl. La-
tency). Modul ima lahko fiksno ali spremenljivo zakasnitev. Pri fiksni za-
kasnitvi je treba določiti natančno zakasnitev v urinih ciklih. Modul, ki bo
porabil za izračun rezultata natančno določeno število urinih ciklov, ne po-
trebuje signala iready, signal ovalid pa ima konstantno visoko vrednost.








































Slika 3.3: Prikaz modula RTL z vhodnimi in izhodnimi signali. Z rdečo
barvo so označeni predpisani signali protokola za prenos podatkov, s črno
barvo pa uporabnǐski signali ali parametri, ki jih želimo podati modulu RTL.
Seveda je za takšno delovanje treba določiti etiketi IS FIXED LATENCY in
EXPECTED LATENCY v nastavitveni datoteki XML.
Modul RTL brez ustavljanja (angl. Stall-free Module) omogoča prenos
podatkov brez zaviranja toka podatkov iz povratnega toka. Ta način je
mogoč, le kadar ima modul tudi fiksno zakasnitev. Takšen modul ima vse
izhodne zadrževalne signale (ovalid in oready) nastavljene na konstantno
vrednost in ignorira vse vhodne zadrževalne signale (ivalid in iready). Če
imamo tak modul, je v nastavitveni datoteki XML treba nastaviti etiketo
IS STALL FREE.
Do sedaj omenjeni parametri opisujejo le atribute za opis obnašanja mo-
dula RTL. Kot lahko opazimo v izseku kode 3.2, pa je poleg tega treba ustre-
zno povezati vhodne in izhodne signale z etiketo INTERFACE in hčerinskimi
etiketami AVALON, INPUT in OUTPUT. Nastaviti je treba poti do datotek tipa cl
z definicijo funkcije, ki bo uporabljena v emulaciji ščepca. Zaradi počasnega
prevajanja ščepcev OpenCL z moduli RTL za vezje FPGA omogoča ogrodje
Intel SDK OpenCL tudi emulacijo ščepca, kjer se ščepec ne prevede na dejan-
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sko vezje FPGA, temveč se emulira izvajanje na gostitelju. Zato, če želimo
uporabiti emulacijo, moramo pripraviti telo funkcije v OpenCL C. Funkcije
podamo z etiketo C MODEL/FILE. Za uspešno sintezo modula RTL na vezje
FPGA pa je treba nastaviti etiketo REQUIREMENTS z relativnimi potmi do
datotek z izvorno kodo modula RTL.
1 <RTL SPEC>
2 <FUNCTION name=”lobo 10” module=”LOBO 10bit pipe”>
3 <ATTRIBUTES>
4 <IS STALL FREE value=”yes”/>
5 <IS FIXED LATENCY value=”yes”/>
6 <EXPECTED LATENCY value=”1”/>
7 <CAPACITY value=”1”/>
8 <HAS SIDE EFFECTS value=”no”/>
9 <ALLOW MERGING value=”no”/>
10 </ATTRIBUTES>
11 <INTERFACE>
12 <AVALON port=”clock” type=”clock”/>
13 <AVALON port=”resetn” type=”resetn”/>
14 <AVALON port=”ivalid” type=”ivalid”/>
15 <AVALON port=”iready” type=”iready”/>
16 <AVALON port=”ovalid” type=”ovalid”/>
17 <AVALON port=”oready” type=”oready”/>
18 <INPUT port=”x” width=”16”/>
19 <INPUT port=”y” width=”16”/>
20 <OUTPUT port=”p” width=”32”/>
21 </INTERFACE>
22 <C MODEL>
23 <FILE name=”lobo 10.cl” />
24 </C MODEL>
25 <REQUIREMENTS>




Izsek kode 3.2: Primer nastavitvene datoteke XML za modul RTL.
Če želimo uporabiti modul RTL znotraj ščepca OpenCL, je poleg priprave
ustreznih signalov v modulu RTL in nastavitvene datoteke treba definirati
tudi deklaracijo oziroma prototip funkcije. Ime te funkcije se mora ujemati
z atributom FUNCTION.name v nastavitveni datoteki XML in velikost posa-
meznih vhodnih in izhodnih parametrov se mora ujemati z atributom width
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etiket INPUT in OUTPUT. Navadno v zaglavno datoteko podamo prototip funk-
cije z imenom FUNCTION.name, ki ovija modul RTL, in jo vključimo v ščepec,
nato pa uporabimo običajen klic funkcije v programskem jeziku OpenCL C.
3.4.3 Prevajanje ščepca z opisom vezja
Prevajanje ščepca OpenCL za vezje FPGA z uporabo modulov RTL se raz-
likuje od običajnega prevajanja ščepca. Pred prevajanjem ščepca moramo
zgraditi objekt modula RTL, ki ga želimo uporabiti. To lahko storimo s
pomožnim ukazom aocl, ki je del programskega ogrodja Intel FPGA za
OpenCL. Po izgradnji objektov sledi izgradnja knjižnice z ukazom aocl
library create, znotraj katere lahko uporabimo poljubno število objektov,
zgrajenih iz modulov RTL. Na koncu sledi še prevajanje ščepca, kjer lahko
uporabimo zgrajeno knjižnico. Primer takega postopka si lahko ogledamo na
izseku kode 3.3.
# Ustvari objekt približnega množilnika v modulu RTL
$ aoc −c −board=c5p lobo 10 lib.xml −o lobo 10.aoco
# Ustvari knjižnico iz objekta s približnim množilnikom LOBO
$ aocl library create −o lobo 10.aoclib lobo 10.aoco
# Prevedi šcepec OpenCL z uporabo knjižnice s približnim množilnikom LOBO
$ aoc −l lobo 10.aoclib −L /lobo 10/ nn predict.cl
Izsek kode 3.3: Primer prevajanja ščepca OpenCL z uporabo modula RTL.
3.5 Prilagoditve algoritma vezju
Zaradi fleksibilnosti vezja FPGA, bistveno drugačne arhitekture od GPE in
CPE in večje pomembnosti cevovodnega pristopa se lahko enaki algoritmi,
realizirani s ščepci OpenCL za vezje FPGA, močno razlikujejo od ščepcev
OpenCL za CPE ali GPE. Za učinkovito izvedbo ščepcev OpenCL za vezje
FPGA so potrebne dodatne prilagoditve, ki jih omogoča programsko ogrodje
Intel FPGA za OpenCL. V naslednjih odstavkih bomo predstavili nekaj po-
membnih prilagoditev, ki jih je smiselno uporabiti, ko pripravljamo ščepce
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Slika 3.4: Prikaz nerazvite zanke zgoraj, cevovodno izvajanje zanke na
sredini in razvoj treh iteracij zanke spodaj. Vsaka barva označuje telo zanke
posamezne iteracije, številka pa posamezno operacijo.
OpenCL za vezja FPGA.
Za učinkovito vzporedno računanje v programskem ogrodju OpenCL go-
stitelj običajno zažene veliko število niti oziroma delavcev (angl. Work-item)
v ščepcu OpenCL. Na vezju FPGA pa temu ni vedno tako, še posebno, ko
je potrebna delitev podatkov med posameznimi nitmi. Proizvajalec vezja
Intel celo spodbuja uporabo tako imenovanih ščepcev z enim samim delav-
cem (angl. Single Work-item), saj tako lahko prevajalnik uporabi agresivne
optimizacije in avtomatsko razvije zanke, kjer je to mogoče.
Z razvojem zank se tako doseže vzporedno računanje, saj se na vezju
poskuša vzporedno realizirati telo zanke v cevovodni obliki. Telo zanke se
razdeli na različne stopnje cevovoda in N iteracij se izvede paralelno. Če
je optimizacija uspešna, lahko po začetni zakasnitvi po vsakem urnem ci-
klu pričakujemo rezultat zanke. Seveda smo tu močno omejeni s številom
nastavljivih logičnih enot, ki so na voljo na vezju FPGA. Če želimo ročno
nadzirati razvoj zank in se izogniti avtomatskemu razvoju celotne zanke,
moramo uporabiti direktivo #pragma unroll N, kjer N predstavlja število
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razvitih iteracij.
Kot pri večini drugih heterogenih sistemov so operacije deljenja, modulo
operacije in atomske operacije računsko zahtevne in se jih na vezju FPGA
želimo izogniti. Poleg teh pa se želimo izogniti tudi operacijam s števili v pla-
vajoči vejici. Pri uporabi omenjenih računsko zahtevnih operacij povečamo
zakasnitev ščepca in v večini primerov porabimo tudi velik delež nastavlji-
vih logičnih enot na vezju FPGA. V nasprotju z GPE in nekaterimi drugimi
računskimi enotami tu ni namenskega vezja za kompleksne matematične ope-
racije. Nasprotno pa si želimo uporabiti računsko enostavneǰse operacije, kot
so binarne operacije, aritmetične in logične pomike in množenje in deljenje
s števili potence števila 2. Med ceneǰse operacije, v smislu časa izvajanja in
zakasnitve, spadajo tudi operacije seštevanja, množenja in odštevanja celih
števil.
V primeru večnitnega izvajanja je za povečanje prepustnosti ščepca po-
gosto treba ščepec vektorizirati. To pomeni, da niti znotraj delovne sku-
pine implicitno izvedejo en ukaz z različnimi toki podatkov (angl. Single
Instruction Multiple Data, SIMD). Za aktivacijo vektorizacije nad ščepcem
je treba dodati atribut num simd work items(N), kjer število N označuje ve-
likost vektorja. Pri tem moramo paziti, da je število niti znotraj delovne
skupine večkratnik števila N. Kode ščepca nam pri tem ni treba spreminjati.
Ko želimo naenkrat uporabljati več ščepcev in je med njimi potrebna ko-
munikacija oziroma sinhronizacija podatkov, je priporočljivo uporabiti kanale
(angl. Channels). Ker je pogosto ozko grlo vezja FPGA ravno zapisovanje
v globalni pomnilnik, se želimo temu izogniti tako, da uporabimo kanale
programskega ogrodja Intel FPGA za OpenCL. Delujejo podobno kot cevi
(angl. Pipes) v programskem ogrodju OpenCL 2.0, le da so privzeto kanali
blokirajoči, cevi pa neblokirajoče. Na vezju FPGA so kanali realizirani kot
medpomnilniki po principu prvi noter in prvi ven (angl. First In First Out,
FIFO). Pri uporabi kanalov določimo način izvajanja v blokirajočem ali ne-
blokirajočem načinu. Blokirajoči kanali ustavijo izvajanje ščepca v primeru,
da je pri branju iz kanala ta prazen ali da je v primeru pisanja ta poln. Ne-
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blokirajoči kanali nadaljujejo izvajanje brez oziranja na zasedenost kanala.
Poleg nastavitve načina uporabe je treba pri prevzetih blokirajočih kanalih
paziti tudi na velikost kanalov, da ti ne blokirajo izvajanja jedra ščepca. To
se pojavi, ko pride do neravnovesja med pisanjem in branjem iz istega kanala,
ali drugače rečeno, ko ščepec proizvajalec (angl. Producer) zapisuje podatke
v kanal hitreje, kot jih ščepec potrošnik (angl. Consumer) uspe prebrati
oziroma obdelati.
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Poglavje 4
Nevronske mreže
Osnovna ideja umetne nevronske mreže (angl. Artificial Neural Network,
ANN) izhaja iz nevrofiziologije. Večina umetnih nevronskih mrež deluje po
močno poenostavljenem delovanju bioloških nevronskih mrež in oponašajo
lastnosti bioloških sistemov, kot so robustnost, neobčutljivost na manjkajoče
ali napačne podatke in sposobnost posploševanja [40].
Nevronske mreže sestavlja množica umetnih nevronov, ki so med seboj po-
vezani s sinapsami. Vsaki sinapsi je prirejena utež, ki se uporabi pri širjenju
signalov. Posamezen nevron sprejme množico vhodnih signalov. Vhodni si-
gnal trenutnega nevrona je izhodni signal predhodnega nevrona pomnožen z
utežjo sinapse med njima. Vsota vseh vhodnih signalov predstavlja vhod v
aktivacijsko funkcijo, na podlagi katere se izračuna odziv trenutnega nevrona.
Pogosto uporabljene aktivacijske funkcije so sigmoidna funkcija, hiperbolični
tangens in usmerjena linearna enota (angl. Rectified Linear Unit, ReLU).
Učenje nevronske mreže poteka tako, da se na podlagi primerov iz vho-
dnih podatkov spreminja vrednosti uteži na sinapsah. Poznamo dve vrsti
učenja nevronskih mrež — nadzorovano in nenadzorovano. Pri nadzorovani
obliki učenja so na voljo podatki z resničnimi vrednostmi, ki jih uporabimo
pri učenju nevronske mreže. Teh podatkov pri nenadzorovanem učenju ni,
nevronska mreža lahko iz vhodnih podatkov le sklepa pravilno strukturo. V
našem delu se bomo osredotočili le na nadzorovano učenje nevronskih mrež.
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4.1 Usmerjena nevronska mreža
Najbolj razširjena nevronska mreža je perceptron ali usmerjena (angl. Feed-
forward) nevronska mreža. Predstavljena je bila leta 1958 [41]. Usmerjena
nevronska mreža ne vsebuje povratnih zank med nevroni, temveč so vse si-
napse med nevroni usmerjene naprej. Drugače rečeno, signal se širi le v eno
smer, od vhoda proti izhodu.
Vhodna plast Skrite plasti Izhodna plast
Slika 4.1: Primer arhitekture usmerjene globoke nevronske mreže. Črtkano
obrobljeni in prosojni nevroni predstavljajo pristransko vrednost (angl. bias).
Nevrone v nevronskih mrežah združujemo v skupine ali plasti. Ločimo
tri vrste plasti. Vhodna plast predstavlja množico nevronov, ki posredujejo
vhodne podatke ali vhodni signal nižjim plastem nevronske mreže. Skrite
plasti predstavljajo jedro nevronske mreže. Če ima ta več skritih plasti jo
imenujemo globoka nevronska mreža (angl. Deep Neural Network, DNN).
Izhodna plast nevronske mreže je zadnja plast nevronske mreže in le posre-
duje odziv uporabniku, navadno v obliki vektorja, kjer posamezna vrednost
označuje aktivnost razreda glede na določen prag, na primer verjetnost po-
sameznega klasifikacijskega razreda. Enostaven primer globoke usmerjene
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nevronske mreže lahko vidimo na sliki 4.1.
Arhitektura nevronske mreže je organizacija posameznih nevronov in do-
ločitev sinaps med njimi. Določa, koliko plasti bo nevronska mreža imela,
kako bodo te plasti med seboj povezane in koliko bo nevronov v posamezni
plasti. Od arhitekture nevronske mreže so odvisni točnost nevronske mreže,
hitrost učenja in čas izračuna napovedi.
4.1.1 Delovanje






lahko izračunamo vrednost odziva posameznega nevrona kot
yi = θi(xi) . (4.2)
Pri tem je izhodni signal nevrona i definiran kot yi, wij označuje utež na
sinapsi med nevronoma i in j, signal xi, ki predstavlja vhodni signal ne-
vrona i, in yj izhod nevrona j iz preǰsnje plasti. Utež pristranskosti (angl.
Bias) je označena kot win in vrednost nevrona yn = 1. Poljubna aktivacij-
ska funkcija je označena kot θi. Aktivacijske funkcije se lahko razlikujejo
med posameznimi plastmi in nevroni. Zaradi preprostosti se najpogosteje
uporablja enaka aktivacijska funkcija znotraj posamezne plasti. Na sliki 4.2
lahko vidimo vhodne in izhodne signale posameznega nevrona definirane z
enačbama (4.1) in (4.2).
V vhodni plasti se najpogosteje uporablja funkcija
θ(xi) = xi . (4.3)
V primeru večrazredne klasifikacije se v izhodni plasti pogosto uporablja tudi
normalizirana eksponentna funkcija (angl. Softmax), ki za vhodni vektor
realnih števil poda verjetnostno porazdelitev, sestavljeno iz verjetnosti za
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Slika 4.2: Prikaz umetnega nevrona z vhodnim signalom in odzivom.
klasifikacijske razrede. Izhodna vrednost je tako definirana na intervalu [0, 1]
in vsota vseh vrednosti izhodnega vektorja je enaka 1.
V skritih plasteh se najpogosteje uporabljajo nelinearne funkcije, ki vne-
sejo nelinearnost. Tako so nevronske mreže zmožne najti nelinearne odvisno-
sti v podatkih. Vhod v aktivacijsko funkcijo je linearna kombinacija uteži in
izhodnih signalov nevronov iz predhodne plasti. Pogosto uporabljene akti-





ki je omejena na interval (0, 1), hiperbolični tangens




omejen na interval (−1, 1), in funkcija ReLU
θ(xi) = max(0, xi) , (4.6)
kjer je izhod omejen na interval [0,∞). Funkcija ReLU je izjemno popularna
pri razpoznavi slik. Z enačbama (4.1) in (4.2) in določeno arhitekturo mreže
lahko izračunamo odziv nevronske mreže tako, da razširimo vhodni signal od
vhoda proti izhodu skozi vse plasti.
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4.1.2 Klasično vzvratno razširjanje
Nevronska mreža spreminja vrednosti uteži v odvisnosti od ocenjevalnega
kriterija, ki je navadno podan v obliki funkcije — cenilke. Ta funkcija ovre-
dnoti odziv mreže glede na resnične vrednosti. Nižja vrednost cenilke pomeni
bolǰso točnost nevronske mreže, zato je naloga učenja nastaviti nabor para-
metrov tako, da bo vrednost cenilke čim nižja.
Cenilka je pogosto kar povprečna kvadratna napaka (angl. Mean Square






||y(x)− ydes(x)||2 , (4.7)
kjer W predstavlja nabor vseh uteži v nevronski mreži. Spremenljivka pred-
stavlja en vhodni primer, n je število vseh vhodnih primerov, vektor ydes(x)
predstavlja resnične vrednosti in vektor y(x) izračunane vrednosti nevronske
mreže ob vhodu x. Vrednosti vektorja y(x) so odvisne od W in vhodnega
vektorja x. Kot lahko opazimo iz enačbe (4.7), se vrednost cenilke bliža
vrednosti 0, ko se razlika med napovedano vrednostjo in resnično vrednostjo
vseh vhodnih primerov zmanǰsuje.
Cenilko minimiziramo s klasičnim vzvratnim razširjanjem napake (angl.
Backpropagation With Gradient Descent). Tu gre za posodobitev vrednosti
uteži na posameznih sinapsah od izhoda proti vhodu. Po izračunu odziva
nevronske mreže se vrednost cenilke izračuna s primerjavo vrednosti odziva
vsakega izhodnega nevrona yi z želeno istoležno vrednostjo izhodnega ne-
vrona ydesi . Tako lahko definiramo vsoto kvadratov odstopanja odzivov čez




(yi − ydesi )2 . (4.8)




= −ϵ∆iyj , (4.9)
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kjer δE/δwij predstavlja ustrezno komponento gradienta in ϵ velikost koraka
oziroma hitrost učenja (angl. Learning Rate). Zanj velja ϵ > 0. Cilj gradien-
tnega sestopa je posodobiti uteži tako, da bomo poiskali globalni minimum
vrednosti cenilke in tako dobili najbolǰsi odziv mreže. Če se mreža ujame v
lokalnem minimumu, je ena izmed možnih rešitev ponovna nastavitev vre-
dnosti uteži in ponovno učenje, druga pa povečanje velikost koraka ϵ.
Delta odzive izhodnih nevronov izračunamo z enačbo
∆i = σ
′
i(xi)||yi − ydesi || , (4.10)







kjer množica J predstavlja vrednosti naslednje plasti.
Ob prehodu vseh učnih primerov se zaključi en učni cikel (angl. Epoch).
Število učnih ciklov ponavljamo, vse dokler ne dosežemo želene točnosti ne-
vronske mreže. Učinkovitost učenja nevronske mreže je močno odvisna od
velikost koraka ϵ, nastavitve začetnih vrednosti uteži, izbora aktivacijskih
funkcij in različnih metod izbolǰsave gradientnega sestopa.
Eden izmed načinov pohitritve konvergence gradientnega sestopa je upo-
raba podmnožice učnih primerov (angl. Mini-Batch Learning). Nasprotno
od postopnega učenja (angl. Incremental Learning), kjer se popravek uteži
izvede za vsak vhodni primer v nevronski mreži, se tu popravke sešteva, uteži
pa posodobi šele ob prehodu vseh učnih primerov. S tem dosežemo časovno
pohitritev, poenostavitev učenja in zmanǰsamo možnost ustavitve v lokalnem
minimumu.
Moment (angl. Momentum) je prav tako pogosto uporabljena enostavna
metoda za pohitritev konvergence. Pri posodobitvi uteži se poleg osnov-
nega gradientnega sestopa, kot je definiran v enačbi (4.9), vpelje dodatni
parameter α, ki omogoča pospešitev konvergence in stabilizacijo gradienta z




+ αδwt−1ij . (4.12)
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Obstajajo mnogi bolǰsi pristopi za pohitritev učenja, kot je na primer pri-
lagodljiva ocena zagona (angl. Adaptive Moment Estimation, Adam). Pri
tem je treba poudariti, da kljub hitreǰsi konvergenci te metode niso vedno
primerne za uporabo na vezju FPGA, saj uporabljajo kompleksneǰse arit-
metične operacije in si za posamezno utež zapomnijo več vrednosti. Tako
smo primorani dostopati do počasnega globalnega pomnilnika in uporabiti
več vezja za izračun kompleksneǰsih in počasnih aritmetičnih operacij.
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Poglavje 5
Približni množilniki
V aplikacijah, ki do neke mere tolerirajo netočnost, je mogoče uporabiti pri-
bližne množilnike. Z njimi prihranimo računsko vezje, izbolǰsamo energetsko
učinkovitost in pohitrimo izvajanje algoritmov. Večina teh temelji na dveh
pristopih, in sicer na množenju z uporabo logaritmov in odrezanem množenju
(angl. Truncated Multipliers).
Osnovna ideja logaritemskih množilnikov je predstavitev operandov z
dvojǐskimi logaritmi, zaradi katerih lahko operacijo množenja nadomestimo
z enostavneǰsima operacijama pomika in seštevanja. Ti dve operaciji sta
enostavni za realizacijo na vezju [31]. Odrezano množenje temelji na ne-
upoštevanju manj pomembnih bitov, poenostavitvi vsote vmesnih produktov
ali poenostavitvi izračuna vmesnih produktov.
Logaritmični in odrezani množilniki izračunajo rezultat z majhnim ali
večjim odstopanjem od točnega rezultata. Na račun porabe računskega
vezja in dalǰsega cevovoda lahko z dodatnim korekcijskim vezjem izračunajo
točneǰsi rezultat.
5.1 Iterativni logaritemski množilnik
Iterativni logaritemski množilnik ali množilnik ILM omogoča iterativno iz-
bolǰsanje točnosti zmnožka. S tem lahko poljubno zmanǰsamo napako rezul-
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tata [10], vendar povečamo porabo vezja in zakasnitev.
Množilnik ILM lahko pomnoži dve nepredznačeni celi števili. Če zapǐsemo
logaritemski produkt dveh nepredznačenih celih števil N1 in N2 kot
log2 (N1 ·N2) = log2 N1 + log2 N2 , (5.1)
in označimo vodilni enici kot
k1 = ⌊log2 N1⌋ , k2 = ⌊log2 N2⌋ , (5.2)
sledi
log2 (N1 ·N2) ≈ k1 + k2 (5.3)
oziroma
N1 ·N2 ≈ 2k1 · 2k2 . (5.4)
Ker števili k1 in k2 označujeta pozicijo vodilne enice, je to zelo grob približek.
Pri tem je treba upoštevati še napako oziroma del števila brez vodilne enice.
Če faktorja predstavimo kot N = 2k +N ost, lahko produkt zapǐsemo kot
N1 ·N2 = (2k1 +N ost1 ) · (2k2 +N ost2 )
= 2k1+k2 + 2k2 ·N ost1 + 2k1 ·N ost2
+N ost1 ·N ost2 .
(5.5)
Absolutno napako lahko zapǐsemo kot E(0) = N ost1 · N ost2 , E(0) > 0 in prvi
približek množenja kot C(0) = 2k1+k2+2k2 ·N ost1 +2k1 ·N ost2 oziroma P
(0)
približek =
C(0). Pri množilniku ILM lahko ponavljamo fazo logaritemskega množenja
(enačba (5.5)) poljubnokrat oziroma dokler je absolutna napaka večja od 0.
Če faktorja pri absolutni napaki E(0) ponovno zmnožimo, dobimo E(0) =








C(j) ; i ≥ 1 , (5.6)
kjer člen C(j) predstavlja približek produkta iteracije j.
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Avtorji množilnika ILM [42] za množenje 16-bitnih nepredznačenih števil
z eno iteracijo popravljanja absolutne napake navajajo povprečno relativno
napako 0,98 %.
Vredno je tudi omeniti, da je pri množenju dveh predznačenih števil treba
posebej poskrbeti za predznak.
5.2 Množilnik LOBO
Množilnik LOBO je hibrid med logaritemskim in odrezanim množilnikom in
izkorǐsča prednosti obeh. Za spodnjih d bitov z manǰso težo (angl. Least Si-
gnificant Bit, LSB) uporabi logaritemsko množenje, za n−d bitov z večjo težo
(angl. Most Significant Bit, MSB) pa uporabi kodiranje Radix-4. Zmožen je
množiti dve 16-bitni predznačeni števili v dvojǐskem komplementu [31].
16-bitno predznačeno število N lahko zapǐsemo v binarnem zapisu kot
N = bn−1bn−2 . . . bdbd−1bd−2 . . . b1b0 (5.7)
in vrednost števila kot
N = −bn−1 · 2n−1 +
n−2∑︂
i=0
bi · 2i . (5.8)
Število razdelimo na d (d ≥ 4) bitov z manǰso težo in n − d bitov z večjo
težo, kjer uporabimo kodiranje Radix-4. Bite z manǰso težo lahko označimo
kot
B0 = −bd−1 · 2d−1 +
d−2∑︂
i=0
bi · 2i (5.9)






j · 4(j−1)+d/2 +B0 , (5.10)
kjer je b̂
R4
j = −2b2j+1 + b2j + b2j−1, b̂
R4
j ∈ {0,±1,±2}.
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Pri konfiguraciji d = 10 več bitov dodelimo natančnemu kodiranju Radix-
4. S tem je natančnost množilnika bolǰsa na račun večje porabe vezja. Z












b11b10b9 b8b7b6b5b4b3b2b1b0⏞ ⏟⏟ ⏞
B0
(5.11)









b13b12b11 b10b9b8b7b6b5b4b3b2b1b0⏞ ⏟⏟ ⏞
B0
. (5.12)






j · 4(j−1)+d/2 ·N2 +B0 ·N2 , (5.13)
kjer število N1 razčlenimo po enačbi (5.10).
Delni produkt b̂
R4
j · N2 je enostavno realizirati s kodiranjem Radix-4 na
vezju, preostali člen B0 · N2 pa je treba zmnožiti. Tu so avtorji [31] upora-
bili pristop iterativnega logaritemskega množilnika, pri tem pa so absolutno
vrednost števila N2 in števila B0 aproksimirali z ekskluzivnim ALI in dobili
enǐski komplement obeh števil. Z enačbo (5.5) iz iterativnega logaritemskega
množilnika za člen B0 ·N2 dobimo
B0 ·N2 = (s(B0) · (2k|B0| + |B0|ost)) · (s(N2) · (2k|N2| + |N2|ost))
= s(N2) · s(B0) · (2k|B0|+k|N2| + 2k|B0| · |N2|ost + |B0|ost · 2k|N2| + |B0|ost · |N2|ost)
= s(N2) · s(B0) · (2k|B0| · (2k|N2| + |N2|ost) + 2k|N2| · |B0|ost + |B0|ost · |N2|ost)
= s(B0) ·N2 · 2k|B0| + s(B0) · s(N2) · 2k|N2| · |B0|ost + s(B0) · s(N2) · |B0|ost · |N2|ost
≈ s(B0) ·N2 · 2k|B0| + s(B0) · s(N2) · |B0|ost · 2k|N2| ,
(5.14)
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kjer je s(N2) predstavlja predznak števila N2, s(B0) predznak števila B0,
člena k|B0| in k|N2| vodilni enici v številih |B0| in |N2|, kot sta definirani v
enačbi (5.2).
Vezje za približek delnega produkta bitov z manǰso težo je podobno kot
pri izvedbi množilnika ILM v poglavju 5.1. Prav tako je podobno vezje za
detekcijo vodilne enice (angl. Leading One Detector, LOD) v členih 2k|N2| in
2|kB0 |, kodiranje prioritet (angl. Priority Enconders), ki izračunata člena k|N2|
in k|B0| iz členov 2
k|N2| in 2k|B0| in pomikalni register (angl. Barrel Shifter).
Najkompleksneǰsi in najpočasneǰsi del množilnika LOBO je pomikalni re-
gister, zato so avtorji predstavili prag TS in TH . S tem so še dodatno apro-
ksimirali približke delnih produktov pri bitih z manǰso težo kot
PP01 =
⎧⎨⎩s(B0) ·N2, k|B0| < TSs(B0) ·N2 · 2k|B0| , k|B0| ≥ TS
in
PP02 =
⎧⎨⎩0, k|N2| < THs(B0) · s(N2) · |B0|ost · 2k|N2| , k|N2| ≥ TH
in s tem povečali napako približnega množilnika, vendar poenostavili realiza-
cijo pomikalnega registra, vezja za detekcijo vodilne enice in vezja za kodira-
nje prioritet. Z vǐsjo vrednostjo TS predstavimo manǰso napako v približnem
množilniku kot z vǐsjo vrednostjo TH .
Uporabili bomo konfiguracije LOBO10 (TS = 0, TH = 0), konfiguracijo
LOBOq10 (TS = 8, TH = 6), LOBO12 (TS = 0, TH = 0) in LOBOq12
(TS = 8, TH = 8).
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Poglavje 6
Izvedba nevronske mreže s
približnimi množilniki
6.1 Programsko ogrodje
Programsko ogrodje fpga-net, ki smo ga razvili, omogoča uporabo polno po-
vezanih nevronskih mrež s števili v fiksni ali plavajoči vejici. Učenje in na-
povedovanje nevronskih mrež je realizirano s programskim ogrodjem Intel
FPGA za OpenCL, ki je kompatibilno z ogrodjem OpenCL 1.0. Ščepci za
učenje in napovedovanje so optimizirani za izvajanje na vezjih FPGA, vendar
programsko ogrodje fpga-net omogoča izvajanje teh ščepcev tudi na drugih
pospeševalnikih, ki so podprti z ogrodjem OpenCL. Za te pospeševalnike ni
nikakršnih prilagoditev za optimalneǰse izvajanje.
Pri razvoju programskega ogrodja fpga-net smo uporabili razvojno okolje
Microsoft Visual Studio Community 2017 za izvedbo kode na gostitelju in
prevajalnik Intel FPGA for OpenCL 18.1.1 Standard Edition pri prevajanju
ščepcev OpenCL za vezje FPGA. Pri izvedbi množilnikov smo uporabili pro-
gramsko ogrodje Quartus Prime Version 18.1.1 Standard Edition, s katerim
smo tudi ocenili porabo energije množilnikov.
Ogrodje je napisano v programskem jeziku C++17 in zapakirano kot di-
namična knjižnica, ki jo lahko enostavno vključimo v poljuben projekt. Na
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grobo je knjižnica razdeljena na množico razredov na gostitelju, množico
ščepcev in približnih množilnikov za izvajanje nevronskih mrež na pospeše-
valniku in množico specializiranih razredov, ki poskrbijo za ujemanje arhi-
tekture nevronske mreže med gostiteljem in vezjem FPGA. Knjižnica poskrbi
tudi za ustrezne velikosti pomnilnikov v programskem ogrodju OpenCL in
za pravilen prenos podatkov in izvedbo ščepcev.























Zapisovalnik stanj izvajanja za vse razrede na gostitelju
Razredi na gostitelju
Ščepci in zaglavne datoteke za izvajanje na vezju FPGA






Slika 6.1: Arhitektura programskega ogrodja fpga-net. Smer puščic
označuje uporabo določenih razredov ali datotek.
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Glavni razred za izvedbo je vstopna točka pri izvedbi programa in pove-
zuje vse uporabljene razrede.
Zaglavna datoteka z nastavitvami nevronske mreže ima množico definira-
nih vrednosti, ki jih uporabijo razredi na gostitelju in ščepci na vezju FPGA.
Tu določimo uporabo števil v plavajoči ali fiksni vejici, vrednosti m in n
pri notaciji števil v fiksni vejici Qm.n in izberemo uporabo natančnega ali
približnega množilnika.
Na gostitelju je množica razredov za obdelavo podatkov in predstavitev
podatkov s števili v fiksni in plavajoči vejici. Ti razredi so na sliki označeni
kot upravljanje s podatki.
Z oznako upravljanje nevronske mreže na gostitelju smo označili razrede,
ki poskrbijo za določitev vseh lastnosti nevronske mreže — določitev arhitek-
ture, cenilke, aktivacijskih funkcij in nastavitev začetnih vrednosti uteži. Za
izvedbo ustreznih ščepcev v pravem vrstnem redu in z ustreznimi pomnilniki
skrbi razred za upravljanje ščepcev.
Na vezju FPGA imamo datoteke tipa cl, ki določajo izvajanje nevronske
mreže na vezju FPGA. Zaglavna datoteka z nastavitvami nevronske mreže
določa uporabo ustreznih funkcij za izvedbo nevronske mreže. Pri prevaja-
nju ščepca za napovedovanje in učenje so vključene vse zaglavne datoteke
za upravljanje mreže na vezju FPGA, vendar so uporabljene le funkcije, ki
so potrebne pri določeni konfiguraciji nevronske mreže. Prav tako so pripra-
vljeni vsi približni množilniki za vključitev v ščepec OpenCL.
6.2 Arhitektura nevronske mreže
Programsko ogrodje ima na voljo dve različni izvedbi polno povezane nevron-
ske mreže za vezje FPGA. Prva izvedba je optimizirana, vendar preprosta
različica, kjer sta ščepca za učenje in napovedovanje implementirana le za
enega delavca. Tu smo hoteli približati arhitekturo nevronske mreže vezju
FPGA. Druga izvedba nevronske mreže je z uporabo ščepcev za matrično
množenje, kjer so matrike razširjene z ničlami do ustrezne velikosti.
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Obe arhitekturi omogočata zamenjavo natančnih množilnikov s približnimi
množilniki. S to zamenjavo mislimo na vse operacije množenja v fazi učenja
in napovedovanja nevronske mreže, od razširjanja signala naprej, množenja
znotraj aktivacijskih funkcij, znotraj optimizacijskih funkcij in pri popravlja-
nju uteži. V primeru uporabe števil v fiksni vejici vrednosti aktivacijskih
funkcij tudi predhodno izračunamo in jih shranimo v pomnilnik konstant. S
tem se izognemo dragim izvedbam kompleksneǰsih funkcij na vezju FPGA in
pretvarjanju števil iz fiksne vejice v plavajočo vejice in obratno. Vse aktiva-
cijske funkcije smo aproksimirali in vzorčili z 210 vrednostmi.
Obe izvedbi omogočata izvedbo nevronskih mrež z različnimi arhitektu-
rami, testirali pa smo arhitekturo nevronske mreže 784− 300− 10 (slika 7.2)
in 784− 300− 300− 10.
6.2.1 Izvedba z enim delavcem
Izvedba z enim delavcem je optimizirana tako, da izkorǐsča cevovodni pa-
ralelizem na vezju FPGA. Na sliki 6.2 lahko vidimo dva glavna ščepca in
pomembneǰse prenose podatkov v ščepec oziroma iz ščepca. Oba ščepca za
napovedovanje in učenje v času ene iteracije obdelata vse podane vzorce.
Pri učenju nevronske mreže je za vsako učno iteracijo (angl. Epoch) treba
ponovno izvesti ščepec. Večji prenos podatkov med gostiteljem in vezjem
FPGA se izvede le pred prvim izvajanjem ščepca, ko se prenesejo vse začetne
vrednosti uteži in vse vhodne in resnične vrednosti za vse vzorce naenkrat
in po koncu učenja, ko se iz vezja FPGA prenesejo uteži naučene nevronske
mreže.
V fazi napovedovanja nevronske mreže se prav tako večji del prenosa
podatkov zgodi pred prvim izvajanjem ščepca, ko se prenesejo vse vhodne
vrednosti vseh vzorcev na vezje FPGA in ob koncu ščepca, ko se prenesejo vse
napovedi na gostitelja. Točnost napovedovanja in učna napaka se izračunata
na gostitelju.
Slabost te izvedbe je, da je za vsako spremembo arhitekture nevronske
mreže treba ščepec ponovno prevesti. To je potrebno zaradi optimalneǰsega














Slika 6.2: Ščepec za učenje nevronske mreže zgoraj in ščepec za napove-
dovanje s potrebnimi pomnilniki spodaj. Puščice nakazujejo smer prenosa
podatkov.
izvajanja, saj uporabljamo privatne in lokalne pomnilnike, za katere mora
biti velikost pomnilnikov znana že v času prevajanja ščepcev.
6.2.2 Izvedba z matričnim množenjem
Izvedba z matričnim množenjem temelji na matrični predstavitvi napovedo-
vanja in učenja polno povezanih nevronskih mrež. Ščepci so optimizirani za
hitro izvajanje matričnega množenja na vezju FPGA.
Matrično množenje je realizirano z množenjem podmatrik ali ploščic (angl.
Tiled Matrix Multiplication), kjer je osnovna ideja, da vsak delavec izračuna
eno vrednost v končni matriki produktov. Delavci so združeni v delovne
skupine in s tem je dobro izkorǐsčen lokalni pomnilnik, kamor se prenesejo
vrednosti uteži in vhodnih nevronov. Vsaka delovna skupina je definirana
v kvadratnem dvodimenzionalnem razponu. V naši izvedbi uporabljamo de-
lovne skupine velikosti 32 v prvi dimenziji in 32 delavcev v drugi dimenziji,
saj večje delovne skupine z optimizacijo razvoja notranjih zank ni mogoče
realizirati na našem vezju FPGA.
Na sliki 6.3 je primer potrebnega dela, ki ga opravi ena delovna skupina,
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označena z modrozeleno barvo v matriki C. V tem primeru so delovne sku-
pine velikosti 4 × 4. Delovna skupina na sliki, označena s C1,1, iterativno
prenese vrednosti iz matrike A in matrike B v lokalni pomnilnik in nato vsak
delavec izračuna vsoto produktov za svoj element v matriki C. Vsi delavci se
nato sinhronizirajo in ponovno prenesejo podatke za naslednjo podmatriko
iz matrike A in matrike B. To ponavljajo, dokler ne pridejo do zadnje vr-
stice matrike A oziroma stolpca matrike B. Na koncu vsak delavec shrani
svoj rezultat v globalni pomnilnik matrike C. Enačbo za izračun ene delovne




Ai,k × Bk,j ,
kjer p označuje število ploščic, ki jih potrebujemo, da obhodimo celotno vǐsino
matrike B oziroma širino matrike A. Če širino matrike A oziroma vǐsino
matrike B označimo kot n in uporabimo delovne skupine velikosti w × w,
mora veljati p = n/w, pri čemer je n mod w = 0.
B
A C
Slika 6.3: Primer matričnega množenja s ploščicami in opravljeno delo ene
delovne skupine.
V jedru ščepca sta zanka za prenos podatkov iz globalnega pomnilnika
matrike A in matrike B in zanka za izračun vsote produktov v celoti razviti
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in tako omogočata paralelen prenos podatkov in največjo možno prepustnost
ščepca. Takšen razvoj zank, ki dosegajo maksimalno prepustnost, je mogoč
le brez vejitev, zato je treba matrike ustrezno razširiti, da je vǐsina matrike
B oziroma širina matrike A deljiva s stranico ploščice w.
Slabost pristopa z matričnim množenjem je v tem, da je treba pred pro-
cesiranjem matrike razširiti do ustrezne velikosti z ničelnimi elementi in šele
nato sledi matrično množenje. Prav tako takšna izvedba ni primerna za ob-
delavo le enega vhodnega vzorca, saj je matrika B, ki ima vrednosti vhodnih
nevronov, široka le en stolpec z dejanskimi vrednostmi in preostale stolpce z
ničelnimi elementi. Želimo si obdelovati število vzorcev, ki je večkratnik w
oziroma čim bližje tej vrednosti. Za obdelavo enega vzorca pa je potrebna
posebna prilagoditev velikosti delovnih skupin na w × 1. Kljub temu pa ne
dosežemo tako dobre prepustnosti kot pri izvedbi z večjim številom vzorcev.
Enako kot pri izvedbi z enim delavcem se večji prenos podatkov zgodi
pred prvim izvajanjem ščepca, vendar pa se tu za obdelavo vseh vzorcev iz
določene množice izvede večje število ščepcev. Ščepec za matrično množenje
se ponovi za vsako plast nevronske mreže, to pa se ponovi ⌊n/b⌋-krat, kjer
b označuje število vzorcev v paketni obdelavi in n število vseh vzorcev. Pri
tem moramo paziti, da velja b ≥ w in je število n deljivo z velikostjo delovne
skupine v eni dimenziji (w) ali enako naslednjemu najbližjemu številu, ki je
deljivo z w.
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Poglavje 7
Eksperimenti in rezultati
V vseh eksperimentih, kjer smo uporabili števila v fiksni vejici, smo uporabili
štiri bite za predstavitev celega dela predznačenega števila, 12 bitov za deci-
malni del števila in en bit za predznak. Takšna števila so pogosto označena
z notacijo Qm.n, kjer m označuje število bitov za predstavitev celega dela in
n število bitov za predstavitev decimalnega dela števila v dvojǐskem komple-
mentu. S takšno predstavitvijo števil lahko definiramo števila na intervalu
[−2m, 2m) z ločljivostjo 2−n. Pri računanju s števili v plavajoči vejici smo
uporabili števila z enojno natančnostjo.
Uporabljali smo množilnik ILM z enim korekcijskim vezjem in množilnike
LOBO10, LOBOq10, LOBO12 in LOBOq12.
Eksperimente smo izvajali na procesorju Intel Core i5-4690K [43] z osnov-
nim delovnim taktom 3,5 GHz in podprtimi razširjenimi nabori ukazov za
vektorizacijo SSE4.1, SSE4.2 in AVX2. Za testiranje na vezju FPGA smo
uporabili ploščico C5P oziroma preimenovano v OpenVINO Starter Kit [44].
Na ploščici je na voljo vezje FPGA Cyclone V 5CGXFC9D6F27C7N [44] s
301.000 logičnimi elementi, 113.560 bloki ALM, 13.917 kb pomnilnika in 342
bloki DSP. Poleg vezja FPGA ima ploščica tudi 64 MB SDRAM in 1 GB
DDR3 SDRAM. Ploščica je na gostitelja priključena prek vodila PCIe Gen
1 ×4.
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7.1 Podatkovna zbirka MNIST
Pri napovedovanju in učenju polno povezane nevronske mreže smo upora-
bili podatkovno zbirko MNIST, ki vsebuje slike ročno napisanih enomestnih
števil. Zbirka je razdeljena na množico učnih vzorcev s 60.000 slikami in
množico testnih vzorcev z 10.000 slikami. Vzorec je slika s sivimi odtenki
velikosti 28× 28 slikovnih točk. Primere vzorcev prikazuje slika 7.1.
Slika 7.1: Primeri slik iz podatkovne zbirke MNIST [23].
Vse arhitekture nevronskih mrež, ki smo jih uporabili, imajo 784 vhodnih
nevronov, kar je enako številu slikovnih točk enega vzorca, in 10 izhodnih
nevronov, kjer vsak nevron predstavlja svoj klasifikacijski razred oziroma
enomestno števko od 0 do 9.
Uporabili smo dve različni arhitekturi za učenje na podatkovni zbirki
MNIST. Prva arhitektura nevronske mreže je imela eno skrito plast s 300 ne-
vroni, kjer so vsi nevroni imeli aktivacijsko funkcijo hiperbolični tangens, de-
finirano z enačbo (4.5). Vhodna in skrita plast sta imeli tudi eno pristransko
vrednost. To arhitekturo bomo v nadaljevanju označevali kot 784− 300− 10
(slika 7.2). Druga arhitektura je imela dve skriti plasti s 300 nevroni. Tu so
imeli vsi skriti in izhodni nevroni preprosteǰso aktivacijsko funkcijo ReLU,
definirano z enačbo (4.6). To arhitekturo bomo od sedaj naprej označevali
kot 784− 300− 300− 10.
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Slika 7.2: Prikaz primera arhitekture mreže 784 − 300− 10.
7.2 Meritve časa izvajanja
Pri evaluaciji nas je zanimala hitrost izvajanja različnih izvedb nevronskih
mrež. Predvsem nas je zanimal čas izvajanja na vezju FPGA v primerjavi s
časom izvajanja na CPE, čas izvajanja med različnimi približnimi množilniki
in primerjava časov izvajanja med izvedbo z enim delavcem in izvedbo z
matričnim množenjem.
Pri tem eksperimentu smo za vse konfiguracije uporabili arhitekturo ne-
vronske mreže 784− 300− 10 in merili čas izvajanja na gostitelju le za fazo
napovedovanja s 50.000 slikami iz učne množice. Za vsako konfiguracijo smo
izmerili 50 meritev, kjer smo program zagnali petkrat in v vsakem zagonu
desetkrat obhodili celotno učno množico.
Konfiguracije z oznako FPGA so izvedene na vezju FPGA, tiste z oznako
CPE pa na centralni procesni enoti. Z oznako Float smo označili konfigura-
cije, ki uporabljajo števila v plavajoči vejici in natančno množenje, z oznako
Fixed konfiguracije, ki uporabljajo števila v fiksni vejici in natančne namen-
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ske množilnike. Z ILM, LOBO10, LOBO12, LOBOq10 in LOBOq12 so označene
konfiguracije, ki uporabljajo istoimenske približne množilnike in števila v fi-
ksni vejici. Pri konfiguraciji ILM smo uporabili približni množilnik ILM z
enim korekcijskim vezjem. Oznaka Matrika označuje matrično izvedbo ne-
vronske mreže in oznaka Delavec označuje izvedbo nevronske mreže z enim
delavcem.
Vse izvedbe so realizirane s programskim ogrodjem OpenCL, vendar so za
vezje FPGA uporabljene posebne prilagoditve omenjene v poglavju 3.5. Pri
matični izvedbi smo napovedovali 64 vzorcev na enkrat in uporabili delovne
skupine velikosti 32 v prvi dimenziji in 32 v drugi dimenziji skupaj velikosti
1024. Poleg izvedbe s števili v plavajoči vejici (Matrika - FPGA - Float),
kjer prevajalnik ni uspel realizirati ščepca na vezje FPGA in smo zato upo-
rabili vektorizacijo velikosti 2 (num simd work items(2)), imajo matrične
izvedbe na vezju FPGA polno razvite zanke in vektorizacijo velikosti 4.
Na grafu 7.3 lahko vidimo primerjave hitrosti izvajanja na arhitekturi
CPE in vezju FPGA s števili v plavajoči in fiksni vejici.
Pri izvedbi za CPE opazimo največji standardni odklon, kar je posledica
deljenih sredstev CPE med aplikacijami, ki tečejo vzporedno z našim pro-
gramom. Nasprotno lahko opazimo, da je vezje FPGA rezervirano le za naše
izvajanje in ima zato manǰsi standardni odklon, ki pa je prisoten zaradi ko-
munikacije z gostiteljem in zaradi prenosa vseh podatkov med gostiteljem in
vezjem FPGA.
Izvajanje na vezju FPGA je prineslo pohitritev. S podobno matrično iz-
vedbo na CPE in FPGA smo s števili v plavajoči vejici v povprečju prihranili
približno eno sekundo, z uporabo števil v fiksni vejici na vezju FPGA pa smo
še dodatno pohitrili izvajanje in tako v povprečju dosegli 2170 ms na celoten
obhod učne množice. Pohitritev med konfiguracijo Matika - FPGA - Float
in Matrika - FPGA - Fixed je zaradi dvakrat večje vektorizacije in manǰse
zakasnitve pri računanju s števili v fiksni vejici.
Matrična izvedba nevronske mreže se na vezju FPGA obnese veliko bolje
kot izvedba z enim delavcem, ki je v povprečju potrebovala 160 sekund za ob-
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Slika 7.3: Graf primerjave časov napovedovanja nevronske mreže s stan-
dardnim odklonom med izvajanjem na CPE in vezjem FPGA. Z zeleno so
označeni eksperimenti na vezju FPGA in z oranžno na CPE.
delavo celotne množice. Zaradi bolǰse preglednosti smo jo s slike 7.3 izpustili.
Razlog za pohitritev je predvsem deljenje uteži in vrednosti nevronov in zato
manj pogosti prenosi. Testiranje podobne izvedbe z enim delavcem na CPE
pa se obnese veliko bolje. Prevajalnik je uspel razbrati neodvisnost posame-
znih iteracij zank in veliko operacij vektoriziral z razširjenim naborom ukazov
za vektorizacijo (angl. Advanced Vector Extensions — AVX). Poleg tega je
prenos med pomnilnikom in CPE hitreǰsi kot prenos med SDRAM in bloki
ALM na vezju FPGA in več-nivojski predpomnilnik na CPE omogoča še hi-
treǰsi dostop do pogosto uporabljenih vrednosti. Pri konfiguraciji Delavec
- FPGA - Fixed je prevajalnik na vezju FPGA uspel realizirati ščepca s fre-
kvenco ure 118,5 MHz, medtem ko CPE deluje približno pri frekvenci 3 GHz.
Na grafu 7.4 vidimo primerjave hitrosti izvajanja različnih približnih množilnikov
na vezju FPGA. Opazimo lahko, da smo z uporabo množilnika LOBOq10
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Slika 7.4: Graf primerjave časov napovedovanja nevronske mreže s standar-
dnim odklonom med različnimi množilniki na vezju FPGA. Vsi eksperimenti
so izvedeni z matrično izvedbo in na vezju FPGA (Matrika - FPGA). Z zeleno
so označeni približni množilniki in z oranžno natančni namenski množilniki.
dosegli najhitreǰse izvajanje. To je bilo mogoče zaradi kvantizacije in prepro-
steǰse realizacije množilnika na vezju FPGA, ki pa je prevajalniku omogočilo
sintezo vezja z najvǐsjo frekvenco ure 123 MHz. Pričakovali bi še hitreǰse izva-
janje z množilnikom LOBOq12, vendar zaradi neznanega razloga prevajalnik
ni uspel realizirati vezja z vǐsjo frekvenco ure.
Vse izvedbe s približnimi množilniki se izvajajo približno enako hitro z
manǰsimi odstopanji. Pričakovali bi, da bi se izvedbe z natančnimi namen-
skimi množilniki izvedle najhitreje, vendar zaradi velike porabe blokov DSP,
ki so razpršeni po vezju FPGA, predvidevamo, da prevajalnik ni mogel rea-
lizirati vezja z vǐsjo frekvenco ure. Dosegel je najvǐsjo frekvenco ure 116,42
MHz.
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7.3 Točnost učenja
S tem eksperimentom smo primerjali uspešnost učenja različnih konfiguracij
nevronskih mrež. Želeli smo predvsem poudariti težavnost učenja nevronskih
mrež z uporabo števil v fiksni vejici in uporabo približnih množilnikov brez
posebnih prilagoditev. Celoten postopek učenja je za vse konfiguracije pote-
kal 100 ciklov (angl. Epoch) s 50.000 slikami iz učne množice. Za optimizator
smo uporabili stohastični gradientni spust (angl. Stohastic Gradient Decent,
SGD), nastavili hitrost učenja (angl. Learning Rate) na 0,001 in uporabili
cenilko povprečne kvadratne napake. Uporabili smo števila v fiksni vejici v
formatu Q4.12, katere smo lahko predstavili s 16 biti.
Po metodi stohastičnega gradientnega spusta smo za vsak vhodni učni
primer popravili vrednosti uteži. Prav tako nismo uporabili prilagojene hi-
trosti učenja, saj ne bi mogli predstavitvi majhnih korakov v formatu Q4.12.
V vsakem ciklu učenja smo v naključnem vrstnem redu izbirali učne primere.
Poskusili smo nevronsko mrežo z arhitekturo 784− 300− 300− 10 z akti-
vacijsko funkcijo ReLU in 784− 300− 10 z aktivacijsko funkcijo hiperbolični
tangens. Nobene izmed izbranih arhitektur nismo uspešno naučili z uporabo
približnih množilnikov in predstavitvijo števil v formatu Q4.12.
Problem, ki se pojavi z uporabo fiksnih števil, so predvsem majhni koraki
v nasprotni smeri gradientnega spusta pri popravljanju uteži. Pri tem imamo
lahko tako majhne korake, da števila ne moremo predstaviti z 12 biti, ki jih
imamo na voljo za predstavitev decimalnega dela števila, in tako se uteži
ne posodobijo v vsaki iteraciji učenja, točnost nevronske mreže pa se ne
izbolǰsuje. Prav tako so uteži omejene z maksimalno oziroma minimalno
vrednostjo, ki jo lahko predstavimo s štirimi biti za celi del števila. Dodatno
napako vpeljemo še z uporabo približnih množilnikov, ki še dodatno otežijo
učenje.
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7.4 Točnost napovedovanja
Poleg točnosti učenja z uporabo različnih množilnikov nas je zanimala tudi
točnost napovedovanja. Enako kot v preǰsnjem eksperimentu, kjer smo gle-
dali točnost učenja, smo pri tem eksperimentu naučili nevronsko mrežo 784−
300− 10, kjer smo za optimizator uporabili stohastični gradientni spust, na-
stavili hitrost učenja na 0,001 in uporabili cenilko povprečne kvadratne na-
pake. Nevronsko mrežo smo naučili s števili v plavajoči vejici, vendar smo
ustrezno omejili vrednosti uteži tako, da smo jih lahko predstavili s števili
v fiksni vejici Q4.12. Uporabljenih je bilo pet različnih nevronskih mrež
784−300−10, naučenih s števili v plavajoči vejici. Napaka je izračunana v pri-
merjavi s točnostjo napovedi pri uporabi namenskega natančnega množilnika
s števili v fiksni vejici.
Slika 7.5: Povprečna relativna napaka napovedi s standardnim odklonom
pri uporabi različnih približnih množilnikov.
Povprečno relativno napako napovedovanja z različnimi množilniki si lah-
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ko ogledamo na sliki 7.5 in točnost napovedi v tabeli 7.1. Opazimo lahko,
da približni množilniki prinesejo manǰso povprečno relativno napako pri na-
povedovanju nevronske mreže. Najbolje se je odnesel približni množilnik
ILM z enim korekcijskim vezjem, ki je napovedoval s povprečno relativno
napako 0,1 % v primerjavi z natančnim množilnikom s števili v fiksni ve-
jici. V pričakovanem vrstnem redu mu sledijo približni množilniki LOBO10,
LOBOq10, LOBO12 in LOBOq12.
Tabela 7.1: Prikaz točnosti napovedi petih različnih nevronskih mrež
(NM1,NM2, . . . , NM5) pri napovedovanju vzorcev iz testne množice z upo-
rabo različnih množilnikov na vezju FPGA. Napaka je izračunana v primer-
javi z natančnim množilnikom s števili v fiksni vejici (Fixed).
NM1 NM2 NM3 NM4 NM5 MRE (σ)
Float 0,909 0,916 0,913 0,914 0,910 0,001 (0,000)
Fixed 0,911 0,917 0,915 0,915 0,912 /
ILM 0,909 0,916 0,915 0,914 0,911 0,001 (0,001)
LOBO10 0,883 0,887 0,860 0,880 0,893 0,037 (0,015)
LOBO12 0,840 0,827 0,864 0,854 0,827 0,078 (0,018)
LOBOq10 0,880 0,886 0,853 0,877 0,892 0,040 (0,017)
LOBOq12 0,777 0,789 0,767 0,791 0,844 0,132 (0,033)
Množilnika LOBO10 in LOBOq10 se po točnosti napovedovanja ne razli-
kujeta veliko in prav tako ne vpeljeta velike povprečne napake v primerjavi z
natančnim množilnikom. Približna množilnika LOBO12 in LOBOq12 pred-
stavita povprečni relativni napaki 7,8 % in 13,2 %. Na podlagi tega lahko
sklepamo, da dodelitev dveh bitov z največjo težo v decimalnem delu števil
Q4.12 k logaritemskemu delu približnega množilnika LOBO močno vpliva
na relativno napako napovedovanja. To je pričakovano, saj je v tem pri-
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meru celotni decimalni del produkta aproksimiran z logaritemskim delom
množilnika.
7.5 Poraba gradnikov na vezju FPGA
Na vezju FPGA nas je zanimala tudi sinteza ščepcev OpenCL na vezje FPGA
in poraba logičnih gradnikov z različnimi približnimi množilniki. Med seboj
smo primerjali sintezo ščepcev za napovedovanje nevronske mreže z matrično
izvedbo in arhitekturo nevronske mreže 784−300−10. V tabeli 7.2 je podana
primerjava porabe logičnih gradnikov, največja frekvenca ure in ocena porabe
energije realiziranih ščepcev na vezju FPGA.
Tabela 7.2: Prikaz sinteze ščepcev za fazo napovedovanja nevronske mreže
z uporabo različnih množilnikov.
ALM Registri Spominski Bloki Frekvenca Poraba
(113.560) (454.240) bloki (1220) DSP (342) ure energije
Float 76.381 (67 %) 194.431 (43 %) 765 (63 %) 154 (45 %) 128,79 MHz 5487 mW
Fixed 35.190 (31 %) 75.658 (17 %) 618 (51 %) 284 (83 %) 116, 42 MHz 4400 mW
ILM 74.599 (66 %) 156.397 (34 %) 628 (51 %) 28(8 %) 118,51 MHz 4800 mW
LOBO10 59.690 (53 %) 94.747 (21 %) 618 (51 %) 28 (8 %) 111,94 MHz 3681 mW
LOBO12 56.045 (49 %) 90.529 (20 %) 618 (51 %) 28 (8 %) 119,87 MHz 4556 mW
LOBOq10 51.498 (45 %) 88.869 (20 %) 618 (51 %) 28 (8 %) 122,95 MHz 4454 mW
LOBOq12 49.622 (44 %) 87.320 (19 %) 618 (51 %) 28 (8 %) 117,73 MHz 4390 mW
Z uporabo natančnih množilnikov in števil v plavajoči vejici (Float)
lahko opazimo največjo porabo vezja FPGA kljub manǰsi vektorizaciji ščepca.
Kompleksneǰsa realizacija vezja s števili v plavajoči vejici na vezju FPGA za-
vzame največje število gradnikov ALM, registrov in navsezadnje veliko število
blokov DSP, kjer se izvede hitra operacija množenja števil v plavajoči vejici.
Ocena porabe energije je prav tako po pričakovanjih najvǐsja zaradi največje
porabe gradnikov na vezju FPGA in najvǐsje dosežene frekvence.
V vseh naslednjih izvedbah smo uporabili števila v fiksni vejici v formatu
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Q4.12, predstavljena s 16 biti. S takšno predstavitvijo smo prihranili na
številu registrov in spominskih blokov. Opazimo lahko, da je število upo-
rabljeni blokov DSP pri vseh izvedbah s približnimi množilniki enako. Vsi
približni množilniki so realizirani na vezju FPGA z bloki ALM in registri,
bloki DSP pa so uporabljeni le za izračun odmikov posameznih delavcev
znotraj lokalnih in globalnih pomnilnikov in za izračun ostalih vrednosti,
kjer so potrebne natančne vrednosti.
Z uporabo natančnih množilnikov in števil v fiksni vejici (Fixed) smo
prihranili približno dvakrat več blokov ALM, kljub vǐsji vektorizaciji. Za-
radi vektorizacije smo porabili več blokov DSP in s tem pridobili na vǐsji
prepustnosti ščepca. Manǰsa poraba gradnikov na vezju FPGA, predvsem
registrov in spominskih blokov, in nižja frekvenca ure pa prineseta tudi nižjo
porabo energije v primerjavi z realizacijo Float.
Pri realizaciji s približnimi množilniki ILM smo v primerjavi z natančnimi
množilniki (Fixed) prihranili na blokih DSP. To je seveda pričakovano, saj
smo uporabili svojo izvedbo množilnikov na vezju FPGA, ki se je sintetizirala
z bloki ALM in registri in ne z natančnimi množilniki znotraj blokov DSP.
Približni množilnik ILM je razdeljen na pet stopenjski cevovod in zato je
poraba registrov večja. Z več registri in vǐsjo frekvenco ure pa je ocena
porabe energije vǐsja v primerjavi z natančnimi množilniki.
Vse realizacije približnih množilnikov LOBO uporabijo manǰse število re-
gistrov in blokov ALM kot približni množilnik ILM. Prav tako je ocena
porabe energije nižja predvsem zaradi nižje porabe registrov.
Približna množilnika LOBO10 in LOBO12 sta kompleksneǰsa od poeno-
stavljenih različic LOBOq10 in LOBOq12 in po pričakovanjih za realizacijo
na vezju FPGA porabita več blokov ALM in registrov. Približni množilnik
LOBO10 z najkompleksneǰsim kodirnikom prioritet in pomikalnim registrom
ima tudi največjo zakasnitev in zato najnižjo frekvenco ure pri izvajanju
celotnega ščepca.
Z uporabo približnih množilnikov v primerjavi z natančnimi množilniki
seveda nismo uspeli prihraniti vezja FPGA ali znižati porabe energije na
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vezju FPGA, smo pa prihranili bloke DSP in v večini primerov je prevajalnik
uspel sintetizirati vezje z vǐsjo frekvenco ure. S takšnim prihrankom blokov
DSP bi lahko v določenih aplikacijah bolje izkoristili vezje FPGA in uporabili
maloštevilne natančne množilnike v blokih DSP le tam, kjer je to nujno




V delu smo razvili programsko ogrodje za izgradnjo in uporabo polno po-
vezanih usmerjenih nevronskih mrež z natančnimi in približnimi množilniki.
Naše ogrodje izkorǐsča zmogljivosti programskega ogrodja OpenCL za pohi-
tritev delovanja in izvedbo nevronske mreže na vezju FPGA. Namesto števil
v plavajoči vejici lahko za učenje in napovedovanje nevronske mreže upo-
rabimo števila v fiksni vejici. S tem lahko pohitrimo delovanje nevronske
mreže, prihranimo gradnike na vezju FPGA in porabimo manj energije. V
primeru uporabe števil v fiksni vejici so na voljo tudi realizacije nekaj izbranih
približnih množilnikov — ILM, LOBO10, LOBO12, LOBOq10 in LOBOq12.
Izvedbo polno povezane nevronske mreže smo testirali na podatkovni
zbirki MNIST. Uporabili smo naivni pristop postopnega učenja, vsoto kva-
dratne napake za cenilko in za učenje stohastični gradientni spust. Ugotovili
smo, da je s takšnim enostavnim pristopom težko dobro naučiti nevronsko
mrežo s števili v fiksni vejici, predstavljenimi le s 16 biti. Korak učenja
postane hitro premajhen in uteži se ne posodabljajo. Z uporabo približnih
množilnikov smo še dodatno vnesli napako pri množenju. Množenje majhnih
števil v intervalu [0, 28) ima pri približnem množilniku LOBOq10 povprečno
relativno napako 45,05 % in pri množilniku LOBOq12 kar 96,09 % [31].
Drugače kakor pri učenju nevronskih mrež smo pri napovedovanju ugoto-
vili, da uporaba števil v fiksni vejici in uporaba približnih množilnikov prinese
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pohitritev in dovolj majhno relativno napako, da je približne množilnike tudi
v praksi smiselno uporabiti. S predhodno naučeno nevronsko mrežo s števili
v plavajoči vejici smo v fazi napovedovanja s števili v fiksni vejici dosegli
najbolǰso povprečno relativno napako 0,1 % s približnim množilnikom ILM
in najslabšo 13,7 % z množilnikom LOBOq12.
Poleg tega smo pokazali, da lahko z uporabo vezja FPGA pohitrimo iz-
vajanje napovedovanja nevronskih mrež v primerjavi z izvedbami na CPE.
Kljub uporabi števil v plavajoči vejici smo dosegli faktor pohitritve 1,28, z
uporabo števil v fiksni vejici pa je vezje FPGA prǐslo v ospredje s faktorjem
pohitritve 2,28. Nepričakovano pa so približni množilniki, razen množilnika
LOBO10, dosegli tudi vǐsjo frekvenco ure izvajanja in posledično hitreǰse iz-
vajanje v primerjavi z natančnimi namenskimi množilniki na vezju FPGA.
Tu gre najverjetneje za bolǰso razporeditev uporabljenih gradnikov na vezju
FPGA, ki prevede do sinteze vezja z vǐsjo frekvenco ure.
S prehodom na števila v fiksni vejici, kjer smo zmanǰsali potrebno veli-
kost uteži z 32 bitov na 16 bitov, smo prihranili 36 % vseh blokov ALM in
26 % vseh registrov, kljub dvakrat vǐsji vektorizaciji. Z vǐsjo vektorizacijo
smo povečali le porabo blokov DSP s 154 na 284 ali 83 % vseh blokov DSP. Z
uporabo približnih množilnikov smo uporabili več blokov ALM in registrov,
saj te za svojo realizacijo ne potrebujejo blokov DSP, kjer so namenski na-
tančni množilniki. Seveda se je poraba blokov DSP zmanǰsala. Prevajalnik
je s približnimi množilniki uspel sintetizirati vezje z vǐsjo frekvenco ure in
dosegli smo vǐsjo prepustnost. Na voljo so nam ostali tudi številni bloki
DSP, ki bi jih lahko po potrebi izkoristili. Izvedba s približnimi množilniki
LOBOq10 prinese najbolǰse razmerje med porabo gradnikov na vezju FPGA,
porabo energije, frekvenco uro delovanja in izgubo točnosti napovedovanja v
primerjavi z izvedbo z natančnimi množilniki.
Nadaljnje delo bi posvetili raziskavi in realizaciji bolǰsih metod učenja
nevronskih mrež s števili v fiksni vejici, predstavljeni s 16 biti ali manj. Prvi
poskus izbolǰsave učenja bi bilo učenje z več vzorci hkrati (angl. Mini-batch
Learning), saj bi tako prispevek več vzorcev lahko omogočil dovolj velik ko-
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rak, da bi se uteži posodobile. Realizirali bi dinamično prilagajanje uteži in
vrednosti na posameznih plasteh nevronske mreže s pomikalnimi registri. S
tem bi porabili več registrov na vezju FPGA in tudi zvǐsali kompleksnost
vsake operacije množenja, vendar bi imeli na voljo več bitov za predstavitev
decimalnega dela, kjer bi bilo to potrebno. Tako bi se izognili primeru, ko
se uteži ne posodabljajo. Potrebni bi bili tudi bolǰsi postopki učenja, kot je
na primer prilagodljiva ocena zagona (angl. Adaptive Moment Estimation,
Adam) [45]. Za realizacijo tega optimizatorja bi potrebovali dodatno logiko
za korenjenje števil v fiksni vejici. Tu bi lahko uporabili integracijo opisa
vezja v ščepec OpenCL. Dolgoročni cilj je testirati učenje in napovedova-
nje na večjih podatkovnih zbirkah in kasneje našo izvedbo razširiti tudi na
konvolucijske nevronske mreže za vezja FPGA.
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URL https://books.google.si/books?id=X9s9AAAACAAJ
[41] F. Rosenblatt, The perceptron: a probabilistic model for information
storage and organization in the brain., Psychological review 65 (6) (1958)
386.
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