We divide infinite sequences of subword complexity 2n + 1 into four subclasses with respect to left and right special elements and examine the structure of the subclasses with the help of Rauzy graphs. Let k ≥ 2 be an integer. If the expansion in base k of a number is an Arnoux-Rauzy word, then it belongs to Subclass I and the number is known to be transcendental. We prove the transcendence of numbers with expansions in the subclasses II and III.
Introduction
For any natural number k ≥ 2, the expansion in base k of an irrational algebraic number is conjectured to be normal in the sense that the expansion contains every block of digits of length n with a frequency asymptotic to 1/k n . Define the complexity p v (n) to be the number of different blocks of digits of length n in a fixed expansion v. The conjecture implies that numbers with low complexity expansion are either transcendental or rational. Hedlund and Morse [7] proved already in the first half of the 20th century that, if there exists a natural number n such that p v (n) ≤ n, the expansion v is ultimately periodic and the corresponding number rational. In 1997 Ferenczi and Mauduit [6] proved that numbers with an expansion v in base k of complexity p v (n) = n + l − 1, where 2 ≤ l ≤ k, are transcendental. Such expansions are called Sturmian words. They also generalized the transcendence result to so called Arnoux-Rauzy expansions, which form a subclass of sequences with complexity 2n + 1. The proof method was based on the combinatorial translation of a number theoretical result of Ridout [8] concerning rational approximations. The transcendence in the general case of complexity T. KÄRKI 2n + 1 was left open. In this article we divide the sequences of this complexity into four subclasses as in [5] . Arnoux-Rauzy words belong to Subclass I. Our aim is to generalize the transcendence result to numbers with expansions in the subclasses II and III. We remark that these results follow from the more general result recently obtained by Adamczewski et al. [1] . By improving the combinatorial criterion for transcendence from [6] , they proved that numbers with expansions of complexity O(n) are either rational or transcendental. Our proof is based on the original combinatorial criterion of Ferenczi and Mauduit [6] and thus requires more detailed analysis of the combinatorial structure of the expansions in these specific subclasses. For other results related to this topic, see [2] [3] [4] 9 ].
Basic definitions
An alphabet Σ is a nonempty finite set of symbols and a word over Σ is a (finite or infinite) sequence of symbols from Σ. A catenation of words is an operation defined as a 1 and Σ ω the sets of all finite, finite nonempty and infinite words over Σ, respectively. A word w is a factor of a word u (resp. a left factor or a prefix, a right factor or a suffix), if there exist words x and y such that u = xwy (resp. u = wy, u = xw). The length of w, denoted by |w|, is the total number of letters in w. The number of letters a in w is denoted by |w| a . Let L n (w) be the set of all factors of w of length n. The complexity function of w is p w (n) = #L n (w). A sequence
ω is called recurrent when every factor of v occurs infinitely many times in v. It is minimal when the factors occur also with bounded gaps, that is, the length of a word in v between any two consecutive occurrences of factor w cannot be arbitrarily large.
Combinatorial criterion for transcendence
We state here a combinatorial criterion for transcendence due to Ferenczi and Mauduit which is the basis of our transcendence proof. The proof of this theorem can be found, for example, in [6] .
Theorem 2.1 (combinatorial criterion for transcendence).
If θ is an irrational number and, for every n ∈ N, the expansion of θ in base k begins by 0.U n V n V n V n , where U n is a (possibly empty) word and V n is a nonempty word on an alphabet
In the following we use a modified form of this theorem. Suppose the expansion of θ is 0.v, where v ∈ {0, . . . , k − 1} ω . The theorem implies that θ is transcendental if we find an infinite number of different word triplets U, V and V satisfying the conditions
for some fixed positive integer h depending on the sequence v. We say that we are in the situation of Theorem 2.1 for the words V, V and U , if conditions ( * ) are satisfied.
Subclasses of complexity 2n + 1
Let v be an infinite recurrent word. A right special factor X ∈ L n (v) is a word with two or more extensions to the right. More precisely, there exist different letters a 1 and a 2 such that Xa 1 , Xa 2 ∈ L n+1 (v). Left special words are defined respectively. Denote by ∂ + (X) (resp. ∂ − (X)) the number of different right (resp. left) extensions of X. Suppose now p v (n) = 2n + 1 for every n ∈ N. Then clearly
This means that there are just two possibilities. There exist only one right special
Since same conclusions can be made with ∂ − , we have four types of languages L n (v):
Note that it is possible that a right special element is also left special. Note also that ultimately L n (v) is of constant type. This can be easily verified. If there exists a word in L m (u) with three different extensions to the right, then deleting letters from the left we get elements of L n (u) with the same three extensions to the right for every n < m. Similar reasoning can be made for words with three extensions to the left. Thus, the possibilities are 1. for all n ≥ 0, L n (u) is of type I; 2. there exists an integer n 0 such that L n (u) is of type I for n < n 0 , and of type II for n ≥ n 0 ; 3. there exists an integer n 0 such that L n (u) is of type I for n < n 0 , and of type III for n ≥ n 0 ; 4. there exist integers n 0 and n 1 such that L n (u) is of type I for n < n 0 , of type II for n 0 ≤ n < n 1 , and of type IV for n ≥ n 1 ; 5. there exist integers n 0 and n 1 such that L n (u) is of type I for n < n 0 , of type III for n 0 ≤ n < n 1 , and of type IV for n ≥ n 1 .
Hence, the words v of complexity 2n + 1 can be divided into four subclasses with respect to the ultimate type of L n (v). Minimal words in Subclass I are the ArnouxRauzy words for which the transcendence result is known [6] . Our aim is to prove the transcendence of minimal words in Subclass II and in the symmetric case III.
Rauzy graphs
To examine the combinatorial structure of minimal words in subclass II we need the notion of Rauzy graphs. The following construction is presented for ArnouxRauzy words in [5] with slight modifications on notations. Let v be an infinite recurrent word over Σ. The vertices of the Rauzy graph Γ n of v are the factors of length n in v and there is an arrow going from vertex E to vertex F with label a whenever E = bH, F = Ha with a, b ∈ Σ and bHa ∈ L n+1 (v). Now ∂ + (X) (resp. ∂ − (X)) is the number of outgoing (resp. incoming) arrows of vertex X. We call n-segment any finite sequence (E 0 , . . . , E k ) of vertices of Γ n such that there exists an arrow from E i to E i+1 , E 0 and E k are right special and from each E i , 1 ≤ i ≤ k−1 leaves only one arrow. The name of the n-segment (E 0 , . . . , E k ) is the catenation of the labels of the arrows
Because of the recurrence of v, the graph must be strongly connected, i.e. for every pair of vertices X and Y, there exists a path from X to Y and from Y to X. It follows that the graph Γ n of a minimal word in Subclass II has up to isomorphism one of the two forms of Figure 1 .
The presentation of Rauzy graphs is simplified by representing only the right special element D n and left special elements G 1,n and G 2,n . All the segments indicated in Figure 1 begin and end by D n . We fix the following notation: A n is the name of the unique n-segment going through only one left special element G 1,n . B n and C n are the names of the n-segments going through both left special elements G 1,n and G 2,n . Sometimes we simplify the notation and mark these n-segments without the subscript n.
In the first case, 2 and D n+1 = δD n are uniquely determined by the graph Γ n . Thus, the graph Γ n+1 is known entirely and we can easily see that A n+1 = A n , B n+1 = B n and C n+1 = C n . Note that the length of the path from G 1,n+1 to D n+1 is one smaller than from G 1,n to D n . This means that finally G 1,n+l = D n+l for some l ≥ 1 and we are in the second case.
The interesting case is the break down case, where G 1,n = D n . Let the three n-segments be 1 , b 2 } and γ 2 is fixed by the graph Γ n . Now Γ n does not determine Γ n+1 entirely. Suppose, for example, that δ = b 1 . Since, by the recurrence of v, the graph is strongly connected, we must have γ 1 = a 1 . This is illustrated by the dashed arrow in the left graph of Figure 2 . From the figure we can also clearly see that A n+1 = A n , B n+1 = B n A n and C n+1 = C n A n . We call this break down type 1. Table 1 . Recursion formulae of the names of the n-segments.
Other possible break down types and the names of the new segments can be calculated similarly. They are presented in Table 1 . Note that in the types 2 and 3 the roles of the left special elements change in such a way that G 2,n+1 = G 1,n γ 1 and G 1,n+1 = G 2,n γ 2 for some γ 1 and γ 2 in the alphabet Σ.
For the nth break down graph of a word v we connect the break down type i n ∈ {1, 2, 3} and the sequence (i n ) is called the directive sequence of v. Thus, we have the following lemma. A n , B n or C n ; X 0 is a (possibly empty) suffix of A n , B n or C n ; and X m is a (possibly empty) prefix of A n , B n or C n .
Transcendence of numbers with the expansions in subclasses II and III
Let θ be a number with expansion 0.v, where the sequence v is a minimal word belonging to Subclass II of complexity 2n + 1. Our aim is now to show that for such a sequence v we are in the situation of Theorem 2.1 for an infinite number of different word triplets V, V and U satisfying conditions ( * ) with some fixed positive integer h. We examine the directive sequence (i n ) given in Lemma 4.1. We have tree different cases:
Case I:
The sequence (i n ) contains an infinite number of occurrences of the factor 11. Case II: Ultimately, the sequence (i n ) does not contain any occurrences of 11, but it contains infinitely many occurrences of the factor 1. Case III: Ultimately, the sequence (i n ) consists only of integers 2 and 3. First, we take an example. Suppose that l ≥ 3, i m = 2, i m+1 = . . . i m+l = 1 and i m+l+1 = 2, then In the following we are going to prove the existence of such an integer h .
In order to find repetitions and fixed positive integers h and h in every above mentioned case our strategy is the following. We find prefixes U V 2 V of v with the help of useful factors u of (i n ) as in the previous example. For the length conditions we divide factors of the sequence (i n ) into three blocks. We introduce suitable words s, which together with finite prefixes of (i n ) act as beginning blocks and useful words act as end blocks. Each middle block t consists of at most one inequality preserving and one inequality changing word in this order. This construction is illustrated in Figure 3 . More precise descriptions of these concepts are given later.
We say that we execute a word w = i j . . . i j , when we apply recursion rules i j , . . . , i j in this order to the names of the segments A j , B j and C j . By a suitable Figure 3 . Illustration of blocks in the sequence (i n ). 
Proof. Denote the names of the segments A j0 , B j0 , C j0 by small letters a, b, c and A j1 , B j1 , C j1 by capital letters A, B and C. The names of the segments and some length calculations are presented in Table 2 . Note that, by the recursion formulae of Table 1 , the inequality |b| ≥ |c| is always valid. Thus, by the calculations, after the execution of suitable words we have 2|AC| − |B| ≥ 0 for every l ≥ 0. Examining the names of the segments in Table 2 , we can also see that |C| ≥ |A|. Hence, the inequality 2|AC| ≥ |B| ≥ |C| ≥ |A| holds.
The suitable words s are beginning blocks in the factor stu of (i n ). Now we look into the structure of the middle block t. Suppose that s is the nearest suitable word before the end block u. We assume that this suitable word does not overlap with the end block. Since the word s ends with either 1 or 2, the sequence t must begin by 3 2l 1 or 3 2l+1 2 or t = 3 l for some l ≥ 0. Otherwise we would have a suitable word closer to u than our s, which is impossible by definition. Since the 
Proof. Denote the names of the segments A j1 , B j1 , C j1 by small letters a, b, c and A j2 , B j2 , C j2 by capital letters A, B and C. Remember that always |B| ≥ |C|.
Regardless of the lengths of a, b and c, Table 3 shows that after executing a word 3 2l 1 or 3 2l+1 2 for any l ≥ 0, we have |C| ≥ |A|. Since 2r−1 ≥ r+1, when r ≥ 2, we can use the assumption r|ac| ≥ |b| to conclude r|AC|−|B| ≥ 0 in the case 3 2l 1. For the case 3 2l+1 2 we also need to note that (2r − 1)|c| + (r − 1)|a| ≥ r|ac|, because |c| ≥ |a|. Thus, after any number of executions of words 3 2l 1 and 3 2l+1 2 our inequality (2) holds.
If the suitable words do not occur infinitely many times as factors of (i n ), then the whole sequence is a catenation of inequality preserving words, at least after a finite (possibly empty) prefix. This prefix combined with a word of the form 3 2l 1 or 3 2l+1 2 is considered as the beginning block in this case. Whatever the situation is, Lemma 5.3 shows that a beginning block followed by a middle block is convenient for our purposes. Proof. After executing any beginning block we have
for some fixed integer r ≥ 2. Namely, if the beginning block is a suitable word, then by Lemma 5.1 we may choose r = 2. Otherwise, the beginning block is the noninequality-preserving finite prefix of (i n ) combined with a word of the form 3 2l 1 or 3 2l+1 2. After executing 3 2l 1 or 3 2l+1 2 we have |C j1 | ≥ |A j1 |, as seen in Lemma 5.2, and by the finiteness of the beginning part, the desired number r surely exists. As before, |B j1 | ≥ |C j1 |. Therefore (3) holds. After the execution of an inequality preserving word, inequality (2) Table 4 . By the recursion formulae of Table 1 , the other cases are obtained from these by replacing b by c and vice versa.
Suppose first that l ≥ 3. The case 21 l 2 is analysed in the example in the beginning of this section with j 3 = m and j 4 − 1 = m + l + 1. The analysis for the 
for every x ∈ {a, b, c} and a fixed integer h . Thus, by our example, we find a cube V 3 = C 3 and the conditions ( * ) are satisfied with h = 3 + 2h . Secondly, suppose l = 2 and inequality (4) holds. Now none of the segments seems to contain a cube, but we take advantage of the fact that all the segments share a common suffix bc 2 . If this is followed by segment B, we have 
The length of U can also be approximated, because |X i | ≤ |cabcc| ≤ 5h |V | and V 2 V must occur at least before X 5 . Thus |U | ≤ 5 · 5h |V |. Hence, the conditions ( * ) are obtained with h = 25h . The analysis for the other cases are similar, since the approximations can be done equivalently also for V and V containing b. Thus, the existence of infinite number of occurrences of the factor 11 in the directive sequence, allows us to be infinitely often in the situation of Theorem 2.1. (4) holds. In the latter case we use the repetitions mentioned above. Since V and V contain c, we calculate as in Lemma 5.4 that |V | < 11h |V | for the fixed h ≥ 2. Also |X i | < 6h |V | and |U | < 6 · 6h |V |, because V 2 V must now occur before X 6 . Since there are infinitely many occurrences of the factor 1, we are infinitely often in the situation of Theorem 2.1 with h = 36h . Proof. We divide this examination into subcases:
The sequence (i n ) contains infinitely many occurrences of factors 22 and 3. 2
• : Ultimately, the sequence (i n ) does not contain any occurrences of 22, but the sequence contains infinitely many occurrences of factors 33 and 2. 3
• : Ultimately, the sequences (i n ) is (23) ω , (32) ω , 2 ω or 3 ω .
First we note that the sequence 3 ω is impossible. Otherwise, for every l ≥ 1, after executing 3 2l we have A = ac l , B = bc l and C = c. This implies periodicity, which contradicts with the complexity of v. Table 6 introduces the useful sequences and corresponding names of the segments. One of the useful words must occur infinitely often. As in Lemma 5.5, in every case the segments A, B and C end with the same letter which is either b or c. One segment Y = xc or Y = xb is a suffix of the other segments, which end with cxc or bxb, respectively. Now Lemma 5.3 is valid and we are either in the situation of Theorem 2.1 before the end block or the repetition V 2 V is found analysing the segments in v = X 0 X 1 X 2 . . . same way as in Lemma 5.5. In the latter case |V | < 10h |V |, |U | < 6 · 6h |V | and we choose h = 36h .
Finally, we state our result. Proof. This is a straightforward consequence of Lemmata 5.4-5.6 and Theorem 2.1, the combinatorial criterion for transcendence. Proof. The Rauzy graphs of Subclass III can be obtained from the graphs in Figure 1 by converting all the arrows and replacing G by D and vice versa. Using similar considerations as in Section 4, we easily find out that the recursion formulae for the names of the segments are inverses of those of Table 1 . All the lemmata are valid, since length calculations are exactly the same and repetitions V 2 V can be found similarly. Note that now the segments have a common prefix instead of a common suffix in Lemmata 5.5-5.6.
Future work
Our aim is to search concrete examples of transcendental numbers with expansions in these subclasses. We are also going to examine, how the methods introduced here are suitable for the words in Subclass IV. However, this case seems to be quite complicated and, naturally, this result follows from the work of Adamczewski et al. [1] .
