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POSITIVE RADIAL SOLUTIONS FOR THE
MINKOWSKI-CURVATURE EQUATION WITH NEUMANN
BOUNDARY CONDITIONS
ALBERTO BOSCAGGIN, FRANCESCA COLASUONNO, AND BENEDETTA NORIS
Abstract. We analyze existence, multiplicity and oscillatory behavior of posi-
tive radial solutions to a class of quasilinear equations governed by the Lorentz-
Minkowski mean curvature operator. The equation is set in a ball or an annulus
of RN , is subject to homogeneous Neumann boundary conditions, and involves
a nonlinear term on which we do not impose any growth condition at infinity.
The main tool that we use is the shooting method for ODEs.
Dedicated to Professor Patrizia Pucci, on the occasion of her 65th
birthday, with great esteem.
1. Introduction
In this paper we deal with the existence and multiplicity of solutions to the
nonlinear boundary value problem
−div
(
∇u√
1− |∇u|2
)
= f(u) in Ω
u > 0 in Ω
∂νu = 0 on ∂Ω,
(1.1)
where ν is the outer unit normal of ∂Ω and Ω ⊂ RN (N ≥ 1) is a radial domain
which can be either an annulus
Ω = A(R1, R2) := {x ∈ RN : R1 < |x| < R2}, 0 < R1 < R2 < +∞,
or a ball
Ω = B(R2) := {x ∈ RN : |x| < R2}, 0 < R2 < +∞.
Throughout the paper, in order to treat simultaneously the cases of the annulus
and of the ball, we use the convention R1 = 0 when Ω = B(R2). We are interested
in radial, C2(Ω) solutions of (1.1), thus writing, with the usual abuse of notation,
u(x) = u(r) for r = |x|.
The nonlinear differential operator appearing in (1.1) is usually meant as a mean
curvature operator in the Lorentz-Minkowski space and it is of interest in Differ-
ential Geometry and General Relativity [3, 26, 27]; it also appears in the nonlinear
theory of Electromagnetism, where it is usually referred to as Born-Infeld operator
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[9, 10, 13]. In recent years, it has become very popular among specialists in Nonlin-
ear Analysis, and various existence/multiplicity results for the associated boundary
value problems are available, both in the ODE and in the PDE case, possibly in a
non-radial setting (see, among others, [1, 2, 4, 5, 6, 7, 17, 18, 19, 20, 23, 24, 30] and
the references therein).
In this paper, we focus on the Neumann boundary value problem (1.1). Notice
that, differently from the Dirichlet problem, solutions cannot exist if f has constant
sign; therefore, we are led to assume that f has a zero s0 > 0 (and, thus, u ≡ s0
is a constant solution to (1.1)). As a prototype nonlinearity, we can think at the
following difference of pure powers
f(s) = sq−1 − sr−1 with 2 ≤ r < q < +∞, (1.2)
which indeed satisfies f(s0) = 0 for s0 = 1.
In such a situation, it has been shown in some recent papers [11, 12, 14, 15, 16, 29]
that non-constant positive Neumann solutions to the semilinear equation
−∆u = f(u)
can be provided and characterized in terms of the intersection with the constant
solution u ≡ s0. More precisely, in [15, 16] it is proved that, if f ′(s0) is greater than
the k-th eigenvalue of the radial Neumann problem for −∆u = λu, then a solution
with u(R1) < s0, having exactly k intersections with s0 always exists (incidentally,
let us recall that this provides a positive answer to the conjecture raised in [14]).
Moreover, a solution with u(R1) > s0 and having exactly k intersections with
s0 also exists, if we further assume that f satisfies suitable sub-criticality growth
conditions at infinity (that is, in the case of the ball, q < 2∗ for the prototype
nonlinearity (1.2)). We note in passing that in [15, 16, 21, 22] a similar analysis is
performed for quasilinear problems governed by the p-Laplacian operator, cf. also
[33] for ground state solutions. Furthermore, the case of exponential nonlinearities
is treated in [8, 32].
The aim of the present paper is to show that the above multiplicity pattern can
still be provided for the strongly nonlinear problem (1.1): even more, due to the
singular character of the Minkowski-curvature operator, the existence of solutions
with u(R1) > s0 does not require any sub-criticality condition. Indeed, we work
with a minimal set of assumptions for f ; precisely, we just assume
(freg) f ∈ C1([0,+∞));
(feq) f(0) = f(s0) = 0, f(s) < 0 for 0 < s < s0 and f(s) > 0 for s > s0.
In order to state our main result, we need to introduce the radial eigenvalue
problem for the Laplacian with homogeneous Neumann boundary conditions in Ω,
that is
− (rN−1u′)′ = λrN−1u in (R1, R2) u′(R1) = u′(R2) = 0. (1.3)
It is well known that all the eigenvalues are simple and arranged in an increasing
sequence
0 = λrad1 < λ
rad
2 < . . . < λ
rad
k < . . .→ +∞
(for additional information concerning this problem see Appendix A ahead). The
main result of the paper is the following.
Theorem 1.1. Let Ω be either the annulus A(R1, R2) or the ball B(R2) and let f
satisfy (freg), (feq) and
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(fs0) for some integer k ≥ 1 it holds f ′(s0) > λradk+1.
Then there exist at least 2k distinct non-constant radial solutions u1, . . . , u2k to
(1.1). Moreover, we have
(i) uj(R1) < s0 for every j = 1, . . . , k;
(ii) uj(R1) > s0 for every j = k + 1, . . . , 2k;
(ii) uj(r)− s0 and uj+k(r)− s0 have exactly j zeros for r ∈ (R1, R2), for every
j = 1, . . . , k.
For the proof of Theorem 1.1, similarly as in the papers [15, 16, 31] we use a
shooting approach for the equivalent ODE problem
(
rN−1 u
′√
1−(u′)2
)′
+ rN−1f(u) = 0 r ∈ (R1, R2)
u > 0
u′(R1) = u′(R2) = 0.
(1.4)
Precisely, we first write the equation as the equivalent first order system
u′ =
v
rN−1
√
1 + (v/rN−1)2
, v′ = −rN−1f(u), (1.5)
and we then look for values d ∈ (0,+∞) \ {s0} such that the solution (ud, vd)
with initial condition (ud(R1), vd(R1)) = (d, 0) satisfies vd(R2) = 0. Due to the
assumption (feq), solutions (ud, vd) wind around the equilibrium point (s0, 0) in
the clockwise sense and, actually, the number of half-turns around such a point is
nothing but the number of intersections of ud with the constant solution u ≡ s0
(see Figure 4). By estimating, via assumption (fs0), the number of half-turns
around (s0, 0) when d → s0 and the number of half-turns when d → 0+ and
d → +∞, the existence of solutions making a precise number of half-turns follows
from a continuity argument, cf. Fig. 1. It is interesting to observe that the
 
number of half-turns
+1
<
*2_
_2
2+2
2
Figure 1. Number of half-turns performed by the solutions of
the Cauchy problem (u(R1), v(R1)) = (d, 0) associated with (1.5)
varying with the initial condition u(R1) = d. The existence of
a bound from above d∗ for the initial data d in correspondence
to which the solutions of the Cauchy problem perform at least
one half-turn in the phase plane is a consequence of the fact that
|u′| ≤ 1, see (1.5).
singular character of the Minkowski operator reflects into the fact that the right-
hand side in the equation for u′ (see (1.5)) is globally bounded, this being ultimately
the reason why no-subcriticality conditions are needed in this setting. On the
contrary, as already mentioned, when the equation is governed by the Laplacian
(cf. [12]) or the p-Laplacian operator (cf. [15, 22]), the existence of solutions having
u(R1) > s0 could be proved only if the nonlinearity f is Sobolev-subcritical. Indeed,
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this additional assumption allows to prove a priori estimates on the solutions, which
are crucial in the proof of a bound d∗ from above of initial data d and eventually
in the proof of the existence of solutions with u(R1) > s0. The necessity of such a
growth condition is also confirmed by numerical evidence in [12, Fig. 16].
In the case of the prototype nonlinearity (1.2), Theorem 1.1 reduces to the
following result.
Corollary 1.2. Let Ω be either the annulus A(R1, R2) or the ball B(R2) and let
f(s) = sq−1 − sr−1 with r ≥ 2 and q − r > λradk+1 for some integer k ≥ 1. Then
there exist at least 2k distinct non-constant radial solutions u1, . . . , u2k to (1.1).
Moreover, we have
(i) uj(R1) < 1 for every j = 1, . . . , k;
(ii) uj(R1) > 1 for every j = k + 1, . . . , 2k;
(ii) uj(r) − 1 and uj+k(r) − 1 have exactly j zeros for r ∈ (R1, R2), for every
j = 1, . . . , k.
To illustrate better our results stated in Theorem 1.1 and Corollary 1.2, we
present below some numerical simulations performed with the software AUTO-07P
[25]. In the simulations we consider the following special case of (1.4):
(
rN−1 u
′√
1−(u′)2
)′
+ rN−1(−u2 + uq−1) = 0 r ∈ (0, 1)
u > 0
u′(0) = u′(1) = 0,
(1.6)
with q > 3 and N = 1, 2. In Figures 2 (a) and 3 (a) below, we represent u(0)
as a function of q. The black horizontal line corresponds to the constant solution
u ≡ s0 = 1. We can see that, as soon as the exponent q overcomes a value
of the form 3 + λradk+1 (k ≥ 1), a new branch of solutions appears and each of
these branches bifurcates from the constant solution. Furthermore, in Figures 2
(b) and 3 (b) we plot a selection of nonconstant solutions, in order to show their
oscillatory behavior. It can be seen that solutions belonging to different branches
present different oscillatory behaviors, so that the appearance of a new branch
of solutions indicates the existence of a new solution with a different oscillatory
behavior. This is coherent with the multiplicity result stated in Corollary 1.2. We
can finally observe from the simulations (a), that while in dimension N = 1 the
values 3 + λradk+1 seem to be optimal in q for the existence of a new solution having
a different oscillatory behavior, in dimension N = 2 the bifurcation points are of
different type (called transcritical) and so, for instance, a nonconstant (decreasing)
solution can be expected to exist also in correspondence to values of q that are very
close to, but smaller than 3 + λrad2 . An analogous situation has been detected and
analytically proved via bifurcation theory, for the semilinear problem in [12]. It
would be interesting to perform a bifurcation analysis also in the quasilinear case
and to prove analytically the numerical evidence that the branches of nonconstant
solutions actually bifurcate from the branch of constant solutions u ≡ s0.
The plan of the paper is the following. In Section 2 we prove some preliminary
results for the (possibly singular) Cauchy problem (u(R1), v(R1)) = (d, 0) associ-
ated with (1.5). In Section 3 we estimate, using a trick based on a system of scaled
polar coordinates, the number of half-turns around the equilibrium point (s0, 0) of
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Figure 2. (a) Partial bifurcation diagram in dimension N = 1,
with R1 = 0, R2 = 1, and s0 = 1. (b) Graphs of eight solutions
belonging to the four branches represented in (a). The colour of
each solution is the same as the branch it belongs to. For each
branch we have selected two solutions, one with u(0) > 1 and
the other with u(0) < 1. The solutions displayed correspond to
different values of q.
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Figure 3. (a) Partial bifurcation diagram in a unit disk (i.e., R1 =
0, R2 = 1, and N = 2), with s0 = 1. (b) Solutions corresponding
to q = 70.
solutions (ud, vd) with d → s0. Finally, in Section 3 we give the proof of Theo-
rem 1.1. The paper ends with Appendix A, where we recall some known results for
the radial Neumann eigenvalue problem for −∆u = λu.
2. The Cauchy problem
In all the paper we will assume that Ω is either the annulus A(R1, R2) or the
ball B(R2) and that f satisfies (freg) and (feq).
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Let us introduce the trivial extension of f
fˆ(s) :=
{
f(s) if s ≥ 0
0 if s < 0,
(2.1)
which is continuous thanks to (feq). We consider the radial problem{
(rN−1ϕ(u′))′ + rN−1fˆ(u) = 0 r ∈ (R1, R2)
u′(R1) = u′(R2) = 0.
(2.2)
Here, with the usual abuse of notation, u(r) = u(|x|), the prime symbol ′ denotes
the derivative with respect to r, and
ϕ(s) :=
s√
1− s2 . (2.3)
For future use, note that ϕ is invertible with inverse
ϕ−1(t) =
t√
1 + t2
and that
|ϕ−1(t)| < 1 for all t ∈ R. (2.4)
We shall see (cf. Lemma 2.3 at the end of this section) that u is a nonconstant
radial solution of (1.1) if and only if u is a nonconstant solution of (2.2).
Before doing that, we prove uniqueness, global continuability and regularity for
the associated Cauchy problem; hence we consider, for every d ≥ 0,
u′ = ϕ−1
(
v
rN−1
)
r ∈ (R1, R2)
v′ = −rN−1fˆ(u) r ∈ (R1, R2)
u(R1) = d
v(R1) = 0.
(2.5)
We note that, despite the presence of the term v/rN−1 (which is singular if N ≥ 2
and R1 = 0), using (2.4) it follows that the right hand side of the above system,
that is F : (R1, R2)× R2 → R2 defined as
F (r, (u, v)) :=
(
ϕ−1
( v
rN−1
)
,−rN−1fˆ(u)
)
,
is an L∞-Carathe´odory function, namely
(i) F (·, (u, v)) is measurable for every (u, v) ∈ R2;
(ii) F (r, ·) is continuous for almost every r ∈ (R1, R2);
(iii) for every K > 0 there exists CK > 0 such that |F (r, (u, v))| ≤ CK for
almost every r ∈ (R1, R2) and for every (u, v) ∈ R2 with |(u, v)| ≤ K.
Hence, by the Peano existence theorem for ODEs with L∞-Carathe´odory right
hand side (see for example [28, Section 1.5]), the existence of a local W 1,∞ so-
lution of (2.5) is guaranteed. Below, we prove uniqueness, higher regularity and
global continuability for such a solution, henceforth denoted by (ud, vd), as well as
a continuous dependence result.
Lemma 2.1. For every d ≥ 0, the local W 1,∞ solution (ud, vd) of (2.5) is unique
and can be defined on the whole [R1, R2]; moreover, ud is of class C
2([R1, R2]),
with u′d(R1) = 0.
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In addition, if (dn) ⊂ [0,+∞) is such that dn → d ∈ [0,+∞) as n→ +∞, then
(udn(r), vdn(r))→ (ud(r), vd(r)) uniformly for r ∈ [R1, R2], (2.6)
u′dn(r)→ u′d(r) uniformly for r ∈ [R1, R2]. (2.7)
Proof. We first observe that any solution (ud, vd) can be defined in [R1, R2]. Indeed,
since |u′d| < 1 by (2.4) and (2.5), we obtain
|ud(r)| ≤ d+
∫ r
R1
|u′d(s)|ds ≤ d+R2 −R1
and consequently
|vd(r)| ≤
∫ r
R1
sN−1|fˆ(ud(s))|ds ≤ (R2 −R1)
N
N
max
|s|≤d+R2−R1
|fˆ(s)|
for every R1 ≤r ≤ R2 in the maximal interval of definition of the solution (ud, vd).
Hence, (ud, vd) cannot blow-up in a finite interval, proving that it can be globally
extended in [R1, R2].
In the rest of the proof we suppose R1 = 0, since the result is standard in case
R1 > 0. In order to prove uniqueness, let (ud, vd) and (u¯d, v¯d) be two distinct
solutions of (2.5) and define (U, V ) := (u¯d − ud, v¯d − vd). Then (U, V ) is a solution
of the following problem
U ′ = ϕ−1
(
v¯d
rN−1
)− ϕ−1 ( vd
rN−1
)
V ′ = −rN−1(fˆ(u¯d)− fˆ(ud))
U(0) = V (0) = 0.
(2.8)
Using the local-Lipschitz continuity of ϕ−1 and fˆ we find
|U ′(r)| ≤ K |V (r)|
rN−1
and |V ′(r)| ≤ KrN−1|U(r)|
for a.e. r ∈ [0, R2], where K > 0 is a suitable constant. Then,
|U(r)| ≤
∫ r
0
|U ′(s)|ds ≤ K
∫ r
0
|V (s)|
sN−1
ds ≤ K
∫ r
0
1
sN−1
(∫ s
0
|V ′(t)|dt
)
ds
≤ K2
∫ r
0
1
sN−1
(∫ s
0
tN−1|U(t)|dt
)
ds ≤ K2
∫ r
0
(∫ s
0
|U(t)|dt
)
ds
≤ K2R2
∫ r
0
|U(t)|dt
for every r ∈ [0, R2]. Hence, by Gronwall’s Lemma,
U(r) = 0 for every r ∈ [0, R2]
and consequently, using (2.8), also V (r) = 0 for every [0, R2].
We now prove that ud is of class C
1([0, R2]), with u
′
d(0) = 0. By the second
equation in (2.5), we obtain∣∣∣∣ vd(r)rN−1
∣∣∣∣ = ∣∣∣∣∫ r
0
(s
r
)N−1
fˆ(ud(s)) ds
∣∣∣∣ ≤ ∫ r
0
|fˆ(ud(s))| ds.
Therefore,
vd(r)
rN−1
→ 0, as r → 0+,
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and consequently, by the continuity of ϕ−1, we conclude that u′d can be continuously
extended up to r = 0 with u′d(0) = 0.
In order to show that ud is of class C
2([0, R2]), following [20, Remark 3.3] let us
prove that
lim
r→0+
ϕ(u′d(r))
r
= − fˆ(d)
N
. (2.9)
To this aim, fix ε > 0. By the continuity of ϕ and of ud, there exists δ > 0 such
that |fˆ(d)− fˆ(ud(sr))| < ε for every sr ∈ [0, δ). Taking r ∈ (0, δ), we have∣∣∣∣∣ fˆ(d)N + ϕ(u′d(r))r
∣∣∣∣∣ =
∣∣∣∣∣ fˆ(d)N − 1rN
∫ r
0
sN−1fˆ(ud(s)) ds
∣∣∣∣∣
=
∣∣∣∣ 1rN
∫ r
0
sN−1
(
fˆ(d)− fˆ(ud(s))
)
ds
∣∣∣∣ ≤ εN ,
so that (2.9) holds. As a consequence, ϕ(u′d) is of class C
1([0, R2]), which implies,
being ϕ−1 regular, that ud is of class C2([0, R2]).
Concerning the continuous dependence, the proof of (2.6) is a standard argument
based on the Ascoli-Arzela` Theorem. We now prove (2.7). Let dn → d, then, by
the second equation in (2.5), we get for every r ∈ [R1, R2]∣∣∣∣vdn(r)− vd(r)rN−1
∣∣∣∣ = ∣∣∣∣∫ r
0
(s
r
)N−1
[fˆ(udn(s))− fˆ(ud(s))] ds
∣∣∣∣
≤
∫ r
0
|fˆ(udn(s))− fˆ(ud(s))| ds→ 0 as n→∞, (2.10)
where in the last step we used (2.6) and the continuity of fˆ . Finally, by the first
equation in (2.5) and the continuity of ϕ−1, (2.7) follows. 
Remark 2.2. Let us notice that, in the case R1 = 0, the above lemma implies that
vd(r)/r
N−1 can be continuously extended to 0 up to r = 0 and that (cf. (2.7))
vdn(r)
rN−1
→ vd(r)
rN−1
uniformly for r ∈ [0, R2]. (2.11)
We conclude the section with a maximum-type principle.
Lemma 2.3. The function u is a radial solution of (1.1) if and only if u solves
(2.2) and u 6≡ −C with C ≥ 0.
Proof. Proceeding exactly as in [16, Lemma 2.1], one can prove that if u solves (2.2)
and u 6≡ −C with C ≥ 0 then u ≥ 0. It only remains to show that u(r) > 0 for
r ∈ [R1, R2]. To this aim, suppose by contradiction that there exists r¯ ∈ [R1, R2]
such that u(r¯) = 0, then also u′(r¯) = 0. If r¯ > 0, the standard Cauchy-Lipschitz
theory implies that u ≡ 0, which is a contradiction. Otherwise r¯ = 0, and we
proved in Lemma 2.1 that also in this case u ≡ 0. 
3. Scaled polar coordinates
Thanks to the uniqueness result proved in Lemma 2.1, we can study system
(2.5) by passing to scaled polar coordinates around the point (s0, 0). For α > 0
and r ∈ [R1, R2], let {
u(r)− s0 = ρ(r) cos θ(r)
v(r) = −αρ(r) sin θ(r). (3.1)
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For d ≥ 0 and d 6= s0, if (ud, vd) satisfies (2.5), the corresponding (θd, ρd) is such
that, for r ∈ (R1, R2),
θ′d =
1
αρ2d
[
ϕ−1
( vd
rN−1
)
vd + r
N−1fˆ(ud)(ud − s0)
]
=
α sin2 θd
rN−1[1 + (vd/rN−1)2]1/2
+ rN−1fˆ(ud)
ud − s0
αρ2d
(3.2)
with initial conditions
θd(R1) =
{
pi if 0 < d < s0
0 if d > s0.
and ρd(R1) = |d− s0|.
We remark that, by (3.2), θd(r) is strictly increasing for every r ∈ [R1, R2], so
that the solution (ud, vd) is turning clockwise around (s0, 0) in the phase plane
(u, v).
 
,
Figure 4. A solution (ud, vd), with 0 < d < s0, in the phase plane
(u, v). The solution is also given in polar coordinates (θd, ρd) with
α = 1. It can be noted from the picture that ud(r¯) = s0 if and
only if cos θd(r¯) = 0 and that vd(r) = 0 for some r ∈ [R1, R2] if
and only if sin θd(r) = 0.
We would like to estimate the quantity θd(R2)− θd(R1) for d in a neighborhood
of s0. We remark that, despite the fact that the angle θd depends on the constant
α, the quantity ⌊
θd(R2)− θd(R1)
pi
⌋
,
that is the number of half turns of the solution around (s0, 0), does not depend on
α. Here b·c denotes the floor function. Indeed, this quantity is the number of zeros
of v(r) for r ∈ (R1, R2], which clearly does not depend on α, cf. also Fig. 4.
Lemma 3.1. Suppose that, for some integer k ≥ 1,
f ′(s0) > λradk+1.
There exists δ¯ > 0 such that θd(R2) − θd(R1) > kpi for d ∈ [s0 − δ¯, s0 + δ¯] and
d 6= s0.
Proof. Suppose that f ′(s0) > λradk+1. Let λ¯ be such that
λradk+1 < λ¯ < f
′(s0), (3.3)
and consequently choose ε > 0 such that
λ¯
√
1 + ε2 < f ′(s0)− ε.
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Then, using assumptions (freg) and (feq), there exists δ > 0 such that, for every s
satisfying |s− s0| ≤ δ, it holds
fˆ(s)(s− s0) ≥ (f ′(s0)− ε)(s− s0)2 ≥ λ¯
√
1 + ε2(s− s0)2. (3.4)
Thanks to (2.6) and (2.11), there exists δ¯ > 0 such that, for every d satisfying
0 < |d− s0| ≤ δ¯, it holds
|ud(r)− s0| ≤ δ and |vd(r)|
rN−1
≤ ε, (3.5)
for every r ∈ [R1, R2], being us0 ≡ s0 in [R1, R2]. Now we choose in (3.1) and
consequently in (3.2)
α =
√
1 + ε2.
By replacing (3.4) and (3.5) into (3.2), and using (3.1), we obtain that, for every d
satisfying 0 < |d− s0| ≤ δ¯ and r ∈ [R1, R2],
θ′d(r) ≥
sin2 θd(r)
rN−1
+ λ¯rN−1 cos2 θd(r). (3.6)
Recalling equation (A.4) with µ = λ¯, using the Comparison Theorem for ODEs
and (A.2), we obtain, for all d satisfying 0 < |d− s0| ≤ δ¯,
θd(r)− θd(R1) ≥ ϑλ¯(r) for all r ∈ [R1, R2].
In particular, by relation (3.3) and Theorems A.2 and A.1, we have
θd(R2)− θd(R1) > ϑλradk+1(R2) = kpi. 
4. Proof of the main result
Proof of Theorem 1.1. Suppose first d ∈ [0, s0) and let (ud, vd) be the solution of
(2.5). We consider the associated angular variable θd given by (3.1) with α = 1.
Notice that θd(R1) = pi. By assumption (fs0) and Lemma 3.1, we have
θd(R2) > (k + 1)pi for d ∈ [s0 − δ¯, s0). (4.1)
Furthermore
θ0(r) ≡ pi for every r ∈ [R1, R2]. (4.2)
By (2.6), the map d 7→ θd(R2) is continuous on [0, s0). Thus (4.1) and (4.2) imply
that, for all j = 1, . . . , k, there exists dj ∈ (0, s0) such that
θdj (R2) = (j + 1)pi. (4.3)
By (3.1), this corresponds to u′dj (R2) = 0, so that uj := udj for j = 1, . . . , k are
the solutions mentioned in point (i). In order to study the oscillatory behavior of
uj for j = 1, . . . , k, we notice that, by (3.2) and (4.3), θdj (·) is strictly increasing
from pi to (j+ 1)pi. Hence there exist exactly j radii r1, . . . , rj ∈ (R1, R2) such that
θdj (r1) =
3
2pip, θdj (r2) =
5
2pip, . . . , θdj (rj) =
(
j + 12
)
pip. Again by (3.1), we have
uj(r) = s0 if and only if r ∈ {r1, . . . , rj}.
If d > s0, then θd(R1) = 0. Again by assumption (fs0) and Lemma 3.1, we have
θd(R2) > kpi for d ∈ (s0, s0 + δ¯].
On the other hand, we claim that, letting d∗ := s0 +R2 −R1, it holds
θd∗(R2) < pi.
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Indeed by (2.4) we have, for every r ∈ [R1, R2],
ρd∗(r) cos θd∗(r) = ud∗(r)− s0 ≥ −
∫ r
R1
|u′d∗(s)| ds+ d∗ − s0
> −(R2 −R1) + d∗ − s0 = 0,
implying that θd∗(r) < pi/2 for every r ∈ [R1, R2].
As in the previous case, we infer the existence of k values dj+k for j = 1, . . . , k
such that θdj+k(R2) = jpi. We thus obtain the solutions uj+k := udj+k for every j =
1, . . . , k whose existence is stated in (ii). Similarly as before, there exist r1, . . . , rj ∈
(R1, R2) such that θdj+k(r1) =
1
2pi, θdj+k(r2) =
3
2pi, . . . , θdj+k(rj) =
(
j − 12
)
pi,
proving the oscillatory behavior stated at (iii). 
Appendix A. Radial eigenvalue problem for the Neumann Laplacian
In this appendix we recall some known results concerning the radial eigenvalue
problem for the Laplacian with homogeneous Neumann boundary conditions (1.3).
Even though this equation contains the possibly singular weight r1−N , it is well
known that the eigenfunctions satisfy the classical Sturm theory. We refer for
example to [34], where indeed a more general problem is treated.
Theorem A.1. [34, Theorem 1] The eigenvalue problem (1.3) has a countable
number of simple eigenvalues 0 = λrad1 < λ
rad
2 < λ
rad
3 < . . . , limk→+∞ λ
rad
k = +∞,
and no other eigenvalues. The eigenfunction that corresponds to the k-th eigenvalue
λradk has k − 1 simple zeros in (R1, R2).
Via the change of variables{
u(r) = %λ(r) cosϑλ(r)
rN−1u′(r) = −%λ(r) sinϑλ(r),
if u is an eigenfunction associated to λ as in (1.3), the corresponding (ϑλ, %λ) is
such that
ϑ′λ =
sin2 ϑλ
rN−1
+ λrN−1 cos2 ϑλ, r ∈ [R1, R2]. (A.1)
By convention, we choose an eigenfunction u satisfying u(R1) > 0, so that we can
assume
ϑλ(R1) = 0. (A.2)
Notice that, by (A.1), the function r 7→ ϑλ(r) is strictly increasing. As a conse-
quence, if λ = λradk+1 for k ≥ 0, the fact that the eigenfunction which corresponds to
the (k + 1)-th eigenvalue has k simple zeros in (R1, R2) reads as
ϑλradk+1(R2) = kpi. (A.3)
We will also need to consider the Cauchy problem associated to the equation
(A.1) when λ is not an eigenvalue. Also in this case it is known that, despite the
fact that the equation may be singular, there exists a unique solution satisfying the
initial condition ϑµ(R1) = 0.
Theorem A.2. [34, Theorem 4] For every µ > 0, let ϑµ solve
ϑ′µ =
sin2 ϑµ
rN−1
+ µrN−1 cos2 ϑµ, r ∈ [R1, R2], (A.4)
with initial condition ϑµ(R1) = 0. The function ϑµ(R2) is strictly increasing in µ.
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