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Abstract
We give a unified description of twisted forms of classical reductive
groups schemes and their natural inclusions. More precisely, the group
schemes of families GL, SL, Sp, PSp, GSp, SO, PSO, GSO, and Spin are
constructed from algebraic objects of finite rank with the same automor-
phisms as these groups, excluding some exceptions of small rank. These
objects, augmented odd form algebras, consist of 2-step nilpotent groups
with an action of the underlying commutative ring, hence we develop basic
descent theory for them.
1 Introduction
The classical groups GL(n,K), Sp(2n,K), and O(n,K) are the automorphism
groups of classical forms over finite free K-modules. A unified approach to all
these groups and some of their variations is the Anthony Bak’s definition of
unitary groups [1]. Even more general definitions are given in [9] by Victor
Petrov and later in our work [11].
There are well-known constructions of all twisted forms of some of the classi-
cal groups. The group schemes GL(n,−) and Sp(2n,−) are the unitary groups
of Azumaya algebras with involutions, and the automorphism groups schemes
of these algebras are precisely Aut(GL(n,−)) and Aut(Sp(2n,−)). If 2 is invert-
ible, then the same is true for the special orthogonal group schemes SO(n,−),
but not in general. For the group scheme SO(2n,−) it is possible to add a new
structure to the Azumaya algebra, a quadratic pair, to get the desired automor-
phism group scheme. See [2, 7, 10, 13] for details. Twisted forms of the group
scheme SO(2n+1,−) are easily described in terms of modules with a quadratic
form and a volume form, since Aut(SO(2n+ 1,−)) ∼= SO(2n+ 1,−).
∗Research is supported by the Russian Science Foundation grant 19-71-30002.
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In [12] we discovered odd form algebras. These objects are similar to a
module with a hermitian form and an odd form parameter in the sense of Petrov,
but they are invariant under quadratic analogue of Morita equivalence (see [11]
or section 5). An odd form algebra consists of a ring R and a 2-step nilpotent
group∆ (odd form parameter) with various operations satisfying a lot of axioms.
It is possible to construct odd form algebras over a commutative ring K with
the unitary groups GL(n,K), Sp(2n,K), and O(n,K), their rings are the usual
Azumaya algebras with involutions (in the odd orthogonal case only if 2 ∈ K∗).
These odd form algebras do not naturally form fppf-sheaves, we even cannot
define useful scalar extension for odd form parameters in general. Hence we
prefer to work with odd form algebras were the odd form parameter has a fixed
nilpotent filtration 0 ≤ D ≤ ∆ satisfying a couple of axioms. For these objects,
augmented odd form algebras, we develop faithfully flat descent in the required
generality.
Roughly speaking, our main result is the following: for every of the group
schemesGL(n,−), SL(n,−)m, Sp(2n,−)m, SO(n,−)m, PGL(n,−)m, PSp(2n,−)m,
PSO(n,−)m, GSp(2n,−), and GSO(2n,−) there is a construction using alge-
braic objects of finite rank over the basic commutative ring K (classical aug-
mented odd form algebras), and these objects have the same automorphism
groups as the group schemes. We also give constructions of all twisted forms of
GSO(2n+ 1,−) and Spin(n,−)m using augmented odd form algebras.
The only exceptions to our result are some group schemes of small rank.
These exceptions either are non-reductive, or isomorphic to a group scheme
covered by the main theorem, or coincide with Spin(8,−)m or PSO(8,−)m.
In the last case we do not classify the twisted forms because of the triality
automorphisms.
The paper is organized as follows. In sections 2 and 3 we mostly review some
known definitions and their properties. In section 4 we discuss descent for 2-step
nilpotent groups with suitable actions of the base commutative ringK (so-called
2-step K-modules). Sections 5 and 6 contain general facts concerning quadratic
Morita equivalence, odd form algebras, and their scalar extensions. In these
sections we show how twisted forms of quadratic modules give twisted forms of
odd form algebras. Finally, sections 7, 8, and 9 contain main constructions of
classical odd form algebras and computations of various automorphism groups.
2 Basic notation
All rings in this paper are associative, but not necessarily unital. All com-
mutative rings are unital and homomorphisms between them preserve identity
elements. All modules and bimodules are considered only over unital rings and
identity elements acts trivially on them. The center of a ring R is denoted by
C(R), similarly to the center of a group.
If R is a non-unital K-algebra, then R ⋊ K is a unital K-algebra with an
ideal R, where R⋊K = R ⊕K as a K-module and the multiplication is given
by (r ⊕ k)(r′ ⊕ k′) = (rr′ + rk′ + r′k) ⊕ kk′. For any associative ring R its
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multiplicative semigroup is denoted by R• (it is a monoid if R is unital).
For every ring R the opposite ring is Rop = {rop | r ∈ R} with operations
rop+(r′)op = (r+ r′)op and rop(r′)op = (r′r)op. Similarly, if SMR is a bimodule
over unital rings S and R, then the opposite bimodule is a Rop-Sop-bimodule
Mop = {mop | m ∈ M} with mop + (m′)op = (m + m′)op and ropmopsop =
(smr)op. Clearly, (Rop)op ∼= R for every ring R and similarly for bimodules.
We use the group-theoretic notations gh = ghg−1 and [g, h]. Sometimes we
use the symbol ∔ for the group operation, then −˙u is the inverse, 0˙ is the neutral
element, and u −˙ v = u ∔ (−˙v). By G1 ⊕˙ G2 we denote the inner semi-direct
product of G1 and G2 inside some group G.
We assume that the reader is familiar with reductive group schemes. The
necessary results used below are given with references in SGA3 [4] and Brian
Conrad’s notes [3].
Recall that a bicategoryB consists of objectsX,Y, . . . and categoriesB(X,Y ), . . ..
Objects are also called 0-cells, elements of categories B(X,Y ) – 1-cells, and
morphisms between them are 2-cells. There are also composition functors
⊗XY Z : B(Y, Z) × B(X,Y ) → B(X,Z), (f, g) 7→ f ⊗ g and unit 1-cells IX ∈
B(X,X) such that associativity and unital laws of ordinary categories hold for
the composition in B up to natural isomorphisms and these isomorphisms are
coherent. For example, in the bicategoryBim 0-cells are associative unital rings,
1-cells of type R→ S are S-R-bimodules, 2-cells of type M → N are bimodule
homomorphisms, and the composition of 1-cells is the tensor product.
Let B be a bicategory. An adjunction in B is a family (C,D, f, g, η, ε), where
C and D are 0-cells, f : C → D and g : D → C are 1-cells, ε : f ⊗ g → ID and
η : IC → g⊗ f are 2-cells (counit and unit of the adjunction), and the following
identites hold:
idf = (ε⊗ f) ◦ (f ⊗ η) : f → f,
idg = (g ⊗ ε) ◦ (η ⊗ g) : g → g.
An adjunction (C,D, f, g, η, ε) is called an adjoint equivalence if both η and ε
are invertible. A 1-cell f in a bicategory is called an equivalence if it belongs to
some adjoint equivalence.
We say that a map q : G → H between groups is quadratic if q(xy) =
q(x) b(x, y) q(y) for some biadditive map b : G×G→ H such that [q(x), b(y, z)] =
1 for all x, y, z ∈ G. See [5] for details. If q : G → H is quadratic, then we
have q(xn) = q(x)n b(x, x)
n(n−1)
2 for all n ∈ Z (in particular, q(1) = 1 and
q(x−1) = q(x)−1 b(x, x)) and q([x, y]) = [q(x), q(y)] b(x, y) b(y, x)−1. Moreover,
b is well-defined on Gab ×Gab. The following easy lemma is also taken from [5].
Lemma 1. Let F (X) be the free group with basis X and H be any group. Then
for every choice of bilinear b : F (X)ab × F (X)ab → H and every choice of
{hx ∈ H}x∈X with the property [hx, b(u, v)] = 1 for all x ∈ X and u, v ∈ F (X)
there exists a unique quadratic map q : F (X)→ H with q(x) = hx for all x ∈ X
and q(uv) = q(u) b(u, v) q(v) for all u, v ∈ F (X).
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Also let q : G → H be a quadratic map and R E G be the normal subgroup
generated by {xiy
−1
i }i∈I . Then q is well-defined on the factor-group G/R if and
only if b is well-defined on the factor-group and q(xi) = q(yi) for all i.
For example, if we need a quadratic map q : G → H , where G is the free
abelian group with basis X , then we need only to check that [q(x), b(y, z)] = 1
and [q(x), q(y)] = b(y, x) b(x, y)−1 for all x, y, z ∈ X . In our applications the
map b always takes values in the center of H .
3 Quadratic rings and modules
We use slightly more general and natural definitions in comparison with [11].
A quadratic ring is a triple (R,L,A), where R is a unital ring, L is an Rop-R-
bimodule, A is a right R•-module (the action is denoted by a · r), and there are
additive maps L→ L, l 7→ l , ϕ : L→ A, and tr : A→ L such that
• l = l, roplr′ = (r′)op l r;
• ϕ(roplr) = ϕ(l) · r, tr(a · r) = rop tr(a)r;
• tr(ϕ(l)) = l + l ;
• tr(a) = tr(a), ϕ(l) = ϕ( l );
• a · (r + r′) = a · r + ϕ(rop tr(a)r′) + a · r′.
Note that the action map A × R → A is additive on the first argument and
quadratic on the second.
In [11] the ring R itself has an anti-automorphism r 7→ r∗ such that r∗∗ =
λrλ−1 for fixed λ ∈ R∗. The map r 7→ r∗ is called a pseudo-involution with
symmetry λ. In this case take L = R to be the Rop-R-bimodule with rop1 r2r3 =
r∗1r2r3 and r = r
∗λ. The conditions on A, ϕ : R→ A, and tr : A→ R from the
definition are precisely the conditions on quadratic structures from that paper.
Let (R,L,A) be a quadratic ring. We say that (M,B, q) is a quadratic
module over (R,L,A), ifM is a right R-module and B : M×M → L, q : M → A
are maps such that
• B is biadditive, B(mr,m′r′) = ropB(m,m′)r′;
• B(m,m′) = B(m′,m);
• tr(q(m)) = B(m,m), q(mr) = q(m) · r;
• q(m+m′) = q(m) + ϕ(B(m,m′)) + q(m′).
We say that B is the hermitian form and q is the quadratic form of a
quadratic module (M,B, q). The first axiom means that B may be considered
as a bimodule homomorphism Mop ⊗M → L.
More generally, let (S,LS , AS) and (R,LR, AR) be quadratic rings. A triple
(M,B, q) is a quadratic bimodule over these objects, if M is an S-R-bimodule
and B : M × LS ×M → LR, q : AS ×M → AR are maps such that
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• B induces a bimodule homomorphism Mop ⊗ LS ⊗M → LR;
• B(m, l ,m′) = B(m′, l,m);
• tr(q(a,m)) = B(m, tr(a),m), q(ϕ(l),m) = ϕ(B(m, l,m));
• q(a+a′,m) = q(a,m)+q(a′,m), q(a·s,m) = q(a, sm), q(a,mr) = q(a,m)·
r;
• q(a,m+m′) = q(a,m) + ϕ(B(m, tr(a),m′)) + q(a,m′).
Let R and S be quadratic rings, SMR be a quadratic bimodule. Its unitary
group is
U(M,BM , qM ) = {g ∈ Aut(SMR) | BM (gm, l, gm
′) = BM (m, l,m
′), qM (a, gm) = qM (a,m)}.
In other words, U(M,BM , qM ) is the group of automorphisms ofM as a quadratic
bimodule.
Classically hermitian forms take values in the ring R itself (i.e. as in [11]) and
quadratic forms take values in factors of R by form parameters. It is possible
to define form parameters in general. A quadratic ring R is called even if
ϕ : LR → AR is surjective, in this case Λ = Ker(ϕ) is a form parameter. It is an
R•-submodule of Λ such that Λmin ≤ Λ ≤ Λmax, where Λmin = {l − l | l ∈ L}
and Λmax = {l ∈ L | l + l = 0}. Conversely, for every such Λ the triple
(R,LR, LR/Λ) is an even quadratic ring. In even quadratic rings there is an
identity ϕ(tr(a)) = 2a for all a ∈ A.
In [9] there was an alternative description of quadratic forms using odd
form parameters. Let R be a quadratic ring and MR be a quadratic mod-
ule. The Heisenberg group of M is the set Heis(M) = M × LR with group
operation (m, l) ∔ (m′, l′) = (m + m′, l − B(m,m′) + l′) and right R•-action
(m, l) ·r = (mr, roplr). Note that 0˙ = (0, 0) is the neutral element and −˙(m, l) =
(−m,−B(m,m) − l). The odd form parameter of quadratic form q is the
subgroup L = {(m, l) | q(m) + ϕ(l) = 0} ≤ Heis(M). Clearly, L is R•-
invariant and Lmin ≤ L ≤ Lmax, where Lmin = {(0, l − l ) | l ∈ LR} and
Lmax = {(m, l) | B(m,m) + l + l = 0}. Conversely, if Lmin ≤ L ≤ Lmax is
arbitrary R•-invariant subgroup, then (R,LR,Heis(M)/L) is a quadratic ring
(with ϕ(l) = (0, l)∔ L and tr((m, l)∔ L) = B(m,m) + l + l ) and L is the odd
form parameter of the quadratic form q(m) = (m, 0)∔L. Sometimes we denote
the projections L → M and L → L by pi and ρ, also there is a natural map
φ : L→ L, l 7→ (0, l− l ).
Note that every quadratic module may be considered as a quadratic bimodule
in the following way. Let (S,LS , AS) be a quadratic ring, where S = LS = Z
(with trivial involution), AS = Z⊕ZT with (a+bT ) ·x = ax+(a
x(x−1)
2 +bx
2)T ,
ϕ(x) = xT , and tr(a + bT ) = a + 2b. If SMR is a quadratic bimodule, then
the forms BM and qM are uniquely determined by the values BM (−, 1,−) and
qM (1,−), i.e. by the quadratic module structure on MR. Conversely, any
hermitian and quadratic forms on MR give a structure of a quadratic bimodule.
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A quadratic ring (R,L,A) is called regular (or non-degenerate), if L is an
inner equivalence between R and Rop in Bim. In other words, LR is projective
generator in Mod-R and Rop ∼= EndR(LR). A quadratic module M over a
regular quadratic ring R is called regular (or a quadratic space), if its hermitian
form B induces an isomorphism Mop → HomR(M,LR). For example, if PR is
finite projective module, then its hyperbolic space H(P ) = HomR(P,LR)
op ⊕P
with the hermitian form
BH(P )(f
op ⊕ p, (f ′)op ⊕ p′) = f(p′) + f ′(p)
and the quadratic form
qH(P )(f
op ⊕ p) = ϕ(f(p))
is a quadratic space.
In the rest of this section we describe classical forms in our notation. An
even quadratic ring (R,L, L/Λ) is called an even quadratic algebra over a com-
mutative ring K if R is a K-algebra, both K-module structures on L coincide,
the involution on L is K-linear, and the form parameter Λ is a K-submodule. If
(R,L, L/Λ) is an even quadratic K-algebra and E/K is a commutative ring ex-
tension, then (E⊗KR,E⊗KL,E⊗K (L/Λ)) is also an even quadraticK-algebra.
If M is a quadratic module over R, then E ⊗K M is a quadratic module over
E ⊗K R, the quadratic form is given by q(e ⊗m) = e
2 ⊗ q(m). This quadratic
form is well-defined and satisfy the axioms by lemma 1.
Let K be a commutative ring. On the K-algebra R = K × K there is an
involution (x, y) = (x, y)∗ = (y, x) with symmetry λ = 1. We say that the
even quadratic K-algebra (R,R,R/Λmin) is a linear quadratic K-algebra. Here
A ∼= K with ϕ(x, y) = x+y and tr(x) = (x, x). Regular quadratic modules over
the linear quadratic K-algebra are of form H(P ) = P × HomK(P,K) for some
finite projective K-module P and the unitary group of such a quadratic module
is isomorphic to GL(P ). Zariski locally every finite projective module splits, i.e.
is isomorphic to K l, and its hyperbolic space is
⊕
0<|i|≤lKei with ei = ei(1, 0)
for i < 0, ei = ei(0, 1) for i > 0, B(ei, ej) = 0 for i 6= −j, B(ei, e−i) = (1, 0) for
i > 0, B(ei, e−i) = (0, 1) for i < 0, q(ei) = 0.
The even quadratic K-algebra (K,K, 0) with k = −k is called a symplec-
tic quadratic K-algebra. Quadratic modules over the symplectic quadratic
K-algebra are called symplectic K-modules. In other words, a symplectic
K-module is a K-module M with bilinear form B : M × M → K satisfying
B(m,m) = 0. Locally in the Zariski topology every regular symplectic module
splits, i.e. is isomorphic to
⊕
0<|i|≤lKei with the form B(ei, e−i) = sign(i),
B(ei, ej) = 0 for i 6= −j (here sign(i) = 1 for i > 0 and sign(i) = −1 for i < 0).
The even quadraticK-algebra (K,K,K/0)with k = k is called an orthogonal
quadratic K-algebra. Here A = K with ϕ(k) = k and tr(k) = 2k. Quadratic
modules over the orthogonal quadratic K-algebra are called classical quadratic
K-modules. A classical quadratic K-module is a K-moduleM with a quadratic
map q : M → K such that q(mk) = q(m)k2 and the associated biadditive map
B(m,m′) = q(m+m′)−q(m)−q(m′) is K-bilinear. Locally in the étale topology
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every regular classical quadratic module of even rank splits, i.e. is isomorphic
to
⊕
0<|i|≤lKei with q(ei) = 0, B(ei, e−i) = 1, B(ei, ej) = 0 for i 6= −j.
If (P, q) is a classical quadratic module with P = K2l+1, then there is a
universal polynomial hdet(q) with integer coefficients and with variables q(ei)
and B(ei, ej) for i < j such that 2 hdet(q) = detB(ei, ej). See [6] or Appendix
C in [3] for details. The form q is called semi-regular if hdet(q) is invertible,
this property does not depend on the basis of P . A classical quadratic module
(P, q) is called semi-regular if P is finite projective of odd rank and q is semi-
regular Zariski locally. Locally in the fppf topology every semi-regular classical
quadratic module splits, i.e. is isomorphic to
⊕
0≤|i|≤lKei with q(ei) = 0 for
i 6= 0, q(e0) = 1, B(ei, e−i) = 1 for i 6= 0, B(ei, ej) = 0 for i 6= −j, B(e0, e0) = 2.
Note that split symplectic modules, split classical quadratic modules of even
rank, and split quadratic spaces over the linear quadratic algebra are hyperbolic.
Split classical quadratic modules of odd rank are direct sums of one-dimensional
submodules and hyperbolic spaces.
4 Nilpotent descent
We say that (M,M0) is a 2-step nilpotent K-module, or a 2-step K-module, if
M is a group with a rightK•-action (the group operations is denoted by m∔m′
and the action is denoted by m · k), M0 is a left K-module and a subgroup of
M , and there is a map τ : M →M0 such that
• [M,M ] ⊆M0, [M,M0] = 0˙;
• [m · k,m′ · k′] = kk′[m,m′];
• m · (k + k′) = m · k ∔ kk′τ(m) ∔m · k′;
• m · k = k2m for m ∈M0.
Note that in a 2-step K-module (M,M0) there are identities τ(m) = 2m for
m ∈M0,m·0 = 0˙ form ∈M ,m∔m·(−1) = τ(m) form ∈M , τ(m·k) = k
2τ(m)
for m ∈M and k ∈ K, and τ(m∔m′) = τ(m)+ [m,m′]+ τ(m′) for m,m′ ∈M .
Also M/M0 with the right K
•-action is a K-module. We say that (M,M0) has
flat factor if M/M0 is flat K-module.
As an example of a 2-step nilpotentK-module letM0 be arbitraryK-module
and e1, . . . , en be variables for n ≥ 0. Let [ei, ej] ∈ M0 and τ(ek) ∈ M0 be
arbitrary elements for 1 ≤ i < j ≤ n and 1 ≤ k ≤ n. LetM =M0∔
⊕·
1≤i≤n ei ·
K be the set of formal expressions (it is in bijection with M0 × K
n). Then
(M,M0) is a 2-step K-module with the operations defined by [ei, ej] and τ(ek),
M/M0 is a finite free K-module of rank n. Conversely, every 2-step nilpotent
K-module (M,M0) with finite free M/M0 is of this type up to an isomorphism.
A morphism f : (M,M0) → (N,N0) between 2-step K-modules is a group
homomorphism f : M → N such that f(m · k) = f(m) · k, f(M0) ≤ N0, and
f(km) = kf(m) for m ∈M0 (then also f(τ(m)) = τ(f(m)) for m ∈M). Such a
morphism induces K-module homomorphisms f0 : M0 → N0 and f1 : M/M0 →
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N/N0. If both f0 and f1 are injective (surjective), then f is also injective
(surjective).
We are ready to define extension of scalars. Let (M,M0) be a 2-step K-
module with flat factor and E/K be a commutative ring extension. LetM⊠KE
be the group generated by the group E⊗KM0 and the elementsm⊠e form ∈M ,
e ∈ E with the relations
• (m∔m′)⊠ e = m⊠ e∔m′ ⊠ e;
• (m · k)⊠ e = m⊠ ke;
• m⊠ (e+ e′) = m⊠ e∔m⊠ e′ ∔ ee′ ⊗ τ(m);
• [m⊠ e,m′ ⊠ e′] = ee′ ⊗ [m,m′];
• m⊠ e = e2 ⊗m for m ∈M0.
Lemma 2. Let E/K be a commutative ring extension and (M,M0) be a 2-step
K-module with flat factor. Then (M⊠KE,E⊗KM0) is a 2-step E-module with
(m⊠ e) · e′ = m⊠ ee′ and τ(m⊠ e) = e2 ⊗ τ(m).
Proof. We have to check that the map E ⊗K M0 → M ⊠K E is injective, the
operations are well-defined and satisfy the axioms. If M/M0 is finite free K-
module, thenM =M0∔
⊕·
i ei·K for some ei andM⊠KE = E⊗KM0∔
⊕·
i ei·E,
hence the claim is clear.
In the general case recall the Govorov – Lazard theorem: every flatK-module
is a direct limit of finite free K-modules. Hence every 2-step K-module (M,M0)
is isomorphic to a direct limit lim
−→i
(Mi,M0i), where Mi/M0i are finite free K-
modules. More precisely, if M/M0 ∼= lim−→i
Pi for finite free Pi, then (M,M0) ∼=
lim
−→
(M ×M/M0 Pi,M0). Since (M ⊠K E,E⊗KM0)
∼= lim−→i
(Mi⊠K E,E⊗KM0i),
the result follows.
Clearly, (M ⊠K E)/(E ⊗K M) ∼= (M/M0)⊗K E. If E/K is a flat extension,
then the forgetful functor from the category of 2-stepE-modules with flat factors
to the category of 2-step K-modules with flat factors is well-defined and right
adjoint to the extension of scalars. If E/K is faithfully flat, then the unit of
this adjunction (M,M0)→ (M ⊠K E,E ⊗K M0) is injective.
Now let us see that faithfully flat descent holds for 2-step modules with flat
factors. Note that if (M,M0) is a 2-step module over a product of rings K1 ×
K2, then there is a natural decomposition (M,M0) ∼= (M1,M01) × (M2,M02),
where (Mi,M0i) are 2-step Ki-modules with zero action of K
•
3−i. Conversely, if
(Mi,M0i) are 2-stepKi-modules, then (M1,M01)×(M2,M02) is a 2-step module
over K1 × K2. The same decomposition holds for morphisms between 2-step
modules.
Let E/K be a faithfully flat extension of commutative rings. A descent da-
tum for 2-step modules with respect to E/K is a 2-step E-module (N,N0) with
flat factor and with an isomorphism of 2-step (E⊗KE)-modules ψ : i
∗
1(N,N0)
∼=
i∗2(N,N0) satisfying the cocycle condition. Here i
∗
s(N,N0) are the extensions of
scalars of (N,N0) along one of the two canonical maps E → E ⊗K E.
8
Proposition 1. Let E/K be a faithfully flat extension of commutative rings.
Then the category of 2-step K-modules with flat factors is equivalent to the cate-
gory of descent data for 2-step modules with respect to E/K. A 2-step K-module
(M,M0) corresponds to (M ⊠K E,E ⊗K M0) with the canonical isomorphism
ψ.
Proof. The construction from the statement is a functor from the category of 2-
step K-modules to the category of descent data. We construct its right adjoint.
Let i1, i2 : E → E⊗KE; i12, i13, i23 : E⊗KE → E⊗KE⊗KE; and j1, j2, j3 : E →
E ⊗K E ⊗K E be the canonical maps. Let (N,N0) be a 2-step E-module and
ψ : i∗1(N,N0)
∼= i∗2(N,N0) be an isomorphism satisfying the cocycle condition
i∗23ψ ◦ i
∗
12ψ = i
∗
13ψ : j
∗
1N → j
∗
3N . By is we also denote the canonical morphisms
of 2-step modules (N,N0) → i
∗
s(N,N0), and similarly for ist and js. Let M =
{n ∈ N | ψ(i1(n)) = i2(n)} and M0 =M ∩N0. If we prove that the map
f : M/M0 → {n ∈ N/N0 | ψ(i1(n)) = i2(n) ∈ i
∗
2(N/N0)}
is an isomorphism, then M/M0 is a flat K-module by ordinary descent for
modules, (M,M0) is a 2-step K-module and this construction is right adjoint
to the functor from the statement. Clearly, f is injective.
Let n ∈ N be such that x = ψ(i1(n)) −˙ i2(n) ∈ i
∗
2(N0). In order to prove
that f is surjective it suffices to show that there is n0 ∈ N0 such that x =
ψ(i1(n0))−i2(n0). It is equivalent to (i
∗
23ψ)(i12(x))+i23(x) = i13(x) by ordinary
descent and by exactness of the Amitsur complex of E/K tensored by N0. After
substitution we obtain
(i∗23ψ◦i
∗
12ψ)(j1(n))−˙(i
∗
23ψ)(j2(n))∔(i
∗
23ψ)(j2(n))−˙j3(n) = (i
∗
13ψ)(j1(n))−˙j3(n),
i.e. the cocycle condition.
It remains to show that the unit and the counit of our adjunction are iso-
morphisms. If (M,M0) is a 2-step K-module with flat factor, then the unit of
adjunction is bijective on M0 and M/M0 by ordinary descent. Hence the unit
is an isomorphism, and similarly for the counit.
It follows that if (M,M0) is a 2-step K-module with flat factor, then the
contravariant functor E/K 7→ M ⊠K E from the category of commutative K-
algebras to the category of groups satisfy the fpqc sheaf condition. In particular,
this functor is a sheaf with respect to the fppf topology. Now it is possible to
define quasi-coherent 2-step nilpotent sheaves on schemes and algebraic spaces,
though we do not need this.
As an application, let R be an even quadratic algebra over K and MR be a
quadratic module. Suppose that M and AR are flat over K (this is true in all
classical cases). Then the pair (L,ΛR) is a 2-stepK-module, where L ≤ Heis(M)
is the odd form parameter of M and ΛR is the classical form parameter of R
(the embedding is given by l 7→ (0, l) for l ∈ Λ). Here τ(m, l) = l − l ∈ ΛR
and L/ΛR ∼= M . It is easy to see that (L ⊠K E,E ⊗K ΛR) is the 2-step E-
module similarly constructed by the quadratic module M ⊗K E over the even
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quadratic algebra R⊗K E. If R is flat over K andM = lim−→i
Mi is a direct limit
of flat R-modules, then all Mi are canonically quadratic modules over R and
(L,ΛR) = lim−→i
(Li,ΛR), where Li are the Heisenberg groups of Mi.
5 Bicategory of quadratic bimodules
Let S, R, and T be quadratic rings, SMR and RNT be quadratic bimodules.
Their tensor is the quadratic bimodule M ⊗R N with the forms
BM⊗RN (m⊗ n, lS,m
′ ⊗ n′) = BN (n,BM (m, lS ,m
′), n′),
qM⊗RN(aS ,m⊗ n) = qN (qM (aS ,m), n).
This operation is associative up to canonical isomorphisms, hence there is
a bicategory qBim of quadratic rings, quadratic bimodules, and morphisms of
quadratic bimodules. Note that a morphism S → R between quadratic rings
may be considered as a quadratic bimodule SRR, the composition of morphisms
corresponds to the tensor product.
Before we describe all adjunctions in qBim, recall what happens in the
bicategory Bim. Let R be arbitrary ring and PR be a finite projective module.
Set S = EndR(P ) and Q = HomR(P,R), then P is an S-R-bimodule and Q is an
R-S-bimodule. There are canonical bimodule homomorphisms η : S → P ⊗R Q
and ε : Q ⊗S P → R, the first of them is invertible. It is easy to see that
the family (S,R,Q, P, η, ε) is an adjunction in Bim. Moreover, if we make
restriction of scalars by some ring homomorphism S′ → S and change η to
η′ : S′ → S → P⊗Q, then the new family (S′, R,Q, P, η′, ε) is still an adjunction
in Bim. It is well-known that every adjunction in Bim is of this type up to an
isomorphism. Adjoint equivalences in Bim are called Morita equivalences. A
bimodule SPR is an equivalence if and only if PR is a progenerator (i. e. it is finite
projective module and R is a direct summand of some P⊕N ) and S ∼= EndR(PR).
In order to do the same in qBim we need two constructions of new quadratic
rings from the following lemmas. Note that these constructions do not depend
on the ring S.
Lemma 3. Let R be a quadratic ring, SMR be an ordinary bimodule. Let
Sesq(M) be the group of all biadditive maps Q : M × M → LR such that
Q(mr,m′r′) = ropQ(m,m′)r′, and Quad(M) be the set of pairs (B, q) such
that (M,B, q) are quadratic R-modules. Then the triple (S, Sesq(M),Quad(M))
is a quadratic ring and M is a quadratic bimodule such that BM (m,Q,m
′) =
Q(m,m′) and ϕ(Q) = (Q+Q,m 7→ ϕ(Q(m,m))) for Q ∈ Sesq(M); qM ((B, q),m) =
q(m) and tr(B, q) = B for (B, q) ∈ Quad(M).
Proof. Note that the operations on (S, Sesq(M),Quad(M)) are uniquely deter-
mined by the axioms and the formulas from the statement. The axioms are easy
to check.
Lemma 4. Let R be a quadratic ring, RMS be an ordinary bimodule. On the
Sop-S-bimodule Mop ⊗Rop LR ⊗R M there is an involution mop ⊗ u⊗m′ =
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(m′)op ⊗ u ⊗ m. Let AR ⊠ M be the group with generators ϕ(u) for u ∈
Mop⊗LR⊗M and a⊠m for a ∈ AR, m ∈M . The relations are the following:
• ϕ(u) = ϕ(u), ϕ(l)⊠m = ϕ(mop ⊗ l ⊗m);
• (a+ a′)⊠m = a⊠m+ a′ ⊠m, (a · r)⊠m = a⊠ rm;
• a⊠ (m+m′) = a⊠m+ ϕ(mop ⊗ tr(a)⊗m′) + a⊠m′.
Then the triple (S,Mop ⊗ LR ⊗M,AR ⊠M) is a quadratic ring and M is a
quadratic bimodule such that BM (m, l,m
′) = mop⊗l⊗m′ and qM (a,m) = a⊠m.
Proof. Again, the operations on Mop ⊗ LR ⊗M and AR ⊠M are determined
by the axioms and the formulas for BM and qM . By lemma 1, the operations
are well-defined and satisfy the axioms.
The following lemma also gives a presentation of ΛS if we set M = 0, so u
and u′ in the formulas run over ΛR.
Lemma 5. Let R be an even quadratic K-algebra such that R, LR, and AR
are flat over K; S be a K-algebra; RPS be an ordinary bimodule. Suppose that
the left and right actions of K on P coincide and P is flat over R. Then
(S,LS , AS) is an even quadratic K-algebra, where LS = P
op ⊗ LR ⊗M and
AS = AR ⊠ P . The K-modules ΛR, LS, AS , ΛS are flat. For every quadratic
module MR the Heisenberg group of M ⊗R P is generated as an abstract group
by φ(l) and u ⊠ p for l ∈ ΛR, u ∈ LM , p ∈ P , where φ(l) = (0, l − l ) and
(m, l)⊠ p = (m⊗ p, pop ⊗ l ⊗ p). The only relations are
• (u ∔ u′)⊠ p = u⊠ p∔ u′ ⊠ p, (u · r)⊠ p = u⊠ rp;
• u ⊠ (p+ p′) = u⊠ p∔ u ⊠ p′ ∔ φ((p′)opρ(u)p), where ρ : LM → LR is the
projection;
• φ(x + x′) = φ(x) ∔ φ(x′), φ(y) = 0˙ if y = y;
• φ(l)⊠ p = φ(pop ⊗ l⊗ p) for l ∈ ΛR.
If MR is flat, then both (LM ,ΛR) and (LM⊗P ,ΛS) are 2-step K-modules with
flat factors.
Proof. By lemma 4, the triple (S,LS, AS) is a quadratic ring and LS, AS do
not depend on S. Without loss of generality, let S = K. If RP =
⊕
iRei is
finite free, then all claims are trivial. The general case follows from the Govorov
– Lazard theorem applied to RP .
Finally, we classify adjoint equivalences in qBim.
Proposition 2. Let R be a quadratic ring, PR be a finite projective module,
Q = HomR(P,R), and S → EndR(P ) be arbitrary ring homomorphism. Then
the quadratic rings (S,Qop ⊗ LR ⊗ Q,AR ⊠ Q) and (S, Sesq(P ),Quad(P )) are
canonically isomorphic, the maps ε : Q ⊗S P → R and η : S → P ⊗R Q are
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homomorphisms of quadratic bimodules, and the family (S,R,Q, P, η, ε) is an
adjunction in qBim. Every adjunction in qBim is of this type up to an iso-
morphism.
Proof. First of all, there are natural maps
F1 : Q
op ⊗ LR ⊗Q→ Sesq(P ), q
op ⊗ l ⊗ q′ 7→ ((p, p′) 7→ (qp)op l(q′p′));
F2 : AR ⊠Q→ Quad(P ), ϕ(u) 7→ ϕ(F1(u)), a⊠ q 7→ (F1(q
op ⊗ tr(a)⊗ q), p 7→ a · qp).
It is easy to see that these maps are well-defined, so we have a morphism
(id, F1, F2) : (S,Q
op ⊗ LR ⊗Q,AR ⊠Q)→ (S, Sesq(P ),Quad(P ))
of quadratic rings. Note that F1 is an isomorphism by general properties of
finite projective modules. To show bijectivity of F2, choose pi ∈ P and qi ∈ Q
such that
∑
i piqi = 1 ∈ EndR(P ). Then for any (B, q) ∈ Quad(P ) we have
(B, q) = F2(
∑
i
q(pi)⊠ qi +
∑
i<j
ϕ(qopi ⊗B(pi, pj)⊗ qj)),
hence F2 is surjective. If F2(
∑
i ai⊠q
′
i+ϕ(u)) = 0, then tr(
∑
i ai⊠q
′
i+ϕ(u)) = 0
and
∑
i ai · q
′
ip+ ϕ(p
opup) = 0 for all p ∈ P . It follows that
∑
i
ai ⊠ q
′
i + ϕ(u) =
∑
j
(∑
i
ai · q
′
ipj + ϕ(p
op
j upj)
)
⊠ qj
+ ϕ
(∑
j<k
(pjqj)
op tr
(∑
i
ai ⊗ q
′
i + ϕ(u)
)
(pkqk)
)
= 0,
hence F2 is injective. Clearly, (S,R,Q, P, η, ε) is an adjunction.
Now let (S,R,Q, P, η, ε) be arbitrary adjunction in qBim. Since it is an ad-
junction in Bim, we may assume that PR is finite projective, Q = HomR(P,R),
ε is the canonical pairing, and η corresponds to some ring homomorphism
S → EndR(P ). There are decompositions F1 = G1 ◦ H1 and F2 = G2 ◦ H2,
where
H1 : Q
op ⊗ LR ⊗Q→ LS , q
op ⊗ l ⊗ q′ 7→ BQ(q, l, q
′);
H2 : AR ⊠Q→ AS , ϕ(u) 7→ ϕ(H1(u)), a⊠ q 7→ qQ(a, q);
G1 : LS → Sesq(P ), l 7→ ((p, p
′) 7→ BP (p, l, p
′));
G2 : AS → Quad(P ), a 7→ (G1(tr(a)), p 7→ qP (a, p)).
Here (id, G1, G2) : (S,LS , AS)→ (S, Sesq(P ),Quad(P )) and (id, H1, H2) : (S,Q
op⊗
LR ⊗ Q,AR ⊗ Q) → (S,LS , AS) are homomorphisms of quadratic rings. It re-
mains to prove that they are invertible. We show that H1 and H2 are surjective.
Indeed, let qi ∈ Q and pi ∈ P be such that
∑
i piqi = 1 ∈ EndR(P ). For any
l ∈ LS we have
l = H1
(∑
i,j
qopi ⊗BP (pi, l, pj)⊗ qj
)
.
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Similarly, for any a ∈ AS we have
a = H2
(∑
i
qP (a, pi)⊠ qi) +
∑
i<j
ϕ(qopi ⊗BP (pi, tr(a), pj)⊗ qj)
)
.
Note that if (S,R,Q, P, η, ε) is an adjunction in qBim and R is an even
quadratic ring, then S is also even. If (S,R,Q, P, η, ε) is an adjoint equivalence
in qBim and R is regular, then S is also regular.
For example, over any commutative ring K the algebra R = M(2,K) with
a pseudo-involution
( a b
c d
)∗
=
( d −b
−c a
)
, a symmetry λ = 1, and an even form
parameter Λ = Λmax is equivalent to the symplectic quadratic K-algebra in
qBim (with the induced K-algebra structure), here A ∼= K with ϕ
( a b
c d
)
= a+d
and tr(k) =
( k 0
0 k
)
. Similarly, the same algebra with the same pseudo-involution,
but with a symmetry λ = −1 and an even form parameter Λ = Λmin = {
( k 0
0 k
)
|
k ∈ K} is equivalent to the orthogonal quadratic K-algebra.
6 Odd form algebras
We say that a pair (R,∆) is a special unital odd form ring, if R is a unital asso-
ciative ring with involution r 7→ r and ∆ ≤ Heis(R) is an odd form parameter
(the hermitian form on R is B(r, r′) = rr′). It is easy to see that the unitary
group U(R,∆) of a special unital odd form ring (R,∆) is isomorphic to
{g ∈ R∗ | g−1 = g, (g − 1, g − 1) ∈ ∆}.
For any quadratic bimodule SMR there is a special unital odd form ring (T,Ξ)
with the same unitary group. First of all, consider a special unital odd form
ring (T ′,Ξ′) with T ′ = End(SMR)
op × End(SMR) (the involution is (aop, b) =
(bop, a)) and Ξ′ = Ξ′max. Clearly, U(T
′,Ξ′) ∼= GL(M) is the group of bimodule
automorphisms of M . Now let
T = {(xop, y) ∈ T ′ | BM (m, l, ym
′) = BM (xm, l,m
′)},
Ξ = {(xop, y; zop, w) ∈ Ξmax | qM (a, ym) + ϕ(BM (m, tr(a), wm)) = 0}.
It is easy to see that (T,Ξ) ⊆ (T ′,Ξ′) is a special unital odd form subalge-
bra. Moreover, under the isomorphism U(T ′,Ξ′) ∼= GL(M) the group U(T,Ξ)
corresponds to U(M,BM , qM ). We say that (T,Ξ) is the naive odd form ring
constructed from M . Note that (T,Ξ) and (T ′,Ξ′) will be the same up to
isomorphisms if we change M to P ⊗S M ⊗R Q for equivalences P and Q in
qBim.
Let K be a commutative ring. An odd form K-algebra is a pair (R,∆) such
that R is a non-unital associativeK-algebra with involution r 7→ r, ∆ is a group
with a right (R⋊K)•-action (the group operation is denoted by u∔ v and the
action is denoted by u · x), and there are maps φ : R → ∆, pi : ∆ → R, and
ρ : ∆→ R such that
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• pi(u ∔ v) = pi(u)∔ pi(v), pi(u · x) = pi(u)x for u, v ∈ ∆, x ∈ R⋊K;
• φ(y + z) = φ(y) ∔ φ(z), φ(xyx) = φ(y) · x for x ∈ R⋊K, y, z ∈ R;
• φ(x) = 0˙ for x = x ∈ R;
• [u, φ(x)] = 0˙, [u, v] = φ(−pi(u)pi(v)) for u, v ∈ ∆, x ∈ R;
• ρ(u∔ v) = ρ(u)− pi(u)pi(v) + ρ(v), ρ(u) = ρ(−˙u) for u, v ∈ ∆;
• ρ(u · x) = xρ(u)x for u ∈ ∆, x ∈ R⋊K;
• pi(φ(x)) = 0, ρ(φ(x)) = x− x for x ∈ R;
• u · (x+ y) = u · x∔ φ(yρ(u)x) ∔ u · y for u ∈ ∆, x, y ∈ R⋊K
Note that here ϕ and pi are group homomorphisms, ρ is a quadratic map, and
the action ∆ × (R ⋊ K) → ∆ is homomorphism on the first argument and
quadratic on the second. The odd form parameter ∆ is 2-step nilpotent group.
There is a useful identity pi(u)pi(u) + ρ(u) + ρ(u) = 0 for all u ∈ ∆.
An odd form algebra (R,∆) is called unital if R is unital K-algebra and
u · 1R = u for u ∈ ∆. It is easy to see that in the definition of unital odd form
algebra we may use R instead of R⋊K, since the action of (R⋊K)• is uniquely
determined by the action of R•. An odd form algebra is called special, if the
map ∆→ R×R, u 7→ (pi(u), ρ(u)) is injective. Clearly, a special unital odd form
algebra (R,∆) is the same as a special unital odd form ring from the definition
above, where R is also a K-algebra (up to identification of ∆ with its image in
Heis(R), the map φ is given by φ(x) = (0, x− x)).
A unitary group U(R,∆) of an odd form algebra (R,∆) consists of elements
g ∈ R × ∆ with α(g)−1 = α(g) , pi(γ(g)) = β(g), and ρ(γ(g)) = β(g) , where
β(g) ∈ R and γ(g) ∈ ∆ are the components, α(g) = β(g) + 1 ∈ R ⋊ K. The
group operation is α(gg′) = α(g)α(g′), γ(gg′) = γ(g) · α(g′) ∔ γ(g′). Of course,
in the special unital case U(R,∆) ∼= {g ∈ R∗ | g−1 = g, (g − 1, g − 1) ∈ ∆}. If
(R,∆) is unital, we may consider α(g) as an element of R.
An augmented odd form K-algebra is a triple (R,∆, D), where (R,∆) is an
odd form K-algebra and D ≤ ∆ is an (R⋊K)•-subgroup and a left K-module
such that
• φ(r) ∈ D, φ(kr) = kφ(r) for k ∈ K, r ∈ R;
• pi(v) = 0, v · k = k2v, ρ(kv) = kρ(v) for v ∈ D, k ∈ K;
• ku · a = k(u · a) for k ∈ K, u ∈ D, and a ∈ R⋊K.
For example, D = φ(R) is always an augmentation. Clearly, for every aug-
mented odd form K-algebra (R,∆, D) the pair (∆, D) is a 2-step K-module.
Augmented odd form algebras with flat factors∆/D are precisely the objects
we need to describe all twisted forms of classical groups. By lemmas 1 and
14
2, for any augmented odd form K-algebra (R,∆, D) with flat factor and any
commutative ring extension E/K the triple
E ⊗K (R,∆, D) = (R⊗K E, (∆⊠K E)/N, (E ⊗K D)/N)
is an augmented odd form E-algebra with flat factor, where N = {φ(x) | x =
x ∈ R ⊗K E} (if E/K is flat, then N = 0˙). The operations are given by
• (e⊗ v) · (x⊗ e′) = e(e′)2⊗ (v ·x), (u⊠ e) · (x⊗ e′) = (u ·x)⊠ ee′ for u ∈ ∆,
v ∈ D;
• φ(r ⊗ e) = e⊗ φ(r);
• pi(u ⊠ e) = pi(u)⊗ e for u ∈ ∆;
• ρ(u⊠ e) = ρ(u)⊗ e2, ρ(e ⊗ v) = ρ(v)⊗ e for u ∈ ∆, v ∈ D.
Morphisms of augmented odd form algebras are morphisms of odd form
algebras that induce morphisms of 2-step modules on odd form parameters. By
proposition 1, faithfully flat descent holds for augmented odd form algebras with
flat factors.
If (R,∆, D) is a special augmented odd form K-algebra with flat factor,
then it is not true that E ⊗K (R,∆, D) is always special even for faithfully flat
E/K. Indeed, let R = K be a perfect field of characteristic 2, ∆ = K with
operations x · y = xy2 for y ∈ R, φ(x) = 0˙, ρ(y) = y, and pi(y) = 0. This odd
form K-algebra is special unital (actually it is the ring K with the maximal
odd form parameter). Let D = 0, so (R,∆, D) is an augmented odd form K-
algebra. Now for a faithfully flat extension E/K for E = K[ε]/(ε2) we have
∆ ⊠K E = E ∔ E ⊠ ε with ρ(y ∔ y
′ ⊠ ε) = ρ(y) and pi(y ∔ y′ ⊠ ε) = 0, i.e.
E ⊗K (R,∆, D) is not special.
On the other hand, suppose that (R,∆, D) is a special augmented odd form
K-algebra with flat factor, where D = {u ∈ ∆ | pi(u) = 0}, i.e. that pi∗ : ∆/D →
R is injective. Then E ⊗K (R,∆, D) is special and has the same property for
all flat extensions E/K. Moreover, if R/pi(∆) is flat over K, then this is true
for all extensions E/K.
Now we are ready to give the canonical construction of an augmented odd
form K-algebra by a quadratic module. Let (R,L,A) be an even regular
quadratic K-algebra and M be a quadratic module over R. Suppose that R
and AR are flat over K (then LR and ΛR are also flat), M is flat over R. Since
L induces a Morita equivalence between R and Rop, there is an R-Rop-bimodule
L−1 and coherent pairing isomorphisms L ⊗R L
−1 → Rop, L−1 ⊗Rop L → R.
The involution on L induces an involution on L−1 such that l t = (tl)op ∈ Rop
and ( t l )op = lt ∈ Rop for l ∈ L and t ∈ L−1. Let
S =M ⊗R L
−1 ⊗Rop M
op ∼= (L−1 ⊗Rop M
op)op ⊗Rop L⊗R (L
−1 ⊗Rop M
op),
it is a non-unital associative K-algebra with the multiplication
(m1 ⊗ t1 ⊗ (m
′
1)
op)(m2 ⊗ t2 ⊗ (m
′
2)
op) = m1 ⊗ t1B(m
′
1,m2)t2 ⊗ (m
′
2)
op.
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This K-algebra also has an involutionm⊗ t⊗ (m′)op = m′⊗ t ⊗mop. A special
odd form parameterΘ is just the odd form parameter ofM⊗R(L
−1⊗RopM
op), it
has an explicit presentation by lemma 5. Hence (S,Θ, F ) is a special augmented
odd form K-algebra, where F = {u ∈ Θ | pi(u) = 0} and the action is given by
(u⊠ t1 ⊗m
op
1 ) · (m2 ⊗ t2 ⊗ (m
′
2)
op) = u⊠ t1B(m1,m2)t2 ⊗ (m
′
2)
op,
(u⊠ t1 ⊗m
op
1 ) · k = u⊠ t1 ⊗ km
op
1 ,
φ(s) · x = φ(xsx).
Note that S = pi(Θ), hence (S,Θ, F ) remains special after any scalar ex-
tension. The canonical construction commutes with scalar extensions and is
preserved up to isomorphism if we change M to M ⊗R P for an equivalence P
in qBim (the flatness conditions are also preserved).
Let R be an even regular quadratic K-algebra, MR be a quadratic module.
Suppose that R and AR are flat over K, M is flat over R. We have the naive
odd form K-algebra (T,Ξ) and the canonical augmented odd form K-algebra
(S,Θ, F ) constructed by M . There is a morphism f : (S,Θ)→ (T,Ξ) such that
f(m⊗ t⊗ (m′)op) = ((m′ ⊗ t B(m,−))op,m⊗ tB(m′,−)) ∈ T.
Suppose now that MR is regular. It is easy to see that f gives an isomorphism
between S and T . Ww show that f is an isomorphism between odd form K-
algebras. If (x, y; z, w) ∈ Ξ, then (ym,B(m,wm)) ∈ LM for all m ∈ M , hence
(x, y; z, w) is the image of
·∑
i
(ymi, B(mi, wmi))⊠ ti ⊗ (m
′
i)
op ∔ φ
(∑
i<j
m′j ⊗ tjB(mj , wmi)ti ⊗ (m
′
i)
op
)
for some decomposition 1 = f(
∑
imi ⊗ ti ⊗ (m
′
i)
op). In other words, f is
surjective. It is injective, because the odd form algebras are special.
7 Classical unitary groups
Here we describe the canonical odd form algebras in the classical cases and their
unitary groups. We give only non-trivial relations in odd form parameters, i.e.
the relations not following from the axioms.
Let M be the split quadratic space of rank n over the linear quadratic K-
algebra (i.e. of rank 2n over K). Its canonical augmented odd form algebra
(R,∆, D) = AL(n,K) is called a linear odd form K-algebra. Using the naive
construction, we have R =
⊕
0<|i|,|j|≤n
ij>0
Keij, D =
⊕
0<i,j≤nKφ(eij), and ∆ =⊕·
0<|i|,|j|≤n
ij>0
qi ·Keij ⊕˙D with
• eij = e−j,−i, eijejk = eik, eijekl = 0 for j 6= k;
• pi(qi) = eii, ρ(qi) = 0, qi = qi · eii.
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Since M is regular, U(AL(n,K)) ∼= U(M,BM , qM ) = GL(n,K) is the split
general linear group. There is a polynomial morphism of monoids det: R• →
(K×K)•, (r1, r2) 7→ (det(r1), det(r2)) such that SL(n,K) ∼= {g ∈ U(AL(n,K)) |
det(α(g)) = 1}. Note that K ∼= {x ∈ C(R) | x = x} for n > 0.
Now let M be the split symplectic K-module of rank 2n. Its canonical
augmented odd form algebra (R,∆, D) = ASp(2n,K) is called a symplectic
odd form K-algebra. Again using the naive construction, we obtain R =⊕
0<|i|,|j|≤nKeij, D =
⊕
0<|i|,|j|≤n
i+j>0
Kφ(eij)⊕
⊕
0<|i|≤nKvi, and∆ =
⊕·
0<|i|,|j|≤n qi·
Keij ⊕˙D with
• eij = sign(i) sign(j)e−j,−i, eijejk = eik, eijekl = 0 for j 6= k;
• φ(e−ii) = 2vi, pi(vi) = 0, ρ(vi) = e−i,i;
• vi · eij = sign(i) sign(j)vj , vi · ejk = 0˙ for i 6= j;
• pi(qi) = eii, ρ(qi) = 0, qi = qi · eii.
Here M is also regular, hence U(ASp(2n,K)) ∼= U(M,BM , qM ) = Sp(2n,K) is
the split symplectic group. There is a canonical isomorphism K ∼= C(R) for
n > 0.
For the linear and symplectic odd form algebras the odd form parameter
is actually the maximal possible (for a special odd form algebra). Hence their
unitary groups are determined by their ring parts. These rings are Azumaya
algebras with involutions. In the linear odd form algebra the involution is of the
second kind (over the ring K ×K), and in the symplectic case the involution is
symplectic. The Azumaya algebras with orthogonal involutions arise from the
orthogonal odd form algebras, as we show below (in the odd rank case we need
2 ∈ K∗). In the orthogonal odd form algebras the odd form parameter is not
maximal if 2 /∈ K∗, hence the unitary group is not determined by the Azumaya
algebra.
Consider the split classical quadratic K-moduleM of rank 2n. Its canonical
augmented odd form algebra (R,∆, D) = AO(2n,K) is called an orthogonal
odd form K-algebra (of even rank). Using the naive construction, we have R =⊕
0<|i|,|j|≤nKeij, D =
⊕
0<|i|,|j|≤n
i+j>0
Kφ(eij), and ∆ =
⊕·
0<|i|,|j|≤n qi ·Keij ⊕˙D
with
• eij = e−j,−i, eijejk = eik, eijekl = 0 for j 6= k;
• pi(qi) = eii, ρ(qi) = 0, qi = qi · eii.
Again,M is regular, so U(AO(2n,K)) ∼= U(M,BM , qM ) = O(2n,K) is the split
orthogonal group. Let (Z/2Z)(K) be the group of idempotents of K with the
group operation e∗f = e+f−2ef . There is a polynomial group homomorphism
D: O(2n,K) → (Z/2Z)(K) such that SO(2n,K) = {g ∈ O(2n,K) | D(g) = 1}
(the Dickson invariant, it satisfies det(g) = 1 − 2D(g)). See [6] or Appendix C
in [3]. As in the symplectic case, there is a canonical isomorphism K ∼= C(R)
for n > 0.
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Finally, let M be the split classical orthogonal K-module of rank 2n + 1.
Its canonical augmented odd form algebra (R,∆, D) = AO(2n+ 1,K) is called
an orthogonal odd form K-algebra of odd rank. Since M is not regular if
2 /∈ K∗, we cannot apply the naive construction in general and the unitary
group U(AO(2n+ 1,K)) is different from U(M,BM , qM ) = O(2n+ 1,K) as we
show below. Let eij = ei ⊗ e
op
−j ∈ R for all i, j; ui = (e0,−1)⊠ e
op
−i ∈ D for all
i; and qi = (ei, 0) ⊠ e
op
−i ∈ ∆ for i 6= 0. We obtain that R =
⊕
−n≤i,j≤nKeij,
D =
⊕
−n≤i,j≤n
i+j>0
Kφ(eij), and ∆ =
⊕·
−n≤i,j≤n
i6=0
qi ·Keij ⊕˙
⊕·
−n≤i≤n ui ·K ⊕˙D
with
• eij = e−j,−i, eijejk = eik for j 6= 0, ei0e0j = 2eij , eijekl = 0 for j 6= k;
• pi(ui) = e0i, ρ(ui) = −e−i,i;
• ui · eij = uj for i 6= 0, u0 · e0i = ui · 2, ui · ejk = 0˙ for i 6= j;
• pi(qi) = eii, ρ(qi) = 0, qi = qi · eii.
The map into the naive odd form algebra is given by rep: eij 7→ eij ∈
M(2n + 1,K) = EndK(M) for j 6= 0 and rep: ei0 7→ 2ei0 ∈ M(2n+ 1,K) (the
first components in the ring of the naive odd form algebra are obtained using
the involution). The kernel of this map between rings is {ke00 | 2k = 0}.
Let (R,∆, D) = AO(2n+ 1,K) and ∆C(R) = {u ∈ ∆ | pi(u) ∈ C(R), ρ(u) ∈
C(R)}. It is easy to see that C(R) = {x(k) | k ∈ K} and ∆C(R) = {u(k) |
k ∈ K}, where x(k) = ke00 + 2k
∑
i6=0 eii and u(k) =
∑·
i6=0 qi · 2k ∔ u0 · k ∔
φ(2k2
∑
i>0 eii). Hence both C(R) and ∆C(R) are isomorphic to K as abelian
groups, x(k)x(k′) = x(2kk′), pi(u(k)) = x(k), ρ(u(k)) = x(−k2), φ(x(k)) = 0˙,
and u(k) · x(k′) = u(2kk′). In other words, we may recover K as an abelian
group with the operation k 7→ k2 from the odd form ring (R,∆, D).
The following proposition gives a complete description of the affine group
scheme U(AO(2n+1,−)) over Spec(K) (considered as an fppf sheaf of groups).
Note that it is not isomorphic to O(2n + 1,−) ∼= SO(2n + 1,−) × µ2, where
SO(2n+1,K) = {g ∈ O(2n+1,K) | det(g) = 1}. We denote U(AO(2n+1,−))
by O˜(2n+1,−). The idea of the embedding AO(2n+1,−)→ AO(2n+2,−) is
taken from [8].
Proposition 3. Let M be the split classical orthogonal K-module of rank 2n+1
and (R,∆, D) = AO(2n + 1,K) be its canonical augmented odd form algebra.
Then the affine group scheme O˜(2n+1,−) is canonically isomorphic to SO(2n+
1,−)×Z/2Z, it is smooth over Spec(K) of relative dimension n(2n+1). In this
decomposition the second projection D: O˜(2n + 1,−) → Z/2Z satisfies det(1 +
rep(β(g))) = 1 − 2D(g) and the kernel of the first projection is {g ∈ O˜(2n +
1,K) | β(g) ∈ C(R)}.
Proof. There is an embedding M → M ′ into the split classical orthogonal K-
module of rank 2n+ 2 given by ei 7→ ei for i 6= 0 and e0 7→ e−n−1 + en+1. This
embedding induces a morphism between special augmented odd form algebras
f : AO(2n+ 1,K)→ AO(2n+ 2,K) given by
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• eij 7→ eij for i, j 6= 0;
• ei0 7→ ei,−n−1 + ei,n+1 and e0i 7→ e−n−1,i + en+1,i for i 6= 0;
• e00 7→ e−n−1,−n−1 + e−n−1,n+1 + en+1,−n−1 + en+1,n+1.
In particular, it is injective. Let AO(2n + 2,K) = (T,Ξ, X). It is easy
to see that f(R) = {t ∈ T | t(e−n−1 − en+1) = t (e−n−1 − en+1) = 0},
f(F ) = {v ∈ X | ρ(v) ∈ f(R)}, and f(∆) = {u ∈ Ξ | pi(u), ρ(u) ∈ f(R)}. Here
T acts onK2n+2 as in the naive construction. Hence O˜(2n+1,K) ∼= {g ∈ O(2n+
2,K) | g(e−n−1 − en+1) = e−n−1 − en+1}. The map D: O˜(2n + 1,−) → Z/2Z
is the restriction of the Dickson invariant for O(2n + 2,−), it clearly satisfies
det(1 + rep(β(g))) = det(α(f(g))) = 1− 2D(g). Note that rep is the action on
the orthogonal complement of en+1 − e−n−1.
The group O˜(2n+ 1,−) is given by the equations
n∑
k=−n
β−k,−iβkj+β0,−iβ0j+βij+β−j,−i = 0 for i+j > 0,
n∑
k=0
β−k,iβki+β−i,i = 0 for all i
on the entries {βij}
n
i,j=−n, i.e. where β(g) =
∑
i,j βijeij . By the Jacobian
criterion, O˜(2n + 1,−) is smooth over K near the identity section. It follows
that O˜(2n + 1,−) is smooth of relative dimension n(2n + 1) over any field.
Hence the differentials of the equations are linearly independent at every point
of Spec(K), i.e. O˜(2n+ 1,−) is a smooth group scheme.
Let Z(K) = {g ∈ O˜(2n + 1,K) | β(g) ∈ C(R)} = {(x(k), u(k)) | k2 + k =
0)}. Since D(g) = −k for g = (x(k), u(k)) ∈ Z(K), we have a decomposition
O˜(2n+1,−) ∼= Ker(D)×Z/2Z. The map rep induces a homomorphism between
smooth group schemes p : Ker(D)→ SO(2n+ 1,−). By the fibral isomorphism
criterion, it suffices to show that this map is an isomorphism over any field.
It is easy to see that the differential in the neutral element dep is a bijection
between the Lie algebras, hence p is an isogeny with étale kernel (recall that
SO(2n+ 1, k) is connected over any field k). As we already know, any element
g from the kernel of p is of type β(g) = ke00 with 2k = 0 and k
2 + k = 0. Such
an element necessary lies in Z(K), i.e. is trivial.
8 Automorphisms
The twisted forms of AL(n,Km), ASp(2n,Km), and AO(n,Km) (over K) are
called classical odd form K-algebras. They are augmented and special. A classi-
cal odd form algebra is called split if it is isomorphic to AL(n,Km), ASp(2n,Km),
or AO(n,Km).
Recall that the classical projective group schemes are the factors PGL(n,−) =
GL(n,−)/GL(1,−) = SL(n,−)/µn, PSO(2n,−) = SO(2n,−)/µ2, PSp(2n,−) =
Sp(2n,−)/µ2 in the sense of group schemes, i.e. as fppf sheaves. Also PSO(2n+
1,K) = SO(2n+ 1,K).
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Let (R,∆) be an odd form K-algebra. We define its projective unitary
group PU(R,∆) as the group of its automorphisms over K. Similarly, a pro-
jective unitary group PU(R,∆, D) of an augmented odd form K-algebra is its
automorphism group, this group satisfy the fpqc sheaf condition. If (R,∆, D)
is a special augmented odd form K-algebra and D = {u ∈ ∆ | pi(u) = 0} (as in
the classical cases), then PU(R,∆) = PU(R,∆, D).
There is a natural homomorphism U(R,∆) → PU(R,∆), an element g ∈
U(R,∆) acts on (R,∆) by gx = α(g)xα(g)−1 for x ∈ R and gu = (γ(g) · pi(u)∔
u) ·α(g)−1 for u ∈ ∆. Note that if (R,∆, D) is an augmented odd form algebra,
then the action of U(R,∆) on (R,∆) preserves D as a K-module, hence we
actually have a homomorphism U(R,∆)→ PU(R,∆, D). Also this action gives
the conjugation action of U(R,∆) on itself.
In order to determine the projective unitary groups of classical odd form
algebras, we use the classification of automorphisms of reductive groups. Let
(X∗,Φ, X∗,Φ
∨) be a root datum, ∆ ⊆ Φ be a base, G = G(X∗,Φ, X∗,Φ
∨) be the
corresponding split reductive group scheme, and Aut(G) be the automorphism
group sheaf of G. Then Aut(G) is representable, the canonical homomorphism
G→ Aut(G) has kernel C(G) (the scheme-theoretic center of G) and Aut(G) ∼=
G/C(G) ⋊ Aut(X∗,Φ, X∗,Φ
∨; ∆), where the second factor is a discrete group
scheme. It is theorem 7.1.9 in [3] and Exp. XXIV, theorem 1.3 in [4]. We denote
Aut(X∗,Φ, X∗,Φ
∨; ∆) by Out(G) and call it the outer automorphism group of
G.
The group schemesGL(n,−)m, SL(n,−)m, SO(n,−)m, Sp(2n,−)m, PGL(n,−)m,
PSO(2n,−)m, and PSp(2n,−)m are reductive for all n,m ≥ 0. Most of them
are semi-simple, hence their outer automorphism groups are subgroups of the
automorphism groups of their Dynkin diagrams (certain powers of Al, Bl, Cl,
or Dl). The exceptions are GL(n,−)
m for n,m ≥ 1 and the small rank cases
SO(2,−)m, PSO(2,−)m for m ≥ 1. Obviously, G(K)m ∼= G(Km) for any group
scheme G, here Km is the split finite étale K-algebra of rank m.
The root datum of GL(n,−) for n ≥ 1 is given by X∗ =
⊕n
i=1 Zfi and
X∗ =
⊕n
i=1 Zei with 〈ei, fi〉 = 1 and 〈ei, fj〉 = 0 for i 6= j. The base ∆
consists of αi = fi − fi+1 for 1 ≤ i ≤ n − 1, α
∨
i = ei − ei+1. There is an
outer automorphism σ given by σ(ei) = −en+1−i and σ(fi) = −fn+1−i, hence
σ(αi) = αn−i. We claim that there are no other outer automorphisms, i.e. that
Out(GL(n,−)) = Z/2Z is generated by σ. Indeed, if τ is such an automorphism,
then we may assume that τ(αi) = αi. Then τ stabilize Φ and Φ
∗, hence it is
determined by the values on e1 and f1. Since τ preserve the pairing, we have
τ(e1) = e1 + λ
∑n
i=1 ei and τ(f1) = f1 + µ
∑n
i=1 fi for some integers λ and
µ such that λ + µ + nλµ = 0. It follows that λ and µ divide each other, i.e.
λ = ±µ. If λ = −µ, then necessarily λ = µ = 0 and τ = id. If λ = µ 6= 0, then
2+nλ = 0, hence n = 1 or n = 2. It is easy to see that in both cases τ = σ. On
the augmented odd form algebra (R,∆, D) = AL(n,K) this automorphism acts
by σ(eij) = ei±(n+1),j±(n+1), it induces the non-trivial involution on the center
C(R) ∼= K ×K of R (for n > 0).
We need certain elements in the unitary groups. Note that in AL(n,K),
ASp(2n,K), and AO(n,K) there are elements eii and qi for 0 < |i| ≤ n. In
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[12] such tuples (e−i,−i, eii, q−i, qi) are called hyperbolic pairs because they are
closely connected with hyperbolic subspaces of quadratic modules. Using the
notation from that paper, elementary transvections are the elements Tij(x) ∈
U(R,∆) for i, j 6= 0, i 6= ±j, x ∈ eiiRejj = Keij (if ij < 0 and (R,∆, D) =
AL(n,K), then x = 0) with
β(Tij(x)) = x− x, γ(Tij(x)) = qi · x −˙ q−j · x −˙ φ(x);
and Ti(u) ∈ U(R,∆) for i 6= 0, u ∈ ∆·ei, ekkpi(u) = 0 for k 6= 0 (i.e. (R,∆, D) =
ASp(2n,K) and u ∈ Kvi, or (R,∆, D) = AO(2n+ 1,K) and u ∈ ui ·K) with
β(Ti(u)) = ρ(u)+pi(u)−pi(u), γ(Ti(u)) = u−˙φ(ρ(u)+pi(u))∔q−i·(ρ(u)−pi(u)).
Elementary dilations are the elements Di(a) ∈ U(R,∆) for i 6= 0, a ∈ K
∗eii
with
β(Di(a)) = a+a′−eii−e−i,−i, γ(Di(a)) = q−i ·(a′−e−i)∔qi·(a−ei)−˙φ(a−ei),
where a′ = k−1eii for a = keii. These elements actually lie in SO(n,K) if
(R,∆, D) = AO(n,K). In the case (R,∆, D) = AL(n,K) the elementary
transvections lie in SL(n,K), and a product D1(a1e11) · · ·Dn(anenn) lies in
SL(n,K) if and only if a1 · · · an = 1.
Lemma 6. Let G be one of the group schemes GL(n,−)m, SL(n,−)m, SO(n,−)m,
or Sp(2n,−)m over a commutative ring K. Let (R,∆, D) be the corresponding
fppf sheaf of split classical odd form algebras. Then the smallest fppf subsheaf
of odd form algebras (S,Θ) ⊆ (R,∆) containing G coincides with (R,∆) with
the exceptions SO(1,−)m, SO(2,−)m, SL(1,−)m, and SL(2,−)m for m ≥ 1.
Proof. Without loss of generality, m = 1. Note that (S,Θ) exists as the asso-
ciated sheaf of the sub-presheaf of (R,∆) generated by all β(g) and γ(g) for g
from G(E) for all extensions E/K. Suppose at the moment that G is not a
special linear group. Note that since Di(aeii) ∈ G(E) for all a ∈ E
∗ and i 6= 0,
we have (a−1 − 1)e−i,−i + (a− 1)eii ∈ S(E) for any E/K. In the faithfully flat
extension K[ω]/(ω2 + ω + 1) we have
e−i,−i + eii = ((−ω − 1)e−i,−i + (−ω
2 − 1)eii)((−ω
2 − 1)e−i,−i + (−ω − 1)eii),
hence e−i,−i+eii ∈ S(K). It follows that a
−1e−i,−i+aeii ∈ S(E) for all a ∈ E
∗.
In the faithfully flat extension K[ζ12]/(ζ
4
12 − ζ
2
12 + 1) we have
ζ412e−i,−i = ζ12(ζ12e−i,−i + ζ
−1
12 eii)− (e−i,−i + eii),
so both e−i,−i and eii lie in S(K) for i 6= 0.
If G = SL(n,K) and n ≥ 3, then β(Tij(xeij)) = xeij−xe−j,−i ∈ S(K) for all
ij > 0, i 6= j, x ∈ K. Choose an index k different from i and j but with the same
sign, then (eik − e−k,−i)(ekj − e−j,−k) = eij ∈ S(K) and eii = eijeji ∈ S(K). If
n = 0, then there is nothing to prove.
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Next consider elementary transvections Tij(x) for arbitrary G. It follows
that eij + se−j,−i ∈ S(K) for all i 6= ±j, i, j 6= 0 and some s = ±1. Hence
eij ∈ S for all i, j 6= 0 and i 6= −j. Also e−i,i = e−i,jeji ∈ S(K) if the exists
an index j different from 0 and ±i. Such an index does not exist in the cases
GL(1,−) (where we do not need e−i,i) and Sp(2,−). For Sp(2n,−) using the
elementary transvections Ti(u) we obtain e−i,i ∈ S(K) for all i 6= 0. Similarly,
for SO(2n+ 1,−) we get e0i, ei0 ∈ S(K) for all i 6= 0 (and, consequently, e00 ∈
S(K) if n > 0).
Since Tij(x) ∈ G(K), we also have qi ∈ Θ(K) for all i 6= 0. It remains to
note that vi ∈ Θ(K) if G = Sp(2n,−) and ui ∈ Θ(K) if G = SO(2n+ 1,−) for
all i 6= 0, because Ti(u) ∈ Θ(K) for all possible u. In the case of SO(2n+ 1,−)
we finally have u0 = u1 · e10 ∈ Θ(K).
The following lemma actually shows that every classical odd form algebra
(R,∆, D) is a twisted form of AL(n,−), ASp(2n,−), or AO(n,−) over a finite
étale K-algebra.
Lemma 7. Let K be a commutative ring and m ≥ 0. Then the automorphism
group of the K-module Km with the operation (xi)i 7→ (x
2
i )i is isomorphic to(
(Z/2Z)m⋊Sm
)
(K), it coincides with the automorphism group of the K-algebra
Km.
Proof. Indeed, if g ∈ GL(n,K) preserves this operation, then g2ij = gij for all
i, j and gijgik = 0 for j 6= k. Hence g is a monomial matrix locally in the Zariski
topology.
Before we state and prove the main theorem, note that the group schemes
SL(n,K)m and SO(n,K)m are characteristic in the unitary group schemes of the
corresponding odd form algebras. Indeed, SL(n,K)m is the derived subgroup of
GL(n,K)m for n ≥ 2 and m ≥ 1 (and SL(n,K)m = 1 otherwise), see theorem
5.3.1 in [3] or Exp. XXII, theorem 6.2.1 in [4]. In the orthogonal case note that
SO(n,K)m is an open subgroup of the unitary group (O(n,K)m for even n and
O˜(n,K)m for odd n) and it is the connected component of the neutral element
over any field.
Theorem 1. Let G be one of the group schemes GL(n,−)m, SL(n,−)m, Sp(2n,−)m,
SO(n,−)m, PGL(n,−)m, PSp(2n,−)m, or PSO(n,−)m over a commutative
ring K. Let (R,∆, D) be the corresponding sheaf of split classical odd form alge-
bras. Then the canonical map PU(R,∆) → Aut(G) is an isomorphism with
the exceptions SO(2,−)m, PSO(2,−)m, PSO(8,−)m, SL(1,−)m, SL(2,−)m,
PGL(1,−)m, PGL(2,−)m for m ≥ 1 and GL(n,−)m, SO(1,−)m, PSO(1,−)m,
PSO(4,−)m for n ≥ 1, m ≥ 2.
Proof. In the cases G = SO(1,−) and G = PSO(1,−) lemma 6 does not hold,
but then the group schemes G, Aut(G), and PU(AO(1,−)) are trivial. Indeed,
every automorphism of AO(1,−) is trivial by lemma 7 and the description of
C(R) and ∆C(R).
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Now let us deal with the case when G is a subgroup of a unitary group.
Consider the sequence G → PU(R,∆) → Aut(G). The homomorphisms G →
PU(R,∆) and G → Aut(G) have the kernel C(G) by lemma 6. The homo-
morphism PU(R,∆) → Aut(G) is injective by the same lemma. In other
words, G/C(G) ≤ PU(R,∆) ≤ Aut(G). It suffices to prove that all outer
automorphisms of G lie in PU(R,∆). In the case G = GL(n,−) the gener-
ator of the outer automorphism group is given by σ ∈ PU(AL(n,K)) from
above if n > 0 (the outer automorphism group is trivial if n = 0). Similarly,
Out(SL(n,−)m) ∼= (Z/2Z)m⋊Sm in embedded into PU(AL(n, (−)
m)) for n ≥ 3.
In the cases G = Sp(2n,−)m and G = SO(2n+1,−)m the outer automorphism
groups are (Sm)(K). In the case G = SO(2n,−) the generator is given by an
element of O(2n,−) = U(R,∆) with Dickson invariant 1 if n > 0 (and the
outer automorphism group is trivial if n = 0). For example, one may take
a reflection in the orthogonal complement of e1 − e−1 (this is true even for
G = SO(8,−)). Finally, Out(SO(2n,−)m) ∼= (Z/2Z)m ⋊ Sm is similarly embed-
ded into PU(AO(2n, (−)m)).
Now consider the case when G is a projective group. As the first part of the
proof shows, G is an open subgroup of finite index in PU(R,∆) = PU(R,∆, D).
It is connected over fields, hence characteristic. We have a sequence G →
PU(R,∆) → Aut(G) such that the composition is an embedding, so it suffices
to show that all outer automorphisms lie in PU(R,∆). All these automorphisms
are actually automorphisms of the corresponding semi-simple subgroup of the
unitary group considered above.
From the theorem we obtain a description of twisted forms of classical group.
If G is one of the group schemes from the theorem, then its twisted forms in
fppf topology over a ring K are classified by the non-abelian cohomology set
Hˇ1fppf(K,Aut(G)). Similarly, twisted forms of the corresponding classical odd
form algebra (R,∆, D) are classified by Hˇ1fppf(K,PU(R,∆, D)). By the theorem,
these sets are canonically isomorphic. This means that every twisted form of G
is obtained from a unique twisted form of (R,∆, D) (as a subgroup of unitary
group or as the projective unitary group). In particular, every twisted form of
a classical semi-simple group scheme of adjoint type is an open subscheme of
some projective unitary group.
If G is a proper subgroup of U(R,∆) or PU(R,∆) from the theorem, then
the additional equation descents to twisted forms of (R,∆, D). In particular, the
Dickson map after descent takes values in a twisted form of (Z/2Z)m, and the de-
terminant on the ring of AL(n, (−)m) takes values in a twisted form of the torus
GL(1,−)m. For example, the real algebraic groups O(n,C)/ SO(n,C) ∼= µ2(C)
and GL(n,C)/ SL(n,C) ∼= GL(1,C) are twisted forms of µ2(R)
2 ∼= (Z/2Z)(R)2
and GL(1,R)2 for n ≥ 1.
9 Other classical groups
In this section we study the general unitary groups and the spin groups.
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Let M be a quadratic module over an even quadratic K-algebra R. Its
general unitary group is
GU(M) = {g ∈ GLR(M) | exists λ ∈ K
∗ such that BM (gm, gm
′) = λBM (m,m
′), qM (gm) = λqM (m)}.
Hence we have the groups schemes GO(n,−), GSp(2n,−), and a funny group
schemeGGL(n,−). Note that there are decompositionsGO(2n,−) ∼= O(2n,−)⋊
GL(1,−), GSp(2n,−) ∼= Sp(2n,−) ⋊ GL(1,−), and GGL(n,−) ∼= GL(n,−) ×
GL(1,−) for n > 0. Also GO(2n + 1,−) ∼= SO(2n + 1,−) × GL(1,−) for
any n. If n > 0, then we may continue the Dickson map to a homomor-
phism D: GO(2n,−) → Z/2Z such that det(g) = (1 − 2D(g))λ(g)n, where
λ : GO(2n,−)→ GL(1,−) is the map from the definition. Its kernel is denoted
by GSO(2n,−), it is isomorphic to SO(2n,−) ⋊ GL(1,−). Let GO(0,K) =
GSp(0,K) = GSO(0,K) = GGL(0,K) = 1.
Let (R,∆) ⊆ (T,Ξ) be a pair of odd form algebras. A general unitary
group GU(T,Ξ;R,∆) consists of elements g ∈ U(T,Ξ) such that gR = R and
g∆ = ∆, it is an overgroup of U(R,∆). There is an obvious homomorphism
GU(T,Ξ;R,∆) → PU(R,∆). We say that the pairs of augmented odd form
algebras ASp(2n,K) ⊆ AL(2n,K), AO(2n,K) ⊆ AL(2n,K), and AL(n,K) ⊆
AL(n,K × K) are classical (as well as their twisted forms), the inclusions are
given by the naive construction. More explicitly, the maps ASp(2n,K) →
AL(2n,K) and AO(2n,K)→ AL(2n,K) are given by eij 7→ eij ± e−i−j , where
the ring ofAL(2n,K) is T =
⊕
0<|i|,|j|≤nKe i j⊕
⊕
0<|i|,|j|≤nKeij with the invo-
lution eij = e j i (here i = i) and the sign is taken from the formulas for the invo-
lution onR. It is clear that the mapsGSp(2n,K)→ GU(AL(2n,K),ASp(2n,K)),
GO(2n,K) → GU(AL(2n,K),AO(2n,K)), and GGL(n,K) → GU(AL(n,K ×
K),AL(n,K)) are isomorphisms.
If (R,∆) ⊆ (T,Ξ) is a pair of odd form algebras, then Aut(T,Ξ;R,∆) is
the subgroup of PU(T,Ξ) stabilizing (R,∆). In the classical cases the outer au-
tomorphism σ : eij 7→ e−i−j , e i j 7→ e−i,−j of AL(2n,K) stabilizes ASp(2n,K)
(acting as the matrix e−n,−n + . . .+ e−1,−1 − e11 − . . . − enn from GSp(2n,K)
on this odd form subalgebra) and centralizes AO(2n,K).
Theorem 2. Let G be either GSp(2n,−) or GSO(2n,−) over a commutative
ring K. Let (R,∆, D) ⊆ (T,Ξ, X) be the corresponding classical pair of sheaves
of augmented odd form algebras. Then the map Aut(T,Ξ;R,∆) → Aut(G) is
an isomorphism with the exception G = GSO(2,−).
Proof. If n = 0, then all groups from the statement are trivial. Else consider
the sequence G → Aut(T,Ξ;R,∆) → Aut(G). The kernel of the first map is
GL(1,−), it coincides with the kernel of the composition. The second map is
injective since if τ lies in the kernel, then it centralize both R and C(T ) by
lemma 6, i.e. it is trivial. It suffices to show that all outer automorphisms
of G lie in the image of the second map. Similarly to GL(n,−), it turns out
that Out(GSp(2n,−)) ∼= Z/2Z and Out(GO(2n,−)) ∼= Z/2Z × Z/2Z. In the
symplectic case the outer automorphism group is generated by σ from the above,
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and in the even orthogonal case the outer automorphism group is generated by
σ and a reflection from O(2n,−) with Dickson invariant 1.
Now all twisted forms of GSp(2n,−) and GSO(2n,−) arise as general unitary
groups (or their index 2 subgroups) of twisted classical pairs of odd form algebras.
We do not try to find a similar construction for GGL(n,−), n ≥ 1, and for
GSO(2,−), since their automorphism group schemes are not affine (they have
infinite discrete group schemes of outer automorphisms). It seems that the group
schemes GSO(2n + 1,−) do not arise as subgroups of general unitary groups
of AO(2n + 1,−) ⊆ (T,Ξ, X) for some nice (T,Ξ, X). On the other hand,
the decomposition GSO(2n+1,−) ∼= SO(2n+1,−)×GL(1,−) is characteristic,
hence any twisted form of GSO(2n+1,−) is uniquely decomposed into a product
of a twisted form of SO(2n+1,−) and a twisted form of GL(1,−), both of them
are given by augmented odd form algebras.
Let M be the split classical quadratic module over a commutative ring K
of rank n. Its Clifford algebra Cl(n,K) is the unital associative K-algebra
generated byM with the relationm2 = q(m). It is well-known (see, for example,
[6]) that Cl(n,K) is a 2-graded algebra, its even part Cl0(n,K) is generated by
M2, and its odd part Cl1(n,K) contains an isomorphic image ofM . The Clifford
algebra also has an involution m1 · · ·mn 7→ mn · · ·m1 for mi ∈ M . The spin
group is Spin(n,K) = {u ∈ Cl0(n,K)
∗ | u−1 = u, uM =M} (it suffices to check
uM ≤ M instead of uM = M), it is reductive for n ≥ 2. There is a short exact
sequence µ2 → Spin(n,K) → SO(n,K) for all n, where the right arrow is the
action on M .
Now let (R,∆, D) = AO(n,K) be the orthogonal odd form algebra, and M
be the split classical quadratic module of rank n as before. We construct a part
of the Clifford algebra using R. Note that R = M ⊗Mop ∼= M ⊗M using the
isomorphism M ∼= Mop,m 7→ mop of K-modules. It is easy to see that the
action of U(R,∆) on R is given by g(m⊗m′) = gm ⊗ gm′. It follows that the
natural action of the symmetric group S2k on R ⊗ . . . ⊗R ∼= (M ⊗M) ⊗ . . .⊗
(M ⊗M) is PU(R,∆)-invariant if n 6= 8, because then U(R,∆) → PU(R,∆)
is an epimorphism of fppf sheaves. There is a linear map htr : {x ∈ R | x =
x } → K such that htr(eij + e−j,−i) = 0 for i 6= j, htr(ei,−i) = 0 for i 6= 0,
htr(eii + e−i,−i) = 1 for i 6= 0, and htr(e00) = 1 (if n is odd). This map satisfies
htr(x+x) = tr(x) for even n and htr(x+x) = tr(rep(x)) for odd n, it is invariant
under the action of PU(R,∆) (since {x ∈ R | x = x} = {y+y | y ∈ R} for even n
and there is an embedding AO(n,K)→ AO(n+1,K) for odd n). The even part
of the Clifford algebra Cl0(n,K) is naturally isomorphic to the unital K-algebra
Cl0(AO(n,K)) generated by the K-module R with the relations x = htr(x) and
zw = htr(x)y for x = x ∈ R and y ∈ R, where z ⊗ w = σ(x ⊗ y) and σ is the
permutation 2 3 1 4.
In order to define the spin group in terms of (R,∆, D) we need more than
just Cl0(AO(n,K)) ∼= Cl0(n,K). The odd part Cl1(n,K) cannot be constructed
in the same way, since the group scheme PU(AO(n,K)) does not act on this
module. Instead we define Cl21(AO(n,K)) to be a Cl0(AO(n,K))
⊗2-bimodule
generated by a K-module R with the relations (x ⊗ 1)y = z1(w1 ⊗ 1) and
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(1⊗x)y = z2(1⊗w2) for x, y ∈ R, where z1⊗w1 = σ1(x⊗y), z2⊗w2 = σ2(x⊗y),
σ1 is the permutation 1 3 4 2, and σ2 is the permutation 2 3 1 4. This bimodule
is isomorphic to the bimodule Cl1(n,K)⊗ Cl1(n,K). Hence the spin group is
Spin(n,K) = {g ∈ Cl0(R,∆) | g
−1 = g, (g ⊗ 1)R(g−1 ⊗ 1) = R}.
Theorem 3. Let K be a commutative ring, n,m be integers. Then the ho-
momorphism of group K-schemes PU(AO(n, (−)m))→ Aut(Spin(n,−)m) is an
isomorphism with the exceptions n ≤ 2 and m > 1; n = 8 and m > 0.
Proof. If n = 0 or n = 1, then Spin(n,−) ∼= µ2 has trivial automorphism
group, as well as AO(n,−). In the case n = 2 the group scheme Spin(n,−)
is isomorphic to GL(1,−) and its automorphism group scheme µ2 is generated
by a reflection from O(2,−) with Dickson invariant 1. Finally, if n ≥ 3, then
Spin(n,−)m is semi-simple and Aut(Spin(n,−)m) ∼= Aut(PSO(n,−)m), hence
the result follows from theorem 1.
In the end we briefly discuss the exceptions for our results. The group
schemes SO(1,−) and SL(1,−) are trivial and generate zero sheaves of odd form
subalgebras in AO(1,−) and AL(1,−). There are obvious injective morphisms of
augmented odd form algebras ASp(2,−)→ AL(2,−) and AL(1,−)→ AO(2,−)
inducing the isomorphisms Sp(2,−) ∼= SL(2,−) andGL(1,−) ∼= SO(2,−), hence
the group schemes SL(2,−) and SO(2,−) generate the images of these mor-
phisms as odd form subalgebras.
The group schemes PSO(8,−) and Spin(8,−) have outer automorphism
group schemes S3 instead of Z/2Z, hence Aut(AO(8,−)) is a non-normal sub-
group of index 3 in their automorphism group schemes. For these group schemes
our constructions using augmented odd form algebras give only a part of all pos-
sible forms.
The sequence PSO(2,−) → PU(AO(2,−)) → Aut(PSO(2,−)) is split short
exact, i.e. PU(AO(2,−)) ∼= GL(1,−)⋊µ2, and the natural mapAut(SO(2,−))→
Aut(PSO(2,−)) is an isomorphism. The forms PSO(2,−) and SO(2,−) may be
classified using the isomorphisms PSO(2,−) ∼= SO(2,−) ∼= GL(1,−).
The group schemes SL(1,−) and PGL(1,−), as well as their automorphism
groups, are trivial, but PU(AL(1,−)) ∼= µ2. The sequence PGL(2,−) →
PU(AL(2,−)) → Aut(PGL(2,−)) is isomorphic to PGL(2,−) → PGL(2,−) ×
Z/2Z → PGL(2,−), also the map Aut(SL(2,−)) → Aut(PGL(2,−)) is an iso-
morphism. The forms of SL(2,−)m and PGL(2,−)m may be classified using the
isomorphisms Sp(2,−) ∼= SL(2,−) and PSp(2,−) ∼= PGL(2,−).
We do not try to construct all twisted forms of GL(n,−)m, GSp(2n,−)m,
and GO(2n,−)m for m ≥ 2 and n ≥ 1, since their automorphism groups are not
affine. On the other hand, every twisted form of PGL(n,−)m, PSp(2n,−)m, or
PSO(2n,−)m determines a canonical twisted form of GL(n,−)m, GSp(2n,−)m,
or GO(2n,−)m using odd form algebras.
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