This paper estimates the jumbo-conforming spread using data from the Federal Housing Finance Board's Monthly Interest Rate Survey from January 1993 to June 2007. Importantly, this paper augments the typical parametric approach by adding state-level foreclosure laws and ZIP-level demographic variables to the model, estimating the effects of loan size and loan-to-value ratio on mortgage rates nonparametrically, and including geographic location as a control for some potentially unobserved borrower and market characteristics that might vary over geography, such as credit scores, debt-to-income ratios, and house price volatility. A partial locallinear regression approach is used to estimate the jumbo-conforming spread, on the premise that loans similar to each other in terms of loan size, loan-to-value ratio, or geographic location might also be similar in other, unobservable borrower and market characteristics. I find estimates of the jumbo-conforming spread of 13 to 24 basis points-50 to 24 percent smaller since about 1996, when credit scores became widely used in mortgage underwriting, than estimates from a commonly used parametric model. I therefore attribute the difference in estimates to credit quality and other unobserved characteristics, among other potential explanations, making these controls an important issue in estimating the jumbo-conforming spread.
Introduction
The housing government-sponsored enterprises (GSEs), Fannie Mae and Freddie Mac, were created by Congress to facilitate the flow of capital to lenders for making mortgage loans. The GSEs, as well as private-label issuers, purchase mortgages from lenders and package them together as mortgage-backed securities (MBS).
The resulting securities can then be sold to investors. This process, known as securitization (or MBS issuance), frees lenders' capital, thereby making it possible for lenders to extend more mortgage loans.
The effect of GSE activities on mortgage rates, in particular, has prompted considerable previous work. Some research argues that the GSEs serve to reduce interest rates on so-called conforming mortgages-those that the housing GSEs are eligible to purchase-by facilitating securitization of these mortgages relative to so-called jumbo mortgages-those that exceed the conforming loan limit and which the GSEs are ineligible to purchase. Other research argues that the jumboconforming spread provides only an upper bound on the effect of the GSEs on mortgage rates.
As shown in Figure 1 , average mortgage rates on jumbo originations have generally exceeded average mortgage rates on conforming originations over the 1993 to 2007 period. The figure also shows the dispersion of mortgage rates across loans at any given point in time, as shown by the range between the 10th and 90th percentiles for rates on conforming mortgages. The wide range of mortgage rates presumably reflects the effects of a variety of other factors on mortgage pricing, such as credit quality. Figure 2 shows a kernel density estimate and Figure 3 shows the empirical cu-1 mulative distribution function for thirty-year fixed-rate mortgage loan sizes originated during 2006. Over 95 percent of these 30-year fixed-rate mortgage originations had loan sizes at or below the conforming loan limit, most with loan sizes between $100,000 and $200,000. In addition, the spike of loans at the conforming loan limit, and the relative dearth of loans just above the loan limit, suggest that at least some borrowers perceive a difference in rates on jumbo and conforming mortgages, and therefore select lower-cost conforming mortgages. Some observers have argued that these empirical facts suggest that GSE securitization activity may reduce mortgage rates on conforming mortgages. 1 Various studies have provided estimates of the spread between jumbo and conforming mortgages (Hendershott and Shilling (1989) , Cotterman and Pearce (1996) , Ambrose, Buttimer, and Thibodeau (2001) , Naranjo and Toevs (2002) , Passmore, Sparks, and Ingpen (2002) , U.S. Congressional Budget Office (CBO) (2001), Ambrose, LaCour-Little, and Sanders (2004) , and Passmore, Sherlund, and Burgess (2005) to name a few; McKenzie (2002) provides a summary). These studies report estimates of the jumbo-conforming spread (which varies widely across sample periods) as low as a few basis points to as much as 60 basis points. Many of these studies use the Federal Housing Finance Board's Monthly Interest Rate Survey (MIRS), which contains information on the contract mortgage rate, the loan-to-value (LTV) ratio at origination, the type and term of the mortgage, the loan amount, etc. A key deficiency of the MIRS data, however, is its exclusion of measures of creditworthiness (beyond LTV), income, and expected house price volatility-critical variables in understanding mortgage underwriting. Ambrose, LaCour-Little, and Sanders (2004) use a unique data set from a large national lender that provides better measures of borrower credit quality and can differentiate directly between conforming and nonconforming mortgages. 2 After controlling for borrower characteristics and house price volatility, the authors report an estimated jumbo-conforming spread of about 27 basis points from 1995 to 1997. Moreover, about 9 basis points of the jumbo-conforming spread estimate is attributed to the nonconforming-conforming spread (possibly due to GSE activities), 15 basis points to the jumbo-nonconforming spread (not due to GSE activities), and 3 basis points to house price volatility. Passmore, Sherlund, and Burgess (2005) show that the jumbo-conforming spread can vary due to factors outside the GSEs' control, such as prepayment and credit risks. In particular, they relate the GSE funding advantage, as well as proxies for prepayment, credit, and maturity-mismatch risks, to estimates of the jumboconforming spread. Based on data for 1997-2003, their results suggest that approximately 16 percent of the GSEs' funding advantage is passed through to homebuyers in the form of lower mortgage rates, implying that as much as 84 percent of the funding advantage is retained by GSE shareholders in the form of profits.
Further, the average pass through to homebuyers accounts for about 40 percent of the average jumbo-conforming spread, or 6 to 7 basis points, suggesting that the jumbo-conforming spread also arises because of factors outside the GSEs' control. This paper explores a new, comparatively flexible method of estimating the jumbo-conforming spread. I particular, I show how to estimate the jumbo-conforming spread while using geographic information to control for some of the variation in unobserved borrower and market characteristics, such as credit quality, debt-toincome ratios, and house price volatility. It uses a semiparametric approach suggested by Porter (2002) , ultimately comparing "similar" mortgage loans in terms of geography, loan size, and loan-to-value (LTV) ratio. In the end, I find estimates of the jumbo-conforming spread to be 13 to 24 basis points-50 to 24 percent smaller since about 1996, when credit scores became widely used in mortgage underwriting, than estimates from a commonly used parametric model. I attribute the difference in estimates to credit quality and other unobserved characteristics, among other potential explanations, making these controls an important issue in estimating the jumbo-conforming spread.
The remainder of the paper is organized as follows. Section 2 describes the data while Section 3 describes the methodology I use to estimate the jumbo-conforming spread. Section 4 discusses the results and the final section concludes. 
Data

Methodology
The typical starting point for estimating the jumbo-conforming spread (Hendershott and Shilling (1989) ) is to estimate a relationship of the form:
(1)
where r i is the mortgage rate (or spread) on loan i, This paper augments this parametric model by (1) adding state-level foreclosure laws and ZIP-level demographic variables to x i , (2) estimating nonparametrically the effect of loan size and LTV ratio on mortgage rates, and (3) including geographic location as a control for some unobserved borrower and market characteristics that might vary over geography, such as credit scores, debt-to-income ratios, or house price volatility. More specifically, the semiparametric model takes the form:
4 Classifications include LT Vi ≤ 75, 75 < LT Vi ≤ 80 (excluded), 80 < LT Vi ≤ 90, and 90 < LT Vi.
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The first contribution of this paper is straightforward. If demographic variables influence mortgage rates and the probability of having a jumbo mortgage, but are excluded from equations 1 or 2, then estimates of the jumbo-conforming spread will be biased. By including ZIP-level demographic variables, I hope to avoid at least part of this potential bias.
The second contribution of this paper is to allow the data to determine the shape of f (Size i , LT V i , ZIP i ), using nonparametric regression techniques. This contrasts with the parametric approach of specifying
a priori, as in 1. An incorrectly specified functional form for f (· · · ) can also lead to biased estimates of the jumbo-conforming spread.
The third contribution of this paper is the inclusion of geographic location (ZIP i ) as a control for some unobservable borrower or market characteristics that might vary over geography. That is, households near each other might have similar unobservable borrower or market characteristics, such as credit quality, debt-toincome ratios, or house price volatility.
Several conditions for consistent estimation are necessary. First, some degree
The primary discontinuities to be modeled explicitly in the model are at the conforming loan limit (the effect of jumbo status on mortgage rates) and at state boundaries (via the foreclosure indicator variables). 5 Second, the familiar exogeneity condition,
The trick, then, is how to identify the effect of jumbo status on the mortgage rate, α * . Hahn, Todd, and Van der Klaauw (2001) suggest estimating separately:
(i) the limit of E[r i |z i ] as the loan size approaches the conforming loan limit from below, denoted E[r i |z i ] − , using data only on conforming mortgages, and (ii) the limit of E[r i |z i ] from above, denoted E[r i |z i ] + , estimated using data only on jumbo
mortgages. An estimate of the effect of jumbo status on the mortgage rate is then the difference in the limits of E[r i |z i ] at the conforming loan limit:
An alternative approach, suggested by Porter (2002) and implemented in this paper, is to move α * J i over to the left-hand side of equation 2, and then minimize the sum of squared residuals with respect to the choice of α * . That is, choose α * such that
Each of these two approaches has advantages and disadvantages. The former method is easy to compute, but suffers from the effects of small samples, especially given the size of some of the monthly jumbo mortgage samples. It has the additional disadvantage that the jumbo-conforming spread is identified at the boundary of two subsamples, raising questions about boundary bias. The latter approach, however, is computationally expensive, as it estimates local-linear regressions on the entire sample for each step of the optimization process. It does, however, reduce problems associated with small sample sizes and boundary bias.
6 I relax this condition in section 4.1.
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I use local-linear regression to estimate f (z i ) in this paper. Under this approach, the expected value of a variable will be a weighted average of the values for observations which are "nearby" in the sense of having similar values of conditioning variables z i . The kernel weights place more weight on observations close by than on those farther away. Here, I use a normal (Gaussian) product kernel, so
where φ(·) is the standard normal density function. The kernel bandwidth, b n , controls how much weight each observation receives in the weighted average. It is effectively a scaling variable, so that with a small bandwidth, only very close observations are included, while with a larger bandwidth, more observations are included. The bandwidth enters the kernel via u i = (z i − z)/b n . 7, 8 As opposed to Nadaraya-Watson regression, which essentially fits a constant to the data close to a specific observation using data near that observation (ŷ = i w i y i where w i = K i / j K j ), local-linear regression fits a straight line through a specific observation using data near that observation (ŷ = i w * i y i where
and e 1 is a selection vector with 1 in its first element and zeros elsewhere). As it turns out, local-linear regression is equivalent to a weighted least squares regression of y i on (1, (z i − z)) ′ with weights K 1/2 i .
7 Distances between ZIP code centroids are computed using the Haversine formula for great circle distances.
8 Ideally, one would cross-validate the bandwidth parameters, but this proves to be computationally prohibitive in this application. I therefore use a rule-of-thumb bandwidth suggested by Silverman (1986) ,
, σz is the standard deviation of z, and d = dim(zi). Bandwidths range from 0.15 to 0.22 for ln(Sizei), from 4.4 to 6.5 percentage points for LT Vi, and from 28 to 44 miles over geography. Robinson (1988) shows how to estimate λ * from equation 2-similar to partial linear regression in the linear regression context. First, take conditional expectations of equation 2 (with α * J i subtracted from both sides):
.
So to estimate λ * , first perform local-linear regressions of y i = r i − α * J i on z i and x * i on z i , then regress the residuals y i −ŷ i on the residuals x * i −x * i . In our optimization algorithm, λ * is computed for each trial α * in the Newton-Raphson iterations.
As noted by Pagan and Ullah (1999) , local-linear regression reduces boundary bias relative to the usual Nadaraya-Watson regression. Note that boundary bias could be a particular problem with the approach suggested by Hahn, Todd, and Van der Klaauw (2001) , in that the treatment effect is identified at the boundaries of the jumbo and conforming subsamples. The approach suggested by Porter (2002) , however, identifies α * in the interior of the data span. Further, Robinson (1988) and Porter (2002) show thatλ * → λ * at semiparametric rates (slower than √ n-convergence). 9
Results
For each month of the MIRS data, I estimate the benchmark parametric model and the semiparametric partial local-linear regression model. 10 Figure 4 shows the 12-month moving averages for the two estimated time series of the jumboconforming spread as well as the unconditional jumbo-conforming spread, while Of particular note is how the 12-month moving averages tend to track each other closely up until about 1996. Then the two series appear to drift apart permanently. One possible explanation for this is the widespread introduction of credit scoring in mortgage underwriting. In particular, the inclusion of credit scores in mortgage underwriting processes started around the end of 1995. Because the jumbo-conforming spread is estimated to be smaller when geography is includ-ed in the conditioning set, homeowners right at the conforming loan limit might have better credit quality than homeowners just above the conforming loan limit. For instance, a borrower who has the resources available to lower his or her loan size or LTV (perhaps as a signal on his or her credit worthiness) might have better credit quality than a borrower who does not have the resources available to lower his or her loan size or LTV. It could also be the case that jumbo borrowers no longer need to signal their credit quality through their loan-to-value ratios and jumbo-conforming status; now they can signal their credit quality through their credit scores. In either case, controlling for (unobserved) credit quality would tend to lower estimates of the jumbo-conforming spread, relative to an approach without such a control, as the effect would be separately identified from the jumboconforming spread. Table 2 shows the average parameter estimates across time for each of the estimated models. Note that the average estimated effect of jumbo status on mortgage rates is positive (22 basis points), as are the effects of fees paid at closing (7 basis pints), whether the mortgage was originated by a mortgage company (9 basis points), whether the home was new (7 basis points), as well as state laws pertaining to whether judicial foreclosure is required (2 basis points) and whether deficiency judgments are prohibited (6 basis points). In the parametric specifications, loan size and the LTV ratio also have fairly substantial effects on mortgage rates (these effects are implicit in the semiparametric estimates). Of particular note are the average R-squared values. The benchmark parametric model explains only about 11 percent of the variation in mortgage rates, on average. Without state-level foreclosure and ZIP-level demographic variables, the average R-squared falls to around 8 percent. But for the semiparametric model the average R-squared increases to over 61 percent, presumably reflecting nonlinearities of f (z i ) in z i and unobserved borrower and market characteristics that vary over geographic location. (2004), the literature has largely ignored the potential endogeneity of loan size and LTV (and thus sample selection in jumbo status). In the parametric setting at least, procedures already exist to address these issues. The following subsections take a first pass at exploring these issues in the semiparametric context. Finally, estimates of the jumbo-conforming spread might vary across geographic locations. Thus, estimating the jumbo-conforming spread for specific geographies could prove to be an interesting exercise.
Endogeneity
As noted above, estimates of the jumbo-conforming spread to this point have largely ignored the potential endogeneity of loan size and the loan-to-value ratio-i.e., the ability of certain borrowers to choose loan sizes and LTV ratios in order to secure conforming mortgage status (be it due to perceived price differences or to signaling good credit quality)-and the resulting sample selection of jumbo status. 
Conclusion
This paper estimates the jumbo-conforming spread using data from the Federal Housing Finance Board's Monthly Interest Rate Survey from January 1993 to June 2007. Importantly, this paper augments the typical parametric approach by adding state-level foreclosure laws and ZIP-level demographic variables to the model, estimating the effects of loan size and loan-to-value ratio on mortgage rates nonparametrically, and including geographic location as a control for some potentially unobserved borrower and market characteristics that might vary over geography, such as credit scores, debt-to-income ratios, and house price volatility. A partial locallinear regression approach is used to estimate the jumbo-conforming spread, on the premise that loans similar to each other in terms of loan size, loan-to-value ratio, or geographic location might also be similar in other, unobservable borrower and market characteristics. I find estimates of the jumbo-conforming spread to be 13 to 24 basis points-50 to 24 percent smaller since about 1996, when credit scores became widely used in mortgage underwriting, than estimates from a commonly used parametric model. I therefore attribute the difference in estimates to credit quality and other unobserved characteristics, among other potential explanations, making these controls an important issue in estimating the jumbo-conforming spread. 9.7 to 22.2 (7) 5.2 to 9.7 (6) 3.3 to 5.2 (6) 2.6 to 3.3 (5) 2.1 to 2.6 (4) 1.4 to 2.1 (7) 0.5 to 1.4 (6) 0 to 0. 
