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Classical results on the statistical complexity of linear models have commonly
identified the norm of the weights ‖w‖ as a fundamental capacity measure.
Generalizations of this measure to the setting of deep networks have been varied,
though a frequently identified quantity is the product of weight norms of each
layer. In this work, we show that for a large class of networks possessing
a positive homogeneity property, similar bounds may be obtained instead in
terms of the norm of the product of weights. Our proof technique generalizes
a recently proposed sampling argument, which allows us to demonstrate the
existence of sparse approximants of positive homogeneous networks. This yields
covering number bounds, which can be converted to generalization bounds for
multi-class classification that are comparable to, and in certain cases improve
upon, existing results in the literature. Finally, we investigate our sampling
procedure empirically, which yields results consistent with our theory.
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1. Introduction
For classes of linear models, including deep linear networks, it is well known that the norm
of the weights ‖w‖ is an important capacity measure that governs much of their statistical
behavior. As a consequence, many algorithms have been developed for these problems
that explicitly regularize on such norms. For more complex function classes, such as deep
neural networks, various generalizations of this capacity measure have been proposed. Such
analyses have commonly identified the product of norms
∏ ‖W`‖ as a complexity measure,
e.g. Bartlett et al. [2017], Neyshabur et al. [2018], Golowich et al. [2018]. In this paper, we
show that for a large class of deep networks possessing a positive homogeneity property,
including ReLU networks and convolution networks with max or average pooling, we can
obtain bounds that are instead in terms of a norm of a product ‖∏ |W`|‖, which we show
often lower bounds the former product of norms. These quantities arise out of a path-based
analysis of positive homogeneous networks, and are in fact closely related to the path norms
appearing in previous work, such as Neyshabur et al. [2015a,b], Kawaguchi et al. [2019].
Our method for proving such bounds generalizes a sampling technique recently proposed
in Barron and Klusowski [2018], wherein a positive homogeneous network is parameterized
explicitly in terms of a path distribution, which is subsequently sampled from in order to
produce a sparse approximant of the original network. This technique allows us to prove
that any given positive homogeneous network f admits a sparse approximant f˜ which
belongs to a small representer set of functions, whose cardinality we show to be governed
by various norms. These results immediately imply covering number bounds, which can be
used to control various statistical performance measures, including generalization error.
Our sampling approach is an example of the probabilistic method, which, interestingly, ap-
pears frequently in previous work on generalization. For example, Bartlett et al. [2017]
prove covering number bounds via the use of Maurey sparsification, wherein each layer of
a network is sparsified individually using a probabilistic sampling argument. Arora et al.
[2018] introduce a compression-based approach to generalization, and prove a bound by
compressing each layer of a deep network via a random projection. Baykal et al. [2019]
recently introduced an edge-wise sampling procedure for compressing networks, which like-
wise can be used to obtain generalization bounds via the compression approach of Arora
et al. [2018]. Notably, however, in almost all existing works, compression and/or sparsi-
fication of deep networks is conducted layer-wise. In the context of norm-based bounds,
operating in such a manner generally leads to bounds in terms of the product of norms of
the weights, as is the case in Bartlett et al. [2017], Neyshabur et al. [2018].
In contrast, our path-based approach allows us to sample from a distribution over all
parameters at once, without the need to work in a layer-wise fashion. More specifically,
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we define a distribution over paths through the network, obtained by normalizing with
various quantities of the form ‖∏L1 |W`|‖. In contrast to the product of weight norms,
these quantities capture a notion of global variation in networks. Indeed, the product of
weight norms measures the size of weights within layers, but fails to capture the strength
of connections and interactions across successive layers. On the other hand, the norm of
the product of weights incorporates both aspects.
We remark that a path-based approach to studying neural networks has appeared in several
other works, for example in the design of optimization algorithms Neyshabur et al. [2015a]
for neural networks, as well the study of their loss surfaces Choromanska et al. [2015].
The path norms studied in Neyshabur et al. [2015b] are closely related to the quantities
arising in our analysis, and in fact, as we discuss in Section 4.1, our results can be seen as
improvements of the bounds given therein, by avoiding exponential dependence on network
depth. Other path-based capacity measures have been considered as well, notably by
Kawaguchi et al. [2019], though the resulting bounds depend critically on the (unknown)
data distribution. Recent work has also proposed the Fisher-Rao norm as a global, norm-
based capacity metric for deep networks, though this has only been shown to control
generalization error for the case of linear networks Liang et al. [2019].
Organization and our contributions
The paper is organized as follows.
• In Section 2, we outline our general setting and notation, and review a sampling
technique proposed by Barron and Klusowski [2018], which they use to prove approx-
imation and covering bounds for single output, fully-connected networks in terms of
`1-type norms.
• In Section 3, we extend the sampling scheme and analysis to the multi-class and
convolutional setting, and show that it can be generalized to obtain bounds in terms
of a much broader class of norms. We further show with a lower bound that our
analysis of the sampling scheme is nearly optimal.
• In Section 4, we exploit certain permutation invariances in deep networks to bound
the number of networks that are realized by the sampling method. This results in
covering number and metric entropy bounds. We provide several corollaries of these
bounds, including notably a new margin-based generalization bound for multi-class
classification. We compare this bound to existing results in the literature, and find
that our bound is comparable to, and often improves upon, existing norm-based
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bounds.
• In Section 5, we investigate empirically the sampling strategy studied theoretically
above, and find that compressibility of networks correlates well with generalization
performance. An analysis of certain normalized margin distributions suggests that
the quantities appearing in our bounds do indeed capture this behavior.
• Finally, in Section 6, we suggest directions for future research; namely, we outline one
potential approach to extending our technique and results to the analysis of residual
networks.
2. Setup and Background
In this work, we consider a standard setting of multi-class classification, wherein a network
f(x;W ) : X ⊆ Rd 7→ Rk makes a classification decision yˆ = arg maxj f(x;W )j . We use S
to denote a training set {x1, ..., xn} of n points, each of which has a corresponding label
{y1, ..., yn}, with yi ∈ {1, ..., k}. For a vector v ∈ Rk and y ∈ {1, ..., k}, we define the
margin operator to be M(v, y) = vy −maxj 6=y vj . We denote the classification loss
`(f(x;W ), y) = 1
(M(f(x;W ), y) ≤ 0) (1)
and, for γ > 0, the γ-margin loss
`γ(f(x;W ), y) = 1
(M(f(x;W ), y) ≤ γ). (2)
For the empirical loss, we denote ˆ`(f) = 1n
∑
(x,y):x∈S `(f(x;W ), y) and for the population
loss we use `(f) = E(x,y)[`(f(x;W ), y)], and likewise for ˆ`γ(f) and `γ(f). We will also use
the ramp function which, for any γ > 0, is given by
Rγ(z) =

0 z < −γ,
1 + z/γ z ∈ [−γ, 0]
1 z > 0
. (3)
Rγ importantly satisfies the following:
`(f) ≤ E(x,y)[Rγ(−M(f(x;W ), y)] ≤ `γ(f) (4)
with analogous inequalities holding for ˆ`(f), ˆ`γ(f) with the empirical distribution on S.
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We will use the notation Bq(r) = {x ∈ Rd : ‖x‖q ≤ r} to denote the `q balls in Rd. For an
m× n matrix A, we define the matrix q-norm induced by the `q norm by
‖A‖q = sup
z 6=0
‖Az‖q
‖z‖q . (5)
We will be particularly interested in ‖ · ‖2, which is the spectral norm (also denoted ‖ · ‖σ),
and ‖ · ‖∞, which is also equal to the (1,∞) norm appearing in the analysis of Golowich
et al. [2018]. We will also use the matrix (q, 1) norm, which is given by
‖A‖q,1 =
n∑
j=1
( m∑
i=1
|aij |q
)1/q
. (6)
We consider networks of the form
f(x;W ) = WLφ(WL−1φ(· · ·φ(W1x))) (7)
where W`[j`, j`−1] = wj`,j`−1 are the d` × d`−1 weight matrices (d0 = d and dL = k)
and φ(z) is an activation which is positive homogeneous1, 1-Lipschitz and satisfies φ(0) =
0. The most common example is the ReLU activation φ(z) = max(z, 0), though it also
applies to other activations, such as the ‘leaky ReLU’ or the identity. Since compositions
of positive homogeneous functions are also positive homogeneous, our theory applies to
max or average pooling operations followed by a positive homogeneous activation, as in
convolutional networks. For each output unit jL ∈ {1, ..., k}, the subnetwork terminating
at node jL may be expressed as
f(x;W )jL =
∑
jL−1
wjL,jL−1φ
(
· · ·φ
(∑
j0
wj1,j0xj0
))
. (8)
Each unit of the network outputs xj` = φ(zj`) for a corresponding input
zj` =
∑
j`−1
wj`,j`−1xj`−1 =
∑
j`−1
wj`,j`−1φ(zj`−1). (9)
2.1. `1 normalization and the path distribution
A crucial observation made in Barron and Klusowski [2018] is that by doubling the number
of nodes per layer and relabeling the indices, we can assign the absolute weights |wj`,j`−1 |
1The property that for all α > 0, φ(αz) = αφ(z).
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into one of two pre-specified groups, each of size d`−1: (I) if wj`,j`−1 is negative, we associate
it with −φ(zj`−1) and (II) if wj`,j`−1 is positive, we associate it with +φ(zj`−1). By doing
this, we can assume all the weights are nonnegative. For notational convenience, we do
not explicitly account for these sign differences in the activation function when we describe
the network. Instead, without loss of generality, we simply write φ with the understanding
that it is a placeholder for either −φ or +φ. Likewise, we use W` with the understanding
that the weights are taken to be nonnegative, which results in quantities that are in terms
of the absolute values of the original weights.
With this convention, we may exploit the positive homogeneity of φ, and move all the
(non-negative) weights to the inner layer sum to get
f(x;W )jL =
∑
jL−1
φ
(∑
jL−2
φ
(
· · ·φ
(∑
j0
wj0,j1,...,jLxj0
)))
(10)
where
wj0,j1,...,jL = wjL,jL−1wjL−1,jL−2wjL−2,jL−3 · · ·wj1,j0 . (11)
Here we think of each (j0, ..., jL) as indexing a single path through the network. It is this
representation of the network in terms of the paths that facilitates our analysis.
Remark 1 (Path representation for networks with pooling). We remark that a similar
expression can be used to study convolutional networks with max and/or average pooling,
by recalling that 2D convolution can be expressed as matrix multiplication with respect to
a particular class of Toeplitz matrices and that the (max or average) pooling operator P
is positive homogeneous. For simplicity, in what follows we omit the use of P, hence con-
sidering feed-forward networks or convolution networks without pooling, though we address
the details of the convolutional case with pooling in Appendix B.2.
We now turn our attention to normalizing the path weights (wj0,j1,...,jL)j0,j1,...,jL in such
a way that they may form a probability distribution. Since the wj0,...,jL are non-negative,
the simplest way to do this would be to normalize by their sum, which is also equal to the
1-norm of the product of the (non-negative) weights:
V1 =
∑
j0,j1,...,jL
wj0,j1,...,jL =
∥∥∥ L∏
1
|W`|
∥∥∥
1,1
. (12)
Now by construction we see that we can equally well express the function as
f(x;W )jL = V1
∑
jL−1
φ
(∑
jL−2
φ
(
· · ·φ
(∑
j0
pj0,j1,...,jLxj0
)))
, (13)
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where pj0,...,jL =
1
V1
wj0,...,jL . We see that by design, pj0,...,jL ≥ 0 and
∑
j0,...,jL
pj0,...,jL =
1. Hence we can view (pj0,...,jL)j0,...,jL as a discrete distribution over the multi-indices
(j0, ..., jL), which we interpret as a path (a sequence of nodes) through the network. We
call (pj0 , ..., pjL)j0,...,jL the 1-path distribution and the normalizing factor V1 the 1-path
variation of the network f(x;W ). As we discuss in Section 4.1, in the single output case,
V1 is in fact the same as the 1-path norm, studied in Neyshabur et al. [2015b].
Another quantity that will arise in our analysis is related to the 1/2-Renyi entropy of the
marginal distributions p` (obtained by marginalization of the path distribution pj0,j1,...,j`).
We define the 1-path complexity to be
ζ1 =
1
L
(
1 +
L−1∑
`=1
e
1
2
H1/2(p`)
)
(14)
Since 0 ≤ H1/2(p`) ≤ log(d`), we have 1 ≤ ζ1 ≤ 1L(1+
∑L−1
`=1
√
d`), though this quantity can
be substantially smaller when the marginal distributions p` are non-uniform over units in
the network. Hence ζ1 can be thought of as a measure of the average effective square-root
width of the intermediate layers.
Importantly, the path distribution p can be shown to possess a Markov structure (see
Barron and Klusowski [2018]), allowing us to write
pj0,...,jL = pjLpjL−1|jLpjL−2|jL−1 · · · pj0|j1 (15)
and the network correspondingly as
V1f(x;P ) = V1PLφ(PL−1φ(· · ·φ(P1x))) (16)
where P` is a transition matrix for the Markov distribution p, P`[j`, j`−1] = pj`−1|j` for
` < L and PL[jL, jL−1] = pjL,jL−1 = pjLpjL−1|jL .
2.2. Constructing sparse approximants from the path distribution
The representations (13) suggests an approach for constructing an approximant f˜ of f ,
by taking f˜ = f(x; p˜) for some estimate p˜ of p. Since p is a probability distribution,
a natural candidate for an approximant p˜ is an empirical distribution which arises from
taking M independent samples from the path distribution p. We refer to such an empirical
distribution as p˜M , or simply p˜, when the number of samples M is clear. If one can
then bound Ep˜[‖f(x; p) − f(x; p˜)‖] ≤ δM , for some δM , then since the average over p˜ is
always more than the minimum over p˜, one can deduce the existence of some p˜ for which
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‖f(x; p)− f(x; p˜)‖ ≤ δM . This type of reasoning is known as the probabilistic method, and
appears in many results in the literature, as we discuss in Section 3.3. It is also employed
in the main result of Barron and Klusowski [2018], which we now review.
Consider sampling K = (Kj0,j1,...,jL)j0,j1,...,jL ∼ Multinomial(M,p), where Kj0,j1,...,jL is the
number of times the path (j0, j1, ..., jL) appeared in the M samples. One could then take an
approximant to be p˜ = K/M . However, this p˜ would not necessarily factor into matrices,
which is favorable both for practical reasons and for the sake of analysis. Instead, Barron
and Klusowski [2018] construct p˜j0,j1,...,jL = p˜jL p˜jL−1|jL · · · p˜j0|j1 as the empirical Markov
distribution on the paths (j0, j1, ..., jL), where
p˜j` =
Kj`
M
, p˜j`,j`+1 =
Kj`,j`+1
M
, p˜j`|j`+1 =
p˜j`,j`+1
p˜j`+1
(17)
with the convention that 0/0 = 0. Here Kj` ,Kj`,j`+1 are the marginal and pairwise counts,
respectively, obtained by summing out Kj0,..,j`,j`+1,..,jL over unspecified indices.
Another more principled reason to favor a network built from the above quantities is that,
within the class of Markov distributions, p˜ is the (restricted) maximum likelihood estimator
(MLE) of p from the empirical counts K. We state this formally in our first theorem. At a
high-level, it says that, among plug-in approximants of the original network, the one using
the empirical Markov distribution is ‘optimal’.
Theorem 2.1.
p˜ = arg max
p Markov
L(p),
where L(p) = M !∏(j0,j1,...,jL) pKj0,j1,...,jLj0,j1,...,jLKj0,j1,...,jL ! is the likelihood of the count vector K.
Proof. This can be shown by combining the fact that the (unrestricted) MLE of a multino-
mial distribution is the empirical class proportion vector K/M , together with the invariance
property of MLEs.
Throughout the paper, we think of the number M as a parameter which controls the
level of compression of f(x; p˜M ) relative to f(x; p). Intuitively, it is clear that as M gets
large, f(x; p˜M ) more closely approximates f(x; p). Moreover, M controls the sparsity and
precision of the parameters p˜M , which is demonstrated by the following facts: first, the
number of nonzero parameters p˜M is upper bounded deterministically by LM , and, second,
the (base-10) precision of the p˜M is upper bounded by log10(M). Hence, we can think of
p˜M as also a natural quantization of the weights p.
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In the single output case, Barron and Klusowski [2018] prove the following L2 bound
(adapted slightly to match our notation), when X = [−1, 1]d.
Theorem 2.2 (Barron and Klusowski [2018], Theorem 1). Let f(x;W ) be a single output
ReLU network with 1-path variation V1 and 1-path complexity ζ1, and let P be probability
measure on [−1, 1]d. Then
Ep˜
[ ∫
|f(x;W )− f(x; W˜ )|2P(dx)
]
≤
(V1ζ1L√
M
)2
, (18)
where f(x; W˜ ) = V1f(x; p˜).
In the next section, we extend this result in the following ways: first, we show that we can
obtain path distributions by normalizing by a much broader class of path variations than
the 1-path variation V1. We also extend the bound to the multi-output setting, where we
obtain a bound on the `2 norm of outputs. This result allows us to later study multi-class
classification. Finally, we show that similar results can also be obtained for networks with
pooling layers, though we defer the details of this case to the Appendix.
3. Path Sampling and Sparse Approximation
3.1. Path sampling with general norms
In this section, we show how the sampling scheme summarized in the previous section can
be generalized to norms besides ‖ · ‖1,1. To see how this is possible, notice that for any wj0 ,
we can express f(x;W )jL as∑
jL−1
φ
(∑
jL−2
φ
(
· · ·φ
(∑
j0
wj0wj0,j1,...,jLx
′
j0
)))
(19)
where x′j0 = xj0/wj0 . Now for
V =
∑
j0,...,jL
wj0wj0,...,jL , (20)
we can define a path distribution pj0,...,jL =
1
V
wj0wj0,...,jL .
Now let 1 ≤ q ≤ ∞ and let q∗ be its conjugate exponent (so that 1q + 1q∗ = 1). For a dataset
S, we consider
w
(q)
j0
=
{
(n−1
∑
x∈S |xj0 |q
∗
)1/q
∗
1 < q ≤ ∞
maxx∈S |xj0 | q = 1
(21)
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which gives rise to the q-path variation
Vq =
∑
j0,...,jL
w
(q)
j0
wj0,...,jL (22)
The value in these definitions is captured in the following lemma, which shows that we can
bound Vq in terms of norms ‖
∏L
1 |W`|‖.
Lemma 3.1. Let 1 ≤ q ≤ ∞, and let q∗ be its conjugate exponent. Then
Vq ≤ (max
x∈S
‖x‖q∗)k1−1/q∗
∥∥∥ L∏
1
|W`|
∥∥∥
q∗
(23)
and
Vq ≤ (max
x∈S
‖x‖q∗)
∥∥∥ L∏
1
|W`|
∥∥∥
q,1
. (24)
Proof. The proof is several simple applications of Ho¨lder’s inequality. See B.1 for details.
With the above in mind, we introduce the following definitions.
Definition 3.1. For 1 ≤ q ≤ ∞, we define the q-path distribution by
p
(q)
j0,...,jL
=
w
(q)
j0
wj0,...,jL
Vq
. (25)
We define the q-path complexity by
ζq =
1
L
(
1 +
L−1∑
`=1
e
1
2
H1/2(p
(q)
` )
)
. (26)
Notice that for q = 1, r = 1, the above definitions reduce to the setting of the Section 2,
with p(1) obtained by normalizing by ‖∏L1 |W`|‖1,1 and x ∈ [−1, 1]d. In the next section,
we use the path distributions p(q) to obtain sparsification results for vector-valued neural
networks.
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3.2. Bounds for Path Sampling with Deep ReLU Networks
In this section, we extend the analysis of Theorem 2.2 to the multi-output and convolution
setting, and show that similar bounds may be obtained in terms of Vq, for q ∈ [1, 2].
Theorem 3.2. Let f(x;W ) be an L-layer ReLU network, S a dataset, and let 1 ≤ q ≤ 2.
If p˜ is the Markov distribution formed from M samples from p
(q)
j0,j1,...,jL
, then
Ep˜
[ 1
n
∑
x∈S
‖f(x; W˜ )− f(x;W )‖22
]
≤
(VqζqL√
M
)2
, (27)
where f(x; W˜ ) = Vqf(x; p˜).
Proof. See A.1.
Using Lemma 3.1, Theorem 3.2 can be used to give bounds, for example, in terms of the
matrix (2, 1) norm, the spectral norm, and the (1,∞) norm.
Since the minimum over p˜ is always less than the expected value, the above results imply,
for example, the existence of representer f(x; W˜ ) = Vqf(x; p˜M ) such that√
1
n
∑
x∈S
‖f(x; W˜ )− f(x;W )‖22 ≤
VqζqL√
M
. (28)
It turns out that, in the case of q = 1, the error analysis in Theorem 3.2 is optimal for
single output, two layer networks.
Theorem 3.3. There exists a dataset S ⊆ [−1, 1]d, a single output, two layer network
f(x;W ), and an integer M0 such that for all M ≥M0, we have
Ep˜
[ 1
n
∑
x∈S
|f(x; W˜ )− f(x;W )|2
]
= Ω
(V1ζ1√
M
)2
. (29)
Proof. See A.2.
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3.3. Comparison to existing techniques
It is worth taking a moment to compare our technique and results to existing work. The
probabilistic method, interestingly, appears frequently.
In Bartlett et al. [2017], layers are sparsified individually, using a technique known as
Maurey sparsification. This type of reasoning in the context of function approximation is
due to Pisier and Maurey [1980] and was later applied to single output, single hidden layer
networks (i.e., k = 1 and L = 2) in the seminal work of Barron [1991, 1993]. Bartlett et al.
[2017] use a generalization of this technique given in Zhang [2002] to establish the existence
of an approximant U˜ of a matrix U by defining a distribution over U˜ and bounding E‖U˜ −
U‖2, though using this approach to analyze multilayer networks results in error bounds that
scale with
∏L
1 ‖W`‖, which arises from a worst case analysis of error propagation between
layers. In contrast, our technique takes advantage of global structure in the network, and
as a consequence instead scales with a quantity ‖∏L1 |W`|‖.
Other examples of sampling techniques include the recent work of Arora et al. [2018] and
Baykal et al. [2019]. The former uses a Johnson-Lindenstrauss-type random projection to
compress each layer of a deep network, which deduces the existence of a compression by
showing that the probability of sampling an approximant at the desired level of accuracy is
nonzero. Baykal et al. [2019] instead use an edge-wise sampling approach which is similar to
existing matrix sparsification techniques (e.g. Achlioptas et al. [2013], Kundu and Drineas
[2014], Drineas and Zouzias [2011]), but notably improves these methods by using a held-out
set of data to measure the sensitivity of each layer’s output to certain edges. In both cases,
however, the error analysis does not involve norm quantities, and instead involves strongly
data dependent quantities which are harder to compute and interpret. As a consequence of
the stronger dependence on the function and dataset S, these techniques can only be used
to prove a slightly weaker notion of generalization; they prove only the generalization of
the compressed network, rather than the original network. It is nonetheless a fascinating
direction for future research to study if stronger data-dependence may be incorporated into
our path-based approach to obtain better error bounds.
4. Covering, Metric Entropy, and Implications for Generalization
In this section, we show that the sampling results given in the previous section can be
used to obtain covering number bounds, which imply generalization bounds for multi-
class classification. The approach is similar to that used to prove the results of Bartlett
et al. [2017]. Throughout this section, we use F(Vq, ζq) to denote the class of positive
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homogeneous networks with q-path variation at most Vq and q-path complexity at most
ζq, and for any γ > 0, we denote Fγ(Vq, ζq) = Rγ ◦ (−M) ◦ F(Vq, ζq).
We first recall a few definitions.
Definition 4.1. For a class of real-valued functions F and  > 0, a set G is an -
covering of F (with respect to ‖ · ‖2,S) if for all f ∈ F , there exists g ∈ G such that
‖f − g‖2,S =
√
1
n
∑
x∈S |f(x)− g(x)|2 ≤ . We define the -covering number N2(,F , S)
to be the minimum cardinality of covering sets G. Finally, the -metric entropy of F is
defined to be logN2(,F , S).
To use the sampling bounds from Theorem 3.2 to get covering number bounds, we need to
bound the cardinality of the set of functions f˜ arising from M samples. The below gives
such a bound.
Theorem 4.1. The number of networks f(x; p˜) that arise from the sampling scheme is at
most 8ML(de)M . Thus, the log-cardinality of the representor set is bounded by M(log(de)+
L log(8)).
Proof. See A.3.
We remark that a more na¨ıve bound may be obtained by simply counting the total number
of possible samples K = KM that can arise from sampling Multinomial(M,p). This can
be shown by a standard combinatorial argument to be
(
M+D−1
M
)
, where D = d0d1 · · · dL.
Theorem 4.1 improves this bound considerably by recognizing that there are many samples
KM which result in the same function f(x; p˜M ). Exploiting this observation, the proof
takes advantage of the permutation invariance of units in deep networks, which implies
that the number of functions that can be obtained from the sampling scheme depends only
on the number of ways we can partition the integer M into pairwise counts Kj`,j`+1 . As a
consequence, the cardinality is completely independent of the intermediate layer dimensions
d` for ` = 1, 2, . . . , L, except for mild logarithmic dependence on the input dimension d. It
turns out that in the setting of the 2-path variation, we can use a trick from Zhang [2002]
to remove dependence on d altogether, though we defer the details of this to Appendix
A.3.1.
Using the fact that M is 2-Lipschitz with respect to ‖ · ‖2 (see appendix of Bartlett et al.
[2017] for details), and Rγ is
1
γ Lipschitz, we may use this result together with Theorem
3.2 to obtain the following metric entropy bounds.
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Corollary 4.1.1. Let , γ > 0, 1 ≤ q ≤ 2. Then
logN2(,Fγ(Vq, ζq), S) ≤
9V2qζ
2
qL
2(L+ log(de))
γ22
(30)
Using standard techniques, Corollary 4.1.1 implies the following generalization guaran-
tees.
Theorem 4.2. Let f(x;W ) be an L-layer positive homogeneous network and let δ ∈ (0, 1).
For any 1 ≤ q ≤ 2 and γ > 0, with probability at least 1 − δ over the training set S, the
generalization error `(f)− ˆ`γ(f) is bounded by
O˜
(VqζqL√L+ log(d)
γ
√
n
+
√
log(1/δ)
n
)
, (31)
where Vq, ζq are the q- path variation and path complexity of f .
Proof. See A.4.
Plugging in the bounds from Lemma 3.1, this implies a host of norm-based generalization
bounds, summarized in the following Corollary.
Corollary 4.2.1. Let f(x;W ) be an L-layer positive homogeneous network and let δ ∈
(0, 1). For any 1 ≤ q ≤ 2 and γ > 0, with probability at least 1− δ over the training set S,
the generalization error `(f)− ˆ`γ(f) is bounded by
O˜
(maxx∈S ‖x‖q∗∥∥∏L1 |W`|∥∥q,1ζqL√L+ log(d)
γ
√
n
+
√
log(1/δ)
n
)
, (32)
as well as
O˜
(maxx∈S ‖x‖q∗k1−1/q∗∥∥∏L1 |W`|∥∥q∗ζqL√L+ log(d)
γ
√
n
+
√
log(1/δ)
n
)
. (33)
4.1. Comparison to Existing Generalization Bounds
Before comparing the bounds from Theorem 4.2 to existing norm-based bounds, we remark
that by arranging for the weights to be positive, the matrix products we obtain above are
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in terms of absolute values of the original weight matrices. However, we can still compare
our bounds to those that use products of matrix norms. For example, for entry-wise
norms such as (q, 1) norms, the (1,∞) norm, and the Frobenius norm, it is always the
case that ‖∏` |W`|‖ ≤ ∏` ‖W`‖. On the other hand, note that ‖|A|‖σ ≥ ‖A‖σ and so the
term ‖∏L1 |W`|‖σ is not directly comparable to ∏` ‖W`‖σ. Nevertheless, there are many
examples of (non-positive) weight matrices such that ‖∏` |W`|‖σ ≤∏` ‖W`‖σ.
Several results have identified product of weight norms as a complexity measure; we de-
tail a few here. For example, Bartlett et al. [2017] use covering numbers to obtain the
generalization bound
O˜
(maxx∈S ‖x‖2L3/2R3/2∏L1 ‖W`‖σ
γ
√
n
)
, (34)
where R = 1L
∑L
1
(‖W`‖2,1
‖W`‖σ
)2/3
, which, similar to our ζ quantities, admits an interpretation
as an average effective width. This is naturally contrasted with our bound in terms of
‖∏L1 |W`|‖σ and ζ2, though as we mention above, the quantities ‖∏L1 |W`|‖σ and∏L1 ‖W`‖σ
are not directly comparable. However, there are examples of matrices for which our bound
is superior. Similar bounds were likewise obtained via a PAC-Bayes approach in Neyshabur
et al. [2018], though these are known to be strictly weaker than the above bound from
Bartlett et al. [2017].
The approach of Golowich et al. [2018] (which addressed the single output case) used a
more direct bound on Rademacher complexities, via ‘peeling’, to get generalization bounds
of order
maxx∈S ‖x‖2
√
L+ log(d)
∏L
1 ‖W`‖
γ
√
n
, (35)
where the associated norm is ‖ · ‖1,∞ or ‖ · ‖F . Notably, these bounds avoid the correction
factors R or ζ appearing in our results and Bartlett et al. [2017], Neyshabur et al. [2018],
and have slightly more mild (explicit) dependence on the number of layers. However, since
these bounds are in terms of entry-wise norms, our capacity constants can be shown to
lower bound these quantities. For example, in the single output case, V2 will lower bound
the product
∏L
1 ‖W`‖F . Similarly, taking q = 1 in Corollary 4.2.1, we get a bound in terms
of ‖∏L1 |W`|‖1,∞, which lower bounds ∏L1 ‖W`‖1,∞.
Other norm-based bounds have identified more global quantities as complexity measures
for deep networks. Of particular relevance to our work is the path norm φp of a network
15
f(x;W ) studied in Neyshabur et al. [2015b,a], which is defined as2
φp =
∑
jL
( ∑
j0,...,jL−1
|wj0,...,jL |p
)1/p
. (36)
We observe immediately that φ1 = V1. In Neyshabur et al. [2015b], generalization bounds
of order
maxx∈S ‖x‖∞V12L
γ
√
n
, (37)
were given for the case of p = 1 and k = 1. While this bound avoids involving products of
norms, it has explicit exponential dependence on the depth of order 2L, which our bound
improves to the low order polynomial L3/2. Furthermore, the following lemma shows that
V2 may be upper bounded by φ2. Hence we can view our results also as an improvement
on this line of work.
Lemma 4.3. We have
V2 ≤
∑
jL
( ∑
j0,j1,...,jL−1
w2j0,j1,...,jL
)1/2
(38)
where in the single output case, the right-hand side is equal to the 2−path norm φ2 from
Neyshabur et al. [2015b].
Proof. See B.1.
Finally, we remark that while more direct analysis of Rademacher complexities, such as
Golowich et al. [2018], Neyshabur et al. [2015b], avoid the correction factors such as ζ
and R, these works seem to address only the single output case. It is therefore unclear if
extending these analyses to the multi-class setting would involve more direct dependence
on the number of classes k.
5. Empirical Investigation
In the previous section, we used a sampling procedure as a technical tool to derive gener-
alization bounds. Intuitively, the ability to express a large network with many parameters
2Note this is in fact a generalization of the definition in Neyshabur et al. [2015b], which considered only
the single output case, and hence did not have the sum over jL.
16
Figure 1: Left: Comparison of sampling with mnist, cifar10, and cifar10 with random
labels. Solid line indicates mean classification accuracy on the training set over
10 trials; shaded region indicates range over these trials. Right: Comparison
of path normalized margin distributions. We observe that the mnist model has
considerably larger normalized margins than the cifar10 model, which itself has
larger normalized margins than cifar10 with random labels.
as a network with few parameters of low precision indicates lower complexity. In this sec-
tion, we investigate this relationship empirically, using the sampling procedure employed
theoretically above. For simplicity, we work with V1 and the 1-path distribution. For each
network V1f(x; p) considered, we will draw Multinomial(M,p) samples and compute the
corresponding estimates p˜M . Here, as is justified in Section 2, we will use the number of
trials M as a proxy for compression, and investigate the number of samples M required
to obtain a given level of accuracy. We note that working directly with the full path
distribution p quickly becomes unwieldy as the network grows in depth, as it involves stor-
ing a (potentially dense) L-tensor. Fortunately, by exploiting the Markov structure of p
and storing only the conditional distributions pj`|j`+1 , and sampling forward through the
Markov chain, this issue can be avoided.
We study three different problems, which range from easy (generalize very well) to hard
(generalize poorly). Namely, we study a basic mnist network, a cifar10 network, and a
cifar10 network with labels chosen uniformly at random. We use a four layer, feed-forward
network with hidden layer dimensions 600, 400 and 200. Throughout our experiments, plots
demonstrating the performance of the mnist (easy; test accuracy ≈ 98%) network will be
shown in orange , the cifar10 (medium; test accuracy ≈ 60%) network in green , and the
cifar10 with random labels (hard; test accuracy ≈ 10%) network in blue . Each network
is trained to 100% training accuracy using stochastic gradient descent with momentum set
to 0.9 and no additional regularization.
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We observe that compressibility does indeed correlate with generalization: networks with
higher test accuracy can be represented with fewer samples. For example, we see from
Figure 1 that with M = 106 samples, we can obtain 100% accuracy from the mnist model,
80% from the cifar10 model, and only 40% from the cifar10 model with random labels.
According to our theory, this accuracy should be governed in part by the trade-off of V1/γ
with ˆ`γ(f), where γ is some chosen value of margin. To study this, we look at the path
normalized margin distribution, which for a network f(x;W ) and dataset {(xi, yi)}ni=1, is
the histogram of values
M(f(xi,W ), yi)
V1
. (39)
This is analogous to the normalized margins studied in Bartlett et al. [2017], though with
the path variation serving as the normalizing constant, rather than the spectral complexity
(which is related to the network’s Lipschitz constant). In Figure 1, we see that these distri-
butions do indeed significantly distinguish the three models. Intuitively, it seems natural
that larger margin classifiers would be easier to sparsely approximate, as correspondingly
larger perturbations to the function’s output do not change the function’s classification
decision. It is also well documented, and is suggested by Theorem 4.2, that large (normal-
ized) margins play an important role in generalization behavior of neural network classifiers.
Thus we see that, in this sense, model sparsification and compression are strongly related
to generalization.
6. Conclusions and Future Directions
In this paper, we exploited the Markov structure of positive homogeneous networks to
analyze and implement a sampling scheme for network sparsification, which we then used
to obtain covering number and generalization bounds. Our analysis identified the path
variations Vq, which we show to be bounded by various norms ‖
∏L
1 |W`|‖, as important
quantities controlling approximation rates and generalization error, which we then verified
empirically. In what follows, we briefly highlight some potential directions for further work
building on the present results.
Sampling with residual networks. Residual networks have been shown to be a pow-
erful network architecture, used to obtain state-of-the-art performance on many difficult
classification tasks. However, our analysis does not immediately apply to networks with
skip connections. Here we present one potential direction for extending our techniques to
the analysis of residual networks.
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Recently, Veit et al. [2016] proposed an ‘unravelled’ view of residual networks as a collection
of paths with different lengths. We show how to utilize this perspective to develop a
sampling strategy. Each unique path P = (j`0 , j`1 , . . . , j`m) through the residual network
can be assigned a binary code b(P ) ∈ {0, 1}L where bt(P ) = 1 if the input flows through
residual module t and 0 if it is skipped (i.e., a skip connection). In this case, the path
distribution of a residual network can be seen as a mixture of path distributions for fully-
connected networks, namely, p = 2−L
∑
b∈{0,1}L p
(b), where p(b) is the path distribution of
the fully-connected subnetwork induced by all paths P such that b = b(P ).
Thus, the marginal distribution of paths leading up to residual module t is a mixture of
2t−1 different path distributions generated from every possible configuration of the previous
t− 1 residual modules. Note also that p generates paths with lengths that are distributed
Binom(1/2, L). This coincides with the model of path lengths proposed in Veit et al.
[2016], who empirically show that they are distributed Bin(1/2, L) and concentrate around
L/2. Samples from p can easily be generated by first sampling b˜ from the uniform mixing
distribution on {0, 1}L and then sampling a path from the Markov distribution p(b˜). Counts
K of indices can be used to form the empirical Markov distribution p˜ as before.
Removing the path complexity. A notable difference between our results and those
of Golowich et al. [2018] is the presence of the path complexity ζ. As a similar term
also appears in Bartlett et al. [2017], it seems as though such correction factors may be
consequences of the covering approach. By using a ‘peeling’ argument, and bounding the
Rademacher complexity directly, Golowich et al. [2018] are able to avoid such factors. It is
an interesting open question whether the path complexity term can be removed from our
bounds using similar techniques.
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A. Proofs of main results
Theorem A.1. Let f(x;W ) be an L-layer ReLU network, S a dataset, and let 1 ≤ q ≤ 2.
If p˜ is the Markov distribution formed from M samples from p
(q)
j0,j1,...,jL
, then
Ep˜
[ 1
n
∑
x∈S
‖f(x; W˜ )− f(x;W )‖22
]
≤
(VqζqL√
M
)2
, (40)
where f(x; W˜ ) = Vqf(x; p˜).
22
Proof. The proofs are the same for each p(q), so we write p for a generic path distribution,
and V for a generic path variation (with the understanding that in the spectral case, we
are considering `2 control on the inputs).
We can decompose the difference f(x; p)− f(x; p˜) into a telescoping sum
f(x; p)− f(x; p˜) =
L∑
`=1
[f `+1(x; p, p˜)− f `(x; p, p˜)] (41)
in which f `+1(x; p, p˜) and f `(x; p, p˜) differ only on layer `, the former using pj`−1|j` and the
later using p˜j`−1|j` . That is, for each output unit jL we let
f `(x; p, p˜)jL =
∑
jL−1
p˜jL p˜jL−1|jLφ
(∑
jL−2
p˜jL−2|jL−1φ
(
· · ·φ
(∑
j`−1
p˜j`−1|j`φ
(∑
j`−2
pj`−2|j`−1
(
· · ·φ
(∑
j0
pj0|j1xj0
))))))
.
In other words, f `(x; p, p˜) is a network with weight matrices (P1, . . . , P`−1, P˜`, P˜`+1, . . . , P˜L),
where P`[j`, j`−1] = pj`−1|j` and P˜`[j`, j`−1] = p˜j`−1|j` are transition matrices for the Markov
distributions p and p˜, respectively. Now let PS be the empirical distribution for the sample
S. Then using the triangle inequality for the L2 norm associated with the joint distribution
of p˜ and PS , we observe
Ep˜
[ 1
n
∑
x∈S
‖f(x; p)− f(x; p˜)‖22
]
= Ep˜,PS [‖f(x; p)− f(x; p˜)‖22] ≤
(∑
`
E`
)2
(42)
where
E` =
(
Ep˜
[ 1
n
∑
x∈S
‖f `+1(x; p, p˜)− f `(x; p, p˜)‖22
])1/2
.
We are therefore interested in bounding
Ep˜
[ 1
n
∑
x∈S
∑
jL
|f `+1(x; p, p˜)jL − f `(x; p, p˜)jL |2
]
for each `. For ` = L we have
1
n
∑
x∈S
∑
jL
|fL+1(x; p, p˜)jL − fL(x; p, p˜)jL |2 =
1
n
∑
x∈S
∑
jL
∣∣∣ ∑
jL−1
(p˜jL,jL−1 − pjL,jL−1)xjL−1(x)
∣∣∣2,
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where xjL−1(x) is the output of the network at the jL−1th node entering the last layer.
Then noticing that p˜jL,jL−1 =
1
M
∑M
i=1 1((˜, ˜
′) = (jL, jL−1)), where 1((˜, ˜′) = (jL, jL−1)) ∼
Bern(pjL,jL−1), we may calculate
1
n
∑
x∈S
∑
jL
E
∣∣∣ ∑
jL−1
(p˜jL,jL−1 − pjL,jL−1)xjL−1(x)
∣∣∣2

=
1
n
∑
x∈S
∑
jL
([∑
jL−1
pjL,jL−1(xjL−1(x
′)− zjL)2
]
+ (1− pjL)z2jL
)
≤ 1
n
∑
x∈S
1
M
∑
jL
∑
jL−1
pjL,jL−1x
2
jL−1(x
′)
where the last inequality follows from the fact that the MSE is minimized at the mean (so
we can upper bound this term by plugging in zjL = 0). Using the Lipschitz property of φ,
we have
1
n
∑
x∈S
x2jL−1(x
′) ≤ 1
n
∑
x∈S
(
∑
jL−2,jL−3,...,j0
pjL−2,...,j0|jL−1 |x′j0 |)2
=
1
n
∑
x∈S
(
∑
j0
pj0|jL−1 |x′j0 |)2
≤ 1
n
∑
x∈S
(
∑
j0
pj0|jL−1 |x′j0 |q
∗
)2/q
∗
≤
( 1
n
∑
x∈S
∑
j0
pj0|jL−1 |x′j0 |q
∗)2/q∗
where the last two inequalities follow from Jensen’s inequality (since for 1 ≤ q ≤ 2, we
have q∗ ≥ 2, and hence zq∗ is convex and z2/q∗ is concave).
Next, we observe
1
n
∑
x∈S
∑
j0
pj0|jL−1 |x′j0 |q
∗ ≤ 1
n
max
j0
∑
x∈S
|x′j0 |q
∗
= 1.
Hence we have
1
n
∑
x∈S
1
M
∑
jL
∑
jL−1
pjL,jL−1x
2
jL−1(x
′) ≤ 1
n
∑
x∈S
1
M
∑
jL
∑
jL−1
pjL,jL−1 =
1
M
.
For ` = 1, 2, . . . , L−1, repeated application of the Lipschitz property of φ permits bounding
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each difference
∑
jL
|f `+1jL (x; p, p˜)− f `jL(x; p, p˜)|2 by∑
jL
(
∑
jL−1,...,j`+1
p˜jL,...,j`+1 |
∑
j`
p˜j`|j`+1(φ(z˜j`)− φ(zj`))|)2
=
∑
jL
(
∑
j`+1
p˜jL,j`+1 |
∑
j`
p˜j`|j`+1(φ(z˜j`)− φ(zj`))|)2
where zj` =
∑
j`−1 pj`−1|j`xj`−1 and z˜j` =
∑
j`−1 p˜j`−1|j`xj`−1 . Since the quantities on the
inside of the square are non-negative, and the sum of squares is less than the square of the
sum, we have that this is at most
(
∑
jL
∑
j`+1
p˜jL,j`+1 |
∑
j`
p˜j`|j`+1(φ(z˜j`)− φ(zj`))|)2 = (
∑
j`+1
p˜j`+1 |
∑
j`
p˜j`|j`+1(φ(z˜j`)− φ(zj`))|)2
Using the triangle inequality and marginalizing, we get the further upper bound of
(
∑
j`
p˜j` |φ(z˜j`)− φ(zj`)|)2
It is shown in Barron and Klusowski [2018] that
1
n
∑
x∈S
Ep˜(
∑
j`
p˜j` |φ(z˜j`)− φ(zj`)|)2 ≤
1
M
(
∑
j`
σj`
√
pj`)
2,
where
σ2j` =
1
n
∑
x∈S
σ2j`(x
′) =
1
n
∑
x∈S
∑
j`−1
pj`−1|j`(xj`−1(x
′)− zj`)2
and zj` =
∑
j`−1 pj`−1|j`xj`−1 are the variance and mean, respectively, of x˜`−1 resulting from
a single draw ˜`−1 ∼ pj`−1|j` . Bounding the latter term further using Jensen’s inequality,
we get
σ2j` ≤
1
n
∑
x∈S
x2j`−1(x
′)
≤ 1
n
∑
x∈S
(
∑
j0
pj0|j`−1 |x′j0 |)2
≤
( 1
n
∑
x∈S
∑
j0
pj0|j`−1 |x′j0 |q
∗)2/q∗
which is at most 1 by the same reasoning as in the case of ` = L. Hence we obtain
E2` ≤
1
M
(
∑
j`
√
pj`)
2 =
1
M
(e
1
2
H1/2(p`))2
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Substituting this (as well as the bound of 1M in the ` = L case) into (42), we obtain
Ep˜
[ 1
n
∑
x∈S
‖f(x; p)− f(x; p˜)‖22
]
≤
(∑
`
E`
)2
≤
( 1√
M
+
L−1∑
`=1
e
1
2
H1/2(p`)
√
M
)2
=
L2ζ2
M
Hence, multiplying both sides by V2, we get
Ep˜
[ 1
n
∑
x∈S
‖f(x;W )− f(x; W˜ )‖22
]
≤ V
2ζ2L2
M
.
Theorem A.2. Suppose k = 1, L = 2, x ∈ {−1,+1}d, and P(x˜0 = +1|j1) =
∑
j0:xj0=+1
pj0|j1 =
1/2 and P(x˜0 = −1|j1) =
∑
j0:xj0=−1 pj0|j1 = 1/2 for all j1. Then, for sufficiently large
M ,
Ep˜[|f(x; p)− f(x; p˜)|2] ≥ ζ
2
1
32M
,
where ξ1 =
1
2(1 +
∑
j1
√
pj1).
Remark 2. Note that the assumptions are satisfied if, for example, d is even, pj0|j1 = 1/d,
and half of the coordinates of x are +1 and the other half are −1 (there are ( dd/2) ways of
choosing x in this way).
Proof. By the bias-variance decomposition,
Ep˜[|f(x; p)− f(x; p˜)|2] = |f(x; p)− Ep˜[f(x; p˜)]|2 + VARp˜[f(x; p˜)].
The assumptions imply that f(x; p) = 0. Hence,
Ep˜|f(x; p)− f(x; p˜)|2 ≥ |Ep˜[f(x; p˜)]|2
Using the identity φ(z) = (z + |z|)/2 and unbiasedness, we have
Ep˜[f(x; p˜)] =
∑
j1
Ep˜[p˜j1φ
(∑
j0
p˜j0|j1xj0
)
] =
1
2
∑
j1
Ep˜[p˜j1
∣∣∑
j0
p˜j0|j1xj0
∣∣].
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Next, using P(x˜0 = +1|j1) = P(x˜0 = −1|j1) = 1/2, we have
E[
∣∣∑
j0
p˜j0|j1xj0
∣∣|Kj1 ] = 1Kj1 E[∣∣
Kj1∑
i=1
i
∣∣],
where i
iid∼ Unif{−1, 1}. By Khintchine’s inequality,
E[
∣∣ Kj1∑
i=1
i
∣∣] ≥√Kj1/2.
Thus, since p˜j1 = Kj1/M , we have
Ep˜[p˜j1
∣∣∑
j0
p˜j0|j1xj0
∣∣] ≥ 1√
2M
E[
√
Kj1 ].
Using a Taylor expansion of z 7→ √z, it can be shown that E[√Kj1 ] ≥ √Mpj1 − 1−pj12√Mp1 .
The lower bound on Ep˜[f(x; p˜)] is then
1
2
∑
j1
Ep˜[p˜j1
∣∣∑
j0
p˜j0|j1xj0
∣∣] ≥ 1
2
√
2M
(∑
j1
√
pj1 −
1
2M
∑
j1
1− pj1√
p1
)
.
For M sufficiently large, this expression is at least ζ1
4
√
2M
, thus proving the claim.
Theorem A.3. The number of networks f(x; p˜) that arise from the sampling scheme is at
most 8ML(de)M . Thus, the log-cardinality of the representor set is bounded by M(log(de)+
L log(8)).
Proof. The proof makes use of the following fact. Let I(k) denote the number of integer
partitions of integers equal to k. Then I(k) ≤ 2k.
We will prove the claim by induction. Let L = 2. In this case, x˜j2 = f(x; p˜)j2 has the form
x˜j2 = φ
(∑
j1
p˜j2 p˜j1|j2 x˜j1
)
, (43)
where x˜j1 = φ
(∑
j0
p˜j0|j1xj0
)
. Let us now count the number of vectors (x˜j1). Note that for
each j1, the number of outputs x˜j1 is the number of nonnegative integers Kj0,j1 that sum
to Kj1 , or
(Kj1+d0−1
Kj1
)
. Thus, for a fixed sequence of integers (Kj1) that sum to M , there
are ∏
j1
(
Kj1 + d0 − 1
Kj1
)
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vectors (x˜j1). Summing over all integers Kj1 that sum to M yields that the number of
vectors (x˜j1) is
N1 =
∑
(Kj1 ):
∑
j1
Kj1=M
∏
j1
(
Kj1 + d0 − 1
Kj1
)
.
Next, note that each p˜j2 p˜j1|j2 = p˜j1,j2 is built from counts Kj1,j2 that sum to Kj2 for each
fixed j2. By permutation invariance of the sum (43), for a fixed nonnegative integer Kj2
and vector (x˜j1), each output x˜j2 provides at most I(Kj2) different networks. Hence, for a
fixed vector (x˜j1), since the Kj2 sum to M , the number of vectors (x˜j2) is
N2 =
∑
(Kj2 ):
∑
j2
Kj2=M
∏
j2
I(Kj2).
Hence the total number of vectors (x˜j2) is N1N2.
For general L, consider x˜jL = f(x; p˜)jL , i.e.,
x˜jL = φ
( ∑
jL−1
p˜jL p˜jL−1|jL x˜jL−1
)
. (44)
Note that each p˜jL p˜jL−1|jL = p˜jL−1,jL is built from counts KjL−1,jL that sum to KjL for each
fixed jL. By permutation invariance of the sum in (44), for a fixed nonnegative integer KL
and vector (x˜jL−1), each output x˜jL provides at most I(KjL) different networks. Hence,
for a fixed vector (x˜jL−1), since the KjL sum to M , the number of vectors (x˜jL) is
NL =
∑
(KjL ):
∑
jL
KjL=M
∏
jL
I(KjL).
By the induction step, the number of vectors (x˜jL−1) (each vector (x˜jL−1) is a depth L− 1
network with dL−1 output nodes) is N1N2 · · ·NL−1. Hence, the total count is N1N2 · · ·NL.
Since at most M of the p˜j`|j`+1 are nonzero, by relabeling the indices j` in each layer
` = 1, 2, . . . , L, we can assume that d` = M . This means that
N := N2 = N3 = · · · = NL =
∑
(Kj):
∑M
j=1Kj=M
∏
j
I(Kj).
Next, note that I(Kj) ≤ 2Kj and hence
∏
j I(Kj) ≤ 2M . Furthermore,
∑
(Kj):
∑M
j=1Kj=M
1 =(
2M−1
M
) ≤ 4M . Thus, N ≤ 8M . As for N1, we note that (Kj1+d0−1Kj1 ) ≤ (2ed0)Kj1 and hence
N1 ≤ 4M (2ed0)M = (8ed0)M . This shows that
N1N2 · · ·NL ≤ 8M(L−1)(8ed0)M = 8ML(d0e)M .
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The following Corollary, mentioned in the main text, allows us to remove dependence on
d when we have `2 constraints on the data.
Corollary A.3.1. Let S = span(S) denote the subspace spanned by S. Let W ′1 = projS(W1)
denote the orthogonal projection of the rowspace of W1 onto S. Let p′ denote the path
distribution induced by weight matrices (W ′1,W2, . . . ,WL). The number of networks f(x; p˜′)
evaluated at the training data S is at most 8ML(ne)M . Thus, the log-cardinality of the
representor set is bounded by M(log(ne) + L log(8)).
Proof. The effective input dimension of f(x; p′), acted on n data points S, is at most n.
Hence, we obtain the conclusion from the previous lemma.
To get the metric entropy bound that removes dependence on d, we first note that f(x; p′) =
f(x; p) for x ∈ S. Furthermore, because an orthogonal projection is a bounded operator,
if ‖x‖2 ≤ r, then V2 defined in terms of (W ′1,W2, . . . ,WL) can be bounded by the same
quantities in terms of (W1,W2, . . . ,WL), i.e., ‖WL · · ·W2W ′1w0‖ ≤ r‖WL · · ·W2W1‖. These
facts imply that an empirical cover of V ′f(x; p′) is also an empirical cover of Vf(x; p) for
x ∈ S.
Corollary A.3.2. Let , γ > 0, 1 ≤ q ≤ 2. Then
logN2(,Fγ(Vq, ζq), S) ≤
9V2qζ
2
qL
2(L+ log(de))
γ22
(45)
Proof. We first observe that Rγ is
1
γ Lipschitz. Moreover, Lemma A.2 in Bartlett et al.
[2017] shows that for any j, M(·, j) is 2-Lipschitz with respect to ‖ · ‖∞. Then for any
network f(x;W ) ∈ F(Vq, ζq), by Theorem A.1, we have that there exists f(x; W˜ ) such that
29
n−1
∑
x∈S ‖f(x;W )− f(x; W˜ )‖22 ≤
(
VqζqL√
M
)2
. Then
1
n
∑
(x,y):x∈S
|Rγ(−M(f(x;W ), y))−Rγ(−M(f(x; W˜ ), y))|2
≤ 1
n
∑
(x,y):x∈S
1
γ2
|M(f(x;W ), y)−M(f(x; W˜ ), y)|2
≤ 1
n
∑
(x,y):x∈S
4
γ2
‖f(x;W )− f(x; W˜ )‖22
≤
(2VqζqL
γ
√
M
)2
The results is thus an immediate consequence of Theorem A.3 with M =
(2VqζqL
γ
)2
. Note
that the factor of 9 arises from the additional factor of log(8) in the cardinality bound.
Theorem A.4. Let f(x;W ) be an L-layer positive homogeneous network and let δ ∈ (0, 1).
For any 1 ≤ q ≤ 2 and γ > 0, with probability at least 1 − δ over the training set S, the
generalization error `(f)− ˆ`γ(f) is bounded by
O˜
(VqζqL√L+ log(d)
γ
√
n
+
√
log(1/δ)
n
)
, (46)
where Vq, ζq are the q- path variation and path complexity of f .
To prove this, we first prove the generalization bound for the classes Fγ(Vq, ζq) with a priori
bounded path variation and path complexity, and then take a union bound to obtain a
post hoc guarantee.
We first recall the empirical Rademacher complexity of a class of real-valued functions G
with respect to a dataset S = {x1, ..., xn}:
R̂S(G) = E
[
sup
g∈G
1
n
n∑
i=1
ig(x
i)
]
where i
iid∼ Unif{−1, 1}. For our purposes, the utility of the empirical Rademacher com-
plexity is captured by the following standard result.
Lemma A.5 (Mohri et al. [2018]). Let G be a class of functions with values in [0, 1]. Then
for any δ > 0, with probability at least 1− δ over S, for all g ∈ G we have
E[g(x)] ≤ 1
n
n∑
i=1
g(xi) + 2R̂S(G) + 3
√
log(2/δ)
2n
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To bound to empirical Rademacher complexity, we use a standard bound via a Dudley
entropy integral.
Lemma A.6 (Dudley entropy integral; see e.g. note by Sridharan). For a class of functions
G with values in [0, 1] and a dataset S of n points, we have
R̂S(G) ≤ inf
α≥0
[
4α+ 12
∫ 1
α
√
logN (,G, S)
n
d
]
Using these results with Lemma A.3.2, we may obtain the following.
Lemma A.7. Let δ ∈ (0, 1), γ > 0, 1 ≤ q ≤ 2. Then with probability at least 1 − δ over
an i.i.d. draw of S , we have for all f ∈ Fγ(Vq, ζq)
`(f) ≤ ˆ`γ(f) + 8
n
+
48VqζqL
√
L+ log(ed) log(n)
γ
√
n
+ 3
√
log(2/δ)
2n
(47)
Proof. Define
A2 =
4V2qζ
2
qL
2(L+ log(ed))
γ2n
so that logN2(,Fγ(Vq, ζq), S)/n = A22 . Then by Lemma A.6, we have that
R̂S(Fγ(Vq, ζq)) ≤ inf
α≥0
[
4α+ 12A
∫ 1
α
1

d
]
= inf
α≥0
[4α+ 12A log(1/α)]
It is easy to verify that the above expression is minimized at α = 3A, though to keep the
expression somewhat cleaner, we use to choice α = 1n , which produces the bound
R̂S(Fγ(Vq, ζq)) ≤ 4
n
+A log(n) =
4
n
+
24VqζqL
√
L+ log(ed) log(n)
γ
√
n
.
The result follows from Lemma A.5 together with the fact that `(f) ≤ E[Rγ(f(x;W ), y)]
and 1n
∑
(x,y):x∈S Rγ(f(x;W ), y) ≤ ˆ`γ(f).
The above gives a generalization guarantee for the class Fγ(Vq, ζq) with a priori bounded
path variation and path complexity, and given γ > 0. Namely, it gives a statement of the
form
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∀ classes Fγ(Vq, ζq) we have with probability at least 1− δ over the training set S that ∀
f ∈ Fγ(Vq, ζq) the bound (47) holds.
However, in practice, we do not have such guarantees on the on the size of these quantities
before seeing the data. In order to obtain post hoc guarantees for a network f(x;W ), we
need to prove a statement of the form
With probability at least 1− δ over the training set S, ∀ classes Fγ(Vq, ζq) we have that ∀
f ∈ Fγ(Vq, ζq) the bound (47) holds.
To prove a statement of the latter form, we must instead instantiate the above bound for
many values of V, ζ, γ and take a union bound. The below approach to doing so is similar
to that of Bartlett et al. [2017].
Proof of Theorem A.4. Given integers (j1, j2, j3), define the instances
B(j1, j2, j3) =
{
(γ, S,W ) : 0 <
1
γ
<
2j1√
n
, Vq(W ) ≤ j2, ζq(W ) ≤ j3
}
And for δ ∈ (0, 1), divide δ as
δ(j1, j2, j3) =
δ
2j1j2(j2 + 1)j3(j3 + 1)
so that by construction
∑
j1,j2,j3∈N δ(j1, j2, j3) = δ. Then by Lemma A.7, we have that for
every (j1, j2, j3) ∈ N3, we have with probability at least 1−δ(j1, j2, j3) that for all instances
(γ, S,W ) ∈ B(j1, j2, j3),
`(f) ≤ ˆ`γ(f) + 8
n
+
48 · 2j1 · j2 · j3 · L
√
L+ log(ed) log(n)
n
+ 3
√
log(2/δ(j1, j2, j3))
2n
(48)
≤ ˆ`γ(f) + 8
n
+
48 · 2j1 · j2 · j3 · L
√
L+ log(ed) log(n)
n
(49)
+ 3
√
log(2/δ) + log(2j1) + 2 log(j2 + 1) + 2 log(j3 + 1)
2n
(50)
Then taking a union bound over the integers (j1, j2, j3), we have that (48-50) holds simul-
taneously over all B(j1, j2, j3) with probability at least 1 − δ. Then for a given γ,X, and
f(x;W ) with path variation and complexity Vq, ζq, Let j
∗
1 , j
∗
2 , j
∗
3 be the smallest integers
such that 1γ ≤ 2
j∗1√
n
,Vq ≤ j∗2 , and ζq ≤ j∗3 . Then we have by definition that 2j
∗
1 ≤ 2
√
n
γ ,
j∗2 ≤ Vq + 1 and j∗3 ≤ ζq + 1. Plugging these values in and cleaning up with the notation
O˜ yields the stated result.
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B. Additional results mentioned in the main text
B.1. Bounding normalizing constants
Lemma B.1 (Induced norms as normalizing constants). Let 1 ≤ q ≤ ∞ and define wj0 =
(n−1
∑
x∈S |xj0 |q)1/q. Then∑
j0,j1,...,jL
wj0wj0,j1,...,jL ≤ (max
x∈S
‖x‖q)k1−1/q‖WLWL−1 · · ·W1‖q
where ‖ · ‖q is the matrix norm induced by the vector q norm.
Proof. We observe that this is the same as showing that
‖WLWL−1 · · ·W1w0‖1 ≤ rk1−1/q‖WLWL−1 · · ·W1w0‖q
where w0 = [w1, w2, ..., wd]
> (the vector containing the values wj0). Notice that
WLWL−1 · · ·W1w0
is simply a vector in Rk, and hence by an application of Ho¨lder’s inequality, we have
‖WLWL−1 · · ·W1w0‖1 ≤ k1−1/q‖WLWL−1 · · ·W1w0‖q
Since the vector q norm induces the mstrix q norm, we have that this is at most
k1−1/q‖WLWL−1 · · ·W1‖q‖w0‖q ≤ rk1−1/q‖WLWL−1 · · ·W1‖q.
Lemma B.2 ((q, 1) norms as normalizing constants). Let 1 ≤ q ≤ ∞, and let q∗ be its
conjugate exponent. Then
Vq ≤ (max
x∈S
‖x‖q∗)
∥∥∥ L∏
1
|W`|
∥∥∥
q,1
.
Proof. We observe from Ho¨lder’s inequality,
Vq =
∑
jL
∑
j0
wj0
∑
j1,...,jL−1
wj0,...,jL
≤
∑
jL
(∑
j0
( ∑
j1,...,jL−1
wj0,...,jL
)q)1/q(∑
j0
wq
∗
j0
)1/q∗
≤ (max
x∈S
‖x‖q∗)
∥∥∥ L∏
1
|W`|
∥∥∥
q,1
.
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Lemma B.3. We have
V2 ≤
∑
jL
( ∑
j0,j1,...,jL−1
w2j0,j1,...,jL
)1/2
where in the single output case, the right-hand side is equal to the 2−path norm φ2 from
Neyshabur et al. [2015b].
Proof. This can be seen by repeated application of the Cauchy-Schwarz inequality, as
follows. Assume, without loss of generality, that r = 1, so that S ⊆ B2(1). Then we have∑
(j0,j1,...,jL)
wj0wj0,j1,...,jL =
∑
(j1,j2,...,jL)
wj1,j2,...,jL
∑
j0
wj0wj0,j1 .
Then, for each j1, we apply the Cauchy-Schwarz inequality to the sum
∑
j0
wj0wj0,j1 ,
yielding the bound ∑
(j1,j2,...,jL)
wj1,j2,...,jL(
∑
j0
w2j1,j0)
1/2(
∑
j0
w2j0)
1/2.
By the `2 condition on the inputs, (
∑
j0
w2j0)
1/2 ≤ r. Continuing similarly, we have for each
` = 1, 2, . . . , L,∑
(j`,j`+1,...,jL)
wj`,j`+1,...,jL(
∑
(j0,j1,...,j`−1)
w2j0,j1,...,j`)
1/2
=
∑
(j`+1,j`+2,...,jL)
wj`+1,j`+2,...,jL ×
∑
j`
wj`+1,j`(
∑
(j0,j1,...,j`−1)
w2j0,j1,...,j`)
1/2.
As before, for each j`+1, we apply the Cauchy-Schwarz inequality to the sum∑
j`
wj`+1,j`(
∑
(j0,j1,...,j`−1)
w2j0,j1,...,j`)
1/2,
yielding the bound ∑
(j`+1,j`+2,...,jL)
wj`+1,j`+2,...,jL(
∑
(j0,j1,...,j`)
w2j0,j1,...,j`+1)
1/2.
Repeating this procedure to ` = L− 1, we may obtain the stated bound.
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B.2. Details of pooling case
We begin with some basic properties of the max/average pooling operator PZ : X →
Y, where X ,Y are vector spaces with dimension dX , dY and Z is a collection of sub-
sets {Z1, ..., ZdY} where Zi ⊂ {1, ..., dX }. For a given input X ∈ X , PZ computes
[PZ(X)1, ...,PZ(X)dY ]T where
PmaxZ (X)i = max
j∈Zi
Xj .
for max pooling and
PavgZ (X)i =
1
|Zi|
∑
j∈Zi
Xj .
for average pooling. The argument is the same for both, so we simply use P to denote
either max or average pooling. Now given weight matrices W`+1,W` with W`+1 ∈ Rd`+1,d`
and W` ∈ Rd′`,d`−1 with positive entries, a pooling layer can be written as
zj`+1(x) =
∑
j`
wj`+1,j`Pj`
(
φ
(∑
j`−1
wj′`,j`−1xj`−1(x)
))
To handle the signs of wj`+1,j` , we may now double the number of units d` and have P`(X)
compute [P`(X)1, ...,P`(X)d` ,−P`(X)1, ...,−P`(X)d` ] and adjust weights accordingly. A
typical term in the analysis of Theorem A.1 with pooling will now look like∑
jL
|f `+1(x; p, p˜)jL − f `(x; p, p˜)jL |
≤
∑
jL
∑
jL−1,...,j`+1
p˜jL,jL−1,...,j`+1
∣∣∣∑
j`
p˜j`|j`+1(Pj`(φ(z˜j`(x)))− Pj`(φ(zj`(x))))
∣∣∣
≤
∑
jL
∑
j`
p˜jL,j` |Pj`(φ(z˜j`(x)))− Pj`(φ(zj`(x)))|
=
∑
j`
p˜j`
∣∣∣Pj`(φ(z˜j`(x)))− Pj`(φ(zj`(x)))∣∣∣
≤
∑
j′`
p˜j′` |Aj′`(x)|
where now Aj′`(x) =
∑
j`−1(p˜j`−1|j′` − pj`−1|j′`)zj`−1(x), which is the same as the term ap-
pearing in the case without pooling. [Note we just need to define Kj` =
∑
j′`∈Zj` Kj
′
`
in our
counts.]
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B.3. Computational aspects of sampling
As we mention briefly in the main text, to generate samples from Multinomial(M,p) di-
rectly, we would need to store and sample from the full path distribution pj0,j1,...,jL , which
quickly becomes unwieldy as L grows, since it involves storing a (potentially dense) L-
tensor. It turns out, however, that we can store only the conditional distributions, which
are just matrices, and can be computed easily from the collection of successive matrix prod-
ucts {W`W`−1 · · ·W1 : ` = 1, 2, . . . , L} (the collection itself can be inductively constructed),
since
pj`|j`+1 = wj`+1,j`
‖W`[j`, ]W`−1 · · ·W1‖1
‖W`+1[j`+1, ]W` · · ·W1‖1
and
pjL =
‖WL[jL, ]WL−1 · · ·W1‖1
V
,
where W`[j`, ] (resp. W`[, j`−1]) is row (resp. column) j` (resp. j`−1) of W`. Thus,
the conditional probabilities are reweighted versions of the weight matrices. Given these
matrices, a sample K ∼ Multinomial(M,p) can be generated in O(LM) time by repeating
the following M times:
• Sample ˜L ∼ pjL
• Sample ˜L−1 ∼ pjL−1|˜L
...
• Sample ˜0 ∼ pj0|˜1
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