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Abstract
Given a lazy, reversible Markov chain with n states and transition matrix Pn, a distribution
σn over the states, and some αn ∈ (0, 1), we consider restart perturbations, which take the
following form: with probability 1− αn, sample the next state from Pn (i.e. follow the original
chain); with probability αn, sample the next state from σn (i.e. “restart” at a state distributed
as σn). Our main object of study is the error term ‖pin−p˜in‖, where pin and p˜in are the stationary
distributions of the original and perturbed chains, and where ‖ · ‖ denotes total variation.
Our first result characterizes ‖pin−p˜in‖ in terms of the -mixing times t(n)mix() of the Pn chain,
assuming these mixing times exhibit cutoff (limn→∞ t
(n)
mix()/t
(n)
mix(1− ) = 1 ∀  ∈ (0, 1/2)). In
particular, we show that if αnt
(n)
mix() → 0, then ‖pin − p˜in‖ → 0 for any restart perturbation;
if αnt
(n)
mix() → ∞, then ‖pin − p˜in‖ → 1 for some restart perturbation; and if αnt(n)mix() →
c ∈ (0,∞), then lim supn→∞ ‖pin − p˜in‖ ≤ 1 − e−c for any restart perturbation, and some
restart perturbation attains the bound. This “trichotomy” echoes several recent results, which
similarly show some property of the original chain is unaffected when αnt
(n)
mix()→ 0, is changed
maximally when αnt
(n)
mix() → ∞, and exhibits an intermediate behavior when αnt(n)mix() →
(0,∞). However, these existing results all assume generative models for the underlying chain,
all of which have cutoff; in contrast, our result applies to every lazy, reversible chain with cutoff.
Thus, we generalize the “trichotomy” phenomena to a broader class of chains. Furthermore,
unlike these existing results, we study the stationary distribution directly.
Our second result states that the weaker notion of pre-cutoff is (almost) equivalent to a
certain notion of “sensitivity to perturbation”, in the sense that ‖pin − p˜in‖ → 1 for certain
perturbations. This complements a recent result by Basu, Hermon, and Peres, which shows that
cutoff is equivalent to a certain notion of “hitting time cutoff”. The utility of such equivalence
results is that, while different notions of cutoff have been established for many different chains,
there is a lack of general theory in this area.
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1 Introduction
Markov chains are common tools for modeling complex phenomena, such as the movement of asset
prices in financial markets or the processing of tasks in data centers. A fundamental concern is
how modeling inaccuracies affect the chain’s steady-state behavior, i.e. how changes to the chain’s
transition matrix affect its stationary distribution. Mathematically, we formalize this as follows.
Let Pn be the transition matrix of a Markov chain with n states and stationary distribution pin.
Denote by P˜n the transition matrix and p˜in the stationary distribution of another chain, obtained
by perturbing each row of Pn by at most αn ∈ (0, 1) (in total variation). Then the main question
we study is as follows: how does the perturbation magnitude αn relate to the error magnitude
‖pin − p˜in‖ (where ‖ · ‖ denotes total variation) as the number of states n grows?
Before previewing our results, we briefly outline two basic notions that play prominent roles. The
first notion is a class of perturbations we call restart perturbations, for which P˜n is obtained from
Pn as follows. From the current state, flip a coin that lands heads with probability αn. If heads,
sample the next state from some auxiliary distribution σn (i.e. “restart” the chain at a random
state, distributed as σn); if tails, sample the next state from Pn (i.e. follow the original chain). In
the case where Pn describes the simple random walk on some underlying graph, this perturbation is
more commonly known as PageRank [11], a model for Internet browsing.1 Also, this perturbation
yields an example of a Doeblin chain, for which so-called “perfect sampling” is possible [1, 12].
A second important notion is that of mixing times and cutoff. Roughly, the -mixing time t
(n)
mix() is
the number of steps the chain with transition matrix Pn must take before its distribution is -close
to pin (see (3) for a formal definition). Certain chains exhibit cutoff, meaning
lim
n→∞ t
(n)
mix()/t
(n)
mix(1− ) = 1 ∀  ∈ (0, 1/2). (1)
Intuitively, (1) says the chain is far from stationarity for many steps, then abruptly becomes close
to stationarity. A weaker condition is pre-cutoff, which has similar intuition but only requires
sup
∈(0,1/2)
lim sup
n→∞
t
(n)
mix()/t
(n)
mix(1− ) <∞. (2)
We now preview our two main results. Our first result, Theorem 1, says that the relative asymptotics
of αn and t
(n)
mix() fully characterize the asymptotics of ‖pin−p˜in‖ in the case of restart perturbations.
More specifically, we prove that the following trichotomy occurs:
• If limn→∞ αnt(n)mix() = 0, then limn→∞ ‖pin − p˜in‖ = 0 for any restart perturbation.
• If limn→∞ αnt(n)mix() =∞, then limn→∞ ‖pin − p˜in‖ = 1 for some restart perturbation.
• If limn→∞ αnt(n)mix() = c ∈ (0,∞), an intermediate behavior occurs: all restart perturbations
satisfy lim supn→∞ ‖pin − p˜in‖ ≤ 1− e−c, and some restart perturbation attains the bound.
We note that Theorem 1 holds assuming the original chain is lazy (Pn(i, i) ≥ 1/2 ∀ i), reversible
(pin(i)Pn(i, j) = pin(j)Pn(j, i) ∀ i, j), and exhibits cutoff. The laziness and reversibility assumptions
are inherited from [4], which contains an inequality used to prove our lower bounds (see Section
3). Hence, we suspect these assumptions may be artifacts of our analysis. In contrast, we believe
some notion of cutoff is fundamentally necessary (as will be discussed shortly). We also note that
parts of our analysis hold more generally; see Lemmas 1 and 2.
1Here nodes in the underlying graph are web pages and edges are hyperlinks between pages. Choosing the next state
from Pn corresponds to following a hyperlink; “restarting” corresponds to typing in a new page’s web address.
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Interestingly, Theorem 1 says that a threshold phenomena for the original chain – cutoff – trans-
lates into a different threshold phenomena for the perturbed chain – the trichotomy shown above.
Another point of interest is that similar trichotomies have been established in several recent papers.
For example, [7] shows that the restart perturbation adopts the cutoff behavior of the original chain
if αnt
(n)
mix()→ 0, has a distinct convergence to stationarity if αnt(n)mix()→∞, and exhibits an inter-
mediate behavior if αnt
(n)
mix()→ (0,∞), assuming the original chain is the simple random walk on a
particular random graph. Similar results were obtained in [2] for random walks on dynamic random
graphs; here αn denotes the “rate of change” of edges. Finally, [13] studies the matrix {p˜in,i}i∈[n],
where p˜in,i corresponds to restarting at state i; the authors prove this matrix has dimension O(1) if
αnt
(n)
mix()→ 0, conjecture the dimension is Ω(n/ log n) if αnt(n)mix()→∞, and prove the dimension
is O(nf(c)) for some f(c) ∈ (0, 1) if αnt(n)mix()→ c ∈ (0,∞), when the original chain is generated as
in [7]. See Section 6 for more details on these papers.
Ultimately, this work, [7], [2], and [13] all study different questions, but the similarities speak to
a much deeper phenomena: some aspect of the original chain is unaffected when αnt
(n)
mix() → 0,
this aspect is significantly altered when αnt
(n)
mix()→∞, and an intermediate behavior occurs when
αnt
(n)
mix()→ (0,∞). However, in contrast to [7], [2], and [13], we work directly with the stationary
distribution, which is arguably the most fundamental such aspect one would hope to understand.
Additionally, unlike these works, we do not assume a generative model for the original chain; in
this sense, our results are more general, while demonstrating a similar idea.
Our second result concerns pre-cutoff. As alluded to above, we believe some notion of cutoff is
fundamental for lower bounds like those in Theorem 1. Indeed, in Theorem 2 we show that for lazy
and reversible chains, pre-cutoff (defined in (2)) implies a certain perturbation condition, and
sup
∈(0,1/2)
lim inf
n→∞ t
(n)
mix()/t
(n)
mix(1− ) =∞
(which is slightly stronger than the negation of (2)) implies the negation of the perturbation condi-
tion. Roughly, this condition is as follows: for certain {αn,}n∈N,∈(0,1/2) ⊂ (0, 1) and all  ∈ (0, 1/2),
there exists a sequence of restart perturbations with restart probabilities {αn,}n∈N and stationary
distributions {p˜in,}n∈N s.t. ‖pin− p˜in,‖ → 1. Hence, Theorem 2 says that chains with pre-cutoff are
sensitive to perturbation, in the sense that certain perturbations maximally change the stationary
distribution, and the converse (almost) holds. The only gap in our logic involves the case
sup
∈(0,1/2)
lim inf
n→∞ t
(n)
mix()/t
(n)
mix(1− ) <∞ = sup
∈(0,1/2)
lim sup
n→∞
t
(n)
mix()/t
(n)
mix(1− ),
which only occurs for a class of chains that are of little interest (see Section 4). Thus, for all intents
and purposes, Theorem 2 is an equivalence between pre-cutoff and perturbation sensitivity.
The main utility of Theorem 2 is that, while different notions of cutoff have been proven for many
different chains, there is little general theory. In fact, only recently was an abstract condition equiv-
alent to cutoff determined in [4] (this being a certain notion of “hitting time cutoff”). Additionally,
while Theorem 2 relies on an inequality from [4], we believe it is much more than a corollary of
this inequality. Instead, we believe our work nicely complements [4], since we consider pre-cutoff
instead of cutoff, and since our equivalent notion is different. See Section 6 for details on [4].
In short, this paper contributes to two lines of work. First, we add to the growing collection of
“trichotomy” results; unlike existing results, however, we study the stationary distribution directly
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and do not assume a generative model for the chain. Second, we add to the general theory of cutoff
in a similar vein to [4], but for a different notion of cutoff and a different equivalent notion.
The remainder of the paper is organized as follows. We begin in Section 2 with definitions. Sections
3 and 4 contain the two theorems described above. We present examples in Section 5, with details
deferred to Appendix A. Section 6 discusses related work. Proofs can be found in Appendix B.
2 Preliminaries
We begin with some notation. Let Z+ denote the set of nonnegative integers, and let {Xn(t)}t∈Z+
be a time-homogeneous, irreducible, and aperiodic Markov chain with state space [n] = {1, . . . , n}.
We denote by Pn the transition matrix of this chain, i.e. the matrix with (i, j)-th entry
Pn(i, j) = P(Xn(t+ 1) = j|Xn(t) = i) ∀ i, j ∈ [n], t ∈ Z+.
It is a standard result that this chain has a unique stationary distribution pin, i.e. a unique vector
pin satisfying pin = pinPn and
∑n
i=1 pin(i) = 1. Here and moving forward, we treat all vectors as row
vectors. For i ∈ [n], we let ei denote the length-n vector with 1 in the i-th coordinate and zeros
elsewhere.2 Also, we let ∆n−1 denote the set of distributions on [n], so that (for example) pin ∈
∆n−1. Finally, we let En denote the set of transition matrices for time-homogeneous, irreducible,
and aperiodic Markov chains with state space [n], so that (for example) Pn ∈ En.
Some of our results will only apply to a strict subset of En. In particular, certain results will require
the chain to be lazy, meaning Pn(i, i) ≥ 1/2 ∀ i ∈ [n], and reversible, meaning pin(i)Pn(i, j) =
pin(j)Pn(j, i) ∀ i, j ∈ [n]. We note that any chain can be made lazy without changing its stationary
distribution; namely, by considering (Pn + In)/2 instead of Pn, where In is the n × n identity
matrix. In this sense, reversibility is the most restrictive of our assumptions. However, this is a
fairly common restriction in the mixing times literature, since it guarantees the eigenvalues of Pn
are real and allows one to use certain linear algebraic techniques (see e.g. Chapter 12 of [8]).
As discussed in Section 1, the mixing time of {Xn(t)}t∈Z+ will play a pivotal role. To define mixing
times, we first define the distance between the t-step distribution and stationarity as
dn(t) = max
i∈[n]
‖eiP tn − pin‖ ∀ t ∈ Z+,
where ‖ · ‖ denotes total variation distance, ‖µ− ν‖ = maxA⊂[n] |µ(A)− ν(A)| for µ, ν ∈ ∆n−1. For
 ∈ (0, 1), we can now define the -mixing time as
t
(n)
mix() = min{t ∈ Z+ : dn(t) ≤ }. (3)
As is convention in the literature, we set t
(n)
mix = t
(n)
mix(1/4). We also note the following monotocity
property follows immediately from the definition, but we record it here as it will be used often:
∀ , δ ∈ (0, 1) s.t.  ≤ δ, t(n)mix() ≥ t(n)mix(δ). (4)
Having defined mixing times, we recall the two notions of cutoff from Section 1. First, a sequence
{Pn}n∈N with Pn ∈ En ∀ n ∈ N is said to exhibit cutoff if3
lim
n→∞ t
(n)
mix()/t
(n)
mix(1− ) = 1 ∀  ∈ (0, 1/2). (5)
2For simplicity, we suppress the dependence on n in the notation ei, but this dependence will be clear from context.
3Note the fraction in (5) may be ill-defined for small n, since t
(n)
mix(1 − ) = 0 can occur. However, since ‖ei − pin‖ ≥
1− pin(i) ∀ i ∈ [n], dn(0) ≥ 1−mini∈[n] pin(i) ≥ 1− 1/n > 1−  for fixed  and n large, so t(n)mix(1− ) > 0 for such n.
Along these lines, we at times assume t
(n)
mix(1− ) ≥ 1, with the implicit understanding that this holds for large n.
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A basic result (see e.g. Section 18.1 of [8]) says that cutoff occurs if and only if
s < 1⇒ lim
n→∞ dn(st
(n)
mix) = 1, s > 1⇒ limn→∞ dn(st
(n)
mix) = 0. (6)
Thus, cutoff means the graph of dn(t) approaches a step function as n → ∞, when the t-axis is
normalized by t
(n)
mix. Put differently, the chain is quite far from stationarity at time e.g. 0.99t
(n)
mix, then
suddenly reaches stationarity at time e.g. 1.01t
(n)
mix. The weaker notion of pre-cutoff states
sup
∈(0,1/2)
lim sup
n→∞
t
(n)
mix()/t
(n)
mix(1− ) <∞.
For the perturbation analysis described in the introduction, it will be convenient to introduce some
additional notation. First, given Pn ∈ En and α ∈ (0, 1), we define
B(Pn, α) =
{
P˜n ∈ En : max
i∈[n]
‖eiPn − eiP˜n‖ ≤ α
}
.
In words, B(Pn, α) is the set of transition matrices for time-homogeneous, irreducible, and aperiodic
chains whose rows differ from the rows of Pn by at most α in total variation. We will denote the
unique stationary distribution of P˜n ∈ B(Pn, α) by p˜in. A particular subset of B(Pn, α) is the class
of restart perturbations discussed in the introduction. Such perturbations have the form
(1− α)Pn + α1Tnσn ∈ B(Pn, α)
for some α ∈ (0, 1) and σn ∈ ∆n−1, where 1n is the length-n row vector of ones. The corresponding
chain {X˜n(t)}t∈Z+ has the following dynamics: given X˜n(t), flip a coin that lands heads with
probability α; if heads, let X˜n(t + 1) ∼ σn (i.e. restart at a state sampled from σn); if tails, let
X˜n(t+ 1) ∼ eX˜n(t)Pn (i.e. follow the original chain). Note that such perturbations only depend on
the restart probability α and the restart distribution σn. Thus, we will use the notation
Pα,σn = (1− α)Pn + α1Tnσn
to define restart perturbations. We denote the corresponding stationary distribution by piα,σn .
Moving forward, α will typically depend on n, in which case we write Pαn,σn and piαn,σn .
Finally, we note the following (standard) notation for {an}n∈N, {bn}n∈N ⊂ [0,∞) will be used: we
write an = O(bn), an = Ω(bn), an = Θ(bn), and an = o(bn), respectively, if lim supn→∞ an/bn <∞,
lim infn→∞ an/bn > 0, an = O(bn) and an = Ω(bn), and limn→∞ an/bn = 0, respectively.
3 Trichotomy
In this section, we formulate our first main result, the trichotomy described in Section 1. For
transparency, we begin with two lemmas, parts of which require weaker assumptions than the
theorem. We then collect these results under our strongest assumptions in Theorem 1.
The first of these lemmas concerns the case αnt
(n)
mix() → {0,∞}. The lemma states that, if the
perturbation magnitude αn is dominated by the inverse mixing time, no perturbation can change
the stationary distribution. On the other hand, if αn dominates the inverse mixing time, one can
find a perturbation that maximally changes the stationary distribution. Note the former case holds
for all bounded perturbations (not just the restart variety). Also, while the latter case does require
laziness and reversibility, it does not require cutoff (only pre-cutoff). Hence, Lemma 1 contains
stronger results for the case αnt
(n)
mix()→ {0,∞} than will be stated in Theorem 1.
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Lemma 1. Let Pn ∈ En, αn ∈ (0, 1) ∀ n ∈ N, and let  ∈ (0, 1) be independent of n. Assume
limn→∞ αnt
(n)
mix() = c ∈ {0,∞}. Then the following hold:
• If c = 0 and  < 1/2, then ∀ {P˜n}n∈N s.t. P˜n ∈ B(Pn, αn) ∀ n ∈ N,
lim
n→∞ ‖pin − p˜in‖ = 0. (7)
• If c = ∞, {Pn}n∈N exhibits pre-cutoff, and each Pn is lazy and reversible, then ∃ {P˜n}n∈N
s.t. P˜n ∈ B(Pn, αn) ∀ n ∈ N and
lim
n→∞ ‖pin − p˜in‖ = 1. (8)
In particular, ∀ n ∈ N, P˜n is a restart perturbation, i.e. P˜n = Pαn,σn for some σn ∈ ∆n−1.
Proof. See Appendix B.2
We offer several remarks on the proof. The case c = 0 is simpler and relies on standard mixing time
results. In particular, we use the well-known fact that distance to stationarity decays exponentially
after it reaches 1/2 (mathematically, dn(kt
(n)
mix()) ≤ (2)k ∀ k ∈ N), hence the additional assumption
 < 1/2 in this case. The case c =∞ is more involved. The key step here is to establish a weaker
version of (8): namely, ∀ δ > 0 s.t. αnt(n)mix(δ)→∞, ∃ P˜n ∈ B(Pn, αn) s.t.
lim inf
n→∞ ‖pin − p˜in‖ ≥ 1− 3δ. (9)
After proving (9), we define a vanishing sequence {δk}k∈N and apply (9) to each k ∈ N to reach the
stronger conclusion shown in (8). (The extension to (8) is not as immediate as taking δ → 0 in (9),
because the left side of (9) has a dependence on δ; however, it is still reasonably simple.)
Before proceeding, we discuss further the key step from the c =∞ case, i.e. the proof of (9). This
proof involves a construction of P˜n that relies on a result from the aforementioned [4]. Roughly
speaking, this result shows that one can find a state xn ∈ [n], a subset of states An ⊂ [n], and
some tn ∈ Z+, such that {Xn(t)}t∈Z+ is unlikely to reach An within tn steps when started from
Xn(0) = xn. Further, in the case of pre-cutoff, pin(An) is large and tn is comparable to t
(n)
mix(δ). In
summary, the chain started from xn makes its first visit to a “large” set An just before t
(n)
mix(δ).
This argument suggests a good construction for the perturbed chain: set P˜n = Pαn,exn , i.e. perturb
the chain by restarting at xn with probability αn at each step. On this perturbed chain, the
number of steps between restarts at xn is (in expectation) 1/αn; hence, when αnt
(n)
mix(δ) → ∞,
restarts occur at intervals typically much shorter than t
(n)
mix(δ). In other words, the perturbed chain
rarely wanders t
(n)
mix(δ) steps from xn. But, per the previous paragraph, the chain started from xn
requires t
(n)
mix(δ) steps to reach An. Hence, the perturbed chain rarely visits An and thus assigns
a small stationary measure to An. Finally, since pin(An) is large, the definition of total variation
ensures ‖pin− p˜in‖ ≥ pin(An)− p˜in(An) is also large. This intuition is the key idea behind (9).
We next turn to the second lemma, which considers the case αnt
(n)
mix() → (0,∞). This lemma
contains two bounds; one analogous to the upper bound (7) and one analogous to the lower bound
(8). Here we require stronger assumptions than Lemma 1. For the upper bound, we restrict to
restart perturbations and we assume t
(n)
mix()→∞ as n→∞. This latter assumption is minor, since
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typically one studies the growth rate of t
(n)
mix(), and thus chains that mix in constant time are of less
interest. For the lower bound, we again assume laziness and reversibility, as well as strengthening
the pre-cutoff assumption of Lemma 1 to cutoff. The proof is similar to that of Lemma 1, but the
stronger assumptions allow for a tighter analysis.
Lemma 2. Let Pn ∈ En, αn ∈ (0, 1) ∀ n ∈ N, and let  ∈ (0, 1) be independent of n. Assume
limn→∞ αnt
(n)
mix() = c ∈ (0,∞). Then the following hold:
• If limn→∞ t(n)mix() =∞, then ∀ {σn}n∈N s.t. σn ∈ ∆n−1 ∀ n ∈ N,
lim sup
n→∞
‖pin − piαn,σn‖ ≤
{
1− (1− )e−c,  ∈ [1/2, 1)
min{1− (1− )e−c, (1− e−c)/(1− 2e−c)},  ∈ (0, 1/2) . (10)
• If {Pn}n∈N exhibits cutoff and each Pn is lazy and reversible, then ∃ {σn}n∈N s.t. σn ∈
∆n−1 ∀ n ∈ N and lim infn→∞ ‖pin − piαn,σn‖ ≥ 1− e−c.
Proof. See Appendix B.3.
Before proceeding, we comment on the upper bound in the case  ∈ (0, 1/2), which (we note)
includes the usual case of interest  = 1/4. Here one can verify
min{1− (1− )e−c, (1− e−c)/(1− 2e−c)} =
{
1− (1− )e−c, c ≥ log(2(1− ))
(1− e−c)/(1− 2e−c), c ≤ log(2(1− )) .
Hence, for smaller c, the upper bound in Lemma 2 is (1− e−c)/(1− 2e−c), while for larger c, the
bound is 1 − (1 − )e−c. Note the former bound approaches 0 as c → 0, and thus approaches the
c = 0 case of Lemma 1. Furthermore, the latter bound approaches 1 and thus becomes trivial as
c→∞; this is expected due to the c =∞ case of Lemma 1.
Combining Lemmas 1 and 2, we arrive at our first main result. Theorem 1 collects the results of the
lemmas under our strongest assumptions: the chain is lazy, reversible, and exhibits cutoff, and the
perturbation is restricted to the restart variety. Under these assumptions, we can fully characterize
perturbation behavior. Note that these assumptions are stronger than those required for the upper
bounds in the lemmas; this in turn allows us to discard the  < 1/2 assumption from the Lemma
1 upper bound and the t
(n)
mix()→∞ assumption from the Lemma 2 upper bound.
Theorem 1. Let Pn ∈ En, αn ∈ (0, 1) ∀ n ∈ N, and let  ∈ (0, 1) be independent of n. Assume
{Pn}n∈N exhibits cutoff, each Pn is lazy and reversible, and limn→∞ αnt(n)mix() = c ∈ [0,∞]. Then
the following hold:
• If c = 0, then ∀ {σn}n∈N s.t. σn ∈ ∆n−1 ∀ n ∈ N,
lim
n→∞ ‖pin − piαn,σn‖ = 0. (11)
• If c ∈ (0,∞), then ∀ {σn}n∈N s.t. σn ∈ ∆n−1 ∀ n ∈ N,
lim sup
n→∞
‖pin − piαn,σn‖ ≤ 1− e−c. (12)
Furthermore, (12) is tight, i.e. ∃ {σn}n∈N s.t. σn ∈ ∆n−1 ∀ n ∈ N and
lim inf
n→∞ ‖pin − piαn,σn‖ ≥ 1− e
−c. (13)
6
• If c =∞, then ∃ {σn}n∈N s.t. σn ∈ ∆n−1 ∀ n ∈ N and
lim
n→∞ ‖pin − piαn,σn‖ = 1. (14)
Proof. See Appendix B.4.
Note that, given c′ ∈ [0, 1], the theorem guarantees existence of a sequence of distributions {σn}n∈N
s.t. limn→∞ ‖pin − piαn,σn‖ = c′. This is somewhat surprising: we may not know the underlying
chain’s structure explicitly, and thus we may lack expressions for (or even estimates of) pin and
piαn,σn ; nevertheless, we obtain a precise asymptotic comparison of these distributions.
4 Pre-cutoff equivalence
We next turn to Theorem 2. As discussed in the introduction, the theorem provides a near-
equivalence between pre-cutoff and a certain perturbation condition. More specifically, we will show
that pre-cutoff implies a certain perturbation condition, and that this condition fails whenever
sup
∈(0,1/2)
lim inf
n→∞ t
(n)
mix()/t
(n)
mix(1− ) =∞. (15)
The caveat of Theorem 2 being a near-equivalence arises because (15) is stronger than the negation
of pre-cutoff. Indeed, one can construct sequences of chains for which pre-cutoff and (15) both
fail. For instance, in Section 5 we provide two example sequences with drastically different cutoff
behaviors; if we construct a new sequence that oscillates between these two, we obtain
lim inf
n→∞ t
(n)
mix()/t
(n)
mix(1− ) = 1, lim sup
n→∞
t
(n)
mix()/t
(n)
mix(1− ) =∞, ∀  ∈ (0, 1/2).
However, this oscillating sequence is pathological; the literature almost exclusively considers chains
defined in the same manner for each n. Thus, the “near-equivalence” caveat is a small one.
Before presenting Theorem 2, we must define the perturbation condition. However, this condition
is somewhat mysterious, so we first discuss the difficulty in deriving it, in hopes of making it less
opaque. We begin with the most obvious candidate, the condition from Lemma 1:
∀ {αn}n∈N s.t. lim
n→∞αnt
(n)
mix() =∞, ∃ {P˜n}n∈N s.t. limn→∞ ‖pin − p˜in‖ = 1. (16)
Indeed, we have already proven that pre-cutoff implies (16) (assuming laziness and reversibility).
The difficulty arises in showing that (16) fails whenever (15) holds. The most obvious approach is
as follows. When (15) holds, it is possible that for some fixed  ∈ (0, 1/2),
lim
n→∞ t
(n)
mix()/t
(n)
mix(1− ) =∞, (17)
which suggests setting αn = c/t
(n)
mix(1− ) for some c independent of n, since then
lim
n→∞αnt
(n)
mix() = c limn→∞ t
(n)
mix()/t
(n)
mix(1− ) =∞.
Our task would then be reduced to upper bounding ‖pin−p˜in‖ (perhaps via techniques used for upper
bounds above). Unfortunately, while it is possible that (17) holds, this is not guaranteed.
While this first attempt fails, it illustrates the dissonance at hand: (16) considers sequences {αn}n∈N
depending only on n; the analogous sequence {1/t(n)mix(1− )}n∈N,∈(0,1/2) in (15) depends on both n
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Figure 1: Partition of lazy/reversible sequences induced by Condition 1. Theorem 2 says chains
satisfying pre-cutoff and (15), respectively, are contained in the subsets for which Condition 1 holds
and fails, respectively. The gray subset contains e.g. the pathological example from Section 4; if
we disregard this subset, we obtain an equivalence between Condition 1 and pre-cutoff.
and . Hence, as a second attempt, we could modify (16) to involve a sequence {αn,}n∈N,∈(0,1/2)
depending on both n and . However, if (16) is modified in this manner, it is no longer implied by
pre-cutoff via Lemma 1, so this direction of the proof may become difficult.
It turns out this issue can be resolved by placing appropriate restrictions on the set of sequences
of restart probabilities appearing in the perturbation condition. In particular, we will say that the
sequence {αn,}n∈N,∈(0,1/2) ⊂ (0, 1) coincides with the mixing times {t(n)mix()}n∈N,∈(0,1) if4
sup
∈(0,1/2)
lim inf
n→∞ αn,t
(n)
mix() =∞,
αn,
αn,δ
∈
[
t
(n)
mix(1− δ)
t
(n)
mix(1− )
, 1
]
∀ , δ ∈ (0, 1/2) s.t.  ≥ δ, ∀ n ∈ N, (18)
and we will restrict to sequences that coincide with the mixing times. More specifically, we define
the following perturbation condition for use in our second main result.
Condition 1. ∀ {αn,}n∈N,∈(0,1/2) ⊂ (0, 1) that coincide with the mixing times {t(n)mix()}n∈N,∈(0,1),
∃ {σn,}n∈N,∈(0,1/2) such that
σn, ∈ ∆n−1 ∀ n ∈ N,  ∈ (0, 1/2), lim
n→∞ ‖pin − piαn,,σn,‖ = 1 ∀  ∈ (0, 1/2).
We note the definition of “coincides with” yields the following useful property: when pre-cutoff
holds and {αn,}n∈N,∈(0,1/2) coincides with the mixing times, αn,t(n)mix() → ∞ ∀  ∈ (0, 1/2). In
words, not only is the supremum in (18) infinite, the limit inferior in (18) is infinite, for every
 ∈ (0, 1/2). This allows us to prove (via Lemma 1) that Condition 1 is implied by pre-cutoff, while
also proving that Condition 1 fails (via the approach discussed above) whenever (15) holds.
With Condition 1 in place, we present Theorem 2; see Figure 1 for a graphical depiction.
Theorem 2. Let {Pn}n∈N be a sequence with Pn ∈ En lazy and reversible for each n ∈ N. If
{Pn}n∈N exhibits pre-cutoff, Condition 1 holds; if {Pn}n∈N satisfies (15), Condition 1 fails.
Proof. See Appendix B.5.
5 Illustrative examples
Our results suggest a deep connection between some notion of cutoff and some notion of perturba-
tion sensitivity. Here we illustrate this with two example chains called the winning streak reversal
4As shown in the proof of Theorem 2, such sequences always exist (at least under the assumption of laziness).
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Figure 2: Convergence for n = 25 (left) and restart perturbation error (right) for example chains.
(WSR) and the complete graph bijection (CGB). The key insights are summarized pictorially in
Figure 2 and discussed here; most details are deferred to Appendix A.
At left in Figure 2, we plot dn(t) versus t for n = 2
5. Note the WSR exhibits a clear cutoff
behavior, dropping suddenly from dn(n − 3) ≈ 1 to dn(n − 1) = 0. In contrast, the CGB initially
falls from dn(0) ≈ 1 to dn(1) < 1/2, after which point dn(t) decays gradually in t. Hence, roughly
speaking, the WSR “makes no progress” towards stationarity until step n−1; in contrast, the CGB
“makes half its progress” towards stationarity after a single step. However, despite this drastic
difference, both chains satisfy t
(n)
mix() = Θ(n) (see Proposition 1, Appendix A). At right in Figure
2, we show the error ‖pin − piαn,σn‖ for a certain5 σn and for αn = 1/
√
n. Note αnt
(n)
mix() → ∞
for both chains, and that restarts occur every 1/αn =
√
n steps (in expectation). For the WSR,
error rapidly increases from ≈ 0 to ≈ 1; for the CGB, error approaches 1/2. Beyond these example
perturbations, we can also prove a perturbation result stronger than Theorem 1 for the WSR; in
contrast, the conclusion of Theorem 1 fails for the CGB (see Proposition 2, Appendix A).
In summary, we can (roughly) say the following, which illustrates the intuition of our results:
• The WSR requires n−1 steps to make any progress to stationarity. Thus, with the perturbed
chain restarting every
√
n steps, it never approaches the original stationary distribution.
Consequently, the perturbed chain wanders far from this distribution.
• The CGB makes half its progress to stationarity at time 1. Hence, one step after each restart,
the perturbed chain comes close to the original stationary distribution. Consequently, the
perturbed chain cannot wander too far from this distribution.
Ultimately, while the cutoff/perturbation connection is perhaps obvious for these chains, this is
because their cutoff behaviors lie at opposite extremes among chains with t
(n)
mix() = Θ(n) (see
discussion preceding Proposition 1, Appendix A). The main contribution of our work is to extend
this connection to a wider class of chains (lazy and reversible), for which it is far less obvious.
6 Related work
We now return to discuss the existing trichotomy results mentioned in the introduction, those
from [7, 2, 13]. All of these works consider the directed configuration model (DCM), a means
of constructing a graph from a given degree sequence via random edge pairings. It was recently
shown that for random walks on the DCM, and for a wider class of randomly-generated chains,
cutoff occurs at Θ(log n) steps [5, 6]. More precisely, [5, 6] prove an analogue of (6), namely
s < 1⇒ dn(st(n)ent) P−−−→n→∞ 1, s > 1⇒ dn(st
(n)
ent)
P−−−→
n→∞ 0, (19)
5Intuitively, one should choose σn “far from” pin. Thus, in Figure 2 we let σn be uniform for the WSR (since pin is
highly non-uniform; see Appendix A) and set σn = en for the CGB (since pin is roughly uniform; see Appendix A).
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where t
(n)
ent = Θ(log n) is defined in terms of the given degrees and
P−→ denotes convergence in
probability. Using these results, Theorem 2 in [7] states that for certain sequences of distributions
{σn}n∈N, the distance to stationarity dαn,σn(·) corresponding to Pαn,σn satisfies the following:
• If αnt(n)ent → 0, (19) holds with dn(·) replaced by dαn,σn(·), i.e. dαn,σn(·) is a step function.
• If αnt(n)ent →∞, dαn,σn(s/αn) P−−−→n→∞ e
−s ∀ s > 0, i.e. dαn,σn(t) decays exponentially in t.
• If αnt(n)ent → (0,∞), the behavior is intermediate: for t < t(n)ent, dαn,σn(t) decays exponentially,
as in the αnt
(n)
ent →∞ case; for t > t(n)ent, dαn,σn(t) = 0, as in the αnt(n)ent → 0 case.
In [2], the authors study a dynamic version of the DCM for which an αn fraction of edges are
randomly sampled and re-paired at each time step. The main result (Theorem 1.4) says the distance
to stationarity of the non-backtracking random walk on this dynamic DCM follows a trichotomy
similar to the one from [7]. Finally, [13], also using ideas from [5, 6], studies the matrix Πn with
rows {piαn,ei}i∈[n], i.e. the i-th row corresponds to restarting at node i. The authors study
Dn() = min
Kn⊂[n]
|Kn|+
∣∣∣∣{i /∈ Kn : inf{βv(k)}k∈Kn⊂R ∥∥piαn,ei − (αnei +∑k∈Knβv(k)piαn,ek)∥∥1 ≥ 
}∣∣∣∣ ,
which can be viewed as a measure of the dimension of Πn, and whose form is motivated algorithmi-
cally (see Section 2.3 in [13]). When Pn describes the random walk on the DCM and αn = c/t
(n)
ent,
the authors show Dn() = O(nf(c,)), where f(c, ) ∈ (0, 1) also depends on the given degrees (see
Theorem 1 in [13]). If instead αnt
(n)
ent → 0, the authors show Dn() = O(1), and if αnt(n)ent → ∞,
they conjecture Dn() = Ω(ns) ∀ s ∈ (0, 1), e.g. Dn() = Θ(n/ log n) (see Section 7.4 in [13]).
Ultimately, as discussed in the introduction, these results all echo Theorem 1 and hint at a deeper
phenomena. However, prior to this work, one may have (erroneously) suspected that such results
rely crucially on some property of the DCM, since [7, 2, 13] all study this generative model. In
contrast, the present paper suggests that some notion of cutoff is the crucial property. Accordingly,
it is unsurprising that the trichotomy results in [7, 13] rely on the cutoff results from [5, 6].
Our other result, Theorem 2, relates closely to the aforementioned [4]. Here it is shown that mixing
cutoff (5) is equivalent to a notion of “hitting time cutoff”. Namely, Theorem 3 in [4] shows that for
sequences of lazy, reversible, and irreducible chains, (5) is equivalent to each of the following:
∃ η ∈ (0, 1/2] s.t. t(n)hit (η, )− t(n)hit (η, 1− ) = o(t(n)hit (η, 1/4)) ∀  ∈ (0, 1/4), (20)
∃ η ∈ (1/2, 1) s.t. t(n)hit (η, )− t(n)hit (η, 1− ) = o(t(n)hit (η, 1/4)) ∀  ∈ (0, 1/4), t(n)rel = o(t(n)mix).
Here t
(n)
rel is the inverse spectral gap of Pn (see (26), Appendix B.1), and t
(n)
hit (η, ) is the first time
the chain has visited all sets of stationary measure at least η with probability at least 1− , from
any starting state (see (27), Appendix B.1). Hence, (20) roughly says that shortly after “large” sets
are reached at all, they are reached with high probability. As discussed in Section 1, Theorem 2
nicely complements this result, since both the cutoff notion and the equivalent notion differ.
Finally, we mention some prior work with less immediate connections to our own. First, we note
that the basic connection between mixing times and perturbation bounds has been previously been
explored; for instance, the line of work [9, 10] derives upper bounds for perturbation error in terms of
mixing times. However, our lower bounds and the precise asymptotic characterization in Theorem
1 are (to the best of our knowledge) new. In the PageRank literature, another relevant paper is [3],
which estimates piαn,σn as a mixture of σn and the degree distribution; in this sense, the results in
[3] are more precise than ours, but they are restricted to a certain class of Pn.
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A Details on Section 5 examples
We begin by formally defining the chains discussed in Section 5. The winning streak reversal (WSR)
is taken from [8]. As its name suggests, this chain is the time reversal of the so-called winning streak
chain. The winning streak chain is shown at left in Figure 3 and has the following interpretation.
At each step, one plays a fair game. If the game is won, the winning streak is increased, meaning
the state is increased by 1 (unless the current state is n, in which case the state remains n). If the
game is lost, the winning streak ends, meaning the state returns to its lowest value.6 The reversal
of this chain, which we analyze, is shown at right in Figure 3. For general n, the transition matrix
and stationary distribution for the WSR are (see Section 4.6 of [8] for details)
Pn(i, j) =

2−j , i = 1, j ∈ {1, . . . , n− 1}
2−n+1, i = 1, j = n
1, i ∈ {2, . . . , n− 1}, j = i− 1
2−1, i = n, j ∈ {n− 1, n}
0, otherwise
, pin(i) =
{
2−i, i ∈ {1, . . . , n− 1}
2−n+1, i = n
.(21)
Note that Pn(1, i) = pin(i) ∀ i ∈ [n]; hence, the chain started from state 1 reaches stationarity
(exactly) after 1 step. Furthermore, the chain starting from i ∈ {2, . . . , n − 1} deterministically
transitions to state 1 in i− 1 steps and thus reaches stationarity (again, exactly) after i steps. As
will be seen, this implies a particularly strong form of cutoff.
We next define the complete graph bijection (CGB). As suggested by the name, for even n we first
construct complete graphs on nodes {1, . . . , n/2} and {1 +n/2, . . . , n}; we then add edges between
i and i + n/2 for each i ∈ [n/2], corresponding to the bijection i 7→ i + n/2. For n odd, we first
construct this graph for n− 1; we then add an auxiliary node n, along with an edge between n and
every i ∈ [n− 1]. Figure 4 shows these graphs for n = 6 and n = 7. The chains we analyze are the
lazy, unbiased random walks on these graphs. The transition matrices are
Pn =
1
2
In +
1
n
[
1Tn/21n/2 − In/2 In/2
In/2 1
T
n/21n/2 − In/2
]
∀ n even, (22)
Pn =
1
2
In +
1
n+ 1
1
T
(n−1)/21(n−1)/2 − I(n−1)/2 I(n−1)/2 1T(n−1)/2
I(n−1)/2 1T(n−1)/21(n−1)/2 − I(n−1)/2 1T(n−1)/2
n+1
2(n−1)1(n−1)/2
n+1
2(n−1)1(n−1)/2 0
 ∀ n odd.
It is a standard result that the degree distribution is stationary for random walks on undirected
graphs; this also holds for Pn since laziness does not change the stationary distribution. From this,
one can easily verify the stationary distributions for the CGB are
pin(i) =
1
n
∀ i ∈ [n], n even, pin(i) =
{
n+1
(n+3)(n−1) , i ∈ [n− 1]
2
n+3 , i = n
∀ n odd. (23)
We next turn to the analysis of these chains. First, as mentioned in Section 5, and as formalized
by the following proposition, both the WSR and the CGB have Θ(n) -mixing time, for any fixed
6Given this interpretation, it is more sensible to use state space {0, . . . , n− 1}, so that the winning streak is zero after
a loss. However, for consistency with the rest of this document, we use state space {1, . . . , n}.
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Figure 3: Winning streak chain (left) and its reversal (right) for n = 4.
Figure 4: Complete graph bijection for n = 6 (left) and n = 7 (right).
 ∈ (0, 1/2). Furthermore, the proposition says that for the WSR and for any such ,
1 ≤ t
(n)
mix()
t
(n)
mix(1− )
≤ 1 + Θ (n−1) . (24)
Hence, the ratios in (24) converge to 1 at rate n−1, a particularly strong notion of cutoff (the
standard definition of cutoff, (5), imposes no rate of convergence). In contrast, for the CGB, the
proposition shows that these ratios are Θ(n), the maximum (up to constants) among all chains
with Θ(n) -mixing times. In summary, while both chains have equivalent -mixing times, their
cutoff behaviors are at opposite extremes among such chains.
Proposition 1. Let  ∈ (0, 1/2) be independent of n. Then the following hold:
• Suppose {Pn}n∈N is the WSR. Then
(n− 1)− log2(1/) < t(n)mix(1− ) ≤ n− 1, t(n)mix() = n− 1 ∀ n ∈ N.
• Suppose {Pn}n∈N is the CGB. Then
t
(n)
mix(1− ) = 1 ∀ n ∈ N sufficiently large, t(n)mix() = Θ(n).
Proof. See Appendix B.6. (For the WSR, much of the analysis is taken from [8].)
The next proposition shows that these polarized cutoff behaviors translate into polarized perturba-
tion behaviors. First, for the WSR, note we cannot invoke lower bounds from our earlier analysis,
since we lack laziness. However, we can prove a stronger result: namely, we can identify an (un-
countably infinite) class of restart perturbations such that ‖pin − piαn,σn‖ → 1 (this is a stronger
result than previous lower bounds, which only guaranteed one such perturbation). On the other
hand, for the CGB, we show that the conclusion of Lemma 1 fails, despite all assumptions except
pre-cutoff holding. In particular, we have the following:
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Proposition 2. Let  ∈ (0, 1/2) be independent of n. Then the following hold:
• Suppose {Pn}n∈N is the WSR and {αn}n∈N ⊂ (0, 1) satisfies αn = Θ(n−c1) for some c1 ∈ (0, 1)
independent of n (note αnt
(n)
mix() → ∞ by Proposition 1). Furthermore, let {σn}n∈N satisfy
σn ∈ ∆n−1 ∀ n ∈ N, and, for some c2 > 1, c3 > 0 independent of n,
lim
n→∞
bc3α−c2n c∑
i=1
σn(i) = 0. (25)
Then limn→∞ ‖pin − piαn,σn‖ = 1.
• Suppose {Pn}n∈N is the CGB and {αn}n∈N ⊂ (0, 1) satisfies
lim
n→∞αnn =∞, lim supn→∞ αn = α¯ <
1
2
(note αnt
(n)
mix()→∞ by Proposition 1). Then ∀ {P˜n}n∈N s.t. P˜n ∈ B(Pn, αn) ∀ n ∈ N,
lim sup
n→∞
‖pin − p˜in‖ ≤ 1
2
+ α¯ < 1.
Proof. See Appendix B.7.
We have stated Proposition 2 as generally as our proof techniques allow, so it is useful to consider
an example. Namely, let  ∈ (0, 1/2) and αn = 1/
√
n ∀ n ∈ N, so that αnt(n)mix() → ∞ for both
example chains. Then for the WSR, many sequences {σn}n∈N yield restart perturbations satisfying
‖pin − piαn,σn‖ → 1. Intuitively, since the stationary distribution is biased towards small states i,
restart distributions that place sufficient weight on large i suffice. For example:
• Uniform restart, i.e. σn(i) = 1/n ∀ i ∈ [n]. Here (25) is satisfied since α−3/2n = n3/4, so
0 ≤
bα−3/2n c∑
i=1
σn(i) =
bα−3/2n c
n
≤ n−1/4 −−−→
n→∞ 0.
• “Flipped” stationary restart, i.e. σn(i) = pin(n− i+ 1) ∀ i ∈ [n]. Here we have
0 ≤
bα−3/2n c∑
i=1
σn(i) = 2
−n+1 +
bn3/4c∑
i=2
2−n+i−1 = O
(
2−n × 2n3/4
)
−−−→
n→∞ 0.
• Deterministic restart on Ω(n3/4), i.e. σn = ein for some in = Ω(n3/4). Here (25) is satisfied
with e.g. c2 = 4/3, c3 = 1, since then the upper summation bound in (25) is bn2/3c = o(n3/4),
so that the summation does not include in and is thus zero for all n sufficiently large.
In contrast, Proposition 2 implies that for this choice of αn and any perturbation of the CGB,
lim sup
n→∞
‖pin − p˜in‖ ≤ 1/2
To summarize, while many restart perturbations maximally perturb the WSR, no perturbation
(restart or otherwise) can maximally perturb the CGB.
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B Proofs
B.1 Existing results
Here we collect some existing results that will be used in our proofs. Most can be found in the
textbook [8]. First, we recall some basic properties of total variation distance.
Lemma 3. Let µ, ν, η ∈ ∆n−1. Then the following hold:
• (l1 equivalence) ‖µ− ν‖ = 12
∑n
i=1 |µ(i)− ν(i)| = 12‖µ− ν‖1.
• (Triangle inequality) ‖µ− ν‖ ≤ ‖µ− η‖+ ‖η − ν‖.
• (Convexity) ‖(γµ+ (1− γ)ν)− η‖ ≤ γ‖µ− η‖+ (1− γ)‖ν − η‖ ∀ γ ∈ (0, 1).
• (Coupling) ‖µ − ν‖ ≤ P(X 6= Y ) for any coupling (X,Y ) of µ and ν, i.e. for any pair of
random variables X and Y with respective marginal distributions µ and ν.
Proof. For l1 equivalence, see Proposition 4.2 in [8]. The triangle inequality and convexity can then
be proven using the corresponding l1 properties. For coupling, see Proposition 4.7 in [8].
We next collect some basic mixing time results. These involve the relaxation time, defined as
t
(n)
rel = 1/(1− λ∗n), (26)
where 1− λ∗n is the absolute spectral gap of Pn, defined by
λ∗n = max{|λ| : λ is an eigenvalue of Pn, λ 6= 1}.
(Note Pn ∈ En ⇒ λ∗n < 1 – see e.g. Lemma 12.1 in [8] – so (26) is well-defined in this case.)
Lemma 4. Let Pn ∈ En ∀ n ∈ N, and let  ∈ (0, 1) be independent of n.
• For any n, t ∈ N, dn(t) ≤ maxi,j∈[n] ‖eiP tn − ejP tn‖.
• If each Pn is lazy, then supδ∈(0,1) lim infn→∞ t(n)mix(δ) =∞.
• For any n, k ∈ N, dn(kt(n)mix()) ≤ (2)k.7
• If Pn is reversible, then t(n)mix() ≥ (t(n)rel − 1) log(1/(2)).
• If {Pn}n∈N exhibits pre-cutoff and each Pn is reversible, then t(n)rel = o(t(n)mix()).
Proof. The first statement holds by global balance the convexity property of Lemma 3, i.e.
dn(t) = max
i∈[n]
∥∥∥eiP tn −∑
j∈[n]
pin(j)ejP
t
n
∥∥∥ ≤ max
i∈[n]
∑
j∈[n]
pin(j)‖eiP tn − ejP tn‖ ≤ max
i,j∈[n]
‖eiP tn − ejP tn‖.
For the second statement, let in ∈ [n] be s.t. pin(in) ≤ 1/n ∀ n ∈ N (clearly, such in exists). Then
by definition of dn(t), definition of total variation, and laziness, we have ∀ n, t ∈ N,
dn(t) ≥ ‖einP tn − pin‖ ≥ (einP tn)(in)− pin(in) ≥ 2−t − 1/n.
As a consequence of this inequality, we obtain
t
(n)
mix(δ) ≥ log2
(
1
δ + 1/n
)
∀ n ∈ N, δ ∈ (0, 1) ⇒ sup
δ∈(0,1)
lim inf
n→∞ t
(n)
mix(δ) =∞.
7Note this motivates the conventional choice  = 1/4, since we then obtain the convenient inequality dn(kt
(n)
mix) ≤ 2−k.
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For the remaining statements, see Equation 4.34, Theorem 12.4, and Proposition 18.4 in [8].
Next, we state and prove a formula for the stationary distribution of the perturbed chain, when
the perturbation is of the restart variety.
Lemma 5. Let Pn ∈ En, αn ∈ (0, 1), σn ∈ ∆n−1. Then
piαn,σn = αn
∞∑
t=0
(1− αn)tσnP tn,
where (we recall) piαn,σn is the stationary distribution of Pαn,σn = (1− αn)Pn + αn1Tnσn.
Proof. Using global balance and the fact that piαn,σn sums to 1 (i.e. piαn,σn1
T
n = 1), we obtain
piαn,σn = piαn,σnPαn,σn = (1− αn)piαn,σnPn + αnσn ⇒ αnσn = piαn,σn(In − (1− αn)Pn).
Finally, using the well-known identity (I − A)−1 = ∑∞t=0At for a matrix A with spectral radius
ρ(A) < 1, we obtain the desired result.
Finally, we state the inequality from [4] discussed in the main text. For this, we first define the
hitting time of A ⊂ [n] as Tn(A) = inf{t ∈ Z+ : Xn(t) ∈ A}. Given η1, η3 ∈ (0, 1), we also let
t
(n)
hit (1− η3, η1) = min
{
t : max
x∈[n],A⊂[n]:pin(A)≥1−η3
Px(Tn(A) > t) ≤ η1
}
, (27)
where Px denotes probability conditioned on the chain starting from Xn(0) = x. We can now state
the aforementioned inequality, which relates (27) to mixing times and relaxation times.
Lemma 6. Let Pn ∈ En and assume Pn is lazy and reversible. Then for any η1, η2, η3 ∈ (0, 1),
t
(n)
mix((η1 + η2) ∧ 1) ≤ t(n)hit (1− η3, η1) +
⌈
t
(n)
rel
2
max
{
log
(
2(1− η1)2
η1η2η3
)
, 0
}⌉
.
Proof. See Corollary 3.1 in [4].
B.2 Proof of Lemma 1
For the upper bound, let {P˜n}n∈N satisfy P˜n ∈ B(Pn, αn) ∀ n ∈ N, and let δ ∈ (0, 1) be arbitrary.
It suffices to show that for some N ∈ N, ‖pin − p˜in‖ < δ ∀ n ≥ N . First, ∀ n, t ∈ N,
‖pin − p˜in‖ = ‖pin − p˜inP˜ tn‖ ≤ ‖pin − p˜inP tn‖+ ‖p˜inP tn − p˜inP˜ tn‖ ≤ dn(t) + max
x∈[n]
‖exP tn − exP˜ tn‖, (28)
where we have used global balance and Lemma 3. For the second term in (28), we claim
max
x∈[n]
‖exP tn − exP˜ tn‖ ≤ αnt. (29)
We prove (29) by induction. For t = 1, (29) holds by assumption. For general t, we first write
P tn − P˜ tn = Pn(P t−1n − P˜ t−1n ) + (Pn − P˜n)P˜ t−1n ,
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where we added and subtracted PnP˜
t−1
n . Hence, by Lemma 3, we have ∀ x ∈ [n],
‖exP tn − exP˜ tn‖ ≤ ‖exPn(P t−1n − P˜ t−1n )‖+ ‖ex(Pn − P˜n)P˜ t−1n ‖. (30)
For the first term in (30), we have by Lemma 3 and the inductive hypothesis,
‖exPn(P t−1n − P˜ t−1n )‖ ≤ max
y∈[n]
‖eyP t−1n − eyP˜ t−1n ‖ ≤ αn(t− 1). (31)
For the second term, we use the following: for a vector x and a row stochastic matrix A,
‖xA‖1 =
∑
i
∣∣∣∑
j
x(j)A(j, i)
∣∣∣ ≤∑
i
∑
j
|x(j)|A(j, i) =
∑
j
|x(j)|
∑
i
A(j, i) =
∑
j
|x(j)| = ‖x‖1.
Using this inequality and Lemma 3, we can bound the second term in (30) as
‖ex(Pn − P˜n)P˜ t−1n ‖ =
1
2
‖ex(Pn − P˜n)P˜ t−1n ‖1 ≤
1
2
‖ex(Pn − P˜n)‖1 = ‖ex(Pn − P˜n)‖ ≤ αn, (32)
where the final inequality holds by assumption. Combining (31) and (32) establishes (29). Substi-
tuting into (28), we have therefore shown
‖pin − p˜in‖ ≤ dn(t) + αnt ∀ n, t ∈ N.
Now set k = dlog(2/δ)/ log(1/(2))e and t = kt(n)mix(). Note k ∈ N since δ ∈ (0, 1) and  ∈ (0, 1/2).
Hence, we can use Lemma 4 to obtain
dn(t) = dn(kt
(n)
mix()) ≤ (2)k ≤ (2)log(2/δ)/ log(1/(2)) =
δ
2
.
Furthermore, since k is independent of n and αnt
(n)
mix()→ 0, we can find N s.t.
αnt = kαnt
(n)
mix() <
δ
2
∀ n ≥ N.
Hence, combining the previous three inequalities, we obtain ‖pin − p˜in‖ < δ ∀ n ≥ N .
For the lower bound, we begin by stating and proving a weaker version of the result.
Lemma 7. Let Pn ∈ En, αn ∈ (0, 1) ∀ n ∈ N, and let δ ∈ (0, 1/2) be independent of n. Assume
{Pn}n∈N exhibits pre-cutoff, each Pn is lazy and reversible, and limn→∞ αnt(n)mix(δ) = ∞. Then
∃ {P˜n}n∈N s.t. P˜n ∈ B(Pn, αn) ∀ n ∈ N and lim infn→∞ ‖pin − p˜in‖ ≥ 1− 3δ.
Proof. First note that 1 − δ, 1 − 2δ ∈ (0, 1) by assumption on δ, so tn := t(n)hit (1 − δ, 1 − 2δ) is
well-defined. Hence, by definition, ∃ xn ∈ [n], An ⊂ [n] satisfying
pin(An) ≥ 1− δ, Pxn(Tn(An) > tn − 1) > 1− 2δ. (33)
Now set P˜n = Pαn,exn (i.e. restart at xn with probability αn at each step). Then by Lemma 5,
p˜in(An) = αn
tn−1∑
t=0
(1− αn)tPxn(Xn(t) ∈ An) + αn
∞∑
t=tn
(1− αn)tPxn(Xn(t) ∈ An). (34)
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We consider the two summands in (34) in turn. For the first summand, we note
Pxn(Xn(t) ∈ An) ≤ Pxn(Tn(An) ≤ t) ≤ Pxn(Tn(An) ≤ tn − 1) < 2δ,
where the second inequality holds for t < tn, and the third holds by (33). It clearly follows that
αn
tn−1∑
t=0
(1− αn)tPxn(Xn(t) ∈ An) < 2δ.
For the second summand in (34), we simply upper bound the probabilities by 1 to obtain
αn
∞∑
t=tn
(1− αn)tPxn(Xn(t) ∈ An) ≤ (1− αn)tn ≤ exp(−αntn).
Taken together, we have shown p˜in(An) < 2δ + exp(−αntn). Combined with (33),
‖pin − p˜in‖ ≥ pin(An)− p˜in(An) > 1− 3δ − exp(−αntn). (35)
Next, applying Lemma 6 with η1 = 1− 2δ and η2 = η3 = δ, we obtain
t
(n)
mix(1− δ) ≤ tn +
⌈
t
(n)
rel
2
log
(
8
1− 2δ
)⌉
,
which, after rearranging, yields
αntn
αnt
(n)
mix(δ)
≥ t
(n)
mix(1− δ)
t
(n)
mix(δ)
−
⌈
t
(n)
rel log(8/(1− 2δ))/2
⌉
t
(n)
mix(δ)
. (36)
Now since pre-cutoff holds, t
(n)
mix(1− δ)/t(n)mix(δ) is lower bounded by a positive constant as n → ∞
(by definition of pre-cutoff) and t
(n)
rel = o(t
(n)
mix(δ)) (by Lemma 4). Hence,
lim inf
n→∞
αntn
αnt
(n)
mix(δ)
> 0.
Since αnt
(n)
mix(δ)→∞, this implies αntn →∞, so letting n→∞ in (35) completes the proof.
We now prove the c = ∞ case of the lemma. First, for each k ∈ N, let δk = 2−(k+1)/3; clearly,
δk ∈ (0, 1/2) ∀ k ∈ N. We claim limn→∞ αnt(n)mix(δk) =∞ ∀ k ∈ N, which we prove as follows:
• If δk ≤ , then t(n)mix(δk) ≥ t(n)mix() by (4), so αnt(n)mix(δk)→∞ by assumption.
• If δk >  and  < 1/2, then δk < 1/2 < 1− , so t(n)mix(δk) ≥ t(n)mix(1− ) by (4), and
αnt
(n)
mix(δk) = αnt
(n)
mix()
t
(n)
mix(δk)
t
(n)
mix()
≥ αnt(n)mix()
t
(n)
mix(1− )
t
(n)
mix()
−−−→
n→∞ ∞,
where the limit holds since αnt
(n)
mix() → ∞ by assumption and since t(n)mix(1 − )/t(n)mix() is
lower bounded by a positive constant as n→∞ by pre-cutoff.
• The final case, δk >  and  ≥ 1/2, cannot occur, since δk < 1/2 ∀ k ∈ N.
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We have verified the conditions of Lemma 7, so for each k ∈ N we can find {P˜ (k)n }n∈N s.t. P˜ (k)n ∈
B(Pn, αn) ∀ n ∈ N, and, denoting the stationary distribution of P˜ (k)n by p˜i(k)n ,
lim inf
n→∞ ‖pin − p˜i
(k)
n ‖ ≥ 1− 3δk = 1− 2−(k+1). (37)
Note that, as a consequence of (37), ∀ k ∈ N ∃ Nk ∈ N s.t.
‖pin − p˜i(k)n ‖ > 1− 2−k ∀ n ≥ Nk. (38)
We assume temporarily that limk→∞Nk =∞. Our goal is to use {P˜ (k)n }n,k∈N to construct {P˜n}n∈N
satisfying the lemma statement. The construction proceeds as follows:
• If n < mink∈NNk, set P˜n = P˜ (1)n . (The choice k = 1 is arbitrary.)
• If n ≥ mink∈NNk, let kn = max{k ∈ N : n ≥ Nk} and set P˜n = P˜ (kn)n . (Note n ≥ mink∈NNk
guarantees {k ∈ N : n ≥ Nk} 6= ∅, while Nk →∞ guarantees |{k ∈ N : n ≥ Nk}| <∞, so kn
is well-defined.)
Note that, since P˜
(k)
n ∈ B(Pn, αn) ∀ n, k ∈ N by Lemma 7, this construction guarantees P˜n ∈
B(Pn, αn) ∀ n ∈ N as well. Additionally, for n ≥ mink∈NNk, we have n ≥ Nkn by definition.
Hence, because p˜in = p˜i
(kn)
n for all such n, we can use (38) to obtain
‖pin−p˜in‖ = ‖pin−p˜i(kn)n ‖ > 1−2−kn ∀ n ≥ min
k∈N
Nk ⇒ lim inf
n→∞ ‖pin−p˜in‖ ≥ 1−lim supn→∞ 2
−kn . (39)
Thus, to complete the proof, it suffices to show kn →∞ as n→∞. For this, let M > 0 and define
N (m) = max{N1, . . . , NdMe}. Then kn ≥ dMe ≥ M ∀ n ≥ N (m), so since M > 0 was arbitrary,
kn →∞ as n→∞ follows. Thus, by (39), we obtain
lim inf
n→∞ ‖pin − p˜in‖ ≥ 1 ≥ lim supn→∞ ‖pin − p˜in‖ ⇒ limn→∞ ‖pin − p˜in‖ = 1.
We now return to the case limk→∞Nk < ∞. Here the construction is much simpler: we set
P˜n = P˜
(n)
n ∀ n ∈ N. Then for all n sufficiently large, n ≥ Nn, so for such n,
‖pin − p˜in‖ = ‖pin − p˜i(n)n ‖ > 1− 2−n,
from which it is clear that limn→∞ ‖pin − p˜in‖ = 1.
B.3 Proof of Lemma 2
For the upper bound, let {σn}n∈N be s.t. σn ∈ ∆n−1 ∀ n ∈ N. Then ∀ n ∈ N,
‖pin − piαn,σn‖ ≤ αn
∞∑
t=0
(1− αn)t‖pin − σnP tn‖ ≤ αn
∞∑
t=0
(1− αn)tdn(t), (40)
where we used Lemmas 4 and 5. Now since dn(t) ≤ 1, we can write
αn
∞∑
t=0
(1− αn)tdn(t) = αn
t
(n)
mix()−1∑
t=0
(1− αn)tdn(t) + αn
∞∑
t=t
(n)
mix()
(1− αn)tdn(t) (41)
≤ 1− (1− αn)t
(n)
mix() + αn
∞∑
t=t
(n)
mix()
(1− αn)tdn(t).
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We now consider the two cases of the bound in turn. First, assume  ∈ [1/2, 1). Then
αn
∞∑
t=t
(n)
mix()
(1− αn)tdn(t) ≤ (1− αn)t
(n)
mix(),
where we have simply used dn(t) ≤  whenever t ≥ t(n)mix(). Thus, by (40) and (41), we obtain
‖pin − piαn,σn‖ ≤ 1− (1− )(1− αn)t
(n)
mix() −−−→
n→∞ 1− (1− )e
−c. (42)
Note this argument also holds for  ∈ (0, 1/2). Hence, for  ∈ (0, 1/2), it suffices to show
lim sup
n→∞
‖pin − piαn,σn‖ ≤
1− e−c
1− 2e−c , (43)
after which we can take a minimum over the bounds in (42) and (43) to complete the proof. To
prove (43), we first bound the remaining summation in (41) as
αn
∞∑
t=t
(n)
mix()
(1− αn)tdn(t) = αn
∞∑
j=1
(j+1)t
(n)
mix()−1∑
t=jt
(n)
mix()
(1− αn)tdn(t) (44)
≤ αn
∞∑
j=1
dn(jt
(n)
mix())
(j+1)t
(n)
mix()−1∑
t=jt
(n)
mix()
(1− αn)t
=
(
1− (1− αn)t
(n)
mix()
) ∞∑
j=1
dn(jt
(n)
mix())(1− αn)jt
(n)
mix(),
where the first equality is immediate, the inequality holds by monotonicity of dn, and for the second
equality we computed a geometric series. Now by definition, dn(t
(n)
mix()) ≤  < 2. Furthermore,
by Lemma 4, dn(jt
(n)
mix()) ≤ (2)j ∀ j > 1. We can therefore write
∞∑
j=1
dn(jt
(n)
mix())(1− αn)jt
(n)
mix() <
∞∑
j=1
(
2(1− αn)t
(n)
mix()
)j
=
2(1− αn)t
(n)
mix()
1− 2(1− αn)t
(n)
mix()
. (45)
Hence, combining (40), (41), (44), and (45), we have ultimately shown
‖pin − p˜in‖ <
(
1− (1− αn)t
(n)
mix()
)(
1 +
2(1− αn)t
(n)
mix()
1− 2(1− αn)t
(n)
mix()
)
=
1− (1− αn)t
(n)
mix()
1− 2(1− αn)t
(n)
mix()
−−−→
n→∞
1− e−c
1− 2e−c .
We next turn to the lower bound. Similar to the proof of the c =∞ case of Lemma 1, we begin with a
weaker result. This result is almost identical to Lemma 7; its proof is also quite similar and leverages
the stronger assumption of cutoff to obtain a useful bound when limn→∞ αnt
(n)
mix(δ) ∈ (0,∞).
Lemma 8. Let Pn ∈ En, αn ∈ (0, 1) ∀ n ∈ N, and let δ ∈ (0, 1/2) be independent of n. Assume
{Pn}n∈N exhibits cutoff, each Pn is lazy and reversible, and limn→∞ αnt(n)mix(δ) = c ∈ (0,∞). Then
∃ {P˜n}n∈N s.t. P˜n ∈ B(Pn, αn) ∀ n ∈ N and lim infn→∞ ‖pin − p˜in‖ ≥ 1− 3δ − e−c.
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Proof. By the same argument leading to (35) in the proof of Lemma 7, we obtain {P˜n}n∈N s.t.
‖pin − p˜in‖ > 1− 3δ − exp(−αnt(n)hit (1− δ, 1− 2δ)).
Furthermore, by the same argument leading to (36) in the proof of Lemma 7, we have
αnt
(n)
hit (1− δ, 1− 2δ)
αnt
(n)
mix(δ)
≥ t
(n)
mix(1− δ)
t
(n)
mix(δ)
−
⌈
t
(n)
rel log(8/(1− 2δ))/2
⌉
t
(n)
mix(δ)
.
Now when cutoff holds, t
(n)
mix(1− δ)/t(n)mix(δ)→ 1 (by definition) and t(n)rel /t(n)mix(δ)→ 0 (by Lemma 4)
as n→∞. Hence, by assumption limn→∞ αnt(n)mix(δ) = c, we conclude
lim inf
n→∞ αnt
(n)
hit (1− δ, 1− 2δ) ≥ c.
To summarize, we have shown
lim inf
n→∞ ‖pin − p˜in‖ ≥ 1− 3δ − exp(− lim infn→∞ αnt
(n)
hit (1− δ, 1− 2δ)) ≥ 1− 3δ − e−c.
We now use Lemma 8 to prove the lower bound in Lemma 2 in a similar manner we used Lemma
7 to prove the c =∞ case of Lemma 1. First, for k ∈ N, let δk = 2−(k+1)/3 ∈ (0, 1/2) as before; we
claim limn→∞ αnt
(n)
mix(δk) = c. To prove this, first note (provided the limits exist in (0,∞))
lim
n→∞αnt
(n)
mix(δk) = limn→∞αnt
(n)
mix() limn→∞
t
(n)
mix(δk)
t
(n)
mix()
= c lim
n→∞
t
(n)
mix(δk)
t
(n)
mix()
,
so it suffices to show limn→∞ t
(n)
mix(δk)/t
(n)
mix() = 1. This can be proven as follows:
• If  ≤ δk ≤ 1− , we have t(n)mix(1− ) ≤ t(n)mix(δk) ≤ t(n)mix() by (4), so by cutoff,
1 = lim
n→∞
t
(n)
mix(1− )
t
(n)
mix()
≤ lim
n→∞
t
(n)
mix(δk)
t
(n)
mix()
≤ lim
n→∞
t
(n)
mix()
t
(n)
mix()
= 1.
• If δk ≤  ≤ 1− , we have t(n)mix(1− δk) ≤ t(n)mix() ≤ t(n)mix(δk) by (4), so by cutoff,
1 = lim
n→∞
t
(n)
mix(1− δk)
t
(n)
mix(δk)
≤ lim
n→∞
t
(n)
mix()
t
(n)
mix(δk)
≤ lim
n→∞
t
(n)
mix()
t
(n)
mix()
= 1.
• If 1−  ≤ δk ≤  or δk ≤ 1−  ≤ , the result holds by reversing the roles of  and 1−  above.
• Finally,  ≤ 1−  ≤ δk and 1−  ≤  ≤ δk cannot occur since δk < 1/2.
We have shown δk ∈ (0, 1/2) and limn→∞ αnt(n)mix(δk) = c ∀ k ∈ N. Hence, for each k, we can use
Lemma 8 to find {P˜ (k)n }n∈N s.t. P˜ (k)n ∈ B(Pn, αn) ∀ n ∈ N, and
lim inf
n→∞ ‖pin − p˜i
(k)
n ‖ ≥ 1− e−c − 2−(k+1).
From here, proof can be completed in a similar manner as the c =∞ case of Lemma 1, by replacing
1 with 1− e−c in the analysis following (37).
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B.4 Proof of Theorem 1
The lower bounds (13) and (14) follow immediately from the lower bounds in Lemmas 1 and 2.
Hence, we only need to prove the upper bounds (11) and (12).
Towards this end, we first assume  = 1/4; we will then extend the proof to the case  6= 1/4. In the
case  = 1/4 (in fact, any  < 1/2), (11) follows immediately from the upper bound in Lemma 1.
To prove (12), assume for the sake of contradiction ∃ {σn}n∈N with σn ∈ ∆n−1 ∀ n ∈ N and
lim sup
n→∞
‖pin − piαn,σn‖ > 1− e−c.
If this inequality holds, then the interval(
0,min
{
1/4,
lim supn→∞ ‖pin − piαn,σn‖ − (1− e−c)
e−c
})
is nonempty, so we can choose δ in this interval. Since δ < 1/4 by construction, (4) implies
αnt
(n)
mix ≤ αnt(n)mix(δ) = αnt(n)mix(1− δ)
t
(n)
mix(δ)
t
(n)
mix(1− δ)
≤ αnt(n)mix
t
(n)
mix(δ)
t
(n)
mix(1− δ)
.
Hence, using the definition of c and the cutoff assumption,
c = lim
n→∞αnt
(n)
mix ≤ limn→∞αnt
(n)
mix(δ) ≤ limn→∞αnt
(n)
mix × limn→∞
t
(n)
mix(δ)
t
(n)
mix(1− δ)
= c× 1 = c, (46)
so that limn→∞ αnt
(n)
mix(δ) = c. Assuming for the moment that t
(n)
mix(δ)→∞, we can then use (10)
and the choice of δ to obtain
lim sup
n→∞
‖pin − piαn,σn‖ ≤ 1− e−c + δe−c < lim sup
n→∞
‖pin − piαn,σn‖,
which is a contradiction. Now to see why t
(n)
mix(δ)→∞ holds, first note that ∀ δ′ ∈ (0, δ),
t
(n)
mix(δ) = t
(n)
mix(δ
′)
t
(n)
mix(δ)
t
(n)
mix(δ
′)
≥ t(n)mix(δ′)
t
(n)
mix(1− δ′)
t
(n)
mix(δ
′)
,
where the inequality holds by (4). Hence, by cutoff, we obtain ∀ δ′ ∈ (0, δ),
lim inf
n→∞ t
(n)
mix(δ) ≥ lim infn→∞ t
(n)
mix(δ
′).
On the other hand, the previous inequality immediately holds ∀ δ′ ∈ [δ, 1) by (4). Therefore,
lim inf
n→∞ t
(n)
mix(δ) ≥ sup
δ′∈(0,1)
lim inf
n→∞ t
(n)
mix(δ
′) =∞,
where the equality holds by Lemma 4.
Finally, we extend the upper bounds to  6= 1/4, for which it suffices to show
lim
n→∞αnt
(n)
mix() = c ⇒ limn→∞αnt
(n)
mix = c, (47)
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after which we can invoke the result from the case  = 1/4 to complete the proof. (47) is an almost
direct consequence of cutoff. To prove it, we first use (4) to obtain
 ∈ (0, 1/4)⇒ αnt(n)mix() ≥ αnt(n)mix = αnt(n)mix()
t
(n)
mix
t
(n)
mix()
≥ αnt(n)mix()
t
(n)
mix(1− )
t
(n)
mix()
,
 ∈ (1/4, 3/4]⇒ αnt(n)mix() ≤ αnt(n)mix = αnt(n)mix()
t
(n)
mix
t
(n)
mix()
≤ αnt(n)mix()
t
(n)
mix
t
(n)
mix(3/4)
,
 ∈ (3/4, 1)⇒ αnt(n)mix() ≤ αnt(n)mix = αnt(n)mix()
t
(n)
mix
t
(n)
mix()
≤ αnt(n)mix()
t
(n)
mix(1− )
t
(n)
mix()
.
Now letting n→∞ and using cutoff in the three cases, (47) follows as in (46).
B.5 Proof of Theorem 2
For convenience, we restate the definition of “coincides with” from the main text: a sequence
{αn,}n∈N,∈(0,1/2) ⊂ (0, 1) coincides with {t(n)mix()}n∈N,∈(0,1) if
sup
∈(0,1/2)
lim inf
n→∞ αn,t
(n)
mix() =∞,
αn,
αn,δ
∈
[
t
(n)
mix(1− δ)
t
(n)
mix(1− )
, 1
]
∀ , δ ∈ (0, 1/2) s.t.  ≥ δ, ∀ n ∈ N. (48)
Note that such sequences always exist (at least in the case of laziness). In particular, if c ∈ (0, 1) is
independent of n and , and if αn, = c ∀ n ∈ N,  ∈ (0, 1/2), then {αn,}n∈N,∈(0,1/2) satisfies (48).
To see why, note that the first condition in (48) follows immediately from Lemma 4; for the second
condition, the upper bound is clearly satisfied; also, the interval in (48) is nonempty by (4).
Next, we prove the following property that was discussed in Section 4.
Lemma 9. If pre-cutoff holds and {αn,}n∈N,∈(0,1/2) ⊂ (0, 1) coincides with {t(n)mix()}n∈N,∈(0,1),
then ∀  ∈ (0, 1/2), limn→∞ αn,t(n)mix() =∞.
Proof. Let  ∈ (0, 1/2); we aim to show αn,t(n)mix()→∞. Fix n ∈ N. Then ∀ δ ∈ (0, ],
αn,t
(n)
mix() ≥ αn,t(n)mix(1− ) ≥ αn,δt(n)mix(1− δ) = αn,δt(n)mix(δ)
t
(n)
mix(1− δ)
t
(n)
mix(δ)
, (49)
where the first inequality holds by (4) (since  < 1/2), and the second holds by the lower bound of
the interval in (48). On the other hand, ∀ δ ∈ [, 1/2),
αn,t
(n)
mix() ≥ αn,δt(n)mix(δ) ≥ αn,δt(n)mix(δ)
t
(n)
mix(1− δ)
t
(n)
mix(δ)
, (50)
where the first inequality holds by the upper bound of the interval in (48) and by (4), and the
second holds by (4) (since δ < 1/2). Now since n ∈ N was arbitrary, (49) and (50) imply
lim inf
n→∞ αn,t
(n)
mix() ≥ lim infn→∞ αn,δt
(n)
mix(δ)
t
(n)
mix(1− δ)
t
(n)
mix(δ)
∀ δ ∈ (0, 1/2).
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Also, by definition of lim inf and pre-cutoff, ∃ K > 0 independent of n, δ such that ∀ δ ∈ (0, 1/2),
lim inf
n→∞ αn,δt
(n)
mix(δ)
t
(n)
mix(1− δ)
t
(n)
mix(δ)
≥ lim inf
n→∞
t
(n)
mix(1− δ)
t
(n)
mix(δ)
lim inf
n→∞ αn,δt
(n)
mix(δ) ≥ K lim infn→∞ αn,δt
(n)
mix(δ).
Combining the previous two bounds, and since these bounds hold ∀ δ ∈ (0, 1/2),
lim inf
n→∞ αn,t
(n)
mix() ≥ K sup
δ∈(0,1/2)
lim inf
n→∞ αn,δt
(n)
mix(δ) =∞,
where the equality holds by (48).
We turn to the proof of the theorem. First, we show pre-cutoff implies Condition 1. For this, let
{αn,}n∈N,∈(0,1/2) ⊂ (0, 1) coincide with {t(n)mix()}n∈N,∈(0,1), and fix  ∈ (0, 1/2). Lemma 9 ensures
αn,t
(n)
mix()→∞; hence, by Lemma 1, ∃ {σn,}n∈N s.t.
σn, ∈ ∆n−1 ∀ n ∈ N, lim
n→∞ ‖pin − piαn,,σn,‖ = 1.
Next, assume (15) holds. As in Section 4, let αn, = 1/(2t
(n)
mix(1 − )) ∀ n ∈ N,  ∈ (0, 1/2). Then
clearly
αn,
αn,δ
=
t
(n)
mix(1− δ)
t
(n)
mix(1− )
∀ , δ ∈ (0, 1/2).
Furthermore, since (15) holds by assumption,
sup
∈(0,1/2)
lim inf
n→∞ αn,t
(n)
mix() =
1
2
sup
∈(0,1/2)
lim inf
n→∞
t
(n)
mix()
t
(n)
mix(1− )
=∞.
The previous two lines show that {αn,}n∈N,∈(0,1/2) coincides with {t(n)mix()}n∈N,∈(0,1). Fixing
 ∈ (0, 1/2) and {σn,}n∈N s.t. σn, ∈ ∆n−1 ∀ n ∈ N, we can then use (40) to obtain
‖pin − piαn,,σn,‖ ≤ αn,
t
(n)
mix(1−)−1∑
t=0
(1− αn,)tdn(t) + αn,
∞∑
t=t
(n)
mix(1−)
(1− αn,)tdn(t)
≤ αn,
t
(n)
mix(1−)−1∑
t=0
(1− αn,)t + αn,
∞∑
t=t
(n)
mix(1−)
(1− αn,)t(1− )
= 1− (1− αn,)t
(n)
mix(1−) = 1− 
(
1− 1/2
t
(n)
mix(1− )
)t(n)mix(1−)
≤ 1− 
2
,
where the final inequality is Bernoulli’s. Since  and {σn,}n∈N were arbitrary, Condition 1 fails.
B.6 Proof of Proposition 1
B.6.1 Winning streak reversal
For the winning streak reversal, most of the arguments are recounted from Section 4.6 of [8]. First,
for i ∈ [n− 1], we note the chain started from i reaches stationarity in i steps, i.e.
eiP
i
n = eiP
i−1
n Pn = e1Pn = pin.
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It remains to analyze the chain starting from n. First, we claim that for j ∈ [n− 1],
enP
j
n =
j∑
i=1
2i−j−1en−i + 2−jen. (51)
This claim can be proven inductively: for j = 1, the left side of (51) is (en−1 + en)/2 by (21), while
the right side of (51) is clearly (en−1 + en)/2; assuming true for j, we have
enP
j+1
n = enPnP
j
n =
1
2
(en−1 + en)P jn =
1
2
en−1−j +
1
2
(
j∑
i=1
2i−j−1en−i + 2−jen
)
= 2−1en−(j+1) +
j∑
i=1
2i−(j+1)−1en−i + 2−(j+1)en =
j+1∑
i=1
2i−(j+1)−1en−i + 2−(j+1)en,
which establishes (51). Now taking j = n− 1 in (51), we obtain
enP
n−1
n =
n−1∑
i=1
2i−(n−1)−1en−i + 2−(n−1)en = 2−1e1 + · · ·+ 2−(n−1)en−1 + 2−(n−1)en = pin.
To summarize, we have shown eiP
i
n = pin ∀ i ∈ [n− 1] and eiPn−1n = pin, which implies
dn(n− 1) = max
i∈[n]
‖eiPn−1n − pin‖ = 0 ⇒ t(n)mix(1− ), t(n)mix() ≤ n− 1.
For a lower bound on the -mixing time, note that, by (51), Pn−2n (n, 1) = 0, where Pn−2n (n, 1) is
the (n, 1)-th element of Pn−2n . Hence, we immediately obtain
dn(n− 2) ≥ ‖enPn−2n − pin‖ ≥ pin(1)− Pn−2n (n, 1) =
1
2
>  ⇒ t(n)mix() > n− 2,
so, combining with the above, we conclude t
(n)
mix() = n−1. Finally, to lower bound the (1−)-mixing
time, first note that for any t ∈ {0, . . . , n− 2}, we have en−1P tn = en−1−t, so
dn(t) ≥ ‖en−1P tn − pin‖ = ‖en−1−t − pin‖ ≥ 1− pin(n− 1− t) = 1− 2−n+1+t.
Hence, for t < n− 1− log2(1/), we obtain
dn(t) ≥ 1− 2−n+1+t > 1− 2− log2(1/) = 1−  ⇒ t(n)mix(1− ) ≥ n− 1− log2(1/).
B.6.2 Complete graph bijection
For the complete graph bijection, we denote by N(i) the neighbors of i ∈ [n] in the underlying
graph, i.e.
N(i) =

{1, . . . , i− 1, i+ 1, . . . , n/2, i+ n/2}, n even, i ≤ n/2
{i− n/2, 1 + n/2, . . . , i− 1, i+ 1, . . . , n}, n even, i > n/2
{1, . . . , i− 1, i+ 1, . . . , (n− 1)/2, i+ (n− 1)/2, n}, n odd, i ≤ (n− 1)/2
{i− (n− 1)/2, 1 + (n− 1)/2, . . . , i− 1, i+ 1, . . . , n}, n odd, (n− 1)/2 < i < n
{1, . . . , n− 1}, n odd, i = n
.
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As an example, for the n = 6 graph in Figure 4, we have
N(1) = {2, 3, 4}, N(2) = {1, 3, 5}, N(3) = {1, 2, 6},
N(4) = {1, 5, 6}, N(5) = {2, 4, 6}, N(6) = {3, 4, 5},
while for the n = 7 graph in the same figure, we have
N(1) = {2, 3, 4, 7}, N(2) = {1, 3, 5, 7}, N(3) = {1, 2, 6, 7},
N(4) = {1, 5, 6, 7}, N(5) = {2, 4, 6, 7}, N(6) = {3, 4, 5, 7},
N(7) = {1, 2, 3, 4, 5, 6}.
We now show t
(n)
mix(1− ) = 1 for n large. For n even, we have by Lemma 3 and (22)-(23),
2‖e1Pn − pin‖ = |Pn(1, 1)− pin(1)|+
∑
j∈N(1)
|Pn(1, j)− pin(j)|+
∑
j∈[n]\({1}∪N(1))
|Pn(1, j)− pin(j)|
=
∣∣∣∣12 − 1n
∣∣∣∣+ n2
∣∣∣∣ 1n − 1n
∣∣∣∣+ (n2 − 1)
∣∣∣∣0− 1n
∣∣∣∣ −−−→n→∞ 1,
so, by symmetry, maxi∈[n] ‖eiPn − pin‖ → 1/2 along even n. If n is odd, we similarly have
2‖e1Pn − pin‖ = |Pn(1, 1)− pin(1)|+ |Pn(1, n)− pin(n)|
+
∑
j∈N(1)\{n}
|Pn(1, j)− pin(j)|+
∑
j∈[n]\({1}∪N(1))
|Pn(1, j)− pin(j)|
=
∣∣∣∣12 − n+ 1(n+ 3)(n− 1)
∣∣∣∣+ ∣∣∣∣ 1n+ 1 − 2n+ 3
∣∣∣∣
+
n− 1
2
∣∣∣∣ 1n+ 1 − n+ 1(n+ 3)(n− 1)
∣∣∣∣+ n− 32
∣∣∣∣0− n+ 1(n+ 3)(n− 1)
∣∣∣∣ −−−→n→∞ 1,
so, by symmetry, maxi∈[n−1] ‖eiPn − pin‖ → 1/2 along odd n. We also note
2‖enPn − pin‖ =
n−1∑
j=1
|Pn(n, j)− pin(j)|+ |Pn(n, n)− pin|
= (n− 1)
∣∣∣∣ 12(n− 1) − n+ 1(n+ 3)(n− 1)
∣∣∣∣+ ∣∣∣∣12 − 2n+ 3
∣∣∣∣ −−−→n→∞ 12 ,
so maxi∈[n] ‖eiPn−pin‖ → 1/2 along odd n. Combined with the analysis for n even, we obtain
lim sup
n→∞
dn(1) = lim sup
n→∞
max
i∈[n]
‖eiPn − pin‖ ≤ 1
2
< 1− , (52)
so t
(n)
mix(1− ) ≤ 1 for large n. Finally, by the discussion in Footnote 3, we also know t(n)mix(1− ) 6= 0
for large n, so we conclude t
(n)
mix(1− ) = 1 for such n.
We next show t
(n)
mix() = Θ(n). We begin with the easier proof: showing t
(n)
mix() = Ω(n). For n even,
the intuition is that the stationary distribution places equal weight on both cliques, whereas (for
small t) the distribution of Xn(t) is biased towards [n/2] if Xn(0) = 1. Hence, we write
dn(t) ≥ ‖e1P tn − pin‖ ≥ P tn(1, [n/2])− pin([n/2]) = P tn(1, [n/2])−
1
2
, (53)
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where P tn(i, j) is the (i, j)-th element of P
t
n for i, j ∈ [n] and P tn(i, A) =
∑
j∈A P
t
n(i, j) for A ⊂ [n].
It remains to lower bound P tn(1, [n/2]). For this, we claim
P tn(i, [n/2]) ≥
(
1− 1
n
)t
∀ t ∈ Z+, i ∈ [n/2]. (54)
We prove (54) by induction. For t = 0, (54) is immediate. Assuming (54) holds for t, we have
P t+1n (i, [n/2]) =
∑
k∈[n]
Pn(i, k)P
t
n(k, [n/2]) ≥
∑
k∈[n/2]
Pn(i, k)P
t
n(k, [n/2])
≥
(
1− 1
n
)t
Pn(i, [n/2]) =
(
1− 1
n
)t+1
,
where the first inequality holds by nonnegativity of Pn, the second inequality is the inductive
hypothesis, and the final equality holds by (22). This proves (54). Substituting into (53),
dn(t) ≥
(
1− 1
n
)t
− 1
2
≥
(
1− t
n
)
− 1
2
=
1
2
− t
n
,
where we have also used Bernoulli’s inequality. The following is then immediate:
t < n
(
1
2
− 
)
⇒ dn(t) >  ⇒ t(n)mix() > n
(
1
2
− 
)
. (55)
We next assume n is odd. Here the argument is nearly identical: since by (22),
Pn
(
i,
[
n− 1
2
])
= 1− 2
n+ 1
∀ i ∈
[
n− 1
2
]
,
we can use an inductive argument as above to obtain
P tn
(
1,
[
n− 1
2
])
≥
(
1− 2
n+ 1
)t
∀ t ∈ Z+.
On the other hand, by (22) we have
pin
([
n− 1
2
])
=
n− 1
2
n+ 1
(n− 1)(n+ 3) ≤
1
2
.
Hence, combining the previous two lines, and using Bernoulli’s inequality, we obtain
dn(t) ≥ ‖e1P tn − pin‖ ≥
1
2
− 2t
n+ 1
.
The following implications are then immediate:
t <
n+ 1
2
(
1
2
− 
)
⇒ dn(t) >  ⇒ t(n)mix() >
n+ 1
2
(
1
2
− 
)
. (56)
Combining (55) and (56), we conclude t
(n)
mix() = Ω(n).
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For the remainder of the proof, we aim to show t
(n)
mix = O(n), for which we use couplings.
8 More
specifically, by Lemmas 3 and 4, we aim to bound
dn(t) ≤ max
i,j∈[n]
‖eiP tn − ejP tn‖ ≤ max
i,j∈[n]
Pij(Xn(t) 6= Yn(t)), (57)
where {Xn(t)}t∈Z+ and {Yn(t)}t∈Z+ , respectively, are Markov chains with transition matrix Pn
starting from Xn(0) = i and Yn(0) = j, respectively (as denoted by the subscript in Pij). For n even,
we will refer to the sets {1, . . . , n/2} and {1+n/2, . . . , n} as cliques (since these sets form complete
subgraphs in the underlying graph); similarly, for n odd, we will call the sets {1, . . . , (n−1)/2} and
{1 + (n− 1)/2, . . . , n− 1} cliques. For example, {1, 2, 3}, {4, 5, 6} are cliques in Figure 4.
We begin with the case where n is even. Our basic approach is to first bring the two chains to
the same clique, after which time they remain in the same clique forever. Once the chains are in
the same clique, we bring them to the same state, after which time they remain in the same state
forever. More specifically, given Xn(t), Yn(t), we assign Xn(t+ 1), Yn(t+ 1) as follows:
(A) If Xn(t) 6= Yn(t), proceed to (B). Otherwise, let Xn(t + 1) ∼ eXn(t)Pn and set Yn(t + 1) =
Xn(t+ 1) (i.e. run the chains together).
(B) If Xn(t), Yn(t) are in the same clique, proceed to (C). Otherwise, flip an independent fair
coin. If heads, sample Xn(t + 1) from N(Xn(t)) uniformly (i.e. move this chain) and set
Yn(t + 1) = Yn(t) (i.e. keep this chain lazy). If tails, set Xn(t + 1) = Xn(t) (i.e. keep this
chain lazy) and sample Yn(t+ 1) from N(Yn(t)) uniformly (i.e. move this chain).
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(C) Flip an independent fair coin. If heads, set Xn(t + 1) = Xn(t), Yn(t + 1) = Yn(t) (i.e. keep
both chains lazy). If tails, roll a three-sided die that lands 1, 2, and 3 with probability 2n ,
2
n ,
and 1− 4n , respectively, and proceed as follows:
• If 1, define Xn(t+ 1), Yn(t+ 1) as follows (i.e. move to the other clique):
(Xn(t+ 1), Yn(t+ 1)) =
{
(Xn(t) + n/2, Yn(t) + n/2), Xn(t) ≤ n/2
(Xn(t)− n/2, Yn(t)− n/2), Xn(t) > n/2
.
• If 2, set Xn(t+ 1) = Yn(t), Yn(t+ 1) = Xn(t) (i.e. swap the positions of the chains).10
• If 3, sample Xn(t+ 1) uniformly from N(Xn(t))\{Yn(t)}, and set Yn(t+ 1) = Xn(t+ 1).
To analyze this coupling, first suppose Xn(0) = i, Yn(0) = j for some i 6= j in the same clique.
Then Xn(t) 6= Yn(t) implies that at each step τ ∈ {0, . . . , t− 1}, one of the following occur:
• The coin in (C) lands heads, so that both chains are lazy. This occurs with probability 1/2.
• The coin in (C) lands tails and the die in (C) lands 1 or 2, so that both chains move, but to
different states. This occurs with probability (1/2)× (4/n) = 2/n.
By independence of these coin flips and die rolls, it follows that
Pij(Xn(t) 6= Yn(t)) ≤
(
1
2
+
2
n
)t
. (58)
8We suspect this bound is suboptimal in terms of constants; however, it is order optimal in the sense that is matches
the Ω(n) lower bound. Hence, while some intermediate bounds may seem needlessly loose, this is not a concern.
9By moving only one chain, we ensure the chains do not switch cliques. By “switch cliques”, we mean (for example)
the case Xn(t) ∈ {1, . . . , n/2}, Yn(t) ∈ {1 + n/2, . . . , n} and Xn(t+ 1) ∈ {1 + n/2, . . . , n}, Yn(t+ 1) ∈ {1, . . . , n/2}.
10When the die is 2 or 3, both chains move within the clique. By swapping the chains when the die is 2, we can sample
uniformly from the clique, excluding the states Xn(t), Yn(t), when the die is 3.
27
Next, suppose Xn(0) = i, Yn(0) = j for i 6= j in different cliques. Fix t ∈ N, τ ∈ {1, . . . , t}, and let
Eτ denote the event that Xn(τ), Yn(τ) are in the same clique. Then by the Markov property,
Pij(Xn(t) 6= Yn(t)) = P(Xn(t) 6= Yn(t)|Eτ )P(Eτ |Xn(0) = i, Yn(0) = j)
+ P(Xn(t) 6= Yn(t)|ECτ )P(ECτ |Xn(0) = i, Yn(0) = j)
≤ P(Xn(t) 6= Yn(t)|Eτ ) + P(ECτ |Xn(0) = i, Yn(0) = j) (59)
For the first summand in (59), we can use the time invariance of the Markov chains and the fact
that (58) holds for any i 6= j in the same clique to obtain
P(Xn(t) 6= Yn(t)|Eτ ) = P(Xn(t− τ) 6= Yn(t− τ)|E0) ≤
(
1
2
+
2
n
)t−τ
For the second summand in (59), note that ECτ implies Xn(τ
′), Yn(τ ′) are not in the same clique for
each τ ′ ≤ τ (since once the chains reach the same clique, they remain in the same clique forever).
This in turn implies that at each such τ ′, the chain that moves in (B) at step τ ′ moves within its
current clique. Such moves occur with probability 1− 2/n. Thus, by independence,
P(ECτ |Xn(0) = i, Yn(0) = j) ≤
(
1− 2
n
)τ
≤ exp
(
−2τ
n
)
.
To summarize, we have shown that if Xn(0) = i, Yn(0) = j for i 6= j not in the same clique,
Pij(Xn(t) 6= Yn(t)) ≤
(
1
2
+
2
n
)t−τ
+ exp
(
−2τ
n
)
. (60)
Combining (58) and (60), we thus obtain for any t ∈ N, τ ∈ {1, . . . , t},
max
i,j∈[n]
Pij(Xn(t) 6= Yn(t)) ≤ max
{(
1
2
+
2
n
)t
,
(
1
2
+
2
n
)t−τ
+ exp
(
−2τ
n
)}
. (61)
Now it is straightforward to verify that if (for example)
n ≥ 6, τ ≥ n
2
log
(
2

)
, t ≥ τ + log(2/)
log(6/5)
≥ n
2
log
(
2

)
+
log(2/)
log(6/5)
,
then (61) is further bounded by . Hence, by (57), we obtain for some a independent of n,
t
(n)
mix() ≤
n
2
log
(
2

)
+
log(2/)
log(6/5)
≤ an ∀ n ∈ {6, 8, . . .}. (62)
We next consider n odd. Here we could use a similar approach (bring the chains to the same clique,
then bring them to the same state), but the auxiliary state n complicates this. Hence, we instead
leverage this auxiliary state as follows: we wait until both chains leave state n (if necessary); we
then ensure that the next visits to n occur simultaneously (after which point the chains run together
indefinitely). More specifically, given Xn(t), Yn(t), we assign Xn(t+ 1), Yn(t+ 1) as follows:
(D) If Xn(t) 6= Yn(t), proceed to (E). Otherwise, let Xn(t+ 1) ∼ eXn(t)Pn, Yn(t+ 1) = Xn(t+ 1).
(E) If Xn(t) 6= n and Yn(t) 6= n, proceed to (F). Otherwise, flip an independent fair coin. If
heads, sample Xn(t + 1) from N(Xn(t)) uniformly and set Yn(t + 1) = Yn(t). If tails, set
Xn(t+ 1) = Xn(t) and sample Yn(t+ 1) from N(Yn(t)) uniformly.
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(F) Roll a die that lands 1, 2, and 3 with probability 12 ,
1
2 − 1n+1 , and 1n+1 , respectively.
• If 1, set Xn(t+ 1) = Xn(t), Yn(t+ 1) = Yn(t).
• If 2, independently and uniformly sample Xn(t+ 1) and Yn(t+ 1) from N(Xn(t)) \ {n}
and N(Yn(t)) \ {n}, respectively.
• If 3, set Xn(t+ 1) = Yn(t+ 1) = n.
To analyze this coupling, first suppose Xn(0) = i, Yn(0) = j for some i, j ∈ [n] \ {n} s.t. i 6= j.
Then Xn(t) 6= Yn(t) implies the following, for each τ ≤ t:
• Xn(τ) 6= Yn(τ). (This can be proven by contradiction. Namely, if Xn(τ) = Yn(τ), then
Xn(t) 6= Yn(t) is violated, since the chains run together forever after meeting by (D).)
• Xn(τ) 6= n, Yn(τ) 6= n. (This can be proven inductively. For τ = 0, it holds by assumption.
For τ > 0, we have Xn(τ−1) 6= Yn(τ−1) by the previous item and Xn(τ−1) 6= n, Yn(τ−1) 6= n
by the inductive hypothesis. Hence, Xn(τ), Yn(τ) are assigned via (F). This implies Xn(τ) 6=
n, Yn(τ) 6= n, since otherwise Xn(τ) = Yn(τ) = n by (F).)
By the argument of the second item, we can also conclude that, if Xn(t) 6= Yn(t), then Xn(τ), Yn(τ)
were assigned via (F) for each τ ≤ t. Thus, at all such τ , the die in (F) must have landed 1 or 2 (else,
Xn(t) 6= Yn(t) is violated); this occurs with probability 1− 1n+1 . Hence, by independence,
Pij(Xn(t) 6= Yn(t)) ≤
(
1− 1
n+ 1
)t
≤ exp
(
− t
n+ 1
)
∀ i, j ∈ [n] \ {n} s.t. i 6= j. (63)
We next consider the case Xn(0) = n or Yn(0) = n; without loss of generality, assume Xn(0) =
n, Yn(0) = j 6= n. Let τ ≤ t and define the event Eτ = {Xn(τ) 6= n, Yn(τ) 6= n}. Then
Pnj(Xn(t) 6= Yn(t)) = P(Xn(t) 6= Yn(t), Eτ |Xn(0) = n, Yn(0) = j)
+ P(Xn(t) 6= Yn(t), ECτ |Xn(0) = n, Yn(0) = j)
= P(Xn(t) 6= Yn(t)|Eτ )P(Eτ |Xn(0) = n, Yn(0) = j)
+ P(Xn(t) 6= Yn(t), ECτ |Xn(0) = n, Yn(0) = j)
≤ P(Xn(t) 6= Yn(t)|Eτ ) + P(Xn(t) 6= Yn(t), ECτ |Xn(0) = n, Yn(0) = j), (64)
where the equalities use total probability and the Markov property, and the inequality is immediate.
Now for the first summand in (64), we can use time invariance and (63) to obtain
P(Xn(t) 6= Yn(t)|Eτ ) = P(Xn(t− τ) 6= Yn(t− τ)|E0) ≤ exp
(
− t− τ
n+ 1
)
. (65)
For the second summand in (64), we again use Xn(t) 6= Yn(t)⇒ Xn(τ) 6= Yn(τ) to obtain
P(Xn(t) 6= Yn(t), ECτ |Xn(0) = n, Yn(0) = j) ≤ P(Xn(τ) 6= Yn(τ), ECτ |Xn(0) = n, Yn(0) = j) (66)
We next claim (and will return to prove) that
{Xn(τ) 6= Yn(τ), ECτ }|{Xn(0) = n, Yn(0) = j} ⇒ Xn(τ ′) = n ∀ τ ′ ≤ τ, (67)
i.e. conditioned on the event {Xn(0) = n, Yn(0) = j}, the event {Xn(τ) 6= Yn(τ), ECτ } can only
occur if the Xn-chain is lazy at every step up to τ . In other words, we require the τ independent
coin tosses at the first τ iterations of (E) to all land tails. Hence, we conclude
P(Xn(τ) 6= Yn(τ), ECτ |Xn(0) = n, Yn(0) = j) ≤ 2−τ . (68)
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Combining (63), (64), (65), (66), and (68), we have ultimately shown that for n odd,
max
i,j∈[n]
Pij(Xn(t) 6= Yn(t)) ≤ max
{
exp
(
− t
n+ 1
)
, 2−τ + exp
(
− t− τ
n+ 1
)}
. (69)
Therefore, if we choose (for example)
τ ≥ log2
(
2

)
, t ≥ τ + (n+ 1) log
(
2

)
≥ (n+ 1) log
(
2

)
+ log2
(
2

)
,
we conclude (69) is further bounded by . We thus obtain for some b independent of n,
t
(n)
mix() ≤ (n+ 1) log
(
2

)
+ log2
(
2

)
≤ bn ∀ n ∈ {1, 3, . . .}. (70)
Finally, we can combine (62) and (70) to obtain for some a, b independent of n,
t
(n)
mix() ≤ max{a, b}n ∀ n ≥ 6 ⇒ t(n)mix() = O(n).
We have completed the proof of t
(n)
mix() = O(n), assuming (67) holds. We now return to prove (67).
Assume (for the sake of contradiction) that Xn(τ
∗) = n,Xn(τ∗ + 1) 6= n for some τ∗ < τ . (i.e.
the Xn-chain was non-lazy at some τ
∗ < τ). Then, by (E), the Yn-chain was lazy at time τ∗, i.e.
Yn(τ
∗) = Yn(τ∗ + 1). Now consider two cases:
1. τ∗ = τ − 1: By assumption, Xn(τ) = Xn(τ∗+ 1) 6= n. Furthermore, we must have Yn(τ) 6= n:
if instead Yn(τ) = n, then n = Yn(τ) = Yn(τ
∗+1) = Yn(τ∗) (since τ∗ = τ−1 and the Yn-chain
was lazy at τ∗), which implies Xn(τ∗) = Yn(τ∗) = n, which contradicts Xn(τ) 6= Yn(τ) in
(67). Hence, we must have Xn(τ) 6= n, Yn(τ) 6= n. But this contradicts ECτ in (67).
2. τ∗ < τ −1: By a similar argument, we have Xn(τ∗+ 1) 6= n, Yn(τ∗+ 1) 6= n and Xn(τ∗+ 1) 6=
Yn(τ
∗ + 1). This implies Xn(τ∗ + 2), Yn(τ∗ + 2) were assigned via (F). In (F), the chains
only move to n if they move to n together, after which point they remain together forever.
Thus, neither chain can move to n at time τ∗+ 2, else Xn(τ) 6= Yn(τ) in (67) is contradicted.
Repeating this argument for τ∗ + 3, . . . , τ then contradicts ECτ in (67).
Since both cases yield contradictions, (67) is proven.
B.7 Proof of Proposition 2
B.7.1 Winning streak reversal
For the winning streak reversal, let {αn}n∈N, {σn}n∈N, c1, c2, and c3 be as in the statement of the
proposition. For n ∈ N, set mn = bnc1(1+c2)/2c. Then by αn = Θ(n−c1), c1 > 0, and c2 > 1,
αnmn = Θ
(
n−c1nc1(1+c2)/2
)
= Θ
(
nc1(c2−1)/2
)
⇒ lim
n→∞αnmn =∞. (71)
Again using αn = Θ(n
−c1), c1 > 0, and c2 > 1, we also observe⌊
c3α
−c2
n
⌋−mn = Θ(nc1c2 − nc1(1+c2)/2) ⇒ lim
n→∞
(⌊
c3α
−c2
n
⌋−mn) =∞.
Consequently, we can find a sequence of positive integers {m′n}n∈N such that⌊
c3α
−c2
n
⌋−mn + 2 > m′n ∀ n ∈ N sufficiently large, limn→∞m′n =∞. (72)
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Now letting e[m′n] =
∑
i∈[m′n] ei =
∑m′n
i=1 ei, we can use Lemma 5 to obtain
piαn,σn([m
′
n]) = αn
∞∑
t=0
(1− αn)tσnP tneT[m′n] = αn
∞∑
t=0
(1− αn)t
n∑
i=1
σn(i)eiP
t
ne
T
[m′n]
= αn
mn−1∑
t=0
(1− αn)t
bc3α−c2n c∑
i=1
σn(i)eiP
t
ne
T
[m′n]
+ αn
∞∑
t=mn
(1− αn)t
n∑
i=1
σn(i)eiP
t
ne
T
[m′n]
(73)
+ αn
mn−1∑
t=0
(1− αn)t
n∑
i=bc3α−c2n c+1
σn(i)eiP
t
ne
T
[m′n]
. (74)
To bound the summands in (73), we use eiP
t
ne
T
[m′n]
≤ 1 ∀ i, t by row stochasticity to obtain
αn
mn−1∑
t=0
(1− αn)t
bc3α−c2n c∑
i=1
σn(i)eiP
t
ne
T
[m′n]
≤ αn
mn−1∑
t=0
(1− αn)t
bc3α−c2n c∑
i=1
σn(i) ≤
bc3α−c2n c∑
i=1
σn(i),
αn
∞∑
t=mn
(1− αn)t
n∑
i=1
σn(i)eiP
t
ne
T
[m′n]
≤ αn
∞∑
t=mn
(1− αn)t = (1− αn)mn ≤ exp(−αnmn).
We next consider (74). First note that, whenever i− t > m′n > 0, we have by (21),
eiP
t
ne[m′n] = ei−te[m′n] = 0.
Also, every i, t pair in the summation in (74) satisfies, for n sufficiently large by (72),
i− t ≥ bc3α−c2n c+ 1− (mn − 1) = bc3α−c2n c −mn + 2 > m′n,
which implies (74) is zero for all n large. We have therefore shown
lim sup
n→∞
piαn,σn([m
′
n]) ≤ lim sup
n→∞
bc3α−c2n c∑
i=1
σn(i) + exp(−αnmn)
 = 0,
where the equality holds by assumption and (71). Since also piαn,σn([m
′
n]) ≥ 0 ∀ n ∈ N, we conclude
limn→∞ piαn,σn([m′n]) = 0. On the other hand,
pin([m
′
n]) =
m′n∑
i=1
pin(i) =
m′n∑
i=1
2−i = 1− 2−m′n −−−→
n→∞ 1,
where the limit holds since m′n →∞ by (72). Combining arguments, we have shown
lim inf
n→∞ ‖pin − piαn,σn‖ ≥ lim infn→∞
(
pin([m
′
n])− piαn,σn([m′n])
)
= 1,
and so, since ‖pin − piαn,σn‖ ≤ 1 ∀ n ∈ N, we conclude limn→∞ ‖pin − piαn,σn‖ = 1.
B.7.2 Complete graph bijection
For the complete graph bijection, let {αn}n∈N, {P˜n}n∈N be given. Then
‖pin − p˜in‖ ≤ max
i∈[n]
‖pin − eiPn‖+ max
i∈[n]
‖eiPn − eiP˜n‖ ≤ dn(1) + αn ∀ n ∈ N,
where we have used Lemma 3, global balance, and the fact that P˜n ∈ B(Pn, αn). Thus, using (52)
from Appendix B.6 and the assumption lim supαn = α¯, we obtain
lim sup
n→∞
‖pin − p˜in‖ ≤ lim sup
n→∞
dn(1) + lim sup
n→∞
αn =
1
2
+ α¯.
31
References
[1] Athreya, K. B., and Stenflo, O. Perfect sampling for doeblin chains. Tech. rep., Cornell
University Operations Research and Industrial Engineering, 2000.
[2] Avena, L., Gu¨ldas¸, H., van der Hofstad, R., and den Hollander, F. Random walks
on dynamic configuration models: a trichotomy. Stochastic Processes and their Applications
(2018).
[3] Avrachenkov, K., Kadavankandy, A., Prokhorenkova, L. O., and Raigorodskii,
A. Pagerank in undirected random graphs. In International Workshop on Algorithms and
Models for the Web-Graph (2015), Springer, pp. 151–163.
[4] Basu, R., Hermon, J., and Peres, Y. Characterization of cutoff for reversible markov
chains. In Proceedings of the twenty-sixth annual ACM-SIAM symposium on Discrete algo-
rithms (2015), Society for Industrial and Applied Mathematics, pp. 1774–1791.
[5] Bordenave, C., Caputo, P., and Salez, J. Cutoff at the “entropic time” for sparse
markov chains. Probability Theory and Related Fields (2016), 1–32.
[6] Bordenave, C., Caputo, P., and Salez, J. Random walk on sparse random digraphs.
Probability Theory and Related Fields 170, 3-4 (2018), 933–960.
[7] Caputo, P., and Quattropani, M. Mixing time of pagerank surfers on sparse random
digraphs. arXiv preprint arXiv:1905.04993 (2019).
[8] Levin, D. A., Peres, Y., and Wilmer, E. L. Markov chains and mixing times. American
Mathematical Society, 2009.
[9] Mitrophanov, A. Y. Stability and exponential convergence of continuous-time markov
chains. Journal of applied probability 40, 4 (2003), 970–979.
[10] Mitrophanov, A. Y. Sensitivity and convergence of uniformly ergodic markov chains. Jour-
nal of Applied Probability 42, 4 (2005), 1003–1014.
[11] Page, L., Brin, S., Motwani, R., and Winograd, T. The PageRank citation ranking:
Bringing order to the web. Tech. rep., Stanford InfoLab, 1999.
[12] Propp, J. G., and Wilson, D. B. Exact sampling with coupled markov chains and appli-
cations to statistical mechanics. Random Structures & Algorithms 9, 1-2 (1996), 223–252.
[13] Vial, D., and Subramanian, V. A structural result for personalized pagerank and its
algorithmic consequences. Proc. ACM Meas. Anal. Comput. Syst. 3, 2 (June 2019), 25:1–
25:88.
32
