The amount of different products and services obtained from forests depends on several 15 management decisions such as thinning years, thinning intensity, thinning type and rotation 16 length. The relationships between management actions and the various outputs obtained 17 from forests are complicated. This makes stand management optimization challenging, 18 especially if the number of simultaneously maximized outputs and the number of optimized 19 variables are high. The direct search method of Hooke and Jeeves (HJ) has been used much 20 in stand management optimization. In recent years, population-based methods have been 21 proposed as an alternative to the HJ method. The performance of a population-based 22 31
D r a f t D r a f t method depends on its parameters such as number iterations and population size (number 23 of solution vectors used in the population-based method). This study used two-level meta 24 optimization to simultaneously optimize the parameters of a population-based method and 25 the management schedule of a stand. Four population-based methods were analysed: 26 differential evolution (DE), particle swarm optimization (PS), evolution strategy optimization 27 (ES) and the method of Nelder and Mead (NM). With optimal parameter values, DE and PS 28 found the best stand management schedules, followed by ES and NM. DE and PS performed 29 better than HJ. Therefore, DE and PS should be used more in forest management and their 30 search algorithms should be further developed.
D r a f t Introduction 35 Optimization of the management of an even-aged stand typically consists of finding the best 36 thinning years, thinning intensities, thinning types and rotation length for one full rotation. 37 It is then assumed that similar rotations are repeated to infinity. The objective variable in 38 most optimization cases is the net present value of future incomes and costs. However, as 39 forestry is seen more and more as multifunctional activity, multi-objective utility functions 40 have been increasingly used as the objective function (e.g., Jin et al. 2017 ). Another 41 approach to multi-objective optimization is to convert all benefits into monetary units and 42 then maximize the total net present value of all products and services (Hartmann 1976; 43 Koskela et al. 2007 ). 44 Typical of stand management optimization is that the relationships between management 45 parameters (e.g., cutting years) and objective function are not smooth. There may be 46 several local optima and even instant changes in objective function value, for instance when 47 trees reach the minimum dimensions for a valuable timber assortment. Therefore, the 48 optimization problem is rather complicated. The production model is often a simulation 49 model, consisting of sub-models for diameter increment, survival, stem taper, biomass, etc. 50 The simulation model may include step-wise, non-smooth relationships. 51 The method of Hooke and Jeeves (1961) has been used much during the past decades to 52 optimize stand management (Haight and Monserud 1990; Valsta 1992; Pasalodos-Tato et al. 53 D r a f t 4 Therefore, it is common to combine the HJ direct search with random search and repeat the 58 optimization several times to increase the likelihood that the global optimum is found. 59 Because of the above limitations of the HJ method, it is worthwhile to inspect alternative 60 methodologies to optimize stand management. One category of alternative methods are (Fig. 1) . In earlier literature, this procedure has been called as super- 82 optimization, hyper-optimization, or meta-optimization (Mercer and Sampson 1978; 83 Grefenstette 1986). It produces both the optimal parameter values for the population based 84 method, and the optimal solution for the stand management problem. The comparison of 85 alternative population-based methods is "fair", since each method is used with optimal 86 parameter values. Another advantage of "meta optimization" is that it finds better stand 87 management schedules, compared to cases in which population-based methods or other 88 optimization algorithms are used with less appropriate parameter values. 114 where p(d) is the proportion of harvested trees when dbh is d cm, and a 1 and a 2 are 115 parameters to be optimized. Parameter a 2 gives the diameter at which thinning intensity is 116 0.5, and a 1 defines the type of thinning. The last optimized variable was the number of D r a f t 7 Overview of the meta optimization method 122 The meta optimization comprised two simultaneous optimization processes (Fig. 1 The population size of the Nelder and Mead method (NM) is usually one more than the 148 number of optimized decision variables, which would be 10+1=11 in our stand management 149 optimization problem. However, the population size can also be different from this rule 150 (Pukkala 2009). We tested both variants of NM. In the latter case, population size was 151 optimized together with the other parameters of NM. It turned out that NM with a fixed 152 population size (11 in our case) was clearly inferior to NM with optimized population size. 153 Therefore, only NM with optimized population size was included in the analyses of this 154 study. 155 In all four methods, the initial population was generated by drawing uniformly distributed 156 random numbers from a range [DVmin, DVmax] defined for each decision variable (DV) and 157 shown in Table 1 . Then, the stand management problem was solved with each DV optimization problem) are changed when x i is updated. In addition, the best solution vector 216 found so far by particle i (x i b , "particle best") is kept in the memory since it affects the 217 movement of the particle. The movement also depends on the best solution found so far by 218 all particles. This solution is called as "global best" and denoted as x g . 219 All initial velocities were zeros. The velocities and locations of particles were updated as 220 follows
where w is co-called inertial constant, c 1 and c 2 are parameters which determine how much 224 the particle is directed towards its own best-so-far solution (x i b ) and the global best solution 225 (x g ), and r 1 and r 2 are random numbers uniformly distributed between 0 and 1. 226 The parameters of PS are: iteration. Contrary to all other methods, the best location found by a certain particle 261 ("particle best") is not necessarily the ending location of the particle. D r a f t the step size is smaller than a predefined stopping criterion, which in our study was equal to 278 0.01 times the initial step size. 279 Since HJ may be trapped to a local optimum, the direct search was repeated another time. 280 The second direct search was started from the best of 100 sets of randomly selected 281 combinations of optimized variables (parameters of the population-based methods). The 282 random values were uniformly distributed between the Min and Max values shown in Table   283 2.
284
The population-based method optimized the stand management optimization problem with 285 each combination of parameters tested during a HJ run. Since the population-based 286 methods use random numbers, repeated optimizations do not necessarily find the same 287 solution, which makes the HJ direct search more unreliable. Therefore, the stand 288 management optimization problem was solved 10 times with every parameter combination, 289 and the mean utility value of these searches was returned to the HJ algorithm. If the 290 population-based method used more than 100 seconds to solve the stand management 291 problem, the parameter combination was penalized, to prevent HJ from suggesting 292 parameters, which would lead to very slow search. Only very few parameter combinations D r a f t 15 were penalized, which means that the 100-second limitation did not have any major effect 294 on the optimal parameter values of the population-based methods. 295 The two repeated HJ direct searches produced two sets of "optimal" parameters for each 296 population-based method. Since the two sets differed, it was concluded that the process of Optimal parameter values 317 The optimal parameter values of NM were: population size 30, number of iterations 599, 318 and the parameters for reflection, expansion, contraction and shrink 1.00, 2.71, 0.51 and 319 0.51, respectively (column 1 st DS, Table 3 ). They were found in the first HJ direct search. The 320 values found in the second direct search (2 nd DS in Table 3 ) differed considerably for some 321 parameters, particularly population size and expansion, which may indicate either that the 322 performance of NM is not sensitive to these parameters, or the two HJ direct searches 323 found different local optima.
324 Table 3 325
The two optimizations for ES parameters produced rather similar results (Table 3 ). The 326 largest difference was in the number of iterations, which was either 1287 of 1888. The 327 optimal population size was about 100, and the strategy parameter was about 0.1. 328 The two direct searches for optimizing PS produced different results, suggesting that they 329 found different local optima (Table 3 ). The second direct was clearly better, and it resulted 330 in a population size of 92 with 72 iterations. The "global best" had a stronger effect on 331 particles' movements than the "particle best" since parameter c 2 had a larger value (2.61) 332 than parameter c 1 (2.14) 333 Also in DE the two HJ direct searches resulted in clearly different optima, the second being parameter should be 0.1, and the number of iterations should be 700 or more (Fig. 6 ). The 365 model is well in line with the results of the two HJ direct searches (Table 3) . problems were also solved with the HJ method. 394 The results show clearly that NM was not competitive with the other methods ( Fig. 9 , Table   395 4): the utilities produced by repeated runs varied much, the mean utilities of 10 repeated 396 runs were low, and the highest utility of the 10 runs was lower than in the other methods. 397 Typical of HJ was high variation between repeated direct searches, especially in cases where 398 the number of optimized variables was high (4 or 5 thinnings, with 13 or 16 simultaneously 399 optimized variables). The best solutions found by ES were worse than the best solutions D r a f t 20 found by HJ ( Fig. 9 ). On the other hand, ES solutions varied less than HJ solutions ( Fig. 9 , 401 Table 4 ). 402 Figure 9 , Table 4 403 DE produced the highest utility values with the smallest variation between repeated runs. 404 PS also performed well, and its competitiveness seemed to improve when the optimization 405 problem became more complicated; when the number of thinnings was five, PS found 406 better solutions than DE (Fig. 9 ). The computing time of PS increased more slowly than with 407 DE with increasing difficulty of the stand management problem (Table 4) . The ranking depended on problem formulation, but a clear result was that NM was not 445 competitive with the other methods, and PS was good in all problem formulations. 446 Based on the current study, two of the population-based methods, namely DE and PS, can 447 be ranked better than the much-used HJ, which means that forest managers should adopt 448 these methods and use them more. The superiority of the population-based methods is 449 most evident in complicated optimization problems involving more than 10 decision 450 variables; HJ becomes unreliable in these problems. D r a f t Table 1 . Ranges of the decision variables of the stand management optimization problem. These 1 ranges were used to generate the initial solution vectors of the population-based search methods.
Decision variable DVmin DVmax
First thinning
• Years to 1 st thinning 0 40
• Parameter a 1 of the thinning intensity curve -2 2
• Parameter a 2 of the thinning intensity curve 10 50
Second thinning
• Years to 2 nd thinning 5 40
Third thinning
• Years to 3 rd thinning 5 40
Final felling
• Years to final felling 5 40
See Equation 2 for the explanation of parameters a 1 and a 2 of the thinning intensity curve. 3 4 5 D r a f t Table 2 . Ranges and starting values for the optimization of population-based search method. "Start" 6 is the starting value of the first Hooke and Jeeves direct search; [Min, Max] is the range from which 7 the initial step size was calculated (Initial step = 0.1 × (Max-Min)); "Low" is the lowest and "High" is 8 the highest accepted value of the parameter. D r a f t Two decision variables out of 10 are shown (years to 1 st thinning and years from 1 st to 2 nd thinning). 14 
