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iv Abstract
Abstract
In this thesis, results will be presented that pertain to the global regularity of solutions to
boundary value problems having the general form
F
[
D2u − A( · , u,Du)] = B( · , u,Du), in Ω−,
Tu(Ω
−) = Ω+, (1)
where A, B, Tu are all prescribed; and Ω
− along with Ω+ are bounded in Rn, smooth and
satisfying notions of c-convexity and c∗-convexity relative to one another (see [MTW05]
for definitions). In particular, the case where F is a quotient of symmetric functions of the
eigenvalues of its argument matrix will be investigated. Ultimately, analogies to the global
regularity result presented in [TW06] for the Optimal Transportation Problem to this new
fully-nonlinear elliptic boundary value problem will be presented and proven. It will also be
shown that the (A3w) condition (first presented in [MTW05]) is also necessary for global
regularity in the case of (1). The core part of this research lies in proving various a priori
estimates so that a method of continuity argument can be applied to get the existence of
globally smooth solutions. The a priori estimates vary from those presented in [TW06], due
to the structure of F , introducing some complications that are not present in the Optimal
Transportation case.
In the final chapter of this thesis, the (A3) condition will be reformulated and analysed
on round spheres. The example cost-functions subsequently analysed have already been
studied in the Euclidean case within [MTW05] and [TW06]. In this research, a stereographic
projection is utilised to reformulate the (A3) condition on round spheres for a general class
Abstract v
of cost-functions, which are general functions of the geodesic distance as defined relative to
the underlying round sphere. With this general expression, the (A3) condition can be readily
verified for a large class of cost-functions that depend on the metrics of round spheres,
which is tantamount (combined with some geometric assumptions on the source and target
domains) to the classical regularity for solutions of the Optimal Transportation Problem on
round spheres.
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Preface
The research presented in this thesis correlates to two different projects which both have
their roots in the Optimal Transportation Problem. The first project, presented in Chapter
6, deals with the regularity of boundary value problems that are related to the Monge-Ampe`re
equations emerging from the theory of Optimal Transportation. For these boundary value
problems, regularity results analogous to the ones presented in [TW06] for the Optimal
Transportation Equation will be proven. These proofs have resemblance to those presented
in [TW06]; but there are significant differences in the obliqueness and C2 solution estimates,
as the newly defined class of boundary value problems do not have some of the structural
benefits present with the analogous Optimal Transportation Equation. In particular, tools
will be used from both [Ger96] and [Urb01] to prove the necessary a priori bounds needed
for the final regularity results.
In the Chapter 7, the research focus changes to the regularity study of Optimal Trans-
portation potential functions on round spheres. These results extend the research presented
in [McC01], [DL06] and [Loe05], in a sense that regularity results for more general costs
than the ones presented in those papers are proven. The method thus employed centres
around the novel use of stereographic projections to reformulate the expression for the (A3)
condition presented in [TW97, MTW05]: a condition which is tantamount to potential func-
tion regularity in the Euclidean case. The caveat to this approach is that it is geometrically
non-intrinsic (unlike the methods presented in [McC01], [DL06] and [Loe05]) and thus, in-
curs some extraneous geometric conditions for the method to be valid. At the end of this
chapter, possibilities for further studies are discussed.
Preface xi
Given that Optimal Transportation is of central importance to the results presented in this
thesis, Part I focuses on presenting the Optimal Transportation Problem up to the derivation
of the Optimal Transportation Equation, whose solutions correspond to potentials that ulti-
mately yield mappings that solve the original Optimal Transportation Problem as stated by
Monge in the late 1700’s [Mon81]. Through that exposition, the necessary definitions and
ideas will be recalled so that the regularity results presented in [TW06], [MTW05], [TWar],
and [Loe05] can be stated at the conclusion of Part I. These are the results that motivated
the new research subsequently presented in Part II of this thesis.
I would like to thank Professors Neil Trudinger, Xu-Jia Wang, and Ben Andrews for
supervising my Ph.D. studies. Their guidance, suggestions and discussions proved invaluable
to the development of the research contained in this thesis. I would also like to thank
Professor Phillipe Delanoe¨ and Dr. Huy Nguyen for their insightful discussions on Optimal
Transportation and Riemannian Geometry.
Gregory T. von Nessi Jr.
The Australian National University
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1.1 Introduction
The subject of Optimal Transportation has recently been an area of intense study, which
has subsequently yielded many important results that have been applied to a broad spectrum
of subjects including Ricci flow [Stu06, LV04], fluid dynamics, plasma physics, cosmology
[SF04] and public transportation, just to name a few. Indeed, the Optimal Transportation
Problem is a generalised variational problem whose parameters can be set to replicate a great
number of physical phenomena.
In this chapter, the Optimal Transportation Problem will be introduced as it originally
was by Monge in the late 1700’s [Mon81]. Specifically, some of the mathematical difficulties
will be presented that make analysing the Optimal Transportation Problem still interesting,
even after being first stated over 200 years ago. There are many sources that introduce the
theory of Optimal Transportation; and here, many of the ideas and observations presented
in [Urb98a] and [Eva01] are taken to formulate the following exposition, which will introduce
subsequent chapters that relay the new results of this thesis.
1.2 Monge’s Original Problem
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1.2 Monge’s Original Problem
In 1781 Monge [Mon81] put forth a problem, loosely stated as follows (see Figure 1.1 below
for a profile visualisation): Given a pile of soil and an excavation or pit, how does one move
the soil from the pile to the pit so as to expend the least amount of energy?
µ−
Ω+
µ+
Ω− Rn
T (x)
Pile
Pit
x y
Figure 1.1: A profile view of Monge’s transportation problem
Although simply stated, there are a few parameters one has to consider before setting out
to solving the problem. First, the notion of “energy” (in the context of Monge’s question)
needs to be somehow quantified. Next, the physical configuration of both the pile and pit will
affect a transportation solution; and so, these too must be quantified. To mathematically
formalise and quantify this problem, the following definition is needed:
Definition 1.2.1: Given two radon measures µ−, µ+ on Rn with Ω− := supp(µ−) and
Ω+ := supp(µ+), a Borel measurable map T : Ω− → Ω+ is called a measure-preserving map
if
µ−
(
T−1(E)
)
= µ+(E), (1.1)
for any Borel set E ⊂ Ω+. In other words, the change of variables formula:∫
T−1(Ω+)
(h ◦ T ) dµ− =
∫
Ω+
h dµ+, (1.2)
is valid for all h ∈ C0(Rn).
The space of all measure-preserving mappings, relative to µ− and µ+, will be denoted by
T = T (µ−, µ+).
4
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Remark: The criterion stated in (1.1) is often written as
T#µ
− = µ+;
that is, µ+ is said to be the push-forward measure of µ− by the map T . While this notation
is useful in intrinsic calculations, this thesis relies more on the intuition behind the validity of
(1.2) in its exposition and calculations.
Corresponding to the pit and pile having equal volume, it is required that µ± satisfy a
mass-balance condition:
µ− (Rn) = µ+ (Rn) <∞.
To analogise the notion of “energy” or “work” associated with moving a particular grain of
soil from the pit to the pile, the cost-function is defined as a continuous mapping, specifically
denoted as
c : Ω− ×Ω+ → R.
Essentially, the cost-function returns the energy required to move a piece of soil between two
points whose positions correspond to the arguments of the cost-function itself.
Upon defining the Monge Cost Functional :
C[T ] :=
∫
Ω−
c(x, T (x)) dµ−, (1.3)
the solution of Monge’s original problem can be denoted as T ∗, which is defined as solving
C [T ∗] = min
T∈T
C[T ]. (1.4)
The original cost-function considered by Monge was
c(x, y) = |x − y |. (1.5)
That is, the work to move a grain of soil from pile to pit was simply proportional to the
distance the grain of soil was moved. It turns out that the mathematical formulation em-
bodied in (1.4) of Monge’s problem is problematic to work with in a mathematically rigorous
sense. Monge’s original cost-function (1.5) is especially difficult to handle when compared
with cost-functions having some notion of strict convexity/concavity. Before moving on to
discussing potential functions, the mathematical difficulties involved with solving (1.4) will
be elaborated upon.
1.3 Obstacles to Monge’s Problem
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Remark: It is not necessary to consider Ω± to be subsets of Rn. Indeed, Ω± can simple be
taken to be arbitrary open sets in a Hausdorff topological space for the above formulation to
make sense. As this thesis focuses on using methods from partial differential equations to
understand the Optimal Transportation Problem, this level of generality will not be pursued
in the forthcoming exposition. Instead, it is assumed that the underlying topological vector
space (on which the Optimal Transportation Problem will be analysed) is Rn.
1.3 Mathematical Obstacles to Monge’s Problem
As formulated in the previous section, existence and uniqueness of Monge’s problem are by
no means mathematically obvious. Indeed, Optimal Transportation is currently the focus of
intense research in the area of partial differential equations, despite being over 200 years old.
In this section various heuristics will be presented that give indications as to why Monge’s
formulation is mathematically difficult to handle and why a new formulation is needed to
make mathematical headway in solving this problem.
First, a simple discrete analogue of Monge’s problem will be considered. Taking Ω− =
{x1, . . . , xk} and Ω+ = {y1, . . . , yk} with T denoting all one-to-one maps from Ω− to Ω+,
T ∗ ∈ T is map which minimises
C[T ] :=
k∑
i=1
c(xi , T (xi))
among all T ∈ T . The following example shows that minimisers of this problem are not
unique in general.
Example 1: Let Ω− = {(0, 0), (1, 1)} and Ω+ = {(0, 1), (1, 0)} with the original Monge
cost of c(x, y) = |x − y |. In this case, there are only two competing maps
T1 : (0, 0) 7→ (0, 1), T1 : (1, 1) 7→ (1, 0)
T2 : (0, 0) 7→ (1, 0), T2 : (1, 1) 7→ (0, 1).
It is clear that C[T1] = C[T2]; and thus, the minimiser is not unique.
From this example in the discrete case, it is demonstrated that the question of uniqueness
of T in Monge’s continuous problem is not obvious even in a heuristic sense.
Going back to the continuous version of Monge’s problem, T will now be further anal-
ysed. First, for Ω± ⊂ Rn bounded it is an elementary observation that shows T is non-empty.
Indeed, decomposing Ω± into cubes and constructing measure-preserving (generally discon-
tinuous) maps using this decomposition, ensures that T 6= ∅. As T is assumed to be Borel
measurable, analogising from classical real analysis, one can see that maps built off of cu-
6
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bic decompositions of Ω± can approximate any element of T . An elementary estimation
indicates that ∫
Ω−
|T |p dµ− ≤ µ−(Ω−) · sup
x∈Ω+
|x |p <∞;
thus (by Lebesgue-dominated convergence applied to the cubic decomposition approxima-
tions of T ) it is deduced that T is bounded in Lp(Ω+,Ω−) for 1 ≤ p ≤ ∞.
Even though T is bounded in Lp, it is neither convex nor weakly-compact. This is seen
by considering two more simple examples (this time in a continuous formulation).
Example 2: Let Ω± = [0, 1] with µ± standard Lebesgue measures on [0, 1]. Both
T1(x) := x
T2(x) := min{2x, 2− 2x}
are both measure-preserving, but 13 (2T1 + T2) =
1
3 min{4x, 2} is not (see Figure 1.2). This
shows that T is not convex in this case.
0
1
1
E
T1 = x
s−1(E)
0
1
1
E
T2 = min{2x, 2− 2x}
s−1(E)
0
1
1
E
s−1(E)
1
3
(2T1 + T2) =
1
3
min{4x, 2}
Figure 1.2: Plot of transport maps for Example 1
Example 3: Taking Ω± and µ± as in Example 2, the following defines a sequence of maps
Tk :
Tk(x) :=
k−1∑
i=0
(kx − i)χ
Ii
, where Ii :=
[
i
k
,
i + 1
k
]
.
Figure 1.3 below shows a plot of T3(x).
It is calculated that
1
2
k−1∑
i=0
1
k
min
x∈[ ik , i+1k ]
{g(x)} ≤
∫ 1
0
g · Tk dx ≤ 1
2
k−1∑
i=0
1
k
max
x∈[ ik , i+1k ]
{g(x)}. (1.6)
Thus, it is seen that the central term is bounded by two Riemann sums converging to the
same Riemann (that is, Lebesgue) integral-value as k → ∞. Namely, (1.6) demonstrates
1.3 Obstacles to Monge’s Problem
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0
1
1
E
s−1(E)
Figure 1.3: Plot of T3(x) for Example 3
that ∫ 1
0
g · Tk dx → 1
2
∫ 1
0
g dx, as k →∞,
for any g ∈ L1([0, 1]) (readily deduced by correction of a Lebesgue integrable function on
set of measure zero to be Riemann integrable). So, each Tk is measure preserving, while
Tk ⇀
1
2 is not.
From this example, one sees that T is not closed even under weak limits. These counter
examples are readily analogised to more general Ω±. Thus, it is clear that T can not be
expected to be convex nor even weakly-compact in the general case.
In addition to the difficulties presented by the space T , the structure of the Monge cost-
function (1.3) itself also presents difficulties to analysing Monge’s problem. First, there are
no gradient terms in (1.3), which means the Monge cost functional is not coercive in any
Sobolev space. Thus, we are unable to apply the Lax-Milgram theorem to get existence of a
Sobolev solution. Indeed, there are no terms present in (1.3) that give any compactness to
any potential solution subspace of T . This combined with the weak non-compactness of T
prevents using direct methods in the calculus of variations to solve the Monge Minimisation
Problem. Lastly, the measure-preserving criterion for the Monge variational problem is highly
non-linear. Indeed, when taking dµ− = f dx and dµ+ = g dy , the measure-preserving
criterion corresponds to the pointwise constraint
(g ◦ T )|Det[DT ]| = f , in Ω−, (1.7)
where [DT ]i j(x) is a matrix whose elements are given by DjT
i(x).
8
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Given the above issue of T being non-compact, there is no way of ascertaining informa-
tion regarding limits of minimising sequences of the Monge Cost Functional. In addition, the
lack of convexity of T and the highly non-linear nature of (1.7) make construction of such
minimising sequences another obstacle to using standard variational methods.
Given these mathematical obstacles to rigorously analysing the original Monge Optimal
Transportation Problem, a new formulation of Monge’s original question is needed. Kan-
torovich, in the 1942, came up with such a formulation [Kan42]; although, the link to
Monge’s problem was not formally noted until later in 1948 [Kan48]. It is this reformula-
tion of Monge’s original transportation problem that enables methods from elliptic partial
differential equation theory to be used to deduce existence and regularity of minimisers of
Monge’s original cost functional.

10
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2 Potential Functions
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2.1 Introduction
Heuristically, the Kantorovich formulation of the Monge problem correlates to finding a max-
imiser to a special functional over a class of coupled, potential functions. As these potential
functions play a central role in both Optimal Transportation and the research presented here,
it is helpful to gain some intuition about their geometric structure before relating the full
Kantorovich Dual Formulation.
2.2 Lagrange Multipliers
Remark: From this point forward, it will be assumed that Ω± are open and bounded in Rn
with dµ− = f dx and dµ+ = g dy .
2.2 Lagrange Multipliers
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The goal of this section is to give an intuitive idea of the structure of potential functions
coming from the Optimal Transportation Problem and how that structure can be heuristically
derived from ideas based in variational calculus with linear constraints. The exposition here
follows the one presented in [Tru07], which subsequently is a generalisation of the heuristics
written in [Eva01].
To proceed, a restatement of Monge’s original problem into the language of variational
calculus is needed. Indeed, Monge’s original problem is equivalent to seeking a minimiser of
the functional
C[T ] :=
∫
Ω−
f · c(x, T (x)) dx (2.1)
over T (f , g), whose constituents are elements of Lp(Ω−,Ω+), satisfying the pointwise con-
straint
(g ◦ T )|Det[DT ]| = f , in Ω−. (2.2)
As non-linear constraints pose significant obstacles to direct variational methods, it is desir-
able to somehow incorporate the constraint in (2.2) into the functional itself. Thus, (2.1) is
modified into the Augmented Monge Cost Functional :
Cλ[T ] :=
∫
Ω−
f · c(x, T (x))− λ(x) {f − (g ◦ T )|Det[DT ]|} dx. (2.3)
Remarks:
(1) (2.3) is not motivated by heuristics alone. Indeed, the idea of augmenting functionals
in the manner depicted in (2.3) comes from linear variational theory. In the case where
the pointwise constraint is linear, there exists a λ(x) such that a minimiser of the
original functional (with constraint) is also a minimiser of the linear analogy of the
augmented functional presented in (2.3) (see [GF63, Section 2.12]). Conventionally,
λ(x) is called a Lagrange multiplier.
(2) It is important to note that (2.2) correlates to a pointwise constraint and not an integral
constraint. Indeed, (1.2) needs to be valid for any h ∈ C0(Ω−). This distinction
manifests itself in (2.3) as λ being a function of x and not just a constant, as in
the case with an integral constraint (see [GF63, Section 2.12], [Eva98, Section 8.4]).
Again, this is following ideas taken from linear variational theory.
Calculating the first variation of (2.3) yields
d
d
Cλ[T + S]
∣∣∣∣
=0
=
∫
Ω−
{
f · cyk (x, T (x)) + λ(x) · (gk ◦ T ) · |Det[DT ]|
}
Sk dx
−
∫
Ω−
λi(x) · (g ◦ T ) · Cof[DT ]i j · Sj dx
−
∫
Ω−
λ(x)
{
(gk ◦ T )[DT ]ik · Cof[DT ]i j
+ (g ◦ T ) ·Di Cof[DT ]i j
}
Sj dx, (2.4)
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where integration by parts along with the assumption that S(x) = 0 for x ∈ ∂Ω have both
been used. In (2.4), Cof[DT ]i j represents the cofactor matrix of [DT ]i j . From elementary
linear algebra it is recalled that [DT ]ik · Cof[DT ]i j = δjk · Det[DT ] and Di Cof[DT ]i j = 0.
Using these relations, (2.4) may be reduced to
d
d
Cλ[T + S]
∣∣∣∣
=0
=
∫
Ω−
{
f · cyk (x, T (x)) + λ(x) · (gk ◦ T ) · |Det[DT ]|
}
Sk dx
−
∫
Ω−
λi(x) · (g ◦ T ) · Cof[DT ]i j · Sj dx
−
∫
Ω−
λ(x)
{
(gk ◦ T ) · δjk ·Det[DT ]
}
Sj dx
=
∫
Ω−
{
f · cyk (x, T (x))− λi(x) · (g ◦ T ) · Cof[DT ]ik
}
Sk dx.
Thus, T is a maximum if
f · cyk (x, T (x)) = λi(x) · (g ◦ T ) · Cof[DT ]ik .
Multiplying this by [DT ]jk , then summing on k and using the measure-preserving criterion
(2.2) yields
cyk (x, T (x))[DT ]jk = λj(x),
which can be written as
cy (x, T (x)) =
∂
∂T
λ(x), (2.5)
via elementary implicit differentiation. Defining v := λ ◦ T−1, (2.5) becomes
cy (x, T (x)) = DT v(T ). (2.6)
One may interchange Ω− and Ω+ in the above variational calculations to derive (in
analogy to (2.6)) that
cx(x, T (x)) = Dxu(x). (2.7)
Integrating both (2.6) and (2.7) yields
u(x) + v(T (x)) = c(x, T (x)) + C0, (2.8)
for arbitrary constant C0. It will be assumed from now on that both cx(x, · ) and cy ( · , y) are
both invertable for all x ∈ Ω−, y ∈ Ω+ respectively. This assumption ensures the mapping
T is uniquely determined from either potential u or v . This condition will be formalised later
in Section 2.4.
Remarks:
(1) In the case of the Monge cost, these derived potentials do not uniquely determine
2.3 Kantorovich’s Formulations
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the mapping T . Indeed, in this case, (2.6) and (2.7) both become degenerate in the
sense that only the direction of the transport mapping T can be determined and not
its magnitude.
(2) Another way to show the Optimal Transport map is a gradient of some potential is by
using cyclic monotonicity and a theorem of Rockafeller [Roc66] to show that T lies
in the subdifferential of a convex potential. This method is largely due to Brenier in
[Bre91]. Although not reviewed here, the method is summarised nicely in [Eva01].
Even though the above variational calculations give an intuition that a solution of an
Optimal Transportation problem is the gradient of some potential, the existence of that
potential is by no means obvious, as the currently considered variational problem has a non-
linear pointwise constraint. Unfortunately, generalising the analogous existence proof for
λ(x) in the case of linear constraints to the current situation is not readily possible. It is
because of this situation that the Kantorovich Dual Formulation is thus needed to prove the
existence of these potentials in the case of strictly convex/concave costs.
2.3 Kantorovich’s Formulations
As mentioned in Section 1.3, Kantorovich introduced a relaxed variant of and a dual varia-
tional principle corresponding to Monge’s original transportation problem in 1942 [Kan42].
The actual correlation of these constructions to Monge’s original question was not noted
until 1948 in [Kan48]. These two constructions alleviate the problems stated in Section 1.3
corresponding to Monge’s original formulation; that is, these Kantorovich formulations may
be readily analysed by classical direct methods in variational calculus.
2.3.1 Relaxed Formulation
Kantorovich’s “Relaxed” Formulation transforms the problem of minimising (1.3) into a lin-
ear variational problem. The term “relaxed” in name of this construction will be justified
later in this subsection.
Considering two arbitrary Radon probability measures µ− and µ+ on Rn, Kantorovich
introduced the class Γ
(
µ−, µ+
)
of Radon probability measures γ on Rn × Rn, which have
the following properties:
µ−(E) = γ (E × Rn) and µ+(E) = γ (Rn × E) ,
for any Borel set E ⊂ Rn. That is, µ± are the projections of γ. It is clear that Γ (µ−, µ+) is
a convex subset of P(Rn ×Rn): the class of Radon probability measures on Rn ×Rn. Given
14
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this, the Kantorovich Relaxed Functional is defined as
CR[γ] :=
∫
Rn×Rn
c(x, y) dγ(x, y). (2.9)
One may see how this relates to the original Monge problem by considering T ∈ T (µ−, µ+),
E ⊂ Rn × Rn Borel and defining a measure γT as follows:
γT (E) := µ
− ({x : (x, T (x)) ∈ E}) .
Taking an arbitrary Borel set F ⊂ Rn, it is observed that
γT (F × Rn) = µ− ({x : (x, T (x)) ∈ F × Rn}) = µ−(F )
and
γ (Rn × F ) := µ− ({x : (x, T (x)) ∈ Rn × F}) = µ− (T−1(F )) = µ+(F ),
since T ∈ T (µ−, µ+). Thus, it is clear that
CR [γT ] =
∫
Rn×Rn
c(x, y) dγT =
∫
Rn
c (x, T (x)) dµ− = C[T ],
which subsequently indicates the relation
inf
γ∈Γ (µ−,µ+)
CR[γ] ≤ inf
T∈T (µ−,µ+)
C[T ].
Thus, the problem of minimising (2.9) over Γ
(
µ−, µ+
)
is justified as being a “relaxed” ver-
sion of Monge’s Original Problem.
This relaxed formulation has the benefit of making the existence of a minimiser of (2.9)
a straight-forward application of classical compactness arguments (see [Urb98a]). Indeed,
minimisers for the relaxed functional can be shown to exist for general measures µ± on
topologies as general as Hausdorff spaces. The trade-off for this direct existence theory is
that little can be directly gained in the way of higher regularity of transport maps using this
formulation. Thus, while this is a very crucial development in Optimal Transportation, it will
not be elaborated upon further in this thesis.
2.3.2 Dual Formulation
The second formulation Kantorovich presented is his dual formulation of the Optimal Trans-
portation problem. In this construction, one seeks to maximise the Kantorovich Dual Func-
tional :
J
[
µ−, µ+
]
:=
∫
Rn
u dµ− +
∫
Rn
v dµ+, (2.10)
2.4 Key Conditions on Cost-functions
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over the set
K :=
{
(u, v) : u, v ∈ C0 (Rn) , u(x) + v(y) ≤ c(x, y), x, y ∈ Rn} . (2.11)
This is related to the original Monge Transportation Problem by the fact that
sup
(u,v)∈K
J[u, v ] = inf
T∈T (µ−,µ+)
C[T ]. (2.12)
The first thing to note is that the space K does not have a direct dependence on µ±, which
is clearly not the case for T (µ−, µ+). Indeed, µ± only comes into the formulation via the
definition of dual functional, J. Further insight into why (2.12) holds will be presented in
Subsection 2.6.2 via the proof of existence of potential functions corresponding to maximisers
of the Kantorovich Dual Functional. In this proof, the the linear structure of Kantorovich
Dual Formulation plays the central role; and it is there that this construction’s importance
to Optimal Transportation will become evident.
2.4 Key Conditions on Cost-functions
Before proceeding with the more formal analysis of potential functions, some key conditions
are needed on the cost-function, which are ultimately tantamount to existence and higher
regularity of associated potential functions. The following conditions are presented as they
appeared in [MTW05] and [TWar], as the presentation and notation therein have become
somewhat standard in current research pertaining to Optimal Transportation.
Unless otherwise noted, for some open set U in Rn×Rn containing Ω−×Ω+, the following
conditions on the cost-function c will be assumed for the rest of this thesis.
(A1) For any x, y ∈ U and (p, q) ∈ Dxc(U) × Dyc(U), there exists a unique Y = Y (x, p),
X = X(q, y), such that cx(x, Y ) = p, cy (X, y) = q.
(A2) For any (x, y) ∈ U,
Det
[
D2xyc
] 6= 0, (2.13)
where D2xyc is the matrix whose elements at the i
th row and j th column is ∂
2c
∂xi∂yj
.
(A3) There exists a constant C0 > 0 such that for any (x, y) ∈ U, and ξ, η ∈ Rn with ξ ⊥ η
such that
(cq,rci j,qcr,st − ci j,st)cs,kc t,lξiξjηkηl ≥ C0|ξ|2|η|2, (2.14)
where ci ,j(x, y) =
∂2c(x,y)
∂xi∂yj
, and [c i ,j ] is the inverse matrix of [ci ,j ].
It will be assumed that the convex hulls of the sets cx(x,Ω
+) and cy (Ω
−, y) lie in Dxc(U)
and Dyc(U) respectively. This condition is automatic when Ω
− and Ω+ are both c-convex
relative to each other (this notion of set convexity will be introduced in Section 2.5).
16
Chapter 2: Potential Functions
Conditions (A1) and (A2) are required in the existence proof of potential functions which
maximise the Kantorovich Dual Functional. Condition (A3) was first used in [MTW05]
as a sufficient condition for classical regularity of the potential function u. In the next
subsection, it will be demonstrated that (2.14) is symmetric, which subsequently dictates
that the analogous condition for v is (again) just (2.14).
2.4.1 Some Properties of the (A3) Condition
Before moving on, several properties of the (A3) condition can be derived from the expression
in (2.14). These properties will be used in calculations presented later in this thesis.
To start of, it will be shown that the (A3) condition is symmetric in x and y . To
demonstrate this, ξ˜ is defined as
ξ˜k := cq,kξq.
Using this definition to rewriting (2.14) with ξ replaced by ξ˜, one sees that
(cp,qci j,pcq,rs − ci j,r s)c i ,tc j,hc r,kcs,l ξ˜t ξ˜hηkηl ≥ C0|ξ|2|η|2, (2.15)
with a modified orthogonality criterion of
ηqc
q,r ξ˜r = 0. (2.16)
The symmetry of x and y in the (A3) criterion is now evident in the rewritten form embodied
in (2.15) and (2.16).
Next, the expression depicted in (2.14) will be reduced to a less-cumbersome form, that
also gives a better intuition as to what the (A3) condition itself actually means. Calculating,
one see that
Dpkci j(x, Y (x, p)) = ci j,q ·DpkY q
= ci j,qc
q,k , (2.17)
where the definition of Y (as stated in (A1)) has been utilised to gain the second equality.
Differentiation of (2.17) subsequently yields
D2plpkci j(x, Y (x, p)) =
(
ci j,qrc
q,k + ci j,qc
q,k
,r
)
c r,l . (2.18)
To proceed, a reduction of the term cq,k,r is required. From previous notational definitions,
it is understood that
ci ,qc
q,k = δki .
2.4 Key Conditions on Cost-functions
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Differentiating this relation immediately produces the following relations:
c i ,jk (x, y) = Dxkc
i ,j(x, y)
= −c i ,qc r,jckq,r (x, y),
c i ,j,k (x, y) = Dykc
i ,j(x, y)
= −c i ,qc r,jcq,kr (x, y). (2.19)
Combining (2.18) with (2.19), it is now observed that
Dplpkci j(x, Y (x, p)) = −(cq,rci j,qcr,st − ci j,st)cs,kc t,l .
Thus, the (A3) condition is equivalent to
Dplpkci j(x, y)ξiξjηkηl ≤ −C0|ξ|2|η|2, (2.20)
for a positive constant C0.
With (2.20), it is now a straight-forward calculation to verify that the (A3) condition is
also invariant under coordinate transformations. Fixing y , consider an arbitrary change of
coordinates in x given by
g(x) = x ′.
An elementary calculation shows that
ci(x, y) = [Dig
q]cq(x
′, y ′)
ci j(x, y) =
(
[Dig
q][Djg
r ]cqr (x
′, y ′) + [Di jgs ]cs(x ′, y ′)
)
(2.21)
From (A1) and (2.21), it is observed that
p′k = ck(x
′, y ′)
= [Dkg
q]−1cq(x, y). (2.22)
Using this in (2.21) yields
ci j(x
′, y ′) =
(
[Dig
q][Djg
r ]cqr (x
′, y ′) + [Di jgs ]p′s
)
. (2.23)
From here, one can use the chain-rule along with the relation in (2.22) to deduce
Dpk = [Dkg
q]−1Dp′q . (2.24)
Thus, from (2.23) and (2.24), it has been shown that the left-hand side of (2.20) is trans-
formed to
Dplpkci j(x, y)[Dig
q][Djg
r ][Dkg
s ]−1[Dlgt ]−1ξqξrηsηt .
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Redefining ξi as [Dig
q]ξq and ηi as [Dig
q]−1ηq, finally shows that the (A3) condition is
invariant under any change of coordinates, as the orthogonality criterion ξ ⊥ η is preserved.
The (A3) criterion being invariant under change of coordinates will be of central impor-
tance in Chapter 7, when a stereographic projection is used to change coordinates to analyse
the (A3) condition on round spheres.
2.4.2 The Degenerate (A3) Condition
While the (A3) condition is a requirement for the local regularity of potential functions, it was
shown in [TW06] that only a degenerate form of the (A3) condition is needed to prove the
global regularity of potential functions in Optimal Transportation problems. In the literature,
the degenerate form of the (A3) condition is typically labelled (A3w) and is stated as follows:
(A3w) For any (x, y) ∈ U, and ξ, η ∈ Rn with ξ ⊥ η, the following inequality holds:
(cq,rci j,qcr,st − ci j,st)cs,kc t,lξiξjηkηl ≥ 0. (2.25)
(2.25) is associated with the potential function u. It is clear from the calculations in the
previous subsection that the (A3w) condition is symmetric; and hence, (2.25) also represents
the (A3w) criterion for v . One also has from the calculations in Subsection 2.4.1 that the
(A3w) condition is invariant under coordinate transformations and can be represented as
Dplpkci j(x, y)ξiξjηkηl ≤ 0. (2.26)
Recently, Loeper showed in [Loe05] that the (A3w) condition was also necessary for clas-
sical regularity of potential functions. To do this, Loeper derived a geometric reformulation
of the (A3w) condition, and subsequently used this to construct potentials that were not C1
around a point where the (A3w) condition was violated by the corresponding cost-function.
Thus, Loeper completed the demonstration of the (A3w) condition being not only sufficient
but indeed necessary for potential function regularity. These statements will be elaborated
upon in Chapter 7.
At the end of this chapter, the current theorems pertaining to the regularity of maximisers
of the Kantorovich Dual Formulation will be restated from works outside of this thesis. It is
these theorems that have motivated the new research presented in Part II. In addition to this,
in Chapter 6 the (A3w) condition will be analogised to the Hessian equations considered there.
2.5 c-convexity
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2.5 c-convexity
By using cost-functions, one can naturally generalise the classical notions of convexity. This
generalisation is a powerful tool whose related notions and definitions will be used throughout
the rest of this thesis.
The following definitions have become standard in the literature surrounding Optimal
Transportation (see [Caf96, GM95, MTW05]).
Definition 2.5.1: A c-support function of φ at x0 is a function of the form c(x, y0) + a,
where y0 ∈ Ω+ and a = a(x0, y0) is a constant, such that
φ(x0) = c(x0, y0) + a,
φ(x) ≤ c(x, y0) + a, ∀x ∈ Ω−. (2.27)
Using the above definition, one may also define the notion of c∗-support functions in a
similar manner by switching x and y , Ω− and Ω+. Now, the notion of support functions can
be used to generalise the notion of convexity in the context of cost-functions.
Definition 2.5.2: An upper semi-continuous function φ defined on Ω− is c-concave if for any
point x0 ∈ Ω−, there exists a c-support function at x0. Similarly, an upper semi-continuous
function ψ defined on Ω+ is c∗-concave if for any point y0 ∈ Ω+, there exists a c∗-support
function at y0.
From these definitions, one can also easily ascertain the notion of a c-convex function
by simply switching the direction of the inequality shown in (2.27). The definition for a
c∗-convex function is also thus obtained by replacing c-support functions with c∗-support
functions in Definition 2.5.2 and reversing the inequality in (2.27).
Before proceeding onto other definitions, some properties of c-concave functions can be
readily observed through facts in classical analysis. As it is assumed that the cost-function c
is smooth, any c-concave function φ is semi-concave; that is, there exists a constant C such
that φ(x)− C|x |2 is concave. It is a classical result that now shows φ is twice differentiable
almost everywhere. In addition to this, it is readily demonstrated (via a Perron process) that
if (φk) is a sequence of c-concave functions and φk → φ, then φ is c-concave. Clearly, there
are analogous results for c-convex and c∗-convex/concave functions.
Remark: It is important to note that the above definitions correspond with the classical
notions of concavity in the special case where c(x, y) = x · y . In this situation, a c-support
function is simply a support hyperplane at a particular point. This special case provides a
good basis of intuition for more general cost-functions.
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In addition to using generalised definitions for concavity of functions, one also needs to
consider analogous generalisations of concavity with respect to sets. In particular, such no-
tions will be of key importance in the construction of barriers for boundary gradient estimates,
in addition to being necessary for making the statements of current regularity theorems in
Optimal Transportation. With that, the notion of c-segments (which generalise the notion
of line-segments in classical convex analysis) is next defined:
Definition 2.5.3: A c-segment in Ω− with respect to a point y is a solution set {x} to
Dyc(x, y) = z for z on a line segment in Rn. A c∗-segment in Ω+ with respect to a point
x is a solution set {y} to Dxc(x, y) = z for z on a line segment in Rn
By conditions (A1) and (A2), it is clear that a c-segment is a smooth curve; and for any
two points x0, x1 ∈ Rn and any y ∈ Rn, there exists an unique c-segment connecting x0 and
x1 relative to y .
Definition 2.5.4: A set E− is c-convex relative to a set E+ if for any two points x0, x1 ∈ E−
and any y ∈ E+, the c-segment relative to y connecting x0 and x1 lie in E+. Analogously,
it is said that E+ is c∗-convex relative to E− if for any two points y0, y1 ∈ E+ and any
x ∈ E−, the c∗-segment relative to x connecting y0 and y1 lies in E+.
In general the notion of c-convexity, with respect to sets, is stronger than the classical
notion of convexity. This is most readily observed when taking a ball for the set in question.
Indeed, a ball may not be c-convex (relative to another given domain) at an arbitrary location.
However, a sufficiently small ball will be c-convex if c is C3 smooth. In light of this example,
it is insightful to consider an alternate statement of Definition 2.5.4:
E− is c-convex with respect to E+ if for each y ∈ E+, the image Dyc(E−, y) is
convex in Rn.
An analogous statement may be made for a set that is c∗-convex relative to another set.
With these definitions, it is now possible to move on to the existence proof of Opti-
mal Transportation potentials and the statements of higher regularity pertaining to such
potentials.
2.6 Existence of Potential Functions
In the Section 2.2, a notion of potential function was deduced from heuristics associated with
Lagrange multipliers in classical linear variational theory. In Section 2.3, the dual formulation
due to Kantorovich and associated potential functions were introduced without derivation.
At this stage, it is evident from (2.8) and (2.11) that the potential functions presented in
both these formulations are one-in-the-same.
2.6 Existence of Potential Functions
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While the Lagrange heuristics provide an intuition for what these potential functions
are, Kantorovich’s Dual Formulation is needed to formally prove their existence. With the
definitions from Section 2.5 and conditions from Section 2.4, it is now possible to proceed
with proving the existence of these potential functions. The method of proof employed here
uses the ideas presented in [Gan94, Caf96] and is a slight generalisation of the expositions
in [Eva01, Urb98a].
2.6.1 Construction of Convex Sequences
Kantorovich’s Dual Formulation allows one to use standard techniques from direct methods
in the calculus of variations to prove the existence of a pair of functions which maximise
(2.10). Heuristically, it has been indicated in Section 2.2 that taking a gradient of either of
these potentials should produce a solution to the original Optimal Transportation Problem.
That is, it is expected that T = Du a.e., where T is an Optimal Transportation map and
u is one of the aforementioned potential functions. This will now be shown rigorously using
the Kantorovich Dual Formulation introduced in Section 2.3.
From this point onward, it will be assume that
dµ− = f dx, and dµ+ = g dy,
where f , g are bounded, non-negative, have compact support in Ω−,Ω+ (which are assumed
both to be bounded and open) respectively and satisfy the mass-balance condition:∫
Ω−
f dx =
∫
Ω+
g dy. (2.28)
Moreover, it will also be assumed that c : Rn×Rn → R is uniformly convex in both arguments.
Remark: The requirement of c : Rn × Rn → R being uniformly convex in both arguments
is not the weakest condition one can have on the cost-function in what is to follow. Indeed,
having a cost-function satisfying (A1) on Ω− ×Ω+ is enough to prove the existence of
optimal Kantorovich potentials. [Lev99] and [Lev04] both discuss the existence of optimal
Kantorovich potentials under weaker assumptions than the ones assumed in this thesis. In
the following exposition the stronger convexity condition is placed on the cost-function, as
it allows for a simpler (and more intuitive) existence proof than the ones having weaker
assumptions placed on the cost-function.
With the above assumptions, one has to prove the existence of maximisers to the Kan-
torovich Dual Functional:
J[u, v ] :=
∫
Ω−
u(x)f (x) dx +
∫
Ω+
v(y)g(y) dy, (2.29)
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among all pairs (u, v) in the set
K :=
{
(u, v) : u, v ∈ C0 (Rn) , u(x) + v(y) ≤ c(x, y), x, y ∈ Rn} .
To do this, one first needs to show that subsequences of function pairs belonging to K,
which are bounded, Lipschitz and satisfying some notion of convexity (described below) can
be extracted from any sequence of function pairs converging to a maximiser of (2.29). This
idea is embodied in the following lemma.
Lemma 2.6.1: J has a maximising pair (uˆ, vˆ) ∈ K. uˆ and vˆ are both bounded and are
uniformly Lipschitz in Ω−,Ω+ respectively. Moreover, this pair of functions satisfy the dual
relation
uˆ(x) = inf
y∈Ω+
[c(x, y)− vˆ(y)], x ∈ Ω−,
vˆ(y) = inf
x∈Ω−
[c(x, y)− uˆ(x)], y ∈ Ω+. (2.30)
That is, uˆ and vˆ are said to be dual-convex functions of each other relative to the cost-
function c .
Proof. Taking (u, v) ∈ K, uˆ is defined by
uˆ(x) := inf
y∈Ω+
[c(x, y)− v(y)], x ∈ Ω−. (2.31)
Clearly, uˆ ≤ c(x, y)− v(y) for all (x, y) ∈ Ω− ×Ω+ and thus, (uˆ, v) ∈ K. Moreover, given
that c and v are both assumed to be continuous, it is known that for every x ∈ Ω−, there
exists some y ∈ Ω+ such that
uˆ(x) = c(x, y)− v(y) ≥ u(x),
where the fact that (u, v) ∈ K has been used to ascertain the right inequality. Now, since
f ≥ 0, it is readily observed that J(uˆ, v) ≥ J(u, v). Analogously for v , one can make the
following definition:
vˆ(y) := inf
x∈Ω−
[c(x, y)− uˆ(x)], y ∈ Ω+. (2.32)
Following the same reasoning in the analysis of uˆ above, it is concluded that vˆ ≥ v and
(uˆ, vˆ) ∈ K with
J(uˆ, vˆ) ≥ J(uˆ, v) ≥ J(u, v).
Since vˆ ≥ v , (2.31) indicates that
uˆ(x) ≥ inf
y∈Ω+
[c(x, y)− vˆ(y)];
2.6 Existence of Potential Functions
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but since (uˆ, vˆ) ∈ K, it is observed that indeed
uˆ(x) = inf
y∈Ω+
[c(x, y)− vˆ(y)], x ∈ Ω−.
Thus, it has been demonstrated that J[u, v ] does not decrease when replacing (u, v) by
(uˆ, vˆ): a dual-convex pair of functions relative to the cost c .
As c is uniformly convex on Rn × Rn, there exists a constant C such that
sup
y∈Ω+
[
sup
x∈Ω−
|c(x0, y)− c(x, y)|
|x0 − x |
]
≤ C <∞, ∀x0 ∈ Ω−;
that is, given x ∈ Ω−, the Lipschitz constant for c at x for a fixed y is uniformly bounded
for all y ∈ Ω+. Thus, from (2.31), it is clear that uˆ is Lipschitz with a Lipschitz constant
bounded by C.
Finally, it is also observed that (u + θ, v − θ) ∈ K for an arbitrary constant θ. Moreover,
the mass-balance condition (2.28) shows that J[u, v ] = J[u + θ, v − θ]. Thus, one may
transparently consider such renormalisation that add any constant to u provided that constant
is subsequently subtracted from v in the function pair. With that, a θ can now be chosen such
that for some x0 ∈ Ω−, uˆ(x0) = 0. Relabelling our function pair with this renormalisation
and then using the fact that (uˆ, vˆ) ∈ K, it is seen that
vˆ(y) ≤ c(x0, y), ∀y ∈ Ω+;
that is, vˆ is bounded from above on Ω+. Furthermore, since uˆ is locally Lipschitz on Rn
(again due to the assumed uniform convexity of c on Rn × Rn), it is ascertained that
|uˆ(x)| ≤ R · sup
y∈Ω+
[
sup
x∈BR(x0)
|c(x0, y)− c(x, y)|
|x0 − x |
]
≤ C <∞, ∀x ∈ Ω−,
where R = diam(Ω−). From this, it is deduced that |uˆ| is bounded on Ω−, which subse-
quently implies that |vˆ | is also bounded in Ω+, via (2.32).
With this, it has been demonstrated that any pair (u, v) ∈ K may be replaced by a
bounded, Lipschitz, dual-convex pair (uˆ, vˆ) without decreasing the functional J. Thus, max-
imising sequences may be restricted to those that only contain bounded, uniformly Lipschitz
pairs of functions as elements. As the bounds on values and Lipschitz constants only depend
on c , the convergence of a maximising sequence goes uniformly to a bounded, Lipschitz,
dual-convex, maximising pair.
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2.6.2 Existence of an Optimal Mass Transfer Plan
(2.32) is now used to define uˆ(x) and vˆ(y) for all x, y ∈ Rn. From the previous subsection,
it is known that both uˆ and vˆ are c-convex and c∗-convex respectively and, thus, are both
semi-convex, as noted in Section 2.5. Subsequently, both these functions are known to be
differentiable a.e. It will now be shown that Tuˆ(x), defined by the relation:
Duˆ(x) = cx(x, Tuˆ(x)), a.e. x ∈ Ω−, (2.33)
minimises the Monge Cost Functional, (1.3).
Theorem 2.6.2: If one defines Tuˆ(x) as the solution of (2.33), then the following are true:
(i) Tuˆ(x) : Ω
− → Ω+ is essentially one-to-one and onto.
(ii) Tuˆ(x) is such that
u(x) + vˆ(T (x)) = c(x, T (x)). (2.34)
(iii) Tuˆ(x) satisfies the measure-preserving criterion; that is∫
Ω−
h(Tuˆ(x)) dµ
− =
∫
Ω+
h(y) dµ+, ∀h ∈ C(Ω+). (2.35)
(iv) Tuˆ(x) minimises the Monge Cost Functional; that is
sup
(u,v)∈K
J[u, v ] = inf
S∈T
C[S], (2.36)
for all S : Ω− → Ω+, such that S#(µ−) = µ+.
Proof.
(i) From the proof of Lemma 2.6.1, it is already known that uˆ(x) is Lipschitz for all x ∈ Ω−.
By Rademacher’s Theorem (see [Fed69, Section 3.1.6]) uˆ(x) is thus differentiable
a.e. in Ω−. This fact combined with (A1) ensure the definition of Tuˆ(x) in (2.33)
corresponds to a mapping that is one-to-one and onto a.e.
(ii) As (uˆ, vˆ) ∈ K represent a maximising pair, one has that
uˆ(x) + vˆ(y) = c(x, y).
Differentiating with respect to x , it is calculated that
Du(x) = cx(x, y)
a.e.; such a differentiation is validated by the proof of item one. The result follows
immediately from the the definition of Tuˆ(x) in (2.33).
2.6 Existence of Potential Functions
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(iii) Fixing  > 0, one defines the variations
v(y) := vˆ(y) + h(y), y ∈ Ω+,
u(x) := inf
y∈Ω+
(c(x, y)− vˆ(y)), x ∈ Ω−. (2.37)
From this definition, it is clear that
u(x) + v(y) ≤ c(x, y), x ∈ Ω−, y ∈ Ω+;
and so,
I[] := J[u, v] ≤ J[uˆ, vˆ ].
Thus, the mapping  7→ I[] has a maximum at  = 0, which subsequently indicates
that
0 ≤ J[uˆ, vˆ ]− J[u, v]

=
∫
Ω−
[
uˆ(x)− u(x)

]
f dx −
∫
Ω+
h(y)g dy. (2.38)
Next, the claim that
∣∣ uˆ−u

∣∣ ≤ ‖h‖L∞ needs to be proven. To show this, y ∈ Ω+ is
taken such that
u(x) = c(x, y)− v(y).
Then it is calculated that
uˆ(x)− u(x) = uˆ(x)− c(x, y) + vˆ(y) + h(y) ≤ h(y).
On the other hand, if one selects y ∈ Ω+ such that
uˆ(x) = c(x, y)− vˆ(y), (2.39)
then
uˆ(x)− u(x) ≥ uˆ(x)− c(x, y) + vˆ(y) + h(y) = h(y),
via the definition of u in (2.37). Thus, it is ascertained that
h(y) ≤ uˆ(x)− u(x)

≤ h(y),
which proves the claim of ∣∣∣∣ uˆ − u
∣∣∣∣ ≤ ‖h‖L∞ . (2.40)
Now, if one takes a point x ∈ Ω− where uˆ(x) is differentiable, then (2.39) implies
y = Tuˆ(x). Moreover, it is clear that as  → 0, y → Tuˆ(x). Thus, from (2.38),
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(2.40) and the Lebesgue dominated convergence theorem, it is ascertained that∫
Ω−
h(Tuˆ(x))f (x) dx ≤
∫
Ω+
h(y)g(y) dy.
Finally, by replacing h by −h, one can conclude that the equality in (2.36) holds.
(iv) If S is taken to be any admissible mapping, then∫
Ω−
vˆ(S(x))f (x) dx =
∫
Ω+
vˆ(y)g(y) dy.
Since uˆ(x) + vˆ(S(x)) ≤ c(x, S(x)), it is calculated that
J[uˆ, vˆ ] =
∫
Ω−
uˆ(x)f (x) dx +
∫
Ω+
vˆ(y)g(y) dy
=
∫
Ω−
uˆ(x)f (x) dx +
∫
Ω−
vˆ(S(x))f (x) dx
≤
∫
Ω−
c(x, S(x))f (x) dx ;
that is,
J[uˆ, vˆ ] ≤ C[S]. (2.41)
By the proofs for the second and third item, one ascertains that equality holds in (2.41)
when S(x) = Tuˆ(x). Thus, T is indeed optimal.
With this proof, the link between Kantorovich’s Dual Formulation and Monge’s original
minimisation problem has now been rigorously demonstrated.
2.7 The Optimal Transportation Equation
At this stage, the relationship between potential functions of the Optimal Transportation
problem and elliptic partial differential equations is ready to be demonstrated. From this
point forward, the hat notation on potentials will be dropped, and it will be assumed that
any potentials represent a maximising pair of the Kantorovich Dual Functional.
Denoting (u, v) ∈ K as a maximising pair of the Kantorovich Dual Functional, it is
recalled from the last section that the transportation map, Tu, is defined as the mapping
that solves
Du(x) = cx(x, Tu(x)), (2.42)
for almost every x ∈ Ω−. Similarly, there is a mapping Tv such that for almost all y ∈ Ω+,
one has that
Dv(y) = cy (Tv (y), y).
2.7 The Optimal Transportation Equation
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It is clear that Tv has analogous results to the ones conveyed in Theorem 2.6.2. Given
(2.34), it is readily deduced that
Tu(x) = y ⇐⇒ Tv (y) = x ;
thus, Tu and Tv are inverse mappings of one another.
Given that
u(x) = c(x, Tu(x))− v(Tu(x)),
u(x) ≤ c(x, y)− v(y), y 6= Tu(x), ∀x ∈ Ω−,
one observes that if u ∈ C2(Ω−), then
D2u(x) ≤ cxx(x, Tu(x)), ∀x ∈ Ω−, (2.43)
where [cxx ] is the Hessian matrix with respect to the x-variable. Similarly, if v ∈ C2(Ω+),
then
D2v(x) ≤ cyy (Tv (y), y), ∀y ∈ Ω+.
Next, differentiating (2.42) yields
D2u(x) = cxx(x, Tu(x)) +D
2
xyc ·DTu,
which subsequently leads to
Det
[
cxx(x, Tu(x))−D2u(x)
]
= Det [−cxy (x, Tu(x))] Det [DTu(x)]
= |Det [cxy (x, Tu(x))]| f (x)
g(Tu(x))
, x ∈ Ω−. (2.44a)
Given (2.43), one has that the above equation is degenerate elliptic for c-concave functions.
Moreover, for the Optimal Transportation Problem, one has a natural boundary condition:
Tu(Ω
−) = Ω+. (2.44b)
Remark: The boundary condition (2.44b) is also sometimes referred to as a boundary con-
dition of second type for the associated equation (2.44a). This term was originally coined
by Pogorelov in [Pog64].
Analogously, for v it is ascertained that
D2v(y) = cyy (Tv (y), y) +D
2
xyc ·DTv ,
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which subsequently yields
Det
[
cyy (Tv (y), y)−D2v
]
= |Det [−cxy (Tv (y), y)]| g(y)
f (Tv (y))
, y ∈ Ω+, (2.45a)
with the corresponding boundary condition
Tv (Ω
+) = Ω−. (2.45b)
Equations (2.44a) and (2.45a) are commonly referred to as the Optimal Transportation
Equations. They are Monge-Ampe`re-type equations that are degenerate elliptic for u, v
being c-concave, c∗-concave respectively. It is a trivial observation that both the Optimal
Transportation Equations are of the exact same structure and type. Thus, the Optimal
Transportation Equations will often be referred to in the singular without loss of clarity.
The Optimal Transportation Equation and its associated natural boundary condition are
the basis for the studies under-taken in this thesis. In Part II, global regularity results will
be presented for a class of Hessian equations closely related to the Optimal Transportation
Equation. This is then followed by a study on the regularity of solutions to the Optimal
Transportation Equation for various cost-functions that are dependent on the Riemannian
metrics corresponding to round spheres.
Remark: In Chapter 6, equations related to
Det
[
D2u −D2xc( · , Tu)
]
=
∣∣Det [D2xyc( · , Tu)]∣∣ fg(Tu) , in Ω−, (2.46a)
Tu(Ω
−) = Ω+, (2.46b)
will actually be the structures used to analogise the theory of the Optimal Transportation
Equation to a new class of modified-Hessian equations. In the case of (2.46a)–(2.46b), u
being c-convex will ensure that (2.46a) is degenerate elliptic. In reality, such a u corresponds
to a minimiser of the Kantorovich Dual Functional over the set
K∗ :=
{
(u, v) : u, v ∈ C0 (Rn) , u(x) + v(y) ≥ c(x, y), x, y ∈ Rn} .
The theory of such potentials is exactly analogous to what has already been presented. While
considering maximiser to the Kantorovich Dual Functional is more insightful with regard to
solving Monge’s original problem, it is becoming standardised in the literature to consider
the convention embodied in (2.46a), as it is easier to associate with the classical notions of
elliptic equations, with [D2u] ≥ 0 being a common criterion for ellipticity. As this essentially
amounts to nothing more than a sign change in the analysis surrounding this subject, this
convention of analysing c-convex functions will also be adopted in this thesis.
2.8 Regularity Results
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In Chapter 7, the notational convention will switch back to the one depicted in (2.44a)–
(2.44b); as most of the literature pertaining to explicit verification of the (A3) condition
already use this convention. This is done with the intention of making comparative studies
between this thesis and other works a less cumbersome endeavour.
2.8 Regularity Results
In this final section of the chapter, theorems that represent the current state-of-the-art in
regularity theory for solutions of the Optimal Transportation Equation will be stated. As
already indicated, these results are tantamount to regularity theories for potentials that
minimise the Kantorovich Dual Functional.
2.8.1 Global Regularity
The first theorem is the global regularity result of Trudinger and Wang published in [TW06]:
Theorem 2.8.1 (Global Regularity [TW06]): Let c be a cost-function satisfying (A1), (A2)
and (A3w) and let Ω− and Ω+ be bounded C∞ domains which are respectively uniformly
c , c∗-convex with respect to one another. If these two assumptions hold and the densities
f , g ∈ C∞(Ω−), C∞(Ω+) respectively are both positive, then there exists an a.e. unique
optimal diffeomorphism Tu ∈ [C∞(Ω−)]n, where u ∈ C∞(Ω−) is an elliptic solution of
the Optimal Transportation Equation (2.46a) satisfying the secondary boundary condition
(2.46b).
This is the theorem that will be analogised in Chapter 6 to a new class of modified-Hessian
equations.
Remark: In regards to Theorem 2.8.1, one only needs c ∈ C3,1, f , g ∈ C1,1(Ω−), C1,1(Ω+)
respectively and Ω−,Ω+ ∈ C3,1 to ensure that Tu ∈ [C2,α(Ω−)]n, ∀α < 1.
2.8.2 Interior Regularity
Finally, the current interior classical and partial regularity results for the Optimal Trans-
portation Equation will be reviewed. The theorem of classical interior regularity was the
main result in [MTW05], but the interior estimate used in the proof contained a gap in the
comparison argument used therein. This situation was remedied with the preliminary analysis
recently presented in [TWar]. Thus, as a result of both of these papers, one has the following
theorem:
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Theorem 2.8.2 (Classical Interior Regularity [MTW05, TWar]): Let c ∈ C∞ be a cost-
function satisfying (A1), (A2) and (A3). If Ω+ is c∗-convex with respect to Ω− with
f , g ∈ C∞(Ω−), C∞(Ω+) respectively both positive, then there exists an a.e. unique opti-
mal mapping Tu ∈ [C∞(Ω−)]n, where u ∈ C∞(Ω−) is an elliptic solution of the Optimal
Transportation Equation (2.46a).
Remark: Again, the assumptions in Theorem 2.8.1 may be relaxed to only needing c ∈ C3,1,
f , g ∈ C1,1(Ω−), C1,1(Ω+) respectively to ensure that Tu ∈ [C2,α(Ω−)]n, ∀α < 1.
In addition to classical interior regularity, an interesting partial interior regularity result
was recently proven by Loeper in [Loe05]:
Theorem 2.8.3 (Partial Interior Regularity [Loe05]): Taking the cost-function c and the
domains Ω− and Ω+ under the assumptions of Theorem 2.8.2, if one has that f ∈ Lp(Ω−)
for p > n and inf g > 0, then there exists an a.e. unique optimal mapping Tu ∈ [C0,α(Ω−)]n
for some α > 0, where u ∈ C1,α(Ω−) is an elliptic solution of the Optimal Transportation
Equation (2.46a).
The latest in partial regularity is another result of Trudinger and Wang, which was first
presented in [TWar]:
Theorem 2.8.4 (Interior C1 Regularity [TWar]): If Ω+ is c-convex with respect to Ω−
and the cost-function c satisfies (A1)–(A3), then the potentials u and v are fully c-concave.
Moreover, if the densities f , g, together with their reciprocals are bounded, then g is strictly
c-concave and u is C1 smooth, where u is an elliptic solution of the Optimal Transportation
Equation (2.46a).
Remark: By approximation and the uniqueness of potential functions (when f , g > 0), the
boundedness conditions in Theorem 2.8.4 can be weakened to 0 ≤ fg◦T < C. From the C1
smoothness of u, it follows that the optimal mapping T is continuous and is a homeomorphism
if both Ω− and Ω+ are c-convex relative to each other. In addition, if f and g are C1,1 then
T is a diffeomorphism by the analysis presented in [MTW05].
These last three results show the important role played by the (A3) condition in deter-
mining the regularity of Optimal Transportation Maps, and it will be the focus of Chapter 7
to verify this condition for general costs that depend on Riemannian metrics corresponding
to round spheres.
Part II
New Results
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3.1 Introduction
In this chapter, an analogy of the result stated in Theorem 2.8.1 will be proven for a class
of modified-Hessian equations. These modified-Hessian equations are similar to the Optimal
Transportation Equation presented in (2.46a) and satisfy the same kind of boundary condi-
tion as the one stated in (2.46b). Specifically, it will be shown that solutions to this class
of equations are globally smooth, using the method of continuity. This, in turn, requires
that various a priori estimates be made on admissible solutions of these modified-Hessian
equations. These a priori estimates represent the majority of the new research presented in
this chapter, as the actual application of the method of continuity will follow the procedure
already presented in [TW06].
3.2 A Class of Modified-Hessian Equations
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While the general methods used to make the following a priori estimates follow the
classical ideas of Pogorelov (see [Pog64, GT01]), the forth-coming calculations are a result
of adapting the ideas presented in [TW06] to the aforementioned modified-Hessian equations.
This adaptation requires new ideas and estimates influenced by those put forth in both [Urb01]
and [SUW04], with a few key modifications that accommodate the particular nature of the
presently-considered set of non-linear partial differential operators. This will be explained in
more detail within the following sections.
3.2 A Class of Modified-Hessian Equations
To begin, a new class of modified-Hessian equations that are closely related to the Optimal
Transportation Equation will be presented; it is this class of equations that will be the focus
of the research contained in this chapter. The equations thus considered, have the general
form
F
[
D2u − A( · , u,Du)] = B( · , u), in Ω−, (3.1a)
where A is a given n × n matrix-valued function and B is a given scalar-valued function,
defined on Ω− × R × Rn and Ω− × R respectively. Associated with (3.1a) is the boundary
condition
Tu(Ω
−) = Ω+, (3.1b)
which (as one may recall from Section 2.7) is often called a natural boundary condition. The
exact conditions on A, B, Tu, Ω
− and Ω+ will be stated in the following sections, after some
notational conventions and definitions are presented to convey the specific form of F .
3.2.1 The Structure of F
First, the left-hand side of (3.1a) can be represented as
f (λ1, . . . , λn) := F
[
D2u − A( · , u,Du)] , in Ω−, (3.2)
where f is a suitably-defined (detailed below), symmetric function of λi , which are the eigen-
values of the modified-Hessian matrix : [D2u − A( · , u,Du)].
In order to start formulating a regularity theory for solutions solving (3.1a), some condi-
tions need to be placed on f (in addition to being a symmetric function), as it is denoted in
(3.2). To do this, the following set definitions are required:
Γ = Γ (f ) := {λ : 0 < f (λ)}, (3.3a)
Γ ∗ = Γ ∗(f ) := {λ ∈ Γ (f ) : f (λ) is concave}, (3.3b)
Γµ1,µ2 = Γµ1,µ2 (f ) := {λ ∈ Γ ∗(f ) : µ1 ≤ f (λ) ≤ µ2}, (3.3c)
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for any given µ1 and µ2 such that 0 ≤ µ1 ≤ µ2. The relevance of these sets will now be
made clear.
Given definition (3.3b), it is assumed that f ∈ C2(Γ ∗) ∩ C0(Γ ∗) is a symmetric function
such that Γ ∗ ⊂ Rn is an open, convex, symmetric domain, with 0 ∈ ∂Γ ∗ and having the
property that Γ ∗ + Γ+ ⊂ Γ , where Γ+ is the positive cone in Rn. It will be assumed that f
satisfies the following hypotheses:
f > 0 in Γ ∗, f = 0 on ∂Γ ∗, (3.4a)
f is concave in Γ ∗, (3.4b)∑
i
fi ≥ σ0 on Γµ1,µ2 (f ), (3.4c)
and
∑
i
fiλi ≥ σ1 on Γµ1,µ2 (f ), (3.4d)
where σ0, σ1 are positive constants depending on µ1 and µ2, where 0 < µ1 ≤ µ2.
Before moving on, some relevant remarks based on the ones made in [SUW04] are now
conveyed.
Remarks 3.2.1:
(1) It is clear that (3.4a) and (3.4b) are a trivial consequence from definition of Γ ∗(f ).
These two conditions together imply the degenerate ellipticity condition:
fi =
∂f
∂λi
≥ 0, in Γ ∗ for i = 1, . . . , n.
This combined with the concavity assumption on f subsequently implies that F [D2u
−A( · , u,Du)] is a concave function of D2u − A( · , u,Du), which is required to apply
the C2,α estimates of Lieberman and Trudinger presented in [LT86].
(2) Γ ∗(f ) enables the definition of an admissible solution to be made corresponding to
(3.1a). That is, a solution u ∈ C2(Ω−) is admissible if
D2u − A( · , u,Du) ∈ Γ ∗(f ), in Ω−. (3.5)
It is clear that (3.5) combined with an assumption that B(x, u) > 0, ensures that
(3.1a) is elliptic with respect to a solution u ∈ C2(Ω−). In this context, ellipticity and
admissibility of functions are indeed equivalent and will be used interchangeably for the
remainder of this thesis. Moreover, a solution to (3.1a) is admissible if and only if
it is a viscosity solution (see [Tru90]). Indeed, one may substitute the term viscosity
solution for admissible solution anywhere in this thesis and vice-versa. It is through
this equivalence that the notion of viscosity solutions will be understood for the rest
of the forth-coming exposition.
3.2 A Class of Modified-Hessian Equations
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(3) Assuming (3.4a) and (3.4b) to be true, conditions (3.4c) and (3.4d) can be shown to
be equivalent to other criterion. For instance, if
f (t, . . . , t)→∞, as t →∞, (3.6)
then from the concavity of f and the fact that 0 ≤∑i fiλi , it is readily calculated that
f (t, . . . , t) ≤ f (λ) +
∑
i
fi · (t − λi) ≤ f (λ) +
∑
i
fi . (3.7)
From this, (3.4c) follows on any Γ0,µ2 (f ) taking t large enough. Indeed, (3.4c) and
(3.6) are equivalent. Moreover, recalling (3.4a) and 0 ∈ ∂Γ ∗, (3.7) indicates that∑
i
fiλi ≤ f (λ) ≤ µ2, (3.8)
on Γ0,µ2 (f ) when taking t = 0. Similarly, if for any µ1 and µ2 with 0 < µ1 ≤ µ2, there
is a constant θ = θ(µ1, µ2) such that
θ + f (λ) ≤ f (2λ), ∀λ ∈ Γµ1,µ2 , (3.9)
then the concavity of f can once again be used to directly show
f (2λ) ≤ f (λ) +
∑
i
fiλi .
This subsequently implies (3.4c) with σ0 = θ. It is clear that (3.9) is satisfied with
θ = (2α − 1)µ1 if f is homogeneous of degree α ∈ (0, 1].
(4) The main examples of functions f satisfying (3.4a)–(3.4d) are those corresponding to
f (λ) = S
1/k
k (λ) =
∑
1≤i1<···<ik≤n
 ik∏
m=i1
λm
 (3.10)
and the quotients σk,l , 1 ≤ · · · ≤ l < k ≤ · · · ≤ n, for which it is denoted that
f (λ) = σk,l :=
(
Sk(λ)
Sl(λ)
)1/(k−l)
. (3.11)
With the specific form of both (3.10) and (3.11), it is readily observed that Γ ∗(f ) =
Γ (f ) in both these cases. As Γ (Sk) ⊆ Γ (Sl) for l ≤ k , Γ ∗(f ) = Γ (f ) = Γ (Sk)
holds when f is either S
1/k
k or σk,l . For these examples, the concavity condition
(3.4c) is verified in [CNS88, Tru90, Urb01]; and (3.4d) is clear from the argument
presented in Remark 3.2.1(2), as both (3.10) and (3.11) depict functions which are
both homogeneous of degree 1. Lastly, the degenerate ellipticity condition in (3.6) is
strengthened to a strict ellipticity condition of
fi > 0, in Γ, for i = 1, . . . , n, (3.12)
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in the case where f is defined by either (3.10) or (3.11).
(5) Conditions (3.4a)–(3.4d) combined with (3.12) are essentially the ones used in [Urb01]
to prove the existence of smooth solutions to a class of Hessian equations closely related
to (3.1a), satisfying a simpler version of the natural boundary condition depicted in
(3.1b).
At this stage, S
1/k
k and σk,l represent the two prime candidates for f , for which the
existence of globally-smooth solutions may be able to be proven. Next, the structure from
the Optimal Transportation Problem will be used to ascertain criterion on both A( · , u,Du)
and Tu that will subsequently further reduce the possible forms of F .
3.2.2 Conditions from Optimal Transportation
From here, reasonable criterion need to be placed on A( · , u,Du), B( · , u) in (3.1a) and Tu
in (3.1b), if any headway is to be made in proving a global regularity result. The regular-
ity theory presented regarding solution to the Optimal Transportation Problem in the last
chapters gives strong indication that A( · , u,Du) and Tu need to satisfy certain relations to
guarantee that globally smooth solutions to (3.1a) exist, given the forms of f depicted in
(3.10) and (3.11).
The calculations in [TW06] that will be analogised here, essentially require that both
A( · , u,Du) and Tu satisfy conditions laid down by Optimal Transportation theory in order to
make the necessary obliqueness estimate, which is subsequently required to apply the theory
presented in [LT86] to make a C2,α a priori estimate. The research in this chapter also
requires this structure for the same reasons, in addition to being necessary to make a C0
estimate in Subsection 3.5.2.
As with the Optimal Transportation Problem, associated with the class of modified-
Hessian equations depicted in (3.1a) will be a cost-function:
c : Ω− ×Ω+ → Rn,
assumed to satisfy conditions (A1), (A2) and (A3w) as defined in Section 2.4. With this,
Tu is defined as solving
Du = Dxc( · , Tu), in Ω−, (3.13)
with A( · , u,Du) defined as
A( · , u,Du) := D2xc( · , Tu), in Ω−. (3.14)
Thus, (2.26) indicates that the (A3w) condition in the current situation can be represented
as
D2plpkA(x, u,Du) = Dplpkci j(x, y)ξiξjηkηl ≥ 0. (3.15)
3.2 A Class of Modified-Hessian Equations
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It is important to recall that the notational convention stated in the remark at the end of
Section 2.7 dictates that the inequality in (3.15) be reversed from the one in (2.26). The
structure of Tu and A( · , u,Du) embodied in (3.13) and (3.14) respectively, will be assumed
along with c satisfying (A1), (A2) and (A3w) for the rest of this chapter, unless otherwise
indicated.
Remark: Since admissible solutions of (3.22a)–(3.22b) must be c-convex, it is readily ver-
ified that Loeper’s counter-example in [Loe05] is also valid in the case of the Quotient
Transportation Equation. This (combined with the role played by the (A3w) condition in the
C2 estimate reduction to the boundary in Subsection 3.5.3) indicates that the (A3w) con-
dition is both necessary and sufficient for the existence of globally smooth solutions solving
the Quotient Transportation Equation.
In the forthcoming obliqueness estimate, the local invertability of the matrix [D2u −
D2xc( · , Tu)] will be of central importance to the calculations presented therein. As this
invertability is tantamount to
Det
[
D2u −D2xc( · , Tu)
]
> 0, in Ω−, (3.16)
it is required that Γ ∗(f ) be contained in the cone defined by (3.16). Subsequently, the only
functions in (3.10) or (3.11) that have this property are σn,l for l < n. In fact, by Remark
3.2.1(3) in Subsection 3.2.1, Γ ∗(σn,l) is equivalent to the cone defined by (3.16), when
considering (3.13) and (3.14) applied to (3.1a).
Along with specifying the forms of A( · , u Du) and Tu, conditions need to be placed
on Ω− and Ω+ in order to make the forthcoming obliqueness and boundary C2 estimates.
Again, the necessity of these conditions mirrors that of the Optimal Transportation Equation.
Specifically, it is required that Ω− and Ω+ both be bounded and C4; with Ω−, Ω+ being
uniformly c-convex, c∗-convex (respectively) relative to each other (recalling the definitions
in Section 2.5). This notion of Ω− being uniformly c-convex relative to Ω+ is explicitly stated
as ∂Ω− ∈ C2 with a positive constant δ−0 such that
[Diγj(x)− c l ,kci j,l(x, y)γk(x)]τiτj ≥ δ−0 , ∀x ∈ ∂Ω−, y ∈ Ω+, (3.17)
where τ is a unit tangent vector of ∂Ω− at x with the outer unit normal γ. An analogous
representation holds for Ω+ being c∗-convex relative to Ω−. This notion of Ω−, Ω+ being
c-convex, c∗-convex (respectively) relative to one another plays a key role in the forthcoming
obliqueness estimate in Subsection 3.5.1.
3.2.3 Conditions on Inhomogeneity
Next, conditions on the inhomogeneity of (3.1a) will be presented. These conditions mir-
ror those stated in [Urb01] for classes of Hessian equations satisfying a natural boundary
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condition. In order to ensure uniform ellipticity of (3.1a), it is required that
B(x, z) > 0, x ∈ Ω−, z ∈ R. (3.18)
In addition, it will also be assumed for all x ∈ Ω− that
B(x, z)→∞, as z →∞,
B(x, z)→ 0, as z → −∞, (3.19)
which will be necessary for making the C0 solution estimate in Subsection 3.5.2. Lastly,
in order to apply the method of continuity, unique solvability of the linearised problem is
required, which requires that
Bz(x, z) > 0, x ∈ Ω−, z ∈ R. (3.20)
This condition may be relaxed to the following:
Bz(x, z) ≥ 0, x ∈ Ω−, z ∈ R, (3.20w)
via the application of the Leray-Schauder theorem [GT01, Theorem 11.6] (as done in
[Urb95]), at the expense of uniqueness of an admissible solution. This procedure will be
reviewed in Subsection 3.6.1.
Remarks:
(1) If (3.18) is relaxed to merely requiring that B( · , u) be non-negative rather than posi-
tive, the eigenvalues of the modified-Hessian matrix may not lie in a compact subset of
Γ ∗(f ), even if D2u is bounded. Thus, it is not possible to deduce the uniform ellipticity
of (3.1a) in this scenario.
(2) (3.20w) is also required in the boundary C2 estimate.
(3) In general, B(x, z) can not be allowed to have a dependence on Du for the case
where f = σn,l . In [Urb95, Section 6], Urbas constructs an example where a solution
corresponding to σn,l with B having a Du dependence has its second derivatives blowing
up at the boundary in the two dimensional case; this example can be readily adapted
to the current class of modified-Hessian equations with f = σn,l . Theoretically, in the
general case, such a dependence prohibits the existence of barriers which are required
for boundary gradients estimates subsequently used in the forth-coming obliqueness
and boundary C2 estimates. This restriction is again reflected in [Urb01] for a class of
Hessian equations for the same reason. However, it is possible to have B dependent
on Du if the minimum eigenvalue of the second fundamental form of ∂Ω− is large
enough for all x ∈ ∂Ω−. In this scenario, it is possible to construct barriers for the
subsequent boundary gradient estimates; this is remarked upon in Subsection 3.5.1. In
addition to this, B also needs to be convex in its gradient argument in order for the C2
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estimate in Subsection 3.5.3 to be applied; this will also be remarked upon further in
that subsection. As B having any dependence on Du introduces a dependence between
B and Ω−, it is not a valid criterion for a general result.
3.2.4 A Barrier Condition
If A is only assumed to satisfy the weak (A3w) condition, then a technical barrier condition
is also needed to make the global C2 a priori estimates in Subsection 3.5.3. Indeed, if A is
such that the strong (A3) criterion holds, then no such extraneous condition will be needed;
this is discussed in Remark 3.5.5 at the end of Subsection 3.5.3.
Taking A as in (3.1a), it will be assumed that there exists a function φ˜ ∈ C2(Ω−)
satisfying
[Di j φ˜(x)−DpkAi j(x, z, p) ·Dk φ˜(x)]ξiξj ≥ δ˜|ξ|2 (3.21)
for some positive δ˜ > 0 and for all ξ ∈ Rn, (x, z, p) ∈ U ⊂ Ω−×R×Rn, with projΩ−(U) = Ω−.
This condition places a relatively minor restriction on Ω− when A is assumed to satisfy
the (A3w) condition. In [MTW05], this condition was needed in order to make the global
C2 estimates for the Optimal Transportation Equation; but it was stated in that paper that
this condition was removable via a duality argument. For the currently considered class of
modified-Hessian equations, no such duality exists; thus, (3.21) must be kept as a separate
condition in order to make the following calculations go through.
3.2.5 The Quotient Transportation Equation
With the preceding justification regarding the form of F , A( · , u,Du) and Tu, along with the
hypotheses placed on B( · , u), attention will now be focused on the following set of boundary
value problems:
(
Sn
Sl
) 1
n−l
[D2u −D2xc( · , Tu)] = B( · , u), in Ω, (3.22a)
Tu(Ω
−) = Ω+, (3.22b)
where Tu is defined by (3.13); c satisfies conditions (A1), (A2) and (A3w); B( · , u) satisfies
(3.18)–(3.20); and both Ω− and Ω+ are bounded and C4 with Ω−, Ω+ c-convex, c∗-convex
(respectively) relative to each other. (3.22a)–(3.22b) will be referred to as the Quotient
Transportation Equation for the rest of this thesis.
3.3 Main Results
We now are able to state the main results of this thesis.
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Theorem 3.3.1: Let c be a cost-function satisfying hypotheses (A1) and (A2) with two
bounded C4 domains Ω−,Ω+ ⊂ Rn both uniformly c-convex, c∗-convex (respectively) with
respect to each other, in addition to either
• the barrier condition stated in Subsection 3.2.4 holding for c and Ω−, with c satisfying
the weak (A3w) condition or
• c satisfying the strong (A3) condition.
If B is a strictly positive function in C2(Ω− × R) satisfying (3.19) and (3.20w) with Tu
defined by (3.13), then any elliptic solution u ∈ C3(Ω−) of the second boundary value
problem (3.22a)–(3.22b) satisfies the a priori estimate
|D2u| ≤ C, (3.23)
where C depends on c,B,Ω−,Ω+ and supΩ− |u|.
From the theory of linear elliptic equations, higher regularity automatically follows from
better regularity on c , Ω−, Ω+ and B. For example, if c , Ω−, Ω+ and B are all C∞, then
one has that u ∈ C∞(Ω−).
Remark: The dependence of the estimate (3.23) on supΩ− |u| may be removed if B is
independent of u.
As a consequence of Theorem 3.3.1, the method of continuity of continuity will be applied
in Section 3.6 to prove the existence of classical solutions of (3.22a)–(3.22b).
Theorem 3.3.2: If the hypotheses in Theorem 3.3.1 hold, then there exists an elliptic solution
u ∈ C3(Ω−) of the second boundary value problem (3.22a), (3.22b). If, in addition, (3.20)
is satisfied, then the elliptic solution is unique.
The plan for the proof of Theorem 3.3.2 is as follows. First, some technical results and
inequalities from other works will be reviewed in Section 3.4. From there, various solution
estimates will be proven in Section 3.5. The first such estimate will be the obliqueness es-
timate proven in Subsection 3.5.1. This calculation will show that the boundary condition
(3.22b) with Tu defined by (3.13), where the cost-function is assumed to satisfy (A1) and
(A2), is strictly oblique for functions u where [DTu] is non-singular. In this obliqueness es-
timate, the convexity assumptions on both Ω− and Ω+, play a critical role. This particular
estimates differs from the one in [TW06], as calculations are made without the use of a dual
formulation of (3.22a)–(3.22b). Instead, the property of Tu being a local diffeomorphism is
exploited to make the argument go through.
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Following the obliqueness estimate, C0 bounds for solutions to (3.22a) are then derived in
Subsection 3.5.2. This calculation mimics the corresponding estimate in [Urb01] but with a
new analogy of a parabolic subsolution discovered in [TW06]. Without this newly-discovered
function, it would not be possible to prove the C0 estimate using the current methods.
In Subsection 3.5.3, it is proven that second derivatives of solutions of (3.1a) can be es-
timated in terms of their boundary values, if A( · , u,Du) obeys the (A3w) condition (3.15).
Again, this estimation deviates from the corresponding calculation in [TW06], as the case
when f = σn,l requires the use of specific technical inequalities in order to bound the second
derivatives in terms of boundary values. This particular argument is carried out for general,
symmetric A( · , u,Du) satisfying the (A3w) condition and not necessarily having the spe-
cific form dictated by (3.14). Finally, in Subsection 3.5.4, the boundary estimate for second
derivatives is proven in a similar manner to [TW06]; but a key lemma from [Urb01] is needed
to make the estimation go through. This directly leads to the global second derivative bounds
stated in Theorem 3.3.1.
Following these a priori estimates, the method of continuity is applied in Section 3.6 to
ascertain the first part of the result in Theorem 3.3.1, regarding the existence of globally
smooth solutions uniquely solving (3.22a)–(3.22b). The application of the method of con-
tinuity follows the procedure in [TW06]; but instead of simply integrating the equation to
get solution bounds, the C0 estimate from Subsection 3.5.2 is used instead. From there,
the Leray-Schauder fixed point theorem is then applied to prove existence of globally smooth
(albeit not necessarily unique) solutions when one only has Bz( · , u) ≥ 0 in Ω−.
The final section of the chapter discusses possible directions in research under which to
proceed from the current set of results.
3.4 Preliminary Lemmas
In this section, some technical relations and inequalities will be recalled from other works
that will be subsequently used in the a priori estimates presented in the next section.
To gain the scope of generality of these lemmas, the following notation will be assumed.
Given an arbitrary F : Rn×n → R, f : Rn → R will be defined by
f (λ1, . . . , λn) := F [M],
where M is an arbitrary n×n matrix having λ1, . . . , λn as its eigenvalues. In addition to this,
derivatives on F will be denoted by
F i j :=
∂F
∂Mi j
and F i j,kl :=
∂2F
∂Mi j∂Mkl
,
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with derivatives on f correspondingly written as
fi := fλi =
∂f
∂λi
and fi ,j := fλi ,λj =
∂2f
∂λi∂λj
.
Lastly, in the literature, the trace of the operator F is frequently denoted by
T = T (F ) := F i i =
∑
i
fi .
With this notation and that from Section 3.2, it is now possible to state the supporting
lemmas that will be used in the forthcoming a priori estimates.
This first lemma states a technical relation that will be used in the calculations of the C2
estimate reduction to the boundary. This lemma is proven in [Ger96]; but this proof will not
be recalled here as it does not aid in the understanding of the a priori estimates in Section
3.5.
Lemma 3.4.1: For any n × n symmetric matrix Ξ = [Ξi j ], one has that that
F i j,klΞi jΞkl =
∑
i ,j
∂2f
∂λi∂λj
Ξi iΞj j +
∑
i 6=j
fi − fj
λi − λj Ξ
2
i j . (3.24)
The second term on the right-hand side is non-positive if f is concave, and is interpreted as
a limit if λi = λj .
Remark: Lemma 3.4.1 was also used in [SUW04] to make a C2 a priori estimate similar to
the one presented in Subsection 3.5.3.
The following lemma is due to Urbas (see [Urb01]); and while the statement of this
lemma will be used in the boundary C2 estimate of Subsection 3.5.4, the proof itself contains
some valuable technical relations that will subsequently be used in various locations within
the forthcoming a priori estimates.
Lemma 3.4.2 [Urb01]: If f = σn,l with l ∈ {1, . . . , n − 1}, then there exists a positive
constant C() such that∑
i
fiλ
2
i ≤ (C() + |λ|)
∑
i
fi , on Γµ1,µ2 (f ), (3.25)
for any  > 0 and 0 < µ1 ≤ µ2, with C() depending only on µ1,µ2 and .
Proof. Denoting
Sk−1;i(λ) := Sk−1(λ)
∣∣∣
λi=0
=
∂Sk(λ)
∂λi
,
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it is calculated that
fi =
1
n − l
(
Sn
Sl
) 1
n−l−1(Sn−1;i
Sl
− SnSl−1;i
S2l
)
. (3.26)
Next, it is readily observed that∑
i
Sk;i(λ) = (n − k)Sk(λ), (3.27)
for k = 0, . . . , n. Summing (3.26) across i and applying (3.27) yields
∑
i
fi =
1
n − l
(
Sn
Sl
) 1
n−l−1(Sn−1Sl − (n − l + 1)SnSl−1
S2l
)
. (3.28)
Next, using the fact that
Sk(λ) = Sk−1;i(λ)λi + Sk;i(λ) for each i = 1, . . . , n, (3.29)
along with (3.27), it is deduced that∑
i
Sk−1;i(λ)λi = n · Sk(λ)−
∑
i
Sk;i(λ)
= k · Sk(λ). (3.30)
On the other hand, (3.29) can also be used to show that∑
i
Sk−1;i(λ)λ2i =
∑
i
Sk(λ)λi −
∑
i
Sk;i(λ)λi
= S1(λ)Sk(λ)− (k + 1)Sk+1(λ),
where Sk+1(λ) is defined to be zero if k = n and (3.30) has subsequently been used to
produce the second equality. Using this with (3.27) and summing, it is next calculated that
∑
i
fiλ
2
i =
l + 1
n − l
(
Sn(λ)
Sl(λ)
) 1
n−l Sl+1(λ)
Sl(λ)
. (3.31)
In the special case where l = n − 1, (3.31) reduces to
∑
i
fiλ
2
i = n
(
Sn(λ)
Sn−1(λ)
)2
= nB2,
which completes the proof for the case when l = n − 1.
To proceed further, the Newton inequality is next recalled:
Sk(λ)(
n
k
) Sl−1(λ)(
n
l−1
) ≤ Sk−1(λ)( n
k−1
) Sl(λ)(
n
l
) ,
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which is valid for any 1 ≤ l ≤ k ≤ n and any λ ∈ Γ+ (see [Mit70, Section 2.15]). Taking
k = n, Newton’s inequality yields
(n − l + 1)Sn(λ)Sl−1(λ) ≤ l
n
Sn−1(λ)Sl(λ);
and therefore, from (3.28) it is ascertained that
1
n
(
Sn(λ)
Sl(λ)
) 1
n−l Sn−1(λ)
Sn(λ)
≤
∑
i
fi ≤ 1
n − l
(
Sn(λ)
Sl(λ)
) 1
n−l Sn−1(λ)
Sn(λ)
. (3.32)
Given (3.31), (3.32) and the fact that Sn(λ)/Sl(λ) is bounded between two positive
constants, the following inequality now follows:
C0
Sl+1(λ)
Sn−1(λ)
≤
∑
i fiλ
2
i∑
i fi
≤ C1 Sl+1(λ)
Sn−1(λ)
, (3.33)
for some positive constants C1 and C2. The ratio Sl+1(λ)/Sn−1(λ) is trivially bounded if
l = n − 2, so the lemma holds in this case as well.
Now, the remaining cases are considered, which (in light of (3.33)) entail bounding
the quantity Sl+1(λ)/Sn−1(λ) from above. Without loss of generality, it is assumed that
λ = (λ1, . . . , λn) with λ1 ≥ · · · ≥ λn. Since all λi are positive, it is seen that
k∏
i=1
λi ≤ Sk(λ) ≤ Ck
k∏
i=1
λi ,
for j = 1, . . . , n and some positive constants Cj . Therefore, one now has the following:
Sl+1(λ)
Sn−1(λ)
≤ C0
∏l+1
i=1 λi∏n−1
i=1 λi
≤ C1 Sl(λ)
Sn(λ)
λl+1λn ≤ C2λl+1λn. (3.34)
Next, it is calculated that
C0λ
n+1
n ≤ C1
n∏
i=l+1
λi ≤ Sn
Sl
(λ) ≤ C2;
and hence,
λn ≤ C. (3.35)
Now, an arbitrary  > 0 is chosen. If λl+1 ≤ λ1, then by (3.34) and (3.35)
Sl+1(λ)
Sn−1(λ)
≤ Cλl+1 ≤ Cλ1. (3.36)
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If λl+1 > λ1, two cases require consideration. First, if λn ≤ , then by (3.34), it is
ascertained that
Sl+1(λ)
Sn−1(λ)
≤ Cλl+1 ≤ Cλ1, (3.37)
while if λn > , then
C0
n−l−1λ1 ≤ C1
n∏
i=l+1
λi ≤ Sn
Sl
(λ) ≤ C2.
Thus, one has the following relation:
λ1 ≤ C
n−l−1
.
Since Sn(λ)/Sl(λ) is assumed to be bounded between two positive constants, and Sn/Sl = 0
on ∂Γ+, a positive lower bound is now implied:
C() ≤ λn.
It then follows that
Sl+1(λ)
Sn−1(λ)
≤ C(). (3.38)
By applying (3.36),(3.37) and (3.38) to (3.33) and replacing  by /C for a suitably large
constant C, it is finally derived that∑
i
fiλ
2
i ≤ (C() + |λ|)
∑
i
fi
for any  > 0 as required.
Remark: The proof of Lemma 3.4.2 comes straight from [Urb01]. As mentioned before,
this particular exposition of proof has been recalled here, as it depicts key calculations and
technical relations that will subsequently be of use in the forthcoming a priori estimates.
3.5 Solution Estimates
In this section, various a priori estimates to elliptic solutions of (3.22a), (3.22b) will be
presented. These estimates will subsequently be used to prove (via the method of continuity)
the existence of globally smooth solutions to the Quotient Transportation Equation.
3.5.1 Obliqueness Estimate
In this section, it will be proven that the boundary condition (3.22b) implies a strict oblique
boundary condition. This estimate will subsequently be used in the continuity estimate in
Subsection 3.5.2, the boundary C2 estimate in Subsection 3.5.4, in addition to justifying the
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use of the results from [LT86] that yield C2,α estimates from the forthcoming C2 a priori
bound.
To begin, a boundary condition of the form
G( · , u,Du) = 0, on ∂Ω−, (3.39)
for a second order partial differential equation in a domain Ω− is called oblique if
Gp · γ > 0
for all (x, z, p) ∈ ∂Ω− × R× Rn, where γ denotes the unit outer normal to ∂Ω−.
Next, it is assumed that φ− and φ+ are C2 defining functions for Ω− and Ω+ respectively;
with φ−, φ+ < 0 near ∂Ω−, ∂Ω+ respectively; φ− = 0 on ∂Ω−, φ+ = 0 on ∂Ω+; and
∇φ−,∇φ+ 6= 0 near ∂Ω−,∂Ω+ respectively. A possible case for these assumptions is depicted
in Figure 3.1 below. If u ∈ C2(Ω−) is an elliptic solution of the second boundary value problem
(3.22a)–(3.22b), then the following relations hold:
φ+ ◦ Tu = 0 on Ω−, φ+ ◦ Tu < 0 near ∂Ω−.
By tangential differentiation, it is ascertained that
φ+i (DjT
i)τj = 0, (3.40)
β
φ+
x0
Ω−
∇φ+
Ω+
Tu
Rn
DTu
Tu(x0)
χγ
φ−
Figure 3.1: Visualisation of obliqueness estimate setup
for all unit tangent vectors τ . Note that the subscript on Tu has been dropped without loss
of clarity. From (3.40), it follows that
φ+k (DiT
k) = χγi ,
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for some χ ≥ 0 and γ is again an outer, unit normal of ∂Ω−. Consequently, one has that
φ+k c
k,lwi l = χγi , (3.41)
where
wi j = ui j − ci j .
The relation in (3.41) is geometrically depicted in Figure 3.1.
At this point, it is observed that χ > 0 on ∂Ω− since |∇φ+| 6= 0 on ∂Ω− and detDT 6= 0,
which is subsequently implied by the ellipticity of u and the (A2) condition. Moreover, since
u is assumed to be an elliptic solution to (3.22a), it is observed that
φ+k c
k,i = χw kiγk , (3.42)
where [w i j ] denotes the inverse matrix of [wi j ]. Upon writing
G(x, p) := φ+ ◦ Y (x, p), (3.43)
one has from the (A1) condition that
βk := Gpk ( · , Du) = φ+i DpkY i
= φ+k c
i ,k
= χw kiγk ,
which subsequently indicates that
β · γ = χw i jγiγj
> 0 (3.44)
on ∂Ω−. On the other hand, from (3.42), it is calculated that
φ+i c
i ,kwjkφ
+
l c
l ,j = χφ+i c
i ,jγj
= χ(β · γ). (3.45)
Eliminating χ from (3.44) and (3.45), yields
(β · γ)2 = (w i jγiγj)(wklcq,kc r,lφ+q φ+r ). (3.46)
(3.46) is referred to as a formula of Urbas type, as it was proven in [Urb97] for the Monge-
Ampe`re equation with a natural boundary condition.
Remark: In the above calculations, the fact that wi j is invertable has been used; and this is
a consequence of u being an elliptic solution of (3.22a) and c satisfying the (A2) condition.
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It is this invertability that requires the equations under consideration to have an Optimal
Transportation structure combined with a structure that automatically implies that elliptic
solutions are c-convex.
Now, β ·γ needs to be estimated from below. This calculation mimics the one in [TW06]
and [Urb97] for the Monge-Ampe`re equation, but with a modification to avoid the use of
a dual formulation to (3.22a). These calculations start with estimating the double normal
derivatives of a solution to a Dirichlet problem related to (3.22a); this follows the key idea
from [Tru95]. Specifically, a point x0 ∈ ∂Ω− is fixed, where β · γ is minimised for an elliptic
solution u ∈ C3(Ω−). From there a comparison argument is used to estimate γ · D(β · γ)
from above. Given that β · γ does not have any assumed concavity criterion in the gradient
argument, the quantity itself needs to be modified so that a workable differential inequality
can be derived. Thus, the following auxiliary function is defined:
v := β · γ − κ(φ+ ◦ T ),
with a point x0 on ∂Ω
− fixed, where β · γ is minimised for an elliptic solution u ∈ C3(Ω−)
for sufficiently large κ, with the function φ+ now chosen so that
[
Di j(φ
+ ◦ T )− ck,lcl ,i j( · , T ) ·Dk(φ+ ◦ T )
]
ξiξj ≥ δ+0 |ξ|2 (3.47)
near ∂Ω−, ∀ξ ∈ Rn and some positive constant δ+0 . Inequality (3.47) is possible via the
uniform c∗-convexity of Ω+ with respect to Ω− and taking φ+ to be of the form
φ+ = a(d+)2 − bd+, (3.48)
where
d+(y0) = inf
y∈∂Ω−
|y − y0| (3.49)
with a and b taken to be positive constants, [GT01, TW06].
Remark: (3.48) represents only one particular example of φ+ that may be chosen that satisfy
(3.49). Indeed, there are several alternative barrier functions listed for convex domains in
[GT01, Section 14.2]. (3.48) is a generalised construction of a barrier, in that only derivatives
up to second order of a barrier work into the subsequent boundary gradient estimates. As
a bound on the gradient is only needed at it’s maximum point on the boundary, only a
neighbourhood of such a point is considered. In this neighbourhood, a diffeomorphic mapping
can be applied to straighten the boundary, to see that (3.48) indeed represents a second-
order Taylor expansion about the extremal point x0, along the inner-normal of the boundary
(see [Eva98] for examples of such calculations).
For clarity in the forthcoming calculations, the following definition is made:
H(x, p) := Gp(x, p) · γ(x)− κG(x, p), (3.50)
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where G(x, p) is defined by (3.43); that is,
v(x) = H(x,Du(x)).
Calculating, it is seen that
Div = DiH + (DpkH)uki
Di jv = Di jH + (Di ,pkH)ukj + (Dj,pkH)uki + (DpkH)Dkui j
+ (DpkplH)ukiul j . (3.51)
Next, taking F := σn,l , equation (3.22a) in the general form (3.1a) is differentiated to
ascertain that
F i j [Dkui j −DkAi j − (DplAi j)ulk ] = Bk + BzDku.
Introducing the linearised operator L:
Lv = F i j [Di jv − (DpkAi j)Dkv)]; (3.52)
and using (3.51) and (3.52) with some simple estimation, it is calculated that
Lv = F i j [Di jH + 2(Di ,pkH)ukj + (DpkplH)ukiul j − (DpkAi j)DkH]
+ (DpkH)(Bxk + BzDku + F
i jDkAi j)
≤ F i juikuj l [DpkplH + δkl ] + F i j [(Di ,pkH)(Dj,plH)δkl − (DpkAi j)DkH]
+ (DpkH)(Bxk + BzDku + F
i jDkAi j)
≤ F i juikuj l [DpkplH + δkl ] + C(F i i + 1). (3.53)
In the above estimation, the gradient bound on the solution u (which is implied by (3.13); the
boundedness of Ω+, Ω−; and the continuity of c) has been used. Now, using the formulaæ
in (2.19), along with condition (A1) applied to (3.43), one now has the following:
DpipjG = Dpj (φ
+
k c
k,i)
= φ+klc
k,ic l ,j − φ+k cs,jck,i,s
= ck,ic l ,j [φ+kl − φ+r c r,scs,kl ]
Utilising the criterion for φ+ in (3.47), it is subsequently calculated that
[DpipjG(x,Du)]ξiξj ≥ δ+0
∑
i
|c i ,jξj |2
≥ δ+1 |ξ|2 (3.54)
for a further positive constant δ+1 . Thus, by choosing κ sufficiently large, one has
[DpipjH(x,Du)]ξiξj ≤ −
1
2
κ|ξ|2
50
Chapter 3: The Second B.V.P. for modified-Hessian Equations
holding true near ∂Ω−. Substituting this into (3.53) yields
Lv ≤ −1
4
κδklF
i juikuj l + C(F
i i + 1) (3.55)
where C is a constant depending on c , B, Ω−, Ω+ and κ.
Before proceeding, a technicality in the above argument must be addressed. The calcu-
lations that lead to the inequality in (3.54) depend on the explicit structure of φ+. Indeed,
unless φ+ extends to all of Ω+ such that (3.47) holds for all T ∈ Ω+, there is no control
near ∂Ω− to validate (3.54) and thus (3.55). To get around this, one can simply modify the
definition of G in (3.50) by a function satisfying (3.54) in all of Ω− and agreeing with (3.43)
near ∂Ω−. One example of such a G (suggested in [TW06]) is given by:
G(x, p) := ρ
(
max{φ+ ◦ Y (x, p), C0(|p|2 − C21 )}
)
,
where C0 and C1 are positive constants with C0 sufficiently small and C1 > max |Du| and
with  being sufficiently small with ρ being a standard mollification.
A suitable barrier is now provided by the uniform c-convexity of Ω− which implies analo-
gously to the case of Ω+ above, that there exists a defining function φ− for Ω− satisfying
[Di jφ
− − c l ,kci j,l( · , T )Dkφ−]ξiξj ≥ δ−0 |ξ|2, (3.56)
near ∂Ω−. Specifically, φ− is defined in a similar manner to φ+ in (3.48):
φ− := a(d−)2 − bd−, (3.57)
for some positive constants a and b. Given the elementary fact that D(d−) = −γ, the
definition above can be combined with (3.17) and the definition of L in (3.52) to yield
Lφ− ≥ F i iδ0(b − 2ad−) + F i j 2a
(b − 2ad−)2Diφ
−Djφ−, (3.58)
in a sufficiently small neighbourhood of ∂Ω−; that is,
Lφ−(x0) ≥ F i iδ0b + F i j2aγiγj . (3.59)
Now the fact that F i i is bounded from below on Γ0,µ2 is recalled from (3.4c) and Remark
3.2.1(3). With this, (3.55) and (3.59) indicate that one can pick a and b in (3.57) such that
Lφ− ≥ Lv ,
in a small enough, fixed neighbourhood of ∂Ω−. From this, it is inferred by the standard
3.5 Solution Estimates
51
barrier argument (see [GT01, Chapter 14]) that
γ ·Dv(x0) ≤ C,
where again C is a constant depending on c,Ω−,Ω+ and B. From (3.56) and since x0 is a
minimum point of v on ∂Ω−, it can be written that
Dv(x0) = τγ(x0) (3.60)
where τ ≤ C. Next, it is calculated that
Di(β · γ) = Di [φ+k ck,jγj ]
= φ+klDi(T
l)ck,jγj + φ
+
k c
k,jDiγj + φ
+
k γj(c
k,j
i + c
k,j
,l DiT
l)
= φ+k c
k,j(Diγj − cs,rci j,sγr ) + (φ+kl − φ+r c r,scs,kl)ck,jγjDiT l
Multiplying by φ+t c
t,i and summing over i , one subsequently has the inequality
φ+i c
i ,jDj(β · γ) = φ+k φ+t ck,jc t,i(Diγj − cs,rci j,sγr )
+ φ+t c
t,ick,jγjc
l ,qwiq(φ
+
kl − φ+r c r,scs,kl)
≥ δ−0
∑
j
|φ+i c i ,j |2, (3.61)
by virtue of the uniform c-convexity of Ω−, the c∗-convexity of Ω+ and (3.42). From (3.50)
and (3.60), it is derived that at x0 that the following relation holds:
−κwklc i ,kc j,lφ+i φ+j ≤ C(β · γ)− τ0,
for positive constants C and τ0. Hence if β · γ ≤ τ0/2C, one has the lower bound
wklc
i ,kc j,lφ+i φ
+
j ≥
τ0
2κ
. (3.62)
At this point in the argument, a Legendre transform (or in the case of Optimal Trans-
portation a c-transform) would usually be invoked to derive a dual equation to (3.22a), with
the intention to bound w i jγiγj at x0 from below. In the current situation, such a dual for-
malism can not be explicitly constructed; indeed, the transformed Quotient Transportation
Equation would not have the same form as (3.22a)–(3.22b). Instead of doing this, (3.60) is
manipulated another way via the fact that Tu is a local diffeomorphism (In fact, it’s a global
diffeomorphism.).
At x0, (3.60) indicates that
w i jγiDjv = τw
i jγiγj
≤ Cw i jγiγj . (3.63)
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Using (3.41) and following the same vein as the calculation done in (3.61), one calculates
that
w i jγiDj(β · γ) = χ−1φ+k ck,iDi(φ+l c l ,jγj)
= χ−1φ+k φ
+
l c
k,ic l ,j(Diγj − cs,tci j,sγt)
+ χ−1φ+k c
k,iwiqc
l ,qγjc
k,j(φ+kl − φ+r c r,scs,kl)
≥ χ−1δ−0
∑
j
|φ+i c i ,j |2 + γjγic i ,lc j,k(φ+kl − φ+r c r,scs,kl)
≥ χ−1δ−0
∑
j
|φ+i c i ,j |2 + δ+0
∑
l
|γkc l ,k |2
≥ δ+0
∑
l
|γkc l ,k |2, (3.64)
where δ−0 and δ
+
0 are the constants associated with he uniform c-convexity of Ω
− and the
c∗-convexity of Ω+ respectively.
Combining (3.63) with (3.64) and using the definition for v along with (3.45), it is
ascertained that
w i jγiDjv ≥ δ+0
∑
l
|γkck,l |2 − χ−1κφ+i φ+j c i ,kc j,lwkl
= δ+0
∑
l
|γkck,l |2 − κ(β · γ),
at x0. Setting τ
+
0 := δ
+
0
∑
k,l |γkck,l |2 at x0, the above reduces to
w i jγiγj ≥
τ+0
C
− κ
C
(β · γ).
Thus, if (β · γ) ≤ τ
+
0
2κ , then it follows that
w i jγiγj ≥
τ+0
2C
. (3.65)
Remark: In order to estimate φ+i φ
+
j c
i ,kc j,lwkl , only the positivity of the second term of
the right-hand side of (3.61) (due to c∗-convexity) was used. That is, the estimate for
φ+i φ
+
j c
i ,kc j,lwkl only depends on the value of δ
−
0 and not-necessarily uniform c
∗-convexity
of Ω+. On the other hand, the estimate for w i jγiγj depends on δ
+
0 and the not-necessarily
uniform c-convexity of Ω−.
Combining (3.46), (3.62) and (3.65), the uniform obliqueness estimate is thus derived:
Gp · γ > δ, (3.66)
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for some positive constant δ which depends on Ω−, Ω+, c and B. This estimate is now
stated formally in the following result.
Theorem 3.5.1: Let c ∈ C3(R × Rn) be a cost-function satisfying conditions (A1) and
(A2) with respect to bounded C3 domains Ω−,Ω+ ∈ Rn, which are respectively, uniformly c-
convex, c∗-convex with respect to each other. In this case, if B(x, z) is a positive, bounded
function in C1(Ω− × Rn) and Tu a mapping satisfying (3.13), then any elliptic solution
u ∈ C3(Ω−) of the second boundary value problem (3.22a)–(3.22b) satisfies the obliqueness
estimate (3.66).
Remarks 3.5.2:
(1) The key difference in this obliqueness proof is that a dual formulation to (3.22a) is not
used anywhere in the estimate. Instead, the fact that Tu is a local diffeomorphism is
exploited to make the estimate (3.62) and (3.65) go through.
(2) As mentioned earlier, the restriction that B be independent of the gradient in the
general case is unattractive. However, a similar criterion was required by Urbas in
[Urb01] in the case where equations involved the operator σn,l applied to Hessian
matrices. The reason for this restriction is due to (3.58) holding for general barriers
and the fact that F i i can remain bounded even as |D2u| → ∞. This observation is
clear, recalling the relation (3.28) derived in Section 3.4 and applying MacLauren’s
Inequality.
(3) This estimate can be derived in special cases where B has a Du dependence provided
that the second fundamental form of ∂Ω− has a large enough minimum eigenvalue.
Specifically, it is required that
2F i r
[
Gi ,pkpsγk − κGi ,ps
]
+ (Gpkprγk − κGpr )Bps ≤ −2F i rGpkpsDiγk . (3.67)
This can be realized by examining (3.53) and noting the appearance of a HprBpsurs
term when B has a Du dependence. If (3.67) holds, this new term can be removed
immediately from the calculation; and thus, it would not affect the subsequent barrier
construction. As (3.67) implies a dependence between B and Ω−, this situation can
not be assumed for the general case.
3.5.2 C0 Estimate
In [MTW05], C0 solution estimates are naturally handled as the Optimal Transportation
problem corresponds to a Monge-Ampe`re equation, which subsequently correlates to the de-
terminant of a Jacobian corresponding to a measure-preserving coordinate transform. Thus,
simply integrating the equation will lead directly to uniform integral bounds that, in turn,
directly lead to C0 estimates of the solution. In the case of the Quotient Transportation
Equation, there are no such simplification given that σn,l has no direct correspondence to a
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Jacobian of a non-singular coordinate transform. Instead, the estimate set forth by Urbas in
[Urb01] will be adapted to the current situation, with the use of a special auxiliary function
first introduced in [TW06].
3.5.2.1 Supremum Solution Bound
First, an upper-bound for an elliptic solution u of (3.22a)–(3.22b) will be proven. The
argument for this part of the estimate is the same as the one [Urb01] and needs a trivial
modification for the current scenario. Recalling (3.7), the concavity of f implies
f (λ) ≤ f (1, . . . , 1) +
∑
i
fi(1, . . . , 1)(λi − 1);
and thus,
F [u] ≤ C1 + σ∆x(u − c), (3.68)
where σ =
∑
i fi(1, . . . , 1). Integrating (3.68) and applying the divergence theorem, it is
readily calculated that∫
Ω−
B(x, u) dx ≤ C1 Vol(Ω−) + σ
∫
Ω−
∆x(u − c) dx
≤ C2 Vol(Ω−) + σ
∫
∂Ω−
(γ ·Du) dx
< C3, (3.69)
where γ is the unit outer-normal vectorfield relative to ∂Ω−. The last inequality comes from
the gradient solution bound implied by (3.13); the continuity of c ; and the boundedness
of both Ω− and Ω+. From (3.69) and (3.19), it is clear that u is bounded from above
somewhere in Ω−; thus, by the aforementioned bound on Du, it is ascertained that
sup
Ω−
u < C,
where C depends on B, c , Ω−, and Ω+.
3.5.2.2 Infimum Solution Bound
Before proceeding to the infimum estimate, the following definition is needed.
Definition 3.5.3: A c-convex function φ on an arbitrary domain U is said to be uniformly
c-convex on U, if φ satisfies the following inequality
[φi j − ci j( · , Tu)] > 0, in U, (3.70)
where Tu is defined by (3.13).
Remark: It is clear that in the case where f := σn,l , (3.70) corresponds to the ellipticity
criterion (3.5).
3.5 Solution Estimates
55
To get the lower bound for u, a specific type of auxiliary function u0(x) is considered,
which is uniformly c-convex. This auxiliary function was first used as the basis for an alternate
proof of Lemma 5.1 in [TW06]. Let y0 be a point in Ω
+ and u0 be the c
∗-transform of the
function
ψ(y) = −
√
r2 − |y − y0|2,
given by
u0(x) = sup
y∈Br (y0)
[c(x, y)− ψ(y)], (3.71)
for sufficiently small r > 0. u0 is a locally uniformly c-convex function defined in some ball
BR(0), with R→∞ as r → 0; and the image of its c-normal mapping satisfies
Tu0 (Ω
−) ⊂ Br (y0),
where Tu0 is a diffeomorphism between Ω
− and Tu0 (Ω−). The reader is referred to [TW06,
TWar] for the derivation and discussion of these properties of u0.
With the above construction, it is clear that for given x0 ∈ Ω− and y0 ∈ Ω+, r > 0 can
be fixed small enough so that one has u0 is uniformly c-convex on Ω
− b BR(0) and
Tu0 (Ω
−) ⊂ Br (y0) ⊂ Ω+. (3.72)
Since, BR(0) b Ω− (by the smoothness of both u0 and c combined with (3.70)), it is clear
that (
Sn
Sl
) 1
n−l
[D2u0 −D2xc( · , Tu0 )] ≥ C(r), in Ω−,
for some positive constant C(r). Next, it is supposed that
B( · , u) < C(r), in Ω−. (3.73)
From this, one has that(
Sn
Sl
) 1
n−l
[D2u0 −D2xc( · , Tu0 )] > B( · , u) =
(
Sn
Sl
) 1
n−l
[D2u −D2xc( · , Tu)],
so u0 − u obtains its maximum on ∂Ω−; this maximal point is denoted x0. With that, it is
calculated that
Dγ(u0 − u)(x0) ≥ 0 and δ(u0 − u)(x0) = 0,
where δ denotes the tangential part of the gradient; that is, δ := D−γ(γ ·D). By a suitable
rotation of coordinate axes, it is assumed that γ = e1 at x0; so one now has the following:
D1u0(x0) ≥ D1u(x0),
Dαu0(x0) = Dαu(x0), for α = 2, . . . , n. (3.74)
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From here, the obliqueness estimate from Subsection 3.5.1 is now used. Specifically, it is
observed that since u is an elliptic solution to (3.22a)–(3.22b), with c being convex in both
arguments and satisfying condition (A2), one has that [DTu] > 0. Using this fact and the
obliqueness estimate (3.66) to analyse the result when (3.41) is multiplied by φ+ yields
γ(x) · γ+(Tu(x)) > 0, x ∈ ∂Ω−,
where γ and γ+ are the outward pointing unit normal vectorfields to ∂Ω− and ∂Ω+ respec-
tively. From this, it is observed that p0 = Tu(x0) must lie in the set ∂Ω
+ := {p ∈ ∂Ω+ :
γ+1 (p) ≥ 0}. Since Ω+ is c-convex (hence convex), it follows from (3.74) that Tu0 (x0) lies
outside Ω+, which contradicts (3.72). Therefore, (3.73) is false, and so it must be that
B(x, u) > σ(r) somewhere in Ω−. Thus, the bound on the gradient of u implies a lower
bound on the solution:
C < inf
Ω−
u.
With this, the following result is thus proven:
Theorem 3.5.4: Let c ∈ C3(R × Rn) be a cost-function satisfying conditions (A1) and
(A2) with respect to bounded C3 domains Ω−,Ω+ ∈ Rn, which are respectively, uniformly c-
convex, c∗-convex with respect to each other. In this case, if B(x, z) is a positive function in
C1(Ω−×Rn) satisfying (3.19) and Tu a mapping satisfying (3.13), then any elliptic solution
u ∈ C3(Ω−) of the second boundary value problem (3.22a)–(3.22b) satisfies the solution
bound:
sup
Ω−
|u| < C, (3.75)
where C depends on c , B, Ω− and Ω+.
Remarks:
(1) In the infimum estimate the obliqueness estimate was used, which subsequently utilised
the fact that
∑
i fi is bounded away from zero on Γ0,µ2 . It is important to note that
the obliqueness estimate does not depend on µ1 as defined in (3.3c). Obviously, if
this were the case then the infimum estimate above would fall victim to circular logical
argument.
(2) Applying (3.75) to the condition (3.19), indicates that B is bounded from above and
away from zero. Thus, the forthcoming calculations pertaining to (3.22a)–(3.22b) will
be carried out on Γµ1,µ2 (σn,l), where 0 < µ1 ≤ µ2 without loss of generality.
3.5.3 Global Second Derivative Estimates
In this section, global bounds for second derivatives of elliptic solutions of equation (3.22a)
will be shown to be estimated in terms of their boundary values. The following arguments
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mimic those presented in [TW06] and [MTW05], which are subsequent modification of the
arguments presented in [GT01, Section 17.6].
For this estimate, it suffices to consider the more general form of the Quotient Trans-
portation Equation depicted in (3.1a), under the assumption that the matrix valued function
A ∈ C4(Ω− × R× Rn) satisfies condition (A3w); that is
D2pkplAi j(x, z, p)ξiξiηkηl ≥ 0,
for all (x, z, p) ∈ Ω−×R×Rn, ξ, η ∈ Rn and ξ ⊥ η. It is also assumed that is A is symmetric,
hence diagonalisable. Lastly, the barrier condition from Subsection 3.2.4 is also assumed to
hold for A. This condition is recalled here for convenience: it is assumed that there exists a
function φ˜ ∈ C2(Ω−) satisfying
[Di j φ˜(x)−DpkAi j(x, z, p) ·Dk φ˜(x)]ξiξj ≥ δ˜|ξ|2, (3.76)
for some positive δ˜ > 0 and for all ξ ∈ Rn, (x, z, p) ∈ U ⊂ Ω−×R×Rn, with projΩ−(U) = Ω−.
Remark 3.5.5, at the end of this section, will discuss how this barrier condition can be re-
moved if A satisfies the strong (A3) criterion.
To begin, u ∈ C4(Ω−) is assumed to be an elliptic solution of (3.1a) with (x, u(x), Du(x))
∈ U for x ∈ Ω− and ξ ∈ Sn. The auxiliary function v is now defined as
v := log(wi jξiξj) + κφ˜,
where wi j := ui j − Ai j . Differentiation (3.1a) yields
F i j [Dξui j −DξAi j − (DzAi j)Dξu − (DplAi j)uξl ] = Bξ + BzDξu.
Another differention subsequently produces
F i j,klDξwi jDξwkl + F
i j
[
Dξξui j −DξξAi j − (DzzAi j)(Dξu)2 − (DpkplAi j)uξkuξl
−(DzAi j)uξξ − (DplAi j)Dξulξ − 2(DξzAi j)Dξu − 2(DξpkAi j)uξk
−2(DzpkAi j)uξkDξu
]
= DξξB + (DzzB)(Dξu)
2 + 2(DξzB)Dξu + (DzB)uξξ.
Recalling that a gradient bound for an elliptic solution solution u exists (implied by the
boundary condition (3.22b) and (3.13)), one can write the above as
F i j,klDξwi jDξwkl + F
i j
[
Dξξui j − (DpkplAi j)uξkuξl − (DpkAi j)Dkuξξ
]
≥ −C [1 + (1 + wj j)F i i]
≥ −C [(1 + wj j)F i i] , (3.77)
where the last inequality comes from the fact that 0 < σ ≤ F i i on Γ0,µ2 . To further reduce
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this, the (A3w) condition is now used. Specifically, a point x0 ∈ Ω− is fixed and coordinates
are rotated such that [wi j ] (and thus F
i j) is diagonal. With such a rotation, it can also be
enforced that the eigenvalues of [wi j ] are ordered as 0 < λ1 ≤ · · · ≤ λn. Estimating, one
sees that
F i jDpkplAi jDkξuDlξu = F
i jAi j,kl(wkξ + Akξ)(wlξ + Alξ)
≥ F i jAi j,klwkξwlξ − C(1 + wj j)F i i
≥
∑
k or l=r
frAr r,kl(λkξk)(λlξl)− C(1 + wj j)F i i
≥ −C(F i i + wj jF i i + |w |fiλi)
≥ −C(F i i + |w |+ |w |F i i), (3.78)
where |w | = ∑i wi i ; and the fact that fiλi is bounded on Γµ1,µ2 (as shown in (3.8)) has been
used to ascertain the last inequality. Using this, (3.77) can now be rewritten as
F i j
[
Di juξξ − (DpkAi j)Dkuξξ
] ≥ −F i j,klDξwi jDξwkl − C(F i i + wi i + wj jF i i). (3.79)
(3.79) is used to guide the definition of the linear operator that will be used to analyse v :
Luξξ := F i j
[
Di juξξ − (DpkAi j)Dkuξξ
]
.
From (3.78), it is calculated that (recalling wi j = ui j − Ai j)
Lwξξ ≥ −F i j,klDξwi jDξwkl − C(F i i + wi i + wi iF i i),
for a further constant C. Next, (3.76) is differentiated to get
Div =
Diwξξ
wξξ
+ κDi φ˜
Di jv =
Di jwξξ
wξξ
− DiwξξDjwξξ
w2ξξ
+ κDi j φ˜. (3.80)
Given (3.76), it is clear that Lφ˜ ≥ F i i δ˜. Using this fact along with (3.80), the following
inequality emerges:
Lv = Lwξξ
wξξ
− F i jDiwξξDjwξξ
w2ξξ
+ κLφ˜
≥ − 1
wξξ
F i j,klDξwi jDξwkl − F i jDiwξξDjwξξ
w2ξξ
− C
wξξ
(F i i + wi i + wi iF
i i)
+ κδ˜F i i . (3.81)
Next, it is supposed that v takes its maximum point at x0 ∈ Ω− in a direction corresponding
to the vector ξ. Coordinates are then relabelled so that ξ = e1. To proceed, the first two
terms on the final line of (3.81) need to be estimated at this maximum point. Specifically,
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it is claimed that
− 1
w11
F i j,klD1wi jD1wkl − F i jDiw11Djw11
w211
≥ 0; (3.82)
that is,
− w11F i j,klD1wi jD1wkl ≥ F i jDiw11Djw11. (3.83)
To show (3.82), Lemma 3.4.1 and the concavity of f are first used to estimate the left-hand
side of (3.83) from below:
− w11F i j,klD1wi jD1wkl ≥ −λ1
[
∂2f
∂λ21
|D1w11|2 + 2
n∑
r=2
f1 − fr
λ1 − λr |Drw11|
2
]
. (3.84)
Using this, it is observed that (3.83) is true if
−λ1
[
∂2f
∂λ21
|D1w11|2 + 2
n∑
r=2
f1 − fr
λ1 − λr |Drw11|
2
]
≥
n∑
r=1
fr |Drw11|2
holds, where coordinates have been rotated so that F i j is diagonal. By breaking this inequality
up term-by-term and dividing each resulting inequality by |Drw11|2, one sees that if
−λ1 ∂
2f
∂λ21
≥ f1, (3.85a)
−2λ1 f1 − fr
λ1 − λr ≥ fr , for r ∈ {2, . . . , n} (3.85b)
are shown to be true, then (3.84) and hence (3.81) will be proven. For the following cal-
culations, coordinates are relabelled so that λ1 ≥ λ2 ≥ · · · ≥ λn, keeping in mind that
λn ≥ µ1 > 0 for λ ∈ Γµ1,µ2 . (3.85a) will first be verified. To begin, (3.26) is differentiated
to ascertain
∂2f
∂λ2i
=
(
1
n − l
)(
1
n − l − 1
)(
Sn
Sl
) 1
n−l−2(SlSn−1;i − Sl−1;iSn
S2l
)2
+
(
2
n − l
)(
Sn
Sl
) 1
n−l−1
(
S2l−1;iSn−1;i − SlSl−1;iSn−1;i
S3l
)
.
Using this with (3.26) along with (3.27), it is calculated that
−λ1
f1
∂2f
∂λ21
=
2λ1Sl−1;1
Sl
−
(
1
n − l − 1
)(
SlSn−1;1 − SnSl−1;1
SnSl
)
λ1
=
2λ1Sl−1;1
Sl
−
(
1
n − l − 1
)(
Sl ;1
Sl
)
=
2λ1Sl−1;1 + Sl ;1
Sl
− 1
n − l
Sl ;1
Sl
= 1 +
1
Sl
(
λ1Sl−1;1 − Sl ;1
n − l
)
. (3.86)
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Next, the observation is made that
Sl ;1 ≤ (n − l)λ2Sl−1;1, l ∈ {1, . . . , n − 1},
with equality holding when all λi equal and l = n − 1. Thus, it is seen from (3.86) that
−λ1
f1
∂2f
∂λ21
≥ 1 + 1
Sl
(
λ1Sl−1;1 − (n − l)λ2Sl−1;1
n − l
)
= 1 +
Sl−1;1
Sl
(λ1 − λ2)
≥ 1,
which directly implies (3.85a) as fi > 0 on Γµ1,µ2 .
Next, (3.85b) is proven for arbitrary r ∈ {2, . . . , n}. Again, using (3.26) and (3.27), one
finds the following:
λ1f1
λj fj
=
λ1(Sn−1;1Sl − SnSl−1;1)
λj(Sn−1;jSl − SnSl−1;j)
=
(Sn − Sn;1)Sl − (Sl − Sl ;1)Sn
(Sn − Sn;j)Sl − (Sl − Sl ;j)Sn
=
Sl ;1Sn − Sn;1Sl
Sl ;jSn − Sn;jSl
=
Sl ;1
Sl ;j
=
λjSl−1;1,j + Sl ;1,j
λ1Sl−1;1,j + Sl ;1,j
, (3.87)
where the fact that Sn;i = 0 for any i has been used to gain the fourth equality. From the
current selection of coordinates, it is clear that the following inequalities hold:
2λ2j ≤ λ21 + λ1λj ,
2λj ≤ λ1 + λj .
This combined with (3.87) yields(
2λj
λ1 + λj
)
λ1f1
λj fj
≤ 2λ
2
j Sl−1;1,j + 2λjSl ;1,j
(λ21 + λ1λj)Sl−1;1,j + (λ1 + λj)Sl ;1,j
≤ 1,
which subsequently implies (3.85b) via an elementary algebraic manipulation, using the fact
that fi > 0 on Γµ1,µ2 .
In light of the above calculation, the claim in (3.82) has been proven. With this, (3.81)
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is further reduced to find that
Lv ≥ − C
w11
(F i i + wi i + wi iF
i i) + κF i i
≥ −C
[
1 +
F i i
w11
+ F i i
]
+ κF i i
≥ −C F
i i
w11
+ (κ− C)F i i , (3.88)
where the fact from Remark 3.2.1(2) that F i i > σ > 0 on Γ0,µ2 for any µ2 has been used to
gain the last inequality. On the other hand, since x0 is a maximum of v , one has that
Lv(x0) = F i j [Di jv(x0)− (DpkAi j)Dkv(x0)]
= F i jDi jv(x0)
≤ 0.
This, combined with (3.88) yields
C
κ− C ≥ w11(x0),
provided κ > C, where C depends on sup |u|, sup |Du|, A, sup |B|, Ω− and Ω+.
If v does not take a maximum at an interior point, then it must take a maximum on
∂Ω−. Thus completes the reduction of the C2 estimate to the boundary.
Remark 3.5.5: In the case where A satisfies the strong (A3) condition, the above estimate
is much simpler; and does not require the barrier condition (3.76). Specifically, one only
needs to consider the simpler auxiliary function v := wξξ in this case, with the definition of
L remaining unaltered. Upon noting that the (A3) condition directly implies that
F i jDpkplAi jDkξuDlξu ≥ CF i i |D2u|2,
for some positive constant C, it is a straight-forward calculation that shows
Lv ≥ F i i(C1|D2u|2 − C2(|D2u|+ 1)).
From this, the second derivative estimate immediately falls out as Lv ≤ 0.
With this remark, the following has now been proven:
Theorem 3.5.6: Let u be an elliptic solution to (3.1a) in Ω−, with x, u(x), Du(x) ∈ U for
all x ∈ Ω− and U bounded. If (3.76) is true, with B(x, u) a positive, bounded function in
C2(Ω− × R), with either
• A satisfying the weak (A3w) condition plus A and Ω− satisfying the barrier condition
stated in Subsection 3.2.4 or
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• A satisfying the strong (A3) condition;
then one has the following estimate:
sup
Ω−
|D2u| ≤ C
(
1 + sup
∂Ω−
|D2u|
)
, (3.89)
where C depends on sup |u|, sup |Du|, A, sup |B|, Ω− and Ω+.
From these calculations, it is seen that the (A3w) criterion for A on the set U is indeed
sufficient to make the argument go through. Also, it is clear that the calculation holds for the
Quotient Transportation Equation (3.22a); thus, the calculations of this subsection provide
a crucial step to the proof of Theorem 3.3.1.
Remark: It is possible to generalise Theorem 3.5.6 to the case where B(x, z, p) > 0 with
Bpkpl (x, z, p)ξkξl > 0, (3.90)
for all (x, z, p) ∈ U. To do this generalisation, (3.76) needs to be strengthened. Specifically,
it is required that A and B be such that there exists a φ˜ satisfying
[Di j φ˜(x)−Dpk (Ai j(x, z, p) + B(x, z, p)) ·Dk φ˜(x)]ξiξj ≥ δ˜|ξ|2,
for all (x, z, p) ∈ U. With that, the calculations proceed precisely as above with the linear
operator L now being defined as
Lu := F i j [Di ju − (DpkAi j)Dku]− (DpkB)Dku.
This combined with Remark 3.5.2(3), indicates that the only way for B to have a dependence
on the gradient of u and still allow for the existence of globally smooth solutions to the
Quotient Transportation Equation, is if B satisfies (3.90) with Ω− of sufficiently high normal
curvature so that (3.67) holds.
3.5.4 Boundary estimates for second derivatives
In this subsection, the C2 a priori bound is completed by proving second derivative bounds
for solutions of the Quotient Transportation Equation on ∂Ω−. This treatment is similar to
the one presented in [MTW05, LTU86, Urb98b], but requires some modification to accom-
modate the particular situation where f = σn,l . Specifically, Lemma 3.4.2 is required in order
to derive differential inequalities from which barriers can be constructed. A key point to the
following argument is that for oblique boundary conditions of the form (3.39), where the
function G is uniformly convex in the gradient, the twice tangential differentiation of (3.39)
yields quadratic terms in second derivatives which compensate for the deviation of β = Gp
from the geometric normal.
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First, non-tangential second derivatives are treated. Taking Ψ ∈ C2(Ω− × R), the
following definition is made:
v := Ψ(x,Du).
Defining the linear operator L by (3.52) and calculating as was done for (3.53), one observes
that
|Lv | ≤ C1F i jδkluikuj l + C2(F i i + 1),
≤ C
(
1 +
n∑
i=1
fi(λ
2
i + 1)
)
. (3.91)
In the last inequality coordinates have been rotated so that F i j is diagonal, without loss of
generality. Using Lemma 3.4.2 and defining
M := sup
Ω−
|D2x (u − c)|,
(3.91) is further reduced to
|Lv | ≤ (C() + MF i i) + C(1 + F i i),
≤ C(C() + MF i i)
≤ (C() + M)F i i ,
where the fact that F i i is bounded away from zero has been used along with a rescaling of
 by a factor of C, again without a loss of generality.
Using the construction of φ+ from Subsection 3.5.4, Ψ is now set in the following manner:
Ψ(x,Du) = G(x,Du) = φ+ ◦ Tu(x,Du). (3.92)
(3.57) can be used to construct both an upper and lower barriers (using different choices of
a and b), as (3.92) indicates v = 0 on ∂Ω−. By using the same barrier argument from the
obliqueness estimate, the following boundary estimate is derived:
|DG| ≤ (C() + M), on ∂Ω−,
for any  > 0. This, in turn, implies that
|D(β ·Du)| ≤ C() + M, on ∂Ω−,
where it is recalled that β := Gpk . With this, uββ is thus estimated on the boundary, which
is equivalent to
wββ ≤ C() + M, on ∂Ω−. (3.93)
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Remark: By the strict obliqueness estimate (3.66), it is clear that
wγγ ≤ Cwββ, (3.94)
where γ is the outer unit normal to ∂Ω−.
To proceed, an explicit representation of any given vector ξ is written in terms of a
tangential component, τ(ξ), and β:
ξ = τ(ξ) +
ξ · γ
β · γ β, (3.95)
where
τ(ξ) = ξ − (ξ · γ)γ − ξ · γ
β · γ β
T ,
and
βT = β − (β · γ)γ.
From this, it is calculated that
|τ(ξ)|2 = 1− 2β
T · ξ
β · γ (ξ · γ)−
(
1− |β
T |2
(β · γ)2
)
(ξ · γ)2
≤ 1− 2β
T · ξ
β · γ (ξ · γ) + C(ξ · γ)
2.
It is now assumed that the maximal tangential second derivative of w over ∂Ω− occurs at a
point at x0 ∈ ∂Ω− in the direction which is taken to be e1. Denoting τ = τ(e1) and utilising
(3.95), it is calculated that
w11 = wττ +
2γ1
β · γwτβ +
γ21
(β · γ)2wββ. (3.96)
Next, the boundary condition
G(x,Du) = 0, on ∂Ω−,
is differentiated in the tangential direction to find that
0 = Gxτ + τiGpkuik
= Gxτ + uβτ ; (3.97)
that is,
wβτ ≤ −Gxτ + C
≤ C.
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Subsequently, this combined with (3.96) and (3.93) yields
w11 ≤ |τ |2w11(x0) + C ξ · γ
β · γ + (C() + M)γ
2
1
≤
(
1− 2β
T · ξ
β · γ (ξ · γ) + C(ξ · γ)
2
)
w11(x0) + C
ξ · γ
β · γ
+ (C() + M)γ21 . (3.98)
Now the term Dβw11(x0) will be estimated. To do this, (3.1a) is differentiated twice to find
that
F i jDi jw11 = −F i j,klD1wi jD1wkl + B11 + 2(Bzu11 + B1zD1u) + Bzz(D1u)2
≥ C,
where the concavity of F has been used along with the assumed condition of Bz ≥ 0. Using
this and the barrier construction in [GT01, Corollary 14.5], with a linear operator defined by
Lu := F i jDi ju,
it is surmised that
−Dβw11(x0) ≤ C. (3.99)
Next, (3.97) is differentiated again in the tangential direction to get
Gpkplukτulτ + Gpkukττ + Gxτxτ + 2Gxτpkukτ = 0.
This combined with (3.99) and (3.54) indicates that at x0 one has that
C0u
2
11(x0)− C1u11(x0) ≤ C3,
for positive constants C0, C1 and C2. That is,
w11(x0) ≤ C
Using this relation in (3.98) thus yields
w11 ≤ C() + M, on ∂Ω−,
for new constant C() and a rescaling of .
Combining this last relation with (3.93) and (3.94) allows one to bound the second
derivatives of u on the boundary of Ω− in the following manner:
sup
∂Ω−
|D2u| ≤ C() + M.
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Now utilising (3.89) to eliminate M from the above inequality finally yields
sup
∂Ω−
|D2u| ≤ C()
1− C ,
for a new C, C() and  scaling. Fixing 0 <  < 1C , the following has been proven:
Theorem 3.5.7: Let c be a cost-function satisfying hypotheses (A1), (A2), (A3w) with
respect to bounded C4 domains Ω−,Ω+ ∈ Rn which are respectively uniformly c-convex,c∗-
convex with respect to each other. Let B be a strictly positive function in C2(Ω−×R×Rn)
satisfying (3.19) and (3.20w). Then any elliptic solution u ∈ C3(Ω−) of the second boundary
value problem (3.22a), (3.22b) satisfies the a priori estimate
sup
∂Ω−
|D2u| ≤ C, (3.100)
where C depends on c,B,Ω−,Ω+ and supΩ− |u|.
This combined with Theorem 3.5.6 proves the main result Theorem 3.3.1. Once the
second derivatives are bound, (3.22a) is effectively uniformly elliptic. This combined with
the obliqueness estimate yields global C2,α estimates for solution of (3.22a)–(3.22b), from
the theory of oblique boundary value problems for uniformly elliptic equations presented in
[LT86]. Moreover, by the theory of linear elliptic equations with oblique boundary conditions
(see [GT01]) and the assumed smoothness of data, one also has C3,α(Ω−) bounds for elliptic
solutions, for any α < 1.
3.6 Method of Continuity
To complete the proof of Theorem 3.3.2, the standard method of continuity for nonlinear
oblique boundary value problems is used, which is presented in [GT01, Section 17.9] and sub-
sequently applied in [Urb97] and [Urb01]. This procedure was modified in [TW06] in order to
be applied to the Optimal Transportation Equation; and it is this method that is recalled here
with trivial modification. Specifically, two procedures for applying the method of continuity
were used in [TW06]. The first method discussed there utilised foliations of both Ω− and
Ω+ to construct a family of suitable boundary value problems; this procedure will not be
used here. The second method proved the existence of a function approximately satisfying
the associated boundary condition, which subsequently allowed for the method of continuity
to be applied without a domain variation construction. This is the procedure that will be
recalled here (for the sake of completeness) with only trivial modification, as the Quotient
Transportation Equation is constructed off the archetype of Optimal Transportation (see
Subsection 3.2.2).
To start off, a key lemma from [TW06] is recalled without proof:
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Lemma 3.6.1 [TW06]: Let the domains Ω− and Ω+ and cost-function c satisfy the hypoth-
esis of Theorem 3.3.1. Then for any  > 0, there exists a uniformly c∗-convex approximating
domain, Ω+ , lying within distance  of Ω
+, and satisfying the corresponding condition (3.17)
for fixed δ+0 , together with a function u0 ∈ C4(Ω) satisfying the ellipticity condition (3.5),
for f = σn,l and the boundary condition (3.22b) for Ω
+
 .
Remark: As Γ ∗(Sn) = Γ ∗(σn,l), the above lemma carries over trivially to the case of the
Quotient Transportation Equation.
With this in mind and making the denotation
F [u] :=
(
Sn
Sl
) 1
n−l [
D2u −D2xc( · , Tu)
]
, (3.101)
the following family of boundary value problems are now defined:
F [ut ] = tB( · , ut) + (1− t)eut−u0F [u0], in Ω−t (3.102a)
Tut (Ω
−) = Ω+t , (3.102b)
for t ∈ [0, 1] with u0 taken as the function indicated in Lemma 3.6.1. It is clear that u0 is
the unique elliptic solution of (3.102a)–(3.102b) at t = 0. In this family of equations, Ω+t
is such that Ω+0 = Ω
+
 (corresponding to u0 as depicted in Lemma 3.6.1) and Ω
+
1 = Ω
+.
Given the assumed smoothness of c and the definition of Tu depicted in (3.13), an  > 0
can be chosen in Lemma 3.6.1 small enough to guarantee that Ω−t and Ω
+
t are uniformly
c-convex and c∗-convex (respectively) relative to one another with corresponding uniform
convexity constants independent of t, as Ω− and Ω+ are assumed to be uniformly c-convex
and c∗-convex (respectively) relative to one another.
From Subsection 3.5.1, it is understood that the boundary condition (3.102b) is equivalent
to the oblique condition
Gt( · , Du) := φ+t (Tu( · )) = 0, on ∂Ω−t ,
where φ+t are defined for Ω
+
t analogous to the construction of φ
+ for Ω+ in Subsection 3.5.1.
From the observations in the previous paragraph, it is clear that the family of boundary value
problems correlate to uniformly oblique boundary value problems with a uniform constant of
obliqueness independent of t.
To adapt the method of continuity from [GT01, Section 17.9], an α ∈ (0, 1) is fixed with
Σ set to denote the subset of [0, 1] for which t ∈ Σ implies the problem (3.102a)–(3.102b)
is solvable for an elliptic solution ut ∈ C2,α(Ω−t ), with Tut invertable. It is clear that the
boundary condition (3.102b) implies a uniform bound for Dut with respect to t. Upon noting
that the inhomogeneity of (3.102a) is uniformly bounded in t and satisfies (3.18), (3.19) and
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(3.20), uniform estimates in C2,1(Ω+) immediately follow, as all the solution estimates of
Section 3.5 are clearly independent of t ∈ [0, 1]. By compactness, it is then inferred that Σ
is closed via the Heine-Borel Theorem. To show Σ is open, the implicit function theorem is
used along with the linear theory of oblique boundary value problems, as in [GT01, Chapter
17]. As Σ is open, closed and non-trivial, it is known that Σ = [0, 1]; that is, there exists a
unique elliptic solution u ∈ C3(Ω−) of the boundary value problem
F [u] = B( · , u), in Ω− (3.103a)
Tu(Ω
−) = Ω+. (3.103b)
Thus, the part of Theorem 3.3.2 corresponding to unique solutions is proven.
Remark: (3.20) guarantees uniqueness of the linearised boundary value problem via a straight-
forward application of the Hopf boundary point lemma (see [GT01, Lemma 3.4]). Without
the (3.20) condition, one can not apply the method of continuity directly, as solutions will
not be unique in general in this scenario. This will be discussed further in the next subsection.
3.6.1 Application of the Leray-Schauder Fixed Point Theorem
To conclude this section, the Leray-Schauder fixed point theorem (see [GT01, Theorem
11.6]) will be used to relax the monotonicity criterion on the inhomogeneity required by the
method of continuity. The Leray-Schauder theorem has been used to similar ends in [LT86],
[Urb95] and [Urb01].
Using the notation in (3.101), u0 is defined to be the unique admissible solution of
F [u0] = e
u0 , in Ω−,
Tu0 (Ω
−) = Ω+.
Theorem 3.3.2 indicates that such a unique u0 exists. Moreover, by elliptic regularity theory,
u0 ∈ C∞(Ω−). For t ∈ [0, 1] and ψ ∈ C3(Ω−), the following family of problems are
considered:
F [ut ] = t(B˜( · , u0 + ψ) + eut−u0−ψ − 1) + (1− t)eut , in Ω− (3.105a)
Tut (Ω
−) = Ω+, (3.105b)
where B˜ is only assumed to satisfy (3.18), (3.19) and (3.20w). By Theorem 3.3.2 and
elliptic regularity theory, for each ψ and t (3.105a)–(3.105b) has a unique admissible solution
ut ∈ C3,α(Ω−) for any α < 1. Consequently, the map T : C3(Ω−)×[0, 1]→ C3(Ω−) defined
by T (ψ, t) = ut − u0 is continuous and compact; and T ( · , 0) = 0 for all ψ ∈ C3(Ω−). If it
can also be shown for t ∈ [0, 1], that for all the fixed points of T ( · , t) — that is, for any
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admissible solution ut of
F [ut ] = tB˜( · , ut) + (1− t)eut , in Ω− (3.106a)
Tut (Ω
−) = Ω+ (3.106b)
— the estimate
‖ut‖C3(Ω−) ≤ C, (3.107)
is satisfied with C independent of t, then by the Leray-Schauder fixed point theorem, T ( · , 1)
has a fixed point. Subsequently, this is equivalent to
F [u] = B˜( · , u), in Ω−, (3.108a)
Tu(Ω
−) = Ω+, (3.108b)
having an admissible solution u belonging to C3(Ω−). As the solution estimates from Section
3.5 clearly apply to (3.106a)–(3.106b) independent of t, results from [LT86] and linear theory
for oblique elliptic boundary value problems can be applied to deduce (3.107). Subsequently,
the monotonicity criterion on B may be relaxed to Bz ≥ 0 relative to the previous existence
criterion, thus finishing the proof of Theorem 3.3.2.
Remarks:
(1) As mentioned before, the admissible solution to (3.108a)–(3.108b) may not be unique
as Bz > 0 is needed for the application of the Hopf Boundary point lemma.
(2) It is recalled that the condition of Bz ≥ 0 is used in the boundary C2 estimate in
Subsection 3.5.4, and thus, is still a required criterion, as estimates on solution of
(3.106a)–(3.106b) need to hold independent of t.
3.7 Conclusions
While (3.22a)–(3.22b) differ significantly form the Monge-Ampe`re equations coming from
Optimal Transportation, the theory regarding their regularity is very similar. Specifically, the
(A3w) represents both a necessary and sufficient condition for higher regularity of (3.22a)–
(3.22b). The calculations in Subsection 3.5.3 indicate that the (A3w) condition is sufficient
for Theorem 3.3.2. Given that the ellipticity criterion for (3.22a)–(3.22b) corresponds to
solutions being c-convex, the counter-example that Loeper presented in [Loe05] still applies
in the current situation; and thus, (A3w) is also a necessary criterion for our higher regularity
theory.
Unfortunately the Quotient Transportation Equation differs from the Optimal Transporta-
tion significantly, in that the restrictions on the inhomogeneity, B, prevent a formulation of
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a generalised solution of (3.22a)–(3.22b) from being readily derived. Moreover, the Quo-
tient Transportation Equation is not the direct result of either a variational or change of
variable principle; and so, it is difficult to gain even a heuristic idea as to how to formulate a
generalised solution for this equation. It may possible that a generalised solution to (3.22a)–
(3.22b) will be realized via Tu satisfying some geometric criterion, beyond that of it being
simply a local diffeomorphism; but this is unclear as of the writing of this thesis.
From these observations, it seems that the only three possible courses for further study
of (3.22a)–(3.22b) will either come from verifying the (A3w) condition for various cost
functions, searching for ways to articulate the notion of a generalised solution, or finding a
way to remove the technical barrier condition stated in Subsection 3.2.4.
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4.1 Introduction
As stated earlier in Section 2.8, the (A3) condition introduced in [MTW05] is needed in order
to prove the classical interior regularity of the potential functions corresponding to solutions
of the Optimal Transportation Problem. Subsequently, in [TW06] the degenerate form of
the (A3) condition, (A3w), was proven to be tantamount to the existence of globally smooth
potentials solving the Optimal Transportation Equation.
The (A3w) condition was recently realized to be more fundamental to the regularity of
potential functions, as Loeper showed in [Loe05] that the (A3w) condition was not only
sufficient but also necessary for global regularity of Optimal Transportation potentials. In
that paper, Loeper showed that if (A3w) is violated, one can build a pair of C∞, strictly
positive measures, supported on sets with the usual smoothness and convexity assumptions,
so that the optimal potential is not even C1; and thus, the corresponding optimal map is
discontinuous. Before this work, it was not known whether the (A3w) condition was truly
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fundamental for potential function regularity or if it was simply a technical condition to make
the a priori estimates in [MTW05] and [TW06] work.
In addition to showing the (A3w) condition to be sharp, in [Loe05] Loeper also studied
the correlation between curvature and the Optimal Transportation Problem on Riemannian
manifolds when the cost-function was of the form
c(x, y) =
d2(x, y)
2
, (4.1)
where d(x, y) represents the geodesic distance between points x, y ∈ Mn. One of the
interesting aspects of this research was that Loeper verified the theory therein (in the case
where Mn was taken to be a round sphere) by explicitly calculating that the cost-function
depicted by (4.1) satisfies the non-degenerate form of the (A3) condition on round spheres.
Specifically, it was shown that
D2plpkci j(x, y)ξiξjηkηl → −
2
3
, as x → y , (x, y) ∈ Ω− ×Ω+ ⊂ Sn. (4.2)
This is particularly interesting as the cost-function in (4.1) only satisfies the (A3w) condition
in the Euclidean case but not the stronger (A3) condition (see [MTW05, TW06]).
The disadvantage of Loeper’s calculation in [Loe05] is that it relies heavily upon the
specific geometric properties of the specific cost-function c(x, y) = 12d
2(x, y). In this chap-
ter, this calculation will be generalised on Sn to include cost-functions which are arbitrary
functions of the geodesic distance with respect to the constant curvature metric on Sn.
Remark: As mentioned in Section 2.7, the notational convention embodied in (2.44a)–
(2.44b) will be used in this chapter, as it correlates to the current literature that pertain to
the verification of the (A3) condition in various scenarios. Hence, the left-hand side of (4.2)
being less than zero corresponds to the (A3w) being satisfied in this last part of the thesis.
4.2 Main Results
The main results of this chapter centre around the verification of the (A3) criterion for
various cost-functions (on round spheres) having the general form depicted in (4.3) below.
The most important example thus considered is when c(x, y) = 12d
2(x, y). In this particular
case, the following theorem (originally proven by Loeper in [Loe05]) is verified:
Theorem 4.2.1 [Loe05]: Given Sn be an embedded sphere in Rn+1 with arbitrary ra-
dius, equipped with the round metric with an associated Riemannian geodesic distance
d , if c(x, y) = 12d
2(x, y), then one has that c satisfies the strong (A3) condition on
Sn+1 × Sn+1 \ {(x, x) : x ∈ Sn}.
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The results in this chapter extend the calculations in [Loe05]. Indeed, the precise con-
stant for which the (A3) condition is satisfied, for the situation where c(x, y) = 12d
2(x, y),
will be calculated for round spheres of arbitrary radius. Loeper calculated this constant for
the case where R = 1; and the results in this chapter indeed verify this.
Closely related to c(x, y) = 12d
2(x, y), is the cost-function of c(x, y) = 2R2 sin2
(
d(x,y)
2R
)
.
This scenario corresponds to the situation where d is taken to be the chordal distance be-
tween two points in Sn+1 relative to the ambient Euclidean space, into which the round
sphere is embedded. For this case, the following analogous result to Theorem 4.2.1 will be
proven:
Theorem 4.2.2: Given Sn an embedded sphere in Rn+1 with arbitrary radius, equipped
with the round metric with an associated Riemannian geodesic distance d , if c(x, y) =
2R2 sin2
(
d(x,y)
2R
)
, then one has that c satisfies the strong (A3) condition on Sn × Sn \
{(x, x) | x ∈ Sn}.
In addition to the two above situations, a few other examples of cost-functions are stud-
ied later in this chapter.
It should be noted at this point that a cost-function satisfying the (A3) condition is
not generally enough to guarantee higher regularity for Optimal Transportation potentials.
Indeed, the Optimal Transportation Equation becomes singular for y ∈ cut(x), for any cost-
function depending on the geodesic distance between points x and y (specifically, |Det[D2xyc ]|
blows up). Thus, in order to have potential function regularity, bounds on transport vectors,
that prevent optimal transport maps from mapping points to their cut-locus, are also needed
in addition to the (A3) verification. This geometric criterion will have implications in the
forthcoming analysis, which will be discussed in Section 4.3.
4.3 Analysis of the (A3) Condition on Sn
The following formulation relies on several key observations and simplifications that are
unique in the specific case of analysing the (A3) condition on round spheres. First, Chapter
4 indicates that the derivation of the Optimal Transportation Problem (and hence the Opti-
mal Transportation Equation) only depends on the measure-space structure associated with
Ω− and Ω+. Indeed, the only way geometry can come into the formulation of the Optimal
Transportation Problem is if the cost-function is defined as having some explicit geometric
dependence. The cost-functions analysed in this chapter all depend on the geodesic distance
between points on Sn, equipped with a round Riemannian metric. Thus, the underlying goal
of the following calculation is to derive an explicit expression for the geodesic distance be-
tween two arbitrary, fixed points x and y lying on a round sphere. As will be discussed later,
the round sphere is one of the very few manifolds (to the author’s knowledge) where the
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geodesic distance between two arbitrary points can be explicitly represented. The rest of the
simplifying observations will be stated as needed in the following formulation.
Ultimately, the analysis of the (A3) condition will be carried out in Rn (that is, in a local
chart) with an associated, modified cost-function that yields an equivalent Optimal Trans-
portation Problem, as compared to the one originally defined on Sn. As mentioned earlier,
it can not be assumed that Optimal Transportation maps do not move points to their cut-
locus. Thus, in order to analyse the Optimal Transportation Problem on a manifold, via a
single local chart, requires another geometric criterion or observation. If bounds on transport
vectors exists such that optimal maps stay away from the cut-locus of particular points, then
no additional criterion need be placed on the problem. As a broad class of cost-functions
will be analysed in this chapter, no such bounds have been proven for all the examples thus
contained. Therefore, it will be assumed that cut(Ω−)∩Ω+ = ∅, in addition to the standard
Optimal Transportation hypotheses placed on Ω− and Ω+ (see Chapter 5), unless stated
otherwise.
Since only cost-functions will be considered that have the form
c(x, y) = f (d(x, y)), (4.3)
where d(x, y) represents the geodesic distance between x and y on the round sphere, it is
possible to analyse the Optimal Transportation Problem in a local chart with a modified cost-
function whose associated Optimal Transportation Problem in Euclidean space is equivalent
to that of (4.3) on Sn. Such a local chart and modified cost-function are formulated via a
stereographic projection of Sn embedded in Rn+1 onto the some arbitrary tangent space of
Sn. With this projection, an explicit expression for d(x, y) can be derived in terms of xˆ and
yˆ : the projected coordinates on an arbitrary tangent space of Sn.
4.3.1 Stereographic Projection
Given that it is assumed that cut(Ω−) ∩Ω+ = ∅, there will be no geometric issues with the
forthcoming calculations being carried out in a single chart of Sn. The possibility of relaxing
this criterion will be discussed at the end of this chapter, in Section 4.5. As the following
stereographic formulation is tantamount to analysing the (A3) condition through a specific
coordinate transformation, it is recalled that the (A3) condition is invariant under coordinate
transformation according to the calculations in Subsection 2.4.1; and thus, the result of the
following calculations will hold in general.
4.3.1.1 The Half-Sphere Stereographic Projection
To begin, the modified form of (4.3) is first derived using the stereographic projection on
the half-sphere depicted in Figure 4.1. Following this derivation, it will then be described
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how half-sphere formulation is equivalent to the full-sphere projection with the underlying
assumption that cut(Ω−) ∩Ω+ = ∅.
yˆ xˆOˆ
y
Rθ = d(x, y)
Sn
OR
x
θ
Rn
Figure 4.1: Stereographic projection for the half-sphere
Utilising the ambient Euclidean geometry of Rn+1, it is an elementary calculation that
yields
d(x, y) = R · θ
= R · arccos
(
R2 + xˆ · yˆ√
R2 + |xˆ |2
√
R2 + |yˆ |2
)
, (4.4)
where the origin of Rn+1 is set to coincide with the centre of the sphere without any loss of
generality.
From this calculation, the analysis of (4.3) on Sn is reduced to studying the Optimal
Transportation Problem associated with the cost-function
c(xˆ , yˆ) = f
(
R · arccos
(
R2 + xˆ · yˆ√
R2 + |xˆ |2
√
R2 + |yˆ |2
))
(4.5)
between Ω̂− and Ω̂+ on our local chart; and thus, (4.5) will now be analysed in the Euclidean
setting.
Remark: Even though the ambient Euclidean geometry of Rn+1 is used to derive (4.4), hav-
ing the sphere embedded in Rn+1 is not technically required nor is the association of the local
chart with a particular tanget plane of Sn. Indeed, these notions are intuitive conveniences,
in the sense that the equivalence of the Euclidean formulation of the Optimal Transportation
Problem, to the original problem on Sn, is immediate by this explicit stereographic projection.
4.3 Analysis of the (A3) Condition on Sn
77
A key point to the above calculation is that there is a simple relationship between θ and
the geodesic distance between two arbitrary points on Sn. If one were to project rays from
a point on Sn instead of its centre (as in the case of a full-sphere stereographic projection),
there would be no simple relation between the angle of the projected rays and the associated
geodesic distance between two arbitrary points. The strength of (4.4) is that it independent
of the particular choice of tangent plane on which the stereographic projection is performed.
To get an explicit representation corresponding to a full-sphere stereographic projection,
one would need to specify a particular tangent plane to project onto (specifically, either
Tx(Sn) or Ty (Sn)). However, in this situation the result corresponding to (4.4) can not
be differentiated as the relation will vary for perturbations of x or y . This is the central
obstruction that prohibits this method from being applied to the full-sphere case; but as
cut(Ω−) ∩ Ω+ = ∅ is already assumed, any two points x and y can be contained in a half-
sphere. This combined with the fact that the above calculation is independent of which half-
sphere is actually projected, shows that the current situation with the half-sphere projection
is equivalent to the full-sphere case with cut(Ω−) ∩Ω+ = ∅.
4.3.1.2 Stereographic Reformulation of the (A3) Condition
With the relation (4.5), it is now possible to formulate a new expression for the (A3) criterion
in the current scenario. To do this, the geodesic distance on Sn is first differentiated with
respect to the projected Euclidean coordinate:
dxˆi (x, y) =
d
dxˆi
[
R · arccos
(
R2 + xˆ · yˆ√
R2 + |xˆ |2
√
R2 + |yˆ |2
)]
=
−R√
(R2 + |xˆ |2)(R2 + |yˆ |2)− (R2 + xˆ · yˆ)2
(
yˆi − (R
2 + xˆ · yˆ)xˆi
R2 + |xˆ |2
)
.
Without loss of generality, xˆ is defined to be the origin of the local chart which reduces the
above to
dxˆi (x, y) =
−yˆi
|yˆ | . (4.6)
Differentiating again with respect to the projected, Euclidean coordinates yields
dxˆi xˆj (x, y) =
R
[
(R2 + |yˆ |2)xˆj − (R2 + xˆ · yˆ)yˆj
]
[(R2 + |xˆ |2)(R2 + |yˆ |2)− (R2 + xˆ · yˆ)2]3/2
(
yˆi − (R
2 + xˆ · yˆ)xˆi
R2 + |xˆ |2
)
+
R
(R2 + |xˆ |2)
√
(R2 + |xˆ |2)(R2 + |yˆ |2)− (R2 + xˆ · yˆ)2
·
(
xˆi yˆj + (R
2 + xˆ · yˆ)δi j − 2(R
2 + xˆ · yˆ)xˆi xˆj
R2 + |xˆ |2
)
.
Again, choosing xˆ to coincide with the origin of the local chart reduces the above to
dxˆi xˆj (x, y) = −
yˆi yˆj
|yˆ |3 +
δi j
|yˆ | . (4.7)
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At this point, it has been shown that,
cxˆi xˆj =
yˆi yˆj
|yˆ |2
(
f ′′(d)− f
′(d)
|yˆ |
)
+ δi j
f ′(d)
|yˆ | , (4.8)
where xˆ = 0 has been assumed without loss of generality (since the choice was made after
differentiation).
To proceed, both yˆ and d need to be represented in terms of the transportation vec-
tor, ~p, which is recalled from Chapter 5 to be defined in the formulation of the Optimal
Transportation Problem by
~p := ∇xˆc(xˆ , yˆ),
where c(xˆ , yˆ) is recalled from (4.5). Note that the vector notation on p will be suppressed
from this point forward without loss of clarity. From this expression and (4.6), is is ascertained
that
pi = −f ′(d) yˆi|yˆ | ;
that is,
|p| = |f ′(d)|, and pi|p| = −
yˆi
|yˆ | . (4.9)
On the other hand, it is clear from Figure 4.1 that
R tan
(
d
R
)
= |yˆ |. (4.10)
Using both (4.9) and (4.10), one may rewrite (4.7) as
cxˆi xˆj (p, d) =
pipj
|p|2
(
f ′′(d)− f
′(d)
R tan (R−1d)
)
+ δi j
f ′(d)
R tan (R−1d)
. (4.11)
Defining the origin of the local chart to coincide with xˆ effectively shifts all p dependence
onto the yˆ ; and thus, differentiations with respect to p variables may subsequently be applied
directly to (4.11) with the understanding xˆ = 0. From (4.9) it is seen that d does indeed
have p dependence; the differentiation of the d variable with respect to p will now be elabo-
rated upon.
To differentiate d , the first expression in (4.9) is rewritten as
d = f ′(−1)
(
sgn(f ′)|p|) .
Differentiating implicitly, it is readily calculated that
dpi =
sgn(f ′)pi
f ′′|p| , (4.12)
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where the argument on f has been suppressed without loss of clarity.
Using (4.12), (4.11) is now differentiated twice with respect to p to yield
D2plpkcxˆi xˆj (p, d) =
(
δikδj l − 2δikpjpl|p|2 + δi lδjk − 2
δjkpipl
|p|2 − 2
δi lpjpk
|p|2 − 2
δj lpipk
|p|2
−2δklpipj|p|2 + 8
pipjpkpl
|p|4
)(
f ′′
f ′2
− cos
(
R−1d
)
Rf ′ sin (R−1d)
)
+
(
δikpjpl
|p|2 +
δjkpipl
|p|2
+
δi lpjpk
|p|2 +
δj lpipk
|p|2 +
δkl
|p|2 − 5
pipjpkpl
|p|4
)(
f ′′′
f ′f ′′
− cos
(
R−1d
)
Rf ′ sin (R−1d)
+
1
R2f ′′ sin2 (R−1d)
)
+
pipjpkpl
|p|4
(
f ′′′′
f ′′2
− f
′′′2
f ′′3
− 2 f
′ cos
(
R−1d
)
R3f ′′2 sin3 (R−1d)
+2
1
R2f ′′ sin2 (R−1d)
− f
′f ′′′
R2f ′′3 sin2 (R−1d)
)
+
(
δi jδkl − δi jpkpl|p|2
)
·
(
cos
(
R−1d
)
Rf ′ sin (R−1d)
− 1
R2f ′′ sin2 (R−1d)
)
+
δi jpkpl
|p|2
(
2
f ′ cos
(
R−1d
)
R3f ′′2 sin3 (R−1d)
−2 1
R2f ′′ sin2 (R−1d)
+
f ′f ′′′
R2f ′′3 sin2 (R−1d)
)
. (4.13)
Remarks:
(1) It is readily observed that all terms involving sgn(f ′) have been cancelled out in (4.13).
Thus, the singularities in (4.13) corresponding to (4.12) being undefined where f ′(d) =
0 are removable as it is an underlying assumption of this thesis that our cost-function is
C4. Nonetheless, the situation where f ′(d) = 0 can not happen, as the (A1) condition
is assumed on c .
(2) (4.13) gives the explicit, radial-scale dependency of the (A3) term in the current sce-
nario. This has the interesting implication that it is possible to design cost-functions
of the geodesic distance corresponding to the round sphere, so that for certain radii,
the cost is strictly (A3) and for radii, it is not (A3) at all. This radial scale dependence
is demonstrated explicitly in some of the forthcoming examples in Section 4.4.
(3) The implicit differentiation in (4.12) is the key to gaining an explicit representation of
the (A3) term for the general cost-function f (d(x, y)). Avoiding the use of (4.12)
in favour of an expression that is well defined everywhere forces the (A3) term being
expressed in terms of f ′−1, which clearly will not have an explicit form for general f .
Now, the final form of the (A3) condition (associated with the general cost-function
f (d(x, y))) is able to be written. Taking two arbitrary, unit vectors ξ and η such that ξ ⊥ η,
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one has that
D2plpkcxˆi xˆj (d)ξiξjηkηl =
(
cos
(
R−1d
)
Rf ′ sin (R−1d)
− 1
R2f ′′ sin2 (R−1d)
)
+
(p · ξ)2
|p|2
(
f ′′′
f ′f ′′
− 2 f
′′
f ′2
+
cos
(
R−1d
)
Rf ′ sin (R−1d)
+
1
R2f ′′ sin2 (R−1d)
)
+
(p · η)2
|p|2
(
− cos
(
R−1d
)
Rf ′ sin (R−1d)
− 1
R2f ′′ sin2 (R−1d)
+ 2
f ′ cos
(
R−1d
)
R3f ′′2 sin3 (R−1d)
+
f ′f ′′′
R2f ′′3 sin2 (R−1d)
)
+
(p · ξ)2(p · η)2
|p|4
(
f ′′′′
f ′′2
− f
′f ′′′
R2f ′′3 sin2 (R−1d)
− f
′′′2
f ′′2
− 5 f
′′′
f ′f ′′
+ 8
f ′′
f ′2
−2 f
′ cos
(
R−1d
)
R3f ′′2 sin3 (R−1d)
− 3 cos
(
R−1d
)
Rf ′ sin (R−1d)
− 3 1
R2f ′′ sin2 (R−1d)
)
. (4.14)
For convenience, (4.14) is used to define four functions of d : P1(d), P2(d), P3(d) and
P4(d), such that one may write
D2plpkcxˆi xˆj (d)ξiξjηkηl = P1(d) +
(p · ξ)2
|p|2 P2(d) +
(p · η)2
|p|2 P3(d) +
(p · ξ)2(p · η)2
|p|4 P4(d).
(4.15)
To analyse (4.15), various orientations of the vector p relative to ξ and η must now be
considered. These calculations can effectively be reduced down to analysing four cases.
Case I: If p ⊥ span ξ, η, then
D2plpkcxˆi xˆj (d)ξiξjηkηl = P1(d) =: O1(d). (4.16a)
Case II: If p ‖ ξ, then
D2plpkcxˆi xˆj (d)ξiξjηkηl = P1(d) + P2(d) =: O2(d). (4.16b)
Case III: If p ‖ η, then
D2plpkcxˆi xˆj (d)ξiξjηkηl = P1(d) + P3(d) =: O3(d) (4.16c)
Case IV: If p ∈ span ξ, η and p · ξ = p · η, then
D2plpkcxˆi xˆj (d)ξiξjηkηl = P1(d) +
P2(d)
2
+
P3(d)
2
+
P4(d)
4
=: O4(d). (4.16d)
Here, four new functions of d are again defined for clarity. Subsequently, the combined
negativity of O1, O2, O3 and O4 is tantamount to the (A3) condition being satisfied. This
is formally stated in the following lemma:
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Lemma 4.3.1: Given a cost-function of the form c(x, y) = f (d(x, y)) and Sn an embedded
sphere in Rn+1 with arbitrary radius R, equipped with the round Riemannian metric with an
associated geodesic distance d , then the following statements are true:
(i) If Oi(d) ≤ C < 0 for i ∈ {2, 3, 4} for all d ∈ (0, Rpi) and n > 2, then the strong (A3)
condition is satisfied with constant C, for the cost-function.
(ii) If Oi(d) < 0 for i ∈ {2, 3, 4} for all d ∈ (0, Rpi) and n > 2, then the (A3w) condition
is satisfied for the cost-function.
(iii) If Oi(d) ≤ C < 0 for i ∈ {1, 2, 3, 4} for all d ∈ (0, Rpi) and n ≥ 2, then the strong
(A3) condition is satisfied with constant C for the cost-function.
(iv) If Oi(d) < 0 for i ∈ {1, 2, 3, 4} for all d ∈ (0, Rpi) and n ≥ 2, then the (A3w) condition
is satisfied for the cost-function for n ≥ 2.
With the above calculations, verification of the (A3w) condition is now reduced to verify-
ing that (4.16a)–(4.16d) are non-positive for d ∈ (0, Rpi2 ). Correspondingly, (4.16a)–(4.16d)
being strictly negative indicate that the strong (A3) condition is satisfied. The primary ben-
efit gained by the use of (4.16a)–(4.16d), is that one may uses these relations to easily
generate explicit, analytic expressions that allow for straight-forward verification of the (A3)
criterion for a general class of f . Such calculations will be the focus of the next section.
4.4 Examples
In this section, various examples of cost-functions will be analysed using (4.16a)–(4.16d) to
see if they do indeed satisfy the (A3w) or the (A3) condition. These examples include the
some of the cost-functions analysed in [TW06] and [MTW05] for the Euclidean case and are
encompassed by the general cost-function
c(x, y) = f (d(x, y)), (4.17)
where d(x, y) represents the geodesic distance between x and y with respect to the underlying
Riemannian manifold.
Remark: The forthcoming results will be conveyed with the understanding that they hold
for all d ∈ (0, Rpi2 ), unless otherwise indicated.
4.4.1 c(x, y) = 12d
2(x, y)
The first example consider is the cost-function that has been the most studied out of all
the possibilities encompassed by (4.17): c(x, y) = 12d
2(x, y). Indeed, this is the only cost-
function for which the stereographic formulation may be applied without any extraneous
geometric conditions, that serve to validate analysing the Optimal Transportation Problem
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in only one chart. This is due to the gradient estimate first proved in [McC01] for compact
Riemannian manifolds, which was then improved upon in the case of round sphere in [DL06].
To the author’s knowledge, there exists no such gradient bounds for the general cost-function
depicted in (4.17). This estimate will now be briefly reviewed, as it will also motivate points
of the discussion at the end of this chapter.
As was stated above, the scenario where c(x, y) = 12d
2(x, y) has been studied previously
in [McC01] in the context of Optimal Transportation on general Riemannian manifolds; and
it has been specifically analysed on the round sphere in both [Loe05] and [DL06]. In [McC01],
McCann studies gradient mappings defined on Riemannian manifolds, which are mappings
of the form
Gφ(m) := expm(∇mφ),
where φ is the associated gradient-potential of the mapping. McCann shows that such
maps are indeed optimal in the transportation of measures on Riemannian manifolds for
the cost-function c(x, y) = 12d
2(x, y). In addition to this, McCann also shows that if φ
is c-convex, then the length of it’s gradient can not exceed the diameter of the manifold.
Translating into the context of stereographic projections of round spheres, this means that
the transport vector defined in (4.8) is not necessarily bounded in the projected local chart,
but it is well-defined there. Delanoe¨ and Loeper improved this result on Sn by proving the
following gradient bound in [DL06]:
Theorem 4.4.1 [DL06]: Given φ : Sn 7→ R a c-convex function, such that∫
G−1φ (Sn)
(h ◦ Gφ) dVol =
∫
Sn
(h · ρ) dVol (4.18)
for some ρ ∈ L∞(Sn, dVol) with any h ∈ C0(Sn), where dVol stands for the canonical
Lebesgue measure on Sn, then the following estimate holds a.e.
|dφ| ≤ pi − 1
2pi
{
1
‖ρ‖
L∞(Sn)
[
nVol(Sn)
2 Vol(Sn−1)
]2}1/n
. (4.19)
Remark: Recalling that the notation remarked upon in Section 1.2, the expression in (4.18)
is often denoted as
Gφ# dVol = ρ dVol .
Theorem 4.4.1 correlates to the transportation vector p, as defined in (4.8), being
strictly bounded in the stereographically projected local chart. Thus, the assumption that
cut(Ω−) ∩ Ω+ = ∅ is not needed in the case where c(x, y) = 12d2(x, y). The possibility of
extending (4.19) to the general case of c(x, y) = f (d(x, y)), will be discussed at the end of
this chapter. The (A3) condition will now be analysed for the case when c(x, y) = 12d
2(x, y),
using the results of Section 4.3.
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Using (4.14), it is calculated that
P1(d) =
cos
(
R−1d
)
Rd sin (R−1d)
− 1
R2 sin2 (R−1d)
(4.20a)
P2(d) = − 2
d2
+
cos
(
R−1d
)
Rd sin (R−1d)
+
1
R2 sin2 (R−1d)
(4.20b)
P3(d) = −
cos
(
R−1d
)
Rd sin (R−1d)
− 1
R2 sin2 (R−1d)
+ 2
d cos
(
R−1d
)
R3 sin3 (R−1d)
(4.20c)
P4(d) =
8
d2
− 2 d cos
(
R−1d
)
R3 sin3 (R−1d)
− 3 cos
(
R−1d
)
Rd sin (R−1d)
− 3 1
R2 sin2 (R−1d)
. (4.20d)
As stated in Subsection 4.3.1, (4.20a)–(4.20d) are considered for d ∈ (0, Rpi2 ). First, the
limits as d → 0 are calculated to be
lim
d→0
P1(d) = − 2
3R2
, lim
d→0
P2(d) = 0, lim
d→0
P3(d) = 0, lim
d→0
P4(d) = 0.
Using these limits to analyse O1(d), O2(d), O3(d) and O4(d), it follows that
lim
d→0
D2plpkcxˆi xˆj (d)ξiξjηkηl = −
2
3R2
, ∀p ∈ Rn.
This confirms the result of Loeper presented at the end of [Loe05] for the case where R = 1.
Using (4.20a)–(4.20d), it is also calculated that
O′i(d) < 0, ∀d ∈
(
0,
Rpi
2
)
, ∀R > 0,
where i ∈ {1, 2, 3, 4}. Figure 4.2 below contains plots of both sets of functions Pi(d) and
Oi(d), in the case when R = 1.
O2(d)
O1(d)
O4(d)
O3(d)
−2
0
pi
2
d
pi
2
0
−1
d
P1(d)
P3(d)
P2(d)
P4(d)
Figure 4.2: Pi(d) and Oi(d) corresponding to c(x, y) =
1
2d
2(x, y) with R = 1
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With the above calculations, it has been shown that the (A3) condition is indeed satisfied
on the round sphere of any radius, for the cost of c(x, y) = 12d
2(x, y). As noted earlier, this
is in contrast to the Euclidean case where the cost-function c(x, y) = 12 |x−y |2 only satisfies
the (A3w) condition, as the (A3) term goes to 0 as y → x (see [MTW05, TW06]). This
contrast between the Euclidean and spherical cases indicates that the underlying geometry
(manifested through the cost-function) does indeed affect the local regularity of the Optimal
Transportation Problem.
4.4.2 c(x, y) = 2R2 sin2
(
d(x,y)
2R
)
If one were to consider the round sphere embedded in Rn+1 equipped with a Euclidean metric,
the cost-function of 2R2 sin2
(
1
2Rd(x, y)
)
is equivalent to the example studied in Subsection
4.4.1 with d(x, y) taken to being the geodesic distance of the Euclidean space into which
the sphere is embedded. This situation is depicted in Figure 4.3 on the next page.
Sn
x
R
θ
2
y
Rθ = d(x, y)
2R sin
`
θ
2
´
Figure 4.3: Chordal distance between points
Again, using the results of Subsubsection 4.3.1.2, it is calculated that
P1(d) =
1
R2
[
1− 2 cos2 ( d2R)] (4.21a)
P2(d) =
4 sin2
(
d
2R
)
cos2
(
d
2R
)
R2
[
1− 8 cos6 ( d2R)+ 12 cos4 ( d2R)− 6 cos2 ( d2R)] (4.21b)
P3(d) = 0 (4.21c)
P4(d) =
2 sin4
(
d
2R
)
cos2
(
d
2R
)
R2
[
8 cos6
(
d
2R
)− 12 cos4 ( d2R)+ 6 cos2 ( d2R)− 1] . (4.21d)
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From these relations, the following limits are calculated:
lim
d→0
P1(d) = − 1
R2
, lim
d→0
P2(d) = 0, lim
d→0
P3(d) = 0, lim
d→0
P4(d) = 0;
thus,
lim
d→0
D2plpkcxˆi xˆj (d)ξiξjηkηl = −
1
R2
, ∀p ∈ Rn. (4.22)
Finally, an elementary calculation using (4.21a)–(4.21d) in the definitions of Oi(d) yields
O′i(d) < 0 ∀d ∈
(
0,
Rpi
2
)
∀R > 0. (4.23)
Given the properties depicted in (4.22) and (4.23), it follows that this cost-function does
indeed satisfy the strong (A3) condition on the half-sphere. This is readily confirmed by the
plots of Pi(d) and Oi(d) in the case where R = 1, shown in Figure 4.4 below.
0
O1(d),O2(d)
O4(d)
d
O3(d)
pi
2
−2
−1
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−2
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1
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P1(d)
d
pi
2
P2(d)
Figure 4.4: Pi(d) and Oi(d) corresponding to c(x, y) = 2R
2 sin2
(
d(x,y)
2R
)
with R = 1
4.4.3 c(x, y) =
√
1− d2(x, y)
This example gives a demonstration as to just how important R scaling can be in affecting
the (A3) condition. This radial scaling dependence manifests itself through the limiting
behaviour of the orientation terms as d → 0. Using the general expression for Oi(d), one
readily calculates that
lim
d→0
Oi(d) =
2
3R2
− 1 for i ∈ {1, 2, 3, 4}.
Further calculation shows that for R >
√
2/3, and diam(Ω− ∪ Ω+) < 1, the (A3) con-
dition is satisfied. For R =
√
2/3, the (A3) condition is satisfied if dist(Ω−,Ω+) > 0 and
diam(Ω− ∪Ω+) < 1. If one only has that dist(Ω−,Ω+) ≥ 0 and diam(Ω− ∪Ω+) ≤ 1, then
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only the (A3w) condition is satisfied. In other cases where R ≥
√
2/3, the (A3) condition
will be violated.
If R <
√
2/3 and diam(Ω− ∪ Ω+) < 1 with dist(Ω−,Ω+) > h∗, where h∗ > 0 solves
P1(h
∗) = 0, then c(x, y) =
√
1− d2 satisfies the strong (A3) condition. This cost-function
will violate the (A3) condition in all other cases where R <
√
2/3.
4.4.4 c(x, y) = −
√
1− d2(x, y)
This example is closely related to the previous example, in that it also has a dependence on
the radial scaling of the round sphere. In particular, one has that
lim
d→0
Oi(d) = 1− 2
3R2
for i ∈ {1, 2, 3, 4}.
From this, it is observed that for R ≥
√
2/3, the (A3) condition will be violated at least for
some small values of d . Indeed, further calculation indicates that
Oi(d) ≥ 0 for i ∈ {1, 2, 3}, ∀d ∈ [0, 1],
for any R ≥
√
2/3, thus proving the (A3) condition will be violated in this case.
If R <
√
2/3 and diam(Ω− ∪ Ω+) < min{h∗, R, 1}, where h∗ > 0 solves P2(h∗) = 0,
then the strong (A3) condition will be satisfied. In all other cases where R <
√
2/3, the
(A3) condition will be violated.
4.4.5 c(x, y) =
√
1 + d2(x, y)
This example bears some resemblance to the previous one; but in this scenario, there is no
sign-symmetry broken by a variance in the radial scaling. Indeed, it is calculated that
lim
d→0
Oi(d) = − 2
3R2
− 1, for i ∈ {1, 2, 3, 4},
along with
O′i(d) ≤ 0, i ∈ {1, 2, 3, 4}.
In this scenario, the (A3) condition will be strongly satisfied for all values of R > 0.
4.4.6 c(x, y) = −
√
1 + d2(x, y)
In this example, it is calculated that
Oi(d) > 0, i ∈ {1, 2, 3, 4},
for any R > 0. Thus, the (A3) condition will always be violated for this cost-function.
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4.4.7 c(x, y) = ± 1mdm(x, y)
In this subsection, a generalisation of the example in Subsection 4.4.1 is considered:
c(x, y) = ±d
m
m
(x, y) m 6= 0, c(x, y) = ± log(d(x, y)) m = 0. (4.24)
Calculating as before, one finds the following:
O1(d) = ±
(m − 1)R sin (R−1d) cos (R−1d)− d
(m − 1)R2dm−1 sin2 (R−1d) (4.25a)
O2(d) = ∓
mR sin
(
R−1d
)− 2d cos (R−1d)
Rdm sin (R−1d)
(4.25b)
O3(d) = ∓
mR sin
(
R−1d
)− 2d cos (R−1d)
(m − 1)2R3dm−2 sin3 (R−1d) (4.25c)
O4(d) = ±
cos
(
R−1d
)
2(m − 1)2R3dm−3 sin3 (R−1d) ±
cos
(
R−1d
)
4Rdm−1 sin (R−1d)
∓ 6m − 5
4(m − 1)2R2dm−2 sin2 (R−1d) ±
m2 − 2m + 2
2(m − 1)dm −
(m − 2)2
4d2
. (4.25d)
From (4.25a)–(4.25d), the following series of observations can be made for various values
of m and sign on the cost-function depicted in (4.24).
4.4.7.1 (+), m < 0:
In this scenario, the R scaling has no effect on the (A3) results. From (4.25a)–(4.25d), the
following is calculated:
Pi(d) ≥ 0, for i ∈ {1, 2},
Pj(d) ≤ 0, for j ∈ {3, 4},
|P1(d)| ≥ |P3(d)|, (4.26)
for d ∈ (0, Rpi2 ). Analysing limits as y → x , it is observed that
lim
d→0
Pk(d) = 0, for k ∈ {1, 2, 3},
lim
d→0
P4(d) = −∞. (4.27)
From (4.26) and (4.27), it is thus concluded
Oi(d) ≥ 0, for i ∈ {1, 2, 3},
for d ∈ (0, Rpi2 ); that is, the (A3) condition does not hold in this scenario.
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4.4.7.2 (−), m < 0:
Although this case bears many similarities to the scenario depicted in Subsubsection 4.4.7.1,
it also has some notable differences. In particular, the radial scaling of the sphere does affect
whether or not the (A3) condition is satisfied. However, results that are true for all R > 0
will first be conveyed. Analysing the Pi(d) expressions, it is calculated that
Pi(d) ≤ 0, for i ∈ {1, 2},
P3(d) ≥ 0,
|P1(d)| ≥ |P3(d)|, (4.28)
for d ∈ (0, Rpi2 ) and ∀R > 0. To proceed, the limits as y → x are calculated:
lim
d→0
Pk(d) = 0, for k ∈ {1, 2, 3},
lim
d→0
P4(d) = −∞. (4.29)
From (4.28) and (4.29), one has the following:
Oi(d) ≤ 0, for i ∈ {1, 2, 3},
for d ∈ (0, Rpi2 ). So far, no mention has been made of the O4(d) expression in the current
analysis. This is due to the fact that this term can switch signs on the interval d ∈ (0, Rpi2 ),
which is a result of P4(d) becoming positive for some d > 0. (4.29) already shows that
O4(d) → −∞ as y → x ; and thus, it is known that there exists some constant M such
that d < M implies O4(d) < 0 by the continuity of O4(d). Thus, the analysis of the O4(d)
expression is reduced to analysing the equation
0 = −2d5 cos
(
d
R
)
+ (6m − 5)Rd4 sin
(
d
R
)
− (m − 1)2R2d3 sin2
(
d
R
)
cos
(
d
R
)
− 2(m − 1)(m2 − 2m + 2)R3d2 sin3
(
d
R
)
− (m − 1)2(m − 2)2R3dm sin3
(
d
R
)
; (4.30)
the right-hand side is simply the numerator of (4.25d). For m < 0 and d ∈ (0, Rpi2 ), the
fourth term on the right-hand side of (4.30) is the only positive term. If we consider d ∈ (0, 1]
and m < 0, it is observed that∣∣∣∣2(m − 1)(m2 − 2m + 2)R3d2 sin3( dR
)∣∣∣∣ ≤ ∣∣∣∣(m − 1)2(m − 2)2R3dm sin3( dR
)∣∣∣∣ , (4.31)
as (m − 1)2(m − 2)2 > 2(m − 1)(m2 − 2m + 2) for all values of m. Thus, by (4.29) and
(4.30) it is seen that O4(d) ≤ 0 for d ∈ [0, 1]. The actual value d∗ where O4(d∗) = 0 can
not be explicitly represented as (4.30) is a transcendental equation. This value of d∗ depends
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on both R and m. Even though an analytic representation of d∗ does not exist, it can be
calculated from (4.30) that
lim
m→−∞ d
∗ = 1, ∀R > 0. (4.32)
This can be seen from (4.30) by noticing the fourth term on the right-hand side dominates
all terms for large negative values of m and d > 1 and some R > 0 fixed. However, (4.31)
holds for all m < 0, R > 0 and d ≤ 1; thus, one can intuitively reconcile (4.32) from (4.31)
without resorting to a limit calculation. (4.32) represents the manifestation of the R scaling
dependency for this specific scenario. In particular, if R ≤ 2pi , the (A3w) condition will be
satisfied. This is true in the full-sphere case if R ≤ 1pi . Of course, this is not a sharp estimate;
but such restrictions on the radius of the sphere will ensure the (A3w) condition is satisfied
for any m < −2. Instead of restricting the radius of the sphere, an analogous restriction may
be employed on the source and target domains: diam(Ω− ∪ Ω+) ≤ 1. This will also ensure
that the (A3w) criterion is satisfied. In order for the strong (A3) condition to be satisfied,
one of the aforementioned restrictions is required plus the criterion that dist(Ω−,Ω+) > 0,
as
lim
d→0
Oi(d) = 0, for i ∈ {1, 2, 3},
which is a straight-forward consequence of (4.29).
As was already mentioned, the limit (4.32) only corresponds to a sufficient condition
on R for the (A3w) condition to be satisfied. The corresponding necessary condition on R
can indeed be calculated numerically for given values of m; but such a condition can not
be explicitly stated due to the transcendental nature of (4.30). However for a fixed R, this
scenario undergoes a bifurcation in the m parameter whereupon the (A3) condition will be
at least weakly satisfied for all R > 0. The value for m, that corresponds to this bifurcation,
depends on R and is again only able to be calculated numerically. One may analyse this
bifurcation point as R → ∞. Assuming R > 0 and d > 1 is such that dR << 1, the
right-hand side of (4.30) is approximated by
(−2m3 + 5m2 − 4)d5 + o (d7) .
By this approximation, it is seen that if m∗ < m < 0, where m∗ is defined as the the negative
root of the polynomial −2m3 + 5m2 − 4, then for an arbitrary fixed d ∈ (0, Rpi2 )
0 > lim
R→∞
[
−2d5 cos
(
d
R
)
+ (6m − 5)Rd4 sin
(
d
R
)
−(m − 1)2R2d3 sin2
(
d
R
)
cos
(
d
R
)
−2(m − 1)(m2 − 2m + 2)R3d2 sin3
(
d
R
)]
.
It can be calculated that
m∗ ≈ −.7807764064, (4.33)
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which is a numerical limit for the (A3), m-parameter bifurcation as R tends to infinity. This
is shown using elementary methods of calculus to conclude that for m > m∗, the first three
terms of (4.30) dominate the single positive fourth term on the right-hand side of (4.30).
Remark: It indeed does require the sum of all three of these terms to dominate this one
positive term in the O4(d) expression; thus, there is no simple asymptotic statement to
justify this behaviour outside of analysing the sign of the right-hand side of (4.30) and it’s
derivatives.
Again, (4.33) correlates to a limit of R tending to infinity. As R decreases, this bifurcation
will happen for a value of m < m∗. If R falls below the previously discussed bifurcation point
dependent on m (we recall this has to be greater than 2pi ), then the (A3) condition is at
least weakly satisfied. This combined with the previous statements regarding the bifurcation
point in the R parameter fills out the current spectrum of results regarding this scenario.
The results for this particular case are summarised as follows:
• If R > 2pi and m > m∗, the (A3w) condition is satisfied for any Ω− and Ω+ such that
cut(Ω−) ∩Ω+ = ∅.
• If R > 2pi and m < m∗, one must numerically check to see if (4.30) has real zeros
for d ∈ (0, Rpi2 ). If this is the case, the smallest positive root of (4.30) represents an
upper bound for the diameter of Ω− ∪Ω+ for the (A3w) condition to hold.
• If R ≤ 2pi the (A3w) condition will hold for any Ω− and Ω+ such that cut(Ω−)∩Ω+ = ∅.
All these conclusions can be strengthened to having the (A3) condition satisfied, provided
dist(Ω−,Ω+) > 0.
4.4.7.3 (+), m = 0:
This, scenario is exactly the same as the case studied in Subsubsection 4.4.7.1, except that
lim
d→0
P1(d) = 2, ∀R > 0,
which is calculated from (4.25a). Thus, the (A3) condition will not be satisfied in this case.
4.4.7.4 (−), m = 0:
Straight-forward calculations from (4.25a)–(4.25d) indicate that
Oi(d) < 0, for i ∈ {1, 4},
Oj(d) ≤ 0, for j ∈ {2, 3},
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for d ∈ (0, Rpi2 ). Indeed, analysing limits, it can be ascertained that that
lim
d→0
Oi(d) = −2, for i ∈ {1, 2, 3},
lim
d→0
O4(d) = −∞
and
lim
d→Rpi
2
Oi(d) = 0, for i ∈ {2, 3}
lim
d→Rpi
2
Oj(d) < 0, for i ∈ {1, 4}.
These results are true for all values of R > 0. Thus the (A3w) condition is satisfied inde-
pendent of the radial scaling of the round sphere. To have the (A3) condition be satisfied,
it is required that dist(cut Ω−,Ω+) > 0.
4.4.7.5 (+), 0 < m < 1
As with the cases where m < 0, the scenarios for when m > 0 also have a complex struc-
ture in that both the varying of R and m have bifurcations in all of the terms Oi(d) for
i ∈ {1, 2, 3, 4}. The following exposition will be less explicit as compared to the m < 0
cases, as the analysis is extremely similar to examples already presented in this section.
In this case the (A3) condition will be violated for all values of R > 0, except in a very
special situation. First, one can easily verify that O1(d) > 0 for d ∈
[
0, Rpi2
)
; but there are
values of 0 < m < 1, R > 0 and d such that Oj(d) < 0. Specifically, for m > m
∗ and any
value of R > 0, one has the (A3) condition being satisfied on S2 provided dist(Ω−,Ω+) > h∗,
where h∗ represents the second positive root of the equation O4(d) = 0. m∗ is the root of
the equation
lim
R→∞
O4
(
Rpi
2
)
= 0, (4.35)
and is approximately .806. If R / .071, then h∗ is determined by the smallest positive root
of O2(d) = 0 which is equivalent to the equation O3(d) = 0.
Remarks:
(1) It should be noted that O4(d) has a parameter dependence on m for cost-functions of
the form c(x, y) = ± 1mdm(x, y). With this, it is clear what is meant by m∗ being the
root of (4.35).
(2) This is one of the special cases where the dimensionality of Sn has an affect on the
(A3) condition. Indeed, for n > 2, one must have O1(d) less than zero, which is not
the case in the current scenario. However, for n = 2 the O1(d) is not considered, as it
is clearly not possible to have a transport vector orthogonal to both arbitrary vectors
η and ξ with η ⊥ ξ in a two dimensional space.
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4.4.7.6 (+), 1 < m < 2
In this case,
Oi(d) < 0, for i ∈ {1, 4};
and O2(d) and O3(d) are monotone decreasing with
lim
d→0
Oj(d) =∞, for j ∈ {2, 3}.
It can be calculated that for this scenario there exists h∗ ∈ (0, Rpi2 ) such that O2(h∗) =
O3(h
∗) = 0. Thus, h∗ represents the minimal distance separation between Ω− and Ω+ for
the strong (A3) condition to be satisfied in this particular case. This conclusion is independent
of radial scaling.
4.4.7.7 (+), 2 < m <∞
In this case, one has that
Oi(d) < 0, for i ∈ {2, 3},
and O2(d) and O3(d) are monotone decreasing with
lim
d→0
Oj(d) =∞, for j ∈ {1, 4}.
The strong (A3) condition will be satisfied in this case if dist(Ω−,Ω+) > h∗, where h∗ is
defined by the equation O4(h
∗) = 0 (there is only one root of this equation in the interval(
0, Rpi2
)
). It is a straight-forward calculation to see that h∗ ∈ (0, Rpi2 ). The results of this
scenario are invariant under radial scaling.
4.4.7.8 (−), 0 < m < 1
Unlike the case for m < 0, a change in sign is not necessarily tantamount to violation of the
(A3) condition. Here one has that
Oi(d) < 0, for i ∈ {1, 4}
and
Oj(0) < 0, O
′
j(d) > 0, for j ∈ {2, 3}.
It is calculated that there exists a h∗ ∈ (0, Rpi2 ) such that O2(h∗) = O3(h∗) = 0. Thus, if
diam(Ω− ∪Ω+) < h∗, then the (A3) condition holds.
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4.4.7.9 (−), 1 < m < 2
In this case, it is calculated that
O1(d) > 0,
Oj(0) < 0, O
′
j(d) > 0, for j ∈ {2, 3, 4},
for all d ∈ (0, Rpi2 ) and R > 0. Thus, the (A3) condition will not hold for this cost-function
on Sn for n > 2. On S2 however, there exists h∗ ∈ (0, Rpi2 ) such that O4(h∗) = 0. Moreover,
if diam(Ω− ∪Ω+) < h∗, then the (A3) condition will be strongly satisfied on S2.
4.4.7.10 (−), 2 ≤ m <∞
Here the (A3) condition can not be satisfied for any R > 0 with 2 ≤ m < ∞, as it is
calculated that
Oi(d) > 0, for i ∈ {2, 3},
for all d ∈ (0, Rpi2 ).
4.4.7.11 Remarks on the c(x, y) = ± 1
m
dm(x, y) Example
This concludes a particularly long example that demonstrates the use of Lemma 4.3.1. The
complex structure that correlates to the above set of scenarios is due to the fact that one
must analyse four different expressions for various orientations of ξ ⊥ η relative to the
transport vector p, while varying two different parameters: the exponent m and the radius
of the round sphere R. It has been demonstrated in this example that bifurcations in the
(A3) behaviour happen relative to both these parameters for different orientation vectors,
thus resulting in a large group of scenarios and corresponding results.
4.4.8 Final Remarks on Examples
Through the presented examples, it has been shown that the tie between regularity of Optimal
Transportation potentials and geometry is complex indeed. Loeper showed in [Loe05] how
the (A3) condition related to cross-sectional curvatures on a manifold; specifically, curvature
can have implications toward the (A3) criterion in the limit as d → 0. In the examples of
this section, it has been shown that curvature can also affect the result of the (A3) criterion
as d → diam(Sn) in a very explicit, albeit non-intrinsic way. It has also been shown that
the underlying topology can also affect the outcome of the (A3) criterion of cost-functions;
that is, some costs satisfy the (A3) condition on S2 but not on spheres of higher dimension.
This link between geometry and regularity in Optimal Transportation is becoming the focus
of intense research efforts by many researchers in both geometry and partial differential
equations.
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4.5 Conclusions
4.5.1 Geometric Implications
In this chapter, results have been presented correlating to the verification of the (A3) con-
dition on round spheres with cost-functions of the form
c(x, y) = f (d(x, y)). (4.36)
The full generality of (4.36) has been able to be studied at the expense of utilising an in-
herently non-intrinsic approach in the current set of calculations. However, the use of the
stereographic projection as the centrepiece of the analysis presented in this chapter is uniquely
powerful in the context of round spheres for two main reasons. First, the stereographic for-
mulation is rotationally invariant on Sn; indeed, the analysis in this chapter was carried out
on a arbitrary fixed x ∈ Sn against a variable Optimal Transportation target y . The second
(and most important) simplification the stereographic formulation affords is the ability to
explicitly represent the geodesic distance between two points on a sphere in terms of our
projected coordinates; that is, (4.4) is valid as a representation of the geodesic distance be-
tween points x, y ∈ Sn in terms of our projected coordinates xˆ , yˆ ∈ Rn. Such an explicit and
technically manageable representation of geodesic distance on a general Riemannian manifold
is rare in any coordinate system on may choose for a chart on that manifold. Indeed, to the
author’s knowledge, representations of geodesic distances on even an ellipsoid result in the
necessity to use highly esoteric special functions based on implicit or integral representations.
As the (A3) analysis in this chapter reduces to the analysis of covariant derivatives of
f (d(xˆ , yˆ)), nothing can be calculated without an explicit representation of geodesic distance.
Thus, given the above comments, it is computationally difficult to extend the methods in
this chapter to other Riemannian manifolds beyond that of the round sphere.
As eluded to in Section 4.1 and Subsection 4.4.1, verification of the (A3) criterion is only
one part to proving the regularity of potential functions associated with certain costs. The
other part of proving regularity lies in the existence of gradient estimates analogous to those
presented in Theorem 4.4.1, for cost-functions other than 12d
2(x, y). To circumvent this,
the assumption that cut(Ω−)∩Ω+ = ∅ has been made throughout the chapter. Without this
assumption or a gradient estimate, the stereographic formulation becomes invalid as a point
may be mapped to it’s cut-locus on the sphere; and thus, move outside of the chart where
the analysis was performed. In the case where f ′(d) < 0, one can not escape the assumption
that cut(Ω−) ∩Ω+ = ∅ in the stereographic formulation. In this situation, one only need to
consider a case where cut(Ω−) = Ω+ to observe that the optimal mapping correlates to a
mapping that takes every point in x ∈ Ω− and maps it to that point’s particular cut-locus.
Thus, to analyse cases where f ′(d) < 0 free from the assumption that cut(Ω−) ∩ Ω+ = ∅,
requires the use of geometrically intrinsic methods. As for the cases where f ′(d) > 0, it is
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possible that analogies to Theorem 4.4.1 exist given the variational nature of the Optimal
Transportation Problem. Indeed, the author suspects that such gradient bounds exist, given
the close representation of optimal solutions presented in [McC01] for costs of the form
c(x, y) =
∫ d(x,y)
0
λ(t) dt,
to the gradient maps discussed earlier in this chapter. It may be possible to modify the
intrinsic arguments presented in [DL06] to these slight generalisations of gradient mappings
under the restriction that f ′(d) > 0. This research is one possibility to further the results
presented here.
4.5.2 Further Studies
Outside of the remarks of the previous subsection, there are other avenues of research that
are possible to pursue stemming from this thesis.
First, there is the possibility of analogising the stereographic analysis of this chapter to
other manifolds beyond the construction of a round sphere. The application of the calcu-
lations in this chapter to a completely general classes of manifolds will not be possible, as
the stereographic analysis presented is dependent on the explicit representation of geodesic
distance on the sphere. However, going off the importance that symmetry and the explicit
geodesic distance representation both played in these calculations, it seems that Lie Groups
would the next place to look in efforts to extend the stereographic formulation of the (A3)
condition. Not only do Lie Groups have strong symmetry properties, they also have the
right curvature conditions to indicate that the (A3) condition should be at least satisfied for
c(x, y) = 12d
2(x, y). Indeed, the sectional curvature of a Lie Group can be represented as
R(X, Y ) =
1
4
‖[X, Y ]‖2 , (4.37)
where [X, Y ] is the Lie Bracket of left-invariant vector fields X and Y on the Lie Group (see
[dC92, Ch. 4, Exercise 1]). This combined with the theory presented by Loeper in [Loe05],
makes it reasonable to think that at least the (A3w) condition will be satisfied (in at least
some bounded domain) given the results known for c(x, y) = 12d
2(x, y) on both the round
sphere and the Euclidean case. If attention is further restricted to Lie Groups where
C < ‖[X, Y ]‖2 ≤ 4C, (4.38)
holds everywhere for some arbitrary constant C, it is then ascertained, via the Sphere The-
orem (see [dC92, Chapter 13]), that the Lie Group is then homeomorphic to a sphere and
thus compact. Thus, the gradient estimates of McCann presented in [McC01] can be ap-
plied in this scenario. Of course, strong gradient bounds can possibly be proven for certain
Lie Groups; but this argument gives a strong indication that Lie Group structures would
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be a good place to look to apply the non-intrinsic techniques presented here. Beyond Lie
Groups, it difficult to see applying the current techniques outside the context of very specific
manifolds due to few explicit representations of geodesic distances corresponding to arbitrary
metrics.
Lastly, the variation of parameters for certain classes of cost-functions lead to com-
plex behaviour through bifurcations of the orientation terms defined earlier in Subsubsection
4.3.1.2. Given the transcendental nature of these bifurcation points, it would be interesting
to run numerical analyses on various families of costs using the stereographic formulation to
ascertain visualisations of the various parameter bifurcations that occur.
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