The Greeks are the derivatives (also known as sensitivities) of the option prices with respect to market parameters. They play an important role in financial risk management. Among many Monte Carlo methods of estimating the Greeks, the classical pathwise method requires only the pathwise information that is directly observable from simulation and is generally easier to implement than many other methods. However, the classical pathwise method is generally not applicable to the Greeks of options with discontinuous payoffs and the second-order Greeks. In this paper, we generalize the classical pathwise method to allow discontinuity in the payoffs. We show how to apply the new pathwise method to the first-and second-order Greeks and propose kernel estimators that require little analytical efforts and are very easy to implement. The numerical results show that our estimators work well for practical problems.
Introduction
In financial risk management, the Greeks are the derivatives (also known as sensitivities) of the option prices with respect to market parameters. For instance, the first-order derivatives with respect to the price and volatility of the underlying are called delta and vega, respectively, and the second-order derivative with respect to the price of the underlying is called gamma. The Greeks play an important role in financial risk management. Each of the Greeks measures a different dimension of the market risk in an option position, and traders manage the Greeks so that all risks are acceptable (Hull 2006) . They are important in hedging. For instance, delta indicates the number of units of the underlying security to hold in the hedged portfolio, and gamma is used to determine the optimal time interval required for rebalancing a hedge under transaction costs (Broadie and Glasserman 1996) . As pointed out by Glasserman (2004, p. 377) , "whereas the [option] prices themselves can often be observed in the market, their sensitivities cannot, so accurate calculation of sensitivities is arguably even more important than calculation of prices." In this paper we consider how to calculate the Greeks using Monte Carlo simulation.
The price of an option can be written as an expectation of the discounted payoff of the option, where the price dynamics of the underlying is modeled as a stochastic process under the risk-neutral measure (Chen and Hong 2007) . Then the Greeks are the derivatives of the expectation with respect to the parameters of the stochastic process. In the literature several derivative-estimation methods can be applied to estimate the Greeks, including finite-difference approximations, the classical pathwise method, 1 the likelihood ratio (LR) method, the weak derivative (WD) method, and the Malliavin calculus method. For comprehensive reviews, readers are referred to Glasserman (2004) , Fu (2006) , and Asmussen and Glynn (2007) .
Finite-difference approximations are easy to implement, but they require simulating at multiple values, and they typically lead to estimators that have large mean-squared errors (Glasserman 2004) . The classical pathwise method (see, e.g., Cao 1983, and Broadie and Glasserman 1996) often has the best performance among all methods when it is applicable, whereas its major limitation lies in that it is not applicable to options with discontinuous payoffs and the second-order Greeks. The LR method (see, e.g., Glynn 1987, and Broadie and Glasserman 1996) can handle options with discontinuous payoffs, although its drawbacks include that it often has a large variance and that it requires knowing the densities of the underlying price dynamics. The WD method (see Pflug 1988, and Pflug and Weisshaupt 2005) can also handle options with discontinuous payoffs, although a significant drawback is its requirement of many resimulations, which limits its practical use. The Malliavin calculus method (see, e.g., Bernis et al. 2003, and Glasserman 2007 ) is essentially a combination of the classical pathwise method and the LR method, although its popularity is limited by its requirement of the heavy machinery of Malliavin calculus.
In general, the classical pathwise method is easy to implement and has a small variance, and hence is more preferable than other methods. However, it is not applicable to options with discontinuous payoffs, which significantly limits its applicability. To overcome this difficulty, Fu and Hu (1997) suggested conditioning on certain random variables to smooth the discontinuous payoffs, which is called smoothed perturbation analysis (SPA). Early work related to SPA includes Gong and Ho (1987) , and readers are referred to Asmussen and Glynn (2007) for a recent overview. However, SPA requires finding the appropriate random variables on which to condition, and it may be difficult to implement in practice.
In this paper, we circumvent the difficulty of discontinuous payoffs from another aspect. By extending the results in Hong (2009) and Hong and Liu (2010) , we first convert the Greek into the sum of an ordinary expectation and a derivative with respect to an auxiliary parameter. We then estimate the expectation and the derivative by a sample mean and a kernel estimator, respectively. The kernel method has been studied extensively in the literature of nonparametric regression, and readers are referred to Bosq (1998) for a comprehensive overview. Recently, the kernel method has also been used by Elie et al. (2007) to study Greek estimation on a different focus. Whereas we employ the kernel method to extend the classical pathwise method to options with discontinuous payoffs and the second-order Greeks, they employ the kernel method to extend the LR method to cases where densities of the price dynamics are not explicitly known. To do so, they first randomize the parameter by introducing a priori distribution. They then use the kernel method to estimate score functions of the LR method and devise a simpler estimator by integration by parts argument.
To summarize, our contributions are twofold. First, we generalize the classical pathwise method to allow discontinuity in the payoffs. Second, we devise kernel estimators for both first-and second-order Greeks. Implementation of the proposed estimators is very easy and requires only the pathwise derivatives, which are usually readily computable from simulation. We run numerical tests on two options, including an Asian digital option and a barrier option. We further apply our approach to estimate price sensitivities of portfolio credit derivatives. The examples show that the proposed estimators have good performances.
The rest of the paper is organized as follows: The kernel estimation, discussions on technical details, and examples are discussed in § §2 and 3 for the first-and second-order Greeks, respectively. We report the numerical results in §4.
Extension of our approach to sensitivity analysis of portfolio credit derivatives is provided in §5, followed by the conclusions in §6. Some lengthy proofs and discussions are in the appendix and the electronic companion. The electronic companion is part of the online version that can be found at http://or.journal.informs.org/.
The First-Order Greeks
Let S t denote the price dynamics of the underlyings at time t 0 under the risk-neutral measure. Let 0 = t 0 < t 1 < · · · < t k = T be the time points between time 0 and time T . When we simulate S t , we often discretize the process and simulate it at t i , i = 1 k (Glasserman 2004 ). For simplicity of the notation, we let S i denote S t i for all i = 1 2 k, and let S = S 1 S k T . Throughout the paper we are interested in an option whose discounted payoff function can be written as f S = g S · 1 h S 0 , where g and h are differentiable functions. Here g S is the discounted cash flow of the option if it is exercised, and h S 0 defines the exercising condition. Sometimes, the exercising condition may be complicated and involve several individual conditions, i.e.,
h m S , then we can still write f S in the form of f S = g S · 1 h S 0 . For instance, the discounted payoff function of an up-and-out barrier call option can be written as f S = e −rT S k − K · 1 S k K · 1 max S 1 S k U , where r is the risk-free borrowing rate, K is the strike price and U is the barrier. Then, we may write g S = e −rT S k − K and h S = min S k − K U − max S 1 S k . Let p = E f S , where the expectation is taken with respect to the risk-neutral measure. Then, p is the price of the option.
Note that S may depend on some market parameters, e.g., the initial price S 0 , price volatility , and risk-free borrowing rate r. Without loss of generality, we let denote the parameter in which we are interested and assume that is one dimensional and ∈ where is an open set. If is multidimensional, we may treat each dimension as a one-dimensional parameter while fixing other dimensions constants. Because S is a random vector that depends on , p = E f S is also a function of . We denote it as p . Then, p = dp /d is the Greek with respect to . For instance, p is known as delta if = S 0 , vega if = , and rho if = r. In this section, we show how to develop a general scheme to estimate p . In the later exposition of the paper, for notational simplicity we suppress the dependence of S on when there is no confusion.
Kernel Estimation
To derive kernel estimators for first-order Greeks, we need to use a result that is summarized in the following theorem, whose proof is provided in the appendix. We defer the discussions of the theorem and its assumptions until the next subsection. 
The critical value of Equation (1) is that it converts p , which is a derivative with respect to , to a sum of an ordinary expectation and a derivative with respect to y. Note that the derivative with respect to y is much easier to handle than the derivative with respect to , because y is not a part of the simulation that generates g S and h S . Therefore, we can use the finite-difference approximations to estimate the derivative without running simulations at multiple input values, which is one of the most significant drawbacks of the typical finite-difference approximations.
Specifically, the second term on the right-hand side of Equation (1) can be estimated by the finite-difference method, which is based on the following relationship:
This motivates the use of the kernel method, which is a generalization of the finite-difference method. A kernel Z is a symmetric density such that uZ u → 0 as u → and Bosq 1998) . For instance, the standard normal density function is a widely used kernel. Then by Bosq (1998) , we have
When Z u = 1 −1/2 u 1/2 , which is the density of a uniform −1/2 1/2 distribution and is known as a uniform kernel, the right-hand sides of Equations (2) and (3) are the same. Therefore, the finite-difference method we developed is a special case of the kernel method with a uniform kernel. In this paper, we suggest using a smooth kernel, e.g., the standard normal density, instead of a uniform kernel, because the estimator is more robust with a smooth kernel (Bosq 1998) . There is another approach 3 to explain Theorem 1 and Equation (3). Let F u = u − Z v dv. Then, F u is the cumulative distribution function of the random variable whose density is the kernel function Z u . Note that 1 x 0 = lim →0 F x/ almost everywhere when > 0. Then,
Suppose that we can interchange the differentiation and limit (which may be difficult to verify),
Note that the second term on the right-hand side of Equation (4) is the same as the right-hand side of Equation (3). Then, by Equation (3), we arrive at the same conclusion as in Theorem 1. Let g l h l g l h l denote the lth independent observation of g S h S g S h S , l = 1 2 n, obtained from a simulation. Based on Equation (1), we propose the following estimator of p ,
where n > 0 is called a bandwidth parameter in the kernel estimation. Our kernel estimation method can be viewed as a generalization of the classical pathwise method, because it uses only the observations of g S h S g S h S that can be obtained directly from the simulated sample paths. It is unlike the likelihood ratio method or the weak derivative method, where the explicit form of the density needs to be used to compute the estimators. Therefore, it is as simple to implement in practice as the classical pathwise method.
Essentially, the proposed kernel method is a combination of the classical pathwise method and the kernelsmoothing technique. From this perspective, the proposed method is closely related to SPA that uses conditional Monte Carlo as a smoothing technique rather than kernel smoothing. Although kernel smoothing produces biased estimators whereas conditional Monte Carlo produces unbiased ones, kernel smoothing has an attractive advantage that it is far easier to implement than conditional Monte Carlo. Furthermore, as pointed out in the later discussions, both Assumptions 1 and 2 are typically satisfied in practice. Therefore, G n is much more broadly applicable than classical pathwise estimators and SPA estimators.
The asymptotic properties of G n are standard in the literature of the kernel method (e.g., Bosq 1998). For completeness of the paper, we prove in the electronic companion that G n is a consistent estimator and follows a central limit theorem if n → 0 and n n → as n → , and the optimal rate of convergence of the estimator is n −2/5 and it is achieved when n = cn −1/5 for some constant c > 0. Furthermore, in the electronic companion, we also provide a procedure on how to select n based on a pilot simulation run.
Discussions
This subsection is devoted to the discussions of Assumptions 1 and 2, and the connections between Theorem 1 and some other results in the literature.
Assumption 1 in Theorem 1 is a typical assumption in the pathwise sensitivity estimation. Note that when S follows commonly used models of price dynamics, S is continuously differentiable and S + − S K S for some random variable K S (Broadie and Glasserman 1996) , where · denotes the Euclidean norm. Therefore, to satisfy Assumption 1, we need that g and h are Lipschitz continuous and differentiable almost everywhere (a.e.). For most financial options, if not all of them, g and h are Lipschitz continuous and differentiable a.e. Even when h · = min h 1 · h m · , h is Lipschitz continuous and differentiable a.e., if h 1 ,…,h m are Lipschitz continuous and differentiable a.e. Therefore, Assumption 1 is typically satisfied in practice.
Assumption 2 is critical to the development of our method. Let f S s denote the density of S . We propose the following lemma to verify the assumption. The proof of the lemma is provided in the appendix. Note that the conditions of Lemma 1 are typical conditions for the likelihood ratio method to be applicable to estimating dE g S /d or p (see, e.g., Asmussen and Glynn 2007 and L'Ecuyer 1991) . As pointed out by Broadie and Glasserman (1996) , these conditions are typically satisfied in the context of estimating the Greeks. Therefore, Lemma 1 shows that Assumption 2 is typically satisfied in practice.
Theorem 1 generalizes several results in the literature. For instance, we may let h S = R where R is a uniform 0 1 random number. Then, h S 0 w.p.1 and h S = 0. By Equation (1),
which is the conclusion of the classical pathwise method of Broadie and Glasserman (1996) . If we let g S = 1, then g S = 0, and by Equation (1),
which is a result of the probability sensitivity derived in Hong and Liu (2010) . Furthermore, if we take one step further from Theorem 1, we may express the first-order Greek p in terms of densities and conditional expectations. To be specific, we let f h denote the density of h S . If
Here the requirement that y is continuous at y = 0 will not impose any practical obstacle on the result. Note that both the density and conditional expectation are defined by integrations (Durrett 2005) . Then, mathematically y can take any arbitrary value at y = 0 because h S = 0 is a probability-zero event. Therefore, we need to assume that it is continuous in order to prove Equation (6). By Assumption 2, we can see that y E g S h S · 1 h S y is continuous at y = 0, because from the way of showing Equation (1) we actually have
where both terms in the right-hand side of the above equation are continuous at y = 0. We may define y = y E g S h S · 1 h S y in a neighborhood of y = 0. Then, y is continuous and y = y a.e. in the neighborhood of y = 0. For practically used definitions of the density and conditional expectation, y is typically the same as y . Then, y is continuous at y = 0, and hence Equation (6) holds.
Examples
We use two examples to illustrate how to apply Theorem 1 and the kernel estimator G n to estimate the first-order Greeks of options with discontinuous payoffs.
Asian Digital Option. The payoff function of an Asian digital option can be written as
−rT and h S = S − K. It is easy to verify Assumptions 1 and 2 if S follows a commonly used model of price dynamics, e.g., a geometric Brownian motion. Suppose that we are interested in estimating delta, i.e., dp/dS 0 . By Theorem 1, dp
We apply the estimator G n of Equation (5) to estimate delta:
2.3.2. Up-and-Out Barrier Call Option. We consider an up-and-out barrier call option whose discounted payoff function can be written as
If S is Lipschitz continuous in , thenŠ is also Lipschitz continuous in . Therefore, Assumptions 1 and 2 can be easily verified if S follows a commonly used model of price dynamics, e.g., a geometric Brownian motion.
Suppose that we are interested in estimating delta, i.e., dp/dS 0 . Then by Theorem 1, we can derive that dp dS
For details of the derivation, interested readers are referred to §A.4 of the appendix. We apply the estimator G n of Equation (5) to estimate delta:
The Second-Order Greeks
In this section, we consider the second-order Greeks of options with discontinuous payoffs. Because secondorder Greeks are essentially second-order derivatives of the option price, they may involve two market parameters 1 and 2 on which S may depend. We abuse the notation defined in §2 to denote an open set in the 2 space, and assume that 1 2 ∈ . In this case, we write p 1 2 = E f S to denote the option price, and we are interested in estimating 2 1 p 1 2 .
Kernel Estimation
To derive kernel estimators for the second-order Greeks, we need to use a result that is summarized in the following theorem, whose proof is provided in the appendix. We defer the discussions of the theorem and its assumptions until the next subsection. 
Remark 1. For commonly used second-order Greek gamma, i.e., 1 = 2 = S 0 , we may simplify the notation and have
As shown in the previous section, the second term on the right-hand side of Equation (8) can be estimated by the kernel method. Hence, to estimate 2 1 p 1 2 , a major difficulty is how to estimate the third terms on the righthand side of Equation (8). Note that similar to the previous analysis,
where Z is a smooth kernel. Intuitively, by differentiating in y on both sides of the above equation and then letting y = 0, we have
where Z · denotes the derivative of Z · . Therefore, we may propose a kernel estimator for the third term on the right-hand side of Equation (8 
where n > 0 and n > 0 are the bandwidth parameters of the kernel estimation. The asymptotic properties of H n are standard in the literature of kernel estimation (see, e.g., Bosq 1998). For completeness of the paper, we prove in the electronic companion that H n is a consistent estimator and follows a central limit theorem if n → 0, n → 0, n n → , and n 3 n → as n → ; and the optimal rate of convergence of the estimator is n −2/7 , and it is achieved when n = c 1 n −1/5 and n = c 2 n −1/7 for some constants c 1 c 2 > 0. Furthermore, in the electronic companion we also provide a procedure on how to select n and n based on a pilot simulation run.
Discussions
This subsection is devoted to the discussions of the technical details related to Theorem 2.
Assumption 3 in Theorem 2 is a typical assumption in estimating Greeks. It can often be checked. However, generally Assumption 3 may not hold in practice. For instance, when g S =Š = max S 1 S k , there may not exist a random variable L g with finite fourth moment such that
Remark 2. When g S and h S involve only S T or S, Assumption 3 generally holds. However, when g S and h S involve maxima or minima such asŠ = max S 1 S k andŜ = min S 1 S k , Assumption 3 does not hold, except in some special cases, e.g., when 1 = 2 = S 0 and S t follows a linear model of S 0 , i.e., S t = S 0 · A t + D t , where A t and D t are two stochastic processes that are independent of S 0 .
Assumption 4 is critical to the analysis of secondorder Greeks. Let f S 1 2 s denote the density function of S 1 2 . We propose the following lemma to verify the assumption. The proof of the lemma is similar to that of Lemma 1 and is hence omitted. Note that the conditions of Lemma 2 are typical conditions for the likelihood ratio method to be applicable to estimating 2 1 E g S or 2 1 p 1 2 (see, e.g., Asmussen and Glynn 2007 and L'Ecuyer 1991) . As pointed out by Broadie and Glasserman (1996) and Glasserman (2004) , these conditions are typically satisfied in the context of estimating the Greeks. Therefore, Lemma 2 shows that Assumption 4 is typically satisfied in practice.
Furthermore, if we take one step further from Theorem 2, we may express the second-order Greek 
Examples
We consider again the examples in §2.3 to illustrate how to apply Theorem 2 and the kernel estimator H n to estimate the second-order Greeks of options with discontinuous payoffs.
3.3.1. Asian Digital Option. For the Asian digital option considered in §2.3.1, g S = e −rT and h S = S −K. It is easy to verify Assumptions 3 and 4 if S t follows a commonly used model of price dynamics. Suppose that we are interested in estimating gamma, i.e., d 2 p/dS 2 0 . By Theorem 2,
We apply the estimator H n of Equation (9) to estimate gamma: −rT · S k − K and h S = min S k − K U −Š . Suppose that we are interested in estimating gamma, i.e., 1 = 2 = S 0 . Note that generally S 0 h S is not Lipschitz continuous in S 0 , and hence Assumption 3 does not hold in general. Therefore, in general Theorem 2 is not directly applicable to the second-order Greeks of barrier options.
However, this problem can be resolved when S t follows a linear model of S 0 , e.g., a geometric Brownian motion. By using Theorem 2 we can show that 
Numerical Experiments
To illustrate the performance of the proposed approach ( G n in Equation (5) and H n in Equation (9) for first-and second-order Greeks, respectively), we consider the examples in §2.3, including the Asian digital option and the barrier option. For the Asian digital option, existing method including SPA, the LR method and the WD method can also be applied, and numerical results suggest that our approach is significantly better than the existing methods. For the barrier option, it is not clear how to apply SPA. We show that our approach may outperform the LR and WD methods in many scenarios. In all the examples, the standard normal density is used as the kernel function Z, and n and n are selected by running a pilot simulation 4 according to the procedure as provided in the electronic companion. Results reported are based on 1,000 independent replications.
Asian Digital Option
Consider an Asian digital option introduced in §2.3.1. Without loss of generality we assume that the discretization points are evenly spaced, and let = T /k denote the time interval. We suppose that S t follows an Ornstein-Uhlenbeck process, i.e., the price dynamics can be simulated exactly using S i+1 = S i e −b + 1−e −b + 1−e −2b / 2b ·Z i+1 , for i = 0 1 k−1, where b, , and are mean reversion rate, mean, and volatility, respectively, and Z 1 Z k are independent standard normal random variables.
For this example, analytical price formulas of the Asian digital option and its Greeks can be derived, and hence the exact values of the Greeks can be calculated. In Table 1 we list the exact values of the Greeks for different number of time steps (k) when r = 5%, = 30%, b = 0 2, = 98, S 0 = 100, K = 100, and T = 1. Then the performance of the proposed method can be evaluated by comparing the proposed estimators to their exact values. SPA and the LR method can also be applied to this example. An SPA estimator of the first-order Greek can be derived by conditioning on S 1 S k−1 , i.e.,
1−e −2b / 2b , and and denote the distribution function and density of the standard normal distribution, respectively. Furthermore, note that Y / S 0 is independent of S 0 . Then an SPA estimator of gamma can also be derived based on
The LR method can also be applied because the transition density from S i to S i+1 can be derived. We omit the derivation of the LR estimators here, because it is standard. The WD method can also be applied. Interested readers are referred to the electronic companion for detailed derivation. However, it may require many additional simulations (e.g., up to 3k additional simulations 5 in this example). When the number of discretization steps k is relatively large, it may not be practical to apply the WD method.
To compare the performance of our approach to those of other methods, we use the estimated relative root meansquared error (RRMSE) as a benchmark, which measures the percentage of the root mean-squared error to the absolute value of the quantity being estimated.
We vary k to examine the effect of the number of discretization steps on the estimation, and we vary the sample size n to examine the convergence of the estimators. RRMSEs of our pathwise approach (PW), SPA, the LR and WD methods are reported in Table 2 . For delta and gamma, the WD method sometimes has smaller error than our approach. However, the WD method requires one and three additional simulations for delta and gamma, respectively, where the number in the bracket right after WD indicates how many additional simulations are required. Then in terms of efficiency, our approach outperforms the WD method. For vega and theta, the WD approach has larger errors and requires k and 3k additional simulations, respectively, and our approach is significantly better.
From the table we can also see that our approach is significantly better than SPA and the LR method, especially when k is large. The performance of our approach is stable with respect to the change of k, whereas the performances of SPA and the LR method become worse as k increases. By comparing the results for different n, we can also see that SPA and the LR method have faster convergence rates than our approach, which coincides with our analytical Table 3 .
Approximately exact values of the Greeks of the barrier option. result that convergence rate of our approach is n n for the first-order Greeks and n 3 n for the second-order Greeks, whereas that of SPA and the LR method is √ n. However, even when n is as large as 10 5 , our approach is still better than or comparable to SPA and the LR method. From the table we can also see that SPA and the LR method may not be appropriate for estimating gamma, whereas our approach works well.
Up-and-Out Barrier Call
Consider the up-and-out barrier call option introduced in §2.3.2. We suppose that S t follows a geometric Brownian motion, i.e., S t = S 0 e r− 2 /2 t+ B t where r and are riskfree interest rate and volatility, respectively, and B t is a standard Brownian motion. In the numerical experiments we let S 0 = K = 100, U = 120, r = 5%, = 20%, and T = 1. There are no closed-form formulas for the Greeks in this example. However, by using finite difference with a large sample size (10 9 ), we find the approximately exact values of the Greeks, as summarized in Table 3 for different ks.
We compare the performance of our approach to those of the LR and WD methods, and the comparison results are summarized in Table 4 . From the table we can see that our approach outperforms the LR method when the number of discretization steps k is large. Moreover, our approach has a smaller variance than the WD method for most Greeks Table 4 .
Estimating the Greeks of the barrier call option. except delta. However, the WD method requires 1 resimulation for delta, and 3k, 2k, and 4 resimulations for vega, theta, and gamma, respectively. Then in terms of efficiency, our approach may outperform the WD method significantly.
Extension to the Sensitivity Analysis of Collateralized Debt Obligations
The proposed approach not only works for Greek estimation for equity options, but can also be applied to sensitivity analysis of many portfolio credit derivatives. In this example we consider an important class of portfolio credit derivatives, the so-called collateralized debt obligations (CDOs). We are interested in the sensitivities of the CDO value with respect to hazard rates of the underlying credit names, which provide important information for CDO hedging. For a comprehensive background on CDO and its sensitivities, readers are referred to Hull and White (2004) and Chen and Glasserman (2008) and the references therein.
The CDO contract being considered is associated with a portfolio of N underlying credit names that could be bonds, loans, or other defaultable assets. In this contract, credit loss of the portfolio is tranched to fractions, and different fractions of the loss are absorbed by investors with different risk preferences.
Following the notation in Chen and Glasserman (2008) , we let T denote the life of the contract, i the default time of the ith credit name, and l i the loss given default of the ith credit name. Then the cumulative loss of the portfolio at time t (here t T ) is L t = N i=1 l i 1 i t , where i follows an exponential distribution with mean 1/ i , and the constant i is called the hazard rate of the ith credit name.
For risk management purposes, one may be interested in the sensitivities of the CDO value with respect to the hazard rates of the underlying credit names. Without loss of generality, we consider its sensitivity with respect to 1 . As shown in Chen and Glasserman (2008) , the problem is then reduced to estimating
for a given time t T and a given threshold value y.
Recall that 2 N do not depend on 1 . Then, applying Theorem 1, we have Note that d 1 /d 1 = 1 / 1 . Then we may apply the proposed kernel estimator to estimate p 1 .
As an illustrative example, we consider the case where the dependence among 1 N is specified by a threefactor normal copula model. Interested readers are referred to §A.6 of the appendix for details and parameter specification of the model. Suppose that the CDO contract underlies N = 200 credit names that are divided into four groups, with hazard rates 0 5, 0 1, 0 12, 0 2, and losses given default 0 9, 0 6, 0 5, 0 1, respectively. We let t = 0 75 and y = 15 75, where y corresponds to 15% of the total losses of the portfolio.
Based on elaborate analysis, Chen and Glasserman (2008) propose an estimator of p 1 , which is essentially an SPA estimator. We compare our estimator (PW) to this SPA estimator for different scenarios. Specifically, we use an idiosyncratic risk control parameter to indicate the level of the obligors' exposures to idiosyncratic risk, and we compare the estimators for different s. When is close to zero, the credit risk faced by an individual obligor is mainly caused by the systematic risk; when is close to one, it is mainly caused by the idiosyncratic risk. We are particularly interested in cases where is close to zero, because it is when many obligors default at the same time and the credit risk has the highest damage, as we have seen in the recent financial tsunami. For details of the idiosyncratic risk control parameter, readers are referred to A.6 of the appendix.
The comparison results are summarized in Table 5 , where the sample size n = 10 4 and the bandwidth n = c ×n −1/5 where c = 0 8 is obtained by the selection procedure provided in the electronic companion. From the table we can see that when is large, the SPA estimator may have a smaller error and is better than our approach. However, when becomes smaller and smaller, the error of our approach is rather stable while that of the SPA estimator blows up. Therefore, our approach may outperform the SPA estimator significantly when is close to zero.
Conclusions
In this paper, we derive closed-form expressions for both the first-and second-order Greeks of options with discontinuous payoffs. Based on these expressions, we propose kernel estimators to estimate these Greeks. Our method requires only the pathwise information that is observable from simulation and hence is easy to implement by practitioners. We also show that the approach proposed is valuable not only in risk management of equity options, but also in sensitivity analysis of portfolio credit derivatives.
Electronic Companion
An electronic companion to this paper is available as part of the online version that can be found at http://or.journal .informs.org/.
A. Appendix A. 1. Proof of Lemma 1
Proof. Note that 
A.2. Proof of Theorem 1
Proof. Let y = g S y −h S ·1 h S y and y = E y Note that y y = g S ·1 h S y w.p.1, and y + y − y g S · y with E g S < . Then, by the dominated convergence theorem (Durrett 2005) ,
where the interchange of partial derivatives in the third equality follows from Assumption 2, that y y = y is continuous at 0 (see, e.g., Marsden and Hoffman 1993) .
Therefore, evaluating p is equivalent to evaluating y y y=0 . We first evaluate y . Note that
Moreover, when is small enough,
when is small enough. Then
where the right-hand side of the equation has a finite mean by Assumption 1. Therefore, by the dominated convergence theorem (Durrett 2005) ,
We analyze the first term on the right-hand side of Equation (14). Because g S y −h S ·1 h S y is differentiable with respect to y w.p.1, and it is Lipschitz continuous in y with a Lipschitz constant g S which is bounded by K g , then by the dominated convergence theorem (Durrett 2005) , y E g S y −h S ·1 h S y = E y g S y −h S ·1 h S y = E g S ·1 h S y
Therefore, by Equations (13) to (15) we conclude the result of Theorem 1.
A.3. Proof of Theorem 2
Proof. Let 1 2 y is continuous at 0 (see, e.g., Marsden and Hoffman 1993) .
By Equation (14) 
With the same technique that is used to prove Equation (14), we can derive the partial derivative of the first term on the right-hand side of Equation (17), 
Applying Theorem 1 on the second term on the right-hand side of Equation (17) According to Equation (16), we obtain the conclusion of the theorem by setting y = 0.
A.4. Derivation of Equation (7) Note that
where dŠ/dS 0 = dS i * /dS 0 and i * is the index of the largest S i among S 1 S k . Then, by Theorem 1, dp dS 0
By the definition of the differentiation, we can easily show that
and
Then, assembling the terms, we obtain Equation (7).
A.5. Derivation of Equation (11) We define
Then, by Equation (7), dp/dS 0 = 1 − 2 and d 2 p/dS
First, we analyze d 1 /dS 0 . Similar to the derivation of Equation (7) 
A.6. Implementation Details of Normal Copula Model in §5
The dependence among 1 N is specified in the following three-factor normal copula model. Specifically, i =
