Abstract Intermediately inspecting the statistical data of a running experiment is justifiably referred to as a bad research practice. With only a few intermediate inspections, Type I error rates inflate to a multiple of the previously defined critical alpha. On the other hand, there are research areas where intermediately inspecting data is extremely desirable if not even necessary. For this reason, in medical research, mathematical methods are known as "group-sequential testing" which compensate Type I error cumulation by adjusting critical alpha. In the field of psychological research, these methods are widely unknown or at least used very rarely. One reason may be that group-sequential tests focus on test statistics based on the normal distribution, mainly the t-test, while in psychological research often more complex experimental designs are used. The computer program APriot has been developed to enable the user to conduct Monte-Carlo simulations of what happens when intermediately inspecting the data of an ANOVA. The simulations show clearly how bad a research practice intermediately inspecting data (without adjusting alpha) is. Further, it is shown that in many cases adjusted values of alpha can be found by simulations such that the ANOVA can be used together with group-sequential testing similarly as the t-test. A last set of demonstrations shows how the power and the required number of participants of a groupsequential test can be estimated and that group-sequential testing can be favorable from an economic point of view.
Introduction
In 2011, Simmons and his collegues published an article in which they described an "undisclosed flexibility in data collection and analysis" that "allows presenting anything as significant" (Simmons, Nelson, & Simonsohn, 2011 , p. 1359 . Simmons et al. (2011) describe frequent mistakes made by researchers in the field of behavioral sciences that lead to an unacceptably high rate of false positive results. One of these errors-which Simmons et al. (2011) refer to as "flexibility in sample size"-is intermediately inspecting the data of a running experiment and then deciding to either add further participants or to end the experiment depending on whether the intermediately conducted statistical test shows statistical significance or not. John, Loewenstein, and Prelec (2012) conducted a survey based on questionnaires sent to scientists to investigate the prevalence of "questionable research practices"; special questions were used to estimate the true prevalence beyond the tendency to cheat. According to this study, the estimated percentage of scientists who (at least once) intermediately inspected their data is about 70%. From a mathematical point of view, the problem with intermediately inspecting data is obvious. When intermediately inspecting data, not one statistical test is conducted but multiple. This means, that if critical alpha is set to .05 for each inspection, the cumulated Type I error for all tests will be greater than .05. This is the main reason why intermediately inspecting data is often referred to as a bad research practice that must be avoided (there are other concerns, for more details, see the discussion at the end of this article).
There are however research areas where intermediately inspecting data is extremely desirable or even essential. This is most obvious for clinical research. If a new drug is tested longer than necessary to prove its superiority over an older drug, patients may be treated in a suboptimal way. On the other hand, if the new medicament is not tested long enough, possible adverse effects or other negative consequences could be overseen (Proschan, Lan, & Wittes, 2006) . What is needed, is a way to inspect the data of an experiment in sufficiently small intervals such that evidence for both, superiority over an older drug and negative consequences are detected as early as possible without decreasing the validity of the statistical test used. For this reason, so called "group-sequential trials" are a common practice in medical research. With group-sequential tests, data are inspected intermediately and the acquisition of new data is aborted as soon as the statistical test shows statistical significance. In order to avoid a cumulation of the Type I error, critical alpha of each intermediate statistical test is adjusted such that the overall alpha error probability does not exceed a predefined value, e. g., .05. In principle, the problem is similar to the problem occurring if multiple t-tests are conducted. The more t-tests are conducted, the larger is the probability that at least one test reaches statistical significance by chance. With the methods proposed by Bonferroni (Abdi, 2007) and Holm (1979) , critical alpha of each t-test can be adjusted so that the Type I error rate does not inflate. Analogously, the Type I error rate can be kept from inflating if data are inspected intermediately by mathematical methods developed for group-sequential testing (for an overview, see Proschan et al., 2006) .
While sequential testing is a common practice in medical research, it is virtually not used in many other scientific areas like psychology. This is true despite the fact that the huge percentage of scientists involved in the "bad research practice" of intermediately inspecting data (John et al., 2012) suggests that there is a need for applying sequential designs. One example where a sequential design would be useful in psychology is trying to detect an effect of unknown size. The classical procedure of planning a psychological experiment is to specify an effect size of interest with respect to the object of investigation and conduct an a-priori sample size analysis. Then, the required number of participants is tested "in one block". The problem with a-priori sample size analyses lies in determining a well-founded value for the effect size of interest. This may be feasible in application-oriented research such as when testing the ergonomics of a new computer system. In this case, the minimum effect size may be specified with respect to the costs of development of the new system. However, in basic research fields like perception or memory, it is often difficult or even impossible to specify a reasonable effect size a priori. The starting point in a new research area often is the question whether an effect-of whatever size-does exist or not. Thus, one would have to specify an effect size as small as possible or, in other words, choose a sample size as large as affordable. This approach may end up in a huge dissipation of time and money if with the completion of the experiment, the effect turns out to be large enough to be shown with a smaller sample size. With intermediate inspections of the data, an effect of large size would be detected early. Then, as more participants are added, the power of the experiment would raise such that effects of smaller and smaller size could be shown.
So why is sequential testing widely unknown in research areas like psychology while it is common practice in medical research? There are exact mathematical procedures for group-sequential testing (see Proschan et al., 2006) and there are multiple computer programs with which group-sequential tests can be calculated (e. g., Pahl, 2015; Reboussin, DeMets, Kim, & Lan, 2014) .
One reason why group-sequential tests are rarely used in psychology could be that the typical experimental designs used in psychological research differ from those used in medical research. One of the most common questions of medical research is whether a new drug is more effective than an older drug. There is a treatment group of patients receiving the new drug and a control group receiving the older drug or a placebo. A t-test would be applied for this design. In psychology, experimental designs often are more complex; there are multiple factors expected to have an influence on a dependent variable. Thus, main effects and interactions have to be computed. One of the most common statistical tests for such designs is the analysis of variance (ANOVA) since it offers a great flexibility making it possible to be applied to a large number of different questions. Most mathematical approaches to groupsequential testing, however, only deal with test statistics based on the normal distribution. Thus, they can be applied to designs based on the t-test if the number of participants is large enough since with a growing number of participants, the t-distribution approximates the normal distribution. However, these approaches cannot be used with designs based on the ANOVA since the ANOVA is based on the F-distribution. This must not be confused with the fact that normality is a prerequisite for the ANOVA; the point is that the F-statistic used with the ANOVA is not normally distributed.
For the reasons mentioned above, the question arises whether and to what extent the methods for sequential designs used in medical research are applicable in psychol-ogy. While it remains a challenge for mathematics to continue developing further methods that cover a growing variety of statistical tests, Monte-Carlo simulations may be helpful to see what happens if an ANOVA is used with sequential testing and whether alpha can be adjusted similarly as with the t-test. The computer program APriot has been developed to enable the user to conduct Monte-Carlo simulations of the ANOVA with the possibility to simulate the effects of intermediate inspections on Type I error rate and power. The aim of developing APriot was to answer two questions: The first question concerns intermediately inspecting data as a bad research practice. How large is the cumulative Type I error probability if data are inspected intermediately? The second question tries to figure out whether and to what extend the ANOVA can be used with sequential testing. If data are inspected intermediately, is it possible to find a critical alpha value such that the cumulative Type I error probability does not exceed a predefined value?
APriot has been developed to make Monte-Carlo simulations accessible to a large number of users. A graphical user interface is provided helping the user to enter data as in other statistical software. There is no need to enter matrices of mean values, standard deviations, or a variance-covariance matrix of residuals. The user can enter the raw data of a pilot study; APriot will use the raw data to compute the matrices necessary for the simulation. APriot has been designed for simulating all effects of the ANOVA, including interactions of an arbitrary order and both, the univariate and the multivariate approach to repeated-measures analyses.
After an introduction to APriot, simulations with varying numbers of simulation runs will be used to answer the question of how precisely simulations estimate probabilities. In the subsequent section, it will be demonstrated that intermediately inspecting data leads to highly-inflated Type I errors even with relatively few inspections. In the subsequent section, I tried to find adjusted values for alpha such that the overall Type I error rate does not exceed a predefined value. The last section shows how the power of a sequential test can be estimated by simulations. Further, I tried to give a first answer to the question whether more or less intermediate inspections are preferable from an economic point of view.
Description of APriot
The computations conducted during a simulation APriot simulates the effects of repeatedly inspecting statistical data on the alpha error probability and the power. For the simulations, random numbers are generated that have the distributional properties-assuming a normal distribution-estimated from the raw data the user enters into APriot. For this reason, APriot computes the matrices of means, standard deviations, and-for withinsubject designs-correlations.
Let us consider a simple example. If the user enters the raw data for a between-subjects ANOVA with 1 factor of 3 levels, APriot computes the matrices of means (e. g., 3, 4, 5 for the 3 factor levels) and standard deviations (e. g., 1.0, 1.8, and 1.5). If "simulate alpha" is selected by the user, the procedure continues as follows: Alpha is the probability of detecting an effect while this effect does not exist in the underlying population. Thus, in the "virtual population" from which the random numbers for the subsequent simulation are drawn the effect does not exist. In the case of our 1 factor -3 levels example, 'the effect does not exist' means that the means of all three levels are equal. Thus, APriot computes the mean of the three means (in our example: 4) and uses this mean as the basis for generating the random numbers for all three factor levels. Further, the user can choose whether homogeneity of variances should be assumed. Depending on the user's selection, APriot computes the variance (standard deviation) for each of the 3 levels independently or computes one variance (standard deviation) for all 3 levels together.
When the simulation is started, APriot generates random numbers drawn from a normal distribution with mean = 0 and sd = 1. These random numbers are converted into numbers with the means and standard deviations given by the previously computed matrices. If a repeated measures variable is contained in the effect to be simulated, the matrix of random numbers is additionally multiplied by the result of a Cholesky decomposition of the correlation matrix computed from the raw data entered by the user to obtain correlated data.
To continue our example, let us assume that the user chose to conduct one ANOVA with 10 participants and to add a maximum of 4 × 10 participants if statistical significance is not reached. Further, the user selected to "Replace the original matrix". Thus, APriot generates 10 (participants) × 3 (levels) random numbers according to the distributional properties described above. With these random numbers, a 1 factor -3 levels ANOVA is computed. If the result is "significant" the simulation pass is marked as a 'hit' and the next simulation pass is started. If the result is not significant, additional 10 × 3 random numbers are generated and a new ANOVA is computed. This ANOVA is computed with all participants available so far, that is, 20 × 3 random numbers in our example. If the result now is significant, the pass is marked as a "hit" and the next pass is started. If the result is not significant, further 10 × 3 random numbers are generated. This procedure is repeated for a maximum of 4 times. If the last ANOVA does
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If the user chooses not to replace the original matrix, the matrix of the raw data the user entered is used as the initial block of participants and only the additional blocks of participants are simulated with random numbers. This may be useful if the user has already started the experiment and wants to simulate the cumulated Type one error when adding participants to the existing dataset.
If "Simulate power" is selected instead of "Simulate alpha error probability", there is no need to compute the distributional properties, as they were if the effect did not exist in the underlying population, since the power is the probability to detect an effect if it really exists in the underlying population. Thus, the means matrix computed from the raw data is left unchanged. All other aspects of the simulation are the same as described before. Figure 1 shows the main window of APriot. The example used in this introduction is part of the software installation of APriot; after the installation, it can be found on the user's desktop ("APriot example.apr"). The first step for conducting a Monte-Carlo simulation with APriot is entering raw data, for example, from a pilot study. Data are entered as would be done with other statistical software. In the data area (left side of the window), each betweensubjects variable and each combination of within-subject variables is entered into a separate column. The levels of between-subjects variables are marked by distinct arbitrary numbers (in the example, '1' and '2'). The second step is to declare the within-subject variables in the right area of the main window. For each within-subject variable, a name and the number of levels are specified. Depending on how many within-subject variables and levels have been declared by the user, the pull-down menus in the first row of the data area will contain the entries necessary to declare each column as containing a between-subjects variable or a particular combination of the within-subject variables. In the example, there are two within-subject variables named 'W1' and 'W2' with two levels each. In the data area, columns 2 to 5 are denoted to each factorial combination of the within-subject variables ('1, 1', '1, 2', '2, 1', and '2, 2'). The first column is denoted to the only between-subjects variable of the data set, hence "between" is chosen in the pull-down menu of the first column. Row 2 (green) of the data area is used to specify names for the variables and variable combinations. If a researcher wants to add further participants, clicking on the '+' button below the data area will add further rows at the end of the data set, where new data can be entered.
The handling of APriot
A click on the button "Compute statistics" shows the ANOVA's results on the bottom of the main window. Analyses of all variables are listed with F-values, degrees of freedom, empirical alpha error probabilities, and noncentrality parameters. For within-subject variables (and interactions with within-subject variables), the result of the uncorrected univariate approach to the repeated measures ANOVA is available as well as the result with GreenhouseGeisser corrected degrees of freedom. Further, the multivariate test criteria Pillai-V, Wilks Lambda, and Hoteling's T 2 are shown.
The third step is mandatory before simulations can begin: The rightmost column of the results area contains check boxes allowing the user to choose the analysis which will be the basis for the subsequent simulation. Only one analysis may be chosen at one time. With a click onto the "Simulation window" button, a new window appears that permits to specify all parameters of interest for the subsequent Monte-Carlo simulation (Figure 2 ). The following parameters can be specified:
• Number of simulation passes. This is the number of "virtual experiments" done during the simulation.
• Critical alpha. This is the alpha value needed to count a single simulation run as "significant".
• Simulate alpha error probability/power. The user can choose whether the alpha error probability or the power (1 -beta) will be subject to the simulation. • Max. number of additional inspections. Here the user can specify how often the sample size will be simulated to be enlarged if a test is not significant. • Number of participants added per inspection. The number of participants added after each inspection is specified here.
• Assume homogeneity of variances. The variance of each variable combination is estimated from the raw data entered in the main window. The user can specify whether APriot should assume that all variances are equal 1 in the underlying population.
• Replace original matrix. If "No" is chosen, the raw data entered in the main window are kept and only the data of the participants added are simulated with random numbers. If "Yes" is chosen, the raw data are replaced by random numbers with identical distributional properties. In this case, the user can choose how many participants per group the randomly generated initial block of samples will have. After the simulation parameters have been specified, the The main window of APriot. On the left side, there is the data area where the variables and variable combinations are entered; on the right side, the names and numbers of levels of the within-subject variables are specified. The results of the ANOVA are displayed on the bottom of the window. The example shows a design with one between-subjects variable ("B") with 2 levels and 2 within-subjects variables ("W1" and "W2") with 2 levels each.
Monte-Carlo simulation is started by clicking on the button "Start simulation". On the top of the window, one progress indicator is displayed for each thread of APriot.
2 When the simulation is finished, the "Actual number of simulation passes" is displayed which is in most cases slightly higher than the number specified by the user due to rounding up when the simulation passes are allocated to different threads. In the field "Simulation result", the result of the simulation (alpha error probability or power) is shown.
Precision of estimated probabilities with APriot
Before performing the simulations, the question should be answered of how precise estimating probabilities using Monte-Carlo simulations is, or in other words, how many simulation runs are necessary to obtain a reliable result. To answer this question, two fictional examples were used. In the first example, a between-subjects effect with three levels was tested; in the second example, the multivariate approach (Pillai-V) to a within-subject effect with three levels (r = .5) was tested. Critical alpha was set to .05. Both examples started with 10 participants (per group). The cumulative Type I error probability was tested with four further intermediate inspections, each with 10 additional participants (per group). Monte-Carlo simulations were conducted with 1,000, 10,000, 100,000, and 1,000,000 simulation passes. Each of the conditions was tested 30 times in Figure 2 The simulation window of APriot. In this example, the user has chosen to simulate the alpha error probability where a maximum of 4 additional inspections is performed.
order to estimate the variability of the simulation results. Figure 3 shows the results. With 100,000 simulation runs, the standard deviations in both cases were 0.001 which seems to be a good value when probabilities are to be estimated with a precision of two decimal places. On the test system (Intel Core i7-4930K CPU with a core frequency of 3.9 GHz), 100,000 simulation runs took about 13 seconds for the between-subjects example and 4 seconds for the within-subject example. Thus, at least 100,000 simulation runs should be used in order to get precise estimates by simulations.
Cumulated alpha values if critical alpha is not adjusted
In this section, several examples will be discussed in which intermediate inspections of data are simulated without adjusting critical alpha.
t-test
Since a two-sided t-test reveals the same alpha error probability as a one-factorial (two levels) ANOVA, the simulation of a t-test offers the chance to verify the results of APriot by comparing them with the results of programs doing Monte-Carlo simulations for the t-test.
Method
The first example is taken from Lakens' blog (Lakens, 2014a ) who discusses the use of the R-function phack by
The Quantitative Methods for Psychology Sherman (2014) which does Monte-Carlo simulations of cumulated error probabilities for the t-test. The example is about a fictional experiment in which two groups are compared. A t-test is conducted with 50 participants (per group). If this t-test does not reveal statistical significance, 50 additional participants are tested. This is repeated once more if needed such that there is a maximum of 150 participants. In this fictional experiment, the mean values of both groups were 0.0 and the standard deviations were 1.0. Critical alpha for each test was set to .05; 100,000 simulation runs were used.
As a next step, APriot was used to test different numbers of inspections with the (maximum) total number of participants always being 150 (1 × 150, 2 × 75, . . . , 30 × 5). With every number of inspections, 100,000 simulation runs were used.
Results
For the first simulation with a maximum of three inspections, phack revealed a cumulative Type I error probability of .107. With the result being rounded to three decimal places, APriot revealed the same result. Figure 4 shows the results for different numbers of inspections. With only one inspection (no intermediate inspections) the Type I error is nearly .05, as is to be expected; with 30 inspections, the cumulated Type I error is about .29. These cumulated error probabilities are in good agreement with the values obtained by Proschan et al. (2006) who used numerical integration for a number of inspections <= 20 and simulations for more than 20 inspections.
The results show clearly that intermediately inspecting data (without adjusting critical alpha) is indeed a bad research practice. With only three inspections, the Type I error probability already rose to more than 10%. Maybe many researchers are not fully aware of the large error probability intermediately inspecting data is accompanied with since they only see that the error probability of the statistical test they have conducted is .05. However, they oversee that they would have accepted H1 not only with this test going significant (e. g., significance after having tested 50 participants) but with multiple other tests as well (significance after having tested 25 participants, 50 participants, 75 participants, etc.). The probability that any of these tests reaches statistical significance is much larger than the probability for a single test. One can say that "presenting anything as significant" (Simmons et al., 2011) is possible with this kind of research practice, "p-hacking" (Sherman, 2014) is another way to express the same.
ANOVA
The simulations of the t-test in the above paragraph were conducted as a demonstration of how bad intermediately inspecting data (without adjusting alpha) is as a research practice and to test whether the results of APriot are in accordance with phack. In practice, a mathematical approach would be applied to the t-test. However, for the ANOVA, computing cumulated Type I error probabilities is not as straightforward since the test statistic of the ANOVA is based on the F-distribution rather than the normal distribution.
Method
The next example of a Monte-Carlo simulation is the test of a fictional experiment using a 2 × 2 ANOVA with one between-subjects and one within-subject variable. All three effects were tested, that is the effect of the betweensubjects and the within-subject variable as well as the interaction; for the effects containing the repeated-measures variable, Pillai-V was used as a test statistic. The same numbers of inspections have been simulated as for the Figure 5 shows the results of both ANOVAs. In order to facilitate comparisons, the result of the t-test has been replotted. Obviously-at least for the examples used here-cumulated error probabilities for the ANOVAs are similar to the probabilities of the t-test. However, as the number of inspections increases, some of the ANOVA probabilities get larger than the probabilities of the t-test.
Results

Discussion
While it would be premature to draw general conclusions from the simulations of these examples, it is nevertheless interesting that the results of the ANOVAs do not differ much from the result of the t-test, which can be computed with a mathematical approach to sequential testing. Proschan et al. (2006) describe a similar phenomenon. With the mathematical approach, the boundaries for the interim analyses of the data are usually not computed as critical alpha values but as critical values on the normal distribution (z-values). As mentioned before, with small sample sizes, the approximation of the normal distribution by the t-distribution is inexact and thus, mathematical methods cannot be applied with small sample sizes. Proschan et al. (2006) however found that when using pboundaries instead of z-boundaries, the calculations are rather exact even for small sample sizes. Thus, maybe the p-boundaries computed for the normal distribution are a good approximation for (some) statistical tests not based on the normal distribution. To answer this question reliably, simulations with many different scenarios or a mathematical proof will be necessary.
Adjusting critical alpha within sequential testing
As discussed before, sequential testing-with adjusting alpha-is something completely different than (illegally) inspecting data within interim analyses. As we have seen in the introduction, there are good reasons for sequential testing, for example, ethical reasons in medical research or the wish to find an effect of unknown size in fundamental research. For statistical tests based on the normal distribution, there are computer programs like Lan-DeMets (Reboussin et al., 2014) or GroupSeq (Pahl, 2015) helping the researcher to find adjusted boundaries such that the cumulated Type I error probability does not inflate. In the preceding section, simulations were used to see how the cumulated Type I error probability increases with intermediate inspections of the data. In this section, examples are shown in which the attempt is undertaken to use simula- Figure 5 Cumulated Type I errors in the simulations as a function of the total number of inspections. The curve of the t-test is plotted a bit thicker as black line. The grey line for the "Mixed ANOVA within subject (r = .5) is covered by the yellow line "Mixed ANOVA interaction" because these two lines are nearly identical.
tions to find an adjusted value of critical alpha such that the cumulated Type I error does not exceed a previously specified value.
t-test
We start with the same example by Lakens (2014a) as used in the previous section. In this example, a t-test with a maximum of 3 × 50 participants was conducted. The simulations showed that, with the value of critical alpha set to .05 for each interim analysis, the cumulated Type I error probability for all three inspections is .107. Now, GroupSeq (Pahl, 2015) was used to find an adjusted value of alpha. The analysis revealed that with critical alpha set to .022 for each test, the cumulated Type I error probability for all three inspections is .05. The result of a simulation with APriot is in good agreement with this. Critical alpha was set to .022 within APriot, all other settings of the simulation were the same as in the previous section. With 100,000 simulation runs, the cumulative Type I error probability was .049.
ANOVA
More interesting than the t-test is the question whether in a similar way, a corrected value of alpha can be used to control the overall Type I error in a sequentially conducted ANOVA. Thus, both ANOVA examples of the previous section were computed with the adjusted alpha value just found for the t-test (.022). For all effects of both ANOVAS,
APriot revealed values of cumulated alpha between .050 and .052. With slight modifications of critical alpha (.021 and .020), the cumulated alpha value was <= .050 for all tests.
With the examples presented here, the adjusted alpha values for the ANOVA found by simulations are similar to the adjusted alpha value for the t-test. While further evidence is needed to decide whether the meth-ods applicable to the t-test are also valid for the ANOVA, the question should be answered under which circumstances simulations can be used to adjust alpha in ANOVAdesigns. The obvious problem lies in the fact that in order to conduct a simulation, the matrices of means, standard deviations and-in the case of repeated-measures designs-correlations of residuals are necessary. Thus, the question whether simulations can be used to find critical alpha values for sequential testing with the ANOVA depends largely on the question whether there are good estimates for the matrices mentioned above. If there is a pilot study, the matrices can be estimated based on the corresponding matrices of the pilot study. If there is no pilot study, one could use a so called internal pilot study (Wittes & Brittain, 1990) . With an internal pilot study, a first sample of participants taken from an intermediate inspection serves to estimate parameters needed for the running experiment. For example, internal pilot studies are often used to compute the "conditional power", that is estimating the effect size from an intermediate inspection in order to compute the sample size needed for the complete experiment (Lakens, 2014b) . Analogously, one could use the parameters found in an intermediate inspection to estimate the parameters needed to run a simulation.
3 It is not completely clear until now how large the influence of the matrices is on the value of cumulated alpha resulting from the simulation. From the tests conducted until now, one could presume that cumulated alpha values are rather similar with different experimental designs and that the simulation result is quite robust against variations of the matrices. Thus, while having a real pilot study is ideal, internal pilot studies can be a good means of finding the parameters needed to conduct a Monte-Carlo simulation. As with real pilot studies, it is important to keep the sample size of an internal pilot study not too small.
Power and sample size
In the previous paragraphs, the question has been discussed of how the Type I error probability cumulates with intermediate inspections of statistical data and how this cumulation can be corrected. In the remainder of this article, we will take a closer look at how the power of a sequential test is compared to a classical test.
Mathematically computing and simulating the power of a group-sequential test
In the case of a test statistic based on the normal distribution, the computer programs LanDeMets (Reboussin et al., 2014) and GroupSeq (Pahl, 2015) can be used to compute the number of participants required to conduct a group-sequential analysis with a given power (Proschan et al., 2006) . More precisely, a multiplier is computed with which the number of participants needed for a conventional test has to be multiplied to obtain the number of participants needed for a group-sequential test. A fictional between-subjects t-test served as an example. An a-priori power analysis with G*Power (Faul, Erdfelder, Lang, & Buchner, 2007) revealed that a total of 92 participants (46 per group) was needed to show an effect of size d = .76 with a power of .95. A simulation with APriot paralleled this result. With the help of LanDeMets (Reboussin et al., 2014) , a multiplier was computed with which the number of participants needed for the conventional test had to be multiplied for a sequential test. With a total of three inspections and Pocock bounds, this computation revealed that the number of participants needed with the conventional test must be multiplied by 1.069 for the group-sequential test. Thus, 46 × 1.069 = 50 (rounded up to the next integer value) participants are needed per group with a group-sequential design with three inspections. A simulation with APriot is in good agreement with this result. With critical alpha set to .022 (see above) the cumulative power was .936. Thus, with sequential testing the maximum number of participants needed is larger than with a classical test.
Is there an economical advantage of group-sequential testing?
As seen in the previous example, the maximum sample size of a group-sequential test has to be increased as compared to an experiment with a fixed sample size in order to achieve a comparable power. On the other hand, a sequential test may reach statistical significance before the maximum number of participants is reached. Thus, the question arises whether-from an economical point of view-it is better to do a classical a-priori sample size analysis and then conduct the experiment with a fixed number of participants or to conduct a sequential test with a larger maximum sample size but with the chance to finish with less participants. What is needed, is an "expected" number of participants needed when conducting a sequential test.
Method
A fictional experiment inspired by current research of the author and his colleagues (Ignaz, Lang, & Buchner, 2013 ) was used as a pilot study for the simulation with APriot. The variable of interest was a withinsubject variable with 7 levels (r = .24), the sample size was 80. The Greenhouse-Geisser-corrected effect of the within-subject variable reached statistical significance, 3 Please note that the internal pilot study is not used in a classical way here. It is not used to compute the conditional power and adopt the overall sample size; rather, it is used to obtain the parameters needed for a simulation.
The Quantitative Methods for Psychology F (5.586, 441.309) = 3.381, ε = .931, p = .004, η 2 part = .041. Based on this pilot study, the design of a followup study was constructed. The "classical" variant of the follow-up study was planned conducting an a-priori power analysis using G*Power (Faul et al., 2007) . The power analysis revealed that, given alpha = .05 and the effect size and sphericity correction of the pilot study, 88 participants were needed to reach a power of .95. A simulation with APriot showed a similar result (G*Power: 1 − β = .951; APriot: 1 − β = .963).
A sequential test was planned to be conducted with intermediate inspections after each testing of 10 participants. Simulations were used to find an adjusted value of critical alpha and the maximum sample size required to have a cumulated Type I error probability of not more than .05 and a power of at least .95, as was the case with the classical test. Thus, what was to be found, was a pair of two parameters, a value of adjusted alpha and a maximum number of participants, such that the total Type I error probability and the power met the requirements. By successive approximation, the following pair was found: adjusted alpha: .014, maximum number of participants: 10 × 10 = 100. For reasons of verification, the simulation was repeated with the identified pair of critical alpha and number of participants with 1 million simulation runs: cumulated alpha = .050; power = .950.
With the classical variant of the experiment, a fixed sample size of 88 participants is needed to reach a power of .95. With group-sequential testing, a maximum of 100 participants is needed, with the chance to detect the effect with less participants. So the question is, which variant is more economical -testing 88 participants "in one block" or testing up to 100 participants with up to 10 blocks. Since the probability of a stochastic event can be calculated as the sum of multiple events, provided that the events are disjoint, the following procedure was applied. The probability to find an existing effect with a maximum of 10 blocks is the power of the group-sequential test, which has been found to be .950 by simulation. The probabilities to find the effect with less blocks are disjoint since the experiment is ended as soon as the criterion for critical alpha is met (either the effect is found after the first block or after the second block or after the 3rd . . . 10th block). Thus, the total power of .950 is the sum of the probabilities of finding the effect with 1, 2, . . . , and 10 blocks. Finding the probability of the effect to occur with the first block is straightforward; a simulation was run with 1 block of 10 participants which resulted to a power of .019. The simulation was repeated with 2 blocks (result: .107). .107 is the probability to find the effect with 1 block or 2 blocks. Thus, the probability to find the effect with exactly 2 blocks is the difference between .107 (1 block or 2 blocks) and .019 (exactly 1 block).
This procedure was applied to all numbers of blocks up to 10. Each number of blocks is not only associated with a probability but also with a "value". The value is the saving of participants as compared to the classical variant of the experiment (88). Positive values indicate that with a certain number of blocks, participants are saved as compared to the classical experiment, negative savings indicate that more participants are needed. As a last step, for each number of blocks the product of probability and saving was computed and the products were summed up. This way, an expectation value of the saving is available.
Results
In the example, the expectation value of the saving with sequential testing as compared to a classical design is about 34 participants. This means, if this experiment would be repeated for an infinite number of times, on average 34 participants would be saved. Table 1 shows the results of the simulations and the computation of the savings in detail.
Of course, this test is only one example and has to be repeated with different experimental designs. However, from the test, it becomes plausible that group-sequential testing can be a more economical way of detecting an effect.
How many intermediate inspections are most economical?
In the preceding paragraph, it has been shown that sequential testing can help to save a considerable number of participants. The question unanswered until now is whether, under economical aspects, it is better to frequently inspect the data or whether it is preferable to use large "blocks" of samples.
Method
The fictional experiment described in the preceding paragraph has been repeated with different sample block sizes. Together with the preceding experiment, 4 different block sizes were compared: 5, 10, 20, and 40 participants. The values of critical alpha and the maximum number of additional inspections were adjusted so that the accumulated Type I error was nearly identical in all four variants of the experiment (.047 -.049) and the power was at least .95. The savings of participants were computed the same way as described in the preceding paragraph.
Of course, there are multiple parameters that could affect the result, for example, the effect size, variances, and correlations. In order to test whether the effect size-or the (maximum) number of participants-influences the result, the simulation was repeated with the effect size being manipulated. Thus, there were simulations with three ef- Results Figure 6 shows the results. The left panel shows how critical alpha had to be adjusted in order to ensure that the total Type I error probability did not exceed .05. Although for smaller block sizes, critical alpha had to be adjusted to lower values as compared to larger block sizes, smaller block sizes tended to be accompanied by larger savings of participants (right panel). Thus-at least for the current series of simulations-medium to large numbers of intermediate inspections of the data are preferable from an economic point of view.
Discussion
The simulations demonstrate that intermediately inspecting data without adjusting alpha is indeed bad. With only a few intermediate inspections, the cumulated Type I error probability raises to a multiple of the value of critical alpha for each single inspection. By applying this "technique", there is an enlarged risk of effects reaching statistical significance that do not exist. On the other hand, intermediately inspecting data is desirable in many scientific contexts. In psychological research, there is often the problem of not knowing the to-be-expected effect size a priori. This makes computing the necessary number of participants difficult since an a-priori power analysis can only be conducted if there is a well-founded estimate of the effect size. Intermediately inspecting data solves this problem in an elegant way since with each test of additional participants, the power of the experiment increases. This way, it is possible to successively adapt the sample size to the sample size necessary to show an effect of unknown size. From medical research, a mathematical approach is known as group-sequential testing. With this approach, the shortcoming of an inflated Type I error rate is overcome by adjusting critical alpha of the intermediate inspections (Proschan et al., 2006) . However, most of the mathematical methods for group-sequential testing only deal with test statistics based on the normal distribution.
Another possibility to overcome alpha error cumulation is applying Bayesian statistics. For a detailed description on how conducting sequential tests with Bayesian statistics and a discussion of the advantages and disadvantages of Bayesian sequential testing, see Schönbrodt, Wagenmakers, Zehetleitner, and Perugini (2015) .
APriot has been developed to estimate cumulated error probabilities of the ANOVA by Monte-Carlo simulations. In this article, it has been demonstrated that in many cases, Monte-Carlo simulations can be used for planning sequential tests with the ANOVA. With the help of APriot, the method of adjusting critical alpha can be applied to the ANOVA similarly as to the t-test. It is interesting that-at least with the examples discussed in this article-the mathematical approach for group-sequential tests based on the normal distribution seems to be a rather good approximation for the ANOVA. It remains to be seen whether and to what extent these results can be generalized. If this would be the case, sequential tests with the ANOVA would be especially easy to plan using the well-known mathematical methods.
Simulations sometimes seem "more concrete" than mathematical computations. So, Monte-Carlo simulations may help within an educational context to "demonstrate" what happens if data are inspected intermediately. This can help researchers and students to understand both that intermediately inspecting data without adjusting alpha makes it impossible to interpret the results of a statistical analysis in a meaningful manner and that with a suitable correction value the overall Type I error does not inflate to an unknown value but can be kept within predefined bounds.
To make simulations as available as possible, APriot has been designed to compute the matrices necessary for simulations (means, standard deviations, and correlations of residuals) from raw data (e. g., of a pilot study). Data are entered as is done with other statistical software; this helps users not so experienced with the mathematical basis of the ANOVA to conduct Monte-Carlo simulations and "see" what (would have) happened with an actual experiment.
To conclude, whether a t-test is to be conducted or an ANOVA: Intermediately inspecting data without a correc- tion of alpha leads to a highly inflated Type I error probability. In many cases, there are mathematical ways to adjust alpha and/or Monte-Carlo simulations can help to find one. With APriot, the researcher is provided with a tool allowing Monte-Carlo simulations of relatively complex experimental designs without much effort. The concern that adjusting alpha may make intermediately inspecting data uneconomical is unfounded as could be demonstrated in the previous section. Thus, sequential testing-with adjusting alpha-allows for intermediately inspecting data without the shortcoming of an inflated Type I error probability and in many cases is a more economical way to detect an effect.
Limitations of APriot and group-sequential testing
While APriot and mathematical methods of groupsequential testing help the researcher to adjust alpha so that the Type I error probability does not inflate, there are some concerns with group-sequential testing which must be taken into account. The most important problem is that too many effects might be reported as statistically significant. As discussed in the introduction, if a researcher adds more and more participants to an experiment, effects of very small size can be detected. While this is desirable when an effect of unknown size is to be found, there is a risk of finding effects which are so small that they lack relevance. The misleading expectation could arise that any effect could show statistical significance just by adding further blocks of participants. Thus, it is important for an experimenter to keep track of the effect size. At this point, one could argue that it would be better to select a minimum effect size and do an a-priori sample size analysis. The advantage of this method is that a clear criterion is available when to stop the experiment and report the result as "not significant". However, with group-sequential testing, the effect will be found with less participants if the effect size is actually larger than the previously defined minimum effect size. So, group-sequential testing with strictly watching the effect size and stopping the experiment if it gets to small can be a reasonable compromise.
At last, it must be mentioned that group-sequential testing and adjusting alpha is not the only possibility to detect an effect of unknown size. As mentioned in the introduction, defining a small minimum effect size and then doing an a-priori sample size analysis still is an attractive way. Further, replication studies are an important instrument to find out whether an effect really exists or has been found by chance. With repeated-measures designs, it is important to have multiple measures per subject in order to reduce within-subject variability. Many of these and similar techniques to enlarge the reliability of an experiment can be used as an alternative to or together with groupsequential testing.
Taken together, adjusting alpha with group-sequential testing does not solve the problem of false positive results as a whole, but it addresses one important reason for false positive results. Adjusting alpha with group sequential tests is an important instrument to make results reported in literature more reliable.
