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1. INTRODUCTION 
The object of this paper is to study the splitting property of a given group 
extension and to classify the splittings when they exist. 
The first problem in its general form is quite old and first satisfactory 
result in this direction is the Schur-Zassenhaus theorem. Recently, Rose 
[4] has studied the problem in greater detail. He considers a group K which 
has the property that all of its group extensions split. He proves, for 
example, that Ii has such a property if and only if 
(*I (i) Z(K) = 1, and 
(ii) Inn(K) splits in Aut(K). 
His approach is through “coupling,” which arises out of each group 
extension. Unfortunately, a coupling may not correspond to any extension, 
or it may be derived from more than one nonequivalent extension. For 
this reason Rose must restrict his attention to an extension that is uniquely 
determined by its coupling. 
We shall work, on the other hand, along the embedding of the normal 
subgroup in its extension. We shall elaborate on this idea in greater detail 
in the following. 
Incidentally, finite Cheralley groups have been studied by the present 
author in connection with the (*) condition of Rose mentioned above 
P, 31. 
Let E be an extension of a group N. E splits if and only if N has a 
complement in E i.e., for some C, E = CN, C n N = 1. If C is such a 
complement and n E N, then n-X’n is also a complement. The classifica- 
tion problem of a splitting extension is to study the quotient set of the set 
of all complements of N in E subject to the equivalence relation mentioned 
above. The problem naturally involves noncommutative group 
cohomology of first degree. 
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The approach we have taken in this paper is to apply a covarient 
functor on a category of group extensions. To each extension we func- 
torially associate a semigroup. If the give extension splits then the cor- 
responding semigroup has a universally minimal left ideal that is also the 
Kernel of the semigroup. The. classification problem is solved by con- 
sidering the Kernel of a quotient semigroup of the semigroup that func- 
torically corresponds to the given extension. 
Finally, we prove some sufficient conditions on the semigroup that 
ensure the splitting of the corresponding group extension. 
In this section, we develop different concepts that are needed in the 
later part of our work and state some main results proved in this paper. 
DEFINITION 1.1. An extension of a group N by a group G is the triple 
(E, A, p) such that 
is an exact sequence of groups, 
Since h in such a sequence is always injective we may, (and do) identify 
N with a normal subgroup of E. We may say that (E, y), or simply E, is an 
extension of N. 
DEFINITION 1.2. By coupling of group G to group N we mean a homo- 
morphism from G into the group Aut(N)/Inn(N) of outer automorphisms 
of N. 
An extension (E, p) of N by G gives rise to a coupling 0 for G to N. 
For g E G, let c E E with p(c) = g. If c* denotes the automorphism of N 
induced by the conjugation by c, let 
O(g) = c* Inn(N). 
It can be seen easily that 0 is (well defined) coupling for G to N. We 
may note here that the definition of coupling 8 derived from the extension 
(E, CL) involves p in a direct manner. 
Two “unequivalent” extensions of N by G may give rise to the same 
coupling. For example, let E be a cyclic group of order 2n, II even, N to be 
the subgroup of order n and A, the two-group. Then E and N x A are 
two unequivalent (i.e., nonisomorphic) extensions having the same 
coupling, for A to N. 
Hence, if one wants to study the splitting of group extensions via 
coupling, then one has to restrict his attention on those extensions that are 
determined by their coupling. 
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DEFINITION 1.3. An extension (E, CL) of N by G is said to split if there 
is a homomorphism 0, called a section, from G to E such that p * @ = lG . 
PROBLEM 1. Given an extension E of N by G, find conditions under 
which it splits. 
Before we state the classification problem associated with a splitting 
extension, we note that a given extension (E, /.L) of N by G splits if and 
only if there is a complement for N in E. For, if 8 is a section then O(G) is 
a complement, and conversely, if C is a complement for N in E then 
restriction of p to C is an isomorphism of C on to G whose inverse gives 
rise to a section. 
As an immediate conseqeunce we see that the splitting property of an 
extension (E, p) of N does not involve the homomorphism /-L directly, but 
depends on the intrinsic property of group E and the embedding of N in E. 
DEFINITION 1.4. Two sections 0, and 0, of a splitting extension E of a 
group N are called equivalent if, for some n E N, 0, = n* . 0, . If this is 
the case then we write 0, N 0, . 
This is an equivalence relation in the set S(E, N) = S of all sections of 
the given extensions of N. 
PROBLEM 2. (Classification problem). Determine the quotient set S/M. 
Clearly, two sections are equivalent if and only if corresponding 
complements are conjugate by an element of N. In other words, the 
classification problem consists in really linding the conjugacy classes, under 
N, of complements of N. 
In Section 2 we shall prove a result that shows the cohomological nature 
of this problem. The result has essentially been proved by Taussky- 
Zassenhaus in 151. We shall give a proof for the sake of completeness. 
Next we arrive at the concept of semigroups. Our terminology will be 
closely similar to that of Ljapin [l], with minor changes. We shall 
frequently use results of [l] whenever they are needed. 
DEFINITION 1.5. A semigroup is a set with an associative operation 
and containing a two-sided identity. 
A subset Z of a semigroup S is called a left ideal if it is a proper nonempty 
subset of S such that if x E Z and s E S, then sx E I. It is called a minimal 
left ideal if it is a left ideal and it does not properly contain any left ideal. 
A universally minimal left ideal is a left ideal that is contained in every 
left ideal of the semigroup. 
Concepts of right ideals, minimal right ideals can be defined in the 
same way. 
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A universally minimal two sided ideal of a semigroup is called a Kernel 
of the semigroup. (If it exists, clearly it is unique.) 
EXAMPLE 1. Let E be a group and N be a subgroup of E. Let 
H = H(E, N) = {CY E Hom(E, E): ol(eN) C eN, e E E}. 
Then His clearly a semigroup. 
To each extension E of a group N we can associate the semigroup 
H(E, N). In Section 3 we prove the following 
THEOREM 1. Let A be a category, with objects as the group extensions 
and morphisms as the proper morphisms (defined in Section 3). Then there is 
a covarient finctor H from A into the category of semigroups whose 
morphisms are the usual semigroup homomorphisms. If E is an extension of 
N then its image under H is simply H(E, N) of Example 1. 
In Section 4, we show that the semigroup H(E, N) can be looked upon 
as a semigroup C1(E, N) of “cocycles” of E to N. Theorem 2 asserts that 
if E is a splitting extension of N then H(E, N) has a universally minimal 
left ideal that is also the Kernel of the semigroup. 
Theorem 3 solves the classification problem by considering a quotient 
semigroup of the semigroup H(E, N). It is shown that this quotient semi- 
group is really the semigroup of cohomology W(E, N) of E acting on N. 
Section 5 deals with some sufficient conditions on H(E, N) to have the 
splitting of the corresponding group extension. Two types of situations 
are considered. The first one concerns the existence of x E H(E, N), which 
is fixed-point free on N. The second approach involves the ideal structure 
of H(E, N). While the second approach solves the classification problem, 
the first one fails to do so. 
2. CLASSIFICATION AND COHOMOLOGY 
In this section we study the cohomological nature of the classification 
problem. 
Let G be a given group. By a G-group we mean a group N such that a 
homomorphism 8 from G into the group Aut(N) of automorphisms is 
given. We may also say that G acts on N. When there is no possibility of 
ambiguity, the image of n under e(g) is written as .g. 
By a cocycle from G to N we mean a map f from G into N such that 
f(gh) = fk)“f(h)~ g, h E G. (2-Q 
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The set of cocycles from G to N is denoted by C’(G, N). 
Two cocycles fi and fi are called equivalent (or cohomologous) if for 
somenEN 
f,(g) = Wdi7) n-l1 gE G. (2.2) 
This is an equivalence relation in the set C1(G, N). The quotient set 
W(G, N) is called first cohomology of G acting on N. Note that W(G, N) 
has a distinguished element, viz the class containing the trivial map that 
takes each g E G into the identity of N. If N is abelian, pointwise addition 
of cocycles provides an abelian group structure on C1(G, N) such that the 
distinguished element is the identity. 
PROPOSITION 2.1. Let (E, cc) to be a splitting extension of N by G and 
let S denote the set of sections with equivalence relation dejined in (1.4). Then 
(a) Each section s E S determines an action of G on N. 
(b) Let s be fixed. With the action of G on N, through s, there is a 
canonical bijection between H1(G, N) and the quotient set S/m-. The dis- 
tinguished element of Hl(G, N) corresponds under this bijection to the class 
containing s. 
Proof. Since s is a homomorphism from G into E, action of g E G on 
n E N can be defined as ng = s( g)-l ns( g). 
Suppose we fix this action through s. Let # be a section. Then #(G) = C 
is a complement for N in E, i.e., E = CN, C n N = 1. For g E G, s(g) 
can be put uniquely as 
s(g)== cn;c, C, n E N. 
Let f be a map from G to N defined as f(g) = n-l, where for some 
c E C, s(g) = cn. Let g, h E G, such that s(g) = cn and s(h) = cln2 . Then 
i.e., 
s(g) n-‘s(h) n;’ = cc1 , 
s(gh)(n-l)h (n;‘) = cc1 . 
Hence,f( gh) = (n-l)” (n;‘) = f(g)“f(h), i.e., f e Cl(G, N). Conversely, let 
f E C1(G, N). Define a map # from G into E by 4(g) = s( g)f(g), g E G. 
since f( gh) = (s(h)-‘f( g) s(h))f(h); g, h E G, it follows that #J is a homo- 
morphism. Sincef(g) E N and s is a section, TV 0 #g = g, i.e., #J is a section. 
This means that, there is a canonical bijection between S and Cl(G, N). 
Moreover s corresponds to the trivial cocycle under this bijection. 
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For i = 1,2 letf;: E Cl(G, N). Let & E S be the corresponding sections; 
~dg> = skM(g). Then 
“A-h 
iff fi(f> = 4 s>-l n s( df,(G) n-l, g E G, 
iff h( g> = W’>* 0 rlr,k), g E G, 
iff $1 - $2 - 
This means the canonical bijection between S and Cl(G, N) extends to 
the corresponding quotient sets S/ - and HI(G, N), with the desired 
property. 
3. CATEGORY OF GROUP EXTENSION 
In this section we define a category of group extensions and a covariant 
functor from this category into the category of semigroups. 
DEFINITION 3.1. By a proper morphism between two group extensions 
(& , pi) of Ni by Gi , (i = 1,2) we mean a triple @, y, 8) such that (i) the 
following part of diagram commute, 
Nr--‘- Q------ G2- i 
I+ 
(ii) y is surjective 
(iii) a(Ker(y)) _C Ker(y); a E H(E, , NJ. 
LEMMA 3.2. Let (p, y, 6) be a proper morphism from an extension 
(El , ,uJ of Nl by Gl to an extension (E, , ~L.J of N2 by G2 . Then, there is a 
homomorphism A = A(y) f rom the semigroup H(E, , Nl) into the semigroup 
H(E, , N,), mapping units of the former into those of the latter. 
Proof. Let CL E H(E, , NJ and b = y(a) E E, where a E El, Define 
44 by 
44(b) = r(&N. 
Let c E El such that y(c) = r(a). Then c = ak, k E Ker y. By assumption 
a(k) E Ker y. Hence, y(ar(c)) = r(a(a)), i.e., A(a) is well defined. It is 
clearly seen that it is a homomorphism of E2 into E, . 
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By assumption (i) of our lemma, P(n) = r(n) E N, for n f N1 . Let 
e, = y(el) E E, . Since 01 E H(E, , N,), a(q) = e,f(e& f(Q) E N1 . 
Hence 
r(deA) = r(ed rWd> 
= rW BW4) 
= e2fi(e3~ 
where fi(ez) E N, . This shows that A(ar)(e3 = e&(e,), i.e., A(ol) E 
Hom(E2N2), 
Finally, let 01 I , 01~ E H(E, , N1) and cx = ollolz . For e2 = r(el) E E, 
44(e2) = 44MelN = r(4d). 
Hence 
This proves that /1 is a semigroup homomorphism. This need not be a 
surjective map. Nevertheless, it is clear that the identity element of semi- 
group H(E, , N1) is mapped to the identity of H(E, , N.J. Hence, the group 
of units of H(E, , N1) is mapped into those of H(E, , Nz) under A. 
LEMMA 3.3. Composition of twoproper morphisms is aproper morphism. 
Proof. Let (Is,, yl, 6,) be a proper morphism between two extensions 
(Ei , pi) of Ni by Gi, i = 1,2, and (/$, y2 , 6,) be a proper morphism 
between extensions (Ed , pi) of Ni by Gi , i = 2.3. To show that (#& o fil , 
yz o y1 ,a, o 6,) is a proper morphism between (Ei , pl), i = 1, 3. 
By assumption the left side of the following diagram commute. 
In other words /3z(/31(n)) = &l(n)), IZ E Ni . Moreover, y = y2 0 y1 is 
surjective. Let K = Ker y and 01 E H(E, , N1). The only thing remaining 
to be proved now is to show that O(K) C K. 
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By Lemma 3.2, &&IX) E H(E,N,). Let k E K. Then y&(k)) = 1, i.e., 
yl(k) E Ker y2. Since (p, , yz ,a,) is proper, 
44(~~W) E Ker y2 . But 4y-MEc)) = 4r3(4hW 
= Ylbwh 
Hence, r2(rl(4k))) = 1, i.e., y(cu(k)) = 1 and ar(k) K. This completes 
the proof of the lemma. 
From Lemmas 3.2 and 3.3 we immediately get the following. 
THEOREM 1. Group extensions with proper morphisms form a category. 
There is a covarient finctor H from this category into the category of semi- 
groups, such that each extension E of N is taken into the semigroup H(E, N). 
4. H FUNCTOR ON SPLITTING EXTENSIONS 
In this section, we study the image, under the functor H of splitting 
group extensions. 
In Section 3, we saw that for a given splitting extension E of N by G, we 
have the set S of sections and an equivalence relation on this set. Moreover, 
each section determines an action of G on N. For a fixed section 9, the 
cohomology set W(G, N) is bijective with the quotient set S/-. The 
action of G on N was defined by no = n@(g); II E N, g E G. 
Now O(G) = C is a complement for N in E. Let C act on N by conjuga- 
tion. Then Hl(C, N) is clearly canonically bijective with H1(G, N). 
LEMMA 4.1. Let E be an extension of N and C be a complement for N 
in E. Then each cocycle f from C to N has a canonical extension cocycle fi 
from E to N such that 
Ii(cn) = n-W); cEC,neN. 
Proof Since C is a complement for N in E, each element e of E has a 
unique presentation e = cn, c E C, n E N. Hence, fl is a well-defined map 
from E to N. 
Let e = cn and e, = c,n, be two elements of E = CN. Then fi(e) = 
n-‘f(c) and fi(el) = n;lf(c,). Since 
e e, = c cl ncn, = c c,m, say, m E N, 
and 
f(c Cl) = f(c)“‘fW 
It follows that f(e el) = f(e)“lf(eJ. This completes the proof. 
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Unless stated otherwise, for the rest of this section we assume that a 
splitting extension E of N by G is given. We also fix a section, and hence, 
corresponding complement C for N in E. 
Each section gives rise to a complement for N in E. This, in turn gives 
rise to a cocycle from C to N (cf. 2). By Lemma 4.1, we get a cocycle ,f 
from E to N such that f(n) = n-l, for all n EN. Conversely, if f is a 
cocycle from E to N such that f(n) = n-l, for all n E N; then its restriction 
to C corresponds to a section. Let f?(E, N) denote the set of all cocycles 
from E to N and C?(E, N) be the subset of all f E: Cl(E, N) such that 
f(n) = n-l, for n E N. Then there is a canonical bijection between the set 
of sections and the set &(Z?, N). 
Define, in the usual manner the equivalence relation in the set Cl(E, N). 
Let SE cI(E, N) and fi E &E, N) such that fI -5 Then it can be seen 
thatfi E &(E, N). Hence H1(E, N) has a subset that is denoted by &(E, N), 
which corresponds bijectively and canonically with H1(C, N), and hence, 
with S/-. 
DEFINITION 4.2. For two cocycles fi and fi from E to N we define a 
mapf, * fz from E to N, such that 
fi * .Me> = fi(eMeMf&h e E E. 
With this definition we arrive at the main result of this section. 
THEOREM 2. Let E be an extension of N and C?(E, N) be the set of 
cocycles from E to N. Then, (a) C’(E, N) is closed under the operation *; 
i.e., fi * fi is a cocycle iffI andfi are. 
(b) C’(E, N) is a semi-group. 
(c) If E is a splitting extension, then C1(E, N) is a universally minimal 
left ideal that is also the Kernel of the semigroup C’(E, N). Moreover, if 
fi E i?(EN) andf E C1(E, N), then fi t f = fi . 
(d) The semigroup Cf(E, N) is isomorphic with the semigroup H(E, N) 
obtained functorially from the given extension E of N. 
Proof Let f E Cl(E, N). Define $ as 4(e) = ef(e); e E E. Since 
f(e 1, eJ = e;‘f(e,) ezf(ez), it is clear that 4 is a homomorphism of E 
into E. Clearly 4 E H(E, N). 
Conversely, let x E H(E, N). Then x(e) E eN, for ail e E E. Define a 
map f as x(e) = ef (e). Since x(e 1, ez) = x(el) x(e& it follows that 
el ezf (e, ez) = e, f (el) e, f(e-J. Hence, f (e, , 4 = e?f (eI) e, f(eJ, i.e., 
f E C(E, N). 
641/S/2-4 
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Now letfi and& E Cl(E, N). Let x, and x2 be the corresponding element, 
of H(E,N). Let x=x,x,, and let f~ Cr(E, N) correspond to x. Then 
foreEE 
44 = x1(x2(c)), 
4(e) = x1(&W> 
Hencef, *A = f E Q(E, N). This completes part (a), (b), and (d). 
Let I? = &E, N) be the subset of H(E, N) that corresponds to &E, N). 
Clearly x E l?(E, N) if and only if x(n) = 1, for all n E N. 
Let x E &,E, N) and z E H(E, N). Clearly, 2x(n) = 1, for all n E N. 
Moreover, xz(n) = x(nf(n)), where f E C1(E, N) correspond to z. Hence 
xz(n) = 1, for all n E N. In fact, for e E E 
xz(e) = x(ef(e)) = x(e). 
Hence, &(E, N) is a two-sided ideal in H(E, N) such that xz = x, if 
x E I?(E, N) and z E H(E, N). 
Let I be any left ideal in H(E, N), and let x E I. For (Y E fi, arx E I. But 
cux = (Y. Hence, A is universally minimal left ideal in H(E, N). Clearly 
&(E, N) is the Kernel of H(E, N). Transforming this result, via iso- 
morphism of(d) to Cl(E, N) we see that part (c) of the theorem is proved, 
and the proof of the theorem is complete. 
For n E N, let a, denote the map from E to N such that a,(e) = &n, 
e E E. This is called coboundary. 
LEMMA 4.2. The set B = B1(E, N) of coboundaries forms a group under 
*. In fact the map taking N into a, is a group homomorphism of N on to B. 
Prooj: Let a, and a, be two elements of B. For e E E, 
a, * %de) = U9 &de) W&9) 
= a,(e) a,(e)(a,(e)-l n a,(e)) n-l 
= a,(e) i3,(e)(am(e)-1 n a,(e)) n-l 
= a,(e) 12 a,(e) n-l 
= nemem-ln-l 
= Ld4 
i.e., a, * am = anm . 
This completes the proof of the lemma. 
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Let N* denote the group of automorphisms of E induced by conjugation 
by elements of N. Clearly N* and B1 corresponds to each other under the 
isomorphism of(d) of Theorem 2. 
LEMMA 4.3. Let h , fi E Cl(E, N). Then fi -fi if and only if fi = 
a, * fi , for some n E N. In particular two right cosets of B in C’(E, N) are 
either disjoint or identical. 
Proof. Since the equivalence relation partition Cl@, N) into disjoint 
equivalence classes, the second statement follows from the first one. 
Now fi = 8, * fi for some n E N if and only if 
fXe) = %(e)f2(e) %(f2(e)h e E E, 
i.e ., = an(d>fi(e)(fi(e)-"n~(e)> n-l. 
i.e ., = a,(e) nf2(e) n-l 
i.e., = n”f2(e) n-l e E E. 
The proof of the lemma is complete. 
THEOREM 3. Let E be an extension of N by G. For [fi] and 
Kl E ffW NJ define 
Then, (a) this is a well-defined operation and W(E, N) is a semigroup 
under it. (b) Furthermore, if we assume that the extension splits, then 
I?(E, N) is (nonempty) universally minimal left ideal, and is also the 
Kernel of W(E, N). (6) Let S denote the set of sections of the splitting 
extensions. Then S/- is bijective with @(E, N). 
Proof. In view of the observation made in the beginning of this section 
we see that (c) follows. Moreover, part (b) follows from Theorem 2 
provided we prove part (a) above. 
Let V;] and &] be two classes in W(E, N). By Lemma 4.3 we can 
identify them with respectively; B * fi and B * fi . Let x1 and xz be elements 
of H(E, N) that corresponds to fi and fi , respectively. Under the iso- 
morphism of Theorem 2(d). For n* E N* and e E E, we see that 
x1 0 n*(e) = xl(n)* 0 x,(e); i.e., x1 0 N* 2 N* 0 x1 . 
Hence N* 0 x1 0 N* = N* 0 xi. This gives us 
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Rewriting this, we have B * fl * B * fz = B * fi * fi . This shows that * 
is well debed and H$??, N) forms a semigroup whose elements can bc 
identified with right cosets of B and for which B is a two-sided identity. 
5. SPLITTING CONDITION ON THE COHOMOLOGY SEMIGROUP 
Let E be an extension of group N. We shall study here conditions on 
the cohomology semigroup H(E, N) that ensure the splitting of the cor- 
responding extension. Although splitting of extension gives rise to condi- 
tions on H(E, N) that are apparently very strong, assumption of these 
conditions does not give the splitting. In this section we explore some 
possibilities of finding sufficient conditions under which the given extention 
splits. 
Note that H(E, N) is defined even if N is not normal in E. 
THEOREM 4. Let E be a finite group and N be an arbitrary subgroup. 
Suppose that 01 E H(E, N) such that restriction 01~ of IX to N is ajixed-point- 
free homomorphism of N into N. Then, (a) N CI E. (b) N has a complement 
C in E, and(c) aI = al(n)“; n E N, c E C. 
Proof Let f E C1(E, N) correspond to (Y E H(E, N) under the ko- 
morphism of Theorem l(d). Let a, b E E such thatf(a) = f(b). Then 
f(ab-l) = f(a)“-‘f(b-l) 
= f(b)b-l f(b-l) 
= f(b b-‘) 
=fU> 
= 1. 
Hence ol(ab-l) = ab-lf(ab-l) = ab-I. Since a! is a fixed pointfree on N 
it follows that f(m) =f(n), for n, m EN implies m = n, i.e., f is one-one 
from N into N. Since N is finitefis a permutation (i.e., one-one onto). 
Now let n E N, e E E. Let n, E N such thatf(n,) = n. Then 
i.e., 
f(w) = fhYf(4, 
ne = f(nle) f(e)-’ E N. 
This shows that N is a normal subgroup of E. Put C = {e E E: f(e) = 11. 
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-et x E C n N. then a(x) = x and x E N. Since 01 is fixed-point free on N, 
:= l.Hence 
A) CnN=l 
Now let a, b E E. We saw that, if f(a) = f(b) then f(ab-I) = 1 i.e., 
zb-* E C, i.e., Ca = Cb. Conversely, let Ca = Cb. Then a = cb, c E C and 
‘(4 = f(c)* f(b) = f(b). 
Hence f(a) =f(b) if and only if Ca = Cb. This means there is an 
injection from the set of right cosets of C in E into N and we have [E : C] < 
j N ! Finally, this result together with (A) gives us j E j = 1 CN j . Hence 
(b) E = CN. 
Let n E N and c E C. Then a(c) = c and 
c@) = oc(c+?c) = a(n)C. 
Thus, o@) = ~r,(n)~, and the proof of the theorem is complete. 
We now turn our attention to the ideal structure of the semigroup 
H(E, N) of a given extension E of N. We first prove the following important 
LEMME 5.1. Let E be an extension of N. Suppose that the semigroup 
H(E, N) has a minimal left ideal 9. Then there is a normal subgroup K of E, 
which is contained in N and which has the property that (1) for each cy E 9, 
Ker a: = K, and (2) For /? E H(E, N), 01 E 9, we have Ker /? n a(E) = 1. 
Proof. Let a: E 9 and put K = Ker a. Since a: E H(E, N), K 6 N. To 
show that Ker /3 = K for all p E 9. 
Put H, = (/3 E H(E, N) : K C_ Ker p}. Let x, y E H. Then Ker x c Ker yx. 
Hence, if x E H, , y E H(E, N) then x y E H, . H, is a left ideal and 
a E H, n 9. By minimality of 9, 9 c H, , Hence KC Ker p, for all 
p E 9. Since 01 is arbitrary in 9, K = Ker /3, for all fl E 8. This completes 
part (1). 
Let 01 E 9, /3 E H(E, N) and suppose that x E a(E) n Ker /?. Then, for 
some y E E, x = a(y) E Ker /I. /Z?(a( y)) = 1 and y E Ker j3 0 0~. Since 9 is 
aleftideal~oolE~.Bypart(l)Kerol=KerBool.Hencecu(y)=x=l. 
This completes the proof of the lemma. 
DEFINITION 5.2. A normal subgroup N of a group E is called non- 
decomposable with respect to E if it is not possible to find proper subgroups 
KandLofNsuchthatl tKaE.KnL= landN=LK. 
DEFINITION 5.3. A group is said to satisfy the weak descending chain 
condition on subgroups if each descending chain of isomorphic subgroups 
terminates at a finite step. 
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THEOREM 5. Let E be an extension of N and suppose that the followir 
conditions are satisfied. 
(1) N is nondecomposable with respect to E. 
(2) H(E, N) has a minimal left ideal 8. 
(3) For some 01 E 9, a(E) satisfies weak descending chain conditio 
on subgroups. Then, (a) N has a complement C in E. (b) 9 has a distingui> 
hed element 01 such that a(cn) = c, cn E E = CN. (c) Two right cosets c 
N* in 9 are either disjoint or identical. Moreover, these right cosets ar 
in one-one correspondence with Hl(C, N) such that N* corresponds to th, 
distinguished element of H1(C, N). 
Proof. We may assume that N # E. If (a) is proved, then H(E, N) ha, 
a universally minimal left ideal. Hence, this must be 9. Parts (b) and (c, 
follow from (a). 
Let cy E 9’ such that a(E) satisfy weak descending chain condition or 
subgroups. Let K = Ker 01. By the previous lemma Ker fl = K, for al; 
/3 E 9. But then c@) and /3(E) are isomorphic (both being isomorphic tc 
E/K). Hence /3(E) satisfies the weak descending chain condition for sub- 
groups, j3 E 9. Now 
ol(E)Z?a:oa(E)r)..*. 
Let @+l = a: * c4”, then by assumption an+l(E) = a”(E), for some 
integer n. Take j3 =a*. Hence, j3 0 /3(E) = /3(E) = C. By the previous 
lemma. 
(4 CnK=l. 
Let e E E then, for some x E E, ,!3 0 B(x) = p(e). Thus, /?(e-l/3(x)) = 1; 
i.e., e-l(x) = kI E K. Hence e = ck, for some c E C and k E K, i.e., 
(B) E=CK. 
IfK=lthenE=C=j?(E)withKer~=K=l.Butthenj?isone- 
one onto, i.e., an automorphism of E. Since /I E 9 and S is a left ideal, 
this is not possible. Hence K # 1. 
LetM=CnN.ThenN=MKandMnK=l.WhereKaE.Since 
K # 1, by nondecomposibility of N with respect to E, M = 1. Hence 
N = MK = K. This completes the proof of (a), and hence, of the theorem. 
PROPOSITION 5.4. Let E be an extension of N. Suppose that N is non- 
decomposable with respect to E and that H(E, N) contains a minimal left 
ideal and a minimal right ideal. Then, (a) N has a complement C in E. (b) If Y 
is a minimal left ideal of H(E, N) then statements (b) and (c) of Theorem 4 
are true. 
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Proof. Once again, if (a) is true, then clearly (b) follows. Let 2’ be a 
ninimal left ideal and R be a minimal right ideal. Then by (Ljapin ([l, 
)P. 10, 
G=ReY=RnLi? 
s a group. Let 01 E G be the identity of the group. 01 is an idempotent, 
Y 0 LX = 01. Let K = Ker 01 and C = a(E). Then 
:A) E = CK and CnK=l. 
If K = 1 the E = a(E) = C. Since 01 is an idempotent, this would imply 
that cy = 1. As c1 E 2 and 9 is a (proper) ideal, this is not possible, and 
Kf 1. 
Finally, nondecomposability of N with respect to E demands K = N. 
Then part (a) follows from statement (A) above, and the proof of the 
proposition is complete. 
The assumption that N should be nondecomposable with respect to E, 
is really a “local” statement. It would be interesting if one can prove 
results of type Theorem 5 and Proposition 5.4 using only the ideal structure 
of the semigroup H(E, N). 
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