Abstract. In this paper we consider structurally damped plate and wave equations with point and distributed random forces. In order to treat space dimensions more than one, we work in the setting of L q -spaces with (possibly small) q ∈ (1, 2). We establish existence, uniqueness and regularity of mild and weak solutions to the stochastic equations employing recent theory for stochastic evolution equations in UMD Banach spaces.
Introduction
Structurally damped plate and wave equations have been studied intensively in the deterministic case. In such equations the damping term has 'half of the order' of the leading elastic term, as it has been proposed in the seminal paper [38] . Point controls and feedbacks in elastic systems lead naturally to perturbations of damped equations by Dirac measures, cf. [29] . In this paper we investigate the situation when such point perturbations act randomly. For a one dimensional spatial domain S these problems have been treated in [31] by means of the well-established Hilbert space approach to stochastic partial differential equations, see e.g. [18] . However, it seems that in higher space dimensions d ≥ 2 one cannot proceed in this way since the irregularity coming from the point measure and the stochastic terms cannot be balanced by the smoothing effect of the analytic semigroup for the damped plate equation. The point evaluation acts via duality on the state space so that it becomes even more singular if one works in the setting of L q (S) with q > 2. Thus it is natural to look for solutions in L q (S) with q ∈ (1, 2); in fact, we need q ∈ (1, d/(d − 1)) for the plate equation and q ∈ (1, 2d/(2d − 1)) for the wave equation.
In the non-damped situation the stochastic wave equation and plate equation are studied by many authors. Here the equation is usually analyzed using Hilbert space methods. We refer the reader to [19, 36, 37] and [27] , respectively, and to the references therein.
Several authors have investigated stochastic partial differential equations on L q spaces with q ∈ [2, ∞) (see [6, 28] and the references therein), whereas in our case q ∈ (1, 2) it seems that the only known method is contained in the recent paper [35] . Our analysis is based on the theory developed in [35] . Stochastic damped wave equations have been treated in various papers during the last years, see e.g. [3, 4, 8, 14, 17, 22, 39] . However, it seems that random forces acting at a single point in S have been studied only in [31] so far.
To be concise, we will focus on the model (1.1)
(t, s) + ∆ 2 u(t, s) − ρ∆u(t, s) = f (t, s, u(t, s),u(t, s)) + b(t, s, u(t, s),u(t, s)) ∂w 1 (t, s) ∂t + G(t, u(t, ·),u(t, ·)) + C(t, u(t, ·),u(t, ·)) ∂w 2 (t) ∂t δ(s − s 0 ), t ∈ [0, T ], s ∈ S, u(0, s) = u 0 (s),u(0, s) = u 1 (s), s ∈ S, u(t, s) = ∆u(t, s) = 0, t ∈ [0, T ], s ∈ ∂S, on a bounded domain S ⊂ R d of class C 4 . Here ρ > 0 is a constant and δ(· − s 0 ) is the point mass at s 0 ∈ S. The functions f, b, G, C are measurable, adapted and Lipschitz in a sense specified in Section 5. The process w 1 is a Gaussian process which is white in time and appropriately colored in space, as discussed in Section 5. The process w 2 is a standard one-dimensional Brownian motion which is independent of w 1 . Note that w 2 drives the point loading whereas w 1 governs a distributed stochastic term.
In Theorem 5.1 we obtain a mild and weak solution (u(t),u(t)) ∈ (W 2,q (S) ∩ W 1,q 0 (S))× L q (S) of (1.1), where u andu possess some additional regularity in time and in space if the initial data are regular enough. We also state a related result for the wave equation in Theorem 6.1. Our results can be generalized in various directions. For instance, in (1.1) one could replace the Dirichlet Laplacian by a more general elliptic operator. One can also allow for more general nonlinearities, see Remarks 5.2 and 5.8, and one could treat locally Lipschitz coefficients to some extent, see Remark 5.9 . But for conciseness we will focus on the setting indicated above.
For illustration, we further give a concrete simple example for (1.1). Here the function C : L 1 (S) → R is given by C(x) = ϕ(x(s)) ds, where ϕ is fixed Lipschitz function ϕ : R → R. This is a special case of (1.1) where f, b, G are zero. Such a C is indeed Lipschitz continuous. Moreover, if d ≤ 3, then by Remark 5.2 one can even take C : C(S) → R as C(x) = ϕ(x(s 1 )), where s 1 ∈ S is fixed. Using Theorem 5.1 if u 0 and u 1 are appropriate one can obtain a unique solution u to the problem (1.2). Moreover, u satisfies a certain space-time regularity. We refer to Theorem 5.1 for details.
In Sections 2-4 we provide the necessary prerequisites for our main results. First, we briefly discuss the theory of stochastic integration developed in [34] . This theory is closely tied to the concept of Gauss functions and operators which is also presented in Section 2. Based on this material, in Section 3 we recall a theorem on existence, uniqueness and regularity of mild solutions of parabolic stochastic equations from [35] . In this theorem it is possible to consider deterministic and stochastic terms taking values in so-called extrapolation spaces which are larger than the state space. This fact is crucial for our approach since the Dirac functional δ(· − s 0 ) lives in such extrapolation spaces. Moreover, one can use this flexibility to extend the class of admissible processes w 1 , see the examples in Section 5.
The underlying deterministic equation is studied in Section 4, where we consider the problemü
for a sectorial operator A on a Banach space E, see (4.3). (In (1.1) A is the square of the Dirichlet Laplacian on E = L q (S).) Using the operator matrix
one can reformulate (1.3) as an abstract Cauchy problem on the state space X = D(A 1 2 ) × E. It is well known that A generates an analytic semigroup on X if E = L 2 (S), see [15] , [29] . Recently, it has been shown in [13] that A also generates an analytic semigroup in the Banach space case. (See [16] , [23] and [25] for related results.) In view of the stochastic problem, it is crucial to determine the interand extrapolation spaces for this semigroup, see Proposition 4.1. It would be very interesting to extend these results to damping terms which are more general than ρA 1 2 . In the Hilbert space case this is possible to some extent, see [15] and [29] , but this approach makes heavy use of the Hilbert space structure. Let us explain the problem with an example, cf. [38] . In equation (1.1) it would be interesting to study also the clamped plate equation, where u = ∂u ∂n = 0 on ∂S and n denotes the outer normal. If we let A = ∆ 2 with the above boundary conditions, then A 1 2
is not a differential operator anymore. Instead of A 1 2u , we would still like to have ∆u as a damping term, but this does not lead to the algebraic structure of (1.3). Therefore, we do not know whether the corresponding operator matrix generates a strongly continuous semigroup if q = 2.
We will write a b if there exists a universal constant C > 0 such that a ≤ Cb, and a b if a b a. If the constant C is allowed to depend on some parameter θ, we write a θ b and a θ b instead. Moreover, X always denotes a Banach space, B(X, Y ) is the space of bounded linear operators from X to another Banach space Y , and we designate the norm in X and the operator norm by · .
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Preliminaries
Throughout this paper (Ω, F , P) is a probability space with a filtration (F t ) t≥0 . This space is used for the stochastic equations and stochastic integrals below. In Subsection 2.2 we recall the necessary definitions and facts from the theory of stochastic integration developed in [34] . As a preparation, we discuss γ-radonifying operators and Gauss functions in the next subsection referring to [5, 21, 26] for proofs and more details. In the last subsection we describe a concept of Lipschitz continuity which is crucial for our work.
2.1. γ-radonifying operators. In this paper, (γ n ) n≥1 always denotes a Gaussian sequence, i.e., a sequence of independent, standard, real-valued Gaussian random variables defined on a probability space (Ω,F ,P). A linear operator R : H → X from a separable real Hilbert space H into a Banach space X is called a γ-radonifying operator if for some (and then for every) orthonormal basis (h n ) n≥1 of H the Gaussian sum n≥1 γ n Rh n converges in L 2 (Ω; X). The space γ(H, X) of all γ-radonifying operators from H to X is a Banach space with respect to the norm
This norm is independent of the orthonormal basis (h n ) n≥1 and the Gaussian sequence (γ n ) n≥1 . It holds that R ≤ R γ(H,X) . Moreover, γ(H, X) is an operator ideal in the sense that if S 1 :H → H and S 2 : X →X are bounded operators, then R ∈ γ(H, X) implies S 2 RS 1 ∈ γ(H,X) and
If X is a Hilbert space, then γ(H, X) is isometrically isomorphic to the space S 2 (H, X) of Hilbert-Schmidt operators from H into X. We are mainly interested in the case that H = L 2 (M ; H), where H is another separable real Hilbert space with inner product [·, ·] H and (M, Σ, µ) is a σ-finite measure space. Let Φ :
for all f ∈ L 2 (M ; H) and x * ∈ X * . Then we say that R is represented by Φ. In this case Φ is called a Gauss function, and we write Φ ∈ γ(M ; H, E) and
We write γ(M ; X) instead of γ(M ; R, X). If there is no danger of confusion we will identify R and Φ, cf. Subsection 2.3 in [34] . For a Hilbert space X, we have 
.
2.2.
Stochastic integration in UMD spaces. We now discuss the stochastic integral for processes Φ : [0, T ]×Ω → B(H, X) as it was introduced and investigated in [34] . Here X is a UMD Banach space and H is a separable real Hilbert space. The reader is referred to [12] and [34] concerning UMD spaces. But, for the present paper, it suffices to recall that the reflexive L q , Sobelev, Bessel-potential and Besov spaces are UMD spaces.
We denote by L 0 (Ω; E) the vector space of all equivalence classes of measurable functions from Ω to a Banach space E, and we endow L 0 (Ω; E) with the convergence in probability. A process Φ :
Φh is strongly measurable in X for all h ∈ H, where we let (Φh)(t, ω) := Φ(t, ω)h. The process Φ is called H-strongly adapted if the map ω → Φ(t, ω)h is F t -strongly measurable for all t ∈ [0, T ] and h ∈ H. We also set Φ ω (t) = Φ(t, ω).
Let 0 ≤ a < b < T , A ⊂ Ω be F a -measurable, x ∈ X, and h ∈ H. The stochastic integral of the indicator process 1 ( 
In this situation, ζ is uniquely determined as an element of L 0 (Ω; C([0, T ]; X)) and it is called the stochastic integral of Φ with respect to W H . We write
The process ζ is a continuous local martingale starting at zero, see [34, Theorem 5.5] . (1) The process Φ is stochastically integrable with respect to W H .
In this situation we have ζ =
γ -Lipschitz functions. We now treat a class of Lipschitz functions which is needed in the existence result for the stochastic equation presented in the next section. See [35] for more details.
Let (M, Σ) be a countably generated measurable space and let µ be a finite
which is a Banach space endowed with the norm
Let H be a separable real Hilbert space, let X 1 and X 2 be Banach spaces, and let f :
γ -Lipschitz function with respect to µ if f is strongly continuous in the second variable and we have
for a constant C ≥ 0 and all simple functions φ 1 , φ 2 : M → X 1 . In this case the In the next lemma we state a simpler sufficient condition for the L 2 γ -Lipschitz property. However, for this result one has to impose an additional restriction on the Banach space X 2 which we first introduce. Let p ∈ [1, 2], and let (r j ) j≥1 be a Rademacher sequence, i.e., (r j ) j≥1 is an independent, identically distributed sequence with P(r 1 = 1) = P(r 1 = −1) = 1 2 . A Banach space X has type p if there exists a constant C p ≥ 0 such that for all x 1 , . . . , x n ∈ E we have
For more information on this concept we refer the reader to [21] and the references therein. We recall that every Banach space has type 1, that the spaces L p (S), 1 ≤ p < ∞, have type min{p, 2} and that Hilbert spaces have type 2. The property has a certain ordering: If X has type p, then X has typep for all 1 ≤p < p as well. Furthermore, every UMD space has nontrivial type, i.e., type p for some p ∈ (1, 2]. But we will not need this fact. In type 2 spaces the L 2 γ -Lipschitz property can be checked using only the norm in γ(H, X 2 ).
If f does not depend on M , one can check that (2.3) implies (2.5) and (2.6). Clearly, every L 
γ -Lipschitz with respect to µ.
The abstract stochastic evolution equation
Recall that (Ω, F , P) is a probability space with filtration (F t ) t∈[0,T ] . Let H 1 and H 2 be separable real Hilbert spaces. Let X be a UMD Banach space and let Y be a Banach space. On the Banach space X we consider the problem
We assume that A generates an analytic C 0 -semigroup (S(t)) t≥0 on X. Thus, there are constants M ≥ 1 and w 0 ∈ R such that S(t) ≤ M e w0t for t ≥ 0. Let w > w 0 . Our further assumptions make use of the fractional power scale associated to A, see e.g. [1] . For a ∈ [0, 1], we define the space X a = D((w − A) a ) with the norm x a = (w − A) a x . For θ ∈ [0, 1], we further introduce the extrapolation space X −θ which is the completion of X with respect to the norm
−θ x . The operator A has a restriction (extension) to an operator on the space X a (the space X −θ ) which generates the analytic C 0 -semigroup given by the restrictions (extensions) of S(t) on the space X a (the space X −θ ). We usually denote the restrictions and extensions again by A and S(t). Moreover, (w − A) β is an isomorphism from X α to X α−β , where
Going back to (SE), we now list the assumptions on the linear operators Λ j : Y → X −θj for j = G, C and on the functions
Here the exponents a, θ G , θ B , θ C belong to [0, 1], but in the next theorem we impose further restrictions. Moreover, the initial value U 0 : Ω → X a has to be strongly (H2) The map (t, ω) → F (t, ω, x) ∈ X is strongly measurable and adapted for each x ∈ X a . The function F has linear growth and is Lipschitz continuous in x uniformly in [0, T ] × Ω; i.e., there are constants L F , C F ≥ 0 such that
for all t ∈ [0, T ], ω ∈ Ω, and x, y ∈ X a . (H3) The map (t, ω) → G(t, ω, x) ∈ Y is strongly measurable and adapted for all x ∈ X a . The function Λ G G has linear growth and is Lipschitz continuous in x uniformly in [0, T ] × Ω; i.e., there are constants L G , C G ≥ 0 such that
for all t ∈ [0, T ], ω ∈ Ω, and x, y ∈ X a . (H4) The map (t, ω) → B(t, ω, x) ∈ B(H 1 , X −θB ) is H 1 -strongly measurable and adapted for all x ∈ X a . The function B is L 
and adapted for all x ∈ X a . The composition Λ C C is L 
× Ω; X) we identify indistinguishable processes; i.e., processes φ 1 and φ 2 such that a.s. for all t ∈ [0, T ] we have φ 1 (t) = φ 2 (t).
In order to introduce our solution concept, we recall some notation from [35] . For φ ∈ L 1 (0, T ; X −θ ) with θ ∈ [0, 1), we write
Young's inequality and the regularity properties of S(t) yield S * φ ∈ L 1 (0, T ; X). For j = 1, 2 and processes Φ :
2 ) which are H j -strongly measurable and adapted and such that for all t ∈ [0, T ] the map s → S(t − s)Φ(s) belongs to γ(0, t; H j , X), almost surely, we set
This integral exists for each t ∈ [0, T ] due to Proposition 2.1.
is H 1 -strongly measurable and adapted and belongs to γ(0, t; H 1 , X) almost surely,
and adapted and belongs to γ(0, t; H 2 , X) almost surely, (vi) for all t ∈ [0, T ], the following equality holds a.s. in X:
is strongly measurable and adapted and has paths in
almost surely.
The following result and its proof are standard in stochastic evolution equations (cf. [18, Theorem 5.4] ). Since our setting slightly differs from the existing literature, we include a short proof. 
mild solution of (SE) such that Definition 3.2 (ii)-(v) hold, then U is a weak solution of (SE). (2) If U is a weak solution of (SE) such that Definition 3.1 (iv)-(v) hold, then
U is a mild solution of (SE).
Proof. We will writeF = F + Λ G G,
. From the definition of a mild solution, Proposition 2.1 and the (stochastic) Fubini theorem we obtain that almost surely
This shows that U is a weak solution.
, and U be a mild solution. Itô's formula implies that
almost surely. By linearity one can extend (3.4) to functions ϕ :
2 ) we can take ϕ(s) = S * (t − s)x * and thus deduce
almost surely. Since the integrals in Definition 3.1 exist by our assumptions, the Hahn-Banach theorem yields that U is a mild solution.
We can now formulate the main abstract existence and uniqueness result which is a consequence of Theorems 7.1 and 7.2 in [35] . 
Then the mild solution U of (SE) has a version such that almost all paths satisfy
Proof. In [35] the problem
has been considered. Clearly, (SE) can be written as (SE ′ ) if we takeF = F +Λ G G, H = H 1 × H 2 andB = (B, Λ C C). In this way the result follows immediately from Theorems 7.1 and 7.2 in [35] .
Remark 3.5. There is a version of Theorem 3.4 for locally Lipschitz functions as well (see [35, Section 8] ). Some of the results below remain true for locally Lipschitz coefficients. However, for the sake of simplicity we concentrate on the (global) Lipschitz case here.
Strongly damped second order equations
Before we turn to the equation (1.1), we have to treat a class of deterministic damped second order equations. We investigate the problem
and, for α ∈ (
both on a Banach space E with norm · 0 . We assume that A is invertible on E, D(A) = E, λ ∈ ρ(−A) and λ(λI + A)
Further, let α ∈ 1 2 , 1 , ρ > 0, and ρ > 2 cos
We denote by E θ with θ ∈ [−1, 1] the domains of fractional powers for A on E; i.e., for θ ∈ [0, 1] we take E θ = D(A θ ), and for θ ∈ [−1, 0) we let E θ be the completion of E with respect to the norm x θ = A θ x . Concerning (4.1) we look for solutions
) ∩ C(R + , E 1 ), whereas the solutions of (4.2) have to
) and ρu + A 1−α u ∈ C(R + , E α ). In the recent paper [13] , it was shown that the operator matrix
generates an analytic C 0 -semigroup on X = E 1 2 × E, where the action of A is defined by A(ϕ, ψ) = (ψ, −A α (A 1−α ϕ + 2ρψ)) if α > 1/2. In the most important case α = 1/2, we simply obtain D(A) = E 1 × E 1 2 and the matrix in (4.4) is understood in the usual way. In (4.3) the constant ρ > 0 has to satisfy an additional lower bound if α = 1 2 . This restriction cannot be avoided in view of Remark 1.1 of [13] . However, in the typical applications (as those discussed below) one can choose φ > 0 arbitrarily small, so that (4.3) holds for all ρ > 0 in these applications. We recall that due to a result of Hörmander [24] , A does not generate a C 0 -semigroup if, say, E = L p (R d ), p = 2, ρ = 0, and A is the negative Laplacian. Moreover, in the Hilbert space case and for a strictly positive self adjoint A, Chen and Triggiani proved that A generates an analytic semigroup if one replaces the damping term ρA α by a self adjoint operator B satisfying ρ 1 A α ≤ B ≤ ρ 2 A α in form sense for some ρ 2 > ρ 1 > 0 and α ∈ [1/2, 1], see [15] and [29] . It would be very interesting to extend this result to the Banach space setting. In [15] it was also shown that for α < 1/2, A does not generate an analytic semigroup.
In the next result we use the real interpolation spaces for a sectorial operator C on Banach space Y , see e.g. [30] , [40] . Recall that
So the isomorphism (4.9) below implies that (4.6)
, for all ε > 0 with 0 < θ − ε < θ < θ + ε ≤ 1/2, and analogous embeddings hold in case of (4.10) and (4.12). We write X ∼ = Y if X and Y are canonically isomorphic. 
If, additionally α = 1/2, then
for all θ ∈ (0, 1) and
where (E * ) θ is the fractional power space for A * .
Proof. The generation property was shown in [13, Theorem 2.3]. It easily implies the unique solvability of (4.1) and (4.2). The equation (4.7) was also proved in [13, Theorem 2.3] . (We note that in [13] it was assumed that E is reflexive. However, this property is not needed in the parts of the proofs which are relevant to us.)
. Due to [13, p .2316], we have
Using (4.7), we can estimate
, where · 0 denotes the norm on E. Conversely, we obtain
The isomorphism (4.8) thus follows since X − , X) 1−2θ,q . The equality (4.9) is then a consequence of (4.8) and reiteration.
Let α = 1/2. In this case we have
. Take (φ, ψ) ∈ X. We first show (4.10). We estimate as above
The formulas (4.10) and (4.12) can now be established as the isomorphism (4.9). The last assertion follows easily from (E 1
(see Theorem V.1.4.12 of [1] ) and a straightforward calculation using that the operator matrix in (4.13) is invertible in X * .
The stochastically perturbed damped plate equation
In this section we prove existence, uniqueness and regularity results for the structurally damped plate equation with noise, given by
Using Proposition 4.1 and the theory from Section 3, we will reformulate problem (5.1) as an equation of the type (SE). We first list our assumptions and notations, where subsets M of R n are endowed with the Borel σ-algebra B M .
(A0) Let S ⊂ R d be a bounded domain with boundary ∂S of class C 4 and (Ω, F , P) be a probability space with filtration (F t ) t≥0 . The number ρ > 0 and the point s 0 ∈ S are fixed, and δ denotes the usual point mass.
Let H 1 be a separable real Hilbert space, H 2 = Y = R and E = L q (S) for some q ∈ (1, ∞). We identify Y with B(H 2 , Y ), where we interpret each y ∈ Y as the operator h → yh. We further introduce the negative Dirichlet Laplacian on E by
We set A = B 2 , so that A 1 2 = B. As in Section 4 we define the operator (A, D(A)) on X := E 1 2 × E by setting
Since A is a sectorial operator of angle φ for all φ ∈ (0, π/2) (see e.g. [20, Theorem 8.2]), the assumption (4.3) is satisfied for the above A and ρ > 0. So Hypothesis (H1) in Section 3 follows from Proposition 4.1, i.e., A generates an analytic C 0 -semigroup (S(t)) t≥0 . We also recall that
. We also observe that equation (4.7) with α = 1 2 gives (5.3)
. Combining this identity with (5.2), we deduce
. We further make the following hypotheses. Assumption (A3) has to be interpreted in the sense that
where (h n ) n≥1 is an orthonormal basis for H 1 and the sum converges in L r (S). In the examples below we will be more specific about i 1 and W H1 . Typically, H 1 is L 2 (S) or the reproducing kernel Hilbert space and i 1 i * 1 is the covariance operator of w 1 , see e.g. [5] , [9] and the references therein. It is also possible to assume that i 1 takes values in an extrapolation space of L r (S), but we do not consider this generalization here.
We now continue to reformulate (5.1) as a problem of the type (SE). We focus on the case a = 0 in (H2)-(H5), though we comment on possible extensions in some remarks below. We define
It straightforward to check that F satisfies (H2) because of (A1). Let θ B ∈ [0, ω, s, x(s),ẋ(s))(i 1 h)(s) .
It will be assumed that B satisfies (H4). Below, we discuss various classes of examples where this assumption holds. We further take a suitable θ G = θ C ∈ (0,
We claim that for all 1 < q <
2 ) such that Λ is well-defined. Indeed, let θ < θ C . Due to equation (4.6) with α = 1 2 , it holds
So we have to find a θ ∈ [0,
It thus remains to show that the point Summing up, we have found spaces X, Y, H 1 , H 2 , maps A, F, Λ G , G, B, Λ C , C, and processes W H1 , W H2 for which we can formulate the equation (SE) from Section 3. In view of Theorem 3.4, this problem has a unique mild solution U which we call a mild solution of (5.1).
To justify this notion of a mild solution to (5.1), we need to define a weak solution of (5.1). To this aim, we assume that D(A * ) ֒→ C(S). One easily checks that this embedding always holds for d = 1, 2, 3, 4 and for all q < 
, and for all φ ∈ W 2,q
We will show below that (5.1) has a unique mild U and a unique weak solution u satisfying U = (u,u). In the next theorem we use the notation introduced above. (1) For all α ∈ (0, 1 2 ) and p > 2 with max{θ B , θ C } < α − 1 p , there exists a unique mild solution U of (5.1) belonging to
There is a unique weak solution u ∈ W 1,2 (0, T ; L q (S)) of (5.1) such that (u,u) belongs to the space in (5.6). Moreover, U = (u,u). 
then there exists a version of u with paths that satisfy
Note that if d = 1, then one can take q ∈ (1, ∞) arbitrary, and when restricting to q ∈ [2, ∞) one could also apply the theory from [6] to obtain the above result. However, if d ≥ 2, we need that q < 2 and therefore require the theory from [35] .
Proof. We have already formulated (5.1) as (SE). Let α ∈ (0,
, where we setF = F + ΛG, H = H 1 × H 2 andB = (B, ΛC). It is given by
almost surely. Write U = (u, v). We show thatu = v and that u is a weak solution of (5.1). Fix t ∈ [0, T ]. Tt follows from Proposition 3.3 that U is a weak solution of (SE ′ ). Hence, for all x * ∈ D(A * ), we have (5.8)
almost surely. In particular, for x * = (φ, 0) with φ ∈ E * , the equations (5.8) and (4.13) yield that u(t, ·), φ − u 0 , φ = t 0 v(τ, ·), φ dτ almost surely. Therefore, u = v almost surely. Moreover, if we take x * = (0, φ) with φ ∈ D(A * ) and use (4.13) again, we obtain
almost surely. Now integration with respect to t yields the result.
To show that u is the unique weak solution, we show that every weak solution gives a mild solution U = (u,u). The assumptions yield u(0, ·) = u 0 andu(0, ·) = u 1 in L q (S). Fix t ∈ [0, T ] and φ ∈ D(A * ). Equation (5.9) follows from (5.5) by differentiation with respect to t. We claim that (5.8) holds for all x * ∈ D(A * ). For x * = (φ, 0) with φ ∈ E * this is clear from (4.13) and u(t, ·)−u 0 = t 0u (τ, ·) dτ almost surely. For x * = (0, φ) with φ ∈ D(A * ) one can check that (5.8) reduces to (5.9), using (4.13) again. By linearity and density we obtain (5.8) for all x * ∈ D(A * ). Now Proposition 3.3 implies that U is a mild solution of (5.1).
Theorem 3.4 (2) shows that 
s. whenever λ+δ < η. Now the result follows from (5.3).
Remark 5.2. We indicate an extension of the above result to the case where C, G :
(Observe that in this case one can allow for point evaluations in the third coordinate of C and G.) First, we note that the identity (5.3) yields
for allã ∈ [0, a), where we must have a ∈ [0, We now discuss the interplay between b and w 1 in several examples, where we specify H 1 , i 1 and θ B . Throughout the examples below W H1 is a cylindrical Brownian process as in (A3). We start with the case when the Brownian motion is colored in space.
Example 5.3. Assume that the covariance Q 1 ∈ B(L 2 (S)) of w 1 is compact. Then there exist numbers (λ n ) n≥1 in R + and an orthonormal system (e n ) n≥1 in L 2 (S) such that (5.11)
λ n e n ⊗ e n Assume that 
is Hilbert-Schmidt and therefore compact. In particular, there exists an orthonormal basis (e n ) n≥1 in L 2 (S) and (λ n ) n≥1 in R + such that (5.11) holds. Now, for almost all s ∈ S we estimate n≥1 λ n |e n (s)|
λ n e n (s)β n = sup
Proof of Example 5.3. Our assumptions imply that
. Equation (5.4) thus defines a map B : [0, T ]×Ω×X → B (H 1 , X) . Moreover, the function (t, ω) → B(t, ω, x) is H 1 -strongly measurable and adapted in X, for each x ∈ X. We check the L 2 γ -Lipschitz property. Let µ be a finite measure on [0, T ]. We have to show that
γ ((0, T ), µ; X) and some constants C ≥ 0. We write φ 1 = (φ 11 , φ 12 ) and
Using that b is Lipschitz, we thus obtain
for all ω ∈ Ω. The other estimate in (H4) can be established in a similar way.
We next consider an L r (S)-valued Brownian motion w 1 , where r ∈ [1, ∞]. In this case, we let H 1 be the reproducing kernel Hilbert space of the Gaussian random variable w 1 (1, ·) and let i 1 be the embedding of H 1 into L r (S). Then we have
is the covariance operator of w 1 (1, ·) (cf. [5] , [9] and the references therein for details). Let W H1 be a cylindrical Brownian motion such that w 1 = i 1 W H1 . 2 ) and a = 0. Remark 5.6. If Q 1 is of the form (5.11) for an orthonormal system (e n ) n≥1 in L 2 (S) and numbers λ n ≥ 0, then a sufficient condition for w 1 to be L r -valued is
or more generally
cf. [7] . 
We setθ B = d 2r < θ B and choose ε > 0 withθ B + ε < θ B . Since
for each ω ∈ Ω. Here B 2 is the second coordinate of B. The other one is zero. Let 
so that the claim follows from Sobolev's embedding (cf. [40, Theorem 4.6.1]). The claim, (2.2), Hölder's inequality and the Lipschitz continuity of b imply that
). The other estimate in (H4) can be established in a similar way.
If d = 1 we can consider the space-time white noise situation, where the covariance operator Q 1 : H 1 → H 1 is the identity. This is possible since in this case we can choose q < d/(d − 1) as large as needed. Proof. Let q ∈ (2, ∞) and Remark 5.9. In the above examples one could allow f and b to be only locally Lipschitz in the third coordinate, i.e., the coordinate for u(t, s). For this one needs to define the maps F, B, C, G on X a for a suitable a > 0 such that the first component of X a is embedded into C(S). 
The damped wave equation
In this section we obtain existence, uniqueness and regularity results for a structurally damped wave equation. Since the proofs follow the line of arguments of the previous section, we omit the details. The equation is given by It follows from Proposition 4.1 that A generates an analytic semigroup (S(t)) t≥0 .
We further assume that ρ > 0 and s 0 ∈ S are fixed and that δ is the usual point evaluation. Moreover, f , b, C, G, w 1 , w 2 shall satisfy the assumptions (A0)-(A3) in Section 5 for the above space X and the maps F , B and Λ are defined as in Section 5 for the above space X. Finally, it assumed that B fulfills hypothesis (H4). Noting that A is now of second order, one can see in the same way as in Section 5 that Λ is well-defined for all 1 < q < (1) For all α ∈ (0, There is a unique weak solution u ∈ W 1,2 (0, T ; L q (S)) of (5.1) such that (u,u) belongs to the space in (5.6). Moreover, U = (u,u). 
