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Dans un article publié en 1954. W. W. Rogosinski 113] a initié une théorie sur
les fonctionnels linéaires réels définis sur les espaces linéaires des polynômes réels
et des polynômes trigonométriques. En munissant ces deux espaces d’une cer
taine norme pondérée définie sur un ensemble E C R, respectivement [—ir, irJ, il a
pu caractériser le polynôme extrémal d’un fonctionnel linéaire donné. Mais pour
une raison donnée, il n’a pas pu revenir sur le sujet pour lui donner les applica
tions voulues. Malheureusement, d’après nous, cette théorie n’a pas eu l’attention
qu’elle mérite. Dans cette thèse, on va démontrer des nouvelles inégalités dans
L”, qui à leur tour, seront vues comme des applications de cette théorie.
Mots clés: Problèmes extrémaux; polynômes; polynômes trigonométriques;
fonctionnel linéaire; théorème d’extension de Hahn-Banach; théorème de repr&
sentation de Riesz.
VSUMMARY
In a paper published in 1954. W. W. Rogosinski 1131 initiated a general theory
of linear extremum problems for real polynomials and trigonometric polynomials
involving certain L norms on a measurable subset E of the reai une and of
[—7r, ir], respectively. He saw such a problem as one of determining the norm of
an appropriate functional on the space of ail real polynomials of degrec at most
n, endowed with some weighted I? norm on E C R. or of ail real trigonometric
polynomiais of degree at most n. endowed with an 1? norm on E Ç t—ir, in. He
obtained characterizations for the extremats, in the two cases, but unfortunately
could not find enough time to get back to ‘systematic applications’ lie had hoped
to do. His resuits did not receive the attention they deserve, in our opinion. The
purpose of this thesis is to elaborate upon the contents of Rogosinski’s paper, and
also present some applications iliustrating the scope of lis finding.
Keywords : Extremum probiems; polynomials; trigonometric polynomials;
linear functionais; Hahn-Banach extension theorem; Riesz representation.
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Le but de cette thèse est de démontrer des nouvelles inégalités, dans I?. sur les
coefficients des polynômes et des polynômes trigonométriques. En effet, ce sujet
a été étudié depuis très longtemps et les méthodes qui ont été utilisées étaient
différentes. Les inégalités qu’on va présenter seront déduites à partir d’un pro
blème extrémal d’un certain fonctionnel linéaire défini sur l’espace des polynômes
de degré au plus n ou sur celui des polynômes trigonométriques.
Commençons d’abord par présenter quelques résultats intéressants qui ont déjà
été trouvés à propos de ce sujet.
Quelques inégalités sur les coefficients







(cosO)m_2 (1 — cos2 O)’,
nous permettent de conclure que cos mO est un polynôme de degré m en cos 8. Le
polynôme Tm tel que Tm(cos O) cos mO est appelé le polynôme de Chebyshev
de première espèce de degré m. Il est également possible d’utiliser Tschebyscheff
(ou Tchebysheff) au lieu de Chebyshev. La lettre ‘T’ dans Tschebyscheft (ou
Tchebysheff) justifie le T dans la notation Tm. videmment,
To(x):=1 et T;(x):=x.
2L’identité trigonométrique
cosmû + cos(m — 2)0 = 2cosû cos(m — 1)0 (m = 2,3,...)
nous amène à la relation de récurrence suivante
Tm(X)=2XTm_i(X)Tm_2(X) (rn=2,3,...). (0.1.1)
Cette dernière est utilisée pour conclure que le coefficient de Xm dans le déve
loppement de Maclaurin de Tm(X) est 2m—1 Le développement de Maclaurin
lui-même, est donné par
tm/2i (_1)P(1 (2X)m2. (0.1.2)
Le fait que cos mû s’annule aux points
(2h — 1)n
2m (p=1,...,m)
implique que le polynôme Tm(X) s’annule si et seulement si
x=cosOm, (p=1,...,m).
Il est important de mentionner que les zéros de Tm appartiennent tous à l’intervalle
ouvert (—1, 1). Ainsi, en tenant compte du coefficient dominant de Tm(X) et de
ses zéros, on peut écrire
Tm(x) cosmarccosx = 2m_1fl (21)7r)
. (0.1.3)
À partir de la distribution de ses zéros, il est évident que la parité de Tm() est
la même que celle de m.
Il est utile de savoir que y = Tm(X) satisfait l’équation differentielle suivante
(1—x2)y”—xy’+m2y=0. (0.1.4)
Ajoutons que ITm(x) < 1 sur l’intervalle (—1, 1) et que
Tm (z) = (_;)k (k = 0,. . . , m). (0.1.5)
3En effet, c’est une propriété très importante de Tm. De ce fait, on peut ti
rer que si un polynôme f(x) Z=o a,, x’ de degré n satisfait la condition




Pour le voir, rappelons d’abord que le coefficient de x” dans le développement de
Maclaurin de T est 22_1. Ainsi, nous allons supposer que IaI = 2—1 + 6 pour
6 > 0. De plus, le coefficient a peut être considéré strictement positif; sinon, on
considère le polynôme
—f. Soit fs(x) 2-’±sf(’) Alors, T(x) — f6(x) est un
polynôme de degré a plus n — 1 tel que
(f)k {Tn(cos)f(cos)}>0 (k==0,1,...,n).
Ensuite, par le théorème de la valeur intermédiaire. T
— f doit avoir au moins






Cela contredit (0.1.6), et l’inégalité (0.1.7) aura lieu.
L’inégalité (0.1.7) est dûe à Chebyshev tCollected works, p. 493]. De plus. W.
Markov [11] a généralisé ce résultat en démontrant le théorème suivant
THÉORÈME A. Soit T,,(x) := 2i(_1)ktfl,fl_2kxn_21 te potynôme de Cheby
shev de première espèce de degré n. A lors, pour tout polynôme f(x) := a,, x”
de degré n tel que f(x)j 1 pour —1 <x 1, nous avons
Ian_2k1 tn,n_2k (k = 0,..., t]) (0.1.8)
et
Ia,,_2k+1I tn_1,n_1_2k (k = 0,..., ; 1]) . (0.1.9)
Le résultat suivant (voir [3]) est une extension significative du théorème A.
THÉORÈME B. Soient x0 < <x,, une suite de n + 1 nombres réels, et
110,. . . , y,., une autre suite de n + 1 nombres positifs, où on suppose que
4= —x,_1, et y1, = pour t’ = 0,...,n, et 0y1, > 0. Considérons
le polynôme unique F de degré n défini par F(x) := As_2,. 1»2P, tel
que F(x1,) = (—1)’”y1, pour t’ = 0,... ,n. De plus, soit f(x) := Z_oa1,x un
polynôme réet de degré au plus n, dont te module ne dépasse pas celui de F aux
points x0 < <x,, autrement dit
f(x1,)y1,=F(x1,) (v=0,...,n).
Alors,
afl_2k1 + Iafl_2k_1l (k = 0,..., 1])
. (0.1.10)
En particulier tout polynôme f(x) := a x1, de degré n tel que
f(cos)<1 (k=0,1,...,n) (0.1.11)
possède ta propriété





1T1( = (_1)1,), (2x)m_2 (0.1.13)
est appelé le polynôme de Chebyshev de deuxième espèce de degré m.
Soit
2(n









— x2) U_2(x) = —(1
— x2) T,_1(x) =
5est l’unique polynôme de degré n tel que F(x) = (—1)’y pour u = 0,... ,n.
Le théorème B s’applique afin de conclure que tout polynôme f(x) a,, x’’
de degré au plus n avec
f(±1) = O et If(x)I < ïZx pour u = 1,... ,n —1,
satisfait
Iafl_2k1 + Iafl_2k_1I < (k = o,..., [n 1]) . (0.1.14)
En particulier, si
tn/2i
F(x) —(1 — z2) U2(x)
=
n—2ji 1n—2i
OÙ Um(X) est le polynôme de Chebyshev de deuxième espèce de degré m, et






—i<<iV1 — x 2
Le théorème B a plusieurs conséquences intéressantes.
0.2. Un analogue de l’inégalité de Chebyshev dans L’
Soit f(x) := a, x’’ un polynôme de degré n. Quelle est la valeur maximale




Pour répondre à cette question, on peut la relier au résultat suivant (voir 1131)
concernant les polynômes sur le cercle unité.
THÉORÈME C. Soient b3 et bk, avec O <j < k < m, deux coefficients du
polynôme g(z) := b, z1. On suppose que tous tes autres coefficients a avec
t j (mod (k
—
j)) sont nuls. Alors
IbI + fbkI <max Ig(z)I. (0.2.1)
IzI=1
De plus, en posant
2ir 2PJF(1p+1)G,, = 2 (0 <p < œ), (0.2.2)f_I1+e’IFd F(p+)
6on a
bl + lbkl 2 (C)’ (f g (e°) dO) (1 <p < oc). (0.2.3)
Dans le cas où j = O et k = m, t’estirnation dans (0.2.3) a tien aussi pour tout
p E (0, 1); cela veut dire que
bol + jb, <2 (C)’ (f 1g (e°) dO) (O <p < oc). (0.2.4)
Le théorème précédent peut être énoncé. en termes de polynômes trigonomé
triques, comme suit
THÉORÈME C’. Soient e, et Ck, avec —m <j <k < m, deux coefficients du
polynôme trigonométrique t(O) := ci,, e’’0. On suppose que tous tes autres
coefficients at avec t j (mod (k
—
j)) sont nuls. Alors
c1 + lckl < max lt(O)l, (0.2.5)
—lr<1r
et avec te C donné dans (0.2.2), on a
CJ + lckl <2 (C)’ ( f lt(0)lPdO)’ (1< p < oc). (0.2.6)
Dans le cas où j = —m et k = m, l’estimation dans (0.2.6) a lieu aussi pour
tout p E (0, 1); cela vent dire que
IC_ml + ICml <2 (c)’1 (f lt(0)l do) (0 <p < oc). (0.2.7)
Revenons maintenant au problème posé au début de la sous-section 0.2. Soit
f(x) := a, xt’ un polynôme de degré n. Alors
f lf(x)ldx = f If (cos O) sinol dO, (0.2.8)
et
n+1
t(O) := f(cosO) sinO =
est un polynôme trigonométrique de degré n + 1. On voit facilement que
il
= ——a, et c_1 =
7de sorte que
= 2’ (Ic__,I + Ic+,I).
Maintenant, appliquons (0.2.7), avec m n + 1 et p = 1, à t(O) f(cosû) sinû
et utilisons (0.2.8), il s’en suit que
IaI =2(Ic,I+Ic+,I) <2 f t(û)Idû=2 f If(x)Idx
Puisque
c
2_1 /f ( + i) —
r(+) ‘
on conclut, que pour un polynôme f(x) := >ax’’, de degré au plus n, on a
IaI <2’ f’ If(x)Idx. (0.2.9)
Référons nous à (0.1.13). on voit que le coefficient de x’ dans le développement
de Maclaurin de U,. est 2”. et
f U,.(x) dx = f n’ 1 Tn+,(cosû) (sinû) dû
fo
ce qui veut dire que (0.2.9) est exacte. Par un autre raisonnement, A. Korkine et
G. Zolotareif j8] ont démontré l’inégalité (0.2.9). Ajoutons que cette dernière est
contenue implicitement dans un travail antérieur de Chebyshev “On interpolation
in the case of a large number of experimental data,” (Collected works, Vol. 1,
1859).
0.3. Un analogue de l’inégalité de Chebyshev dans L2
Maintenant, on désire connaitre la valeur maximale de la quantité
IanI
1/2(f_, If(x)I2dr)
pour un polynôme f(x) a, z” de degré n. Autrement dit, on veut savoir
la plus petite valeur prise par
(f If (x)12 dx)
8où f est un polynôme de degré n, dont le coefficient dominant est 1. En d’autres
mots. f(x) := 7l + a V, où a0,..., a_ sont des nombres quelconques
dans C. Finalement, la question sera posée comme suit
Question 1. Comment choisir a0 a7_ dans C de telle façon que la quantité
f In + a dx (0.3.1)
soit la plus petite possible?
Il est clair que l’intégrale (0.3.1) sera minimisée en choisissant les nombres
a0,
..., dans IR
Maintenant, il serait logique de considérer le problème suivant
Question 2. Comment choisir a0,
..., a_ dans IR de telle façon que la quantité
définie par
Ix + a xvi2 dx
soit minimale?
Pour répondre à cette dernière question, on va utiliser le fait que si Tk est le
polynôme de Chebyshev de première espèce de degré k, alors pour deux entiers
distincts m et n, on a
f Tm(i)Tn() = f cosmO cosnûdO = 0. (0.3.2)
Ajoutons que
jTk(x)Tk(x)X2=fcos2kOdO= (k=0,1,2,...).
9Puisqu’on peut écrire x” + a, xt’ sous la forme 21T(x) +





avec égalité si et seulement si b0 b,_1 sont tous nuls. Ainsi, pour minimiser la
quantité f I’ + a,, xtI2 dx, les coefficients a0,. , a_ doivent être
choisis tels que
x + a,, z” =
Cela répond à la question 2, et la réponse peut être énoncée de la façon suivante:
THÉORÈME Dl. Pour un polynôme f(x) := aux” de degré au plus n,
on a
aI (f’ f(x)2 X2) (0.3.3)
L’identité (0.3.2) a joué un rôle vraiment crucial dans le raisonnement pré
cédent. Il sera possible de résoudre la question 1 d’une façon analogue si, pour
chaque n E {0, 1,2, .
. .}, il existe un polynôme P de degré n qui aura les deux
propriétés suivantes. Premièrement,
Pm()Pn(X)di’0 (m#n); (0.3.4)
deuxièmement, tout polynôme f de degré n peut être exprimé comme une com
binaison linéaire de Po,... , P,. Heureusement, les polynômes {P} définis par la
relation de récurrence suivante
(n+1)P+i(x)—(2n+1)xP(x)+nT_i(x)=0, Po(x):= 1, Pi(x) :=x
10
ont ces propriétés. Le développement de Maclaurin de P est
P(x) 1
2i(
1)v (n) (2n - 2v)fl2 (0.3.5)
D’une façon plus explicite,
P (z)— (2n)! n(n—1)
______________
n 2(n!)2 [ 2(2n—1) 2 x 4(2n—1)(2n—3)
De plus, ces polynômes sont normalisés de telle sorte que
f (Pn(X)) dz = 2n± 1 (0.3.6)
Parfois, il sera plus convenable de les normaliser pour que leurs normes dans
L2 sur [—1, 1] soit égale à 1. Pour cela, on va introduire
P(z) := 2m+ 1 Pm(X) (m = 0, 1,2,...).
qui satisferont
1f IP(x)I2dz=1
Pour plus de simplicité, on va référer les coefficients de Pm et P, par certains
symboles. On va ainsi écrire





Pm,m V 2 2m(m!)2’ ?m-2,m 2(2m—1) Pm,m, etc.
Les polynômes P, sont appelés les polynômes de Legendre de degré n. Ainsi, en
utilisant (0.3.5), (0.3.6) et un raisonnement analogue à celui de la question 2, on
arrive à la conclusion suivante : Afin de minimiser f1 x’ + a xLI2 dz. les
coefficients a0, . . . ,a doivent être choisis tels que
n—1 2’ 2xn+axv=
(2n)! P(x).
Cela nous donne la réponse à la question 1. Ainsi, nous l’énonçons comme suit
THIORÈME D2. Pour un polynôme f(z) := ax’ de degr! au plus n,
on a
2n± 1
2n(n!)2 (f’ f(x)12dz). (0.3.8)
11
1tant donné une fonction W(x) intégrable et positive sur un intervalle [a, b]
(fini ou infini), on connaît bien la façon de construire une suite de polynômes
ir,(x). de degré exact n, qui seront normalisés et orthogonaux sur a, b] par rap
port au poids W(x). En d’autres mots, les polynômes 7T(x) satisferont
çb f O sinmJ W(x) n(x) -ir(x) dx = Ç — (m, n = 0. 1,...). (0.3.9)1 sin—m
Dans le cas où l’intervalle [a, bi est semi-infini ou infini, le poids W(x) doit
être choisi pour que les intégrales f W(x) x’ dx. y = 0... . n, existent.
Les polynômes de Jacobi , P7°’(x). > —1,/3 > —1, sont les polynômes
orthogonaux par rapport au poids W(x) := (1 — x)a(1 + x), —1 < x < 1. On
les normalise en choisissant leur coefficient dominant (limx+œ ._np(af3) (x)) pour
être
P(2n + a + /3 + 1)
2n!f(n+c+/3+1)
Dans le cas où c /3, les polynômes de Jacobi 4°’ sont appelés les poly





Il est convenable d’écrire le développement de Maclaurin de P, sous la forme
P4(x) := x
—
Pn-2,n()’) x2 + x —
Ces polynômes sont connus par la normalisation suivante
IIPII2 := j’ci _x2) (p)())2 dz = 22r(±n±)?2
Mais parfois, il serait mieux de normaliser les polynômes ultrasphériques de telle







ff1 — x2)_ (P4*(x))2 dz = 1. (0.3.12)
12
Le raisonnement qui a été utilisé pour démontrer le théorème Dl sera adapté
pour démontrer le résultat suivant, qui est bien connu dans la théorie des poly
nômes orthogonaux. De plus, il contient le théorème D2.
THÉORÈME D. Soit P1*(x) := x2k te polynôme
uttrasphérique de degré n satisfaisant (0.3.12). Alors, pour tout polynôme réel
f (x) := ZD—o aL,x’ de degré au plus n, nous avons
laI <p() (ff1 - x2) f() 12 dz) (> -). (0.3.13)
Étant donné un polynôme f(x) := a, x’ de degré n, les inégalités (0.1.7),
(0.2.9) et (0.3.8) nous donnent la valeur maximale que peut prendre Ia, sous la
condition que max1<<1 jf(x)I 1 ou f’1 If(x)Idx 1 ou f11 jf(x)l2dx 1,
respectivement. Mais, quelle est ta valeur maximale atteinte par IaI, .
f’1 f(x) dz 1, oùp est un nombre strictement positif? Cette question est
tout à fait naturelle, mais probablement très difficile. Malheureusement, le fait
que cette question soit résolue pour p 1,2, oc, ne nous donne aucun indice sur
le cas des autres p E (0, oc). Il est bizarre que les preuves qu’on a données sont
exclusives au cas où p = 1,2. oc. Par exemple, l’idée de la preuve utilisée dans
(0.1.7) ne semble pas marcher pour prouver (0.2.9) et (0.3.8), et inversement.
Une autre question semblable sera de déterminer la borne supérieure exacte
prise par aI, i E {0, 1,... ,n} sous la condition f IZ=0axi dx < 1. Ajou
tons que cette dernière question a été réglée dans (Pu, 11.112), par Labelle 1101 qui
a trouvé le résultat suivant
1.3.5....(2k — 1)(k — 1) + k + \k’kI k!
2 ( 2 2) If 112, (1 k < n).




De même. il est raisonnable de demander quelle est la borne supérieure de
IaI + Iakl pour j et k tels que O <j k < n. Aussi, en écrivant f(xo), sous la
forme ,X,,a. avec = x pour z.’ = 0, 1,. .. , n, on se questionne sur la borne
13
supérieure de If (xo) j. Il en est de même pour celle de f’(xo) = 0.a0 + Z=1
avec À,. = vx’. y = 1,... ,n, etc.
Soit
,
À,) un vecteur dans R. Pour un polynôme f(x) := a,. xi’,
à coefficient réel, associons le nombre À0 u0 +•• + À, a . Quelle est la valeur maxi
male ou minimale que pourra prendre la quantité Z_ À,, a,. sous la condition
(f1 jf(x)j dx) 1? En effet, cela ne couvre pas seulement les questions
qu’on a posées sur les coefficients u. mais bien plusieurs autres. Pour plus de
simplicité, on va se restreindre au cas où p [1, co); puisque, dans ce dernier
cas, la correspondance
f (f If (X) IP dx) (0.3.14)
définit une norme sur l’espace P,. des polynômes réels de degré au plus n
Le problème analogue, où on munit P,. de la norme supremum sur r—1, 1], a
été étudié d’une façon détaillée par E. V. Voronovskaja dans une série de papiers
(voir 1241, 125], 1261 et aussi 1161). On aimerait bien savoir si les résultats de Vo
ronovskaja sur l’espace P,. muni de la norme supremum suggèrent des résultats
correspondants quand P,. sera muni de la norme définie par (0.3.14)? On ne le
sait pas. Mais, pour plus de clarification à ce sujet, on va énoncer la proposition
suivante (voir [14. Lemma 31) qui est valide pour les polynômes, ayant les coef
ficients dans C, définis sur le cercle unité. Cette dernière nous indique comment
obtenir un résultat dans I? à partir d’un autre valide dans L.
PROPOSITION 1. Soit P,.,c t’espace linéaire des polynômes de degré au plus
n avec coefficients dans C, muni de ta norme )f,° := maicj11 jf(z)j. Soit
À0, ..., À,. un ensembte arbitraire de n + 1 nombres dans C, et notons par L
te fonctionnel linéaire définie sur Pn,c, par
f ‘t Àouo + ... + À,.a,. (f(z) azv)
De plus, soit N := IILII = sup {L(f) If le = ma.x1211 If(z)l = i}. Alors, pour
toute fonction convexe et croissante sur [0, oo), on a
j’ (I _oÀvaeiv0I) dO <j’ dO. (0.3.15)
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En par icutier(fÈ,aveit8F do)”’<N (_f Êaue”’ do) (1 <p< oo).
Dans le cas des polynômes définis sur [—1, 1], on ne connaît pas un résultat
analogue à la proposition 1. Pour bien expliquer la situation, on va donner un
exemple. Le polynôme f(z) = z” est extrémal pour le fonctionnel 1(f)
définie sur (P,,,c, If II). Ce dernier, f(z) = z”. est également extrémal pour le
même fonctionnel défini sur (Pn,c, 11f 112). Par contre, dans le cas des polynômes
définis sur [—1, 1], muni de la norme 11f lie et 11f 112, les polynômes extrémaux
pour le fonctionnel 1(f) = a sont ceux de Chebyshev de première espèce et de
Legendre respectivement. Donc, si un tel résultat semblable à la proposistion 1
existe, il n’aura pas une forme aussi simple que celle de l’équation (0.3.15). Pour
cette raison, l’obtention des résultats touchant la norme f f(x)P di à partir
des résultats connus sur la norme sup_1<,,<1 If(x)l semble très difficile.
On connaît plusieurs résultats dans P,, lorsque ce dernier est muni de la norme
sup_1<<1 f(x)i ou bien de la norme f’1 W(x) If(x)12 di. Ce fait nous pousse
à formuler la question qui suit. Pourquoi ne pas appliquer le théorème d’inter
polation de M. Riesz 117] pour obtenir des résultats dans L sur [—1, 1] pour
p e (2, œ)?. En effet, il y a une difficulté sérieuse dans l’application du théo
rème de Riesz, puisque ce dernier nécessite que l’opérateur en question ait comme
domaine de définition un sous-espace dense dans tout l’espace I?
À son tour, E. M. Stem 1201 a contourné le problème en démontrant le théorème
E qui nécessite d’introduire la définition suivante.
DÉFINITION
. Un système orthonormal est appelé régulier, s’il existe un
entier r de sorte que la moyenne de Cesàro d’ordre r ait la propriété suivante:
llo(f)lIp A 11f hp (1 p oo),
où A est indépendante de n et f.
Voici donc l’énoncé du théorème d’interpolation de Stem:
THÉORÈME E. Soit {çn(x)} un système orthononnat “régulier”. Supposonsque T est une transformation linéaire définie sur tes ‘olynômes” du système
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{(x)}. De plus, supposons qu’on a des indices p, Pi, P2 et des nombres /3,y,
tels que 1 Pi <p2 oc, —oc < a, /3,-y < +oo, et un paramètre t qui vérifie
= + et (1
— t» + t/3 avec O <t < 1. Supposons
IIT(f)II, Ai a IIfIHI1 et iITtf)IL A2n 11f Il ll
où f est un polynôme de degré n. A tors,
llT(f) < A 7 lIfllll.
De plus, A = B . A_tA; où B dépend seulement du système {(.t)} et de
-y.
Notons que cette dernière inégalité ne répond pas à notre question. En effet,
on ne connaît pas le cas d’égalité; la constante A qui figure dans le membre droit
n’est pas la meilleure possible.
Chapitre 1
PROBLÈMES EXTR1MAUX POUR LES
POLYNÔMES R1ELS
1.1. LA THÉORIE DE ROGOSINSKI
Notre problème dans ce chapitre est de déterminer lets) polynômefs) extré
maax de quelques fonctionnels linéaires sur l’espace linéaire des polynômes définis
sur [—1, +1]. Cela sera fait en utilisant la théorie de Rogosinski. Dans un papier
publié en 954, W. W. Rogosinski L191 a présenté une théorie sur les fonctionnels
linéaires définis sur les espaces linéaires des polynômes réels munis d’une certaine
norme, semblable à celle de L(E), où E est un ensemble mesurable de la droite
réelle
Cette théorie nous assure que tout polynôme réel sur [—1. + lj est un polynôme
extrémal pour un certain fonctionnel. Inversement, tout fonctionnel linéaire, dE
fini sur l’ensemble des polynômes de degré au plus n, admet un polynôme
extrémal. Les caractérisations d’un tel extrémal seront données par un système
d’équations à n + 1 inconnus. L’unicité de ce polynôme extrémal dépend de la
valeur de p. Mais généralement, la détermination de ce polynôme reste un pro
blème difficile. Il est important de noter que cette théorie est applicable pour un
pE [l,œ[.
1.2. L’IDÉE DE LA THÉORIE
Soit E un sous-ensemble de la droite réelle mesurable au sens de Lebesgue. On
suppose que la mesure de E est strictement positive. De plus, soit W : E —* [O, oc)
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une fonction positive mesurable au sens de Lebesgue et p E [1, oc). Pour un
polynôme f appartenant à P, (l’espace des polynômes réels de degré au plus n),
on définit
“p
IIfII := {fw(x)if(x)IPdx} . (1.2.1)
On suppose que W satisfait à la contrainte suivante fE W(x) If(x) Idx < oc
pour tout f E P7,.
La quantité if IIi, mentionnée en (1.2.1), définit une norme sur l’espace P7,.
Cela est justifié par les faits suivants : premièrement, 1 p < oc; deuxièmement,
un polynôme de degré au plus n ne peut pas avoir plus que n zéros sans être
identiquement nul.
Pour tout p E [1, oc), la boule unité fermée
K {f E P, : f W(x)If(x)Idx < i}
est un ensemble compact puisque P7 est de dimension finie (voir 14, pp. 244—245j
ou 15, p. 311)
Soit
. . . , ) un vecteur dans R’. L’application définie par
est un fonctionnel linéaire continu, 1, sur l’espace linéaire P de tous les poly
nômes réels de degré au plus n muni de la norme If ii telle que donnée dans
(1.2.1). Le problème est de déterminer la norme de I définie par
1111 IIiIIp7, sup {Ê : := a x, f W(x)If(x)I dz = 1 }
Puisque la boule unité K est un ensemble compact, alors la norme de I est
atteinte. Autrement dit, il existe un polynôme F E P7, avec IIf = 1 tel que
1(F)
= 11111.
Donc, trouver la norme de I est tout à fait équivalent à déterminer le polynôme
extrémal. Le fonctionnel I est défini par le vecteur
.
, )). Pour cette raison,
il sera approprié de trouver des caractérisations convenables pour les polynômes
extrémaux en termes de composantes ,
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Posons W*(x) : {W(x)}’IP et g(x) : W(x)f(x). Il en découle que
hp 1/p
iigiip := (f Ig(x)I?dx) = (f w(x)Jf(x)IPdx) If II
est une norme sur le sous-espace {Ç}7, := {W*f : f e P} de l’espace linéaire
L(E). Ajoutons que la norme d’une fonction LP(E) est donnée par
fr \l/P
:= ( / I(x)Idx
“J E
Pour tout g E {Ç}, on pose I*(g)
=
j(f)
Il est bien connu (par un théorème de F. Riesz) qu’un fonctionnel linéaire
continu J sur l’espace £P(E) tout entier admet une représentation unique (voir
118, p. 78] ou Ji , pp. 64—65]) de la forme
J() f (x) (x) dx ( E £(E)). (1.2.2)
Si p> 1, alors u appartient. à L”(E) ofi p’ + q’ = 1 et
t C \h/Q
IIJIIP(E) = II/’q := ( / i.t(x)” dx ) (1 <p < cx’) . (1.2.3)
\JE J
Dans le cas où p = 1, la fonction ji sera mesurable. De plus, elle est essentiellement
bornée sur E avec
IlJlI’E) ess. sup [LI . (1.2.4)
La représentation de J donnée en (1.2.2) ne peut pas être appliquée directe
ment sur I puisque ce dernier est défini seulement sur un sous-espace de l’espace
linéaire £P(E). Par contre, en utiilisant le théorème de Hahn-Banach (voir théo
rème 1 , p. 551), on peut étendre 1* sur l’espace £?(E) tout entier, et cela en
préservant ta norme. Autrement dit, on peut trouver un fonctionnel J défini sur
£P(E) avec 7*() = I*(ç) pour tout e Ç,, et IIJ*IID)(E)
= iiII,. IIhIIP
Ainsi, par le théorème de représentation de Riesz donné en (1.2.2), on a




jJiq S p > 1, (1.2.6)
et
I!1p,, = ess. sup Ii.zI si p = 1. (1.2.7)
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Comme déjà mentionné , il existe un polynôme F de degré au plus n tel que
1(F)
=
videmment, F doit avoir une norme égale à 1. En résumé, ce
polynôme satisfait à la condition
1(F)
= f W(x) F(x) (x) dx = H’II. (1.2.8)
Plus tard, on verra que ce polynôme (extrémal) est unique dans le cas où p est
plus grand que 1; mais ce n’est pas nécessairement le cas lorsque p = 1.
1.3. ENONCÉS DES RÉSULTATS
Théorème 1. Soit E un sous-ensemble de ta droite réelle, mesurabte au sens
de Lebesgue. Soit W E
—> [O, oc) une fonction positive intégrable au sens de
Lebesgue. De plus, soit P,, la classe des potynômes réels de degré au plus n munie
de ta norme
hp
:= {L W(x) f(x)f?dx} (f E P,,), (1.3.1)
avec p E (1, oc). Considérons I un fonctionnel linéaire continu sur P,,, et
supposons que F est un élément extrémat de P,,, c’est à dire
1(f) = 11111 = := sup {I(f) : If II i} . (1.3.2)
Alors, t’extrémat F est l’unique polynôme qui satisfait à ta condition
‘(f) =IIIIj f W(x)f(x) signF(x). F(x)I dz (f E P,,). (1.3.3)
Il est clair que l’équation (1.3.3) a lieu pour tout f E ‘P,, si et seulement si
elle a lieu pour f(x) := xk, k = 0, 1, . . . , n. Cèla va nous conduire à énoncer le
théorème 1 de la façon suivante
Théorème 1’. Supposons que te fonctionnel I du théorème 1 est défini par
le vecteur (.,. . . , ),,) E Rn+l dans te sens que 1(f)
= ‘u a, pour tout
f(x) := 1 aL,xt’. Alors I admet un polynôme extrémal F E P,, avec IIFII = 1
si et seulement si
= 11111 f x W(x) . sign F(x). IF(x)I’ dx (k = 0,1, . .. ,n). (1.3.4)
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Dans te cas où p = 2, ta condition (1.3.4) se réduit à
= 1111 f xk W(x) f(x) dx (k = 0.1,. . . , n). (1.3.4’)
Dails ce qui suit, on va discuter le cas où p = 1. Le théorème qu’on va énoncer
est un résultat qui correspond aux théorèmes 1 et 1’.
Théorème 2. Supposons que E. W et P sont déjà définis comme dans te théo
rème 1. Soit
if ut f W(x) if(x)i dx (f E Pu). (1.3.1’)
De plus, si I est un fonctionet linéaire continu sur P, et F E tel que
1(F) = 1I = iip := sup {I(f): 11f lit (1.3.5)
alors
1(f) = IiIB f W(x) f(x) sign F(x) dx (f e Pu). (1.3.6)
Ajoutons que si I est défini par te vecteur (.À,,,..
.
,?) e R’’, alors te polynôme
F e P,. avec iFuit = 1 est eztrémat pour I si et seulement si
k= 11111 jxkW(x).signF(x)dx (k=0,1,...,n). (1.3.7)
Ici, contrairement à ce qui est déjà vu, il est possible d’avoir plusieurs polynômes
F E P,. avec if lit = 1 pour lesquels 1(F) = 1111.
1.4. APPLICATIONS
Comme première application de cette théorie, ou va démontrer le résultat de
Korkine et Zolotareif qui a été traité dans la section 0.3 par une méthode diffé
rente.
Théorème 3. Soit F(z) = U,.(x)/2, où U,.(x) est le polynôme de Chebyshev du
deuxième espèce définie dans (0.1.13). Soit P,. l’ensemble de tous tes polynômes
f(x) = a,z’ de degré au plus n muni de ta norme 11f Iii f1 if(x)l dx.
Définissons sur t’espace P,. te fonctionnel linéaire I : aL,z’ i—* a,. . Alors,
11111 = 1(F). En d’autres mots, on a l’inégalité suivante
Iani <2 f lf(z)Idx.
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Une deuxième application de cette théorie est suggérée par un résultat de
Pierre et Rahman. En effet, ces derniers (voir 112] ou f15. Cliapter 16]) ont raffiné
le résultat suivant démontré par V.A. Markov 1111
Iafl_2k1 Itn_2k,nl If()I (k 0,1, [n; 1]) , (1.4.1)
pour avoir la nouvelle version qui suit
afl_2k1 + Un_2k1I In-2k,nJ max If(x)I (k = o, L..., [n; 1])
(1.4.1’)
Il est remarquable que ces deux inégalités sont exactes. Cela se justifie par le
fait que le coefficient de 1n—2k—1 dans le développement de Maclaurin de T,., est
nul. Vu que le coefficient de x1 dans le développement de Maclaurin de U,., et
celui de P défini dans (0.3.7) est nul, on se demande alors si la quantité IaI qui
apparaît dans le côté gauche des deux inégalités,
laI 2’ f If(x)Idx, (1.4.2)
lal < 1 2fl(n!)2 (f’ lf(x)l2dx), (1.4.3)
pourrait être remplacée par IaI + Ia_iI. En effet, le théorème suivant nous révèle
plus que cela: il donne la valeur maximale exacte prise par la quantité IaI+EIa_i I
en fonction de la norme 11f 112, et ceci pour tout E 0.




— f(2À + 2n) / n + À (1 44)
— 2F(À + n + ) V n! P(n + 2À)
Alors, pour tout polynôme réel f(x) := a,, x” de degré au plus n et pour
tout E 0, on a
IaI + EIa1 I 1 + E2 À) Pfl,n 11f II (1.4.5)
où If II : (f’1(1 — x2)À_ {f(x)}2dx)’/2. L’égalité a lieu seulement pour un
(À)* (À)*muttzple constant de f(x) := P,., (x) + E Pu_1 (z).
Il est tout à fait logique de se demander s’il existe une extension similaire
de l’inégalité (1.4.2) quand p = 1. En effet. ce problème est plus complexe à
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l’exeption du cas où n = 1. Avec l’aide du théorème 2, on va trouver la réponse
exacte si n = 2. Ainsi, il en découle le théorème suivant
Théorème 5. Pour un polynôme réel f(x) := a0 + a1x de degré 1, on a
IaII+EIaol<(1+v1+E2)fIf(x)Idx (EO). (1.4.6)
Pour tout polynôme réet f(x) := a0 + a,x + a2x2 de degré 2, on a
a21+eIa,I < (l+l+E2) f If(x)Idx (EO). (1.4.7)
Malheureusement, on n’a aucun résultat semblable aux inégalités (1.4.6) et
(1.4.7) pour n = 3,4
On remarque que pour tout e > O, le membre droit de (1.4.6) est plus petit que
2’’ (1+ Ç) f If(x)I dx,
et celui de (1.4.7) est plus petit que
22-1 (1+ Ç) f’ )f(x)jdx.
Ces faits nous amènent à s’interroger si un polynôme réel, de degré au plus n,
f(x) = Z=0 a,,x”, vérifie l’inégalité
IaI ±E,l
<2’ (1+ E2) (E > O).
On est dans l’incapacité de répondre à cette question. Par contre , on peut démon
trer qu’on ne peut pas faire mieux que cette inégalité. À l’aide d’un raisonnement
indépendant de la théorie de Rogosinski, on démontre le résultat suivant
Théorème 6. Soit b> 2. Pour tout entier n 3, soit e un nombre strictement
positif tel que
E +E< (n + 1)6
Posons fb(x) = f,b,(x) := U(x) + e1 U,_i(x) :=
=0 ax’. Alors
q(f) := )aI + E a_iI > 2’ (1 + E) . (1.4.8)
f_,Ifb(x)ldx 4




—. Soit f(x) a0 + + ax un polynôme réel de degré
au plus n tel que
11f lI := (f1(i - 2)À f (x)12 dx) <1. (1.4.9)
Quelle est la valeur maximale de IaoI?
Le théorème suivant va donner une réponse à la question précédente dans le cas où
ÀE (-,œ)\{O}.
Théorème Va. Soit À e (—i, œ) \{O}, supposons que f(x) := aux” est un
polynôme réel de degré au ptvs n satisfaisant (1.4.9). De plus, soit {P41À)} te po
lynôme uttrasphérique orthogonal par rapport an poids W(x) (1 — x2)À_ avec
À>
—, À # O. Alors,
If(O)I f 2À— !4 \/F(n.f2À) P’(O) si n est impair,—
2’ /]) P,?11(O) si n est pair.
Dans le cas où À = O, on a cette nouvelle version
Théorème Zb. Soit f(x) := ax’ un polynôme réel de degré au plus n
satisfaisant à la condition
llflI := (f1 12If(x)I2dx) <i.
Alors,
f si n est impair
If(O)I j si n est pair.
1.5. LEMMEs
Pour les preuves de ces théorèmes, quelques lemmes seront nécessaires. Le
premier, l’inégalité de Hôlder, joue un rôle important dans la caractérisation des
polynômes extrémaux. De plus, il est crucial de bien connaître le cas d’égalité
dans l’inégalité de Hôlder. Pour cette raison, on va donner une preuve complète
de ce lemme.
Lemme 1 (L’inégalité de Hôlder ) Soit E C R un ensemble
mesurable au sens de Lebesque. Soit u e L’(E), u E P’/(P—1)(E), avec p > 1.
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Alors u y e V(E), et
f u(x) v(x) dx < {f ln(x)lPdx} {f lv(x)l’ ds} 1• (1.5.1)
luts) lCette dernière inégalité devient une égalité si et seulement site rapport
est une constante presque partout(p.p.).
Preuve. Soit O <m < 1; x > 1 et y e (1,x). Puisque t’ 1 pour t 1 et
tm
= 1 seulement pour t = 1. on a
fY
tm_i dt y — 1 et f tm_i j <ym_i(s — y) <s — y.
Mais,
— 1)
= f t1 dt = f tm_i dE + f tm_l dE < ( 1) + ( — y),
c’est-à-dire que
xm—1<m(x—1) (O<m<1,x1),
où le cas d’égalité a lieu seulement lorsque s = 1. En posant x = a/b (a b), et
en multipliant les deux côtés par b. on obtient
atm <b + m(a — b). (1.5.2)
Puisque m E (0, 1) si et seulement si 1
— m e (0, 1), on constate que (1.5.2) a
lieu pour tout a O et b 0. De plus, l’égalité dans (1.5.2) se produit seulement
dans le cas où a = b.
Maintenant, posons m = , 1 — m = j3 dans (1.5.2), on obtient
a&°<aa+b3 (o+,8=1). (1.5.3)
où a° b = ac + b/3, seulement pour a = b.
Soit U E —* [O, oc) et V : E — [O, oc) deux fonctions non identiquement
nulles dans Li(E). Posons
U(x) V(x)
a(s) :=
U(t) dt ‘ b(s) fE V(t) dE
Alors, (1.5.3) implique que
f{a(x)}0{b(x)}dx < f{a(s)+b(s)}dx=a+= 1,
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où l’inégalité est stricte sauf dans le cas où a(x) = b(x) presque partout dans
E. Ainsi, en prenant a = l/p. U(x) = u(x)fP et V(x) = jv(x)fP7(P’) dans
l’inégalité précédente, on obtient l’inégalité de H5lder. Par conséquent, l’égalité
dans (1.5.1) se produit si et seulement si Iu(x)Ip/Iu(x)I(’’) est une constante
presque partout. LI
Lemme 2. Soit Um() te potynôme de Chebyshev de deixième espèce de degré
m. Alors
1
21 si k = in.
‘l,k’l,k (Um):f xk signUm(x)dx= 0 si k = 0,... ,m — 1.
0 si k=m+1.
(1.5.4)
Preuve. Les faits que J 2-m+1 et I,,, 0 pour k = 0,. . . ,m — 1 sont déjà
connus (voir 123, pp. 84—85, 111—113] ou 19, pp. 30—33]). Donc, on n’a besoin que
de démontrer que I,,, = 0. Pour cela, notons que




Cela veut dire que










Cette dernière somme contient toujours un nombre pair de termes non nuls. En
effet, dans le cas où m est impair, le terme qui correspond à L = (m + 1)/2 est
nul. Afin de conclure que
‘l,m+l est nul, il suffit de remarquer que
m+2 m+2(_l)m_t+1 (cos(m1)
— _(_1)t(cos1) (t= 1,...,m).
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Le lemme suivant est connu sous le nom de la quadrature de Gauss-Jacobi
(voir 2, p. 343]).
Lemme 3. Notons par {ir(x)} tes polynômes orthogonaux par rapport au poids
W(x) sur [—1, lj, et soient z1 < ... < x, tes zéros de 7r(x). Alors, on peut
trouver des constantes strictement positives w1,. . . , w, qui dépendent de W(x)
telles que
f’ W(x) f(x) dx = w f(x). (1.5.5)
et cela, pour tout polynôme f de degré au plus 2n — 1.
1.6. PREuvES DES RÉSULTATS
Preuve du théorème 1. Soit q := p/(p — 1). En considérant (1.2.5), (1.2.6),
(1.2.8) et le lemme 1, on a
= 11H =1(F) = f W*(x)F(x)(z)dx
< f W(z) IF(z)I I(x)I dx
hp qq[f {Wt(x) IF(z)I} dz] [f jp(z) dz]
c r
=
. I jt(x) dz = llPil (1.6.1)liE J
oii on a utilisé
1/p hp
IFIi
= [f {W*(x) If(x)I} dz] = {f W(x) IF(x)I?dz} 1.
Le premier et le dernier termes de cette chaîne d’inégalité (1.6.1) sont les mêmes,
alors on devra avoir une égalité partout. Ainsi, le polynôme F vérifie
f Wt(z) F(x) p(z) dz = f W(z) IF(x)ti(z)I dx, (1.6.2)
et
r r r 71/qI W*(x)IF(x)ItI(x)jdx= I {W(x) F(x)I}” dxl IJE JE J JE
(1.6.3)
Pour que l’égalité dans (1.6.2) se produise, F(x) et t(x) doivent être de même
signe presque partout. Cela veut dire que i(z)
= Iii(x)I . signF(x), p.p. sur E.
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Par ailleurs, par le lemme 1, l’égalité (1.6.3) peut avoir lieu si et seulement si
{W*(x)IF(x)I}P est
,
p.p. sur E. un multiple constant de p(x)I’. Autrement dit,
Ip(x)l = A {W*(x)lF(x)I} = A {W*(x) F(x)l}’
pour une certaine constante positive A. Donc. on devrait avoir, p.p sur E,
p(x) = Ip(x)I . sign F(x) = A sign F(x) {W*(x)If(x)I}?_l. (1.6.4)
De l’égalité (1.2.5) découle que
1ff) = f W*(x)f(x)p(x)dx = A f W(x)f(x) .signF(x) . IF(x)Idx.
Cela implique que A
= IIIII. En effet, par la jonction de (1.2.6) et (1.6.4),
on a
1/q
=114= [f A {W*(x)IF(x)l}P dx] = A (IIFIr = A.
“La représentation(1.2.2) est unique” signifie que si p et P2 sont deux fonctions
dans L(E) telles que
= f (x)p1(x)dx = f(x)2(x)dx (
alors pi(x) = p2(x), p.p. sur E. Si maintenant F1 et F2 sont deux polynômes de
degré au plus n, avec 11F1 II = IIF2II = 1, tels que
1(F1) = 1(F2) =
alors en vertu de (1.6.4), F2(x) devra être identique à F;(x) p.p sur E. En d’autres
mots, F2(x) — Fi(x) = O p.p sur E. Le fait que E est de mesure de Lebesgue
strictement positive nous amène à la conclusion que les polynômes f1 et F2 doivent
être identiques.
Réciproquement, si un polynôme Q satisfait à (1.3.3) pour tout f E alors
ce polynôme doit satisfaire à (1.3.3) pour f(x) := xk, k 0,1,... ,n. Ensuite,
ce polynôme est unique. Mais, le polynôme extrémal satisfait aussi à ces n + 1
conditions, donc le polynôme Q est extrémal. LI
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Preuve du théorème 2. Appliquons (1.2.7), (1.3.5) et (1.2.5) sur F. Le fait que
W*(x) := W(x) pour p = 1 nous donne
ess. sup II = 11111 =1(F)
= LwFdx
< (ess. sup II) f W(x) IF(x)I dz = ess. sup
Or, i(x) = Iji(x)signF(x), p.p. sur E. et Iti(xH = ess. sup Ii’I, r’.i. sur E. Ainsi,
en utilisant (1.2.7). on conclut que
= ess. sup . sign F(x) = II sign F(x) (p.p. on E). (1.6.5)
La jonction de cette dernière avec (1.2.5) nous donne (1.3.6).
Les égalités dans (1.3.7) seront satisfaites en remarquant que {1, z, ... , z} est
une base de P.
Pour finaliser la preuve du théorème 2, considérons le fonctionnel
I a,x’
défini sur l’espace linéaire normé P2 des polynômes de degré au plus 2 avec
11f II, := f11 If(x)( dz. Le fonctionnel I défini par le vecteur (0, 1, 0) e R3. Il
est facile de vérifier que
r’ r’ r’I z°. 1 signx dx = 0, I z’ . 1 . signx dx = 1, I z2 . 1 . signx dx = 0.J—i J—, J—,
Ainsi, en prenant A := 1. on aura
1 oo = A f_,x signxdx,
1 = Af,x’signxdx,
1 2o = A f,x signxdx
En comparant cette dernière avec (1.3.7), on constate que F(x) := z est extrémal
pour le fonctionnel I déjà considéré, et ainsi la norme de I est 1(F) = A 1.
On affirme que f(x) := z n’est pas le seul polynôme extrémal. En effet, chaque
polynôme de la forme
f6(x):=x(1±6x)=x±6x2 (e[0,1})
est extrémal. Pour le voir, il suffit de noter que
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f F(x) dx = f 1x1 (1 ± 6x) dx = f 1x1 dx + f xx dx =1.
Cela finalise la preuve du théorème 2. LI
Preuve du théorème 3. Considérons le polynôme f(x) := U(x)/2. Remar
quons d’abord que 11F111 = 1. De plus, par le lemme 2, on a f’1 F(x) dx = O
pour k = O,. .. ,n
— 1, et non pas pour k n. Ainsi, en utilisant le théo
rème 2. on peut conclure que le polynôme f est extrémal pour le fonctionnel
I Z—0 axt’ a,. En d’autres mots, on a démontré l’inégalité suivante
lanl <2’ f1 If(x)ldx. E
Preuve du théorème 4. Rappelons d’abord que les polynômes ultrasphériques
sont ceux qui sont orthogonaux par rapport au poids W(x) (1 — x2)_.
La preuve de ce théorème consiste à utiliser le cas où p = 2 du théorème 1’. Pour
un S e R, on va définir le polynôme f,(x) := P*(x) + S P,2(x). Puisque
fxk(1_x2)P4*(x)dx=o (k=O n— 1),
on obtient
(If6Il)2 :=f(1 - x2) {f6(x)}2dx





est un polynôme de degré n avec llf = 1. Par la propriété d’orthogonalité de
p(À)* il s’en suit que
f(i _x2)_ xf(x)dx
= /f52
f(i _x2)À_ xFt (x) dx
= 1+S2 p’
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1 6f (1 — x2)À_ x1 f(x) dx
+6
— x2) x P(x) dx
J_I
6 1





En prenant A := Vi + 62p, on aura
Af1(1_x2)À_ xkf*(x)dx_O (k=0,...,n—2)




Par comparaison de (1.6.6) avec (1.3.4’), on déduit que le polynôme f’ est extré
mai pont le fonctionnel
n
4(n+À)(n+À_1)
I : a, + 6 ( + 2À — 1) an_1u=O
défini sur l’espace linéaire P de tous les polynômes réels f(x) Z—o at,xL de
1/2degré au plus n avec If lI := (f’1ti — x2)À_{f(x)}2 dx) . Ainsi, la norme de I
est






Or, 6 peut être positif ou négatif, cela nous donne
lanI+ /4(n+)(n+_i)(n+2)—i) lan_il v’1+62p,.
pare ;on obtient (1.4.5).En remplaçant 16h I
y n(n+2.),—1)
Remarque . En remplaçant E par O et À par 1/2 dans (1.4.5), on obtient
v/2n
+ 1 (2n))! / 1/2
- 2 2 (n!)2 J dx) . (0.3.8)
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Donc, (1.4.5) peut être vu comme une généralisation du théorème D2.
Prenons À et divisons le deux membres de l’inégalité (1.5.4) par E et faisons




= V 2 ((n — 1)!)2 11f 1l2 ?n—i,n—1 llf1l2.
Cette dernière est exacte seulement dans le cas où notre polynôme est un multiple
constant de P_,, le polynôme de Legendre de degré n — 1.
L’inégalité (1.4.5) nous démontre aussi que le membre gauche de (1.4.3) ne
peut pas être remplacé par aI + Ia_,I. Même plus, II ne peut pas être remplacé
par lanl + E la_,l pour un E positif quelconque. Donc, un raffinement de (1.4.3),
comme celui de (1.4.1) ou de (1.4.1’), est tout simplement impossible.
Preuve du théorème 5. On va omettre la preuve de (1.4.6) puisqu’elle est com
plètement analogue à celle de (1.4.7). En effet, elle est plus simple. On mentionne
simplement que l’égalité dans (1.4.6) a lieu seulement pour un multiple constant
de 1(x) := (1 +) Ui(x) + 2EU0(x).




Les coefficients de U2. U1 et U0 sont choisis de telle sorte que la norme
lIFll, := f1 lF6(x)l dx soit égale à 1 et f x0 sign F6(x) dx = O. Les deux zéros
de la quadratique F sont
16 16
et x2:=—.
Évidemment, F6(x) est strictement positive sur [—1, z,) U (x2, 1] et strictement
négative sur (z, , x2). Ainsi,
f lF(x) I dx =4±62 (f - f2 + f) {4x2 +26 x - (‘_ Ç) } = 1
et
r’ / fXj t’2 r1\J x°sinF5(x)dx=(J —J +1 )dx=2x1+1—2x2+1=O._ \ —1 XI X2!
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Pour appliquer le théorème 2, on a besoin aussi d’évaluer les deux quantités
suivantes f11 z1 sign Fs(x) dx et f’ x2 sign F6(x) dx. Or,
et
x’sign F6(x)dx
= f xdx — f2xdx + f xdx x — x =
J z2 sign F6(z) dx = f z2 dx — f z2 dz + f z2 dzX2




8 1 oO = -f_1x signF6(x)dx,
f’ x’ sign F6(x) dx, . (1.6.8)
8 1 2-1 = j—f1x signF6(x)dx




sur l’espace linéaire normé P2 de tous les polynômes f de degré au plus 2 muni
de la norme If II = f1 If(z)I dx. Cela veut dire que
a21+446621a11<4862f1f(x)Idx (0<6<2).
Finalement, en posant E
_,52’ il s’en suit que
1a21 + E Ia;I (1+ 1 + E2) f jf(x)j dx.









Preuve du théorème 6. On va mentionner d’abord que le polynôme f8 ne
dépend pas seulement de n et b, mais aussi de E. De plus, on va noter que
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E < {30/(n + l)6}h/(!_1) puisque 2Eb_l < gb_2 + Eb. À la fin de la preuve, on
aura besoin du fait que E2 + & < 1/4n2. Cette dernière inégalité a lieu puisque
60/(n + 1)6 < 1/4n2 pour n> 3.
Pour rendre la preuve plus élégante, on va la présenter en deux étapes.
Étape I. Rappelons que les zéros de U sont
vit
x : cos (y = 1,.. ,n).
n+1
Ils appartiennent à l’intervalle (—1, 1), et xL,,fl < x, pour y 1.... ,n — 1.
Notons que les zéros de U,_1 s’entrelacent avec ceux de U. Autrement dit,
<Xv,n_1 <x <x_i,_i <Xv_1,n (y = 2,. . . ,n — 1)
pour n = 3,4,...
Puisque U(x) est strictement positif sur (x1,, 1J et aussi strictement négatif
sur (X2,n , alors U_i(x) est strictement positif sur (xi,_i , 1 (xi, , 1] et
strictement négatif sur (x2,fl, x,fl_1) C (X2,n_1 , x1,,) . On peut conclure que,
pour un E > O suffisamment petit, le polynôme U(x) + E U_1(x) a un zéro
dans xi,), donc dans (12,n, xi,). Cet argument peut être répété
pour démontrer que U(x) + E U_1(x) a un zéro . dans x1,,), pour
u = 1,... , n
— 1, et un zéro dans l’intervalle (—1, x,1) qui sera nommé par
Posons O,n = XO,n = 1, n+1,n = = —1. Alors,
—1 n+1,n Xn+1,n <fl,fl <n,n < <2,n <12,n <1,n <X1, <O,n Xû, = 1
pour n = 3,4,... On prétend que
(v=1,...,n) (1.6.9)
pour un E suffisamment petit , disons E < 30/(n + i). Pour voir cette dernière,
on va utiliser le théorème de Taylor. En effet,
+ E) = U(x,) + E U(x,) + E2 U(t) (1.6.10)






= n 1 {T:+1(x,)+ ETi(t)}
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Or, le polynôme T1 satisfait l’équation différentielle
(1
—x2)y”—xy’+(n+1)2y=O
ainsi que T+1(x,) = f_1)”. Par conséquent.
+ &) E {(_1)v+1
1—x + 2(n± 1) T1(t)}
Du fait que
T” t —T” 1 (n+1)2((n+1)2—12)((n+1)2—22) (n+1)6ma n±1() +( )—
.3.5 < 15
découle
(—1)”’U(x, +E) E {1n
— (_1)”2(fl 1) T1(t)}
> E {(n + 1) — E (n + i)5} > (1.6.11)
pour un E < 30/(n + i). D’une façon analogue, on démontre que
(—l)”’U(x, — E) <—flE pour un E
<
30 (1.6.12)
En se basant sur
= IT(x)I <n pour — 1 <z < 1
et sur (1.6.11) et (1.6.12), on conclut que
(1)+1 {U(x. + E) + EU_i(X,,, + E)} > 0,
alors que
(_1)v+1 {U(x, — E) + EU_i(X, — E)} <0.
Par le théorème de la valeur intermédiaire, (—1)”’ {U(x) + EU_1(x)} doit s’an
nuler au moins une fois dans (x,,,, — E, X,,,,. + E), c’est-à-dire que le polynôme
U,.+EU,._1 possède au moins un zéro dans (X,,,.—E, x,,,,,+E) pour E < 30/(n + i).
Cela étant vrai pour chaque t’, donc il ne peut pas avoir plus qu’un zéro dans
(z,,,,.
— E, X,,,. + E). Ainsi, en vertu de ce qui a été déjà dit au début de la preuve,
ce zéro doit appartenir à (x,,,,. — E, x,,,,.), et non pas à [z,,,,,, x,,,,. + E].
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Étape II. Les informations obtenues concernant la location des points
seront utilisées maintenant pour trouver une borne supérieure de
(E) := j IU(x) + EU_;(x)I dx.
Puisque <x, O,n = XO,n := 1, et n+1,n = Xnji,n 1, on
aura
= (-1)vf {U(x) + EUi(X)} dx
n f rt’’
= (-i)(J 1 ){U(x)+EU;(x)}dx\ Xi,n t+1, /
= (_1)’f Un(x) dz + E (—1)f’ Un_j (x) dxv=O XX,+j,fl




+E(_1)v (f -f ) Ufll(z)dx_E(_1)vf U1(z)dzL’O XV+1,n ‘,fl v=O
= f’ (—1)’U(z) dz 2 f’(_1)L’ucz) dxl)0 XV+1,, uO
f’ (1)1’Un_i() dx — 2E U1 (z) dz.I)0
Notons que (—1)”U(x) O pour 1V+1,fl Ç z Ç x,,,,, et a fortiori pour
z Ç x,,,,. Par ailleurs,
f (1)vU_ (x) dx = f’ (sign U(x)) Un_1 (z) dxv=O X,+1,fl v=O +In
= f (signU(x))U_;(z)dx=O
puisque (sign Un(X)) U,_1 (x) est une fonction impaire. Ainsi
(E) <f IUn(x)Idx 2E(_1)vf Ui(x)dx.
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Par (1.6.9). il s’en suit que
30Un_1(x) dx <a U_1(x)I
—) <n si E
< t + 1)5
En tenant compte de f1 IU(x)I dx = 2, on obtient
(E) f1IUn(X)+Un_i(X)Idx < 2+2n Si E 30 (1.6.13)
En appliquant (1.6.13) au polynôme
fb(x) 2= U(x) + Eh_l U (x) = ax’ + a_1x +
pour lequel a + E an_l = 2 + 2’ Eh, car a = 2 et an_l = 27_1 Eh_l, on peut
dire que
f1 Lf&(x)Idx < 2+2n2E2b_2 Si Eh_i < (n+1)
Ainsi l’inégalité (1.4.8) a lieu si
bi 30 b2 ‘b 1E < et E +—E <—,(n+1)5 4 4722
donc aussi pour un Eb_2 + E1’ <60/(n + 1)6.
Preuve du théorème Za. Afin de présenter la preuve de ce théorème, on va
rappeler que les polynômes ultrasphériques sont définis explicitement par
[n/2j
= (‘) f( ) F(n -2À +1) (2x)n2v
En particulier, si n = 2m + 1. on a l’égalité suivante:
— F(m + 1 + À) f (!!1 + À) (1 6 14n
— F(À)f(m+1) f(À)f(’)
Les multiplicateurs w,,, appelés les nombres de Christoffel, qui correspondent
au poids W(x) := (1 — x2)À_, À > —, À O sont (voir 121, p. 352, formule
(15.3.2)1)
[‘(n + 2À) 1
WV {P(À)}2 f(n+1) (1_x){P,’(x,,)}2 (v=1,...,n).
En particulier si n = 2m + 1, alors 1m+l = O et
222À [‘(n + 2À) 1 1
Wm+l
= {f(À)}2 f( + 1) ( (À> —, À o) . (1.6.15)
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Quand n = 2m + 1, le polynôme P1 a un zéro à l’origine. Donc, le polynôme
Q(x) x’ P.Y(x) est de degré n — 1. En appliquant (1.5.5) en jonction avec
(1.6.15), on obtient
f (1 - x2) {Qfl,À(x)}2dx = 22 F(n±2À) (> _; o).
Ainsi, avec la norme tif il définie en (1.4.9), on a
llQn,ÀIl 2f(n±2) (> _; # o). (1.6.16)
Finalement, soit F,À(x) Qfl,À(x)/llQ,Àll. Alors,
F,À(x)
= \/n±2)
P(x) (> _; o) (1.6.17)
est un polynôme de degré n — 1 avec i)Ffl,À)l = 1.
On prétend que pour tout polynôme f(x) := >ax’, de degré impair n
et satisfaisant (1.4.9), on a aol Ffl,À(O)i, sauf dans le cas où ) = O. Notre
assertion découle du cas oùp = 2 du théorème 1’. Pour vérifier cette dernière, on
va évaluer les intégrales
k:=jxk(1_x2)À_Fn,À(x)dz (k=O,1,...,n).
1 2 À—1 2’) (À)En tenant compte du fait que f (l — z) 2Fm (z) P (s) dz = O pour m n,
on obtient
t’k=O (k=1,...,n). (1.6.18)
La valeur de sera calculée en utilisant encore une fois la formule de la
quadrature du Lemme 3, avec W(x) := (1 — Ainsi, en prenant les valeurs
de Wm+l et iIQn,Àll trouvées dans (1.6.15) et (1.6.16) respectivement, on obtient




En tenant compte de (1.6.18) et (1.6.19), avec un
A 2À-i / F(n + 1) p(À)’t0JVF(n+2À) n
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on aura
signP’(0) = A (k=0),
O = A fl1xk(1_x2)_F(x)dx (k=1,...,n)
(1.6.20)
Par la comparaison de (1.6.20) avec (1.3.4’), on peut constater que tout polynôme






Cette dernière estimation est exacte, et la borne supérieure est atteinte pour
Le polynôme est de degré égal à n
— 1. Cela veut dire que si n est impair,
alors le supremum de lf(0)l, parmi tous les polynômes réels de degré au plus n
satisfaisant (1.4.9), est atteint pour un polynôme de degré n
— 1 qu’on a nommé
Il en découle que si n est pair, alors le supremum de lf(0)l parmi tous les
polynômes de degré n satisfaisant (1.4.9) est atteint par Cela est dû au
fait que ce dernier maximise lf(O)l sur une plus grande classe, celle de tous les
polynômes f de degré allant jusqu’à n + 1 et satisfaisant (1.4.9). E
Preuve du théorème Zb. Dans le cas où \ = 0, on devra maximixer lJ(0)l
sous la supposition que f est un polynôme de degré au plus n satisfaisant
11f ll := (f lf(x)l dz) <1. (1.6.22)
Rappelons que les polynômes orthogonaux par rapport au poids 1/v”l — x2 sont
les polynômes de Chebyshev de première espèce. Cela nous suggère que, pour un
n impair, jf(O)I sera maximisé par
x T,(z)F,;12(x) :=
/ 1/2
‘T “2d\J1 vT ‘
De plus, lorsque W(x) 1//1
— z2, les zéros de T sont les noeuds de la formule
de quadrature de Gauss dans le Lemme 3. Dans ce cas, les nombres de Christoffel
associés w,, sont 7r/n pour i/ = 1 n (voir, e.g. 123, p. 48]). En utilisant ces
informations, ou peut conclure que
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1 T(x)F,172(x) = (n impair),
fi
o
— x2 F,112@) dx
= (_l)tfl/2i
et
f1 k 1 2 F,j12(x) dx = O (k = 1 n).
En appliquant le théorème 1’. la preuve du théorème Zb sera complétée. E
Chapitre 2
PROBLÈMES EXTRÉMAUX POUR DES
POLYNÔMES TRIGONOMÉTRIQUES RÉELS
2.1. LA THÉORIE DE ROGOSINSKI POUR LES POLYNÔMES TRIGO
NOMÉTRIQUES RÉELS
Un polynôme trigonométrique réel de degré n est une somme finie définie de
la manière suivante
t(O) :r=ao+(a cos vO+b, sin vO)
où a0,... u et b1,... b sont des réels. On définit 74 l’espace linéaire de tous
les polynômes trigonométriques réels t, de degré au plus n. Soient E un sous
ensemble de [—ir, irJ mesurable au sens de Lebesgue et W E
—> [O, oc) une
fonction intégrable au sens de Lebesgue. Pour p 1, on munit cet espace de la
norme
“p)Itl := (f W(O)t(O)I de) . (2.L1)
Soit (no,... ,a,,/31,. . . ,,8) un vecteur dans R2+l. L’application définie par
t(O) :=ao+(a cos vO+b 5m vO) + (2.1.2)
est un fonctionnel linéaire continu, I, sur l’espace linéaire 7 de tous les poiy
nômes trigonométriques de degré au plus n muni de la norme 11t11 telle que donnée
dans (2.1.1)(cet espace sera noté par ). En effet, il existe une correspondance
biunivoque entre les fonctionnels linéaires continus définis sur et les vecteurs
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dans R2. En d’autres mots, une application, I, définie sur est un fonc
tionnel linéaire continu si et seulement si il existe des réels co,. . . , cn, 13i . . . , 13n
tels que
1(t) := aoao+(aa+b) (t(O) := ao+Z(a cos vO+b sin VO)) . (2.1.3)
On va déterminer la norme de I définie par:
= := sup {oao+È(vav + :
L’espace T est de dimension finie. De ce fait, la boule unité fermée de cet espace
est un ensemble compact. Par la suite, la norme de I sera atteinte. Cela nous
assure l’existence d’un polynôme T E avec IITII = 1 tel que 1(T) = 11111.
lvidemment la caractérisation d’un tel polynôme extrémal doit être donnée
en termes des composantes (cro,. .. ,a,Ø1,. . . ,/3) puisque notre fonctionnel est
défini à partir de ces composantes.
Posons W*(O) := {W(O)}’/P et g(O) := W*(O)t(9). lien découle que
hp hp
IIII := (f Ig(0)IPdO) = (f w(û)It(o)do) = IItIIL
est une norme sur le sous-espace Ç := {W*t : t E 7)} de l’espace linéaire
£“(E). Pour tout g E Ç,. on pose I*(g) = 1(t).
Maintenant, en utilisant le théorème de Hahn-Banach (Théorème [1, p. 551),
on peut étendre 1* sur l’espace £P(E) tout entier, et cela en préservant la norme.
Cela veut dire qu’il existe un fonctionnel Jt défini sur D’(E) avec Jt(ç) = It(ç5)
pour tout E Ç,, et )IJt)ICP(E) = )Iç,
=
1)I1jcii. Par un théorème de F. Riesz,
ce prolongement Jt admet uiie représentation unique (voir 118, p. 781 ou [1 , pp.
64—651) de la forme
= f(o)(o)do ( E £(E)). (2.1.4)
Si p> 1, alors a appartient à L(E) où p’ + q’ = 1 et
/ r \1/q
IIJtIICP(E) = := (J I#(O)IdO) (1 <p <oc). (2.1.5)
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Dans le cas où p = 1, la fonction i sera mesurable. De plus, elle est essentiellement
bornée sur E avec
11.1*11 = ess. sup . (2.1.6)
En résumé, on arrive à l’égalité suivante
1(f) =I*(g) = J*(g) = f g(O)i(O)d8 = f Wt(8)t(&)ji()dO (2.1.7)
avec
IIIIi = iiii = [tjq 5 p > 1, (2.1.8)
et
III’o = ess. sup si p = 1. (2.1.9)
Ainsi le polynôme extrémal T satisfait à la condition suivante
1(T)
= j W(O) F(O) (O) d6 = I. (2.1.10)
2.2. ENONCÉS DES RÉSULATS
Les deux prochains théorèmes, 8 et 9, sont des analogues aux théorèmes 1,
1’ et 2 qui ont été démontrés dans les moindres détails dans le premier chapitre.
C’est pour cette raison qu’on va omettre leur preuve.
Théorème 8. Soit E, W, T, I et T tels que déjà définis. Alors, pour tout
p 1, on a
1(t) = Aj W(O) t(O) sign (T(O))
. IT(Q)I’’ dO (t e 7)) (2.2.1)
avec A = 11111. Dans te cas où p > 1, te polynôme trigonométrique extrémal T
est unique.
Théorème 9. Soit p 1. Le fonctionnel donné en (2.1.2) admet un polynôme
extrémat T, lIT II = 1, si et seulement si on a l’égalité suivante
7k = k + ik = Af eikOW(O) sign (T(O)). T(O)I?’ dO (A > 0) (2.2.2)
pour tout k = O n.
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2.3. APPLIcATIoNs
Une application du théorème 9 est le résultat suivant qui possède, à son tour,
plusieurs conséquences intéressantes.
Théorème 10. Soit t(O) := a0 + 1(a cos t,O + b. sin vO) un polynôme trigo
nométrique réel de degré au plus n. A tors, FOUT tout p 1, on a
1 n
ail
‘/p (f It(0)lPd0) (t> ). (2.3.1)(f,jcostolPdo)
Le théorème 10 peut être énoncé, d’une manière équivalente, de la façon suivante:
Théorème 10’. Soit f(z) := ao+1(a. _ibv)zL un polynôme de degré au plus
n, tel que a0, a1, b1,... , a,, b sont tous réels . Alors, pour tout p 1, on a
ail
< 1 (f lf(ei6)IPdO)’ (t> ) . (2.3.2)
(fZir I cos tOi” do) —
Une application du théorème 10 consiste à démontrer le résultat connu suivant
(voir 1131 ou 115, Chapter 16]).
Corollaire la. Soit T(O) := c,e”° un polynôme trigonométrique (pas
nécessairement réel) de degré au plus n. Alors , pour tout p 1, on a
Ic_ti + cil < 1 1/p (f Ir(O)lPdO)’ (t> ) . (2.3.3)
(fZr I cos telP do) —
Maintenant, on présente quelques conséquences du corollaire la.
Corollaire 2a. Soit Tk te polynôme de Chebyshev de première espèce de degré k.
De plus, soit f(x) := aux” un polynôme de degré au plus n, pas nécess aire-
ment réel, et p> 1. Alors, pour k = n, n — 1, on a
2_1 I ‘/v
Iakl < , (f If(x)Idx . (2.3.4)(1 1 T” “Pdx’ “ \ — Vl — X2 jlJ_, j—j kiX,i )
Remarque 1. Le cas où p = 2 du corollaire 2a est bien connu.
En tenant compte des théorèmes 1’ et 2 du chapitre 1, le corollaire 2a est
équivalent au résultat suivant:
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Corollaire 2b. Soit Tm te potynôme de Chebyshev de première espèce de degré
m. De plus, pour un p> 1, soit
W(x) := 1 ITm()I1 (—1 < < 1)
— z2
et
‘p,k = Ip,k(Tm) J1 xc W(x) sigu (Tm(x)) dz. AtoTs
2-’’ (j’1 W(x) ITm(X)I dz)”' si k = m,
O si k=O,...,m—f. (2.3.5)
O si k=m+1.
Soit n et m deux entiers strictement positifs. En se basant sur les calculs
suivants
2 r’ fI cos nO” dû =
— / I cos /“ dp = 2 I cos ç5” d = 4 I I cos çS d
nj0 Jo Jo
1 rm
= 4 I I 5m q” dç5 sin “d = — / I sin cW dJo mJ_m,,
= f Iinm0I”dO
on peut énoncer le corollaire la de la façon suivante
Corollaire lb. Soit r(O)
—N ce’° un polynôme trigonométrique (pas
nécessairement reét) de degré au plus N. Alors, pout tout p 1, on a -
ir hp NIC + IC
<
/p (f IT(o)IPdû) Q> ). (2.3.3’)(f-ir sin £91” dû) —
Du corollaire lb découle le résultat suivant
Corollaire 3a. Soit Um te polynôme de Chebyshev de deuxième espèce de de
gré m. De plus, soit f(x) a,x” un polynôme de degré au plus n, pas





Remarque 2. En prenant p 1 et m n dans l’inégalité (2.3.6), on retrouve
l’inégalité (0.2.9). Donc (2.3.6) est une généralisation de (0.2.9).
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En tenant compte des théorèmes 1’ et 2, le corollaire 3a est équivalent au
corollaire 3b. Ce dernier peut être vu comme une extension du lemme 2 (il suffit
de prendre p 1).
Corollaire 35. Soit Um le polynôme de Chebyshev de deuxième espèce de degré
m. De ptus, pour un p 1, soient
W(x) := (1 — x2)_12 Um(X)l1 (—1 <X < 1)
et ‘p,k = Ip,k(Um) : f1 W(x) sign (Um(X)) dx. AtoTs,
2 (f’iW(X)lUm(X)IdX)’ j k=m,
Ip,k(Um) O si k=rO,...,rn—1, (2.3.7)
O si k=m+1.
2.4. PREuvE DES RÉSULTATS
Preuve du théorème 10. Soit E = [—ir, ir] , W(O) 1. Soit Z l’espace linéaire
de tous les polynômes trigonométriques t de degré au plus n muni de la norme
suivante: (î. It(0)IPd0)1”. Soit I, le fonctionnel
t(O) := a0 + (a cos vO + b 5m vO) I.’ a.
On a besoin de déterminer la norme de I. Avec l’aide du théorème 9. on va
démontrer que la norme de I est atteinte pour
T(O) := cosO (2.4.1)
t f cosOPdO
—7r
En tenant compte de (2.2.2), on a besoin d’évaluer les intégrales
‘k,p := f eikG sign (T(O)) T(O)I’ dO (k = 0,1, . . . , n). (2.4.2)
Pour se faire, on va trouver la série de Fourier de la fonction
G(û) := (sign(cosû)) (cos(O)I’. Notons que G est une fonction paire, alors
la série de Fourier de G ne possède que des termes e cosinus. Puisque G est
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continue et qu’elle est à variations bornées sur[—lr, ir], on peut écrire (voir 17, p.
42 (Théorème 57)1)
G(O)=o+cicosO+...+c,cosvO+....
Maintenant, on note que G(ir — O) = —G(O). Ainsi, pour j = 0, 1 on aura
r”
j G(é?) cos 2j0 dé? = 2 j G(O) cos 2j0 dé? + 2 j G(O) cos 2j0 dé?O ir/2
rI2
2 / G(O) cos 2j0 dé? — 2 / G(i) cos 2jç dç = O.Jo Jo
Cela veut dire que les coefficients o, c2, cr4,... sont tous nuls. En d’autres mots,
on a
G(O) = ;cosO+ù3cos3O+ 5cos5O+••• = fIcosoI?do)
Donc,
(sign (cos O)) cos £Oj’
= (f cos OI do) cos o + cos 3t0+. (2.4.3)
Avec cette dernière, on est prêt à évaluer les intégrales de (2.4.2). En se référant
à (2.4.1) pour la définition de T. on peut conclure de (2.4.3) que
— 1 f (cosO) sign (cosO) I cosOI’ dO(iz. I cos £OIP do)
1 f cos £OI’ dé? f cos2 O dû
(f I cos £QIP do) (p-1)/p j j
= (fIcosoIPdo)1 f cos2tOdO= (fIcoseoIPdo)1.
Mais, le fait que t > n/3 nous donne
Ik,P=f(coskû) (2i+1 cos (2j + 1)EO) dO = O (k E {O, 1,... ,n}\{t}).
Ainsi, en posant A := (i IcostOIP de) 1p, on voit que
O = A feikOsign(T(e)) IT(O)I’dO (k E {O,...,n}\{t}),
(2.4.4)
1 = A f’e’°sign (T(0)) IT(0)I’’ dé? (k = L) J
et le résultat voulu découle du théorème 9. Li
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Preuve du corollaire la. Soit
C_t = c_ e , Icti e’.
Alors, avec 6 := (+273) a
B(8) := ei(t_ r(8 + 6) = d ei,
où d_ et d, sont positifs. Évidemment.
C(O) := (3(8) +) =
est un polynôme trigonométrique réel de degré au plus n tel que
= = d) O.
Le polynôme C peut être écrit sous la forme suivante
0(0) a0 + (a cosv0 + b sin vO) (ao, a;, b1 a, b e R),
avec b = O et a1 = d + d_ = Icti + jc_. En utilisant l’inégalité de Minkowski,
on obtient
IICN := (f IC(0)IPd0)’ (f IB(0)IPdO) = (f IT(0)IPdO).
Finalement, par le théorème 10, l’inégalité voulue a lieu. LI
Preuve du corollaire 2a. Soit
T(O) := f(cos O) = + ç,e”° + euhl0.
Alors,
L Vi- x2 If(x)I dz = f If(cos 0)I dO = f Ir(0)I dO.
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Ainsi, par le corollaire la pour £ = n, on obtient
IanI = 2’’ ( II I
1 \1/p
< 2’ 1/p (f IT(0)I0fî Icosn0Id0)
—ir




Ceci prouve (2.3.4) pour k n.
En tenant compte de l’inégalité de Minkowski (p 1)




{ f(x)—f(—x) si n est pair
a_1x -?-a,_3x
—
si n est impair.
On constate que (2.3.4), qui est vraie pour k = n, doit être vraie aussi pour
k=n—l. LI
Preuve du corollaire 3a. Notons que




n+ 1)01”/ Isin(n+ 1)0I’d0









= 2 / (l_x2)IUn(x)IPdx.
J—1
Ainsi, en appliquant la corollaire lb, avec N = n + 1 et £ = n + 1, sur
n
an
r(0) := (sinû) f(cosû) = + c,e’0 — 2n+1
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on obtient
TL( aIaJ = 2 +
1 7r \1/p
< 2’
hp (j I(sinO)f(cosO)Id8)(fZ sin (n + 1)&IP)
(11(1 — x2) If(x)IPdx).
(f’1(’ — x2) IU(x)IPdx) —1
Ce qui prouve (2.3.6) pour m = n. Appliquons cela sur (f(x) + f(—x))/2 pour
un n impair et sur (f(x)
— f(—x))/2 pour mi n pair, on trouve que l’inégalité
aura lieu aussi pour m = n — 1. E
CONCLUSION
On remarque que la théorie de Rogosinski a le potentiel de stimuler de sérieuses
recherches intéressantes concernant les polynômes et les polynômes trigonomé
triques en termes de leurs “normes I? “
. J’espère que cette thèse, ci-présentée,
va attirer l’attention des autres mathématiciens à cette théorie et aux questions
qu’elle soulève. Par exemple, il serait intéressant de trouver d’autres propriétés
importantes des polynômes F qui apparaissent dans (1.3.4). L’étude des zéros de
ces polynômes, qui dépendent de n et p, aura un intérêt spécial. Aussi, il serait
important de savoir s’il existe une équation différentielle, liée à ces polynômes,
qui nous permettra de les mieux comprendre.
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