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This work focuses on predicting the long-term behavior of dynamical systems
from very short, noisy trajectories. Traditional techniques often split the
problem of forecasting into separate estimation and prediction steps. In
that manner, the optimization is done over a surrogate objective rather than
the true objective. We propose an alternative representation that shifts the
emphasis to the final prediction, rather than the system identification.
This thesis will mainly discuss three different methods that can be used
for the infinite-horizon prediction. The baseline approach is maximum a
posteriori (MAP) estimation of the underlying system parameters and state,
followed by a simulation of the selected dynamics. Because the conditional
distribution given the trajectory is often not easily differentiable, we apply
zero-order optimization techniques to approximate the result. The other
techniques begin with the marginalization of the distribution onto the stable
nodes in the bifurcation diagram. The first is the application of MAP estima-
tion to the marginalized distribution. The second method is minimum mean
square error (MMSE) prediction, which reduces to the weighted average of
the set of convergence points. For problems that involve stability detection,
MAP estimation and likelihood ratio test (LRT) are performed to predict
whether the system is more likely to be stable or not.
Our simulations show that the forecasting performance can be improved
by reformulating the problem as a distinct estimation problem instead of as
an application of system identification. This work suggests a new direction
for estimating the limiting behavior of unknown dynamics and may lead to
more accurate, yet efficient algorithms in the future.
Subject Keywords: Forecasting; Non-linear Dynamics; Infinite-horizon; Pa-
rameter Inference; Bifurcation; MAP Estimation
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1. Introduction
A good understanding of the system attractors is important in the accurate
forecasting of a non-linear system in the infinite-horizon. The study of non-
linear systems, which are defined by differential equations, can be useful in
fields like weather forecast, system identification [1], communications [2], or
information theory [3]. The uncertainty of parameters and system states in
the non-linear systems raises challenges for efficient and accurate prediction
in the infinite-horizon beyond those found in linear systems.
There are many methods applicable in solving such problems. Fisher in-
formation can be used to measure the information carried by random vari-
ables regarding the parameter, providing a way of estimating the maximum-
likelihood to ensure reliable parameter inference [4]. Particle-based methods
discretize the probability distribution into particles and track the probabil-
ity density over time [3]. The Liouville equation also provides a key theorem
to track the probability density along the trajectory of the system to sup-
port predictions [5, 6]. Modern methods like the Koopman operator can also
efficiently compute the expectation of the random variables as propagating
through the system [7].
To make a prediction, an optimization over the future probability den-
sity must be performed. Expectation-Maximization algorithm is a useful
approach to iteratively converge to the optimal value. One common method
to optimize over a cost function is the gradient descent, but for complex
functions where the gradient is hard to derive, zero-order optimization offers
a derivative-free approach to estimate the gradients.
These prediction problems impact not only asymptotically stable systems
which converge to points, but also to a more broad class of behavior. For
systems with limit cycles like in Van der Pol oscillator, we can set up a
Hausdorff distance matrix [8] and compare the distances between subsets of
the metric space with different parameter values. The relationship between
limit cycles and parameter values is helpful in prediction and identification.
The evolution of chaotic systems varies drastically with different parameters
and even the slightest change of the initial conditions.
One approach for infinite-horizon system prediction with uncertain pa-
rameters involves system identification to find a reliable representation to
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explain the dynamics, and then predict the long-term behavior based on the
representation. This two-step approach prevents optimization over the true
goal of prediction and forms a limitation in accuracy. This work avoids such
bottleneck by introducing the probability distribution representation of the
system. We use bifurcation diagrams in the state and parameter domain to
display its advantage [4]. From marginalization onto the attractors in the
bifurcation diagram, we can preserve more information from the system tra-
jectories. With this intermediate representation, statistical estimations like




This work applies to the time-invariant non-linear parametric models sharing
the following form:
ẋ = f(θ, x), (2.1)
where the state vector is denoted x ∈ RN and the parameters of the system
are denoted by θ ∈ RM . We assume function f is Lipschitz continuous,
which is defined as ‖f(x1)− f(x2)‖ ≤ K‖x1 − x2‖, where K is the Lipschitz
constant. Under this assumption, we can ensure the existence of a unique
solution. The initial state, x0, and the parameter vector, θ, are random
variables jointly distributed with some prior distribution p : RN×RM −→ R+,
which maps the entire vector space to a non-negative real number. In this
thesis, we restrict to a finite domain D on which we apply a uniform prior
distribution to facilitate the calculation. We also assume that this non-linear
dynamics has computable regions of attraction so that we have a collection
of all possible attractors of the system A, with infinity included in the case
of unstable system. In this way, all infinite-horizon system trajectories can
be well defined as ϕθ : RN −→ A.
The observations of state vectors are done by sampling under i.i.d. additive
Gaussian noise: yn = x(nT ) + un, where yn ∈ RN , T is the sampling interval
and un
i.i.d.∼ N (0, σ2). The system progression can be well represented using
the Bayesian network shown in Fig. 2.1.
2.1. Pitchfork Bifurcation
Due to the assumptions made about regions of attraction, we decide to use
pitchfork bifurcation diagrams as the focus of our study. There are two
separate types of such bifurcation, known as subcritical and supercritical
cases respectively.
The Subcritical Pitchfork Bifurcation has the normal form of:
ẋ = θx+ x3 (2.2)
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Figure 2.1: Bayesian network that describes the system dynamics.
As shown in Fig. 2.2, for θ < 0, there is a stable equilibrium at x = 0
and unstable equilibria at x = ±
√
−θ. There is another unstable equilibrium
at x = 0 when θ > 0. Therefore, the attractors under this model are only
between x = 0 and x→∞.
The Supercritical Pitchfork Bifurcation has the normal form of:
ẋ = θx− x3 (2.3)
In contrast to its subcritical counterpart, this case has stable equilibrium
at x = 0 when θ < 0, and at x = ±
√
θ when θ > 0. The unstable equilibrium
is at x = 0 when θ > 0. The θ > 0 region then becomes the main focus since
the infinite horizon value would alter in this region.
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Figure 2.2: Region of attraction for two cases of Pitchfork bifurcation:
Solid lines represent stable equilibrium, while dashed lines represent
unstable equilibrium.
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3. Prediction Algorithms (Supercritical Case)
As discussed earlier, the supercritical case has the final convergence region
dependent on the parameter value. Therefore, to make accurate infinite-
horizon predictions, we would require a reliable estimator for the parameters.
Since the trajectory of the dynamic system would be deterministic with initial
value, the problem can be reduced to an initial value problem (IVP). The
goal is to find the most likely parameter value as well as initial state given
the noisy observations. We analyzed three different algorithms to approach
the parameter value from based on the conditional probability of the noisy
observations of the state trajectories given nominal state values, i.e. P (y|x).
To evaluate the conditional distribution of trajectories, we need to calculate
the nominal state values x̂ using the initial value and parameter estimates.
Trajectories for a given pair of parameter and initial condition were generated
through the Runge-Kutta method, a standard technique that approximates
the solution of an IVP through a discretization. In this case, we take into
account up to 4-th order:
x̂0 = x0
x̂n+1 = x̂n +
1
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(k1 + 2k2 + 2k3 + k4)
k1 = f(x̂n, θ) · T
k2 = f(x̂n + k1/2, θ) · T
k3 = f(x̂n + k2/2, θ) · T
k4 = f(x̂n + k3, θ) · T,
(3.1)
where T is the sampling interval, ki are the slopes at different parts of the
interval.
3.1. MAP System Estimation
The strategy for this algorithm is to first estimate the (initial state, param-
eter) pair based on the measured trajectory and then predict the system





The second arrow can be easily solved since the system is deterministic
with the (initial state, parameter) pair provided. So the main challenge
using this algorithm is to handle the first arrow.
Traditional approach on such problems is to perform the maximum a pos-
teriori estimate, which applies the Bayes’ theorem to calculate the posterior
distribution of the variables:
P (x0, θ|y) =
P (y|x0, θ) · P (x0, θ)
P (y)
(3.3)
Since we assume uniform prior distributions as stated in Chapter 2, the
term P (x0, θ) becomes a constant that can be ignored. Also, the denomi-
nator serves as the normalization factor that does not affect the tendency
of the distribution. This term can also be removed to reduce computation
complexity. After the simplification, the distribution we want is exactly pro-
portional to the conditional probability of the trajectories given the (initial
state, parameter) pair. Therefore, we substitute it and yield the analytic so-
lution for the distribution by decomposing it into each states based on their
independence:




where N is the length of our sample. Since we assume measurements un-
der Gaussian noise, the expression can be further simplified by taking the
logarithm of the probability:






logP (yi|x̂i) ∝ −
N∑
i
(yi − x̂i)2 + C (3.5)
After we determine the distribution, the problem then becomes finding
the global maximum among the region of interest. If we consider the loss
function L(x0, θ) = −P (x0, θ|y), this problem can then be treated as a multi-
variable optimization problem. A common class of algorithms for non-linear
optimization is based on gradient descent, a first-order iterative algorithm.
But the gradient of this conditional distribution is difficult to obtain, so we
choose to apply zeroth-order optimization algorithms due to the derivative-
free property. It computes multiple data points of the function and averages
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their respective gradients to yield an estimate of the actual gradient. In this






[(L(x0 + µui,1, θ+ µui,2)−L(x0, θ)) · (ui,1,ui,2)], (3.6)
where µ is the smoothing parameter, m is the breadth of the averaging ran-
dom points and ui
i.i.d.∼ N (0, I2).
From Fig. 3.1, we can see the value indeed converge to the truth (initial
state, parameter) pair. We can see that the descent steps did not strictly
follow the steepest gradient from the heat map since the zero-order gradient
is only an approximate, but it still keeps the actual moving trend and leads
to a local minimum in the region.
Figure 3.1: Sample run using zeroth-order algorithm on pitchfork
bifurcation. Left: Gradient steps to reach the optimal point; Right:
Corresponding heat map to display the loss function value in the entire
region of interest.
3.2. MAP Attractor Estimation
The strategy from last section would suffer from certain level of information
loss from tracing the system parameters and initial state from observations
and generate predictions based on them. So in order to preserve as much
information as possible, we modify the algorithm accordingly.
From Fig. 2.2, we found that the absolute value of the attractor is only
dependent on the parameter value. Therefore, we can integrate over the
region that ends up with the same attractor. This marginalization could save
all information we obtained from the measurements and pay less attention to
8
the initial states that would not largely affect the infinite-horizon prediction.
If we denote the region of convergence for parameter value θ converging to










This marginalization calculates the marginal distribution of the conditional
probability for each parameter value θ and finds the optimal result. Using
the result of this estimator, we can reproduce the state trajectories and get
the infinite-horizon prediction.
3.3. MMSE Estimation
The third algorithm we proposed is to use the minimum mean square error
(MMSE) estimator. The concept is to compute the weighted average of the
attractor, where the weights are the conditional probability of the attractor
and parameter based on the observations [8]. In other words, they are the
marginal distribution we calculated in the Section 3.2.
P (a, θ|y) =
∫
Ra(θ)
P (x0, θ|y)dx0 (3.8)
If we denote the set of parameter θ that corresponds to the same attractor












This method bypasses determining either the most likely parameter value
or most likely initial states and directly approximates the most likely con-
verging states.
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4. Stability Analysis (Subcritical Case)
As shown in Fig. 2.2, the attractor of the subcritical pitchfork bifurcation
are either zero or infinity. This special circumstance changes the infinite-
horizon prediction into system stability detection. We need to determine
how likely the trajectory is going to converge. In the region of interest for
(initial state, parameter) pair, the region that converges to 0 is labeled as R0,
which is bounded by ‖x0‖ <
√
−θ and θ < 0. All the rest space represents
trajectories that diverge, and is denoted R∞.
Figure 4.1: Heat map display for MAP estimation over the region of interest
The intuitive thought is still using the MAP estimation similar to the
approach in Section 3.1. In this case, we set up a hypothesis test to determine
whether the trajectory is stable:
H0 : p < 0.5 (system unstable)
H1 : p > 0.5 (system stable),
where probability p is the probability that the (initial state, parameter) pair
10











As the simulation shown in Fig. 4.1, the system has more chances of being
inside the convergence region, in this case 81.31%. So the system is more
likely to be stable.
Figure 4.2: Decision regions for subcritical pitchfork bifurcation stability
detection [8]. Left: Decision region for MAP trajectories; Right: Decision
region using LRT. Blue stands for stable and red stands for unstable.
We also develop a decision region for predicting the system’s stability based
on only two samples as shown in Fig. 4.2. The likelihood ratio test (LRT)
is another approach for stability detection, where we compare the ratio of








If Λ > η then the system would be considered as stable, otherwise it would
be classified as unstable.
The decision region for MAP trajectory is close to the actual case labeled
by the black wires, but the region for LRT is wrapped that all space close
to the origin are predicted to be stable, because the presence of noise takes
dominant position close to the origin and may affect the prediction.
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5. Numerical Results and Simulations
In this section, we will mainly show the results we have from the algorithms
proposed in Chapter 3. The quantity we choose to compare between the
algorithms is the mean square error (MSE). The data are generated using
Monte-Carlo simulation and by the law of large numbers, the result we obtain
should converge to the actual value.
To facilitate the usage of Monte-Carlo simulation, we define the region of
interest to be θ ∈ [0, 1] and x ∈ [−1, 1]. Then we discretize the space into
grids with grid space of 0.01 × 0.01.
For MAP estimation with marginalization, we only define the estimator of
the parameter, in the pitchfork bifurcation, another factor that affects the
attractor is the sign of the initial state, which determines the sign of the
attractor.
ϕθ(x) = sgn(x) ·
√
θ (5.1)
In this case, we compare the marginal distribution of the estimator θ̂ in
the different regions of initial state. If we define X+ = {x|0 < x < 1} and




P (x0, θ̂|y)dx0 −
∫
X−
P (x0, θ̂|y)dx0] · G(θ̂), (5.2)
where G(θ) maps the parameter value with the corresponding absolute value
of the attractor. In the case of supercritical pitchfork bifurcation, it is simply
G(θ) =
√
θ. To characterize the MSE of the algorithms with respect to the
noise power, initial state, and parameter for different algorithms, we use
the following pseudo-code to generate the squared error in each grid and
eventually integrate and average them to achieve the final result.
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Algorithm 1: Generate squared error for each grid in the space
Data: σ range, θ range, x range
Result: SE
initialize SE to be 0 with dimension:
length(σ range) × length(θ range) × length(x range);
for each σ of σ range do
for each θ of θ range do







Therefore, under this structure, by integrating over different dimensions
and taking average, we can get the relation between MSE and all other
variables concerned. To limit the variance of the simulation, we use Monte-
Carlo simulations to run multiple times and take average of them to smooth
the curve as well as get a more reliable result.
5.1. MSE vs. σ
















Figure 5.1: MSE of three predictors over various noise powers [8]. Solid:
MMSE; Dashed: MAP after marginalization; Dotted: MAP.
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From Fig. 5.1, we see that the MSE first increases as the standard deviation
of noise increases, and has a linear relationship. But as the noise power
continues to increase, the MSE saturates for all predictors. The presence of
saturation indicates the maximum noise power these predictors can handle.
Beyond that, the predictions are no longer accurate.
By parallel comparison, MMSE seems to have a significantly lower overall
MSE relative to the other two methods. The MAP estimation with and
without marginalization have close MSE results while the marginalization
slightly improves the performance.
5.2. MSE vs. θ
















Figure 5.2: MSE of three predictors over true parameter [8]. Solid: MMSE;
Dashed: MAP after marginalization; Dotted: MAP.
Three different noise power are displayed in Fig. 5.2 to show the various
performance in these three stages.
For the two MAP estimations in low noise range (blue lines), the MSE
decreases as θ increase. This trend can be explained by the properties of
the square root curve from the attractors. The same gap at larger θ value
would result in a smaller output difference than at low θ value. For σ = 10.0
(green lines), a very large noise power, the MSE exhibits linear increase with
parameter θ. As stated earlier, under saturation condition, the predictors
are no longer reliable. The median noise power (yellow lines) combines the
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behavior of both low and high noise power cases. In low θ region, it declines
as θ increases and then as θ becomes larger, it also starts to linearly increase
with θ. For MMSE estimator, the MSE always has a linear relationship with
the parameter.
5.3. MSE vs. x0















Figure 5.3: MSE of three predictors over true initial state [8]. Solid:
MMSE; Dashed: MAP after marginalization; Dotted: MAP.
Different from the relation between MSE and parameter θ under heavy
noise, the MSE seems to be not dependent on the true initial state for all three
predictors as shown in Fig. 5.3. But when the noise is not that dominant,
the MSE exhibits a symmetrical structure around x0 = 0, with the peak at
x0 = 0. This peak comes from the existence of the unstable equilibrium at
x0 = 0, where the predictors cannot process correctly. Besides the peak, the
MSE generally decreases as the absolute value of x0 increases.
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6. Conclusion
In this work, we develop three algorithms to effectively conduct parameter
inference and infinite-horizon prediction for non-linear system dynamics. We
also propose ways for reliable stability detection using similar concepts.
From the simulation results, we find that the accuracy of predictions would
improve if we treat the problem as an estimation problem instead of the
system identification. The conventional method of MAP estimation aims
at inferring both the initial state as well as the parameter value, and has
the worst performance among all three methods. The marginalization over
MAP estimation preserves more information and ensure higher prediction
accuracy by integrating over the initial states to reduce the identifications
required. The MMSE method is the weighted average over the attractors,
which can also be considered as integrating over both the initial states and
the parameters. This approach requires no identification of parameters or
initial states, therefore possessing the highest accuracy among all methods
we proposed in the thesis.
This infinite-horizon prediction can have wide usage in other fields like
weather forecast, control systems, etc. Our methods proposed should provide
a new insight on this classical problem of infinite-horizon prediction, and we
hope these suggestions can help future development in this field to emerge
more efficient algorithms to the problem.
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