This paper presents an alternative method for predicting biochar yields from biomass thermochemical processes. As biochar is considered a renewable and sustainable energy source, it has received more attention. Several methods have been presented to predict biochar, such as neural network (NN) and least square support vector machine (LS-SVM). However, each of them has its own drawbacks, such as getting stuck in a local optimum, which occurs in NN, and lack of uncertainty and time complexity, as in LS-SVM. Therefore, this paper avoids this limitation by using a hybrid method between the adaptive neuro-fuzzy inference system (ANFIS) and gray wolf optimization (GWO) algorithm. The proposed method is called ANFIS-GWO, which consists of two stages. In the first stage, GWO is used to learn the parameters of ANFIS using the training set. Meanwhile, in the second stage, the testing set is used to evaluate the performance of the proposed ANFIS-GWO method. Three experiments were performed to assess the performance of the proposed method. The first experiment used a set of UCI (University of California, Irvine) benchmark datasets to evaluate the effectiveness of ANFIS-GWO. The aim of the second experiment was to evaluate the performance of the proposed ANFIS-GWO method to predict biochar yield from manure pyrolysis. The third experiment aimed to estimate the values of input parameters of pyrolysis that maximize biochar production. The obtained results were compared to those of other methods, such as ANFIS using gradient descent, practical swarm optimization, genetic algorithm, whale optimization algorithm, sine-cosine algorithm, and LS-SVM. The results of the ANFIS-GWO method were >35% of the standard ANFIS and also better than those of other methods. A. A. Ewees and M. A. Elaziz: ANFIS Using Gray Wolf Optimization | 925
Introduction
The world's energy use has increased >10-fold during the 20th century. Energy purchases account for 5-10% of the entire national product in developed economies. However, in some of those countries, imports of fossil fuel may cost over half the value of overall exports. These economic realities are unsustainable, and pose a challenge to sustainable development [50] . Furthermore, fossil fuel is decreasing dramatically; therefore, the use of renewable energy from various sources has significantly grown in recent years. The renewable energy sources include biomass, solar radiation, ocean waves, wind, geothermal heat, and others.
Biochar is considered an attractive renewable energy source [51] . It is created from biomass through thermochemical methods, the yields of which rely on the methodological circumstances. Pyrolysis is the most popular process used to produce biochar [22] . Based on residence time and heating rate, pyrolysis is classified into two kinds: slow and fast. Biochar is created from biomass by using slow pyrolysis through a comparatively long residence period and a low heating degree, whereas fast pyrolysis uses a high heating degree and little residence period to yield a biochar.
The main contributions of the current work are to (i) improve the performance of ANFIS through learning its parameters using the GWO algorithm, and (ii) to apply the improved ANFIS model as a new prediction method for renewable energy production, especially biochar production. Therefore, the proposed method for predicting biochar, which is called ANFIS-GWO, consists of two stages: (i) training ANFIS and (ii) testing. In the first stage, the ANFIS parameters are estimated using the GWO algorithm in which each solution of the population of GWO contains the parameter's value. Meanwhile, the ANFIS-GWO algorithm is evaluated in the second phase by using the testing set (which is not used before in the training stage) as input and then predicting the output and computing the performance. This paper is arranged as follows: in Section 2, the standard ANFIS model, GWO, and fuzzy C-means (FCM) are explained. In Section 3, the proposed method is introduced. Section 4 gives the experimental results and discussion. The conclusion is given in Section 5.
Preliminaries

ANFIS
Jang [23] introduced ANFIS, which is a hybrid model that combines fuzzy logic and NNs. ANFIS is based on the Takagi-Sugeno inference model that creates a non-linear mapping from input to the output space by using fuzzy IF-THEN rules. The ANFIS model contains five layers, as shown in Figure 1 .
The crisp inputs x and y to the node of the first layer and the output O 1i of this node are defined as
where A i and B i are the membership values of the generalized Gaussian membership function defined as [23] µ
where p i and σ i are the premise parameters. In the second layer, the node's output is the firing strength of a rule, as
The node's output in the third layer is the normalized firing strength as
The node in layer 4 is an adaptive node, and its output is computed as where p i , q i , and r i are the consequent parameters of the node i. In the last layer, there exists only one node whose output is computed by using the following equation:
There are two sets of adjustable parameters of the ANFIS model: the premise and the consequent parameters. The least square method (LSM) can be used to determine the fitness values of the consequent parameters. However, if the premise parameters are not steady, the search space will be wider and the convergence of training will be slower. Therefore, the hybrid learning techniques can be used to overcome this problem. One of these hybrid learning algorithms is the hybrid between the back-propagation algorithm and the LSM. This algorithm involves a two-step process [23] .
In the first one, if the premise parameters are steady, the functional signals will propagate to layer 4, where the LSM specifies the consequent parameters. Thereafter, the consequent parameters will be kept fixed.
The adaptation methods of most fuzzy inference systems rely on the back-propagation algorithm that is applied to deal with parameter optimization in general. This traditional optimization technique can get trapped in a local optimum. To fix this problem, evolutionary methods like GA have been widely applied. Nevertheless, these methods could not achieve the promised results in all experimental cases and need much computation time; therefore, we use the GWO algorithm to determine the optimal weights of ANFIS and reduce the time complexity.
GWO Algorithm
The GWO algorithm is a swarm algorithm that emulates the social hierarchy of wolves [36] , wherein wolves aim to determine the location of prey. The hierarchy of wolves consists of three layers: the first is the α wolves that correspond to the fittest wolves; meanwhile, the other two layers are called β and δ wolves, which represent the second and third best wolves, respectively. Therefore, these wolves are responsible for searching for prey in the search space, while the other wolves follow them. Three steps are used to simulate the hunting behavior: (i) encircling, (ii) tracking, and (iii) attacking the prey. The definition of encircling is given in Eq. (7) [36] :
where D is the distance between the wolf X and the prey X p , while F and A represent the coefficient vectors that are computed as follows:
where r 1 and r 2 represent random vectors that belong to the interval [0, 1], and the value of parameter a is decreased from 2-0 in linear form with each iteration increased. The position of any wolf X in the current population can be updated, as in Figure 2 , according to the position of α, β, and δ as
where 
FCM Clustering Method
The most important concept in ANFIS is defining the number of membership functions. This can be considered a clustering problem; therefore, the FCM is used to achieve a small number of fuzzy rules. FCM is a clustering method; it was improved by Bezdek et al. [7] , who determined the degree of data belonging to different clusters through minimizing the following objective function:
where r > 1 is a real number, g it represents the degree of membership of the measured data x i ∈ R d to belong to the cluster of center c t ∈ R d . Fuzzy partitioning is executed through minimizing Eq. (14) , with updating of the membership (g it ) and the center of clusters (c t ) using Eqs. (15) and (16):
This iteration will stop when max it {|g (k+1)
is an ending criterion. The previous steps are repeated until the stopping conditions are reached.
Proposed Method
This section introduces the proposed method for predicting the biochar yield from manure pyrolysis. This model is based on a hybrid between the GWO and ANFIS. It is called ANFIS-GWO, in which the parameters of the ANFIS are determined by using the GWO algorithm. This model has five layers similar two traditional ANFIS. The nodes in layer 1 are represented by input variables (heating rate, pyrolysis temperature, holding time, moisture content, sample mass). The nodes in layer 2 are the membership functions of the input variables. The fuzzy logic rules are represented by the nodes in layer 3. The nodes of layer 4 use the consequent part of the Takagi-Sugeno-Kang model. The output of layer 5 is the biochar. In the learning stage, the GWO is used to determine the best value of the weights between layers 4 and 5, as well as to train the membership function according to the input variable.
The proposed method starts by normalizing the dataset and dividing it into two groups (training and testing). Then, the FCM is used to define the number of clustering (i.e. the number of membership functions). The next step is constructing the ANFIS using the FCM output. The parameters in ANFIS are updated based on the GWO algorithm, where the GWO explores different regions of the search space that has many local minima and then reduces the domain of search to the area that contains the global solution. In the training phase, the error information between the actual output and the corresponding predicted values are used to update the parameters (weights between layers 4 and 5 and parameters of Gaussian membership function). Where the GWO starts by generating a population X, the population with a random position for each wolf the size of X is set to N and dimension D, which represents the number of ANFIS parameters. Then, the objective function for a solution inside the population X is computed and the value of α, β, and γ are updated based on the smallest three fitness functions. The objective function (obj) in our model is defined as
where y andŷ are the original biochar value and its predicted value, respectively. This function represents the summation of the square error between the predicted biochar valueŷ and the original value (y). Therefore, the best solution is that which has the minimum objective function value. The next step in the GWO algorithm is to update the position of other solutions according to the value of α, β, and γ using Eqs. (11)- (13) . These steps previously performed are still repeated until the stop condition is satisfied. Then, the best solution is passed to the ANFIS model. The training phase is completed if the stop conditions (maximum number of iterations and error less than the small value) are satisfied. Then, the ANFIS is constructed based on the parameters coming from the best solution. In the testing phase, the test data set is applied to the proposed method that predicts the output (biochar) based on input parameters and evaluates the performance of the model. The proposed method is explained in Figure 3 .
Experimental Results and Discussion
In this study, three experiments were performed to test the performance of ANFIS-GWO. The first one was applied to evaluate the performance of the proposed method in achieving a minimum error using six regression datasets that are collected from the UCI (University of California, Irvine) repository [28] . The results of this experiment are recorded in Section 4.3. The second experiment was applied to predict a biochar yield from manure pyrolysis, and it is explained in Section 4.4. The last one was used to estimate the values of input parameters of pyrolysis that maximize the biochar production, as in Section 4.5.
Performance Measures
To assess the performance of the proposed ANFIS-GWO method and to test the quality of solutions, several measures were used, which are defined as follows:
1. Mean square error (MSE): measures the dispersion of the data around zero. It is computed as
whereŷ i is the i th predicted element, y i is the i th measured element, and n is the number of samples. y i is the average of the corresponding predicted value. 2. Mean absolute error (MAE): measures the mean absolute deviation of the values of the output from the values of the target. It is computed as
whereŷ i is the i th predicted element, y i is the i th measured element, and n is the number of samples. y i is the average of the corresponding predicted value. 3. Root MSE (RMSE): the square of MSE to measure the dispersion of the data around zero, as in the following equation:
4. Average absolute percent relative error (AAPRE): computes the relative absolute deviation of the predicted output from the experimental output; the lowest AAPRE value indicates the most accurate prediction. It is defined mathematically as follows:
5. Coefficient of determination (R 2 ): measures the relationship between the experimental data and the predicted data, and the algorithm that has R 2 value closer to 1. R 2 is defined as
The highest R 2 value indicates the most accurate prediction. 6. Standard deviation (SD):
Experimental Settings
In all experiments, a 10-fold cross-validation method was used to divide the data into training and testing sets. The 10-fold cross-validation split the data into 10 groups, assigning nine groups as the training set and one group as the testing set. These processes are repeated 10 times until all groups become a testing set. The output is computed as the average of the total 10 runs. The experiments were implemented in Matlab R2014b and MS Windows 10 (64 bit) over Intel Core2Duo processor and 4 MB of RAM. The parameters of all optimization algorithms were set as follows: size of the population (n) = 25, maximum iteration = 100, lower bound = −5, and upper bound = 5. These parameters were used for fair comparison between the algorithms. However, we found that in the case of increasing the population size to become >25, the performance increased little but the algorithms took very large CPU time(s). Also, we noticed that, if the population size decreased to <25, the performance is decreased (the same for the maximum number of iterations).
Experiment Series 1: Evaluating the Performance of ANFIS-GWO
In this section, six datasets are used to evaluate the performance of the proposed method (ANFIS-GWO), which are collected from the UCI repository [28] . The descriptions of these datasets are given in Table 1 . In the following experiment, we refer to the Yeast, Wine, AirfoilSelfNoise, Forestfires, Heart, and Housing datasets as Dataset1, Dataset2, Dataset3, Dataset4, Dataset5, and Dataset6, respectively. In tables and figures, ANFIS-GWO, ANFIS-PSO, and ANFIS-GA are referred to as GWO, PSO, and GA, respectively. The results of the proposed ANFIS-GWO method are compared with the other three algorithms, namely ANFIS-PSO [5] , ANFIS-GA [44] , and the original ANFIS.
The experiments were applied 15 times, and the average of all measures are recorded in Table 2 and Figures 4-7.
From Table 2 and Figures 4-7 , we can conclude that ANFIS-GWO outperformed the other algorithms in four datasets out of six in terms of MSE and RMSE, whereas it outperformed three datasets out of six in terms of MAE. Meanwhile, ANFIS-PSO came in second place. According to the time complexity, we can see that the original ANFIS is faster than all other compared algorithms, although it fails to obtain the smallest error in all datasets and the differences in the time complexity between it and the other algorithms are still small. Thus, we excluded its results from our comparison because although it has the best time complexity, it has the worst performance. According to the time complexity, it can be seen that ANFIS-GWO achieved the lowest time complexity in three datasets out of six, whereas ANFIS-PSO came in second place followed by ANFIS-GA.
To provide more evidence about the quality of the ANFIS-GWO method in prediction, a non-parametric Wilcoxon rank sum test was used. It was applied to the analysis of the median of the ANFIS-GWO with the median of the compared algorithms according to the RMSE measure at a significance level 0.05. The value p < 0.05 indicates that there is a statistically significant difference between ANFIS-GWO and the other Table 3 , and it can be observed that there are statistically significant differences between ANFIS-GWO and the compared algorithms in general. In this context, there was a statistical difference between ANFIS-GWO and the original ANFIS over all experiments, whereas there were statistical differences between ANFIS-GWO and both ANFIS-PSO and ANFIS-GA in all experiments except for Dataset1 and Dataset6, and except for Dataset5 for ANFIS-GA.
algorithms. The results of the Wilcoxon test are listed in
Experiment Series 2: Predicting Biochar Yield
In this experiment, the proposed algorithm was used to improve the prediction performance of the biochar yield. However, this section starts with the problem formulation, followed by the results of the comparison algorithms. 
Problem Formulation
The prediction of biochar yield is considered a non-linear regression problem, as there are several parameters that are influenced by the production of biochar. For example, the dataset used in this study was taken from Ref. [8] and consists of 33 records; each record has five operating parameters. These parameters are the pyrolysis temperature (°C), holding time (min), heating rate (°C min −1 ), percentage of moisture content (%), and sample mass (g), in which the pyrolysis temperature (x 1 ) is constrained in the range 400°C to 600°C, heating rate (x 2 ) in the range 4 to 16°C min −1 , holding time (x 3 ) in the range 40-100 min, moisture content (x 4 ) in the range 45 to 85%, and sample mass (x 5 ) in the range 5-20 g. The objective function fit that maximizes biochar production is defined as
Results and Discussion
To evaluate the ANFIS-GWO in predicting biochar yield, it is compared with the original ANFIS and seven optimized ANFIS with different meta-heuristic algorithms, i.e. PSO, GA, grasshopper optimization algorithm (GOA) [43] , sine-cosine algorithm (SCA) [34] , whale optimization algorithm (WOA) [35] , and flower pollination algorithm (Flower) [52] , as well as LS-SVM and regression NN [8] . These algorithms were selected because they achieved good results in previous works [2, 11, 12, 14, 15, 19] . The parameter settings of these algorithms are listed in Table 4 . The first step in this experiment is to determine the optimal number of membership functions (clusters) by using the FCM method. Therefore, the FCM is applied at different cluster number values, and the results Proximity probability = 0.8 ANFIS ErrorGoal = 0, initial step size = 0.01 are shown in Figure 8 . From this figure, it can be concluded that the optimal numbers of memberships are 3 and 6 with RMSE 0.32 and 0.31, respectively; hence, we set the number of memberships to 6.
The results of the proposed method against nine models are presented in Tables 5 and 6 and Figures 9  and 10 , which are the average of 15 independent runs. From Table 5 , it can be concluded that, first, when the proposed method was compared with the original ANFIS model and the optimized ANFIS models, it had the best values of RMSE and AAPRE. Therefore, its performance is >35% of the original ANFIS. Second, when the proposed method was compared with five optimized ANFIS models, regression NN, and LS-SVM, it also had the best results in terms of all measures.
Moreover, in terms of R 2 , the result of the proposed method was better than that of all other algorithms, as shown in Figures 9 and 10 . These figures indicate that the results of ANFIS-GWO were nearest to the target data compared with the original ANFIS and all other models.
To test the stability of the models, the standard division measure was calculated and listed in Table 5 . From this table, it can be seen that the optimized ANFIS with GWO had the best value and showed a high stability against the other models. From the above results, in general, it can be noticed that when meta-heuristic techniques were used to learn the parameters of ANFIS, the performance of the ANFIS model improved in terms of RMSE, R 2 , and SD.
In terms of computational time, the proposed model had the lowest run time than other models due to the ability of GWO to explore and exploit the population in less time than the other algorithms.
For a deeper analysis of the performance of the proposed method, the convergence curves were considered and illustrated in Figure 11 to show the convergence behavior of the algorithms. From this figure, it can be seen that the GWO came in fourth place after GA, PSO, and WOA. Nevertheless, GWO reached the best fitness value compared with all other algorithms.
The sample cases of the predicted data are arranged in Table 6 , which shows the effectiveness of the proposed method against that of the other models.
These results imply that the proposed ANFIS-GWO model improves the performance and efficiency of ANFIS by utilizing the strengths of the GWO algorithm, which led to good accuracy and stability compared with the other models.
Experiment Series 3: Estimating the Values of Input Parameters of Pyrolysis
In this experiment, the performance of the proposed ANFIS-GWO method is evaluated by using it to estimate the values of input parameters of pyrolysis that maximize the biochar production. The problem formulation in this experiment is the same as in the previous one except for the input parameters, which here are considered unknown; only the biochar yield value is given in Eq. (24) . Solving the biochar production approach is a challenge; the GWO algorithm is used to solve the approach in Eq. (24) . To evaluate the performance of the proposed method, the average of the RMSE for 15 runs is computed. The estimated values of the input parameters of pyrolysis are illustrated in Table 7 . According to the results in Table 7 , it can be concluded that the proposed ANFIS-GWO model has high accuracy to estimate the input parameters that can reach the required biochar production.
Conclusions and Future Works
In this study, the improvement of the ANFIS based on the GWO algorithm has been proposed to enhance the prediction performance of the biochar yield, where this process is considered an optimization problem. Therefore, several machine learning methods have been proposed to solve this problem, such as NN and LS-SVM. All of these previous methods have their shortcomings that will affect the performance of the prediction. Thus, the proposed ANFIS-GWO model avoids these limitations and was used to improve the performance of the prediction of the biochar yield from manure pyrolysis. The experimental results showed that the ANFIS-GWO model for the UCI dataset is better than other algorithms in terms of the performance measure. Meanwhile, for the prediction of biochar yield, the proposed ANFIS-GWO had the best values of RMSE and AAPRE, which were 0.259 and 4.525, respectively. Therefore, its accuracy is >35% of the standard ANFIS, and its results are also better than those of ANFIS-PSO, ANFIS-GA, LS-SVM, and regression NN. Moreover, the values of input parameters that maximize the biochar production were estimated using the GWO algorithm and showed good results. Based on the promising results of the proposed model, in future works, it can be applied to different other applications such as quantitative structure-activity relationship, solar radiation, and biogas production.
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