1. The problem. Let (oi, a2,  The restriction 0^q<m has been imposed on the side conditions (1) and this assumption will be maintained in making the proof. However it is a simple matter to verify that for w = 0, 1, 2, • • ■ , q the only point satisfying the equations (1) is (1, 0, • • • , 0). Hence we see directly that/min = l. But this value is also given by formula (2). Thus, the theorem remains valid without the restriction 0^q<m.
The minimization problem described above arose in connection with a problem of linear smoothing of statistical data. Let £1, £2, £3, • • • represent an incoming sequence of values of independent random variables, referred to as the "raw" data. It is desired to "smooth" this data by a linear formula of the type (4) Xn = 0l£n + 02£n-l + ' * " + Om+lln-m-
The value x" is the "smoothed" value of £". For a given value of m the problem is to select the coefficients ay in some optimal fashion. Let |", x" denote the averages of the random variables £", x" respectively. Let it be assumed that the variance of £" is independent of n; denote the common variance by a2. Then from (4) and the independence of the £'s it follows that the variance t2 of x" is independent of n and is given by r2 m+i t -= m = z at.
Choosing the a's to minimize the ratio of variances leads to the problem of minimizing/(a). The side conditions (1) enter the problem as follows. From (4), the average values satisfy the relation Xn = 0l|n + 02|n-l + " * * + Om+lln-m.
While requiring that t2 be a minimum we must at the same time ensure that there is no systematic deviation of x" from |n. With this in mind we may impose the requirement that Xn = in shall hold for all (sufficiently large) n whenever f " is given by a formula of the type
with the a's arbitrary. It is readily shown that this requirement is identical with the restrictions (1). In this way we are led to the problem treated herein. where V is a P-matrix. A P-transformation acts on a column vector as follows: it adds to each component of the vector a linear combination of the preceding components.
The following facts concerning P-matrices are obvious.
(ii) The product of P-matrices is a P-matrix. This establishes the desired result for r = l. Suppose now that Kt^s and consider the vector x of equation (7). Multiplying each component by -(m-ri) and adding to the next component we see that by a F-matrix Fi, the vector x can be brought to (7) with t-r -1. Thus by Lemma 1 there exists a P-matrix V such that VC2 is identically zero below the (r -l)st row. By an argument like the one above it follows that (m+r) «_r+2 is a factor of | B|, as was to be shown. The proof is complete. The matrix of coefficients of the m+ff+2 equations (13) and (14) is readily seen to have determinant |73| (except possibly for sign) with B as in Lemma 3. It follows from that lemma and the condition q<m that the matrix of coefficients referred to is nonsingular. Therefore, equations (13) and (14) are equivalent to equations (1) and (13) and either set of equations has the same unique solution with an absolute minimum relative to the side conditions (1). From the standard necessary condition for a relative minimum it follows that there exists a set of multipliers Xo, Xi, • • • , X" which together with the a's satisfy equations (1) and (13), or equivalently, equations (13) and (14). Since equations (13) and (14) have exactly one solution, this solution corresponds to the absolute minimum of f(a). We may now determine the minimum value fmia. Multiply the ith. equation (13) by a,-and add. The result is Jmiii = Xo.
From equations (14) 1 
