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ABSTRACT
We present a detailed analysis of the kinematics of the Galactic globular cluster NGC 6397 based on more than ∼18 000 spectra
obtained with the novel integral field spectrograph MUSE. While NGC 6397 is often considered a core collapse cluster, our analysis
suggests a flattening of the surface brightness profile at the smallest radii. Although it is among the nearest globular clusters, the low
velocity dispersion of NGC 6397 of < 5 km s−1 imposes heavy demands on the quality of the kinematical data. We show that despite
its limited spectral resolution, MUSE reaches an accuracy of 1 km s−1 in the analysis of stellar spectra. We find slight evidence for
a rotational component in the cluster and the velocity dispersion profile that we obtain shows a mild central cusp. To investigate the
nature of this feature, we calculate spherical Jeans models and compare these models to our kinematical data. This comparison shows
that if a constant mass-to-light ratio is assumed, the addition of an intermediate-mass black hole with a mass of 600 M brings the
model predictions into agreement with our data, and therefore could be at the origin of the velocity dispersion profile. We further
investigate cases with varying mass-to-light ratios and find that a compact dark stellar component can also explain our observations.
However, such a component would closely resemble the black hole from the constant mass-to-light ratio models as this component
must be confined to the central ∼5′′ of the cluster and must have a similar mass. Independent constraints on the distribution of stellar
remnants in the cluster or kinematic measurements at the highest possible spatial resolution should be able to distinguish the two
alternatives.
Key words. globular clusters: individual: NGC 6397 – Stars: kinematics and dynamics – Techniques: radial velocities – Techniques:
imaging spectroscopy – Black hole physics
1. Introduction
The internal kinematics of globular clusters have been the sub-
ject of extensive research for several decades. This seems re-
markable, however, because from a theoretical point of view
globular clusters have always been considered very simple sys-
tems: dynamically old, without any substantial amount of gas,
star formation, or dark matter (e.g. Moore 1996; also see Chap-
ter 6.1 of Binney & Merrifield 1998 for an overview of gen-
eral properties of globular clusters). Indeed, the processing rates
of modern computers make it possible to follow the dynamical
evolution of globular clusters with N-body simulations that con-
tain a realistic number of particles (e.g. Aarseth 1999). Conse-
quently, such models can make precise predictions, for example
about the evolution of a cluster in the tidal field of the Milky Way
(Baumgardt & Makino 2003) or the impact of different forma-
? Based on observations obtained at the Very Large Telescope (VLT)
of the European Southern Observatory, Paranal, Chile (ESO Programme
ID 60.A-9100(C))
tion scenarios on the observable dynamics (Hénault-Brunet et al.
2015). However, a limiting factor in our understanding of the
cluster dynamics has always been the lack of kinematical data to
provide a comparison. The pioneering studies of Da Costa et al.
(1977) or Gunn & Griffin (1979) measured velocities for 10–100
stars, and even in recent years spectroscopic samples containing
> 1 000 stars per cluster have been the exception rather than the
rule (but see Gebhardt et al. 2000b or Sommariva et al. 2009).
Only recently, with the advent of high quality proper motions
(e.g. Bellini et al. 2014) or the commissioning of powerful inte-
gral field spectrographs, such as MUSE (Bacon et al. 2014), this
picture has started to change.
Still some questions about the nature of globular clusters re-
main unanswered today. One of them focusses on the existence
of intermediate-mass black holes (IMBHs) in their centres. With
masses around 102–105 solar masses, these black holes would
lie in the desert between the two dominant populations of stellar-
mass black holes on the one hand and supermassive black holes
(SMBHs) with masses > 105 solar masses on the other. The cen-
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tres of globular clusters seem favourable places for the existence
of IMBHs given that the clusters appear as scaled down versions
of galactic bulges, which in turn display well-established scaling
relations with the black holes they harbour in their centres (e.g.
Gebhardt et al. 2000a; Marconi & Hunt 2003; Kormendy & Ho
2013). Different formation scenarios for SMBHs have been pro-
posed (see Rees 1978; Regan & Haehnelt 2009), some of which
include the formation of massive seeds in dense star clusters, for
example via runaway merging of cluster stars (Portegies Zwart &
McMillan 2002). Therefore, constraining the presence of IMBHs
in globular clusters reveals important information about the mass
assembly of the most massive black holes known.
The presence of an IMBH would also alter the evolution of
the host star cluster itself. For example, a massive black hole can
slow down the core collapse of the cluster as gravitational en-
counters with this massive black hole scatter stars on wider or-
bits. The same effect may also suppress mass segregation within
the stellar population (Gill et al. 2008). Trenti et al. (2007) stud-
ied the effect of gravitational interactions between the black hole
and binary stars and found that clusters harbouring an IMBH can
be characterised by a large core to half-mass radius ratio. On
the other hand, Hurley (2007) and Noyola & Baumgardt (2011)
found no significant difference in this respect between simulated
clusters with and without a central black hole. Instead, Noyola
& Baumgardt (2011) argued that a moderate logarithmic slope
in the central surface brightness profile of a cluster is a strong
hint of the presence of an IMBH.
Observational evidence for the existence of IMBHs in glob-
ular clusters is still scant. A handful of detections have been re-
ported, for example by Noyola et al. (2008) or Lützgendorf et al.
(2013). However, in some cases these detections have been con-
tested (van der Marel & Anderson 2010; Lanzoni et al. 2013) and
to date no detection has been confirmed by the analysis of an in-
dependent data set. This lack of confirmation is crucial because
of the different methods that are in use to search for IMBHs. All
reported detections so far come from the spectroscopic analysis
of the integrated cluster light. A common criticism about this
approach is that the integrated light in a cluster is dominated by
the brightest giant stars, hence the line broadening observed in
the spectra is not representative of the whole stellar population.
Alternatively, one can measure the velocity of individual stars,
either spectroscopically (e.g. van der Marel et al. 2002) or using
proper motions (e.g. Anderson & van der Marel 2010). These
observations are extremely challenging because of the high stel-
lar densities and rather low velocities involved. Consequently,
many studies make use of the Hubble space telescope (HST) or
adaptive optics (AO). For example, Lanzoni et al. (2013) used
AO-assisted integral field spectroscopy in the near-infrared and
measured velocities in the centre of NGC 6388 via aperture
spectroscopy around the brighter stars. Lützgendorf et al. (2015)
claim that this approach is biased because blends of unresolved
or fainter neighbouring stars pull the measured velocities to the
cluster mean, which explains the discrepancy to their measure-
ments that suggest the presence of a black hole.
In Kamann et al. (2013), we introduced the approach of
crowded field 3D spectroscopy to perform single star spec-
troscopy in integral field data of crowded stellar fields. This
technique uses the point spread function of the observations to
deblend the overlapping images of adjacent stars and to opti-
mally extract the spectrum of each star. Hence, the extracted
signal should be very robust against contamination from nearby
sources. The potential of this approach was illustrated in Ka-
mann et al. (2014), where we obtained stringent upper limits for
an IMBH in three clusters using the PMAS spectrograph (Roth
et al. 2005), although the mediocre seeing and small field of view
only allowed us to observe a limited number of ∼100 stars per
cluster.
In Husser et al. (2015; hereafter Paper I), we presented
crowded field 3D spectroscopy for a large number of stars in
the globular cluster NGC 6397 based on MUSE commission-
ing data. Using our source deblending algorithm, we extracted
more than 18 000 spectra, which were analysed with full spec-
tral fitting against synthetic PHOENIX spectra from the library
of Husser et al. (2013). We use the radial velocity measurements
obtained in the course of this analysis to investigate the internal
dynamics of the cluster.
NGC 6397 has a moderate stellar mass. Heyl et al. (2012)
estimate that it measures 1.1 × 105M, which results in a short
relaxation time in combination with the high stellar density. The
database of Harris (1996; 2010 edition) gives a median relax-
ation time of 4× 108 years, which is much less than any age esti-
mate of Galactic globular clusters. Consequently, strong signs of
mass segregation have been found (e.g. King et al. 1995; Mar-
tinazzi et al. 2014). A late evolutionary stage may also be mir-
rored by the surface brightness profile of NGC 6397. Its steep
central slope is often considered as evidence that the cluster has
undergone core collapse (e.g. Djorgovski & King 1986). In view
of its photometric properties (possible core collapse, small core
radius), NGC 6397 does not appear to be a prime candidate to
search for an IMBH. On the other hand, for an unbiased view of
the whole Galactic globular cluster population in this respect, it
is important to also obtain constraints for such “unfavourable”
clusters. The paper is structured as follows. Following a brief
presentation of the MUSE data in Sect. 2, we analyse the sur-
face brightness profile of NGC 6397 in Sect. 3. Afterwards, a
careful judgement of the quality of the radial velocity measure-
ments derived from the MUSE data is performed in Sect. 4. A
cleaning of our sample from non-member stars is performed in
Sect. 5 before the analysis of the velocity dispersion profile is
presented in Sect. 6. We conclude in Sect. 7. Throughout this
work, we provide magnitudes in the Vega system. Radial veloc-
ities are provided in a heliocentric system.
2. Data set
The data that this study is based on was obtained in August 2014
during the commissioning of MUSE (Bacon et al. 2014), the new
panoramic integral field spectrograph at the ESO/VLT. The ob-
servations covered the central part of NGC 6397 with a mosaic
of 23 pointings, each one covering an area of 1′ × 1′ on the sky.
For seven pointings repeated observations were performed dur-
ing a following night. The exposure times were short, typically
one minute, to avoid saturating the brightest stars. However, each
pointing was observed in a 4-point dither pattern with derotator
offsets of 90 degrees to average out possible systematic effects
from individual spectrographs. The wavelength range of MUSE
in the nominal mode used during the observations was 4800–
9300 Å with a spectral resolution of R∼1 700 in the blue and
R∼3 500 in the red.
The data reduction, the extraction of the individual stellar
spectra, and their analysis are described in Paper I, which pro-
vides details of these steps. Here we restrict ourselves to a sum-
mary of the main characteristics of the extracted spectra. The fi-
nal sample consists of 18 932 spectra for 12 307 stars. For 5 613
stars, more than one spectrum was extracted, either because the
stars were situated in the overlap region of adjacent pointings
or because the pointing was observed during two nights. The
faintest stars in the sample have a magnitude of V∼19.5, which
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Fig. 1. Surface brightness profile of NGC 6397 across the entire extent
of the cluster. The insert shows a zoom into the central region. Blue dia-
monds show the data of Trager et al. (1995), green circles were obtained
from star counts using an HST/ACS catalogue, and the red line shows a
fit using the MGE method with six Gaussian components.
are approximately 5 mag fainter than the main sequence turn-
off of NGC 6397. The vast majority (87%) of our sample are
main-sequence stars, and the remaining objects are either giants
or horizontal branch stars. The signal-to-noise (S/N) of the ex-
tracted spectra varies with the brightnesses of the stars. Spectra
of giant stars were typically extracted with S/N > 100. Going
to fainter magnitudes, the average S/N reduces to ∼50 around
the main sequence turn-off, degrades further to ∼20 at a magni-
tude of V∼18, and approaches unity for the faintest stars in our
sample. In total, 10 521 spectra have S/N > 10.
3. Surface brightness profile
For any dynamical modelling of a globular cluster, an accurate
measurement of the surface brightness profile is crucial. Its de-
projection yields the three-dimensional stellar density, which is
key to inferring the gravitational potential of the (bright) stars
and to obtaining observable kinematic tracers of stars moving in
this potential.
To obtain the surface brightness profile of NGC 6397, we
followed the same approach as in Kamann et al. (2014). Star
counts from HST/ACS F606W data were used to obtain the cen-
tral profile. The ACS data, obtained in the Wide Field Channel
(WFC), only reach out to ∼2′ from the cluster centre, and our
MUSE data cover just a slightly larger area. Therefore, we com-
plemented the star counts with the archival data of Trager et al.
(1995), which represent a compilation of ground-based measure-
ments from various telescopes and cover the entire extent of the
cluster (r . 30′). In addition, the Trager et al. profile served as
calibration data for the star counts in the sense that the profile ob-
tained from the star counts was shifted vertically until it matched
the Trager et al. profile in the radial range where the two pro-
files overlapped. An alternative to star counts would have been
the usage of the high-resolution profile obtained by Noyola &
Gebhardt (2006) to model the inner profile. However, the advan-
tage of the star counts approach is that we can obtain the profile
for approximately the same stellar subsample for which we have
kinematical data. The faintest stars for which we obtained useful
radial velocities with MUSE are at V∼19 and the data are fairly
complete down to V = 18, hence we used the latter value as our
magnitude cut. The input catalogue was obtained as part of the
ACS survey of Galactic globular clusters (Sarajedini et al. 2007;
Anderson et al. 2008) and is the same catalogue we used in Pa-
per I to extract the stellar spectra. Artificial star tests are provided
as part of the survey data and we used them to check the com-
pleteness of the catalogue. At V = 18, the catalogue is > 95%
complete across the whole footprint of the observed field, there-
fore, we do not expect any incompleteness-related flattening of
the profile towards the cluster centre.
We counted stars in concentric annuli around the cluster cen-
tre, which we assumed to be at the location determined by Golds-
bury et al. (2010). The size of each bin was chosen so that it
contained at least 20 stars above our brightness cut and covered
at least a radial range of d log(r/′′) = 0.2. The largest annulus
had an outer radius of 80′′. From the Trager et al. (1995) data,
we used the measurements with distances > 25′′ to the cluster
centre.
For further analyses, the profile was fitted with the multi-
Gaussian expansion (MGE) method (Emsellem et al. 1994) via
the software package of Cappellari (2002), which fits the sur-
face brightness profile with a sequence of Gaussians of different
widths. In our case, a total of six Gaussians provided a satisfac-
tory fit to the profile. The MGE fit together with the observed
data is shown in Fig. 1.
We determined the apparent integrated magnitude of the
cluster in two ways: once by summing up the contributions of
all Gaussians in the MGE fit and another time through direct nu-
merical integration of the measured profile. Both methods gave
completely consistent results of Vtot,data = 6.02 and Vtot,fit = 6.00,
respectively, again highlighting the agreement between the data
and the fit. The formal uncertainties of these values, obtained via
jackknife, are small, 0.01 mag. However, literature estimates of
the integrated magnitude of NGC 6397 show a large variance,
ranging from Vtot = 5.17 (Dalessandro et al. 2012) to Vtot = 6.20
(van den Bergh et al. 1991). This scatter may be explained by
the sensitivity of the integrated magnitude on the shape of the
adopted analytical profile. Dalessandro et al. (2012) found dif-
ferences of up to 0.5 mag when comparing the results from King
(1966) and Wilson (1975) profiles. In principle, the MGE ap-
proach that we adopted should be robust against such errors be-
cause no specific shape of the profile is required. However, one
uncertainty that remains is the absolute zero point of our surface
brightness profile, which solely depends on the data of Trager
et al. (1995). We discuss how this uncertainty affects our results
in 6.3.
Hansen et al. (2007) determined the true distance modulus of
NGC 6397 to m − M = 12.02. Using this value and accounting
for an extinction of AV = 0.56 (assuming AV = 3.1 · EB-V and
using EB-V = 0.18, Gratton et al. 2003), we obtain an absolute
magnitude of the cluster of MV = −6.57.
The zoom into the central region of the surface brightness
profile in Fig. 1 shows the steep rise towards the centre, which is
typical for globular clusters that have undergone core collapse.
Still, a possible flattening within ∼2′′ of the profile may be indi-
cated by the innermost data point. In this respect, it is interesting
that Noyola & Gebhardt (2006) speculate whether NGC 6397 is
actually a core-collapse cluster. These authors find that models
with small cores of ∼2′′–5′′ provide good fits to the central part
of the surface brightness profile, which qualitatively agrees with
our finding of a potential flattening. The question of whether
NGC 6397 has undergone core collapse was also discussed by
Meylan & Mayor (1991), who argued that the low number of
bright stars in the very central region makes any classification
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doubtful unless high quality profiles based on star count are ob-
tained.
The evolutionary state of NGC 6397 also relates to the pos-
sible presence of an intermediate-mass black hole. Simulations
carried out by Baumgardt et al. (2005) or Noyola & Baumgardt
(2011) showed that core-collapse clusters are unlikely to contain
massive black holes. Instead, the photometric fingerprint of an
IMBH would be a shallow cusp µ(r) ∝ r−γ, where a range of
0.1 < γ < 0.4 was obtained by Noyola & Baumgardt (2011).
The value of γ = 0.37 obtained by Noyola & Gebhardt (2006)
would thus still fall into the “allowed” range.
4. Radial velocities
In Paper I, we analysed 18 932 spectra for 12 307 stars in a 5′×5′
field centred on NGC 6397. Radial velocities were measured
during a full-spectrum fit of synthetic templates, from the li-
brary presented in Husser et al. (2013), to the MUSE spectra.
From this sample, we selected all measurements that were de-
rived from spectra extracted with an average S/N > 10 across
the full wavelength range. This selection left us with 10 521 ra-
dial velocities for 7 131 stars. As a result of the decrease in stellar
density with distance to the cluster centre, we resolved a larger
fraction of relatively faint stars in the outskirts of our sample than
in the centre. As many of the extracted spectra of these faint stars
have a low S/N, the fraction of excluded spectra was higher in
the outskirts of the sample.
Cross-correlation, either against synthetic or observed tem-
plates, would be an alternative approach to obtain radial veloc-
ities. As a consistency check, we correlated all extracted spec-
tra against matched templates (based on [M/H], Teff, and log g)
from the same library. After correcting for a small global offset
of ∼2 km s−1, we achieved consistent results, i.e. the scatter was
explainable by the measurements uncertainties. However, the un-
certainties for the cross-correlation measurements were larger by
∼30%. We speculate that the gain in accuracy in the spectral fit
originates from the additional adaptions of the template spectra,
such as inclusion of telluric absorption or matching of the line
widths. We use the results from the spectral fit in the following.
In the low velocity regime that we face in NGC 6397, it is
important that all measured radial velocities are in the same ref-
erence system. Our data were observed over the course of a week
and slight changes in the wavelength calibration could already
lead to a spurious rotational signal in the cluster or a systematic
overestimation of the velocity dispersion. To check the accuracy
of our wavelength calibration, we used the velocities measured
for the telluric absorption bands during the spectral fit. In Fig. 2,
we show the average velocity of the telluric component in all
spectra with a S/N > 30 for all the datacubes that we analysed.
Considering the complexity of MUSE and the rather low spectral
resolution of the instrument (R∼2 000 – 4 000), the accuracy that
we achieve is very remarkable. The night-to-night variation in
the velocity zeropoints is ∼2 km s−1 at most, while during a sin-
gle night we typically achieve an accuracy of 1 km s−1 or better.
We determined the average velocity for each night (blue circles
in Fig. 2) and subtracted this velocity from all measurements
taken during that night to correct for the offsets measured during
different nights. We considered the scatter observed in a single
night as our final wavelength inaccuracy and added 1 km s−1 in
square to all our velocity uncertainty measurements.
Fig. 2. Mean velocity of the telluric component in the spectral fit as a
function of observing night. Dark grey diamonds represent individual
datacubes and were obtained by averaging the velocities measured for
the telluric absorption bands of all spectra extracted with a S/N > 30
from this cube. The blue circles and associated error bars were obtained
by averaging the results from all datacubes observed in a single night.
4.1. Uncertainties
A proper calibration of the measurement uncertainties is crucial
for all future investigations. It is well known (e.g. van de Ven
et al. 2006) that improperly calibrated uncertainties can lead to
wrong estimates of the velocity dispersion and hence to wrong
model parameters. In this respect, the low velocity dispersion of
NGC 6397, σc∼4.5 km s−1 (Harris 1996), is a challenge because
the squared ratio of the uncertainties and the intrinsic dispersion
determines the influence of the former. In our case, the uncer-
tainties were derived from the covariance matrix returned by the
Levenberg-Marquardt algorithm that implemented the spectral
fit. To calibrate them, we make use of the stars that have been
observed multiple times. Among these, we searched for pairs of
spectra with comparable S/N ratios and compared the velocity
difference v2 − v1 to the uncertainties of the individual measure-
ments, v,1 and v,2. In case of correct uncertainties, the quantity
δv1,2 =
v2 − v1√
2v,1 + 
2
v,2
(1)
should be normally distributed with a standard deviation of one1.
A narrower distribution would hint at uncertainties that are sys-
tematically too high, while underestimated uncertainties would
result in a wider distribution. In Fig. 3, histograms of δv1,2 are
shown for four S/N bins. In each bin, we considered measure-
ment pairs stemming from spectra with S/N ratios that agreed
within 25% and have a mean value inside the indicated range. A
single Gaussian was fitted to the data in each bin after removing
obvious outliers, that is probably radial velocity (RV) variable
stars, via 3σ clipping.
In general, the measured uncertainties provide an accurate
description of the true uncertainties, however, there is a slight
1 As already mentioned in Paper I, the assumption of a Gaussian dis-
tribution is only valid if the uncertainties themselves have negligible
uncertainties. Otherwise, a Student-t distribution must be used. How-
ever, we find that for our data Gaussians provide close representations
of the measured distributions (cf. Fig. 3)
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Fig. 3. Measured radial velocity differences for stars with multiple mea-
surements. Different histograms correspond to different S/N ratios per
pixel of the analysed spectra, as indicated in the upper left of each panel
together with the average uncertainty of the contributing velocity mea-
surements. The black dashed lines show Gaussian fits to the histograms,
the number of stellar pairs, and the standard deviation of each fitted
Gaussian are given in the top right of each panel.
trend that the measured uncertainties are too small for stars with
a low S/N and too high for the highest S/N. To account for this,
we applied a correction factor to the uncertainties that was scaled
with the S/N such that the distributions had a standard deviation
of one after the correction.
A possible drawback of this approach is that RV variable
stars systematically widen the distributions. However, the frac-
tion of binary stars in NGC 6397 has been found to be low (see
Sect. 4.3) and the time spans between observations of the same
field were short, typically ∼24h. Therefore, we do not expect RV
variables to have a significant impact on the widths of the distri-
butions.
4.2. Literature data
Our observations completely cover the central part of
NGC 6397, out to ∼2.5′ distance from the cluster centre. We
complemented the MUSE data with literature data to cover the
outer regions of the cluster as well. To this aim, we used the
data sets of Lind et al. (2009) and Carretta et al. (2009). Un-
certainties are not given for either of the studies, however, since
the radial velocities were derived from high-resolution spectra,
we consider them to be accurate. To obtain average uncertainties,
we used the stars that are also available in the MUSE data (based
on their RA- and Dec-coordinates and V-band magnitudes) and
Fig. 4. Distribution of all stars in the MUSE sample in the radial veloc-
ity vs. metallicity plane, colour-coded using their membership proba-
bilities. Membership probabilities were determined using the EM tech-
nique as described in the text. For the cluster population, the mean ra-
dial velocity and metallicity plus their intrinsic dispersions are indicated
with the grey square. The bulk of orange coloured member stars does
not hide any non-member stars.
looked at the scatter between our velocity measurements and
those in the literature. To explain the scatter, average uncertain-
ties of 0.8 km s−1 for the Carretta et al. sample and 1.3 km s−1 for
the Lind et al. sample are required. A third sample from Geb-
hardt et al. (1995) is entirely covered by the MUSE observations,
and the velocity measurements are consistent between both sam-
ples; only the Fabry-Perot measurements have higher uncertain-
ties than our data, i.e. ∼1.5 km s−1 for the brightest giants and
∼4.0 km s−1 for the faintest stars in the sample with magnitudes
V∼16. Still we used the Fabry-Perot data to search for RV vari-
able stars.
4.3. RV variable stars
When combining the individual measurements for each star, we
flagged stars that showed RV variablility using the same criterion
as in Kamann et al. (2014), namely a probability < 1% that the
scatter in the measurements is consistent with the uncertainties.
This yielded 150 RV variable stars out of 2951 stars with multi-
ple measurements. The low fraction of RV variable stars is in line
with photometric searches for binary stars in this cluster, which
typically yield fractions < 10% (Milone et al. 2012; Ji & Breg-
man 2015). All stars flagged as RV variable were excluded from
the analysis presented in Sect. 6. However, we verified that the
main results presented in that section did not depend on whether
these stars were excluded or not.
5. Membership
As shown in Paper I, our sample is affected by contamination of
stars not associated with NGC 6397. This is to be expected in
a blind spectroscopic survey across several arcmin on the sky.
A sophisticated approach to identify a target population of stars
against a background of Milky Way stars has been presented by
Walker et al. (2009), which we slightly modified according to the
properties of our data. The expectation maximisation (EM) tech-
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nique iteratively determines the membership probability of each
star in the data sample based on assumed distribution models of
the target and the contaminating populations.
Our aim is to discriminate the two populations based on our
measurements of the radial velocity vr and the metallicity [M/H].
As a model for the contaminating population, we adopted the Be-
sancon numerical model of the Milky Way (Robin et al. 2003).
The quantities obtained from this simulation are denoted by a
subscript bes in the following. This simulation provides predic-
tions of vr, bes and [M/H]bes for each star from a simulated Milky
Way population along the line of sight towards the globular clus-
ter. We modified the equation for the probability density of con-
taminating stars (eq. 8 in Walker et al. 2009) to be written as
pnon (vr,w = [M/H]) =
1
2pi · Nbes · v,bes · w,bes
×
Nbes∑
i=1
exp
−12
 (vbes,i − vr)2
2v,bes
+
(wbes,i − w)2
2w,bes
 , (2)
where Nbes is the number of stars returned by the simulation.
This implies that the probability density of observing a star from
the contaminant population is calculated from a sum of Nbes 2D
Gaussian kernels. The kernels have constant widths, v,bes and
w,bes, for all stars. We set v,bes = 5 km/s and w,bes = 0.1,
matched to the uncertainties in the MUSE data.
The probability density of the cluster population was mod-
elled using a single 2D Gaussian distribution in vr and [M/H]
with the initial guesses for the mean values and widths of the
distribution matched to literature values for NGC 6397.
During the iteration, the membership probability for each
measured star is determined under the prerequisite that the mem-
ber fraction of the data decreases with increasing distance to the
cluster centre. The task of finding the most likely function that
is non-increasing can be tackled using monotonic regression.
We used the isotonic regression model provided in the python
sklearn package (Pedregosa et al. 2011) for this purpose.
In Fig. 4 we show the membership probabilities of all stars
from our MUSE sample in the vr–[M/H] plane. The EM tech-
nique seems to do a very good job of removing Milky Way stars
from our cluster sample. As expected for a cluster at low Galac-
tic latitude, the contaminant population mainly consists of metal-
rich ([M/H] > −1) stars. The mean radial velocity for the cluster
population is 17.8 km s−1 with a dispersion of 5.0 km s−1, while
for the metallicity we measure a mean of −1.89 and a dispersion
of 0.17. These values are in good agreement with the literature
and the results obtained in Paper I.
It is remarkable that only few stars fall in the boundary re-
gion between secure cluster members (p = 1) and non-members
(p = 0), so that kinematic properties derived for the cluster in
the following should not be sensitive to the adopted membership
threshold. In the following, we use all stars with p ≥ 0.8 to anal-
yse the dynamics of the cluster.
6. Cluster kinematics
6.1. Velocity dispersion profile
To visualise the variation of the velocity dispersion with distance
from the cluster centre, we combined the velocities in radial bins,
where each bin was constructed such that it contained at least 50
stars and covered a radial range of d log(r/′′) ≥ 0.2. In each
bin, the velocity dispersion was determined using the maximum
likelihood method introduced by Pryor & Meylan (1993), which
Fig. 5. The velocity dispersion profile of NGC 6397 as it was derived
from the MUSE data (green filled circles) is compared to profiles ob-
tained using different literature sources (open symbols; see legend for
details).
also takes the uncertainties of the velocity measurements into ac-
count when deriving the intrinsic dispersion of the cluster. The
same approach was used to obtain velocity dispersion profiles
from the literature data introduced in Sect. 4.2. The individual
profiles are compared in Fig. 5, which shows excellent agree-
ment between our profile and the literature studies in the regions
where the data overlap. However, as a result of the much larger
stellar sample obtained with MUSE, the uncertainties in our dis-
persion profile are significantly smaller than in the other profiles.
The finding that we can reliably determine velocity dispersions
as low as 3.5 km s−1 confirms that we have a very good handle
on the error budget in the MUSE data and that the wavelength
accuracy provided by the instrument is remarkably high given its
complexity and rather low spectral resolution.
The central bins of the MUSE velocity dispersion curve sug-
gest a small central cusp, although a flat profile is still within
the range of our measurement uncertainties. None of the litera-
ture data sets probe the kinematics so close to the centre, so it is
not surprising that the comparison profiles do not reproduce this
feature. However, very recently Watkins et al. (2015) published
a dispersion profile for NGC 6397, based on proper motions ob-
tained with HST, which is consistent with being flat in its central
part.
We also investigated the velocity dispersion of the cluster in
2D. To this aim, we adapted an approach similar to that used by
Watkins et al. (2015) to derive a two-dimensional velocity dis-
persion map. Using the tool of Cappellari & Copin (2003), we
performed a Voronoi tesselation of our data. First, the data were
binned on a grid with a cell size of 10′′×10′′. Each cell was then
assigned a “signal” of N and a “noise” of
√
N, where N was the
number of data points in that cell. Finally, the Voronoi tessela-
tion was performed on this grid to achieve a final binning with
approximately N = 100 stars per bin. The result of this compu-
tation is shown in Fig. 6b. As for the 1D profile, a slight gradient
from the centre of the cluster to the outskirts of the MUSE foot-
print can be identified. An advantage of the 2D profile is that
it allows one to identify pecularities such as asymmetries in the
velocity field or an offset between the kinematic and photomet-
ric centre. However, we do not see evidence for either of these
effects in our data.
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Fig. 6. Two-dimensional kinematics of NGC 6397 across the footprint covered by the MUSE observations, obtained by binning the data via
Voronoi tesselation. The median velocity of the cluster stars is shown in panel (a), while panel (b) gives their velocity dispersion in each bin. In
both panels, a white cross indicates the cluster centre and the average uncertainties per bin are provided in the lower left corner.
Encouraged by the accurate results we obtained for the over-
all dispersion curve, we checked whether more information can
be extracted from the MUSE data, and in particular, whether
we can detect any variation in the measured dispersion profile
with stellar mass. As mentioned earlier, mass segregation has
been observed in NGC 6397, which is a consequence of energy
equipartition, i.e. the expectation that gravitational encounters
between stars tend to equalise the kinetic energies of participat-
ing stars. Hence, lighter stars should move faster on average.
For this type of analysis, we require masses for the stars in
our data set. In Paper I we illustrated how initial guesses for
the spectral fits were determined by comparing the photometry
of the individual stars to a theoretical isochrone of the cluster,
which was obtained from the database of Bressan et al. (2012).
The isochrone also allows us to assign a mass to each star from
the MUSE sample. In doing this, we find that the masses of the
stars range from 0.45M to 0.82M (cf. Fig. 7a). Mass varia-
tions by a factor of ∼1.8 are large enough to search for signs
of energy equipartition. However, a major obstacle for this in-
vestigation is that the mass of a star approximately scales with
its luminosity, hence, on average stars with a higher mass are
extracted with a higher S/N from the MUSE data. As a conse-
quence, the mass of a star correlates strongly with the uncertainty
of its radial velocity measurement. Fig. 7a shows that while the
median uncertainty for a star with 0.8M is 1.5 km s−1, this value
increases to 7.5 km s−1 for a star with 0.5M. While we are con-
fident that our uncertainties are accurate, we wanted to avoid any
artificial signal caused by residuals in the determination of our
error budget. Therefore, we restricted ourselves to stars which
have a measurement uncertainty of vr < 5 km s
−1 (about 2/3 of
our sample). While this selection does not remove the trend that
more massive stars have more accurate velocity measurements,
it does reduce the impact of the measurement uncertainties on
the analysis.
The velocity dispersion profiles obtained for the individual
mass bins are shown in Fig. 7b. In the outskirts of the cluster, the
profiles are more or less indistinguishable from one another. This
finding agrees with the simulations carried out by Trenti & van
der Marel (2013) in which energy equipartition is only partially
developed. This result can be understood as a consequence of
the instability that in a two-mass system the massive stars form
a self-gravitating system if their mass fraction exceeds a critical
value (Spitzer 1969).
At the cluster centre, i.e. at radii . 10′′, the situation may
be different, as we observe the highest mass bin to have a lower
dispersion than the other mass bins with a difference of about
1 km s−1. This is comparable to the uncertainties of the individ-
ual datapoints, hence the significance of the observed difference
is low. Regarding the results on partial energy equipartion we
just mentioned, a spread between the mass bins would not be
expected, in particular because the mass difference between the
upper two bins is not large. On the other side, the observations
carried out by Martinazzi et al. (2014) showed that the strongest
mass segregation is observed close to the cluster centre. Unfortu-
nately, our data set does not include enough low-mass stars close
to the cluster centre to study their kinematics at a sufficient level
of detail to investigate this further, and we conclude that more
data are needed to settle this issue.
So far it was only possible to investigate energy equipartition
with HST (e.g. Trenti & van der Marel 2013) because of the lim-
ited sizes and mass ranges covered by radial velocity samples.
However, our results at larger distances to the cluster centre show
that this restriction can be overcome with MUSE and that it may
become possible to investigate this matter at much lower obser-
vational costs. In this respect, it should be highlighted that here
we are still working on commissioning data with short exposure
times. With its high throughput, the light-collecting power of the
VLT, and our capability to deblend stellar spectra, MUSE can
dig significantly deeper into the stellar populations of a cluster
than we demonstrated in this study, provided that longer expo-
sure times are being used. Close to the centre, however, the ob-
servations are limited by crowding rather than by exposure time.
Increasing the spatial resolution, for example via the adaptive
optics module that is planned to support future MUSE observa-
tions, will be key.
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Fig. 7. Analysis of the mass-dependent kinematics of NGC 6397. (a) The red histogram shows the distribution of stellar masses in the MUSE
sample. The median measurement uncertainties of the stellar velocities as a function of mass are shown as blue crosses. (b) The velocity dispersion
profile as a function of stellar mass. The mass range of each bin is shown in the legend. In contrast to (a), only stars with a measurement uncertainty
< 5 km s−1 were included in this comparison.
6.2. Rotation
In order to check if we detected any significant rotation in
NGC 6397, we used the same Voronoi bins as in Sect. 6.1 and
determined the median velocity in each bin. The result of this
calculation is shown in Fig. 6a. We detected no strong rotational
signal in NGC 6397, but there is a trend towards lower velocities
in the eastern region of the observed footprint compared to the
western region with a difference of about 1km s−1. This would
hint of a weak rotational component around an axis that is ap-
proximately aligned in the north-south direction. In addition, we
also observe that the median velocities seem to be lower near
the cluster centre than in the outskirts of the observed footprint.
However, just as the amplitude of the potential rotation curve,
the strength of this feature is comparable to the expected resid-
uals of the wavelength calibration (cf. Sect. 4.1). Therefore, the
significance is hard to quantify. We checked the influence of the
bin size by varying N between 50 and 200. This did not change
the overall appearance shown in Fig. 6a.
Based on an analysis of the integrated light, Gebhardt et al.
(1995) found the core of NGC 6397 to be weakly rotating with
a projected amplitude ∼2km s−1. On the other hand, when look-
ing at individual stars no significant rotational component was
found. Still, weak rotations seem to be common in globular clus-
ters. This is suggested by the study of Fabricius et al. (2014),
who reported rotational signatures to be ubiquitous in the eleven
(northern) clusters they analysed. The signals detected by Fabri-
cius et al. show gradients of ∼1km s−1/arcmin, comparable to
what is suggested by our analysis of NGC 6397. We conclude
that if NGC 6397 is rotating at all, the rotational component is
very weak and that the velocity dispersion is clearly the domi-
nant contribution to the second order velocity moment. Hence,
we neglect rotations in the following discussion of Jeans mod-
elling and refer to the second order velocity moment simply as
velocity dispersion σr.
6.3. Jeans modelling
Jeans modelling is a widely used method to infer cluster proper-
ties from photometric and kinematical data. In the spherical case,
which is appropriate to NGC 6397 since we did not find strong
signs of rotation in our analysis of Sect. 6.2, the Jeans equation
is written as (e.g. Binney & Tremaine 2008)
d(νv2r )
dr
+
2β νv2r
r
= −νdΦ
dr
. (3)
It relates the gravitational potential Φ of the cluster to the second
order central velocity moment v2r , weighted by the luminosity
density ν. The parameter β = 1 − v2θ/v2r measures the anisotropy
of the velocity distribution inside the cluster.
A common approach is to start from the surface brightness
profile of the cluster and obtain its luminosity density via de-
projection of the measured profile. Under the assumption of a
given mass-to-light ratio (M/L), we can obtain an estimate of the
gravitational potential of the cluster. The contribution of a central
black hole or a population of dark stellar remnants may be added
to this potential. The Jeans equation relates the gravitational po-
tential to the second order moments of the velocity distribution
of the cluster stars. In practice, the second order moments are
predicted for a range of cluster parameters, such as M/L or the
black hole mass, and the model that best matches the data is in-
ferred by means of a χ2 or maximum-likelihood test. For our
analysis of NGC 6397 we used the JAM modelling code of Cap-
pellari (2008). This code requires the surface brightness profile
of the cluster to be parametrised as a multi-Gaussian expansion,
which is what we did in Sect. 3.
To compare the model predictions of the velocity dispersion
to our measurements, we used the same maximum-likelihood ap-
proach as in Gerssen et al. (2002) and Kamann et al. (2014). This
approach has the advantage that it does not require any binning
of the data. Instead, for each star i one measures the probability
of drawing its radial velocity, vi, from the predicted velocity dis-
tribution at radius ri. The likelihood L of a model given the data
is then calculated as the product of the probabilities of all stars.
It can be shown that for large data sets, the quantity λ = −2 lnL
follows a χ2 distribution. The implication of this for our data
analysis is twofold.
1. We consider a model as a statistically valid representation
of our data if the deviation between its λ value and the ex-
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Fig. 8. Comparison between the kinematical data and the predictions of spherical Jeans models with a constant mass-to-light ratio Υ and different
masses MBH for a central black hole. The left panel shows the distribution of likelihoods in the Υ-MBH plane. Solid lines give 1, 2, and 3σ
confidence intervals. The marginalised distributions of both Υ and MBH are shown in the central panel. The dotted lines indicate the 1 and 3σ
confidence intervals. The right panel compares the velocity dispersion predicted by models with a mass-to-light ratio of Υ = 1.9 M/L and
different black hole masses to the kinematical data.
pectation value 〈λ〉 is within a given confidence interval that
is determined from a χ2 distribution with N degrees of free-
dom. In this case, N is the number of stars in the data.
2. We use likelihood ratio tests to determine confidence inter-
vals for the model parameters. If the most likely model yields
λ = λmin, the quantity ∆λ = λ − λmin follows a χ2 distribu-
tion with m degrees of freedom. In this case, m is the number
of free parameters in the model. Unless otherwise noted, the
confidence intervals we provide are 1σ intervals.
The data used in this comparison is the union of all data shown
in Fig. 5, after a combination of the results obtained for the indi-
vidual stars and an exclusion of RV variables which resulted in
a final sample of N = 7027 stars.
The first suite of models that we calculated had a constant
mass-to-light ratio Υ, hence possible effects of mass segregation
were neglected. We varied Υ in the range 1.6 ≤ M/L ≤ 2.4
with a step size of 0.1 M/L. A central black hole with a mass
varying between 0 and 1 500 M in steps of 100 M was in-
cluded in the models. The left panel of Fig. 8 shows the 2D like-
lihood distribution of the model parameters given our data. The
most likely model has Υ = 1.9 M/L and contains a black hole
with 500 M. The likelihood of this model deviates by ∼1σ from
the expected value for N = 7027, hence it provides a statistically
valid description of our data.
For further analyses, we determined marginal distributions
for both parameters, which are depicted in the central panel
of Fig. 8. We obtained a value for the (dynamical) M/L of
Υ = 1.9 ± 0.1M/L, which is in good agreement with values
determined by Meylan & Mayor (1991; 2.1 ± 0.1M/L) and
Heyl et al. (2012; 2.4 ± 0.5 M/L). Using the absolute clus-
ter magnitude obtained in Sect. 3, we measured a total cluster
mass of Mtot = (7.0 ± 0.8) · 104 M, which is about 30% smaller
than the estimates of Meylan & Mayor (1991) and Heyl et al.
(2012). The unknown aspect in our mass estimate is the accuracy
of the integrated magnitude of the cluster, as already discussed in
Sect. 4.3. An offset of 30% in mass corresponds to a magnitude
offset ∼0.25, which seems not unreasonably high in view of the
large scatter found for the integrated magnitude in the literature.
In the right panel of Fig. 8, we compare the velocity dis-
persion profiles predicted by models with a constant M/L of
Υ = 1.9M/L and various black hole masses to our measure-
ments. It is remarkable how well the models can reproduce the
velocity dispersion profile that we measured. One can also see
that the model without a black hole underestimates the measured
central dispersion. Without a black hole, a slight decrease of the
velocity dispersion within 10′′ is expected. Hence our models
with a constant M/L require a black hole to match the data. We
obtain a best-fit mass of MBH = 600 ± 200 M.
In Fig. 7, we observe a decrease in velocity dispersion to-
wards the cluster centre predicted by the model without any
black hole in our highest stellar mass bin. In this respect, it would
be very interesting to obtain model predictions for the kinematics
as a function of stellar mass. We cannot perform such modelling
with our approach, but it is possible for example with N-body
models. However, such modelling is beyond the scope of this
paper.
Profiles that show a decreasing velocity dispersion towards
the centre are a common result of isotropic models, i.e. models
with β ≡ 0. As anisotropies can provide another explanation for
a rise in the central dispersion profile, we tested what degree of
central anisotropy would be required to achieve a similar effect
compared to a black hole with 600 M. This was carried out via
comparison of our data to a second grid of Jeans models, where
instead of including a black hole the β-value of the central Gaus-
sian components of the surface brightness profile was altered.
We found that a strong radial anisotropy of β = 0.5 would be
required. This would strongly contradict the results of the proper
motion study by Watkins et al. (2015), who did not find any ev-
idence for central anisotropies. This result is in agreement with
the expectation that central anisotropies are suppressed by the re-
laxation of the cluster. In addition, the kinematics in the outskirts
of the cluster are also consistent with β ≡ 0 (Heyl et al. 2012).
Therefore, we do not expect that setting β ≡ 0 oversimplifies our
models.
Still the question is whether a black hole is the only way
to bring the data and the models into agreement. For example,
Gerssen et al. (2002) found in their study of M 15 that the neces-
sity for a black hole was diminished when a varying M/L was as-
sumed, which in this case was obtained from Fokker-Planck sim-
ulations. These simulations predicted a rise in the central M/L,
mainly caused by the segregation of stellar remnants near the
centre. Mass segregation has also been observed in NGC 6397,
so we wanted to investigate the influence of a varying M/L on
our data-model comparison. While the prediction of a dedicated
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M/L profile via Fokker-Planck or N-body simulations is beyond
the scope of this paper, we instead followed the approach of van
der Marel & Anderson (2010) and added an additional gravita-
tional component to account for a central increase in the density
of dark stellar remnants. To this aim, we modelled its density
via the simple profile introduced by Plummer (1911) to describe
the distribution of stars in globular clusters. This profile is well
constrained in extent and provides a simple representation for a
compact mass characterised by a single scale. Denoting the total
mass Md and the length scale ad, its functional form is written as
ρ(r) =
3 · Md · a2d
4pi · (r2 + a2d)5/2
. (4)
In view of the good agreement between our models and our
data in the outskirts of the cluster, we kept the M/L of the lumi-
nous stellar component constant at Υ = 1.9 M/L and created
models for a range in masses (0 < Md/M < 3 000) and length
scales (0′′.3 < ad < 30′′) but without a central black hole. The
Plummer profile was parametrised using a multi-Gaussian ex-
pansion and added as an additional density component into the
Jeans modelling code. The surface brightness profile input into
the code was left unchanged because the dark component does
not contribute to it.
The general observation when carrying out this analysis is
that a central accumulation of remnants can also explain our
measurements. However, the models that provide the best match
to our data contain dark components that closely resemble the
black hole, i.e. have similar masses and are compact. This is il-
lustrated in Fig. 9, where we compare our data to a suite of mod-
els with a constant mass of Md = 600 M and different length
scales ad. These models only improve the agreement with the
data for values ad . 5′′ compared to the case with a constant
M/L and no black hole.
Statistically, the most likely model with varying M/L, which
has Md = 600 M and ad = 2.45′′, represents the data as well
as the most likely model containing a central black hole. For
this reason, the data at hand do not allow us to exclude one of
the two options: an intermediate-mass black hole or a compact
overdensity of remnants. In the next section, we discuss whether
either of the two alternatives can be excluded by other means.
7. Discussion and conclusions
The comparison of our kinematical data with the predictions
from the isotropic Jeans models shows that the central veloc-
ity dispersion is higher than what could be explained by the
bright stars alone. An intermediate-mass black hole with a mass
of 600 ± 200 M would be an intriguing explanation for this. If
its presence is confirmed, it would be the first detection of an
intermediate-mass black hole based on the analysis of individual
stars instead of integrated light. Using the central velocity dis-
persion of σ = 5 km s−1 and the mass of M = 7 · 104 M of the
cluster, we can check if the black hole would fall onto the scaling
relations known from galaxies (always taking into account that
this involves the extrapolation of a power law over several orders
of magnitude). The relations derived by Marconi & Hunt (2003)
for the mass and by Gültekin et al. (2009) for the velocity dis-
persion both yield black hole masses of ∼100 M. However, as
argued by Kruijssen & Lützgendorf (2013), instead of using the
current properties of the clusters, one may rather use their ini-
tial properties when applying the scaling relations. The reason is
that the relaxation times of stellar clusters are much shorter than
Fig. 9. Comparison between Jeans models with a variable mass-to-light
ratio and the kinematical data. The grey curves correspond to models
that have a central dark stellar component with a mass of 600 M and
characteristic scales between 0′′.3 and 30′′ as indicated in the plot.
those of galaxies, hence while galactic bulges have not expe-
rienced much evolution during their lifetimes, globular clusters
have. Interestingly, when we apply the predictions of Kruijssen
& Lützgendorf (2013; their Figs. 1 and 2) to NGC6397, we ob-
tain an expected black hole mass of ∼1 000 M.
We find that a compact accumulation of dark stellar remnants
provides an alternative explanation for the kinematical data we
have obtained. The main contribution to this component would
probably be in the form of stellar black holes and neutron stars
because their masses are significantly higher than those of the
bright stars (in contrast to most white dwarfs). Estimations on
the total mass of neutron stars in NGC 6397 based on simula-
tions have been obtained by Drukier (1995) or Giersz & Heggie
(2009), yielding > 1 400 M and 3 140 M, respectively. The to-
tal mass of the dark stellar component that provides the best fit
to our data is only 600 M. From this point of view, the budget
that is available in the cluster would be sufficient to create such
a central dark component. Observationally, however, the abun-
dance of dark remnants is not well constrained. The sample sizes
obtained in gamma- or X-ray observations of globular clusters
are relatively small, with ∼10–100 candidate objects (e.g. Abdo
et al. 2010). In NGC 6397, only one neutron star has been iden-
tified by its X-ray emission (Grindlay et al. 2001). In addition, a
few companions of millisecond pulsars have been detected (e.g.
Ferraro et al. 2001; also Paper I).
Another aspect concerns the question of how long such a
dense central component is stable before it evaporates via grav-
itational encounters between its members or tidal forces. For an
old (> 10 Gyr) stellar system, the following constraint has been
derived for the half-mass radius rh of a central component that
has not evaporated yet (Binney & Tremaine 2008; eq. 7.143):
rh ≥ 0.01 pc · (ln(0.1 · M/m))2/3
(
m
M
)2/3 (108M
M
)1/3
, (5)
where M is the total mass of the component and m the average
mass of its constituents. Using M ≡ Md = 600 M and assuming
m = 1 M, eq. 5 yields rh ≥ 1.4 pc. For a Plummer profile, the
integration of eq. 4 shows that rh ≈ 1.3 ad. Therefore, the value
for rh corresponds to ad,evap ≥ 90′′ at a distance of 2.5 kpc, more
than a factor of 10 larger than our upper limit on the scale radius,
Article number, page 10 of 12
S. Kamann et al.: MUSE crowded field 3D spectroscopy of over 12 000 stars in the globular cluster NGC 6397
ad = 5′′ = 0.06 pc. We conclude that any central component
formed during the early evolution of the cluster would have been
evaporated by now unless the average mass of its constituents
was m  1 M, in which case its collapse via collisions may
become an issue (e.g. Maoz 1995).
However, in a globular cluster a central component would
rather form via mass segregation than as a remnant of the forma-
tion of the cluster. The evaporation timescale is directly linked to
the relaxation time th which scales with r
3/2
h (Binney & Tremaine
2008; eq. 7.108). Setting rh = 1.3 ad = 0.09 pc, we obtain an
evaporation timescale of ∼160 Myr. This is longer than the es-
timated core relaxation time of the cluster, tc ≈ 0.1 Myr (Harris
1996), which governs the mass segregation. Hence it is possible
that the central component is quasi-stable because it is constantly
refilled with massive objects from the outer cluster regions.
By design, our models with an additional Plummer com-
ponents in their centres would all cause a rise in the central
M/L. However, the results from previous studies cast doubts
on whether that is the case, even if the remnants accumulate
in the centre. Martinazzi et al. (2014) investigated mass segre-
gation among the luminous stars in NGC 6397 and found that
their mass-to-light ratio decreased towards the centre; while the
average mass of a star increased from 0.55 M at r = 30′′ to
0.8 M near the core radius, its average magnitude decreased
by ∼3 mag in the same range. The combined effect of lumi-
nous stars and remnants was investigated by Meylan & Mayor
(1991), who modelled the dynamics of the cluster using multi-
mass King-Mitchie models. While the authors found that indeed
massive neutron stars have the highest concentration, their con-
tribution was not strong enough to make up for mass segregation
among luminous stars. Hence M/L dropped from its global value
of 2.0 M/L to a value of 1.7 M/L around the centre.
The surface brightness profile of NGC 6397 may provide fur-
ther evidence about which of the two aforementioned scenarios,
a central black hole or an accumulation of stellar remnants, is
more likely. As we mentioned earlier, the cluster may have un-
dergone core collapse, even if our analysis of the surface bright-
ness profile is also consistent with a flattening within 2′′ around
the centre. The simulations of Noyola & Baumgardt (2011) have
shown that it is unlikely to find intermediate-mass black holes in
core collapse clusters. In addition, NGC 6397 does not show the
large ratio between core radius and half-mass radius that Trenti
et al. (2007) found for simulated globular clusters containing an
IMBH.
A puzzling observation is the dependence of the measured
velocity dispersion on the mass of the stars near the centre of the
cluster, although the significance is low. If this is an intrinsic ef-
fect, it would be difficult to explain with energy equipartition in
view of the results by Trenti & van der Marel (2013). In particu-
lar because these authors found that an intermediate-mass black
hole would suppress the equipartition of the cluster stars even
further. However, more data will be needed to investigate this
further. In this respect, NGC 6397 is actually not the optimal
cluster to observe with MUSE. Its low velocity dispersion poses
severe constraints on the accuracy of the measured velocities. At
the same time, its low metallicity results in a lack of strong ab-
sorption lines, so that the spectra must be extracted with a higher
S/N than in more metal-rich clusters to achieve the same accu-
racy.
Still our analysis has shown the potential of crowded field 3D
spectroscopy with MUSE to investigate the dynamics of Galactic
globular clusters. We are currently carrying out a larger survey
of several clusters. This survey focusses on massive clusters that
have higher velocity dispersions than NGC 6397, and therefore
we expect to learn even more from the analysis of the MUSE
spectra. Also, a dedicated search for binary stars in the course
of this survey will be important in addressing several questions
that remain in the current paper. For example, luminous stars
orbiting around massive stellar remants should be relatively easy
to detect, hence it would be possible to find an accumulation of
dark stellar remnants near the cluster centre.
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